Supervised Distance-Based Feature Selection for Hyperspectral Target Detection
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Abstract: Feature/band selection (FS/BS) for target detection (TD) attempts to select features/bands that increase the discrimination between the target and the image background. Moreover, TD usually suffers from background interference. Therefore, bands that help detectors to effectively suppress the background and magnify the target signal are considered to be more useful. In this regard, three supervised distance-based filter FS methods are proposed in this paper. The first method is based on the TD concept. It uses the image autocorrelation matrix and the target signature in the detection space (DS) for FS. Features that increase the first-norm distance between the target energy and the mean energy of the background in DS are selected as optimal. The other two methods use background modeling via image clustering. The cluster mean spectra, along with the target spectrum, are then transferred into DS. Orthogonal subspace projection distance (OSPD) and first-norm distance (FND) are used as two FS criteria to select optimal features. Two datasets, HyMap RIT and SIM.GA, are used for the experiments. Several measures, i.e., true positives (TPs), false alarms (FAs), target detection accuracy (TDA), total negative score (TNS), and the receiver operating characteristics (ROC) area under the curve (AUC) are employed to evaluate the proposed methods and to investigate the impact of FS on the TD performance. The experimental results show that our proposed FS methods, as compared with five existing FS methods, have improving impacts on common target detectors and help them to yield better results.
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1. Introduction

Hyperspectral imagery (HSI) have properties that provide scientists with various applications, such as crop and mineral identification in agriculture and geology, improved classification map production [1], subpixel target and anomaly detection [2–7], spectral unmixing [8], and data fusion. However, huge data volumes are produced due to the high number of spectral bands. Moreover, much of the information that is supplied by hyperspectral data is redundant, since adjacent spectral bands are highly correlated. Hence, studies have been conducted on reducing the data dimensionality by feature/band selection (FS/BS) and feature extraction (FE) methods. In general, the goal of dimensionality reduction (DR) is to reduce data volume, speed up computing, and improve the accuracy of analyses [9,10].

FE methods, such as principal components analysis (PCA) [11], maximum noise fraction (MNF) [12], linear discriminant analysis (LDA) [13], independent components analysis (ICA) [14], and wavelet transform [15] produce new features from a linear combination of the original bands. FE methods have
received less attention in target detection (TD) studies since subtle information regarding the target and the background may be lost in this approach. However, there is a new type of FE methods that is based on the deep learning concept, such as the convolutional neural network (CNN) and deep belief network (DBN), which are used to extract new high-level features in order to improve the classification accuracy [16,17].

As for FS methods, there are three main categories: filter, wrapper, and embedded methods [18]. Each of these categories is further divided into supervised and unsupervised methods [19]. Supervised methods rely on training samples and prior information of classes, targets, and background to conduct FS, while unsupervised methods use no prior knowledge. The filter methods select features that are independent of the subsequent image analysis to be conducted, such as classification. The selected features are then given as input to the classifier. Several unsupervised filter methods have been developed, based on the information theory, which use criteria, such as correlation coefficient [18], entropy [20], mutual information [21], linear prediction error (LPE) [22], first/second spectral derivative, contrast, and spectral ratio [20]. Some unsupervised FS methods employ search strategies, such as sequential forward/backward selection (SFS/SBS) and sequential floating forward/backward selection (SFFS/SFFS) [23], which are computing-intensive and yield suboptimal results. Other unsupervised criteria, such as fuzzy logic [24], clonal selection [25], Inf-FS [26], and eigenvector centrality (EC) FS [27], have also been used for FS. In contrast, there are supervised filter methods that are based on distance metrics, such as the Euclidean, Mahalanobis, and Bhattacharyya distances [18]. Other supervised FS methods to be mentioned are gain ratio, chi-square feature evaluation, Relief-F, and correlation-based feature selection (CFS) [18].

Furthermore, some unsupervised filter methods have applied the endmember extraction (EE) criteria [28], which select the most distinctive features as optimal. Examples of such methods are G-FS [29], linear prediction (LP) [30], and orthogonal subspace projection (OSP)-based [31] techniques. These three methods are developed based on the N-FINDR [32], unsupervised fully-constrained least squares (UFCLS) [33], and automatic target generation process (ATGP) [31] measures, respectively. In another class of unsupervised filter FS methods, such as PFS and MTD [34], optimal features are selected based on the geometrical properties of features in the prototype space [35].

In contrast to the filter FS methods, there are several supervised wrapper FS methods. These methods select features that are based on the classification results. Therefore, the FS is iteratively completed. The random forest (RF) and support vector machine recursive feature elimination (SVM-RFE) classifiers have been used as wrappers in [18]. The genetic algorithm (GA) has also been used as a supervised FS method [36]. Furthermore, a kernel-based supervised wrapper FS method developed for SVM can be found in [37].

There are embedded FS methods in addition to the filter and wrapper FS methods. The embedded methods are quite similar to the wrapper methods. The difference to the wrapper methods is that an intrinsic model building metric is used during learning. Examples of embedded methods are L1 regularization (LASSO) [38] and decision tree [39].

A fact to be noticed is that the criteria developed in the literature for FS/FE are mostly used for classification. However, classification and detection are conceptually different. To be more specific, the targets are very rare in an image in terms of the number of pixels. Moreover, many targets are smaller than the ground sampling distance (GSD). Hence, practically no spatial and statistical information can be extracted from them. The only available information is the mixed spectra. Furthermore, a challenge is to suppress the background since it deteriorates the accuracy of TD. In this regard, features that help discriminate the targets from the background are considered to be optimal. Therefore, the DR methods employed for classification might not be as helpful for TD.

Several filter FS methods, supervised and unsupervised, which are aimed at improving TD have been introduced in the literature. For example, in an unsupervised manner, features with more skewness or deviations from the Gaussian distribution are considered to be optimal for TD in [40]. In [41], features that produce better edge maps are regarded to be more informative in an unsupervised
fashion. PSO-MSR employs a band search strategy that is based on the particle swarm optimization (PSO) along with a supervised target-background separation ratio in [42] in order to improve TD. Some unsupervised FS methods use band clustering and ranking. For instance, in clustering-based band selection (CBS) [43], band clustering is conducted while using the density-based spatial clustering of applications with noise (DBSCAN) [44] algorithm. The clustered bands are then sorted and selected based on divergence.

In another type of supervised FS, methods are based on similarity measures. Variable-number variable-band selection (VNVBS) [45] uses the concept of orthogonal subspace projection (OSP) to select bands that contain the most discriminatory information. Moreover, some supervised FS methods rank and select bands based on weights. In band selection for CEM (BSC) [46], the feature vector values of the constrained energy minimization (CEM) detector [47] are regarded as the weights of bands. CEM-based constrained band selection (CCBS) [48] also exploits the CEM detector to select the bands. In this unsupervised filter method, each band vector is thought of as the desired target vector and all of the remaining band vectors are regarded as undesired. The output of the finite impulse response (FIR) filter is used as the FS criterion. CCBS uses virtual dimensionality (VD) [49] to determine the signal subspace dimension or the number of bands to be selected. Constrained band subset selection (CBSS) [50] is another unsupervised FS method that is similar to CCBS. The difference is that CBSS constrains multiple bands as a subset as opposed to CCBS, which constrains a single band as a singleton set. In the unsupervised band add-on (BAO) method, a decomposition of the spectral angle mapper (SAM) is presented to select optimal bands based on the angular separation [51].

In contrast, there is also wrapper FS methods that are designed for TD. In [52], for a fixed false alarm (FA) value, the power of detection, PD, is used as the criterion to evaluate the selected features in a supervised fashion. Feature subsets are selected while using the SFS search strategy. Curve area and genetic theory (CAGT) [53] uses the genetic algorithm as the search strategy to find the optimal feature subset. The receiver operating characteristics (ROC) [54] area under the curve (AUC) is used as the supervised criterion to evaluate each feature subset.

Furthermore, there are embedded FS methods that are designed for TD. A supervised sparsity-based method, called LASSO-based band selection (LBS), has been developed to select different band subsets that are based on the CEM detector [55]. The band subset that minimizes the objective function is selected as optimal. In [56], CEM feature vectors have been interpreted based on a sparsity model similar to [55] in which bands with non-zero weights are selected. Moreover, recently, a few studies have been dedicated to applying deep learning concept to TD. For example, in [57], a method, called the CNN-based target detection (CNNTD), was employed to extract features for TD.

It must be noticed that an ideal FS method is one that helps target detectors to more effectively discriminate the target and the image background. Therefore, developing an FS method that is based on the TD concept would help to select more discriminative features. In this regard, the first proposed supervised filter method, called autocorrelation-based feature selection (AFS), innovatively utilizes the image autocorrelation matrix as well as the target signature to simultaneously include the target and the background separation or distance information in the FS process. This is in contrast to many unsupervised FS methods, which only rely on the background information, and many supervised methods, which only use the target information and little background information. The other innovative feature of this method is that it introduces the detection space (DS) to select the optimal features. Indeed, the performance of an FS method depends on the efficiency of the FS criterion and the space that is used for data representation. In addition, it would be ideal to characterize the background, so that more useful information regarding the target and the background separability can be extracted. Hence, in the second proposed supervised filter approach, called target-background separability (TBS), at first, background modeling is performed via the K-Means method [58]. Subsequently, the target spectrum and the cluster mean spectra are projected into the detection space. To conduct FS, two methods that are based on two different criteria, i.e., the orthogonal subspace projection distance (OSPD) and the first-norm distance (FND), are proposed. The innovation of these two methods is they
model the background prior to FS and avoid using all background pixels, since neighbouring pixels are usually highly correlated. In addition, they use geometrical measures to select optimal the features in the detection space. Therefore, it must be emphasized that AFS, OSPD, and FND have three key characteristics, i.e., (1) they implement statistical and geometrical FS criteria in the detection space, (2) exploit the target and the background information together as opposed to many of the existing FS methods, and (3) measure three types of distances between the target and the background.

Therefore, this paper is organized, as follows. In Section 2, the datasets that were used for experiments are introduced. Subsequently, five existing TD-based FS methods, i.e., CCBS, VNVBS, BAO, LBS, and PSO-MSR, are briefly introduced for comparison. Furthermore, the concepts behind the three proposed FS methods are explained completely, followed by the explanation of the evaluation measures. Section 3 presents the experiments and results. Section 4 provides discussions regarding the performance of the proposed methods. For detection, the CEM and adaptive matched filter (AMF) [59] detectors are employed. Finally, Section 5 gives the conclusion.

2. Data and Methods

2.1. HyMap Dataset

The HyMap dataset was collected in July 2006 in Cooke City, Montana, USA [60]. The GSD of the image is approximately 3 m. The data contains 126 spectral bands in the VNIR-SWIR range. Water absorption and low signal-to-noise bands were removed, leaving 112 bands. Civilian vehicles and small fabric panels are used as targets. The locations of the ground truth objects or targets are shown in the circles in Figure 1. Zoomed views of the target locations can be seen in Figure 2. Table 1 shows the details of the number, size, and type of the targets. Moreover, the HyMap dataset and all of the information regarding the ground truth given in Figure 1, Figure 2, and Table 1 are available online at [61].

![Figure 1. The HyMap dataset color image of Cook City, Montana, USA.](image1)

![Figure 2. Zoomed views of the fabric panels (left) and vehicles (right) used as targets in the HyMap dataset.](image2)
Table 1. Details of the fabric panels and vehicles used as targets in the HyMap dataset.

| Names | Materials and Sizes       | Number of Pixels |
|-------|---------------------------|------------------|
| F1    | 3 m Red Cotton Panel      | 9                |
| F2    | 3 m Yellow Nylon Panel    | 9                |
| F3a   | 2 m Blue Cotton Panel     | 9                |
| F3b   | 1 m Blue Cotton Panel     | 1                |
| F4a   | 2 m Red Nylon Panel       | 9                |
| F4b   | 1 m Red Nylon Panel       | 1                |
| V1    | 1993 Chevy Blazer         | 1                |
| V2    | 1997 Toyota T100          | 1                |
| V3    | 1985 Subaru GL Wagon      | 1                |

It must be added that the ground truth samples consist of pure and mixed pixels, as well as guard pixels that separate the target panels from the surrounding areas. In our experiments, the guard pixels were removed from the targets list. Furthermore, for targets F1 and F2, the spectra of the central pure pixels were given as input to target detectors. F3 and F4 are arranged in two sizes. Therefore, they are considered as F3a, F3b, F4a, and F4b. F3a and F4a have central pure pixels, but F3b and F4b only consist of mixed pixels. As a result, for F3a and F4a, pure pixels and, for F3b and F4b, mixed pixels are used as target spectra. For targets V1, V2, and V3, only mixed pixels were available, which were inevitably used as input to the detectors. Meanwhile, the HyMap dataset is geometrically and radiometrically corrected and the pixel values demonstrate the reflectance spectra. In Figure 3, the reflectance spectra of the targets are shown. As can be seen, most of the targets have spectral responses that are similar to those of the background vegetation. This implies a very difficult condition to separate the targets from the background.

Meanwhile, in this research, the reflectance values of the HyMap dataset pixels are multiplied by 10,000 to avoid floating-point computation complexities.

Figure 3. The reflectance spectra of targets in the HyMap dataset.

2.2. SIM.GA Dataset

The SIM.GA dataset was collected in May 2013 in Viareggio, Italy [62]. It contains 511 spectral bands in the VNIR region. There is also a 127-band binned noise-whitened dataset in the blue and green spectral region, which is used in this research for reduced data size and faster computations. The GSD is about 60 cm. The locations of the ground truth target panels are shown in circles in Figure 4. Table 2 demonstrates the names and number of pixels for each target.
2.3. Existing Feature Selection Methods Aimed For Target Detection

2.3.1. CCBS

This method employs the OSP concept by projecting the target vector into the subspace orthogonal to the reference signature. Subsequently, a local window is defined around each band in order to analyze the bands. The inner product of the local band vectors is then used as the criterion for FS.

2.3.2. VNVBS

Supervised band selection methods are generally based on the cost function that integrates the background information by only using the image mean vector as the representative of the background. The reference signature is usually the mean vector of the image. To conduct FS, this selected bands are not optimal in terms of background suppression and TD since the image mean cannot completely describe the background spectral complexity.

2.3.3. BAO

Reference source not found. Bands having the biggest absolute values of the inner products are selected as optimal.

For the SIM.GA dataset, no information regarding the purity or mixture of target pixels was available. Hence, for each target, the mean radiance spectrum of the inner pixels was used as input for detection. In addition, the SIM.GA dataset is in radiance and it is not geometrically and radiometrically corrected. Only two radiometric corrections on the sensor level are done, i.e., destriping and noise-whitening. The destriped image shows high amounts of variability in the radiance spectra of pixels for each target. However, the noise-whitened image displays little spectral variability for each target. Therefore, the noise-whitened version of the SIM.GA dataset is used in this research. Figure 5 displays the mean radiance spectra of the targets. Furthermore, the SIM.GA dataset and all the ground truth data can be downloaded from [63].

Table 2. Details of the panels and vehicles used as targets in the SIM.GA dataset.

| Names          | Number of Pixels |
|----------------|------------------|
| P1             | 44               |
| Black Panel    | 4                |
| White Panel    | 36               |
| V1             | 20               |
| V4             | 42               |
| V5             | 25               |
| V6             | 20               |

Figure 4. The SIM.GA dataset color image of Viareggio City, Tuscany, Italy.

Figure 5. The radiance spectra of targets in the SIM.GA dataset.
2.3. Existing Feature Selection Methods Aimed for Target Detection

In this section, five existing FS methods are briefly explained. The reason that these methods are selected is that they are conceptually developed for TD, similar to our proposed methods. Therefore, these methods are used in Section 4 for comparison.

2.3.1. CCBS

This method is developed based on the concept of the CEM detector. However, CCBS only takes advantage of the cost function in the CEM optimization problem in an unsupervised manner while neglecting the target information. In CCBS, the CEM cost function is differently interpreted, so that the CEM vector detects a particular band among the full-band set. In this method, it is supposed that bands yielding higher values of the cost function have higher correlations with other bands, and are therefore more informative for detecting a target [48]. However, the main drawback of CCBS is that it only focuses on the background and ignores the target information.

2.3.2. VNVBS

This method uses the target signature and a reference signature in a supervised manner to select bands. The reference signature is usually the mean vector of the image. To conduct FS, this method employs the OSP concept by projecting the target vector into the subspace orthogonal to the reference signature. Subsequently, a local window is defined around each band in order to analyze the bands. The inner product of the local band vectors is then used as the criterion for FS. Bands having the biggest absolute values of the inner products are selected as optimal [45].

Although this method uses the target information for FS, it ignores the bulk of background information by only using the image mean vector as the representative of the background. The selected bands are not optimal in terms of background suppression and TD since the image mean cannot completely describe the background spectral complexity.

2.3.3. BAO

This supervised method is developed based on the SAM concept, where bands that produce the maximum angles between the target and a reference signature are selected as optimal. Similar to VNVBS, the image mean vector is used as the reference signature. The FS cost function is formulated by decomposing SAM, such that the value of a derived multiplier is used to select the bands. FS starts from an initial band subset and the remaining bands are added one by one to the initial subset. Bands which minimize the cost function are the ones which maximize the discrimination between the target and the background [51].

This method suffers from the fact that it neglects the background information. Indeed, the image mean vector is not a good representative for the background, especially in a case such as TD, where subtle spectral information is required to separate the target and the background.

2.3.4. LBS

This method operates in a supervised manner based on the TD concept, where the difference between the target abundance map that was obtained in the full dimension and the abundance map that was produced by the selected bands is used as the criterion for FS. The CEM vector in the reduced dimension is estimated using the linear regression model with L1 regularization (LASSO). The model is solved by the quadratic programming technique. Subsequently, the indices of the non-zero elements in the estimated CEM vector are interpreted as the optimal band numbers [55].

This method uses a potentially convincing FS criterion in terms of TD. However, the proposed criterion is mathematically complex to be solved and, unfortunately, does not exactly yield the desired solution, i.e., the number of bands selected is not the same as the number of bands intended to be
selected. In other words, the method cannot select the desired number of bands given as input to the algorithm.

2.3.5. PSO-MSR

This method is developed to select features in a supervised manner for TD. PSO-MSR employs a search strategy that is based on the PSO algorithm and a cost function, called maximum-submaximum ratio (MSR). This method evaluates the feature subsets selected by PSO based on the MSR values. Therefore, it is of the wrapper type methods. For each feature subset, the average of the maximum value of the detection image and four of its neighbouring pixels is calculated. Afterwards, the average of the remaining \( K \) pixels in the detection image having the largest values is calculated. The ratio of the first average value to the second one is used to select optimal features. Feature subsets producing the maximum MSR values are regarded as optimal [42].

However, there are some problems with PSO-MSR. It uses PSO as the search strategy that needs tuning parameters to initialize and it is also very time-consuming, since huge numbers of feature subsets are selected to be evaluated. Moreover, in MSR, it is supposed that the maximum value of the detection abundance map is the target pixel. However, this assumption might not always be true.

2.4. The Proposed Feature Selection Algorithms

Feature/Band Selection (FS/BS) that is based on the target detection (TD) concept, by using a projection vector consisting of the image autocorrelation matrix and the target signature, can help to select more discriminative bands. Moreover, it must be emphasized that extracting further information on the background, while using an appropriate space for the representation of bands and employing effective criteria that were developed specifically for TD-based FS, can lead to more informative bands to be selected. In this regard, the proposed FS criteria are presented in details, as follows.

2.4.1. Autocorrelation-Based Feature Selection (AFS)

Conceptually, TD generally occurs in two steps, no matter whether it is the CEM, AMF, or any other detector. In the first step, the target signal is magnified prior to background suppression. Subsequently, in the second step, the background is suppressed by projecting the image into a new subspace. Based on this concept, we introduce a new vector, called the ‘TD projector’, in order to develop the autocorrelation-based feature selection (AFS) method. This vector is defined as:

\[
k_{L \times 1} = R_{L \times L}^{-1} d_{L \times 1}
\]  

where \( k \) is the TD projector, \( L \) is the number of spectral bands, \( d \) is the desired target signature, and \( R^{-1} \) is the inverse of the image autocorrelation matrix \( R \):

\[
R_{L \times L} = \frac{1}{N} \sum_{i=1}^{N} r_i r_i^T
\]

where \( N \) is the number of image pixels and \( r_i \) is an \((L \times 1)\)-dimensional image pixel vector.

The TD projector in Equation (1) is embedded in the CEM and AMF detectors. Since the background suppression is accompanied by the target energy being reduced, the first term is introduced by multiplying the image pixel vectors by \( d \). This term magnifies the target energy, which helps to increase the probability of the target to be detected.

In the second term, the image pixels are transferred into the subspace spanned by \( R^{-1} \). It must be emphasized that, in the TD concept, \( R \) is regarded as the mean energy or power of the image. Hence, in this step, approximately the largest amount of the image background energy is suppressed.

Two points must be noticed here. The first point is that the TD projector is defined based on the detection concept. Therefore, the values of the image pixel vectors or target vectors, after being
multiplied in an element-wise fashion by Equation (1) and then projected into a new subspace, change from reflectance or radiance into new values. Hence, we name this new subspace as the detection space (DS) hereafter and the FS criterion for AFS will be implemented in this space. The second point is that, since the TD projector uses the target signature and the AFS method is also defined using this projector, hence, the FS process is conducted in a supervised manner.

One other important point in Equation (1) is that the inverse of the sample autocorrelation matrix plays a key role in suppressing the image background. In fact, in $R$, each diagonal element $i$ can be regarded as the mean energy of the $i$th band in the original feature space. Therefore, $R^{-1}$ in (1) minimizes the energy of individual bands. In this regard, if we do an element-wise product of $k$ and the diagonal in $R$, the product can be considered as the mean value of the background in different bands in the detection space. Furthermore, detectors, such as CEM, use the second power of $k$ to suppress $R$; hence, we also use the second power of $k$ in order to be consistent with the TD concept:

$$s_{L \times 1} = \text{diag}(R)$$

$$e_{L \times 1} = k^2 \ast s$$

where $s$ is the vector containing the diagonal elements of $R$ and $e$ is the mean energy of the image bands in the detection space. The asterisk in Equation (4) is used to denote the element-wise multiplication of vectors. $k^2$ also means the element-wise second power. Likewise, the projector can also multiply the target:

$$t_{L \times 1} = |k \ast d|$$

where $t$ indicates the target values in each band in the detection space. The signs of the values in $t$ are not important, as they only denote the direction of autocorrelation. Therefore, the absolute values of $t$ are employed in Equation (5). Since $R$ is a positive matrix, $e$ also has positive elements in Equation (4). Theoretically, target detectors exploit the distance between the target and the background pixels in the detection space to conduct detection. Therefore, the greater the difference between the absolute values of $t$ and $e$, the greater the discrimination between the target and the background. Hence, the FS criterion is defined, as follows:

$$a_{L \times 1} = |t - e|$$

where $a$ is the vector that represents the separability between the target and the background. Indeed, $a_i$ means the first-norm distance between the target and the background in the $i$th feature. Features that yield the biggest values for $a_i$ are regarded as optimal, since they provide the greatest amount of separability between the target and the background in the detection space.

To further clarify the FS criterion, Figure 6a displays the target $t$ and background $e$ spectra after being projected into the detection space. The target spectrum in the detection space seems like a straight line since the target values are very small when compared with the mean background values. Figure 6b displays the $a_i$ values for all features or the difference in absolute values between $t$ and $e$ in the full-dimensional detection space, i.e., $L$ original features. As it is seen, the sixth feature ($f_6$) provides the greatest absolute distance between the target and the background. Therefore, it can be selected as the first optimal feature in the full-dimensional detection space. However, our analysis demonstrated that selecting features based on a backward elimination strategy, i.e., removing the features with the minimum $a_i$ values in Equation (6), which are the least discriminative ones, leads to better results. Therefore, we use the backward strategy for selecting the features by AFS. The steps of the AFS method are as follows:

1. For target $d_{L \times 1}$, the TD projector $k_{L \times 1}$ in Equation (1) is constructed while using the autocorrelation matrix $R_{L \times L}$ defined in Equation (2).
2. $e_{L \times 1}$ and $t_{L \times 1}$ are calculated based on Equations (4) and (5).
(3) For feature \(f_i\), the \(a_i\) is obtained, as follows:

\[ a_i = |t_i - e_i| \]  

This step is conducted for all of the features.

(4) Using a backward elimination strategy, the feature \(f_u\) with the minimum \(a_u\) value is removed from the original set of features \(f = \{f_1, f_2, \ldots, f_L\}\):

\[ f_u = \arg\min_{i} (a_i), \quad i = 1, \ldots, L; \quad 1 \leq u \leq L \]  

(5) \(d\) and \(R\) are updated by removing the feature \(f_u\) determined in step 4.

(6) \(k\) is updated in the reduced-dimensionality detection space using the new \(d\) and \(R\).

(7) Vector \(a\) defined in Equation (6) is computed for all of the new features in the reduced-dimensionality detection space using the updated set of features \(f'\). It must be emphasized that the two feature sets \(f\) and \(f'\) are different in both the number of features and the features themselves.

Steps 3 to 7 are repeated until a stop criterion is met, e.g., \(x < L\) features are left. These features have the maximum \(a\) values in Equation (7) and they thus provide the highest amount of discrimination between the target and the background. The \(x\) remaining features are then used for TD. Furthermore, \(x\) can be determined based on the application or the user needs. For example, it can be set when the number of FAs for a given feature subset is minimum when compared with that of other subsets. Apart from FA, other criteria, such as the number of truly detected targets or true positives (TPs), can be also employed to stop the FS process.

![Figure 6](image_url)  

**Figure 6.** (a) The target \(t\) and background \(e\) spectra in the detection space (DS). (b) The absolute values of the difference between \(t\) and \(e\) in all features obtained by the autocorrelation-based feature selection (AFS) method in the full-dimensional DS. \((f_b)\) is the first optimal feature.

Furthermore, a question might be raised as to how the optimal number of features that are required to stop the FS process can be determined in reality, i.e., when there is no ground truth available and, hence, the FA and TP values cannot be calculated and no ROC can be computed. Based on our experiments, no reasonable relationship could be found between the VD value and the feature subsets in which the minimum FA or maximum TP was obtained with the aid of the ground truth samples. However, we propose a stop criterion for FS that is based on the TD concept. This criterion does not rely on the ground truth data; the only information that it needs is the target signature.

In this regard, after the AFS algorithm sorts all of the features based on the backward elimination strategy, a forward inclusion strategy is adopted where the features are selected one by one from the
first optimal feature to the last and the least discriminative feature to construct subsets in the detection space in order to determine the optimal number of features. In other words, the dimensionality of the detection space is incremented one at a time. In each feature subset, the following criterion is calculated:

$$h_i = |k_i^T d_i - k_i^T s_i|, \quad i = 1, \ldots, L$$  \hspace{1cm} (9)$$

In Equation (9), $h_i$ is the distance between the lengths of the target and the background in the detection space while using the $i$th feature subset or $i$ features, $k_i$ is the projection vector in Equation (1) constructed in the $i$-dimensional feature space, $d_i$ is the target vector, and $s_i$ is the background vector defined in Equation (3). $d_i$ and $s_i$ are both constructed while using the first $i$ optimal features. The feature subset yielding the maximum value of $h$ can then be regarded as the best subset. To further illustrate the proposed stop criterion, the $h_i$ values that were obtained while using all of the selected features from the first optimal feature—the first feature subset—to the last feature subset—containing all of the selected and sorted features—for both HyMap and SIM.GA datasets are demonstrated in Figure 1.

As seen in Figure 7a, feature subset 19 ($f_{19}$) yields the maximum distance between the first target (F1) and the background in the HyMap dataset. Figure 7b displays the sum of distances between all targets and the background in the HyMap dataset. It is seen that ($f_{31}$) gives the maximum separability. Similarly, Figure 7c,d demonstrate the distances for the SIM.GA dataset. In Figure 7c, ($f_{48}$) results in the maximum separability between the first target (P1) and the background. In Figure 7d, ($f_{49}$) yields the maximum distance between all targets and the background.
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**Figure 7.** The distance between the target and the background in different feature subsets selected by AFS. The first feature is the first optimal feature and the last feature subset contains all of the selected and sorted features. (a) The distance obtained for the first target and (b) all targets in the HyMap dataset. (c) The distance obtained for the first target and (d) all targets in the SIM.GA dataset.
It must be noticed that these subsets are selected while only using the target signature and the mean background energy. Since the ground truth is not employed, the best subsets selected may not be necessarily the best subsets that can be obtained while using the ground truth data for all of the target pixels. This will be further investigated in the experiments section.

Therefore, it must be emphasized that AFS introduces a new space that is based on the TD concept, in which the discriminative features can be selected based on a simple geometric criterion, i.e., the first-norm distance between the target and the background in the detection space.

Furthermore, as previously mentioned, it must be noticed that unsupervised FS methods only rely on the background data to select optimal features ignoring the target information, while a few existing supervised FS methods mainly focus on the target information ignoring the background. In contrast, AFS simultaneously employs the full information regarding the target and the background separation while using the general TD concept to select features without directly resorting to the detector feature vector. It does so by simultaneously exploiting the autocorrelation matrix as well as the target signature.

Moreover, since AFS is a supervised method, it is able to select more discriminative features for TD when compared with most of the existing FS methods developed for TD, which operate in an unsupervised manner. It must be also emphasized that many target signatures are spectrally mixed at the subpixel level, which can only be detected using subtle spectral information; hence, a supervised TD-oriented approach to FS leads to better results.

2.4.2. Target-Background Separability (TBS)

Target-background separability (TBS), similar to AFS, uses both target and background information in the detection space (DS) in a supervised manner to select optimal features. The TD projector in Equation (1) is also employed to develop the feature selection (FS) criterion. However, in contrast to AFS, TBS uses image clustering to model the background. In fact, using all image pixels for FS is not essential, since the neighbouring pixels are usually highly correlated, which leads to unnecessary computational complexity. Therefore, a few representative pixels can be used to select informative bands. In this regard, in the TBS approach, background modeling is conducted while using the K-Means algorithm prior to FS, which aims to extract information on the background. The number of clusters or the VD is estimated while using the HySime [49] algorithm. Therefore, the cluster mean vectors are used as the delegates to the background.

To continue, similar to what is done with AFS, the target signature and the cluster mean vectors are transferred into the detection space while using the TD projector defined in Equation (1). The target vector in the detection space is obtained using Equation (5). Subsequently, the cluster mean vectors in the detection space are obtained, as follows:

\[
\tilde{C}_{L\times P} = |k_{L\times 1} \ast C_{L\times P}|
\]

where \( \tilde{C} \) is a matrix consisting of \( P \) cluster mean vectors in the detection space, \( L \) is the number of spectral bands, \( k \) is the TD projector, and \( C \) is a matrix containing the original \( P \) cluster mean vectors in the feature space:

\[
C_{L\times P} = [c_1, c_2, \ldots, c_p]
\]

In Equation (11), each \( c_i \) represents the mean column vector for cluster \( i \). As in Equations (4) and (5), the asterisk in Equation (10), \( \ast \), represents the element-wise multiplication. Again, similar to Equations (4) and (5), the absolute values in Equation (10) are used in the FS process. Two criteria are implemented in the following sections to select optimal features.

Orthogonal Subspace Projection Distance (OSPD)
To select features using the OSPD criterion, first, a multi-dimensional space is built while using the transpose of \( t \) and \( \tilde{C} \), as follows:

\[
TDS_{(p+1)\times L} = \begin{bmatrix} t^T \end{bmatrix}
\]

where \( TDS \) is the transformed matrix that is built by the target and cluster mean vectors in the detection space. In the TDS space, similar to the prototype space, each column in Equation (12) represents a feature. TDS has properties that are similar to those of the prototype space. For example, the orthogonal distance to the space diagonal demonstrates the separability between the target and the clusters. In order to calculate the orthogonal distances from features to the TDS diagonal, the OSP projector is used, as follows:

\[
P_D^\perp = I - D(D^T D)^{-1} D^T
\]

where \( I_{(p+1)\times(p+1)} \) is an identity matrix and \( D_{(p+1)\times 1} = [1, 1, \ldots, 1]^T \) is the TDS space diagonal vector. Afterwards, the OSP vectors are obtained:

\[
OSP_{(p+1)\times L} = P_D^\perp TDS
\]

In Equation (14), column \( i \) represents the OSP vector from feature \( (f_i) \) to the space diagonal. Features having the maximum OSP vector lengths are regarded as optimal, since they provide the greatest separability or distance between the target and the clusters. However, similar to APS, we use a backward elimination strategy and remove the features with the minimum OSP distances:

\[
f_u = \arg\min_{f_i} \|P_D^\perp TDS_{(p+1)\times L} \|_i, \quad i = 1, \ldots, L; \ 1 \leq u \leq L
\]

\((f_u)\) is the feature with the minimum OSP value.

Figure 8a shows a sample two-dimensional TDS that was built by the target and the first cluster using all the original feature vectors. \( osp_{f_6} \) displays the orthogonal distance vector from the sample feature \( (f_6) \) to the space diagonal that was obtained by Equation (14). Figure 8b shows the values of the orthogonal distances for all the original features in the \((p+1)\)-dimensional TDS. \( (f_6) \) is the first optimal feature.
First-Norm Distance (FND)

While using the FND criterion, the first-norm distances between the target and the cluster mean vectors are obtained, as follows:

\[ FND_{L \times P} = \| t - \bar{C} \| \]  \hspace{1cm} (16)

where \( FND \) is a matrix, the columns of which correspond to the first-norm distance vectors and \( t \) and \( \bar{C} \) are defined as in Equations (5) and (10), respectively. Each row in Equation (16) represents a single feature. Therefore, for a given feature \( f_i \), the sum of elements in row \( i \) gives the total distance between the target and the cluster means in that feature. Subsequently, features with maximum values are regarded as optimal. However, following the backward elimination strategy, the least discriminative features are removed, as follows:

\[ f_u = \arg\min_{f_i} \left( \sum_{j=1}^{P} FND_{i,j} \right), \ i = 1, \ldots, L; \ 1 \leq u \leq L \]  \hspace{1cm} (17)

where \( (f_i) \) is the feature with the minimum sum of FND values. \( P \) is the number of clusters. Figure 9a displays the target and clusters in the full-dimensional detection space to illustrate this criterion. Figure 9b shows the values obtained in Equation (17) for all the original features. As it is seen, feature \( (f_{74}) \) has the highest FND value, which is considered as the first optimal feature.

The TBS approach is implemented in the following steps:

1. For target \( d_{L \times 1} \), the TD projector \( k_{L \times 1} \) in Equation (1) is computed using the autocorrelation matrix \( R_{L \times L} \) defined in Equation (2).
2. Image clustering is conducted using K-Means. \( C_{L \times P} \), as defined in (11), is the matrix containing \( P \) cluster mean vectors.
3. \( t_{L \times 1} \) and \( C_{L \times P} \) are obtained by transferring the target vector and the cluster mean vectors into the detection space using \( k_{L \times 1} \) based on Equations (5) and (10).
4. One FS criterion, i.e., OSPD or FND is employed.
5. Depending on the FS criterion, one feature, i.e., the least discriminative one, \( (f_i) \), is removed from the original set of features \( f = \{f_1, f_2, \ldots, f_L\} \).
6. \( d \) and \( R \) are updated by removing the feature \( (f_u) \).
7. \( k \) is updated in the reduced-dimensionality detection space using the new \( d \) and \( R \).
(8) $t$ and $\tilde{C}$ are computed in the reduced-dimensionality detection space using the new and updated set of features $f'$. As with AFS, the two feature sets $f$ and $f'$ are different in both the number of features and the features themselves.

(9) The FS criterion that was employed in step 4 is used again to remove the second least discriminative feature.

Steps 5 to 9 are repeated until a stop criterion is met, e.g., $x < L$ features are left. These $x$ features are selected as optimal. Furthermore, similar to what was proposed as the stop criterion for AFS in real situations where there are no ground truth data available, the same criterion can also be applied to OSPD and FND. However, here, instead of the mean background vector $\mathbf{s}$ defined in Equation (3), the cluster mean vectors $C$ in Equation (11) are used. To be specific, the sum of distances between the target and the clusters is employed to select the best feature subset.

Therefore, some points regarding OSPD and FND must be mentioned. The two TBS-based methods, unlike AFS, use a different approach to background modelling. They employ image clustering to further characterize the background. In other words, they do not solely depend on the image autocorrelation matrix as the background representative. Moreover, TBS-based methods avoid using all image pixels that are highly correlated and may deteriorate the FS results. Additionally, the two FS methods, similar to AFS, simultaneously use both target and background information to select optimal features in a supervised manner.

Another point to be mentioned regarding the above two methods is that they employ geometric criteria in the detection space to conduct FS. In other words, they give a geometric interpretation of the relationship between the target and the background in a new space that is different from the traditional spaces, such as the feature space.

2.5. Evaluation Measures

As to the authors’ knowledge, a few detailed analyses have been reported on the quantitative comparison between target detection (TD) in the full-band and reduced-dimensionality spaces. Comparisons are only made between FS methods based on the detection results in the reduced-dimensionality space. In some studies, measures, such as the separability index and the correlation coefficient, have been used to evaluate the detection results that were produced by different FS methods. Furthermore, in many studies, not enough attention has been paid to the ROC analysis as a standard measure for evaluating the detection performance. In contrast, in this research, a complete ROC analysis is introduced to evaluate the proposed algorithms in the full-band and reduced-dimensionality spaces. Meanwhile, it is beneficial to investigate the effect of FS on more than one target detector, since detectors have different capabilities. Hence, in our experiments, two common detectors, CEM and AMF, are employed.

2.5.1. False Alarm (FA)

In target detection (TD), it is common to give more importance to the number of false alarm (FA) pixels. This is due to the fact that avoiding incorrect decisions means less cost. However, in our research, the focus is on both FA and true positive (TP) pixels by simultaneously minimizing FAs and maximizing TPs.

In the first experiment, after the feature selection process finishes, subsets containing different numbers of selected features are employed to conduct detection by the CEM and AMF detectors. To do so, the number of features in the optimal feature subset progressively increases from 10 to the last feature. Afterwards, we introduce the following equation to be applied to the detection abundance image in order to obtain the best FAs and TPs for each subset:

$$TDA_{i,t,\text{max}} = \frac{TP_{i,t}}{n_t + FA_{i,t}} \times 100, \quad i = 10, \ldots, NF$$

(18)
where $TDA_{i,t,max}$ is the maximum target detection accuracy (TDA) obtained for target $t$ using the subset containing $i$ optimal features, $TP_{ij}$ is the number of true positive pixels, $FA_{ij}$ is the number of false alarm pixels, $n_t$ is the number of target pixels, and $NF$ is the total number of features. Ideally, when $FA_{ij} = 0$ and $TP_{ij} = n_t$, i.e., all target pixels are detected with no FAs, then, $TDA_{i,t,max} = 100$. In the worst case when $TP_{ij} = 0$, i.e., the detector cannot detect any target pixels, $TDA_{i,t,max} = 0$. To be specific, in order to determine $FA_{ij}$ and $TP_{ij}$, a threshold must be used to convert a detection abundance map to a binary classification map. In this regard, for each target in each selected feature subset, a full range of thresholds from the minimum abundance to the maximum abundance in the detection map is used for the conversion. For each threshold, FAs and TPs are counted and $TDA_{ij}$ is calculated. The threshold that gives the maximum value, i.e., $TDA_{i,t,max}$ or the best trade-off between FAs and TPs, is used to produce the classification map. Subsequently, the $FA_{ij}$ and $TP_{ij}$ values corresponding to $TDA_{i,t,max}$ are regarded as the best result accomplished by a detector while using the $i$th feature subset for target $t$ based on Equation (18).

It must be noticed that Equation (17) is designed so that both FAs and TPs are considered to evaluate the effect of different feature subsets that are produced by the FS methods. It must be also emphasized that, for each feature subset, the best FA and TP are separately obtained for each target. Afterwards, for each feature subset, the sum of best FAs and TPs of all targets are given as the final result achieved by a detector while using an FS method:

$$TFA_i = \sum_{g=1}^{g} FA_{ij, t} \quad TTP_i = \sum_{g=1}^{g} TP_{ij, t}, \quad i = 1, \ldots, L$$

(19)

In Equation (19), $TFA_i$ is the total number of FAs regarding all targets, $FA_{ij}$ is the best FA obtained for target $t$ in Equation (18), $TTP_i$ is the total number of TPs while considering all targets, $TP_{ij}$ is the best TP gained for target $t$ in Equation (18) and $g$ is the number of targets. $i$ is the selected feature subset. Therefore, in the first experiment, the TFA values are used to compare the FS methods.

### 2.5.2. Target Detection Accuracy (TDA)

Both false alarms and true positives are taken into account as the measure of performance in order to have a better comparison of the effect of FS methods on the target detection (TD). In this regard, the TFA and TTP values that were obtained by Equation (19) are used to determine the best TDA for each feature subset regarding all targets as follows:

$$TDA_i = \frac{TTP_i}{NT + TFA_i} \times 100, \quad i = 1, \ldots, L$$

(20)

where $TFA_i$ and $TTP_i$ are obtained for the $i$th feature subset by Equation (19), $NT$ is the total number of pixels for all targets, and $TDA_i$ is the best TDA obtained for all of the targets while using the $i$th feature subset.

### 2.5.3. Total Negative Score (TNS)

Here, we introduce a new measure, called the total negative score (TNS). To obtain TNS, the following equation is first calculated:

$$\varepsilon = NT - TTP + TFA$$

(21)

where $NT$ is the total number of target pixels, $TFA$ means the total number of false alarms for all targets, and $TTP$ is the total number of true positives corresponding to $TFA$. In fact, $(NT - TTP)$ denotes the number of missed target pixels. Hence, $\varepsilon$ denotes the negative score or the number of incorrect decisions by a detector. Subsequently, TNS for each FS method equals:

$$TNS = \varepsilon_{CEM} + \varepsilon_{AMF}.$$
The lower the value of $TNS$, the higher the performance of a detector while using an FS method. Therefore, the FS method that results in lower false alarms and higher true positives is regarded as the best method.

2.5.4. Receiver Operating Characteristics (ROC)

The ROC area under the curve (AUC) is used in order to evaluate the overall performance of the FS methods, as this is a standard measure in the target detection analyses. To conduct the evaluation, for each feature subset, ROC AUC is obtained for each target separately. Subsequently, we calculate the average of ROC AUC values for all of the targets for each feature subset.

2.5.5. Computing Speed (CS)

Finally, the time periods that were consumed by the proposed FS methods to select optimal features are compared with those of other FS methods.

3. Results

3.1. FA Curves

As stated above, false alarm (FA) is important in target detection (TD), since it can reduce the costs of wrong decisions. Hence, based on the above explanations, Figure 10 displays the FA curves for the CEM and AMF detectors while using different FS methods. Specifically, for each feature subset, the $TFA$ values that were obtained by Equation (19) are shown in Figure 10. The feature subsets are sorted from the first subset containing the first optimal feature to the last subset containing all of the sorted features. The black horizontal lines indicate the full-band detection FAs. This line is introduced by FB standing for ‘full-band’ in the legends. The proposed methods are displayed while using solid color lines.

Figure 10a shows the results of CEM while using different feature selection methods for the HyMap dataset. As can be seen, the proposed methods have produced much lower FAs when compared with other methods. Furthermore, FND in subsets 33 and 37 and AFS, OSPD, and FND from subset 48 to subset 63, have even resulted in FAs that are lower than the value of the full-band detection. In Figure 10b, the AMF results for the HyMap dataset are given. Again, the FAs that are produced by the proposed methods are much lower than those of other methods in different feature subsets. In addition, AFS, OSPD, and FND have successfully achieved very close or better results when compared with the full-band detection from subset 50 to subset 63.

In Figure 10c, the results of CEM for the SIM.GA dataset are displayed. Interestingly, all of the proposed FS methods have produced much lower FAs across all feature subsets in comparison with other methods. More importantly, the proposed methods have generated fewer FA pixels as compared with the full-band detection, even in the initial subsets with just a few features. LBS has also gained better results when compared with the full-band detection in some feature subsets. However, the overall performance of LBS considering all of the feature subsets is not satisfactory, especially in the initial feature subsets. VNVBS has generated FAs that are lower than the result of the full-band detection in the final feature subsets, but again its overall performance regarding other feature subsets is weak. The performance of PSOMSR is very unstable, especially in the initial subsets. Figure 10d demonstrates the results obtained by AMF for the SIM.GA dataset. The proposed methods have resulted in much lower FAs, especially in the initial and middle feature subsets. Meanwhile, in most of the feature subsets, especially with fewer features, the FAs are lower than the result of the full-band detection. In just a few of the end feature subsets, LBS, VNVBS, and PSOMSR have led to FAs that are lower than the full-band detection value. Nevertheless, the overall performance of these two methods is not convincing.
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Figure 10. The number of false alarm (FA) pixels produced by the constrained energy minimization (CEM) and adaptive matched filter (AMF) detectors using feature subsets selected by different feature selection (FS) methods. Figure (a,b) are the results for the HyMap dataset and figure (c,d) show the results for the SIM.GA dataset. The curves in solid color lines are generated by the proposed FS methods. The black horizontal line in each figure indicates the full-band (FB) result for comparison with FS-based results.

3.2. TDA Curves

Similar to Figure 10, the target detection accuracy (TDA) values are displayed as curves. The black horizontal lines show the full-band TDA values. FB in the legends stands for ‘full-band’. Meanwhile, it must be noticed that, in general, the detection accuracy values are low when compared with the traditional measures that are often employed in classification studies, such as the overall accuracy and kappa coefficient. This is due to the fact that the number of target pixels is usually much lower than that of FA pixels. Therefore, the number of FAs mostly influence the values that were obtained by Equation (20).

Figure 11a displays the performance of CEM while using different FS methods for the HyMap dataset. It is seen that all of the proposed methods have a better performance in all of the selected feature subsets when compared with other methods. Moreover, AFS, OSPD, and FND have also managed to obtain TDAs that are higher than the full-band result from subset 53 to subset 63. In Figure 11b, the results of AMF for the HyMap dataset are given. Again, the proposed feature selection methods have a superior performance in all of the feature subsets. Furthermore, from subset 50 to subset 68, AFS, OSPD, and FND have also achieved TDAs that are higher than the full-band result in most of the subsets.
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**Figure 11.** The best target detection accuracy (TDA) obtained by the CEM and AMF detectors using different feature selection (FS) methods. Figure (a,b) show the results for the HyMap dataset. The results of the SIM.GA dataset are displayed in figure (c,d). The curves in solid color lines are generated by the proposed FS methods. The black horizontal line in each figure indicates the full-band (FB) result for comparison with FS-based results.

Figure 11c,d shows the TDA curves of CEM and AMF for the SIM.GA dataset, respectively. As it is seen in Figure 11c, all of the three proposed FS methods have demonstrated superior performance in contrast to other methods. Moreover, all of the proposed methods have achieved better results when compared with the full-band detection. Additionally, in Figure 11d, the proposed FS methods have outperformed other methods. All of our methods have also had TDAs that are higher than the full-band value in a great number of feature subsets. In addition, it must be noted that, in the SIM.GA dataset, in contrast to the HyMap dataset, the proposed methods have yielded results that are close to the full-band value from the initial subsets containing just a few of the optimal features. However, only in the final feature subsets, VNVBS has gained TDA values that are slightly above the full-band horizontal line.

3.3. TNS

In this experiment, Table 3 demonstrates the $TFA_i$ and $TTP_i$ values that were obtained in Equation (19), corresponding to the $TDA_i$ values in Equation (20) achieved by the two target detectors while using different FS methods for both datasets. TDA% is the maximum target detection accuracy that is based on TFA and TTP; #F denotes the number of selected optimal features. In each column, the results of detection achieved by two target detectors, CEM and AMF, based on the features that were selected by one FS method are demonstrated. In the last column at the right, the results of the full-band (FB) detection are given for comparison with those of the reduced-dimensionality detection. In the first column from the left, NT indicates the total number of targets for each dataset.
Table 3. Total false alarms (TFA) and the corresponding total true positives (TTP) achieved by the feature selection (FS) methods based on the maximum target detection accuracy (TDA%). NT is the total number of targets. #F is the number of optimal features. TNS indicates the total negative score for each FS method.

| Detector | HyMap | CEM | AMF | Dataset | SIM.GA | CEM | AMF |
|----------|-------|-----|-----|---------|--------|-----|-----|
|          | NT = 41 |     |     | NT = 191 |        |     |     |
|          |        |     |     |        |        |     |     |
| Existing Feature Selection Methods | Proposed Feature Selection Methods | FB |
| CCBS | LBS | BAO | VNVBS | PSOMSR | AFS | OSPD | FND |
|------|-----|-----|------|-------|-----|------|-----|
| TFA | TFA | TFA | TFA | TFA | TFA | TFA | TFA |
| TTP | TTP | TTP | TTP | TTP | TTP | TTP | TTP |
| TDA% | TDA% | TDA% | TDA% | TDA% | TDA% | TDA% | TDA% |
| #F | #F | #F | #F | #F | #F | #F | #F |
| HyMap |      |     |     |       |       |     |     |
| CEM | 140 | 144 | 140 | 140 | 140 | 122 | 130 | 145 | 140 |
| 31 | 32 | 31 | 31 | 31 | 31 | 31 | 31 | 35 | 31 |
| 17.13 | 17.3 | 17.13 | 17.13 | 17.13 | 19.02 | 18.13 | 18.82 | 17.13 | 17.13 |
| 112 | 111 | 112 | 112 | 112 | 58 | 54 | 88 | 112 | 112 |
| AMF | 149 | 155 | 148 | 165 | 169 | 147 | 160 | 159 | 149 |
| 26 | 26 | 26 | 31 | 31 | 31 | 31 | 31 | 31 | 26 |
| 13.68 | 13.27 | 13.76 | 15.05 | 14.76 | 16.49 | 15.42 | 15.5 | 13.68 | 13.68 |
| 112 | 111 | 111 | 111 | 111 | 56 | 90 | 101 | 112 | 112 |
| TNS | 314 | 323 | 313 | 325 | 329 | 289 | 310 | 320 | 314 |
| SIM.GA |      |     |     |       |       |     |     |
| CEM | 109 | 84 | 109 | 80 | 112 | 78 | 78 | 78 | 125 |
| 96 | 88 | 98 | 98 | 98 | 88 | 88 | 88 | 100 | 100 |
| 32 | 32 | 32.67 | 32.84 | 32.34 | 32.71 | 32.71 | 32.71 | 31.65 | 31.65 |
| 98 | 51 | 123 | 105 | 125 | 75 | 71 | 70 | 127 | 127 |
| AMF | 158 | 149 | 134 | 105 | 153 | 106 | 96 | 97 | 145 |
| 98 | 90 | 93 | 89 | 97 | 88 | 85 | 84 | 93 | 93 |
| 28.08 | 27.94 | 28.62 | 30.07 | 28.2 | 29.63 | 29.62 | 29.17 | 27.68 | 27.68 |
| 119 | 126 | 120 | 97 | 114 | 64 | 43 | 46 | 127 | 127 |
| TNS | 455 | 437 | 434 | 389 | 452 | 390 | 383 | 379 | 459 |
In the HyMap dataset, a look at the results by the CEM detector shows that AFS and OSPD have led to the number of FAs lower than that of the full-band detection, while maintaining the number of TPs equal to that of the full-band value. FND has achieved TPs that are higher than that of the full-band detection with a few more FAs. In terms of the TDA%, all of the proposed FS methods have successfully gained values higher than those of other methods. AFS, OSPD and FND have also achieved TDA% values higher than the full-band result. With the AMF detector, AFS has successfully produced lower FAs and higher TPs as compared with the full-band result. OSPD and FND have produced higher TPs when compared with the full-band result. OSPD has also produced lower FAs as compared with the full-band detection. Moreover, AFS, OSPD and FND have also generated higher TDA% values as compared with other methods as well as the full-band value. In terms of TNS, AFS is the best FS method with the lowest TNS value and the lowest number of features. In the second place, OSPS has obtained a TNS value that was lower than those of other methods.

In the SIM.GA dataset, with CEM, all of the proposed FS methods have led to FAs that are lower than the full-band value. However, the number of TPs is also lower than that of the full-band detection. Among other FS methods, VNVBS has achieved the lowest FA value; but, the TP value is also low. The same situation also applies to the AMF detector, i.e., all of the proposed FS methods have accomplished lower FAs with TPs, also, a little lower than the full-band result. In terms of TDA%, with CEM and AMF, all of the proposed FS methods have achieved higher values than those of the full-band detection. Among all of the methods, VNVBS has accomplished the maximum TDA% using both CEM and AMF. However, this result is obtained with a much higher number of features compared with the proposed FS methods.

The reason the ratio of true positives to the total number of targets achieved in the HyMap dataset is higher when compared with the situation in the SIM.GA dataset is that in the second dataset, the pixel values are in radiance and the amount of spectral variability in target pixels is high. Unfortunately, this deteriorates the detection performance.

Finally, in terms of TNS, in the HyMap dataset, AFS and OSPD have successfully obtained lower values in comparison with the other methods. In addition, AFS and OSPD have successfully achieved TNS values that are lower than the full-band value. In the SIM.GA dataset, all of the proposed FS methods have accomplished TNS values much lower than the full-band value. Additionally, all of the proposed FS methods have achieved the lowest TNS values when compared with other methods. However, VNVBS has also obtained a close score as compared with the proposed methods.

3.4. ROC AUC Curves

Figure 12 displays the ROC AUC curves. The x-axis demonstrates the number of selected features by the FS methods in each feature subset. The y-axis shows the average ROC AUC values that were calculated for each feature subset. In Figure 12a,b, the ROC AUC curves for different FS methods are given using the CEM and AMF detectors, respectively, for the HyMap dataset. Figure 12c,d demonstrate the ROC AUC curves using the same target detectors, respectively, for the SIM.GA dataset. Similar to the previous experiments, in each figure, a black horizontal line is used to indicate the average ROC AUC value of the full-band detection for comparison with the FS-derived ROC AUC results. This line is introduced by the term FB, i.e., “full-band” in the legends. Moreover, the curves for the proposed FS methods are displayed by solid color lines.
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Figure 12 displays the ROC AUC curves. The x-axis demonstrates the number of selected features by the FS methods in each feature subset. The y-axis shows the average ROC AUC values that were calculated for each feature subset. In Figure 12a,b, the ROC AUC curves for different FS methods are given using the CEM and AMF detectors, respectively, for the HyMap dataset. Figure 12c,d demonstrate the ROC AUC curves using the same target detectors, respectively, for the SIM.GA dataset. Similar to the previous experiments, in each figure, a black horizontal line is used to indicate the average ROC AUC value of the full-band detection for comparison with the FS-derived ROC AUC results. This line is introduced by the term FB, i.e., “full-band” in the legends. Moreover, the curves for the proposed FS methods are displayed by solid color lines.

As it is seen in Figure 12a, for the HyMap dataset and using the CEM detector, all of the proposed FS methods have successfully achieved average AUC values higher than those of other methods in all of the selected optimal feature subsets. Moreover, the proposed methods have gained AUC values that are higher than the full-band value in most of the feature subsets. In Figure 12b, with the AMF detector and for the HyMap dataset, again, all of the proposed FS methods have accomplished AUC values that are higher than those of other methods in all optimal feature subsets. AFS, OSPD, and FND have also obtained AUC values that are higher than the full-band result in some of the middle feature subsets.

In Figure 12c, while using the CEM detector with the SIM.GA dataset, AFS, OSPD, and FND have shown relatively stable results with AUC values steadily increasing from the initial feature subsets towards the final feature subset. As previously mentioned, the SIM.GA dataset is spectrally complex, since it is not geometrically and radiometrically corrected. Therefore, none of the proposed FS methods achieved AUC values that were higher than the full-band value. However, the results were so close to the full-band AUC. Meanwhile, the other five compared FS methods have demonstrated very unsteady results in different feature subsets. Surprisingly, BAO has produced AUC values that are higher than the full-band result in the middle-to-final feature subsets; but, a close inspection of Figure 12c reveals the unstable behaviour of this method, especially in the initial feature subsets containing a smaller number of optimal features. In particular, BAO had such a weak performance in the initial feature subsets that it could not be plotted completely in the figure. Furthermore, LBS showed a stable and close performance compared with the proposed methods. However, LBS also demonstrated a weak performance in some of the initial feature subsets.

Figure 12d shows the AUC values of the AMF detector for the SIM.GA dataset. AFS, OSPD and FND have achieved higher AUC values in comparison with other methods, especially in the initial
The three proposed FS methods have also led to AUC values very close to the full-band result. Moreover, among the compared methods, VNVBS has obtained AUC values higher than the full-band result in a few of the middle feature subsets. Nevertheless, as it is seen, all of the compared FS methods suffer from abrupt changes from one feature subset to the next.

3.5. CS

In this experiment, the amounts of time spent by the proposed FS methods along with other FS methods to select and rank the complete set of optimal features are displayed as computing speeds (CS) in Table 4. All of the proposed FS methods consumed much less time when compared with CCBS and LBS. However, VNVBS and BAO also performed FS in very short time periods. The reason is that they only use the target and the image mean vectors to conduct FS. The same situation applies to the proposed OSPD and FND methods, since they perform FS using the target and cluster mean vectors and do not use all the image pixels for FS. Hence, they are also quick FS methods. AFN is also fast, because it only employs the target vector and the image autocorrelation matrix to select optimal features. The time spent by PSOMSR is much longer that all of the other methods. The reason is that the PSO strategy searches for a large number of feature combinations in a random manner in order to find the best features for a given subset.

Table 4. The time in seconds spent by the feature selection (FS) methods to select optimal features.

| Dataset     | Existing FS Methods | Proposed FS Methods |
|-------------|---------------------|---------------------|
|             | CCBS | LBS | BAO | VNVBS | PSOMSR | AFS | OSPD | FND |
| HyMap       | 132  | 55  | 3   | 2     | 21,500 | 8   | 2    | 4   |
| SIM.GA      | 132  | 53  | 2   | 1     | 11,396 | 9   | 1    | 3   |

4. Discussion

Regarding Section 3.1 (False Alarm Curves), it can be said that, in the HyMap dataset, the CEM and AMF detectors had a superior performance using all of the proposed methods. In the initial and middle feature subsets, the proposed feature selection (FS) methods led to much lower FAs as compared to other methods. Moreover, in contrast to the compared methods, the proposed FS methods for both CEM and AMF managed to produce FAs that were lower than those of the full-band detection in some of the middle feature subsets. In the SIM.GA dataset, CEM and AMF had a much better performance as compared with the HyMap dataset. All of the proposed FS methods led to FAs that were much lower than those of other methods in the initial subsets while only using a few features. Interestingly, the proposed methods produced FAs that were lower than those of the full-band results in most of the initial and middle feature subsets, especially subsets containing a small number of features.

Among the compared FS methods, only LBS had a comparable performance in Figure 10c. However, in Figure 10a,b,d, LBS had a weak performance, especially in the initial feature subsets. In contrast, the proposed FS methods demonstrated a superior performance, particularly while using initial subsets in both datasets and with both detectors. Furthermore, using the SIM.GA dataset, some of the compared FS methods obtained FA values that were lower than the full-band detection result but with a greater number of features.

Regarding Section 3.2 (Target Detection Accuracy Curves), it can be pointed out that, in the HyMap dataset, the CEM and AMF detectors using the proposed FS methods performed much better when compared with when other FS methods were employed. The TDA values that were achieved by the proposed methods were, in general, much higher than those of other methods in almost all of the feature subsets. Furthermore, AFN, OSPD, and FND also succeeded in generating TDA values that were higher than those of the full-band detection in several of the middle and final feature subsets. In the SIM.GA dataset, our proposed FS methods helped CEM and AMF to achieve better TDA values as compared with when other FS methods were used. Moreover, in contrast to the HyMap results, the TDA values that were achieved by both detectors using all of the proposed FS methods in the SIM.GA
dataset were higher than those of the full-band detection in most of the feature subsets, especially in the ones containing only a few features.

Again, similar to Section 3.1, the proposed FS methods successfully achieved higher TDA values with noticeable differences when compared with other methods while using just a few features in the initial subsets. Among other methods, only LBS showed results relatively close to those of the proposed FS methods in Figure 11c. Moreover, in the SIM.GA dataset, some of the compared FS methods gained TDA values that were higher than the full-band detection result, but with a greater number of features as compared with the proposed methods.

In Section 3.3 (Total Negative Score), for the HyMap dataset, AFS and OSPD helped detectors to produce lower TNS values in comparison with the situation when other FS methods were employed. Moreover, AFS and OSPD were the best FS methods, with TNS values that were lower than the result of the full-band detection. In addition, AFS was the best method in terms of the maximum TDA% and the minimum TNS values with the two detectors using only 52% and 50% of the original features. Indeed, in contrast to other methods, the proposed FS methods achieved better results while using a lower number of features. For the SIM.GA dataset, all of the proposed FS methods successfully gained lower TNS values as compared with the full-band result. Furthermore, FND was the best method in terms of the minimum TNS. In terms of the maximum TDA%, VNVBS was the best with the CEM detector; however, AFS, OSPD, and FND achieved close results while only using 59%, 56%, and 55% of the original features, respectively, while VNVBS used a larger number of features. Moreover, VNVBS was again the best with the AMF detector. In contrast, it must also be emphasized that AFS, OSPD, and FND, with the AMF detector, interestingly obtained their maximum TDA% values very close to the TDA% of VNVBS using only 50%, 34%, and 36% of the original features.

Regarding Section 3.4 (ROC AUC Curves), it must be said that, for the HyMap dataset, the AUC values that were obtained by both detectors using all of the proposed FS methods were remarkably higher than those of other FS methods in all of the selected feature subsets. In addition, in several feature subsets, the AUC values of AFS, OSPD, and FND were higher than those of the full-dimensionality detection. In the SIM.GA dataset, despite the complex nature of the data, the results of the proposed FS methods were very close to those of the full-band detection in most of the feature subsets. Furthermore, AFS, OSPD and FND displayed a stable overall performance with both detectors while using both datasets across all of the selected optimal feature subsets.

The last point to be mentioned is that, in all of the four cases in Figure 12, the curves of the proposed methods started with higher AUC values in the initial feature subsets containing only a small number of features.

In Section 3.5, the results show that the proposed FS methods are completely efficient in terms of computation speed.

Meanwhile, to give a comparison between the proposed FS methods, it can be observed from the experiments that are presented in Section 3 that the proposed methods have a close performance in terms of the evaluation measures. However, to be precise, it can be pointed out that considering the accuracy values according to Table 3, AFS produced somewhat better results than OSPD and FND in both datasets. In terms of false alarms, negative score and ROC AUC, no FS method can be clearly determined as the best. Furthermore, taking computing speed into account, according to Table 4, OSPD can be selected as the fastest method between the proposed FS methods.

Furthermore, we propose the ratio of TDA to the number of features in each subset in order to be able to select the most parsimonious FS method in terms of the combination of the maximum accuracy, i.e., TDA and the minimum number of features. The FS method, which yields the maximum value of the ratio, can be regarded as the best. In Figure 13, this ratio is demonstrated for the three proposed FS methods while using the CEM detector and the HyMap dataset. As it is seen, FND has achieved the maximum ratio value using 33 features.
Figure 13. The ratio of target detection accuracy (TDA) to the number of features (\#F) for the AFS, OSPD and FND methods. Detection was conducted by CEM using the HyMap dataset.

In addition, an important point that must be noticed is that, in Sections 2.4.1 and 2.4.2, a condition was proposed as the stop criterion. In addition, an inspection of the results in Figures 11–13 and Table 3 shows that the subsets determined to stop the FS process in Figure 7 are not the same as those selected as the best in the results section. This is due to the fact that the best subsets in the experiments were selected based on the results that were obtained using the ground truth data. However, the stop criterion was proposed based on the assumption that no ground truth was available. Therefore, the subsets that were selected in these two different situations, i.e., with and without ground truth, are inevitably different. However, as the figures in different experiments demonstrate, the subsets selected by the stop criterion in Figure 7 are always in the range of subsets where the proposed FS methods yield better results than other methods. In other words, the proposed stop criterion can hopefully give acceptable results in cases where no ground truth data is available.

Finally, in order to have a view of the original bands selected in the spectral space, the first twenty optimal features selected by the proposed FS methods for the first target are presented in Table 5 for comparison. As seen, although the order in which the optimal features are selected is different for each FS method, most of the features that were selected by the FS methods are similar. This demonstrates that the three distance-based FS criteria are, to a great extent, similar in essence.

Table 5. The first twenty optimal features selected by the proposed methods for the first target.

| Dataset | FS Method | Selected Features |
|---------|-----------|-------------------|
| HyMap   | AFS       | 26 25 6 8 4 5 69 74 76 72 71 45 46 67 12 9 43 7 13 |
|         | OSPD      | 8 6 5 4 69 74 76 67 72 71 12 9 45 49 25 28 26 43 35 37 |
|         | FND       | 72 69 8 6 4 5 67 71 12 9 45 48 74 25 28 26 43 35 37 49 |
| SIMGA   | AFS       | 65 60 58 64 59 45 61 38 66 27 46 40 62 54 43 82 94 49 67 39 |
|         | OSPD      | 65 61 64 58 60 59 45 38 66 26 62 46 40 54 39 43 67 49 23 22 |
|         | FND       | 61 65 64 58 60 59 45 38 66 26 62 46 40 54 39 43 67 23 22 |

The optimal features or bands selected by AFS for the first target and for both datasets, which are shown in Table 5, are represented in the spectral space in Figure 14a,d in order to have a deeper perception of the selected features. The number of optimal features represented is in compliance with Figure 7a,c, i.e., based on the feature selection stop condition. In this regard, the number of optimal features selected and displayed for the HyMap and SIM.GA datasets is 19 and 48, respectively. Red vertical lines display the selected features. Moreover, the last ten bands that were selected by AFS are also displayed in Figure 14b,e while using black vertical lines. These bands are the least discriminative ones that are first selected by AFS and removed from the band subset. Table 6 also gives these bands.
Figure 14. The first target and the HyMap dataset: (a) The optimal bands selected by AFS. The selected bands are represented by red vertical lines. (b) The last ten and the least discriminative bands selected by AFS. These features are represented by black vertical lines. (c) The target-background first-norm distances in the detection space with the last ten bands displayed by black spots. The first target and the SIM.GA dataset: (d), (e), and (f) are similar to (a), (b), and (c), respectively. In (a,b) and (d,e), the green curve with bigger width represents the target signature and the blue curves are the cluster mean spectra.

### Table 6. The last ten features selected by AFS.

|      | HyMap | SIMGA |
|------|-------|-------|
| AFS  | 85 111 2 108 58 110 56 27 107 112 | 1 10 121 7 124 57 3 11 127 120 |
The green curve with bigger width in Figure 14a,b,d,e represents the target signature and the blue curves are the cluster mean spectra. In Figure 14c,f, the first-norm distances between the target and the background in different features in the full-dimensional detection space are demonstrated for both datasets. The last ten and the least discriminative features that are given in Table 6 are shown with back spots in these two figures.

As observed in Figure 14a,d, an interpretation of the selected bands merely based on the geometrical distance between the target and cluster spectra in the spectral space is difficult. In other words, the distance criteria that were employed by the three proposed FS methods are based on the autocorrelation concept. Therefore, in order to establish a relationship between the spectral space and the detection space, the autocorrelation of bands must be considered. Based on Table 6, features $f_{112}$ and $f_{120}$ are the least discriminative features in the HyMap and SIM.GA datasets, respectively. These features also have the least values in Figure 14c,f. To be specific, in these two features, the target and the background have the least amount of autocorrelation difference, or, in other words, they are highly correlated. As the distances between the target and the background are of the autocorrelation type, they cannot be directly matched with corresponding distances in the spectral space. However, a visual inspection of Figure 14a,b,d,e shows that in the first optimal features, the changes in the slopes of the target and background signatures are somewhat different, which means that these bands are less correlated. In contrast, in the least discriminative bands, the shapes, and slopes of the target and background spectra are very similar, which denotes that these bands are highly correlated and are not suitable for target detection. Nevertheless, a visual interpretation is very rough and it may not be relied upon.

5. Conclusions

In this paper, three supervised distance-based feature selection methods, called AFS, OSPD, and FND, were proposed and implemented in the detection space. AFS is developed while using the image autocorrelation matrix and the target signature. The first-norm distance between the background energy and the target energy for each feature in the detection space is used as the criterion to select optimal features.

To develop OSPD and FND, background modeling is conducted while using the K-Means clustering algorithm. Subsequently, to select optimal features, OSPD uses the orthogonal distance between the clusters and the target in the detection space. FND employs the first-norm distance between the clusters and the target in the detection space to conduct FS. Five existing feature selection methods, CCBS, LBS, BAO, VNVBS, and PSOMSR, are employed for comparison, to evaluate the proposed methods. To do the comparisons, five experiments are conducted while using two real datasets, i.e., HyMap and SIM.GA. The experiments are based on the false alarm, target detection accuracy, total negative score, ROC area under the curve, and computing speed measures.

The aim of this research was to propose three FS methods that are based on relatively similar distance criteria specifically developed to improve target detection. It is not possible to select one feature selection method as the best one, since target detection can be analyzed from different perspectives. No method can have the best performance in all aspects. However, AFS generally produced higher accuracy values and OSPD was the fastest method. FND was the most parsimonious method in terms of both accuracy and dimensionality reduction. Furthermore, it must be emphasized that, in developing the proposed FS algorithms, the feature space in which target detection occurs and the distance between the target and the background is measured, i.e., the detection space, was the key to their superior performance. To sum up, it can be concluded that the proposed supervised distance-based FS methods demonstrated better and acceptable results in most of the experiments.
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Nomenclature

AFS  Autocorrelation-based feature selection
AMF  Adaptive matched filter
BS   Band selection
CEM  Constrained energy minimization
DR   Dimensionality reduction
DS   Detection space
FA   False alarm
FND  First-norm distance
FS   Feature selection
OSPD Orthogonal subspace projection distance
ROC  Receiver operating characteristics
TBS  Target-background separation
TD   Target detection
TP   True positive
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