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Abstract
We show that the weak limit of a quasiminimizing sequence is a quasiminimal set. This generalizes the notion of weak limit of a minimizing sequences introduced by De Lellis, De Philippis, De Rosa, Ghiraldin, and Maggi. This result is also analogous to the limiting theorem of David in local Hausdorff convergence. The proof is based on the construction of suitable deformations and is not limited to the ambient space $\mathbb{R}^n \setminus \Pi$, where $\Pi$ is the boundary. We deduce a direct method to solve various Plateau problems, even minimizing the intersection of competitors with the boundary. Furthermore, we propose a structure to build Federer–Fleming projections as well as a new estimate on the choice of the projection centers.

1 Introduction

1.1 Background

Inspired by soap films, the Plateau problem is an old problem which consists in minimizing the area of a surface spanning a boundary. It admits many mathematical formulations corresponding to different classes of surfaces spanning the boundary (also called competitors) and different areas to minimize (Fig. 1).

The usual strategy of existence is the direct method of the calculus of variation, that is, taking a limit of a minimizing sequence. It is in general difficult to have both a compactness principle on the class of competitors and a lower semicontinuity principle on the area. We present a few approaches below to motivate our main results (we also advise [7]).

We are interested in the formulations that allow to describe the singularities of soap films. We work in the Euclidean space $\mathbb{R}^n$. We denote by $\Pi$ a compact in $\mathbb{R}^n$ (the boundary) and we minimize the Hausdorff measure $\mathcal{H}^d$ ($d = 1, \ldots, n$) of competitors.
It is possible to replace the Hausdorff measure by integrals of elliptic integrands. We present three class of competitors: the homological competitors of Reifenberg [25], the competitors of Harrison–Pugh [23], and the sliding competitors of David [8]. These formulations do not specify the topological structure of competitors (Figs. 2, 3, 4).

Reifenberg minimizes the compact sets which fill the cycles of dimension \((d-1)\) of \(\Gamma\). We give a slight generalization of Reifenberg original definition to allow sliding boundaries.

**Definition 1.1** (Reifenberg competitor) A competitor is a compact set \(E \subset \mathbb{R}^d\) such that the morphism induced by inclusion,

\[
H_{d-1}(\Gamma) \rightarrow H_{d-1}(E \cup \Gamma),
\]

is zero. One can also require that \(E\) cancels only a fixed subgroup of \(H_{d-1}(\Gamma)\).

Harrison and Pugh minimize the compact sets which intersect the links of \(\Gamma\).
Definition 1.2 (Harrison–Pugh competitor) A competitor is a compact set $E \subset \mathbb{R}^n$ such that for any embedding
\[ \gamma : S^{n-d} \to \mathbb{R}^n \setminus \Gamma \]
of the sphere $S^{n-d}$ into $\mathbb{R}^n$, we have $\gamma \cap E \neq \emptyset$. One can also restrict the embeddings to a subclass which is closed under homotopy.

David aims to minimize a fixed compact $E_0$ under the action of continuous deformations $f$ which preserve the boundary over time (sliding boundary). This evokes a soap film sliding along a tube for example.

Definition 1.3 (Sliding competitor) Fix $E_0$ a compact of $\mathbb{R}^n$ such that $\mathcal{H}^d(E_0) < \infty$ (an initial surface spanning $\Gamma$). A sliding deformation is a Lipschitz function $f : \mathbb{R}^n \to \mathbb{R}^n$ such that there exists a continuous homotopy $F : I \times \mathbb{R}^n \to \mathbb{R}^n$ satisfying the following conditions
\[ F_0 = \text{id}, \quad F_1 = f, \]
\[ \forall t \in I, \quad F_t(\Gamma) \subset \Gamma. \]

The sliding competitors of $E_0$ are the set of the form $f(E_0)$ where $f$ is a sliding deformation.

The minimizers of Reifenberg, Harrison–Pugh and David satisfy an intermediate property: their area is minimal under sliding deformations. This motivates the notion of minimal sets. They are closed and $\mathcal{H}^d$ locally finite sets $E \subset \mathbb{R}^n$ such that for every sliding deformation $f$ of $E$ in a small ball,
\[ \mathcal{H}^d(E \cap W) \leq \mathcal{H}^d(f(E \cap W)), \]
where
\[ W = \{ x \in \mathbb{R}^n | \phi(x) \neq x \}. \]
This property echoes the elasticity and stability of soap films under (small) deformations. We underline that the deformation has two constraints: the ball where the deformation takes place and the sliding boundary. Quasiminimal sets are sets whose area cannot be decreased below a fixed percentage (modulo a lower-order term):

\[ \mathcal{H}^d (E \cap W) \leq \kappa \mathcal{H}^d (\phi (E \cap W)) + h \text{diam}(B)^d. \]

Almgren has studied such sets under the name restricted sets but without sliding boundary and without lower-order term [2, Definition II.1]. David and Semmes introduced quasiminimal sets as a minor variation of restricted sets in [11, Definition 1.9]. David added the lower error term in [4, Definition 2.10] and the sliding boundary in [8, Definition 2.3].

The quasiminimal sets have weak regularity properties: the Ahlfors-regularity and the rectifiability. They enjoy interesting limiting properties. Say that \((E_k)\) is a sequence of quasiminimal sets of uniform parameters. Assume that it converges in local Hausdorff distance to a limit set \(E\). Then for all open set \(V\),

\[ \mathcal{H}^d (E \cap V) \leq \lim \inf_k \mathcal{H}^d (E_k \cap V) \]  

and for all compact set \(K\),

\[ \lim \sup_k \mathcal{H}^d (E_k \cap K) \leq (1 + Ch) \kappa \mathcal{H}^d (E \cap K). \]  

In addition, \(E\) is a quasiminimal set (with the same parameters). David proved it a first time in [3] for minimal sets without sliding boundary, a second time in [4, Section 3] for quasiminimal sets without sliding boundary and a last time in [8, Theorem 10.8] for quasiminimal sets with a sliding boundary. Another proof is given by Fang in [19].

We finally discuss some strategies to solve Plateau problem. Let us say that we are given a class of competitors which is closed under deformation. The first strategy is the following.

1. Consider a minimizing sequence of competitors \((E_k)\), all included in a fixed compact.
2. Extract a subsequence so that \((E_k)\) converge to a limit set \(E\) in Hausdorff distance.
3. It might be necessary to build an alternative minimizing sequence to make sure that \(\mathcal{H}^d (E_{\infty}) \leq \lim \inf_k \mathcal{H}^d (E_k)\). Indeed, the area is not lower semicontinuous with respect to Hausdorff distance convergence. There might be thin parts whose Hausdorff measure goes to 0 but which become more and more dense so that the limit set is too large.
4. Check whether the limit set \(E\) is a competitor.

This is the original strategy of Reifenberg [25]. Reifenberg works with the Čech homology theory because its continuity property ensures that if the set \((E_k)\) are Reifenberg competitors, then \(E\) is also a Reifenberg competitor. Reifenberg builds an alternative minimizing sequence by cutting the undesirable parts and patching the holes. He uses the Exactness axiom to check that the resulting set is a competitor. However, for this
axiom to hold true, the coefficient group of the Čech theory needs to be compact. This excludes the natural case of \( \mathbb{Z} \).

This is also the strategy of Fang in [18, Theorem 1.1]. Fang builds an alternative minimizing sequence composed of quasiminimal sets (with uniform parameters). He relies on a complex construction of Feuvrier [21]. This allows him to solve the Reifenberg problem without restriction on the coefficient group.

In [1], Almgren presents another strategy for solving the Reifenberg problem which relies on the theory of currents, flat chains, and integral varifolds. Fang and Kolasinski clarify and axiomatize this approach in [20, Theorem 3.20].

In [12] and [13], De Lellis, De Philippis, De Rosa, Ghiraldin, and Maggi introduce a new scheme.

1. Consider a minimizing sequence of competitors \( (E_k) \), all included in a fixed compact.
2. Extract a subsequence so that the Radon measures \( (\mathcal{H}^d \upharpoonright E_k) \) converge to a limit measure \( \mu \).
3. Show that \( \mu \) has a special structure:

\[
\mu = \mathcal{H}^d \upharpoonright E
\]

where \( E \) is the support of \( \mu \). This implies the lower semicontinuity of the area \( \mathcal{H}^d (E) \leq \lim \inf_k \mathcal{H}^d (E_k) \). In addition, one can show that \( E \) is minimal under deformation.

4. Check whether the limit set \( E \) is a competitor.

The authors also replace the Hausdorff measure \( \mathcal{H}^d \) by integrals of elliptic integrands in [15] and [16]. A key step of the proof is to show that \( E \) is \( \mathcal{H}^d \) rectifiable. Their proof uses the Preiss’s rectifiability theorem in the first articles and an extension of Allard’s rectifiability theorem [14] in the last articles. It has also been reproved without relying on the Preiss theorem or the Allard rectifiability theorem in [10, Section 6, Theorem 6.7]. This strategy allows to solve the problem of Reifenberg and the problem of Harrison–Pugh.

Until now, these schemes have only been established in the ambient space \( \mathbb{R}^n \setminus \Gamma \). The convergence takes place in \( \mathbb{R}^n \setminus \Gamma \) and the intersection of competitors with \( \Gamma \) is not minimized.

These ideas do not allow to solve the sliding problem directly because the class of sliding competitors is not closed under convergence in Hausdorff distance or convergence in Radon measure.

### 1.2 Main Results

**Notation** For \( x \in \mathbb{R}^d \) and \( r > 0 \), \( B(x, r) \) is the open ball of center \( x \) and radius \( r \). For \( h \geq 0 \), the notation \( hB(x, r) \) means \( B(x, hr) \). The interval \([0, 1]\) is denoted by the capital letter \( I \). Given a set \( E \subset \mathbb{R}^n \) and a function \( F : I \times E \to \mathbb{R}^n \), the notation \( F_t \) means \( F(t, \cdot) \). Given two sets \( A, B \subset \mathbb{R}^n \), the notation \( A \subset\subset B \) means that there exists a compact set \( K \subset \mathbb{R}^n \) such that \( A \subset K \subset B \). The terms “a closed set \( A \subset B \)” or “a closed subset \( A \) of \( B \)” mean that \( A \) is relatively closed.
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Our ambient space is an open set $X$ of $\mathbb{R}^d$. We fix an integer $1 \leq d \leq n$. The symbol $\mathcal{H}^d$ denotes the Hausdorff measure of dimension $d$. To each ball $B(x, r) \subset X$, we associate a scale $s \in [0, \infty]$. If $X = \mathbb{R}^n$, the scale is given by the radius but if $X \neq \mathbb{R}^n$, we would like to express that the scale goes to $\infty$ when $r \to d(x, X^c)$. For example, we can choose the parameter $s \in [0, \infty]$ such that

$$r_s(x) = \min\{\frac{s}{1+s}d(x, X^c), s\}.$$  

The ball $B(x, r)$ is of scale $\leq s$ if and only if $r \leq r_s(x)$. When there is no ambiguity, we write $r_s$ instead of $r_s(x)$. In practice, we do not use the formula but only two properties.

1. For $s \in [0, \infty]$ and $\lambda > 0$, there exists a scale $t \in [0, \infty]$ such that for all $x \in X$,

$$rt(x) \leq \lambda r_s(x).$$

2. For all $s \in [0, \infty]$, the application $x \mapsto r_s(x)$ is 1-Lipschitz in $X$.

For the first one, it suffices to observe that

$$\frac{s}{1+s} \min\{d(x, X^c), 1\} \leq r_s(x) \leq s \min\{d(x, X^c), 1\}.$$

For the second one, we set $r = |x - y|$ and we observe that $d(y, X^c) \leq d(x, X^c) + r$ so

$$r_s(y) \leq \min\{\frac{s}{1+s} (d(x, X^c) + r), s\} \leq \min\{\frac{s}{1+s} d(x, X^c) + r, s + r\} \leq r_s(x) + r.$$

Here are our two main results. We fix a closed subset $\Gamma$ of $X$ (the boundary) and a Borel measure $\mathcal{I}$ in $X$ (the area). We omit the assumptions on $\Gamma$ and $\mathcal{I}$ but they are specified in Sects. 1.3.2 and 1.3.3. The complete statements are Theorem 3.3 and Corollary 4.1. These statements involve the notion of sliding deformations (Definition 1.4 and Remark 1.2).

**Theorem** (Limiting theorem) Fix $\kappa \geq 1$, $h > 0$, and a scale $s \in [0, \infty]$. Assume that $h$ is small enough (depending on $n$, $\Gamma$, $\mathcal{I}$). Let $(E_i)$ be a sequence of closed, $\mathcal{H}^d$ locally finite subsets of $X$ satisfying the following conditions:

(i) the sequence of Radon measures $(\mathcal{I} \setminus E_i)$ has a weak limit $\mu$ in $X$;
(ii) for all open balls $B$ of scale $\leq s$ in $X$, there exists a sequence $(\varepsilon_i) \to 0$ such that for all global sliding deformations $f$ in $B$,

$$\mathcal{I}(E_i \cap W_f) \leq \kappa \mathcal{I}(f(E_i \cap W_f)) + h\mathcal{I}(E_i \cap hB) + \varepsilon_i$$  \hspace{1cm} (3)

Then we have

$$\mathcal{I} \setminus E \leq \mu \leq \kappa_0 \mathcal{I} \setminus E,$$  \hspace{1cm} (4)
where \( E = \text{spt}(\mu) \) and \( \kappa_0 = \kappa + h \). The set \( E \) is \((\kappa, \kappa_0h, s)\)-quasiminimal with respect to \( I \) in \( X \) and in particular, \( \mathcal{H}^d \) rectifiable.

This theorem says that the weak limit of a quasiminimizing sequence is a quasiminimal set. It is analogous to the limiting theorem of David for sequences of quasiminimal sets which converge in local Hausdorff distance. A limit in local Hausdorff distance is a set by assumption, whereas we do not know the structure of \( \mu \) a priori. David’s theorem does not allow a small term \( \epsilon_i \) going to 0 so it cannot be applied directly to minimizing sequences.

Our theorem also generalizes the strategy De Lellis, De Philippis, De Rosa, Ghiroldin, and Maggi. It deals with more general sequences thanks to the factor \( \kappa \) and the error term \( hI(E_i \cap hB) \). The convergence can take place in any open set \( X \) of \( \mathbb{R}^n \) and not only \( X = \mathbb{R}^n \setminus \Gamma \).

Our proof does not rely on the Preiss rectifiability theorem or the extension of Allard’s rectifiability theorem. It is similar to the proof of David and is based upon the construction of relevant sliding deformations.

We deduce the direct method developed by De Lellis, De Philippis, De Rosa, Ghiroldin, and Maggi but we are also able to minimize the intersection of competitors with the boundary.

**Corollary** (Direct method) Fix \( C \) a class of closed subsets of \( X \) such that

\[
m = \inf \{ I(E) \mid E \in C \} < \infty
\]

and assume that for all \( E \in C \), for all sliding deformations \( f \) of \( E \) in \( X \),

\[
m \leq I(f(E)).
\]

Let \( (E_k) \) be a minimizing sequence for \( I \) in \( C \). Up to a subsequence, there exists a coral\(^1\) minimal set \( E \) with respect to \( I \) in \( X \) such that

\[
I \upharpoonright E_k \rightarrow I \upharpoonright E.
\]

where the arrow \( \rightarrow \) denotes the weak convergence of Radon measures in \( X \). In particular, \( I(E) \leq m \).

### 1.3 Main Definitions

**1.3.1 Sliding Deformations and Quasiminimal Sets**

We fix a closed subset \( \Gamma \) of \( X \) (the boundary).

**Definition 1.4** (Sliding deformation along a boundary) Let \( E \) be a closed, \( \mathcal{H}^d \) locally finite subset of \( X \). A sliding deformation of \( E \) in an open set \( U \subset X \) is a Lipschitz map

\[ A set E \subset X \] is coral in \( X \) if \( E \) is the support of \( \mathcal{H}^d \upharpoonright E \) in \( X \). Equivalently, \( E \) is closed in \( X \) and for all \( x \in E \) and for all \( r > 0 \), \( \mathcal{H}^d(E \cap B(x, r)) > 0 \).

\[ \square \] Springer
\( f : E \to X \) such that there exists a continuous homotopy \( F : I \times E \to X \) satisfying the following conditions:

\[
\begin{align*}
F_0 &= \text{id} \quad (5a) \\
F_1 &= f \quad (5b) \\
\forall t \in I, \ F_t(E \cap \Gamma) &\subset \Gamma \quad (5c) \\
\forall t \in I, \ F_t(E \cap U) &\subset U \quad (5d) \\
\forall t \in I, \ F_t &= \text{id in } E \setminus K, \quad (5e)
\end{align*}
\]

where \( K \) is some compact subset of \( E \cap U \). Alternatively, the last axiom can be stated as

\[
\{ x \in E \mid \exists t \in I, \ F_t(x) \neq x \} \subset \subset E \cap U. \quad (6)
\]

Quasiminimal sets are sets for which sliding deformations cannot decrease the area below a fixed percentage \( \kappa^{-1} \) (and modulo an error of small size). The topological constraint preventing the collapse might come from \( U \) as \( F_t(E \cap U) \subset U \) and \( F_t = \text{id in } X \setminus U \) or from the boundary as \( F_t(E \cap \Gamma) \subset \Gamma \).

**Definition 1.5 (Quasiminimal sets)** Let \( E \) be a closed, \( \mathcal{H}^d \) locally finite subset of \( X \). Let \( \mathcal{P} = (\kappa, h, s) \) be a triple of parameters composed of \( \kappa \geq 1, \ h \geq 0, \) and a scale \( s \in ]0, \infty[ \). We say that \( E \) is \( \mathcal{P} \)-quasiminimal in \( X \) if for all open balls \( B \subset X \) of scale \( \leq s \) and for all sliding deformations \( f \) of \( E \) in \( B \), we have

\[
\mathcal{H}^d(W_f) \leq \kappa \mathcal{H}^d(f(W_f)) + h \mathcal{H}^d(E \cap hB), \quad (7)
\]

where \( W_f = \{ x \in E \mid f(x) \neq x \} \). We say that \( E \) is almost-minimal in the case \( \kappa = 1 \). We say that \( E \) is a minimal set in the case \( \mathcal{P} = (1, 0, \infty) \).

We can also replace the Hausdorff measure by an admissible energy \( \mathcal{I} \) (Definition 1.9). The inequality (7) would be replaced by

\[
\mathcal{I}(W_f) \leq \kappa \mathcal{I}(f(W_f)) + h \mathcal{I}(E \cap hB). \quad (8)
\]

In this case, we say that \( E \) is \( (\kappa, h, s) \)-quasiminimal with respect to \( \mathcal{I} \) in \( X \). That being said, the definition of admissible energies says that there exist \( \Lambda \geq 1 \) such that \( \Lambda^{-1} \mathcal{H}^d \leq \mathcal{I} \leq \Lambda \mathcal{H}^d \). It follows that \( E \) is also \( (\Lambda^2 \kappa, \Lambda^2 h, s) \)-quasiminimal in the usual sense.

The factor \( \kappa \) includes Lipschitz graphs among quasiminimal sets. The error term \( h \mathcal{H}^d(E \cap hB) \) is a lower-order term which broadens the class of functionals that are to be minimized. In practice, \( h \) is assumed small enough depending on \( n, \Gamma, \) and \( \mathcal{I} \). One could also consider an error term of the form \( h \text{diam}(B)^d \) but it seems to pose a problem to our limiting theorem. The quasiminimal sets for \( \kappa > 1 \) have weak regularity properties: the Ahlfors-regularity (Proposition 3.1) and the rectifiability (Proposition 3.2). The situation is different for almost-minimal sets because they look
more and more like minimal sets at small scales. Their density is nearly monotone and their blow-ups are minimal cones.

By deforming a minimal set with a one-parameter family of diffeomorphisms, we get that the first variation of the area is null. This means that the mean curvature is null in the sense of varifolds. However, the previous definition allows to deform a set with a non-injective function and this imposes more constraints on the singularities. Let us take for example a cone of dimension $d = 1$ centered at 0. The first variation is null if and only if the center of mass of the cone is 0. But the cone is a minimal set if and only if it is a line or three half-lines that make $120^\circ$ angles at the origin.

**Remark 1.1** (Replacing $W_f$ by $B$) Let us consider an open set $W$ such that $W_f \subset W$. Then, (7) implies

$$\mathcal{H}^d (E \cap W) \leq (\kappa + 1)\mathcal{H}^d (f(E \cap W)) + h\mathcal{H}^d (E \cap hB). \quad (9)$$

Taking $W = B$ and $h \leq \frac{1}{2}$, we obtain

$$\mathcal{H}^d (E \cap B) \leq 2(\kappa + 1)\mathcal{H}^d (f(E \cap B)). \quad (10)$$

This inequality is handier to use if one does not mind a bad scalar factor. For example, (10) is fine to prove the Ahlfors-regularity and the rectifiability. But it would be too rough for certain properties of almost-minimal sets. Almost-minimal sets could be alternatively defined by

$$\mathcal{H}^d (E \cap B) \leq \mathcal{H}^d (f(E \cap B)) + h\mathcal{H}^d (E \cap hB). \quad (11)$$

It is clear that (11) implies

$$\mathcal{H}^d (E \cap W_f) \leq \mathcal{H}^d (f(E \cap W_f)) + h\mathcal{H}^d (E \cap hB). \quad (12)$$

and according to [4, Proposition 4.10] or [8, Proposition 20.9], these inequalities define in fact the same almost-minimal sets.

**Remark 1.2** (Global sliding deformations) In Definition 1.5, we test the quasiminimality against sliding deformations defined only on $E$. But we could also work with deformations defined everywhere in the ambient space $X$. For an open set $U \subset X$, a global sliding deformation in $U$ is a sliding deformation where $E$ has been replaced by $X$. In this case,

$$W_f = \{x \in X | f(x) \neq x\}. \quad (13)$$

We think that sliding deformations defined only on $E$ are more natural than global sliding deformations. On the other hand, global sliding deformations are handier for our limiting theorem (Theorem 3.3). In Appendix B, we prove that if $\Gamma_1$ is a Lipschitz neighborhood retract (Definition 1.6), these notions induce the same quasiminimal sets.
Remark 1.3 The core of $E$ of $X$ is defined as the support of $\mathcal{H}^d \setminus E$ in $X$ and is denoted by $E^*$. It can be characterized as

$$E^* = \{x \in X | \forall r > 0, \mathcal{H}^d(E \cap B(x, r)) > 0\}. \quad (14)$$

By definition of the support, $E^*$ is closed and $\mathcal{H}^d(E \setminus E^*) = 0$. As $E$ is also closed, we have furthermore $E^* \subset E$. Assuming that $\Gamma$ is a Lipschitz neighborhood retract, the set $E$ is $P$-quasiminimal if and only if $E^*$ is $P$-quasiminimal. It suffices to check the quasiminimality with respect to global sliding deformations; in this case, $\mathcal{H}^d(E \cap W_f) = \mathcal{H}^d(E^* \cap W_f)$ and $\mathcal{H}^d(f(E \cap W_f)) = \mathcal{H}^d(f(E^* \cap W_f))$.

1.3.2 The Boundary

The set $\Gamma$ which plays the role of the boundary is first of all a closed subset of $X$. We present three additional properties. We cannot build much sliding deformations without assuming that the boundary is at least a Lipschitz neighborhood retract in $X$.

Definition 1.6 A Lipschitz neighborhood retract of $X$ is a closed subset $\Gamma \subset X$ for which there exists an open set $O \subset X$ containing $\Gamma$ and a Lipschitz map $r: O \to \Gamma$ such that $r = \text{id}$ on $\Gamma$.

The construction of relevant deformations (Lemma 3.4) will require $\Gamma$ to be locally diffeomorphic to a cone.

Definition 1.7 We say that a closed subset $\Gamma \subset X$ is locally diffeomorphic to a cone if for all $x \in \Gamma$, there exists $R > 0$ such that $\overline{B}(x, R) \subset X$, an open set $O \subset \mathbb{R}^n$ containing $x$, a $C^1$ diffeomorphism $\varphi: B(x, R) \to O$, and a closed cone $S \subset \mathbb{R}^n$ centered at $x$ such that $\varphi(x) = x$ and $\varphi(\Gamma \cap B(x, R)) = S \cap O$.

The Ahlfors-regularity and the rectifiability of quasiminimal sets are proved with a special deformation called the Federer–Fleming projection. For this deformation to preserve $\Gamma$, we require that $\Gamma$ looks like a piece of grid in balls of uniform scales. For example, $\Gamma$ can be an union of faces of varying dimensions of a Whitney decomposition of $X$ or the image of such an union by a bilipschitz diffeomorphism.

For $k \in \mathbb{N}$, we denote by $E_n(k)$ the grid of dyadic cells of sidelength $2^{-k}$ in $\mathbb{R}^n$. This is the set of all faces of the form

$$\prod_{i=1}^{n} [p_i, p_i + 2^{-k} \alpha_i], \quad (15)$$

where $p \in 2^{-k} \mathbb{Z}^n$ and $\alpha \in \{0, 1\}^n$. Given a set $S$ of cells, we define the support of $S$ as $|S| = \bigcup\{A | A \in S\}$.

Definition 1.8 (Whitney subset) Let $X$ be an open set of $\mathbb{R}^n$. A Whitney subset of $X$ is a closed subset $\Gamma \subset X$ such that

(i) $\Gamma$ is a Lipschitz neighborhood retract in $X$;
(ii) $\Gamma$ is locally diffeomorphic to a cone;
(iii) there exists a constant \( M \geq 1 \) and a scale \( t > 0 \) such that for all \( x \in \Gamma \), there exists an open set \( O \subset \mathbb{R}^n \), a \( M \)-bilipschitz map \( \varphi : B(x, r_t) \to O \), an integer \( k \in \mathbb{N} \) and a subset \( S \subset \mathcal{E}_n(k) \) such that \( 2^{-k} \geq M^{-1} r_t \) and \( \varphi(\Gamma \cap B(x, r_t)) = O \cap |S| \).

The definition includes smooth compact submanifolds embedded in \( X \). It is convenient to refine the third axiom in the following way.

(iii*) there exists a constant \( M \geq 1 \) and a scale \( t > 0 \) such that for all \( x \in X \), for all \( 0 \leq r \leq r_t \), there exists an open set \( O \subset \mathbb{R}^n \), a \( M \)-bilipschitz map \( \varphi : B(x, r) \to O \), an integer \( k \in \mathbb{N} \) and a subset \( S \subset \mathcal{E}_n(k) \) such that \( \varphi(\Gamma \cap B(x, r)) = O \cap |S| \) and

\[
\varphi(B(x, M^{-1}r)) \subset B(0, 2^{-k-1}) \subset B(0, 2^{-k}\sqrt{n}) \subset O. \tag{16}
\]

The point of the two balls \( B(0, 2^{-k-1}) \) and \( B(0, 2^{-k}\sqrt{n}) \) is to frame the cubes \([-2^{-k+1}, 2^{-k+1}]^n \) and \([-2^{-k}, 2^{-k}]^n \). We observe that \( M^{-1} r \leq M 2^{-k-1} \) and \( 2^{-k}\sqrt{n} \leq Mr \) so \( r \approx 2^{-k} \).

**Proof** Let \( M \geq 1 \) and \( t > 0 \) be the constants of (iii). We want first of all to extend this axiom to all points \( x \in X \). Let \( u > 0 \) be a scale such that \( r_u \leq \frac{1}{2} r_t \). Let \( x \in X \). If \( B(x, r_u) \cap \Gamma = \emptyset \), then (iii) holds trivially for the ball \( B(x, r_u) \). Otherwise, there exists \( x^* \in \Gamma \) such that \( \|x - x^*\| < r_u \) and then there exists an open set \( O \subset \mathbb{R}^n \), a \( M \)-bilipschitz map \( \varphi : B(x^*, r_t) \to O \), an integer \( k \in \mathbb{N} \) and a subset \( S \subset \mathcal{E}_n(k) \) such that \( 2^{-k} \geq M^{-1} r_t \) and \( \varphi(\Gamma \cap B(x^*, r_t)) = O \cap |S| \). By restriction, (iii) holds true for \((x, r_u)\) in place of \((x^*, r_t)\) (the image set \( O \) is restricted accordingly).

Let \( y = \varphi(x) \) and \( 0 \leq r < M^{-1} r_u \). We are going to justify that \( B(y, M^{-1}r) \subset T(B(x, r)) \). As \( \varphi^{-1} \) is \( M \)-Lipschitz in \( O \), we have

\[
\varphi^{-1}(O \cap B(y, r)) \subset B(x, Mr) \subset \overline{B}(x, Mr) \subset B(x, r_u). \tag{17}
\]

and thus

\[
O \cap B(y, r) \subset \varphi(\overline{B}(x, Mr)) \subset O. \tag{18}
\]

The set

\[
O \cap B(y, r) = \varphi(\overline{B}(x, Mr)) \cap B(y, r). \tag{19}
\]

is open and closed in \( B(y, r) \). We conclude \( O \cap B(y, r) = B(y, r) \) by connectedness. This proves our claim.

We are going to use the maximum norm \( |\cdot|_\infty \) and the corresponding open (cubic) balls \( U \). For \( \ell \in \mathbb{N} \), there exists \( p \in 2^{-\ell-1} \mathbb{Z}^n \) such that \( |y - p|_\infty \leq 2^{-\ell-2} \). According to the triangular inequality

\[
U(y, 2^{-\ell-2}) \subset U(p, 2^{-\ell-1}) \subset \overline{U}(p, 2^{-\ell}) \subset U(y, 2^{-\ell+1}). \tag{20}
\]
We replace the extremities by Euclidean balls
\[ B(y, 2^{-l-2}) \subset U(p, 2^{-l-1}) \subset \overline{U}(p, 2^{-l}) \subset B(y, 2^{-l+1} \sqrt{n}). \]  
(21)

We want to choose the smallest \( l \) such that \( B(y, 2^{-l+1} \sqrt{n}) \subset \varphi(B(x, r)) \). We take \( l \in \mathbb{Z} \) such that
\[ (4 \sqrt{n} M)^{-1} r \leq 2^{-l} \leq (2 \sqrt{n} M)^{-1} r. \]  
(22)

Note that \( l \geq k \) because \( 2^{-k} \geq M^{-1} r > 2^{-l} \). We have
\[ B(y, 2^{-l+1} \sqrt{n}) \subset B(y, M^{-1} r) \subset \varphi(B(x, r)) \]  
(23)

and for \( M_* = 16 \sqrt{n} M^2 \),
\[ \varphi(B(x, M_*^{-1} r)) \subset B(y, (16 \sqrt{n} M)^{-1} r) \subset B(y, 2^{-l-2}) \]  
(24)

We postcompose \( \varphi \) with a translation to assume \( p = 0 \). This proves (16). As \( l \geq k \), the grid \( E_n(l) \) is a refinement of \( E_n(k) \) and there exists \( S' \subset E_n(l) \) such that \( |S| = |S'| \).

\(\square\)

### 1.3.3 The Area

The next definition comes from [8, Definition 25.3, Remark 25.87]. It is a slight generalization of [1, Definition 1.6(2)] and [2, Definition IV.1(7)]. After the statement, we will give a few explanations and compare it to other definitions.

**Definition 1.9** (Admissible energy) An admissible energy in \( X \) is a Borel regular measure \( \mathcal{I} \) in \( X \) which satisfies the following axioms:

(i) There exists \( \Lambda \geq 1 \) such that \( \Lambda^{-1} \mathcal{H}^d \leq \mathcal{I} \leq \Lambda \mathcal{H}^d \).

(ii) Let \( x \in X \), let a \( d \)-plane \( V \) passing through \( x \), let a \( C^1 \) map \( f: V \rightarrow \mathbb{R}^n \) be such that \( f(x) = x \) and \( Df(x) \) is the inclusion map \( \overrightarrow{V} \hookrightarrow \mathbb{R}^d \). Then
\[ \lim_{r \to 0} \frac{\mathcal{I}(f(V \cap B(x, r)))}{\mathcal{I}(V \cap B(x, r))} = 1. \]  
(25)

(iii) For each \( x \in X \), there exists \( R > 0 \) and \( \varepsilon: [0, R] \rightarrow \mathbb{R}^+ \) such that \( \overline{B}(x, R) \subset X \), \( \lim_{r \to 0} \varepsilon(r) = 0 \) and
\[ \mathcal{I}(V \cap B(x, r)) \leq \mathcal{I}(S \cap B(x, r)) + \varepsilon(r)r^d \]  
(26)

whenever \( 0 < r \leq R \), \( V \) is a \( d \)-plane passing through \( x \) and \( S \subset \overline{B}(x, r) \) is a compact \( \mathcal{H}^d \) finite set which cannot be mapped into \( V \cap \partial B(x, r) \) by a Lipschitz mapping \( \psi: \overline{B}(x, r) \rightarrow \overline{B}(x, r) \) such that \( \psi = \text{id} \) on \( V \cap \partial B(x, r) \).
We use the second axiom to say that if $E \subset X$ is $\mathcal{H}^d$ measurable, $\mathcal{H}^d$ locally finite and $\mathcal{H}^d$ rectifiable, then for $\mathcal{H}^d$-a.e. $x \in E$,

$$
\lim_{r \to 0} \frac{I(E \cap B(x, r))}{I(V \cap B(x, r))} = 1. 
$$

(27)

A proof is given at the end of this subsection. The third axiom is important to establish the lower semicontinuity. Let us say that $(E_k)$ is a minimizing sequence of competitors such that $\mathcal{I}(E_k) \to \mu$ where $\mu$ is a $d$-rectifiable Radon measure. The third axiom is the main argument to show that

$$
\mathcal{I}(E) \leq \mu, \tag{28}
$$

where $E_\infty = \text{spt}(\mu)$. This yields in particular $\mathcal{I}(E_\infty) \leq \lim_k \mathcal{I}(E_k)$. The reader can find an example below Definition 25.3 in [8] where $\mathcal{I}(E_\infty)$ is too large.

The second axiom is perhaps too weak for a certain step in the proof of the limiting theorem (Theorem 3.3). We suggest a stronger variant below. That being said, we do not need this variant for the direct method (Corollary 4.1) because minimizing sequences have additional properties. See also Remark 3.1

**Definition 1.10** We say that an admissible energy $\mathcal{I}$ in $X$ is induced by a continuous integrand if there exists a continuous function $i : X \times G(d, n) \to ]0, \infty[\text{ such that for all } \mathcal{H}^d \text{ measurable, } \mathcal{H}^d \text{ finite, } \mathcal{H}^d \text{ rectifiable set } E \subset X,$

$$
\mathcal{I}(E) = \int_E i(x, T_x E) \, d\mathcal{H}^d(x), \tag{29}
$$

where $T_x E$ is the linear tangent plane of $E$ at $x$.

Here is an example. We consider two Borel functions,

$$
i : X \times G(d, n) \to ]0, \infty[ \text{ and } j : X \to ]0, \infty[ \tag{30}
$$

called the integrands and we define the corresponding energy by the formula

$$
\mathcal{I}(S) = \int_{S_r} i(y, T_y S) \, d\mathcal{H}^d(y) + \int_{S_u} j(y) \, d\mathcal{H}^d(y) \tag{31}
$$

where $S \subset X$ is a Borel $\mathcal{H}^d$ finite set and $S_r, S_u$ are its $d$-rectifiable and purely $d$-unrectifiable parts. We assume $\Lambda^{-1} \leq i, j \leq \Lambda$ so that $\Lambda^{-1} \mathcal{H}^d \leq \mathcal{I} \leq \Lambda \mathcal{H}^d$ on such sets $S$. We define of course $\mathcal{I}(S) = \infty$ on Borel sets $S \subset X$ of infinite $\mathcal{H}^d$ measure and we extend $\mathcal{I}$ on all subsets of $X$ by Borel regularity. Next, we assume that $i$ is continuous on $X \times G(d, n)$ and we show that this implies the second axiom. Let $x, V,$ and $f$ be as in (ii). To shorten a bit the notations, we assume $x = 0$ and we denote $i(0, V)$ by $i_0$. For $r > 0$, we denote $B(0, r)$ by $B_r$ and $f(V \cap B(0, r))$ by $S_r$. Fix $\epsilon > 0$. According to the inverse function theorem, there exists $R > 0$ such that $f$ induces a $(1 + \epsilon)$-bilipschitz diffeomorphism from $V \cap B_R$ to $S = S_R$. Note that the
function \( y \mapsto (y, T_y S) \) is continuous on \( S \) and that at \( y = 0 \), \( (y, T_y S) = (0, V) \). As \( i \) is continuous, there exists \( R' > 0 \) such that for all \( y \in S \cap B_{R'} \)

\[
(1 + \varepsilon)^{-1}i_0 \leq i(y, T_y S) \leq (1 + \varepsilon)i_0.
\]

If \( r > 0 \) is small enough so that \( B_r \subset B_R \cap f^{-1}(B_{R'}) \), we have \( S_r \subset S \cap B_{R'} \) and thus

\[
(1 + \varepsilon)^{-1}i_0 \leq \frac{\mathcal{I}(S_r)}{\mathcal{H}^d(S_r)} \leq (1 + \varepsilon)i_0.
\]

The function \( f \) is \((1 + \varepsilon)\)-bilipschitz on \( V \cap B_r \) so this simplifies to

\[
(1 + \varepsilon)^{d-1}i_0 \leq \frac{\mathcal{I}(S_r)}{\mathcal{H}^d(V \cap B_r)} \leq (1 + \varepsilon)^{d+1}i_0.
\]

We deduce that

\[
\lim_{r \to 0} \frac{\mathcal{I}(S_r)}{\mathcal{H}^d(V \cap B_r)} = i_0
\]

and by the same reasoning,

\[
\lim_{r \to 0} \frac{\mathcal{I}(V \cap B_r)}{\mathcal{H}^d(V \cap B_r)} = i_0.
\]

The second axiom follows. It is more difficult to construct integrands that yield the third axiom. A first example is when \( \mathcal{I} = \mathcal{H}^d \) or when \( i \) depends on \( x \) alone with \( i = j \) (we will detail this later). Let us try to relate our integrands to other definitions. The energy introduced by Almgren in [1, Definition 1.6(2)] is like above with \( X = \mathbb{R}^n \) and \( i \) of class \( C^3 \) but (iii) is replaced by a stronger condition called ellipticity bound. We present this condition in more detail. For \( x \in \mathbb{R}^n \), let

\[
\mathcal{I}^x(S) = \int_{S_r} i(x, T_y S) \, d\mathcal{H}^d(y) + j(x)\mathcal{H}^d(S_r)
\]

be defined on Borel \( \mathcal{H}^d \) finite sets \( S \subset \mathbb{R}^n \). Almgren requires that there exists a continuous function \( c : \mathbb{R}^n \to ]0, \infty[ \) such that for all \( x \in \mathbb{R}^n \),

\[
\mathcal{I}^x(S \cap B(x, r)) - \mathcal{I}^x(V \cap B(x, r)) \\
\geq c(x) \left[ \mathcal{H}^d(S \cap B(x, r)) - \mathcal{H}^d(V \cap B(x, r)) \right]
\]

whenever \( r > 0 \), \( V \) is a \( d \)-plane passing through \( x \) and \( S \subset \overline{B(x, r)} \) is a compact, \( \mathcal{H}^d \) rectifiable, \( \mathcal{H}^d \) finite set which spans \( V \cap \partial B(x, r) \). In [2, Definition IV.1(7)], Almgren restricts this definition to the functions \( c \) which are positive constants. The energy introduced by De Lellis, De Philippis, De Rosa, Ghiraldin, and Maggi in [16,
Definitions 1.3, 1.5 and Remark 1.8] is also like above with $X = \mathbb{R}^n$ and $i$ of class $C^1$ but (iii) is replaced by a new axiom called atomic condition. This axiom characterizes the integrands for which Allard’s rectifiability theorem holds [14]. In codimension one, it is equivalent to a convexity condition on the integrand. In the general case, [10] shows that the atomic condition implies an ellipticity condition of the form

\[
\left[ \mathcal{H}^d(S \cap B(x, r)) - \mathcal{H}^d(V \cap B(x, r)) \right] > 0 \\
\quad \Rightarrow \left[ I^x(S \cap B(x, r)) - I^x(V \cap B(x, r)) \right] > 0
\]  

whenever $r > 0$, $V$ is a $d$-plane passing through $x$ and $S \subset \overline{B}(x, r)$ is a compact, $\mathcal{H}^d$-finite set which spans $V \cap \partial B(x, r)$.

In this paragraph, we compare (iii) to Almgren’s ellipticity bound. We allow $d$-dimensional sets $S$ which have a purely unrectifiable part because we allow competitors which have a purely unrectifiable part in the direct method (Corollary 4.1). Almgren only tests the ellipticity bound against rectifiable sets but [10, Corollary 5.13] justifies that this is not a loss of generality. Next, we show that an inequality such as (38) shows that the atomic condition implies an ellipticity condition of the form

\[
\mathcal{H}^d(S \cap B(x, r)) - \mathcal{H}^d(V \cap B(x, r)) \\
\quad > 0
\]

Note that $H_i$ is uniformly continuous on the compact set $\overline{B}(0, 1) \times G(d,n)$ and $j$ as well on $\overline{B}(0, 1)$ so $\lim_{r \to 0} \varepsilon(r) = 0$. We assume $r$ small enough so that $\varepsilon(r) \leq c$. According to the definition of $\varepsilon(r)$,

\[
|I(S \cap B(0, r)) - I^0(S \cap B(0, r))| \leq \varepsilon(r)\mathcal{H}^d(S \cap B(0, r))
\]

and similarly

\[
|I(V \cap B(0, r)) - I^0(V \cap B(0, r))| \leq \varepsilon(r)\mathcal{H}^d(V \cap B(0, r)).
\]

Plugging this into (40), we get

\[
\mathcal{I}(S \cap B(0, r)) - \mathcal{I}(V \cap B(0, r)) \\
\quad \geq c \left[ \mathcal{H}^d(S \cap B(0, r)) - \mathcal{H}^d(V \cap B(0, r)) \right]
\]
We also observe that there exists a constant \( \omega_d \) is the \( \mathcal{H}^d \) measure of the \( d \)-dimensional unit disk. This is (26) as promised.

We should not forget to mention that if \( i \) depends on \( x \) alone with \( i = j \), then we have \( \mathcal{I}^0 = i(0) \mathcal{H}^d \) so (40) is clearly verified.

**Lemma 1.11** Let \( \mathcal{I} \) be an admissible energy in \( X \). Let \( E \subset X \) be \( \mathcal{H}^d \) measurable, \( \mathcal{H}^d \) locally finite, and \( \mathcal{H}^d \) rectifiable. Then for \( \mathcal{H}^d \)-ae. \( x \in E \),

\[
\lim_{r \to 0} \frac{\mathcal{I}(E \cap B(x, r))}{\mathcal{I}(V \cap B(x, r))} = 1
\]

**Proof** Let \( M \) be an embedded submanifold of \( \mathbb{R}^d \). We show that for all \( x \in M \cap X \),

\[
\lim_{r \to 0} \frac{\mathcal{I}(M \cap B(x, r))}{\mathcal{I}(V \cap B(x, r))} = 1.
\]

Fix \( x \in M \cap X \) and let \( V \) be the affine tangent plane of \( M \) at \( x \). There exists a radius \( R > 0 \), an open set \( O \) containing \( x \), a \( C^1 \) diffeomorphism \( f : B(x, R) \to O \) such that \( f(x) = x \), \( Df(x) = \text{id} \) and \( f(V \cap B(x, R)) = M \cap O \). Let us fix \( \lambda > 1 \). We observe that for small \( r \) > 0, we have

\[
f(V \cap B(x, \lambda^{-1}r)) \subset M \cap B(x, r) \subset f(V \cap B(x, \lambda r)).
\]

We also observe that there exists a constant \( C \geq 1 \) (depending on \( n, \Lambda \)) such that for small \( r \) > 0,

\[
\frac{\mathcal{I}(V \cap B(x, \lambda r))}{\mathcal{I}(V \cap B(x, r))} - 1 \leq \frac{\mathcal{I}(V \cap B(x, \lambda r) \setminus B(x, r))}{\mathcal{I}(V \cap B(x, r))} \leq C \frac{\mathcal{H}^d(V \cap B(x, \lambda r) \setminus B(x, r))}{\mathcal{H}^d(V \cap B(x, r))} \leq C(\lambda^d - 1).
\]

We combine these observations to deduce that for small \( r \) > 0,

\[
\frac{\mathcal{I}(M \cap B(x, r))}{\mathcal{I}(V \cap B(x, r))} \leq C(\lambda) \frac{\mathcal{I}(f(V \cap B(x, \lambda r))\setminus B(x, r))}{\mathcal{I}(V \cap B(x, \lambda r))}
\]

where \( C(\lambda) \to 1 \) when \( \lambda \to 1 \). It follows that

\[
\limsup_{r \to 0} \frac{\mathcal{I}(M \cap B(x, r))}{\mathcal{I}(V \cap B(x, r))} \leq C(\lambda)
\]
and since $\lambda > 1$ is arbitrary, we get
\[
\limsup_{r \to 0} \frac{I(M \cap B(x, r))}{I(V \cap B(x, r))} \leq 1.
\] (56)

We can work similarly with $\liminf_{r \to 0}$.

Now, we deal with $E$. It suffices to show that for $\mathcal{H}^d$-a.e. $x \in E$, there exists an embedded submanifold $M \subset \mathbb{R}^n$ such that
\[
\lim_{r \to 0} r^{-d} \mathcal{H}^d(B(x, r) \cap (E \Delta M)) = 0.
\] (57)

According to [24, Theorem 15.21] or [22, Theorem 3.2.29], there exists a sequence of embedded submanifolds $(M_i) \subset \mathbb{R}^n$ such that
\[
\mathcal{H}^d(E \setminus \bigcup_i M_i) = 0.
\] (58)

We also recall [24, Theorem 6.2(2)]. If $A \subset \mathbb{R}^n$ is $\mathcal{H}^d$ measurable and $\mathcal{H}^d$ locally finite, then for $\mathcal{H}^d$-a.e. $x \in \mathbb{R}^n \setminus A$, $\lim_{r \to 0} r^{-d} \mathcal{H}^d(B(x, r) \cap A) = 0$. Let us fix an index $i$. We have for $\mathcal{H}^d$-a.e. $x \in E$,
\[
\lim_{r \to 0} r^{-d} \mathcal{H}^d(B(x, r) \cap M_i \setminus E) = 0
\] (59)

and for $\mathcal{H}^d$-a.e. $x \in M_i$,
\[
\lim_{r \to 0} r^{-d} \mathcal{H}^d(B(x, r) \cap E \setminus M_i) = 0
\] (60)

whence for $\mathcal{H}^d$-a.e. $x \in E \cap M_i$,
\[
\lim_{r \to 0} r^{-d} \mathcal{H}^d(B(x, r) \cap (E \Delta M_i)) = 0.
\] (61)

Our claim follows.

\[\Box\]

2 Federer–Fleming Projection

2.1 Complexes

The Federer–Fleming projection for sets was introduced in [11] by David and Semmes following the ideas of the Federer–Fleming projection for currents. This technique sends a $d$-dimensional set $E$ in the $d$-dimensional skeleton of a grid of cubes while controlling the measure of the image. In each cube, we choose a center of projection which is not in the closure of $E$. We perform a radial projection to send $E$ in the $(n - 1)$-dimensional faces. Then we repeat the process in each $(n - 1)$-dimensional
face to project $E$ in the $(n - 2)$-dimensional faces, etc. One usually stops when $E$ is sent in the $d$-skeleton because it is no longer possible to ensure that there exists a center of projection away from $E$. A simple idea to estimate the measure of the image is to estimate the Lipschitz constants of the radial projections. However, we may not have a good control over this Lipschitz constant. David and Semmes proved that in average among centers of projection, the measure of the image is multiplied by a constant that depends only on $n$.

The goal of this subsection is to axiomatize the structure which supports Federer–Fleming projections. We consider a set $K$ made of faces of varying dimensions in which we intend to perform radial projections. In order to glue and compose radial projections, the inclusion relation $\subset$ between the faces of $K$ should be compatible with the topology in some sense. We adopt a formalism close the one of $CW$-complex, except that the boundary of a cell may not be covered by other subcells. In Fig. 5 for example, we choose not to make radial projection on the external edges so they are excluded from $K$.

We define a cell as a face of cubes of $\mathbb{R}^n$. We could take a more general definition but it is easier to build complexes that way. The dimension of a cell $A$ is the dimension of its affine span. Its interior $\text{int}(A)$ and boundary $\partial A$ are the topological interior and topological boundary relative to its affine span. For example, if $A$ is 0-dimensional, then $\text{int}(A) = A$ and $\partial A = \emptyset$. If $A$ is a segment $[x, y]$ with $x \neq y$, then $\text{int}(A) = [x, y]$ and $\partial A = \{x, y\}$. Given a set of cells $K$, we define the support of $K$ by

$$|K| = \bigcup\{A | A \in K\}.$$  \hspace{1cm} (62)

For an integer $i = 0, \ldots, n$, the subset of $K$ composed of the $i$-dimensional cells is denoted by $K^i$.

We are going to motive the axioms. Say that $K$ is a set of cells in $\mathbb{R}^n$ and we want to glue radial projections in its $n$-cells, then in its $(n - 1)$-cells, etc. It is natural to ask that the cells have disjoint interiors because we want the gluing of our radial projections
to be well defined. It is more problematic to ensure that the gluing is continuous. At each step, we have to glue a family of continuous maps (radial projections)

\[ \phi_A : A \rightarrow A \]  

indexed by \( \{ A \in K^d \} \) (for some \( d = 0, \ldots, n \)), with the identity map on

\[ |K| \setminus \bigcup \{ \text{int}(A) | A \in K, \, \dim A \geq d \}. \]  

We use of a classical result which says that a pasting of continuous maps on two closed domains is a continuous map. This also works for a locally finite family of closed domains\(^2\). We require the cells to constitute a locally finite family in \( |K| \) so that we can glue continuously the maps \( \phi_A \). Next, we want the set

\[ |K| \setminus \bigcup \{ \text{int}(A) | A \in K, \, \dim A \geq d \} \]  

to be closed. The corresponding axiom is more precise: we require that for every \( A \in K \), the set \( \bigcup \{ \text{int}(B) | B \in K, \, A \subset B \} \) is a neighborhood of \( \text{int}(A) \).

**Definition 2.1 (Complex)** A complex \( K \) is a set of cells such that

(i) the cells interior \( \{ \text{int}(A) | A \in K \} \) are mutually disjoint;
(ii) every \( x \in |K| \) admits a relative neighborhood in \( |K| \) which meets a finite number of cells \( A \in K \);
(iii) for every cell \( A \in K \), the set

\[ V_A = \bigcup \{ \text{int}(B) | B \in K \text{ contains } A \} \]  

is a relative neighborhood of \( \text{int}(A) \) in \( |K| \).

These are expected properties of CW-complexes but for us the boundary of a cell may not be covered by other cells. These axioms are enough for building a continuous Federer–Fleming projection but for a Lipschitz projection, we also need to quantify how wide is \( V_A \) around \( \text{int}(A) \). In the next section, we will work a more specific class of complexes that we call \( n \)-complexes.

We present a few basic properties of such a complex \( K \). By the local finiteness axiom, \( K \) is at most countable. For each \( A \in K \), the set \( V_A \) is relatively open in \( |K| \). Indeed for each cell \( B \in K \) containing \( A \), \( V_B \subset V_A \) so \( V_A \) is also a neighborhood of \( \text{int}(B) \). Finally, we are going to see that a non-empty intersection of the form \( \text{int}(A) \cap B \) is meaningful.

**Lemma 2.2** Let \( K \) be a complex.

- For \( A, B \in K \), \( \text{int}(A) \cap B \neq \emptyset \) implies \( A \subset B \).

---

\(^2\) In a topological space \( X \), a family of sets \( \{ A_i \} \) is locally finite provided that for every \( x \in X \), there exists a neighborhood \( U \) of \( x \) such that \( \{ i | A_i \cap U \neq \emptyset \} \) is finite. As a consequence, if the sets \( A_i \) are closed, their union \( \bigcup A_i \) is closed in \( X \).
• For $A, B \in K$ such that $\dim A > \dim B$, we have $\text{int}(A) \cap B = \emptyset$.
• For $A, B \in K$ of the same dimension, $\text{int}(A) \cap B \neq \emptyset$ implies $A = B$.

Proof Let us prove the first point. The set $V_A$ is a relative open set of $|K|$ which meets $B = \text{int}(B)$ so it also meets $\text{int}(B)$. As the cells of $K$ have disjoint interiors, we deduce that $B$ contains $A$. The second point is now obvious. Next, we assume that $A$ and $B$ have the same dimension and we prove that $A = B$. According to the inclusion $A \subset B$ and a dimension argument, the affines spaces $\text{aff}(A)$ and $\text{aff}(B)$ are equals. As $\text{int}(A)$ is relatively open in $\text{aff}(B)$, we deduce $\text{int}(A) \subset \text{int}(B)$. Then $A = B$ because the cells have disjoint interiors. \qed

We introduce a natural notion subspace.

Definition 2.3 (Subcomplex) Let $K$ be a complex. A subcomplex of $K$ is a subset $L \subset K$ such that for all $A \in L$ and $B \in K$, the inclusion $A \subset B$ implies $B \in L$. The rigid open set induced by $L$ is the set

$$U(L) = \bigcup \left\{ \text{int}(A) \middle| A \in L \right\}.$$ (67)

If $L$ is a subcomplex of $K$, then $L$ is a also a complex. Moreover, $U(L)$ is relatively is relatively open in $|K|$ by the second axiom of Definition 2.1. We introduce a natural relationship between complexes.

Definition 2.4 (Subordinate complex) We say that a complex $L$ is subordinate to a complex $K$ when for every $A \in L$, there exists $B \in K$ (necessary unique) such that

$$\text{int}(A) \subset \text{int}(B).$$ (68)

This relation is denoted by $L \preceq K$.

See Fig. 6. The notion of subordinate complex differs from the notion of subcomplex because $L$ may not be subset of $K$.

2.2 Pasting Complexes

We are going to present a way of building complexes by combining pieces of grids. The result of such a procedure is called a $n$-complex. As an example, we will see that the Whitney decomposition of an open set is a $n$-complex.

Definition 2.5 (Canonical $n$-complex) The canonical $n$-complex of $\mathbb{R}^n$ is

$$E_n = \left\{ \prod_{i=1}^{n} [0, \alpha_i] \middle| \alpha \in \{-1, 0, 1\}^n \right\}.$$ (69)

See Fig. 7. We call $n$-charts the image of $E_n$ by a similarity of $\mathbb{R}^n$ (translations, isometries, homotheties, and their compositions).
We justify that $E_n$ is a complex. We are going to see that for all $A \in E_n$, the set $V_A$ is open in $\mathbb{R}^n$ (and not only relatively open in $|E_n|$). Moreover, if $A$ is not 0-dimensional, there exists a constant $\kappa \geq 1$ (depending only on $n$) such that the set

$$V_A(\kappa) = \left\{ x \in \mathbb{R}^n | d(x, A) < \kappa^{-1} d(x, \partial A) \right\}$$

is included in $V_A$. The set $V_A(\kappa)$ is an open neighborhood of $\text{int}(A)$ and the parameter $\kappa$ quantifies how wide it is.

**Proof** Consider $\alpha \in \{-1, 0, 1\}^n$ and the corresponding cell $A = \prod [0, \alpha_i]$. The interior of $A$ is

$$\text{int}(A) = \prod_{i=1}^{n} (0, \alpha_i),$$

(71)

where $(0, \alpha_i) = [0, \alpha_i]$ if $\alpha_i \neq 0$ and $(0, \alpha_i) = \{0\}$ otherwise. Observe that different $\alpha, \beta$ induce cells $\prod [0, \alpha], \prod [0, \beta]$ which have disjoint interiors. Thus, the cells of $E_n$
have disjoint interiors. Next, we are going to see that for all $A \in E_n$, the set $V_A$ is open in $\mathbb{R}^n$. Without loss of generality, we can work with $A = [0, 1]^d \times \{0\}^{n-d}$ for some $d = 0, \ldots, n$ and then we see that

$$V_A = ]0, 1[^d \times ]-1, 1[^{n-d}. \quad (72)$$

Now, we assume $d \geq 1$ and we show that there exists $\kappa \geq 1$ (depending only on $n$) such that

$$\left\{ x \in \mathbb{R}^n \mid d(x, A) < \kappa^{-1}d(x, \partial A) \right\} \subset V_A. \quad (73)$$

We proceed by contraposition. We fix $x \in \mathbb{R}^n \setminus V_A$. We have either $x_i \notin ]0, 1[$ for some $i = 1, \ldots, d$ or $x_i \notin ]-1, 1[$ for some $i = d+1, \ldots, n$. In the first case, the distance $d(x, A)$ is attained on $\partial A$ so $d(x, A) = d(x, \partial A)$. In the second case we have $d(x, A) \geq 1$. The triangular inequality yields

$$d(x, \partial A) \leq d(x, A) + \text{diam}(A) \leq d(x, A) + \sqrt{d}, \quad (74) \quad (75)$$

so

$$d(x, \partial A) \leq (1 + \sqrt{d})d(x, A). \quad (76)$$

In both cases, one has $d(x, \partial A) \leq \kappa d(x, A)$, where $\kappa$ depends only on $n$. Finally, it is clear that $E_n$ is locally finite because it has $3^n$ cells.

We detail how to combine a family of $n$-charts $(K_\alpha)$. This principle is close to the notion of direct limit in algebra (see the remark below Definition 2.6). We paste the family by “identifying” the cells $A, B$ for which there exists another cell $C$ such that $\text{int}(A), \text{int}(B) \subset \text{int}(C)$. We need a few assumptions to ensure that each equivalent class has a maximal cell and that the collection of maximal cells is locally finite. The result of such a procedure is called a $n$-complex.

**Definition 2.6** A system of $n$-charts is a family of $n$-charts $(K_\alpha)$ such that

(i) for all cells $A, B \in \bigcup K_\alpha$

$$\text{int}(A) \cap \text{int}(B) \neq \emptyset \implies \text{int}(A) \subset \text{int}(B) \text{ or } \text{int}(B) \subset \text{int}(A); \quad (77)$$

(ii) for every $x \in \bigcup |K_\alpha|$, there exists a relative neighborhood $V$ of $x$ in $\bigcup |K_\alpha|$ and a finite set $S \subset \bigcup K_\alpha$ such that whenever a cell $A \in \bigcup K_\alpha$ meets $V$, there exists $B \in S$ such that $\text{int}(A) \subset \text{int}(B)$. We define a maximal cell of the system as a cell $A \in \bigcup K_\alpha$ such that for all $B \in \bigcup K_\alpha$, $\text{int}(A) \cap \text{int}(B) \neq \emptyset \implies \text{int}(B) \subset \text{int}(A). \quad (78)$

The collection of all maximal cells is called the limit of the system $(K_\alpha)$. It is a complex $K$ such that $|K| = \bigcup |K_\alpha|$. Moreover, it has the following intrinsic properties.
(i) For all $A \in K$, the set $V_A$ is open in $\mathbb{R}^n$.
(ii) There exists a constant $\kappa \geq 1$ (depending only on $n$) such that for all $A \in K$ which is not 0-dimensional, the set
\[ V_A(\kappa) = \{ x \in \mathbb{R}^n | d(x, \partial A) < \kappa^{-1} d(x, A) \} \]  
(79)
is included in $V_A$.
(iii) Every cell $A \in K$ is included in at most $3^n$ cells $B \in K$.

We prove our claims below the remark.

**Remark 2.1** The goal of this remark is to precise the analogy between a system of $n$-charts and the notion of *direct system* in algebra. Let the index set of $(K_\alpha)$ be denoted by $M$. Equip $M$ with the following quasi-order: $\alpha \leq \beta$ if $K_\alpha \preceq K_\beta$. When $\alpha \leq \beta$, there exists a natural function
\[ \pi_\beta^\alpha : K_\alpha \to K_\beta \]  
(80)
which associates to each $A \in K_\alpha$, the unique $B \in K_\beta$ such that $\text{int}(A) \subset \text{int}(B)$. It is clear that
\[ \pi_\alpha^\alpha = \text{identity} \]  
(81)
and for $\alpha \leq \beta \leq \gamma$ in $M$,
\[ \pi_\gamma^\beta \pi_\beta^\alpha = \pi_\gamma^\alpha. \]  
(82)
Given $\alpha$ and $\beta$, the first axiom of our definition allows to paste $K_\alpha$ and $K_\beta$. The result is a $n$-complex $K$ such that $K_\alpha, K_\beta \preceq K$ and which can be added to the system. In this way, $M$ becomes a directed set. Then we say that two cells $A \in K_\alpha$ and $B \in K_\beta$ are equivalent if there exists some $\gamma \geq \alpha, \beta$ such that $\pi_\alpha^\gamma(A) = \pi_\gamma^\beta(B)$. In algebra, the *direct limit* of such system would be the set of all equivalent classes. Our definition take a few shortcuts because the abstract equivalent classes are replaced by a collection of maximal cells. We could not avoid a long axiom to say that these maximal cells are locally finite.

**Proof** It is straightforward from the definition that the cells of $K$ have disjoint interiors. Moreover, the second axiom implies that $K$ is locally finite in $\bigcup |K_\alpha|$. We are going to show that for every $A \in \bigcup K_\alpha$, there exists $B \in K$ such that
\[ \text{int}(A) \subset \text{int}(B). \]  
(83)
Such an inclusion implies the inclusion of the closures $A \subset B$ and it will follow $|K| = \bigcup |K_\alpha|$. We introduce
\[ S = \{ B \in \bigcup K_\alpha | \text{int}(A) \subset \text{int}(B) \} \]  
(84)
and we search a biggest element in the set
\[ \{\text{int}(B) | B \in S\}. \tag{85} \]

The first axiom implies that the set (85) is totally ordered. We apply the second axiom at a fixed point \( x_0 \in \text{int}(A) \) and we obtain a finite subset \( T \subset \bigcup K_\alpha \) such that for all \( B \in S \), there exists \( C \in T \) such that \( \text{int}(B) \subset \text{int}(C) \). In particular, \( C \in S \). Therefore, a biggest element of (85) can be searched for in a finite subset:
\[ \{\text{int}(C) | C \in S \cap T\} \tag{86} \]

We conclude that there exists \( B \in S \) such that \( \text{int}(B) \) is the biggest element of (85). Then we justify that \( B \) is a maximal cell. For all \( C \in \bigcup K_\alpha \), we have either \( \text{int}(C) \subset \text{int}(B) \) or \( \text{int}(B) \subset \text{int}(C) \). In the second case, \( C \in S \) so we have in fact \( \text{int}(B) = \text{int}(C) \). In all cases, \( \text{int}(C) \subset \text{int}(B) \).

Next, we fix \( A \in K \) and we show that the set
\[ V_A = \bigcup \{\text{int}(B) | B \in K \text{ contains } A\} \tag{87} \]

is open in \( \mathbb{R}^n \). There exists an index \( \alpha \) such that \( A \in K_\alpha \) and since \( K_\alpha \) is similar to \( E_n \), the set
\[ W_A = \{\text{int}(C) | C \in K_\alpha \text{ contains } A\} \tag{88} \]

is open in \( \mathbb{R}^n \). For every \( C \in K_\alpha \) containing \( A \), there exists \( B \in K \) such that \( \text{int}(C) \subset \text{int}(B) \) and in particular \( B \) contains \( A \). We deduce that \( W_A \subset V_A \). This shows that \( V_A \) contains an open neighborhood of \( \text{int}(A) \) in \( \mathbb{R}^n \). Furthermore, for all \( B \in K \) containing \( A \), we have \( V_B \subset V_A \) so \( V_A \) also contains an open neighborhood of \( \text{int}(B) \) in \( \mathbb{R}^n \). This proves that \( V_A \) is open in \( \mathbb{R}^n \). If \( A \) is not 0-dimensional, the constant \( \kappa \) that we had found for \( E_n \) fulfills
\[ V_A(\kappa) \subset W_A \subset V_A. \tag{89} \]

Now, we want to estimate the number of cells \( B \in K \) that contains \( A \). Let \( B \in K \) containing \( A \). The set \( W_A \) contains \( \text{int}(A) \) so it meets \( B \). As \( W_A \) is open in \( \mathbb{R}^n \) and \( B = \text{int}(B) \), \( W_A \) also meets \( \text{int}(B) \). We deduce that there exists \( C \in K_\alpha \) containing \( A \) such that \( \text{int}(C) \cap \text{int}(B) \neq \emptyset \). In fact, there exists \( B' \in K \) such that \( \text{int}(C) \subset \text{int}(B') \) and since the cells of \( K \) have disjoint interior, we necessarily have \( B' = B \). There are at most \( 3^n \) cells \( C \in K_\alpha \) and since there can be only one \( B \in K \) such that \( \text{int}(C) \subset \text{int}(B) \); we deduce that there are at most \( 3^n \) cells \( B \in K \) containing \( A \). \( \square \)

**Example 2.7** Remember
\[ E_n = \left\{ \prod_{i=1}^{n} [0, \alpha_i] \mid \alpha \in \{-1, 0, 1\}^n \right\}. \tag{90} \]
The family of translations of $E_n$ by $\mathbb{Z}^n$,
\begin{equation}
\left\{ p + E_n \mid p \in \mathbb{Z}^n \right\},
\end{equation}
is a system of $n$-charts. Its limit is the canonical grid of $\mathbb{R}^n$. We could have defined this grid directly as the set of all cells of the form
\begin{equation}
p + \prod_{i=1}^{n}[0, \alpha_i],
\end{equation}
where $p \in \mathbb{Z}^n$ and $\alpha \in \{0, 1\}^n$.

**Example 2.8** Let $X$ an open set of $\mathbb{R}^n$. We build a $n$-complex filling $X$ and which is analogous to a Whitney decomposition. For $k \in \mathbb{N}$ and $p \in 2^{-k}\mathbb{Z}^n$, we introduce the dyadic chart of center $p$ and sidelength $2^{-k}$:
\begin{equation}
E_n(p, k) = p + 2^{-k}E_n,
\end{equation}
i.e.,
\begin{equation}
E_n(p, k) = \left\{ \prod_{i=1}^{n}[p_i, p_i + 2^{-k}\alpha_i] \mid \alpha \in \{-1, 0, 1\}^n \right\}.
\end{equation}
Then we consider the family
\begin{equation}
\left\{ E_n(p, k) \mid k \in \mathbb{N}, \ p \in 2^{-k}\mathbb{Z}^n, \ |E_n(p, k)| \subset X \right\}.
\end{equation}
All the cells induced by this family are dyadic cells. We rely on the following property: for all dyadic cell $A$ of sidelength $2^{-k}$, for all dyadic cell $B$ of sidelength $2^{-l}$ with $l \leq k$, the intersection $\text{int}(A) \cap \text{int}(B) \neq \emptyset$ implies $\text{int}(A) \subset \text{int}(B)$. It is then clear that the first axiom of Definition 2.6 is satisfied. Let us focus on the second axiom. Instead of working with the Euclidean norm, we work with the maximum norm $| \cdot |_\infty$, the corresponding distance $d_\infty$ and the corresponding open (cubic) balls $U$. We fix $x \in X$ and we define
\begin{equation}
r = \min\{1, d_\infty(x, X^c)\}.
\end{equation}
Let $k \in \mathbb{N}$ be such that $2^{-k+1} \leq r \leq 2^{-k+2}$. There exists $p \in 2^{-k}\mathbb{Z}^n$ such that $|x - p|_\infty < 2^{-k-1}$. Then, the triangular inequality gives
\begin{equation}
U(x, 2^{-k-1}) \subset U(p, 2^{-k}) \subset \overline{U}(p, 2^{-k}) \subset U(x, 2^{-k+1}).
\end{equation}
so
\begin{equation}
U(x, 2^{-3}r) \subset U(E_n(p, k)) \subset |E_n(p, k)| \subset U(x, r).
\end{equation}
According to the definition of \( r \), \( E_n(p, k) \) belongs to the family (95). This proves that 
the family fills \( X \). Let \( A \) be a cell of the system which meets \( U(x, 2^{-3}r) \). The interior 
\( \text{int}(A) \) also meets \( U(x, 2^{-3}r) \) because \( U(x, 2^{-3}r) \) is an open set and \( A = \text{int}(A) \).
Then \( \text{int}(A) \) meets the interior of a cell \( B \in E_n(p, k) \). Either the sidelength of \( A \) is 
\( \geq 2^{-k} \), either it is \( \leq 2^{-k} \) and \( \text{int}(A) \subset \text{int}(B) \). In both cases, there exists a dyadic cell 
\( C \) of sidelength \( \geq 2^{-k} \) such that \( \text{int}(A) \subset \text{int}(C) \). However, there exists only a finite 
number of dyadic cells of sidelength \( \geq 2^{-k} \) which meet \( U(x, 2^{-3}r) \). We deduce the 
second axiom of Definition 2.6.

2.3 Estimates

We recall the Federer–Fleming projection with an example. Let us say \( K \) is the set of 
dyadic cells of sidelength \( 2^{-k} \) which are included in \( Q = [-1, 1]^n \) but not in \( \partial Q \). Let 
us say that \( E \) is a 1-dimensional subset of \( Q \). We perform a radial projection in each 
cell \( A \in K^n \), then in each cell \( A \in K^{n-1}, \ldots \) until the cells \( A \in K^2 \). This operation sends \( E \) to

\[
|K| \setminus \bigcup \{ \text{dim } A > 1 \} = \partial Q \cup |K^1|.
\] (99)

Note that \( E \) is not entirely sent in the 1-skeleton because we do not make radial 
projections on \( \partial Q \). We denote by \( \phi \) the function obtained by composing these radial 
projections. Throughout the construction, we can choose the centers of projections so 
as to control the measure of \( \phi(E) \). Such procedure was already developed in [11]. In 
this subsection, we state this projection in the language of complexes and we present 
a new estimate.

We recall some notions about the Grassmannian spaces. Let \( E \) be an euclidean space 
of dimension \( n \) and \( 0 \leq d \leq n \) an integer. The Grassmannian \( G(d, E) \) is the set of all 
\( d \)-linear planes of \( X \). A linear plane \( V \) can be represented by its orthogonal projection 
\( p_V \). Thus, the operator norm induces a distance on \( G(d, E) \). The Haar measure \( \gamma_{d,E} \)
is the unique Radon measure on \( G(d, E) \) whose total mass is 1 and which is invariant 
under the action of the orthogonal group \( O(E) \) (see [24, Chapter 3] for existence and 
unicity). In the case \( E = \mathbb{R}^n \), the Grassmannian is denoted by \( G(d, n) \) and the Haar 
measure by \( \gamma_{n,d} \).

It is usually not defined that way but \( \gamma_{d,n} \) coincides with the Hausdorff measure 
of dimension \( m = d(n - d) \), up to a multiplicative constant. Indeed, \( G(d, n) \) is non-
empty compact manifold of dimension \( m \) so \( \sigma = \mathcal{H}^m(G(d, n)) \) is finite and positive. 
Then \( \sigma^{-1} \mathcal{H}^m \) is a Radon measure on \( G(d, n) \) whose total mass is 1 and which is 
invariant under the isometries of \( G(d, n) \). In particular, it is invariant under the action 
of \( O(n) \). One can justify similarly that for all \( A \subset G(1, n + 1) \)

\[
\gamma_{1,n+1}(A) = \sigma_n^{-1} \mathcal{H}^n(\{ x \in S^n : \exists L \in A, \ x \in L \})
\] (100)

where \( \sigma_n = \mathcal{H}^n(S^n) \). If there is no ambiguity, we write \( dV \) in the integrals instead of 
\( d\gamma_{d,n}(V) \).
Lemma (Federer–Fleming projection) Let $K$ be $n$-complex. Let $0 \leq d < n$ be an integer and let $E$ be Borel subset of $|K|$ such that $\mathcal{H}^{d+1}(|K| \cap \overline{E}) = 0$. Then there exists a locally Lipschitz function $\phi: |K| \to |K|$ satisfying the following properties:

(i) for all $A \in K$, $\phi(A) \subset A$;
(ii) $\phi = \text{id} \text{ in } |K| \setminus \bigcup \{ \text{int}(A) | \dim A > d \}$;
(iii) there exists a relative open set $O \subset |K|$ such that $E \subset O$ and $\phi(O) \subset |K| \setminus \bigcup \{ \text{int}(A) | \dim A > d \}$; (101)
(iv) for all $A \in K$,
$$\mathcal{H}^d(\phi(A \cap E)) \leq C \mathcal{H}^d(A \cap E);$$ (102)
(v) for all $A \in K^d$,
$$\mathcal{H}^d(A \cap \phi(E)) \leq C \int_{G(d,n)} \mathcal{H}^d(p_V(V_A \cap E)) \, dV,$$ (103)
where $C \geq 1$ is a constant that depends only on $n$.

The construction itself is deferred in Appendix D (Lemma D.2) because this is not an original procedure and the reader can skip it. The goal of this subsection is to explain the estimate (102) and the new estimate (103).

David and Semmes have shown in [11, Lemma 3.22] that, in average among centers of radial projections, the measure of the image is not much larger than the original set. We state their lemma without proof below.

Lemma 2.9 Let $Q$ be a cube of $\mathbb{R}^n$. Let $E$ be a Borel subset of $Q$ such that $\mathcal{L}^n(\overline{E}) = 0$. Then
$$\text{diam}(Q)^{-n} \int_{1/2 Q} \mathcal{H}^d(\psi_x(E)) \, dx \leq C \mathcal{H}^d(E),$$ (104)
where $\psi_x$ is the radial projection onto $\partial Q$ centered at $x$ and $C$ is a constant that depends only on $n$.

Combining (104) with the Markov inequality yields that for $\lambda > 0$,
$$\mathcal{L}^n(\{ x \in 1/2 Q \setminus \overline{E} | \mathcal{H}^d(\psi_x(E)) > \lambda \mathcal{H}^d(E) \}) \leq C \lambda^{-1} \text{diam}(Q)^n$$ (105)

We can choose $\lambda$ big enough (depending on $n$) so that the set at the left-hand side has a low density in $Q$. In particular, we can find $x$ for which $\mathcal{H}^d(\psi_x(E)) \leq \lambda \mathcal{H}^d(E)$. We are going to develop a similar lemma where $\mathcal{H}^d$ is replaced by a certain gauge $\zeta^d$.

We explain first why (104) is not optimal for $d = n-1$. Let $B$ be a ball centered in $0$ of radius $R > 0$. Let $E$ be a $(n-1)$ dimensional closed subset of $B$. For $x \in 1/2 B \setminus E$, the image $\psi_x(E)$ is included in $\partial B$ so we have trivially
\[
R^{-n} \int_{\frac{1}{2}B} \mathcal{H}^{n-1}(\psi_x(E)) \, dx \leq CR^{n-1}
\] (106)

If \( E \) has a high density in \( B \), then \( \mathcal{H}^{n-1}(E) \gg R^{n-1} \) so (104) is much worse than the trivial estimate (106). In fact, the proof of Lemma 2.9 does not take into account that \( \psi_x(E) \) is non-injective. David and Semmes bound \( \mathcal{H}^{n-1}(\psi_x(E)) \) by the total variation,

\[
\mathcal{H}^{n-1}(\psi_x(E)) \leq \int_{\psi_x(E)} \mathcal{H}^0(E \cap \psi_x^{-1}(y)) \, d\mathcal{H}^{n-1}(y),
\] (107)

and then they apply the Fubini theorem. In our approach, we bound

\[
\mathcal{H}^{n-1}(\psi_x(E)) \leq CR^{n-1} \gamma_{1,n}(\{L|(x + L) \cap E \neq \emptyset\})
\] (108)

and then we apply the Fubini theorem. This yields (the details are in Lemma 2.10),

\[
R^{-n} \int_{\frac{1}{2}B} \mathcal{H}^{n-1}(\psi_x(E)) \, dx \leq C \int_{G(n-1,n)} \mathcal{H}^{n-1}(p_V(E)) \, dV.
\] (109)

As orthogonal projections are 1-Lipschitz, one can see that (109) is better than both (104) and (106). Unfortunately, it is not true for \( 0 \leq d < n - 1 \) that

\[
R^{-n} \int_{\frac{1}{2}B} \mathcal{H}^{d}(\psi_x(E)) \, dx \leq C \int_{G(d,n)} \mathcal{H}^{d}(p_V(E)) \, dV.
\] (110)

We have to average a different quantity.

We define the gauge \( \zeta^d \) on Borel subsets of \( \mathbb{R}^n \) by

\[
\zeta^d(E) = \int_{G(d,n)} \mathcal{H}^d(p_V(E)) \, dV.
\] (111)

This is a basic way to estimate the size of \( E \) but it is not a Borel measure. The function \( \zeta^d \) is known to induce the integral-geometric measure via Carathéodory’s construction [22, 2.10.5]. The function \( \zeta^d \) also cancels the purely unrectifiable part of \( E \) thanks to the Besicovitch–Federer projection theorem [24, Theorem 18.1].

For a cell \( A \), we define the restriction of this gauge to \( A \)

\[
\zeta^d \res A(E) = \int_{G(\text{aff}(A),d)} \mathcal{H}^d(p_V(A \cap E)) \, dV,
\] (112)

where \( \text{aff}(A) \) is the affine span of \( A \) and \( G(\text{aff}(A), d) \) is the set of all \( d \)-linear planes of \( \text{aff}(A) \) centered at an arbitrary point. The author does not know whether there exists a constant \( C > 0 \) (depending on \( n, d \)) such that

\[
\zeta^d \res A(E) = C \zeta^d(A \cap E).
\] (113)
but at least the next lemma implies that there exists a constant $C \geq 1$ (depending on $n$) such that

$$\zeta^d \upharpoonright A(E) \leq C \zeta^d (A \cap E). \tag{114}$$

We justify inequality (114) in Remark 2.2 below the proof of the next lemma. When $A$ is $d$-dimensional, it is clear that $\zeta^d \upharpoonright A = \mathcal{H}^d$. At the end of the Federer–Fleming procedure we thus have a simplification: for $A \in K^d$, $\zeta^d \upharpoonright A(\phi(E)) = \mathcal{H}^d (A \cap \phi(E))$. For a cube $Q$, we find convenient to define

$$\zeta^d \upharpoonright \partial Q = \sum_A \zeta^d \upharpoonright A \tag{115}$$

where the sum is indexed by the $(n-1)$-faces $A$ of $Q$.

**Lemma 2.10** Let $Q$ be a cube of $\mathbb{R}^n$. Let $E$ be a Borel subset of $Q$ such that $\mathcal{L}^n (\overline{E}) = 0$. Then

$$\text{diam}(Q)^{-n} \int_{\frac{1}{2}Q}^* \zeta^d \upharpoonright \partial Q (\psi_x (E)) \, dx \leq C \zeta^d (E), \tag{116}$$

where $\psi_x$ is the radial projection onto $\partial Q$ centered at $x$ and $C$ is a constant that depends only on $n$.

**Proof** The letter $C$ plays the role of a constant $\geq 1$ that depends on $n$. Its value can increase from one line to another (but a finite number of times). We denote by $R$ the diameter of $Q$. The principle is the following: we show that for all $(n-1)$-face $A$ of $Q$ and for all $x \in \frac{1}{2}Q \setminus E$,

$$\zeta^d \upharpoonright A (\psi_x (E)) \leq CR^d \gamma_{n-d,n} (\{W | (x + W) \cap E \neq \emptyset\}) \tag{117}$$

and then we apply the Fubini theorem to get

$$R^{-n} \int_Q \gamma_{n-d,n} (\{W | (x + W) \cap E \neq \emptyset\}) \, dx \leq CR^{-d} \zeta^d (E). \tag{118}$$

**Step 1.** Let $x \in \frac{1}{2}Q \setminus E$. We make a translation to assume that $x = 0$ (but the cube may not be centered at the origin). We denote by $\psi$ the radial projection onto $\partial Q$ centered at 0. We fix a $(n-1)$ face $A$ of $Q$. We aim to show

$$\zeta^d \upharpoonright A (\psi (E)) \leq CR^d \gamma_{n-d,n} (\{W | W \cap E \neq \emptyset\}). \tag{119}$$

Let $H$ be the affine span of $A$. It suffices to show that for all Borel set $F \subset H \cap B(0, R)$,

$$\int_{G(d,H)} \mathcal{H}^d (p_V (F)) \, dV \leq CR^d \gamma_{n-d,n} (\{W | W \cap F \neq \emptyset\}) \tag{120}$$
and to apply this inequality with \( F = A \cap \phi(E) \). We apply the Disintegration Formula (Proposition C.4) for \( n - d = 1 + m \) where \( m = n - d - 1 \),

\[
\gamma_{n-d,n}(\{W|W \cap F \neq \emptyset\}) = \int_{G(1,n)} \gamma_{m,L^+}(\{W|(L + W) \cap F \neq \emptyset\})\,dL.
\]

In particular,

\[
\gamma_{n-d,n}(\{W|W \cap F \neq \emptyset\}) \geq \int_{B(L_0,\alpha)} \gamma_{m,L^+}(\{W|(L + W) \cap F \neq \emptyset\})\,dL
\]

where \( L_0 \) be the vector line orthogonal to \( H, \alpha \in ]0, 1[ \) is a constant that we will specify later and \( B(L_0, \alpha) \) is the ball of center \( L_0 \) and radius \( \alpha \) in \( G(1,n) \). For \( L \in G(1,n) \) such that \( d(L, L_0) \leq \alpha \), we show that

\[
\gamma_{m,L^+}(\{W|(L + W) \cap F \neq \emptyset\}) \geq C(\alpha)^{-1} \gamma_{m,L_0^+}(\{W|(L + W) \cap F \neq \emptyset\}),
\]

where \( C(\alpha) \) is a constant \( \geq 1 \) that depends on \( n \) and \( \alpha \). We define \( u: L_0^+ \to L^+ \) to be the orthogonal projection onto \( L^+ \). Since \( d(L, L_0) \leq \alpha < 1 \), the inequality (680) in Appendix C says that \( u \) is an isomorphism from \( L_0^+ \) to \( L^+ \) and \( \|u\| \|u^{-1}\| \leq C(\alpha) \).

According to Lemma C.3, \( u \) induces a \( C(\alpha) \)-bilipschitz and one-to-one correspondence from \( G(L_0^+, d) \) onto \( G(L^+, d) \). We observe finally that for all set \( W \subset L_0^+ \), we have \( L + u(W) = L + W \) because for \( x \in L_0^+, x - u(x) \in L \). We deduce (123) by the action of Lipschitz functions on Hausdorff measures. We now have

\[
\gamma_{n-d,n}(\{W|W \cap F \neq \emptyset\}) \geq C(\alpha)^{-1} \int_{G(L_0,\alpha)} \gamma_{m,L_0^+}(\{W|(L + W) \cap F \neq \emptyset\})\,dL
\]

and the right-hand side allows an application of Fubini,

\[
\gamma_{n-d,n}(\{W|W \cap F \neq \emptyset\}) \geq C(\alpha)^{-1} \int_{G(m,L_0^+)} \gamma_{1,n}(\{L \in B(L_0, \alpha)|(L + W) \cap F \neq \emptyset\})\,dW.
\]

It is convenient at this point to make the change of variable \( W = V^\perp \) (the orthogonal complement is taken in \( L_0^+ \)) where \( V \in G(d, L_0^+) \),

\[
\gamma_{n-d,n}(\{W|W \cap F \neq \emptyset\}) \geq C(\alpha)^{-1} \int_{G(d,L_0^+)} \gamma_{1,n}(\{L \in B(L_0, \alpha)|(L + V^\perp) \cap F \neq \emptyset\})\,dV.
\]
Notice that for $V \in G(d, L_0^⊥)$ and $L \in B(L_0, 1)$, we have $(L + V^⊥) \cap F \neq \emptyset$ if and only if $(x_L + V) \cap F \neq \emptyset$ where $x_L$ is the intersection of $L$ with $H$. We apply Lemma C.5 and obtain that for some $\alpha \in [0, 1]$ (depending on $n$) and for all $V \in G(d, L_0^⊥)$,

$$\mathcal{H}^{n-1}(\{x \in H \cap B(0, 2R) | (x + V) \cap F \neq \emptyset\}) \leq C R^{n-1} \gamma_{1,n}(\{L \in B(L_0, \alpha) | (L + V^⊥) \cap F \neq \emptyset\}).$$

(127)

In addition, we decompose the Lebesgue measure as a product to see that

$$\mathcal{H}^{n-1}(\{x \in H \cap B(0, 2R) | (x + V^⊥) \cap F \neq \emptyset\}) \geq C^{-1} \mathcal{H}^d(p_V(F)).$$

(128)

We have proved (120).

**Step 2.** We apply the Fubini theorem,

$$\int_Q \gamma_{n,n-d}(\{W | (x + W) \cap E \neq \emptyset\}) \, dx = \int_{G(n-d,n)} \mathcal{L}^n(\{x \in Q | (x + W) \cap E \neq \emptyset\}) \, dW$$

(129)

and we make the change of variable $W = V^⊥$ where $V \in G(d, n)$,

$$\int_Q \gamma_{n,n-d}(\{W | (x + W) \cap E \neq \emptyset\}) \, dx = \int_{G(d,n)} \mathcal{L}^n(\{x \in Q | (x + V^⊥) \cap E \neq \emptyset\}) \, dV.$$ 

(130)

Then we decompose the Lebesgue measure as a product to see that

$$\mathcal{L}^n(\{x \in Q | (x + V^⊥) \cap E \neq \emptyset\}) \leq C R^{n-d} \mathcal{H}^d(p_V(E)).$$

(131)

□

**Remark 2.2** We justify that there exists a constant $C \geq 1$ (depending on $n$) such that for all cell $A \subset \mathbb{R}^n$, for all Borel set $E \subset A$,

$$\zeta^d \mathcal{L} A(E) \leq C \zeta^d(E).$$

(132)

First of all, we assume that $A$ is $(n-1)$-dimensional. We can consider that $A$ is a face of some cube $Q$ and then by the previous lemma,

$$\text{diam}(Q)^{-n} \int_{\frac{1}{2}Q} \zeta^d \mathcal{L} A(\psi_x(E)) \, dx \leq C \zeta^d(E).$$

(133)

However, for all $x \in \frac{1}{2}Q$, we have $\psi_x = \text{id}$ on $A$ so (133) simplifies to (132). We deduce the general case by induction.
3 Properties of Quasiminimal Sets

3.1 Ahlfors-Regularity and Rectifiability

We recall we introduce a few notions. For $k \in \mathbb{N}$, we denote by $\mathcal{E}_n(k)$ the grid of dyadic cells of sidelength $2^{-k}$ in $\mathbb{R}^n$. This is the set of all faces of the form

$$p + 2^{-k} \prod_{i=1}^{n} [0, \alpha_i],$$

(134)

where $p \in 2^{-k} \mathbb{Z}^n$ and $\alpha \in \{0, 1\}^n$. The canonical $n$-complex of $\mathbb{R}^n$ is

$$E_n = \left\{ \prod_{i=1}^{n} [0, \alpha_i] \mid \alpha \in \{-1, 0, 1\}^n \right\}.$$  

(135)

For $k \in \mathbb{N}$ and $p \in 2^{-k} \mathbb{Z}^n$, the dyadic chart of center $p$ and sidelength $2^{-k}$ is

$$E_n(p, k) = p + 2^{-k} E_n.$$  

(136)

We fix a Whitney subset $\Gamma$ of $X$ and an admissible energy $\mathcal{I}$. We will only need a limited number of their properties in this subsection.

1. There exists a scale $t > 0$ and a constant $M \geq 1$ such that for all $x \in \Gamma$, for all $0 \leq r \leq r_1$, there exists an open set $O \subset \mathbb{R}^n$, a $M$-bilipschitz map $\varphi: B(x, r) \to O$, an integer $k \in \mathbb{N}$ and a subset $S \subset \mathcal{E}_n(k)$ such that $\varphi(\Gamma \cap B(x, r)) = O \cap |S|$ and

$$\varphi(B(x, M^{-1}r)) \subset B(0, 2^{-k-1}) \subset B(0, 2^{-k} \sqrt{n}) \subset O.$$  

(137)

2. There exists $\Lambda \geq 1$ such that

$$\Lambda^{-1} \mathcal{H}^d \leq \mathcal{I} \leq \Lambda \mathcal{H}^d.$$  

(138)

We will use the letters $t, M, \Lambda$ without reminders in the statements and the proofs of this section.

We recall that the core $E^*$ of a closet set $E \subset X$ is the support of $\mathcal{H}^d \setminus E$ in $X$. It can be characterized as

$$E^* = \{ x \in X \mid \forall r > 0, \mathcal{H}^d(E \cap B(x, r)) > 0 \}.$$  

(139)

The following proposition adapts [8, Proposition 4.74] to our definition of quasiminimal sets and boundaries.

**Proposition 3.1** (Ahlfors-regularity) Fix $\kappa \geq 1, h > 0$ and a scale $s \in ]0, \infty]$. Assume that $h$ is small enough (depending on $n, M, \Lambda$). Let $E$ be a $(\kappa, h, s)$-quasiminimal set
with respect to $\mathcal{I}$ in $X$. There exists $C > 1$ (depending on $n, \kappa, M, \Lambda$) and a scale $u > 0$ (depending on $n, s, t$) such that for all $x \in E^*$, for all $0 < r \leq r_n(x)$,

$$C^{-1}r^d \leq \mathcal{H}^d(E \cap B(x, r)) \leq Cr^d. \tag{140}$$

**Proof** The letter $C$ plays the role of a constant $\geq 1$ that depends on $n, \kappa, M, \Lambda$. Its value can increase from one line to another (but a finite number of times). We assume, without loss of generality, that $E = E^*$.

We are going to reduce the statement of the proposition to a simpler situation. These simplifications preserve the quasiminimal condition except for the parameters $\kappa, h$ which are worsened by a multiplicative factor $M^2\Lambda^2$.

We fix $x \in E$ and $0 < r \leq \min\{r_s(x), r_t(x)\}$. For all sliding deformation $f$ of $E$ in $B(x, r)$,

$$\mathcal{I}(E \cap W_f) \leq \kappa \mathcal{I}(f(E \cap W_f)) + h\mathcal{I}(E \cap B(x, hr)). \tag{141}$$

As $\Lambda^{-1}\mathcal{H}^d \leq \mathcal{I} \leq \Lambda\mathcal{H}^d$, this implies

$$\mathcal{H}^d(E \cap W_f) \leq \kappa\Lambda^2\mathcal{H}^d(f(E \cap W_f)) + h\Lambda^2\mathcal{H}^d(E \cap B(x, hr)). \tag{142}$$

There exists an open set $O \subset \mathbb{R}^d$, a $M$-bilipschitz map $\varphi: B(x, r) \to O$, an integer $k \in \mathbb{N}$ and a subset $S \in \mathcal{E}_n(k)$ such that $\varphi(\Gamma \cap B(x, r)) = O \cap |S|$ and

$$\varphi(B(x, M^{-1}r)) \subset B(0, 2^{-k-1}) \subset B(0, 2^{-k}\sqrt{n}) \subset O. \tag{143}$$

We are going to see that the image $E' = \varphi(E \cap B(x, r))$ satisfies a quasiminimality condition along $\Gamma' = \varphi(\Gamma \cap B(x, r))$ in $B = B(0, 2^{-k}\sqrt{n})$. Let $g$ be a sliding deformation of $E'$ along $\Gamma'$ in $B$. The function $f = T^{-1} \circ g \circ T$ is a sliding deformation of $E$ along $\Gamma$ in $B(x, r)$ so

$$\mathcal{H}^d(E \cap W_f) \leq \kappa\Lambda^2\mathcal{H}^d(f(E \cap W_f)) + h\Lambda^2\mathcal{H}^d(E \cap B(x, hr)). \tag{144}$$

We assume $h \leq M^{-1}$ so that $B(x, hr) \subset B(x, M^{-1}r)$. As $\varphi, \varphi^{-1}$ are $M$-Lipschitz and $\varphi(B(x, M^{-1}r)) \subset B(0, 2^{-k-1})$, it follows that

$$\mathcal{H}^d(E' \cap W_g) \leq \kappa M^2\Lambda^2\mathcal{H}^d(g(E' \cap W_g)) \tag{145}$$

$$+ hM^2\Lambda^2\mathcal{H}^d(E' \cap B(0, 2^{-k-1})).$$

We can also scale the set $E'$ so as to assume $k = 0$ (this does not alter $\kappa, h$).

We conclude that it suffices to solve the following problem. Let the ball $B(0, \sqrt{n})$ be denoted by $B$. We assume that $E$ is a $\mathcal{H}^d$ finite closed subset of $B$ and

1. $\mathcal{H}^d(E \cap B(0, \frac{1}{2})) > 0$;
2. there exists $S \subset \mathcal{E}_n(1)$ such that $\Gamma \cap B = |S| \cap B$;
3. for all sliding deformations $f$ of $E$ along $\Gamma$ in $B$,
\[ \mathcal{H}^d(E \cap W_f) \leq \kappa \mathcal{H}^d(f(E \cap W_f)) + h \mathcal{H}^d(E \cap B(0, \frac{1}{2})). \] (146)

Then we show that
\[ \mathcal{H}^d(E \cap \lceil -\frac{1}{2}, \frac{1}{2} \rceil^n) \leq C r^d \] (147)
\[ \mathcal{H}^d(E \cap \lceil -1, 1 \rceil^n) \geq C r^d. \] (148)

\textit{Step 1. We prove that}
\[ \mathcal{H}^d(E \cap \lceil -\frac{1}{2}, \frac{1}{2} \rceil^n) \leq C. \] (149)

The sliding deformations will be Federer–Fleming projections of $E$ in finite $n$-complexes $K \leq E_n$. The condition $K \leq E_n$ ensures that a Federer–Fleming projection of $U(K) \cap E$ in $K$ induces a global sliding deformation in $B = B(0, \sqrt{n})$. Let us justify this claim. Let $\phi$ be a Federer–Fleming projection of $U(K) \cap E$ in $K$ (as in Lemma D.2). We know that $\phi$ is locally Lipschitz in $|K|$ but since $K$ is finite, $\phi$ is in fact Lipschitz in $|K|$. We justify that $\phi$ can be extended as a Lipschitz function $\phi: \mathbb{R}^n \to \mathbb{R}^n$ by $\phi = \text{id}$ in $\mathbb{R}^n \setminus |K|$. By definition of $n$-complexes, $U(K)$ is an open set of $\mathbb{R}^n$ included in $|K|$ so $\partial|K| \subset |K| \setminus U(K)$. For $x \in \mathbb{R}^n \setminus |K|$ and $y \in |K|$, the segment $[x, y]$ meets $\partial|K|$ at a point $z$ and $\phi(z) = z$ because $z \in |K| \setminus U(K)$. As a consequence, we have
\[ |\phi(y) - \phi(x)| \leq |\phi(y) - \phi(z)| + |\phi(z) - \phi(x)| \] (150)
\[ \leq L |y - z| + |x - z| \] (151)
\[ \leq (L + 1) |x - y|, \] (152)
where $L$ is the Lipschitz constant of $\phi$ in $|K|$. Finally, we justify that the homotopy
\[ \phi_t = (1 - t)\text{id} + t\phi \] (153)
preserves $\Gamma$. As $\phi = \text{id}$ outside $]-1, 1[^n$ and there exists $S \subset E_n(1)$ such that $\Gamma \cap [-1, 1[^n = |S| \cap [-1, 1]^n$, it suffices to check that $\phi$ preserves the cells of $E_n$. This is where the condition $K \leq E_n$ comes into play. Let $A \in E_n$ and let $x \in A$. We are going to show that $\phi(x) \in A$. Either $x \notin U(K)$ and $\phi(x) = x$ or $x \in U(K)$ and there exists $B \in K$ such that $x \in \text{int}(B)$. In the last case, we have $B \subset A$ because $K \leq E_n$. Then by the properties of Federer–Fleming projections, $\phi(x) \in B \subset A$. Now, we proceed to the construction.

We fix a parameter $0 < \mu < 1$ which is close enough to $1$ (this will be precised later). We aim to apply the Federer–Fleming projection in a sequence of complexes $(K_k)_{k \in \mathbb{N}}$ whose supports are of the form
\[ |K_k| = (1 - \mu^k)[-1, 1]^n. \] (154)
We also want the complexes $K_k$ to be composed of dyadic cells so that $K_k \leq E_n$. The supports of $(K_k)_{k \in \mathbb{N}}$ will be in fact $(\frac{1}{2} + \sum_{i < k} 2^{-q(i)})[-1,1]^n$ where $(q(k))_{k \in \mathbb{N}}$ is a sequence of non-negative integers such that, in some sense,

\[
\frac{1}{2} - \sum_{i=0}^{k-1} 2^{-q(i)} \sim \mu^k.
\] (155)

We define $(q(k))_k$ by induction. Assuming that $q(0),\ldots, q(k-1)$ have been built and $\frac{1}{2} - \sum_{i < k} 2^{-q(i)} > 0$, we define $q(k)$ as the smallest non-negative integer such that

\[
\frac{1}{2} - \sum_{i \leq k} 2^{-q(i)} \geq \mu.
\] (156)

We present the main properties of this sequence, some of which will only be useful in step 2. It is straightforward that $q(k) \geq 2$ otherwise the numerator of (156) is non-positive. We rewrite (156) as $q(k)$ being the smallest non-negative integer such that

\[
\frac{2^{-q(k)}}{\frac{1}{2} - \sum_{i < k} 2^{-q(i)}} \leq 1 - \mu.
\] (157)

We can deduce that $(q(k))$ is strictly non-decreasing. Indeed, by definition of $q(k+1)$ we have,

\[
\frac{2^{-q(k+1)}}{\frac{1}{2} - \sum_{i < k} 2^{-q(i)}} < \frac{2^{-q(k+1)}}{\frac{1}{2} - \sum_{i < k+1} 2^{-q(i)}} \leq 1 - \mu.
\] (158)

so $q(k+1) < q(k)$. More generally, the minimality of $q(k)$ with respect to (157) is equivalent to

\[
\frac{1}{2} (1 - \mu) < \frac{2^{-q(k)}}{\frac{1}{2} - \sum_{i < k} 2^{-q(i)}} \leq (1 - \mu).
\] (159)

An induction on (156) shows that for all $k \geq 0$,

\[
\frac{1}{2} - \sum_{i < k} 2^{-q(i)} \geq \frac{1}{2} \mu^k.
\] (160)

We combine (159) and (160) to obtain

\[
2^{-q(k)} \geq \frac{1}{4} (1 - \mu) \mu^k.
\] (161)
Finally, we justify that $\sum_i 2^{-q(i)} = \frac{1}{2}$. It is clear that $\sum_i 2^{-q(i)} \leq \frac{1}{2}$ so $\lim_{i \to \infty} 2^{-q(i)} = 0$ and then (159) implies that $\frac{1}{2} - \sum_i 2^{-q(i)} = 0$.

Now, we are ready to build the complexes $(K_k)_k$. For $k \geq 0$, we define $S_k$ as the set of dyadic cells of sidelength $2^{-q(k)}$ subdividing the cube $(\frac{1}{2} + \sum_{i<k} 2^{-q(i)})[-1, 1]^n$ but which are not included in its boundary. Then we define $K_k$ as the collection of maximal cells of $\bigcup_{i=0}^k S_i$, as in Definition 2.6. We abuse a bit the definition because $S_i$ is not an $n$-chart (Fig. 8).

We need a small number of observations. The set $K_k$ is a finite $n$-complex subordinated to $E_n$ and

$$|K_k| = \left(\frac{1}{2} + \sum_{i<k} 2^{-q(i)}\right)[-1, 1]^n, \quad (162a)$$

$$U(K_k) = \left(\frac{1}{2} + \sum_{i<k} 2^{-q(i)}\right)[-1, 1]^n. \quad (162b)$$

We abbreviate $U(K_k)$ as $U_k$; in particular $U_0 = \left]-\frac{1}{2}, \frac{1}{2}\right]^n$. We also define

$$U_\infty = \bigcup_k U_k \ = \ ]-1, 1[^n. \quad (163)$$

The cells of $K_k$ have bounded overlap: each point of $|K_k|$ belongs to at most $3^n$ cells $A \in K_k$. We show that $K_k$ is a subcomplex of $K_{k+1}$. We check first that $K_k \subset K_{k+1}$. This means that if $A$ is a maximal cell of $\bigcup_{i=0}^k S_i$, then it is also a maximal cell of $\bigcup_{i=0}^{k+1} S_i$. Indeed, we have for $B \in S_{k+1}$,

$$\text{int}(A) \cap \text{int}(B) \neq \emptyset \implies \text{int}(B) \subset \text{int}(A) \quad (164)$$

because $A$ and $B$ are dyadic cells and the sidelength of $B$ is strictly less than the sidelength of $A$. Then, we check $K_k$ satisfies the definition of subcomplexes. This means that if $A \in K_k$ and $B$ is a maximal cell of $\bigcup_{i=0}^{k+1} S_i$ such that $A \subset B$, then $B$ is a maximal cell of $\bigcup_{i=0}^k S_i$. Indeed, $B$ cannot belong to $S_{k+1}$ because of the strictly decreasing sidelength. Finally, we show that
\[ |K_{k+1}| \setminus U_k = \bigcup \{ A \in K_{k+1} \setminus K_k \} \]  
\( = \bigcup \{ A \in K_{k+1} | A \cap U_k = \emptyset \}. \)  
\( (165) \)

The two right-hand sides are equivalent because according the properties of subcomplexes, we have \( A \cap U_k \neq \emptyset \) if and only if \( A \in K_k \). We justify that every \( x \in |K_{k+1}| \setminus U_k \) belongs to the right-hand side. We distinguish two cases. If \( x \notin |K_k| \), this is obvious.

If \( x \in |K_k| \), then \( x \in U_{k+1} \) so there exists \( A \in K_{k+1} \) such that \( x \in \text{int}(A) \) and since \( x \notin U_k \), we have \( A \in K_{k+1} \setminus K_k \).

Let \( \phi \) be a Federer–Fleming projection of \( E \cap U_{k+1} \) in \( K_{k+1} \). We apply the quasiminimality condition (146) with respect to the deformation \( \phi \) in \( B = B(0, \sqrt{n}) \),

\[ \mathcal{H}^d (E \cap W_{\phi}) \leq \kappa \mathcal{H}^d (f(E \cap W_{\phi})) + h \mathcal{H}^d (E \cap B(0, \frac{1}{2})) \]  
\( (167) \)

As \( W_{\phi} \subset U_{k+1} \), we can use the following form which is more convenient

\[ \mathcal{H}^d (E \cap U_{k+1}) \leq (1 + \kappa) \mathcal{H}^d (f(E \cap U_{k+1})) + h \mathcal{H}^d (E \cap B(0, \frac{1}{2})) \]  
\( (168) \)

We also assume \( h \leq \frac{1}{2} \) so this simplifies to

\[ \mathcal{H}^d (E \cap U_{k+1}) \leq C \mathcal{H}^d (\phi(E \cap U_{k+1})). \]  
\( (169) \)

We decompose \( E \cap U_{k+1} \) in two parts: \( E \cap U_k \) and \( E \cap U_{k+1} \setminus U_k \). First, we claim \( \mathcal{H}^d (\phi(E \cap U_k)) \leq \mathcal{H}^d (|*| K_{k+1}^d) \). Indeed, by the properties of the Federer–Fleming projections,

\[ \phi(E \cap U_k) \subset |K_{k+1}| \setminus \bigcup \{ \text{int}(A) | A \in K_{k+1}, \ \dim A > d \}. \]  
\( (170) \)

As \( K_k \subset K_{k+1} \), the function \( \phi \) preserves the cells of \( K_k \) and thus \( \phi(U_k) \subset |K_k| \). We deduce that

\[ \phi(E \cap U_k) \subset |K_{k+1}| \setminus \bigcup \{ \text{int}(A) | A \in K_{k+1}, \ \dim A > d \} \]  
\( (171) \)

\[ \subset U_{k+1} \setminus \bigcup \{ \text{int}(A) | A \in K_{k+1}, \ \dim A > d \} \]  
\( (172) \)

\[ \subset \bigcup \{ \text{int}(A) | A \in K_{k+1}, \ \dim A \leq d \}. \]  
\( (173) \)

Next, we claim that

\[ \mathcal{H}^d (\phi(E \cap U_{k+1} \setminus U_k)) \leq C \mathcal{H}^d (E \cap U_{k+1} \setminus U_k). \]  
\( (174) \)

This is deduced from the fact that

\[ U_{k+1} \setminus U_k = \bigcup \{ U_{k+1} \cap A | A \in K_{k+1}, \ A \cap U_k = \emptyset \}. \]  
\( (175) \)
that for all $A \in K_{k+1}$, \( \mathcal{H}^d(\phi(E \cap U_{k+1} \cap A)) \leq C \mathcal{H}^d(E \cap U_{k+1} \cap A) \) and that the cells of $K_{k+1}$ have bounded overlap. In conclusion,

\[
\mathcal{H}^d(E \cap U_{k+1}) \leq C \mathcal{H}^d(K_{k+1}^d) + C \mathcal{H}^d(E \cap U_{k+1} \setminus U_k). \tag{176}
\]

We rewrite this inequality as

\[
\mathcal{H}^d(E \cap U_k) - \lambda \mathcal{H}^d(E \cap U_{k+1}) \leq \mathcal{H}^d(| \ast |K_{k+1}^d), \tag{177}
\]

where $\lambda = C^{-1}(C - 1)$. We multiply both sides of the inequation by $\lambda^k$:

\[
\lambda^k \mathcal{H}^d(E \cap U_k) - \lambda^{k+1} \mathcal{H}^d(E \cap U_{k+1}) \leq \lambda^k \mathcal{H}^d(K_{k+1}^d). \tag{178}
\]

We sum this inequality over $k \geq 0$. Since $0 < \lambda < 1$ and $\mathcal{H}^d(E \cap U_{\infty}) < \infty$, we have $\lim_{k \to \infty} \lambda^k \mathcal{H}^d(E \cap U_k) = 0$ so

\[
\mathcal{H}^d(E \cap U_0) \leq \sum_k \lambda^k \mathcal{H}^d(| \ast |K_{k+1}^d). \tag{179}
\]

It is left to bound $\sum_k \lambda^k \mathcal{H}^d(| \ast |K_{k+1}^d) \leq C$. We choose $\mu$ so that $\mu^{n-d} = \lambda$. As the cells of $K_{k+1}$ have a sidelength $\sim \mu^k$, we will see that this choice implies

\[
\lambda^k \left( \mathcal{H}^d(| \ast |K_{k+1}^d) - \mathcal{H}^d(| \ast |K_{k}^d) \right) \leq C L^n(U_{k+1} \setminus U_k) \tag{180}
\]

Summing (180) over $k \geq 0$ will give then

\[
(1 - \lambda) \sum_k \lambda^k \mathcal{H}^d(| \ast |K_{k+1}^d) - \mathcal{H}^d(| \ast |K_{0}^d) \leq C \sum_k L^n(U_{k+1} \setminus U_k) \leq C. \tag{181}
\]

Now, we justify (180). It is straightforward that $| \ast |K_{k}^d \subset | \ast |K_{k+1}^d$ and that for $x \in | \ast |K_{k+1}^d \setminus | \ast |K_{k}^d$, there exists $A \in K_{k+1}^d \setminus K_k$ such that $x \in A$. We have thus

\[
\mathcal{H}^d(| \ast |K_{k+1}^d) - \mathcal{H}^d(| \ast |K_{k}^d) \leq C \sum_{A \in K_{k+1}^d \setminus K_k} \text{diam}(A)^d. \tag{183}
\]

By the choice $\mu^{n-d} = \lambda$, the fact that $\mu^k \leq C 2^{-q(k+1)}$ (see (161)) and the fact that the cells of $K_{k+1}$ have sidelength $2^{-q(k+1)}$, we have then

\[
\lambda^k \left( \mathcal{H}^d(| \ast |K_{k+1}^d) - \mathcal{H}^d(| \ast |K_{k}^d) \right) \leq C \sum_{A \in K_{k+1}^d \setminus K_k} \text{diam}(A)^n \tag{184}
\]
The cardinal of $K_{k+1}^{d} \setminus K_{k}$ is comparable to the cardinal of $K_{k+1}^{n} \setminus K_{k}$ (modulo a multiplicative constant that depends on $n$) so finally

$$\lambda^{k} \left( \mathcal{H}^{d}(| \cdot | K_{k+1}^{d}) - \mathcal{H}^{d}(| \cdot | K_{k}^{d}) \right) \leq C \mathcal{L}^{n}(U_{k+1} \setminus U_{k}). \quad (185)$$

**Step 2.** We prove that

$$\mathcal{H}^{d}(E \cap [-1, 1]^{n}) \geq C^{-1}. \quad (186)$$

We will proceed by contradiction. We fix $0 < \mu < 1$ close enough to 1 (this will be precised later). We aim to apply the Federer–Fleming projection in a sequence of complexes $(K_{k})_{k \in \mathbb{N}}$ whose supports is of the form

$$|K_{k}| = \left( \frac{1}{2} + \mu^{k} \right) [-1, 1]^{n}. \quad (187)$$

We also want the complexes $K_{k}$ to be composed of dyadic cells so that $K_{k} \preceq E_n$. The supports of $(K_{k})_{k \in \mathbb{N}}$ will be in fact $(1 - \sum_{i < k} 2^{-q(i)}) [-1, 1]^{n}$ where $(q(k))_{k \in \mathbb{N}}$ is as a sequence of non-negative integer such that, in some sense,

$$\frac{1}{2} - \sum_{i=0}^{k-1} 2^{-q(i)} \sim \mu^{k}. \quad (188)$$

We define $(q(k))_{k \in \mathbb{N}}$ as in step 1.

For each $k$, let $K_{k}$ be the set of dyadic cells of sidelength $2^{-q(k)}$ subdivising the cube $(1 - \sum_{i < k} 2^{-q(i)}) [-1, 1]^{n}$ but which are not included in its boundary. The set $K_{k}$ is a finite $n$-complex subordinated to $E_n$ and

$$|K_{k}| = \left( 1 - \sum_{i < k} 2^{-q(i)} \right) [-1, 1]^{n}. \quad (189a)$$

$$U(K_{k}) = \left( 1 - \sum_{i < k} 2^{-q(i)} \right) [-1, 1]^{n}. \quad (189b)$$

We abbreviate $U(K_{k})$ as $U_{k}$; in particular $U_{0} = [-1, 1]^{n}$. We also define

$$U_{\infty} = \bigcap_{k} U_{k} = [-\frac{1}{2}, \frac{1}{2}]^{n}. \quad (190)$$

The cells of $K_{k}$ have bounded overlap: each point of $|K_{k}|$ belongs to at most $3^{n}$ cells $A \in K_{k}$. We observe that $K_{k+1}$ is subordinate to $K_{k}$. Indeed, $K_{k}$ and $K_{k+1}$ are composed of dyadic cells, $U_{k+1} \subset U_{k}$ and the cells of $K_{k+1}$ have a sidelength which is strictly less than those of $K_k$. We also observe that there exists a subcomplex $L$ of $K_{k}$ such that $|L| = |K_{k+1}|$ and $U(L) = U_{k+1}$. We deduce as in step 1 that

$$|K_{k}| \setminus U_{k+1} = \bigcup \{ A \in K_{k} | A \cap U_{k+1} = \emptyset \}. \quad (191)$$
Let \( \phi \) be a Federer–Fleming projection of \( E \cap U_k \) in \( K_k \). By the properties of the Federer–Fleming projection, there exists \( C_0 \geq 1 \) (depending on \( n \)) such that

\[
\mathcal{H}^d(\phi(E \cap U_k)) \leq C_0 \mathcal{H}^d(E \cap U_k). \tag{192}
\]

As a cell \( A \in K_k \) has sidelength \( 2^{-q(k)} \), its area \( \mathcal{H}^d(\frac{1}{2}A) \) is of the form \( C2^{-dq(k)} \). We deduce that there exists \( C_1 > 0 \) (depending only on \( n \)) such that

\[
\mathcal{H}^d(E \cap U_k) \leq C_1^{-1}2^{-d q(k)} \implies \mathcal{H}^d(\phi(E \cap U_k)) < \mathcal{H}^d(\frac{1}{2}A). \tag{193}
\]

In this case, the set \( \phi(E \cap U_k) \) does not include \( \frac{1}{2}A \). It can be postcomposed with a radial projection centered in \( \frac{1}{2}A \) and sent to \( \partial A \). If \( \mathcal{H}^d(E \cap U_k) \leq C_1^{-1}2^{-d q(k)} \), we can thus assume that for all \( A \in K_k \), \( \mathcal{H}^d(\phi(E \cap U_k) \cap A) = 0 \). That being done, we apply the quasiminimality condition (146) with respect to \( \phi \) in \( B = B(0, \sqrt{n}) \). We also assume \( h \leq \frac{1}{2} \) so that

\[
\mathcal{H}^d(E \cap U_k) \leq C \mathcal{H}^d(\phi(E \cap U_k)). \tag{194}
\]

We decompose \( E \cap U_k \) in two parts. The points of \( E \cap U_{k+1} \) are sent in the \( d \)-dimensional skeleton of \( K_k \) (as in step 1) and then radially projected in the \((d-1)\)-skeleton so their image is \( \mathcal{H}^d \)-negligible. On the other hand, we have

\[
\mathcal{H}^d(\phi(E \cap U_k \setminus U_{k+1})) \leq C \mathcal{H}^d(E \cap U_k \setminus U_{k+1}). \tag{195}
\]

This is deduced for the fact that

\[
U_k \setminus U_{k+1} = \bigcup \{U_k \cap A \mid A \in K_k, A \cap U_{k+1} = \emptyset\}, \tag{196}
\]

that for all \( A \in K_k \), \( \mathcal{H}^d(\phi(E \cap U_k \cap A)) \leq C \mathcal{H}^d(E \cap U_k \cap A) \) and that the cells of \( K_k \) have bounded overlap. In conclusion,

\[
\mathcal{H}^d(E \cap U_k) \leq C \mathcal{H}^d(E \cap U_k \setminus U_{k+1}). \tag{197}
\]

We rewrite this inequality as

\[
\mathcal{H}^d(E \cap U_{k+1}) - \lambda \mathcal{H}^d(E \cap U_k) \leq 0. \tag{198}
\]

where \( \lambda = C^{-1}(C - 1) \). Multiplying this inequality by \( \lambda^{-k} \), we obtain a telescopic term:

\[
\lambda^{-(k+1)}\mathcal{H}^d(E \cap U_{k+1}) - \lambda^{-k} \mathcal{H}^d(E \cap U_k) \leq 0. \tag{199}
\]

We choose \( \mu \) such that \( \mu^d = \lambda \). Next, we show that there exists a constant \( C_3 \geq 1 \) (depending on \( n, \kappa \)) such that if \( \mathcal{H}^d(E \cap U_0) \leq C_3^{-1} \), then (199) holds for all \( k \in \mathbb{N} \).
The idea is to observe that if (199) holds for $i = 0, \ldots, k - 1$, we can sum this telescopic inequality and obtain
\begin{align*}
\lambda^{-k} \mathcal{H}^d (E \cap U_k) - \mathcal{H}^d (E \cap U_0) & \leq 0. 
\end{align*}
(200)
so
\begin{align*}
\mathcal{H}^d (E \cap U_k) & \leq \lambda^k \mathcal{H}^d (E \cap U_0). 
\end{align*}
(201)
According to the choice $\mu^d = \lambda$ and (159), there exists $C_2 \geq 1$ (depending on $n, \kappa$) such that for all $k \in \mathbb{N}$, $2^{-dq(k)} \geq C_2^{-1} \lambda^k$. We conclude that if $\mathcal{H}^d (E \cap U_0) \leq (C_1 C_2)^{-1}$, then
\begin{align*}
\mathcal{H}^d (E \cap U_k) & \leq C_1^{-1} 2^{-dq(k)} 
\end{align*}
(202)
and the process can be iterated. However, taking the limit $k \to \infty$ in (200) yields a contradiction because $0 < \lambda < 1$ and $0 \leq \mathcal{H}^d (E \cap U_0) \leq \mathcal{H}^d (E \cap U_\infty) < \infty$. \hfill \Box

We are going to use our new estimate for the Federer–Fleming projection (103) to prove the rectifiability of quasiminimal sets.

**Proposition 3.2** Fix $\kappa \geq 1$, $h > 0$, and a scale $s \in ]0, \infty]$. Assume that $h$ is small enough (depending on $n, M, \Lambda$). Let $E$ be a $(\kappa, h, s)$-quasiminimal set with respect to $\mathcal{I}$ in $X$. Then $E$ is $\mathcal{H}^d$ rectifiable.

**Proof** The letter $C$ plays the role of a constant $\geq 1$ that depends on $n, \kappa, M, \Lambda$. Its value can increase from one line to another (but a finite number of times). We assume, without loss of generality, that $E = E^*$. We decompose $E$ in two disjoint $\mathcal{H}^d$ measurable parts: a $d$-rectifiable part $E_r$ and a purely $d$-unrectifiable part $E_u$. We are going to prove that there exists $\lambda \geq 1$ such that for all $x \in E$, for all small $r > 0$,
\begin{align*}
\mathcal{H}^d (E \cap B(x, r)) & \leq C \mathcal{H}^d (E_r \cap B(x, \lambda r)). 
\end{align*}
(203)
Let us explain why this this fulfills the lemma. The set $E_r$ is $\mathcal{H}^d$ measurable and $\mathcal{H}^d$-locally finite so for $\mathcal{H}^d$-a.e. $x \in \mathbb{R}^n \setminus E_r$,
\begin{align*}
\lim r^{-d} \mathcal{H}^d (B(x, r) \cap E_r) & = 0. 
\end{align*}
(204)
See for example [24, Theorem 6.2(2)]. We combine this property with (203) to deduce that for $\mathcal{H}^d$-a.e. $x \in E_u$,
\begin{align*}
\lim r^{-d} \mathcal{H}^d (B(x, r) \cap E) & = 0. 
\end{align*}
(205)
This contradicts the Ahlfors-regularity of $E$ so $E_u = \emptyset$. \hfill \Box
We fix $x \in E$ and $0 < r \leq \min\{r_s(x), r_t(x), r_u\}$ where $u$ is the scale given by Proposition 3.1. By quasiminimality, we know that for all sliding deformations $f$ of $E$ in $B(x, r)$,

$$\mathcal{I}(E \cap W_f) \leq \kappa \mathcal{I}(f(E \cap W_f)) + h \mathcal{I}(E \cap B(x, hr)), \quad (206)$$

By Ahlfors-regularity, we also know that for all $0 < \lambda \leq 1$,

$$\mathcal{H}^d(E \cap B(x, r)) \leq C \lambda^{-d} \mathcal{H}^d(E \cap B(x, \lambda r)). \quad (207)$$

We can simplify the setting as we did in Proposition 3.1. It suffices to solve the following problem. Let the ball $B(0, \sqrt{n})$ be denoted by $B$. We assume that $E$ is a $\mathcal{H}^d$ finite closed subset of $B$ and

1. $\mathcal{H}^d(E \cap B) \leq C \mathcal{H}^d(E \cap B(0, \frac{1}{2}))$;
2. there exists $S \subset \mathcal{E}_n(1)$ such that $\Gamma \cap B = |S| \cap B$;
3. for all sliding deformations $f$ of $E$ along $\Gamma$ in $B$,

$$\mathcal{H}^d(E \cap W_f) \leq \kappa \mathcal{H}^d(f(E \cap W_f)) + h \mathcal{H}^d(E \cap B(0, \frac{1}{2})); \quad (208)$$

Then we show that

$$\mathcal{H}^d(E \cap \lceil -\frac{1}{2}, \frac{1}{2}[1^n]) \leq C \int_{G(d,n)} \mathcal{H}^d(p_V(E \cap \lceil -1, 1[1^n])) dV. \quad (209)$$

Thanks to the Besicovitch–Federer projection theorem [24, Theorem 18.1], the right-hand sides cancel the purely $d$-unrectifiable part of $E$.

We fix $q \in \mathbb{N}^*$. For $0 \leq k < 2^q$, let $K_k$ be the set of dyadic cells of sidelength $2^{-q}$ subdivising the cube $(1 - k2^{-q})(-1, 1]^n$ but which are not lying in its boundary. The set $K_k$ is a finite $n$-complex subordinated to $E_n$ and

$$|K_k| = (1 - k2^{-q})[-1, 1]^n, \quad (210a)$$

$$U(K_k) = (1 - k2^{-q})[-1, 1]^n. \quad (210b)$$

We abbreviate $U(K_k)$ as $U_k$; in particular $U_0 = [-1, 1]^n$. The cells of $K_k$ have bounded overlap: each point of $|K_k|$ belongs to at most $3^n$ cells $A \in K_k$. It is clear that $K_{k+1}$ is a subcomplex of $K_k$ (the sidelength $2^{-q}$ does not depends on $k$). We deduce that

$$|K_k| \setminus U_{k+1} = \bigcup\{A \in K_k | A \in K_k \setminus K_{k+1}\} \quad (211)$$

$$= \bigcup\{A \in K_k | A \cap U_k \neq \emptyset\}. \quad (212)$$

Let $\phi$ be a Federer–Fleming projection of $E \cap U_k$ in $K_k$. We apply the quasiminimality of $E$ with respect to $\phi$ in $B = B(0, \sqrt{n})$. We also assume $h \leq \frac{1}{2}$ so that

$$\mathcal{H}^d(E \cap \lceil -\frac{1}{2}, \frac{1}{2}[1^n)) \leq C \mathcal{H}^d(\phi(E \cap U_k)). \quad (213)$$
We decompose $E \cap U_k$ in two parts: $E \cap U_{k+1}$ and $E \cap U_k \setminus U_{k+1}$. First, we have (as in step 1 of Proposition 3.1),

$$\phi(E \cap U_{k+1}) \subset \bigcup \{A \in K_k | \dim A \leq d\}. \quad (214)$$

By the properties of Federer–Fleming projections, we have for $A \in K^d_k$,

$$\mathcal{H}^d(\phi(E) \cap A) \leq C \int_{G(d,n)} \mathcal{H}^d(p_V(E \cap U_0)) \, dV \quad (215)$$

and since $K^d_k$ contains at most $C2^q$ cells,

$$\mathcal{H}^d(\phi(E \cap U_{k+1})) \leq C2^q \int_{G(d,n)} \mathcal{H}^d(p_V(E \cap U_0)) \, dV. \quad (216)$$

Next, we claim that

$$\mathcal{H}^d(\phi(E \cap U_k \setminus U_{k+1})) \leq C\mathcal{H}^d(E \cap U_{k+1} \setminus U_k). \quad (217)$$

This is deduced from the fact that

$$U_k \setminus U_{k+1} = \bigcup \{U_k \cap A | A \in K_k, \ A \cap U_{k+1} = \emptyset\}, \quad (218)$$

that for all $A \in K_k$, $\mathcal{H}^d(\phi(E \cap U_k \cap A)) \leq C\mathcal{H}^d(E \cap U_k \cap A)$ and that the cells of $K_k$ have bounded overlap. In sum

$$\mathcal{H}^d(E \cap \left]-\frac{1}{2}, \frac{1}{2}\right[^n) \leq C2^q \int_{G(d,n)} \mathcal{H}^d(p_V(E \cap U_0)) \, dV + C\mathcal{H}^d(E \cap U_k \setminus U_{k+1}). \quad (219)$$

We are going to use a Chebyshev argument to find an index $0 \leq k < 2^q$ (depending on $n, \kappa$) such that $\frac{1}{2}]1, 1[^n \subset U_k$, and

$$\mathcal{H}^d(E \cap U_k \setminus U_{k+1}) \leq \frac{1}{2}C^{-1}\mathcal{H}^d(E \cap \left]-\frac{1}{2}, \frac{1}{2}\right[^n). \quad (220)$$

The sets $E \cap U_k \setminus U_{k+1}$ are disjoint so

$$\sum_{k} \mathcal{H}^d(E \cap U_k \setminus U_{k+1}) \leq \mathcal{H}^d(E \cap U_0). \quad (221)$$

As $U_k = (1 - k2^{-q})]1, 1[^n$, there exist at least $2^{q-1}$ index $0 \leq k < 2^q$ such that $\left]-\frac{1}{2}, \frac{1}{2}\right[^n \subset U_k$ so there exists an index $k$ such that $\left]-\frac{1}{2}, \frac{1}{2}\right[^n \subset U_k$ and

$$2^{q-1}\mathcal{H}^d(E \cap U_k \setminus U_{k+1}) \leq \mathcal{H}^d(E \cap U_0). \quad (222)$$
As $\mathcal{H}^d (E \cap B) \leq C \mathcal{H}^d (E \cap B(0, \frac{1}{2}))$, we then have
\begin{equation}
\mathcal{H}^d (E \cap U_k \setminus U_{k+1}) \leq C 2^{-q} \mathcal{H}^d (E \cap [-\frac{1}{2}, \frac{1}{2}[]^n),
\end{equation}
so we can choose $q$ big enough (depending on $n, \kappa$) such that
\begin{equation}
\mathcal{H}^d (E \cap U_k \setminus U_{k+1}) \leq \frac{1}{2} C^{-1} \mathcal{H}^d (E \cap [-\frac{1}{2}, \frac{1}{2}[]^n).
\end{equation}
Now, (219) implies
\begin{equation}
\mathcal{H}^d (E \cap [-\frac{1}{2}, \frac{1}{2}[]^n) \leq C \int_{G_{d,n}} \mathcal{H}^d (pV (E \cap U_0)) \, dV.
\end{equation}
The constant $2^q$ has been absorbed in $C$ because $q$ depends now on $n, \kappa$.

### 3.2 Weak Limits of Quasiminimizing Sequences

We prove that a weak limit of a quasiminimizing sequence is a quasiminimal set. Our working space is an open set $X$ of $\mathbb{R}^n$.

**Theorem 3.3** (Limiting Theorem) Fix a Whitney subset $\Gamma$ of $X$. Fix an admissible energy $\mathcal{I}$ which is induced by a continuous integrand. Fix $\kappa \geq 1, h > 0$, and a scale $s \in ]0, \infty[$. Assume that $h$ is small enough (depending on $n, \Gamma, \mathcal{I}$). Let $(E_i)$ be a sequence of closed, $\mathcal{H}^d$ locally finite subsets of $X$ satisfying the following conditions:

(i) the sequence of Radon measures $(\mathcal{I} \llcorner E_i)$ has a weak limit $\mu$ in $X$;
(ii) for all open balls $B$ of scale $\leq s$ in $X$, there exists a sequence $(\varepsilon_i) \to 0$ such that for all global sliding deformations $f$ in $B$,
\begin{equation}
\mathcal{I}(E_i \cap W_f) \leq \kappa \mathcal{I}(f (E_i \cap W_f)) + h \mathcal{I}(E_i \cap hB) + \varepsilon_i
\end{equation}
Then we have
\begin{equation}
\mathcal{I} \llcorner E \leq \mu \leq \kappa_0 \mathcal{I} \llcorner E,
\end{equation}
where $E = \text{spt}(\mu)$ and $\kappa_0 = \kappa + h$. The set $E$ is $(\kappa, \kappa_0 h, s)$-quasiminimal with respect to $\mathcal{I}$ in $X$ and in particular, $\mathcal{H}^d$ rectifiable.

**Remark 3.1** Let us assume that $(E_i)$ satisfies an additional condition:

(iii) there exists $\kappa_1 \geq 1$ such that for open balls $B$ of scale $\leq s$ in $X$, there exists a sequence $(\varepsilon_i) \to 0$ such that for all global sliding deformations $f$ in $B$,
\begin{equation}
\mathcal{I}(E_i \cap B) \leq \kappa_1 \mathcal{I}(f (E_i \cap B)) + \varepsilon_i.
\end{equation}
Then the theorem holds true even if $I$ is not explicitly induced by a continuous integrand (as in Definition 1.9). More precisely, we have

$$I \chi E \leq \mu \leq \kappa_1 I \chi E,$$

where $E = \text{spt}(\mu)$. The set $E$ is $(\kappa, \kappa_1 h, s)$-quasiminimal with respect to $I$ in $X$ and in particular, $\mathcal{H}^d$ rectifiable. This will be justified during step 4 of the proof.

Theorem 3.3 is proved by constructing relevant sliding deformations. We distinguish three intermediate results:

1. **The limit measure $\mu$ is $d$-dimensional Ahlfors-regular and rectifiable.** We adapt the techniques of Propositions 3.1 and 3.2. It seems that an error term of the form $h \text{diam}(B)^d + \varepsilon_i$ would pose a problem to the lower Ahlfors-regularity. However, an error term $h \text{diam}(B)^d$ (without $\varepsilon_i$) should be fine. In this case the sets $E_i$ are quasiminimals for a slight variation of our definition [8, Definition 2.3]. As a consequence, they are Ahlfors-regular [8, Proposition 4.74] and then $h \mathcal{H}^d(E_i \cap \bar{h}B)$, where $h = \tilde{h}^d + 1$. The choice of error term is not so significant in the rest of the proof.

2. **For all sliding deformation $f$ of $E$ in small balls $B$, we have**

$$\mu(W_f) \leq \kappa I(f(W_f)) + h \mu(hB).$$

This part follows from a technical lemma which is inspired by the techniques of David in [8]. The lemma was not conceptualized in [8] and allows significant simplifications. We use this quasiminimality condition to deduce that $\mu \leq (\kappa + h)I \chi E$.

3. **We have $\mu \geq I \chi E$.** We make use of an argument introduced by Fang in [18]. It bypasses the concentration Lemma of Dal Maso, Morel, and Solimini [17] when the limit is already known to be rectifiable.

### 3.2.1 Technical Lemma

Our ambient space is an open set $X$ of $\mathbb{R}^n$. We work with an admissible energy $I$ in $X$ (Definition 1.9). Given a map $f$, the symbol $\|f\|_L$ denotes the Lipschitz constant of $f$ (possibly $\infty$). The assumptions on the boundary are detailed in Definitions 1.6 and 1.7.

**Lemma 3.4** Fix $\Gamma$ a Lipschitz neighborhood retract in $X$ which is locally diffeomorphic to a cone. Let $f$ be a global sliding deformation in an open set $U \subset X$. Let $W \subset U$ be an open set and let $E \subset W$ be a $\mathcal{H}^d$ measurable, $\mathcal{H}^d$ finite and $\mathcal{H}^d$ rectifiable set. For all $\varepsilon > 0$, there exists a global sliding deformation $g$ in $U$ and an open set $V \subset W$ such that $g - f$ has a compact support included in $W$, $|g - f| \leq \varepsilon$, $\|g\|_L \leq C\|f\|_L$ (where $C \geq 1$ depends on $n$, $\Gamma$) and

$$\mathcal{H}^d(E \setminus V) \leq \varepsilon$$

$$I(g(V)) \leq I(f(E)) + \varepsilon.$$
Even with $\Gamma = \emptyset$, the lemma is not trivial. Roughly speaking, $g$ smashes an almost neighborhood $V$ of $E$ onto an approximation of $f(E)$. One can think of $g$ as a composition $p \circ f$ where $p$ is Lipschitz retraction onto $f(E)$. In practice, such a retraction may not exist. We find disjoint balls $(B_i)_i$ such that $\mathcal{H}^d(f(E) \setminus \bigcup_i B_i) \leq \varepsilon$ and such that in each ball $B_i$, $f(E)$ is well approximated by a plane $V_i$. Then we define $p$ in each ball $B_i$ to be the orthogonal projection onto $V_i$ and finally $g = p \circ f$ and $V = f^{-1}(\bigcup B_i)$. The lemma requires further work because this construction does not suffice to control $\mathcal{H}^d(E \setminus V)$.

**Proof** The letter $C$ plays the role of a constant $\geq 1$ that depends on $n$, $\Gamma$ and $\mathcal{I}$. Its value can increase from one line to another (but a finite number of times.) For $x \in \mathbb{R}^n$, for $V$ a plane passing through $x$ and for $0 < \varepsilon \leq 1$, we introduce the open cone

$$C(x, V, \varepsilon) = \{z \in \mathbb{R}^n | d(z, V) < \varepsilon |z - x|\}. \quad (232)$$

We take the convention that the $\mathcal{H}^d$ measure of a $d$-dimensional disk of radius $r \geq 0$ equals $(2r)^d$.

Let us get rid of the case $\|f\|_L = 0$, that is, $f$ constant. In this case, we take $g = f$ and it is left to define $V$. If $E \neq \emptyset$, then $f(W) = f(E)$ so we can take $V = W$. If $E = \emptyset$, we take $V = \emptyset$. From now on, we assume $\|f\|_L > 0$. It is more pleasant to work with maps defined over $\mathbb{R}^n$ so as not to worry about the domains of definition when composing functions. We apply McShane’s extension Lemma (Lemma A.2) to extend $f$ as a Lipschitz map $\mathbb{R}^n \to \mathbb{R}^n$. Its new Lipschitz constant has been multiplied by $C$ at most so it can be denoted by $\|f\|_L$ without altering the lemma. We also observe that it suffices to prove the lemma whenever $W \subset U$. Indeed, in the general case, there exists an open set $W' \subset W$ such that $\mathcal{H}^d(E \setminus W') \leq \varepsilon$ and it suffices to apply the lemma to $E' = E \cap W'$. Thus, we assume $E \subset W \subset U$. This property will only be used at the end of the proof.

Next, we justify that the measures

$$\mu: A \to \mathcal{H}^d(E \cap f^{-1}(A)) \quad (233)$$

and

$$\lambda: A \to \mathcal{H}^d(f(E) \cap A) \quad (234)$$

are Radon measures in $\mathbb{R}^n$. We recall that a finite Borel regular measure in $\mathbb{R}^n$ is a Radon measure [24, Corollary 1.11]. The measure is finite because $\mathcal{H}^d(f(E)) \leq \|f\|_L \mathcal{H}^d(E) < \infty$. It is also Borel regular because $f(E)$ is $\mathcal{H}^d$ measurable. This proves that $\lambda$ is a Radon measure. It is clear that $\mu$ is a finite measure. We work a bit more to prove that $\mu$ is Borel regular. We have to show that for all $A \subset \mathbb{R}^n$, there exists a Borel set $C$ containing $A$ such that $\mu(A) = \mu(C)$, that is, $\mathcal{H}^d(E \cap f^{-1}(A)) = \mathcal{H}^d(E \cap f^{-1}(C))$. Let $O$ be an open set of $\mathbb{R}^n$ containing $f^{-1}(A)$. Then the set

$$B = \{y \in \mathbb{R}^n | f^{-1}(y) \subset O\} \quad (235)$$

$$= \mathbb{R}^n \setminus f(\mathbb{R}^n \setminus O) \quad (236)$$
is a Borel set (because $\mathbb{R}^n \setminus O$ is $\sigma$-compact), it contains $A$ and

$$\mathcal{H}^d(E \cap f^{-1}(B)) \leq \mathcal{H}^d(E \cap O).$$

(237)

By regularity of the Radon measure $\mathcal{H}^d \upharpoonright E$, there exists a sequence of open sets $(O_k)$ containing $f^{-1}(A)$ such that

$$\lim_k \mathcal{H}^d(E \cap O_k) = \mathcal{H}^d(E \cap f^{-1}(A)).$$

(238)

To each set $O_k$, we associate a Borel set $B_k$ containing $A$ and such that

$$\mathcal{H}^d(E \cap f^{-1}(B_k)) \leq \mathcal{H}^d(E \cap O_k).$$

Then $C = \bigcap_k B_k$ is the solution.

We are going to differentiate $\mu$ with respect to $\lambda$. For $t > 0$, we introduce $Y_t$: the set of points $y \in \mathbb{R}^n$ such that

$$\liminf_{r \to 0} \frac{\mathcal{H}^d(E \cap f^{-1}(B(y, r)))}{\mathcal{H}^d(f(E) \cap B(y, r))} \leq t.$$  

(239)

The set $Y_t$ is $\mathcal{H}^d$ measurable (see [24, Remark 2.10]). According to the differentiation Lemma [24, Lemma 2.13], we have for all $A \subset Y_t$,

$$\mathcal{H}^d(E \cap f^{-1}(A)) \leq t \mathcal{H}^d(f(E) \cap A).$$

(240)

and for all $A \subset \mathbb{R}^n \setminus Y_t$,

$$\mathcal{H}^d(E \cap f^{-1}(A)) \geq t \mathcal{H}^d(f(E) \cap A).$$

(241)

We define $E_1 = E \cap f^{-1}(Y_t)$ and $E_2 = E \setminus f^{-1}(Y_t)$. Then for all $A \subset \mathbb{R}^n$,

$$\mathcal{H}^d(E_1 \cap f^{-1}(A)) \leq t \mathcal{H}^d(f(E) \cap A)$$

(242)

and

$$\mathcal{H}^d(f(E_2)) \leq t^{-1} \mathcal{H}^d(E).$$

(243)

Now, we fix a constant $\epsilon_0 > 0$. We will deal independently with $E_1$ and $E_2$ in step 1 and step 2, respectively. The constant $t$ is fixed in step 1, whereas it is chosen in step 2.

Step 0. We build two open sets $W_1, W_2 \subset W$ such that $W_1 \cap W_2 = \emptyset$ and

$$\mathcal{H}^d(E_i \setminus W_i) \leq \epsilon_0.$$

(244)

According to the approximation theorem [24, Theorem 1.10], there exist two compact sets $K_1, K_2 \subset W$ and two open sets $O_1, O_2 \subset W$ such that $K_i \subset E_i \subset O_i$ and

$$\mathcal{H}^d(L E_i \setminus K_i) \leq \epsilon_0.$$

(245)
Since $K_1$ and $K_2$ are disjoint compact sets and $K_i \subset O_i$, there exists two open sets $W_1$, $W_2$ such that $K_i \subset W_i \subset O_i$ and $\overline{W_1} \cap \overline{W_2} = \emptyset$. As $E_i \subset O_i$, we deduce

$$\mathcal{H}^d(E_i \setminus W_i) \leq \mathcal{H}^d(E \cap O_i \setminus K_i) \leq \varepsilon_0. \quad (246)$$

**Step 1.** Whichever is $t$, we build a Lipschitz map $g_1 : \mathbb{R}^n \to \mathbb{R}^n$ such $g_1(\Gamma) \subset \Gamma$, $g_1 - f$ has a compact support included in $W_1$, $|g_1 - f| \leq \varepsilon_0$, $\|g_1\|_L \leq C\|f\|_L$ and such that there is an open set $V_1 \subset W_1$ satisfying

$$\mathcal{H}^d(E_1 \setminus V_1) \leq \varepsilon_0, \quad (247a)$$

$$I(g_1(V_1)) \leq I(f(E)) + \varepsilon_0. \quad (247b)$$

Our constructions will rely on intermediate variables $0 < \delta, \varepsilon \leq 1$. These variables will be as small as we want but the choice of $\varepsilon$ will be subordinated to the choice of $\delta$.

We start by introducing a Lipschitz retraction onto the boundary. The set $\Gamma$ is a Lipschitz neighborhood retract so there exists an open set $O \Gamma \subset X$ containing $\Gamma$ and a $C$-Lipschitz map $p : O\Gamma \to \Gamma$ such that $p = \text{id}$ on $\Gamma$. For $\delta > 0$, we define

$$\Gamma(\delta) = \{x \in X | d(x, \Gamma) < \delta\}. \quad (248)$$

As $H^d \downarrow f(E)$ is a finite measure, there exists $\delta > 0$ such that

$$H^d(f(E) \cap \Gamma(2\delta) \setminus \Gamma) \leq t^{-1}\varepsilon_0. \quad (249)$$

We restrict $O\Gamma$ so that $O\Gamma \subset \Gamma(\delta)$ and $|p - \text{id}| \leq \delta$ on $O\Gamma$. Note that $O\Gamma$ does not depend on the intermediate variable $\varepsilon$. We extend $p$ in $X \setminus \Gamma(\delta)$ by $p = \text{id}$. Let us check the Lipschitz constant of this extension. For $x \in O\Gamma$ and $y \in X \setminus \Gamma(\delta)$, we have $|x - y| \geq \delta$ so

$$|p(x) - p(y)| \leq |p(x) - y| \quad (250)$$

$$\leq |p(x) - x| + |x - y| \quad (251)$$

$$\leq \delta + |x - y| \quad (252)$$

$$\leq 2|x - y|. \quad (253)$$

Thus, $p$ is still $C$-Lipschitz. Now, we use McShane’s extension Lemma (Lemma A.2) to extend $p$ as a $C$-Lipschitz map $p : \mathbb{R}^n \to \mathbb{R}^n$ such that $|p - \text{id}| \leq \delta$.

Next, we recall some classical properties of rectifiable sets (see [9, Theorem 4.8]). The set $f(E)$ is $\mathcal{H}^d$ measurable, $\mathcal{H}^d$ finite and $\mathcal{H}^d$ rectifiable so for $\mathcal{H}^d$-ae. $x \in f(E)$, there exists a unique $d$-plane $V_x$ passing through $x$ such that

$$(2r)^{-d}\lambda_{x,r} \to \mathcal{H}^d \downarrow V_x, \quad (254)$$

where $\lambda = \mathcal{H}^d \downarrow f(E)$, $\lambda_{x,r} : A \mapsto \lambda(x + r(A - x))$ and the arrow $\to$ denotes the weak convergence of Radon measures as $r \to 0$. In this case, we say that $V_x$ is an
approximate tangent plane of \( f(E) \) at \( x \). Fix a point \( x \) satisfying (254). Then, for all \( 0 < \varepsilon \leq 1 \),

\[
\lim_{r \to 0} r^{-d} \mathcal{H}^d(f(E) \cap B(x, r) \setminus C(x, V_x, \varepsilon)) = 0
\]  

(255)

and for \( 0 < a < 1 \),

\[
\limsup_{r \to 0} r^{-d} \mathcal{H}^d(f(E) \cap B(x, r) \setminus aB(x, r)) \leq C(1 - a).
\]  

(256)

Moreover, the definition of admissible energies (Definition 1.9) implies that for \( \mathcal{H}^d \)-ae. \( x \in f(E) \),

\[
\lim_{r \to 0} \frac{\mathcal{I}(f(E) \cap B(x, r))}{\mathcal{I}(V_x \cap B(x, r))} = 1.
\]  

(257)

We need additional properties for the points \( x \in f(E) \cap \Gamma \). They will help us to preserve the boundary. For \( \mathcal{H}^d \)-ae. \( x \in f(E) \cap \Gamma \),

\[
\lim_{r \to 0} r^{-d} \mathcal{H}^d(f(E) \cap B(x, r) \setminus \Gamma) = 0.
\]  

(258)

This can be justified by applying [24, Theorem 6.2(2)] to the set \( f(E) \setminus \Gamma \). Let us fix a point \( x \in f(E) \cap \Gamma \) which satisfies (254) and (258). We show that \( V = V_x \) is tangent to \( \Gamma \). More precisely, for all \( 0 < \varepsilon \leq 1 \), there exists \( r > 0 \) such that

\[
V \cap B(x, r) \subset \{ y \in X | d(y, \Gamma) \leq \varepsilon |y - x| \}.
\]  

(259)

If the statement is not true, there exists \( \varepsilon > 0 \) and a sequence \( (y_k) \in V \cap X \) such that \( y_k \to x \) and \( d(y_k, \Gamma) > \varepsilon |y_k - x| \). As \( x \in \Gamma \) and \( d(y_k, \Gamma) > 0 \), we necessarily have \( y_k \neq x \). Let \( r_k = |y_k - x| \) and \( \hat{y}_k = x + r_k^{-1}(y_k - x) \). Observe that \( \hat{y}_k \in V \cap S(x, 1) \) (where \( S(x, 1) \) is the unit sphere of centered at \( x \)) and

\[
y_k = x + r_k(\hat{y}_k - x).
\]  

(260)

By compactness, we can assume that \( \hat{y}_k \to \hat{z} \in V \cap S(x, 1) \). Then we consider the sequence \( (z_k) \) defined by

\[
z_k = x + r_k(\hat{z} - x).
\]  

(261)

According to (261) and the weak convergence (254),

\[
\lim_{k} (2r_k)^{-d} \lambda(B(z_k, \frac{1}{2} \varepsilon r_k)) = \mathcal{H}^d(V \cap B(\hat{z}, \frac{1}{2} \varepsilon)) > 0.
\]  

(262)
On the other hand, we have $|y_k - z_k| \leq r_k|\hat{y}_k - \hat{z}|$ so, whenever $k$ is big enough such that $|\hat{y}_k - \hat{z}| \leq \frac{1}{2}\varepsilon$,

$$d(z_k, \Gamma) \geq d(y_k, \Gamma) - |z_k - y_k|$$

$$\geq \varepsilon r_k - \frac{1}{2}\varepsilon r_k$$

$$\geq \frac{1}{2}\varepsilon r_k$$

This says that the open ball $B(z_k, \frac{1}{2}\varepsilon r_k)$ is disjoint from $\Gamma$. In particular, $B(z_k, \frac{1}{2}\varepsilon r_k) \subset B(x, 2r_k) \setminus \Gamma$ so, by (258),

$$\limsup_k r_k^{-d} \lambda(B(z_k, \frac{1}{2}\varepsilon r_k)) \leq \limsup_k r_k^{-d} \mu(B(x, 2r_k) \setminus \Gamma) = 0$$

contradicting (262)! From (259), we are going to show that there exists $R > 0$ such that $\overline{B}(x, R) \subset X$ and a $C^1$ map $p : V \cap B(x, R) \to \Gamma$ such that $p(x) = x$ and whose differential at $x$ is id. Let us draw a few consequences. We fix $\varepsilon > 0$. For $r > 0$ is small enough, the application $p$ is 2-Lipschitz in $V \cap B(x, r)$ and for all $y \in V \cap B(x, r)$, $|p(y) - y| \leq \varepsilon |y - x|$. According to the definition of admissible energies, we have

$$\lim_{r \to 0} \frac{\mathcal{I}(p(V \cap B(x, r)))}{\mathcal{I}(V \cap B(x, r))} = 1.$$  

so for $r > 0$ small enough,

$$\mathcal{I}(p(V \cap B(x, r))) \leq (1 + \varepsilon)\mathcal{I}(V \cap B(x, r)).$$

These are the main properties of $p$ that we will use later. We proceed to the construction. As $\Gamma$ is locally diffeomorphic to a cone, there exists $R_0 > 0$ such that $\overline{B}(x, R_0) \subset X$, an open set $O \subset \mathbb{R}^n$ containing $x$, a $C^1$ diffeomorphism $\varphi : B(x, R_0) \to O$ and a closed cone $S \subset \mathbb{R}^n$ centered at $x$ such that $\varphi(x) = x$ and $\varphi(\Gamma \cap B(x, R_0)) = S \cap O$. Let $A : \mathbb{R}^n \to \mathbb{R}^n$ be the affine differential of $\varphi$ at $x$. For all $\varepsilon > 0$, there exists $0 < r \leq R_0$ such that for all $y \in B(x, r)$,

$$|\varphi(y) - A(y)| \leq \varepsilon |y - x|.$$  

As $A$ is invertible, there exists $L \geq 1$ such that for all $y, z \in \mathbb{R}^n$,

$$L^{-1}|y - z| \leq |A(y) - A(z)| \leq L|y - z|$$

With these notations at hand, we are going to prove that the plane $W := A(V)$ is included in $S$. First, we check that $W$ is tangent to $S$, that is, for all $0 < \varepsilon \leq 1$, there exists $r > 0$ such that

$$W \cap B(x, r) \subset \{ w \in \mathbb{R}^n | d(w, S) \leq \varepsilon |w - x| \}.$$
Let $0 < \varepsilon \leq 1$ and let $0 < r \leq R_0$ be such that (259) and (269) hold true. For $w \in W$, we can apply the bilipschitz property (270) to see that $y = A^{-1}(w)$ satisfies

\[ L^{-1}|y - x| \leq |w - x| \leq L|y - x| \]  

(272)

Let $w \in W \cap B(0, \frac{1}{3}L^{-1}r)$. We have $y = A^{-1}(w) \in V \cap B(x, \frac{1}{3}r)$ and by (259), there exists $z \in \Gamma$ such that $|y - z| \leq 2\varepsilon|y - x|$. In particular, $|z - x| \leq 3|y - x| \leq r$ so $z \in B(x, R_0)$. Using (269), we obtain that

\[
d(w, S) \leq d(w, \varphi(\Gamma \cap B(x, R_0))) \leq |A(y) - \varphi(z)| \leq |\varphi(y) - A(y)| + |\varphi(z) - A(z)| + |A(z) - A(y)| \leq \varepsilon|y - x| + 3\varepsilon|y - x| + 2L\varepsilon|y - x| \leq 6L\varepsilon|y - x| \leq 6L^2\varepsilon|w - x|. \]

This proves that $W$ is tangent to $S$. Observe that the right-hand side in (271) is invariant by homothety of center $x$. We deduce that for all $0 < \varepsilon \leq 1$, we have

\[ W \cap B(x, 1) \subset \{ w \in \mathbb{R}^n | d(w, S) \leq \varepsilon|w - x| \}. \]  

(279)

Since $\varepsilon$ is arbitrary, we have in fact $W \subset S$. Now, let $p_W : \mathbb{R}^n \to W$ be the orthogonal projection onto $W$. Since $\varphi(x) = x$, $p_W(x) = x$, and $O$ is a neighborhood of $x$, there exists a radius $0 < R \leq R_0$ such that $p_W \varphi(B(x, R)) \subset O$. Then,

\[ p_W \varphi(B(x, R)) \subset W \cap O \subset S \cap O = \varphi(\Gamma \cap B(x, R_0)). \]  

(280)

We define $p : V \cap B(x, R) \to \mathbb{R}^n$, $y \mapsto \varphi^{-1}p_W \varphi(y)$. It is clear that $p$ is $C^1$ on $V \cap B(x, R)$, that $p(V \cap B(x, R)) \subset \Gamma$, that $p(x) = x$ and that its differential at $x$ is id. The preliminary part is finished.

We are going apply the Vitali covering theorem [24, Theorem 2.8] to the set

\[ Y = (f(E) \cap \Gamma) \cup (f(E) \setminus \Gamma(2\delta)). \]  

(281)

Let $0 < \varepsilon \leq 1$. There exists a finite sequence of open balls $(B_j)_j$ (of center $y_j \in Y$ and radius $0 < r_j \leq 1$) such that the closures $(\overline{B_j})$ are disjoint and included in $X$,

\[ \mathcal{H}^d(Y \setminus \bigcup_j \overline{B_j}) \leq t^{-1}\varepsilon_0, \]  

(282)

there exists an approximate tangent plane $V_j$ of $f(E)$ at $y_j$,

\[ \mathcal{H}^d(f(E) \cap B_j \setminus aB_j) \leq C(1 - a)r_j^d \]  

(283a)

\[ \mathcal{H}^d(f(E) \cap B_j \setminus C_j) \leq \varepsilon r_j^d, \]  

(283b)
where $C_j = C(y_j, V_j, \varepsilon)$. If $y_j \in f(E) \cap \Gamma$, we require that there exists a $C$-Lipschitz map $p_j : V_j \cap B_j \to \Gamma$ such that $|p_j - \text{id}| \leq \varepsilon r_j$ and

$$\mathcal{I}(p_j(V_j \cap B_j)) \leq (1 + \varepsilon)\mathcal{I}(V_j \cap B_j).$$

(284)

If $y_j \in f(E) \setminus \Gamma(2\delta)$, we require that $B_j \subset X \setminus \Gamma(\delta)$ and we define $p_j = \text{id}$ in $V_j \cap B_j$. Note that in both cases, $p_j$ is $C$-Lipschitz, $|p_j - \text{id}| \leq \varepsilon r_j$ and

$$\mathcal{I}(p_j(V_j \cap B_j)) \leq (1 + \varepsilon)\mathcal{I}(V_j \cap B_j).$$

(285)

Combining (249) and (282), we have

$$\mathcal{H}^d(f(E) \setminus \bigcup_j B_j) \leq 2t^{-1}\varepsilon_0$$

(286)

We finally add the condition $\mathcal{H}^d(f(E) \cap \partial B_j) = 0$ to get the “almost-covering” property with open balls,

$$\mathcal{H}^d(f(E) \setminus \bigcup_j B_j) 2t^{-1} \leq \varepsilon_0.$$  

(287)

In each ball $B_j$, we make a projection onto $V_j \cap B_j$ followed by a retraction on the boundary if necessary. Let $\pi_j$ be partially defined by

$$\pi_j(y) = \begin{cases} p_j(y') & \text{in } aB_j \cap C_j \\ y & \text{in } \mathbb{R}^n \setminus B_j, \end{cases}$$

(288)

where $y'$ is the orthogonal projection of $y$ onto $V_j$ and $C_j = C(y_j, V_j, \varepsilon)$. We estimate $|\ast|\pi_j - \text{id}|$. By definition of $C_j$, we have $|y' - y| \leq \varepsilon r_j$ in $aB_j \cap C_j$. By definition of $p_j$, we have $|p_j - \text{id}| \leq \varepsilon r_j$ in $V_j \cap aB_j$. We deduce that for $y \in aB_j \cap B_j$,

$$|\ast|p_j(y') - y| \leq |\ast|p_j(y') - y' + |\ast|y' - y \leq C\varepsilon r_j$$

(289)

Next, we estimate $\|\pi_j - \text{id}\|_L$. It is clear that $y \mapsto p_j(y')$ is $C$-Lipschitz in $aB_j \cap C_j$ so $\pi_j - \text{id}$ is $C$-Lipschitz in $aB_j \cap C_j$. The map $\pi_j - \text{id}$ is also clearly $C$-Lipschitz in $\mathbb{R}^n \setminus B_j$. We have

$$d(aB_j, \mathbb{R}^n \setminus B_j) \geq (1 - a)r_j$$

(290)

so for $x \in aB_j \cap C_j$ and for $y \in \mathbb{R}^n \setminus B_j$,

$$|(\pi_j - \text{id})(x) - (\pi_j - \text{id})(y)| \leq |(\pi_j - \text{id})(x)| \leq C\varepsilon r_j$$

(291)

(292)
\[ \leq \frac{C\varepsilon}{1-a}|x-y|. \]  
(293)

We choose \( a = 1 - \varepsilon \) so that

\[ |(\pi_j - \text{id})(x) - (\pi_j - \text{id})(y)| \leq C|x-y| \]  
(294)

We conclude that \( \pi_j - \text{id} \) is \( C \)-Lipschitz on its domain. We apply the McShane’s extension Lemma (Lemma A.2) to \( \pi_j - \text{id} \) and extend \( \pi_j \) as a Lipschitz map \( \pi_j : \mathbb{R}^n \to \mathbb{R}^n \) such that \( |\pi_j - \text{id}| \leq C\varepsilon r_j \) and \( \pi_j - \text{id} \) is \( C \)-Lipschitz. It is left to paste together the functions \( \pi_j \) into a function \( \pi \):

\[
\pi = \begin{cases} 
\pi_j & \text{in } B_j \\
\text{id} & \text{in } \mathbb{R}^n \setminus \bigcup_j B_j.
\end{cases}
\]  
(295)

It is clear that \( |\pi - \text{id}| \leq \varepsilon \). The map \( \pi - \text{id} \) is also locally \( C \)-Lipschitz. Indeed, \( \pi = \text{id} \) in the open set \( \mathbb{R}^n \setminus \bigcup_j B_j \) and for each index \( j \), \( \pi = \pi_j \) in the open set \( \mathbb{R}^n \setminus \bigcap_{i \neq j} B_i \). These open sets cover \( \mathbb{R}^n \) because the closed balls \( (B_i) \) are disjoints. Then \( \pi - \text{id} \) is globally \( C \)-Lipschitz by convexity of \( \mathbb{R}^n \).

To solve step 1, we would like to define \( g_1 \approx p \circ \pi \circ f \) and \( V_1 \approx f^{-1}(V'_1) \) where

\[
V'_1 = \bigcup_j aB_j \cap C_j.
\]  
(296)

Remember that \( p \) is the retraction onto \( \Gamma \) defined at the beginning of this step. The application \( f \) sends the open set \( V_1 \) to \( V'_1 = \bigcup_j aB_j \cap C_j, \pi \) smashes each \( aB_j \cap C_j \) to a tangent disk \( V_j \cap B_j \) (possibly composed with \( p_j \) to be included in \( \Gamma \)). The final composition with \( p \) makes sure that \( \Gamma \) is preserved.

In fact, the definition of \( g_1 \) will be a bit more involved because we also need that need \( g_1 = f \) in \( \mathbb{R}^n \setminus W_1 \). We are going to estimate \( \mathcal{H}^d(f(E) \setminus V'_1) \) and \( \mathcal{I}(p \circ \pi(V'_1)) \) and then make the necessary adjustments to \( g_1 \). According to (283), the fact that \( C^{-1}\mathcal{H}^d \leq \mathcal{I} \leq C\mathcal{H}^d \) and the choice \( a = 1 - \varepsilon \), we have

\[
\mathcal{H}^d(f(E) \setminus V'_1) \leq \mathcal{H}^d(f(E) \setminus \bigcup_j B_j) + \sum_j \mathcal{H}^d(f(E) \cap (B_j \setminus aB_j))
\]

\[
+ \sum_j \mathcal{H}^d(f(E) \cap (B_j \setminus C_j))
\]  
(297)

\[
\leq 2t^{-1}\varepsilon_0 + \sum_j C(1-a)r_j^d + \varepsilon r_j^d
\]  
(298)

\[
\leq 2t^{-1}\varepsilon_0 + C\varepsilon \sum_j r_j^d
\]  
(299)

\[
\leq 2t^{-1}\varepsilon_0 + C\varepsilon \sum_j \mathcal{H}^d(f(E) \cap B_j)
\]  
(300)
To estimate $\mathcal{I}(p \circ \pi(V'_1))$, we observe that

\[ p \circ \pi(V'_1) \subseteq \bigcup_j p \circ \pi_j(aB_j \cap C_j). \]  

(302)

For each $j$, we distinguish two cases. If $y_j \in f(E) \cap \Gamma$, then $\pi_j(aB_j \cap C_j) \subseteq \Gamma$ so $p = \text{id}$ on $\pi_j(aB_j \cap C_j)$. If $y_j \in f(E) \setminus \Gamma(2\delta)$ then $\pi_j(aB_j \cap C_j) \subseteq B_j \subseteq X \setminus \Gamma(\delta)$ so $p = \text{id}$ on $\pi_j(aB_j \cap C_j)$. It follows that

\[ p \circ \pi(V'_1) \subseteq \bigcup_j \pi_j(aB_j \cap C_j). \]  

(303)

Using (283) and (285), we deduce

\[ \mathcal{I}(p \circ \pi(V'_1)) \leq \sum_j \mathcal{I}(\pi_j(aB_j \cap C_j)) \]  

(304)

\[ \leq (1 + \epsilon) \sum_j \mathcal{I}(V_j \cap B_j) \]  

(305)

\[ \leq (1 + \epsilon)^2 \sum_j \mathcal{I}(f(E) \cap B_j) \]  

(306)

\[ \leq (1 + \epsilon)^2 \mathcal{H}^d(f(E)) \]  

(307)

Finally, we build $g_1$. By definition of $W_1$, $\mathcal{H}^d(E_1 \setminus W_1) \leq \epsilon_0$ so there exists an open set $W'_1 \subset\subset W_1$ such that

\[ \mathcal{H}^d(E_1 \setminus W''_1) \leq 2\epsilon_0. \]  

(308)

We also consider an intermediate open set $W'_1$ such that $W''_1 \subset\subset W'_1 \subset\subset W_1$. Note that $W''_1$ and $W'_1$ do not depend on the intermediate variables $\delta, \epsilon$. We define

\[ V_1 = W''_1 \cap f^{-1}(V'_1) \]  

(309)

and

\[ f_1 = \begin{cases} 
\pi \circ f & \text{in } V_1 \\
 f & \text{in } \mathbb{R}^n \setminus W'_1.
\end{cases} \]  

(310)

We have $|f_1 - f| \leq \epsilon$ because $|\pi - \text{id}| \leq \epsilon$. We are going to estimate $\|f_1 - f\|_L \leq C\|f\|_L$. In $V_1$, $(f_1 - f) = (\pi - \text{id}) \circ f$ is $C\|f\|_L$ Lipschitz because $\pi - \text{id}$ is $C$-Lipschitz. In addition, we assume $\epsilon$ small enough so that $d(W''_1, \mathbb{R}^n \setminus W'_1) \geq \epsilon\|f\|_L^{-1}$. 

\[ \text{ Springer} \]
Then, for $x \in V_1$ and $y \in \mathbb{R}^n \setminus W'_1$,
\begin{align*}
|(f_1 - f)(x) - (f_1 - f)(y)| & \leq |(f_1 - f)(x)| \\
& \leq \varepsilon \\
& \leq \|f\|_L |x - y|.
\end{align*}
(311)
(312)
(313)

We apply McShane’s extension Lemma (Lemma A.2) to $f_1 - f$ and obtain a Lipschitz map $g_1 : \mathbb{R}^n \to \mathbb{R}^n$ such that $|f_1 - f| \leq \varepsilon$ and $\|g_1 - f\|_L \leq C \|f\|_L$. As we have to preserve $\Gamma$, we finally define
\begin{equation}
 g_1 = \begin{cases} 
 p \circ f_1 & \text{in } V_1 \cup \Gamma \\
 f_1(= f) & \text{in } \mathbb{R}^n \setminus W'_1.
\end{cases}
\end{equation}
(314)

As $|p - \text{id}| \leq \delta$ and $|f_1 - f| \leq \varepsilon$, we have $|g_1 - f| \leq \varepsilon + \delta$. We can assume $\varepsilon$ and $\delta$ small enough so that $|g_1 - f| \leq \varepsilon_0$. Next, we estimate $\|g_1 - f\|_L \leq C \|f\|_L$. It suffices to have $\|g_1 - f_1\| \leq C \|f\|$. The first ingredients are the fact that $|p - \text{id}| \leq \delta$, that $V_1 \subset W'_1$ and that for $\delta$ small enough, $d(W'_1, \mathbb{R}^n \setminus W'_1) \geq \delta \|f\|_L^{-1}$. As a consequence, for $x \in V_1$ and $y \in \mathbb{R}^n \setminus W'_1$,
\begin{align*}
|(g_1 - f_1)(x) - (g_1 - f_1)(y)| & \leq |(g_1 - f_1)(x)| \\
& \leq \delta \\
& \leq \|f\|_L |x - y|.
\end{align*}
(315)
(316)
(317)

The second ingredients are the facts that $p$ is $C$-Lipschitz and $p = \text{id}$ on $\Gamma$. It implies that for all $x \in \mathbb{R}^n$,
\begin{align*}
|p(x) - x| & \leq \|p - \text{id}\|_L d(x, \Gamma) \\
& \leq C d(x, \Gamma).
\end{align*}
(318)
(319)

We also recall that $f(\Gamma) \subset \Gamma$. As a consequence, for $x \in \Gamma$ and $y \in \mathbb{R}^n \setminus W'_1$,
\begin{align*}
|(g_1 - f_1)(x) - (g_1 - f_1)(y)| & = |p(f_1(x)) - f_1(x)| \\
& \leq C d(f_1(x), \Gamma) \\
& \leq C |f_1(x) - f(x)| \\
& \leq C |(f_1 - f)(x) - (f_1 - f)(y)| \\
& \leq C \|f\|_L |x - y|.
\end{align*}
(320)
(321)
(322)
(323)
(324)

We apply McShane’s extension Lemma (Lemma A.2) to $g_1 - f$ and obtain a Lipschitz map $g_1 : \mathbb{R}^n \to \mathbb{R}^n$ such that $|g_1 - f| \leq \varepsilon_0$ and $\|g_1 - f\|_L \leq C \|f\|_L$. Next, we check that $g_1(\Gamma) \subset \Gamma$. In view of the definition of $p$ and $O_\Gamma$, it suffices that $f_1(\Gamma) \subset p^{-1}(O_\Gamma)$. As $\Gamma$ is relatively closed in $X$ and $W'_1$ is a compact subset of $X$, the intersection $\Gamma \cap W'_1$ is compact. The image $f(\Gamma \cap W'_1)$ is a compact subset of $\Gamma \subset p^{-1}(O_\Gamma)$. We take $\varepsilon$ small enough so that for all $x \in \Gamma \cap W'_1$,
$$\overline{B}(f(x), \varepsilon) \subset p^{-1}(O_{\Gamma}).$$

We deduce that $f_1(\Gamma) \subset p^{-1}(O_{\Gamma})$ as $|f_1 - f| \leq \varepsilon$ and $f_1 = f$ in $\mathbb{R}^n \setminus W'_1$. Next, we estimate $\mathcal{H}^d(E_1 \setminus V_1)$ and $\mathcal{I}(g_1(V_1))$. It was almost done in (301) and (307). We recall that by definition of $E_1$, for all $A \subset \mathbb{R}^n$,

$$\mathcal{H}^d(E_1 \cap f^{-1}(A)) \leq t \mathcal{H}^d(f(E) \cap A).$$

(326)

By (301), we have

$$\mathcal{H}^d(E_1 \setminus V_1) \leq \mathcal{H}^d(E_1 \setminus W'_{1}) + \mathcal{H}^d(E_1 \setminus f^{-1}(V'_1))$$

(327)

$$\leq 2\varepsilon_0 + t \mathcal{H}^d(f(E) \setminus V'_1)$$

(328)

$$\leq 4\varepsilon_0 + Ct \varepsilon \mathcal{H}^d(f(E)).$$

(329)

By the definition of $g_1$ and (307), we have

$$\mathcal{I}(g_1(V_1)) \leq \mathcal{I}(p \circ \pi(V'_1)) \leq (1 + \varepsilon)^2 \mathcal{I}(f(E)).$$

(330)

We take one last time $\varepsilon$ small enough so that

$$\mathcal{H}^d(E_1 \setminus V_1) \leq 5\varepsilon_0,$$

(331)

$$\mathcal{H}^d(g_1(V_1)) \leq \mathcal{H}^d(f(E)) + \varepsilon_0.$$  

(332)

Step 2. For a suitable choice of $t$, we build a Lipschitz map $g_2 : \mathbb{R}^n \to \mathbb{R}^n$ such that $g_2(\Gamma) \subset \Gamma$, $g_2 - f$ has a compact support included in $W_2$, $|g_2 - f| \leq \varepsilon$, $\|g_2\|_{L} \leq \|f\|_{L}$ and such that there is an open set $V_2 \subset W_2$ satisfying

$$\mathcal{H}^d(E_2 \setminus V_2) \leq \varepsilon_0,$$

(333a)

$$\mathcal{H}^d(g_2(V_2)) \leq \varepsilon_0.$$  

(333b)

We recall that for $\mathcal{H}^d$-ae. $x \in E_2$, there exists a (unique) approximate tangent plane $V_x$ of $E_2$ at $x$. For such point $x$, for all $0 < \varepsilon \leq 1$ for all $0 < a < 1$,

$$\lim_{r \to 0} (2r)^{-d} \mathcal{H}^d(E \cap B(x, r)) = 1$$

(334)

$$\limsup_{r \to 0} r^{-d} \mathcal{H}^d(E \cap a \overline{B}(x, r) \setminus B(x, r)) \leq C(1 - a)^{d}$$

(335)

$$\lim_{r \to 0} r^{-d} \mathcal{H}^d(E \cap \overline{B}(x, r) \setminus C(x, V_x, \varepsilon)) = 0.$$  

(336)

Moreover, for $\mathcal{H}^d$-ae. $x \in E_2$, there exists a (unique) affine map $A_x : V_x \to \mathbb{R}^n$ such that for all $\varepsilon > 0$, there exists $r > 0$ such that for all $y \in V_x \cap B(x, r)$,

$$|f(y) - A_x(y)| \leq \varepsilon |y - x|.$$  

(337)
Let $0 < \varepsilon \leq 1$, let $0 < a < 1$ (to be chosen later). There exists an $\mathcal{H}^d$ measurable subset $K \subset E_2$ such that $\mathcal{H}^d(E_2 \setminus K) \leq \varepsilon_0$ and for some radius $0 < r_0 \leq 1$, for all $x \in K$,

$$\overline{B}(x, r_0) \subset W_2$$

(338a)

$$\forall \ 0 < r \leq r_0, \ (2r)^{-d} \mathcal{H}^d(E \cap B(x, r)) \geq \frac{1}{2}$$

(338b)

$$\forall \ 0 < r \leq r_0, \ \mathcal{H}^d(E \cap \overline{B}(x, r) \setminus aB(x, r)) \leq C(1 - a)r^d$$

(338c)

$$\forall \ 0 < r \leq r_0, \ \mathcal{H}^d(E \cap \overline{B}(x, r) \setminus C(x, V_x, \varepsilon)) \leq \varepsilon r^d$$

(338d)

$$\forall y \in V_x \cap B(x, r_0), \ |f(y) - A_x(y)| \leq \varepsilon |y - x|.$$ (338e)

By the definition of Hausdorff measures, there exists a countable set $S$ of closed balls $D = B(y, \rho)$ of center $y \in f(K)$ and radius $0 < \rho \leq \varepsilon r_0$ such that

$$f(K) \subset \bigcup_{D \in S} D$$

(340)

and

$$\sum_{D \in S} \text{diam}(D)^d \leq C \mathcal{H}^d(f(K)) + t^{-1}.$$ (341)

We cover $K$ by a finite sequence of open balls $(B_k) = (B(x_k, r_k))$ (of center $x_k \in K$ and radius $r_k > 0$) such that for each $k$, there exists a ball $D_k \in S$ (of center $y_k$ and radius $\rho_k$) such that $x_k \in f^{-1}(D_k)$ and $r_k = \varepsilon^{-1}\rho_k$. In particular,

$$|f(x_k) - y_k| \leq \varepsilon r_k.$$ (342)

In any metric space, a finite family of balls $(B_k)_k$ admits a subfamily of disjoint balls $(B_l)_l$ such that $\bigcup_k B_k \subset \bigcup_l 3B_l$. Thus, we can require that the smaller balls $(\frac{1}{3}B_k)_k$ are disjoint while

$$K \subset \bigcup_k B_k.$$ (343)

Since $\rho_k \leq \varepsilon r_0$, we have $r_k \leq r_0$. In particular, $\overline{B_k} \subset W_2$ by (338a). Moreover, (338b) and the fact that the balls $(\frac{1}{3}B_k)_k$ are disjoint yields

$$\sum_k r_k^d \leq C \mathcal{H}^d(E).$$ (344)
In each ball $B_k$, we are going to replace $f$ by an orthogonal projection onto a plane. For each $k$, we define $p_k$ as the orthogonal projection onto $\text{Im } A_{x_k}$. We can write $p_k$ as

$$p_k = f(x_k) + p_k(\cdot - f(x_k)), \quad (345)$$

where $p_k$ is the (linear) orthogonal projection onto the direction of $\text{Im } A_{x_k}$. We consider a maximal set $T$ of linear orthogonal projection of rank $\leq d$ and of mutual distances $> \varepsilon$. It contains at most $N(\varepsilon)$ elements, where $N(\varepsilon)$ depends on $n$ and $\varepsilon$. For each $k$, let $\beta_k \in T$ be such that

$$\|p_k - \beta_k\| \leq \varepsilon. \quad (346)$$

Finally, we define $\pi_k$ as the orthogonal projection onto the affine plane $y_k + \text{Im } \beta_k$, that is

$$\pi_k = y_k + \beta_k(\cdot - y_k). \quad (347)$$

Without loss of generality, we assume that the domain of definition of $(B_k)$ is totally ordered and that the radius $(r_k)$ are non-increasing. We define

$$f_2 = \begin{cases} 
\pi_k \circ f & \text{in } aB_k \cap C_k \setminus \bigcup_{i < k} B_i \\
 f & \text{in } \mathbb{R}^n \setminus \bigcup_k B_k, 
\end{cases} \quad (348)$$

where $C_k = C(x_k, V_{x_k}, \varepsilon)$. We estimate $|f_2 - f|$. For all $x \in aB_k \cap C_k \setminus \bigcup_{i < k} B_i$, we have

$$|f_2(x) - f(x)| = |\pi_k f(x) - f(x)| \leq |\pi_k f(x) - p_k f(x)| + |p_k f(x) - f(x)|. \quad (349)$$

By (342), (345), (346), and (347),

$$|\pi_k f(x) - p_k f(x)| \leq |f(x_k) - y_k| + |\beta_k(f(x_k) - y_k)| + |(\beta_k - p_k)(f(x) - f(x_k))|$$
$$\leq 2\|f(x_k) - y_k\| + \|\beta_k - p_k\|\|f(x) - f(x_k)\| \leq 2\varepsilon r_k + \|f\|_{L^\infty} r_k. \quad (351)$$

By the properties of orthogonal projections, the definition of $C_k$ and (338e),

$$|p_k f(x) - f(x)| = d(f(x), \text{Im } A_{x_k}) \leq |f(x) - A_{x_k}(x' - x_k)| \leq |f(x) - f(x')| + |f(x') - A_{x_k}(x' - x_k)| \leq \|f\|_{L^\infty} r_k + \varepsilon r_k, \quad (354)$$

$$\leq \|f\|_{L^\infty} r_k + \varepsilon r_k, \quad (357)$$
where $x'$ is the orthogonal projection of $x$ onto $V_{xk}$. In conclusion, $|f_2 - f| \leq C(\|f\|_L + 1)e \epsilon r_k$ in $aB_k \cap C_k \setminus \bigcup_{i < k} B_i$. We replace $\epsilon$ by a smaller value in the previous construction so as to simply assume $|f_2 - f| \leq e \epsilon r_k$.

Next, we estimate $\|f_2 - f\|_L$. In each set $aB_k \cap C_k \setminus \bigcup_{i < k} B_i$, the map $f_2 - f = (\pi_k - \text{id}) \circ f$ is $C\|f\|_L$-Lipschitz because $(\pi_k - \text{id})$ is $C$-Lipschitz. As $d(aB_k, R^n \setminus B_k) \geq (1 - a)r_k$, we have for $x \in aB_k \cap C_k \setminus \bigcup_{i < k} B_i$ and $y \in R^n \setminus \bigcup_k B_k$,

\begin{align*}
|f_2(x) - f_2(y)| &\leq |f_2(x) - f(x)| + |f_2(y) - f(y)| \\
&\leq e \epsilon r_k + e \epsilon r_k \\
&\leq 2e \epsilon r_k \\
&\leq \frac{2e}{1 - a}|x - y|.
\end{align*}

For $x \in aB_k \cap C_k \setminus \bigcup_{i < k} B_i$ and $y \in aB_l \cap C_l \setminus \bigcup_{i < l} B_i$ where $k < l$, we have similarly

\begin{align*}
|f_2(x) - f_2(y)| &\leq |f_2(x) - f(x)| + |f_2(y) - f(y)| \\
&\leq e \epsilon r_k + e \epsilon r_l \\
&\leq 2e \epsilon r_k \\
&\leq \frac{2e}{1 - a}|x - y|.
\end{align*}

Taking $a = 1 - \epsilon$, we conclude that $f_2 - f$ is $C$-Lipschitz. We apply McShane’s extension Lemma (Lemma A.2) to $f_2 - f$ and extend $f_2$ as a Lipschitz map $R^n \to R^n$ such that $|f_2 - f| \leq \epsilon$ and $\|f_2 - f\|_L \leq C\|f\|_L$.

Now, we define

$$V_2 = \bigcup_k B_k \setminus A,$$

where $A$ is the compact set $A = \bigcup_k B_k \setminus (aB_k \cap C_k)$ and we estimate $\mathcal{H}^d(f_2(V_2))$ and $\mathcal{H}^d(E_2 \setminus V_2)$. By (338), (339), (343), (344) and the choice $a = 1 - \epsilon$,\n
\begin{align*}
\mathcal{H}^d(E_2 \setminus V_2) &\leq \mathcal{H}^d(E_2 \setminus K) + \mathcal{H}^d(K \setminus V_2) \\
&\leq 2\epsilon_0 + \mathcal{H}^d(K \cap A) \\
&\leq 2\epsilon_0 + \sum_k \mathcal{H}^d(E \cap B_k \setminus aB_k) \\
&\quad + \sum_k \mathcal{H}^d(E \cap B_k \setminus C_k) \\
&\leq 2\epsilon_0 + C(1 - a) \sum_k r_k^d + \epsilon \sum_k r_k^d
\end{align*}
\[ \leq 2\varepsilon_0 + C\varepsilon\sum_k r_k^d \]  
(371)

\[ \leq 2\varepsilon_0 + C\varepsilon \mathcal{H}^d(E) \]  
(372)

By definition of \( A \) and \( V_2 \),

\[ f_2(V_2) \subset f_2(\bigcup_k B_k \setminus A) \]  
(373)

\[ \subset \bigcup_k f_2(aB_k \cap C_k \setminus \bigcup_{i < k} B_i). \]  
(374)

By definition of \( f_2 \),

\[ f_2(aB_k \cap C_k \setminus \bigcup_{i < k} B_i) \subset y_k + \text{Im} \beta_k. \]  
(375)

We have in addition for \( x \in aB_k \cap C_k \setminus \bigcup_{i < k} B_i \),

\[ |f_2(x) - y_k| = |\pi_k f(x) - \pi_k(y_k)| \]  
(376)

\[ \leq |f(x) - y_k| \]  
(377)

\[ \leq |f(x) - f(x_k)| + |f(x_k) - y_k| \]  
(378)

\[ \leq \|f\|_{L^r_k} + \varepsilon r_k \]  
(379)

We assume \( \varepsilon \leq \|f\|_L \) so that this simplifies to \( |f_2(x) - y_k| \leq 2\|f\|_{L^r_k} \). By definition, \( r_k = \varepsilon^{-1} \rho_k \) so

\[ f_2(aB_k \cap C_k \setminus \bigcup_{i < k} B_i) \subset (y_k + \text{Im} \beta_k) \cap B(y_k, \lambda \rho_k) \]  
(380)

where \( \lambda = 2\|f\|_L \varepsilon^{-1} \). We deduce that

\[ f_2(V_2) \subset \bigcup_{D \in S, \beta \in T} (y + \text{Im} \beta) \cap \lambda D. \]  
(381)

Using the fact that \( T \) has at most \( N(\varepsilon) \) elements and using (341), we get

\[ \mathcal{H}^d(f_2(V_2)) \leq CN(\varepsilon)\lambda^d \sum_{D \in S} \text{diam}(D)^d \]  
(382)

\[ \leq CN(\varepsilon)\lambda^d \left( \mathcal{H}^d(f(K)) + t^{-1} \right) \]  
(383)

We recall that by definition of \( E_2 \), \( \mathcal{H}^d(f(E_2)) \leq t^{-1} \mathcal{H}^d(E) \) so

\[ \mathcal{H}^d(f_2(V_2)) \leq CN(\varepsilon)\lambda^d t^{-1} (\mathcal{H}^d(E) + 1). \]  
(384)
We will choose \( t \) so that \( \mathcal{H}^d(f_2(V_2)) \leq \varepsilon_0 \). However, an extra step is needed to make a retraction onto the boundary. For \( \delta > 0 \), there exists a \( C \)-Lipschitz map \( p : \mathbb{R}^n \to \mathbb{R}^n \) and an open set \( O \subset X \) containing \( \Gamma \) such that \( |p - \text{id}| \leq \delta \), \( p(O) \subset \Gamma \) and \( p = \text{id} \) on \( \Gamma \). We consider

\[
g_2 = \begin{cases} 
p \circ f_2 & \text{in } V_2 \cup \Gamma \\
f_2(=f) & \text{in } \mathbb{R}^n \setminus \bigcup_k B_k, \end{cases}
\]  

(385)

As the family \( (B_k) \) is finite and for each \( k \), \( \overline{B_k} \subset W_2 \), we have \( \bigcup_k B_k \subset W_2 \). As in step 1, we can assume \( \varepsilon \) and \( \delta \) small enough so that \( |g_2 - f| \leq \varepsilon_0 \), \( \|g_2 - f\|_L \leq C\|f\|_L \), and \( g_2(\Gamma) \subset \Gamma \). We extend \( g_2 \) as a Lipschitz map \( g_2 : \mathbb{R}^n \to \mathbb{R}^n \) such that \( |g_2 - f| \leq \varepsilon_0 \), \( \|g_2 - f\|_L \leq C\|f\|_L \). Since \( p \) is \( C \)-Lipschitz, we have

\[
\mathcal{H}^d(g_2(V_2)) \leq C \mathcal{H}^d(f_2(V_2)) \leq C N(\varepsilon) \lambda^d t^{-1}(\mathcal{H}^d(E) + 1). \]  

(386)

(387)

We take \( \varepsilon \) small enough so that (372) yields \( \mathcal{H}^d(E_2 \setminus V) \leq 3\varepsilon_0 \). Then we choose \( t \) big enough such that \( \mathcal{H}^d(f_2(V_2)) \leq \varepsilon_0 \).

**Step 3.** We define \( V = V_1 \cup V_2 \) and \( g \) the piecewise function

\[
g(z) = \begin{cases} 
g_1(z) & \text{in } W_1 \\
g_2(z) & \text{in } W_2 \\
f(z) & \text{in } \mathbb{R}^n \setminus (W_1 \cup W_2). \end{cases}
\]  

(388)

We have \( |g - f| \leq \varepsilon_0 \) and \( \|g - f\|_L \leq C\|f\|_L \) (the function \( g - f \) is locally \( C\|f\|_L \)-Lipschitz because each \( g_i - f \) has a compact support included in \( W_i \) and then \( g - f \) is globally \( \|f\|_L \)-Lipschitz by convexity of \( \mathbb{R}^n \)). As \( W_1, W_2 \subset W \subset U \), \( g(\Gamma) \subset \Gamma, g = f \) in \( X \setminus W \), and \( |g - f| \leq \varepsilon_0 \). Lemma B.2 says that \( g \) is a global sliding deformation in \( U \) provided that \( \varepsilon_0 \) is small enough. Finally, we have

\[
\mathcal{H}^d(E \setminus V) \leq \mathcal{H}^d(E_1 \setminus V_1) + \mathcal{H}^d(E_2 \setminus V_2) \leq 2\varepsilon_0. \]  

(389)

(390)

and

\[
\mathcal{T}^d(g(V)) \leq \mathcal{T}(g_1(V_1)) + \mathcal{T}(g_2(V_2)) \leq \mathcal{T}(g_1(V_1)) + C \mathcal{H}^d(g_2(V_2)) \leq \mathcal{T}(f(E)) + C\varepsilon_0. \]

(391)

(392)

(393)

\( \Box \)
3.2.2 Proof of the Limiting Theorem

**Proof** The letter $C$ is an unspecified constant $\geq 1$ that depends on $n, \kappa, \Gamma, \mathcal{I}$. Its value can increase from one line to another (but a finite number of times). The letter $u > 0$ is a constant that depends on $n, s, \Gamma$. Let $E$ be the support of $\mu$ in $X$. Let $t, M$ and $A$ be the constants given by Definitions 1.8 and 1.9.

**Step 1.** We show that for all $x \in E$, for all $0 < r \leq r_u(x)$ and for $i$ big enough,

$$C^{-1} r^d \leq \mathcal{H}^d (E_i \cap B(x, r)) \leq Cr^d. \quad (394)$$

It is almost the same proof as in Proposition 3.1. We fix $x \in E$ and $0 < r \leq \min\{r_s(x), r_t(x)\}$. The proof is based on two ingredients. The first one is that for all $0 < \rho \leq r$,

$$\liminf_i \mathcal{H}^d (E_i \cap B(x, \rho)) > 0. \quad (395)$$

The second one is that there exists a sequence $(\epsilon_i) \to 0$ such that for all global sliding deformations $f$ in $B(x, r)$,

$$\mathcal{I}(E_i \cap W_f) \leq \kappa \mathcal{I}(f(E_i \cap W_f)) + h \mathcal{I}(E_i \cap B(x, hr)) + \epsilon_i. \quad (396)$$

Then we show that for $i$ big enough,

$$\mathcal{H}^d (E_i \cap ]-\frac{1}{2}, \frac{1}{2}[^n) \leq C \quad (398)$$

$$\mathcal{H}^d (E_i \cap ]-1, 1[^n) \geq C. \quad (399)$$

We can proceed as in the reduced problem of Proposition 3.1. Note that for $i$ big enough, $\epsilon_i \leq h \mathcal{H}^d (E_i \cap B(0, \frac{1}{2}))$ so the term $\epsilon_i$ be absorbed in $h \mathcal{H}^d (E_i \cap B(0, \frac{1}{2}))$.

Before passing to step 2, let us draw the main consequences of (394). We recall that $\mathcal{I}^d \bot E_i \to \mu$ so for $x \in E$ and for $0 < r \leq r_u(x)$,

$$C^{-1} r^d \leq \mu (B(x, r)) \leq Cr^d. \quad (400)$$

According to the density theorems on Radon measures [24, Theorem 6.9],

$$C^{-1} \mathcal{H}^d \bot E \leq \mu \leq C \mathcal{H}^d \bot E \quad (401)$$
whence for all $x \in E$ and for all $0 < r \leq r_u(x)$,

$$C^{-1} r^d \leq \mathcal{H}^d (E \cap (B(x, r))) \leq C r^d. \quad (402)$$

We are going to deduce the regularity property mentioned in Remark D.2. Let $v > 0$ be a scale such that $r_v \leq \frac{1}{3} r_u$. We fix $x \in E$ and $B = B(x, r_v(x))$. For $y \in B$, we have $r_u(x) \leq r_u(y) + r_v(x) \leq r_u(y) + \frac{1}{3} r_u(x)$ so $\frac{2}{3} r_u(x) \leq r_u(y)$ and in turn $2 r_v(x) \leq r_u(y)$. We conclude that for all $y \in B$, for all $0 \leq r \leq 2 r_v(x)$,

$$C^{-1} r^d \leq \mathcal{H}^d (E \cap B(y, r)) \leq C r^d. \quad (403)$$

Remark D.2 says that for all subset $S \subset E \cap B(x, r_v(x))$, for all radius $\rho > 0$, the set $S$ can be covered by at most $C \rho^{-d} \text{diam}(S)^d$ balls of radius $\rho$. We reduce $u$ once again so that this property holds for $r_u$ in place of $r_v$.

**Step 2. We show that $E$ is $\mathcal{H}^d$ rectifiable.** More precisely, we show that there exists $\lambda \geq 1$ such that for all $x \in E$, for small all $r > 0$,

$$\mathcal{H}^d (E \cap B(x, r)) \leq C \mathcal{H}^d (B(x, \lambda r)). \quad (404)$$

We fix $x \in E$ and $0 < r \leq \min \{ r_s(x), r_l(x), r_u(x) \}$. The proof relies on five arguments. For all $0 < \rho \leq r$,

$$\liminf_{i} \mathcal{H}^d (E_i \cap B(x, \rho)) > 0. \quad (405)$$

For all compact set $K \subset B(x, r)$,

$$\limsup_{i} \mathcal{H}^d (E_i \cap K) \leq C \mathcal{H}^d (E \cap K). \quad (406)$$

For all $0 < \rho \leq r$,

$$\rho^{-d} \mathcal{H}^d (E \cap B(x, \rho)) \leq C r^{-d} \mathcal{H}^d (E \cap B(x, r)). \quad (407)$$

For all subset $S \subset E \cap B(x, r)$, for all radius $\rho > 0$, the set $S$ can be covered by at most $C \rho^{-d} \text{diam}(S)^d$ balls of radius $\rho$. And finally, there exists a sequence $(\varepsilon_i) \to 0$ such that for all global sliding deformations $f$ in $B(x, r)$,

$$\mathcal{I}(E_i \cap W_f) \leq \kappa \mathcal{I}(f(E_i \cap W_f)) + h \mathcal{I}(E_i \cap B(x, hr)) + \varepsilon_i. \quad (408)$$

We can simplify the situation as usual. It suffices to solve the following problem. Let the ball $B(0, \sqrt{n})$ be denoted by $B$. We assume that $E$ and $(E_i)$ are $\mathcal{H}^d$ finite closed subsets of $B$ and

1. $\liminf \mathcal{H}^d (E_i \cap B(0, \frac{1}{2})) > 0$;
2. for all compact set $K \subset B$, $\limsup \mathcal{H}^d (E_i \cap K) \leq C \mathcal{H}^d (E \cap K)$;
3. $\mathcal{H}^d (E \cap B) \leq C \mathcal{H}^d (E \cap B(0, \frac{1}{2}))$;
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4. for all subset $S \subset E \cap B$, for all radius $r > 0$, the set $S$ can be covered by at most
\[ C r^{-d} \text{diam}(S)^d \text{ balls of radius } r; \]
5. there exists a set $S \subset E \cap B$ such that $\Gamma \cap B = |S| \cap B$;
6. there exists a sequence $(\varepsilon_i) \to 0$ such that for all global sliding deformations $f$ in $B$,
\[ \mathcal{H}^d(E_i \cap W_f) \leq \kappa \mathcal{H}^d(f(E_i \cap W_f)) + h \mathcal{H}^d(E_i \cap B(0, \frac{1}{2})) + \varepsilon_i. \] (409)

Then we show that
\[ \mathcal{H}^d(E \cap [-\frac{1}{2}, \frac{1}{2}]) \leq C \int_{G(d,n)} \mathcal{H}^d(p \mathcal{V}(E \cap [-1, 1])^n) \, d\mathcal{V}. \] (410)

We want to proceed as in the proof of the reduced problem of Corollary 3.1 but there is a difference. We are not going to make Federer–Fleming projection of the sets $E_i$ but of the set $E$ instead.

We fix $q \in \mathbb{N}^*$. For $0 \leq k < 2^q$, let $K_k$ be the set of dyadic cells of sidelength $2^{-q}$ subdivising the cube $(1 - k2^{-q})[-1, 1]^n$ but which are not lying in its boundary. The set $K_k$ is a finite $n$-complex subordinated to $E_n$ and
\[
|K_k| = (1 - k2^{-q})[-1, 1]^n, \\
U(K_k) = (1 - k2^{-q})[-1, 1]^n.
\] (411a, 411b)

We abbreviate $U(K_k)$ as $U_k$; in particular $U_0 = [-1, 1]^n$. The cells of $K_k$ have bounded overlap: each point of $|K_k|$ belongs to at most $3^n$ cells $A \in K_k$. It is clear that $K_{k+1}$ is a subcomplex of $K_k$ (the sidelength $2^{-q}$ does not depend on $k$). We deduce that
\[
|K_k| \setminus U_{k+1} = \bigcup \{A \in K_k | A \in K_k \setminus K_{k+1}\} \\
= \bigcup \{A \in K_k | A \cap U_k \neq \emptyset\}. \quad (412, 413)
\]

Let $\phi$ be a Federer–Fleming projection of $E \cap U_k$ in $K_k$. We can assume that $\phi$ is $C$-Lipschitz thanks to Lemma D.3 and Remark D.2. We apply the quasiminimality of $E$ with respect to $\phi$ in $B = B(0, \sqrt{n})$. For $i$ big enough, $\varepsilon_i \leq h \mathcal{H}^d(E_i \cap B(0, \frac{1}{2}))$ so the term $\varepsilon_i$ is be absorbed in $h \mathcal{H}^d(E_i \cap B(0, \frac{1}{2}))$. We also assume $h \leq \frac{1}{4}$ so that
\[ \mathcal{H}^d(E_i \cap [-\frac{1}{2}, \frac{1}{2}]) \leq C \mathcal{H}^d(\phi(E_i \cap U_k)). \] (414)

Now we prove that there exists an open set $O \subset U_{k+1}$ which contains $E \cap U_{k+1}$ and such that
\[ \mathcal{H}^d(\phi(O)) \leq C 2^q \int_{G(d,n)} \mathcal{H}^d(p \mathcal{V}(E \cap U_0)) \, d\mathcal{V} + \varepsilon \] (415)
where \( \varepsilon > 0 \) is an error term which is small compared to \( \mathcal{H}^d (E_i \cap U_k) \). We will use this to decompose \( E_i \cap U_k \) in two parts: \( E_i \cap O \) and \( E_i \cap U_k \setminus O \). By the properties of the Federer–Fleming projection, there exists an open set \( O' \subset U_k \) containing \( E \cap U_k \) and such that

\[
\phi(O') \subset |K_k| \setminus \bigcup \{ \text{int}(A) | A \in K_k, \ \text{dim} \ A > d \}. \tag{416}
\]

As \( K_{k+1} \subset K_k \), the function \( \phi \) preserves the cells of \( K_{k+1} \) and thus \( \phi(U_{k+1}) \subset |K_{k+1}| \). We deduce that

\[
\phi(O' \cap U_{k+1}) \subset |K_{k+1}| \setminus \bigcup \{ \text{int}(A) | A \in K_k, \ \text{dim} \ A > d \} \tag{417}
\]

\[
\subset U_k \setminus \bigcup \{ \text{int}(A) | A \in K_k, \ \text{dim} \ A > d \} \tag{418}
\]

\[
\subset \bigcup \{ \text{int}(A) | A \in K_k, \ \text{dim} \ A \leq d \}. \tag{419}
\]

We denote the set \( \bigcup \{ \text{int}(A) | A \in K_k, \ \text{dim} \ A \leq d \} \) by \( S_k \). Since \( O' \) contains \( E \cap U_k \), we also have \( \phi(E \cap U_{k+1}) \subset S_k \). We recall that for \( A \in K_k^d \),

\[
\mathcal{H}^d (\phi(E \cap A)) \leq C \int_{G(d,n)} \mathcal{H}^d (p_V(E \cap U_0)) \, dV. \tag{420}
\]

As \( \phi(E \cap U_{k+1}) \subset S_k \) and \( K_k^d \) contains at most \( C2^q \) cells, we deduce that

\[
\mathcal{H}^d (\phi(E \cap U_{k+1})) \leq C2^q \int_{G(d,n)} \mathcal{H}^d (p_V(E \cap U_0)) \, dV. \tag{421}
\]

The set \( O \) that we intend to build is a small neighborhood of \( E \cap U_{k+1} \) for which this estimate still holds with an error term \( \varepsilon \). First, we observe that \( \mathcal{H}^d \cap S_k \) is a Radon measure because \( K \) is finite. According to the regularity properties of Radon measure, there exists an open set \( O'' \) containing \( \phi(E \cap U_{k+1}) \) such that

\[
\mathcal{H}^d (S_k \cap O'') \leq \mathcal{H}^d (\phi(E \cap U_{k+1})) + \varepsilon. \tag{422}
\]

Since \( \phi(O' \cap U_{k+1}) \subset S_k \), the set \( O = O' \cap U_{k+1} \cap \phi^{-1}(O'') \) is a solution: it is an open subset of \( U_{k+1} \) which contains \( E \cap U_{k+1} \) and which satisfies

\[
\mathcal{H}^d (\phi(O)) \leq \mathcal{H}^d (\phi(S_k \cap O'')) \leq \mathcal{H}^d (\phi(E \cap U_{k+1})) + \varepsilon \tag{423}
\]

\[
\leq C2^q \int_{G(d,n)} \mathcal{H}^d (p_V(E \cap U_0)) \, dV + \varepsilon. \tag{424}
\]

In conclusion,

\[
\mathcal{H}^d (E_i \cap \{-\frac{1}{2}, \frac{1}{2} \}^{[n]}) \leq C\mathcal{H}^d (\phi(E_i \cap U_k)) \tag{426}
\]
\[ \leq C \mathcal{H}^d(\phi(O)) + C \mathcal{H}^d(E_i \cap U_k \setminus O) \] (427)

\[ \leq C 2^q \int_{G(d,n)} \mathcal{H}^d(p_V(E \cap U_0)) \, dV + C \varepsilon \]
\[ + C \mathcal{H}^d(\phi(E_i \cap U_k \setminus O)). \] (428)

As \( \liminf_i \mathcal{H}^d(E_i \cap B(0, \frac{1}{2})) > 0 \), we can take \( \varepsilon \) small enough (independently from \( i \)) so that \( C \varepsilon < \frac{1}{2} \liminf_i \mathcal{H}^d(E_i \cap B(0, \frac{1}{2})) \) and then assume \( i \) big enough so that

\[ C \varepsilon \leq \frac{1}{2} \mathcal{H}^d(E_i \cap B(0, \frac{1}{2})). \] (429)

Thus,

\[ \mathcal{H}^d(E_i \cap \left] -\frac{1}{2}, \frac{1}{2} \right] \leq C 2^q \int_{G(d,n)} \mathcal{H}^d(p_V(E \cap U_0)) \, dV \]
\[ + C \mathcal{H}^d(\phi(E_i \cap U_k \setminus O)) \] (430)

and since \( \phi \) is \( C \)-Lipschitz,

\[ \mathcal{H}^d(E_i \cap \left] -\frac{1}{2}, \frac{1}{2} \right] \leq C 2^q \int_{G(d,n)} \mathcal{H}^d(p_V(E \cap U_0)) \, dV \]
\[ + C \mathcal{H}^d(E_i \cap U_k \setminus O). \] (431)

We pass to the limit \( i \to \infty \),

\[ \mathcal{H}^d(E \cap \left] -\frac{1}{2}, \frac{1}{2} \right] \leq C 2^q \int_{G(d,n)} \mathcal{H}^d(p_V(E \cap U_0)) \, dV \]
\[ + C \mathcal{H}^d(E \cap |K_k| \setminus O). \] (432)

The open set \( O \) contains \( E \cap U_{k+1} \) so

\[ \mathcal{H}^d(E \cap U_k) \leq C 2^q \int_{G(d,n)} \mathcal{H}^d(p_V(E \cap U_0)) \, dV \]
\[ + C \mathcal{H}^d(E \cap |K_k| \setminus U_{k+1}). \] (433)

This is (almost) the same inequality as (219) in the proof of Proposition 3.2. We can conclude in the same way by a Chebyshev argument.

**Step 3.** We show that for all open balls \( B \) of scale \( \leq s \) in \( X \), for all sliding deformations \( f \) of \( E \) in \( B \),

\[ \mu(W_f) \leq \kappa \mathcal{I}(f(W_f)) + h \mu(hB), \] (434)

where \( W_f = \{ x \in E \mid f(x) \neq x \} \). This step relies mainly on the technical Lemma 3.4. Let us fix an open ball \( B \) of scale \( \leq s \) in \( X \). Let \( f \) be a sliding deformation of \( E \) in \( B \).
Let \( \varepsilon > 0 \). Let \( K \) be a compact subset of \( E \cap W_f \) such that \( \mathcal{H}^d(E \cap W_f \setminus K) \leq \varepsilon \). There exists \( \delta > 0 \) such that \( |f - \text{id}| > \delta \) on \( K \). According to Lemma B.4, there exists a global sliding deformation \( f_1 \) in \( B \) such that \( |f_1 - f| \leq \delta \), \( E \cap W_{f_1} \subset W_f \), and

\[
\mathcal{H}^d(f_1(W_f) \setminus f(W_f)) \leq \varepsilon. \tag{435}
\]

In particular, \( K \subset W_{f_1} \) because \( |f - f_1| \leq \delta \). Since \( \mathcal{H}^d(E \cap W_f \setminus K) \leq \varepsilon \), this implies

\[
\mathcal{H}^d(E \cap W_f \setminus W_{f_1}) \leq \varepsilon. \tag{436}
\]

We are going to apply Lemma 3.4. There exists a global sliding deformation \( g \) in \( B \) (whose Lipschitz constant does not depend on \( \varepsilon \)) and an open set \( V \subset W_{f_1} \) such that \( W_g \subset W_{f_1} \), \( |g - f_1| \leq \delta \), and

\[
\mathcal{H}^d(E \cap W_{f_1} \setminus V) \leq \varepsilon \tag{437a}
\]

\[
\mathcal{I}(g(V)) \leq \mathcal{I}(f_1(E \cap W_{f_1})) + \varepsilon. \tag{437b}
\]

Let us draw a few consequences. It is straightforward that \( E \cap \overline{W_g} \subset W_f \). Moreover, \( K \subset W_g \) because \( |g - f| \leq \frac{3\delta}{4} \) \( \leq |f - \text{id}| \) on \( K \). The conditions (436), (437a) imply

\[
\mu(W_f \setminus V) \leq \mu(W_f \setminus W_{f_1}) + \mu(W_{f_1} \setminus V) \leq C\varepsilon. \tag{438}
\]

and the conditions (435), (437b) imply

\[
\mathcal{I}(g(V)) \leq \mathcal{I}(f_1(E \cap W_{f_1})) + \varepsilon \leq \mathcal{I}(f_1(W_f)) + \varepsilon \leq \mathcal{I}(f(W_f)) + 2\varepsilon. \tag{440}
\]

Now, we apply the quasiminimality of \( E_i \) with respect to \( g \) in \( B \),

\[
\mathcal{I}(E_i \cap W_g) \leq \kappa \mathcal{I}(g(E_i \cap W_g)) + h \mathcal{I}(E_i \cap hB) + \varepsilon_i. \tag{443}
\]

By construction,

\[
\mathcal{I}(g(E_i \cap W_g)) \leq \mathcal{I}(g(V)) + \mathcal{I}(g(E_i \cap W_g \setminus V)) \leq \mathcal{I}(f(W_f)) + C\|g\|_L \mathcal{I}(E_i \cap W_g \setminus V) + 2\varepsilon, \tag{444}
\]

where \( \|g\|_L \) is the Lipschitz constant of \( g \). Passing to the limit in \( i \), we have

\[
\limsup_i \mathcal{I}(g(E_i \cap W_g)) \leq \mathcal{I}(f(W_f)) + C\|g\|_L \mu(W_g \setminus V) + 2\varepsilon \tag{446}
\]

\[
\leq \mathcal{I}(f(W_f)) + C\|g\|_L \mu(W_f \setminus V) + 2\varepsilon \tag{447}
\]
\[
I(f(W_f)) + C\|g\|_L\varepsilon + 2\varepsilon. \tag{448}
\]

On the other hand, we have

\[
\liminf_i \mu(E_i \cap W_g) \geq \mu(W_g) \geq \mu(K). \tag{449}
\]

We conclude that

\[
\mu(W_f) \leq \mu(K) + \varepsilon \leq \kappa I(f(W_f)) + h\mu(h\overline{B}) + C\|g\|_L + 1. \tag{451}
\]

The Lipschitz constant of $g$ does not depend on $\varepsilon$ so we can make $\varepsilon \to 0$ to obtain

\[
\mu(W_f) \leq \kappa I(f(W_f)) + h\mu(h\overline{B}). \tag{452}
\]

To replace $\overline{B}$ by $B$ in the lower-order term, we can apply the previous reasoning in a slightly smaller ball $B'$ where $f$ is still a sliding deformation.

**Step 4.** We show that $\mu \leq (\kappa + h)\mathcal{I} \mathcal{L} E$. Here it is convenient to assume that there exists a continuous function $i: X \times G(d, n) \to ]0, \infty[$ such that for all $\mathcal{H}^d$ measurable, $\mathcal{H}^d$ finite, $\mathcal{H}^d$ rectifiable set $F \subset X$,

\[
\mathcal{I}(F) = \int_E i(x, T_x F) \, d\mathcal{H}^d \tag{453}
\]

where $T_x F$ is the linear tangent plane of $F$ at $x$.

As $E$ is Borel and $\mathcal{H}^d$ locally finite, the measure $\mathcal{I} \mathcal{L} E$ is a Radon measure. Then according to the differentiation Lemma [24, Lemma 2.13], it suffices to prove that for $\mathcal{H}^d$-a.e. $x \in E$,

\[
\liminf_{r \to 0} \frac{\mu(B(x, r))}{\mathcal{I}(E \cap B(x, r))} \leq \kappa + h \tag{454}
\]

We know that for $\mathcal{H}^d$-a.e. $x \in E$, there exists an embedded submanifold $M \subset \mathbb{R}^n$ such that

\[
\lim_{r \to 0} r^{-d}\mathcal{H}^d(B(x, r) \cap (E \Delta M)) = 0. \tag{455}
\]

We fix such point $x \in E$ and to simplify the notation we assume $x = 0$. We denote the tangent plane of $M$ at 0 by $V_0$ and the value $i(0, V_0)$ by $i_0$. Let $0 < \varepsilon_0 < 1$. By continuity of $i$, there exists $0 < r_0 \leq 1$ such that for all $x \in B(0, r_0)$ and for all $W \in B(V, r_0),

\[
(1 + \varepsilon_0)^{-1}i_0 \leq i(x, W) \leq (1 + \varepsilon_0)i_0. \tag{456}
\]
Let $0 < r_1 \leq r_0$ be a radius such that for all $0 < r \leq r_1$,
\[ \mathcal{H}^d(B(0, r) \cap (E \Delta M)) \leq \varepsilon_0 r^d \] (457)
and for all $x \in M \cap B(0, r_1)$,
\[ d(T_x M, V) \leq \frac{1}{2} r_0. \] (458)

We have in particular for all $0 < r \leq r_1$,
\[ i_0(1 + \varepsilon_0)^{-1} \leq \frac{\mathcal{I}(M \cap B(0, r))}{\mathcal{H}^d(M \cap B(0, r))} \leq i_0(1 + \varepsilon_0) \] (459)

Let $0 < r \leq \min\{r_0, r_1\}$ be a small radius. For all compact set $K \subset B(0, r)$ and for all $0 < \varepsilon \leq \varepsilon_0$, we are going to build a global sliding deformation $f$ in $B(0, r)$ such that $K \setminus \{0\} \subset W_f$ and $\|Df - \text{id}\| \leq \varepsilon$. We explain why this solves step 4. According to step 3, we have
\[ \mu(K) \leq \kappa \mathcal{I}^d(f(E \cap W_f)) + h \mathcal{I}^d(E \cap B(0, hr)). \] (460)

Next, we estimate $\mathcal{I}^d(f(E \cap W_f))$. For all $x \in B(0, r)$, the differential $Df(x)$ is invertible because $\|Df(x) - \text{id}\| < 1$ and by Lemma C.3
\[ d(Df(x)(T_x M), T_x M) \leq \frac{\varepsilon}{1 - \varepsilon}. \] (461)

We assume $\varepsilon$ small enough so that $\frac{\varepsilon}{1 - \varepsilon} \leq \frac{r_0}{2}$ and then by (458), for all $x \in B(0, r)$,
\[ d(Df(x)(T_x M), V) \leq r_0. \] (462)

According to the definition of $r_0$, we have
\[ \mathcal{I}(f(M \cap B(0, r)) \leq i_0(1 + \varepsilon_0)\mathcal{H}^d(f(M \cap B(0, r))) \] (463)
and by fact that $f$ is $(1 + \varepsilon_0)$-Lipschitz and (459),
\[ \mathcal{I}(f(M \cap B(0, r)) \leq i_0(1 + \varepsilon_0)^{d+1}\mathcal{H}^d(M \cap B(0, r)) \leq (1 + \varepsilon_0)^{d+2}\mathcal{I}(M \cap B(0, r)). \] (464)

Plugging (457), we finally estimate
\[ \mathcal{I}(f(E \cap B(0, r)) \leq (1 + \varepsilon_0)^{d+2}\mathcal{I}(E \cap B(0, r)) + C \varepsilon_0 r^d. \] (465)

Now, (460) yields
\[ \mu(K) \leq \kappa (1 + \varepsilon_0)^{d+2}\mathcal{I}(E \cap B(0, r)) + h\mathcal{I}(E \cap B(0, hr)) + C \varepsilon_0 r^d. \] (466)
We make $K \to B(0, r)$, $r \to 0$ and $ε_0 \to 0$ to deduce

$$\limsup_{r \to 0} \frac{μ(B(0, r))}{I(E \cap B(0, r))} \leq κ + h.$$  \hfill (468)

We detail the construction of $f$. If $0 \in E \setminus Γ$, the construction is easier because we can work with a small radius $r > 0$ such that $B(0, r) \cap Γ = \emptyset$ and there is no need to check the sliding constraint. From now on, we assume $0 \in E \cap Γ$. The boundary $Γ$ is locally diffeomorphic to a cone so for $r > 0$ small enough, there exists an open set $O$ containing $0$, a $C^1$ diffeomorphism $ϕ: B(0, r) \to O$, and a closed cone $S \subset \mathbb{R}^n$ centered at $0$ such that $ϕ(0) = 0$ and $ϕ(Γ \cap B(0, r)) = S \cap O$.

Let $W$ be open set such that $K \subset W \subset B(0, r)$. We define $K' = ϕ(K)$ and $W' = ϕ(W)$. Note that there exists $r' \geq 1$ such that $W' \subset B(0, r')$. Let $χ \in C^1_0(W')$ be such that $0 ≤ χ ≤ 1$ and $χ = 1$ in $K'$. For a certain $δ > 0$ (it will be taken small enough later), we introduce

$$g = id + δχid.$$ \hfill (469)

It is clear that $g$ is $C^1$ on $\mathbb{R}^n$, $g(S) \subset S$ and $|g − id| ≤ δr'$. We assume $δ$ small so that for all $y \in W'$, $B(y, δr') \subset O$. As a consequence, $g(W') \subset O$ but we also have $g(O) \subset O$ since $g = id$ in $O \setminus W'$. The function $g$ is global sliding deformation along $S$ in $O$ associated to the homotopy

$$G_t = id + tδχid.$$ \hfill (470)

Finally, the function

$$f = ϕ^{-1} \circ g \circ ϕ$$ \hfill (471)

is a global sliding deformation along $Γ$ in $B(0, r)$. As $g \neq id$ in $K' \setminus \{0\}$, we have $K \setminus \{0\} \subset f$. Next, we estimate $∥Df − id∥$. We take the convention that when a point $x \in B(0, r)$ is given, the letter $y$ denotes $ϕ(x)$. For $x \in B(0, r)$, we have

$$Df(x) = Dϕ^{-1}(g(y)) \circ Dg(y) \circ Dϕ(x)$$ \hfill (472)

It is clear that if $x \notin W$, $Df(x) = id$ so we only focus about the points $x \in W$. Note that there exists $L ≥ 1$ such that for all $x \in W$, $∥Dϕ(x)∥ ≤ L$ and for all $y \in W'$, $∥Dϕ^{-1}(y)∥ ≤ L$. We see that for $y \in W'$,

$$∥Dg(y) − id∥ ≤ δ \left( |χ|_∞ + |∇χ|_∞ r' \right)$$ \hfill (473)

so we can assume $δ$ small so that for all $y \in W'$,

$$∥Dg(y) − id∥ ≤ ε.$$ \hfill (474)
In particular, for \( x \in W \),

\[
\| Df(x) - D\varphi^{-1}(g(y)) \circ D\varphi(x) \| \leq L^2 \varepsilon
\]  \tag{475}

The application \( y \mapsto D\varphi^{-1}(y) \) is uniformly continuous on \( W' \cup g(W') \) so we can assume \( \varepsilon \) small so that for all \( y, z \in W \cup g(W) \), the condition \( |y - z| \leq \delta r' \) implies

\[
\| D\varphi^{-1}(z) - D\varphi^{-1}(y) \| \leq \varepsilon
\]  \tag{476}

In particular, for all \( x \in W \), \( \| D\varphi^{-1}(g(y)) - D\varphi^{-1}(y) \| \leq \varepsilon \) so

\[
\| D\varphi^{-1}(g(y)) \circ D\varphi(x) - \id \| \leq L \varepsilon.
\]  \tag{477}

We conclude that for all \( x \in W \), \( \| Df(x) - \id \| \leq 2L^2 \varepsilon \). We might want to replace \( \varepsilon \) by a smaller constant in the previous reasoning so that \( \| Df - \id \| \leq \varepsilon \). This concludes the proof of step 4.

We want to give another proof of this step under different assumptions. We forget about the fact that \( \mathcal{I} \) is induced by a continuous integrand but we assume that there exists \( \kappa_1 \geq 1 \) such that the following condition holds true: for ball open ball \( B \) of scale \( \leq s \) in \( X \), there exists a sequence \((\varepsilon_i) \rightarrow 0\) such that for all global sliding deformations \( f \) in \( B \),

\[
\mathcal{I}(E_i \cap B) \leq \kappa_1 \mathcal{I}(f(E_i \cap B)) + \varepsilon_i.
\]  \tag{478}

Then we can proceed as in step 3 to show that \( \mu(B) \leq \kappa_1 \mathcal{I}(B) \). Here are the details. We consider \( f = \id \). Let \( \varepsilon > 0 \). According to Lemma 3.4, there exists a global sliding deformation \( g \) in \( B \) (whose Lipschitz constant does not depend on \( \varepsilon \)) and an open set \( V \subset B \) such that

\[
\mathcal{H}^d(E \cap B \setminus V) \leq \varepsilon
\]  \tag{479a}

\[
\mathcal{I}(g(V)) \leq \mathcal{I}(E \cap B) + \varepsilon.
\]  \tag{479b}

Now, we apply (478) with respect to \( g \) in \( B \),

\[
\mathcal{I}(E_i \cap B) \leq \kappa_1 \mathcal{I}(g(E_i \cap B)) + \varepsilon_i.
\]  \tag{480}

By construction,

\[
\mathcal{I}(g(E_i \cap B)) \leq \mathcal{I}(g(V)) + \mathcal{I}(g(E_i \cap B \setminus V)) \leq \mathcal{I}(E \cap B) + C \| g \|_L \mathcal{I}(E_i \cap B \setminus V) + \varepsilon,
\]  \tag{481}

where \( \| g \|_L \) is the Lipschitz constant of \( g \). Passing to the limit in \( i \), we have

\[
\limsup_i \mathcal{I}(g(E_i \cap B)) \leq \mathcal{I}(E \cap B) + C \| g \|_L \mu(\overline{B} \setminus V) + \varepsilon
\]  \tag{483}
\[
\leq \mathcal{I}(E \cap B) + C\|g\|_L \mu(\partial B) + C\|g\|_L \varepsilon + \varepsilon. \quad (484)
\]

On the other hand, we have
\[
\liminf_i \mu(E_i \cap B) \geq \mu(B). \quad (485)
\]

We conclude that
\[
\mu(B) \leq \kappa_1 \mathcal{I}(E \cap B) + C \kappa_1 (\|g\|_\mu(\partial B) + \|g\|_\varepsilon + \varepsilon). \quad (486)
\]
The Lipschitz constant of \(g\) does not depend on \(\varepsilon\) so we can make \(\varepsilon \to 0\) to obtain
\[
\mu(B) \leq \kappa_1 \mathcal{I}(E \cap B) + C \kappa_1 \|g\|_\mu(\partial B). \quad (487)
\]
To get rid of \(\mu(\partial B)\), we can apply the previous reasoning in slightly smaller balls \(B'\) where \(f\) is still a sliding deformation and such that \(\mu(\partial B') = 0\).

**Step 5.** We show that \(\mathcal{I} \setminus E \leq \mu\). According to the differentiation Lemma [24, Lemma 2.13], it suffices to prove that for \(\mathcal{H}^d\)-ae. \(x \in E\),
\[
\limsup_r \frac{\mu(B(x,r))}{\mathcal{I}(E \cap B(x,r))} \geq 1. \quad (488)
\]
We are going to work with points \(x \in E\) satisfying nice properties. The set \(E\) is \(\mathcal{H}^d\) rectifiable so for \(\mathcal{H}\)-ae. \(x \in E\), there exists a (unique) \(d\)-plane \(V_x\) passing through \(x\) and a constant \(\theta > 0\) such that
\[
r^{-d} \mu_{x,r} \rightarrow \theta \mathcal{H}^d \setminus V_x, \quad (489)
\]
where \(\mu_{x,r} : A \mapsto \mu(x + r(A - x))\) and the arrow \(\rightarrow\) denotes the weak convergence of Radon measures as \(r \to 0\) (see [9, Theorem 4.8]). By the properties of admissible energies, for \(\mathcal{H}^d\)-ae. \(x \in E\),
\[
\lim_r \frac{\mathcal{I}(E \cap B(x,r))}{\mathcal{I}(V_x \cap B(x,r))} = 1. \quad (490)
\]
Moreover, for \(\mu\)-ae. \(x \in \Gamma\),
\[
\lim_{r \to 0} r^{-d} \mu(B(x,r) \setminus \Gamma) = 0. \quad (491)
\]
This can be justified by applying [24, Theorem 6.2(2)] to the set \(E \setminus \Gamma\). For \(x \in \Gamma\) satisfying (489) and (491), one can show (this was done in Lemma 3.4) that for all \(0 < \varepsilon \leq 1\), there exists \(r > 0\) such that
\[
V_x \cap B(x,r) \subset \{y \in X | d(y, \Gamma) \leq \varepsilon |y - x|\}. \quad (492)
\]
Now, we fix \( x \) which satisfies (489), (490) and such that either \( x \notin \Gamma \), either \( x \in \Gamma \) and (491). We aim to prove (488) at \( x \). According to (490), the statement (488) is equivalent to

\[
\limsup_r \frac{\mu(B(x, r))}{\mathcal{I}(V_x \cap B(x, r))} \geq 1. \tag{493}
\]

According to the definition of admissible energies, there exists \( r_0 > 0 \) and \( \varepsilon_0 : [0, r_0] \to \mathbb{R}^+ \) such that \( \lim_{r \to 0} \varepsilon(r) = 0 \) and

\[
\mathcal{I}(V_x \cap B(x, r)) \leq \mathcal{I}(S \cap B(x, r)) + \varepsilon(r)r^d \tag{494}
\]

when \( 0 < r \leq r_0 \) and \( S \subset \overline{B}(x, r) \) is a compact \( \mathcal{H}^d \) finite set which cannot be mapped into \( V \cap \partial B(x, r) \) by a Lipschitz mapping \( \psi : \overline{B}(x, r) \to \overline{B}(x, r) \) with \( \psi = \text{id} \) on \( V \cap \partial B(x, r) \). We plan to take advantage of this principle and to show that there exists \( r_1 > 0 \) such that for \( 0 < r \leq r_1 \) and for \( i \) big enough (depending on \( r \)),

\[
\mathcal{I}(V_x \cap B(x, r)) \leq \mathcal{I}(E_i \cap B(x, r)) + \varepsilon(r)r^d. \tag{495}
\]

This would imply (493). We could assume that \( E_i \cap \overline{B}(x, r) \) is mapped into \( V \cap \partial B(x, r) \) by a Lipschitz mapping \( \psi : \overline{B}(x, r) \to \overline{B}(x, r) \) with \( \psi = \text{id} \) on \( V \cap \partial B(x, r) \), turn this map into a sliding deformation and get a contradiction. However, we would have to make a transition between this map and \( \text{id} \) away from \( B(x, r) \). As we do not know the Lipschitz constant of \( \psi \), we cannot measure the image of \( E_i \) in the transition area. Therefore, we have to clean the set \( E_i \) first in the transition area.

To simplify the notations, we assume that \( x = 0 \), we denote \( V_x \) by \( V \) and assume that

\[
V = \{ x \in \mathbb{R}^n | x_i = 0 \text{ for } i = d + 1, \ldots, n \}. \tag{496}
\]

In particular, we identify \( V \) to \( \mathbb{R}^d \). For \( r > 0 \), let \( B_r = B(0, r) \) and \( V_r = V \times (B_r \cap V^\perp) \). For \( t > 0 \), the symbol \( tB_r \) denotes \( B_{tr} \) and \( tV_r \) denotes \( V_{tr} \). We fix \( 0 < a \leq \frac{1}{3} \) (close to 0). We define layers surrounding the disk \( B_r \cap V \),

\[
R_r^0 = B_r \cap aV_r \tag{497}
\]
\[
R_r^1 = (1 + a)B_r \cap 2aV_r \tag{498}
\]
\[
R_r^2 = (1 + 2a)B_r \cap 3aV_r \tag{499}
\]
\[
R_r^3 = (1 + 3a)B_r \cap 4aV_r. \tag{500}
\]

and we define an area of \( 2B_r \) away from \( V \),

\[
S_r = 2B_r \setminus \frac{a}{2}V_r. \tag{501}
\]
We are going to the clean set $E_i$ in two steps. First, to we want to get $\mathcal{H}^d(E_i \cap S_r) = 0$ and then, that

$$E_i \cap R_3^3 \subset B_r \cup V \cup \mathbb{R}^d \setminus (1 + a)B_r. \quad (502)$$

We clean $E_i$ in $S_r$ by projecting it to $(d - 1)$-skeleton with a Federer–Fleming projection. We introduce an open neighborhood of $S_r$,

$$T_r = 3B_r \setminus \frac{a}{3}V_r. \quad (503)$$

The set $E_i$ has a very small $\mathcal{H}^d$ measure in $T_r$ when $i$ goes to $\infty$. More precisely, by the weak convergence $I \downarrow E_i \rightarrow \mu$ in $X$, we have

$$\limsup_i \mathcal{H}^d(E_i \cap T_r) \leq C\mu(T_r) \quad (504)$$

and by the weak convergence $r^{-d}\mu_{0,r} \rightarrow \theta\mathcal{H}^d \setminus V$,

$$\lim_r r^{-d}\mu(T_r) = \theta\mathcal{H}^d \setminus V(3B_1 \setminus \frac{a}{3}V_1) \quad (505)$$

$$= 0. \quad (506)$$

Now we fix $\varepsilon > 0$ (to be chosen later). For $r > 0$ small enough and for $i$ big enough (depending on $r$),

$$\mathcal{H}^d(E_i \cap T_r) < \varepsilon r^d. \quad (507)$$

If $\varepsilon$ is small enough, we will build a global sliding deformation $\phi$ in $T_r$ such that

$$\mathcal{H}^d(\phi(E_i \cap T_r)) \leq C\mathcal{H}^d\left(E \cap T_r\right) \quad (508a)$$

$$\mathcal{H}^d(\phi(E_i \cap T_r) \cap S_r) = 0. \quad (508b)$$

The map $\phi$ will be a Federer–Fleming projection of the set $E_i \cap S_r$. However, our statement of Federer–Fleming projections can only preserve rigid boundaries. This is the reason why we need to work with the rigid version of our boundary. According to Definition 1.8(iii*), there exists $\rho > 0$, an open set $O \subset \mathbb{R}^n$, a $C$-bilipschitz bijective map $\varphi: B_\rho \rightarrow O$, an integer $k \in \mathbb{N}$ and a subset $S \subset \mathcal{E}_n(k)$ such that $O \subset B(0, 2^{-k-1})$ and $\varphi(\Gamma \cap B_\rho) = |S| \cap O$.

The radius $\rho$ does not depend on $r$ and $i$ and it will be fixed during the rest of the proof. We assume $r \leq \frac{1}{3}\rho$ so that $T_r \subset B_\rho$ and we introduce

$$\tilde{E}_i = \varphi(E_i \cap B_\rho), \quad (509a)$$

$$\tilde{S}_r = \varphi(S_r), \quad (509b)$$

$$\tilde{T}_r = \varphi(T_r). \quad (509c)$$
Since $T(B_\rho) \subset B(0, 2^{-k-1})$, we have $r \leq \rho \leq C2^{-k}$. Thus, there exists $p \geq k$ be such that $2^{-p} \leq Cr$. In addition, we consider $q \in \mathbb{N}$ (to be chosen later). We consider the complex of $\mathbb{R}^n$ composed of all the cells of the form

$$B = \prod_{i=1}^{n} [p_i, p_i + (2^{-p-q})\alpha_i]$$

(510)

where $p \in (2^{-p-q})\mathbb{Z}^n$ and $\alpha \in \{0, 1\}^n$. This describes a uniform grid of sidelength $2^{-p-q}$ as in Example 2.7 of Sect. 2. Then, we consider the subcomplex $K$ composed of such cells $B$ such that

$$B \cap \tilde{S}_r \neq \emptyset.$$  

(511)

We are going to justify that if $q$ is big enough (depending on $n, \kappa, \Gamma, a$ but not $r, i$)

$$\tilde{S}_r \subset U(K) \subset |K| \subset \tilde{T}_r.$$  

(512)

where $U(K) = \bigcup \{\text{int}(B) | B \in K\}$. For $x \in \tilde{S}_r$, there exists a cell $B$ in the uniform grid such that $x \in \text{int}(B)$. Then by definition of $K$, we have $B \in K$. This proves that $\tilde{S}_r \subset U(K)$. For $B \in K$, we have $B \cap \tilde{S}_r \neq \emptyset$ so $\varphi^{-1}(B) \cap S_r \neq \emptyset$. As $T_r$ contains a $(C^{-1}ar)$-neighborhood of $S_r$ and $\text{diam}(B) \leq C2^{-p-q} \leq C2^{-q}r$, we deduce that $\varphi^{-1}(B) \subset T_r$ if $q$ is big enough (depending on $n, C, a$ but not $r, i$). The inclusions (512) gives in particular $|K| \subset O$. As $O \subset B(0, \frac{1}{2})$ and $p + q \geq k$, we deduce that $K \preceq E_n(k)$ where

$$E_n(k) = \left\{ \prod_{i=1}^{n} [0, 2^{-k}\alpha_i] \middle| \alpha \in \{-1, 0, 1\}^n \right\}.  $$

(513)

This property ensures that a Federer–Fleming projection in $K$ preserves the cells of $E_n(k)$.

Let $\tilde{\phi}$ be a Federer–Fleming projection of $\tilde{E}_i \cap U(K)$ in $K$. Thus, $\tilde{\phi} : |K| \to |K|$ is a Lipschitz map such that

1. for all $B \in K$, $\tilde{\phi}(B) \subset B$;
2. $\tilde{\phi} = \text{id}$ in $|K| \setminus U(K)$;
3. for all $B \in K$,

$$\mathcal{H}^d(\tilde{\phi}(\hat{E}_i \cap B)) \leq C \mathcal{H}^d(\hat{E}_i \cap B).$$  

(514)

Using the fact that the cells $B \in K$ have bounded overlap, that $|K| \subset \tilde{T}_r$ and that $\varphi$ is $C$-bilipschitz, the property (514) implies

$$\mathcal{H}^d(\tilde{\phi}(\hat{E}_i \cap U(K))) \leq C \mathcal{H}^d(\hat{E}_i \cap U(K)) \leq C \mathcal{H}^d(\hat{E}_i \cap \tilde{T}_r) \leq C \mathcal{H}^d(E_i \cap T_r).$$  

(515)\(\leq \frac{1}{2}) (516)\leq (517)
We recall that we have chosen $r$ small enough and $i$ big enough (depending on $r$) such that $\mathcal{H}^d(E_i \cap T_r) \leq C \varepsilon r^d$. The cells of $K$ have a sidelength of $2^{-p-q} \leq C2^{-q}r$ so if $\varepsilon > 0$ is chosen small enough (depending on $n, C, a$, but not $r, i$), we can make additional projections in the $d$-dimensional cells $B \in K$ to get

$$\mathcal{H}^d(\tilde{\phi}(E_i \cap U(K)) \cap U(K)) = 0. \quad (518)$$

Note that inequality (517) still holds: the points of $\tilde{\phi}(E_i \cap U(K))$ belonging to $U(K)$ have been sent to an $\mathcal{H}^d$ negligible set, whereas the points belonging to $\partial|K|$ have been left untouched.

Now, we define

$$\phi = \varphi^{-1} \circ \tilde{\phi} \circ \varphi \quad (519)$$

on $\varphi^{-1}(|K|)$. Let us recall that $\varphi^{-1}(|K|) \subset \mathbb{R}^n$ by (512). We extend $\phi$ over $\mathbb{R}^n$ by $\phi = \text{id}$ in $\mathbb{R}^n \setminus \varphi^{-1}(|K|)$. Let us check that this extension is still Lipschitz. First, observe that $\varphi^{-1}(|K|)$ is compact since $\varphi$ is an homeomorphism between $B_\rho$ and $O$. Moreover, $\varphi^{-1}(U(K))$ is an open set of $\mathbb{R}^n$. We deduce that for $x \in \varphi^{-1}(|K|)$ and $y \in \mathbb{R}^n \setminus \varphi^{-1}(|K|)$, there exists $z \in \varphi^{-1}(\partial|K|)$ such that $z \in [x, y]$. Then,

$$|\phi(x) - \phi(y)| \leq |\phi(x) - \phi(z)| + |\phi(z) - \phi(y)| \quad (520)$$

$$\leq |x - z| + L|z - y|, \quad (521)$$

where $L$ is the Lipschitz constant of $\phi$ over $\varphi^{-1}(|K|)$. As $z \in [x, y],$

$$|x - z|, |z - y| \leq |x - y| \quad (522)$$

and our claim follows. As $\tilde{S}_r \subset U(K)$ (this is (512)), it is clear by (518) that

$$\mathcal{H}^d(\phi(E_i) \cap S_r) = 0 \quad (523)$$

and we estimate

$$\mathcal{H}^d(\phi(E_i \cap T_r)) \leq \mathcal{H}^d(\phi(E_i \cap \varphi^{-1}(U(K)))) + \mathcal{H}^d(\phi(E_i \cap T_r \setminus \varphi^{-1}(U(K)))) \quad (524)$$

$$\leq C\mathcal{H}^d(\tilde{\phi}(E_i) \cap U(K)) + \mathcal{H}^d(E_i \cap T_r) \quad (525)$$

$$\leq C\mathcal{H}^d(E_i \cap T_r). \quad (526)$$

As $K \leq E_n(k)$, $\tilde{\phi}$ preserves each cell of $E_n(k)$ and, by convexity, the homotopy $t \mapsto t\phi + (1-t)\text{id}$ also preserves the cells of $E_n(k)$. Remember that there exists $S \subset E_n(k)$ such that $\varphi(\Gamma \cap B_\rho) = |S| \cap O$. Moreover, $|K| \subset O$ so

$$\varphi(\Gamma \cap \varphi^{-1}(|K|)) = |S| \cap |K|. \quad (527)$$
We deduce that the previous homotopy preserves $\varphi(\Gamma \cap \varphi^{-1}(|K|))$. We conclude that $\phi$ is a global sliding deformation along $\Gamma$ in $T_r$. Moreover, we have shown that

$$\mathcal{H}^d(\phi(E_i) \cap S_r) = 0, \quad (528)$$

$$\mathcal{H}^d(\phi(E_i \cap T_r)) \leq C \mathcal{H}^d(E_i \cap T_r). \quad (529)$$

Now, we proceed to the second step of the cleaning process. We introduce the partially defined function

$$\pi(x) = \begin{cases} x' & \text{in } ((1 + \frac{3a}{2})B_r \setminus (1 - \frac{a}{2})B_r) \cap \frac{a}{2}V_r \\ \text{id} & \text{in } ((1 - a)B_r) \cup (\mathbb{R}^n \setminus R^2_r) \end{cases}, \quad (530)$$

where $x'$ is the orthogonal projection of $x$ onto $V$. By definition of $V_r$, we have $|\pi - \text{id}| \leq \frac{a}{2}r$. Moreover, $\pi$ is $C$-Lipschitz because its two partial domains are at distance $\geq C^{-1}ar$. We also see that $\pi$ preserves $R^2_r$ on its (partial) domain. We can extend $\pi$ as a $C$-Lipschitz function $\pi : \mathbb{R}^n \to \mathbb{R}^n$ such that $|\pi - \text{id}| \leq \frac{a}{2}r$ and $\pi(R^2_r) \subset R^2_r$.

Let us take some time to describe the image of a point $x \in \frac{a}{2}V_r$. If $x \in (1 - \frac{a}{2})B_r$, then $\pi(x) \in B_r \cap aV_r$ because $|\pi - \text{id}| \leq \frac{a}{2}r$. If $x \in (1 + \frac{3a}{2})B_r \setminus (1 - \frac{a}{2})B_r$, then $\pi(x) \in V$. If $x \notin (1 + \frac{3a}{2})B_r$, then $\pi(x) \notin (1 + a)B_r$ because $|\pi - \text{id}| \leq \frac{a}{2}r$. In conclusion,

$$\pi(\frac{a}{2}V_r) \subset R^0_r \cup V \cup (\mathbb{R}^n \setminus (1 + a)B_r). \quad (531)$$

In the next part of the proof, we work with the clean set $E'_i = \pi(\phi(E_i))$. We want to justify beforehand that the measure $\mathcal{I}(E'_i \cap B_r)$ is close to $\mathcal{I}(E_i \cap B_r)$. As $\phi = \text{id}$ outside $T_r$, we have

$$\mathcal{I}(E'_i \cap B_r) \leq \mathcal{I}(\pi(\phi(E_i \setminus T_r))) \cap B_r + \mathcal{I}(\pi(\phi(E_i \cap T_r))) \quad (532)$$

$$\leq \mathcal{I}(\pi(E_i \cap B_r)) + C \mathcal{H}^d(E_i \cap T_r). \quad (533)$$

We use the fact that $\pi^{-1}(B_r) \subset (1 + \frac{a}{2})B_r$ (because $|\pi - \text{id}| \leq \frac{a}{2}r$), that $\pi$ is $C$-Lipschitz and that $\pi = \text{id}$ in $(1 - a)B_r$ to see that

$$\mathcal{I}(\pi(E_i) \cap B_r) \leq C \mathcal{H}^d(E_i \cap (1 + \frac{a}{2})B_r \setminus (1 - a)B_r) + \mathcal{I}(E_i \cap B_r). \quad (534)$$

In sum,

$$\mathcal{I}(E'_i \cap B_r) \leq \mathcal{I}(E_i \cap B_r) + C \mathcal{H}^d(E_i \cap (1 + \frac{a}{2})B_r \setminus (1 - a)B_r) \quad (535)$$

$$+ C \mathcal{H}^d(E_i \cap T_r).$$

Here, the terms $\mathcal{H}^d(E_i \cap (1 + \frac{a}{2})B_r \setminus (1 - a)B_r)$ and $\mathcal{H}^d(E_i \cap T_r)$ will disappear when $i \to \infty$, $r \to 0$, and $a \to 0$. 

 Springer
Now, the goal of the proof is to show that there exists $a_1 > 0$, $r_1 > 0$ such that for all $0 < a \leq a_0$, for all $0 < r \leq r_1$ there exists $i_1 \in \mathbb{N}$ such that for $i \geq i_1$,

$$\mathcal{I}(V \cap B_r) \leq \mathcal{I}(E'_i \cap B_r) + \varepsilon(r)r^d.$$  \hspace{1cm} (536)

Let us explain why this suffices to finish the proof. Passing $i$ to the limit in (535) yields for $0 < a \leq a_0$ and for $0 \leq r \leq r_1$,

$$\mathcal{I}(V \cap B_r) \leq \mu(\overline{B_r}) + C\mu((1 + \frac{1}{2} \overline{B_r} \setminus (1 - a)B_r)) + C\mu(\overline{\mathcal{T}_r}) + \varepsilon(r)r^d. \hspace{1cm} (537)$$

Taking $a \to 0$, it then implies that

$$\mathcal{I}(V \cap B_r) \leq \mu(\overline{B_r}) + C\mu(\partial B_r) + C\mu(\overline{\mathcal{T}_r}) + \varepsilon(r)r^d \hspace{1cm} (538)$$

for $0 < r \leq r_1$. As $\mu(\partial B_r) = 0$ for arbitrary small $r$ and $\lim_{r \to 0} r^{-d}\mu(\overline{\mathcal{T}_r}) = 0$, it follows that

$$\limsup_r \frac{\mu(B_r)}{\mathcal{I}(V \cap B_r)} \geq 1 \hspace{1cm} (539)$$

as wanted.

We proceed by contradiction and assume that for arbitrary small $a$ and $r$ and for $i$ big enough (depending on $a$, $r$), $E'_i \cap B_r$ is mapped into $V \cap \partial B_r$ by a Lipschitz mapping $\psi_0 : \overline{B_r} \to \overline{B_r}$ with $\psi_0 = \text{id}$ on $V \cap \partial B_r$. We consider

$$\psi = \begin{cases} 
\psi_0 & \text{in } E'_i \cap R^0_r \\
\text{id} & \text{in } (V \setminus B_r) \cup (\mathbb{R}^n \setminus R^i_r)
\end{cases} \hspace{1cm} (540)$$

Let us check that this map is still Lipschitz (even with a bad a Lipschitz constant). For $x \in E'_i \cap R^0_r$ and $y \in V \setminus B_r$, let $z \in V \cap \partial B_r$ be the orthogonal projection of $y$ onto $B_r$. Then, $|y - z| \leq |y - x|$ and by the triangular inequality, $|x - z| \leq |y - x| + |y - z| \leq 2|y - x|$. Denoting $L$ the Lipschitz constant of $\psi_0$ on $\overline{B_r}$, we have

$$|\psi(x) - \psi(y)| \leq |\psi(x) - \psi(z)| + |\psi(z) - \psi(y)| \leq L|\psi(x) - \psi(z)| + |z - y| \leq L|x - z| + |z - y| \leq (1 + 2L)|z - y|. \hspace{1cm} (543)$$

As $\psi_0(E'_i \cap R^0_r) \subset V \cap \partial B_r$, we also see that $\psi$ preserves $R^2_\ast$ where it is defined. We can extend $\psi$ as a Lipschitz map $\mathbb{R}^n \to \mathbb{R}^n$ such that $\psi(R^2_\ast) \subset R^2_\ast$.

We introduce $f = \psi \circ \pi$. By construction, $f = \text{id}$ in $\mathbb{R}^n \setminus R^2_\ast$ and $f(R^2_\ast) \subset R^2_\ast$. We are going to postcompose $f$ with a retraction onto the boundary to obtain a sliding deformation. If $0 \notin \Gamma$, then for $r > 0$ small enough, $B_r$ is disjoint from $\Gamma$ and there is nothing to do. We assume that $0 \in \Gamma$ and we define our retraction. There exists an open set $O \subset X$ containing $\Gamma$ and a $C$-Lipschitz map $\pi : O \to \Gamma$ such that $\pi = \text{id}$
on $\Gamma$. We are going to see that if $r$ is small enough, then $|p - \text{id}| \leq \text{Car}$ in $R_r^2$. By (492), we can assume that $r > 0$ is small enough so that

$$2B_r \cap V \subset \{y \in X|d(y, \Gamma) \leq ar\}.$$  \hfill (545)

Let $y \in R_r^2$ and let $y'$ be the orthogonal projection of $y$ onto $V$. Thus, $y' \in 2B_r \cap V$ and $|y - y'| \leq ar$. By (545), $d(y', \Gamma) \leq ar$ so $d(y, \Gamma) \leq 2ar$ and there exists $z \in \Gamma$ such that $|y - z| \leq 3ar$. Then,

$$|(p - \text{id})(y)| = |(p - \text{id})(y) - (p - \text{id})(z)| \leq C|y - z| \leq Car.$$  \hfill (546, 547, 548)

We restrict $p$ to $\Gamma \cup R_r^2$, next extend this restriction as a $C$-Lipschitz map $p : \mathbb{R}^n \to \mathbb{R}^n$ such that $|p - \text{id}| \leq Car$. We still have $p(R_r^3) \subset \Gamma$ and $p = \text{id}$ on $\Gamma$. We extend $p$ by $p = \text{id}$ in $\mathbb{R}^n \setminus R_r^3$. This extension is still $C$-Lipschitz because $|p - \text{id}| \leq Car$ and

$$d(R_r^2, \mathbb{R}^n \setminus R_r^3) \geq C^{-1}ar.$$  \hfill (549)

As $|p - \text{id}| \leq Car$, we can assume $a$ small enough so that $p(R_r^3) \subset 3B_r$.

Now, we consider $g = p \circ f$. We have $g = \text{id}$ in $\mathbb{R}^n \setminus R_r^3$ and $g(R_r^3) \subset 3B_r$. We have also $g(\Gamma) \subset \Gamma$ because $f(R_r^2) \subset R_r^2$, $p(R_r^2) \subset \Gamma$ and $f = \text{id}$ outside $R_r^2$. Finally, we justify that the map $g$ is a global sliding deformation in $3B_r$. We introduce

$$G = \begin{cases} 
\text{id} & \text{in } ([0] \times \mathbb{R}^n) \cup (I \times (\mathbb{R}^n \setminus R_r^3)) \\
p \circ ((1 - t)\text{id} + tf) & \text{in } I \times \Gamma \\
g = p \circ f & \text{in } \{1\} \times \mathbb{R}^n.
\end{cases}$$  \hfill (550)

Using the fact that $R_r^2$ is convex, we see as previously that $G_t(\Gamma) \subset \Gamma$. The map $G$ is continuous as a pasting of continuous maps in closed domains of $X$. According to the Tietze extension theorem, it can be extend as a continuous map $G : I \times \mathbb{R}^n \to \mathbb{R}^n$ such that $G_t(B_r) \subset 3B_r$. Thus, $g$ is a sliding deformation in $3B_r$.

In summary, $g$ and $\phi$ are sliding deformations in $3B_r$ and $g = \phi = \text{id}$ outside $R_r^3 \cup T_r$. By definition of $R_r^3$ and $T_r$, $B_r \subset R_r^3 \cup T_r$. We apply the quasiminimality of $E_i$ with respect to $g \circ \phi$ in $3B_r$. We assume $h$ small enough (depending only on $n$) such that

$$h\mathcal{H}^d(E_i \cap h3B_r) \leq \frac{1}{2}\mathcal{H}^d(E_i \cap B_r).$$  \hfill (551)

As $g\phi = \text{id}$ outside $R_r^3 \cup T_r$, the quasiminimality in $3B_r$ gives

$$\mathcal{I}(E_i \cap B_r) \leq C\mathcal{I}(g\phi[E_i \cap (R_r^3 \cup T_r)]) + \varepsilon_i.$$  \hfill (552)
Since $g = p \circ f$ and $p$ is $C$-Lipschitz, we have

$$\mathcal{H}^d(g\phi[E_i \cap (R_r^3 \cup T_r)]) \leq C \mathcal{H}^d(f \phi[E_i \cap (R_r^3 \cup T_r)]).$$

(553)

By the fact that $f = \text{id}$ in $\mathbb{R}^n \setminus R_r^2$, that $\phi = \text{id}$ outside $T_r$ and by (529), we estimate first

$$\mathcal{H}^d(f \phi[E_i \cap (R_r^3 \cup T_r)])$$

$$\leq \mathcal{H}^d(f(\phi(E_i) \cap R_r^3)) + \mathcal{H}^d(f(\phi(E_i) \cap (R_r^3 \cup T_r) \setminus R_r^3))$$

$$\leq \mathcal{H}^d(f(\phi(E_i) \cap R_r^3)) + \mathcal{H}^d(\phi(E_i) \cap (R_r^3 \cup T_r) \setminus R_r^3)$$

(554)

$$\leq \mathcal{H}^d(f(\phi(E_i) \cap R_r^3)) + \mathcal{H}^d(\phi(E_i \cap T_r))$$

(555)

$$\leq \mathcal{H}^d(f(\phi(E_i) \cap R_r^3)) + C \mathcal{H}^d(E_i \cap T_r).$$

(556)

We decompose the set $\phi(E_i) \cap R_r^3$ in three parts by taking its intersection with $\pi^{-1}(R_r^0)$, $S_r$ and $R_r^3 \setminus (\pi^{-1}(R_r^0) \cup S_r)$. First, $f(\phi(E_i) \cap \pi^{-1}(R_r^0)) \subset V \cap \partial B_r$ so

$$\mathcal{H}^d(f(\phi(E_i) \cap B_r)) = 0.$$  

(557)

Next, by (528),

$$\mathcal{H}^d(f(\phi(E_i) \cap S_r)) = 0.$$  

(558)

Finally, remember that by definition of $R_r^3$ and $S_r$ and $R_r^3 \setminus S_r \subset \frac{\alpha}{2} V_r$ and

$$\pi(\frac{\alpha}{2} V_r) \subset R_r^0 \cup V \cup (\mathbb{R}^n \setminus (1 + a) B_r).$$

(559)

Thus,

$$\pi(R_r^3 \setminus (p^{-1}(R_r^0) \cup S_r)) \subset (V \setminus B_r) \cup (\mathbb{R}^n \setminus (1 + a) B_r).$$

(560)

As $\psi = \text{id}$ on $(V \setminus B_r) \cup (\mathbb{R}^n \setminus (1 + a) B_r)$, we deduce that $f$ is $C$-Lipschitz on $R_r^3 \setminus (p^{-1}(B_r) \cup S_r)$. Hence,

$$\mathcal{I}(f(\phi(E_i) \cap R_r^3 \setminus p^{-1}(B_r) \cup S_r)) \leq C \mathcal{H}^d(\phi(E_i) \cap R_r^3 \setminus p^{-1}(B_r))$$

$$\leq C \mathcal{H}^d(\phi(E_i \cap T_r))$$

$$+ C \mathcal{H}^d(E_i \cap R_r^3 \setminus p^{-1}(B_r))$$

(561)

$$\leq C \mathcal{H}^d(E_i \cap T_r)$$

$$+ C \mathcal{H}^d(E_i \cap R_r^3 \setminus p^{-1}(B_r)).$$

(562)

As $R_r^3 \subset (1 + 2a) B_r$ and $(1 - \frac{\alpha}{2}) B_r \subset p^{-1}(B_r)$, we have

$$R_r^3 \setminus p^{-1}(B_r) \subset (1 + 2a) B_r \setminus (1 - \frac{\alpha}{2}) B_r.$$

(564)
We conclude that
\[ I(E_i \cap B_r) \leq C\mathcal{H}^d(E_i \cap T_r) + C\mathcal{H}^d(E_i \cap (1 + 2a)B_r \setminus (1 - \frac{a}{2})B_r). \tag{565} \]

We pass to the limit \( i \to +\infty \) and obtain
\[ \mu(B_r) \leq C\mu(\overline{T}_r) + \mu((1 + 2a)B_r \setminus (1 - \frac{a}{2})B_r)). \tag{566} \]

This is true for arbitrary small \( r \) so we can multiply both sides by \( r^{-d} \) and we pass to the limit \( r \to 0 \). As \( \limsup r^{-d} \mu(\overline{T}_r) = 0 \), we have
\[ \mathcal{H}^d(B_1 \cap V) \leq Ca. \tag{567} \]

This is true for arbitrary small \( a \) so we can make \( a \to 0 \) and obtain
\[ \mathcal{H}^d(B_r \cap V) = 0. \tag{568} \]

Contradiction!

\[ \square \]

4 Application

4.1 Direct Method

We use Theorem 3.3 to derive a scheme of direct method. This is the same strategy as [12,13] but we can minimize the competitors on the boundary. Our working space is an open set \( X \) of \( \mathbb{R}^n \).

**Corollary 4.1** (Direct method) Fix a Whitney subset \( \Gamma \) of \( X \). Fix an admissible energy \( I \) in \( X \). Fix a class of closed subsets of \( X \) such that
\[ m = \inf \{ I(E) \mid E \in \mathcal{C} \} < \infty \tag{569} \]
and assume that for all \( E \in \mathcal{C} \), for all sliding deformations \( f \) of \( E \) in \( X \),
\[ m \leq I(f(E)). \tag{570} \]

Let \( (E_k) \) be a minimizing sequence for \( I \) in \( \mathcal{C} \). Up to a subsequence, there exists a coral\(^3\) minimal set \( E \) with respect to \( I \) in \( X \) such that
\[ I \restriction E_k \to I \restriction E. \tag{571} \]

where the arrow \( \to \) denotes the weak convergence of Radon measures in \( X \). In particular, \( I(E) \leq m \).

\(^3\) A set \( E \subset X \) is coral in \( X \) if \( E \) is the support of \( \mathcal{H}^d \restriction E \) in \( X \). Equivalently, \( E \) is closed in \( X \) and for all \( x \in E \) and for all \( r > 0 \), \( \mathcal{H}^d(E \cap B(x, r)) > 0 \).
Remark 4.1 The limit $E$ may not belong to $C$.

**Proof** Let $(E_k)$ be a minimizing sequence. The sequences $(\varepsilon_k)$ defined by $\varepsilon_k = E_k - m$ goes to 0. The sequence $(\mathcal{I} \setminus E_k)$ is a bounded sequence of Radon measure in $X$ so, up to a subsequence, there exists a Radon measure $\mu$ in $X$ such that

$$\mathcal{I} \setminus E_k \rightharpoonup \mu. \quad (572)$$

For all $k$, for all global sliding deformations $f$ in $X$,

$$\mathcal{I}(E_k) \leq m + \varepsilon_k \quad (573)$$

$$\leq \mathcal{I}(f(E_k)) + \varepsilon_k \quad (574)$$

whence for all open set $W \subset X$ such that $f = \text{id}$ in $X \setminus W$,

$$\mathcal{I}(E_k \cap W) \leq \mathcal{I}(f(E_k \cap W)) + \varepsilon_k. \quad (575)$$

According to Theorem 3.3 and Remark 3.1 we have $\mu = \mathcal{I} \setminus E$, where $E$ is the support of $\mu$. Moreover, for all sliding deformations $f$ in $X$,

$$\mathcal{I}(E \cap W_f) \leq \mathcal{I}(f(E \cap W_f)). \quad (576)$$

\[\square\]
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## A Continuous and Lipschitz Extensions

### A.1 Continuous Extensions

**Lemma A.1** (Tietze extension) Let $X$ be a metric space and $A$ be a closed subset of $X$. Any continuous function $f : A \to \mathbb{R}^n$ has a continuous extension $g : X \to \mathbb{R}^n$.

**Remark A.1** Note that we can postcompose $g$ with the orthogonal projection onto the closed convex hull of $f(A)$. Thus, we obtain another continuous extension whose image is included in the convex hull of $f(A)$. For example, if $|f| \leq M$, we can assume $|g| \leq M$ as well.

### A.2 Lipschitz Extensions

The McShane–Whitney formula is a simple technique to build Lipschitz extensions.

**Lemma A.2** (McShane–Whitney extension) Let $X$ be a metric space and $A \subset X$. Any Lipschitz function $f : A \to \mathbb{R}^n$ has a Lipschitz extension $g : X \to \mathbb{R}^n$. 

\[\square\]
Proof We cover the case $n = 1$ because it suffices to extend each coordinate functions independently. Let $L$ be the Lipschitz constant of $f$. Then the McShane–Whitney extension of $f$ is given by the formula

$$g(x) = \inf_{y \in A} \{ f(y) + L|y - x| \}. \quad (577)$$

One can check that $g$ is real-valued, coincides with $f$ in $A$ and is $L$-Lipschitz.

Remark A.2 If $\|f\|$ is the Lipschitz constant of $f$, the McShane–Whitney extension is $C\|f\|$-Lipschitz, where $C$ is a positive constant that depends only on $n$. In the case $X = \mathbb{R}^m$, the Kirzbraun theorem gives an extension $g$ with the same Lipschitz constant as $f$. As before, we can postcompose $g$ with the orthogonal projection onto the closed convex hull of $f(A)$. We obtain another Lipschitz extension whose image is included in the closed convex hull of $f(A)$. This operation does not increase the Lipschitz constant. For example, given $|f| \leq M$, we can assume $|g| \leq M$ as well without increasing the Lipschitz constant of $g$.

We also want to approximate continuous functions by Lipschitz functions.

Lemma A.3 Let $X$ be a metric space. Let $f : X \to \mathbb{R}^n$ be a bounded and uniformly continuous function. Then for all $\varepsilon > 0$, there exists a Lipschitz function $g : X \to \mathbb{R}^n$ such that $|g - f| < \varepsilon$.

Proof We cover the case $n = 1$ because it suffices to approximate each coordinate functions independently. Let us fix $\varepsilon > 0$; there exists $\delta > 0$ such that for all $x, y \in X$ with $|x - y| \leq \delta$, $|f(x) - f(y)| \leq \varepsilon$. We define $M = \sup |f|$ and

$$g(x) = \inf_{y \in X} \{ f(y) + 2M\delta^{-1}|x - y| \}. \quad (578)$$

One can check that $g$ is real-valued, $g \leq f$ and $g$ is $2M\delta^{-1}$-Lipschitz. Next, we check that $f \leq g + \varepsilon$. For $x, y \in X$, either $|x - y| \geq \delta$ and then

$$f(x) \leq f(y) + 2M \quad (579)$$

$$\leq f(y) + 2M\delta^{-1}|x - y| \quad (580)$$

or $|x - y| \leq \delta$ and then

$$f(x) \leq f(y) + \varepsilon \quad (581)$$

$$\leq f(y) + 2M\delta^{-1}|x - y| + \varepsilon. \quad (582)$$

In both cases, $f(x) \leq f(y) + 2M\delta^{-1}|x - y| + \varepsilon$ and since $y \in X$ is arbitrary, $f(x) \leq g(x) + \varepsilon$.\hfill \Box

Corollary A.4 Let $X$ be a metric space. Let $f : X \to \mathbb{R}^n$ be a bounded uniformly continuous function which is Lipschitz on some subset $A \subset X$. Then, for all $\varepsilon > 0$, there exists a Lipschitz function $g : X \to \mathbb{R}^n$ such that $|g - f| < \varepsilon$ in $X$ and $g = f$ in $A$.\hfill \Box

$\copyright$ Springer
Proof According to Lemma A.3, there exists a Lipschitz function $g : X \to \mathbb{R}^n$ such that $|g - f| \leq \frac{\varepsilon}{2}$. The function $u = f - g$ is Lipschitz on $A$ and satisfies $|u| \leq \frac{\varepsilon}{2}$, so Lemma A.2 says that it admits a Lipschitz extension $v : X \to \mathbb{R}^n$ with $|v| \leq \frac{\varepsilon}{2}$. We conclude that $g + v$ is a solution to our problem. \(\square\)

B Toolbox for Sliding Deformations

B.1 Local Retractions

We will often need to localize a retraction of the boundary in a given open set.

Lemma B.1 Let $\Gamma$ be a Lipschitz neighborhood retract in $X$. For all open sets $U \subset X$ and for all $\varepsilon > 0$, there exists a Lipschitz map $p : \mathbb{R}^n \to \mathbb{R}^n$ and an open subset $O \subset X$ such that $\Gamma \cap U \subset O \subset U$ and

\begin{align}
|p - \text{id}| &\leq \varepsilon \\
p(O) &\subset \Gamma \\
p &\equiv \text{id} \text{ in } \Gamma \cup (\mathbb{R}^n \setminus U).
\end{align}

Moreover, we can build $p$ such that its Lipschitz constant depends only on $n$ and $\Gamma$ (but not $U$ and $\varepsilon$).

Proof Let $r$ be a Lipschitz retraction from an open set $O_0$ containing $\Gamma$ onto $\Gamma$. Let $\varepsilon > 0$, we define the open set

\[ O = \{ x \in U \cap O_0 ||r(x) - x|| < \varepsilon \min\{d(x, U^c), 1\} \} . \]

In particular, $\Gamma \cap U \subset O \subset U$ and $r(O) \subset \Gamma$. Consider the partially defined map

\[ p = \begin{cases} r & \text{in } O \\ \text{id} & \text{in } X \setminus U. \end{cases} \]

Notice that $\Gamma \subset O \cup (X \setminus U)$ so $p = \text{id}$ on $\Gamma$. It is straightforward that $|p - \text{id}| \leq \varepsilon$ because $|r - \text{id}| \leq \varepsilon$ in $O$. Next, we estimate the Lipschitz constant of $p - \text{id}$. Let $\|r\|$ be the Lipschitz constant of $r$. For $x, y \in O$,

\begin{align}
|(p - \text{id})(x) - (p - \text{id})(y)| &\leq |r(x) - r(y)| + |x - y| \\
&\leq (1 + \|r\|) |x - y|.
\end{align}

For $x \in O$ and for $y \in X \setminus U$,

\begin{align}
|(p - \text{id})(x) - (p - \text{id})(y)| &\leq |r(x) - x| \\
&\leq \varepsilon d(x, X \setminus U) \\
&\leq \varepsilon |x - y|.
\end{align}
We assume $\varepsilon \leq 1$ so that $p - \text{id}$ is $(1 + \|r\|)$-Lipschitz on its domain. Finally, we apply Lemma A.2 in Appendix A to $p - \text{id}$. Thus, $p$ extends as a Lipschitz map $p : \mathbb{R}^n \to \mathbb{R}^n$ such that $(p - \text{id})$ is $C(1 + \|r\|)$-Lipschitz (where $C$ depends only on $n$) and $|p - \text{id}| \leq \varepsilon$. \hfill $\square$

## B.2 Stability of Sliding Deformations

Our working space in an open set $X$ of $\mathbb{R}^n$. The next lemma says that a slight modification of a sliding deformation is still a sliding deformation.

**Lemma B.2** Let $\Gamma$ be a Lipschitz neighborhood retract in $X$. Let $E$ be a closed subset of $X$. Let $f$ be a sliding deformation of $E$ in an open subset $U \subset X$. Let $W$ be an open set such that $W \subset\subset E \cap U$. Then there exists $\delta > 0$ such that all Lipschitz maps $g : E \to \mathbb{R}^n$ satisfying

\begin{align*}
|g - f| &\leq \delta, \\
g(E \cap \Gamma) &\subset \Gamma, \\
g &= \text{id in } E \setminus W,
\end{align*}

are sliding deformations of $E$ in $U$.

**Proof** Let $F$ be a sliding homotopy associated to $f$. We define

$$W_0 = W \cup \{x \in E | \exists t \in I, \ F_t(x) \neq x\}$$

and we underline that $W_0 \subset\subset E \cap U$. Thus, there exists an open set $U_0$ such that

$$F(I \times \overline{W_0}) \subset U_0 \subset\subset U.$$  

We fix $\delta_0 > 0$ such that $d(U_0, X \setminus U) \geq \delta_0$. We apply Lemma B.1 to obtain a Lipschitz function $p : X \to \mathbb{R}^n$ and an open set $O \subset X$ containing $\Gamma$ such that

\begin{align*}
|p - \text{id}| &\leq \delta_0, \\
p(O) &\subset \Gamma, \\
p &= \text{id in } \Gamma.
\end{align*}

The map $p$ will not be used in step 1 but the open set $O$ will be needed.

**Step 1.** Let $\delta > 0$ (to be precised momentarily) and let $g$ be as the statement. We introduce the homotopy $G_t = F_t + t(g - f)$. It is clear that $G_0 = \text{id}$, $G_1 = g$ and for all $t \in I$, $G_t = \text{id in } E \setminus W_0$. The condition $|g - f| \leq \delta$ also implies that for all $t \in I$, $|G_t - F_t| \leq \delta$. We are going to see that if $\delta$ is sufficiently small, then for all $t \in I$,

\begin{align*}
G_t(E \cap \Gamma) &\subset O, \\
G_t(E \cap U_0) &\subset U_0.
\end{align*}
Since \( I \times \overline{W}_0 \) is compact and \( F(I \times \overline{W}_0) \subset U_0 \), we can take \( \delta > 0 \) small enough so that for all \( t \in I \), for all \( x \in \overline{W}_0 \),

\[
d(F_t(x), \mathbb{R}^n \setminus U_0) > \delta.
\]  

(597)

Thus, for all \( t \in I \), \( x \in W_0 \),

\[
G_t(x) \in \overline{B}(F_t(x), \delta) \subset U_0.
\]  

(598)

We deduce that for all \( t \in I \), \( G_t(E \cap U_0) \subset U_0 \) as \( G_t = \text{id} \) in \( E \cap U_0 \setminus W_0 \).

**Step 1.** We would like to retract \( G_t(\Gamma) \) onto \( \Gamma \) so we define

\[
H_t = \begin{cases} 
  \text{id} & \text{in } (0 \times E) \cup (I \times (E \setminus W_0)) \\
  p \circ G_t & \text{in } I \times (E \cap \Gamma) \\
  g & \text{in } 1 \times E.
\end{cases}
\]  

(600)

This map is continuous as a pasting of continuous maps in closed domains (relative to \( I \times E \)). As \( G_t(E \cap \Gamma) \subset O \), we have \( H_t(E \cap \Gamma) \subset \Gamma \). Since \( |p - \text{id}| \leq \delta_0 \), \( H_t \) also satisfies the inequality \( |H_t - G_t| \leq \delta_0 \). We apply the Tietze Extension Theorem (Lemma A.1, Appendix A) in the working space \( I \times E \) to \( H_t - G_t \). Thus, we extend \( H_t \) into a continuous function \( H : E \rightarrow \mathbb{R}^n \) such that \( |H_t - G_t| \leq \delta_0 \) in \( E \). Combining \( |H_t - G_t| \leq \delta_0 \) and \( G_t(E \cap U_0) \subset U_0 \), we deduce that \( H_t(E \cap U_0) \subset U \) by definition of \( \delta_0 \). Moreover, \( H_t = \text{id} \) on \( E \setminus U_0 \) so we have in fact \( H_t(U) \subset U \). We conclude that \( H \) is a sliding homotopy. ☐

**B.3 Global Sliding Deformations**

Our working space is an open set \( X \) of \( \mathbb{R}^n \). We recall that a global sliding deformation in an open set \( U \subset X \) is a sliding deformation of \( X \) in \( U \) (the set \( E \) is replaced by \( X \) in Definition 1.4). Our goal is to show that global sliding deformations induce the same quasiminimal sets. First, we present a necessary and sufficient condition for a sliding deformations on \( E \) to extend as a global deformation.

**Lemma B.3** (Sliding Deformation Extension) Let \( \Gamma \) be a Lipschitz neighborhood retract in \( X \). Let \( E \) be a closed subset of \( X \). Let \( f \) be a sliding deformation of \( E \) in an open set \( U \subset X \). Then \( f \) extends as a global sliding deformation in \( U \) if and only if there exists a constant \( C \geq 1 \) such that for all \( x \in E \),

\[
d(f(x), \Gamma) \leq Cd(x, \Gamma).
\]  

(601)
Proof Let us justify that the condition is necessary. Assume that there exists a global sliding deformation $g$ in $U$ which coincides with $f$ on $E$. For all $x \in E$, for all $y \in \Gamma$, we have $g(y) \in \Gamma$ so

$$d(f(x), \Gamma) \leq |f(x) - g(y)|$$

(602)

$$\leq |g(x) - g(y)|$$

(603)

$$\leq \|g\| |x - y|.$$  

(604)

where $\|g\|$ is the Lipschitz constant of $g$. Since $y \in \Gamma$ is arbitrary, it follows that $d(f(x), \Gamma) \leq \|g\|d(x, \Gamma)$. From now on, we assume (601) and we build an extension of $f$.

This paragraph is devoted to introducing a few objects and notation. Let $F$ be a sliding homotopy associated to $f$. Our extension of $F$ risks overstepping $U$ so we are going to work in a smaller open set $U_0$ which is relatively compact in $U$. Let $K \subset E \cap U$ be a compact set such that for all $t$, $F_t = \text{id}$ in $E \setminus K$. As $F(I \times K)$ is a compact subset of $U$, there exists an open set $U_0 \subset U$ such that $F(I \times K) \subset U_0$. In particular $K \subset U_0$ because $F_0 = \text{id}$. Let $W$ be an open set such that $K \subset W \subset \subset U_0$. The point of such set $W$ is that there exists a constant $M > 0$ such that for all $x \in E \cap K$,

$$|f(x) - x| \leq Md(x, X \setminus W).$$

(605)

Of course, the inequality still holds for all $x \in E$ since $f = \text{id}$ outside $K$. This inequality will allow to extend $f$ in a Lipschitz way by $f = \text{id}$ in $X \setminus W$. Finally, we want a Lipschitz retraction onto $\Gamma$. We apply Lemma B.1 to obtain a Lipschitz map $p : X \to \mathbb{R}^n$ and an open subset $O \subset X$ containing $\Gamma$ such that

$$|p - \text{id}| \leq \varepsilon$$

(606a)

$$p(O) \subset \Gamma$$

(606b)

$$p = \text{id} \text{ in } \Gamma,$$

(606c)

where $\varepsilon$ is a small positive constant that we will specify later.

Step 1. The first part of the proof consists in building a continuous function $G : I \times X \to \mathbb{R}^n$ which is an extension of $F$ and such that

$$G_0 = \text{id}$$

(607a)

$$G_1 \text{ is Lipschitz}$$

(607b)

$$\forall t \in [0, 1], \ G_t(\Gamma) \subset O$$

(607c)

$$\forall t \in [0, 1], \ G_t(U_0) \subset U_0$$

(607d)

$$\forall t \in [0, 1], \ G_t = \text{id} \text{ in } X \setminus W.$$

(607e)

The partially defined function

$$
\begin{align*}
F_t & \text{ in } I \times E \\
\text{id} & \text{ in } (0 \times X) \cup (I \times (X \setminus W))
\end{align*}
$$

(608)
is continuous because it is obtained by pasting continuous functions in closed domains.

We apply the Tietze Theorem to obtain a continuous extension $G : I \times X \to \mathbb{R}^n$. In order to obtain the conditions (607), we will re-parametrize $G_t$. By compactness, the inclusion $I \times K \subset G^{-1}(U_0)$ implies the existence of an open set $V \subset X$ such that $K \subset V$ and

$$I \times V \subset G^{-1}(U_0).$$  \hfill (609)

We apply the same argument in $I \times \Gamma$ where the inclusion $I \times (\Gamma \cap K) \subset G^{-1}(\Gamma) \subset G^{-1}(O)$ implies the existence of a relative open set $V_\Gamma \subset \Gamma$ such that $\Gamma \cap K \subset V_\Gamma$ and

$$I \times V_\Gamma \subset G^{-1}(O).$$  \hfill (610)

Let $\varphi : X \to [0, 1]$ be a continuous function such that $\varphi = 1$ in $K$ and $\varphi = 0$ in $X \setminus V$ and $\Gamma \setminus V_\Gamma$. We define

$$G'(t)(x) = G_t\varphi(x).$$  \hfill (611)

Hence $G'$ is a continuous function which satisfies

1. $G'_0 = \text{id}$  \hfill (612a)
2. $\forall t \in [0, 1], \ G'_t(V_\Gamma) \subset O$  \hfill (612b)
3. $\forall t \in [0, 1], \ G'_t(V) \subset U_0$  \hfill (612c)
4. $\forall t \in [0, 1], \ G'_t = \text{id} \text{ in } (X \setminus W) \cup (X \setminus V) \cup (\Gamma \setminus V_\Gamma).$  \hfill (612d)

In addition, $G'$ coincides with $F$ on $I \times E$. Combining $G'_t(V) \subset U_0$ and $G'_t = \text{id}$ in $X \setminus V$, one deduces that $G'_t(U_0) \subset U_0$. Similarly, $G'_t(\Gamma) \subset O$. Next, we replace $G'_1$ with a Lipschitz approximation. As $W \subset U_0$, $G(I \times \overline{W})$ is a compact subset of $U_0$ and there exists $\delta > 0$ such that for all $t \in I$, for all $x \in W$,

$$\overline{B}(G_t(x), \delta) \subset U_0.$$  \hfill (613)

The set $G(I \times (\Gamma \cap \overline{W}))$ is also a compact subset of $O$ so we can assume that for all $t \in I$, for all $x \in \Gamma \cap \overline{W}$,

$$\overline{B}(G_t(x), \delta) \subset O.$$  \hfill (614)

We are going to replace $G'_1$ with a Lipschitz function $g : X \to \mathbb{R}^n$ such that $g = G'_1$ in $E \cup (X \setminus W)$ and $|g - G'_1| \leq \delta$ in $X$. We start by checking that $G'_1$ is Lipschitz in $E \cup (X \setminus W)$. Indeed $G_1 = f$ in $E$, $G_1 = \text{id}$ in $X \setminus W$ and for $x \in E$ and $y \in X \setminus W$, (605) yields

$$|G_1(x) - G_1(y)| = |f(x) - y|$$  \hfill (615)

$$\leq |f(x) - x| + |x - y|$$  \hfill (616)
We can apply Lemma A.4 to $G'_1 - \text{id}$ as it is continuous with compact support. Hence we obtain a Lipschitz function $v : X \to \mathbb{R}^n$ such that $v = G'_1 - \text{id}$ in $E \cup (X \setminus W)$ and $|G'_1 - \text{id} - v| < \delta$. Then we define $g = v + \text{id}$ and we replace $G'$ with

$$G''_t = G'_t + t(g - G'_1).$$

Combining (613), (614), and the facts that $|g - G'_1| < \delta$ and $g = \text{id}$ in $X \setminus W$, one can see that $G''_t(\Gamma) \subset O$ and $G''_t(U_0) \subset U_0$. We conclude that $G''$ solves step 1. It will be denoted $G$ in the next step.

**Step 2.** We would like to retract $G_t(\Gamma)$ onto $\Gamma$ so we define

$$H_t = \begin{cases} 
\text{id} & \text{in } 0 \times X \\
p \circ G_t & \text{in } I \times \Gamma \\
G_t & \text{in } I \times (E \cup (X \setminus W)).
\end{cases}$$

This function is continuous as a pasting of continuous functions in closed domains. As $G_t(\Gamma) \subset O$, we have $H_t(\Gamma) \subset \Gamma$. It satisfies the inequality $|H_t - G_t| \leq \varepsilon$ because $|p - \text{id}| \leq \varepsilon$. Let us check that $H_1$ is Lipschitz on its domain. The Lipschitz constants of $p$, $p - \text{id}$, and $g$ are denoted by $\|p\|$, $\|p - \text{id}\|$, and $\|g\|$, respectively. Note that for all $x \in \mathbb{R}^n$, for all $y \in \Gamma$,

$$|p(x) - x| = |(p - \text{id})(x) - (p - \text{id})(y)|$$

$$\leq \|p - \text{id}\||x - y|$$

whence for all $x \in X$,

$$|x - p(x)| \leq \|p - \text{id}\|d(x, \Gamma).$$

Using the Lemma assumption (601), we deduce that for $x \in E$ and $y \in \Gamma$, we have

$$|H_1(x) - H_1(y)| = |f(x) - pg(y)|$$

$$\leq \|f(x) - pf(x)\| + |pg(x) - pg(y)|$$

$$\leq \|p - \text{id}\|d(f(x), \Gamma) + \|p\||g||x - y|$$

$$\leq \|p - \text{id}\|Cd(x, \Gamma) + \|p\||g||x - y|$$

$$\leq \|p - \text{id}\|\|C\|d(x - y) + \|p\||g||x - y|.$$
\[ \|p - \text{id}\| ||d(x, \Gamma) + \|p\| \|g\| |x - y| \leq \|(p - \text{id})d(x, \Gamma) + \|p\| \|g\| |x - y| \leq \|p - \text{id}\| |x - y| + \|p\| \|g\| |x - y|. \]  

We apply the extension Lemma A.2 to extend \( H_1 \) as a Lipschitz function \( H_1 : X \to \mathbb{R}^n \) such that \( |H_1 - g| \leq \varepsilon \). Then, we use the Tietze Extension Lemma (Lemma A.1, Appendix A) to extend \( H \) as a continuous function \( H : I \times X \to \mathbb{R}^n \) such that \( |H_t - G_t| \leq \varepsilon \). We assume that \( \varepsilon \) is small enough so that for all \( x \in U_0, \mathcal{B}(x, \varepsilon) \subset U \).

Thus, the conditions \( G_t(U_0) \subset U_0 \) and \( |H_t - G_t| \leq \varepsilon \) ensure that \( H_t(U_0) \subset U \).

Moreover, \( H_t = \text{id} \) in \( X \setminus U_0 \), so we have in fact \( H_t(U) \subset U \). We conclude that \( H \) solves the lemma.

Combining the previous lemmas, we prove that every sliding deformation can be replaced by an equivalent global sliding deformation.

**Lemma B.4** (Sliding Deformation Alternative) Let \( \Gamma \) be a Lipschitz neighborhood retract in \( X \). Let \( E \) be a closed subset of \( X \) which is \( H^d \) locally finite in \( X \). Let \( f \) be a sliding deformation of \( E \) in an open subset \( U \subset X \). Then for all \( \varepsilon > 0 \), there exists a global sliding deformation \( g \) in \( U \) such that \( |g - f| \leq \varepsilon \), \( E \cap W_g \subset \subset W_f \), and

\[ \mathcal{H}^d(g(W_f) \setminus f(W_f)) \leq \varepsilon, \]  

where

\[ W_g = \{ x \in X | g(x) \neq x \}, \]  
\[ W_f = \{ x \in E | f(x) \neq x \}. \]

**Proof** Given Lemmas B.3 and B.2, it suffices to build a Lipschitz function \( g : E \to \mathbb{R}^n \) which satisfies the following conditions: \( |g - f| \leq \varepsilon \), \( g(E \cap \Gamma) \subset \Gamma \), \( W_g \subset \subset W_f \), there exists \( C \geq 1 \) such that for all \( x \in E \),

\[ d(g(x), \Gamma) \leq Cd(x, \Gamma) \]  

and finally,

\[ \mathcal{H}^d(g(W_f) \setminus f(W_f)) \leq \varepsilon_0. \]

We fix \( \varepsilon_0 > 0 \). The construction will bring into play an intermediate variable \( \varepsilon > 0 \). First, we want to build a Lipschitz function \( p : X \to \mathbb{R}^n \) (whose Lipschitz constant depends only on \( \Gamma \)) such that \( |p - \text{id}| \leq \varepsilon_0 \), \( p = \text{id} \) on \( \Gamma \) and such that there exists an open set \( O \) with \( \Gamma \subset O \subset X \) and \( p(O) \subset \Gamma \). Moreover, we want that

\[ \mathcal{H}^d(W_f \cap W_p) \leq \varepsilon_0 \]  

and

\[ \mathcal{H}^d(W_f \cap f^{-1}(W_p)) \leq \varepsilon_0, \]
where \( W_p = \{ x \in X | p(x) \neq x \} \). Let us proceed to build \( p \). Since \( \overline{W_f} \) is a compact subset of \( E \), we have \( \mathcal{H}^d(W_f) < \infty \) so we can find an open set \( V \) such that \( \Gamma \subset V \subset X \) and

\[
\mathcal{H}^d(W_f \cap V \setminus \Gamma) \leq \varepsilon_0
\]

and

\[
\mathcal{H}^d(W_f \cap f^{-1}(V \setminus \Gamma)) \leq \varepsilon_0.
\]

Then we apply Lemma B.1 in the open set \( V \): there exists a Lipschitz function \( p : X \to \mathbb{R}^n \) (whose Lipschitz constant depends only on \( \Gamma \)) and an open set \( O \) such that \( \Gamma \cap V \subset O \subset V \) and

\[
|p - \text{id}| \leq \varepsilon_0 \quad (642a)
\]

\[
p(O) \subset \Gamma \quad (642b)
\]

\[
p = \text{id} \text{ in } \Gamma \cup (X \setminus V). \quad (642c)
\]

As \( W_p \subset V \setminus \Gamma \), we deduce

\[
\mathcal{H}^d(W_f \cap W_p) \leq \varepsilon_0
\]

and

\[
\mathcal{H}^d(W_f \cap f^{-1}(W_p)) \leq \varepsilon_0. \quad (644)
\]

Next, we truncate \( f \) in view of obtaining the property \( W_g \subset W_f \). We introduce the set

\[
W_\varepsilon = \{ x \in E | d(x, E \setminus W_f) \geq \varepsilon \}
\]

and since \( W_f \) is a relative an open subset of \( E \), we can assume \( \varepsilon \) small enough so that

\[
\mathcal{H}^d(W_f \setminus W_{2\varepsilon}) \leq \varepsilon_0.
\]

Let \( f' \) be partially defined by

\[
f' = \begin{cases} 
  f & \text{in } W_{2\varepsilon} \\
  \text{id} & \text{in } E \setminus W_\varepsilon.
\end{cases}
\]

We are going to estimate \( |f - f'| \) and the Lipschitz constant of \( f - f' \). The Lipschitz constant of \( f - \text{id} \) plays a special role in these estimates and is denoted by \( L \). We start by proving that for \( x \in E \setminus W_\varepsilon \),

\[
|f(x) - x| \leq L\varepsilon
\]

(648)
Indeed, for \( x \in E \setminus W_{\varepsilon} \), there exists \( y \in E \setminus W_f \) such that \( |x - y| \leq \varepsilon \) whence
\[
|f(x) - x| = |(f - \text{id})(x) - (f - \text{id})(y)| 
\leq L|x - y| 
\leq L\varepsilon.
\]

Now, it is straightforward that \( |f' - f| \leq L\varepsilon \) on the domain of \( f' \). We are going to see that \( f' - f \) is \( L \)-Lipschitz on the domain of \( f' \). It is clear that \( f - f' \) is \( L \)-Lipschitz on \( W_{2\varepsilon} \) and \( E \setminus W_{\varepsilon} \), respectively. For \( x \in W_{2\varepsilon} \) and \( y \in X \setminus W_{\varepsilon} \), we have \( |x - y| \geq \varepsilon \) so
\[
|(f' - f)(x) - (f' - f)(y)| = |f(y) - y| 
\leq L\varepsilon \leq L|x - y|.
\]

We apply Lemma A.2 to \( f' - f \) so as to extend \( f' \) as a Lipschitz map \( f' \colon E \to \mathbb{R}^n \) such that \( |f' - f| \leq L\varepsilon \) with a Lipschitz depending only on \( n \) and \( f \). Before moving to the next paragraph, we require \( f'(E) \subset X \). As \( f(E) \subset X \) and \( \overline{W_f} \) is a compact subset of \( E \), we can assume \( \varepsilon \) small enough so that for all \( x \in \overline{W_f} \),
\[
d(f(x), \mathbb{R}^n \setminus X) > L\varepsilon.
\]

This implies \( f'(E) \subset X \) as \( f' = f \) in \( E \setminus W_f \) and \( |f' - f| \leq L\varepsilon \).

We finally define the map \( g \) on \( E \) by
\[
g = p \circ f' + \text{id} - p.
\]

We have \( |p - \text{id}| \leq \varepsilon_0 \) and \( |f' - f| \leq L\varepsilon \) so \( |g - f| \leq 2\varepsilon_0 + L\varepsilon \). We assume \( \varepsilon \) small enough so that \( |g - f| \leq 3\varepsilon_0 \). Observe that \( g = \text{id} \) in \( E \setminus W_{\varepsilon} \) so \( W_g \subset \subset W_f \). Next, we prove that there exists a constant \( C \geq 1 \) such that for all \( x \in E \),
\[
d(g(x), \Gamma) \leq Cd(x, \Gamma).
\]

This inequality is clearly true for \( x \in E \setminus W_f \) so we focus on \( W_f \). As \( \Gamma \) is relatively closed in \( X \) and \( \overline{W_f} \) is compact subset of \( X \), \( \Gamma \cap \overline{W_f} \) is compact. Its image \( f(\Gamma \cap \overline{W_f}) \) is a compact subset of \( \Gamma \subset O \) so there exists \( \delta > 0 \) such that for all \( y \in f(\Gamma \cap \overline{W_f}) \),
\[
d(y, X \setminus O) \geq \delta.
\]

We introduce
\[
O_{\delta} = \{y \in X | d(y, X \setminus O) \geq \delta\}
\]
so the set \( f^{-1}(O_{\delta}) \) is a relative open set of \( E \) containing \( \Gamma \cap \overline{W_f} \). By compactness, we can assume \( \epsilon \) small enough so that

\[
\{ x \in \overline{W_f} \mid d(x, \Gamma) \leq \epsilon \} \subset f^{-1}(O_{\delta}).
\]  

(660)

Then for \( x \in \overline{W_f} \) such that \( d(x, \Gamma) \leq \epsilon \), we have \( f(x) \in O_{\delta} \) and thus \( f'(x) \in O \) assuming \( \epsilon \) small enough so that \( |f' - f| \leq \delta \). We are also going to need the fact that for \( x \in E \),

\[
|p(x) - x| \leq \| p - \text{id} \| d(x, \Gamma),
\]  

(661)

where \( \| p - \text{id} \| \) is the Lipschitz constant of \( p - \text{id} \). Indeed for all \( x \in E \) and all \( y \in \Gamma \),

\[
|p(x) - x| = |(p - \text{id})(x) - (p - \text{id})(y)|
\]  

(662)

\[
\leq \| p - \text{id} \| |x - y|
\]  

(663)

and since \( y \) is arbitrary in \( \Gamma \), \( |p(x) - x| \leq \| p - \text{id} \| d(x, \Gamma) \). We are ready to prove (657). For \( x \in W_f \), we have either \( d(x, \Gamma) \leq \epsilon \), either \( d(x, \Gamma) \geq \epsilon \). In the first case, \( f'(x) \in O \) so \( p \circ f(x) \in \Gamma \) and then

\[
d(g(x), \Gamma) \leq |g(x) - p \circ f(x)|
\]  

(664)

\[
\leq |p(x) - x|
\]  

(665)

\[
\leq \| p - \text{id} \| d(x, \Gamma).
\]  

(666)

In the second case,\n
\[
d(g(x), \Gamma) \leq \sup\{d(g(u), \Gamma) \mid u \in \overline{W_f} \}
\]  

(667)

\[
\leq \sup\{d(g(u), \Gamma) \mid u \in \overline{W_f} \} \epsilon^{-1} d(x, \Gamma).
\]  

(668)

In both cases, we have \( d(g(x), \Gamma) \leq C d(x, \Gamma) \), where \( C \geq 1 \) is a constant that does not depend on \( x \). To finish the proof, we show that

\[
\mathcal{H}^d(g(W_f) \setminus f(W_f)) \leq 3 \| g \| \varepsilon_0,
\]  

(669)

where \( \| g \| \) is the Lipschitz constant of \( g \) (it depends only on \( n, f \), and \( \Gamma \)). Observe that \( g = f \) on \( W_{2\varepsilon} \setminus (W_p \cup f^{-1}(W_p)) \). Moreover, by (646),

\[
\mathcal{H}^d(W_f \setminus W_{2\varepsilon}) \leq \varepsilon_0
\]  

(670)

and by (638), (639),

\[
\mathcal{H}^d(W_f \cap (W_p \cup f^{-1}(W_p))) \leq 2 \varepsilon_0.
\]  

(671)

The result follows. \( \square \)
C Grassmannian Space

Let $E$ be an Euclidean vector space of dimension $n$ and $0 \leq d \leq n$ be an integer. The Grassmannian $G(d, E)$ is the set of all $d$-linear planes of $E$. Given a linear map $u : E \rightarrow E$, the symbol $\|u\|$ denotes the operator norm

$$\|u\| = \sup\{|u(x)||x \in E, |x| \leq 1\}. \quad (672)$$

Other authors use the Hilbert–Schmidt norm $\|u\|_{HS} = \sqrt{\text{trace}(u^*u)}$. Each linear plane $V \in G(d, E)$ is uniquely identified by the orthogonal projection $p_V$ onto $V$. This correspondence induces a distance on $G(d, E)$:

$$d(V, W) = \|p_V - p_W\|. \quad (673)$$

The action of the orthogonal group $O(E)$ on $G(d, E)$, $(g, V) \mapsto gV$, is distance-preserving because $p_{gV} = g \circ p_V \circ g^{-1}$. The application $G(d, E) \rightarrow G(n - d, E)$, $V \mapsto V^\perp$ is an isometry. In the case $E = \mathbb{R}^n$, the Grassmannian $G(d, E)$ is simply denoted by $G(d, n)$.

C.1 Metric Structure

Given a subspace $V$ of $\mathbb{R}^n$ and a linear map $u : \mathbb{R}^n \rightarrow \mathbb{R}^n$, we define

$$\|u\|_V = \sup\{|u(x)||x \in V, |x| \leq 1\}. \quad (674)$$

We are going to see that it suffices to compute the norm $\|p_V - p_W\|$ on $V$, $V^\perp$ or $V$, $W$. This is helpful because the expression $p_V - p_W$ can be simplified on these subspaces.

Lemma C.1 For $V, W \in G(d, n)$,

$$d(V, W) = \max\{\|p_V - p_W\|_V, \|p_V - p_W\|_{V^\perp}\} \quad (675)$$

$$= \max\{\|p_V - p_W\|_V, \|p_V - p_W\|_W\}. \quad (676)$$

Proof For $x \in \mathbb{R}^n$, we denote $x_V = p_V(x)$ and $x_V^\perp = p_{V^\perp}(x)$. Observe that $(p_V - p_W)(x_V) \in W^\perp$ and $(p_V - p_W)(x_V^\perp) \in W$ so

$$|p_V(x) - p_W(x)|^2 = |p_V(x_V) - p_W(x_V)|^2 + |p_V(x_V^\perp) - p_W(x_V^\perp)|^2. \quad (677)$$

We deduce that

$$\|p_V - p_W\| \leq \max\{\|p_V - p_W\|_V, \|p_V - p_W\|_{V^\perp}\}. \quad (678)$$

Since the maps $(p_V - p_W) : V^\perp \rightarrow W$ and $(p_V - p_W) : W \rightarrow V^\perp$ are adjoints of one another, we have $\|p_V - p_W\|_{V^\perp} = \|p_V - p_W\|_W$. Finally, it is clear that
\[
\max(\|p_V - p_W\|_V, \|p_V - p_W\|_W) \leq \|p_V - p_W\|.
\] (679)

The next lemma describes the local structure of \(G(d, n)\).

**Lemma C.2** (i) For all \(V, W \in G(d, n)\), \(d(V, W) \leq 1\) and there is equality if and only if \(V \cap W^\perp \neq 0\) or \(V^\perp \cap W \neq 0\).

(ii) Let \(V, W \in G(d, n)\) be such that \(d(V, W) < 1\), then for all \(x \in W\),

\[
|x| \leq \frac{1}{\sqrt{1 - d(V, W)^2}} |p_V(x)|
\] (680)

Thus, \(p_V\) induces a linear isomorphism \(p^*_V : W \to V\). In particular, \(W = \{x + \varphi(x) | x \in V\}\), where \(\varphi : V \to V^\perp, x \mapsto p^{-1}_V(x) - x\).

(iii) Let \(V\) and \(W\) in \(G(d, n)\) for which there exists a linear application \(\varphi : V \to V^\perp\) such that \(W = \{x + \varphi(x) | x \in V\}\), then

\[
d(V, W) = \frac{\|\varphi\|}{\sqrt{1 + \|\varphi\|^2}}.
\] (681)

**Proof** 1) Let \(V, W \in G(d, n)\). For \(x \in \mathbb{R}^n\), the orthogonal projection \(p_V(x)\) satisfies the equation \(p_V(x) \cdot (x - p_V(x)) = 0\) because \(x - p_V(x) \in V^\perp\). Observe that this is equivalent to \(|p_V(x) - \frac{x}{2}| = \frac{|x|}{2}\) (we have a similar property for \(p_W(x)\)). According to the triangular inequality,

\[
|p_V(x) - p_W(x)| \leq |p_V(x) - \frac{x}{2}| + |p_W(x) - \frac{x}{2}|
\] (682)

\[
= \frac{|x|}{2} + \frac{|x|}{2}
\] (683)

\[
= |x|.
\] (684)

so \(\|p_V - p_W\| \leq 1\). Assume that \(|p_V(x) - p_W(x)| = |x|\) for some \(x \in \mathbb{R}^n \setminus 0\). The previous inequalities become equalities so

\[
|p_V(x) - p_W(x)| = \left| p_V(x) - \frac{x}{2} \right| + \left| p_W(x) - \frac{x}{2} \right|
\] (685)

We deduce that \(p_V(x)\) and \(p_W(x)\) are antipodals on the sphere \(S\left(\frac{x}{2}, \frac{|x|}{2}\right)\), whence

\[
p_V(x) - \frac{x}{2} = -\left(p_W(x) - \frac{x}{2}\right)
\] (686)

or equivalently

\[
p_V(x) + p_W(x) = x.
\] (687)
As $x \neq 0$, we have either $p_V(x) \neq 0$ or $p_{V^\perp}(x) \neq 0$. In the first case,
\[ p_V(x) = p_{W^\perp}(x) \in V \cap W^\perp \setminus \{0\} \tag{688} \]
and in the second case
\[ p_{V^\perp}(x) = p_W(x) \in V^\perp \cap W \setminus \{0\}. \tag{689} \]
The converse is straightforward.

2) For all $x \in W$,
\[ |x|^2 = |p_V(x)|^2 + |x - p_V(x)|^2 \tag{690} \]
\[ = |p_V(x)|^2 + |p_W(x) - p_V(x)|^2 \tag{691} \]
\[ \leq |p_V(x)|^2 + d(V, W)^2 |x|^2 \tag{692} \]
so
\[ |x| \leq \frac{1}{\sqrt{1 - d(V, W)^2}} |p_V(x)|. \tag{693} \]

3) We show first that
\[ W^\perp = \left\{ x - \varphi^*(x) | x \in V^\perp \right\}, \tag{694} \]
where $\varphi^* : V^\perp \to V$ is the adjoint of $\varphi$. For $x \in V$ and $y \in V^\perp$, we have
\[ (x + \varphi(x)) \cdot (y - \varphi^*(y)) = \varphi(x) \cdot y - x \cdot \varphi^*(y) \tag{695} \]
\[ = 0. \tag{696} \]
As $W = \{ x + \varphi(x) | x \in V \}$, we have shown that
\[ \{ x - \varphi^*(x) | x \in V^\perp \} \subset W^\perp. \tag{697} \]
The map $x \mapsto x - \varphi^*(x)$ is injective on $V^\perp$ because $x$ and $\varphi^*(x)$ are orthogonals. We conclude that this inclusion is an equality by a dimension argument.

Next we prove that $d(V, W) \leq \frac{\|\varphi\|}{\sqrt{1 + \|\varphi\|^2}}$. According to Lemma C.1,
\[ d(V, W) = \max\{\|\text{id} - p_W\|_V, \|\text{id} - p_{W^\perp}\|_{V^\perp}\}. \tag{698} \]
If we show that
\[ \|\text{id} - p_W\|_V \leq \frac{\|\varphi\|}{\sqrt{1 + \|\varphi\|^2}}, \tag{699} \]
the same proof will yield

\[ \| \text{id} - p_W \|_{V^\perp} \leq \frac{\| \varphi^* \|}{\sqrt{1 + \| \varphi^* \|^2}} = \frac{\| \varphi \|}{\sqrt{1 + \| \varphi \|^2}}. \tag{700} \]

Therefore, we only prove (699). Let us fix \( x \in V \setminus 0 \). As \( |x - p_W(x)| = d(x, W) \), we see that for all \( t \in \mathbb{R} \), \( |x - p_W(x)| \leq |x - t(x + \varphi(x))| \). The right-hand side attains its minimum for

\[ t = \frac{x \cdot (x + \varphi(x))}{|x + \varphi(x)|^2} = \frac{|x|^2}{|x + \varphi(x)|^2} \tag{701} \]

and one can compute

\[ |x - t(x + \varphi(x))|^2 = (1 - t)^2 |x|^2 + t^2 |\varphi(x)|^2 \]

\[ = \frac{|x|^2 |\varphi(x)|^2}{|x|^2 + |\varphi(x)|^2} \leq \frac{\| \varphi \|^2}{1 + \| \varphi \|^2} |x|^2. \tag{704} \]

We conclude that \( d(V, W) \leq \frac{\| \varphi \|}{\sqrt{1 + \| \varphi \|^2}} \). It is left to prove the reverse inequality. For all \( x \in V \),

\[ |\varphi(x)| = |(x + \varphi(x)) - x| \]

\[ = |p_W(x + \varphi(x)) - p_V(x + \varphi(x))| \leq d(V, W)|x + \varphi(x)|. \tag{707} \]

By (680), we have

\[ |x + \varphi(x)| \leq \frac{1}{\sqrt{1 - d(V, W)^2}} |p_V(x + \varphi(x))| \]

\[ \leq \frac{1}{\sqrt{1 - d(V, W)^2}} |x|. \tag{709} \]

We deduce that \( \| \varphi \| \leq \frac{d(V, W)}{\sqrt{1 - d(V, W)^2}} \) or equivalently,

\[ \frac{\| \varphi \|}{\sqrt{1 + \| \varphi \|^2}} \leq d(V, W). \tag{710} \]

Finally, we estimate the Lipschitz constant of a linear isomorphism acting on \( G(d, n) \).
Lemma C.3  Let \( u : \mathbb{R}^n \to \mathbb{R}^n \) be a linear isomorphism. Then for all \( V, W \in G(d, n) \),

\[
d(u(V), u(W)) \leq \|u\|\|u^{-1}\|d(V, W). \tag{711}
\]

If \( \|u - \text{id}\| < 1 \), then for all \( V \in G(d, n) \),

\[
d(u(V), V) \leq \frac{\|u - \text{id}\|}{1 - \|u - \text{id}\|}. \tag{712}
\]

Proof  According to Lemma C.1,

\[
d(u(V), u(W)) = \max\{\|\text{id} - p_{u(W)}\|_{u(V)}, \|\text{id} - p_{u(W)}\|_{u(W)}\}. \tag{713}
\]

By symmetry, we only need to show that

\[
\|\text{id} - p_{u(W)}\|_{u(V)} \leq \|u\|\|u^{-1}\|d(V, W) \tag{714}
\]

and this amounts to say that for all \( y \in u(V) \),

\[
d(y, u(W)) \leq \|u\|\|u^{-1}\|d(V, W)|y|. \tag{715}
\]

Indeed, there exists \( x \in V \) such that \( y = u(x) \) so

\[
d(y, u(W)) \leq |u(x) - u(p_W(x))| \tag{716}
\]

\[
\leq \|u\||x - p_W(x)| \tag{717}
\]

\[
\leq \|u\|d(V, W)|x| \tag{718}
\]

\[
\leq \|u\|\|u^{-1}\|d(V, W)|y|. \tag{719}
\]

This proves the first assertion. We are going to prove the second assertion similarly. For \( x \in V \),

\[
d(x, u(V)) \leq |u(x) - x| \tag{720}
\]

\[
\leq \|u - \text{id}\||x| \tag{721}
\]

and for \( y \in u(V) \), there exists \( x \in V \) such that \( y = u(x) \) so

\[
d(y, V) \leq |u(x) - x| \tag{722}
\]

\[
\leq \|u - \text{id}\||x| \tag{723}
\]

\[
\leq \|u - \text{id}\|\|u^{-1}\||y|. \tag{724}
\]

Note that if \( \|u - \text{id}\| < 1 \), then

\[
\|u^{-1}\| \leq \sum_{k=0}^{\infty} \|u - \text{id}\|^k \tag{725}
\]
\[ \leq \frac{1}{\|u - \text{id}\|^n}. \] (726)

### C.2 Haar Measure

Let \( E \) be an Euclidean vector space of dimension \( n \) and \( 0 \leq d \leq n \) be an integer. The Haar measure \( \gamma_{d,E} \) is the unique Radon measure on \( G(d,E) \) whose total mass is 1 and which is invariant under the action of \( O(E) \) (see [24, Chapter 3] for existence and unicity). In the case \( E = \mathbb{R}^n \), the Haar measure is simply denoted by \( \gamma_{d,n} \).

It is usually not defined that way but \( \gamma_{d,n} \) coincides with the Hausdorff measure of dimension \( m = d(n - d) \), up to a multiplicative constant. Indeed, \( G(d,n) \) is non-empty compact manifold of dimension \( m \) so \( \sigma = \mathcal{H}^m(G(d,n)) \) is finite and positive.

Then \( \sigma^{-1}\mathcal{H}^m \) is a Radon measure on \( G(d,n) \) whose total mass is 1 and which is invariant under the isometries of \( G(d,n) \). In particular, it is invariant under the action of \( O(n) \). One can justify similarly that for all \( A \subset G(1,n+1) \)

\[ \gamma_{1,n+1}(A) = \sigma_n^{-1}\mathcal{H}^n(\{x \in S^n | \exists L \in A, \ x \in L\}), \] (727)

where \( \sigma_n = \mathcal{H}^n(S^n) \).

**Lemma C.4** (Disintegration Formula) Let \( p, q, n \) be non-negative integers with \( p + q \leq n \). For all Borel set \( A \subset G(n,p+q) \),

\[ \gamma_{p+q,n}(A) = \int_{G(p,n)} \gamma_{q,V \perp}([W|V + W \in A]) \, d\gamma_{p,n}(V). \] (728)

We omitted to write \( W \in G(q, V^\perp) \) to ease the notation.

**Proof** We introduce some notation so as to interpret the right-hand side as a pushforward measure. Let us define the space

\[ X = \{(V, W) \in G(p,n) \times G(q,n)| V \perp W\}. \] (729)

This space is closed in \( G(p,n) \times G(q,n) \) because it can be written

\[ \{(V, W) \in G(p,n) \times G(q,n)| p_V p_W = 0\}. \] (730)

In particular, \( X \) is a compact space. We equip \( X \) with the Radon measure \( \gamma_{p \perp q,n} \) defined for all Borel set \( A \subset X \) by

\[ \gamma_{p \perp q,n}(A) = \int_{G(p,n)} \gamma_{V \perp,q}([W|(V, W) \in A]) \, d\gamma_{p,n}(V). \] (731)

Finally, we define the map \( f : X \to G(p+q,n), (V, W) \to V + W \). The map \( f \) is Lipschitz because \( V \perp W \) implies \( p_{V+W} = p_V + p_W \).
Now, the lemma reduces to showing that

$$\gamma_{p+q,n} = f_\# \gamma_{p,n} \perp q.$$

(732)

According to [24, Theorem 1.18] $f_\# \gamma_{n,p,n} \perp q$ is a Radon measure on $G(p + q, n)$. It is easy to see that it is invariant under the action of $O(n)$ and that its total mass is 1. By uniqueness of uniformly distributed measures on $G(p + q, n)$, it coincides with $\gamma_{p+q,n}$. \qed

**Lemma C.5** Let $H$ be an affine hyperplane in $\mathbb{R}^{n+1}$ which does not pass through 0, let $r_0 = d(0, H)$. Then for all bounded subset $A \subset H$,

$$\mathcal{H}^n(A) \leq \frac{\sigma_n}{2} \left( \frac{r^2}{r_0} \right)^n \gamma_{1,n+1}(\{L | L \text{ meets } A\}),$$

where $r = \sup_{x \in A} |x|$ and $\sigma_n = \mathcal{H}^n(S^n)$. Moreover, for all $L \in G(1, n+1)$ such that $L$ meets $A$, we have

$$d(L, L_0) \leq \sqrt{1 - \left( \frac{r}{r_0} \right)^2},$$

where $L_0$ is the vector line orthogonal to $H$.

**Proof** Let $x_0$ be the orthogonal projection of 0 onto $H$ (in particular $L_0$ is the line generated by $x_0$). The application

$$f : x \mapsto \frac{x}{|x|}$$

is bijective from $H$ onto $S^*_+ = \{y \in S^n | y \cdot x_0 > 0\}$. We want to compute the local Lipschitz constant of $f^{-1}$. One idea is to compute the differential of $f^{-1}$ but we propose a geometric approach. The idea is to show that for all $x, y \in \mathbb{R}^n \setminus 0$ such that $x \neq y$,

$$d(0, (xy)) = \frac{1}{2} \frac{|x||y|}{|x-y|} \times \left| \frac{x}{|x|} - \frac{y}{|y|} \right| \times \left| \frac{x}{|x|} + \frac{y}{|y|} \right|$$

(736)

where $(xy)$ is the line passing through $x$ and $y$. Let $z$ be the orthogonal projection of 0 onto the line $(xy)$. We write $x = z + u$ and $y = z + v$ where $u, v$ are orthogonal to $z$ and collinear to see that

$$|x|^2|y|^2 - (x \cdot y)^2 = |z|^2|x-y|^2.$$

(737)

Then

$$|x|^2|y|^2 - (x \cdot y)^2 = |x|^2|y|^2 \left( 1 - \left( \frac{x \cdot y}{|x||y|} \right)^2 \right).$$

(738)
\[= |x|^2|y|^2 \left( \frac{1}{2} \left| \frac{x}{|x|} - \frac{y}{|y|} \right| \times \left| \frac{x}{|x|} + \frac{y}{|y|} \right| \right)^2. \quad (739)\]

It is clear that for all \(x, y \in H\), we have \(d(0, (xy)) \geq r_0\) so \((736)\) gives

\[|x - y| \leq \frac{|x||y|}{r_0} \times \left| \frac{x}{|x|} - \frac{y}{|y|} \right| \quad (740)\]

We deduce that the Lipschitz constant of \(f^{-1}\) on \(f(A)\) is \(\leq \frac{r^2}{r_0}\). By the action of Lipschitz functions on Hausdorff measures,

\[
\mathcal{H}^n(A) \leq \left( \frac{r^2}{r_0} \right)^n \mathcal{H}^n(\{x \in S^n_+| \text{the line (0x) meets A}\}) \quad (741)\]

\[
\leq \frac{1}{2} \left( \frac{r^2}{r_0} \right)^n \mathcal{H}^n(\{x \in S^n| \text{the line (0x) meets A}\}) \quad (742)\]

\[
\leq \frac{\sigma_n}{2} \left( \frac{r^2}{r_0} \right)^n \gamma_{1,n+1}(\{L| L \text{ meets A}\}). \quad (743)\]

Next, we show that for all \(L \in G(1, n + 1)\) which meets \(A\), we have

\[d(L, L_0) \leq \sqrt{1 - \left( \frac{r}{r_0} \right)^2} \quad (744)\]

First of all, \(L\) cannot be orthogonal to \(L_0\) so \(d(L, L_0) < 1\). There exists a linear application \(\varphi_L: L_0 \to L_0^\perp\) such that

\[L = \{x + \varphi_L(x)|x \in L_0\}. \quad (745)\]

and the point of intersection between \(L\) and \(H\) is \(x_L = x_0 + \varphi_L(x_0)\). According to \((681)\), we have

\[d(L, L_0) = \frac{\|\varphi_L\|}{\sqrt{1 + \|\varphi_L\|^2}}. \quad (746)\]

Since \(\varphi_L\) is defined on a line, it is easy to compute \(\|\varphi\|:\)

\[\|\varphi_L\| = \frac{|\varphi_L(x_0)|}{|x_0|} = \frac{\sqrt{|x_L|^2 - |x_0|^2}}{|x_0|} \quad (747)\]

and the result follows. \(\square\)
D Construction of the Federer–Fleming Projection

We recall a few notions. Let \( K \) be a \( n \)-complex. For any integer \( d \), the set \( \{ A \in K | \dim(A) = d \} \) is denoted by \( K^d \). For any subcomplex \( L \) of \( K \), we define

\[
U(L) = \bigcup \{ \text{int}(A) | A \in L \}. \tag{748}
\]

According the properties of \( n \)-complexes, this is an open set of \( \mathbb{R}^n \). We define the gauge \( \zeta^d \) on Borel subsets of \( \mathbb{R}^n \) by

\[
\zeta^d(E) = \int_{G(d,n)} \mathcal{H}^d(p_V(E)) \, dV. \tag{749}
\]

For a cell \( A \), we define the restriction of this gauge to \( A \)

\[
\zeta^d|A(E) = \int_{G(\text{aff}(A),d)} \mathcal{H}^d(p_V(A \cap E)) \, dV, \tag{750}
\]

where \( \text{aff}(A) \) is the affine span of \( A \) and \( G(\text{aff}(A),d) \) is the set of all \( d \)-linear planes of \( \text{aff}(A) \) centered at an arbitrary point.

We recall what we want to do. Let us say \( K \) as the set of dyadic cells of sidelength \( 2^{-k} \) which are included in \( Q = [-1,1]^n \) but not in \( \partial Q \). Let us say that \( E \) is a 1-dimensional subset of \( Q \). We perform a radial projection in each cell \( A \in L^n \), then in each cell \( A \in L^{n-1} \), \ldots until the cells \( A \in L^2 \). This operation sends \( E \) to

\[
|K| \setminus \bigcup \{ \text{int}(A) | A \in K \dim A \geq 2 \} = \partial Q \cup |K^1|. \tag{751}
\]

Throughout the construction, we choose the centers of projections so that \( \mathcal{H}^d(\phi(E)) \leq C \mathcal{H}^d(E) \) and \( \zeta^d(\phi(E)) \leq C \zeta^d(E) \). However, at the end we will only evaluate \( \zeta^d \) on restriction to cells \( A \in K^d \) so that \( \zeta^d \) reduces to \( \mathcal{H}^d \).

We prove the construction in two steps. In the first Lemma, we forget about the set \( E \) and we just show that making radial projections in the cells of a subcomplex \( L \) of \( K \) yields a Lipschitz retraction onto \( |K| \setminus U(L) \). In the second Lemma, we focus about the choice of projection centers.

**Lemma D.1** Let \( K \) be a \( n \)-complex, let \( L \) be a subcomplex of \( K \) which does not contain 0-dimensional cells. There exists a Lipschitz function \( \phi: |K| \to |K| \) satisfying the following properties:

\[
(i) \text{ for all } A \in K, \phi(A) \subset A; \\
(ii) \phi = \text{id in } |K| \setminus U(L); \\
(iii) \text{ there exists a relative open set } O \subset |K| \text{ containing } |K| \setminus U(L) \text{ such that }
\]

\[
\phi(O) \subset |K| \setminus U(L). \tag{752}
\]
Proof The letter $C$ plays the role of a constant $\geq 1$ that depends on $n, \kappa, \Gamma$. Its value can increase from one line to another (but a finite number of times). We build by induction a family of locally Lipschitz functions

$$(\phi_m): |K| \to |K|$$

indexed by a decreasing integer $m = n + 1, \ldots, 1$. The application $\phi_m$ is obtained by composing $\phi_{m+1}$ with radial projections in the cells $A \in L$ of dimension $m$. We define

$$U_m(L) = \bigcup \{\text{int}(A) | A \in L, \dim A \geq m\}$$

and we require that

(i) for all $A \in K$, $\phi_m(A) \subset A$,

(ii) $\phi_m = \text{id}$ in $|K| \setminus U_m(L)$,

(iii) there exists a relative open set $O \subset |K|$ containing $|K| \setminus U_m(L)$ such that

$$\phi(O) \subset |K| \setminus U_m(L).$$

The induction starts with $\phi_{n+1} = \text{id}$. Assume that $\phi_{m+1}$ is well defined for some $m \leq n$. We are going to post-compose $\phi_{m+1}$ with a function $\psi_m$. We define first $\psi_m$ on $|K| \setminus U_{m+1}(L)$. We observe that

$$|K| \setminus U_{m+1}(L) \subset (|K| \setminus U_m(L)) \cup |L^m|$$

but according to Lemma 2.2, $|L^m|$ is disjoint from $U_{m+1}(L)$ so

$$|K| \setminus U_{m+1}(L) = (|K| \setminus U_m(L)) \cup |L^m|$$

We set

$$\psi_m = \text{id} in |K| \setminus U_m(L).$$

and we set $\psi_m$ in each cell $A \in L^m$ to be a radial projection. For $A \in L^m$, let $x_A$ be the center of $A$ and let $\delta_A > 0$ be such that

$$A \cap \overline{B(x_A, \delta_A)} \subset \text{int}(A).$$

We define $\psi_m$ in $A \setminus B(x_A, \delta_A)$ to be the radial projection centered in $x_A$ onto $\partial A$. As $A$ is a face of cube, $\psi_m$ is Lipschitz with a controlled constant: for all $x, y \in A \setminus B(x_A, \delta_A)$,

$$|\psi_m(x) - \psi_m(y)| \leq C \text{diam}(A) \delta_A^{-1} |x - y|.$$
is Lipschitz on $|K| \setminus U_m(L)$. We are going to deduce that $\psi_m$ is Lipschitz on $|K| \setminus U_{m+1}(L)$. Consider $A, B \in L^m$ such that $A \neq B$ and let $x \in A$ and $y \in B$. According to Lemma 2.2, we have $V_A \cap B = \emptyset$. And by the properties of $n$-complexes, there exists a constant $\kappa \geq 1$ (depending on $n$) such that $V_A(\kappa) \subset V_A$. We deduce that $y \notin V_A(\kappa)$, i.e., $d(y, \partial A) \leq \kappa d(y, A)$. Let $z \in \partial A$ be such that $|y - z| = d(y, \partial A)$, in particular

$$|y - z| \leq \kappa|x - y|.$$  \hspace{1cm} (761)

Similarly, one can find $z' \in \partial B$ such that

$$|x - z'| \leq \kappa|x - y|.$$  \hspace{1cm} (762)

Using the triangular inequality, we see that

$$|x - z|, |y - z'|, |z - z'| \leq C\kappa|x - y|. \hspace{1cm} (763)$$

Thus

$$|\psi_m(x) - \psi_m(y)| \leq |\psi_m(x) - \psi_m(z)| + |\psi_m(z) - \psi_m(z')|$$
$$+ |\psi_m(z') - \psi_m(y)|$$
$$\leq |\psi_m(x) - \psi_m(z)| + |z - z'| + |\psi_m(z') - \psi_m(y)|$$
$$\leq C\kappa(\text{diam}(A)\delta^1_A + \text{diam}(B)\delta^1_B + 1)|x - y|. \hspace{1cm} (764)$$

Next consider $A \in L^m, x \in A$ and $y \in |K| \setminus U_m(L)$. We have $V_A(\kappa) \subset V_A \subset U_m(L)$ so $d(y, \partial A) \leq \kappa d(y, A)$. Let $z \in \partial A$ be such that $|y - z| = d(y, \partial A)$, in particular

$$|y - z| \leq \kappa|x - y|. \hspace{1cm} (767)$$

Using the triangular inequality, we see that $|x - z| \leq C\kappa|x - y|$. It follows that

$$|\psi_m(x) - \psi_m(y)| \leq |\psi_m(x) - \psi_m(z)| + |\psi_m(z) - \psi_m(y)|$$
$$\leq |\psi_m(x) - \psi_m(z)| + |z - y|.$$  \hspace{1cm} (768)

$$\leq C\kappa(\text{diam}(A)\delta^1_A + 1)|x - y|. \hspace{1cm} (770)$$

As $x_A$ is the center of $A$, it is possible to choose $\delta_A$ in such a way that $\text{diam}(A)\delta^1_A \leq C$. This concludes the proof that $\psi_m$ is well defined and $C$-Lipschitz on $|K| \setminus U_{m+1}(L)$.

In a future lemma, we will copy the proof but in a situation where we cannot choose $x_A$ to be the center of $A$. Thus we will not be able to control the ratio $\text{diam}(A)\delta^1_A$.

In this paragraph, we extend $\psi_m$ over $|K|$ in such way that for each $A \in K$, $\psi_m(A) \subset A$. We present the extension procedure and we will check afterward that $\psi_m$ preserves every face. If $m = n$, we have

$$|K| \setminus U_{m+1}(L) = |K| \hspace{1cm} (771)$$
so $\psi_m$ is already defined over $|K|$. Assume that $m < n$. For $A \in L^{m+1}$, Lemma 2.2 says that

$$A \setminus U_{m+1}(L) = A \setminus \text{int}(A) = \partial A$$

(772)

so $\psi_m$ is defined and $C$-Lipschitz on $\partial A$ and we can extend it as a $C$-Lipschitz function

$\psi_m : A \to A$. We recall that

$$|K| \setminus U_{m+2}(L) = (|K| \setminus U_{m+1}(L)) \cup |L^{m+1}|$$

(773)

so the function $\psi_m$ is now well defined on $|K| \setminus U_{m+2}(L)$. It is Lipschitz in each cell $A \in L^{m+1}$ and it is Lipschitz on $|K| \setminus U_{m+1}(L)$. We can deduce that it is Lipschitz on $|K| \setminus U_{m+2}(L)$ using the same proof than in the previous paragraph. We continue the process until $\psi_m$ is defined on $|K|$. Let us prove that $\psi_m$ preserves every face $A \in K$.

There are two cases to distinguish. If $A \subset |K| \setminus U_m(L)$, then $\psi_m = \text{id}$ on $A$ by (758).

If $A \cap U_m(L) \neq \emptyset$, there exists $B \in L$ such that $\dim B \geq m$ and $A \cap \text{int}(B) \neq \emptyset$.

By the first point of Lemma 2.2, $B \subset A$ so $\dim A \geq m$ and, by the properties of subcomplexes, $A \in L$. We conclude that $\psi_m$ preserves $A$ by construction.

We finally define $\phi_m = \psi_m \circ \phi_{m+1}$. By construction, $\phi_m$ is $C$-Lipschitz and satisfies the first and second requirement of the induction. Let us check that it satisfies the third requirement. By assumption, there exists a relative open set $O$ of $|K|$ which contains $|K| \setminus U_{m+1}(L)$ and such that

$$\phi_{m+1}(O) \subset |K| \setminus U_{m+1}(L)$$

(774)

We will solve the induction with the set

$$O' = O \setminus \phi_{m+1}^{-1} \left( \bigcup_{A \in L^m} A \cap \overline{B}(x_A, \delta_A) \right).$$

(775)

We justify that $O'$ contains $|K| \setminus U_m(L)$. First, we have trivially

$$|K| \setminus U_m(L) \subset |K| \setminus U_{m+1}(L) \subset O.$$ 

(776)

In addition $\phi_{m+1} = \text{id}$ on $|K| \setminus U_m(L)$ and this set is disjoint from

$$\bigcup_{A \in L^m} A \cap \overline{B}(x_A, \delta_A) \subset U_{m}(L).$$

(777)

We justify that $O'$ is open. The family $(A \cap \overline{B}(x_A, \delta_A))_{A}$ is a locally finite family of closed sets in $|K|$ so its union is relatively closed. Then $O'$ is relatively open in $|K|$ by continuity of $\psi_{m+1}$. Finally, we justify that $\psi_m(O') \subset |K| \setminus U_{m}(L)$. We have

$$\phi_{m+1}(O') \subset |K| \setminus U_{m+1}(L)$$

(778)
so
\[ \phi_m(O') \subset \psi_m \circ \phi_{m+1}(O') \subset \psi_m \left( |K| \setminus \left( U_{m+1}(L) \cup \bigcup_{A \in L^m} A \setminus \overline{B}(x_A, \delta_A) \right) \right) \subset |K| \setminus U_m(L) \]

by construction of \( \psi_m \).

**Lemma D.2** (Federer–Fleming projection) Let \( K \) be \( n \)-complex. Let \( 0 \leq d < n \) be an integer and let \( E \) be Borel subset of \( |K| \) such that \( \mathcal{H}^{d+1}(|K| \cap \overline{E}) = 0 \). Then there exists a locally Lipschitz function \( \phi : |K| \to |K| \) satisfying the following properties:

(i) for all \( A \in K \), \( \phi(A) \subset A \);

(ii) \( \phi = \text{id} \) in \( |K| \setminus \bigcup \{ \text{int}(A) | \dim A > d \} \);

(iii) there exists a relative open set \( O \subset |K| \) such that \( E \subset O \) and

\[ \phi(O) \subset |K| \setminus \bigcup \{ \text{int}(A) | \dim A > d \} \]

(iv) for all \( A \in K \),

\[ \mathcal{H}^d(\phi(A \cap E)) \leq C \mathcal{H}^d(A \cap E) \]

(v) for all \( A \in K^d \),

\[ \mathcal{H}^d(A \cap \phi(E)) \leq C \int_{G(d,n)} \mathcal{H}^d(p_V(V_A \cap E)) \, dV, \]

where \( C \geq 1 \) is a constant that depends only on \( n \).

**Remark D.1** We do not say that for all \( A \in K^n \),

\[ \mathcal{H}^d(\phi(A \cap E)) \leq C \int_{G(d,n)} \mathcal{H}^d(p_V(A \cap E)) \, dV \]

because \( \phi(A \cap E) \) may not be included in the \( d \)-skeleton of \( K \). Thus \( \zeta^d \) may not reduce to \( \mathcal{H}^d \) on \( \phi(E \cap A) \).

**Proof** The letter \( C \) plays the role of a constant \( \geq 1 \) that depends on \( n \). Its value can increase from one line to another (but a finite number of times). The principle of the proof is to build by induction a family of locally Lipschitz functions

\[ (\phi_m) : |K| \to |K| \]
indexed by a decreasing integer $m = n + 1, \ldots, d + 1$. The application $\phi_m$ is obtained by composing $\phi_{m+1}$ with radial projections in the cells $A \in L$ of dimension $m$. We define

$$U_m(K) = \bigcup \{\text{int}(A) | A \in K, \dim A \geq m\}.$$  \hfill (787)

and require that

(i) for all $A \in K$, $\phi_m(A) \subset A$;
(ii) $\phi_m = \text{id}$ in $|K| \setminus U_m(K)$;
(iii) there exists a relative open set $O \subset |K|$ containing $|K| \setminus U_m(K)$ such that

$$\phi(O) \subset |K| \setminus U_m(K);$$  \hfill (788)

(iv) for all $A \in K$,

$$\mathcal{H}^d(\phi_m(A \cap E)) \leq C \mathcal{H}^d(A \cap E);$$  \hfill (789)

(v) for all $A \in K$,

$$\zeta^d \Delta A(\text{int}(A) \cap \phi_m(E)) \leq C \zeta^d(V_A \cap E).$$  \hfill (790)

The proof follows the same scheme as Lemma D.1 (where the subcomplex $L$ is the set of cells $A \in K$ of dimension $\geq d + 1$) but we choose the center of projection wisely. The induction starts with $\phi_{n+1} = \text{id}$. Assume that $\phi_{m+1}$ is well defined for some $d < m \leq n$. We post-compose $\phi_{m+1}$ with a function $\psi_m$ made of radial projections in the cells of $K$ of dimension $m$. Fix $A \in K^m$. For $x \in \text{int}(A)$, let $\psi_x$ be the radial projection onto $\partial A$ centered at $x$. We want a center of projection $x_A \in \frac{1}{2}A$ such that

1. $x_A \notin \overline{\phi_{m+1}(E)}$;
2. for all $B \in K$ containing $A$,

$$\mathcal{H}^d(\psi_{x_A}(\text{int}(A) \cap F_B)) \leq C \mathcal{H}^d(\text{int}(A) \cap F_B)$$ \hfill (791)

where $F_B = \phi_{m+1}(B \cap E)$;
3. for all $B \in K$ included in $\partial A$,

$$\zeta^d \Delta B(\psi_{x_A}(\text{int}(A) \cap F)) \leq C \zeta^d \Delta A(\text{int}(A) \cap F),$$ \hfill (792)

where $F = \phi_{m+1}(E)$.

We are going to show that such centers $x_A$ exists. First, we have

$$\mathcal{H}^{d+1}(\overline{\phi_{m+1}(E)}) = 0.$$  \hfill (793)

because $\phi_{m+1}$ is locally Lipschitz. This means that the first requirement is satisfied for $\mathcal{H}^m$-almost every $x_A \in \text{int}(A)$. Now we deal with the second and the third requirements. Let $F_1, \ldots, F_N$ be a Borel subset of $A$ such that $\mathcal{H}^{d+1}(F_i) = 0$. We fix an
index \(i\) and we apply Lemma 2.9 to \(F_i\) in combination with the Markov inequality. We estimate that for \(\lambda > 0\),

\[
\mathcal{H}^m \left( \left\{ x \in \frac{1}{2} A \setminus \overline{F_i} \mid \mathcal{H}^d \left( \psi_x(F_i) \right) \geq \lambda \mathcal{H}^d(F_i) \right\} \right) \leq C \lambda^{-1} \text{diam}(A)^m
\]  

(794)

and thus

\[
\mathcal{H}^m \left( \left\{ x \in \frac{1}{2} A \setminus \bigcup_i \overline{F_i} \mid \exists i, \mathcal{H}^d \left( \psi_x(F_i) \right) \geq \lambda \mathcal{H}^d(F_i) \right\} \right)
\]

\[
\leq NC \lambda^{-1} \text{diam}(A)^m.
\]  

(795)

We deduce that for \(\lambda\) big enough (depending on \(n, N\)) there exists \(x \in \frac{1}{2} A \setminus \bigcup_i \overline{F_i}\) such that for all \(i\),

\[
\mathcal{H}^d \left( \psi_x(F_i) \right) \leq \lambda \mathcal{H}^d(F_i).
\]  

(796)

We apply this reasoning to the sets \(F_B\) and \(F\). Note that \(N \leq 3^n + 1\) because there are at most \(3^n\) cells \(B\) that contain \(A\). The center of projection \(x_A\) is chosen. We let \(\delta_A > 0\) be such that

\[
A \cap \overline{B(x_A, \delta_A)} \subset \text{int}(A) \setminus \phi_{m+1}(E)
\]  

(797)

and we define \(\psi_m\) in \(A \setminus B(x_A, \delta_A)\) to be the radial projection centered in \(x_A\) onto \(\partial A\). In particular \(\psi_m\) is \(C\text{diam}(A)\delta_A^{-1}\) Lipschitz and we extend \(\psi_m\) as a \(C\text{diam}(A)\delta_A^{-1}\)-Lipschitz function \(\psi_m : A \to A\). The construction of \(\psi_m\) continues just as in the proof of Lemma D.1 and \(\phi_m\) is finally defined as \(\phi_m = \psi_m \circ \phi_{m+1}\).

It is left to show that for all \(B \in K\),

\[
\mathcal{H}^d \left( \phi_m(B \cap E) \right) \leq C \mathcal{H}^d(B \cap E);
\]  

(798)

and for all \(A \in K\),

\[
\zeta^d \downarrow \text{int}(A) \cap \phi_m(E) \leq C \zeta^d(V_A \cap E).
\]  

(799)

The other requirements are practically proved in D.1. We fix \(B \in K\) and we prove that

\[
\mathcal{H}^d \left( \phi_m(B \cap E) \right) \leq C \mathcal{H}^d(B \cap E).
\]  

(800)

We have

\[
\phi_{m+1}(B \cap E) \subset |K| \setminus U_{m+1}
\]

(801)

\[
\subset (|K| \setminus U_m) \cup \bigcup_{A \in L^m} \text{int}(A)
\]  

(802)
We observe that \( \phi^m + 1(B \cap E) \subset B \) so for \( A \in L^m \) such that \( \text{int}(A) \cap B \neq \emptyset \), we have \( A \subset B \). The union in (802) is in fact indexed by \( A \in L^m \) such that \( A \subset B \). By construction, we have \( \psi_m = \text{id} \) on \( |K| \setminus U_{m+1} \) and for all \( A \in L^m \) such that \( A \subset B \),

\[
\mathcal{H}^d(\psi_m(\text{int}(A) \cap \phi^m + 1(B \cap E))) \leq C \mathcal{H}^d(\text{int}(A) \cap \phi^m + 1(B \cap E)).
\]

(803)

As \( \mathcal{H}^d \) is \( \sigma \)-additive on Borel sets and the cells \( A \in K^m \) have disjoint interiors, we conclude that

\[
\mathcal{H}^d(\phi^m(B \cap E)) \leq C \mathcal{H}^d(\phi^m + 1(B \cap E)) \leq C \mathcal{H}^d(B \cap E).
\]

(804)

(805)

We fix \( A \in K \) and we prove that

\[
\zeta^d \ll A(\text{int}(A) \cap \phi^m(E)) \leq C \zeta^d(V_B \cap E).
\]

(806)

If \( \dim(A) > m \) this is trivial because \( \phi^m(E) \subset |K| \setminus U_m \). If \( \dim(A) < m - 1 \), this is trivial because \( \phi^m = \text{id} \) on \( |K| \setminus U_m \) (and we use (114)). We assume that \( \dim(A) = m - 1 \). Here again,

\[
\psi_m^{-1}(\text{int}(A)) \cap \phi^m + 1(E) \subset |K| \setminus U_{m+1}
\]

\[
\subset (|K| \setminus U_m) \cup \bigcup_{B \in K^m} \text{int}(B).
\]

(807)

(808)

For \( B \in K^m \) such that \( \psi_m^{-1}(\text{int}(A)) \cap \text{int}(B) \neq \emptyset \), we have \( \text{int}(A) \cap B \neq \emptyset \), because \( \psi_m(B) \subset B \). As a consequence \( A \subset B \) but since \( \dim A < \dim B \), we also have \( \text{int}(B) \cap A = \emptyset \). This proves that the union in (808) is indexed by \( B \in K^m \) such that \( A \subset \partial B \). By construction, we have \( \psi_m = \text{id} \) on \( |K| \setminus U_{m+1} \) and for all \( B \in K^m \) such that \( A \subset \partial B \),

\[
\zeta^d \ll A(\psi_m(\text{int}(B) \cap \phi^m + 1(E))) \leq C \zeta^d(\text{int}(B) \cap \phi^m + 1(E)) \leq C \zeta^d(V_B \cap E) \leq C \zeta^d(V_A \cap E).
\]

(809)

(810)

(811)

As there are at most \( 3^n \) cells \( B \in K^m \) such that \( A \subset \partial B \), we conclude that

\[
\zeta^d(\text{int}(A) \cap \phi^m(E)) \leq C \zeta^d(V_A \cap E).
\]

(812)

\( \square \)

In the next Lemma, we provide two conditions to control the Lipschitz constant of \( \phi \). The second condition is a weak form of Ahlfors-regularity (see Remark D.2 below the proof)
Lemma D.3 We keep the notations of the Lemma D.2. Let us assume that there exists a constant $\lambda \geq 1$ such that

(i) for all $A, B \in K$ which are not 0-cells and such that $A \subset B$, we have $\text{diam}(B) \leq \lambda \text{diam}(A)$;

(ii) for all bounded subset $S \subset E$, for all radius $\rho > 0$, the set $S$ can be covered by at most $\lambda \rho - \delta \text{diam}(S)^d$ balls of radius $\rho$.

Then $\phi$ can be taken $C$-Lipschitz where $C$ depends on $n, \lambda$.

**Proof** The letter $C$ plays the role of constant $\geq 1$ that depends on $n$ and $\lambda$. Given a $C$-Lipschitz $\phi_{m+1}$, we want to build a $C$-Lipschitz $\psi_m$. According to the proof of Lemma D.1, it suffices that for all $A \in K^m$,

$$\text{diam}(A) \delta^{-1}_\lambda \leq C.$$  \hfill (813)

We prove the existence of $x_A \in \frac{1}{2}$ such that

1. $\text{diam}(A) d(x, \phi_{m+1}(E))^{-1} \leq C$;
2. for all $B \in K$ containing $A$,
   $$\mathcal{H}^d(\psi_{x_A}(\text{int}(A) \cap F_B)) \leq C \mathcal{H}^d(\text{int}(A) \cap F_B)$$ \hfill (814)

   where $F_B = \phi_{m+1}(B \cap E)$;
3. for all $B \in K$ included in $\partial A$,
   $$\zeta^d \lambda B(\psi_{x_A}(\text{int}(A) \cap F)) \leq C \zeta^d \lambda A(\text{int}(A) \cap F),$$ \hfill (815)

   where $F = \phi_{m+1}(E)$.

Remember that to obtain the second requirement on $x_A$, we have chosen $C$ big enough (depending on $n$) so that for $B \in K$ containing $A$,

$$\text{diam}(A)^{-m} \mathcal{H}^m(\{x \in \text{int}(A) | \mathcal{H}^d(\psi_x(F_B)) \geq C \mathcal{H}^d(F_B)\})$$ \hfill (816)

is sufficiently small (depending on $n$). We have obtained the third requirement on $x_A$ similarly. Now, we also want $C$ big enough (depending on $n, \lambda$) so that

$$\text{diam}(A)^{-m} \mathcal{H}^m(\{x \in \text{int}(A) | d(x, \phi_{m+1}(E)) \leq C^{-1} \text{diam}(A)\})$$ \hfill (817)

is sufficiently small (depending on $n$). Thus, the points $x \in \text{int}(A)$ that do not satisfy all our criteria will have a small $\mathcal{H}^m$-measure compare to $\mathcal{H}^m(A)$. Fix $0 < \delta \leq 1$. We recall that

$$\text{int}(A) \cap \phi_{m+1}(E) \subset \bigcup_B \phi_{m+1}(B \cap E),$$ \hfill (818)

where $\bigcup_B$ is indexed by the cells $B \in K$ containing $A$. For such $B$, we can cover $E \cap B$ by at most $C \delta^{-d}$ balls of radius $\delta \text{diam}(A)$. Since $\phi_{m+1}$ is $C$-Lipschitz and since, by
Definition 2.6, there are at most $3^n$ cells $B \in K$ containing $A$, the set $\text{int}(A) \cap \phi_{m+1}(E)$ is covered by at most $C \delta^{-d}$ balls of radius $C \delta \text{diam}(A)$. We deduce that

$$\mathcal{H}^m(\{x \in \text{int}(A) | d(x, \phi_{m+1}(E)) < C \delta \text{diam}(A)\}) \leq C \delta^{m-d} \text{diam}(A)^m. \quad (819)$$

As $m > d$ and $\delta$ is arbitrary small, we can find $C$ big enough so that

$$\text{diam}(A)^{-m} \mathcal{H}^m(\{x \in \text{int}(A) | d(x, \phi_{m+1}(E)) \leq C^{-1} \text{diam}(A)\}) \leq C \delta m^{-d} \text{diam}(A)^m. \quad (820)$$

is sufficiently small. \hfill \square

Remark D.2 Let $E \subset \mathbb{R}^n$ be a Borel set and $B$ be a ball of radius $R > 0$. We assume that there exists a constant $\lambda \geq 1$ such that for all $x \in E \cap B$, for all $0 \leq r \leq 2R$,

$$\lambda^{-1} r^d \leq \mathcal{H}^d(E \cap B(x, r)) \leq \lambda r^d. \quad (821)$$

Then there exists a constant $C \geq 1$ (depending on $\lambda$, $d$) such that for all subset $S \subset E \cap B$, for all radius $r > 0$, the set $S$ can be covered by at most $Cr^{-d} \text{diam}(S)^d$ balls of radius $r$. Here is the proof.

We assume that $S$ contains at least one point, denoted by $x_S$. The property is trivial for $r > \text{diam}(S)$ because $S$ is covered by $B(x_S, r)$. Now we work with $r \leq \text{diam}(S)$. Let $(x_i)$ be a maximal sequence of points in $S$ such that $|x_i - x_j| \geq r$. By maximality, $S$ is covered by the balls $B(x_i, r)$. Then, we estimate the cardinal $N$ of such family. The balls $E \cap B(x_i, \frac{1}{2}r)$ are disjoints and included in $E \cap B(x_S, 2 \text{diam}(S))$. It follows that

$$\sum \mathcal{H}^d(E \cap B(x_i, \frac{1}{2}r)) \leq \mathcal{H}^d(E \cap B(x_S, 2 \text{diam}(S))). \quad (822)$$

We apply (821) and obtain

$$(2^d \lambda)^{-1} N r^d \leq 2^d \lambda \text{diam}(S)^d. \quad (823)$$
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