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Abstract—This paper proposes a novel split learning framework with multiple end-systems in order to realize privacy-preserving deep neural network computation. In conventional split learning frameworks, deep neural network computation is separated into multiple computing systems for hiding entire network architectures. In our proposed framework, multiple computing end-systems are sharing one centralized server in split learning computation, where the multiple end-systems are with input and first hidden layers and the centralized server is with the other hidden layers and output layer. This framework, which is called as spatio-temporal split learning, is spatially separated for gathering data from multiple end-systems and also temporally separated due to the nature of split learning. Our performance evaluation verifies that our proposed framework shows near-optimal accuracy while preserving data privacy.

Index Terms—Split learning, privacy-preserving, deep learning

I. INTRODUCTION

Nowadays, deep neural network computations are widely and actively used in many applications. Therefore, it is obvious that there are a lot of research contributions which aim at privacy-preserving secure deep neural network computation. Among them, federated learning is one of well-known and successful approaches which does not expose training data to the public [1], [2]. According to the privacy-preserving nature in federated learning, it is suitable for medical applications. In distributed medical systems (hospitals, biomedical research institutes, etc.), there exist lots of patients’ data. In addition, the system conducts deep neural network training on such data all of it typically should be in the same space for the training. However, gathering and transporting patient data is strictly regulated by laws due to privacy. As a result, each medical system conducts computations with its own local data. To deal with this issue, this paper proposes a federated learning framework which trains models with the data stored in each end-system locally for privacy-preserving computation while maintaining learning accuracy. Among various federated learning algorithms, this paper considers split learning which separates deep neural network computation into several parts [3]. The basic system architecture for split learning is as illustrated in Fig. 1. As shown in Fig. 1, the training data located in end-system cannot be seen at the centralized server, thus, privacy-preserving deep neural network computation can be available. However, to the best of our knowledge, multiple end-systems are not considered in split learning research contributions, yet. In the case with multiple end-systems, the training data are located in spatially separated individual end-systems and the deep neural network training is temporally separated as shown in Fig. 1, thus our proposed system is named spatio-temporal split learning. In this proposed spatio-temporal split learning, each end-system contains several hidden layers and the results of the last hidden layers of all end-systems will be delivered to the centralized server. The server has the other remaining hidden layers and output layer of our considering deep neural network, thus, centralized computation can be available. Based on our performance evaluation results with cifar10 based classification, it can be observed that our spatio-temporal split learning can show near-optimal performance while preserving data privacy.

II. SPATIO-TEMPORAL SPLIT LEARNING FRAMEWORK

Our proposed spatio-temporal split learning framework is as illustrated in Fig. 2. As shown in Fig. 2, multiple end-systems exist; and the individual results of end-systems’ first hidden layers are delivered to the centralized server. Then, the original raw data is not shared and encoded (due to the first hidden layer computation). Note that sharing the results of first hidden layers at the centralized server does not expose original raw data. Then, deep neural network computation with the other hidden layers and output layer is conducted at the server, thus, all training data is used for single deep neural network training. Therefore, in theory, our proposed spatio-temporal split learning framework achieves near optimal performance by using all data in a single network with certain amount of performance sacrifice due to individual first hidden layers in each end-system. This performance degradation can be larger when more hidden layers are in end-systems while sacrificing certain amounts of learning performance (tradeoff).

The centralized server requires queue while gathering the results of the first hidden layers in end-systems under the consideration of geo-distributed end-systems. If an end-system is located very far from the centralized server, the parameters
from the end-system can arrive at the server lately or sparsely. Then, the learning performance can be biased due to the differences of arrivals from end-systems. Thus, parameter scheduling is required depending on applications, i.e., a queue is conducted with convolutional neural networks (CNN). In our proposed framework, multiple end-systems are sharing one centralized server, where the multiple end-systems are with first hidden layer and the centralized server is with the other layers. This framework is spatially separated for getting data from multiple end-systems and temporally separated for split learning computation. The performance of the proposed framework is evaluated and the results verify that the framework shows near-optimal performance without original raw data sharing for privacy preserving computation.
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