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Abstract: The analysis of the return probability is one of the most essential and fundamental topics in the study of classical random walks. In this paper, we study the return probability of quantum and correlated random walks in the one-dimensional integer lattice by the path counting method. We show that the return probability of both quantum and correlated random walks can be expressed in terms of the Legendre polynomial. Moreover, the generating function of the return probability can be written in terms of elliptic integrals of the first and second kinds for the quantum walk.
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1. Introduction

The classical random walk is one of the most important and widely used models in scientific research [1–3]. Furthermore, a more general model called correlated random walk [4] has been actively studied for modeling more complex motions [5,6]. The movement of the correlated random walk depends on the motion of the previous step. Furthermore, since the early 2000s, research on the quantum-mechanical analog of the random walk has been attracting much attention. The model is called quantum walk and plays an essential role in various fields. For a comprehensive review, see [7]. As an interesting application, quantum walks have been extensively used for quantum field theory, for example, see [8–11]. Quantum walks have many characteristic properties that are not present in classical random walks, such as ballistic spreading [12] and localization [13], which further expand the potential for applications. For this reason, it is significant to compare the fundamental properties of classical and quantum walks.

In this paper, we focus on the return probability of discrete-time quantum and correlated random walks in the one-dimensional integer lattice, where the walker starts from the origin. The return probability has been actively studied since it is one of the most important and fundamental research topics in classical random walks. In the case of quantum walks, there is a deep connection with localization property, which is vital for applications in different studies such as quantum search algorithms [14–16] and topological insulators [17,18]. For the relation between return probability and localization, see [19] for detail. A fundamental study on the return probability of the random walk was carried out by G. Pólya [20]. It is proved that the generating function of the return probability of the two-dimensional random walk and the return probability of the three-dimensional random walk can be written in terms of the elliptic integral of the first kind (see also [21]). A similar expression of the generating function of the return probability was given in [22] for the one-dimensional quantum walk. However, the result was restricted to a specific model called the Hadamard walk, and its initial state was also specified. In this paper, we extend this result and prove that the expression can be written with elliptic integrals of both the first and second kinds for the general time evolution and initial state. Moreover, we show...
that the return probability of both quantum and correlated random walks can be written by
the Legendre Polynomial. Similar to the elliptic integrals, the Legendre polynomial is also a
well-studied special function, useful for a variety of analyses [23]. Particularly in this paper,
the return probability is expressed in terms of the Legendre polynomial, allowing for the
further analysis of the generating function and characterization of the return probability.
For more about the return probability of the quantum walk, see [24–29].

The rest of this paper is organized as follows. In Section 2, we focus on the analysis of
the quantum walk. After giving the definition, we show that the return probability can be
represented with the Legendre polynomial in Proposition 1, and its generating function
can be written with elliptic integrals in Proposition 2. Subsequently, Section 3 is devoted to
the analysis of the correlated random walk. Proposition 3 proves that the return probability
of the correlated random walk can also be represented with the Legendre polynomial, and
Proposition 4 provides a result for its generating function. Finally, the conclusion and
further discussion are presented in Section 4.

2. Quantum Walk

2.1. Definition

In this section, we consider a discrete-time one-dimensional quantum walk. As for
detailed information on the definition, see [7,30] for example. First, we define the coin
matrix $U$ as a $2 \times 2$ unitary matrix given as

$U = \begin{bmatrix} a & b \\ c & d \end{bmatrix}$, $(a, b, c, d \in \mathbb{C})$,

where $\mathbb{C}$ denotes a set of complex numbers. The quantum walk has a degree of freedom
called chirality, which takes the value of left or right, meaning the direction of the walker’s
motion. At each time step, a walker with left chirality will move one unit to the left, and a
walker with right chirality will move one unit to the right. We consider

$|L\rangle = \begin{bmatrix} 1 \\ 0 \end{bmatrix}$, $|R\rangle = \begin{bmatrix} 0 \\ 1 \end{bmatrix}$,

where $L$ and $R$ represent the left chirality and right chirality states, respectively. We divide
$U$ into the following two matrices to define the dynamics of the model.

$P = \begin{bmatrix} a & b \\ 0 & 0 \end{bmatrix}$, $Q = \begin{bmatrix} 0 & 0 \\ c & d \end{bmatrix}$.

Here, $U = P + Q$ and $P$ represents that the walker moves one unit to the left, and $Q$
represents that the walker moves one unit to the right. Then, we let $\Xi_{n}^{(QW)}(l, m)$ denote the
sum of all paths starting from the origin, where $l$ is a number of steps to the left and $m$
is a number of steps to the right. Note that $n = l + m$ holds. For example, when $n = 3$, we
have the following:

$\Xi_{3}(0, 3) = Q^{3}$, $\Xi_{3}(1, 2) = Q^{2}P + PQ + PQ^{2}$,

$\Xi_{3}(2, 1) = P^{2}Q + PQP + PQ^{2}$, $\Xi_{3}(3, 0) = P^{3}$.

Next, we set $S_{n}^{(QW)}$ as a position of the walker at time $n$, which starts from the origin with
the initial state $\varphi$:

$P\left(S_{n}^{(QW)} = x\right) = \left|\Xi_{n}^{(QW)}(l, m)\varphi\right|^{2}$,

where $n = l + m$, $x = -l + m$ and

$\varphi = \varphi_{1}|L\rangle + \varphi_{2}|R\rangle \in \mathbb{C}^{2}$, $|\varphi_{1}|^{2} + |\varphi_{2}|^{2} = 1$. 

We define the return probability \( r_{n(QW)}(0) \) as the probability that the walker returns to the origin at time \( n \).

\[
r_{n(QW)}(0) = P(S_n = 0).
\]

The previous study [22] gave a return probability \( r_{n(QW)}(0) \) and the generating function of \( r_{n(QW)}(0) \) for the Hadamard walk whose coin matrix is defined by the Hadamard matrix \( H \):

\[
U = H = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix}.
\]

Furthermore, the initial state was restricted to

\[
\varphi = \frac{1}{\sqrt{2}} |L\rangle + i \frac{1}{\sqrt{2}} |R\rangle.
\]

However, we extend the results for the general coin matrix and initial state \( \varphi \).

2.2. Return Probability of the Quantum Walk

To derive the return probability \( r_{2n(QW)}(0) \), first we consider \( \Xi_{2n(QW)}(n, n) \). The following lemma is given in the previous study [12].

**Lemma 1.**

\[
\Xi_{2n}(n, n) = a^n d^n \sum_{\gamma=0}^{n} \left( \frac{bc}{ad} \right)^{\gamma} \left( \frac{n-1}{\gamma-1} \right)^2 \left( \frac{n-\gamma}{a\gamma} P + \frac{n-\gamma}{d\gamma} Q + \frac{1}{c} R + \frac{1}{b} S \right).
\]

Here,

\[
R = \begin{bmatrix} c & d \\ 0 & 0 \end{bmatrix}, \quad S = \begin{bmatrix} 0 & 0 \\ a & b \end{bmatrix}.
\]

Next, we give the general expression of a unitary matrix for the coin matrix as follows:

\[
U = \begin{bmatrix} a & b \\ c & d \end{bmatrix} = e^{i\theta} \begin{bmatrix} a & \beta \\ -\beta & \alpha \end{bmatrix},
\]

where \( \theta \in [0, 2\pi), \alpha, \beta \in \mathbb{C} \) and \( |\alpha|^2 + |\beta|^2 = 1 \). To exclude obvious cases, we assume \( \alpha, \beta \neq 0 \). \( r_{2n(QW)}(0) \) can be expressed by the Legendre polynomial. As for the special function, see [23].

**Proposition 1.**

\[
r_{2n(QW)}(0) = \frac{\{P_{n-1}(k)\}^2 - 2kP_n(k)P_{n-1}(k) + \{P_n(k)\}^2}{2(k+1)}, \quad r_{2n-1(QW)}(0) = 0
\]

for \( n \geq 1 \) and \( r_{0(QW)}(0) = 1 \). Here, \( k = 2|\alpha|^2 - 1 \) and \( P_n(x) \) denotes the Legendre polynomial.

**Proof.** The proof will be stated in the Appendix A. \( \square \)

The result shows that the return probability does not depend on the initial state \( \varphi \), and it only depends on \( |\alpha| \). Putting \( |\alpha| = \frac{1}{\sqrt{2}} \), we obtain the result from the previous study [22] as a corollary.

**Corollary 1.** The return probability of the Hadamard walk \( r_{2n(H)}(0) \) becomes \( r_{0(H)}(0) = 1 \),

\[
r_{2n(H)}(0) = \frac{1}{2} \left[ \{P_{n-1}(0)\}^2 + \{P_n(0)\}^2 \right], \quad r_{2n-1(H)}(0) = 0
\]
for \( n \geq 1 \). Since
\[
P_{2n+1}(0) = 0, \quad P_{2n}(0) = \frac{1}{2^n} \binom{2n}{n}
\]
holds, we obtain
\[
r^{(H)}_{4m}(0) = r^{(H)}_{4m+2}(0) = \frac{1}{2} \left( P_{2m}(0) \right)^2 = \frac{1}{2^{4m+1}} \binom{2m}{m}^2 \quad (m \geq 1).
\]

Next, we consider the generating function of the return probability.

**Proposition 2.** For \( k = 2|\alpha|^2 - 1 \),
\[
\sum_{n=0}^\infty r_n^{(QW)}(0) z^n = \frac{1}{\pi (k+1)} \left( 1 + z^2 \right) K \left( k, z^2 \right) - 2k \int_0^{z^2} \frac{E(k, w) \, dw}{1-w} - \frac{\pi}{2} + 1,
\]
where
\[
K(x, z) = \frac{\sqrt{4z(1-x^2)}}{1 - 2z(2z^2 - 1) + z^2} \quad \text{and} \quad E(x, z) = \frac{\sqrt{4z(1-x^2)}}{1 - 2z(2z^2 - 1) + z^2}.
\]

Here, \( K \) and \( E \) are elliptic integrals of the first and second kind, respectively. They are defined by
\[
K(m) = \int_0^{\pi/2} \frac{d\theta}{\sqrt{1 - m^2 \sin^2 \theta}} = \int_0^1 \frac{dx}{\sqrt{(1-x^2)(1-m^2x^2)}} \quad (0 \leq m < 1),
\]
\[
E(m) = \int_0^{\pi/2} \sqrt{1 - m^2 \sin^2 \theta} \, d\theta = \int_0^1 \frac{1 - m^2 x^2}{\sqrt{1-x^2}} \quad (0 \leq m < 1).
\]

**Proof.** It is known that the generating function of the product of two Legendre polynomials can be expressed as follows (see [31]):
\[
\sum_{n=0}^\infty P_n(\cos \theta_1) P_n(\cos \theta_2) z^n = \frac{2 \left( \frac{1}{2}, \frac{1}{2}; 1; \frac{4z \sin \theta_1 \sin \theta_2}{1-2z \cos(\theta_1 + \theta_2) + z^2} \right)}{\sqrt{1 - 2z \cos(\theta_1 + \theta_2) + z^2}}.
\]

Thus, we obtain
\[
\sum_{n=1}^\infty \{ P_n(x) \}^2 z^n = \frac{2}{\pi} K(x, z) - 1 \tag{1}
\]
and
\[
\sum_{n=1}^\infty \{ P_{n-1}(x) \}^2 z^n = \frac{2z}{\pi} K(x, z)
\]
for \( |x| \leq 1 \). Next, using the following relation of the Legendre polynomial,
\[
P_{n-1}(x) = x P_n(x) - \frac{x^2 - 1}{x} \frac{d}{dx} P_n(x),
\]
we have
\[ \sum_{n=1}^{\infty} z^n P_n(x) P_{n-1}(x) = \sum_{n=1}^{\infty} z^n P_n(x) \left( x P_n(x) - \frac{x^2 - 1}{n} \frac{d}{dx} P_n(x) \right) \]
\[ = \sum_{n=1}^{\infty} z^n \left[ x \{ P_n(x) \}^2 - \frac{x^2 - 1}{n} P_n(x) \frac{d}{dx} P_n(x) \right] \]
\[ = \sum_{n=1}^{\infty} z^n x \{ P_n(x) \}^2 - \left( x^2 - 1 \right) \sum_{n=1}^{\infty} z^n P_n(x) \frac{d}{dx} P_n(x) \]
\[ = x \sum_{n=1}^{\infty} \{ P_n(x) \}^2 z^n - \frac{x^2 - 1}{2} \int_{0}^{z} x^{-1} \frac{d}{dx} \sum_{n=1}^{\infty} \{ P_n(x) \}^2 w^n dw. \] (2)

Note that
\[ \frac{d}{dz} \mathcal{K}(x, z) = \frac{(1 + z) \mathcal{E}(x, z) - (1 - z) \mathcal{K}(x, z)}{2z(1 - z)} \]
\[ \frac{d}{dx} \mathcal{K}(x, z) = x \frac{\mathcal{E}(x, z) - \mathcal{K}(x, z)}{x^2 - 1}. \]

By (1), we can rewrite (2) with elliptic integrals
\[ \sum_{n=1}^{\infty} z^n P_n(x) P_{n-1}(x) = \frac{2x}{\pi} \mathcal{K}(x, z) - x - \frac{x}{\pi} \int_{0}^{z} \frac{\mathcal{E}(x, w) - \mathcal{K}(x, w)}{w} dw. \]

By differentiating with respect to \( z \) for both sides, we obtain
\[ \sum_{n=1}^{\infty} nz^{n-1} P_n(x) P_{n-1}(x) = \frac{2x \mathcal{E}(x, z)}{\pi(1 - z)}. \]

Therefore, we have a simple expression as follows:
\[ \sum_{n=1}^{\infty} z^n P_n(x) P_{n-1}(x) = \int_{0}^{z} \sum_{n=1}^{\infty} nz^{n-1} P_n(x) P_{n-1}(x) dw \]
\[ = \frac{2x}{\pi} \int_{0}^{z} \frac{\mathcal{E}(x, w)}{1 - w} dw, \]

It follows from these discussions that
\[ \sum_{n=0}^{\infty} n^{(QW)}(0) z^n = \left( \sum_{n=1}^{\infty} n^{(QW)}(0) z^n \right) + 1 \]
\[ = \left( \frac{1}{2(k + 1)} \sum_{n=1}^{\infty} \left( \{ P_{n-1}(k) \}^2 - 2k P_n(k) P_{n-1}(k) + \{ P_n(k) \}^2 \right) z^{2n} \right) + 1 \]
\[ = \frac{1}{\pi(k + 1)} \left\{ \left( 1 + z^2 \right) \mathcal{K}(z^2) - 2k^2 \int_{0}^{z} \frac{\mathcal{E}(k, w)}{1 - w} dw - \frac{\pi}{2} \right\} + 1. \]

\[ \Box \]

Setting \( |\alpha| = \frac{1}{\sqrt{2}} \), we obtain the result from the previous study [22] as a corollary.

**Corollary 2.** The generating function of the return probability for the Hadamard walk becomes
\[ \sum_{n=0}^{\infty} n^{(H)}(0) z^n = \frac{1 + z^2}{\pi} \mathcal{K}(z^2) + \frac{1}{2}. \]
Proof. Putting $k = 0$, we have

$$
\sum_{n=0}^{\infty} r_n(0)z^n = \frac{1}{\pi} \left\{ \left( 1 + z^2 \right) K\left( 0, z^2 \right) - \frac{\pi}{2} \right\} + 1
$$

$$
= \frac{K\left( \frac{2z}{1+z^2} \right)}{\pi} + \frac{1}{2}.
$$

We can use the following relation from [32]:

$$
K\left( \frac{2\sqrt{|t|}}{1+|t|} \right) = (1 + t)K(t)
$$

for $|t| < 1$. Thus, we see

$$
\sum_{n=0}^{\infty} r_n^{(H)}(0)z^n = \frac{1 + z^2}{\pi} K\left( z^2 \right) + \frac{1}{2}.
$$

As a remark, we introduce the return probability of the two-dimensional random walk obtained by Pólya [20] (see also Spitzer [21]) as below:

$$
r_{2n}^{(RW,2)}(0) = \frac{1}{4^{2n}} \binom{2n}{n}^2, \quad P_{2n+1}^{(RW,2)}(0) = 0 \ (n \geq 0).
$$

Therefore, we have an expression with the elliptic integral of the first kind.

$$
\sum_{n=0}^{\infty} r_n^{(RW,2)}(0)z^n = \frac{2}{\pi} K(z).
$$

Furthermore, the probability that the three-dimensional random walk returns to its starting point, $F = 1 - G^{-1}$, is given by [21] as

$$
G = \frac{1}{\pi^2} \int_{-\pi}^{\pi} K\left( \frac{2}{3 - \cos \theta} \right) d\theta.
$$

3. Correlated Random Walks

3.1. Definition

We consider a one-dimensional correlated random walk where the probability of moving to the next step depends on the previous step. The evolution is defined as follows:

$$
P(\text{particle moves one unit to the left}) = \begin{cases} p, & \text{if the previous step was to the left}, \\ 1 - q, & \text{if the previous step was to the right}, \end{cases}
$$

and

$$
P(\text{particle moves one unit to the right}) = \begin{cases} 1 - p, & \text{if the previous step was to the left}, \\ q, & \text{if the previous step was to the right}. \end{cases}
$$

Here, if $p = q$, the walker moves one unit in the same direction with probability $p$, or the walker moves one unit in the opposite direction with probability $1 - p$. In the case of $p = 1 - q$, the walk becomes uncorrelated with the past time. Thus, we see that correlated
random walks include random walks as special cases. Furthermore, when \( p = q = 1/2 \), the walk is equivalent to the well-known symmetric (non-correlated) random walk, i.e., the particle moves at each step either one unit to the left with probability 1/2, or one unit to the right with probability 1/2.

Next, to make the correspondence with quantum walks easier to understand, we define the time evolution of correlated random walks by a 2 \times 2 transition matrix \( A \).

\[
A = \begin{bmatrix} a & b \\ c & d \end{bmatrix},
\]

where \( a, b, c, d \in [0, 1] \) and \( a + c = b + d = 1 \). To exclude the obvious case, we assume \( 0 < a, d < 1 \) henceforth. We divide \( A \) into the following two matrices to define the dynamics of the model.

\[
\hat{P} = \begin{bmatrix} a & b \\ 0 & 0 \end{bmatrix}, \quad \hat{Q} = \begin{bmatrix} 0 & 0 \\ c & d \end{bmatrix}.
\]

Here, \( A = \hat{P} + \hat{Q} \), and \( \hat{P} \) represents that the walker moves one unit to the left, and \( \hat{Q} \) represents that the walker moves one unit to the right. Let \( \Xi_n^{(\text{CRW})}(l, m) \) denote the sum of all paths starting from the origin, where \( l \) is a number of steps to the left and \( m \) is a number of steps to the right.

Furthermore, let \( S_n^{(\text{CRW})} \) be the location of the walker at time \( n \) starting from the origin with the initial state \( \hat{\phi} \):

\[
P(S_n^{(\text{CRW})} = x) = ||\Xi_n^{(\text{CRW})}(l, m)\hat{\phi}||_1
\]

with \( n = l + m \) and \( x = -l + m \). Here, \( \hat{\phi} = [\hat{\phi}_1 \, \hat{\phi}_2]^T \in \mathbb{R}^2 \) satisfies \( ||\hat{\phi}||_1 = \hat{\phi}_1 + \hat{\phi}_2 = 1 \) and \( \hat{\phi}_1, \hat{\phi}_2 \geq 0 \), where \( T \) denotes the transpose operator.

### 3.2. Return Probability of the Correlated Random Walk

**Proposition 3.** Case \( \Delta_- \neq 0 \):

Let \( \Delta_\pm = ad \pm bc \) and \( k_\pm = ac\hat{\phi}_1 + bd\hat{\phi}_2 \pm ad \). Then we have

\[
r_{2n}^{(\text{CRW})}(0) = \frac{\Delta_-}{2ad} \left( k_- P_{n-1} \left( \frac{\Delta_+}{\Delta_-} \right) + k_+ P_n \left( \frac{\Delta_+}{\Delta_-} \right) \right).
\]

Note that if \( a = d \), the return probability does not depend on the initial state.

Case \( \Delta_- = 0 \) (random walk):

The walk becomes a random walk. We let \( a = b = p, c = d = q = 1 - p \) and the return probability becomes

\[
r_{2n}^{(\text{RW})}(0) = (pq)^n \binom{2n}{n}.
\]

**Proof.** The proof will be stated in the Appendix A. \( \square \)

**Proposition 4.** Case \( \Delta_- \neq 0 \):

Let \( \Delta_\pm = ad \pm bc \) and \( k_\pm = ac\hat{\phi}_1 + bd\hat{\phi}_2 \pm ad \). Then, we obtain

\[
\sum_{n=0}^{\infty} r_n^{(\text{CRW})}(0) z^n = \frac{1}{2ad} \left( \frac{\Delta_- k_- z^2 + k_+}{\sqrt{\Delta_-^2 z^4 - 2\Delta_+ z^2 + 1}} - k_+ \right) + 1.
\]

Case \( \Delta_- = 0 \) (random walk): we see

\[
\sum_{n=0}^{\infty} r_n^{(\text{RW})}(0) z^n = \frac{1}{\sqrt{1 - z^2}}.
\]
Proof. The result is well-known for the case $\Delta_-=0$ (see [21], for example); thus, we assume $\Delta_-=\neq 0$. The generating function of the Legendre polynomial is given as

$$\sum_{n=0}^{\infty} P_n(y)z^n = \frac{1}{\sqrt{1-2yz+z^2}}.$$ 

Thus, we have

$$\sum_{n=0}^{\infty} x^n P_n(y)z^{2n} = \sum_{n=0}^{\infty} P_n(y)\left(xz^2\right)^n = \frac{1}{\sqrt{1-2xyz^2+x^2z^4}}$$

and

$$\sum_{n=1}^{\infty} x^n P_{n-1}(y)z^{2n} = xz^2 \sum_{n=1}^{\infty} x^n P_{n-1}(y)z^{2(n-1)} = \frac{xz^2}{\sqrt{1-2xyz^2+x^2z^4}}.$$ 

By using these relations, we obtain our statement for $\Delta_-=\neq 0$. □

4. Conclusions and Discussion

In this study, we analyzed the return probability and its generating function of quantum and correlated random walks in the one-dimensional integer lattice for general settings. We proved that the return probability could be written in terms of the Legendre polynomial. In particular, the return probability of the quantum walk depends only on the absolute value of the first element, $|\alpha|$, of the coin matrix and does not depend on the initial state. Furthermore, the return probability is independent of the initial state for the correlated random walk with $a=d$. Furthermore, we showed that the generating function of the return probability is expressed in terms of elliptic integrals of both the first and second kinds for the quantum walk. Our result generalizes the previous research [22].

Historically, comparisons between the quantum and classical walks have led to new insights and extended the potential of new theories and applications. We hope that this research will provide a mathematical foundation for the properties of quantum walks. For future research, a further analysis using the generating function of the return probability obtained in this study would be interesting. Moreover, extending the one-dimensional lattice to a higher dimensional lattice would be one of the fascinating problems.
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Appendix A

Proof of Proposition 1. First, from Lemma 1, we have

$$\sum_{n=1}^{\infty} \binom{QW}{n,n}\phi = e^{2in\theta} |\alpha|^{2n} \sum_{\gamma=1}^{\infty} \left(\frac{|\beta|^2}{|\alpha|^2}\right)^\gamma \left(\frac{n-1}{\gamma-1}\right)^2 \left[ \frac{n}{\pi\gamma} - \frac{n-1}{\pi\gamma^3} - \frac{\pi}{\gamma} \right] \phi_1 \phi_2,$$

$$= e^{2in\theta} |\alpha|^{2n} \sum_{\gamma=1}^{\infty} \left(\frac{|\beta|^2}{|\alpha|^2}\right)^\gamma \left(\frac{n-1}{\gamma-1}\right)^2 \left[ \frac{n}{\pi\gamma} - \frac{n-1}{\pi\gamma^3} - \frac{\pi}{\gamma} \right] \left(\frac{n\pi\gamma+\pi\gamma}{\pi}\right).$$
Here,\
\[
\left| \sum_{\gamma=1}^{n} \left( -\frac{\beta^2}{\alpha^2} \right)^\gamma \left( \frac{n-1}{\gamma-1} \right)^2 \left( \frac{1}{\gamma} - \frac{\alpha \varphi_1 + \beta \varphi_2}{\alpha} - \frac{\varphi_2}{\alpha \beta} \right) \right|^2
\]
\[
= n^2 \left| \frac{\alpha \varphi_1 + \beta \varphi_2}{\alpha^2} \right|^2 \left\{ \sum_{\gamma=1}^{n} \frac{1}{\gamma} \left( -\frac{\beta^2}{\alpha^2} \right)^\gamma \left( \frac{n-1}{\gamma-1} \right)^2 \right\}
\]
\[
+ \frac{\varphi_2^2}{\alpha^2 |\beta|^2} \left\{ \sum_{\gamma=1}^{n} \left( -\frac{\beta^2}{\alpha^2} \right)^\gamma \left( \frac{n-1}{\gamma-1} \right)^2 \right\}
\]
\[
- 2n \Re \left( \frac{\varphi_1 \varphi_2}{\alpha \beta} + \frac{\varphi_2^2}{\alpha^2 |\beta|^2} \right) \sum_{\gamma=1}^{n} \frac{1}{\gamma} \left( -\frac{\beta^2}{\alpha^2} \right)^\gamma \left( \frac{n-1}{\gamma-1} \right)^2 \sum_{\delta=1}^{n} \left( -\frac{\beta^2}{\alpha^2} \right)^\delta \left( \frac{n-1}{\gamma-1} \right)^2
\]
and\
\[
\left| \sum_{\gamma=1}^{n} \left( -\frac{\beta^2}{\alpha^2} \right)^\gamma \left( \frac{n-1}{\gamma-1} \right)^2 \left( \frac{\varphi_1}{\alpha \beta} + \frac{\varphi_2^2}{\alpha^2 |\beta|^2} \right) \right|^2
\]
\[
= \left| \frac{\varphi_1^2}{\alpha^2 |\beta|^2} \right|^2 \left\{ \sum_{\gamma=1}^{n} \frac{1}{\gamma} \left( -\frac{\beta^2}{\alpha^2} \right)^\gamma \left( \frac{n-1}{\gamma-1} \right)^2 \right\}
\]
\[
+ n^2 \frac{\pi \varphi_2 - \overline{\varphi}_1^2}{|\alpha|^2} \left\{ \sum_{\gamma=1}^{n} \frac{1}{\gamma} \left( -\frac{\beta^2}{|\alpha|^2} \right)^\gamma \left( \frac{n-1}{\gamma-1} \right)^2 \right\}
\]
\[
+ 2n \Re \left( \frac{\varphi_1 \varphi_2}{\alpha \beta} - \frac{\varphi_1^2}{\alpha^2 |\beta|^2} \right) \sum_{\gamma=1}^{n} \frac{1}{\gamma} \left( -\frac{\beta^2}{|\alpha|^2} \right)^\gamma \left( \frac{n-1}{\gamma-1} \right)^2 \sum_{\delta=1}^{n} \left( -\frac{\beta^2}{|\alpha|^2} \right)^\delta \left( \frac{n-1}{\gamma-1} \right)^2,
\]
where \( \Re(z) \) denotes the real part of a complex number \( z \). Therefore, the return probability becomes\
\[
r_{2n}^{(0)}(0) = |\alpha|^{4n-2} \left[ n^2 \left\{ \sum_{\gamma=1}^{n} \frac{1}{\gamma} \left( -\frac{\beta^2}{|\alpha|^2} \right)^\gamma \left( \frac{n-1}{\gamma-1} \right)^2 \right\}^2
\]
\[
+ \frac{1}{|\beta|^2} \left\{ \sum_{\gamma=1}^{n} \left( -\frac{\beta^2}{|\alpha|^2} \right)^\gamma \left( \frac{n-1}{\gamma-1} \right)^2 \right\}
\]
\[
- 2n \sum_{\gamma=1}^{n} \frac{1}{\gamma} \left( -\frac{\beta^2}{|\alpha|^2} \right)^\gamma \left( \frac{n-1}{\gamma-1} \right)^2 \sum_{\delta=1}^{n} \left( -\frac{\beta^2}{|\alpha|^2} \right)^\delta \left( \frac{n-1}{\gamma-1} \right)^2 \right].
\]
Moreover, we will rewrite \( n_{2n}^{(n,n)}(0,n,n) \) by using the Jacobi polynomial, \( P_n^{(\nu,\mu)}(x) \), which is orthogonal on \([-1,1]\) with respect to \((1-x)^\nu(1+x)^\mu\) for \( \nu, \mu > -1 \). The following relation holds:
\[
P_n^{(\nu,\mu)}(x) = \frac{\Gamma(n+\nu+1)}{\Gamma(n+1)\Gamma(\nu+1)} \mathbf{2F1} \left( -n, n + \nu + 1; \nu + 1; \frac{1-x}{2} \right),
\]
where \( \Gamma(z) \) is the gamma function and \( \mathbf{2F1}(a,b;c;z) \) is the hypergeometric function, which satisfies
\[
\mathbf{2F1}(a,b;c;z) = (1-z)^{-c} \mathbf{2F1} \left( a, c-b; c; \frac{z}{z-1} \right).
\]
By putting \( k = 2|\alpha|^2 - 1 \) and using these relations, we can write
\[
\sum_{\gamma=1}^{n} \frac{1}{\gamma} \left( -\frac{|\beta|^2}{|\alpha|^2} \right)^\gamma \binom{n-1}{\gamma-1}^2 = -\frac{|\beta|^2}{|\alpha|^2} 2F_1 \left( 1-n,1-n;2; -\frac{|\beta|^2}{|\alpha|^2} \right)
\]

\[
= -|\beta|^2 \left( \frac{1}{|\alpha|^2} \right)^n 2F_1 \left( 1-(n-1),n+1;2; |\beta|^2 \right)
\]

\[
= -\frac{|\beta|^2}{n} \left( \frac{1}{|\alpha|^2} \right)^n P_{n-1}^{(1,0)}(k). \tag{A1}
\]

Similarly,
\[
\sum_{\gamma=1}^{n} \left( -\frac{|\beta|^2}{|\alpha|^2} \right)^\gamma \binom{n-1}{\gamma-1}^2 = -\frac{|\beta|^2}{n} \left( \frac{1}{|\alpha|^2} \right)^n P_n^{(0,0)}(k). \tag{A2}
\]

Thus, we can rewrite \( r_{2n}^{(QW)}(0) \) with the Jacobi polynomial.
\[
r_{2n}^{(QW)}(0) = \frac{|\beta|^2}{|\alpha|^2} \left[ |\beta|^2 \left\{ P_{n-1}^{(1,0)}(k) \right\}^2 + \left\{ P_n^{(0,0)}(k) \right\}^2 - 2|\beta|^2 P_{n-1}^{(1,0)}(k) P_n^{(0,0)}(k) \right].
\]

Furthermore, using the relation from [23],
\[
(n + \nu + 1) P_n^{(\nu,\mu)}(x) - (n + 1) P_{n+1}^{(\nu,\mu)}(x) = \frac{(2n + \nu + \mu + 2)(1-x)}{2} P_n^{(\nu+1,\mu)}(x),
\]
we have the following by setting \( \nu = \mu = 0 \) and \( x = k \):
\[
P_n^{(1,0)}(k) = \frac{P_n^{(0,0)}(k) - P_{n-1}^{(0,0)}(k)}{2|\beta|^2}. \tag{A3}
\]

Therefore, we obtain
\[
r_{2n}^{(QW)}(0) = \left\{ P_{n-1}^{(0,0)}(k) \right\}^2 - 2kP_{n-1}^{(0,0)}(k) P_n^{(0,0)}(k) + \left\{ P_n^{(0,0)}(k) \right\}^2 \]
\[
= \frac{2(2k+1)P_n^{(0,0)}(k)}{2(k+1)}.
\]

Since \( P_n^{(0,0)}(x) = P_n(x) \) holds, the proof is complete. \( \square \)

**Proof of Proposition 3.** Lemma 1 can also be applied to correlated random walks. Thus, we have
\[
\Xi_{2n}^{(CRW)}(n,n) \phi = (ad)^n \sum_{\gamma=1}^{n} \binom{bc}{ad}^\gamma \binom{n-1}{\gamma-1}^2 \left[ \begin{array}{c} \frac{n}{a} \phi_1 + \frac{b}{a} \frac{n-\gamma}{\gamma} + \frac{d}{c} \\ \frac{n}{a} \phi_2 + \frac{b}{a} \frac{n-\gamma}{\gamma} + \frac{d}{c} \end{array} \right].
\]

The return probability of the correlated random walk becomes
\[
r_{2n}^{(CRW)}(0) = \| \Xi_{2n}^{(CRW)}(n,n) \phi \|_1
\]
\[
= (ad)^n \sum_{\gamma=1}^{n} \binom{bc}{ad}^\gamma \binom{n-1}{\gamma-1}^2 
\]
\[
\times \left[ \frac{n}{a} \left( \frac{ac \phi_1 + bd \phi_2}{ad} + 1 \right) + \frac{ad - bc}{abcd} (ac \phi_1 + bd \phi_2) \right].
\]
When \( \Delta_- \neq 0 \), it follows from relations (A1) and (A2) that
\[
\sum_{\gamma=1}^{n} \frac{1}{\gamma} \left( \frac{bc}{ad} \right)^{\gamma} \left( \frac{n-1}{\gamma-1} \right)^2 = \frac{bc}{nad} \left( \frac{\Delta_-}{ad} \right)^{n-1} P_n^{(1,0)} \left( \frac{\Delta_+}{\Delta_-} \right)
\]
and
\[
\sum_{\gamma=1}^{n} \left( \frac{bc}{ad} \right)^{\gamma} \left( \frac{n-1}{\gamma-1} \right)^2 = \frac{bc}{ad} \left( \frac{\Delta_-}{ad} \right)^{n-1} P_n^{(0,0)} \left( \frac{\Delta_+}{\Delta_-} \right).
\]

Therefore,
\[
{r_{2n}^{(CRW)}}(0) = \frac{\Delta_-^{n-1}}{ad} \left( \Delta_- (ac\hat{\phi}_1 + bd\hat{\phi}_2) P_{n-1}^{(0,0)} \left( \frac{\Delta_+}{\Delta_-} \right) + bck_+ P_{n-1}^{(1,0)} \left( \frac{\Delta_+}{\Delta_-} \right) \right).
\]

By (A3), this can be converted to
\[
\frac{\Delta_-}{2ad} \left( k_- P_{n-1}^{(0,0)} \left( \frac{\Delta_+}{\Delta_-} \right) + k_+ P_{n-1}^{(0,0)} \left( \frac{\Delta_+}{\Delta_-} \right) \right).
\]

Replacing \( P_n^{(0,0)}(x) \) with \( P_n(x) \), we obtain the first expression in the statement. When \( \Delta_- = 0 \) and \( a = b = p, c = d = q = 1 - p \), we have
\[
{r_{2n}^{(RW)}}(0) = 2n(pq)^n \sum_{\gamma=1}^{n} \frac{1}{\gamma} \left( \frac{n-1}{\gamma-1} \right)^2.
\]

Using the following relation, we obtain the desired conclusion.
\[
2n \sum_{\gamma=1}^{n} \frac{1}{\gamma} \left( \frac{n-1}{\gamma-1} \right)^2 = \left( \frac{2n}{n} \right).
\]

\[\square\]
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