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Abstract

Current work builds new families of non-binary nonlinear error-correcting codes from Finite Upper Half-Plane $\mathbb{H}_q$, with $q = p^r$ and $p$ a prime number. A fundamental domain is defined to a discrete group $\Gamma \subset GL(2, \mathbb{F}_q)$ acting over $\mathbb{H}_q$. We establish some concepts and results on $\mathbb{H}_q$, such that the geometric properties allow us to get codification and decodification.
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1 Introduction

In a linear code we consider as an alphabet a finite field $\mathbb{F}$ with $q$ elements, and the code is a vector subspace of $\mathbb{F}^n$. These codes are the most used error-correcting codes for applications. On the other hand, nonlinear codes have been studied far less than the linear codes, but they contain the optimal error-correcting codes.

In a communication system, the transmitted information is always impaired by the action of a noise acting on the transmission channel. Despite its physical characteristics, noise is treated by a probabilistic model, by specifying its probability density function. Through this characterization the signal to be transmitted is processed in order to control the noise action. A key component of the transmitter is the modulator. For an efficient signal modulation of the signal, the modulator uses a signal constellation which is a finite set associated with a geometric structure. The system is usually modelled on a Euclidean environment. However, environments outside the Euclidean context have proven to be a very promising approach.

One of the most important possibilities is to consider constellations of points in the hyperbolic plane. The paper [1] was the first to propose a communication system with the hyperbolic plane as an environment. The main potential for coding in the hyperbolic plane is the infinitude of essentially distinct tessellations, in contrast to a Euclidean case. After [1], several papers connecting hyperbolic geometry with communication and coding theory have been published, [2], [3], [4], [5], among others. In [6] it is stated that it is possible to devise more efficient error correcting codes, in terms of error probability, if they are elaborated from two-dimensional varieties with genus $g \geq 2$. It is known that the inherent geometry of such surfaces is hyperbolic geometry, [7].

In the mid 1980s, A. Terras [8] defined the finite upper half planes. They are defined over finite fields as analogue of the hyperbolic plane $\mathbb{H}$. In this construction, a finite field of odd characteristic was used as the finite analog of the real line. The analog of the upper half plane was constructed including the square root of a non-square to the finite field. Further, in [9], [10], finite fields of even characteristic were considered. Several questions were studied by Terras and coworkers, mainly the special functions on these planes ([1], [5]), and finite graphs, in which deep results were obtained. In [11], Tiu and Wallace found an application in coding theory. The authors generated a binary linear code using the norm in this model of Finite Upper Half-Plane. These ideas were generalized in [12] where new quasi-cyclic codes were obtained.

In a different way of [12] and [11], current paper employs Finite Upper Half-Planes $\mathbb{H}_q$, proposed by Terras [8], to build non-binary nonlinear error correcting codes from a fundamental domain of a group $\Gamma \subseteq \text{GL}(2, \mathbb{F}_q)$ over $\mathbb{H}_q$. Further, codes with good parameters are obtained when we consider the action of $\Gamma = \text{GL}(2, \mathbb{F}_q)$ over $\mathbb{H}_q$. We get a code with parameters $(n = q, M = q(q^2 - 1), d = q)$. We also give a decoding method for such codes, which uses the geometric properties of $\mathbb{H}_q$, and requires a relative low number of comparisons when compared to the more classical ML decoder.

The paper is divided as follows: Section 2 presents the main results on finite upper half-planes, both for the case where the finite field has odd characteristic, [8], [13], [14], and for the case where the characteristic is even, [9], [10]. In addition, we prove for the general case some results that were only considered in the odd case in [13] and [14]. These results will be used in current work also for the even case. In Section 3 we prove several algebraic results about the fundamental domains. These results are interesting by themselves. In this section we build new families of non-binary nonlinear codes. Section 4 discusses a decoding method.
2 Finite Upper Half-Plane $H_q$

If $p$ is an odd prime number, in a sequence of works, Celniker [15], Poulos [16], Celniker et al. [8], Angel and Velasquez [17], [18], Terras [14], [19] considering $q = p^r$, and $\mathbb{F}_q$ a field with $q$ elements, they introduce the finite upper half-plane $H_q$. In these works they analyzed the geometric and analytic properties of the Finite Upper Half-Plane, which was obtained by replacing $\mathbb{R}$ by $\mathbb{F}_q$ in the Poincaré Upper Half-Plane model of the hyperbolic plane $\mathbb{H}$. Angel [9] and Evans [10] also consider the cases of fields with even characteristic. We can use the geometric properties of these finite spaces to get new families of non-binary nonlinear codes. For this, let us introduce the definitions and results of the cited articles, which will be used throughout this work.

Let $q = p^r$ be a power of an odd prime and let $\mathbb{F}_q$ be a field with $q$ elements and $\zeta$ a non-square in $\mathbb{F}_q$. The Finite Upper Half-Plane is defined by

$$H_q = \{x + y\sqrt{\zeta} \mid x, y \in \mathbb{F}_q, \ y \neq 0\}.$$ 

Moreover, if $z = x + y\sqrt{\zeta}$, then $\overline{z} = x - y\sqrt{\zeta}$.

In the case of a field with even characteristic, since every element of the field is a square, let $\theta$ be a root of an irreducible polynomial $x^2 + tx + n$ over $\mathbb{F}_q$. In this case the Finite Upper Half-Plane is defined by

$$H_q = \{x + y\theta \mid x, y \in \mathbb{F}_q, \ y \neq 0\}.$$ 

Since $\theta$ is a root of $x^2 + tx + n$ over $\mathbb{F}_q[x]$, then $\theta^q$ is also a root. Thus, $n = \theta\theta^q$ and $t = \theta + \theta^q$, once $x^2 + tx + n = (x + \theta)(x + \theta^q)$ in $\mathbb{F}_q[x]$. It can be proved that the obtained results are independent of the choice of the irreducible quadratic polynomial. Thus, we construct the field $\mathbb{F}_{2^r}$ where the elements are powers of a primitive element $\alpha$, with $Tr(\alpha) = 1$. In this case, $x^2 + x + \alpha$ is irreducible over $\mathbb{F}_{2^r}$. We construct the finite upper half-plane $H_{2^r}$ with $\theta$, a root of the polynomial $x^2 + x + \alpha$. In this case, we have $\theta\theta^q = \alpha$ and $\theta + \theta^q = 1$.

Unlike the odd case, if $z = x + y\theta$, we take $\overline{\theta} = \theta^q$ and we define $\overline{z} = x + y\overline{\theta}$. Since most of the properties that we will use are valid for both cases, we define

$$H_q = \{x + \delta y \mid x, y \in \mathbb{F}_q, \ y \neq 0\}, \text{ where } \delta = \left\{ \begin{array}{ll} \sqrt{\zeta} & \text{if } q \text{ is odd} \\ \theta & \text{if } q \text{ is even} \end{array} \right.$$

(2.1)

Therefore, $H_q$ has $q(q - 1)$ elements and for $z \in H_q$, the real part of $z$ and the imaginary part of $z$ are given, respectively by $Re(z) = x$ and $Im(z) = y$. Further, the norm of $z$ is given by $N(z) = z\overline{z}$.

With such concepts, the pseudo-distance is defined:

$$d(z, w) = \frac{N(z - w)}{Im(z)Im(w)}.$$ 

Such a map cannot be considered a distance since it returns elements from the field $\mathbb{F}_q$ and not elements from $\mathbb{R}$. Consider the linear group $GL(2, \mathbb{F}_q)$ of $2 \times 2$ matrices with entries in $\mathbb{F}_q$ and non zero determinants. We can define an action of $GL(2, \mathbb{F}_q)$ over $H_q$, where for $g = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in GL(2, \mathbb{F}_q)$, we have $g(z) = \frac{az + b}{cz + d}$. Thus, $g(z) \in H_q$. Next result is proved for the odd case in the works quoted. We give the proof also to the even case.

**Proposition 2.1.** If $g \in GL(2, \mathbb{F}_q)$, then

$$d(z, w) = d(g(z), g(w)), \text{ for all } z, w \in H_q.$$
**Proof.** Let \( z = x + \delta y \) and \( w = u + \delta v \) be elements of \( \mathbb{H}_q \). Then \( \text{Im}(z) = y, \text{Im}(w) = v \), \( g(z) = \frac{az + b}{cz + d}, \)
\( g(w) = \frac{aw + b}{cw + d}, \) \( \text{Im}(g(z)) = \frac{(ad - bc)\text{Im}(z)}{N(cz + d)}, \) \( \text{Im}(g(w)) = \frac{(ad - bc)\text{Im}(w)}{N(cw + d)}. \) Thus,

\[
d(g(z), g(w)) = \frac{N(g(z) - g(w))}{\text{Im}(g(z))\text{Im}(g(w))} = \frac{N((az + b)(cw + d) - (aw + b)(cz + d))}{(ad - bc)^2\text{Im}(z)\text{Im}(w)} = \frac{N((ad - bc)(z - w))}{(ad - bc)^2\text{Im}(z)\text{Im}(w)} = \frac{N(z - w)}{\text{Im}(z)\text{Im}(w)} = d(z, w).
\]

As in the Poincaré Upper Half-Plane model, we will define a fundamental domain for a fuchsian group over \( \mathbb{H}_q \). Before that, we have to define an order in \( \mathbb{F}_q \). Let \( \alpha \) be a multiplicative generator of the multiplicative group \( \mathbb{F}_q^* \). Then, we consider the order

\[ 0 < \alpha < \alpha^2 < \alpha^3 < \cdots < \alpha^{q-1}. \quad (2.2) \]

Now, let \( \Gamma \subset GL(2, \mathbb{F}_q) \) be a subgroup and let \( \Gamma' \) be the set of all non trivial elements of \( \Gamma \), that is, the elements which are not multiple of the identity, and let \( z_0 \in \mathbb{H}_q \) be an element that is not fixed by any element of \( \Gamma' \). We define the sets:

\[
D_{\Gamma}(z_0) = \{ w \in \mathbb{H}_q \mid d(z_0, w) < d(\gamma(z_0), w), \ \forall \gamma \in \Gamma' \},
\]

\[
D_{\Gamma}(z_0) = \{ w \in \mathbb{H}_q \mid d(z_0, w) < d(z_0, w), \ \forall \gamma \in \Gamma' \}.
\]

These sets are the analogues of Dirichlet regions for the finite upper half-plane. Note that we need an element \( z_0 \in \mathbb{H}_q \) which is not fixed by any element of \( \Gamma' \). The following example shows that, in general, such an element does not always exist.

**Example 2.1.** Let \( q = 2 \). Then, \( \mathbb{F}_q = \mathbb{F}_2 = \{ 0, 1 \} \). We know that the polynomial \( p(x) = x^2 + x + 1 \) is irreducible over \( \mathbb{F}_2 \). Thus, taking \( \delta \) as the root of \( p(x) \) we can construct the Finite Upper Half-Plane \( H_2 \) given by:

\[ H_2 = \{ x + \delta y \mid x, y \in \mathbb{F}_2, y \neq 0 \} = \{ \delta, 1 + \delta \}. \]

Consider the subgroup \( K \subset GL(2, \mathbb{F}_2) \), given by

\[ K = \{ g \in GL(2, \mathbb{F}_2) \mid g(\delta) = \delta \} = \left\{ \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \begin{pmatrix} 1 & 1 \\ 1 & 0 \end{pmatrix} \right\}. \]

Note that \( K \) does not support a point \( z_0 \) that is not fixed by elements of \( K' \). However if we consider the subgroup \( \Gamma \subset GL(2, \mathbb{F}_2) \) given by

\[ \Gamma = \left\{ \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \begin{pmatrix} 1 & 1 \\ 1 & 0 \end{pmatrix} \right\}, \]

we have that \( \delta \) is not fixed by elements of \( \Gamma' \).
Thus, we can classify the subgroups of $GL(2, \mathbb{F}_q)$ according to the following definition.

**Definition 2.1.** Let $\Gamma \subseteq GL(2, \mathbb{F}_q)$ be a subgroup. Then, $\Gamma$ is a Domain Subgroup in $H_q$ if there is $z_0 \in H_q$ such that $\gamma(z_0) \neq z_0$, for every $\gamma \in \Gamma$.

Next result helps us define a fundamental domain for $H_q$.

**Lemma 2.2.** Let $\Gamma \subseteq GL(2, \mathbb{F}_q)$ be a domain subgroup of $H_q$ and $z \in H_q$. Then, there is $\gamma \in \Gamma$, such that $\gamma(z) \in D_\Gamma(z_0)$. Besides, if $z, w \in D_\Gamma(z_0)$ and $\gamma(z) = w$ for some $\gamma \in \Gamma$, then $\gamma$ is a trivial element.

**Proof.** Given $z \in H_q$ take $\gamma \in \Gamma$ such that

$$d(z_0, \gamma(z)) \leq d(z_0, \gamma'(z)), \quad \forall \gamma' \in \Gamma.$$ 

Note that $\gamma$ exists because $\Gamma$ is finite. We claim that $\gamma$ is the element we are looking for. In fact, given $\gamma' \in \Gamma'$ we have:

$$d(\gamma'(z_0), \gamma(z)) = d(z_0, (\gamma')^{-1}(\gamma(z))) = d(z_0, ((\gamma')^{-1} \circ \gamma)(z)) \geq d(z_0, \gamma(z)).$$

Then, $\gamma(z) \in D_\Gamma(z_0)$. For the second part of the proof, we will argue for contradiction. Let $z, w \in D_\Gamma(z_0)$, such that $\gamma(z) = w$. Suppose $\gamma \in \Gamma'$. We have

$$d(z_0, z) \leq d(\gamma(z_0), z).$$

On the other hand, since $\gamma(z) \in D_\Gamma(z_0)$, it follows that

$$d(\gamma^{-1}(z_0), z) = d(z_0, \gamma(z)) \leq d(\gamma(z_0), \gamma(z)) = d(z_0, z).$$

However, if $\gamma \in \Gamma'$ then $\gamma^{-1} \in \Gamma$. Thus, taking into account that $z \in \overline{D_\Gamma(z_0)}$, the above inequality results in a contradiction. Therefore, $\gamma$ is a trivial element. \hfill \Box

From Lemma 1, $\overline{D_\Gamma(z_0)}$ is almost a fundamental domain for the action of $\Gamma \subseteq GL(2, \mathbb{F}_q)$ over $H_q$. It is necessary, in some cases, to remove some elements in order to satisfy all the conditions of the following definition.

**Definition 2.2.** Let $\Gamma \subseteq GL(2, \mathbb{F}_q)$ be a domain subgroup of $H_q$ and $z_0 \in H_q$ an element that is not fixed by any $\gamma \in \Gamma'$. A subset $\mathcal{D}$ of $H_q$ is a Fundamental Domain for the action of $\Gamma$ over $H_q$, if $\mathcal{D}$ is a minimal (referring to cardinality) subset such that $D_\Gamma(z_0) \subseteq \mathcal{D} \subseteq \overline{D_\Gamma(z_0)}$, and it satisfies:

1. $\bigcup_{\gamma \in \Gamma} \gamma(\mathcal{D}) = H_q$;
2. $\mathcal{D} \cap \gamma(\mathcal{D}) = \emptyset, \quad \forall \gamma \in \Gamma'$ where

$$\mathcal{D} = \{w \in \mathcal{D}: d(z_0, w) < d(\gamma(z_0), w), \forall \gamma \in \Gamma'\}.$$ 

Basically, a fundamental domain will have an element from each $\gamma$-orbit. Now we give examples for even $q$. 
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Example 2.3. Let \( q = 4 \) and consider \( \mathbb{F}_4 = \{0, 1, \alpha, \alpha^2\} \) where \( \alpha \) is a generator element of \( \mathbb{F}_4 \).
Then we take \( x^2 + x + \alpha \), which is irreducible over \( \mathbb{F}_4 \), and let \( \delta \) be a root of this polynomial. Then, we have \( H_4 = \{ x + \delta y \mid x, y \in \mathbb{F}_4, \ y \neq 0 \} \). Now, let us consider \( \Gamma = N = \left\{ \begin{pmatrix} 1 & a \\ 0 & 1 \end{pmatrix} \mid a \in \mathbb{F}_4 \right\} \) and \( z_0 = 1 + \delta \). We have:
\[
D_T(z_0) = \{ 1 + \delta \}, \quad D_T(z_0) = \{ 1 + \delta, 1 + \delta \alpha, 1 + \delta \alpha^2, \alpha + \delta \alpha, \alpha^2 + \delta \alpha^2 \}.
\]
If we take \( D_T(z_0) \), we have \( \bigcup_{\gamma \in \Gamma} \gamma(D_T(z_0)) = H_4 \), \( \emptyset \cap \gamma'(D) = \emptyset, \forall \gamma \in \Gamma' \). However, since \( \Gamma(z_1) = \Gamma(z_1) \) and \( \Gamma(z_2) = \Gamma(z_2) \), then \( D_T(z_0) \) is not a smallest subset that satisfies all the conditions of the definition, that is, we have to delete some elements. Further, if we consider \( \mathcal{D} = \{ 1 + \delta, 1 + \delta \alpha, 1 + \delta \alpha^2 \} \) which is a set with one representative element from each \( \gamma \)-orbit, we now have \( \bigcup_{\gamma \in \Gamma} \gamma(\mathcal{D}) = H_4 \) and, since \( \mathcal{D} = \{ 1 + \delta \} \), then \( \mathcal{D} \cap \gamma'(\mathcal{D}) = \emptyset, \forall \gamma \in \Gamma' \). Thus, \( \mathcal{D} \) is a smallest subset which satisfies the required properties. Therefore, we obtain a fundamental domain for the action of \( \Gamma \) over \( H_4 \).

Example 2.4. If the previous example we take \( \Gamma = K = \{ g \in GL(2, \mathbb{F}_4) \mid g(\delta) = \delta \} = \left\{ \begin{pmatrix} c + d & c \\ c & d \end{pmatrix} \mid c, d \in \mathbb{F}_4, cd + d^2 + c^2 \alpha \neq 0 \right\} \), \( \delta \) and \( 1 + \delta \) will be fixed by every elements of \( K \). 
Taking \( z_0 = \alpha + \delta \), we will have \( D_T(z_0) = \{ \alpha + \delta, \alpha^2 + \delta \} \) and \( \overline{D_T(z_0)} = \{ \alpha + \delta, \alpha^2 + \delta, \delta, 1 + \delta \} \).
Not that, in this case, we cannot delete any element from \( D_T(z_0) \), otherwise the condition (1) from Definition 2.4 will not be satisfied. In addition, since it is easy to verify that the condition (2) is satisfied, then \( \mathcal{D} = \overline{D_T(z_0)} \) is a fundamental domain for the action of \( \Gamma = K \) over \( H_4 \).

Examples for the case when \( q \) is odd may be found in [14], [20], [13].

Let \( z_1, z_2, z_3 \in H_q \) be three different elements. The cross-ratio is the map given by
\[
T(z, z_1, z_2, z_3) = \frac{(z - z_1)(z_2 - z_3)}{(z - z_3)(z_2 - z_1)}.
\]
Considering this map and taking \( \mathbb{F}_q^2 = \mathbb{F}_q(\delta) \), where \( \delta \) is given in (2.1), we get the following result.

Proposition 2.2. Given different elements \( z_1, z_2, z_3 \in H_q \) and different elements \( u_1, u_2, u_3 \in H_q \), there is \( \gamma \in GL(2, \mathbb{F}_q) \), such that \( \gamma(z_1) = u_1 \), \( \gamma(z_2) = u_2 \) and \( \gamma(z_3) = u_3 \). Moreover, \( \gamma \) is unique up to multiplication by constant, and it can be represented by
\[
\left( \begin{array}{cc}
\frac{u_1(u_3 - z_1)}{(u_1 - u_3)(u_2 - u_3)} & - \frac{u_3(z_2 - z_3)}{(u_1 - u_3)(u_3 - u_2)} \\
\frac{u_1(z_2 - z_3)}{(u_1 - u_3)(u_2 - u_3)} & - \frac{u_3(z_2 - z_1)}{(u_1 - u_3)(u_3 - u_2)}
\end{array} \right).
\]

Proof. Let us consider the cross-ratio maps \( T(z, z_1, z_2, z_3) = \frac{(z - z_1)(z_2 - z_3)}{(z - z_3)(z_2 - z_1)} \) and \( G(z, u_1, u_2, u_3) = \frac{(z - u_1)(u_2 - u_3)}{(z - u_3)(u_2 - u_3)} \). Taking \( \gamma = G^{-1} \circ T \), we have \( \gamma(z_1) = u_1 \), \( \gamma(z_2) = u_2 \) and \( \gamma(z_3) = u_3 \), as well as the given expression. For unicity, let \( \gamma' \in GL(2, \mathbb{F}_q) \) be other map such that \( \gamma'(z_1) = u_1 \), \( \gamma'(z_2) = u_2 \) and \( \gamma'(z_3) = u_3 \). Then, \( z_1, z_2, z_3 \) are different elements of \( H_q \) fixed by \( \gamma^{-1} \circ \gamma' \). Now, we observe that \( z \in H_q \) is a fixed element if, and only if, \( \frac{a_2 + b \alpha}{c_2 + d \alpha} = z \), which clearly have three solutions if, and only if, \( a = d \in b = c = 0 \). Thus, it follows that \( \gamma' = a \gamma, a \in \mathbb{F}_q^2 \).

In [14], \( \Gamma \)-tessellations are considered when \( q = p^r \), with \( r > 1 \) and \( \Gamma \subseteq GL(2, \mathbb{F}_p) \) for the odd case. We will also consider the even case in the construction of our codes. Further, we may consider \( \Gamma = GL(2, \mathbb{F}_q) \) acting over \( H_q^2 \) both for odd and even \( q \), and that the codes we obtain when we do this are the best for our construction method.
2.1 Let \( D \) be a domain subgroup in \( GL(2, \mathbb{F}_q) \) over \( H_q \). We also consider the order given in (2.2), and we order the elements of \( H_q \) in the following way: given \( z = x + \delta y \), \( w = u + \delta v \in H_q \), then \( z < w \) if, and only if, \( x < u \) or \( y < v \) and \( x = u \).

Now, we consider the elements of the fundamental domain \( D \) in ascending order, that is, let \( z_1 < z_2 < \cdots < z_n \) be the elements of \( D \) in the given order. We take the vector \( c_0 = [z_1, z_2, \ldots, z_n] \), where \( n = |D| \). Such a vector will be the generator vector of our code.

To obtain the codewords, let \( \gamma \in \Gamma \), and apply it in every entry of \( c_0 \). From the examples in the previous section, we may have \( \gamma_i(c_0) = \gamma_j(c_0) \), for which it is sufficient that \( \gamma_i^{-1} \circ \gamma_j = c. Id. \)

Then, the code generated by \( \Gamma \) is the set \( C = \{ c_i \} \), where the codeworks are the distinct elements \( c_i = \gamma(c_0) = [\gamma_1(z_1), \gamma_2(z_2), \ldots, \gamma_n(z_n)] \).

A code \( C \) has parameters \((n, M, d)\), where \( n \) is the length, \( M \) is the number of codewords and \( d \) is the minimum distance of the code, where we are considering the Hamming distance. Some results on such parameters will be obtained.

The length of the code is given by \( n = |D| \).

Now, considering that \( |\Gamma \setminus H_q| \) represents the number of \( \Gamma \)-orbits generated by the action of \( \Gamma \) in \( H_q \), we have the following:

**Proposition 3.1.** Let \( \Gamma \subset GL(2, \mathbb{F}_q) \) be a domain subgroup in \( H_q \) and \( D \) be the fundamental domain of the \( \Gamma \) action in \( H_q \). Then, \( D \) has one and only one representative in each \( \Gamma \)-orbit. Consequently,

\[
|D| = |\Gamma \setminus H_q|.
\]

**Proof.** Suppose there is a \( \Gamma \)-orbit \( X \) such that \( X \cap D = \emptyset \). Thus, for all \( \gamma \in \Gamma \), it follows that \( X \cap \gamma(D) = \emptyset \). Thus, \( X \cap \bigcup_{\gamma \in \Gamma} \gamma(D) = \emptyset \). This contradicts the fact that \( \bigcup_{\gamma \in \Gamma} \gamma(D) = H_q \).

Therefore, it follows that \( D \) has a representative of each \( \Gamma \)-orbit generated by the action of \( \Gamma \) in \( H_q \) and suppose there are \( u, v \) belonging to a \( \Gamma \)-orbit \( Y \), so that \( u, v \in D \). By definition, we have \( D \triangleleft D_{\gamma}(z_0) \). So, \( u, v \in D_{\gamma}(z_0) \). Because \( u \) and \( v \) belong to the same \( \Gamma \)-orbit \( Y \), there is \( \gamma \in \Gamma \) so that \( \gamma(u) = v \). Then, by Lemma 2.2, it follows that \( \gamma \) is trivial. Thus, \( \gamma(u) = u \), implying \( u = v \). Therefore, it follows that \( D \) has one, and only one, representative of each \( \Gamma \)-orbit. \( \square \)

According to Burnside’s Lemma, for a finite group \( \Gamma \) acting over \( H_q \), if \( \text{Fix}(\gamma) = \{ z \in H_q | \gamma(z) = z \} \), then \( n = |D| = |\Gamma \setminus H_q| = 1 |\Gamma| \sum_{\gamma \in \Gamma} |\text{Fix}(\gamma)| \). Thus, we are interested in the conjugacy classes of \( GL(2, \mathbb{F}_q) \) and determine \( |\text{Fix}(\gamma)| \). Consequently, we will use results from [21] to build the Table 1.

In [14], we have a table for odd \( q \). However, as mentioned early, since in this paper we will consider both cases, we use Table 1.

**Proposition 3.2.** Let \( \gamma \in GL(2, \mathbb{F}_q) \) and \( H_q \) given in (2.1). Then

\[
|\text{Fix}(\gamma)| = \begin{cases} 
q(q-1) & \text{if } \gamma \text{ is of type 1} \\
0 & \text{if } \gamma \text{ is of type 2 or 3} \\
2 & \text{if } \gamma \text{ is of type 4} 
\end{cases}
\]
Table 1. Conjugacy Classes of $GL(2, \mathbb{F}_q)$

| Type | Representative | $\#$ Classes | $\#$ Elements in the class |
|------|----------------|--------------|---------------------------|
| 1    | $\begin{pmatrix} a & 0 \\ 0 & a \end{pmatrix}, a \in \mathbb{F}_q, a \neq 0$ | $q - 1$ | 1 |
| 2    | $\begin{pmatrix} a & 0 \\ 0 & a \end{pmatrix}, a \in \mathbb{F}_q, a \neq 0$ | $q - 1$ | $q^2 - 1$ |
| 3    | $\begin{pmatrix} a & w^{q+1} \\ -1 & w + w^q \end{pmatrix}, a, b \in \mathbb{F}_q, a \neq b$ | $\frac{1}{2}(q-1)(q-2)$ | $q(q+1)$ |
| 4    | $\begin{pmatrix} 0 & w^{q+1} \\ -1 & w + w^q \end{pmatrix}, w \in \mathbb{F}_q^* \setminus \mathbb{F}_q$ | $\frac{1}{2}q(q-1)$ | $q(q-1)$ |

Proof. If $\gamma$ is of type 1, then $\gamma = aId$, giving that $\gamma(z) = \frac{az}{z} = z$, that is, $\text{Fix}(\gamma) = H_q \Rightarrow |\text{Fix}(\gamma)| = q(q-1)$. If $\gamma$ is of type 2, then $\gamma(z) = z \Leftrightarrow az + 1 = az$, which has no solutions, so $|\text{Fix}(\gamma)| = 0$. Analogously, if $\gamma$ is of type 3, then $\gamma(z) = z \Leftrightarrow az = bz$ has no solutions, since $a \neq b$. In the case of $\gamma$ of type 4, we have $\gamma(z) = z \Leftrightarrow z^2 - (w + w^q)z + w^{q+1} = 0$. Now, in (2.1), if $q$ is odd, $\delta = \sqrt{\zeta}$, where $\zeta$ is not a square, that is, $x^2 - \zeta$ is irreducible over $\mathbb{F}_q$, then $\sqrt{\zeta} \in \mathbb{F}_q \setminus \mathbb{F}_q$, and we can consider $w = \sqrt{\zeta}$. Thus, it follows that $w + w^q = 0$, $w^{q+1} = \zeta$ and then $\pm \sqrt{\zeta}$ are the solutions of the equation. Since $\pm \sqrt{\zeta} \in H_q$, $|\text{Fix}(\gamma)| = 2$. Analogously, if $q$ is even, then, in (2.1), $\delta = \theta$ where $\theta$ is the root of an irreducible polynomial $x^2 + tx + n$ over $\mathbb{F}_q$, that is, $\delta \in \mathbb{F}_q^* \setminus \mathbb{F}_q$. Taking $w = \delta$, $w + w^q = t$, $w^{q+1} = n$, then both $\delta$ and $\delta^q$ are solutions of $z^2 - (w + w^q)z + w^{q+1} = 0$. Since $\delta, \delta^q \in H_q$, $|\text{Fix}(\gamma)| = 2$.

As a corollary we have:

Corollary 3.1. A fundamental domain $\mathcal{D}$ for the action of $\Gamma = GL(2, \mathbb{F}_q)$ over $H_q$ has only one element.

Proof. By Burnside’s Lemma and from Table 1,

$$|\mathcal{D}| = \frac{|\Gamma \setminus H_q|}{|\Gamma|} \sum_{\gamma \in \Gamma} |\text{Fix}(\gamma)|$$

$$= \frac{1}{|\Gamma|} \sum_{\gamma \in \Gamma} \left[ q(q-1)(q-1) + 0 + 0 + \frac{1}{2}q(q-1)(q-1)2 \right]$$

$$= \frac{(q-1)^2(q^2+q)}{(q^2-1)(q^2-q)}$$

$$= 1.$$
and $|\mathcal{D}| = |\Gamma_2 \backslash H_0| = q$. Now, since $H_0$ has $q(q-1)$ elements, then if we take $\mathcal{D}_1$ as fundamental domain, we have $q$ codewords in our code with minimum distance $q$. Since in this case no element of $\mathcal{D}_1$ is fixed by elements of $\Gamma_1 = N$, then the number of codewords is given by $M = \frac{q(q-1)}{q-1} = q$, where we take only the distinct codewords. So, $\gamma_i(z_k) \neq \gamma_j(z_k)$ and $d = q - 1$. Thus, we get a code with parameters $(q - 1, q, q - 1)$.

If we take $\mathcal{D}_2$ as the fundamental domain, we have two elements which are fixed by $\gamma_i$ of type $4$. The number of codewords will be $M = \frac{q(q-1)-2}{q-2} = q + 1$ and the minimum distance will be $d = q - 2$. Then, we get a code with parameters $(q + 1, q, q - 2)$.

The previous example shows that the parameters of the code are not so good since we have a low number of codewords. We can improve the number of codewords for up to $n - 1$ times the original number, keeping the same length $n$ and the same minimum distance $d$, where we are considering the Hamming distance.

Let $c_0 = [z_1, z_2, \ldots, z_n]$ be the generator vector of the code. Taking a right shift in the $c_0$ by one position in each coordinate, we obtain $n-2$ vectors $c_1 = [z_n, z_1, \ldots, z_{n-1}], \ldots, c_{n-2} = [z_2, z_3, \ldots, z_1]$. Now, if we apply the coding method in these vectors, we have $M(n-1)$ codewords in the new code. We will see later a decoding method different from Maximum Likelihood (ML) method. The method, however, works only for the original code, without an increase in the number of codewords.

On the other hand, if we take a $\Gamma$-tessellations, as $\Gamma = GL(2, \mathbb{F}_q)$ acting over $H_{\mathbb{F}_q}$, then we have better results in the parameters and we will be able to keep the decoding method. To analyze this case, we consider the finite fields $\mathbb{F}_q$ and $\mathbb{F}_{\mathbb{F}_q} = \mathbb{F}_q(\delta)$ where $\delta$ is given in (2.1). In order to build $H_{\mathbb{F}_q}$, we need an element $\delta_1$ which is a root of an irreducible polynomial $t^2+t+1$ over $\mathbb{F}_q$ if $q$ is even, or $\delta_1 = \sqrt{q}$ if $q$ is odd, where $c_1$ is not a square in $\mathbb{F}_q$, that is, $H_{\mathbb{F}_q} = \{x + \delta_1 y \mid x, y \in \mathbb{F}_q, y \neq 0\}$.

**Proposition 3.3.** Let $\gamma \in GL(2, \mathbb{F}_q)$ and $H_{\mathbb{F}_q}$ as above. Then

$$|\text{Fix}_\mathbb{F}_q(\gamma)| = \begin{cases} q^2(q^2-1) & \text{if } \gamma \text{ is of type 1} \\ 0 & \text{if } \gamma \text{ is of type 2, 3 or 4} \end{cases}$$

**Proof.** The proof is essentially the same as in Proposition 3.2. Since $|H_{\mathbb{F}_q}| = q^2(q^2-1)$, if $\gamma$ is of type 1, then $|\text{Fix}_\mathbb{F}_q(\gamma)| = q^2(q^2-1)$. On the other hand, since $H_{\mathbb{F}_q} = \{x + \delta_1 y \mid x, y \in \mathbb{F}_q, y \neq 0\}$, the fixed elements for a $\gamma$ of type 4 is $\pm \delta$ for odd $q$ and $\delta, \delta^q$ for even $q$, which does not belong to $H_{\mathbb{F}_q}$. Then, $|\text{Fix}_\mathbb{F}_q(\gamma)| = 0$.

**Lemma 3.3.** Let $\mathcal{D}$ be a fundamental domain for the action of $\Gamma = GL(2, \mathbb{F}_q)$ over $H_{\mathbb{F}_q}$. Then

$$|\mathcal{D}| = |\Gamma \backslash H_{\mathbb{F}_q}| = q.$$ 

**Proof.** The result follows from Burnside’s Lemma and from Proposition 3.3. These results show that $|\mathcal{D}| = \frac{1}{(q^2-1)(q^2-q)}[(q-1)q^2(q^2-1)] = q$.

**Theorem 3.4.** Let $\mathcal{D}$ be a fundamental domain for the action of $\Gamma = GL(2, \mathbb{F}_q)$ over $H_{\mathbb{F}_q}$ and let $c_0 = [z_1, z_2, \ldots, z_n]$ be the vector with elements of $\mathcal{D}$ in ascending order. Then, the code $\mathcal{C} = \{c_i = \gamma_i(c_0) : \gamma_i \in \Gamma; \ c_i \neq c_j\}$ has parameters $(n = q, M = q(q^2 - 1), d = q)$.

**Proof.** The length $n = q$ follows directly from Lemma 3.3. For the number of codewords, since $\mathcal{D}$ is the fundamental domain, we have $|H_{\mathbb{F}_q}| = q^2(q^2-1)$ and, by Proposition 3.3, it follows that $M = \frac{q^2(q^2-1)}{q} = q^2(q^2-1)$. For minimum distance, if $\gamma \in \Gamma$, then $\gamma^{-1} \in \Gamma$. Now, suppose that there are $\gamma_i, \gamma_j \in \Gamma$ with $\gamma_i(z_k) = \gamma_j(z_k)$ for some $z_k \in \mathcal{D}$, then $z_k$ is fixed by $\gamma_i^{-1} \circ \gamma_j$. By Proposition...
3.3 \( \gamma_i^{-1} \circ \gamma_j = c.Id \), so \( \gamma_i^{-1} \circ \gamma_j \) fixes every element of \( \mathcal{D} \), that is, \( \gamma_i(z_k) = \gamma_j(z_k) \neq z_k \in \mathcal{D} \). Then, \( \gamma_i(c_0) = \gamma_i(c_0) \), which is a contradiction since we took distinct codewords. Therefore, the minimum distance will be \( d = q \).

Again, we may observe that, in this case, we are able to increase the number of codewords up to \( q - 1 \) times the original number, by shifting \( q - 1 \) times on the right in the coordinates of the codewords of the original code.

3.1 Decoding method

In order to decode a received codeword \( r \), we will use the Proposition 2.2. Let \( e = [e_1, e_2, \ldots, e_n] \) and \( r = [r_1, r_2, \ldots, r_n] \) be the sent and the received codewords, respectively. Therefore, \( e = \gamma(c_0) \), that is, \( e_i = \gamma(z_i), \ i = 1, 2, \ldots, n \) for some \( \gamma \in \Gamma \). Then, by Proposition 2.2, it is enough to take \( r_i, r_j, r_k \) and determine \( \gamma' \), such that \( \gamma'(z_i) = r_i, \ \gamma'(z_j) = r_j, \ \gamma'(z_k) = r_k \). Next, we verify if \( \gamma' \in GL(2, \mathbb{F}_q) \). If not, at least one error has occurred and other combination \( r_i, r_j, r_k \) is taken. If \( \gamma' \in GL(2, \mathbb{F}_q) \), we verify if \( \omega(\gamma'(c_0) - r) \leq \left\lfloor \frac{d-1}{2} \right\rfloor \), where \( \omega(w) \) is the Hamming weight of \( w \). In the affirmative case, the codeword sent is \( e = \gamma(c_0) \). Otherwise, all three coordinates have an error, and we have to choose other elements \( r_i, r_j, r_k \), all different from those previously chosen. Next, we repeat the procedure.

Since this method corrects up to \( \left\lfloor \frac{d-1}{2} \right\rfloor \) errors, we have to take \( q \geq 4 \), if \( n = d = q \), or \( q \geq 5 \) if \( d = q - 2 \). In this case, there will be at least three elements which were sent correctly and by the uniqueness of \( \gamma \) given in the Proposition 2.2, we will be able to determine the correct map \( \gamma \).

Using this method we have at most \( \frac{2(q-1)(q-2)}{5} \) comparisons, if we need to work out all the combinations of \( n = q \) elements, taken 3 by 3.

3.2 Comparisons

From Theorem 1, for each \( q \), the parameters of the code are \( (q, q(q^2 - 1), q) \). This implies that for each distance \( d = q \) we have only one code. On other hand, we get codes for all distances \( d = q \), with also \( n = q \), which gives very good parameters, as we see when we compare them with the codes in [22].

4 Conclusions

In this work we introduced the concept of fundamental domain for the finite upper half-plane \( \mathbb{H}_q \). This allow us to build new families of non-binary nonlinear error-correcting codes from \( \mathbb{H}_q \), for \( q = p^r \) and \( p \) a prime number. We also establish some concepts and results on \( \mathbb{H}_q \), such that its geometric properties give a decodification strategy for these codes.
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