STRONG AND WEAK CONVERGENCE FOR AVERAGING PRINCIPLE OF DDSDE WITH SINGULAR DRIFT
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ABSTRACT
In this paper, we study the averaging principle for distribution dependent stochastic differential equations with drift in localized $L^p$ spaces. Using Zvonkin’s transformation and estimates for solutions to Kolmogorov equations, we prove that the solutions of the original system strongly and weakly converge to the solution of the averaged system as the time scale $\varepsilon$ goes to zero. Moreover, we obtain rates of the strong and weak convergence that depend on $p$ respectively.
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1. INTRODUCTION
Consider the following distribution dependent stochastic differential equation (in short, DDSDE):

$$dX_t = b(t, X_t, \mu_t)dt + \Sigma(t, X_t, \mu_t)dW_t,$$

where $b : \mathbb{R}_+ \times \mathbb{R}^d \times \mathcal{P} (\mathbb{R}^d) \to \mathbb{R}^d$ and $\Sigma : \mathbb{R}_+ \times \mathbb{R}^d \times \mathcal{P} (\mathbb{R}^d) \to \mathbb{R}^d \otimes \mathbb{R}^d$ are measurable functions and $\mu_t := \mathcal{L}(X_t)$ is the time marginal law of $X_t$. Here $\mathcal{P}(\mathbb{R}^d)$ denotes the space of all probability
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measures over $\mathbb{R}^d$ and $(W_t)_{t \geq 0}$ is a $d$-dimensional standard Brownian motion on some stochastic basis $(\Omega, \mathcal{F}, P, (\mathcal{F}_t)_{t \geq 0})$. The Kolmogorov operator of (1.1) is given by
\[
\mathcal{L}_t \varphi(x) = A_{ij}(t, x, \mu_t) \partial_{ij} \varphi(x) + b(t, x, \mu_t) \cdot \nabla \varphi(x),
\]
where $A_{ij}(t, x, \mu_t) := \frac{1}{2} \Sigma_{ik} \Sigma_{jk}(t, x, \mu_t)$. Here and below we use the usual Einstein convention for summation.

Note that DDSDE (1.1) is also called mean-field SDE or McKean-Vlasov SDE in the literature if
\[
b(t, x, \mu) := \int_{\mathbb{R}^d} b(t, x, y)\mu(dy), \quad \Sigma(t, x, \mu) := \int_{\mathbb{R}^d} \Sigma(t, x, y)\mu(dy)
\]
for all $(t, x, \mu) \in \mathbb{R}_+ \times \mathbb{R}^d \times \mathcal{P}(\mathbb{R}^d)$, where $b : \mathbb{R}_+ \times \mathbb{R}^2 \to \mathbb{R}^d$ and $\Sigma : \mathbb{R}_+ \times \mathbb{R}^2 \to \mathbb{R}^d \otimes \mathbb{R}^d$ are measurable functions. It naturally appears in the studies on the limiting behavior of interacting particle systems and mean-field games. Roughly speaking, DDSDE (or McKean-Vlasov SDE) describe stochastic systems whose evolution is determined not only by the microcosmic location of the particle, but also by the macrocosmic distribution. So it has attracted wide attention (see [7, 8, 9, 23, 34, 44] and references therein).

When $b$ and $\Sigma$ satisfy some continuity assumptions, there are numerous results devoted to studying the existence and uniqueness of this type of DDSDE (1.1) (see [21, 46] for examples). For the case that $b$ is only measurable, of at most linear growth and Lipschitz continuous with respect to $\mu$, when $\Sigma$ does not depend on $\mu$, it is uniformly non-degenerate and Lipschitz continuous, by using the classical Krylov estimates, Mishura and Veretenikov [35] obtained the strong well-posedness of (1.1). After that, the strong well-posedness was extended to local $L^1_t L^p_x$ drift by Röckner and Zhang in [40]. Moreover, by the relative entropy method and Girsanov’s theorem, Lacker [31] also obtained some well-posedness results for linear growth cases (see also [30]). Then, in the special case (1.2), Han obtained the well-posedness for $L^1_t L^p_x$ drift based on the relative entropy method in [22]. In [50], by some heat kernel estimates and Schauder-Tychonoff fixed point theorem, Zhao established the well-posedness results for DDSDE in a more general case (1.1) when $b$ satisfies some $L^1_t L^p_x$ condition and the derivatives of $\Sigma$ with respect to $\mu$ are Hölder continuous. It should be noted that by Zvonkin’s transformation of [53] (see also [48] and [49]) and entropy method, the last two authors together with Zhang in [24] obtained the strong well-posedness for (1.1), where $\Sigma$ does not depend on $\mu$ and $b$ is in mixed $L^1_t L^p_x$ space. For existence and uniqueness results on weak solutions to Nemytskii-type (= density dependent) DDSDE with merely measurable coefficients we refer to [2, 3, 4, 5].

In this work, we are interested in investigating the averaging principle of the following DDSDE with highly oscillating time component
\[
\mathrm{d}X^\varepsilon_t = b\left(\frac{t}{\varepsilon}, X^\varepsilon_t, \mu^\varepsilon_t\right)\mathrm{d}t + \sigma(X^\varepsilon_t)\mathrm{d}W_t, \quad X^\varepsilon_0 = \xi \in \mathcal{F}_0, \quad (1.3)
\]
where $\sigma : \mathbb{R}^d \to \mathbb{R}^d \otimes \mathbb{R}^d$ is a measurable function, $\mu^\varepsilon_t := \mathcal{L}(X^\varepsilon_t)$ is the time marginal law of $X^\varepsilon_t$ and the time scale $0 < \varepsilon \ll 1$.

Usually, solving the original system (1.3) is relatively difficult because of the highly oscillating time component. Therefore, it is desirable to find a simplified system which simulates and predicts the evolution of the original system over a long time scale. As is well known, the highly oscillating time component can be “averaged” out to produce such a simplified system under some suitable conditions, which is called averaging principle.

More exactly, let
\[
\bar{b}(x, \mu) := \lim_{T \to \infty} \frac{1}{T} \int_0^T b(t, x, \mu)\mathrm{d}t.
\]
(1.4)
If $b$ is independent of $\mu$, $b$ is called a $\text{KBM-vector field}$ (KBM stands for Krylov, Bogolyubov and Mitropolsky) if the convergence (1.4) is uniformly with respect to $x$ on bounded subsets of $\mathbb{R}^d$ (see e.g. [41]). The averaging principle states, as the time scale $\varepsilon$ goes to zero, that the solution of
the original equation (1.3) converges to that of the following averaged equation on any finite time interval
\[ dX_t = \bar{b}(X_t, \mu_t)dt + \sigma(X_t)dW_t, \quad X_0 = \zeta, \quad (1.5) \]
where \( \mu_t \) stands for the distribution of \( X_t \).

The averaging principle was firstly established for deterministic systems by Krylov, Bogolyubov and Mitropolsky [6, 28]. Then it was extended to stochastic differential equations by Khasminskii [26]. After that, extensive work on the averaging principle for finite and infinite dimensional stochastic differential equations was done; see e.g. [1, 10, 11, 12, 15, 18, 19, 20, 27, 33, 36, 45, 47] and the references therein.

Recall that the strong convergence rate of the averaging principle for slow-fast McKean-Vlasov SDE was established by the techniques of time discretization and Poisson equation in [38]. Furthermore, as discussed in [25], the strong convergence rate of the averaging principle for slow-fast McKean-Vlasov SPDE was studied, based on the variational approach and the technique of time discretization. Note that the coefficients of the slow equation with fast variables were globally Lipschitz continuous with respect to the slow variable in the above results. Recently, the strong convergence without a rate for DDSDE with highly oscillating time component driven by fractional Brownian motion and standard Brownian motion was shown in [43], which requires that the drift term is continuous in the slow variable.

Obviously, Lipschitz or continuity assumptions on \( b \) are too strong for some applications. There are a lot of interesting models from physics, only having bounded measurable or even singular \( L^p \) interaction kernels \( b \) and \( \bar{b} \). For example, the rank-based interaction studied in [30] has an indicator kernel, which is discontinuous; the Biot-Savart law appearing in the vortex description of 2-dimensional incompressible Navier-Stokes equations has a singular kernel like \( x^\pm/|x|^2 \) (see e.g. [52]). However, to the best of our knowledge, there is no result concerning the averaging principle both of DDSDE and SDE with \( L^p \) drift.

Following the above motivations, we consider the strong and weak convergence of the averaging principle for DDSDE with \( L^p \) drift in the present paper. Moreover, we obtain the rate of the strong and weak convergence, which is important for functional limit theorems in probability and homogenization in PDEs. Throughout this paper we need the following conditions.

\( (H_1) \quad \) Let \( p_0 \in (d \vee 2, \infty) \) and assume that there is a nonnegative constant \( \kappa_0 \) such that for all \( t \geq 0 \) and \( \mu, \nu \in \mathcal{P}(\mathbb{R}^d) \)

\[ \| b(t, \cdot, \mu) \|_{p_0} + \| b(t, \cdot, \mu) - b(t, \cdot, \nu) \|_{p_0} \leq \kappa_0, \]
where \( \| \mu - \nu \|_{\text{var}} := \sup_{A \in \mathcal{B}(\mathbb{R}^d)} |\mu(A) - \nu(A)| \) is total variation.

\( (H_2) \quad \) There are functions \( \bar{b} : \mathbb{R}^d \times \mathcal{P}(\mathbb{R}^d) \to \mathbb{R}^d, \omega : \mathbb{R}_+ \to \mathbb{R}_+ \) and \( H : \mathbb{R}^d \times \mathcal{P}(\mathbb{R}^d) \to \mathbb{R}_+ \) such that for all \( (T, t, x, \mu) \in \mathbb{R}^d \times \mathbb{R}_+ \times \mathcal{P}(\mathbb{R}^d) \)

\[ \left| \frac{1}{T-t} \int_t^{T+t} (b(s, x, \mu) - \bar{b}(x, \mu))ds \right| \leq \omega(T)H(x, \mu), \quad (1.6) \]
where \( \lim_{t \to \infty} \omega(t) = 0 \) and \( \sup_{\mu} \| H(\cdot, \mu) \|_{p_0} < \kappa_0. \) Here \( p_0 \) and \( \kappa_0 \) are as in \((H_1)\).

\( (H_c) \quad \) There are constants \( p > d \vee 2, \kappa_1 > 1 \) and \( \beta \in (0, 1) \) such that for all \( x, y, \xi \in \mathbb{R}^d \),

\[ \kappa_1^{-1} |\xi| \leq |\sigma(x)\xi| \leq \kappa_1 |\xi|, \quad \| \nabla \sigma \|_p \leq \kappa_1, \]
and

\[ |||\sigma(x) - \sigma(y)|||_{HS} \leq \kappa_1 |x - y|^{\beta}, \]
where \( ||| \cdot |||_{HS} \) is the Hilbert-Schmidt norm. Please see the definition of the localized \( L^p \) norm \( \| \cdot \|_p \) in Section 2.1.
Remark 1.1. We Note that
\[
\|\tilde{b}(\cdot, \mu)\|_{p_0} \leq \frac{1}{T} \int_0^T \|b(s, \cdot, \mu)\|_{p_0} ds + \frac{1}{T} \int_0^T (b(s, \cdot, \mu) - \tilde{b}(\cdot, \mu) ds) \|_{p_0}
\]
\[
\leq \kappa_0 + \omega(T) \|H(\cdot, \mu)\|_{p_0},
\]
provided conditions \((H^1)\) and \((H^2)\) hold. Taking \(T \to \infty\), we have
\[
\|\tilde{b}(\cdot, \mu)\|_{p_0} \leq \kappa_0.
\]
Similarly, we have
\[
\|\tilde{b}(\cdot, \mu) - \tilde{b}(\cdot, \nu)\|_{p_0} \leq \kappa_0 \|\mu - \nu\|_{var}.
\]
Thus, the coefficient \(\tilde{b}\) satisfies the condition \((H^1)\) with the same constant \(\kappa_0\).

Under assumptions \((H^1)\), \((H^2)\), and \((H_\delta)\), for any initial value \(\xi \in \mathcal{F}_0\), it is well-known that there is a unique strong solution to DDSDE (1.3) (respectively, (1.5)); see [50] and [24]. The aim of this work is to show the following strong and weak convergence of the averaging principle for DDSDE and SDE with \(L^p\) drift.

Theorem 1.2. Under \((H^1)\), \((H^2)\), and \((H_\delta)\), for any \(T > 0\) and \(\ell \in (0, 1)\), there is a constant \(C\), depending only on \(\kappa_0, \kappa_1, T, d, \beta, p_0, p, \ell\), such that for any \(\varepsilon > 0\)
\[
\sup_{t \in [0, T]} \|\mu_t^{\varepsilon} - \mu_t\|_{var} \leq C \inf_{h > 0} \left( h^{\frac{2}{\ell} - \frac{d}{p_0}} + \omega \left( \frac{h}{\varepsilon} \right) \right)
\]
and
\[
\mathbb{E} \left( \sup_{t \in [0, T]} |X^\varepsilon_t - X_t|^{2\ell} \right) \leq C \inf_{h > 0} \left( \omega(h/\varepsilon)^2 + h^{1-\delta} \right)^{\ell}.
\]

When the drift \(b\) is independent of the distribution, we have the following results, where the convergence rate is independent of \(p_0\).

Theorem 1.3. Assume that
\[
b(t, x, \mu) \equiv b(t, x).
\]
Under \((H^1)\), \((H^2)\), and \((H_\delta)\), for any \(T > 0, \delta > 0\) and \(\ell \in (0, 1)\), there is a constant \(C\), depending only on \(\kappa_0, \kappa_1, T, d, p_0, p, \delta, \ell\), such that for any \(\varepsilon > 0\)
\[
\mathbb{E} \left( \sup_{t \in [0, T]} |X^\varepsilon_t - X_t|^{2\ell} \right) \leq C \inf_{h > 0} \left( \omega(h/\varepsilon)^2 + h^{1-\delta} \right)^{\ell}.
\]

Remark 1.4. (i) Since we use the Zvonkin transformation using the parabolic equation, when \(\tilde{b} = \tilde{b}(t) = \tilde{b}(\cdot, \mu_t)\) depends on the time variable \(t\), the time regularity for solutions to this parabolic equation affects the convergence rate (see (5.2) and Lemma 3.15 for more details).

When \(\tilde{b}\) is independent of time, we can construct the Zvonkin transformation using the elliptic equation. Hence, the convergence rates in Theorems 1.2 and 1.3 are different.

(ii) Noting that \(\|f\|_{p_0} \lesssim \|f\|_{p_\infty}\) for all \(p_0 \in (1, \infty)\), all results in our paper are valid for \(p_0 = \infty\), in which case the rate of convergence in (1.8) is
\[
\inf_{h > 0} \left( \omega \left( \frac{h}{\varepsilon} \right) \right)^2 + h^{1-\delta} \right)^{\ell}
\]
for any \(\delta > 0\). In particular, we obtain the convergence rate \(\varepsilon^{\frac{1}{1-\delta}}\) for a large number of examples (see e.g. Example 1.7 below), which is faster than \(\varepsilon^{\frac{1}{2}}\) in [25].
Remark 1.5. These averaging principle results are also applicable to the following system

\[
\frac{dX_t}{dt} = \varepsilon b(t, X_t, \mathcal{L}(X_t)) + \sqrt{\varepsilon} \sigma(X_t) dW_t. \tag{1.9}
\]

Define \( Z_t^\varepsilon := X_{t/\varepsilon} \) and \( W_t^\varepsilon := \sqrt{\varepsilon} W_{t/\varepsilon} \) for all \( t \in \mathbb{R}_+ \). We rewrite (1.9) as

\[
\frac{dZ_t^\varepsilon}{dt} = b(t/\varepsilon, Z_t^\varepsilon, \mathcal{L}(Z_t^\varepsilon)) + \sigma(Z_t^\varepsilon) dW_t^\varepsilon.
\]

Then we can consider the following system

\[
\frac{d\bar{X}_t^\varepsilon}{dt} = \frac{1}{\varepsilon} \left( b(t/\varepsilon, \bar{X}_t^\varepsilon, \mathcal{L}(\bar{X}_t^\varepsilon)) \right) dt + \sigma(\bar{X}_t^\varepsilon) dW_t.
\]

Note that since the drift of both the DDSDE and SDE in this paper is locally \( L^p \) integrable, we cannot use Gronwall’s lemma or the generalized Gronwall lemma directly to prove the convergence of \( X^\varepsilon \) to \( X \) as in [25, 43]. On the other hand, our system (1.3) can be rewritten in the following slow-fast system:

\[
\begin{aligned}
\frac{dX_t^\varepsilon}{dt} &= b(Y_t^\varepsilon, X_t^\varepsilon, \mu_t^\varepsilon) dt + \sigma(X_t^\varepsilon) dW_t, \\
\frac{dY_t^\varepsilon}{dt} &= \frac{1}{\varepsilon} dt.
\end{aligned}
\]

Since the Kolmogorov operator of the fast process \( Y_t^\varepsilon = \frac{t}{\varepsilon} \), \( t \geq 0 \), does not have a second order elliptic part, we cannot use the technique based on the Poisson equation as in [38]. To overcome these difficulties, we use Zvonkin’s transformation to remove the drift \( b \) and employ the classical technique of time discretization.

More precisely, consider the following backward PDE for \( t \in [0, T] \) related to (1.5)

\[
\partial_t u + a_{ij} \partial_i \partial_j u - \lambda u + B \cdot \nabla u + B = 0, \quad u(T) = 0,
\]

where \( B(t, x) := \bar{b}(x, \mu_t) \), \( \lambda \geq 0 \), is the dissipative term. Under \( (H_\varepsilon) \) and \( (H_1^\varepsilon) \), Xia et al [48] proved that for a sufficiently large number \( \lambda \), there is a solution \( u \) such that

\[
|\nabla u(t, x)| \leq \frac{1}{2}, \quad t \in [0, T], x \in \mathbb{R}^d.
\]

Hence, if we define \( \Phi_t(x) := x + u(t, x) \), then \( x \to \Phi_t(x) \) is a \( C^1 \) diffeomorphism of \( \mathbb{R}^d \). By Itô’s formula, \( Y_t^\varepsilon := \Phi_t(X_t^\varepsilon) \) and \( Y_t := \Phi_t(X_t) \) solve the following new SDEs:

\[
\begin{aligned}
\frac{dY_t^\varepsilon}{dt} &= \lambda u(t, \Phi_t^{-1}(Y_t^\varepsilon)) dt + (\sigma^* \nabla \Phi_t(\Phi_t^{-1}(Y_t^\varepsilon))) dW_t \\
&\quad + \left( b(t/\varepsilon, X_t^\varepsilon, \mu_t^\varepsilon) - \bar{b}(X_t^\varepsilon, \mu_t^\varepsilon) \right) \cdot \nabla \Phi_t(X_t^\varepsilon) dt
\end{aligned}
\]

and

\[
\frac{dY_t}{dt} = \lambda u(t, \Phi_t^{-1}(Y_t)) dt + (\sigma^* \nabla \Phi_t)(\Phi_t^{-1}(Y_t)) dW_t,
\]

where \( \sigma^* \) is the transpose of \( \sigma \) and \( \Phi_t^{-1} \) is the inverse of \( x \to \Phi_t(x) \). Since these new systems have differentiable diffusion coefficients and the drifts are Lipshitz continuous, we can use the stochastic Gronwall inequality. Please see the complete formulation in Section 5.

The remaining part of the proof is about how to use the technique of time discretization to estimate the following crucial term

\[
\mathbb{E} \sup_{t \in [0, T]} \left| \int_0^t \left( b(s/\varepsilon, X_s^\varepsilon, \mu_s^\varepsilon) - \bar{b}(X_s^\varepsilon, \mu_s^\varepsilon) \right) \cdot \nabla \Phi_s(X_s^\varepsilon) ds \right|^2. \tag{1.10}
\]

In particular, we need to estimate

\[
\| \mu_t - \mu_t^\varepsilon \|_{var} \tag{1.11}
\]

and the following difference for \( B(t) = b(s/\varepsilon) \cdot \nabla \Phi_t \) and \( B(t) = \bar{b} \cdot \nabla \Phi_t \):

\[
\mathbb{E} \left| \int_0^t \left( B(s, X_s^\varepsilon, \mu_s^\varepsilon) - B(s, X_{\pi_h(s)}^\varepsilon(s), \mu_{\pi_h(s)}^\varepsilon) \right) ds \right|^2, \tag{1.12}
\]
where $\pi_h(s)$ is defined by $\pi_h(s) = s$ for $s \in [0, h)$ and
$$
\pi_h(s) := kh, \quad s \in [kh, (k+1)h), \forall k \in \mathbb{N}.
$$

Since $b$ is not continuous, it is not an easy problem to give an estimate for (1.12). Thanks to the important observation in [17, Lemma 2.1], we deal with this problem by considering the time regularity for the semi-group generated by the solutions to (1.3). Basically, if $X_t^\varepsilon = W_t$ is a standard Brownian motion and $f$ is a discontinuous function, we have

$$
\mathbb{E} \left[ \int_0^t \left( f(W_s) - f(W_{\pi_h(s)}) \right)^2 ds \right] = 2 \mathbb{E} \int_0^t \left( f(W_s) - f(W_{\pi_h(s)}) \right) \left( f(W_r) - f(W_{\pi_h(r)}) \right) dr ds
$$

where $\mathcal{F}_s := \sigma(W_r, r \leq s)$ and $\mathbb{E}_{\mathcal{F}_s}$ is the conditional expectation with respect to $\mathcal{F}_s$. We note that by the Markov property,

$$
\mathbb{E}_{\mathcal{F}_s} \int_s^t \left( f(W_r) - f(W_{\pi_h(r)}) \right) dr = \mathbb{E}_{\mathcal{F}_s} \int_s^t \left( f(W_r) - f(W_{\pi_h(r)}) \right) dr + \int_s^{t+h} \left( P_{r-s}f(W_s) - P_{\pi_h(r)-s}f(W_s) \right) dr,
$$

where $P_t f(x) := \mathbb{E} f(x + W_t)$ is the semi-group of Brownian motion. Note that as $h \to 0$ the first term converges to zero. And the second term also converges to zero as $h \to 0$ since $s \to P_s f$ is continuous. Please see Section 3 below for more details. We mention that similar estimates are obtained in [32] by the stochastic sewing techniques.

To estimate (1.11), we employ a method based on the Kolmogorov equation which is also used in [37]. Then, again by time discretization, we estimate the difference (1.11) and obtain (1.7) (see Section 4).

Now we illustrate our results by some examples. Firstly, the following example shows that the function $\omega(t)$ can be of the form $t^{-\alpha}$ with any power $\alpha \in (0, 1]$, which can also be used in some systems with singular interactions.

**Example 1.6.** Consider the following DDSDE in $\mathbb{R}^d$

$$
dX_t^\varepsilon = \left( \left[ 1 + t/\varepsilon \right]^{-\alpha_1} + 1 \right) \int_{\mathbb{R}^d} \frac{X_t^\varepsilon - y}{|X_t^\varepsilon - y|^{\alpha_2}} \mu_t^\varepsilon(dy) \right) dt + dW_t
$$

where $\alpha_1 > 0$, $1 < \alpha_2 < 2 \wedge (1 + \frac{d}{2})$ and $\mu_t^\varepsilon$ is the distribution of $X_t^\varepsilon$. It is clear that the averaged equation is

$$
dX_t = \left( \int_{\mathbb{R}^d} \frac{X_t - y}{|X_t - y|^{\alpha_2}} \mu_t(dy) \right) dt + dW_t
$$

where $\mu_t$ is the distribution of $X_t$, and

$$
\frac{1}{T} \int_t^{t+T} \left( b(s, x, \mu) - b(x, \mu) \right) ds \leq \omega(T) \left( 1 - \alpha_1 \right)^{-1} \int_{\mathbb{R}^d} \frac{|x - y|}{|x - y|^{\alpha_2}} \mu(dy)
$$

for all $(T, t, x, \mu) \in \mathbb{R}^2 \times \mathbb{R} \times \mathcal{P}(\mathbb{R}^d)$, where

$$
\omega(t) = \begin{cases} 
   t^{-(\alpha_1 \wedge 1)} & \text{for } \alpha_1 \in (0, 1) \cup (1, \infty) \\
   t^{-1} \ln t & \text{for } \alpha_1 = 1.
\end{cases}
$$
Then we have for any $\delta > 0$
\[
\sup_{t \in [0,T]} \| \mu_t^\varepsilon - \mu_t \|_{\text{var}} \leq C \varepsilon^{\frac{\alpha(2 - \alpha)}{2 - \alpha} - \delta}
\]
and
\[
\mathbb{E} \left( \sup_{t \in [0,T]} |X_t^\varepsilon - X_t|^2 \right)^{\frac{1}{2}} \leq C \varepsilon^{\frac{4\alpha - 2\alpha^2}{2\alpha - 2\alpha^2} - \delta}
\]
for any $0 < \ell < 1$, where $\alpha = \alpha_1 \wedge 1$ for $\alpha_1 \in (0, \infty)$.

Next we give a more general example, where the function $\omega(t) \asymp t^{-1}$, i.e. there exists a constant $C$ such that $C^{-1} t^{-1} \leq \omega(t) \leq C t^{-1}$.

**Example 1.7.** Let $p_0 \in (d \vee 2, \infty)$. Consider the following DDSDE
\[
dX_t^\varepsilon = \left[ \int_{\mathbb{R}} F\left( \sin(\xi t/\varepsilon), \int_{\mathbb{R}^d} \phi(X_t^\varepsilon, y) \mu_t^\varepsilon(dy) \right) \nu(d\xi) \right] dt + dW_t, \quad (1.13)
\]
where $\mu_t^\varepsilon$ is the time marginal law of $X_t$, $F : [-1, 1] \times \mathbb{R}^m \to \mathbb{R}^d$ is measurable and satisfies for some constant $L_F > 0$
\[
|F(t, 0)| \leq L_F, \quad |F(t, x) - F(t, y)| \leq L_F |x - y| \quad \text{for all } (t, x, y) \in [-1, 1] \times \mathbb{R}^2mn,
\]
$\nu$ is some finite measure on $\mathbb{R}$ satisfying
\[
\int_{\mathbb{R} \setminus \{0\}} \frac{1}{\xi} \nu(d\xi) < \infty
\]
and $\phi : \mathbb{R}^d \to \mathbb{R}^m$ is measurable and satisfies
\[
\sup_y \| \phi(\cdot, y) \|_{p_0} < \infty.
\]
Set
\[
b(t, x, \mu) := \int_{\mathbb{R}} F\left( \sin(\xi t), \int_{\mathbb{R}^d} \phi(x, y) \mu(dy) \right) \nu(d\xi)
\]
and
\[
\tilde{b}(x, \mu) := \frac{1}{2\pi} \int_0^{2\pi} F\left( \sin \tau, \int_{\mathbb{R}^d} \phi(x, y) \mu(dy) \right) \nu(\mathbb{R} \setminus \{0\}) d\tau
\]
\[
+ F\left( 0, \int_{\mathbb{R}^d} \phi(x, y) \mu(dy) \right) \nu(\{0\}).
\]
We claim that
\[
(b, \tilde{b}) \text{ satisfies conditions (H}_1^\varepsilon) \text{ and (H}_2^\varepsilon) \text{ with } \omega(T) := \frac{4\pi L_F}{T} \int_{\mathbb{R} \setminus \{0\}} \frac{\nu(d\xi)}{|\xi|}, \quad (1.15)
\]
which is proved in the Appendix.

Hence, based on Theorem 1.2 and Lemma A.1, we have
\[
\sup_{t \in [0,T]} \| \mu_t^\varepsilon - \mu_t \|_{\text{var}} \leq C \varepsilon^{\frac{1}{2} - \frac{2d}{\alpha p_0 - \alpha d}}
\]
and
\[
\mathbb{E} \left( \sup_{t \in [0,T]} |X_t^\varepsilon - X_t|^2 \right)^{\frac{1}{2}} \leq C \varepsilon^{\frac{1}{2} \left( 1 - \frac{2d}{\alpha p_0 - \alpha d} \right)}
\]
for any $0 < \ell < 1$ and $T > 0$, where $X_t$ is the solution of
\[
dX_t = \tilde{b}(X_t, \mu_t) dt + dW_t.
\]
Here $\mu_t$ is the distribution of $X_t$ for all $t \geq 0$. 
Remark 1.8. In this paper, we only consider the case where \( \sigma \) does not depend on time \( t \) and the measure \( \mu \). We hope that in future work we can use our framework here to study the time-inhomogeneous case \( \sigma = \sigma(t, x) \) or the even more general case \( \sigma = \sigma(t, x, \mu) \) under the following standard condition on \( \sigma \):

\[ (H_\sigma) \] There are functions \( \omega_\sigma \) and \( H_\sigma \) such that

\[
\frac{1}{T} \int_t^{T+t} \| \sigma(t, x, \mu) - \bar{\sigma}(x, \mu) \|^2_{HS} dt \leq \omega_\sigma(T) H_\sigma(x, \mu)
\]

for all \((T, t, x) \in (\mathbb{R}_+^2 \times \mathbb{R}^d)\), where \( \lim_{t \to \infty} \omega_\sigma(t) = 0 \) and \( \sup_{\mu} \| H_\sigma(\cdot, \mu) \|_{\mathcal{P}} < \infty \).

Structure of the paper.

In Section 2, we first introduce the localized Bessel potential space, the embedding lemma and the local Hardy-Littlewood maximal function. Then we show some well-posedness results and priori estimates about parabolic and elliptic PDEs for later establishing the time regularity of solutions in Section 3 and performing Zvonkin’s transformation in Section 5.

In Section 3, we study the time regularity of solutions to both SDE and PDE in the \( L^p \) framework. As usual, we use the technique of time discretization to obtain the convergence for the averaging principle. That is we need to show a time discretization’s type estimate of (1.12), and then estimate (1.10) by condition \((H_\sigma)\) (see Section 3.2). For (1.12), we first assume that \( Z_t^\varepsilon \) is a solution to the SDE (1.3) without drift, that is to say \( b \equiv 0 \). By the semi-group property from condition \((H_\sigma)\) and heat kernel estimates we estimate (1.12) for any localized \( L^p \) integrable \( B \) with \( p > (d \vee 2) \). Then it follows from the Girsanov transform that (1.12) holds for \( X_t^\varepsilon \), where \( X_t^\varepsilon \) is the solution to (1.3) (see Section 3.1). We also prove the time regularity of the gradient of solutions for parabolic PDEs in Section 3.3, which is used in Section 4 and Section 5 respectively.

In Section 4, after realizing that (4.8) holds, we prove the weak convergence rate of (1.11), where the key point is the estimates for time regularity obtained in Section 3.3.

In Section 5, we give the proofs to our main results Theorems 1.2 and 1.3 by Zvonkin’s transformation.

Notations.

Throughout this paper, \(| \cdot |\) denotes the Euclidean norm on \( \mathbb{R}^d \), \( d \in \mathbb{N} \). For \( j \in \mathbb{N} \cup \{0\} \), we use the notation \( \nabla^j \) to denote the \( j \)th order derivative. Moreover, let \( C_0^\infty \) denote the function space of all smooth functions with compact support. We write \( C_b^k \) (respectively, \( C_b^\infty \)) to mean the space of all smooth functions with bounded \( j \)th derivatives for all integer \( j \in [0, k] \) (respectively, \( j \in \mathbb{N} \cup \{0\} \)). Let \( [\alpha] \) be the largest integer which is smaller than \( \alpha \) for any constant \( \alpha > 0 \). We use \( C \) with or without subscripts to denote an unimportant constant, whose value may change from line to line. Writing \( " := " \) we mean equal by definition. By \( A \lesssim B \) we mean that for some unimportant constant \( C \geq 1 \),

\[ A \leq CB. \]

2. Preliminaries

In this section we show some auxiliary results for later use.

2.1. Localized Bessel potential space. For any \((\alpha, p) \in \mathbb{R} \times (1, \infty)\), we write

\[ H^{\alpha, p} := (\mathbb{I} - \Delta)^{-\alpha/2} \left( L^p(\mathbb{R}^d) \right) \]

for the usual Bessel potential space with the norm given by \( \| f \|_{\alpha, p} := \| (\mathbb{I} - \Delta)^{\alpha/2} f \|_p \), where \( \| \cdot \|_p \) is the usual \( L^p \)-norm. Here \( (\mathbb{I} - \Delta)^{\alpha/2} f \) is defined through Fourier’s transform

\[ (\mathbb{I} - \Delta)^{\alpha/2} f := \mathcal{F}^{-1} \left( (1 + | \cdot |^2)^{\alpha/2} \mathcal{F} f \right). \]
We note that if $\alpha = n \in \mathbb{N}$ and $p \in (1, \infty)$, an equivalent norm in $H^{n,p}$ is given by
\[
\|f\|_{n,p} = \|f\|_p + \|\nabla^n f\|_p.
\]

Let $\chi \in C_0^\infty(\mathbb{R}^d)$ such that $\chi(x) = 1$ for $|x| \leq 1$, $\chi(x) = 0$ for $|x| > 2$ and $|\chi(x)| \leq 1$, $\forall x \in \mathbb{R}^d$. Define
\[
\chi_r(x) := \chi(x/r), \quad \chi_r(x-z) := \chi_r(x-z)
\]
for all $r > 0$ and $z \in \mathbb{R}^d$. Given $r > 0$, we introduce the following localized $H^{\alpha,p}$-space:
\[
\tilde{H}^{\alpha,p} := \left\{ f \in H^{\alpha,p}_{\text{loc}}(\mathbb{R}^d) : \|f\|_{\alpha,p} := \sup_z \|\chi_r^2 f\|_{\alpha,p} < \infty \right\}.
\]
Clearly, this space does not depend on $r$ and the corresponding norms are equivalent. When $\alpha = 0$, we simply write
\[
\tilde{L}^p := \tilde{H}^{0,p} \quad \text{and} \quad \|f\|_p := \|f\|_{0,p}.
\]
It follows from Hölder’s inequality that for any $1 \leq p_2 \leq p_1 \leq \infty$
\[
L^{p_1} \subset \tilde{L}^{p_1} \subset \tilde{L}^{p_2}.
\]
For $T > 0$, $p,q \in (1, \infty)$ and $\alpha \in \mathbb{R}$, we set
\[
\mathbb{L}^p_q(T) := L^q([0,T]; L^p), \quad \mathbb{H}^{\alpha,p}_q(T) := L^q([0,T]; H^{\alpha,p}).
\]
Now we introduce the localized space
\[
\tilde{\mathbb{H}}^{\alpha,p}_q(T) := \left\{ f \in \mathbb{H}^{\alpha,p}_q(T) : \|f\|_{\tilde{\mathbb{H}}^{\alpha,p}_q(T)} := \sup_{z \in \mathbb{R}^d} \|\chi_r^2 f\|_{\mathbb{H}^{\alpha,p}_q(T)} < \infty \right\}.
\]
By a finite covering technique, it can be verified that also the definition of $\tilde{\mathbb{H}}^{\alpha,p}_q$ does not depend on the choice of $r$ (see [48, Section 2]). We note that all these spaces are Banach spaces and that
\[
L^q([0,T]; \tilde{H}^{\alpha,p}) \subset \tilde{\mathbb{H}}^{\alpha,p}_q(T).
\]
For $\alpha = 0$, set
\[
\tilde{\mathbb{L}}^p_q(T) := \tilde{\mathbb{H}}^{0,p}_q(T).
\]
If $q = \infty$, for simplicity, we define
\[
\tilde{\mathbb{H}}^{\alpha,p}(T) := L^\infty([0,T]; \tilde{H}^{\alpha,p}), \quad \tilde{L}^p(T) := \tilde{L}^p_\infty(T), \quad \text{and} \quad \tilde{L}_T := L^\infty([0,T] \times \mathbb{R}^d).
\]
Let $C^\alpha$ denote the Hölder space of order $\alpha$, which consists of all functions $g$ for which the norm
\[
\|g\|_{C^\alpha} := \sum_{|\beta| \leq [\alpha]} \|\nabla^\beta g\|_{L^\infty} + \sum_{|\beta| = [\alpha]} [\nabla^\beta g]_{C^\alpha-|\alpha|}
\]
is finite, where
\[
[g]_{C^\alpha-|\alpha|} := \sup_{x,y \in \mathbb{R}^d} \frac{|g(x) - g(y)|}{|x - y|^{\alpha - |\alpha|}}.
\]

**Lemma 2.1 (Embedding lemma).** Let $1 < p < \infty$. Then we have
\[
\tilde{H}^{\alpha,p} \subset C^{\alpha - d/p}
\]
and
\[
\tilde{\mathbb{H}}^{\alpha,p}(T) \subset L^\infty([0,T]; C^{\alpha - d/p})
\]
provided $\alpha > d/p$. 
Proof. It follows from Sobolev’s embedding theorem that $H^{\alpha,p} \subset C^{\alpha-d/p}$ if $\alpha > d/p$. Note that
\[
\|g\|_{C^{\alpha-d/p}} \leq \sup \|\chi_u^R g\|_{C^{\alpha-d/p}}
\]
for all $g \in C^{\alpha-d/p}$ and $r > 0$. Therefore, we have
\[
\|g\|_{C^{\alpha-d/p}} \leq \sup \|\chi_u^R g\|_{C^{\alpha-d/p}} \lesssim \sup \|\chi_u^R g\|_{H^{\alpha,p}} = \|g\|_{\tilde{H}^{\alpha,p}}.
\]
Moreover, for all $f \in \tilde{H}^{\alpha,p}$ one sees that
\[
\sup_{t \in [0,T]} \|f(t)\|_{C^{\alpha-d/p}} \leq \sup_{t \in [0,T]} \sup \|\chi_u^R f(t)\|_{C^{\alpha-d/p}} \lesssim \sup_{t \in [0,T]} \sup \|\chi_u^R f(t)\|_{H^{\alpha,p}} = \|f\|_{\tilde{H}^{\alpha,p}}.
\]

Now we introduce the local Hardy-Littlewood maximal function, which is defined by
\[
\mathcal{M}f(x) := \sup_{r \in (0,1)} \frac{1}{|B_r|} \int_{B_r} f(x+y)dy.
\]

The following result is taken from Lemma 2.1 in [48] (see also [16, Appendix A]).

Lemma 2.2. (i) There is a constant $C = C(d) > 0$, such that for any $f \in L^\infty(\mathbb{R}^d)$ with $\nabla f \in L^1_{\text{loc}}(\mathbb{R}^d)$ and for Lebesgue-almost all $x, y \in \mathbb{R}^d$,
\[
|f(x) - f(y)| \leq C|x-y|(\mathcal{M} \nabla f)(x) + \mathcal{M} \nabla f(y) + \|f\|_{\infty}.
\]
(ii) For any $p \in (1, \infty)$, there is a constant $C = C(d,p) > 0$ such that for all $f \in \tilde{L}^p$,
\[
\|\mathcal{M}f\|_p \leq C\|f\|_p.
\]

2.2. Parabolic equation. In order to study DDSDE, we consider the following second order parabolic PDE in $\mathbb{R}_+ \times \mathbb{R}^d$:
\[
\partial_t u = a_{ij}\partial_i \partial_j u - \lambda u + b \cdot \nabla u + f, \quad u(0) = \varphi,
\]
where $\lambda \geq 0,$ $a = (a_{ij}): \mathbb{R}^d \to \mathbb{R}^d \otimes \mathbb{R}^d$ is a symmetric matrix-valued Borel measurable function satisfying $(H_a)$, i.e.,

$(H_a)$ there exist constants $c_0 > 0$ and $\theta \in (0,1)$ such that
\[
c_0^{-1} |\xi| \leq |a(x)\xi| \leq c_0 |\xi|, \quad \|a(x) - a(y)\|_{HS} \leq c_0 |x-y|^\theta
\]
for all $\xi \in \mathbb{R}^d$ and $x, y \in \mathbb{R}^d$,

and $b: \mathbb{R} \times \mathbb{R}^d \to \mathbb{R}^d$ is a vector-valued Borel measurable function. Firstly, we introduce the definition of a solution to PDE (2.3).

Definition 2.3. Let $T > 0$, $p,q \in (1, \infty)$, $\lambda \geq 0$, $b \in \tilde{L}^p_q(T)$ and $\varphi \in C_c^\infty$. We call a function $u$ with $\partial_t u \in \tilde{L}^p_q(T)$ and $u \in \tilde{H}^{2,p}_q(T)$ a solution of PDE (2.3) if for Lebesgue almost all $(t,x) \in \mathbb{R}_+ \times \mathbb{R}^d$,
\[
u(t,x) = \int_0^t (a_{ij} \partial_i \partial_j u(s,x) - \lambda u(s,x) + b \cdot \nabla u(s,x) + f(s,x))ds + \varphi(x).
\]

Remark 2.4. For any $\chi \in C_c^\infty(\mathbb{R}^d)$ and $f \in \tilde{H}^{2,p}_q(T)$, by the definition of the localized spaces $\tilde{H}^{2,p}_q(T)$, we have $\chi f \in \tilde{H}^{2,p}_q(T)$. Hence for any solution $u$ of PDE (2.3) in the sense of Definition 2.3, $\chi u$ is Hölder continuous on $[0,T] \times \mathbb{R}^d$ if $d/p + 2/q < 2$ according to [29, Lemma 10.2]. Moreover, $\nabla (\chi u)$ is Hölder continuous on $[0,T] \times \mathbb{R}^d$ if $d/p + 2/q < 1$. In view of the arbitrariness of the cut-off function $\chi$, $u$ (respectively, $\nabla u$) are locally Hölder continuous on $[0,T] \times \mathbb{R}^d$ if $d/p + 2/q < 2$ (respectively, $d/p + 2/q < 1$).

The following property of the solution $u$ comes from [48, Theorem 3.2].
Proposition 2.7. Let $T > 0$, $p, q \in (1, \infty)$ with $2/q + d/p < 1$, $\lambda \geq 0$, $b \in \tilde{L}_q^p(T)$. Set
\[
\Theta := (d, T, p, q, \|b\|_{\tilde{L}_q^p(T)}, c_0, \theta).
\]
Then there is a constant $\lambda_0 = \lambda_0(\Theta)$ such that for all $\lambda \geq \lambda_0$ and $f \in \tilde{L}_q^p(T)$ and $\varphi \in \tilde{H}^{2,p}$, there is a unique solution $u$ to PDE (2.3) on $[0, T]$ in the sense of Definition 2.3 such that for any $\alpha \in [0, 2)$, $p' \in [p, \infty)$, $q' \in [q, \infty]$ with
\[
\beta := 2 - \alpha + \frac{2}{q'} + \frac{d}{p'} - \left(\frac{2}{q} + \frac{d}{p}\right) > 0,
\]
there is a constant $C = C(\Theta, \alpha, p', q') > 0$ such that for all $\lambda \geq \lambda_0$
\[
\lambda^\frac{\beta}{2} \|u\|_{\tilde{L}_q^{p',q'}(T)} + \|\partial_t u\|_{\tilde{L}_q^{p}(T)} + \|\nabla^2 u\|_{\tilde{L}_q^{p}(T)} \leq C(\|f\|_{\tilde{L}_q^{p}(T)} + \|\varphi\|_{2,p}).
\]
(2.4)

Remark 2.6. By Lemma 2.1, we have $u \in L^\infty([0, T]; C^\gamma)$ for any $\gamma \in (1, 2 - 2/q - d/p)$.

Proof. We note that $u$ is a solution to PDE (2.3) with $u(0) = \varphi$ in the sense of Definition 2.3 if and only if $\bar{u} := u - \varphi$ is a solution to PDE (2.3) with $\bar{u}(0) = 0$ and $f = f + a_{ij} \partial_j \varphi - \lambda \varphi - b \cdot \nabla \varphi$. Based on Lemma 2.1, we have
\[
\|f + a_{ij} \partial_j \varphi - \lambda \varphi - b \cdot \nabla \varphi\|_{\tilde{L}_q^{2,p}(T)} \leq \|f\|_{\tilde{L}_q^{2,p}(T)} + \|\varphi\|_{2,p} + \|b\|_{\tilde{L}_q^{2,p}(T)} \|\nabla \varphi\|_{\tilde{L}_q^{2,p}(T)}
\]
\[
\leq \|f\|_{\tilde{L}_q^{2,p}(T)} + (1 + \|b\|_{\tilde{L}_q^{2,p}(T)}) \|\varphi\|_{2,p},
\]
and complete the proof by [48, Theorem 3.2].

With the help of a priori estimate (2.4), we obtain the well-posedness of PDE (2.3) for any $\lambda \geq 0$.

Proposition 2.7. Let $T > 0$, $p, q \in (1, \infty)$ with $2/q + d/p < 1$, $\lambda \geq 0$, $b \in \tilde{L}_q^p(T)$. Then for all $f \in \tilde{L}_q^p(T)$ and $\varphi \in \tilde{H}^{2,p}$ there is a unique solution $u$ to PDE (2.3) on $[0, T]$ in the sense of Definition 2.3 such that
\[
\|\nabla u\|_{\tilde{L}_q^p(T)} + \|\partial_t u\|_{\tilde{L}_q^p(T)} + \|u\|_{\tilde{L}_q^{2,p}(T)} \leq C\left(\|f\|_{\tilde{L}_q^p(T)} + \|\varphi\|_{\tilde{H}^{2,p}}\right),
\]
where $C = C(\Theta, \lambda)$.

Proof. By the standard continuity method, it suffices to show a priori estimate (2.5) for (2.3). To this end, we rewrite (2.3) as
\[
\partial_t u = a_{ij} \partial_j u - (\lambda + \lambda_0)u + b \cdot \nabla u + f + \lambda_0 u,
\]
where $\lambda_0$ is as in Lemma 2.5. In view of Lemma 2.5, we have
\[
(\lambda + \lambda_0)\frac{\beta}{2} \|u\|_{\tilde{L}_q^{p'}(T)} + \|\partial_t u\|_{\tilde{L}_q^{p}(T)} + \|\nabla^2 u\|_{\tilde{L}_q^{p}(T)} \leq C\left(\|f\|_{\tilde{L}_q^{p}(T)} + \lambda_0 \|u\|_{\tilde{L}_q^{p}(T)} + \|\varphi\|_{2,p}\right),
\]
(2.6)
where $C = C(\Theta, \alpha, q') > 0$, $\beta = 2 - \alpha + \frac{2}{q'} - \frac{2}{q} > 0$. Taking $q' = \infty$ in (2.6), then we have
\[
(\lambda + \lambda_0)\frac{\beta}{2} \sup_{t \in [0, T]} \|u(t)\|_{p} \leq C\left(\|f\|_{\tilde{L}_q^{p}(T)} + \lambda_0 \left(\int_0^T \|u(t)\|_{p}^2 dt\right)^{\frac{1}{2}} + \|\varphi\|_{2,p}\right).
\]
Now it follows from Gronwall’s Lemma that
\[
\sup_{t \in [0, T]} \|u(t)\|_{p} \leq C\left(\|f\|_{\tilde{L}_q^{p}(T)} + \|\varphi\|_{2,p}\right),
\]
(2.7)
where $C$ depends on $\Theta, \alpha, \lambda$. Combining (2.6) and (2.7), we obtain for $1 < \alpha < 2 - 2/q$
\[
\|u\|_{\tilde{L}_q^{2,p}(T)} + \|\partial_t u\|_{\tilde{L}_q^{p}(T)} + \|u\|_{\tilde{L}_q^{2,p}(T)} \leq C\left(\|f\|_{\tilde{L}_q^{p}(T)} + \|\varphi\|_{2,p}\right).
\]
and complete the proof by Lemma 2.1. □
2.3. Elliptic equation. Now we consider the following second order elliptic PDE in \( \mathbb{R}^d \):

\[
a_{ij} \partial_i \partial_j u - \lambda u + b \cdot \nabla u = f, \tag{2.8}
\]

where \( \lambda \geq 0 \), \( a = (a_{ij}) : \mathbb{R}^d \to \mathbb{R}^d \otimes \mathbb{R}^d \) is a symmetric matrix-valued Borel measurable function satisfying (\( H_a \)) and \( b : \mathbb{R}^d \to \mathbb{R}^d \) is a vector-valued Borel measurable function. Firstly, we introduce the definition of a solution to PDE (2.8).

**Definition 2.8.** Let \( p \in (1, \infty) \), \( \lambda, T \geq 0 \) and \( b, f \in L^p \). We call \( u \in L^p \) a solution of PDE (2.8) if for Lebesgue almost all \( x \in \mathbb{R}^d \),

\[
a_{ij} \partial_i \partial_j u(x) - \lambda u(x) + b(x) \cdot \nabla u(x) = f(x).
\]

As a corollary of Lemma 2.5, we have the following results.

**Lemma 2.9.** Assume \( b \in L^p \) for some \( p > d \). Then there are constants \( \lambda_0 = \lambda_0(d, \| b \|_{L^p}, p, c_0, \theta) \) and \( C = C(d, \| b \|_{L^p}, p, p', c_0, \theta) \) such that for any \( \lambda \geq \lambda_0 \) and \( f \in L^p \), there exists a unique solution \( u \) to PDE (2.8) in the sense of Definition 2.8 such that

\[
\lambda^2 \| u \|_{L'^p} + \| \nabla^2 u \|_p \leq C \| f \|_p,
\]  

(2.9)

where \( \alpha \in (0, 2), p \in [p, \infty), p' \in [p, \infty) \) with \( \beta := 2 - \alpha + \frac{d}{p'} - \frac{d}{p} > 0 \).

**Proof.** As usual, it suffices to show the a priori estimate (2.9). Let \( T > 0 \), \( u \) be a solution to (2.8) and \( \phi \) be a nonnegative and nonzero smooth function on \( [0, \infty) \) with \( \phi(0) = 0 \). Define \( \tilde{u}(t,x) := \phi(t) u(x) \). Then, one sees that \( \tilde{u} \) is a solution to the following parabolic equation in the sense of Definition 2.3:

\[
\partial_t \tilde{u} = a_{ij} \partial_i \partial_j \tilde{u} - \lambda \tilde{u} + b \cdot \nabla \tilde{u} - \phi f + \phi' u, \quad \tilde{u}(0) = 0.
\]

By (2.4), we have for any \( \alpha \in [0, 2), p' \in [p, \infty) \) with \( \beta := 2 - \alpha + \frac{d}{p'} - \frac{d}{p} > 0 \),

\[
\lambda^2 \| \tilde{u} \|_{L'^p(T)} + \| \nabla^2 \tilde{u} \|_{L^p(T)} \leq C \| \phi' u - \phi f \|_{L^p(T)},
\]

which implies that

\[
\lambda^2 \| u \|_{L'^p} + \| \nabla^2 u \|_p \leq C \| \phi \|^{-1} \left( \| \phi' \|_\infty \| u \|_p + \| \phi \|_\infty \| f \|_p \right),
\]

where \( \| \phi \| := \sup_{t \in [0, T]} |\phi(t)| \). Noting that \( \| u \|_p \leq \| u \|_{p'} \), we obtain (2.9) and complete the proof. \( \square \)

3. Analysis of time regularity

In this section, letting \( T > 0 \), we assume that

\[
B \in \widetilde{L}^{p_0}(T) \quad \text{and} \quad \sigma : \mathbb{R}^d \to \mathbb{R}^d \otimes \mathbb{R}^d \quad \text{satisfy} \quad (H_x), \quad \text{for some} \quad p_0 > d. \tag{3.1}
\]

and consider the following SDE on a probability space \((\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P})\):

\[
X^x_{s,t} = x + \int_s^t B(r, X^x_{s,r}) dr + \int_s^t \sigma(X^x_{s,r}) dW_r, \tag{3.2}
\]

where \( W_t \) is a standard \( d \)-dimensional Brownian motion. Furthermore, consider the PDE on \([0, T] \times \mathbb{R}^d\)

\[
\partial_t u = a_{ij} \partial_i \partial_j u - \lambda u + B \cdot \nabla u + f, \quad u(0) = \varphi, \tag{3.3}
\]

where \( \lambda \geq 0, f \in \widetilde{L}^{p_0}(T), \varphi \in C_b^{\infty} \) and \( a_{ij} := \frac{1}{2} \sum_{k=1}^d \sigma_{ik} \sigma_{jk} \). Under condition (3.1), by \([48]\) there is a unique strong solution \( X^x_{s,t} \) to (3.2) for any \((s, x) \in \mathbb{R}^+ \times \mathbb{R}^d\). The purpose of this section is to obtain some moment estimates for the following functionals of \( X^x_{0,t} \):

\[
\int_0^T f(s, X^x_{0,s}, \mu^x_{s}) ds \quad \text{and} \quad \int_0^T \left[ f(s, X^x_{0,s}, \mu^x_{s}) - f(s, X^x_{0,s}, \mu^x_{s}) \right] ds,
\]
where $\mu^x_t$ is the distribution of $X^x_{0,t}$ and $f \in L^p_0(T)$ for some $2/q + d/p < 2$. The first integral is estimated by Krylov’s type estimates. Compared to the case of smooth coefficients in [43], $f$ in the second integral has no regularity. To overcome this obstacle, we use the observation mentioned in the introduction to replace $f(X^x_{0,t}) - f(X^x_{0,\tau_0(t)})$ by $P^x_0 f - P^x_0 \tau_0(s) f$, where $P^x$ is the transition semi-group of $X$. Hence, we only need to obtain some time regularity results for the semigroup.

In Subsection 3.1, we consider the time-homogeneous case with $B \equiv 0$. By Girsanov’s Theorem, we extend the results in Subsection 3.1 to $X^x_{t,t}$ in Subsection 3.2. Moreover, we obtain additional time regularity estimates for $P^x$ by Duhamel’s formula which can not be gotten from Girsanov’s theorem. In the light of Duhamel’s formula again, we also have two time regularity estimates for $\nabla u$ in Subsection 3.3, where $u$ is the solution to (3.3).

For simplicity, throughout this section we set

$$\Xi := (d,T,p_0,\|B\|_{Lp_0(T)},\kappa_1,\beta).$$

### 3.1. Time regularity for solutions to SDE with no drift.

First of all, we recall the following generalized Itô formula from [48, Lemma 4.1-iii]) (see also [29, Theorem 3.7] for the original one).

**Lemma 3.1** (Generalized Itô formula). Let $p, q \in [2, \infty)$ with $2/q + d/p < 1$. For any $T > 0$ and any $u \in H^2_q(T) \cap L_q^p(T)$ with $\partial_t u \in L_q(T)$, we have for any $t \in [s,T]$ and $x \in \mathbb{R}^d$,

$$u(t, X^x_{s,t}) = u(s, x) + \int_s^t (\partial_t u + a_{ij}(\partial_i u \partial_j u + B \cdot \nabla u)(r, X^x_{s,r}(x))dr + \int_s^t \nabla u(r, X^x_{s,r}(x))dW_r. \tag{3.4}$$

In this subsection, we consider the following case where $B \equiv 0$:

$$Z^x_t = x + \int_0^t \sigma(Z^x_s)dW_s. \tag{3.5}$$

Define $P^x_t f(x) := \mathbb{E}(f(Z^x_t))$. By Proposition 2.7, there is a unique solution to the following second order parabolic PDE on $[0,T] \times \mathbb{R}^d$:

$$\partial_t u = a_{ij} \partial_i \partial_j u, \quad u_0 = \varphi. \tag{3.6}$$

**Lemma 3.2.** Assume $(H_x)$ holds. Let $0 \leq s \leq t, \varphi \in C_b^\infty(\mathbb{R}^d)$, $u$ and $Z^x_t$ be the solution to (3.6) and (3.5) respectively. Then we have $\mathbb{P}$-a.s.

$$\mathbb{E}[\varphi(Z^x_t)|\mathcal{F}_s] = u(t-s, Z^x_s). \tag{3.7}$$

In particular,

$$\mathbb{E}[\varphi(Z^x_t)|\mathcal{F}_s] = P^\varphi_{t-s}(\mathbb{E}[\varphi(Z^x_s)] \quad \mathbb{P} \text{-a.s.} \tag{3.8}$$

Moreover, for any $t \geq 0$ and $f \in C_b^2$,

$$P^\varphi_t f - f = \int_0^t P^\varphi_t (a_{ij} \partial_i \partial_j f)dr. \tag{3.9}$$

**Proof.** For all $t > 0$, applying the generalized Itô formula (3.4) to $s \mapsto u(t-s, Z^x_s)$, we have

$$u(0, Z^x_t) = u(t-s, Z^x_s) + \int_s^t (-\partial_r u(t-r, Z^x_r) + a_{ij}(\partial_i u \partial_j u(t-r, Z^x_r))dr + \int_s^t \nabla u(t-r, Z^x_r)dW_r. \tag{3.10}$$

Noting that $u(t-s, Z^x_s)$ is $\mathcal{F}_s$-measurable, and taking conditional expectation with respect to $\mathcal{F}_s$ on both sides, we have

$$\mathbb{E}[\varphi(Z^x_s)|\mathcal{F}_s] = u(t-s, Z^x_s) \quad \mathbb{P} \text{-a.s.}, \tag{3.11}$$

which for $s = 0$ implies that

$$P^\varphi_t \varphi(x) = \mathbb{E}\varphi(Z^x_t) = u(t, x). \tag{3.12}$$
Then (3.8) is straightforward from (3.7). For (3.9), since $f \in C^2_b$, we use the classical Itô formula and have
\[ f(Z_t^x) = f(x) + \int_0^t a_{ij}(\partial_i f(Z_r^x))dr + \int_0^t \nabla f(Z_r^x)dW_r. \]
Then, we have (3.9) by taking expectation and complete the proof.  

Based on Lemma 3.2 and the uniqueness of (3.6), we have the following Chapman-Kolmogorov equations
\[ P^\sigma_t P^\sigma_s = P^\sigma_{t+s}. \] (3.10)
Set
\[ \rho_t(x) := (2\pi)^{-d/2}e^{-|x|^2/(2t)}. \]
Then the following lemma is from [13, Theorem 2.3].

**Lemma 3.3.** Assume (H.) holds. Then there is a unique function $p^\sigma(\cdot, \cdot) : \mathbb{R}_+ \times \mathbb{R}^d \to \mathbb{R}$ such that for any $j = 0, 1, 2$
\[ |\nabla^2 p^\sigma(x,y)| \leq c_1t^{-\frac{d}{2}}\rho_{ct^2}(x-y) \] (3.11)
and
\[ P^\sigma_t f(x) = \int_{\mathbb{R}^d} f(y)p^\sigma_t(x,y)dy \] (3.12)
for any $f \in C(\mathbb{R}^d)$, where $c_1$ and $c_2$ are positive constants depending on $\Xi$.

For any $h \in (0, 1)$, recall that $\pi_h(t) := t$ for $t \in [0, h)$ and $\pi_h(t) := kh$, $t \in [kh, (k+1)h)$, $k \geq 1$.

**Remark 3.4.** The reason why we define $\pi_h(t) = t$ for $t \in [0, h)$ is that the function space here is $L^p$. If the initial data don’t have an $L^q$ density, $\mathbb{E} f(Z_{\pi_h(t)}) = \mathbb{E} f(Z_0)$, $f \in L^p$, will blow up for all $t < h$.

Now we give the following Krylov estimate and Khasminskii estimate.

**Lemma 3.5.** Assume (H.) holds. For any $T > 0$, $k = 0, 1, 2$, $p \in [1, \infty]$ and $q \in [p, \infty]$, there is a constant $C = C(\Xi, p, q)$ such that for all $0 \leq s < t \leq T$, $x \in \mathbb{R}^d$ and nonnegative functions $f \in \bar{L}^p$
\[ \|\nabla^k P^\sigma_t f\|_q \leq Ct^{-k/2-d/(2p)+d/(2q)} \|f\|_p \] (3.13)
and for $2/q + d/p < 2$, $h > 0$ and nonnegative functions $f \in \bar{L}_q^p(T)$
\[ \mathbb{E} \int_s^t f(r, Z_r^x)dr + \mathbb{E} \int_s^t f(r, Z_{\pi_h(r)}^x)dr \leq C(t-s)^{1-\frac{d}{2q}-\frac{d}{2p}} \|f\|_{\bar{L}_q^p(T)}. \] (3.14)
Moreover, for any $f \in \bar{L}_q^p(T)$ with $d/p + 2/q < 2$,
\[ \sup_{x \in \mathbb{R}^d} \mathbb{E} \exp \left( \int_0^T f(t, Z_t^x)dt \right) < \infty. \] (3.15)

**Proof.** Without loss of generality we assume that $c_2 = 1$ in (3.11). Combining Lemma 3.3 and Young’s convolution inequality, one sees that
\[ \|\nabla^k P^\sigma_t f\|_q \leq \| \int_{\mathbb{R}^d} f(y)\nabla^k p^\sigma_t(\cdot, y)dy\|_q \]
\[ \leq t^{-k/2}\|\rho_t * f\|_q \leq t^{-k/2}\sup_{w} \|1_{|\cdot - w| \leq 1}\int_{\mathbb{R}^d} f(\cdot - y)\rho_t(y)dy\|_q \]
\[ \leq t^{-k/2}\sup_{w} \|1_{|\cdot - w| \leq 1}\int_{\mathbb{R}^d} 1_{|y - z| \leq 1} f(\cdot - y)1_{|y - z| \leq 1}\rho_t(y)dydz\|_q \]

where \(1 + 1/q = 1/r + 1/p\). Next, one sees that
\[
\int_{\mathbb{R}^d} \left( \int_{|y-z| \leq 1} (\rho_t(y))^r dy \right)^{1/r} \, dz \lesssim \|\rho_t\|_r + \int_{|z| > 2} \left( \int_{|y-z| \leq 1} (\rho_t(y))^r dy \right)^{1/r} \, dz.
\]

We note that
\[
|z| > 2, |y-z| \leq 1 \implies |y| \geq |z| - |y-z| \geq \frac{|z|}{2},
\]
which implies that \(\rho_t(y) \lesssim \rho_t(z/2)\), and \(\|\rho_t\|_r \lesssim t^{-d/2} = t^{-d/(2p)+d/(2q)}\), we have
\[
\int_{\mathbb{R}^d} \left( \int_{|y-z| \leq 1} (\rho_t(y))^r dy \right)^{1/r} \, dz \lesssim \|\rho_t\|_r + \int_{|z| > 2} \left( \int_{|y-z| \leq 1} (\rho_t(z/2))^r dy \right)^{1/r} \, dz
\]
\[
\lesssim t^{-d/(2p)+d/(2q)} + \int_{|z| > 2} \rho_t(z/2)dz \lesssim t^{-d/(2p)+d/(2q)} + 1
\]
and obtain (3.13).

Now we show (3.14). Set \(p' := \frac{p}{p-1}\) and \(q' := \frac{q}{q-1}\). Without loss of generality, we take \(s = 0\). By (3.13), for any \(h > 0\),
\[
\mathbb{E} \int_0^t f(s, Z^x_{\pi_h(s)}) ds \lesssim \int_{\mathbb{R}^d} \left( \int_0^t \left( \int_{|y-z| \leq 1} |\rho_{\pi_h(s)}(y)|^{p'} dy \right)^{q'/p'} ds \right)^{1/q'} \, dz \|f\|_r \mathbb{L}^q(T).
\]
Then, we have
\[
\mathcal{F} := \int_{\mathbb{R}^d} \left( \int_0^t \left( \int_{|y-z| \leq 1} |\rho_{\pi_h(s)}(y)|^{p'} dy \right)^{q'/p'} ds \right)^{1/q'} \, dz
\]
\[
\lesssim \left( \int_0^t \|\rho_{\pi_h(s)}\|_{p'}^{q'} ds \right)^{1/q'} + \int_{|z| > 2} \left( \int_0^t |\rho_{\pi_h(s)}(z/2)|^{q'} ds \right)^{1/q'} \, dz
\]
\[
\lesssim \left( \int_0^t (\pi_h(s))^{-dq'/(2p)} ds \right)^{1/q'} + t \int_{|z| > 2} |z|^{-d} \exp(-|z|^2/(16T)) ds
\]
\[
\lesssim t^{1-1/q-d/(2p)} + t,
\]
since \(dq'/(2p) < 1\) and \(\rho_s(z) \leq C\,|z|^{-d} \exp(-|z|^2/(16T))\) for all \(s < T\). Similarly, we obtain
\[
\mathbb{E} \int_0^t f(s, Z^x_s) ds \lesssim t^{1-s^{-q/d}} + t.
\]
Finally, noting that by (3.8)
\[
\mathbb{E} \left[ \int_s^t f(s, Z^x_r) dr \right] \mathcal{F} = \mathbb{E} \left[ \int_s^t f(s, Z^y_{r-s}) dr \right] \bigg|_{y = Z^x_s},
\]
(3.15) is direct from (3.14) (see [49, Corollary 3.5] for example) and we complete the proof. \(\square\)
Remark 3.6. We note that for any fixed $h > 0$ and $x \in \mathbb{R}^d$

$$\mathbb{E} \exp \left( \int_0^T f(t, Z^x_{\tau_{n(t)}})dt \right) < \infty$$

is not true. For example, letting $Z^x_t = W_t$, when $d \geq 2$ and $f(t, x) = |x|^{-1/2} \in \mathcal{L}^{d+1}(\mathbb{R}^d)$, we have

$$\mathbb{E} \exp \left( \int_0^{2h} f(t, W_{\tau_{n(t)}})dt \right) = \mathbb{E} \exp(h|W_h|^{-1/2})$$

$$= \int_{\mathbb{R}^d} e^{\sqrt{|x|} \rho_h(x)}dx \geq \frac{h^{2d}}{(2d)!} \int_{\mathbb{R}^d} \frac{1}{|x|^d} \rho_h(x)dx = \infty.$$  

Lemma 3.7. Let $T > 0, k = 0, 1$, and $1 \leq p \leq q \leq \infty$. Then there is a constant $C = C(\Xi, p, q)$ such that for all $0 < s \leq t \leq T$,

$$\|\nabla^k(P_t^s \varphi - P_s^s \varphi)\|_q \leq C \left( \left( (t-s)^{\frac{2k}{d} - \frac{3}{2} - \frac{1}{d}} \right) s^{\frac{k}{d} - \frac{3}{2} + \frac{1}{d}} \|\varphi\|_p. \right. \quad \text{(3.16)}$$

Proof. Based on (3.10) and (3.9), one sees that

$$P_t^s \varphi - P_s^s \varphi = P_t^s \varphi - P_s^s \varphi = \int_0^{t-s} P_r^s (a_{ij} \partial_i \partial_j P_r^s \varphi) dr.$$  

By (3.13), we have

$$\|\nabla^k(P_t^s \varphi - P_s^s \varphi)\|_q \leq \int_0^{t-s} r^{-\frac{k}{d}} \|\nabla^2 P_r^s \varphi\|_p dr$$

$$\leq \int_0^{t-s} r^{-\frac{k}{d}} s^{-1 + \frac{1}{d} - \frac{1}{d}} \|\varphi\|_p dr$$

$$\leq \left[ (t-s)^{\frac{2k}{d} - \frac{3}{2} + \frac{1}{d}} \right] s^{\frac{k}{d} - \frac{3}{2} + \frac{1}{d}} \|\varphi\|_p.$$

Moreover, noting that by (3.13)

$$\|\nabla^k(P_t^s \varphi - P_s^s \varphi)\|_q \leq \|\nabla^k P_t^s \varphi\|_q + \|\nabla^k P_s^s \varphi\|_q$$

$$\leq s^{-\frac{k}{d} - \frac{3}{2} + \frac{1}{d}} \|\varphi\|_p$$

for $s \leq t$, we complete the proof. \hfill $\square$

When $p = \infty$ and $\sigma \equiv 1$, the following lemma has been proved in \cite[Lemma 2.1]{17} for Brownian motion. For classical $L^p$ spaces, Lê and Ling obtained these results by the stochastic sewing lemma in \cite{32}. For the localized $L^p$ space, we provide a different proof here, which is based on (3.16) and (3.13).

Lemma 3.8. Assume (H$_r$) holds. Then for any $T > 0$ and $p \in (d \vee 2, \infty)$, there is a constant $C = C(\Xi, p)$ such that for any stopping time $\tau \leq T$, $h \in (0, 1)$, $x \in \mathbb{R}^d$ and $f \in \mathbb{L}_p(T)$,

$$\mathbb{E} \left| \int_0^\tau (f(t, Z^x_t) - f(t, Z^x_{\tau_{n(t)}}))dt \right|^2 \leq Ch \ln h^{-1} \|f\|_{\mathbb{L}_p(T)}^2.$$  \quad \text{(3.17)}$$

Proof. We divide the proof into four steps. In Step 1, we prove that

$$\mathbb{E} \left| \int_a^b (f(t, Z^x_t) - f(t, Z^x_{\tau_{n(t)}}))dt \right|^2 \leq C(hs^{-\frac{k}{d}}(t-s)^{1-\frac{k}{d}} + h \ln h^{-1}(t-s)^{1-\frac{k}{d}}) \|f\|_{\mathbb{L}_p(T)}^2; \quad \text{(3.18)}$$

In Step 2, we show (3.17) for $\tau = T$; In Step 3, we show

$$\sup_{a,b \in [0, T]} \mathbb{E} \left( \int_a^b (f(t, Z^x_t) - f(t, Z^x_{\tau_{n(t)}}))dt \right)^2 \leq Ch \ln h^{-1} \|f\|_{\mathbb{L}_p(T)}^2; \quad \text{(3.19)}$$

In Step 4, we show (3.17) for any stopping time $\tau$ with $\tau \leq T$.\hfill $\square$
**Step 1** For simplicity of notation, we drop the time $t$ in $f(t, x)$. First, we note that by Hölder’s inequality and (3.14),

\[
\mathbb{E} \left( \int_0^{2h} f(Z^x_t) - f(Z^x_{\pi_h(t)}) dt \right)^2 \leq 2h \mathbb{E} \int_0^{2h} \left| f(Z^x_t) - f(Z^x_{\pi_h(t)}) \right|^2 dt \lesssim h \| f \|_p.
\]

Hence, without loss of generality, we may assume $s > 2h$. The symmetry implies

\[
\begin{align*}
\mathbb{E} \left| \int_s^t (f(Z^x_r) - f(Z^x_{\pi_h(r)}) ) dr \right|^2 \\
= 2 \int_s^t \int_{r_1}^{r_1+h} \mathbb{E} \left[ (f(Z^x_r) - f(Z^x_{\pi_h(r_1)}))(f(Z^x_{r_1}) - f(Z^x_{\pi_h(r_2)})) \right] dr_2 dr_1 \\
= 2 \int_s^t \int_{r_1}^{r_1+h} \mathbb{E} \left[ (f(Z^x_r) - f(Z^x_{\pi_h(r_1)}))(f(Z^x_{r_1}) - f(Z^x_{\pi_h(r_2)})) \right] dr_2 dr_1 \\
+ 2 \int_s^t \int_{r_1}^{r_1+h} \mathbb{E} \left[ (f(Z^x_r) - f(Z^x_{\pi_h(r_1)}))(f(Z^x_{r_1}) - f(Z^x_{\pi_h(r_2)})) \right] dr_2 dr_1 \\
:=: 2 \mathcal{F}_1 + 2 \mathcal{F}_2.
\end{align*}
\]

By Hölder’s inequality and (3.13), one sees that

\[
\begin{align*}
\mathbb{E} \left[ (f(Z^x_r) - f(Z^x_{\pi_h(r_1)}))(f(Z^x_{r_1}) - f(Z^x_{\pi_h(r_2)})) \right] \\
\leq \left( \mathbb{E} \left| f(Z^x_r) - f(Z^x_{\pi_h(r_1)}) \right|^2 \right)^{1/2} \left( \mathbb{E} \left| f(Z^x_{r_1}) - f(Z^x_{\pi_h(r_2)}) \right|^2 \right)^{1/2} \\
\lesssim (r_1^{-d/p} + \pi_h(r_1)^{-d/p}) (r_2^{-d/p} + \pi_h(r_2)^{-d/p}) \| f \|_p^2,
\end{align*}
\]

which implies that

\[
\begin{align*}
\mathcal{F}_1 \lesssim \| f \|^2_p \int_s^t \int_{r_1}^{r_1+h} (r_1^{-d/p} + \pi_h(r_1)^{-d/p}) (r_2^{-d/p} + \pi_h(r_2)^{-d/p}) dr_2 dr_1 \\
\lesssim \| f \|^2_p (s-h)^{-d/p} h \int_s^t (r_1^{-d/p} + \pi_h(r_1)^{-d/p}) dr_1 \lesssim h s^{-d/p} (t-s)^{-d/p} \| f \|^2_p.
\end{align*}
\]

For $\mathcal{F}_2$, we use conditional expectation and the Markov property (3.8). For simplicity, let

\[
\mathbb{E}^{\mathcal{G}_t} [ \cdot ] := \mathbb{E} [ \cdot | \mathcal{G}_t ].
\]

Then, noting that $r_1 \leq r_2 < s$, by the Markov property (3.8), we have

\[
\begin{align*}
\mathcal{F}_2 &= \int_s^t \int_{r_1}^{r_1+h} \mathbb{E} \left[ (f(Z^x_r) - f(Z^x_{\pi_h(r_1)})) \mathbb{E}^{\mathcal{G}_t} [ f(Z^x_{r_2}) - f(Z^x_{\pi_h(r_2)}) ] \right] dr_2 dr_1 \\
&= \int_s^t \int_{r_1}^{r_1+h} \mathbb{E} \left[ (f(Z^x_r) - f(Z^x_{\pi_h(r_1)})) \left( P^{\pi_h(r_2)-\pi_h(r_1)}_{r_2-r_1} f(Z^x_{r_1}) - f(Z^x_{\pi_h(r_2)-\pi_h(r_1)}) \right) \right] dr_2 dr_1.
\end{align*}
\]

Setting $G := P^{\pi_h(r_2)-\pi_h(r_1)}_{r_2-r_1} f - P^{\pi_h(r_2)-\pi_h(r_1)}_{\pi_h(r_2)-\pi_h(r_1)} f$, in view of Hölder’s inequality and (3.13), one sees that

\[
\begin{align*}
\mathcal{F}_2 &\leq \int_s^t \int_{r_1}^{r_1+h} \left( \mathbb{E} | f(Z^x_r) - f(Z^x_{\pi_h(r_1)}) |^2 \right)^{1/2} \left( \mathbb{E} | G(Z^x_{r_1}) |^2 \right)^{1/2} dr_2 dr_1 \\
&\lesssim \| f \|^2_p \| G \|^2_p \int_s^t \int_{r_1}^{r_1+h} (r_1^{-d/p} + \pi_h(r_1)^{-d/p}) (r_2^{-d/p} + \pi_h(r_2)^{-d/p}) | G |^2 dr_2 dr_1 \\
&\lesssim \| f \|^2_p \int_s^t \int_{r_1}^{r_1+h} (r_1-h)^{-d/p} | G |^2 dr_2 dr_1.
\end{align*}
\]

We note that by (3.16),

\[
\| G \|_p = \| P^{\pi_h(r_2)-\pi_h(r_1)}_{r_2-r_1} f - P^{\pi_h(r_2)-\pi_h(r_1)}_{\pi_h(r_2)-\pi_h(r_1)} f \|_p.
\]
\[ \begin{aligned}
& \lesssim \left( |r_2 - \pi_h(r_2)|/\pi_h(r_2) - r_1 |^{-\delta} \text{ and obtain (3.17) for } \tau \right) \| f \|_p, \\
& \lesssim \left( h/r_2 - r_1 - h |^{-\delta} \text{ and obtain (3.18).} \right) \| f \|_p,
\end{aligned} \]

By a change of variables we have
\[ \mathcal{S}_2 \lesssim \| f \|_p^2 \int_s^t \int_{r_1+h}^{r_1} (r_1-h)^{-\frac{\alpha}{2}} \left[ h/r_2 - r_1 - h |^{-\delta} \right] \| f \|_p \]
\[ \lesssim \| f \|_p^2 \int_{s-h}^{t-h} (r_1-h)^{-\frac{\alpha}{2}} \left[ h/r_2 - r_1 - h |^{-\delta} \right] \| f \|_p \]
\[ \lesssim h(t-s)^{1-\frac{\alpha}{2}} \| f \|_p^2 \int_s^{(t-h)/2} \left[ (r_2)^{-\delta} | f \|_p \right], \]

and we obtain (3.18).

(Step 2) In this step, we use the method in [32, Lemma 3.4] to show (3.17) with \( \tau = T \). Let \( \alpha := \frac{d}{dp}, \| \cdot \| := \left( \mathbb{E} | \cdot |^2 \right)^{\frac{1}{2}} \),
\[ F_t := \int_0^t (f(r, Z^r_x) - f(r, Z^x_{\pi_h(r_1)})) \, dr \quad \text{and} \quad \mathcal{H} := (Ch \ln h^{-1})^{1/2} \| f \|_{L^p(T)}, \]
where \( C \) is the constant in (3.18). By (3.18), we have
\[ \| F_t - F_s \| \leq \mathcal{H}(s^{-\alpha} + (t-s)^{1/2-\alpha}). \] (3.20)

For any \( n \in \mathbb{N} \), set
\[ t_n := 2^{-n} T. \]

Then, by (3.20)
\[ \| F_T \| \leq \sum_{n=0}^{\infty} \| F_{t_n} - F_{t_{n+1}} \| \leq \mathcal{H} \sum_{n=0}^{\infty} (t_n - t_{n+1})^{1/2-\alpha} + (t_n - t_{n+1})^{1/2-2\alpha}. \]

Noting that \( t_{n+1} = 2^{-n-1} T \) and \( t_n - t_{n+1} = 2^{-n-1} \), we have
\[ \| F_T \| \leq \mathcal{H} \sum_{n=0}^{\infty} (T^{-\alpha} 2^{2\alpha(n+1)})^{1/2-\alpha} + (t_n - t_{n+1})^{1/2-2\alpha} \]
\[ \leq 2\mathcal{H} T^{1/2-2\alpha} \sum_{n=0}^{\infty} 2^{-\alpha(1/2-2\alpha)(n+1)} \leq 2\mathcal{H} T^{1/2-2\alpha} \]
and obtain (3.17) for \( \tau = T \).

(Step 3) For any \( a, b \in [0, T] \), define
\[ f_{a,b}(t, x) := 1_{t \in [a, b]} f(t, x). \]

Then, by Step 1, one sees that
\[ \mathbb{E} \left( \int_a^b (f(t, Z^r_x) - f(t, Z^x_{\pi_h(t)})) \, dt \right)^2 = \mathbb{E} \left( \int_0^T (f_{a,b}(t, Z^r_x) - f_{a,b}(t, Z^x_{\pi_h(t)})) \, dt \right)^2 \]
\[ \leq C h \ln h^{-1} \| f_{a,b} \|_{L^p(T)}^2. \]

Noting that \( \| f_{a,b} \|_{L^p(T)} \leq \| f \|_{L^p(T)} \), we get (3.19).

(Step 4) Without loss of generality, we assume that \( h < T/2 \) and that \( \tau \) only takes finite values \( a_1, a_2, ..., a_n \in [0, T] \). Otherwise, for any stopping time, we choose \( \tau, n \in \mathbb{N} \), which only take finite
values to approximate \( \tau \) and (3.17) follows from (3.14) and the dominated convergence theorem.

First, we have

\[
\mathbb{E} \left\| f(t, Z^x_t) - f(t, Z^z_{\pi_n(t)}) \right\|^2 \leq 2 \mathbb{E} \left\| \int_{\tau}^{(\tau+2h)^\wedge T} (f(t, Z^x_t) - f(t, Z^z_{\pi_n(t)})) dt \right\|^2 + 2 \mathbb{E} \left| \int_{(\tau+2h)^\wedge T}^T (f(t, Z^x_t) - f(t, Z^z_{\pi_n(t)})) dt \right|^2.
\]

We note that by Hölder’s inequality and (3.14) for \( p/2 > d/2 \),

\[
\mathbb{E} \left( \int_{(\tau+2h)^\wedge T}^T (f(t, Z^x_t) - f(t, Z^z_{\pi_n(t)})) dt \right)^2 \leq \mathbb{E} \left( \int_0^T 1_{t \in [\tau, \tau+2h]} dt \int_0^T |f(t, Z^x_t) - f(t, Z^z_{\pi_n(t)})|^2 dt \right) \lesssim h \| f \|_{L^p(T)}^2 \lesssim h \| f \|_{L^p(T)}^2.
\]

Now we estimate the second term. In fact,

\[
\mathbb{E} \left( \int_{(\tau+2h)^\wedge T}^T (f(t, Z^x_t) - f(t, Z^z_{\pi_n(t)})) dt \right)^2 = \sum_{i=1}^n \mathbb{E} \left[ 1_{\tau=a_i} \left( \int_{a_i+2h}^T (f(t, Z^x_t) - f(t, Z^z_{\pi_n(t)})) dt \right)^2 \right].
\]

We note that \( 1_{\tau=a_i} \in \mathcal{F}_{a_i} \subset \mathcal{F}_{[a_i/h]+1} \), without loss of generality, assuming \( a_i + 2h < T \), one sees that

\[
\mathbb{E} \left[ 1_{\tau=a_i} \left( \int_{a_i+2h}^T (f(t, Z^x_t) - f(t, Z^z_{\pi_n(t)})) dt \right)^2 \right]
= \mathbb{E} \left( 1_{\tau=a_i} \mathbb{E} \left( \int_{a_i+2h}^T (f(t, Z^x_t) - f(t, Z^z_{\pi_n(t)})) dt \right)^2 \right) \mathbb{E} \left( 1_{\tau=a_i} \mathcal{F}_{a_i} \right),
\]

where

\[
\mathcal{F}_{a_i} = \mathbb{E} \left[ \left( \int_{a_i+2h}^T (f(t, Z^x_t) - f(t, Z^z_{\pi_n(t)})) dt \right)^2 \right] \mathcal{F}_{[a_i/h]+1} \mathcal{F}_{a_i}.
\]

Moreover, by the Markov property (3.8), we have

\[
\mathbb{E} \left[ \left( \int_{a_i+2h}^T (f(t, Z^x_t) - f(t, Z^z_{\pi_n(t)})) dt \right)^2 \right] \mathcal{F}_{[a_i/h]+1} \mathcal{F}_{a_i}
= \mathbb{E} \left( \int_{a_i+2h}^T (f(t, Z^y_{\pi_n(t)} - [a_i/h]+1)) dt \right)^2 \bigg|_{y=Z^z_{\pi_n(t)}[a_i/h]+1} \mathcal{F}_{[a_i/h]+1} h \ln h^{-1} \| f \|_{L^p(T)}^2.
\]

by (3.19). Therefore, we have

\[
\mathbb{E} \left( \int_{\tau}^T (f(t, Z^x_t) - f(t, Z^z_{\pi_n(t)})) dt \right)^2 \lesssim h \| f \|_{L^p(T)}^2 + \sum_{i=1}^n \mathbb{E} (1_{\tau=a_i} \mathcal{F}_{a_i}).
\]
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\[ \lesssim h \|f\|_{L^p(T)}^2 + h \ln h^{-1} \|f\|_{L^p(T)}^2 \sum_{i=1}^n \mathbb{E} 1_{\tau = a}, \]

which implies that

\[ \mathbb{E} \left| \int_0^\tau (f(t, Z_\tau^x) - f(t, Z_{\tau a(T)}^x))dt \right|^2 \]

\[ \leq 2 \mathbb{E} \left| \int_0^\tau (f(t, Z_\tau^x) - f(t, Z_{\tau a(T)}^x))dt \right|^2 + 2 \mathbb{E} \left| \int_\tau^T (f(t, Z_\tau^x) - f(t, Z_{\tau a(T)}^x))dt \right|^2 \]

\[ \lesssim h \ln h^{-1} \|f\|_{L^p(T)}^2 \]

and completes the proof.

\[ \square \]

**Corollary 3.9.** Assume \((H_\gamma)\) holds. For any \(T > 0, p \in (d \vee 2, \infty)\) and \(\delta > 0\), there is a constant \(C = C(\Xi, p)\) such that for any \(x \in \mathbb{R}^d\) and \(f \in L^p(T)\),

\[ \mathbb{E} \left( \sup_{t \in [0, T]} \left| \int_0^t (f(s, Z_s^x) - f(s, Z_{\tau_a(T)}^x))ds \right|^2 \right) \leq C h^{1-\delta} \|f\|_{L^p(T)}^2. \] (3.21)

**Proof.** Let

\[ \eta_t := \left| \int_0^t (f(s, Z_s^x) - f(s, Z_{\tau_a(T)}^x))ds \right|^2 \]

and \(\eta_t^* := \sup_{s \in [0, t]} \eta_s\). First of all, it follows from Hölder’s inequality and (3.14) that for any \(\gamma \in (1, p/(d \vee 2))\),

\[ \mathbb{E}(\eta_t^*)^\gamma \leq \mathbb{E} \int_0^T \left( |f|^{2\gamma}(s, Z_s^x) + |f|^{2\gamma}(s, Z_{\tau_a(T)}^x) \right) ds \]

\[ \lesssim \|f\|_{L^p(T)}^{2\gamma} \lesssim \|f\|_{L^p(T)}^2. \] (3.22)

For any \(\lambda > 0\), let

\[ \tau_\lambda := \inf\{t \geq 0, \eta_t > \lambda\}. \]

We note that \(\eta_{\tau_\lambda} = \lambda\), since \(\eta_t\) is a continuous process. Then,

\[ \lambda \mathbb{P}(\eta_{\tau_\lambda} > \lambda) \leq \lambda \mathbb{P}(\tau_\lambda \leq T) \leq \mathbb{E} \left( \eta_{\tau_a(T)} 1_{\tau_a(T)} \right) \leq \mathbb{E} \eta_{\tau_\lambda \wedge T}. \]

In view of (3.17), we have

\[ \lambda \mathbb{P}(\eta_{\tau_\lambda} > \lambda) \lesssim h \ln h^{-1} \|f\|_{L^p(T)}^2. \]

Set \(\Xi_h := h \ln h^{-1} \|f\|_{L^p(T)}^2\). Then, for any \(\delta \in (0, 1)\), by a change of variables,

\[ \mathbb{E}(\eta_{\tau_\lambda}^{1-\delta}) = (1 - \delta) \int_0^\infty \lambda^{-\delta} \mathbb{P}(\eta_{\tau_\lambda} > \lambda) d\lambda \]

\[ \lesssim \int_0^\infty \lambda^{-\delta} (1 \wedge (\Xi_h \lambda^{-1})) d\lambda \]

\[ \lesssim \Xi_h^{-\delta} \int_0^\infty \lambda^{-\delta} (1 \wedge \lambda^{-1}) d\lambda \leq (h \ln h^{-1})^{(1-\delta)} \|f\|_{L^p(T)}^{2(1-\delta)}. \] (3.23)

Combining (3.22) and (3.23), in view of Hölder’s inequality, for any \(\delta > 0\) small enough, we have

\[ \mathbb{E} \eta_{\tau_\lambda}^2 = \mathbb{E} \left[ (\eta_{\tau_\lambda}^{1-\delta})^{\frac{1}{1-\delta}} (\eta_{\tau_\lambda}^\delta) \right]. \]
For any $T > 0$, proof.

(iii) For any $\tilde{x}$ where $X_{s,t} = Z_{s,t}$, the distribution of $X_{s,t}$ is a standard $p$-dimensional Brownian motion. Since $\tilde{Z}_t$ is a solution to the following SDE $\tilde{Z}_t = x + \int_0^t \sigma(\tilde{Z}_s) d\tilde{W}_s,$

where $\tilde{W}_t$ is a standard $d$-dimensional Brownian motion. Since $p_0 > 2 \vee d$, $B^2 \in \widetilde{L}^{p_0/2}(T)$. By (3.15), one sees that for any $\gamma > 0$

$$\sup_{x} \mathbb{E}_{\tilde{x}} \exp \left( \gamma \int_0^T |\sigma^{-1}B(t, \tilde{Z}_t)|^2 dt \right) < \infty.$$ 

Hence, by Novikov’s criterion,

$$Z_T := \exp \left( - \int_0^T \sigma^{-1}B(t, \tilde{Z}_t) d\tilde{W}_t - \frac{1}{2} \int_0^T |\sigma^{-1}B(t, \tilde{Z}_t)|^2 dt \right)$$

and complete the proof.

3.2. Time discretization for SDEs with $\widetilde{L}^p$ drift. Now, let us extend estimate (3.21) from $Z_{s,t}$ to the solution $X_{s,t}$ of SDE (3.2) both in the sense of paths and distributions (see (3.28) and (3.37) below). Recall that

$$X_{s,t} = x + \int_s^t B(r, X_{s,r}^x) dr + \int_s^t \sigma(X_{s,r}^x) dW_r.$$  

(3.24)

Let $\mu_{s,t}^x$ denote the distribution of $X_{s,t}$. For simplicity, we also set

$$X_t^x := X_{0,t}^x \quad \text{and} \quad \mu_t^x := \mu_{0,t}.$$ 

The following estimates follow from Girsanov’s transform and estimates for $Z_t$ (see [48, Lemma 4.1] for (ii) and (iii)).

**Lemma 3.10.** Assume (3.1) with $p_0 > d \vee 2$.

(i) For any $T > 0$ and $p \in (1, \infty)$, there is a constant $C = C(\Xi, p)$ such that for any $x \in \mathbb{R}^d$, $0 \leq s < t \leq T$ and nonnegative $f \in \widetilde{L}^p$,

$$\mathbb{E} f(X_{s,t}^x) \leq Ct^{-d/(2p)} \|f\|_p.$$  

(3.25)

(ii) For any $T > 0$ and $2/q + d/p < 2$, there is a constant $C = C(\Xi, p, q)$ such that for any $x \in \mathbb{R}^d$, $0 \leq s < t \leq T$ and nonnegative $f \in \widetilde{L}_q^p(T)$,

$$\mathbb{E} \int_s^t f(r, X_{s,t}^x) dr + \mathbb{E} \int_s^t f(r, X_{s,t}^x) dr \leq C(t-s)^{1-\frac{d}{2} - \frac{d}{q} \|f\|_{\widetilde{L}^q(T)}}.$$  

(3.26)

(iii) For any $T > 0$, $d/p + 2/q < 2$ and $f \in \widetilde{L}_q^p(T)$,

$$\sup_{x \in \mathbb{R}^d} \mathbb{E} \exp \left( \int_0^T f(t, X_{s,t}^x) dt \right) < \infty.$$  

(3.27)

(iv) For any $T > 0$, $\delta > 0$ and $p > d \vee 2$, there is a constant $C = C(\Xi, p)$ such that for any $x \in \mathbb{R}^d$, $h \in (0, 1)$ and $f \in \widetilde{L}_p^p(T)$,

$$\mathbb{E} \left( \sup_{t \in [0,T]} \left| \int_0^t (f(s, X_{s,t}^x) - f(s, X_{s,t}^{x_h}) ds \right|^2 \right) \leq Ch^{1-\delta} \|f\|_{\widetilde{L}^p(T)}^2.$$  

(3.28)

**Proof.** Let $\tilde{Z}_t^x$ be a solution on a probability space $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P})$ to the following SDE

$$\tilde{Z}_t^x = x + \int_0^t \sigma(\tilde{Z}_s^x) d\tilde{W}_s,$$

where $\tilde{W}_t$ is a standard $d$-dimensional Brownian motion. Since $p_0 > 2 \vee d$, $B^2 \in \widetilde{L}^{p_0/2}(T)$. By (3.15), one sees that for any $\gamma > 0$

$$\sup_x \mathbb{E}_{\tilde{x}} \exp \left( \gamma \int_0^T |\sigma^{-1}B(t, \tilde{Z}_t)|^2 dt \right) < \infty.$$ 

Hence, by Novikov’s criterion,

$$Z_T := \exp \left( - \int_0^T \sigma^{-1}B(t, \tilde{Z}_t)^2 dt - \frac{1}{2} \int_0^T |\sigma^{-1}B(t, \tilde{Z}_t)|^2 dt \right)$$

and complete the proof.
The term $E$ which is (3.25).

Therefore, by the uniqueness of (3.24), we have

In other words,

\[ \int_t^s \sigma^{-1} B(s, \tilde{Z}_s^x) \, ds \] is integrable and for any $q > 0$

\[
\tilde{E}_p |Z_T|^q \leq C(\Xi, q). \tag{3.29}
\]

Define $d\tilde{Q} := Z_T d\tilde{P}$. Then, by Girsanov’s theorem,

\[
\tilde{W}_t := \tilde{W}_t - \int_0^t \sigma^{-1} B(s, \tilde{Z}_s^x) \, ds
\]

is a $\tilde{Q}$-martingale.

In other words,

\[
\tilde{Z}_t^x = x + \int_0^t B(s, \tilde{Z}_s) \, ds + \int_0^t \sigma(\tilde{Z}_s) \, d\tilde{W}_s, \quad \tilde{Q} - a.e.
\]

Therefore, by the uniqueness of (3.24), we have

\[
\tilde{Q} \circ (\tilde{Z}_t^x)^{-1} = \tilde{P} \circ (X_t^x)^{-1}. \tag{3.30}
\]

Now, we show (i)-(iv) one by one.

(i): In view of (3.30), one sees that

\[
\tilde{E}_p f(X_t^x) = \tilde{E}_p f(\tilde{Z}_t^x) = \tilde{E}_p \left[ Z_T f(\tilde{Z}_t) \right].
\]

By Hölder’s inequality, (3.29) and (3.13), we have for any $r \in (1, p)$ and $1/r' + 1/r = 1$,

\[
\tilde{E}_p f(X_t^x) \leq \left( \tilde{E}_p |Z_T|^r \right)^{1/r'} \left( \tilde{E}_p |f(\tilde{Z}_t)|^r \right)^{1/r} \leq \left( t^{-dr/(2p)} \|f\|_{L_p} \right)^{1/r} \lesssim t^{-d/(2p)} \|f\|_p,
\]

which is (3.25).

(ii): Similarly to (i), by Hölder’s inequality and (3.14), we have

\[
\tilde{E} \int_s^t f(u, X_u^x) \, du \leq \left( \tilde{E}_p |Z_T|^r \right)^{1/r'} \left( \tilde{E}_p \left[ \int_s^t f(u, \tilde{Z}_u^x) \, du \right]^r \right)^{1/r} \lesssim \left( t - s \right)^{r-1} \int_s^t |f(u, \tilde{Z}_u^x)|^r \, du \right)^{1/r} \lesssim (t - s)^{1-1/q - d/(2p)} \|f\|_p.
\]

The term $\tilde{E} \int_s^t f(u, X_u^x) \, du$ can be estimated the same way.

(iii): For (3.27), it again follows from Hölder’s inequality that

\[
\tilde{E} \exp \left( \int_0^T f(t, X_t^x) \, dt \right) = \tilde{E}_p \left[ Z_T \exp \left( \int_0^T f(t, \tilde{Z}_t^x) \, dt \right) \right] \lesssim \left( \tilde{E}_p |Z_T|^r \right)^{1/r'} \left( \tilde{E}_p \exp \left( r \int_0^T f(t, \tilde{Z}_t^x) \, dt \right) \right)^{1/r} < \infty
\]

by (3.29) and (3.15).

(iv): Let

\[
A^f(h, X) := \sup_{t \in [0, T]} \left| \int_0^t (f(s, X_s^x) - f(s, X_{\pi_h(s)}^x)) \, ds \right|^2
\]

and

\[
A^f(h, \tilde{Z}) := \sup_{t \in [0, T]} \left| \int_0^t (f(s, \tilde{Z}_s^x) - f(s, \tilde{Z}_{\pi_h(s)}^x)) \, ds \right|^2.
\]

For any $\delta \in (0, 1)$, we note that

\[
\tilde{E} A^f(h, X) = \tilde{E}_p (Z_T A^f(h, \tilde{Z}))
\]
Based on Hölder’s inequality, \((3.29), (3.26)\) and \((3.21)\), for \(1/r' + 1/r = 1\) with some \(r \in (1, p/2)\), we have

\[
\mathbb{E} A^f(h, X) \leq \left[ \mathbb{E}_p \left( |Z_T|^{1/\delta} A^f(h, \tilde{Z}) \right) \right]^{\delta} \left[ \mathbb{E}_p A^f(h, \tilde{Z}) \right]^{1-\delta} 
\]

\[
\leq \left( \mathbb{E}_p |Z_T|^{r'/\delta} \right)^{\delta/r'} \left( \mathbb{E}_p A^f(h, \tilde{Z}) \right)^{1-\delta} 
\]

\[
\lesssim \|f\|^{2\delta/(2p+2r)} \|f\|_p^{2(1-\delta)} h^{(1-\delta_0)} \|\|_p^{2(1-\delta)} 
\]

where \(\delta_0 = \delta_0(\delta) \rightarrow 0\) as \(\delta \rightarrow 0\), and complete the proof.

Next, we want to prove an estimate for \(\sup_x \|\mu^x_t - \mu^x\|_{\text{var}}\). To this end, we will use the relation between the PDE and the SDE. For any \(T > 0\), consider the following backward PDE:

\[
\partial_t u_T + B \cdot \nabla u_T + a_{ij} \partial_i \partial_j u_T = 0, \quad u_T(T) = \varphi, \tag{3.31}
\]

where \(\varphi \in C^\infty_b\). By Proposition 2.7, there exists a unique solution \(u_T\) to \((3.31)\) in the sense of Definition 2.3. Set

\[
P_{s,t}^X f(x) := \mathbb{E}_s f(X^x_{s,t}), \quad P_t^X := P_{0,t}^X.
\]

By \((3.25)\), the domain of \(P_{s,t}^X\) includes \(\tilde{L}^p\) for any \(p \in [1, \infty]\). Then we have the following probabilistic representation.

**Proposition 3.11.** Let \(T > 0, \varphi \in C^\infty_b(\mathbb{R}^d)\), \(u_T\) and \(X^x_{s,t}\) be the solutions to \((3.31)\) and \((3.24)\) respectively. Then,

\[
u_T(s, x) = \mathbb{E}_s \varphi(X^x_{s,T}) = P_{s,T}^X \varphi(x). \tag{3.32}
\]

**Proof.** It is straightforward to obtain \((3.32)\) by applying the generalized Itô formula \((3.4)\) to the function \(t \mapsto u_T(t, X^x_{s,t})\) and taking expectation. \(\square\)

Apart from the probabilistic representation, by the generalized Itô formula, we have the following Duhamel formula.

**Lemma 3.12** (Duhamel formula). For any \(\varphi \in C^\infty_b(\mathbb{R}^d)\),

\[
P_{s,t}^X \varphi(x) = P_{t-s}^\sigma \varphi(x) + \int_s^t P_{s,r}^X (B(r) \cdot \nabla P_{r,s}^\sigma \varphi)(x)dr. \tag{3.33}
\]

**Proof.** For any \(t \in [0, T]\), let \(v^t = v^t(t, x)\) be the solution to the following backward PDE:

\[
\partial_t v^t + a_{ij} \partial_i \partial_j v^t = 0, \quad v^t(t) = \varphi.
\]

Based on \((3.32)\), one sees that \(v^t(r) = P_{r-s}^\sigma \varphi\). By the generalized Itô formula \((3.4)\), we have

\[
\mathbb{E} v^t(t, X^x_{s,t}) = v^t(s, x) + \mathbb{E} \int_s^t (\partial_t v^t + a_{ij} \partial_i \partial_j v^t + B \cdot \nabla v^t)(r, X^x_{s,r})dr,
\]

which implies that

\[
P_{s,t}^X \varphi(x) = P_{t-s}^\sigma \varphi + \mathbb{E} \int_s^t (B(r) \cdot \nabla P_{r-s}^\sigma \varphi)(X^x_{s,r})dr
\]

\[
= P_{t-s}^\sigma \varphi + \int_s^t P_{s,r}^X (B(r) \cdot \nabla P_{r-s}^\sigma \varphi)(x)dr,
\]

and we complete the proof. \(\square\)
Now we can prove the estimate for $\|\mu^x_t - \mu^x_s\|_{\text{var}}$. We note that similar results have been proved in [50, Lemma 3.8 (1)(ii)] based on heat kernel estimates. It should be mentioned that the order of time regularity in [50] depends on the Hölder index $\beta$ of $\sigma$ and thus this is not applicable to our case.

**Lemma 3.13.** Assume (3.1). For any $T > 0$ and $q \in [p_0, \infty)$, there is a constant $C = C(\Xi, q)$ such that for any $0 < s \leq t \leq T$ and $\varphi \in C_b^\infty$,

$$\|P^X_t \varphi - P^X_s \varphi\|_{\infty} \lesssim C \left[ \frac{1}{|t-s|^{\alpha}} \right] s^{-\frac{d}{2q}} \|\varphi\|_q,$$

(3.34)

In particular, when $q = \infty$, for any $\delta > 0$, there is a constant $C = C(\Xi, \delta)$ such that for all $x \in \mathbb{R}^d$,

$$\|\mu^x_t - \mu^x_s\|_{\text{var}} \lesssim C \left[ \frac{1}{|t-s|^{1/2-\delta} s^{-1/2}} \right] 1.$$

(3.35)

**Proof.** For simplicity, let

$$\alpha := \frac{1}{2} - \frac{d}{2q}.$$

From (3.33), one sees that

$$P^X_t \varphi - P^X_s \varphi = (P^\sigma_t \varphi - P^\sigma_s \varphi) + \int_s^t P^X_r \left[ (B(r) \cdot \nabla P^\sigma_{t-r} - P^\sigma_{t-r}) \varphi \right] dr$$

$$+ \int_0^s P^X_r \left[ (B(r) \cdot \nabla (P^\sigma_{t-r} - P^\sigma_{s-r}) \varphi) \right] dr$$

$$:= \mathcal{A}_1 + \mathcal{A}_2 + \mathcal{A}_3.$$

Based on (3.16), we have

$$\|\mathcal{A}_1\|_{\infty} \lesssim \left[ \frac{1}{|t-s|^{\alpha}} \right] s^{-\frac{d}{2q}} \|\varphi\|_q$$

$$\lesssim \left[ \frac{1}{|t-s|^{\alpha}} \right] s^{-\frac{d}{2q}} \|\varphi\|_q.$$

By (3.25) and (3.13), we have

$$\|\mathcal{A}_2\|_{\infty} \lesssim \int_s^t r^{-d/2} p_0 \left[ \frac{1}{|t-r|^{\alpha}} \right] s^{-\frac{d}{2q}} \|\varphi\|_q$$

$$\lesssim \int_0^t r^{-d/2} p_0 \|\nabla P^\sigma_{t-r} \varphi\|_{\infty} dr$$

$$\lesssim s^{-d/2} \int_s^t r^{-d/2} p_0 + d/2 q (t-r)^{-1/2-d/2q} dr \|\varphi\|_q$$

$$:= s^{-d/2} (t-s) \|K(t,s)\|_{\|\varphi\|_q},$$

where

$$K(t,s) \lesssim \left( s^{-\frac{2}{d} + \frac{d}{q}} + \frac{d}{q} \int_s^t (t-r)^{-a/2-1} dr \right) \left( \frac{1}{|t-s|^{\alpha}} \right) \int_0^1 r^{-\frac{d}{q_0} + \frac{d}{q}} (1-r)^{-\frac{d}{q} - \frac{d}{q_0}} dr$$

$$\lesssim (s^{-\alpha} (t-s)^{\beta}) \|\varphi\|_q,$$

since $q \geq p_0 > d$.

It remains to estimate $\mathcal{A}_3$. By (3.25) and (3.16), we have

$$\|\mathcal{A}_3\|_{\infty} \lesssim \int_0^t r^{-d/2} p_0 \left[ \frac{1}{|t-r|^{\alpha}} \right] s^{-\frac{d}{2q}} \|\varphi\|_q$$

$$\lesssim \int_0^t r^{-d/2} p_0 \|\nabla (P^\sigma_{t-r} - P^\sigma_{s-r}) \varphi\|_{\infty} dr$$

$$\lesssim \int_0^t r^{-d/2} p_0 \left[ \frac{1}{|t-s|^{\alpha}} \right] s^{-\frac{d}{2q}} \|\varphi\|_q.$$
We note that
\[ J := \int_0^s r^{-d/(2p_0)} \left[ (t-s)^{\frac{1}{2}} (s-r)^{-\frac{1}{2}} \right] (s-r)^{-1/2-d/(2q)} \, dr \]
\[ \leq \int_0^s r^{-d/(2p_0)} (s-r)^{-1/2-d/(2q)} \, dr \lesssim s^{1/2-d/(2p_0)-d/(2q)} \lesssim s^{-d/(2q)}, \tag{3.36} \]
since \( p_0 > d \). In addition, when \( r \in (0, \frac{1}{2}] \), one sees that
\[ \left[ (t-s)^{\frac{1}{2}} (s-r)^{-\frac{1}{2}} \right] \wedge 1 \leq (t-s)^{\frac{1}{2}} - \frac{d}{q} (s-r)^{-\frac{1}{2}} + \frac{d}{q} \leq (t-s)^{\frac{1}{2}} - \frac{d}{q} \left( \frac{s}{2} \right)^{-\frac{1}{2}}. \]
Hence,
\[ J \lesssim s^{-1/2-d/(2q)} \int_0^{s/2} r^{-d/(2p_0)} \left[ (t-s)^{\frac{1}{2}} (s-r)^{-\frac{1}{2}} \right] \wedge 1 \, dr \]
\[ + s^{-d/(2p_0)} \int_{s/2}^s \left[ (t-s)^{\frac{1}{2}} (s-r)^{-\frac{1}{2}} \right] \wedge 1 \, dr \]
\[ \lesssim s^{-1} (t-s)^{1/2-d/(2q)} \int_0^{s/2} r^{-d/(2p_0)} \, dr \]
\[ + s^{-d/(2p_0)} \int_{s/2}^s \left[ (t-s)^{\frac{1}{2}} (s-r)^{-\frac{1}{2}} \right] \wedge 1 \, dr. \]
By a change of variables, we have
\[ J \lesssim s^{-d/(2p_0)} (t-s)^{1/2-d/(2q)} \]
\[ + s^{-d/(2p_0)} (t-s)^{-1/2-d/(2q)} \int_0^{\sqrt{t-s}} (s-r)^{-\frac{1}{2}} \wedge 1 \, dr \]
\[ \lesssim s^{-d/(2p_0)} (t-s)^{1/2-d/(2q)} \lesssim s^{-\frac{1}{2}} (t-s)^{-\frac{1}{2}}. \]
since \( q < \infty \) and \( p_0 > d \), which combined with (3.36) implies that
\[ J \lesssim \left( (t-s)^{\alpha} s^{-\frac{d}{q}} \wedge 1 \right) s^{-\frac{d}{q}}. \]
Thus, we obtain (3.34). In particular, noting that
\[ \| \varphi \|_q \lesssim \| \varphi \|_\infty, \quad \forall q < \infty, \]
bys Lusin’s theorem and (3.34), we have for all \( \delta > 0 \) and \( q \in [p_0 \vee (d/(2\delta)), \infty) \)
\[ \| \mu_{t}^x - \mu_{s}^x \|_{var} = \sup_{\varphi \in \mathcal{C}_b^\infty} \frac{|P_{t}^{X} \varphi(x) - P_{s}^{X} \varphi(x)|}{\| \varphi \|_\infty} \lesssim [(t-s)^{\frac{1}{2}} - \frac{d}{q} s^{-\frac{1}{2}}] s^{-\frac{d}{q}} \]
\[ \lesssim (t-s)^{-\frac{1}{2}} s^{-\frac{d}{q}}. \]
Moreover, it is easy to see that
\[ \| \mu_{t}^{x} - \mu_{s}^{x} \|_{var} \leq 2, \]
which completes the proof. \( \square \)

The following lemma is the distribution dependent version of (3.28).

**Lemma 3.14.** For any \( T > 0, \ p \in (d \vee 2, \infty), \) assume that \( f : \mathbb{R}_+ \times \mathbb{R}^d \times \mathcal{P}(\mathbb{R}^d) \rightarrow \mathbb{R} \) such that
\[ \kappa_f := \sup_{t \in [0,T]} \sup_{\mu, \nu} \left( \| f(t, \cdot, \mu) \|_p + \frac{\| f(t, \cdot, \mu) - f(t, \cdot, \nu) \|_p}{\| \mu - \nu \|_{var}} \right) < \infty. \]
Then, for any \( \delta > 0, \) there is a constant \( C = C(\Xi, p, \delta) \) such that for any \( x \in \mathbb{R}^d \) and \( h \in (0, 1) \)
\[ \mathbb{E} \left( \sup_{t \in [0,T]} \left| \int_0^t (f(s, X_{s}^{x}, \mu_{s}^{x}) - f(s, X_{s,h(s)}^{x}, \mu_{s,h(s)}^{x})) \, ds \right|^2 \right) \leq C(\kappa_f)^2 h^{1-\delta}. \tag{3.37} \]
Proof. For simplicity, we drop the superscript $x$ from $X^x$ and $\mu^x$. First of all, we note that

$$
E\left( \sup_{t \in [0,T]} \left| \int_0^t (f(s, X_s, \mu_s) - f(s, X_{\pi_h(s)}, \mu_{\pi_h(s)})) ds \right|^2 \right)
$$

$$
\lesssim E\left( \sup_{t \in [0,T]} \left| \int_0^t (f(s, X_s, \mu_s) - f(s, X_{\pi_h(s)}, \mu_s)) ds \right|^2 \right)
$$

$$
+ E\left( \sup_{t \in [0,T]} \left| \int_0^t (f(s, X_{\pi_h(s)}, \mu_s) - f(s, X_{\pi_h(s)}, \mu_{\pi_h(s)})) ds \right|^2 \right)
$$

$$
:= \mathcal{G}^h_1 + \mathcal{G}^h_2.
$$

By (3.28), for any $\delta > 0$, we have

$$
\mathcal{G}^h_1 \lesssim h^{1-\delta} \sup_{t \in [0,T]} \|f(t, \cdot, \mu_t)\|_p^2 \lesssim h^{1-\delta}(\kappa f)^2.
$$

For $\mathcal{G}^h_2$, we use the same method as in Step 2 of the proof of Lemma 3.8. For any $0 \leq s < t \leq T$, set

$$
\mathcal{G}^h_{s,t} := \int_{s+h}^{t+h} |f(r, X_{\pi_h(r)}, \mu_r) - f(r, X_{\pi_h(r)}, \mu_{\pi_h(r)})| dr
$$

and $\| \cdot \| := (E| \cdot |^2)^{1/2}$. Then

$$
\mathcal{G}^h_2 \leq \left| \int_{h}^{T+h} |f(s, X_{\pi_h(s)}, \mu_s) - f(s, X_{\pi_h(s)}, \mu_{\pi_h(s)})| ds \right|^2 = \| \mathcal{G}^h_{0,T} \|^2,
$$

since $\pi_h(r) = r$, if $r < h$. Based on Hölder’s inequality and (3.26), one sees that if $2/q + d/p < 1$, then

$$
E| \mathcal{G}^h_{s,t} |^2 \lesssim (t-s) \int_{s+h}^{t+h} \left| f(r, X_{\pi_h(r)}, \mu_r) - f(r, X_{\pi_h(r)}, \mu_{\pi_h(r)}) \right|^2 dr
$$

$$
\lesssim (t-s) \left( \int_{s+h}^{t+h} \| f(r, \cdot, \mu_r) - f(r, \cdot, \mu_{\pi_h(r)}) \|_p^2 dr \right)^{2/q}
$$

$$
\lesssim (\kappa f)^2 (t-s) \left( \int_{s+h}^{t+h} \| \mu_r - \mu_{\pi_h(r)} \|_{\vartheta} dr \right)^{2/q}.
$$

Then, by (3.35) and the fact that $q > 2$, for any $\delta > 0$ we have

$$
\| \mathcal{G}^h_{s,t} \| \lesssim \kappa f (t-s)^{1/2} \left( \int_{s+h}^{t+h} h^{\frac{1}{2} - \delta} \| \pi_h(r) \|^{-q/2} dr \right)^{1/q}
$$

$$
\lesssim \kappa f (t-s)^{1/2} h^{1/2 - \delta} \left( \int_s^{t+h} r^{-q/2} dr \right)^{1/2} \lesssim \kappa f h^{1/2 - \delta} (t-s)^{1/2 + 1/q} s^{-1/2}.
$$

Taking $t_n := 2^{-n}T$, we have

$$
\| \mathcal{G}^h_{0,T} \| \lesssim \sum_{n=0}^{\infty} \| \mathcal{G}^h_{t_n+1, t_n} \| \lesssim \kappa f h^{1/2 - \delta} \sum_{n=0}^{\infty} (t_n - t_{n+1})^{1/2 + 1/q} (t_{n+1})^{-1/2}
$$

$$
\lesssim \kappa f h^{1/2 - \delta} T^{1/q} \sum_{n=0}^{\infty} 2^{-n+1} s^{-1/4} \lesssim \kappa f h^{1/2 - \delta},
$$

which implies $\mathcal{G}^h_2 \lesssim (\kappa f)^2 h^{1-2\delta}$ and we complete the proof.

Now, we have the following strong fluctuation result, which is crucial in this paper.
Lemma 3.15. Let $T > 0$ and $g : \mathbb{R}_+ \times \mathbb{R}^d \to \mathbb{R}$ be a bounded function satisfying

$$c_g := \sup_{x \in \mathbb{R}^d} \left( \sup_{t \in [0,T]} \left| g(t, x) \right| + \frac{\left| g(t, x) - g(s, x) \right|}{|t - s|^\alpha} \right) < \infty$$

for some $\alpha > 0$. Assume (3.1), (H$_0^1$) and (H$_0^2$) hold. Then for any $\delta > 0$, there is a constant $C = C(\Xi, \kappa_0, \delta, c_g)$ such that for any $x \in \mathbb{R}^d$ and $\varepsilon > 0$,

$$E \left( \sup_{t \in [0,T]} \left| \int_0^t g(s, X_s^x)(b(s, X_s^x, \mu_s^x) - \bar{b}(X_s^x, \mu_s^x))ds \right|^2 \right)$$

$$\leq C \inf_{h > 0} \left( h^{1-\delta} + h^{2\alpha} + \left( \omega \left( \frac{h}{\varepsilon} \right) \right)^2 \right).$$

Proof. For simplicity, we drop the superscript $x$ from $X^x$ and $\mu^x$. Set $b_\varepsilon(t) := b(t/\varepsilon)$ and $X := (X, \mu)$.

For any $h \in (0, 1),$

$$E \left( \sup_{t \in [0,T]} \left| \int_0^t g(s, X_s^x)(b_\varepsilon(s, X_s^x, \mu_s^x) - \bar{b}(X_s^x, \mu_s^x))ds \right|^2 \right)$$

$$\leq E \left( \sup_{t \in [0,T]} \left| \int_0^t ((gb_\varepsilon)(s, X_s^x) - (gb_\varepsilon)(s, X_\pi_s(s)))ds \right|^2 \right)$$

$$+ E \left( \sup_{t \in [0,T]} \left| \int_0^t g(s, X_\pi_s(s))(b_\varepsilon(s, X_\pi_s(s)) - \bar{b}(X_\pi_s(s)))ds \right|^2 \right)$$

$$+ E \left( \sup_{t \in [0,T]} \left| \int_0^t ((\bar{b})_\varepsilon(s, X_s^x) - (\bar{b})(s, X_\pi_s(s)))ds \right|^2 \right)$$

$$:= \mathcal{I}_{1}^{\varepsilon, h} + \mathcal{I}_{2}^{\varepsilon, h} + \mathcal{I}_{3}^{\varepsilon, h}.$$

By (H$_0^1$) and (3.7), for any $\delta > 0$, we have

$$\mathcal{I}_{1}^{\varepsilon, h} + \mathcal{I}_{3}^{\varepsilon, h} \lesssim \|g\|_{\infty}^2 \kappa_0^2 h^{1-\delta}.$$

For $\mathcal{I}_{2}^{\varepsilon, h}$, we note that by (3.38) and (3.26) with $p_0 > (d/2) \lor 1$,

$$\mathcal{I}_{2}^{\varepsilon, h} \lesssim E \left( \sup_{t \in [0,T]} \left| \int_0^t (g(\pi_h(s), X_\pi_h(s))(b_\varepsilon(s, X_\pi_h(s)) - \bar{b}(X_\pi_h(s)))ds \right|^2 \right)$$

$$+ E \left( \sup_{t \in [0,T]} \left| \int_0^t |s - \pi_h(s)|^{2\alpha} \left( |b_\varepsilon(s, X_\pi_h(s))|^2 + |\bar{b}(X_\pi_h(s))|^2 \right)ds \right)$$

$$\lesssim \mathcal{I}_{21}^{\varepsilon, h} + h^{2\alpha},$$

where

$$\mathcal{I}_{21}^{\varepsilon, h} := E \left( \sup_{t \in [0,T]} \left| \int_0^t (g(\pi_h(s), X_\pi_h(s))(b_\varepsilon(s, X_\pi_h(s)) - \bar{b}(X_\pi_h(s)))ds \right|^2 \right).$$

It suffices to show

$$\mathcal{I}_{21}^{\varepsilon, h} \lesssim h + \left( \omega \left( \frac{h}{\varepsilon} \right) \right)^2.$$
Letting $M(t) = \lfloor t/h \rfloor$ and noting that $\pi_h(s) = s$ for $s \in [0, h)$, we have

\[ \mathcal{J}_{21}^{\varepsilon,h} \lesssim \mathbb{E} \left( \sup_{t \in [0,h]} \left( \int_0^t g(s, X_s)(b_x(s, X_s) - \bar{b}(X_s)) ds \right)^2 \right) \]

\[ + \mathbb{E} \left( \sup_{t \in [h,T]} \left( \int_0^h g(s, X_s)(b_x(s, X_s) - \bar{b}(X_s)) ds \right)^2 \right) \]

\[ + \mathbb{E} \left( \sup_{t \in [h,T]} \left( \int_{M(t)h}^t g(\pi_h(s), X_{\pi_h(s)})(b_x(s, X_{\pi_h(s)}) - \bar{b}(X_{\pi_h(s)})) ds \right)^2 \right) \]

\[ + \mathbb{E} \left( \sup_{t \in [h,T]} \left( \int_h^t g(\pi_h(s), X_{\pi_h(s)})(b_x(s, X_{\pi_h(s)}) - \bar{b}(X_{\pi_h(s)})) ds \right)^2 \right) \]

\[ := \mathcal{J}_{211}^{\varepsilon,h} + \mathcal{J}_{212}^{\varepsilon,h} + \mathcal{J}_{213}^{\varepsilon,h} + \mathcal{J}_{214}^{\varepsilon,h}. \]

It follows from Hölder’s inequality that

\[ \sum_{i=1}^3 \mathcal{J}_{21i}^{\varepsilon,h} \lesssim h \| \varepsilon \|_\infty (\int_0^T |b_x(s, X_s)|^2 + |\bar{b}(X_s)|^2 ds) + \mathbb{E} \left( \int_0^T |b_x(s, X_{\pi_h(s)})|^2 + |\bar{b}(X_{\pi_h(s)})|^2 ds \right) \]

\[ \lesssim h \| \varepsilon \|_{\infty}^2, \]

because of (3.26). Thus, we only need to prove

\[ \mathcal{J}_{124}^{\varepsilon,h} \lesssim \left( \omega \left( \frac{h}{\varepsilon} \right) \right)^2. \]

By the definition of $\pi_h$, it is easy to see that

\[ \mathcal{J}_{214}^{\varepsilon,h} \leq \mathbb{E} \left( \sup_{2 \leq m \leq M(T)} \left[ \sum_{k=1}^{m-1} g(kh, X_{kh}) \int_{kh}^{(k+1)h} (b_x(s, X_{kh}) - \bar{b}(X_{kh})) ds \right]^2 \right). \]

Based on the fact that $| \sum_{k=1}^{m-1} a_k |^2 \lesssim (m - 1) \sum_{k=1}^{m-1} |a_k|^2$, one sees that

\[ \mathcal{J}_{214}^{\varepsilon,h} \leq M(T)c_9^2 \sum_{k=1}^{\lfloor T/h \rfloor} \mathbb{E} \left[ \int_{kh/\varepsilon}^{(k+1)h/\varepsilon} (b_x(s, X_{kh}) - \bar{b}(X_{kh})) ds \right]^2. \]

By a change of variables and (1.6), we have

\[ \mathcal{J}_{214}^{\varepsilon,h} \lesssim M(T) \sum_{k=1}^{\lfloor T/h \rfloor} \mathbb{E} \left[ \int_{kh/\varepsilon}^{(k+1)h/\varepsilon} (b(s, X_{kh}) - \bar{b}(X_{kh})) ds \right]^2 \]

\[ \leq \frac{T}{h} \mathbb{E} \left[ \int_{kh/\varepsilon}^{(k+1)h/\varepsilon} (b(s, X_{kh}) - \bar{b}(X_{kh})) ds \right]^2 \]

\[ \lesssim h \left( \omega \left( \frac{h}{\varepsilon} \right) \right)^2 \sum_{k=1}^{M(T)-1} \mathbb{E} |H(X_{kh})|^2. \]

We note that

\[ h \sum_{k=1}^{M(T)-1} \mathbb{E} |H(X_{kh})|^2 = \mathbb{E} \int_h^{M(T)h} |H(X_{\pi_h(s)})|^2 ds \lesssim \mathbb{E} \int_h^T |H(X_{\pi_h(s)})|^2 ds. \]

Again by (3.26), we have

\[ \mathcal{J}_{214}^{\varepsilon,h} \lesssim \left( \omega \left( \frac{h}{\varepsilon} \right) \right)^2 \sup_{\mu} \| H(\cdot, \mu) \|_{\dot{p}_0}^2 \]

and complete the proof.
3.3. Time regularity for solutions to the parabolic equation. In this section, we establish the time regularity for the solution of PDE (3.3). First, we give the following probabilistic representation of the solution to PDE if $B \equiv 0$.

**Lemma 3.16.** Let $B \equiv 0$ and $u$ be a solution to PDE (3.3). Then,

$$u(t) = \int_0^t e^{-\lambda(t-s)} P_t^\sigma f(s)\,ds + e^{-\lambda t} P_t^\sigma \varphi. \tag{3.40}$$

**Proof.** Applying the generalized Itô formula (3.4) to

$$s \to e^{-\lambda s} u(t-s, Z_s^x),$$

we get

$$e^{-\lambda t} u(0, Z_t^x) - u(t, x) = \int_0^t e^{-\lambda s} (-\partial_s u + a_{ij} \partial_i \partial_j u - \lambda u)(t-s, Z_s^x)\,ds$$

$$+ \int_0^t e^{-\lambda s} \nabla u(t-s, Z_s^x)\,dW_s.$$

Taking expectation of both sides, we obtain that

$$e^{-\lambda t} P_t^\sigma \varphi - u(t) = - \int_0^t e^{-\lambda s} P_t^\sigma f(t-s)\,ds,$$

which is (3.40) by a change of variable and this completes the proof.

Using the above Lemma, we have the following time Hölder regularity of $\nabla u$.

**Lemma 3.17.** Assume $\varphi \equiv 0$. Under condition (3.1) with some $p_0 \in (d, \infty)$, for any $\lambda \geq 0$, there is a constant $C = C(\Xi, p, \lambda)$ such that for all $t, s \in [0, T]$ and $f \in \tilde{L}^{p_0}(T)$ the solution $u$ to (3.3) in the sense of Definition 2.3 satisfies

$$\|\nabla u(t) - \nabla u(s)\|_{\infty} \leq C |t - s|^{\frac{1}{2} - \frac{1}{d(p_0)}} \|f\|_{\tilde{L}^{p_0}(T)}. \tag{3.41}$$

**Remark 3.18.** By Remark 2.6 and (3.41), we further have that there is a version of the solution such that $u \in C([0, T]; C^1)$.

**Proof.** First, since $B, f \in \tilde{L}^{p_0}(T) \subset \tilde{L}_q^{p_0}(T), \forall q$, we indeed have a unique solution $u$. Set

$$g(s) := B \cdot \nabla u(s) + f(s).$$

In view of (2.5),

$$\|g\|_{\tilde{L}^{p_0}(T)} \leq \|B\|_{\tilde{L}^{p_0}(T)} \|\nabla u\|_{L^\infty} + \|f\|_{\tilde{L}^{p_0}(T)} \lesssim \|f\|_{\tilde{L}^{p_0}(T)}.$$

Then, for any $0 \leq s < t \leq T$, by (3.40), one sees that

$$\|\nabla u(t) - \nabla u(s)\|_{\infty} = \left\| \int_s^t e^{-\lambda(t-r)} \nabla P_{t-r}^\sigma g(r)\,dr \right\|_{\infty}$$

$$+ \left\| \int_0^s \left( e^{-\lambda(t-r)} - e^{-\lambda(s-r)} \right) \nabla P_{t-r}^\sigma g(r)\,dr \right\|_{\infty}$$

$$+ \left\| \int_0^s e^{-\lambda(s-r)} \left( \nabla P_{t-r}^\sigma - \nabla P_{s-r}^\sigma \right) g(r)\,dr \right\|_{\infty}$$

$$=: \mathcal{F}_1 + \mathcal{F}_2 + \mathcal{F}_3.$$

By (3.13), one sees that

$$\mathcal{F}_1 \lesssim \int_s^t (t-r)^{-1/2-d/(2p_0)} \|g(r)\|_{p_0}\,dr$$
Then there is a constant $C$ which implies that
\[ |s-t|^{-1/2-d/(2p_0)} \|g\|_{L^{p_0}(T)} \]
\[ \lesssim |t-s|^{1/2} - \frac{d}{p_0} \|f\|_{L^{p_0}(T)}. \]

For $\mathcal{F}_2$, noting that $|e^{-x} - e^{-y}| \leq |x - y|$ for any $x, y > 0$, it follows from (3.13) that
\[ \mathcal{F}_2 \lesssim |t-s|^{-1/2-d/(2p_0)} \|g(r)\|_{p_0} dr \]
\[ \lesssim |t-s|^{1/2} \|g\|_{L^{p_0}(T)} \lesssim |t-s| f \|_{L^{p_0}(T)}. \]

For $\mathcal{F}_3$, by (3.16) with $q = \infty$, we have
\[ \mathcal{F}_3 \lesssim \int_0^t \left( (t-s) \cdot 1 \right) \left( s-r \right)^{-1/2-d/(2p_0)} dr \|g\|_{L^{p_0}(T)}. \]
By a change of variable, we have
\[ \mathcal{F}_3 \lesssim |t-s|^{1/2-d/(2p_0)} \|f\|_{L^{p_0}(T)} \] and complete the proof.

Moreover, we also have an estimate of time regularity for the solution to the following Cauchy problem.

**Lemma 3.19.** Assume (3.1). Let $\varphi \in C^\infty_0$ and let $u$ be the unique solution to the following Cauchy problem on $[0, T]$ in the sense of Definition 2.3
\[ \partial_t u = a_{ij} \partial_i \partial_j u + B \cdot \nabla u, \quad u_0 = \varphi. \] (3.42)

Then there is a constant $C = C(\Xi)$ such that for all $0 \leq s \leq t \leq T$,
\[ \|\nabla u(t) - \nabla u(s)\|_\infty \leq C(t-s)^{1/2} \frac{d}{p_0} s^{-1} \|\varphi\|_\infty. \] (3.43)

**Proof.** First, by (3.40), we have
\[ u(t) = \int_0^t P_{t-s}^\sigma (B \cdot \nabla u)(s) ds + P_{t}^\sigma \varphi, \] (3.44)
which implies that
\[ \|\nabla u(t)\|_\infty \lesssim \int_0^t \|B \cdot \nabla u(s)\|_{p_0} ds + t^{-1/2} \|\varphi\|_\infty \]
\[ \lesssim \int_0^t \|\nabla u(s)\|_\infty ds + t^{-1/2} \|\varphi\|_\infty \]
because of (3.13). Hence, by Gronwall’s inequality, we have
\[ \|\nabla u(t)\|_\infty \lesssim t^{-1/2} \|\varphi\|_\infty. \] (3.45)

By (3.44), (3.13) and (3.16), one sees that
\[ \|\nabla u(t) - \nabla u(s)\|_\infty \lesssim \int_s^t \|\nabla P_{t-r}^\sigma (B \cdot \nabla u)(r)\|_\infty dr + \int_0^s \|\nabla(P_{t-r}^\sigma - P_{s-r}^\sigma) B \cdot \nabla u(r)\|_\infty dr \]
\[ + \|\nabla(P_{t}^\sigma - P_{s}^\sigma) \varphi\|_\infty. \]
\[ \lesssim \int_s^t (t-r)^{-1/2} \frac{d}{p_0} \|\nabla u(r)\|_\infty dr \]
\[ + \int_0^s \left\{ (t-s) \cdot 1 \right\} (s-r)^{-1/2} \frac{d}{p_0} \|\nabla u(r)\|_\infty dr \]
Then, noting that $x \wedge 1 \leq x^\theta$ for all $x \geq 0$ and $\theta \in [0, 1]$, we have
\[
\mathcal{Q}_3 \lesssim \left\{ (t-s)^{1/2} s^{-1/2} \right\} s^{-1/2} \| \varphi \|_\infty \lesssim (t-s)^{1/2} - \frac{d}{p_0} s^{-1} + \frac{d}{p_0} \| \varphi \|_\infty.
\]

Based on (3.45) and a change of variable,
\[
\mathcal{Q}_1 \lesssim \| \varphi \|_\infty \int_0^t (t-r)^{-1/2} - \frac{d}{p_0} r^{-1/2} dr \lesssim (t-s)^{1/2} - \frac{d}{p_0} s^{-1} \| \varphi \|_\infty
\]
\[
\lesssim (t-s)^{1/2} - \frac{d}{p_0} s^{-1} + \frac{d}{p_0} \| \varphi \|_\infty
\]
since $p_0 > d$. For $\mathcal{Q}_2$, again by (3.45), we divide $[0, s]$ into $[0, s/2]$ and $[s/2, s]$ and have
\[
\frac{\mathcal{Q}_2}{\| \varphi \|_\infty} \lesssim \left( \int_0^{s/2} + \int_{s/2}^s \right) \left\{ (t-s)^{1/2} (s-r)^{-1} \right\} (s-r)^{-1} - \frac{d}{p_0} r^{-1} dr
\]
\[
\lesssim (t-s)^{1/2} - \frac{d}{p_0} s^{-1} \int_0^{s/2} r^{-1} dr + s^{1/2} \int_{s/2}^s \left\{ (t-s)^{1/2} (s-r)^{-1} \right\} (s-r)^{-1} - \frac{d}{p_0} dr
\]
\[
\lesssim (t-s)^{1/2} - \frac{d}{p_0} s^{-1} + s^{1/2} \int_0^s \left\{ (t-s)^{1/2} r^{-1/2} \right\} r^{-1} - \frac{d}{p_0} dr,
\]
where we used the fact that
\[
\left\{ (t-s)^{1/2} (s-r)^{-1/2} \right\} (s-r)^{-1} \leq (t-s)^{1/2} - \frac{d}{p_0} (s-r)^{-1} \leq 2(t-s)^{1/2} - \frac{d}{p_0} s^{-1} \forall r \in [0, s/2).
\]

From a change of variable, we have
\[
\mathcal{Q}_2 \lesssim \left[ (t-s)^{1/2} - \frac{d}{p_0} s^{-1} + s^{1/2} (t-s)^{-1/2} - \frac{d}{p_0} \int_0^\infty (r^{-1/2} \wedge 1) r^{1/2} - \frac{d}{p_0} dr \right] \| \varphi \|_\infty
\]
\[
\lesssim (t-s)^{1/2} - \frac{d}{p_0} s^{-1} + \| \varphi \|_\infty \lesssim (t-s)^{1/2} - \frac{d}{p_0} s^{-1} + \frac{d}{p_0} \| \varphi \|_\infty
\]
since $p_0 \in (d, \infty)$ and complete the proof.

4. Convergence rate of the total variation

In this section, under (H$_0$), (H$_1^2$) and (H$_2^2$), we will derive the convergence rate of $\| \mu^\varepsilon - \mu \|_{\text{var}}$. Recall that on the probability space $(\Omega, \mathcal{F}, P, (\mathcal{F}_s)_{s \geq 0})$ we have a unique strong solution $(X^\varepsilon, X)$ to the following systems
\[
dX^\varepsilon_t = b(t/\varepsilon, X^\varepsilon_t, \mu^\varepsilon_t)dt + \sigma(X^\varepsilon_t)dW_t, \quad X^\varepsilon_0 = \xi,
\]
and
\[
dX_t = b(X_t, \mu_t)dt + \sigma(X_t)dW_t, \quad X_0 = \xi,
\]
where $\mu^\varepsilon_t$ and $\mu_t$ are the distributions of $X^\varepsilon_t$ and $X_t$, respectively. For simplicity, in the sequel, let
\[
b_\varepsilon(t) := b(t/\varepsilon) (\varepsilon > 0), \quad \text{and} \quad b_0 := \bar{b}.
\]
For any $x \in \mathbb{R}^d$ and $t \geq s \geq 0$, let $(Y^\varepsilon_{s,t}(x), Y_{s,t}(x))$ be the unique strong solution to the following SDEs
\[
dY^\varepsilon_{s,t}(x) = b_\varepsilon(t, Y^\varepsilon_{s,t}(x), \mu^\varepsilon_t)dt + \sigma(Y^\varepsilon_{s,t}(x))dW_t, \quad Y^\varepsilon_{s,s}(x) = x
\]
and
\[
dY_{s,t}(x) = \bar{b}(Y_{s,t}(x), \mu_t)dt + \sigma(Y_{s,t}(x))dW_t, \quad Y_{s,s}(x) = x.
\]
Set $Y^\varepsilon_t(x) := Y^\varepsilon_{0,t}(x)$ and $Y_t(x) := Y^\varepsilon_{0,t}(x)$ for all $t \geq 0$ and $x \in \mathbb{R}^d$. Let $P^{\varepsilon,\xi}$ and $P^\xi$ denote the distributions of $Y^\varepsilon(x)$ and $Y(x)$ in $C([0,T]; \mathbb{R}^d)$ respectively. Based on the strong uniqueness of the above SDEs, we have
\[
\int_{\mathbb{R}^d} P^{\varepsilon,\xi} \mathbb{P} \circ \xi^{-1}(dx) = \mathbb{P} \circ (X^\varepsilon)^{-1} \quad \text{and} \quad \int_{\mathbb{R}^d} P^\xi \mathbb{P} \circ \xi^{-1}(dx) = \mathbb{P} \circ (X)^{-1}.
\] (4.3)

Therefore, the estimates in Section 3.2 hold for $X^\varepsilon$ and $X$, where the constants are independent of $\varepsilon$, since
\[
\sup_{\varepsilon \geq 0} \sup_{\mu \in \mathcal{P}(\mathbb{R}^d)} \|b_\varepsilon(\cdot, \mu)\|_{L^p_T} < \infty.
\]

Moreover, for any $t \in \mathbb{R}_+$ and $\varphi \in C^\infty_0$, consider the following Kolmogorov backward equation
\[
\partial_s u^t + a_{ij} \partial_i \partial_j u^t + b_0(\cdot, \mu_\varepsilon) \cdot \nabla u^t = 0,
\] (4.4)
with final condition
\[
u^t(t) = \varphi.
\]

By Proposition 2.7 and 3.11, there exists a unique solution $u^t$ to (4.4), which is given by
\[
u^t(s, x) = \mathbb{E}_{\varphi}(Y^\varepsilon_{s,t}(x)).
\]

Define $\tilde{u}(s, x) = u^t(t - s, x)$. Then $\tilde{u}$ is the solution to
\[
\partial_s \tilde{u} = a_{ij} \partial_i \partial_j \tilde{u} + b_0(\cdot, \mu_{t-s}) \cdot \nabla \tilde{u}, \quad \tilde{u}_0 = \varphi.
\]

By Lemma 3.19, we have
\[
\|\nabla u^t(s)\|_\infty \lesssim (t - s)^{-\frac{1}{2}} \|\varphi\|_\infty
\] (4.5)
and
\[
\|\nabla u^t(s_1) - \nabla u^t(s_2)\| \lesssim |s_1 - s_2|^\frac{1}{2} \frac{\sigma_{\varphi}}{\pi_{\varphi}} (s_1 \wedge s_2)^{-1 + \frac{2}{\sigma_{\varphi}}} \|\varphi\|_\infty.
\] (4.6)

Then, for any $t \in [0,T]$, by applying the generalized Itô formula (3.4) to $u^t(s, Y^\varepsilon(s), x)$, one sees that
\[
\mathbb{E} (Y^\varepsilon_t(x)) - u^t(0, x) = \mathbb{E} \int_0^t \left( b_\varepsilon(s, Y^\varepsilon_s(x), \mu^\varepsilon_s) - b_0(Y^\varepsilon_s(x), \mu_s) \right) \cdot \nabla u^t(s, Y^\varepsilon_s(x)) ds.
\] (4.7)

Noting that $u^t(0, x) = \mathbb{E} \varphi(Y^\varepsilon_t(x))$, by (4.3), we have
\[
\left| \mathbb{E} \varphi(X^\varepsilon_t) - \mathbb{E} \varphi(X_t) \right| \leq \int_{\mathbb{R}^d} (\mathbb{E} \varphi(Y^\varepsilon_t(x)) - \mathbb{E} \varphi(Y_t(x))) \mathbb{P} \circ \xi^{-1}(dx)
\] (4.8)
\[
\leq \sup_x \left| \mathbb{E} \int_0^t \left( b_\varepsilon(s, Y^\varepsilon_s(x), \mu^\varepsilon_s) - b_0(Y^\varepsilon_s(x), \mu_s) \right) \cdot \nabla u^t(s, Y^\varepsilon_s(x)) ds \right|.
\]

Here is the main result of this section:

**Theorem 4.1.** Under the conditions ($H_\sigma$) and ($H_\beta^0$), for any $T > 0$, there is a constant $C = C(\kappa_0, \kappa_1, d, T, p_0, \beta) > 0$ such that for all $\varepsilon > 0$ and $t \in [0,T]$,
\[
\|\mu^\varepsilon_t - \mu_t\|_{\text{var}} \leq C \inf_{h > 0} \left( \frac{h^2}{\pi_{\varphi}} + \omega \left( \frac{h}{\varepsilon} \right) \right).
\] (4.9)

**Proof.** For simplicity, in the whole proof, we assume $\|\varphi\|_\infty = 1$ and drop the superscript $t$ from $u^t$. First, let
\[
\mathcal{B}^\varepsilon := \left| \mathbb{E} \int_0^t \left( b_\varepsilon(s, Y^\varepsilon_s(x), \mu^\varepsilon_s) - b_0(Y^\varepsilon_s(x), \mu_s) \right) \cdot \nabla u(s, Y^\varepsilon_s(x)) ds \right|
\]
and
\[
\mathcal{E}^\varepsilon_h := \left| \mathbb{E} \int_0^t \left( b_\varepsilon(s, Y^\varepsilon_{\pi_h(s)}(x), \mu^\varepsilon_{\pi_h(s)}) - b_0(Y^\varepsilon_{\pi_h(s)}(x), \mu^\varepsilon_{\pi_h(s)}) \right) \cdot \nabla u(\pi_h(s), Y^\varepsilon_{\pi_h(s)}(x)) ds \right|,
\] (4.9)
where $h \in (0, 1)$. For any map $f : \mathbb{R}^+ \times \mathbb{R}^d \times \mathcal{P}(\mathbb{R}^d) \to \mathbb{R}^d$ and $h \in (0, 1)$, define
\[
U_{1,h}^\varepsilon(f) := \left| \mathbb{E} \int_0^t ((f \cdot \nabla u)(s, Y_s^\varepsilon(x), \mu_s^\varepsilon) - (f \cdot \nabla u)(s, Y_{\pi_h(s)}^\varepsilon(x), \mu_s^\varepsilon)) ds \right |
\]
\[
U_{2,h}^\varepsilon(f) := \mathbb{E} \int_0^t \left( \left( f(s, Y_{\pi_h(s)}^\varepsilon(x), \mu_s^\varepsilon) - f(s, Y_s^\varepsilon(x), \mu_s^\varepsilon) \right) \cdot \nabla u(s, Y_{\pi_h(s)}^\varepsilon(x)) \right) ds
\]
\[
U_{3,h}^\varepsilon(f) := \mathbb{E} \int_0^t \left( f(s, Y_{\pi_h(s)}^\varepsilon(x), \mu_s^\varepsilon) \cdot \left[ \nabla u(s, Y_{\pi_h(s)}^\varepsilon(x)) - \nabla u(\pi_h(s), Y_{\pi_h(s)}^\varepsilon(x)) \right] \right) ds.
\]
Then, we have
\[
B^\varepsilon \lesssim \mathcal{E}^\varepsilon_h + \sum_{i=1}^3 \left[ U_{i,h}^\varepsilon(b_c) + U_{i,h}^\varepsilon(b_0) \right] + \mathbb{E} \int_0^t \left( b_0(Y_s^\varepsilon(x), \mu_s) - b_0(Y_s^\varepsilon(x), \mu_s) \right) \cdot \nabla u(s, Y_s^\varepsilon(x)) ds.
\]
It follows from (4.5), (3.25) and (H_1^\delta) that
\[
\left| \mathbb{E} \int_0^t \left( b_0(Y_s^\varepsilon(x), \mu_s) - b_0(Y_s^\varepsilon(x), \mu_s) \right) \cdot \nabla u(s, Y_s^\varepsilon(x)) ds \right |
\]
\[
\lesssim \int_0^t s^{-\frac{d}{2p_0}} (t-s)^{-\frac{1}{2}} \| \mu_s^\varepsilon - \mu_s \|_{\text{var}} ds,
\]
which implies that
\[
B^\varepsilon \lesssim \mathcal{E}^\varepsilon_h + \sum_{i=1}^3 \left[ U_{i,h}^\varepsilon(b_c) + U_{i,h}^\varepsilon(b_0) \right] + \int_0^t s^{-\frac{d}{2p_0}} (t-s)^{-\frac{1}{2}} \| \mu_s^\varepsilon - \mu_s \|_{\text{var}} ds.
\] (4.10)

Now, we divide the rest of the proof into two steps. In Step 1, we estimate $U_{1,h}^\varepsilon(b_c) + U_{1,h}^\varepsilon(b_0)$, $i = 1, 2, 3$, one by one; In Step 2, we calculate $\mathcal{E}^\varepsilon_h$ under the assumption (H_2^\delta).

(Step 1) We only estimate $U_{1,h}^\varepsilon(b_c)$, for $U_{1,h}^\varepsilon(b_0)$ we can proceed in the same way. First, we estimate $U_{1,h}^\varepsilon(b_c)$. By (3.34) and (4.5), we have
\[
U_{1,h}^\varepsilon(b_c) = \left| \int_0^t \left( P_s^Y(b_c \cdot \nabla u)(s, \cdot, \mu_s^\varepsilon) - P_s^{\pi_h(s)}(b_c \cdot \nabla u)(s, \cdot, \mu_s^\varepsilon) \right) ds \right |
\]
\[
\lesssim \int_0^t \left[ (\pi_h(s))^{-\alpha} \wedge 1 \right] \| \pi_h(s)^{-\alpha} \|_{\text{var}} ds
\]
\[
\lesssim \int_0^t (\pi_h(s))^{-\alpha} \| \mu_s^\varepsilon - \mu_s \|_{\text{var}} (t-s)^{-\frac{1}{2}} ds,
\]
where $\alpha = 1/2 - d/(2p_0)$. Noting that $\pi_h(s) = s$ for $s \leq h$, $\pi_h(s) \leq s$ for all $s \in [0, T]$ and $1 - \alpha - d/(2p_0) - 1/2 = 0$, one sees that
\[
U_{1,h}^\varepsilon(b_c) \lesssim h^{\frac{1}{2} - \frac{d}{2p_0}}.
\]
For $U_{2,h}^\varepsilon(b_c)$, by (3.25), (4.5) and (H_1^\delta), we have
\[
U_{2,h}^\varepsilon(b_c) \lesssim \int_0^t (\pi_h(s))^{-\frac{d}{2p_0}} \| \mu_s^\varepsilon - \mu_{\pi_h(s)} \|_{\text{var}} (t-s)^{-\frac{1}{2}} ds.
\]
It follows from (3.35) with $\delta = \frac{d}{2p_0}$ that
\[
U_{2,h}^\varepsilon(b_c) \lesssim h^{\frac{1}{2} - \frac{d}{p_0}} \int_0^t (\pi_h(s))^{-\frac{d}{p_0}} (t-s)^{-\frac{1}{2}} ds \lesssim h^{\frac{1}{2} - \frac{d}{2p_0}},
\]
since $p_0 > d$. Finally, in view of (3.25) and (4.6), because $p_0 < \infty$, we have
\[
U_{3,\lambda}^\varepsilon(b_\varepsilon) \lesssim h^{n - \frac{d}{p_0}} \int_0^t (\pi_h(s))^{-\frac{d}{p_0}} (t - \pi_h(s))^{-1 + \frac{d}{p_0}} ds \lesssim h^{n - \frac{d}{p_0}}
\]
and obtain that
\[
\sum_{i=1}^3 \left( U_{i,h}^\varepsilon(b_\varepsilon) + U_{i,h}^\varepsilon(\bar{b}) \right) \lesssim h^{\frac{n}{2} - \frac{d}{p_0}}, \quad (4.11)
\]

**Step 2** Let $M := [t/h]$. Without loss of generality we may assume that $M = t/h \in \mathbb{N}$ and note that
\[
\mathcal{E}_h^\varepsilon \leq \left| E \int_0^h \left( b_\varepsilon(s, Y_s^\varepsilon(x), \mu_s^\varepsilon) - b_0(Y_s^\varepsilon(x), \mu_s^\varepsilon) \right) \cdot \nabla u(s, Y_s^\varepsilon(x)) ds \right| + \left| \sum_{k=1}^{M-1} \mathbb{E} \int_{kh}^{(k+1)h} \left( b_\varepsilon(s, Y_{kh}^\varepsilon(x), \mu_{kh}^\varepsilon) - b_0(Y_{kh}^\varepsilon(x), \mu_{kh}^\varepsilon) \right) \cdot \nabla u(kh, Y_s^\varepsilon(x)) ds \right|
\]
\[
= \mathcal{E}_1 + \mathcal{E}_2.
\]
From (3.25) and (4.5),
\[
\mathcal{E}_1 \lesssim \int_0^h s^{-\frac{d}{p_0}} (t - s)^{-\frac{d}{2}} ds \lesssim h^{\frac{n}{2} - \frac{d}{p_0}}.
\]
By (4.5) and a change of variables, one sees that
\[
\mathcal{E}_2 \lesssim \sum_{k=1}^{M-1} (t - kh)^{-\frac{d}{2}} \left| \mathbb{E} \int_{kh}^{(k+1)h} \left( b_\varepsilon(s, Y_{kh}^\varepsilon(x), \mu_{kh}^\varepsilon) - b_0(Y_{kh}^\varepsilon(x), \mu_{kh}^\varepsilon) \right) ds \right|
\]
\[
\lesssim \sum_{k=1}^{M-1} (t - kh)^{-\frac{d}{2}} \mathbb{E} \int_{kh}^{(k+1)h/\varepsilon} \left( b(s, Y_{kh}^\varepsilon(x), \mu_{kh}^\varepsilon) - b(Y_{kh}^\varepsilon(x), \mu_{kh}^\varepsilon) \right) ds.
\]
Based on the assumptions (1.6) and (3.25), we have
\[
\mathcal{E}_2 \lesssim h \sum_{k=1}^{M-1} (t - kh)^{-\frac{d}{2}} \omega \left( \frac{h}{\varepsilon} \right) \mathbb{E} \| H(Y_{kh}^\varepsilon(x), \mu_{kh}^\varepsilon) \|_{p_0}
\]
\[
\lesssim h \sum_{k=1}^{M-1} (t - kh)^{-\frac{d}{2}} \omega \left( \frac{h}{\varepsilon} \right) (kh)^{-\frac{d}{p_0}} \sup_\mu \| H(\cdot, \mu) \|_{p_0}
\]
\[
\lesssim \omega \left( \frac{h}{\varepsilon} \right) \int_h^t (t - \pi_h(s))^{-\frac{d}{2}} (\pi_h(s))^{-\frac{d}{p_0}} ds \lesssim \omega \left( \frac{h}{\varepsilon} \right)
\]
and obtain that
\[
|E\varphi(X_{t}^{\varepsilon}) - E\varphi(X_t)| \lesssim \left( h^{\frac{n}{2} - \frac{d}{p_0}} + \omega \left( \frac{h}{\varepsilon} \right) \right) + \int_0^t s^{-\frac{d}{p_0}} (t - s)^{-\frac{d}{2}} \| \mu_s^\varepsilon - \mu_s \|_{\text{var}} ds
\]
because of (4.8), (4.10) and (4.11). Finally, taking the supremum over all $\varphi \in C_b^\infty$ with $\| \varphi \|_{\infty} = 1$ and by Gronwall’s inequality of Volterra type (see [51, Example 2.4]), we complete the proof.

\[\square\]

5. Proof of Theorem 1.2 and 1.3

In this section, we consider the process $(X^\varepsilon, W, X)$ on the probability space $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P})$ which satisfies the following system in $\mathbb{R}^d$:
\[
X_{t}^{\varepsilon} = \xi + \int_0^t b\left( \frac{s}{\varepsilon}, X_s^\varepsilon, \mu_s^\varepsilon \right) ds + \int_0^t \sigma(X_s^\varepsilon) dW_s
\]
Define and for any $\lambda > 0$ \(X^0 := X, \ b_\varepsilon(t) := b(t/\varepsilon), \) and \(b_0 := \tilde{b}.

**Proof of Theorem 1.2.** Set
\[
B(t, x) := b_0(x, \mu_t)
\]
and consider the following backward parabolic PDE
\[
\partial_t u + a_{ij} \partial_j \partial_i u - \lambda u + B \cdot \nabla u + B = 0, \ t \in [0, T], \ u(T) = 0.
\]
Since \(\|B\|_{L^p_\mu(T)} \leq \sup\|\tilde{b}(\cdot, \mu)\|_{p_0} < \infty,\) by Lemma 2.5, for \(\lambda\) large enough there is a unique solution \(u\) in the sense of Definition 2.3 satisfying
\[
\|\nabla u\|_{L^p_\mu} \leq \frac{1}{2}
\]
and for any \(2/q + d/p_0 < 1,\)
\[
\|\nabla^2 u\|_{L^p_\mu(T)} \leq C,
\]
which implies that for any \(\lambda > 0\)
\[
\sup_{\varepsilon > 0} \mathbb{E} \exp \left( \lambda \int_0^T |\nabla^2 u(t, X^\varepsilon_t)|^2 dt \right) < \infty,
\]
where \(X^0 := X,\) because of (3.27). Moreover, by (3.41), for all \(s, t \in [0, T],\)
\[
\|\nabla u(t) - \nabla u(s)\| \lesssim |t - s|^{1/2 - d/(2p_0)}.
\]
Define
\[
\Phi_t(x) := x + u(t, x)
\]
and
\[
Y^\varepsilon_t := \Phi_t(X^\varepsilon_t), \ Y_t := \Phi_t(X_t).
\]
Then \(\Phi_t\) is a \(C^1\)-diffeomorphism (see Remark 3.18) for any \(t \in [0, T]\) with
\[
\|\nabla\Phi\|_{L^p_\mu} + \|\nabla\Phi^{-1}\|_{L^p_\mu} \leq 4.
\]
By the generalized Itô formula (3.4), we have
\[
dY_t = \lambda u(t, X_t)dt + (\sigma^* \nabla \Phi_t)(X_t) dW_t
\]
and
\[
dY^\varepsilon_t = \lambda u(t, X_t^\varepsilon)dt + (b_\varepsilon(t, X_t^\varepsilon, \mu_t^\varepsilon) - b_0(X_t^\varepsilon, \mu_t)) \cdot \nabla \Phi_t(X_t^\varepsilon) dt + (\sigma^* \nabla \Phi_t(X_t^\varepsilon)) dW_t,
\]
where \(\sigma^*\) is the transpose of \(\sigma.\) It follows from (5.3) that for any \(t \in [0, T],\)
\[
|X_t - X_t^\varepsilon|^2 \lesssim |Y_t - Y_t^\varepsilon|^2 \lesssim \lambda \|\nabla u\|_{L^p_\mu}^2 \int_0^t |X^\varepsilon_s - X_s|^2 ds
\]
\[
+ \left[ \int_0^t ((\sigma^* \nabla \Phi_s)(X^\varepsilon_s) - (\sigma^* \nabla \Phi_s)(X_s)) dW_s \right]^2
\]
\[
+ \left[ \int_0^t (b_\varepsilon(s, X^\varepsilon_s, \mu^\varepsilon_s) - b_0(X^\varepsilon_s, \mu_s)) \cdot \nabla \Phi_s(X^\varepsilon_s) ds \right]^2.
\]
Set
\[
A^\varepsilon_t := \int_0^t (\mathcal{M} (\nabla^2 u)(s, X_s) + \mathcal{M} (\nabla^2 u)(s, X^\varepsilon_s) + \|\nabla u\|_{L^p_\mu})^2 ds
\]
+ \int_0^t (\mathcal{M}(\nabla \sigma)(X_s) + \mathcal{M}(\nabla \sigma)(X_s^\varepsilon) + \|\sigma\|_{\infty})^2 \, ds

and

\eta^\varepsilon := \left| \int_0^t (b_\varepsilon(s, X^\varepsilon_s, \mu_s) - b_0(X^\varepsilon_s, \mu_s)) \cdot \nabla \Phi_s(X^\varepsilon_s) \, ds \right|^2.

Then, by (2.2), (5.1) and (H_s), we have

$$\sup_{\varepsilon} \mathbb{E} \exp(A^\varepsilon_t) < \infty.$$  (5.4)

We note that by (2.1)

$$\left[ \int_0^t ((\sigma^* \nabla \Phi)(X^\varepsilon_s) - (\sigma^* \nabla \Phi)(X_s)) \, dW_s \right]^2 
\leq \int_0^t |X^\varepsilon_s - X_s|^2 \, dA^\varepsilon_s + M^\varepsilon_t,$n

where \(M^\varepsilon\) is a martingale. Altogether, we have

$$|X^\varepsilon_t - X_t|^2 \lesssim \int_0^t |X^\varepsilon_s - X_s|^2 \, ds + \int_0^t |X^\varepsilon_s - X_s|^2 \, dA^\varepsilon_s + M^\varepsilon_t + \eta^\varepsilon_t.$n

Hence, by (5.4) and the Stochastic Gronwall inequality (see Lemma 2.8 in [49] or [42]), one sees that for any \(\ell \in (0, 1),\)

$$\mathbb{E} \left( \sup_{t \in [0, T]} |X^\varepsilon_t - X_t|^{2\ell} \right) \lesssim \left( \mathbb{E} \left[ \sup_{t \in [0, T]} \eta^\varepsilon_t \right] \right)^\ell.$n

Combining (5.2), (5.3) and (3.39), we have

$$\mathbb{E} \left[ \sup_{t \in [0, T]} \eta^\varepsilon_t \right] \lesssim \mathbb{E} \int_0^T \left| b_0(X^\varepsilon_s, \mu^\varepsilon_s) - b_0(X^\varepsilon_s, \mu_s) \right|^2 \, ds + \inf_{h > 0} \left( h^{1-\delta} + h^{1-\frac{p}{p_0}} + \omega \left( \frac{h}{\varepsilon} \right) \right) \right).  \quad \text{(5.5)}$$

Taking \(\delta < d/p_0\) in (5.5), from (3.26) and (4.9), for any \(2/q + d/p_0 < 1\), one sees that

$$\mathbb{E} \left[ \sup_{t \in [0, T]} \eta^\varepsilon_t \right] \lesssim \left( \int_0^T \|\mu^\varepsilon_s - \mu_s\|_{\text{var}}^q \, ds \right)^{2/q} + \inf_{h > 0} \left( h^{1-\frac{p}{p_0}} + \omega \left( \frac{h}{\varepsilon} \right) \right)^2 \right) \right)$$

$$\lesssim \inf_{h > 0} \left( h^{1-\frac{p}{p_0}} + \omega \left( \frac{h}{\varepsilon} \right) \right)^2 \right)$$

and this completes the proof.

In the rest of this section, we assume that

$$b_\varepsilon(t, x, \mu) = b_\varepsilon(t, x), \quad b_0(x, \mu) = b_0(x)$$

and prove Theorem 1.3. The method is the same as the one of Theorem 1.2, except for using the elliptic equation to construct the Zvonkin’s transformation instead of the parabolic.

**Proof of Theorem 1.3.** Consider the following elliptic PDE

$$a_{ij}\partial_i \partial_j u - \lambda u + b_0 \cdot \nabla u + b_0 = 0. \quad \text{(6.5)}$$

Noting that \(\|b_0\|_{L^{p_0}(T)} \leq \|b\|_{L^{\infty}(\mathbb{R}^d; L^{p_0})}\) and by (2.9) for \(\lambda\) large enough, we have

$$\|\nabla u\|_{\infty} \leq \frac{1}{2}$$

and

$$\|\nabla^2 u\|_{p_0} \leq C\|b_0\|_{L^{p_0}}, \quad \forall p_0 > d.$$
It follows by (3.27) that for any $\lambda > 0$
\[
\sup_{\varepsilon \geq 0} \mathbb{E} \exp \left( \lambda \int_0^T |\nabla^2 u(X_{\varepsilon}^t)|^2 dt \right) < \infty.
\] (5.7)

Define
\[ \Phi(x) := x + u(x) \]
and
\[ Y_{\varepsilon}^t := \Phi(X_{\varepsilon}^t), \quad Y_t := \Phi(X_t). \]
Then $\Phi$ is a $C^1$-diffeomorphism. Again by the generalized Itô formula (3.4), we have
\[ dY_t = \lambda u(X_t) dt + (\sigma \ast \nabla \Phi)(X_t) dW_t \]
and
\[ dY_{\varepsilon}^t = \lambda u(X_{\varepsilon}^t) dt + (b_{\varepsilon}(t, X_{\varepsilon}^t) - b_0(X_{\varepsilon}^t)) \cdot \nabla \Phi(X_{\varepsilon}^t) dt + (\sigma \ast \nabla \Phi)(X_{\varepsilon}^t) dW_t. \]

Then, we have
\[ |X_{\varepsilon}^t - X_t|^2 \lesssim \int_0^t |X_{\varepsilon}^s - X_s|^2 dA_{\varepsilon}^s + M_{\varepsilon}^t + \eta_{\varepsilon}^t, \]
where $(M_{\varepsilon}^t)_{t \geq 0}$ is a martingale,
\[
A_{\varepsilon}^t = t + \int_0^t (\mathcal{M}(\nabla^2 u)(X_s) + \mathcal{M}(\nabla^2 u)(X_{\varepsilon}^s) + \|\sigma\|_{\infty})^2 ds
+ \int_0^t (\mathcal{M}(\nabla \sigma)(X_s) + \mathcal{M}(\nabla \sigma)(X_{\varepsilon}^s) + \|\nabla u\|_{\infty})^2 ds
\]
and
\[ \eta_{\varepsilon}^t = \left| \int_0^t (b(s/\varepsilon, X_{\varepsilon}^s) - \bar{b}(X_{\varepsilon}^s)) \cdot \nabla \Phi(X_{\varepsilon}^s) ds \right|^2. \]

Then, in view of (2.2) and (5.7), we have
\[ \sup_{\varepsilon} \mathbb{E} \exp(A_{\varepsilon}^T) < \infty, \]
which implies that for any $\ell \in (0, 1)$,
\[
\mathbb{E} \left( \sup_{t \in [0, T]} |X_{\varepsilon}^t - X_t|^{2\ell} \right) \lesssim (\mathbb{E} \sup_{t \in [0, T]} \eta_{\varepsilon}^t)^{\ell}
\]
because of the Stochastic Gronwall inequality and we complete the proof by (3.39) with $\alpha = 1$. □
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**Appendix A.**

In this appendix, we prove the claim (1.15) in Example 1.7. To this end, we need the following lemma.

**Lemma A.1.** Let
\[ h(t) := \int_{\mathbb{R}} B(\sin(\xi t)) \nu(d\xi). \]
and
\[ \bar{h} := \left( \frac{1}{2\pi} \int_0^{2\pi} B(\sin(\xi t)) d\tau \right) \nu(\mathbb{R} \setminus \{0\}) + B(0) \nu(\{0\}). \]
where \( B : [-1, 1] \) is measurable and \( \nu \) is a finite measure on \( \mathbb{R} \). Assume that there is a constant \( C_B > 0 \) such that
\[
|B(u)| \leq C_B, \quad \forall u \in [-1, 1].
\]

Then, for any \( t, T \in \mathbb{R}_+ \),
\[
\left| \frac{1}{T} \int_t^{t+T} (h(s) - \bar{h}) \, ds \right| \leq \frac{4\pi C_B}{T} \int_{\mathbb{R}\setminus\{0\}} \frac{\nu(d\xi)}{|\xi|}.
\]

Proof of Lemma A.1. If \( \int_{\mathbb{R}\setminus\{0\}} \frac{\nu(d\xi)}{|\xi|} = \infty \), this is trivial. So, we assume that \( \int_{\mathbb{R}\setminus\{0\}} \frac{\nu(d\xi)}{|\xi|} < \infty \).

First, one sees that
\[
\mathcal{J} := \left| \frac{1}{T} \int_t^{t+T} (h(s) - \bar{h}) \, ds \right| = \left| \frac{1}{T} \int_t^{t+T} \int_{\mathbb{R}\setminus\{0\}} B(\sin(s)) \nu(d\xi) \, ds - \frac{1}{2\pi} \int_t^{t+2\pi} B(\sin(\tau)) \nu(\mathbb{R}\setminus\{0\}) \, d\tau \right|
\]
by Fubini’s theorem. From a change of variable, we have
\[
\mathcal{J} = \int_{\mathbb{R}\setminus\{0\}} \left| \frac{1}{|\xi|} \int_{t\xi}^{(t+T)\xi} B(\sin(s)) \, ds - \frac{1}{2\pi} \int_t^{t+2\pi} B(\sin(\tau)) \, d\tau \right| \nu(d\xi),
\]
where \( \int_a^b := -\int_b^a \) if \( a > b \). Set
\[
G := \int_0^{2\pi} B(\sin(s)) \, ds = \int_t^{t+2\pi} B(\sin(s)) \, ds, \quad \forall t \in \mathbb{R}.
\]

Then, noting that \( s \to \sin(s) \) has a period \( 2\pi \), we have
\[
\int_{t\xi}^{(t+T)\xi} B(\sin(s)) \, ds = \left[ \frac{T|\xi|}{2\pi} \right] G + \int_{t\xi}^{T\xi + t\xi} B(\sin(s)) \, ds = \left[ \frac{T|\xi|}{2\pi} \right] G + H_t(\xi)
\]
where \( \text{sgn}(\xi) := \xi/|\xi| \), which implies that
\[
\mathcal{J} \leq \int_{\mathbb{R}\setminus\{0\}} \left| \frac{1}{|\xi|} \left[ \frac{T|\xi|}{2\pi} G + H_t(\xi) \right] - \frac{1}{2\pi} G \right| \nu(d\xi) \leq \int_{\mathbb{R}\setminus\{0\}} \left| \frac{T|\xi|}{2\pi} \right| \nu(d\xi) G + \int_{\mathbb{R}\setminus\{0\}} \frac{1}{T|\xi|} H_t(\xi) \nu(d\xi).
\]

We note that
\[
\left| \frac{1}{T|\xi|} \left[ \frac{T|\xi|}{2\pi} \right] - \frac{1}{2\pi} \right| = \left| \frac{1}{T|\xi|} \left[ \frac{T|\xi|}{2\pi} \right] - \frac{T|\xi|}{2\pi} \right| \leq \frac{1}{T|\xi|}
\]
and
\[
G \vee H_t(\xi) \leq \int_0^{2\pi} |B(\sin(s))| \, ds \leq 2\pi C_B.
\]

Therefore, we have
\[
\mathcal{J} \leq \frac{4\pi C_B}{T} \int_{\mathbb{R}\setminus\{0\}} \frac{\nu(d\xi)}{|\xi|}
\]
and complete the proof.
Now we can give the proof of (1.15). Since $(H^1_c)$ holds for $b$ obviously, it suffice to show that $(H^2_c)$ holds. We note that in Example 1.7

$$|F(u, x)| \leq |F(u, 0)| + |F(u, 0) - F(t, x)| \leq L_F + L_F |x|$$

because of (1.14), which implies that

$$|F(u, \int_{\mathbb{R}^d} \phi(x, y) \mu(dy))| \leq L_F (1 + \int_{\mathbb{R}^d} |\phi(x, y)| \mu(dy))$$

Hence, by Lemma A.1, we see that

$$\left| \frac{1}{T} \int_{t}^{t+T} (b(s, x, \mu) - \bar{b}(x, \mu)) ds \right| \leq \frac{4\pi L_F}{T} \int_{\mathbb{R} \setminus \{0\}} \frac{\nu(d\xi)}{|\xi|} H(x, \mu),$$

where $H(x, \mu) = 1 + \int_{\mathbb{R}^d} |\phi(x, y)| \mu(dy)$. It is easy to see that

$$\sup_{\mu} \|H(\cdot, \mu)\|_{p_0} \leq 1 + \|\phi(\cdot, y)\|_{p_0} \mu(dy) \leq 1 + \sup_{y} \|\phi(\cdot, y)\|_{p_0}.$$  

This completes the proof. 
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