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Abstract

A widely-studied deep reinforcement learning (RL) technique known as Prioritized Experience Replay (PER) allows agents to learn from transitions sampled with non-uniform probability proportional to their temporal-difference (TD) error. Although it has been shown that PER is one of the most crucial components for the overall performance of deep RL methods in discrete action domains, many empirical studies indicate that it considerably underperforms actor-critic algorithms in continuous control. We theoretically show that actor networks cannot be effectively trained with transitions that have large TD errors. As a result, the approximate policy gradient computed under the Q-network diverges from the actual gradient computed under the optimal Q-function. Motivated by this, we introduce a new branch of improvements to PER for actor-critic methods, which also regards issues with stability and recent findings behind the poor empirical performance of the algorithm. An extensive set of experiments verifies our theoretical claims and demonstrates that the introduced method obtains substantial gains over PER.

1 Introduction

The use of priority-based non-uniform sampling in deep reinforcement learning (RL) stems from a technique known as Prioritized Experience Replay (PER) [30], in which high error transitions are sampled with higher likelihood, allowing for faster learning and reward propagation by focusing on the most crucial data. In an ablation study, PER was shown to be the most key enhancement for the overall performance of the Deep Q-Network (DQN) algorithm [24] compared to other improvements [16]. Although the motivation of PER is intuitive for learning in discrete action spaces, many empirical studies showed that it notably decreases the performance in continuous action domains, resulting in suboptimal or random behavior [11, 27, 28]. Unfortunately, the poor performance of PER in continuous domains lacks a critical theoretical foundation. In this study, we develop an analysis that enables us to understand why PER cannot be effectively combined with continuous control algorithms and suggest novel modifications to PER to improve the empirical performance of the algorithm.

In actor-critic methods, a separate actor network is employed to choose continuous actions on the observed states. Therefore, when combined with PER, the actor and critic networks are trained with transitions that have large temporal-difference (TD) errors, where a large TD error implies that the critic has little knowledge and high uncertainty about the experience in terms of the bootstrapped expected future rewards [33]. However, we claim that actor networks cannot be effectively trained with experiences that the critic does not know their future returns well since their performance is assessed under the critic network. An intuitive analogy may be that it is infeasible to expect a student to learn a subject well if the teacher has little knowledge about it. Our main theoretical contributions in this work justify our claim that if an actor-critic algorithm is trained with a transition corresponding to a large TD error, the approximate policy gradient, i.e., computed under the Q-network, can
significantly diverge from the actual gradient, i.e., computed under the optimal Q-function, for the transition in interest or the subsequent transition. This finding can be used to improve the performance of PER by training the actor with different experiences and facilitating the design of novel experience prioritization methods. Discoveries of this study can be summarized as follows:

**Actor networks should be trained with low TD error transitions.** The critical implication of this finding is that the policy gradient, either stochastic or deterministic, that depends on the critic cannot be accurately computed using transitions on which the critic has high uncertainty. In particular, we find that a large TD error can correspond to a high Q-value estimation error for some transitions. Such error may cause the approximate policy gradient to diverge from the actual gradient computed under the optimal Q-function. To the best of our knowledge, this is the primary reason behind the poor performance of PER in standard off-policy actor-critic algorithms and we are the first to show it theoretically. Ultimately, this can only be overcome when the actor is trained with low TD error transitions in the TD error based prioritized sampling.

**Actor and critic networks should be optimized with uniformly sampled transitions for a fraction of the batch size.** Training actor and critic with completely different transitions, e.g., low and high TD error, violates the actor-critic theory since critic parameters always depend on the actor parameters as the actions selected by the actor are used in the updates [21]. Our empirical studies show that using a set of uniformly sampled transitions for a fraction of the batch size is extremely important in off-policy actor-critic training and ensures stability in learning.

**Loss functions should be modified to prevent the outlier bias leakage in the prioritized sampling.** While the combination of the latter two findings is theoretically and empirically favorable, prioritized [30] and uniform sampling should not be considered in isolation from the loss function as an outlier biased transitions may still leak during TD error based prioritized sampling [11]. Notably, we demonstrate that corrections to PER cannot reach their maximum potential unless the mean-squared error (MSE) in the Q-network training is corrected. Thus, we leverage the prominent results of Fujimoto et al. [11] in our modifications to PER.

We introduce Loss-Adjusted Approximate Actor Prioritized Experience Replay (LA3P), a novel prioritized sampling framework that adapts PER to continuous control by training the actor network with transitions that the critic has reliable knowledge of. Moreover, our algorithm considers the issues with stability and traditional actor-critic theory by not completely separating the actor and critic training and adjusting the loss functions accordingly. We evaluate LA3P on challenging OpenAI Gym [6] continuous control benchmarks and find that our method outperforms the competing PER correction algorithms by a large margin and obtains significant gains over PER and state-of-the-art in the majority of the tasks. All of our code and results are open-sourced and provided in the GitHub repository\(^1\).

### 2 Related Work

Initial studies in experience prioritization originate from prioritized sweeping for value iteration [25, 1] to boost the learning speed and effectively use the computational resources. It is also utilized in modern applications of RL to perform importance sampling over the collected trajectories [31] and learning from demonstrations [17]. Prioritized Experience Replay [30] has been one of the most remarkable improvements to the DQN algorithm [24] and its successors [14, 35, 3], and is employed in many learning algorithms along with additional improvements [16, 18, 2]. Modifications on PER have also been proposed, e.g., prioritizing the sequences of transitions [12, 22, 7, 5] or optimization of the prioritization function [36]. A counterpart to the mentioned experience replay [20] approaches is determining which transitions to favor or forget [26]. Moreover, the effects originating from the composition and size of the experience replay buffers have also been studied [8, 9, 37, 19], along with prioritization in simple environments [23]. Finally, learning-based prioritization approaches through deep neural networks have been recently proposed to determine which experiences to sample, independent of the experience replay buffer composition and without deciding which transitions to store [36, 27]. In contrast to the mentioned approaches, our method focuses on the algorithmic

\(^1\)https://github.com/baturaysaglam/LA3P
drawbacks caused by applying PER to continuous control. We introduce corrections to PER in the context of the algorithm without proposing any alternative experience scoring scheme.

Lately, corrections to PER have been extensively investigated by Fujimoto et al. [11] and Oh et al. [28]. First, Fujimoto et al. [11] addressed that although the importance sampling is used, PER can still introduce bias when the MSE loss is used in the Q-network updates. To remedy this, the authors proposed a new loss function based on the Huber loss to be used with PER. Their algorithm, Loss Adjusted Prioritized (LAP) Experience Replay [11], has been shown to improve the performance of PER on several benchmarks. We broadly investigate LAP in later sections. Secondly, Oh et al. [28] claim that sampling from the replay buffer depending highly on the TD error (or Q-network’s error) may be ineffective due to the under- or overestimation of the Q-values resulting from the deep function approximators and bootstrapping. For this reason, they proposed Model-Augmented PER (MaPER) [28] to learn auxiliary features driven from the components in model-based RL to calculate the scores of experiences. Ultimately, we include the theoretical results of Fujimoto et al. [11] in our methodology, while we also compare our method against LAP and MaPER in our empirical studies.

3 Technical Preliminaries

3.1 Deep Reinforcement Learning

This study considers the standard RL setup, represented by a finite Markov decision process consisting of a 5-tuple \((S, A, R, P, \gamma)\), with state space \(S\), action space \(A\), a deterministic or stochastic reward function \(R\), the environment dynamics model \(P\), and the discount factor \(\gamma \geq 0\). The behavior of an RL agent is defined by its policy \(\pi\), which can be deterministic if it maps states to unique actions \(\pi : S \rightarrow A\), or stochastic if it maps states to action probabilities \(\pi : S \rightarrow \pi(a)\). The performance of a policy \(\pi\) is assessed under the action-value function (Q-function or critic) \(Q^\pi\), which represents the expected sum of discounted rewards while following the policy \(\pi\) after performing the action \(a\) in state \(s\): \(Q^\pi(s, a) = \mathbb{E}_{\pi}[\sum_{t=0}^{\infty} \gamma^t r_{t+1} | s_0 = s, a_0 = a]\). The action-value function is determined through the Bellman equation [4]: \(Q^\pi(s, a) = \mathbb{E}_{r,s' \sim P(a,s',\pi)}[r + \gamma Q^\pi(s', a')]\), where \(a'\) is the next action selected by the policy on the observed next state \(s'\).

In deep RL, the critic is approximated by a deep neural network \(Q_\theta\) with parameters \(\theta\), e.g., the DQN algorithm. Given a transition tuple \(\tau = (s, a, r, s')\), the Q-network is trained by minimizing a loss \(L(\delta_\theta(\tau))\) on the temporal-difference (TD) error \(\delta_\theta(\tau)\) corresponding to \(Q_\theta\) [32], the difference between the output of \(Q_\theta\) and learning target \(y(\tau)\):

\[
y(\tau) = r + \gamma Q_{\theta'}(s', a'),
\]

\[
\delta_\theta(\tau) = y(\tau) - Q_\theta(\tau).
\]

Transitions \(\tau \in B\) are sampled through a sampling method from the experience replay buffer [20] that contains a previously collected set of experiences in the form of a batch of transitions \(B\). The target \(y(\tau)\) in Equation (1) utilizes a separate target network with parameters \(\theta'\) that maintains stability and fixed objective in learning the optimal Q-function. The target parameters are updated to copy the parameters \(\theta\) after a number of learning steps. In each update step, the loss for the Q-network is averaged over the sampled batch of transitions \(B\): \(\frac{1}{|B|} \sum_{\tau \in B} L(\delta_\theta(\tau))\), where \(|B|\) is the number of transitions contained in \(B\).

In deep actor-critic methods, the policy is represented by the actor network \(\pi_\phi\), parameterized by \(\phi\), to choose continuous actions on the observed states since the maximum \(\max_a Q(s, \tilde{a})\) to select actions is intractable due to an infinite number of possible actions. The policy is optimized with respect to the policy gradient \(\nabla_\phi J(\phi)\), computed by a policy gradient technique, the loss of which is explicitly or implicitly based on maximizing the Q-value estimates of the Q-network.

3.2 Prioritized Experience Replay

Prioritized Experience Replay is a non-uniform sampling strategy for replay buffers in which transitions are sampled in proportion to their TD error. The primary reasoning for PER is that training on the highest error samples will yield the most significant performance improvement. PER introduces two modifications over the standard uniform sampling. First, a stochastic prioritization scheme is used. The motivation is that TD errors are updated only for replayed transitions. As a result, the initially high TD error transitions are updated more frequently, resulting in a greedy prioritization.
Also, the noisy Q-value estimates increase the variance due to the greedy sampling. Therefore, overfitting is inevitable if one directly samples transitions proportional to their TD errors. To remedy this, a probability value is assigned to each transition $\tau_i$, proportional to the corresponding TD error $\delta_\theta(\tau_i)$, and set to the power of a hyper-parameter $\alpha$ to smooth out the extremes:

$$p(\tau_i) = \frac{|\delta_\theta(\tau_i)|^\alpha + \mu}{\sum_{j \in R} (|\delta_\theta(\tau_j)|^\alpha + \mu)},$$

where $R$ denotes the experience replay buffer and a small constant $\mu$ is added to avoid assigning zero probabilities to transitions; otherwise, they would not be sampled again. This is required since the most recent value of a transition’s TD error is approximated by the TD error when it was last sampled.

Second, favoring large TD error transitions with the stochastic prioritization shifts the distribution of $s'$ to $E_{s'}[Q(s', a')]$. This can be corrected through importance sampling with ratios $w(\tau_i)$:

$$\hat{w}(\tau_i) = \left( \frac{1}{|R|} \cdot \frac{1}{p(\tau_i)} \right)^\beta,$$

$$w(\tau_i) = \frac{\hat{w}(\tau_i)}{\max_j \hat{w}(\tau_j)};$$

$$L_{\text{PER}}(\delta_\theta(\tau_i)) = w(\tau_i) L_{\text{MSE}}(\delta_\theta(\tau_i)),$$

where $|R|$ is the total number of transitions in the replay buffer, $L_{\text{MSE}}(\delta_\theta(\tau_i)) = 0.5\delta_\theta(\tau_i)^2$, and the hyper-parameter $\beta$ is used to smooth out the high variance induced by the importance sampling weights. With the latter equation, the distribution shift is corrected such that the effect of high priorities is reduced by using a ratio between uniform sampling with probability $\frac{1}{|R|}$ and the ratio in Equation (3). Lastly, the $\beta$ value is annealed from a pre-defined initial value $\beta_0$ to 1, to eliminate the bias introduced by the distributional shift.

## 4 Prioritized Sampling in Actor-Critic Algorithms

We start by building the theoretical foundations for the performance degradation of the TD error based prioritized sampling [30] in actor-critic methods. First, we demonstrate that there exist transitions such that the associated TD errors are directly proportional to the Q-value estimation errors, where such Q-value estimates are used to compute the policy gradient. Then, using our theoretical implications, we show that the approximate policy gradient computed under the Q-network diverges from the optimal policy under the exact Q-network. As the estimation error is not usually distinguished into the function approximation and bootstrapping, such as in the Q-learning algorithm [33]. As the estimation error is a poor estimate in some conditions, such as when the rewards are noisy [33]. The TD error is a measure of how unexpected or surprising a transition is, not the estimation accuracy [25]. Therefore, Lemma 1 has to be made to show that the correlation between estimation and TD error exists for some state-action pairs. Next, we leverage our latter result to explain why policy optimization cannot be effectively performed using transitions with large TD errors.

**Theorem 1.** Let $\tau_i$ be a transition such that Lemma 1 is satisfied. Then, if $\delta_\theta(\tau_i) \neq 0$, the following relation holds:

$$|\delta_\theta(\tau_i)| \propto |\nabla_\phi J(\phi(\tau_j)) - \nabla_\phi J(\phi_{\text{true}}(\tau_j))|; \quad j = i \lor (i + 1),$$

where $\nabla_\phi J(\phi(\tau_j))$ and $\nabla_\phi J(\phi_{\text{true}}(\tau_j))$ are the resulting policy gradients corresponding to $\tau_j$ if computed under the Q-network $Q_\theta$ and optimal Q-function $Q^\pi$, respectively.
Theorem 1 states that if the actor network is optimized with a transition corresponding to a large TD error, the resulting approximate policy gradient at the current or subsequent step may diverge from the actual gradient. We formally state this finding in Corollary 1.

**Corollary 1.** If the temporal-difference error of a transition increases, the approximate policy gradient computed by any policy gradient algorithm with respect to the Q-network can diverge from the actual gradient computed under the optimal Q-function for the current or subsequent transition.

This forms an essential ingredient in the degraded performance of the TD error based prioritized sampling when an actor network is employed. We now address a recent finding that explains a complement to the poor performance of PER in continuous control. As discussed, prioritizing transitions with large TD error through stochastic sampling shifts the distribution of $s'$ to $E_{s'}[Q(s', a')]$.

Therefore, this induced bias is corrected by importance sampling, as expressed in Equation (5). However, Fujimoto et al. [11] argued that PER does not entirely eliminate the bias and may favor outliers when combined with the MSE loss in the Q-network updates, which is one of the reasons for the possible performance degradation of PER. To overcome this, Fujimoto et al. [11] replaced the MSE loss with the commonly used Huber loss with $\kappa = 1$:

$$L_{\text{Huber}}(\delta_{\theta}(\tau_i)) = \begin{cases} 0.5\delta_{\theta}(\tau_i)^2 & \text{if } |\delta_{\theta}(\tau_i)| \leq \kappa, \\ |\delta_{\theta}(\tau_i)| & \text{otherwise}. \end{cases} \quad (8)$$

In addition to the above loss function, the following modified stochastic prioritization scheme is used:

$$p(\tau_i) = \frac{\max(|\delta_{\theta}(\tau_i)|^\alpha, 1)}{\sum_{j \in R} \max(|\delta_{\theta}(\tau_j)|^\alpha, 1)}. \quad (9)$$

Note that the clipping reduces the likelihood of dead transitions when $p(\tau_i) \approx 0$, which eliminates the need for the $\mu$ parameter.

The results presented by Fujimoto et al. [11] form a complement to our theoretical conclusions for the poor performance of PER in continuous control. There may be another justification, such as inaccurate Q-value estimates. However, such reasons are not PER-dependent and are induced by the DQN variants such as [14]. Therefore, to the best of our knowledge, we believe that Corollary 1 and results of Fujimoto et al. [11] establish the basis for the algorithmic drawbacks of PER in continuous action spaces.

**5 Adaptation of Prioritized Experience Replay to Actor-Critic Algorithms**

**5.1 Inverse Sampling for the Actor Network**

To remedy the mentioned issues of TD error based prioritized sampling in actor-critic algorithms, we introduce a set of novel modifications to vanilla PER. We start with Corollary 1, which we overcome by optimizing the actor network with transitions that have small TD errors. For this, as in the PER algorithm, proportional prioritization can be used. An efficient and the most popular implementation of proportional prioritization is based on a “sum-tree” data structure [30]. Thus, an instinctive approach to sample transitions with a probability inversely proportional to the TD error accommodates creating a new sum tree containing the priorities’ global inverse. Although priorities in vanilla PER are updated for every training step through the sum tree data structure, inverse sampling for actor updates requires creating a new sum tree prior to training. In the learning step, we calculate the priorities stored in the new sum tree as follows:

$$j \sim \tilde{p}(\tau_i) = \frac{p_{\text{max}}}{p(\tau_i)} = \max_i \left( \frac{\max(|\delta_{\theta}(\tau_i)|^\alpha, 1)}{\sum_{j \in R} \max(|\delta_{\theta}(\tau_j)|^\alpha, 1)} \right) \frac{\sum_{j \in R} \max(|\delta_{\theta}(\tau_j)|^\alpha, 1)}{\max(|\delta_{\theta}(\tau_i)|^\alpha, 1)}, \quad (10)$$

where $p(\tau_i)$ is the priority of the $i$th transition and $p_{\text{max}}$ is the maximum of the stored transitions’ priorities. Notice that Equation (10) does not alter proportional prioritization. The relative proportions, e.g., the largest over the smallest, do not change as we take the inverse by multiplication. As mentioned, MSE with PER still induces varying biases that may favor outlier transitions. Hence, we adopt the prioritization scheme of LAP, expressed by Equation (9), in Equation (10).

This forms the fundamental component of our approach. To couple with the prioritization scheme of LAP, we employ the Huber loss with $\kappa = 1$ defined in Equation (8) for the Q-network updates,
similar to the LAP algorithm. Therefore, at every training step, Q-network and priorities are updated respectively as:

\[ I \sim p(\tau_i) = \max_{\tau \in R} \max(|\delta_\theta(\tau)|^\alpha, 1); \tag{11} \]

\[ \theta \leftarrow \theta - \eta \cdot \frac{1}{|I|} \sum_{i \in I} \nabla_\theta L_{\text{Huber}}(\delta_\theta(\tau_i)), \tag{12} \]

\[ p(\tau_i) \leftarrow \max(|\delta_\theta(\tau)|^\alpha, 1) \text{ for } i \in I, \tag{13} \]

where \( I \) are indices of the sampled batch of prioritized transitions and \( \eta \) is the learning rate.

### 5.2 Optimizing the Actor and Critic with a Shared Set of Transitions

Training the actor and critic networks with entirely different transitions can violate the actor-critic theory. In general, features used by the critic network depend on the actor parameters and policy gradient since the actor determines the actions, and these actions lead to the observed state space [21]. A trivial corollary is that if the critic is updated by a set of features that lie in a state-action space in which the actor is never optimized, a substantial instability may occur since the transitions used by the critic are processed through the actor and the actor never sees those transitions [21]. Therefore, the reliability of critic’s action evaluations might become questionable.

Intuitively, this situation can occur when prioritized and inverse prioritized sampling are used for the critic and actor networks, respectively, since they may never be optimized with the same transitions. This can be the case when the TD error of the critic’s samples are not decreased such that the actor never sees them. We indicated that there is not always a direct correlation between TD and estimation errors. Hence, some of the transitions may initially have low TD errors. If the actor is optimized with respect to these low TD error transitions throughout the learning and the Q-network only focuses on the remaining large TD error transitions, samples used in the actor and critic training might not be the same. Although this remains a little possibility, we nevertheless overcome this by updating the actor and critic networks through a set of shared transitions, being a fraction of the number of samples used in each learning step. However, we cannot know the value of such a fraction, and we introduce it here as the hyper-parameter \( \lambda \).

**How to choose the set of shared transitions?** In the context of TD error based prioritization, we have the alternatives of: (i) transitions with large TD error, (ii) transitions with small TD error, and (iii) uniformly sampled transitions. We eliminate the first as it contradicts with Corollary 1. Moreover, learning from experiences with small TD errors can be beneficial. Nonetheless, they decrease the sampling efficiency and waste resources since the Q-network has little to learn from small TD error transitions, i.e., the Q-network loss would be small. Thus, the latter two alternatives imply that uniform sampling for the set of shared transitions remains the only choice. Although large TD error transitions might be included in the uniformly sampled mini-batch, their effects are reduced due to averaging in the mini-batch learning. Furthermore, relying on random sampling can include transitions that could not be sampled by prioritized and inverse prioritized sampling. We may also utilize transitions with average magnitudes of TD errors. Nevertheless, uniform sampling already corresponds to transitions with mean TD error in the expectation.

As discussed, the combination of Huber loss \((\kappa = 1)\) with the prioritized sampling can eliminate the outlier bias in the LAP algorithm. Fujimoto et al. [11] also introduced the mirrored loss function of LAP, with an equivalent expected gradient, for uniform sampling from the experience replay buffer. To observe the same benefits of LAP also in the uniform sampling counterpart, its mirrored loss function, Prioritized Approximate Loss (PAL) [11], should be employed instead of MSE. The PAL function is expressed as:

\[ \xi = \frac{\sum_{j \in R} \max(|\delta_\theta(\tau_j)|^\alpha, 1)}{|R|}; \tag{14} \]

\[ L_{\text{PAL}}(\delta_\theta(\tau_i)) = \frac{1}{\xi} \begin{cases} 0.5\delta_\theta(\tau_i)^2 & \text{if } |\delta_\theta(\tau_i)| \leq 1, \\ \frac{|\delta_\theta(\tau_i)|^{1+\alpha}}{1+\alpha} & \text{otherwise.} \end{cases} \tag{15} \]
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Figure 1: Learning curves for the set of MuJoCo continuous control tasks under the SAC and TD3 algorithms. Curves are averaged over 10 trials, where the shaded region represents a 95% confidence interval over the trials.

Having the latter component included, this forms our PER correction algorithm, Loss-Adjusted Approximate Actor Prioritized Experience Replay (LA3P), which we extensively describe its structure in Appendix B. Lastly, we perform a complexity analysis for LA3P in Appendix C.

6 Experiments

With all the mentioned concepts combined, we investigate to what extent our prioritization framework can improve the performance of off-policy actor-critic methods in continuous control. Thus, we perform experiments to evaluate the effectiveness of LA3P on the standard suite of MuJoCo [34] and Box2D [29] continuous control tasks interfaced by OpenAI Gym. We combine our method with the state-of-the-art off-policy actor-critic algorithms, Twin Delayed Deep Deterministic Policy Gradient (TD3) [10] and Soft Actor-Critic (SAC) [13], which we benchmark against uniform sampling, PER, and the PER correction methods of LAP and MaPER. Exact hyper-parameter settings, architecture, and implementation are broadly explained in Appendix D.

6.1 Comparative Evaluation

Learning curves for the set of OpenAI Gym continuous control benchmarks are reported in Figure 1 for the SAC and TD3 algorithms, and results in additional environments are given in Appendix E.1. We also report the average of the last ten evaluation returns, i.e., the level where the algorithms converge, in Appendix E.2. Empirical complexity analysis is provided in Appendix F. From our evaluation results, we observe that LA3P matches or outperforms the competing approaches in all tasks and baseline off-policy actor-critic algorithms tested. However, for the BipedalWalker and LunarLanderContinuous environments under the SAC algorithm, we find that LAP obtains slightly larger rewards than our method. Nevertheless, these scores can be practically counted as the same, and as the learning curves show, LA3P could attain faster convergence. In trivial environments such as LunarLanderContinuous, a minor improvement is achieved. However, in the Swimmer environment where no algorithm could converge, the performance improvement offered by our modifications becomes more prominent. Furthermore, we also observe a substantial improvement by LA3P in the HalfCheetah environment over the prior approaches. As HalfCheetah and Swimmer are regarded as “stable”, i.e., episodes terminate only if the pre-specified number of time steps is reached, they require long horizons to be simulated. Therefore, as stated by Fujimoto et al. [11], the benefit of a corrected prioritization scheme is more observable in environments with longer horizons.
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Additionally, we confirm previous empirical studies, e.g., [11, 28, 27], which found that PER provides no benefits when added to off-policy continuous control algorithms, and performance is usually degraded. While this is attributed to the use of MSE by Fujimoto et al. [11], prioritization with corrected loss function, i.e., LAP, appears to have little impact in Ant, Hopper, and Walker2d, compared to LA3P. In fact, the SAC algorithm is underperformed in Ant and Hopper by the LAP algorithm. This result is consistent with our theoretical analysis made in Corollary 1, which shows that optimizing the actor network with transitions corresponding to large TD errors can cause the approximate policy gradient to diverge from the one computed under the optimal Q-function. In these environments, learning curves demonstrate that the performance gain offered by LA3P primarily comes from the inverse prioritized sampling for the actor network. This suggests that the inverse sampling in the LA3P framework plays a more significant role than the employed LAP and PAL functions. Hence, the combined solution of LA3P, inverse sampling with corrected loss functions, is superior.

Finally, we notice that the performance of MaPER is not promising as it acquires slight improvements over PER. We attribute such a poor performance mainly to the model prediction structure of the algorithm. As we previously discussed, the MaPER algorithm focuses on new learnable features driven by the components in model-based RL to calculate the scores on experiences since critic networks often under- or overestimate Q-values. However, the Clipped Double Q-learning algorithm proposed by Fujimoto et al. [10] already solves the issues with inaccurate Q-value estimates, which is already employed in SAC and TD3. Therefore, we conclude that the main drawback of PER is not the inaccurate Q-value estimates used in the priority calculations but the biased loss function and training the actor network with large TD error transitions. In addition, the model prediction module in MaPER decreases the convergence rate yet brings notable stability to the learning. Nonetheless, the resulting performance is not considerable. Consequently, we believe that LA3P is a preferable and comprehensive way of overcoming the underlying issues of PER in continuous action domains.

6.2 Ablation Studies

To better understand the contribution of each component in LA3P, we conduct an ablation study. The LA3P algorithm introduces several modifications to PER. In summary, LA3P consists of: (i) inverse sampling for the actor, (ii) uniform sampling for the actor and critic networks to share a set of transitions, (iii) the LAP function applied to the prioritized transitions, (iv) the PAL function applied to the uniformly sampled transitions.

We evaluate and discuss the resulting performances when removing each of these components. In addition, we test the performance of LA3P when the shared transitions are low TD error experiences instead of uniformly sampled ones to demonstrate the mentioned decreased data efficiency. Finally, we perform a sensitivity analysis for the \( \lambda \) parameter. We do not remove the inverse sampling as it is the backbone of our algorithm, that is, eliminating the inverse sampling for the actor network would not relate to any of the modifications introduced by this work as it would be just a mixture of uniform and prioritized sampling. Moreover, we choose four challenging environments with different characteristics for a comprehensive inference. As described by Henderson et al. [15] and Fujimoto et al. [11], we consider the stable environment of HalfCheetah, the unstable environment of Walker2d, and the high dimensional and most challenging environments of Ant and Humanoid.

Table 1 presents the average of the last ten evaluation returns over ten trials, i.e., the level where the tested settings converge, for our ablation studies and sensitivity analysis, and the corresponding learning curves are depicted in Appendix G. The same experimental setup is used to perform the ablation studies, and \( \lambda = 0.5 \) is used for all experiments unless otherwise stated. Note that \( \lambda = 0.0 \) yields the LA3P setting without a shared set of transitions, and \( \lambda = 1.0 \) corresponds to uniform sampling, the results of which were already provided.

First, we deduce that the set of shared transitions is the most crucial component of our framework. Independently training the actor and critic networks violate their correlation as the actor is optimized by maximizing the Q-values estimated by the Q-network, and the Q-network is trained using the actions selected by the actor. Thus, they should not be separated in training, and we empirically verify our previous discussion on transition sharing. Although the LAP and PAL functions apply the same number of transitions in each update step, i.e., \( \lambda = 0.5 \), we observe that the contribution of LAP is more significant than PAL. As discussed in our comparative evaluations, the performance improvement by LA3P largely relies on inverse sampling for the actor network. As expected,
with low TD error transitions can significantly increase performance. This enables us to comprehend widely known experience replay sampling algorithm, Prioritized Experience Replay (PER) [30], for we experimentally show, this may benefit both the actor and critic networks since inverse prioritized TD errors in the PER algorithm may cause the approximate policy gradient computed under the Table 1: Average return over the last 10 evaluations over 10 trials of 1 million time steps, comparing ablation over LA3P under low TD error shared transitions, LA3P without the LAP function, LA3P without the PAL function, LA3P with the shared set of transitions, and LA3P under \( \lambda = \{0.1, 0.3, 0.5, 0.7, 0.9\} \). ± captures a 95% confidence interval over the trials. Bold values represent the maximum under each environment.

| Setting          | Ant     | HalfCheetah | Humanoid | Walker2d |
|------------------|---------|-------------|----------|----------|
| Low TD-error     | 3485.1 ± 946.0 | 10992.1 ± 485.0 | 3938.1 ± 1418.1 | 4438.3 ± 398.5 |
| w/o LAP          | 3408.6 ± 596.7 | 4580.3 ± 257.9 | 3585.1 ± 950.3 | 3262.5 ± 388.6 |
| w/o PAL          | 3975.3 ± 1207.9 | 7560.5 ± 774.6 | 4879.4 ± 352.0 | 4543.9 ± 528.7 |
| w/o Uniform      | 4431.9 ± 787.8 | 10483.1 ± 600.5 | 5058.7 ± 183.9 | 4254.6 ± 390.6 |
| \( \lambda = 0.1 \) | 3768.7 ± 1079.6 | 11203.8 ± 576.1 | 4695.5 ± 338.4 | 4562.8 ± 406.0 |
| \( \lambda = 0.3 \) | 4903.3 ± 467.5 | 10460.5 ± 948.6 | 4528.3 ± 1148.4 | 4425.1 ± 448.9 |
| \( \lambda = 0.5 \) | 5197.5 ± 377.3 | 11225.1 ± 811.6 | 5131.1 ± 250.8 | 4776.7 ± 424.5 |
| \( \lambda = 0.7 \) | 4384.0 ± 924.9 | 10656.9 ± 750.9 | 4874.5 ± 267.6 | 4253.8 ± 905.0 |
| \( \lambda = 0.9 \) | 3882.1 ± 1157.6 | 10547.8 ± 891.0 | 3757.9 ± 1403.4 | 4546.0 ± 593.7 |

correcting the prioritization in inverse sampling for the actor network through the LAP approach, i.e., Equation (10), is more crucial than correcting the loss by PAL for the uniformly sampled batch. Lastly, we infer that using low TD error transitions instead of uniformly sampled ones substantially degrades the performance. Although this setting would seem to be a reasonable choice at first glance, the data efficiency considerably decreases as the Q-network repeatedly trains with transitions that it has already learned well. In the expectation, the uniformly sampled batch of transitions corresponds to an intermediate TD error value compared to the transitions contained in the entire replay buffer. As we experimentally show, this may benefit both the actor and critic networks since inverse prioritized and prioritized sampling may not include transitions with intermediate TD error values.

Our sensitivity analysis on the \( \lambda \) parameter suggests that \( \lambda = 0.5 \) produces the best results by a notable margin in all environments. As \( \lambda \) decreases, the correlation between the actor and critic networks starts to be ignored, and the performance drops. In contrast, the larger \( \lambda \) values yield the performance to converge to that of uniform sampling. Hence, we believe the introduced framework does not require intensive hyper-parameter tuning, and \( \lambda = 0.5 \) can apply to many tasks. Overall, it is shown by our ablation studies that our framework improves over the baseline actor-critic algorithms due to the structure of the introduced method rather than unintended consequences or any exhaustive hyper-parameter tuning.

7 Conclusion

In this paper, we build the theoretical foundations behind the poor empirical performance of a widely known experience replay sampling algorithm, Prioritized Experience Replay (PER) [30], for controlling continuous systems. To achieve this, we first show that training actor networks with large TD errors in the PER algorithm may cause the approximate policy gradient computed under the Q-network to diverge from the one computed under the optimal Q-function. This result suggests that even if the biased loss function in the PER algorithm is corrected, optimizing the actor network with low TD error transitions can significantly increase performance. This enables us to comprehend PER’s poor performance in more detail when applied to continuous control algorithms.

However, training actor and critic networks with different transitions can violate their dependence as the actor tries to maximize the Q-value estimated by the Q-network, and Q-network computes its loss based on the actions selected by the actor. This allows us to develop a novel framework, Loss Adjusted Approximate Actor Prioritized Experience Replay (LA3P), which mixes training with uniformly sampled, low, and high TD error transitions. The introduced approach also accounts for the previous findings of Fujimoto et al. [11], which practically eliminate the outlier bias introduced by the combination of mean-squared error with PER. We test LA3P on standard deep reinforcement learning benchmarks in MuJoCo and Box2D and demonstrate that it substantially outperforms the competing methods and improves the state-of-the-art.
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