CORRELATIONS OF VALUES OF RANDOM DIAGONAL FORMS

VALENTIN BLOMER AND JUNXIAN LI

Abstract. We study the value distribution of diagonal forms in \( k \) variables and degree \( d \) with random real coefficients and positive integer variables, normalized so that mean spacing is one. We show that the \( \ell \)-correlation of almost all such forms is Poissonian when \( k \) is large enough depending on \( \ell \) and \( d \).

1. Introduction

Let \( 2 \leq d \leq k \) be positive integers. For “randomly chosen” \( \alpha \in \mathbb{R}^k_{>0} \) we consider the values at integer arguments of the diagonal form

\[
q_{\alpha}(x) = \sum_{i=1}^{k} \alpha_i x_i^d
\]

degree \( d \) in \( k \) variables. If we order the non-negative values of \( q_{\alpha}(x)^{k/d}, x \in \mathbb{Z}^k_{>0} \), in increasing size, then the average spacing is a non-zero constant depending on \( k, d, \alpha \). Let \( c(d, k, \alpha) \) be chosen such that the mean spacing of \( c(d, k, \alpha)q_{\alpha}(x)^{k/d} \) is one. Then one would expect that “typically” the distribution of gaps is Poissonian, i.e. the probability that a randomly chosen interval \([X, X + r]\) of fixed length \( r \) contains exactly \( \nu \) of the numbers in the multiset

\[
\{\Lambda_1 \leq \Lambda_2 \leq \ldots \} = \{c(d, k, \alpha)q_{\alpha}(x)^{k/d} \mid x \in \mathbb{Z}^k_{>0}\}
\]
is \((\nu!)^{-1}r^\nu e^{-r}\). It’s easy to construct counterexamples. For instance if \( \alpha \in \mathbb{Z}^k \) and \( k > d \), then there are high multiplicities, so that the formula becomes wrong for \( r \to 0 \), and if we remove the multiplicities, then the sequence is a subset of \( \{n^{k/d} \mid n \in \mathbb{Z}_{>0}\} \) and again the formula becomes wrong since all the gaps are greater than one. However, for typical \( \alpha \) (i.e. almost all in a Lebesgue sense, and as seen above this the best we can hope for), there is no reason to expect that this formula should fail. Unfortunately this seems to be far out of reach for any choice of parameters \( 2 \leq d \leq k \), but one can test it quite accurately by considering the \( \ell \)-correlation function for various values of \( \ell \geq 2 \): for a fixed \( \ell - 1 \)-dimensional box \( I = I_2 \times \ldots \times I_\ell \subseteq \mathbb{R}^{\ell-1} \) we try to establish

\[
T_\ell(M; I; \alpha, k, d)
\]

\[
:= \frac{1}{M} \#\{(i_1, \ldots, i_\ell) \text{ pairwise distinct} \mid \Lambda_{i_j} - \Lambda_{i_1} \in I_j, 2 \leq j \leq \ell, i_j \leq M\}
\sim \text{vol}(I)
\]
as \( M \to \infty \), for almost all \( \alpha \). (Note that the \( \Lambda_j \) depend on \( \alpha, k \) and \( d \).) When \( d = 2 \), this has an interpretation in the language of spectral geometry. In this case, the numbers
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\[ \lambda_j \text{ are (rescaled) Laplace eigenvalues of a } k\text{-dimensional rectangular torus, and the above is precisely the celebrated Berry-Tabor conjecture [BT]: for integrable systems, the local statistics of eigenvalues should come from a Poisson process, at least in generic cases.} \]

The first to study this type of problem was Sarnak [Sa] who considered the case of pair correlation (i.e. \( \ell = 2 \)) of random binary quadratic forms (i.e. \( d = k = 2 \)), not necessarily diagonal. A deterministic version was obtained in the breakthrough paper [EMM] where pair correlation was obtained specifically for all “diophantine” 2-dimensional tori – up until now this is only deterministic result of this kind. The triple correlation (i.e. \( \ell = 3 \)) for binary quadratic forms in a weak average sense was obtained only recently in [ABR].

VanderKam [VdK1, VdK2, VdK3] generalized Sarnak’s analysis to higher correlations, higher dimensions and higher degree forms (not necessarily diagonal), but not all at the same time. The paper [VdK2] deals with the pair correlation for higher degree forms, the paper [VdK3] deals with higher correlations for quadratic forms.\(^1\) As an aside we remark that the investigation of small gaps in the (normalized) value distribution of (ternary) forms of arbitrary degree has been initiated by Schindler [Sch].

In this paper we investigate higher correlations and restrict our attention to the natural subset of diagonal \( d \)-ary forms as in \((1.1)\). While superficially similar, this makes the problem substantially harder for two reasons: on the one hand we have fewer coefficients to average over (namely \( k \) instead of \( \binom{d}{2} \)), and on a more technical level the mixed terms can often be used to linearize the problem to some extent. Having only \( d \)-th powers available, the problem boils down to counting matrices with given ranks and/or subdeterminants whose entries are \( d \)-th powers (or differences of \( d \)-th powers). Unlike in previous works there is no simple transformation to understand such matrices using geometry of numbers directly. Before we talk about the methods in more detail, we state our main results.

**Theorem 1.** Let \( d, \ell \geq 2 \) and

\[ k > \max \left( 2\ell(d+1) - 1, \min \left( \frac{1}{4}(d+2\ell-1)^2, (2\ell-1)(d+2) \right) \right). \]

Let \( D \subseteq \mathbb{R}_+^k, I \subseteq \mathbb{R}^{\ell-1} \) be fixed boxes. Then

\[ \lim_{M \to \infty} \int_D \left| T_\ell(M; I; \alpha, k, d) - \text{vol}(I) \right|^2 d\alpha = 0. \]  

That is to say, for almost all \( \alpha \) the \( \ell \)-correlation of the sequence \( c(k, d, \alpha)x^{k/d} \) is Poissonian.

With more work, the number of variables can be reduced. We demonstrate this in the case of pair correlation where we show:

**Theorem 2.** Let \( \ell = 2, k \geq d+2 \). Then \((1.3)\) holds and for almost all \( \alpha \), and the sequence \( c(k, d, \alpha)x^{k/d} \) has Poissonian pair correlation.

A slightly simpler problem is to consider only weak convergence rather than \( L^2 \)-convergence. This has the benefit of having fewer variables.

**Theorem 3.** Let \( d, \ell \geq 2 \) and

\[ k > \max \left( \ell(d+1) - 1, \min \left( \frac{1}{4}(d+\ell-1)^2, (\ell-1)(d+2) \right) \right). \]

\(^1\)Note that the problem considered in [Mu] and related papers for \( d = 2 \) looks superficially similar, but due to a completely different scaling it has little to do with the questions considered here (unless \( d = k \)).
Let $\mathcal{D} \subseteq \mathbb{R}_>^k$, $I \subseteq \mathbb{R}^{\ell-1}$ be fixed boxes. Then

\[
(1.4) \quad \lim_{M \to \infty} \int_{\mathcal{D}} \left( T_\ell(M; I; \alpha, k, d) - \operatorname{vol}(I) \right) d\alpha = 0.
\]

Again one can tighten the screws at several places and we demonstrate this for the triple correlation:

**Theorem 4.** Let $\ell = 3$, $d \geq 2$, and $k > \frac{4}{3}(d + \frac{1}{2})$. Then (1.4) holds.

This has a nice application as observed in [ABR]: if a sequence with mean spacing one satisfies triple correlation in the weak sense as in Theorem 4, then it has infinitely many gaps of size at least $2.006$. The significance in this number lies in the fact that there are sequences with mean spacing one and Poissonian pair correlation with maximal gap bounded by 2. The fact that we can obtain longer gaps shows that such sequences must be genuinely closer to a Poisson process than just Poissonian pair correlation.

Returning to the classical case $d = 2$ in which case the considered values are rescaled eigenvalues of $k$-dimensional rectangular tori, we can further reduce the number of variables and deal with random ternary diagonal forms

\[
\alpha_1 x_1^2 + \alpha_2 x_2^2 + \alpha_3 x_3^2.
\]

**Theorem 5.** Let $d = 2$, $k \geq 3$. Then (1.3) and (1.4) hold.

For comparison, the main result in [VdK1] establishes (1.3) for the forms

\[
\alpha_1 x_1^2 + \ldots + \alpha_4 x_4^2 + \alpha_5 x_1 x_2 + \ldots + \alpha_{10} x_{3} x_{4}.
\]

While the investigation of forms with “random” real coefficients looks like a problem in classical real analysis at first sight, as soon as we consider almost-all-results and integrate over $\alpha$ it becomes a purely arithmetic problem that needs to be tackled by tools from various branches of number theory. Roughly speaking, we would like to replace a sum over the integer arguments $x \in \mathbb{Z}_>^k$ by an integral. This is precisely what (1.2) suggests. In “typical” regions we can do this by the Euler MacLaurin formula or Poisson summation or a similar tool. For instance, in the situation of Theorem 3 where we have $\ell$ copies of the form (1.1), this depends on the matrix

\[
\begin{pmatrix}
 x_{1,1}^d & \cdots & x_{1,k}^d \\
 \vdots & \ddots & \vdots \\
 x_{\ell,1}^d & \cdots & x_{\ell,k}^d
\end{pmatrix} \in \mathbb{Z}_{>0}^{\ell \times k}.
\]

If this matrix has an $\ell \times \ell$ submatrix with sufficiently large determinant, we are in good shape to apply the Euler MacLaurin formula. Thus we need to show that such a matrix has “rarely” only small $\ell \times \ell$ subdeterminants, including the cases where it has rank strictly less than $\ell$. This is an interesting problem in its own right, but we are not aware of a systematic study of such questions. In particular, in contrast to [VdK1, VdK2] such matrix counting problems do not seem amenable to a direct application of the geometry of numbers.

We close this introduction with the remark that (1.1) can also be studied with random integral coefficients. This is a very different, but equally interesting problem, and we refer the interested reader to [BD].
2. The arithmetic of diagonal forms

In this section we compile a number of results on diophantine equations and inequalities for future reference. We start with an investigation of the diophantine equation

\[(2.1) \quad a_1 x_1^d + \ldots + a_k x_k^d = 0.\]

with \(k, d \geq 2\) and \(a_1, \ldots, a_k \in \mathbb{Z} \setminus \{0\} \).

**Lemma 1.** a) Suppose that \(k \geq 3\). Then number of integral solutions to (2.1) with \(|x_j| \leq M\) is \(O_d,k(M^{k-2+\varepsilon})\) for any \(\varepsilon > 0\), uniformly in \(a_1, \ldots, a_k\).

b) Suppose that \(k = 3\). Then the number of primitive integral solutions to (2.1) with \(|x_j| \leq M\) is \(O_{d,3}(M^{2/d+\varepsilon})\) for any \(\varepsilon > 0\), uniformly in the coefficients \(a_1, \ldots, a_3\).

c) Suppose that \(d = 2, k = 3\). Then the number of primitive integral solutions to (2.1) with \(|x_j| \leq M\) is

\[\ll \left(1 + \frac{M(a_1 a_2, a_1 a_3, a_2 a_3)^{1/2}}{|a_1 a_2 a_3|^{1/3}} \right) |a_1 a_2 a_3|^\varepsilon\]

for any \(\varepsilon > 0\).

**Proof.** Part a) is [BHB2, Corollary], which covers the last remaining cases in long series of papers. Part b) is [HB, Theorem 3]. Part c) is [BHB1, Corollary 2].

Next we study for \(H, M \geq 1, k, d \geq 2\) and \(a = (a_1, \ldots, a_k) \in \mathbb{Z}^k\) the number \(N_a(M, H)\) of integral solutions to the diophantine inequality

\[|a_1 x_1^d + \ldots + a_k x_k^d| \leq H\]

with \(x_j \asymp M\) by which we mean \(M \leq x_j \leq 2M\).

**Lemma 2.** a) Suppose that \((a_1, \ldots, a_k) \neq 0\). Then

\[N_a(M, H) \ll M^{k-1} \left( \frac{H}{M^{d-1} \max_i |a_i|} + 1 \right).\]

b) If \(0 < |a_1| \leq |a_2|\), then

\[N_{(a_1, -a_1, a_2, -a_2)}(M, H) \ll M^{2+\varepsilon} \left( \frac{HM^{2-d}}{|a_1 a_2|^{1/2}} + \frac{H^{1/2}M^{1-d/2}}{|a_1|^{1/2}} + 1 \right)\]

for all \(\varepsilon > 0\). In the special case \(d = 2\), we have

\[N_{(a_1, -a_1, a_2, a_2)}(M, H) \ll M^\varepsilon \left( \frac{M^2 H}{|a_2|} + \frac{MH}{|a_1|} + M^2 \right)\]

for all \(\varepsilon > 0\).

c) If \(0 < |a_1| \leq |a_2| \leq |a_3|\), then

\[N_{a_1, a_2, a_3}(M, H) \ll M^\varepsilon \left( \frac{M^{3-d} H}{|a_1 a_3|^{1/2}} + \frac{M^{3-d/2} H^{1/2}}{|a_3|^{1/2}} + \frac{M^{5/2-d/2} H^{1/2}}{|a_1|^{1/2}} + M^{3/2} \right)\]

for all \(\varepsilon > 0\). In the special case \(d = 2\), we have

\[N_{a_1, a_2, a_3}(M, H) \ll M^\varepsilon \left( \frac{M^2 H}{|a_2|} + \frac{HM}{|a_1|} + M^2 \right)^{1/2} \left( M + \frac{H}{|a_3|} \right)^{1/2}\]

for all \(\varepsilon > 0\). Here all the implied constants depend on \(\varepsilon\) and \(d\).
Proof. a) Suppose without loss of generality that \( a_1 = \max_i |a_i| \) and write \( Y = |a_2 x_2^d + \ldots + a_k x_k^d| \). For fixed \( x_2, \ldots, x_k \) we have

\[
|x_1| = \left( \frac{Y + O(H)}{|a_1|} \right)^{1/d} = \left( \frac{Y}{|a_1|} \right)^{1/d} + O \left( \min \left( \left( \frac{H}{|a_1|} \right)^{1/d}, \frac{Y}{|a_1|} \right)^{1/d} + 1 \right)
\]

where the implied constant depends only on \( d \). If \( H \gg |a_1|M^d \), then (2.2) gives

\[
\mathcal{N}_a(M, H) \ll M^{k-1} \left( \frac{H}{|a_1|} \right)^{1/d} \ll M^{k-1} \frac{H}{|a_1|M^{d-1}}.
\]

If \( H \ll |a_1|M^d \) with a sufficiently small implied constant, then whenever we have a solution we must have \( Y \asymp |a_1|M^d \), and (2.2) yields

\[
\mathcal{N}_a(M, H) \ll M^{k-1} \left( \frac{H}{|a_1|} \right)^{1/d} + 1 \ll M^{k-1} \left( \frac{H}{|a_1|M^{d-1}} + 1 \right),
\]

which completes the proof.

b) For \( h \in \mathbb{Z} \) let \( n_{a,b}(M, h) \) be the number of solutions to \( a(x_1^d - x_2^d) + b(x_3^d - x_4^d) = h \) with \( x, y, z, w \asymp M \). Using the Féjer kernel and the Cauchy-Schwarz inequality we have

\[
\mathcal{N}_{(a_1, -a_1, a_2, -a_2)}(M, H) \leq 2 \sum_{|h| \leq 2H} \frac{2H - |h|}{2H} n_{a_1,a_2}(M, h)
\]

\[
= 2 \sum_{|h| \leq 2H} \frac{2H - |h|}{2H} \sum_{x,y,z,w \asymp M} \int_0^1 e((a_1(x^d - y^d) + a_2(z^d - w^d) - h)\beta) d\beta
\]

\[
= 2 \int_0^1 \frac{1}{2H} \left( \frac{\sin(\pi 2H\beta)}{\sin(\pi \beta)} \right)^2 \left| \sum_{x \asymp M} e(a_1 x^d \beta) \right|^2 \left| \sum_{x \asymp M} e(a_2 x^d \beta) \right|^2 d\beta
\]

\[
\leq \left( 2 \sum_{|h| \leq 2H/|a_1|} \frac{2H - |a_1 h|}{2H} n_{1,1,1}(M, h) \right)^{1/2} \left( 2 \sum_{|h| \leq 2H/|a_2|} \frac{2H - |a_2 h|}{2H} n_{1,1,1}(M, h) \right)^{1/2}
\]

\[
\leq \left( 2 \mathcal{N}_{(1, -1, 1, -1)}(M, 2H/|a_1|) \right)^{1/2} \left( 2 \mathcal{N}_{(1, -1, 1, -1)}(M, 2H/|a_2|) \right)^{1/2}.
\]

The lemma follows from [RS, Theorem 2], which says

\[
\mathcal{N}_{(1, -1, 1, -1)}(M, \delta M^d) \ll \epsilon M^{2+\epsilon} + \delta M^{4+\epsilon}
\]

for any \( \delta > 0 \) and any \( \epsilon > 0 \).

When \( d = 2 \), the result follows from a divisor argument. More precisely, we can fix \( x_1, x_2 \) with \( x_1 \neq x_2 \) to obtain \( O(M^2 H / |a_2|) \) choices for \( x_3, x_4 \) with \( x_3 \neq x_4 \). If \( x_1 \neq x_2 \) and \( x_3 = x_4 \), then we have \( O(M^2 H / |a_1|) \) choices for \( x_1, x_2 \). Finally we have \( O(M^2) \) choices with \( x_1 = x_2 \) and \( x_3 = x_4 \).

c) By the same argument as in part b) with Hölder’s inequality, we have

\[
\mathcal{N}_{(a_1, a_2, a_3)}(M, H) \ll \mathcal{N}_{(a_1, -a_1, a_1, -a_1)}(M, 2H)^{1/4} \mathcal{N}_{(a_2, -a_2, a_2, -a_2)}(M, 2H)^{1/4} \mathcal{N}_{(a_3, -a_3)}(M, 2H)^{1/2}
\]

\[
\ll \mathcal{N}_{(1, -1, 1, -1)}(M, 2H/|a_1|)^{1/2} \mathcal{N}_{(1, -1, 1, -1)}(M, 2H/|a_3|)^{1/2}.
\]
Clearly
\begin{equation}
N_{(1,-1)}(M, H) \ll \# \{x, y \leq M : |x - y| \leq M^{1-d}H \} \ll M + HM^{2-d},
\end{equation}
and the first claim then follows again from [RS, Theorem 2] (see (2.3)).

If \( d = 2 \), we can use the bound in part b) after an application of the Cauchy-Schwarz inequality. More precisely, we have
\[
N_{(a_1,a_2,a_3)}(M, H) \ll N_{(a_1,-a_1,-a_2)}(M, 2H)^{1/2}N_{(a_3,-a_3)}(M, 2H)^{1/2},
\]
\[
\ll N_{(a_1,-a_1,-a_2)}(M, 2H)^{1/2}N_{(1,-1)}(M, 2H/|a_3|)^{1/2},
\]
and we can apply the case \( d = 2 \) in part b) and (2.4) to obtain the second claim.

3. Reduction of the problem

As mentioned in the introduction, at the heart of the problem is a number theoretic question on the behaviour of integral matrices with \( d \)-th power entries. In this section we reduce (1.3) and (1.4) to such arithmetic problems. This reduction is fairly standard (see e.g. [Sa, VdK1, VdK2, VdK3]), and we can be brief. For the Fourier and diophantine analysis to come we need to smooth out and slightly simplify the expression \( T_\ell(M; I; \alpha, k, d) \). We replace the conditions
\[
\Lambda_i - \Lambda_i = c(d, k, \alpha)(q_\alpha(x_j)^{k/d} - q_\alpha(x_1)^{k/d}) \in I_j, \quad 2 \leq j \leq \ell
\]
by smooth and slightly rescaled versions
\[
W_j([q_\alpha(x_j) - q_\alpha(x_1)]M^{k-d})
\]
where the \( W_j \)'s are fixed smooth, compactly supported weight functions. We also smooth out the summation over the variables \( x_1, \ldots, x_\ell \in \mathbb{Z}_{\geq 0}^k \) using smooth weight functions \( \Psi_j, 1 \leq j \leq \ell \), that in addition have compact support in \([1, 2] \), so that all the variables are localized. With this in mind we define the quantity
\[
T_\ell^*(M; \alpha, k, d) := \sum_{x_1, \ldots, x_\ell \in \mathbb{Z}_{\geq 0}^k}^* \prod_{j=2}^\ell W_j([q_\alpha(x_j) - q_\alpha(x_1)]M^{k-d}) \prod_{j=1}^\ell \Psi_j\left(\frac{x_j}{M}\right)
\]
where the asterisk indicates that the sum is over pairwise distinct vectors \( x_j = (x_{j,i}) \in \mathbb{Z}_{\geq 0}^k \). This should then be compared with the (“Hardy-Littlewood”) expectation
\[
M^k \left( \prod_{j=2}^\ell \hat{W}_j(0) \right)c(\alpha)
\]
where \( \hat{W}_j \) denotes the Fourier transform and
\[
c(\alpha) = \int_{\mathbb{R}^{k-1}} \int_{\mathbb{R}^k} e \left( \sum_{j=2}^\ell \xi_j(q_\alpha(x_j) - q_\alpha(x_1)) \right) \prod_{j=1}^\ell \Psi_j(x_j)dx \ d\xi.
\]
This constant can also be interpreted as the surface integral
\[
\int_{\mathbb{Q}(\alpha)} \prod_{j=1}^\ell \Psi_j(x_j)dx
\]
where $Q(\alpha)$ is the surface given by $q_\alpha(x_j) - q_\alpha(x_1) = 0$, $2 \leq j \leq \ell$. Finally we also smooth out the region $\mathcal{D}$ over which we integrate $\alpha$ using a smooth test function $F$ with compact support on $\mathbb{R}^k$. By standard analytic methods (see [Sa, Section 3] or [VdK2, Section 2.3] and also [VdK1, VdK3]) one shows the following.

**Proposition 1.** Let $\Psi_j, W_j, F$ as described above, $M \geq 1$, and fix a triple $(d, \ell, k)$ with $2 \leq d, \ell \leq k$.

a) Suppose there exists some $\delta > 0$ such that

$$
(3.1) \quad \int_{\mathbb{R}^k > 0} F(\alpha) \left[ T_\ell^* (M; \alpha, k, d) - M^k \left( \prod_{j=2}^{\ell} \widehat{W}_j(0) \right) c(\alpha) \right]^2 \, d\alpha \ll M^{2k-\delta}.
$$

Then (1.3) holds.

b) Suppose there exists some $\delta > 0$ such that

$$
(3.2) \quad \int_{\mathbb{R}^k > 0} F(\alpha) \left[ T_\ell^* (M; \alpha, k, d) - M^k \left( \prod_{j=2}^{\ell} \widehat{W}_j(0) \right) c(\alpha) \right] \, d\alpha \ll M^{k-\delta}.
$$

Then (1.4) holds.

To analyze (3.2) we write

$$
\mathcal{C}(M) := \mathcal{C}(M; k, \ell, d) := \int_{\mathbb{R}^k > 0} F(\alpha) T_\ell^* (M; \alpha, k, d) \, d\alpha
$$

$$
= \sum_{x_1, \ldots, x_\ell \in \mathbb{Z}^k} \int_{\mathbb{R}^k > 0} F(\alpha) \prod_{j=2}^{\ell} W_j \left( (q_\alpha(x_j) - q_\alpha(x_1)) M^{k-d} \right) \prod_{j=1}^{\ell} \Psi_j \left( \frac{x_j}{M} \right) \, d\alpha
$$

$$
= \sum_{x_1, \ldots, x_\ell \in \mathbb{Z}^k} \mathcal{I}(x, M),
$$

say (where of course also $\mathcal{I}$ depends on $k, \ell, d$). We will usually drop the dependence on $k, \ell, d$ from the notation. We define for $x = (x_j) \in \mathbb{Z}^{\ell \times k}$ the matrix

$$
T = T(x) = \begin{pmatrix}
  x_{1,1}^d & \cdots & x_{1,k}^d \\
  x_{2,1}^d - x_{1,1}^d & \cdots & x_{2,k}^d - x_{1,k}^d \\
  \vdots & \ddots & \vdots \\
  x_{\ell,1}^d - x_{1,1}^d & \cdots & x_{\ell,k}^d - x_{1,k}^d
\end{pmatrix} \in \mathbb{Z}^{\ell \times k}
$$

and write $T = (T_1, T_2) \in \mathbb{Z}^{\ell \times (\ell + k - \ell)}$ so that $T_1$ is a square matrix. We split the sum over the $x_j$ into pieces according to $r = \text{rank}(T)$ and call the corresponding piece

$$
\mathcal{C}_r(M) = \mathcal{C}_r(M; k, \ell, d) = \sum_{x_1, \ldots, x_\ell \in \mathbb{Z}^k} \mathcal{I}(x, M),
$$

\footnote{We think of $\alpha$ as a column vector, so $F$ takes column vectors as arguments. Sometimes we write $\alpha = (\alpha_1, \alpha_2)$ with two column vectors of lengths $\ell$ and $k - \ell$ respectively, in which case we write $F(\alpha_1, \alpha_2)$ with the obvious meaning.}
When $T$ is of full rank, $C_{\ell}(M)$ is the contribution of those $x_1, \ldots, x_k$ where $T_1$ is invertible (over $\mathbb{Q}$). In this case we write $\alpha = (\alpha_1, \alpha_2) \in \mathbb{R}^{\ell + (k - \ell)}$, and we introduce new variables $\alpha = T \alpha_1 + T_2 \alpha_2 = (a_1, \ldots, a_\ell)^T \in \mathbb{R}^{\ell}$ and obtain

$$I(x, M) = \frac{1}{|\det T_1|} \prod_{j=1}^{\ell} \Psi_j \left( \frac{x_j}{M} \right) \int_{\mathbb{R}^\ell} \int_{\mathbb{R}^{k-\ell}} F(T_1^{-1}(\alpha - T_2 \alpha_2), \alpha_2) \prod_{j=2}^{\ell} W_j (a_j M^{k-d}) \, d\alpha_2 \, d\alpha.$$ 

Note that we may have some choice to decompose the matrix $T$ and extract an $\ell \times \ell$ invertible submatrix $T_1$. In practice it will often be convenient to relabel the columns such that $|\det T_1|$ is maximal among all $\ell \times \ell$ minors. Let $D_0 = M^{d-\eta}$ for some $\eta > 0$ and cut off smoothly the portion $|\det T_1| \leq D_0$ from the sum, i.e. we insert a weight function $\phi(\det T_1/D_0)$ where $\phi$ is a smooth weight function with support on $(-\infty, 1] \cup [1, \infty)$ and define

$$C_{\ell,+}(M, D_0) = \sum_{x_1, \ldots, x_\ell \in \mathbb{Z}_0}^{\text{rank } T = \ell} I(x, M) \phi \left( \frac{\det T_1}{D_0} \right),$$

$$C_{\ell,-}(M, D_0) = C_{\ell}(M) - C_{\ell,+}(M, D_0).$$

The key observation is that for $|\det T_1| \geq D_0$ the integral $I(x, M)$ is a “flat” function in each variable $x_j$, and hence by the Euler-Maclaurin summation formula (or a similar device) we can replace the sum by an integral, up to a small error term. Note that for $\text{rank}(T) = \ell$ the extra summation conditions imposed by the asterisk are void. More precisely, as the integral over $\alpha_2$ is $O(1)$, the integral over $a_2, \ldots, a_\ell$ is $O(M^{(d-k)(\ell-1)})$ and the integral over $a_1$ is $O(M^d)$, we have

$$\nabla I(x, M) \ll \frac{1}{|\det T_1|} M^{(\ell-1)(d-k)+d} |\det T_1| \leq \frac{M^{k-1+\ell(d-k)+\eta}}{|\det T_1|}.$$ 

The $L^1$-norm of this expression over the region $x_{j,i} \asymp M$ is $M^{k-1+\eta+\varepsilon}$, so that

$$C_{\ell,+}(M, D_0) = G_{\ell,+}(M, D_0) + O(M^{k-1+\eta+\varepsilon}),$$

where $G_{\ell,+}(M, D_0)$ is given by replacing the sum by an integral:

$$\int_{\mathbb{R}^\ell} \frac{\phi(\det T_1/D_0)}{|\det T_1|} \prod_{j=1}^{\ell} \Psi_j \left( \frac{x_j}{M} \right) \int_{\mathbb{R}^{k-\ell}} F(T_1^{-1}(\alpha - T_2 \alpha_2), \alpha_2) \prod_{j=2}^{\ell} W_j (a_j M^{k-d}) \, d\alpha_2 \, d\alpha.$$

The manipulation of $G_{\ell,+}(M, D_0)$ is now standard. By Cramer’s rule we have

$$F(T_1^{-1}(\alpha - T_2 \alpha_2), \alpha_2) - F(T_1^{-1}((a_1, 0, \ldots, 0)^T - T_2 \alpha_2), \alpha_2) \ll \frac{M^{d-1}}{|\det T_1|} \cdot \frac{1}{M^{k-d}} \ll M^{\eta-k}$$

on the support of $W_2 \cdots W_\ell$, so that up to a total error of $O(M^{2\eta})$ after integration over $\alpha_2$ and $\alpha$ we may replace the first term on the left hand side of the previous display by the second in the definition of $G_{\ell,+}(M, D_0)$. We can now integrate over $a_2, \ldots, a_\ell$ and rescale the $x_{j,i}$-variables and the $a_1$-variable to obtain that

$$G_{\ell,+}(M, D_0) = M^k \left( \prod_{j=2}^{\ell} \hat{W}_j(0) \right) G_{\ell,+}(\eta) + O(M^{2\eta}).$$
where
\[
G_+(\eta) = \int_{\mathbb{R}^{k\ell}} \frac{\phi(M^n \det T_1)}{\det T_1} \prod_{j=1}^{\ell} \Psi_j(x_j) \int_{\mathbb{R}^{k-\ell}} F(T_1^{-1}((a_1,0,\ldots,0)^\top - T_2 \alpha_2), \alpha_2) d\alpha_2 \, da_1 \, dx.
\]

Correspondingly we also define \( G_-(\eta) \) where the factor \( \phi(M^n \det T_1) \) is replaced with \( 1 - \phi(M^n \det T_1) \). By Fourier inversion (see [Sa, p. 191] or [VdK2, p. 389]) one shows that
\[
\int_{\mathbb{R}^{k\ell}} F(\alpha)c(\alpha)d\alpha = G_+(\eta) + G_-(\eta),
\]
and we conclude the following.

**Proposition 2.** Let \( k \geq \ell \). Suppose that there exist \( 0 < \delta', \eta < 1 \) and some choice of \( T_1 \) such that for \( D_0 = M^{d\ell-n} \) we have with the above notation
\[
(3.6) \quad \sum_{r \leq \ell - 1} C_r(M) + C_{\ell-}(M, D_0) + M^k G_-(\eta) \ll M^{k-\delta'},
\]
then (3.2) holds for some \( \delta > 0 \).

The treatment of (3.1) is very similar. After expanding the square, we will need for the mixed terms an asymptotic formula for \( C(M; k, \ell, d) \) with \( F(\alpha) \) replaced by \( F(\alpha)c(\alpha) \), which can be studied with Proposition 2. It remains to consider the critical quantity
\[
C^{(2)}(M) := C^{(2)}(M; k, \ell, d) := \sum_{x_1,\ldots,x_{\ell} \in \mathbb{Z}_{\geq 0}^k} \int_{\mathbb{R}^{k\ell}} F(\alpha) \prod_{j=1}^{\ell} \Psi_j(\frac{x_j}{M}) \Psi_j(\frac{y_j}{M}) \times \prod_{j=2}^{\ell} W_j((q_\alpha(x_j) - q_\alpha(x_1))M^{k-d}) W_j((q_\alpha(y_j) - q_\alpha(y_1))M^{k-d}) d\alpha
\]
\[
= \sum_{x_1,\ldots,x_{\ell} \in \mathbb{Z}_{\geq 0}^k} \sum_{y_1,\ldots,y_{\ell} \in \mathbb{Z}_{\geq 0}^k} \mathcal{I}^{(2)}(x,y,M),
\]
say, where the asterisk indicates that vectors \( x_j = (x_{j,i}) \in \mathbb{Z}_{\geq 0}^k \) are pairwise distinct and the vectors \( y_j = (y_{j,i}) \in \mathbb{Z}_{\geq 0}^k \) are pairwise distinct. We treat this quantity analogously. We define the matrix
\[
T = \begin{pmatrix} T(x) \\ T(y) \end{pmatrix} \in \mathbb{Z}^{2\ell \times k}
\]
with \( T \) as in (3.4), and decompose \( T = (T_1T_2) \) with \( T_1 \in \mathbb{Z}^{2\ell \times 2\ell} \) a square matrix (again we have the option to relabel the rows and columns). For \( r \leq 2\ell \) we define as above \( C^{(2)}_r(M) \) to be the contribution of those values of \( x_1,\ldots,x_{\ell},y_1,\ldots,y_{\ell} \) where \( \text{rank}(T) = r \) for \( 1 \leq r \leq 2\ell \). For \( D_0 = M^{2d\ell-n} \) we define \( C^{(2)}_{2\ell, +}(M, D_0) \) to be the term (3.7) with an additional smooth weight \( \phi(\det T_1/D_0) \) (then automatically \( \text{rank}(T_1) = 2\ell \)) and write \( C^{(2)}_{2\ell, -}(M, D_0) = C^{(2)}_{2\ell, -}(M) - C^{(2)}_{2\ell, +}(M) \). From this term we can extract the expected main
term by replacing the sum over $x_1, \ldots, x_k, y_1, \ldots, y_k$ by an integral featuring the constant
\[
G^{(2)} = \int_{\mathbb{R}^{k\ell}} \int_{\mathbb{R}^{k\ell}} \frac{1}{\det T_1} \prod_{j=1}^{\ell} \Psi_j(x_j)\Psi_j(y_j) \int_{\mathbb{R}^{2k}} F(T_1^{-1}((a_1, 0, \ldots, 0, a_\ell, 0, \ldots, 0)^T - T_2\alpha_2), \alpha_2))d\alpha_2 d(a_1, a_\ell) \, dx \, dy.
\]
As before we define $G^{(2)}_+(\eta)$ by inserting a smooth weight $\phi(M^n \det T_1)$ and $G^{(2)}_-(\eta)$ by inserting a smooth weight $1 - \phi(M^n \det T_1)$. We also have
\[
\int \frac{F(\alpha)c(\alpha)^2d\alpha}{2} = G^{(2)}(\eta) = G^{(2)}_+(\eta) + G^{(2)}_-(\eta).
\]
Thus we obtain:

**Proposition 3.** Let $k \geq 2\ell$. Suppose that there exist $0 < \delta', \eta < 1$ and some choice of $T_1$ such that for $D_0 = M^{2d-\eta}$
\[
\sum_{r \leq 2\ell - 1} C^{(2)}_r(M) + C^{(2)}_{2\ell-}(M, D_0) + M^{2k}G^{(2)}_-(\eta) \ll M^{2k-\delta'},
\]
and in addition (3.6) holds with $D_0 = M^{d-\eta}$, then (3.1) holds for some $\delta > 0$.

In order to prove Theorems 1 – 5, we will verify the relevant bounds in Propositions 2 and 3. To this end we need to bound the integrals $I(x, M)$ resp. $I^{(2)}(x, y, M)$ (this is fairly simple) and then count the number of matrices $T$ resp. $T$ satisfying certain determinant and rank conditions. This is the main arithmetic work and essentially occupies the rest of the paper.

4. **Proof of Theorem 3**

Before we start with the proof, we define the auxiliary matrix
\[
T' = T'(x) = \begin{pmatrix} x_{1,1}^d & \cdots & x_{1,k}^d \\ x_{2,1}^d & \cdots & x_{2,k}^d \\ \vdots & \ddots & \vdots \\ x_{\ell,1}^d & \cdots & x_{\ell,k}^d \end{pmatrix} \in \mathbb{Z}_{>0}^{\ell \times k},
\]
which clearly satisfies $\text{rank} \, T' = \text{rank} \, T = r$ with $T$ as in (3.4). Note that we must have $r \geq 2$. In fact, more strongly we can state that any $x_j, x_{j'}$ with $j \neq j'$ cannot be linearly dependent: they cannot be identical, and if they are different, but linearly dependent, then $q_\alpha(x_j) - q_\alpha(x_{j'}) \gg M^{d-1} \geq M$ for $\alpha \gg 1$ and so they are not in the support of $W_j$ when $k \geq 2$.

4.1. **Small ranks.** We begin by studying the case when $r = \text{rank}(T) < \ell$ and give an upper bound for $C_r(M) = C_r(M; k, \ell, d)$ which we recall is the sum of $I(x, M)$ in (3.3) over $x$ satisfying $\text{rank}(T) = r = \text{rank} \, T'$.

**Lemma 3.** Let $k \geq d, \ell \geq 2$. If $2 \leq r < \ell$, then
\[
C_r(M; k, \ell, d) \ll M^{\min\left(\frac{d}{2}+\frac{d+\ell+1}{2}(d+2)\right)+\epsilon}
\]
for any $\epsilon > 0$. 
Proof. Exchanging rows of $T'$ if necessary, we can assume that each of the $\ell - r$ bottom rows of $T'$ is a linear combination of the first $r$ rows, i.e.

$$x_{j,i}^d = \sum_{\nu=1}^{r} \rho_{j,\nu} x_{\nu,i}^d, \quad r + 1 \leq j \leq \ell, \quad 1 \leq i \leq k$$

for suitable $\rho_{j,\nu} \in \mathbb{Q}$ (which are independent of $i$), and the first $r$ rows of $T'$ (and hence of $T$) have rank $r$. We note already at this point that

$$\text{(4.3) at most two of the } \rho_{j,\nu}, 1 \leq \nu \leq r, \text{ are nonzero,}$$

for otherwise $x_j$ would be a multiple of some $x_\nu$, $1 \leq \nu \leq r$, which is impossible.

We write

$$\text{(4.4) } T = \begin{pmatrix} T_1 & T_2 \\ T_3 & T_4 \end{pmatrix} \in \mathbb{R}^{(r+(\ell-r)) \times (r+(k-r))},$$

where $T_1 \in \mathbb{R}^{r \times r}$ is invertible (since the upper left $r \times r$ block of $T'$ is invertible).

We write $\alpha = (\alpha_1^{(a_\alpha)}) \in \mathbb{R}^{r+(k-r)}$ in (3.3), and we introduce new variables by writing $T_1 \alpha_1 + T_2 \alpha_2 = a \in \mathbb{R}^r$, so that $\alpha_1 = T_1^{-1}(a - T_2 \alpha_2)$. We re-write $\mathcal{I}(x, M)$ as an integral over $(\alpha_2) \in \mathbb{R}^{r+(k-r)}$. The integral over $\alpha_2$ is $O(1)$, the integral over $a_2, \ldots, a_r$ is $O(M^{(r-1)(d-k)})$ and the remaining integral over $a_1 = q_\alpha(x_1)$ is $O(M^d)$. We conclude that

$$\mathcal{I}(x, M) \ll M^{(r-1)(d-k)+d} |\det T_1|^{-1}$$

if $\text{rank}(T) = r$. At this point we use the trivial bound $|\det T_1|^{-1} \ll 1$ and summarize our previous discussion by stating that

$$\text{(4.6) } C_r(M) \ll M^{(r-1)(d-k)+d} C_r^*(M)$$

where $C_r^*(M)$ is the number of possible entries $x_{j,i} \ll M$ such that there exist $\rho_{j,\nu}$ satisfying (4.2). We proceed to estimate $C_r^*(M)$.

Suppose that the first $r$ columns of $T'$ have already been fixed. We use this in combination with (4.2) to determine the numbers $\rho_{j,\nu}$. Indeed, for each $r + 1 \leq j \leq \ell$ we must have

$$(T_1)^\top \begin{pmatrix} \rho_{j,1} \\ \vdots \\ \rho_{j,r} \end{pmatrix} = \begin{pmatrix} x_{j,1}^d \\ \vdots \\ x_{j,r}^d \end{pmatrix}.$$ 

Since $T_1$ is invertible, this determines each $\rho_{j,\nu} \in \mathbb{Q}$. Now we return to (4.2) and recall (4.3). Thus we see that (4.2) is a non-degenerate form of degree $d$ in at least $3$ variables. By Lemma 1a, it follows that the number of choices for the $(r+1)$-tuple $x_{1,i}, \ldots, x_{r,i}, x_{j,i}$ is at most

$$O(M^{r-1+\varepsilon}),$$

uniformly in the coefficients $\rho_{j,\nu}$. Once these are chosen for some fixed $j$, e.g. $j = r + 1$, then by (4.2) the remaining $x_{j,i}$’s are determined. We conclude that

$$C_r^*(M) \ll M^{r+(r-1)(k-r)+\varepsilon},$$

so that

$$C_r(M) \ll M^{(r-1)(d-k)+d+(r-1)(k-r)+\varepsilon} = M^{\ell r + dr + r^2 + \varepsilon}.$$ 

The worst case is $r = \min(\frac{\ell}{2}(\ell + d + 1), \ell - 1)$, and we obtain the lemma.
4.2. Full rank. We proceed to estimate $C_{\ell,-}(M, D_0)$ (which also depends on $k$ and $d$) as defined in (3.5).

We start by arranging the columns of $T'$ defined in (4.1) as follows. For any two subsets $c \subseteq \{1, \ldots, k\}$ and $\tau \subseteq \{1, \ldots, \ell\}$ of cardinality $n$ we denote by $T^c_\tau$ the determinant of the submatrix of $T'$ consisting of the columns in $c$ and rows in $\tau$. We may then assume that $T'$ is “optimally arranged” (this phrase was coined by VanderKam [VdK3]) in the following sense: for each $1 \leq n \leq \ell$ we have

$$|T^c_{\{1, \ldots, n\}}| \geq |T^c_{\{1, \ldots, n-1, m\}}|$$

for all $m \leq k$. (Then the left hand side is automatically non-zero since rank($T'$) = $\ell$.) Indeed, this can be arranged by permuting columns as follows: first we move the largest entry of the first row into the upper left corner. Then we permute the columns $2, 3, \ldots, k$ so that (4.8) holds for $n = 2, 3$ etc.

We return to the estimation of (3.3). As in (4.4), we write $T = (T_1 T_2) \in \mathbb{R}^{\ell \times (\ell + (k-\ell))}$ with rank($T_1$) = $\ell$. Again we write $\alpha = (\alpha_1, \alpha_2) \in \mathbb{R}^{\ell + (k-\ell)}$, and we introduce new variables $\alpha = T_1 \alpha_1 + T_2 \alpha_2 \in \mathbb{R}^\ell$, so that

$$T(x, M) \ll M^{(\ell-1)(d-k)+d} |T_1|^{-1}$$

as before. Thus for $D_0 = M^{d-\eta}$ we obtain after dyadic decomposition

$$C_{\ell,-}(M, D_0) \ll \sup_{D \leq D_0} D^{-1} M^{(\ell-1)(d-k)+d+\varepsilon} C^\dagger_{\ell}(M, D)$$

where $C^\dagger_{\ell}(M, D)$ is the number of possible entries $x_{j,i} \ll M$ in the matrix $T$ such that $|\det T_1| \asymp D$ and $T'$ is optimally arranged in the sense of (4.8).

**Lemma 4.** Let $k \geq d, \ell \geq 2$. We have

$$C_{\ell,-}(M, D_0) \ll M^{k+\varepsilon} \left( \frac{D_0}{M^{d-\eta}} + M^{(\ell+1)-k} \right)$$

for any $\varepsilon > 0$.

**Proof.** The quantity $C_{\ell,-}(M, D_0)$ does not change if we replace $T$ with $T'$ (since it depends only on $\det T_1$). For notational simplicity let us assume that $\ell$ is even, the case $\ell$ odd is analogous. We introduce one more piece of notation: we write

$$\Delta_n = \begin{cases} |T^c_{\{1, \ldots, n\}}|, & \text{n even} \\ \max \left( |T^c_{\{1, \ldots, n\}}|, |T^c_{\{1, \ldots, n-1, n+1\}}| \right), & \text{n odd} \end{cases}$$

We now have

$$C_{\ell,-}(M, D_0) \ll \sup_{D_1, \ldots, D_\ell} \sup_{D \leq D_0} D^{-1} M^{(\ell-1)(d-k)+d+\varepsilon} C^\dagger_{\ell}(M, D_1, \ldots, D_\ell)$$

where $C^\dagger_{\ell}(M, D_1, \ldots, D_\ell)$ is the number of possible entries $x_{j,i} \ll M$ in the matrix $T' \in \mathbb{R}^{\ell \times k}$ such that $T'$ is optimally arranged and $\Delta_n \gg D_n$ for $1 \leq n \leq \ell$. Since $T'$ is optimally arranged and rank $T' = \ell$, we have $\Delta_n > 0$ for all $n \geq 1$.

We distinguish two cases when estimating $C^\dagger_{\ell}(M, D_1, \ldots, D_\ell)$:

1) Suppose $D_n \geq D_{n-1} M^{d-1}$ for all $1 \leq n \leq \ell$. We choose the entries of $T'$ as follows. We choose $x_{1,1}, x_{2,1}$ in $O(M^2)$ ways. Next we choose $x_{1,2}, x_{2,2}$ in $O(M^{2-d} D_2 / D_1)$ ways using Lemma 2a with $k = 2$ and $H = D_2$. In the same way we choose $x_{1,3}, x_{2,3}$ keeping in mind...
the condition (4.8) with \( n = 2 \). Next we choose \( x_{3,1}, x_{3,2}, x_{3,3} \) in \( O(M^{3-d}D_3/D_2) \) ways using Lemma 2a with \( k = 3 \). In the same way we choose \( x_{4,1}, x_{4,2}, x_{4,3} \). Next we see that we can choose \( x_{1,4}, \ldots, x_{4,4} \) in \( O(M^{4-d}D_4/D_3) \) ways using Lemma 2a together with the fact that

\[
D_3 \leq \max_{|d|=|e|=3 \atop c \subset \{1,2,3,4\} \atop r \subset \{1,2,3\}} |T^c_r|
\]

and the same bound applies to \( x_{1,5}, \ldots, x_{4,5} \) (also using (4.8) with \( n = 4 \)). We continue until we have chosen \( x_{1,\ell}, \ldots, x_{\ell,\ell} \) and \( x_{1,\ell+1}, \ldots, x_{\ell,\ell+1} \). The remaining \( k - \ell - 1 \) columns can be chosen randomly. Thus the total count for \( C^\dagger_\ell(M, D_1, \ldots, D_\ell) \) is

\[
\ll M^2 \left( \frac{M^{2-d} D_2}{M^d} \right)^2 \left( \frac{M^{3-d} D_3}{D_2} \right)^2 \cdots \left( \frac{M^{\ell-d} D_\ell}{D_{\ell-1}} \right)^2 M^{(k-\ell-1)} = D_\ell^2 M^{k-2d\ell},
\]

and hence

\[
\max_{D_\ell \ll D_0} \max_{D_n > D_{n-1} M^{d-1}} \text{ for all } 1 \leq n \leq \ell \quad D_\ell^{-1} M^{(\ell-1)(d-k)+d+\varepsilon} C^\dagger_\ell(M, D_1, \ldots, D_\ell) \ll D_0 M^{k-d\ell+\varepsilon}.
\]

(4.10)

2) Now we assume that \( D_n \leq D_{n-1} M^{d-1} \) for some \( 1 \leq n \leq \ell \). Here we choose the upper left \( n \times (n - 1) \)-block randomly. Next we apply Lemma 2a with \( k = n \) to pick the first \( n \) elements in the \( m \)-th column \( x_{1,m}, \ldots, x_{n,m} \) for \( n \leq m \leq k \) in

\[
\ll M^{n-1} \left( \frac{D_n}{M^{d-1} D_{n-1}} + 1 \right) \ll M^{n-1}
\]

ways, keeping in mind (4.8). Finally we choose the \( \ell - n \) bottom rows randomly. Thus the total count for \( C^\dagger_\ell(M, D_1, \ldots, D_\ell) \) can be bounded by

\[
\ll M^{n(n-1)} \cdot M^{(k-n+1)(n-1)} \cdot M^{(\ell-n)} = M^{k(\ell-1)+n-1} \leq M^{(k+1)(\ell-1)}
\]

and hence

\[
\max_{D_\ell \ll D_0} \max_{D_n \leq D_{n-1} M^{d-1}} \text{ for some } 1 \leq n \leq \ell \quad D_\ell^{-1} M^{(\ell-1)(d-k)+d+\varepsilon} C^\dagger_\ell(M, D_1, \ldots, D_\ell) \ll M^{\ell(d-1)-1+\varepsilon}.
\]

(4.11)

Combining (4.10) and (4.11), we obtain the lemma.

4.3. **Completion of the proof.** In order to prove Theorem 2, we apply Proposition 2 using Lemmas 3 and 4. The continuous contribution \( M^k G_-(\eta) \) can be bounded as in Lemma 4, but the analysis is much easier. The contribution \( \det T_1 = 0 \) is a Lebesgue null set, and so we are left with bounding the volume of (real) matrices satisfying the conditions in the definition of \( C^\dagger_\ell(M, D_0) \). This can be done as in Lemma 4, except that we can drop the \( +1 \)-term in Lemma 2a when estimating integrals as opposed to sums. This principle applies in general, and in the following sections we will not discuss the continuous contribution in Propositions 2 and 3.
5. Proof of Theorem 1

The proof is very similar to that of Theorem 2. To begin with, let \( \ell, d \geq 2, k \geq \max(2\ell, d) \). We remark that \( C^{(2)}(M; k, \ell, d) \) as defined in (3.7) is very similar to \( C(M; k, 2\ell, d) \) as defined in (3.3), but with two important differences: the asterisk means something slightly different, and we have only \( 2\ell - 2 \) conditions \( q_{\alpha}(x_j) - q_{\alpha}(x_1), q_{\alpha}(y_j) - q_{\alpha}(y_1) \ll M^{d-k} \), rather than \( 2\ell - 1 \) conditions as in \( C(M; k, 2\ell, d) \).

We apply Proposition 3, and from the proof of Theorem 2 we know already (3.6). We bound \( C_r^{(2)}(M), 2 \leq r \leq 2\ell - 1 \), and \( C_{2\ell-\epsilon}(M, D_0) \) exactly as in Lemmas 3 and 4. The only difference is that for \( \text{rank}(T_1) = r \) we have

\[
I^{(2)}(x, y, M) \ll M^{(r-2)(d-k)+2d} |\det T_1|^{-1}
\]

since two of the \( a_j \)'s can be size \( M^d \). Compared to (4.5) this loses a factor of \( M^k \) (which is admissible since our target in Proposition 3 differs by a factor \( M^k \) from Proposition 2). It only remains to take care of the new meaning of the asterisk in (3.7). In (3.3) we could assume up front that \( x_1, \ldots, x_k \) are pairwise linearly independent. Suppose now that some \( x_j \) equal some multiples of some \( y_i \). In this case we lose a factor \( M^{k-1} \) and we win a factor \( M^k \), as we explain now. The loss comes from the fact that in the linear combination (4.2) we may not have the condition (4.3), so that we cannot apply Lemma 1a. Instead, we apply the trivial bound to the equation (4.2) and replace (4.7) with \( O(M^r) \). Since we apply this for \( k - 1 \) columns, we lose a factor \( M^{k-1} \). On the other hand, if \( y_1 \) (without loss of generality, after relabeling the indices and accordingly the definition of \( T \) ) and \( x_i \) are linearly dependent for some \( i \), then in the decomposition

\[
T = \begin{pmatrix} T_1 & T_2 \\ T_3 & T_4 \end{pmatrix} \in \mathbb{R}^{(r+(2\ell-r)) \times (r+(k-r))}
\]

(5.2)

the matrix \( T_1 \) does not contain the row \( (y^d_{1,1}, \ldots, y^d_{1,k}) \), so we in fact the better bound

\[
I^{(2)}(x, y, M) \ll M^{(r-1)(d-k)+d} |\det T_1|^{-1}
\]

which saves a factor \( M^k \) compared to (5.1). The omission of the row \( (y^d_{1,1}, \ldots, y^d_{1,k}) \) does not cause any problems when we pass to \( T' = \begin{pmatrix} T'(x) \\ T'(y) \end{pmatrix} \in \mathbb{R}^{2\ell \times k} \) as in (4.1), since \( y_1 \) is linearly dependent on some \( x_i \), so by row operations we can still transform a row \( (y^d_{j,1} - y_{1,1}, \ldots, y^d_{j,k} - y^d_{1,k}) \) to pure \( d \)-th powers \( (y^d_{j,1}, \ldots, y^d_{j,k}) \). The rest of the argument is identical.

6. The case \( \ell = 3 \)

In this section we prove Theorem 4 and one half of Theorem 5 by improving Lemmas 3 and 4 in the special case \( \ell = 3 \) which we assume throughout this section. We recall the definitions (3.4) and (4.1) of the matrices \( T, T' \). The proof of Theorem 4 will follow from Lemmas 5 and 6 together with Propositions 1 and 2. The proof for (1.4) in Theorem 5 follows from Lemmas 7 and 8 together with Propositions 1 and 2.

6.1. Small ranks. We start by considering the case \( \text{rank}(T) < 3 \) in which case necessarily we have \( \text{rank}(T) = 2 \) as observed in the beginning of the proof of Theorem 3.

Lemma 5. Let \( d \geq 2, k \geq \max(d, 3) \). We have \( C_2(M; k, 3, d) \ll M^2 (M^2 + M^{1+2d-k}) \) for every \( \varepsilon > 0 \).
Proof. Since rank($T'$) = rank $T$ = 2, we can write the last row of $T'$ as a linear combination of the first two rows, i.e.

$$(6.1) \quad x_{3,i}^d = \rho_1 x_{1,i}^d + \rho_2 x_{2,i}^d, \quad 1 \leq i \leq k,$$

and by exchanging rows is necessary we may assume that $0 < |\rho_1|, |\rho_2| \leq 1$. This is the analogue of (4.2). Since $M^d \propto q_\alpha(x_3) = \rho_1 q_\alpha(x_1) + \rho_2 q_\alpha(x_2)$ for any $\alpha$ in the support of $F$, we conclude

$$(6.2) \quad \rho_1 + \rho_2 = 1 + O(M^{-k}),$$

which implies

$$x_{3,i}^d - x_{1,i}^d = \rho_2(x_{2,i}^d - x_{1,i}^d) + O(M^{d-k}).$$

We call a column typical if all three elements are distinct. And we observe that a column of $T'$ is either typical or has identical entries. Indeed, if two of them are equal, say $x_{2,i} = x_{1,i}$, then (6.1) and (6.2) imply $x_{3,i} = (1 + O(M^{-k}))x_{2,i}$, and since $x_{2,i}, x_{3,i} \in \mathbb{N}$ we must have equality. If $x_{3,i} = x_{2,i}$ for some $i$, then we must have $x_{2,i} = x_{3,i}$ for all $i$, which is impossible.

We argue now that we can always arrange that at least two columns of $T'$, say the first two, must be typical and in addition the upper left $2 \times 2$-block $T^\sharp$ of $T'$ must be non-singular. The first claim is clear: if only the first column was typical, then $q_\alpha(x_1) - q_\alpha(x_2) = \alpha_1(x_{1,i}^d - x_{2,i}^d) \gg M^{d-1}$ for $\alpha_1 \gg 1$, a contradiction. And if the first two components of all typical columns were linearly dependent, then $x_{1,i} = x_{2,i}$ when the $i$-th column is non-typical and $x_{1,i} = \beta x_{2,i}$ with $\beta \neq 1$ when the $i$-th column is typical, and again

$$q_\alpha(x_1) - q_\alpha(x_2) = \sum_{i \text{ typical}} \alpha_i(x_{1,i}^d - x_{2,i}^d) \gg M^{d-1}$$

for $\alpha_i \gg 1$ by the same argument, a contradiction.

Let us in addition order the first two columns such that

$$(6.3) \quad |x_{2,2} - x_{1,2}| \leq |x_{2,1} - x_{1,1}| \times X$$

for some parameter $1 \leq X \ll M$. Let $g = (x_{2,2}, x_{1,2})$ and fix it. For $i = 1, 2$ we can define

$$(6.4) \quad q_i = \frac{x_{3,i}^d - x_{1,i}^d}{x_{2,i}^d - x_{1,i}^d} = \rho_2 + O\left(\frac{M^{1-k}}{|x_{2,i} - x_{1,i}|}\right) = q_1 + O\left(\frac{M^{1-k}}{X}\right).$$

We choose the first column in $O(M^2X)$ ways. This determines $q_1$, which in turn determines $q_2$ as a reduced fraction with denominator of size $O(XM^{d-1}/g^d)$ in at most $\ll 1 + M^{1-k}X^{-1}(XM^{-1})^{2d}g^{-2d} \ll 1 + M^{2d-k}g^{-2d}$ ways. Since the second column is typical, we have $q_2 \neq 0, 1$. Then we can apply Lemma 1b to the first equation in (6.4) with $i = 2$ to determine the second column in $\ll (M/g)^{2/d+\varepsilon}$ ways. We conclude that the first two columns can be chosen in

$$\ll M^\varepsilon \sum_{g \ll M} M^2X\left(\frac{M}{g}\right)^{2/d}\left(1 + \frac{M^{2d-k}}{g^{2d}}\right) \ll M^{2+2/d+\varepsilon}X(M^{(d-2)/d} + M^{2d-k})$$

ways.

At this point we can compute $\rho_1, \rho_2$ (both different from 0, 1) from the non-singular matrix equation

$$\left(T^\sharp \right)^T \begin{pmatrix} \rho_1 \\ \rho_2 \end{pmatrix} = \begin{pmatrix} x_{3,1}^d \\ x_{3,2}^d \end{pmatrix}.$$
Hence for each remaining column, we can apply Lemma 1a to (6.1) to get at most $O(M^{1+\varepsilon})$ solutions for each remaining column. While still restricting our count to elements satisfying $|x_{2,1} - x_{1,1}| \asymp X$, we obtain at most

$$(6.5) \quad M^\varepsilon X(M^3 + M^{2+\frac{2}{3}+2d-k})M^{k-2}.$$ 

choices for all columns. Before we substitute this into (4.6), we also improve (4.5) a bit. Namely, by Cramer’s rule applied to the function $F(\alpha) = F(T_{1}^{-1}(\alpha - T_{2}\alpha_{2}), \alpha_{2})$ we may bound the integral over $a_{1}$ by $\ll |\det T_{1}|/|x_{2,1}^d - x_{1,1}^d| \ll |\det T_{1}|/(M^{d-1}X)$ rather than $M^{d}$, and hence $\mathcal{I}(x, M) \ll M^{d-k}/(M^{d-1}X)$. Putting this together with (6.5), we obtain

$$C_{2}(M) \ll M^\varepsilon \sup_{1 \leq X \ll M} \frac{M^{d-k}}{M^{d-1}X} X(M^3 + M^{2+\frac{2}{3}+2d-k})M^{k-2},$$

and hence the lemma.

### 6.2. Full rank

Next we consider the situation when rank$(T) = 3$ and tighten the argument of Lemma 4. We assume that $T$ is “optimally arranged” in the following way. Among all differences $|x_{j,i} - x_{j',i}|$, $1 \leq i \leq k$, $j \neq j' \in \{1, 2, 3\}$, we choose the largest and assume without loss of generality that $i = 1$ (by re-ordering columns). Next we relabel the rows if necessary and assume that

$$(6.6) \quad |x_{2,1} - x_{3,1}| \leq |x_{1,1} - x_{3,1}| \leq |x_{1,1} - x_{2,1}|.$$ 

Now we choose the second and third column appropriately to ensure

$$|x_{2,1} - x_{1,1}| \geq |x_{2,i} - x_{1,i}|, \quad i \geq 1,$$

$$|\hat{T}_{\{1,2\}}^{i} | \geq |\hat{T}_{\{1,3\}}^{i} |, \quad i \geq 2,$$

$$|\hat{T}_{\{1,3,2\}}^{i} | \geq |\hat{T}_{\{1,2,3\}}^{i} |, \quad i \geq 3,$$

where $\hat{T}_{\hat{c}}^{\hat{r}}$ is the determinant of the submatrix of $T$ consisting of the columns in $c$ and rows in $r$ (the first condition is automatic for our choice of the first column and (6.6)).

We decompose $T = (T_{1} \ T_{2})$, where

$$T_{1} = \begin{pmatrix} x_{1,1}^d & x_{1,2}^d & x_{1,3}^d \\ x_{2,1}^d - x_{1,1}^d & x_{2,2}^d - x_{1,2}^d & x_{2,3}^d - x_{1,3}^d \\ x_{3,1}^d - x_{1,1}^d & x_{3,2}^d - x_{1,2}^d & x_{3,3}^d - x_{1,3}^d \end{pmatrix}$$

is regular by the third condition in (6.7) and rank$T = 3$. We have $x_{2,1} \neq x_{1,1}$ by the first condition in (6.9) and rank$T = 3$. We also have $|\hat{T}_{\{2,3\}}^{\{1,2\}}| \neq 0$ by the second condition in (6.7) and rank$T = 3$. As in the previous proof, we can use Cramer’s rule to slightly improve the bound for $\mathcal{I}(x, M)$ in (4.9) to

$$\mathcal{I}(x, M) \ll M^{2(d-k)}|\hat{T}_{\{2,3\}}^{\{1,2\}}|^{-1},$$

and correspondingly we have

$$C_{3,-}(M, D_0) = \sup_{\substack{D_0, Z \ll X \ll M \\ \Delta \ll M^d \atop X, \Delta > 0}} \frac{M^{2(d-k)}}{\Delta} C_{3}^{-1}(M, D, \Delta; X, Z)$$
where \( C_3^1(M, D, \Delta; X, Z) \) is the number of matrices with
\[
| \det T_1 | \ll D, \quad | \tilde{T}_{\{2,3\}}^{\{1,2\}} | \asymp \Delta \neq 0, \quad |x_{2,1} - x_{1,1}| \asymp X \neq 0, \quad |x_{2,1} - x_{3,1}| \asymp Z.
\]

**Lemma 6.** For \( d \geq 2, k \geq 4 \) we have
\[
C_{3, \ast}(M, D_0) \ll M^{k + \varepsilon} \left( \left( \frac{D_0}{M^{3d}} \right)^{1/5} + M^{2d + \frac{2}{d} - \frac{3}{2}k} + M^{-2/3} \right)
\]
for every \( \varepsilon > 0 \).

**Proof.** We estimate \( C_3(M, D, \Delta; X, Z) \) in various ways.

A first count is very simple: We pick the first two columns randomly in \( O(M^6) \) ways. For the \( i \)-column we obtain an inequality from the third condition in (6.7) which reads
\[
|Ax_{1,i} + B(x_{2,i} - x_{1,i}) + C(x_{3,i} - x_{1,i})| \ll D
\]
for certain numbers \( A, B, C \) with \( A = |\tilde{T}_{\{2,3\}}^{\{1,2\}} | \asymp \Delta \). Since \( \max(|A - B - C|, |B|, |C|) \gg |A| \asymp \Delta > 0 \), we can apply Lemma 2a with \( k = 3 \) to see that there are at most \( \ll M^{3-d} D / \Delta + M^2 \) choices for the \( i \)-th column. Alternatively, we can bound this number by \( O(M^3) \) trivially. Thus we obtain
\[
\begin{align*}
\frac{M^{2(d-k)}}{\Delta} C_3^1(M, D, \Delta; X, Z) & \ll \frac{M^{2(d-k)}}{\Delta} M^6 \left( \min \left( \frac{M^{3-d} D}{\Delta}, M^3 \right) + M^2 \right)^{k-2} \\
& \ll \frac{M^{2(d-k)}}{\Delta} M^6 \left( \frac{M^{3-d} D}{\Delta} M^{3(k-3)} + M^{2(k-2)} \right) \\
& \ll \frac{M^{d+k D}}{\Delta^2} + M^{2+2d}. 
\end{align*}
\]
(6.8)

This is useful if \( \Delta \) is big.

When \( \Delta \) is smaller we can study the expression of \( \tilde{T}_{\{2,3\}}^{\{1,2\}} \) using Lemma 2c. We have
\[
|\tilde{T}_{\{2,3\}}^{\{1,2\}} | = |(x_{2,1} - x_{3,1})x_{1,2} + (x_{1,1} - x_{3,1})x_{2,2} + (x_{2,1} - x_{1,1})x_{3,2}|.
\]
(6.9)

We first dispense the case when \( Z = 0 \). In this case, we see that (6.9) becomes
\[
|(x_{1,1} - x_{3,1})(x_{2,2} - x_{3,2})| \asymp \Delta
\]
Since \( X > 0 \), we must have \( 0 < |x_{1,1} - x_{3,1}| \asymp Y \ll X \). Since \( \Delta > 0 \), we see that the number of choices for the second column can be bounded by \( O \left( M^2 \Delta / (M^{2d-2} Y) \right) \). Using \( O(MY) \) for the number of choices for the first column and the trivial bound \( O(M^3) \) for all other columns we have
\[
\frac{M^{2(d-k)}}{\Delta} C_3^1(M, D, \Delta; X, 0) \ll \frac{M^{2(d-k)}}{\Delta} \sup_{0 < Y \ll M} MY \frac{M^2 \Delta}{M^{2d-2} Y} M^{3(k-2)} \ll M^{k-1},
\]
which is admissible.

From now we assume \( Z > 0 \). By (6.6) we have \( O(MXZ) \) choices for the first column, and from (6.9) we see that the number of \( x_{1,2}, x_{2,2}, x_{3,2} \) such that \( |\tilde{T}_{\{2,3\}}^{\{1,2\}} | \ll \Delta \) is, by Lemma 2c,
bounded by
\[ M^\varepsilon \left( \frac{M^{3-d}\Delta}{(XZ)^{1/2}M^{d-1}} + \frac{M^{3-d/2}\Delta^{1/2}}{(XM^{d-1})^{1/2}} + \frac{M^{5/2-d/2}\Delta^{1/2}}{(ZM^{d-1})^{1/2}} + M^{3/2} \right) \]
\[ = M^\varepsilon \left( \frac{M^{4-2d}\Delta}{(XZ)^{1/2}} + \frac{M^{7/2-d}\Delta^{1/2}}{X^{1/2}} + \frac{M^{3-d}\Delta^{1/2}}{Z^{1/2}} + M^{3/2} \right). \]

By the second condition in (6.7), we can apply this reasoning for every \( i \)-th column with \( i \geq 2 \). Alternatively, we can choose the \( i \)-th column trivially in \( O(M^3) \) ways. In this way we obtain for \( k \geq 4 \) that
\[
\frac{M^{2(d-k)}}{\Delta} C_3^k(M, D, \Delta; X, Z)
\ll \frac{M^{2(d-k)+\varepsilon}}{\Delta} MXZ \left( \min \left( \frac{M^{4-2d}}{(XZ)^{1/2}} + \frac{M^{7/2-d}}{X^{1/2}} + \frac{M^{3-d}}{Z^{1/2}}, M^{3} \right) + M^{\frac{5}{2}} \right)^{k-1}
\ll \frac{M^{2(d-k)+\varepsilon}}{\Delta} MXZ \left( \frac{M^{4-2d}}{(XZ)^{1/2}} \right)^{2} M^{3(k-3)} + \left( \frac{M^{7/2-d}}{X} \right)^{3} M^{3(k-4)}
\ll \frac{M^{k+\varepsilon}}{M^{2d}} \left( \frac{M^{1/2}}{\Delta} + \frac{1}{M} + \frac{M^{(3+4d-3k)/2}}{\Delta} \right).
\]

This would suffice for \( k > \frac{1}{3}(4d+3) \) and we improve this by a third argument under the general assumption
\[
0 < \Delta \ll M^{2d-2}
\]
with a sufficiently small implied constant. We write the second condition in (6.7) for the determinant \( \hat{f}_{\{1, 2\}, \{3\}} \) with \( i \geq 2 \) as
\[
| (x_{2, 1}^{d} - x_{1, 1}^{d}) (x_{3, i}^{d} - x_{1, i}^{d}) - (x_{3, 1}^{d} - x_{1, 1}^{d}) (x_{2, i}^{d} - x_{1, i}^{d}) | =: D_i \ll D_2 \times \Delta.
\]

As before we call the \( i \)-th column typical if the set \( C_i = \{x_{1, i}, x_{2, i}, x_{3, i}\} \) has cardinality 3. We first observe that as long as \( D_i \neq 0 \), the case \( \#C_i < 3 \) or \( \#C_i < 3 \) cannot occur, since otherwise (6.12) would be violated. This applies in particular for \( i = 2 \) and so the first two columns are typical. On the other hand, if \( D_i = 0 \) for some \( i > 2 \), then either the \( i \)-th column is typical or we must have \( x_{2, i} = x_{1, i} = x_{3, i} \) since we know that the first column is typical and \( D_i \ll \Delta \) satisfies (6.12).

We first choose the first column in \( \ll MX^2 \ll M^3 \) ways. Let us now consider the \( i \)-th column for some \( i \geq 2 \). If this column is not typical, then we can choose it in \( O(M) \) ways. Suppose now that it is typical, then we can assume \( |x_{2, i} - x_{1, i}| \asymp Y \) with \( 0 < Y \leq X \) by the first condition in (6.7). Now we can re-write (6.13) as
\[
|q_1 - q_i| \ll \frac{\Delta}{M^{2(d-1)}XY}, \quad q_i = \frac{x_{3, i}^{d} - x_{1, i}^{d}}{x_{2, i}^{d} - x_{1, i}^{d}} \not\in \{0, 1\}.
\]

Let \( g_i = (x_{1, i}, x_{2, i}, x_{3, i}) \) and fix it. Since \( q_1 \) is already fixed by the first column, the number of choices for \( q_i \) as a fraction with denominator \( \asymp Y M^{d-1} g_i^{-d} \) is at most
\[
1 + \frac{\Delta}{M^{2(d-1)}XY} (Y M^{d-1} g_i^{-d})^2 \ll 1 + \frac{\Delta}{X g_i^{2d}} \ll 1 + \frac{\Delta}{g_i^{2d}}.
\]
Once \( g_i, q_i \) are fixed with \( q_i \not\in \{0,1\} \), we can apply Lemma 1b to (6.14) to see that the \( i \)-th column can be chosen in \( O((M/g_i)^{2/d+\varepsilon}) \) ways. Summing over \( g_i \ll M \) we see that the number of choices for the \( i \)-th column can be bounded by

\[
M + \sum_{g_i \ll M} \left( 1 + \frac{\Delta}{g_i^2d} \right) \left( \frac{M}{g_i} \right)^{2/d+\varepsilon} \ll M^{1+\varepsilon} + \Delta M^{2/d+\varepsilon}.
\]

Thus we obtain altogether

\[
\frac{M^{2(d-k)}}{\Delta} C_3^1(M, D, \Delta; X, Z) \ll \frac{M^{2(d-k)+\varepsilon}}{\Delta} M^3(M + \Delta M^{2/d})^{k-1} \ll M^{\varepsilon}(M^{2d-k+2} + \Delta^{k-2} M^{2d+3-2k+2(k-1)/d})
\]

under the assumption (6.12).

We now combine (6.10), (6.11) and (6.16) as follows: if \( \Delta \gg M^{3/2-2/d} \) we apply (6.10) and (6.11), otherwise we can use (6.16) since (6.12) is satisfied. In this way we obtain

\[
\frac{M^{2(d-k)}}{\Delta} C_3^1(M, D, \Delta, X, Z) \ll M^{k+\varepsilon} \left( M^{2(d-k+1)} + M^{2d-3k/2+2/d} + \frac{1}{M} + \frac{\Delta^{1/2}}{M} + \frac{\Delta}{M^{2d}} \right).
\]

We can drop the first term for \( k \geq 4 \) and combine the rest with (6.8). Using appropriate geometric means, we have

\[
\min \left( \frac{M^dD}{\Delta^2} + \frac{M^{2d-2k}}{\Delta}, \frac{\Delta^{1/2}}{M^{2d}} \right) \ll \frac{D^{1/3}}{M^{1/3}} + M^{1-k/2} + \frac{D^{1/5}}{M^{3d/5}} + M^{(2-k)/3} \ll \frac{D^{1/5}}{M^{3d/5}} + M^{(2-k)/3} \leq \frac{D^{1/5}}{M^{3d/5}} + M^{-2/3}
\]

for \( k \geq 4 \) and \( D \ll M^{3d} \). In this way we obtain

\[
\frac{M^{2(d-k)}}{\Delta} C_3^1(M, D, \Delta, X, Z) \ll M^{k+\varepsilon} \left( M^{2d-3k/2+2/d} + M^{-2/3} + \frac{D^{1/5}}{M^{3d/5}} \right).
\]

This completes the proof.

Lemmas 5 and 6 suffice as soon as \( k > \frac{4d}{3} + \frac{4}{3d} \) in which case we need \( k \geq 4 \) when \( d = 2 \). In the following we improve Lemma 5 and Lemma 6 to allow \( k = 3 \) when \( d = 2 \).

6.3. Small ranks: the case \( d = 2 \). We start with a variation of Lemma 5 for \( d = 2 \).

**Lemma 7.** We have \( C_2(M; 3, 3, 2) \ll M^{7/3+\varepsilon} \) for any \( \varepsilon > 0 \).

**Proof.** We assume throughout this proof \( (k, \ell, d) = (3, 3, 2) \). As in the proof of Lemma 5 we can assume that the first two columns are typical and define (6.4) for \( i = 1, 2 \). We write

\[
q_i = \frac{a_i}{b_i}, \quad (a_i, b_i) = 1, \quad b_i > 0, \quad q_i \not\in \{0,1\}, \quad i = 1, 2.
\]

We recall the definition of \( X \) in (6.3), which gives \( O(M^2X) \) choices for the first column. Once the first column is chosen, we have \( q_1 \) is determined and then we decompose \( b_1 \) into dyadic ranges with \( b_1 \asymp B \ll MX \).

Next we consider the second column. Let \( g = (x_{1,2}, x_{2,2}, x_{3,2}) \) and fix it. Let us first assume that \( q_2 \neq q_1 \). In this case we observe that \( |q_2 - q_1| \geq 1/(b_1 b_2) \), so (6.4) implies \( b_2 \gg M^2X/B \). We also have \( b_2 \ll MX/g_2^2 \) from (6.3) and thus we must have \( g^2 \ll B/M \ll X \) whenever \( b_2 \) exists. We determine \( q_2 \) from (6.4) in \( \ll 1 + M^{-2}X^{-1}(X/M/g_2^2)^2 = 1 + X/g^4 \ll X/g^2 \) ways (using \( g^2 \ll X \)). Now (6.4) yields a non-degenerate ternary quadratic form in
\(x_{j,2}/g, 1 \leq j \leq 3\) with determinant \(|a_2b_2(b_2 - a_2)| \gg |b_2|^2\). Since \((a_2, b_2) = 1\), Lemma 1c shows that the triple \(x_{j,2}/g, 1 \leq j \leq 3\), can be chosen in at most
\[
\ll M^\varepsilon \left(1 + \frac{M}{g|b_2|^{2/3}}\right) \ll M^\varepsilon \left(1 + \frac{MB^{2/3}}{g(M^2X)^{2/3}}\right)
\]
ways. Thus the second column (with fixed \(g\)) can be chosen in
\[
\ll \frac{X}{g^2} \cdot M^\varepsilon \left(1 + \frac{MB^{2/3}}{g(M^2X)^{2/3}}\right)
\]
ways if \(q_2 \neq q_1\). On the other hand, if \(q_2 = q_1\), then simply by Lemma 1a we can choose the triple \(x_{j,2}/g, 1 \leq j \leq 3\), in \(O(M^{1+\varepsilon}/g)\) ways.

Finally, once the first and second columns are determined, as in the proof of Lemma 5 the last column is determined in \(O(M^{1+\varepsilon})\) ways. For \(d = 2, \ell = k = 3\) we conclude that
\[
C_2(M) \ll M^\varepsilon \sum_{g \leq M \atop \delta \leq X \leq M} \sup_{B \in X/M} \frac{1}{M^2X} M^2X \left(\frac{M}{g} + \frac{X}{g^2} \left(1 + \frac{MB^{2/3}}{g(M^2X)^{2/3}}\right)\right) \ll M^{7/3+\varepsilon}.
\]
This completes the proof.

6.4. Full rank: the case \(d = 2\). We proceed with a variation of Lemma 6 for \(d = 2, \ell = k = 3\).

Lemma 8. If \(d = 2, \ell = k = 3\), then
\[
C_{3,-}(M, D_0) \ll M^{3+\varepsilon} \left(\frac{D_1^{1/3}}{M^2} + M^{-\frac{1}{140}}\right)
\]
for every \(\varepsilon > 0\).

Proof. We want to improve (6.16) if \(d = 2\). Again we see that the assumption (6.12) implies that the first two columns are typical and the third column is typical unless \(D_3 = 0\) (with the notation as in (6.13)), in which case \(x_{1,3} = x_{2,3} = x_{3,3}\). Therefore we see that (6.14) is well defined for \(i = 1, 2\) and we can write
\[
q_i = \frac{a_i}{b_i}, \quad (a_i, b_i) = 1, \quad b_i > 0, \quad q_i \not\in \{0, 1\} \quad i = 1, 2.
\]
Recall \(Y \asymp |x_{2,2} - x_{1,2}| \leq |x_{2,1} - x_{1,1}| \asymp X\). Define \(g = (x_{1,2}, x_{2,2}, x_{3,2}) \ll M\) and fix it. From (6.13) we have \(g^2 \mid D_2 \asymp \Delta\) and thus \(g \leq \Delta^{1/2}\). We fix the first column in \(O(MX^2)\) ways and this determines \(q_1\). Next we consider the second column. Since \(D_2 \asymp \Delta > 0\), we have \(q_2 \neq q_1\). Then from \(|q_2 - q_1| \geq (b_1b_2)^{-1}\) and (6.14) with \(i = 2, d = 2\) we must have
\[
b_2 \geq \frac{M^2XY}{\Delta b_1}
\]
whenever \(q_2\) exists. Since \(q_2 \neq 0, 1\), we see that \(x_{1,2}, x_{2,2}, x_{3,2}\) satisfy a non-degenerate ternary quadratic equation with determinant \(|a_2b_2(b_2 - a_2)| \gg b_2^2\). Since \((a_2, b_2) = 1\), Lemma 1c shows that we can choose the triple \(x_{j,2}/g, 1 \leq j \leq 3\), in at most
\[
\ll M^\varepsilon \left(1 + \frac{M}{g|b_2|^{2/3}}\right) \ll M^\varepsilon \left(1 + \frac{M|\Delta b_1|^{2/3}}{g(M^2XY)^{2/3}}\right) \ll M^\varepsilon \left(1 + \frac{M^{1/3}\Delta^{2/3}}{gY^{2/3}}\right)
\]
ways for fixed $q_2 \neq q_1$ and fixed $g$ (using $|b_1| \ll MX$). As in (6.15), the number of $q_2$ can be bounded by

$$1 + \frac{\Delta}{M^2 X Y} \left( \frac{YM}{g^2} \right)^2 \ll 1 + \frac{\Delta Y}{g^4 X} \ll \Delta,$$

which together with (6.17) gives a total contribution

$$(6.18) \quad M^\varepsilon \sum_{g \leq \Delta^{1/2}} \left( 1 + \frac{\Delta Y}{g^4 X} \right) \left( 1 + \frac{M^{1/3} \Delta^{2/3}}{g Y^{2/3}} \right) \ll M^\varepsilon \left( \Delta^{2/3} M^{1/3} + \Delta + \frac{M^{1/3} \Delta^{5/3}}{X^{2/3}} \right)$$

for the number of choices for the second column. We can use the (6.18) for the number of choices for the third column when $D_3 \neq 0$ and $O(M)$ when $D_3 = 0$. Therefore we have

$$\frac{1}{M^2 \Delta} C_3^\dagger (M, D, \Delta; X, Z) \ll \frac{M^\varepsilon}{M^2 \Delta} M X^2 \left( \Delta^{2/3} M^{1/3} + \Delta + \frac{M^{1/3} \Delta^{5/3}}{X^{2/3}} \right) \left( M + \Delta + \frac{M^{1/3} \Delta^{5/3}}{X^{2/3}} \right)$$

$$\ll M^\varepsilon (\Delta^{7/3} M^{1/3} + \Delta^{4/3} M + M^2 + \Delta^{2/3} M^{5/3}) \ll M^\varepsilon (\Delta^{7/3} M^{1/3} + M^{11/5}).$$

We also need to improve (6.11) for $d = 2, \ell = k = 3$, which was based on Lemma 2c. Here we can use the special case $d = 2$ of Lemma 2c in (6.9) together with (6.6) for the second and third columns and obtain

$$(6.20) \quad \frac{1}{M^2 \Delta} C_3^\dagger (M, D, \Delta; X, Z) \ll \frac{M^\varepsilon}{M^2 \Delta} \sup_{0 \leq \Delta \leq Y \leq X} \frac{MY Z}{Y M + M \Delta + M^2} \left( M + \frac{\Delta Y}{X M} \right)$$

$$\ll M^\varepsilon \left( \frac{\Delta}{M} + \frac{M^4}{\Delta} + M^2 \right).$$

We now finish the argument exactly as before, but by replacing (6.16) with (6.19) and (6.11) by (6.20). Combining (6.19) and (6.20) using suitable geometric means gives

$$\frac{1}{M^2 \Delta^2} C_3^\dagger (M, D, \Delta, X, Z) \ll M^\varepsilon (\Delta M^{-1} + M^{3 - \frac{1}{10}} + M^{11/5}) \ll M^\varepsilon (\Delta M^{-1} + M^{3 - \frac{1}{10}}).$$

Combining this with (6.8) and (6.10) completes the proof of the lemma.

### 7. The case $\ell = 2$

In this final section we consider $L^2$-convergence for the pair correlation function and prove Theorem 2 and the other half of Theorem 5. Throughout this section we assume $\ell = 2$.

As in the proof of Theorem 1, we consider the matrix

$$T = \begin{pmatrix} x_{1,1}^d & \cdots & x_{1,k}^d \\ x_{2,1}^d - x_{1,1}^d & \cdots & x_{2,k}^d - x_{1,k}^d \\ y_{1,1}^d & \cdots & y_{1,k}^d \\ y_{2,1}^d - y_{1,1}^d & \cdots & y_{2,k}^d - y_{1,k}^d \end{pmatrix}.$$
For the proof of Theorem 2 we assume \( k \geq 4 \). We can arrange the columns so that
\[
|x_{2,1} - x_{1,1}| \geq |x_{2,i} - x_{1,i}|, \quad i \geq 1, \quad |x_{2,1} - y_{1,1}| \geq |y_{2,1} - y_{1,1}|,
\]
where \( \hat{T}_s^{\{1,2\}} \) is the determinant of the submatrix of \( T \) consisting of the columns in \( \mathbf{c} \) and rows in \( \mathbf{r} \). We partition the count into
\[
|\hat{T}_s^{\{1,2\}}| \geq |\hat{T}_s^{\{1,1\}}|, \quad i \geq 2,
\]
where \( \hat{T}_s^{\{1,2\}} \) is the determinant of the submatrix of \( T \) consisting of the columns in \( \mathbf{c} \) and rows in \( \mathbf{r} \). We partition the count into
\[
|\hat{T}_s^{\{1,2\}}| \geq |\hat{T}_s^{\{1,1\}}|, \quad i \geq 3,
\]
\[
|\hat{T}_s^{\{1,2,3\}}| \geq |\hat{T}_s^{\{1,2,3\}}|, \quad i \geq 4,
\]
\[
|\hat{T}_s^{\{1,2,3,4\}}| \geq |\hat{T}_s^{\{1,2,3,4\}}|, \quad i \geq 4,
\]
\[(7.1)\]
where \( \hat{T}_s^{\{1,2\}} \) is the determinant of the submatrix of \( T \) consisting of the columns in \( \mathbf{c} \) and rows in \( \mathbf{r} \). We partition the count into
\[
|\hat{T}_s^{\{1,2\}}| \geq |\hat{T}_s^{\{1,1\}}|, \quad i \geq 2,
\]
\[(7.2)\]
for parameters \( X > 0 \) and \( Y, D_2, D_3, D_4 \geq 0 \).

7.1. Small ranks. We start with an upper bound for
\[
C_s^{(2)}(M) = C_s^{(2)}(M; k, \ell, d) = \sum_{x_1, \ldots, x_{\ell} \in \mathbb{N}^k} \sum_{y_1, \ldots, y_{\ell} \in \mathbb{N}^k} \sum_{\text{rank} \mathbf{T} = \ell} T^{(2)}(x, y, M)
\]
for \( r = 2, 3 \) with \( T^{(2)}(x, y, M) \) as in (3.7).

Lemma 9. Let \( d \geq 2, \ k \geq \max(d, 4) \). We have
\[
C_s^{(2)}(M; k, 2, d) \ll M^{k+2} + M^{6+\varepsilon}
\]
for any \( \varepsilon > 0 \).

Proof. The only way \( \text{rank}(\mathbf{T}) = 2 \) can happen is if \( \mathbf{y}_1 \) and \( \mathbf{y}_2 \) are linearly dependent on \( \mathbf{x}_1, \mathbf{x}_2 \). So we can write
\[
y_{1,i}^d = \rho_1 x_{1,i}^d + \rho_2 x_{2,i}^d, \quad y_{2,i}^d = \sigma_1 x_{1,i}^d + \sigma_2 x_{2,i}^d.
\]
for some \( \rho_i, \sigma_i \in \mathbb{R} \). In the notation of (5.2) the change of variable matrix is the upper left 2-by-2 block
\[
T_1 = \begin{pmatrix}
x_{1,1}^d & x_{1,2}^d \\
x_{2,1}^d - x_{1,1}^d & x_{2,2}^d - x_{1,2}^d
\end{pmatrix}
\]
of \( T \), and we introduce variables \((a_1^d, a_2^d) = T_1 \alpha_1 + T_2 \alpha_2 \in \mathbb{R}^2 \) with \( (\alpha_1^d, \alpha_2^d) \in \mathbb{R}^{2+(k-2)} \). The integral over \( \alpha_2 \) is \( O(1) \), the integral over \( a_2 = q_\alpha(x_2) - q_\alpha(x_1) \ll M^{d-k} \) is \( O(M^{d-k}) \), and by Cramer’s rule the integral over \( a_1 \) is \( \ll |\det T_1|/|x_{2,1}^d - x_{1,1}^d| \ll |\det T_1|/M^{d-1}X \). Thus we have in total \( T^{(2)}(x, y, M) \ll M^{1-k}/X \).

Suppose first that \( \rho_2 = \sigma_2 = 0 \). Then we determine the first column trivially in \( O(M^3X) \) ways which determines \( \rho_1 \) and \( \sigma_2 \) so that every other column can be chosen in \( O(M^2) \) ways. This gives a contribution
\[
\frac{M^{1-k}}{X} M^3 X M^{2(k-1)} = M^{k+2}.
\]
Suppose from now on without loss of generality \( \rho_1 \rho_2 \neq 0 \). Choose the first two columns in \( M^2X \) ways. This determines \( \rho_1, \rho_2, \sigma_1, \sigma_2 \) since the upper 2-by-2 block is invertible. For every other column we apply Lemma 1a with \( k = 3 \) to the first equation in (7.3) to determine
\(x_{1,i}, x_{2,i}, y_{1,i}\), and then \(y_{2,i}\) is determined from the second equation in (7.3). This gives a contribution
\[
\frac{M^{1-k}}{X} M^7 X M^{(1+\varepsilon)(k-2)} = M^{6+\varepsilon}
\]
and completes the proof.

**Lemma 10.** For \(d \geq 2, k \geq \max(d, 4)\) we have
\[
C_{3}^{(2)}(M; k, 2, d) \ll M^\varepsilon (M^{2k-1} + M^{2d+2})
\]
for any \(\varepsilon > 0\).

**Proof.** We may assume without loss of generality that
\[
y_{1,1}^d = \rho_1 x_{1,1}^d + \rho_2 x_{2,1}^d + \rho_3 y_{2,1}^d
\]
for some \(\rho_i \in \mathbb{R}\). As a change of variable matrix we can take the submatrix with entries in the first three columns and 1, 2, 4-th rows of \(T\), i.e.
\[
T_1 = \begin{pmatrix}
  x_{1,1}^d & \cdots & x_{1,3}^d \\
  x_{2,1}^d - x_{1,1}^d & \cdots & x_{2,3}^d - x_{1,3}^d \\
  y_{2,1}^d - y_{1,1}^d & \cdots & y_{2,3}^d - y_{1,3}^d
\end{pmatrix}
\]
whose determinant is of size \(D_3\) by (7.2). Since \(\text{rank} \, T = 3\), we have \(D_2, D_3 > 0\). As before we see (using Cramer’s rule) that
\[
\mathcal{I}(x, y, M) \ll M^{2d-2k}/D_2.
\]

Let us first deal with the case \(Y = 0\). The first column has \(M^2 X\) choices since \(y_{2,1} = y_{1,1}\). In the second column we pick \(x_{1,2}, x_{2,2}, y_{1,1}\) randomly. The second condition in (7.1) now reads
\[
|x_{2,1}^d - x_{1,1}^d| (y_{2,2}^d - y_{1,2}^d) \asymp D_2.
\]
Thus \(0 \neq |y_{2,2} - y_{1,2}| \ll D_2 / X M^{2d-2}\). Treating all other columns trivially by \(O(M^4)\), we obtain a contribution
\[
\frac{M^{2d-2k}}{D_2} \cdot M^2 X \cdot M^3 X M^{2d-2} \cdot M^{4(k-2)} = M^{2k-1}.
\]
(This argument could be improved in the present case, but we will reuse it in the next lemma.)

From now on assume \(Y > 0\). We first consider the case when \(\rho_2 = \rho_3 = 0\) (or similarly \(\rho_1 = \rho_3 = 0\)). Choose the first column in \(O(M^2 X Y)\) ways using (7.2). This determines \(\rho_1 \neq 0\) and so that we have trivially \(O(M^3)\) choices for all other columns. Alternatively, we can forget about \(\rho_1\) and use the second condition in (7.1) in the form
\[
|(x_{2,1}^d - x_{1,1}^d)(y_{2,i}^d - y_{1,i}^d) - (y_{2,1}^d - y_{1,1}^d)(x_{2,i}^d - x_{1,i}^d)| \ll D_2.
\]
Using Lemma 2b together with the trivial bound, the number of choices for the \(i\)-th column can be bounded by
\[
M^\varepsilon \min \left( \frac{D_2 M^{4-d}}{M^{d-1} X Y} + \frac{D_2^{1/2} M^{3-d/2}}{M^{(d-1)/2} Y^{1/2}} + M^2, M^3 \right).
\]
This gives a contribution towards $C_3^{(2)}(M)$ when $k \geq 3$

$$\frac{M^{2d-2k+\varepsilon}}{D_2} M^2 XY \left( \min \left( \frac{D_2 M^{4-d}}{M^{d-1}\sqrt{XY}}, \frac{D_2^{1/2} M^{3-d/2}}{M^{(d-1)/2}Y^{1/2}}, M^3 \right) + M^2 \right)^{k-1}$$

(7.8)

$$\ll \frac{M^{2d-2k+\varepsilon}}{D_2} M^2 XY \left( \frac{D_2 M^{4-d}}{M^{d-1}\sqrt{XY}} + \frac{D_2^{1/2} M^{3-d/2}}{M^{(d-1)/2}Y^{1/2}} + M^2 \right)^{k-1}$$

$$\ll M^\varepsilon \left( M^{k+2} + \frac{M^{2d+2}}{D_2} \right).$$

From now on we can assume that (7.4) is at least a ternary form (i.e. at least two $\rho_i$'s are non-zero). We fix the first column randomly in $O(M^2XY)$ ways. For the next two columns we apply Lemma 2b to the determinant equation (7.7). Then $\rho_1, \rho_2, \rho_3$ are determined since the relevant $3 \times 3$ block $T_1$ of $T$ in (7.5) is invertible. For the rest of the columns we can apply Lemma 1a using (7.4) with $k = 3, 4$ depending on whether $\rho_1\rho_2\rho_3 = 0$ or not. This gives a total contribution

$$\frac{M^{6-2d}D_2 + XM^3 + \frac{M^{2d}}{D_2} XY}{M^\varepsilon \left( M^{6-2d} D_2 + XM^3 + \frac{M^{2d}}{D_2} XY \right) \ll M^{2d+2+\varepsilon}}.$$

Combining (7.8) and (7.9) together with (7.6) completes the proof.

7.2. **Full rank.** Now we consider the case rank $T = 4$ and so we can assume $D_2, D_3, D_4 > 0$ in (7.2) from assumptions in (7.1).

**Lemma 11.** For $d \geq 2, k \geq \max(4, d)$ we have

$$C_4^{(2)}(M, D_0) \ll M^\varepsilon \left( M^{2k} \frac{D_0^{1/7}}{M^{d/7}} + M^{2k-1} + M^{(7k+3)/4} + M^{2d+2} \right)$$

for any $\varepsilon > 0$.

**Proof.** In the case rank($T$) = 4, the usual change of variables in (3.7) is

$$(a_1, a_2, a_3, a_4)^T = T\alpha = (q_\alpha(x_1), q_\alpha(x_2) - q_\alpha(x_1), q_\alpha(y_1), q_\alpha(y_2) - q_\alpha(y_1))^T$$

and $\alpha = T_1\alpha_1 + T_2\alpha_2$ with the notation as in (3.8) and the subsequent line. For the integral over $a_1, a_3$ we use that the support $F$ implies that $T_1^{-1} (a_1, *, a_3, *)^T$ lies in a box of length $O(1)$ (depending on $a_2, a_4$), and by a (generalized version of) Cramer’s rule, this volume is at most $\ll |\det T_1|/D_2$. The integral over $\alpha_2$ is $O(1)$ and the integral over $a_2, a_4$ is $O(M^{2d-2k})$, so that in total

$$\mathcal{I}^{(2)}(x, y, M) \ll \frac{M^{2d}}{D_2} M^{-2k}.$$

The case $Y = 0$ yields verbatim as in (7.6) a contribution $O(M^{2k-1})$, and from now on we assume $Y > 0$. We have various bounds depending on the size of $D_2$. 
For the $i$-th column we consider (7.7) as an inequality in $x_{1,i}, x_{2,i}, y_{1,i}, y_{2,i}$. We can apply Lemma 2b for the $i$-th column or alternatively the trivial bound $O(M^4)$ getting
\[
M^\varepsilon \frac{M^{2d-2k}}{D_2} M^2 XY \left( \min \left( \frac{D_2 M^{4-d}}{M^{d-1} \sqrt{XY}} + \frac{D_2^{1/2} M^{3-d/2}}{M^{d-1/2} Y^{1/2}}, M^2 \right) + M^2 \right)^{k-1}
\]

(7.10)
\[
\ll M^\varepsilon \frac{M^{2d-2k}}{D_2} M^2 XY \left( \frac{D_2^2 M^{2(4-d)}}{M^{2(d-1)} XY} + \frac{D_2 M^{6-d}}{M^{d-1} Y} \right) M^4(k-3) + M^{2(k-1)}
\]
\[
\ll M^\varepsilon \frac{M^{2k} D_2}{M^{2d}} + M^{2k-2} + \frac{M^{2d+2}}{D_2}.
\]

This is useful when $D_2 \ll M^{2d-\delta}$ for some $\delta > 0$.

When $D_2$ is large, we use information from $3 \times 3$ determinants as described in the third condition in (7.1). Here we choose the first two columns randomly in $O(M^8)$ ways. Then for any other column we apply Lemma 2a with $k = 4$ getting $O(M^{4-d} D_3 / D_2 + M^3)$ choices using the third condition in (7.1). Indeed, the coefficient of $x_{1,i}^d$ is $\hat{T}_{(2,4)}^{[1,2]} + \hat{T}_{(1,4)}^{[1,2]}$ and the coefficient of $x_{2,i}^d$ is $-\hat{T}_{(1,4)}^{[1,2]}$, so the maximum of the absolute values of the coefficients is $\gg D_2$. Alternatively we can chose the $i$-th column trivially in $M^4$ ways. When $k \geq 3$ this gives a contribution
\[
\frac{M^{2d-2k}}{D_2} M^8 \left( \min \left( \frac{M^{4-d} D_3}{D_2}, M^4 \right) + M^3 \right)^{k-2}
\]
\[
\ll \frac{M^{2d-2k}}{D_2} M^8 \left( \frac{M^{4-d} D_3}{D_2} M^{4(k-3)} + M^{3(k-2)} \right) \ll \frac{M^{2k+d} D_3}{D_2^2} + \frac{M^{k+2d+2}}{D_2}.
\]

Combining this with (7.10), we obtain for $k \geq 3$ that
\[
(7.11) \quad M^\varepsilon \left( \frac{M^{2k-d} D_3^{1/3}}{M^{4d/7}} + M^{1+3k/2} + M^{2k-2} + M^{2d+2} \right)
\]

This is useful when $D_3 \ll M^{3d-\delta}$. When $D_3$ is large, we use instead the fourth condition in (7.1), in the exact same way we also have the bound (observing that $D_3 \ll D_2 M^d$ by (7.1))
\[
\frac{M^{2d-2k+d}}{D_3} M^{12} \left( \min \left( \frac{M^{4-d} D_4}{D_3}, M^4 \right) + M^3 \right)^{k-3}
\]
\[
\ll \frac{M^{2d-2k+d}}{D_3} M^{12} \left( \frac{M^{4-d} D_4}{D_3} M^{4(k-4)} + M^{3(k-3)} \right) \ll \frac{M^{2k+2d} D_4}{D_3^2} + \frac{M^{k+3d+3}}{D_3}.
\]

Combining this with (7.11) gives the final bound
\[
M^\varepsilon \left( \frac{M^{2k} D_4^{1/7}}{M^{4d/7}} + M^{(7k+3)/4} + M^{2k-2} + M^{2d+2} \right)
\]

Recalling (7.6) for the case $Y = 0$, we complete the proof of the lemma.

7.3. The linear case. In order to complete the proof of Theorem 2 based on Proposition 3, we also need to verify (3.6) for $\ell = 2, k \geq d$ and some $0 < \eta, \delta' < 1$. This is much simpler than the analysis in Lemmas 9 – 11 and can be dealt with quickly.

**Lemma 12.** For $k \geq d \geq 2 = \ell$, we have
\[
\mathcal{C}_{2,-}(M, D_0) \ll M^{k+\varepsilon} \frac{D_0}{M^{2d}}
\]
for any $\varepsilon > 0$. 
Proof. Here we define $T$ as in (3.4) with $\ell = 2$. Since we must have $\text{rank}(T) = 2$, we can rearrange columns of $T$ so that $X \succeq |x_{2,1} - x_{1,1}| \geq |x_{2,i} - x_{1,i}|$ for all $i \geq 2$. Using the change of variable matrix $T_1$ defined by

$$T_1 = \begin{pmatrix} x_{1,1}^d & x_{1,2}^d \\ x_{2,1}^d - x_{1,1}^d & x_{2,2}^d - x_{1,2}^d \end{pmatrix}$$

we see that

$$I(x, M) \ll \frac{1}{|\text{det}T_1|} \frac{M^{d-k}|\text{det}T_1|}{M^{d-1}X} = \frac{1}{M^{k-1}X}. $$

Note that $|\text{det}T_1| \ll D_0$ implies

$$\frac{D_0}{M^{2d-2}} \gg |x_{1,1}x_{2,2} - x_{1,2}x_{2,1}| = |x_{1,1}(x_{2,2} - x_{1,2}) - x_{1,2}(x_{2,1} - x_{1,1})|. $$

We fix $|x_{2,2} - x_{1,2}| \ll X$ and $|x_{1,1}| \ll M$ and any integer $\ll D_0/M^{2d-2}$, then by a divisor argument $x_{1,2} \neq 0$ and $x_{2,1} - x_{1,1} \neq 0$ are fixed up to a factor $M^\varepsilon$. Hence the first two columns can be chosen in $\ll M^2MXD_0/M^{2d-2}$ ways. All other columns can be bounded trivially in $O(M^2)$ ways, so that

$$C_{2 homosexually}(M, D_0) \ll \frac{M^\varepsilon}{M^{k-1}X}MX \frac{D_0}{M^{2d-2}}M^{2(k-2)} \ll M^{k+\varepsilon} \frac{D_0}{M^{2d}}$$

as desired.

7.4. The case $d = 2$. Finally we prove the second half of Theorem 5, so we assume $d = \ell = 2$. The results in the previous sections, in particular Lemmas 9 – 11 suffice for the case $k \geq 4$, so from now on we assume $k = 3$. This case is notationally different from the general set-up in Section 3 in that the definition of $T$ in (3.8) requires $k \geq 2\ell = 4$ for the change of variable matrix to exists. Here we consider instead the matrix

$$T = \begin{pmatrix} x_{2,1}^2 - x_{1,1}^2 & x_{2,2}^2 - x_{1,2}^2 & x_{2,3}^2 - x_{1,3}^2 \\ y_{2,1}^2 - y_{1,1}^2 & y_{2,2}^2 - y_{1,2}^2 & y_{2,3}^2 - y_{1,3}^2 \end{pmatrix}. $$

We can arrange the columns so that

$$|x_{2,1} - x_{1,1}| \geq |x_{2,i} - x_{1,i}|, $$

$$X \succeq |x_{2,1} - x_{1,1}| \geq |y_{2,1} - y_{1,1}| \simeq Y, $$

$$D_2 \simeq |T_{\{1,2\}}| \geq |T_{\{1,i\}}, i \geq 2. $$

where $T^i_\varepsilon$ is the determinant of the submatrix $T$ with entries in columns in $\varepsilon$ and rows in $\tau$.

Let us first assume that $\text{rank}(T) = 2$ so that $D_2 > 0$. After the change of variables

$$a = (a_1, a_2)^T = (q_\alpha(x_2) - q_\alpha(x_1), q_\alpha(y_2) - q_\alpha(y_1))^T, $$

the integration over $a_1, a_2$ in $I^{(2)}(x, y, M)$ defined in (3.7) is $O(M^{2(d-k)})$, so that the entire integral is bounded by

$$I^{(2)}(x, y, M) \ll M^{2(d-k)}D_2^{-1} = (M^2D_2)^{-1}. $$

Let us quickly deal with the case $Y = 0$ as in (7.6). Here we choose the first column in $O(M^2X)$ ways and we choose the remaining four $x$-variables in $O(M^2X^2)$ ways by the first condition in (7.12). The third condition in (7.12) now implies that $|y_{2,i} - y_{1,i}| \ll
\(D_2/M^2X\) for \(i = 2, 3\). Note that \(y_{2,2} - y_{1,2} \neq 0\) since otherwise the conditions \(Y = 0\) and \(q_\alpha(y_2) - q_\alpha(y_1) \ll M^{d-k}\) imply \(y_1 = y_2\). Thus we get a total contribution of

\[
(7.13) \quad \frac{1}{M^2D_2} M^2X \cdot M^2X^2 \cdot M^2 \frac{D_2}{M^2X} \left(1 + \frac{D_2}{M^2X}\right) = M^2X^2 + D_2X \ll M^4 + D_2M.
\]

From now on we assume \(Y \neq 0\). The first column can be chosen in \(O(M^2XY)\) ways. Applying Lemma 2b with \(d = 2\) to the third condition in (7.12), we can bound the number of choices for the second and third column by

\[
(7.14) \quad M^\varepsilon \left(\frac{M^2D_2}{MX} + \frac{MD_2}{MY} + M^2\right).
\]

Therefore a bound towards \(C_2^{(2)}(M)\) satisfying (7.12) is given by

\[
\frac{M^\varepsilon}{M^2D_2} M^2XY \left(\frac{M^2D_2}{MX} + \frac{MD_2}{MY} + M^2\right)^2 \ll M^\varepsilon \left(M^2D_2 + D_2 + \frac{M^6}{D_2}\right).
\]

which together with (7.13) gives (using \(D_2 \ll M^4\))

\[
(7.15) \quad M^\varepsilon \left(M^2D_2 + M^4 + \frac{M^6}{D_2}\right).
\]

We complement this with the following alternative bound under the assumption \(D_2 \ll M^2\) with a sufficiently small constant. This plays the same role as the condition (6.12), and as in that discussion we see that in this case none of the entries in the first two columns of \(T\) can vanish as \(D_2 \neq 0\). Fix \(g = (x^2_{2,1} - x^2_{1,1}, y^2_{2,1} - y^2_{1,1}) \ll MY\). Then the first column of \(T\) can be chosen in \(O(M^2XY/g^2)\) ways. For the second column we consider the determinant equation

\[
|a(y^2_{2,2} - y^2_{1,2}) - b(x^2_{2,2} - x^2_{1,2})| \times D_2, \quad a = (x^2_{2,1} - x^2_{1,1})/g, \quad b = (y^2_{2,1} - y^2_{1,1})/g.
\]

Since \((a, b) = 1\), by a divisor argument we find at most \(T_2M^{2+\varepsilon}/|a|\) solutions for the second column. Using (7.14) for the third column we obtain a contribution in total

\[
\frac{M^\varepsilon}{M^2D_2} \sum_{g \ll MY} \frac{M^2XY}{g^2} \left(\frac{T_2M^2}{MX/g}\right) \left(\frac{M^2D_2}{MX} + \frac{MD_2}{MY} + M^2\right) \ll M^\varepsilon \left(M^2D_2 + M^4\right).
\]

We choose this bound if \(D_2 \ll M\) (in which case it is applicable) and (7.15) otherwise, obtaining in total

\[
C_{2,-}^{(2)}(M, D_0) \ll M^{6+\varepsilon} \left(\frac{1}{M} + \frac{D_0}{M^4}\right)
\]

which is admissible.

It remains to deal with the case \(\text{rank}(T) = 1\). The integral in (3.7) can be bounded by the same argument by \(\ll 1/M^2X\). Now we simply choose the first column in \(O(M^3X)\) ways. Since the two rows of \(T\) are linearly dependent, this determines the factor of proportionality. Note that if \(y_{2,1} = y_{1,1}\), then we will have \(y_2 = y_1\) which is forbidden. Thus we can apply Lemma 1a to see every other column can then be chosen in \(O(M^{2+\varepsilon})\) ways, and we obtain a total contribution

\[
C_1^{(2)}(M) \ll \frac{M^3X \cdot M^{4+\varepsilon}}{M^2X} = M^{5+\varepsilon}
\]

which is admissible.
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