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We show that the mean field equations for the SIR epidemic can be exactly solved for a network with arbitrary degree distribution. Our exact solution consists of reducing the dynamics to a lone first order differential equation, which has a solution in terms of an integral over functions dependent on the degree distribution of the network, and reconstructing all mean field functions of interest from this integral. Irreversibility of the SIR epidemic is crucial for the solution. We also find exact solutions to the sexually transmitted disease SI epidemic on bipartite graphs, to a simplified rumor spreading model, and to a new model for recommendation spreading, via similar techniques. Numerical simulations of these processes on scale free networks demonstrate the qualitative validity of mean field theory in most regimes.
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1. Introduction

Over the last decade, there has been increasing interest in how network heterogeneity may affect nonequilibrium dynamics in qualitative ways \cite{2}. One of the simplest and most important examples has been the susceptible to infected (SI) and susceptible to infected to removed (SIR) epidemic models, famous from epidemiology \cite{22}, which model disease outbreaks in populations. A decade ago, \cite{28} first demonstrated that heterogeneous networks can fundamentally alter the dynamics of these processes in qualitative ways – in particular, the epidemic threshold vanishes on scale free graphs of degree $\gamma \leq 3$, so epidemics always infect a nontrivial fraction of nodes on an infinite graph, with finite size corrections later shown to be extremely small. \cite{27} Later, in \cite{4} it was shown that the removal of this threshold also corresponds to faster than linear epidemic growth on such graphs. Many authors have all explored various aspects of the dynamics of epidemic spreading. \cite{6, 3, 4, 19, 8} extend analysis of mean field theory, and within this framework \cite{14, 24} discuss the late time behavior of epidemics on scale free graphs, with \cite{13, 25} introducing some dynamical aspects. \cite{29, 17}, closest in spirit to this work, present reductions of the dynamical equations, although their approach is quite different. Mathematicians have used many complicated techniques to obtain information about generalizations of such solutions to more complicated epidemic types \cite{12, 26}, but have typically avoided studying the complication of adding an entire network structure. \cite{9} introduces an extension where bipartite graph structure can be reasonably accounted for by mean field theory, leading to a model of sexually transmitted disease (STD) epidemics.

In addition to processes which may be well modeled by the SIR epidemic, there are many others which share the same structure of the SIR epidemic – irreversible flow from $S \rightarrow I \rightarrow R$. A related example of such a process is that of rumor spreading \cite{21, 20}, which is similar to that of SIR epidemic spreading but with a “death rate” which is proportional to the current number of infected edges. A slightly more complicated version of the model also allows for the infected nodes to die on their own \cite{23}, but the fundamental difference between this model and the epidemic is captured without this term. Other irreversible processes, such as a new model for recommendation spreading in a population \cite{5}, are also very similar, even if they do not have an identical $S \rightarrow I \rightarrow R$ structure.

In this paper, we will present mean field dynamical solutions to the following 4 models: the SIR epidemic, the SI epidemic on bipartite graphs, a simplified model of rumor spreading in which only infected edges can induce transitions to the removed state, and the recommendation spreading model. These solutions should, for all intents and purposes, be regarded as exact – the only approximation that they require is mean field theory, and they allow for reconstruction of all dynamical quantities of interest within the scope of mean field theory (most easily by numerical methods). For each model, the exact solution can be found for arbitrary degree distribution, when written in the form of an integral over a function defined based on the degree distribution of the underlying network. We will typically make some simplifying approximations to reduce the amount of work we have to do in analyzing the theoretical dynamics, but we stress that these approximations can be removed.

There are numerous reasons why the existence of such exact mean field solutions for arbitrary (mean field) networks is helpful. Other exact solutions have typically either focused only on the behavior at very late times \cite{24}, or focused on very special types of graphs like the nearest neighbor 1D lattice \cite{30}, or expressed as series solutions, which obscure the physical meaning of the solution \cite{10}. Most importantly, the exact solution allows one to determine the accuracy of mean field theory, beyond a comparison of scaling behaviors. Furthermore, an exact solution provides dynamical information about the nature of the epidemic away from the fixed points of the dynamics, as well as precise information about the dynamics in regimes where linearized approximations break down, and we will indeed find more precise answers

\footnote{In this paper, we will often casually say “no epidemic threshold” when we are really referring to epidemic thresholds which vanish rapidly with $N$, the size of the network.}
than we have found in the literature. We will present a basic analysis of the resulting equations as well as compare our results to numerical simulations, which are typically quite accurate. For simplicity, we will almost always work with scale free graphs, where the exact solution can be expressed in terms of integrals over incomplete Γ functions with well understood properties – furthermore, such graphs capture the essence of how network structure can dramatically change the qualitative dynamics.

The paper is organized as follows. Section 2 discusses the epidemic models, while Section 3 describes the rumor spreading models and Section 4 discusses the recommendation model; Section 5 presents a discussion of the work. Numerical results are presented as we discuss the theory.

As this work was being finalized, we discovered a recent series of papers [16, 17, 18] which discuss modeling variations of the SIR epidemic by reduction of the dynamics to finite sets of ODEs, using a technique somewhat related to ours. The focus of this work is quite different, emphasizing scaling behavior and asymptotic dynamics, as well applying this technique to models beyond the scope of epidemic spreading.

2. SIR Epidemics

We begin by discussing the exact mean field solutions, and numerical corroborations of these solutions, for the epidemic spreading models. We first discuss the general structure of an “epidemic like” process, then move on to the SIR epidemic, then describe why the irreversibility is so crucial, and finally discuss the SI STD epidemic.

2.1. General Overview of Epidemic Processes on Networks

This section is meant as a brief review of the nature of an epidemic-like process on a network, and the well-versed reader may happily skip it or skim it to ensure that he understands our notation.

We begin by quickly reviewing what we mean by a network, or graph. An (undirected) graph is a set of vertices \( V \), along with a set of edges \( E \), with an edge \( e \in E \) associated to a pair of vertices: \( e = (uv) = (vu) \) with \( u, v \in V \). The degree of a vertex (or node) \( v \), which we will label \( k_v \), is the number of edges in \( E \) with one of the ends of the edge being \( v \). The SIR epidemic is a stochastic process defined on such a network. The state space for this stochastic process is given by \( \{S, I, R\}^{|V|} \) – i.e., each node can exist in state S, I or R. In theory, the SIR epidemic is a continuous stochastic process, with the rate of transition between states being defined as follows: if two graph configurations differ by more than 1 node, then no transitions are allowed. If the graphs differ by one node, then the following transitions are allowed:

\[
\text{for each node } v \in V : \begin{cases} v : S \to I \text{ with rate } k_v \theta_v \\ v : I \to R \text{ with rate } \lambda \end{cases},
\]

where

\[
\theta_v = \frac{\text{number of edges which point from } v \text{ to a node in state I}}{k_v}
\]

Note that we have chosen to measure time in units where the rate of transition from S to I is 1, per edge.

The intuition for the above process is straightforward. If a node is an S, it is susceptible to becoming infected, which occurs by an interaction with an infected neighbor. The more infected neighbors the node has, the more likely the node is to catch the infection from one of them – we assume this rate is linear. We then assume that a node dies with a constant rate once they catch the disease. There are many obvious variations on such a process, although most of them will not be likely to have an exact solution of the type found in this paper. We will consider a few simple processes of this form which do have such exact solutions.
It is well-known that mean field theory is typically a far better approximation to dynamical processes on such networks than on a graph like a hypercubic lattice, as the random structure of the graph, and the large number of edges, mean that the network itself helps to “average” over states \[2\]. In this paper, we will always assume that \(|V| \to \infty\) (the number of nodes is getting infinitely large) – this is the regime where mean field theory should work best. Mean field theory will treat all nodes with the same \(k_v\) as being the same, and so we will care about is \(\rho_k\), the fraction of nodes in \(V\) which have \(k_v = k\), and \(S_k\), \(I_k\) and \(R_k\), the fraction of nodes which have \(k\) edges which are in state S, I, or R respectively. Conservation of probability tells us that

\[
S_k + I_k + R_k = 1 \quad (3)
\]

and so we can neglect the dynamics of \(R_k\). The other key approximation of mean field theory will be that

\[
\theta_v = \theta \equiv \left[ \sum k \rho_k \right]^{-1} \sum k \rho_k I_k \equiv \langle k I_k \rangle \langle k \rangle, \quad (4)
\]

where we are using angle brackets to denote averages with respect to the distribution \(\rho_k\).

### 2.2. Solution for Scale Free Graphs

The mean field equations of the SIR epidemic are easy to write down, given the rules above:

\[
\dot{S}_k = -k \theta S_k, \quad (5a)
\]
\[
\dot{I}_k = k \theta S_k - \lambda I_k. \quad (5b)
\]

Now, let us reduce this infinite set of dynamical equations, assuming that all nodes in the graph have at least \(m\) edges. We begin with \(5a\):

\[
\frac{\dot{S}_k}{S_m} = \frac{dS_k}{dS_m} = \frac{-k \theta S_k}{-m \theta S_m} = \frac{k S_k}{m S_m}. \quad (6)
\]

This can be easily integrated to give, if we assume that \(S_k(0) \approx S_m(0) \approx 1\):

\[
S_k(t) = S_m(t)^{k/m}. \quad (7)
\]

For later convenience, we will introduce the variable

\[
z(t) = -\log S_m(t), \quad (8)
\]

and we find we have reduced \(5a\) to

\[
\dot{z} = m \theta. \quad (9)
\]

As we show in Figure 1, numerical simulations suggest that \(7\) becomes very quickly quantitatively true for a decent range of \(k\) as soon as the epidemic takes off. We use scale free graphs, with

\[
\rho_k \sim \Theta(k - m)^k \quad (10)
\]

for simulations for the entirety of this paper, as that is where the dynamics becomes most interesting, and where our mean field solutions will become easier to write down. In all of our simulations, we use

\[2\] is a bit simplistic, because since every infected node (other than a starting “seed” infected node) was infected by contact with some other infected node, in reality an infected node with \(k\) edges could at most transmit the infection to \(k - 1\) other states. However, we will only simulate things on graphs where each node has at least 5 or so edges, and this will not turn out to have a very large qualitative, or quantitative, impact on the discussion. It is also be very straightforward to remove this approximation, at the expense of introducing some more terms into the equations.
$m = 10$ 3 To generate quality scale free graphs, we use the preferential attachment algorithms of 11. For a bit larger $m$, the values of $z$ become significantly higher, but this is a numerical fragment ($-\log 0 = \infty$ – i.e., all nodes of a given connectivity have been infected or removed), and so we have truncated these unphysical values from our graph.

![Figure 1: $-\log S_k$ as a function of $k$ at various times. We generated scale free graphs with $N = 5000$ nodes, degree $\gamma = 3.5$, and death rate $\lambda = 9$, and averaged over 200 trials.]

Now, we turn to (5b), and we find an equation for $\dot{\theta}$:

$$\dot{\theta} = \sum k \rho_k \dot{I}_k = \sum \rho_k \langle k \rangle \left[ k^2 \theta S_k - \lambda k I_k \right] = \left[ \sum \rho_k \langle k \rangle S_k - \lambda \right] \theta. \quad (11)$$

Now, using that $S_k = e^{-kz/m}$: we find that:

$$\frac{\dot{\theta}}{\dot{z}} = \frac{d\theta}{dz} = \frac{1}{m \langle k \rangle} \sum k^2 \rho_k e^{-kz/m} - \frac{\lambda}{m}, \quad (12)$$

which implies that

$$\theta(z) = \sum \frac{k \rho_k}{\langle k \rangle} \left( 1 - e^{-kz/m} \right) - \frac{\lambda}{m} = 1 - \frac{\lambda z}{m} - \sum \frac{k \rho_k}{\langle k \rangle} e^{-kz/m} \quad (13)$$

Now, using (10), let us approximate that our graph is scale free. This will turn out to make $\theta(z)$ have (approximately) an exact expression in terms of well-understood functions:

$$\theta + \frac{\lambda z}{m} - 1 \approx -\int_{m}^{\infty} \frac{(\gamma - 1)m^{\gamma - 1}}{k^{\gamma}} \left[ \frac{\gamma - 1}{\gamma - 2} \right] e^{-kz/m}$$

$$= -(\gamma - 2) \int_{z}^{\infty} \frac{e^{-x}}{x} \left( \frac{z}{x} \right)^{\gamma - 1} = -(\gamma - 2)z^{\gamma - 2}\Gamma(2 - \gamma, z) \quad (14)$$

We checked that this assumption did not lead to any qualitative changes in behavior – e.g., if $m = 5$ or $m = 20$, the dynamics are very similar.

Other papers, e.g. [4], show that the specific algorithm used to generate a scale free graph does not result in any qualitative change to the dynamics, so we will not worry about this point.
Note that the $\gamma$ and $m$ dependent factors we have introduced are so that the probability distributions integrate to 1. We have also used identities out of [1]: here $\Gamma(a, z)$ is the upper incomplete $\Gamma$ function. Using another identity we find

$$
\theta(z) = z^{\gamma-2}\Gamma(3 - \gamma, z) + 1 - e^{-z} - \frac{\lambda}{m}z.
$$

(15)

We then find that we have reduced the dynamics, under fairly benign approximations, to a very simple form:

$$
\dot{z} = mz^{\gamma-2}\Gamma(3 - \gamma, z) + m\left(1 - e^{-z}\right) - \lambda z.
$$

(16)

We can thus write down the exact mean field solution, (within our mild approximations):

$$
t = \int_{z(0)}^{z} \frac{dz'}{m\left(1 - e^{-z'} + z'\left(\gamma-2\right)\Gamma(3 - \gamma, z')\right) - \lambda z'}
$$

(17)

Note that we require a very small $z(0)$ factor to regularize divergences – we will discuss the physical consequences of this shortly. The physical meaning of this factor, as the initial condition of the dynamics, is clear. We should also note that by simply replacing the denominator of (17) with $m\theta(z)$, we have the exact solution for an arbitrary graph.

While we have an exact solution, since it involves an integral, it is easier to just analyze (16). It is straightforward to justify by considering the asymptotic behaviors of the various terms that there are at most two fixed points: $z = 0$ is always a fixed point, and if it is unstable, there is an absolutely stable fixed point at $z = z^* > 0$ some finite point. To analyze the stability of the $z = 0$ fixed point, about which dynamics occur, we re-write (16) as $z \to 0$

$$
\dot{z} \approx z\left[\frac{m\Gamma(3 - \gamma, z)}{z^{3-\gamma}} + m - \lambda\right].
$$

(18)

Suppose that $\gamma > 3$. Using yet another identity from [1] concerning the small $z$ behavior of the $\Gamma$ function term, we find that

$$
\dot{z} \approx z\left[\frac{\gamma - 2}{\gamma - 3}m - \lambda\right]
$$

(19)

which implies the existence of an epidemic threshold:

$$
\lambda_c = \frac{\gamma - 2}{\gamma - 3}m.
$$

(20)

For $\lambda < \lambda_c$, epidemics will not spread, whereas they will for $\lambda > \lambda_c$. Since the fixed point at finite positive $z$ is always absolutely stable, we conclude that for $\lambda \neq \lambda_c$, the dynamics are always linear near fixed points. Since these are the slow points of the dynamics, we conclude that the time scales of the dynamics, the spreading time $\tau_{\text{spread}}$, and the ending time $\tau_{\text{end}}$, should be

$$
\tau_{\text{spread}} \sim \tau_{\text{end}} \sim \int_{1/N}^{O(1)} \frac{dz}{z} \sim \log N.
$$

(21)

Of course, we do not take our precise approximation of $\lambda_c$ too seriously, but the key point is simply that there is an epidemic threshold, and a finite time scale of the epidemic dynamics, when $\gamma > 3$. This fact is well known [4].
Now, let us consider the case where $\gamma < 3$. Here, the $\Gamma$ function ratio is now divergent as $z \to 0$, and so the dominant term of the dynamics is

$$\dot{z} \sim z^{\gamma - 2}. \quad (22)$$

From this we find the spreading time scale is

$$\tau_{\text{spread}} \approx \int_{1/N}^{O(1)} \frac{dz}{z^{\gamma - 2}} \sim \frac{z^{3 - \gamma}}{1/N} = O(1). \quad (23)$$

In the case of $\gamma = 3$, we have that $\Gamma(0, z) \sim -\log z$, and so denoting

$$y \equiv -\log z, \quad (24)$$

we find that we can approximate the dynamical equation by

$$\dot{y} \approx -y \quad (25)$$

for large $y$, with initial condition $y_0 \sim \log N$. This immediately gives us that

$$\tau_{\text{spread}} \sim \log \log N. \quad (26)$$

It was argued heuristically, and shown numerically, in [4] that the growth of epidemics was faster than linear for scale free graphs with $\gamma \leq 3$. Here, however, we have a more precise claim that the time scale of epidemic spreading is in fact independent of the size of the network (except in the special case $\gamma = 3$). We similarly find for this case that $\tau_{\text{end}} \sim \log N$.

Now that we have an exact solution and understand its important properties, the most important question is whether or not we can use the exact solution to actually determine the dynamics of various functions of interest: $S_k(t), I_k(t)$ and $R_k(t)$. Of course, it will suffice to find the first two, and the first follows directly from (8) and (7). To find $I_k(t)$, we can use the following trick:

$$\frac{d}{dt} \left( e^{\lambda t} I_k(t) \right) = ke^{-kz(t)/m} \theta(z(t)). \quad (27)$$

Having found $z(t)$, we can recover

$$I_k(t) = \int_0^t ds \ e^{-\lambda(t-s)} ke^{-kz(s)/m} \theta(z(s)). \quad (28)$$

where we have approximated that $I_k(0) \approx 0$. It is likely not possible to do these integrals by hand, but they could be done numerically.

Figure 2 compares the equation (16), the result of mean field theory, to numerical simulations. We see that the qualitative sketch of the mean field trajectory is reproduced by the simulated dynamics for the range of $N$ tested, but quantitatively the curves appear shifted a bit, which is expected due to some of our approximations. Interestingly, we see that for $\gamma = 3.5$, the mean field theory slightly lags behind the simulations, whereas for $\gamma = 2.5$, the mean field theory leads the simulated dynamics. This suggests, perhaps, that the sharp transition observed in mean field theory between $\gamma > 3$ and $\gamma < 3$ is likely not quite as sharp in the actual dynamics on a network.\footnote{Another issue is that $N = 2000$ may be far too small to see a difference, but we did not have the computing power available to test this.}
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Figure 2: Comparison of mean field theory prediction for \( z(t) \) to numerical simulations. We used \( N = 2000, m = 10 \) and averaged over 50 trials. The unphysical jumps in \( \lambda = 2 \) dynamics are due to trials where all nodes with \( k = 10 \) became infected.

It is not hard to understand qualitatively what will happen if we assume that \( \rho_k \) does not describe a scale free network. In this case, we will no longer have an explicit form for the answer, but we can still understand the qualitative behavior by studying the quantity

\[
C(\gamma) \equiv \lim_{k \to \infty} \left\{ \frac{1}{k-m-1} \sum_{n=m}^{k} n^\gamma \rho_n \right\}.
\] (29)

We can use the divergences in \( C(\gamma) \) to bound the dynamics on our given graph by replacing the graph’s degree distribution with a non-normalized \( \rho_k \sim k^{-\gamma} \), to find bounds in \( \dot{z} \sim \theta(z) \). Crudely speaking \( C(\gamma) \sim k^\gamma \rho_k \) for large \( k \), but to take care of a network where some of the \( \rho_k \) may be 0, we will use the above definition. If \( C(3-\epsilon) = \infty \) for some \( \epsilon > 0 \), then we conclude that \( \tau_{\text{spread}} \sim O(1) \). The case where \( C(3) < \infty \) but \( C(3+\epsilon) = \infty \) for any \( \epsilon > 0 \) implies that \( \tau_{\text{spread}} \sim \log \log N \), which we obtain by bounding the spread time both from below and above by bounding \( \theta(z) \) by two scale free distributions of degree \( \gamma = 3 \). If \( C(3+\epsilon) < \infty \), then we conclude that \( \tau_{\text{spread}} \sim \log N \). For this last case, there is an epidemic threshold independent of \( N \), while for the former cases, there is only an epidemic threshold vanishing as \( N \to \infty \).

2.3. SIS Epidemic?

A natural question to ask, given our success with mean field theory above, is whether or not we can do something for the SIS epidemic. In the SIS epidemic, instead of dying (transitioning to state R), nodes transition to state S with rate \( \lambda \). The mean field equations in this case are given by [28]:

\[
\dot{I}_k = k\theta(1 - I_k) - \lambda I_k.
\] (30)

Numerous problems arise in this case. One of the major problems is that since it is possible to become susceptible again, we do not have the simple reduction of the S dynamics to a single equation. The second, critical, problem is that \( \dot{\theta} \) is not proportional to \( \theta \) – instead, we get a “tower” of dynamical equations for the probability of looking at an infected node weighted by \( k^2, k^3, \) etc. This implies that the irreversibility of the SIR epidemic is crucial for the exact solutions found above.
2.4. STD Epidemics on Scale Free Bipartite Graphs

A natural extension of the above discussion is the STD epidemic model on bipartite scale free graphs, as introduced in [9]. The basic idea of this model is that there are two networks, a “male” network and a “female” network, such that all edges are between a male and female. The mean field theory we used in the previous parts would be a bad approximation here, because we do have two distinct types of nodes, but at the expense of doubling the number of dynamical variables to $S_{Mk}$, $S_{Fk}$, $I_{Mk}$ and $I_{Fk}$, referring to the probability that a male/female node is susceptible and male/female node is infected respectively, we can correct for this. For simplicity, let us assume that the male graph is scale free of degree $\gamma_M$, and the female graph is scale free of degree $\gamma_F$. The extension of the mean field equations above is straightforward:

$$\dot{S}_{Fk} = -k\theta_M S_{Fk}, \quad (31a)$$
$$\dot{S}_{Mk} = -k\theta_F S_{Mk}, \quad (31b)$$
$$\dot{I}_{Fk} = k\theta_M S_{Fk} - \lambda I_{Fk}, \quad (31c)$$
$$\dot{I}_{Mk} = k\theta_F S_{Mk} - \lambda I_{Mk}, \quad (31d)$$

with $\theta_F$ and $\theta_M$ defined in the same way as before:

$$\theta_F = \frac{1}{\langle k \rangle_F} \sum k \rho_{Fk} I_{Fk}, \quad (32a)$$
$$\theta_M = \frac{1}{\langle k \rangle_M} \sum k \rho_{Mk} I_{Mk}. \quad (32b)$$

By defining $z_F$ and $z_M$ as before:

$$z_F \equiv -\log S_{Fm}, \quad (33a)$$
$$z_M \equiv -\log S_{Mm}, \quad (33b)$$

we find, using the same tricks as above,

$$\dot{z}_F = m\theta_M, \quad (34a)$$
$$\dot{z}_M = m\theta_F, \quad (34b)$$
$$\dot{\theta}_F = (\gamma_F - 2)m z_F^{\gamma_F - 3} \Gamma(3 - \gamma_F, z_F) \theta_M - \lambda \theta_F, \quad (34c)$$
$$\dot{\theta}_M = (\gamma_M - 2)m z_M^{\gamma_M - 3} \Gamma(3 - \gamma_M, z_M) \theta_F - \lambda \theta_M. \quad (34d)$$

We have not found a way to solve these equations nearly exactly. The difficulty comes in via the mixing of $\theta_F$ and $\theta_M$, which render the division trick we used earlier useless. However, we can solve a simplified version of the model. Consider the case where $\lambda = 0$ – this should be a decent approximation to the case where $\lambda \ll 1$ anyways (so the epidemic spreads very rapidly), and should give us qualitative insight into the nature of spreading. In this case, we can once again employ the division trick, and we find that, just as before, using identities out of [1]:

$$\theta_F(z_F) = z_F^{\gamma_F - 2} \Gamma(3 - \gamma_F, z_F) + 1 - e^{-z_F} = 1 - (\gamma_F - 2) z_F^{\gamma_F - 2} \Gamma(2 - \gamma_F, z), \quad (35a)$$
$$\theta_M(z_M) = z_M^{\gamma_M - 2} \Gamma(3 - \gamma_M, z_M) + 1 - e^{-z_M} = 1 - (\gamma_M - 2) z_M^{\gamma_M - 2} \Gamma(2 - \gamma_M, z). \quad (35b)$$

6Actually, this paper considered the SIS epidemic. But as we just mentioned, the SIS epidemic does not have a nice solution – at least not using our techniques.

7We assume that the rates are not M/F dependent, for simplicity, as was done in [9].
Now, we use that
\[
\dot{z}_F = \frac{dz_F}{dz_M} = \frac{\theta_M}{\theta_F}
\] (36)
to find that
\[
F(z_F; \gamma_F) = F(z_M; \gamma_M)
\] (37)
where
\[
F(z) = \int_0^z \theta'(z').
\] (38)

Returning to our assumption that the graphs are scale free:
\[
F(z; \gamma) \equiv z - \frac{\gamma - 2}{\gamma - 1} \left[ 1 - e^{-z} + z^{\gamma-1}\Gamma(2 - \gamma, z) \right].
\] (39)

Now, to understand (37) in the regime of interest (for small \(z\)), we perform asymptotic expansions on \(F\). We find that the lowest order non vanishing terms are given by
\[
F(z; \gamma) \approx \begin{cases} 
\frac{\gamma - 2}{2(\gamma - 3)} z^2 & \gamma > 3 \\
\frac{z^2}{2} \log \frac{1}{z} & \gamma = 3 \\
\frac{\Gamma(3 - \gamma)}{\gamma - 1} z^{\gamma-1} & 2 < \gamma < 3
\end{cases}
\] (40)

Let us look at a few examples of what this implies about the dynamics as the epidemic gets started. Suppose that \(\gamma_F > 3\) and \(\gamma_M > 3\). It is easy to see that (37) implies that
\[
z_F \approx \sqrt{\frac{(\gamma_F - 3)(\gamma_M - 2)}{(\gamma_F - 2)(\gamma_M - 3)}} z_M,
\] (41)
or
\[
S_{Fk} \approx S_{Mk}^{\sqrt{(\gamma_F - 3)(\gamma_M - 2)/(\gamma_F - 2)(\gamma_M - 3)}}.
\] (42)

We should not take the precise exponent here particularly seriously, but just note that the fraction of male susceptible nodes is some power of the fraction of female susceptible nodes. Now, let us consider the case where \(\gamma_F > 3\) but \(\gamma_M < 3\). Then we find
\[
z_F \approx \sqrt{\frac{2(\gamma_F - 3)\Gamma(3 - \gamma_M)}{(\gamma_F - 2)(\gamma_M - 1)}} z_M^{(\gamma_M - 1)/2}.
\] (43)

This is a surprising result – for very small \(t\), the female nodes get infected at a rate more than exponentially faster than to the male nodes, although this range of times is not very long.

We can also see quickly that a similar result for \(\tau_{\text{spread}}\) holds: if \(\gamma_M, \gamma_F > 3\), the spreading dynamics are \(O(\log N)\); they are \(O(1)\) in the case of \(\gamma_M < 3\). In the case of \(\gamma_M, \gamma_F > 3\), this follows from (41) and (44):
\[
\dot{z}_F = m \theta_M \approx m \frac{\gamma_M - 2}{\gamma_M - 3} z_M = m \sqrt{\frac{(\gamma_M - 2)(\gamma_F - 2)}{(\gamma_M - 3)(\gamma_F - 3)}} z_F.
\] (44)
and similarly for \(z_M\). In the case of \(\gamma_M < 3, \gamma_F > 3\), we have instead, using (43) and (45):
\[
\dot{z}_F \sim \theta_M \sim z_M^{\gamma_M - 2} \sim z_F^{2(\gamma_M - 2)/(\gamma_M - 1)}.
\] (45)
Since
\[ 0 < 2\frac{\gamma_M - 2}{\gamma_M - 1} < 1 \quad (2 < \gamma_M < 3) \] (46)
we conclude that growth is faster than linear, and that the spreading dynamics is \(O(1)\) for the same reason as in the SIR epidemic. In the case of \(\gamma_F > 3, \gamma_M = 3\), we find that since \(z_F^2 \sim -z_M^2 \log z_M\), that
\[ \dot{z}_F = z_M \log \frac{1}{z_M} \approx z_F \sqrt{\log \frac{1}{z_M} + O(\log \log z_F)} \] (47)
Defining \(y_F = -\log z_F\) as we did earlier, we find that
\[ \tau_{\text{spread}} \sim \int \frac{dy_F}{\sqrt{y_F}} \sim \sqrt{\log N} \] (48)
In the case of \(\gamma_M = \gamma_F = 3\), we can find that \(\tau_{\text{spread}} \sim \log \log N\) just as before.

To generate bipartite scale free networks for use in simulations, we used a similar algorithm to what is used in [9], which unfortunately does not guarantee that all F nodes have at least 10 edges. However, we see that this does not significantly ruin the dynamics, and they match mean field theory extremely well, as shown in Figure 4, although they are a bit lower than mean field theory would predict in the range of validity. Figure 3 shows that the fraction of susceptible nodes (for both M and F) is exponentially decaying with \(k\), as mean field theory predicts. Together, these suggest that mean field theory is a valid dynamical approximation at all times, notwithstanding finite size limitations.

Figure 3: \(-\log S_{Mk}\) and \(-\log S_{Fk}\) on SI STD epidemics on graphs with \(N = 5000\) nodes and \(\gamma_F = 3.5\), averaged over 400 trials. We used times \(t = 0.24\) and 0.32 for \(\gamma_M = 3.5\), and 0.24 for \(\gamma_M = 2.5\), to avoid finite size effects (which become visible for the blue lines), as discussed earlier. We have checked that other parameters lead to similar linear relations.

3. Rumor Spreading

Now, let us turn the discussion to models of rumor spreading. The essential idea of the rumor spreading model is that people can be described as either unaware of the rumor (state S), actively spreading the rumor (state I), and not actively spreading the rumor, and having heard of it (state R). The key difference with the SIR epidemic is that the death rates will now change.

There are 2 possibilities. The classic rumor spreading model, which we will denote “type IR” rumor spreading, corresponds to a situation where every edge that connects a given node in state I to a state in
either I or R induces transitions to R with rate $\lambda$. We will instead consider a simplified version, which we denote “type I” rumor spreading, where only I nodes induce such transitions. Type I rumor spreading is perhaps not as realistic as type IR, for dynamical reasons which will become clear, but it will admit an exact solution of the same type as we have found before, so we will focus our discussion on this model. First, we begin by discussing type IR rumor spreading, and describe what can be obtained from mean field theory.

### 3.1. Type IR Rumor Spreading

Let us define

$$\psi(z) = \sum_k \frac{k \rho_k S_k}{\langle k \rangle}. \quad (49)$$

The mean field equations are

$$\dot{S}_k = -k \theta S_k, \quad (50a)$$
$$\dot{I}_k = k \theta S_k - \lambda k (1 - \psi(z)) I_k. \quad (50b)$$

We will not find a way to nearly exactly solve the above equations, even for a scale free graph. Furthermore, essentially all of the results we find in this section can be found in [23], but we repeat them here for completeness, and because we derive them in a slightly quicker way. We begin by noting that introducing $z$ as we did before, we find the exact same relation that $S_k = e^{-kz/m}$. In particular, this means that (once again, for simplicity, assuming $\rho_k \sim k^{-\gamma}$)

$$\psi(z) = \sum_k \frac{k \rho_k S_k}{\langle k \rangle} = \sum_k \frac{k \rho_k e^{-kz/m}}{\langle k \rangle} \approx \frac{\gamma - 1}{\langle k \rangle} \int \frac{dk}{m} \frac{m^\gamma}{k} e^{-kz/m} = \frac{\gamma - 1}{\langle k \rangle} \int_{m}^{\infty} \frac{e^{-kz/m}}{k} = (\gamma - 2) \frac{z^{\gamma - 2}}{\Gamma(2 - \gamma, z)}. \quad (51)$$

In general, we can find an expression for $\psi(z)$ for more complicated degree distributions, but we may not be able to find the exact solution. Given $\psi(z)$, (50b) becomes

$$\dot{I}_k = k \theta e^{-kz/m} - \lambda k (1 - \psi(z)) I_k. \quad (52)$$

Unfortunately, it is far from obvious how to solve these differential equations exactly. Although they are linear in $I$, they involve diagonalizing a nontrivial infinite dimensional matrix. We will content ourselves to merely understanding the location of the fixed point $z^*$. To find $z^*$, we note that

$$\frac{d}{dt} \langle I \rangle = \sum_k \rho_k \dot{I}_k = \sum_k k \rho_k e^{-kz/m} \theta - \lambda (1 - \psi(z)) \sum_k k \rho_k I_k = \langle k \rangle \theta \psi(z) - \lambda \theta (1 - \psi(z)). \quad (53)$$
At $t \to \infty$, this should go to 0, so we conclude that

$$\psi(z^*) = \frac{\lambda}{\lambda + 1}. \quad (54)$$

We can say more about the state of the graph at the fixed point: the mean field theory clearly predicts that $S_k(\infty)$ decreases exponentially with $k$. This fact was known to [20], but a theoretical reason was not known.

Since the focus of this paper is on discovering exact solutions, let us now turn to type I rumor spreading, which we will discover does have an exact solution.

### 3.2. Type I Rumor Spreading

Let us now turn to the simplified model of type I rumor spreading, with mean field equations

$$\dot{S}_k = -k\theta S_k, \quad (55a)$$
$$\dot{I}_k = k\theta S_k - \lambda k\theta I_k. \quad (55b)$$

It is clear that $S_k = e^{-kz/m}$ as before. We now may exploit a different trick than the one we have previously used. Consider

$$\frac{\dot{I}_k}{S_k} = \frac{dI_k}{dS_k} = -1 + \lambda \frac{I_k}{S_k}. \quad (56)$$

Then we see that by defining

$$w_k S_k = I_k, \quad (57)$$

(56) becomes, assuming for simplicity that $\lambda \neq 1$\footnote{The case of $\lambda = 1$ is not difficult to solve, but we do not present it in this paper.}

$$S_k \frac{dw_k}{dS_k} = -1 + (\lambda - 1)w_k, \quad (58)$$

which for appropriate initial conditions, implies

$$\frac{1}{\lambda - 1} \log \frac{(\lambda - 1)w_k - 1}{-1} = \log S_k, \quad (59)$$

or

$$I_k = \frac{1}{1 - \lambda} \left( S_k^\lambda - S_k \right) = \frac{e^{-\lambda k z/m} - e^{-k z/m}}{1 - \lambda}. \quad (60)$$

Now, from here, we can directly compute $\theta(z)$. As we expect, $\theta(z)$ has an explicit expression for a scale free graph under the sum to integral approximation:

$$\theta(z) \approx \int \frac{\gamma - 2}{m} dk \left( \frac{m}{k} \right)^{\gamma - 1} e^{-\lambda k z/m} \frac{e^{-k z/m}}{1 - \lambda} = \frac{\gamma - 2}{1 - \lambda} \left[ (\lambda z)^{\gamma - 2} \Gamma(2 - \gamma, \lambda z) - z^{\gamma - 2} \Gamma(2 - \gamma, z) \right] \quad (61)$$

and therefore obtain

$$\dot{z} = m\theta = \frac{\gamma - 2}{1 - \lambda} m \left[ (\lambda z)^{\gamma - 2} \Gamma(2 - \gamma, \lambda z) - z^{\gamma - 2} \Gamma(2 - \gamma, z) \right]. \quad (62)$$

Using $\Gamma$ function identities we can re-write this expression:

$$\dot{z} = m \frac{e^{-\lambda z} - e^{-z} - (\lambda z)^{\gamma - 2} \Gamma(3 - \gamma, \lambda z) + z^{\gamma - 2} \Gamma(3 - \gamma, z)}{1 - \lambda}. \quad (63)$$
Just as before, we can find the exact solution by finding $t$ in terms of $z$, expressed as an integral. Interestingly, we should note that for type I rumor spreading it is actually far easier to extract the relevant physical information: $S_k$ and $I_k$, than for the SIR epidemic. Determining $S_k$ is the same as for the epidemics, but this time we can simply read off $I_k$ from (60).

Let’s analyze the behavior of this equation for small $z$. When $\gamma > 3$, we use the asymptotic expansions for $z \approx 0$:

$$
\dot{z} \approx m - \lambda z + \frac{(3 - \gamma)^{-1} \lambda z - z}{1 - \lambda} = \frac{\gamma - 2}{\gamma - 3} mz,
$$

which is precisely what we would have found had we naively assumed that the short time behavior of the rumor spreading was behaving like a SIR epidemic with effective death rate of 0. Our intuition thus implies that we should have expected the absence of an epidemic threshold, which is indeed what we see. However, the intuition of approximating rumor spreading as an epidemic fails for the case of $\gamma < 3$, interestingly, where the dominant asymptotic behavior near the origin comes exclusively from the $\Gamma$ functions:

$$
\dot{z} \approx m (3 - \gamma)^{-1} \frac{1 - \lambda^{-2}}{1 - \lambda} z^{-2}.
$$

Here, interestingly, we see that the death rate has an effect on the short time dynamics even for small $z$: the $\lambda$ dependent factor behaves like 1 for $\lambda \ll 1$, and $\lambda^{-3(3-\gamma)}$ for $\lambda \gg 1$ (as expected, higher death rates suppress the growth of the epidemic). We also note that it is obvious from here that $\tau_{\text{spread}}$ has the same scaling behavior as with the SIR epidemic: $O(\log N)$ when $\gamma > 3$, $O(\log \log N)$ when $\gamma = 3$, and $O(1)$ for $\gamma < 3$.

Figure 5 shows plots of the simulated rumor spreading, compared to mean field theory. We see that at initial times, mean field theory is an excellent approximation, although it begins to significantly break down at large $z$. The reason for this will be explained in the next subsection. Figure 6 shows that $S_k$ is still exponentially decaying with $k$ for the rumor spreading models. While for earlier times, the optimal linear fit requires a nonzero intercept with the $z$ axis, the qualitative picture of mean field theory holds very well.

Figure 5: Comparison of $z(t)$ between theory (solid line) and simulations (dotted line) for type I rumor spreading. We used $N = 2000$, $m = 10$ and averaged over 50 trials. It required a time step of $\Delta t \approx 0.01$ before the simulation appeared to accurately reflect continuous time dynamics.

### 3.3. Late Time Type I Dynamics

The above discussion focuses on the early time dynamics. For late times, we will see that type I rumor spreading is a simple example of a process where we should expect mean field theory to completely break
Exact mean field dynamics for epidemic-like processes on heterogeneous networks

Figure 6: $- \log s_k$ as a function of $k$ at various times. Here we show the example of growth on a scale free graph of degree $\gamma = 3.5$ with $N = 5000$ nodes and death rate $\lambda = 4$, averaged over 200 trials.

down, something which we observed in Figure 5.

Let us begin by naively assuming that mean field theory is an accurate description, and see what we find. Proceeding as before:

$$\dot{z} \approx \gamma - \frac{2}{1 - \lambda} m \left[ \frac{e^{-\lambda z}}{\lambda z} - \frac{e^{-z}}{z} \right] \approx \frac{\gamma - 2}{1 - \lambda} \frac{e^{-\min(1,\lambda)z}}{\min(1,\lambda)z}$$

This implies that, letting $\Lambda = \min(1,\lambda)$,

$$\tau_{\text{end}} \sim \int_{O(1)} dz \, \Lambda z e^{\Lambda z} \sim \Lambda z^{*} e^{\Lambda z^{*}}.$$  

Now, we have to be careful about $z^{*}$. In the type I rumor spreading, once all of an infected node’s neighbors die, he will stay infected forever. Suppose we are on a fully connected graph – then it is clear that $z^{*} = - \log(1/N) = \log N$, and thus

$$\tau_{\text{end}} \sim N^{\Lambda} \log N.$$  

This is a very interesting and strange result – the time scale itself of the epidemic ending is extremely sensitive on the parameters of the problem, until the critical point when $\lambda = 1$, in which case, roughly speaking, the epidemic spreads by pairs becoming infected, with one of the two quickly dying off.

This expression for $\tau_{\text{end}}$ is completely incorrect, however, for a graph which is not fully connected. Here, it becomes a little bit subtle to determine the correct $z^{*}$. The basic intuition we have proceeds as follows. Typically, the more connected a node was, the more likely it was to have gotten infected early, and to have died quickly. Therefore, the nodes which survive are the ones with fewer connections. Now, let us consider for simplicity, only the nodes which have on the order of the fewest connections, $m$. If we choose a node to “live” and kill all of its neighbors, repeating this process until we have saved or killed all nodes, then, since we expect to kill $\sim m$ nodes each time, we should expect that $s_m \sim m^{-1}$, or $z^{*} \sim \log m$.

However, if the dynamics is driven to a fixed point at $z^{*} \sim \log m$, then we know that the mean field theory description must have completely broken down, since there is no fixed point for finite $z$. The naive guess is that since the fixed point occurs at $z^{*} = O(1)$, the fixed point is absolutely stable, and therefore $\tau_{\text{end}} \sim \log N$. We can qualitatively see this result holds up against numerical simulations, shown in Figure 7. Interestingly, we see that the dynamics ends fastest when $\lambda \approx 1$, and becomes slower both for large
and small $\lambda$. This has an intuitive interpretation – for $\lambda \ll 1$, the ending dynamics is slow because we are waiting for death events, which take a very long time; for $\lambda \gg 1$, the ending dynamics is slow because deaths occur so fast that the rumor/infection must propagate “one node at a time” with a creation of an I-I edge quickly followed by one of the two dying.

Figure 7: The ending time, averaged over 50 trials, on scale free graphs with $\gamma = 3.5$. We can see that $t_{\text{end}} \sim \log N$. To speed up simulations, we used fairly large time steps – we do not think this should alter the qualitative nature of the end time dynamics, although this may make our simulated $\tau_{\text{end}}$ too small.

4. Recommendation Spreading

We now show that a very recently proposed model for recommendation in social systems [5] also has an exact solution in terms of an integral, just as we found above. In this model, there are 3 states: a susceptible node (S), an accepting node (A), and a denying node (D). Instead of SIR-type dynamics, the dynamics of this model are as follows: if an S comes in contact with an A, it will transition to an A with rate 1, and a D with rate $\lambda$. This occurs per edge, so the mean field equations are

$$D_k = 1 - A_k - S_k$$  \hspace{1cm} (69)

using conservation of probability, and

$$\dot{S}_k = -(1 + \lambda)k\theta S_k,$$  \hspace{1cm} (70a)
$$\dot{A}_k = k\theta S_k.$$  \hspace{1cm} (70b)

Here we are using $A_k$ and $D_k$ for the fraction of nodes with $k$ edges in states A and D, respectively. From our above work, it is clear that these equations have an exact solution in terms of an integral.

For simplicity, let us focus on the case of a scale free graph. We find that

$$\frac{\dot{S}_k}{A_k} = \frac{dS_k}{dA_k} = -(1 + \lambda),$$  \hspace{1cm} (71)

which implies that

$$A_k = \frac{1 - S_k}{1 + \lambda}.$$  \hspace{1cm} (72)
This implies that, to good approximation, using $z$ as defined above:

$$\theta = 1 + \frac{1}{1+\lambda \langle k \rangle} \sum k \rho_k A_k = \frac{1 - (\gamma - 2)z^{\gamma - 2}\Gamma(2 - \gamma, z)}{1 + \lambda} = \frac{z^{\gamma - 2}\Gamma(3 - \gamma, z) + 1 - e^{-z}}{1 + \lambda}. \quad (73)$$

We immediately see that

$$\dot{z} = m \left[ z^{\gamma - 2}\Gamma(3 - \gamma, z) + 1 - e^{-z} \right]. \quad (74)$$

At mean field level, we recognize this as exactly the same as SI epidemic dynamics. This is not an accident, and we will explain why this occurs shortly. Our previous analysis implies that $\tau_{\text{spread}} \sim \log N$ if $\gamma > 3$, $\sim \log \log N$ if $\gamma = 3$ and $\sim O(1)$ for $\gamma < 3$. In this case, for large $z$, the dominant term in the dynamics is actually the term 1, so we conclude that $\tau_{\text{end}} \sim \log N$ for this model. Figure 8 compares the theoretical dynamics of this model to mean field theory, where we see excellent agreement for $\gamma = 3.5$ (for short times, at least) and qualitative agreement for $\gamma = 2.5$, but with the simulated $z$ a bit smaller than theoretically predicted. We should finally note that for the same reasons as in the type I rumor spreading model, $S_k$, $I_k$ and $R_k$ may be easily recovered from the mean field solution.

![Figure 8](https://example.com/figure8.png)

Figure 8: Comparison of $z(t)$ between theory (solid line) and simulations (dotted line) for the recommendation spreading model. We used $N = 2000$, $m = 10$, and 50 trials. The significant deviations from mean field theory for $z$ suddenly increasing are due to finite size. The deviations for $z$ flattening out are due to the breakdown of mean field theory discussed below. We have cut off the trajectories once they begin to show significant deviations.

Let us now describe why the dynamics of the recommendation spreading model are, at mean field level, SI epidemic dynamics. The answer can be seen by mapping to a simpler problem, in the following way. Define i.i.d. random variables $X_v$ for each $v \in V$, with $X_v \sim \text{Bernoulli}(1 + \lambda)^{-1}$, and remove from the graph $G$ all nodes $v$ with $X_v = 0$. The graph we are left with, which we call $G'$, can be used to understand the $t = \infty$ state of a sample path for the recommendation model, in the following way: $G'$ consists of the possible nodes which will become As, if they have the chance to get infected. Now, given a set of nodes which are A at $t = 0$, we conclude that a final state for the dynamics of the recommendation spreading model is given by

$$v(t = \infty) = \begin{cases} 
A & \text{v not removed, in the same cluster as an initial A} \\
D & \text{v removed, connected to an A} \\
S & \text{otherwise}
\end{cases}. \quad (75)$$

Furthermore, this final state has the same probability of occurring as the sum of all possible configurations of the “removed node” model which lead to this same final state. Given these states at $t \to \infty$, we can
determine a sample path of the recommendation model by thus treating recommendation spreading as a SI epidemic on $G'$ with spreading rate 1.

This map to the SI epidemic on a reduced graph has a very interesting property, however – it reveals that the recommendation spreading model actually has an “epidemic threshold” in the following sense: suppose that $G'$ is almost surely a collection of clusters of $O(1)$ nodes. Then if, at $t = 0$, an $O(1)$ number of the nodes are A, at $t = \infty$ an $O(1)$ number of nodes are A, implying that there is no recommendation “epidemic.” A recommendation epidemic can only occur when the the cluster size grows with $N$. This epidemic threshold does not occur within the context of mean field theory, and this is ultimately the crucial difference between the recommendation spreading model and the SIR-like models discussed above.

Given this understanding of the late time dynamics, we now return to Figure 8. In particular (neglecting the constant factor making mean field theory differ from numerics for $\gamma = 2.5$), we see that for very small $\lambda$, the only divergence from mean field theory is a finite size effect, because the probability that a giant cluster would not be present is presumably vanishingly small. However, for larger $\lambda$, the probability that disconnected clusters occur becomes larger, and the value of $z$ at which the dynamics stops suggests the frequency with which such clusters occur. For these larger values of $\lambda$, the dynamics of $z$ therefore deviates from mean field theory because the ending state of the dynamics is dependent on the existence and frequency of such clusters, and once the dynamics is dependent on graph structure, mean field theory breaks down.

5. Conclusion

In this paper, we have shown that 4 simple models of irreversible dynamics on networks: the SIR epidemic, the SI STD epidemic, type I rumor spreading, and the new recommendation spreading model, have exact solutions at mean field level, and that these solutions hold up well in the appropriate regimes against numerical tests, differing at most by a constant scaling factor which is not too dramatic. Thus, these results provide a far more thorough justification that mean field theory is a valid approximation scheme for these models than previous works. Interestingly, proper regularization of divergences which can occur on heavy tailed degree distributions, such as those of scale free graphs, proved not only to be necessary mathematically, but to provide important physical insights as well.

Ultimately, the SIR epidemic models, and the type IR or I rumor spreading models, are surely oversimplifications for realistic processes (and it is likely that realistic networks have far more structure than a simple “mean field” scale free network), so the ultimate relevance of work such as this is to understand qualitatively why network structures can lead to dramatic changes in the behavior of stochastic processes. Towards this end, knowledge of an exact solution can help to solidify intuition that more heuristic approaches give, and can suggest phenomena that heuristic approaches may miss. We have showed that the exact solutions of mean field theory, which is often a valid approximation, provide all of the physical information of interest ($S_k$, $I_k$, and $R_k$) other than information dependent on the graph structure. Finally, we were able to both provide theoretical explanations for many observed phenomena, as well as to postulate some new behaviors and observe them.

Recent work has mathematically proven some significant deviations from mean field behavior – in particular, an absence of an epidemic threshold on scale free graphs of all degrees. While their results do not become relevant until $N \sim 10^{12}$, they showed that nonetheless mean field theory can sometimes be outright wrong, even on random graphs where physicists are most confident in mean field theory. We hope that the (quite likely rare) existence of models whose mean field theory equations have exact solutions on arbitrary networks will provide key tests of when and where mean field theory is a valid approximation.

---

\[9\] Why exactly such scaling factors occur is an open question – part of the reason may be simplifications in the expression for $\theta(z)$, e.g.
for simplified models of realistic networks and processes. Future work should focus on understanding the extent to which our techniques may be applied to more complicated models, or other classes of models which may admit similar solutions, or focusing more in depth on some of the qualitative arguments we made (e.g., if $\tau_{\text{spread}} \sim O(1)$) which are not readily observable from our basic simulations.
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