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Obstructive Sleep Apnea (OSA) is the most common disease in sleep-related breathing disorders. One apnea event is defined as “a decrease of airflow by more than 90% from baseline over a period of more than 10 second”. The prevalence of OSA in the general adult population ranges from 6% to 17%. Studies show that OSA can cause hypertension, heart failure, stroke, and even erectile dysfunction. Moreover, OSA patients do not usually develop noticeable symptoms. The only observable symptom of OSA is simply ordinary snoring, which hinders a patient from self-diagnosis of this destructive disease. Therefore, a large number of OSA patients fail to receive appropriate treatment in time. PSG-based diagnosis faces a high cost between $1,000 and $2,000 for just an overnight test, and the unfamiliar environment and constant connection to sensors during sleep further make it an unpleasant experience for patients. As a result, PSG-based diagnosis is inconvenient and expensive, rendering large-scale and regular testing for this common disease infeasible.

To this end, it is highly desirable to develop a comfortable, portable and cost-effective approach to detect OSA in the daily environment. For patients, methods needing fewer sensors than PSG are naturally more suited to daily lives. Recently, with the advances in sensor technologies, single-sensor solutions based on physiological signals have been proposed. Among the physiological signals used for OSA detection, respiration-related signals are one of the most widely adopted options. The only direct way to detect respiration is to measure the airflow. compared the detection performance of oronasal thermal airflow (TA) sensor, nasal pressure (NP) transducer, respiratory inductance plethysmography (RIP) and tracheal sound (TS) sensor. The output of all four sensors directly reflects the breathing frequency of patients, thus becoming a strong indicator of OSA disease. Meanwhile, the collection of high-quality air flow data heavily relies on the precision of sensors. Unfortunately, studies have pointed out that only 60% of such signals collected in overnight monitoring are valid for both children and adults. A common cause is that, the patients tend to subconsciously shift or remove the sensors they wear due to the foreign body sensation. proposed a method focusing on combinatorial audio features of the breathing process like non-respiratory rates and average ventilation. Sound-based detection is intuitively the most convenient one, but its limitation in noise resistance makes it unsuitable for daily scenarios like bed-sharing.

Though existing single-sensor methods with respiratory signals fail to offer ideal real-life practicality, there is another choice, namely the electrocardiogram (ECG). To the open-source PhysioNet apnea-ECG database, ECG appears to be the most popular data source for OSA detection task.
since 2003 [3]. Respiration-based methods can easily establish explicit and intuitive associations between respiratory data and respiratory diseases (e.g., OSA), however, this is not the case with ECG data as its relationship with respiratory diseases can only be implicitly captured. Therefore, the design of an effective prediction algorithm is the key to successful OSA detection. ECG-based OSA detection is mainly performed in two ways. The first exploits full information of ECG recordings with techniques like wavelet transform [12]–[14] and variational mode decomposition [15]. In contrast, the other type of methods only need a basic yet important attribute within ECG recordings, i.e., the RR-interval. RR-interval is the time gap between two R-waves, which is identical to the interval between two heart beats. While obtaining the full ECG data during sleep is non-trivial (e.g., multiple electrodes must keep attached to a patient’s chest), one major advantage of RR-interval signals is that they can be easily collected via photoplethysmogram (PPG) pulse sensors. Nowadays, PPG sensors are driven by an electric current of up to 30 mA and can be easily collected via photoplethysmogram (PPG) pulse sensors. Nowadays, PPG sensors are equipped on wrist-worn wearable devices like smart watches and the much cheaper smart wristbands, which means we do not have to develop any new hardware system from the ground up. In this case, we avoid persuading potential OSA patients to buy OSA diagnosis devices as OSA symptoms are hardly noticeable for themselves, but simply add an extra functionality to their smart wrist-worn devices for day-to-day use.

To detect OSA from RR-interval signals, various machine learning methods are devised, including support vector machines (SVM) [14], k-nearest neighbors (KNN) algorithm [16], linear discriminant analysis (LDA) [17], hidden Markov model (HMM) [18]. With the immense advances in deep learning [19], methods based on deep neural networks [12] and recurrent neural networks (RNNs) [20] are proven effective in this task. More recently, [21] proposed a model combining convolutional neural networks (CNNs) with long- and short-term memory (LSTM) networks achieved a considerable performance, which indicates RR-interval can be a key feature for OSA detection. As a result, collecting and analyzing RR-interval signals for OSA detection is an ideal solution that offers comfort, portability, and low cost at the same time. Considering the prevalence of the aforementioned smart wearable devices, the cost of detecting OSA can be dramatically reduced. Meanwhile, the portability of wearable devices facilitates people tracking their OSA status in a real-time manner.

Nevertheless, on top of the high demand on detection accuracy, the migration towards wrist-worn devices comes along with a new challenge. As data processing tasks can be assigned to connected smartphones or the cloud, wearable devices’ major task is simply gathering RR-interval data. However, the battery capacity in smart wearable devices is commonly small (e.g., around 100 mAH in most smart wristbands), while PPG sensors are driven by an electric current of up to 30 mA (see Section IV-C). So in the worst case, pulse sensors can only work continuously for 3.3 hours, rendering it difficult for overnight monitoring. In this regard, the energy efficiency will be the defining quality of whether such OSA detection solution is realistic. Existing methods rarely take energy efficiency into consideration as they simply assume the availability of a sequence of continuous, long-range RR-interval records. In light of this, this paper proposes a detection model, namely the Frequency Extraction Network (FENet) that can produce continuous diagnostic results on discontinuous signals. This design enables the PPG sensor to work with an intermittent duty cycle, thus easing the pressure on the battery of wearable devices and maximizing the monitoring duration. To the best of our knowledge, this is the first work addressing the real-life practicality of OSA detection on wrist-worn devices by reducing the duty cycle of sensors. The major contributions of this paper are:

- We identify the unique challenges of OSA detection on smart wrist-worn devices, and design an energy-efficient machine learning solution based on RR-interval signals.
- We propose a novel model FENet for OSA detection. With an innovative multi-frequency dilated convolutional neural network, FENet learns implicit representations of discontinuous signals, and then generates apnea labels for both the current timestamp and the adjacent ones with missing input. Thus, FENet allows for accurate OSA detection with limited data availability.
- Extensive experiments on real-world OSA datasets show the superior accuracy of FENet. Further studies on energy efficiency suggest that FENet effectively reduces the energy consumption and is more friendly to the limited battery capacity on smart wrist-worn devices.

II. RELATED WORK

In RR-interval-based OSA detection, there have been attempts to decrease the energy consumption of wearable devices. [22] used the frequency spectrum of the RR-intervals to cut down the energy cost of feature extraction, which proves identifiable relations between frequency-based patterns and the OSA disease. [23] performed sleep apnea assessment in time domain and applied an efficient outlier removal technique to reduce the time complexity of OSA detection, enabling energy saving. However, the handcrafted features are highly dependent on domain expertise and are hard to generalize to other large-scale datasets.

End-to-end deep learning models are applied to bypass the need for manual feature selection. [24] proposed a method that recognizes apnea events via a multi-layer CNN model, which can capture high-level semantic features automatically. RNN models have been intensively studied and perform well in sequential representations [25]–[28]. [29] used bidirectional RNNs to learn a hidden state to represent RR-interval series and then classify input with this feature. Liang et al. improved the overall performance by combining CNNs and RNNs, where the RR-interval signals have to pass through two convolutional layers and one LSTM layer [21]. Regrettably, these works mainly focus on how to achieve a higher accuracy without considering the differences in operational conditions between wearable devices and sleep laboratories.

As pointed out in Section I, energy efficiency is of great importance to smart wrist-worn devices. Existing methods fail...
to provide an ideal solution for common smart watches or wristbands. Furthermore, existing models for OSA detection based on RR-interval signals lack the consideration of physiological properties of human respiration, e.g., the dynamics of breathing frequencies. In light of the feasibility of [22], we assume respiration signals are coupled with RR-interval signals, and accordingly design a multi-frequency feature extraction model which automatically generates pertinent features and produces classification output on discontinuous input signals.

III. METHODOLOGY

In this section, we present our proposed solution to OSA detection, namely the frequency extraction network (FENet).

A. Preliminaries

To start with, we first present the definitions of RR-interval sequence and apnea label sequence used in our model.

Definition 1: RR-interval Sequence. FENet takes a sequence of RR-interval records as its input, which is collected by pulse sensors. Given a timestamp \( \tau \), a single RR-interval record \( I(\tau) \) is defined as follows:

\[
I(\tau) = t(R_i) - t(R_{i-1}), \quad t(R_{i-1}) \leq \tau < t(R_i),
\]

where \( t(\cdot) \) returns the timestamp of a pulse \( R \), and \( R_i \) and \( R_{i-1} \) are two consecutive pulses around time \( \tau \). All timestamps are in seconds. For each patient \( p \), we can divide her/his full pulse sequence into \( n_p \) one-minute intervals. Then, for every second in the \( i \)-th interval \( (1 \leq i \leq n_p) \), we can obtain one record \( I(t) \), thus obtaining a 60-dimensional feature vector, denoted by \( x_i = [I(60i-59), I(60i-58), \ldots, I(60i)] \).

Ultimately, by stacking all \( n_p \) feature vectors, we can represent the RR-interval sequence for patient \( p \) using a feature matrix \( X_p^{full} = \{x_1, x_2, \ldots, x_{n_p}\} \). Note that in the rest of this paper, we refer to each one-minute interval, i.e., \( x_i \), as an epoch.

Definition 2: Discontinuous RR-interval Sequence. As discussed in Section I, a major advantage of FENet is its capability of operating on discontinuous input sequence. Essentially, the discontinuous RR-interval is a downsampled version of \( X_p^{full} \) by skipping several epochs between two feature vectors. In our paper, the skipping step size is set to 2 epochs, leading to only \( \frac{n_p}{2} \) epochs to be collected by the pulse sensor. The resulted discontinuous RR-interval sequence is represented by \( X_p = \{x_2, x_5, \ldots, x_{n_p-1}\} \), where we skip the previous and subsequent epochs of each feature \( x_i \in X_p \).

Definition 3: Apnea Label Sequence. A binary label \( a_i \in \{0, 1\} \) is used to denote whether there is an apnea in the \( i \)-th epoch, where we set \( a_i = 1 \) for positive and \( a_i = 0 \) for negative. For patient \( p \), we organize the nested apnea vector sequence \( Y_p \) in correspondence to the format of discontinuous \( X_p \), i.e., \( Y_p = \{y_2, y_5, \ldots, y_{n_p-1}\} \). In \( Y_p \), each \( y_i = \{a_{i-1}, a_i, a_{i+1}\} \) contains three labels indicating the apnea status for the current, previous, and subsequent epochs. Then we can easily get continuous apnea label sequence \( A_p = \{a_1, a_2, \ldots, a_{n_p}\} \) by unfolding \( Y_p \).

Finally, we define the OSA detection problem as follows.

Problem Definition: OSA Detection on Discontinuous RR-interval Signals. For each user \( p \), given her/his discontinuous RR-interval sequence \( X_p \), our goal is to learn an OSA detection model to map \( X_p \) to the nested apnea vector sequence \( Y_p \).

B. An Overview of FENet

The workflow of Frequency Extraction Network (FENet) is demonstrated in Fig. 1. Since apnea has the symptom of a weakened or vanishing of breath, the intuition behind FENet is to fully capture the underlying respiratory processes in RR-interval signals. FENet takes one interval vector \( x_i \) as input and then generates an implicit representation of respiration with a group of multi-frequency filters and a frequency feature extractor. Afterwards, convolutional layers and fully connected layers are adopted to produce three independent classification results \( y_i = \{a_{i-1}, a_i, a_{i+1}\} \). This design significantly reduces up to 67% of the operation time needed from the pulse sensors on wearable devices, which is illustrated in Figure 2.
Motivated by the proven effectiveness of CNNs in signal processing and CNN architecture, we build the feature extraction layer of FENet upon the CNN architecture. First, let us recall the standard definition of a convolution operation:

\[(F * k)(n) = \sum_{s+t=n} F(s)k(t), \quad (2)\]

where \(F\) denotes the raw input feature (i.e., vector \(x_i\) in our case), \(k\) is the filter (a.k.a., convolution kernel), and \(F * k\) denotes the generated feature after performing convolution with \(k\) on \(F\). \(n, s\) and \(t\) are respectively the indexes of elements in feature \(F * k\), input \(F\) and kernel \(k\). For every human, the size of each breath changes constantly, which leads to fluctuations in the frequency of human respiration. Correspondingly, we propose to comprehensively extract such multi-frequency feature with CNNs. Though this notion is previously termed as multi-resolution feature modelling in existing work \[30\], the proposed multi-resolution CNN only focuses on signals that contain heterogeneous sources and carry rich semantics, e.g., a mixture of audio sources. However, when dealing with the homogeneous RR-interval signals in OSA detection, it can hardly discover sufficient frequency-based patterns that are subtle yet important. To derive a fine-grained CNN-based model that can thoroughly learn the multi-frequency features from raw RR-interval signals, we build our model upon a 1-dimensional (1-D) dilated convolutional layer \[31\] with a group of multi-frequency filters. Denoted as \(F * d k\), the dilated convolution operation proceeds as the following:

\[(F * d k)(n) = \sum_{s+dt=n} F(s)k(t), \quad (3)\]

where \(d\) is the dilation coefficient, and \(k\) is an \(1 \times 3\) convolution filter determined from \(\{1 \times 3, 1 \times 5, 1 \times 7\}\) via hyperparameter grid search. When \(d = 1\), Eq.(3) enables the standard convolution with a 3-dimensional receptive field for 1-D convolution, while \(d > 1\) will enlarge the receptive field to \((2d + 1)\)-dimensional. Hence, the feature in the \(j\)-th layer of our multi-frequency dilated CNN can be defined as:

\[F_{j} = F_{j-1} * d_j k_j, \quad (4)\]

Our multi-frequency dilated CNN works like a wavelet basis that can collect information in its corresponding frequency. Specifically, the frequency of filter \(k_j\) is:

\[freq(k_j) = \frac{freq_s}{d_j}, \quad (5)\]

where \(freq_s\) is the sampling frequency of input signals. In FENet, we adopt a 4-layer structure in the multi-frequency dilated CNN by default. As shown in Figure 4, the larger the value of \(d_1\), more global context can be captured from the input. Figure 4(a) depicts a schematic architecture of our multi-frequency dilated CNN. The filters are shared except the bottom layer, allowing FENet to automatically adapt to the amplitude of different frequencies while minimizing the computational complexity. Let \(F_{0i} = x_i\,\), then for each group of dilation coefficients \(d = \{d_1, d_2, d_3, d_4\}\), we can obtain the following convolutional feature:

\[G_d(x_i) = x_i + (x_i * d_1 k_1) + (x_i * d_2 k_2) + (x_i * d_3 k_3) + (x_i * d_4 k_4), \quad (6)\]

where the first term is the residual connection \[32\] we imposed for faster convergence, and \(k_2 = k_3 = k_4\), as illustrated in Figure 4(a). To be succinct, in Eq.(6), we omit the nonlinear activation with rectified linear unit (ReLU) and batch normalization (BN) applied to each layer’s input.

**D. Frequency Feature Extractor**

Let \(D\) be the set of all coefficients \(d\), then for input \(x_i\), we combine all \(|D|\) generated convolutional features to obtain a unified representation of respiratory epoch \(i\):

\[H_i = \bigg\|_{d \in D} G_d(x_i), \quad (7)\]

where \(\|\) denotes the iterative operator for vector concatenation that generates the feature map \(H_i \in \mathbb{R}^{|D| \times 60}\). \(H_i\) now stacks
all multi-frequency representations of epoch \( i \) learned by the dilated CNN with \(|D|\) distinct sets of filters. To further model the intricate feature interactions between different filter groups, we additionally adopt an 1-D convolution layer with \( l \leq |D| \) kernels as the frequency feature extractor:

\[
\mathbf{H}'_i = \text{CNN}(\mathbf{H}_i).
\]  

(8)

As such, \( \mathbf{H}'_i \in \mathbb{R}^{l \times 60} \) is a compact yet expressive representation that encodes the respiratory properties within the \( i \)-th breathing epoch.

E. OSA Detection

With the resulted latent representation \( \mathbf{H}'_i \) for a single epoch, the OSA detection module in FENet is essentially a classifier for estimating three binary labels for consecutive respiratory epochs \( i-1, i \) and \( i+1 \). As \( \mathbf{H}'_i \) is already highly representative, we adopt a simple network structure for this classifier to minimize the computational complexity. Specifically, as shown in Figure 4(b), a 3-layer fix-sized convolution followed by three parallel fully connected units are adopted for emitting three separate classification results:

\[
\hat{\mathbf{H}}_i = \text{CNN}'(\mathbf{H}'_i),
\]

\[
\{\hat{a}_{i-1}, \hat{a}_i, \hat{a}_{i+1}\} = \{\text{FC}_1(\hat{\mathbf{H}}_{i-1}), \text{FC}_2(\hat{\mathbf{H}}_i), \text{FC}_3(\hat{\mathbf{H}}_{i+1})\},
\]

where \( \text{CNN}'(\cdot) \) is the convolutional part (Figure 4(b)). \( \text{FC}_1(\cdot), \text{FC}_2(\cdot), \text{FC}_3(\cdot) \) denote the fully connected units that output three 2-dimensional vectors \( \hat{a}_{i-1}, \hat{a}_i, \hat{a}_{i+1} \in \mathbb{R}^2 \). We introduce batch normalization and dropout respectively in \( \text{CNN}'(\cdot) \) and \( \text{FC}(\cdot) \), as a form of regularization. Finally, we apply softmax to obtain a probability distribution over two classes (i.e., labels):

\[
\hat{p}'_i = [\hat{p}'_i(\text{label} = 0), \hat{p}'_i(\text{label} = 1)] = \text{softmax}(\hat{a}_i),
\]

\[
i' \in \{i - 1, i, i + 1\},
\]

(10)

where the resulted \( \hat{p}_{i-1}, \hat{p}_i \) and \( \hat{p}_{i+1} \) carry the probabilities of negative (i.e., 0) and positive (i.e., 1) OSA symptoms inferred from the current epoch \( x_{i} \). Correspondingly, in the inference stage, the predicted labels \( \hat{a}_{i-1}, \hat{a}_i \) and \( \hat{a}_{i+1} \) for OSA disease is computed via:

\[
\hat{a}_i' = \begin{cases} 
0, & \text{if } \hat{p}'_i(\text{label} = 0) \geq \hat{p}'_i(\text{label} = 1) \\
1, & \text{otherwise}
\end{cases},
\]

(11)

where \( i' \in \{i - 1, i, i + 1\} \).

F. Optimization Strategy

To facilitate training for FENet, we introduce our modified cross-entropy loss to quantify the classification error on each patient \( p \):

\[
\mathcal{L}_p = - \sum_{i \in \mathcal{X}_p} \left( \lambda_1 \cdot a_{i-1} \log(\hat{p}_{i-1}(\text{label} = a_{i-1})) + \lambda_2 \cdot a_i \log(\hat{p}_i(\text{label} = a_i)) \right.
\]

\[
\left. + \lambda_3 \cdot a_{i+1} \log(\hat{p}_{i+1}(\text{label} = a_{i+1})) \right)
\]

(12)

which is them summed up for all \( p \in \mathcal{P} \):

\[
\mathcal{L} = \sum_{p \in \mathcal{P}} \mathcal{L}_p,
\]

(13)

where \( \lambda_2 > 0 \) is the weight assigned to the \( i \)-th epoch, while \( \lambda_1, \lambda_3 > 0 \) are weights controlling the impact of the preceding and succeeding epochs, respectively. We also define \( \lambda_1 + \lambda_2 + \lambda_3 = 1 \). Since FENet is an end-to-end neural network, we adopt stochastic gradient descent (SGD) to optimize its parameters. To be specific, we leverage a mini-batch SGD-based optimizer, namely Adam [33] to minimize \( \mathcal{L} \) until it converges.

IV. Experiment

In this section, we conduct experiments on real-world datasets to verify the effectiveness of FENet in OSA detection.

A. Datasets and Evaluation Metrics

We gather 243 recordings from three data sources, namely the PhysioNet apnea-ECG dataset (PAD) [7], University College of Dublin’s sleep apnea dataset (UCDSAD) [34] and the Best Apnea Interventions for Research (BestAIR) [35]. PAD was released for the Cardiology Challenge 2000, and originally contained the labelled recordings from 35 people. Recently, PAD has further released 35 labelled recordings which were initially held out for evaluation purposes in this challenge. UCDSAD contains annotated ECG signals from 25 adults. It includes four kinds of diagnoses: hypopnea, central sleep apnea, obstructive sleep apnea and mixed sleep apnea, where the last two types are labelled as OSA events in our experiments. BestAIR is released by the National Sleep Research Resource (NSRR) [36], which contains 148 individuals. We list some key statistics and OSA severity information of all data sources in Table I where we use apnea-hypopnea index (AHI) to indicate the severity of OSA. An OSA case is considered normal/mild if AHI<15 and moderate/severe otherwise. With these data sources, we are able to obtain three following evaluation datasets:

- **PAD-UCDSAD**: As both PAD and UCDSAD are relatively small and diverse in severity of OSA, we combine all 95 recordings from two sources for performance test, termed PAD-UCDSAD.
- **PAD**: As all baseline methods are originally designed and optimized based on the first 35 people’s recordings in the competition, we denote the first half of PAD as PAD and use it as an additional evaluation dataset.
- **BestAIR**: In [36], a benchmark dataset with 148 individuals and 129,680 valid epochs was collected. This is the largest one among all three experimental datasets.
For all datasets, we use a well-established, CNN-based QRS complex detection algorithm [37] to locate every R-peak in ECG records. This offers more accurate RR-interval signals compared with the one used in [7]. The partial output of QRS detection algorithm [37] is visualized as the blue line in Figure 5 which presents better stability than the default one. We eventually get 44,279, 16,888, and 129,680 valid epochs from PAD-UCDSAD, PAD*, and BestAIR, respectively.

B. Baseline Methods and Hyperparameter Settings

We compare FENet with the following RR-interval-based OSA detection models:

- **CNN** [24]: It is a CNN-based model for OSA detection designed by Wang et al., which contains three convolutional layers, two max-pooling layers and three fully connected layers.
- **LSTM** [29]: This is an end-to-end model consisting of four LSTM layers and one softmax layer. Each LSTM layer is followed by a batch normalization operation.
- **CRNN** [21]: This is a hybrid deep learning model that combines a 2-layer CNN with a bidirectional LSTM for OSA detection.

For FENet, apart from the convolution filter size, all optimal hyperparameters are determined via grid search. For the number of filters in the CNN-based frequency extractor, it is searched in \(l \in \{1, 2, 3, 4\}\). Also, we assume \(\lambda_1\) and \(\lambda_2\) in Eq. (12) are equally important, hence \(\lambda_1 = \lambda_2 = 0.5(1 - \lambda_2)\) and \(\lambda_2\) is tuned in \(\{0.9, 0.7, 0.5, 0.3\}\). To simplify the search space for \(|D|\) sets of dilation coefficients \(\{d_1, d_2, d_3, d_4\}\), we fix the dilation rate for upper layers with \(\{d_2 = 2, d_3 = 4, d_4 = 8\}\) and vary \(d_1\). As the regular respiration rate for sleeping adults is 12 to 20 breaths per minute, the lower bound of \(d_1\) is 3 according to Eq. (5). In our experiments, we adopt four values \(\{3, 4, 5, 6\}\) for \(d_1\), hence \(D = \{\{d_1, d_2, d_3, d_4\}|d_1 \in \{3, 4, 5, 6\}\}\). For all our baseline methods, we directly adopt their reported optimal hyperparameter settings.

### C. Evaluation Protocol

**Evaluation Metrics.** We use three popular metrics for classification tasks, namely Accuracy (Acc), Recall (Rec), Precision (Pre) and Specificity (Spe). They are defined as follows:

\[
\text{Acc} = \frac{TP + TN}{TP + FN + TN + FP}, \quad \text{Rec} = \frac{TP}{TP + FN}, \quad \text{Pre} = \frac{TP}{TP + FP}, \quad \text{Spe} = \frac{TN}{TN + FP},
\]

where \(TP\) is the number of correctly detected abnormal epochs (i.e., true positive cases), and \(TN\) is the number of correctly detected normal epochs (i.e., true negative cases). \(FP\) is the number of incorrectly detected abnormal epochs (i.e., false negative cases) and \(FN\) is the number of incorrectly detected normal epochs (i.e., false negative cases). From the perspective of OSA detection, false negative cases is much more severe compared with false positive cases as higher \(FN\) means more abnormal epochs are missed. Hence, our foremost aim is to reduce \(FN\), and we prioritize the importance of Recall above Accuracy, Precision and Specificity.

### D. Effectiveness on Continuous OSA Detection

Because the baseline methods are all based on consecutive RR-interval signals, we firstly verify all methods’ effectiveness by performing OSA detection in a continuous manner. In other words, we assume the availability of \(X_p^{full}\), and FENet only needs to output one label \(\hat{a}_i\) with each input \(x_i\). Considering all baselines are originally optimized on PAD*, we use PAD* as an additional evaluation dataset on top of the full dataset PAD-UCDSAD. The datasets are randomly divided for training, validation, and test with the ratio of 3:1:1.

We report the performance on continuous OSA detection of all tested models on PAD* and PAD-UCDSAD in Table II. It is clear that our FENet consistently and significantly outperforms other baseline models on four evaluation metrics. Apart from the superiority on the commonly used PAD* dataset, FENet also maintains its high detection accuracy despite the dramatic declines from all baselines, showcasing its stability and generalizability when dealing with large-scale datasets. Compared with three baselines on Recall, FENet achieves 1.08%, 6.47% and 1.98% average improvement on PAD*, PAD-UCDSAD and BestAIR, respectively.
E. Effectiveness on Discontinuous OSA Detection

The advantage of FENet is the ability to perform prediction for three consecutive epochs using data from a single epoch. Hence, we evaluate all OSA detection methods in the discontinuous setting. The experiments are conducted on PAD-UCDSAD dataset due to its diverse OSA severity of patients (reflected by AHI). To make the baselines comparable to this setting, for each baseline, we train three independent models (without weight sharing) to emit $a_{i-1}$, $a_i$ and $a_{i+1}$ given input $x_i$. All hyperparameters are inherited from continuous detection experiment so there is no validation set.

Discussion on Overall Performance. In this test, we use 80% of epochs from PAD-UCDSAD to train baseline models and FENet while the rest of them are treated as test set. The results of the discontinuous detection experiments are illustrated in the first part performance under the continuous setting, they all suffer from a significant performance drop when trying to predict the labels for the missing adjacent epochs. In contrast, FENet achieves the best performance, which suggests that the dilated convolution layers are highly capable of extracting the signals, we visualize the detection result on a patient's full record in Figure 6. It can be observed that FENet almost finds out every apnea event, while some normal epochs are labelled incorrectly. Since the difference between hypopnea and apnea is subtle, these hypopnea epochs are likely to lead to false positive predictions.

F. Impact of Hyperparameters

In this study, we investigate the effect of the key hyperparameters, namely $d_1$ and $l$, on the performance of FENet. The results are depicted in Figure 6. For $d_1$, we fix $l = 1$ and gradually enlarge the set of $d_1$ from $\{3, 4\}$ to $\{3, 4, 5, 6, 7, 8\}$. For all three metrics, the best performance can be obtained when $d_1$ has four values $\{3, 4, 5, 6\}$, while using only two dilated filters $d_1 \in \{3, 4\}$ leads to an obvious performance drop, especially for Recall and Accuracy. Intuitively, people breath slower during asleep, hence filter in higher frequencies (lower $d_1$) may miss some important respiratory patterns. With the inclusion of $d_1 = 5$, FENet extracts information with around 0.2 Hz frequency from the input, which is proven beneficial for the detection performance.

For $l$, we use four dilated filters $d_1 \in \{3, 4, 5, 6\}$, and vary it from 1 to 4. Generally, FENet benefits from a smaller $l$, as too many deep layers in the frequency feature extractor will bring excessive parameters, thus making the network harder to train and more vulnerable to overfitting issues. As the impact of $l$ is relatively small, FENet is deemed insensitive to $l$. 

![Rysunek 6. A visualization of the discontinuous OSA detection result in cold-start scenario. The record is from a patient indexed A03 in the dataset. The red and purple lines are respectively the ground truth and the output of FENet.](image)

![Rysunek 7. The impact of hyperparameters in FENet. (a) and (b) reflect the fluctuation of performance while varying $d_1$ and $l$, respectively.](image)

### Table III

| Dataset | Metric | CNN | LSTM | CRNN | FENet |
|---------|--------|-----|------|------|--------|
| Normal  | Acc    | 0.8715 | 0.8515 | 0.8041 | 0.9567 |
|         | Rec    | 0.9077 | 0.8501 | 0.8212 | 0.9608 |
|         | Pre    | 0.9216 | 0.9487 | 0.9117 | 0.9793 |
|         | Spe    | 0.7581 | 0.8560 | 0.7508 | 0.9457 |
| Cold-start | Acc    | 0.7196 | 0.6915 | 0.6919 | 0.7825 |
|         | Rec    | 0.8623 | 0.7838 | 0.7824 | 0.9064 |
|         | Pre    | 0.7769 | 0.7905 | 0.7918 | 0.8154 |
|         | Spe    | 0.3385 | 0.4451 | 0.4504 | 0.4518 |
The performance of FENet when duty cycle decreases from 1 to \( \frac{1}{3} \) is shown in Figure 8(a). Figure 8(b) shows the energy consumption of four devices for an 8-hour OSA monitoring test in different conditions. Green and IR denote two sensor configurations, while STD and FENet respectively denote standard or lower duty cycle in FENet.

### G. Analysis on Energy Efficiency

#### The Impact of Duty Cycle

Additionally, we investigate how FENet behaves if we would like to engage the PPG sensor for a shorter time for RR-interval collection. This is achieved by reducing the duty cycle (DC) of the sensor, e.g., a duty cycle of \( \frac{1}{3} \) means that FENet needs to predict the labels for 9 time steps \( \{ \hat{a}_{t-4}, \hat{a}_{t-3}, \ldots, \hat{a}_{t+3}, \hat{a}_{t+4} \} \) given each \( x_t \), and \( \frac{1}{3} \) corresponds to the default duty cycle of FENet. We report the experimental results with \( DC \in \{1, \frac{1}{2}, \frac{1}{3}, \frac{1}{5} \} \) in Figure 8(a) Note that the number of FC blocks for emitting the output labels also changes accordingly. Though the sensor can theoretically save more energy with lower DC, unsatisfying performance is observed when DC is below \( \frac{1}{5} \).

#### Energy Consumption Simulation

FENet reduces the energy cost of sensors, which is very useful for devices whose data collectors (i.e., PPG sensors in our case) are the primary energy consumer. In this section, we investigate the energy consumption by simulating the working condition of smart wrist-worn devices. For FENet, with the default PPG sensor duty cycle of \( \frac{1}{3} \), \( \frac{2}{3} \) energy can be conserved in ideal conditions if no energy consumption is incurred by other components. Given more complex real-life scenarios where the background energy consumption is greater than 0, we investigate the energy consumption of some common smart wrist-worn devices.

The devices analyzed are Apple Watch Series 6, Microsoft Band 2, Huawei Band 4 and Mi Smart Band 5. Since the specification of the PPG sensor equipped on each device is commonly unavailable from manufacturers, we select two PPG sensor modules with publicly available data sheets that are designed for wearable devices to simulate the working condition of sensors in target devices.

As shown in Table IV, we can easily obtain official information about each device’s battery capacity and standard standby time, which can be used to calculate the background current \( I_{BG} \) by dividing the battery power by the standby time. We then select two representative PPG sensors. The first one is BH1790GLC\(^1\) which has two green LEDs and is characterized by its low power consumption. The other is OB1203\(^2\) a cutting-edge sensor module that can detect pulse waves via infra-red (IR) light. We use Green and IR to denote two sensors, respectively. According to the specifications, the working current \( I_{PPG} \) of Green and IR sensors are respectively 1.6 mA and 30 mA. Then, assuming all devices are powered by the same voltage, we can calculate the electricity consumption (measured by mAh) for both standard and FENet’s conditions in \( T \) hours, i.e., \( C_{STD} = (I_{PPG} + I_{BG})T \) and \( C_{FENET} = (\frac{1}{3} I_{PPG} + I_{BG})T \). We visualize the electricity consumptions of an 8-hour overnight monitoring of four devices using Green/IR sensor in Figure 8(b). The battery capacity is also reported, showing that existing methods’ energy consumption exceeds the battery capacity when IR sensor is used in its full duty cycle. The results suggest that, on devices with different battery and PPG sensor configurations, FENet significantly cuts down the energy consumption by allowing the PPG sensor to operate with \( \frac{1}{3} \) duty cycle. Also, it enables all devices to support overnight monitoring. More importantly, as shown in Table IV, the design of FENet makes it consistently outperform existing full duty cycle methods that are adapted to discontinuous OSA detection.

### V. Conclusion

In this paper, we propose FENet, a novel model that extracts features from different frequencies of the input RR-interval signals to perform OSA detection in an energy-efficient manner. We constructed a dilated convolutional neural network with a set of filters for different frequency bands. As such, FENet adapts to frequencies close to human breath and accordingly generates expressive representation of a respiration epoch. The representation is subsequently processed by one convolutional layer block and three fully connected layer blocks to produce final detection results for both the current epoch and the two adjacent epochs that are missing. In our future work, we would like to incorporate human-in-the-loop scheme into FENet to make it able to generate accurate predictions in a timely manner.
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