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ABSTRACT

Computer-aided diagnosis of hypertensive retinopathy (CAD-HR) is performed by analyzing the retinal image. The analysis is carried out in several stages, one of which is image segmentation. The segmentation carried out so far generally uses a region-based and threshold-based approach. There is not yet a clustering-based approach, and there has been no previous analysis of why clustering-based is not yet widely used. This study aims to conduct clustering-based segmentation analysis, specifically k-means clustering in CAD-HR. The research method used is divided into four stages, namely preprocessing, segmentation, feature extraction using fractal dimensions, statistical analysis for classification, and classification. Testing is done using the DRIVE and STARE datasets. The results of statistical tests showed that the number of clusters 3 was able to provide a significant difference between the fractal positive and negative dimensions of hypertensive retinopathy. The model of CAD-RH using the k-means algorithm for segmentation method is able to provide 80% sensitivity performance. The k-mean algorithm can be used as an alternative to segmenting retinal blood vessels.

1. INTRODUCTION

Image segmentation is an important step in the pattern recognition process, that is, if the segmentation stage has passed, then the next stage can be done in the form of feature extraction. This is also needed in a computer-aided diagnosis (CAD) model of hypertensive retinopathy based on retinal image [1], [2]. Segmentation can be used as a way to analyze retinal images. Image segmentation can be done using several approaches, namely region based, edge-based, threshold and clustering-based [3], [4]. The most widely used approaches are region-based, edge-based and threshold, while clustering is still relatively small. The use of segmentation with relatively little clustering is not supported by adequate reasons and studies, especially for hypertensive retinopathy CAD.

Segmentation by utilizing clustering has been done by several researchers, including by Dhanachandra et al. [5]. The study used k-mean clustering and subtractive clustering for white blood cell segmentation in the diagnosis of leukemia. The clustering method has also been used in retinal blood vessel segmentation, which is done by Mapayi et al. [6]. The study combines k-mean clustering and image difference for segmentation of the retinal eye vessels. A similar study was carried out by a number of researchers, Mapayi et al. [7], Ding et al. [8] and Dey et al. [9]. In this study, the difference is the use of fuzzy c-means algorithms. Research using similar objects has also been carried out by Rashid & Shagufta [10] and Prasad et al. [11]. The research uses a Fuzzy C-mean algorithm to detect exudates and microaneurysms in the retinal image. Another study that uses
clustering-based segmentation is done by Siddiqui & Isa [12], but not in the case of a retinal image, and using the k-means algorithm.

Researches that have been conducted in using clustering-based segmentation are limited to segmenting retinal blood vessels [6]–[9]. The study uses a number of clustering algorithms for segmentation, namely k-mean clustering algorithm [6] and fuzzy c-means [7]–[9]. Referring to the results of the research [6]–[9] shows that the clustering k-means algorithm is able to provide better performance compared to a number of other clustering algorithms for the segmentation process. The clustering algorithm for segmentation was also carried out by Siddiqui & Isa [12] and Dhanachandra et al. [13]. Both studies show that the combination of k-means and subtractive clustering is able to provide improved image quality [13], and in research [12] shows that enhanced moving k-mean, is able to provide better image quality than a number of clustering algorithms, including fuzzy c-mean. Unfortunately in a number of studies using clustering-based segmentation did not analyze the effect of the number of clusters used, besides the use of clustering-based segmentation has never been used in the development of CAD-HR system models [14].

Referring to a number of studies that have been conducted, this study aims to analyze clustering-based segmentation, specifically k-mean clustering in hypertensive retinopathy CAD. The research method used is divided into four stages, namely preprocessing, segmentation, feature extraction using fractal dimensions, statistical analysis for classification, and classification. Pre-processing aims to improve image quality, while feature extraction is done using fractal analysis, which is by calculating fractal dimension values. The results of feature extraction, then performed statistical analysis using significance test. Significance test with a 95% confidence level for each fractal dimension in normal retina and hypertensive retinopathy. The results of the statistical analysis are then used for the classification process. The data used for testing is the DRIVE and STARE datasets.

2. RESEARCH METHOD

2.1. K-means Clustering Algorithm

The clustering is a technique in data mining. Clustering is the process of grouping a data that has the same characteristics into a group, and groups of data with different characteristics to other groups. Clustering has a number of algorithms that can be used, one of which is k-means. The k-means algorithm has the following procedures [6], [13], [15]:

a. Determine the number of clusters
b. Determine random cluster centers
   \[ \mu_1, \mu_2, \mu_3, \ldots, \mu_k \]
c. Determine cluster members by calculating the Euclidean distance for each data to the nearest centroid
   \[ d_i = \text{Min}_j \| x^{(i)} - \mu_j \| \] (1)
d. Calculate the average of each cluster of data that has been allocated to each cluster
   \[ \mu_i = \frac{1}{m} \sum_{j=1}^{m} x_j \] (2)
e. Repeat steps (c) and (d), until the cluster center results are not changed. The criteria for this condition can be formulated in the following equation
   \[ \sum_{i=1}^{k} \sum_{j=1}^{m} \| x_j - \mu_i \| \] (3)

reach convergent, where \( x_j \in S_i \) and \( \mu_i \) is the-i cluster center, from \( S_i \) \{1,2,3,A \ldots ,k\}.

2.2. Dimension Fractal (DF)

Fractal dimensions are a measure of fragmentation of an object [16]. Fractal dimensions can be used to identify the complexity of a fractal, by comparing changes in irregularities in a form when the scale is changed. This study uses fractal dimensions with the box-counting method [17]. Calculation of fractal dimensions with box-counting can be written in the following equation.
\[ D = \frac{\log(N(\sigma))}{\log\left(\frac{1}{\sigma}\right)} \]  

where \( N(\sigma) \) is the average of the cells visited by the measurement process on a different set of translations on the side of a square cell in a grid.

### 2.3. Method

This study conducted a performance analysis of clustering-based segmentation methods in CAD systems. The clustering algorithm used is k-means. The analysis was carried out using the STructured Analysis of the Retina (STARE) [18] and Digital Retinal Images for Vessel Extraction (DRIVE) [19] datasets which can be accessed online. DRIVE dataset is 50, consisting of normal 25 and hypertensive retinopathy 25. STARE dataset is 70, which is distributed to normal 34 and hypertensive retinopathy 36. Retinal data from both datasets are used as system inputs. The system description along with the process stages in the CAD system can be shown in Figure 1. The hypertensive retinopathy CAD model is implemented using the Matlab R2014a software with the Toolbox Image processing. The implementation and testing of the CAD-HR system are done using a computer with an AMD E2-1800 APU processor with Radeon (tm) HD Graphics 1.70 GHz, and with 4 Gbyte memory. Statistical analysis is done by using the t-test in the Software Exels.

![Figure 1. The model system and research method](image)

The CAD system model shown in Figure 1 has a number of stages. Preprocessing stages, the image of the retina from the acquisition using the fundus camera, then divided into 3 channels, namely red, green, and blue channel. The next step is to choose the channel with the best image quality, that the green channel. The next advanced image processing will be carried out on the green channel. Image processing is carried out in order to improve image quality. The repair method is done with Contrast Limited Adaptive Histogram Equalization (CLAHE) and 2D median filters. The result of the repairing quality retina image from...
improvisation, then segmentation is performed using the k-means algorithm. Before the clustering process is carried out, first the conversion of data from two dimensions to one dimension. The next step is to do clustering with variations in the number of clusters. The number of clusters tested is 2, 3, 4, 5, 6 and 7. The result of the clustering process is the center of the cluster and the membership of each gray level into the nearest cluster.

The results of the clustering process in the form of a cluster center, then performed calculations to determine the threshold limit. The threshold obtained is used to form a binary retinal image. The threshold determination is done by selecting the average of all cluster centers produced. In the results of the segmentation process with k-mean clustering, it has not produced the same background in all parts, it requires an image subtraction process. Image subtraction is done by using masking images from gray level retinal images. The next step is to do feature extraction using analysis fractals. Fractal analysis is done to calculate fractal dimensions using the box-counting method. Feature extraction results are fractal dimensions of segmented retinal images. Furthermore, the last step is to perform a statistical analysis of the results of feature extraction, namely by testing the significance of the fractal dimension and the number of clusters used in segmentation. The test was to determine differences in fractal dimensions in normal retinal images and hypertensive retinopathy.

The next step after statistical analysis is the classification process. Classification is done referring to the fractal dimension value obtained, taking into account the significance test results. The fractal dimension used is the fractal dimension which has a p-value <0.05. Classification results are determined by comparing the fractal dimension values obtained by the threshold, whose value is mean ± stdv. If it is bigger then it is negative and if smaller it is positive, as shown in equation (5). The performance parameters used are sensitivity and specificity parameters. The developed CAD-HR system was used for initial diagnosis, so that performance parameters emphasized high sensitivity. The values of sensitivity and specificity are calculated by referring to the confusion matrix shown in Table 1, with the formula as shown in equation (6-7).

\[
\text{Result} = \begin{cases} 
\text{Negative,} & \text{DF} > \text{Threshold} \\
\text{Positive,} & \text{Others}
\end{cases} \tag{5}
\]

\[
\text{TP}_\text{rate} = \text{Sensitivity} = \frac{\text{TP}}{\text{TP} + \text{FN}} \tag{6}
\]

\[
\text{TN}_\text{rate} = \text{Specificity} = \frac{\text{TN}}{\text{TN} + \text{FP}} \tag{7}
\]

3. RESULTS AND DISCUSSION

The research on retinal image segmentation analysis based on clustering with the k-mean algorithm produces a number of outputs. The research output is presented in two models, namely the output image for each stage of the study and the final output in the form of fractal dimension data with a variable number of clusters. The results of the research are in the form of images as shown in Figure 2. In Figure 2 it is divided into 9 images, Figure 2(a) shows the retinal image that is the CAD input system. The result of the separation process of the three channel retinal images, shown in section Figure 2(b) is the green channel, then Figure 2(c) is the retinal image of the improved results using a combination of CLAHE [20] and median filter [1]. In part Figure 2(d-i) is a clustering-based segmentation output with the number of clusters 2, 3, 4, 5, 6 and 7. The resulting retinal image is a retinal blood vessel. The blood vessel pattern is then analyzed using fractal analysis to determine the fractal dimensions. The results of the second study were, in the form of significance test results with a 95% confidence level of normal fractal dimensions and hypertensive retinopathy, both for the number of clusters 2 to 7. The results of the significance tests were shown in Table 2. The tests were carried out using two DRIVE datasets and STARE.

Retina based clustering image segmentation using the k-means algorithm is able to segment blood vessels as shown in Figure 2(d). Significant test results are shown in Table 2 which show that fractal dimensions for normal retina and hypertensive retinopathy have different mean ± stdv values for all variations in the number of clusters. In the DRIVE dataset when the number of clusters 3 and 5, the resulting fractal dimension
values showed a significant difference between positive and negative hypertensive retinopathy. The significant difference is indicated by the p-value <0.05. This difference is in accordance with the research conducted by Wiharto et al. [21]. In this study using segmentation with a threshold approach, and a DRIVE dataset. Segmentation with the threshold approach was also carried out by Syahputra et al. [22]. The study also used fractal dimensions for feature extraction, unfortunately, in the study, no significance testing was done for differences in normal fractal dimensions and hypertensive retinopathy. The study immediately classified the probabilistic neural network, and also did not show the fractal dimension values produced for normal conditions and retention of hypertension.

Further comparison with the research conducted by Popovic et al. [23]. In this study, unfortunately, uses manual segmentation, and furthermore, the feature extraction uses fractal and lacunarity dimensions. The resulting fractal dimension also shows the difference between normal and hypertensive retinopathy, where the average fractal dimension for normal conditions is higher than hypertensive retinopathy. Cavallari et al. [24] also used fractal dimensions to determine hypertensive retinopathy or not, unfortunately in the study did not explain explicitly about the method of segmentation of blood vessels. The results of fractal dimension calculations performed showed that when hypertensive retinopathy the fractal dimension values 1.41 ± 0.04, whereas for normal (control) 1.45 ± 0.04. These results indicate that in this study the results of relative fractal dimensions are the same as the fractal dimensions of the results of segmentation using k-mean clustering.

A number of other studies related to the use of fractal dimensions which do not mention the segmentation methods and approaches used, but in this study using existing application software. This research such as conducted by Zhu et al. [25] and Aliahmad et al. [26]. In the study of Zhu et al. [25] explained the relationship between fractal dimensions of retinal blood vessels with cardiovascular disease. Aliahmadi et al. [26] explained the relationship between fractal dimensions of retinal blood vessels to predict the incidence of stroke. Referring to a number of studies that have been conducted show that the fractal dimensions for normal are greater than the dimensions of fractal hypertension retinopathy. This is in line with fractal dimensions resulting from retinal image segmentation with a k-means clustering algorithm.

Figure 2. The results of retinal image segmentation with the k-mean algorithm
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The last process is classification. The classification results are carried out using the fractal dimension threshold whose value is mean-stdv. The selection of the threshold value is done by three trials of threshold values, namely, mean+stdv, mean, and mean-stdv. The results of these experiments show mean-stdv values are able to provide better performance. Referring to the mean-stdv threshold dimensions of fractal dimensions, and using equation (5), the results of testing the CAD-HR system are able to provide the performance shown in Table 3. The results show for the DRIVE dataset with cluster 3, capable of delivering performance best with reference to the sensitivity parameter. Sensitivity values indicate the ability of the CAD-HR system to detect patients when they are positive, by a positive system detected 80%. The CAD-HR system is used for initial diagnosis by referring to changes in the pattern of retinal vessels, as measured by the fractal dimension, so that the performance parameters that are preferred are sensitivity[27], [28].

Table 2. Statistical analysis of fractal dimensions in clustering-based image segmentation

| Dataset | The Number of Clusters | Fractal Dimension | P-value |
|---------|------------------------|------------------|---------|
|         |                        | Normal          | HR      |
|         |                        | Mean  | Stdv  | Mean  | Stdv  |       |
| DRIVE   | 2                      | 1.5023 | 0.0145 | 1.4505 | 0.0227 | 0.2341 |
|         | 3                      | 1.4118 | 0.0478 | 1.2946 | 0.0452 | 0.0431 |
|         | 4                      | 1.6121 | 0.0086 | 1.6036 | 0.0121 | 0.7801 |
|         | 5                      | 1.5617 | 0.0286 | 1.4351 | 0.0381 | 0.0386 |
|         | 6                      | 1.6714 | 0.0056 | 1.6181 | 0.0047 | 0.9757 |
|         | 7                      | 1.6146 | 0.0153 | 1.5479 | 0.0248 | 0.1181 |
| STARE   | 2                      | 1.4973 | 0.0110 | 1.4795 | 0.0186 | 0.5240 |
|         | 3                      | 1.3623 | 0.0457 | 1.3432 | 0.0511 | 0.7044 |
|         | 4                      | 1.6000 | 0.0113 | 1.5900 | 0.0206 | 0.7198 |
|         | 5                      | 1.5336 | 0.0251 | 1.4891 | 0.0381 | 0.3116 |
|         | 6                      | 1.6132 | 0.0063 | 1.6106 | 0.0079 | 0.8950 |
|         | 7                      | 1.5844 | 0.0187 | 1.5378 | 0.0243 | 0.1523 |

The CAD-HR system that has been carried out mostly uses a number of features, such as research conducted by Wiharto et al. [21]. The study uses two features, namely dimensions of fractal and lacunarity, and uses the random forest classification algorithm. This combination makes the system perform better. If it only refers to one feature, namely the fractal dimension, the performance produced is relatively the same as the proposed CAD-HR system. Another study was also conducted by Syahputra et al. [22], the study not only used the fractal dimension but was added with invariant features and also used probabilistic neural network classification algorithms. The use of a number of features and using classification algorithms or data mining techniques in a number of previous studies shows that the proposed research has relatively the same performance. This is because the proposed system only uses the fractal dimension threshold, and uses the equation (5), but is able to produce sensitivity with a value reaching 80%. It also shows that k-means segmentation can be an alternative to segmenting blood vessels, which is then analyzed by the fractal dimension.

Table 3. Results of testing the CAD-HR system

| Dataset | The Number of Clusters | Sensitivity(%) | Specificity(%) |
|---------|------------------------|----------------|---------------|
| DRIVE   | 3                      | 80.000         | 44.000        |
|         | 5                      | 76.000         | 44.000        |
| STARE   | 5                      | 61.760         | 55.560        |
|         | 7                      | 64.710         | 38.890        |

4. CONCLUSION
The results of retinal image segmentation analysis using k-mean clustering algorithm show that the k-mean clustering method can be used for retinal blood vessel segmentation. This is shown by the feature extraction results in the form of fractal dimensions showing significant differences between normal and hypertensive retinopathy. The number of clusters used in the segmentation process also influences fractal dimension values. The number of clusters that give the best results is the number of clusters 3 for the DRIVE dataset, while STARE is relatively the same. These results indicate that clustering-based segmentation also provides performance that is not inferior to a number of segmentation methods that are widely used so far. This
is indicated by the performance of the CAD-HR system by only using the fractal dimension value which is able to provide sensitivity reaching 80%. Suggestions for development are by combining k-mean segmentation with other methods, and using a number of features, so that it can improve system performance.
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