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ABSTRACT
Multi-label classification aims to recognize multiple objects or attributes from images. However, it is challenging to learn from proper label graphs to effectively characterize such inter-label correlations or dependencies. Current methods often use the co-occurrence probability of labels based on the training set as the adjacency matrix to model this correlation, which is greatly limited by the dataset and affects the model’s generalization ability. In this paper, we propose a Graph Attention Transformer Network (GATN), a general framework for multi-label image classification that can effectively mine complex inter-label relationships. First, we use the cosine similarity based on the label word embedding as the initial correlation matrix, which can represent rich semantic information. Subsequently, we design the graph attention transformer layer to transfer this adjacency matrix to adapt to the current domain. Our extensive experiments have demonstrated that our proposed methods can achieve highly competitive performance on three datasets. https://github.com/a791702141/GATN.
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1 INTRODUCTION
Multi-label image classification is a basic visual task, which aims to recognize multiple objects or attributes in an image. It has wide real-world applications, like human expression classification [4, 22, 48, 50], social tag recommendation [27, 38] and medical image-aided diagnosis [14]. The most critical challenge for multi-label image classification is to learn the inter-label relationships and their dependencies in various images.

Motivated by the powerful ability of graph neural networks (GNN) in processing relation information, current works [8, 29, 40] often exploited GNN to model the correlation between categories, thereby achieving highly competitive results for multi-label classification. As a core of GNN, relation adjacency matrix represent the relational strength of different nodes (categories), which motivate us to solve multi-label classification by enhancing the expressive ability of relation adjacency matrix. We consider the issue faced by adjacency matrix as two parts: (1) How to define the relation between different categories. (2) How to transfer this knowledge into specific task.

For these two problems, conventional methods [8, 29, 40] often adopted a fixed co-occurrences matrix as a relation adjacency matrix. However, relations include more than just appearing together, they also include similar appearances (e.g. bear and teddy bear), similar functions (e.g. airplane and truck) and etc, which are difficult to learn from image datasets that need to be manually annotated. On the other hand, billion-level corpus contains a wealth of knowledge and information, which is often used for generating expressive word embedding. Therefore, a natural idea is to leverage pre-trained word embeddings to build adjacency relation matrix instead of a co-occurrence one.

Given a relation matrix with rich information, how to adapt it to a specific task is another crucial issue. Inspired by the remarkable ability of the self-attention mechanism in processing word vector relationships, we find that the self-attention mechanism is essentially a graph-like structure, which is helpful in extracting the inter-label relationships. Based on this observation, we propose a novel graph attention transformer layer to transfer the correlation matrix by explicit attention block to mine its internal sub-graph
structure. Generally, our proposed graph attention transformer network can effectively borrow information from the adjacency matrix and then adapt it into the specific task. Our contributions are as follows:

- We propose a novel end-to-end GATN framework to gain helpful information from node representation by self-attention branches, which can more accurately identify the meta-path of the graph.
- We initialize the node correlation matrix in the graph by the label node embedding, which has richer semantic information than the previous co-occurrence probability method.
- We evaluate our proposed model in several datasets, and the results demonstrate the highly competitive performance compared with the existing methods.

2 RELATED WORKS

2.1 Multi-label Classification

As a fundamental task in computer vision, multi-label classification has drawn much attention in past years. Some early methods solved this task by dividing the task into multiple binary classification tasks [25, 32, 33]. With the rise of convolutional neural networks (CNN), some works [13, 28, 45] used the CNN-based method to complete this task. These methods usually used binary cross-entropy and sigmoid function to learn image features, thereby neglecting the information between the labels. Therefore, some approaches adopted a CNN-RNN based architecture [5, 24, 39, 46] to predict labels in order. Wang et al. [39] emphasized the importance of predicting simple labels first and then predicting other labels with the previous prediction result information. To break the limitation of predicting labels according to frequency, Chen et al. [5] exploited an LSTM network to generate label order, making the prediction order learning parameters. Yazici et al. [46] proposed a predicted label alignment to avoid the further misclassification caused by the misalignment of the label order.

2.2 Graph Neural Network

The graph neural network (GNN) has proven to be helpful in a variety of tasks [15, 19, 31, 35, 37], like solving node classification in social networks or assisting other tasks to extract connections between nodes. As variants of graph neural networks, many networks have different advantages in processing graph structure data. Graph convolutional network [2, 17] was introduced as a scalable method for semi-supervised learning on graph-structured data, and it can effectively extract the features between graph nodes. On the other hand, the graph transformer network [47] was designed to solve the problem of the heterogeneous graph by mining the structure of different sub-graphs to generate new meta-paths.

Due to the powerful ability of graph neural networks in dealing with the data relationship for graph-structured data, some works [8, 29, 40] solve multi-label classification based on image features and label topological structure. Chen et al. [8] exploited GCN to gain label features by inserting label word embedding and co-occurrence matrix as node representation and adjacency matrix, respectively. They achieved state-of-the-art performance at that time by blending the label features and image features learned by GCNs and brought the trend of studying multi-label image classification by graph neural network. Wang et al. [40] proposed a label graph superimposing framework to enhance the graph-based network further. To mine more sub-graph structures, Nguyen et al. [29] introduced a modular architecture with a graph transformer network to optimize the GCN-based method by exploring multiple sub-graph structures.

2.3 Attention Mechanism

Attention mechanism was designed to mine the relevance between different entities in language and visual task [36]. Due to its great success in a relational understanding, attention mechanism began to be widely used in Natural Language Processing (NLP) to understand the relationship between different words [1, 10]. As a core of the transformer, the attention mechanism regained its brilliance in the Computer Vision (CV) [3, 11, 26] and its extraction of entity relationships was very competitive. For the multi-label classification task, building label dependencies is a critical problem, which motivates us to take advantage of the attention mechanism on label correlation learning.

3 METHOD

Our proposed framework has two branches. The image feature branch uses a common pre-trained model to extract image features, and the label relation branch aims to learn the relationship among labels. In the label relation branch, Our proposed Graph Attention Transformer Network focuses on learning a richer label node correlation information.

Firstly, we propose a novel generation scheme of correlation matrix based on the distance of node embedding. Then we exploit the graph attention transformer layer to obtain the weight matrix for transferring the generated matrix. The overview is shown in Fig. 2.

3.1 Generation of Correlation Matrix

For n categories multi-label classification, the adjacency matrix $A \in \mathbb{R}^{n \times n}$ is expected to include rich semantic relational information of labels. In graph neural network, the node representations $Z \in \mathbb{R}^{n \times d}$ usually comes from word embeddings trained in an
unsupervised large-scale corpus, which contain rich semantic information. Therefore, we use node embeddings to construct the correlation matrix.

Let $Z_i$ denote embedding vector of $i$th label of length $d$, and $R_{i,j}$ represent the relation value between $i$th label and $j$th label, we obtain $R_{i,j}$ by calculating the cosine similarity of the embedding vectors:

$$R_{i,j} = \frac{\sum_{k=1}^{d} Z_{i,k} \times Z_{j,k}}{\sqrt{\sum_{k=1}^{d} (Z_{i,k})^2} \times \sqrt{\sum_{k=1}^{d} (Z_{j,k})^2}}.$$  
(1)

The obtained matrix $R$ is symmetric, $R_{i,j}$ is always equal to $R_{j,i}$, which means that the relationship between any two categories is consistent.

To avoid some noisy edges and over-smoothing problems, we use binary and re-weighted strategies like to filter and re-weight values [8]. With threshold $\tau$ and weight parameter $p$, we can get final correlation matrix $A$:

$$R'_{i,j} = \begin{cases} 
0, & \text{if } R_{i,j} < \tau \\
1, & \text{if } R_{i,j} \geq \tau
\end{cases}.$$  
(2)

3.2 Graph Attention Transformer Layer

We design a novel graph transformer layer by focusing on node representation. Thus, our proposed graph attention transformer layer can transform the adjacency matrix into a new graph structure and explore new multi-hop paths. Define each sub-graph selected from adjacency matrix $A$ as $G_j$. Each $G_j$ can be regarded as a transformation of $A$ with some new structure information. On the other hand, the self-attention mechanism has a powerful ability in structural transformation, which has led a great success for transformers in computer vision. Therefore, we use self-attention mechanism based branches to obtain different sub-graphs.

We use standard multi-head self-attention layer similar to [36]. For input correlation matrix $A$, we can get $Q_i, K_i, V_i$ for $i$th head through different linear layers:

$$A_{i,j} = \begin{cases} 
p/\sum_{i,j} R'_{i,j}, & \text{if } i \neq j \\
1 - p, & \text{if } i = j
\end{cases}.$$  
(3)

$$[Q_i, K_i, V_i] = A[W_i^Q, W_i^K, W_i^V]$$  
$$W_i^Q, W_i^K, W_i^V \in \mathbb{R}^{d \times D_h},$$  
(4)
where $D_h$ is the hidden size of $Q$, $K$ and $V$. Then the attention layer for $i$th head can be written as:

$$\text{Attention}(Q_i, K_i, V_i) = \text{softmax}\left(\frac{Q_i K_i^T}{\sqrt{D_h}}\right) V_i. \quad (5)$$

For a $h$-head attention layer, we can get a sub-graph adjacency matrix $G_j \in \mathbb{R}^{n \times n}$:

$$G_j = \text{Concat} (\text{Attention}(Q_1, K_1, V_1), \ldots, \text{Attention}(Q_h, K_h, V_h)) W^O. \quad (6)$$

Since we want each $G_j$ to learn a different sub-graph structure, each $G_j$ uses attention layers of non-shared parameters. For $k$ generated sub-graphs adjacency matrix $G_1, G_2, \ldots, G_k$, we intend to integrate them into the transformed adjacency matrix $\mathcal{A}'$. The most straightforward solution is to adopt matrix multiplication:

$$\mathcal{A}' = \prod_{j=1}^{k} G_j. \quad (7)$$

In general, the graph attention transformer layer can be regarded as a transfer function used to adapt the adjacency matrix to any feature extraction layer:

$$\mathcal{A}' = f(A). \quad (8)$$

### 3.3 Graph Attention Transformer Networks

With the transformed adjacency matrix $\mathcal{A}'$ and node embedding $Z$, we adopt graph convolutional network [17] to learn useful representations for label node. Let $H^{(l)}$ be the label node representations of the $l$th layer in GCNs, the forward propagation can be written as:

$$H^{(l+1)} = \sigma \left( \tilde{D}^{-\frac{1}{2}} \tilde{A} \tilde{D}^{-\frac{1}{2}} H^{(l)} W^{(l)} \right), \quad (9)$$

where $\tilde{A} \in \mathbb{R}^{n \times n}$ is the transformed adjacency matrix $\mathcal{A}'$ with self-connections, $\tilde{D}$ is the degree matrix of $\tilde{A}$ and $W^{(l)}$ is a learnable weight matrix. The input of GCNs is the node embedding $Z$, and the output is the final feature $W \in \mathbb{R}^{n \times D}$ of label node, where the $D$ represent the dimensionality of image extracted features. Since $\mathcal{A}'$ is learned from graph attention transformer layer, our final output can learn the characteristics of the node from a more diverse label node representation space. In general, our label relation branch contains the generated matrix, graph attention transformer layer and GCNs, which is shown in Fig. 2.

For the image feature branch, let $I$ denote an image, and common CNN networks can be used to extract high-dimensional features of the image. Subsequently, global max-pooling will be adopted to obtain the one-dimensional feature $x \in \mathbb{R}^D$ of the image:

$$x = f_{\text{GMP}} (f_{\text{CNN}} (I; \theta_{\text{CNN}})) \quad (10)$$

where $\theta_{\text{CNN}}$ denotes the parameters of CNN.

Generally, our entire network include two branches. The image feature branch takes image $I$ as input and output extracted feature $x$. The label relation branch inputs node embedding $Z$, and output learned label representation $W$. Thus, we can get predicted score $\hat{y} \in \mathbb{R}^n$:

$$\hat{y} = Wx. \quad (11)$$

Let $y \in \mathbb{R}^n$ denote the ground-truth label space with $n$ class labels, and $y' = \{0, 1\}$ represents whether the $i$th label appears or not. The optimization goal is to minimize the following loss:

$$\mathcal{L} = \sum_{i=1}^{n} y' \log (\sigma (y')) + (1 - y') \log (1 - \sigma (y')), \quad (12)$$

where $\sigma (\cdot)$ usually use sigmoid function.

### 4 EXPERIMENTS

In this section, we firstly introduce datasets and compare our method with state-of-the-art models. Then we conduct experiments with different CNN feature extractors to study the node representation learning ability of our proposed method. Subsequently, we visualize the generated correlation matrix by building a relation graph, which vividly shows the difference between our generated matrix and co-occurrence matrix. Then, we study the adaptation ability of our proposed graph attention transformer layer. Finally, the ablation experiments aim to explore the importance of each module.

#### 4.1 Datasets and Evaluation Metrics

We evaluate our method on three datasets: PASCAL VOC2007 [12], MS-COCO [23] and NUS-WIDE [9]. VOC2007 has 9,963 images in 20 classes, and each image is assigned with one or multiple labels. We use 5,011 images for training and 4,952 images for testing. MS-COCO is a challenging multi-label classification dataset which consists of 80 classes. In this dataset, the training set includes 82,081 images, and the testing set includes 40,137 images. NUS-WIDE is a much larger dataset with 269,648 images. Following [24, 46], we remove the unreliable images and labels and finally get 208,347 images of 81 categories. Among them, 150,000 images are used for training and 58,347 images for testing. For a fair comparison, three splits are generated and the average score of each split is calculated in experiments, which follows the split settings of [24].

**Evaluation metrics**: We use average precision (AP), mean average precision (mAP), the average overall precision (OP), recall (OR), F1 (OF1) and average per-class precision (CP), recall (CR), F1 (CF1) to measure our models. In general, mean average precision (mAP), the average overall F1 (OF1), and average per-class F1 (CF1) are more important for measuring model’s performance.

#### 4.2 Comparisons with state-of-the-arts

Our proposed model has two GCN layers, and the output dimensionality is 1,024 and 2,048, respectively. The hidden size in the attention layer is set the same as the number of classes. The threshold $\tau$ in Eq(2) and the $k$ in Eq(7) are empirically set as 0.2 and 2. We employ ResNeXt-101 32X16d as backbone [43] for image feature extraction with a semi-weakly supervised pre-trained model on ImageNet [44]. For a fair comparison with the previous method, we also use GloVe [30] model as our label embeddings. The whole model is trained with SGD with momentum set as 0.9 and learning rate set as 0.03, which has a 0.1 weight decay. The model is trained for 50 epochs with batch size 16.
For VOC2007 dataset, we compare our model with following state-of-the-art models: CNN-RNN [39], ResNet-101 [16], FeV-LV [45], HCP [42], RNN-Attention [41], Atten-Reinforce [7], VGG [34], DLDL [13], ML-GCN [8] and MGTN [29]. As shown in Table 1, our proposed model reach optimal performance. GATN outperform ResNet-101 6.4%, VGG 3.5% in mAP, while ResNet-101 and VGG are considered mainstream deep CNN models. For RNN-based methods, GATN shows 12.3% promotion of mAP over CNN-RNN, and it also holds a 4.4% and 4.3% higher mAP over two methods RNN-Attention and Atten-Reinforce, which also include attention mechanisms. In comparison, GNN-based methods have a better performance than RNN-based methods. Two GNN-based methods ML-GCN and MGTN both have more than 94% mAP. Compared with them, GATN has a 2.3% and 1.2% improvements in mAP over ML-GCN and MGTN. Besides, specific to each category, GATN achieve state-of-the-art performance on 18 categories in AP. Except for car and train, our model all reach the current best AP. Especially for bottle, chair and sofa, our method can exceed the previous state-of-the-art result by more than 3% AP.

In Table 2, we compare our model with following state-of-the-art models in MS-COCO dataset: SRN [49], ResNet-101 [16], KGGR [6], ML-GCN [8], A-GCN [21], KSSNET [40], C-Tran [18] and MGTN [29]. We can see that GATN can outperform other methods in almost all metrics. It has a 12.2% and 12.0% higher mAP, 13.1% and 11.5% higher CF1, 9.9% and 8.9% higher OF1 than SRN and ResNet-101, respectively. Compared with GNN-based methods, GATN can also exceed ML-GCN 5.9%, 6.3%, 6.1% in mAP, CF1, OF1, and show an improvement of 1.9%, 1.6%, 1.6% in mAP, CF1, OF1 over MGTN, while the latter is regarded as the most powerful model currently. Moreover, C-Tran is a transformer-based method, and GATN also shows a significant advantage over it, which shows that applying the self-attention mechanism to graphs is a more effective way.

For VOC2007 dataset, we compare our model with following state-of-the-art models: CNN-RNN [39], ResNet-101 [16], FeV-LV [45], HCP [42], RNN-Attention [41], Atten-Reinforce [7], VGG [34], DLDL [13], ML-GCN [8] and MGTN [29]. As shown in Table 1, our proposed model reach optimal performance. GATN outperform ResNet-101 6.4%, VGG 3.5% in mAP, while ResNet-101 and VGG are considered mainstream deep CNN models. For RNN-based methods, GATN shows 12.3% promotion of mAP over CNN-RNN, and it also holds a 4.4% and 4.3% higher mAP over two methods RNN-Attention and Atten-Reinforce, which also include attention mechanisms. In comparison, GNN-based methods have a better performance than RNN-based methods. Two GNN-based methods ML-GCN and MGTN both have more than 94% mAP. Compared with them, GATN has a 2.3% and 1.2% improvements in mAP over ML-GCN and MGTN. Besides, specific to each category, GATN achieve state-of-the-art performance on 18 categories in AP. Except for car and train, our model all reach the current best AP. Especially for bottle, chair and sofa, our method can exceed the previous state-of-the-art result by more than 3% AP.

In Table 2, we compare our model with following state-of-the-art models in MS-COCO dataset: SRN [49], ResNet-101 [16], KGGR [6], ML-GCN [8], A-GCN [21], KSSNET [40], C-Tran [18] and MGTN [29]. We can see that GATN can outperform other methods in almost all metrics. It has a 12.2% and 12.0% higher mAP, 13.1% and 11.5% higher CF1, 9.9% and 8.9% higher OF1 than SRN and ResNet-101, respectively. Compared with GNN-based methods, GATN can also exceed ML-GCN 5.9%, 6.3%, 6.1% in mAP, CF1, OF1, and show an improvement of 1.9%, 1.6%, 1.6% in mAP, CF1, OF1 over MGTN, while the latter is regarded as the most powerful model currently. Moreover, C-Tran is a transformer-based method, and GATN also shows a significant advantage over it, which shows that applying the self-attention mechanism to graphs is a more effective way.
Lastly, GATN can achieve state-of-the-art performance in all seven metrics.

As shown in Table 3, we compare GATN with the competitive models including CNN-RNN [39], Li et al. [20], SR CNN-RNN [24], Chen et al. [5], ML-GCN [8] and MGTN [29]. Owing to a large amount of data in NUS-WIDE and the division method is not unique, different models have their own merits on different indicators. In general, GATN holds the best performance in mAP, CF1, and the second-best performance in CP, CR, OP, and OF1.

### 4.3 Model Representation Ability Experiments

GNN-based methods rely on the extraction of image features and label correlation features. To further explore the importance of label correlation features and the label correlation representation ability of different GNN models, we compare our model with two GNN-based models (ML-GCN and MGTN) under different backbones.

As shown in Table 4, for ResNet-101, these three models have similar performance, including mAP around 83.0, CF1 around 78.0 and OF1 around 80.3, which shows that the performance of the model at this time is limited by the image extractor. With the increase of the representation ability of image feature backbone models, ML-GCN has a slight improvement with ResNeXt-50 32x4d SWSL compared with ResNet-50, and it also obtains 2.2% mAP increment, 2.5% CF1 increment and 2.2% OF1 increment with ResNet-101 32x4d SWSL. At this time, MGTN and GATN both have a greater improvement. MGTN has 3.8%, 3.6% and 2.9% improvements on mAP, OF1, and CF1, while GATN gains 4.2%, 4.4% and 3.1% in these three metrics. For this backbone, ML-GCN is limited by its label correlation feature learning branch, which also illustrates that the core of the multi-label task is to learn more powerful relational representations. On the contrary, MGTN and GATN both get better results with the increase of image feature expression ability, which can be attributed to their powerful label correlation features.

For ResNeXt-101 models, ML-GCN has some decline in all metrics, so we will not discuss it later. On the other hand, MGTN and GATN both get better results by using ResNeXt-101. However, GATN continues to improve its performance as the backbone model’s ability become more powerful, it has a 0.8% increase of mAP, 1.1% increase of CF1, 0.8% increase of OF1 with ResNeXt-101 32x4d SWSL compared with ResNeXt-50, and it also obtains 2.2% mAP increment, 2.5% CF1 increment and 2.2% OF1 increment with ResNet-101 32x4d SWSL compared with ResNet-50. Different from GATN, MGTN has little difference in performance on different ResNeXt-101, it only has a 1.0% and 1.2% rise in CF1 and OF1 when comparing its result on ResNeXt-101 32x4d SWSL and ResNet-101 32x16d SWSL. These results demonstrate that GATN has a stronger representation ability in label correlation learning compared to MGTN.

### 4.4 Visualization of the Generated Correlation Matrix

To further demonstrate the effect of our generated correlation matrix, we conduct a visualization experiment for the MS-COCO dataset in this section, including 80 categories.

As shown in Fig. 3, we compare our generated correlation matrix with the co-occurrence matrix. Firstly, we set node size as the sum of all its relations. Thus, the larger the node, the more the number of its relationship with other categories. Subsequently, the thickness of the edge is defined as the strength of the relationship, and the thick edge indicates a strong relationship. To avoid visual disturbance caused by too many edges, we filter the edges with a threshold value of 0.25.

Comparing the two topology graphs, we can find *person* occupies a dominant position due to its extremely high frequency in the training set. On the contrary, our generated correlation matrix has a more balanced relationship strength. Specifically, we can observe that *teddy bear* and *bear* have a strong relation in our generated matrix since they have a similar appearance. However, the two rarely appear simultaneously in natural images, which leads to the

| Backbone            | model     | mAP | CP | CR | CF1 | OP | OR | OF1 |
|---------------------|-----------|-----|----|----|-----|----|----|-----|
| ResNet101           | ML-GCN    | 83.0| 85.1| 72.0| 78.0| 85.8| 75.4| 80.3 |
|                     | MGTN      | 83.1| 84.0| 72.8| 78.0| 85.4| 75.8| 80.3 |
|                     | GATN      | 82.9| 83.9| 71.8| 77.4| 86.3| 75.4| 80.4 |
| ResNeXt-50 32x4d SWSL | ML-GCN    | 83.4| 83.0| 73.7| 78.0| 82.9| 76.6| 79.6 |
|                     | MGTN      | 86.9| 86.3| 77.4| 81.6| 87.5| 79.4| 83.2 |
|                     | GATN      | 87.1| 87.0| 77.3| 81.8| 88.1| 79.4| 83.5 |
| ResNeXt-101 32x4d SWSL | ML-GCN    | 79.4| 79.8| 69.3| 74.2| 81.2| 74.4| 77.7 |
|                     | MGTN      | 87.4| 85.1| 78.6| 81.7| 84.9| 81.0| 82.9 |
|                     | GATN      | 87.9| 87.6| 78.7| 82.9| 88.0| 80.9| 84.3 |
| ResNeXt-101 32x8d SWSL | ML-GCN    | 80.2| 80.2| 70.1| 74.8| 81.9| 86.7| 80.6| 83.5 |
|                     | MGTN      | 87.0| 85.8| 78.4| 81.9| 86.7| 80.6| 83.5 |
|                     | GATN      | 88.0| 87.6| 79.0| 83.1| 88.8| 81.9| 85.2 |
| ResNeXt-101 32x16d SWSL | ML-GCN    | 80.9| 79.6| 72.0| 75.6| 82.6| 75.9| 79.1 |
|                     | MGTN      | 87.4| 86.2| 79.5| 82.7| 87.0| 81.3| 84.1 |
|                     | GATN      | 89.3| 89.1| 79.9| 84.3| 89.6| 82.0| 85.7 |
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Figure 3: Visualization of the adjacency matrix on the MS-COCO dataset. Each blue circle is a label node whose size is determined by the sum of its relation values. The gray line represents the relationship, and the thicker line means the stronger relationship. The left picture is the co-occurrence matrix and the right picture is our generated correlation matrix. Specifically, we zoomed in bear and teddy bear for a comparison.

co-occurrence matrix being likely to ignore this relation. In general, the correlation matrix we generated can capture richer semantic information, and the graph attention transformer layer can select the information based on this semantic information to adapt to different feature extraction models.

4.5 Adaptation Ability Study
To study the adaptation ability of our proposed graph attention transformer layer, we output the adjacency matrix before and after our graph attention transformer layer for comparison.

We randomly select 10 categories in the VOC2007 dataset and show results in Fig. 4. We can find the relation between dog and chair become stronger, which can be attributed to the VOC2007 dataset containing a large number of photos of dogs at home. Similarly, we can find in the distance-based matrix, the relation between person and aeroplane is lower than that between person and bus, which is reasonable since people usually take buses more often than airplanes. Due to the photos of airplanes and people in the VOC2007 dataset being relatively high, the relationship between airplane and person in the transformed matrix is becoming stronger. Moreover, train and bus are deeply related in semantic information because they are both vehicles. In this dataset, the two often appear in isolation, which makes the relationship between the train and bus in the transformed matrix weaker.

Figure 4: The left picture is the initialized correlation matrix generated by the distance-based method, and the right is the transformed matrix after the graph attention transformer layer. The darker the color, the stronger the relationship between the two categories.

4.6 Ablation Studies
To verify the effectiveness of each module of our proposed method, we conduct ablation studies. Since our method is based on ML-GCN, we name the original ML-GCN as ML-GCN (CO-OCC), the version that only uses our generated correlation matrix as ML-GCN (CORR), the version that only uses graph attention layer as GATN (CO-OCC), and our final version is named GATN (CORR). All experiments are conducted in the MS-COCO dataset.
We believe that our method has powerful abilities. It only needs without changing the adaptation ability of the model. Moreover, we extraction.

network in other tasks, such as node classification and relationship ing the correlation matrix into multiple sub-graphs, we can improve to mine the multi-hop paths in the correlation matrix. By transform-achieve multi-label image classification. Our proposed method gen-

In this paper, we propose Graph Attention Transformer Networks to that the generated correlation matrix is also helpful to the result.

GATN (CO-OCC) has 5.2%, 5.2% and 3.6% improvements on mAP, CF1 and OF1 compared to GATN (CO-OCC), further explaining that the generated correlation matrix is indeed changes the initial graph adjacency matrix without changing the adaptation ability of the model. Moreover, we can find the GATN (CORR) also have a 0.7%, 1.1% and 2.5% in mAP, CF1 and OF1 compared to GATN (CO-OCC), further explaining that the generated correlation matrix is also helpful to the result.

5 CONCLUSION

In this paper, we propose Graph Attention Transformer Networks to achieve multi-label image classification. Our proposed method generates a correlation matrix through a distance-based algorithm and exploits a novel structure including several self-attention branches to mine the multi-hop paths in the correlation matrix. By transforming the correlation matrix into multiple sub-graphs, we can improve the expressive ability of the label relation, thereby improving the accuracy of multi-label classification tasks. A large number of experiments on multiple datasets prove the effectiveness of our method. We believe that our method has powerful abilities. It only needs to input the node representation in the network, and then it can extract the different transformations of relationships among nodes. In the future, we will continue to explore the performance of this network in other tasks, such as node classification and relationship extraction.
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