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Abstract—Deep Reinforcement Learning (DRL) has numerous applications in the real world thanks to its ability to achieve high performance in a range of environments with little manual oversight. Despite its great advantages, DRL is susceptible to adversarial attacks, which preclude its use in real-life critical systems and applications (e.g., smart grids, traffic controls, and autonomous vehicles) unless its vulnerabilities are addressed and mitigated. To address this problem, we provide a comprehensive survey that discusses emerging attacks on DRL-based systems and the potential countermeasures to defend against these attacks. We first review the fundamental background on DRL and present emerging adversarial attacks on machine learning techniques. We then investigate the vulnerabilities that an adversary can exploit to attack DRL along with state-of-the-art countermeasures to prevent such attacks. Finally, we highlight open issues and research challenges for developing solutions to deal with attacks on DRL-based intelligent systems.

Impact Statement—Deep Reinforcement Learning (DRL) has numerous real-life applications ranging from autonomous driving to healthcare. It has demonstrated superhuman performance in playing complex games like Go. However, in recent years, many researchers have identified various vulnerabilities of DRL. Keeping this critical aspect in mind, in this paper we present a comprehensive survey of different attacks on DRL and various countermeasures that can be used for robustifying DRL. To the best of our knowledge, this survey is the first attempt at classifying the attacks based on the different components of the DRL pipeline. This paper will provide a roadmap for the researchers and practitioners to develop robust DRL systems.

Index Terms—Adversarial Machine Learning, Cyber-security, Deep Reinforcement Learning, Machine learning, and Robust Machine Learning.

I. INTRODUCTION

The ultimate goal of research in Artificial Intelligence (AI) is to develop artificial general intelligence (AGI) agents that can perform similar activities as humans in a more efficient manner. This long-standing challenge for developing such agents is no longer a pipe dream thanks to rapid growth in computational AI and ML technologies. In the last decade, ML and especially Deep Learning (DL) has revolutionized fields like computer vision, language processing, etc. ML is divided into three categories [1]: namely, supervised, unsupervised, and reinforcement learning. In supervised learning, training data along with the corresponding labels are available for decision making. Supervised learning is by far the most well-studied branch of ML for problems with labeled data, which has a lot of applications in practice such as object recognition, speech recognition, spam detection, pattern recognition, and many more. In unsupervised learning, the target is to infer the underlying patterns and structures from unlabelled data. Reinforcement learning (RL) is defined as a learning process that focuses on finding the best strategies for agents based on the interactions with the surrounding environment. Unlike supervised and unsupervised learning processes which need training data to learn, RL agents can learn in an online manner, based on observations obtained through real-time interactions with the environment.

RL utilizes a trial-and-error process to solve sequential decision-making problems in robotics, control, and many other real-world problems. RL algorithms also have some limitations to be utilized in practice mainly due to their slow learning process and inability to learn in complex environments. Recently, a new technique combining the advancement of DL, called deep reinforcement learning (DRL) has been introduced [2]. DRL has shown great results in many complex decision making processes such as designated task completion in robotics [3], navigating driver-less autonomous vehicles [4], [5], healthcare [6], financial trading [7], smart grids management [8], automated transportation management [9], wireless and data networks management [10], and for playing games such as Pong [11], Go [12], etc. In 2017, DRL beat the human champions in the game of Go [13] and most recently a team of five DRL agents has beaten the world champion human team in Dota2 matches [14]. This shows that DRL is promising and can address highly complex and time-sensitive decision-making problems in real-time.

With the rapid adoption of the DRL in critical real-world applications, the security of DRL has become a very important area of research [15], [16]. Recently DRL is vulnerable to adversarial attacks, where an imperceptible perturbation is added to the input to the DRL schemes with a pre-defined goal of causing a malfunction in the working of DRL [17]. Thus, it is crucial to understand the types and nature of these vulnerabilities and their potential mitigation procedures before deploying DRL-based real-life critical systems (e.g. smart grids and autonomous vehicles). Here we want to note that the
Contributions of this paper: In this paper, we build upon the existing literature available on security vulnerabilities of DRL and their countermeasures and provide a comprehensive and extensive review of the related work. The major contributions of this paper are as follows:

- We provide the DRL fundamentals along with a non-exhaustive taxonomy of advanced DRL algorithms.
- We present a comprehensive survey of adversarial attacks on DRL and their potential countermeasures.
- We discuss the available benchmarks and metrics for the robustness of DRL.
- Finally, we highlight the open issues and research challenges in the robustness of DRL and introduce some potential research directions.

Organization of the Paper: The organization of this paper is depicted in Figure 1. An overview of the challenges faced by ML and DRL schemes has been provided in Section II. Section III presents a comprehensive review of adversarial ML attacks on the DRL pipeline. A detailed overview of countermeasures proposed in the literature to ensure robustness against adversarial attacks is presented in Section IV. Section V presents the available benchmarking tools and metrics along with open research problems in DRL. Section VI describes the open issues and research challenges in designing adversarial attacks and robustness mechanisms for DRL. Finally, we conclude the paper in Section VII. For the convenience of the reader, a summary of the salient acronyms used in this paper is presented in Table I.

II. BACKGROUND

In this section, we discuss the fundamentals of the DRL process. Then, we provide a summary of the shortcomings of the ML and DRL techniques.

A. Fundamentals of DRL

The important concepts used in DRL are described as follows:

- Markov Decision Process: A generic RL problem is described as an MDP in terms of the state, action, reward, and dynamics of the system. In an MDP, at each time step the agent observes the current state $s_t$ and performs an action $a_t$ based on its current policy $π^*$. After the action is executed, the agent observes its reward $r_t$ and next state $s_{t+1}$. The objective of an MDP is to find the best actions which maximize its long-term expected reward. Figure 2 illustrates a typical MDP setup with an agent interacting with its surrounding environment.
**TABLE I: LIST OF ACRONYMS**

| Acronym | Description |
|---------|-------------|
| A3C     | Asynchronous Advantage Actor-Critic |
| A2C     | Advantage Actor-Critic |
| ASA     | Adversarial-Strategic Agent |
| AGE     | Adversarily Guided Exploration |
| AI      | Artificial Intelligence |
| ARPL    | Adversarily Robust Policy Learning |
| ATN     | Adversarial Transformation Networks |
| CARRL   | Certified Adversarial Robustness for RL |
| C&W     | Carlini and Wagner |
| CDG     | Common Dominant adversarial example Generation |
| c-MARL  | Cooperative Multi-Agent Reinforcement Learning |
| DRL     | Deep Reinforcement Learning |
| DDPG    | Deep Deterministic Policy Gradient |
| DQNs    | Double Deep Q-Networks |
| d-JSMA  | Dynamic budget JSMA |
| DL      | Deep Learning |
| DQN     | Deep Q-Networks |
| FGSM    | Fast Gradient Sign Method |
| FKL     | False Induction-based RARL |
| GB      | Gradient Based |
| GPS     | Graded Policy Search |
| I2A     | Imagination Augmented Agents |
| IRL     | Inverse Reinforcement Learning |
| i-FGSM  | Iterative target-based FGSM Method |
| JSMA    | Jacobian-based Saliency Map Attack |
| KLL     | Kullback-Leibler |
| LAS     | Look-ahead Action Space |
| MAD     | Maximal Action Difference |
| MAX     | Maxmin Action Space |
| MBMF-RL| Model-Based priors for Model-free Reinforcement Learning |
| MDP     | Markov Decision Process |
| ME-TRPO | Model Ensemble Trust Region Policy Optimization |
| ML      | Machine Learning |
| MLAH    | Meta-learned Advantage Hierarchy |
| MPC     | Model Predictive Control |
| MJoCo   | Multi-Joint dynamics with Contact |
| MVE     | Model-based Value Expansions |
| NAF     | Normalized Advantage Function |
| NR-MDP  | Noisy action Robust MDP |
| PCA     | Principal Component Analysis |
| PEG     | Parameter Exploring Policy Gradients |
| POMDP   | Partially Observable Markov Decision Process |
| PPO     | Proximal Policy Optimization |
| PR-MDP  | Probabilistic MDP |
| RARL    | Risk-Averse RARL |
| RARL    | Robust Adversarial RL |
| RBFQ    | Radial Basis Function based Q-learning |
| RNN     | Recurrent Neural Network |
| SARSA   | State-Action-Reward-State-Action Algorithm |
| SA-MDP  | State-Adversarial MDP |
| SDN     | Software-Defined Networking |
| SFD     | Sampling-based Finite Difference |
| SGD     | Stochastic Gradient Descent |
| SPG     | Stochastic Policy Gradient |
| STEVE   | Stochastic Ensemble Value Expansion |
| TRPO    | Trust Region Policy Optimization |
| WMA     | Weighted Majority Algorithm |

**Fig. 2: Basic process of MDP in RL.**

- **Environment** is a simulator or a real-world scenario in which the agent interacts and learns. At each time step, the agent (governed by the policy) interacts with the environment and in return receives a reward. Environment is divided into two categories namely partially observable, and fully observable. In the case of a partially observable environment, the agent is only able to partially observe the environment. For these partially observable environments, POMDPs (Partially Observable MDPs) are used. In a fully observable environment, the agent can observe all the states and we use MDPs for this. MDPs are a special case of POMDPs where the observation function is identity.

- **Action** is a stimulus used by the agent for interactions with the environment. The actions can be discrete or continuous based on the environment and DRL problem formulation.

  - **Reward** is an incentive, expressed by a numerical value, that the agent receives after making an action. The goal of an agent is to maximize the accumulated reward. To reduce the impact of the reward $r$ which the agent might get in a later state due to taking a specific action $a$ in the current state $s_t$, the notion of discounted rewards was introduced. It is usually denoted by $\gamma$ and can take any value ranging from 0 to 1. Mathematically, the discounted reward $R_t$ given as:

    $$R_t = \sum_{t'=t}^{T} \gamma^{t'-t} r(s_{t'})$$  \hspace{1cm} (1)

    where $t$ denotes the timestep, $T$ is the final timestep, $r$ denotes the reward for the timestep, and $s_t$ denotes the current state.

  - **Value function** specifies the value of a state. Value is defined as the maximum expected discounted reward of a certain state. Mathematically, it is determined as:

    $$V_{\pi}(s) = E_{\pi}[R_t | s = s_t]$$  \hspace{1cm} (2)

    where $\pi$ is the policy, $R_t$ is the discounted reward, and $s_t$ is the current state.

  - **Q-function** specifies the Q-value of a state. Q-value is defined as the maximum expected discounted reward an agent may get by taking a specific action at a specific state. Mathematically, it can be calculated as follows:

    $$Q_{\pi}(s,a) = E_{\pi}[R_t | s = s_t, a = a_t]$$  \hspace{1cm} (3)

    where $\pi$ is the policy, $R_t$ is the discounted reward, $s_t$ is the current state, and $a_t$ is the current action.

  - **Advantage Function** is the difference of the Q-value of a specific action at a state $Q(s,a)$ from the value of that state $V(s)$, i.e., $A(s,a) = Q(s,a) - V(s)$.

  - **Policy** defines how the agent will behave in the environment at a particular time. In other words, it is a mapping from the perceived states of the environment to the actions taken in those conditions. A policy is said to be optimal if it achieves the maximum possible
reward at each state. Policies are further divided into two types: namely, deterministic policy and stochastic policy. When actions taken by the agent are deterministic, the policy is termed as deterministic. On the other hand, when the actions are sampled from the conditional probability distribution of actions given the states, the policy is called to be stochastic.

- **On-policy algorithms** enable an agent to learn and update its policy in an online manner through real-time interaction with the environment. Samples generated from the current policy are used to train the algorithm to estimate the policy in advance.

- **Off-policy algorithms** use an online policy and a target policy. The target policy is used to estimate the action values while the online policy is being learned. Hence, the agent can estimate the target policy without its complete knowledge.

- **Model** mimics the behavior of the environment, hence allowing inferences to be made about the behavior of the environment. Based on the availability of the system models, the DRL schemes are divided into further two categories namely model-based and model-free RL.

- **Exploration and exploitation**: Exploration is the process when the agent tries to explore the surrounding environment by taking different actions available at a given state. Exploitation occurs after exploration. The agent exploits the optimal actions to achieve the maximum cumulative reward. An $\epsilon$-greedy policy is used to balance exploration and exploitation. The agent chooses a random action with a certain probability otherwise it takes the action followed by the policy. The probability of the random action being taken keeps decreasing with each timestep. This change factor is usually denoted by $\lambda$.

A taxonomy of major DRL algorithms as proposed by [20] has been provided in Fig. 3. We refer the interested readers to [2], [21] for further details on variations of DRL schemes.

**B. Security of ML**

Although the utilization of ML techniques has revolutionized many areas including vision, language, speech, and control; it has also introduced new security challenges that are very threatening in designing and developing new dynamic intelligent systems. Security attacks in ML can be divided into two categories namely training phase attacks and inference phase attacks. For the training phase attacks, the adversary tries to force the learning process to learn faulty model/policy by introducing small imperceptible perturbations to the input data. Inference phase attacks are performed by the adversary at the inference/test time of the ML pipeline to fool the model/policy in providing malfunctioned results/actions.

The malicious input generated by adding adversarial perturbations into the original input is known as an adversarial example. Adversarial examples are classified into four major categories based on the objective, knowledge, frequency, and specificity. Formally, an adversarial example $x^*$ is created by adding a small imperceptible carefully crafted perturbation $\delta$ to the correctly classified example $x$.

$$x^* = x + \arg\min_{\delta \in \mathcal{D}_x} \|\delta\| : f(x + \delta) = t, \quad (4)$$

where $t$ is the targeted class. Figure 4 shows a basic taxonomy of attacks on ML.

1) **Attacks based on adversary's knowledge**: Depending on the adversary’s knowledge about the targeted ML model, adversarial attacks are divided into further three categories: namely white-box attacks, gray-box attacks, and black-box attacks. In the case of white-box attacks, the adversary has perfect knowledge of the target ML/DL algorithm, i.e., the adversary knows the training and testing data, parameters of the model, etc. These attacks are used for the worst-case security malfunction analysis of an ML/DL system. In the case of gray-box attacks, the adversary is supposed to have limited knowledge (knowledge about feature representation
and optimization algorithms only) about the targeted ML/DL model. The adversary designs a surrogate model on the limited knowledge available and uses transferability property \[22\] of the adversarial examples (where an adversarial example evading a classifier will evade other similar classifiers even if they are trained on another dataset) to evade the ML/DL based system. The attacker may also have limited access to the model, i.e., it may be able to ask the model the output on some inputs. In the case of black-box attacks, the adversary does not know the model or any of its attributes. The adversary can only query the systems for labels or confidence scores and develop an adversarial perturbation based on the feedback provided by the deployed ML/DL model.

2) Attacks based on adversary’s goals: Based on the adversary’s objective, adversarial attacks are divided into four types:

1) Confidence reduction attacks in which adversarial attacks are launched to compromise the confidence levels of the predictions of the deployed ML/DL based system;

2) Misclassification attacks in which adversarial attacks are launched for disturbing the classification boundary of any class to cause misclassification;

3) Targeted misclassification attacks in which adversarial attacks are launched to misclassify only a targeted class;

4) Source/target misclassification attacks in which adversarial attacks are launched to force misclassification of a specific source class into a specifically targeted class.

3) Attacks based on adversary’s specificity: Based on specificity, adversarial examples can be classified into two types, i.e., targeted and non-targeted. These concepts are similar to the ones as in the case of the adversary’s objective. In the case of targeted attacks, the attackers target specific classes in the output, while in the case of non-targeted attacks, the goal is to misclassify the maximum number of samples.

Although adversarial examples are transferable from one ML model to another but in many cases, the performance of the transferred examples is not enough. To further improve the performance of black-box attacks while reducing the number of queries needed for the attack, query-efficient black-box attacks are required. Different query-efficient black-box attack methods are available in the literature. Cheng et al. \[23\] use randomized gradient-free methods for the creation of adversarial examples and show their algorithm to require 3-4 times fewer queries to achieve the same performance as the state-of-the-art attacks. Chen et al. \[24\] uses the zeroth-order optimization technique for adversarial perturbation generation and shows their black-box attack to demonstrate the same performance as state-of-the-art white-box attacks. The queries required by their technique \[24\] are less than those required by that of \[23\]. The authors in \[25\] propose a more query-efficient attack. They propose autoencoder-based zeroth-order optimization for adversarial image generation in black-box attacks. They show a reduction of more than 93% in the mean query count while maintaining the same performance as the state-of-the-art attacks. More details on adversarial ML can be found in \[26\], \[27\].

C. Security of DRL

The increasing use of DRL in practical applications has led to an investigation of the security risks it faces. However, the security challenges faced by DRL are different from those experienced by other ML algorithms. The major difference is that a DRL process is trained to solve sequential decision-making problems in contrast to most other ML schemes that are trained to solve single-step prediction problems. The independence of the current actions from the previous ones increases the degrees of freedom of adversarial attacks raising new challenges that must be addressed. This makes the adversarial attacks more challenging to be recognized, as we cannot discriminate between the action intentionally taken by
the agent and the action the adversary forces/lures the agent to take. Also, the training is done on a dataset from a fixed distribution in the case of ML, in contrast to the DRL where the agent begins with a deterministic or stochastic policy and starts exploring for best actions.

Usually, RL problems are formulated as an MDP consisting of four parts \( (S,A,R,P) \), where \( S \) is the state space, \( A \) is the action space, \( R \) is the reward function and \( P \) is the transition matrix between states. Hence, an adversary has more choices to attack. If the adversary targets the state space, imperceptible perturbations can be added to the environment directly by perturbing the sensors [28]. Similarly, an adversary can target any of the four major components of MDP. Adversarial attacks on DRL are classified into inference-time and training-time attacks [29]. An adversary may compromise one or more than one dimension of confidentiality, integrity, and availability [19].

Based on the goal of the adversary, the adversarial attacks on DRL can be classified into active or passive [19]. For active attacks, the adversary desires to change the behavior of the agent, while for passive attacks, the adversary desires to infer details about the model, reward function, or other parts of DRL. An adversary can use these details to either create a copy of the model or use them to perform an attack on the model. The adversary may be limited by the part of the environment, where an adversary is only capable of making changes to a certain area of the environment. Adding a lot of perturbation in a single time instance may make the attack perceptible which is not preferred by the adversary. Distinguishing the adversarial samples and behavior from the normal ones in the case of DRL is not as easy as in supervised learning because of the increased possible attack dimensions.

### III. Adversarial Attacks on DRL

In this section, we discuss the adversarial attacks on DRL. We divide the attacks on DRL into four categories based on the functional components of the DRL process. A major portion of the attacks involve the addition of adversarial perturbations to the state space and a small portion of the proposed attacks involve perturbing the reward and action space. Figure 5 shows a basic taxonomy of the adversarial attacks on DRL algorithms.

#### A. Attacks Perturbing the State space

We divide this subsection based on the access of the adversary.

1) **Manipulating the Observations**: Since DNNs are vulnerable to adversarial attacks in supervised learning, we would expect DNNs trained via deep RL to also be vulnerable. Indeed, Behzadan and Munir [17] show this vulnerability and verify the transferability of adversarial examples across different DQN models. They consider a man-in-the-middle adversary between the environment and the DRL agent, where the adversary perturbs the states from the environment and forwards these perturbed states to the DRL agent to take the desired action. To ensure the imperceptibility of the perturbation, the amplitude of the adversarial examples crafting algorithms (Fast Gradient Sign Method (FGSM) and Jacobian-based Saliency Map Attack (JSMA) [30]) is controlled. The attack procedure is divided into two phases, initialization and exploitation. The initialization phase includes the training of a DQN on adversarial reward function to generate an adversarial policy. Then, a replica of the target’s DQN is created and initialized from random parameters. The exploitation phase includes generating adversarial inputs such that the target DQN can be made to follow actions governed by the adversarial policy. Furthermore, they propose an attack method to manipulate the policy of the DQN by exploiting the transferability of adversarial samples. They use a black-box setting and show a success rate of 70% when adversarial examples are transferred from one model to another. The cycle of the proposed policy induction attack is shown in Figure 6. Huang et al. [31] use the attack proposed in [17] and show a significant drop in the performance of DQN, trust region policy optimization (TRPO), and asynchronous advantage actor-critic (A3C) methods in both white and black-box settings. They show the DQN to be more susceptible to adversarial attacks than the TRPO and A3C.

Lin et al. [32] argue that the uniform attack schemes may not be practically feasible and are easy to detect. They consider a different approach and propose two adversarial attack techniques on DRL schemes, namely, strategically-timed attack and enchanting attacks. For the former, they propose to minimize the reward of the DRL schemes by using adversarial examples on a subset of time steps in an episode of the DRL operation. For the latter, they propose a novel method of luring the DRL agent to a predefined targeted state by using a generative model and a sophisticated planning algorithm. The generative model is used to predict the next state in the space and the planning algorithm is used to generate actions required for luring the agent to the targeted state. Performance of the strategically-timed attack and the enchanting attack is reported on DQN and A3C agents, playing Atari games where 70% of the success rate of the adversarial attacks is reported. They use the Carlini and Wagner (C&W) attack [33] for generating adversarial inputs. It is also shown that perturbing only 25% of the inputs using the proposed method produces the same results as the previously proposed attacks based on FGSM. The workflow of the enchanting attack is shown in Figure 7.

Tre schck et al. [34] propose a similar approach to the enchanting attacks proposed by Lin et al. [32] where they use the adversarial transformer network (ATN) [35] to impose adversarial reward on the policy network of DRL. The ATN makes the agent maximize the adversarial reward through a sequence of adversarial inputs. Complete information regarding the agent and the target environment is required, hence making the attack white box. It is shown that given a large enough threshold for perturbation, the agent can be made to follow the adversarial policy at the test time.

Pattanaik et al. [36] prove that FGSM-based attacks on DRL [31] do not use an optimal cost function for crafting the adversarial inputs and propose a loss function that is guaranteed to maximize the probability of taking the worst possible action. They propose three types of gradient-based adversarial attacks.
Fig. 5: Taxonomy of adversarial attacks on DRL classified according to the major parts of DRL.

Kos and Song [37] discuss that the previous attacks require perturbing several states to be successful which may not be practically feasible. They propose to use a value function to guide the adversarial perturbation injection hence reducing the number of adversarial perturbations needed for introducing a malfunction in DRL policies. They propose three types of attack situations: (1) the addition of noise at a fixed frequency; (2) the addition of specially designed perturbed inputs after $N$ samples; (3) the recalculation of the perturbation after $N$ samples and adding the previously calculated perturbation to the intermediate steps. The results show their last approach performs as well as the one in which all states are perturbed. Furthermore, they use the generated samples for retraining the model and show that resilience can be improved against both FGSM and random adversarial perturbations.

A similar issue has been raised by Sun et al. [38]. Furthermore, they discuss that the previously proposed attacks are not general-purpose and have limitations, e.g., [32] cannot be used for continuous action spaces. They propose two sample efficient general-purpose attacks that can be used to attack any DRL algorithm while considering long-term damage impacts, namely: critical point attack and antagonist attack. The first one involves the building of a model by the adversary to predict future environmental states and the agent’s actions. The damage of each possible attack strategy is then assessed and the optimal one is chosen. The antagonist attack involves automatic learning of a domain-agnostic model by the adversary to discover the critical moments of attacking the agent in an episode. To be successful, the critical point technique only requires 1 (TORCS) or 2 (Atari pong and breakout) steps, and the antagonist technique needs fewer than 5 steps (4 MuJoCo tasks).

Hussenot et al. [39] discuss that the previously proposed approaches are either practically infeasible or computationally extensive. They propose two types of adversarial attacks to take full control of the DRL agents’ policy. The first one called per-observation attack includes the generation of a new adversarial perturbation for every observation of the agent and adding that perturbation to the environment. The second one called universal mask attack includes the addition of one universal perturbation, created at the start of the attack, to all the observations. These attacks are discussed in both targeted and non-targeted situations. It is also reported that the proposed attacks are more successful if the FGSM is used for generating the perturbations in untargeted attack situations, whereas in the case of targeted attacks the FGSM is not able
Fig. 7: An illustration of enchanting attack on Pacman is depicted which is highlighting all four components: (1) action sequence planning, (2) crafting an adversarial example with a target-action, (3) the agent takes an action, and (4) environment generates the next state $s_{t+1}$.

to generate imperceptible adversarial samples.

Chan et al. [40] take a different approach from other articles and propose static reward impact maps which can be used to quantify the influence on the reward of each feature in the state space. By the use of such a map, the adversary can choose to perturb only those features which have a large impact on the cumulative reward. The time complexity of the generation of these static maps is posed as a limitation.

Cooperative Multi-Agent Reinforcement Learning (c-MARL) algorithms are gaining attention in a wide range of applications such as cellular base station control [41], traffic light control [42], and autonomous driving [43]. The target of the agent in c-MARL is to learn to take action cooperatively as a team to maximize a total team reward. Lin et al. [44] show the vulnerability of c-MARL agents to adversarial attacks by proposing a mechanism of adding perturbations to the state space. Difficulty to estimate team rewards; difficulty to measure the effect of misprediction of an agent on the team reward; non-differentiability of models; and low-dimensionality of the feature space, make attacking such environments challenging. They hypothesize that the cooperative aspects of c-MARL agents make these agents more vulnerable to adversarial attacks as compared to single-agent RL, as the failure of a single agent may cause the failure of the whole team. They extend the FGSM attack and propose two new approaches to decrease the team reward more effectively: namely, Iterative target-based FGSM method (it-FGSM) and Dynamic budget JSMA attack (d-JSMA). These attacks involve training an adversarial policy network to search for a sub-optimal action from which the adversarial examples are then introduced in the observations of one of the agents to force it to take the targeted action. They test their attack on the StartCraft II multi-agent benchmark. They show that their attack can decrease the reward from 20 to 9.4 by attacking only a single agent out of the multiple possible agents when the perturbations are added with an average of 8.1 L1 norm. As a reaction to this drop in reward, the winning rate of the multi-agent drops from 98.9% to 0%. Furthermore, they discuss the applicability of the proposed attack in real environments as an adversary can gain access to a single agent and use it to attack the whole system.

Despite the success of DRL, there is little research that studies the impact of adversarial attacks in DRL algorithms that do not use images as inputs. Wang et al. [45] propose techniques that can degrade the performance of a well-trained DRL-based energy management system of an electric vehicle causing them to either use much fuel or lead it into running out of battery before the end of the trip. They show their adversarial inputs to be imperceptible. For white-box settings, they use FGSM as the adversary while for black-box settings, attack transferability, and finite-difference method [46] are used. They test their attacks on a DQN trained for energy management of an electric vehicle and show the degradation of performance.

2) Manipulating the Environment: Adversarial attacks on the state space can also be carried out by adding perturbations in the environment of the agent. In turn, this causes the agent to consider the environment as the adversary desires. Chen et al. [47] propose common dominant adversarial examples generation method (CDG) for crafting adversarial examples with high confidence for the environment of DRL. The core idea of their attack is the addition of confusing obstacles to the original clean map for the case of pathfinding to confuse the robot by messing with its local information. For a perturbation to be successful, it should either stop the agent from reaching the destination or otherwise delay the agent. The proposed attack is tested on A3C and is shown to be successful at least 99.91% of the time.

Bai et al. [48] take a different approach than [47] and propose a method of finding adversarial examples for DQNs trained for automatic pathfinding. The proposed attack analyzes a trained DQN for the task and identifies the weaknesses present in the Q-value curves. Specially designed perturbations are added to these weaknesses in the environment to effectively refrain the agent from learning an optimal solution to the maze.

Xiao et al. [46] introduce online sequential attacks on the environment of the DRL agent by exploiting the temporal consistency of the states. This attack performs faster than the
attacks on robotic systems in a dynamic environment has not
later.
specific patterns in the policy and use them to their benefit
As already discussed, this can be used by adversaries to hide
the identified trajectory which is specified during the training.
shown that the unwatermarked policies are not able to follow
integration of a unique response to a specific sequence of states
but can be used for adversarial purposes. This involves the
defense techniques for Trojans.

Gleave et al. [49] propose to introduce an adversarial agent
in the same environment as the legitimate agent. The adversary
is not able to manipulate the observations of the legitimate
agent but can create natural observations that can act as
adversarial inputs and make the agent follow the target policy.
This leads to a zero-sum game between the adversarial agent
and the legitimate agent. Both the adversarial and the victim
agent are based on PPO. After showing the existence of
such adversarial policies, they suggest that the learning of the
deployed model must be frozen to save them from undesired
behaviours enforced by adversaries. Such adversarial agents
can also be used in making the models better by constantly
attacking and retraining.

Although the DRL techniques work better in navigation
tasks, they are more vulnerable to adversarial attacks than
the classic methods. Yang et al. [50] introduce timing-based
adaptive adversarial perturbations for learning-based systems
in real-world scenarios. They introduce two attacks namely:
weighted majority algorithm (WMA) (white-box setting) and
adversarial-strategic agent (ASA) via a population-based
training method based on parameter exploring policy gradients
(PEGP) (black-box setting). The first one is based on online
learning while the other is based on evolutionary learning.
Through experiments, they show that out of the two proposed
attacks, WMA shows a better performance.

3) Manipulating the Training Data: The adversary can also
choose to perturb the training data to indirectly having the
agent follow a targeted policy. An adversary may create and
hide some deficiencies in the policy to use them later for
his benefit. Kiourti et al. [51] show this vulnerability of
DRL models to Trojan attack with adversary having access
to the training phase of the model. It is reported that by
only modifying 0.025% of the training data, an adversary
can induce such hidden behaviors in the policy that the
models perform perfectly well until the Trojan is triggered.
The proposed attack is shown to be resistant against current
defense techniques for Trojans.

A similar approach has been proposed by Behzadan and
Hsu [52] to secure DRL models from model extraction attacks
but can be used for adversarial purposes. This involves the
integration of a unique response to a specific sequence of states
while keeping its impact on performance minimum, hence
saving from the unauthorized replication of policies. It is also
shown that the unwatermarked policies are not able to follow
the identified trajectory which is specified during the training.
As already discussed, this can be used by adversaries to hide
specific patterns in the policy and use them to their benefit
later.

4) Manipulating the Sensors: The research on real-time
attacks on robotic systems in a dynamic environment has not
been much explored. Clark et al. [28] evaluate a white-box
adversarial attack on the DRL policy of an autonomous robot
in a dynamic environment. The goal of the DRL robot is
to reach the destination by routing through the environment,
while the goal of the adversary is to mislead the agent into the
wrong routes. The adversary misleads the agent into following
false routes by tampering with sensory data. They also observe
that once the adversarial input is removed, the robot automatically
reverts to taking the correct route. Hence, an attacker
can modify the behavior of the model temporarily and leave
behind zero or very little evidence. Their attack requires access
to the trained policy but not the hyper-parameters used during
training.

A similar observation has been shown by Usama et al. [53].
They argue that a lot of research is being done for creating
AI/ML solutions to problems in future networks, such as IoT
and 6G. They show these ML systems to be vulnerable by
highlighting the adversarial dimension of these systems. They
prove their point by attacking a DRL-based channel auto-
coder framework and showing its drop in performance.
Noise is added to the feedback channel for a certain time
interval. Furthermore, they show that when this noise is
removed, the DRL system automatically can regain its original
performance, leaving no footsteps by the adversary.

B. Attacks Perturbing the Reward function

Han et al. [54] discuss the reaction of the DRL agent in
software-defined networking (SDN) to different adversarial at-
tacks. The adversary adopts white-box and black-box settings
for both inference and poisoning attacks in an online setting.
They propose two types of attacks: flipping reward signals and
manipulating states. For flipping reward signals, the adversary
can manipulate the binary reward signal of the model by
flipping it a certain number of times. For state manipulation,
the attacker makes two changes in the first few steps of the
training, i.e., an adversary can change the binary reward of
two states from 0 to 1 and 1 to 0, respectively. Hence, the
adversary can change the label of one compromised node to
be uncompromised and vice versa.

A similar falsification approach has been followed by Huang
and Zhu [55] leading the agent into taking targeted decisions.
They characterize a robust region for policy in which the
adversary can never achieve the desired policy while keeping
the cost in this region. They use four terms to specify different
types of attackers: namely (1) omniscient attacker who has all
the information before a certain time t; (2) peer attacker who
does not know about the transition probabilities but has access
to the knowledge the agent has before a time t; (3) ignorant
attacker who only knows the cost signals before a time t; and
(4) blind attacker that has no information at time t. All these
attackers may be limited by the budget of the attack and other
constraints. It is shown that by the falsification of the cost at
each state, all of these adversaries can mislead the agent into
learning a policy desired by the adversary.

Rakhsha et al. [56] propose a training-time attack involv-
ing the poisoning of the learning environment to force the
agent into executing a target policy chosen by the adversary.
They consider RL agents that maximize average reward in
undiscounted infinite-horizon settings and argue this to be a more suitable objective for many real-world applications that have cyclic tasks or tasks without absorbing states, e.g., a scheduling task and an obstacle-avoidance robot. They suppose that the adversary can manipulate the rewards and the transition dynamics in the learning environment at training-time in a stealthy manner. They test their attack in both offline and online settings. In the former, the agent is planning in a poisoned environment while in the latter, the agent is learning a policy using a regret-minimization framework with poisoned feedback. They show that the adversary can easily succeed in teaching an adversarial policy to the RL agent.

C. Attacks Perturbing the Action space

The adversary can have access to the actuators and might try to perturb the actions taken. Yeow et al. [57] propose two attacks on the action space of the DRL algorithms. The first one is an optimization problem for minimizing the cumulative reward of the DRL agent with decoupled constraints called myopic action space (MAS) attack. The second one has the same objective as the first one but with temporally coupled constraints called look-ahead action space (LAS) attack. The results show that LAS is more lethal in deteriorating the performance of the DRL algorithm as it can attack the dynamic information of the agent. This attack is also shown to perform well in the case of limited resources. Such attacks can be used to gain insights into the potential vulnerabilities of the DRL model. They also speculate that their proposed attacks on reward signals by perturbing the action space cannot be defended as the action space is independent of the policy. However, it can be detected by having a look at the decay in the reward.

Due to the difficulty of obtaining the complex models for cyber-physical systems for traditional control, they are being shifted to DRL. Lee et al. [65] argue that before transferring these systems to DRL, the security limitations of DRL must be understood. They propose a query-based attack for perturbing the action space of DRL in such systems. Furthermore, they show that by the use of adversarial training the attack success can be reduced to half.

D. Attacks Perturbing the Model Space

The adversary can have access to the model during or after training. Based on this access, the adversary might try to manipulate the model into learning the adversarial behavior or might also try to extract the learned model and use it later for attack purposes. Behzadan and Hsu [58] propose an adversarial attack for targeting the confidentiality of the DRL policy. The proposed attack performs a model extraction attack by using imitation learning while querying the original model iteratively. They show that the adversarial examples generated for the model extracted are transferred successfully to the original model hence affecting its performance in a black-box setting. They use FGSM for generating adversarial examples for the imitated model. It is also shown that by providing the attack a sufficient number of observations, adversarial examples can be crafted with high efficiency. They use adversarial regret, i.e., the difference between maximum return achievable by the trained policy $\pi$ and return achieved from actions of adversarial policy, as a metric to measure the performance of their attacks. They show an increase in adversarial regret in case of an adversarial policy.

Chen et al. [61] argue that the techniques used for model extraction in supervised ML cannot be applied to RL due to high complexity and limited observable information and propose a technique for model extraction in DRL. At first, they use a recurrent neural network (RNN) classifier to reveal the training algorithm of the target black-box DRL model based on the predicted actions. Then, they use imitation learning to replicate the victim model from the extracted algorithm. A PPO is used for imitation learning. The extraction of models can be used by adversaries to generate successful adversarial examples making deployed models even more vulnerable to adversarial attacks.

Hua et al. [64] propose an optimization framework for deriving optimal adversarial attack strategy for model poisoning attacks. They propose two attacks: one in which adversarial perturbations are added to the observations of the agent and the other in which the attacker modifies the parameters of trained models in such a way that their performance is not affected. The first one is termed as universal adversarial attack against DRL interpretations (UADRLI) while the latter is termed as a model poisoning attack against DRL interpretations (MPDRLI). For UADRLI, they assume that the adversary has access to a certain area of the images (states) and cannot perturb pixels outside this certain area. The perturbations are only added at some time steps.

E. Discussion

In this section, we discuss the attacks on DRL by categorizing them based on the targeted part of the MDP. The adversary can target the state space, action space, reward function, or the model space based on the access available to the adversary. When targeting the state space, the adversary can add perturbations to the environment, training data, observations, and sensory data. In the case of perturbing the action space, the adversary can target the actuators. In the case of perturbing the reward function, the adversary can perturb the reward signal or might flip it. In the case of model-space attacks, the adversary can perturb the learned parameters of the model or might attempt to extract the learned model which might be proprietary, i.e., owned and copyrighted by some organization.

In real environments, the attacks that generate imperceptible and natural perturbations are more practical than the attacks that involve adding specially designed perturbations to states. In applications like autonomous driving, getting direct access to the sensors might not be possible for the adversary. The only option is to perturb the environment hence indirectly affecting the observations, actions, rewards, and policies. The real environments are often black-box where the adversary has no knowledge of the system being attacked and the number of queries is limited. The adversary has to improvise to attack the system where the target of the adversary can be to cause a drop in performance of the system or to evade the system.
TABLE II: SUMMARY OF THE ADVERSARIAL ATTACKS ON DRL PIPELINE HIGHLIGHTING THE THREAT MODEL AND ATTACK LOCATION IN THE DRL PIPELINE

| Paper | DRL Technique Targeted | Environment | Test-time Attacks | Train-time Attacks | Attack Target |
|-------|------------------------|-------------|------------------|-------------------|---------------|
|       |                        |             | White Box | Black Box | White Box | Black Box | State | Action | Reward | Model |
| Behzadan and Minir [17] | DQN | pong | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Huang et al. [31] | DQN, TRPO & A3C | chopper command, pong, seaquest, space invaders | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Kos and Song [37] | A3C | pong | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Patanak et al. [56] | DQN & DEPG | carpol, mountain car | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Lin et al. [32] | DQN & A3C | pong, seaquest, pacman, chopper command, qbert | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Teeshak et al. [54] | DQN | pong | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Clark et al. [28] | DQN | Pathfinding | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Chen et al. [47] | A3C | Pathfinding | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Hsu et al. [38] | DQN, A3C & PPO | Carpol | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Kourti et al. [51] | A2C | Pong, Space Invaders, Qbert, Breakout, Seaguest, Crazy Climber | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Yeow et al. [57] | PPO and DDQN | Lunar-Lander, Bipedal Walker | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Hussain et al. [39] | DQN & Rainbow DQN [59] | pong, space invaders, air raid, and HERO | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Xiao et al. [46] | DQN & DEPG | TORCS [60] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Huang and Zhu [55] | Q-learning | water reservoir system | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Behzadan and Hsu [52] | DQN | Carpol | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Bat et al. [48] | PPO | MuJoCo: kick and defend, you shall not pass, sumo humans, sumo ants | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Sun et al. [38] | A3C, DDIPG, & PPO | TORCS, Atari (pong and breakout), and MuJoCo (inverted pendulum, half-cheetah, hopper, and walker2D) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Lin et al. [54] | C-MARL | StarCraft II | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Yang et al. [50] | DQN & A3C | teacher, huma controller, and donkey car | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Raksha et al. [56] | RL | obstacle-avoidance, scheduling | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Wang et al. [45] | DQN | Energy management system of an electric vehicle | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Chen et al. [61] | DQN, PPO, ACER [62], ACKTR [63] & A3C | carpol and pong | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Hsu et al. [64] | A3C, DQN | pong, breakout, space invaders | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Chen et al. [40] | DQN, PPO | freeway, pong, breakout, fishing-derby, space-invaders, batlzone | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Usama et al. [55] | Basic DRL | SNN | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Lee et al. [55] | PPO | point goal, car goal [66] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |

This puts forward a need for query-efficient attacks, similar to those proposed in [25] for supervised ML, to be proposed for DRL.
In this section, we provide a detailed review of the counter-measures proposed to deal with adversarial attacks on DRL. Figure 8 shows a basic taxonomy of the defenses that can be used for securing DRL algorithms.

A. Adversarial Training

Adversarial training includes retraining of the ML model using the adversarial examples along with the legitimate examples. This increases the robustness of the ML model against adversarial examples as the model is now able to learn a better distribution. Although adversarial retraining can help improve the robustness of the ML model, the ML model can still be compromised through adversarial examples generated through other methods. The goal of adversarial training is to improve the generalization outside of the training manifold. Kos and Song [37] proposed using adversarial training for robustifying DRL algorithms. They retrain their agent on perturbations generated using FGSM and random noise and show performance retention against similar attacks. Furthermore, they observe that the retrained agent is also resilient against FGSM perturbations having magnitudes different than the one used for retraining.

Pattanaik et al. [36] also adopt adversarial training as a measure to make the algorithms robust against gradient-based attacks. They show its equivalence to Robust Control. They train the DRL model by using the adversarial samples generated from the gradient-based attacks. This helps the algorithm to model uncertainties in the system making them robust to similar adversarial attacks. They show that the addition of noise to the training samples while training increases the resilience of the DRL models against adversarial attacks. Han et al. [54] also propose adversarial training as a method of robustifying the DRL algorithms against adversarial attacks. They show that this technique is effective when countering attacks, such as node-corruption and node-falsifying, in SDN.

Behzadan and Munir [67] find the adversarially-trained policies to be more robust to test-time attacks. They investigate the robustness of DRL algorithms to both training and test-time attacks and find out that under the training time attack the DQN can learn and become robust by changing the policy. They propose that for an agent to recover from adversarial attacks, the number of the adversarial samples in the memory needs to reach a critical limit. In this way, when the agent samples a random batch from the memory, it can learn the perturbation statistics. They also compare the performance of $\epsilon$-greedy and parameter-space noise exploration methods in case of adversarial attacks. They show the $\epsilon$-greedy methods to be more robust to training-time attacks than the noisy exploration technique. They also find noisy exploration techniques to be able to recover faster from attacks when compared to the $\epsilon$-greedy methods.

Later on, Behzadan and Munir [68] compare the resilience to adversarial attacks of two DQNs: one based on $\epsilon$-greedy policy learning and another employed NoisyNets [69] which is a parameter-space noise exploration technique. Their results show the NoisyNets to be more resilient to training-time attacks than that of the $\epsilon$-greedy policy. They argue that this resilience is due to the enhanced generalize-ability and reduced transferability in NoisyNets. They propose that by using parameter-space noise exploration, the DRL algorithms can be made robust to attack techniques like FGSM. Chen et al. [47] propose a gradient-based adversarial training technique. They use adversarial perturbations generated using their proposed attacking algorithm, i.e., CDG, for retraining the RL agent. This approach can achieve a precision of 93.89% in detecting adversarial samples. They prove that adversarial training using only a single adversarial example, generated using CDG, can realize the generalized CDG-attack immunity of A3C pathfinding with high confidence. Behzadan and Hsu [70] propose adversarially guided exploration (AGE) after considering the sample inefficiency of current adversarial training techniques. Their technique is based on a modified hybrid of the $\epsilon$-greedy algorithm and the Boltzmann exploration (exploring probabilistically relative to expected rewards). The new adversarial training procedure is tested on DQN trained for the CartPole environment with different perturbation probabilities. They show that for small perturbations probabilities, i.e., 0.2 and 0.4, the agent can recover from the attack while in the case of large probabilities such as 0.8 or 1 the agent is not able to recover. They compare the efficiency of their proposed technique with $\epsilon$-greedy and parameter-space noise exploration algorithms and prove its feasibility.

Tan et al. [71] argue that although the DRL algorithms used for decision and control tasks are vulnerable to adversarial attacks, little research has been done to make them robust. After showing the vulnerability of well-trained DRL agents to action space attacks, they use adversarial training to increase the robustness of the attacked model. Furthermore, a performance improvement of the adversarially trained agent over the normal agent in non-adversarial scenarios is also shown. Lee et al. [65] also show that the use of adversarial training with their proposed attack, decreases the attack success rate to half.

Vinitsky et al. [72] argue that existing literature on robust learning in DRL focuses on training a single RL agent against a single adversary and these systems are bound to fail in the case of a different adversary. They propose a population-based augmentation to the Robust RL formulation in which a population of adversaries is randomly initialized and samples are drawn uniformly from the population during training.

B. Game-theoretic Approach

Pinto et al. [73] propose robust adversarial reinforcement learning (RARL) as a method of robust policy learning in the presence of an adversary. They formulate policy learning as a zero-sum minimax objective function to ensure robustness to differences in test and train conditions, even in the presence of an adversary. They use a self-proposed adversarial agent with a specially designed reward targeted at finding the state space trajectories that lead to the worst rewards. They call these trajectories hard examples. An adversary is introduced in the environment whose goal is to destabilize the RL agent. Abdullah et al. [74] propose a robust reinforcement learning using a novel min-max game with a Wasserstein constraint.
for a correct and convergent solver. This technique shows a significant increase in robustness in the case of both low and high-dimensional control tasks. They also discuss that by using their technique the DDPG algorithms are not able to achieve significant performance improvement in robustness, even in the case of Inverted Pendulum. While the other two DRL schemes, i.e., TRPO and PPO, demonstrate acceptable performance and hence are reported in their results.

Bravo and Mertikopoulos [75] examine a game approach where the players adjust their actions based on past payoff observations that are subject to adversarial perturbations. In the single-player case containing an agent trying to adapt to an arbitrarily changing environment, they show that irrespective of the level of noise in the player’s observations, the stochastic dynamics under study leads to no regret almost surely. In the case of multiple players, they show that the dominated strategies become extinct and the strict Nash equilibrium is stochastically stable and attractive. Conversely, a stable or attractive state with better probability is the Nash equilibrium. Finally, they provide an averaging principle and show that in the case of 2-player zero-sum games with an interior equilibrium, the time averages converge to Nash equilibrium for any noise level. Ogumolou et al. [76] propose an iterative minimax dynamic game framework that helps in designing robust policies in the presence of adversarial inputs. They also propose a method of quantifying the robustness capacity of a policy. They evaluate their proposed framework on a mecanum-wheeled robot. The goal of this agent is to find a locally robust optimal multistage policy that achieves a given goal-reaching task.

C. Robust Learning

Robust learning is a training mechanism to ensure robustness against training-time adversarial attacks. Behzadan and Munir [68] propose adding noise to the parameter state while training; this technique is found very effective in mitigating the effects of both training and test time attacks for both black-box and white-box settings. The results of the proposed method are tested on DQN trained for three Atari games, namely Enduro, Assault, and Blackout. In particular, the authors use FGSM for crafting adversarial samples. Then, they show the performance of the normal agents to deteriorate significantly, while the ones which were retrained using the parameter noise show great performance even in the presence of adversarial inputs. Mandlekar et al. [77] show superior resilience to adversarial attacks by introducing an adversarially robust policy learning (ARPL) algorithm. This involves the use of adversarial examples during training to enable robust policy learning. They consider the addition of adversarial perturbations not only to the image space but to the whole state of the system which in their case also included the parameters like friction, mass, and inertia. They use the gradient-based FGSM technique for the generation of adversarial samples. They show in the case of agents that do not follow their learning technique the performance deteriorates drastically, while their agent can retain the training performance. It is important to note that the agent trained using the ARPL algorithm does not perform as well as the normal one in case of no perturbations.

Wang et al. [78] point out that the reward function is susceptible to 3 kinds of noise, namely inherent noise, application-specific noise, and adversarial noise. As a remedy, they propose a reward confusion matrix to generate rewards to help the RL agent to learn in cases of perturbed/noisy inputs. Such rewards are called to be Perturbed Rewards. Using these perturbed rewards, they can develop an unbiased reward estimator aided robust RL framework. Their algorithm not only achieves higher expected rewards but also converges faster. They experiment with their technique extensively using several DRL algorithms which are trained for different classic Atari gaming environments. Their proposed technique can achieve 67.5% and 46.7% improvements in average reward when the error rate is 10% and 30%, respectively in the case of PPO. They discuss both the cases of the perturbations added to some samples and perturbations being added to all samples.

Policies that can retain the performance in non-stationary environments are also robust to adversarial attacks that involve adding noise to the state space. Smirnova et al. [79] propose a distributionally robust policy iteration scheme to restrict the agent from learning sub-optimal policy while exploring in cases of high-dimensional state/action space. This induces a dynamic level of risk to stop the agent from taking sub-optimal actions. Their scheme is based on robust Bellman operators, which provide a lower-bound guarantee on the policy/state values. They also present a distributionally robust soft actor-critic based on mixed exploration, acting conservatively in the short-term and exploring optimistically in a long run leading to an optimal policy. The direct target in [77] is adversarial robustness while in [79] the direct target is distributional robustness, hence, the target of adversarial robustness was achieved indirectly.

Tessler et al. [80] propose probabilistic MDP (PR-MDP) and noisy action robust MDP (NR-MDP) as two new criteria for robustness. They modify the DDPG to form AR-DDPG for solving these MDPs. The proposed techniques are evaluated in various Mujoco environments and the results prove that the learning of action-robust policies can help in making the proposed algorithms secure and perform better even in the absence of these perturbations. The adversarial robustness was achieved here by making the agent “action robust”.

Kumar et al. [81] present a technique to make the DRL algorithm learn in the presence of noisy rewards. The proposed scheme is based on using a neural network as a noise filter targeted at estimating the true reward of the environment. These estimates are then compared with the reward the agent gets at each state, to filter out the noisy samples. They show that beyond the perturbation probability of 0.5, their agent starts to learn based on adversarial samples rather than the normal ones.

Fisher et al. [82] propose the idea of Robust Student DQN (RS-DQN). They propose to split the standard DQN into two networks, namely a student (policy) network $S$ and a Q-network. This $S$ network is robustly trained and used for exploration while the Q-network is trained normally. This permits online robust training while keeping the competitive performance of the Q-networks. They show that in the case of no attacks, the DQN and RS-DQN show the same per-
formance. While in the case of adversarial attacks, the DQN fails while RS-DQN remains robust. Furthermore, they show that RS-DQN when combined with state-of-the-art adversarial training provides resilience to strong adversarial attacks during training and evaluation.

Pan et al. [83] argue that training RL on physical hardware is dangerous due to exploration and can also be slow due to high sample complexity. This puts forward a need for a robust learning algorithm that can make sure that the policy performs well in catastrophic situations. They propose risk-averse robust adversarial reinforcement learning (RARARL), using a risk-averse agent and a risk-seeking adversary. They point out that the RARL technique proposed by [73] has no explicit modeling and optimization of risk as they only optimize the expected control objective. An ensemble of q-value networks is used to model risk as to the variance of value functions. Their technique is similar to Bootstrapped DQNs [84] proposed to assist exploration but in this case, the purpose of the ensemble is to estimate variance. They test their approach on a self-driving environment using the TORCS simulator and show that a risk-averse agent handles the risk better and leads to fewer crashes than a normal agent trained in a similar environment. The attacker and the victim agent are made to work independently in the same environment. This gives more options to the attacker to perturb the environment hence serving as a strong adversary.

The overfitting of RL policies to the training environments cause them to fail to generalize to safety-critical scenarios. Wang et al. [85] argue that the RARL technique proposed by [73] requires handcrafting sophisticated reward signals which is a difficult task. They say that safety falsification methods can be used to find a set of initial conditions as well as an input sequence to make a system violate a given property formulated in temporal logic. They propose a falsification-based RARL (FRARL) technique for integrating temporal-logic falsification in adversarial learning to improve policy robustness. This removes the requirement of the construction of an extra reward function for the adversary. Their experiments show that the policies trained with FRARL generalize better and show less violation of the safety specifications in test scenarios when compared to techniques similar to RARL.

Lutjens et al. [86] argue that adversarial detection (detecting adversarial samples using specialized models) can only detect a perturbed input but they cannot propose an alternate action in case of an attack. They leverage the research on certified adversarial robustness to develop an online certified defense for DRL algorithms called “Certified Adversarial Robustness for RL” (CARRL). CARRL involves computing lower bounds on the state-action pairs and choosing a robust action in case of an adversarial attack. They make their technique certifiable robust by using robust optimization to consider worst-case uncertainties and to provide certificates on solution quality. They show the effectiveness of their technique on a DQN trained for a collision-avoidance system and a classic control task (cartpole) and using targeted-FGSM as an adversary. Their experiments show that CARRL can (1) recover and avoid the obstacles in case of an adversarial attack on collision avoidance system; (2) recover and achieve a sufficient reward in cartpole environment. Furthermore, they prove that although their technique reduces the computational efficiency of the DQN, it increases the robustness.

Zhang et al. [87] point out that the robustness for continuous-action space DRL has not got any attention and existing approaches lack proper theoretical justification. They prove that the classification techniques like that of adversarial training prove to be inefficient for many RL problems. They develop a theoretically principled policy regularization and propose a state-adversarial Markov decision process (SAMD). Their technique improves robustness under strong white-box attacks on state observations, including the two new attacks that they have proposed: the robust SARSA attack (RS attack) and maximal action difference attack (MAD attack). Furthermore, they show performance improvement in non-adversarial scenarios. They assume the adversary to (i) be stationary, deterministic, and Markovian, i.e., the adversary does not change with time; (ii) have bounded adversary power, i.e., the adversary can only perturb a specific number of states.

Oikarinen et al. [88] propose a method of training DRL agents robust to $l_p$-bounded attacks. They termed their technique RADIAL-RL. Furthermore, they propose a new metric greedy worst-case reward (GWC) for evaluating the performance of DRL algorithms against adversarial attacks. They show their technique to out-perform the state-of-the-art robust learning techniques [82], [87] under PGD attack.

Zhang et al. [89] propose a technique to enhance the robustness of DRL agents against learned adversary attacks, i.e., attacks in which the adversary is continuously learning. They term their technique as alternating training with learned adversaries (ATLA). Their technique involves the training of an adversarial agent online together with the victim agent using policy gradient following the optimal adversarial attack framework.

D. Adversarial Detection

Adversarial detection involves the detection of adversarial samples using a model specially trained to segregate the true samples from the adversarial ones. In this way, we can disregard the adversarial inputs without modifying the original model. Lin et al. [90] propose a method of protecting the DRL algorithms from adversarial attacks by leveraging an action-conditioned frame prediction module. By using this technique, they can detect the presence of adversarial attacks and make the model robust by using the predicted frame instead of the adversarial frame. They also compare their results with other ML defense approaches to show the effectiveness of this technique. The techniques used for adversarial example generation are FGSM, Carlini & Wagner [33], and Basic Iterative Method [91]. The present results indicate that their proposed technique can detect adversarial attacks with accuracy from 60% to 100%.

Havens et al. [92] detect the presence of adversarial attacks via a supervisory agent by learning separate sub-policies using the meta-learned advantage hierarchy (MLAH) framework. Because this technique can handle the attacks in the decision space, it can mitigate the learned bias introduced by the
adversary. They consider a policy learning problem that is being attacked at specific periods. The goal of the adversary is the corruption of state-space while the agent is been trained. They assume that while training, the agent learns sub-policies before learning the ultimate policy. Thus, the supervisory agent can detect the presence of the adversarial examples due to them being unexpected. They use a self-defined adversarial agent having the ability to perturb the states before they reach the agent for training. The perturbations generated by this agent are bounded by $l_\infty$-norm.

Xiang et al. [93] propose an advanced Q-learning algorithm for automatic path-finding in robots, that is robust to adversarial attacks by detecting the adversarial inputs. Specifically, they propose a model to predict the adversarial inputs based on a calculation determined by 5 factors: energy point gravitation, key point gravitation, path gravitation, included angle, and the placid point. The weights for these 5 factors are calculated based on the principal component analysis (PCA). Using these factors, they train a model able to achieve a precision of 70% in segregating adversarial inputs from the normal ones.

Gallego et al. [94] introduce threatened Markov decision processes (TMDPs), a variant of MDP. This framework supports the decision-making process in the DRL setting against adversaries that affect the reward generating process. They propose a level-k thinking scheme instead of random for dealing with TMDPs. They show that while a normal Q-learning algorithm is exploited by an adversary, a level-2 learner can approximately estimate the adversarial behavior and achieve a positive reward. Integrating DQNs to TMDPs is discussed as a future research path.

E. Defensive Distillation

Papernot et al. [95] propose the idea of using defensive distillation to deal with adversarial attacks on ML schemes. In this technique, one model is trained to predict the output probabilities of another model that was trained with an emphasis on accuracy. Using this technique, DL models can be made less susceptible to exploitation by adding flexibility to an algorithm’s classification process using adversarial training. Carlini and Wagner [96] show that defensive distillation gives a false sense of robustness against adversarial examples. Rusu et al. [97] present a method of extracting the policy of a dense network to train another comparatively less dense network. This new network can take expert-level decisions while being smaller in size. This method can also be used to merge multiple task-specific policies into a single policy. They show that the distilled agents which were 4 times smaller than DQNs were able to achieve better performance than DQN. They also show that the agents having 25 times fewer parameters than DQN were able to achieve a performance of 84% as compared to 100% of the DQN. Such networks are proved to be more stable and robust to adversarial noise and attacks, as they have fewer parameters than their denser counterparts and hence decreasing the count of attack-able parameters.

Recently, Czarnecki et al. [98] analyzed empirically and theoretically each variant of distillation and reported the strengths and weaknesses of each variant. Furthermore, they propose expected entropy regularized distillation which makes the training much faster while guaranteeing convergence. This technique can be used in making the DRL models robust to adversarial attacks by leveraging learning information from a complex model into a simpler one. Hence, making the models robust to adversarial attacks. However, as discussed by Carlini and Wagner [96], using this technique alone may not be effective. It needs to be combined with other approaches, like adversarial training, adversarial detection, etc., to be successful.

Qu et al. [99] propose robust policy distillation, i.e., a policy distillation paradigm capable of achieving an adversarially robust student policy without relying on any adversarial example during student policy training. They propose a policy distillation loss consisting of a prescription gap maximization (PGM) loss and a Jacobian regularization (JR) loss. They perform a theoretical analysis and show that their proposed mechanism ensures the learning of robust policies during the distillation process. They show their technique to outperform the one proposed in [87].

F. Discussion

We discuss the state-of-the-art defenses in this section by categorizing them into adversarial training, robust learning, adversarial detection, defensive distillation, and game-theoretic approaches. It can be seen that most of these techniques are only effective against the specified type of adversarial attacks and do not provide any guarantees against other types of attacks. Most of these techniques focus on making the DRL agent learn a robust policy by use of different mechanisms like training using adversarial examples, simulating min-max games with adversaries, using robust alternatives of MDPs, etc. These techniques are more practical than the ones involving adversarial detection. Due to the advent of new attacking strategies by the day, one can never be sure that a detection mechanism will be able to detect the attack. Furthermore, it is worth noting that there are very few defenses for DRL algorithms that do not involve images as the observations.

Table III summarizes key information of the proposed defenses for DRL algorithms.

V. METRICS, TOOLS, AND PLATFORMS FOR BENCHMARKING DRL

As we have previously discussed, DRL is different from other ML schemes, and only reporting the accuracy is not sufficient to cover security aspects of the DRL schemes. In particular, we need to consider the temporal domain aspect of the DRL while designing the DRL-based attack or defense. Benchmarking the DRL performance in attacks and defenses is very important. The need for an applicable solution to evaluate the robustness and resilience of DRL policies is not fulfilled by the current literature. There is also a need for a quantitative approach to measure and benchmark the resilience and robustness of DRL policies in a reusable and generalizable manner.

There are few benchmarks proposed, but they are not sufficient to cover the security aspects needed to measure
the robustness and resilience of DRL algorithms. The few proposed approaches are discussed in this section. Behzadan and Hsu [101] introduce the terms of adversarial budget and adversarial regret as a measure to quantify the robustness and resilience of DRL algorithms. Adversarial budget is defined as the maximum number of features that can be perturbed in the observation, and the probability of perturbing each observation. The adversarial regret is the difference between the reward obtained by the unperturbed agent and the reward obtained by the perturbed agent after an episode. Based on these two terms, Behzadan and Hsu [101] define test-time resilience and test-time robustness.
A. Test-time Resilience and Robustness

Test-time resilience is described as the minimum number of perturbations required to incur the maximum reduction to return at time $t$, while test-time robustness is described as the maximum achievable adversarial regret.

The following procedure is proposed to measure test-time resilience for DRL algorithms:

- Approximate the state-action value function using policy imitation in case it is not already given.
- Report the optimal adversarial return and maximum adversarial regret by training the adversarial agent against the target's policy.
- Apply the obtained adversarial policy to the target for several episodes while recording the return for each episode.
- Report the average adversarial return over these episodes as the mean test-time resilience of the target policy.

The method of measuring the test-time robustness is the same as test-time resilience. The only difference is that in the test-time case we measure the average adversarial regret in place of the average adversarial reward.

Behzadan and Munir [100] propose a novel framework for benchmarking the behavior of DRL-based collision avoidance mechanisms under the worst-case scenario of dealing with an adversarial agent which is trained to drive the system into unsafe states. They prove the practical applicability of the technique by comparing the reliability of two collision avoidance systems against intentional collision attempts. More recently, Behzadan and Hsu [52] have presented a technique for watermarking DRL policies for robustness against model extraction attacks. This involves the integration of a unique response to a specific sequence of states while keeping its impact on performance minimum hence saving from the unauthorized replication of policies. It is shown that unwatermarked policies are not able to follow the identified trajectory.

B. Metrics for Attack Performance

Kiorti et al. [51], introduce three metrics for measuring the performance of the DRL attacks, namely (1) performance gap, (2) percentage of target action, and (3) time to failure. As the name suggests, the performance gap is the difference between the performance of the normal and the victim model. For the second metric (percentage of target action), they measure the number of times the adversarial/targeted action is performed by the victim policy. The third metric (time to failure) is the number of consecutive states that need to be perturbed to trigger a complete failure of the model.

As observed, these proposed measurement techniques can only cover a part of the DRL algorithms, and hence are not sufficient for measuring the performance of the DRL algorithms under the wide range of adversarial attacks and defenses. There is, therefore, a need for the development of benchmarks that can be used as standards for DRL algorithms as a measure of their resilience and robustness to adversarial attacks.

C. Attacking DRL: Tools and Platforms

DRL can be implemented using several available toolkits or by using a combination of these toolkits. Some of the ways to implement DRL are:

- OpenAI Gym [102] is a toolkit for testing the RL algorithms which provides with multiple gaming environments like pong, space-invaders, and lunar-lander. This toolkit is combined with Tensorflow [103] to test the DRL algorithms. The DNN part can be implemented on the later one and then the choice of actions based on the states is done by the neural network.
- OpenAI Baselines [104] provide a set of high-quality implementations of RL algorithms.
- RLCoach [105] provides with integrated mechanisms of implementing the DNN and testing DRL algorithms.
- Horizon [106] is an open-source project (now known as ReAgent [107]) that also provides integrated mechanisms for testing multiple DRL algorithms.
- Ns3-gym platform [108] provides with network environments to test RL algorithms. This again can be combined with Tensorflow [103] to test DRL algorithms.

All of these toolkits can be further combined with the toolkits available for attacking DL [109] and DRL [67] to test different attacks and defenses on DRL algorithms in simulated environments.

VI. OPEN ISSUES AND RESEARCH CHALLENGES

We identify the following major open issues and research challenges in DRL techniques. At the end of this section, we have also provided a roadmap to secure and robustify DRL.

A. Universally Robust Algorithms

Despite the presence of the various defenses that have been proposed, the security of DRL algorithms remains an open challenge. The proposed defenses are only able to defend from attacks they are designed for. Hence, they are still vulnerable to attacks led by proactive adversaries. Moosavi-Dezfooli et al. [110] point out that no matter how many adversarial examples are added to the training data, there are new adversarial examples that can be generated to cheat those newly trained networks. Moreover, if the adversary is only targeting confidence levels then we may never be able to detect the attack until the adversary uses his created deficiency for his benefit. We may not be even able to trace the attacks as shown by Clark et al. [28]. Thus, methods to make the DRL algorithms more robust are an urgent need.

B. Multitask Learning

One of the major challenges for DRL is learning to do multiple tasks at a single time. It requires a lot of samples for this. Currently, proposed DRL algorithms can only learn to perform one task perfectly. They can be trained to play multiple games (like Cartpole, Inverted Pendulum, etc.), but they need to be trained from scratch for each game. The algorithms are expected to be scalable and be more generalizable so that their learning can be transferred from one game to another.
Multi-task learning can help in making robust models that can grip the true essence of the tasks and hence become difficult to be fooled.

C. Metrics for Robustness and Resilience

We need to study why vulnerabilities exist in DRL models and how we can mitigate them and train robust models. A major reason for the existence of these vulnerabilities is the use of DRL models without the proper knowledge of the domain. There is a need to properly define the benchmarks of DRL in terms of the robustness of DRL against adversarial attacks. Behzadan and Hsu [101] have proposed techniques for quantifying the robustness and resilience of the RL algorithms. Some benchmarks are also proposed by Kiourti et al. [51] but as previously discussed these benchmarks are inadequate to measure the robustness and resilience of an algorithm even though they can be used as stepping stones to lead to a final goal.

D. System Design and Transferability

System design remains an open challenge for the case of DRL. There is a need to define standards for system design for DRL problems as in this case the learning process is not supervised. So, the agent may not focus on the features that it needs to learn. This can introduce the error by mistake of the intermediary and also even induce his behavior on the model. We need to have proper standards for designing the reward functions. The system design needs to be robust and resilient to adversarial attacks.

E. Ensemble of Defenses

Various ensemble defenses have been proposed for the case of DRL. However, they may not be appropriate to apply in the case of DRL as it can lead to an exponential increase in the complexity of the model which results in a significant decrease in performance. In the case of DRL, the model is making a real-time prediction, so a small reduction in the computation capabilities may cause a great loss to the agent. This remains a challenge to defend DRL models using an ensemble with a minimum loss of computations.

F. Model Privacy

Privacy has become a leading issue these days and model-extraction attacks pose a serious threat to the integrity of the learned models through illegal duplication. A mitigation for this, suggested by Behzadan and Hsu [58], is to increase the cost of such attacks or to watermark the policies. We may experience some randomness in the agent to save from such attacks but that will incur an unacceptable loss of decreased performance. Developing techniques that can incur constrained randomization in the model to save from such attacks is a promising field of research.

G. Explainable and Transparent DRL

For deploying AI systems in real-world scenarios, trust is a key component. The developer needs to be confident of the employed model’s decisions. Transparency ensures that the model is fair and ethical while explainability helps to explain and justify the model’s decisions. There are a few articles that discuss explainability for DRL [111], [112]. Current techniques for explaining DRL do not specifically focus on targeting specific audiences, i.e., tester, developer, and the general public, and there is a need for the development of such techniques [112]. Only through their development, we might be able to make DRL responsible, trustworthy, and applicable in critical applications.

H. Transfer Learning for DRL

Transfer learning [113] is a field of ML that does not require the training data and test data to be i.i.d.. The model is not needed to be trained from scratch in case of a different domain. Hence significantly reducing the demand of training data and training time of the target model. The research on transfer learning in the context of DRL has been limited and there are a few papers that test and discuss transfer learning for only some specific DRL algorithms [114]. Transfer learning can help with saving training time for these models; hence, making DRL more applicable to real-world scenarios.

I. Roadmap Towards Secure and Robust DRL

The ultimate goal of research in Artificial Intelligence (AI) is to develop Artificial General Intelligence (AGI) which can perform similar activities as humans in a more efficient manner. In addition to the algorithm being able to learn the task at hand efficiently, it also has to be computationally efficient while being robust to adversarial attacks. Furthermore, algorithms need to be sample-efficient to be able to learn quickly in real environments as there might not always be enough time to wait for the algorithm to converge. Meeting all these requirements at the same time is a challenging task and one has to strike intelligent tradeoffs between them.

In this regard, the first task to achieve is the development of sample-efficient and inherently robust DRL algorithms. The second task is the development of explainability techniques which can explain the behavior of these algorithms in accordance with human perception. The final task will be the development of metrics that can be used to quantify the robustness and resilience of these DRL algorithms. Based on these metrics and the sample and computational efficiency, one can then choose the most suitable algorithm for the task at hand.

VII. Conclusions

The broadening applicability of Deep Reinforcement Learning (DRL) in the real world has directed our concern to the security of these algorithms against adversarial attacks. This paper has provided a comprehensive survey of the latest techniques proposed for attacking DRL algorithms and the defenses proposed for defending against these attacks. We
have also discussed the open research issues and provided the list of available benchmarks for measuring the resilience and robustness of DRL algorithms.
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