Back-scatter analysis based algorithms for increasing transmission through highly-scattering random media using phase-only modulated wavefronts
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Recent theoretical and experimental advances have shed light on the existence of so-called ‘perfectly transmitting’ wavefronts with transmission coefficients close to 1 in strongly backscattering random media. These perfectly transmitting eigen-wavefronts can be synthesized by spatial amplitude and phase modulation.

Here, we consider the problem of transmission enhancement using phase-only modulated wavefronts. Motivated by bio-imaging applications in which it is not possible to measure the transmitted fields, we develop physically realizable iterative and non-iterative algorithms for increasing the transmission through such random media using backscatter analysis. We theoretically show that, despite the phase-only modulation constraint, the non-iterative algorithms will achieve at least about $25\pi% \approx 78.5\%$ transmission assuming there is at least one perfectly transmitting eigen-wavefront and that the singular vectors of the transmission matrix obey a maximum entropy principle so that they are isotropically random.

We numerically analyze the limits of phase-only modulated transmission in 2-D with fully spectrally accurate simulators and provide rigorous numerical evidence confirming our theoretical prediction in random media with periodic boundary conditions that is composed of hundreds of thousands of non-absorbing scatterers. We show via numerical simulations that the iterative algorithms we have developed converge rapidly, yielding highly transmitting wavefronts using relatively few measurements of the backscatter field. Specifically, the best performing iterative algorithm yields $\approx 70\%$ transmission using just $15 - 20$ measurements in the regime where the non-iterative algorithms yield $\approx 78.5\%$ transmission but require measuring the entire modal reflection matrix. Our theoretical analysis and rigorous numerical results validate our prediction that phase-only modulation with a given number of spatial modes will yield higher transmission than amplitude and phase modulation with half as many modes.

© 2014 Optical Society of America

OCIS codes: 030.6600

1. Introduction

Multiple scattering by randomly placed particles frustrates the passage of light through ‘opaque’ materials such as turbid water, white paint, and egg shells. Thanks to the theoretical work of Dorokhov [7], Pendry [2, 20], and others [3, 19], as well as the breakthrough experiments of Vellekoop and Mosk [32, 33] and others [1, 5, 6, 15, 16, 21, 23, 27, 29], we now understand that even though a normally incident wavefront will barely propagate through a
thick slab of such media [12], a small number of eigen-wavefronts exist that exhibit a transmission coefficient close to one and hence propagate through the slab transmitted through the slab without significant loss.

In highly scattering random media composed of non-absorbing scatterers, these ‘perfectly’ transmitting eigen-wavefronts are the right singular vectors of the transmission matrix with singular values (or transmission coefficients) close to 1. Thus, if the transmission matrix were measured using the techniques described in [15, 16, 21, 23], one could compute the pertinent singular vector and synthesize a highly transmitting eigen-wavefront via spatial amplitude and phase modulation. The task of amplitude and phase modulating an optical wavefront is not, however, trivial. Calibration and alignment issues prevent its use of two independent spatial light modulators in series that separately modulate the signal amplitude and phase. A viable option is to use the innovative method developed by van Putten et al. in [30] for full spatial phase and amplitude control using a twisted nematic LCD combined with a spatial filter.

In a recent paper [13,14], we assumed that amplitude and phase modulation was feasible, and developed iterative, physically-realizable algorithms for synthesizing highly transmitting eigen-wavefronts using just a few measurements of the backscatter field. We showed that the algorithms converge rapidly and achieve 95% transmission using about 5 − 10 measurements. Our focus on constructing highly transmitting eigen-wavefronts by using the information in the backscatter field was motivated by applications in bio-imaging, where it often is impossible to measure transmitted fields.

Here, we place ourselves in the setting where we seek to increase transmission via backscatter analysis but are restricted to phase-only modulation. The phase-only modulation constraint was initially motivated by the simplicity of the resulting experimental setup (see Fig. 1) and the commercial availability of finely calibrated phase-only spatial light modulators (SLMs) (e.g. the PLUTO series from Holoeye). As we shall shortly see there is another engineering advantage conferred by these methods. We do not, however, expect to achieve perfect transmission using phase-only modulation as is achievable by amplitude and phase modulation. However, we theoretically show that we can expect to get at least (about) 25π% ≈ 78.5% provided that 1) the system modal reflection (or transmission) matrix is known, 2) its right singular vectors obey a maximum entropy principle by being isotropically random, and 3) full amplitude and phase modulation permits at least one perfectly transmitting wavefront. We also develop iterative, physically realizable algorithms for transmission maximization that utilize backscatter analysis to produce a highly transmitting phase-only modulated wavefront in just a few iterations. These rapidly converging algorithms build on the ideas developed in [13,14] by incorporating the phase-only constraint. An additional advantage conferred by these rapidly converging algorithms is that they might facilitate their
use in applications where the duration in which the modal transmission or reflection matrix can be assumed to be constant is relatively small compared to the time it would take to make all measurements needed to estimate the modal transition or reflection matrix or in settings where a near-optimal solution obtained fast is preferable to the optimal solution that takes many more measurements to compute. As in [14], the iterative algorithms we have developed we retain the feature that they allow the number of modes being controlled via an SLM in experiments to be increased without increasing the number of measurements that have to be made.

We numerically analyze the limits of phase-only modulated transmission in 2-D with fully spectrally accurate simulators and provide rigorous numerical evidence confirming our theoretical prediction in random media with periodic boundary conditions that is composed of hundreds of thousands of non-absorbing scatterers. Specifically, we show that the best performing iterative algorithm yields $\approx 70\%$ transmission using just $15 \sim 20$ measurements in the regime where the non-iterative algorithms yield $\approx 78.5\%$ transmission.

This theoretical prediction brings into sharp focus an engineering advantage to phase-only modulation relative to amplitude and phase modulation that we did not anticipate when we started on this line of inquiry. The clever idea in van Putten et al’s work was to use spatial filtering to combine four neighboring pixels into one superpixel and then independently modulate the phase and the amplitude of light at each superpixel. This implies than an SLM with $M$ pixels can control at most $M/4$ spatial modes. For the given aperture, we can expect the undersampling of the $S_{21}$ to reduce transmission. Undersampling the spatial modes by 75% will reduces the amount of transmission by between 65 – 75%. In contrast, controlling all $M$ spatial modes using phase-only modulation will reduce transmission by only 30%. Thus, we can achieve higher transmission with phase-only modulation using all pixels in an SLM than by (integer-valued) undersampling of the pixels to implement amplitude and phase modulation!

The paper is organized as follows. We describe our setup in Section 2. We discuss the problem of transmission maximization using phase-only modulated wavefronts in Section 3. We describe physically realizable, non-iterative and iterative algorithms for transmission maximization in Section 4 and in Section 6, respectively. We identify fundamental limits of phase-only modulated transmission in Section 5, validate the predictions and the rapid convergence behavior of the iterative algorithms in Section 7, and summarize our findings in Section 8.

2. Setup

We study scattering from a two-dimensional (2D) periodic slab of thickness $L$ and periodicity $D$. The slab’s unit cell occupies the space $0 \leq x < D$ and $0 \leq y < L$ (Fig. 2) and contains $N_c$
infinite and \( z \)-invariant circular cylinders of radius \( r \) that are placed randomly within the cell and assumed either perfect electrically conducting (PEC) or dielectric with refractive index \( n_d \). Care is taken to ensure the cylinders do not overlap. All fields are TM\(_z\) polarized: electric fields in the \( y < 0 \) (\( i = 1 \)) and \( y > L \) (\( i = 2 \)) halfspaces are denoted \( e_i(\rho) = e_i(\rho) \hat{z} \). These fields (complex) amplitudes \( e_i(\rho) \) can be decomposed in terms of \(+y\) and \(-y\) propagating waves as \( e_i(\rho) = e_i^+(\rho) + e_i^-(\rho) \), where

\[
e_i^{\pm}(\rho) = \sum_{n=-N}^{N} h_n a_i^{\pm,n} e^{-jk_n^{\pm} \rho}.
\]

In the above expression, \( \rho = x \hat{x} + y \hat{y} \equiv (x, y) \), \( k_n^{\pm} = k_{n,x} \hat{x} \pm k_{n,y} \hat{y} \equiv (k_{n,x}, \pm k_{n,y}) \), \( k_{n,x} = 2\pi n/D \), \( k_{n,y} = 2\pi \sqrt{(1/\lambda)^2 - (n/D)^2} \), \( \lambda \) is the wavelength, and \( h_n = \sqrt{\|k_n^{\pm}\|_2 / k_{n,y}} \) is a power-normalizing coefficient. We assume \( N = \lfloor D/\lambda \rfloor \), i.e., we only model propagating waves and denote \( M = 2N + 1 \). The modal coefficients \( a_i^{\pm,n}, i = 1, 2; n = -N, \ldots, N \) are related by the scattering matrix

\[
\begin{bmatrix}
a_1^- \\
a_2^+
\end{bmatrix}
= S
\begin{bmatrix}
a_1^+ \\
a_2^-
\end{bmatrix},
\]

where \( a_\pm = [a_{i,-N}^{\pm} \ldots a_{i,0}^{\pm} \ldots a_{i,N}^{\pm}]^T \) and \( T \) denotes transposition. In what follows, we assume that the slab is only excited from the \( y < 0 \) halfspace; hence, \( a_2^- = 0 \). For a given incident field amplitude \( e_1^+(\rho) \), we define transmission and reflection coefficients as

\[
\tau(a_1^+) := \frac{\|S_{21} \cdot a_1^+\|_2^2}{\|a_1^+\|_2^2},
\]

and

\[
\Gamma(a_1^+) := \frac{\|S_{11} \cdot a_1^+\|_2^2}{\|a_1^+\|_2^2},
\]

respectively. We denote the transmission coefficient of a normally incident wavefront by \( \tau_{normal} = \tau([0 \ldots 0 1 0 \ldots 0]^T) \).

3. Problem formulation

We define the phase-vector of the modal coefficient vector \( a_1^+ \), as

\[
\phi(a_1^+) = [\phi(a_{1,-N}^+) \ldots \phi(a_{1,0}^+) \ldots \phi(a_{1,-N}^+)]^T,
\]

where for \( n = -N, \ldots, N, a_{1,n}^+ = |a_{1,n}^+| \exp(j/\phi(a_{1,n}^+)) \) and \( |a_{1,n}^+| \) and \( \phi(a_{1,n}^+) \) denote the magnitude and phase of \( a_{1,n}^+ \), respectively. For a real-valued constant \( c > 0 \), let \( P_c^M \) denote vectors of
the form
\[ p(\theta; c) = \sqrt{\frac{c}{M}} \begin{bmatrix} e^{j\theta_{-N}} & \cdots & e^{j\theta_0} & \cdots & e^{j\theta_N} \end{bmatrix}^T, \]  
(5)
where \( \theta = [\theta_{-N} \cdots \theta_0 \cdots \theta_N]^T \) is a \( 2N + 1 =: M \)-vector of phases. Then, the problem of designing a phase-only modulated incident wavefront that maximizes the transmitted power can be stated as

\[ a_{\text{opt}} = \arg \max_{a^+ \in \mathbb{P}_c} \tau(a^+) = \arg \max_{a^+ \in \mathbb{P}_c} \frac{\| S_{21} \cdot a^+ \|^2}{\| a^+ \|^2} = \arg \max_{a^+ \in \mathbb{P}_c} \frac{\| S_{21} \cdot a^+_1 \|^2}{\| a^+_1 \|^2}. \]  
(6)

Henceforth, let \( p(\theta) := p(\theta; 1) \) denote the setting where \( c = 1 \) in Eq. (5). Consider the optimization problem

\[ \theta_{\text{opt}} = \arg \max_{\theta} \| S_{21} \cdot p(\theta) \|^2. \]  
(7)

Then, from Eq. (6), the optimal wavefront is given by

\[ a_{\text{opt}} = p(\theta_{\text{opt}}). \]  
(8)

In the lossless setting, the scattering matrix \( S \) in Eq. (2) will be unitary, i.e., \( S^H \cdot S = I \), where \( I \) is the identity matrix. Consequently, we have that \( S_{11}^H \cdot S_{11} + S_{21}^H \cdot S_{21} = I \), and the optimization problem in Eq. (7) can be reformulated as

\[ \theta_{\text{opt}} = \arg \max_{\theta} \left( \frac{(p(\theta))^H \cdot S_{11}^H \cdot S_{21} \cdot p(\theta)}{\| p(\theta) \|^2} \right) = \arg \min_{\theta} \| S_{11} \cdot p(\theta) \|^2 = \arg \min_{\theta} \Gamma(p(\theta)). \]  
(9)

Thus the phase-only modulated wavefront that maximizes transmission will also minimize backscatter. The phase-only modulating constraint leads to non-convex cost functions in Eqs. (7) and (9) for which there is no closed-form solution for \( \theta_{\text{opt}} \) or \( a_{\text{opt}} \).

4. Non-iterative, phase-only modulating algorithms for transmission maximization

We first consider algorithms for increasing transmission by backscatter minimization using phase-only modulated wavefronts that utilize measurements of the reflection matrix \( S_{11} \). We assume that this matrix can be measured using the experimental techniques described in [15,16,21,23] by, in essence, transmitting \( K > M \) incident wavefronts \( \{a^+_{i,i}\}_{i=1}^K \), measuring the (modal decomposition of the) backscattered wavefronts \( \{a^-_{i,i}\}_{i=1}^K \), and estimating \( S_{11} \) by solving the system of equations \( \{a^-_{i,i} = S_{11} \cdot a^+_{i,i}\}_{i=1}^K \). We note that, even if the \( S_{11} \) matrix has been measured perfectly, the optimization problem

\[ a_{\text{opt}} = \arg \min_{a^+_i \in \mathbb{P}_1} \| S_{11} \cdot a^+_i \|^2, \]  
(10)
is computationally intractable. In the simplest setting where the elements of $\mathbf{a}^+$ are restricted to be $\pm 1/\sqrt{M}$ instead of continuous values, the optimization problem in (10) is closely related to the binary quadratic programming (BQP) problem which is known to be NP-hard [17].

We can make the problem computationally tractable by relaxing the phase-only constraint in Eq. (10) and allowing the elements of $\mathbf{a}^+$ to take on arbitrary amplitudes and phases while imposing the power constraint $\| \mathbf{a}^+ \|^2 = 1$. This yields the optimization problem

$$
\mathbf{a}_{\text{svd}} = \arg \min_{\| \mathbf{a}^+ \|^2 = 1} \| S_{11} \cdot \mathbf{a}^+ \|^2,
$$

where we have relaxed the difficult constraint $\mathbf{a}^+ \in P_1^M$ into the spherical constraint $\| \mathbf{a}^+ \|^2 = 1$. Although the original unrelaxed backscatter minimization problem in Eq. (9) is hard to solve, the relaxed problem in Eq. (11) is much easier and can be solved exactly.

Let $S_{21} = \sum_{i=1}^{M} \sigma_i \mathbf{u}_i \cdot \mathbf{v}_i^H$ and $S_{11} = \sum_{i=1}^{M} \tilde{\sigma}_i \tilde{\mathbf{u}}_i \cdot \tilde{\mathbf{v}}_i^H$ denote the singular value decompositions (SVD) of $S_{21}$ and $S_{11}$, respectively. Here $\sigma_i$ (resp. $\tilde{\sigma}_i$) is the singular value associated with the left and right singular vectors $\mathbf{u}_i$ and $\mathbf{v}_i$ (resp. $\tilde{\mathbf{u}}_i$ and $\tilde{\mathbf{v}}_i$), respectively. By convention, the singular values are arranged so that $\sigma_1 \geq \ldots \geq \sigma_M$ and $\tilde{\sigma}_1 \geq \ldots \geq \tilde{\sigma}_M$ and $^H$ denotes the complex conjugate transpose. In the lossless setting we have that $S_{11}^H \cdot S_{11} + S_{21}^H \cdot S_{21} = I$ so that $\mathbf{v}_i = \tilde{\mathbf{v}}_{M-i+1}$. Then, a well-known result in matrix analysis [10] states that

$$
\mathbf{a}_{\text{svd}} = \tilde{\mathbf{v}}_1.
$$

(12)

This is an exact solution to the relaxed backscatter minimization problem in Eq. (11).

To get an approximation of the solution to the original unrelaxed problem in Eq. (10) we construct a highly-transmitting wavefront as

$$
\mathbf{a}_{\text{opt,svd}} = p(\mathbf{a}_{\text{svd}}).
$$

(13)

Note that $\mathbf{a}_{\text{opt,svd}}$ given by Eq. (13) is an approximation to the solution of Eq. (10). It is not guaranteed to be the phase-only modulated wavefront that yields the highest transmission. It does, however, provide a lower bound on the amount of transmission that can be achieved using phase-only modulated wavefronts. As we shall see in Section 7, it produces highly transmitting wavefronts for the scattering systems considered here.

The spherical relaxation that yields the optimization problem in Eq. (11) includes all the phase-only wavefronts in the original problem, but also includes many other wavefronts as well. We now consider a ‘tighter’ relaxation that includes all the phase-only wavefronts in the original problem but fewer other wavefronts than the spherical relaxation does.

We begin by examining the objective function on the right hand side of Eq. (11). Note that

$$
\| S_{11} \cdot \mathbf{a}^+ \|^2 = \| (\mathbf{a}^+)^H \cdot S_{11}^H \cdot S_{11} \cdot \mathbf{a}^+ \| = \text{Tr} \left( S_{11}^H \cdot S_{11} \cdot \mathbf{a}^+ \cdot (\mathbf{a}^+)^H \right),
$$

(14)
where $\text{Tr}(\cdot)$ denotes the trace of its matrix argument. Let us define a new matrix-valued variable $A = \mathbf{a}_i^+ \cdot (\mathbf{a}_i^+)^H$. We note that $A$ is a Hermitian, positive semi-definite matrix with rank 1 and $A_{ii} = 1/M$ whenever $\mathbf{a}_i^+ \in P_1$, where $A_{ii}$ denotes the $i$th diagonal element of the matrix $A$. Consequently, from Eq. (14), we can derive the modified optimization problem

$$A_{\text{opt}} = \arg \min_{A \in \mathbb{C}^{M \times M}} \text{Tr} \left( S_{11}^H \cdot S_{11} \cdot A \right)$$

subject to $A = A^H, A \succeq 0, \text{rank}(A) = 1$ and $A_{ii} = 1/M$ for $i = 1, \ldots, M$, 

where the conditions $A = A^H$ and $A \succeq 0$ imply that $A$ is a Hermitian, positive semi-definite matrix. If we can solve Eq. (15) exactly, then by construction, since $A_{\text{opt}}$ is rank 1, we must have that $A_{\text{opt}} = \mathbf{a}_{\text{opt.eig}}^+ \cdot (\mathbf{a}_{\text{opt.eig}}^+)^H$ with $\mathbf{a}_{\text{opt.eig}}^+ \in P_1$ so we would have solved Eq. (10) exactly. Alas, the rank constraint in Eq. (15) makes the problem computationally intractable.

Eliminating the difficult rank constraint yields the semi-definite programming (SDP) problem [31]

$$A_{\text{sdp}} = \arg \min_{A \in \mathbb{C}^{M \times M}} \text{Tr} \left( S_{11}^H \cdot S_{11} \cdot A \right)$$

subject to $A = A^H, A \succeq 0, \text{and } A_{ii} = 1/M$ for $i = 1, \ldots, M$, 

which can be efficiently solved in polynomial-time [17] using off-the shelf solvers such as CVX [9,11] or SDPT3 [28]. See Appendix A for details.

We note that $A_{\text{sdp}}$ is the solution to the relaxed backscatter minimization problem in Eq. (16). If $A_{\text{sdp}}$ thus obtained has rank 1 then we will have solved the original unrelaxed problem in Eq. (10) exactly as well. Typically, however, the matrix $A_{\text{sdp}}$ will not be rank one so we describe a procedure next for obtaining an approximation to the original unrelaxed problem in Eq. (10).

Let $A_{\text{sdp}} = \sum_{i=1}^M \lambda_i \mathbf{u}_{i,\text{sdp}} \cdot (\mathbf{u}_{i,\text{sdp}})^H$ denote the eigenvalue decomposition of $A_{\text{sdp}}$ with the eigenvalues arranged so that $\lambda_1 \geq \ldots \lambda_M \geq 0$. Then we can construct a highly-transmitting phase modulated wavefront as

$$\mathbf{a}_{\text{opt.sdp}} = \mathbf{p} (\| \mathbf{u}_1 \|_{\text{sdp}}).$$

Note that $\mathbf{a}_{\text{opt.sdp}}$ given by Eq. (17) is an approximation to the solution of Eq. (10). It is not guaranteed to be the phase-only modulated wavefront that yields the highest transmission. It does however provide a lower bound on the amount of transmission that can be achieved. Since the SDP relaxation is a tighter relaxation than the spherical relaxation [17], we expect $\mathbf{a}_{\text{opt.sdp}}$ to result in higher transmission than $\mathbf{a}_{\text{opt.svd}}$.

We note that the computational cost of solving Eq. (16) and obtaining $A_{\text{sdp}}$ is $O(M^{4.5})$ [17] while the computational cost for obtaining $\mathbf{a}_{\text{opt.svd}}$ using the Lanczos method for computing only the leading singular vector is $O(M^2)$ [8]. Thus when $M > 1000$, there is a significant extra computational burden in obtaining the SDP solution. Hence, the question of when the extra computational burden of solving the SDP relaxation yields ‘large enough’ gains relative
to the spherical relaxation is of interest. We provide an answer using extensive numerical simulations in Section 7.

We have described two non-iterative techniques for increasing transmission via backscatter analysis that first require the $S_{11}$ to be measured and then compute $a_{\text{opt}, \text{svd}}$ or $a_{\text{opt}, \text{sdp}}$ using Eq. (13) and Eq. (17), respectively. We now provide a theoretical analysis of the transmission power we can expect to achieve using these phase-only modulated wavefronts.

5. Theoretical limit of phase-only modulated light transmission

When the wavefront $a_{\text{svd}}$ is excited, the optimal transmitted power is $\tau_{\text{opt}} := \tau(a_{\text{opt}}) = \sigma_1^2$. Similarly, when the wavefront associated with the $i$-th right singular vector $v_i$ is transmitted, the transmitted power is $\tau(v_i) = \sigma_i^2$, which we refer to as the transmission coefficient of the $i$-th eigen-wavefront of $S_{21}$. Analogously, we refer to $\Gamma(v_i)$ as the reflection coefficient of the $i$-th eigen-wavefront of $S_{21}$.

The theoretical distribution [2,3,7,19,20] of the transmission coefficients for lossless random media (referred to as the DMPK distribution) has density given by

$$f(\tau) = \lim_{M \to \infty} \frac{1}{M} \sum_{i=1}^{M} \delta(\tau - \tau(v_i)) = \frac{l}{2L} \frac{1}{\tau \sqrt{1 - \tau}}, \quad \text{for } 4 \exp(-L/2l) \lesssim \tau \leq 1. \quad (18)$$

In Eq. (18), $l$ is the mean-free path through the medium. This implies that in the regime where the DMPK distribution is valid, we expect $\tau(a_{\text{opt}}) \approx 1$ so that (near) perfect transmission is possible using amplitude and phase modulation. We now analyze the theoretical limit of phase-only modulation in the setting where the $S_{21}$ (or $S_{11}$) matrix has been measured and we have computed $a_{\text{opt}, \text{svd}}$ or $a_{\text{opt}, \text{sdp}}$ as in Eq. (13) and Eq. (17), respectively. In what follows, we prove a lower bound on the transmission we expect to achieve in the regime where the DMPK distribution is valid.

We begin by considering the wavefront $a_{\text{opt}, \text{svd}}$ which yields a transmission power given by

$$\tau(a_{\text{opt}, \text{svd}}) = \tau(p(\tilde{a}_{\text{svd}}) = \|S_{21} \cdot p(\tilde{a}_{\text{svd}})\|_2^2$$

$$= \|U \cdot \Sigma \cdot V^H \cdot p(\tilde{a}_{\text{svd}})\|_2^2 = \|\Sigma \cdot V^H \cdot p(\tilde{a}_{\text{svd}})\|_2^2. \quad (20)$$

Define $\tilde{p}(\tilde{a}_{\text{svd}}) = V^H \cdot p(\tilde{a}_{\text{svd}})$. Then from Eq. (20), we have that

$$\tau(a_{\text{opt}, \text{svd}}) = \|\Sigma \cdot \tilde{p}(\tilde{a}_{\text{svd}})\|_2^2 \quad (21)$$

$$= \sum_{i=1}^{M} \sigma_i^2 |\tilde{p}_i(\tilde{a}_{\text{svd}})|^2 \geq \sigma_1^2 |\tilde{p}_1(\tilde{a}_{\text{svd}})|^2. \quad (22)$$

In the DMPK regime, we have that $\sigma_1^2 \approx 1$ from which we can deduce that

$$\tau(a_{\text{opt}, \text{svd}}) \gtrsim |\tilde{p}_1(\tilde{a}_{\text{svd}})|^2 \quad (23)$$
From Eq. (12), we have that \( a_{svd} = v_1 = \tilde{v}_M \) so that if
\[
\tilde{v}_1^H = \begin{bmatrix} |v_{1,1}| e^{-j/\sqrt{v_{1,1}}} & \ldots & |v_{1,M}| e^{-j/\sqrt{v_{1,M}}} \end{bmatrix},
\]
then
\[
\tilde{p}_1(a_{svd}) = \tilde{v}_1^H \cdot p(v_1) = \frac{1}{\sqrt{M}} \sum_{i=1}^{M} |v_{1,i}|,
\]
and
\[
|\tilde{p}_1(a_{svd})|^2 = \frac{1}{M} \sum_{i=1}^{M} |v_{1,i}|^2 + \frac{2}{M} \sum_{i<j} |v_{1,i}| \cdot |v_{1,j}|.
\]
Substituting Eq. (25) into Eq. (23) gives
\[
\tau(a_{opt,svd}) \gtrsim \frac{1}{M} \sum_{i=1}^{M} |v_{1,i}|^2 + \frac{2}{M} \sum_{i<j} |v_{1,i}| \cdot |v_{1,j}|.
\]
Taking expectations on both sides of Eq. (26) and invoking the linearity of the expectation operator gives us
\[
\mathbb{E} \left[ \tau(a_{opt,svd}) \right] \gtrsim \frac{1}{M} \sum_{i=1}^{M} \mathbb{E} \left[ |v_{1,i}|^2 \right] + \frac{2}{M} \sum_{i<j} \mathbb{E} \left[ |v_{1,i}| \cdot |v_{1,j}| \right].
\]
We now invoke the maximum-entropy principle as in Pendry's derivation [2, 20] and assume that the vector \( v_1 \), is uniformly distributed on the unit hypersphere. Since the uniform distribution is symmetric, for any indices \( i \) and \( j \), we have that \( \mathbb{E} \left[ |v_{1,i}|^2 \right] = \mathbb{E} \left[ |v_{1,1}|^2 \right] \) and \( \mathbb{E} \left[ |v_{1,i}| \cdot |v_{1,j}| \right] = \mathbb{E} \left[ |v_{1,1}| \cdot |v_{1,2}| \right] \). Consequently Eq. (27) simplifies to
\[
\mathbb{E} \left[ \tau(a_{opt,svd}) \right] \gtrsim \frac{1}{M} \sum_{i=1}^{M} \mathbb{E} \left[ |v_{1,i}|^2 \right] + \frac{2M(M - 1)}{2M} \mathbb{E} \left[ |v_{1,1}| \cdot |v_{1,2}| \right],
\]
Since \( \|v_1\|_2^2 = \sum_{i=1}^{M} |v_{1,i}|^2 = 1 \), we have that
\[
\mathbb{E} \left[ |v_{1,1}|^2 \right] = O \left( \frac{1}{M} \right).
\]
Substituting Eq. (29) into Eq. (28) gives
\[
\mathbb{E} \left[ \tau(a_{opt,svd}) \right] \gtrsim (M - 1) \mathbb{E} \left[ |v_{1,1}| \cdot |v_{1,2}| \right] + O \left( \frac{1}{M} \right).
\]
We now note that
\[
\mathbb{E} \left[ |v_{1,1}| \cdot |v_{1,2}| \right] = \mathbb{E} \left[ |v_{1,1}| \right] \cdot \mathbb{E} \left[ |v_{1,2}| \right] + \text{cov} \left( |v_{1,1}|, |v_{1,2}| \right),
\]
\[
= \mathbb{E}^2 \left[ |v_{1,1}| \right] + \text{cov} \left( |v_{1,1}|, |v_{1,2}| \right),
\]
\[
= \mathbb{E}^2 \left[ |v_{1,1}| \right].
\]
where

$$\text{cov} (|v_{1,1}|, |v_{1,2}|) = \mathbb{E} \left[ \{ |v_{1,1}| - \mathbb{E}[|v_{1,1}|] \} \cdot \mathbb{E} \{ |v_{1,2}| - \mathbb{E}[|v_{1,2}|] \} \right],$$  \hspace{1cm} (33)

is the covariance between the random variables $|v_{1,1}|$ and $|v_{1,2}|$. A useful fact that will facilitate analytical progress is that the complex-valued random variable $v_{1,1}$ has the same distribution [22, Chap. 3a] as the vector

$$g_1 \sqrt{|g_1|^2 + \ldots + |g_M|^2}$$

where $g_i = x_i + \sqrt{-1} y_i$ and $x_i$ and $y_i$ are i.i.d. normally distributed variables with mean zero and variance $1/(2M)$. This implies that the variable $|v_{1,1}|^2$ is beta distributed since $|g_1|^2$ and $|g_1|^2 + \ldots + |g_M|^2$ are chi-square distributed. Hence, it can be easily seen that

$$\text{cov} (|v_{1,1}|, |v_{1,2}|) = O \left( \frac{1}{M^2} \right)$$  \hspace{1cm} (34)

and

$$\mathbb{E} [v_{1,1}] = \sqrt{\frac{\pi}{4M}} + O \left( \frac{1}{M} \right),$$  \hspace{1cm} (35)

where the first term on the righthand side of Eq. (35) equals $\mathbb{E}[|g_i|]$. Substituting Eq. (34) and Eq. (35) into Eq. (32) gives us an expression for $\mathbb{E}[|v_{1,1}| \cdot |v_{1,2}|]$, which on substituting into the right-hand side of Eq. (30) yields the inequality

$$\mathbb{E}[\tau(a_{\text{opt, sdp}})] \gtrsim \frac{\pi}{4} + O \left( \frac{1}{\sqrt{M}} \right).$$  \hspace{1cm} (36)

Since $\tau(a_{\text{opt, sdp}}) \geq \tau(a_{\text{opt, svd}})$, Eq. (36) yields the inequality

$$\mathbb{E}[\tau(a_{\text{opt, sdp}})] \geq \mathbb{E}[\tau(a_{\text{opt, svd}})] \gtrsim \frac{\pi}{4} + O \left( \frac{1}{\sqrt{M}} \right).$$  \hspace{1cm} (37)

Letting $M \to \infty$ on both sides on Eq. (37) gives us

$$\lim_{M \to \infty} \mathbb{E}[\tau(a_{\text{opt, sdp}})] \geq \lim_{M \to \infty} \mathbb{E}[\tau(a_{\text{opt, svd}})] \gtrsim \frac{\pi}{4}. \hspace{1cm} (38)$$

From Eq. (38) we expect to achieve at least $25\%$ when the $S_{21}$ (or $S_{11}$) matrix has been measured and we compute the phase-only modulated wavefront using $a_{\text{opt, svd}}$ or $a_{\text{opt, sdp}}$. In contrast, amplitude and phase modulation yields (nearly) $100\%$ transmission; thus the phase-only modulation incurs an (average) loss of at most $22\%$.

We now develop rapidly-converging, physically-realizable, iterative algorithms for increasing transmission by backscatter minimization that utilize significantly fewer measurements than the $O(M)$ measurements it would take to first estimate $S_{11}$ and subsequently construct $a_{\text{opt, svd}}$ or $a_{\text{opt, sdp}}$. 
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Algorithm 1 Steepest descent algorithm for finding \( \mathbf{a}_{\text{svd}} \)

1: Input: \( \mathbf{a}_{1,(0)}^+ = \) Initial random vector with unit norm
2: Input: \( \mu > 0 = \) step size
3: Input: \( \epsilon = \) Termination condition
4: \( k = 0 \)
5: while \( \| S_{11} \cdot \mathbf{a}_{1,(k)}^+ \|_2^2 > \epsilon \) do
6: \[ \mathbf{a}_{1,(k)}^+ = \mathbf{a}_{1,(k)}^+ - 2 \mu S_{11}^H \cdot S_{11} \cdot \mathbf{a}_{1,(k)}^+ \]
7: \[ \mathbf{a}_{1,(k+1)}^+ = \mathbf{a}_{1,(k)}^+ / \| \mathbf{a}_{1,(k)}^+ \|_2 \]
8: \( k = k + 1 \)
9: end while

6. Iterative, phase-only modulated algorithms for transmission maximization

6.A. Steepest Descent Method

We first consider an iterative method, based on the method of steepest descent, for finding the wavefront \( \mathbf{a}_{1}^+ \) that minimizes the objective function \( \| S_{11} \cdot \mathbf{a}_{1}^+ \|_2^2 \). At this stage, we consider arbitrary vectors \( \mathbf{a}_{1}^+ \) instead of phase-only modulated vectors \( \mathbf{a}_{1}^+ \in P_1^M \). The algorithm utilizes the negative gradient of the objective function to update the incident wavefront as

\[
\mathbf{a}_{1,(k)}^+ = \mathbf{a}_{1,(k)}^+ - \mu \frac{\partial \| S_{11} \cdot \mathbf{a}_{1}^+ \|_2^2}{\partial \mathbf{a}_{1}^+} \bigg|_{\mathbf{a}_{1}^+=\mathbf{a}_{1,(k)}^+}
\]

\[
= \mathbf{a}_{1,(k)}^+ - 2 \mu S_{11}^H \cdot S_{11} \cdot \mathbf{a}_{1,(k)}^+ ,
\]

where \( \mathbf{a}_{1,(k)}^+ \) represents the modal coefficient vector of the incident wavefront produced at the \( k \)-th iteration of the algorithm and \( \mu \) is a positive stepsize. If we renormalize \( \mathbf{a}_{1,(k)}^+ \) to have \( \| \mathbf{a}_{1,(k)}^+ \|_2 = 1 \), then we obtain Algorithm 1 which iteratively refines the wavefront \( \mathbf{a}_{1,(k+1)}^+ \). In the limit of \( k \rightarrow \infty \), the incident wavefront \( \mathbf{a}_{1,(k+1)}^+ \) will converge to \( \mathbf{a}_{\text{svd}} \).

We now describe how the update equation given by Eq. (40), which requires computation of the gradient \( S_{11}^H \cdot S_{11} \cdot \mathbf{a}_{1,(k)}^+ \), can be physically implemented even though we have not measured \( S_{11} \) apriori.

Let \( \text{flipud}(\cdot) \) represent the operation of flipping a vector or a matrix argument upside down so that the first row becomes the last row and so on. Let \( F = \text{flipud}(I) \) where \( I \) is the identity matrix, and let \( ^* \) denote complex conjugation. In recent work [14], we showed that reciprocity of the scattering system implies that

\[
S_{11}^H = F \cdot S_{11}^* \cdot F ,
\]

which can be exploited to make the gradient vector \( S_{11}^H \cdot S_{11} \cdot \mathbf{a}_{1,(k)}^+ \) physically measurable.
To that end, we note that Eq. (41) implies that

$$S_{11}^H \cdot a_{1}^- = F \cdot S_{11}^* \cdot a_{1}^- = F \cdot (S_{11} \cdot (F \cdot (a_{1}^-)^*))^*$,$$

where $a_{1}^- = S_{11} \cdot a_{1,1}^+$. Thus, we can physically measure $S_{11}^H \cdot S_{11} \cdot a_{1,1}^+$, by performing the following sequence of operations and the accompanying measurements:

1. Transmit $a_{1,1}^+$ and measure the backscattered wavefront $a_{1}^- = S_{11} \cdot a_{1,1}^+$.
2. Transmit the wavefront obtained by time-reversing the wavefront whose modal coefficient vector is $a_{1}^-$ or equivalently transmitting the wavefront $F \cdot (a_{1}^-)^*$.
3. Measure the resulting backscattered wavefront corresponding to $S_{11} \cdot (F \cdot (a_{1}^-)^*)$ and time-reverse it to yield the desired gradient vector $S_{11}^H \cdot S_{11} \cdot a_{1,1}^+$ as shown in Eq. (42).

The above represents a physically realizable scheme for measuring the gradient vector, which we proposed in our previous paper [14]. Since time-reversal can be implemented using phase-conjugating mirror, we referred to our algorithm a double phase-conjugating method.

For the setting considered here, we have the additional physically-motivated restriction that all transmitted wavefronts $a_{1}^+ \in P_1^M$. However, the wavefront $a_{1}^-$ can have arbitrary amplitudes and so will the wavefront obtained by time-reversing it (as in Step 2 above) thereby violating the phase-only modulating restriction and making Algorithm 1, physically unrealizable. This is also why algorithms of the sort considered by others in array processing e.g. [26] cannot be directly applied here.

This implies that even though Algorithm 1 probably converges to $a_{svd}$, it cannot be used to compute $a_{opt,svd}$ as in Eq. (13) because it is not physically implementable given the phase-only modulation constraint. To mitigate this problem, we propose modifying the update step in Eq. (40) to

$$\tilde{a}_{1,1}^+ = \mathcal{P} \left( a_{1,1}^+ - 2\mu \tilde{a} \cdot S_{11}^H \cdot \mathcal{P} \left( a_{1,1}^+ \right) \right),$$

where $\tilde{a}$ is chosen such that all magnitudes of modal coefficients of $\mathcal{P} \left( a_{1}^- \right)$ are set to the average magnitude of modal coefficients of $a_{1}^-$. Then, by applying Eq. (41) as before, we can physically measure $\tilde{a} \cdot S_{11}^H \cdot \mathcal{P} \left( a_{1,1}^+ \right)$ by performing the following sequence of operations and the accompanying measurements:

1. Transmit $a_{1,1}^+$ and measure the backscattered wavefront $a_{1}^- = S_{11} \cdot a_{1,1}^+$.
2. Compute the scalar $\tilde{a} = \frac{\sum_{n=-N}^{N} |a_{1,n}|}{\sqrt{M}}$.
3. Transmit the (phase-only modulated) wavefront obtained by time-reversing the wavefront whose modal coefficient vector is $\mathcal{P} \left( a_{1}^- \right)$.
4. Measure the resulting backscattered wavefront, time-reverse it, and scale it with \( \pi \) to yield the desired gradient vector.

This modified iteration in Eq. (43) leads to the algorithm in the left column of Table 1 and its physical counterpart in the right column of Table 1.

| Vector Operation | Physical Operation |
|------------------|--------------------|
| 1: \( a_i^- = S_{11} \cdot a_{i,(k)}^- \) | 1: \( a_i^{\pm,(k)} \rightarrow \text{Backscatter} \rightarrow a_i^- \) |
| 2: \( \bar{a} = \frac{\sum_{n=-N}^{N} |a_{1,n}^-|}{\sqrt{M}} \) | 2: \( \bar{a} = \frac{\sum_{n=-N}^{N} |a_{1,n}^-|}{\sqrt{M}} \) |
| 3: \( a_i^- \leftarrow p/\sqrt{a_i^-} \) | 3: \( a_i^- \leftarrow p/\sqrt{a_i^-} \) |
| 4: \( a_i^+ = F \cdot (a_i^-)^* \) | 4: \( a_i \rightarrow \text{PCM} \rightarrow a_i^+ \) |
| 5: \( a_i^- = S_{11} \cdot a_i^+ \) | 5: \( a_i^+ \rightarrow \text{Backscatter} \rightarrow a_i^- \) |
| 6: \( a_i^+ = F \cdot (a_i^-)^* \) | 6: \( a_i^- \rightarrow \text{PCM} \rightarrow a_i^+ \) |
| 7: \( a_i^+ = a_{1,(k)}^+ - 2\mu a_i^+ \) | 7: \( a_i^+ = a_{1,(k)}^+ - 2\mu a_i^+ \) |
| 8: \( a_{1,(k+1)}^+ = p/a_i^+ \) | 8: \( a_{1,(k+1)}^+ = p/a_i^+ \) |

Table 1. Steepest descent algorithm for refining a highly transmitting phase-only modulated wavefront. The first column represents vector operations. The second column represents the physical (or experimental) counterpart. The operation \( a_i^- \rightarrow F \cdot (a_i^-)^* \) can be realized via the use of a phase-conjugating mirror (PCM). The algorithm terminates when the backscatter intensity falls below a preset threshold \( \epsilon \).

6.B. Gradient Method

The wavefront updating step for the algorithm described in Table 1 first updates both the amplitude and phase of the incident wavefront (in Step 7) and then ‘projects it’ onto the set of phase-only modulated wavefronts (in Step 8). We now develop a gradient-based method that only updates the phase of the incident wavefront. From Eq. (9), the objective function of interest is \( \|S_{11} \cdot p(\theta)\|^2 \) which depends on the phase-only modulated wavefront. The algorithm utilizes the negative gradient of the objective function with respect to the phase vector to...
update the phase vector of the incident wavefront as

$$\theta^+(k+1) = \theta^+(k) - \sqrt{M}\mu \frac{\partial \|S_{11} \cdot p(\theta)\|_2^2}{\partial \theta_{\theta^+(k)}}$$

where $\theta^+(k)$ represents the phase vector of the wavefront produced at the $k$-th iteration of the algorithm and $\mu$ is a positive stepsize. We have separated the $\sqrt{M}$ factor from the stepsize so that $\mu$ can be $O(1)$ and independent of $M$. In Appendix B, we show that

$$\frac{\partial \|S_{11} \cdot p(\theta)\|_2^2}{\partial \theta_{\theta^+(k)}} = 2\text{Im} \left[ \text{diag} \{ p(-\theta^+(k)) \} \cdot S^H_{11} \cdot S_{11} \cdot p(\theta^+(k)) \right],$$

where $\text{diag} \{ p(-\theta^+(k)) \}$ denotes a diagonal matrix with entries $p(-\theta^+(k))$ along its diagonal. Substituting Eq. (45) into the right-hand side of Eq. (44) yields the iteration

$$\theta^+(k+1) = \theta^+(k) - 2\sqrt{M}\mu \text{Im} \left[ \text{diag} \{ p(-\theta^+(k)) \} \cdot S^H_{11} \cdot S_{11} \cdot p(\theta^+(k)) \right].$$

To evaluate the update Eq. (46), it is necessary to measure the gradient vector $S^H_{11} \cdot S_{11} \cdot p(\theta^+(k))$. For the same reason as in the steepest descent scheme, we cannot use double-phase conjugation introduced in our previous paper because of the phase-only modulating restriction. Therefore, we propose modifying the update step in Eq. (46) to

$$\theta^+(k+1) = \theta^+(k) - 2\sqrt{M}\mu \text{Im} \left[ \text{diag} \{ p(-\theta^+(k)) \} \cdot S^H_{11} \cdot p(S_{11} \cdot p(\theta^+(k))) \right],$$

and we use the modified double-phase conjugation as

1. Transmit $p(\theta^+(k))$ and measure the backscattered wavefront $a^- = S_{11} \cdot p(\theta^+(k))$;

2. Compute the scalar $\bar{a} = \frac{\sum_{n=-N}^N |a^-_{1,n}|}{\sqrt{M}}$;

3. Transmit the phase-only modulated wavefront obtained by time-reversing the wavefront whose modal coefficient vector is $p(S_{11} \cdot p(\theta^+(k)))$;

4. Measure the resulting backscattered wavefront, time-reverse it, and scale it with $\bar{a}$ to yield the desired gradient vector.

The phase-updating iteration in Eq. (47) leads to the algorithm in the left column of Table 2 and its physical counterpart in the right column of Table 1.
| Vector Operation | Physical Operation |
|------------------|--------------------|
| 1: \( a_1^- = S_{11} \cdot p(\theta_{1,(k)}^+) \) | 1: \( p(\theta_{1,(k)}^+) \xrightarrow{\text{Backscatter}} a_1^- \) |
| 2: \( \overline{a} = \frac{\sum_{n=-N}^{N} |a_{1,n}^-|}{\sqrt{M}} \) | 2: \( \overline{a} = \frac{\sum_{n=-N}^{N} |a_{1,n}^-|}{\sqrt{M}} \) |
| 3: \( a_1^- \leftarrow p(\overline{a_1^-}) \) | 3: \( a_1^- \leftarrow p(\overline{a_1^-}) \) |
| 4: \( a_1^+ = F \cdot (a_1^-)^* \) | 4: \( a_1^- \xrightarrow{\text{PCM, Backscatter}} a_1^+ \) |
| 5: \( a_1^- = S_{11} \cdot a_1^+ \) | 5: \( a_1^+ \xrightarrow{\text{PCM}} a_1^- \) |
| 6: \( a_1^+ = F \cdot (a_1^-)^* \) | 6: \( a_1^- \xrightarrow{\text{PCM}} a_1^+ \) |
| 7: \( \theta_{1,(k+1)}^+ = \theta_{1,(k)}^+ - 2\sqrt{M \mu \sigma} \text{Im} \left[ \text{diag} \left\{ p(-\theta_{1,(k)}^+) \right\} \cdot a_1^+ \right] \) |

Table 2. Gradient algorithm for transmission maximization. The first column contains the updating iteration in Eq. (47) split into a series of individual updates so that they may be mapped into their physical (or experimental) counterparts in the column to their right. The operation \( a_1^- \xrightarrow{\text{PCM}} F \cdot (a_1^-)^* \) can be realized via the use of a phase-conjugating mirror (PCM). The algorithm terminates when the backscatter intensity falls below a preset threshold \( \epsilon \).

7. Numerical simulations

To validate the proposed algorithms and the theoretical limits of phase-only wavefront optimization, we adopt the numerical simulation protocol described in [14]. Specifically, we compute the scattering matrices in Eq. (2) via a spectrally accurate, T-matrix inspired integral equation solver that characterizes fields scattered from each cylinder in terms of their traces expanded in series of azimuthal harmonics. As in [14], interactions between cylinders are modeled using 2D periodic Green’s functions. The method constitutes a generalization of that in [18], in that it does not force cylinders in a unit cell to reside on a line but allows them to be freely distributed throughout the cell. As in [14], all periodic Green’s functions/lattice sums are rapidly evaluated using a recursive Shank’s transform using the methods described in [24, 25]. Our method exhibits exponential convergence in the number of azimuthal harmonics used in the description of the field scattered by each cylinder. As in [14], in the numerical experiments below, care was taken to ensure 11-digit accuracy in the entries of the computed scattering matrices.

First we compare the transmission power achieved by the non-iterative algorithms that
utilize measurements of the $S_{11}$ matrix to compute the wavefronts $a_{\text{opt,svd}}$ and $a_{\text{opt,sdp}}$ given by Eq. (13) and Eq. (17), respectively. Here we have a scattering system with $D = 197\lambda$, $r = 0.11\lambda$, $N_e = 430,000$, $n_d = 1.3$, $M = 395$ and $\bar{l} = 6.69\lambda$, where $\bar{l}$ is the average distance to the nearest scatterer. Fig. 3 plots transmitted power for the SVD and SDP based algorithms as a function of the thickness $L/\lambda$ of the scattering system.

As expected, the wavefront $a_{\text{opt,sdp}}$ realizes increased transmission relative to the wavefront $a_{\text{opt,svd}}$. However, as the thickness of the medium increases, the gain vanishes. Typically $a_{\text{opt,sdp}}$ increases transmission by about $1 - 5\%$ relative to $a_{\text{opt,svd}}$. Fig. 3 also shows the accuracy of our theoretical prediction of $25\pi\% \approx 78.5\%$ transmission using phase-only modulation for highly backscattering (or thick) random media in the same regime where the DMPK theory predicts perfect transmission using amplitude and phase modulated wavefronts.

Fig. 3 also plots the transmitted power achieved by an ‘equal phase’ wavefront with a modal coefficient vector $1/\sqrt{M} \begin{bmatrix} 1 & \ldots & 1 \end{bmatrix}^T$. Both the SVD and the SDP based algorithms realized significant gains relative to this vector.  

Recall that the computational cost of computing $a_{\text{opt,sdp}}$ is $O(M^{1.5})$ while the cost for computing $a_{\text{opt,svd}}$ is $O(M^2)$. Fig. 3 suggests that for large $M$, the significantly extra computational effort for computing $a_{\text{opt,sdp}}$ might not be worth the effort for strongly scattering random media.

We also plot the transmitted power achieved by undersampling the number of control modes by a factor of 4, computing the resulting $S_{21}$ matrix, and constructing the amplitude and phase modulated eigen-wavefront associated with the largest right singular vector. This is what would happen if we were to implement the ‘superpixel’-based amplitude and phase modulation scheme described in [30] in the framework of a system with periodic boundary conditions. As can be seen, phase-only modulation yields higher transmission than amplitude and phase modulation with undersampled modes. We are presently studying whether the same result holds true in systems without periodic boundary conditions as considered in [4].

Fig. 4 compares the rate of convergence of the phase-only modulated steepest descent (with $\mu = 0.6574$) and gradient descent (with $\mu = 1.4149$)-based algorithms and the rate of convergence of the amplitude and phase-only modulated steepest descent (with $\mu = 0.5059$) based algorithm from [14, Algorithm 1]. Here we are in a setting with $D = 197\lambda$, $L = 3.4 \times 10^5\lambda$, $r = 0.11\lambda$, $N_e = 430,000$ dielectric cylinders with $n_d = 1.3$, $M = 395$, $\bar{l} = 6.69\lambda$. In this setting, a normally incident wavefront results in a transmission of $\tau_{\text{normal}} = 0.038$.

The wavefront $a_{\text{svd}}$ yields $\tau_{\text{opt}} = 0.9973$ corresponding to a 26-fold increase in transmission. The amplitude and phase modulated steepest descent algorithm produces a wavefront that converges to 95\% of the near optimum in about $5 - 10$ iterations as shown in Fig. 4.

---

1A normally incident wavefront also yields about the same transmitted power. Note that a normally incident wavefront cannot be synthesized using phase-only modulation using the setup in Fig. 1.
phase-only modulated steepest descent algorithm yields an 19-fold increase in transmission and converges within 5 – 10 iterations. The phase-only modulated gradient descent algorithm yields a 13-fold increase in transmission and converges in 15 – 20 iterations. The fast convergence properties of the steepest descent based method make it suitable for use in an experimental setting where it might be infeasible to measure the $S_{11}$ matrix first.

Fig. 5 compares the maximum transmitted power achieved after 50 iterations as a function of thickness $L/\lambda$ for the iterative, phase-only modulated steepest descent and gradient descent methods and the non-iterative SVD and SDP methods. The non-iterative methods increase transmission by 8.3% relative to the steepest descent method. The gradient descent method performs poorly relative to the steepest descent method but still achieves increased transmission relative to the non-adaptive ‘equal-phase’ wavefront.

We next investigate the choice of stepsize $\mu$ on the performance of the algorithms. Fig. 4 shows the performance with the optimal $\mu$ for the phase-only modulated steepest descent and gradient descent algorithms. The optimal $\mu$ was obtained by a line search, i.e., by running the algorithms over a fixed set of discretized values of $\mu$ between 0 and $\mu_{\text{max}}$, and choosing the $\mu$ that produces the fastest convergence. In an experimental setting, the line search for finding the optimal $\mu$ for the steepest descent algorithm could require additional measurements. Fig. 6 plots the transmitted power as a function of the number of iterations and the stepsize $\mu$ for the phase-only modulated steepest descent algorithm. This plot reveals that there is a broad range of $\mu$ for which the converges in a handful of iterations. We have found that setting $\mu \approx 0.65$ yields fast convergence about 15 – 20 iterations under a broad range of conditions. Fig. 7 shows the transmitted power achieved after 50 iterations of the phase-only modulated steepest descent algorithm as a function of the stepsize $\mu$ and the thickness $L/\lambda$ of the scattering system. There is a wide range of allowed values for $\mu$ where the steepest descent algorithm performs well. Fig. 8 plots the transmitted power after 50 iterations of the phase-only modulated gradient descent algorithm a function of the stepsize $\mu$ and the thickness $L/\lambda$ of the scattering system. In contrast to the steepest descent algorithm, the performance of the gradient descent algorithm is much more erratic. A $\mu$ of about 1.1 is a good choice for the gradient descent based method.

Finally, Fig. 9 plots the average number of iterations required to reach 95% of the respective optimas for the phase-only modulated steepest descent and gradient descent algorithms as a function of the thickness $L/\lambda$ of the scattering system. On average the steepest descent algorithm converges in about in about 15 – 20 iterations while the gradient descent algorithm converges in about 35 – 45 iterations. Here, we selected the optimal $\mu$‘s for the steepest descent algorithm and for the gradient descent algorithm for each depth in the medium.

Since the steepest descent algorithm converges faster and realizes 15 – 20% greater transmitted power, but only loses 10% transmission relative to the non-iterative phase-only
modulated SVD and SDP algorithms, it is the best option for use in an experimental setting.

8. Conclusions

We have shown theoretically and using numerically rigorous simulation that non-iterative, phase-only modulated techniques for transmission maximization using backscatter analysis can expect to achieve about $25\pi\% \approx 78.5\%$ transmission in highly backscattering random media in the DMPK regime where amplitude and phase modulated can yield 100% transmission. We have developed two new, iterative and physically realizable algorithms for constructing highly transmitting phase-only modulated wavefronts using backscatter analysis. We showed using numerical simulations that the steepest descent variant outperforms the gradient descent variant and that the wavefront produced by the steepest descent algorithm achieves about 71% transmission while converging within 15–20 measurements. The development of iterative phase-only modulated algorithms that bridge the 10% transmission gap between the steepest descent algorithm presented here and the non-iterative SVD and SDP algorithms remains an important open problem.

The proposed algorithms are quite general and may be applied to scattering problems beyond the 2D setup described in the simulations. A detailed study, guided by the insights in [4], of the impact of periodic boundary conditions on the results obtained is also underway.
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A. Solving Eq. (16) in MATLAB

Specifically, the solution to Eq. (16) can be computed in MATLAB using the CVX package by invoking the following sequence of commands:

```matlab
cvx_begin sdp
    variable A(M,M) hermitian
    minimize trace(S11'*S11*A)
    subject to
    A >= 0;
    diag(A) == ones(M,1)/M;

cvx_end
```
Asdp = A; % return optimum in variable Asdp

For settings where $M > 100$, we recommend using the SDPT3 solver. The solution to Eq. (16) can be computed in MATLAB using the SDPT3 package by invoking the following sequence of commands:

cost_function = S11'*S11;
e = ones(M,1); b = e/M;
num_params = M*(M-1)/2;
C{1} = cost_function;
A = cell(1,M); for j = 1:M, A{j} = sparse(j,j,1,M,M); end
blk{1,1} = 's'; blk{1,2} = M; Avec = svec(blk(1,:),A,1);
[obj,X,y,Z] = sqlp(blk,Avec,C,b);
Asdp = cell2mat(X); % return optimum in variable Asdp

B. Derivation of Eq. (45)

Here, we derive Eq. (45). For notational brevity, we replace $S_{11}$ with $B$, and denote $B$’s $m$th row and $n$th column element as $B_{mn}$. We will show that

$$
\frac{\partial \|B \cdot p(\theta)\|_2^2}{\partial \theta_k} = 2 \text{Im} \left[ \text{diag} \{ p(-\theta) \} \cdot B^H \cdot B \cdot p(\theta) \right].
$$

(A1)

To this end, note that the cost function can be expanded as

$$
\|B \cdot p(\theta)\|_2^2 = \sum_{n=1}^{M} |B_{nm} e^{j\theta_m}|^2
= \sum_{n=1}^{M} \sum_{m=1}^{M} |B_{nm}|^2 + 2 \sum_{n=1}^{M} \sum_{p>q} \text{Re} \left( B_{np} B_{nq}^* e^{j(\theta_p - \theta_q)} \right)
= \sum_{n=1}^{M} \sum_{m=1}^{M} |B_{nm}|^2 + 2 \sum_{n=1}^{M} \sum_{p>q} |B_{np}| |B_{nq}| \cos(\theta_p - \theta_q + \angle(B_{np}) - \angle(B_{nq})),
$$

(A2)

where Re($\cdot$) denotes the operator that returns the real part of the argument. Consequently, the derivative of the cost function with respect to the $k$th phase $\theta_k$ can be expressed as

$$
\frac{\partial \|B \cdot p(\theta)\|_2^2}{\partial \theta_k} = -2 \sum_{n=1}^{M} \sum_{q \neq k} \text{Im} \left[ B_{nk} B_{nq}^* e^{j(\theta_k - \theta_q)} \right]
= -2 \text{Im} \left[ e^{j\theta_k} \sum_{n=1}^{M} B_{nk} \sum_{q \neq k} B_{nq}^* e^{-j\theta_q} \right],
$$

(A3)
where $\text{Im}(\cdot)$ denotes the operator that returns the imaginary part of the argument.

Let $\mathbf{e}_k$ be the $k$-th elementary vector. We may rewrite Eq. (A4) as

$$
\frac{\partial \| B \cdot p(\theta) \|_2^2}{\partial \theta_k} = -2 \text{Im} \left[ e^{i\theta_k} \begin{bmatrix} B_{1k} & \cdots & B_{Mk} \end{bmatrix} \cdot B^* \cdot \left\{ I - \mathbf{e}_k \cdot \mathbf{e}_k^H \right\} \cdot p(\theta)^* \right],
$$

or, equivalently, as

$$
\frac{\partial \| B \cdot p(\theta) \|_2^2}{\partial \theta_k} = -2 \text{Im} \left[ e^{i\theta_k} \begin{bmatrix} B_{1k} & \cdots & B_{Mk} \end{bmatrix} \cdot B^* \cdot p(\theta)^* \right] - 2 \text{Im} \left[ \begin{bmatrix} B_{1k} & \cdots & B_{Mk} \end{bmatrix} \cdot B^* \cdot \mathbf{e}_k \right],
$$

(A6)

Stacking the elements into a vector yields the relation

$$
\frac{\partial \| B \cdot p(\theta) \|_2^2}{\partial \theta} = -2 \text{Im} \left[ \text{diag}\{p(\theta)\} \cdot B^T \cdot B^* \cdot p(\theta)^* \right],
$$

(A8)

or, equivalently, Eq. (A1).
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Fig. 1. Schematic for the experimental setup considered.
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Fig. 2. Geometry of the scattering system considered.
Fig. 3. Plot of transmitted power obtained by SVD or SDP versus the thickness \( L/\lambda \) in a setting with \( D = 197\lambda, r = 0.11\lambda, N_e = 430,000, n_d = 1.3, M = 395, \bar{l} = 6.69\lambda \). SDP had 2.5\% improvement compared to SVD on average.
Fig. 4. The transmitted power versus the number of iterations is shown for steepest descent algorithm with $\mu = 0.5059$, for phase-only steepest descent algorithm with $\mu = 0.6574$ and for phase-only gradient algorithm with $\mu = 1.4149$ in the setting with $D = 197\lambda$, $L = 3.4 \times 10^5 \lambda$, $r = 0.11\lambda$, $N_c = 430,000$ dielectric cylinders with $n_d = 1.3$, $M = 395$, $\bar{l} = 6.69\lambda$. The phase-only steepest descent algorithm converged to the optimal transmitted power faster than the phase-only gradient algorithm.
Fig. 5. Maximum transmitted power in 50 iterations of SVD and SDP method, steepest descent, gradient descent and equal-phase input versus the thickness $L/\lambda$ in a setting with $D = 197\lambda, r = 0.11\lambda, N_c = 430,000, n_d = 1.3, M = 395, \bar{t} = 6.69\lambda$. Max of SDP and SVD had 8.3% improvement compared to SD on average.
Fig. 6. Heatmap of the transmitted power on the plane of number of iterations and stepsizes $\mu$ used in steepest descent method for the same setting as in Fig. 4.
Fig. 7. Heatmap of the maximum transmitted power in 50 iterations of steepest descent on the plane of stepsize and the thickness $L/\lambda$ in a setting with $D = 197\lambda, r = 0.11\lambda, N_c = 430,000, n_d = 1.3, M = 395, \tilde{\ell} = 6.69\lambda$. 

Fig. 8. Heatmap of the maximum transmitted power in 50 iterations of gradient descent on the plane of stepsize and the thickness $L/\lambda$ in a setting with $D = 197\lambda$, $r = 0.11\lambda$, $N_c = 430,000$, $n_d = 1.3$, $M = 395\lambda$, $\bar{T} = 6.69\lambda$. 
Fig. 9. Number of iterations to get 95% of the respective maximum transmitted power for steepest descent and gradient descent algorithms versus thickness $L/\lambda$ in a setting with $D = 197\lambda, r = 0.11\lambda, N_c = 430,000, n_d = 1.3, M = 395, \bar{T} = 6.69\lambda$. 