Abstract

Gaussian Processes are widely used for regression tasks. A known limitation in the application of Gaussian Processes to regression tasks is that the computation of the solution requires performing a matrix inversion. The solution also requires the storage of a large matrix in memory. These factors restrict the application of Gaussian Process regression to small and moderate size data sets. We present an algorithm that combines estimates from models developed using subsets of the data obtained in a manner similar to the bootstrap. The sample size is a critical parameter for this algorithm. Guidelines for reasonable choices of algorithm parameters, based on detailed experimental study, are provided. Various techniques have been proposed to scale Gaussian Processes to large scale regression tasks. The most appropriate choice depends on the problem context. The proposed method is most appropriate for problems where an additive model works well and the response depends on a small number of features. The minimax rate of convergence for such problems is attractive and we can build effective models with a small subset of the data. The Stochastic Variational Gaussian Process and the Sparse Gaussian Process are also appropriate choices for such problems. These methods pick a subset of data based on theoretical considerations. The proposed algorithm uses bagging and random sampling. Results from experiments conducted as part of this study indicate that the algorithm presented in this work can be as effective as these methods.
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1. Introduction

Gaussian Processes (GP) are attractive tools to perform supervised learning tasks on complex datasets on which traditional parametric methods may not be effective. They are also easier to use in comparison to alternatives like neural networks ([1]). Gaussian Processes offer some practical advantages over Support Vector Machines (SVM) ([2]). They offer uncertainty estimates with predictions. The kernel and regularization parameters can be learned directly from the data instead of using cross validation. Feature selection can be incorporated into the learning algorithm. For regression, exact inference
is possible with Gaussian Processes. To apply Gaussian Processes to classification, we need to resort to approximate inference techniques such as Markov Chain Monte Carlo, Laplace Approximation or Variational Inference. Even though exact inference is possible for Gaussian Process regression, the computation of the solution requires matrix inversion. For a dataset of size $n$, the time complexity of matrix inversion is $O(n^3)$. The space complexity associated with storing a matrix of size $n$ is $O(n^2)$. This restricts the applicability of the technique to small or moderate sized datasets.

In this paper we present an algorithm that uses subset selection and ideas borrowed from bootstrap aggregation to mitigate the problem discussed above. Parallel implementation of this algorithm is also possible and can further improve performance.

The rest of this paper is organized as follows: In section 2, we discuss the problem context. In section 3, we present our solution to the problem. Our solution is based on combining estimators developed on subsets of the data. The selection of the subsets is based on simple random sampling with replacement (similar to what is done in the bootstrap). The size of the subset selected is a key aspect of this algorithm. This is determined empirically. We present two methods to determine the subset size. We present the motivating ideas leading to the final form of the algorithm. When the model is an additive structure of univariate components, this has attractive implications on the convergence rate (3). An additive model worked well for the datasets used in this study. Relevant facts from Minimax theory for non-parametric regression, that are consistent with the experimental results reported in this work, are presented. In section 4, we present a brief summary of related work. Applying Gaussian Processes to large datasets has attracted a lot of interest from the machine learning research community. Connecting ideas to research related to the algorithm reported in this work are presented. Selecting parameters for an algorithm is an arduous task. However this algorithm has only two important parameters, the subset size and the number of estimators. We provide guidelines to pick these parameters based on detailed experiments across a range of datasets. In section 5 we provide experimental results that provide insights into the effect of the parameters associated with the algorithm. In section 6, we illustrate the application of our algorithm to synthetic and real world data sets. We applied the algorithm developed in this work to data sets with over a million instances. We compare the performance of the proposed method to the Sparse Gaussian Process (4) and the Stochastic Variational Gaussian Process (5). The inputs required by these algorithms are similar to the inputs required for the proposed method and therefore are applicable in a similar context. We compare the estimates obtained from the reported algorithm with two other popular methods to perform regression on large datasets - Gradient Boosted Trees (using XGBoost, 6) and the Generalized Additive Model (GAM)(7). Results from experiments performed as part of this study show that accuracies from the proposed method are comparable to those obtained from Gradient Boosted Trees or GAM’s. However there are some distinct advantages to using a Gaussian Process model. A Gaussian Process model yields uncertainty estimates directly whereas methods like Gradient Boosted Trees do not provide this (at least directly). A Gaussian Process model is also directly interpretable in comparison to methods like Gradient Boosted Trees or Neural Networks. Therefore, the proposed method can yield both explanatory and predictive models. It is possible to use stacking (8) to combine the estimates from the proposed model with those obtained from a competing model (like Gradient Boosted Trees) and obtain higher accuracies. Combining a Gaussian Process solution with XGBoost has been used by 9.
In section 7, we present the conclusions from this work. The contribution of this work is as follows. The proposed method to perform Gaussian Process regression on large datasets has a very simple implementation in comparison to other alternatives, with similar levels of accuracy. The algorithm has two key parameters - the subset size and the number of estimators. Detailed guidelines to pick these parameters are provided. The choice of a method to scale Gaussian Process regression to large datasets depends on the characteristics of the problem. This is discussed in section 4. The proposed method is most effective for problems where the response depends on a small number of features and the kernel characteristics are unknown. In such cases, exploratory data analysis can be used to arrive at appropriate kernel choices [10]. Additive models may work well for these problems. Appropriate preprocessing like principal component analysis can be used if needed to create additive models. The rate of convergence for additive models is attractive ([11]). This implies that we can build very effective models with a small proportion of samples. Sparse Gaussian Processes see [12] and Stochastic Variational Gaussian Processes [5] are also appropriate for such problems. These require a more complex implementation and may require extensive effort to tune the optimization component of the algorithm (see [5]). Results of the experiments conducted as part of this study show that the proposed method can match or exceed the performance of these methods.

2. Problem Formulation

A Gaussian Process \( y \) with additive noise can be represented as:

\[
y = f(x) + \eta.
\]  
(1)

Here:

- \( y \) represents the observed response.
- \( x \) represents an input vector of covariates.
- \( \eta \) represents the noise. The noise terms are assumed to be identical, independently distributed (IID) random variables drawn from a normal distribution with variance \( \sigma_n^2 \).
- \( f \) represents the function being modeled. It is a multivariate normal with mean function \( \mu(x) \) and covariance function \( \mathcal{K}(x) \).

If we want to make a prediction for the value of the response at a test point \( X^* \), then the predictive equations are given by (see [13]):

\[
f^*|X, y, X^* \sim N(\mathcal{T}^*, \text{cov}(f^*)) ,
\]  
(2)

\[
\mathcal{T}^* = \mathbb{E}[f|X, y, X^*] ,
\]  
(3)

\[
\mathbb{V}(f^*) = \mathcal{K}(X^*, X^*) - \mathcal{K}(X^*, X)[\mathcal{K}(X, X) + \sigma_n^2 I]^{-1}\mathcal{K}(X, X^*) .
\]  
(4)

Here:
• $f_*$ is the value of the function at the test point $X_*$.
• $K(X_*, X)$ represents the covariance between the test point and the training set.
• $K(X, X)$ represents the covariance matrix for the training set.
• $I$ is the identity matrix.

Equation (3) is the key equation to make predictions. An inspection of equation (3) shows that this equation requires the computation of an inverse. For a training dataset of size $n$, computation of the inverse has $O(n^3)$ time complexity. This is one of the bottlenecks in the application of Gaussian Processes. Calculation of the solution also requires the storage of the matrix $(K(X, X) + \sigma^2 I)$. This is associated with a space complexity of $O(n^2)$. This is the other bottleneck associated with Gaussian Processes. The uncertainty associated with our prediction is provided by Equation 4. The covariance $K(X, X)$ is expressed in terms of a kernel that is appropriate for the modeling task. The kernel is associated with a set of hyper-parameters. These may be known for example if the modeling task has been well studied or unknown if the problem has not been well studied. In this work we treat these kernel parameters as unknown. When the kernel parameters are unknown, these are estimated using maximum likelihood estimation. The marginal log likelihood is given by (see [13]):

$$\log (y|X) = \frac{1}{2} y^T (K + \sigma_n^2 I)^{-1} y - \frac{1}{2} \log |K + \sigma_n^2 I| - \frac{n}{2} \log (2\pi)$$.  

(5)

Using an appropriate optimization technique with Equation (5) as the objective function, the hyper-parameters of the kernel ($K$) can be determined.

3. Proposed Solution

Since GP regression is both effective and versatile on complex datasets in comparison to parametric methods, a solution to the bottlenecks mentioned above will enable us to apply GP regression to large datasets that are complex. We run into such datasets routinely in this age of big data. Our solution to applying Gaussian Process regression to large data sets is based on developing estimators on smaller subsets of the data. The size of the subset and the desired accuracy are key parameters for the proposed solution. The accuracy is specified in terms of an acceptable error threshold, $\epsilon$. We pick $K$ smaller subsets of size $N_s$ from the original data set (of size $N$) in a manner similar to bootstrap aggregation. We develop a Gaussian Process estimator on each subset. The GP fit procedure includes hyper-parameter selection using the likelihood as the objective function. We want a subset size such that when we combine the estimators developed on the $K$ subsets, we have an estimator that yields a prediction error that is acceptable. The rationale for this approach is based on results from Minimax theory for non-parametric regression that are presented later in this section. To combine estimators, we simply average the prediction from each of the $K$ estimators.

The time complexity for fitting a Gaussian Process regression on the entire dataset of size $N$ is $O(N^3)$. The algorithm presented above requires the fitting of $K$ Gaussian Process regression models to smaller size datasets ($N_s$). Therefore, the time complexity is $O(KN_s^3)$.

We present two methods to determine the subset size:
1. Estimating the subset size using statistical inference. For a dataset of size $N$, the subset size is expressed as:

$$N_s = N^\delta, \text{ where } (0 < \delta < 1). \quad (6)$$

$\delta$ is a random variable and is determined based on inference of a proportion using a small sample. The details of this method are presented in the next subsection.

2. Estimating the subset size using an empirical estimator. We use the following observations to derive this empirical estimator:

(a) The subset size $N_s$, should be proportional to the size of the dataset, $N$:

$$N_s \propto N.$$  

We posited that as the size of the dataset increases, there is possibly more detail or variations to account for in the model. Therefore larger datasets would require larger sample sizes.

(b) The sample size $N_s$, should be a decreasing function of the desired error rate ($\epsilon$). This means that decreasing the desired error rate should increase the sample size.

$$N_s \propto \frac{1}{g(\epsilon)},$$

where $g(\epsilon)$ is an increasing function. Application of the above observations yields the following estimator for sample size:

$$N_s = \frac{N^\delta(N)}{g(\epsilon)}. \quad (7)$$

Here:

$\delta(N)$ is a function that characterizes the fact that an increase in $N$ should increase the sample size $N_s$.

$g(\epsilon)$ is a function that characterizes the fact that sample size should increase as $\epsilon$ (desired error level) decreases.

The algorithm is summarized in Algorithm 1. The proposed algorithm is based on model averaging as described in [14, Chapter 14]. This is similar to combining estimates from regression trees in the Random Forest ([15]) algorithm. Given $i = \{1, 2, \ldots, K\}$ models, the conditional distribution of the response at a point $X_j$ is obtained from:

$$p(Y|X_j) = \sum_{i=1}^{i=K} p(Y|i, X_j).p(i). \quad (8)$$

If each of the models is equally probable, then $p(i) = \left(\frac{1}{K}\right)$. If each of $p(Y|i, X_j)$ is a Gaussian $N(\mu_i, \Sigma_i)$, as would be the case when each of the estimators is a GP based on Equation 1, then we have the following:

$$p(Y|X_j) \sim N(\mu_C(X_j), \sigma^2_C(X_j)), \quad (9)$$

Where:
A dataset $D$ of size $N$, $\delta$, $K$

**output:** An estimator $f$ that combines the estimators fitted from resampling

for $i \leftarrow 1$ to $K$

/* select a sample from $D$. Two ways of selecting the sample size are presented */

$N_s \leftarrow \text{SampleWithReplacement}(D, \delta)$;

/* A kernel is fit for each sample. Hyper-parameter selection is done for each sample. This computation can be parallelized. */

$\hat{f}_i \leftarrow \text{FitGP}(N_s)$;

end

/* the estimate for a point $x \in D_{\text{test}}$ (the test dataset) is the average of the estimates from the $K$ estimators fitted above. */

$f_{\text{resampled}}(x) \leftarrow \frac{1}{K} \sum_{i=1}^{K} \hat{f}_i(x)$

**Algorithm 1:** Gaussian Process Regression Using Resampling

$$
\mu_C(X_j) = \frac{1}{K} \sum_{i=1}^{K} \mu_i(X_j),
$$

$$
\sigma^2_C(X_j) = \frac{1}{K^2} \sum_{i=1}^{K} \sigma^2_i(X_j).
$$

Model combination is an alternative approach to combining estimates from a set of models. The product of experts model is an example of this approach. In the product of experts approach, each model is considered to be an independent expert. The conditional distribution of the response at a point $X_j$ is obtained from:

$$
p(Y|X_j) = \frac{1}{Z} \prod_{i=1}^{K} p_i(Y|X_j),
$$

where $Z$ is the normalization constant. [16] report a study where the individual experts are Gaussian Processes. In this case, each of $p_i(Y|X_j)$ are $\mathcal{N}(\mu_i(X_j), \sigma^2_i(X_j))$. The mean and variance associated with $p(Y|X_j)$ are:

$$
\mu_{POE}(X_j) = \sigma^2_{POE}(X_j) \left( \sum_{i=1}^{K} \mu_i(X_j) T_i(X_j) \right),
$$

$$
T_{POE}(X_j) = \sum_{i=1}^{K} T_i(X_j),
$$

$$
\sigma^2_{POE}(X_j) = (T_{POE}(X_j))^{-1}.
$$

Here $T_i(X_j)$ is the precision of the expert $i$ at point $X_j$. The results from using a product of experts model are also included in this study (see section 6).

Model averaging and model combination (Equation (9) and Equation (11)) are simply ways to combine estimates from the component estimators used in Algorithm [1]. They do not specify any information about the character of the estimator developed using Algorithm [1]. To do this, we need the following preliminaries:
Assumption 1. The function being modeled is in the Reproducing Kernel Hilbert Space of the kernel \( \sigma \) of the estimator. The reproducing property of the kernel can be expressed as:

\[
f(t) = \langle f(\cdot), \sigma(\cdot, t) \rangle \quad \forall t \in T.
\]

Here \( T \) represents the index set to select the predictor instances.

Algorithm 1 makes use of \( K \) estimators, \( f_1, f_2, \ldots, f_K \). The reproducing kernels associated with the estimators are \( \sigma_1, \sigma_2, \ldots, \sigma_K \). We show that the estimator resulting from combining these \( K \) estimators is a Gaussian Process.

Lemma 1. The estimator \( f_{rm} \) obtained from the individual estimators \( f_1, f_2, \ldots, f_K \) using:

\[
f_{rm}(t) = \frac{1}{K} \sum_{i=1}^{K} f_i(t),
\]

is associated with the following kernel:

\[
\sigma_{rm} = \frac{1}{K} \sum_{i=1}^{K} \sigma_i.
\] (14)

Proof. From Assumption 1, the kernel associated with each estimator has the reproducing property. So the following equation holds:

\[
\langle f(\cdot), \sigma_1(\cdot, t) \rangle = \langle f(\cdot), \sigma_2(\cdot, t) \rangle = \ldots = \langle f(\cdot), \sigma_K(\cdot, t) \rangle = f(t).
\]

Consider the kernel \( \sigma_{rm} = \frac{1}{K} \sum_{i=1}^{K} \sigma_i \) and the inner product \( \langle f(\cdot), \sigma_{rm} \rangle \). The inner product can be written as:

\[
\langle f(\cdot), \sigma_{rm} \rangle = \frac{1}{K} \sum_{i=1}^{K} \langle f(\cdot), \sigma_i(\cdot, t) \rangle = \frac{1}{K} \sum_{i=1}^{K} [f(t) + \ldots + f(t)] = \frac{1}{K} K f(t) = f(t).
\]

Using Lemma 1, the estimator developed using Algorithm 1 is a Gaussian Process. This Gaussian Process is associated with a kernel defined by Equation (14). This kernel is defined as a mixture of the kernels used by the individual estimators. The uncertainty estimate at any point \( X \) can be obtained using Equation (4).

Consistency of estimators is concerned with the asymptotic properties of the developed estimator as we increase the sample size. Consistency of Gaussian Processes has been widely studied (see [1], Chapter 7, Section 7.1) for details. The convergence rate for the algorithm is a characteristic of great interest. This characteristic tells us the rate at which we can drop the error as we increase the sample size. Minimax theory provides a framework to assess this (see [17] or [18]). A famous result by [11] states the minimax rate of convergence for non-parametric regression is \( n^{-\alpha/(2\alpha+d)} \), where \( \alpha \) describes...
the smoothness of the function being modeled and \( d \) represents the dimensionality of the feature space. This suggests that the rate of convergence is affected by the curse of dimensionality. However as noted by [19], the following factors usually mitigate the curse of dimensionality:

1. The data lie in a manifold of low dimensionality even though the dimensionality of the feature space is large. [20] reports a method for such problems.

2. The function being modeled depends only on a small set of predictors. All datasets reported in this study had this characteristic. Feature selection can be performed in Gaussian Processes using Automatic Relevance Determination (see [1], Chapter 5, Section 5.1).

3. The function being modeled admits an additive structure with univariate components. The minimax rate of convergence for this problem is very attractive (see [3]). For all datasets reported in this study such an additive model yielded good results.

Feature Selection is therefore a critical first step. This is discussed in section 6. The additive structure and the dependence on a very small set of predictors suggest that we can get reasonable models with a small subset of the data. This was consistent with the experimental results reported in this work. Simple preprocessing like Principal Component Analysis (PCA) could be used to reduce the number of relevant features. PCA also makes the features independent. The data for this study came from public repositories and from very diverse application domains. This suggests that datasets with these characteristics are not uncommon. When data lie in a manifold, methods such as [20] may be more appropriate.

[21] investigate the minimax interpolation error under certain conditions (known covariance, stationary Gaussian Process). As noted in this recent study, theoretical work in estimating the convergence rate using minimax theory is an active area of research. In this work we investigated empirical estimation of the sample size. We describe two methods to determine the sample (subset) size.

3.1. Estimating Subset Size on the Basis of Inference of a Proportion

Since \( \delta \) takes values between 0 and 1, it can be interpreted as a proportion. We treat it as a random variable that can be inferred from a small sample. To estimate \( \delta \), we do the following: We pick a small sample of the original dataset by simple random sampling. We start with a small value of \( \delta \) and check if the prediction error with this value of \( \delta \) is acceptable. If not we increment \( \delta \) until we arrive at a \( \delta \) that yields an acceptable error. This procedure yields the smallest \( \delta \) value that produces an acceptable error on this sample. Since the size of this dataset is small, the above procedure can be performed quickly. This technique yielded reliable estimates of \( \delta \) on both synthetic and real world datasets.

3.2. Empirical Estimation of the Subset Size

Equation 7 provides the functional form for the second empirical estimator of the subset size \( N_s \). Appropriate choices for \( \delta(N) \) and \( g(\epsilon) \) are based on observations from the experimental evaluation of the parameters of Algorithm 1. Choices that provided good results are provided in section 5.2.
4. Related Work

[13, Chapter 8] provides a detailed discussion of the approaches used to apply Gaussian Process regression to large datasets. [22] is another detailed review of the various approaches to applying Gaussian Processes to large datasets. The choice of a method appropriate for a regression task is dependent on the problem context. Therefore we discuss the work related to scaling Gaussian Process regression taking the problem context into consideration.

If the data associated with the problem has been well studied and kernel methods have been successfully applied to the problem, then we may have reasonable insights into the nature of the kernel appropriate for the regression task. We may be able to arrive at the kernel hyper-parameters quickly from a small set of experiments. On the other hand if the problem and data is new, then we may not have a lot of information about the kernel. In general, scaling Gaussian Process regression to large datasets has two challenges:

1. Finding a kernel that has good generalization properties for the dataset.
2. Overcoming the computational hurdles - $O(N^3)$ for training and $O(N^2)$ for storage.

Learning a kernel that has good generalization properties is a related area of research in Gaussian Processes (see [23], [24]. When a good kernel representation has been learned, there are many techniques to overcome the computational hurdles. The Nyström method to approximate the Gram matrix ([25]) and the Random Kitchen Sinks ([26]) are probably the most well known. The Random Kitchen Sinks approach maps the data into a low dimensional feature space and learns a linear estimator in this space. It should be noted that these methods work well when the problem needs a stationary kernel for which we know the hyper-parameters. Using “sensible defaults” for hyper-parameters and applying these techniques to problems that require a non-stationary kernel may yield poor results. For example with the airline dataset, described later in this study (see section 5.1), the Random Kitchen Sinks cannot be used directly and would require suitable preprocessing (like removing simple trends or using a mean function) so that a stationary kernel would be applicable. Using the Random Kitchen Sinks directly with no preprocessing and using default kernel choices provided with the scikit-learn [27] implementation yielded poor results (RMSE of 31.49 as opposed to 8.75 with the proposed method).

Using a kernel learning approach to determine a good kernel representation and then solving the computational hurdles independently is one way to approach scaling Gaussian Process regression to large datasets. Another approach to determine the appropriate kernel is to use exploratory data analysis. Guidelines to pick kernels based on exploratory analysis of the data is provided in [10]. This is a practical approach when the number of relevant features is not too many, as was the case with the datasets used in this study. It should be noted that hyper-parameters for these choices still need to be specified. We may be able to build additive models using this approach. Appropriate preprocessing could help, for example principal component analysis can be applied to make the features independent. Minimax theory for non-parametric regression indicates that the convergence rate for additive models is very attractive. We can build effective models with a
small proportion of the data. The choice of kernel hyper-parameters is critical and can affect the performance. When datasets are large and the kernel hyper-parameters are unknown, we need algorithms that can address both these issues. Ideally, the algorithm should be able to work with both stationary and non-stationary kernels. The proposed algorithm is one such candidate. Sparse Gaussian Processes ([4]) and Stochastic Variational Gaussian Processes ([5]) are two others. Like the proposed algorithm, these algorithms require the specification of a input size. A subset of points is selected from the dataset for training. The criteria for subset selection is different in each case. These algorithms do not require the specification of the kernel hyper-parameters. These are estimated from the data. Stochastic Variational Gaussian Processes can require considerable manual tuning of the optimization parameters. Typical implementations (like [28]) for Sparse GP and Stochastic Variational GP use stochastic gradient descent for hyper-parameter optimization. This explores the entire dataset in batch size increments. [5] report the details associated with picking the parameters for the optimization task (learning rates, momentum, batch sizes etc.). In contrast, sample sizes with the proposed algorithm even for datasets with over million instances are typically small (order of few hundred instances). Learning hyper-parameters over small datasets is considerably easier. The experiments reported in this work required no tuning effort. We report the performance of Sparse Gaussian Process, Stochastic Variational Gaussian Process and the proposed method on a variety of datasets in section 6.

The proposed algorithm uses ideas that have proven effectiveness with other machine learning techniques. Bagging has been used to improve performance using regression trees (Random Forests, [15]). Like with Random Forests, the algorithm uses model averaging to combine estimates from component Gaussian Process Regressions. Dropout ([29]) is a technique used in neural networks to prevent over fitting. Dropping random units achieves regularization in neural networks. In the proposed algorithm, selecting a sample can be viewed as dropping random instances from the training dataset. Sparse Gaussian Processes and Stochastic Variational Gaussian Processes use theoretical ideas to select a small subset of points to develop a Gaussian Process regression model. This study suggests that combined with model averaging, random selection of the subset can also work well.

For datasets with a Cartesian product structure, by imposing a factorial design of experiment scheme on the dataset and decomposing the covariance matrix as a Kronecker product [30] discuss an approach to scaling Gaussian Process regression. This approach also uses a prior on the hyper-parameters to deal with anisotropy. So the implementation is quite complex. Using a divide an conquer strategy is another theme in scaling Gaussian Process regression to large datasets. The Bayesian Committee Machine (BCM) ([31]), is an idea related to the algorithm presented in this work. The BCM proposes a partition of the dataset into $M$ parts. An estimator is developed on each partition. The BCM does not choose a subset of the partition. It uses the entire partition for developing the estimator. This is the key difference between the method proposed in this work and the BCM. The estimates from each estimator are assumed to be independent. The BCM assumes that computing a GP solution on the partitions of the dataset is computationally tractable because the partition sizes are small. Datasets encountered today are much
larger than those reported in [31]. In present day datasets the partitions of the dataset based on guidelines provided in [31] would be very big and computing a full Gaussian Process solution on them may not be computationally tractable. Even when the partition size is not big enough to create computational hurdles, using all the data may result in overfitting. Using a hierarchical model as in [32] or [33] are possible ways to work around the size of the partitions, however this requires a complex implementation to partition and recombine computations.

The Locally Approximate Gaussian Process [34] fits a local Gaussian Process for a prediction point using a local neighborhood and local isotropy assumption. This method too requires some tuning, the size of neighborhood and method to choose the neighbors are important parameters. For datasets where the local isotropy assumption works well and when the size of the test set is small, this method might be useful. When prediction is required at a large number of test points, this method might be slow if we use a large neighborhood. For example with the airline dataset, described in section 5.1, using the defaults provided with the laGP ( [35] ) package did not yield good results on the airline delay dataset (RMSE of 24.89 as opposed to 8.75 with the proposed method). The running time for laGP was also considerably longer. Scoring the test set in batches of 15000 rows, the test set prediction took about 50 minutes for the airline delay dataset. The proposed algorithm builds a single model that is used to score the entire test set and completed in about 6.5 minutes.

In summary, there are several ways to scale Gaussian Process regression to large datasets. The choice of a particular method should be guided by the characteristics of the problem. The method proposed in this work is appropriate for large datasets that have a small number of important features for which the kernel characteristics are unknown. In such cases exploratory data analysis can be used to determine appropriate kernel types. Additive models may work well for such datasets. Preprocessing such as principal component analysis can be used if needed to make features independent (so that we can use additive models). Stochastic Variational Gaussian Processes and Sparse Gaussian Processes are also good candidates for such problems. Kernel hyper-parameters are learned from the data by these methods. Results of the experiments conducted as part of this study show that the proposed method can match or exceed the performance of the Sparse Gaussian Process or the Stochastic Variational Gaussian Process.

5. Effect of the Parameters

Selection of algorithm parameters appropriate for a machine learning task is an arduous task for all practitioners. To alleviate this difficulty, we provide guidelines for parameter selection based on detailed experimentation. The proposed algorithm has three parameters:

1. The dataset size
2. The subset size
3. The number of estimators

Accordingly, three sets of experiments were performed to capture the effect of each of these parameters on the performance of the algorithm. These experiments are described in this section.
5.1. Datasets

The following datasets were used in this study:

1. **Combined Cycle Power Plant**: This dataset was obtained from the UCI Machine Learning repository ([36]). This dataset has 9568 instances. The target variable is the net hourly electrical power output from a power plant. The dataset has four features.

2. **Ailerons**: This dataset was obtained from the LIAD (Laboratory of Artificial Intelligence and Decision) ([37]). The target variable for this dataset is the control action associated with the control of a F-16 aircraft. The dataset has 40 features and 7154 instances.

3. **Elevators**: This dataset was obtained from the LIAD repository ([37]). This dataset is also related to the control of a F-16 aircraft. The target for this dataset is the control action variation for the elevators of the aircraft. The dataset has 6 features and 9517 instances.

4. **California Housing**: This dataset was obtained from the LIAD repository ([37]). The target variable for this dataset is the median house price. The dataset has 8 features and 20460 instances.

5. **Individual Household Electric Power Consumption**: This dataset was obtained from the UCI Machine Learning repository ([36]). It captures the electric power consumption in a single household over a four year period at a one minute sampling rate. For the experiments in this study, the Voltage was treated as the target variable. Seasonality and periodicity are important characteristics of this dataset (identified during exploratory data analysis of this dataset). For this reason, minute and hour attributes were created out of the time stamp attribute. Similarly, day of week and day of month attributes were created out of the date attribute. This dataset has over 2 million instances and 12 features.

6. **Airline Delay**: This dataset was obtained from the US Department of Transportation’s website ([38]). The data represents arrival delays for US domestic flights during January and February of 2016. This dataset had 12 features and over two hundred and fifty thousand instances. Departure delay is included as one of the predictors while [5] does not include it. Also the raw data includes a significant amount of early arrivals (negative delays). For all regression methods considered in this study, better models were obtained by limiting the data to the delayed flights only (arrival delays were greater than zero). This suggests that arrival delays and early arrivals are better modeled separately.

7. **The Sinc Function**: This is a one dimensional synthetic dataset where the response variable is the sine cardinal function otherwise called the sinc function (noise free). The sinc function is a complex function to learn and is therefore a candidate for this as well as many other machine learning research studies. The dataset had one hundred thousand instances.
5.2. Effect of Dataset Size

These experiments study the effect of the size of the dataset \((N)\) on the subset size \((\delta)\). For each dataset, we pick a fraction of the data elements and determine the subset size \((N^\delta)\) required to achieve a target accuracy. The target accuracy is an input parameter for the experiment. We repeat this procedure for various settings of the fraction of the dataset selected (0.1 through 1). The number of estimators for these experiments was maintained at 30. The rationale for this choice is provided in section 5.4. The results are shown in Figure 1 through 7.
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The key observation from these experiments was that the $\delta$ required to maintain a preset accuracy decreases very slowly as $N$ increases. This set of experiments was used to identify candidate choices for the parameters of Equation 7. Since we wanted a function $\delta(N)$ that decreases slowly as $N$ increases, we considered $\{\frac{1}{\sqrt{N}}, \frac{1}{\log(N)}, \frac{1}{\log(\log(N))}\}$. These are slowly decreasing functions of $N$ in decreasing order of slowness. After a rigorous empirical study we found that if we choose $\delta(N) = \frac{1}{\log(\log(N))}$ then it works well on all real world datasets and synthetic data. As discussed in section 3, the time complexity of the proposed algorithm is $O(K.N^3)$ or $O(K.N^{3.\delta(N)})$. The exponent of $N$ decreases monotonically as $N$ increases. Since $N$ can be expressed as $2^x$, for $N > 2^x$, the running time is $< O(K.N^{\frac{x}{2}})$. The number of estimators $K$, determined empirically, is a constant (about 30) for all experiments. The rationale for this choice is explained in section 5.4. The time complexity of the GP computation is therefore $O(K.N^{\frac{x}{2}})$. So when $N$ is large enough (such that $x > 3$), the GP computation is sub-linear. For example, when $N = 2^4$, the time complexity is $O(K.N^{\frac{4}{2}})$. $g(\epsilon)$ is a monotonically increasing function that characterizes the fact that sample size should increase as the acceptable
error threshold $\epsilon$ decreases (e.g. $g(\epsilon) = \epsilon, \sqrt{\epsilon}, \epsilon^\frac{1}{3}, \ldots$). An optimal choice of $g(\epsilon)$ is an area of future work. For the experiments reported in this work, $g(\epsilon) = C\epsilon^{\frac{1}{3}}$ with $C = 1$ for low noise datasets ($RMSE << 1$) and $C = 0.5$ for noisy datasets ($RMSE > 1$), worked well.
5.3. Effect of Subset Size

These experiments explore the effect of the subset size, captured by the parameter \( \delta \), on the accuracy \( \epsilon \), for a fixed dataset size \( N \). For each dataset, a fraction of the dataset is picked for this experiment. This represents the data for the experiment \( N \). We pick \( N \) such that \( N^{1.0} \) (i.e., \( \delta = 1.0 \)) is computationally tractable (about 2000). The subset \( N_\delta \), used for Gaussian Process model development was \( N^{\delta} \). We fix the number of estimators to be 30 (see section 5.4 for rationale). For each \( \delta \) value in a range of values, we record the RMSE \( \epsilon \). The key insight from these experiments was that complex functions, like the Sinc function (see Figure 14), needed a larger subset size to produce a given level of accuracy. Note that we can expect the \( \delta \) to drop with the increase in dataset size because of the effect reported in section 5.2. Section 6.3 provides the \( \delta \) values associated with the full dataset. The results for these experiments are shown in Figure 8 through 14.

5.4. Effect of Number of Estimators

These experiments capture the effect of the number of estimators \( K \) on the accuracy of the algorithm \( \epsilon \), for a particular set of \( \delta \) and \( N \) values.
For each dataset the following experiment was performed. The fraction of the dataset to use for the experiment \((N)\) and the subset size \((\delta)\) are selected. For each \(K\) in a range of values, Algorithm 1 is applied and the error \((\epsilon)\) is recorded. The key insight from this set of experiments was that given a subset size \((N_s)\), there is a point up to which increasing the number of estimators \((K)\) drops the error, but once a threshold value is reached (around 30, for all the datasets), there is little benefit in increasing the number of estimators. A plausible explanation for this behavior could be that increasing the number of estimators reduces the variance component of the error in the bias-variance decomposition of the error \((\epsilon)\). The results for these experiments are shown in Figure 19 through 21.

6. Application of the Algorithm

In this section we describe the results of applying the algorithm reported in this work to the datasets described in section 5.1.

6.1. Independent Performance Assessments

It may of interest to see how the estimates from Gaussian Progress regression compare to estimates from other methods for large regression tasks. We report the performance of two methods. XGBoost ([6]) is a recent tree based algorithm using the gradient boosting framework that is very scalable and gaining adoption among practitioners. Trees partition the predictor space and can account for interaction. This method uses boosting instead of bagging. Difference in accuracy estimates between XGBoost and the proposed
method for a particular dataset could be attributed to the influence of boosting or ef-
facts of interaction among variables. In most cases the estimates from XGBoost were
comparable to the estimates from the proposed method. As discussed in 6.4 it is possi-
table to combine estimates from XGBoost with the estimates from the proposed method
using stacking. The Generalized Additive Model (GAM) ([7]) is a scalable regression

technique. As the name suggests, it fits an additive model in terms of smooth non-
parametric functions (typically splines) of the predictor variables. The GAM estimate
serves as an independent performance estimate from another non-parametric regression
algorithm based on an additive model. In most cases the accuracy obtained from GAM’s
were similar to those obtained from Gaussian Process regression.

6.2. Feature Relavance

As discussed in section 3 an additive model worked well for the datasets used in
this study. Further, in all these datasets, the response depended only a small number of
attributes. XGBoost can report feature importance. This summarized in Table 1 below.
The response depends on a small subset of predictors in all the datasets reported in
this study. GPy, ([28]) the package used to implement the experiments reported in this
work, implements the Automatic Relevance Determination (see [11 Chapter 5]) feature.
Features that are not relevant are dropped from the model.

6.3. Accuracy

As discussed in section 4 the choice of a GP method to use for
a regression task depends on the
problem context. The algorithm
presented in this work does not
require the hyper-parameter val-
ues to be specified. In terms of
the inputs to the algorithm, the
algorithm presented in this work
is similar to the Sparse Gaussian Process and the Stochastic Variational Gaussian Pro-
cess. These algorithms only require the dataset, kernel and the subset size as input. We
report the performance of the Sparse Gaussian Process, Stochastic Variational Gaussian
Process and the proposed algorithm for each dataset. These algorithms are good choices
to begin the knowledge discovery process in large datasets. The results of applying Al-
gorithm 1 to all the datasets listed in section 5.1 are shown in Table 2. For each dataset,
Table 2 includes the following columns:

1. BM1 (Bagging Method 1): This is the result of applying Algorithm 1 using the
method specified in section 3.1 to select the subset.

2. BM2 (Bagging Method 2): This is the result of applying Algorithm 2 using the
method specified in section 3.2 to select the subset.

| Dataset            | Features | Important Features |
|--------------------|----------|--------------------|
| 1 Airline Delay    | 11       | 1                  |
| 2 Ailerons         | 40       | 3                  |
| 3 Power Plant      | 4        | 2                  |
| 4 Delta Elevators  | 6        | 2                  |
| 5 California Housing | 8     | 3                  |
| 6 House Hold Power | 12       | 4^3                |

Table 1: Feature Importance

^3timestamp is counted as a feature. Variables derived from timestamp are not included in this count.
3. POE: This is the result of applying the Product of Experts Algorithm (Equation 11) instead of bagging. The subset size used is the same as that for Bagging (method 1).

4. SVGP: This is the result of applying the SVIGP algorithm.

5. SPGP: This is the result of applying the Sparse GP algorithm.

6. XGBoost: This is the result obtained from the XGBoost algorithm.

7. GAM: This is the result obtained from GAM.

8. SD: This is the standard deviation of the response. If we use a model that simply predicts the mean response for each test point, then the standard deviation represents the error associated with such a model. For regression models to be useful, they must perform better than this model.

For all datasets the split between the training and the test sets was 70% - 30%. The reported accuracies are on the test set. The subset sizes required for each dataset is captured by the $\delta$ parameter. The $\delta$ values associated with Table 2 are presented in Table 3. The $\delta$ values for the bagging methods and POE correspond the most accurate estimates we could obtain for the datasets on a laptop with 16 GB of RAM. The SVGP and the SPGP columns of Table 3 represent the $\delta$ at which the best performance was obtained for the Stochastic Variational GP and the Sparse GP methods. For the airline dataset, the best performance for Stochastic Variational GP was obtained at a smaller subset size than the one used for the proposed method. For the airline dataset, Sparse GP showed no improvement in performance for $\delta$ greater than 0.33.

The kernels used for the datasets are shown in Table 4. The experiments reported in this work used [28] for implementation. The Sparse GP implementation in this package is based on the Variational Sparse GP method (see [3]). The Stochastic Variational GP implementation is the one used in [3]. Both these methods use Stochastic Gradient Descent for hyper-parameter learning. Kernel support for these methods is also limited to simple kernels and kernels
like the Brownian Motion Kernel or the Periodic Matern kernel are not supported. For this reason, we do not report accuracy for SVIGP or the Sparse GP for datasets that required these complex kernels (Household Power Consumption and California Housing). This also highlights the fact that Algorithm 1 may be a good candidate for datasets with the desired characteristics described earlier but requiring a complex kernel to model the underlying function.

An analysis of Table 2 shows that the proposed method performs as well as XGBoost or GAM’s in most cases. In some cases, XGBoost does marginally better. In these cases we explored if it is possible to construct a better estimator using both these estimators. This is discussed next.

6.4. Combining Estimators

Combining estimators is not a new idea [8]. More recently, [9] has combined gradient boosted tree models with Gaussian Process models. This prompted us to explore combining estimators for the data sets where the Gaussian Process model produced a slightly lower accuracy. There were three datasets where the performance of the Gaussian Process model was slightly lower than the XGBoost model. These were the Combined Cycle Power Plant, California Housing and the Household Power Consumption dataset. To combine estimators, the output of the XGBoost models and the GP models were used as the inputs to a classifier (the stacking classifier). The response from the classifier was the best model for a given set of XGBoost and GP model responses. A K-nearest neighbor classifier was used for this purpose. The best value of K was determined through experimentation. Given a test point, the estimates from the XGBoost model and the GP model can be obtained. The classifier then predicts best model for this set of estimates. This model is then used to provide the estimate for the test point. This procedure improved the accuracy for the California Housing and Combined Cycle Power Plant datasets. A K-nearest neighbor regression performed better than the K-nearest neighbor classifier for the Household Power Consumption dataset. The results are shown in Table 5.

A comparison of Table 2 with Table 5 shows that combining estimators yields solutions that are more accurate. The idea of combining estimators can be refined in many ways. We have not included the Sparse GP and Stochastic Variational GP in this solution. The choice of the classifier or regression model to combine estimates from the component models is another modeling decision. The intent here is to show that it is possible to combine the GP model developed

| Dataset       | Kernel                                                                 |
|---------------|------------------------------------------------------------------------|
| 1: Ailerons    | sum of linear and RBF                                                  |
| 2: Delta Elevators | sum of linear and RBF                                            |
| 3: CCPP        | sum of Periodic-Matern32, Linear, RBF and a product kernel of Linear and RBF on the medianIncome attribute |
| 4: California Housing | sum of BF, linear and White Noise |
| 5: Airline Delay | sum of Bias, Cosine, RBF, Linear and Brownian Motion                  |
| 6: HPC         | sum of linear and RBF                                                  |
| 7: Sinc Function | RBF                                                                    |

Table 4: δ Kernels for the Datasets

| Dataset       | RMSE  |
|---------------|-------|
| 1: California Housing | 2.943 |
| 2: CCPP         | 2.943 |
| 3: HPC          | 1.610 |

Table 5: δ Accuracy using XGBoost and bagged GP models
using the method presented in this work with other regression models to produce solutions that are better than the individual solutions. An optimal choice of the estimators and the method used for stacking is beyond the scope of this work.

7. Conclusion

There are many methods to scale Gaussian Process regression to large datasets. The appropriate choice depends on the problem context. The proposed method is appropriate for large datasets with a small set of important features for which the kernel characteristics are unknown. Kernel choices can be determined through exploratory data analysis [10]. Kernel hyper-parameters can be learned from the data. The data for the experiments reported in this work came from diverse application areas and in a wide range of sizes (few thousand to two million). In these datasets, the target variable depended on a small set of variables and an additive model matched the performance of models that permit interaction like XGBoost. This suggests that datasets with these characteristics are not uncommon. Results from Minimax theory for non-parametric regression indicate that additive models that depend on a small set of predictors have an attractive rate of convergence. This suggests that we can develop adequate regression models with a small subset of samples from the dataset. This was consistent with results observed in the experiments conducted as part of this study. The Stochastic Variational Gaussian Process and the Sparse Gaussian Process are also good candidates for problems with these characteristics. The results of this study show that the proposed algorithm can match or exceed the performance of the Sparse Gaussian Process or the Stochastic Variational Gaussian Process. The results of this study also show that Gaussian Processes can be as effective as ensemble methods like Gradient Boosted Trees on large datasets. Gaussian Processes are based on a probabilistic framework and can provide uncertainty estimates directly as compared to other tools for large regression tasks like XGBoost. This could very important for some applications. For example, an analyst may be interested in the probability of a particular amount of delay given information for a particular flight. The regression function is also interpretable in the case of Gaussian Process models in contrast to methods like gradient boosted trees. Therefore Gaussian Process models can be good explanatory models as well as good predictive models. An important feature of this algorithm is the simplicity of implementation. In Internet applications that process continuous streams of data, frequent model development and deployment is needed. An algorithm that is simple but effective may fit these applications well. Finally it should be noted that it is possible to combine this algorithm with other algorithms like Gradient Boosted Trees using model stacking to achieve performance gains.
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