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Collaborative Filtering (CF), the most common approach to build Recommender Systems, became pervasive in our daily lives as consumers of products and services. However, challenges limit the effectiveness of Collaborative Filtering approaches when dealing with recommendation data, mainly due to the diversity and locality of user preferences, structural sparsity of user-item ratings, subjectivity of rating scales, and increasingly high item dimensionality and user bases. To answer some of these challenges, some authors proposed successful approaches combining CF with Biclustering techniques.

This work assesses the effectiveness of Biclustering approaches for CF, comparing the impact of algorithmic choices, and identifies principles for superior Biclustering-based CF. As a result, we propose USBFC, a Biclustering-based CF approach that creates user-specific models from strongly coherent and statistically significant rating patterns, corresponding to subspaces of shared preferences across users. Evaluation on real-world data reveals that USBFC achieves competitive predictive accuracy against state-of-the-art CF methods. Moreover, USBFC successfully suppresses the main shortcomings of the previously proposed state-of-the-art biclustering-based CF by increasing coverage, and co-clustering-based CF by strengthening subspace homogeneity.
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1 INTRODUCTION

Decision making plays a vital role in everyone’s lives. As an attempt to cope with massive range of options, there has been large academic and industry interest in automatically recommending items to individuals since last century. Spotify, Amazon, Netflix, and Facebook are some popular platforms that actively use recommender systems [13]. From e-commerce to online advertisement, these systems are unavoidable in our daily online journeys to suggest items in a personalized way. Collaborative Filtering (CF) approaches, firstly proposed by [19], are currently seen as the widest implemented and most mature of the technologies to build recommender systems. Given a set of observed item ratings, CF aims at estimating unknown preferences based on the assumption that users with similar preferences in the past will yield similar preferences in the future. Despite the role of Collaborative Filtering, significant challenges limit its effectiveness, including the diversity and locality of user preferences, the structural sparsity of user-item ratings, the subjectivity of rating scales, and the increasingly large user and item bases [13, 49].

To address the diversity of user profiles, reduce the dimensionality and minimize rating sparsity, matrix factorization and clustering approaches have been combined within CF approaches for two decades [13]. However, traditional clustering techniques are typically applied to either group users or items separately. In real-world CF scenarios, the preferences of a subset of users is frequently only significantly correlated on a subset of the overall items, and vice versa [47]. Biclustering performs clustering in two dimensions simultaneously, being able to find these local preference patterns that...
correspond to data subspaces (biclusters) [40]. Although biclustering has been originally proposed in biomedical domains [5, 6, 21], it increasingly shows promising results in the recommendation domain [15, 18, 48]. In this context, [18] introduced co-clustering as a tool to scale Collaborative Filtering. Despite efficient, their approach can incur in predictive errors associated with the difficulty in guaranteeing a strong homogeneity in the found sub-spaces (co-clusters). More recently, [48] proposed a novel biclustering-based CF approach that outperformed state-of-the-art rating prediction approaches, however, yielding a small coverage of unknown rating estimates.

To address these challenges, this work proposes a novel CF approach, referred as User-specific Bicluster-based Collaborative Filtering (USBCF), that identifies subspaces of shared preferences to create user-specific small and denser user-item matrices, which are then used to guide the training of traditional CF models. USBCF yields three major contributions of interest:

– state of the art biclustering searches for the discovery of high-coverage solutions of rating patterns with statistical significance guarantees;
– superior matching of user preferences against the found rating subspaces by taking into account both the matching extent and fitness of preferences;
– higher predictive coverage without hampering predictive accuracy by placing primary rating estimates from flexible biclustering structures, followed by secondary rating estimates from checkboard coclustering structures.

The proposed approach is assessed against baseline CF methods and peer biclustering-based CF approaches using reference real-world rating data. The gathered results show that the proposed approach successfully surpasses the limited coverage of state-of-the-art biclustering-based approaches and improves the rating prediction accuracy of traditional memory-based approaches.

The manuscript is organized as follows. Section 2 provides essential background on CF and Biclustering. Section 3 surveys relevant work on biclustering-based CF. Section 4 proposes USBCF, introducing the principles to address current shortcomings. Section 5 assesses USBCF against state-of-the-art peer approaches in real data, discussing its behavior. Finally, concluding remarks and future directions are drawn.

2 BACKGROUND

2.1 Collaborative Filtering

Collaborative Filtering (CF) aims at recommending items to users from available user-item rating data. Direct ratings are submitted by users explicitly, while indirect ratings can be inferred from their interactions with the system. User ratings can be further classified according to its domain – unary (positive only), binary, ordinal or numerical [52]. The set of ratings forms a sparse matrix, often referred to as U-I rating interaction matrix, with its sparsity being defined as the prevalence of unknown ratings.

**Definition 2.1.** Considering a set of $n$ users $\mathcal{U} = \{u_1, ..., u_n\}$, a collection of $m$ items $\mathcal{I} = \{i_1, ..., i_m\}$, user-item rating data $\mathcal{D}$ is a set of preferences $r_{ui}$, each corresponding to a unary, binary, ordinal or numerical rating placed by user $u$ on item $i$.

Given $\mathcal{D}$, collaborative filtering (CF) aims at estimating unknown preferences, $\hat{r}_{ui}$. Collaborative filtering can be reduced to specific users or items of interest, referred as active users or active items.

CF gives rise to Predictive and Recommendation stances. In the Predictive stance, unknown ratings are estimated for a given user and item based on available ratings [29]. As for the recommendation tasks, the system usually generates and provides an ordered list of $n$ items, known as Top-N recommendation list, which is a list including the most relevant/useful items for the user. This
subsequent Recommendation task, often involves dissimilarity criteria among the returned items or between the known and top items [29].

Collaborative Filtering methods are usually divided into two main classes, the memory-based and the model-based [49]. The memory-based algorithms use the user-item system ratings directly to predict ratings for new items. In this context, user-based (item-based) systems predict the rating of an item by a particular user using a simple estimator over the set of ratings of similar users (items). Some challenges limit memory-based CF effectiveness when dealing with recommendation data, mainly due to the vast amounts of data and their sparse nature. Model-based approaches try to overcome the limitations of memory-based CF by learning predictive models from the available data and later use them to predict users’ ratings for new items.

2.2 Clustering

Clustering has been largely considered in Collaborative Filtering [13]. In the context of memory-based CF, clustering has been applied to precompute groups of users (items) in user-based (item-based) approaches, promoting interpretability and testing time efficiency by assessing the similarity of a new (user) against the centroids of the precomputed clusters. Alternatively, clustering has been largely applied to model-based CF, where the task of learning a predictive model from the complete rating data space is reduced to each cluster of users (items) produced from clustering, facilitating the learning task in accordance with group-wise preferences.

Irrespective of the approach, clustering relies on similarity functions to estimate proximity between users (items). Popular examples robust to missing rates include cosine vector similarity and Pearson correlation [13].

Despite the relevance of the clustering-based CF, clustering mislay valuable information because they can only be applied either to the user or item dimension separately, disregarding the rich structure of the other dimension and thus preventing the identification of shared local preferences.

2.3 Biclustering

In real-world applications with large item collections, shared preferences between a group of users (items) are only correlated on a subset of items (users). In this context, computing similarity against the whole dimension neglects the diversity of user preferences along item classes and therefore misses groups of users with correlated preferences on specific subsets of items. Opposed to one-way clustering, biclustering is thus a technique able to cluster users and items simultaneously, producing subspaces (biclusters) with coherent preferences as illustrated in Fig.1.

**Definition 2.2.** Given user-item rating data $\mathcal{D}$, a bicluster $B = (U, I)$ is a subspace given by a subset of users, $U \subseteq \mathcal{U}$, and a subset of items, $I \subseteq \mathcal{I}$. The biclustering task aims to find a set of biclusters $\mathcal{B} = \{B_1, \ldots, B_q\}$, such that each bicluster $B_k$ satisfies specific criteria of homogeneity [24], dissimilarity and statistical significance [28].

Biclusters capture local rating patterns corresponding to correlated preferences for a subset of users and items. The biclustering homogeneity criteria determines the structure, coherence and quality of a biclustering solution. The structure is described by the number, size, shape and position of biclusters. Flexible structures of biclusters are characterized by an arbitrary number of (possibly overlapping) biclusters. The coherence of a bicluster is given by the observed correlation of ratings (coherence assumption) and, in the presence of numerical preferences, the allowed deviation from expectations (coherence strength). Finally, the quality of a bicluster is defined by the type and amount of tolerated noise.
**Definition 2.3.** Given a real-valued dataset, let the elements in a bicluster $r_{ui} \in (U, I)$ have **coherence** across observations given by $r_{ui} = k_i + y_u + \eta_{ui}$, where $k_i$ is the expected rating for item $i$, $y_u$ is the adjustment for user $u$, and $\eta_{ui}$ is the noise factor. A bicluster satisfying a specific coherence strength, $\delta \in \mathbb{R}^+$, has values described by $r_{ui} = k_i + y_u + \eta_{ui}$ and $\eta_{ui} \in [-\delta/2, \delta/2]$.

**Definition 2.4.** Given a bicluster $B=(U,I)$ with coherence in accordance with Def. 2.3, the $y_u$ factors define the coherence assumption: **constant** pattern on rows when $y_u = 0$ and **additive** pattern on rows when $y_u \neq 0$.

The bicluster **pattern** $\varphi_B$ is the set of expected values in the absence of adjustments and noise, $\varphi_B = \{k_i \mid i \in I\}$.

**Fig. 1.** Clustering (a-b) vs. biclustering (c) solutions over ordinal user-item ratings.

**Fig. 2.** Illustrative forms of coherence [40]: a) constant value, b) constant-values on rows, c) constant-values on columns, d) coherent values (additive model), e) coherent values (multiplicative model), f) overall coherent evolution, g) coherent evolution on the rows, h) coherent evolution on the columns.
Commonly pursued forms of coherence are constant values across the subspace, users or items. When considering forms of numerical and ordinal feedback, biclusters can further accommodate additive, multiplicative or order-preserving factors. Fig. 2 illustrates these different types of biclusters.

A bicluster is statistically significant if its probability to occur deviates from expectations (i.e. is unexpectedly low against a null data model).

Let $\mathcal{B}$ be the set of biclusters that satisfy a given homogeneity and statistical significance criteria, $(U, I) \in \mathcal{B}$ is a maximal bicluster iff there is no other bicluster $(U', I')$ such that $U \subseteq U' \land I \subseteq I'$ satisfying the given criteria. Although an optimal biclustering solution is one containing all maximal biclusters, the biclustering formulation can further include dissimilarity criteria to reduce the size of outputs and minimize redundancies.

Even when considering unary rating data, biclustering is a well-established NP-hard task. As a result, many biclustering algorithms use heuristic mechanisms (producing sub-optimal solutions) [40], and place restrictions on the allowed homogeneity criteria.

2.4 Contrasting biclustering with coclustering and dimensionality reduction

The biclustering task is not equivalent to the coclustering task, also termed block clustering. Coclustering is a restrictive form of biclustering requiring that all users and items belong to a subspace (exhaustive condition) and to a single subspace only (exclusive condition), producing a checkboard structure as a result. Although coclustering limits the inherent flexibility of the biclustering task [34], it guarantees that all user-item pairs are included in a single subspace.

Definition 2.5. Given user-item rating data $\mathcal{D}$, coclustering aims to partition users and items, $(\mathcal{U} = \{U_1, ..., U_r\}, \mathcal{I} = \{I_1, ..., I_s\})$, so that subspaces resulting from the intersecting partitions, $\mathcal{U} \times \mathcal{I}$ optimize some homogeneity criteria.

Dimensionality reduction of rating data became popularized after playing a significant role in the Netflix Prize competition [4]. Dimensionality reduction procedures are now pervasive in CF [13] as they offer a means of diminishing the sparsity of user-item rating data by placing data projections into denser spaces, and tackling generalization difficulties of model-based CF approaches caused by the arbitrarily-high dimensionality of item collections. Note, however, that most common forms of dimensionality reduction in CF are based on matrix factorization approaches, whose behavior resembles a restricted variant of coclustering approaches. In this context, they do not yield the inherent flexibility of biclustering stances in reducing the original space into an arbitrarily-high number of statistically significant subspaces capturing coherent preferences.

3 RELATED WORK

This section covers the most notorious contributions in the field of Collaborative Filtering incorporating subspace clustering techniques; from Predictive (section 3.1) to Recommendation (section 3.2) stances.

3.1 Rating prediction approaches

In 2005, George and Merugu first introduced co-clustering as a tool to improve Collaborative Filtering [18]. In this work, they used weighted Bregman co-clustering [3] to group users and items along a checkerboard subspace structure, as firstly introduced by [23]. Their co-clustering CF approach is based on the idea that the input data’s missing ratings can be predicted using a suitable low parameter approximation of the input rating matrix, similar to CF approaches that rely on dimensionality reduction procedures such as singular value decomposition (SVD). The Bregman co-clustering returns non-overlapping subspace clusters covering the whole rating data space, as well as summary
statistics derived from the co-clustering solution, to construct a matrix approximation for the input data matrix. For this particular application, the summary statistics are the rating averages of the users, items, and co-clusters. According to the authors, this permits a more reasonable rating approximation than just considering the average value of the co-cluster corresponding to the value we want to predict, which is plausible since it takes into account the biases of individual users and items. After computing the reconstructed approximate matrix, its values are considered for the rating prediction task. The authors designed incremental and parallel versions of the original co-clustering algorithm to build an efficient real-time CF mechanism, capable of updating the co-clusters as new users and ratings enter the system. The results of the work show that their approach achieves satisfactory accuracy compared with baseline matrix factorization models but at a lower computational cost.

In 2007, [9] suggested a biclustering CF methodology, using a heuristic immune-inspired biclustering technique, denoted BIC-aiNet, that finds biclusters with coherent values. Their methodology is based on two main stages: the biclusters’ generation, and the similarity computation between the users and the resulting biclusters. After their artificial immune-inspired network generates the biclusters, they are used to predict how the active user would rate a specific item. The rating prediction is performed by searching for the biclusters that include the active user and item, and then, calculating the residue of each bicluster through mean-squared residue (MSR) [7],

$$\text{MSR}(B) = \frac{1}{|U||I|} \sum_{u \in U} \sum_{i \in J} (r_{ui} - r_{ui} - r_{ul} - r_{d})^2,$$

(1)

where $|U|$ is the number of users in the bicluster, $|I|$ is the number of items in the bicluster, $r_{ui}$ is the rating of user $u$ assigned to item $i$, $r_{ui}$ and $r_{ul}$ represent the mean value of user $u$ and item $i$, respectively, and $r_{d}$ is the mean value of the entire bicluster. Finally, the bicluster with the smaller residue value is selected, and the average of its movies’ ratings is used as the prediction. This methodology was evaluated in both rating prediction and Top-N recommendation scenarios, achieving better scores than the methods used for comparison, being the constant version of BCF [50], one of those.

[10] also used an immune inspired biclustering algorithm, MOM-aiNET [8] to obtain biclusters used to predict missing ratings for recommendation purposes. Their algorithm generates biclusters with a controlled percentage of missing values. Then, they use a quadratic programming approach to predict those values by trying to minimize the mean-squared residue of the bicluster. This approach is viewed as an improvement of the one developed by [9] (described above), as the latter simply replaces the missing values in a bicluster by the average of the bicluster’s values, not reflecting the trends obtained by coherent biclusters. Whereas, in this approach, the missing values are viewed as variables that should be obtained to minimize the residue.

A more recent work in the direction of biclustering CF was published in 2014 by [38], who proposed a CF algorithm utilizing information-theoretic co-clustering (ITCC) [11]. Their approach (ITCCCF) consists in performing two-way clustering to discover a set of user clusters and a set of item clusters. After that, they compute the preference of a user $u$ for the cocluster containing an item $i$, $B = (U, I, (P_{u,i}))$, for each pair user-item per cluster,

$$P_{u,i} = \frac{|I_u \cap I_i|}{|I_u|},$$

(2)

where $I_u$ are the items that the user $u$ rated and $I_i$ are the items from the cocluster containing item $i$. A matrix of user-cluster preferences is constructed and its values are used to obtain the cosine similarity between each pair of users, $sim_p(u_1, u_2)$. This approach then combines the previous
clustering preference similarity with a rating similarity determined through Person’s correlation coefficient to find the $k$ most similar users. The $k$-nearest users are selected and the User-based CF is used to generate the rating prediction. Moreover, the whole process is also repeated for the item clusters and the Item-based CF is used to generate a new rating prediction. The final rating prediction is a linear combination that fuses the ratings from the user-based and item-based approaches. In order to evaluate their approach, using real-world datasets, the authors compared it with 5 state-of-the-art methods, some already mentioned in this work (UBCF [43], IBCF [46], CBCF [45], BCC [18]), being able to surpass all of them regarding prediction accuracy. Figure 3 provides an overview of how this fusion rating technique works.

In 2017, [33] also proposed a fusion-based approach called Nearest Biclusters Collaborative Filtering with Fusion (NBCFu) to address rating prediction using biclustering. In this approach, the xMOTIFs algorithm [42] is used to generate the biclusters that are viewed as quality neighbors of users and items. After the biclusters’ generation, the authors use the CjacMD measure [41] (Equation 3) to obtain the K-nearest biclusters of the users and items. Considering a subspace of users $U \subseteq \mathcal{U}$, this similarity measure combines Mean Measure of Divergence (MMD) [31], Jaccard similarity, and cosine similarity,

$$\text{sim}(u, U)_{\text{JacMD}} = \text{sim}(u, U)_{\text{cos}} + \text{sim}(u, U)_{\text{Jaccard}} + \text{sim}(u, U)_{\text{MMD}}.$$  

After this step, User-based CF and Item-based CF using cosine similarity are applied to the users/items found in most similar biclusters. Finally, the rating prediction of both approaches is combined through a weighted sum, optimized using gradient descent, to generate a final and more accurate rating prediction. The authors claim that their approach has better accuracy results than some state-of-the-art CF methods, including SVD++ [35]. Figure 4 shows an overview of NBCFu.
Fig. 5. Outline of BBCF rating prediction approach proposed by [48].

weighted sum of the ratings that the remaining users gave to the item in the same bicluster, weighted by their correlation with the active user. The similarity score between an active user \( u \) and another user \( u' \), \( \text{sim}(u, u') \), belonging to the same bicluster is given by the Pearson correlation coefficient of their ratings in the bicluster,

\[
\hat{r}_{ui} = \bar{r}_{ui} + \frac{\sum_{u' \in U} (r_{u'i} - \bar{r}_{u'i}) \cdot \text{sim}(u, u')}{\sum_{u' \in U} |\text{sim}(u, u')|}.
\]  

(4)

This formula can be seen an adaptation of the rating estimates used in User-based CF but restricted to a subspace. Using this prediction approach, the users with the highest positive correlation with the active user, have the most impact on the prediction. The algorithm’s performance was compared against other collaborating filtering techniques, and it performed similarly to the previously mentioned approach, BIC-aiNet [9].

Recently, [48] introduced a new biclustering-based CF technique, BBCF. In this work, the authors use biclustering as a preprocessing step to scale CF approaches. Once the biclustering algorithm is executed, the users are compared with the found biclusters based on the items they have in common,

\[
\text{sim}(u, B_k) = \frac{|I_u \cap I_k|}{|I_k|}.
\]  

(5)

Then, similarities between users and biclusters are weighted with the number of users in the bicluster so that biclusters with more users are privileged,

\[
\text{WF}(u, B_k) = \text{sim}(u, B_k) \times |U_k|.
\]  

(6)

After this step, the K-nearest biclusters per user are merged, creating a larger subspace referred as Nearest Neighbor Setup (NSS). The NSS of each user is viewed as a denser subspace of the U-I matrix, including a subset of users similar to the respective user along a subset of overall items. Finally, a classic CF approach, such as the Item-based, is applied over the personalized NSS of each user to predict the missing ratings. According to the authors, this approach tackles the scalability and sparsity problems that deteriorate the performance of memory-based CF methods, through the usage of the personalized NSSs instead of the entire U-I matrix. The authors evaluated BBCF using QUBIC and Item-based CF as the underlying biclustering and CF approaches, respectively, yielding better scores in most scenarios. However, they also highlight a clear drawback of their methodology. They point out that their approach cannot generate a prediction/recommendation for as many users/items as traditional methods. This handicap occurs because the NSS subspaces used within the CF algorithm may not fully cover the original user-item rating data space.
3.2 Top-N Recommendation Approaches

[51] proposed a neighborhood-based CF algorithm (NBCF) that uses biclustering to improve scalability and accuracy of CF. They also created a similarity measure, defined in Equation 5, to identify biclusters that better reflect users’ preferences. Their approach can be combined with biclustering algorithms that find subspaces with either constant or coherent values. The authors used Bimax and xMOTIFs, respectively. Upon selecting biclusters with overall constant values, we can only discover sets of users and items with identical rating values. Whereas, a coherent pattern allows to find users and items correlated with more complex behaviors, such as users that, for a subset of items, exhibit coherent ratings. After the discovery of biclusters, they measure the similarity of the active user with each bicluster, finding the k-nearest-biclusters to the user. Then, to capture the influence that each item belonging to a bicluster has over the active user, they use Weighted Frequency (WF), as in Equation 6. Finally, Weighted Frequencies scores are summed per item. The final top-N recommended items are the $N$ items with the highest sum of WF. Figure 6 summarizes the process of this top-N recommendation approach. The authors reported that both proposed approaches – constant and coherent biclustering assumptions – achieved better results in terms of accuracy and efficiency than classic CF algorithms such as User-based CF [43], Item-based CF [46], and clustering-based CF (CBCF) [55]. They also concluded that despite being slightly less efficient, the recommendation accuracy when considering coherent biclusters outperforms the baseline approach with constant biclusters.

Still in the context of top-N recommendation tasks, [2] also proposed a biclustering neighborhood-based CF method (BCN). In this work, the authors use properties from the field of Formal Concept Analysis (FCA) [17]. FCA is a specialized form biclustering aiming at discovering dense subspaces from rating data produced from unary or binary preferences [32]. FCA algorithms can be adapted to enumerate and order subspaces, which can then be used to identify neighborhoods of closely related subspaces. Alqadah et al. took advantage of these FCA properties to build neighborhoods for active users. Their approach finds the “smallest” subspace containing the active user $u$, which is the subspace containing the fewest number of users and the greatest number of items. Then, by exploring the subspace neighborhood through FCA properties, it finds similar users to $u$, and appends the items in the neighborhood to a candidate set of items. Finally, the candidate items are ranked by combining a global and a bicluster neighborhood similarity, and the top $N$ items are returned as recommendations. The global distance between a user $u$ and an item $i$, $g(u, i)$, measures the similarity between the user and the item in the entire matrix,

$$g(u, i) = \frac{\sum_{i_k \in \mathcal{L}} \text{Jac}(U_i, U_k)}{|I'|},$$

(7)

where $\text{Jac}(U_i, U_k)$ is the Jaccard index defined over the set of all users who interact with item $i$ and the set of those who interact with item $i_k$, and $I'$ is the set of items belonging to all found subspaces.
In contrast, the local/neighborhood similarity, \( l(u, i) \), captures similarities between locally similar users and items, considering the bicluster similarity [1] using subspaces in which \( i \) occurs. The authors claim that their approach is superior to those computing the biclusters offline since, in BCN, they map a user to a bicluster on demand. However, the BCN framework was designed to work on implicit feedback recommendations, and thus it can only be applied to binary data. Nevertheless, to surpass this limitation, it could be an interesting research stream to study the potential of an FCA adaptation capable of dealing with numerical rating data. For instance, in a very recent thesis, [32] proposed and FCA extension to deal with numerical matrices and discover more flexible types of biclusters which could be potentially relevant for recommendation purposes.

4 USER-SPECIFIC BICLUSTERING-BASED COLLABORATIVE FILTERING

Grounded on the previously surveyed contributions and further empirical evidence, this section introduces a new approach, User-Specific Biclustering-based Collaborative Filtering (USBCF).

The proposed USBCF approach is divided into four major steps. First, biclusters are mined from rating data using biclustering searches that guarantee the exhaustive discovery of flexible structures of statistically significant, and well-defined rating patterns (section 4.1). Second, and inspired by the Singh and Mehotra contributions [48], the found biclusters are used to create larger subspaces personalized for each user (section 4.2). These subspaces are denser and show stronger preference correlation than the original rating data. Third, we introduce a novel matching mechanism between an active user and the enlarged subspaces that considers both the coverage and correlation between the user and the biclusters (section 4.3). By integrating item coverage and correlation profile, USBCF guarantees that the selected subspaces per user are relevant, showing reduced propensity to contain divergent preferences. Fourth, and once the personalized subspace is created for a particular user, a well-established CF algorithm is used to originate a unique predictive model for each system user (section 4.4). Finally, secondary rating estimates from checkboard coclustering structures are further collected to account for missing ratings that may fall outside each personalized subspace.

The methodology can be easily parallelized since the entire process is independent for each user. Figure 7 presents and overview of the USBCF methodology applied over an illustrative sample of user-item ratings and the corresponding user-specific CF model.

4.1 Bicluster discovery in user-item rating data

The first step of the approach consists of mining biclusters within user-item rating data, such that three major properties of interest are observed: i) nearly-exhaustive biclustering searches are employed to guarantee that all potentially relevant biclusters are identified, thus maximizing the coverage of the original rating dataset and, as a result, supporting the prediction of missing ratings; ii) the targeted type of biclusters (Fig. 2) should guarantee that meaningful and well-delineate preference patterns are retrieved, allowing coherent preference variations to take place on different items of a subspace; and iii) the retrieved biclusters should pass statistically significance tests, thus minimizing the susceptibility to use false positive preference patterns (retrieved preference patterns that occur by chance) in the prediction process.

Existing biclustering-based CF approaches generally fail to satisfy some of the properties due to the underlying biclustering algorithmic choices. In this work, we select QUBIC2\(^1\) [53] as the biclustering algorithm. QUBIC2 is an efficient nearly-exhaustive deterministic biclustering algorithm that identifies statistically significant scaling-patterned biclusters with constant-values on the rows.

When applied over an U-I Matrix, QUBIC2 identifies groups of users who have the same preference for the bicluster items. The tolerated noise per bicluster can be further parameterized in QUBIC2.

\(^1\)https://github.com/OSU-BMBL/QUBIC2
Following empirical evidence, we restrict the biclustering search to discover non-noisy maximal biclusters as noise and preference divergences can be accommodated in the subsequent subspace enlarging step (section 4.2). The minimum size of the biclusters is controlled by a parameter $minCols$. Different values of $minCols$ may lead to different biclustering solutions. Instead of setting the $minCols$ parameter to a fixed value, in this work, we created an enriched biclustering solution that aggregates the solutions from running QUBIC2 with different $minCols$ setups. A detailed description of the algorithm can be found in QUBIC’s original works [37, 53].

### 4.2 Biclustering neighborhood formation

The goal of this second step is to create, for each user, a new data space with meaningful and personalized information. To do so, we take advantage of the biclusters found by the biclustering algorithm in the previous module. After the biclusters are generated, we can expect that some of those biclusters represent a user’s preferences better than others. From this perspective, we try
to find a “neighborhood” of biclusters. In other words, a subset of overall found biclusters such that each bicluster in this subset, \( B \in \mathcal{B} \), has a preference pattern, \( \varphi_B \), correlated with the observed preferences for the active user. Once this neighborhood of biclusters is identified, we followed the principles proposed by [48] to create a personalized user-specific dataset.

The procedure to obtain the personalized dataset consists in merging all the users and items of the bicluster neighborhood, corresponding to a full outer join of the subspaces in the neighborhood. For example, considering \( B_3 = (U_3 = \{u_4, u_5\}, I_3 = \{i_3, i_5\}) \) and \( B_6 = (U_6 = \{u_6, u_8\}, I_6 = \{i_4, i_6\}) \) in Figure 7, the union set of users and items of this neighborhood is \( (U_N = \{u_1, u_2, u_6, u_7, u_8\}, I_N = \{i_4, i_5, i_6\}) \). Figure 8 illustrates the process.

Finally, the active user is added to the personalized rating dataset when he is not amongst the set of users of his own space. This step is crucial to accommodate available preferences from the active user and to guarantee that the subsequent application of Collaborative Filtering approaches can generate recommendations for his omissive preferences.

### 4.3 Similarity between individual and subspace preferences

To identify neighborhoods for personalized data creation, the subset of biclusters with preference patterns correlated with the preferences of an active user need to be identified. [51] introduced the concept of similarity between a bicluster and a user. However, their similarity is solely based on the rated items’ interception, thus being unable to guarantee that the preferences of the active user are correlated with the preferences of the users in the biclusters. Understandably, this is an undesirable condition in the presence of binary, ordinal or numeric rating data.

To address this limitation, we propose a new user-bicluster similarity that, besides the rated items’ interception, also considers the values of ratings. Following empirical evidence, this similarity is calculated through the product of two distinct scores which we refer to as **items’ match** \( \text{sim}_{\text{match}} \) and **pattern fit** \( \text{sim}_{\text{fit}} \), respectively.

The **items’ match score** captures the portion of bicluster items which were rated by the user, \( \text{sim}_{\text{match}}(u, B_k) = \frac{|I_u \cap I_k|}{|I_k|} \), for \( u \) and \( B_k \) (Equation 8), where \( I_u \) are the items rated by the user \( u \) and \( I_k \) are the items in bicluster \( B_k \). Its values range between [0,1], with 1 representing the maximum similarity score between a user and bicluster. Understandably, a similarity entirely based on rated items’ is insufficient as it disregards the values of the ratings. For instance, in Figure 9, we have an example of bicluster and an active user that rating all the items in the bicluster. Using similarity criteria solely based on Equation 8, we would yield a maximum similarity. However, the preferences between the active user and the ones from
the given bicluster are divergent, thus the inclusion of such bicluster in the neighborhood would hamper the subsequent CF task.

Given this, we introduce the **pattern fit score**, which is responsible for measuring the resemblance between the user rating pattern and the bicluster preference pattern (Def. 2.4). Given a user \( u \) and a bicluster \( B_k = (U_k, I_k) \),

\[
\text{sim}_{\text{fit}}(u, B_k) = 1 - \frac{\text{RMSE}(\varphi_{B_k}, \varphi_{(u, I_u \cap I_k)})}{r_{\max} - r_{\min}},
\]

where \( \varphi_{B_k} \) is the bicluster pattern (Def. 2.4), \( \varphi_{(u, I_u \cap I_k)} \) is the user preferences along the items \( I_k \) in the bicluster, \( r_{\max} \) \( r_{\min} \) correspond to the maximum (minimum) observed rating, and RMSE corresponds to the root mean squared error. In sum, the pattern fit scores corresponds to the normalized root-mean-squared differences between the preferences defined by the subspace pattern and the ratings of the user.

The similarity score defined in Equation 9 considers a rating error applied to biclusters with a constant coherent pattern. However, this similarity could be easily adapted to different coherence types, such as order-preserving, by adopting a Spearman’s rank correlation coefficient or a Kendall rank correlation coefficient, instead of the root mean squared error, to take into account order preservation in the patterns.

The final similarity between a user and a biclusters is the simple product between the scores previously defined,

\[
\text{sim}(u, B_k) = \text{sim}_{\text{match}} \times \text{sim}_{\text{fit}},
\]

as revealed by empirical evidence from the experimental comparison of weighted sums, \( \sum_i \alpha_i x_i \), and weighted products, \( \prod_i x_i^{\alpha_i} \).

Both **items’ match score** and **pattern fit score** values range between [0,1], so its product will also be in the same range. The product operation further establishes the relevance for both components to yield good levels for a bicluster to be seen as relevant for an active user. In other words, a poor value in one of the components will result in a low similarity score.

A \( \text{minSim} \) threshold is finally considered to filter the relevant biclusters for an active user. Only the biclusters with similarity with the user above the threshold are selected to produce its personalized dataset.

### 4.4 Learning User-Specific Recommendation Models

Once the personalized datasets are created, a Collaborative Filtering algorithm is subsequently trained to create a unique recommendation model for each individual. Although the USBCF approach can be parameterized with any Collaborative Filtering approach, Item-based CF approaches are a particularly suitable option due to the inherent properties of the personalized data spaces.
Despite their inherent simplicity, Item-based CF approaches are one of the form CF approaches and still recognized for producing state-of-the-art rating predictions. USBCF generates smaller and denser U-I matrices which, when allied with these approaches, allow the models to perform the recommendation tasks more effectively.

It is possible that the personalized data spaces do not cover the entire recommendation space. For instance, in Figure 7, the personalized dataset does not contain items \( i_1 \) and \( i_2 \), originating a user-model with limited coverage capability, i.e. missing preferences for the items not included in the personalized data space cannot be estimated using the personalized. These situations occur when there are no shared local preferences containing those items, which poses a particularly difficult predictive setting irrespective of the selected CF approach.

To address this challenge, it is possible to find subspaces with lower homogeneity, specifically an exhaustive partitioning of the original space into a set of subspaces that cover the entire itemset. Following the principles introduced by [18], USBCF relies on the previously proposed coclustering approach to estimate the typical small fraction of items falling into this condition, resorting to its default behavior for items included in the personalized data spaces.

5 EXPERIMENTS AND RESULTS

This section experimentally assesses the proposed approach against state-of-the-art peers. In particular, we aim to answer the following research questions:

- **RQ1.** How does USBCF compare against baseline CF approaches in terms of quality of predictions and coverage capability?
- **RQ2.** How does the biclustering search and minimum user-bicluster similarity threshold impact USBCF performance?
- **RQ3.** Can USBCF surpass the main limitations presented by the state of the art Biclustering-based CF (BBCF) [48]?

5.1 Experimental Setting

5.1.1 Experimental Platform and Software. The models were trained on a machine with Intel Xeon Silver 4216 CPU @ 2.40GHz having sixty-four cores and 64GBs of RAM. Regarding the implementation of the approaches, the USBCF and the BBCF were implemented in Python. The remaining approaches consider the available implementation in Surprise [30], a Python scikit library for building and analyzing Recommender Systems.

5.1.2 Datasets. Experiments were run on two benchmark datasets with different volumes (MovieLens-100k and MovieLens-1M).

The MovieLens-100k\(^2\) dataset [22], one of the most popular publicly available benchmark datasets to serve as domain testing for new CF approaches. This version of the MovieLens’ dataset contains 100,000 ordinal ratings (1-5 scale) from 943 users on 1,682 movies. The data is in the form of triplets \(<user, item, rating>\). Each user has a minimum of 20 ratings made and a maximum of 737, but the average is 106 ratings per user with a standard deviation of 100 ratings. The sparsity of the MovieLens-100k is 93.6%, in other words, approximately 6.4% of the entries are filled.

The MovieLens-1M\(^3\) dataset [22] is a bigger version of the MovieLens-100k dataset that contains 1,000,209 ratings of 3,707 movies made by 6,040 users. The sparsity of the MovieLens-1M is 95.54%.

5.1.3 Experimental Protocol. We trained and evaluated all the approaches on the canonical u.base/u.test splits of the MovieLens-100k dataset, used to perform a 5-fold cross-validation with 80% of the
ratings as training data and the remaining 20% for testing per fold. The same procedure was used for the MovieLens-1M dataset.

To measure the rating prediction accuracy of the recommendation algorithms, we used two standard metrics, namely Mean Absolute Error (MAE),

\[
MAE = \frac{1}{n} \sum_{j=1}^{n} |\hat{r}_{u_0,ij} - r_{u_0,ij}|,
\]

and Root Mean Squared Error (RMSE),

\[
RMSE = \sqrt{\frac{1}{n} \sum_{j=1}^{n} (\hat{r}_{u_0,ij} - r_{u_0,ij})^2}.
\]

In this work, beyond the accuracy dimension, we also consider coverage measures for our evaluation, as some approaches provide high quality predictions but for only a small part of the user-item pairs.

- **Prediction Coverage.** The percentage of user-item pairs for which a prediction can be made
- **Item Coverage.** The number of items for which predictions can be formed as a percentage of the total number of items

The optimal hyper-parameters for each model have been estimated using cross-validation on the available training data. Details on the selected hyper-parameters and the experiments reproducibility are discussed in section 5.5.

5.2 Performance comparison with popular CF approaches (RQ1)

In this experiment, we compare the performance of the USBCF against baselines and state-of-the-art rating prediction methods on the two benchmark datasets. The results reported for the USBCF approach use a combination of QUBIC2 biclustering solutions with varying minimum of columns, \( minCols \in \{3, 5, 7, 10, 15, 20\} \), a minimum user-bicluster similarity threshold of 0.25, and an Item-based CF with a neighborhood of 20 items as the CF algorithmic choice. We refer to this model as USBCF-IB.

5.2.1 Methods.

- **Baseline Rating Predictor (Bias)** [36]: user-item bias rating prediction algorithm, denoted by: \( \hat{r}_{i,j} = \mu + b_i + b_j \), where \( \mu \) is the global mean rating, \( b_j \) is the item bias, and \( b_i \) is the user bias.
- **User-based CF (USCF)** [43]: user-based CF model with mean-centered cosine similarity as similarity function and weighted-average - taking into account the mean ratings of each user - as aggregation function.
- **Item-based CF (IBCF)** [46]: item-based CF model with mean-centered cosine similarity as similarity function and weighted-average - taking into account the mean ratings of each user - as aggregation function.
- **SVD Model by Simon Funk (FunkSVD)** [16]: the famous SVD-inspired approach popularized by Simon Funk during the Netflix Prize contest. It uses regularized stochastic gradient descent to train the user-feature and the item-feature matrix.
- **Singular Value Decomposition with Implicit Feedback (SVD++)** [35]: an extension of the classic SVD approach that incorporates implicit feedback into the SVD model.
- **Non-negative Matrix Factorization (NMF)** [39]: non-negative matrix factorization model for rating prediction.
- **Weighted Bregman Co-Clustering (CoCCF)** [18]: scalable Collaborative Filtering framework that uses weighted Bregman co-clustering and averages to generate predictions.
- **Biclustering-based CF (BBCF)** [48]: state-of-the-art biclustering-based methodology that uses biclustering as a preprocessing step to scale CF approaches.

### 5.2.2 Results

Results in Table 1 show that USBCF-IB outperforms the Bias, UBCF, IBCF, and CoCCF models in rating prediction accuracy with statistical significance (at $\alpha=1E^{-3}$), falling behind the BBCF-IB model in terms of accuracy yet significantly surpassing this later model in user and item coverage. Generally, the USBCF-IB approach achieves a rating prediction performance comparable to the matrix factorization-based approaches on the targeted data domain. It is important to note that UBCF, IBCF, BBCF-IB, and USBCF-IB accuracy results could possibly be further improved using a different similarity or aggregation method. For instance, subtracting the item’s mean rating instead of the user’s mean rating tends to be more effective [12].

In terms of predictive coverage capability, the compared approaches were able to output a prediction for nearly 100% of the test pairs, while the USBCF-IB model returns predictions for 80.03% of the pairs and considers 65.14% of the overall items, in the absence of the principles introduced along section 4.4, nearly doubling the predictive coverage of the BBCF model. Focusing on the USBCF-IB and IBCF models on the MovieLens-100k dataset, the results suggest the USBCF-IB approach can improve the IBCF accuracy results with a slight decrease in the coverage capability.

To investigate if the USBCF-IB model produced better predictions for the test pairs it made a prediction, we complemented the USBCF-IB with predictions of alternative approaches for the test pairs the USBCF-IB could not output a prediction. The results in Table 2 confirm the USBCF is improving the classic IBCF (k=20) model, and show how the performance of the hybrid approaches vary according to the minimum user-bicluster similarity (minSim) USBCF parameter. Combining USBCF-UB with a CoCCF model also improves the quality of the predictions considerably.

Results on the MovieLens-1M dataset also indicate a competitive predictive accuracy of the proposed approach against the benchmarks methods. Table 3 shows that in this data, the USBCF-IB model, with a minimum similarity of 0.25, retrieves an average mean absolute error of 0.686, covering 90.45% of the user-item pairs. Approaches based on matrix factorization strategies such as NMF were not included as they were not able to converge in due time for adequate parameterization settings considering the size of the dataset. When the complementing USBCF-IB model with the remaining 9.55% of the predictions, the results in Table 4 support the hypothesis that the USBCF-IB model improves the classic IBCF.

| Model       | MAE      | RMSE     | Coverage (%) | Item Coverage (%) |
|-------------|----------|----------|--------------|-------------------|
| Bias        | 0.750 ± 0.007 | 0.946 ± 0.009 | 100.00       | 100.00            |
| UBCF        | 0.752 ± 0.005 | 0.959 ± 0.007 | 99.83        | 97.85             |
| IBCF        | 0.746 ± 0.004 | 0.952 ± 0.005 | 99.83        | 97.85             |
| FunkSVD     | 0.720 ± 0.006 | 0.912 ± 0.006 | 100.00       | 100.00            |
| SVD++       | 0.719 ± 0.006 | 0.911 ± 0.007 | 100.00       | 100.00            |
| NMF         | 0.719 ± 0.005 | 0.921 ± 0.006 | 99.83        | 97.85             |
| CoCCF       | 0.757 ± 0.008 | 0.967 ± 0.010 | 100.00       | 100.00            |
| BBCF-IB     | 0.690 ± 0.007 | 0.886 ± 0.006 | 42.52        | 42.65             |
| USBCF-IB    | 0.716 ± 0.003 | 0.913 ± 0.004 | 80.03        | 65.14             |

Table 1. Average predictive results on the MovieLens-100k dataset.
Table 2. Predictive accuracy and coverage of USBCF when complemented with other CF approaches on the MovieLens-100k dataset.

| Model                        | MAE        | RMSE       | Coverage (%) | Item Coverage (%) |
|------------------------------|------------|------------|--------------|-------------------|
| USBCF-IB+IBCF (minSim=0.1)  | 0.742 ± 0.005 | 0.947 ± 0.005 | 99.83        | 97.85             |
| USBCF-IB+IBCF (minSim=0.2)  | 0.741 ± 0.004 | 0.946 ± 0.005 | 99.83        | 97.85             |
| USBCF-IB+IBCF (minSim=0.3)  | 0.740 ± 0.004 | 0.945 ± 0.004 | 99.83        | 97.85             |
| USBCF-IB+IBCF (minSim=0.4)  | 0.739 ± 0.004 | 0.945 ± 0.005 | 99.83        | 97.85             |
| USBCF-IB+IBCF (minSim=0.5)  | 0.740 ± 0.004 | 0.947 ± 0.005 | 99.83        | 97.85             |
| USBCF-IB+CoCCF (minSim=0.1) | 0.742 ± 0.004 | 0.947 ± 0.005 | 100.00       | 100.00            |
| USBCF-IB+CoCCF (minSim=0.2) | 0.742 ± 0.004 | 0.947 ± 0.005 | 100.00       | 100.00            |
| USBCF-IB+CoCCF (minSim=0.3) | 0.743 ± 0.005 | 0.950 ± 0.006 | 100.00       | 100.00            |
| USBCF-IB+CoCCF (minSim=0.4) | 0.745 ± 0.005 | 0.954 ± 0.008 | 100.00       | 100.00            |
| USBCF-IB+CoCCF (minSim=0.5) | 0.750 ± 0.007 | 0.960 ± 0.010 | 100.00       | 100.00            |

Table 3. Average predictive results of baseline and subspace clustering-based approaches on the MovieLens-1M dataset.

| Model                        | MAE        | RMSE       | Coverage (%) | Item Coverage (%) |
|------------------------------|------------|------------|--------------|-------------------|
| Bias                         | 0.719 ± 0.001 | 0.909 ± 0.001 | 100.00        | 100.00            |
| UBCF                         | 0.735 ± 0.001 | 0.932 ± 0.001 | 99.98        | 99.22             |
| IBCF                         | 0.704 ± 0.001 | 0.899 ± 0.001 | 99.98        | 99.22             |
| CoCCF                        | 0.717 ± 0.001 | 0.915 ± 0.002 | 100.00       | 100.00            |
| BBCF                         | 0.676 ± 0.001 | 0.866 ± 0.001 | 71.08        | 61.30             |
| USBCF-IB (minSim=0.25)       | 0.686 ± 0.001 | 0.876 ± 0.001 | 90.45        | 77.21             |

Table 4. Predictive accuracy and coverage of USBCF complemented with other CF approaches on the MovieLens-1M dataset.

The testing time of USBCF-IB is computationally efficient, bounded by the lightweighted computational complexity of the subsequent item-based CF step. USBCF-IB training time is also efficient under heuristic biclustering searches and the creation of the personalized dataset (linear on the number of biclusters and their pattern length). Finally, once biclusters are discovered on referenced rating data, USBCF-IB can be applied in an online manner to predict preferences for unseen users.

5.3 Biclustering and user-bicluster similarity in USBCF (RQ2)

In the second experiment, we study the impact of biclustering search on the USBCF performance using different QUBIC2 parameterizations. We also assess how the user-bicluster similarity affects the size of the personalized datasets produced by the approach, directly impacting the accuracy and coverage results. Accordingly, we varied the parameter of QUBIC2 that controls the shape of
biclusters and the USBCF user-bicluster similarity threshold, both affecting the number, size and format of the biclusters produced and therefore the properties of the personalized data spaces.

Figure 10 shows that, for the MovieLens-100k dataset, the average quality of the predictions tends to be worse for biclustering solutions with a larger minimum of columns per bicluster. The coverage capability peaks for biclustering solutions with a minimum of 10 columns per bicluster.

![Figure 10](image.png)

Fig. 10. Effect of the minimum columns per bicluster parameter in the performance.

We also tested the behavior of the approach when using biclusters from multiple biclustering solutions. We ran the biclustering algorithm with the minimum columns parameter in \{3, 5, 7, 10, 15, 20\}, combining the solutions and filtering non-maximal biclusters. The gathered results in Figure 11 against Figure 10 show that the combination of biclustering solutions with distinct properties produces personalized CF models with higher coverage capability and lower RMSE.

![Figure 11](image.png)

Fig. 11. Sensitivity of USBCF-IB to the user-bicluster similarity threshold parameter.

We finally examined the average size of the personalized datasets when varying the user-bicluster similarity threshold. Figure 12 shows that the USBCF minimum similarity parameter affects the dimensions of the personalized datasets, with lower threshold values creating larger datasets.
5.4 Performance comparison with Biclustering-based CF (BBCF) (RQ3)

The goal of this third experiment is to compare USBCF against the state-of-the-art biclustering-based methodology, BBCF, introduced by [48]. The reported results for BBCF were gathered using an hyperparameterized QUBIC2 biclustering solution, which yielded optimal behavior with a minimum of 15 columns per bicluster. Likewise the BBCF original work, we vary the number of biclusters per neighborhood parameter ($NNBics$).

Results in Figure 13 show that smaller sets of biclusters per neighborhood are more favorable for the quality of the rating predictions. However, there is a clear RMSE-coverage trade-off, as the model’s predictive coverage capability tends to degrade as the number of bicluster per neighborhood decreases. Figure 14 shows that the size of the personalized datasets increase with larger values for the $NNBics$ parameter. These results highlight that, as expected, larger values of $NNBics$ lead to more complex personalized models, impacting the scalability of the approach.
Comparing these results with the ones from the previous experiment (subsection 5.3), we conclude that for models with similar coverage, USBCF model surpasses BBCF in prediction error. Moreover, the USBCF approach obtains higher coverage results than BBCF while using smaller personalized datasets.

5.5 Reproducibility of the Experiments

The source code of USBCF is available at our GitHub repository \(^4\). The code to reproduce the experiments is also available in the same repository, as well as the obtained results. Regarding the hyper-parameters, we used the following defaults during the experiments:

- UBCF and IBCF: varied maximum number of users/items in the neighborhood (k). We present results for k = 20 as the results show it is an adequate value for the neighborhood size regarding predictive accuracy on both datasets.
- FunkSVD, SVD++, and NMF: grid search over the three main hyper-parameters for the optimization algorithm: number of features (n_factors), number of iterations (n_epochs) and regularization term (reg). For the MovieLens-100k data, the best hyper-parameters were n_factors = 100, n_epochs = 100, reg = 0.1 for SVD; n_factors = 30, n_epochs = 50, reg = 0.1 for SVD++; and n_factors = 200, n_epochs = 100, reg = 0.05 for NMF. The reported results use these optimal hyper-parameters estimates. As for the MovieLens-1M dataset, the best hyper-parameters were not attained as the approaches did not converge in due time.
- BBCF-IB: Varied the hyper-parameter number of nearest biclusters (nnbrs) from 50 to 300 for the Movielens-100k dataset and from 50 to 1000 for the Movielens-1M dataset, both using an Item-Based approach (k = 20) as CF algorithm. We also tested the minimum number of columns per bicluster (minCols) QUBIC2 parameter from 3 to 20. The best hyper-parameters considering predictive and coverage results were nnbrs = 50 and minCols = 15 for the Movielens-100k dataset; and nnbrs = 500 and minCols = 15 for the Movielens-1M dataset.
- USBCF-IB: Varied the minimum user-bicluster similarity threshold (minSim) parameter from 0.1 to 0.5, and used an Item-Based approach (k = 20) as CF algorithm. The best minSim considering predictive and coverage results were minSim = 0.25 for both datasets.

\(^4\)https://git.lastige.di.fc.ul.pt/mmsilva/usbcf-paper
6 CONCLUSIONS AND FUTURE WORK

In this paper, we propose a user-specific CF approach that uses biclustering as a sub-step to improve traditional CF methods. Principles for superior CF were introduced, including superior matching of active user preferences against preference patterns to account for preference diversity; formation of user-personalized data spaces to account for preference locality and sparsity; and secondary rating estimates from coclustering structures to yield high predictive coverage.

Experimental results on the popular MovieLens-100k and MovieLens-1M benchmark datasets against state-of-the-art CF methods show that USBCF yields competitive rating prediction errors, significantly improving classic memory-based CF approaches by alleviating the sparsity of the datasets. Moreover, the proposed approach outperforms the state-of-the-art biclustering-based approach (BBCF) in prediction quality while successfully overcoming BBCF’s major limitation, the predictive coverage capability.

This work displays the potentialities of the biclustering technique for recommendation purposes. Accordingly, we highlight potentially relevant research avenues for future work:

- explore the impact that different coherence assumptions, degrees of noise tolerance, and biclustering searches yield on the USBCF approach. As USBCF can be parameterized with any biclustering algorithm with minor modifications to the overall methodology, we aim at assessing the role of order-preserving preference patterns in CF recurring to BicPAMS [25], quality relaxations (percentage of noisy and missing elements) [26, 53], and iterative search-and-masking procedures [25] to guarantee a better coverage of the original rating data space;
- incorporate available background knowledge associated with the profile of users, as well as metadata related to the composition and characteristics of items, to guide the USBCF approach using knowledge-enriched biclustering searches [27];
- extend USBCF to online settings. USBCF is as-is readily applicable to new users. Still, to handle preference drift along time, the underlying biclustering solutions used to create the personalized data spaces must be updated with newly arriving user-item ratings. To prevent the need to continuously retrain USBCF, we aim at developing an incremental version of USBCF based on updatable biclustering searches where new items and users can be added/remove to the subspaces in order to explore the inherently temporal context of user-item ratings.
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