Abstract

Axiomatization has been widely used for testing logical implications. This paper suggests a non-axiomatic method, the chase, to test if a new dependency follows from a given set of probabilistic dependencies. Although the chase computation may require exponential time in some cases, this technique is a powerful tool for establishing nontrivial theoretical results. More importantly, this approach provides valuable insight into the intriguing connection between relational databases and probabilistic reasoning systems.

1 INTRODUCTION

In probability theory, the notion of dependencies (independencies) play an important role. The knowledge of conditional independencies, in particular, is essential for developing a viable probabilistic reasoning system [9, 12, 13].

Given a set of probabilistic dependencies, there are additional dependencies implied by this set in the sense that any joint probability distribution that satisfies the original set must also satisfy the additional dependencies. Developing a qualitative method for testing logical implication of dependencies is important for many reasons. First, it enables us to derive interesting and powerful theorems that may or may not be obvious from the numerical representation of probabilities. Second, in the design of a probabilistic inference system, we often need to know whether one dependency is implied by a given set of dependencies.

Axiomatization has been widely used for determining logical implications [2, 14, 15, 16, 17, 19]. In this approach, a finite set of complete inference rules are introduced for a particular class of dependencies. These rules are used to generate symbolic proofs for new dependencies in a manner analogous to proofs in mathematical logic. In this paper, we adopt an alternative method from relational database theory [7, 11] for testing logical implication of probabilistic dependencies. We use tableaux and an operation on tableaux, the chase, to test if a new dependency follows from the initial set of dependencies. Our study will focus on the generalized acyclic join dependency (GAJD) [20, 21]. Probabilistic conditional independencies are a subclass of this dependency.

The chase computation may require exponential time in some cases [11]. However, this approach provides valuable insight into the intriguing connection between relational database and probabilistic reasoning systems. On the practical side, the chase technique is a powerful tool for establishing some important theoretical results. For example, based on this technique, one can show that a GAJD is equivalent to a set of probabilistic conditional independencies. The chase method can also be used to study the optimization problems in probabilistic reasoning. (The results of these studies will be reported in a separate paper.)

This paper is organized as follows. In Section 2, we first establish the fact that probabilistic knowledge can be represented as a generalized relational database. In particular, we show that a decomposable joint probability distribution can be conveniently represented as a GAJD. Within this framework, one can view evidential reasoning simply as processing a conjunctive query in a generalized relational database system. In Section 3, we develop the chase algorithm. We show in Section 4 how the chase technique is applied to testing dependency implications. The conclusion is presented in Section 5.

2 GENERALIZED RELATIONAL DATABASE

It has been pointed out that there exists an intriguing connection between relational database and prob-
2.1 RELATIONAL DATABASE CONCEPTS

Let \( N \) be a finite set of variables called attributes. We will use upper case letters \( A, B, C, \ldots \) to denote a single attribute and \( \ldots, X, Y, Z \) to represent a subset of attributes. Each attribute \( A \in N \) takes on values from a domain \( V_A \). Consider a subset of attributes \( X = \{A_1, A_2, \ldots, A_l\} \subseteq N \). Let \( V_X = V_{A_1} \cup V_{A_2} \cup \ldots \cup V_{A_l} \) be the domain of \( X \). A \( X \)-tuple \( t_X \) is a mapping from \( X \) to \( V_X \), i.e., \( t_X : X \rightarrow V_X \), with the restriction that for each attribute \( A_i \in X \), \( t_X[A] \) must be in \( V_{A_i} \). (We write \( t \) instead of \( t_X \) if \( X \) is understood.) Thus \( t \) is a mapping that associates a value in \( V_X \) with each corresponding attribute in \( X \). If \( Y \) is a subset of \( X \) and \( t \) a \( X \)-tuple, then \( t[Y] \) denotes the \( Y \)-tuple obtained by restricting the mapping to \( Y \). Let \( y = t[Y] \). We call \( y \) a \( Y \)-value which is also referred to as a configuration of \( Y \). A \( X \)-relation \( r \) (or a relation \( r \) over \( X \), or simply a relation \( r \) if \( X \) is understood) is a finite set of \( X \)-tuples or \( X \)-values. If \( r \) is a \( X \)-relation and \( Y \) is a subset of \( X \), then by \( r[Y] \), the projection of relation \( r \) onto \( Y \), we mean the set of tuples \( t[Y] \), where \( t \) is in \( r \).

We define a database scheme \( R = \{R_1, R_2, \ldots, R_N\} \) to be a set of subsets of \( N \). We call the \( R_i \)'s relation schemes. If \( r_1, r_2, \ldots, r_N \) are relations, where \( r_i \) is a relation over \( R_i \), then we call \( R = \{r_1, r_2, \ldots, r_N\} \) a database over \( R \). The join (natural join) of the relations in \( r \) (where the join is denoted by either \( R_1 \bowtie R_2 \bowtie \ldots \bowtie R_N \) or \( R \)) is the set of all tuples \( t \) with attributes \( R_1 \cup R_2 \cup \ldots \cup R_N \), such that \( t[R_i] \) is in \( r_i \) for each \( i \) (\( 1 \leq i \leq N \)). We say that a relation \( r \) with attributes \( R = R_1 \cup R_2 \cup \ldots \cup R_N \) obeys the join dependency \( \bowtie[R_1 \cup R_2 \cup \ldots \cup R_N] \) if \( r = \bowtie[R_1 \cup R_2 \cup \ldots \cup R_N] \), for \( 1 \leq i \leq N \). It follows that the join dependency \( \bowtie[R_1 \cup R_2 \cup \ldots \cup R_N] \) holds for a relation \( r \) if and only if \( r \) contains each tuple \( t \) for which there are tuples \( t_{i1}, t_{i2}, \ldots, t_{iN} \) of \( r \) (not necessarily distinct) such that \( t[R_i] = t[R_i] \) for each \( i \) (\( 1 \leq i \leq N \)).

Multivalued dependency (MVD) \([6, 7, 8]\) is a special case of join dependency (JD) \([3, 11]\). We say that the MVD \( X \rightarrow Y \) holds for relation \( r \) if for any \( t_1, t_2 \in r \) with \( t_1[X] = t_2[X] \), there exists a tuple \( t_3 \in r \) such that \( t_3[X] = t_1[X], t_3[Y] = t_1[Y] \) and \( t_3[R \setminus XY] = t_2[R \setminus XY] \). By \( XY \), we mean \( X \cup Y \).

2.2 AN EXTENDED RELATIONAL DATA MODEL

In the proposed relational data model \([20, 21]\), each relation \( \Phi_R \) represents a real-valued function \( \phi_R \) on a set of attributes \( R = \{A_1, A_2, \ldots, A_l\} \) as shown in Figure 1, where \( t_{ij} \in V_{A_i}, i.e., t_1 = \{t_{i1}, t_{i2}, \ldots, t_{il}\} \in V_R \) is a configuration (tuple) of \( R \). The function \( \phi_R(t_i) \), defines the values of the attribute \( f_{\phi_R} \) in relation \( \Phi_R \). The semantic interpretation of the function \( \phi_R \) would depend very much on the particular application.

In the conventional database model, for example, \( \phi(t) \) could be interpreted as the number of tuples \( t \) in a relation, if one is interested in keeping track of duplicate tuples resulting from a projection. Let \( \Phi_U \) denote a universal relation with \( \phi(t) = 1 \) for all tuples of \( U = A_1, A_2, \ldots, A_l \). The relation \( \Phi_R \) shown in Figure 1 can be interpreted as the relation obtained by projecting \( \Phi_U \) onto \( R = A_1, A_2, \ldots, A_l \subseteq U \), where \( \phi(t_i) \) is the number of tuples with \( t_i = t[R] \) in the original relation. Clearly, it is not necessary to use such a function \( \phi \) to define a relation, if counting of duplicate tuples is not an issue. We will show that the conventional relational database model is indeed a special case of the extended data model introduced here.

On the other hand, in a probabilistic model, for example, the relation \( \Phi_R \) shown in Figure 1 represents a marginal probabilistic distribution. That is, the function \( \phi_R(t_i) \) on \( R \), which defines the values of the attribute \( f_{\phi_R} \) in relation \( \Phi_R \), is a joint distribution (a marginal distribution).

\[
\Phi_R = \begin{bmatrix}
A_1 & A_2 & \ldots & A_l & f_{\phi_R} \\
t_{11} & t_{12} & \ldots & t_{1l} & \phi_R(t_1) \\
t_{21} & t_{22} & \ldots & t_{2l} & \phi_R(t_2) \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
t_{s1} & t_{s2} & \ldots & t_{sl} & \phi_R(t_s)
\end{bmatrix}
\]

Figure 1: The relation \( \Phi_R \) representing a function \( \phi_R \) on \( R = \{A_1, A_2, \ldots, A_l\} \).

We can define an inverse relation \( (\Phi_R)^{-1} \) for \( \Phi_R \), by setting \( \phi_R(t_i)^{-1} = \frac{1}{\phi_R(t_i)} \), for each \( t_i \) (\( 1 \leq i \leq s \)) with \( \phi_R(t_i) \neq 0 \). The reason for introducing such an inverse relation will become clear when a specific application is considered.

Apart from the select, project and natural join operators in a standard relational system, we define here two new relational operators called marginalization and product join.
1. Marginalization

Let \( X \) be a subset of attributes of \( R \). The operator of marginalization is denoted by the symbol \( \downarrow \). The marginal \( \phi^X_R \) of \( \Phi_R \) is a relation on \( X \cup \{ f_{\Phi_R} \} \). We can construct \( \phi^X_R \) from \( \Phi_R \) as follows:

(a) Project the relation \( \Phi_R \) on the set of attributes \( X \cup \{ f_{\Phi_R} \} \), without eliminating identical configurations (tuples).

(b) Let \( t \) be a tuple in \( \Phi_R[R] \). For every configuration \( t_X = t[X] \), replace the set of configurations of \( X \cup \{ f_{\Phi_R} \} \) in the relation obtained from step (a) by the singleton configuration:

\[
t_X \star \left( \sum_{t_{R-X}} \phi_R(t_X \star t_{R-X}) \right),
\]

where \( t_{R-X} = t[R - X] \) and \( t = t_X \star t_{R-X} \). The symbol \( \star \) denotes concatenation of two tuples.

2. Product Join

Consider two relations \( \Phi_X, \Psi_Y \) defined respectively by functions \( \phi_X \) and \( \psi_Y \). The product join of \( \Phi_X \) and \( \Psi_Y \), written \( \Phi_X \times \Psi_Y \), is defined as follows:

(i) Compute the natural join, \( \Phi_X \Join \Psi_Y \), of relations \( \Phi_X \) and \( \Psi_Y \).

(ii) Add a new column labeled by the attribute \( f_{\phi_X \cdot \psi_Y} \) to the relation \( \Phi_X \Join \Psi_Y \). The values of the attribute \( f_{\phi_X \cdot \psi_Y} \) are defined by the product \( \phi_X(t[X]) \cdot \psi_Y(t[Y]) \), where \( t \) is a configuration of \( XY \) such that \( t[X] = t_X \in \Phi_X[X] \) and \( t[Y] = t_Y \in \Psi_Y[Y] \).

(iii) The resultant relation \( \Phi_X \times \Psi_Y \) is obtained by projecting the relation obtained from step (ii) on the set of attributes \( XY \cup \{ f_{\phi_X \cdot \psi_Y} \} \).

Examples illustrating the marginalization and product join operators are given in [21]. It should be noted that both the marginalization and product join operators introduced above can be defined more generally. For example, in step 2(ii), the values of the attribute \( f_{\phi_X \cdot \psi_Y} \) can be defined as \( \phi_X(t[X]) \circ \psi_Y(t[Y]) \), where \( \circ \) is a binary operator (not necessarily the ordinary multiplication operator). As in this paper we focus on the study of the relationship between relational and probabilistic systems, we have deliberately chosen ordinary multiplication to define the product of \( \phi_X \) and \( \psi_Y \). In this context, we have of course in mind the notion of probabilistic conditional independence, and a marginal relation would represent a marginal distribution. It is understood that in general the choice of the product operator in step 2(ii) and 1(b) of marginalization depends on the specific problem being modeled.

It is perhaps worth mentioning at this point that given any relation \( \Phi_R \), the product join, \( \Phi_R \times (\Phi_R)^{-1} \), is a unit relation, i.e., \( \phi_R(t) \cdot \phi_R^{-1}(t) = 1 \) for all \( t \)'s in \( \Phi_R[R] \). In fact, inverse relations become quite useful in the discussion of the probabilistic model.

2.3 Generalized Acyclic Join Dependency (GAJD)

First, let us introduce some notions of graph theory pertinent to our discussion. A hypergraph is a pair \( (N, R) \), where \( N \) is a finite set of nodes (attributes) and \( R \) is a set of edges (hyperedges) which are arbitrary subsets of \( N \) [4, 18]. If the nodes are understood, we will use \( R \) to denote the hypergraph \( (N, R) \). An ordinary undirected graph (without self-loops) is, of course, a hypergraph whose every edge is of size two. We say an element \( R_i \) in a hypergraph \( R \) is a twig if there exists another element \( R_j \) in \( R \), distinct from \( R_i \), such that \( (\cup(R_i \cap R_j)) \cap R_i = R_i \cap R_j \). We call any such \( R_j \) a branch for the twig \( R_i \). A hypergraph \( R \) is a hypertree [10, 18] if its elements can be ordered, say \( R_1, R_2, \ldots, R_N \), so that \( R_i \) is a twig in \( \{ R_1, R_2, \ldots, R_i \} \), for \( i = 2, \ldots, N \). We call any such ordering a tree (hypertree) construction ordering for \( R \). Given a tree construction ordering \( R_1, R_2, \ldots, R_N \), we can choose, for \( i \) from 2 to \( N \), an integer \( j(i) \) such that \( 1 \leq j(i) \leq i - 1 \) and \( S_{j(i)} \) is a branch for \( R_i \) in \( \{ R_1, R_2, \ldots, R_i \} \). We call a function \( j(i) \) that satisfies this condition a branching for \( R \) and \( R_1, R_2, \ldots, R_N \). For example, let \( N = \{ A_1, A_2, A_3 \} \). Consider a hypergraph \( R = \{ R_1 = \{ A_1, A_3, A_6 \}, R_2 = \{ A_1, A_2, A_4 \}, R_3 = \{ A_2, A_3, A_5 \}, R_4 = \{ A_3, A_5, A_6 \} \} \). This hypergraph is a hypertree, as there exists a tree construction ordering, \( R_3, R_1, R_2, R_4 \). Furthermore, the branching function for this ordering is \( j(1) = 3, j(2) = 1, j(4) = 3 \).

Given a tree construction ordering \( R_1, R_2, \ldots, R_N \) for a hypertree \( R \) and a branching function \( j(i) \) for this ordering, we can construct the following set of subsets: \( L = \{ R_{j(2)} \cap R_2, R_{j(3)} \cap R_3, \ldots, R_{j(N)} \cap R_N \} \). It is important to note that this set \( L \) is independent of the tree construction ordering, i.e., \( L \) is the same for any tree construction ordering of a given hypertree. We call \( L \) the interaction set of the hyperedges in \( R \).

Consider a relation \( \Psi_R \) over the set of attributes \( S = R \cup \{ f_{\Psi_R} \} = R_1 \cup R_2 \cup \ldots \cup R_N \cup \{ f_{\Psi_R} \} \), where \( \Psi_R \) represents a joint probability distribution over the variables \( R = R_1 \cup R_2 \cup \ldots \cup R_N \). Suppose the hypergraph \( R = \{ R_1, R_2, \ldots, R_N \} \) is a hypertree. We say that \( \Psi_R \) satisfies the generalized acyclic join dep-
pendency (GAJD), written $\bigotimes R[\Psi_R]$, if

$$\Psi_R = (\ldots ((\Psi_R^{R_1} \otimes \Psi_R^{R_2}) \otimes \Psi_R^{R_3}) \ldots \otimes \Psi_R^{R_N}),$$

which is a sequential monotone join expression. The monotone join operator $\otimes$ is defined by: for any $R_i, R_j \subseteq R$,

$$\Psi_R^{R_i} \otimes \Psi_R^{R_j} = \Psi_R^{R_i} \times \Psi_R^{R_j} \times (\Psi_R^{R_i \cap R_j})^{-1},$$

where $\times$ is the product join operator and $(\Psi_R^{R_i \cap R_j})^{-1}$ denotes the inverse relation $\Psi_R^{R_i \cap R_j}$. It should be noted that the sequence, $R_1, R_2, \ldots, R_N$, is a hyper­tree construction ordering of the hypergraph $R$.

It should be noted that probabilistic conditional independence is a special case of GAJD. This can be easily seen as follows. Let $R = \{R_1, R_2\}$. In this case, the hypergraph $R$ is always a hypertree. Let $\Psi_R$ be defined by a probability distribution $\psi_R$. Clearly, the condition,

$$\psi_R = m_R(\psi_R) = \Psi_R^{R_1} \otimes \Psi_R^{R_2} = (\Psi_R^{R_1}) \times (\Psi_R^{R_2}) \times (\Psi_R^{R_1 \cap R_2})^{-1},$$

can be equivalently expressed as:

$$\psi_R = \frac{\psi_R^{R_1} \cdot \psi_R^{R_2}}{\psi_R^{R_1 \cap R_2}},$$

namely, $R_1$ and $R_2$ are conditionally independent given $R_1 \cap R_2$.

2.4 REPRESENTATION OF A DECOMPOSABLE PROBABILITY DISTRIBUTION AS A GAJD

By the chain rule of probability, any joint distribution $\phi(a_1a_2\ldots a_t)$ can be expressed as:

$$\phi(a_1a_2\ldots a_t) = \phi(a_1) \cdot \phi(a_2|a_1) \cdot \ldots \cdot \phi(a_t|a_1a_2\ldots a_{t-1}),$$

where $a_t \in V_{A_t}$, i.e., $a_t$ is an $A_t$-value of attribute $A_t \in R = \{A_1, A_2, \ldots, A_t\}$. For convenience, we have written $\phi_R(a_1, a_2, \ldots, a_t)$ as $\phi(a_1a_2\ldots a_t)$. The above identity is particularly useful in using conditional independencies to simplify the representation of a joint distribution. Consider, for example, a distribution on the set of variables $\{A_1, A_2, A_3, A_4, A_5, A_6\}$:

$$\phi(a_1a_2a_3a_4a_5a_6) = \phi(a_1) \cdot \phi(a_2|a_1) \cdot \phi(a_3|a_1a_2) \cdot \phi(a_4|a_1a_2a_3) \cdot \phi(a_5|a_1a_2a_3a_4) \cdot \phi(a_6|a_1a_2a_3a_4a_5).$$

Note that for convenience, $\phi(a_1a_2a_3\ldots)$ is written as $\phi(a_1a_2a_3\ldots)$. Suppose the following conditional independencies hold:

$$\phi(a_3|a_1a_2) = \phi(a_3|a_1),$$
$$\phi(a_4|a_1a_2a_3) = \phi(a_4|a_1a_2),$$
$$\phi(a_5|a_1a_2a_3a_4) = \phi(a_5|a_2a_3),$$
$$\phi(a_6|a_1a_2a_3a_4a_5) = \phi(a_6|a_3).$$

The above joint distribution $\phi(a_1a_2a_3a_4a_5a_6)$ can then be simplified to:

$$\phi(a_1a_2a_3a_4a_5a_6) = \phi(a_1) \cdot \phi(a_2|a_1) \cdot \phi(a_3|a_1) \cdot \phi(a_4|a_2a_3) \cdot \phi(a_5|a_2a_3) \cdot \phi(a_6|a_3).$$

In fact, this distribution can be depicted by a directed acyclic graph (DAG) which is known as a Bayesian network [14].

For certain applications, it is much more convenient to represent a joint distribution by a chordal (triangulated) undirected graph. A determined undirected graph $G$ depicts the following distribution:

$$\phi(a_1a_2a_3a_4a_5a_6) = \frac{\phi(a_1a_2a_3) \cdot \phi(a_1a_2a_4) \cdot \phi(a_2a_3a_5) \cdot \phi(a_5a_6)}{\phi(a_1a_2) \cdot \phi(a_2a_3) \cdot \phi(a_5a_6)}.$$

We say that the above distribution is decomposable [14] (relative to the graph $G$). Note that each maximal clique in $G$ represents a marginal distribution in the numerator of the above equation.

Consider a chordal undirected graph $G$ representing a joint probability distribution $\phi_R$, i.e., $\phi_R$ is decomposable relative to $G$. Let $R(G)$ be the hypergraph whose hyperedges are precisely the maximal cliques of $G$. Thus, $R(G)$ is both chordal and conformal [3, 4], namely, $R(G)$ is a hypertree. Let $L$ denote the interaction set of the hyperedges in $R(G)$ as defined in Section 3.2.

Lemma 1. [9, 14]. If a joint probability distribution $\phi$ is decomposable relative to a chordal undirected graph $G$, then $\phi$ can be written as a product of the marginal distributions of the maximal cliques of $G$ divided by a product of the marginal distributions of the interaction set of $R(G)$.

It should perhaps be noted that the computation of marginal distributions is a major problem in practical applications of Bayesian networks as it may easily become intractable [5]. Fortunately, many efficient algorithms based on the techniques of local propagation [10, 18] have been developed for computing the marginals of a factorized joint probability distribution.

Suppose a joint distribution $\phi_R$ is decomposable relative to a chordal graph $G$. Let $R = \{R_1, R_2, \ldots, R_N\}$ denote the set of hyperedges of the hypertree $R(G)$. Let $R = R_1 \cup R_2 \cup \ldots \cup R_N$. Each hyperedge $R_i$ in $R(G)$ defines a marginal distribution $\phi_i$ of $\phi_R$. Let $L = \{R_{j(2)} \cap R_2, R_{j(3)} \cap R_3, \ldots, R_{j(N)} \cap R_N\}$ be the intersection set of $R(G)$, in which we have tacitly assumed that the sequence $R_1, R_2, \ldots, R_N$ is a tree construction ordering for $R(G)$. The joint probability distribution $\phi_R$ can be represented as a relation $\Phi_R$ over
the set of attributes \( S = R \cup \{f_{\phi_R}\} \), where the values of the attribute \( f_{\phi_R} \) are defined by the function \( \phi_R \).

Similarly, each marginal distribution \( \phi_R, (1 \leq i \leq N) \) is represented by a relation \( \Phi_R^{1i} \), over \( S_i = R_i \cup \{f_{\phi_i}\} \), where the values of the attribute \( f_{\phi_R} \) are defined by the function \( \phi_R \).

By Lemma 1 and the definition of product join, the relation \( \Phi_R \) over \( S \) can be expressed as:

\[
\Phi_R = \Phi_R^{11} \times \cdots \times \Phi_R^{1N} \times (\Phi_R^{1R(1)} \times R_2) \times \cdots \times (\Phi_R^{1R(N)} \times R_N)^{-1}
\]

Since the sequence \( R_1, R_2, \ldots, R_N \) is a tree construction ordering for \( R(G) \), we have for \( 1 \leq j(i) \leq i - 1 \) and \( i = 2, 3, \ldots, N \):

\[
(R_1 \cup R_2 \cup \ldots \cup R_{i-1}) \cap R_i = R_j(i) \cap R_i,
\]

where \( R_j(i) \) is a branch of the twig \( R_i \) in the hypertree. Thus Equation 2 can be written as a sequential monotone join expression as defined in Section 2.3:

\[
\Phi_R = ((\Phi_R^{11} \otimes \Phi_R^{1R}) \otimes \Phi_R^{1R2}) \cdots \otimes \Phi_R^{1RN}) = m_{\phi}(\Phi_R).
\]

This means that the relation \( \Phi_R \) satisfies the GAJD \( \circ R[\Phi_R] \).

**Theorem 1** A decomposable joint probability distribution is equivalent to a generalized acyclic join dependency.

### 3 MARGINALIZE-PRODUCT-JOIN MAPPINGS, TABLEAUX, AND THE CHASE

As mentioned in the introduction, the main objective of this paper is to suggest a procedure, called the chase, for testing logical implications of probabilistic dependencies (independencies), the generalized acyclic join dependencies in particular. This method provides an alternative approach to using axiomatization \([14, 17, 19]\) for inferring new dependencies from a given set of dependencies.

#### 3.1 MARGINALIZE-PRODUCT-JOIN MAPPINGS

Consider a decomposable joint probability distribution \( \phi_R \) on the set of variables \( R = \{A_1, A_2, \ldots, A_m\} \), and a hypertree \( R = \{R_1, R_2, \ldots, R_N\} \) with \( R = R_1 \cup R_2 \cup \ldots \cup R_N \). The probability distribution \( \phi_R \) can be represented as a relation \( \Phi_R \) (see Section 2.4) over the set of attributes \( S = R \cup \{f_{\phi_R}\} \), where the values of the attribute \( f_{\phi_R} \) are defined by the function \( \phi_R \).

Likewise, each marginal distribution \( \phi_i \) of \( \phi \) on \( R_i (1 \leq i \leq N) \) is represented by a relation \( \Phi_R^{li} \), over \( S_i = R_i \cup \{f_{\phi_i}\} \).

\[
m_{\phi_R}(\Phi_R) = \cdots \otimes \Phi_R^{1RN}) \circ R[\Phi_R],
\]

i.e., \( m_{\phi_R}(\Phi_R) \) is a sequential monotone join expression as defined in Section 2.3. Saying that a relation \( \Phi_R \) (representing a probability distribution \( \phi_R \)) satisfies the GAJD \( \circ R[\Phi_R] \), is the same as saying \( m_{\phi_R}(\Phi_R) = \Phi_R \).

Very often, we are not interested in all possible relations on \( S \). We are primarily interested in some subset, say \( P \). As \( P \) may be an infinite set, it cannot be described by enumeration. Instead, it can be described by a set of constraints (such as GAJDs). Let \( C \) denote a set of constraints, and let \( P = SAT(S) \) denote the set of relations that satisfy all the constraints in \( C \). We can now precisely define the notion of logical implication as follows. Let \( c \) denote a single constraint. We say that \( C \) logically implies \( c \), written \( C \models c \), if \( SAT(C) \subseteq SAT(c) \). (Note that we drop the subscript \( S \) in \( SAT(C) \) if no confusion arises.) In subsequent sections, we will develop a procedure to test if a given set of constraints \( C \) logically implies a GAJD, say \( \circ R[\Phi_R] \), namely, we want to test if \( C \models \circ R[\Phi_R] \) holds.

#### 3.2 TABLEAUX AS MAPPINGS

Similar to relational databases \([1, 11]\), this section presents a tabular method for representing marginalize-product-join mappings. A tableau is similar to a relation \( \Phi_R \) in the extended data model, except, in places of values, a tableau is defined by a set of variables. Consider for example, the following tableau \( T \) with \( S = R \cup \{f_{\phi_R}\} = \{A_1, A_2, A_3, A_4\} \cup \{f_{\phi_R}\} \):

| A_1 | A_2 | A_3 | A_4 | f_{\phi_R} |
|-----|-----|-----|-----|------------|
| a_1 | b_1 | a_3 | b_2 | p_1 = \phi_R(a_1, b_1, a_3, b_2) |
| b_3 | a_2 | a_3 | b_4 | p_2 = \phi_R(b_3, a_2, a_3, b_4) |
| a_1 | b_5 | a_3 | a_4 | p_3 = \phi_R(a_1, b_5, a_3, a_4) |

The set \( S \) of attributes labels the columns in the tableau, \( S \) is referred to as the scheme of the tableau. The \( p_i \)'s are the variables of the attribute \( f_{\phi_R} \). The subscripted \( a \)'s are called distinguished variables, and the subscripted \( b \)'s are called nondistinguished variables. Each variable may appear in only one column. Furthermore, only one distinguished variable may appear in each column. By convention, the distinguished variable \( a_1 \) will be the one that appears in the column of
the attribute \( A_i \). We assume in this paper that every distinguished variable appears at least once.

Let \( T \) be a tableau and let

\[
V = \{ a_1, a_2, \ldots, a_i, b_1, b_2, \ldots, p_1, p_2, \ldots \}
\]

denote the set of its variables. A valuation \( \delta \) for \( T \) is a mapping from \( V \) to \( \mathbb{V} = V_{A_1} \times V_{A_2} \times \cdots \times V_{A_1} \times V_{A_1} \), such that \( \delta(v) \) is in \( V_{A_1} \) if \( v \) is in the column of \( A_1 \), where \( S = \{ A_1, A_2, \ldots, A_i, f_{\sigma R} \} \), \( V_{A_1} = V_{f_{\sigma R}} \), and \( V_{A_i} \) is the domain of \( A_i \). We extend valuations to apply to rows (tuples) of \( T \) in the obvious manner: if \( w \) is the row \( < v_1, v_2, \ldots, v_{i+1} > \) in \( T \), then \( \delta(w) \) is the row \( < \delta(v_1), \delta(v_2), \ldots, \delta(v_{i+1}) > \), where \( \delta(v_{i+1}) = \phi_R(\delta(w[R])) \). Applying \( \delta \) to the entire tableau, we have:

\[
\delta(T) = \{ \delta(w) \mid w \text{ is a row in } T \}.
\]

We can use tableaux to define mappings between relations over the same scheme. Consider a relation \( \Phi_R \) over \( S = R \cup \{ f_{\sigma R} \} = \{ A_1, A_2, \ldots, A_i, f_{\sigma R} \} \). Relation \( \Phi_R \) is defined by a joint probability distribution \( \phi_R \) on \( R \). Let \( w_\delta = < a_1, a_2, \ldots, a_i > \) be the tuple of all distinguished variables. (The tuple \( w_\delta \) is not necessarily in \( T \).) Let \( \{ p_1, p_2, \ldots, p_k \} \) be the set of variables corresponding to the attribute \( f_{\sigma R} \). Given \( \Phi_R \), we can define a relation \( T(\Phi_R) \) over \( S \) as follows:

\[
T(\Phi_R) = \{ < \delta(a_1), \delta(a_2), \ldots, \delta(a_i), \psi_R(\delta(w_\delta)) \mid \delta(T) \subseteq \Phi_R \}^R,
\]

where the values of the function \( \psi_R(\delta(w_\delta)) \) may depend on \( \delta(p_1), \delta(p_2), \ldots, \delta(p_k) \), where \( \delta(p_i) = \phi_R(\delta(w_\delta[R])) \).

It is always possible to find a tableau \( T \) and an appropriate function \( \psi \) for representing a marginalize-product-join mapping \( m_R \) defined by:

\[
m_R(\Phi_R) = (\ldots ((\Phi_R^{R_1} \otimes \Phi_R^{R_2}) \otimes \Phi_R^{R_3}) \ldots \otimes \Phi_R^{R_N}),
\]

where \( R = \{ R_1, R_2, \ldots, R_N \} \) and \( R = R_1 \cup R_2 \cup \ldots \cup R_N = \{ A_1, A_2, \ldots, A_i \} \). The relations \( \Phi_R^{R_i} \) are marginals of relation \( \Phi_R \) over \( S = R \cup \{ f_{\sigma R} \} \). Recall that \( \Phi_R \) represents a decomposable joint probability distribution \( \phi_R \). This means that the corresponding hypergraph \( R \) is a hypertree. In defining the mapping \( m_R \), we have tacitly assumed that the sequence, \( R_1, R_2, \ldots, R_N \), is a tree construction ordering for the hypertree \( R \), and \( L = \{ R_{j(3)} \cap R_2, R_{j(3)} \cap A_3, \ldots, R_{j(N)} \cap R_N \} \) is its intersection set.

The tableau for \( m_R \), \( T_R \), is defined as follows. The scheme for \( T_R \) is \( S = R \cup \{ f_{\sigma R} \} \). \( T_R \) has \( N \) rows, \( w_1, w_2, \ldots, w_N \). Row \( w_1 \) has the distinguished variable \( a_j \) in the \( A_j \)-column exactly when \( A_j \in R_i \). The variable of the attribute \( f_{\sigma R} \) in row \( w_i \), is defined by \( p_i = \phi_R(w_i[R]) \). The remaining nondistinguished variables in \( w_i \), are unique and they appear in no other rows of \( T_R \).

**Example 1.** Let \( R = \{ R_1, R_2, R_3 \} = \{ A_1, A_2, A_3, A_4 \} \). The tableau \( T_R \) for \( m_R \) is shown in Figure 2. □

To complete the definition for the mapping \( T_R \), we need to choose suitable values for the function \( \psi_R \) in the individual rows, \( \psi_R(\delta(w_\delta)) \). Then, that \( T_R(\Phi_R) = m_R(\Phi_R) \) for any relation \( \Phi_R \) over scheme \( S \). Recall that \( \delta(p_i) = \phi_R(\delta(w_i)) \). For this purpose, we define \( \psi_R(\delta(w_\delta)) \) as follows:

\[
\psi_R(\delta(w_\delta)) = \phi_R(\delta(w_1[R])) \ldots \phi_R(\delta(w_N[R]))
\]

\[
= \phi_R(\delta(w_\delta[R_{j(2)} \cap R_2])) \ldots \phi_R(\delta(w_\delta[R_{j(N)} \cap R_N])).
\]

Note that if \( \delta(T_R) \subseteq \Phi_R \), by substituting the values \( \psi_R(\delta(w_\delta[R])) \) defined by Equation 4 into Equation 3, it immediately follows that \( T_R(\Phi_R) = m_R(\Phi_R) \). That is, the marginalize-product-join mapping \( m_R \) and the tableau \( T_R \) define the same function between relations over scheme \( S \).

Note that the tableau \( T_1 \), containing only the row \( w = \langle w_4, \psi_R(w_\delta) \rangle \) with \( \psi_R(w_\delta) = \phi_R(w_\delta) \), is the identity mapping on all relations \( \Phi_R \) over the same scheme.

**3.3 THE CHASE**

We now describe a computation method, the chase, for testing implication of dependencies (independencies). We will focus primarily on logical implications of GAJDs.

Let \( P = SAT(C) \) be the set of relations \( \Phi_R \) defined by a set \( C \) of constraints. We say tableaux \( T_1 \) and \( T_2 \) are equivalent on \( P \), written \( T_1 \equiv_P T_2 \), if \( T_1(\Phi_R) = T_2(\Phi_R) \) for all \( \Phi_R \) in \( P \).

We first consider methods for modifying tableaux.
while preserving equivalence. A transformation rule for C is a method for changing a tableau T to a tableau T' with T \equiv T'. When P is the set of all relations, the set of all possible transformation rules is very limited. However, when the set of admissible relations is restricted, more rules are available. In this paper, we assume C is a set of GAJDs, and consider only one kind of transformation rules, the J-rules.

A J-rule corresponding to a GAJD, ⊗Q[\Phi_R], is defined as follows: Let the sequence Q_1, Q_2, ..., Q_q, be a tree construction ordering for the hypergraph Q = \{Q_1, Q_2, ..., Q_q\}, and let L_Q = \{Q_j(2) \cap Q_2, Q_j(3) \cap Q_3, ..., Q_j(q) \cap Q_q\} be its intersection set. Consider a tableau T over the scheme S = Q_1 \cup Q_2 \cup ... \cup Q_q \cup \{f_{\Phi_R}\} = Q \cup \{f_{\Phi_R}\} = \{A_1, A_2, ..., A_t, f_{\Phi_R}\}. Note that Q = T. The variable \(p_i\) of the attribute f_{\Phi_R} for row \(w_i\) in T is equal to \(p_i = \phi_R(w_i[R])\). Here we view tableau T as a relation over S. We say that rows \(w_{k_1}, w_{k_2}, ..., w_{k_q}\) of T (not necessarily distinct) are joinable on Q if there exists a row \(w\) not in T that agrees with \(w_{k_i}\) on Q_1, i.e., \(w[Q_i] = w_{k_i}[Q_i]\), \(1 \leq i \leq q\). The variable \(\phi_R(w[R])\) in row \(w\) is defined by:

\[
\phi_R(w[R]) = \frac{\phi_R(w_k[Q_1]) \cdots \phi_R(w_k[Q_q])}{\phi_R(w[Q_{j(2)} \cap Q_2]) \cdots \phi_R(w[Q_{j(q)} \cap Q_q])} \quad (5)
\]

Add this row \(w\) to T to form tableau \(T'\).

Equation 5 can be equivalently expressed as:

\[
\phi_R(w[R]) = \frac{\phi_R^Q(w_k[Q]) \cdots \phi_R^Q(w_k[Q])}{\phi_R(w[Q_{j(2)} \cap Q_2]) \cdots \phi_R(w[Q_{j(q)} \cap Q_q])}. \quad (6)
\]

It should be noted that \(Q_j(i) \cap Q_1 = w_{j(i)} \cap w_i, \quad 2 \leq j \leq q\).

Example 2. Consider the tableau \(T_R\) given in Figure 2. The J-rule for the GAJD, \(\otimes\{A_1A_2, A_2A_3A_4\}[\Phi_R]\), can be applied to the first row \(w_1 = <a_1, a_2, b_1, b_2, \phi_R(a_1, a_2, b_1, b_2)\ >\) and the second row \(w_2 = <b_3, a_2, a_3, b_4, \phi_R(b_3, a_2, a_3, b_4)\ >\) of \(T_R\) to generate the row \(w_3 = <a_1, a_2, a_3, b_4, \phi_R(a_1, a_2, a_3, b_4)\ >\), where

\[
\phi_R(w_3[A_1A_2A_3A_4]) = \frac{\phi_R(a_1, a_2, a_3, b_4)}{\phi_R(a_1, a_2, a_3, b_4)} = \frac{\phi_R(w_1[A_1A_2]) \cdot \phi_R(w_2[A_2A_3A_4])}{\phi_R(w_3[A_1A_2] \cap \{A_2A_3A_4\})} = \frac{\phi_R(a_1, a_2) \cdot \phi_R(a_2, a_3, b_4)}{\phi_R(a_2)} = \frac{\phi_R^A(a_1, a_2, b_1, b_2) \cdot \phi_R^A(b_3, a_2, a_3, b_4)}{\phi_R(a_2)}.
\]

Tableau \(T'_R\) in Figure 3 is the result of this application. Note that we cannot construct the row \(w = <a_1, a_2, a_3, a_4, \phi_R(a_1, a_2, a_3, a_4)\ >\) since no J-rule exists which applies to attribute \(A_3\).

Clearly, when the set P of relations over S is defined by a set C of GAJDs, i.e., \(P = SAT(C)\), the corresponding J-rules can be used to generate for each tableau another tableau. It can be shown that the J-rules associated with a set C of GAJDs are a Finite Church-Rosser (FCR) system [11]. That is, the resultant tableau \(T^*\) is unique, independent of the order in which the rules were applied. The tableau \(T^*\)-called the chase of \(T\) under C, written \(chase_C(T)\), is obtained from \(T\) by repeated applications of the rules in \(C\) until no new row is being generated.

Let \(T_0, T_1, T_2, ..., T_n\) denote a generating sequence for \(T\) in the chase such that \(T_0 = T, T_n\) is obtained from \(T_{n-1}\) by an application of a rule in \(C\), and \(T_n = T^*\). It is not difficult to see from Equation 6 that \(T_{n-1} \equiv P\) \(T_i, 1 \leq i \leq n\). This means that \(T \equiv P\ T^*\).

4 TESTING IMPLICATION OF DEPENDENCIES

In this section, we demonstrate that the chase is a remarkable tool for reasoning about dependencies. In particular, we show how it can be used for testing logical implications of probabilistic dependencies (independences). It can also be used to derive nontrivial theoretical results.

We desire a means to test when all the relations \(\Phi_R\) in P described by a set of constraints C (i.e., \(P = SAT(C)\)), satisfy a particular GAJD, say \(\otimes[\Phi_R]\). That is, we want to test if C \(\models \otimes[\Phi_R]\) or \(T_R[\Phi_R]\) \(\Phi_R\) holds for all \(\Phi_R\)'s in \(P\). When this holds, the tableau \(T_R\) for the GAJD, \(\otimes[\Phi_R]\), is equivalent to the identity mapping on \(P\). Testing for this condition amounts to showing whether or not \(T_R^* = chase_C(T_R)\) contains the row \(<a_1, a_2, ..., a_i, \phi_R(w_d)\ >\).

Suppose \(T_R^*\) does contain the row \(w = <w_d, \phi_R(w_d) >\), where \(w_d = <a_1, a_2, ..., a_l\ >\) and
\[ R \mid = l. \] By assumption, \( R \) is a hypertree. Let \( R_1, R_2, \ldots, R_N \) be a hypertree construction ordering for \( R \), i.e., \( R_i \) is a twig of \( \{ R_1, R_2, \ldots, R_l \} \), \( 2 \leq i \leq N \). Since the chase procedure is a FCR system, we may assume that the row \( w \) was obtained by applying \( n \leq N - 1 \) distinct \( J \)-rules, \( J_1, J_2, \ldots, J_n \), in \( C \) sequentially according to the ordering, \( R_N, R_{N-1}, \ldots, R_1 \). For convenience, we label the rows, \( w_N, w_{N-1}, \ldots, w_1 \), of \( T_R \) corresponding to this ordering. Assume that rule \( J_1 \) corresponds to the GAJD, say \( \otimes_{Q[R]} \), where \( Q = \{ R_N, R_{N-1}, \ldots, R_{q+1}, Q_q \} \), \( | Q | = N - q + 1 \), and \( R = R_N \cup R_{N-1} \cup \ldots \cup R_{q+1} \cup Q_q \). Applying rule \( J_1 \) to the rows, \( w_N, w_{N-1}, \ldots, w_{q+1}, w_q \) of \( T_R \), we obtain from Equation 5 the row \( w'_q = < w[R], \phi_R(w[R]) > \), where

\[
\phi_R(w'_q[R]) = \frac{\phi_R(w_N[R_N]) \ldots \phi_R(w_q[Q_q])}{\phi_R(w'_q[R_{(N)\cap R_N}] \ldots \phi_R(w'_q[R_{(q+1)\cap R_{q+1}}])}
\]

Next, we apply rule \( J_2 \) for the GAJD, say \( \otimes_S[\Phi_R] \), to the rows, \( w'_q, w_{q-1}, \ldots, w_1 \), where \( | S | = q - s + 1 \), and so on. Finally we obtain:

\[
\phi_R(w_d) = \phi_R(a_1, a_2, \ldots, a_t) \frac{\phi_R(w_N[R_N]) \ldots \phi_R(w_1[R_1])}{\phi_R(w_d[R_{(N)\cap R_N}] \ldots \phi_R(w_d[R_{(2)\cap R_2})]}
\]

where \( w_N, w_{N-1}, \ldots, w_1 \) are the original rows of \( T_R \) corresponding to the relational schemes \( R_N, R_{N-1}, \ldots, R_1 \), respectively. Since, by the construction of \( T_R \), \( w_i[R_i] \) contains the distinguished \( A_k \) in the \( A_k \)-column exactly when \( A_k \in R_i \), we have \( w_i[R_i] = w_d[R_i], 1 \leq i \leq N \). Thus, Equation 7 can be written as:

\[
\phi_R(w_d) = \phi_R(w_d[R_N]) \cdots \phi_R(w_d[R_1])
\]

This means that \( \phi_R \) is a decomposable probability distribution. Thus, \( T_R'' \) is indeed the identity mapping on \( P \). Since \( T_R \equiv_p T_R'' \), the condition \( T_R(\Phi_R) = \Phi_R \) is satisfied by all the relations \( \Phi_R \) in \( P \). Similarly, we can show that the converse is true. That is, if \( C \) implies the GAJD, \( \otimes_R[\Phi_R], T_R'' \) must contain the row \( w = \langle a_1, a_2, \ldots, a_t, \phi_R(w_d) \rangle \), where \( \phi_R(w_d) \) is defined by Equation 8.

It is important to note that the test for whether \( T_R'' \) contains the row \( \langle a_1, a_2, \ldots, a_t, \phi_R(w_d) \rangle \) can simply be done by checking whether there exists the row \( w \) in \( T_R'' \) such that \( \phi_R(w[R]) = \langle a_1, a_2, \ldots, a_t \rangle \).

The above results are summarized in the following theorem.

**Theorem 2** Let \( C \) and \( \otimes_R[\Phi_R] \) be sets of GAJDs over the scheme \( S = R \cup \{ f_{\phi_R} \} \). Let \( T_R \) be the tableau corresponding to the GAJD, \( \otimes_R[\Phi_R] \), and let \( T_R' = \text{chase}_C(T_R) \) be the result of the chase, where \( R = \{ R_1, R_2, \ldots, R_N \} \) and \( R = R_1 \cup R_2 \cup \ldots \cup R_N \). Then \( C : \otimes_R[\Phi_R] \) iff there exists a row \( w \) in \( T_R' \) such that \( \phi_R(w[R]) = \langle a_1, a_2, \ldots, a_t \rangle \), where \( | R | = d \).

**Example 3.** Let \( T_R \) be the tableau corresponding to the GAJD, \( \otimes_R = \otimes\{ A_1A_2, A_2A_3, A_3A_4 \} \), as shown in Figure 2, and let \( C = \{ \otimes\{ A_1A_2, A_2A_3, A_3A_4 \}, \otimes\{ A_1A_2A_4, A_3A_4 \} \} \) be a set of constraints. (For simplicity, \( \otimes_R[\Phi_R] \) is written as \( \otimes_R \).) As in Example 2, we can apply the \( J \)-rule for \( \otimes\{ A_1A_2, A_2A_3, A_4 \} \) to the first and second rows of \( T_R \) to produce the row \( w_3 = \langle a_1, a_2, a_3, b_4, \phi_R(a_1, a_2, a_3, b_4) \rangle \) in Figure 3. Similarly, the \( J \)-rule \( \otimes\{ A_1A_2A_3, A_3A_4 \} \) can be applied to the third and fourth rows of \( T_R' \) in Figure 3 to generate the row \( w_4 = \langle a_1, a_2, a_3, a_4, \phi_R(a_1, a_2, a_3, a_4) \rangle \).

Tableau \( T_R'' \) in Figure 4 is the result of this application.

Note that the expression \( \phi_R(a_1, a_2, a_3, a_4) \) in Figure 4 can be expressed as:

\[
\phi_R(a_1, a_2, a_3, a_4) = \frac{\phi_R(a_1, a_2, b_1, b_2) \cdot \phi_R(b_3, a_2, a_3, b_4)}{\phi_R(\phi(a_2, a_3, a_4)}}
\]

Since \( T_R'' \) contains the row \( w = \langle a_1, a_2, a_3, a_4, \phi_R(a_1, a_2, a_3, a_4) \rangle \), by Theorem 2, one can therefore conclude that

\[
\{ \otimes\{ A_1A_2, A_2A_3A_4 \}, \otimes\{ A_1A_2A_3, A_3A_4 \} \} \vdash \{ A_1A_2, A_2A_3, A_3A_4 \}. \]
5 CONCLUSION

We have shown in this paper that the chase technique provides an alternative method for testing logical implication of probabilistic dependencies. Although the chase computation may need exponential time in the worst case, our preliminary investigations indicate that this technique is a powerful tool in the study of dependencies and optimization problems in probabilistic reasoning. More importantly, perhaps, the present study further demonstrates the close relationship between relational and probabilistic knowledge systems.
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