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Abstract. Suppose $Y$ is an integer homology 3-sphere, Taubes [Tau90] proved that the number of irreducible critical orbits of the perturbed Chern-Simons functional on $Y$, counted with signs, is equal to the algebraic intersection number of two character varieties associated with Heegaard splittings when the structure group is SU(2). Taubes’ result established a relationship between gauge theory and the Casson invariant. This article proves an analogous identification result for SU($n$) generalized Casson invariants. As a special case, we show that the SU(3) Casson invariant of Boden-Herald [BH98] can be equivalently calculated by taking an appropriate intersection number of Lagrangian submanifolds.

1. Introduction

In 1985, Casson introduced an invariant for integer homology 3-spheres (see [AM90, Mar88]) by considering the SU(2)-representations of the fundamental group. Suppose $Y$ is an integer homology 3-sphere with a Heegaard splitting $Y = H_1 \cup \Sigma H_2$, then the inclusions of $\Sigma$ in $H_1$ and $H_2$ induce embeddings of the SU(2)-character varieties of $\pi_1(H_1)$ and $\pi_1(H_2)$ into the SU(2)-character variety of $\pi_1(\Sigma)$. The character variety of $Y$ is given by the intersection of the character varieties of $M_1$ and $M_2$ as a set. After taking a sufficiently small generic perturbation on the embeddings, one obtains a well-defined intersection number of the character varieties of $\pi_1(H_1)$ and $\pi_1(H_2)$. The intersection number is always even (see, for example, [Sav11, Corollary 17.6]), and the Casson invariant is defined to be half of this intersection number.

On the other hand, let $P$ be the trivial SU(2) bundle over $Y$ with a fixed trivialization, and let $C(Y)$ be the affine space of smooth connections on $P$. Let $\theta$ be the flat connection associated with the given trivialization of $P$. For $B \in C(Y)$, suppose $B = \theta + b$ where $b \in \Omega^1(Y, su(2))$, then the Chern-Simons functional

$$CS : C(Y) \rightarrow \mathbb{R}$$

is defined by

$$CS(B) = \frac{1}{2} \int_Y \text{Tr} \left( db \wedge b + \frac{2}{3} b \wedge b \wedge b \right).$$

After fixing a Riemannian metric on $Y$, the formal gradient of CS at $B \in C(Y)$ is equal to $*F_B$, where $*$ is the Hodge star operator of the given metric; therefore, the critical points of CS are given by flat connections, and the set of critical orbits of CS has a one-to-one correspondence with the conjugacy classes of SU(2)-representations of $\pi_1(Y)$. Taubes [Tau90] proved that after adding a generic perturbation to the Chern-Simons functional, the signed count of its critical orbits is equal to two times the Casson invariant.
A natural question about the Casson invariant is whether it can be extended to more general groups and more general 3-manifolds. This question has been studied intensively since the introduction of the theory, and many constructions are given using either intersection of character varieties arisen from Heegaard splittings or the Chern-Simons functionals. The Heegaard-splitting approach has been studied by Boyer-Nicas [BN90], Walker [Wal92], Cappell-Lee-Miller [CLM90], and Curtis [Cur94]. More recently, Abouzaid-Manolescu [AM17] studied the intersection of $\text{SL}_2(\mathbb{C})$ character varieties arisen from Heegaard splittings and obtained a sheaf-theoretic 3-manifold invariant. On the gauge theory side, Boden-Herald [BH98] defined an $\text{SU}(3)$ Casson invariant for integer homology spheres by introducing real-valued correction terms on the reducible critical orbits. Variations of the $\text{SU}(3)$ Casson invariant have also been defined by Boden-Herald-Kirk [BHK01] and Cappell-Lee-Miller [CLM02]. Together with Zhang, the author [BZ20] generalized the construction of Boden-Herald and defined perturbative $\text{SU}(n)$–Casson invariants for integer homology spheres. The construction of [BZ20] is reviewed in Section 2.

This article studies the relationship of the gauge-theoretic generalization of Casson invariants in [BZ20] with Heegaard splittings. We obtain an identification result analogous to Taubes’ theorem [Tau90]: the quantities entering into the definition of the $\text{SU}(n)$–Casson invariant could all be expressed in terms of quantities constructed using finite-dimensional symplectic geometry. As a special case, we show that the $\text{SU}(3)$ Casson invariant of Boden-Herald [BH98] is equal to an appropriate equivariant intersection number of character varieties associated with Heegaard splittings.

Now we describe the contents of this paper in more detail. Let $Y = H_1 \cup_\Sigma H_2$ be a closed, oriented 3-manifold with a Heegaard splitting, and let $G$ be a compact Lie group with Lie algebra $\mathfrak{g}$. In general, the $G$–character variety of $\pi_1(\Sigma)$ have singularities. Their appearance put forth difficulties on constructing perturbations and studying intersection theory from the differential-geometric approach. To get around this difficulty, we make use of the extended moduli space of flat connections $\mathcal{M}^g(\Sigma')$ on $\Sigma'$ introduced by Jeffrey [Jef94] and Huebschmann [Hue95] to study an equivalent question using equivariant geometry, where $\Sigma'$ be the Riemann surface obtained from $\Sigma$ be removing a disc. Roughly speaking, there is an open subset $\mathcal{M}^g(\Sigma') \subset \mathcal{M}^g(\Sigma')$ which is a smooth symplectic manifold and there is a Hamiltonian $G$–action on $\mathcal{M}^g(\Sigma')$ whose moment map reduction $\mu^{-1}(0)/G$ is naturally identified with the $G$–character variety of $\pi_1(\Sigma)$. The $G$–character varieties of $\pi_1(H_1)$ and $\pi_1(H_2)$ could be lifted to two smooth Lagrangian submanifolds $L_1$, $L_2$ of $\mathcal{M}^g(\Sigma')$ which are invariant under the $G$–action. They are also contained in $\mu^{-1}(0)$. Details of the definition and properties of the extended moduli space will be reviewed in Section 3. Note that the extended moduli spaces were used in the work of Manolescu-Woodward [MW12] to define a symplectic version of instanton Floer homology.

We are then interested in studying the $G$–equivariant intersection theory of $L_1$ and $L_2$. In Section 4, we introduce a transversality result on Hamiltonian perturbations that allows us to perturb $L_1$ and $L_2$ equivariantly so that their intersection is non-degenerate (see Definition 4.1). Actually, in Section 5.1, we introduce the notion of a compatible pair of a holonomy perturbation $f_q$ on the 3–manifold $Y$ and a $G$–equivariant Hamiltonian perturbation $\Phi_H$ on $\mathcal{M}^g(\Sigma')$ such that there is a
one-to-one correspondence between gauge orbits of \( f_{\Omega} \)-perturbed flat connections on \( Y \) and \( G \)-orbits of \( \Phi_H(L_1) \cap L_2 \). Moreover, the non-degeneracy of connection is equivalent to the non-degeneracy of Lagrangian intersection for such a compatible pair. Therefore, we can use the equivariant transversality result on the symplectic side to construct preferred holonomy perturbation on \( Y \) to simplify the calculation of generalized Casson invariants.

Let \( p, q \) be two intersection points of \( L_1 \) and \( L_2 \) after perturbation, and choose a disk \( D \) such that \( \partial D = \gamma_1 \cup \gamma_2 \), where \( \gamma_1 \) and \( \gamma_2 \) are two arcs connecting \( p \) and \( q \) on \( L_1 \) and \( L_2 \) respectively. Suppose \( H \subset G \) is a closed subgroup and for every \( z \in D \) we assume that the stabilizer of \( z \) contains \( H \) as a subgroup. For such data, we define an equivariant Maslov index \( \mu^H(D) \) in Section 4.2 which takes value in the representation ring of \( H \). On the other hand, the disk \( D \) defines a 1-parameter family \( B_t(D) \) of (not necessarily) flat \( G \) connections on \( Y \) connecting the perturbed flat connections on \( Y \) induced by \( p \) and \( q \). In [BZ20], the authors defined the equivariant spectral flow for a family of self-adjoint operators. The main identification result of this paper is the following theorem, where the more precise statement is given in Theorem 5.19.

**Theorem 1.1.** The equivariant Maslov index \( \mu^H(D) \) is equal to the equivariant spectral flow associated with the 1-parameter family of connections \( B_t(D) \) on \( Y \).

The proof of Theorem 1.1 is presented in Section 5. It follows from a combination of Nicolaescu’s arguments in [Nic95], which allow us to identify the \( H \)-equivariant spectral flow of \( B_t(D) \) with certain infinite-dimensional Maslov index (Theorem 5.8), Dostoglou-Salamon’s adiabatic limit result in [DS94] which reduces the infinite-dimensional Maslov index to some finite-dimensional Maslov index (Theorem 5.17), and some observations regarding the relation between tangent space of the extended moduli space \( \hat{\mathcal{M}}^0(\Sigma) \) and twisted harmonic forms.

After a further identification between the symplectic areas and Chern-Simons invariants coming into the definitions of \( SU(3) \)-Casson invariants on symplectic and gauge-theoretic sides, we prove

**Theorem 1.2.** Let \( Y = H_1 \cup_{\Sigma} H_2 \) be an integer homology 3-sphere equipped with a Heegaard splitting such that the genus of \( \Sigma \) is at least \( 3 \). Suppose \( \Phi_H \) is a sufficiently small \( G \)-equivariant Hamiltonian perturbation on \( \hat{\mathcal{M}}^0(\Sigma) \) such that \( \Phi_H(L_1) \) intersect \( L_2 \) non-degenerately. Let \( \tilde{[\theta]} \in \Phi_H(L_1) \cap L_2 \) be the intersection coming from perturbing the product connection \( [\theta] \in L_1 \cap L_2 \). Given any \( p \in \Phi_H(L_1) \cap L_2 \), let \( D(p) \) be a disc in \( \hat{\mathcal{M}}^0(\Sigma') \) as above which connects \( p \) and \( \tilde{[\theta]} \). For any \( p \), choose a point \( \tilde{p} \) in \( L_1 \cap L_2 \) close to \( p \) and let \( D(\tilde{p}) \) be a disc connecting \( \tilde{p} \) and \( \tilde{[\theta]} \) which is close to \( D(p) \). Then the Boden-Herald \( SU(3) \)-Casson invariant is equal to

\[
\lambda_{SU(3)}(Y) = \sum_{[p] \in (\Phi_H(L_1) \cap L_2)^{rr}} (-1)^{\mu(D(p))} - \sum_{[p] \in (\Phi_H(L_1) \cap L_2)^{red}} (-1)^{\mu_s(D(p))} (\mu_s(D(p)) - \frac{\omega(D(\tilde{p}))}{2\pi^2} + 1).
\]

(1.1)

In the above formula, \((\Phi_H(L_1) \cap L_2)^{rr}\) is the set of \( G \)-orbits of \((\Phi_H(L_1) \cap L_2)\) whose stabilizer is isomorphic to the center of \( SU(3) \) and \((\Phi_H(L_1) \cap L_2)^{red}\) is the
set of $G$–orbits of $(\Phi_H(L_1) \cap L_2)$ whose stabilizer is isomorphic to $U(1)$ which corresponds to perturbed SU(2)–flat connections on $Y$. The index $\mu(D(p))$ is the equivariant Maslov index with respect to the trivial group, while the indices $\mu_1(D(p))$ and $\mu_2(D(p))$ are the trivial and nontrivial component of the $U(1)$–equivariant Maslov index $\mu_{U(1)}(D(p))$ respectively. The symbol $\omega(D(p))$ is the symplectic area of the disc $D(p)$ with respect to the symplectic form on $\mathcal{M}^\Phi(\Sigma')$.

The reader might have realized that this is parallel to the definition of Casson-Walker invariant \[ Wal92, \text{equation (2.2)} \] for rational homology spheres.

We hope that the symplectic approach used in this paper could help understand structural aspects of the generalized Casson invariants. Indeed, in \[ Wal92 \], Walker proved that the SU(2)–Casson-Walker invariant is combinatorial in nature based on studying various isotopies of character varieties relevant to Dehn surgeries on 3–manifolds. The combinatorial approach was generalized by Leskop in \[ Les96 \] to define invariants for all 3–manifolds. The symplectic geometry provides much flexibility, though the use of Chern-Simons type invariants in our definition might put obstructions to the understanding. However, given a knot $K \subset Y$, let $Y_{1/k}(K)$ be the 3–manifold obtained by doing Dehn surgery of $Y$ along $K$ with slope $1/k$, it is reasonable to expect that the SU($n$)–Casson invariants of $Y_{1/k}(K)$ might satisfy the asymptotic growing rate $k^{n-1}$ as $k \to \infty$ for a fixed $n$. When $n = 2$, this is the classical surgery formula for Casson-Walker invariants, see \[ Wal92, \text{Chapter 3}; \] when $n = 3$, such speculation is supported by the discussion in \[ BHK05, \text{Section 6} \]. We will not discuss this topic further in this paper.
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2. Recap of 3–dimensional gauge theory

In this section, we recall some definitions and results from \[ BZ20 \] which will be used in this paper. Interested readers should consult loc.cit. for full details.

2.1. Some linear algebra. Let $G$ be a connected compact Lie group. Write the representation ring of $G$ as $\mathcal{R}(G)$ and let $\mathcal{R}(G) \otimes \mathbb{R}$ be its natural $\mathbb{R}$–extension.

**Definition 2.1.** Define $\mathcal{R}_G$ to be the set of conjugation equivalence classes of the triple $(H, V, \rho)$, where $H$ is a closed subgroup of $G$, and $\rho : H \to \text{Hom}(V,V)$ is a finite-dimensional $\mathbb{R}$–linear representation of $H$. We say that $(H, V, \rho)$ is conjugation equivalent to $(H', V', \rho')$, if there exists $g \in G$ and an isomorphism $\varphi : V \to V'$, such that

$$H' = gHg^{-1},$$

and

$$\rho'(ghg^{-1}) = \varphi \circ \rho(h) \circ \varphi^{-1}.\]$$

Given a closed subgroup $H \subset G$, let $\mathcal{R}_G([H])$ be the subset of $\mathcal{R}_G$ consisting of elements represented by representations of $H$. Any $\sigma \in \mathcal{R}_G$ is called irreducible if it is represented by an irreducible representation.

**Definition 2.2.** Let $H$ be a closed subgroup of $G$. Define

$$i^H_G : \mathcal{R}_H \to \mathcal{R}_G$$

be the tautological map by identifying subgroups of $H$ as subgroups of $G$. 
Given a compact Lie group $H$, if $V$ is an irreducible $\mathbb{R}$-linear $H$–representation, recall that $V$ is said to be of type $\mathbb{R}, \mathbb{C}$ or $\mathbb{H}$, if $\text{hom}_H(V, V) \cong \mathbb{R}, \mathbb{C}$ or $\mathbb{H}$ respectively.

**Definition 2.3.** Suppose $V$ is an orthogonal irreducible $H$–representation of type $K \in \{\mathbb{R}, \mathbb{C}, \mathbb{H}\}$. Given $r \in \mathbb{Z}_{>0}$, define $d_V(r)$ to be the dimension of self-adjoint maps on $V^r$ intertwining with the $H$ action. In other words,

$$d_V(r) = \begin{cases} \frac{1}{2}r(r+1) & \text{if } K = \mathbb{R}, \\ r^2 & \text{if } K = \mathbb{C}, \\ 2r^2 - r & \text{if } K = \mathbb{H}. \end{cases}$$

**Definition 2.4.** Given $\sigma \in \mathcal{R}_G$ with representative given by $(H, V, \rho)$ such that $V$ is an orthogonal $H$–representation, suppose the isotypic decomposition of $V$ as an $H$–representation is given by

$$V \cong V_{1}^{\oplus a_1} \oplus \cdots \oplus V_{m}^{\oplus a_m}.$$ 

Define the dimension function of $\sigma$, denoted by $d(\sigma)$, to be the following quantity:

$$d(\sigma) = \sum_{i=1}^{m} d_V(a_i).$$

This definition is independent of the choice of the representative of the equivalence class $\sigma$. According to Schur’s lemma, $d(\sigma)$ is equal to the dimension of $H$–equivariant self-adjoint linear endomorphisms, denoted by $\text{Sym}_H(V)$, of the representation $V$. The following lemma is [BZ20, Lemma 3.18].

**Lemma 2.5.** Suppose $\sigma \in \mathcal{R}_G([H])$ is represented by the triple $(H, V, \rho)$ such that $V$ is an orthogonal $H$–representation. Let $\text{Sym}_{H, \sigma}(V) = \{s \in \text{Sym}_H(V) | \sigma \cong (H, \ker(\sigma), \rho_{|\ker(\sigma)})\}$. Then $\text{Sym}_{H, \sigma}(V)$ is a smooth submanifold of $\text{Sym}_H(V)$ of codimension $d(\sigma)$. If $K \subset \text{Sym}_H(V)$ is a linear space, let $\Pi : V \to \ker(\sigma)$ be the orthogonal projection, then $s + K$ is transverse to $\text{Sym}_{H, \sigma}(V)$ at $s$ if and only if the map taking $l \in K$ to $(x \mapsto \Pi(l(x))) \in \text{Sym}_{H}(\ker(\sigma))$ is surjective.

### 2.2. Some 3–dimensional gauge theory.

Let $Y$ be a smooth, oriented, closed 3–manifold equipped with a Riemannian metric. Suppose $G$ is a compact, connected and simply-connected Lie group and let $\mathfrak{g}$ be its Lie algebra. Let $P = Y \times G$ be the product principal $G$–bundle over $Y$. We use $\theta$ to represent the trivial product connection on $P$. Fix an integer $k \geq 2$. Let $C(Y)$ be the affine space of $L^2_k$–connections over $P$, which is an affine space modeled on $L^2_k(T^*Y \otimes \mathfrak{g})$. Let $G_Y$ be the $L^2_{k+1}$–gauge group of $P$. Then $G_Y$ acts smoothly on $C(Y)$ via gauge transformation. Given $B = \theta + b \in C(Y)$, where $b \in L^2_k(T^*Y \otimes \mathfrak{g})$, let $\text{Stab}(B)$ and $\text{Orb}(B)$ be the stabilizer group and orbit of $B$ under the $G_Y$–action respectively. For $H \subset G$, let $C(Y)^H$ be the subset of $C(Y)$ consisting of connections whose stabilizer contains a subgroup of $G$ which is conjugate to $H$.

Recall the Chern-Simons functional $CS$ on $C(Y)$ is an $\mathbb{R}$–valued smooth function

$$CS(\theta + b) := \frac{1}{2} \int_Y db \wedge b + \frac{1}{3} \int_Y [b \wedge b] \wedge b. \quad (2.1)$$

Using the Riemannian metric on $Y$, we have

$$(\text{grad} CS)(B) = *F_B$$

for all $B \in C(Y)$, where $F_B = db + \frac{1}{2}[b, b]$ is the curvature of $B$ and $*$ is the Hodge star operator. In particular, critical points of $CS$ correspond to flat connections over $P$. 
Next we discuss about a slight generalization of the holonomy perturbation [Don87], [Flo88]. We follow the notation of [KM11]. This form of holonomy perturbation will be used later in Section 5. Regard the circle $S^1$ as $\mathbb{R}/\mathbb{Z}$. We identify the open unit disc in the plane $D^2$ with the open cube $(-1,1)^2$.

**Definition 2.6.** A cylinder datum is a tuple $(q_1,\cdots,q_m,\beta,h_s)$ with $m\in \mathbb{Z}_{>0}$ that satisfies the following conditions.

1. $q_i: S^1 \times D^2 \cong S^1 \times (-1,1)^2 \to Y$ is a smooth immersion for $i = 1,\cdots,m$;
2. there exists $\epsilon > 0$ such that $q_1,\ldots,q_m$ coincide on $(-\epsilon,\epsilon) \times D^2$;
3. $\beta$ is a non-negative, compactly supported smooth function on $(-1,1)$, such that
   \[ \int_{-1}^{1} \beta = 1; \]
4. For any $-1 \leq s \leq 1$, $h_s: G^m \to \mathbb{R}$ is a smooth function that is invariant under the diagonal action of $G$ by conjugations and the family $\{h_s\}_{-1 \leq s \leq 1}$ depends smoothly on $s$.

Given $B \in \mathcal{C}(Y)$ and cylinder datum $q = (q_1,\cdots,q_m,\beta,h_s)$, we can define the holonomy map of $B$ by

\[ \text{Hol}_q(B): D^2 \to G^m \]

\[ z \mapsto (\text{Hol}_{q_{1,z}}(B), \cdots, \text{Hol}_{q_{m,z}}(B)), \]

where $\text{Hol}_{q_{i,z}}(B)$ is the element in $G$ obtained by the holonomy of $B$ along the loop $q_i(S^1 \times \{z\})$ for $1 \leq i \leq m$ using the trivialization $P_{[0]} \times \{z\} \cong G$. Then the cylinder function associated to $q$ is defined to be the map

\[ f_q: \mathcal{C}(Y) \to \mathbb{R} \]

\[ B \mapsto \int_{-1}^{1} \int_{-1}^{1} \beta(\lambda)h_s(\text{Hol}_q(B))d\lambda ds, \]

where we use the coordinate $z = (\lambda, s)$ under the identification $D^2 \cong (-1,1)^2$. When $h_s = \chi(s)h$ such that $h: G^m \to \mathbb{R}$ is a smooth function invariant under the diagonal action of $G$ by conjugations and $\chi : (-1,1) \to \mathbb{R}$ is a compactly supported smooth function with $\int_{-1}^{1} \chi(s)ds = 1$, the 2–form $\beta(\lambda)\chi(s)d\lambda d\lambda ds$ defines a non-negative bump 2–form over $D^2$ with total integration 1 and $f_q$ is the usual cylinder function as in [KM11]. These cylinder functions are smooth over $\mathcal{C}(Y)$ and have well-defined formal gradients. Then one can follow the procedure in [KM11, Definition 3.6] to construct the Banach space of holonomy perturbations, which is denoted by $\mathcal{P}$. Given any $\pi \in \mathcal{P}$, write the associated function over $\mathcal{C}(Y)$ as $f_\pi$ and let $V_\pi$ be the formal gradient of $f_\pi$. Let $DV_\pi$ be the derivative of $V_\pi$.

**Definition 2.7.** A connection $B$ is called $\pi$–flat if

\[ *F_B + V_\pi(B) = 0. \]

In other words, $B$ is a critical point of the functional $CS + f_\pi$.

Given a pair $B \in \mathcal{C}(Y)$ and $\pi \in \mathcal{P}$, we can define a self-adjoint Fredholm operator with index zero which has discrete real spectrum

\[ K_{B,\pi}: L^2_k(\mathfrak{g}) \oplus L^2_k(T^*Y \otimes \mathfrak{g}) \to L^2_{k-1}(\mathfrak{g}) \oplus L^2_{k-1}(T^*Y \otimes \mathfrak{g}) \]
by
\[ K_{B,\pi}(\xi, b) := (d_B^* b, d_B \xi + \ast d_B b +DV_\pi(B)(b)). \tag{2.2} \]
When \( B \) is \( \pi \)-flat, define \( \text{Hess}_{B,\pi} \) to be the operator
\[ \text{Hess}_{B,\pi} : \ker d_B^* \cap L_2^2(T^*Y \otimes \mathfrak{g}) \to \ker d_B^* \cap L_2^2(T^*Y \otimes \mathfrak{g}) \]
given by
\[ \text{Hess}_{B,\pi} := *d_B +DV_\pi(B). \]
This is a self-adjoint Fredholm operator with index zero. Note that both \( K_{B,\pi} \) and \( \text{Hess}_{B,\pi} \) are \( \text{Stab}(B) \)-equivariant operators.

**Definition 2.8.** A \( \pi \)-flat connection \( B \) is called non-degenerate if \( \text{Hess}_{B,\pi} \) is an isomorphism. A perturbation \( \pi \in \mathcal{P} \) is called non-degenerate if all the critical points of \( \text{CS} + f_\pi \) are non-degenerate.

Because the classical holonomy perturbations all arise as special cases of our formulation of holonomy perturbation, the transversality results proved in [BZ20, Section 4] all carry over due to the abundance of perturbations. The following proposition is [BZ20, Corollary 4.20, 4.21].

**Proposition 2.9.** The set \( \mathcal{P}^{reg} \subset \mathcal{P} \) of non-degenerate holonomy perturbations is of Baire second category.

For any pair \( \pi_0, \pi_1 \in \mathcal{P}^{reg} \), one can find a generic smooth path \( \pi_t : [0, 1] \to \mathcal{P} \) from \( \pi_0 \) to \( \pi_1 \), such that there are only countably many \( t \) where \( \pi_t \) is degenerate. Moreover, for every such \( t \) there is exact one degenerate critical orbit \( \text{Orb}(B) \) of \( \text{CS} + f_{\pi_t} \), and the kernel of \( \text{Hess}_{B,\pi_t} \) is an irreducible representation of \( \text{Stab}(B) \).

Next we recall definitions and results which lead to the definition of \( \text{SU}(n) \)-Casson invariants using gauge theory.

Let \( \mathcal{V} \) be a Hilbert space and \( \mathcal{D} \subset \mathcal{V} \) is a space whose image in \( \mathcal{V} \) is dense and the inclusion map is a compact operator. Let \( D_t : \mathcal{D} \to \mathcal{V}, t \in [0, 1] \) be a 1–parameter family of self-adjoint operators whose spectra are real and discrete. Let \( H \) be a connected compact Lie group and \( \mathcal{V} \) admits a linear \( H \)–action which preserves \( \mathcal{D} \). Suppose that for all \( 0 < t < 1 \), the operator \( D_t \) is equivariant with respect to the \( H \)–action. Given any \( W \) which is a finite-dimensional irreducible \( H \)–representation, we have an induced family of self-adjoint operators on \( \text{Hom}_H(W, \mathcal{V}) \) and let the spectral flow of this family be \( n_W \). We use the convention that if \( D_0 \) or \( D_1 \) has nontrivial kernel, the spectral flow of the family \( \{D_t\}_{0 \leq t \leq 1} \) is calculated by the spectral flow of \( \{D_t + \epsilon \cdot \text{id}\}_{0 \leq t \leq 1} \) where \( \epsilon > 0 \) is sufficiently small. Let \( \mathcal{R}^{irr}(H) \) be the set of finite-dimensional irreducible \( H \)–representations.

**Definition 2.10.** Define the \( H \)–equivariant spectral flow of \( \{D_t\}_{0 \leq t \leq 1} \), denoted by \( Sf_H(D_t) \) to be the following element in the representation ring \( \mathcal{R}(H) \):
\[ \sum_{W \in \mathcal{R}^{irr}(H)} n_W \cdot [W]. \tag{2.3} \]

Let \( \pi \in \mathcal{P} \) be a non-degenerate perturbation and suppose \( B \) is a \( \pi \)–flat connection. Suppose \( H \) is a closed subgroup of \( G \) and the group \( \text{Stab}(B) = H \).

**Definition 2.11.** Define \( Sf_H(B, \pi) \in \mathcal{R}(H) \) to be the \( H \)–equivariant spectral flow given by the homotopy from \( K_{B,\pi} \) to \( K_{\theta,0} \) constructed from the linear homotopy from \( (B, \pi) \) to \( (\theta, 0) \).
Because of the homotopy invariance of the spectral flow, $Sf_H(B, \pi)$ could be calculated by any path of $H$–equivariant operators connecting $K_{B, \pi}$ and $K_{\theta, 0}$.

Let $n \geq 2$ be an integer. Suppose the Lie group $G$ is given by SU($n$) and $\mathbb{C}^n$ is the standard representation of SU($n$). We further assume that $Y$ is an integer homology sphere. Let $\Sigma_n$ be the set of tuples of pairs of integers

$$((n_1, m_1), \ldots, (n_r, m_r)), r \geq 1$$

such that $n = \sum_{i=1}^r n_i m_i$. We also assume that $n_1 \leq \cdots \leq n_r$ and $m_i$'s are in non-decreasing order if the corresponding $n_i$'s are the same. By the discussion in [BZ20, Section 5], given any connection $B \in \mathcal{C}(Y)$, there exists $\sigma \in \Sigma_n$, such that the vector bundle

$$E = P \times_{\text{SU}(n)} \mathbb{C}^n$$

could be decomposed into

$$E \cong E(n_1)^{\oplus m_1} \oplus \cdots \oplus E(n_r)^{\oplus m_r} \quad (2.4)$$

satisfying

1. $E(n_i)$ is a trivial $\mathbb{C}$–vector bundle over $Y$ of rank $n_i$ for $1 \leq i \leq r$;
2. The connection $B$ preserves this decomposition and is decomposed into direct sums of irreducible unitary connections on each component $E(n_i)$.

Such a connection $B$ is called of type $\sigma$. Fix a $\sigma \in \Sigma_n$, connections with above decomposition define a subset $\mathcal{C}_\sigma(Y) \subset \mathcal{C}(Y)$. All elements in $\mathcal{C}_\sigma(Y)$ have stabilizers conjugate to a subgroup $H_\sigma \subset \text{SU}(n)$. Then $\mathcal{C}_\sigma(Y) \subset \mathcal{C}(Y)^{H_\sigma}$ and the linear path from $B \in \mathcal{C}_\sigma(Y)$ to $\theta$ stays in $\mathcal{C}(Y)^{H_\sigma}$.

Suppose $g : E \to E$ is a gauge transformation that is decomposed into the direct sum of gauge transformations $g_i : E(n_i) \to E(n_i)$ using (2.4). If $B \in \mathcal{C}_\sigma(Y)$, one can find $\tau_1, \ldots, \tau_r \in \mathcal{R}(H_\sigma)$ such that the $H_\sigma$–equivariant spectral flow from $K_{B, \pi}$ to $K_{g(B), \pi}$ is given by

$$\sum_{n_i \geq 2} \deg(g_i) \cdot \tau_i$$

which is independent of $B$ and $\pi \in \mathcal{P}$, where $\deg(g_i)$ is the degree of the map $H_3(Y; \mathbb{Z}) \to H_3(U(n_i); \mathbb{Z})$ induced by $g_i$. If $B$ is furthermore a flat connection and let $B_i$ be the $E(n_i)$–component of $B$, define

$$\text{CS}_\sigma(B) = \sum_{n_i \geq 2} \frac{\text{CS}(B_i)}{4\pi^2 n_i} \cdot \tau_i \in \mathcal{R}(H_\sigma) \otimes \mathbb{R}. \quad (2.5)$$

Now we are ready to recall the definition of the SU($n$)–Casson invariant. Let $\mathcal{C}_F(Y) \subset \mathcal{C}(Y)$ be the subspace consisting of flat connection on $P$. Let $\mathcal{U} \subset \mathcal{C}(Y)$ be an open subset containing $\mathcal{C}_F(Y)$ such that the inclusion

$$\mathcal{C}_F(Y) \cap \mathcal{C}(Y)^{H_\sigma} \hookrightarrow \mathcal{U} \cap \mathcal{C}(Y)^{H_\sigma}$$

induces a one-to-one correspondence on connected components. By Uhlenbeck compactness, there exists $r_0 > 0$ such that as long as $\pi \in \mathcal{P}$ satisfies $\|\pi\| < r_0$, the space of $\pi$–flat connections is contained in $\mathcal{U}$.

**Definition 2.12.** Suppose $\|\pi\| < r_0$ is a non-degenerate perturbation and let $B$ be a $\pi$–perturbed flat connection of type $\sigma \in \Sigma_n$. Take $g \in \mathcal{G}_Y$ such that $g(B) \in \mathcal{C}(Y)^{H_\sigma}$.
and let \( g(\hat{B}) \) be a genuine flat connection lying in the same connected component of \( U \cap C(Y)^{H_\sigma} \) as \( g(B) \). Define \( \text{ind}(B, \pi) \) to be
\[
\text{SF}_{H_\sigma}(g(B), \pi) - [\ker d_{g(\hat{B})}] - \text{CS}_\sigma(g(\hat{B})) \in \mathcal{R}(H_\sigma) \otimes \mathbb{R},
\]
where \( [\ker d_{g(\hat{B})}] \) is the \( H_\sigma \)-representation associated to the Lie algebra of \( \text{Stab}(B) \).

The following is proved in [BZ20, Section 5].

**Theorem 2.13.** There exists a set \( \mathcal{R}_{SU(n)} \), a well-defined map \( \mathcal{R}(H_\sigma) \otimes \mathbb{R} \to \mathcal{R}_{SU(n)} \) and a \( \mathbb{Z} \)-submodule \( \mathcal{B}_\text{SU}(n) \subset \mathcal{Z}\mathcal{R}_{SU(n)} \) with the following significance. Let \( [\text{ind}(B, \pi)] \) be the image of \( \text{ind}(B, \pi) \) in \( \mathcal{R}_{SU(n)} \). If \( \|\pi\| < r_0 \) is a non-degenerate perturbation, define
\[
\text{ind}_\pi := \sum_{\text{Orb}(B) \text{ is } \pi - \text{flat}} [\text{ind}(B, \pi)] \in \mathcal{Z}\mathcal{R}_{SU(n)}.
\]
Then for any pair of non-degenerate \( \pi_1, \pi_2 \in \mathcal{P} \) such that \( \|\pi_i\| < r_0 \) for \( i = 1, 2 \), we have
\[
\text{ind}_{\pi_1} - \text{ind}_{\pi_2} \in \mathcal{B}_\text{SU}(n).
\]
Therefore the image of \( \text{ind}_\pi \) in the \( \mathcal{Z} \)-module \( \mathcal{Z}\mathcal{R}_{SU(n)}/\mathcal{B}_\text{SU}(n) \) is a topological invariant of the integer homology sphere \( Y \). One can then use this quantity to construct Casson-type invariants using different normalizations. In particular, the \( \mathbb{R} \)-valued \( SU(3) \)-Casson invariant of Boden-Herald [BH98] could be recovered as a special case of the above construction.

Our goal is to present \( \text{ind}(B, \pi) \) using geometric quantities constructed from finite-dimensional symplectic geometry when \( Y \) is equipped with a Heegaard splitting and the perturbation \( \pi \) has certain adapted behavior. This is what the symplectic formula is referring to.

### 3. Extended moduli spaces

In this section, we recall the construction of the extended moduli space in [Jef94] and discuss about some of its properties. Most importantly, we will see that the essential information of the tangent spaces of the extended moduli space is encoded in the corresponding space of twisted harmonic forms. We also recall the construction of Lagrangian submanifolds in extended moduli spaces from [MW12] which will be used in this paper.

Suppose \( \Sigma \) is a closed Riemann surface with genus \( h \geq 2 \) equipped with a Riemannian metric. Let \( p \in \Sigma \) be a base point. Define \( \Sigma' = \Sigma \setminus D_p^2 \) to be the Riemann surface with one boundary component obtained by removing a disc \( D_p^2 \) around \( p \). Suppose \( G \) is a simply-connected compact Lie group and \( g \) is its Lie algebra. We identify \( g \) with its dual \( g^\ast \) using the Killing form. Let \( P \) be the product principal \( G \)-bundles over \( \Sigma \). We continue to use \( \theta \) to represent the trivial product connection.

Fix an integer \( k \geq 2 \). Let \( \mathcal{A}(\Sigma) \) and \( \mathcal{A}(\Sigma') \) be the affine space of \( L_k^1 \)-connections over \( P \) and \( P|_{\Sigma'} \) respectively. Denote the \( L_k^{n+1} \)-gauge groups of \( P \) and \( P|_{\Sigma'} \) by \( \mathcal{G}_\Sigma \) and \( \mathcal{G}_{\Sigma'} \) respectively. Let \( \mathcal{M}(\Sigma) = \mathcal{A}_F(\Sigma)/\mathcal{G}_\Sigma \) be the moduli space of flat connections over \( P \), where \( \mathcal{A}_F(\Sigma) \) is the space of flat connections over \( P \). We also need the group \( \mathcal{G}_{\Sigma'} \) consisting of elements in \( \mathcal{G}_{\Sigma'} \) which are identity near the boundary of \( \Sigma' \).
\textbf{Definition 3.1.} Let $s$ be the coordinate on $S^1 \cong \partial \Sigma'$. Define
\[ \mathcal{A}_F^0(\Sigma') := \{ A \in \mathcal{A}(\Sigma') | F_A = 0, A = \theta + \xi ds \text{ near the boundary for some } \xi \in \mathfrak{g} \}. \]
Then the extended moduli space $\mathcal{M}^0(\Sigma')$ is defined to be the quotient
\[ \mathcal{M}^0(\Sigma') := \mathcal{A}_F^0(\Sigma')/G_{\Sigma'}. \]
$\mathcal{M}^0(\Sigma')$ has a finite-dimensional description similar to character varieties. Let us choose $\{ \alpha_i, \beta_i \}_{1 \leq i \leq h}$ to be a set of simple loops on $\Sigma$ with common base point at some $p' \in \partial \Sigma' \subset \Sigma \subset \Sigma$ which gives the standard presentation of $\pi_1(\Sigma)$. Choose a simple loop $\gamma$ in $\Sigma'$ based at $p'$ wrapping around the boundary once then we have $\Pi_{i=1}^h [\alpha_i, \beta_i] = \gamma$. Using the holonomy map, one can show that
\[ \mathcal{M}^0(\Sigma') = \{ A_i, B_i \in G, \forall 1 \leq i \leq h, \xi \in \mathfrak{g} | \Pi_{i=1}^h [A_i, B_i] = \exp(\xi) \}. \] (3.1)
We will use both the gauge-theoretic definition and the representation-theoretic definition in the sequel. Note that $\mathcal{M}^0(\Sigma')$ admits a $G$–action: given $g \in G$, it acts on $\mathcal{M}^0(\Sigma')$ by
\[ ((A_i, B_i)_{1 \leq i \leq h}, \xi) \mapsto ((gA_ig^{-1}, gB_ig^{-1})_{1 \leq i \leq h}, \text{Ad}_g(\xi)), \]
where $\text{Ad}_g$ is the adjoint action of $g$ on $\mathfrak{g}$. Use the Killing form on $\mathfrak{g}$ to define a norm on $\mathfrak{g}$, the next proposition is proved in [Jef94].

\textbf{Proposition 3.2.} \hspace{1em}
(1) The open $G$–invariant subset $\hat{\mathcal{M}}^0(\Sigma') \subset \mathcal{M}^0(\Sigma')$ defined by $|\xi| < \delta$ for some sufficiently small $\delta > 0$ is actually a smooth manifold;
(2) There exists a symplectic form $\omega$ on $\hat{\mathcal{M}}^0(\Sigma')$ and the $G$–action defines a smooth Hamiltonian action with respect to $\omega$. The moment map $\mu : \hat{\mathcal{M}}^0(\Sigma') \rightarrow \mathfrak{g}^*$ of this $G$–action is given by
\[ ((A_i, B_i)_{1 \leq i \leq h}, \xi) \mapsto \xi; \]
(3) The moment map reduction $\mu^{-1}(0)/G$ is naturally identified with $\mathcal{M}(\Sigma)$;
(4) If $[A] \in \mathcal{M}(\Sigma)$ is represented by some $A \in \mathcal{A}_F^0(\Sigma')$, then the stabilizer group of $A$ under the $G_{\Sigma'}$–action, written as $\text{Stab}(A)$, is isomorphic to $\text{Stab}([A])$, the stabilizer of $[A] \in \mathcal{M}(\Sigma)$ under the $G$–action.

Making $\delta$ smaller if necessary, we can assume that the exponential map $\exp : \mathfrak{g} \rightarrow G$ is a diffeomorphism onto its image over $\{ \xi \in \mathfrak{g} | |\xi| < \delta \}$. Then the following statement follows from the equation (3.1).

\textbf{Lemma 3.3.} The map $\hat{\mathcal{M}}^0(\Sigma') \rightarrow G^{2h}$ defined by mapping $((A_i, B_i)_{1 \leq i \leq h}, \xi)$ to the $G^{2h}$–component is a $G$–equivariant embedding, where $G^{2h}$ is equipped with the diagonal conjugation action. \hfill $\Box$

Introduce the notation
\[ \mathcal{A}_F^0(\Sigma) := \{ A \in \mathcal{A}_F(\Sigma) | A|_{\partial \Sigma} \text{ is given by the product connection} \}. \]
Then $\mathcal{A}_F^0(\Sigma)$ could be viewed as a subspace of $\mathcal{A}_F^0(\Sigma')$ corresponding to $\xi = 0$. Choose $A \in \mathcal{A}_F^0(\Sigma)$ Denote by $[A] \in \hat{\mathcal{M}}^0(\Sigma')$ the image of $A$ in $\hat{\mathcal{M}}^0(\Sigma')$, we now give an explicit description of the tangent space $T_{[A]} \hat{\mathcal{M}}^0(\Sigma')$.

Let $\Omega^0(\Sigma') \otimes \mathfrak{g}$ (resp. $\Omega^i(\Sigma) \otimes \mathfrak{g}$) be the space of $\mathfrak{g}$–valued $i$–forms on $\Sigma'$ (resp. $\Sigma$) for $i = 0, 1, 2$. Also write the subspace of $\Omega^i(\Sigma') \otimes \mathfrak{g}$ consisting of elements with compact support as $\Omega^i_c(\Sigma') \otimes \mathfrak{g}$. Recall that $s$ is the coordinate on $\partial \Sigma'$. Define
\[ \Omega^1,0(\Sigma') = \{ a \in \Omega^1(\Sigma') \otimes \mathfrak{g} | a = \xi ds \text{ near the boundary for some } \xi \in \mathfrak{g} \}. \]
We have the elliptic complex
\[ \Omega^0 \rightarrow \Omega^1 \rightarrow \Omega^2 \rightarrow \cdots \]
\[ \Omega^0(\Sigma') \otimes g \overset{d}{\longrightarrow} \Omega^1(\Sigma') \overset{d}{\longrightarrow} \Omega^2(\Sigma') \otimes g. \]  
(3.2)

Then the tangent space \( T_{\lambda} T^*M \) of \( \Sigma' \) is identified with the first cohomology group of (3.2), written as \( \tilde{H}^1_A \). The bilinear form
\[ \omega_\Sigma(a_1, a_2) = \int_\Sigma \text{Tr}(a_1 \wedge a_2) \]
over \( \Omega^1(\Sigma') \) defines the symplectic form on \( \tilde{M} \) under this identification.

On the other hand, view \( A \in \mathcal{A}_F(\Sigma) \), we have the complex
\[ \Omega^0(\Sigma) \otimes g \overset{d}{\longrightarrow} \Omega^1(\Sigma) \otimes g \overset{d}{\longrightarrow} \Omega^2(\Sigma) \otimes g. \]  
(3.3)

The cohomology groups \( H^i_A \) for \( i = 0, 1, 2 \) could be identified with the space of twisted harmonic \( i \)-forms. Similarly, the bilinear form
\[ \omega_\Sigma(a_1, a_2) = \int_\Sigma \text{Tr}(a_1 \wedge a_2) \]
over \( \Omega^1(\Sigma) \otimes g \) is non-degenerate and descends down to a non-degenerate pairing on \( H^i_A \).

We need to introduce some auxiliary objects to understand the relation between \( \tilde{H}^1_A \) and \( H^1_A \) as symplectic vector spaces. Let \( \Sigma' = \Sigma \setminus \{p\} \) be the Riemann surface obtained from \( \Sigma' \) by attaching a cylindrical end \( S^1 \times [0, +\infty) \) along \( \partial \Sigma' \). We still use \( P \) to represent the product principal \( G \)-bundle over \( \Sigma' \). Choose \( \epsilon > 0 \) to be a positive real number. Define \( L^{2,\epsilon}_k(\Omega^i(\Sigma) \otimes g) \) the completion of the space of \( g \)-valued \( i \)-forms over \( \Sigma' \) under the norm
\[ \|a\|_{L^{2,\epsilon}_k} = \left( \int_\Sigma e^{\epsilon \chi}(|a|^2 + |\nabla a|^2 + \cdots + |\nabla^k a|^2)^{\frac{1}{2}} \right)^{\frac{1}{2}}, \]
where \( \chi \) is a smooth function on \( \Sigma \) which is equal to 1 over \( S^1 \times [0, +\infty) \) and \( \nabla \) is some background connection. This is the norm associated to the inner product
\[ \langle a_1, a_2 \rangle_{k, \epsilon} = \int_\Sigma e^{\epsilon \chi}(a_1 \wedge a_2 + \nabla a_1 \wedge a_2 + \cdots + (\nabla^k a_1 \wedge a_2)). \]
Note that the bilinear form on \( L^{2,\epsilon}_k(\Omega^i(\Sigma) \otimes g) \) given by
\[ \omega_\Sigma(a_1, a_2) = \int_\Sigma \text{Tr}(a_1 \wedge a_2) \]
is non-degenerate, which could be proved using the Hodge *-operator. Given \( A \in \mathcal{A}_F(\Sigma) \), it naturally defines a connection on \( P \), namely extending \( A \) by the product connection on the cylindrical end. Therefore, we can define the operator
\[ d_A : L^{2,\epsilon}_k(\Omega^i(\Sigma) \otimes g) \rightarrow L^{2,\epsilon}_{k-1}(\Omega^{i+1}(\Sigma) \otimes g) \]
using the connection \( A \) the the \( L^2 \)-formal adjoint operator of \( d_A \)
\[ d_A' : L^{2,\epsilon}_k(\Omega^i(\Sigma) \otimes g) \rightarrow L^{2,\epsilon}_{k-1}(\Omega^{i-1}(\Sigma) \otimes g) \].

**Lemma 3.4.** For \( \epsilon > 0 \) sufficiently small, the kernel of the map
\[ d_A' + d_A : L^{2,\epsilon}_k(\Omega^1(\Sigma) \otimes g) \rightarrow L^{2,\epsilon}_{k-1}(\Omega^0(\Sigma) \otimes g) \oplus L^{2,\epsilon}_{k-1}(\Omega^2(\Sigma) \otimes g) \]
is naturally isomorphic to \( H^1_A \) and this isomorphism respects the symplectic structure.
be the space consisting of elements in $A$ consisting of gauge transformations $g$. Denote by $P$ is a diffeomorphism. By \[ H^1_A(\Sigma'; d_A) \to H^1_A, \] which is an isomorphism by counting dimensions. This map obviously respects the symplectic structure. □

**Lemma 3.5.** There exists a map $P_0 : \ker(d_A \oplus d^*_A) \to \tilde{H}^1_A$ which defines a linear symplectic embedding. The symplectic orthogonal complement of $\text{Im}(P_0)$ is isomorphic to $(g/H^0_A) \oplus (g/H^0_A)^*$, where $H^0_A$ is identified with the Lie algebra of the stabilizer group of $A \in \mathcal{A}_\Sigma$. Moreover, the induced symplectic structure on $(g/H^0_A) \oplus (g/H^0_A)^*$ from $\omega_{\Sigma'}$ is the same as the canonical linear symplectic form on $T^*(g/H^0_A) \cong (g/H^0_A) \oplus (g/H^0_A)^*$.

**Proof.** The proof is essentially the same as the proof of [Jef94, Proposition 3.9]. In loc.cit, Jeffrey constructed a family of linear symplectic embeddings $P_r : \ker(d_A \oplus d^*_A) \to \tilde{H}^1_A$ parametrized by $r \in [0, +\infty)$ and the $P_0$ here is the specialization at $r = 0$. Although [Jef94, Proposition 3.9] was stated for $G = SU(2)$, the same arguments work for general Lie groups. □

Using these two lemmas, and note that all the isomorphisms commute with the $\text{Stab}(A)$–action, we conclude

**Corollary 3.6.** Suppose $[A] \in \mathcal{M}^\theta(\Sigma')$ is represented by some $A \in \mathcal{A}_F^0(\Sigma)$, then there is a $\text{Stab}(A)$–equivariant symplectic isomorphism

$$T_{[[A]]} \mathcal{M}^\theta(\Sigma') \cong H^1_A \oplus T^*(g/H^0_A),$$

where $T^*(g/H^0_A)$ is equipped with the canonical symplectic form and trivial $\text{Stab}(A)$–action. □

**Remark 3.7.** The above corollary could be viewed as a consequence of the symplectic slice theorem which appeared in the proof of [SL91, Theorem 2.1]. However, we cannot apply the slice theorem directly because we need to identify the tangent bundle of the normal slice explicitly as twisted harmonic 1–forms. This will be important in our calculations of spectral flows later.

Now suppose $Y'$ is a smooth, oriented, 3–manifold with boundary $\partial Y' = \Sigma$. Choose the base point $p \in \Sigma$ as above then $p$ also define base points in both $Y'$. Assume that $\pi_1(\Sigma) \to \pi_1(Y')$ induced by the inclusion defines a surjective map. Denote by $P$ the trivial $G$–bundle on both $Y'$ and $\Sigma$. Let $\mathcal{A}_F^0(\Sigma'|Y') \subset \mathcal{A}_F^0(\Sigma')$ be the space consisting of elements in $\mathcal{A}_F^0(\Sigma')$ which extend to flat connection on $P$ over $Y'$. Such space is preserved by the action of $G_{\Sigma'}$. Furthermore, let $\mathcal{A}_F(Y')$ be the space of flat connections on $P|_{Y'}$ and let $\mathcal{G}_0(0)$ be the based gauge group consisting of gauge transformations $g \in \mathcal{G}_0(0) = \text{id}$. Then the map

$$\mathcal{A}_F(Y')/\mathcal{G}_0(0) \to \mathcal{A}_F^0(\Sigma'|Y')/G_{\Sigma'},$$

is a diffeomorphism. By [MW12, Lemma 5.1], the embedding

$$\mathcal{A}_F(Y')/\mathcal{G}_0(0) \cong \mathcal{A}_F^0(\Sigma'|Y')/G_{\Sigma'} \hookrightarrow \mathcal{A}_F^0(\Sigma')/G_{\Sigma} = \mathcal{M}^\theta(\Sigma')$$

defines a Lagrangian submanifold $L_{Y'}$ in $\mathcal{M}^\theta(\Sigma')$ with respect to the symplectic form in Proposition 3.2. The manifold $L_{Y'}$ diffeomorphic to $\mathcal{G}^h$ and it is preserved by the $G$–action on $\mathcal{M}^\theta(\Sigma')$. Additionally, this Lagrangian is contained in the 0–level set of the moment map $\mu^{-1}(0)$. As a result, $L_{Y'}$ is contained in the smooth locus $\hat{\mathcal{M}}^{\theta}(\Sigma')$. 

One could obtain many $G$–invariant Lagrangians in $\mathcal{M}(\Sigma')$ by the construction above. We will study the equivariant intersection theory of a pair of such Lagrangians and define some version of equivariant intersection number which calculates the generalized Casson invariants.

4. Equivariant transversality of Lagrangian submanifolds

This section develops an equivariant transversality result for Lagrangian submanifolds inside symplectic manifolds equipped with Lie group actions, and defines the notion \textit{equivariant Maslov index} which will be used in the calculation of the generalized Casson invariants.

Suppose $(M, \omega)$ is a (not necessarily closed) smooth symplectic manifold of dimension $2n$, where $\omega$ is the symplectic form. Let $G$ be a connected, compact Lie group that acts on $(M, \omega)$ such that $\forall g \in G, g^*\omega = \omega$. Let $L_1, L_2$ be two oriented Lagrangian submanifolds in $M$ which are invariant under the $G$–action.

For $p \in M$, we use $\text{Orb}(p)$ to denote the orbit of $p$ under the action of $G$. Note that $\text{Orb}(p)$ could be identified with $G/\text{Stab}(p)$, where $\text{Stab}(p)$ is the stabilizer group of $p$ under the $G$–action. In particular, $\text{Orb}(p)$ is a smooth manifold. A subset $X$ of $M$ is called $G$–invariant if $G(X) = X$; and similarly, a subbundle $E$ of $TM|_X$ where $X$ is $G$–invariant is called $G$–invariant if $G(E) = E$.

\textbf{Definition 4.1.} We say that $L_1$ and $L_2$ intersect non-degenerately at $p$, if for $p \in L_1 \cap L_2$, we have $T_pL_1 \cap T_pL_2 = T_p\text{Orb}(p)$. $L_1$ and $L_2$ are said to intersect non-degenerately if they intersect non-degenerately at each of their intersection point.

\textbf{Remark 4.2.} Using the terminology in \cite{Poz99}, the above definition is equivalent to saying that $L_1$ and $L_2$ have clean intersection along $\text{Orb}(p)$ for each $p \in L_1 \cap L_2$. Note that if $L_1$ and $L_2$ are compact and intersect non-degenerately, they only intersect along finitely many $G$–orbits.

\textbf{4.1. Transversality.} Suppose $(M, \omega), L_1, L_2$ are as above, we prove that $L_1$ and $L_2$ intersect non-degenerately after applying a generic $G$–equivariant Hamiltonian perturbation on $L_1$. We also characterize the failure of equivariant transversality when varying the Hamiltonian perturbations in generic 1–parameter families.

We start by fixing some notations from symplectic geometry. Let $C_G^\infty(M)$ be the space of compactly supported smooth $G$–invariant time-independent Hamiltonians on the symplectic manifold $M$ equipped with the $C^\infty$–topology.

\textbf{Definition 4.3.} Let $C_G^\infty([0,1], C_G^\infty(M))$ be the space of time-dependent smooth $G$–invariant Hamiltonians which vanish near $s = 0$ and $s = 1$, where $s$ is the coordinate on $[0,1]$. Take $\{H^0_s, H^1_s, \cdots\}$ which form a countable dense subset of $C_0^\infty([0,1], C_G^\infty(M))$ and let

\[ N_m := \sup\{\|H^0_s\|_{C^m}, \cdots, \|H^m_s\|_{C^m}\}. \]

Define $\mathcal{H}$ to be the completion of the subspace of $C_0^\infty([0,1], C_G^\infty(M))$ consisting of functions of form

\[ \sum_{m \geq 0} a_m H^m_s \]

such that $\sum_{m \geq 0} N_m |a_m| < +\infty$ under the norm $\|\sum_{m \geq 0} a_m H^m_s\| := \sum_{m \geq 0} N_m |a_m|$. 


Given any \( H_s \in C_\infty^\infty \left( [0, 1], C_\infty^\infty (M) \right) \), the Hamiltonian vector field \( X_{H_s} \) of \( H_s \) is determined by
\[
dH_s = \omega(\cdot, X_{H_s}).
\]
Let \( \Phi_{H_s} \) be the time 1–flow generated by integrating \( X_{H_s} \). Then for any \( G \)-invariant Lagrangian \( L \subset M \), \( \Phi_{H_s}(L) \) is also a \( G \)-invariant Lagrangian.

Recall that for every manifold \( S \), there is a canonical symplectic form \( d\lambda \) on \( T^*S \) (see, for example, [MS17, p. 90]). When \( S \) admits a smooth \( G \)-action, \( d\lambda \) is preserved by the induced \( G \)-action on \( T^*S \). We need the following equivariant local version of the Lagrangian neighborhood theorem:

**Lemma 4.4.** Suppose \( L \) is a \( G \)-invariant Lagrangian submanifold of \((M, \omega)\), and suppose \( \text{Orb}(p) \subset L \). Let \( E \subset TM|_{\text{Orb}(p)} \) be a \( G \)-invariant Lagrangian subbundle that is transverse to \( TL|_{\text{Orb}(p)} \). Then there exists a \( G \)-invariant open subset \( U \subset M \) with the following property: if we write \( S = U \cap L \), then there is a \( G \)-equivariant symplectomorphism \( \varphi \) from an open neighborhood of the zero section of \( T^*S \) to \( U \), such that

1. \( \varphi \) equals the identity map on \( S \),
2. the tangent map of \( \varphi \) on \( S \) sends the fibers of \( T^*S \) to the fibers of \( E \) on \( \text{Orb}(p) \).

**Proof.** Because \( E \) and \( TL|_{\text{Orb}(p)} \) are transverse to each other fiberwisely as Lagrangian subbundles of \( TM|_{\text{Orb}(p)} \), the map \( \beta_E : E \to T^*L|_{\text{Orb}(p)} \) given by \( v \mapsto \omega(v, \cdot) \) is an isomorphism. Using the identification
\[
TM|_{\text{Orb}(p)} \cong E \oplus TL|_{\text{Orb}(p)} \cong T^*L|_{\text{Orb}(p)} \oplus TL|_{\text{Orb}(p)},
\]
we can construct a fiberwise \( G \)-invariant almost complex structure \( J_p \) on \( TM|_{\text{Orb}(p)} \) which is compatible with the fiberwise symplectic form on \( TM|_{\text{Orb}(p)} \) such that \( J_p(TL|_{\text{Orb}(p)}) = E \).

Extend \( J_p \) to a \( G \)-equivariant compatible almost complex structure \( J \) on \( M \) and let \( g_J = \omega(\cdot, J\cdot) \) be the compatible Riemannian metric. After choosing sufficiently small \( G \)-invariant neighborhood of \(\text{Orb}(p) \subset T^*L \) so that exponential map of \( g_J \) is well defined, the argument of [MS17, Theorem 3.4.13] carries over. Our special choice of the almost complex structure guarantees the second condition holds. \( \square \)

**Lemma 4.5.** Let \( S \) be a \( G \)-manifold and suppose that \( U \) is a sufficiently small \( G \)-invariant neighborhood of \(\text{Orb}(p) \subset S \). Then any \( G \)-invariant Lagrangian \( L \subset T^*S \) which is transverse to the Lagrangian foliation on \( T^*U \) induced by cotangent fibers is locally presented as the graph of an exact \( G \)-equivariant 1–form over \( U \).

**Proof.** Because \( L \) is transverse to the Lagrangian foliation on \( T^*U \) induced by cotangent fibers, it is locally represented by the graph of some 1–form \( \theta_L \) over \( U \). The Lagrangian condition implies that \( \theta_L \) is closed.

Using the slice theorem, without loss of generality we can assume that \( U = G \times_{\text{Stab}(p)} U' \) where \( U' \) is a contractile \( G \)-invariant neighborhood of the origin in \( T_pS/T_p\text{Orb}(p) \). Because the quotient of \( U \) by \( G \) is contractible, the cohomology class represented by the equivariant form \( \theta_L \) is 0. Using the de Rham complex of \( G \)-equivariant differential forms on \( U \), we conclude that \( \theta_L \) is exact. \( \square \)

Now we are ready to establish the equivariant transversality result. Let \( A \subset M \) be a compact subset such that \( L_1 \cap L_2 \) is included in the interior of \( A \). Let \( \mathcal{H}_0 \subset \mathcal{H} \)
be a sufficiently small open ball centered at zero, such that for every $H_s \in \mathcal{H}_0$, the map $\Phi_{H_s}$ is defined on $A$, and $\Phi_{H_s}(L_1) \cap L_2$ is included in the interior of $A$.

Suppose $\sigma \in \mathcal{R}_G$. Define $\mathcal{M}_\sigma \subset \mathcal{H}_0 \times (A \cap L_2)$ to be the set of points $(H_s, p)$ such that

1. $p \in \Phi_{H_s}(L_1) \cap L_2$,
2. The linear space $(T_p\Phi_{H_s}(L_1) \cap T_p(L_2))/T_p\text{Orb}(p)$ as a $\text{Stab}(p)$–representation represents $\sigma$.

**Proposition 4.6.** The space $\mathcal{M}_\sigma$ is a Banach manifold. The projection of $\mathcal{M}_\sigma$ to $\mathcal{H}_0$, written as $\pi_\sigma$, is Fredholm with index $-d(\sigma)$.

**Proof.** Let $(H_s, p) \in \mathcal{M}_\sigma$. Let $Q_p \subset T\mathcal{M}|_{\text{Orb}(p)}$ be a $G$–invariant Lagrangian subbundle such that $Q_p$ is transverse to $T\Phi_{H_s}(L_1)|_{\text{Orb}(p)}$ and $TL_2|_{\text{Orb}(p)}$ along $\text{Orb}(p)$. Let $B_2$ be a small $G$–invariant open neighborhood of $p$ in $L_2$. Then by Lemma 4.4, there exists a $G$–invariant open neighborhood $B$ of $p$ in $M$, such that

1. There exists a $G$–equivariant symplectomorphism to a neighborhood of the zero section of $T^*B_2$,
2. $T^*_pB_2$ is tangent to $Q_p$ at $p$ under the above diffeomorphism.

After further shrinking $B_2$ and $B$ if necessary, by Lemma 4.5, $\Phi_{H_s}(L_1) \cap B$ is the graph of the differential of a $G$–invariant function on $\overline{B_2}$. This function is uniquely determined if we require that its integration over $\overline{B_2}$ is 0. Therefore we have a map from a sufficiently small neighborhood $N(H_s)$ of $H_s$ to $C^\infty_G(\overline{B_2})$

$$\pi: N(H_s) \to C^\infty_G(\overline{B_2})$$

such that for each $H'_s \in N(H)$, we have $\Phi_{H'_s}(L_1) \cap \overline{B}$ is the graph of $d\pi(H'_s)$, and $\int_{\overline{B}_2} \pi(H'_s) = 0$.

**Claim:** The map $\pi$ is a submersion at $H_s$ onto the subspace

$$\{g \in C^\infty_G(\overline{B}_2) | \int_{\overline{B}_2} g = 0\}.$$

For each $g \in C^\infty_G(\overline{B}_2)$ such that $\int_{\overline{B}_2} g = 0$, let $\tilde{g} \in C^\infty_G(M)$ be a smooth, compactly supported function on $M$, such that $\tilde{g}|_B$ is given by the pull-back of $g$ from $\overline{B}_2$ to $T^*B_2$. Let $\chi: [0, 1] \to \mathbb{R}^\geq 0$ be a smooth, compactly supported function such that $\int \chi = 1$. For $s \in [0, 1]$, let $\hat{\Phi}_{H_s}(s)$ be the integration of $X_{H_s}$ from $s$ to 1. Define $\hat{H}_s = \chi(s) \cdot (\tilde{g} \circ \Phi_{H_s}(s))$.

Then

$$\frac{d}{dv}\pi(H + v\hat{H}) = g.$$

Therefore the claim is proved.

Let $D$ be a slice of $B_2$ under the $G$–action through $p$. Let $D^0$ be the fixed point subset of $D$ under the $\text{Stab}(p)$–action. Then for any $(\hat{H}'_s, q) \in \mathcal{M}_\sigma$ such that $H'_s \in N(H_s)$ and $q \in B$, we have $q \in D^0$ where $D^0$ is viewed as a subset of the zero section of the Weinstein neighborhood. Choose a $G$–invariant Riemannian metric on $B_2$ and let $S_p$ be the orthogonal complement of $T_p\text{Orb}(p)$ in $T_pB_2$ and let $S_p^0$ be the fixed point subset of $S_p$ under the $\text{Stab}(p)$–action. Using parallel transports, we can identify $TD$ with $S_p$. Now we can define a map

$$\psi: N(H_s) \times D^0 \to (S_p^0)^* \times \text{Sym}_{\text{Stab}(p)}(S_p)$$
Corollary 4.9. Let \{H_s\}_{0 \leq s \leq 1} be a generic path in \mathcal{H}_0 connecting \(H_{s_0}, H_{s_1} \in \mathcal{H}_0\) which intersect all \(\mathcal{H}_t\) and \(\mathcal{H}_{s_1,s_2}\) transversely. Then there are at most countably many \(t\) such that \(\Phi_{H_{s_1}}(L_1)\) do not intersect \(L_2\) non-degenerately. For every such \(t \in (0,1)\), there is exactly one intersection orbit \(\text{Orb}(p_t)\) such that

\[(H_s', q) \mapsto (\nabla_q (\pi(H'_s))|_{D^0}, \text{Hess}(\pi(H'_s))|_{S_q}),\]

where \(\nabla\) and \(\text{Hess}\) stand for the gradient and Hessian respectively. It is easy to see that

\[\mathcal{M}_\sigma = \psi^{-1}(\{0\} \times \text{Sym}_{\text{Stab}(p),\sigma}(S_p)).\]

Using the abundance result \cite[Lemma 2.25]{BZ20} and the result established in the claim, we conclude that the differential of \(\psi\) at \((H_s, p)\) is surjective. Therefore \(\mathcal{M}_\sigma\) is a Banach manifold near \((H_s, p)\). Because the inclusion

\[\psi^{-1}(\{0\} \times \text{Sym}_{\text{Stab}(p),\sigma}(S_p)) \hookrightarrow \mathcal{N}(H_s) \times D^0\]

is a Fredholm map of index \(-\dim(D^0) - d(\sigma)\), the projection map from \(\mathcal{M}_\sigma\) to \(\mathcal{H}\) is Fredholm of index \(-d(\sigma)\). The proposition is proved because of the separability of \(\mathcal{H}_0 \times (A \cap L_2)\). \(\square\)

Corollary 4.7. Let \(L_1\) and \(L_2\) be two \(G\)-invariant Lagrangians in \((M, \omega)\) such that their intersection is contained in a compact subset of \(M\). Let \(\mathcal{H}_0\) be a small neighborhood of 0 in \(\mathcal{H}\). Then for a generic perturbation \(H_s \in \mathcal{H}_0\), the pair \(\Phi_{H_s}(L_1)\) and \(L_2\) intersect non-degenerately.

Proof. Using Proposition 4.6, because \(d(\sigma) > 0\) as long as \(\sigma\) is not given by the 0-representation, \(\mathcal{H}_\sigma := \pi_\sigma(\mathcal{M}_\sigma)\) is a \(C^\infty\)-subvariety of \(\mathcal{H}_0\) of positive codimension. As a result,

\[\bigcup_{\sigma \in \mathcal{R}_G} \mathcal{H}_\sigma\]

is a meager subset of \(\mathcal{H}_0\). Any Hamiltonian perturbation constructed from elements in \(\mathcal{H}_0 \setminus \bigcup_{\sigma \in \mathcal{R}_G} \mathcal{H}_\sigma\) establishes the transversality result. \(\square\)

Now we show that for a generic 1-parameter family \(\{H_{s,t}\}_{0 \leq t \leq 1}\), the intersection \(\Phi_{H_{s,t}}(L_1) \cap L_2\) has at most one degenerate intersection orbit which corresponds to an irreducible representation for each \(t\).

Choose \(\mathcal{H}_0\) and \(A\) as before. Suppose \(\sigma_1, \sigma_2 \in \mathcal{R}_G\). Define \(\mathcal{M}_{\sigma_1, \sigma_2} \subset \mathcal{H}_0 \times (A \cap L_2) \times (A \cap L_2)\) to be the set of points \((H_s, p_1, p_2)\) such that

1. \(p_1, p_2 \in \Phi_{H_s}(L_1) \cap L_2\),
2. \(\text{Orb}(p_1) \cap \text{Orb}(p_2) = \emptyset\),
3. The spaces \(T_{p_1} \Phi_{H_s}(L_1) \cap T_{p_2} (L_2)\) for \(i = 1, 2\).

Let \(\mathcal{H}_{\sigma_1, \sigma_2}\) be the projection of \(\mathcal{M}_{\sigma_1, \sigma_2}\) onto \(\mathcal{H}_0\). The following statement follows from the arguments in the proof of Proposition 4.6 and \cite[Lemma 3.23]{BZ20}, thus the proof is omitted.

Proposition 4.8. \(\mathcal{H}_{\sigma_1, \sigma_2}\) is a \(C^\infty\)-subvariety of \(\mathcal{H}_0\) of codimension at least \(d(\sigma_1) + d(\sigma_2)\). \(\square\)

Note that \(d(\sigma) = 1\) if and only if \(\sigma\) is irreducible. Therefore the following corollary follows immediately from Proposition 4.6 and Proposition 4.8 by an application of the Sard-Smale theorem.

Corollary 4.9. Let \(\{H_{s,t}\}_{0 \leq t \leq 1}\) be a generic path in \(\mathcal{H}_0\) connecting \(H_{s_0}, H_{s_1} \in \mathcal{H}_0\) which intersect all \(\mathcal{H}_t\) and \(\mathcal{H}_{s_1,s_2}\) transversely. Then there are at most countably many \(t\) such that \(\Phi_{H_{s_1}}(L_1)\) do not intersect \(L_2\) non-degenerately. For every such \(t \in (0,1)\), there is exactly one intersection orbit \(\text{Orb}(p_t)\) such that
(T_p\Phi_{H,J}(L_1)\cap T_p\Phi_{H,J}(L_2))/T_p\Phi_{H,J}(L_1) is an irreducible Stab(p_1)–representation, and
\Phi_{H,J}(L_1) intersect L_2 non-degenerately along any other orbits. □

4.2. An equivariant Maslov index. In this subsection, we give the definition of equivariant Maslov index which will appear in the index formula later on.

We recall the definition of the classical Maslov index. Let (V_0, \omega_0) be a symplectic vector space. For a, b \in \mathbb{R} such that a < b, let \mathcal{P}_{[a,b]}(V_0) be the space of continuous and piecewise smooth maps

\[ q : [a, b] \rightarrow \{ \text{pairs of Lagrangian subspaces in } V_0 \}. \]

Then there exists a map

\[ \mu_{V_0} : \mathcal{P}_{[a,b]}(V_0) \rightarrow \mathbb{Z} \]

which is called the Maslov index uniquely characterized by the following properties (see [CLM94]):

(1) (Affine scale invariance) Suppose k > 0 and l \geq 0 and let \Gamma : [a, b] \rightarrow [ka + l, kb + l] be the affine linear map given by t \mapsto kt + l. Then for q \in \mathcal{P}_{[ka+l,kb+l]}(V_0), we have

\[ \mu_{V_0}(q) = \mu_{V_0}(q \circ \Gamma); \]

(2) (Homotopy invariance) Given q_0, q_1 \in \mathcal{P}_{[a,b]}(V_0) such that q_0(a) = q_1(a) and q_0(b) = q_1(b), if there is a homotopy between q_0 and q_1 in \mathcal{P}_{[a,b]}(V_0) relative to end points, then

\[ \mu_{V_0}(q_0) = \mu_{V_0}(q_1); \]

(3) (Additivity under concatenation of paths) If a < c < b and q \in \mathcal{P}_{[a,b]}(V_0), then the following additive property is satisfied:

\[ \mu_{V_0}(q) = \mu_{V_0}(q|_{[a,c]}) + \mu_{V_0}(q|_{[c,b]}); \]

(4) (Symplectic additivity) Let (V'_0, \omega'_0) be another symplectic vector space and suppose q \in \mathcal{P}_{[a,b]}(V_0), q' \in \mathcal{P}_{[a,b]}(V'_0). Then

\[ \mu_{V_0 \oplus V'_0}(q \oplus q') = \mu_{V_0}(q) + \mu_{V'_0}(q'); \]

(5) (Independence of symplectic framing) Suppose \phi_t : [a, b] \rightarrow Sp(V_0) is a 1–parameter family of symplectic matrices. Denote by q(t) = (L_1(t), L_2(t)) for some q \in \mathcal{P}_{[a,b]}(V_0) and define \phi_*q(t) = (\phi_t(L_1(t)), \phi_t(L_2(t)))). Then

\[ \mu_{V_0}(\phi_*(q)(t)) = \mu_{V_0}(q(t)); \]

(6) (Normalization) Equip \mathbb{R}^2_x, y \cong \mathbb{C}_{z=x+iy} with the symplectic form dx \wedge dy = \frac{1}{2}dz \wedge d\bar{z}. Consider the path of Lagrangians p(t) in \mathcal{P}_{[\frac{-i}{4}, \frac{i}{4}]}(\mathbb{R}^2) given by

\[ t \mapsto (\mathbb{R}\{1\}, \mathbb{R}\{e^{it}\}). \]

Then

\[ \mu_{\mathbb{R}^2}(p|_{\frac{-i}{4}, \frac{i}{4}}) = 1, \mu_{\mathbb{R}^2}(p|_{\frac{-i}{4}, 0}) = 0, \mu_{\mathbb{R}^2}(p|_{\frac{i}{4}, 0}) = 1. \]

There are many ways to construct the map \mu_{V_0} explicitly. For our purpose later, we use the characterization of \mu_{V_0} as the spectral flow of certain self-adjoint operators, see [CLM94, Section 7]. Let J_0 \in GL(V_0) be a complex structure which is compatible with \omega_0. Given L_1, L_2 \subset V_0 which are linear Lagrangian subspaces, let \overline{L}_1([0, 1]; L_1, L_2) be the completion of smooth maps f : [0, 1] \rightarrow V with f(0) \in
Let $L_1, f(1) \in L_2$ under $L^2$–norm induced by the metric $\omega(\cdot, J_0 \cdot)$. Let $L^2([0, 1]; V_0)$ be the space of $L^2$–maps from $[0, 1]$ to $V_0$. Then the operator
\[ D_{L_1, L_2} : L^2([0, 1]; L_1, L_2) \to L^2([0, 1]; V_0) \]
\[ f \mapsto -J_0 \frac{df}{dt} \]
is a real self-adjoint unbounded Fredholm operator with discrete spectrum. The kernel of $D_{L_1, L_2}$ is the same as constant functions taking value in $L_1 \cap L_2$.

If we take a path of pairs of Lagrangian subspaces $q(t) = (L_1(t), L_2(t))_{t \in [a, b]}$ in $V_0$, we have a family of self-adjoint operators $\{D_{L_1(t), L_2(t)}\}_{t \in [a, b]}$. Let $\epsilon > 0$ be small enough so that $D_{L_1(a), L_2(a)}$ and $D_{L_1(b), L_2(b)}$ do not have any other eigenvalues between $-\epsilon$ and $\epsilon$ except for 0.

**Proposition 4.10.** The spectral flow of $\{D_{L_1(t), L_2(t)} - \epsilon \text{id}\}_{t \in [a, b]}$ is independent of the choice of $J_0$ and equal to $\mu_{V_0}(p)$. □

Now suppose $V_0$ is a $H$–representation where $H$ is a connected compact Lie group, and the $H$–action preserves the symplectic form $\omega_0$. Let
\[ V_0 \cong (V_0^1)^{\oplus a_1} \oplus \cdots \oplus (V_0^m)^{\oplus a_m} \]
be the isotypic decomposition of $V_0$. Then each isotypic piece inherits a symplectic structure and the above decomposition is compatible with the symplectic structure. If $q(t) = (L_1(t), L_2(t))_{t \in [a, b]}$ is a path such that both $L_1(t)$ and $L_2(t)$ are preserved under the $H$–action, then
\[ (V_0^1)^{\oplus a_1} \cap L_i(t) \oplus \cdots \oplus (V_0^m)^{\oplus a_m} \cap L_i(t) \]
gives the isotypic decomposition of $L_i(t)$ for $i = 1, 2$ and $t \in [a, b]$. Write $q_t(t)$ as the induced path on the isotypic piece $(V_0^k)^{\oplus a_k}$ for $1 \leq k \leq m$.

**Definition 4.11.** The equivariant Maslov index $\mu^H(q)$ of the path $q(t)$ as above is the element
\[ \frac{1}{\dim \bar{V}_i} \cdot \mu((V_0^i)^{\oplus a_i}, (q_t)_* [V_i]) \in \mathcal{R}(H). \quad (4.1) \]

**Remark 4.12.** The above quantity is well-defined because the $V_i$–isotypic piece of $L_1(t) \cap L_2(t)$ would change the Maslov index by a multiple of $\dim \bar{V}_i$. Alternatively, we can define $\mu^H(q)$ using the equivariant spectral flow of the $H$–equivariant operator $-J_0 \frac{df}{dt}$ where $J_0$ is an $H$–equivariant complex structure on $V_0$ compatible with $\omega_0$, based on Definition 2.10 and Proposition 4.10.

Now we go back to discuss about global symplectic geometry. Recall that $(M, \omega)$ is a symplectic manifold with a symplectic $G$–action and $L_1$ and $L_2$ are two $G$–invariant Lagrangians of $M$. Suppose $H$ is a closed subgroup of $G$. Let $\overline{\mathbb{D}} \subset \mathbb{C}_z = \mathbb{R}^2$ be the closed unit disc in the plane. Suppose we have a map $u : \overline{\mathbb{D}} \to M$ which is smooth except at $\pm 1$ satisfying:

1. $u(\partial \overline{\mathbb{D}} \cap \{y \leq 0\}) \subset L_1$ and $u(\partial \overline{\mathbb{D}} \cap \{y \geq 0\}) \subset L_2$;
2. For any $z \in \overline{\mathbb{D}}$, the Lie group $\text{Stab}(u(z))$ contains $H$ as a subgroup.

Choose $p = u(-1)$ as the base point. Then the symplectic vector bundle $u^*TM$ is isomorphic to the product bundle $T_pM \times \overline{\mathbb{D}}$ respecting the fiberwise symplectic $H$–action under a trivialization $\Psi$. Using $\Psi$,
\[ q_u = (u^*|_{\overline{\mathbb{D}} \cap \{y \leq 0\}} TL_1, u^*|_{\overline{\mathbb{D}} \cap \{y \geq 0\}} TL_2) \]
defines a path of pair of $H$–invariant Lagrangian subspaces in $T_pM$, after identifying \( \partial\mathbb{D} \cap \{ y \leq 0 \} \) and \( \partial\mathbb{D} \cap \{ y \geq 0 \} \) with the interval \([-1, 1]\) by projecting to the $x$–coordinate. Recall that $\mathfrak{h}$ is the Lie algebra of $H$. Because $H \subset \text{Stab}(u(z))$ for all $z \in \mathbb{D}$, the symplectic slice theorem implies that $T_u(z)M$ contains the symplectic subspace $T^*(\mathfrak{g}/\mathfrak{h})$, i.e. the tangent space of the cotangent bundle of $\text{Orb}(u(z))$. The tangent spaces of $T_u(z)L_i, z \in \partial\mathbb{D}$ contain a copy of $\mathfrak{g}/\mathfrak{h}$ as a result of the slice theorem. Define the symplectic vector space

$$T^\mu M = T_pM/T^*(\mathfrak{g}/\mathfrak{h})$$

with the induced symplectic structure and the path of pairs of linear Lagrangian subspaces

$$\overline{\mathfrak{g}} = (u^*|_{\partial\mathbb{D} \cap \{ y \leq 0 \}} TL_1/(\mathfrak{g}/\mathfrak{h}), u^*|_{\partial\mathbb{D} \cap \{ y \geq 0 \}} TL_2/(\mathfrak{g}/\mathfrak{h}))$$

which lies inside $T^\mu M$.

**Definition 4.13.** Define the $H$–equivariant Maslov index $\mu^H(u) \in \mathcal{R}(H)$ of the map $u$ as above to be

$$\mu^H(u) := \mu^H(\overline{\mathfrak{g}}_u).$$

Using the properties of the Maslov index, it is easy to see that $\mu^H(u)$ is independent of the trivialization $\Psi$. It is also invariant under the homotopies of $u$ which satisfy (1) and (2) above and keep both $u(-1)$ and $u(1)$ fixed.

**Example 4.14.** Suppose $V$ is an orthogonal representation of $G$, and suppose $(M, \omega)$ is given by the cotangent bundle of $V$. Let $f$ be a smooth $G$–invariant function on $V$ with finitely many critical orbits. Furthermore, we assume that $f$ is a $G$–Morse function, i.e. the Hessian of $f$ is non-degenerate on $T_pV/T_p\text{Orb}(p)$ if $p$ is a critical point of $f$. Let $L_1$ be the graph of the zero section of $M = T^*V$, let $L_2$ be the graph of $df$. Then it is easy to see that $L_1$ and $L_2$ intersect non-degenerately. Let $p \in V$ be critical point of $f$ such that $H \subset \text{Stab}(p)$. Let

$$V/T/\text{Orb}(p) = (V_1)^{\oplus a_1} \oplus \cdots \oplus (V_m)^{\oplus a_m}$$

be the isotypic decomposition of $V$ as an $H$–representation. Then for each $1 \leq i \leq m$, the Hessian of $f$ induces an invertible self-adjoint $H$–equivariant linear map

$$(V_i)^{\oplus a_i} \rightarrow (V_i)^{\oplus a_i}$$

whose negative eigenspace has dimension denoted by $\dim \mathbb{R} \cdot \text{ind}(p, V_i)$. Define

$$\text{ind}_H(p) = \sum_{i=1}^m \text{ind}(p, V_i) \cdot [V_i] \in \mathcal{R}(H).$$

Now consider that we have a pair of critical points $p_1$ and $p_2$ of $f$ which do not lie on the same $G$–orbit and they are both fixed under the action of $H$. Then we can find a path $\gamma$ in $V$ which is invariant under the $H$–action connecting $p_1$ and $p_2$. Note that the time-$t$ Hamiltonian flow of the function $f : T^*V \rightarrow \mathbb{R}$ is given by

$$\{(v, v') \rightarrow (v, v' + t \cdot df)\},$$

where we extend $f : V \rightarrow \mathbb{R}$ to a smooth function over $T^*V$ which is constant along each fiber. The trace of the image of $\gamma$ for $t \in [0, 1]$ defines a map $u_\gamma : \mathbb{D} \rightarrow T^*V$ which has a well-defined Maslov index. It could be shown that

$$\mu^H(u_\gamma) = \text{ind}_H(p_2) - \text{ind}_H(p_1).$$
which is a classical computation of Lagrangian Floer homology of cotangent bundles.

Example 4.14 shows that in this simple case, the non-degeneracy of critical points of a $G$–invariant smooth function is equivalent to the non-degeneracy of intersection between a closely-related pair of Lagrangians. Moreover, the equivariant Maslov index could be computed as a relative equivariant Morse index. We extend these basic correspondences in the next section to infinite dimensions which eventually allow us to interpret the generalized Casson invariants using finite-dimensional symplectic constructions.

5. The gauge-symplectic correspondence

This section proves the most important technical results of this paper. Given a three manifold $Y$ equipped with a Heegaard splitting $Y = H_1 \cup_{\Sigma} H_2$, we show that there is a bijection between gauge equivalence classes of perturbed flat $G$–connections on $Y$ and intersection $G$–orbits of Lagrangians in $\hat{M}^g(\Sigma')$ induced by $H_1$ and $H_2$ after applying a compatible $G$–equivariant Hamiltonian isotopy. Moreover, the non-degeneracy condition from gauge-theoretic context is shown to be equivalent to the non-degeneracy condition of Lagrangian intersections. We then prove several technical results which eventually reduce the computation of spectral flows on $Y$ to the computation of Maslov indices on $\hat{M}^g(\Sigma')$.

5.1. Perturbations. Let $Y$ be a closed, oriented, Riemannian 3-manifold with a splitting $Y = H_1 \cup_{\Sigma} ([-2, 2] \times \Sigma) \cup_{\Sigma} H_2$, where $H_1$ and $H_2$ are handlebodies and the genus of $\Sigma$ is $h \geq 2$. Assume further that the metric on $[-2, 2] \times \Sigma$ is cylindrical. Let $\{p\} \in \Sigma$, $D^2_p$ and $\Sigma'$ be the same as in Section 3. Throughout this section, the product principal $G$–bundle over any manifold will be denoted by $P$. We introduce a family of cylinder functions on $Y$ supported on $[-2, 2] \times \Sigma$, which are closely related to Hamiltonian perturbations on the extended moduli space $\hat{M}^g(\Sigma')$.

Suppose $\gamma_j : (\mathbb{R}/\mathbb{Z}) \times (-1, 1) \to \Sigma' \subset \Sigma, \quad j = 1, \ldots, m$

are smooth immersions, and suppose there exists $\epsilon > 0$ such that the $\gamma_j$’s coincide on $(-\epsilon, \epsilon) \times (-1, 1)$. Let

$h_s : G^m \to \mathbb{R}, \quad s \in [-1, 1]$

be a 1–parameter family of smooth functions on $G^m$ invariant under diagonal conjugations by $G$, such that $h_s$ vanishes when $s$ is near $-1$ and $1$. Let

$\beta : (-1, 1) \to \mathbb{R}$

be a smooth, compactly supported function that integrates to 1. Define the function $H_s : A(\Sigma)$ or $A(\Sigma') \to \mathbb{R}$ by

$$H_s(A) = \int_{-1}^{1} \beta(\lambda) h_s(\rho_{\lambda}(A)) d\lambda$$ (5.1)

for $s \in [-1, 1]$. It is easy to see that $H_s$ is invariant under the gauge group actions. Using the affine linear map $x \mapsto 2x - 1$ identifying $[0, 1]$ and $[-1, 1]$, we can use the coordinate $\hat{s}$ on $[0, 1]$ to get the family $\{H_s\}_{0 \leq \hat{s} \leq 1}$ from the family $\{H_s\}_{-1 \leq s \leq 1}$. 

This fits in with the convention set up in Section 4. The Hamiltonian $H_\delta$ descends to a $G$–invariant time-dependent Hamiltonian on the moduli space $\hat{\mathcal{M}}^\theta(\Sigma')$. The induced Hamiltonian flow preserves the set $\mu^{-1}(0) \subset \hat{\mathcal{M}}^\theta(\Sigma')$.

**Lemma 5.1.** Every time-dependent smooth $G$–invariant Hamiltonian on $\hat{\mathcal{M}}^\theta(\Sigma')$ could be constructed in this way.

**Proof.** Choose $\{\alpha_i, \beta_j\}_{1 \leq i \leq h}$ to be loops with common base point in $\Sigma'$ such that they generate the fundamental group of $\Sigma'$. They could be thickened into immersions of annuli of the form described above. For any $[A] \in \hat{\mathcal{M}}^\theta(\Sigma')$, it is uniquely determined by its holonomies around $\alpha_i, \beta_j$, $1 \leq i \leq h$. This is the embedding described in Lemma 3.3. Thus all the $G$–invariant functions on $\hat{\mathcal{M}}^\theta(\Sigma')$ all come from restricting conjugation invariant functions on $G^{2h}$. Given a smooth 1–parameter family of conjugation invariant functions on $G^{2h}$, denoted by $h_s$, we can construct the function $H_\delta$ using $h_s$, the annuli and the cut-off function $\beta$. It is easy to see that the function on $\hat{\mathcal{M}}^\theta(\Sigma')$ induced from $H_\delta$ is the same as $h_\delta$. This proves the lemma. \hfill \Box

On the other hand, the maps $\{\gamma_j\}_{1 \leq j \leq m}$ could be used to define smooth immersions

$$q_j : (\mathbb{R}/\mathbb{Z}) \times (-1,1)^2 \to \Sigma' \times [-1,1] \quad j = 1, \ldots, m$$

simply by requiring that $q_j|_{\Sigma' \times \{s\}} = \gamma_j$ for all $1 \leq j \leq m$. Note that the tuple

$$q = (q_1, \ldots, q_m, \beta, h_\delta)$$

defines a cylinder datum on $\Sigma' \times [-1,1] \subset \Sigma \times [-1,1]$ as in Definition 2.6. Because $h_s$ vanishes for $s$ near $\pm 1$, we see that $q$ defines a cylinder datum on $Y$. Therefore we have the function

$$f_q : \mathcal{C}_Y \to \mathbb{R}$$

which defines a holonomy perturbation.

**Definition 5.2.** The Hamiltonian $H_\delta : \hat{\mathcal{M}}^\theta(\Sigma') \to \mathbb{R}$ and the cylinder function $f_q : \mathcal{C}_Y \to \mathbb{R}$ constructed as above are called a compatible pair.

Suppose $A \in \mathcal{C}(Y)$ is in temporal gauge on $[-1,1] \times \Sigma$, i.e. $\nu(\Omega^s)(A) = 0$ where $s$ is the coordinate on $[-1,1]$. It is well-known that every connection is gauge-equivalent to a connection in temporal gauge on $[-1,1] \times \Sigma$ in this case. Let $A_s$ be the restriction of $A$ to the slice $\{s\} \times \Sigma$. Then $A \in \mathcal{C}(Y)$ is a critical point of the perturbed Chern-Simons functional $\text{CS} + f_q$ if and only if

$$A \text{ is flat on the complement of } [-1,1] \times \Sigma,$$

$$F_{A_s} = 0 \text{ for } s \in [-1,1],$$

$$\hat{A} - X_s(A) = 0 \text{ for } s \in [-1,1],$$

where $X_s(A)$ is a smooth map $X_s : A(\Sigma) \to \Omega^1(\Sigma) \otimes g$ such that

$$dH_s(A)a = \int_\Sigma \text{Tr}(a \wedge X_s(A)).$$

Notice that $X_s(A) \in \Omega^1(\Sigma) \otimes g$ is supported in the union of $\text{Im}(\gamma_j)$.

Notice that $H_1 \cup [-2, -1] \times \Sigma$ and $[1, 2] \times H_2$ are manifolds with boundary both given by $\Sigma$. Let $L_1, L_2 \subset \mu^{-1}(0)$ be the corresponding $G$–invariant Lagrangian submanifolds of $\hat{\mathcal{M}}^\theta(\Sigma')$ as described in Section 3. Recall that $\Phi_{H_\delta}$ is the time
1–map of the Hamiltonian flow induced by $H_s$. Now we are ready to establish the following set-theoretic correspondence.

**Proposition 5.3.** Let $H_s$ and $f_q$ be a compatible pair. Then there is a one-to-one correspondence between the orbits of perturbed flat connections on $Y$ with respect to $f_q$ and the $G$–orbits of $\Phi_{H_s}(L_1) \cap L_2$. Moreover, a perturbed flat connection is non-degenerate if and only if the corresponding intersection of $\Phi_{H_s}(L_1)$ and $L_2$ is non-degenerate.

**Proof.** Throughout the proof, we write $\Phi_{H_s} = \Phi_H$ and work with the $s$–coordinate.

Suppose $A_s$ with $-1 \leq s \leq 1$ is a smooth 1-parameter family in $A(\Sigma)$ that satisfies equation (5.3) and equation (5.4). Because $A_s$ is flat, without loss of generality we can assume that $A_s|_{D_1^2}$ is given by the product connection after applying a gauge transformation. Then the image $[A_s] \in \dot{M}^{\theta}(\Sigma')$ defines a smooth path. Recall that $H_s$ is a family of smooth Hamiltonian functions on $\dot{M}^{\theta}(\Sigma')$. Then $[A_s]$ is a Hamiltonian chord of $H_s$ by equation (5.5) and the description of the symplectic form $\omega_{\Sigma'}$. Now if $A$ is an $f_q$–perturbed flat connection, by equation (5.2) $[A_{-1}]$ (resp. $[A_1]$) actually lies in $L_1$ (resp. $L_2$). By equivariance we construct a $G$–orbit in $\Phi_{H_s}(L_1) \cap L_2$.

On the other hand, suppose $[A_s]$ is a Hamiltonian chord of $H_s$ on $\dot{M}^{\theta}(\Sigma') \cap \mu^{-1}(0)$. Let $A_s$ be a lift of $[A_s]$ to $A^1_{\mathbb{R}}(\Sigma)$, namely a family of flat connections on $\Sigma$ which are trivial over the disc $D_1^2$, then we have

$$\int_{\Sigma} \text{Tr}(\dot{A}_s - X_s(A_s), a) = 0$$

for any $s$ and any $a \in \Omega^1(\Sigma) \otimes g$ such that $d_{A_s}a = 0$. Therefore there exists $\phi_s$ such that

$$\dot{A}_s - X_s(A_s) = d_{A_s}\phi_s.$$

Hence $A_s$ solves the equations (5.3) and (5.4) after a 1-parameter family of gauge transformations. The Lagrangian boundary condition lifts to (5.2). This proves the first part of the statement.

For the second part, suppose $A \in C(Y)$ is a degenerate perturbed flat connection, then there exists $v \in \ker d_A^*\{0\}$ such that $K_{A,f_q}v = 0$. We have $[A_{-1}] \in L_1$, $[A_1] \in L_2$, and $\Phi_{H_s}(\dot{\Lambda}_{-1}) = A_1$. Restricting $v$ to $\{\pm 1\} \times \Sigma$ defines twisted harmonic 1–forms in $H_{A_{\pm 1}}^1$ denoted by $v_{\pm 1}$. Under the identification

$$T_{[A_{\pm 1}]} \dot{M}^{\theta}(\Sigma') \cong H_{A_{\pm 1}}^1 \oplus T^*(g/H_{A_{\pm 1}}^0)$$

from Corollary 3.6, it is easy to see that $v_{-1}$ and $v_1$ define tangent vectors in $T_{[A_1]}L_1$ and $T_{[A_1]}L_2$ which are orthogonal to the directions corresponding to the $G$–orbits respectively. By linearizing equation (5.4) and integrate along the $s$–direction, we see that $(\Phi_{H_s})_*(v_{-1}) = v_1$. Therefore the intersection of $\Phi_{H_s}(L_1)$ and $L_2$ is degenerate at $[A_1]$.

On the other hand, suppose the intersection of $\Phi_{H_s}(L_1)$ and $L_2$ is degenerate, then we obtain a Hamiltonian chord $[A_s]$ of $H_s$ connecting $L_1$ and $L_2$ and there exists $v_{\pm 1} \in T_{[A_{\pm 1}]}L_{\pm 1}$ such that $v_{\pm 1} \notin T \text{Orb}([A_{\pm 1}])$ and $(\Phi_{H_s})_*(v_{-1}) = v_{+1}$. Therefore, we can identify $v_{\pm 1}$ as elements in $H_{A_{\pm 1}}^1$. Lift $v_{\pm 1}$ to $w_{\pm 1} \in \Omega^1(\Sigma) \otimes g$, then $w_{\pm}$ extends to $w \in \Omega^1(Y) \otimes g$ such that $w \in \ker(*d_A + dV_f(A))$ and $w \notin \text{Im} d_A$. Decompose $w$ as $w = d_Au + w'$ where $d_A^*w' = 0$, we have $w' \in \text{Hess} K_{A,f_q}$, therefore $A$ is degenerate as a perturbed flat connection. \qed
Using Corollary 4.7, Lemma 5.1 and Proposition 5.3, we conclude

**Proposition 5.4.** For a generic choice of small Hamiltonian \( H_s : A(\Sigma) \to \mathbb{R} \) constructed as above, the intersection between \( G \)-equivariant Lagrangians \( \Phi_{H_s}(L_1) \) and \( L_2 \) is non-degenerate. Accordingly, the perturbation of the Chern-Simons functional \( CS \) on \( Y \) induced by \( f_q \) constructed as above is non-degenerate.

**Remark 5.5.** The above statement shows that we can obtain equivariant transversality of \( CS \) by a perturbation supported in the neck region \([-1, 1] \times \Sigma \). Of course, this would not be a surprise because the inclusion \( \Sigma \hookrightarrow Y \) defines a surjection between fundamental groups so a generic perturbation of the character variety of \( Y \) should result form a generic perturbation of it as a subset in the character variety of \( \Sigma \).

### 5.2. Spectral flow comparison.

Let \( Y = H_1 \cup_\Sigma ([-2, 2] \times \Sigma) \cup_\Sigma H_2 \) and \( P \) be the same as before. Suppose \( H \) is a closed subgroup of the structural group \( G \). We choose a generic Hamiltonian and the corresponding compatible holonomy perturbation \( f_q \) as from Proposition 5.4. Suppose \( f_0, f_1 \in \mathcal{C}(Y) \) are two critical points of \( CS + f_q \) such that \( H = \text{Stab}(f_1) \subset \text{Stab}(f_0) \) and let \( A_{s,0}, A_{s,1} \) be the corresponding path in \( A(\Sigma) \) satisfying equations (5.3) and (5.4). Let us further assume that we actually have a smooth 2-parameter family

\[
A_{s,t} \in A(\Sigma), \quad (s, t) \in [-1, 1] \times [0, 1]
\]

connecting the 1-parameter families \( A_{s,0} \) and \( A_{s,1} \) such that the following holds:

\[
F_{A_{s,t}} = 0 \text{ for } (s, t) \in [-1, 1] \times [0, 1]; \quad (5.6)
\]

For all \( t \in [0, 1] \), \( A_{s,t} \) and \( A_{s,1} \) extend to flat connections on \( H_1 \cup [-2, -1] \times \Sigma \) and \([1, 2] \times \Sigma \cup H_2 \) respectively.

Using the above two conditions, we can construct a 1-parameter family of connections \( \{B_t\}_{0 \leq t \leq 1} \) on \( Y \) connecting \( B_0 \) and \( B_1 \) which are in temporal gauge on \([-1, 1] \times \Sigma \) by extending \( A_{s,t} \). We further assume that

\[
H \subset \text{Stab}(B_t) \text{ for all } t \in [0, 1]. \quad (5.8)
\]

Then we have a 1-parameter family of self-adjoint operators \( K_{B_t, f_q} \) and it has a well-defined \( H \)-equivariant spectral flow \( Sf_H(K_{B_t, f_q}) \) as in Definition 2.10. By applying a homotopy and reparametrization, we can assume that for all \( t \in [0, 1] \), the connection \( B_t \) is in temporal gauge on \([-2, 2] \times \Sigma \) which defines the family \( \{A_{s,t}\}_{-2 \leq s \leq 2} \subset A(\Sigma) \) and this family is constant (i.e. independent of \( s \)) over \([-2, 1] \times \Sigma \) and \([1, 2] \times \Sigma \).

On the other hand, we can consider the space

\[
\Omega^1(\Sigma) \otimes \mathfrak{g} \oplus \Omega^0(\Sigma) \otimes \mathfrak{g} \oplus \Omega^2(\Sigma) \otimes \mathfrak{g}.
\]

It comes with a natural symplectic form

\[
\tilde{\omega}(\sigma, \lambda, \phi) \mapsto \int_{\Sigma} \text{tr}(a_1 \wedge a_2) + \int_{\Sigma} \text{tr}(\phi_1 \wedge \psi_2) - \int_{\Sigma} \text{tr}(\psi_1 \wedge \phi_2)
\]

and a compatible complex structure \( \tilde{J} \) given by

\[
(a, \phi, \psi) \mapsto (*a, -*\psi, *\phi).
\]
Given $A \in \mathcal{A}_F(\Sigma)$, we define $S_A$ to be the twisted de Rham operator on $\Omega^1(\Sigma) \otimes g \oplus \Omega^0(\Sigma) \otimes g \oplus \Omega^2(\Sigma) \otimes g$ given by

$$(a, \phi, \psi) \mapsto (- * d_A \phi - d_A * \psi, *d_A a, d_A * a).$$

This is a self-adjoint operator with respect to the natural $L^2$-norm. Now consider the space

$L^2_k([-1, 1]; \Omega^1(\Sigma) \otimes g \oplus \Omega^0(\Sigma) \otimes g \oplus \Omega^2(\Sigma) \otimes g)$

which is the $L^2_k$-completion of the space of smooth maps from $[-1, 1]$ to $\Omega^0(\Sigma) \otimes g \oplus \Omega^1(\Sigma) \otimes g \oplus \Omega^2(\Sigma) \otimes g$ using the cylindrical metric on $[-1, 1] \times \Sigma$. Note that this space could be identified with

$L^2_k(\Omega^0([-1, 1] \times \Sigma) \otimes g) \oplus L^2_k(\Omega^1([-1, 1] \times \Sigma) \otimes g)$

on $[-1, 1] \times \Sigma$ by mapping $(a, \phi, \psi) \in L^2_k([-1, 1]; \Omega^1(\Sigma) \otimes g \oplus \Omega^0(\Sigma) \otimes g \oplus \Omega^2(\Sigma) \otimes g)$ to $(\phi, a + *\psi ds)$. Because the holonomy perturbation $f_g$ is supported on $[-1, 1] \times \Sigma$, for each $t \in [0, 1]$, the operator $K_{B_t, f_g}$ is equal to the twisted odd signature operator

$$\begin{pmatrix}
d_B & d_B \\
d_B & 0
\end{pmatrix}$$

on $(\Omega^0(Y) \oplus \Omega^1(Y)) \oplus g$ in the complement of $[-1, 1] \times \Sigma$. The restrictions of this operator on $[-2, -1] \times \Sigma$ and $[1, 2] \times \Sigma$ are all of the form

$$(ds \wedge \frac{\partial}{\partial s} + S_{A_{\pm 1, t}})$$

under the identification described above. Let $A_{-1}(t) \subset L^2(\Omega^1(\Sigma) \otimes g \oplus \Omega^0(\Sigma) \otimes g \oplus \Omega^2(\Sigma) \otimes g)$ be the subspace consisting of elements that extend to $L^2_{1/2}$ elements in $\ker(K_{B_t, f_g})$ on $H_1 \cup [-2, -1] \times \Sigma$ and let $A_1(t) \subset L^2(\Omega^1(\Sigma) \otimes g \oplus \Omega^0(\Sigma) \otimes g \oplus \Omega^2(\Sigma) \otimes g)$ be the similar subspace constructed from $[1, 2] \times \Sigma \cup H_2$. Then it is well-known that $A_{\pm 1}(t)$ defines a pair of Lagrangian subspaces in $L^2(\Omega^1(\Sigma) \otimes g \oplus \Omega^0(\Sigma) \otimes g \oplus \Omega^2(\Sigma) \otimes g)$ with respect to the symplectic form $\omega_{\Sigma}$, see [Nic95, Section 2] for example. The paths $t \mapsto A_{\pm 1}(t)$ are continuously differentiable in the sense that the paths of orthogonal projection operators $P_{A_{\pm 1}(t)}$ onto $A_{\pm 1}(t)$ are continuously differentiable.

**Definition 5.6.** Let $L^2_k([-1, 1] \times \Sigma; A_{-1}(t), A_1(t))$ be the subspace of $L^2([-1, 1]; \Omega^1(\Sigma) \otimes g \oplus \Omega^0(\Sigma) \otimes g \oplus \Omega^2(\Sigma) \otimes g)$ consisting of elements whose restriction to $\{\pm 1\} \times \Sigma$ lies in the space $A_{\pm 1}(t)$. Let $A_{a,t} \in \mathcal{A}(\Sigma)$ be the family described above. Define $D(t) : L^2([-1, 1] \times \Sigma; A_{-1}(t), A_1(t)) \rightarrow L^2([-1, 1]; \Omega^1(\Sigma) \otimes g \oplus \Omega^0(\Sigma) \otimes g \oplus \Omega^2(\Sigma) \otimes g)$ to be the operator given by

$$D(t) \begin{pmatrix} a \\ \phi \\ \psi \end{pmatrix} = \begin{pmatrix} \ast \dot{a} + d_{A_{a,t}} \phi + d^*_{A_{a,t}} \psi - *dX_s(A_{a,t})(a) \\ - * \dot{\psi} + d^*_{A_{a,t}} a \\ \ast \phi + d_{A_{a,t}} a \end{pmatrix},$$

where the dot represents taking derivative along the $s$-direction.

**Remark 5.7.** The operator $D(t)$ could be written as $\tilde{J}_S(\frac{\partial}{\partial s} + S_{A_{a,t}} - dX_s(A_{a,t}))$. Using the Lagrangian boundary conditions $\Lambda_{\pm 1}(t)$, it is easy to see that $D(t)$ defines a self-adjoint operator such that the inclusion map from its domain to the background Hilbert space is a compact operator. Meanwhile, $D(t)$ is exactly the restriction of the operator $K_{B_t, f_g}$ on the region $[-1, 1] \times \Sigma \subset Y$. 
As a consequence, we obtain a 1–parameter family of self-adjoint operators \( \{D(t)\}_{0 \leq t \leq 1} \). Although this family has varying domains \( L^2_k([-1, 1] \times \Sigma; \Lambda_{-1}(t), \Lambda_1(t)) \), its spectral flow is nonetheless well-defined in this situation, see [SW08, Appendix A]. Note that all the discussions above are compatible with the \( \text{Stab}(B_t) \)-action, therefore the \( H \)-equivariant spectral flow \( Sf_H(D(t)) \) of the family \( \{D(t)\}_{0 \leq t \leq 1} \) is also well-defined. Now we are ready to state the main result of this subsection.

**Theorem 5.8.** Let \( \{K_{B_t, f_t}\}_{0 \leq t \leq 1} \) and \( \{D(t)\}_{0 \leq t \leq 1} \) be as above. Then

\[
Sf_H(K_{B_t, f_t}) = Sf_H(D(t)).
\]

The proof of Theorem 5.8 is based on adapting the arguments in [Nic95]. The idea is to modify the path of self-adjoint operators to a preferred form to simplify the calculation of the spectral flow.

We start by reducing the calculation of the equivariant spectral flow to the calculation of the ordinary spectral flow. Identifying \( (\Omega^0(Y) \oplus \Omega^1(Y)) \otimes g \) with the space of smooth sections of the vector bundle \( g \otimes T^*Y \otimes g \), where \( g \) stands for the product \( g \)-bundle over \( Y \), for any connection \( B \in \mathcal{C}(Y) \), its stabilizer \( \text{Stab}(B) \subset G \) acts on \( (\Omega^0(Y) \oplus \Omega^1(Y)) \otimes g \) by the fiberwise adjoint \( G \)-action on the \( g \) factor. Choose \( H \subset G \) as above. Suppose the adjoint action of \( H \) on \( g \) decomposes \( g \) into isotypic pieces

\[
g \cong V_{i_1}^{a_1} \oplus \cdots \oplus V_{i_m}^{a_m},
\]

we define the vector bundle

\[
\tilde{E}_i = (\Omega^0(Y) \oplus \Omega^1(Y)) \otimes V_{i}^{a_i},
\]

and the vector bundle

\[
E_i = (\Omega^0(Y) \oplus \Omega^1(Y)) \otimes K_i^{a_i},
\]

where \( K_i = \text{Hom}_H(V_i, V_i) \). Then the global sections of \( E_i \) could be identified with \( \text{Hom}_H(V_i, (\Omega^0(Y) \oplus \Omega^1(Y)) \otimes g) \).

Let \( L^2_k(E_i) \) be the \( L^2_k \)-completion of the space of smooth sections of \( E_i \) over \( Y \). Then this encodes the information of the \( V_i \)-isotypic piece of the \( H \)-Banach space \( L^2_k(g \otimes T^*Y \otimes g) \). By the \( H \)-equivariance of the operator \( K_{B_t, f_t} \), it induces an operator

\[
K_{B_t, f_t}^i = L^2_k(E_i) \to L^2_{k-1}(E_i).
\]

Correspondingly, we have

\[
\text{Hom}_H(V_i, L^2_k(\Omega^0([-1, 1] \times \Sigma) \otimes g) \oplus L^2_k(\Omega^1([-1, 1] \times \Sigma) \otimes g)) \cong L^2_k(E_i[-1,1] \times \Sigma)
\]

and the spaces over the Riemann surface \( \Sigma \) given by

\[
\text{Hom}_H(V_i, L^2_k(\Omega^1(\Sigma) \otimes g \oplus \Omega^0(\Sigma) \otimes g \oplus \Omega^2(\Sigma) \otimes g)) \cong L^2_k(E_i[0 \times \Sigma]).
\]

The symplectic form \( \tilde{\omega}_\Sigma \) induces a symplectic form on \( L^2(E_{i}[0 \times \Sigma]) \). By restricting \( \Lambda_{\pm 1}(t) \) to the \( V_i \)-isotypic piece, we obtain Lagrangian subspaces

\[
\Lambda_{\pm 1}(t) \subset L^2(E_{i}[0 \times \Sigma]).
\]

As a result, the \( H \)-equivariant operator \( D(t) \) induces operators

\[
D^i(t) : L^2_k(E_i[-1,1] \times \Sigma; \Lambda_{-1}(t), \Lambda_1(t)) \to L^2(E_i[-1,1] \times \Sigma)
\]

for all \( i = 1, \ldots, m \). According to Definition 2.10, we have
Lemma 5.9. \( Sf_H(K_{B_1,f_q}) = Sf_H(D(t)) \) if and only if \( Sf(K_{B_1,f_q}) = Sf(D^i(t)) \) for any \( 1 \leq i \leq m \).

From now on, we will focus on the operators \( K_{B_1,f_q}^i \) and \( D^i(t) \) for a fixed \( i \in \mathbb{Z} \cap [1,m] \).

Definition 5.10. An operator \( D : L^2_k(E_i) \rightarrow L^2_{k-1}(E_i) \) is said to satisfy unique continuation if for any \( v \in \ker(D) \) such that \( v|_U = 0 \) where \( U \subset H_2 \subset Y \) is a non-empty open set, we have \( v \equiv 0 \).

Lemma 5.11. For any \( t \in [0,1] \), the operator \( K_{B_1,f_q}^i \) satisfies unique continuation.

Proof. Let \( v \in \ker(K_{B_1,f_q}^i) \) and \( v|_U = 0 \) where \( U \) is as above. The operator \( K_{B_1,f_q}^i|_{[1,2] \times \Sigma \cup H_2} \) comes from the twisted signature operator therefore is a Dirac operator. By the unique continuation property of Dirac operators, we know that \( v \) is identically 0 over \([1,2] \times \Sigma \cup H_2\). Over the region \([-1,1] \times \Sigma\), the element \( v \) defines a curve \( v(s) \) in \( L^2(E_i|_{\{0\} \times \Sigma}) \) satisfying the ODE
\[
\bar{J}_\Sigma \left( \frac{\partial}{\partial s} + S_{A,s} - dX_s(\bar{A},s) \right)v(s) = 0.
\]
Here we use the same notation to represent the induced operators on \( L^2(E_i|_{[-1,1] \times \Sigma}) \). Since the solution is uniquely determined by the initial value and \( v|_{\{1\} \times \Sigma} = 0 \), we know that \( v|_{[-1,1] \times \Sigma} = 0 \). The vanishing of \( v \) over \( H_1 \cup [-2,-1] \times \Sigma \) comes again from the unique continuation property of the twisted signature operator on \( H_1 \cup [-2,-1] \times \Sigma \) and the fact that we have already shown that \( v|_{[-1,1] \times \Sigma} = 0 \). Therefore the lemma is proved.

Lemma 5.12. The operator \( K_{B_1,f_q}^i - K_{B_0,f_q}^i \) is a bounded operator on \( L^2_k(E_i) \).

Proof. By definition, \( K_{B_1,f_q}^i - K_{B_0,f_q}^i \) is the sum of a 0-th order differential operator depending on \( B_0, B_1 \) and the induced operator on \( L^2_k(E_i) \) given by the difference \( DV_{f_q}(B_1) - DV_{f_q}(B_0) \).

Use the definition and [KM11, Proposition 3.5], these 2 terms are both bounded by \( C(||B_0||_{L^2_k} + ||B_1||_{L^2_k}) \) where \( C > 0 \) is some constant depending on \( Y \), so the lemma is proved.

Recall that for a family of self-adjoint operators \( \{D_t\}_{0 \leq t \leq 1} \), its resonance set \( Z(D_t) \) consists of \( t \in [0,1] \) such that \( \ker(D_t) \neq \{0\} \). Suppose \( t_0 \in Z(D_t) \) and let \( P_{t_0} \) be the orthogonal projection onto \( \ker(D_{t_0}) \). Then the resonance matrix \( R(D_{t_0}) \) at \( t_0 \) is defined to be the map \( P_{t_0} \hat{D}_{t_0} : \ker(D_{t_0}) \rightarrow \ker(D_{t_0}) \).

Definition 5.13. A family of self-adjoint operators \( \{D_t\}_{0 \leq t \leq 1} \) is said to be positive if the resonance matrices are all positive definite. It is said to be negative if the family \( \{-D_t\}_{0 \leq t \leq 1} \) is positive.

Using Kato’s selection theorem, if the family \( \{D_t\}_{0 \leq t \leq 1} \) is positive or negative, the set \( Z(D_t) \) is discrete.

Lemma 5.14. The 1-parameter family \( \{K_{B_1,f_q}^i\}_{0 \leq t \leq 1} \) defined over \( L^2_k(E_i) \subset L^2(E_i) \) is homotopic relative end points to the concatenation of a positive 1-parameter family and a negative 1-parameter family such that each operator in these 2 families satisfies unique continuation.
Proof. Using Lemma 5.12, we can choose some $C > 0$ such that the norm of $K_{B_1,f_0}^i - K_{B_0,f_0}^i$ over $L^2(E_i)$ is bounded above by $C - 1$. Consider the families

$$K^i_+(t) = K_{B_0,f_0}^i + tC \cdot \text{id}$$

$$K^i_-(t) = K_{B_0,f_0}^i + C \cdot \text{id} + t(K_{B_1,f_0}^i - K_{B_0,f_0}^i - C \cdot \text{id})$$

for $0 \leq t \leq 1$. It is easy to see that $K^i_+(t)$ is positive and $K^i_-(t)$ is negative. The affine homotopy between $\{K_{B_0,f_0}^i\}_{0 \leq t \leq 1}$ and the concatenation of these 2 families gives the desired homotopy. For the unique continuation property, one proceeds exactly the same as in the proof of Lemma 5.11 by noticing that $K^i_\pm(t)$ could be described by Dirac operators on $H_1 \cup [-2, -1] \times \Sigma \cup [1, 2] \times \Sigma \cup H_2$ and the kernel of $K^i_\pm(t)$ consists of solutions to an ODE on $[-1, 1] \times \Sigma$. □

Given a positive or negative family $\{D_t\}_{0 \leq t \leq 1}$, we wish to perturb it further so that for any $t_0 \in Z(D_t)$, the kernel of $D_{t_0}$ becomes 1–dimensional. This is the transversality result established in [Nie95, Proposition 3.6]. The unique continuation condition stated above guarantees that the proof of [Nie95, Proposition 3.6] works without change to give the following statement.

Lemma 5.15. For the two families $\{K^i_\pm(t)\}_{0 \leq t \leq 1}$ constructed in Lemma 5.14, one can find

$$\alpha_\pm : [0, 1] \to C^\infty(\text{Hom}(E_i,E_i))$$

which are arbitrarily small such that the following holds:

1. $\alpha_\pm(t)$ is supported away from $[-2, 2] \times \Sigma$;
2. The family $K^i_+(t) + \alpha_+(t)$ (resp. $K^i_-(t) + \alpha_-(t)$) remains to be positive (resp. negative) and for any $t_0 \in Z(K^i_+(t) + \alpha_+(t))$ (resp. $t_0 \in Z(K^i_-(t) + \alpha_-(t))$), the kernel of $K^i_+(t_0) + \alpha_+(t_0)$ (resp. $K^i_-(t_0) + \alpha_-(t_0)$) is actually 1–dimensional.

Proof of Theorem 5.8. Let us fix $\alpha_\pm(t)$ as in Lemma 5.15 and denote $\tilde{K}^i_\pm(t) = K^i_\pm(t) + \alpha_\pm(t)$. By construction, $\{\tilde{K}^i_\pm(t)\}_{0 \leq t \leq 1}$ defines operators

$$\tilde{K}^i_\pm(t) : L^2(E_i) \to L^2(E_i)$$

for all $0 \leq t \leq 1$ which are Dirac operators when restricted to $H_1 \cup [-2, -1] \times \Sigma \cup [1, 2] \times \Sigma \cup H_2$ and they are cylindrical over $[-2, -1] \times \Sigma \cup [1, 2] \times \Sigma$. Therefore, they define Lagrangian subspaces

$$\tilde{\Lambda}^i_{\pm,1}(t) \subset L^2(E_i|_{\{0\} \times \Sigma})$$

consisting of restriction of elements in $L^2_{1/2}(E_i|_{H_1 \cup [-2, -1] \times \Sigma})$ lying in

$$\ker(\tilde{K}^i_\pm(t)|_{H_1 \cup [-2, -1] \times \Sigma}).$$

Similarly one can construct

$$\tilde{\Lambda}^i_{\pm,1}(t) \subset L^2(E_i|_{\{0\} \times \Sigma})$$

by considering the restriction to $[1, 2] \times \Sigma \cup H_2$. We can then construct the operators

$$\tilde{D}^i_{\pm}(t) : L^2(E_i|_{[-1,1] \times \Sigma}; \tilde{\Lambda}^i_{\pm,1}(t) \pm \tilde{\Lambda}^i_{\pm,1}(t) \pm) \to L^2(E_i|_{[-1,1] \times \Sigma})$$

similar to the construction of $D(t)$, which define self-adjoint operators using the Lagrangian boundary conditions.

Making $\alpha_\pm(t)$ smaller if necessary, the spectral flow of the family $\{K_{B_0,f_0}^i\}_{0 \leq t \leq 1}$ is the same as the sum of the spectral flows of $\{\tilde{K}^i_+(t)\}_{0 \leq t \leq 1}$ and $\{\tilde{K}^i_-(t)\}_{0 \leq t \leq 1}$.
Similarly, by concatenating the Lagrangian boundary conditions, it is easy to see that the spectral flow of \( \{ D_1^t(t) \}_{0 \leq t \leq 1} \) is equal to the sum of the spectral flows of \( \{ D_{\pm}^t(t) \}_{0 \leq t \leq 1} \). Using Lemma 5.9, it suffices to show that

\[
Sf(\tilde{K}_+^i(t)) = Sf(\tilde{D}_+^i(t)) \quad \text{and} \quad Sf(\tilde{K}_-^i(t)) = Sf(\tilde{D}_-^i(t)).
\]

We prove the plus version of the above statement and the negative version holds using the same argument. From the definition, we see that

\[
Z(\tilde{K}_+^i(t)) = Z(\tilde{D}_+^i(t))
\]

therefore it suffices to show that the resonance matrices of \( \{ \tilde{K}_+^i(t) \}_{0 \leq t \leq 1} \) and \( \{ \tilde{D}_+^i(t) \}_{0 \leq t \leq 1} \) have the same sign at any \( t_0 \in Z(\tilde{K}_+^i(t)) = Z(\tilde{D}_+^i(t)) \). In other words, we just need to show that the resonance matrix of \( \tilde{D}_+^i(t) \) at \( t = t_0 \) is positive definite. Let \( v \in \ker(\tilde{D}_+^i(t_0)) - \{0\} \). Note that \( v \) could also be viewed as an element of \( \ker(\tilde{K}_+^i(t_0)) \). Let \( \chi : [0, 1] \to \mathbb{R} \) be a non-negative smooth function supported in \( (0, 1) \) which is strictly positive over \([\frac{1}{2}, \frac{3}{4}]\). Then \( \chi \) defines a function on \([0, 1] \times \Sigma \subset Y \) by composing it with the projection to the \( s \)-coordinate. This further extends to a smooth function over \( Y \) in the obvious way. Then for \( \epsilon > 0 \) sufficiently small, the family

\[
\{ \tilde{K}_+^i(t_0) + (t - t_0)\chi \cdot \text{id} \}_{t_0 - \epsilon \leq t \leq t_0 + \epsilon}
\]

is \( C^0 \)-close to \( \{ \tilde{K}_+^i(t) \}_{t_0 - \epsilon \leq t \leq t_0 + \epsilon} \) and the affine homotopy between them preserves the spectral flow. This is because \( \langle v, \chi v \rangle_{L^2} > 0 \) and the kernel is \( 1 \)-dimensional: if \( \langle v, \chi v \rangle_{L^2} = 0 \), the restriction of \( v \) to the time slice \( \{ \frac{1}{2} \} \times \Sigma \) is \( 0 \) thus it vanishes on \([-1, 1] \times \Sigma \) by uniqueness of solutions to ODE therefore vanishes on whole \( Y \) by unique continuation of Dirac operators. Accordingly, we can construct the induced affine homotopy from \( \{ \tilde{D}_+^i(t) \}_{t_0 - \epsilon \leq t \leq t_0 + \epsilon} \) to

\[
\{ \tilde{D}_+^i(t_0) + (t - t_0)\chi \cdot \text{id} \}_{t_0 - \epsilon \leq t \leq t_0 + \epsilon}
\]

preserving the spectral flow. Now notice that because \( \chi \) is supported in the region \([0, 1] \times \Sigma \) and the kernels of the new families at time \( t_0 \) are all spanned by \( v \), we see that the resonance matrices of these two families (5.10) and (5.11) have the same value at time \( t_0 \). This finishes the proof.

\[ \Diamond \]

5.3. An adiabatic limit result. Let \( \{ A_{s,t} \}_{-1 \leq s \leq 1, 0 \leq t \leq 1} \subset A_F(\Sigma) \) be a smooth family of flat connections on \( \Sigma \). Viewing \( \Sigma \) as the boundary of \( H_1 \cup [-2, -1] \times \Sigma \) and \([1, 2] \times \Sigma \cup H_2 \), we further suppose that \( A_{-1,t} \) extends to a flat connection \( B_{-1,t} \) on \( H_1 \cup [-2, -1] \times \Sigma \) and \( A_{1,t} \) extends to a flat connection \( B_{1,t} \) on \([1, 2] \times \Sigma \cup H_2 \) for all \( t \in [0, 1] \). Then we can define \( \{ A_{s,t} \}_{0 \leq t \leq 1} \) be the same as in the previous subsection. Note that we do not require that \( A_{s,0} \) or \( A_{s,1} \) comes from the restriction of a \( f_{q} \)-perturbed flat connection on \( Y \) as in the previous subsection. This setup gives us more flexibility for later calculations. Furthermore, we assume that \( \text{Stab}(A_{s,t}) \cong H \subset G \) remains to be the same for all \( (s, t) \in [-1, 1] \times [0, 1] \).

Given \( A_{s,t} \in A_F(\Sigma) \), let \( \mathcal{H}_{A_{s,t}} \) be the kernel of the twisted de Rham operator

\[
S_{A_{s,t}} : L^2(\Omega^1(\Sigma) \otimes g \oplus \Omega^0(\Sigma) \otimes g) \to L^2(\Omega^1(\Sigma) \otimes g \oplus \Omega^0(\Sigma) \otimes g) \equiv \mathcal{H}_{A_{s,t}}
\]

In other words, \( \mathcal{H}_{A_{s,t}} \) is given by the total space of twisted harmonic forms on \( \Sigma \) with respect to the flat connection \( A_{s,t} \). This is a symplectic vector space using the restriction of the symplectic form \( \tilde{\omega}_\Sigma \). Let

\[
\pi_{A_{s,t}} : L^2(\Omega^1(\Sigma) \otimes g \oplus \Omega^0(\Sigma) \otimes g) \to \mathbb{H}_{A_{s,t}}
\]
be the $L^2$–orthogonal projection. Define

$$L_{t}(t) := \mathcal{H}_{A_{t}} \cap \Lambda_{1}(t), \quad 0 \leq t \leq 1.$$ 

**Lemma 5.16.** $L_{t}(t)$ is a Lagrangian subspace of $\mathcal{H}_{A_{t}}$, for $i = \pm 1$.

**Proof.** By definition, $L_{t}(t)$ is isotropic. So we just need to prove that $\dim L_{t}(t) \geq \frac{1}{2} \dim \mathcal{H}_{A_{t}}$. Notice that $(0, \ker d_{A_{t}}, 0) \subset L_{t}$ because this comes from the Lie algebra of the stabilizer group and $\text{Stab}(B_{i,t}) = \text{Stab}(A_{i,t})$.

Let $m = \dim \ker d_{B_{-1, t}}$. Recall that $h$ is the genus of the Riemann surface $\Sigma$. Fix a base point $p_0$ on $\Sigma \cong \partial H_1$, let $\gamma_1, \ldots, \gamma_h$ be $h$ closed curves based on $p_0$ that generates the fundamental group of $H_1$. Let $\mathcal{C}$ be the space of smooth connections $B$ on $H_1 \cup [-2, -1] \times \Sigma$ such that $B(\partial_s) = 0$ on the boundary. Define

$$\text{Hol} : \mathcal{C} \to G^h$$

to be the map given by holonomies along $\gamma_i$. Let $U = (-\epsilon, \epsilon)^h$, let $\Phi : U \to \hat{\mathcal{C}}$ be a map such that $\Phi(0)$ equals $B_{-1, t}$, and that $\text{Im} d(\text{Hol} \circ \Phi)$ is surjective at zero. By construction, $\text{Im} d\Phi(0) \subset \Omega^1(\Sigma) \otimes \mathfrak{g}$ is a $h \cdot \dim G$ dimensional linear space. For every $u \in \text{Im} d\Phi(0)$, there is a unique $v$ such that $v \in \text{Im} d\Phi(0)$, and $u' := u - d_{B_{-1, t}}v \in \ker (d_{B_{-1, t}})$. The kernel of $\text{Im} d\Phi(0)$ under the map $u \mapsto u'$ has dimension at most $m$ by considering the holonomies, therefore the image of $\text{Im} d\Phi(0)$ under the map $u \mapsto u'$ has dimension at least $(h - 1) \cdot \dim G + m$. Therefore

$$L_{-1}(t) \cap (\ker (d_{B_{-1, t}} + d_{B_{-1, t}})), 0, 0) \subset \mathcal{H}_{A_{-1}},$$

has dimension at least $(h - 1) \cdot \dim G + m$, which proved that $L_{-1}(t)$ is Lagrangian. The same argument works to prove $L_{i}(t)$ is Lagrangian.

By definition, $\dim \mathcal{H}_{A_{t}}$ remains to be the same for all $(s, t) \in [-1, 1] \times [0, 1]$. For a given $t \in [0, 1]$, consider the spaces

$$L^2([-1, 1]; \mathcal{H}_{A_{t}}) \subset L^2([-1, 1]; \Omega^1(\Sigma) \otimes \mathfrak{g} \oplus \Omega^0(\Sigma) \otimes \mathfrak{g} \oplus \Omega^2(\Sigma) \otimes \mathfrak{g})$$

$$L^2([-1, 1]; \mathcal{H}_{A_{t}}, \mathcal{L}_{-1}(t), \mathcal{L}_{1}(t)) \subset L^2([-1, 1] \times \Sigma; \Lambda_{1}(t), \Lambda_{-1}(t))$$

consisting of elements $(a, \phi, \psi)$ whose value at each $s \in [-1, 1]$ lies in $\mathcal{H}_{A_{t}}$. Then we can define a self-adjoint operator

$$D_0(t) : L^2([-1, 1]; \mathcal{H}_{A_{t}}, \mathcal{L}_{-1}(t), \mathcal{L}_{1}(t)) \to L^2([-1, 1]; \mathcal{H}_{A_{t}})$$

given by

$$D_0(t) \begin{pmatrix} a \\ \phi \\ \psi \end{pmatrix} = \pi_{A_{t}} \begin{pmatrix} *\dot{a} - *d\varphi_s(A_{s,t})(a) \\ - *\dot{\psi} \\ *\dot{\phi} \end{pmatrix}.$$ 

By construction, the family $\{D_0(t)\}_{0 \leq t \leq 1}$ has a well-defined $H$–equivariant spectral flow $S_f_H(D_0(t))$. The following is another comparison result of spectral flows.

**Theorem 5.17.** Let $\{D(t)\}_{0 \leq t \leq 1}$ be the family constructed in Section 5.2 and let $\{D_0(t)\}_{0 \leq t \leq 1}$ be the family constructed above. Then

$$S_f_H(D(t)) = S_f_H(D_0(t)).$$
The proof of Theorem 5.17 is exactly the same as the proof of [DS94, Theorem 6.1]. We will sketch a proof for completeness. Because we have used connections in temporal gauge, the covariant differentiation $\nabla_s$ in [DS94] is replaced by the ordinary differentiation $\partial_s$. Note that the calculation of equivariant spectral flow could be reduced to the calculation of ordinary spectral flow as in Section 5.2 so the $H$–equivariance will be suppressed in this subsection.

The idea is to use the 1–parameter family of operators

$$D_\epsilon(t) : L^2([-1,1] \times \Sigma; \Lambda_{-1}(t), \Lambda_1(t)) \to L^2([-1,1]; \Omega^1(\Sigma) \otimes \Omega^0(\Sigma) \otimes \mathfrak{g} \oplus \Omega^2(\Sigma) \otimes \mathfrak{g})$$

given by the formula

$$D_\epsilon(t) \begin{pmatrix} a \\ \phi \\ \psi \end{pmatrix} = \begin{pmatrix} \ast \dot{a} + d_{A_{s,t}} \phi + d^*_{A_{s,t}} \psi - \ast dX_s(A_{s,t})(a) \\ - \ast \dot{\psi} + \frac{1}{\epsilon} d_{A_{s,t}} a \\ \ast \dot{\phi} + \frac{1}{\epsilon} d_{A_{s,t}} a \end{pmatrix}$$

depending on the parameter $\epsilon > 0$, so that the spectral flow of $\{D(t)\}_{0 \leq t \leq 1} = \{D_0(t)\}_{0 \leq t \leq 1}$ could be reduced to the spectral flow of $\{D_0(t)\}_{0 \leq t \leq 1}$ by passing to the adiabatic limit $\epsilon \to 0$.

Fix $t \in [0,1]$. Introduce norms

$$\| (a, \phi, \psi) \|_{0,\epsilon}^2 = \| a \|^2 + \epsilon^2 \| \phi \|^2 + \epsilon^2 \| \psi \|^2$$
on the space $L^2([-1,1]; \Omega^1(\Sigma) \otimes \mathfrak{g} \oplus \Omega^0(\Sigma) \otimes \mathfrak{g} \oplus \Omega^2(\Sigma) \otimes \mathfrak{g})$ and

$$\| (a, \phi, \psi) \|_{1,\epsilon}^2 = \| a \|^2 + \| \dot{a} \|^2 + \| d_{A_{s,t}} a \|^2 + \epsilon^2 \| \dot{\phi} \|^2 + \epsilon^2 \| \dot{\psi} \|^2$$
on $L^2([-1,1]; \Omega^1(\Sigma) \otimes \mathfrak{g} \oplus \Omega^0(\Sigma) \otimes \mathfrak{g} \oplus \Omega^2(\Sigma) \otimes \mathfrak{g})$ using the product metric on $[-1,1] \times \Sigma$.

**Sketch of proof of Theorem 5.17.** The proof breaks into five steps.

*Step 1–Elliptic estimate:* There is an $\epsilon_0 > 0$ such that for any $0 < \epsilon < \epsilon_0$, there exists a constant $C > 0$ independent of $\epsilon$ such that

$$\| u - \pi_{A_{s,t}}(u) \|_{1,\epsilon} \leq C \epsilon (\| D_\epsilon(t) u \|_{0,\epsilon} + \| \pi_{A_{s,t}}(u) \|_{L^2}) \quad (5.13)$$

for $u \in L^2([-1,1] \times \Sigma; \Lambda_{-1}(t), \Lambda_1(t))$. This is [DS94, Lemma 7.3]. Note that although our 3–manifold $[-1,1] \times \Sigma$ has boundary, the Lagrangian boundary condition guarantees that the integration by parts formula entering the proof works without change. Meanwhile, our projection $\pi_{A_{s,t}}$ involves the $H^0$ and $H^2$ part so the reducible connections would not affect the estimate.

*Step 2–Convergence of resolvent set:* For every $C_0 > 0$ there exists constants $\epsilon_0 > 0$ and $C > 0$ such that the following holds for all $t \in [0,1]$ and $|\lambda| \leq C_0$.

$$\| u_0 \|_{L^2} \leq C_0 \| D_0(t) u_0 - \lambda u_0 \|_{L^2}$$

for all $u_0 \in L^2([-1,1]; H_{A_{s,t}}; L_{-1}(t), L_1(t))$, then

$$\| u \|_{0,\epsilon} \leq C \| D_\epsilon(t) u - \lambda u \|_{0,\epsilon}$$

for $0 < \epsilon < \epsilon_0$ and $u \in L^2([-1,1] \times \Sigma; \Lambda_{-1}(t), \Lambda_1(t))$. This is [DS94, Lemma 7.4]. Note that the proof is based on a direct computation and an application of equation (5.13) therefore it works in our situation without change.
Step 3-Refined convergence of operators: Define
\[ R_0 = \{(t, \lambda) \in [0,1] \times \mathbb{C} | \lambda \text{ is not an eigenvalue of } D_0(t)\} \]
to be the resolvent set of the family \( \{D_0(t)\}_{0 \leq t \leq 1} \). Denote by \( R_e \) is resolvent set of the family \( \{D_e(t)\}_{0 \leq t \leq 1} \). Then for every compact subset \( K \subset R_0 \), there exists a constant \( c_0 > 0 \) such that \( K \subset R_e \) for \( 0 < \epsilon < c_0 \) and
\[
\|\pi_{A_{s,i}}((\lambda \cdot \text{id} - D_e(t))^{-1}v) - (\lambda \cdot \text{id} - D_0(t))^{-1}\pi_{A_{s,i}}\|_{L^2} \leq C\epsilon\|v\|_{0,\epsilon}
\]
for \( (t, \lambda) \in K \) and \( v \in L^2([-1,1]; \Omega^1(S) \otimes g + \Omega^0(S) \otimes g + \Omega^2(S) \otimes g) \).
This is [DS94, Lemma 7.5].

Step 4-Multiplicity estimate: For all \( C_0 > 0 \) there exists a constant \( k_0 > 0 \) such that the following holds for all \( t \in [0,1] \) and \( 0 < \epsilon^2 + \delta^2 < k_0 \). If \( \lambda_0 \) is an eigenvalue of \( D_0(t) \) of multiplicity \( m_0 \) and
\[ u_0 \perp \ker(\lambda_0 \cdot \text{id} - D_0(t)) \implies \|u_0\|_{L^2} \leq C_0\|\lambda_0 u_0 - D_0(t)u_0\|_{L^2}, \]
for all \( u \in L^2([-1,1]; \mathcal{H}_{A_{s,i}}; \mathcal{L}_{-1}(t), \mathcal{L}_1(t)) \), then the multiplicity of all eigenvalues of \( \lambda \) of \( D_e(t) \) with \( |\lambda - \lambda_0| \leq \delta \) does not exceed \( m_0 \).
This follows from [DS94, Lemma 7.6].

Step 5-Concluding the proof. By Kato’s selection theorem, we can find \( \delta \in \mathbb{R} \)
which is arbitrarily close to 0 such that the resonance set of the family of the operators \( \{D_0(t) - \delta \cdot \text{id}\}_{0 \leq t \leq 1} \), written as \( Z(D_0(t) - \delta \cdot \text{id}) \) is finite and contained in \((0,1)\). Moreover, we can guarantee that the resonance matrices of this family is non-degenerate. Use \( \sigma(D) \) to represent the spectrum of \( D \). Let \( Z(D_0(t) - \delta \cdot \text{id}) = \{t_1, \ldots, t_N\} \). Recall that \( R(D_0(t_i) - \delta \cdot \text{id}) \) for \( i = 1, \ldots, N \) is the resonance matrix. Define
\[ m_i := \text{sign}(R(D_0(t_i) - \delta \cdot \text{id})), i = 1, \ldots, N \]
to be the signatures of the resonance matrices. Then
\[ Sf(\{D_0(t)\}_{0 \leq t \leq 1}) = \sum_{i=1}^{N} m_i \]
and \( m_i \) could be computed as follows. Choose \( \kappa > 0 \) such that \( \lambda = \delta \) is the only eigenvalue of \( D_0(t_i) \) in the interval \([\delta - \kappa, \delta + \kappa]\). Now choose \( \tau > 0 \) such that \( \delta + \kappa \notin \sigma(D_0(t)) \) for all \( t \in [t_i - \tau, t_i + \tau] \). Then
\[ m_i = \#\{\lambda \in \sigma(D_0(t_i - \tau)) | \delta - \kappa < \lambda < \delta\} - \#\{\lambda \in \sigma(D_0(t_i + \tau)) | \delta - \kappa < \lambda < \delta\}. \]
By Step 2, there exists a constant \( c_{0} > 0 \) such that \( \delta \notin \sigma(D_e(t)) \) for \( t = t_i - \tau \) or \( t_i + \tau \) and \( \delta \pm \kappa \notin \sigma(D_0(t)) \) for all \( t \in (t_i - \tau, t_i + \tau) \) as long as \( 0 < \epsilon < c_{0} \). Using Step 3, Step 4 and the spectral projection operators, one can show that
\[ m_i = \#\{\lambda \in \sigma(D_e(t_i - \tau)) | \delta - \kappa < \lambda < \delta\} - \#\{\lambda \in \sigma(D_e(t_i + \tau)) | \delta - \kappa < \lambda < \delta\}. \]
Therefore we conclude that
\[ Sf(D_e(t)) = \sum_{i=1}^{N} m_i = Sf(D_0(t)) \]
for \( \epsilon > 0 \) sufficiently small. By homotopy invariance, \( Sf(D_e(t)) \) is independent of \( \epsilon > 0 \). This concludes the proof. For the full details of the proof, we refer the readers to [DS94, Section 7]. \( \square \)
5.4. From Maslov index to spectral flow and back. Throughout this subsection, the structure group $G$ is equal to SU($n$) and $Y$ is an integer homology 3–sphere. Furthermore, suppose that the genus of the Heegaard surface $\Sigma$ is $h \geq 3$. Let $H_3$ and $f_q$ be a compatible pair of small non-degenerate perturbations. Suppose $B \in C(Y)$ is a $f_q$–perturbed flat connection of type $\sigma = ((n_1, m_1), \ldots, (n_r, m_r)) \in \Sigma_n$ (see the end of Section 2). Without loss of generality, we can assume that $B$ is in temporal gauge over $[-2, 2] \times \Sigma$ and it is represented by a path $A_s : [-2, 2] \to \mathcal{A}_F^0(\Sigma)$ which is constant for $s \in [-2, -1] \cup [1, 2]$. After applying a gauge transform, the connection $B$ is given by the direct sum of irreducible SU($n_i$)-connections $B(i)$ on $E(n_i)$ where

$$P \times_{\text{SU}(n)} C^n \cong E(n_1)^{\oplus m_1} \oplus \cdots \oplus E(n_r)^{\oplus m_r}. \quad (5.15)$$

Let $A_s^{(i)}$ be the induced path on the $E(n_i)$–component. Then $A_s^{(i)}_1$ extends to a flat connection $B_s^{(i)}_1$ on $H_1 \cup [-2, -1] \times \Sigma$ and $A_s^{(i)}$ extends to a flat connection $B_s^{(i)}_1$ on $[1, 2] \times \Sigma \cup H_2$. Note that because $Y$ is an integer homology sphere, the product connection $\theta$ is a non-degenerate critical point of the unperturbed functional $CS$. Because $f_q$ is a small perturbation, there exists a $f_q$–perturbed flat connection $\tilde{\theta}$ in temporal gauge over $[-2, 2] \times \Sigma$ with stabilizer $G$ which lies in a contractible neighborhood of the product connection $\theta \in C(Y)$. Denote by $\tilde{\theta}^{(i)}$ the $E(n_i)$–component of $\tilde{\theta}$ under the decomposition (5.15) and $\tilde{\theta}_s$ is the induced path of flat connections in $A_F(\Sigma)$, which can be further assumed to lie in $A_F^0(\Sigma)$. Then we can find a path of connections

$$A^{(i)}_{-1,t} : [0, 1] \to A_F^0(\Sigma) \text{ with } A^{(i)}_{-1,0} = \tilde{\theta}_1^{(i)} \text{ and } A^{(i)}_{-1,1} = A^{(i)}_{-1,1}$$

such that $A^{(i)}_{-1,t}$ extends to a flat connection $B^{(i)}_{-1,t}$ on $E(n_i)$ over $H_1 \cup [-2, -1] \times \Sigma$ for all $t \in [0, 1]$ which is irreducible except for $t = 0$. Similarly, we can find the family $A^{(i)}_{1,t}$ on $[1, 2] \times \Sigma \cup H_2$ with the same properties. Then the union of paths $\{A^{(i)}_{-1,t}\}_{0 \leq t \leq 1}, \{\tilde{\theta}_s^{(i)}\}_{-1 \leq s \leq 1}, \{A^{(i)}_{1,t}\}_{0 \leq t \leq 1}$ and $\{A^{(i)}_{s,t}\}_{-1 \leq s \leq 1}$ defines a loop inside the space of flat connections on $E(n_i)$, denoted by $A_F^0(\Sigma)$. By our assumption that the genus of $\Sigma$ is at least 3, [DU95, Corollary 2.7] shows that the subset of $A_F^0(\Sigma)$ consisting of irreducible connections is simply-connected. Consequently, the loop constructed above could be extended to a smooth 2–parameter family

$$A^{(i)}_{s,t} : [-1, 1] \times [0, 1] \to A_F^0(\Sigma)$$

such that $A^{(i)}_{s,t}$ is irreducible except for $(s, t) \in [-1, 1] \times \{0\}$. Take the direct sum of these families for $1 \leq i \leq m$ and apply further gauge transformations if necessary, we obtain a 2–parameter family

$$A_{s,t} : [-1, 1] \times [0, 1] \to A_F^0(\Sigma) \subset A_F(\Sigma).$$

Let $\hat{\theta} = B_0$ and $B = B_1$, we can use $A_{s,t}$ to construct a family $\{B_t\}_{0 \leq t \leq 1}$ satisfying the assumptions in the beginning of Subsection 5.2. According to this construction, $\text{Stab}(A_{s,t})$ remains invariant for $(s, t) \in [-1, 1] \times (0, 1]$.\n
**Lemma 5.18.** Suppose the perturbations $H_3$ and $f_q$ are 0. Then for each $1 \leq i \leq r$, the symplectic area of $A^{(i)}_{s,t} : [-1, 1] \times [0, 1] \to A_F^0(\Sigma)$ under the Atiyah-Bott symplectic form $\omega_\Sigma$ is one-half of the Chern-Simons invariant of $B^{(i)}$.\n
Proof. According to our convention of Chern-Simons functional (2.1),
\[
CS(B^{(i)}) = CS(B^{(i)}|_{H_1∪[-2, -1]×Σ}) + CS(B^{(i)}|_{[-1, 1]×Σ}) + CS(B^{(i)}|_{[1, 2]×Σ∪H_2})
\]
\[
= \int_{[0, 1]×[-1, 1]×Σ} Tr(F_{B_t} ∧ F_{B_s})
\]
\[
= \int_{[0, 1]×[-1, 1]×Σ} Tr((ds ∧ ∂_s A^{(i)}_{s, t} + dt ∧ ∂_t A^{(i)}_{s, t} + F_{A^{(i)}_{s, t}})^2)
\]
\[
= 2 \int_{[0, 1]×[-1, 1]×Σ} Tr(∂_s A^{(i)}_{s, t} ∧ ∂_t A^{(i)}_{s, t})dsdt.
\]
The second equality is an application of the Stokes’ formula over the 4–manifolds
\[ [0, 1] × [-1, 1] × Σ, [0, 1] × (H_1∪[-2, -1]×Σ), [0, 1] × ([1, 2] × Σ∪H_2) \] and notice that
\[ B^{(i)}|_{H_1∪[-2, -1]×Σ}, B^{(i)}|_{[1, 2]×Σ∪H_2} \] are connected to the product connection through
flat connections. The above calculation proves the lemma. □

Recall that \( L_1 \) and \( L_2 \) are Lagrangians in the extended moduli space \( \hat{\mathcal{M}}^θ(Σ') \)
constructed from handlebodies. The \( f_q \)–perturbed flat connection \( B \) is associated with the
\( G \)–orbit \( [A_1] ∈ \Phi_{H_s}(L_1) \cap L_2 \) in \( \mathcal{M}^θ(Σ') \) in Proposition 5.3. Let \( \Phi_{H_s}(η) \) be the time-\( η \) flow of the
Hamiltonian vector field \( X_{H_s} \). Then the composition
\[
u(A_{s, t}) := \Phi_{H_s}(1 - η)([A_{2\eta - 1, t}]) : (η, t) ∈ [0, 1] × [0, 1] → \hat{\mathcal{M}}^θ(Σ')
\]
maps \( \{0\} \times [0, 1] \) to \( \Phi_{H_s}(L_1) \) and maps \( \{1\} \times [0, 1] \) to \( L_2 \) and the stabilizer of every
point in the image contains \( H = \text{Stab}(B) \cong \text{Stab}([A_1]) \) as a subgroup. Using
Definition 4.13, \( u(A_{s, t}) \) has a well-defined \( H \)–equivariant Maslov index. Here is the
precise statement of Theorem 1.1.

**Theorem 5.19.** \( Sf_H(B, f_q) - [\ker d_B] = μ^H(u(A_{s, t})). \)

Proof. By definition, the equivariant Maslov index \( μ^H(u(A_{s, t})) \) could be computed
using the equivariant spectral flow of the operator \( -J \frac{∂}{∂_s} \) on the space of \( L^2 \)–sections
of the symplectic vector bundle
\[
u(A_{s, t})^*(T\hat{\mathcal{M}}^θ(Σ'))
\]
with Lagrangian boundary conditions induced by \( T\Phi_{H_s}(L_1) \) and \( TL_2 \). Apply the
fiberwise symplectomorphism induced by linearizing \( Φ_{H_s}(1 - η) \), use the identification
(3.6) and use the fact that the intersection \( \hat{θ} \) is non-degenerate, we can see that
\( μ^H(u(A_{s, t})) \) is given by the \( H \)–equivariant spectral flow of the family
\[
-D_0(t) : L^2([-1, 1]; \mathcal{H}_{A_{s, t}} ∩ H^1; L_{-1}(t), L_1(t)) → L^2([-1, 1]; \mathcal{H}_{A_{s, t}} ∩ H^1)
\]
from (5.12) where \( t ∈ [ε, 1] \) such that \( ε > 0 \) is sufficiently small. The symbol \( ∩ H^1 \)
means that we require that the 0-form and 2–form components are 0. This is exactly
where the shifting \( [\ker d_B] \) comes in. By Theorem 5.17, we see that \( μ^H(u(A_{s, t})) \)
is equal to the \( H \)–equivariant spectral flow of the family \( \{-K_{B_t, f_q}\}_{ε ≤ t ≤ 1} \) up to a
shifting by \( [\ker d_B] \). By concatenating \( \{K_{B_t, f_q}\}_{0 ≤ t ≤ 1} \) with a linear path between
\( K_{δ, f_q} \) and \( K_{θ, 0} \), using Theorem 5.8, we see that \( μ^H(u(A_{s, t})) \) exactly computes
\( Sf_H(B, f_q) \) (recall that this is defined using the linear path from \( (B, f_q) \) to \( (θ, 0) \))
by homotopy invariance. □

Therefore, we have the following immediate corollary from Definition 2.12, Lemma
5.18 and Theorem 5.19:
Corollary 5.20. \( \text{ind}(B, f_q) = \mu^H(u(A_{s,t}))) - \sum_{n_i \geq 2} \frac{\langle \omega, u(A^{(i)}_{s,t}) \rangle}{2\pi n_i} \cdot \tau_i \), where \( \langle \omega, u(A^{(i)}_{s,t}) \rangle \) is the symplectic area of the family \( u(A^{(i)}_{s,t}) \) induced from the \( i \)-th component of the decomposition of a genuine flat \( \tilde{B} \) near \( B \).

Proof of Theorem 1.2. Let \( H_q \) and \( f_q \) be a compatible pair. For any \( G \)-orbits of \( \Phi_{H_q}(L_1) \cap L_2 \), without loss of generality we can assume that the disc \( D(p) \) comes from a family \( A_{s,t}(p) \subset \mathcal{A}^k_B(\Sigma) \) as in this section. If \( p \) corresponds to an irreducible SU(3)-connection \( B(p) \), by Theorem 5.19 the spectral flow from \( K_{B(p)}(p, f_q) \) is equal to \( \mu(D(p)) \) by noticing that the group acts trivially here and \( [\ker d_L] = 0 \). If \( p \) corresponds to a reducible SU(3)-connection \( B(p) \), it has stabilizer \( U(1) \) and \( B(p) \) is gauge-equivalent to an SU(2)-connection. The equivariant Maslov index \( \mu^H(u(A_{s,t})) \) is the linear combination of the trivial representation and the weight \( (-2) \)-representation of \( U(1) \) in the representation ring of \( U(1) \). The coefficient before each of them, is given by \( \mu_t(D(p)) \) and \( \mu_n(D(p)) \) respectively. Then the theorem follows from checking the formula (1.2) term-wise with the formula in [BH98, Theorem 1]. Note that our definition of the equivariant spectral flow cancels out the factor \( \frac{1}{2} \) in loc.cit. and our convention of spectral flow adds the term \( [\ker d_L] \). Although the formula of Boden-Herald is written down using a holonomy perturbation, the identification between (1.2) and \( \lambda_{SU(3)} \) results from the independence of \( \lambda_{SU(3)} \) on holonomy perturbations, established in [BZ20] and Section 2. Therefore the theorem is proved. \( \square \)
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