I. INTRODUCTION

The efficient production of ultracold dipolar systems has paved the way to a wide range of interesting effects, for example, strongly correlated systems, chemical reactions at ultracold temperatures, precision tests of fundamental symmetries, possibly new schemes of quantum information processing, just to mention a few [1,2]. Additionally, there has been great progress in the creation of new techniques for nonstandard optical lattices [3,4] and optical tweezers [5] that would make progress in the creation of new techniques for nonstandard particles, fermions, or bosons, as one of the first models—and also a very simple model—in the field of ultracold atoms that add a particular variety of phases (see Fig. 2) to the traditional linear chain by introducing a dimerization parameter in the chain.

Our main result, which shows the ground-state phase diagram of the system for various zigzag opening angle $\gamma$ and $\theta$ is summarized in Fig. 2. We observe a zigzag chain introducing, in particular, a dimerized phase whose orientation can be tuned by the depth of the optical lattice.

II. THE MODEL

Throughout the paper, we set the temperature to be zero. The model we consider is conceptually described in Fig. 1. This system consists of hard-core dipoles sitting at the vertices of the zigzag chain with chain opening angle $\gamma$ ($0 < \gamma < \pi$; cf. Fig. 1). The dipoles can be realized using heteronuclear molecules [18–20] or dipolar atoms [2,11,21,22]. The dipolar particles are polarized in-plane, leading to simultaneous attractive and repulsive interactions from dipole-dipole interactions

$$V_{\text{dip}} = \epsilon_{dd}(1 - 3 \cos^2 \theta_{r_1-r_2})$$

with the dipolar coupling strength $\epsilon_{dd} = \mu_e/(4\pi \epsilon_0 |r_1 - r_2|^3)$, where $\epsilon_0$, $\mu_e$ are the vacuum permittivity and electric dipole moment of the molecules, respectively. $r_1$ and $r_2$ are the position of the molecules, and $\theta_{r_1-r_2}$ is the angle between ($r_1 - r_2$) and the external electric field that polarizes the molecules. Additionally the particles are mobile and can propagate.

In actual experiments, the lattice can be created by appropriately angled standing wave laser fields with the correct intensities to create single-chain strands. The molecules can then be loaded by applying an electric field $\vec{E}$ perpendicular to the zigzag plane, and subsequently changing the orientation of

A system with externally polarized dipole molecules at half-filling moving along a one-dimensional zigzag chain is studied, including ground-state phase diagrams. The dipoles are oriented in-plane. Together with the geometry of the chain, this gives rise to a bond-alternating nearest-neighbor interaction due to simultaneous attractive and repulsive interactions. By tuning the ratio between the nearest-neighbor interaction and hopping, various phases can be accessed by controlling the polarization angle. In the ultrastrong coupling limit, the system simplifies to a frustrated extended axial Ising model. For the small coupling limit, qualitative discussion of the opening, this model can be viewed as the 1D building block of, for example, a hexagonal or kagomé lattice. In this paper, we show that this is a model that, despite its small deviation from a strictly 1D system, leads to a qualitatively different and much richer phase diagram (Fig. 2), especially for the two limiting cases: very small and very large intersite hopping. This model can, in principle, be explored with typical species of polar particles, fermions, or bosons, as one of the first models—and also a very simple model—in the field of ultracold atoms that add a particular variety of phases (see Fig. 2) to the traditional linear chain by introducing a dimerization parameter in the chain.
The most general Hamiltonian that describes our system is

$$H = -\sum_{j} \sum_{j'} J_{j-j'} \hat{a}_j \hat{a}_{j'}^\dagger + \text{H.c.} - \mu \sum_{j} \hat{n}_j + \sum_{j} \sum_{j'} V_{j-j'}^{[1/2]} \hat{n}_j \hat{n}_{j'}$$

where $J_{j-j'}$ is the hopping parameter between sites $j$ and $j'$, and $\mu$ is the chemical potential. Note again that we will consider only NN hopping, and in this case, the creation (destruction) operators $\hat{a}_j (\hat{a}_j^\dagger)$ can either be fermionic or bosonic without any essential difference as there is an exact mapping from fermion to hardcore boson systems [23]. $V_{j-j'}^{[1/2]}$ denotes the non-local dipole-dipole interactions between particles at site $j$ and $j'$, respectively. Note that due to the anisotropic nature of dipole-dipole interaction and the nontrivial geometry of the chain, this interaction term $V_{j-j'}^{[1/2]}$ depends not only on the range $j-j'$ but also on the even-odd of $j$ (expressed by $[j/2]$). This $V_{j-j'}^{[1/2]}$ can be varied dynamically from negative to positive value with $\theta$ and $\gamma$. As an example, using the standard form of the dipole interaction, we find, after simple trigonometric manipulations, the following explicit expressions for the NN interaction and NNN interaction.

$$V_1^{\text{even}} = \epsilon_{dd} [1 - 3 \cos^2 \left( \frac{\pi - \gamma}{2} - \frac{\theta}{2} \right)]$$

$$V_1^{\text{odd}} = \epsilon_{dd} [1 - 3 \cos^2 \left( \frac{\gamma}{2} - \frac{\theta}{2} \right)]$$

$$V_2 = \frac{\epsilon_{dd}}{[2 - \cos(\gamma)]^{3/2}} \left[ 1 - 3 \cos^2 \left( \frac{\pi}{2} - \theta \right) \right]$$

A. Simplification of the Hamiltonian

We simplify the model Eq. (1) by assuming that there are exactly half as many molecules as lattice sites. This is a somewhat less specific assumption than it looks at first glance, since the remaining parameters can be mostly rescaled for relatively small filling imbalances. In addition, we further impose that the lattice opening angle $\gamma \geq 2\pi/3$. This allows us to safely ignore longer-range hopping (beyond $J_1$, i.e., NN hopping) as the overlap between the NNN Wannier orbitals and beyond is significantly smaller than the NN ones. Likewise, we make the simplification on the (dipolar) interaction terms by taking only NN and NNN interactions. All the contribution from longer-range interaction is small because of the $1/r^3$ nature of dipolar interaction, and we assume it can be ignored. With this we introduce the dimerization parameter $\delta$:

$$H = -J_1 \sum_{j} \hat{a}_{j+1}^\dagger \hat{a}_j + \text{H.c.} - \mu \sum_{j} \hat{n}_j$$

$$+ V_{NN} \sum_{j} [1 + \delta(-1)^j] \hat{n}_j \hat{n}_{j+1} + V_2 \sum_{j} \hat{n}_j \hat{n}_{j+2}.$$}

where $V_{NN}$ and $\delta$ are related to $V_1^{\text{even}}$ and $V_1^{\text{odd}}$ as $\delta = (V_1^{\text{even}} - V_1^{\text{odd}})/(V_1^{\text{odd}} + V_1^{\text{even}})$ and $V_{NN} = (V_1^{\text{odd}} + V_1^{\text{even}})/2$. In this paper we study the model described by this Hamiltonian.

We restrict the region of parameters $\theta$ and $\delta$ by symmetry arguments. First, we note that the interactions exhibit symmetries with respect to $\theta = 0$ (cf. Fig. 3), which translate directly into symmetries of the Hamiltonian. Performing the transformation $\theta \rightarrow \theta + \pi$ leaves the Hamiltonian Eq. (6) unchanged, and we can restrict ourselves to the range $\theta \in [-\pi/2, \pi/2]$. Another symmetry is changing the sign of the dimerization parameter.

FIG. 1. Schematic setup of dipoles moving on a zigzag chain with an opening angle $\gamma$. The dipoles are polarized by an external field enclosing an angle $\theta$ with the normal of the chain axis.

FIG. 2. Qualitative ground-state phase diagram of our system. The radial degree of freedom shows the inverse of the hopping parameter of the system, and the argument $\theta$ is the angle of the polarized molecules. Each color shows a different phase. The white shaded area is the region whose ordering behavior is not studied in this paper.
as $\delta \to -\delta$ while at the same time inverting theta $\theta \to -\theta$. However, inverting the sign of $\delta$ can be achieved merely by shifting the summation index by $\pm 1$. Therefore we can further restrict ourself to $\delta > 0$ and $\theta \in [0, \pi/2]$. This implies that the translational invariance is broken, yet as we will see shortly, these symmetries will be reproduced in the systems’ ground states.

### B. On-site contribution and stability

In general, the models of particles in optical lattices have an on-site interaction term $U \rho \rho - 1/2$. This term is often abandoned when the molecules are polarized by an external electric field, and thus they can be regarded as hard core bosons. This results from the basically infinite on-site repulsion of two parallel dipoles sitting in the same space, thus creating a huge barrier. This simplification process, however, needs extra care in our case since, once the electric field is in plane, the orientation of dipoles changes between strong attractive and strong repulsive interactions, depending on the (in-plane) polarization angle. Here we argue that in most of the cases the on-site term can still be ignored mainly because of the quantum Zeno effect.

To explain, we first give an estimate on the on-site interaction energy $U$. This is computed as

$$U = U_{ct} + U_{dip}$$

$$= g \int d^3 r \rho(r)^2 + \int d^3 r d^3 r' \rho(r) U_{dd}(r-r') \rho(r'),$$  

(6)

where the first term is the effective contact potential, and the second is the potential coming from the dipole interaction. $\rho(r) = |w(r)|^2$ is the Wannier function density, $U_{dd}$ is the dipolar interaction, and $g$ is the depth of contact potential that is related to s-wave scattering length. The second term is expressed in Fourier-transformed $\tilde{\rho}$ and $\tilde{U}_{dd}$ as $1/(2\pi)^2 \int d^2 k \tilde{\rho}(k)^2 U_{dd}(k)$. Here we assume a strong trapping potential in the $z$ direction, thereby treating the lattice site as 2D, and further assume that in this plane each site in the trap is isotropic. The polarizing electric field is also in this plane, and thus the direction of electric field in the $xy$ plane is irrelevant in the discussion. If treating Wannier functions as Gaussians with length scale $l_{HO}$, then $\rho(k) = \exp(-k^2 l_{HO}^2/4)$, and $U_{dd}(k) = -\pi d^4 (1/e - k) + \pi d^2 q \cos(2\phi_k)$, where $d$ is the electric dipole moment and $\epsilon$ is the cutoff length that is on the order of molecule length in true 2D confinement. From this we arrive at

$$U_{dip} = \frac{2\pi^2 d^2}{l_{HO}^2} \left( \frac{\sqrt{2\pi}}{l_{HO}} - \frac{1}{\epsilon} \right).$$

(7)

Typically, $l_{HO} \approx 1 \mu m$ and $\epsilon \approx 0.1 \text{ nm}$ In real experiments the confinement is not truly flat, which will essentially magnify the value of $\epsilon$. Because of this, depending on the design of the confinement, $U_{dip}$ may be somewhat comparable to other energy scales, and therefore on-site terms cannot be neglected. In this case one needs to tune the depth of contact potential $g$ [in Eq. (6)] to exclude on-site terms if the molecules are nonreactive. If the molecules are reactive then because of the Zeno effect the on-site term are ignored regardless of the $\epsilon$. (The Zeno effect is briefly explained in the next paragraph.) Therefore the on-site energy $U$ is negative with an absolute value at least several orders of magnitude larger than the other energy scales such as $J_1, V_{NN}$, and $V_2$, which are at most on the order of $d^2/l_{HO}^2$. If we naively ignore the dynamics and internal structure of the molecules and assume the system initially is prepared with one molecule per site at most, we can neglect the part of the Hilbert space with more than one molecule per site. This can be done because in the ultracold regime, there would be no process to dissipate the energy gained from this on-site contribution.

Often, however, the molecules are reactive and hence will be kicked out of the optical lattice once they come to occupy the same lattice site. In these situations, attractive dipole directions enhance such reactive processes, and the appropriate dissipative picture is necessary to describe those systems. This is in contrast to the case where molecules are polarized to be repulsive and consequently feel the huge potential barrier generated by the dipole interactions before they can approach close enough to start inelastic processes. Even with the dissipation process, we point out that when the dissipation is strong, the decay process of molecules is frozen out. This counterintuitive result is due to the continuous Zeno effect [20,24,25]. When $\gamma \gg J$, where $\gamma$ is the two-body on-site loss rate and $J$ is the hopping parameter, the molecules may again be treated as hard-core, with much slower dissipation rate of the system $\gamma_{eff} \approx J^2/\gamma \ll 1/J$. Thus, it is necessary to choose the system parameters such that the tricky cases are avoided. In what follows this is assumed.

### III. ULTRASTRONG COUPLING CASE

In this section we consider first the ultrastrong coupling limit $J_1 \to 0$ with an even number of particles, i.e., $N \in 2N$,
where we observe that Hamiltonian (6) reduces to a purely classical one. We project the system onto a spin-1/2 system where the spin degree of freedom is encoded in the occupation number of a single lattice site, which is explicitly done by the Jordan-Wigner transformation, \( S_j^+ = a_j^\dagger e^{i\pi O_j}, S_j^- = a_j e^{-i\pi O_j}, S_j^z = a_j^\dagger a_j - \frac{1}{2}, \) with \( O_j = \sum_{\ell<j} a_\ell a_j. \) Here the \( S^+ \) and \( S^- \) operators are spin raising and lowering operators, respectively.

Ordering of the ground state

Since the Hamiltonian (6) without the hopping term is classical, it is fundamentally not difficult to completely identify the lowest energy configuration (see the Appendix). The ground states are classified into these three phases: antiferromagnetic, dimer, and ferromagnetic, depending on the parameters \( \delta, \gamma, V_{\text{NN}}, \) and \( V_2. \) To explicitly write the states, the antiferromagnetic state \( |\text{AFM}\rangle = |\ldots \uparrow \downarrow \ldots \rangle, \) dimer \( |\text{dimer}\rangle = |\ldots \uparrow \uparrow \downarrow \downarrow \ldots \rangle, \) and ferromagnetic state \( |\text{FM}\rangle = |\ldots \uparrow \uparrow \uparrow \uparrow \downarrow \ldots \rangle. \) To ensure half-filling, the ferromagnetic order \( |\text{FM}\rangle \) exhibits domain walls, dividing the system by half, corresponding to a domain wall soliton [26]. We can derive the condition for the system in each of the phases by comparing the energy per site. This is a straightforward task, and the result is as follows: antiferromagnetic: \( E_{\text{GS}/L} = V_2/2, \) dimer: \( V_{\text{NN}}(1-\delta)/4. \) When \( V_{\text{NN}} < 0, \) \( V_2 \) is not relevant, and the transition point still lies at \( \delta = 1. \) For the case \( \delta > 1 \) the system is in the dimer phase, and for \( \delta < 1, \) it is in the ferromagnetic phase. When \( V_{\text{NN}} > 0, \) \( V_2 \) significantly affects the phase. When \( V_2/V_{\text{NN}} < (1-\delta)/2, \) the system is in the antiferromagnetic phase, and when \( V_2/V_{\text{NN}} < (1-\delta)/2, \) it is in the dimer phase. The phase diagram that summarizes the argument is shown in Fig. 4. Note that interactions and \( \delta \) cannot be tuned completely independently. The possible traces are indicated by the gray dashed lines in Fig. 4 with \( \gamma = 2\pi/3 \) and \( 5\pi/6 \) and \( \theta \) varied from 0 to \( \pi/2. \) It suggests for \( \gamma = 2\pi/3 \) only one phase transition, whereas for \( \gamma = 5\pi/6 \) there would be two. This can be checked by calculating the derivative with respect to \( \theta \) or observing the kinks in the \( J_1 = 0 \)-curve of Fig. 5.

To finish the discussion of the strong coupling limit, we remark that for an odd number of particles the nature of the antiferromagnetic and ferromagnetic phases are not altered and merely the ground-state energy will be different. However, in the dimer phase it is easy to see that the additional particle will tend to localize at the edge of the system with a smaller bond energy. Hence the bulk state will still show the dimerized structure.

Before concluding, we would like to mention the case of a small but finite \( J_1 \) contribution. From the results of the exact diagonalization we see that the cusp at \( \theta \sim 0.09\pi \) for \( \gamma = 5\pi/6 \) [cf. Fig. 5(c)], corresponding to the boundary between the antiferromagnetic and the dimer-configuration vanishes as soon as \( J_1 \sim 0 \) turning into a smooth crossover. This can be understood intuitively by observing that both states break translational invariance but exhibit a discrete \( Z_2 \) symmetry, thus belonging to the same symmetry class. On the other hand, the ferromagnetic phase preserves translational invariance and belongs to a different symmetry class. Hence the dimer and ferromagnetic states cannot be related by a continuous distortion and the cusp remains, as can be seen in Fig. 5. Moreover, the numerical results suggest that the phase transition stays of first order even for finite \( J_1 \) until it vanishes in the TLL phase (see the next section). The transition point is continuously shifted towards large values of \( \theta \) with increasing \( J_1. \) However, the question of whether the first-order line and the BKT line meet, and how they close is beyond the scope of this paper.

**IV. SMALL COUPLING CASE**

Now we will derive a qualitative ground-state phase diagram of this model in the opposite limit: the case of small dipol coupling. We assume a finite hopping term \( J_1 \) and regard the dipolar interaction as a small perturbation, using field-theoretic arguments and a bosonization formalism. In this section, we take the large size \( (L \to \infty) \) and continuum (lattice spacing \( a \to 0 \)) limits. The discussion below is a well-studied topic that can be found in standard textbooks in this literature (see, for example, Ref. [27]) which we closely followed.

**A. Low-energy effective theory of noninteracting fermions**

Rewriting the system in the low-energy effective form and in the spin picture, the noninteracting Hamiltonian
becomes

\[ H_{XX} = \sum_j [-J_1(S_j^+ S_{j+1}^- + S_{j+1}^+ S_j^-)] \]
\[ = \sum_j [-J_1(\hat{a}_{j}^{\dagger} \hat{a}_{j+1} + \hat{a}_{j+1}^{\dagger} \hat{a}_{j})] \]
\[ = -J_1 \int_{-\pi/a}^{\pi/a} dk \cos(ak) \hat{a}_k^{\dagger} \hat{a}_k, \] (8)

where in the third line we went into Fourier space. For the case of half-filling, the Fermi points are at \( k = \pm \pi/2a \). In the low-energy regime, we can linearize the energy spectrum around these Fermi points and introduce slowly varying fields. The ground state of this model is now gapless and can be treated as Tomonaga-Luttinger liquid (TLL). Mapping the XX model into an effective low-energy model is a well-studied procedure that would make perturbative calculation difficult, the mapped Boson system may be easier to treat. Thus bosonization generally is a effective method in 1D systems.

It is customary to define the (bosonic) field operators as

\[ \phi(x) = \frac{1}{\sqrt{4\pi}}[\psi_L(x) + \psi_R(x)], \]
\[ \Pi(x) = \frac{d}{dx} \sqrt{4\pi} [\psi_L(x) - \psi_R(x)]. \] (12)

These operators are conjugate and obey the commutation relation \([\phi(x), \Pi(x')] = \delta(x - x')\). Thus, the effective Hamiltonian of the noninteracting spinless fermions (or hard-core Bosons) is expressed as

\[ \tilde{H}_{XX} = \frac{aJ_1}{2} \int_{-\infty}^{\infty} dx \left[ \left( \frac{d\phi}{dx} \right)^2 + \Pi^2 \right]. \] (13)

In order to obtain this form we removed the minus sign that should appear in front of \( J_1 \). This can be done in this case as long as the hopping range is NN only: we (passively) transformed the system by the commutation-conserving transformation of spin operators \( S_j^+ \rightarrow \tilde{S}_j^+ = (-1)^j S_j^+, S_j^- \rightarrow \tilde{S}_j^- = (-1)^j S_j^- \). This point is important when interpreting the results of the phase of the system in this effective theory arguments. The tilde mark on the spins and Hamiltonian indicates the transformed expression.

B. Bosonization of Ising coupling terms

Now the dipolar interaction terms can be added. In spin language, this is simple Ising coupling, and the \( S^z \) can be written using the Bose field \( \phi(x) \) as

\[ \tilde{S}_j^z = a_j^{\dagger} a_j - \frac{1}{2} = \frac{\alpha}{\sqrt{2\pi}} \frac{d\phi(x)}{dx} + a(\frac{1}{\pi a})^j \sin(4\pi \phi(x)) : \]
\[ \cdot : \cdots : \left( \sqrt{16\pi} \phi \right) : \] (14)

where \( \cdot : \cdots : \) denotes normal ordering. The NN interaction is expressed, by expanding in \( a \), as

\[ \sum_j \tilde{S}_j^z \tilde{S}_{j+1}^z = a \int_{-\infty}^{\infty} dx \left[ \frac{1}{\pi} \left( \frac{d\phi}{dx} \right)^2 \right. + \frac{1}{2\pi^2 a^2} \cos(\sqrt{16\pi} \phi) : \cdots : \]. (15)
where \( \cdots \) denotes the terms we ignore, which includes quadratic or higher order terms in \( a \) and less relevant terms in the context of a renormalization group argument such as \( \cos^2(\sqrt{16\pi\phi}) \) (this point will be explained later).

The dimerization part of the nearest neighbor interaction \((V_{NN} = \delta(-1)^j)\) requires a different bosonization calculation, due to its oscillatory nature that can lead to back-scattering of a single particle \([27,28]\). Expanding in \( a \), the bosonized form is expressed as

\[
\sum_j (-1)^j \tilde{S}_j^{\alpha} \tilde{S}_{j+1}^{\gamma} = \frac{a}{\pi \alpha} \int_{-\infty}^{\infty} dx : \cos(\sqrt{4\pi \phi}) : + \cdots .
\]

(16)

Similarly, the NNN interaction term can be written as

\[
\sum_j \tilde{S}_j^{\alpha} \tilde{S}_{j+2}^{\gamma} = a \int_{-\infty}^{\infty} \left[- \frac{3}{\pi} \left( \frac{d\phi}{dx} \right)^2 \right.
\]

\[
- \frac{1}{2\pi^2 \alpha^2} \times : \cos(\sqrt{16\pi \phi}) : + \cdots . \quad (17)
\]

Thus, the form of the zigzag Hamiltonian (density) is expressed as

\[
\tilde{H}_{\text{zigzag}} = \frac{a J_1}{2} \left[ \left(1 + \frac{4V_{NN}}{\pi J_1} - \frac{6V_2}{\pi J_1} \right) \left( \frac{d\phi(x)}{dx} \right)^2 + \Pi(x)^2 \right]
\]

\[
+ \frac{a}{2\pi^2 \alpha^2} (V_{NN} - V_2) : \cos(\sqrt{16\pi \phi}) : + \delta V_{NN} \times : \cos(\sqrt{4\pi \phi}) : ,
\]

\[
= \frac{u}{2} \left[ \frac{1}{K} \left( \frac{d\phi}{dx} \right)^2 + K \Pi^2 \right]
\]

\[
+ g_1 : \cos(\sqrt{16\pi \phi}) : + g_3 : \cos(\sqrt{4\pi \phi}) : , \quad (18)
\]

where again we ignored higher order terms in \( a \), and operators with higher oscillation frequencies that are less relevant in terms of following renormalization group argument. The \( K \) and \( u \) are the Luttinger parameters, calculated to be

\[
K = \frac{1}{\sqrt{1 + \frac{4\Delta_1 - 6\Delta_2}{\pi}}} , \quad u = a J_1 \sqrt{1 + \frac{4\Delta_1 - 6\Delta_2}{\pi}} ,
\]

(19)

where \( \Delta_1 = V_{NN}/J_1, \Delta_2 = V_2/J_1 \). The result is accurate up to first order in \( \Delta_1 \) and \( \Delta_2 \). The treatment so far does not deviate from textbook methodology, yet the expression for \( K \) may somewhat look uncommon. Both \( \Delta_1 \) and \( \Delta_2 \) affect \( K \), yielding unpredictable results. The \( g_1, g_3 \) are nonuniversal coupling constants. This "nonuniversality" stems from the remaining cutoff parameters \( a \) and \( \alpha \) appearing in these constants. In order to accurately determine these constants one would need to take into account all orders of the expansion in Eqs. (15)–(17). In most cases, this is impossible analytically. This solution, however, gives a good qualitative picture of the system.

We observe that, as the angle of molecules \( \theta \) changes, \( \Delta_1 \) and \( \Delta_2 \) dramatically change, and consequently the Luttinger parameter \( K \) can take a wide range of values, resulting in a rich phase diagram. \( K \) determines the asymptotic behavior of the system’s correlation function in TLL, such as the charge-density wave (CDW) correlation function \( c_{\text{CDW}} \). Working at zero magnetic field this is given by

\[
c_{\text{CDW}} \propto \langle \tilde{S}_j(x) \tilde{S}_j(0) \rangle \sim K \frac{1}{2\pi \alpha^2} + A \cos(2\pi \rho_0 x) \frac{1}{\sqrt{2K}} ,
\]

(20)

with a nonuniversal amplitude \( A \) and \( \rho_0 = 1/(2a) \).

C. Renormalization group arguments

The ordering of the system is qualitatively discussed using a first order renormalization group argument, which enables us to discuss the two nonlinear terms \((g_1 : \cos(\sqrt{16\pi \phi}) : \text{and} \ g_3 : \cos(\sqrt{4\pi \phi}) : \text{independently and as long as one of the terms is irrelevant. We may see our model (18) as the Sine-Gordon Hamiltonian in treating the nonlinear terms. The renormalization group argument of this model is well known [27], and here we apply the result. Because of the zigzag nature of the chain we have both alternating terms (giving rise to \( g_1 \)) and nonalternating terms (generating \( g_3 \)), something that look uncommon in textbook physics. First we investigate the relevance of the nonlinear terms \( g_1 : \cos(\sqrt{16\pi \phi}) \) and \( g_3 : \cos(\sqrt{4\pi \phi}) \). In general, the scaling dimension of an operator of \( g \exp(i\sqrt{4\pi \phi}) \) type is known to be \( n^2 K \), where \( K \) is the usual Luttinger parameter and \( g \) is the coupling constant. The scaling equation is known to be [27]

\[
\frac{dg}{dl} = (2 - n^2 K) g , \quad \frac{dK}{dl} = -Cg^2 a^4 ,
\]

(21)

implying that for \( K = 2/\alpha^2 \) the \( g \exp(i\sqrt{4\pi \phi}) \) operator is marginal, while it is irrelevant for smaller values of \( K \). In the case of our Hamiltonian, \( n = 2 \) for the \( g_1 : \cos(\sqrt{16\pi \phi}) \) term implying this operator changes its relevance at \( K = 1/2 \), and similarly \( n = 1 \) for the \( g_3 : \cos(\sqrt{4\pi \phi}) \) term, changing its relevance at \( K = 2 \). We therefore may classify the system into these four cases: (1) \( K > 2 \), (2) \( 1/2 < K < 2 \), (3) \( 0 < K < 1/2 \), and (4) \( K^2 < 0 \).

(1) \( K > 2 \) — Neither of the nonlinear terms are relevant, and the system is described by a Gaussian Hamiltonian, whose ground state is TLL.

(2) \( 1/2 < K < 2 \) — Only the term \( g_3 : \cos(\sqrt{4\pi \phi}) \) is relevant, and the bosonic field \( \phi \) tries to minimize \( g_3 \cos(\sqrt{4\pi \phi}) \). As a result, \( \sqrt{4\pi \phi} = \pm \pi \), depending on the sign of \( g_3 \), and thus \( \langle \tilde{S}_j^z \rangle = 0 \) [cf. Eq. (14)], and \( \tilde{S}_i \tilde{S}_{i+1} - \tilde{S}_{i+1} \cdot \tilde{S}_{i+2} = (-1)^j \), i.e., resulting in dimerized order. The sign of \( g_3 \) does not qualitatively change the order. Although the coupling inducing the dimerization is Ising-like, for large \( J_1 \gg J_{dd} \) this dimerized state is a valence bond state (VBS), which is explicitly expressed as \( |\uparrow \downarrow \rangle - |\downarrow \uparrow \rangle / \sqrt{2} \otimes \otimes (-1)^j |\downarrow \rangle / \sqrt{2} \otimes \cdots \), in contrast to the Ising-type dimer state \( |\text{dimer} \rangle = |\uparrow \uparrow \rangle \uparrow \uparrow \downarrow \uparrow \downarrow \rangle \cdots \) that appeared in previous sections. For our system, we see that \( K < 2 \) is satisfied in a broad region (above the dashed line in Fig. 6). In particular, this is true even if the system is barely interacting, namely, when \( \Delta_1 \) and \( \Delta_2 \) are both close to 0. This implies that the \( g_3 \cos(\sqrt{4\pi \phi}) \) term is relevant and the system is governed by this term no...
matter how small the interaction and dimerization are, as long as they remain finite. This behavior has been described as “Spin-Peierls instability” [29,30]: even a tiny distortion of the lattice (in our case the dimerization) will open an energy gap. The gap scales as $\delta V_{NN}$ (dipolar-interaction terms are small compared to hopping term) of this region. However, as we will see later, as long as the ordering behavior discussed so far is valid, and the differentiation between dimer and antiferromagnetic phases has to be done numerically. We will see (cf. Fig. 6), however, that in our system for large $J_1$ at $\gamma = \pi$, $K$ is always larger than 1/2, implying $g_1 : \cos (\sqrt{16\pi} \phi) :$ is always irrelevant, and thus we do not go further to discuss this point.

$K^2 < 0$ — As before, the system is in a gapped phase. $K^2 < 0$ is realized when angle $\theta$ of the molecules is relatively large, leading to strong attractive NN interaction and NNN interaction. Hence the system is in ferromagnetic order. We would like to emphasize again that the analysis is perturbative. Going beyond perturbation in $\Delta_1, \Delta_2$, the Luttinger parameter $K$ has to be found numerically. There are, however, special points in the parameter space where $K$ and $u$ can be obtained analytically. For example, for $\Delta_2 = 0, \delta = 0$ the model reduces to the XXZ model, which allows for an
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As mentioned earlier, perturbative theory cannot in general determine the sign of $g_1$, thus the differentiation between dimer and antiferromagnetic phases has to be done numerically.

$K^2 < 0$ — In this case, the nonlinear term $g_1 : \cos (\sqrt{16\pi} \phi) :$ is not relevant, and the system is described as TTL.

$0 < K < 1/2$ — The $g_1 : \cos (\sqrt{16\pi} \phi) :$ term becomes relevant, and the system is entirely governed by this term. The system in this case is driven to either antiferromagnetic or dimer order, depending on the sign of the coupling constant $g_1$. When $g_1 > 0$, the bosonic field $\phi(x)$ appearing in the $g_1 : \cos (\sqrt{16\pi} \phi) :$ tries to minimize this term and takes the value such that $\sqrt{16\pi} \phi(x) = \pi$ or $\phi(x) = \sqrt{\pi}/4$. From Eq. (14) we see that $\hat{S}_i^z \approx (-1)^i$ $\sin (\pi/2 + n\pi) \approx (-1)^i$, i.e., spin changes its sign at each site. On the other hand if $g_1 < 0$, the bosonic field is pinned to $\phi = 0$, leading to $\langle \hat{S}_i^z \rangle = 0$ and the finite dimer value of $\hat{S}_i \cdot \hat{S}_{i+1} - \hat{S}_{i+2} = (-1)^i$.

As mentioned earlier, perturbative theory cannot in general determine the sign of $g_1$, thus the differentiation between dimer and antiferromagnetic phases has to be done numerically.

$K^2 < 0$ — In this case, the nonlinear term $g_1 : \cos (\sqrt{16\pi} \phi) :$ is not relevant, and the system is described as TTL.

$0 < K < 1/2$ — The $g_1 : \cos (\sqrt{16\pi} \phi) :$ term becomes relevant, and the system is entirely governed by this term. The system in this case is driven to either antiferromagnetic or dimer order, depending on the sign of the coupling constant $g_1$. When $g_1 > 0$, the bosonic field $\phi(x)$ appearing in the $g_1 : \cos (\sqrt{16\pi} \phi) :$ tries to minimize this term and takes the value such that $\sqrt{16\pi} \phi(x) = \pi$ or $\phi(x) = \sqrt{\pi}/4$. From Eq. (14) we see that $\hat{S}_i^z \approx (-1)^i$ $\sin (\pi/2 + n\pi) \approx (-1)^i$, i.e., spin changes its sign at each site. On the other hand if $g_1 < 0$, the bosonic field is pinned to $\phi = 0$, leading to $\langle \hat{S}_i^z \rangle = 0$ and the finite dimer value of $\hat{S}_i \cdot \hat{S}_{i+1} - \hat{S}_{i+2} = (-1)^i$.

As mentioned earlier, perturbative theory cannot in general determine the sign of $g_1$, thus the differentiation between dimer and antiferromagnetic phases has to be done numerically.

$K^2 < 0$ — In this case, the nonlinear term $g_1 : \cos (\sqrt{16\pi} \phi) :$ is not relevant, and the system is described as TTL.

$0 < K < 1/2$ — The $g_1 : \cos (\sqrt{16\pi} \phi) :$ term becomes relevant, and the system is entirely governed by this term. The system in this case is driven to either antiferromagnetic or dimer order, depending on the sign of the coupling constant $g_1$. When $g_1 > 0$, the bosonic field $\phi(x)$ appearing in the $g_1 : \cos (\sqrt{16\pi} \phi) :$ tries to minimize this term and takes the value such that $\sqrt{16\pi} \phi(x) = \pi$ or $\phi(x) = \sqrt{\pi}/4$. From Eq. (14) we see that $\hat{S}_i^z \approx (-1)^i$ $\sin (\pi/2 + n\pi) \approx (-1)^i$, i.e., spin changes its sign at each site. On the other hand if $g_1 < 0$, the bosonic field is pinned to $\phi = 0$, leading to $\langle \hat{S}_i^z \rangle = 0$ and the finite dimer value of $\hat{S}_i \cdot \hat{S}_{i+1} - \hat{S}_{i+2} = (-1)^i$.

As mentioned earlier, perturbative theory cannot in general determine the sign of $g_1$, thus the differentiation between dimer and antiferromagnetic phases has to be done numerically.
exact calculation, using, e.g., Bethe-Ansatz techniques [31].

\[ K = \frac{1}{2[1 - \pi^{-1} \cos^{-1}(\Delta_1)]}, \quad u = \frac{\pi \sqrt{1 - \Delta_1^2}}{2 \cos^{-1} \Delta_1}, \quad (22) \]

and thus \( K \in (1/2, \infty) \). To check, it can be seen that \( K \) in Eq. (22) has the same form up to first order in \( \Delta_1 \) as Eq. (19).

\[ J = \frac{1}{2[1 - \pi^{-1} \cos^{-1}(\Delta_1)]}, \quad u = \frac{\pi \sqrt{1 - \Delta_1^2}}{2 \cos^{-1} \Delta_1}, \quad (22) \]

D. Phase diagrams

The phase diagrams that sum up the discussion are shown in Fig. 2. The phase diagrams are the result of field theoretical analysis using bosonization techniques and first order perturbative renormalization group arguments. They inevitably involve approximations and therefore unspecified constants, resulting in an overall qualitative picture of the system rather than a quantitative one. At this point, numerical methods are needed to accurately determine many exact transitions in the phase diagram. The qualitative discussion so far, however, provides a good picture of the overall behavior of the system.

Each pie in Fig. 2 shows the ground-state phases for three different zigzag angles \( \gamma \), where the first, \( \gamma = \pi \), is just the solution of a straight chain. The diagrams are depicted in polar coordinates, showing the ratio of lattice depth to hopping as the radius and the angle argument as the actual polarization angle \( \theta \) of the molecules.

The border between the TLL phase and other phases indicates the Berezinsky-Kosterlitz-Thouless (BKT) transition. When \( J_1 \) is large, the gapped phases border to the gapless TLL phase, and the system is expected to be dominated by BKT transitions, as \( \theta \) changes from 0 to \( \pi/2 \). In contrast to that, when \( J_1 \) is small, the phases are connected with first order transition lines. We have not adequately studied the region around \( J_1 \approx 1 \), and hence the details of crossing of first order and the BKT lines are beyond the scope of this paper.

We here note that we transformed the spin operators in the beginning of the bosonization treatment. In order to going back to the original (untransformed) system, one simply needs to perform the same spin operator transformation again: \( S^i_j \rightarrow S^i_j = (-1)^\gamma S^x_j, S^y_j \rightarrow (-1)^\gamma S^x_j \rightarrow S^y_j = \tilde{S}^y_j \). Therefore the reinterpretation is simply equivalent to acting with a unitary operator \( U = U^{-1} = \sigma_z = |\uparrow\rangle\langle\downarrow| + |\downarrow\rangle\langle\uparrow| \) on every other lattice site. The phase diagram shows the result in the language of untransformed spins. An important consequence of this remapping is that the VBS state is now remapped into a triplet bound state, or explicitly, \( (|\uparrow\downarrow\rangle + |\downarrow\uparrow\rangle)/\sqrt{2} \otimes (|\uparrow\downarrow\rangle + |\downarrow\uparrow\rangle)/\sqrt{2} \otimes \cdots \). We call this state an “xy-dimer” as the dimerized pairs can be seen as polarized in the \( xy \) plane as opposed to the dimerized order for \( J_1 \approx 0 \) where the dimerized pairs are polarized in the \( z \) direction (we call this type a “z-dimer”). One observes that when the opening angle \( \gamma \) is smaller than \( \pi \), the system is predominantly in the xy-dimer state when \( J_1 \rightarrow \infty \) where each dimer in spin language is \( |L, M_L| = |1,0,0,0| \). (Here \( L \) is the total spin of the dimerized pair.) As the optical lattice deepens (i.e., a move in radial direction in phase diagram) the dimer pair will gradually polarize into the \( z \) direction by picking up the \( M_L = 1 \) component until it becomes completely polarized in the \( z \) direction, becoming \( |1,1,1,1| \). Thus, the depth of the optical lattice tunes the polarization direction of the dimerized pairs.

Before concluding, let us briefly discuss the effect of doping the system, which corresponds to the system being slightly away from half-filling. When the system is in the gapless TLL phase, doping creates a finite magnetic field, and this simply results in a finite shift in the bosonic field \( \phi(x) = \phi(x) - \beta \). Here \( \beta = \pi n \), because the magnetization \( m \) is related to \( \phi \) as \( m = \langle S^z_1 \rangle = -1/\pi (\Delta\phi) \). Hence, there would be no significant effect on this phase. For the gapped phases, moving away from half-filling creates mobile excitons that essentially make the system gapless. Yet we will call this phase ferromagnetic, antiferromagnetic, or dimer due to the large overlap of the wave function with one of these states. There might be, however, other physics emerging which we will not discuss in this paper.

V. CONCLUSION

The zigzag nature of the chain induces bond-alternating NN interactions as a function of the molecules’ aligned angle with the chain axis. We also have taken up NNN interaction of the dipole interaction, introducing (Ising-type) frustration in the system. In the strong coupling limit, the ground-state ordering is exactly identified, where the system lies in either antiferromagnetic, ferromagnetic, or Ising-dimer, depending on the coupling parameters. In the weak coupling limit, the effective field theory additionally predicts TLL phase and dimerized phase, whose dimerized pairs have different polarization direction than the strong coupling case. The polarization of dimerized pairs should be closely affected by the depth of the optical lattice. Our methods do not accurately predict the ordering in the region of intermediate hopping, and this should be included in future work.

The goal is to utilize this simple quasi-1D model to see phases beyond typical 1D physics. While we here discussed only the phase diagram of polarized hard-core dipoles at half-filling, moving on a 1D zigzag chain, first, the richness of the system is obvious in the phase diagrams shown above. Second, the extension to other filling ratios and not only longer-range interactions but also longer-range hopping is obvious and very experimentally feasible. This should lead to very interesting quantum fluctuation that can lead to unconventional quantum phases [32,33]. Exploring similar phases with smaller \( \gamma \) in our model will be subject to future studies. Moving away from half-filling and taking longer-range parts of the dipolar interaction into account can lead to interesting modification of the devil’s staircase [34].
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APPENDIX: IDENTIFYING THE GROUND STATES WHEN $J_1 = 0$

Here we would like to show the outline to obtain the phase diagram in ultrastrong coupling case. Because we argue that either of the three phases is the ground state, we would like to explicitly construct a state and compare its energy per site with either of three phases. Here we use symbols like $[n,R] \quad n = 1, 2, 3, \ldots$ to denote a “building block” of the system, whose meaning is $n$ left (right) sites are filled and $n$ right (left) sites are empty. For example, $[1,L]$ is $\bullet$ with the black circle being the filled sites and the white circle empty sites. $[3,R]$ is $\bullet \circ \circ \circ \bullet \circ \circ$ and so on.

Using these “block” notations, the three presumable ground states, ferromagnetic, antiferromagnetic, and dimer, are described as

$$|\text{AFM}\rangle = [1,L][1,L][1,L][1,L]\ldots,$$

$$|\text{FM}\rangle = [N/2,L],$$

$$|\text{Dimer}\rangle = [2,L][2,L][2,L][2,L]\ldots,$$

and their average energy per site is

$$E_{p.s.}^{\text{AFM}} = \frac{V_2}{2},$$

$$E_{p.s.}^{\text{FM}} = \frac{V_{\text{even}} + V_{\text{odd}} + 2V_2}{4},$$

$$E_{p.s.}^{\text{Dimer}} = \frac{V_{\text{even}}}{4}. \quad (A1)$$

It is useful to investigate the energy density of these “building blocks” for the later comparison. It is easy to convince oneself that the average energy “per site” is different depending on whether $N$ is odd or even. To write it explicitly with the coupling constants $V_1^{\text{odd}}, V_1^{\text{even}}, V_2$,

$$E_{p.s.}(2m, L) = \frac{mV_{1}^{\text{even}} + (m - 1)V_{1}^{\text{odd}} + (2m - 2)V_2}{4m},$$

$$E_{p.s.}(2m+1, L) = \frac{mV_{1}^{\text{even}} + mV_{1}^{\text{odd}} + (2m - 1)V_2}{4m + 2}. \quad (A2)$$

The differences of these energy are computed as

$$\Delta E_{p.s.}^{2mL} = E_{p.s.}(2m+1, L) - E_{p.s.}(2m, L)$$

$$= \frac{2V_1^{\text{odd}} + V_2}{2m(m+1)},$$

$$\Delta E_{p.s.}^{2m+1L} = E_{p.s.}(2m+1+1, L) - E_{p.s.}(2m+1, L)$$

$$= \frac{V_1^{\text{odd}} + V_1^{\text{even}} + 4V_2}{2(2m + 3)(2m + 1)}. \quad (A3)$$

We see that depending on the sign and magnitude of the interaction parameters, $\Delta E_{p.s.}$ can be positive or negative (or 0), regardless of the value of $m$ (or equivalently $N$). This means that when we fix $V_1^{\text{odd}}, V_1^{\text{even}}, V_2$ the energy per site of the building blocks is either a monotonic increase or decrease or just a constant with respect to $m$, and thus we can find a unique building block that has the lowest energy per site. We can presume that the ground state is built with these lowest energy per site building blocks.

However, we need to take into account the “connection energy” arising from additional interaction between the connecting building blocks. For example, $[1,L][N,L]$ with $N \geq 2(\bullet \circ \circ \circ \times \circ \circ \circ \bullet \circ \circ \circ)$ generates $V_2$ upon connecting (remember $\bullet$ is a filled and $\circ$ is an empty site.) Since the range of the interaction is at most two sites, the contribution of the connection is the same for all $N \geq 2$. Therefore when we consider the connection, it is sufficient to classify the building blocks into four cases: $[1,L][1,R][N,L][N,R]$ with $N \geq 2$.

To list all possible connections, there are $4 \times 4 = 16$ possible possibilities: one of those four building blocks on the left and one of those four on the right. All connections are shown in Table I.

Before moving to the next step, we note that the role of $V_1^{\text{odd}}$ and $V_1^{\text{even}}$ can be flipped by inserting an empty site at the left edge of the chain. Instead of performing this we remove $V_1^{\text{odd}}$ from the later comparison. It is easy to convince oneself that the average energy “per site” is different depending on whether $N$ is odd or even. To write it explicitly with the coupling constants $V_1^{\text{odd}}, V_1^{\text{even}}, V_2$.

A table showing the building blocks on the left are the left component of the connection. The top ones are the right component of the connection. For example, the $(3,2)$ element of the table, $V_1^{\text{odd}}$, indicates the $[1,R][N,L]$ connection gives $V_1^{\text{odd}}$ energy.

| Test | $[1,L]$ | $[1,R]$ | $[N,L]$ | $[N,R]$ |
|------|---------|---------|---------|---------|
| $[1,L]$ | $V_2$  | $0$  | $V_2$  | $0$  |
| $[1,R]$ | $V_1^{\text{odd}}$ | $V_2$ | $V_1^{\text{odd}}$ | $0$ |
| $[N,L]$ | $0$ | $0$ | $0$ | $0$ |
| $[N,R]$ | $V_1^{\text{odd}} + V_2$ | $V_2$ | $V_1^{\text{odd}} + 2V_2$ | $0$ |

Table I.
state is dimer with average energy per site \( E_{\text{p.dimer}} = V_{\text{even}}^1/4 \), and when \( V_2 < V_{\text{even}}^1/2 \) it is in antiferromagnetic order and \( E_{\text{p.AFM}} = V_2/2 \) just by explicitly computing the energy.

Now consider a general state

\[
\begin{align*}
\mathbf{n}, L & \cdots \mathbf{n}, R \cdots \mathbf{n}'', L \\
\text{made of} & \mathbf{L} \text{ made of} \mathbf{R}
\end{align*}
\]  

(A5)

When all the interactions are positive, from Eq. (A4), we know that the average energy per site of the building blocks is the smallest when \( n = 1 \). This lets us exclude the possibility of \( n, n', n'' > 2 \) that appears in Eq. (A5). So the ground state must be built with “building blocks” whose \( n \) is either 1 or 2.

Let’s assume all \( n \) appearing in Eq. (A5) are 1. Looking at Table I, we see that the possible lowest energy state is either \( 1, L \), \( 1, R \), whose average energy per site is \( V_{\text{even}}^1/4 \), or \( 1, L \), \( 1, R \), whose average energy per site is \( V_{\text{even}}^1/4 \) (or equivalently \( 1, R \), \( 1, L \) whose average energy per site is \( V_{\text{even}}^1/4 \)).

Similarly, when we set all \( n = 2 \), the possible lowest energy state is \( 2, L \), \( 2, L \), \( 2, L \), or \( 2, R \), \( 2, R \), \( 2, R \), and the average energy per site is \( V_{\text{even}}^1/4 \).

From these analysis we set an upper bound for the ground-state average energy per site:

\[
\begin{align*}
V_{\text{even}}^1 & < V_{\text{even}}^1 \land V_2 < V_{\text{even}}^1/2 \Rightarrow E_{G,S} \leq V_2/2, \\
V_{\text{even}}^1 & < V_{\text{even}}^1 \land V_2 > V_{\text{even}}^1/2 \Rightarrow E_{G,S} \leq V_{\text{even}}^1/4.
\end{align*}
\]  

(A6)

Now we need to take into account the third case: the state with \( n = 1 \) and \( n = 2 \) “building blocks” combined. One can come up with low-energy states such as \( 2, L \), \( 1, R \), \( 2, L \), \( 2, L \), \( 1, R \), \( 2, L \), \( 2, L \), \( 2, L \), \( 2, L \), \( 2, L \) repition of this set of three blocks, whose energy per site is \( \frac{2V_{\text{even}}^1 + V_{\text{even}}^1 + 2V_2}{8} \) and \( 1, L \), \( 1, R \), \( 2, L \), \( 2, L \) repition of this set of three blocks, whose energy per site is \( \frac{V_{\text{even}}^1 + V_{\text{even}}^1}{8} \). Both of these energies exceeds the upper bound we set previously at Eq. (A6) and cannot be the ground state. Therefore the ground-state configuration must be either \( 2, L \), \( 2, L \), \( 2, L \), \( 2, L \), \( 2, L \), or \( 2, R \), \( 2, R \), \( 2, R \), \( 2, R \), \( 2, R \), meaning the ground state is the (Ising) dimer phase.

The other ground states for less obvious cases can be identified exactly the same way, and we will not list the derivation here. Again the results that summarize this section are shown in Fig. 4.
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