Efficient modeling of high temperature superconductors surrounded by magnetic components using a reduced H-φ formulation
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Although the H-formulation has proven to be one of the most versatile formulations used to accurately model superconductors in the finite element method, the use of vector dependent variables in non-conducting regions leads to unnecessarily long computation times. Additionally, in some applications of interest, the combination of multiple magnetic components interacting with superconducting bulks and/or tapes leads to large domains of simulation. In this work, we separate the magnetic field into a source and reaction field and use the H-φ formulation to efficiently simulate a superconductor surrounded by magnetic bodies. We model a superconducting cube between a pair of Helmholtz coils and a permanent magnet levitating above a superconducting pellet. In both cases, we find excellent agreement with the H-formulation, while the computation times are reduced by factors of nearly three and four in 2-D and 3-D, respectively. Finally, we show that the H-φ formulation is more accurate and efficient than the H-A formulation in 2-D.
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I. INTRODUCTION

MODELING the electromagnetic behavior of high-temperature superconductor (HTS) devices has become an important practice in the development of novel applications. Many approaches have been proposed to simulate the electromagnetic performance of the highly nonlinear resistivity of superconductors (SC), but the most widely used is the finite element method (FEM). Even within the FEM, several different formulations are employed, such as the A-formulation (magnetic vector and electric scalar potential as the dependent variables) and the H-formulation (magnetic field as the dependent variable). In particular, the H-formulation has proven to be an exceptionally versatile formulation by successfully modeling numerous applications involving superconducting bulks and/or tapes \cite{1}–\cite{12}. In this formulation, the magnetic field is explicitly taken as the dependent variable, which makes the implementation simple and intuitive since no gauging or post-processing is required to obtain the magnetic field distribution. Nevertheless, the H-formulation unnecessarily adds degrees of freedom (DOFs) to the problem and requires an artificial resistivity in nonconducting domains, which degrades the matrix conditioning \cite{13}.

Recently, we showed that the magnetic scalar potential \(\phi\) can be used to efficiently model the magnetic field in nonconducting regions surrounding magnetized bulk superconductors \cite{13}. Using the magnetic scalar potential reduces the number of DOFs since the dependent variable is a scalar as opposed to the vector dependent variable used in the H-formulation. In addition, no artificial resistivity is needed when using \(\phi\) in nonconducting domains. Therefore, the combination of H in superconducting domains and \(\phi\) in nonconducting domains leads to decreased computation times, while preserving the full electromagnetic behavior of the SC. This formulation, called H-\(\phi\), has only recently been used to model SCs \cite{13}–\cite{15}.

In many applications of interest, multiple magnetic components interact together. For example, HTS bulks and tapes, permanent magnets (PM) and/or stranded coils are used in superconducting machines \cite{16}, \cite{17} and in magnetic levitation systems \cite{18}. In some cases, the interactions between the components are primarily unidirectional: the magnetic field produced by the PM or by the stranded coil interacts with the SC, while the field produced by the SC has negligible impact on the field source, either PM or coil. In such cases, it is oftentimes possible to separate the simulation into two parts: 1) the calculation of the source field \(\mathbf{H}_s\) generated by the independent magnetic components, and 2) the computation of the reaction field \(\mathbf{H}_r\) produced by the magnetizable bodies interacting with \(\mathbf{H}_s\). With this method, proposed in \cite{19}, simulating the more computationally expensive HTS can be efficiently done by considering only a small region of air surrounding the HTS. Since we will be using the H-\(\phi\) formulation together with the method described above, we will refer to this formulation as a reduced H-\(\phi\) formulation, denoted H-\(\phi\) below.

In this work, we describe how to implement the H-\(\phi\) formulation and use it to model two applications of interest. We first model the magnetization of a superconducting bulk between a pair of Helmholtz coils and validate our results with the benchmark \#5 of the htsmodelling.com website \cite{20}. We then simulate the magnetic levitation of a PM over a HTS bulk. In order to validate our results with the H-formulation, we simulate one of the levitation systems considered in \cite{3}.

II. FORMULATIONS

A. H-\(\phi\) formulation

The H-\(\phi\) formulation is a mixed formulation implemented by coupling the magnetic field \(\mathbf{H}\) in conducting domains to the magnetic scalar potential \(\phi\) in nonconducting domains. In conducting domains, the regular H-formulation, combining
Ampere’s and Faraday’s laws, is used such that the governing equation is:

\[ \nabla \times (\rho \nabla \times \mathbf{H}) = -\mu_0 \frac{\partial \mathbf{H}}{\partial t}, \quad (1) \]

where \( \rho \) is the resistivity and \( \mu_0 \) is the magnetic permeability of air. The nonlinear resistivity of the SC is modeled using the power law model [21]:

\[ \rho = \frac{E_c}{J_c} \left( \frac{\|J\|}{J_c} \right)^{n-1}, \quad (2) \]

where \( J \) is the current density, \( J_c \) is the critical current density, \( n \) is the power law exponent, and \( E_c = 1 \ \mu\text{V/cm}. \)

In nonconducting domains, Ampere’s law states that \( \nabla \times \mathbf{H} = 0 \) when neglecting displacement currents, such that we can define the magnetic scalar potential as \( \mathbf{H} = -\nabla \phi \). The equation generating the \( \phi \) physics can be derived from the divergence-free condition of the magnetic flux density, \( \nabla \cdot \mathbf{B} = 0 \). Since the magnetic flux density is related to the magnetic field through \( \mathbf{B} = \mu_0 \mathbf{H} \), the governing equation in nonconducting domains is:

\[ \nabla \cdot \nabla \phi = 0. \quad (3) \]

The coupling between the two physics is explained in detail in [13]. Briefly, the tangential component of the fields are equated in the \( \mathbf{H} \) physics, while the perpendicular components are equated in the \( \phi \) physics. Through these two couplings, the full vector field is correctly defined at the boundary between the two physics.

**B. Reduced \( H-\phi \) formulation**

As stated previously, we can model the electromagnetic behavior of many interacting magnetic objects by separating the simulation into the computation of source and reaction fields.

The source field \( \mathbf{H}_s \) can easily be obtained with any appropriate formulation. On the other hand, in order to expose the SC to the source field, we employ a modified \( H \)-formulation to calculate the reaction field \( \mathbf{H}_r \). The total magnetic field is given by \( \mathbf{H} = \mathbf{H}_s + \mathbf{H}_r \), such that the standard \( H \)-formulation can be re-written in terms of source and reaction fields as:

\[ \nabla \times (\rho \nabla \times \mathbf{H}_r) = -\mu_0 \frac{\partial \mathbf{H}_r}{\partial t} \left( \mathbf{H}_r + \mathbf{H}_s \right), \quad (4) \]

where \( \nabla \times \mathbf{H}_s = 0 \) inside the bulk volume, i.e. the source field is not associated with any currents inside the HTS domain. This modified \( H \)-formulation is only required in the superconducting domain, while the reaction field in all other domains is computed using (3). We implement (4) with the help of the *General Form PDE* module in COMSOL Multiphysics.

**III. Application Examples**

In this section, we explore two examples that can benefit from the \( H_r-\phi \) formulation. We first model the complete electromagnetic process of magnetizing a superconducting cube between a pair of Helmholtz coils. We then model the levitation of a PM above a HTS bulk by using the dynamic \( H \)-formulation model proposed in [3]. All simulations are performed with COMSOL Multiphysics 5.5 on a workstation with an Intel(R) Xeon(R) E5-2690 processor @2.90 GHz and 128 GB of random-access memory.

**A. Magnetization of HTS cube between a pair of Helmholtz coils**

The geometry considered for the magnetization of a HTS cube placed between a pair of Helmholtz coils is shown in Fig. 1a). A cube-shaped HTS of \( a = 1 \ \text{cm} \) sides is magnetized between a pair of Helmholtz coils with inner radius of 7.112 cm, outer radius of 19.812 cm, thickness of 2.286 cm and inner separation of 8.382 cm. The dimensions of the coils are chosen to replicate our in-lab 5 T electromagnet, such that the field varies by only 0.01% over the bulk volume. The nearly perfect uniformity of the field over the bulk volume enables us to compare our simulation results with benchmark #5 of the htsmodelling.com website [20], where a uniform field is assumed. In this reference case, the uniform field is sinusoidal with an amplitude of 200 mT and a frequency of 50 Hz applied at the boundary of a 10 cm sides cube air domain surrounding the HTS. The critical current density and power law exponent are \( 1 \times 10^8 \ \text{A/m}^2 \) and 100, respectively.

Although we previously found that higher order elements are more suitable for simulating the magnetization of bulk superconductors [13], we use linear elements for a fair comparison with the \( H \)-formulation of the benchmark. A total of 68,921 tetrahedral elements are used in the HTS domain, corresponding to the same amount used in the benchmark. The air domain surrounding the coils is 30 cm in radius and 60 cm in height.

By separating the field produced by the coils \( \mathbf{H}_r \) from the field produced by the bulk \( \mathbf{H}_s \), we can exploit the 2-D axisymmetric nature of the coils [22], as shown in Fig. 1b). In addition, according to the Biot-Savart law, the magnetic field produced by the coils normalized by the current in the coils is a constant, such that

\[ \frac{\mathbf{H}_1}{I_1} = \frac{\mathbf{H}_2}{I_2}, \quad (5) \]
where the subscripts represent an arbitrary value of magnetic field and current in the coils. Thus, by calculating a normalized, static source field, $H_{s0}$, with a unitary current of 1 A-turn in the coils, we can easily obtain the time-dependent source field

$$H_s(t) = H_{s0} NI(t), \quad (6)$$

where $N$ is the number of turns in the coil and $I(t)$ is the time-dependent current imposed in a single turn of the coils to produce the magnetizing field.

Consequently, $H_s$ is calculated with a 2-D axisymmetric, static simulation of the coils with a normalized current of 1 A-turn. The time-dependent nature of the magnetic field in the zero field cooled (ZFC) process is generated by (6), with $NI(t)$ being a sinusoidal function with an amplitude of $I_0 = 27.45$ kA-turn to generate the field of 200 mT at the center of the pair of Helmholtz coils. Finally, the 2-D axisymmetric field is revolved to a 3-D field by using COMSOL’s General extrusion operator and through the coordinate transformation:

$$H_x = H_r \cos(\theta), \quad H_y = H_r \sin(\theta), \quad H_z = H_s, \quad (7)$$

where $\theta$ is the azimuthal angle and $H_r$ corresponds to the magnetic field in the $i$ coordinate. This 3-D field is used as the source field $H_s$ in (4).

The workflow used to simulate the full 3-D magnetization process is shown in Fig. 2. Four main steps are required: 1) simulating the 2-D axisymmetric, static source field of the coils with a unitary current of $I = 1$ A-turn, 2) revolving the 2-D normalized source field to 3-D, 3) adjusting the amplitude of the normalized source field according to the time-dependent current inside the coils, and 4) simulating the reaction field of the superconductor due to the source field. Step 1) takes only 6 s and step 2) is done in the preprocessing of steps 3) and 4). Steps 3) and 4) are automatically iterated at each time step in the time-dependent simulation, which takes a total of 25 hours to compute.

The principle of the field separation method is illustrated in Fig. 3a). In this case, the workflow of Fig. 2 is used along with the $H_r \phi$ formulation in order to efficiently model the magnetic response of the HTS cube between the Helmholtz coils. The simulation space of the HTS’ reaction field is reduced to a cube of 10 cm sides surrounding the bulk, as shown by the dashed lines in Fig. 1a), since the reaction field has a limited reach. Therefore, the 3-D geometry is identical to that considered in the benchmark, but in this case, the field of the coils is used for the magnetization.

Fig. 3a) shows that adding the source magnetic flux density (leftmost plot) and reaction magnetic flux density (center plot) yields the total magnetic flux density (rightmost plot) of the system when the current in the coils first reaches $I_0$. The reaction field is only modeled near the HTS cube in order to reduce the number of DOFs, which is why the field is absent (white) far from the bulk. When adding the reaction field to the source field, we find that the diamagnetic nature of the SC is depicted correctly.

To validate our model, we compare it to the H-formulation simulated in the whole geometry, including the Helmholtz coils and the HTS domain. Several challenges arise when modeling the uniform current density inside the coils in the H-formulation. Firstly, the resistivity of the coils must be set high enough such that eddy currents are not induced, since these would alter the uniform current density needed inside the stranded coils. Additionally, the resistivity must be proportional to $1/r$ in order for the current to be evenly distributed inside the coils. Since the resistivity of air is usually taken as $1 \Omega$m in order to avoid eddy currents, and since the radial position of the coils is around 0.1 m, we define the resistivity of the coils as $\rho = 0.1/r$, such that it varies from 0.5 $\Omega$m to 1.4 $\Omega$m.

We found that the usual method of constraining the current in the coils [1] leads to very long computation times due to the high resistivity of the coils. This can be alleviated by modifying the definition of the current density as $J = \nabla \times H - J_{\text{ext}}$, where $J_{\text{ext}}$ is the externally applied current density. This method produces a uniform current through the coils, while greatly reducing the computation times in comparison with the constraint method. Indeed, in a 2-D test model, the computa-
Fig. 3. a) Addition of the magnetic flux density in the \( z \)-direction of the coils \( (B_s) \) and of the HTS cube \( (B_r) \) in the \( y-z \) plane calculated with the \( H_r-\phi \) formulation, leading to the total magnetic flux density \( (B) \). All figures show the magnetic flux density when the current in the coils first reaches its maximum value. b) Magnetic flux density in the \( z \)-direction due to the coils calculated with the 3-D \( H \)-formulation without the HTS cube. c) Magnetic flux density of the coils and the HTS cube in the \( z \)-direction calculated with the 3-D \( H \)-formulation.

The magnetic flux density in the \( y-z \) plane simulated with the full 3-D \( H \)-formulation is shown in Figs. 3b) and c). In Fig. 3b), the HTS cube is omitted to demonstrate the source field obtained when the current first reaches its maximum amplitude of 27.45 kA-turn. Fig. 3c) shows the complete electromagnetic simulation of the coils and the bulk, demonstrating the expected diamagnetic nature of the HTS cube.

The source magnetic flux density \( (B_s) \) and total magnetic flux density \( (B) \) of Fig. 3a) are very similar to the magnetic flux densities calculated in the full 3-D \( H \)-formulation of Fig. 3b) and c), respectively. The field is smoother when using the \( H_r-\phi \) formulation because we use quartic elements to compute the 2-D source field nearly instantly, whereas we use linear elements in the full 3-D \( H \)-formulation. Fig. 3a) demonstrates that adding the reaction field to the source field yields essentially the same result as simulating the full field, but with much faster computation times. Indeed, the full field calculated with the 3-D \( H \)-formulation requires 93 hours for a complete magnetization cycle. On the other hand, the full field obtained with the \( H_r-\phi \) formulation requires 25 hours for one magnetization cycle, showing that this method is nearly four times faster than the complete \( H \)-formulation.

Fig. 4 shows the results of the benchmark problem computed with the reduced \( H-\phi \) formulation when the current in the magnetizing coils first reaches its maximum amplitude. We find a nearly perfect match with the benchmark for all current density orientations considered in Fig. 4a)-e) and for the magnetization curve of Fig. 4f). Indeed, when calculating the relative error of the current density between formulations using:

\[
\epsilon = \left( \frac{\|J_{H_r-\phi}\| - \|J_H\|}{\|J_H\|} \right) \times 100\%,
\]

we obtain a difference of 1.09%, where \( \|J_{H_r-\phi}\| \) and \( \|J_H\| \) are the average values of the norm of \( J \) over the superconducting domain calculated with the \( H_r-\phi \) and the \( H \)-formulation, respectively. See the htsmodelling.com website for the current densities computed with the \( H \)-formulation, the minimum electromagnetic entropy production method [23] and the volume integral method.

B. Magnetic levitation

Another application that can greatly benefit from using the reduced \( H-\phi \) formulation is the magnetic levitation of a permanent magnet above a superconducting bulk, as seen...
in MagLev systems, for example [24]. Several methods have been proposed to model this phenomenon [3], [8], [9], [25]–[27]. For example, Sass et al. used a combination of the FEM with an integral method to apply appropriate boundary conditions [8]. They use the Biot-Savart law to calculate the field produced by the permanent magnet and apply this field at the air boundaries very close to the HTS bulk. This yields good results when comparing with experiments, but the integrals required to compute the contribution of the HTS bulk to the boundary conditions are computationally expensive.

Another method proposed by Grilli et al. is to simulate the complete experiment, consisting of a permanent magnet levitating above a HTS bulk by using a moving mesh with the H-formulation [3]. However, the moving mesh feature is resource intensive and requires careful time-stepping in order to obtain convergence. In addition, a constraint needs to be applied to explicitly impose the divergence-free condition of the magnetic flux density since the moving mesh violates the implicit divergence-free condition of the time-dependent H-formulation, as explained in the Appendix. This issue can be solved by using the H- method, with the physics in moving domains, such that the divergence-free condition is explicitly defined, but the moving mesh is still computationally expensive.

In this section, we use the H- formulation to calculate the force generated by a permanent magnet moving towards a HTS bulk without simulating any movement. We consider the same 2-D axisymmetric geometry as in [3], shown in Fig. 5a), where a permanent magnet is initially suspended 46.81 mm above a ZFC HTS bulk. The permanent magnet is lowered over a distance $d = 46.71$ mm and brought back up at a constant velocity of $v = 0.38$ mm/s. We use a modified power law limited by the normal state resistivity $\rho_n$ of the HTS to realistically model the over-critical current regime, such that the resistivity is given by:

$$\rho = \frac{\rho_{PL} \rho_n}{\rho_{PL} + \rho_n},$$

where $\rho_{PL}$ is given in (2) with a field-dependent critical current density at 75 K linearly interpolated from $J_c(0 \ T)$ to $J_c(0.6 \ T)$. The relevant parameters used in the simulations are given in Table I. The levitation force is calculated from the azimuthal current density $J_d$ and the radial magnetic flux density $B_r$ induced in the superconductor as:

$$F = \int_S 2\pi r J_d B_r dS.$$
The source field is computed in the whole geometry, while the reaction field is limited to a region surrounding the HTS, as shown in Fig. 5b). The full geometry and the PM is shown in Fig. 6 for 1.5 cycle. We find very good agreement between the \( H_r \-A \) formulations, respectively. Fig. 6 shows that the \( H_r\-A \) formulation slightly underestimates the force when the separation distance is less than 10 mm. The time taken to compute 1.5 cycle is 462 seconds with the \( H \)-formulation, the \( H_r\-A \) formulation, and the \( H_r\-\phi \) formulation. The arrows indicate the path followed by the PM during the first cycle.

To evaluate the performance of the \( H_r\-\phi \) formulation with respect to other mixed formulations, we consider the \( H\-A \) formulation in this 2-D axisymmetric case. Since the magnetic vector potential \( A \) is a scalar in 2-D, the number of DOFs in the \( H\-A \) and \( H\-\phi \) formulations is equivalent. Therefore, we simulate the reaction field with the \( H\-A \) formulation (called \( H_r\-A \) below) to compare the computation times and accuracies between the two mixed formulations.

The levitation force generated between the HTS bulk and the PM is shown in Fig. 6 for 1.5 cycle. We find very good agreement between the \( H \), \( H_r\-\phi \), and \( H_r\-A \) formulations. However, when comparing the \( H\-\phi \) and \( H_r\-A \) formulations with the \( H \) formulation, the percent difference of the force at the shortest separation distance of 0.1 mm is 0.05% and 1.41% for the \( H\-\phi \) and \( H_r\-A \) formulations, respectively. Fig. 6 shows that the \( H_r\-A \) formulation slightly underestimates the force when the separation distance is less than 10 mm. The time taken to compute 1.5 cycle is 462 seconds with the \( H\-formulation, while it is only 149 seconds and 165 seconds with the \( H_r\-\phi \) and \( H_r\-A \) formulations, respectively. The mixed formulations therefore result in similar computation times, while being three times faster than the dynamic \( H \)-formulation.

There are two main reasons why the mixed formulations are faster. First, the number of DOFs are reduced from 10,731 to 2,273. This reduction comes from the use of a scalar dependent variable in air domains, a fixed mesh, a reduced geometry and no Lagrange multipliers to constrain the divergence of the magnetic field, so that the governing equation becomes:

\[
\nabla \times (\rho \nabla \times \mathbf{H}_r) = -\mu_0 \left( \frac{d\mathbf{H}_r}{dt} + \frac{d\mathbf{H}_s}{dz} \frac{dz}{dt} \right),
\]

where \( \frac{dz}{dt} \) is the displacement velocity of the PM. For the \( H \)-formulation and the reaction field simulations, we use quadratic shape functions with 100 mesh elements in the HTS domain.

In order to simulate the reaction field in superconducting domains, we need to employ (4). However, in the source field simulations, the magnetic field does not change in time and can therefore not be used in (4). To solve this issue, we use the chain rule to introduce the spatial derivative of the magnetic field, so that the governing equation becomes:

\[
\nabla \times (\rho \nabla \times \mathbf{H}_r) = -\mu_0 \left( \frac{d\mathbf{H}_r}{dt} + \frac{d\mathbf{H}_s}{dz} \frac{dz}{dt} \right),
\]

where \( \frac{dz}{dt} \) is the displacement velocity of the PM. For the \( H \)-formulation and the reaction field simulations, we use quadratic shape functions with 100 mesh elements in the HTS domain.

To simulate the \( H_r\-\phi \) formulation, we separate the model into two parts: a time-dependent simulation of the static source magnetic field produced by the permanent magnet and a time-dependent simulation of the reaction field of the HTS generated by the moving source field. Although there are no time-dependent quantities in the source field simulations, they are carried out with a time-dependent solver to introduce the time-dependence of the moving \( z \)-coordinate of the PM, as explained below. The source field is computed in the whole geometry, while the reaction field is limited to a region surrounding the HTS, as shown in Fig. 5b).

The full geometry is 6.25 x 18.891 cm, while the reduced geometry is 6.25 x 11.481 cm. Note that the mesh is refined around the PM for a more accurate source field calculation, while the mesh used in the reaction field calculation replicates the one used in the dynamic \( H \)-formulation of Fig. 5a) for a fair comparison.

We incorporate the motion of the PM by inputting a time-dependent \( z \)-coordinate in the extrusion of the source field from the source to the reaction field simulations. In principle, a purely static (stationary in COMSOL terminology) simulation could be carried out for the source field, but introducing the motion of the PM would be less practical in COMSOL because there would be no time parameterization. Nevertheless, the computation time difference between a static and time-dependent source field simulation is only a few seconds.
Fig. 7. Current density distribution in the HTS bulk when the separation between the HTS and the PM first reaches 0.1 mm. Current density obtained with the H-formulation (a), \( H_\phi \)-formulation (b) and \( H_A \)-formulation (c). Percent difference of the current density obtained between the H and \( H_\phi \)-formulations (d) and between the H and \( H_A \)-formulation (e). The percent difference \( \epsilon \) is only plotted below 1.7% (higher values are in white) in order to better visualize the areas of interest.

The most prominent difference in the current density between the formulations is located at the current front. In this region, the current density varies so drastically that a small difference in the position of the front yields a percent difference of up to 147% for the \( H_\phi \)-formulation and 151% for the \( H_A \)-formulation. However, in areas with significant current density (> \( 1 \times 10^8 \) A/m\(^2\)) outside of the current front, the percent difference remains below 1.7% in all formulations. Comparing Fig. 7d) and e), we see that the \( H_\phi \)-formulation more accurately reproduces the H-formulation results than the \( H_A \)-formulation, most likely because the coupling between the two physics is more natural in this formulation.

IV. CONCLUSION

In this paper, we described an efficient method of modeling superconductors surrounded by independent magnetic components based on the reduced H-\( \phi \) formulation. We showed how separating source and reaction fields can reduce computation times by nearly a factor of three and four in 2-D and 3-D, respectively.

We analyzed two models: the magnetization of a HTS cube between a pair of Helmholtz coils and the levitation of a PM over a HTS bulk. In the former, we validated our results with benchmark #5 of the htsmodelling.com website [20] and showed that the percent difference of the current density between the two formulations is 1.09%. We also compared
computation times with the H-formulation, demonstrating that the H-\(\phi\) formulation is nearly four times faster.

For the levitation simulations, we based our model on previous work by Grilli et al. carried out using the H-formulation and a moving mesh \[3\]. By comparing with the H-formulation, we found that the H-\(\phi\) and H-A formulations reproduced the levitation force generated between the HTS and the PM with good agreement. We also found that the percent difference of the current density between the formulations remains below 1.7\% in regions of interest. In addition, the H-\(\phi\) and H-A formulations were found to be three times faster than the dynamic H-formulation. Finally, when comparing the current densities obtained between formulations, we deduced that the H-\(\phi\) formulation more accurately reproduced the H-formulation results than the H-A formulation. Since both mixed formulations require similar computation times, we conclude that the H-\(\phi\) formulation is favorable for this particular model.

Although the implementation and post-processing of the reduced H-\(\phi\) formulation is more challenging than the H-formulation, the computation times are greatly improved. Therefore, this method is well suited to efficiently model large geometries containing many magnetic components surrounding HTS domains.
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APPENDIX

Divergence-free condition in moving meshes

In the following, we show how a moving mesh in the H-formulation causes the implicit divergence-free condition to be lost. When simulating the H-formulation with a fixed mesh, the divergence-free condition of the magnetic flux density is guaranteed at each time step if it is satisfied at the initial time, as shown in \[28\]. This can be seen by taking the divergence of (1), so that we obtain:

\[
\nabla \cdot (\nabla \times (\rho \nabla \times \mathbf{H})) = -\nabla \cdot \left( \mu_0 \frac{\partial \mathbf{H}}{\partial t} \right) 
\]

\[
\Leftrightarrow \frac{\partial}{\partial t} \left( \nabla \cdot \mathbf{H} \right) = 0. \tag{14}
\]

Thus, if the field is divergence-free initially, it will remain so at every time step.

In the case of a conductor moving in the z-coordinate, the magnetic field is given by \(H(x, y, z(t), t)\), where the \(z\)-coordinate depends on time. The numerical derivative of \(H\) with respect to \(t\) then considers the time-dependence of the \(z\)-coordinate, meaning that the total derivative is computed. However, in Faraday’s law, only the partial derivative of \(H\) with respect to time is required. The total derivative is related to the partial derivative through the chain rule:

\[
\frac{dH}{dt} = \frac{\partial H}{\partial t} + \frac{\partial H}{\partial z} \frac{dz}{dt}. \tag{15}
\]

Therefore, in order to numerically calculate the partial derivative with respect to time in (1), the H-formulation in a domain moving in the \(z\)-direction must read:

\[
\nabla \times (\rho \nabla \times \mathbf{H}) = -\mu_0 \left( \frac{dH}{dt} - \frac{dH}{dz} \frac{dz}{dt} \right), \tag{16}
\]

where \(\frac{\partial H}{\partial z} \frac{dz}{dt} = \frac{dH}{dz} \frac{dz}{dt}\) in this case. Hence, when taking the divergence of the above equation, we get:

\[
\nabla \cdot \left( \frac{dH}{dt} - \frac{dH}{dz} \frac{dz}{dt} \right) = 0, \tag{17}
\]

meaning that we no longer have the condition that \(\frac{\partial}{\partial t} (\nabla \cdot \mathbf{H}) = 0\), so the implicit divergence-free condition is lost.
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