A Framework for Fall Detection Based on OpenPose Skeleton and LSTM/GRU Models
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Abstract: Falling is one of the causes of accidental death of elderly people over 65 years old in Taiwan. If the fall incidents are not detected in a timely manner, it could lead to serious injury or even death of those who fell. General fall detection approaches require the users to wear sensors, which could be cumbersome for the users to put on, and misalignment of sensors could lead to erroneous readings. In this paper, we propose using computer vision and applied machine-learning algorithms to detect fall without any sensors. We applied OpenPose real-time multi-person 2D pose estimation to detect movement of a subject using two datasets of 570 × 30 frames recorded in five different rooms from eight different viewing angles. The system retrieves the locations of 25 joint points of the human body and detects human movement through detecting the joint point location changes. The system is able to effectively identify the joints of the human body as well as filtering ambient environmental noise for an improved accuracy. The use of joint points instead of images improves the training time effectively as well as eliminating the effects of traditional image-based approaches such as blurriness, light, and shadows. This paper uses single-view images to reduce equipment costs. We experimented with time series recurrent neural network, long- and short-term memory, and gated recurrent unit models to learn the changes in human joint points in continuous time. The experimental results show that the fall detection accuracy of the proposed model is 98.2%, which outperforms the baseline 88.9% with 9.3% improvement.
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1. Introduction

The world is facing the challenge of caring for an aging population. It is reported that 1 in 6 people in the world will be 65 years old (16%) or older by 2050, and this ratio increases to 1 in 4 for Europe and North America. The problem is more prominent in Taiwan as the declining birth rate makes caring for a growing aging population even more challenging [1,2]. An aging society will experience far more demand than supply for healthcare, resulting in insufficient medical resources, institutional care, and increased expenditures. Fall has been identified as the number two cause of death from accidental or unintentional injuries with cognitive deficits [3–5]. Among fatal falls, adults over the age of 65 account for the largest proportion, and the cause of death of an estimate of 646,000 people worldwide each year is due to falls. The elderly are at the greatest risk of serious injury or even death due to falls. Moreover, people with mild cognitive impairment (MCI) can experience motor dysfunction, including gait disturbances and loss of balance [6], which can lead to falls. The risk of falls is even higher for the group of people suffering from neurodegenerative diseases [7]. Studies have shown that elderly people who get help immediately after a fall can effectively reduce the risk of death by 80% and the risk of
hospitalization requiring long-term treatment by 26%. Therefore, timely detection of falls is critical [8].

Current studies on fall detection can be grouped into three categories. The first one uses wearable sensors to detect the occurrence of a fall and uses data such as a three-axis accelerometer to detect a person’s posture. The second type uses environmental sensors to detect falls through vibration, infrared sensors, or audio. The third type adopts computer vision and uses video or image sequences taken by surveillance cameras to detect falls [9,10]. This approach uses the captured image to calculate body shape, posture or head position change to detect changes in the spatiotemporal features of human body movements and postures.

Wearable-sensor fall detection approaches [11–13] mainly use inertial measurement units (IMUs) such as accelerometer and gyroscope, heart rate sensors, wearable biomedical signal measurement terminal to characterize and detect a fall. Such systems adopt machine learning algorithms such as Decision Tree (DT), K-Nearest Neighbor (KNN), and Support Vector Machine (SVM) to detect falls. This approach may provide a fast response time and higher accuracy in fall detection. However, the sensor needs to be worn by users, and this may cause the system to become unusable when the user forgets to wear it, the device gets damaged, or the sensors are improperly placed. Furthermore, when a fall occurs, the size of the device may cause more serious injury to the user. Therefore, a fall detection method that does not require a sensor to be worn is needed.

Environmental-device fall detection approaches [14–16] mainly use floor vibration, sound or infrared images as features and combine machine learning and neural networks for fall detection. This method is less accurate than the wearable-device fall detection methods, because the sensing range is larger and it is susceptible to environmental interference. The cost is also high as more equipment is required to be installed in the sensing environment.

Computer-vision fall detection approaches [17–19] use image processing and a probabilistic model to detect human contour and applied machine learning or neural network for movement classification. Such an approach extracts the foreground image with only the moving object from the background through Gaussian mixture model (GMM) to generate a contour of a human body. This approach obviates the wearable sensor issues and does not need high-cost equipment. However, it is susceptible to environmental interference such as light, clothing, or overlapping portraits. There are also concerns about privacy with this approach. Another type of computer-vision-based approach for fall detection uses the human skeleton from Kinect and OpenPose or Deepcut to obtain joint points to identify and predict fall based on machine learning or deep learning [20–22]. Skeleton recognition is less likely to be disturbed by the environment than human contour recognition, with an improved privacy protection. Because training data are based on joint points and not on pictures, the training time is shorter. However, this approach suffers from poor feature quality and missing joint points, thus resulting in lower fall detection accuracy.

This paper proposes a fall detection framework based on OpenPose’s long short-term memory (LSTM) and gated recurrent unit (GRU) model. The proposed method reduces equipment costs, and does not require a user to wear sensors or the use of specific photography equipment. The framework has a short training time and protects user’s privacy. The proposed framework adopts linear interpolation to compensate for the joint points loss and a relative position normalization method to improve the efficiency of the machine-learning algorithm and detection accuracy. The remainder of the paper is organized as follows: Section 2 introduces the proposed system architecture and methodology. Section 3 presents the evaluation of the proposed framework and experimental results. Section 4 provides a discussion on the interpolation approach for missing data recovery. Section 5 concludes the paper.
2. System Architecture and Method

The proposed framework uses an existing UR Fall detection dataset [10] as input and pre-processes the data to retrieve skeleton joint points. The joint points data are further processed to recover missing points. They are then divided into training and testing datasets. Figure 1 shows the block diagram of the procedure of the data processing, training and testing. The framework first divides the movies from the dataset into continuous image sequences. It uses OpenPose to extract the skeleton from the picture sequence and obtain the positional data of 25 human body joint points. To preprocess the joint point data, we proposed a minimum and maximum normalization method. The processed joint point data were divided into a test set and a training set and input to the LSTM model for training and testing.

![Block diagram of the proposed fall detection framework process.](image)

2.1. Data Set

The UR Fall Detection Dataset is produced by the Interdisciplinary Center for Computational Modeling of Rzeszow University. The content contains 70 (30 falls and 40 activities of daily living) sequences at a rate of 30 frames per second. Both fall events and other daily living activities such as standing, squatting down to pick up objects, and lying down were recorded. The environment has sufficient lighting. Two Microsoft Kinect cameras were used to record the fall event with the corresponding accelerometer data. The fall events were recorded with two cameras, and only one camera and an accelerometer were used for recording daily activities. As shown in Figure 2a, the height of the device is around the waist of a human body, and the image size is 640 × 480. We group these image sequences into a group of 100, and after data enhancement, there are 792 groups in total.
For the Fall Detection Dataset presented in [23,24], data were recorded in five different rooms from eight different viewing angles. There were five participants in this study, including two males and three females. The activities the participants were instructed to perform include standing, sitting, lying down, bending and crawling, and they were recorded at a rate of 30 pictures per second. As shown in Figure 2b, the height of the device position is about 45 degrees of elevation of the human body’s line of sight. The original image size is 320 × 240, the adjusted image size is 640 × 480, the image sequence is a group of 100, and after data enhancement, there is a total of 936 groups.

We mixed these two datasets, on the one hand to ensure a sufficient amount of data, on the other hand to increase sample diversity to avoid overfitting. As shown in Table 1, we extracted the same amount of fall and non-fall events data from each dataset, respectively, to form a Mix Dataset in this study for model training.

| Dataset              | Non-Fall Event (Group) | Fall Event (Group) |
|----------------------|------------------------|--------------------|
| UR Fall Detection Dataset | 240                    | 240                |
| Fall Detection Dataset      | 330                    | 330                |
| Mix Dataset              | 570                    | 570                |

### 2.2. OpenPose to Retrieve Human Skeleton

OpenPose is a supervised convolutional neural network based on Caffe for real-time multi-person 2D pose estimation developed by Carnegie Mellon University (CMU) [25]. It can realize posture estimation of human body movements, facial expressions, and finger movements. It is suitable for single- and multiple-user settings with excellent recognition effect and fast recognition speed.

The OpenPose algorithm calculates the human skeleton through Part Affinity Fields (PAFs) and Confidence Map. First, the feature map is obtained through the VGG-19 model. Then, the two-branch multi-stage CNN network is used to input the previously calculated feature map. The first branch is a set of 2D Confidence Maps for predicting joint parts, and the second branch is PAFs, which are used to predict limb parts. Finally, the confidence map and PAFs are analyzed through a greedy algorithm to generate 2D skeletons for the characters in the figure.

As shown in Figure 3, there are 25 joint points in the human body estimated by OpenPose, with Point 0 indicating the nose, 15–18, the right and left eyes and ears, 1, the neck, 2–7, the right and left shoulders, elbows and wrists, 8, the center of the hip, 9–14, the right and left hips, knees and ankles, and 19–24, the left and right soles, toes and heels.
Figure 3. Human skeleton joint points (25 points).

Figure 4 shows the joint points captured by OpenPose. It can be seen that this method can identify the joint points of a human body in a complex environment, especially in a dark ambient environment, as shown in Figure 4b. An $M_3 \times 25$ matrix is generated for each frame, which includes the $(x, y)$ coordinates of the 25 joint points and the prediction score of the joint point. The higher the score, the higher the accuracy of the joint point position.

(a) Bright ambient light; (b) Dim ambient light.

Figure 4. Joint points captured by OpenPose. (a) Bright ambient light; (b) Dim ambient light.

2.3. Data Pre-Processing

Pre-processing of data is a very important part, because the data initially acquired may not have the same format or unit. Therefore, it is necessary to adjust the format, remove outliers, fill in missing values, or scale features. The following subsections explain the processes for data format adjustment, data normalization, and missing values recovery.

2.3.1. Format Adjustment

The original $M_3 \times 25$ matrix becomes an $M_2 \times 25$ matrix after removing the joint point scores. There are 100 pictures in one group, a total of 1140 groups. The input of a recurrent neural network needs to be a one-dimensional matrix. The $M_2 \times 25$ matrix is then converted to a $M_1 \times 50$ as input.
2.3.2. Relative Position Normalization (RP-Normalization)

In order to improve the accuracy of the model, we use the min-max normalization \cite{26–28} to scale the data to the interval \([0, 1]\) to improve the convergence speed of the model. The new scale data \(X_{\text{nom}}\) are defined as

\[
X_{\text{nom}} = \frac{X - X_{\text{min}}}{X_{\text{max}} - X_{\text{min}}} \in [0, 1],
\]

where \(X\) is the original data, \(X_{\text{min}}\) is the minimum value in the data, and \(X_{\text{max}}\) is the maximum value in the data.

However, there are missing points in the dataset. The value of 0 means that \(X_{\text{min}}\) will be 0, but not all groups have missing values. Therefore, the original data distribution will be changed, resulting in unclear and complicated features. Therefore, we propose a normalization method to move the original coordinate position to the relative coordinate positions of the \(f\)-th frame as

\[
x_f^c = \frac{W}{2},
\]

and

\[
y_f^c = \frac{H}{2},
\]

respectively. Here, \(W\) and \(H\) denote the width and the height of the picture, respectively. When \(x_f^c\) or \(y_f^c\) is equal to 0, it is regarded as a missing point and not calculated. If the center point is a missing point, it will be directly replaced by the calculated center point.

The distances \((x_{\text{dis}}, y_{\text{dis}})\) that need to be displaced are defined as

\[
x_{\text{dis}}^f = x_8^f - x_f^c
\]

and

\[
y_{\text{dis}}^f = y_8^f - y_f^c
\]

respectively, where the 8th joint point is \((x_8^f, y_8^f)\) and the central hip circumference is used as the reference point, and the displacement is to the center point \((x_f^c, y_f^c)\). When the displacement value is less than 0, it means a move to the right, and when the displacement value is greater than 0, it means a move to the left.

The new joint point coordinates \((r_x f_n, r_y f_n)\) for calculating the displacement to the relative position are defined as

\[
r_x f_n = (x_n^f - x_{\text{dis}}^f)
\]

and

\[
r_y f_n = (y_n^f - y_{\text{dis}}^f),
\]

respectively, where the original joint point coordinate is \((x_n^f, y_n^f)\) and the required displacement distance is \((x_{\text{dis}}^f, y_{\text{dis}}^f)\).

There are two advantages to this. The first is to avoid calculating the missing points together, and the original data distribution will not be affected. The second is to reduce unnecessary features. Because the objective of this study is fall detection, it removes the original data. The characteristics of the human body displacement process, such as walking from left to right or walking from far to near, fix the human skeleton in the same position, and make continuous movements to make the model easier to learn.

As shown in Figure 5, we unify the image size to 640 × 480 pixel and set a center point. After displacement by the above formula, as shown in Figure 6, the human skeleton will be moved to the center of the image and the central hip joint point will be equal to the center point position. In the skeleton diagram of fall and non-fall activities, we found that some joint points are not important for the recognition of fall events, so we remove them. Too many feature parameters may also cause the recognition rate to decrease or
complicate the environment. Only 15 important points are retained as training feature values, among which the joint points of nose, shoulders, elbows, wrists, neck, hip, knees and ankles are retained.

Figure 5. The position and number of the original human skeleton coordinates.

Figure 6. The position and number of joint points after displacement.

2.3.3. Compensation for Missing Value

OpenPose still uses 2D image features to obtain the skeleton, so when these features are missing, problems such as unpredictability or prediction errors will occur. As shown in Figure 7, when the human body is overlapped, obscured, the outline of the human body is not clear, or the upper and lower feet of the human body appear, it will cause loss and errors when generating the skeleton. In this paper, we use a linear interpolation method to compensate for the missing values. We set 100 pictures as a group and use the original non-missing value data to interpolate missing data in the following pictures to ensure that there is enough data.
The interpolation method can estimate the subsequent data value through the original data. If the original number of the joint points is too few, the error of the calculated missing value to its actual value will be large. Linear interpolation uses two known data points and calculate the slope of the two point. The estimated value $Y$ is defined as:

$$Y = Y_0 + \frac{Y_1 - Y_0}{X_1 - X_0}(X - X_0),$$

(8)

where $X_0$, $Y_0$, $X_1$ and $Y_1$ are known data in the dataset, and $X$ is any data between $X_0$ and $X_1$. Linear interpolation is fast and simple, but the accuracy is not high. In this paper, we set a threshold such that if the original joint points $(x_n^f, y_n^f)$ are missing more than 67%, no compensation will be performed.

As an example, Figure 8 shows the $y$ coordinates of a hand joint point of 30 consecutive pictures while a person makes a gesture of raising and lowering the hand. The first 15 pictures are gradually raising the hand, and the hand is lowered from the 16th picture. We use these data to evaluate the error between the compensated values and the original values.

Figure 8. The hand $y$ point changes.

Figure 9 shows when the turning point is not a missing point, there will be no excessive error between the estimated value and the actual value. As shown in Table 2, the original dataset has a total of 2,850,000 joint points, and the missing points are 520,112. After normalization, there are 15 joints left. The original dataset has 1,710,000 with 214,707 missing points. The number of joint points after missing value compensation is the same.
as that after normalization, while the number of missing points is reduced to 27,849. Among them, the missing joint points of the original dataset accounted for 18.2%. After regularization, 10 unimportant joint points were removed, and the missing joint points accounted for 12.5%. After the missing value compensation, the missing joint points accounted for 1.6%. The reduction in missing points can help the model to reduce noise and increase accuracy during training.

Figure 9. Linear interpolation compensates for missing points (points 10–14, points 16–20 are missing).

Table 2. Proportion of missing points.

| Method               | Original Joint Points | Missing Joint Points | Percentage |
|----------------------|-----------------------|----------------------|------------|
| No-Normalization     | 2,850,000             | 520,112              | 18.2%      |
| RP-Normalization     | 1,710,000             | 214,707              | 12.5%      |
| Linear Interpolation + RP-Normalization | 1,710,000 | 27,849              | 1.6%       |

2.4. Model Architecture

We chose RNN, LSTM and GRU models to learn with the joint points with time characteristics, because the RNN is suitable for dealing with problems that are highly related to time series. At the same time, it does not need to be calculated as a full image detection method, as using the entire picture increases training time and hardware burden. Moreover, the human joints are connected, so the posture will have a certain rule in the change of time $t$.

2.4.1. Recurrent Neural Network (RNN)

RNN [29,30] can describe dynamic behavior, as shown in Figure 10. Unlike the feed-forward neural network (FNN) that accepts more specific structure input, RNN transmits the state in its own network cyclically, so it can accept a wider range of time series structure input.

Figure 10. Recurrent Neural Network (RNN) [29].
The difference between RNN and FNN is that RNN can pass the calculated output of the $h_{t-1}$ layer back to the $h_t$ layer as input, and $o$ is the output vector. The two are defined as \[ h_t = \sigma_h(Vh_{t-1} + Uhx_t + b_h) \] (9) and \[ o_t = \sigma_o(W_o h_t + b_o) \] (10) respectively. Here, $t$ is time, $h$ is the vector of the hidden layer, $x$ is the input vector, $V$, $W$, and $U$ are the parameter weights, $b$ is the partial weight, and $\sigma_h$ and $\sigma_o$ are both excitation functions.

### 2.4.2. LSTM

LSTM is the evolution of RNN and was first proposed by S. Hochreiter and J. Schmidhuber (1997) [31]. It is often used in speech recognition [32], stock price prediction [33] and pedestrian trajectory [34]. LSTM improves the problem of RNN long-term memory and adds the concept of cell state. As shown in Figure 11, LSTM adds four structures, including forgetting gate, cell state, input gate and output gate, to keep the important features.

![Figure 11. Long short-term memory (LSTM) [31]. (A) Forget Gate; (B) Input Gate; (C) Cell State; (D) Output Gate.](image)

The main core of LSTM is the cell state. By designing a structure called gate, LSTM has the ability to delete or add information to the cell. The forgetting gate $f_t$ can determine the information that needs to be discarded in the cell state, which is defined as [31] \[ f_t = \sigma_g(W_f x_t + U_fh_{t-1} + b_f), \] (11) where the lowercase variable is a vector, the matrix $W_f$ is the input weight, the matrix $U_f$ is the weight of the cyclic connection, $b_f$ is the partial weight, and the subscript $f$ is for Forget Gate. Similarly, the subscript of information of Input Gate, Output Gate and Cell State can be expressed by $i$, $o$, and $c$, respectively. $t$ is the time, $h$ is the output vector, and $\sigma_g$ is the Sigmoid function. Observe Forget Gate’s activation vector $f_t$ is used to determine whether to retain this information.

Knowing what new information will enter the cell are the input gate $i_t$, and the activation vector for the new candidate value $\tilde{c}_t$, which are defined as [31] \[ i_t = \sigma_g(W_i x_t + U_i h_{t-1} + b_i) \] (12)
and
\[ \tilde{c}_t = \sigma_h(W_c x_t + U_c h_{t-1} + b_C), \]  
respectively, where \( \sigma_h \) is the tanh function.

Cell renewal is calculated through \( c_t \), which is the cell state vector, \( o_t \), which is the activation vector of the output gate, and \( h_t \), the current output vector. They are defined in [32] as
\[ c_t = f_t \odot c_{t-1} + i_t \odot \tilde{c}_t \]  
\[ o_t = \sigma_g(W_o x_t + U_o h_{t-1} + b_o) \]  
and
\[ h_t = o_t \sigma_h(c_t), \]
respectively, where \( \odot \) represents the Hadamard product.

2.4.3. Gated Recurrent Unit (GRU)

GRU [35,36] is a gating mechanism for recurrent neural networks, introduced by Kyunghyun Cho et al. in 2014 [37], in order to improve the slower execution speed of LSTM, to speed up execution and reduce memory consumption. At the same time, it has a pretty good performance in a huge dataset. As shown in Figure 12, GRU replaces the Forget Gate and Input Gate in the LSTM with an Update Gate and changes the Cell State and Hidden State (\( h_t \)) to Merging, so it has fewer parameters than LSTM.

![Figure 12. Gated recurrent unit (GRU): (a) Reset Gate; (b) Update Gate [36].](image)

The principle behind GRU is very similar to LSTM, using the Gate mechanism to control input, memory and other information. The GRU has two gates, one is the Reset Gate and the other is the Update Gate. Resetting the gate will determine that the new input information is combined with the memory at time \( t - 1 \). Here, \( z \) is the vector of the update gate defined as [36]
\[ z_t = \sigma_g(W_z x_t + U_z h_{t-1} + b_z), \]  
where \( W \) and \( U \) are the weight parameters, \( b \) is the partial weight, and \( \sigma_g \) is the Sigmoid function.

The Update Gate defines the amount of time \( (t - 1) \) memory saved to the current time \( t \). \( r \) is the Reset Gate vector, \( h \) is the output vector, and the retained characteristic value is passed to the next time. They are defined as [36]
\[ r_t = \sigma_g(W_r x_t + U_r h_{t-1} + b_r) \]  
and
\[ h_t = (1 - z_t) \odot h_{t-1} + z_t \odot \sigma_h(W_h x_t + U_h r_t h_{t-1} + b_h), \]
respectively.

As shown in Figure 13, in order to set 30 inputs, respectively, the \((x, y)\) coordinates of
15 joint points are input as feature values. One hidden layer was set up for RNN, LSTM, and GRU. Since the recurrent neural network is more complex than other neural networks such as ANN, there is no need for too many hidden layers, otherwise the model will be too complicated. The Softmax layer is added, which normalizes the output of multiple neurons to (0, 1) interval. For example, in the end, two categories will have two scores with 0.7 and 0.3, and the Softmax layer will output the highest score value and complete the classification.

**Figure 13.** Fall down model architecture.

### 2.5. Experiment Environment

The neural network model is trained on the Google Colaboratory platform [38], using CPU and GPU for training, and the software environment is Keras 2.3.1, as shown in Table 3. We use three different models, namely RNN, LSTM, and GRU for experiments and compare their performance in fall detection.

| Models | Learning Rate | Batch Sizes | Epochs |
|--------|---------------|-------------|--------|
| RNN    | 0.1, 0.01, 0.001 | 916         |        |
| LSTM   |               |             |        |
| GRU    |               |             |        |

For training, we randomly divide 1140 groups of mixed datasets into 80% training set and 20% test set, resulting in 916 training sets and 224 test sets. The training sets are set up in batches and invested a number of training data to learn in each set. This study sets 916 to the same size as the training set. The reason for this is that the model can find the gradient to the best value faster. However, if there are more data or the hardware is slower, insufficient memory problems may occur. We also evaluated the performance under different Learning Rate (LR), which is the step size to find the best value. If LR is too large, the best value will not be found, and the training speed will be too small.

Table 4 shows the parameters for the training model. There are four datasets, which include the original dataset, the one with minimum and maximum normalization, the one with relative position normalization, and the one with linear interpolation plus relative position. According to the different datasets, we set 50 and 30 inputs, which are the original 25 joint points and the (x, y) coordinates of 15 joint points, respectively, as the feature value.
input. There are 64 to 1024 hidden neurons in the hidden layer. Because different datasets require different hidden layers and the number of hidden neurons, we evaluated a different range of numbers to find the best choice. Because there are missing points, it is necessary to use the excitation function whose output is centered at 0, so that when the input is 0, the output is also 0.

Table 4. Model structure parameters.

| Structural Parameters | No-Normalization | Min-Max Normalization | RP-Normalization | Linear Interpolation + RP-Normalization |
|-----------------------|------------------|-----------------------|------------------|---------------------------------------|
| Input Layer Nodes     | 50               | 50                    | 30               | 30                                    |
| Hidden Layer Nodes    | 64, 128, 256, 512, 1024 |                       |                  |                                        |
| Activation Function   | Tanh             |                       |                  |                                        |
| Optimization Algorithm| Adam             |                       |                  |                                        |
| Loss Function         | Cross Entropy    |                       |                  |                                        |
| Output Layer Nodes    | 2                |                       |                  |                                        |

3. Model Evaluation and Results

3.1. Loss Function

Loss function, also known as the Object function, is used to calculate the gap between the predicted value of the neural network and the target value. The smaller the loss function, the better the accuracy of the neural network. Cross Entropy, which is a loss function that describes the size of the difference between the model’s predicted value and the real value, is often used in classification problems. Suppose \( p \) is a real event, \( q \) is the probability of an event, the loss function is defined as [29]

\[
Loss = \sum_{i=1}^{X} \sum_{j=1}^{N} -p(x_i)\log q(x_j),
\]

where \( N \) is the size of the test set, and \( X \) is the classification category.

3.2. Model Evaluation Index

Accuracy, Precision, and Recall are common evaluation indicators for classification [39]. As shown in Figure 14, a confusion matrix is used to calculate the evaluation index to detect the performance of the classification model.

![Figure 14. Confusion Matrix [36].](image)

Here, positive is the target of the main classification, negative is the target of the secondary classification, and True and False are the correct and wrong results, respectively. These are divided into four prediction situations: (True Positive (TP)), (True Negative (TN)), (False Positive (FP)) and (False Negative (FN)). TP is the main target of correct prediction,
TN is the secondary target of correct prediction, FP is the main target of wrong prediction, and FN is the secondary target of wrong prediction.

3.2.1. Sensitivity

Sensitivity refers to the proportion of all samples that are actually the main classification target (positive), which is predicted to be the main classification target. If the true event is a fall (positive), the model predicts a fall as well. Sensitivity is defined as the ratio of the two

\[ S = \frac{TP}{TP + FN} \times 100\% \] (21)

3.2.2. Specificity

Specificity refers to the proportion of all samples that are actually secondary classification targets (negative) judged to be secondary classification targets. If the true event is non-fall (negative), the model prediction is also non-fall, and the ratio of the two is

\[ F = \frac{TN}{TN + FP} \times 100\% \] (22)

3.2.3. Accuracy

Accuracy refers to the proportion of the primary and secondary classification targets that are correctly judged in all classified samples. Like all events, the model correctly predicts the proportion of falls and non-falls.

\[ A = \frac{TN + TP}{TP + TN + FP + FN} \times 100\% \] (23)

3.3. RNN, LSTM and GRU Model Training Comparison

3.3.1. Comparison of Normalization Methods

This section compares different normalization methods, including No-Normalization, Min–Max Normalization, RP-Normalization, and linear interpolation plus RP-Normalization methods. In this study, we set hidden neurons to 64, learning rate 0.01, and observation dataset training and verification curves.

Figure 15 shows the RNN training and verification loss. As shown in Figure 15a, the maximum and minimum convergence speed is the fastest as it converges at Epochs 350 compared to others. The convergence speed refers to the time to reach the minimum error. Figure 15b shows the verification loss. Although the maximum and minimum convergences faster than other methods, there are many large fluctuations between Epochs 100 and 300. The reason for this is that the dataset is divided into missing values and non-missing values, which causes the data distribution change, thus increasing the uncertainty in training.

For RNN model, because its structure is simple, it can convergence fast for the dataset in a small value interval, and the method of normalization, relative position and linear interpolation plus relative position is not used. The dataset is a picture where the size is interval, so the convergence speed is slow. The improvement method can be adjusted from the structure and parameters.

Figure 16 shows the training and verification loss for LSTM. Figure 16a is the training loss. The structure of LSTM improves the long-term memory compared to RNN, so it has better performance. The relative position normalization method converges at Epochs 50, while for linear interpolation and the relative position method, convergence is at Epochs 250, and the loss error is reduced to less than 0.25. For the maximum and minimum, the training loss jumps up at Epochs 420. The reason for this is also that the training data distribution is damaged. Figure 16b is the verification loss. It shows that the proposed method using linear interpolation suffers from over-fitting because the structure or learning parameters are inappropriate.
This section compares different normalization methods, including No-Normalization, Min–Max Normalization, RP-Normalization, and linear interpolation plus RP-Normalization. In this study, we set hidden neurons to 64, learning rate 0.01, and 1024. The reason for this is that the dataset is divided into missing values and non-missing values, which causes the data distribution change, thus increasing the uncertainty and 300. The reason for this is that the dataset is divided into missing values and non-missing values, which causes the data distribution change, thus increasing the uncertainty and 300. The reason for this is that the dataset is divided into missing values and non-missing values, which causes the data distribution change, thus increasing the uncertainty and 300. The reason for this is that the dataset is divided into missing values and non-missing values, which causes the data distribution change, thus increasing the uncertainty and 300.

From Table 6, we can see that RNN has the highest accuracy of 89% when LR = 0.1, while LSTM and GRU achieve higher accuracy when LR = 0.01. The accuracy is 98.3% and 96.6%, respectively.

Figure 16 shows the training and verification losses for LSTM. Figure 16a is the training loss, while Figure 16b is the verification loss. This section chooses linear interpolation plus relative position and relative position normalization methods. In this study, we set hidden neurons to 64, learning rate 0.01, and 1024. However, 1024 Nodes are less effective for LSTM, with an accuracy of 94.6%. In fact, LSTM has a better performance. The relative position normalization method converges at Epochs 50, and the loss error is reduced to less than 0.25. For the maximum and minimum, the convergence speed is the fastest as it converges at Epochs 350 and 50. Figure 17b is the verification stage. The relative position normalization is the best, and the verification error loss is the smallest and the most stable. After adding linear interpolation, there is an over-fitting problem, so this article considers the structure, or the training parameters are inappropriate.
3.3.2. Hidden Nodes Comparison

This section examines the impact of different Hidden Nodes on the relative position normalization dataset. There are 64, 128, 256, 512 and 1024 different numbers, and the learning rate is 0.01. If there are too few Nodes, the problem may not be described. When there are more Nodes, a smaller error can be observed, but the convergence is slower. However, if the number of Nodes is continuously increased, the calculation time will increase, and smaller errors may not be found.

As shown in Table 5, we can see that the accuracy of 1024 Nodes is 88% for RNN. Because of the simple structure, more Nodes are needed to improve learning performance. However, 1024 Nodes are less effective for LSTM, with an accuracy of 94.6%. In fact, LSTM reaches the highest accuracy of 98.3% at 512. We hypothesize that this may be due to the complex structure of the LSTM model, and when too many Nodes are used it may over-describe the event, thus causing a decrease in accuracy. We observe the same trend for GRU and LSTM. The highest accuracy of GRU is 96.6% with 512 Nodes.

### Table 5. Model accuracy vs. number of nodes.

| Models | Node = 64 | Node = 128 | Node = 256 | Node = 512 | Node = 1024 |
|--------|-----------|------------|------------|------------|------------|
| RNN    | 82.6%     | 84%        | 86.3%      | 87.3%      | 88%        |
| LSTM   | 96%       | 96%        | 97.3%      | 98.3%      | 94.6%      |
| GRU    | 93%       | 94%        | 96%        | 96.6%      | 94.6%      |

3.3.3. Learning Rate Comparison

This section chooses linear interpolation plus relative position and relative position data sets for comparison, because there is a slight overfitting problem in Loss during the training and verification stages. In this paper, we test when the neuron is 512 under the learning rate of 0.1, 0.01 and 0.001 to find the most suitable learning parameters.

From Table 6, we can see that RNN has the highest accuracy of 89% when LR = 0.1, while LSTM and GRU achieve higher accuracy when LR = 0.01. The accuracy is 98.3% and 96.6%, respectively.

### Table 6. Comparison of average accuracy of model learning rate (RP).

| Models | LR = 0.1 | LR = 0.01 | LR = 0.001 |
|--------|----------|-----------|------------|
| RNN    | 87%      | 87.3%     | 87%        |
| LSTM   | 97%      | 98.3%     | 96.6%      |
| GRU    | 87%      | 97%       | 95%        |

From Table 7, we can see that all three models achieve the highest accuracy when the learning rate is 0.1. The accuracy is 88.63%, 93.6%, and 96.3%, respectively. It is observed that the accuracy has not improved after interpolation, which may indicate that interpolation method does not have the correct compensation effect for the missing values.

### Table 7. Comparison of average accuracy of model learning rate (RP + Linear Interpolation).

| Models | LR = 0.1 | LR = 0.01 | LR = 0.001 |
|--------|----------|-----------|------------|
| RNN    | 88.63%   | 87%       | 83%        |
| LSTM   | 93.6%    | 93.5%     | 93%        |
| GRU    | 96.3%    | 95%       | 92%        |

3.4. RNN, LSTM and GRU Model Evaluation Indicators

This section discusses the evaluation indicators of the confusion matrix of the three models of each normalization method to evaluate the effectiveness of the model. The structure and parameters of the model used in the above subsections are used to obtain...
higher accuracy structures and parameters. The unnormalized, min–max normalization, and relative positions use 512 hidden Nodes and a learning rate of 0.01. Here, in linear interpolation we used the learning rate of 0.1.

Table 8 shows the sensitivity, specificity and accuracy of RNN for the no-normalization, min–max normalization, RP-normalization and linear interpolation+RP-normalization methods, respectively. Here, a higher sensitivity indicates a more accurate estimation of fall events. Accuracy indicates that the model correctly classifies fall and non-fall events, and the higher the accuracy, the greater the number of correctly classified events. This shows that the overall accuracy of the RNN model is up to 90.1%, using relative position plus linear interpolation. Although the specificity is increased, the sensitivity is reduced, and the highest sensitivity is the relative position normalization method.

Table 8. Comparison of evaluation indicators of RNN model normalization methods.

| Evaluation Indicators | No-Normalization | Min-Max Normalization | RP-Normalization | Linear Interpolation + RP-Normalization |
|-----------------------|-------------------|-----------------------|------------------|---------------------------------------|
| Sensitivity           | 86.6%             | 73.2%                 | 93.7%            | 92.8%                                 |
| Specificity           | 83.9%             | 78.5%                 | 84.8%            | 87.5%                                 |
| Accuracy              | 85.2%             | 75.8%                 | 89.2%            | 90.1%                                 |

Table 9 shows the above indicators for LSTM. It shows that the overall effect of using the maximum and minimum values is lower than that of unnormalized. The relative position method shows higher sensitivity and specificity, and lower error, than other methods when linear interpolation compensation is used. The effect of applying linear interpolation does not seem to be able to significantly improve the accuracy.

Table 9. Comparison of evaluation indicators of LSTM model normalization methods.

| Evaluation Indicators | No-Normalization | Min-Max Normalization | RP-Normalization | Linear Interpolation + RP-Normalization |
|-----------------------|-------------------|-----------------------|------------------|---------------------------------------|
| Sensitivity           | 96%               | 94%                   | 100%             | 95.5%                                 |
| Specificity           | 89.2%             | 83.9%                 | 96.4%            | 94.6%                                 |
| Accuracy              | 92.4%             | 88.8%                 | 98.2%            | 95%                                   |

Table 10 shows the above indicators for GRU. The GRU model has looser feature selection conditions due to reduced structure. Therefore, in the unnormalized dataset, it does not have the same accuracy as LSTM, but after using relative position normalization, the specificity is obvious increased from 76.7% to 98.2%, representing the classification accuracy of non-fall events. The overall accuracy has increased from 85.2% to 97.3%. Although the accuracy of GRU is not as high as LSTM, the specificity is higher than that of the other three models.

Table 10. Comparison of evaluation indicators of GRU model normalization methods.

| Evaluation Indicators | No-Normalization | Min-Max Normalization | RP-Normalization | Linear Interpolation + RP-Normalization |
|-----------------------|-------------------|-----------------------|------------------|---------------------------------------|
| Sensitivity           | 93.7%             | 93.7%                 | 96.4%            | 96.4%                                 |
| Specificity           | 76.2%             | 75.8%                 | 98.2%            | 98.2%                                 |
| Accuracy              | 85.2%             | 84.8%                 | 97.3%            | 97.3%                                 |

4. Discussion

This paper uses linear interpolation to compensate for the missing points. The experimental results show that the accuracy has not increased significantly. As shown in Figure 18, the missing point compensation is not as smooth as expected. Because there are nodes that change direction, we call it the turning point. For example, lifting the hand up is an
inertial motion, so its direction can be predicted, but it is difficult to estimate when you will reach the highest point or how long you will stay at the highest point. It is shown that the part circled in red in the figure is the turning point of the action, from which the point starts to change direction. Figure 18a shows that the turning point is missing, but the y points of the sequence 14 and 16 are not lost. The distance is relatively close, so the error is less than or equal to 1. In Figure 18b, the y points of the sequence 10 to 20 are missing, including the turning point. Using the 9 and 21 points of the sequence to calculate the compensation value, we can see that the error is quite large, because the exact position of the turning point is not known and the interpolation calculation encounters a large error, where the maximum error is 5. In the case of a lost turning point, the maximum error is the lost turning point minus the compensation turning point.

Because the turning point cannot be estimated correctly. It causes wrong compensation when compensating for missing values, leading to features being eliminated or complicated. The inability of the model to learn effectively is the reason the accuracy cannot be further improved.

5. Conclusions

This paper proposes a fall detection framework using OpenPose to extract human skeleton from captured frames and recurrent neural network, long short-term memory and gated recurrent unit to detect fall based on skeleton data. Due to the correlation of the human skeleton, we believe that the change trajectory of the joint points is related to the human movement. This method has been shown to work well in a complex space environment with lower equipment costs. However, the joint points will be lost in some postures and actions, causing the model to have coagulation during training. Therefore, we will move the joint points to the set relative position and interpolate part of the data to improve the excessive noise and unnormalized happening. Recursive neural networks can effectively help learn the time changes in human joint points and reduce training time. Therefore, this paper proposes a fall detection model that learns the changes in human joint points in continuous time. The experimental results show that the fall detection accuracy of the proposed model is 98.2%, which outperforms the baseline 88.9%.
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