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Abstract
Being attracted by the property of classical polar code, researchers are trying to find its analogue in quantum fields, which is called quantum polar code. The first step and the key to design quantum polar code is to find out for the quantity which can measure the quality of quantum channels, whether there is a polarization phenomenon which is similar to classical channel polarization. Coherent information is believed to be the quantum analogue of classical mutual information and the quantity to measure the capacity of quantum channel. In this paper, we define a class of quantum channels called quantum symmetric channels and prove that for quantum symmetric channels, under the similar channel combining and splitting process as in the classical channel polarization, the maximum single-letter coherent information of the coordinate channels will polarize. That is to say, there is a channel polarization phenomenon in quantum symmetric channels.
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1 Introduction
The potential to solve different problems more efficiently than the state-of-the-art classical computing makes quantum computing attract worldwide attention. To give full play to this potential, quantum computers should have sufficient reliable qubits.
However, at present, physical qubits are quite vulnerable, which restricts the development of large-scale fault-tolerant quantum computing and exploiting the advantages of quantum computing. Fortunately, quantum error correcting codes (QECCs) discovered by Shor and Steane provide us with a solution to this problem [1, 2].

Similar to classical error correcting codes (CECCs), QECCs encode \( n \) (which is called code length) less reliable physical qubits (with error rate \( p_0 \)) in a certain way to obtain \( k \) (\( k < n \)) more reliable logical qubits (with error rate \( p_L < p_0 \) after decoding and recovery). The ratio \( k/n \) is called coding rate. The higher it is, the more efficient the QECC is. No matter for CECCs or QECCs, to improve the reliability of the logical bits/qubits, we often need to increase the code length. Good CECCs have constant or increasing coding rate with code length increasing, and some [3–6] can even asymptotically achieve the channel capacity which is a quantity that measures the upper limit of coding rate. However, for most QECC schemes, the larger the code length \( n \) is, the lower the coding rate will be, which will result in excessive physical qubits overhead. This makes reliable large-scale fault-tolerant quantum computing need millions of physical qubits, which is very difficult to realize for the current technology.

For surface codes [7–24] which are the most promising QECCs at present, and the concatenated QECCs [25–27] which are the earliest and also promising methods to realize fault-tolerant quantum computing, their coding rate tends to 0 with the increase of their code length. For quantum low density parity-check (QLDPC) codes [28–37], though their coding rate is constant with code length increasing, whether their coding rate can achieve the channel capacity has not been proven. In some cases, for example, hyperbolic codes [33–37], which is a family of QLDPC codes, have a constant coding rate, but their coding rate does not seem to achieve the quantum channel capacity. (We measure this capacity by maximum single-letter coherent information of the quantum channel, which is explained in Sect. 2.4.) For instance, in Ref. [36], the asymptotic coding rate of 4D-hyperbolic code is 0.18, but the quantum channel capacity of the independent \( X/Z \)-flip noise channel considered by the authors with error rate \( p = 0.04 \) (i.e., a qubit undergoes independently an \( X \) error with probability \( p \) or a \( Z \) error with probability \( p \)) is 0.5178, which is rather larger than its asymptotic coding rate.

Classical polar code (CPC) is the only error correcting code whose coding rate has been proven that it can reach the classical channel capacity [6]. The high coding rate has attracted researchers’ attention. In the past decade, researchers are trying to apply the channel polarization idea of CPC to quantum channels and find the analogue of CPC in quantum fields, which is called quantum polar code (QPC) [38–44].

The first step and also the key to design QPC is to figure out whether quantum channels will polarize which is similar to classical channel polarization discovered in [6]. Some previous studies [38–43, 45–47] have proved some quantities of classical-quantum channels whose inputs are classical bits and outputs are qubits, such as classical symmetric capacity [38], Bhattacharyya parameter [38, 47], and classical symmetric Holevo information [45] will polarize. Some studies [39, 40, 42, 46, 47] have referred to coherent information, which is a quantum quantity of quantum channels and is believed to be a quantity to measure the channel capacity of pure quantum channels [48–57], but the coherent information of the classical-quantum channels is just the classical mutual information. Based on the polarization of classical-quantum
channels, researchers have proposed some quantum polar coding schemes [38–43, 45–47]. Unfortunately, they cannot apply to quantum computing whose channel models are pure quantum channels. In 2019, Dupuis [44] prove that the symmetric coherent information (the coherent information of quantum channel evaluated for Bell-state input [39]) of pure quantum channels will polarize. However, unlike the classical symmetric capacity which has been proven that it is the channel capacity of classical symmetric channels, no one has proved that the symmetric coherent information is the maximum single-letter coherent information (MSLCI) of pure quantum channels.

In this paper, we focus on proving the polarization of pure quantum channels. We first define a class of quantum channels called quantum symmetric channels (QSCs, this term has been used in [58], but in this paper, it has different meanings) and prove some basic properties of them. For a QSC, we prove that its maximum single-letter coherent information equals its symmetric coherent information. Then, we prove the MSLCI of two-dimensional-input QSCs will polarize under the quantum channel combining and splitting process. Unlike the method used by Dupuis [44], our proof uses the basis transition probability matrix proposed by us.

The rest of this paper is organized as follows. Some preliminary knowledge, including coherent information, quantum symmetric channels, quantum channel combining and splitting, will be introduced in Sect. 2. In Sect. 3, we will prove that the combined channel is a QSC and all the coordinate channels are two-dimensional-input quasi-quantum symmetric channels. In Sect. 4, we will prove the MSLCI of the coordinate channels will polarize. In Sect. 5, we conclude our work.

2 Preliminaries

2.1 Coherent information

Coherent information is proposed by Schumacher and Nielsen to measure the amount of quantum information conveyed in the noisy channel [59]. It is believed to be the analogue of classical mutual information in quantum information theory [60].

As shown in Fig. 1, suppose the state of a quantum system \( Q \) is \( \rho_Q \),

\[
\rho_Q = \sum_i p_i |i^Q\rangle\langle i^Q|
\]

where \( |i^Q\rangle \) is the basis for \( Q \). Suppose \( Q \) is subjected to a quantum channel \( \mathcal{E} \) which changes system \( Q \) to \( Q' \) and maps the state to \( \rho_{Q'} \), namely

\[
\rho_{Q'} = \mathcal{E}(\rho_Q)
\]

For system \( Q \), we can always introduce a reference system \( R \) which has the same state space as \( Q \) to purify \( Q \); namely, map the mixed state \( \rho_Q \) to a pure state \( |QR\rangle \).
Fig. 1 System $Q$ and its reference system $R$. System $Q$ is subjected to a quantum channel $\mathcal{E}$. Notice that the reference system $R$ is only subjected to an identity operator $I$, namely $R' = R$. The solid line between system $Q$ and its reference system $R$ indicates $Q$ and $R$ are in a maximally entangled state, which means in a certain basis, the measurement results of $Q$ and $R$ have an one-to-one relationship. Once you get the measurement results of $Q$, you know the state of $R$, and vice versa. Hence, we use solid line to represent this “strong” relationship. The dashed line indicates there might be still some entanglement between $Q'$ and $R'$ and the one-to-one relationship might not exist.

The state of system $Q$ and $R$ can be expressed as

$$|QR\rangle = \sum_i \sqrt{p_i} |i_Q\rangle |i_R\rangle$$

(3)

where $|i_R\rangle$ is the basis for $R$, which is the same as $|i_Q\rangle$.

Schumacher defined an intrinsic quantity to $Q$ called entropy exchange $S_e$ [61],

$$S_e \equiv S(RQ')$$

(4)

where $S(RQ')$ is the von Neumann entropy of system $RQ'$.

Coherent information in the process shown in Fig. 1 is defined as

$$I(Q)Q' \equiv S(Q') - S_e = S(Q') - S(RQ')$$

(5)

where $S(Q')$ is the von Neumann entropy of system $Q'$. It is obvious that once $Q$ and $\mathcal{E}$ are given, $Q'$ is determined. Hence, we can also write $I(Q)Q'$ as $I(\rho_Q, \mathcal{E})$.

Assuming the operation elements of $\mathcal{E}$ are $\{E_k\}$, then $S_e$ can be calculated by

$$S_e = S(W)$$

(6)

where $W_{ij} = tr \left( E_i \rho_Q E_j^\dagger \right)$.

It should be emphasized that in this paper, the coherent information which we consider is the single-letter coherent information (SLCI). Due to the superadditivity [62] of quantum channel, single-letter coherent information is the lower bound of quantum channel capacity. Researchers [63, 64] believe the quantum channel capacity...
should be more accurately measured by $I \left( \rho^Q, \mathcal{E}^\otimes n \right)$ which is defined by

$$I \left( \rho^Q, \mathcal{E}^\otimes n \right) \equiv \lim_{n \to \infty} \frac{1}{n} I \left( \rho^Q, \mathcal{E} \right)$$

(7)

Whether will $I \left( \rho^Q, \mathcal{E}^\otimes n \right)$ of the coordinate channels polarize has not been proven in this paper.

### 2.2 Quantum symmetric channels

In classical information theory, there is a class of channels called classical symmetrical channels (CSCs) whose properties have been well studied, such as binary symmetric channel (BSC). The behavior of a classical channel can be depicted by a transition probability matrix (TPM). Assume the input variable is $A$, which takes value from $\{a_1, a_2, \ldots, a_K\}$, and the output variable is $B$, which takes value from $\{b_1, b_2, \ldots, b_L\}$, then we can write out its TRM as follows.

$$
\begin{pmatrix}
B = b_1 & \cdots & B = b_L \\
A = a_1 & p(B = b_1|A = a_1) & \cdots & p(B = b_L|A = a_1) \\
A = a_2 & p(B = b_1|A = a_2) & \cdots & p(B = b_L|A = a_2) \\
\vdots & \vdots & \ddots & \vdots \\
A = a_K & p(B = b_1|A = a_K) & \cdots & p(B = b_L|A = a_K)
\end{pmatrix}
$$

(8)

If each row of the TPM is a permutation of the first row, then this channel is symmetric with respect to its input. If each column of the TPM is a permutation of the first column, then this channel is symmetric with respect to its output. If a channel is symmetric with respect to both of its input and output, then this channel is called a symmetric channel. If a channel is symmetric with respect to its input but might not to its output, and its TPM can be divided into several submatrices by column, each of which satisfies that each column of it is a permutation of the first column of it, then this channel is called a quasi-symmetric channel.

For some quantum channels, given certain bases of the input space and the output space, we may also find a probability matrix similar to TRM of classical channels. For example, for bit flip channel, if the input state $|Q\rangle$ is $|0\rangle$ (with probability $q$) or $|1\rangle$ (with probability $1 - q$), then the output state $|Q'\rangle$ will also take value from $|0\rangle$ or $|1\rangle$, and we can figure out $p(|Q'\rangle = |0\rangle||Q\rangle = |0\rangle)$, $p(|Q'\rangle = |1\rangle||Q\rangle = |0\rangle)$, $p(|Q'\rangle = |0\rangle||Q\rangle = |1\rangle)$, $p(|Q'\rangle = |1\rangle||Q\rangle = |1\rangle)$. Then, we can write out a probability matrix as follows.

$$
\begin{pmatrix}
|Q'\rangle = |0\rangle \\
|Q\rangle = |0\rangle & p(|Q'\rangle = |0\rangle||Q\rangle = |0\rangle) & p(|Q'\rangle = |1\rangle||Q\rangle = |0\rangle) \\
|Q\rangle = |1\rangle & p(|Q'\rangle = |0\rangle||Q\rangle = |1\rangle) & p(|Q'\rangle = |1\rangle||Q\rangle = |1\rangle)
\end{pmatrix}
$$

(9)

Here, we name matrix (9) basis transition probability matrix (BTPM), for it shows the transition relationship between the bases of input and output spaces. Different
from TPM of classical channels, the above BTPM does not seem to fully depict the behavior of bit flip channel, because quantum mechanics allow the input state to be a superposition state, such as $\frac{1}{\sqrt{2}}|0\rangle + \frac{1}{\sqrt{2}}|1\rangle$. That is to say, the input state and the output state may take value outside $\{|0\rangle, |1\rangle\}$, which cannot be depicted by BTPM. However, using BTPM (9), given arbitrary input state, we can always determine the output. This is because we can write out the operator elements by matrix (9), which will be proved later. And once the operator elements are determined, the behavior of the quantum channel is determined. Hence, for the quantum channels which have a BTPM, its behavior can be fully depicted by its BTPM.

There is a necessary and sufficient condition for a quantum channel having a BTPM.

**Theorem 1** (Necessary and sufficient condition for a quantum channel having a BTPM) Given a quantum channel $E$, it has a BTPM if and only if there is a certain basis $B_{in} = \{|1\rangle, |2\rangle, \ldots, |N\rangle\}$ of the input space, any two basis vectors $|i\rangle$ and $|j\rangle$ in $B_{in}$ satisfy that $E(|i\rangle\langle i|)E(|j\rangle\langle j|)$ commutes with $E(|j\rangle\langle j|)E(|i\rangle\langle i|)$, namely

$$[E(|i\rangle\langle i|), E(|j\rangle\langle j|)] = E(|i\rangle\langle i|)E(|j\rangle\langle j|) - E(|j\rangle\langle j|)E(|i\rangle\langle i|) = 0 \quad (10)$$

**Proof** (1) Sufficiency If there is a certain basis $B_{in} = \{|1\rangle, |2\rangle, \ldots, |N\rangle\}$ of the input space, any two basis vectors $|i\rangle$ and $|j\rangle$ in $B_{in}$ satisfy $[E(|i\rangle\langle i|), E(|j\rangle\langle j|)] = 0$, and then, for all $E(|i\rangle\langle i|)$, they can be simultaneously diagonalized in a certain basis $B_{out} = \{|1'\rangle, |2'\rangle, \ldots, |M'\rangle\}$ of the output space. The result of diagonalization is

$$E(|i\rangle\langle i|) = \sum_{k=1}^{M} p_{ik} |k'\rangle\langle k'| \quad (11)$$

It is obvious that $p_{ik}$ forms the BPTM.

(2) Necessity Assume quantum channel $E$ has a BTPM whose elements are $A_{ik}$ ($1 \leq i \leq N, 1 \leq k \leq M$), and the corresponding basis for the input and output space is $B_{in} = \{|1\rangle, |2\rangle, \ldots, |N\rangle\}$ and $B_{out} = \{|1'\rangle, |2'\rangle, \ldots, |M'\rangle\}$, respectively, then $E(|i\rangle\langle i|)$ can be expressed as

$$E(|i\rangle\langle i|) = \sum_{k=1}^{M} A_{ik} |k'\rangle\langle k'| \quad (12)$$

which means that all $E(|i\rangle\langle i|)$ can be simultaneously diagonalized in $B_{out} = \{|1'\rangle, |2'\rangle, \ldots, |M'\rangle\}$. Hence, any two basis vectors $|i\rangle$ and $|j\rangle$ in $B_{in}$ satisfy $[E(|i\rangle\langle i|), E(|j\rangle\langle j|)] = 0$. The proof is completed.

Next, we are going to prove that one can derive the channel operation elements by BTPM.

**Theorem 2** (Derive the channel operation elements from BTPM) For a quantum channel which has BTPM, its BTPM determines a set of quantum operations.
Proof Assume quantum channel $\mathcal{E}$ has a BTPM $A$, for arbitrary input $\rho = \sum_{i=1}^{N} q_i |i\rangle\langle i|$, the corresponding output $\mathcal{E}(\rho)$ is

$$
\mathcal{E}(\rho) = \sum_{i=1}^{N} q_i \mathcal{E}(|i\rangle\langle i|) = \sum_{i=1}^{N} q_i \sum_{k=1}^{M} A_{ik} |k'\rangle\langle k'| = \sum_{k=1}^{M} E_k \left( \sum_{i=1}^{N} q_i |i\rangle\langle i| \right) E_k^\dagger
$$

(13)

where $\{E_k\}$ are the operation elements of channel $\mathcal{E}$, and $E_k |i\rangle = \sqrt{A_{ik}} |k'\rangle$, according to which one can easily write out the matrix representation of $E_k$. This completes the proof. $\square$

According to the above proof, one can see that the number of independent operation elements is equal to the number of dimensions of the output space.

Similar to classical symmetric channels, we can define quantum symmetric channels by BTPM.

**Definition 1** (*Quantum symmetric channels*) For the quantum channels which have BTPM, if each row of the BTPM is a permutation of the first row, then this quantum channel is symmetric with respect to its input. If each column of the BTPM is a permutation of the first column, then this quantum channel is symmetric with respect to its output. If a quantum channel is symmetric with respect to both of its input and output, then this channel is called quantum symmetric channel (QSC). If a channel is symmetric with respect to its input but might not to its output, and its BTPM can be divided into several submatrices by column, each of which satisfies that each column of it is a permutation of the first column of it, then this channel is called a quantum quasi-symmetric channel (QQSC). Actually, a QSC can be regarded as a special QQSC.

**Theorem 3** (Operation elements of two-dimensional-input QQSC) For a two-dimensional-input QQSC whose output space is $M$-dimensional, there is always a set of operation elements $\{E_k\}$, $1 \leq k \leq M$, which satisfies

$$
E_k |0\rangle = \sqrt{p_k} |k'\rangle, \quad E_k |1\rangle = \sqrt{p_k} |\pi(k)\rangle
$$

(14)

where $\pi$ is a certain permutation, $\{|k'\rangle\}$ is a basis of the output space, and $\sum_{k=1}^{M} p_k = 1$. Notice that $|0\rangle$ and $|1\rangle$ are only basis vectors of the input space, they are not necessary to be the computational basis vectors $\begin{pmatrix} 1 \\ 0 \end{pmatrix}$ and $\begin{pmatrix} 0 \\ 1 \end{pmatrix}$.

Proof We only need to determine the matrix representation of each $E_k$ and prove that $\sum_k E_k^\dagger E_k = I$. Notice that the matrix representation of $E_k$ can be calculated by

$$
E_{kj} = \langle j | E_k | i - 1 \rangle
$$

(15)

Here, the ket vector is $|i - 1\rangle$ rather than $|i\rangle$. This is because we use $|0\rangle$ and $|1\rangle$ to represent the input basis rather than $|1\rangle$ and $|2\rangle$, so the index of the column of the matrix starts from 1. Through Eqs. (14) and (15), it is easy to obtain

$$
E_{kj} = \sqrt{p_k} \delta_{jk}
$$

(16)
\[ E_{k,j} = \sqrt{p_k} \delta_{j \pi(k)} \]  

where \( \delta \) is the Kronecker delta. Hence,

\[ \sum_k E_k^\dagger E_k = \left( \sum_{k=1}^M \begin{pmatrix} p_k & 0 \\ 0 & \sum_{k=1}^M p_k \end{pmatrix} \right) = I \]  

which completes the proof. \( \square \)

### 2.3 Examples of QSCs

Bit flip channel and phase flip channel are two typical QSCs, as shown in Figs. 2 and 3, respectively.

Bit flip channel flips \(|0\rangle\) and \(|1\rangle\) with the same probability \(p\), and phase flip channel flips \(|+\rangle\) and \(|-\rangle\) with the same probability \(p\). It is easy to write out the operation elements [60] for them. The operation elements for bit flip channel are

\[ E_0 = \sqrt{p} I, \quad E_1 = \sqrt{1 - p} X \]  

where $X$ is the Pauli $X$ operator. And the operation elements for phase flip channel are

$$\tilde{E}_0 = \sqrt{p}I, \tilde{E}_1 = \sqrt{1-p}Z$$

where $Z$ is the Pauli $Z$ operator.

In addition, Pauli channels, which are the major channel models considered in quantum computing, are also QSCs. This fact is depicted by Proposition 4 and Proposition 5.

**Proposition 4** (Any two-dimensional-input Pauli channel is a QSC) *Any two-dimensional-input Pauli channel $E$ is a QSC.*

**Proof** For a two-dimensional-input Pauli channel $E$, it has four operation elements $\{\sqrt{p_1}I, \sqrt{p_2}X, \sqrt{p_3}Y, \sqrt{p_4}Z\}$, where $\sum_{i=1}^{4} p_i = 1$. Suppose the input of $E$ is a quantum state $\rho$, then the output of $E$ can be represented as

$$E(\rho) = p_1 \rho + p_2 X \rho X + p_3 Y \rho Y + p_4 Z \rho Z \quad (21)$$

Next, we will utilize Theorem 1 to derive the BPTM of $E$. Since the Pauli channel $E$ is a two-dimensional-input quantum channel, we can choose the computational basis $\{|0\rangle, |1\rangle\}$ to be the basis of its input space. According to Theorem 1, as long as $E(|0\rangle\langle 0|)$ and $E(|1\rangle\langle 1|)$ can be simultaneously diagonalized in a certain basis, this basis is the basis of output space of $E$. One can see

$$E(|0\rangle\langle 0|) = p_1 |0\rangle\langle 0| + p_2 X |0\rangle\langle 0| X + p_3 Y |0\rangle\langle 0| Y + p_4 Z |0\rangle\langle 0| Z$$

$$= p_1 |0\rangle\langle 0| + p_2 |1\rangle\langle 1| + p_3 |1\rangle\langle 1| + p_4 |0\rangle\langle 0| \quad (22)$$

$$= (p_1 + p_4) |0\rangle\langle 0| + (p_2 + p_3) |1\rangle\langle 1|$$

and

$$E(|1\rangle\langle 1|) = p_1 |1\rangle\langle 1| + p_2 X |1\rangle\langle 1| X + p_3 Y |1\rangle\langle 1| Y + p_4 Z |1\rangle\langle 1| Z$$

$$= p_1 |1\rangle\langle 1| + p_2 |0\rangle\langle 0| + p_3 |0\rangle\langle 0| + p_4 |1\rangle\langle 1| \quad (23)$$

$$= (p_2 + p_3) |0\rangle\langle 0| + (p_1 + p_4) |1\rangle\langle 1|$$

Hence, $E(|0\rangle\langle 0|)$ and $E(|1\rangle\langle 1|)$ can be simultaneously diagonalized in the basis $\{|0\rangle, |1\rangle\}$. Then, the BPTM of $E$ is

$$\begin{pmatrix}
|0\rangle & |1\rangle \\
|0\rangle & p_1 + p_4 \\
|1\rangle & p_2 + p_3 \\
|1\rangle & p_1 + p_4 
\end{pmatrix} \quad (24)$$

We can see that the second row of the BPTM of $E$ is a permutation of the first row and the second column of the BPTM is a permutation of the first column, and thus, the Pauli channel $E$ is a QSC. □

**Proposition 5** (A $2^N$-dimensional-input Pauli channel is a QSC) *Any $2^N$-dimensional-input Pauli channel $E^{\otimes N}$, which consists of $N$ independent copies of two-dimensional-input Pauli channel $E$, is a QSC.*

$\square$ Springer
This part of proof utilizes the method which is used to prove Theorem 8 in Sect. 3.1, and the proof is given in “Appendix A.”

2.4 Symmetric coherent information and the MSLCI of two-dimensional-input QQSC

The symmetric coherent information was first proposed in [40], which is similar to the definition of symmetric capacity used by Arikan [6].

Definition 2 (Symmetric coherent information) For a quantum channel $E$, the number of whose input qubits is $n$, its input state can be represented by $\rho = \sum_{i=1}^{2^n} q_i \ket{i}\bra{i}$, and its symmetric coherent information $I_U$ is defined as the coherent information $I(\rho, E)$ when $q_1 = q_2 = \cdots = q_{2^n} = 1/2^n$, namely,

$$I_U \equiv I \left( \rho = \sum_{i=1}^{2^n} \frac{1}{2^n} \ket{i}\bra{i}, E \right) \quad (25)$$

Arikan has proved that for a classical symmetric channel (actually, the classical symmetric channel mentioned by Arikan in the Part A of Sec. I of [6] means a classical binary quasi-symmetric channel), the symmetric capacity is its Shannon capacity. However, up to the present, none of the previous studies [38–47] has proved that the symmetric coherent information of a pure quantum channel is its MSLCI. Next, we will prove this theorem for two-dimensional-input QQSCs.

Theorem 6 (The MSLCI of a two-dimensional-input QQSC) The MSLCI of a two-dimensional-input QQSC is its symmetric coherent information.

Proof Assume the input state of a two-dimensional-input QQSC $E$ is $\rho = q\ket{0}\bra{0} + (1 - q)\ket{1}\bra{1}$. According to Theorem 3, there is a set of operation elements $\{E_k\}$, $1 \leq k \leq M$. By Eqs. (5) and (6), the coherent information of $E$ is

$$I(\rho, E) = S(E(\rho)) - S_e = S(E(\rho)) - S(W) \quad (26)$$

Using Eq. (15), one can easily obtain

$$W_{ij} = tr \left( E_i \rho E_j^\dagger \right) = tr \left( E_i (q\ket{0}\bra{0} + (1 - q)\ket{1}\bra{1}) E_j^\dagger \right) = q \times tr \left( \sqrt{p_i p_j} \ket{i'}\bra{j'} \right) + (1 - q) \times tr \left( \sqrt{p_i p_j} \pi(i')\bra{\pi(j')} \right) \quad (27)$$

where $\pi$ is a certain permutation.

Hence, $S(W) = H(p_i)$, where $H(p_i)$ is the Shannon entropy of the probability distribution $\{p_1, \ldots, p_M\}$. It is obvious that $S(W)$ has nothing to do with $q$. 
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Next, we analyze the first term $S(E(\rho))$. Using Eq. (14), we get

$$
S(E(\rho)) = S \left( \sum_{k=1}^{M} E_k \rho E_k^\dagger \right)
$$

$$
= S \left( \sum_{k=1}^{M} q p_k |k'\rangle \langle k'| + \sum_{k=1}^{M} (1-q) p_k |\pi(k)'\rangle \langle \pi(k)'| \right)
$$

$$
= S \left( \sum_{k=1}^{M} q p_k |k'\rangle \langle k'| + \sum_{m=1}^{M} (1-q) p_{\pi(m)} |m'\rangle \langle m'| \right)
$$

$$
= S \left( \sum_{k=1}^{M} q p_k |k'\rangle \langle k'| + \sum_{k=1}^{M} (1-q) p_{\pi(k)} |k'\rangle \langle k'| \right)
$$

(28)

The third equality in Eq. (28) holds because $\pi(\pi(k)) = k$. If one let $\pi(k) = m$, then $\pi(m) = k$. The last equality is obtained simply by renaming $m$.

Notice that von Neumann entropy has a property which states that when $\rho_i$ have support on orthogonal subspaces, the following equation holds.

$$
S \left( \sum_i p_i \rho_i \right) = \sum_i p_i S(\rho_i) + H(p_i)
$$

(29)

Using Eq. (29), we can further simplify Eq. (28).

$$
S(E(\rho)) = \sum_{k=1}^{M} \left[ q p_k + (1-q) p_{\pi(k)} \right] S \left( |k'\rangle \langle k'| \right) + H \left( q p_k + (1-q) p_{\pi(k)} \right)
$$

(30)

Taking the derivative with respect to $q$, we obtain

$$
dS(E(\rho)) \over dq = - \sum_{k=1}^{M} \left\{ (p_k - p_{\pi(k)}) \log_2 \left[ \left( p_k - p_{\pi(k)} \right) q + p_{\pi(k)} \right] + \frac{(p_k - p_{\pi(k)})}{\ln 2} \right\}
$$

$$
= - \sum_{k=1}^{M} t_k
$$

(31)

where $t_k = - (p_k - p_{\pi(k)}) \log_2 \left[ \left( p_k - p_{\pi(k)} \right) q + p_{\pi(k)} \right] + (p_k - p_{\pi(k)}) / \ln 2$. Notice that there are $M$ terms in the summation sign, which can be divided into $M/2$ pairs, each of which can be represented by

$$
y_k = t_k + t_{\pi(k)}
$$

(32)
It is easy to prove that for all $y_k$, when $q \in \left[0, \frac{1}{2}\right)$, $y_k < 0$, when $q \in \left(\frac{1}{2}, 1\right]$, $y_k > 0$, and when $q = \frac{1}{2}$, $y_k = 0$. Hence, when $q \in \left(0, \frac{1}{2}\right)$, $\frac{dS(E(\rho))}{dq} > 0$, when $q \in \left(\frac{1}{2}, 1\right]$, $\frac{dS(E(\rho))}{dq} < 0$, and $q = \frac{1}{2}$, $\frac{dS(E(\rho))}{dq} = 0$. Therefore, $q = \frac{1}{2}$ is the maximum point of $S(E(\rho))$, which completes the proof. \qed

### 2.5 Quantum channel combining and splitting

#### 2.5.1 Quantum channel combining

Quantum channel combining and splitting are two steps to polarize quantum channels. The quantum channel combining is similar to classical channel combining. Assume the primal channel is $E : \rho^Q \rightarrow \rho^V$, which maps the state of a qubit to another state. With a slight abuse of notation, we denote the input quantum system by $Q$ and the output quantum system by $V$ and denote their quantum states by $|Q\rangle$ and $|V\rangle$, respectively. It will be clear from the context whether the notation is meant to a quantum system or a quantum state. As shown in Fig. 4, we use the same recursive manner as in classical channel combining to combine $N$ primal quantum channels. The difference is that we replace XOR gates in classical channel combining by quantum CNOT gates, and we use quantum SWAP gates to realize the reverse shuffle operator [6]. The channel combining process produces the channel $E_N : \rho^{Q_1\ldots Q_N} \rightarrow \rho^{V_1\ldots V_N}$, where the subscript $i$ ($1 \leq i \leq N$) means the $i$th qubit. This paper follows the Arikan’s rule to denote a row vector; namely, we use $a^T_i$ as a shorthand for denoting $(a_1, \ldots, a_i)$, and the notation $0^N_1$ is used to denote the all-zero vector. According to this rule, $E_N$ can be rewritten as $E_N : \rho^{Q_1^N} \rightarrow \rho^{V_1^N}$. 

Fig. 4 a Two-primal channel $E$ combines to form channel $E_2$. b Two-primal $E_2$ combines to form channel $E_4$. c Two-primal $E_{N/2}$ combines to form channel $E_N$, and $R_N$ is the reverse shuffle operator [6]. The blue gates are quantum CNOT gates, and the pink gates are quantum SWAP gates (Color figure online)
2.5.2 Quantum channel splitting

Having combining $N$ quantum channels $\mathcal{E}$ to $\mathcal{E}_N$, the next step to polarize quantum channels is splitting $\mathcal{E}_N$ to $N$ quantum coordinate channels $\mathcal{E}_N^{(i)} : \rho_{Q_i} \rightarrow \rho_{V_i}^{R_i^{-1}}$, namely $\mathcal{E}_N^{(i)} : \rho_{Q_i} \rightarrow \rho_{V_i \cdots V_N R_i \cdots R_1}^{-1}$, where $R_i$ is the reference system of $Q_i$, and $1 \leq i \leq N$. The quantum coordinate channels we define is a little bit different from the classical coordinate channels. If we follow the classical definition, the quantum coordinate channels should be $\mathcal{E}_N^{(i)} : \rho_{Q_i} \rightarrow \rho_{V_i}^{R_i^{-1}}$. However, due to quantum no-cloning theorem, $\rho_{Q_i}^{R_i^{-1}}$ and $\rho_{V_i}^{R_i^{-1}}$ cannot appear at the same side. Moreover, according to the manner of Eq. (3) we introduce that the reference systems, $R_i$ and $Q_i$, are in maximally entangled states, which means that the state of $R_i$ is the same as the state of $Q_i$. Hence, $\mathcal{E}_N^{(i)} : \rho_{Q_i} \rightarrow \rho_{V_i}^{R_i^{-1}}$ is a more reasonable definition.

According to Theorem 6, for a two-dimensional-input QSC, when the input state is a completely mixed state, its SLCI takes maximum.

3 Symmetry of the quantum combined channel and coordinate channels

In Sect. 2.5, quantum combined channel $\mathcal{E}_N$ and coordinate channels $\{\mathcal{E}_N^{(i)}\}$ have been defined. The main goal of this section is to prove that if the primal channel $\mathcal{E}$ is a two-dimensional-input QSC with two-dimensional output, then $\mathcal{E}_N$ is a QSC and $\{\mathcal{E}_N^{(i)}\}$ are two-dimensional-input QQSCs. We will refer to the proof method that Arikan used to prove that if the primal binary-input discrete memoryless channel $W : \mathcal{X} \rightarrow \mathcal{Y}$ is symmetric with input alphabet $\mathcal{X} = \{0, 1\}$ and output alphabet $\mathcal{Y} = \{0', 1'\}$, classical combined channel $W_N : \mathcal{X}^N \rightarrow \mathcal{Y}^N$ and classical coordinate channels $W_N^{(i)} : \mathcal{X} \rightarrow \mathcal{Y}^i \times \mathcal{X}^{i-1}, 1 \leq i \leq N$, are symmetric.

3.1 Symmetry of the quantum combined channel $\mathcal{E}_N$

If $\mathcal{E}$ is a two-dimensional-input QSC with two-dimensional output, the BTPM of the channel $\mathcal{E}$ can be expressed as

$$
\begin{pmatrix}
|0\rangle & |1\rangle \\
|0\rangle & Pr(|0\rangle||0\rangle) & Pr(|1\rangle||0\rangle) \\
|1\rangle & Pr(|0\rangle||1\rangle) & Pr(|1\rangle||1\rangle)
\end{pmatrix}
$$

(33)

where $Pr(|0\rangle||0\rangle) = Pr(|1\rangle||1\rangle)$ and $Pr(|1\rangle||0\rangle) = Pr(|0\rangle||1\rangle)$. According to Theorem 2, we can derive a set of quantum operations $\{E_0, E_1\}$ of this channel $\mathcal{E}$, which satisfy $E_0|0\rangle = \sqrt{Pr(|0\rangle||0\rangle)}|0\rangle$, $E_1|0\rangle = \sqrt{Pr(|1\rangle||0\rangle)}|0\rangle$, $E_0|1\rangle = \sqrt{Pr(|0\rangle||1\rangle)}|1\rangle$ and $E_1|1\rangle = \sqrt{Pr(|1\rangle||1\rangle)}|1\rangle$.

Definition 3 (N-copy channel $\mathcal{E}^{\otimes N}$ of the primal QSC $\mathcal{E}$) We define a $N$-copy channel $\mathcal{E}^{\otimes N} : \rho_{Q_1} \otimes \cdots \otimes \rho_{Q_N} \rightarrow \rho_{V_1} \otimes \cdots \otimes \rho_{V_N}$ which is simply composed by $N$
independent copies of the primal $E : \rho^Q \rightarrow \rho^V$. The operation elements $\{F_k\}$ of $E \otimes N$ are

$$F_k = E_{b_1}^1 \otimes E_{b_2}^2 \otimes \cdots \otimes E_{b_N}^N$$  \hspace{1cm} (34)

where the subscript $b_j \in \{0, 1\}, 1 \leq j \leq N$. The superscript $i$ of $E_{b_j}^i$ means the operation element $E_{b_j}^i$ only acts on the $i$th input state $\rho^Q_i$, and the subscript $k$ ($0 \leq k \leq 2^N - 1$) of the operation element $F_k$ is the decimal number of binary sequence $b_1 b_2 \ldots b_N$.

Assume that $N$ uncorrelated pure input states of the channel $E \otimes N$ are $|Q^N_1\rangle = |Q_1\rangle \otimes \cdots \otimes |Q_N\rangle$, we have

$$F_k |Q^N_1\rangle = E_{b_1}^1 \otimes \cdots \otimes E_{b_N}^N (|Q_1\rangle \otimes \cdots \otimes |Q_N\rangle) = N \prod_{i=1}^{N} \sqrt{Pr(|V_i\rangle || |Q_i\rangle)} (|V_1\rangle \otimes \cdots \otimes |V_N\rangle)$$  \hspace{1cm} (35)

$$= \sqrt{Pr_N (|V^N_1\rangle || |Q^N_1\rangle)} |V^N_1\rangle$$

where we let

$$|V_1\rangle \otimes \cdots \otimes |V_N\rangle = |V^N_1\rangle$$  \hspace{1cm} (36)

and

$$Pr_N (|V^N_1\rangle || |Q^N_1\rangle) = \prod_{i=1}^{N} Pr (|V_i\rangle || |Q_i\rangle)$$  \hspace{1cm} (37)

for all $V^N_1 \in \mathcal{Y}^N$, $Q^N_1 \in \mathcal{X}^N$. $\mathcal{X}^N$ is the $N$-power extension alphabet of $\mathcal{X}$, and $\mathcal{Y}^N$ is the $N$-power extension alphabet of $\mathcal{Y}$. Equation (37) means $Pr_N (|V^N_1\rangle || |Q^N_1\rangle)$ is the transition probability when the input state of $E \otimes N$ is $|Q^N_1\rangle$ and the output state of $E \otimes N$ is $|V^N_1\rangle$.

In Fig. 4, one can see that $E \otimes N$ is just the last layer of $E_N$, which is to say if the recursive combining circuits are omitted, $E_N$ will become $E \otimes N$. Intuitively, it seems that the BTPM of $E_N$ should have some connections with that of $E \otimes N$. Next, we prove this intuition.

**Proposition 7** (The BTPM of quantum combined channel $E_N$) If each input state of the channel $E_N$ is uncorrelated, the basis transition probabilities of the channel $E_N$ can be obtained by the following equation

$$Pr_N (|V^N_1\rangle || |Q^N_1\rangle) = \prod_{i=1}^{N} Pr (|V_i\rangle || |C_i\rangle)$$  \hspace{1cm} (38)

for all $C_i \in \mathcal{X}$, $V_i \in \mathcal{Y}$, $V^N_i \in \mathcal{Y}^N$, $Q^N_1 \in \mathcal{X}^N$, where $|Q^N_1\rangle$ and $|V^N_1\rangle$ are the input basis vector and the output basis vector of channel $E_N$, respectively; $|C_i\rangle$ and $|V_i\rangle$ are the $i$th input basis vector and the $i$th output basis vector of the channel $E \otimes N$, respectively, as shown in Fig. 4.
Proof Assume that each uncorrelated input state $\rho^{Q_i}$ of the quantum combined channel $\mathcal{E}_N$ is $\rho^{Q_i} = q|0\rangle\langle 0| + (1 - q)|1\rangle\langle 1|$. Then, we have

$$
\rho^{Q_1^N} = \rho^{Q_1} \otimes \ldots \otimes \rho^{Q_N} = (q|0\rangle\langle 0| + (1 - q)|1\rangle\langle 1|)^{\otimes N} = \sum_{Q_1^N \in \mathcal{X}^N} Pr \left( |Q_1^N\rangle\langle Q_1^N| \right) |Q_1^N\rangle\langle Q_1^N| \tag{39}
$$

where alphabet $\mathcal{X} = \{0, 1\}$ and $\mathcal{X}^N$ is the $N$-power extension alphabet of $\mathcal{X}$, and $Pr \left( |Q_1^N\rangle\langle Q_1^N| \right)$ is the probability of $|Q_1^N\rangle\langle Q_1^N|$. Since each state $\rho^{Q_i}$ is uncorrelated with other input states, we have

$$
Pr \left( |Q_1^N\rangle\langle Q_1^N| \right) = \prod_{i=1}^{N} Pr \left( |Q_i\rangle\langle Q_i| \right) \tag{40}
$$

Since the process $|Q_1^N\rangle \rightarrow |C_1^N\rangle$ which can be seen as an encoding process only includes quantum CNOT gates and quantum SWAP gates, this process must be unitary. As shown in Fig. 4, we use unitary operator $U_N$ to denote this encoding process and obtain

$$
\rho^{C_1^N} = U_N \rho^{Q_1^N} U_N^\dagger
$$

$$
= U_N \left( \sum_{Q_1^N \in \mathcal{X}^N} Pr \left( |Q_1^N\rangle\langle Q_1^N| \right) |Q_1^N\rangle\langle Q_1^N| \right) U_N^\dagger \tag{41}
$$

where $C_1^N = Q_1^N G_N$, and $G_N$ is generator matrix [6].

If the control qubit of a CNOT gate is a superposition state of the computational basis, it will produce entanglement between its two input qubits. However, since the input states $|Q_i\rangle$ will only take value from $|0\rangle$ or $|1\rangle$, the CNOT gate will not produce entanglement [65, 66]. Besides, SWAP gate will not produce entanglement between its two input qubits either. Hence, all $|C_i\rangle$ are uncorrelated. By Eq. (37), we have

$$
Pr_N \left( |V_1^N\rangle||C_1^N\rangle \right) = \prod_{i=1}^{N} Pr \left( |V_i\rangle||C_i\rangle \right) \tag{42}
$$
Since $|C_1^N⟩ = |Q_1^NG_N⟩$, once $Q_1^N$ is determined, $C_1^N$ will be determined. Thus,

$$Pr_N\left(|V_1^N⟩∥Q_1^N⟩\right) = Pr_N\left(|V_1^N⟩∥Q_1^N Δ G_N⟩\right)$$

$$= Pr_N\left(|V_1^N⟩∥C_1^N⟩\right)$$

$$= \prod_{i=1}^{N} Pr\left(|V_i⟩∥C_i⟩\right)$$

which completes the proof. □

Let $E : \rho^Q → \rho^V$ is a two-dimensional-input QSC with two-dimensional output. By definition, there is a permutation $\pi_1$ on $\mathcal{Y}$ such that (1) $\pi_1^{-1} = \pi_1$ and (2) $Pr(|V⟩∥1⟩) = Pr(|\pi_1(V)⟩∥0⟩)$ for all $V \in \mathcal{Y} = \{0', 1'\}$. Let $\pi_0$ be the identity permutation on $\mathcal{Y}$. Using the compact notation mentioned by Arikan, we denote $\pi_Q(V)$ by $Q · V$, for all $Q ∈ \mathcal{X} = \{0, 1\}$ and $V ∈ \mathcal{Y} = \{0', 1'\}$.

Observe that $Pr\left(|V⟩∥Q ⊕ a⟩\right) = Pr\left(|a · V⟩∥Q⟩\right)$ for all $Q, a ∈ \mathcal{X} = \{0, 1\}$ and $V ∈ \mathcal{Y} = \{0', 1'\}$. It is easy to verify that $Pr\left(|V⟩∥Q ⊕ a⟩\right) = Pr\left(|(Q ⊕ a) · V⟩∥0⟩\right) = Pr\left(|Q · (a · V)⟩∥0⟩\right)$ and $Pr\left(|V⟩∥Q ⊕ a⟩\right) = Pr\left(|Q · V⟩∥a⟩\right)$ since $⊕$ is commutative operation on $\mathcal{X}$.

For $Q_1^N ∈ \mathcal{X}^N$, $V_1^N ∈ \mathcal{Y}^N$, let

$$Q_1^N · V_1^N ≜ (Q_1 · V_1, \ldots, Q_N · V_N) \tag{44}$$

Next, we will prove the quantum combined channel $E_N$ is symmetric.

**Theorem 8** (the quantum combined channel $E_N$ is a QSC) If the primal channel $E$ is a two-dimensional-input QSC with two-dimensional output, then the quantum combined channel $E_N$ is a QSC in the sense that

$$Pr_N\left(|V_1^N⟩∥Q_1^N⟩\right) = Pr_N\left(|a_1^NG_N · V_1^N⟩∥Q_1^N ⊕ a_1^N⟩\right) \tag{45}$$

for all $Q_1^N, a_1^N ∈ \mathcal{X}^N$ and $V_1^N ∈ \mathcal{Y}^N$.

Equation (45) means arbitrary row of the BTPM of $E_N$ is a permutation of the first row, and arbitrary column of the BTPM of $E_N$ is a permutation of the first column.

**Proof** By Proposition 7, we have

$$Pr_N\left(|V_1^N⟩∥Q_1^N⟩\right) = \prod_{i=1}^{N} Pr\left(|V_i⟩∥C_i⟩\right)$$

$$= \prod_{i=1}^{N} Pr\left(|C_i · V_i⟩∥0⟩\right)$$

$$= Pr_N\left(|C_1^N · V_1^N⟩∥0_1^N⟩\right) \tag{46}$$
Let \( b_1^N = a_1^N G_N \), we have

\[
Pr_N \left( |b_1^N \cdot V_1^N\rangle || Q_1^N \oplus a_1^N \right) = Pr_N \left( |(C_1^N \oplus b_1^N) \cdot (b_1^N \cdot V_1^N)\rangle || Q_1^N \right)
\]

\[
= Pr_N \left( |C_1^N \cdot V_1^N\rangle || Q_1^N \right)
\]

(47)

which completes the proof.

\[ \square \]

### 3.2 Symmetry of the quantum coordinate channels \( \mathcal{E}_i^N : 0 \leq i \leq N \)

In this part, we will prove that if the primal channel \( \mathcal{E} \) is a two-dimensional-input QSC with two-dimensional output, the coordinate channels \( \{ \mathcal{E}_i^N : 0 \leq i \leq N \} \) are QQSCs. The key of the proof is to find out the BTPM of each \( \mathcal{E}_i^N \) and prove its arbitrary row is a permutation of the other row.

**Theorem 9** (the quantum coordinate channels \( \{ \mathcal{E}_i^N : 0 \leq i \leq N \} \) are QQSCs) If the primal channel \( \mathcal{E} \) is a two-dimensional-input QSC with two-dimensional output, and the input state \( \rho_{Q_1} = q|0\rangle\langle 0| + (1 - q)|1\rangle\langle 1| \), then the arbitrary quantum coordinate channel \( \mathcal{E}_i^N : \rho_{Q_1} \rightarrow \rho_{V_1^N, R_i} \), \( 1 \leq i \leq N \), is a QQSC. The density operator \( \rho_{V_1^N, R_i} \) of the joint system \( V_1^N, R_i \) can be written as

\[
\rho_{V_1^N, R_i} = \sum_{m=0}^{2^{N-1}} \left[ qPr_{Q_1} \left( |m\rangle ||0\rangle \right) |m\rangle\langle m| + (1 - q)Pr_{Q_1} \left( |m\rangle ||1\rangle \right) |m\rangle\langle m| \right]
\]

(48)

where \( |m\rangle = \sum_{Q_i^{-1} = R_i^{-1}, \in \mathcal{X}^{-1}} \sqrt{Pr \left( |Q_1^{-1}\rangle \langle Q_1^{-1}| \right)} \left( Q_1^{-1}, 0, Q_i^{-1} \right) G_N \cdot V_1^N, R_i^{-1}, 0 \leq m \leq 2^N - 1 \) form a set of basis \( \{|m\rangle\}_{m=0,...,2^N-1} \) which contains \( 2^N \) basis vectors. And the basis transition probabilities are

\[
Pr_{Q_1} \left( |m\rangle ||Q_i\rangle \right)
\]

\[
= Pr_{Q_1} \left( \sum_{Q_i^{-1} = R_i^{-1}, \in \mathcal{X}^{-1}} \sqrt{Pr \left( |Q_1^{-1}\rangle \langle Q_1^{-1}| \right)} \left( Q_1^{-1}, 0, Q_i^{-1} \right) G_N \cdot V_1^N, R_i^{-1}, ||Q_i\rangle \right)
\]

\[
= \sum_{Q_i^{-1} \in \mathcal{X}^{-i}} Pr \left( |Q_{i+1}^N\rangle \langle Q_{i+1}^N| \right) Pr_{Q_1} \left( |V_1^N\rangle ||0_i^{-1}, Q_i, Q_{i+1}^N\rangle \right)
\]
\[
= Pr_N^{(i)} \left( \sum_{Q_1^{i-1} = R_1^{i-1} \in \mathcal{X}^{i-1}} \sqrt{Pr \left( \mid Q_1^{i-1} \rangle \langle Q_1^{i-1} \mid \right)} \right) \\
\mid \left( a_1^{i-1}, 1, a_{i+1}^N \oplus Q_1^{i-1}, 0, 0_{i+1}^N \right) G_N \cdot V_1^N, R_1^{i-1} || Q_i \oplus 1) \right) \\
\tag{49}
\]

for all \( V_1^N \in \mathcal{Y}^N \), \( Q_i \in \mathcal{X} \), \( (a_1^{i-1}, 1, a_{i+1}^N) \), \( (Q_1^{i-1}, Q_i, Q_{i+1}^N) \) \( \in \mathcal{X}^N \), \( N = 2^n \), \( n \geq 0 \), \( 1 \leq i \leq N \), which means arbitrary row of the BTPM of \( \mathcal{E}_N^{(i)} \) is a permutation of the other row.

The proof of Theorem 9 is given in “Appendix C.”

Since \( \mathcal{E}_N^{(i)} \) is a two-dimensional-input QQSC, according to Theorem 6, the MSLCI of \( \mathcal{E}_N^{(i)} \) is equal to its symmetric coherent information; namely, the SLCI of \( \mathcal{E}_N^{(i)} \) takes the maximum when the input state is \( \rho Q_i = \frac{1}{2} |0\rangle \langle 0| + \frac{1}{2} |1\rangle \langle 1| \), and therefore, Eqs. (48) and (49) are reduced to

\[
\rho_{V_1^N, R_1^{i-1}} = \frac{1}{2} \sum_{m=0}^{2N-1} Pr_N^{(i)} (|m\rangle \langle 0|) |m\rangle \langle m| + \frac{1}{2} \sum_{m=0}^{2N-1} Pr_N^{(i)} (|m\rangle \langle 1|) |m\rangle \langle m|
\]

and

\[
Pr_N^{(i)} (|m\rangle \langle Q_i|) \\
= Pr_N^{(i)} \left( \sum_{Q_1^{i-1} = R_1^{i-1} \in \mathcal{X}^{i-1}} \frac{1}{2^{i-2}} \left( Q_1^{i-1}, 0, 0_{i+1}^N \right) G_N \cdot V_1^N, R_1^{i-1} || Q_i \right) \\
= \frac{2^{i-1}}{2^{N-1}} \sum_{Q_1^{i-1} = R_1^{i-1} \in \mathcal{X}^{N-i}} Pr_N \left( |V_1^N\rangle \langle 0_{i}^{i-1}, 0, Q_{i+1}^N| \right) \\
= Pr_N^{(i)} \left( \sum_{Q_1^{i-1} = R_1^{i-1} \in \mathcal{X}^{i-1}} \frac{1}{2^{i-2}} \left( a_1^{i-1}, 1, a_{i+1}^N \oplus Q_1^{i-1}, 0, 0_{i+1}^N \right) G_N \cdot V_1^N, R_1^{i-1} || Q_i \oplus 1) \right) \\
\tag{51}
\]

where \( |m\rangle = \sum_{Q_1^{i-1} = R_1^{i-1} \in \mathcal{X}^{i-1}} \frac{1}{2^{i-2}} \left( Q_1^{i-1}, 0, 0_{i+1}^N \right) G_N \cdot V_1^N, R_1^{i-1} \), \( 0 \leq m \leq 2^N - 1 \).
4 Polarization of two-dimensional-input QSC

The goal of this section is to prove the MSLCI of the coordinate channels \( \{ E^{(i)}_N \} \) will polarize.

One can see that the quantum combined channel \( E_N \) corresponds to a classical combined channel \( W_N \), which is obtained by simply replacing the quantum circuits in Fig. 4 to classical ones, and the primal channel \( E \) to a classical channel \( W \). Our proof in this section makes use of the connection between \( E_N \) and \( W_N \).

If the BTPM of the primal QSC \( E \) and the TPM of classical primal BSC \( W \) are the same, first of all, we prove that the BTPM of the quantum combined channel \( E_N \) and the TPM of the classical combined channel \( W_N \) are the same. Secondly, we prove the BTPM of quantum coordinate channel \( E^{(i)}_N \) can be derived from the TPM of classical coordinate channel \( W^{(i)}_N \) which reveals the relationship between the BTPM of \( E^{(i)}_N \) and the TPM of \( W^{(i)}_N \). Finally, we use this relationship to prove that the MSLCI of \( E^{(i)}_N \) numerically equals the Shannon capacity of \( W^{(i)}_N \). Since the Shannon capacity of \( \{ W^{(i)}_N \} \) will polarize, the MSLCI of \( \{ E^{(i)}_N \} \) will polarize as well. Moreover, due to the MSLCI of the primal channel \( E \) being equal to the Shannon capacity of the classical primal channel \( W \), the polarization rate of \( \{ E^{(i)}_N \} \) equals the MSLCI of \( E \), which is referred to Arikan’s method [6].

**Proposition 10** (Relationship between the BTPM of \( E_N \) and the TPM of \( W_N \)) Assume that the BTPM of a two-dimensional-input QSC with two-dimensional output \( E \) is

\[
\begin{bmatrix}
|0\rangle \\
|1\rangle
\end{bmatrix}
\begin{bmatrix}
|0\rangle & |1\rangle & Pr(|0\rangle||0\rangle) & Pr(|1\rangle||0\rangle) \\
|0\rangle & |1\rangle & Pr(|0\rangle||1\rangle) & Pr(|1\rangle||1\rangle)
\end{bmatrix}
\]  
(52)

where \( Pr(|0\rangle||0\rangle) = Pr(|1\rangle||1\rangle) = W(0||0) = W(1||1) \) and \( Pr(|0\rangle||0\rangle) = Pr(|1\rangle||0\rangle) = W(0||0) = W(0||1) \). Then, the BTPM of quantum combined channel \( E_N \) and the TPM of classical combined channel \( W_N \) are the same, that is to say

\[
Pr_N(|V^N_1||Q^N_1) = W_N(y^N_1|u^N_1)
\]  
(53)

for all \( V^N_1 = y^N_1 \in \mathcal{Y}^N \) and \( Q^N_1 = u^N_1 \in \mathcal{X}^N \), where \( y, V \in \mathcal{Y} = \{0, 1\} \) and \( u, Q \in \mathcal{X} = \{0, 1\} \).

**Proof** By Proposition 7, we have

\[
Pr_N(|V^N_1||Q^N_1) = Pr_N(|V^N_1||Q^N_1 G_N)) = Pr_N(|V^N_1||C^N_1)) = \prod_{i=1}^N Pr(|V_i||C_i))
\]  
(54)
According to Arikan’s method \cite{6}, we have
\begin{align}
WN (y_1^N | u_1^N) &= WN (y_1^N | u_1^N G_N) \\
&= WN (y_1^N | x_1^N) \\
&= \prod_{i=1}^{N} W (V_i | x_i)
\end{align}
(55)
where $u_1^N G_N = x_1^N$. Since $V_1^N = y_1^N$ and $Q_1^N = u_1^N$, then we have $Q_N^N G_N = u_1^N G_N = C_1^N = x_1^N$. Thus, we have $Pr (| V_i || C_i ) = W (y_i | x_i)$ and obtain
\begin{align}
\prod_{i=1}^{N} Pr (| V_i || C_i ) &= \prod_{i=1}^{N} W (V_i | x_i)
\end{align}
(56)
which completes the proof. \hfill \Box

**Proposition 11** (the output state BTPM of $E^{(i)}_N$ and the TPM of $W^{(i)}_N$) According to Eqs. (50) and (51), when the input state $\rho_{Q_i}$ of the channel $E^{(i)}_N$ is $\rho_{Q_i} = \frac{1}{2} | 0_i \rangle \langle 0_i | + \frac{1}{2} | 1_i \rangle \langle 1_i |$, the output state $| m \rangle$ of the channel $E^{(i)}_N$ is
\begin{align}
|m \rangle &= \sum_{Q_1^{i-1} = R_1^{i-1} \in \mathcal{X}^{i-1}} \frac{1}{2^{i-1}} | (Q_1^{i-1}, 0, 0_{i+1}^N) G_N \cdot V_1^N, R_1^{i-1} \rangle
\end{align}
(57)
and the basis transition probabilities are
\begin{align}
Pr^{(i)}_N (| m || Q_i )) &= Pr^{(i)}_N \left( \sum_{Q_1^{i-1} = R_1^{i-1} \in \mathcal{X}^{i-1}} \frac{1}{2^{i-1}} | (Q_1^{i-1}, 0, 0_{i+1}^N) G_N \cdot V_1^N, R_1^{i-1} \rangle || Q_i \right) \\
&= \frac{2^{i-1}}{2^{N-1}} \sum_{Q_1^{i-1} \in \mathcal{X}^{i-1}} Pr_N (| V_1^N || 0_{i+1}^{i-1}, Q_i, Q_{i+1}^N)
\end{align}
(58)
We can derive $Pr^{(i)}_N (| m || Q_i ))$ from the TPM of classical coordinate channels $W^{(i)}_N$
\begin{align}
Pr^{(i)}_N (| m || Q_i )) &= \sum_{u_1^{i-1} \in \mathcal{X}^{i-1}} \frac{1}{2^{N-1}} \sum_{u_{i+1}^N \in \mathcal{X}^{N-i}} W_N \left( (u_1^{i-1}, 0, 0_{i+1}^N) G_N \cdot y_1^N | u_1^{i-1}, u_i, u_{i+1}^N \right) \\
&= \frac{2^{i-1}}{2^{N-1}} \sum_{u_{i+1}^N \in \mathcal{X}^{N-i}} W_N \left( y_1^N | 0_{i+1}^{i-1}, u_i, u_{i+1}^N \right) = 2^{i-1} W^{(i)}_N (y_1^N, 0_{i+1}^{i-1} | u_i)
\end{align}
(59)
for all $V_N^1 = y_1^N \in \mathcal{Y}^N$ and $Q_N^1 = u_1^N \in \mathcal{X}^N$, where $y, V \in \mathcal{Y} = \{0', 1'\}$ and $u, Q \in \mathcal{X} = \{0, 1\}$.

The proof of Proposition 11 is given in “Appendix D.”

Proposition 11 means that arbitrary column of the BTPM of $\mathcal{E}_N^{(i)}$ is the sum of certain $2^{i-1}$ columns of the TPM of $W_N^{(i)}$ whose corresponding elements are all equal, and hence, the TPM of $W_N^{(i)}$ has $2^{N+i-1}$ columns, while the BTPM of $\mathcal{E}_N^{(i)}$ has $2^N$ columns.

**Theorem 12** (the polarization of quantum coordinate channels $\{\mathcal{E}_N^{(i)}\}$) If the BTPM of the primal QSC $\mathcal{E}$ and the TPM of classical primal BSC $W$ are the same, the MSLCI $I \left( \rho^{Q_i}, \mathcal{E}_N^{(i)} \right)$ of the quantum coordinate channel $\mathcal{E}_N^{(i)}$ is numerically equal to the Shannon capacity $I \left( W_N^{(i)} \right)$ of classical coordinate channel $W_N^{(i)}$, namely

$$I \left( \rho^{Q_i}, \mathcal{E}_N^{(i)} \right) = S \left( \rho^{V_i^{N}, R_1^{N-1}} \right) - S \left( \rho^{V_i^{N}, R_1^{N}} \right) = I \left( W_N^{(i)} \right)$$

where $p \left( u_i = 0 \right) = p \left( u_i = 1 \right) = \frac{1}{2}$ and the density operator $\rho^{Q_i} = \frac{1}{2} |0\rangle \langle 0| + \frac{1}{2} |1\rangle \langle 1|$ is the input of the quantum coordinate channel $\mathcal{E}_N^{(i)}$, which is also the $i$th input of the quantum combined channel $\mathcal{E}_N$. $S(\cdot)$ is von Neumann entropy, and $H(\cdot)$ is Shannon entropy. Since classical coordinate channels $\{W_N^{(i)}\}$ polarize, quantum coordinate channels $\{\mathcal{E}_N^{(i)}\}$ polarize as well.

**Proof** For $W_N^{(i)}$, its Shannon capacity is $I \left( W_N^{(i)} \right) = H \left( y_1^N u_1^{i-1} \right) - H \left( y_1^N u_1^i \right) + H \left( u_i \right)$. To calculate the Shannon capacity of $W_N^{(i)}$, we should first calculate $H \left( y_1^N u_1^{i-1} \right)$ which is the Shannon entropy of the output $y_1^N u_1^{i-1}$ of $W_N^{(i)}$

$$H \left( y_1^N u_1^{i-1} \right) = \sum_{y_1^N u_1^{i-1} \in \mathcal{Y}^N \times \mathcal{X}^{i-1}} -p \left( y_1^N, u_1^{i-1} \right) \log_2 p \left( y_1^N, u_1^{i-1} \right)$$

where $p \left( y_1^N, u_1^{i-1} \right) = \frac{1}{2} W_N^{(i)} \left( y_1^N, u_1^{i-1} \mid u_i = 0 \right) + \frac{1}{2} W_N^{(i)} \left( y_1^N, u_1^{i-1} \mid u_i = 1 \right)$.

Notice that by Proposition 11, we have $W_N^{(i)} \left( y_1^N, 0_1^{i-1} \mid u_i \right) = W_N^{(i)} \left( u_1^{i-1}, 0_1^{N+1} \mid u_i \right) G_N \cdot y_1^N, 0_1^{i-1} \oplus u_1^{i-1} \mid u_i$ for all $u_1^{i-1} \in \mathcal{X}^{i-1}$, hence

$$H \left( y_1^N u_1^{i-1} \right) = 2^{i-1} \sum_{y_1^N \in \mathcal{Y}^N} -p \left( y_1^N, 0_1^{i-1} \right) \log_2 p \left( y_1^N, 0_1^{i-1} \right)$$

and

$$\sum_{y_1^N u_1^{i-1} \in \mathcal{Y}^N \times \mathcal{X}^{i-1}} p \left( y_1^N, u_1^{i-1} \right) = 2^{i-1} \sum_{y_1^N \in \mathcal{Y}^N} p \left( y_1^N, 0_1^{i-1} \right) = 1$$
Now, we calculate $S\left(\rho^{V_i^N,R_{i-1}^1}\right)$, the von Neumann entropy of the output state $\rho^{V_i^N,R_{i-1}^1}$ of $E(i)$. By Eq. (50), we have

$$S\left(\rho^{V_i^N,R_{i-1}^1}\right) = - \sum_m p (|m\rangle) \log_2 p (|m\rangle)$$ (64)

where $p (|m\rangle) = \frac{1}{2} Pr_N^{(i)} (|m\rangle||0\rangle) + \frac{1}{2} Pr_N^{(i)} (|m\rangle||1\rangle)$. By Proposition 11, we have

$$Pr_N^{(i)} (|m\rangle||Q_i) = Pr_N^{(i)} \left(\sum_{Q_{i-1}^{i-1}} \frac{1}{2^{i-1}} |Q_{i-1}^{i-1}, 0, 0_{i+1}^{N} \rangle G_N \cdot V_1^N, R_{i-1}^1||Q_i\rangle\right)$$

$$= 2^{i-1} W_N^{(i)} \left(y_1^N, 0_{i}^{i-1} | u_i\right)$$ (65)

for all $y_1^N = V_1^N \in \mathcal{Y}^N$ and $Q_1^N = u_1^N \in \mathcal{X}^N$. Thus, $S\left(\rho^{V_i^N,R_{i-1}^1}\right)$ can be rewritten as

$$S\left(\rho^{V_i^N,R_{i-1}^1}\right) = - \sum_{y_1^N \in \mathcal{Y}^N} 2^{i-1} p \left(y_1^N, 0_{i}^{i-1}\right) \log_2 \left[2^{i-1} p \left(y_1^N, 0_{i}^{i-1}\right)\right]$$

$$= - 2^{i-1} \sum_{y_1^N \in \mathcal{Y}^N} p \left(y_1^N, 0_{i}^{i-1}\right) \log_2 p \left(y_1^N, 0_{i}^{i-1}\right) - (i - 1)$$

$$\times 2^{i-1} \sum_{y_1^N \in \mathcal{Y}^N} p \left(y_1^N, 0_{i}^{i-1}\right)$$

$$= H \left(y_1^N u_{i-1}^1\right) - (i - 1)$$ (66)

Using the same method, we have $S\left(\rho^{V_1^N,R_1^i}\right) = H \left(y_1^N u_i^1\right) - i$. Thus, $I\left(\rho^{Q_i}, E(i)_N\right) = S\left(\rho^{V_1^N,R_1^i}\right) - S\left(\rho^{V_i^N,R_{i-1}^1}\right) = H \left(y_1^N u_{i-1}^1\right) - H \left(y_1^N u_i^1\right) + 1$. Notice that $H \left(u_i\right) = H \left(\frac{1}{2}\right) = 1$, thus we have

$$I\left(\rho^{Q_i}, E(i)_N\right) = H \left(y_1^N u_{i-1}^1\right) - H \left(y_1^N u_i^1\right) + H \left(u_i\right) = I \left(W_N^{(i)}\right)$$ (67)

which completes the proof. \qed
5 Conclusion

The core of this paper is to prove that there is a polarization phenomenon in quantum channels similar to classical channel polarization. To prove this, we first define BTPM and show how to use BTPM to determine a set of operation elements of a quantum channel. Then, we use BTPM to define QSC and QQSC and prove that the MSLCI of a two-dimensional-input QQSC is its symmetric coherent information, which was not proved before our work. After this, we introduce the quantum channel combining and splitting and obtain the quantum combined channel $E_N$ and the coordinate channels $\{E_N^{(i)}\}$. It has been proved in Sect. 3 that if the primal channel $E$ is a two-dimensional-input QSC, then $E_N$ is a $2^N$-dimensional-input QSC and $\{E_N^{(i)}\}$ are two-dimensional-input QQSCs. Based on the above work, we prove that the MSLCI of the coordinate channels will polarize—some of them tend to 1, while the others tend to 0 with the increase of $N$, and the ratio of the former to $N$ is equal to the MSLCI of the primal channel $E$, which completes the proof that there is a polarization phenomenon in quantum channels.

However, whether we can make use of this polarization phenomenon of quantum channels to design a class of quantum error correcting codes which can achieve the MSLCI of QSCs is still unknown.
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Appendix A: Proof of Proposition 5

Proof Proving $E^\otimes N$ is a QSC is to prove each row of its BTPM is a permutation of the first row and each column of its BTPM is a permutation of the first column. Here, we will use the same method, which is used to prove Theorem 8 in Sect. 3.1, to prove it.

Suppose the input and output of $E^\otimes N$ are $|Q_1^N\rangle$ and $|V_1^N\rangle$, respectively, where $Q_1^N = (Q_1, \ldots, Q_N) \in \{0, 1\}^N$ and $V_1^N = (V_1, \ldots, V_N) \in \{0, 1\}^N$. Then, the basis
transition probability is

\[ Pr_N \left( \left| V_1^N \right\rangle \| Q_1^N \right) \right) = \prod_{i=1}^{N} Pr \left( \left| V_i \right\rangle \| Q_i \right) \] (A1)

Since \( \mathcal{E} \) is a QSC, we have

\[ \prod_{i=1}^{N} Pr \left( \left| V_i \right\rangle \| Q_i \right) = \prod_{i=1}^{N} Pr \left( \left| Q_i \cdot V_i \right\rangle || 0 \right) \] (A2)

Hence, we have

\[ Pr_N \left( \left| V_1^N \right\rangle \| Q_1^N \right) \right) = Pr_N \left( \left| Q_1^N \cdot V_1^N \right\rangle \| 0 \right) \] (A3)

which means each row of the BTPM of \( \mathcal{E}^\otimes N \) is a permutation of the first row and each column of its BTPM is a permutation of the first column. Thus, \( \mathcal{E}^\otimes N \) is a QSC. \( \square \)

**Appendix B: A particular rule**

Before proving Theorem 9, we make a particular rule which will be used in the second step of the proof.

This rule is used to label the operator elements of a channel through a one-to-one relationship between operator elements and output states. First, we fixed the input state \( \left| Q_1^N \right\rangle \) of the quantum combined channel \( \mathcal{E}_N \) to \( \left| 0 \right\rangle \), and then, arbitrary operator element \( F_k \in \{ F_k \}_{k=0,\ldots,2^N-1} \) of the \( N \)-copy channel \( \mathcal{E}^\otimes N \) uniquely corresponds to a output state \( \left| V_1^N \right\rangle \), \( V_1^N \in \mathcal{Y}^N \), namely

\[ F_k \left| 0 \right\rangle_{\mathcal{Y}_N} \right) = \sqrt{Pr_N \left( \left| V_1^N \right\rangle \| 0 \right)} \left| V_1^N \right\rangle \] (B4)

By Definition 3, we have

\[ F_k = E_{b_1}^1 \otimes E_{b_2}^2 \otimes \cdots \otimes E_{b_N}^N \] (B5)

where the subscript \( k \) of \( F_k \) is the decimal number of the binary sequence \( b_1b_2\ldots b_N \).

To further understanding this rule, we take 2-copy channel \( \mathcal{E}^\otimes 2 \), for example, and primal channel \( \mathcal{E} \) is bit flip channel whose operator elements are \( \{ E_0 = \sqrt{p}X, E_1 = \sqrt{1-p}I \} \). It is easy to obtain that four operator elements of \( \mathcal{E}^\otimes 2 \) are \( F_0 = pX \otimes X, F_1 = \sqrt{p(1-p)}X \otimes I, F_2 = \sqrt{p(1-p)}I \otimes X \) and \( F_3 = (1-p)I \otimes I \), respectively. Assume that the input state of primal channel \( \mathcal{E} \) will only take value from \( \left| 0 \right\rangle = \begin{pmatrix} 1 \\ 0 \end{pmatrix} \) or \( \left| 1 \right\rangle = \begin{pmatrix} 0 \\ 1 \end{pmatrix} \). Then, the input space \( \{ \left| Q_1^2 \right\rangle \} \) of the quantum combined
channel $\mathcal{E}_2$ must be $\{|Q^2_1\rangle\} = \{|00\}, |01\rangle, |10\rangle, |11\rangle\}$, and the output space $\{|V^2_1\rangle\}$ of the quantum combined channel $\mathcal{E}_2$ must be $\{|V^2_1\rangle\} = \{|00\}, |01\rangle, |10\rangle, |11\rangle\}$, which means different operator elements $F_k$, $0 \leq k \leq 3$, will map the input space $\{|Q^2_1\rangle\}$ to the same output space $\{|V^2_1\rangle\}$. Thus, we fixed the input state to $|00\rangle$, and a one-to-one relationship between operator element $F_k$ ($0 \leq k \leq 3$) and output state $|V^2_1\rangle$ of the channel $\mathcal{E}_2 \otimes \mathcal{E}_2$ is established; namely, $F_0$ corresponds to $|11\rangle$, $F_1$ corresponds to $|10\rangle$, $F_2$ corresponds to $|01\rangle$, and $F_3$ corresponds to $|00\rangle$.

By using Theorem 8 and Eq. (B4), we have

$$F_k|Q^N_1 G_N\rangle = \sqrt{Pr_N (|Q^N_1 G_N \cdot V^N_1|)}|Q^N_1 G_N \cdot V^N_1\rangle$$

for all $Q^N_1 \in \mathcal{X}^N$ and $V^N_1 \in \mathcal{Y}^N$.

### Appendix C: Proof of Theorem 9

In this section, we prove Theorem 9 that the quantum coordinate channels $\{\mathcal{E}_{N}^{(i)}\}$ are QQSCs. At the second step of the proof, we use the particular rule that we make in “Appendix B.”

**Proof** In Sect. 2.5, we define quantum coordinate channel $\mathcal{E}_{N}^{(i)}$, $1 \leq i \leq N$, whose input is $\rho Q_i$ and output is $\rho V^N_i \cdot R^{i-1}_1$.

1. **The first step of the proof: obtain the general form of density operator $\rho V^N_i \cdot R^{i-1}_1$ of quantum joint system $V^N_i \cdot R^{i-1}_1$.**

   Assume that each input state $\rho Q_i$ of the quantum combined channel $\mathcal{E}_N$ is $\rho Q_i = q|0\rangle\langle 0| + (1-q)|1\rangle\langle 1|$. Then, we have

$$\rho Q^N_1 = \rho Q_1 \otimes \cdots \otimes \rho Q_N$$

$$= (q|0\rangle\langle 0| + (1-q)|1\rangle\langle 1|)^{\otimes N}$$

$$= \sum_{Q^N_1 \in \mathcal{X}^N} Pr (|Q^N_1\rangle\langle Q^N_1|) |Q^N_1\rangle\langle Q^N_1|$$

where $Pr (|Q^N_1\rangle\langle Q^N_1|) = \prod_{i=1}^{N} Pr (|Q_i\rangle\langle Q_i|)$, alphabet $\mathcal{X} = \{0, 1\}$ and $\mathcal{X}^N$ is the N-power extension alphabet of $\mathcal{X}$. Introduce reference system $\rho R^N_i = \rho R_1 \otimes \cdots \otimes \rho R_N$ to purify $\rho Q^N_i$, where $\rho R_i = \cdots = \rho R_N = \rho Q_1 = \cdots = \rho Q_N$. We have

$$|\varphi_{Q^N_1, R^N_1}\rangle = \sum_{Q^N_1 = R^N_1 \in \mathcal{X}^N} \sqrt{Pr (|Q^N_1\rangle\langle Q^N_1|)} |Q^N_1, R^N_1\rangle$$

$\square$ Springer
Then, the density operator $\rho_{Q_1^N, R_1^N}$ of the joint system $Q_1^N, R_1^N$ is

$$
\rho_{Q_1^N, R_1^N} = |\varphi_{Q_1^N, R_1^N}\rangle\langle \varphi_{Q_1^N, R_1^N}|
$$

$$
= \sum_{\tilde{Q}_1^N = \tilde{R}_1^N \in \chi^N} \sqrt{Pr(|Q_1^N\rangle\langle Q_1^N|)} |Q_1^N, R_1^N\rangle \sqrt{Pr(|\tilde{Q}_1^N\rangle\langle \tilde{Q}_1^N|)} |\tilde{Q}_1^N, \tilde{R}_1^N|
$$

(C9)  

We use a unitary operator $U_N$ which only acts on system $Q_1^N$ to represent the encoding process $|Q_1^N\rangle \rightarrow |C_1^N\rangle$, and we have

$$
\rho_{C_1^N, R_1^N} = U_N \rho_{Q_1^N, R_1^N} U_N^\dagger
$$

$$
= U_N \left( \sum_{\tilde{Q}_1^N = \tilde{R}_1^N \in \chi^N} \sqrt{Pr(|Q_1^N\rangle\langle Q_1^N|)} |Q_1^N, R_1^N\rangle \sqrt{Pr(|\tilde{Q}_1^N\rangle\langle \tilde{Q}_1^N|)} |\tilde{Q}_1^N, \tilde{R}_1^N| \right) U_N^\dagger
$$

$$
= \sum_{R_1^N \in \chi^N} \sqrt{Pr(|Q_1^N\rangle\langle Q_1^N|)} |Q_1^N G_N, R_1^N\rangle \sqrt{Pr(|\tilde{Q}_1^N\rangle\langle \tilde{Q}_1^N|)} |\tilde{Q}_1^N G_N, \tilde{R}_1^N|
$$

(C10)

where $C_1^N = Q_1^N G_N$, $\tilde{C}_1^N = \tilde{Q}_1^N G_N$, and $G_N$ is generator matrix.

The channel $E \otimes N$, whose operator elements are $\{F_k\}_{k=0, \ldots, 2^N-1}$, follows the encoding process $|Q_1^N\rangle \rightarrow |C_1^N\rangle$. Then, the density operator $\rho_{V_1^N, R_1^N}$ of the output of the channel $E \otimes N$ is

$$
\rho_{V_1^N, R_1^N} = 2^N \sum_{k=0}^{2^N-1} F_k \rho_{C_1^N, R_1^N} F_k^\dagger
$$

$$
= \sum_{k=0}^{2^N-1} F_k \sum_{Q_1^N = \tilde{R}_1^N \in \chi^N} \sqrt{Pr(|Q_1^N\rangle\langle Q_1^N|)} |Q_1^N G_N, R_1^N\rangle \times \sum_{\tilde{Q}_1^N = \tilde{R}_1^N \in \chi^N} \sqrt{Pr(|\tilde{Q}_1^N\rangle\langle \tilde{Q}_1^N|)} |\tilde{Q}_1^N G_N, \tilde{R}_1^N| F_k^\dagger
$$

(C11)
Notice that the channel $\mathcal{E}^{\otimes N}$ is the last layer of the channel $\mathcal{E}_N$, so the density operator $\rho_{V_i, R_i}^{\otimes N}$ is also the output of the channel $\mathcal{E}_N$. Then, we perform partial trace over the system $R_i^1$ and obtain

$$\rho_{V_i, R_i}^{\otimes N} = \mathrm{tr}_{R_i^1} \left[ \sum_{k=0}^{2^{N-1}} F_k \sum_{Q_1 = R_i}^{N-1} \sqrt{\Pr(|Q_1^{i-1} \rangle \langle Q_1^{i-1}|)} \langle \hat{Q}_1^N G_N, R_i^N | \hat{Q}_1^N \rangle \right]$$

$$\times \sum_{\tilde{Q}_1^{i-1} = R_i^{i-1} \in \mathcal{X}^{i-1}} \sqrt{\Pr(|\tilde{Q}_1^{i-1} \rangle \langle \tilde{Q}_1^{i-1}|)} \langle \tilde{Q}_1^N G_N, \tilde{R}_i^{i-1} | F_k \rangle$$

$$= \sum_{k=0}^{2^{N-1}} F_k \left[ \sum_{Q_1 = R_i}^{N-1} \Pr(|Q_1^N \rangle \langle Q_1^N|) \right]$$

$$\times \sum_{Q_1 = R_i}^{N-1} \sqrt{\Pr(|Q_1^{i-1} \rangle \langle Q_1^{i-1}|)} \langle Q_1^N G_N, R_i^{i-1} | \hat{Q}_1^N \rangle$$

$$\times \sum_{\tilde{Q}_1 = R_i^{i-1} \in \mathcal{X}^{i-1}} \sqrt{\Pr(|\tilde{Q}_1^{i-1} \rangle \langle \tilde{Q}_1^{i-1}|)} \langle \tilde{Q}_1^N G_N, \tilde{R}_i^{i-1} | F_k \rangle$$

Equation (C12) guarantees that

$$\sum_{Q_1 = R_i}^{N-1} \sqrt{\Pr(|Q_1^{i-1} \rangle \langle Q_1^{i-1}|)} \langle Q_1^N G_N, R_i^{i-1} | \hat{Q}_1^N \rangle$$

must be a unit vector, since it is easy to verify $\sum_{Q_1 = R_i}^{N-1} \Pr(|Q_1^N \rangle \langle Q_1^N|) = 1$. Divide Eq. (C12) into two parts: $Q_i = 0$ and $Q_i = 1$, we have
\[ \rho_{V_i^N, R_i^{i-1}} = \rho_{V_i^N, R_i^{i-1}}^{(0)} + \rho_{V_i^N, R_i^{i-1}}^{(1)} \]  

(C14)

where

\[
\rho_{V_i^N, R_i^{i-1}}^{(0)} = q \sum_{k=0}^{2^{N-1}} F_k \left[ \sum_{Q_{i+1}^N e^{\chi_{N-i}}} \frac{Pr \left( |Q_{i+1}^N \rangle \langle Q_{i+1}^N| \right)}{\sqrt{Pr \left( |Q_{i+1}^N \rangle \langle Q_{i+1}^N| \right)(Q_{i+1}^N - 1, Q_{i+1}^N)G_N, R_i^{i-1}}} \times \sum_{Q_{i+1}^N e^{\chi_{N-i}}} \frac{Pr \left( |\tilde{Q}_{i+1}^{i-1} \rangle \langle \tilde{Q}_{i+1}^{i-1}| \right)(\tilde{Q}_{i+1}^{i-1}, 0, Q_{i+1}^N)G_N, R_i^{i-1}}{\sqrt{Pr \left( |\tilde{Q}_{i+1}^{i-1} \rangle \langle \tilde{Q}_{i+1}^{i-1}| \right)(\tilde{Q}_{i+1}^{i-1}, 0, Q_{i+1}^N)G_N, R_i^{i-1}}} \right] F_k^j
\]

(C15)

and

\[
\rho_{V_i^N, R_i^{i-1}}^{(1)} = (1 - q) \sum_{k=0}^{2^{N-1}} F_k \left[ \sum_{Q_{i+1}^N e^{\chi_{N-i}}} \frac{Pr \left( |Q_{i+1}^N \rangle \langle Q_{i+1}^N| \right)}{\sqrt{Pr \left( |Q_{i+1}^N \rangle \langle Q_{i+1}^N| \right)(Q_{i+1}^N - 1, Q_{i+1}^N)G_N, R_i^{i-1}}} \times \sum_{Q_{i+1}^N e^{\chi_{N-i}}} \frac{Pr \left( |\tilde{Q}_{i+1}^{i-1} \rangle \langle \tilde{Q}_{i+1}^{i-1}| \right)(\tilde{Q}_{i+1}^{i-1}, 1, Q_{i+1}^N)G_N, R_i^{i-1}}{\sqrt{Pr \left( |\tilde{Q}_{i+1}^{i-1} \rangle \langle \tilde{Q}_{i+1}^{i-1}| \right)(\tilde{Q}_{i+1}^{i-1}, 1, Q_{i+1}^N)G_N, R_i^{i-1}}} \right] F_k^j
\]

(C16)

For \( \rho_{V_i^N, R_i^{i-1}}^{(0)} \) and \( \rho_{V_i^N, R_i^{i-1}}^{(1)} \), we exchange summation order and obtain

\[
\rho_{V_i^N, R_i^{i-1}}^{(0)} = q \sum_{Q_{i+1}^N e^{\chi_{N-i}}} \frac{Pr \left( |Q_{i+1}^N \rangle \langle Q_{i+1}^N| \right)}{\sqrt{Pr \left( |Q_{i+1}^N \rangle \langle Q_{i+1}^N| \right)(Q_{i+1}^N - 1, Q_{i+1}^N)G_N, R_i^{i-1}}} \times \sum_{k=0}^{2^{N-1}} F_k \left[ \sum_{Q_{i+1}^N e^{\chi_{N-i}}} \frac{Pr \left( |\tilde{Q}_{i+1}^{i-1} \rangle \langle \tilde{Q}_{i+1}^{i-1}| \right)(\tilde{Q}_{i+1}^{i-1}, 0, Q_{i+1}^N)G_N, R_i^{i-1}}{\sqrt{Pr \left( |\tilde{Q}_{i+1}^{i-1} \rangle \langle \tilde{Q}_{i+1}^{i-1}| \right)(\tilde{Q}_{i+1}^{i-1}, 0, Q_{i+1}^N)G_N, R_i^{i-1}}} \right] F_k^j
\]

(C17)
and

\[
\rho_{V_1^{N}, R_1^{i-1}}^{(1)} = (1 - q) \sum_{Q_{i+1}^N \in \mathcal{X}^{N-i}} Pr\left(|Q_{i+1}^N\rangle\langle Q_{i+1}^N|\right)
\]

\[
\times \sum_{k=0}^{2^{N-1}} F_k \left[ \sum_{Q_1^{i-1} = R_1^{i-1} \in \mathcal{X}^{i-1}} \sqrt{Pr\left(|Q_1^{i-1}\rangle\langle Q_1^{i-1}|\right)} |(Q_1^{i-1}, 1, Q_{i+1}^N)G_N, R_1^{i-1}\rangle\langle Q_1^{i-1}, 1, Q_{i+1}^N)G_N, R_1^{i-1}| \right] F_k^\dagger
\]

\[
(\text{C18})
\]

2. The second step of the proof: prove that the density operator \(\rho_{V_1^{N}, R_1^{i-1}}^{(0)}\) can be diagonalized with respect to a set of basis \(|m'\rangle\)_{m=0, ..., 2^{N-1}}.

We will prove that density operators \(\rho_{V_1^{N}, R_1^{i-1}}^{(0)}\) and \(\rho_{V_1^{N}, R_1^{i-1}}^{(1)}\) can be diagonalized with respect to a same set of basis \(|m'\rangle\)_{m=0, ..., 2^{N-1}}, namely

\[
\rho_{V_1^{N}, R_1^{i-1}}^{(0)} = q \sum_{m=0}^{2^{N-1}} Pr_N^i (|m'| |0\rangle |m'\rangle |m'\rangle)\]

\[
(\text{C19})
\]

\[
\rho_{V_1^{N}, R_1^{i-1}}^{(1)} = (1 - q) \sum_{m=0}^{2^{N-1}} Pr_N^i (|m'| |1\rangle |m'\rangle |m'\rangle)\]

\[
(\text{C20})
\]

We consider \(\rho_{V_1^{N}, R_1^{i-1}}^{(0)}\) only, since the proof method of \(\rho_{V_1^{N}, R_1^{i-1}}^{(1)}\) is the same as that of \(\rho_{V_1^{N}, R_1^{i-1}}^{(0)}\). We first prove that the vector \(|m'\rangle\) can be written as

\[
|m'\rangle = \sum_{Q_1^{i-1} = R_1^{i-1} \in \mathcal{X}^{i-1}} \sqrt{Pr\left(|Q_1^{i-1}\rangle\langle Q_1^{i-1}|\right)} |(Q_1^{i-1}, 0, 0^N_{i+1})G_N \cdot V_1^{N}, R_1^{i-1}\rangle\langle Q_1^{i-1}, 0, 0^N_{i+1})G_N \cdot V_1^{N}, R_1^{i-1}| \]

\[
(\text{C21})
\]

Since for all \(Q_{i+1}^N \in \mathcal{X}^{N-i}\), operation elements \(\{F_k\}_{k=0, ..., 2^{N-1}}\) will map vector

\[
\sum_{Q_1^{i-1} = R_1^{i-1} \in \mathcal{X}^{i-1}} \sqrt{Pr\left(|Q_1^{i-1}\rangle\langle Q_1^{i-1}|\right)} |(Q_1^{i-1}, 0, Q_{i+1}^N G_N, R_1^{i-1}\rangle\langle Q_1^{i-1}, 0, Q_{i+1}^N G_N, R_1^{i-1}| \]

\[
(\text{C22})
\]

to a same set of orthogonal basis \(|m'\rangle\)_{m=0, ..., 2^{N-1}}, which contains \(2^N\) basis vectors. Thus, without losing generality, we can let \(Q_{i+1}^N = 0^N_{i+1}\). Using Eq. (B4), Eq. (B6)
and Theorem 8, we have

\[
F_k \sum_{Q_i^{-1} = R_i^{-1} \in \mathcal{X}_i^{-1}} \sqrt{Pr \left( |Q_i^{-1}\rangle\langle Q_i^{-1}| \right) (Q_i^{-1}, 0, Q_i^N) G_N, R_i^{-1})}
\]

\[
= \sum_{Q_i^{-1} = R_i^{-1} \in \mathcal{X}_i^{-1}} \sqrt{Pr_N \left( |(Q_i^{-1}, 0, 0_i^N) G_N \cdot V_i^N) |Q_i^{-1}, 0, 0_i^N)\rangle\langle 0_i^N| \right) \right) \right)}
\times \sqrt{Pr \left( |Q_i^{-1}\rangle\langle Q_i^{-1}| \right) (Q_i^{-1}, 0, 0_i^N) G_N \cdot V_i^N, R_i^{-1})}
\]

\[
= \sqrt{Pr_N \left( |V_i^N\rangle\langle 0_i^N| \right) m'} \quad (C23)
\]

which proves Eq. (C21).

Observe Eq. (C23), there is a one-to-one relationship between \( F_k \) and \( V_i^N \); thus, sum over all \( F_k \) is sum over all \( V_i^N \) and Eq. (C17) can be rewritten as

\[
\rho_{V_i^N, R_i^{-1}}^{(0)} = q \sum_{Q_i^0 \in \mathcal{X}_i^{N-i}} Pr \left( |Q_i^N\rangle\langle Q_i^N| \right) \sum_{V_i^N \in \mathcal{Y}_i^N} \sum_{Q_i^1 \in \mathcal{X}_i^{N-i}} Pr_N \left( |(Q_i^{-1}, 0, 0_i^N) G_N \cdot V_i^N) |Q_i^{-1}, 0, Q_i^N\rangle\langle 0_i^N| \right) \right)
\times \sqrt{Pr \left( |Q_i^{-1}\rangle\langle Q_i^{-1}| \right) (Q_i^{-1}, 0, 0_i^N) G_N \cdot V_i^N, R_i^{-1})}
\]

\[
= q \sum_{Q_i^0 \in \mathcal{X}_i^{N-i}} Pr \left( |Q_i^N\rangle\langle Q_i^N| \right) \sum_{V_i^N \in \mathcal{Y}_i^N} \sum_{Q_i^1 \in \mathcal{X}_i^{N-i}} Pr_N \left( |V_i^N\rangle\langle 0_i^{-1}, 0, Q_i^N\rangle\langle 0_i^N| \right) \right) \right)
\times \sqrt{Pr \left( |Q_i^{-1}\rangle\langle Q_i^{-1}| \right) (Q_i^{-1}, 0, 0_i^N) G_N \cdot V_i^N, R_i^{-1})}
\]

\[
= q \sum_{Q_i^0 \in \mathcal{X}_i^{N-i}} Pr \left( |Q_i^N\rangle\langle Q_i^N| \right) \sum_{V_i^N \in \mathcal{Y}_i^N} \sum_{Q_i^1 \in \mathcal{X}_i^{N-i}} Pr_N \left( |V_i^N\rangle\langle 0_i^{-1}, 0, Q_i^N\rangle\langle 0_i^N| \right) \right) \right)
\times \sqrt{Pr \left( |Q_i^{-1}\rangle\langle Q_i^{-1}| \right) (Q_i^{-1}, 0, 0_i^N) G_N \cdot V_i^N, R_i^{-1})}
\]

\[
(C24)
\]
Here, we use the fact that $Pr_N (| V_i^N \rangle \langle Q_i^N |) = Pr_N (| a_i^N G_N \cdot V_i^N \rangle \langle Q_i^N + a_i^N |)$
which is according to Theorem 8, so let $a_i^N = Q_i^{i-1}, 0, 0_{i+1}$; we have

$$Pr_N (| V_i^N \rangle \langle Q_i^N |) = Pr_N (| Q_i^{i-1}, 0, 0_{i+1} \rangle G_N \cdot V_i^N \rangle \langle Q_i^{i-1}, 0, Q_i^N )$$

For Eq. (C24), we exchange summation order and obtain

$$\rho_{V_i^N, R_i^{i-1}}^{(0)}$$

$$= q \sum_{V_i^N \in X^N} \left[ \sum_{Q_{i+1}^N \in X^{N-i}} Pr \left( | Q_{i+1}^N \rangle \langle Q_{i+1}^N | \right) Pr_N (| V_i^N \rangle \langle Q_i^N |) \right]$$

$$\times \sum_{Q_i^{i-1} = R_i^{i-1} \in X^{i-1}} \sqrt{Pr \left( | Q_i^{i-1} \rangle \langle Q_i^{i-1} | \right) (Q_i^{i-1} \rangle \langle Q_i^{i-1} |) G_N \cdot V_i^N, R_i^{i-1}}$$

$$\times \sum_{Q_i^{i-1} = R_i^{i-1} \in X^{i-1}} \sqrt{Pr \left( | \tilde{Q}_i^{i-1} \rangle \langle \tilde{Q}_i^{i-1} | \right) \langle \tilde{Q}_i^{i-1} \rangle \langle \tilde{Q}_i^{i-1} |) G_N \cdot V_i^N, \tilde{R}_i^{i-1}}$$

$$= q \sum_{m=0} P_{R_i^{i+1}}^{(i)} (| m' \rangle \langle 0 |) | m' \rangle \langle m' |$$

where

$$| m' \rangle = \sum_{Q_i^{i-1} = R_i^{i-1} \in X^{i-1}} \sqrt{Pr \left( | Q_i^{i-1} \rangle \langle Q_i^{i-1} | \right) (Q_i^{i-1} \rangle \langle Q_i^{i-1} |) G_N \cdot V_i^N, R_i^{i-1}}$$

and

$$P_{R_i^{i+1}}^{(i)} (| m' \rangle \langle 0 |) = \sum_{Q_i^{N+1} \in X^{N-i}} Pr \left( | Q_i^{N+1} \rangle \langle Q_i^{N+1} | \right) Pr_N (| V_i^N \rangle \langle Q_i^N |)$$

$$\times \sum_{Q_i^{i+1} \in X^{i-1}} \sqrt{Pr \left( | Q_i^{i+1} \rangle \langle Q_i^{i+1} | \right) G_N \cdot V_i^N, \tilde{R}_i^{i-1}}$$

$$= \sum_{Q_i^{i+1} \in X^{i-1}} \sum_{Q_i^{N+1} \in X^{N-i}} \frac{1}{2^{i-1}} Pr \left( | Q_i^{N+1} \rangle \langle Q_i^{N+1} | \right)$$

$$\times P_{R_i^{i+1}} \left( | Q_i^{i-1}, 0, 0_{i+1} \rangle G_N \cdot V_i^N \rangle \langle Q_i^{i-1}, 0, Q_i^N \right)$$

$$\tilde{\in}$$ Springer
Using the same method, Eq. (C20) can be easily proved, and we have

\[
Pr^i_N (|m'|||1) = \sum_{Q^{-1}_{i+1} \in \mathcal{X}^{N-i}} \sum_{Q^i_{i+1} \in \mathcal{X}^{N-i}} Pr \left( |Q^i_{i+1} \rangle \langle Q^i_{i+1}| \right) \times Pr_N \left( |Q^i_{i+1} \rangle \langle Q^i_{i+1}| \right) Pr_N \left( |Q^i_{i+1} \rangle \langle Q^i_{i+1}| \right)
\]

Thus, the basis transition probabilities can be uniformly expressed as

\[
Pr^i_N (|m'|||Q_i) = \sum_{Q^{-1}_{i+1} \in \mathcal{X}^{N-i}} \sum_{Q^i_{i+1} \in \mathcal{X}^{N-i}} Pr \left( |Q^i_{i+1} \rangle \langle Q^i_{i+1}| \right) \times Pr_N \left( |Q^i_{i+1} \rangle \langle Q^i_{i+1}| \right) Pr_N \left( |Q^i_{i+1} \rangle \langle Q^i_{i+1}| \right)
\]

(C30)

3. The third step of the proof: use Arikan’s method to prove the basis transition probability matrix is symmetric.

Next, we will prove that the basis transition probability matrix is symmetric. We will refer to the proof method which Arikan used to prove that classical coordinate channels \( W^{(i)}_N \) are symmetric if the primal binary-input discrete memoryless channel \( W \) is symmetric.

By Theorem 8, we have

\[
Pr_N \left( |(Q^{-1}_{i+1}, 0, 0^N_{i+1}) G_N \cdot V^N_1 ||Q^i_{i+1}, Q_i, Q^i_{i+1}| \right) = Pr_N \left( |(a^{-1}_{i}, 1, a^N_{i+1}) G_N \cdot (Q^{-1}_{i+1}, 0, 0^N_{i+1}) G_N \cdot V^N_1]| \right. \\
\left. |a^{-1}_{i}, Q_i, Q^i_{i+1} \oplus (a^{-1}_{i}, 1, a^N_{i+1})\right) \quad \text{(C32)}
\]

for arbitrary \((a^{-1}_{i}, 1, a^N_{i+1}) \in \mathcal{X}^{N}\), and thus, Eq. (C31) can be rewritten as

\[
Pr^i_N (|m'|||Q_i) = \sum_{Q^{-1}_{i+1} \in \mathcal{X}^{N-i}} \sum_{Q^i_{i+1} \in \mathcal{X}^{N-i}} Pr \left( |Q^i_{i+1} \rangle \langle Q^i_{i+1}| \right) \times Pr_N \left( |Q^i_{i+1} \rangle \langle Q^i_{i+1}| \right) Pr_N \left( |Q^i_{i+1} \rangle \langle Q^i_{i+1}| \right)
\]

(C31)
\[
\times Pr_N \left( |(a_1^{i-1}, 1, a_N^{i+1})G_N \cdot (Q_1^{i-1}, 0, 0_N^{i+1})G_N \cdot V_1^N]\right) \\
|Q_1^{i-1}, Q_i, Q_{i+1}^N, (a_1^{i-1}, 1, a_N^{i+1})\) \\
= \sum_{Q_1^{i-1} \in \mathcal{X}^{i-1}} \sum_{Q_{i+1}^N} \frac{1}{2^{i-1}} Pr \left( |Q_{i+1}^N,Q_i^N\right) \\
\times Pr_N \left( |(a_1^{i-1}, 1, a_N^{i+1} \oplus Q_1^{i-1}, 0, 0_N^{i+1})G_N \cdot V_1^N]\right) \\
|Q_1^{i-1}, Q_i, Q_{i+1}^N, (a_1^{i-1}, 1, a_N^{i+1})\) \\
= Pr_N^{(i)} \left( \sum_{Q_1^{i-1} = R_1^{i-1} \in \mathcal{X}^{i-1}} \sqrt{Pr \left( |Q_1^{i-1}\rangle\langle Q_1^{i-1}|\right)} \\
\times |(a_1^{i-1}, 1, a_N^{i+1} \oplus Q_1^{i-1}, 0, 0_N^{i+1})G_N \cdot V_1^N, R_1^{i-1} \oplus a_1^{i-1})\|Q_i \oplus 1 \right) \right) \\
(C33)
\]

Substitute Eq. (C21) into Pr_N^{(i)} \left( |m'|\|Q_i \right), and connect with Eq. (C33), we have

\[
Pr_N^{(i)} \left( |m'|\|Q_i \right)
= Pr_N^{(i)} \left( \sum_{Q_1^{i-1} = R_1^{i-1} \in \mathcal{X}^{i-1}} \sqrt{Pr \left( |Q_1^{i-1}\rangle\langle Q_1^{i-1}|\right)} \\
\times |(a_1^{i-1}, 1, a_N^{i+1} \oplus Q_1^{i-1}, 0, 0_N^{i+1})G_N \cdot V_1^N, R_1^{i-1} \oplus a_1^{i-1})\|Q_i \oplus 1 \right) \right) \\
= Pr_N^{(i)} \left( \sum_{Q_1^{i-1} = R_1^{i-1} \in \mathcal{X}^{i-1}} \sqrt{Pr \left( |Q_1^{i-1}\rangle\langle Q_1^{i-1}|\right)} \\
\times |(a_1^{i-1}, 1, a_N^{i+1} \oplus Q_1^{i-1}, 0, 0_N^{i+1})G_N \cdot V_1^N, R_1^{i-1} \oplus a_1^{i-1})\|Q_i \oplus 1 \right) \right) \right)
(C34)

Here, we take \(a_1^{N} = (a_1^{i-1}, 1, a_N^{i+1})\), and the proof is completed. Equation (C34) means arbitrary row of the BTPM of the quantum coordinate channel \(E_N^{(i)}\) is a permutation of the other row.

\[\square\]

**Appendix D: Proof of Proposition 11**

In this section, we prove Proposition 11 that we can derive \(Pr_N^{(i)} \left( |m|\|Q_i \right)\) from the TPM of classical coordinate channels \(W_N^{(i)}\).
Proof According to Arikan’s theorem [6], the transition probabilities of classical coordinate channels \( \{ W_N^{(i)} \} \) are

\[
W_N^{(i)} \left( y_1^N, u_1^{i-1} \mid u_i \right) = \sum_{u_{i+1}^N \in \mathcal{X}^{N-i}} \frac{1}{2^{N-1}} W_N \left( y_1^N \mid u_1^N \right)
\]

(D35)

and Arikan has proved that classical combined channel \( W_N \) and classical coordinate channels \( \{ W_N^{(i)} \} \) are all symmetric, which satisfies

\[
W_N \left( y_1^N \mid 0_1^{i-1}, u_i, u_{i+1}^N \right) = W_N \left( \left( u_1^{i-1}, 0, 0_{i+1}^N \right) G_N \cdot y_1^N \mid u_1^{i-1}, u_i, u_{i+1}^N \right)
\]

(D36)

for all \( u_1^{i-1} \in \mathcal{X}^{i-1} \).

Using Theorem 8, Proposition 10 and Eq. (D36), we have

\[
Pr_N \left( V_1^N \| 0_1^{i-1}, Q_i, Q_{i+1}^N \right) = W_N \left( y_1^N \mid 0_1^{i-1}, u_i, u_{i+1}^N \right)
\]

\[
= W_N \left( \left( u_1^{i-1}, 0, 0_{i+1}^N \right) G_N \cdot y_1^N \mid u_1^{i-1}, u_i, u_{i+1}^N \right)
\]

\[
= Pr_N \left( \left( Q_1^N \cdot y_1^N \mid 0_1^{i-1}, Q_i, Q_{i+1}^N \right) \right)
\]

(D38)

for all \( V_1^N = y_1^N \in \mathcal{Y}^N \) and \( Q_1^N = u_1^N \in \mathcal{X}^N \).

Substitute Eqs. (D38) and (D37) into Eq. (51), we have

\[
Pr_N^{(i)} \left( \left| m \right| \| Q_i \right) = \sum_{u_1^{i-1} \in \mathcal{X}^{i-1}} \frac{1}{2^{N-1}} \sum_{u_{i+1}^N \in \mathcal{X}^{N-i}} W_N \left( \left( u_1^{i-1}, 0, 0_{i+1}^N \right) G_N \cdot y_1^N \mid u_1^{i-1}, u_i, u_{i+1}^N \right)
\]

\[
= \frac{2^{i-1}}{2^{N-1}} \sum_{u_{i+1}^N \in \mathcal{X}^{N-i}} W_N \left( y_1^N \mid 0_1^{i-1}, u_i, u_{i+1}^N \right)
\]

\[
= 2^{i-1} W_N^{(i)} \left( y_1^N \mid 0_1^{i-1} \mid u_i \right)
\]

(D39)
Equation (D39) means we can derive $P r_N^{(i)} (|m||Q_i)$ from the TPM of classical coordinate channels $W_N^{(i)}$, which completes the proof. □
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