OSCILLATORY INTEGRALS WITH PHASE FUNCTIONS OF POSITIVE REAL POWERS AND ASYMPTOTIC EXPANSIONS

TOSHIO NAGANO AND NAOYA MIYAZAKI

Abstract. As to methods for expanding an oscillatory integral into an asymptotic series with respect to the parameter, the method of stationary phase for the non-degenerate phases and the method of using resolution of singularities for degenerate phases are known. The aim of this paper is to extend the former for degenerate phases with positive real powers without using resolution of singularities. For this aim, we first generalize Fresnel integrals as oscillatory integrals with phase functions of positive real powers. Next, by using this result, we have asymptotic expansions of oscillatory integrals for degenerate phases with positive real powers including moderate oscillations and for a wider amplitude class in one variable. Moreover, we obtain asymptotic expansions of oscillatory integrals for degenerate phases consisting of sums of monomials in each variable including the types $A_k$, $E_6$, $E_8$ in multivariable.

1. Introduction

The oscillatory integral is one of the improper integrals with conditional convergence, which appears as an integral representation of a pseudo-differential operator or a Fourier integral operator in constructing a fundamental solution of an initial value problem for a hyperbolic partial differential equation or a time-dependent Schrödinger equation. ([9], [16], [5], etc.)

In general, for a real-valued function $\phi$ defined on $\mathbb{R}^n$, a complex-valued function $a$ defined on $\mathbb{R}^n$, and a positive real number $\lambda$, if there exists the following limit of the improper integral independent of $\chi$ in the Schwartz space $\mathcal{S}(\mathbb{R}^n)$ with $\chi(0) = 1$, then it is denoted as

$$I_\phi[a](\lambda) := \text{Os-}\int_{\mathbb{R}^n} e^{i\lambda\phi(x)}a(x)dx := \lim_{\varepsilon \to +0} \int_{\mathbb{R}^n} e^{i\lambda\phi(x)}a(x)\chi(\varepsilon x)dx$$

and called an oscillatory integral with a phase function $\phi$, an amplitude function $a$, and a parameter $\lambda$. In particular, if $a \in L^1(\mathbb{R}^n)$, then (1.1) coincides with the usual Lebesgue integral $\int_{\mathbb{R}^n} e^{i\lambda\phi(x)}a(x)dx$ by Lebesgue’s dominated convergence theorem.
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It usually is difficult to compute values of oscillatory integrals except for some examples like Fresnel integrals:

\[
\int_0^\infty e^{\pm ix^2} \, dx = \sqrt{\frac{\pi}{2}} e^{\pm i\frac{x}{2}}.
\]

The double sign \(\pm\)'s are in the same order from now on, unless otherwise mentioned. We then expand oscillatory integrals into asymptotic series with respect to their parameters. In (1.1), where the amplitude \(a\) hardly changes compared to the phase \(\phi\), the value of the integral cancels out, while where \(\phi\) hardly changes compared to \(a\), the one remains. Therefore if \(\phi\) has a critical point, then the main contribution to the integral comes from the neighborhood of the point. In particular, if the critical point of \(\phi\) is non-degenerate (then \(\phi\) is called a non-degenerate phase), that is, the quadratic form of the Hessian matrix of \(\phi\) at the critical point is non-degenerate, then the method for obtaining the asymptotic expansion of an oscillatory integral based on Fresnel integrals and the Morse lemma is called the method of stationary phase (Theorem 2.1). The case when the critical point of \(\phi\) is degenerate (then \(\phi\) is called a degenerate phase) is often discussed in relation to the theory of singularities. Malgrange [17] has indicated the form of asymptotic expansions of oscillatory integrals with real analytic phase functions based on the asymptotic expansion of Dirac’s distribution with supports on level sets in real analytic hyper surfaces that Jeanquartier [12] has obtained by Hironaka’s resolution of singularities theorem [8]. Varčenko [24] has constructed resolution of singularities of some real analytic phase functions by using the toric resolution, and has indicated power exponents of asymptotic expansions of oscillatory integrals (Theorem 2.4). Moreover as to recent developments, there are [6], [7], [13], [14], [15], etc. Thus the form of the asymptotic expansion has been already obtained under several hypotheses. However, the coefficients of terms in the asymptotic expansion are not obtained concretely except for the ones of some leading terms because it is hard to compute resolution of singularities for degenerate phases in general.

The aim of this paper is to extend the method of stationary phase for degenerate phases with positive real powers without using resolution of singularities. Usually the power exponent in the phase is assumed to be a positive integer because it is the order of zero points of a general phase function. In this paper, we mainly consider the following oscillatory integrals in one variable

\[
\tilde{I}_{p,q}[a](\lambda) := \text{Os} \int_0^\infty e^{\pm i\lambda x^p} x^{q-1} a(x) \, dx := \lim_{\varepsilon \to +0} \int_0^\infty e^{\pm i\lambda x^p} x^{q-1} a(x) \chi(\varepsilon x) \, dx
\]

for any positive real number \(p\) and \(q\) (Definition 3.4). The integral of this type is considered in [13] for the case when \(p\) is a positive rational number (See section 2). However, the case when \(p\) is a positive real number has not been considered. We are particularly interested in the case of \(0 < p < 1\) because then the oscillatory integrals exist even though the phases have no critical point and give “moderate oscillations.” When we show the existence of an oscillatory integral, we usually use integration by parts after dividing the integral by a cut-off function around the critical point of the phase. If \(p\) is a positive real number, since the integrals are performed on the half-line \((0, \infty)\), when using the integration by parts, it becomes necessary to note the convergence of the improper integral and the limit of the boundary value at the left endpoint in the half-line \((0, \infty)\). We also consider the oscillatory integrals for conditions \(\tau \in \mathbb{R}\) and \(-1 \leq \delta < p - 1\) in the amplitude class.
\(A_1^i(\mathbb{R})\) (Definition 6.24) which are wider than the typical ones \(\tau \in \mathbb{N}\) and \(\delta = -1\). These points are different from the standard argument.

For the aim above, we first extend an exponent \(p\) in the phase function \(\phi(x) = x^p\) from 2 to any positive real number in one variable. The key idea is a generalization of Fresnel integrals (1.22). As to proofs of Fresnel integrals, several ways are known, for example [23] I p.326, II p.85, 245, etc. In the proofs, we especially focus on the way of applying Cauchy’s integral theorem to a holomorphic function \(e^{-iz^2}\) on the domain with a fan of the center at the origin of Gaussian plane as a boundary ([11] p.23). By changing the fan used in the proof with a holomorphic function \(e^{-\epsilon z^2}\) as an integrand, we can generalize Fresnel integrals for \(p > q > 0\) in the following way:

\[
I_{p,q}^\pm := \int_0^\infty e^{\pm i z^p} x^{q-1} dx = p^{-1} e^{\pm i \frac{2\pi}{p} \frac{q}{p}} \Gamma\left(\frac{q}{p}\right)
\]

(Lemma 5.1), where \(\Gamma\) is the Gamma function. As to the case of \(p > 0\) and \(q > 0\), by making senses of these integrals via oscillatory integrals, we obtain

\[
\tilde{I}_{p,q}^\pm := \text{Os} \int_0^\infty e^{\pm i z^p} x^{q-1} dx = p^{-1} e^{\pm i \frac{2\pi}{p} \frac{q}{p}} \Gamma\left(\frac{q}{p}\right).
\]

Moreover these are extended to meromorphic functions on \(\mathbb{C}\) by analytic continuation. Then we call \(\tilde{I}_{p,q}^\pm\) “generalized Fresnel integrals” (Theorem 5.2).

Generalized Fresnel integrals can also be obtained by substituting \(z = q/p\) and \(\xi = 1\) after using the change of variable \(t = x^p\) on the well-known formulas:

\[
\lim_{\epsilon \to +0} \int_0^\infty e^{\pm i \epsilon t} t^{z-1} e^{-\epsilon t} dt = e^{\pm i \frac{2\pi}{p} \frac{q}{p}} \Gamma(z)\xi^{-z}
\]

for \(\xi > 0\) ([10] p.167 Example 7.1.17) which are used in obtaining the Fourier transform and the inverse Fourier transform of a homogeneous distribution \(t_+^{z-1}\) of degree \(z - 1\) where \(\Re(z) > 0\). However, the formulas that corresponds to generalized Fresnel integrals are not even written there.

We write the formulas of generalized Fresnel integrals explicitly and clarify when they hold in the senses of improper integrals or oscillatory integrals as stated above.

By using generalized Fresnel integrals, we can obtain asymptotic expansions of oscillatory integrals with concrete formulas for each term. First, suppose \(a \in A_1^i(\mathbb{R})\). If \(p > 0\), then for any \(N \in \mathbb{N}\), we have

\[
\text{Os} \int_0^\infty e^{\pm i x^p} a(x) dx = \sum_{k=0}^{N-1} \hat{I}_{p,k+1}^\pm \frac{a^{(k)}(0)}{k!} \lambda^{-\frac{k+1}{p}} + O\left(\lambda^{-\frac{N+1-(p-|p|)}{p}}\right)
\]

as \(\lambda \to \infty\). It is new to show that this expansion holds even when \(p\) is any positive real number close to 0. If \(m \in \mathbb{N}\), then for any \(N \in \mathbb{N}\), we have

\[
\text{Os} \int_{-\infty}^\infty e^{\pm i \lambda x^m} a(x) dx = \sum_{k=0}^{N-1} \hat{c}_{m,k}^\pm \frac{a^{(k)}(0)}{k!} \lambda^{-\frac{k+1}{m}} + O\left(\lambda^{-\frac{N+1}{m}}\right)
\]

as \(\lambda \to \infty\), with

\[
\hat{c}_{m,k}^\pm := \hat{I}_{m,k+1}^\pm + (-1)^k \hat{I}_{m,k+1}^\pm,
\]

where

\[
\hat{I}_{m,k+1}^\pm := \text{Os} \int_0^\infty e^{\pm (-1)^m \xi y^m} y^k dy = m^{-1} e^{\pm (-1)^m \frac{2\pi}{m} \frac{k+1}{m}} \Gamma\left(\frac{k+1}{m}\right)
\]
Moreover if \( m = 2l - 1 \) and \( m = 2l \) for \( l \in \mathbb{N} \), then for any \( N \in \mathbb{N} \), we have

\[
\text{Os-} \int_{-\infty}^{\infty} e^{\pm i\lambda x^{2l-1}} a(x)\,dx = \frac{2}{2l-1} \sum_{k=0}^{N-1} \left\{ \cos \frac{\pi (2k+1)}{2(2l-1)} \Gamma \left( \frac{2k+1}{2l-1} \right) \frac{a^{(2k)}(0)}{(2k)!} \lambda^{-\frac{2k+1}{2l-1}} \right\} + O\left( \lambda^{-\frac{N}{2l-1}} \right),
\]

(1.7)

\[
\pm i \sin \frac{\pi (2k+2)}{2(2l-1)} \Gamma \left( \frac{2k+2}{2l-1} \right) \frac{a^{(2k+1)}(0)}{(2k+1)!} \lambda^{-\frac{2k+2}{2l-1}} + O\left( \lambda^{-\frac{N+1}{2l-1}} \right),
\]

(1.8)

\[
\text{Os-} \int_{-\infty}^{\infty} e^{\pm i\lambda x^{2l}} a(x)\,dx = \frac{1}{l} \sum_{k=0}^{N-1} e^{\frac{\pm i \pi}{2l} \frac{2k}{2l}} \Gamma \left( \frac{2k+1}{2l} \right) \frac{a^{(2k)}(0)}{(2k)!} \lambda^{-\frac{2k+1}{2l}} + O\left( \lambda^{-\frac{N+1}{2l}} \right),
\]

(1.9)

\[
\times \lambda^{-\frac{k+1}{l}} + O\left( \lambda^{-\frac{N+1}{2l}} \right),
\]

(1.10)

as \( \lambda \to \infty \) (Corollary 6.2). These formulas are written in [10] as the Equations (7.7.30) and (7.7.31) if \( a(x) \in C_{0}^{\infty}(\mathbb{R}) \):
as \( \lambda \to \infty \) (Theorem 6.3 (i)). If \( m \in \mathbb{N} \), then for any \( N \in \mathbb{N} \),

\[
\int_{-\infty}^{\infty} e^{\pm i\lambda x^m(1+\sum_{j=1} a_j x^j)} a(x) dx
= \sum_{k=0}^{N-1} \frac{c_{m,k}^{\pm}}{k!} \left( \frac{d}{dy} \right)^k \left|_{y=0} \right\{ a(\Phi(y)) \frac{d\Phi}{dy}(y) \right\} \lambda^{-\frac{k+1}{m}} + O \left( \lambda^{-\frac{k+1}{m}} \right)
\]
as \( \lambda \to \infty \), where

\[
c_{m,k}^{\pm} : = \hat{i}_{m,k+1}^{\pm} - (-1)^k \hat{i}_{m,k+1}^{\pm}^{m}
\]
(Theorem 6.3 (ii)). Here, when \( a_j = 1/j! \), by using the Lambert W function \( X = W_0(Y) \), we can write \( \Phi(y) = pW_0(y) + 1 \) and \( d\Phi/\Phi(y) = dW_0(y) \) (Corollary 6.4).

As to applications in the case of multivariable, we obtain the asymptotic expansions of oscillatory integrals for \( a \in C_0^\infty(\mathbb{R}^n) \). If \( p := (p_1, \ldots, p_n) \in (0, \infty)^n \), then for any \( N \in \mathbb{N} \), we have

\[
\int_{[0, \infty)^n} e^{i\lambda \sum_{j=1}^n x^{p_j}} a(x) dx
= \sum_{\alpha \in \Omega_p^N} \prod_{j=1}^n \hat{i}_{p_j,\alpha_j+1}^{\pm} \frac{\partial^n a(0)}{\alpha!} \lambda^{-\sum_{j=1}^n \frac{\alpha_j+1}{p_j}} + O \left( \lambda^{-\frac{N+1}{\max p_j}} \right)
\]
as \( \lambda \to \infty \), where \( \pm \) represents "\(+\)" or "\(-\)" for each \( j \), and

\[
\Omega_p^N := \left\{ \alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{Z}_{\geq 0}^n \mid \sum_{j=1}^n \frac{\alpha_j+1}{p_j} < \frac{N+1 - \max(p_j-[p_j])}{\max p_j} \right\}.
\]
If \( m := (m_1, \ldots, m_n) \in \mathbb{N}^n \), then for any \( N \in \mathbb{N} \), we have

\[
\int_{\mathbb{R}^n} e^{i\lambda \sum_{j=1}^n x^{m_j}} a(x) dx
= \sum_{\alpha \in \Omega_p^N} \prod_{j=1}^n c_{m_j,\alpha_j}^{\pm} \frac{\partial^n a(0)}{\alpha!} \lambda^{-\sum_{j=1}^n \frac{(\alpha_j+1)}{m_j}} + O \left( \lambda^{-\frac{N+1}{\max m_j}} \right)
\]
as \( \lambda \to \infty \), with

\[
c_{m_j,\alpha_j}^{\pm} : = \hat{i}_{m_j,\alpha_j+1}^{\pm} + (-1)^{\alpha_j} \hat{i}_{m_j,\alpha_j+1}^{\pm}\]
(Theorem 6.5). These results include the cases of \( A_k \), \( E_6 \), \( E_8 \)-phase functions:

\[
A_k : \pm_1 x_1^{k+1} + \sum_{j=2}^n \pm_j x_j^2, \quad E_6 : x_1^3 \pm_2 x_2^4 + \sum_{j=3}^n \pm_j x_j^2, \quad E_8 : x_1^3 + x_2^5 + \sum_{j=3}^n \pm_j x_j^2,
\]
where \( k \in \mathbb{N} \) (2, 11). These cases are considered in 44. However, the concrete expression of the asymptotic expansion in each case is not showed there. We have also clarified how the principal part is determined for the order of the remainder term in multivariate asymptotic expansions by defining its index set \( \Omega_p^N \). This is a new result.

Thus considering oscillatory integrals with phase functions of positive real powers enables us accurately to represent the coefficients of each term in the asymptotic expansions of oscillatory integrals decomposed on the half-line by using generalized Fresnel integrals. Hence we can expect to obtain more concrete and detailed results. We think it is desirable to extend the range of applications for such computable cases while comparing with the results using resolution of singularities.
For the aim above, after referring to earlier studies on asymptotic expansions of oscillatory integrals in [2] we first define the oscillatory integrals discussed in this paper in [3].

In [4] we show the existence of the oscillatory integrals.

In [5] we extend Fresnel integrals by changing of a path for integration in the well-known proof using Cauchy’s integral theorem. Then, according to oscillatory integrals, we also obtain further generalization of Fresnel integrals.

Furthermore, in [6] according to generalized Fresnel integrals, we establish the asymptotic expansions of oscillatory integrals with phase functions of positive real powers in one variable and multivariable.

To the end of [3] we note notation used in this paper:

**α** = (α₁, ..., αₙ) ∈ ℤ⁺₀ is a multi-index with a length |α| = α₁ + ... + αₙ, and then, we use xα = x₁α₁ × ... × xₙαₙ, α! = α₁! × ... × αₙ!, ∂αₓ = ∂α₁₁ × ... × ∂αₙₙ and Dₓα = Dₓ₁α₁ × ... × Dₓₙαₙ, where ∂xᵢ = ∂/∂xᵢ and Dₓᵢ = i⁻¹∂xᵢ for x = (x₁, ..., xₙ).

C∞(ℝⁿ) is the set of complex-valued functions of class C∞ defined on ℝⁿ.

C₀∞(ℝⁿ) is the set of f ∈ C∞(ℝⁿ) with compact support. S(ℝⁿ) is the Schwartz space of rapidly decreasing functions of class C∞ defined on ℝⁿ, that is, the Fréchet space of f ∈ C∞(ℝⁿ) such that supₓ∈ℝⁿ(x)ᵏ|∂αₓ f(x)| < ∞ for any k ∈ ℤ₀ and for any multi-index α ∈ ℤ⁺₀ where (x) := (1 + |x|²)¹/₂.

Γ is the Gamma function.

[x] is the Gauss’ symbol for x ∈ ℤ, that is, [x] ∈ ℤ such that x − 1 < [x] ≤ x.

[x] is the greatest integer smaller than real number x, that is, x − 1 ≤ [x] < x.

O means the Landau’s symbol, that is, f(x) = O(g(x)) (x → a) if |f(x)/g(x)| is bounded on {x ∈ ℝ|0 < |x − a| < ε} for some ε > 0 if a ∈ ℝ, on (c, +∞) for some c ∈ ℝ if a = +∞, or on (−∞, c) for some c ∈ ℝ if a = −∞, for complex-valued functions f and g defined on D ⊂ ℂ ∪ {±∞} and a ∈ D.

δᵢⱼ is the Kronecker’s delta, that is, δᵢᵢ = 1, and δᵢⱼ = 0 if i ≠ j.

t⁺ := max{t, 0} for t ∈ ℝ.

The double sign ±’s are in the same order.

±ᵐ stands for a sign of (−1)ᵐ for m ∈ ℤ, that is, (−1)ᵐ = ±ᵐ₁.

±ᵢ represents “+” or “−” for each i ∈ ℤ.

2. Earlier studies

In this section, we shall refer to earlier studies on asymptotic expansions of oscillatory integrals.

When a phase function has a non-degenerate critical point, then the method of stationary phase holds as follows ([3], [10], [5], etc.):

**Theorem 2.1.** Let φ be a real-valued function of class C∞ defined on ℝⁿ with a non-degenerate critical point x̄ and a ∈ C₀∞(ℝⁿ). Then there exist neighborhoods V of x̄ and W of the origin in ℝⁿ, and diffeomorphism x = Φ(y) of class C∞ for x ∈ V and y ∈ W, and for any N ∈ ℤ, we have

\[
\int_{ℝⁿ} e^{iλφ(x)} a(x) dx = (2π)² \frac{e^{iφ(x̄)}}{|\text{det Hess}φ(x̄)|} \sum_{k=0}^{N-1} \frac{(\text{Hessφ(x̄)})⁻¹ D_y D_γ)^k}{k!} \left| a(Φ(y)) J_φ(y) λ^{−k−\frac{N}{2}} + O(λ^{−N−\frac{N}{2}}) \right|
\]
as \(\lambda \to \infty\), where \(\text{Hess}(\bar{x}) := (\partial^2 \phi(\bar{x})/\partial x_i \partial x_j)_{i,j=1,\ldots,n}\) is the Hessian matrix of \(\phi\) at \(\bar{x}\) with “\(p\)” positive and “\(n-p\)” negative eigenvalues, \(\text{sgn}\text{Hess}(\bar{x}) := p-(n-p)\), and \(J_\phi(y)\) is the Jacobian of \(\Phi\) at \(y \in W\).

In order to describe the case when a phase function has a degenerate critical point, according to typical notation, we consider an oscillatory integral

\[
I_f[\varphi](\tau) := \int_{\mathbb{R}^n} e^{i\tau f(x)} \varphi(x) dx
\]

under the following assumptions:

**Assumption 2.2.** Assume that \(f\) and \(\varphi\) satisfy the the following assumptions:

1. \(f\) is a real-valued function of class \(C^\infty\) defined on an open neighborhood \(U\) of the origin in \(\mathbb{R}^n\) satisfying \(f(0) = 0\) and \(\nabla f(0) = 0\).
2. \(\varphi \in C_0^\infty(\mathbb{R}^n)\) satisfies \(\text{supp} \varphi \subset U\).

First, we shall recall Newton polyhedra and the related notions.

**Definition 2.3.** Suppose that \(f = \sum_{\alpha \in \mathbb{Z}^n} c_\alpha x^\alpha\) is a formal power series. Then Newton polyhedron and Newton diagram of \(f\) are defined by

\[
\Gamma_+(f) := \left(\text{the convex hull of } \bigcup_{\alpha \neq 0} (\alpha + \mathbb{R}^n)\right),
\]

\[
\Gamma(f) := \left(\text{the union of compact faces of } \Gamma_+(f)\right)
\]

respectively, where a set \(\gamma\) is called face of \(\Gamma_+(f)\) if there exists \((a,l) \in \mathbb{Z}^n \times \mathbb{Z}_{\geq 0}\) such that \(\gamma = \Gamma_+(f) \cap \partial H_+(a,l)\) and \(\Gamma_+(f) \subset H_+(a,l) := \{x \in \mathbb{R}^n | (a,x) \geq l\}\).

The principal part of \(f\) is defined by \(f_\Gamma(f) := \sum_{\alpha \in \Gamma(f)} c_\alpha x^\alpha\). The \(\gamma\)-part of \(f\) is defined by \(f_\gamma := \sum_{\alpha \in \gamma} c_\alpha x^\alpha\) for face \(\gamma\) of \(\Gamma_+(f)\), and \(f_\Gamma(f)\) is said to be non-singular for \(\Gamma(f)\) if for any closed face \(\gamma\) in \(\Gamma(f)\), the \(\gamma\)-part \(f_\gamma\) satisfy \(\nabla f_\gamma \neq 0\) for \(x_1 \cdots x_n \neq 0\).

When \(f\) is analytic and has a Taylor series with the non-singular principal part at the origin under the Assumption 2.2, Varchenko [24] has constructed resolution of singularity of \(f\) by using the toric resolution, and has obtained the asymptotic expansions of oscillatory integrals:

**Theorem 2.4.** Suppose that \(f\) is a real analytic function expressed by Taylor series \(f = \sum_{\alpha \in \mathbb{Z}^n} c_\alpha x^\alpha\) at the origin under the Assumption 2.2. If the principal part \(f_\Gamma(f) := \sum_{\alpha \in \Gamma(f)} c_\alpha x^\alpha\) of \(f\) is non-singular for \(\Gamma(f)\), then the following oscillatory integral has an asymptotic expansion of the form

\[
(2.1) \quad I_f[\varphi](\tau) := \int_{\mathbb{R}^n} e^{i\tau f(x)} \varphi(x) dx \sim e^{i\tau f(0)} \sum_{p} \sum_{k=0}^{n-1} c_{p,k}(\varphi) \tau^p (log \tau)^k
\]

\(\tau \to \infty\), where \(p\) runs through a finite set of arithmetic progressions independent of \(\varphi\) whose terms are negative rational numbers determined by the toric resolution of \(f\).

When \(f\) has Taylor series \(\sum_{\alpha \in \mathbb{Z}^n} c_\alpha x^\alpha\) at the origin under the Assumption 2.2, Kamimoto-Nose [14] have defined “\(f\) admits the \(\gamma\)-part” on \(U\) if for any \(x \in U\) and for any \((a,l) \in \mathbb{Z}^n \times \mathbb{Z}_{\geq 0}\) with \(a = (a_1,\ldots,a_n)\) such that \(\gamma = \Gamma_+(f) \cap \partial H_+(a,l)\),
there exists \( \lim_{t \to 0} t^{-l} f(t^{a_1} x_1, \ldots, t^{a_n} x_n) \), which denoted by \( f_\gamma \) and called "the \( \gamma \)-part" of \( f \) on \( U \). Then they have introduced the class
\[
\tilde{\mathcal{E}}(U) := \{ f \in C^\infty(\mathbb{R}^n) \mid f \text{ admits the } \gamma \text{-part on } U \text{ for any face } \gamma \text{ in } \Gamma_p(f) \}
\]
including real analytic functions, and have indicated \( \ref{prop1} \) holds for any \( f \in \tilde{\mathcal{E}}(U) \) with the non-degenerate principal part by constructing the toric resolution of singularities. Moreover when \( f \) has Puiseux series \( \sum_{\alpha \in \mathbb{Z}_{\geq 0}^n} c_\alpha x^{\alpha/p} \) at the origin where \( \alpha/p := (\alpha_1/p_1, \ldots, \alpha_n/p_n) \) for \( p := (p_1, \ldots, p_n) \in \mathbb{N}^n \) under the Assumption \( \ref{assumption} \). Kamimoto-Nose \( \cite{15} \) have defined the suitable class \( \hat{\mathcal{E}}_{1/p}(U_+) \) where \( U_+ := U \cap [0, \infty)^n \) and indicate \( \ref{prop1} \) holds for \( I_f[\varphi](\tau) := \int_{[0, \infty)^n} e^{ixf(x)} \varphi(x) dx \).

3. Preliminary

In this section, we define the oscillatory integrals discussed in this paper.

First we shall recall a convergence factor, which is a family of functions with properties of Gaussian function \( e^{-|x|^2} \).

**Proposition 3.1.** Let \( \chi \in \mathcal{S}(\mathbb{R}^n) \) with \( \chi(0) = 1 \). Then

(i) \( \chi(\varepsilon x) \to 1 \) uniformly on any compact set in \( \mathbb{R}^n \) as \( \varepsilon \to +0 \).

(ii) For each multi-index \( \alpha \in \mathbb{Z}_{\geq 0}^n \), there exists a positive constant \( C_\alpha \) independent of \( 0 < \varepsilon < 1 \) such that for any \( x \in \mathbb{R}^n \),
\[
|\partial_\alpha^x (\chi(\varepsilon x))| \leq C_\alpha \langle x \rangle^{-|\alpha|}.
\]

(iii) For any multi-index \( \alpha \in \mathbb{Z}_{\geq 0}^n \) with \( \alpha \neq 0 \), \( \partial_\alpha^x (\chi(\varepsilon x)) \to 0 \) uniformly in \( \mathbb{R}^n \) as \( \varepsilon \to +0 \).

**Proof.** See \( \cite{16} \) p.47. \( \square \)

Next we define the amplitude function class in one variable as follows:

**Definition 3.2.** Assume that \( p > 0 \). Let \( \tau \in \mathbb{R} \) and \( -1 \leq \delta < p - 1 \). We say that \( a \in C^\infty(\mathbb{R}) \) belongs to the class \( \mathcal{A}_\delta^p(\mathbb{R}) \) if for each \( k \in \mathbb{Z}_{\geq 0} \), there exists a positive constant \( C_k \) such that for any \( x \in \mathbb{R} \),
\[
|a^{(k)}(x)| \leq C_k \langle x \rangle^{\tau + \delta k}.
\]

Then for any \( l \in \mathbb{Z}_{\geq 0} \), we set
\[
|a|^{(l)}(\tau) := \max_{k = 0, \ldots, l} \sup_{x \in \mathbb{R}} \langle x \rangle^{-\tau - \delta k} |a^{(k)}(x)|.
\]

Then for any \( k = 0, \ldots, l \),
\[
|a^{(k)}(x)| \leq |a|^{(l)}(\tau) \langle x \rangle^{\tau + \delta k}.
\]

**Remark 3.3.** We see the following immediately:
\[
C^\infty_0(\mathbb{R}) \subset \mathcal{S}(\mathbb{R}) = \bigcap_{\tau \in \mathbb{R}} \bigcap_{-1 \leq \delta < p - 1} \mathcal{A}_\delta^p(\mathbb{R}) \subset \mathcal{A}_0^p(\mathbb{R}),
\]

because if \( a \in \mathcal{S}(\mathbb{R}) \), for \( \tau \in \mathbb{R}, \ -1 \leq \delta < p - 1 \) and \( k \in \mathbb{Z}_{\geq 0} \), taking \( m \in \mathbb{Z}_{\geq 0} \) such that \( \tau + \delta k > -m \), since \( |a^{(k)}(x)| \leq C_k \langle x \rangle^{\tau + \delta k} \) for \( x \in \mathbb{R} \) where \( C_k = \sup_{x \in \mathbb{R}} \langle x \rangle^{m} |a^{(k)}(x)| > 0 \), then \( a \in \mathcal{A}_\delta^p(\mathbb{R}) \), and if \( a \in \mathcal{A}_0^\infty(\mathbb{R}) \) for any \( \tau \in \mathbb{R} \) and \( -1 \leq \delta < p - 1 \), for \( m, k \in \mathbb{Z}_{\geq 0} \), taking \( \tau \in \mathbb{R} \) and \( -1 \leq \delta < p - 1 \) such that \( -\tau - \delta k > m \), since \( \sup_{x \in \mathbb{R}} \langle x \rangle^{m} |a^{(k)}(x)| \leq \sup_{x \in \mathbb{R}} \langle x \rangle^{-\tau - \delta k} |a^{(k)}(x)| < \infty \), then
a ∈ \mathcal{S}(\mathbb{R}). Also if a ∈ \mathcal{A}_{\theta}^1(\mathbb{R}), then for any j ∈ \mathbb{Z}_{\geq 0}, a^{(j)} ∈ \mathcal{A}_{\theta}^{1+\delta j}(\mathbb{R}) and for any l ∈ \mathbb{Z}_{\geq 0},

(3.4) \quad |a^{(j)}(x)|^{1+(\tau+\delta j)} = \max_{k'=j,...,j+l} \sup_{x ∈ \mathbb{R}} x^{-\tau-\delta k'}|a^{(k')}(x)| \leq |a^{(\tau)}(x)|^{1+l}.

Finally we define the oscillatory integrals discussed in this paper as follows:

**Definition 3.4.** Assume that λ > 0, p > 0, q > 0, m ∈ \mathbb{N} and a ∈ C^∞(\mathbb{R}). If there exist the following limits of improper integrals independent of χ ∈ \mathcal{S}(\mathbb{R}) with χ(0) = 1, then we define oscillatory integrals by

(3.5) \quad \hat{I}_{m,p,q}^\pm [a](\lambda) := Os-\int_0^{\infty} e^{\pm \lambda x^p} x^{q-1} a(x) \chi(x) dx := \lim_{\varepsilon \to +0} \int_0^{\infty} e^{\pm \lambda x^p} x^{q-1} a(x) \chi(\varepsilon x) dx,

(3.6) \quad \hat{J}_{m,p,q}^\pm [a](\lambda) := Os-\int_{-\infty}^{\infty} e^{\pm \lambda x^m} a(x) dx := \lim_{\varepsilon \to +0} \int_{-\infty}^{\infty} e^{\pm \lambda x^m} a(x) \chi(\varepsilon x) dx.

We write χ_\varepsilon(x) := χ(\varepsilon x) for x ∈ \mathbb{R} and 0 < ϵ < 1 from now on. Then χ_\varepsilon^{(k)}(x) = \partial_\varepsilon^k(\chi(\varepsilon x)) = \partial_\varepsilon^k\chi_\varepsilon(x) for k ∈ \mathbb{Z}_{\geq 0}.

4. Existence of Oscillatory Integrals

In this section, we shall show the existence of the oscillatory integrals (3.5) and (3.6) for a ∈ \mathcal{A}_{\theta}^1(\mathbb{R}).

The following lemma verifies that we can perform integration by parts in the improper integrals on the half-line (0, ∞):

**Lemma 4.1 (22).** Assume that λ > 0, p > 0, q > 0, a ∈ \mathcal{A}_{\theta}^1(\mathbb{R}) and χ_\varepsilon(x) := χ(\varepsilon x) for x ∈ \mathbb{R} where χ ∈ \mathcal{S}(\mathbb{R}) with χ(0) = 1 and 0 < ϵ < 1. Let φ ∈ C_0^\infty(\mathbb{R}) be a cut-off function such that φ ≡ 1 on |x| ≤ r_0 with r_0 ≥ 1 and φ ≡ 0 on |x| ≥ r_1 > r_0, and a_h := a\phi_h where \phi_h := 1 - \delta_{h1}φ for h = 0, 1 where \delta_{h1} is the Kronecker’s delta, and let L^* := -1/\lambda dx \partial x + p/q \partial x be the formal adjoint operator of L := 1/\lambda dx \partial x + p/q \partial x and l_0 := [q/p]. Then for any k ∈ \mathbb{Z}_{\geq 0}, the following hold:

(i) For any l ∈ \mathbb{Z}_{\geq 0}, let C_{l,j} be a real constant satisfying

(4.1) \quad C_{l,j} = (q - pl + j)C_{l-1,j} + C_{l-1,j-1} for j = 1, \ldots, l - 1 with l ≥ 1,

(4.2) \quad C_{l,0} = (q - pl)C_{l-1,0}, \quad C_{l,l} = C_{l-1,l-1} for l ∈ \mathbb{N} and C_{0,0} = 1.

Then we have

(4.3) \quad L^s(x^{q-1}a_h(x)\chi_\varepsilon^{(k)}(x)) = \left(\frac{i}{\lambda p}\right)^l \sum_{j=0}^{l} C_{l,j} x^{q-1-pl+j} (a_h(x)\chi_\varepsilon^{(k)}(x))^j

for x ∈ (0, ∞) and h = 0, 1, where L^s is an identity operator, and

(4.4) \quad C_{l,0} = \prod_{s=1}^{l} (q - ps) for l ∈ \mathbb{N} and C_{l,l} = 1 for l ∈ \mathbb{Z}_{\geq 0}.

(ii) If q > p and h = 0, then for any l = 0, \ldots, l_0, or if p > 0, q > 0 and h = 1, then for any l ∈ \mathbb{Z}_{\geq 0}, the improper integrals

\int_0^{\infty} e^{\pm \lambda x^p}(±L^*)^l(x^{q-1}a_h(x)\chi_\varepsilon^{(k)}(x)) dx
are absolutely convergent.

(iii) If \( q > p \) and \( h = 0 \), then for any \( l = 1, \ldots, l_0 \), or if \( p > 0, q > 0 \) and \( h = 1 \), then for any \( l \in \mathbb{N} \),

\[
|e^{\pm i\lambda x^p}(\pm i\lambda px^{p-1})^{-1}(\pm L^*)^{l-1}(x^{q-1}a_h(x)\chi_\varepsilon^{(k)}(x))| \to 0
\]
as \( x \to +0 \) or \( x \to \infty \).

(iv) If \( q > p \) and \( h = 0 \), then for any \( l = 1, \ldots, l_0 \), or if \( p > 0, q > 0 \) and \( h = 1 \), then for any \( l \in \mathbb{N} \),

\[
(4.5) \int_0^\infty e^{\pm i\lambda x^p}x^{q-1}a_h(x)\chi_\varepsilon^{(k)}(x)dx = \int_0^\infty e^{\pm i\lambda x^p}(\pm L^*)^{l}(x^{q-1}a_h(x)\chi_\varepsilon^{(k)}(x))dx.
\]

Proof. Since the lower side of the double sign \( \pm \) can be obtained as the conjugate of the upper one, we shall show the upper one.

(i) By induction on \( l \in \mathbb{Z}_{\geq 0} \). If \( l = 0 \), then \( C_{0,0} = 1 \) holds. Next if \( (4.3) \) holds for \( l-1 \) with \( l \geq 1 \), then defining \( C_{l,j} \) by \( (4.1) \) and \( (4.2) \), we have

\[
L^*(x^{q-1}a_h(x)\chi_\varepsilon^{(k)}(x))
\]

\[
= -\frac{d}{i\lambda dx}x^{p-1}\left(\frac{i}{\lambda p}\right)^{l-1}\sum_{j=0}^{l-1}C_{l-1,j}x^{q-1-p(l-1)+j}(a_h(x)\chi_\varepsilon^{(k)}(x))(j)
\]

\[
= \left(\frac{i}{\lambda p}\right)^{l-1}\sum_{j=0}^{l-1}C_{l-1,j}
\]

\[
\times \left\{ (q-pl+j)x^{q-1-pl+j}(a_h(x)\chi_\varepsilon^{(k)}(x))(j) + x^{q-pl+j}(a_h(x)\chi_\varepsilon^{(k)}(x))(j+1) \right\}
\]

\[
= \left(\frac{i}{\lambda p}\right)^{l}\sum_{j=1}^{l-1}\left\{ (q-pl+j)C_{l-1,j} + C_{l-1,j-1} \right\}x^{q-1-pl+j}(a_h(x)\chi_\varepsilon^{(k)}(x))(j)
\]

\[
+ (q-pl)C_{l-1,0}x^{q-1-pl}(a_h(x)\chi_\varepsilon^{(k)}(x)) + C_{l-1,1}x^{q-1-pl+j}(a_h(x)\chi_\varepsilon^{(k)}(x))(j)
\]

\[
= \left(\frac{i}{\lambda p}\right)^{l}\sum_{j=0}^{l}C_{l,j}x^{q-1-pl+j}(a_h(x)\chi_\varepsilon^{(k)}(x))(j).
\]

Therefore \( (4.3) \) with \( (4.1) \) holds.

(ii) For \( h = 0,1 \) and \( l \in \mathbb{Z}_{\geq 0} \), put

\[
f_{h,l}(x) = e^{i\lambda x^p}L^*(x^{q-1}a_h(x)\chi_\varepsilon^{(k)}(x)).
\]

Applying Leibniz’s formula to \( (4.3) \) with \( a_h := a\psi_h \) and \( (5.2) \), for any \( x \in (0,\infty) \),

\[
|f_{h,l}(x)| = |L^*(x^{q-1}a_h(x)\chi_\varepsilon^{(k)}(x))|
\]

\[
\leq (\lambda p)^{-l}\sum_{j=0}^{l}|C_{l,j}|x^{q-1-pl+j}\sum_{s+t+u=j}\frac{j!}{s!t!u!}|a|^{(s)}\langle x \rangle^{\tau+\delta s}|\psi_h^{(t)}(x)|\chi_\varepsilon^{(k+s+u)}(x).
\]

Here since \( \psi_0 = 1 \), then \( \langle x \rangle^{rt}|\psi_0^{(t)}(x)| \equiv \delta_0 \) on \( \mathbb{R} \), and since \( \psi_1 = 1 - \varphi \), then

\[
\langle x \rangle^{rt}|\psi_1^{(t)}(x)| = \begin{cases} 
0, & \text{if } |x| \leq r_0, \\
|\langle x \rangle^{rt}|\psi_0^{(t)} - \varphi^{(t)}(x)|, & \text{if } r_0 < |x| < r_1, \\
\delta_0, & \text{if } |x| \geq r_1,
\end{cases}
\]
where $\delta_m$ is the Kronecker's delta. Hence we can define
\[
|\psi_h| := \max_{t=0,\ldots,l} \sup_{x \in \mathbb{R}} (x)^t |\psi_h^t(x)| \in [1, \infty)
\]
(4.6)

for $h = 0, 1$. Then since $|\psi_h^t(x)| \leq (x)^{-t} |\psi_h|$, with $-1 \leq \delta$, for any $x \in (0, \infty)$,
\[
|f_{h,t}(x)| = |L_s\chi^{(k)}(x)|
\]
(4.7)

\[
\leq (\lambda p)^{-l} \sum_{j=0}^l |C_{i,j}| x |q-1-p+j| \sum_{s+t+u=j} \frac{j!}{s!t!u!} |a_{li}^{(\tau)}(x)^{\tau+\delta(s+t)}| \psi_h(x)\chi^{(k+u)}(x).
\]
(In the case of $h = 1$, this inequality will be used as (4.22) in the proof of Theorem 4.2 (ii).

Here if $|x| \geq 1$, since $|x| \leq 2^{1/2}(x)$ and $2^{-1/2}(x) \leq |x|$, then for any $t \in \mathbb{R}$,
\[
|x|^t \leq 2^{1/2}(x)^t.
\]
(4.8)

Since $\chi \in S(\mathbb{R})$, there exists a positive constant $\tilde{C}_{k+u}$ such that for any $m \in \mathbb{Z}_{\geq 0},$
\[
|\chi^{(k+u)}(x)| = |\partial_y^{k+u} \chi(x^\varepsilon) e^{k+u} x^m| \leq \tilde{C}_{k+u} |x|^{-m} \leq \tilde{C}_{k+u} |x|^{-m}.
\]
(4.9)

Applying (4.8), (4.9) to (4.7), for any $x \in [1, \infty)$ and for any $m \in \mathbb{Z}_{\geq 0},$ we have
\[
|f_{h,t}(x)| \leq (\lambda p)^{-l} \sum_{j=0}^l |C_{i,j}| \cdot 2^{q-1-p+j} |x|^{q-1-p+j} \times \\
\sum_{s+t+u=j} \frac{j!}{s!t!u!} |a_{li}^{(\tau)}(x)^{\tau+\delta(s+t)}| \psi_h(x)\tilde{C}_{k+u} |x|^{-m}
\]
(4.10)

where $C_{i,\varepsilon}^{(k)}$ is a positive constant depending on $\varepsilon$. Since $f(x) = O(x^\beta)$ ($x \to \infty$)
with $\beta = q - 1 + \tau - (p - 1 - \delta) + l - m$ for any $m \in \mathbb{Z}_{\geq 0},$ taking $m$ such that
$\beta < -1,$ then $\int_0^\infty f_{h,t}(x)dx$ is absolutely convergent.

When $q > p$ and $h = 0,$ since $a_0 = a,$ by (4.7), for any $x \in (0, 1),$
\[
|f_{0,t}(x)| \leq C_1 |x|^{q-1-p},
\]
(4.11)

where $C_1$ is a positive constant. Here let $l_0 := [q/p),$ since $(q/p) - 1 \leq l_0 < q/p,
then 0 < q - pl_0 \leq p.$ Hence for any $l = 0, \ldots, l_0,$ since $f_{0,t}(x) = O(x^\alpha)$ ($x \to +0$)
with $\alpha = q - pl \geq q - 1 - pl_0 > -1,$ then $\int_0^1 f_{0,t}(x)dx$ is absolutely convergent.

When $p > 0, q > 0$ and $h = 1,$ since $a_1 = a(1 - \delta) \equiv 0$ on $[0, 1],$ then $f_{1,t} \equiv 0$ on $(0, 1)$
for $l \in \mathbb{Z}_{\geq 0}.$ Then $\int_0^1 f_{1,t}(x)dx$ is absolutely convergent.

Therefore $\int_0^\infty f_{h,t}(x)dx = \int_0^1 f_{h,t}(x)dx + \int_1^\infty f_{h,t}(x)dx$ is absolutely convergent.

(iii) For $h = 0, 1$ and $l \in \mathbb{N},$ put
\[
g_{h,l-1}(x) = (i\lambda px^{p-1})^{-1} f_{h,l-1}(x).
\]
By (4.8) and (4.10), for any $x \in (1, \infty)$ and for any $m \in \mathbb{Z}_{\geq 0},$
\[
|g_{h,l-1}(x)| \leq C_1 |x|^{-p+1} C_2(x)^{q-1+\tau-\tau(p-1)} |x|^{-m+\tau} \leq C_1 C_2(x)^{q+\tau+l-m},
\]
where $C_1$ and $C_2$ are positive constants. Here taking $m \in \mathbb{Z}_{\geq 0}$ such that $q + \tau + l - m < 0,$ then $|g_{h,l-1}(x)| \to 0$ as $x \to \infty.$
When \( q > p \) and \( h = 0 \), by (4.11), for any \( x \in (0, 1) \),
\[
|g_{0,l-1}(x)| \leq C_3|x|^{-(p-1)}C_{l-1}|x|^{q-1-p(l-1)} = C_3C_{l-1}|x|^{q-pl},
\]
where \( C_3 \) and \( C_{l-1} \) are positive constants. Here for any \( l = 1, \ldots, l_0 \), since \( q - pl \geq 0 \), then \( |g_{0,l-1}(x)| \to 0 \) as \( x \to +0 \).

When \( p > 0 \), \( q > 0 \) and \( h = 1 \), by (ii), since \( f_{1,l-1} \equiv 0 \), then \( g_{1,l-1} \equiv 0 \) on \((0,1]\) for \( l \in \mathbb{N} \). Therefore \( |g_{1,l-1}(x)| \to 0 \) as \( x \to +0 \).

(iv) By induction on \( l \in \mathbb{N} \). If \( l = 1 \), since \( L(e^{i\lambda x^p}) = e^{i\lambda x^p} \) when \( x \neq 0 \), by integration by parts with (ii) and (iii), then the following holds as \( l = 1 \). Thus (4.5) holds for \( l = 1 \). Next if (4.5) holds for \( l - 1 \) with \( l \geq 2 \), then we have
\[
\int_0^\infty e^{i\lambda x^p} x^{q-1} a_h(x) \chi^{(k)}_x(x) dx = \int_0^\infty e^{i\lambda x^p} L^{q-1}(x^{q-1}a_h(x) \chi^{(k)}(x)) dx
\]
\[
= \lim_{v \to +0} \int_0^v \frac{1}{px^{p-1}} \frac{1}{i\lambda} \frac{d}{dx} (e^{i\lambda x^p}) L^{q-1}(x^{q-1}a_h(x) \chi^{(k)}(x)) dx
\]
\[
= \lim_{v \to +0} \left\{ \int_0^v e^{i\lambda x^p} (i\lambda px^{p-1})^{-1} L^{q-1}(x^{q-1}a_h(x) \chi^{(k)}(x)) dx \right\}
\]
\[
+ \int_0^\infty e^{i\lambda x^p} L^{q-1}(x^{q-1}a_h(x) \chi^{(k)}(x)) dx
\]
\[
= \int_0^\infty e^{i\lambda x^p} L^{q-1}(x^{q-1}a_h(x) \chi^{(k)}(x)) dx.
\]
This completes the proof. \( \square \)

By Lemma 1.1 we obtain the following theorem:

**Theorem 4.2 (24).** Assume that \( \lambda > 0 \), \( p > 0 \), \( q > 0 \), \( a \in A_0^q(\mathbb{R}) \) and \( \chi(x) := \chi(\varepsilon x) \) for \( x \in \mathbb{R} \) where \( \chi \in S(\mathbb{R}) \) with \( \chi(0) = 1 \) and \( 0 < \varepsilon < 1 \). Let \( \varphi \in C_0^\infty(\mathbb{R}) \) be a cut-off function such that \( \varphi \equiv 1 \) on \( |x| \leq r_0 \) with \( r_0 \geq 1 \) and \( \varphi \equiv 0 \) on \( |x| \geq r_1 > r_0 \), and \( \psi := 1 - \varphi \), and let \( L^* := \frac{1}{i\lambda} \frac{d}{dx} \frac{1}{px^{p-1}} \) and \( l_0 := \lfloor q/p \rfloor \). Then the following hold:

(i) For each \( k \in \mathbb{Z}_{\geq 0} \), there exist the following limit of improper integrals independent of \( \chi \), and the following hold:
\[
\lim_{\varepsilon \to +0} \int_0^\infty e^{\pm i\lambda x^p} x^{q-1} a(x) \varphi(x) \chi^{(k)}_\varepsilon(x) dx = \delta_{k0} \int_0^\infty e^{\pm i\lambda x^p} x^{q-1} a(x) \varphi(x) dx,
\]
where \( \delta_{k0} \) is the Kronecker’s delta.

(ii) For each \( k \in \mathbb{Z}_{\geq 0} \), there exist the following limit of improper integrals independent of \( \chi \), and for any \( l \in \mathbb{N} \) such that \( l \geq l_{p,q} \), the following hold:
\[
\lim_{\varepsilon \to +0} \int_0^\infty e^{\pm i\lambda x^p} x^{q-1} a(x) \psi(x) \chi^{(k)}_\varepsilon(x) dx = \delta_{k0} \int_0^\infty e^{\pm i\lambda x^p} (\pm L^*)^{l}(x^{q-1}a(x)\psi(x)) dx,
\]
where
\[
l_{p,q} := \left\lfloor \frac{(q + \tau)^+}{p - 1 - \delta} \right\rfloor + 1.
\]
In particular, if \( k = 0 \), there exist the following oscillatory integrals, and for any \( l \in \mathbb{N} \) such that \( l \geq l_{p,q} \), the following hold:

\[
\tilde{I}^\pm_{p,q}[a\psi](\lambda) := Os \cdot \int_0^\infty e^{\pm i\lambda x^p} x^{q-1} a(x) \psi(x) dx
\]

and there exists a positive constant \( C_l^{(0)} \) such that for any \( \lambda > 0 \),

\[
|\tilde{I}^\pm_{p,q}[a\psi](\lambda)| \leq C_l^{(0)} |a|^{(\tau)}_l \lambda^{-1},
\]

where \( |a|^{(\tau)}_l \) is defined by \[3.1\].

(ii) By Lemma 4.1 (ii) when \( h = 1 \) and \( l = 0 \), the improper integral

\[
\int_0^\infty e^{\pm i\lambda x^p} x^{q-1} a(x) \psi(x) dx
\]

is absolutely convergent for any \( k \). Since \( k \) is absolutely convergent independent of \( \lambda \) for any \( f \) and a positive constant \( C \),

\[
\int_0^\infty e^{\pm i\lambda x^p} x^{q-1} a(x) \psi(x) dx
\]

is absolutely convergent for any \( l \in \mathbb{N} \) such that \( l \geq l_{p,q} \), there exists a positive constant \( C_l \) such that for any \( \lambda \geq 1 \),

\[
|\tilde{I}^\pm_{p,q}[a\psi](\lambda)| \leq C_l |a|^{(\tau)}_l.
\]

(iii) If \( k \neq 0 \), then

\[
\lim_{\varepsilon \to +0} \int_0^\infty e^{\pm i\lambda x^p} x^{q-1} a(x) \psi(x) dx = 0.
\]

(iv) There exist the following oscillatory integrals, and the following hold:

\[
\tilde{I}^\pm_{p,q}[a\psi](\lambda) := Os \cdot \int_0^\infty e^{\pm i\lambda x^p} x^{q-1} a(x) dx = \tilde{I}^\pm_{p,q}[a\psi](\lambda) + \tilde{I}^\pm_{p,q}[a\psi](\lambda).
\]

Then for each \( l \in \mathbb{N} \) such that \( l \geq l_{p,q} \), there exists a positive constant \( C_l \) such that for any \( \lambda \geq 1 \),

\[
|\tilde{I}^\pm_{p,q}[a\psi](\lambda)| \leq C_l |a|^{(\tau)}_l \lambda^{-\alpha - 1}.
\]

Proof. Since the lower side of the double sign \( \pm \)'s can be obtained as the conjugate of the upper one, we shall show the upper one.

(i) Put \( f_k(x) = e^{i\lambda x^p} x^{q-1} a(x) \varphi(x) \chi_{\varepsilon}^{(k)}(x) \) for \( k \in \mathbb{Z}_{\geq 0} \). Since \( f_k \) is continuous on \( (0, \infty) \) and \( f_k \equiv 0 \) on \( [1, \infty) \), then \( f_k \) is integrable on \( [0, \infty) \) for any \( u \in (0, \infty) \) and \( f_k(x) = O(x^\alpha) \) \( (x \to +0) \) with \( \alpha = q - 1 > -1 \). Thus the improper integral

\[
\int_0^\infty e^{i\lambda x^p} x^{q-1} a(x) \varphi(x) \chi_{\varepsilon}^{(k)}(x) dx
\]

is absolutely convergent for any \( k \in \mathbb{Z}_{\geq 0} \). By Proposition \[3.1\] (ii) in \[3\], there exists a positive constant \( C_0 \) independent of \( 0 < \varepsilon < 1 \) such that for any \( x \in (0, \infty) \),

\[
|e^{i\lambda x^p} x^{q-1} a(x) \varphi(x) \chi_{\varepsilon}^{(k)}(x)| \leq C_0 |a|^{(\tau)}_0 x^{q-1} \varphi(x)| \leq M(x).
\]

Since \( \int_0^\infty M(x) dx \) is absolutely convergent independent of \( \chi \), by using Lebesgue’s dominated convergence theorem with Proposition \[3.1\] (i) and (iii) in \[3\], for each \( k \in \mathbb{Z}_{\geq 0} \), there exists the following limit of the improper integral independent of \( \chi \), and the following holds:

\[
\lim_{\varepsilon \to +0} \int_0^\infty e^{i\lambda x^p} x^{q-1} a(x) \varphi(x) \chi_{\varepsilon}^{(k)}(x) dx = \delta_{k0} \int_0^\infty e^{i\lambda x^p} x^{q-1} a(x) \varphi(x) dx.
\]

(ii) By Lemma \[4.1\] (ii) when \( h = 1 \) and \( l = 0 \), the improper integral

\[
\int_0^\infty e^{i\lambda x^p} x^{q-1} a(x) \psi(x) \chi_{\varepsilon}^{(k)}(x) dx
\]
is absolutely convergent for any \( k \in \mathbb{Z}_{\geq 0} \). In order to apply Lebesgue’s dominated convergence theorem, we shall show (4.20) is bounded independent of \( \chi \) for any \( k \in \mathbb{Z}_{\geq 0} \). By Lemma 4.1 (iv) when \( h = 1 \), for any \( l \in \mathbb{N} \),
\[
(4.21) \int_0^\infty e^{i\lambda x^p} x^{q-1} a(x) \psi(x) \chi^{(k)}(x) \, dx = \int_0^\infty e^{i\lambda x^p} L^l(x^{q-1} a(x) \psi(x) \chi^{(k)}(x)) \, dx.
\]
By Lemma 4.1 (i) with Proposition 3.1 (ii) in \( \S \) this means that the order of integrand descends to be integrable in the sense of Lebesgue by \( L^l \) with sufficiently large number \( l \gg 0 \). We shall show this. By (4.7) when \( h = 1 \) with (4.4), for each \( l \in \mathbb{Z}_{\geq 0} \), there exist real constants \( (C_{l,0}, \ldots, C_{l,l}) \neq (0, \ldots, 0) \) such that for any \( x \in (0, \infty) \),
\[
|L^l(x^{q-1} a(x) \psi(x) \chi^{(k)}(x))|
\]
(4.22)
\[
\leq (\lambda p)^{-l} \sum_{j=0}^l |C_{l,j}| |\epsilon^{-1-pl+j} \sum_{s+t+u=j} j! \frac{1}{s!t!u!} |a_{l}^{(s)}(x)^{r+\delta(s+t)} |\psi(t)| \chi^{(k+u)}(x)|,
\]
where \( |\psi| := \max_{t=0 \ldots l} \sup_{x \in \mathbb{R}} |\psi(t)(x)| \). Here since \( \psi \equiv 0 \) on \( |x| \leq 1 \), then \( \sup_{|x| \leq 1} \psi(x) \in [0, \infty) \). Hence for any \( x \in \supp \psi \) \cap \( (0, \infty) \), since \( |x| \geq 1 \), by (4.8),
\[
(4.23) \quad |x|^{q-1-pl+j} \leq 2^{q-1-pl+j/2} |x|^{q-1-pl+j}.
\]
Also by Proposition 3.1 (ii) in \( \S \) with \( -1 \leq \delta \), for each \( k \in \mathbb{Z}_{\geq 0} \) and for each \( u = 0, \ldots, l \), there exists a positive constant \( C_{k+u} \) independent of \( 0 < \epsilon < 1 \) such that for any \( x \in (0, \infty) \),
\[
(4.24) \quad |\chi^{(k+u)}(x)| \leq C_{k+u} |\delta|.
\]
According to (4.22) with (4.23) and (4.24), for any \( x \in (0, \infty) \),
\[
|L^l(x^{q-1} a(x) \psi(x) \chi^{(k)}(x))| \leq (\lambda p)^{-l} \sum_{j=0}^l |C_{l,j}| \cdot 2^{q-1-pl+j/2} |x|^{q-1-pl+j}
\]
\[
\times \sum_{s+t+u=j} j! \frac{1}{s!t!u!} |a_{l}^{(s)}(x)^{r+\delta(s+t)} |\psi(t)| C_{k+u} |\delta|
\]
(4.25)
\[
\leq C_{l}^{(k)} \lambda^{-l} |a_{l}^{(l)}(x)^{\beta} = M_{k}(x),
\]
where \( C_{l}^{(k)} \) is a positive constant independent of \( \epsilon \) and
\[
\beta = (p + \tau)^+ - (p - 1 - \delta) l - 1.
\]
Here define \( l_{p,q} \) by (4.12), since \( x - |x| - 1 < 0 \) for any \( x \in \mathbb{R} \), then for any \( l \in \mathbb{N} \) such that \( l \geq l_{p,q} \),
\[
\beta \leq (p - 1 - \delta) \left\{ \left( \frac{(q + \tau)^+}{p - 1 - \delta} - \left[ \frac{(q + \tau)^+}{p - 1 - \delta} \right] - 1 \right) - 1 < -1.
\]
Thus for any \( k \in \mathbb{Z}_{\geq 0} \), \( \int_0^\infty M_{k}(x) \, dx \) is absolutely convergent independent of \( \chi \).

Therefore by applying Lebesgue’s dominated convergence theorem to the right hand side in (4.21) as \( \epsilon \to +0 \), and using Proposition 3.1 (i) and (iii) in \( \S \) to (4.3),
then for each $k \in \mathbb{Z}_{\geq 0}$, there exists the following limit of the improper integral independent of $\chi$, and for any $l \in \mathbb{N}$ such that $l \geq l_{p,q}$, the following holds:

$$
\lim_{\varepsilon \to +0} \int_{0}^{\infty} e^{i\lambda x^p} x^{q-1} a(x)\chi(x) \psi(x) dx = \delta_{l,0} \int_{0}^{\infty} e^{i\lambda x^p} L^p(x^{q-1} a(x)\psi(x)) dx.
$$

If $k = 0$, there exists $\tilde{I}_{p,q}^+[\psi](\lambda)$ with (4.13). Then as $\varepsilon \to +0$ in (4.15), (4.14) holds for any $\lambda > 0$.

(iii) If $k \neq 0$, since $\varphi + \psi \equiv 1$, by (i) and (ii), (4.15) holds.

(iv) If $k = 0$, since $\varphi + \psi \equiv 1$, by (i) and (ii), there exists $\tilde{I}_{p,q}^+[\psi](\lambda)$ with (4.16). Then as $\varepsilon \to +0$ in (4.17) when $k = 0$ with (4.16), (4.17) holds for any $\lambda \geq 1$.

(v) When $q > p$, let $l_0 = [q/p]$, then $(q/p) - 1 < l_0 < q/p$. Because $q - p l_0 + j > 0$ and $a^{(j)} \in A_{k}^{p,q}(\mathbb{R})$ for $j = 0, \ldots, l_0$, by Lemma 4.1 (iv) and (i) when $h = 0$ and $k = 0$, and by (iii) and (iv), we have

$$
\tilde{I}_{p,q}^+[a](\lambda) = \lim_{\varepsilon \to +0} \int_{0}^{\infty} e^{i\lambda x^p} \left( \frac{i}{\lambda p} \right)^{l_0} \sum_{j=0}^{l_0} C_{l_0,j} x^{q-1 - pl_0 + j} (a(x)\chi(x))^{(j)} dx
$$

(4.26)

$$
= \left( \frac{i}{\lambda p} \right)^{l_0} \sum_{j=0}^{l_0} C_{l_0,j} \tilde{I}_{p,q,pl_0+j}^+[a^{(j)}](\lambda),
$$

where $(C_{l_0,0}, \ldots, C_{l_0,l_0}) \neq (0, \ldots, 0)$. Here by (4.12), for any $j = 0, \ldots, l_0$, let

$$
w_j := \left[ \frac{(q - p l_0 + j + \tau + \delta j)^+}{p - 1 - \delta} \right] + 1
$$

(4.27)

Then $w_j \leq w_{l_0}$. Applying (4.17), (4.18) in (4.3) to (4.26), for any $\lambda \geq 1$,

$$
|\tilde{I}_{p,q}^+[a](\lambda)| \leq (\lambda p)^{-l_0} \sum_{j=0}^{l_0} |C_{l_0,j}| C_{w_j} |a^{(j)}|_{j+w_j} \leq C_{p,q} |a|_{l_0+w_{l_0}} \lambda^{-\frac{j}{p} + 1},
$$

(4.28)

where $C_{w_j}$ and $C_{p,q}$ are positive constants. Here by (4.27) and (4.12), we see

$$
w_{l_0} = \left[ \frac{(q + \tau - (p - 1 - \delta) l_0)^+}{p - 1 - \delta} \right] + 1 \leq l_{p,q}.
$$

(4.29)

Therefore by (4.28) and (4.29), (4.18) holds for $\lambda \geq 1$.

If $p = m \in \mathbb{N}$, $q = 1$ and $k = 0$, by change of variable, an oscillatory integral on another half-line $(-\infty, 0]$ can be reduced to the one on half-line $[0, \infty)$ as follows:

**Corollary 4.3.** Assume that $\lambda > 0$ and $a \in A_{k}^{p,q}(\mathbb{R})$. Let $m \in \mathbb{N}$. Then there exist the following oscillatory integral and the following hold:

$$
\tilde{I}_{m,1}^{\pm} [a(y)](\lambda) = O_{S} \int_{0}^{\infty} e^{\pm(1-m) i\lambda y^m} a(-y) dy
$$

(4.30)

$$
= \lim_{\varepsilon \to +0} \int_{-\infty}^{0} e^{\pm i\lambda x^m} a(x)\chi(\varepsilon x) dx =: O_{S} \int_{-\infty}^{0} e^{\pm i\lambda x^m} a(x) dx,
$$

where $\chi \in S(\mathbb{R})$ with $\chi(0) = 1$. Then we have

$$
\tilde{I}_{m,1}^{\pm} [a](\lambda) := O_{S} \int_{-\infty}^{\infty} e^{\pm i\lambda x} a(x) dx
$$

(4.31)

$$
= O_{S} \int_{0}^{\infty} e^{\pm i\lambda x^m} a(x) dx + O_{S} \int_{-\infty}^{0} e^{\pm i\lambda x^m} a(x) dx.
$$
Proof. Since $a(-y) \in \mathcal{A}_r^2(\mathbb{R})$ and $\chi(-y) \in \mathcal{S}(\mathbb{R})$, by Theorem 3.2 (iv) when $p = m \in \mathbb{N}$ and $q = 1$, there exist oscillatory integrals $I_{m,1}(a(-y))(\lambda)$, and by change of variable $y = -x$, we obtain (4.30). Moreover by (3.3), we obtain (4.31). □

5. Generalized Fresnel Integrals

In this section, we consider a generalization of Fresnel integrals.

Lemma 5.1 ([15], [20], [22]). Assume that $p > q > 0$. Then the following hold:

\begin{equation}
I_{p,q}^\pm := \int_0^\infty e^{\pm iz^p}z^{q-1}dz = p^{-1}e^{\pm iz^{p,q}}\Gamma\left(\frac{q}{p}\right),
\end{equation}

Proof. Suppose $p > q > 0$. Consider the following $C^1$-curves in $\mathbb{C}$:

$C_1 : z = x$ \quad (0 < r < x \leq R),
\quad C_2 : z = Re^{i\theta}$ \quad (0 \leq \theta \leq \pi/2p),
\quad C_3 : z = -se^{i(\pi/2p)}$ \quad (-R \leq s \leq -r),
\quad C_4 : z = re^{-i\tau}$ \quad (-\pi/2p \leq \tau \leq 0),

and a domain $D$ with the anticlockwise oriented boundary $\sum_{j=1}^4 C_j$. Since $e^{iz^p}z^{q-1}$ is holomorphic in $D$ for $p > q > 0$, by Cauchy’s integral theorem,

\begin{equation}
0 = \int_{\sum_{j=1}^4 C_j} e^{iz^p}z^{q-1}dz = \sum_{j=1}^4 \int_{C_j} e^{iz^p}z^{q-1}dz.
\end{equation}

As to $\int_{C_2} e^{iz^p}z^{q-1}dz$, by Jordan’s inequality:$(2p/\pi)\theta < \sin(\theta)$ for $0 < \theta < \pi/2p$, we have

\begin{equation}
\left|\int_{C_2} e^{iz^p}z^{q-1}dz\right| = \int_0^{\frac{\pi}{2p}} e^{i(Re^{i\theta})^p(Re^{i\theta})^{q-1}Rie^{i\theta}d\theta} \leq R^q \int_0^{\frac{\pi}{2p}} e^{-p^\pm \sin(\theta)}d\theta
\end{equation}

\begin{equation}
< R^q \int_0^{\frac{\pi}{2p}} e^{-p^\pm \sin(\theta)}d\theta = R^q \left[\frac{1}{-R^p \frac{2p^\pm \sin(\theta)}}\right]_{\frac{\pi}{2p}} = \frac{\pi}{2p^\pm} - \frac{1}{R^p - q} \rightarrow 0
\end{equation}

as $R \to \infty$. As to $\int_{C_4} e^{iz^p}z^{q-1}dz$, by change of variable $\tau = -\theta$, we have

\begin{equation}
\left|\int_{C_4} e^{iz^p}z^{q-1}dz\right| = \int_0^{\frac{\pi}{2p}} e^{i(r)e^{i\tau})^p(r)e^{i\tau})^{q-1}(-rie^{i\tau})d\tau
\end{equation}

\begin{equation}
= \int_0^{\frac{\pi}{2p}} e^{i(r)e^{i\tau})^p(r)e^{i\tau})^{q-1}(-rie^{i\tau})(-d\theta) \leq r^q \int_0^{\frac{\pi}{2p}} e^{-p^\pm \sin(\theta)}d\theta \leq \frac{\pi}{2p^\pm} - \frac{1}{R^p - q} \rightarrow 0
\end{equation}

as $r \to +0$. Here we used l’Hôpital’s rule as follows,

\begin{equation}
\lim_{r \to +0} \frac{1 - e^{-r^p}}{r^{p-q}} = \lim_{r \to +0} \frac{pr^{p-1}e^{-r^p}}{(p - q)r^{p-q} + 1} = \lim_{r \to +0} \frac{pr^q e^{-r^p}}{p - q} = 0.
\end{equation}
Next $\int_0^1 e^{ix^p} x^{q-1} dx$ is absolutely convergent. On the other hand, using integration by parts, we have
\[
\int_1^\infty e^{ix^p} x^{q-1} dx = \int_1^\infty \frac{d}{dp} \left( e^{ix^p} x^{q-p} dx \right) = \frac{1}{ip} \left\{ \left[ e^{ix^p} x^{q-p} \right]_1^\infty - (q-p) \int_1^\infty e^{ix^p} x^{q-p-1} dx \right\}.
\]
Here since $|e^{ix^p} x^{q-p}| \to 0$ as $x \to \infty$ and $\int_0^\infty e^{ix^p} x^{q-p-1} dx$ is absolutely convergent, the following integral is also absolutely convergent, and the following holds:
\[
\int_1^\infty e^{ix^p} x^{q-1} dx = \frac{1}{ip} \left\{ -e^i - (q-p) \int_1^\infty e^{ix^p} x^{q-p-1} dx \right\}.
\]
(this equality will be used at (5.8) in the proof of Theorem 5.2 (i)).

Therefore the following integral is also absolutely convergent, and by (5.2), (5.3), (5.4), and change of variables $s = -t^{1/p}$, the following holds:
\[
I_{p,q} : = \int_0^\infty e^{ix^p} x^{q-1} dx = \lim_{R \to \infty} \int_{C_1 \{ 1 \} \{ 0 \}} e^{iz^p} z^{q-1} dz = -\lim_{R \to \infty} \int_{R \to 0} e^{i(t^p e^{iz^p})} (t^p e^{iz^p})^{-1} (e^{iz^p} dz)
\]
\[
= -\lim_{R \to \infty} \int_{R \to 0} e^{i(t^p e^{iz^p})} (t^p e^{iz^p})^{-1} (e^{iz^p} dz) = e^{-1} e^{i \pi \frac{q}{p}} \int_0^\infty e^{-t^{\frac{q}{p}}} dt = p^{-1} e^{i \pi \frac{q}{p}} r \left( \frac{q}{p} \right).
\]

When $q \geq 0$, we can make a sense of $I_{p,q}$ as an oscillatory integral. By Lemma 4.1, Theorem 4.2 in §14 and Lemma 5.1 we obtain the following theorem:

**Theorem 5.2** ([13], [20], [22]). Assume that $p, q \in \mathbb{C}$.

(i) If $p > 0$ and $q > 0$, then
\[
\tilde{I}_{p,q}^\pm : = \int_0^\infty e^{\pm ix^p} x^{q-1} dx = p^{-1} e^{\pm i \pi \frac{q}{p}} r \left( \frac{q}{p} \right).
\]

(ii) The $\tilde{I}_{p,q}^\pm$ can be extended non-zero meromorphic on $\mathbb{C}$ with poles of order 1 at $q = -nj$ for $j \in \mathbb{N}$ as to $q$ for each $p \in \mathbb{C} \setminus \{0\}$, and meromorphic on $\mathbb{C} \setminus \{0\}$ with poles of order 1 at $p = -q/j$ for $j \in \mathbb{N}$ as to $p$ for each $q \in \mathbb{C}$.

We call $\tilde{I}_{p,q}$ “generalized Fresnel integrals.”

**Proof.** Since the lower side of the double sign $\pm$’s can be obtained as the conjugate of the upper one, we shall show the upper one. Since $a \equiv 1 \in \mathbb{A}_c^\infty(\mathbb{R})$ with $\tau \geq 0$, we can use Theorem 4.2 in §14 when $\lambda = 1, k = 0$.

(i) Suppose $p > 0$ and $q > 0$. By Theorem 4.2 (iv) in §14 there exists the oscillatory integral:
\[
\tilde{I}_{p,q}^+ := \tilde{I}_{p,q}^+[1](1) : = Os- \int_0^\infty e^{ix^p} x^{q-1} dx = \lim_{\varepsilon \to 0} \int_0^\infty e^{ix^p} x^{q-1} \chi_\varepsilon(x)dx,
\]
where $\chi \in \mathcal{S}(\mathbb{R})$ with $\chi(0) = 1$ and $\chi\varepsilon(x) := \chi(\varepsilon x)$ for $x \in \mathbb{R}$ and $0 < \varepsilon < 1$. 


When \( p > q \), put \( f(x) = e^{ix^p}x^{-1}\chi(x) \). Since \( f \in L^1(0,1) \) independent of \( 0 < \varepsilon < 1 \), by using Lebesgue’s dominated convergence theorem with Proposition 3.1 (i) in §3 we have

\[
O_\varepsilon \int_0^1 e^{ix^p}x^{-1}dx = \int_0^1 e^{ix^p}x^{-1}dx.
\]

Since \( f(x) = O(x^\beta) \) \( (x \to \infty) \) with \( \beta = q - 1 - m \) for any \( m \in \mathbb{Z}_{\geq 0} \), taking \( m \) such that \( \beta < -1 \), then \( \int_1^\infty f(x)dx \) is absolutely convergent. Thus by integration by parts, we have

\[
\int_1^\infty e^{ix^p}x^{-1}\chi(x)dx = \lim_{v \to \infty} \int_1^v \frac{1}{ip} \frac{d}{dx}(e^{ix^p})x^{q-p}\chi(x)dx
\]

\[
= \lim_{v \to \infty} \frac{1}{ip} \left\{ \chi(v) - (q-p) \int_1^v e^{ix^p}x^{q-p-1}\chi(x)dx - \int_1^v e^{ix^p}x^{q-p}\chi'(x)dx \right\}.
\]

Put \( g_j(x) = e^{ix^p}x^{q-p-1+j}\chi_j(x) \) for \( j = 0, 1 \). Since \( g_j(x) = O(x^{\beta'}) \) \( (x \to \infty) \) with \( \beta' = q-p-1 + j - m \) for any \( m \in \mathbb{Z}_{\geq 0} \), taking \( m \) such that \( \beta' < -1 \), then \( \int_1^\infty g_j(x)dx \) is absolutely convergent, and \( |e^{ix^p}x^{q-p}\chi(x)| \to 0 \) as \( x \to \infty \). Hence

\[
\int_1^\infty e^{ix^p}x^{q-1}\chi(x)dx
\]

\[
= \frac{1}{ip} \left\{ -e^{i} \chi(1) - (q-p) \int_1^\infty e^{ix^p}x^{q-p-1}\chi(x)dx - \int_1^\infty e^{ix^p}x^{q-p}\chi'(x)dx \right\}.
\]

By Proposition 3.1 (ii) in §3 there exists \( C_j \) independent of \( 0 < \varepsilon < 1 \) such that for any \( x \in [1, \infty) \),

\[
|g_j(x)| \leq |x|^{q-p-1+j}C_j|x|^{-j} \leq C_j|x|^{q-p-1} =: M_j(x).
\]

Since \( \int_1^\infty M_j(x)dx \) is absolutely convergent independent of \( \chi \), by using Lebesgue’s dominated convergence theorem with Proposition 3.1 (i) and (iii) in §3 there exists the following oscillatory integral, and by \( \text{[5.8]} \), the following holds:

\[
O_\varepsilon \int_1^\infty e^{ix^p}x^{-1}dx = \frac{1}{ip} \left\{ e^i - (q-p) \int_1^\infty e^{ix^p}x^{q-p-1}dx \right\} = \int_1^\infty e^{ix^p}x^{q-1}dx.
\]

Therefore by \( \text{[5.7]}, \text{[5.8]} \) and \( \text{[5.1]} \),

\[
\tilde{I}_{p,q}^+ := O_\varepsilon \int_0^\infty e^{ix^p}x^{-1}dx = \int_0^\infty e^{ix^p}x^{q-1}dx =: I_{p,q}^+ = p^{-1}e^{i\frac{\pi}{4}p} \Gamma \left( \frac{q}{p} \right).
\]

When \( q = p \), by integration by parts,

\[
\tilde{I}_{p,p}^+ = \lim_{\varepsilon \to +0} \lim_{u \to +\infty} \frac{1}{ip} \int_0^v e^{ix^p}x^{p-1}\chi(x)dx = \lim_{\varepsilon \to +0} \lim_{u \to +\infty} \frac{1}{ip} \int_u^v e^{ix^p}x^{p-1}\chi(x)dx
\]

\[
= \lim_{\varepsilon \to +0} \frac{1}{ip} \left\{ \left[ e^{ix^p}\chi(x) \right]^v_u - \int_u^v e^{ix^p}\chi'(x)dx \right\}.
\]
Here since $\chi_\varepsilon \in \mathcal{S}(\mathbb{R})$ for $0 < \varepsilon < 1$, $\int_0^\infty e^{ixp} \chi'_\varepsilon(x) dx$ is absolutely convergent and $|e^{ixp} \chi'_\varepsilon(x)| \to 0$ as $x \to \infty$. Hence by Theorem 4.2 (iii) in §4

$$\tag{5.10} \tilde{I}_{p,p}^+ = \lim_{\varepsilon \to +0} \frac{1}{4p} \left( -1 - \int_0^\infty e^{ixp} \chi'_\varepsilon(x) dx \right) \Rightarrow \frac{i}{p} = e^{-\frac{i\pi}{4}} \Gamma \left( \frac{p}{p} \right).$$

When $q > p$, let $l_0 = \lfloor q/p \rfloor$. Then $0 < q - pl_0 \leq p$. By Lemma 4.4 (iv) and (i), Theorem 4.2 (iii) and (4.4) in §4

$$\tilde{I}_{p,q}^+ = \lim_{\varepsilon \to +0} \int_0^\infty e^{ixp} x^{q-1} \chi_\varepsilon(x) dx = \lim_{\varepsilon \to +0} \int_0^\infty e^{ixp} I^{sl_0} (x^{q-1} \chi_\varepsilon(x)) dx$$

$$= \left( \frac{i}{p} \right) l_0 C_{l_0,0} \lim_{\varepsilon \to +0} \int_0^\infty e^{ixp} x^{q-1} \chi_\varepsilon(x) dx$$

$$\left( \frac{i}{p} \right) l_0 \prod_{s=1}^l (q - ps) \tilde{I}_{p,q - pl_0}^+ = e^{\frac{i\pi}{2} l_0} \prod_{s=1}^l \left( \frac{q}{p} - s \right) \tilde{I}_{p,q - pl_0}^+.$$

When $q - pl_0 = p$, that is, $q = pl_0 + 1$, then by (5.11) with (5.10),

$$\tilde{I}_{p,q}^+ = \tilde{I}_{p,p(l_0 + 1)}^+ = e^{\frac{i\pi}{2} l_0} \prod_{s=1}^l \left( (l_0 + 1) - s \right) \tilde{I}_{p,p}^+ = e^{\frac{i\pi}{2} l_0} \frac{i}{p}$$

$$= p^{-1} e^{-\frac{i\pi}{p}} \Gamma \left( \frac{p}{p} \right).$$

When $q - pl_0 < p$, then by (5.11) with (4.3),

$$\tilde{I}_{p,q}^+ = e^{\frac{i\pi}{2} l_0} \prod_{s=1}^l \left( \frac{q}{p} - s \right) p^{-1} e^{-\frac{i\pi}{4}} \Gamma \left( \frac{p - pl_0}{p} \right)$$

$$= p^{-1} e^{\frac{i\pi}{2} l_0} e^{\frac{i\pi}{4} \left( \frac{q}{p} - l_0 \right)} \prod_{s=1}^l \left( \frac{q}{p} - s \right) \Gamma \left( \frac{q}{p} - l_0 \right) = p^{-1} e^{-\frac{i\pi}{4}} \Gamma \left( \frac{q}{p} \right).$$

(ii) The function $e^{\pm i\frac{\pi}{4}}$ are non-zero holomorphic on $\mathbb{C}$. The Gamma function $\Gamma(z)$ can be extended non-zero meromorphic on $\mathbb{C}$ with poles of order 1 at $z = -j$ for $j \in \mathbb{N}$ by analytic continuation. The function $f(q) = q/p$ is holomorphic on $\mathbb{C}$ for each $p \in \mathbb{C} \setminus \{0\}$. The function $g(p) = q/p$ is holomorphic on $\mathbb{C} \setminus \{0\}$ for each $q \in \mathbb{C}$. Therefore $\tilde{I}_{p,q}^+ = p^{-1} e^{i\frac{\pi}{4} f(q)} \Gamma(f(q))$ can be extended non-zero meromorphic on $\mathbb{C}$ with poles of order 1 at $q = -pj$ for $j \in \mathbb{N}$ as to $q$ for each $p \in \mathbb{C} \setminus \{0\}$, and $\tilde{I}_{p,q}^+ = p^{-1} e^{i\frac{\pi}{4} g(p)} \Gamma(g(p))$ can be extended meromorphic on $\mathbb{C} \setminus \{0\}$ with poles of order 1 at $p = -q/j$ for $j \in \mathbb{N}$ as to $p$ for each $q \in \mathbb{C}$.

Using the theorem above, we can extend the Euler Beta function as follows.

**Proposition 5.3 (20 22).** Assume that $p_j > 0$ and $q_j \in \mathbb{C} \setminus \{-p_j N\}$ for $j = 1, 2, 3$. Let

$$\hat{B}^\pm(p_1,p_2,p_3,q_1,q_2,q_3) := e^{\mp i\frac{\pi}{4} \left( \frac{q_1}{p_1} + \frac{q_2}{p_2} \right)} \frac{p_1 p_2}{p_3} \frac{\tilde{I}_{p_3,q_3}^+}{\tilde{I}_{p_2,q_2}^+} \frac{\tilde{I}_{p_1,q_1}^+}{\tilde{I}_{p_1,q_1}^+}.$$
Then
\[ B^\pm(1,1,q_1,q_2,q_1+q_2) = B(q_1,q_2), \]
where \( B(x,y) \) is the Euler Beta function, \( \tilde{I}_{p_1,q_1}^\pm, \tilde{I}_{p_2,q_2}^\pm \) and \( \tilde{I}_{p_3,q_3}^\pm \) are generalized Fresnel integrals defined by (6.6).

Proof. If \( p_j = 1 \) for \( j = 1,2,3 \), since \( q_1 + q_2 \in \mathbb{C} \setminus \{-N\} \), by Theorem 4(ii),
\[
\tilde{B}^\pm(1,1,q_1,q_2,q_1+q_2) = \frac{\tilde{I}_{1,q_1}^\pm(1,q_2)}{I_{1,q_1+q_2}} = \frac{\Gamma(q_1)\Gamma(q_2)}{\Gamma(q_1+q_2)} = B(q_1,q_2).
\]

6. Applications to asymptotic expansions

In this section, we consider applications of generalized Fresnel integrals to asymptotic expansions of oscillatory integrals, which give extension of the method of stationary phase.

By Theorem 4 and Corollary 5 in §4 with Theorem 5(ii) in §5 we obtain the following theorem:

**Theorem 6.1** ([20, 22]). Assume that \( \lambda > 0 \) and \( a \in A^r_\lambda(\mathbb{R}) \). Let \( \varphi \in C^\infty_0(\mathbb{R}) \) be a cut-off function such that \( \varphi \equiv 1 \) on \( |x| \leq r_0 \) with \( r_0 \geq 1 \) and \( \varphi \equiv 0 \) on \( |x| \geq r_1 > r_0 \), and \( \psi := 1 - \varphi \). Then the following hold:

(i) If \( p > 0 \), then for any \( N \in \mathbb{N} \),

\[
\tilde{I}_{p,1}^\pm[a](\lambda) := Os \int_0^\infty e^{\pm i\lambda x^p}a(x)dx = \sum_{k=0}^{N-1} \tilde{I}_{p,k+1}^\pm(a)^{k}(0)k! \lambda^\frac{k-1}{p} + R_{p,N}^\pm(\lambda)
\]

with

\[
R_{p,N}^\pm(\lambda) = \sum_{k=N}^{N+|p|-1} \tilde{I}_{p,k+1}^\pm(a)^{k}(0)k! \lambda^\frac{k-1}{p} + \tilde{I}_{p,N+|p|+1}[\tilde{a}](\lambda) + \tilde{I}_{p,1}[\tilde{a}](\lambda)
\]

and

\[
\tilde{a}(x) := \frac{1}{(N+|p|+1)!} \int_0^1 (1-\theta)^N\varphi(\theta x)\varphi'(\theta x) \theta^{N+|p|-1} d\theta.
\]

Then there exists a positive constant \( M_{p,N} \) such that for any \( \lambda \geq 1 \),

\[
|R_{p,N}^\pm(\lambda)| \leq M_{p,N} \lambda^{-\frac{N+1-|p|-|a|}{p}}.
\]

(ii) If \( m \in \mathbb{N} \), then for any \( N \in \mathbb{N} \),

\[
\tilde{J}_{m,1}^\pm[a](\lambda) := Os \int_{-\infty}^\infty e^{\pm i\lambda x^m}a(x)dx = \sum_{k=0}^{N-1} e_{m,k}^\pm(a)^{k}(0)k! \lambda^\frac{k-1}{p} + \tilde{R}_{m,N}^\pm(\lambda)
\]

where \( e_{m,k}^\pm(a) := \int_0^\infty e^{\pm i\lambda x^m} \varphi(x)dx \).
with
\begin{equation}
\tilde{R}^+_{m,N}(\lambda) = \sum_{k=N}^{N+m-1} c_{m,k}^+ \frac{a^{(k)}(0)}{k!} \lambda^{-\frac{k+1}{p}} + \tilde{J}^+_{m,N+m}[\tilde{a}](\lambda) + \tilde{J}^+_{m,1}[\tilde{a}](\lambda)
\end{equation}
and
\begin{equation}
c_{m,k}^+ := \tilde{I}^+_{m,k+1} + (-1)^{k} \tilde{I}^+_{m,k+1} \tilde{m},
\end{equation}
where
\begin{equation}
\tilde{I}^+_{m,k+1} := \text{Os} - \int_0^{\infty} e^{\pm(-1)^{m}iy} y^k dy = m^{-1} e^{\pm(-1)^{m}i\frac{k+1}{y}} \Gamma(\frac{k+1}{m}).
\end{equation}

And then there exists a positive constant \( \tilde{M}_{m,N} \) such that for any \( \lambda \geq 1 \),
\begin{equation}
|\tilde{R}^+_{m,N}(\lambda)| \leq \tilde{M}_{m,N} \lambda^{-\frac{N}{p}}.
\end{equation}

**Proof.** (i) Suppose \( p > 0 \). By Theorem 4.2 (iv) in \( \S \) there exist oscillatory integrals \( \tilde{I}^+_{p,1}[a](\lambda), \tilde{I}^+_{p,1}[a\varphi](\lambda), \tilde{I}^+_{p,1}[a\psi](\lambda) \) with
\begin{equation}
\tilde{I}^+_{p,1}[a](\lambda) = \tilde{I}^+_{p,1}[a\varphi](\lambda) + \tilde{I}^+_{p,1}[a\psi](\lambda).
\end{equation}

As to \( \tilde{I}^+_{p,1}[a\varphi](\lambda) \) in (6.11), applying Taylor’s formula to \( a(x)\varphi(x) \) at \( x = 0 \), we have
\begin{equation}
\tilde{I}^+_{p,1}[a\varphi](\lambda) = \text{Os} - \int_0^{\infty} e^{\pm i\lambda x^p} \left( \sum_{k=0}^{N+p-1} \frac{a^{(k)}(0)}{k!} x^k + x^{N+p}\tilde{\alpha}(x) \right) dx,
\end{equation}
where \( \tilde{\alpha}(x) \) is defined by (6.3). Since \( a\varphi \in C_0^\infty(\mathbb{R}) \) in (6.3) with (3.3), \( \tilde{\alpha} \in C_0^\infty(\mathbb{R}) \subset \mathcal{A}_0^\infty(\mathbb{R}) \). Hence by Theorem 4.2 (iv) in \( \S \) there exist oscillatory integrals \( \tilde{I}^+_{p,k+1}[1](\lambda) \) for \( k = 0, \ldots, N + [p] - 1 \) and \( \tilde{I}^+_{p,N+[p]+1}[\tilde{a}](\lambda) \) with
\begin{equation}
\tilde{I}^+_{p,1}[a\varphi](\lambda) = \sum_{k=0}^{N+p-1} \frac{a^{(k)}(0)}{k!} \text{Os} - \int_0^{\infty} e^{\pm i\lambda x^p} x^k dx + \tilde{I}^+_{p,N+[p]+1}[\tilde{a}](\lambda).
\end{equation}

Changing of variable \( x = \lambda^{-1/p} y \) with Theorem 5.2 (i) in \( \S \) leads to
\begin{equation}
\tilde{I}^+_{p,1}[a\varphi](\lambda) = \sum_{k=0}^{N+p-1} \tilde{I}^+_{p,k+1}[a\varphi](\lambda) = \tilde{I}^+_{p,N+[p]+1}[\tilde{a}](\lambda),
\end{equation}
where \( \tilde{I}^+_{p,k+1} \) is defined by (6.4).

As to \( \tilde{I}^+_{p,N+[p]+1}[\tilde{a}](\lambda) \) in (6.12), since \( N + [p] + 1 > p \), by Theorem 4.2 (v) in \( \S \) for any \( \lambda \geq 1 \),
\begin{equation}
|\tilde{I}^+_{p,N+[p]+1}[\tilde{a}](\lambda)| \leq C_{p,N+[p]+1} \tilde{\alpha}(\lambda) \lambda^{-\frac{N+1-(p-[p])}{p}},
\end{equation}
where \( C_{p,N+[p]+1} \) is a positive constant, \( l_0 := [(N + [p] + 1)/p] \) and \( l_{p,N+[p]+1} := [(N + [p] + 1 + r)\gamma/(p - 1 - \delta)] + 1 \).

By (6.13), any term in (6.12) where the order of \( \lambda \) is less than or equal to \(-N+1-(p-[p]) \) can be turned into the remainder term. In fact, since \( |p| \leq p < |p| + 1 \), for any \( \lambda \geq 1 \),
\begin{equation}
\lambda^{-\frac{N+1}{p}} \leq \lambda^{-\frac{N+1-(p-[p])}{p}} < \lambda^{-\frac{N}{p}}.
\end{equation}
As to \( \hat{I}_{p, l}^\pm (\omega) (\lambda) \) in \((6.11)\), by Theorem 4.2 (ii) in \([10]\) for each \( l \in \mathbb{N} \) such that \( l \geq l_{p, 1} \), there exists a positive constant \( \hat{C}_l^{(0)} \) such that for any \( \lambda > 0 \),

\[
|\hat{I}_{p, l}^\pm (\omega) (\lambda)| \leq \hat{C}_l^{(0)} |a|_l^{(r)} \lambda^{-l},
\]

where \( l_{p, 1} := \lfloor (1 + \tau) / (p - 1 - \delta) \rfloor + 1. \)

Therefore taking \( l \) such that \( l \geq \max\{l_{p, 1}, N + 1 - \lfloor p |p| \rfloor\} \) and defining \( R_{p, N}^\pm (\lambda) \) by \((6.2)\), according to \((6.11)\), \((6.12)\), \((6.13)\), \((6.14)\) and \((6.15)\), for any \( N \in \mathbb{N} \), we obtain \((6.1)\) and \((6.5)\).

(ii) If \( m \in \mathbb{N} \), by \((4.30)\) in \([4]\) and (i), for any \( N \in \mathbb{N} \), we have

\[
\begin{align*}
O_N \int_{-\infty}^{0} e^{i \lambda x^m} a(x) dx &= O_N \int_{0}^{\infty} e^{-i \lambda y^m} a(-y) dy \\
&= \sum_{k=0}^{N-1} (-1)^k \hat{I}_{m, k+1}^{\pm m} \frac{a^{(k)}(0)}{k!} \lambda^{-\frac{k+1}{m}} + R_{m, N}^{\pm m} (\lambda)
\end{align*}
\]

with

\[
R_{m, N}^{\pm m} (\lambda) = O_N \int_{-\infty}^{0} e^{i \lambda x^m} a(x) \psi(x) dx + \sum_{k=N}^{N+m-1} (-1)^k \hat{I}_{m, k+1}^{\pm m} \frac{a^{(k)}(0)}{k!} \lambda^{-\frac{k+1}{m}}
\]

\[
+ O_N \int_{-\infty}^{0} e^{i \lambda x^m} \frac{2^N+1}{(N + m - 1)!} \int_{0}^{1} (1 - \theta)^{N+m-1} (a_x)(N+m)(\theta x) d\theta dx,
\]

where \( \hat{I}_{m, k+1}^{\pm m} \) are defined by \((6.2)\) and (i). Therefore there exists a positive constant \( M_{m, N} \) such that for any \( \lambda \geq 1 \),

\[
|\hat{R}_{m, N}^{\pm m} (\lambda)| \leq M_{m, N} \lambda^{-\frac{N+1}{m}}.
\]

Therefore plugging \((6.10)\), \((6.17)\), \((6.18)\) into \((6.1)\), \((6.2)\), \((6.5)\) when \( p = m \), by \((4.31)\), we obtain \((6.6)\) and \((6.10)\).

The \((6.6)\) with \((6.7)\) and \((6.10)\) deduces the equations corresponding to \((7.7.30)\) and \((7.7.31)\) in \([10]\).

**Corollary 6.2** \((22)\). Let \( a \in \mathcal{A}_0^\infty (\mathbb{R}) \). Then the following hold:

(i) If \( m = 2l - 1 \) for \( l \in \mathbb{N} \), then for any \( N \in \mathbb{N} \),

\[
O_N \int_{-\infty}^{\infty} e^{\pm i x^{2l-1}} a(x) dx = \sum_{k=0}^{N-1} \left\{ \cos \frac{\pi (2k+1)}{2 (2l-1)} \Gamma \left( \frac{2k+1}{2l-1} \right) \frac{a^{(2k)}(0)}{(2k)!} \lambda^{-\frac{2k+1}{2l-1}} + \frac{i \sin \frac{\pi (2k+2)}{2 (2l-1)} \Gamma \left( \frac{2k+2}{2l-1} \right) a^{(2k+1)}(0)}{(2k+1)!} \lambda^{-\frac{2k+1}{2l-1}} \right\} + O \left( \lambda^{-\frac{N+1}{m}} \right)
\]

as \( \lambda \to \infty \).

(ii) If \( m = 2l \) for \( l \in \mathbb{N} \), then for any \( N \in \mathbb{N} \),

\[
O_N \int_{-\infty}^{\infty} e^{\pm i x^{2l}} a(x) dx = \frac{1}{l} \sum_{k=0}^{N-1} e^{\pm i \frac{2k+1}{2l}} \Gamma \left( \frac{2k+1}{2l} \right) \frac{a^{(2k)}(0)}{(2k)!} \lambda^{-\frac{2k+1}{2l}} + O \left( \lambda^{-\frac{N+1}{m}} \right)
\]

as \( \lambda \to \infty \).
Proof. (i) By (6.6), (6.7) and (6.8), for any $N \in \mathbb{N}$, we have

$$\text{Osc} \int_{-\infty}^{\infty} e^{\pm i\lambda x^{2l-1}} a(x) dx = \sum_{j=0}^{N} c_{2l-1,j}^{\pm} f^{(j)}(0) \lambda^{-\frac{j+1}{2l-1}} + O\left(\lambda^{-\frac{N+1}{2l-1}}\right)$$

as $\lambda \to \infty$, with

$$c_{2l-1,j}^{\pm} = (2l-1)^{-1} \left\{ e^{\pm i\frac{\pi j}{2l-1}} + (-1)^j e^{\mp i\frac{\pi j}{2l-1}} \right\} \Gamma\left(\frac{j+1}{2l-1}\right)$$

$$= \begin{cases} \frac{2}{2l-1} \cos \frac{\pi (2k+1)}{2l-1} \Gamma\left(\frac{2k+1}{2l-1}\right), & \text{if } j = 2k, \\ \frac{\pm 2i}{2l-1} \sin \frac{\pi (2k+2)}{2l-1} \Gamma\left(\frac{2k+2}{2l-1}\right), & \text{if } j = 2k+1, \end{cases}$$

for $k \in \mathbb{Z}_{\geq 0}$. Here we used $e^{\pm i\theta} + e^{\mp i\theta} = 2 \cos \theta$ and $e^{\pm i\theta} - e^{\mp i\theta} = \pm 2i \sin \theta$ for $\theta \in \mathbb{R}$. Hence we obtain (6.19).

(ii) By (6.6), (6.7) and (6.8), for any $N \in \mathbb{N}$, we have

$$\text{Osc} \int_{-\infty}^{\infty} e^{\pm i\lambda x^2} a(x) dx = \sum_{j=0}^{(2N-1)-1} c_{2l,j}^{\pm} f^{(j)}(0) \lambda^{-\frac{j+1}{2l}} + O\left(\lambda^{-\frac{N+1}{2l}}\right)$$

as $\lambda \to \infty$, with

$$c_{2l,j}^{\pm} := \tilde{I}_{2l,j+1}^{\pm} + (-1)^j \tilde{I}_{2l,j+1}^{\pm} = \begin{cases} 2\tilde{I}_{2l,2k+1}^{\pm}, & \text{if } j = 2k, \\ 0, & \text{if } j = 2k+1, \end{cases}$$

for $k \in \mathbb{Z}_{\geq 0}$. Hence we obtain (6.20).

When $l = 1$, Corollary 6.2 (i) and (ii) are equivalent to the property that the Fourier transform of $a(x)$ is of $O(\lambda^{-N})$ $(\lambda \to \infty)$ for any $N \in \mathbb{N}$ in $\mathcal{S}(\mathbb{R})$ and the method of stationary phase in one variable respectively. Therefore Theorem 6.1 (ii) can be considered to give the unified formula including the Fourier transform and the method of stationary phase in one variable.

By using Theorem 6.1, we obtain the following results:

**Theorem 6.3** ([13, 19]). Assume that $p > 0$. Let $\{a_j\}_{j \in \mathbb{N}}$ be a sequence of real numbers such that $l_0 := \sup_{j \in \mathbb{N}} |a_j|^{1/j} < \infty$. Then

$$f(x) := x \left(1 + \sum_{j=1}^{\infty} a_j x^j\right)^{1/p}$$

can be defined for $|x| < R_0 := (2l_0)^{-1}$ where $R_0 = \infty$ if $l_0 = 0$, and there exists a connected open neighborhood $U$ of the origin in $\mathbb{R}$ such that $U \subset (-R_0, R_0)$ and a diffeomorphism $x = \Phi(y)$ of class $C^\infty$ for $x, y \in U$ such that $f(x) = y$, $\Phi(U \cap [0, \infty)) = U \cap [0, \infty)$ and $\Phi(U \cap (-\infty, 0)) = U \cap (-\infty, 0)$, and for any $a \in C^\infty_0(\mathbb{R})$ such that $\text{supp} \ a \subset U$, the following hold:

(i) For any $N \in \mathbb{N}$,

$$\int_0^\infty e^{\pm i\lambda x^p} \left(1 + \sum_{j=1}^{\infty} a_j x^j\right) a(x) dx$$

$$= \sum_{k=0}^{N-1} \frac{\tilde{I}_{p,k+1}^{\pm}}{k!} \left(\frac{d}{dy}\right)^{k} \left|_{y=0} a(\Phi(y)) \frac{d\Phi}{dy}(y)\right\} \lambda^{-\frac{k+1}{p}} + O\left(\lambda^{-\frac{N+1}{p}}\right)$$

(6.22)
as $\lambda \to \infty$, where $\tilde{f}^{\pm}_{m,k+1}$ are defined by (6.4).

(ii) If $m \in \mathbb{N}$, then for any $N \in \mathbb{N}$,

$$\int_{-\infty}^{\infty} e^{\pm i\lambda x^m(1+\sum_{j=1}^{\infty} a_j x^j)} a(x) dx$$

(6.23)

$$= \sum_{k=0}^{N-1} \frac{c_{m,k}}{k!} \left( \frac{d}{dy} \right)^k \left|_{y=0} \right. \left\{ a(\Phi(y)) \frac{d\Phi}{dy}(y) \right\} \lambda^{-\frac{k}{m}+O\left(\lambda^{-\frac{N+1}{m}}\right)}$$

as $\lambda \to \infty$, with

(6.24)

$$c_{m,k}^\pm = \tilde{f}^{\pm}_{m,k+1} - (-1)^k \tilde{f}^{\pm}_{m,k+1},$$

where $\tilde{f}^{\pm}_{m,k+1}$ are defined by (6.9).

Proof. (i) Since $l := \lim \sup_{j \to \infty} |a_j|^{1/j} \leq \sup_{j \in \mathbb{N}} |a_j|^{1/j} =: l_0 < \infty$, by Cauchy-Hadamard’s formula, the radius of convergence of the power series $\sum_{j=1}^{\infty} a_j x^j$ is $R := 1/l > 0$ where $R = \infty$ if $l = 0$. Moreover if $|x| < R_0 := (2l_0)^{-1} \leq (2l)^{-1} < R$, then

$$\sum_{j=1}^{\infty} |a_j| x^j \leq \sum_{j=1}^{\infty} |a_j| \left( \frac{2\sup_{j \in \mathbb{N}} |a_j|^{1/j}}{1} \right)^j \leq \sum_{j=1}^{\infty} 2^{-j} = 1.$$ 

Hence if $|x| < R_0$, since $1 + \sum_{j=1}^{\infty} a_j x^j > 0$, then (6.21) can be defined for $x \in (-R_0, R_0)$. Since $f$ is a function of class $C^\infty$ on $(-R_0, R_0)$ with $f(0) = 0$ and $f'(0) = 1$, there exists a connected open neighborhood $U$ of the origin in $\mathbb{R}$ such that $U \subset (-R_0, R_0)$ and a diffeomorphism $x = \Phi(y)$ of class $C^\infty$ for $y \in U$ such that $f(x) = \Phi(U \cap [0, \infty)) = U \cap [0, \infty)$ and $\Phi(U \cap (-\infty, 0)) = U \cap (-\infty, 0)$, and for any $a \in C^\infty_0(\mathbb{R})$ such that $\sup \{ a \subset U \}$, the following improper integral is absolutely convergent, and by change of variable $x = \Phi(y)$ on $U$, since $x^m(1 + \sum_{j=1}^{\infty} a_j x^j) = (f(x))^p = y^p$, then the following holds:

$$\int_0^{\infty} e^{\pm i\lambda x^m(1+\sum_{j=1}^{\infty} a_j x^j)} a(x) dx = \int_0^{\infty} e^{\pm i\lambda y^p} a(\Phi(y)) \frac{d\Phi}{dy}(y) dy.$$ 

Here since $a(\Phi(y)) \frac{d\Phi}{dy}(y)$ can be extend to a function in $C^\infty_0(\mathbb{R})$, by Theorem 4.2 in §4 and Theorem 6.14 (i), for any $N \in \mathbb{N}$, we obtain (6.22) as $\lambda \to \infty$.

(ii) If $m \in \mathbb{N}$, by (i), the following improper integral is absolutely convergent, and by change of variable $x = \Phi(y)$ on $U$ and $y = -u$, since $x^m(1 + \sum_{j=1}^{\infty} a_j x^j) = (f(x))^m = y^m = (-u)^m$, then the following holds:

$$\int_{-\infty}^{0} e^{\pm i\lambda x^m(1+\sum_{j=1}^{\infty} a_j x^j)} a(x) dx = -\int_{0}^{\infty} e^{\pm i\lambda (-u)^m} a(\Phi(-u)) \frac{d\Phi}{du}(-u) du.$$ 

Here since $a(\Phi(-u)) \frac{d\Phi}{du}(-u)$ can be extend to a function in $C^\infty_0(\mathbb{R})$, by Theorem 4.2 in §4 and (6.10) with (6.11), for any $N \in \mathbb{N}$,

$$\int_{-\infty}^{0} e^{\pm i\lambda x^m(1+\sum_{j=1}^{\infty} a_j x^j)} a(x) dx$$

(6.25)

$$= -\sum_{k=0}^{N-1} (-1)^k \tilde{f}^{\pm}_{m,k+1} \frac{k!}{k!} \left( \frac{d}{du} \right)^k \left|_{u=0} \right. \left\{ a(\Phi(-u)) \frac{d\Phi}{du}(-u) \right\} \lambda^{-\frac{k}{m}+O\left(\lambda^{-\frac{N+1}{m}}\right)}$$
as $\lambda \to \infty$. Therefore plugging (6.25) into (6.22) when $p = m$, for any $N \in \mathbb{N}$, we obtain (6.23) with (6.24) as $\lambda \to \infty$. □

In particular, when $a_j = 1/j!$, by using differential coefficients of all orders of Lambert W function $X = W(Y)$ at $Y = 0$, which is the multivalued inverse function of $Y = Xe^X$ with two branchs $X = W_0(Y)$ for $Y \geq -1/e$ and $X \geq -1$, and $X = W_1(Y)$ for $-1/e \leq Y < 0$ and $X \leq -1$ [3], then we can compute a term in the asymptotic expansion concretely as follows:

**Corollary 6.4**. Assume that $p > 0$. Let $X = W_0(Y)$ be the branch of Lambert W function for $Y \geq -1/e$ and $X \geq -1$, and $a \in C_0^\infty(\mathbb{R})$. Then the following hold:

(i) For any $N \in \mathbb{N}$,

$$
\int_{0}^{\infty} e^{\pm i\lambda x^pe^x} a(x)dx = \sum_{k=0}^{N-1} \left(\frac{d}{dy}\right)^k \left|_{y=0} \right. \left\{ a \left( pW_0 \left( \frac{y}{p} \right) \right) dW_0 \left( \frac{y}{p} \right) \right\} \lambda^{-\frac{k+1}{p}} + O(\lambda^{-\frac{N+1}{p}})
$$

as $\lambda \to \infty$, where $\tilde{f}_{p,k+1}$ are defined by (6.4).

(ii) If $m \in \mathbb{N}$, then for any $N \in \mathbb{N}$,

$$
\int_{-\infty}^{\infty} e^{\pm i\lambda x^m e^x} a(x)dx = \sum_{k=0}^{N-1} \frac{c_{m,k}}{k!} \left(\frac{d}{dy}\right)^k \left|_{y=0} \right. \left\{ a \left( mW_0 \left( \frac{y}{m} \right) \right) dW_0 \left( \frac{y}{m} \right) \right\} \lambda^{-\frac{k+1}{m}} + O(\lambda^{-\frac{N+1}{m}})
$$

as $\lambda \to \infty$, where $c_{m,k}$ are defined by (6.24).

**Proof.** If $a_j = 1/j!$, since $\sup_{j \in \mathbb{N}} |1/j!|^{1/j} = \sup_{j \in \mathbb{N}} \prod_{k=1}^{j} (1/k)^{1/j} \leq 1$, then (i), (ii) of Theorem 6.3 hold. Let $y = xe^{\frac{\Phi}{p}}$ for $x \in \mathbb{R}$, since $\frac{\Phi}{p} = (\frac{x}{p})e^{\frac{\Phi}{p}}$, then $\frac{x}{p} = W_0(\frac{y}{p})$ for $y \geq -p/e$ and $x \geq -p$. Hence $x = \Phi(y) = pW_0 \left( \frac{y}{p} \right)$ and $\frac{d\Phi}{dy}(y) = \frac{dW_0}{dy} \left( \frac{y}{p} \right)$. Therefore (i) and (ii) hold. □

Finally by using Theorem 6.3 for $a \in C_0^\infty(\mathbb{R}^n)$, we obtain asymptotic expansions of oscillatory integrals with degenerate phases including the types $A_k, E_6, E_8$ in multivariable.

**Theorem 6.5**. Let $a \in C_0^\infty(\mathbb{R}^n)$. Then the following hold:

(i) If $p := (p_1, \ldots, p_n) \in (0, \infty)^n$, then for any $N \in \mathbb{N}$,

$$
\int_{(0,\infty)^n} e^{i\lambda \sum_{j=1}^{n} \pm_j x_j^{p_j}} a(x)dx = \sum_{\alpha \in \Omega_p} \prod_{j=1}^{n} \tilde{f}_{p_j,\alpha_j+1} \frac{\partial^\alpha a(0)}{\alpha!} \lambda^{-\sum_{j=1}^{n} \frac{\alpha_j+1}{p_j}} + O(\lambda^{-\frac{N+1}{\max p_j}})
$$

as $\lambda \to \infty$, where $\pm_j$ represents “+” or “−” for each $j$.

(6.27) $\Omega_p^N := \left\{ \alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{Z}_{\geq 0}^n : \sum_{j=1}^{n} \frac{\alpha_j+1}{p_j} < \frac{N + 1 - \max(p_j - \lfloor p_j \rfloor)}{\max p_j} \right\}$
and

\begin{equation}
\tau_{p_j, \alpha_j, 1}^\pm := \text{Os} \int e^{\pm x \lambda_j^m} \, dx_j = p_j^{-1} e^{\pm x \lambda_j^m} \, dx_j = p_j^{-1} \int e^{\pm x \lambda_j^m} \, dx_j
\end{equation}

(6.28)

(ii) If \( m := (m_1, \ldots, m_n) \in \mathbb{N}^n \), then for any \( N \in \mathbb{N} \),

\begin{equation}
\int e^{\lambda_j \sum_{j=1}^n \pm x_j^m} \, d\mu_j = \frac{n}{\alpha} \left( \sum_{j=1}^n \alpha_j^{\pm 1} \right) = \frac{1}{\alpha} \sum_{j=1}^n \alpha_j^{\pm 1} \quad \text{as } \lambda \to \infty,
\end{equation}

where

\begin{equation}
\tau_{m_j, \alpha_j}^\pm := \int_{m_j, \alpha_j} e^{\pm x \lambda_j^m} \, d\mu_j = \int_{m_j, \alpha_j} e^{\pm x \lambda_j^m} \, dx_j = m_j^{-1} e^{\pm x \lambda_j^m} \, dx_j = m_j^{-1} \int \int e^{\pm x \lambda_j^m} \, dx_j.
\end{equation}

Proof. (i) Since \( a \in C_0^\infty(\mathbb{R}^n) \), there exists a positive constant \( r \) such that \( \text{supp } a \subset \prod_{j=1}^n [-r, r] \). Let \( \varphi_j(x_j) \in C_0^\infty(\mathbb{R}) \) be a cut-off function such that \( \varphi_j \equiv 1 \) on \( |x_j| \leq r_0 \) with \( r_0 \geq \max\{r, 1\} \) and \( \varphi_j \equiv 0 \) on \( |x_j| > r_1 > r_0 \), and \( \psi_j(x_j) := 1 - \varphi_j(x_j) \) for \( j = 1, \ldots, n \), and let

\begin{equation}
a_{1, \ldots, j-1}(x_j, \ldots, x_n) := \int a(x_k) \, dx_k \quad \text{for } x = (x_1, \ldots, x_n) \in \mathbb{R}^n \quad \text{and } j = 1, \ldots, n + 1, \quad \text{where}
\end{equation}

\begin{align}
a_{1, \ldots, j-1}(x_j, \ldots, x_n) &:= a(x), \quad \text{if } j = 1, \\
a_{1, \ldots, j-1}(x_j, \ldots, x_n) &:= \frac{\partial^m a(0)}{\alpha!}, \quad \text{if } j = n + 1.
\end{align}

Then since \( a(x) \psi_j(x_j) \equiv 0 \) for \( x_j \in \mathbb{R} \), by Theorem 6.1 (i), for any \( N \in \mathbb{N} \),

\begin{equation}
\int_0^\infty dx_j e^{\pm x \lambda_j^m} a_{1, \ldots, j-1}(x_j, \ldots, x_n)
\end{equation}

(6.30)

with

\begin{equation}
R_{p_j, N}(\lambda; x_{j+1}, \ldots, x_n) = \sum_{\alpha_j=0}^{N-1} \frac{N-1}{\alpha_j} \int e^{\pm x \lambda_j^m} a_{1, \ldots, j}(x_j, \ldots, x_n) + \int_0^\infty dx_j e^{\pm x \lambda_j^m} a_{1, \ldots, j}(x_j, \ldots, x_n)
\end{equation}

(6.31)

and

\begin{equation}
\tilde{a}_j(x_j, \ldots, x_n) := \frac{1}{(N + |p_j| - 1)!} \int_0^\infty dx_j e^{\pm x \lambda_j^m} a_{1, \ldots, j-1}(y_j, x_{j+1}, \ldots, x_n)
\end{equation}

(6.32)
for \( j = 1, \ldots, n \), where \( \tilde{I}^{l_j}_{p_j, a_j + 1} \) is defined by (6.28), and

\[
R^{\pm_j}_{p_j, \lambda}(\lambda; x_{j+1}, \ldots, x_n) := R^{\pm_n}_{p_n, \lambda}(\lambda), \quad \text{if } j = n, \\
\quad a_1, \ldots, j-1(y_{j+1}, \ldots, y_n) := a_1, \ldots, n-1(y_n), \quad \text{if } j = n.
\]

Similarly we have

\[
\tilde{R}^{\pm_j}_{p_j, \lambda}(\lambda; x_{j+1}, \ldots, x_n) := \tilde{R}^{\pm_n}_{p_n, \lambda}(\lambda), \quad \text{if } j = n, \\
\tilde{a}_1, \ldots, j-1(y_{j+1}, \ldots, y_n) := \tilde{a}_1, \ldots, n-1(y_n), \quad \text{if } j = n.
\]

Thanks to \( a \in C^0_0(\mathbb{R}^n) \), by (6.29), (6.32) and (6.33), since \( a_1, \ldots, j-1, \tilde{a}_j \in C^0_0(\mathbb{R}^{n-j-1}) \) and \( \tilde{R}^{\pm_j}_{p_j, \lambda} \in C^0_0(\mathbb{R}^{n-j}) \) as to \( (x_{j+1}, \ldots, x_n) \), then the given integral can be reduced to an iterated integral, which can be decomposed into a product of asymptotic expansions of the integrals of each variable using (6.30) with (6.31). In fact, for any \( N \in \mathbb{N} \), we have

\[
I_0^{(0)} := \int_{(0, \infty)^n} e^{i\lambda \sum_{j=1}^n \pm_j x_j} a(x) dx = \prod_{j=1}^n \int_0^\infty dx_j e^{\pm_j i\lambda x_j} a(x)
\]

\[
= \prod_{j=2}^n \int_0^\infty dx_j e^{\pm_j i\lambda x_j} \times \left( \sum_{\alpha_1=0}^{N-1} \tilde{I}_{p_1, \alpha_1+1, \lambda}^{\pm_1} \prod_{j=2}^n \int_0^\infty dx_j e^{\pm_j i\lambda x_j} a_1(x_2, \ldots, x_n) + R^{\pm_1}_{p_1, \lambda}(\lambda; x_2, \ldots, x_n) \right)
\]

\[
(6.33) \quad = I_0^{(1)} + I_1^{(1)}
\]

with

\[
I_0^{(1)} := \prod_{j=2}^n \int_0^\infty dx_j e^{\pm_j i\lambda x_j} R^{\pm_j}_{p_j, \lambda}(\lambda; x_2, \ldots, x_n),
\]

\[
I_1^{(1)} := \sum_{\alpha_1=0}^{N-1} \tilde{I}_{p_1, \alpha_1+1, \lambda}^{\pm_1} \prod_{j=2}^n \int_0^\infty dx_j e^{\pm_j i\lambda x_j} a_1(x_2, \ldots, x_n),
\]

Similarly we have

\[
I_0^{(2)} := \sum_{\alpha_1=0}^{N-1} \sum_{j=3}^{N-1} \tilde{I}_{p_j, \alpha_1+1, \lambda}^{\pm_j} \prod_{j=3}^n \int_0^\infty dx_j e^{\pm_j i\lambda x_j} \times \left( \sum_{\alpha_2=0}^{\alpha_1+2} \tilde{I}_{p_2, \alpha_2+1, \lambda}^{\pm_2} a_1, a_2(x_3, \ldots, x_n) + R^{\pm_2}_{p_2, \lambda}(\lambda; x_3, \ldots, x_n) \right)
\]

\[
= I_0^{(2)} + I_1^{(2)}
\]

with

\[
I_0^{(2)} := \sum_{\alpha_1=0}^{N-1} \sum_{j=3}^{N-1} \prod_{j=3}^n \int_0^\infty dx_j e^{\pm_j i\lambda x_j} a_1, a_2(x_3, \ldots, x_n),
\]

\[
I_1^{(2)} := \sum_{\alpha_1=0}^{N-1} \tilde{I}_{p_1, \alpha_1+1, \lambda}^{\pm_1} \prod_{j=3}^n \int_0^\infty dx_j e^{\pm_j i\lambda x_j} R^{\pm_2}_{p_2, \lambda}(\lambda; x_3, \ldots, x_n),
\]

Inductively we have

\[
I_0^{(0)} = I_0^{(n)} + \sum_{k=1}^{n-1} I_1^{(k)}
\]
with
\begin{align}
I_0^{(n)} = & \sum_{a_1=0}^{N-1} \cdots \sum_{a_n=0}^{N-1} \prod_{j=1}^n \tilde{f}_{\alpha_j,+1} \frac{\partial^n a(0)}{\alpha!} \lambda^{-\sum_{j=1}^n \frac{\alpha_j+1}{\alpha_j}}, \\
I_1^{(n)} = & \sum_{a_1=0}^{N-1} \cdots \sum_{a_{k-1}=0}^{N-1} \prod_{j=1}^{k-1} \tilde{f}_{\alpha_j,+1} \lambda^{-\sum_{j=1}^{k-1} \frac{\alpha_j+1}{\alpha_j}} F_k(\lambda),
\end{align}
and
\begin{equation}
F_k(\lambda) := \prod_{j=k+1}^n \int_0^\infty dx_j e^{\pm j \lambda x_j} R_{p_k,N}^\pm(\lambda; x_{k+1}, \ldots, x_n)
\end{equation}
for \(k = 1, \ldots, n\), where
\[
I_1^{(k)} := F_1(\lambda), \quad \text{if } k = 1, \quad F_k(\lambda) := R_{p_n,N}^\pm(\lambda), \quad \text{if } k = n.
\]

In order to estimate \(I_1^{(k)}\), we shall estimate \(F_k(\lambda)\).

Since \(a_1, \ldots, a_{k-1}, \tilde{a}_k \in C_0^\infty(\mathbb{R}^{n-k-1})\), from \(6.36\) with \(6.31\), we have
\begin{equation}
F_k(\lambda) = F_{k1}(\lambda) + F_{k2}(\lambda)
\end{equation}
with
\[
F_{k1}(\lambda) := \sum_{\alpha_k=N}^{N+|p_k|-1} \tilde{f}_{\alpha_k,+1} \lambda^{-\frac{\alpha_k+1}{\alpha_k}} \prod_{j=1}^n \int_0^\infty dx_j e^{\pm j \lambda x_j} a_1, \ldots, a_{k-1}(x_{k+1}, \ldots, x_n),
\]
\[
F_{k2}(\lambda) := \prod_{j=k+1}^n \int_0^\infty dx_j e^{\pm j \lambda x_j} \int_0^\infty dx_k e^{\pm j \lambda x_k} x_k^{N+|p_k|} \tilde{a}_k(x_k, \ldots, x_n).
\]

By interchanging integrals, \(F_{k2}(\lambda)\) can be expressed as the oscillatory integral
\[
F_{k2}(\lambda) = \int_0^\infty dx_k e^{\pm j \lambda x_k} x_k^{N+|p_k|} b_k(x_k) = \tilde{F}_{k1,N+|p_k|+1}(b_k)(\lambda),
\]
with
\[
b_k(x_k) := \prod_{j=k+1}^n \int_0^\infty dx_j e^{\pm j \lambda x_j} \tilde{a}_k(x_k, \ldots, x_n).
\]

Thanks to \(\tilde{a}_k \in C_0^\infty(\mathbb{R}^{n-k-1})\), since \(b_k \in C_0^\infty(\mathbb{R}) \subset A_\mathbb{R}(\mathbb{R})\), by Theorem 4.12 (v) in \(\S 4\) there exists a positive constant \(M_2^{(k)}\) such that for any \(\lambda \geq 1\),
\begin{equation}
|F_{k2}(\lambda)| \leq M_2^{(k)} \lambda^{-\frac{N+1-(p_k-|p_k|)}{p_k}}.
\end{equation}

On the other hands, since \(a_1, \ldots, a_k \in C_0^\infty(\mathbb{R}^{n-k})\), \(F_{k1}(\lambda)\) satisfies
\begin{equation}
|F_{k1}(\lambda)| \leq M_1^{(k)} \lambda^{-\frac{N+1}{p_k}}
\end{equation}
for \(\lambda \geq 1\), where \(M_1^{(k)}\) is a positive constant.

Combining \(6.37\) with \(6.38\) and \(6.39\) yields
\[
|F_k(\lambda)| \leq M_1^{(k)} \lambda^{-\frac{N+1}{p_k}} + M_2^{(k)} \lambda^{-\frac{N+1-(p_k-|p_k|)}{p_k}} \leq M^{(k)} \lambda^{-\frac{N+1-(p_k-|p_k|)}{p_k}}
\]
for $\lambda \geq 1$, where $M^{(k)} := \max_{h=1,2} M^{(k)}_h$. Moreover adding (6.34) leads to
\[|I^{(k)}_h| \leq C_k \lambda^{-\sum_{j=1}^{n-1} \frac{1}{p_j} M^{(k)}_h \lambda^{-\frac{N+1-(p_j-[p_j])}{p_k}}} \leq C_k M^{(k)}_h \lambda^{-\frac{N+1-(p_j-[p_j])}{p_k}} \]
for $\lambda \geq 1$, where $C_k$ is a positive constant. Thus we have
\[(6.40) \quad \sum_{k=1}^{n} |I^{(k)}_h| \leq \sum_{k=1}^{n} C_k M^{(k)}_h \lambda^{-\frac{N+1-(p_j-[p_j])}{p_k}} \leq M_{\alpha} \lambda^{-\frac{N+1-\max(p_j-[p_j])}{\max p_j}} \]
for $\lambda \geq 1$, where $M_{\alpha} := \max_{k=1,\ldots,n} C_k M^{(k)}_h$.

By (6.40), any term in (6.34) where the order of $\lambda$ is less than or equal to $-\sum_{j=1}^{n-1} \frac{1}{p_j} M^{(k)}_h \lambda^{-\frac{N+1-(p_j-[p_j])}{p_k}}$ can be turned into the remainder term. In fact, defining $\Omega^N_p$ by (6.27), if $\alpha = (\alpha_1, \ldots, \alpha_n) \in \Omega^N_p$, since
\[\frac{\alpha_j+1}{p_j} \leq \sum_{j=1}^{n} \frac{\alpha_j+1}{p_j} < \frac{N+1-\max(p_j-[p_j])}{\max p_j} \leq \frac{N+1}{p_j} \]
then
\[\alpha_j < N \quad \text{for} \quad j = 1, \ldots, n, \quad \text{and} \quad \lambda^{-\sum_{j=1}^{n} \frac{\alpha_j+1}{p_j}} > \lambda^{-\frac{N+1-\max(p_j-[p_j])}{\max p_j}} \quad \text{for} \quad \lambda \geq 1. \]
Therefore for any $N \in \mathbb{N}$, we obtain (6.26) as $\lambda \to \infty$.

(ii) If we replace the use of Theorem 6.1 (i) in the proof of (i) with Theorem 6.1 (ii), we can prove (ii). \hfill $\square$
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