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1 | INTRODUCTION

The discrete coagulation equation is an infinite set of ordinary differential equations for the dynamics of cluster growth that describes the mechanism allowing clusters to undergo coagulation as the only event. We restrict ourselves to binary coagulation, which means two clusters combine to form a bigger one. It is assumed that the clusters are fully identified by their size/volume (a positive integer). A cluster of size \( i \) (or \( i \)-cluster) is made of \( i \) identical elementary particles known as monomers. The discrete coagulation equation describes the evolution of the concentration \( \xi_i(t) \), \( i \in \mathbb{N}/\{0\} \) of clusters of size \( i \) (or \( i \)-mers) at time \( t \geq 0 \) and can be written as the nonlinear nonlocal equation of the form

\[
\frac{d\xi_i}{dt} = \frac{1}{2} \sum_{j=1}^{i-1} \gamma_{i,j-1} \xi_{i-j} - \sum_{j=1}^{\infty} \gamma_{i,j} \xi_j,
\]

\[
\xi_i(0) = \xi_i^{in} \geq 0,
\]

for \( i \geq 1 \). Here \( \gamma_{i,j} \) is the coagulation rate at which clusters of size \( i \) merge with the clusters of size \( j \) to form the larger clusters. It is assumed that \( \gamma_{i,j} \) is nonnegative and symmetric, that is, \( 0 \leq \gamma_{i,j} = \gamma_{j,i} \forall i, j \geq 1 \). The first term on the right-hand side of (1.1) accounts for the formation of \( i \)-clusters by binary coalescence of smaller ones, while the second term accounts for their depletion through coagulation with other clusters. In earlier studies [1, 2], Smoluchowski initially introduced a system of mathematical equations of the form (1.1) and (1.2) which is later referred to as Smoluchowski coagulation equation describing the coagulation of colloids moving in a Brownian motion. The system of equations given by (1.1) and (1.2) has been extensively studied in the presence of the fragmentation term, using two different techniques. If the primary focus is on the effects of strong coagulation, such as gelation, it becomes necessary to impose assumptions...
that ensure the coagulation term dominates over other processes. In such cases, the analysis requires the use of weak compactness arguments and working with weak solutions, as demonstrated in previous works [3–8]. Alternatively, if the process is driven by the linear fragmentation part, it allows for more flexibility in selecting the fragmentation and transport parts, resulting in strong, classical solutions obtained within the framework of the semigroup theory. This has been shown in previous works [9–11]. This discrete system and its continuous counterpart have received considerable attention in the mathematics and physics literature in recent years; due to the enormous number of works devoted to them, we refer to the classical review [12] and the more recent [13] for an overview of the topic.

In this article, we are mainly concerned with coagulation models with disperse systems, and the application of such models can be found in astrophysics (formation of stars and planets), chemistry (reacting polymers), meteorology (formation of clouds), and physics (growth of gas bubbles in solids). Dubovski [14] looked at a dispersed system and introduced a model known as the Safronov–Dubovski coagulation model, in which only binary collisions between particles can happen simultaneously, and the mass of each particle is also assumed to be proportional to some \( m_0 \). Collisions between particles of mass \( im_0 \) and \( jm_0 \) cause particles to grow in the system. Particles with mass \( im_0 \) will be referred to as \( i \)-mers, with \( m_0 \) being the mass of the smallest particle in the system. In this model, a collision between an \( i \)-mer and a \( j \)-mer causes the \( j \)-mer to split into \( j \) monomers if \( j \leq i \). Hence, we have another characterization of the coagulation process that leads to the balanced equation, also known as the discrete Safronov–Dubovski coagulation equations (DSDCE) is of the form

\[
\frac{d\xi_i(t)}{dt} = \xi_{i-1}(t) \sum_{j=1}^{i-1} j\gamma_{i-1,j} \xi_j(t) - \xi_i(t) \sum_{j=1}^{i-1} j\gamma_{i,j} \xi_j(t) - \xi_i(t) \sum_{j=i}^{\infty} \gamma_{i,j} \xi_j(t) \xi_j(t),
\]

\[
\xi_i(0) = \xi_{i}^{\text{in}} \geq 0,
\]

for \( i \geq 1 \). Note that Equations (1.3)–(1.4) are a nonlinear initial value problem that describes the dynamics of evolution of the concentration \( \xi_i(t), i \in \mathbb{N} \) of clusters of size \( i \) at time \( t \geq 0 \). The coagulation kernel, \( \gamma_{i,j} \) (with \( i \neq j \)), specifies the rate at which \( i \)-mers collide with \( j \)-mers. The first sum in (1.3) describes the \( i \)-mer introduction into the system as a result of collisions between \((i-1)\)-mers and monomers produced from fragmented \( j \)-mers. If \( i = 1 \), the initial sum is zero. The second sum represents the loss (or decay) of \( i \)-mers due to monomer merging. The first and second terms are multiplied by \( j \) to demonstrate that the collision involves exactly \( j \) monomers. The third sum represents the decay of \( i \)-mers due to fragmentation caused by collisions with bigger particles.

Dubovski [15] obtained the coagulation model DSDCE (1.3) and (1.4) and from the continuous model originally proposed by Oort and Hulst [16] and later reformulated by Safronov [17], which is given as

\[
\frac{\partial f}{\partial t} = -\frac{\partial}{\partial x} \left[ f(x,t) \int_{a(x)}^{\infty} y a(x,y) f(y,t) dy \right] - f(x,t) \int_{x}^{\infty} a(x,y) f(y,t) dy.
\]

The distribution function \( f(x,t) \) denotes the distribution of particle of size \( x \in (0, \infty) \) at time \( t \geq 0 \) and the coagulation kernel \( a(x,y) \), satisfying \( a(x,y) = a(y,x) \geq 0, \forall x,y \in (0, \infty)^2 \), determines the rate at which particles of size \( x \) and \( y \) coalesce. Using the classical weak-L^1 compactness technique, the existence of weak solutions to (1.5), with suitable initial data, has been shown in earlier studies [18, 19], whereas the self-similar solutions have been discussed in previous works [20–22].

Coming back to Equations (1.3) and (1.4), several results are available dealing with the solutions’ existence, uniqueness, and mass conservation property. Existence of weak solutions to (1.3) and (1.4) has been discussed in Bagland [23], when the coagulation kernels satisfy \( \lim_{j \to \infty} \frac{\gamma_{i,j}}{j^2} = 0, i,j \geq 1 \) and \( \xi_{i}^{\text{in}} \in L_1 \). Also, a connection between (1.3) and (1.5) has been established by a suitable sequence of solutions to (1.3). In Davidson [24], the global existence of the classical solutions was demonstrated when the coagulation kernel satisfies \( j\gamma_{i,j} \leq M, j \leq i \) and for the kernel of the form \( \gamma_{i,j} \leq C_i h_1 h_j \) with an additional assumption \( \frac{h_j}{j} \to 0 \). Furthermore, the mass conservation property for \( \gamma_{i,j} \leq C_i h_1 h_j \) for \( h_1 \leq 1 \) and uniqueness for bounded kernels, that is, \( \gamma_{i,j} \leq C_i, i,j \geq 1 \) have been discussed. Recently, in Das and Saha [25], global existence and mass conservation property of solutions have been established for \( \gamma_{i,j} \leq (1+i+j)^{\alpha} \) where \( \alpha \in [0,1] \), whereas uniqueness of solutions is shown under the condition that \( \gamma_{i,j} \leq C_i \alpha^k \) for \( i \leq j, k \leq 2 \). Kaushik and Kumar [26] establish the existence, uniqueness, and mass conservation of (1.3) and (1.4) when dealing with an unbounded kernel in the form of \( \min\{i,j\} \gamma_{i,j} \leq (i+j) \) for all \( i,j \geq 1 \) in the weighted \( l_1 \) space. In the same space, recently, in Ali and Giri [27],
the existence of (1.3) and (1.4) is proved for the coagulation coefficients of a multiplicative type, which are defined as follows:

\[ \gamma_{i,j} = \theta_i \theta_j + \kappa_{i,j}. \]

Moreover, these coefficients satisfy the following conditions:

\[ \inf_{i \geq 1} \frac{\theta_i}{i} = B > 0, \quad \text{and} \quad \kappa_{i,j} \leq A \theta_i \theta_j \quad \text{for each} \quad i, j \geq 1 \quad (A \geq 0). \]

Next, we define the moments of the concentration \( \xi = (\xi_i(t))_{i \geq 1} \) of order \( m \geq 0 \) as

\[ M_m(\xi(t)) := M_m(t) = \sum_{i=1}^{\infty} i^m \xi_i(t), \quad (1.6) \]

where the zeroth \((m = 0)\) and the first \((m = 1)\) moments denote the total number of particles and total mass of particles in the system, respectively. Observe that since particles are neither created nor destroyed in the reactions described by (1.1) and (1.3), the total mass is expected to be conserved through the time evolution. Because the DSDCE (1.3) and (1.4) only account for coagulation processes, the total number of particles (which is nothing but the \( l_1 \)-norm of \( \xi = (\xi_i)_{i \geq 1} \)) is supposed to decrease to zero as time increases to infinity which is shown in Section 6. The current article improves on the results obtained in Das and Saha [25], as several flaws were identified and stated below. The proof of the local existence theorem demonstrated that the truncated mass conservation law holds, which is incorrect. Furthermore, the finiteness of the second moment of initial data has been employed to prove the existence and uniqueness of the solution, while the first moment of initial data is assumed to be finite. In fact, the uniqueness of the solution is examined for the coagulation kernels that do not overlap with the one for which the existence of a solution is shown, as far as unbounded kernels are concerned. Last but not the least, the authors, in Das and Saha [25], claimed to have established the existence of a global classical solution to (1.3) and (1.4) in the sense of the definition given for mild solution. Hence, the novelty of our work is that we have improved these results in several ways. We have refer the local existence result from Bagland [23, Lemma 13] and proved the existence of global classical solution to (1.3) and (1.4) in a weighted \( l_1 \) space without assuming the finiteness of the second moment. Furthermore, the uniqueness investigated for the same class of coagulation kernels as the one used to prove its existence.

The content of the paper is organized as follows. In Section 2, we introduce the space and state the main theorem. Section 3 outlines the finite-dimensional systems of ordinary differential equations approximating (1.3), and the propagation of the moments of their solutions is also explored. The proof of the existence and mass conservation property of solutions are discussed in Section 4. The uniqueness of solutions is examined in Section 5 which is followed by the continuous dependence on initial data discussed in Section 6. Finally, the large-time behavior of solutions is investigated in Section 7.

2 | MAIN RESULTS

To begin with, we introduce some notations and specify what we mean by a solution to (1.3) and (1.4). The mathematical study of (1.3) and (1.4) requires to take into account suitable spaces. Following the usual works related to the coagulation fragmentation area, we will consider the Banach spaces

\[ \Xi_\lambda = \left\{ \xi = (\xi_i)_{i \geq 1} \in \mathbb{R}^N, \sum_{i=1}^{\infty} i^\lambda |\xi_i| < \infty \right\}, \quad \lambda \geq 0, \quad (2.1) \]

with the norm defined by

\[ \|\xi\|_\lambda = \sum_{i=1}^{\infty} i^\lambda |\xi_i| \]

and their positive cones

\[ \Xi_\lambda^+ = \{ \xi = (\xi_i)_{i \geq 1} \in \Xi_\lambda : \xi_i \geq 0 \quad \text{for each} \quad i \geq 1 \}. \]

Let us now define the notions of solutions to (1.3) and (1.4) that we will consider.
Definition 2.1. Let $T \in (0, +\infty]$ and $\varepsilon^\text{in} = (\varepsilon^\text{in}_i)_{i \geq 1}$ be a sequence of nonnegative real numbers. A solution $\xi = (\xi_i)_{i \geq 1}$ to (1.3) and (1.4) on $[0, T]$ is a sequence of nonnegative continuous functions satisfying for each $i \geq 1$ and $t \in (0, T)$

(a) $\xi_i \in C([0, T))$, $\sum_{i=1}^{\infty} \|\gamma_i \xi_i\|_i \in L^1(0, t)$,
(b) there holds

$$\xi_i(t) = \xi^\text{in}_i + \int_0^1 \left[ \xi_{i-1} - \sum_{j=1}^{i-1} j \gamma_{i-j} \xi_j - \sum_{j=1}^{i} \gamma_{i-j} \xi_j - \sum_{j=1}^{\infty} \gamma_{i-j} \xi_j \right] \, dt.$$  

In order to show the existence, uniqueness, and mass conservation property of solutions to (1.3) and (1.4), assume that the collision kernel $\gamma_{i,j}$ is nonnegative and symmetric, that is,

$$0 \leq \gamma_{i,j} = \gamma_{j,i}, i, j \geq 1,$$  

(2.2)

and satisfies the following growth condition

for all $i, j \geq 1, \gamma_{i,j} \leq A(i + j)$,  

(2.3)

where $A$ is a positive constant.

Our existence result then reads as follows.

Theorem 2.1. Assume that the coagulation rate $\gamma_{i,j}$ satisfies assumptions (2.2) and (2.3) and $\varepsilon^\text{in} = (\varepsilon^\text{in}_i)_{i \geq 1} \in R^*_+$. Then there is at least one solution $\xi$ to (1.3) and (1.4) satisfying

$$\|\varepsilon(t)\|_1 = \|\varepsilon^\text{in}\|_1, \quad t \in [0, +\infty).$$  

(2.4)

In other words, the mass density of the solution $\xi$ is conserved through time evolution.

3 APPOXIMATING SYSTEMS

We demonstrate the existence of solutions to (1.3) and (1.4) by taking the limit of solutions to the truncated finite-dimensional system of (1.3) and (1.4). To be more specific, for $k \geq 2$, let us consider the following truncated system of $k$ ordinary differential equations,

$$\frac{d^\varepsilon_k(t)}{dt} = \sum_{j=1}^{k} j \gamma_{i-j} \varepsilon_j(t) - \varepsilon_i(t) \sum_{j=1}^{k} j \gamma_{i-j} \varepsilon_j(t) - \sum_{j=1}^{k} \gamma_{i-j} \varepsilon_j(t) \varepsilon_i(t),$$  

(3.1)

$$\varepsilon_k(0) = \varepsilon^\text{in} \geq 0,$$  

(3.2)

for $1 \leq i \leq k$. Next, we require following existence result from Bagland [23, Lemma 13] for (3.1) and (3.2).

Lemma 3.1. For each $k \geq 2$, there exists a unique nonnegative solution $\varepsilon^k = (\varepsilon^k_i)_{1 \leq i \leq k} \in C^1([0, T], R^k)$ to systems (3.1) and (3.2). Moreover, we have

$$\sum_{i=1}^{k} i \varepsilon^k_i(t) \leq \sum_{i=1}^{k} i \varepsilon^\text{in}_i, \quad t \in [0, \infty).$$  

(3.3)

Furthermore, if $(\psi_i) \in R^k$, there holds

$$\sum_{i=1}^{k} \psi_i \frac{d^\varepsilon_k}{dt} = \sum_{i=1}^{k-1} j \psi_{i+1} \gamma_{i+1} \varepsilon^k_{j} - \sum_{i=1}^{k} j \psi_{j} \gamma_{i-j} \varepsilon^k_{i} \varepsilon^k_{j}.$$  

(3.4)
We first introduce some notation. We denote by \( G_1 \) the set of nonnegative and convex functions \( G \in C^1([0, +\infty)) \cap W^{2,\infty}_{\text{loc}}(0, +\infty) \) such that \( G(0) = 0, G'(0) \geq 0 \) and \( G' \) is a concave function. We next denote by \( G_{1,\infty} \) the set of functions \( G \in G_1 \) satisfying, in addition,

\[
\lim_{\zeta \to +\infty} G'(\zeta) = \lim_{\zeta \to +\infty} \frac{G(\zeta)}{\zeta} = +\infty. \tag{3.5}
\]

**Remark 3.1.** It is clear that \( \zeta \mapsto \zeta^p \) belongs to \( G_1 \) if \( p \in [1, 2] \) and to \( G_{1,\infty} \) if \( p \in (1, 2] \).

Next, we recall the following inequality from Banasiak et al. [13, Proposition 7.1.9].

**Lemma 3.2.** For \( G \in G_1 \) and \( i, j \geq 1 \), there holds

\[
(i + j) (G(i + j) - G(i) - G(j)) \leq 2 (iG(j) + jG(i)). \tag{3.6}
\]

We may now state and prove the main result of this section.

**Proposition 3.1.** Consider \( T \in (0, +\infty) \) and \( G \in G_1 \). There exists a constant \( \kappa(T) \) depending only on \( A, G, \|\xi^\text{in}\|_{\xi, i} \) and \( T \) such that, for each \( k \geq 3 \), the solution \( \xi^k \) to (3.1) and (3.2) given by Lemma 3.1 satisfies

\[
\sum_{i=1}^{k} G(i) \xi^k_i(t) \leq \kappa(T) \sum_{i=1}^{k} G(i) \xi^\text{in}_i, \quad t \in [0, T]. \tag{3.7}
\]

**Proof.** For \( k \geq 3 \) and \( t \in [0, T] \), we put

\[
M^k_G = \sum_{i=1}^{k} G(i) \xi^k_i(t).
\]

We infer from (2.3) and (3.4) that

\[
\frac{dM^k_G}{dt} \leq A \sum_{i=1}^{k} \sum_{j=1}^{i} (i + j) [j((G(i + 1) - G(i)) - G(j)] \xi^k_i \xi^k_j.
\]

Now using the convexity of \( G \), we obtain

\[
j(G(i + 1) - G(i)) - G(j) = jG\left(\frac{1}{j}(i + j) + \frac{j-1}{j}i\right) - jG(i) - G(j)
\]

\[
\leq j\left[\frac{1}{j}G(i + j) + \frac{j-1}{j}G(i)\right] - jG(i) - G(j)
\]

\[
\leq G(i + j) - G(i) - G(j).
\]

The above inequality and (3.6) now yield

\[
\frac{dM^k_G}{dt} \leq 2A \sum_{i=1}^{k} \sum_{j=1}^{i} [iG(j) + jG(i)] \xi^k_i \xi^k_j \leq 4A \|\xi^\text{in}\|_{\xi, i} M^k_G,
\]

which yields (3.7) by the Gronwall lemma. \( \square \)

Next, we recall the following lemma from Bagland [23, Lemma 14] which provides the time equicontinuity of \((\xi^k_i)_{k \geq i}\).

**Lemma 3.3.** Let \( i \geq 1 \). There exists a constant \( \sigma_i \), depending only upon \( \|\xi^\text{in}\|_{\xi, i} \), and \( i \) such that, for each \( k \geq i \)

\[
\left|\frac{d\xi^k_i}{dt}\right| \leq \sigma_i, \quad t \in [0, +\infty). \tag{3.8}
\]
Now we are in a position to prove Theorem 2.1. As a prelude to this, we first recall a refined version of the de la Vallee–Poussin theorem for integrable functions [13, Theorem 7.1.6].

**Theorem 4.1.** Let \( (\Sigma, \mathcal{A}, \nu) \) be a measure space and consider a function \( \zeta \in L^1(\Sigma, \mathcal{A}, \nu) \). Then there exists a function \( G \in \mathcal{G}_{1,\infty} \) such that
\[
G(|\zeta|) \in L^1(\Sigma, \mathcal{A}, \nu).
\]

**Proof of Theorem 2.1.** We next apply Theorem 4.1, with \( \Sigma = \mathbb{N} \) and \( \mathcal{A} = 2^{\mathbb{N}} \), the set of all subsets of \( \mathbb{N} \). Defining the measure \( \nu \) by
\[
\nu(J) = \sum_{i \in J} \varepsilon_i, \quad J \subset \mathbb{N},
\]
the condition \( \varepsilon^{in} \equiv \Xi_1^+ \) ensures that \( \zeta \mapsto \zeta \) belongs to \( L^1(\Sigma, \mathcal{A}, \nu) \). By Theorem 4.1, there is thus a function \( G_0 \in \mathcal{G}_{1,\infty} \) such that \( \zeta \mapsto G_0(\zeta) \) belongs to \( L^1(\Sigma, \mathcal{A}, \nu) \), that is,
\[
G_0 = \sum_{i=1}^{\infty} G_0(i) \varepsilon^{in}_i < \infty. \tag{4.1}
\]

In the following, we denote by \( C_0 \) be a positive constant depending only on \( A, \|\varepsilon^{in}\|_1, G_0, \) and \( G_0 \). The dependence of \( C_0 \) on any additional parameters will be explicitly stated. By (3.3) and (3.8), we infer that the sequence \( (\varepsilon_i^k)_{k \geq 1} \) is bounded in \( W^{1,1}(0, T) \) for each \( i \geq 1 \) and \( T \in (0, +\infty) \). Using the Helly theorem [28, pp. 372–374], we can conclude that there is a subsequence of \( (\varepsilon_i^k)_{k \geq 1} \) (which we still refer to as \( (\varepsilon_i^k)_{k \geq 1} \)) and a sequence \( \xi = (\xi_i)_{i \geq 1} \) of functions of locally bounded variation such that
\[
\lim_{k \to +\infty} \varepsilon_i^k(t) = \xi_i(t) \tag{4.2}
\]
for each \( i \geq 1 \) and \( t \geq 0 \). Clearly, \( \xi_i(t) \geq 0 \) for \( i \geq 1 \) and \( t \geq 0 \) and it follows from (4.2) and (3.3) that \( \xi(t) \in \Xi_1^+ \) with
\[
\|\xi(t)\|_1 \leq \|\varepsilon^{in}\|_1, \quad t \geq 0. \tag{4.3}
\]

In addition, since \( G_0 \) belongs to \( \mathcal{G}_{1,\infty} \), we can deduce from (4.1) and Proposition 3.1 that for every \( t \geq 0 \) and \( k \geq 3 \), there holds
\[
\sum_{i=1}^{k} G_0(i) \varepsilon_i^k(t) \leq C_0(T). \tag{4.4}
\]

Consider now \( T \in (0, +\infty) \) and \( q \geq 2 \). By (4.4), we have for \( k \geq q + 1 \) and \( t \in [0, T] \)
\[
\sum_{i=1}^{q} G_0(i) \varepsilon_i^k(t) \leq C_0(T).
\]

Due to (4.2) we may pass to the limit as \( k \to \infty \) in the last estimate, which implies that they both remain valid with \( \varepsilon_i^k \) being replaced by \( \xi_i \). We next allow \( q \to \infty \) and get
\[
\sum_{i=1}^{\infty} G_0(i) \xi_i(t) \leq C_0(T), \quad t \in [0, T]. \tag{4.5}
\]

As a result of (2.3) and (4.3), we get that, for each \( i \geq 1 \),
\[
\sum_{j=1}^{\infty} \gamma_{ij} \xi_j \in L^1(0, T). \tag{4.6}
\]
We now claim that for each \( i \geq 1 \), there holds

\[
\lim_{k \to +\infty} \left| \sum_{j=1}^{k} Y_{ij} \xi_{ij}^{k} - \sum_{j=1}^{\infty} Y_{ij} \xi_{ij} \right|_{L^1(0,T)} = 0. \tag{4.7}
\]

Let us consider now \( i \geq 1 \) and \( q \geq i+1 \). Using (3.3), (4.2), and (4.3), along with the Lebesgue-dominated convergence theorem, we obtain that

\[
\lim_{k \to +\infty} \left| \sum_{j=1}^{q} Y_{ij} \xi_{ij}^{k} - \sum_{j=1}^{\infty} Y_{ij} \xi_{ij} \right|_{L^1(0,T)} = 0. \tag{4.8}
\]

Also, we infer from (2.3), (3.3), and (4.4) that for each \( k \geq q + 1 \),

\[
\left| \sum_{j=q+1}^{k} Y_{ij} \xi_{ij}^{k} \right|_{L^1(0,T)} \leq \| \varepsilon_{ij}^{\infty} \|_1 \left| \sum_{j=q+1}^{k} j \xi_{ij}^{k} \right|_{L^1(0,T)} \leq C_0(i, T) \sup_{j \geq q} \frac{j}{G_0(j)} \left| \sum_{j=q+1}^{k} G_0(j) \xi_{ij}^{k} \right|_{L^1(0,T)},
\]

and hence, applying (4.4), we have

\[
\left| \sum_{j=q+1}^{k} Y_{ij} \xi_{ij}^{k} \right|_{L^1(0,T)} \leq C_0(i, T) \sup_{j \geq q} \frac{j}{G_0(j)}. \tag{4.9}
\]

Similarly, (2.3), (4.3), and (4.5) entail that

\[
\left| \sum_{j=q+1}^{\infty} Y_{ij} \xi_{ij} \right|_{L^1(0,T)} \leq C_0(i, T) \sup_{j \geq q} \frac{j}{G_0(j)}. \tag{4.10}
\]

Combining (4.8)–(4.10), we obtain

\[
\lim \sup_{k \to +\infty} \left| \sum_{j=1}^{k} Y_{ij} \xi_{ij}^{k} - \sum_{j=1}^{\infty} Y_{ij} \xi_{ij} \right|_{L^1(0,T)} \leq C_0(i, T) \sup_{j \geq q} \frac{j}{G_0(j)},
\]

for every \( q \geq i + 1 \). Recalling that \( G_0 \) belongs to \( G_{1, \infty} \), we can observe that the right-hand side of the above inequality converges to zero as \( q \to +\infty \); as a result, we obtain (4.7). With the help of (3.3), (4.2), (4.3), and (4.7), we can easily verify that \( \xi_i \) satisfies Definition 2.1(b) for each \( i \geq 1 \). By making use of (4.6), the continuity of \( \xi_i \) then follows, and we have thus shown that \( \xi = (\xi_i) \) is a solution to (1.3) and (1.4) on \([0, +\infty)\). In order to complete the proof of Theorem 2.1, it remains to prove that (2.4) holds true. Let \( t \in (0, +\infty) \). For \( k \geq q \geq 3 \), we have (3.3) that

\[
\| \xi(t) \|_1 - \| \varepsilon_{ij}^{\infty} \|_1 \leq \sum_{i=1}^{q} \| \xi_{ij}^{k}(t) - \xi_{ij}(t) \|_1 + \sum_{i=k+1}^{\infty} \| i \xi_{ij}^{k}(t) \|_1 + \sum_{i=q+1}^{k} \| i \xi_{ij}^{k}(t) \|_1 + \sum_{i=q+1}^{\infty} i \xi_{ij}(t).
\]

Subsequently, it can be deduced from (4.4) and (4.5) that

\[
\| \xi(t) \|_1 - \| \varepsilon_{ij}^{\infty} \|_1 \leq \sum_{i=1}^{q} \| \xi_{ij}^{k}(t) - \xi_{ij}(t) \|_1 + \sum_{i=k+1}^{\infty} \| i \xi_{ij}^{k}(t) \|_1 + C_0(T) \sup_{i \geq q} \frac{i}{G_0(i)}.
\]

Since \( \varepsilon_{ij}^{\infty} \in \Xi_{ij}^+ \), we can infer from (4.2) that

\[
\| \xi(t) \|_1 - \| \varepsilon_{ij}^{\infty} \|_1 \leq C_0(T) \sup_{i \geq q} \frac{i}{G_0(i)}.
\]

By noting that \( G_0 \in G_{1, \infty} \), it follows that \( \| \xi(t) \|_1 = \| \varepsilon_{ij}^{\infty} \|_1 \), and the proof of Theorem 2.1 is complete. \( \square \)
Next, we deduce that the solution constructed in Theorem 2.1 is, in fact, first-order differentiable.

**Corollary 4.1.** Assume that assumptions (2.2) and (2.3) are fulfilled. Let \( \xi^\text{in} \in \Xi^+_1 \) and consider the solution \( \xi = (\xi_i)_{i \geq 1} \) to (1.3) and (1.4) on \([0, +\infty)\) given by Theorem 2.1. Then \( \xi_i \) is continuously differentiable on \([0, +\infty)\) for each \( i \in \mathbb{N} \).

**Proof.** For \( \tau_1, \tau_2 \in [0, T] \) and \( q \geq 1 \),

\[
\|\xi(\tau_1) - \xi(\tau_2)\|_1 \leq \sum_{i=1}^{q} i^2 |\xi_i(\tau_1) - \xi_i(\tau_2)| + \sum_{i=q+1}^{\infty} i(\xi_i(\tau_1) + \xi_i(\tau_2)) \\
\leq \sum_{i=1}^{q} i|\xi_i(\tau_1) - \xi_i(\tau_2)| + \sup_{i \geq q} \frac{i}{i G(i)} \sum_{j=q+1}^{\infty} G(i)(\xi_i(\tau_1) + \xi_i(\tau_2)).
\]

As \( \xi_i \) is a continuous function for \( i \in \{1, 2, \cdots, q\} \), we can infer from the above inequality that

\[
\lim_{\tau_1 \to \tau_2} \sup_{\tau_1 \to \tau_2} \|\xi(\tau_2) - \xi(\tau_1)\|_1 \leq 2C_0(T) \sup_{i \geq q} \frac{i}{G_0(i)}.
\]

Since \( G_0 \in G_1 \), recalling (4.5), we take the limit as \( q \to +\infty \) to obtain

\[
\lim_{\tau_1 \to \tau_2} \|\xi(\tau_2) - \xi(\tau_1)\|_1 = 0.
\]

Next, for \( 0 \leq \tau_1 \leq \tau_2 < T \) and \( i \geq 1 \)

\[
\left| \sum_{j=1}^{\infty} \gamma_{i,j} \xi_j(\tau_2) - \sum_{j=1}^{\infty} \gamma_{i,j} \xi_j(\tau_1) \right| \leq 2A \|\xi(\tau_2) - \xi(\tau_1)\|_1
\]

from which the time continuity of \( \sum_{j=1}^{\infty} \gamma_{i,j} \xi_j \) follows. It is evident from this that the right-hand side of (1.3) is continuous in time, implying the continuity of the derivative of \( \xi_i \). Consequently, this ensures the existence of the classical solution. \( \square \)

We end this section by demonstrating that when the initial data belong to a certain suitable class and has a finite moment, there exists at least one solution to Equations (1.3) and (1.4) that maintains the same property for all times.

**Proposition 4.1.** Consider \( \xi^\text{in} \in \Xi^+_1 \) and assume that there is \( G \in G_1 \) such that

\[
\sum_{i=1}^{\infty} G(i) \xi^\text{in}_i < +\infty. \tag{4.11}
\]

Then under assumptions (2.2) and (2.3), there is at least one solution \( \xi \) to (1.3) and (1.4) on \([0, +\infty)\) satisfying (2.4) for each \( T \in (0, +\infty) \) and such that

\[
\sup_{t \in [0, T]} \sum_{i=1}^{\infty} G(i) \xi_i(t) < +\infty. \tag{4.12}
\]

**Proof.** We only need to show that the solution constructed in the proof of Theorem 2.1 enjoys the additional property (4.12). But, as \( G \in G_1 \), (4.12) follows at once from Proposition 3.1 and (4.2). \( \square \)

## 5 | UNIQUENESS OF CLASSICAL SOLUTION

We establish the following identity before proving the uniqueness theorem for the solutions in the space \( \Xi^+_1 \).
Lemma 5.1. Let \( T \in (0, +\infty) \) and \( \xi = (\xi_i)_{i \geq 1} \in \Xi^+ \) be a solution of (1.3) and (1.4). Furthermore, suppose that \((\Phi_i)_{i \geq 1}\) be a sequence decaying sufficiently rapidly. Then, for all \( t \in [0, T] \) and \( q > 1 \), we have

\[
\frac{d}{dt} \sum_{i=1}^{q} \Phi_i \xi_i(t) = \sum_{i=1}^{q} j \Phi_{i+1} Y_{i,j} \xi_i(t) \xi_j(t) - \sum_{i=1}^{q} (j \Phi_i + \Phi_j) Y_{i,j} \xi_i(t) \xi_j(t) - \sum_{i=1}^{q} \Phi_j Y_{i,j} \xi_i(t) \xi_j(t),
\]

(5.1)

where

\[
P_1 = \{(i, j) : 1 \leq i \leq q, 1 \leq j \leq i\},
\]

\[
P_2 = \{(i, j) : 1 \leq i \leq q, 1 \leq j \leq i\},
\]

\[
P_3 = \{(i, j) : i \geq q + 1, 1 \leq j \leq q\}.
\]

Proof. From (1.3), we have

\[
\frac{d \xi_i(t)}{dt} = \xi_{i-1}(t) \sum_{j=1}^{i-1} j Y_{i-1,j} \xi_j(t) - \xi_i(t) \sum_{j=1}^{i} j Y_{i,j} \xi_j(t) - \sum_{j=m}^{\infty} j Y_{i,j} \xi_j(t).
\]

Multiplying by \( \Phi_i \) in the above equation and then taking summation from \( i = 1 \) to \( i = q \) on both sides, we obtain

\[
\frac{d}{dt} \sum_{i=1}^{q} \Phi_i \xi_i(t) = \sum_{i=1}^{q} \sum_{j=1}^{i-1} j \Phi_i Y_{i-1,j} \xi_j(t) \xi_j(t) - \sum_{i=1}^{q} \sum_{j=1}^{i} j \Phi_i Y_{i,j} \xi_j(t) \xi_j(t) - \sum_{i=1}^{q} \Phi_i Y_{i,j} \xi_j(t) \xi_j(t).
\]

(5.2)

On changing the order of summation in the first and the last terms as the r.h.s. to (5.2), we get

\[
\frac{d}{dt} \sum_{i=1}^{q} \Phi_i \xi_i(t) = \sum_{j=1}^{q} \sum_{i=j+1}^{q-1} j \Phi_i Y_{i-1,j} \xi_j(t) \xi_j(t) - \sum_{i=1}^{q-1} \sum_{i=1}^{j} j \Phi_i Y_{i,j} \xi_j(t) \xi_j(t) - \sum_{i=1}^{q} \sum_{j=q+1}^{i} j \Phi_i Y_{i,j} \xi_j(t) \xi_j(t) - \sum_{i=1}^{q} \sum_{j=q+1}^{i} j \Phi_i Y_{i,j} \xi_j(t) \xi_j(t).
\]

(5.3)

Next, in the first summation, we replace \( i-1 \) with \( i \), and in the last two summations on the right-hand side, we exchange \( i \) and \( j \) and use the symmetry of \( Y_{i,j} \) in (5.3), to obtain

\[
\frac{d}{dt} \sum_{i=1}^{q} \Phi_i \xi_i(t) = \sum_{j=1}^{q-1} \sum_{i=j}^{q-1} j \Phi_i Y_{i,j} \xi_j(t) \xi_j(t) - \sum_{i=1}^{q-1} \sum_{i=1}^{j} j \Phi_i Y_{i,j} \xi_j(t) \xi_j(t) - \sum_{i=1}^{q} \sum_{j=q+1}^{i} j \Phi_i Y_{i,j} \xi_j(t) \xi_j(t) - \sum_{i=1}^{q} \sum_{j=q+1}^{i} j \Phi_i Y_{i,j} \xi_j(t) \xi_j(t).
\]

(5.4)

Again, by using a change in the order of summations in the first summation on the right-hand side of (5.4), we have

\[
\frac{d}{dt} \sum_{i=1}^{q} \Phi_i \xi_i(t) = \sum_{i=1}^{q-1} \sum_{i=1}^{j} j \Phi_i Y_{i,j} \xi_j(t) \xi_j(t) - \sum_{i=1}^{q} \sum_{i=1}^{j} j \Phi_i Y_{i,j} \xi_j(t) \xi_j(t) - \sum_{i=1}^{q} \sum_{j=q+1}^{i} j \Phi_i Y_{i,j} \xi_j(t) \xi_j(t) - \sum_{i=1}^{q} \sum_{j=q+1}^{i} j \Phi_i Y_{i,j} \xi_j(t) \xi_j(t).
\]

(5.5)

which clearly implies that (5.1) holds.

Now we are in a position to give the proof of the uniqueness of the solutions.
Theorem 5.1. Consider \( \zeta^{in} \in \Xi^+ \) and assume that the coagulation kernel satisfies assumption (2.2). Assume further that there are \( \delta \in [0, 1] \) and \( A_\delta > 0 \) such that

\[
\sum_{i=1}^{\infty} i^{1+\delta} \tau_i^{in} < +\infty \text{ and } \gamma_{ij} \leq A(i^\delta + j^\delta), \; i, j \geq 1. \tag{5.6}
\]

Then there is one and only one solution \( \xi \) to (1.3) and (1.4) on \([0, +\infty)\) satisfying (2.4), and for each \( T \in (0, +\infty), \)

\[
\sup_{t \in [0, T]} \sum_{i=1}^{\infty} i^{1+\delta} \xi_i(t) < +\infty. \tag{5.7}
\]

Proof. As \( \zeta \mapsto \zeta^{1+\delta} \) belongs to \( G_1 \), the existence of solution to (1.3) and (1.4) on \([0, +\infty)\) satisfying (2.4) and (5.7) follows from Proposition 4.1.

Let \( \xi \) and \( \eta \) be two distinct solutions of (1.3) and (1.4) having initial condition \( \xi_i(0) = \eta_i(0) \) for all \( i \geq 1 \). Let \( \pi(t) = \xi(t) - \eta(t) \), for \( t \in [0, T] \). Then we consider the following function as

\[
H(t) = \sum_{i=1}^{q} i|\xi_i(t) - \eta_i(t)| = \sum_{i=1}^{q} i|i\pi_i(t)|
\]

\[
\frac{d\pi_i}{dt} = \sum_{j=1}^{i-1} j\gamma_{i-1,j} [\xi_{i-1}(t)\xi_j(t) - \eta_{i-1}(t)\eta_j(t)] - \sum_{j=1}^{i} j\gamma_{i,j} [\xi_i(t)\xi_j(t) - \eta_i(t)\eta_j(t)] - \sum_{j=i+1}^{\infty} \gamma_{i,j} [\xi_i(t)\xi_j(t) - \eta_i(t)\eta_j(t)]. \tag{5.8}
\]

Now using Equation (5.1) with \( \Phi_i = i \text{ sgn}(\pi_i(t)) \) for \( \xi_i \) and \( \eta_i \) and taking the difference, we have

\[
\sum_{i=1}^{q} i|\xi_i(t) - \eta_i(t)| = \int_{0}^{t} \left[ \sum_{i=1}^{q-1} \sum_{j=1}^{i} (i+1) \text{sgn}(\pi_{i+1}(s)) j\gamma_{i,j} [\xi_i(s)\xi_j(s) - \eta_i(s)\eta_j(s)] - \sum_{i=1}^{q} \sum_{j=1}^{i} (ji \text{ sgn}(\pi_i(s)) + j \text{ sgn}(\pi_j(s))\gamma_{i,j} [\xi_i(s)\xi_j(s) - \eta_i(s)\eta_j(s)]
\]

\[
- \sum_{i=q+1}^{\infty} \sum_{j=1}^{q} j \text{ sgn}(\pi_j(s))\gamma_{i,j} [\xi_i(s)\xi_j(s) - \eta_i(s)\eta_j(s)] \right] ds. \tag{5.9}
\]

Since

\[\xi_i(t)\xi_j(t) - \eta_i(t)\eta_j(t) = \xi_i(t)\pi_j(t) + \eta_j(t)\pi_i(t),\]

the identity (5.9) can be written as

\[
\sum_{i=1}^{q} i|\xi_i(t) - \eta_i(t)| = \int_{0}^{t} \left[ \sum_{i=1}^{q-1} \sum_{j=1}^{i} (i+1) j \text{ sgn}(\pi_{i+1}(s))\gamma_{i,j} [\xi_i(s)\pi_j(s) + \eta_j(s)\pi_i(s)]
\]

\[
- \sum_{i=1}^{q} \sum_{j=1}^{i} (ji \text{ sgn}(\pi_i(s)) + j \text{ sgn}(\pi_j(s))\gamma_{i,j} [\xi_i(s)\pi_j(s) + \eta_j(s)\pi_i(s)]
\]

\[
- \sum_{i=q+1}^{\infty} \sum_{j=1}^{q} j \text{ sgn}(\pi_j(s))\gamma_{i,j} [\xi_i(s)\pi_j(s) + \eta_j(s)\pi_i(s)] \right] ds := I_1 + I_2 + I_3. \tag{5.10}
\]
Now, we estimate the terms $I_1$, $I_3$, and $I_3$ separately. Let us first consider the term $I_1$ as

$$I_1 = \int_0^t \sum_{i=1}^{q-1} \sum_{j=1}^i (i + 1) j \sgn(\pi_{i+1}(s)) \gamma_{i,j} \left[ \xi_i(s) \pi_j(s) + \eta_j(s) \pi_i(s) \right] ds$$

Similarly, we have

$$I_2 = -\sum_{i=1}^q \sum_{j=1}^i j \sgn(\pi_j(s)) \gamma_{i,j} \left[ \xi_i(s) \pi_j(s) + \eta_j(s) \pi_i(s) \right] ds$$

Adding (5.11) and (5.12) and using (6.6), we get

$$I_1 + I_2 \leq 2 \int_0^t \sum_{i=1}^q \sum_{j=1}^i j \gamma_{i,j} \xi_i(s) \pi_j(s) + 2 \int_0^t \sum_{i=1}^q \sum_{j=1}^i j \gamma_{i,j} \eta_j(s) \pi_i(s) ds$$

$$\leq 2A \int_0^t \sum_{i=1}^q \sum_{j=1}^i j^{1+\delta} \xi_i(s) \pi_j(s) ds + 2A \int_0^t \sum_{i=1}^q \sum_{j=1}^i j^{1+\delta} \eta_j(s) \pi_i(s) ds$$

Recalling (5.7), we deduce that

$$I_1 + I_2 \leq 4A(M_{1+\delta}(T) + M_1(0)) \int_0^t \sum_{i=1}^q i |\pi_i(s)| ds.$$

Similarly, $I_3$ can be estimated as

$$I_3 = -\int_0^t \sum_{i=q+1}^\infty \sum_{j=1}^q j \sgn(\pi_j(s)) \gamma_{i,j} \left[ \xi_i(s) \pi_j(s) + \eta_j(s) \pi_i(s) \right] ds$$

Using (5.11), (5.12), and (5.14) in (5.10), we obtain

$$\sum_{i=1}^q i |\pi_i(t)| \leq 4A(M_{1+\delta}(T) + M_1(0)) \int_0^t \sum_{i=1}^q i |\pi_i(s)| ds + A(M_{1+\delta}(T) + M_1(0)) \int_0^t \sum_{i=q+1}^\infty i |\xi_i(s) + \eta_i(s)| ds.$$
Therefore, using (5.7), we may pass to the limit as \( q \to \infty \) in (5.15); we obtain
\[
\sum_{i=1}^{\infty} \frac{1}{|\pi_i(t)|} \leq 4A(M_{1+\delta}(T) + M_1(0)) \int_0^t \sum_{i=1}^{\infty} \frac{1}{|\pi_i(s)|} ds.
\]
Since \( \pi_i(0) = 0 \), then, by the application of Gronwall’s lemma, we conclude that
\[
\sum_{i=1}^{\infty} \frac{1}{|\pi_i(t)|} = 0, \forall t \in [0, T];
\]
hence, \( \pi_i = 0 \), for all \( i \geq 1 \) and \( t \in [0, T] \), which proves the uniqueness. \( \square \)

### 6 CONTINUOUS DEPENDENCE ON INITIAL DATA

Concerning the continuous dependence relative to the initial condition, we prove the following result.

**Proposition 6.1.** If assumptions (2.2) and (5.6) hold and if \( \xi \) and \( \eta \) are solutions to (1.3) in \( \Xi^+_1 \) satisfying \( \xi(0) = \xi^{in} \) and \( \eta(0) = \eta^{in} \) then, for each \( t \in [0, T] \), there is a positive constant \( Y(T, M_1(0), M_{1+\delta}(T)) \) such that
\[
\|\xi - \eta\|_1 \leq Y(T, M_1(0), M_{1+\delta}(T))\|\xi^{in} - \eta^{in}\|_1.
\]

**Proof.** Defining \( \pi(t) = \xi(t) - \eta(t) \) and using the same estimates as in the proof of Theorem 5.1 to obtain
\[
\sum_{i=1}^{q} \frac{1}{|\pi_i(t)|} \leq \sum_{i=1}^{q} \frac{1}{|\pi_i(0)|} + 4A(M_{1+\delta}(T) + M_1(0)) \int_0^t \sum_{i=1}^{q} \frac{1}{|\pi_i(s)|} ds
\]
\[
+ A(M_{1+\delta}(T) + M_1(0)) \int_0^t \sum_{i=q+1}^{\infty} \frac{1}{|\pi_i(s) + \eta_i(s)|} ds.
\]
As a consequence, by making \( q \to \infty \) and using the similar arguments as in the proof of uniqueness, we get
\[
\sum_{i=1}^{\infty} \frac{1}{|\pi_i(t)|} \leq \sum_{i=1}^{\infty} \frac{1}{|\pi_i(0)|} + 4A(M_{1+\delta}(T) + M_1(0)) \int_0^t \sum_{i=1}^{\infty} \frac{1}{|\pi_i(s)|} ds.
\]
By using Gronwall’s lemma and then taking supremum over \( t \), we obtain (6.1). \( \square \)

### 7 ASYMPTOTIC BEHAVIOR OF SOLUTIONS

In this section, we investigate the behavior of the solutions to (1.3) and (1.4) as \( t \to \infty \) and here we follow the proof from Carr and Da Costa [5, Theorem 4.3].

**Theorem 7.1.** For \( T \in (0, +\infty) \) and \( \xi^{in} = (\xi^{in}_i)_{i \geq 1} \in \Xi^+_1 \), let \( \xi = (\xi_i)_{i \geq 1} \in \Xi^+_1 \) be a solution of (1.3) and (1.4), then there is \( \xi^{\infty} = (\xi^{\infty}_i)_{i \geq 1} \in \Xi^+_1 \) such that
\[
\lim_{t \to +\infty} \xi_i(t) = \xi^{\infty}_i, \ i \geq 1.
\]
Moreover, if \( \gamma_{il} > 0 \) for all \( i \geq 1 \), then we have
\[
\xi^{\infty}_i = 0, \ \text{for all} \ i \geq 1.
\]
Proof. Consider \( q \geq 1, \tau \geq 0 \) and \( s \geq \tau \). Using \( \Phi \equiv 1 \) into Lemma 5.1 we obtain that

\[
\frac{d}{dt} \sum_{i=1}^{q} \xi_i(t) = \sum_{i=1}^{q-1} \sum_{j=1}^{i} j \gamma_{i,j} \xi_i(t) \xi_j(t) - \sum_{i=1}^{q} \sum_{j=i+1}^{q} (j+1) \gamma_{i,j} \xi_i(t) \xi_j(t)
\]

\[
- \sum_{i=q+1}^{\infty} \sum_{j=1}^{q} \gamma_{i,j} \xi_i(t) \xi_j(t)
\]

\[
\leq - \sum_{i=1}^{q} \sum_{j=1}^{i} \gamma_{i,j} \xi_i(t) \xi_j(t) - \sum_{i=q+1}^{\infty} \sum_{j=1}^{q} \gamma_{i,j} \xi_i(t) \xi_j(t)
\]

\[
\leq - \frac{1}{2} \sum_{i=1}^{q} \sum_{j=1}^{q} \gamma_{i,j} \xi_i(t) \xi_j(t)
\]

\[
\leq 0.
\]

Taking integration with respect to \( t \) from \( \tau \) to \( s \), we have

\[
\sum_{i=1}^{q} \xi_i(s) \geq \sum_{i=1}^{q} \xi_i(\tau).
\]

(7.4)

Hence, for each \( q \geq 1 \), the function \( f_q : t \mapsto \sum_{i=1}^{q} \xi_i(t) \) is a nonincreasing and nonnegative function of time. Hence, there exists a positive constant \( \overline{f}_q \) such that

\[
f_q(t) \to \overline{f_q} \text{ as } t \to +\infty,
\]

and thus,

\[
\xi_q(t) \to \xi_q^\infty \text{ as } t \to +\infty,
\]

with \( \xi_1^\infty = f_1 \) and \( \xi_q^\infty = f_q - f_{q-1} \geq 0 \) for \( q \geq 2 \). Moreover, we conclude from \( \xi = (\xi_i)_{i \geq 1} \in \Xi_1^+ \) that

\[
\sum_{i=1}^{q} \xi_i(t) \leq \sup_{t \in [0, +\infty)} \|\xi(t)\|_1 < +\infty,
\]

for each \( q \geq 1 \) and \( t \in [0, +\infty) \). Hence,

\[
\sum_{i=1}^{\infty} \xi_i^\infty < +\infty.
\]

Now, we prove (7.2), that is, \( \xi_q^\infty = 0 \) for all \( q \geq 1 \). We first set \( q = 1 \) and \( \Phi \equiv 1 \) into Lemma 5.1 and after integration, we obtain

\[
\xi_1(t+\tau) - \xi_1(t) = - \int_{t}^{t+\tau} \left[ \sum_{k=1}^{\infty} \sum_{k=1}^{\infty} \gamma_{1,k} \xi_k(s) \right] ds
\]

\[
= \int_{t}^{t+\tau} \left[ -2 \xi_1^2(s) \gamma_{1,1} - \xi_1(s) \sum_{k=2}^{\infty} \gamma_{1,k} \xi_k(s) \right] ds
\]

\[
\leq - \int_{t}^{t+\tau} \gamma_{1,1} \xi_1^2(s) ds,
\]

for all \( t \geq 0 \) and \( \tau > 0 \). Now, letting \( t \to \infty \), we get

\[
\lim_{t \to \infty} \int_{t}^{t+\tau} \gamma_{1,1} \xi_1^2(s) ds = 0.
\]
and this implies $\xi_1^\infty = 0$, because otherwise there would exist a positive constant $0 < \theta_1 < \xi_1^\infty$ such that, for all sufficiently large $t$, $\xi_1(t) > \theta_1$ and

$$\lim_{t \to \infty} \int_t^{t+\tau} \gamma_{1,1}\xi_1^2(s)ds \geq \gamma_{1,1}\theta_1^2 \tau > 0,$$

a contradiction. Next, we set $q = 2$ into Lemma 5.1 and get

$$\xi_2(t + \tau) - \xi_2(t) = \int_t^{t+\tau} \left[ \xi_2^2(s)\gamma_{1,1} - \xi_2(s) \sum_{k=1}^2 k\gamma_{2,k}\xi_k(s) - \xi_2(s) \sum_{k=2}^\infty \gamma_{2,k}\xi_k(s) \right] ds$$

$$= \int_t^{t+\tau} \left[ \xi_2^2(s)\gamma_{1,1} - 3\xi_2^2(s)\gamma_{2,2} - \gamma_{1,2}\xi_1^2(s) - \xi_2(s) \sum_{k=3}^\infty \gamma_{2,k}\xi_k(s) \right] ds$$

$$\leq \int_t^{t+\tau} \left( \xi_2^2(s)\gamma_{1,1} - \xi_2^2(s)\gamma_{2,2} \right) ds.$$

Now, letting $t \to \infty$ and obtain

$$0 \leq \lim_{t \to \infty} \int_t^{t+\tau} (\xi_2^2(s)\gamma_{1,1} - \xi_2^2(s)\gamma_{2,2}) ds$$

and since $\xi_1(t) \to 0$ as $t \to \infty$ and $(\gamma_{1,1})_{t \geq 1} > 0$, we have

$$\lim_{t \to \infty} \int_t^{t+\tau} \gamma_{2,2}\xi_2^2(s)ds = 0,$$

and this implies $\xi_2^\infty = 0$, because otherwise there would exist a positive constant $0 < \theta_2 < \xi_2^\infty$ such that, for all sufficiently large $t$, $\xi_2(t) > \theta_2$ and

$$\lim_{t \to \infty} \int_t^{t+\tau} \xi_2^2(s)ds \geq \gamma_{2,2}\theta_2^2 \tau > 0,$$

a contradiction.

Proceeding by induction, assuming $\xi_1^\infty = \cdots = \xi_{q-1}^\infty = 0$, we prove $\xi_q^\infty = 0$:

$$0 = \lim_{t \to \infty} \xi_q(t + \tau) - \xi_q(t)$$

$$= \lim_{t \to \infty} \int_t^{t+\tau} \left( \xi_{q-1}(s) \sum_{k=1}^{q-1} k\gamma_{q-1,k}\xi_k(s) - \xi_q(s) \sum_{k=1}^q k\gamma_{q,k}\xi_k(s) - \xi_q(s) \sum_{k=q}^\infty \gamma_{q,k}\xi_k(s) \right) ds$$

$$\leq -\phi_{q,q} \lim_{t \to \infty} \int_t^{t+\tau} (\xi_q(t))^2 ds,$$

and the conclusion follows as before. Hence, the proof of Theorem 7.1 is completed. □

Finally, in the next proposition, we will show that the total number of particles goes to zero as time increases to infinity.

**Proposition 7.1.** For $T \in (0, +\infty)$ and $\xi^\infty = (\xi^\infty_j)_{j \geq 1} \in \Xi^+$. Let $\xi = (\xi_j)_{j \geq 1} \in \Xi^+$ be a solution of (1.3) and (1.4). Further, assume that for some $\zeta > 0$,

$$\gamma_{i,j} \geq \zeta, \quad \text{and} \quad i, j \geq 1. \quad (7.5)$$

Then

$$\lim_{t \to \infty} \sum_{i=1}^\infty \xi_i(t) = 0.$$

**Proof.** From (7.3), it follows that

$$\sum_{i=1}^q \xi_i(t) + \frac{1}{2} \int_s^t \sum_{i=1}^q \sum_{j=1}^q \gamma_{i,j} \xi_j(t) \xi_j(t) dt \leq \sum_{i=1}^q \xi_i(s).$$
Now, the growth conditions (2.3) and (7.5) allow to pass to the limit as \( q \to \infty \) in the above equality; we thus obtain
\[
\sum_{i=1}^{\infty} \xi_i(\tau) + \frac{1}{2} \int_{\tau}^{s} \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} \eta_{ij}(t) \xi_j(t) dt \leq \sum_{i=1}^{\infty} \xi_i(s),
\]
which implies that
\[
\int_{\tau}^{s} \left( \sum_{i=1}^{\infty} \xi_i(t) \right)^2 dt \leq \frac{2}{\zeta} \sum_{i=1}^{\infty} \xi_i(s).
\]
Next, we deduce from the previous estimate (with \( s = 0 \) and \( \tau = +\infty \)) that
\[
\int_{0}^{\infty} \left( \sum_{i=1}^{\infty} \xi_i(t) \right)^2 dt \leq \frac{2}{\zeta} \sum_{i=1}^{\infty} \xi_{in} \leq \frac{2}{\zeta} \sum_{i=1}^{\infty} \xi_{in} < +\infty.
\]
Recalling (7.4), we realize that the total number of particles \( M_0 \) is a nonincreasing and nonnegative function of time which also belongs to \( L^2(0, +\infty) \). Therefore, we obtain
\[
\lim_{t \to \infty} \sum_{i=1}^{\infty} \xi_i(t) = 0.
\]
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