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Abstract

Hadron production and lepton-pair production in e⁺e⁻ collisions are studied with data collected with the L3 detector at LEP at centre-of-mass energies \( \sqrt{s} = 192 - 208 \) GeV. Using a total integrated luminosity of 453 pb⁻¹, 36057 hadronic events and 12863 lepton-pair events are selected. The cross sections for hadron production and lepton-pair production are measured for the full sample and for events where no high-energy initial-state-radiation photon is emitted prior to the collisions. Lepton-pair events are further investigated and forward-backward asymmetries are measured. Finally, the differential cross sections for electron-positron pair-production is determined as a function of the scattering angle. An overall good agreement is found with Standard Model predictions.
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1 Introduction

The study of fermion-pair production in $e^+e^-$ collisions constitutes an important part of the LEP scientific program. It allows a test of the Standard Model of electroweak interactions [1] at energies never achieved before. At the same time, the large rates of these processes and the simplicity of the final states provide a useful resource to control detector performance and calibration. In addition, fermion pairs constitute an irreducible background for many measurements and for the search for new physics beyond the Standard Model. Therefore, its production mechanism must be studied and controlled. Finally, LEP explores a new energy range above the Z resonance and possible deviations of fermion-pair production measurements from their precise theoretical expectations could give access to effects of new physics beyond the Standard Model at a scale too large to be directly observed.

This paper describes the study of fermion-pair production through the processes:

$$e^+e^- \rightarrow \text{hadrons} \left(\gamma\right), \quad e^+e^- \rightarrow \mu^+\mu^- \left(\gamma\right), \quad e^+e^- \rightarrow \tau^+\tau^- \left(\gamma\right) \text{ and } e^+e^- \rightarrow e^+e^- \left(\gamma\right),$$

where the symbol \(\left(\gamma\right)\) indicates the possible presence of additional photons. These reactions proceed through s-channel $e^+e^-$ annihilation mediated by a photon or a Z boson. The $e^+e^- \rightarrow e^+e^- \left(\gamma\right)$ process receives additional contributions from t-channel exchange amplitudes, which increase for decreasing scattering angles, \(\theta\). The scattering angle is defined as the angle between the directions of the incoming electron and the outgoing fermion.

The L3 collaboration studied fermion-pair production at the Z resonance [2] and for centre-of-mass energies $\sqrt{s} = 130$ GeV $- 189$ GeV [3, 4]. This paper extends these studies to the high-energy and high-luminosity data sample collected at LEP at $\sqrt{s} = 191.6$ GeV $- 209.2$ GeV, corresponding to an integrated luminosity of 453 pb$^{-1}$. The study of the $e^+e^- \rightarrow \nu\bar{\nu} \left(\gamma\right)$ process is discussed in Reference 5. Measurements of hadron and lepton-pair production above the Z resonance were also performed by the other LEP collaborations [6].

For a substantial fraction of the events, initial-state-radiation (ISR) photons lower the initial centre-of-mass energy to an effective centre-of-mass energy, $\sqrt{s'}$. The case $\sqrt{s'} \approx m_Z$, where $m_Z$ is the mass of the Z boson, is called radiative return to the Z. The value of $s'$ can be computed from the sum of the energies of all ISR photons, $E_\gamma$, and of their momentum vectors, $\vec{P}_\gamma$, as:

$$s' = s - 2E_\gamma\sqrt{s} + E_\gamma^2 - \vec{P}_\gamma^2. \quad (1)$$

Events from fermion-pair production are divided into two categories: inclusive events and high-energy events. The former include radiative return to the Z. The latter comprises events with small ISR effects, where $\sqrt{s'} \approx \sqrt{s}$. The quantity $\sqrt{s'}$ is a natural choice to assign events to these two categories for s-channel processes. In the presence of t-channel contributions in the $e^+e^- \rightarrow e^+e^- \left(\gamma\right)$ process, the acollinearity angle, $\zeta$, is a more appropriate choice. It is calculated as the complement to 180° of the angle between the directions of the final-state electrons. In the following, the criteria listed in Table 1 are used to assign events to the two classes. Measurements for the s-channel processes are performed in a limited fiducial volume and then extrapolated to the full angular region. Measurements for the $e^+e^- \rightarrow e^+e^- \left(\gamma\right)$ process are instead given in a limited angular region, with no extrapolation. Events with low values of $\sqrt{s'}$ in the s-channel processes and large values of $\zeta$ in the $e^+e^- \rightarrow e^+e^- \left(\gamma\right)$ process are excluded in order to obtain a high experimental signal-to-background ratio and reduce uncertainties on radiative corrections. Experimental uncertainties on the determination of $\sqrt{s'}$ and $\zeta$ introduce an additional background, due to event migration, denoted as ISR contamination.
The effective centre-of-mass energy is not well defined in presence of interference between initial- and final-state photon radiation. This effect is excluded from the signal definition for the $e^+e^- \rightarrow \text{hadrons} \ (\gamma)$, $e^+e^- \rightarrow \mu^+\mu^- (\gamma)$ and $e^+e^- \rightarrow \tau^+\tau^- (\gamma)$ processes, as discussed in Reference 4. The signal definition for the $e^+e^- \rightarrow e^+e^- (\gamma)$ process includes effects of this interference.

Besides the emission of ISR photons, the production of initial-state fermion pairs could also lower the value of $\sqrt{s'}$. This effect was previously investigated and found to have a negligible impact on the selection efficiencies [4]. In the following, it is excluded from the signal definition of the $e^+e^- \rightarrow \text{hadrons} \ (\gamma)$, $e^+e^- \rightarrow \mu^+\mu^- (\gamma)$ and $e^+e^- \rightarrow \tau^+\tau^- (\gamma)$ processes and included in the signal definition of the $e^+e^- \rightarrow e^+e^- (\gamma)$ process.

Table 1 summarises the treatment of the interference between initial- and final-state photon radiation and the production of initial-state fermion pairs for the different channels.

This paper presents results of the measurements of cross sections for hadron and lepton-pair production for both inclusive and high-energy events. The forward-backward asymmetries of lepton-pair production, $A_{fb}$, are studied for both the inclusive and the high-energy samples. Finally, electron-positron pair-production is further investigated and its differential cross sections as a function of the scattering angle, $d\sigma/d \cos \theta$, are measured for high-energy events.

For the high-energy sample, $A_{fb}$ is defined through the parametrisation of the differential cross section:

$$\frac{1}{\sigma} \frac{d\sigma}{d \cos \theta} = \frac{3}{8} (1 + \cos^2 \theta) + A_{fb} \cos \theta + \frac{1}{\varepsilon(\cos \theta) \sigma} \int_{\sqrt{s'}} d\epsilon \epsilon \epsilon(\cos \theta, m_{\ell\ell}) \frac{\partial^2 \sigma_{\text{intf}}}{\partial \cos \theta \partial m_{\ell\ell}}, \quad (2)$$

where $\sigma_{\text{intf}}$ is the contribution to the cross section from the interference between initial- and final-state photon radiation and $\varepsilon$ is the efficiency as a one- or two-dimensional function of $\cos \theta$ and of the fermion-pair mass, $m_{\ell\ell}$. It is computed from Monte Carlo simulations. For the inclusive sample, ISR distorts the angular distribution such that the Born approximation of Equation (2) is not appropriate. Instead, for the $e^+e^- \rightarrow \mu^+\mu^- (\gamma)$ and the $e^+e^- \rightarrow \tau^+\tau^- (\gamma)$ processes, the forward-backward asymmetry is obtained from the differential cross section and extrapolated to the full solid angle using the ZFITTER program [7]. These corrections are about 2%. The forward-backward asymmetry of the $e^+e^- \rightarrow e^+e^- (\gamma)$ process is obtained by counting forward- and backward-scattered events in a given fiducial volume.

Section 2 describes the data sample and the measurement of the integrated luminosity. Section 3 describes the Monte Carlo simulation of signal and background processes as well as the theoretical predictions for fermion-pair production. The analysis methods and the event selections for the individual channels closely follow those used at lower centre-of-mass energies [4].
They are summarised, together with the results for cross sections and asymmetries and a discussion of the systematic uncertainties, in Section 4 for the $e^+e^-\rightarrow \text{hadrons} (\gamma)$ process, in Section 5 for the $e^+e^-\rightarrow \mu^+\mu^- (\gamma)$ process, in Section 6 for the $e^+e^-\rightarrow \tau^+\tau^- (\gamma)$ process and, finally, in Section 7 for the $e^+e^-\rightarrow e^+e^- (\gamma)$ process. Section 8 contains the summary and the conclusions.

2 Data sample

Data collected at LEP using the L3 detector [8–10] in the years 1999 and 2000 are investigated. In the year 1999, LEP was operated at four centre-of-mass energies between 191.6 GeV and 201.9 GeV which are treated separately in the following. In the year 2000, in order to enhance the discovery potential for the Standard Model Higgs boson, the LEP centre-of-mass energy was varied between 202.5 GeV and 209.2 GeV. These data are divided into three energy ranges. The seven average centre-of-mass energies considered in this analysis are listed in Table 2. The precise determination of the LEP centre-of-mass energy is discussed in Reference 11.

A total integrated luminosity of 453 pb$^{-1}$ is considered. Its breakdown for the different values of $\sqrt{s}$ is given in Table 2 for the four final states under investigation. Differences between the channels are due to different data-quality requirements.

The integrated luminosity is measured using small-angle Bhabha scattering events recorded by two BGO calorimeters located close to the beam line on opposite sides of the interaction region, and collected by a dedicated trigger [10]. Events with two back-to-back energy clusters are selected and a tight fiducial volume cut, $34 \text{ mrad} < \theta < 54 \text{ mrad}$, $|90^\circ - \phi| > 11.25^\circ$ and $|270^\circ - \phi| > 11.25^\circ$ \footnote{The azimuthal angle, $\phi$, is measured from an axis pointing toward the centre of the LEP ring.}, is imposed on the coordinates of the highest-energy cluster. The highest-energy cluster on the opposite side should be contained in a larger fiducial volume, $32 \text{ mrad} < \theta < 65 \text{ mrad}$, $|90^\circ - \phi| > 3.75^\circ$ and $|270^\circ - \phi| > 3.75^\circ$.

Systematic uncertainties on the measurement of the integrated luminosity originate from the event selection criteria, the precise knowledge of the detector geometry and position, and the limited Monte Carlo statistics used to determine the selection efficiency. For 20% of the data collected in 2000, some trigger instabilities required the use of additional information from the cross section of hadron production in photon-photon collisions, resulting in a further systematic uncertainty. The total experimental systematic uncertainties for the years 1999 and 2000 are 0.14% and 0.18%, respectively. An additional theoretical uncertainty of 0.12% affects the determination of the integrated luminosity. These uncertainties are negligible with respect to the statistical and systematic uncertainties of the measurements described below.

3 Monte Carlo samples and theoretical predictions

The efficiencies and background levels of each selection, as well as some systematic uncertainties, are determined by means of Monte Carlo simulations. The following event generators are used: BHAGENE [12] and BHWIDE [13] for the $e^+e^-\rightarrow e^+e^- (\gamma)$ process; BHLMU [14] for Bhabha scattering in the fiducial volume used in the determination of the integrated luminosity; TEEGG [15] for the $e^+e^-\rightarrow e^+e^-\gamma$ process where one fermion is close to the beam line and the photon in the detector; KK2f [16] for the $e^+e^-\rightarrow \text{hadrons} (\gamma)$, $e^+e^-\rightarrow \mu^+\mu^- (\gamma)$ and $e^+e^-\rightarrow \tau^+\tau^- (\gamma)$ processes; PYTHIA [17] for the $e^+e^-\rightarrow ZZ$ and $e^+e^-\rightarrow Ze^+e^-$ processes;
KORALW [18] for W-boson pair production, $e^+e^- \rightarrow W^+W^-$; EXCALIBUR [19] for the four-fermion processes $e^+e^- \rightarrow q\bar{q}'u\bar{u}$ and $e^+e^- \rightarrow e^+e^-e^+e^-$; GGG [20] for the $e^+e^- \rightarrow \gamma\gamma(\gamma)$ process; PHOJET [21] and DIAG36 [22] for hadron and lepton production in photon-photon collisions, $e^+e^- \rightarrow e^+e^-$hadrons and $e^+e^- \rightarrow e^+e^-\ell^+\ell^-$, respectively.

The hadronisation process is described with the PYTHIA Monte Carlo, whose parameters are tuned with data collected with the L3 detector at the Z resonance [23]. The HERWIG [24] and ARIADNE [25] Monte Carlo programs, also tuned on the same data [23], are used for systematic studies in the $e^+e^- \rightarrow$ hadrons channel.

Monte Carlo events are generated for each centre-of-mass energy. The L3 detector response is simulated using the GEANT [26] program which takes into account the effects of energy loss, multiple scattering and showering in the detector. The GHEISHA [27] package is used for the simulation of hadronic interactions. Time-dependent detector efficiencies, as monitored during the data-taking period, are included in the simulations. This “real-detector” simulation assures the control of the selection efficiencies. However, time-dependent second-order effect might escape the monitoring procedure and introduce a difference between data and the Monte Carlo description of some selection variables. The selection cuts described in the following are chosen so as to minimise these small discrepancies. The region of maximal discrimination between the signals and the backgrounds is scanned in a window of width several times the resolution of the selection variables. A value of the cut is retained for which the data and Monte Carlo differences are minimal. The observed differences are then retained as an estimation of systematic uncertainties on the detector modelling. These are discussed in detail in the following sections.

The measurements are compared to the predictions of the Standard Model as calculated using the ZFITTER [7] program for the $e^+e^- \rightarrow$ hadrons ($\gamma$), $e^+e^- \rightarrow \mu^+\mu^-$ ($\gamma$) and $e^+e^- \rightarrow \tau^+\tau^-$ ($\gamma$) processes and the TOPAZ0 [28] program for the $e^+e^- \rightarrow e^+e^-\gamma(\gamma)$ process. The following input parameters are used [29]: $m_Z = 91.1876\pm0.0021$ GeV, $m_t = 174.3\pm5.1$ GeV for the top-quark mass, $\alpha_s(m_Z^2) = 0.1187\pm0.0020$ for the strong coupling and $\Delta\alpha_{\text{had}}^{(5)} = 0.02763\pm0.00036$ for the hadronic contribution to the running of the electromagnetic coupling. The Higgs-boson mass is chosen as $m_H = 150^{+110}_{-36}$ GeV, compatible with the lower and higher mass limits of 114.4 GeV [30] and 285 GeV [31], respectively. The theoretical uncertainties on the Standard Model predictions are estimated to be below 1% except for the predictions for large-angle Bhabha scattering where they reach 1.5% [32]. The values of $s'$ used in the calculations account for the energies of ISR photons through Equation (1), where $E_\gamma$ and $\vec{P}_\gamma$ also include the four-momenta of low-mass fermion pairs. The stability of the predictions with respect to the Standard Model input parameters is checked by changing these within their uncertainties. The variations of the predictions are below 0.1%, resulting in a negligible additional systematic uncertainty.

4 The $e^+e^- \rightarrow$ hadrons ($\gamma$) process

4.1 Event selection

High-multiplicity events from the $e^+e^- \rightarrow$ hadrons ($\gamma$) process are selected in the fiducial volume of the L3 calorimeters, $|\cos \theta| < 0.995$ [4, 33]. These events are collected by redundant triggers based on the energy deposition in the calorimeters, the presence of pairs of back-to-back charged tracks in the tracker and the multiplicity of hits in the scintillator time-of-flight system. The overall trigger efficiency is measured from data to be close to 100%, with a negligible uncertainty.
Background from lepton-pair production is rejected by requiring the event to have at least 12 calorimetric clusters. Background from hadron production in photon-photon collisions is reduced by two criteria: the hadronic energy calculated by excluding isolated clusters, $E_{\text{had}}$, must be greater than $0.4\sqrt{s}$ and the longitudinal energy-imbalance must be less than $0.8E_{\text{tot}}$, where $E_{\text{tot}}$ is the total energy reconstructed in the detector. Events from W-boson pair production with semi-leptonic decay are removed by requiring the transverse energy-imbalance to be less than $0.3E_{\text{tot}}$. Hadronic decays of W bosons are reduced by applying the JADE algorithm [34] with a resolution parameter $y_{\text{cut}} = 0.01$ and removing events with at least four jets, each with an energy greater than 15 GeV.

Two methods are used to derive the four-momentum of ISR photons and calculate $\sqrt{s'}$ through Equation (1). The first method uses a kinematic fit assuming the emission of either zero, one, or two photons along the beam line. The hypothesis which best fits the data is retained and the photon four-momenta are derived from the fit. In the second method, each event is clustered into two jets using the JADE algorithm. A single photon is assumed to be emitted along the beam line and its energy is estimated from the reconstructed polar angles of the jets, $\theta_1$ and $\theta_2$, as:

$$E_\gamma = \frac{\sqrt{s} |\sin(\theta_1 + \theta_2)|}{\sin \theta_1 + \sin \theta_2 + |\sin(\theta_1 + \theta_2)|}. \quad (3)$$

In about 15% of selected events, an isolated high-energy cluster is detected in the electromagnetic calorimeter. It is assumed to be an ISR photon, and its energy and momentum are added to those determined by either method before applying Equation (1).

The first method is used to derive the following results, while the second is used as a cross check and to assess the systematic uncertainty on the $\sqrt{s'}$ determination.

Figure 1a shows the distributions for data and Monte Carlo of $E_{\text{had}}/\sqrt{s}$ for the full data sample. The three peaks correspond, from left to right, to hadron production in photon-photon collisions, to the radiative return to the Z and to high-energy events. Figure 2a shows the data and Monte Carlo distributions of the values of $\sqrt{s'}$ reconstructed with the second method for $\sqrt{s} = 207$ GeV. The two peaks correspond to the radiative return to the Z and to high-energy events.

Selection efficiencies and background contributions for the different values of $\sqrt{s}$ are listed in Tables 3 and 4 for the inclusive and high-energy samples, respectively. The largest residual backgrounds are from W-boson pair production, hadron production in photon-photon collisions and, for the high-energy sample, ISR contamination. Other minor sources of background are tau-pair production and four-fermion events from Z-boson pair production and the $e^+e^- \rightarrow Ze^+e^-$ process.

### 4.2 Results

The numbers of observed events and the measurements of the cross sections of the $e^+e^- \rightarrow$ hadrons ($\gamma$) process for the inclusive and high-energy samples are presented in Table 5, together with their statistical and systematic uncertainties. The corresponding Standard Model predictions are also given. Figure 3 compares the cross section measurements to the Standard Model predictions. Good agreement is observed.

A $\chi^2$ test of the compatibility of data and Standard Model prediction yields values of $\chi^2$/d.o.f. of 1.4 and 0.7 for the inclusive and high-energy samples, respectively. These and all following calculations of $\chi^2$/d.o.f. include only statistical uncertainties.
4.3 Systematic uncertainties

The statistical uncertainty on the cross sections of the $e^+e^- \rightarrow \text{hadrons}(\gamma)$ process varies between 1.1\% and 2.1\% for the inclusive sample and 2.5\% and 4.6\% for the high-energy sample, depending on $\sqrt{s}$, with the exclusion of the low-luminosity highest-energy point. The overall systematic uncertainties for the inclusive sample are comparable to the statistical uncertainties, at about 1.1\%, while for the high-energy sample, with a value of about 0.8\%, they are less than a third of the statistical uncertainties [4, 33].

The systematic uncertainty on the hadronisation process, which amounts to 0.47\% for the inclusive sample and 0.63\% for the high-energy sample, is derived by using the HERWIG and ARIADNE Monte Carlo programs instead of the default PYTHIA Monte Carlo. The analysis is repeated by using these alternative Monte Carlo simulations. Their average is calculated and half of its difference with respect to the original measurement is assigned as systematic uncertainty. Limited signal and background Monte Carlo statistics imply systematic uncertainties of 0.07–0.17\% and 0.14–0.50\% for the inclusive and high-energy samples, respectively, depending on the centre-of-mass energy. The systematic uncertainty from calorimeter calibration, which amounts to 0.48\% for the inclusive sample and 0.26\% for the high-energy sample, is assessed by repeating the analysis changing the calorimeter calibration constants within the uncertainties of their determination from Z-peak data. The Monte Carlo treatment of the interference between initial- and final-state radiation contributes systematic uncertainties of 0.10\% and 0.20\% for the inclusive and high-energy samples, respectively. The $\sqrt{s}$ reconstruction uncertainty is estimated from the differences of the cross sections obtained with each of the two methods as 0.36\% for the inclusive sample and 0.15\% for the high-energy sample. The impact of the event-selection procedure is studied by varying the selection criteria, in order to assess the effects of possible discrepancies between data and the Monte Carlo simulation, and by using a different strategy to remove events from W-boson pair production. Uncertainties of 0.22\% and 0.07\% are obtained for the inclusive and high-energy samples, respectively. Uncertainties in the modelling of hadron production in photon-photon interactions propagate to a systematic uncertainty of 0.05\% for both the inclusive and high-energy samples. For the cross section measurement of the high-energy sample, three quarters of the systematic uncertainty is correlated between energy points.

5 The $e^+e^- \rightarrow \mu^+\mu^-(\gamma)$ process

5.1 Event selection

Muon-pair candidates are selected from low-multiplicity events with two identified muons [4, 35]. These events are mainly collected by a trigger based on several possible combinations of tracks in different regions of the muon spectrometer. The trigger efficiency is enhanced by including events with back-to-back tracks in the central tracker and events with isolated photons in the calorimeters, susceptible to originate from ISR. The combined trigger efficiency is determined from data and varies between 97.8\% and 99.9\%, according to the data-taking conditions, with statistical uncertainties between 0.1\% and 0.8\%.

The muon candidates are required to have at least two track-segments reconstructed in the fiducial volume, $|\cos \theta| < 0.9$, of the muon spectrometer. In addition, for 15\% of the events, only one muon is identified in the muon spectrometer while the other is reconstructed from the signature of a minimum-ionising particle in the calorimeters matched to a track in the central
tracker and, possibly, a single track-segment in the muon spectrometer.

Background from lepton-pair production in photon-photon collisions and from tau-pair production is suppressed by requiring the momentum of the most energetic muon, $p_{\text{max}}$, to satisfy $p_{\text{max}} > 0.4 E_{\text{beam}}$, where $E_{\text{beam}}$ is the beam energy. These backgrounds are further removed by requiring the acollinearity angle to be less than $90^\circ$. Background from cosmic rays is rejected by three criteria: at least one of the muons must originate from the interaction point; at least one of the muons must have a signal in the scintillator time-of-flight system in time with the beam crossing; finally, if both muons have such a scintillator hit, these must be simultaneous. The residual background from cosmic rays is estimated from complementary subsamples of data.

The value of $\sqrt{s}'$ is derived from Equation (1). If one or more isolated high-energy photons are detected in the event, their energies are directly used. If no such photons are detected, the hypothesis that a single ISR photon is emitted along the beam line is made, and Equation (3) is used to derive its energy from the muon polar angles.

Figure 1b shows the distribution for data and Monte Carlo of $p_{\text{max}}/E_{\text{beam}}$ for the full data sample, while Figure 2b shows the distributions of $\sqrt{s}'$ reconstructed at $\sqrt{s} = 207$ GeV.

Selection efficiencies and background contributions are listed in Tables 3 and 4 for the inclusive and high-energy samples, respectively. The largest residual backgrounds are from lepton-pair production in photon-photon collisions, W-boson pair production and, for the high-energy sample, ISR contamination. Other minor sources of background are tau-pair production, Z-boson pair production and cosmic rays.

### 5.2 Results

The numbers of observed events and the measurements of the cross sections of the $e^+e^- \rightarrow \mu^+\mu^- (\gamma)$ process for the inclusive and high-energy samples are presented in Table 5, together with their statistical and systematic uncertainties. The corresponding Standard Model predictions are also given. Figure 4a compares the measured cross section for the inclusive and high-energy samples with the Standard Model predictions as a function of $\sqrt{s}$. Good agreement is observed, with values of $\chi^2/d.o.f.$ of 1.9 and 1.4 for the inclusive and high-energy samples, respectively.

The forward-backward asymmetry is determined for the inclusive and high-energy samples with the results presented in Table 6, together with the numbers of events selected in the forward and backward hemispheres. The determination of $A_{\text{fb}}$ takes into account both the charge confusion per event, measured in data to be between 0.2% and 0.5%, and the asymmetries induced by the accepted background. Figure 4b presents the values of $A_{\text{fb}}$ measured as a function of $\sqrt{s}$. They are in good agreement with the Standard Model predictions, also shown, with values of $\chi^2/d.o.f.$ of 0.2 and 0.8 for the inclusive and high-energy samples, respectively.

### 5.3 Systematic uncertainties

For the high-energy sample, the systematic uncertainties on the measurement of the $e^+e^- \rightarrow \mu^+\mu^- (\gamma)$ cross sections and forward-backward asymmetries are in the ranges $2.7 - 4.0\%$ and $3.4 - 10\%$, respectively [4,35], depending on $\sqrt{s}$. These uncertainties are at least three times smaller than the corresponding statistical uncertainties.

The limited signal and background Monte Carlo statistics imply systematic uncertainties of $1.8 - 3.0\%$ and $2.4 - 5.5\%$, depending on $\sqrt{s}$, for the cross section and $A_{\text{fb}}$ measurements, respectively. The uncertainty in detector modelling, assessed by varying the selection criteria,
is dominated by the simulation of $p_{\text{max}}$ and the control of the fiducial volume. Depending on the running conditions and the detector ageing, this uncertainty varies between 1.7% and 2.4% for the cross sections and 1.0% and 7.0% for $A_{N}$. The uncertainty on the trigger efficiency has a small impact on the cross section with a systematic uncertainty between 0.2% and 0.8%, depending on the year of data taking. The charge confusion per event has a relative uncertainty of about 20%, which results in a small additional uncertainty on $A_{N}$, of about 0.2%.

For the high-energy measurement of the cross sections, between one third and half of the systematic uncertainty is correlated between the energy points. For the asymmetries, these figures increase to one half and two thirds.

6 The $e^+e^- \rightarrow \tau^+\tau^- (\gamma)$ process

6.1 Event selection

Tau candidates are identified in the fiducial volume $|\cos \theta| < 0.94$ as narrow, low multiplicity, jets containing at least one charged particle [4,36]. Several classes of triggers collect these events with an efficiency, measured from data, close to 100% with a negligible uncertainty: low- and large-angle charged-track triggers, the muon triggers, a scintillator time-of-flight multiplicity trigger and calorimeter-based energy triggers.

Events with two tau candidates are selected. If both jets contain electrons\(^2\)) or muons the events are rejected. The momentum of the most energetic tau jet, $p_1$, is estimated from its polar angle, $\theta_1$, and the polar angle of the other tau jet, $\theta_2$, imposing energy and momentum conservation as:

$$p_1 = \sqrt{s} \frac{\sin \theta_2}{\sin \theta_1 + \sin \theta_2 + \sin(\theta_1 + \theta_2)}.$$  \hfill (4)

The momentum of the other tau jet is estimated analogously. Background from hadronic events is removed by requiring at most 16 calorimetric clusters and at most 9 tracks in the central tracker. Residual background from the $e^+e^- \rightarrow e^+e^- (\gamma)$ process is suppressed by requiring that the energies of the most energetic and the second most energetic electromagnetic cluster in the event are less than 85% and 50% of the estimated momenta of the corresponding tau jets. Similarly, background from muon-pair production is further reduced by requiring the momentum of each muon in the event to be less than 85% of the estimated momentum of the corresponding tau jet. Background from photon-photon collisions is reduced by requiring the most energetic jet to have an energy $E_{\text{max}}$ such that $E_{\text{max}} > 0.275 p_1$. Leptonic final states from $W$-boson pair production are rejected by requiring the acollinearity angle to be less than 15°. Background from cosmic rays is suppressed using information from the time-of-flight system and by requiring any muons in the event to originate from the interaction point.

The value of $\sqrt{s'}$ is derived from Equation (1) by using the four-momenta of all detected isolated high-energy photons. If the event contains no such photons, the energy of a single ISR photon directed along the beam line is calculated from the tau-jet polar angles with Equation (3).

Figure 1c shows the data and Monte Carlo distributions of $E_{\text{max}}/p_1$ for the full data sample, while Figure 2c shows the distributions of $\sqrt{s'}$ reconstructed at $\sqrt{s} = 207$ GeV.

The charge of the tau candidates is determined from the sum of the charges of the tracks constituting the jets or of the identified electrons or muons. Only event with an unambiguous

\(^2\)Here and in the following, the term “electron” denotes both electrons and positrons.
charge assignment are retained for the study of $A_{fb}$. These comprise 72% of the inclusive sample and 75% of the high-energy sample.

Tables 3 and 4 list the selection efficiencies and background contributions for the inclusive and high-energy samples, respectively. The largest residual backgrounds are from tau production in photon-photon collisions and other sources such as the $e^+e^- \rightarrow e^+e^- (\gamma)$ process, muon-pair production and W-boson pair production. ISR contamination contributes to the background to the high-energy sample.

### 6.2 Results

The numbers of observed events and the measurements of the cross sections of the $e^+e^- \rightarrow \tau^+\tau^- (\gamma)$ process for the inclusive and high-energy samples are presented in Table 5, together with their statistical and systematic uncertainties. The measurements are compared in Figure 4a with the Standard Model predictions as a function of $\sqrt{s}$. All measurements are in good agreement with the Standard Model predictions: $\chi^2$/d.o.f. of 0.3 and 0.5 are observed for the inclusive and high-energy cross sections, respectively.

The forward-backward asymmetry is determined for the inclusive and high-energy samples with the results presented in Figure 4b and Table 6, which also lists the numbers of events selected in the forward and backward hemispheres. The determination of $A_{fb}$ takes into account the charge confusion per event, measured in data, which is of the order of 2%. Good agreement with the Standard Model predictions is found, with values of $\chi^2$/d.o.f. of 0.8 and 0.9 for the inclusive and high-energy sample, respectively.

### 6.3 Systematic uncertainties

For the high-energy sample, the systematic uncertainties on the measurement of the $e^+e^- \rightarrow \tau^+\tau^- (\gamma)$ cross sections and forward-backward asymmetries are $2.0 - 3.4\%$ and $9.6 - 17\%$, depending on the centre-of-mass energy and excluding the highest-energy point, respectively [4, 36]. These uncertainties are considerably lower than the corresponding statistical uncertainties.

The main systematic uncertainties on the cross section determination are the detector modelling and the limited signal and background Monte Carlo statistics. The former, of $1.4\%$, receives equal contributions from the simulation of the variables used for background rejection on the basis of calorimetric information and from the control of the fiducial volume. The limited Monte Carlo statistics implies systematic uncertainties of $1.4 - 3.1\%$, depending on $\sqrt{s}$.

The systematic uncertainties on $A_{fb}$ are dominated by the limited Monte Carlo statistics, with an additional contribution of about $3.0\%$ from the detector modelling. The charge confusion per event is determined with a relative uncertainty up to $50\%$, which has a negligible contribution to the systematic uncertainties.

The systematic uncertainties on the high-energy measurements of the cross sections and asymmetries are mostly uncorrelated between the energy points.

### 7 The $e^+e^- \rightarrow e^+e^- (\gamma)$ process

#### 7.1 Event selection

Electron candidates are identified as clusters in the BGO electromagnetic calorimeter in the range $|\cos \theta| < 0.98$ [4,37]. Two triggers collect these events: a charged-track trigger which re-
quires two back-to-back tracks and a calorimeter-based energy trigger. The combined efficiency of the two triggers, measured from the data, is close to 100%, with a negligible uncertainty, for $|\cos \theta| < 0.72$ and is $99.0 \pm 0.1\%$ for $|\cos \theta| < 0.98$.

The electron-candidate clusters must be associated with tracks which contain at least 20% of the expected number of hits in a three-degree azimuthal wedge around the electron direction. Backgrounds from tau-pair production, lepton production in photon-photon collisions and fully-leptonic decays of W-boson pairs are removed by selection criteria on the energy of the clusters. For the barrel region, $|\cos \theta| < 0.72$, the energy of the most energetic cluster must satisfy $E_1 > 0.5E_{\text{beam}}$, while the energy of the other cluster must satisfy $E_2 > 20$ GeV. For the endcap regions, $0.81 < |\cos \theta| < 0.98$, these criteria are relaxed to $E_1 > 0.4E_{\text{beam}}$ and $E_2 > 10$ GeV. Events with clusters in the region between the BGO barrel and either one of the BGO endcaps, $0.72 < |\cos \theta| < 0.81$, instrumented with a lead and scintillating-fibre calorimeter [9], are rejected.

The absolute value of the cosine of the centre-of-mass scattering angle, $|\cos \theta^*|$, is determined from the polar angles of the electron candidates as:

$$|\cos \theta^*| \equiv \frac{|\sin \theta_1 - \theta_2|}{\sin \theta_1 + \sin \theta_2}. \quad (5)$$

Only events in the fiducial volume $|\cos \theta| < 0.72$ are used to measure the cross section and $A_{\text{fb}}$, while the measurement of the differential cross section covers the fiducial volume $|\cos \theta^*| < 0.9$.

Figure 1d shows the data and Monte Carlo distributions of $E_1/E_{\text{beam}}$ for the full data sample, while Figure 2d presents the $\zeta$ distribution for $\sqrt{s} = 207$ GeV.

Selection efficiencies and background contributions are listed in Tables 3 and 4 for the inclusive and high-energy samples, respectively. The largest residual backgrounds are from tau-pair production and W-boson pair production. Minor sources of background are electron production in photon-photon collisions, and the $e^+e^- \rightarrow e^+e^-\gamma$, $e^+e^- \rightarrow Ze^+e^-$ and $e^+e^- \rightarrow \gamma\gamma(\gamma)$ processes. ISR contamination is negligible.

### 7.2 Results

Table 5 presents the numbers of observed events and the measurements of the cross sections of the $e^+e^- \rightarrow e^+e^- (\gamma)$ process for the inclusive and high-energy samples for $|\cos \theta| < 0.72$, together with their statistical and systematic uncertainties. Figure 5a compares these cross sections with Standard Model predictions. Good agreement is observed with $\chi^2$/d.o.f. of 1.4 and 1.3 for the inclusive and high-energy samples, respectively.

Table 7, continued in Table 8, presents the differential cross section as a function of $|\cos \theta^*|$, together with the numbers of observed events and the background fractions, along with the selection efficiencies for the high-energy sample. Only events with $|\cos \theta^*| < 0.9$ are considered. The differential cross section is compared in Figure 6 to the Standard Model predictions of the BHWIDE Monte Carlo, also given in Tables 7 and 8. Good agreement is found with $\chi^2$/d.o.f. = 1.0.

The measured values of the forward-backward asymmetry are listed in Table 6, together with the numbers of events selected in the forward and backward hemispheres. This measurements include a correction for the charge confusion per event, estimated from data, which varies between 4.5% and 8.9% according to the polar angle. A comparison with Standard Model predictions, also listed in Table 6 and presented in Figure 5b, shows good agreement, with $\chi^2$/d.o.f. of 1.4 and 1.1 for the inclusive and high-energy samples, respectively.
7.3 Systematic uncertainties

The systematic uncertainties on the $e^+e^- \rightarrow e^+e^-(\gamma)$ cross sections and $A_{FB}$ are between a factor two and five smaller than the corresponding statistical uncertainties [4, 37]. Excluding the luminosity-limited highest centre-of-mass energy, statistical uncertainties on the cross sections of $2.0 - 3.8\%$ and $2.0 - 4.0\%$ are observed for the inclusive and high-energy samples, respectively, while systematic uncertainties are about $1.3\%$ and $0.5\%$, respectively. The high-energy asymmetry is measured with a statistical precision of $2.0 - 4.0\%$, depending on the centre-of-mass energy, while its systematic uncertainty is about $1\%$.

The systematic uncertainties on the high-energy cross sections and $A_{FB}$ are dominated by the modelling of the tracker response and of edge effects in the control of the fiducial volume, $0.43\%$. Another important contribution arises from the limited signal, $0.19 - 0.31\%$, and background, $0.30\%$, Monte Carlo statistics. The simulation of the calorimeter response for the most-energetic electron contributes $0.13\%$ to the total systematic uncertainty while the simulation of the least-energetic electron contributes $0.15\%$. The systematic uncertainty on $A_{FB}$ contains an additional contribution of about $0.1\%$ arising from the relative uncertainty on the charge-confusion, determined in data as $17 - 24\%$.

The determination of the differential cross section is also limited by the statistical uncertainties. It has the same sources of systematic uncertainty discussed above. At $\sqrt{s} = 207$ GeV, the detector modelling and control of the fiducial volume contributes $0.2 - 1.5\%$ and the limited background Monte Carlo statistics contributes $0.2 - 3.3\%$, depending on the polar angle. The effect of the limited signal Monte Carlo statistics raises to $0.5 - 8.1\%$, depending on the polar angle. While the overall increase of this source is due to the increased number of bins in which the Monte Carlo is divided, the largest amount corresponds to the region $0.72 < |\cos\theta^*| < 0.81$, where some extrapolation factors account for the transition region between the barrel and endcap BGO calorimeters which is not used to identify electrons.

The systematic uncertainties on the high-energy measurements of the cross sections and asymmetries are mostly correlated between the energy points. For the measurements of the differential cross sections, systematic uncertainties are mostly uncorrelated between energy points and between different angular ranges.

8 Summary and conclusions

A detailed study of the properties of fermion-pair production in $e^+e^-$ collisions at LEP has been performed. The cross sections for hadron and lepton-pair production, as well as the forward-backward asymmetries for lepton-pair production, are measured both for the inclusive and high-energy samples. In addition, the high-energy samples of electron-positron pair-production are used to measure the differential cross sections as a function of the scattering angle.

These results are summarised in Figures 3–6 and Tables 5–8 together with their statistical and systematic uncertainties. To a good approximation, systematic uncertainties are not correlated between the different final states, both for the cross section measurements and for the measurements of the forward-backward asymmetries.

The global agreement of the results presented in this paper with the Standard Model expectations is presented in Figure 7. The 119 measurements of total and differential cross sections and of forward-backward asymmetries for the high-energy samples are considered. For each measurement, its difference with respect to the Standard Model expectation is plotted, divided by the statistical uncertainty. An excellent agreement with the expected Gaussian statistical
spread of the measurements is observed.

The results on the $e^+e^- \rightarrow e^+e^- (\gamma)$ process give access to the evolution of the electromagnetic coupling with the momentum transfer, whose measurement is discussed in a companion letter [38]. These measurements allow a search for manifestations of new physics at a scale which would not be directly detected at LEP [39].

These data complete the picture of fermion-pair production at LEP at $\sqrt{s} = 90 \text{ GeV} - 209 \text{ GeV}$: Figures 8–14 combine the results of this paper and of previous studies [2–4] to present the cross sections and forward-backward asymmetries measured with the L3 detector. Over the whole energy range explored at LEP, the measurements are well described by the predictions of the Standard Model.
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Table 2: Average centre-of-mass energies and corresponding integrated luminosities of the data samples, together with the names used in the following Tables. Luminosity differences across the channels are due to different data-quality requirements, which also result in slightly different average values.
| $\sqrt{s}$ (GeV) | 192 | 196 | 200 | 202 | 205 | 207 | 208 |
|-----------------|-----|-----|-----|-----|-----|-----|-----|
| $e^+e^-\to$ hadrons ($\gamma$) | 89.1 ± 0.1 | 88.9 ± 0.1 | 87.5 ± 0.1 | 88.5 ± 0.2 | 87.6 ± 0.1 | 87.5 ± 0.0 | 87.4 ± 0.1 |
| Selection Efficiency | 9.8 | 10.7 | 11.1 | 11.3 | 11.8 | 12.2 | 13.4 |
| Total Background | | | | | | | |
| $e^+e^-\to e^+e^-$ hadrons | 2.9 | 3.1 | 3.1 | 3.0 | 3.3 | 3.4 | 3.7 |
| $e^+e^-\to W^+W^-$ | 5.2 | 5.7 | 6.0 | 6.3 | 6.4 | 6.6 | 7.3 |
| Other | 1.5 | 1.7 | 1.8 | 1.8 | 1.9 | 2.0 | 2.2 |
| ISR Contamination | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 |
| $e^+e^-\to e^+e^-$ hadrons | 16.6 ± 1.4 | 18.6 ± 1.5 | 17.1 ± 1.7 | 21.0 ± 1.8 | 19.5 ± 1.1 | 24.6 ± 1.2 | 18.9 ± 1.1 |
| Selection Efficiency | 60.8 ± 0.8 | 59.1 ± 0.8 | 59.0 ± 0.8 | 59.5 ± 0.8 | 61.1 ± 0.6 | 62.1 ± 0.6 | 61.5 ± 0.8 |
| Total Background | | | | | | | |
| $e^+e^-\to e^+e^-\ell^+\ell^-$ | 9.8 ± 1.3 | 11.1 ± 1.4 | 10.0 ± 1.6 | 13.3 ± 1.6 | 11.7 ± 0.9 | 15.3 ± 1.1 | 12.2 ± 0.9 |
| $e^+e^-\to W^+W^-$ | 3.4 ± 0.2 | 3.4 ± 0.2 | 3.5 ± 0.2 | 3.3 ± 0.2 | 3.4 ± 0.4 | 4.0 ± 0.4 | 3.5 ± 0.3 |
| Cosmic Rays | 0.5 ± 0.3 | 0.3 ± 0.1 | 0.2 ± 0.1 | 0.2 ± 0.2 | 0.8 ± 0.2 | 1.0 ± 0.2 | 0.5 ± 0.5 |
| Other | 2.5 ± 0.3 | 3.5 ± 0.3 | 3.0 ± 0.2 | 3.9 ± 0.7 | 3.2 ± 0.2 | 4.2 ± 0.2 | 2.5 ± 0.2 |
| ISR Contamination | 0.4 ± 0.1 | 0.3 ± 0.1 | 0.4 ± 0.1 | 0.3 ± 0.1 | 0.4 ± 0.1 | 0.1 ± 0.1 | 0.2 ± 0.1 |
| $e^+e^-\to \tau^+\tau^-$ ($\gamma$) | 44.0 ± 0.5 | 43.9 ± 0.5 | 43.3 ± 0.6 | 42.9 ± 0.5 | 40.9 ± 0.5 | 41.8 ± 0.5 | 41.0 ± 0.7 |
| Selection Efficiency | 31.0 ± 1.6 | 23.1 ± 0.9 | 22.5 ± 1.4 | 21.9 ± 1.8 | 24.8 ± 1.3 | 26.1 ± 1.8 | 23.7 ± 2.7 |
| Total Background | | | | | | | |
| $e^+e^-\to e^+e^-\ell^+\ell^-$ | 10.4 ± 1.1 | 11.4 ± 0.6 | 11.3 ± 1.2 | 10.2 ± 1.5 | 13.9 ± 0.9 | 14.2 ± 1.3 | 12.6 ± 1.2 |
| Other | 10.1 ± 1.1 | 11.3 ± 0.7 | 10.7 ± 0.7 | 11.5 ± 1.0 | 10.5 ± 0.9 | 11.4 ± 1.2 | 10.7 ± 2.4 |
| ISR Contamination | 0.5 ± 0.1 | 0.4 ± 0.1 | 0.5 ± 0.1 | 0.2 ± 0.1 | 0.4 ± 0.1 | 0.5 ± 0.1 | 0.4 ± 0.1 |
| $e^+e^-\to e^+e^-$ ($\gamma$) | 96.7 ± 0.2 | 97.2 ± 0.2 | 95.7 ± 0.3 | 97.0 ± 0.2 | 96.8 ± 0.2 | 97.5 ± 0.2 | 96.9 ± 0.4 |
| Selection Efficiency | 4.4 ± 0.2 | 4.1 ± 0.2 | 4.4 ± 0.2 | 4.4 ± 0.2 | 4.3 ± 0.2 | 4.3 ± 0.2 | 4.4 ± 0.3 |
| Total Background | | | | | | | |
| $e^+e^-\to \tau^+\tau^-$ | 2.9 ± 0.2 | 2.7 ± 0.2 | 2.9 ± 0.2 | 3.0 ± 0.2 | 2.9 ± 0.2 | 2.9 ± 0.2 | 3.1 ± 0.3 |
| $e^+e^-\to W^+W^-$ | 0.7 ± 0.1 | 0.5 ± 0.1 | 0.5 ± 0.1 | 0.5 ± 0.1 | 0.4 ± 0.1 | 0.4 ± 0.1 | 0.3 ± 0.1 |
| Other | 0.8 ± 0.1 | 0.9 ± 0.1 | 1.0 ± 0.1 | 0.9 ± 0.2 | 1.0 ± 0.1 | 1.0 ± 0.1 | 1.0 ± 0.1 |

Table 3: Selection efficiencies, background fractions and their breakdown, all in %, for the inclusive samples. The uncertainties reflect the limited Monte Carlo statistics and are negligible for the background to the $e^+e^-\to$ hadrons ($\gamma$) channel. Values for the $e^+e^-\to e^+e^-$ ($\gamma$) channel refer to the angular region $|\cos \theta| < 0.72$. 
| √s (GeV) | 192 | 196 | 200 | 202 | 205 | 207 | 208 |
|---------|-----|-----|-----|-----|-----|-----|-----|
| e⁺e⁻ → hadrons (γ) |   |   |   |   |   |   |   |
| Selection Efficiency | 85.7 ± 0.3 | 85.5 ± 0.2 | 84.7 ± 0.3 | 85.8 ± 0.3 | 85.2 ± 0.1 | 85.2 ± 0.1 | 85.0 ± 0.1 |
| Total Background | 15.7 ± 0.3 | 17.2 ± 0.2 | 17.5 ± 0.3 | 17.0 ± 0.3 | 17.9 ± 0.1 | 18.4 ± 0.1 | 20.8 ± 0.1 |
| e⁺e⁻ → e⁺e⁻ hadrons | 0.2 | 0.1 | 0.2 | 0.1 | 0.1 | 0.2 | 0.2 |
| e⁺e⁻ → W⁺W⁻ | 7.5 | 8.4 | 9.0 | 9.1 | 9.6 | 9.8 | 11.3 |
| Other | 0.8 | 0.9 | 1.1 | 0.9 | 1.0 | 1.0 | 1.2 |
| ISR Contamination | 7.2 ± 0.3 | 7.8 ± 0.2 | 7.3 ± 0.2 | 6.9 ± 0.2 | 7.2 ± 0.1 | 7.4 ± 0.1 | 8.1 ± 0.1 |

| √s (GeV) | 192 | 196 | 200 | 202 | 205 | 207 | 208 |
|---------|-----|-----|-----|-----|-----|-----|-----|
| e⁺e⁻ → μ⁺μ⁻ (γ) |   |   |   |   |   |   |   |
| Selection Efficiency | 71.1 ± 1.1 | 71.1 ± 1.1 | 70.5 ± 1.1 | 74.0 ± 1.0 | 76.1 ± 0.7 | 76.4 ± 0.7 | 77.7 ± 0.9 |
| Total Background | 16.1 ± 5.9 | 13.2 ± 3.9 | 11.7 ± 3.9 | 15.4 ± 4.3 | 14.5 ± 4.0 | 15.8 ± 4.0 | 17.1 ± 4.5 |
| e⁺e⁻ → e⁺e⁻ ℓ⁺ℓ⁻ | 5.7 ± 1.8 | 5.0 ± 1.5 | 3.4 ± 1.5 | 6.0 ± 1.7 | 5.3 ± 1.1 | 5.6 ± 1.1 | 5.7 ± 1.1 |
| e⁺e⁻ → W⁺W⁻ | 2.6 ± 0.2 | 2.8 ± 0.2 | 3.0 ± 0.3 | 2.7 ± 0.2 | 3.0 ± 0.5 | 3.9 ± 0.6 | 4.4 ± 0.5 |
| Cosmic | 0.7 ± 0.5 | 0.2 ± 0.1 | 0.3 ± 0.2 | 0.2 ± 0.2 | 0.4 ± 0.2 | 0.6 ± 0.2 | 1.2 ± 1.2 |
| Other | 1.5 ± 0.2 | 1.6 ± 0.2 | 1.5 ± 0.2 | 2.6 ± 1.2 | 2.0 ± 0.2 | 1.9 ± 0.2 | 1.5 ± 0.2 |
| ISR Contamination | 5.6 ± 0.7 | 3.6 ± 0.5 | 3.5 ± 0.5 | 3.9 ± 0.5 | 3.8 ± 0.2 | 3.8 ± 0.3 | 4.3 ± 0.5 |

| √s (GeV) | 192 | 196 | 200 | 202 | 205 | 207 | 208 |
|---------|-----|-----|-----|-----|-----|-----|-----|
| e⁺e⁻ → τ⁺τ⁻ (γ) |   |   |   |   |   |   |   |
| Selection Efficiency | 51.5 ± 0.8 | 51.7 ± 0.8 | 52.1 ± 0.8 | 50.6 ± 0.8 | 48.3 ± 0.8 | 51.0 ± 0.8 | 46.7 ± 1.1 |
| Total Background | 15.8 ± 2.1 | 15.1 ± 1.4 | 14.1 ± 1.5 | 14.8 ± 1.9 | 16.4 ± 1.7 | 20.5 ± 2.5 | 22.9 ± 5.7 |
| e⁺e⁻ → e⁺e⁻ ℓ⁺ℓ⁻ | 2.2 ± 0.7 | 1.8 ± 0.3 | 2.2 ± 0.6 | 1.1 ± 0.6 | 2.3 ± 0.5 | 3.0 ± 0.9 | 2.8 ± 0.9 |
| Other | 10.4 ± 1.8 | 9.9 ± 1.1 | 9.3 ± 1.1 | 10.6 ± 1.6 | 10.8 ± 1.4 | 13.8 ± 2.2 | 15.9 ± 5.4 |
| ISR Contamination | 3.2 ± 0.9 | 3.4 ± 0.8 | 2.6 ± 0.8 | 3.1 ± 0.8 | 3.3 ± 0.8 | 3.7 ± 0.9 | 4.2 ± 1.4 |

| √s (GeV) | 192 | 196 | 200 | 202 | 205 | 207 | 208 |
|---------|-----|-----|-----|-----|-----|-----|-----|
| e⁺e⁻ → e⁺e⁻ (γ) |   |   |   |   |   |   |   |
| Selection Efficiency | 97.3 ± 0.2 | 97.7 ± 0.2 | 96.4 ± 0.3 | 97.6 ± 0.2 | 97.5 ± 0.2 | 98.0 ± 0.2 | 97.7 ± 0.3 |
| Total Background | 3.9 ± 0.3 | 3.4 ± 0.2 | 3.8 ± 0.3 | 3.8 ± 0.3 | 3.7 ± 0.2 | 3.8 ± 0.3 | 3.7 ± 0.4 |
| e⁺e⁻ → τ⁺τ⁻ | 2.8 ± 0.2 | 2.6 ± 0.2 | 2.9 ± 0.2 | 3.0 ± 0.2 | 2.9 ± 0.2 | 2.9 ± 0.2 | 3.0 ± 0.3 |
| e⁺e⁻ → W⁺W⁻ | 0.8 ± 0.1 | 0.5 ± 0.1 | 0.6 ± 0.1 | 0.5 ± 0.1 | 0.4 ± 0.1 | 0.5 ± 0.1 | 0.3 ± 0.1 |
| Other | 0.3 ± 0.1 | 0.3 ± 0.1 | 0.3 ± 0.1 | 0.3 ± 0.1 | 0.4 ± 0.1 | 0.4 ± 0.1 | 0.4 ± 0.1 |

Table 4: Selection efficiencies, background fractions and their breakdown, all in %, for the high-energy samples. The uncertainties reflect the limited Monte Carlo statistics and are negligible for the background to the e⁺e⁻ → hadrons (γ) channel. Values for the e⁺e⁻ → e⁺e⁻ (γ) channel refer to the angular region |cos θ| < 0.72.
| $\sqrt{s}$ (GeV) | $N_{\text{sel}}$ | $\sigma$ (pb) | $\sigma_{\text{SM}}$ (pb) | $N_{\text{sel}}$ | $\sigma$ (pb) | $\sigma_{\text{SM}}$ (pb) |
|-----------------|-----------------|---------------|-----------------|-----------------|---------------|-----------------|
| e$^+e^-$ → hadrons(γ) |
| 192 | 2767 | 93.76 ± 1.98 ± 0.99 | 92.91 | 192 | 22.38 ± 1.02 ± 0.19 | 21.32 |
| 196 | 7166 | 86.05 ± 1.14 ± 0.93 | 88.17 | 196 | 20.14 ± 0.58 ± 0.16 | 20.21 |
| 200 | 6753 | 82.45 ± 1.13 ± 0.88 | 83.61 | 200 | 19.09 ± 0.57 ± 0.16 | 19.13 |
| 202 | 2956 | 80.51 ± 1.67 ± 0.87 | 81.32 | 202 | 19.33 ± 0.89 ± 0.16 | 18.59 |
| 205 | 5949 | 78.95 ± 1.16 ± 0.82 | 78.27 | 205 | 18.46 ± 0.59 ± 0.14 | 17.87 |
| 207 | 9888 | 76.07 ± 0.87 ± 0.82 | 76.77 | 207 | 17.87 ± 0.44 ± 0.13 | 17.52 |
| 208 | 578 | 68.78 ± 3.30 ± 0.83 | 75.40 | 208 | 15.09 ± 1.64 ± 0.14 | 17.20 |
| e$^+e^-$ → μ$^+\mu^-$ (γ) |
| 192 | 131 | 6.41 ± 0.67 ± 0.21 | 7.02 | 192 | 2.54 ± 0.39 ± 0.09 | 3.11 |
| 196 | 397 | 6.52 ± 0.41 ± 0.25 | 6.67 | 196 | 3.05 ± 0.25 ± 0.10 | 2.97 |
| 200 | 349 | 6.09 ± 0.39 ± 0.23 | 6.37 | 200 | 2.85 ± 0.24 ± 0.09 | 2.84 |
| 202 | 175 | 6.08 ± 0.58 ± 0.24 | 6.20 | 202 | 2.97 ± 0.35 ± 0.10 | 2.76 |
| 205 | 358 | 6.53 ± 0.43 ± 0.32 | 5.95 | 205 | 2.37 ± 0.22 ± 0.07 | 2.67 |
| 207 | 521 | 5.05 ± 0.29 ± 0.17 | 5.88 | 207 | 2.24 ± 0.17 ± 0.06 | 2.63 |
| 208 | 44 | 7.70 ± 1.44 ± 0.28 | 5.79 | 208 | 2.49 ± 0.74 ± 0.10 | 2.59 |
| e$^+e^-$ → τ$^+\tau^-$ (γ) |
| 192 | 116 | 7.21 ± 0.85 ± 0.20 | 7.01 | 192 | 2.93 ± 0.48 ± 0.06 | 3.11 |
| 196 | 300 | 6.42 ± 0.48 ± 0.24 | 6.68 | 196 | 3.22 ± 0.30 ± 0.07 | 2.97 |
| 200 | 263 | 6.52 ± 0.52 ± 0.23 | 6.37 | 200 | 2.97 ± 0.30 ± 0.07 | 2.84 |
| 202 | 123 | 5.86 ± 0.68 ± 0.22 | 6.20 | 202 | 2.81 ± 0.42 ± 0.07 | 2.77 |
| 205 | 261 | 6.51 ± 0.54 ± 0.28 | 5.98 | 205 | 2.93 ± 0.32 ± 0.07 | 2.68 |
| 207 | 406 | 5.70 ± 0.38 ± 0.23 | 5.88 | 207 | 2.34 ± 0.21 ± 0.08 | 2.63 |
| 208 | 29 | 6.65 ± 1.62 ± 0.27 | 5.78 | 208 | 2.23 ± 0.88 ± 0.07 | 2.59 |
| e$^+e^-$ → e$^+e^-$ (γ) |
| 192 | 659 | 23.71 ± 0.92 ± 0.32 | 24.00 | 192 | 22.46 ± 0.90 ± 0.11 | 22.68 |
| 196 | 1899 | 22.65 ± 0.52 ± 0.31 | 23.04 | 196 | 21.27 ± 0.50 ± 0.11 | 21.76 |
| 200 | 1776 | 21.49 ± 0.51 ± 0.29 | 21.98 | 200 | 20.14 ± 0.49 ± 0.10 | 20.86 |
| 202 | 857 | 22.82 ± 0.78 ± 0.31 | 21.45 | 202 | 21.62 ± 0.76 ± 0.11 | 20.36 |
| 205 | 1483 | 21.94 ± 0.57 ± 0.30 | 20.91 | 205 | 20.39 ± 0.55 ± 0.10 | 19.75 |
| 207 | 2572 | 20.60 ± 0.41 ± 0.28 | 20.41 | 207 | 19.36 ± 0.39 ± 0.10 | 19.47 |
| 208 | 144 | 18.00 ± 1.50 ± 0.25 | 20.06 | 208 | 17.10 ± 1.46 ± 0.09 | 19.16 |

Table 5: Numbers of selected events, $N_{\text{sel}}$, measured cross sections, $\sigma$, with their statistical and systematic uncertainties and corresponding Standard Model predictions for the inclusive and high-energy samples. Results for the $e^+e^-\rightarrow e^+e^-(\gamma)$ process refer to the range $|\cos\theta| < 0.72$. The theoretical uncertainties on the Standard Model predictions are estimated to be below 1% except for large-angle Bhabha scattering where they reach 1.5% [32].
Table 6: Measurements of the forward-backward asymmetries of lepton-pair production, $A_{fb}$, with statistical and systematic uncertainties. The corresponding Standard Model predictions, $A^\text{SM}_{fb}$, are also given, together with the numbers of events selected in the forward, $N_f$, and backward, $N_b$, hemispheres. Results for the $e^+e^- \rightarrow e^+e^- (\gamma)$ process refer to $|\cos \theta| < 0.72$. 

| $\sqrt{s}$ (GeV) | $N_f$ | $N_b$ | $A_{fb}$ | $A^\text{SM}_{fb}$ | $N_f$ | $N_b$ | $A_{fb}$ | $A^\text{SM}_{fb}$ |
|-------------------|-------|-------|----------|-------------------|-------|-------|----------|-------------------|
| 192               | 82    | 49    | 0.43 ± 0.13 ± 0.09 | 0.308 | 48    | 13    | 0.69 ± 0.12 ± 0.07 | 0.569 |
| 196               | 259   | 129   | 0.33 ± 0.07 ± 0.04 | 0.306 | 151   | 46    | 0.53 ± 0.07 ± 0.04 | 0.564 |
| 200               | 226   | 123   | 0.31 ± 0.07 ± 0.04 | 0.304 | 126   | 59    | 0.44 ± 0.08 ± 0.04 | 0.560 |
| 202               | 121   | 54    | 0.36 ± 0.10 ± 0.05 | 0.303 | 75    | 24    | 0.59 ± 0.09 ± 0.02 | 0.557 |
| 205               | 236   | 122   | 0.34 ± 0.07 ± 0.05 | 0.302 | 110   | 47    | 0.48 ± 0.09 ± 0.03 | 0.554 |
| 207               | 346   | 175   | 0.32 ± 0.06 ± 0.03 | 0.302 | 189   | 71    | 0.54 ± 0.06 ± 0.02 | 0.553 |
| 208               | 33    | 11    | 0.36 ± 0.20 ± 0.10 | 0.301 | 14    | 3     | 0.72 ± 0.16 ± 0.04 | 0.551 |

| $\sqrt{s}$ (GeV) | $N_f$ | $N_b$ | $A_{fb}$ | $A^\text{SM}_{fb}$ | $N_f$ | $N_b$ | $A_{fb}$ | $A^\text{SM}_{fb}$ |
|-------------------|-------|-------|----------|-------------------|-------|-------|----------|-------------------|
| 192               | 54    | 27    | 0.38 ± 0.13 ± 0.04 | 0.311 | 35    | 8     | 0.52 ± 0.12 ± 0.05 | 0.569 |
| 196               | 142   | 80    | 0.33 ± 0.08 ± 0.03 | 0.309 | 95    | 34    | 0.44 ± 0.09 ± 0.05 | 0.565 |
| 200               | 110   | 74    | 0.18 ± 0.10 ± 0.03 | 0.307 | 66    | 28    | 0.46 ± 0.10 ± 0.05 | 0.560 |
| 202               | 60    | 27    | 0.34 ± 0.13 ± 0.05 | 0.305 | 37    | 8     | 0.47 ± 0.13 ± 0.08 | 0.557 |
| 205               | 123   | 57    | 0.44 ± 0.10 ± 0.04 | 0.303 | 77    | 20    | 0.56 ± 0.09 ± 0.05 | 0.554 |
| 207               | 204   | 88    | 0.35 ± 0.07 ± 0.04 | 0.302 | 110   | 20    | 0.61 ± 0.07 ± 0.09 | 0.553 |
| 208               | 10    | 10    | 0.00 ± 0.30 ± 0.05 | 0.301 | 6     | 3     | 0.08 ± 0.35 ± 0.09 | 0.551 |

| $\sqrt{s}$ (GeV) | $N_f$ | $N_b$ | $A_{fb}$ | $A^\text{SM}_{fb}$ | $N_f$ | $N_b$ | $A_{fb}$ | $A^\text{SM}_{fb}$ |
|-------------------|-------|-------|----------|-------------------|-------|-------|----------|-------------------|
| 192               | 405   | 59    | 0.839 ± 0.027 ± 0.010 | 0.782 | 395   | 53    | 0.863 ± 0.025 ± 0.007 | 0.815 |
| 196               | 1121  | 203   | 0.778 ± 0.018 ± 0.010 | 0.785 | 1096  | 191   | 0.796 ± 0.018 ± 0.007 | 0.815 |
| 200               | 1048  | 174   | 0.801 ± 0.018 ± 0.010 | 0.787 | 1047  | 168   | 0.814 ± 0.018 ± 0.007 | 0.816 |
| 202               | 480   | 94    | 0.759 ± 0.029 ± 0.010 | 0.789 | 468   | 84    | 0.791 ± 0.028 ± 0.007 | 0.816 |
| 205               | 820   | 145   | 0.777 ± 0.022 ± 0.010 | 0.791 | 799   | 132   | 0.803 ± 0.021 ± 0.007 | 0.817 |
| 207               | 1430  | 242   | 0.791 ± 0.016 ± 0.010 | 0.792 | 1393  | 228   | 0.805 ± 0.016 ± 0.007 | 0.817 |
| 208               | 81    | 16    | 0.719 ± 0.076 ± 0.010 | 0.793 | 79    | 14    | 0.750 ± 0.073 ± 0.007 | 0.818 |
| $|\cos \theta^*|$ | $N_{\text{data}}$ | $f_{\text{back}}$ (%) | $\varepsilon$ (%) | $\frac{d\sigma}{d|\cos \theta^*|}$ (pb) | $\frac{d\sigma}{d|\cos \theta^*|_{\text{SM}}}$ (pb) |
|----------------|----------------|----------------|---------------|----------------|----------------|
| $\sqrt{s} = 192$ GeV |
| 0.00 - 0.09 | 24 | 6.7 ± 4.9 | 97.6 ± 1.4 | 9.3 ± 1.9 ± 0.2 | 10.1 |
| 0.09 - 0.18 | 26 | 6.8 ± 4.8 | 96.4 ± 1.6 | 10.2 ± 2.0 ± 0.2 | 11.0 |
| 0.18 - 0.27 | 30 | 6.2 ± 4.0 | 99.4 ± 0.6 | 11.5 ± 2.1 ± 0.1 | 13.0 |
| 0.27 - 0.36 | 37 | 6.5 ± 3.9 | 97.9 ± 1.1 | 14.3 ± 2.4 ± 0.2 | 16.6 |
| 0.36 - 0.45 | 60 | 4.8 ± 2.7 | 98.0 ± 0.8 | 23.6 ± 3.0 ± 0.3 | 22.9 |
| 0.45 - 0.54 | 78 | 3.7 ± 2.0 | 98.4 ± 0.6 | 30.9 ± 3.5 ± 0.2 | 34.2 |
| 0.54 - 0.63 | 151 | 2.4 ± 1.3 | 97.6 ± 0.6 | 61.1 ± 5.0 ± 0.4 | 55.9 |
| 0.63 - 0.72 | 220 | 1.3 ± 0.8 | 80.3 ± 1.1 | 109.4 ± 7.4 ± 1.7 | 102.6 |
| 0.72 - 0.81 | 25 | 3.1 ± 3.3 | 5.0 ± 0.4 | 196.4 ± 39.3 ± 16.2 | 225.1 |
| 0.81 - 0.90 | 1325 | 2.0 ± 0.4 | 73.0 ± 0.5 | 720.4 ± 19.8 ± 6.0 | 713.5 |
| $\sqrt{s} = 196$ GeV |
| 0.00 - 0.09 | 69 | 8.0 ± 3.0 | 99.1 ± 0.6 | 8.6 ± 1.0 ± 0.1 | 9.6 |
| 0.09 - 0.18 | 82 | 7.4 ± 2.7 | 97.1 ± 1.1 | 10.5 ± 1.2 ± 0.2 | 10.5 |
| 0.18 - 0.27 | 94 | 6.2 ± 2.5 | 98.9 ± 0.6 | 12.0 ± 1.2 ± 0.1 | 12.4 |
| 0.27 - 0.36 | 138 | 5.0 ± 2.0 | 97.7 ± 0.8 | 18.0 ± 1.5 ± 0.2 | 15.9 |
| 0.36 - 0.45 | 159 | 4.6 ± 1.6 | 98.7 ± 0.5 | 20.6 ± 1.6 ± 0.2 | 21.9 |
| 0.45 - 0.54 | 247 | 3.4 ± 1.1 | 99.0 ± 0.4 | 32.4 ± 2.1 ± 0.1 | 32.8 |
| 0.54 - 0.63 | 380 | 2.3 ± 0.8 | 97.4 ± 0.5 | 51.2 ± 2.6 ± 0.3 | 53.6 |
| 0.63 - 0.72 | 616 | 1.0 ± 0.4 | 82.5 ± 0.8 | 99.3 ± 4.0 ± 1.2 | 98.5 |
| 0.72 - 0.81 | 80 | 3.0 ± 1.9 | 4.9 ± 0.3 | 211.2 ± 23.6 ± 13.9 | 216.2 |
| 0.81 - 0.90 | 3812 | 2.0 ± 0.2 | 72.7 ± 0.4 | 690.4 ± 11.2 ± 5.0 | 683.1 |
| $\sqrt{s} = 200$ GeV |
| 0.00 - 0.09 | 83 | 11.1 ± 3.7 | 96.3 ± 1.3 | 10.3 ± 1.1 ± 0.2 | 9.2 |
| 0.09 - 0.18 | 78 | 9.7 ± 3.4 | 96.8 ± 1.2 | 9.8 ± 1.1 ± 0.2 | 10.0 |
| 0.18 - 0.27 | 93 | 5.2 ± 2.3 | 97.0 ± 1.0 | 12.2 ± 1.3 ± 0.2 | 11.9 |
| 0.27 - 0.36 | 111 | 5.7 ± 2.2 | 95.7 ± 1.0 | 14.7 ± 1.4 ± 0.2 | 15.2 |
| 0.36 - 0.45 | 154 | 4.9 ± 1.7 | 98.2 ± 0.6 | 20.0 ± 1.6 ± 0.2 | 21.0 |
| 0.45 - 0.54 | 211 | 3.8 ± 1.2 | 97.3 ± 0.6 | 28.0 ± 1.9 ± 0.2 | 31.5 |
| 0.54 - 0.63 | 355 | 2.1 ± 0.7 | 94.6 ± 0.6 | 49.4 ± 2.6 ± 0.3 | 51.5 |
| 0.63 - 0.72 | 588 | 1.0 ± 0.4 | 79.2 ± 0.8 | 98.9 ± 4.1 ± 1.3 | 94.6 |
| 0.72 - 0.81 | 74 | 5.8 ± 2.9 | 4.1 ± 0.3 | 231.3 ± 26.9 ± 16.1 | 207.7 |
| 0.81 - 0.90 | 3635 | 2.1 ± 0.2 | 71.4 ± 0.4 | 670.3 ± 11.1 ± 4.9 | 658.4 |

Table 7: Differential cross section for the $e^+e^-\rightarrow e^+e^-(\gamma)$ process, $d\sigma/d|\cos\theta^*|$, as a function of the absolute value of the scattering angle, $|\cos\theta^*|$. The first uncertainty is statistical and the second systematic. The numbers of observed events, $N_{\text{data}}$, and the background fractions, $f_{\text{back}}$, are also given, together with the selection efficiency, $\varepsilon$. Both $f_{\text{back}}$ and $\varepsilon$ are in %. The Standard Model predictions, as computed with the BHWIDE Monte Carlo program, are also given. Only high-energy events with $\zeta < 25^\circ$ are considered.
Table 8: Differential cross section for the $e^+e^- \rightarrow e^+e^-(\gamma)$ process, continued from Table 7

| $|\cos \theta^*|$ | $N_{\text{data}}$ | $f_{\text{back}}$ (%) | $\varepsilon$ (%) | $\frac{d\sigma}{d|\cos \theta^*|}$ (pb) | $\frac{d\sigma}{d|\cos \theta^*|}_{\text{SM}}$ (pb) |
|-----------------|-----------------|-----------------|--------|-----------------|-----------------|
| $\sqrt{s} = 202$ GeV |
| 0.00 - 0.09     | 40              | 8.6 ± 4.7       | 100.0 ± 0.0 | 11.0 ± 1.7 ± 0.1 | 9.0             |
| 0.09 - 0.18     | 40              | 8.7 ± 4.9       | 99.4 ± 0.6 | 11.0 ± 1.7 ± 0.2 | 9.8             |
| 0.18 - 0.27     | 42              | 6.3 ± 3.8       | 99.0 ± 0.7 | 11.9 ± 1.8 ± 0.1 | 11.6            |
| 0.27 - 0.36     | 51              | 6.1 ± 3.3       | 97.1 ± 1.0 | 14.8 ± 2.1 ± 0.2 | 14.9            |
| 0.36 - 0.45     | 73              | 4.6 ± 2.5       | 98.6 ± 0.6 | 21.2 ± 2.5 ± 0.2 | 20.6            |
| 0.45 - 0.54     | 126             | 3.7 ± 1.8       | 98.0 ± 0.6 | 37.2 ± 3.3 ± 0.2 | 30.9            |
| 0.54 - 0.63     | 185             | 2.2 ± 1.1       | 98.0 ± 0.5 | 55.4 ± 4.1 ± 0.3 | 50.5            |
| 0.63 - 0.72     | 255             | 1.1 ± 0.6       | 82.9 ± 0.9 | 91.4 ± 5.7 ± 1.2 | 92.7            |
| 0.72 - 0.81     | 39              | 3.4 ± 3.2       | 4.6 ± 0.4 | 243.7 ± 39.0 ± 18.5 | 203.7          |
| 0.81 - 0.90     | 1528            | 2.2 ± 0.4       | 72.7 ± 0.4 | 618.3 ± 15.8 ± 4.8 | 645.7          |
| $\sqrt{s} = 205$ GeV |
| 0.00 - 0.09     | 54              | 6.5 ± 3.2       | 96.3 ± 1.1 | 8.7 ± 1.2 ± 0.1 | 8.8             |
| 0.09 - 0.18     | 84              | 9.3 ± 3.8       | 98.0 ± 0.9 | 12.9 ± 1.4 ± 0.3 | 9.6             |
| 0.18 - 0.27     | 78              | 5.8 ± 2.7       | 99.1 ± 0.5 | 12.3 ± 1.4 ± 0.1 | 11.4            |
| 0.27 - 0.36     | 103             | 6.9 ± 2.6       | 98.7 ± 0.6 | 16.1 ± 1.6 ± 0.1 | 14.6            |
| 0.36 - 0.45     | 124             | 4.1 ± 1.8       | 99.0 ± 0.4 | 20.0 ± 1.8 ± 0.2 | 20.2            |
| 0.45 - 0.54     | 193             | 3.5 ± 1.4       | 97.5 ± 0.6 | 31.7 ± 2.3 ± 0.2 | 30.2            |
| 0.54 - 0.63     | 286             | 2.5 ± 0.9       | 96.6 ± 0.5 | 48.0 ± 2.8 ± 0.3 | 49.5            |
| 0.63 - 0.72     | 462             | 1.3 ± 0.5       | 81.2 ± 0.8 | 93.3 ± 4.3 ± 1.1 | 90.9            |
| 0.72 - 0.81     | 74              | 2.6 ± 2.1       | 4.7 ± 0.3 | 252.2 ± 29.3 ± 15.3 | 199.7          |
| 0.81 - 0.90     | 2801            | 2.0 ± 0.3       | 72.5 ± 0.3 | 628.7 ± 11.9 ± 4.4 | 633.3          |
| $\sqrt{s} = 207$ GeV |
| 0.00 - 0.09     | 107             | 8.0 ± 2.9       | 99.1 ± 0.9 | 9.0 ± 0.9 ± 0.1 | 8.6             |
| 0.09 - 0.18     | 105             | 9.6 ± 3.0       | 98.3 ± 1.2 | 8.7 ± 0.9 ± 0.2 | 9.4             |
| 0.18 - 0.27     | 120             | 6.4 ± 2.1       | 97.5 ± 1.2 | 10.4 ± 1.0 ± 0.2 | 11.2            |
| 0.27 - 0.36     | 194             | 6.1 ± 1.7       | 98.3 ± 0.9 | 16.8 ± 1.2 ± 0.2 | 14.3            |
| 0.36 - 0.45     | 261             | 4.4 ± 1.4       | 97.8 ± 0.9 | 23.1 ± 1.4 ± 0.3 | 19.8            |
| 0.45 - 0.54     | 330             | 3.6 ± 1.0       | 98.0 ± 0.7 | 29.4 ± 1.6 ± 0.2 | 29.7            |
| 0.54 - 0.63     | 495             | 2.5 ± 0.7       | 98.3 ± 0.5 | 44.5 ± 2.0 ± 0.2 | 48.5            |
| 0.63 - 0.72     | 812             | 1.2 ± 0.4       | 80.8 ± 1.1 | 90.0 ± 3.2 ± 1.4 | 89.2            |
| 0.72 - 0.81     | 94              | 1.9 ± 1.3       | 4.9 ± 0.4 | 170.0 ± 17.5 ± 14.4 | 195.9          |
| 0.81 - 0.90     | 4871            | 1.8 ± 0.2       | 72.1 ± 0.5 | 604.4 ± 8.7 ± 5.1 | 621.2          |
| $\sqrt{s} = 208$ GeV |
| 0.00 - 0.09     | 3               | 8.0 ± 11.3      | 99.1 ± 0.9 | 3.9 ± 2.3 ± 0.1 | 8.5             |
| 0.09 - 0.18     | 8               | 9.6 ± 11.6      | 98.3 ± 1.2 | 10.4 ± 3.7 ± 0.2 | 9.2             |
| 0.18 - 0.27     | 4               | 6.3 ± 8.4       | 97.5 ± 1.2 | 5.4 ± 2.7 ± 0.1 | 10.9            |
| 0.27 - 0.36     | 10              | 6.1 ± 6.9       | 98.3 ± 0.9 | 13.4 ± 4.2 ± 0.1 | 14.0            |
| 0.36 - 0.45     | 17              | 4.4 ± 5.5       | 97.8 ± 0.9 | 23.4 ± 5.7 ± 0.3 | 19.4            |
| 0.45 - 0.54     | 19              | 3.6 ± 4.1       | 98.0 ± 0.7 | 26.3 ± 6.0 ± 0.2 | 29.1            |
| 0.54 - 0.63     | 27              | 2.5 ± 2.7       | 98.3 ± 0.5 | 37.6 ± 7.2 ± 0.2 | 47.6            |
| 0.63 - 0.72     | 49              | 1.2 ± 1.5       | 80.8 ± 1.1 | 84.3 ± 12.0 ± 1.3 | 87.5            |
| 0.72 - 0.81     | 10              | 1.9 ± 5.2       | 4.9 ± 0.4 | 280.3 ± 88.7 ± 23.8 | 192.2          |
| 0.81 - 0.90     | 294             | 1.9 ± 0.8       | 72.1 ± 0.5 | 564.8 ± 32.9 ± 4.8 | 609.5          |
Figure 1: Distributions for data and Monte Carlo of a) the hadronic energy normalised to the centre-of-mass energy for the $e^+e^- \rightarrow$ hadrons ($\gamma$) analysis, b) the highest muon momentum normalised to the beam energy for the $e^+e^- \rightarrow \mu^+\mu^-$ ($\gamma$) analysis, c) the highest tau-jet energy normalised to the corresponding estimated momentum for the $e^+e^- \rightarrow \tau^+\tau^-$ ($\gamma$) analysis and d) the highest electron energy normalised to the beam energy for the $e^+e^- \rightarrow e^+e^-$ ($\gamma$) analysis. The arrows indicate the positions of the selection cuts. All other cuts are applied.
Figure 2: Distributions for data and Monte Carlo at $\sqrt{s} = 207$ GeV of the reconstructed effective centre-of-mass energy, $\sqrt{s'}$, for the a) $e^+e^- \rightarrow$ hadrons ($\gamma$), b) $e^+e^- \rightarrow \mu^+\mu^-(\gamma)$ and c) $e^+e^- \rightarrow \tau^+\tau^-(\gamma)$ channels and d) of the reconstructed acollinearity angle, $\zeta$, for the $e^+e^- \rightarrow e^+e^- (\gamma)$ channel.
Figure 3: Cross sections of the process $e^+e^- \rightarrow \text{hadrons}(\gamma)$ for the inclusive sample, solid symbols, and the high-energy sample, open symbols. The Standard Model predictions are shown as a solid line for the inclusive sample and as a dashed line for the high-energy sample. The lower plot shows the ratio of measured and predicted cross sections; for clarity, symbols denoting the two final states are slightly shifted. The bars correspond to the sum in quadrature of statistical and systematic uncertainties.
Figure 4: a) Cross sections and b) forward-backward asymmetries, $A_{fb}$, of the $e^+e^- → \mu^+\mu^-(\gamma)$ and $e^+e^- → \tau^+\tau^-(\gamma)$ processes for the inclusive sample, solid symbols, and the high-energy sample, open symbols. The Standard Model predictions are shown as solid lines for the inclusive sample and as dashed lines for the high-energy sample. For clarity, the solid and open symbols are slightly shifted. The bars correspond to the sum in quadrature of statistical and systematic uncertainties.
Figure 5: a) Cross sections and b) forward-backward asymmetries, $A_{fb}$, of the $e^+e^-\rightarrow e^+e^-(\gamma)$ process for $|\cos \theta| < 0.72$ for the inclusive sample, solid symbols, and the high-energy sample, open symbols. The Standard Model predictions are shown as solid lines for the inclusive sample and as dashed lines for the high-energy sample. For clarity, the solid and open symbols are slightly shifted. The bars correspond to the sum in quadrature of statistical and systematic uncertainties.
Figure 6: Differential cross section of the $e^+e^- \rightarrow e^+e^- (\gamma)$ process for the high-energy sample at $\sqrt{s} = 192 - 208$ GeV, corresponding to an average centre-of-mass energy $\langle \sqrt{s} \rangle = 201.4$ GeV. The line indicates the Standard Model prediction.
Figure 7: Distribution of the difference of the measured total and differential cross sections and forward-backward asymmetries and the corresponding Standard Model predictions divided by the statistical uncertainty of the measurements. Only the high-energy samples are considered. The line represents the results of a Gaussian fit to this distribution, which finds a mean of $-0.07 \pm 0.10$ and a width of $1.03 \pm 0.09$, in excellent agreement with the expected spread of the measurements.
Figure 8: Cross sections of the process $e^+e^- \rightarrow \text{hadrons}(\gamma)$, for the inclusive sample, solid symbols, and the high-energy sample, open symbols. The Standard Model predictions are shown as a solid line for the inclusive sample and as a dashed line for the high-energy sample. The entire LEP data-sample is shown. The bars correspond to the sum in quadrature of statistical and systematic uncertainties.
Figure 9: Cross sections of the $e^+e^- \rightarrow \mu^+\mu^-(\gamma)$ process for the inclusive sample, solid symbols, and the high-energy sample, open symbols. The Standard Model predictions are shown as solid lines for the inclusive sample and as dashed lines for the high-energy sample. The entire LEP data-sample is shown. The bars correspond to the sum in quadrature of statistical and systematic uncertainties.
Figure 10: Cross sections of the $e^+e^- \rightarrow \tau^+\tau^-(\gamma)$ process for the inclusive sample, solid symbols, and the high-energy sample, open symbols. The Standard Model predictions are shown as solid lines for the inclusive sample and as dashed lines for the high-energy sample. The entire LEP data-sample is shown. The bars correspond to the sum in quadrature of statistical and systematic uncertainties.
Figure 11: Cross sections of the $e^+e^- \rightarrow e^+e^-(\gamma)$ process in the angular region $|\cos \theta| < 0.72$ for the inclusive sample, solid symbols, and the high-energy sample, open symbols. The Standard Model predictions are shown as solid lines for the inclusive sample and as dashed lines for the high-energy sample. The entire LEP data-sample is shown. The bars correspond to the sum in quadrature of statistical and systematic uncertainties.
Figure 12: Forward-backward asymmetries of the $e^+e^- \rightarrow \mu^+\mu^-(\gamma)$ process for the inclusive sample, solid symbols, and the high-energy sample, open symbols. The Standard Model predictions are shown as solid lines for the inclusive sample and as dashed lines for the high-energy sample. The entire LEP data-sample is shown. For clarity, the solid and open symbols are slightly shifted. The bars correspond to the sum in quadrature of statistical and systematic uncertainties.
Figure 13: Forward-backward asymmetries of the $e^+e^- \rightarrow \tau^+\tau^- (\gamma)$ process for the inclusive sample, solid symbols, and the high-energy sample, open symbols. The Standard Model predictions are shown as solid lines for the inclusive sample and as dashed lines for the high-energy sample. The entire LEP data-sample is shown. For clarity, the solid and open symbols are slightly shifted. The bars correspond to the sum in quadrature of statistical and systematic uncertainties.
Figure 14: Forward-backward asymmetries of the $e^+e^- \rightarrow e^+e^- (\gamma)$ process in the angular region $|\cos \theta| < 0.72$ for the inclusive sample, solid symbols, and the high-energy sample, open symbols. The Standard Model predictions are shown as solid lines for the inclusive sample and as dashed lines for the high-energy sample. The entire LEP data-sample is shown. For clarity, the solid and open symbols are slightly shifted. The bars correspond to the sum in quadrature of statistical and systematic uncertainties.