High-frequency Expansion for Floquet Prethermal Phases with Emergent Symmetries: Application to Time Crystals and Floquet Engineering
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Prethermalization, where quasi-steady states are realized in the intermediate long time regime (prethermal regime), in periodically driven (Floquet) systems is an important phenomenon since it provides a platform of nontrivial Floquet many-body physics. In this Letter, we consider Floquet systems with dual energy scales: the Hamiltonian consists of two different terms whose amplitude is either comparable or much smaller than the frequency. As a result, when the larger-amplitude drive induces a \( Z_N \) symmetry operation, we obtain the effective static Hamiltonian respecting a new emergent \( Z_N \) symmetry in high frequency expansions, which describes the dynamics of such Floquet systems in the prethermal regime. As an application of our formulation, we consider prethermal discrete time crystals, in which our formalism gives a general way to analyze them in the prethermal regime in terms of the static effective Hamiltonian. We also provide an application to Floquet engineering, with which we can perform simultaneous control of phases and symmetries of the systems. This enables us to control symmetry protected topological phases even when the original system does not respect the symmetry.

Introduction.— Floquet systems, where the Hamiltonian is periodic in time, have attracted much interest for the past decade since we can control a variety of phases by periodic driving such as laser light \([1–6]\). It is also remarkable that Floquet systems have novel phases unique to nonequilibrium systems. For example, such unique phases include anomalous Floquet topological insulators (AFTIs) which host chiral edge states despite the vanishing Chern numbers \([7–11]\), and discrete time crystals (DTCs) \([12–14]\).

One of the most significant phenomena in Floquet systems is prethermalization, in which quasi-steady states are realized in an intermediate time regime. In general, interacting Floquet systems except for many body localized systems \([10–17]\) thermalize to a trivial infinite temperature state \([10–17]\), thus this intermediate prethermalized regime is quite important for realizing interesting many-body physics in Floquet systems \([18–20]\). In the case where the amplitude of oscillating terms is much smaller than the frequency, prethermalization, called Floquet prethermalization, takes place in the intermediate time regime, and then the effective Hamiltonian given by the Floquet Magnus expansion well describes the dynamics \([21–24]\).

However, Floquet systems which realize phases inherent in nonequilibrium inevitably contain a drive whose amplitude is comparable with the frequency. In this Letter, we formulate the effective Hamiltonian which well describes Floquet prethermal phases with such resonant drivings, and show that the effective static Hamiltonian, given by the van Vleck expansion, respects a new emergent symmetry protected by the time translation symmetry. Moreover, we provide potential applications to time crystals and Floquet engineering. Concerning time crystals, we demonstrate a systematic way to analyze the condition for realizing DTC orders in the prethermal regime by the effective Hamiltonian in our formalism. We also propose symmetry protected Floquet engineering, which allows simultaneous control of phases and symmetries by the effective Hamiltonian with a new emergent symmetry. The control of symmetry protected topological (SPT) phases is given as a typical example.

Setup and Main Results.— We consider Floquet systems with a period \( T \), that is, we assume that the Hamiltonian satisfies \( H(t) = H(t + T) \). Floquet systems can realize various phases unique to nonequilibrium such as anomalous Floquet topological phases and time crystals. However, in such unique Floquet systems, time-dependent terms whose energy scale is comparable to the frequency \( \omega \) are inevitably included. This is mainly because driving terms which affect the Brillouin zone edge \( \pi/T \) (for AFTIs) or those which cause a drastic change per period \( T \) (for DTCs) are required. In general, it is difficult to analyze such Floquet systems in a unified and systematic way, in particular, by using standard methods developed for Floquet systems containing only high frequency driving. Thus, we consider Floquet systems driven by such dual time-dependent terms comparable with the frequency and those much smaller than the frequency, which can realize unique nonequilibrium phases such as time crystals. Here, we obtain the theorem for such Floquet systems, which gives a systematic way to construct the effective static Hamiltonian for a long prethermal time regime. The theorem rigorously says as follows.

Theorem.
Assume that a Floquet system described by

\[
H(t) = H_0(t) + V(t),
\]

where each of \( H_0(t) \) and \( V(t) \) is a Hamiltonian with a period \( T \), satisfies the following conditions.
(i) The Floquet operator under the Hamiltonian \( H_0(t) \) gives an onsite \( \mathbb{Z}_N \) symmetry operation, and hence,

\[ X^N = 1, \quad X = T \exp \left( -i \int_0^T H_0(t) dt \right). \tag{2} \]

(ii) The energy at each site \( i \) under the Hamiltonian \( V(t) \), which contains at most \( k \)-body interaction, is bounded. Then we define the local energy scale of \( V(t) \) by \( \lambda \).

We define the time evolution operator under \( H_0(t), H(t) \) by \( U_0(t), U(t) \), respectively and let \( V_m \) be defined as

\[ V_m = \frac{1}{NT} \int_0^{NT} U_0^{-1}(t)V(t)U_0(t)e^{im\omega t/NT} dt. \tag{3} \]

Then, the following statements (a) and (b) are satisfied.

(a) Let \( D_n, K_n \) be the effective Hamiltonian and the kick operator of the \( n \)-th order truncated van Vleck expansion \[25, 28\], described by \( D_n = \sum_{i=0}^{n} V(i) \) and \( K_n = \sum_{i=0}^{n} K(i) \), and the low order terms are given as follows,

\[ V^{(0)}(0) = 0, \quad V^{(1)}(0) = V_0, \quad V^{(2)}(0) = N \sum_{m \neq 0} \frac{[V_{-m}, V_m]}{2m\omega}, \tag{4} \]

\[ K^{(0)} = 0, \quad iK^{(1)} = -N \sum_{m \neq 0} \frac{V_m}{m\omega}. \tag{5} \]

Then, for any non-negative integer \( n \) smaller than \( \nu = O(\bar{\omega}) \) (here, \( \bar{\omega} \equiv 1/\lambda NT \) is the renormalized frequency), with \( U_n(NT) \equiv e^{-iK_n}e^{-iD_n NT e^{iK_n}} \),

\[ ||U(NT) - U_n(NT)|| = e^{-O(\bar{\omega})} + O(\bar{\omega}^{-n-1}), \tag{6} \]

is satisfied where \( \lambda NT \) is small enough compared to 1.

(b) For any integer \( n \) which satisfies \( 0 \leq n < \nu \), the effective Hamiltonian \( D_n \) commutes with the symmetry operation \( X \), that is,

\[ [D_n, X] = 0 \tag{7} \]

is satisfied.

The detailed description of the theorem and its derivation are given in the Supplemental Materials \[28\], and hence we provide its physical interpretation here. First, the Hamiltonian \( H_0(t) \), a drive comparable to the frequency \( \omega \), should generate a \( \mathbb{Z}_N \) symmetry operation. Such a drive is widely used for realizing nontrivial phases inherent in Floquet systems, such as AFTIs \((X = 1)\) for a square lattice \[8, 9\], and \( X^2 = 1 \) for a honeycomb lattice \[17, 29\] and time crystals (shown later). The theorem says that, if the energy scale of \( V(t) \) is much smaller than the frequency \( \omega \), which means \( \lambda NT \ll 1 \), the system approximately obeys the time evolution under the Hamiltonian \( D_n \), where \( n < \nu = O(\bar{\omega}) \) in the coarse-grained stroboscopic dynamics, described as

\[ U(NT) \sim e^{-iK_n}e^{-iD_n NT e^{iK_n}}. \tag{8} \]

Thus, the state is considered to approach the steady state under the Hamiltonian \( D_n \) \[30\], and hence we call this regime, dominated by the static Hamiltonian \( D_n \), the prethermal regime. The prethermalization itself takes place for exponentially long time with the frequency \( 1/\lambda NT \) \[21\], and the time regime, when \( D_n \) well describes the dynamics, is long enough as long as the truncation order \( n \) satisfies \( n < \nu = O(1/\lambda NT) \) (See Supplemental Materials for more detailed information \[28\]). In addition, the theorem ensures that \( D_n \) possesses the new emergent \( \mathbb{Z}_N \) symmetry generated by \( X \). It is remarkable that the emergent symmetry of the effective Hamiltonian is completely preserved as long as the time translation symmetry of the original Hamiltonian is conserved. In this sense, the emergent \( \mathbb{Z}_N \) symmetry is protected by the time translation symmetry.

We would like to note that a previous study by Else et al. also show the emergence of symmetries in similar Floquet systems \[20\]. The significant difference is that our result provides the explicit formulas for the time evolution operator by the van Vleck expansion, thereby opening up a systematic way to the analysis of DTCs in the prethermal regime and also a new scheme of Floquet engineering (See Supplemental Materials for more detailed information \[28\]).

In order to confirm the validity of the theorem, we show a simple example which satisfies the requirement of the theorem. Let us consider a one-dimensional Ising spin system described by

\[ H_0(t) = \frac{\pi}{2} \sum_i \sigma_i^z \sum_{n \in \mathbb{Z}} \delta(t - nT), \tag{9} \]

\[ V(t) = -J \sum_i \sigma_i^x \sigma_{i+1}^x + \varepsilon \sin \omega t \sum_i \sigma_i^z. \tag{10} \]

The Hamiltonian \( H_0(t) \), which represents a periodic pulse of transverse fields, gives an Ising \( \mathbb{Z}_Z \) symmetry operation as

\[ X = \prod_i (-i\sigma_i^x), \quad X^2 = 1, \tag{11} \]

if the number of the sites is even. The parameter \( \lambda \), the energy scale of \( V(t) \) at each site, is given by \( \lambda \sim \max(J, \varepsilon) \). Here, by the operator norm \( ||U(NT) - U_n(NT)|| \), we numerically evaluate the difference between the time evolution operator \( U(NT) \) and the approximated time evolution operator \( U_n(NT) \) (See Fig. \[1\] (a)). As the theorem says in Eq. \(6\), the deviation \( ||U(NT) - U_n(NT)|| \) exponentially decreases with the truncation order \( n \) (unless the \( n \)-th order term disappears), or decreases as a power of \( \lambda NT \).

Discrete time crystalline orders in the prethermal regime.— As an application of the theorem, we show that the theorem confirms the possibilities of discrete time crystalline orders in the prethermal regime and gives a systematic way to analyze these time crystalline orders in detail including their phase transition points and the effective temperature.
DTCs are ordered phases where a discrete time translation symmetry is spontaneously broken [31,33]. In other words, in DTCs, certain local observables oscillate with an integer multiple period of the Hamiltonian in the steady state, and the oscillation possesses robustness to perturbations. Ordinary DTCs require randomness which induces many-body localization to avoid the thermalization to infinite temperature [13,34–36]. However, even in closed Floquet systems without randomness, robust DTC orders can be observed in their quasi-steady state. In that case, the inverse-temperature of the system $\beta$ is determined by the initial state $|\psi(0)\rangle$, the kick operator $K_n$, and the effective Hamiltonian $D_n$ as

$$\langle \psi(0) | e^{iK_n D_n e^{-iK_n}} |\psi(0)\rangle = \frac{\text{Tr}[D_n e^{-\beta D_n}]}{\text{Tr}[e^{-\beta D_n}]}.$$  \hspace{1cm} (14)

This formula represents the energy conservation during the prethermal regime. In other words, if the effective temperature corresponding to the initial state is lower than the critical temperature of $D_n$, a DTC order appears for the long time regime.

Let us now provide a simple example and show how we can analyze the pDTC by the effective Hamiltonian and the unitary transformation given by the van Vleck expansion. The model is a driven Ising spin chain described by Eqs. (9) and (10). When we truncate the van Vleck expansion by the first order, we obtain the effective Hamiltonian and the kick operator as follows:

$$D_1 = -J \sum_i \sigma_i^z \sigma_{i+1}^z,$$ \hspace{1cm} (15)

$$K_1 = -\frac{\varepsilon T}{4\pi} \sum_i \sigma_i^z.$$ \hspace{1cm} (16)

Thus, since $D_1$ is a one-dimensional Ising Hamiltonian, SSB under $D_1$ takes place when the interaction $J$ is nonzero and the unitarily-transformed initial state $e^{-iK_1} |\psi(0)\rangle$ corresponds to a zero temperature state under $D_1$. In principle, symmetry breaking is caused by observation, decoherence, or perturbations which break the underlying symmetry. Here, we prepare the symmetry-broken initial states $e^{iK_1} |\uparrow\uparrow\ldots\uparrow\rangle$ or $e^{iK_1} |\downarrow\downarrow\ldots\downarrow\rangle$, whose origins can be attributed to the observation. Since the initial states are already the steady states under the Hamiltonian $D_1$, the integrability of the effective Hamiltonian is not important in this case.

Figure 2 shows numerical results for the stroboscopic dynamics of the local $z$-spin $\langle \psi(nT) | \sigma_i^z |\psi(nT)\rangle$ and the lifetime of the oscillation when the initial state $|\psi(0)\rangle$ is $e^{iK_1} |\uparrow\downarrow\ldots\uparrow\rangle$. Though we do not see the relaxation since the initial state itself corresponds to the steady state under $D_1$, we can determine the intermediate prethermal regime as the time period where $|\sigma_i^z(nT)|$ is nearly 1 (Fig. 2(a)). From the figure, it is confirmed that robust $2T$-periodic oscillations are observed within the prethermal regime (Fig. 2(b)), and the lifetime of the prethermal
discrete time crystals exponentially increases with the frequency (Fig. 2(c)).

**Symmetry protected Floquet engineering.—** Here, we would like to show another application of the theorem to Floquet engineering, which enables simultaneous control of phases and symmetries of the system.

Floquet engineering is a scheme to obtain preferable systems or control phases by realizing a proper effective static Hamiltonian under a periodic drive. In conventional ways, the energy scale of the periodic drive is much smaller than the frequency $\omega$, and the effective Hamiltonian is obtained by the high frequency expansion. High order correction terms result in an essentially trivial Hamiltonian under the $\omega$ frequency regime. This technique for generic Floquet systems is based on the conservation of the effective static system described by the Hamiltonian

$$H(t) = \pi \sum_i S_i^x \sum_n \delta(t - nT) + \eta H_{AKLT} + \mu V(t). \quad (18)$$

The AKLT (Affleck-Kennedy-Lieb-Tasaki) Hamiltonian $H_{AKLT} = \sum_i \{S_i \cdot S_{i+1} + (S_i \cdot S_{i+1})^2 / 3\}$ is a topologically nontrivial Hamiltonian under the $\mathbb{Z}_2 \times \mathbb{Z}_2$ symmetry (spin rotation around $x, z$-axes) $[13, 46]$. Here, we assume that $V(t)$ is symmetric under the $\pi$-spin rotation around $z$-axis, and that the time average of $V(t)$ over one period is zero. In the high frequency regime $\lambda \equiv \max(\eta, \mu) < \omega$, by regarding the first term of Eq. (18) as $H_0(t)$, we can realize the effective static system whose Hamiltonian is

$$D_n = V_0 + N \sum_{l \neq 0} \frac{[V_{l} - V]}{2l\omega} + \lambda O((\lambda T)^2), \quad XD_n X^{-1} = D_n \quad (17)$$

is realized in the prethermal regime. Significantly, we can control phases by high order correction terms, which are essentially new terms originating from the commutators, as with the ordinary Floquet engineering, and moreover, we can add the new symmetry represented by $X$ to the system.

There are several attempts to realize new emergent symmetries by a periodic drive $[41, 42]$. However, in these studies, only the zero-th order term acquires the new symmetry, and hence the new emergent symmetry appears only in the limit of $\omega \rightarrow \infty$. Thus, it is worth noting that our proposal gives the effective Hamiltonian which is symmetric including higher order terms for general Floquet systems.

Finally, we provide a simple example, which demonstrates how we can control symmetry protected topological (SPT) phases even if the original system does not respect the symmetry. Let us consider a one-dimensional spin system with $S = 1$ described by

$$H(t) = \pi \sum_i S_i^x \sum_n \delta(t - nT) + \eta H_{AKLT} + \mu V(t). \quad (18)$$

where we have performed the truncation at the second order. Importantly, the effective Hamiltonian $D_2$ possesses the emergent $\mathbb{Z}_2 \times \mathbb{Z}_2$ symmetry, which allows nontrivial topological phases. Then we choose $V(t)$ so that $V^{(2)}$ can be a trivial Hamiltonian (e.g. $V^{(2)}$ is proportional to the topologically trivial Hamiltonian $\sum_i \{(S_i^x)^2 - (S_i^y)^2\}$, when we choose $V(t) = \sum_i (S_i^x S_i^y e^{\omega t} + \text{h.c.})$). By tuning the frequency $\omega$ or the intensity $\mu$, corresponding to the continuous deformation between the nontrivial Hamiltonian and the trivial Hamiltonian, a topological phase transition is expected to be observed. It should be noted that we can perform this control of topological phases protected by the $\mathbb{Z}_2 \times \mathbb{Z}_2$ symmetry, though the original system does not respect the $\mathbb{Z}_2 \times \mathbb{Z}_2$ symmetry.

---

**FIG. 2.** Numerical results for the model described by Eqs. (9) and (10). Each of them is calculated by the exact diagonalization for the finite size $L = 4$. (a,b) Stroboscopic dynamics of the local magnetization $\langle \psi(t) | \sigma_z^i | \psi(t) \rangle$. The local magnetization oscillates with the period $2T$ until the prethermal regime ends up. (c) Lifetime of prethermal discrete time crystalline orders. Here, the lifetime is defined by the time when the amplitude of the oscillation reaches $0.95$ times as large as the first one.
Discussion and Conclusions.— In this Letter, we have proven the theorem which enables us to systematically provide the effective static Hamiltonian given by the van Vleck expansion during the long prethermal regime for Floquet systems which include a certain drive comparable to the frequency. Importantly, the theorem says that the system acquires a new emergent symmetry. This property opens up several potential applications, for example, it gives a general way to analyze time crystalline orders in the prethermal regime, or it enables simultaneous control of phases and symmetries by a periodic drive.

With our results, we can analytically discuss phase transition points or scaling laws of prethermal discrete time crystals. Also, it would be interesting to find a way to realize nontrivial symmetry protected topological phases in trivial Floquet systems with no symmetries. They are left for future work.
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S1. DERIVATION OF THE MAIN THEOREM

In this section, we describe the theorem depicted in the main text and show its derivation.

A. Theorem

Theorem. Assume that the following conditions (i)—(iii) are satisfied.

(i) The periodic Hamiltonian $H(t)$ is given by

$$H(t) = H_0(t) + V(t),$$

and both of $H_0(t)$ and $V(t)$ are periodic Hamiltonians which share the same period $T$.

(ii) The dynamics by the Hamiltonian $H_0(t)$ represents an onsite unitary $Z_N$ symmetry operation. In other words, $H_0(t)$ can be written in the form of

$$H_0(t) = \sum_i h_i(t),$$

where $h_i(t)$ nontrivially acts only on a site $i$, and

$$X^N = 1 \text{ where } X = T \exp \left( -i \int_0^T H_0(t) dt \right)$$

is satisfied.

(iii) The Hamiltonian $V(t)$ contains the at most $k$-body interaction and the energy at each site $i$ is bounded by a certain constant $J$, that is,

$$\sum_X ||v_X(t)|| < J$$

is satisfied (here $v_X(t)$ represents a term included in $V(t)$ which nontrivially acts on the site $i$ and the sum is taken over all such operators). We take $\lambda = 2kJ$ as a typical energy scale of the Hamiltonian $V(t)$.

Let us define the time evolution operator of the system by

$$U(t) = T \exp \left( -i \int_0^t H(t') dt' \right).$$

Then, the following statements are satisfied.

(a) Let $\nu$ be the largest integer which does not exceed $1/16\lambda NT$. Then, for any integer $n$ which satisfies $0 \leq n < \nu$,

$$||U(NT) - e^{-iK_n}e^{-iD_n NT}e^{iK_n}|| = e^{-O(\tilde{\omega})} + O(\tilde{\omega}^{n+1})$$

is satisfied with $\tilde{\omega} \equiv 1/\lambda NT$ when $\lambda NT < 1/4$. Here, $D_n$ and $K_n$ are respectively the effective Hamiltonian and the kick operator of the $n$-th order truncated van Vleck expansion given by

$$D_n = \sum_{i=0}^n V_{VV}^{(i)},$$

$$K_n = \sum_{i=0}^n K^{(i)}.$$  \hspace{1cm} (S6) \hspace{1cm} (S7)

We provide the $i$-th order terms $V_{VV}^{(i)}$ and $K^{(i)}$ of the van Vleck expansion in Eqs. (S46)—(S53) for a small integer $i$.

(b) For any integer $n$ which satisfies $0 \leq n < \nu$, the effective Hamiltonian $D_n$ commutes with the symmetry operation $X$, that is,

$$[D_n, X] = 0.$$  \hspace{1cm} (S8)
B. Proof of the theorem

The proof of the theorem is composed of two steps. The first step is that we apply Kuwahara et al.’s theorem [S1] that shows prethermalization under high-frequency driving in the interaction picture. The second one is to find the effective Hamiltonian and the unitary transformation from the Floquet Magnus expansion so that the effective Hamiltonian commutes with the \( \mathbb{Z}_N \) symmetry operation \( X \).

First, let us move on to the interaction picture with regarding \( H_0(t), V(t) \) as a nonperturbative part, and an interacting part, respectively. Then, the interaction picture of \( V(t) \) is defined as follows,

\[
V_{\text{int}}(t) = U_0(t) V(t) U_0^\dagger(t) \quad \text{where} \quad U_0(t) = \mathcal{T} \exp \left(-i \int_0^t H_0(t') dt' \right).
\]  

(S9)

Then, because of the periodicity of \( V(t) \) and the assumption \( X^N = 1 \), \( V_{\text{int}}(t) \) has the period \( NT \). In addition, since \( H_0(t) \) is composed of onsite operators, \( V_{\text{int}}(t) \) includes the at most \( k \)-body interaction. With considering the fact that the energy at each site of \( V_{\text{int}}(t) \) is also bounded by \( J \) as Eq. [S3], we can apply the theorem by Kuwahara et al. [S1] to this \( NT \)-periodic Floquet system described by \( V_{\text{int}}(t) \) when we assume \( \lambda NT < 1/4 \). Kuwahara’s theorem rigorously states that, in Floquet systems whose frequency is much larger than their energy scale, their stroboscopic dynamics can be approximated by the one under the effective Hamiltonian given by the truncated Floquet-Magnus expansion. In other words, if the truncation order \( n \) is smaller than \( \nu = O(\tilde{\omega}) \), where \( \nu \) is the largest integer that does not exceeds \( 1/16 \lambda NT \), the Floquet operator \( U(NT) \) satisfies

\[
\| U(NT) - e^{-iV_{\text{FM}}^n NT} \| = e^{-O(\tilde{\omega})} + O(\tilde{\omega}^{-n-1}).
\]  

(S10)

The effective Hamiltonian \( V_{\text{FM}}^n \) is given by truncation of the Floquet Magnus expansion up to the \( n \)-th order. The concrete form of the Floquet Magnus expansion is provided by Eqs. [S40]–[S43] in the section [S3].

In the high frequency regime \( \lambda NT \ll 1 \), the right hand side of Eq. [S10] is quite small. This implies that, \( U(NT) \approx e^{-iV_{\text{FM}}^n NT} \), that is, the exact \( NT \)-stroboscopic dynamics can be approximated by the one under the effective Hamiltonian \( V_{\text{FM}}^n \). However, \( V_{\text{FM}}^n \) given by the truncated Floquet Magnus expansion as Eqs. [S40]–[S43] does not necessarily commute with the \( \mathbb{Z}_N \) symmetry operation \( X \). Thus, the next step is to find a proper unitary transformation so that the effective Hamiltonian commutes with \( X \).

Here, we choose the unitary transformation which transforms the Floquet Magnus expansion to the van Vleck expansion. The explicit form of the van Vleck expansion is given in Eqs. [S16]–[S20]. When we truncate these high frequency expansions up to a finite \( n \)-th order, they are related as follows:

\[
\| e^{-iK_n} e^{-iV_{\text{FM}}^n NT} e^{iK_n} - e^{-iV_{\text{FM}}^n NT} \| = O((\lambda NT)^n+1).
\]  

(S11)

\( K_n \), which generates the unitary transformation, is a kick operator truncated up to the \( n \)-th order, and \( V_{\text{VV}}^n \) is the van Vleck effective Hamiltonian truncated up to the \( n \)-th order. We thus end up with

\[
\| U(NT) - e^{-iK_n} e^{-iV_{\text{VV}}^n NT} e^{iK_n} \| \leq \| U(NT) - e^{-iV_{\text{FM}}^n NT} \| + \| e^{-iK_n} e^{-iV_{\text{FM}}^n NT} e^{iK_n} - e^{-iV_{\text{FM}}^n NT} \| = e^{-O(\tilde{\omega})} + O(\tilde{\omega}^{-n-1}).
\]  

(S12)

Since the error \( \| U(NT) - e^{-iK_n} e^{-iV_{\text{VV}}^n NT} e^{iK_n} \| \) determines how long the effective Hamiltonian \( D_n \) is valid, we provide the detailed analysis of the upper bound in the section [STC].

Finally, what should be done is to prove that any truncated van Vleck effective Hamiltonian commutes with the \( \mathbb{Z}_N \) symmetry operation \( X \). In the interaction picture, the Fourier component \( V_m \) is calculated as follows,

\[
V_m = \frac{1}{NT} \int_0^{NT} V_{\text{int}}(t) e^{im\omega t/N} dt
\]

\[
= \frac{1}{NT} \sum_{l=0}^{N-1} \int_0^T U_0^l(t + lT) V(t) U_0(t + lT) e^{im\omega (t + lT)/N} dt
\]

\[
= \frac{1}{NT} \sum_{l=0}^{N-1} X^{-l} \int_0^T V_{\text{int}}(t) e^{im\omega (t + lT)/N} dt X^l.
\]  

(S13)

Thus, by using the condition \( X^N = 1 \), the action of \( X \) on the Fourier component is

\[
XV_m X^{-1} = \frac{1}{NT} \sum_{l=0}^{N-1} X^{-l+1} \int_0^T V_{\text{int}}(t) e^{im\omega (t + lT)/N} dt X^{l-1} = e^{i2\pi m/N} V_m.
\]  

(S14)
FIG. S1. (a) Physical interpretation of each n-th order term of the van Vleck expansion. Each Fourier component $V_m$ gives rise to a jump to the $m_i$-th upper Floquet band, and each n-th order term represents a process where a state starts and ends at the 0-th Floquet band with $n$ times jumps. (b) The deviation $||U(T) - U_n(T)||$ for the model designated by Eqs. (S33)–(S35) for the system size $L = 4$. As the truncation order $n$ or the renormalized frequency $\tilde{\omega} = 1/\lambda NT$ increases, the error caused by the truncation becomes smaller.

When we focus on the n-th order terms of the van Vleck expansion, each term is a product of $n$ Fourier components, that is, it is composed of, $V_{m_1}V_{m_2} \ldots V_{m_n}$.

From Eq. (S14), this n-th order component transforms under $X$ as follows,

$$X V_{m_1}V_{m_2} \ldots V_{m_n} X^{-1} = \exp\left(\frac{2\pi i}{N} \sum_{i=1}^{n} m_i\right) V_{m_1}V_{m_2} \ldots V_{m_n}.$$  

We note here that, in the van Vleck effective Hamiltonian, which is derived by the van Vleck degenerate method [S2], each n-th order term $V_{m_1}V_{m_2} \ldots V_{m_n}$ originates from the virtual process, in which the state starts from the Floquet band whose energy is almost zero, jumps to the $m_i$ higher Floquet bands, and finally comes back to the original Floquet band after the $n$ times jumps (See Fig. S1 (a)). Thus, concerning the indices of each n-th order term $V_{m_1}V_{m_2} \ldots V_{m_n}$,

$$\sum_{i=1}^{n} m_i = 0$$  

is satisfied. Therefore, from Eq. (S16), n-th order terms in the van Vleck expansion commute with $X$ for arbitrary $n$. Since the effective Hamiltonian $V_{n}^{n}$ is obtained by truncating at a finite n-th order, the commutation relation

$$[V_{n}^{n}, X] = 0$$

is strictly satisfied. Then by regarding the van Vleck effective Hamiltonian $V_{n}^{n}$ as $D_n$ in the theorem, the theorem has been proved. □

C. Rigorous bound of the error and the lifetime

In this section, we discuss the upper bound of the error $||U(NT) - e^{-iK_n} e^{-iV_{n}^{n}NT} e^{iK_n}||$ and thereby the lifetime of the prethermal regime, which corresponds to the time scale when the description by the truncated effective Hamiltonian $D_n$ becomes invalid. From Eq. (S12),

$$||U(NT) - e^{-iK_n} e^{-iV_{n}^{n}NT} e^{iK_n}|| \leq ||U(NT) - e^{-iV_{n}^{n}NT}|| + ||e^{-iK_n} e^{-iV_{n}^{n}NT} e^{iK_n} - e^{-iV_{n}^{n}NT}||$$

is satisfied under the assumptions (i)–(iii) in the theorem. When we regard the system as a $NT$-periodic Floquet system driven by $V_{int}(t)$, the theorem by Kuwahara et al. [S1] is applicable to the system. Thus, the upper bound of the first term is obtained as follows,

$$||U(NT) - e^{-iV_{n}^{n}NT}|| \leq \frac{3}{k} L(\lambda NT) 2^{-n} + \frac{2(n-1)!}{n^2 k} L(\lambda NT)^{n+1}$$

$$\leq \frac{3L}{2k} \cdot 2^{-1/16\lambda NT} + \frac{2L}{k} (n\lambda NT)^{n+1}$$

(S20)
The upper bound of the second term $||e^{-iK_n} e^{-iV_{\nu}^n NT} e^{iK_n} - e^{-iV_{\nu}^n NT}||$ can be derived by the relationship between the truncated Floquet Magnus expansion and the truncated van Vleck expansion, which we discuss in the sections S3 B and S3 C. As a result, the second error term is bounded from above as follows (See Lemma. 2 and Eq. (S76)):

$$||e^{-iK_n} e^{-iV_{\nu}^n NT} e^{iK_n} - e^{-iV_{\nu}^n NT}|| \leq \frac{16L}{3k} (4n\lambda NT)^{n+1} \left\{ \frac{j_{\max,n} - (j_{\max,n})^n}{1 - j_{\max,n}} + \frac{(j_{\max,n})^n}{1 - 4j_{\max,n}n\lambda NT} \right\},$$

(S21)

if the period $T$ is small enough so that $4j_{\max,n}n\lambda NT < 1$ is satisfied. Here, $j_{\max,n}$ is the renormalized extensive of $\{ K^{(i)} \}_{i=1}^n$, which is defined by Eqs. (S69) and (S70), and for example, they are bounded as follows (See the section S3 C):

$$j_{\max,1} \leq \frac{1}{2}, \quad j_{\max,2} \leq \frac{1}{2}, \quad j_{\max,3} \leq \frac{1}{2}.$$

(S22)

Therefore, we can obtain the upper bound for the error $||U(NT) - e^{-iV_{\nu}^n NT}||$ as

$$||U(NT) - e^{-iK_n} e^{-iV_{\nu}^n NT} e^{iK_n}|| \leq \frac{3L}{2k} \cdot 2^{-1/16\lambda NT} + \frac{16L}{3k} (4n\lambda NT)^{n+1} \left\{ \frac{j_{\max,n} - (j_{\max,n})^n}{1 - j_{\max,n}} + \frac{(j_{\max,n})^n}{1 - 4j_{\max,n}n\lambda NT} + \frac{3}{2^{2n+5}} \right\}.$$

(S23)

Let us evaluate the right hand side of Eq. (S23) for simple cases. Based on Eq. (S22), we consider the cases when the truncation order $n$ is small, and assume that $j_{\max,1} \leq \frac{1}{2}$ (in fact, we can also discuss the cases when $j_{\max,n} < 1$ in the same way). The assumption that the truncation order $n$ is small is sensible for the analysis. Then, as long as $j_{\max,1} \leq \frac{1}{2}$ is satisfied, we can provide a simple upper bound of the error from Eq. (S23) as follows:

$$||U(NT) - e^{-iK_n} e^{-iV_{\nu}^n NT} e^{iK_n}|| \leq \frac{3L}{2k} \cdot 2^{-1/16\lambda NT} + \frac{32L}{3k} (4n\lambda NT)^{n+1}.$$

(S24)

Since the function $(4n\lambda NT)^{n+1}$ is small compared to 1 when $4n\lambda NT \lesssim 1$ or equivalently $n < O(1/\lambda NT)$ is satisfied, the right hand side is small enough as long as $\lambda NT$ and $n$ are small compared to 1 and $\nu = O(1/\lambda NT)$, respectively. Therefore, the inequality Eq. (S24) ensures the validity of the approximated time evolution operator $e^{-iK_n} e^{-iV_{\nu}^n NT} e^{iK_n}$.

The inequality Eq. (S24) can also provide the rigorous lower bound for the lifetime of the prethermal regime. Let us define the lifetime $\tau^{(n)}_*$ by the time scale which validates the description by the $n$-th order truncated effective Hamiltonian $D_n$. Then, the lifetime is given by

$$||U(NT) - e^{-iK_n} e^{-iV_{\nu}^n NT} e^{iK_n}|| \cdot \frac{\tau^{(n)}_*}{NT} \sim 1,$$

(S25)

and we can rigorously evaluate the lower bound by using Eq. (S24) as follows:

$$\tau^{(n)}_* \geq \frac{kNT}{L} \min \left\{ \frac{2}{3} \cdot 2^{1/16\lambda NT} \cdot \frac{3}{32} (4n\lambda NT)^{-n-1} \right\}.$$

(S26)

Thus, we can describe the effective dynamics well by the truncated effective Hamiltonian $D_n$ at least in the time scale given by this bound.

Finally, we would like to note that the bounds for the error and the lifetime given by Eqs. (S24) and (S26) are rigorous ones to ensure the validity of the effective Hamiltonian for general systems. Thus, it is possible that the error becomes larger than the bound given by Eq. (S24), or equivalently, the lifetime becomes smaller than the bound given by Eq. (S26). In fact, in the simple example described in the main text, the error $||U(NT) - e^{-iK_n} e^{-iV_{\nu}^n NT} e^{iK_n}||$ is much smaller than expected by Eq. (S24) (See Fig. 1. (a) in the main text), and hence the lifetime of the prethermal discrete time crystalline order is much longer than expected by Eq. (S26) (See Fig. 2. (c) in the main text). More detailed evaluation of the error and the lifetime of the prethermal regime is left for future work.

S2. RELATION TO THE THEOREM BY ELSE ET AL.

In the main text, we introduce the theorem which provides the effective Hamiltonian and the existence of the new emergent symmetry for Floquet systems described by Eq. (S1). Else et al. also consider similar Floquet systems described by Eqs. (S1) and (S2), and they also obtain approximate formulas for the time evolution operator and the
existence of a new emergent symmetry. In this section, we would like to discuss the relationship between our theorem and the theorem given by Else et al. [S3].

First, let us briefly introduce what the theorem by Else et al. means. We consider Floquet systems which satisfy the conditions (i) and (ii) in the theorem, corresponding to Eqs. [S1] and [S2]. In addition, assume that the local energy scale of $V(t)$, defined by $\lambda$, is finite. Though the definition of the norm for operators is a little different from ours, physical interpretations of the theorems are essentially the same for both cases. When the energy scale of $V(t)$ is much smaller than the frequency $\omega$, which means $\lambda NT \ll 1$, their theorem dictates that the Floquet operator for the systems is approximated as

$$U(T) = UXe^{-iDNT}U^\dagger + O\left(e^{O(\omega/(\log \omega)^3)}\right),$$  \hspace{1cm} (S27)

$$D = V_0 + \lambda O \left((\lambda NT)^2\right),$$  \hspace{1cm} (S28)

$$\mathcal{U} = 1 + O(\lambda NT),$$  \hspace{1cm} (S29)

where $\mathcal{U}$ is unitary and the effective Hamiltonian $D$ acquires the new emergent symmetry generated by $X$, that is,

$$[D, X] = 0.$$  \hspace{1cm} (S30)

The theorem by Else et al. provides the time evolution operator for long time scale $t < \exp(O(\omega/(\log \omega)^3))$, and the existence of the emergent symmetry generated by $X$, and thereby it ensures the possibility of discrete time crystalline order in the prethermal regime as well as our theorem. Here, we would like to discuss differences between the theorems. Note that one of these theorems does not include the other.

The first one is that our theorem provides the time evolution operator $U(NT)$, whereas Else’s theorem provides the Floquet operator $U(T)$. Therefore, though Else’s theorem tells us the stroboscopic dynamics every period $T$, our theorem predicts only the coarse-grained stroboscopic dynamics every $N$ periods $NT$. However, our theorem can ensure the possibility of discrete time crystal orders in the prethermal regime as well as Else’s theorem. The second important difference is that our formalism provides the effective Hamiltonian and the unitary transformation which describe the effective dynamics with the emergent symmetry including higher order correction terms, though Else’s theorem gives only the lowest order as Eqs. [S28] and [S29].

As we have described in the main text, the second difference, which we would like to emphasize the most, enables the detailed analysis of discrete time crystalline orders in the prethermal regime and the simultaneous control of phases and symmetries by a periodic drive. Concerning the analysis of prethermal DTCs, the high frequency expansion for the effective Hamiltonian and the unitary transformation are of use for the determination of the condition for the phase transition and the effective inverse temperature. In particular, we can also prepare the effective zero temperature state $e^{iK_n}\ket{\psi_0}$, where $\ket{\psi_0}$ is a symmetry-broken ground state of the effective Hamiltonian $D_n$. Thus, our formalism makes it possible to realize prethermal DTCs in one-dimensional systems, as we have described in the main text. As well, the higher order terms realize an essentially new effective Hamiltonian, and hence we can perform the simultaneous control of phases and symmetries as an application of our formalism to Floquet engineering.

Concerning these two theorems, the ultimate goal is to obtain the effective Hamiltonian and the unitary transformation, given by the high frequency expansion, for the Floquet operator $U(T)$. Here, we examine such a theory from our theorem and Else’s theorem, and numerically confirm it with a simple example. The theorem by Else et al., which gives an approximate formula for $U(T)$, can also provide an approximate formula for $U(NT)$ from Eq. (S27) as follows,

$$U(NT) = U(T)^N \sim \mathcal{U} e^{-iDNT}U^\dagger, \ \ [D, X] = 0.$$  \hspace{1cm} (S31)

Since this equation should be consistent with Eq. [S5], which is obtained from our theorem, the relations

$$D \simeq D_n, \ \ \mathcal{U} \simeq e^{-iK_n}.$$  \hspace{1cm} (S32)

are expected. Here, we numerically examine these relations. The model is a one-dimensional Ising chain under a periodic pulse and a periodic transverse field, described as

$$H(t) = H_0(t) + V(t)$$  \hspace{1cm} (S33)

$$H_0(t) = \frac{n}{2} \sum_i \sigma^z_i \sum_{n \in \mathbb{Z}} \delta(t - nT),$$  \hspace{1cm} (S34)

$$V(t) = -J \sum_i \sigma^z_i \sigma^z_{i+1} + \varepsilon \sin \omega t \sum_i \sigma^z_i.$$  \hspace{1cm} (S35)
Then, λ, defined by the local energy scale of $V(t)$, is given by $\lambda \sim \max(J, \varepsilon)$. If the assumption of Eq. [S32] is correct, $U(T)$ would be approximately equal to

$$U_n(T) \equiv e^{-iK_n} X e^{-iD_n T} e^{iK_n}$$

(S36)

from Eq. [S27]. Thus, we evaluate the deviation defined by the operator norm $\|U(T) - U_n(T)\|$, shown in Fig. S1 (b). From this figure, the deviation $\|U(T) - U_n(T)\|$ roughly shows exponential decay with the truncation order $n$, or decreases as a power of $\lambda NT$. This dependency is exactly the same as that of the deviation $U(NT) - U_n(NT)$ described in Fig. 1 (a) in the main text. Therefore, it implies that the validity of the van Vleck expansion for $U(T)$,

$$U(T) \simeq e^{-iK_n} X e^{-iD_n T} e^{iK_n},$$

(S37)

is confirmed at least in this simple example. An extension of the theory to general cases, which can give the effective Hamiltonian for the Floquet operator $U(T)$ including high order corrections, is left for future work.

**S3. HIGH FREQUENCY EXPANSION IN FLOQUET SYSTEMS**

**A. Explicit formulas for the high frequency expansions**

Here, we provide high frequency expansions— the Floquet Magnus expansion and the van Vleck expansion, and their properties. We assume that the Hamiltonian of the system is $V_{int}(t)$, whose period is $NT$. We denote the characteristic energy scale of the system by $\lambda$, which is defined by the condition (ii) in the theorem (Replace $V(t)$ by $V_{int}(t)$). First of all, we define the $m$-th Fourier component $V_m$ by

$$V_m = \frac{1}{NT} \int_0^{NT} V_{int}(t) e^{im\omega t/N} dt,$$

(S38)

where the frequency $\omega$ is equal to $2\pi/T$.

First, the Floquet Magnus effective Hamiltonian $V_{FM}$ is defined by the time evolution operator for one period as follows,

$$U(NT) \equiv e^{-iV_{FM}NT}, \quad \text{where} \quad U(NT) = \mathcal{T} \exp \left( -i \int_0^{NT} V_{int}(t') dt' \right).$$

(S39)

Then, the Floquet Magnus expansion is defined by the perturbation expansion of Eq. (S39) for the small parameter $\lambda NT$ at high frequency. Each $n$-th order term $V_{FM}^{(n)}$ is obtained as follows,

$$V_{FM}^{(0)} = 0,$$

(S40)

$$V_{FM}^{(1)} = V_0,$$

(S41)

$$V_{FM}^{(2)} = N \sum_{m \neq 0} \frac{[V_{-m}, V_m]}{2m\omega} + N \sum_{m \neq 0} \frac{[V_m, V_0]}{m\omega},$$

(S42)

$$V_{FM}^{(3)} = N^2 \sum_{m \neq 0} \frac{[V_{-m}, V_0, V_0]}{2m^2\omega^2} + N^2 \sum_{m \neq 0} \frac{[V_m, V_{m-n}, V_n]}{3m\omega^2} - N^2 \sum_{m \neq 0} \frac{[V_m, V_0, V_0]}{m^2\omega^2}$$

$$+ N^2 \sum_{m, n \neq 0} \frac{[V_m, V_n, V_0] - [V_m, V_0, V_n]}{2m\omega^2}$$

(S43)
Here, we determine the order of the expansion \( n \) so that \( V_{FM}^{(n)} NT = O((\lambda NT)^n) \) is satisfied. We also define the truncated Floquet Magnus effective Hamiltonian by

\[
V_{FM}^n = \sum_{i=0}^{n} V_{FM}^{(i)}
\]

(S44)

for \( n \in \mathbb{N} \). Though the Floquet Magnus expansion does not necessarily converge in generic many-body periodically driven systems, we can analyze the system by the truncated Floquet Magnus effective Hamiltonian \( V_{FM}^\nu \) in high frequency regime \( \lambda NT \ll 1 \) thanks to the theorem by Kuwahara et al.[S1, S4].

However, in general, the Floquet Magnus effective Hamiltonian \( V_{FM} \) depends on the choice of the Floquet gauge (the time origin), that is, the effective Hamiltonian \( V_{FM} \) varies if we change the time origin from \( t = 0 \). The effective Hamiltonian transformed by a unitary operation so that it becomes independent of the Floquet gauge is the van Vleck effective Hamiltonian \( V_{VV} \), which is defined as

\[
V_{FM} = e^{-iK} V_{VV} e^{iK}.
\]

(S45)

Here, The hermitian operator \( K \), which gives the unitary transformation between the van Vleck effective Hamiltonian and the Floquet Magnus effective Hamiltonian, is called a kick operator. By this unitary transformation, only the kick operator depends on the Floquet gauge. The expansions of the van Vleck effective Hamiltonian and the kick operator can be obtained by the van Vleck degenerate method [S2, S5, S6], which results in

\[
V_{VV}^{(0)} = 0,
\]

(S46)

\[
V_{VV}^{(1)} = V_0,
\]

(S47)

\[
V_{VV}^{(2)} = N \sum_{m \neq 0} \frac{[V_{-m}, V_m]}{2m\omega},
\]

(S48)

\[
V_{VV}^{(3)} = N^2 \sum_{m \neq 0} \frac{[V_{-m}, V_0, V_m]}{2m^2\omega^2} + N^2 \sum_{m \neq 0} \sum_{n \neq 0, m \neq n} \frac{[V_{-m}, V_{m-n}, V_n]}{3mn\omega^2},
\]

(S49)

\[
\vdots,
\]

\[
K^{(0)} = 0,
\]

(S50)

\[
iK^{(1)} = -N \sum_{m \neq 0} \frac{V_m}{m\omega},
\]

(S51)

\[
iK^{(2)} = N^2 \sum_{m \neq 0} \sum_{n \neq 0, m} \frac{[V_m, V_{m-n}]}{2mn\omega^3} + N^2 \sum_{m \neq 0} \frac{[V_m, V_0]}{m^2\omega^2},
\]

(S52)

\[
iK^{(3)} = -N^3 \sum_{m \neq 0} \sum_{n \neq 0} \frac{[V_m, V_0, V_0]}{m^3\omega^3} + N^3 \sum_{m \neq 0} \sum_{n \neq 0} \frac{[V_0, V_{m-n}, V_0]}{4m^2n\omega^3}
\]

\[
- \frac{N^3}{2} \sum_{m \neq 0} \sum_{n \neq 0} \left( \frac{[V_{m-n}, V_0, V_m]}{2m^2n\omega^3} + \frac{[V_{m-n}, V_{m-n}, V_0]}{2m^2n\omega^3} \right)
\]

\[
- \frac{N^3}{12} \sum_{m \neq 0} \sum_{n \neq 0} \sum_{l \neq 0} \sum_{m-l-n} \frac{[V_{n}, [V_{l-n}, V_{m-l}]]}{4mln\omega^3} - N^3 \sum_{m \neq 0} \sum_{n \neq 0} \sum_{l \neq 0} \sum_{m-n} \frac{[V_{n}, [V_{l}, V_{m-n-l}]]}{12mln\omega^3}.
\]

(S53)

\[
\vdots
\]

We also define the truncated van Vleck effective Hamiltonian \( V_{VV}^\nu \) and the truncated kick operator \( K_\nu \) by

\[
V_{VV}^\nu = \sum_{i=0}^{\nu} V_{VV}^{(i)}, \quad K_{\nu} = \sum_{i=0}^{\nu} K^{(i)}.
\]

(S54)
B. Relationship between the two different schemes of the truncated high frequency expansions

Here, we would like to discuss the relationship between the truncated Floquet Magnus expansion and the truncated van Vleck expansion, which determines the validity of the effective Hamiltonian in the main theorem as described in the section [S1]. In other words, we evaluate the error \( |e^{-iK_n} e^{-iV_{\nu} NT} e^{iK_n} - e^{-i\nu_{\nu} NT} | \) in this section. First, because of the following lemma, we can evaluate the error by the upper bound of \( |e^{-iK_n} V_{\nu} e^{iK_n} - V_{FM}^n| \).

**Lemma 1.** For any bounded hermitian operators \( A \) and \( B \),

\[
|e^{iA} - e^{iB}| \leq 2\|A - B\| \tag{S55}
\]

is satisfied.

**Proof.** For a bounded hermitian operator \( C \) and \( t \in \mathbb{R} \), we calculate the upper bound of \( \|F(t) - F(0)\| \), where \( F(t) \) is a unitary operator defined by \( F(t) = \exp \{ i(B + Ct) \} \). By denoting \( F^{(n)}(t) = d^n F(t)/dt^n \),

\[
\|F(t) - F(0)\| \leq \left\| \sum_{n=1}^{\infty} \frac{1}{n!} F^{(n)}(0) t^n \right\| \leq \sum_{n=1}^{\infty} \frac{|t|^n}{n!} \|F^{(n)}(0)\| \tag{S56}
\]

is obtained. By using the formula

\[
\frac{d}{dt} e^{X(t)} = \int_0^1 \frac{d}{dt} e^{\alpha X(t)} \left( \frac{d}{dt} X(t) \right) e^{(1-\alpha)X(t)}, \tag{S57}
\]

we can evaluate \( \|F^{(1)}(t)\| \) as follows:

\[
\|F^{(1)}(t)\| \leq \left\| \int_0^1 \frac{d}{dt} e^{i\alpha(B+C)t} iCe^{i(1-\alpha)(B+C)t} \right\| \leq \|C\|, \tag{S58}
\]

In a similar way,

\[
\|F^{(2)}(t)\| \leq \int_0^1 \alpha \left\| e^{i\beta(B+C)t} iCe^{i(1-\beta)\alpha(B+C)t} iCe^{i(1-\alpha)(B+C)t} \right\| d\alpha d\beta \]

\[
+ \int_0^1 (1-\alpha) \left\| e^{i\alpha(B+C)t} iCe^{i(1-\alpha)(B+C)t} iCe^{i(1-\beta)(1-\alpha)(B+C)t} \right\| d\alpha d\beta \tag{S59}
\]

\[
\leq \|C\|^2 \tag{S60}
\]

is obtained. By repeating this calculation, \( \|F^{(n)}(t)\| \leq \|C\|^n \) is satisfied. Therefore, if we assume \( \|C\| \cdot |t| \leq 1 \), we get

\[
\|F(t) - F(0)\| \leq \sum_{n=1}^{\infty} \frac{1}{n!} |C|^n \cdot |t|^n \leq \|C\| \cdot |t| \sum_{n=1}^{\infty} \frac{1}{n!} \leq 2\|C\| \cdot |t|. \tag{S61}
\]

This inequality is satisfied also when \( \|C\| \cdot |t| \geq 1 \), because of

\[
\|F(t) - F(0)\| = \|e^{i(B+C)t} - e^{iB}| \leq \|e^{i(B+C)t} + |e^{iB}| \leq 2\|C\| \cdot |t|. \tag{S62}
\]

Finally, if we substitute \( C = A - B \) and \( t = 1 \), we obtain the inequality Eq. (S55).

If we substitute \( A = -e^{-iK_n} V_{\nu}^n NT e^{iK_n} \) and \( B = -V_{FM}^n NT \), we can obtain

\[
|e^{-iK_n} e^{-iV_{\nu} NT} e^{iK_n} - e^{-i\nu_{\nu} NT} | \leq 2NT |e^{-iK_n} V_{\nu}^n e^{iK_n} - V_{FM}^n|. \tag{S63}
\]

Thus, it is sufficient to evaluate \( |e^{-iK_n} e^{-iV_{\nu}^n} e^{iK_n} - V_{FM}^n| \) instead of the error \( |e^{-iK_n} e^{-iV_{\nu}^n} NT e^{iK_n} - e^{-i\nu_{\nu} NT}| \). To this end, we define the locality and the extensiveness of operators and describe some properties. First, if an operator \( A \) contains at most \( k \)-body interactions, \( A \) is called \( k \)-local, or \( k \) is called the locality of \( A \). In addition, an operator \( A \) is \( J \)-extensive if \( A \) satisfies

\[
\sum_{X:i \in X} |a_X| \leq J, \quad \forall i, \tag{S64}
\]
where $a_X$ represents the terms in $A$ which nontrivially act on the domain $X$. If $A$ is $J$-extensive, we can obtain

$$||A|| \leq \sum_X ||a_X||$$

$$\leq \sum_i \sum_{X:i \in X} ||a_X||$$

$$\leq L J,$$  \hspace{1cm} (S65)

where $L$ is the system size. When a series of operators $A_i$ are $k_i$-local and $J_i$-extensive respectively, the extensiveness of the multi-commutator $J_{(A_n, A_{n-1}, \ldots, A_1)}$ is bounded from above as

$$\{A_n, A_{n-1}, \ldots, A_1\} \equiv [A_n, [A_{n-1}, \ldots, [A_2, A_1]] \ldots]$$  \hspace{1cm} (S66)

$$J_{(A_n, A_{n-1}, \ldots, A_1)} \leq J_1 \prod_{i=2}^n (2J_i K_i),$$  \hspace{1cm} (S67)

where $K_i = \sum_{m \leq i} k_m$ (See Lemma 5 in Ref. [S1]). With this property, we can obtain the following lemma, which gives the upper bound of $||e^{-iK_n \nu V_{FM}^n e^{iK_n} - V_{FM}^n}||$.

**Lemma 2.** Consider a Floquet system which satisfies all of the conditions (i) — (iii) in the main theorem, and denote $\hat{T} = NT$. We also denote the extensiveness of the $n$-th order term of the kick operator $K^{(n)}$ by $J^{(n)}$. Then, for the truncation order $n$ smaller than $\nu = O(1/\lambda T)$,

$$||e^{-iK_n \nu V_{FM}^n e^{iK_n} - V_{FM}^n}|| \leq \frac{8L}{3kT} (4n\lambda \hat{T})^{n+1} \left\{ \frac{j_{\max,n} - (j_{\max,n})^n}{1 - j_{\max,n}} + \frac{(j_{\max,n})^n}{1 - 4j_{\max,n}n\lambda \hat{T}} \right\}$$  \hspace{1cm} (S68)

is satisfied when the period $T$ is small enough to satisfy $4j_{\max,n}n\lambda T < 1$, where the maximal value of the renormalized extensiveness $j_{\max,n}$ is defined as follows:

$$j^{(n)} = \frac{j^{(n)}}{(\lambda T)^{n-1} J T^n}$$  \hspace{1cm} (S69)

$$j_{\max,n} = \max \{ j^{(l)} | 1 \leq l \leq n \}. $$  \hspace{1cm} (S70)

**Proof.** By using the Baker-Campbell-Hausdorff formula, we obtain

$$||e^{-iK_n \nu V_{FM}^n e^{iK_n} - V_{FM}^n}|| = ||e^{iK_n \nu V_{FM}^n} e^{-iK_n} - V_{FM}^n||$$

$$= \left| \sum_{m=0}^{\infty} \sum_{l_{1}^{(m)} + 1 \leq i \leq 1 \leq n \atop m!} \frac{n-1 (m+1)n}{(m+1)n} \right| \sum_{m=1}^{\infty} \sum_{M=m+1}^{M=M} \frac{1}{m!} \left\{ K^{(l_{1})}, \ldots, K^{(l_{M})}, V_{FM}^{(l)} \right\} - V_{FM}^n \right|$$

$$\leq \left( \sum_{m=1}^{n-1} \sum_{M=m+1}^{M=M} \frac{1}{m!} \left\{ K^{(l_{1})}, \ldots, K^{(l_{M})}, V_{FM}^{(l)} \right\} - V_{FM}^n \right) \right|$$

$$\leq \left( \sum_{m=1}^{n-1} \sum_{M=m+1}^{M=M} \frac{1}{m!} \left\{ K^{(l_{1})}, \ldots, K^{(l_{M})}, V_{FM}^{(l)} \right\} \right)$$

To derive the third equality, we use the fact that $e^{iK_n \nu V_{FM}^n e^{-iK_n}}$ is equivalent to $V_{ FM}^n$ up to the $n$-th order in $\lambda \hat{T}$. When the Hamiltonian $V_{int}(t)$ is $k$-local and $J$-extensive, the extensiveness of the $n$-th order Floquet Magnus expansion $J_{V_{FM}^{(n)}}$ is bounded as follows [S1],

$$J_{V_{FM}^{(n)}} \leq \frac{(\lambda \hat{T})^{n-1} J}{n} (n-1)!, \quad \text{where} \quad \lambda = 2kJ.$$  \hspace{1cm} (S72)

Assume that the indices $l$ and $\{l_i\}$ satisfy $1 \leq l_i \leq n$ and $\sum_i l_i + l = M$, and note that the $n$-th order terms $K^{(n)}$
and $V^{(n)}_{\text{FM}}$ are at most $nk$-local. Then, by using Eq. (S67),
\[
\left\| \{K^{(l_1)}, \ldots, K^{(l_m)}, V^{(l)}_{\text{FM}}\} \right\| \leq LJ_{\{K^{(l_1)}, \ldots, K^{(l_m)}, V^{(l)}_{\text{FM}}\}}
\leq L\sum_{i=1}^{m} (2J^{(l_i)}) \cdot (l + l_1) \cdots (l + l_1 + \ldots + l_m) k
\leq L\lambda T^{l-1} \prod_{i=1}^{m} \left(2\lambda T\right)^{l_i} \left\{J^{(l)}_{iV} \right\} \cdot k^m (M - m + 1) \cdots (M - 1)M
= LJ(\lambda T)^{M-1} |\lambda|^{l_1} \cdots |\lambda|^{l_m} m! \cdot C_m
\leq L\lambda T^{M-1} n^{l_1} n^{l_2} \cdots n^{l_m} (\max{n}) m! 2^M
= 2nLJ(2n\lambda T)^{M-1} (\max{n})^m
\]
is obtained. By using the assumption $n < 1 \leq 1/16\lambda T$ and $4\max{n}\lambda T < 1$, we end up with
\[
\left\| e^{-iK_n} V^{(n)}_{\text{VM}} e^{iK_n} - V^{(n)}_{\text{FM}} \right\| \leq \left( \sum_{m=1}^{n} \sum_{M=m+1}^{\infty} \sum_{m=1}^{(m+1)n} \sum_{1 \leq l_1, l_2, \ldots, l_m \leq n} \sum_{\sum_l l_i = M} \frac{2nLJ(2n\lambda T)^{M-1}(\max{n})^m}{4n\lambda T} \right)
\leq 4nLJ(4n\lambda T)^n \left\{ \frac{\max{n} - (\max{n})^n}{1 - \max{n}} + \frac{\max{n} - (\max{n})^n}{1 - 4\max{n}\lambda T} \right\}
\leq \frac{8L}{3kT} (4n\lambda T)^n \left\{ \frac{\max{n} - (\max{n})^n}{1 - \max{n}} + \frac{\max{n} - (\max{n})^n}{1 - 4\max{n}\lambda T} \right\}
\]
Finally, we obtain the result of the lemma Eq. (S68), and the proof has been completed. \(\square\)

By combining the results of Lemma 1 and Lemma 2, we can evaluate the error $\left\| e^{-iK_n} e^{-iV^{(n)}_{\text{VM}}NT} e^{iK_n} - e^{-iV^{(n)}_{\text{FM}}NT} \right\|$ by
\[
\left\| e^{-iK_n} e^{-iV^{(n)}_{\text{VM}}NT} e^{iK_n} - e^{-iV^{(n)}_{\text{FM}}NT} \right\| \leq \frac{16L}{3kT} (4n\lambda T)^n \left\{ \frac{\max{n} - (\max{n})^n}{1 - \max{n}} + \frac{\max{n} - (\max{n})^n}{1 - 4\max{n}\lambda T} \right\}
\]
when the period $T$ is small enough to satisfy $4\max{n}\lambda T < 1$.

C. Extensiveness of the kick operators

Here, the extensiveness of the $n$-th order terms of the kick operators $K^{(n)}$, denoted by $J^{(n)}$, is discussed from low orders so that we can evaluate the error caused by the transformation between the truncated Floquet Magnus expansion and the truncated van Vleck expansion, depicted as Eq. (S76).

To this end, we use Eq. (S67) and the following inequalities:
\[
\left| \sum_{m \neq 0} e^{im\omega t/N} \frac{m}{m} \right| \leq \pi, \quad (S77)
\left| \sum_{m \neq 0} e^{im\omega t/N} \frac{m}{m} \right| \leq \sum_{m \neq 0} \frac{1}{|m|^s} = 2\zeta(s), \quad \text{for} \quad s \in \mathbb{N}\setminus\{1\}. \quad (S78)
\]
Here, $\zeta(s)$ is the zeta function. The first inequality is derived from the fact that
\[
\sum_{m \neq 0} e^{im\omega t/N} \frac{m}{m} = \begin{cases} 0 & \text{if} \quad \omega t/N = 0 \mod 2\pi \\ i(\pi - \alpha) & \text{if} \quad \omega t/N = \alpha \ (\in (0, 2\pi)) \mod 2\pi. \end{cases} \quad (S79)
\]
From Eq. \[\text{(S51)},\]
\[
iK^{(1)} = -\frac{1}{\omega T} \int_0^{NT} \left( \sum_{m \neq 0} \frac{e^{im\omega t/N}}{m} \right) V_{\text{int}}(t) dt
\]
is obtained, and hence the extensiveness of \(K^{(1)}\) is bounded from above under the assumption that \(V_{\text{int}}(t)\) is \(J\)-extensive as Eq. \[\text{(S3)}.\]
\[
J^{(1)} \leq \frac{1}{\omega T} \int_0^{NT} \left| \sum_{m \neq 0} \frac{e^{im\omega t/N}}{m} \right| J dt \leq \frac{1}{2} J\tilde{T}.
\]
(S81)

Here, we have used the fact that, when a scalar function \(f(t)\) satisfies \(|f(t)| < F = \text{Const.}\) and an operator \(O(t)\) is \(J_O\)-extensive, the extensiveness, denoted by \(J_O\), of the operator \(\hat{O} \equiv \int_0^T f(t)O(t)dt\) is bounded from above as \(J_O \leq FJ_O T\). This can be derived from
\[
\sum_{X:a \in X} ||\tilde{o}_X|| = \sum_{X:a \in X} \left| \int_0^T f(t)\tilde{o}_X(t) dt \right| \leq \int_0^T |f(t)| \sum_{X:a \in X} ||o_X(t)|| dt \leq FJ_O T,
\]
(S82)

where we denote \(O(t) = \sum_X o_X(t)\), and \(\tilde{O} = \sum_X \tilde{o}_X\). We can also discuss the second order terms \(K^{(2)}\) given in Eq. \[\text{(S52)},\] as follows,
\[
iK^{(2)} = \frac{1}{2\omega^2 T^2} \int_0^{NT} dt_1 dt_2 \left\{ \left( \sum_{m \neq 0} \frac{e^{im\omega(t_1+t_2)/N}}{m} \right) \left( \sum_{n \neq 0} \frac{e^{-im\omega t_2/N}}{n} \right) + \left( \sum_{m \neq 0} \frac{e^{im\omega t_1/N}}{m^2} \right) \right\} [V_{\text{int}}(t_1), V_{\text{int}}(t_2)].
\]
(S83)

This equation gives the upper bound of \(J^{(2)}\), which can be described by
\[
J^{(2)} \leq \frac{1}{2\omega^2 T^2} \int_0^{NT} dt_1 dt_2 \left( \pi^2 + 2\zeta(2) \right) J_{\{V_{\text{int}}(t_1), V_{\text{int}}(t_2)\}} \leq \frac{1}{3} (\lambda\tilde{T})^2 J\tilde{T}.
\]
(S84)

In a similar way, by using \(\zeta(3) = \pi^3/25.79 \ldots < \pi^3/24\), we can also obtain the extensiveness of the third order as \(J^{(3)} \leq 47(\lambda\tilde{T})^2 J\tilde{T}/96\). Finally, we can evaluate \(j_{\text{max},n}\), which is defined by Eqs. \[\text{(S69)},\] and \[\text{(S70)},\] as follows:
\[
j_{\text{max},1} \leq \frac{1}{2}, \quad j_{\text{max},2} \leq \frac{1}{2}, \quad j_{\text{max},3} \leq \frac{1}{2}.
\]
(S85)

For a general integer \(n\), the \(n\)-th order term of the kick operator \(K^{(n)}\) can be decomposed into the inverse Fourier transformation of \(1/m^n\) and the \(n\)-tuple commutator of \(V_{\text{int}}(t_i)\) like Eqs. \[\text{(S80)},\] and \[\text{(S83)}.\] Thus, by using Eqs. \[\text{(S67)},\]
\[\text{(S77)},\] and \[\text{(S78)},\] we can obtain the upper bounds of \(J^{(n)}\) and thereby \(j_{\text{max},n}\) for any \(n\) in principle.

---
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