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Abstract. We study the time evolution of a viscous incompressible fluid with
axial symmetry without swirl, when the initial vorticity is very concentrated
in $N$ disjoint rings. We show that in a suitable joint limit, in which both
the thickness of the rings and the viscosity tend to zero, the vorticity remains
concentrated in $N$ disjointed rings, each one of them performing a simple
translation along the symmetry axis with constant speed.

1. Introduction

Axisymmetric flows without swirl are a special class of incompressible fluid flows
in the whole space $\mathbb{R}^3$, having the advantage of being simple enough to be analyzed
with mathematical rigor and, nevertheless, containing non-trivial and interesting
examples. In particular, the existence of a global solution both for the Euler equa-
tion and the Navier–Stokes one has been established many years ago in Refs. [17,26],
see also Refs. [9,14,15] for more recent results.

The axisymmetric solutions without swirl are called sometimes vortex rings,
because in the ideal (i.e., inviscid) case there exist particular solutions whose shape
remains constant in time (the so-called steady vortex rings) and translate along the
symmetry axis with constant speed (the propagation velocity). The knowledge of
such solutions is very old, but a first rigorous proof of their existence and properties
goes back to Refs. [1,10,11], by means of variational methods. Other information
and references on axially symmetric solution without swirl can be found in Ref. [25].

Besides these exceptional solutions, a more physically practical issue concerns
the case of generic initial data such that the vorticity is supported in an annulus.
This problem was first considered in Ref. [2], where in the case of Euler equation
it is proved that if the initial vorticity is sharply concentrated then the motion is
similar to that of a steady vortex ring. More precisely, if the vorticity is supported
in an annulus of thickness $\varepsilon$ and fixed radius, and the vorticity mass vanishes as
$|\log \varepsilon|^{-1}$, then in the limit $\varepsilon \to 0$ the vorticity remains concentrated in a thin
annulus which performs a rectilinear motion along the symmetry axis. We remark
that the vorticity mass must vanish appropriately to have a nontrivial limit motion,
as suggested by the translation velocity of the steady vortex ring with unitary
vorticity mass, which is known to diverge in the limit of sharp concentration. This
result has been extended to the case of Navier-Stokes equation in Ref. [3], in a
simultaneous limit of vanishing viscosity and sharp concentration.

In this paper, we consider the more general case of an incompressible viscous fluid
with axial symmetry without swirl in which the initial vorticity is concentrated in
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$N > 1$ disjoint rings of thickness $\varepsilon$, fixed radii and vorticity mass of the order of $|\log \varepsilon|^{-1}$. As in the case of Ref. [3], we study the system in the joint limit in which the viscosity $\nu \to 0$ and simultaneously $\varepsilon \to 0$, in such a way that $\nu \leq \varepsilon^2 |\log \varepsilon|^{\gamma}$ (with $\gamma > 0$). We show that the vorticity remains concentrated around $N$ rings, which perform uniform rectilinear motions parallel to the symmetry axis.

This analysis constitutes a generalization of Refs. [4, 6], where the case without viscosity was studied. With respect to the case of a vortex alone considered in Ref. [2], the techniques of Refs. [4, 6] allow not only to show that large part of the mass of each vortex ring remains concentrated in an annulus, but also that their supports do not overlap. This strong localization property plays a key role in showing that the interaction among the rings becomes negligible in the limit $\varepsilon \to 0$ (for an application of these ideas to the lake equations see Ref. [16]). The extension to the present situation is therefore nontrivial, because the diffusive effect due to the viscosity produces an instantaneous spreading of the supports of the vorticities rings (initially with compact supports) in the whole space, thus overlapping with each other and making the mutual interaction more relevant. These technical issues will be carefully discussed later on.

There are other examples in the literature of special classes of concentrated initial data whose time evolution is closely related to the dynamics of particular systems of particles. We mention the case of an incompressible fluid with planar symmetry, in which the initial vorticity is concentrated in $N$ small disks, each one containing an amount of vorticity of order one. This system has been satisfactorily understood, obtaining the convergence to the celebrated point vortex model, both in the Euler case, see Refs. [5, 19, 23, 24], and in the vanishing viscosity limit, see Refs. [8, 13, 18, 19].

Clearly, planar symmetry is a good approximation of axisymmetry without swirl when the fluid is observed far away from the symmetry axis. With this respect, we mention that the case of vortex rings with very large radii have been already considered in the literature. More precisely, in Ref. [20] it is proved that in an inviscid system of $N$ vortex rings with thickness $\varepsilon$, vorticity mass of order one, and radii of order $\varepsilon^{-\alpha}$, $\alpha > 0$, the centers of vorticity converge as $\varepsilon \to 0$ to the solution of the point vortex system (the case of vanishing viscosity was treated later in Ref. [21]). This result has been extended in Ref. [7] up to the case of radii of the order $|\log \varepsilon|^\alpha$, with $\alpha > 2$. The more interesting regime is for radii of order $|\log \varepsilon|$, where the limiting motion of the vorticity centers is conjectured to be governed by a dynamical system which is a combination of the point vortex dynamics plus simple translations with constant speed. For this problem, only the simple case of a vortex ring alone can be analyzed both for the Euler case (see Ref. [22]) and for Navier-Stokes (not present in the literature, but it can be proved along the same lines of Ref. [2]),. More challenging is the case of $N > 1$ vortex rings, in which no results are available both for Euler and Navier-Stokes equations, and new ideas are needed since the basic tools used up to now fail in this critical regime.

2. Notation and main result

The evolution of an incompressible viscous fluid of unitary density filling the whole space $\mathbb{R}^3$ is governed by the Navier-Stokes equations,

$$
\partial_t u + (u \cdot \nabla) u = -\nabla p + \nu \Delta u, \quad \nabla \cdot u = 0,
$$

(2.1)
where \( \mathbf{u} = \mathbf{u}(\xi, t) \) and \( p = p(\xi, t) \) are the velocity and pressure respectively, \( \nu \geq 0 \) is the viscosity, \( \xi = (\xi_1, \xi_2, \xi_3) \) denotes a point in \( \mathbb{R}^3 \), and \( t \in \mathbb{R}_+ \) is the time. More precisely, the evolution is determined by the Cauchy problem associated to (2.1) with assigned boundary conditions. In what follows, we always assume that \( \mathbf{u} \) decays at infinity (this happens under the initial conditions specified hereafter, see for instance Ref. [9]).

Introducing the vorticity \( \omega \), defined by

\[
\omega = \nabla \wedge \mathbf{u},
\]

this implies that the velocity \( \mathbf{u} \) can be reconstructed from \( \omega \) as

\[
\mathbf{u}(\xi, t) = -\frac{1}{4\pi} \int d\eta \frac{(\xi - \eta) \wedge \omega(\eta, t)}{|\xi - \eta|^3}.
\]

On the other hand, by Eqs. (2.1) and (2.2), the vorticity evolves according to the equation

\[
\partial_t \omega + (\mathbf{u} \cdot \nabla) \omega = (\omega \cdot \nabla) \mathbf{u} + \nu \Delta \omega,
\]

so that Eqs. (2.3) and (2.4) give a formulation of the Navier-Stokes equations (with velocity decaying at infinity) in terms of the vorticity \( \omega \).

Denoting by \((z, r, \theta)\) the cylindrical coordinates, we recall that the vector field \( \mathbf{F}_c \) is called axisymmetric without swirl if \( F_\theta = 0 \) and \( F_\rho = F_z \) are independent of \( \theta \).

The axisymmetry is preserved by the evolution equation Eq. (2.1). Moreover, when restricted to axisymmetric velocity fields \( \mathbf{u}(\xi, t) = (u_z(z, r, t), u_r(z, r, t), 0) \), Eqs. (2.3) and (2.4) expressed in cylindrical components reduce to

\[
\omega = (0, 0, \omega_\theta) = (0, 0, \partial_z u_r - \partial_r u_z)
\]

and, denoting henceforth \( \omega_\theta \) by \( \omega \),

\[
\partial_t \omega + (u_z \partial_z + u_r \partial_r) \omega - \frac{u_r \omega_\theta}{r} = \nu \left[ \partial_z^2 \omega + \frac{1}{r} \partial_r (r \partial_r \omega) - \frac{\omega}{r^2} \right].
\]

We also notice that the solenoidal condition \( \nabla \cdot \mathbf{u} = 0 \) reads

\[
\partial_z (ru_z) + \partial_r (ru_r) = 0.
\]

Furthermore, in view of Eq. (2.3), \( u_z = u_z(z, r, t) \) and \( u_r = u_r(z, r, t) \) are given by

\[
u_z = -\frac{1}{2\pi} \int dz' \int_0^\infty r' dr' \int_0^{\pi} d\theta \omega(z', r', t) \frac{(z - z')^2 + (r - r')^2 + 2rr'(1 - \cos \theta))^{3/2}}{(z - z')^2 + (r - r')^2 + 2rr'(1 - \cos \theta))^{3/2}};
\]

\[
u_r = \frac{1}{2\pi} \int dz' \int_0^\infty r' dr' \int_0^{\pi} d\theta \omega(z', r', t) \frac{(z - z') \cos \theta}{(z - z')^2 + (r - r')^2 + 2rr'(1 - \cos \theta))^{3/2}}.
\]

Hence, the axisymmetric solutions to the Euler equations are the solutions to Eqs. (2.6), (2.7), and (2.8).

We further observe that Eq. (2.6) expressed in term of the quantity \( \omega/r \) reads

\[
\partial_t \omega + u_z \partial_z + \left( u_r - \frac{3\nu}{r} \right) \partial_r \left( \frac{\omega}{r} \right) - \nu \left[ \partial_z^2 \omega + \frac{2}{r} \partial_r (r \partial_r \omega) - \frac{\omega}{r^2} \right] = \nu \left[ \partial_z^2 f + \partial_r^2 f - \frac{1}{r} \partial_r f \right],
\]

which means that \( \omega/r \) evolves as a diffusion with drag. Finally, we notice that, by a formal integration by parts, the following weak formulation of Eq. (2.6) holds true,

\[
\frac{d}{dt} \omega[f] = \omega \left[ u_z \partial_z f + u_r \partial_r f + \partial_t f \right] + \nu \omega \left[ \partial_z^2 f + \partial_r^2 f - \frac{1}{r} \partial_r f \right],
\]
where
\[ \omega_t[f] := \int dz \int_0^{\infty} dr \omega(z, r, t) f(z, r, t), \]
and \( f = f(z, r, t) \) is any smooth test function, such that the boundary terms in the integration by parts vanish (at \( r = 0 \) and \( r = +\infty \)).

Denoting by \( \Pi := \{(z, r) : r > 0\} \) the open half-plane (note that a point in the half-plane \( \Pi \) corresponds to a circumference in the three dimensional space \( \mathbb{R}^3 \)), we take initial data for which the vorticity has compact support contained in \( N \) disks in \( \Pi \), i.e.,
\[ \omega(z, r, 0) = \sum_{i=1}^{N} \omega^0_{i, \varepsilon}(z, r), \] (2.11)
being \( \varepsilon \in (0, 1) \) a small parameter, where \( \omega^0_{i, \varepsilon}(z, r) \), \( i = 1, \ldots, N \), are functions with definite sign whose support is contained in \( \Sigma(\zeta^i|\varepsilon) \), which is the open disk of center \( \zeta^i \) and radius \( \varepsilon \),
\[ \Lambda_{i, \varepsilon}(0) := \text{supp} \ \omega_{i, \varepsilon}(\cdot, 0) \subset \Sigma(\zeta^i|\varepsilon), \] (2.12)
with \( \Sigma(\zeta^i|\varepsilon) \subset \Pi \ \forall \ i \), \( \Sigma(\zeta^i|\varepsilon) \cap \Sigma(\zeta^j|\varepsilon) = \emptyset \ \forall \ i \neq j \),
for fixed \( \zeta^i = (z_i, r_i) \in \Pi \). We assume also that
\[ \min_i r_i > 2D \ \forall \ i \] and \[ |r_i - r_j| \geq 2D \ \forall \ i \neq j, \] (2.13)
where \( D \) is a positive fixed constant. This means that the annuli have different radii, which is an essential hypothesis for our analysis. Clearly, at positive time this separation is no more true, since by Eq. (2.6) each initial vortex ring is spread in the whole space. Nevertheless, the decomposition Eq. (2.11) extends also at positive times,
\[ \omega_{\varepsilon}(z, r, t) = \sum_{i=1}^{N} \omega_{i, \varepsilon}(z, r, t), \] (2.14)
provided \( \omega_{i, \varepsilon}(z, r, t), i = 1, \ldots, N, \) satisfy
\[ \partial_t \omega_{i, \varepsilon} + (u_z \partial_z + u_r \partial_r) \omega_{i, \varepsilon} - \frac{u_r \omega_{i, \varepsilon}}{r} = \nu \left[ \partial_z^2 \omega_{i, \varepsilon} + \frac{1}{r} \partial_r (r \partial_r \omega_{i, \varepsilon}) - \frac{\omega_{i, \varepsilon}}{r^2} \right], \] (2.15)
where \( (u_z, u_r) \) is the velocity field associated to the whole vorticity \( \omega_{\varepsilon}(z, r, t) \) by means of Eqs. (2.7) and (2.8).

In order to have non trivial (neither vanishing nor diverging) limiting velocities of the vortex rings as \( \varepsilon \to 0 \), the initial data have to be chosen appropriately.

As in the Euler case (absence of viscosity) analyzed in the quoted papers, the correct choice can be deduced by considering the simplest case of a vortex ring alone, of intensity \( N_{\varepsilon} = \int dz \int_0^{\infty} dr \omega_{\varepsilon}(z, r, 0) \) and supported in a small region of diameter \( \varepsilon \). It is well known that it moves along the \( z \)-direction with an approximately constant speed proportional to \( N_{\varepsilon} |\log \varepsilon| \), see Ref. [10]. With this in mind, we assume that there are \( N \) real parameters \( a_1, \ldots, a_N \), called vortex intensities, such that
\[ |\log \varepsilon| \int dz \int_0^{\infty} dr \omega_{i, \varepsilon}(z, r, 0) = a_i \ \forall \ i = 1, \ldots, N. \] (2.16)
Finally, to avoid too large vorticity concentrations, we further assume there is a constant $M > 0$ such that

$$|\omega_{i,\varepsilon}(z, r, 0)| \leq \frac{M}{\varepsilon^2 |\log \varepsilon|} \quad \forall (z, r) \in \Pi \quad \forall i = 1, \ldots, N.$$  \hspace{1cm} (2.17)

Now, we can state the main result of the paper.

**Theorem 2.1.** Assume the initial datum $\omega(z, r, 0)$ verifies Eqs. $(2.11)$, $(2.12)$, $(2.13)$, $(2.16)$, and $(2.17)$, and define

$$\zeta^i(t) := \zeta^i + \frac{a_i}{4\pi r_i} \begin{pmatrix} 1 \\ 0 \end{pmatrix} t, \quad i = 1, \ldots, N.$$  \hspace{1cm} (2.18)

Then, for any $T > 0$ the following holds true. For any $\varepsilon$ small enough and $\nu \leq \varepsilon^2 |\log \varepsilon|^\gamma$, with $\gamma \in (0, 1)$, there are $\zeta_{i,\varepsilon}(t) \in \Pi$, $t \in [0, T]$, $i = 1, \ldots, N$, and $R_\varepsilon > 0$ such that

$$\lim_{\varepsilon \to 0} |\log \varepsilon| \int_{\Sigma(\zeta_{i,\varepsilon}(t), R_\varepsilon)} dz \, dr \, \omega_{i,\varepsilon}(z, r, t) = a_i \quad \forall i = 1, \ldots, N, \quad \forall t \in [0, T],$$  \hspace{1cm} (2.19)

with

$$\lim_{\varepsilon \to 0} R_\varepsilon = 0, \quad \lim_{\varepsilon \to 0} \zeta_{i,\varepsilon}(t) = \zeta^i(t) \quad \forall t \in [0, T],$$

where $\omega(z, r, t)$ is the time evolution of $\omega(z, r, 0)$ via the Navier-Stokes equations.

We remark that the quite strong assumption $\nu \leq \varepsilon^2 |\log \varepsilon|^\gamma$ is needed to control the energy dissipated by viscosity, see Appendix $B$. This seems an unavoidable condition to obtain the concentration result Eq. $(2.19)$, which requires a very small time variation of the energy.

As for the Euler case studied in Ref. [4], because of Eq. $(2.15)$, $\omega_{i,\varepsilon}(z, r, t)$ can be viewed as the evolution of a single vortex ring driven by the sum of the velocity generated by $\omega_{i,\varepsilon}$ itself plus an external time-depending field (the sum of the velocities generated by $\omega_{j,\varepsilon}$ for $j \neq i$). Therefore, the proof of Theorem $2.1$ will be obtained as a corollary (based on a bootstrap argument) of the analogous result for a modified system, which describes the motion of a single vortex in an external field. The analysis of this system is the content of the next two sections, where the parts which can be treated as in Ref. [4] are only sketched and postponed to the Appendices.

3. A SINGLE VORTEX IN AN EXTERNAL FIELD

It is convenient to rename the variables by setting

$$x = (x_1, x_2) := (z, r)$$  \hspace{1cm} (3.1)

and extend the vorticity to a function on the whole plane by taking $\omega_{\varepsilon}(x, t) = 0$ for $x_2 \leq 0$. Accordingly, the velocity field $(u_z, u_r)$ is denoted by $u = (u_1, u_2)$ and Eqs. $(2.7)$ and $(2.8)$ take the form

$$u(x, t) = \int dy \, H(x, y) \omega_{\varepsilon}(y, t),$$  \hspace{1cm} (3.2)
The equation of motion is obtained replacing \( u \) with kernel \( H \) each one being a smooth time-dependent field vanishing at infinity and satisfying

\[ \text{(i) there is } \hat{\psi} \text{ whose components in cylindrical coordinates are given by } (\hat{\psi}_r, \hat{\psi}_\theta, \hat{\psi}_z), \]

\[ \text{which express the divergence free condition for the three-dimensional vector fields } M > 0, a > 0, \text{ and } \xi_0 = (z_0, r_0), \text{ with } r_0 > 0, \text{ such that} \]

\[ 0 \leq \omega(x, 0) \leq \frac{M}{\varepsilon^2 |\log \varepsilon|} \quad \forall x \in \mathbb{R}^2, \quad |\log \varepsilon| \int d\omega(y, 0) = a, \]  

and

\[ \Lambda_\varepsilon(0) := \text{supp } \omega(\cdot, 0) \subset \Sigma(\xi_0 |\varepsilon|). \]  

The equation of motion is obtained replacing \( u \) by \( u + F^\varepsilon \) in Eq. (2.6), i.e.,

\[ \partial_t \omega + (u + F^\varepsilon) \cdot \nabla \omega - \frac{u_2 \omega}{x_2} = \nu \left[ \frac{\partial_x^2 \omega}{x_2} + \frac{1}{x_2} \partial_x (x_2 \partial_x \omega) - \frac{\omega}{x_2} \right], \]

where \( \nabla = (\partial_{x_1}, \partial_{x_2}) \). In the sequel, we shall refer to Eqs. (3.7) and (3.2) as the “reduced system”.

Concerning \( F^\varepsilon \), we suppose that it is the sum of three terms,

\[ F^\varepsilon(x, t) = \tilde{F}^\varepsilon(x, t) + \bar{F}^\varepsilon(x, t) + \tilde{F}^\varepsilon(x, t), \]

each one being a smooth time-dependent field vanishing at infinity and satisfying the conditions

\[ \partial_{x_1} (x_2 \tilde{F}^\varepsilon_1) + \partial_{x_2} (x_2 \tilde{F}^\varepsilon_2) = 0, \quad \partial_{x_1} (x_2 \bar{F}^\varepsilon_1) + \partial_{x_2} (x_2 \bar{F}^\varepsilon_2) = 0, \]

\[ \partial_{x_1} (x_2 \tilde{F}^\varepsilon_1) + \partial_{x_2} (x_2 \tilde{F}^\varepsilon_2) = 0, \]

which express the divergence free condition for the three-dimensional vector fields whose components in cylindrical coordinates are given by \( (\tilde{F}^\varepsilon_1, \tilde{F}^\varepsilon_2, 0), (\bar{F}^\varepsilon_1, \bar{F}^\varepsilon_2, 0), \) and \( (\tilde{F}^\varepsilon_1, \tilde{F}^\varepsilon_2, 0) \), respectively. We further assume that

(i) there is \( \hat{r} > 0 \) such that

\[ \text{supp } \tilde{F}^\varepsilon(\cdot, t) \subset \{ x \in \mathbb{R}^2 : |x_2 - r_0| > \hat{r} \} \quad \forall t \geq 0, \]

and there is \( \hat{C} > 0 \) such that, any \( (x, t) \in \mathbb{R}^2 \times [0, +\infty), \)

\[ |\tilde{F}^\varepsilon(x, t)| \leq \frac{\hat{C}}{|\log \varepsilon|}; \]

without loss of generality, for later convenience, we also suppose

\[ \hat{r} < \frac{r_0}{4}; \]

(ii) there is \( \bar{C} > 0 \) such that, for any \( (x, y, t) \in \mathbb{R}^2 \times \mathbb{R}^2 \times [0, +\infty), \)

\[ |\tilde{F}^\varepsilon(x, t) - F^\varepsilon(y, t)| \leq \frac{\bar{C}}{|\log \varepsilon|} |x - y|; \]

\[ |\bar{F}^\varepsilon(x, t)| \leq \frac{\bar{C}}{|\log \varepsilon|}, \quad |\bar{F}^\varepsilon(x, t) - F^\varepsilon(y, t)| \leq \frac{\bar{C}}{|\log \varepsilon|} |x - y|; \]
(iii) there are $\bar{C} > 0$ and $\beta > 1$ such that, for any $(x, t) \in \mathbb{R}^2 \times [0, +\infty)$,

$$
|\tilde{F}^\varepsilon(x, t)| \leq \bar{C} \varepsilon^\beta \quad \forall \ (x, t) \in \mathbb{R}^2 \times [0, +\infty).
$$

(3.14)

The above assumptions on $F^\varepsilon$ are dictated by the need to apply the results of this section to the original problem of $N$ vortices, in which $F^\varepsilon$ simulates the action on each vortex by the other ones. More precisely, the reduced system is constructed to model the motion of a single vortex ring as long as the vorticity mass of each ring remains concentrated (as in the claim of Theorem 2.1). Clearly, in principle, this can be true only for a very short initial time interval. But from the analysis of the reduced system we deduce stronger estimates on the localization property of the vortex ring, from which the proof of Theorem 2.1 can be achieved by means of a bootstrap argument.

To be concrete, let us suppose that the reduced system describes the evolution of the $i$-th vortex ring. Therefore, by Eqs. (3.5) and (3.6),

$$
F^\varepsilon(x, t) = F^\varepsilon, i(x, t) := \sum_{j \neq i} \int dy H(x, y) \, \omega_{j, \varepsilon}(y, t),
$$

and we further assume that the localization property stated in Theorem 2.1 holds true. Roughly speaking, the three terms in the right-hand side of Eq. (3.5) can then be interpreted in the following way. The term $\tilde{F}^\varepsilon(x, t)$ represents the sum of the velocity fields due to the vorticities $\omega_{j, \varepsilon}(y, t)$ contained in a thin strip $|y_2 - r_j| \ll 1$, when the argument $x$ of $\tilde{F}^\varepsilon(x, t)$ is outside this strip. The term $\hat{F}^\varepsilon(x, t)$ represents the velocity field due to the vorticities $\omega_{j, \varepsilon}(y, t)$ outside these thin strips; in this region, the integral of each $\omega_{j, \varepsilon}(y, t)$ is very small and consequently the velocity very weak (this will be proved rigorously later on). Finally, $\check{F}^\varepsilon(x, t)$ arises since $\omega_{i, \varepsilon}(x, t)$ has not compact support, hence its support can invade regions around $r_j$, where the other rings can produce a singular velocity field (in the limit $\varepsilon \to 0$), see Eq. (3.11). Anyway, the vorticity mass of $\omega_{i, \varepsilon}(x, t)$ in such regions is very small, hence this fact weaken the singularity of $\check{F}^\varepsilon(x, t)$ in the integrals containing the product $\check{F}^\varepsilon(x, t)\omega_{i, \varepsilon}(x, t)$.

It is worthwhile to notice that in the case of the Euler equations ($\nu = 0$) treated in Ref. [4], only the smoother term $\tilde{F}^\varepsilon(x, t)$ is present because the supports of all the vortex rings remain confined in disjoint strips (say, the support of $\omega_{i, \varepsilon}(x, t)$ remains inside $|x_2 - r_j| \ll 1$ for any $j = 1, \ldots, N$).

We can now state the localization result on the reduced system.

**Theorem 3.1.** Assume the initial datum $\omega_\varepsilon(x, 0)$ verifies Eqs. (3.5) and (3.6), and define

$$
\bar{\zeta}(t) := \bar{\zeta}^0 + \frac{a}{4\pi r_0} \left( \begin{array}{c} 1 \\ 0 \end{array} \right) t.
$$

(3.16)

Then, for any $T > 0$ the following holds true. For any $\varepsilon$ small enough and $\nu \leq \varepsilon^2 |\log \varepsilon|^{\gamma}$, with $\gamma \in (0, 1)$, there are $\bar{\zeta}_\varepsilon(t) \in \Pi$ and $\bar{\varrho}_\varepsilon > 0$ such that, for any $t \in [0, T]$,

$$
\lim_{\varepsilon \to 0} |\log \varepsilon| \int_{\Sigma(\bar{\zeta}(t) \cup \bar{\varrho}_\varepsilon)} d\zeta \omega_\varepsilon(x, t) = a,
$$

(3.17)

with

$$
\lim_{\varepsilon \to 0} \bar{\varrho}_\varepsilon = 0, \quad \lim_{\varepsilon \to 0} \bar{\zeta}_\varepsilon(t) = \bar{\zeta}(t),
$$

where $\omega_\varepsilon(x, t)$ is the time evolution of $\omega_\varepsilon(x, 0)$ via Eq. (3.7).
The proof of Theorem 3.1 is the content of the following section, here we briefly summarize the whole strategy. We fix $\chi > 2$ and define

$$T_\varepsilon := \sup \left\{ t \in [0, T] : \int_{|x_2 - r_0| > \hat{r}} dx \omega_\varepsilon(x, t) \leq \varepsilon^\chi \quad \forall \; s \in [0, t] \right\},$$

(3.18)

with $\hat{r}$ as in Eq. (3.10). We assume $\varepsilon < \hat{r}$, so that, in view of Eq. (3.6), $T_\varepsilon > 0$ (but clearly, up to now, $T_\varepsilon$ could possibly vanish as $\varepsilon \to 0$).

We analyze the dynamics during the time interval $[0, T_\varepsilon]$ and, making use of an a priori estimate on a particular integral quantity (the axial moment of inertia) proved in Lemma 4.1, we show that for any $\varepsilon$ small enough the vorticity mass remains highly concentrated in a thin horizontal strip centered around $x_2 = r_0$ (note that, by Eq. (3.6) this is true at time $t = 0$). This strengthens the condition appearing in the definition Eq. (3.18) of $T_\varepsilon$, so that, by continuity, we conclude that not only $T_\varepsilon$ does not vanish as $\varepsilon \to 0$ but actually $T_\varepsilon = T$, definitively for any $\varepsilon$ small enough. This is the content of Lemma 4.2 and Corollary 4.3.

Next, in Lemma 4.4, we first extend to the present context a “concentration result” obtained in Ref. [3] in absence of external field, which states that large part of the vorticity remains confined in a disk whose size is infinitesimal as $\varepsilon \to 0$. At this point the proof of Theorem 3.1 is almost concluded. It remains to characterize the motion of the center of vorticity in the $x_1$-direction, with constant speed $a/(4\pi r_0)$ when $\varepsilon \to 0$.

A notation warning. In what follows, we shall denote by $C$ a generic positive constant independent of $\varepsilon$ and $\nu$, whose numerical value may change from line to line and it may possibly depend on the various parameters $\zeta^0 = (z_0, r_0)$, $M$, $\hat{r}$, $\hat{C}$, $\tilde{C}$, and $\bar{C}$ appearing in the assumptions on initial datum and external field, as well as on the given time $T$. Furthermore, throughout the proof the constant $a$ in Eq. (3.5) will be put equal 1.

4. PROOF OF THEOREM 3.1

The following weak formulation will be used, which is a direct generalization of Eq. (2.10),

$$\frac{d}{dt} \int dx \omega_\varepsilon(x, t)f(x, t) = \int dx \omega_\varepsilon(x, t)[(u + F_\varepsilon) \cdot \nabla f + \partial_i f](x, t) \quad \frac{d}{dt} \int dx \omega_\varepsilon(x, t) \left[ \Delta f - \frac{1}{x_2} \partial_{x_2} f \right](x, t),$$

(4.1)

where $\Delta = \partial^2_{x_1} + \partial^2_{x_2}$. We remark also the generalization of Eq. (2.9),

$$\left[ \partial_t + \left( u + F_\varepsilon - \frac{3\nu}{x_2} \right) \left( \begin{array}{c} 0 \\ 1 \end{array} \right) \right] \cdot \nabla \left( \frac{\omega_\varepsilon}{x_2} \right) = \nu \Delta \left( \frac{\omega_\varepsilon}{x_2} \right),$$

(4.2)

which implies, in particular, a parabolic maximum principle for the ratio $\omega_\varepsilon/x_2$, see Ref. [20],

$$\sup_{x} \frac{\omega_\varepsilon(x, t)}{x_2} \leq \sup_{x} \frac{\omega_\varepsilon(x, 0)}{x_2} \quad \forall \; t \geq 0.$$

(4.3)
Finally, we notice that the total vorticity is non-increasing in time. More precisely, it can be proved that
\[
\frac{d}{dt} \int dx \omega(x, t) = -2\nu \int dx_1 \partial_{x_2} \omega(x_1, 0, t) < 0 ,
\]
see Ref. [14, Eq. (68)]. Therefore, from Eq. (3.5) with \( a = 1 \),
\[
\int dx \omega(x, t) \leq \frac{1}{| \log \varepsilon |} \forall t \geq 0 .
\]

Recalling Eq. (3.2), it is useful to decompose the velocity field as
\[
u(x, t) = \bar{\nu}(x, t) + \int dy L(x, y) \omega(y, t) + \int dy R(x, y) \omega(y, t) ,
\]
where \( \bar{\nu}(x, t) = \int dy K(x - y) \omega(y, t) \) with
\[
K(x) = \nabla^\perp \mathcal{G}(x) , \quad \mathcal{G}(x) := -\frac{1}{2\pi} \log |x| ,
\]
and
\[
L(x, y) = \frac{1}{4\pi x_2} \log \frac{1 + |x - y|}{|x - y|} \begin{pmatrix} 1 \\ 0 \end{pmatrix} .
\]
In Ref. [6, Appendix B] it is shown that there is \( C_0 > 0 \) such that the remaining term \( R(x, y) = (R_1(x, y), R_2(x, y)) = H(x, y) - K(x - y) - L(x, y) \) satisfies, for some \( C_0 > 0 \),
\[
|R_1(x, y)| \leq C_0 \frac{1 + x_2 + \sqrt{x_2 y_2} (1 + |\log(x_2 y_2)|)}{x_2} , \quad |R_2(x, y)| \leq \frac{C_0}{x_2} .
\]
It will also useful the following estimate, recently proved in Ref. [9]: if \( \nu \) is given by Eq. (3.2) then
\[
\| \nu \|_{L^\infty} \leq C_* \| \omega_N \|_{L^1}^{1/4} \| x_2 \omega_N \|_{L^1}^{1/4} \| \omega_N / x_2 \|_{L^\infty}^{1/2} ,
\]
where \( C_* > 0 \) is an absolute constant.

4.1. Estimates on the radial motion. In the quoted papers Refs. [4,6], a central role is played by the center of vorticity \( B_\varepsilon(t) = (B_{\varepsilon,1}(t), B_{\varepsilon,2}(t)) \) and the axial moment of inertia with respect to \( B_{\varepsilon,2}(t) \), defined by
\[
B_\varepsilon(t) = | \log \varepsilon | \int dx \omega(x, t) x ,
\]
\[
I_\varepsilon(t) = \int dx \omega(x, t) (x_2 - B_{\varepsilon,2}(t))^2 ,
\]
whose time evolution along the Euler flow can be efficiently controlled, giving rise, in particular, to an upper bound on \( I_\varepsilon(t) \). It is worthwhile to remark that in our case \( B_\varepsilon(t) \) is not really equal to the center of vorticity because, due to Eq. (4.4),
\[
\int dx \omega(x, t) < | \log \varepsilon |^{-1} \quad \text{for} \quad t > 0 .
\]
On the other hand, as a straightforward byproduct of our analysis, we will obtain that
\[
\lim_{\varepsilon \to 0} \left| B_\varepsilon(t) - \frac{\int dx \omega(x, t) x}{\int dx \omega(x, t)} \right| = 0 \quad \forall t \in [0, T] ,
\]
and for this reason \( B_\varepsilon(t) \) will be (improperly) named center of vorticity also in this manuscript.

\(^{1}\)We adopt the notation \( v^\perp := (v_2, -v_1) \) for any given \( v = (v_1, v_2) \).
Anyway, this analysis would require the application of Eq. (4.1) to compute the time derivative of $B_\varepsilon(t)$, which presents a difficulty. Indeed, when $\nu \neq 0$ the vorticity does not remain supported away from the symmetry axis, and the last term in Eq. (4.1), as well as the kernels $L(x,y)$ and $R(x,y)$ appearing in Eq. (4.6), are singular as $x_2 \to 0$. This unessential singularity can be avoided by introducing the following cut-offed versions of $B_\varepsilon(t)$ and $I_\varepsilon(t)$,

\begin{align*}
B^*_\varepsilon(t) &= |\log \varepsilon| \int dx \omega_\varepsilon(x,t) G(x_2) x, \\
I^*_\varepsilon(t) &= \int dx \omega_\varepsilon(x,t) (x_2 - B^*_\varepsilon(t))^2 G(x_2),
\end{align*}

where

\begin{equation}
G \in C^\infty(\mathbb{R}; [0,1]) \quad \text{is such that} \quad G(x_2) = \begin{cases} 1 & \text{if } x_2 \geq r_0 - \hat{r}, \\
0 & \text{if } x_2 \leq (r_0 - \hat{r})/2. \end{cases}
\end{equation}

We analyze the time evolution of $B^*_{\varepsilon,2}(t)$ and $I^*_\varepsilon(t)$ up to time $T_\varepsilon$, showing that $B^*_{\varepsilon,2}(t)$ and $I^*_\varepsilon(t)$ enjoy the same kind of estimates obtained in Ref. [4] for $B_\varepsilon(t)$ and $I_\varepsilon(t)$ in the Euler case.

**Lemma 4.1.** Under the hypothesis of Theorem 3.1 we have that

\begin{equation}
|\dot{B}^*_{\varepsilon,2}(t)| \leq \frac{C}{|\log \varepsilon|} \quad \forall t \in [0, T_\varepsilon]
\end{equation}

and

\begin{equation}
I^*_\varepsilon(t) \leq \frac{C}{|\log \varepsilon|^2} \quad \forall t \in [0, T_\varepsilon].
\end{equation}

**Proof.** Using the decomposition Eq. (4.6) for $u(x,t)$, observing that

\begin{equation}
\int dx \tilde{u}(x,t) \omega_\varepsilon(x,t) = 0
\end{equation}

(which comes from the explicit form of $K(x)$ given in Eq. (4.7)), and since $L_2(x,y) = 0$, see Eq. (4.8), from Eq. (4.1) we get

\begin{align*}
\dot{B}^*_{\varepsilon,2}(t) &= |\log \varepsilon| \int dx \omega_\varepsilon(x,t) \tilde{u}_2(x,t) \left[ G(x_2) + x_2 G'(x_2) - 1 \right] \\
+ |\log \varepsilon| \int dx \omega_\varepsilon(x,t) \left( \int dy R_2(x,y) \omega_\varepsilon(y,t) + F_2^*(x,t) \right) [G(x_2) + x_2 G'(x_2)] \\
+ \nu |\log \varepsilon| \int dx \omega_\varepsilon(x,t) x_2 G''(x_2) + G'(x_2) - \frac{G(x_2)}{x_2} &=: T_1 + T_2 + T_3.
\end{align*}

2Notice however that, by Eq. (4.8),

\begin{equation}
|B^*_{\varepsilon,2}(t) - B_\varepsilon(t)| \leq C|\log \varepsilon| \varepsilon x, \quad |I^*_\varepsilon(t) - I_\varepsilon(t)| \leq C \varepsilon x \quad \forall t \in [0, T_\varepsilon].
\end{equation}
From Eq. (4.15) and (17),

\[ |T_1| \leq C |\log \varepsilon| \int_{x_2 \leq r_0 - \tilde{r}} dx \omega_z(x, t) |\tilde{u}_2(x, t)| \]

\[ \leq C |\log \varepsilon| \int_{x_2 \leq r_0 - \tilde{r}} dx \omega_z(x, t) \int dy \frac{\omega_z(y, t)}{2\pi|x - y|} \]

\[ \leq C |\log \varepsilon| \int_{x_2 \leq r_0 - \tilde{r}} dx \omega_z(x, t) \int_{y_2 > r_0 + \tilde{r}} dy \frac{\omega_z(y, t)}{2\pi|x - y|} \]

\[ + C |\log \varepsilon| \int_{x_2 \leq r_0 - \tilde{r}} dx \omega_z(x, t) \int_{y_2 \leq r_0 + \tilde{r}} dy \frac{\omega_z(y, t)}{2\pi|x - y|} =: T_{1,1} + T_{1,2}. \]

Clearly, by Eq. (3.18),

\[ T_{1,1} \leq C |\log \varepsilon| \int_{x_2 \leq r_0 - \tilde{r}} dx \omega_z(x, t) \int_{y_2 > r_0 + \tilde{r}} dy \frac{\omega_z(y, t)}{4\pi \tilde{r}} \leq C |\log \varepsilon| \varepsilon^{2\chi} \quad \forall t \in [0, T_\varepsilon]. \]

To estimate \( T_{1,2} \), we observe that since \( 1/|x - y| \) is monotonically unbounded as \( y \to x \), the maximum of \( \int_{y_2 > r_0 + \tilde{r}} dy \omega_z(y, t)/|x - y| \) is achieved when we rearrange the vorticity mass as close as possible to the singularity. On the other hand, from the maximum principle Eq. (4.3) and the assumptions Eqs. (3.3) and (3.9), we have

\[ \omega(y, t) \leq \frac{r_0 + \tilde{r}}{r_0 - \varepsilon \varepsilon^2 |\log \varepsilon|} M =: M_\varepsilon \quad \forall y_2 \in [0, r_0 + \tilde{r}], \]

and, by Eq. (4.3),

\[ \int_{y_2 \leq r_0 + \tilde{r}} dy \omega_z(y, t) \leq |\log \varepsilon|^{-1}, \]

whence

\[ \int_{y_2 \leq r_0 + \tilde{r}} dy \frac{\omega_z(y, t)}{2\pi|x - y|} \leq M_\varepsilon \int_{\Sigma(0, r_0)} dy' \frac{1}{2\pi |y'|} = M_\varepsilon \rho_\varepsilon, \]

where the radius \( \rho_\varepsilon \) is such that \( M_\varepsilon \rho_\varepsilon^2 = |\log \varepsilon|^{-1} \). Therefore, by Eq. (3.18),

\[ T_{1,2} \leq C \varepsilon^{\chi - 1} \quad \forall t \in [0, T_\varepsilon]. \]

Regarding the term \( T_2 \), we have

\[ |T_2| \leq C |\log \varepsilon| \int_{x_2 \geq (r_0 - \tilde{r})/2} dx \omega_z(x, t) \left( \int dy |R_2(x, y)\omega_z(y, t) + |F_2(x, t)| \right) \]

\[ \leq C |\log \varepsilon| \left\{ \int_{x_2 \geq (r_0 - \tilde{r})/2} dx \omega_z(x, t) \frac{2C_0}{r_0 - \tilde{r}} \int dy \omega_z(y, t) \right. \]

\[ + \frac{C}{\varepsilon |\log \varepsilon|} \int_{x_2 \leq r_0 - \tilde{r}} dx \omega_z(x, t) \left. + \left( \frac{C}{|\log \varepsilon|} + \tilde{C}_\varepsilon^\beta \right) \int dx \omega_z(x, t) \right\} \]

\[ \leq C \left( \varepsilon^{\chi - 1} + \frac{1}{|\log \varepsilon|} + \varepsilon^\beta \right) \quad \forall t \in [0, T_\varepsilon], \]

where we used Eqs. (4.15), (12), (3.11), (3.13), (3.14), (3.18), and (4.5).

Finally, recalling we assume \( \nu \leq \varepsilon^2 |\log \varepsilon|^{\gamma} \) and using again Eq. (4.5),

\[ |T_3| \leq C \nu |\log \varepsilon| \frac{2}{r_0 - \tilde{r}} \int_{x_2 \geq (r_0 - \tilde{r})/2} dx \omega_z(x, t) \leq C \varepsilon^2 |\log \varepsilon|^{\gamma}. \]

Recalling \( \chi > 2 \), Eq. (4.16) now follows from the above estimates.

To prove the second estimate Eq. (4.17) we need to compute the time derivative \( \dot{I}_\varepsilon^*(t) \). From Eq. (4.11) we have

\[ \dot{I}_\varepsilon^*(t) = K_1 + K_{2,1} + K_{2,2} + K_3 + K_4, \]
where

\[
K_1 = \int dx \omega_\epsilon(x, t) u_2(x, t)(x_2 - B^*_{\epsilon,2}(t))[2G(x_2) + (x_2 - B^*_{\epsilon,2}(t))G'(x_2)],
\]

\[
K_{2,1} = \int dx \omega_\epsilon(x, t) F_\epsilon^2(x, t)(x_2 - B^*_{\epsilon,2}(t))^2 G'(x_2),
\]

\[
K_{2,2} = \int dx \omega_\epsilon(x, t) F_\epsilon^2(x, t)(x_2 - B^*_{\epsilon,2}(t))2G(x_2),
\]

\[
K_3 = \nu \int dx \omega_\epsilon(x, t) \left[ \frac{2B^*_{\epsilon,2}(t)}{x_2}G(x_2) + 4(x_2 - B^*_{\epsilon,2}(t))G'(x_2) 
- (x_2 - B^*_{\epsilon,2}(t))^2 \frac{G'(x_2)}{x_2} + (x_2 - B^*_{\epsilon,2}(t))^2 G''(x_2) \right],
\]

\[
K_4 = 2\dot{B}^*_{\epsilon,2}(t) \int dx \omega_\epsilon(x, t)(B^*_{\epsilon,2}(t) - x_2)G(x_2).
\]

We now remind that

\[
M_2(t) := \int dx \omega_\epsilon(x, t)x_2^2
\]

is a conserved quantity in absence of external field, see, e.g., Refs. [2,14]. More precisely, noticing that the right-hand side of Eq. (4.1) vanishes for \( f(x, t) = x_2^2 \), this means that

\[
\int dx \omega_\epsilon(x, t) u_2(x, t)x_2 = 0,
\]

which can also be verified by direct inspection using Eqs. (3.2) and (3.4). This implies, together with Eq. (4.18) and using Eq. (4.6), that \( K_1 \) can be rewritten as

\[
K_1 = \int dx \omega_\epsilon(x, t) \tilde{u}_2(x, t)(x_2 - B^*_{\epsilon,2}(t))[2G(x_2) - 2 + (x_2 - B^*_{\epsilon,2}(t))G'(x_2)]
+ \int dx \omega_\epsilon(x, t) \int dy \mathcal{R}_2(x, y)\omega_\epsilon(y, t)x_2[2G(x_2) - 2 + (x_2 - B^*_{\epsilon,2}(t))G'(x_2)]
- B^*_{\epsilon,2}(t) \int dx \omega_\epsilon(x, t) \int dy \mathcal{R}_2(x, y)\omega_\epsilon(y, t)[2G(x_2) + (x_2 - B^*_{\epsilon,2}(t))G'(x_2)].
\]

Note also that Eqs. (3.10) and (4.10) give

\[
|B^*_{\epsilon,2}(t) - r_0| \leq \frac{C}{|\log \epsilon|} \quad \forall t \in [0, T_\epsilon],
\]

and, in particular,

\[
B^*_{\epsilon,2}(t) \leq C \quad \forall t \in [0, T_\epsilon].
\]
Therefore, because of the definition Eq. (4.15) of $G$,
\[
|\mathcal{K}_1| \leq C \int_{x_2 \leq r_0 - \tilde{r}} dx \omega_\varepsilon(x, t) \left( |\tilde{u}_2(x, t)| + x_2 \int dy \, |\mathcal{R}_2(x, y)| \omega_\varepsilon(y, t) \right) + C \int_{x_2 \geq (r_0 - \tilde{r})/2} dx \omega_\varepsilon(x, t) \int dy \, |\mathcal{R}_2(x, y)| \omega_\varepsilon(y, t)
\]
\[
\leq C \int_{x_2 \leq r_0 - \tilde{r}} dx \omega_\varepsilon(x, t) \left( |\tilde{u}_2(x, t)| + C_0 \int dy \, \omega_\varepsilon(y, t) \right) + C \int_{x_2 \geq (r_0 - \tilde{r})/2} dx \omega_\varepsilon(x, t) \frac{2C_0}{r_0 - \tilde{r}} \int dy \omega_\varepsilon(y, t)
\]
\[
\leq C \left( \varepsilon^{x-1} + \frac{1}{|\log \varepsilon|^2} \right) \quad \forall \, t \in [0, T_\varepsilon],
\]
where in the last inequality we applied the previous estimate on $T_1$ and Eq. (4.5).

Analogously,
\[
|\mathcal{K}_{2,1}| \leq C \int_{x_2 \geq (r_0 - \tilde{r})/2} dx \omega_\varepsilon(x, t) |F^\varepsilon_2(x, t)|
\]
\[
\leq \frac{C}{|\log \varepsilon|} \left( \varepsilon^{x-1} + \frac{1}{|\log \varepsilon|} + \varepsilon^{\beta} \right) \quad \forall \, t \in [0, T_\varepsilon]
\]
(see the previous estimate on $T_2$) and, from the Cauchy-Schwarz inequality,
\[
|\mathcal{K}_{2,2}| \leq \left( \int dx \omega_\varepsilon(x, t) G(x_2) F^\varepsilon_2(x, t)^2 \right)^{1/2} \left( \int dx \omega_\varepsilon(x, t) (B^\varepsilon_{x_2}(t) - x_2)^2 G(x_2) \right)^{1/2}
\]
\[
\leq \frac{C}{|\log \varepsilon|^{3/2}} \sqrt{\varepsilon^{x-2} |\log \varepsilon| + 1 + \varepsilon^{2\beta} |\log \varepsilon|^2} \sqrt{T^\varepsilon(t)} \quad \forall \, t \in [0, T_\varepsilon]
\]
(see again the previous estimate on $T_2$ with now $F^\varepsilon_2(x, t)^2$ in place of $|F^\varepsilon_2(x, t)|$).

Finally,
\[
|\mathcal{K}_3| \leq C \nu \int_{x_2 \geq (r_0 - \tilde{r})/2} dx \omega_\varepsilon(x, t) \leq C \varepsilon^2 |\log \varepsilon|^{-1}
\]
(see the previous estimate on $T_3$) and, from the Cauchy-Schwarz inequality and Eq. (4.10),
\[
|\mathcal{K}_4| \leq \frac{C}{|\log \varepsilon|} \left( \int dx \omega_\varepsilon(x, t) G(x_2) \right)^{1/2} \left( \int dx \omega_\varepsilon(x, t) (B^\varepsilon_{x_2}(t) - x_2)^2 G(x_2) \right)^{1/2}
\]
\[
\leq \frac{C}{|\log \varepsilon|^{3/2}} \sqrt{T^\varepsilon(t)} \quad \forall \, t \in [0, T_\varepsilon],
\]
where in the last inequality we used Eq. (4.5) and $G \leq 1$.

Collecting together all the previous estimates and recalling $\chi > 2$ we conclude that
\[
|\dot{T}_\varepsilon(t)| \leq \frac{C}{|\log \varepsilon|^{3/2}} \sqrt{T^\varepsilon(t)} + \frac{C}{|\log \varepsilon|^2} \quad \forall \, t \in [0, T_\varepsilon].
\]
Since Eq. (4.16) implies $I^\varepsilon_\ast(0) \leq 4\varepsilon^2$, Eq. (4.17) follows from the last differential inequality. Indeed, given $M > 0$ let
\[
T_M = \sup \left\{ t \in [0, T_\varepsilon] : I^\varepsilon_\ast(s) \leq \frac{M}{|\log \varepsilon|^2} \quad \forall \, s \in [0, t] \right\}.
\]
Clearly, $T_M > 0$ for any $\varepsilon$ small enough and
\[
|\dot{I}_\varepsilon(t)| \leq \frac{C\sqrt{M}}{|\log \varepsilon|^{5/2}} + \frac{C}{|\log \varepsilon|^2} \quad \forall t \in [0, T_M].
\]
This implicates, as $T_M \leq T_\varepsilon \leq T$,
\[
I_\varepsilon^*(t) \leq 4\varepsilon^2 + \frac{C T\sqrt{M}}{|\log \varepsilon|^{5/2}} + \frac{C T}{|\log \varepsilon|^2} \quad \forall t \in [0, T_M].
\]
If $M$ is chosen large enough then, for any $\varepsilon$ small enough,
\[
I_\varepsilon^*(t) \leq \frac{M}{2|\log \varepsilon|^2} \quad \forall t \in [0, T_M],
\]
which implies $T_M = T_\varepsilon$ by continuity, whence Eq. (4.17) (with $C = M$).

As already mentioned, our aim is to strengthen the condition appearing in the definition Eq. (4.15). This is the content of the next lemma, where we show that the vorticity mass out of a thin strip parallel to the $x_2$-axis and centered around $x_2 = r_0$ is very small (less than any power of $\varepsilon$, for $\varepsilon \to 0$). With respect to the analogous Ref. [4, Lemma 3.4], here we have to take account of the presence of the viscosity (in particular, this implies that the vorticity is not compactly supported) and the presence of a less regular external field. However, these differences do not condition too much the reasoning and we just sketch the proof in Appendix A, where we explain in more detail the new parts.

**Lemma 4.2.** Let $m_t$ be defined as
\[
m_t(h) = \int_{|x_2-B^*_\varepsilon(t)|>h} dx \omega_\varepsilon(x, t).
\]
Then, under the hypothesis of Theorem 3.1, for each $\ell > 0$ and $k \in (0, \frac{1}{4})$,
\[
\lim_{\varepsilon \to 0} \max_{t \in [0, T_\varepsilon]} \varepsilon^{-\ell} m_t \left( \frac{1}{|\log \varepsilon|^k} \right) = 0.
\]

**Corollary 4.3.** Under the hypothesis of Theorem 3.1 there is $\varepsilon_0 \in (0, 1)$ such that $T_\varepsilon = T$ for any $\varepsilon \in (0, \varepsilon_0)$ and, for each $\ell > 0$ and $k \in (0, \frac{1}{4})$,
\[
\lim_{\varepsilon \to 0} \max_{t \in [0, T_\varepsilon]} \varepsilon^{-\ell} \int_{|x_2-r_0|>\frac{1}{|\log \varepsilon|^k}} dx \omega_\varepsilon(x, t) = 0.
\]

**Proof.** From Eqs. (4.21) and (4.23) we deduce that for each $\ell > 0$ and $k \in (0, \frac{1}{4})$,
\[
\lim_{\varepsilon \to 0} \max_{t \in [0, T_\varepsilon]} \varepsilon^{-\ell} \int_{|x_2-r_0|>\frac{1}{|\log \varepsilon|^k}} dx \omega_\varepsilon(x, t) = 0.
\]
Choosing, e.g., $\ell > 2\chi$, where $\chi > 2$ is the parameter appearing in Eq. (3.18), it follows that there is $\varepsilon_0 \in (0, 1)$ such that
\[
\int_{|x_2-r_0|>\tilde{r}} dx \omega_\varepsilon(x, t) \leq C\varepsilon^\ell \leq \varepsilon^{2\chi} \quad \forall t \in [0, T_\varepsilon] \quad \forall \varepsilon \in (0, \varepsilon_0).
\]
By continuity $T_\varepsilon = T$ for any $\varepsilon \in (0, \varepsilon_0)$. Clearly, Eq. (4.26) then follows from Eq. (4.23).
4.2. **Analysis of the axial motion.** The first step is a concentration result which shows that large part of the vorticity mass remains confined in a disk whose size is infinitesimal as $\varepsilon \to 0$.

**Lemma 4.4.** Assume the hypothesis of Theorem 3.1 and let $\varepsilon_0$ as in Corollary 4.3. For any $\eta \in (\gamma, 1)$ there are $\varepsilon_1 \in (0, \varepsilon_0)$, $\eta_1 > 0$, $C_1 > 0$, and $q_\varepsilon(t) \in \mathbb{R}^2$, such that

$$|\log \varepsilon| \int_{\Sigma(\eta_1, t, \varepsilon_1)} dx \omega_\varepsilon(x, t) \geq 1 - \frac{C_1}{|\log \varepsilon|^{\eta-\gamma}} \quad \forall t \in [0, T] \quad \forall \varepsilon \in (0, \varepsilon_1), \tag{4.27}$$

with $q_\varepsilon = \eta_1 \varepsilon \exp(|\log \varepsilon|^{\eta})$.

For later purpose, we remark that, by Eqs. (3.5) (with $a = 1$) and (4.4), Eq. (4.27) implies

$$\lim_{\varepsilon \to 0} |\log \varepsilon| \int dx \omega_\varepsilon(x, t) = 1 \quad \forall t \in [0, T], \tag{4.28}$$

i.e., the vorticity mass is almost conserved for $\varepsilon$ small.

In absence of the external field, the content of Lemma 4.4 has been proved in Ref. [3], which extends a similar result for the Euler case treated in Ref. [2]. The Euler case in presence of a regular external field (i.e., satisfying Eq. (3.13)) has been analyzed in Ref. [4, Lemma 4.1]. The proof of Lemma 4.4 is given in Appendix B.

From Lemma 4.4, Eq. (3.17) holds with $\zeta_\varepsilon(t) = q_\varepsilon(t)$ so that, recalling Eq. (3.16) and that throughout this section we set $a = 1$, the proof of Theorem 3.1 is completed if we show that

$$\lim_{\varepsilon \to 0} q_\varepsilon, 2(t) = r_0, \quad \lim_{\varepsilon \to 0} q_\varepsilon, 1(t) = z_0 + \frac{t}{4\pi r_0} \quad \forall t \in [0, T]. \tag{4.29}$$

The first limit in Eq. (4.29) is an immediate consequence of Eqs. (4.25) and (4.28). Indeed, by absurd, if there were a sequence $\varepsilon_j \to 0$ such that $\lim_{j \to \infty} |q_\varepsilon, 2(t) - r_0| > 0$ then the strip $S_j := \{x: |x_2 - r_0| \leq |\log \varepsilon_j|^{-k}\}$ and the disk $\Sigma_j := \Sigma(q_\varepsilon(t), \varepsilon_j)$ would be disjoint for any large enough $j$, while the vorticity should concentrate in both of them, i.e.,

$$\lim_{j \to \infty} |\log \varepsilon_j| \int_{S_j} dx \omega_\varepsilon(x, t) = \lim_{j \to \infty} |\log \varepsilon_j| \int_{\Sigma_j} dx \omega_\varepsilon(x, t) = 1.$$

As explained below, the second limit in Eq. (4.29) can be deduced from the following proposition, whose proof is given at the end of the section.

**Proposition 4.5.** Assume the hypothesis of Theorem 3.1. Let $B_\varepsilon, 1(t)$ be the first component of the center of vorticity Eq. (4.11) and let $J_\varepsilon(t)$ be the corresponding radial moment of inertia,

$$J_\varepsilon(t) = \int dx \omega_\varepsilon(x, t) (x_1 - B_\varepsilon, 1(t))^2. \tag{4.30}$$

Then,

$$\lim_{\varepsilon \to 0} B_\varepsilon, 1(t) = z_0 + \frac{t}{4\pi r_0} \quad \forall t \in [0, T], \tag{4.31}$$

$$J_\varepsilon(t) \leq \frac{C}{|\log \varepsilon|} \quad \forall t \in [0, T]. \tag{4.32}$$
Indeed, we claim that Eq. (4.32) implies
\[
\lim_{\varepsilon \to 0} |B_{\varepsilon,1}(t) - q_{\varepsilon,1}(t)| = 0 \quad \forall t \in [0, T],
\] (4.33)
which, together with Eq. (4.31), gives the second limit in Eq. (4.29). To prove Eq. (4.34), we first notice that

\[
B_{\varepsilon,1}(t) - q_{\varepsilon,1}(t) = \left(1 - \frac{1}{\log \varepsilon} \int \omega_\varepsilon(x,t) \right) B_{\varepsilon,1}(t)
+ \frac{1}{\log \varepsilon} \int \omega_\varepsilon(x,t) |x_1 - q_{\varepsilon,1}(t)|.
\]

By Eq. (4.31), \(|B_{\varepsilon,1}(t)|\) is bounded uniformly for any \(\varepsilon\) small and \(t \in [0, T]\), therefore Eq. (4.28) implies it is sufficient to show that

\[
\lim_{\varepsilon \to 0} P_\varepsilon(t) = 0 \quad \forall t \in [0, T], \quad \text{where} \quad P_\varepsilon(t) := |\log \varepsilon| \int \omega_\varepsilon(x,t)|x_1 - q_{\varepsilon,1}(t)|.
\] (4.34)

To this end, we set \(\Sigma_t = \Sigma(q_\varepsilon(t), \varphi_\varepsilon)\) and estimate,

\[
P_\varepsilon(t) = |\log \varepsilon| \int_{\Sigma_t} dx |x_1 - q_{\varepsilon,1}(t)| \omega_\varepsilon(x,t) + |\log \varepsilon| \int_{\Sigma_t^c} dx |x_1 - q_{\varepsilon,1}(t)| \omega_\varepsilon(x,t)
\leq \varphi_\varepsilon + \frac{C_1}{|\log \varepsilon|^\gamma} |B_{\varepsilon,1}(t) - q_{\varepsilon,1}(t)| + |\log \varepsilon| \int \omega_\varepsilon(x,t) |x_1 - B_{\varepsilon,1}(t)| \omega_\varepsilon(x,t),
\]

where we used Eq. (4.27). Therefore, by assuming \(\varepsilon\) so small to have \(2C_1 \leq |\log \varepsilon|^{-\gamma}\),

\[
P_\varepsilon(t) \leq 2\varphi_\varepsilon + 2 \sqrt{|\log \varepsilon|} \int_{\Sigma_t^c} dx \omega_\varepsilon(x,t) \sqrt{|\log \varepsilon|} \int_{\Sigma_t^c} dx (x_1 - B_{\varepsilon,1}(t))^2 \omega_\varepsilon(x,t)
\leq 2\varphi_\varepsilon + 2 \sqrt{\frac{C_1}{|\log \varepsilon|^{-\gamma}}} \sqrt{|\log \varepsilon|} J_\varepsilon(t),
\]

where we applied again Eq. (4.27). This estimate and Eq. (4.32) clearly imply Eq. (4.34).

As a final remark, we notice that (thanks to the control on the moment of inertia) we have identified the points \(q_\varepsilon(t)\) and \(B_\varepsilon(t)\) in the limit \(\varepsilon \to 0\), while in Ref. [2,3] only the properties Eq. (4.29) were stated.

**Proof of Proposition 4.5.** We start with the proof of Eq. (4.31). By Eq. (4.1) with \(f(x,t) = x_1\) we have,

\[
\dot{B}_{\varepsilon,1}(t) = |\log \varepsilon| \int \omega_\varepsilon(x,t) (u_1 + F_1^\varepsilon)(x,t)
\]
\[
= |\log \varepsilon| \int_{|x_2 - r_0| > \tilde{r}} dx \omega_\varepsilon(x,t) (u_1 + F_1^\varepsilon - \bar{u}_1)(x,t)
+ |\log \varepsilon| \int_{|x_2 - r_0| \leq \tilde{r}} dx \omega_\varepsilon(x,t) \left( \int dy R_1(x,y) \omega_\varepsilon(y,t) + F_1^\varepsilon(x,t) \right)
+ |\log \varepsilon| \int_{|x_2 - r_0| \leq \tilde{r}} dx \omega_\varepsilon(x,t) \int dy L_1(x,y) \omega_\varepsilon(y,t),
\] (4.35)
where we used Eq. (4.10) and (the first component of) (4.18). From Eqs. (3.11), (3.13), (3.14), and (B.8),
\[
\left| \log \varepsilon \int_{|x_2 - r_0| > \hat{r}} dx \omega_\varepsilon(x, t) \left( u_1 + F^\varepsilon_1(x, t) \right) \right| \leq \frac{C}{\varepsilon |\log \varepsilon|} \int_{|x_2 - r_0| > \hat{r}} dx \omega_\varepsilon(x, t),
\]
and the right-hand side vanishes as \( \varepsilon \to 0 \) by Eq. (4.25). Concerning the term containing \( \tilde{u}_1 \), we observe that
\[
|\tilde{u}_1(x, t)| \leq \int_{|y_2 - x_2| \leq \hat{r}} dy \frac{\omega_\varepsilon(y, t)}{2\pi|x - y|} + \int_{|y_2 - x_2| > \hat{r}} dy \frac{\omega_\varepsilon(y, t)}{2\pi|x - y|}.
\]
An upper bound of the first integral in the right-hand side can be obtained by rearrangement. More precisely, from the maximum principle Eq. (4.6) and the assumptions Eqs. (3.5) and (3.6),
\[
\omega(y, t) \leq \frac{x_2 + \hat{r}}{r_0 - \varepsilon^2 \varepsilon^2} \log \varepsilon \quad \forall y : |y_2 - x_2| \leq \hat{r}.
\]
Therefore, by repeating the same reasoning done for the analysis of the term \( T_{1,2} \) in Lemma 4.1 in this case we obtain
\[
\int_{|y_2 - x_2| \leq \hat{r}} dy \frac{\omega_\varepsilon(y, t)}{2\pi|x - y|} \leq \frac{C\sqrt{1 + x_2}}{\varepsilon |\log \varepsilon|}.
\]
On the other hand, using again Eq. (4.5),
\[
\int_{|y_2 - x_2| > \hat{r}} dy \frac{\omega_\varepsilon(y, t)}{2\pi|x - y|} \leq \frac{1}{2\pi\hat{r}} \log \varepsilon.
\]
Therefore,
\[
|\tilde{u}_1(x, t)| \leq \frac{C\sqrt{1 + x_2}}{\varepsilon |\log \varepsilon|}, \quad (4.36)
\]
whence, as \( 1 + x_2 \leq 2 + x_2^2 \), from the Cauchy-Schwarz inequality and Eqs. (4.36), (3.8), and (4.5),
\[
\left| \log \varepsilon \int_{|x_2 - r_0| > \hat{r}} dx \omega_\varepsilon(x, t) \tilde{u}_1(x, t) \right| \leq \frac{C}{\varepsilon |\log \varepsilon|} \sqrt{\int_{|x_2 - r_0| > \hat{r}} dx \omega_\varepsilon(x, t),}
\]
which vanishes as \( \varepsilon \to 0 \) by Eq. (4.25). Next, from Eqs. (3.10), (3.13), (3.14), (4.5), and (4.9),
\[
\left| \log \varepsilon \int_{|x_2 - r_0| \leq \hat{r}} dx \omega_\varepsilon(x, t) \left( \int dy R_1(x, y) \omega_\varepsilon(y, t) + F^\varepsilon_1(x, t) \right) \right| \leq C \left( \int dy \frac{\sqrt{y_2(1 + |\log y_2|)} \omega_\varepsilon(y, t) + C}{|\log \varepsilon|} \right) \leq \frac{C}{|\log \varepsilon|}, \quad (4.37)
\]
where in the last inequality we also used that \( \sqrt{y_2(1 + |\log y_2|)} \leq C(1 + y_2^2) \) and again Eqs. (3.10), (3.13), and (4.5).

From the above estimates and Eq. (4.33) we have thus shown that
\[
\lim_{\varepsilon \to 0} |\dot{B}_{\varepsilon,1}(t) - Q_\varepsilon(t)| = 0 \quad \forall t \in [0, T], \quad (4.38)
\]
where
\[
Q_\varepsilon(t) := |\log \varepsilon| \int_{|x_2 - r_0| \leq \hat{r}} dx \omega_\varepsilon(x, t) \frac{1}{4\pi x_2} \int dy \log \frac{1 + |x - y|}{|x - y|} \omega_\varepsilon(y, t).
\]
To compute the limit of $Q_\varepsilon(t)$ as $\varepsilon \to 0$, we first write
\[ Q_\varepsilon(t) = Q_\varepsilon^1(t) + Q_\varepsilon^2(t), \]
where
\[ Q_\varepsilon^1(t) = |\log \varepsilon| \int_{|x_2-r_0| \leq \hat{r}} dx \omega_\varepsilon(x,t) \frac{1}{4\pi x_2} \int_{|y_2-x_2| \leq 2\hat{r}} dy \log \frac{1 + |x-y|}{|x-y|} \omega_\varepsilon(y,t), \]
\[ Q_\varepsilon^2(t) = |\log \varepsilon| \int_{|x_2-r_0| \leq \hat{r}} dx \omega_\varepsilon(x,t) \frac{1}{4\pi x_2} \int_{|y_2-x_2| > 2\hat{r}} dy \log \frac{1 + |x-y|}{|x-y|} \omega_\varepsilon(y,t). \]

We observe that the function $\rho \to \log \frac{1+\rho}{\rho}$ is decreasing and diverging as $\rho \to 0^+$. In particular,
\[ Q_\varepsilon^2(t) \leq \frac{|\log \varepsilon|}{4\pi (r_0 - \hat{r})} \log \frac{1 + 2\hat{r}}{2\hat{r}} \int_{|x_2-r_0| \leq \hat{r}} dx \omega_\varepsilon(x,t) \int_{|y_2-x_2| > 2\hat{r}} dy \omega_\varepsilon(y,t), \]
\[ \leq \frac{1}{2\pi (r_0 - \hat{r})} \log \frac{1 + 2\hat{r}}{2\hat{r}} \int_{|y_2-x_2| > 2\hat{r}} dy \omega_\varepsilon(y,t), \]
where in the last inequality we used that
\[ \{(x,y): |x_2-r_0| \leq \hat{r}, |y_2-x_2| > 2\hat{r}\} \subset \{(x,y): |y_2-r_0| > \hat{r}\}. \]

Therefore, by Eq. (4.25), $Q_\varepsilon^2(t) \to 0$ as $\varepsilon \to 0$, so that it remains to compute the limit of $Q_\varepsilon^1(t)$ as $\varepsilon \to 0$. To this purpose, again using the abbreviated notation $\Sigma_t = \Sigma(q_t(x), q_\varepsilon)$, we decompose
\[ Q_\varepsilon^1(t) = Q_\varepsilon^{1,1}(t) + Q_\varepsilon^{1,2}(t), \]
where
\[ Q_\varepsilon^{1,1}(t) = |\log \varepsilon| \int_{\Sigma_t} dx \omega_\varepsilon(x,t) \frac{1}{4\pi x_2} \int_{\Sigma_t} dy \log \frac{1 + |x-y|}{|x-y|} \omega_\varepsilon(y,t). \]

By the first limit in Eq. (4.29), the disk $\Sigma(q_t(x), q_\varepsilon)$ is internal to the strip $\{x: |x_2-r_0| \leq \hat{r}\}$ for any $\varepsilon$ small enough, therefore the rest $Q_\varepsilon^{1,2}(t) = Q_\varepsilon^1(t) - Q_\varepsilon^{1,1}(t)$ is the sum of three terms, each one is the integration of the same function
\[ F(x,y) := \frac{1}{4\pi x_2} \log \frac{1 + |x-y|}{|x-y|} \omega_\varepsilon(x,t) \omega_\varepsilon(y,t) \mathbb{1}_{\{x: |x_2-r_0| \leq \hat{r}, |y_2-x_2| \leq 2\hat{r}\}}, \]
and in each domain of integration at least one between the $x$ and the $y$ variable is contained in $\Sigma(q_t(x), q_\varepsilon)$. Moreover, using also Eq. (3.12),
\[ \frac{1}{y_2} \leq \frac{5}{x_2} \leq \frac{3r_0 + 4x_2}{x_2 + 1} \quad \forall (x,y): |x_2-r_0| \leq \hat{r}, |y_2-x_2| \leq 2\hat{r}. \]

Therefore,
\[ Q_\varepsilon^{1,2}(t) \leq C|\log \varepsilon| \int_{\Sigma_t^0} dx \omega_\varepsilon(x,t) \frac{1}{x_2 + 1} \int_{|y_2-x_2| \leq 2\hat{r}} dy \log \frac{1 + |x-y|}{|x-y|} \omega_\varepsilon(y,t). \]

The maximum of the $dy$-integral in the right-hand side is achieved when we rearrange the mass as close as possible to the singularity. As by Eq. (4.33), (3.5), and (3.6),
\[ \omega_\varepsilon(y,t) \leq \frac{C(x_2 + 1)}{\varepsilon^2 |\log \varepsilon|} \quad \forall y: |y_2 - x_2| \leq 2\hat{r}, \]

$^3\mathbb{1}_A$ denotes the indicator function of the set $A$. 

if \( \bar{\rho} \) is such that \( C(x_2 + 1)\bar{\rho}^2/(\varepsilon^2 |\log \varepsilon|) = 1/|\log \varepsilon| \) then

\[
\int_{|y_2 - x_2| \leq 2\bar{\rho}} dy \log \left( \frac{1 + |x - y|}{|x - y|} \right) \omega_\varepsilon(y, t) \leq \frac{C(x_2 + 1)}{\varepsilon^2 |\log \varepsilon|} \int_0^{\bar{\rho}} d\rho \rho \log \frac{1 + \rho}{\rho} \\
= \frac{C(x_2 + 1)}{\varepsilon^2 |\log \varepsilon|} \left\{ \frac{\bar{\rho}^2}{2} \log \frac{1 + \bar{\rho}}{\bar{\rho}} + \frac{1}{2} \int_0^{\bar{\rho}} d\rho \frac{\rho}{1 + \rho} \right\} \leq C \log(x_2 + 1). \tag{4.40}
\]

Therefore,

\[
Q_\varepsilon^{1,2}(t) \leq C |\log \varepsilon| \int_{\Sigma^2_\varepsilon} dx \omega_\varepsilon(x, t),
\]

which implies \( Q_\varepsilon^{1,2}(t) \to 0 \) as \( \varepsilon \to 0 \) by Eq. \( 4.27 \).

Concerning \( Q_\varepsilon^{1,1}(t) \), we obtain a lower bound by inserting a lower bound to the function \( \frac{1}{4\pi x_2} \log \frac{1 + |x - y|}{|x - y|} \) in the domain of integration and applying again Eq. \( 4.27 \),

\[
Q_\varepsilon^{1,1}(t) \geq \frac{|\log \varepsilon|}{4\pi(q_{e,2}(t) + \bar{q}_e)} \log \frac{1 + 2q_{e,2}}{2q_{e,2}} \left( \int_{\Sigma^2_\varepsilon} dx \omega_\varepsilon(x, t) \right)^2 \\
\geq \frac{|\log \varepsilon|}{4\pi(q_{e,2}(t) + \bar{q}_e)} \log \frac{1 + 2q_{e,2}}{2q_{e,2}} \frac{1}{|\log \varepsilon|^2} \left( 1 - \frac{C_1}{|\log \varepsilon|^\eta} \right)^2 \\
= \frac{1}{4\pi(q_{e,2}(t) + \bar{q}_e)} \left[ 1 + o_-(\varepsilon) \right], \tag{4.41}
\]

where in the last equality we used that \( q_{e,2} = q_1 \varepsilon \exp(|\log \varepsilon|^\eta) \) and \( o_-(\varepsilon) \to 0 \) as \( \varepsilon \to 0 \). On the other hand, again by rearrangement and noticing that Eq. \( 4.3 \), \( 3.9 \), and \( 3.6 \) now imply there is \( M_1 > 0 \) such that, for any \( \varepsilon \) small enough,

\[
\omega_\varepsilon(y, t) \leq \frac{M_1}{\varepsilon^2 |\log \varepsilon|} \quad \forall y \in \Sigma^2_\varepsilon,
\]

if \( \bar{\rho} \) is such that \( \pi \bar{\rho}^2 M_1/(\varepsilon^2 |\log \varepsilon|) = 1/|\log \varepsilon| \) we have

\[
Q_\varepsilon^{1,1}(t) \leq \frac{1}{4\pi(q_{e,2}(t) - \bar{q}_e)} \sup_x \int_{\Sigma^2_\varepsilon} dy \log \frac{1 + |x - y|}{|x - y|} \omega_\varepsilon(y, t) \\
\leq \frac{M_1}{2\varepsilon^2 |\log \varepsilon| |(q_{e,2}(t) - \bar{q}_e)|} \left\{ \bar{\rho}^2 \log \frac{1 + \bar{\rho}}{\bar{\rho}} + \frac{1}{2} \int_0^{\bar{\rho}} d\rho \frac{\rho}{1 + \rho} \right\} \\
= \frac{1}{4\pi(q_{e,2}(t) - \bar{q}_e)} \left[ 1 + o_+(\varepsilon) \right], \tag{4.42}
\]

with \( o_+(\varepsilon) \to 0 \) as \( \varepsilon \to 0 \). By the first limit in Eq. \( 4.29 \), we conclude that the right-hand side in both Eqs. \( 4.41 \) and \( 4.42 \) converges to \( 1/(4\pi r_0) \) as \( \varepsilon \to 0 \), so that Eq. \( 4.31 \) follows from Eq. \( 4.38 \) and \( 3.6 \).
We are left with the proof of Eq. (4.32). We compute the time derivative of $J_\varepsilon(t)$, by using Eq. (4.11),

$$J_\varepsilon(t) = 2 \int dx \omega_\varepsilon(x,t)(u_1(x,t) + F_1^\varepsilon(x,t) - \dot{B}_{\varepsilon,1}(t))(x_1 - B_{\varepsilon,1}(t)) + 2\nu \int dx \omega_\varepsilon(x,t)$$

$$= 2 \int dx \omega_\varepsilon(x,t)(u_1 + F_1^\varepsilon - \bar{u}_1)(x,t)(x_1 - B_{\varepsilon,1}(t)) + 2\nu \int dx \omega_\varepsilon(x,t)$$

$$+ 2 \int dx \omega_\varepsilon(x,t)\bar{u}_2(x,t)x_2 + 2\nu \int dx \omega_\varepsilon(x,t)$$,

where in the second equality we used that $\int dx \omega_\varepsilon(x,t)(x_1 - B_{\varepsilon,1}(t)) = 0$ (by definition of $B_{\varepsilon,1}(t)$), and the third equality follows from Eq. (4.18) and the identity

$$\int dx \omega_\varepsilon(x,t) x \cdot \bar{u}(x,t) = 0.$$

The latter comes from the fact that, as $(x - y) \cdot K(x - y) = 0$,

$$\int dx \omega_\varepsilon(x,t) x \cdot \bar{u}(x,t) = \int dx \int dy \omega_\varepsilon(x,t) \omega_\varepsilon(y,t)x \cdot K(x - y)$$

$$= \int dx \int dy \omega_\varepsilon(x,t) \omega_\varepsilon(y,t)y \cdot K(x - y),$$

whence this integral is zero by the anti-symmetry of $K$.

Recalling Eq. (4.6) and using Eq. (4.20) the time derivative of $J_\varepsilon(t)$ reads,

$$J_\varepsilon(t) = \mathcal{J}_1^\varepsilon(t) + \mathcal{J}_2^\varepsilon(t) + \mathcal{J}_3^\varepsilon(t) + 2\nu \int dx \omega_\varepsilon(x,t),$$

(4.43)

where

$$\mathcal{J}_1^\varepsilon(t) = 2 \int_{|x_2 - r_0| > \bar{r}} dx \omega_\varepsilon(x,t)(u_1 + F_1^\varepsilon - \bar{u}_1)(x,t)(x_1 - B_{\varepsilon,1}(t)),$$

$$\mathcal{J}_2^\varepsilon(t) = 2 \int_{|x_2 - r_0| \leq \bar{r}} dx \omega_\varepsilon(x,t)(u_1 + F_1^\varepsilon - \bar{u}_1)(x,t)(x_1 - B_{\varepsilon,1}(t)),$$

$$\mathcal{J}_3^\varepsilon(t) = -2 \int dx \omega_\varepsilon(x,t)x_2 \int dy \omega_\varepsilon(y,t) R_2(x,y).$$

By Eq. (4.3) and recalling $\nu \leq \varepsilon^2 |\log \varepsilon|^\gamma$, the last term in the right-hand side of Eq. (4.43) is very small,

$$2\nu \int dx \omega_\varepsilon(x,t) \leq 2\varepsilon^2 |\log \varepsilon|^\gamma - 1.$$

Next, as already observed just after Eq. (4.35), from Eqs. (3.11), (3.13), (3.14), and (3.8), we have $|u_1| + |F_1^\varepsilon| \leq C/(\varepsilon |\log \varepsilon|)$, while $|\bar{u}_1|$ is bounded in Eq. (4.36). Therefore, by applying the Cauchy-Schwarz inequality twice and then Eqs. (4.19),
\( \int_{B(0, r_0)} |J_\varepsilon(t)| \leq C \varepsilon \sqrt{J_\varepsilon(t)} \sqrt{\int_{|x_2 - r_0| > \hat{r}} dx \omega_\varepsilon(x, t)(1 + x_2)} \)

\[
\leq C \varepsilon \sqrt{J_\varepsilon(t)} \left( \int_{|x_2 - r_0| > \hat{r}} dx \omega_\varepsilon(x, t) \right)^{1/4} \leq C \varepsilon^{\frac{1}{4}} \sqrt{J_\varepsilon(t)} \quad \forall t \in [0, T] \quad \forall \varepsilon > 0,
\]

where Eq. (4.20) has been applied in the last inequality. On the other hand, again by the Cauchy-Schwarz inequality,

\[
|J_\varepsilon^2(t)| \leq \sqrt{J_\varepsilon(t)} \sqrt{\int_{|x_2 - r_0| \leq \hat{r}} dx \omega_\varepsilon(x, t)(u_1 + F_1^\varepsilon(x, t) - \tilde{u}_1)^2(x, t)}.
\]

where, by Eq. (4.6),

\[
|(u_1 + F_1^\varepsilon(x, t) - \tilde{u}_1)(x, t)| \leq \int dy R_1(x, y) \omega_\varepsilon(y, t) + F_1^\varepsilon(x, t) + \int_{|y_2 - x_2| > 2\hat{r}} dy L_1(x, y) \omega_\varepsilon(y, t) + \int_{|y_2 - x_2| \leq 2\hat{r}} dy L_1(x, y) \omega_\varepsilon(y, t).
\]

In Eq. (4.37) we have shown that for \(|x_2 - r_0| \leq \hat{r}\) the first term in the right-hand side is bounded by \(C \varepsilon \log \varepsilon\). Similarly, in Eq. (4.39) we obtained an upper bound for the second term when \(|x_2 - r_0| \leq \hat{r}\). More precisely,

\[
\int_{|y_2 - x_2| > 2\hat{r}} dy L_1(x, y) \omega_\varepsilon(y, t) \leq \frac{1}{2\pi(r_0 - \hat{r})} \log \frac{1 + 2\hat{r}}{2\hat{r}} \int_{|y_2 - r_0| > \hat{r}} dy \omega_\varepsilon(y, t) \leq C \varepsilon^{\frac{1}{4}} \quad \forall t \in [0, T] \quad \forall \varepsilon > 0,
\]

where Eq. (4.25) has been applied in the last inequality. Finally, from Eq. (4.40) we deduce that if \(|x_2 - r_0| \leq \hat{r}\) then

\[
\int_{|y_2 - x_2| \leq 2\hat{r}} dy L_1(x, y) \omega_\varepsilon(y, t) \leq C.
\]

From the above estimates and Eq. (4.3) we conclude that

\[
|J_\varepsilon^2(t)| \leq \frac{C}{|\log \varepsilon|^{1/2}} \sqrt{J_\varepsilon(t)} \quad \forall t \in [0, T].
\]

Finally, by Eqs. (4.3) and (4.9),

\[
|J_\varepsilon^2(t)| \leq \frac{C}{|\log \varepsilon|^2}.
\]

Collecting all together we thus proved that

\[
|J_\varepsilon(t)| \leq \frac{C}{|\log \varepsilon|^{1/2}} \sqrt{J_\varepsilon(t)} + \frac{C}{|\log \varepsilon|^2} \quad \forall t \in [0, T].
\]

Since the initial data imply \(J_\varepsilon(0) \leq 4\varepsilon^2\), we deduce Eq. (4.32) from the above inequality by arguing as done in the proof of Eq. (4.11). More precisely, if

\[
T_M = \sup \left\{ t \in [0, T] : J_\varepsilon(s) \leq \frac{M}{|\log \varepsilon|} \quad \forall s \in [0, t] \right\}
\]
then $T_M > 0$ for any $\varepsilon$ small enough and
\[
|\dot{J}_\varepsilon(t)| \leq \frac{C\sqrt{M}}{|\log \varepsilon|} + \frac{C}{|\log \varepsilon|^2} \quad \forall t \in [0, T_M].
\]
This implicates, as $T_M \leq T$,
\[
J_\varepsilon(t) \leq 4\varepsilon^2 + \frac{C T \sqrt{M}}{|\log \varepsilon|} + \frac{C T}{|\log \varepsilon|^2} \quad \forall t \in [0, T_M].
\]
If $M$ is chosen large enough then, for any $\varepsilon$ small enough,
\[
J_\varepsilon(t) \leq \frac{M}{2|\log \varepsilon|} \quad \forall t \in [0, T_M],
\]
which implies $T_M = T$ by continuity, whence Eq. (4.32) (with $C = M$). \qed

5. Proof of Theorem 2.1

As already explained at the end of Section 2, the motion of each vortex $\omega_{i,\varepsilon}(x, t)$ can be viewed as the evolution of a single vortex ring driven by the sum of the velocity generated by $\omega_{i,\varepsilon}(x, t)$ itself plus the external time-depending field given by Eq. (3.13).

Recalling Eqs. (2.12) and (2.13) we fix $\chi_0 > 1$ and define
\[
T_\varepsilon^0 := \bigcap_{k=1}^N \sup \left\{ t \in [0, T] : \int_{|x_2 - r_k| > D/2} dx \omega_{k,\varepsilon}(x, t) \leq \varepsilon \chi_0 \quad \forall s \in [0, t] \right\},
\]so that $T_\varepsilon^0 > 0$ for any $\varepsilon$ small enough by continuity. For each $i = 1, \ldots, N$, we decompose the field Eq. (3.15) as
\[
F^{\varepsilon, i}(x, t) = G^{\varepsilon, i}(x, t) + \tilde{F}^{\varepsilon, i}(x, t),
\]
with
\[
G^{\varepsilon, i}(x, t) = \sum_{j \neq i} \int_{|y_2 - r_j| \leq D/2} dy H(x, y) \omega_{j,\varepsilon}(y, t),
\]
\[
\tilde{F}^{\varepsilon, i}(x, t) = \sum_{j \neq i} \int_{|y_2 - r_j| > D/2} dy H(x, y) \omega_{j,\varepsilon}(y, t).
\]
Since $G^{\varepsilon, i}(x, t)$ is generated by vorticities supported in disjoint strips, we can apply the same reasoning of Ref. [4, Lemma 2.3] to conclude that there exists a field $\tilde{F}^{\varepsilon, i}(x, t)$ such that
(a) $\partial_{x_1}(x_2 \tilde{F}^{\varepsilon, i}_2) + \partial_{x_2}(x_2 \tilde{F}^{\varepsilon, i}_2) = 0$;
(b) for a suitable $C > 0$, Eq. (3.13) holds with $\tilde{F}^{\varepsilon}(x, t) = \tilde{F}^{\varepsilon, i}(x, t)$;
(c) $\tilde{F}^{\varepsilon, i}(x, t) = G^{\varepsilon, i}(x, t)$ for any $(x, t)$ such that $|x_2 - r_i| \leq D/2$ and $t \in [0, T]$.

We then decompose $F^{\varepsilon, i}(x, t)$ as in Eq. (3.8) with
\[
\tilde{F}^{\varepsilon}(x, t) = G^{\varepsilon, i}(x, t) - \tilde{F}^{\varepsilon, i}(x, t), \quad \tilde{F}^{\varepsilon}(x, t) = \tilde{F}^{\varepsilon, i}(x, t) \quad F^{\varepsilon}(x, t) = F^{\varepsilon, i}(x, t).
\]
We claim that for any $t \in [0, T_\varepsilon^0]$ the above functions satisfy the assumptions Eqs. (3.9), (3.10), (3.11), (3.12), (3.13), and (3.14), with $r_0 = r_i$. Indeed, by item (a) above, the condition Eq. (3.9) is clearly satisfied. Moreover:
(i) Eq. (3.13) holds for any $t \in [0, T]$ by the above item (b).
(ii) The support property Eq. (3.10) clearly holds with $\tilde{r} = D/2$, which also satisfies Eq. (3.12) thanks to Eq. (2.13). Moreover, in view of Eqs. (4.3), (4.3) and
the conservation of \( M_2 = \| x_2^2 \omega_c \|_{L^1} \), Eq. (4.10) and the initial conditions Eqs. (3.5) and (3.6) imply that \( G^{\varepsilon,i}(x,t) \) (and therefore also \( \hat{F}^{\varepsilon}(x,t) \)) satisfies Eq. (3.11) for any \( t \in [0,T] \) and a suitable constant \( \bar{C} > 0 \).

(iii) Finally, from the same reasoning done to estimate \( G^{\varepsilon,i}(x,t) \) and using the definition Eq. (5.1) we deduce that \( | F^{\varepsilon,i}(x,t) | \leq C \varepsilon^{\alpha_0/4}/(\varepsilon \log \varepsilon)^{3/4} \) for any \( t \in [0,T^\varepsilon] \), i.e., Eq. (3.11) holds with \( \beta > 1 \) (provided that, e.g., \( \chi_0 > 8 \)). At this point, the analysis of the previous sections can be applied to each vortex \( i = 1, \ldots, N \), choosing \( T^\varepsilon = T^0 \) in Eq. (3.13). In particular, Corollary 4.3 implies \( T^0 = T \) for any \( \varepsilon \) small enough, and Theorem 2.1 follows from Theorem 3.1. \( \square \)

Appendix A. Proof of Lemma 4.2

Given \( R, h \) such that \( \hat{r}/2 \geq R + h \geq R \geq 2h^\alpha \) (\( R, h \) will be eventually chosen vanishing as \( \varepsilon \to 0 \)), with \( \alpha \) a positive parameter to be fixed later, let \( W_{R,h}(x_2) \), with \( x_2 \) the second component of \( x = (x_1, x_2) \), be a non-negative smooth function, such that

\[
W_{R,h}(x_2) = \begin{cases} 1 & \text{if } |x_2| \leq R, \\ 0 & \text{if } |x_2| \geq R + h, \end{cases} \tag{A.1}
\]

and its first and second derivative satisfy

\[
|W_{R,h}'(x_2)| < \frac{C}{h}, \tag{A.2}
\]

\[
|W_{R,h}''(x_2)| < \frac{C}{h^2}. \tag{A.3}
\]

The quantity

\[
\mu_t(R, h) = \int dx \left[ 1 - W_{R,h}(x_2 - B_{\varepsilon,2}^*(t)) \right] \omega_c(x, t) \tag{A.4}
\]

is a mollified version of \( m_t \) satisfying

\[
\mu_t(R, h) \leq m_t(R) \leq \mu_t(R - h, h), \tag{A.5}
\]

hence it is sufficient to prove Eq. (4.23) with \( \mu_t \) in place of \( m_t \).

We observe that from Eq. (4.21) it follows that if \( \varepsilon \) is small enough then

\[
W_{R,h}(x_2 - B_{\varepsilon,2}^*(t)) = 0 \quad \forall x_2 \notin [\bar{r}_0 - \hat{r}, \bar{r}_0 + \hat{r}] \quad \forall t \in [0,T^\varepsilon], \tag{A.6}
\]

and throughout the rest of the proof we shall assume \( \varepsilon \) such that Eq. (A.6) holds. In particular, we can apply Eq. (4.11) with test function \( f(x,t) = W_{R,h}(x_2 - B_{\varepsilon,2}^*(t)) \) to compute the time derivative of \( \mu_t(R, h) \). Using also Eqs. (4.4), (4.6), and (4.16), we obtain,

\[
\frac{d}{dt} \mu_t(R, h) \leq - \int dx \omega_c(x, t) \left( u_2(x, t) + F_2^\varepsilon(x, t) - \hat{B}_{\varepsilon,2}^*(t) \right) W_{R,h}'(x_2 - B_{\varepsilon,2}^*(t))
\]

\[
- \nu \int dx \omega_c(x, t) \left[ W_{R,h}''(x_2 - B_{\varepsilon,2}^*(t)) - \frac{1}{x_2} W_{R,h}'(x_2 - B_{\varepsilon,2}^*(t)) \right]
\]

\[
\leq - \mathcal{H}_1 - \mathcal{H}_2 - \mathcal{H}_3, \tag{A.7}
\]
with
\[
\mathcal{H}_1 = \int dx W'_{R,h}(x_2 - B_{\epsilon,z}^+(t)) \int dy K_2(x-y) \omega_{\epsilon}(y,t) \omega_{\epsilon}(x,t)
\]
\[
= \frac{1}{2} \int dx \int dy \omega_{\epsilon}(x,t) \omega_{\epsilon}(y,t)
\times \left[ W'_{R,h}(x_2 - B_{\epsilon,z}^+(t)) - W'_{R,h}(y_2 - B_{\epsilon,z}^+(t)) \right] K_2(x-y),
\]
\[
\mathcal{H}_2 = \int dx W'_{R,h}(x_2 - B_{\epsilon,z}^+(t)) \omega_{\epsilon}(x,t)V(x,t),
\]
\[
\mathcal{H}_3 = \nu \int dx \left[ W''_{R,h}(x_2 - B_{\epsilon,z}^+(t)) - \frac{1}{x_2} W'_{R,h}(x_2 - B_{\epsilon,z}^+(t)) \right] \omega_{\epsilon}(x,t)
\]
where we used the antisymmetry of \( K \) to get the second expression of \( \mathcal{H}_1 \), and
\[
V(x,t) = F_2^\gamma(x,t) + \int dz R_2(x,z) \omega_{\epsilon}(z,t) - \dot{B}_{\epsilon,z}^+(t).
\]

The term \( \mathcal{H}_1 \) is equal to the term \( H_3 \) appearing in Ref. [3, Eq. (3.39)], except for \( B_{\epsilon,z}^+(t) \) in place of \( B_{\epsilon,z}^+(t) \) (defined in Eq. (4.11)). It can be estimated exactly as done for \( H_3 \) in Ref. [3], getting
\[
|\mathcal{H}_1| \leq \frac{C}{h^3 + \alpha |\log \varepsilon|} m_\epsilon(R) + \frac{C \tilde{I}_2(t)}{h^2 R^2} m_\epsilon(R) \quad \forall t \in [0,T_z],
\]
where
\[
\tilde{I}_2(t) = \int dx \omega_{\epsilon}(x,t) (x_2 - B_{\epsilon,z}^+(t))^2.
\]
From definitions Eqs. (4.13) and (4.15),
\[
|\tilde{I}_2(t) - I_2^*(t)| \leq C \varepsilon^\chi \quad \forall t \in [0,T_z],
\]
so that, in view of Eq. (4.17),
\[
|\mathcal{H}_1| \leq C \left( \frac{1}{h^3 + \alpha |\log \varepsilon|} + \frac{C}{h^2 R^2} |\log \varepsilon|^2 \right) m_\epsilon(R) \quad \forall t \in [0,T_z].
\]

Concerning \( \mathcal{H}_2 \), we note that Eqs. (3.10), (3.13), (3.14), (3.15), and (3.22) imply
\[
|V(x,t)| \leq \frac{C}{|\log \varepsilon|} \quad \forall x_2 \in [r_0 - \bar{r}, r_0 + \bar{r}] \quad \forall t \in [0,T_z].
\]
On the other hand, in view of Eqs. (A.1) and (A.6), \( W'_{R,h}(x_2 - B_{\epsilon,z}^+(t)) \) is zero if \( |x_2 - B_{\epsilon,z}^+(t)| \geq R \) as well as if \( x_2 \in [r_0 - \bar{r}, r_0 + \bar{r}] \) and \( t \in [0,T_z] \). Therefore, from Eqs. (A.2) and (A.10),
\[
|\mathcal{H}_2| \leq \frac{C}{|\log \varepsilon|} m_\epsilon(R) \quad \forall t \in [0,T_z].
\]

Similarly, \( W''_{R,h}(x_2 - B_{\epsilon,z}^+(t)) \) is zero if \( |x_2 - B_{\epsilon,z}^+(t)| \geq R \) as well as if \( x_2 \in [r_0 - \bar{r}, r_0 + \bar{r}] \) and \( t \in [0,T_z] \), so that, from Eq. (A.3),
\[
|\mathcal{H}_3| \leq C \nu \left( \frac{1}{h^2} + \frac{1}{h^2} \right) m_\epsilon(R) \quad \forall t \in [0,T_z].
\]

From Eqs. (A.9), (A.11) and (A.12), recalling Eq. (A.7) and that \( \nu \leq \varepsilon^2 |\log \varepsilon|^\gamma \), we conclude that
\[
\frac{d}{dt} m_\epsilon(R,h) \leq A_\varepsilon(R,h) m_\epsilon(R) \quad \forall t \in [0,T_z],
\]
with
\[
|\mathcal{H}_1| \leq \frac{C}{h^3 + \alpha |\log \varepsilon|} m_\epsilon(R) + \frac{C \tilde{I}_2(t)}{h^2 R^2} m_\epsilon(R) \quad \forall t \in [0,T_z],
\]
where
\[
\tilde{I}_2(t) = \int dx \omega_{\epsilon}(x,t) (x_2 - B_{\epsilon,z}^+(t))^2.
\]
where
\[
A_\varepsilon(R, h) = C \left( \frac{1}{h^{1+\alpha}|\log \varepsilon|} + \frac{1}{h^2 R^2 |\log \varepsilon|^2} + \frac{1}{h|\log \varepsilon|} + \frac{\varepsilon^2 |\log \varepsilon|}{h^2} \right).
\]

Therefore, by Eqs. (A.9) and (A.13),
\[
\mu_t(R, h) \leq \mu_0(R, h) + A_\varepsilon(R, h) \int_0^t ds \mu_s(R - h, h).
\]

(A.14)

The proof can now be concluded arguing as in Ref. [4]. Nonetheless, to keep the proof sufficiently self-contained, we prefer to report the details.

We assume \( \varepsilon \) sufficiently small and iterate Eq. (A.14) \( n = \| \log \varepsilon \| \) times (denoting with \( [a] \) the integer part of \( a > 0 \)), from
\[
R_0 = \frac{1}{|\log \varepsilon|^k} \quad \text{to} \quad R_n = \frac{1}{2|\log \varepsilon|^k},
\]

(A.15)

where
\[
R_n = R_0 - nh, \quad h = \frac{1}{2n|\log \varepsilon|^k}.
\]

Recalling the condition \( R \geq 2h^\alpha \), stated at the beginning of the proof and under which Eq. (A.13) has been deduced, we make the choice
\[
\alpha = \frac{1 - k}{1 + k} - \delta, \quad \delta \in \left( 0, \frac{1 - 2k}{1 + k} \right).
\]

(A.16)

This implies
\[
h^\alpha \approx C \left( \frac{1}{|\log \varepsilon|^{1+k}} \right)^\alpha = C \left( \frac{1}{|\log \varepsilon|^{1+k}} \right)^{\frac{1+k-\delta}{k}} = C |\log \varepsilon|^{-\delta(k+1)},
\]

with \( k < 1 - k - (1 + k)\delta \) (by the choice of \( \delta \) in Eq. (A.16)), hence \( h^\alpha \ll R \) if \( \varepsilon \) is small enough and \( R \) is in the range established by Eq. (A.14). Moreover, for \( \varepsilon \) small,
\[
\frac{\varepsilon^2 |\log \varepsilon|}{h^2} \leq C \frac{|\log \varepsilon|^{k+2}}{|\log \varepsilon|^2} \leq |\log \varepsilon|^{4k},
\]

so that there is \( q \in (0, 1) \) such that \( A_\varepsilon(R, h) \leq C |\log \varepsilon|^q \). In conclusion, for any \( \varepsilon \) small enough,
\[
\mu_t(R_0 - h, h) \leq \mu_0(R_0 - h, h) + \sum_{j=1}^{n-1} \mu_0(R_j, h) \frac{(C|\log \varepsilon|^q)^j}{j!} + \frac{(C|\log \varepsilon|^q)^n}{(n-1)!} \int_0^t ds (t-s)^{n-1} \mu_s(R_n, h).
\]

Since \( \Lambda_\varepsilon(0) \subset \Sigma(\varepsilon|\varepsilon|) \), if \( \varepsilon \) is sufficiently small then \( \mu_0(R_j, h) = 0 \) for any \( j = 0, \ldots, n \), hence,
\[
\mu_t(R_0 - h, h) \leq \frac{(C|\log \varepsilon|^q)^n}{(n-1)!} \int_0^t ds (t-s)^{n-1} \mu_s(R_n, h) \leq \frac{(C|\log \varepsilon|^q)^n}{n!}.
\]

(A.17)
where in the last inequality we have used the trivial bound \( \mu_s(R_n, h) \leq 1 \). Therefore, using Eq. (A.5), Stirling formula, and \( n = \lceil \log \varepsilon \rceil \),

\[
m_t(R_0) \leq \mu_t(R_0 - h, h) \leq C \frac{1}{\log \varepsilon^{(1-q)\log \varepsilon}},
\]

which implies Eq. (4.24). \( \square \)

**Appendix B. Proof of Lemma 4.4**

In absence of external field, the proof of Eq. (4.27) given in Ref. [3] is obtained by applying the abstract concentration result Ref. [3, Lemma 2.1] to the inequality Ref. [3, Eq. (2.9)], involving an integral functional of the vorticity. This inequality is deduced from an upper bound on the kinetic energy functional

\[
E = \frac{1}{2} \int \! d\xi \| u(\xi, t) \|^2,
\]

which in cylindrical coordinates \( x = (x_1, x_2) = (z, r) \) takes the form

\[
E(t) = \frac{1}{2} \int \! dx \, 2\pi x_2 |u(x, t)|^2,
\]

combined with the bounds

\[
M_0(t) = \int \! dx \, \varepsilon(x, t) \leq C \frac{1}{\log \varepsilon}, \quad (B.1)
\]

\[
M_2(t) = \int \! dx \, x_2^2 \varepsilon(x, t) \leq C \frac{1}{\log \varepsilon}, \quad (B.2)
\]

\[
E(t) \geq E(0) - \frac{C \nu}{\varepsilon^2 |\log \varepsilon|^2} \geq E(0) - \frac{C}{|\log \varepsilon|^{2-\gamma}}, \quad (B.3)
\]

with \( \gamma \in (0, 1) \) (for \( t \in [0, T] \) and any \( \varepsilon \) small enough).

In Ref. [3], the upper bounds on \( M_0 \) and \( M_2 \) are easily deduced since \( M_0(t) \leq M_0(0) \), \( M_2(t) = M_2(0) \) (in absence of external field, recall Eq. (4.20)), and both \( M_0(0) \) and \( M_2(0) \) are bounded from above by \( C/|\log \varepsilon| \) in view of the assumption Eq. (3.6) on the initial distribution. Concerning the lower bound on the energy (which is a conserved quantity in the Euler case in absence of external field), from the well known formula for the energy dissipation due to viscosity we have,

\[
\dot{E}(t) = -\nu \int \! d\xi \sum_{i,j=1}^3 (\partial_{\xi_i} u_i(\xi, t))^2 = -\nu \int \! d\xi |\omega(\xi, t)|^2
\]

\[
\leq -2\pi \int \! dx \, \omega_x^2(x, t)x_2 \geq -2\pi \nu M_2(t) \| \frac{\omega_x(t)}{x_2} \|_{L_\infty} \geq -\frac{C \nu}{\varepsilon^2 |\log \varepsilon|^2}, \quad (B.4)
\]

where we used Eqs. (B.2), (B.3), and (3.6). Therefore,

\[
- C \frac{|\log \varepsilon|^{\gamma}}{|\log \varepsilon|^2} \leq - \frac{C \nu}{\varepsilon^2 |\log \varepsilon|^2} \leq \dot{E} \leq 0, \quad (B.5)
\]

by the assumption \( \nu \leq \varepsilon^2 |\log \varepsilon|^\gamma \), where \( \gamma < 1 \).

From what discussed above, we conclude that Lemma 4.4 is proved if we show that Eqs. (B.1), (B.2), and (B.3) hold true also in the present case.

The function \( M_0(t) \) is non-increasing also in our case, and indeed we have already noticed the bound Eq. (B.1), see Eq. (4.5).

---

*4A notation warning: in Ref. [3], \( \varepsilon \to \sigma \) and \( \nu \leq \varepsilon^2 |\log \varepsilon|^\gamma \to \nu \leq \sigma^2 |\log \sigma|^\alpha \).*
Concerning the variation of $M_2(t)$, we can apply Eq. (4.1) with $f(x, t) = x^2$, so that, by Eq. (4.20) (the contribution of the viscosity is zero),

$$\dot{M}_2(t) = \int dx \omega_\varepsilon(x, t) 2x_2 F_2^\varepsilon(x, t).$$

Therefore, from the Cauchy-Schwarz inequality and Eqs. (4.3), (4.10), (3.11), (3.13), (3.14), and (4.5),

$$|\dot{M}_2(t)| \leq \sqrt{M_2(t)} \sqrt{\int dx \omega_\varepsilon(x, t) F_2^\varepsilon(x, t)^2},$$

hence, by Eq. (4.25),

$$|\dot{M}_2(t)| \leq C|\log \varepsilon|^{-3/2} \sqrt{M_2(t)} \quad \forall t \in [0, T],$$

which implies $M_2(t) \leq M_2(0) + C|\log \varepsilon|^{-2}$ for any $t \in [0, T]$, so that Eq. (B.2) follows, i.e.,

$$M_2(t) \leq C|\log \varepsilon| \quad \forall t \in [0, T]. \quad (B.6)$$

Finally, concerning the energy $E(t)$, its time derivative is

$$\dot{E}(t) = \dot{E}_\nu(t) + \dot{E}_{F^\varepsilon}(t),$$

where $\dot{E}_\nu(t)$ is the variation due to the viscosity, which has been already treated in Eq. (B.4). To compute the variation $\dot{E}_{F^\varepsilon}(t)$ due to the external field, we adapt the strategy developed in Ref. [4, Appendix A], where the Euler case with regular external field $F^\varepsilon = \tilde{F}^\varepsilon$ is considered. We write $u(x, t) = x_2^{-1} \nabla \perp \Psi(x, t)$, where $\Psi(x, t)$ is the stream function,

$$\Psi(x, t) = \int dy S(x, y) \omega_\varepsilon(y, t),$$

with $S(x, y)$ the Green function,

$$S(x, y) := \frac{x_2 y_2}{2\pi} \int_0^\pi d\theta \frac{\cos \theta}{\sqrt{|x - y|^2 + 2x_2 y_2(1 - \cos \theta)}}. \quad (B.7)$$

Therefore, the energy reads (see, e.g., Refs. [2][12]),

$$E = \pi \int dx \Psi(x, t) \omega_\varepsilon(x, t) = \pi \int dx \int dy S(x, y) \omega_\varepsilon(x, t) \omega_\varepsilon(y, t),$$

and, by Eq. (4.1), the contribution to $\dot{E}(t)$ due to the external field is

$$\dot{E}_{F^\varepsilon}(t) = \pi \int dx \omega_\varepsilon(x, t) (F^\varepsilon \cdot \nabla \Psi + \partial_t \Psi)(x, t).$$

We now recall that in Ref. [4, Appendix A] the following identity for $\dot{E}_{F^\varepsilon}(t)$ holds true,

$$\dot{E}_{F^\varepsilon}(t) = 2\pi \int dx \omega_\varepsilon(x, t) (F^\varepsilon \cdot \nabla \Psi)(x, t). \quad (B.8)$$

\footnote{Observe that $u \cdot \nabla \Psi = 0$.}
According to the decomposition Eq. (3.8) of $F^\varepsilon$, we then write $\dot{E}_{F^\varepsilon}(t) = \dot{E}_{F^\varepsilon}(t) + \dot{E}_{\tilde{F}^\varepsilon}(t)$ and analyze separately these terms.

As already noticed, $\tilde{F}^\varepsilon$ has the same properties of the external field considered in Ref. [4], so that the analysis of Ref. [4, Appendix A] applies to $\dot{E}_{\tilde{F}^\varepsilon}(t)$, obtaining

$$|\dot{E}_{\tilde{F}^\varepsilon}(t)| \leq \frac{C}{|\log \varepsilon|^2}.$$  

To analyze the remaining terms, we shall use the following estimate on $u(x,t)$,

$$\|u(\cdot,t)\|_{L^\infty} \leq \frac{C}{\varepsilon |\log \varepsilon|} \quad \forall \, t \in [0,T], \quad (B.8)$$

which follows from Eqs. (4.10), using Eq. (4.3) together with Eqs. (3.5) and (3.6), and the estimate $M_2 = \|x_2^2 \omega^\varepsilon\|_{L^1} \leq C/|\log \varepsilon|$ proved above. Therefore, as $|\nabla \Psi(x,t)| = |\nabla^\perp \Psi(x,t)| = x_2 |u(x,t)|$, by Eqs. (3.10), (3.11), and the Cauchy-Schwarz inequality,

$$|\dot{E}_{F^\varepsilon}(t)| \leq C \sqrt{\frac{M_2(t)}{\varepsilon^2 |\log \varepsilon|^2}} \int_{\|x_2-\hat{r}\| > \hat{r}} dx \omega^\varepsilon(x,t) \leq C_{\ell} \varepsilon^\ell \quad \forall \, t \in [0,T], \quad \forall \, \ell > 0,$$

where we used Eqs. (1.25) and (1.6) in the last inequality. Similarly, by Eq. (3.14),

$$|\dot{E}\dot{F}^\varepsilon(t)| \leq C_{\ell} \frac{(\beta - 1)}{|\log \varepsilon|} \int dx \omega^\varepsilon(x,t) x_2 = C_{\ell} \frac{(\beta - 1)}{|\log \varepsilon|^2} B_{\ell,2}(t) \leq C_{\ell} \frac{(\beta - 1)}{|\log \varepsilon|^2},$$

where we used that $B_{\ell,2}(t) \leq C$ and $|B_{\ell,2}(t) - B_{\ell,2}^*(t)|$ is vanishing for $\varepsilon \to 0$.

In conclusion,

$$|\dot{E}_{F^\varepsilon}(t)| \leq \frac{C}{|\log \varepsilon|^2} \ll \frac{C}{|\log \varepsilon|^{2-\gamma}}$$

and also Eq. (B.3) holds in the present case. The lemma is thus proved. \(\square\)
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