A Lightweight Moving Target Defense Framework for Multi-purpose Malware Affecting IoT Devices
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Abstract—Malware affecting Internet of Things (IoT) devices is rapidly growing due to the relevance of this paradigm in real-world scenarios. Specialized literature has also detected a trend towards multi-purpose malware able to execute different malicious actions such as remote control, data leakage, encryption, or code hiding, among others. Protecting IoT devices against this kind of malware is challenging due to their well-known vulnerabilities and limitations in terms of CPU, memory, and storage. To improve it, the moving target defense (MTD) paradigm was proposed a decade ago and has shown promising results, but there is a lack of IoT MTD solutions dealing with multi-purpose malware. Thus, this work proposes four MTD mechanisms changing IoT devices' network, data, and runtime environment to mitigate multi-purpose malware. Furthermore, it presents a lightweight and IoT-oriented MTD framework to decide what, when, and how the MTD mechanisms are deployed. Finally, the efficiency and effectiveness of the framework and MTD mechanisms are evaluated in a real-world scenario with one IoT spectrum sensor affected by multi-purpose malware.

Index Terms—Moving Target Defense, IoT devices, Multi-purpose malware

I. INTRODUCTION

Society is experiencing a massive increment of Internet of Things (IoT) devices deployed over multiple real-world scenarios such as industry, home, health, transport, or agriculture. The IoT devices used in the previous environments present particularities in terms of hardware, operating systems, services, and data. However, there are also remarkable interscenario similarities such as the connectivity to the internet and limitations in terms of CPU, memory, and storage. These aspects, combined with the complexity of deploying detection and mitigation cybersecurity mechanisms, make IoT devices one of the most desired targets for cyberattacks [1].

Cybersecurity studies acknowledge this fact, since the number of cyberattacks affecting heterogeneous IoT devices is increasing every year [2]. In addition, cybercriminals are moving towards the usage of multi-purpose malware, where malicious behaviors such as remote control, data leakage, encryption, mining, code execution hiding, and other hostile actions can be perpetrated by individual malware samples. This fact complicates the challenge of defending IoT devices since detection and mitigation mechanisms must be varied, and they usually consume many resources.

Assuming that perfect security is not realistic in any system, in 2009, a novel cyberdefense paradigm called Moving target defense (MTD) was introduced [3]. MTD proposes to continuously change different aspects (like, for example, network, data, or runtime environment) of a given device or system to prevent or mitigate ongoing or future cyberattacks. Therefore, the idea is to reduce the attack surface and make it more difficult for attackers to exploit vulnerabilities.

Despite the progress achieved by existing MTD-based solutions, as stated in [4], a limited amount of work is dedicated to IoT devices. More in detail, the following challenges are still open: ch1) lack of IoT MTD mechanisms moving different parameters to mitigate multi-purpose malware affecting data integrity, availability, and confidentiality; ch2) lack of on-host systems suitable for IoT devices and able to deploy MTD mechanisms proactively and reactively, and ch3) lack of work evaluating the efficiency of MTDs in real testbeds. To improve these challenges, the main contributions of this work are:

- Four MTD mechanisms changing the network, data, and runtime environment of IoT devices to mitigate multi-purpose malware (covering ch1 and code available in [5]).
- A lightweight and IoT-oriented MTD framework able to decide what, when, and how the proposed four MTDs are deployed in a reactive and proactive way (covering ch2).
- The evaluation of the effectiveness and efficiency of the framework and the MTD mechanisms in a real-world scenario with a spectrum sensor affected by multi-purpose malware showing behaviors of Botnet, Ransomware, Rootkit, and Backdoor (covering ch3).

The remainder of this article is organized as follows. Section II reviews existing IoT MTD mechanisms. While Section III presents four novel IoT MTDs, Section IV provides a framework to manage them. Section V evaluates and compares the framework performance and efficiency in a real-world scenario. Finally, Section VI draws conclusions and next steps.
A recent review of IoT MTD techniques concludes that IoT MTD is still immature, and novel techniques deployed in real-world scenarios should be prioritized [4]. Moreover, the authors present WHAT, WHEN, and HOW as design principles for MTDs. The WHAT represents the components of the system that are changed to secure the system. WHEN and HOW denote the time and transformation of the change. Finally, the authors categorized 32 existing IoT MTD works according to the WHAT principle, where 54% focused on the network, 20% on runtime, 13% on software, 10% on data, and 3% on the platform.

Starting from the network category, the one with the most MTDs, [6] proposes μMTD that limits the time window for reconnaissance attacks through IP address rotation. [7] presents ASHA, a method allowing a fast, secure, and collision-free address renewal of IPv6. The previous two solutions have been proactively deployed in simulated environments. In contrast, this work not only protects against network attacks (proactively and reactivity) but also against attacks affecting data and runtime environments. Continuing with the runtime category, [8] proposes the combination of software and hardware mitigation. It uses a randomization approach that modifies the layout of the executable code, preventing code-reuse attacks. From hardware, it isolates the binary code to avoid exposing executed code to attackers. Compared this work, this solution fails against attacks manipulating links to libraries. In the data category, [9] presents a side-channel resilient MTD mechanism for electromagnetic-based side-channel attacks. The solution applies rekeying at suitable intervals to reduce the computational overhead. Another data-driven approach is [10]. It proposes a Dynamic Key-Length-Based Security Framework (DLSeF) that uses a shared key that affects data encryption. When this work, the previous two solutions do not prevent attacks affecting data encryption.

This section presents novel MTD mechanisms to mitigate multi-purpose malware controlling IoT devices, encrypting data, hiding malicious commands, or leaking sensitive data.

### A. File Encryption

This novel reactive MTD mechanism creates a honeypot with dummy files on the IoT device (victim). It traps ransomware in a dynamic expanding and collapsing directory and file tree with dummy files, in the meanwhile the encrypting process is discovered and killed. The goal is to keep as much data safe as possible, while focusing exclusively on the encryption behavior shared by multiple ransomware implementations. Related malicious phases commonly found in Ransomware, such as cryptographic key exchange with a C&C server, are covered by other MTD techniques.

Before providing the MTD details, it is important to know that most of the existing ransomware samples recursively encrypt files. To mitigate it, first, the proposed MTD is deployed in the directory in which files are being encrypted. Then, it moves to a random existing subdirectory, and creates a new subdirectory with dummy files. Once a given number of dummy files per directory is created, it moves to a new subdirectory and repeats the process. This movement is done because once the encryption on a directory starts, no new files added to that directory are encrypted. Additionally, the MTD deletes dummy files when they are encrypted to avoid depleting scarce disk space. Fig. 1 shows a flowchart with the previous steps. This creation of dummy files is key to create a file-based honeypot that allows the ransomware to be stalled and identified. Lastly, the MTD monitors all running processes to identify and kill the encrypting process. For that, the CPU usage of all processes is monitored, and all processes falling below a minimum threshold are discarded due to encrypting files is a CPU-intensive task. In the next step, processes included in a whitelist are filtered out. Finally, the MTD monitors how many files are opened by each process of the suspicious list within a minute. If the number of open files exceeds a configurable threshold, the process is killed.

TABLE I: Comparison of IoT MTD Mechanisms. Network (N), Runtime (R), Data (D), Proactive (Pr), Reactive (Re).

| Sol. Year | Attack          | What    | How       | When | Eval. |
|----------|----------------|---------|-----------|------|-------|
| [6] 2018 | C&C            | N       | IP Shuffle| Pr   | Sim.  |
| [7] 2019 | C&C            | N       | IPv6 Shuffle| Pr   | Sim.  |
| [8] 2015 | Code Reuse     | R       | Code Random.| Pr   | HW   |
| [9] 2020 | Side-channel   | D       | Encryption Key| Pr   | -    |
| [10] 2016| Side-channel   | D       | App. Encr. Key| Pr   | Sim.  |

TABLE I compares the main aspects covered by previous works. As can be seen, attacks performed by recent malware able to encrypt and steal sensitive data, change libraries, and hide themselves are not considered by existing MTDs. Furthermore, most MTDs are evaluated in simulated scenarios. Finally, there is no framework able to deploy MTD mechanisms when needed.
B. File Format

This novel reactive MTD shuffles the extensions of IoT sensors files to hide them from malware such as backdoors and ransomware affecting data availability, integrity, or confidentiality. This MTD relies on the fact that some malware families select target files according to their extensions.

To achieve the previous functionality, this MTD creates pseudo extensions consisting of alphanumeric strings randomly generated and replaces selected file extensions with the pseudo ones. The MTD maintains a dictionary to track the relationship between valid and pseudo extensions. When a new pseudo extension is created, the MTD checks in the dictionary if it is valid or used. This is done to avoid collisions during reconstruction. Then, once malware is mitigated, the pseudo extensions are replaced with genuine ones.

C. Libraries

This novel MTD changes the Linux runtime environment of the IoT sensor reactively or proactively to reduce or mitigate manipulations of legitimate libraries to execute malicious code (done by rootkits). More in detail, this MTD sanitizes corrupted libraries and unlinks fake libraries.

When running applications on Linux, it is possible to preload needed libraries through the LD_PRELOAD environment variable contained in the /etc/ld.so.preload file. In particular, LD_PRELOAD links shared libraries that are preloaded on the user-space, taking precedence over preloaded libraries of the kernel-space. Therefore, malware like rootkits take advantage of this and modify this environmental variable to preload malicious libraries hiding themselves. Additionally, rootkits can unlink the /etc/ld.so.preload file from the dynamic linker, and a malicious file is linked in its place. To prevent or mitigate these behaviors, this MTD sanitizes i) the ld.so.preload file with a backup containing the right value of the LD_PRELOAD variable, and ii) the dynamic link to the /etc/ld.so.preload file. Regarding the first action, the MTD guarantees that LD_PRELOAD points to the legitimate libc.so.6 library. Therefore, typical malicious behaviors of rootkits such as files hiding or disabled access files are prevented. Dealing with the second action, the MTD overwrites the /lib/arm-linux-gnueabihf/ld-2.24.so file with the string /etc/ld.so.preload to link again with the proper library.

D. IP Address

This is an adaptation of existing MTD mechanisms shuffling the IP address of IoT devices (victim) to mitigate the impact of malware based on C&C (like Botnets). The main difference compared to related work is that it works with private addresses and can be executed proactively or reactively to disrupt the communication between the IoT sensor and C&C. The MTD is designed so that it cuts communication to all types of C&C servers, whether the server is running on the device or on an external host (locally or publicly reachable).

From the implementation perspective, the MTD mechanism creates a list with all IP addresses available in the private network where the IoT device is connected. It is done by generating a list with all IP addresses of the private network and then removing the IPs assigned to active devices (obtained with the arp-scan command). After that, a given IP address from the list is randomly chosen, and the IoT device requests to migrate to that IP using ifconfig. Then, the MTD checks if there is internet connectivity. If so, the migration is successful, and the legitimate services of the IoT device are restarted. If there is no connectivity, the MTD removes the IP from the list of possible ones, chooses a new IP, and checks its connectivity. This sequence is repeated until a successful migration.

IV. LIGHTWEIGHT HYBRID MTD FRAMEWORK

This section presents a novel MTD framework for IoT devices. The framework objective is to decide WHEN, HOW, and WHAT MTD mechanisms explained in Section III should be deployed to mitigate multi-purpose malware. Fig. 2 shows the modules and components of the proposed framework, which are all deployed on the IoT device.

- **MTD Decision.** This module decides WHEN to deploy MTD mechanisms.
- **MTD Enforcement.** This module deals with HOW and WHAT MTD mechanisms are deployed.

The MTD Decision module focuses on WHEN to deploy MTD mechanisms according to proactive and reactive criteria. For the proactive approach, the system administrator defines in the Action or Time Rule component the actions or time windows that need to be met by the IoT device to deploy MTDs. Periodically, the Engine component checks the criteria and sends an alarm to the MTD Enforcement module. This approach is the most lightweight and does not need previous
knowledge to make the WHEN decision. However, the lack of information also complicates further decisions about HOW and WHAT MTD should be deployed.

The reactive approach can facilitate this decision, but it increases the computational complexity and decision time of the MTD Decision module. In particular, the reactive process decides WHEN to deploy MTDs according to the output of a supervised Machine Learning (ML)-based process able to classify the IoT device behavior. More in detail, first, the Data Acquisition component periodically collects kernel events of the IoT device related to CPU, memory, file system, network interface, scheduler, drivers, and random numbers usage. Then, the Data Curation component preprocesses the events and extracts relevant features. Feature vectors are stored and labeled in a dataset created by the Dataset Generation component. The monitoring, data curation, and dataset generation processes are repeated for normal and malicious behaviors of multi-purpose malware. After that, the Algorithm Selection component selects a set of classification algorithms, the Model Training trains the ML models with the created dataset, and the Model Evaluation detects the IoT device behavior, which is sent to the upper module.

The MTD Enforcement module decides HOW and WHAT MTD mechanism (proposed in Section III) should be deployed according to the outputs of the previous module. For that, the Selection & Deployment component defines a set of rules deciding the MTD mechanisms that should be deployed. If the IoT device behavior is available (reactive approach), it deploys the most suitable MTD for that behavior. If not (proactive approach), all proactive MTDs are deployed simultaneously. An example of policies is provided below.

- If [Rootkit] → deploy [Libraries MTD]
- If [Ransomware] → deploy [File Encryption MTD]
- If [Botnet] → deploy [IP Address MTD]
- If [Backdoor] → deploy [File Format MTD]
- If [action] or [time] → deploy [File Format MTD] and [IP Address MTD] and [Libraries MTD]

V. MTD FRAMEWORK EFFICIENCY AND EFFECTIVENESS

It describes the implementation and the experimental results achieved by the MTD framework when deployed on a real IoT spectrum sensor affected by multi-purpose malware.

A. IoT Spectrum Sensors Affected by Multi-purpose Malware

The IoT evolution has brought Radio Frequency crowdsensing platforms to reality, offering the optimization of spectrum usage. However, sensors used by these platforms are resource-constrained devices with well-known vulnerabilities and limitations to deploy complex cybersecurity mechanisms. Attackers are aware of this fact, and the increment of multi-malware affecting IoT devices proves it.

In the context of malware affecting IoT devices, this work has considered ElectroSense [11], a real-world, open-source, and crowdsensing solution that uses Raspberry Pis to continuously send RF spectrum data gathered from connected software-defined radio kits. In particular, this work has deployed an ElectroSense sensor in a Raspberry Pi 4 with 1.5 GHz CPU and 3.7 GB RAM. The Raspberry Pi 4 executes the official and publicly available ElectroSense software, and is connected to a local area network with access to the Internet. Then, the device has been infected with multi-purpose malware such as Bashlite (botnet); Ransomware_PoC (ransomware); Beurk and Bdvil (rootkit); and TheTick, PythonBackdoor and httpBackdoor (backdoor). All these malware samples and an in-depth description of their behavior can be found and downloaded through [12]. Furthermore, since the main contribution of this work focuses on MTD techniques and not malware detection, other malware samples detectable by the proposed solution can be found in the previous work. These malware samples can be executed by exploiting weak passwords or well-known vulnerabilities of IoT devices network services such as SSH or Telnet. Furthermore, their functionality is to control sensors remotely, encrypt data, hide malicious actions, leak sensitive data, or execute malicious code. Finally, the impact of these behaviors on spectrum sensors is to i) disrupt crowdsensing platforms services, ii) execute Distributed-Denial of Service (DDoS) attacks, or iii) perform lateral movement attacks.

B. MTD Decision Module: ML-based Reactive

For optimal deployment of MTD mechanisms, detecting the malicious behavior of IoT spectrum sensors is needed. Due to the threat model considered in ElectroSense, which uses autonomous devices operated directly by the community, data sources leveraging third-party devices (e.g., traffic flows, firewall logs) are not available. In this sense, the Data Acquisition component uses kernel software events, present in any Linux system due to their flexibility and variety. To monitor this dimension, perf Linux tool is selected, monitoring ≈80 values from different event families such as network, memory, file system, CPU, process scheduler, or device drivers. Every 5 s, the monitoring collects the data of the previous metrics, considering all processes running in the sensor. Then an extra processing time is required for perf to calculate and return the values. TABLE II shows the resource usage of the Data Acquisition component. As it can be appreciated, it implies a low resource consumption, with only a maximum 4% of usage in one CPU core. Besides, the complete perf monitoring and data processing loop is performed in ≈10 s, which is an acceptable monitoring time for early malware detection.

| Monitoring Time | Processing Time | CPU Usage | Memory Usage | Storage Usage |
|-----------------|-----------------|-----------|--------------|--------------|
| 5 secs          | ≈5.21 secs      | 1-4 %     | 6.14 MB      | 6.98 kB      |

After that, since the framework uses supervised ML/DL algorithms, it is necessary to monitor each behavior to allow the algorithms to be trained and generate models capable of differentiating malicious activities. Therefore, normal (uninfected)
behavior and the different malware samples (Beurk, Bdv1, Bashlite, Ransomware_PoC, HttpBackdoor, PythonBackdoor, and TheTick) are monitored for a minimum of six hours. To monitor this dimension, perf Linux tool is selected, monitoring ≈80 values from different event families such as network (12), memory (21), file system (12), CPU (4), process scheduler (14), or device drivers (7). In total, ≈2160 vectors are available per behavior, making up a dataset of ≈21600 vectors and ≈6.78 MB.

For attack identification, k-NearestNeighbors (k-NN), Support Vector Machine (SVM), XGBoost (XGB), Decision Tree (DT), Random Forest (RF), and Multi-Layer Perceptron (MLP) are tested. Then, the available dataset is divided into 80% for training (including cross-validation) and 20% for testing. Besides, data standardization has been applied using min-max for the algorithms that require normalization. TABLE III shows the classification results per model in terms of average F1-Score. RF and XGB are the models providing the best performance with a 0.98 average F1-Score. For deployment, RF is selected due to its shorter training time and lower performance with a 0.98 average F1-Score. RF and XGB are the models providing the best

Finally, Fig. 3 shows the confusion matrix for the classification of each behavior and malware. It can be seen that almost all behaviors are correctly classified, only having trouble detecting the 25% of the times the Data Leak attack when using TheTick backdoor.

![Confusion Matrix](image)

**Fig. 3: RF Confusion Matrix**

In conclusion, the ML-based Reactive component takes ≈10 s to accurately detect normal and malicious behaviors when deployed as part of the MTD framework (only a few false positives for Data Leak are present). In addition, the consumption of CPU, RAM, and storage during monitoring and model training/evaluation is acceptable for IoT spectrum sensors implemented in Raspberry Pis.

### C. MTD Enforcement Module: Deploying MTD Mechanisms

A set of experiments has been conducted to analyze the efficiency and effectiveness of the framework and the four MTD mechanisms. On the one hand, to evaluate the reactive deployment of MTD mechanisms, each experiment: i) infects the IoT spectrum sensor with the appropriate malware, ii) detects the malware and malicious behavior, and iii) deploys the MTD mechanism. On the other hand, the MTD deployment relies on time intervals for proactive evaluation.

TABLE IV shows the duration of each phase (highlighting the runtime of the respective malicious behavior or MTD technique), the CPU, RAM, time, and I/O blocks/s used in the sensor. In addition, it shows the KB/s sent by the spectrum scanning process. Finally, these metrics are measured for i) the spectrum sensor (with and without MTD framework), and ii) the MTDs deployed reactively and proactively.

| Scenario       | Duration [s] | CPU [%] | RAM [%] | I/O [Blocks/s] | Spectrum [KB/s] |
|----------------|-------------|---------|---------|----------------|-----------------|
| Sensor         |             |         |         |                |                 |
| MTD Framework  | 1035        | 23.37   | 15.53   | 0/0.0          | 16.34           |
| **Reactive MTD** |            |         |         |                |                 |
| Botnet         | 42          | 22.75   | 8.44    | 0/1.5          | 16.31           |
| C&C MTD        | 12          | 19      | 8.43    | 0/6            | 15.10           |
| Data Leak      | 112         | 29.33   | 14.27   | 2/1            | 15.28           |
| File Format MTD| 56          | 35.20   | 14.29   | 3.60/1.5       | 15.14           |
| Backdoor       | 112         | 22      | 17.27   | 0/0.25         | 15.85           |
| C&C MTD        | 14          | 21.5    | 17.46   | 0/1            | 9.37            |
| Ransomware     | 84          | 83.86   | 9.85    | 79/572         | 15.50           |
| Encryption MTD | 70          | 90.66   | 8.99    | 93/667         | 15.64           |
| Rootkit        | 42          | 27.50   | 13.43   | 0.30/0.5       | 15.40           |
| Libraries MTD | 12          | 34.00   | 13.45   | 0/2            | 15.30           |
| **Proactive MTD** |          |         |         |                |                 |
| Rootkit        | 29          | 40      | 11.71   | 0/25           | 16.51           |
| Libraries MTD | 1035        | 25.82   | 11.63   | 0/5.49         | 16.26           |

As can be seen, the MTD framework resource consumption in the background is minimal. For proactive and reactive deployment, the MTD mechanisms differ in mitigation time. For example, data leakage behavior impacts the device during 112 s. Upon deploying the *File Format* MTD which operated for 56 s, critical files are protected so that only 11 MB of data were leaked out of 300 MB of PDF files. Furthermore, the CPU, RAM, I/O, and data collected by the sensor of the phase where the malware is running can be compared to the row underneath showing the impact of malware and MTD operation. From that, it can be concluded that for all MTD techniques, the resource impact is minimal when deployed reactively. From the proactive deployment perspective, the Libraries MTD does not impact the sensing service. Thus, the MTD is deployed every minute, leading to successful disinfection of rootkits and backdoors after 29 s with negligible impact on resources.

In terms of CPU consumption, Ransomware, and the File Encryption MTD have the strongest impact as presented in

---

**TABLE III: F1-Score per Classification Algorithm.**

| Algorithm       | k-NN | SVM | XGB | DT | RF | MLP |
|-----------------|------|-----|-----|----|----|-----|
| Avg. F1-Score   | 0.88 | 0.94| 0.98| 0.97| 0.98| 0.95|

---

As can be seen, the MTD framework resource consumption in the background is minimum. For proactive and reactive deployment, the MTD mechanisms differ in mitigation time. For example, data leakage behavior impacts the device during 112 s. Upon deploying the *File Format* MTD which operated for 56 s, critical files are protected so that only 11 MB of data were leaked out of 300 MB of PDF files. Furthermore, the CPU, RAM, I/O, and data collected by the sensor of the phase where the malware is running can be compared to the row underneath showing the impact of malware and MTD operation. From that, it can be concluded that for all MTD techniques, the resource impact is minimal when deployed reactively. From the proactive deployment perspective, the Libraries MTD does not impact the sensing service. Thus, the MTD is deployed every minute, leading to successful disinfection of rootkits and backdoors after 29 s with negligible impact on resources.

In terms of CPU consumption, Ransomware, and the File Encryption MTD have the strongest impact as presented in

---

**TABLE IV: Effectiveness and Efficiency of MTD Enforcement**

| Scenario       | Duration [s] | CPU [%] | RAM [%] | I/O [Blocks/s] | Spectrum [KB/s] |
|----------------|-------------|---------|---------|----------------|-----------------|
| Sensor         |             |         |         |                |                 |
| MTD Framework  | 1035        | 23.37   | 15.53   | 0/0.0          | 16.34           |
| **Reactive MTD** |            |         |         |                |                 |
| Botnet         | 42          | 22.75   | 8.44    | 0/1.5          | 16.31           |
| C&C MTD        | 12          | 19      | 8.43    | 0/6            | 15.10           |
| Data Leak      | 112         | 29.33   | 14.27   | 2/1            | 15.28           |
| File Format MTD| 56          | 35.20   | 14.29   | 3.60/1.5       | 15.14           |
| Backdoor       | 112         | 22      | 17.27   | 0/0.25         | 15.85           |
| C&C MTD        | 14          | 21.5    | 17.46   | 0/1            | 9.37            |
| Ransomware     | 84          | 83.86   | 9.85    | 79/572         | 15.50           |
| Encryption MTD | 70          | 90.66   | 8.99    | 93/667         | 15.64           |
| Rootkit        | 42          | 27.50   | 13.43   | 0.30/0.5       | 15.40           |
| Libraries MTD | 12          | 34.00   | 13.45   | 0/2            | 15.30           |
| **Proactive MTD** |          |         |         |                |                 |
| Rootkit        | 29          | 40      | 11.71   | 0/25           | 16.51           |
| Libraries MTD | 1035        | 25.82   | 11.63   | 0/5.49         | 16.26           |
Fig. 4. Here, the three stages consisting of (1) encryption, (2) MTD operation, and (3) termination of the encryption process, are presented. Although the creation of files adds to the resource consumption, the execution of the ransomware is limited to 84 s. Furthermore, due to the creation of dummy files, only 7.1 MB of data are encrypted until the malware is detected. The automation scripts and the data collected during the evaluation of the samples can be found in [5].

![Graph showing device resource usage over time](image)

**Fig. 4. Device Resource Impact When Mitigating Ransomware**

**VI. CONCLUSION AND FUTURE WORK**

This work presents four IoT MTD mechanisms focused on (i) generating dummy files to trap encrypting processes, (ii) manipulating file extensions to reduce data leakages, (iii) sanitizing libraries to inhibit actions hiding, and (iv) shuffling IP addresses to avoid remote control. These four MTD mechanisms are selected and deployed by a proposed hybrid IoT-oriented framework. The framework presents a modular architecture that uses (i) ML-based behavior classification or predefined rules to decide WHEN MTD mechanisms should be applied, and (ii) a rule-based module to decide HOW and WHAT MTD mechanisms are deployed. The framework has been deployed on a real IoT spectrum sensor, where its effectiveness and efficiency were evaluated with different multi-purpose malware showing behaviors of botnets, ransomware, backdoors, and rootkits. The ML-based Reactive process achieved an average of 0.98 F1-Score using Random Forest and took about 10 s to classify normal and malicious behaviors. Finally, the performance of the implemented MTD techniques has been verified in terms of attack mitigation and resource consumption, stopping all the attacks satisfactorily and with low impact on CPU, RAM, disk, and sensing spectrum services. Thus, the framework and experiments conducted therewith address key challenges of MTD, such as the evaluation of MTD in real IoT platforms and the deployment of MTD in an intelligent and resource efficient way.

As future work, the optimization of the implemented MTD techniques is planned together with the development of new MTD mechanisms against other malware behaviors. Besides, it is planned to add Reinforcement Learning to the MTD Enforcement module, making it fully automated and adaptive.
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