Two-step melting of three-sublattice order in $S = 1$ easy-axis triangular lattice antiferromagnets
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We consider $S = 1$ triangular lattice Heisenberg antiferromagnets with a strong single-ion anisotropy $D$ that dominates over the nearest-neighbour antiferromagnetic exchange $J$. In this limit of small $J/D$, we study low temperature ($T \sim J \ll D$) properties of such magnets by employing a low-energy description in terms of hard-core bosons with nearest neighbour repulsion $V \approx 4J + J^2/D$ and nearest neighbour unfrustrated hopping $t \approx J^2/2D$. Using a cluster Stochastic Series Expansion (SSE) algorithm to perform sign-problem-free quantum Monte Carlo (QMC) simulations of this effective model, we establish that the ground-state three-sublattice order of the easy-axis spin-density $\rho_x(\vec{r})$ melts in zero field ($B = 0$) in a two-step manner via an intermediate temperature phase characterized by power-law three-sublattice order with a temperature dependent exponent $\eta(T) \in [\frac{1}{9}, \frac{1}{4}]$. For $\eta(T) < \frac{1}{3}$ in this phase, we find that the uniform easy-axis susceptibility of an $L \times L$ sample diverges as $\chi_L \sim L^{2 - 9\eta}$ at $B = 0$, consistent with a recent prediction that the thermodynamic susceptibility to a uniform field $B$ along the easy axis diverges at small $B$ as $\chi_{\text{easy-axis}}(B) \sim B^{-\frac{4 + 5\eta}{4 - 9\eta}}$ in this regime.

PACS numbers: 75.10.Jm

I. INTRODUCTION

Controlled and quantitatively accurate theoretical calculations of the low temperature properties of geometrically frustrated magnets represent a major challenge, in part because it is difficult to devise analytical methods that can reliably capture the competition between different low-energy states\textsuperscript{a}, and in part because most such systems are not amenable to large-scale computations using numerically exact and unbiased quantum Monte Carlo (QMC) methods\textsuperscript{b}. The latter difficulty has its origins in the presence of minus signs or phase factors in the statistical weights of different configurations that contribute to the partition function when it is sampled by such methods.

Triangular lattice antiferromagnets with $S = 1$ moments at each site, with Hamiltonian

$$H_{AF} = J \sum_{\langle \vec{r}, \vec{r}' \rangle} \vec{S}_\vec{r} \cdot \vec{S}_{\vec{r}' - \vec{r}} - D \sum_i (\vec{S}_\vec{r}^z)^2 - B \sum_{\vec{r}} \vec{S}_\vec{r}^z,$$

(1)

in which the single-ion easy-axis anisotropy $D$ is much larger than the nearest-neighbour antiferromagnetic exchange $J$ between the $S = 1$ moments $\vec{S}_\vec{r}$, provide an example where interesting physics is accessible to controlled theoretical treatments in spite of the strongly frustrated nature of antiferromagnetic interactions. This is because the low-energy, low-temperature physics of $H_{AF}$ in the $T \sim J \ll D$ limit can be mapped\textsuperscript{3} on to that of hard-core bosons on the triangular lattice with large nearest-neighbour repulsion $V$ and parametrically small, unfrustrated boson hopping amplitude $t$. The low-energy effective Hamiltonian is thus given by:

$$H_b = -t \sum_{\langle \vec{r}, \vec{r}' \rangle} (b^*_\vec{r} b_{\vec{r}'} + b^*_\vec{r}' b_{\vec{r}}) + V \sum_{\langle \vec{r}, \vec{r}' \rangle} (n_{\vec{r}} - \frac{1}{2})(n_{\vec{r}'} - \frac{1}{2}) - \mu \sum_{\vec{r}} n_{\vec{r}},$$

(2)

Here, $\mu$ is the chemical potential that controls deviations of the density from the half-filling, $n_{\vec{r}} = 0, 1$ is the boson number at site $\vec{r}$, and $b_{\vec{r}}$ is the corresponding boson annihilation operator.

The crucial minus sign in front of the hopping term ($t$ is positive) renders the boson hopping unfrustrated and ensures that matrix elements of the boson Hamiltonian $H_b$ can, by addition of a suitable constant to Eq. (2) be made strictly negative in the boson occupation-number basis. This implies that one can rewrite the partition function $\text{Tr} e^{-\beta H_b}$ as a sum over configurations with positive weight in this basis. This representation can then be used to perform large-scale numerically exact quantum Monte Carlo studies\textsuperscript{2} of the boson Hamiltonian, Eq. (2) on finite lattices, from which one may draw conclusions about the low temperature physics of $H_{AF}$.

In order to describe the low temperature physics of $H_{AF}$ using this approach, one sets\textsuperscript{13} $\mu = 2B$, and $V \approx 4J + J^2/D$, $t \approx J^2/2D$, $n_{\vec{r}} = (\vec{S}_\vec{r}^z + 1)/2$, and $b_{\vec{r}} \sim (S_\vec{r}^z - iS_\vec{r}^y)^2/2$. This places the corresponding boson problem in a regime in which the frustrated nearest-neighbour repulsion between hard-core bosons dominates over the unfrustrated kinetic energy of these bosons. In this limit of $V \gg t$, the interplay of frustration and quantum fluctuations is known to result in a “super-solid” ground state for $H_b$, in which superfluidity coexists with three-sublattice ($\sqrt{3} \times \sqrt{3}$) density-wave order at...
wavevector $Q \equiv (\frac{2\pi}{a}, \frac{2\pi}{a}, \frac{2\pi}{a})$. For the easy-axis magnet, this implies an unusual co-existence of three-sublattice spin-density order of $S^z$ and spin nematic order for the transverse spin components $\langle (S^x, S^y)^2 \rangle \neq 0$.

Here, our interest is in the zero field ($B = 0$) melting of these coexisting low-temperature orders, which translates, in boson language, to the melting of supersolid order at half-filling ($\mu = 0$). In this boson language, which we use here and henceforth to make contact with earlier computational work on ground state properties of $H_b$ and other closely related bosonic systems, it is clear that the superfluid order will be lost via a Kosterlitz-Thouless transition at temperature $T_{KT}$. In this article, we confirm this expectation using detailed QMC computations that map out this line of Kosterlitz-Thouless transitions in the $(T, V)$ phase diagram of $H_b$. How does three-sublattice density-wave order melt at $\mu = 0$? Two very different answers have been given earlier: In Ref. 13 Boninsegni and Prokofiev have suggested that the melting proceeds even at half-filling via a single continuous transition in the universality class of the two-dimensional three-state Potts model. Guided by the analogy of the present authors have instead argued that the melting will proceed at half-filling via a two-step melting process characterized by an intermediate phase exhibiting power-law three-sublattice order ($\sqrt{3} \times \sqrt{3}$).

As was emphasized recently, both scenarios in fact represent entirely consistent and generic possibilities for the melting of three-sublattice order in such systems. Either possibility can arise without fine-tuning of system parameters when the microscopic Hamiltonian has particle-hole symmetry in boson language (which translates to the Ising symmetry that flips the sign of the easy-axis component of the spin-density). Indeed, in the general phase diagram of such systems (for instance, with additional further-neighbour interactions), these two possibilities represent generic behaviours that are either separated from each other either by an intervening region of first order transitions, or connected to each other via the multicritical point whose universal properties were studied in Ref. 20. Thus, the $\sqrt{3} \times \sqrt{3}$ ordered state of $H_{AF}$ could, in principle, display any of these possibilities upon heating.

In this article, we study this question using QMC simulations of the effective Hamiltonian $H_b$, and establish that three-sublattice order melts on heating in a two-step manner via an intermediate phase characterized by power-law three-sublattice order with a temperature dependent exponent $\eta(T) \in [\frac{1}{3}, \frac{1}{4}]$. For $\eta(T) < \frac{1}{4}$ in this phase, we find that the compressibility of an $L \times L$ sample diverges as $\kappa_L \sim L^{2-\eta}$ at $\mu = 0$. This implies that the uniform susceptibility of an $L \times L$ sample of the easy-axis antiferromagnet $H_{AF}$ will diverge as $\chi_L \sim L^{2-\eta}$ at $B = 0$, consistent with the prediction made in Ref. 20. By standard finite-size scaling arguments, this in turn implies that the thermodynamic susceptibility to a uniform field $B$ along the easy axis diverges at small $B$ as $\chi_{\text{easy-axis}}(B) \sim B^{-\frac{4-\eta}{4}}$ in the power-law three-sublattice ordered phase of $H_{AF}$. As emphasized in Ref. 20, this provides an interesting thermodynamic signature of the intermediate-temperature power-law ordered phase in such magnets.

The remainder of this article is organized as follows. In Sec. II, we describe the actual computational strategy used, as well as define the quantities that are measured in our QMC simulations. In Sec. III, we describe the results of these simulations and analyze these using standard finite-size scaling ideas. Finally, in Sec. IV we conclude with a brief discussion of the potential experimental relevance of our results, and discuss some follow-up calculations that appear to be natural extensions of the work presented here.

II. MODEL AND METHODS

In our numerical work, we set $k_B = 2t = 1$ and study $H_b$ at $\mu = 0$ on $L \times L$ triangular lattices with periodic boundary conditions, with $L$ a multiple of 6 up to $L = 96$. Using a customized "cluster" implementation of the Stochastic Series Expansion (SSE) QMC method to compute equilibrium averages $\langle \ldots \rangle$ at nonzero temperature $T > 0$, we focus on the finite-temperature phase diagram (Fig. 1) above the $T = 0$ supersolid state that obtains for $V > V_c \approx 4.67$. In our cluster implementation, $H_b$ is written as a sum $H_b = \sum_{\Delta, \mu} \mathcal{H}_{\Delta, \mu}$ comprising terms living on elementary triangles $\Delta$ of the triangular lattice. Here the index $\mu = 0, 1, 2, 3$ distinguishes between the $\mu = 0$ diagonal (in the number basis) term on each triangle and the three different hopping terms on the three links of each triangle.

As emphasized recently, both scenarios in fact represent entirely consistent and generic possibilities for the melting of three-sublattice order in such systems. Either possibility can arise without fine-tuning of system parameters when the microscopic Hamiltonian has particle-hole symmetry in boson language (which translates to the Ising symmetry that flips the sign of the easy-axis component of the spin-density). Indeed, in the general phase diagram of such systems (for instance, with additional further-neighbour interactions), these two possibilities represent generic behaviours that are either separated from each other either by an intervening region of first order transitions, or connected to each other via the multicritical point whose universal properties were studied in Ref. 20. Thus, the $\sqrt{3} \times \sqrt{3}$ ordered state of $H_{AF}$ could, in principle, display any of these possibilities upon heating.

In this article, we study this question using QMC simulations of the effective Hamiltonian $H_b$, and establish that three-sublattice order melts on heating in a two-step manner via an intermediate phase characterized by power-law three-sublattice order with a temperature dependent exponent $\eta(T) \in [\frac{1}{3}, \frac{1}{4}]$. For $\eta(T) < \frac{1}{4}$ in this phase, we find that the compressibility of an $L \times L$ sample diverges as $\kappa_L \sim L^{2-\eta}$ at $\mu = 0$. This implies that the uniform susceptibility of an $L \times L$ sample of the easy-axis antiferromagnet $H_{AF}$ will diverge as $\chi_L \sim L^{2-\eta}$ at $B = 0$, consistent with the prediction made in Ref. 20. By standard finite-size scaling arguments, this in turn implies that the thermodynamic susceptibility to a uniform field $B$ along the easy axis diverges at small $B$ as $\chi_{\text{easy-axis}}(B) \sim B^{-\frac{4-\eta}{4}}$ in the power-law three-sublattice ordered phase of $H_{AF}$. As emphasized in Ref. 20, this provides an interesting thermodynamic signature of the intermediate-temperature power-law ordered phase in such magnets.

The remainder of this article is organized as follows. In Sec. II, we describe the actual computational strategy used, as well as define the quantities that are measured in our QMC simulations. In Sec. III, we describe the results of these simulations and analyze these using standard finite-size scaling ideas. Finally, in Sec. IV, we conclude with a brief discussion of the potential experimental relevance of our results, and discuss some follow-up calculations that appear to be natural extensions of the work presented here.

II. MODEL AND METHODS

In our numerical work, we set $k_B = 2t = 1$ and study $H_b$ at $\mu = 0$ on $L \times L$ triangular lattices with periodic boundary conditions, with $L$ a multiple of 6 up to $L = 96$. Using a customized "cluster" implementation of the Stochastic Series Expansion (SSE) QMC method to compute equilibrium averages $\langle \ldots \rangle$ at nonzero temperature $T > 0$, we focus on the finite-temperature phase diagram (Fig. 1) above the $T = 0$ supersolid state that obtains for $V > V_c \approx 4.67$. In our cluster implementation, $H_b$ is written as a sum $H_b = \sum_{\Delta, \mu} \mathcal{H}_{\Delta, \mu}$ comprising terms living on elementary triangles $\Delta$ of the triangular lattice. Here the index $\mu = 0, 1, 2, 3$ distinguishes between the $\mu = 0$ diagonal (in the number basis) term on each triangle and the three different hopping terms on the three links of each triangle. This cluster decomposition of the Hamiltonian allows the algorithm to distinguish between minimally frustrated triangular plaquettes (with total particle number 1 or 2 but not 0 or 3) and triangular plaquettes that pay a high interaction energy cost by having 0 or 3 particles on them. This turns out to be the key to obtaining reliable results at large values of $V$, as was demonstrated in earlier work on ground-state properties of the same model.

We characterize superfluidity of the low-temperature state by computing the superfluid stiffness $\rho_s$. In order to characterize the three-sublattice density-wave order, we focus on $n_\mathbf{Q}$, the component of the density operator $\rho$ at wavevector $\mathbf{Q}$

$$n_\mathbf{Q} = \sum_\mathbf{r} n_\mathbf{r} e^{i\mathbf{Q} \cdot \mathbf{r}},$$

and measure the equal-time correlation function $\langle m^2 \rangle = \langle n_\mathbf{Q}^2 \rangle / L^2$ as well as the corresponding fourth moment $\langle m^4 \rangle = \langle n_\mathbf{Q}^4 \rangle / L^4$. In addition, we measure the static structure factor $\kappa_\mathbf{Q} = \langle |\int_0^\beta n_\mathbf{Q}(\tau)|^2 \rangle / \beta L^2$, where $\beta = 1/T$. We also measure the second moment $E_{\kappa_\mathbf{Q}}^2$ of the SSE estimator $E_{\kappa_\mathbf{Q}}$, whose average $E_{\kappa_\mathbf{Q}}$ over the QMC run gives $\kappa_\mathbf{Q}$. Although $E_{\kappa_\mathbf{Q}}$ is a basis-
dependent quantity, is expected to scale in the same way as
\[ m_{\text{st}}^4 = \langle |\int_0^L n_\mathbf{Q}(r)|^4 \rangle / \beta^2 L^4 \]
whose computation involves technical difficulties that we side-step by focusing on \( \overline{E_{\mathbf{Q}}} \). Finally, we also measure the compressibility
\[ \kappa = \langle \Delta N_{\text{tot}}^2 \rangle / L^2 \]
where \( \Delta N_{\text{tot}} = \sum_r (n_r - 1/2) \).

**III. ANALYSIS OF RESULTS**

We expect superfluidity to be lost on heating via a Kosterlitz-Thouless transition at \( T_c(V) \)\(^{16,26,27,28} \). In the vicinity of \( T_c(V) \) for fixed \( V \), we expect a finite-size scaling form\(^{28} \)
\[ \rho_s = \frac{2T_A V(T)}{\pi} \left( 1 + \frac{1}{2 \log(L/l_V(T))} \right) \]
where \( l_V(T) \) and \( A_V(T) \) are fitting parameters which depend on temperature. At \( T_c(V) \), we expect \( A_V(T_c) \approx 1^{26,27,28} \). Therefore, to pinpoint the critical point at each \( V \), we fit finite-size data for \( \rho_s \) to this form and identify \( T_c(V) \) with the temperature at which the best-fit gives \( A_V = 1^{28} \) (see Fig. 2). Using this procedure, we map out the superfluid transition \( T_c(V) \) shown in Fig. 1.

If three-sublattice density-wave order is lost via a single continuous thermal phase transition at \( T = T^* \), one expects the Binder cumulants \( g_m = 1 - \langle m^4 \rangle / 3\langle m^2 \rangle^2 \) and \( g_{\mathbf{Q}Q} = 1 - \frac{E_{\mathbf{Q}Q}^2}{E_{\mathbf{Q}}^2} / \beta \) to tend to 1/3 deep in the ordered phase, and rise monotonically to a value of 2/3 deep in the disordered phase. Additionally, in the vicinity of the continuous transition, one expects them to collapse on to scaling functions \( F_{m,\mathbf{Q}Q}(\Delta T^*) \) where

\[ \Delta T^* \equiv (T - T^*) L^{1/\nu} \]

and \( \nu \) is the density-wave correlation length exponent. Such a continuous transition can therefore be located from either Binder cumulant by looking for a crossing point of \( T \)-dependent curves corresponding to various sizes \( L \). On the other hand, if long-range density-wave order is lost upon heating via a two-step melting process, with a power-law ordered intermediate phase for \( T_1 < T < T_2 \), one expects \( g_m \) and \( g_{\mathbf{Q}Q} \) to saturate at large \( L \) in this power-law ordered phase to \( L \)-independent limiting values that define the universal functions \( G_{m,\mathbf{Q}Q}(T) \) for \( T \in [T_1, T_2] \). In other words, if there is an intermediate power-law ordered phase, we expect the Binder cumulant curves to stick over a finite range of \( T \) rather than cross at one temperature.

With this in mind, we compare our QMC data for \( g_{\mathbf{Q}Q} \) and \( g_m \) with these competing predictions for their \( L \) and \( T \) dependence. We find clear evidence at all \( V > V_c \) that the Binder cumulants stick rather than cross; a representative example is shown in Fig. 3. When the Binder cumulants stick, we also find that \( \kappa_Q \sim L^{2-\eta(T)} \), with \( \eta(T) \) increasing with temperature. An illustrative example is shown in Fig. 4. On the basis of this evidence, we conclude that three-sublattice density-wave order is lost via a two-step melting process with an intermediate temperature phase exhibiting power-law density-wave order.

It is not entirely straightforward to obtain the precise location of the upper and lower phase boundaries of this power-law density-wave ordered phase directly from the Binder cumulant data (for instance, the example displayed in Fig. 3). Therefore, we exploit the fact that the long-distance correlations of \( \psi(\mathbf{r}) \) in such a power-law ordered phase are expected\(^{14,15,39} \) to correspond to the long-distance properties of the order-parameter field \( \psi \) in the analogous power-law ordered phase of the six-state clock model\(^{16,12} \). In such six-state...
clock models, the long-distance correlations of $\psi$ are controlled, in renormalization group (RG) language, by a line of fixed points, characterized by effective free-energy $F_{\text{KT}} = \int d^2 r f_{\text{KT}}(\vec{r})$ with $\beta f_{\text{KT}} = \frac{1}{4\pi g} (\nabla \theta)^2$, where $g \in [\frac{1}{4}, \frac{1}{\pi}]$, and $\theta(\vec{r})$ is the phase of complex order parameter field $\psi(\vec{r})$ that is subjected to a six-fold anisotropy. This range of $g$ corresponds to values of $g$ for which this fixed-line is stable to vortex excitations as well as six-fold anisotropy. For $g$ in this range, $F_{\text{KT}}$ is characterized by power-law correlators $\langle \psi^*(\vec{r}) \psi(0) \rangle \sim 1/r^{\eta(g)}$ with $\eta(g) = g$. This implies that the power-law exponent $\eta(T)$ in such a power-law ordered phase lies in the range $(1/9, 1/4)$.\footnote{5}

Reasoning by this analogy, we therefore expect the static structure factor $\kappa_Q$ of an $L \times L$ system to obey $\kappa_Q \sim L^{2-\eta(T)}$, with $\eta(T) \in (1/9, 1/4)$ in the phase with power-law three-sublattice order. With this in mind, we determine the upper (lower) transition temperature $T_2(V)$ ($T_1(V)$) at each $V$ by plotting $\kappa_QL^{1/2-\eta(T)}$ against $T$ for various $L$ and looking for a crossing point; a representative example is shown in Fig. 5. Using this procedure, we are able to map out the $V$ dependence of the phase boundaries $T_2(V)$ and $T_1(V)$ (Fig. 5), and conclusively establish a persistent intermediate phase with power-law three-sublattice density-wave order for all $V > V_c$ studied here. For $V$ close to $V_c$, power-law density-wave order co-exists with superfluidity, while at larger values of $V$, this power-law ordered phase lies entirely above the superfluid transition $T_c(V)$. Our data gives no indication that the nature of the superfluid transition at $T_c(V)$ is affected by the presence of power-law density-wave order, nor does it give any indication that the superfluidity affects the nature of the power-law density-wave ordered phase or transitions out of it. This may be understood by noting that the leading biquadratic term that couples the square of the modulus of the density-wave order parameter to the square of the superfluid order parameter to the square of the modulus of the density-wave order parameter (in a Landau theory description of the transitions) represents an irrelevant perturbation of the decoupled critical points.

As is well-known, standard RG analysis also predicts that $\langle \psi^*(\vec{r}) \psi(0) \rangle \sim e^{-t/\xi}$ for $T > T_2$ in the six-state clock model, with $\xi \sim \exp(\alpha|t|^{-1/2})$ where $t = (T - T_2)/T_2$ and $\alpha$ is a dimensionless constant. For the static structure factor $\kappa_Q$ in a $L \times L$ system just above $T_2$, we therefore expect the analogous finite-size scaling form $\kappa_Q = L^{7/4}F_{\text{KF}}(\exp(\alpha|t|^{-1/2})/L)$ where $F_{\text{KF}}$ is a universal function and $\alpha$ is a constant. If we use the value of $T_2(V)$ deduced from our earlier analysis, this scaling form has a single adjustable parameter $\alpha$ at each $V$, and the corresponding scaling collapse of data represents a stringent test of scaling; a representative example of such a
and finite-size scaling \( T > T_2 \) (error-bars smaller than symbol sizes) shows scaling collapse consistent with theoretical predictions. \( T \) and \( V \) are measured in units of \( 2t \) as indicated in the main text, and \( t \equiv (T - T_2)/T_2 \).

FIG. 6: \( L \) and \( T \) dependence of \( \kappa_Q \) for \( T > T_2 \) (error-bars smaller than symbol sizes) shows scaling collapse consistent with theoretical predictions. \( T \) and \( V \) are measured in units of \( 2t \) as indicated in the main text, and \( t \equiv (T - T_2)/T_2 \).

FIG. 7: \( L \) dependence of compressibility \( \kappa \) (symbols) at \( V = 7 \) fit to the form \( a(T) + b(T)L^{2-\eta(T)} \) (lines), with \( \eta(T) \) set equal to the best-fit value extracted from fits of \( \kappa_Q \) at each temperature to the power-law form \( c(T)L^{2-\eta(T)} \) in Fig. 6. \( T \) and \( V \) are measured in units of \( 2t \) as indicated in the main text.

scaling collapse is shown in Fig. 6. All of the foregoing provides clear evidence for the existence of an intermediate phase with power-law three-sublattice order at \( \mu = 0 \), with properties consistent with RG predictions and finite-size scaling.

The analysis of Ref. 20 predicts that \( \rho(|\mathbf{r}|) \), the slowly-varying (uniform) component of the density, will also display power-law correlations in the phase with power-law three-sublattice order: \( \langle \rho(|\mathbf{r}|)\rho(0) \rangle \sim 1/r^{\eta(T)} \). For \( \eta(T) < 9/2 \), these correlations decay slowly enough that they are predicted to lead to a divergent contribution \( \kappa_{\text{sing.}} \sim L^{2-\eta(T)} \) to the finite-size compressibility \( \kappa_L \) of an \( L \times L \) system. To check this prediction, we fit our finite-size compressibility data in the power-law ordered phase to the following form:

\[
\kappa_L(T) = a(T) + b(T)L^{2-\eta(T)}
\]

for \( \eta(T) \in [\frac{9}{2}, \frac{5}{2}] \). In these fits, the value of \( \eta(T) \) is first obtained from a separate fit of the \( L \) dependence of \( \kappa_Q \) to a power-law form \( \sim L^{2-\eta(T)} \) at each temperature \( T \), and the same value of \( \eta(T) \) is used in fitting \( \kappa_L(T) \) to Eq. 4.

An example of such fits is shown in Fig. 7 with the corresponding values of \( a(T) \) and \( b(T) \) displayed in Fig. 8. Based on this evidence, we conclude that our numerical results are completely consistent with the prediction made in Ref. 20.

As noted in Ref. 20, this result for a finite-size system at \( \mu = 0 \) is equivalent, via finite-size scaling, to the statement that the thermodynamic compressibility at small \( \mu \) has the singular form: \( \kappa_{\text{sing.}}(\mu) \sim (\xi(\mu))^{2-\eta(T)} \sim |\mu|^{-\eta(\mu) - 9/2} \). Thus, the numerical results displayed here for the finite-size scaling of \( \kappa_L \), and the mapping between \( H_b \) and \( H_{\text{AF}} \) discussed in the introduction, together establish that the power-law three-sublattice ordered intermediate temperature phase of \( H_{\text{AF}} \) is characterized by a divergent susceptibility to a uniform easy-axis field \( B \):

\[ \chi_{\text{easy-axis}}(B) \sim |B|^{-\frac{18}{5}} \] for small \( |B| \). As noted in Ref. 20, this constitutes a striking thermodynamic signature of two-step melting of three-sublattice order in \( H_{\text{AF}} \), which may be of potential experimental relevance.
IV. CONCLUSION AND OUTLOOK

Our results thus conclusively establish that long-range three-sublattice order, present at low temperature in the phase diagram of $H_b$ when $V/2t > V_c/2t \approx 4.5$, melts in a two-step manner, via an intermediate phase [for $T \in (T_1, T_2)$] with power-law three-sublattice order. On the other hand, superfluidity, present at low temperature in the phase diagram of $H_b$ for all $V/2t$, is lost via a transition at $T_{KT}$ in the Kosterlitz-Thouless universality class. For very large values of $V/2t$, i.e. for $V/2t \geq 7.5$, $T_{KT}$ emerges as the smallest of these three transition temperatures. Conversely, for $V/2t \leq 5.4$, $T_{KT}$ is larger than both $T_1$ and $T_2$, since these two transitions go rapidly to zero as $V$ approaches the threshold value of $V_c$ at which the ground state develops three-sublattice order. Finally, for $5.4 \leq V/2t \leq 7.5$, the Kosterlitz-Thouless transition occurs within the phase with power-law three-sublattice density-wave order.

Upon heating, frustrated magnets described by $H_{AF}$ with large $D/J$ (which map to $H_b$ with $V/(2t) \approx 4D/J$) are thus expected to first undergo a Kosterlitz-Thouless transition from a low-temperature state with co-existing transverse spin-nematic order ($\langle S_5^z \rangle \neq 0$) and longitudinal three-sublattice order ($\langle S_5^z(Q) \rangle \neq 0$) to a state with just longitudinal three-sublattice order of the easy-axis spin density. A second phase transition is expected to give rise to an intermediate state with power-law three-sublattice order of the easy-axis spin density. The system is expected to reach a paramagnetic high-temperature state after a third transition involving loss of power-law three-sublattice order. In the intermediate phase with power-law three-sublattice order, the susceptibility $\chi_{easy-axis}(B)$ of a uniform field $B$ along the easy-axis is predicted to diverge as $|B|^{-\frac{1}{3\eta}}$ in the $B \rightarrow 0$ limit, providing a thermodynamic signature of two-step melting of three-sublattice order in such magnets. Thus, this class of frustrated magnets is expected to exhibit several interesting physical phenomena, and it would be interesting to identify candidate materials whose magnetic properties are well-described by $H_{AF}$.

This divergent uniform susceptibility $\chi_{easy-axis}$ to a field along the easy-axis is perhaps easier to rationalize when the low-temperature three-sublattice ordered state is of the ferromagnetic kind, i.e. characterized by a net easy-axis moment that accompanies spatial symmetry breaking. This is indeed the case in the low-temperature state of $H_{AF}$, as is clear upon noting that the spontaneous deviation from half-filling identified in the low-temperature state of $H_b$ in Ref. 2 maps to a net easy-axis moment in the low-temperature state of $H_{AF}$. However, the arguments of Ref. 20 are independent of the nature of three-sublattice ordering, and predict that $\chi_{easy-axis}$ would also diverge in the power-law three-sublattice ordered phase associated with the two-step melting of antiferromagnetic three-sublattice order. A natural and interesting follow-up to our work would therefore be to test this stronger claim in other examples of easy-axis magnets which exhibit two-step melting of antiferromagnetic three-sublattice order. One such example is the transverse field Ising antiferromagnet on the triangular lattice \cite{Boninsegni}, in which this physics could perhaps be studied using a recently developed quantum cluster algorithm \cite{Prokofev}.
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