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Abstract: The paper discusses the results of the research and development of an innovative deep learning-based computer vision system for the fully automatic asbestos content (productivity) estimation in rock chunk (stone) veins in an open pit and within the time comparable with the work of specialists (about 10 min per one open pit processing place). The discussed system is based on the applying of instance and semantic segmentation of artificial neural networks. The Mask R-CNN-based network architecture is applied to the asbestos-containing rock chunks searching images of an open pit. The U-Net-based network architecture is applied to the segmentation of asbestos veins in the images of selected rock chunks. The designed system allows an automatic search and takes images of the asbestos rocks in an open pit in the near-infrared range (NIR) and processes the obtained images. The result of the system work is the average asbestos content (productivity) estimation for each controlled open pit. It is validated to estimate asbestos content as the graduated average ratio of the vein area value to the selected rock chunk area value, both determined by the trained neural network. For both neural network training tasks the training, validation, and test datasets are collected. The designed system demonstrates an error of about 0.4% under different weather conditions in an open pit when the asbestos content is about 1.5–4%. The obtained accuracy is sufficient to use the system as a geological service tool instead of currently applied visual-based estimations.
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1. Introduction

The analysis and evaluation of performance and productivity of valuable rock resources mining, in particular, asbestos mining in an open pit, is one of the priority tasks in the mining industry [1–6]. As a rule, the estimation of performance (productivity) in an open pit is carried out either visually or in the stationary laboratory. Visual control is the immediate one that is carried out by specialists of the geological service almost online but with comparatively low accuracy. The stationary laboratory control provides high accuracy but it is time-consuming [1]. The additional investigation of the other specificity of the laboratory-based asbestos content estimation is described in [7]. The discussion of the performance evaluation issue with the leading specialists of the LLC “UralAsbest” (Russia, Bazhenovskoye field) leads to the conclusion that effective manufacturing control requires
operational information about the current productivity of asbestos in an open pit. At the time the laboratory analysis provides the precision evaluation of productivity, but is expensive and requires almost one day; thus, it can be only considered as an average estimation of the asbestos output within a time shift (about 8 h). The results of the evaluation made by the geological service (visual analysis) could be very subjective. In most cases, these results differ from the laboratory ones. Moreover, the estimations made by different experts may vary significantly [7].

As a rule, geological service specialists cannot describe formally their algorithms or criterion how they make estimations of asbestos content in an open pit. Such estimation techniques are difficult to describe scientifically. Moreover, it requires much time and is rather expensive to train these specialists.

The reasons mentioned above lead to the conclusion that there is the rationale of automatic system design for the operative productivity evaluation of valuable rocks resources mining, particularly, the asbestos mining in the open pit.

It is necessary to clarify the meaning of the productivity of asbestos mining that is the relative content of asbestos fiber in the veins of rock chunks obtained after blasting of some wall in an open pit. The typical photos of an open pit, rock, and asbestos veins there are shown in Figure 1a,b.
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**Figure 1.** Typical photos of an open pit (a), rock, and asbestos veins there (b).

The discussed rock chunks are collected and moved to the processing factory where the asbestos fibre is produced. For the effective management of an open pit and factory, it is necessary to evaluate and control the current productivity of asbestos fibre.

The analysis of the known engineering solutions in the mining industry has shown that contemporary computer vision systems allow the automation of such mining processes as coal and rocks classification on the conveyor [2]; the rocks and coal sorting by size [1] and types [3]; the ore size determination [4]; the fossil identification and classification in ore [8]; the asbestos fiber size estimation under microscopy [9]; and other tasks.

In most denoted and other cases, the computer vision systems for automating the mining industry are based on image processing using artificial neural networks, namely convolutional neural networks (CNN) [1–4,8,9]. Moreover, in most cases, the image processing task is the object detection one [1,2,4].

Our previous work [6] referred to the development of the computer vision system for asbestos content estimation on the conveyor at the asbestos processing factory where the CNN was also successfully applied to semantic segmentation of the asbestos veins in the factory workshops [6].

The main advantages of the CNN-based approaches are the automation of the image feature extraction, selection, and transformation that are most relevant for the task.
The specific choice of features is determined by the training with the relevant examples. However, the well-training requires a large size of the input data instances [10].

The result of the current task analysis encouraged the research and design of the computer vision CNN-based system for asbestos productivity (content) estimation in an open pit. The discussed system needs to solve two tasks. The first is the fully automatic asbestos-containing rock chunks detection under open pit conditions. The second one is the asbestos productivity (content) estimation for each of the automatically detected rock chunks.

Preliminary analysis of the discussed tasks supposes that the neural network framework should be considered firstly as an object detection or instance segmentation problem and the second one as a semantic segmentation problem.

One of the most popular classes of the artificial neural network for semantic segmentation is based on the so-called U-Net architecture [11]. The U-Net is the CNN-based architecture that was initially proposed for the image analysis in medical applications where it shows high accuracy, in particular, for small objects [12,13]. However, nowadays the U-Net-based approach is also popular in many of non-medical applications, in particular, the mining industry [1–4,8]. For instance, in [1], the U-Net was applied for automatization of sorting gangue from the raw coal with the training only with 60 images (54 for training and 6 for the test). In [4] U-Net was applied for the automation of ore size distribution estimation by conveyor operation images. The same U-Net-based architectures can be applied even to the analyses of small size features with rare allocation on images, for instance, paper [14] apply the U-Net to segmentation of plant roots in the soil.

One of the most popular classes of the artificial neural network for object detection is based on the Faster-R-CNN architecture [15] (including the Mask-R-CNN [16]). For instance, in [5] those architectures were applied to the rock chunks size estimation after blasting in an open pit. In addition, we recommend the following work in the tasks of the real-time scale object detection [17–19].

The analysis discussed above shows the feasibility of researching both the Mask-R-CNN-based architecture for instance segmentation and the U-Net-based one for semantic segmentation in the considered task.

The aim of the paper is the discussion of the experience of research and design of the computer vision system for the automatic estimation of the asbestos productivity (content) in the chunks of rocks after blasting in the open pit of the LLC “Ural Asbest” (city Asbest, Sverdlovsk region, Russia) The mentioned open pit can be considered as one of the case studies. The obtained results are scaled to any other similar cases.

It is necessary to note that this work is a continuation of the work described in [6]. However, the current task is more complex due to large distances from the camera to rock chunks, a high influence of the weather conditions (precipitation, natural light, seasons) and other factors. The novelty and contributions of this paper are the following. The paper proposed the first computer-vision-based approach to asbestos content estimation in a typical open pit and with the accuracy and time consumption values comparable with the work of geological specialists. Moreover, the U-Net-based neural network approach is applied to asbestos veins segmentation in the mentioned conditions. Moreover, it is proposed and validated to estimate average asbestos content in the rock chunks as the graduated ratio of asbestos veins areas to the corresponding rock chunks areas. All the mentioned results are validated in the conducted experiments.

2. Description of the Experimental System and Algorithm of Its Work

2.1. Description of the Designed Experimental System

Figure 2a–c shows the photo of the designed experimental computer vision system (a), the system photo on the background of the open pit (b) and the system scheme (c). The system in Figure 2 consists of the following components:

- tripod as a base;
- electrically adjustable turntable platform maintained on the tripod;
• camera for computer vision “Dalsa Genie Nano M2590NIR” with the gray-scale matrix 1 inch and resolution $2590 \times 2048$ pixels (5MP), and enhanced sensitivity in the near-infrared range [20];
• lens “LMZ25300M3P-IR” with electrically adjustable $12 \times$ zoom and enhanced sensitivity in the near-infrared range [21].
• PC tablet for control and image processing (Intel Core i5 3427U, Intel HD Graphics 4000, 4 GB RAM);
• infrared backlight with wavelength 850 nm and with the manually adjustable zoom set within the distance 5–10 m with lighting angle of 30 degrees;
• supply battery for autonomous work and PoE system (Power over Ethernet) for camera supply.

The selected camera and lens allow obtaining a resolution of about 4 pixels in 1 mm at a distance of 5 m that is assumed to be enough in comparison with the typical asbestos vein width (about 4–12 mm). Moreover, the resolution is assumed to be enough for such neural networks as the U-Net-based ones. Additionally, both the camera and lens are selected to have enhanced sensitivity in the near-infrared range. It is known that the maximum radiation of asbestos is in the near-infrared range [6,22]. The supplied battery provides 4 h of work. The control of the platform and lens is carried out automatically using the designed algorithm and its scheme described below. The full measurement time taken by the system for one open pit with 50 processed rock chunks takes about 10 minutes. The measurement time is comparable with the work of a specialist.

2.2. Algorithm of the System Work

The general principle of work of the whole computer vision system for asbestos productivity estimation in the open pit is shown in Figure 3.

The scheme in Figure 3 assumes the following stages of the general measurement Algorithm 1.

The Algorithm 1 requires preliminary graduations. The relation of the lens zoom to the ratio between rock chunk area and image area was taken in the laboratory condition to eliminate the non-linearity in the lens zoom parameters. The relation of the asbestos content estimation to the ratio between the veins areas and corresponding rock chunk areas is the subject of the investigation which is discussed below.
Algorithm 1 General algorithm of the system work

**Input:**
- \( A_l = W_l \times H_l \); # \( A_l \) is the camera resolution;
- \( z = f(a_R/A_l) \); # graduation relation between rock chunks area (\( a_R \)) and required zoom of lens (\( z \)); grading relation_taken with step of zoom 5%;
- \( e = g(a_v/a_R) \); # \( e \) is the grading relation for asbestos content estimation and the veins and rock chunks areas \( a_v \) and \( a_R \) correspondingly;
- \( s_{conf} = 0.7 \); # \( s_{conf} \) is the confidence threshold for instance segmentation results;
- \( K \); # \( K \) is the number of steps to fine search of rock chunks;
- trained neural networks for instance and semantic segmentation.

**Output:**
- \( c \); # is the estimation of the asbestos content in the open pit place.

1. Obtaining \( I_p \): # image of the open pit place.
2. Obtaining \( R = \{R_i\}_{i=0}^{N-1} \): # Instance segmentation results of \( I_p \); where \( R_i = \{x_i, y_i, w_i, h_i, s, a_i\} \); and \( x_i, y_i, w_i, h_i \) are the rock chunk coordinates, width and height correspondingly; \( s \) is the confidence score for rock chunk \( i \); \( a_i \) is the rock chunk area (in pixels); \( i = 0, \ldots, N - 1 \), \( N \) is the amount of the detected rock chunks.
3. \( R' = None \);
4. for \( i \) in \( N \) do:
   5. if \( s_i > s_{conf} \) then
   6. \( R'.append(R_i) \); # Rest only rock chunks with confidence higher than a threshold one.
   7. end if
   8. end for
9. ; # Fetch the selected rock chunks images
10. for \( i \) in \( range(R'.size) \) do:
11. moving the system platform to have \( x_i, y_i \) in the center of image; # Coarse camera moving;
12. \( z = f(a_i/A_l) \); # Calculate the required zoom of lens;
13. zoom of lens;
14. if \( w_i > h_i \) then: # Select direction of the fine search
15. \( d = \text{horizon} \);
16. else
17. \( d = \text{vertical} \);
18. end if
19. \( k_{max} = 0 \); # The best camera position for the rock chunk \( i \).
20. \( u_{max} = 0 \); # Auxiliary variable.
21. In the direction \( d \) do: # Search the best camera position
22. for \( k \) in \( [-K; K] \) do:
23. move camera to the position \( k \); # To \( x_i + k \); or to \( y_i + k \) depends on the \( d \).
24. take image \( I_R \); # Image of the rock chunk.
25. \( u = \text{sum}(I_R * L) \); # * is the convolution operation;
26. \# \( L = \{[0,1,0],[1,-4,1],[0,1,0]\} \) is the 2D Laplace operator .
27. if \( u > u_{max} \) then:
28. \( u_{max} = u; k_{max} = k \);
29. end if
30. end for
31. moving the system platform to the position \( x_i + k \) or to \( y_i + k \) depends on the \( d \);
32. taking image \( I_v \); # Image of the selected rock chunk \( i \);
33. obtaining \( a_v \) with semantic segmentation network; # \( a_v \) is the sum of veins area in the image \( I_v \).
34. end for
35. calculating \( e = g(\sum_{i=0}^{N-1} (a_v/a_R)) \); # Asbestos content value calculated by the all selected rock chunks and asbestos veins inside them.
3. The Collected Datasets Description

The training and testing of the developed system were conducted by two datasets that were collected and partially labelled during the previous work [6] and 3 datasets that were collected specially for the presented work. All training data was labelled for the object detection and segmentation tasks.
The dataset №1 consists of 46 images of alone stones obtained in the laboratory conditions. The image size is $5184 \times 3456$. The typical image and its labelled mask of rock and veins are shown in Figure 4a–c, correspondingly.

![Figure 4](image)

Figure 4. The typical image (a) and labelled mask of alone rock chunks boundaries (b) and veins (c) for the dataset № 1.

For the dataset №2 134 images of rock chunks were taken on the fixed conveyor belt of the asbestos processing factory under the fixed artificial lighting [6]. The image size is $2592 \times 2048$. Each image contains about 10–20 rock chunks. Images are taken for 50 selected samples with the laboratory-measured asbestos content value. For each sample, 2–3 pictures were taken with the random shuffled position of stones (134 images in total). The typical images and their labelled mask of rock and veins are shown in Figure 5a–c, correspondingly.

![Figure 5](image)

Figure 5. The typical image (a), its labelled mask of stone boundaries (b), and veins (c) for the dataset № 2.

The dataset №3 consists of 69 images that were taken for 6 open pits with manual aiming in sunny weather in autumn. The image size is $2592 \times 2048$. Each image contains one rock chunk selected by a geological specialist as typical corresponding to open pits. Typical images and their labelled mask of rock and veins are shown in Figure 6a–c, correspondingly.

![Figure 6](image)

Figure 6. The typical image (a), its labelled mask of alone rock chunks boundaries (b), and veins (c) for the dataset № 3.

The dataset №4 consists of 984 images that were taken for 10 open pits selected by the geological specialist. The image size is $2592 \times 2048$. Some of the places were too long for one picture and thus were divided into parts (with taken separate images for each of the
There were 22 such parts in the dataset № 4 at all. Each image contains one rock chunk selected by the automatic-aiming algorithm. The images were obtained in different weather in autumn and winter including sunny, cloudy, rainy and snowy weather. Typical image and its labelled mask of rock and veins are shown in Figure 7a–c, correspondingly.

![Figure 7](image.png)

Figure 7. The typical image (a), its labelled mask of alone rock chunks boundaries (b), and veins (c) for the dataset № 4.

The dataset № 5 consists of 56 images of the whole open pit. The image size is 2592 × 2048. The dataset was collected for solving the rock chunks detection problem. A typical image with the ground truth mask of rock chunks is shown in Figure 8.

![Figure 8](image.png)

Figure 8. Typical image with the ground truth mask of rock chunks.

The summary of information about collected datasets and their features is shown in Table 1.
Table 1. Datasets description.

| Dataset Part | Samples | Specificity | Weather Conditions | Aim |
|--------------|---------|-------------|--------------------|-----|
| 1            | 46      | Alone stones. | laboratory condition | Pretraining, semantic segmentation of veins. |
| 2            | 134     | 10–20 rock chunks. | Conveyor belt of the processing factory. | Pretraining, semantic segmentation of veins. |
| 3            | 69      | Rock chunk in the open pit with the manual aiming. | 6 open pit, sunny weather in autumn. | Test, semantic segmentation of veins. |
| 4            | 984     | Rock chunk in the open pit with auto aiming. | 12 open pits (22 parts), sunny, cloudy, rainy, and snowy weather in the Autumn and Winter. | Train, test semantic segmentation of veins. |
| 5            | 56      | Open pit places. | Sunny, cloudy, rainy, and snowy weather in Autumn and Winter. | Train, test instance segmentation of rock chunks. |

4. CNN Architectures and Training Details

4.1. Rock Chunks Detection

The problem of the rock chunks detection on the open pit picture was solved as the instance segmentation task. The first reason for this is to evaluate the area of each stone for stage 4 of the presented scheme of the system work. In addition, it was necessary to estimate both coordinates of chunks and their area distribution by the requirement of the geological service. The Mask-R-CNN [16] based network was applied for this. The Mask-R-CNN was implemented using the ResNet-50 architecture [23] as the feature encoder (backbone) in combination with the feature pyramid network [24]. The connections of the ResNet-50 with the feature pyramid network were implemented by the so-called lateral connection [24] for blocks with 256, 512, 1024, 2048 feature maps. After the feature encoder, the convolution layer with the kernel $3 \times 3$ was applied to reduce the aliasing effect of upsampling and to reduce the feature map number to 256 for each block. Thus, it was possible to make decisions about each point based on 256 features. For classification, the region proposal network (RPN) was applied consistently [23]. The training and inference were selected to be the same as in the original work [23]. The Mask-R-CNN network was trained with dataset №5 (rock chunks detection and instance segmentation), which was divided into the training part with 50 images and the validation part with 6 images. All images were resized to $1333 \times 800$. During the inference, the rock chunks selection was performed with the confidence threshold of 0.75.

The typical result of the rock chunks in the open pit detection with obtained masks is shown in Figure 9. The obtained instance masks correspond to the ground truth one that is shown in Figure 8. There is an interesting detail that in the obtained mask there are more detected chunks than in the ground truth mask. This is due to the similarity between the rock chunks form (and features) in different images which allows the network to select such regular instances everywhere. This phenomenon also could be considered as an indicator of well-training (the lack of overfitting).
Figure 9. The typical result of the rock chunks in the open pit detection with obtained masks. The result corresponds to the ground truth one in Figure 8.

4.2. Asbestos Veins Segmentation

The U-Net-based semantic segmentation artificial neural network architecture [11] was applied to the evaluation of the asbestos content for each chunk (stage 32 of the Algorithm 1). The U-Net architecture was trained only for the segmentation of veins inside the aimed rock chunks. It is necessary to note that training rock area and veins segmentation could dramatically reduce the accuracy. We suppose that it is due to the specificity of the collected data. In the typical image, there are some vein instances much large than the number of rock chunks and the typical sum area of all veins for one chunk is only 1–4% of its area. Due to this, each stone area was determined using the Mask-RCNN (on the open pit image) as was mentioned above. The U-Net architecture is shown in Figure 10.

Figure 10. The U-Net architecture (\(X_{en}\) is the encoder block, \(X_{de}\) is the decoder block).

The standard U-Net scheme consists of the encoder part (convolution part) and decoder part (deconvolution part). At the same time, each block of the decoder of the U-Net network is implemented from the so-called pairwise convolutional layers with joint activation [11]. This provides (in contrast to the feedforward-based architectures) features to transfer from the encoder block to the corresponding decoder block. Moreover, there
is no loss of small reconstructed (segmented) objects details in the decoder part. In the carried-out investigation, the standard encoder block was replaced with the EfficientNet-B3 block which implementation was taken the same as in the original paper [25]. Note that the initial weights of the EfficientNet-B3 block were taken as weights obtained by its pre-training on the ImageNet dataset [26]. For the training routine, the Adam optimizer was taken [27] with the learning rate of $10^{-5}$ and betas parameters $(0.99, 0.99)$. The loss function was the binary-cross-entropy [10]. The Dice coefficient was used as a quality metric in the training for the model evaluation [10].

The U-net model was pre-trained with datasets №1 and 2 described above. After that, the model was fine-tuned with datasets №3 and 4 described above. The fine-tuned data was divided into the test and train parts. Then the train part was mixed and divided into train and validation parts with a proportion of 50 to 50%. The test part was taken as dataset №3 and part of the dataset № 4: Six open pits, 611 images. The test part of dataset № 4 was taken under hard-winter conditions (January and February). The training part includes 442 images taken from 4 open pits; most of them were taken in autumn conditions. Such division of the data is supposed to be the most representative in the generalization ability. During the training, all images were randomly cropped to size $1024 \times 1024$ from the original images. The training curves are shown in Figure 11.

![Figure 11](image)

**Figure 11.** Training curves of the U-Net ((a) is the loss function, (b) is the Jaccard coefficient, (c) is the Dice coefficient).

Figure 11 shows that the U-Net model achieves the best results at the 150th training epoch. We used the weights of the 150th epoch as the final model. The obtained measure results Dice coefficient and intersection over union (IoU) are shown in Table 2. The std and average values in Table 2 are calculated by the measure values for each instance in the dataset.

|          | Dice | IoU |
|----------|------|-----|
|          | Train| Validation | Train | Validation |
| mean     | 0.54 | 0.43         | 0.42  | 0.27        |
| std      | 0.29 | 0.17         | 0.25  | 0.13        |

Table 2 shows some deterioration of validation results compared to the training one. However, the obtained results appear to be sufficient for the system work as shown below. Typical results of U-Net inference for the test data with confidence threshold 50% are shown in Figure 12.
5. Asbestos Content Estimation

5.1. Method of Asbestos Productivity (Content) Estimation

The overall productivity of an open pit is determined by the average function of the estimated asbestos productivity for each of the selected rock chunks. The productivity for each rock chunk was evaluated as follows:

$$\hat{y}_i = \left( k \frac{A_v}{A_R} + b \right) 100\%,$$

where $\hat{y}_i$ is the asbestos content for one $i$-th image $i = 1, ..., N$ is the number of images taken from one open pit; $A_v, A_R$ are the areas of veins ($A_v$) and rock chunks ($A_R$) for each image; $k$ and $b$ are the graduation multiplicative and additive coefficients.

For determining $A_v$, the results of segmentation were rounded to binary mask with the confidence threshold of 0.5. Then the value $A_v$ was taken as the sum of pixels.

The estimation of the overall productivity of an open pit was taken as an average value among all estimated $\hat{y}_i$ due to the high variation of asbestos content values between different rock chunks. For a more precise average value, the calculation was made by the approximation of the $\hat{y}_i$ histogram (i.e., distribution). The distribution of estimated $\hat{y}_i$ was approximated using the Parzen-Rosenblatt method with the normal kernel [28].

The graduation coefficients $k$ and $b$ in (1) were determined as the linear mean-square approximation of average measured value (average,($\hat{y}_i$)) for each open pit to its value estimated by geological specialists.

5.2. Results Discussion

The results of the average asbestos content estimation for each open pit correspond to dataset №3 are shown in Table 3, where the asbestos content means its volume relative to the corresponding rock chunk volume.

Table 3 shows the expert estimations, our estimations before the graduation ($k = 1$, $b = 1$) (column 3), the variance of our estimation, and the number of chunks taken into account. Similar results for dataset №4 are shown in Table 4, where in addition some data places are divided into parts (however, we had joint expert estimation value for the
entire place). Each expert estimation was taken for the entire place. The estimation was done as a common solution of two or three experts to make it less subjective. This kind of estimation was chosen due to the lack of another way to obtain some ground truth asbestos content values.

Table 3. Asbestos productivity estimation before the graduation for dataset №3.

| № | Expert Estimations | Our Estimations | Variance | Number of Images |
|---|-------------------|----------------|----------|-----------------|
| 1 | 2.0 %             | 1.51%          | 0.05%    | 8               |
| 2 | 2.0 %             | 2.80%          | 1.15%    | 10              |
| 3 | 1.7 %             | 3.71%          | 1.50%    | 5               |
| 4 | 4.0 %             | 3.19%          | 0.82%    | 12              |
| 5 | 3.0 %             | 1.9%           | 1.01%    | 26              |
| 6 | 1.5 %             | 1.17%          | 0.26%    | 8               |

The comparison of Tables 3 and 4 shows that dataset №3 with manual rock chunks selection has higher estimation results in comparison with the experts’ ones for dataset №4 with the automatic-aiming. This can be explained by the specificity of the automatic-aiming algorithm. In dataset №4, there is a high number of images with empty rock chunks or invisible veins. This fact reduces the average value discussed above. Table 5 shows the test data results with bad images excluding (images with asbestos content lower than the threshold).

Table 4. Asbestos productivity estimation before the graduation for dataset №4.

| № | Expert Estimations | Our Estimations | Variance | Number of Images |
|---|-------------------|----------------|----------|-----------------|
|    | Test part, 542 images |               |          |                 |
| 7  | 2.5 %             | 0.69%          | 0.16%    | 48              |
| 8  | 3.5%              | 0.65%          | 0.88%    | 49              |
| 9  | 2.5%              | 0.70%          | 0.09%    | 35              |
| 10 | 4.0%              | 0.84%          | 0.17%    | 45              |
| 11 | 2.5%              | 0.98%          | 0.31%    | 49              |
| 12 | 1.5%              | 0.61%          | 0.68%    | 45              |

|    | Train and validation part, 442 images |               |          |                 |
| 13 | 1.5%              | 0.73%          | 0.18%    | 58              |
| 14 | 2.5%              | 0.49%          | 0.14%    | 39              |
| 15 | 4.0%              | 1.31%          | 1.25%    | 28              |
| 16 | 2.5%              | 1.94%          | 2.13%    | 39              |

The results of Table 5 were taken for the graduation following the Equation (1). The visualization of the results is shown in Figure 13. The ellipse in Figure 13 is presented to show normal and abnormal results inside and outside it correspondingly. The ellipse was obtained manually only for demonstration purposes.
Table 5. Asbestos productivity estimation for test data with threshold.

| No | Expert Estimations | Our Estimations After Threshold | Effective Number of Chunks | Number of Images |
|----|--------------------|---------------------------------|---------------------------|------------------|
| 1  | 2.0%               | 1.66%                           | 7                         | 8                |
| 2  | 2.0%               | 3.05%                           | 10                        | 10               |
| 3  | 1.7%               | 3.7%                            | 5                         | 5                |
| 4  | 4.0%               | 3.35%                           | 11                        | 12               |
| 5  | 3.0%               | 2.41%                           | 18                        | 26               |
| 6  | 1.5%               | 1.11%                           | 8                         | 8                |
| 7  | 2.5%               | 1.9%                            | 1                         | 48               |
| 8  | 2.5%               | 1.25%                           | 1                         | 49               |
| 9  | 3.5%               | 1.48%                           | 1                         | 35               |
| 10 | 2.5%               | 2.05%                           | 1                         | 45               |
| 10 | 4.0%               | 1.82%                           | 1                         | 39               |
| 11 | 2.5%               | 3.18%                           | 1                         | 58               |
| 12 | 1.5%               | 2.12%                           | 39                        | 39               |

Figure 13. Relation of our and experts estimated asbestos content values (in correspondence with Table 5); the ellipse shows normal and abnormal results inside and outside it correspondingly.

Most results in Table 5 and Figure 13 (11 from 18 open pit parts) can be considered as normal ones (parts of the places № 1, 3–6, 7.1, 9, 10.1, 11, 12—inside the ellipse in the Figure 13). However, the open pits 7.2, 8, 10.2, 10.3 (parts 2 and 3 of place №10) have a large deviation from the line that can be explained by the small amount of data (1 image with a rock chunk). The open pits 2 and 3 have a large deviation from the line due to the specificity of manual stone selection in those experiments (only asbestos-rich images). The results of the graduation without anomalies are shown in Figure 14.
Figure 14. The graduation curve of our and experts estimated asbestos content values

The graduation (approximation) line in Figure 14 is obtained using the method of least squares. The line coefficients are: \( k = 1.2, b = 0.003 \), with \( R^2 = 0.973 \). The results are depicted on the graduation line with scatter up to 0.4%.

6. Conclusions

The investigation is carried out for the designed computer vision system for asbestos productivity (content) estimation under open pit conditions based on the deep learning neural network approach.

During the work, the dataset of the open pits images and asbestos-containing rock chunks was collected. The dataset size is sufficient for training and testing the neural network both for the detection of rock chunks and asbestos veins inside them. The data was collected in the Ural Asbest open pit (Russia).

The scheme for asbestos content (productivity) estimation was proposed and tested. The designed algorithm allows arranging fully automatical work (with auto-aiming). The Mask-RCNN-based architecture was applied to solve the instance segmentation problem for rock chunks detection in the open pit images. The U-Net-based network was applied to solve the semantic segmentation problem for the asbestos veins area and parameters estimation using the Dice coefficient achieved 0.43 on the validation subest and 0.35 on the test data. The possibility of linear graduation between our estimations and geological service asbestos content estimations was shown. The error of about 0.4% after graduation was obtained for the test data (asbestos content about 1.5–4%).

The results of the work have been discussed by the specialists of the LLC “UralAsbest”, where the designed system was considered as a valuable tool for geological specialists instead of current visual-based asbestos content estimations. The system allows estimation of the current (prompt) overall asbestos content (productivity) for each separate open pit and without waiting for laboratory test results. The accuracy of its work is enough for the effective management of open pit and processing factories. The system measurement time is comparable with the one of specialist work.

The presented work has some limitations, for instance, the dataset includes only images in the daytime. Such weather conditions as foggy or poor light in the early morning or late afternoon and other similar sorts have not been considered due to the lack of practical requirements, i.e., all the images were taken under similar conditions with the work of geological specialists. Moreover, this research considers only the Mask-R-CNN-based and U-Net-based architectures of the neural networks. Other types of architectures can be investigated further. However, the choice of these architectures can be explained by their popularity and high quality of the results in similar studies. In addition, we should mention the use of the specific camera only and in the distance range 5–10 m due to the requirement of vein resolution; in some other cases these results should be additionally investigated. Despite the mentioned limitation, the obtained results satisfy the practical requirements.
The comparison of the obtained results with those previously obtained in the processing-factory conditions ones shows some deterioration in Neural Network measures. This can be explained by the influence of the outer conditions, like the diversity of weather and increasing the distance to objects under control. However, the overall accuracy of asbestos content estimation remains high enough, comparable with the work of specialists. Therefore, the system improvement, should be the object of further investigation of the described problem. The next investigation can be directed to the new neural network architecture testing and its training improvement in the semantic and instance segmentation. In addition, the dataset size and its diversity will be increased.
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