LOWER BOUNDS FOR PIECEWISE POLYNOMIAL APPROXIMATIONS OF OSCILLATORY FUNCTIONS
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ABSTRACT. We prove lower bounds on the error incurred when approximating any oscillating function using piecewise polynomial spaces. The estimates are explicit in the polynomial degree and have optimal dependence on the meshwidth and frequency when the polynomial degree is fixed. These lower bounds, for example, apply when approximating solutions to Helmholtz plane wave scattering problem.

1. Introduction

In this article, we study the error incurred when approximating highly oscillatory functions using piecewise polynomial spaces. This type of space is standard when using both finite element and boundary element methods to numerically approximate solutions to partial differential equations (PDE). We are motivated by the application of these methods to solve high frequency problems. For example, to solve the Helmholtz sound-soft or sound-hard scattering problem:

\[(−Δ − k^2)u = f \text{ in } \mathbb{R}^d \setminus Ω, \quad u|_{∂Ω} = g, \quad (∂r − ik)u = o_{r→∞}(r^{\frac{1−d}{2}}),\]

\[(−Δ − k^2)u = f \text{ in } \mathbb{R}^d \setminus Ω, \quad ∂νu|_{∂Ω} = g, \quad (∂r − ik)u = o_{r→∞}(r^{\frac{1−d}{2}}),\]

(1.1)

where Ω ⊊ \mathbb{R}^d is a bounded domain with connected complement or the variable wave speed Helmholtz problem:

\[−∂_{x_j}(a^{ij}(x)∂_{x_i}u) − k^2c^{-2}(x)u = f \text{ in } \mathbb{R}^d, \quad (∂r − ik)u = o_{r→∞}(r^{\frac{1−d}{2}}),\]

(1.2)

where \(a^{ij}(x) \equiv δ^{ij}\) and \(c(x) \equiv 1\) for \(|x| \gg 1\). In both cases the solution, \(u\), with data coming from a scattering problem will oscillate at frequency \(k\) in a sense to be made precise below. Since numerical methods such as the Galerkin method seek to approximate \(u\) in some finite dimensional space, \(V_k\), it is important to understand what the best possible approximation error for such oscillating functions is. Indeed, a numerical method for a high frequency PDE is frequency-robust quasi-optimal if the error in the method is controlled uniformly by the best approximation error in the relevant finite dimensional space; i.e. if the numerical solution, \(u_{num}\), satisfies

\[\|u − u_{num}\| ≤ C_{qo} \inf_{v \in V_k} \|u − v\|\]

where \(u\) is the exact solution and \(C_{qo} > 0\) is a constant that is uniform over \(k > 1\). There has been a great deal of effort in understanding when numerical methods based on piecewise polynomial spaces are frequency-robust quasi-optimal (see e.g. \[\text{LSW22}\] \[\text{GLSW23}\] \[\text{MS11}\] \[\text{GS23}\] \[\text{Ihl98}\] \[\text{IB97}\] \[\text{IB95}\] \[\text{MS10}\] \[\text{CFN20}\] and references there-in).
Upper bounds on the error for piecewise polynomial approximations are completely standard in the literature (see e.g. [Cia02, Section 3.1] [BS08, Chapter 4] [SS11, Chapter 4]). In this article, we prove complementary, optimal lower bounds on the error when approximating any oscillatory function by piecewise polynomials and hence, on the absolute error for many frequency-robust quasi-optimal methods (see Section 1.4 for more detail). Furthermore, in forthcoming work [GRS23], we will use these estimates to show that the standard second-kind boundary element methods for trapping Dirichlet problems and, even non-trapping, Neumann problems suffer from the pollution effect i.e. that, when the polynomial degree is fixed, the mesh-width, $h$, must satisfy $hk = o(1)$ in order to maintain accuracy as the frequency increases.

We now state a consequence of the main theorem of this paper (Theorem 1.25) informally.

**Theorem 1.1.** Let $0 < \Xi_L < \Xi_H$. Then there are $k_0 > 0$ and $c > 0$ such that for all $p \in 0, 1, \ldots, k > k_0^{p+1}$, all $u \in L^2(\mathbb{R}^d)$ oscillating with frequency between $\Xi_L k$ and $\Xi_H k$, all $0 < h < 1$, and all piecewise polynomials, $v_h$, of degree $p$ on a regular mesh with scale $h$,

$$
\left(\frac{ck}{p^2}\right)^{p+1} \|u\|_{L^2(\mathbb{R}^d)} \leq \|u - v_h\|_{L^2(\mathbb{R}^d)}.
$$

**Remark 1.2.** The precise definition of a piecewise polynomial on a regular mesh is given in Section 1.1 and of the concept of oscillating with a certain frequency in Section 1.3.

**Remark 1.3.** Note that we have used a mesh on all of $\mathbb{R}^d$ to simplify the statement of the theorem. Such a mesh can easily be defined, for example, by constructing a mesh on $[0, 1]^d$ and tiling $\mathbb{R}^d$ with this mesh.

A standard assumption in numerical analysis of high-frequency Helmholtz problems is that the meshwidth $h$ must satisfy $hk \lesssim 1$ (see e.g. [IB95]). Here, we use the notation $a \lesssim b$ if $a \leq Cb$ for some constant independent of $k$. This can be justified heuristically using the Shannon-Nyquist-Whittaker sampling theorem. However, this theorem holds only in one dimension and for functions with compactly-supported Fourier transform. Theorem 1.1 or more precisely, Theorem 1.25 shows that, at least when $p$ is bounded independent of $k$, $hk \ll 1$ is required to approximate a function oscillating with frequency $\sim k$ (i.e. $ck \lesssim \text{frequency} \leq Ck$) accurately using piecewise polynomials. In other words, for piecewise polynomials $\sim k^d$ degrees of freedom are required to approximate such a function and hence, no method based on polynomials of fixed degree in dimension $d$ can be accurate without at least this many degrees of freedom.

Despite the fact that they have many natural applications in numerical analysis, lower estimates on the approximation error for oscillatory functions are absent in the literature. Indeed, the only lower estimates on approximation by finite dimensional spaces of which the author is aware concern the Kolmogorv $n$-width (see [Jer72] and references therein). These estimates assert the existence e.g. of some $H^{p+1}$ function, $u$, not necessarily oscillating at any particular frequency which achieves (1.3). This existence result says nothing about the structure of $u$ nor how many such $u$ there are (see Section 1.7 for a more detailed discussion). Because of this, it is not useful for giving lower estimates on the approximation error in practice for many numerical problems.

**Remark 1.4.** The reader may be aware of the lower bound on polynomial approximation provided by Bramble–Hilbert [BI70]

$$
|u|_{H^{p+1}(\Omega)} \leq \inf_{v \in P_p} \|u - v\|_{H^{p+1}(\Omega)},
$$

...
where \( \mathbb{P}_p \) denotes the space of polynomials of degree \( p \) and \(|u|_{H^{p+1}((\Omega)})\) denotes the \((p+1)\)st Sobolev seminorm. However, this estimate is not useful in practice since it involves an equal number of derivatives on the left-hand and right-hand sides. Moreover, this estimate is essentially trivial since \(|v|_{H^{p+1}} = 0 \) and \(|u|_{H^{p+1}} \leq |u|_{H^{p+1}}\).

In fact, one requires both control from below on \((p+1)\)th order derivatives and from above on higher derivatives of \(u\) to obtain an estimate like (1.3). For instance, consider \(u(x) := 1 + \varepsilon^{p+1} \sin(\varepsilon^{-1} k x)\) on \([0,1]\), with the standard mesh by intervals \((j/N, (j+1)/N)\), \(j = 0, \ldots, N - 1\). Then, with \(\mathbb{P}_{p,N}\) the piecewise polynomials of degree \(p\), on this mesh, we have
\[
\inf_{v \in \mathbb{P}_{0,N}} \|u - v\|_{L^2(0,1)} \leq C\varepsilon^{p+1} \ll (k/N)^{p+1}\|u\|_{L^2(0,1)}, \quad \inf_{\varepsilon > 0} |u|_{H^{p+1}(0,1)} \gtrsim k^{p+1}
\]
provided that \(\varepsilon \ll k/N\).

Proving Theorem 1.1 involves two substantial new difficulties relative to existing results. First, for a given \(u\), unlike for the corresponding upper bounds, it is not possible to prove (1.3) by construction of an interpolating polynomial. One must instead consider all possible piecewise polynomial and all possible regular meshes simultaneously and hence the proof must be based on the inherent structure of piecewise polynomial spaces. Second, since we want the estimate (1.3) for all possible oscillating functions, it is not sufficient to construct a single bad oscillating function and again one must use instead the structure inherent in the space of oscillating functions.

### 1.1. Definitions of meshes and polynomial spaces

We work with piecewise polynomial finite element spaces. In order to describe these spaces, we first introduce regular meshes of an (open) Riemannian manifold \((M,\gamma)\) of dimension \(d\), possibly with Lipschitz boundary. In practice, \(M\) is usually either a domain \(\Omega\) in \(\mathbb{R}^n\) (with \(d = n\)) and the standard Euclidean metric or a hypersurface \(\Gamma\) embedded in \(\mathbb{R}^n\) (with \(d = n - 1\)) endowed with the metric inherited from \(\mathbb{R}^n\). In order to place these two cases in a uniform framework, we use the language of Riemannian manifolds.

**Definition 1.5** (meshes for \(M\)). Let \(\mathcal{S} \subseteq \mathbb{R}^d\) be open with Lipschitz boundary. A mesh for \(M\) with reference element \(\mathcal{S}, \mathcal{T}\), is a locally finite collection of open subsets of \(M\) such that the following holds:

1. The open sets are disjoint in the sense that if \(T_1, T_2 \in \mathcal{T}\) and \(T_1 \cap T_2 \neq \emptyset\), then \(T_1 = T_2\).
2. \(\mathcal{T}\) covers \(M\) in the sense that \(M = \bigcup_{T \in \mathcal{T}} T\).
3. For every \(T \in \mathcal{T}\), there is \(p \geq 1\) and a bijection \(\gamma_T : \mathcal{S} \rightarrow T\) such that
   \[
   \sup_{T \in \mathcal{T}} \sup_{x \in T} \sup_{|\alpha| \leq p} \|\partial^\alpha \gamma_T(x)\| + \|(D\gamma_T)^{-1}(x)\| < \infty,
   \]
   where \(D\gamma_T\) denotes the Jacobian of \(\gamma_T\).

We say that \(\mathcal{T}\) is a mesh for \(M\) if there is \(\mathcal{S} \subseteq \mathbb{R}^d\) such that \(\mathcal{T}\) is a mesh for \(M\) with reference element \(\mathcal{S}\). For \(R > 0\) and \(p \in \{1, \ldots\}\) we say that \(\mathcal{T}\) is \((p,R)\) regular if there are \(\{\gamma_T\}_{T \in \mathcal{T}}\) such that
\[
\sup_{T \in \mathcal{T}} \sup_{|\alpha| \leq p} \sup_{x \in T} \frac{1}{|\alpha|} \left( \|\partial^\alpha \gamma_T(x)\| \frac{1}{|\alpha|} + \|(D\gamma_T)^{-1}(x)\| \right) \leq 1 + R|\alpha|^{-1}. \tag{1.4}
\]

We call a collection \(\{\gamma_T\}_{T \in \mathcal{T}}\) satisfying (1.4) a \((p,R)\)-regular set of coordinates for \(\mathcal{T}\).
Remark 1.6. It is easy to see that for any \( p \geq 1 \), a \((p, R)\) regular mesh is shape regular with shape regularity constant \( \lesssim R^2 \). Indeed,
\[
\text{diam } \gamma_T(S) \leq C_S \sup_{x \in T} \| \partial_\alpha^p \gamma_T(x) \| \leq C_SR,
\]
and, if \( B(x_0, r_S) \subset S \), then \( B(\gamma_T(x_0), R^{-1}r_S) \subset \gamma_T(S) \).

Definition 1.7 (Broken Sobolev spaces). For a mesh \( T \), we define the broken Sobolev space, \( H^p_T(M) \subset L^2(M) \) to be the set of \( u \in L^2(M) \) such that \( u|_T \in H^p(T) \) for all \( T \in \mathcal{T} \) and endow it with the norm
\[
\| u \|_{H^p_T(M)} := \| u \|_{L^2(M)}^2 + \sum_{T \in \mathcal{T}} \| u|_T \|_{H^p(T)}^2.
\]

Remark 1.8. Observe that if \( u \in H^p(M) \), then \( \| u \|_{H^p_T(M)} = \| u \|_{H^p(M)} \) for any mesh \( T \).

We introduce the notion of \((p, R)\) regularity in (1.4) because we are interested in uniform estimates as the size of a mesh element decreases. In order to do this, we need to assume that as the mesh elements decrease in size, their behavior does not become too wild. This will be encoded using \((p, R)\) regularity.

Below, we will actually work with families of meshes at decreasing scale. To do this, we make the following definition.

Definition 1.9 (Scales of meshes for \( M \)). Let \( p \in \{1, \ldots \} \cup \{\infty\} \) and \( S \subset \mathbb{R}^d \) open with Lipschitz boundary. A \( p \)-scale of meshes for \( M \) with reference element \( S \) is a set \( I \subset (0, 1) \) with \( 0 \in I \) and a collection of meshes for \( M \), \( \{T_h\}_{h \in I} \), such that \( T_h \) is a mesh for \( M \) with reference element \( hS \) and there is \( R > 0 \) such that for all \( h \in I \), \( T_h \) is \((p, R)\) regular.

We say that \( \mathcal{M} := (I, \{T_h\}_{h \in I}) \) is a \( p \)-scale of meshes for \( M \) if there is \( S \) as above such that \( \mathcal{M} \) is a \( p \)-scale of meshes for \( M \) with reference element \( S \). We say that \( \mathcal{M} \) is a scale of meshes for \( M \) if there is \( p \) such that \( \mathcal{M} \) is a \( p \)-scale of meshes for \( M \).

The mesh, by itself, is not sufficient to define piecewise polynomial spaces. We need, in addition, a choice of maps \( \gamma_T \).

Definition 1.10 (Coordinates for a scale of meshes). Let \( \mathcal{M} = (I, \{T_h\}_{h \in I}) \) be a \( p \)-scale of meshes for \( M \), we call a collection \( \{\gamma_T\}_{T \in T_h, h \in I} \) a set of coordinates for \( \mathcal{M} \) if there is \( R > 0 \) such that for all \( h \in I \), \( k \in (0, \infty) \), \( \{\gamma_T\}_{T \in T_h} \) is a \((p, R)\)-regular set of coordinates for \( T_h \).

Remark 1.11. Although in practice, the coordinate mappings \( \gamma_T \) are usually either affine or isoparametric (i.e. mappings whose coordinate functions are, themselves polynomials of some fixed degree, in many theoretical considerations one assumes, for example, that the boundary of a domain is perfectly resolved. Since this cannot be done with affine or isoparametric mappings, we retain the flexibility to have more general coordinates.

Remark 1.12. In order that an isoparametric mapping of some fixed degree \( p \) be a set of coordinates for a scale of meshes it is necessary only that the coefficients of the polynomials involved be uniformly bounded as \( h \to 0 \) and that the inverse of the Jacobian of the mapping be uniformly bounded above as \( h \to 0 \).
We next define spaces of piecewise polynomials on a scale of meshes. We emphasize again that this definition depends both on the mesh and on the coordinates for the mesh.

**Definition 1.13** (Piecewise polynomial spaces). Let $\mathcal{M} := (I, \{T_h\}_{h \in I})$ be a scale of meshes for $M$ and $\mathcal{C} := \{\gamma_T\}_{T \in T_h, h \in I}$ a set of coordinates for $\mathcal{M}$. Let $\mathcal{S}$ be the reference element for $\mathcal{M}$, $p \in \{0, 1, \ldots\}$, and $m \geq 0$. For $h \in I$, we define the polynomial approximation space of degree $p$ by

$$S_{\mathcal{M},\mathcal{C},h}^{p,m} := \{u \in L^2(M) : u \circ \gamma_T \in \mathbb{P}_p|_{h\mathcal{S}} \cap H^m(M)\},$$

where $\mathbb{P}_p$ denotes the space of polynomials of degree $p$ on $\mathbb{R}^d$. Let $P_{h}^{p,m} : \mathcal{H}_{h}^k(M) \to S_{\mathcal{M},\mathcal{C},h}^{p,m}$ denote the broken $H_{h}^k(M)$ orthogonal projection onto $S_{\mathcal{M},\mathcal{C},h}^{p,m}$; i.e. the orthogonal projector with respect to any inner product whose norm is equivalent to

$$\|u\|_{H_{h}^k(M)}^2 := \|u\|_{L^{2}(M)}^2 + \sum_{T \in T_h} \langle k \rangle^{-2\ell} \|u\|_{H^{\ell}(T)}^2, \quad \langle k \rangle := (1 + k^2)^{1/2}.$$

Observe that, for some combinations of $m$ and $p$, $S_{\mathcal{M},\mathcal{C},h}^{p,m}$ may consist only of global polynomials of degree $p$. However, it is useful to consider the conforming spaces of polynomials when trying to understand the ‘frequency-$k$’ part of the error. See Theorems 1.20 and 1.26. Although analogous statements hold in the broken spaces, these statements are weaker than the ones given; in particular, the dual space for $H_{h}^k(M)$ requires $L^2$-type regularity at the interfaces between mesh elements and so does not measure only the frequency $\sim k$ of a function. In practice, one typically uses piecewise polynomials which are at most in $H^1$ but, because it does not complicate the analysis, we retain the flexibility to take $m > 1$.

**Remark 1.14.** Notice that when $u \in \mathcal{H}_{h}^k(M)$,

$$\|u\|_{H_{h}^k(M)}^2 = \|u\|_{H_{h}^k(M)}^2 := \|u\|_{L^{2}(M)}^2 + \sum_{T \in T_h} \langle k \rangle^{-2\ell} \|u\|_{H^{\ell}(T)}^2.$$

**Remark 1.15.** It is more standard to work with a fixed reference element, $\mathcal{S}$, rather than the shrinking element $h\mathcal{S}$. However, the latter will be more convenient here and one can translate between the methods by pre-composing each of our coordinate $\gamma_T$ with the scaling map $s_h : \mathcal{S} \to h\mathcal{S}$, $s_h(x) = h x$. Defining meshes as in Definitions 1.9 and 1.10 allows us to guarantee that certain estimates (e.g. the Poincaré–Wirtinger inequality) can be made uniform as $h \to 0$. The assumptions needed to guarantee these uniform estimates could instead be encoded directly in the derivatives of coordinate maps $\gamma_T : \mathcal{S} \to M$, but the necessary assumptions on the maps from a fixed domain to a small ($h$-size) domain would be more complicated than those we use (from a small domain to a small domain).

1.2. **Lower bounds for approximations on $\mathbb{R}^d$.** Although we give applications to meshes on manifolds below, our results are simplest to understand when approximating functions on $\mathbb{R}^d$ and we state them in this case first. For $u \in L^2(\mathbb{R}^d)$, we let $\hat{u}$ denote its Fourier transform.

**Theorem 1.16.** Let $r \in \{0,1,\ldots\} \cup \{\infty\}$, $\mathcal{M} = (I, \{T_h\}_{h \in I})$ a $2(r+1)$-scale of meshes for $\mathbb{R}^d$, $\mathcal{C}$ a set of coordinates for $\mathcal{M}$, and $0 < \Xi_L < \Xi_H$. Then there are $c > 0$ and $k_0 > 0$ such that for all $0 \leq p \leq r$, $0 \leq \ell \leq m \leq p + 1$, all $k > k_0$, all $u \in L^2(\mathbb{R}^d)$ satisfying

$$\text{supp} \hat{u} \subset \{\xi \in \mathbb{R}^d : \Xi_L k \leq |\xi|\}, \quad \|u\|_{H^{2(p+1)}(\mathbb{R}^d)} \leq (\Xi_H k + p + 1)^{2(p+1)}\|u\|_{L^2(\mathbb{R}^d)},$$

(1.5)
all $h \in I$ with $chk/p^2 \leq 1$, and all $0 \leq m', m$ we have
\[
\phi \left( \frac{hk}{p^2} \right)^{p+1-m'} \|u\|_{L^2(\mathbb{R}^d)} \leq \|(I - P_{p,m}^h)u\|_{H_{m'}^{p+1}(\mathbb{R}^d)}.
\] (1.6)
Furthermore, if $p = 0$, then $k_0$ can be taken arbitrarily small.

**Remark 1.17.** One should heuristically understand (1.5) as follows. The first condition guarantees that $u$ has no very low frequencies ($\ll k$), while the second guarantees that it has no very high frequencies ($\gg k$).

It is easy to see that Theorem 1.16 is optimal for uniformly bounded $p$. Indeed, any $u$ satisfying (1.5)
\[
\|\partial^\alpha u\|_{L^2(\mathbb{R}^d)} \leq C_k^{(|\alpha|/k)|\alpha|} \|u\|_{L^2(\mathbb{R}^d)}, \quad |\alpha| \leq 2(p+1),
\]
for some $C$ depending only on $\alpha$ and the choice of norm on $H^s$. and hence the standard estimate
\[
\|(I - P_{p,m}^h)u\|_{H^m(\mathbb{R}^d)} \leq C h^{p+1-m} \|u\|_{H^{p+1}(\mathbb{R}^d)} \quad 0 \leq m \leq p + 1,
\]
(see e.g. [SS11, Theorem 4.3.19], [BS08, Section 4.4], [Cia02, Section 3.1]) together with the fact that our $u$ satisfies
\[
\|u\|_{H^s(\mathbb{R}^d)} \leq C (k)^s \|u\|_{L^2(\mathbb{R}^d)}, \quad 0 \leq s \leq p + 1
\]
shows that, up to a constant, (1.6) cannot be improved for many standard scales of meshes. Formally the results in these references apply only to compact subsets of $\mathbb{R}^d$, however, since the $H^m$ norm is local in the sense that for any open domains $S_i$ with Lipschitz boundary and
\[
\bigcup_i S_i = \mathbb{R}^d, \quad S_i \cap S_j = \emptyset, \quad \text{for } i \neq j,
\]
we have
\[
\|u\|_{H^m(\mathbb{R}^d)}^2 = \sum_{S_i} \|u\|_{H^m(S_i)}^2, \quad u \in H^m(\mathbb{R}^d),
\]
these results easily extend to all of $\mathbb{R}^d$.

**Remark 1.18.** Note that, while we write the estimate (1.6) with the $L^2$ norm of $u$ on the left hand side, we could replace it by the $H^{p+1}(\mathbb{R}^d)$ norm and an appropriate power of $k$ using the second inequality in (1.5). In fact, the proofs below proceed by controlling the $H_k^{p+1}$ norm of $u$ by e.g. $\|(I - P_{p,m}^h)u\|_{L^2(\mathbb{R}^d)}$, and a small multiple of the $H_k^{2(p+1)}$ norm of $u$. The oscillatory nature of $u$ is then used to absorb this very high derivative into the left-hand side.

In particular, Theorem 1.16 is optimal when the mesh is conforming in the following sense.

**Definition 1.19.** We say that the mesh $T_h$ is $(p, m)$ conforming if
\[
\|(I - P_{p,m}^h)u\|_{H_k^{p+1} \to H_k^{p+1}} \leq C (hk)^{p+1-\ell}
\] (1.7)

It is often interesting not only to have lower bounds for the approximation error in $H_k^s$, but to understand lower bounds for the ‘frequency $k$’ components of the best $H_k^p$ approximant. This is the content of our next theorem.
Theorem 1.20. Let \( r \in \{0,1,\ldots\} \cup \{\infty\}, \mathcal{M} = (\{T_h\}_h) \) be a \( 2(r+1) \)-scale of meshes for \( \mathbb{R}^d \), \( \mathcal{C} \) be a set of coordinates for \( \mathcal{M} \), and \( 0 < \Xi_L < \Xi_H \). Then there are \( c > 0 \) and \( k_0 > 0 \) such that for all \( 0 \leq p \leq r \), \( 0 \leq \ell \leq m \leq p+1, s \geq 0 \), all \( k > k_0 c^{-p} \), all \( u \in L^2(\mathbb{R}^d) \) satisfying
\[
\text{supp} \hat{u} \subset \{ \xi \in \mathbb{R}^d : \Xi_L k \leq |\xi| \},
\]
\[
\|u\|_{H^m(\mathbb{R}^d)}^2 \leq (\Xi_H k + \max(2(p+1),2\ell+s))\max(2(p+1),2\ell+s)\|u\|_{L^2(\mathbb{R}^d)}
\]
all \( h \in \mathcal{I} \) with \( ck/p^2 \leq 1 \) we have
\[
c^p \left( \frac{hk}{p^2} \right)^{2(p+1-\ell)} \|u\|_{L^2(\mathbb{R}^d)} \leq \|(I - P_{T_h,\ell})u\|_{H^{-s}(\mathbb{R}^d)}.
\]
If \( p = 0 \), then \( k_0 \) can be taken arbitrarily small. Finally, the estimate (1.8) is optimal for bounded \( p \) and meshes which are \((p,m)\)-conforming.

Because the \( H^{-s}_k \) norm weights frequencies \( |\xi| \gg k \) by \( |k^{-1}\xi|^{-s} \), Theorem 1.20 shows that the ‘frequency \( k \)’ components of the error are in general much smaller than the very high frequency components of the error (note that the power on the left hand side of (1.8) is twice that on the left-hand side of (1.6)), but nevertheless retain a controllable amount of the mass of \( u \).

1.3. Functions oscillating with a given frequency on a manifold. In order to state our results on a manifold, we first introduce an appropriate notion of a function that oscillates at frequency \( k \) in a certain Sobolev space \( H^m \).

Definition 1.21. Let \( m \geq 1 \), \( a \leq b \), \( M \) be a \( C^m \) manifold with Lipschitz boundary and \( g \in C^1 \) be a Riemannian metric on \( M \). The \( \Delta_g : L^2(M) \rightarrow L^2(M) \) denote the Dirichlet or Neumann Laplace–Beltrami operator on \( (M,g) \) (i.e. the Friedrichs extension defined by the quadratic form \( Q(u,v) := \langle \nabla_g u, \nabla_g v \rangle_{L^2(M)} \) with form domain \( H^1_0 \) or \( H^1 \) respectively) and \( dE_\lambda \) its spectral measure.

Remark 1.22. As discussed above, in finite and boundary element methods the relevant manifold \( (M,g) \) is usually either a domain \( \mathcal{O} \subset \mathbb{R}^n \) with boundary or a hyper-surface \( \Gamma \subset \mathbb{R}^n \). In the case of a domain \( \mathcal{O} \), we typically use the usual Euclidean metric, in which cases \( -\Delta_g \) is the standard Dirichlet or Neumann Laplacian on \( \mathcal{O} \). In the case of a surface \( \Gamma \), we endow \( \Gamma \) with the metric induced from the Euclidean metric on \( \mathbb{R}^n \). That is, we the usual surface volume. In this case, once again, \( -\Delta_g \) becomes the surface Laplacian (with the relevant boundary condition).

We say that \( u \in L^2(M) \) oscillates with frequencies between \( a \) and \( b \) in \( H^m \) if \( u \in \mathcal{D}((\Delta_g + 1)^{m/2}) \) and
\[
\Pi_{[a,\infty]} u = u, \quad \|u\|_{H^j(M)} \leq (b + j)^j \|u\|_{L^2(M)}, \quad 0 \leq j \leq m
\]
where we write
\[
\Pi_{[a,\infty]} := \int_a^\infty dE_\lambda
\]
for the orthogonal projection onto functions oscillating with frequencies larger than \( a \).

Remark 1.23. Below, we use the notation \( C^\omega \) to denote a real analytic object and \( j < \omega \) for all \( j \in \mathbb{N} \). For the purposes of scales of meshes and coordinates, we identify \( \omega \) and \( \infty \).

Examples:
If \((M, g)\) is a compact manifold without boundary, then \(-\Delta_g\) has an orthonormal basis of eigenfunctions \(\{u_\lambda\}_{j=1}^\infty\) satisfying \((-\Delta_g - \lambda^2)u_\lambda = 0\) and hence

\[
\Pi_{[a, \infty)}v = \sum_{\lambda_j \in [a, \infty)} \langle v, u_\lambda \rangle_{L^2(M)} u_\lambda.
\]

If \((M, g) = (\mathbb{R}^d, g_{\text{Eucl}})\) is \(\mathbb{R}^d\) with the standard metric,

\[
\Pi_{[a, \infty)}u = \frac{1}{(2\pi)^d} \int_{0 \leq |\xi|} e^{i(x, \xi)} \hat{u}(\xi) d\xi.
\]

1.4. Approximate k-oscillation and solutions of the Helmholtz equation. The main motivation for this article is the study of numerical solution of the Helmholtz problems (1.2) and (1.1) when the data comes from a natural scattering problem; e.g. plane wave scattering. In the case of plane wave scattering, one aims to find the scattered field caused by an incident plane wave \(u_1 := e^{ikx - a}\) with \(a \in \mathbb{R}^d, |a| = 1\). To do this, we let \(\chi \in C_0^\infty(\mathbb{R}^d)\) so that the scatterer is contained in \(\chi \equiv 1\) and find \(u_S\) outgoing such that \(u = u_S + u_I\) satisfies (1.2) or (1.1) with 0 right-hand side and no outgoing condition.

In this case, \(u_S\) solves (1.2) or (1.1) with

\[
f = (k\chi_1(x) + \chi_2(x)) e^{ikx - a}, \quad \chi_i \in C_0^\infty(\mathbb{R}^d),
\]

and

\[
g = \phi(x) e^{ikx - a}, \quad \phi \in C^\infty(\partial\Omega).
\]

1.4.1. k-oscillation of the bulk solution. Using methods of semiclassical analysis; specifically the elliptic parametrix construction (see e.g. [DZ19, Appendix E]), one can show that for \(a^{ij}c \in C^\infty(\mathbb{R}^d)\) with \(c(x) > c_0 > 0\) and \(a^{ij}(x)\xi_j \xi_j \geq c_0|\xi|^2\), the solution, \(u\) to (1.2) with \(f\) of the form (1.9) is approximately \(k\) oscillating for some constants \(C_j\). Furthermore, for obstacle scattering, when the boundary of the obstacle is smooth and the data is as in (1.9) and (1.10) one can use the functional calculus techniques from [GLSW23] to see that the solution to the Helmholtz equation (1.1) is approximately \(k\) oscillating.

The estimates in Theorems 1.16, 1.20 (above) and 1.25, 1.26 (below) then have direct applications to error analysis in finite element methods (FEM) based on piecewise polynomials. For example, when the FEM using the space \(S_{M,C,h}^{p,m}\) is applied to solve one of (1.2) or (1.1) a key role in this analysis is played by the quantity

\[
\eta(S_{M,C,h}^{p,m}) := \sup_{f \in L^2} \frac{\|\Pi f - f\|_{H^1}}{\|f\|_{L^2}},
\]

where \(u_f\) is the solution to (1.2) or (1.1) with the radiation condition changed to

\[
(\partial_r + ik)u = o_{r \to \infty}(r^{\frac{1-d}{2}}).
\]
Indeed, conditions for quasioptimality of FEM as well as error estimates are given explicitly in terms of this $\eta$ [Sch74, Sau06, MS10]. Because the solution of the Helmholtz problem is approximately $k$-oscillating, Theorems [1.16] and [1.25] thus give sharp lower bounds on this quantity and hence provide lower estimates on how refined the grid must be to apply these results.

1.4.2. $k$-oscillation of the boundary traces. In the case of the boundary element method, one tries to approximate the boundary traces of $u$ rather than $u$ itself. The $k$-oscillation properties of the traces of $u$ are slightly more complicated than those of $u$. It is easy to see that the upper bounds in [1.21] hold. However, the lower frequency bound may not hold. Nevertheless, the boundary traces will typically have a component containing most of the energy of the trace which is approximately $k$ oscillating. In fact, the only way for this to fail is for the function, $u$, to have nearly all of its energy on directions normal to the boundary. As an illustrative example, consider a smooth, convex obstacle $\Omega$ and the plane wave data as in (1.10). Then, one can show that the outgoing Dirichlet to Neumann map is pseudodifferential (albeit in an exotic calculus) and hence that $k^{-1}\partial_\nu u \sim a(x)e^{ikx-a}|_{\partial\Omega}$. In particular, except in a neighborhood of $\nu\cdot a = 0$, $k^{-1}\partial_\nu u$ is approximately $k$-oscillating. This type of argument can be made more precise and more general by using the concepts of wavefront-set and propagation of singularities from semiclassical analysis (see [DZ19, Appendix E]).

1.5. Lower bounds on a manifold. We now restate Theorems [1.16] and [1.20] generalizing them to Riemannian manifolds in the process.

**Theorem 1.25.** Let $r \in \{0, 1, \ldots \} \cup \{\omega\}$, $M$ be a $C^{2(r+1)}$ manifold with Lipschitz boundary, $g$ be a $C^{r+1}$ Riemannian metric on $M$, $M = (I, \{T_h\})$ be a $2(r+1)$-scale of meshes for $M$, $C$ be a set of coordinates for $\mathcal{M}$, and $0 < \Xi_L < \Xi_H$. Then there are $c > 0$ and $k_0 > 0$ such that for all $0 \leq \ell, m \leq p + 1$, all $k > k_0c^{-p}$, all $u \in L^2(M)$ oscillating with frequencies between $\Xi_Lk$ and $\Xi_Hk$ in $H^{2(p+1)}(M)$, $0 \leq m'$, and all $h \in I$ with $chk/p^2 < 1$, we have

$$c^p \left(\frac{hk}{p^2}\right)^{p+1-m'} \|u\|_{L^2(M)} \leq \|(I - P_{T_h,\ell})u\|_{H^{m'}_{k,h}(M)}.$$  \hspace{1cm} (1.11)

Furthermore, if $p = 0$, then $k_0$ can be taken arbitrarily small.

As in $\mathbb{R}^d$, we also obtain lower bounds for the ‘frequency $k$’ part of the error.

**Theorem 1.26.** Let $r \in \{0, 1, \ldots \} \cup \{\omega\}$, $M$ be a $C^{2(r+1)}$ manifold with Lipschitz boundary, $g$ be a $C^{r+1}$ Riemannian metric on $M$, $M = (I, \{T_h\})$ be a $2(r+1)$-scale of meshes for $M$, $C$ be a set of coordinates for $\mathcal{M}$, and $0 < \Xi_L < \Xi_H$. Then there are $c > 0$ and $k_0 > 0$ such that for all $0 \leq \ell, m \leq p + 1$, all $k > k_0c^{-p}$, all $u \in L^2(M)$ oscillating with frequencies between $\Xi_Lk$ and $\Xi_Hk$ in $H^{\text{max}(2(p+1),2\ell+s)}(M)$ and all $h \in I$ with $chk/p^2 < 1$, we have

$$c^p \left(\frac{hk}{p^2}\right)^{2(p+1-\ell)} \|u\|_{L^2(M)} \leq \|(I - P_{T_h,\ell})u\|_{H^{\ell-s}_{k,h}(M)}.$$  \hspace{1cm} (1.12)

Furthermore, if $p = 0$, then $k_0$ can be taken arbitrarily small. Finally, the for $p$ bounded uniformly in $k$, estimate [1.12] is optimal if the boundary of $M$ is $C^{\text{max}(2(p+1),2\ell+s)}$ with the mesh $(p,m)$-conforming.
In particular, for this mesh, we do not have (1.11) for function \( s \) oscillating with small frequency. To see this, we work on the circle \([0, 1]\). To define our coordinates, we will need two branches of \( \sin \) for \( \gamma \). To see that \( \gamma_i(t) \) is regular for \( i = 2, 3, 4 \). Now, notice that \[
\sin(\gamma_1(t)) = \sin(s_1(1+t^2)) = 1 + t^2, \\
\sin(\gamma_2(t)) = \sin(s_1(1-t^2)) = 1 - t^2, \\
\sin(\gamma_3(t)) = \sin(s_2(1+t^2)) = 1 - t^2, \\
\sin(\gamma_4(t)) = \sin(s_2(1-t^2)) = 1 + t^2. 
\]
In particular, \( u : = \sin(x) \in S_{M, C, 1}^{2, 2} \) so that \((I - D_{T_1, \ell}^{2, 2}) u = 0 \). On the other hand, since \( -\Delta u = -\partial_t^2 u = u \), we have \( \Pi_{[1, \infty)} u = u \) and hence \( u \) is oscillating with frequencies between 1 and 2. In particular, for this mesh, we do not have \( (1.11) \) for functions oscillating with small frequency.

Finally, we record an estimate when \( u \) is approximately \( k \)-oscillating.

**Corollary 1.28.** Let \( p, s \geq 0 \), \( 0 \leq \ell \leq m \leq p + 1 \), \( 0 < \epsilon < 1 \), and \( \{C_j\}^{\infty}_{j=1} \subset \mathbb{R}^+ \), \( M \) be a \( C^{\max(2(p+1), 2\ell + s)} \) manifold with Lipschitz boundary and \( g \) be a \( C^{p+1} \) Riemannian metric on \( M \). Let \( M \) be a \( 2(p+1) \) scale of meshes for \( M \) and \( \mathcal{C} \) be a set of coordinates for \( M \). Then for all \( N > 0 \), there is \( c > 0 \) such that for all \( \epsilon \) approximately \( k \) oscillating, \( u \) with constants \( C_j \), there is \( k_0 \geq 0 \) such that for \( k > k_0 \), \( 0 \leq m' \leq m \), and \( h \in I \) with \( h > k^{-N} \), we have

\[
c(hk)^{2(p+1-\ell)} \| u \|_{L^2(M)} \leq \|(I - D_{T_1, \ell}^{p, m}) u \|_{H^{-s}(M)}, \\
c(hk)^{p+1-m'} \| u \|_{L^2(M)} \leq \|(I - D_{T_1, \ell}^{p, m}) u \|_{H^{m'}(M)}.
\]

**1.6. Ideas behind the proof of Theorem 1.25.** For the purposes of this outline, we work on \( \mathbb{R}^d \), assume that \( \gamma_T : S_\ell \rightarrow T \) is a rotation followed by a translation, and consider only \( m' = 0 \). There are four important facts used to prove Theorem 1.25.

1. For a function oscillating between \( \Xi_k \) and \( \Xi_h k \) in \( H^{2(p+1)} \) and \( p + 1 = 2m + r \),

\[
ck^{2(p+1)} \| u \|_{L^2(\mathbb{R}^d)}^2 \leq \|(-\Delta)^{p+1} u, u \|_{L^2(\mathbb{R}^d)} = \|\nabla^r (-\Delta)^m u \|_{L^2(\mathbb{R}^d)}, \\
\| u \|_{H^{2(p+1)}(\mathbb{R}^d)}^2 \leq C(k)^{4(p+1)} \| u \|_{L^2(\mathbb{R}^d)}^2.
\]
(1.13)

2. We have

\[
\|\nabla^r (-\Delta)^m u \|_{L^2(\mathbb{R}^d)}^2 = \sum_{T \in \mathcal{T}_h} \|\nabla^r (-\Delta)^m u \|_{L^2(T)}^2.
\]
(1.14)
(3) For a polynomial, \( q_T \), of degree \( p \) on \( T \)
\[
\|\nabla^r(-\Delta)^m u\|_{L^2(T)}^2 = \langle \nabla^r(-\Delta)^m u, \nabla^r(-\Delta)^m (u - q_T) \rangle_{L^2(T)}.
\] (1.15)

(4) Integrating by parts and using trace estimates, the pairings can be estimated
\[
\sum_{T \in T_h} |\langle \nabla^r(-\Delta)^m u, \nabla^r(-\Delta)^m (u - q_T) \rangle_{L^2(T)}| \leq \varepsilon \|u\|^2_{H^{2(p+1)}(\mathbb{R}^d)} + C \varepsilon^{-1} h^{-2(p+1)} \|u - \sum_{T \in T_h} 1_T q_T\|^2_{L^2(\mathbb{R}^d)}. \quad (1.16)
\]

Here \( 1_T \) denotes the indicator function of \( T \). Combining (1.13), (1.14), (1.15), and (1.16) and choosing \( \varepsilon = \varepsilon_0 k^{-2(p+1)} \) for some \( \varepsilon_0 > 0 \) then completes the proof.

The estimates (1.13) follow directly from the definition of oscillating between \( \Xi_L k \) and \( \Xi_H k \), and (1.14) follows from the definition of the \( L^2 \) norm. The equation (1.15) follows from the fact that derivatives of order \( \geq p + 1 \) vanish on a polynomial of order \( p \). The work of this paper is then in proving (1.16). This is done in two steps. First, in Section 2, we prove estimates on a pairing \( \langle \partial_x^n u, \partial_y^n v \rangle_{L^2(T)} \) that are uniform in the scale \( h \) and involve Sobolev norms of \( u \) together with the \( L^2 \) norms of \( v \) and its \( (p + 1) \)th derivatives (see Lemma 2.5). We then combine the estimates on all elements of the mesh in Section 3 (see Lemma 3.2) to obtain (1.16).

### 1.7. Comparison with Kolmogorov \( n \)-width bounds.

The only other lower estimates on approximation by finite dimensional spaces of which the author is aware concern the \( \mathcal{V} \)-Komolgorov \( n \)-width of a space where \( \mathcal{V} \) is a normed space (see [Jer72] and references there-in). For example, for \( \Omega \subset \mathbb{R}^d \), the \( L^2(\Omega) \)-Komolgorov \( n \) width of \( \mathcal{B} \subset L^2(\Omega) \) is defined by
\[
d_n(\mathcal{B}) := \sup_{w \in \mathcal{B}, \|w\|_{\mathcal{B}} \leq 1} \inf_{u \in \mathcal{W}} \|u - w\|_{L^2(\Omega)}.
\]

For instance, [Jer72] shows that when \( \Omega \) has Lipschitz boundary,
\[
0 < \lim \inf_{n \to \infty} n^{\frac{1}{d}} d_n(H^1(\Omega)) \leq \lim \sup_{n \to \infty} n^{\frac{1}{d}} d_n(H^1_0(\Omega)) < \infty. \quad (1.17)
\]

For concreteness, we will consider the case of \( H^1_0(\Omega) \) in the rest of this subsection. Standard upper estimates on piecewise polynomial approximation then show that the space of piecewise polynomials saturate the estimate (1.17) in the sense that they achieve the estimate: for all \( u \in H^1_0(\Omega) \),
\[
\|(I - P^{p,m}_{T_h,0})u\|_{L^2(\Omega)} \leq C h \|u\|_{H^1(\Omega)} \leq C n^{\frac{1}{d}} \|u\|_{H^1(\Omega)}. \quad (1.18)
\]

**Remark 1.29.** Here, we have used that a \( p \)-scale of meshes is necessarily quasiuniform and hence the volume of any element is bounded above and below by \( h^d \).

The estimate (1.17), when applied to the space \( \mathcal{S}^{p,m}_{\mathcal{M},C,h} \) shows that for \( h \) small enough,
\[
\sup_{u \in H^1_0(\Omega), \|u\|_{H^1(\Omega)} \leq 1} \|(I - P^{p,m}_{T_h,0})u\|_{L^2(\Omega)} \geq \alpha h,
\]
and hence (1.18) is optimal when one considers all possible \( u \) in \( H_0^1(\Omega) \). In particular, there exists a function \( u \in H_0^1(\Omega) \) such that \( \|u\|_{H_0^1} \leq k \) and
\[
\|(I - P_{T_h,0}^p)u\|_{L^2(\Omega)} \geq c_hk.
\]

However, the estimate (1.17) gives no information about the structure of this \( u \) nor how many such \( u \) there are and hence it cannot be applied to understand approximation errors in concrete situations like Helmholtz scattering with natural data.

In contrast, the estimates in Theorem 1.25 show that every \( k \)-oscillating function with \( \|u\|_{L^2} \sim 1 \) (and hence \( \|u\|_{H^1} \sim k \)) satisfies
\[
\|(I - P_{T_h,0}^p)u\|_{L^2(\Omega)} \geq c_hk.
\]
In particular, as noted in Remark 1.4, these estimates apply to every Helmholtz scattering solution and hence can be used to understand approximation errors for numerical solution of Helmholtz scattering problems.
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## 2. Estimates on the Reference Element

### 2.1. Estimates at a fixed scale.

In this section, we recall several standard estimates for functions in Sobolev spaces on Lipschitz domains and their boundary values. The first estimate can be found in [Gri85, Theorem 1.5.1.10].

**Lemma 2.1.** Let \( S \subset \mathbb{R}^d \) be open with Lipschitz boundary. Then there is \( C > 0 \) such that for all \( u \in H^1(S) \), and \( 0 < \varepsilon < 1 \)
\[
\|u\|_{L^2(\partial S)} \leq C(\varepsilon^{-1}\|u\|_{L^2(S)} + \varepsilon\|\nabla u\|_{L^2(S)}).
\]

Next, we recall a useful, equivalent norm on \( H^m(S) \) for \( m \in \{0, 1, \ldots\} \).

**Lemma 2.2.** Let \( S \subset \mathbb{R}^d \) open with Lipschitz boundary. Then for all \( m \in \mathbb{N} \), there is \( C_m > 0 \) such that for all \( u \in H^m(S) \),
\[
\|u\|_{H^m(S)} \leq C_m m^{2m}\|u\|_{L^2(S)} + C_m \sum_{|\gamma|=m} \|\partial_\gamma u\|_{L^2(S)}.
\]

**Proof.** To prove (2.1), we follow the same proof as the non-\( m \) explicit proof (see e.g. [AF03, Theorem 5.2]), but require the inverse estimate:
\[
\|v\|_{H^1(S)} \leq C S p^2 \|v\|_{L^2(S)}, \quad v \in \mathbb{P}_p.
\]
Since \( S \) is open with Lipschitz boundary we may decompose \( S \subset \bigcup_{j=1}^{N} S_j \), with \( S_j \subset \hat{S}_j \subset \Omega \) and, up to a rotation and translation
\[
\hat{S}_i := \{(x_1, \ldots, x_d) \in \mathbb{R}^d : |(x_1, \ldots, x_{d-1})| < \varepsilon_i, \ 0 \leq x_d \leq f_i(x_1, \ldots, x_{d-1})\}
\]
where \( f_i > c_i > 0 \) and \( \|\nabla f\|_{L^\infty} \leq \tan(\theta_i) \).

Now, let \( \{\omega_j\}_{j=1}^{d} \subset \mathbb{R}^d \) be linearly independent, have unit length, and satisfy \( \langle \omega_j, (0, \ldots, 0, 1) \rangle > \cos(\theta_i) \). Then, for \( v \in \mathbb{P}_p \), we have by rotating coordinates,
\[
\int_{S_i} |\langle \nabla, \omega_j \rangle v|^2 \, dx = \int_{U_{j,i}} \int_{0}^{f_{i,j}(y')} |\partial_{y_d} v(y', y_d)|^2 \, dy_d \, dy' \\
\leq Cp^4 \int_{U_{j,i}} \int_{0}^{f_{i,j}(y')} |v(y', y_d)|^2 \, dy_d \, dy' = Cp^4 \|v\|^2_{L^2(S_i)}
\]
where in the last inequality, we have used that \( v(y', \cdot) \) is a polynomial of degree \( \leq p \), the inverse estimate \[\text{Sch98, Theorem 3.91}\], and that \( f_{i,j} > c > 0 \).

Now,
\[
|\nabla v|^2 \leq C_i \sum_{j=1}^{d} |\langle \nabla v, \omega_j \rangle|^2.
\]
Hence,
\[
\|\nabla v\|^2_{L^2(S_i)} \leq C_i p^4 \|v\|^2_{L^2(S_i)}.
\]
Summing over \( i \) completes the proof of (2.2).

2.2. Uniform estimates at all scales. We now record the estimates corresponding to Lemma 2.1 and Lemma 2.2 on the rescaled domain \( S_h := hS \).

**Lemma 2.3.** Let \( S \subset \mathbb{R}^d \) open with Lipschitz boundary and \( S_h := hS \). There is \( C > 0 \) such that for all \( u \in H^1(S_h) \), \( 0 < h < 1 \), and \( 0 < \varepsilon < 1 \)
\[
\|u\|_{L^2(\partial S_h)} \leq Ch^{\frac{d-1}{2}}(\varepsilon^{-1}\|u\|_{L^2(S_h)} + \varepsilon\|h\nabla u\|_{L^2(S_h)})
\] (2.3)

**Proof.** Let \( u \in H^1(S_h) \). Then, putting \( v(x) := u(hx) \in H^1(S) \), we have
\[
\|v\|_{L^2(S)} = h^{-\frac{d-1}{2}}\|u\|_{L^2(S_h)}, \quad \|v\|_{L^2(\partial S)} = h^{-\frac{d}{2}}\|u\|_{L^2(S_h)}, \quad \|\nabla v\|_{L^2(\partial S)} = h^{-\frac{d}{2}}\|h\nabla u\|_{L^2(S_h)}.
\]
The lemma now follows directly from Lemma 2.1.

**Lemma 2.4.** Let \( S \subset \mathbb{R}^d \) open with Lipschitz boundary and \( S_h := hS \). There is \( C > 0 \) such that for all \( m \in \{0, 1, \ldots \} \), \( u \in H^m(S_h) \), and \( 0 < h < 1 \),
\[
\|u\|_{H^m(S_h)} \leq C^m m^{2m} \|u\|_{L^2} + (Ch)^m \sum_{|\gamma|=m} \|\partial_\gamma^\gamma u\|_{L^2(S_h)}
\] (2.4)

**Proof.** Let \( u \in H^m(S_h) \). Then \( v(x) := u(hx) \in H^m(S) \) and the estimate follows from Lemma 2.2 applied to \( v \).
2.3. Estimates on pairings in $S_h$.

**Lemma 2.5.** Let $S \subset \mathbb{R}^d$ open with Lipschitz boundary. Then there is $C > 0$ such that for all $p$, $h > 0$, $\alpha \in \mathbb{N}^d$ with $|\alpha| = p + 1$, and $S_h := hS$, there are $\beta_j \in \mathbb{N}^d$ with $|\beta_j| = p + 1 + j$, $j = 0, 1, \ldots, p$ such that for all $u, v \in H^{2(p+1)}(S_h)$, $\alpha_1 + \alpha_2 = \alpha$, $0 < h < 1$, and $0 < r_j < 1$

$$\left| \langle \partial_x^{\alpha_1} u, \partial_x^{\alpha_2} v \rangle_{L^2(S_h)} \right| \leq \| \partial_x^{\alpha_1+1} u \|_{L^2(S_h)} \| \partial_x^{\alpha_2} v \|_{L^2(S_h)}$$

$$+ \sum_{j=0}^{p-|\alpha_2|} C^{1+t-j} \| \partial_x^{\beta_j} u \|_{H^1_h(S_h)} \left( h^{-t-j-1} \| \partial_x^{\gamma_j} \|_{H^1_h(S_h)} \right)$$

$$+ h^{-1-t-j} \| \partial_x^{\gamma_j} \|_{H^1_h(S_h)} \left( C \left( \frac{1}{2} \right)^{t-j+1} \right) \| v \|_{H^{2(p+1)}(S_h)}$$

(2.5)

where $s := 2(p+1) - |\alpha_2|$, $t := p - |\alpha_2|$, and $\| \cdot \|_{H^m(S_h)}$ denotes the $H^m$ Sobolev seminorm.

**Proof.** Integration by parts shows that for $j = 0, 1, \ldots, p-|\alpha_2|$ there are $\beta_j, \beta_j'$ with $|\beta_j| = p+1+j$, $|\beta_j'| = p-j$ and $f_j \in L^\infty(\partial S_h)$, with $\| f_j \|_{L^\infty}$ bounded by the Lipschitz constant of $S$ such that

$$\left| \langle \partial_x^{\alpha_1} u, \partial_x^{\alpha_2} v \rangle_{L^2(S_h)} \right| \leq \sum_{j=0}^{p-|\alpha_2|} \left| \langle f_j \partial_x^{\beta_j} u, \partial_x^{\gamma_j} v \rangle_{L^2(\partial S_h)} \right|$$

$$\leq \| \partial_x^{\alpha_1+1} u \|_{L^2(S_h)} \| \partial_x^{\alpha_2} v \|_{L^2(S_h)} + \sum_{j=0}^{p-|\alpha_2|} \| f_j \partial_x^{\beta_j} u \|_{L^2(\partial S_h)} \| \partial_x^{\gamma_j} v \|_{L^2(\partial S_h)}.$$
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3. Estimates on the manifold

We now proceed to estimate the finite element approximation error. We first estimate a certain
sum of derivatives over the mesh from below by the $L^2$ norm of $u$.

Lemma 3.1. Let $\in \{0,1,\ldots\} \cup \{\omega\}$, $M$ be a $C^{2(r+1)}$ manifold with Lipschitz boundary, $g$ be a
$C^{r+1}$ Riemanian metric on $M$, $\mathcal{M} = (I, \{\mathcal{T}_h\}_h)$ be a $2(r+1)$-scale of meshes for $M$, $\mathcal{C}$ be a set
of coordinates for $\mathcal{M}$, and $0 < \Xi_L < \Xi_H$. Then there are $c > 0$ and $k_0 > 0$ such that for all $u$ oscillating between $\Xi_L k$ and $\Xi_H k$ in $H^{p+1}$, $k > k_0 c^p$, and $h \in I$,

$$c^{p+1} k^{2(p+1)} \| u \|_{L^2(M)}^2 \leq \sum_{T \in T_h} \sum_{|\alpha| = p+1} \| \partial_x^\alpha (u \circ \gamma_T) \|_{L^2(S_h, dx)}^2. \tag{3.1}$$

Moreover, if $p = 0$, then we may take $k_0 = 0$.

Proof. Let $p + 1 = 2m + r$ with $r \in \{0, 1\}$, $m \in \{0, 1, \ldots\}$. Observe that

$$\Xi_L^{2(p+1)} k^{2(p+1)} \| u \|_{L^2(M)}^2 \leq \langle (-\Delta_g)^{m+r} u, (-\Delta_g)^m u \rangle_{L^2(M)} = \| L_{g,p+1} u \|_{L^2(M)}^2 \tag{3.2}$$

where $L_{g,p+1}$ is a $p+1$ order differential operator with $L^\infty$ coefficients such that $1 \in \ker(L_{g,p+1})$ (i.e. $L_{g,p+1}$ has no constant term). Then

$$\| L_{g,p+1} u \|_{L^2(M)}^2 = \sum_{T \in T_h} \| 1_{\gamma_T(S_h)} L_{g,p+1} u \|_{L^2(M)}^2. \tag{3.3}$$

Now, on each mesh element $\gamma_T(S_h)$, we write in coordinates

$$L_{g,p+1} = \sum_{|\alpha| = p+1} a^T_\alpha \partial_x^\alpha + \sum_{1 \leq |\beta| \leq p} b^T_\beta \partial_x^\beta. \tag{3.4}$$

If $g$ is analytic, there there is $C > 0$ such that for any $\alpha$ and $p$

$$\| a^T_\alpha \|_{L^\infty} \leq \| g^{-1} \|_{C^0_{\alpha+1}}, \quad \| b^T_\beta \|_{L^\infty} \leq C^{p+1} \prod_{j=\beta+1}^{\beta+1} \| g \|_{C^j}.$$ 

Therefore,

$$\frac{1}{2} \| 1_{\gamma_T(S_h)} L_{g,p+1} u \|_{L^2(M)}^2 \leq \sum_{|\alpha| = p+1} \| a^T_\alpha \partial_x^\alpha (u \circ \gamma_T) \|_{L^2(S_h, dv_g)} + \sum_{1 \leq |\beta| \leq p} \| b^T_\beta \partial_x^\beta (u \circ \gamma_T) \|_{L^2(S_h, dv_g)} \leq C_1^{p+1} \sum_{|\alpha| = p+1} \| \partial_x^\alpha (u \circ \gamma_T) \|_{L^2(S_h, dx)} + C_2 \| d_\alpha \|_{H^{p-1}(\gamma_T(S_h))}.$$ 

Summing over the mesh and using (3.2) and (3.3), together with (3.5) we obtain

$$\Xi_L^{2(p+1)} k^{2(p+1)} \| u \|_{L^2(M)}^2 \leq C_1^{p+1} \sum_{|\alpha| = p+1} \| \partial_x^\alpha (u \circ \gamma_T) \|_{L^2(\gamma_T(S_h), dx)} + C_2 \| d_\alpha \|_{H^{p-1}(M)}$$

$$\leq C_1^{p+1} \sum_{|\alpha| = p+1} \| \partial_x^\alpha (u \circ \gamma_T) \|_{L^2(\gamma_T(S_h), dx)} + C_2 (\Xi_H k + p)^{2p} \| u \|_{L^2(M)}.$$ 

(3.6)

Here, $d_\alpha$ is the differential of $u$. Taking $k_0$ large enough, we may absorb the last term into the left-hand side and hence obtain the result for $p \geq 1$. For $p = 0$, notice that the second term in (3.4) is identically 0 and hence there are no $\| d_\alpha \|_{H^{p-1}}$ terms in (3.5) or (3.6), so that we need not take $k_0$ large enough in this case.
In order to handle the analytic case, we need a slightly better estimate than \(3.5\). Indeed, we estimate

\[
\left\| \sum_{1 \leq |\beta| \leq p} b_T^\beta \partial^\beta_x (u \circ \gamma_T) \right\|_{L^2(S_h, dv_\rho)} \leq C^{p+1} \sum_{1 \leq \ell \leq p} \prod_{j \beta_j = p+1-\ell} \|g_j\|_{C^{\ell}} \|du\|_{H^{\ell-1}}
\]

\[
\leq C^{p+1} \sum_{1 \leq \ell \leq p} (p+1-\ell)^{(p+1-\ell)}(\Xi_H + \ell)^\ell \|u\|_{L^2(M)}
\]

\[
\leq C^{p+1} (\Xi_H k + p)^p \|u\|_{L^2(M)}.
\]

Thus, we require \(k > C^{p+1}\) as stated.

Next, we estimate the right-hand side of \(3.1\) using the \(L^2\) norm of \((I - P_{T_h,\ell}^p)u\). This lemma amounts to a type of Bramble–Hilbert Lemma for our polynomial spaces on a manifold.

**Lemma 3.2.** For all \(0 < \delta < 1\), there is \(C > 0\) such that for all \(0 < h, 0 \leq p, m \leq k, 0 < hk < \delta^{-1}p^2, 0 \leq m', \ell \leq m, \delta^{p+1} < \varepsilon < 1\), and \(0 < \Xi_L < \Xi_H\) and all \(u\) oscillating between \(\Xi_L k\) and \(\Xi_H k\) in \(H^{2(p+1)}\),

\[
\sum_{T \in T_h} \sum_{|\alpha| = p+1} \|\partial_x^\alpha (u \circ \gamma_T)\|_{L^2(S_h, dx)}^2 
\leq C^p (\varepsilon (\Xi_H k)^{2(p+1)} \|u\|_{L^2(M)}^2 + \varepsilon^{-1} h^{-2(p+1-m')}(2(p+1) - m')(p+1-m') \|(I - P_{T_h,\ell}^p)u\|_{H^{m'}(M)}^2).
\] \(3.7\)

**Proof.** We start by observing that, since \([P_{T_h,\ell}^p u] \circ \gamma_T\) is a polynomial of degree \(p\),

\[
\sum_{T \in T_h} \sum_{|\alpha| = p+1} \|\partial_x^\alpha (u \circ \gamma_T)\|_{L^2(S_h, dx)}^2 = \sum_{T \in T_h} \sum_{|\alpha| = p+1} \langle \partial_x^\alpha (u \circ \gamma_T), \partial_x^\alpha \left((I - P_{T_h,\ell}^p)u \circ \gamma_T\right) \rangle_{L^2(S_h)}.
\]

We apply Lemma \(2.5\) to each summand to obtain with \(v = v_T := (I - P_{T_h,\ell}^p)u \circ \gamma_T, u = u_T := u \circ \gamma_T\). Note that we can do this since \(\gamma_T \in C^{2(p+1)}\) and hence \(u \circ \gamma_T \in H^{2(p+1)}\). We obtain with \(t = p - m', s := 2(p+1) - m'\),

\[
\sum_{T \in T_h} \sum_{|\alpha| = p+1} \|\partial_x^\alpha u_T\|_{L^2(S_h, dx)}^2 \leq \sum_{T \in T_h} \sum_{\frac{\alpha_1 + \alpha_2 = \alpha}{|\alpha_2| = m'}} \left(\|\partial_x^{\alpha_1} u_T\|_{L^2(S_h)}\|\partial_x^{\alpha_2} v_T\|_{L^2(S_h)} + \sum_{j=0}^{p-m'} C^{t-j+1} \|\partial_x^j u_T\|_{H^1(S_h)} \left(h^{-t+j-1}s^{2(t-j)+1} + h^{-1-t+j+1}s^{1+j-1+2+t-j}r_j^{t-j+1}\right) + \sum_{j=0}^{p-m'} \|\partial_x^j u_T\|_{H^1(S_h)}r_j^{t-j+1}s^{1+j-1+2+t-j} \left(h^{-t+j-1}s^{2(t-j)+1} + h^{-1-t+j+1}s^{1+j-1+2+t-j}r_j^{t-j+1}\right) \right)\right)
\]
Now, using again that \([P^{p,m}_{\tilde{h},\ell}} u] \circ \gamma_T\) is a polynomial of degree \(p\), we have \(\partial_x^j v_T = \partial_x^j u_T\). Hence applying Young’s inequality, we have

\[
\sum_{T \in \mathcal{T}_h} \sum_{|\alpha| = p+1} \|\partial_x^\alpha u_T\|_{L^2(S_h, dx)}^2 \leq C \sum_{T \in \mathcal{T}_h} \sum_{|\alpha| = p+1} \left( \delta \|\partial_x^{\alpha_1+1} u_T\|_{L^2(S_h)}^2 + \delta^{-1} \|\partial_x^\alpha v_T\|_{L^2(S_h)}^2 \right) \\
+ C \sum_{j=0}^{p-m'} C^{l-j+1} \|\partial_x^{\beta_j} u_T\|_{H^1_h(S_h)}^2 \left( h^{-t+j-1} s^{2(t-j)+1} \\
+ h^{-1-\frac{t-j}{p+2+j} s} \frac{t-j}{p+2+j} r_j^{-1} + s^{-1-\frac{t-j+1}{p+1+j}} (C r_j^{-1} \frac{t-j+1}{p+1+j}) \right) \|\nabla u_T\|_{m'} \ \\
+ \sum_{j=0}^{p-m'} \|\partial_x^{\beta_j} u_T\|_{H^1_h(S_h)} r_j C^{l-j+1} \|u_T\|_{H^2(p+1)} \right)
\]

\[
\leq C^{p+1} \left( \delta \|u\|_{H^2(p+1)-m'}(M) + \delta^{-1} \|I - P^{p,m}_{\tilde{h},\ell}} u\|_{H^p_h(M)}^2 + \sum_{j=0}^{p-m'} (\delta_j (\|u\|_{H^p+1+j}(M) + h^2 \|u\|_{H^p+1+j}(M)) \\
+ \delta_j^{-1} \left( h^{-2(t-j)+1} C^{2(t-j)} s^4(t-j)+2 + C^{2(t-j)} h^{-2} \frac{2(t-j)}{p+2+j} s^{2+2 \frac{t-j}{p+2+j}} r_j^{-2 \frac{t-j}{p+2+j}} \\
+ C^{2(t-j+1)}(1+\frac{1}{p+2+j}) s^{-2-2 \frac{l-j+1}{p+1+j}} r_j^{-2 \frac{l-j+1}{p+1+j}} \right) \|I - P^{p,m}_{\tilde{h},\ell}} u\|_{H^p_h(M)}^2 \right) \\
+ \sum_{j=0}^{p-m'} \delta_j^{-1} \left( h^{-2(t-j)+1} C^{2(t-j)} s^4(t-j)+2 \\
+ C^{2(t-j)} h^{-2} \frac{2(t-j)}{p+2+j} s^{2+2 \frac{t-j}{p+2+j}} r_j^{-2 \frac{t-j}{p+2+j}} \right) \|u\|_{L^2(M)}^2
\]

Then, using that \(u\) is oscillating between \(\Xi_L k\) and \(\Xi_H k\) and \(p \leq C k\), we have

\[
\sum_{T \in \mathcal{T}_h} \sum_{|\alpha| = p+1} \|\partial_x^\alpha u_T\|_{L^2(S_h, dx)}^2 \leq C^p \left( \delta (\Xi_H k)^{4(p+1)-2m'} + \sum_{j=0}^{p-m'} \delta_j (\Xi_H k)^{2(p+1+j)} \\
+ \delta_j h^2 (\Xi_H k)^{2(p+2+j)} + \delta_j^{-1} r_j^2 C^{2(t-j+1)} (\Xi_H k)^{4(p+1)} \|u\|_{L^2(M)}^2 \right) \\
+ \left( \delta^{-1} + \sum_{j=0}^{p-m'} \delta_j^{-1} \left( h^{-2(t-j)+1} C^{2(t-j)} s^{4(t-j)+2} \\
+ C^{2(t-j)} h^{-2} \frac{2(t-j)}{p+2+j} s^{2+2 \frac{t-j}{p+2+j}} r_j^{-2 \frac{t-j}{p+2+j}} \right) \right) \|u\|_{L^2(M)}^2
\]
then we obtain

\[ C^2 (t - j + 1) (1 + \frac{1}{p + 1}) s^{-2 - 2 \frac{j + 1}{p + 1} r_{j - \frac{2j + 1}{p + 1}}} \| \langle I - P_{T_{h, \ell}}^p, m \rangle u \|_{H^m_{T_{h}} (M)}^2 \]

Let

\[ \delta = \varepsilon \langle \Xi_{H^k} \rangle^{-2 (p + 1) + 2 m}, \]

\[ \delta_j = \varepsilon (j)^{-2} \langle \Xi_{H^k} \rangle^{-2 j} j = 0, \ldots, p - m, \]

\[ r_j = \varepsilon \langle \Xi_{H^k} \rangle^{-j - p - 1} j = 0, \ldots, p - m, \]

then we obtain

\[ \sum_{T \in T_{h}} \sum_{|\alpha| = p + 1} \| \partial_x^\alpha u_T \|_{L^2 (S_{h, dx})}^2 \leq C^p \left( C \varepsilon \langle \Xi_{H^k} \rangle^{2 (p + 1)} + \varepsilon h^2 \langle \Xi_{H^k} \rangle^{2 (p + 1) + 2} + \varepsilon C^2 \langle \Xi_{H^k} \rangle^{2 (p + 1)} \right) \| u \|_{L^2 (M)}^2 + \varepsilon^{-1} \left( \langle \Xi_{H^k} \rangle^{2 (p + 1) - 2 m} + C^p \left( h^{-2 (t - 2 (1) s)^{u + 2} + h^{-2 - \frac{2m}{p + 1}} s^{-2 + 2 \frac{1}{p + 1}} \langle \Xi_{H^k} \rangle^{2 (1 - \frac{m}{p + 1})} \varepsilon^{-2 + \frac{1}{p + 1}} \right) \right) \langle I - P_{T_{h, \ell}}^p, m \rangle u \|_{H^m_{T_{h}} (M)}^2. \]

Using \( \varepsilon > \delta^{p + 1} \), and \( hk/p^2 < C \), we obtain the desired estimate. \( \square \)

**Proof of the \( L^2 \) lower bound: Theorem 1.25** We now combine Lemmas 8.1 and 3.2 to prove the main theorem. Indeed, Lemma 8.1 implies that there are \( k_0 > 0 \) (with \( k_0 \) arbitrary when \( p = 0 \)) and \( c_0 > 0 \) such that for \( k > k_0 C^p \), (3.1) holds. In particular,

\[ c_0^p k^{2 (p + 1)} \| u \|_{L^2 (M)}^2 \leq \sum_{T \in T_{h}} \sum_{|\alpha| = p + 1} \| \partial_x^\alpha (u \circ \gamma_T) \|_{L^2 (S_{h, dx})}^2. \quad (3.8) \]

Then, Lemma 3.2 implies that there is \( C > 0 \) such that for \( 0 \leq m' \leq m \),

\[ \sum_{T \in T_{h}} \sum_{|\alpha| = p + 1} \| \partial_x^\alpha (u \circ \gamma_T) \|_{L^2 (S_{h, dx})}^2 \leq \frac{c_0^p}{2} (1 + k_0)^{2 (p + 1)} \| u \|_{L^2 (M)}^2 + C^p h^{-2 (p + 1 - m')} p^{4 (p + 1 - m')} \| (I - P_{T_{h, \ell}}^p, m \rangle u \|_{H^m_{T_{h}} (M)}^2 \quad (3.9) \]

Combining (3.8) and (3.9), we obtain

\[ c_0^p k^{2 (p + 1)} \| u \|_{L^2 (M)}^2 \leq \frac{c_0^p}{2} k^{2 (p + 1)} \| u \|_{L^2 (M)}^2 + C^p h^{-2 (p + 1 - m')} p^{4 (p + 1 - m')} \| (I - P_{T_{h, \ell}}^p, m \rangle u \|_{H^m_{T_{h}} (M)}^2. \]

Subtracting the first term on the right-hand side to the left-hand side, we obtain for \( 0 \leq m' \leq m \)

\[ \frac{c_0^p}{2} k^{2 (p + 1)} \| u \|_{L^2 (M)}^2 \leq C^p h^{-2 (p + 1 - m')} p^{4 (p + 1 - m')} \| (I - P_{T_{h, \ell}}^p, m \rangle u \|_{H^m_{T_{h}} (M)}^2, \]

which completes the proof. \( \square \)
Proof of the ‘frequency \( k \)’ lower bound: Theorem 1.26. By Theorem 1.25 we have
\[
\| (I - P_{\ell, \ell}^{p,m}) u \|_{H^s_k(M)} \geq c^p(hk^{p-2})^{p+1-\ell} \| u \|_{L^2(M)},
\] (3.10)
Next, since \( \langle (I - P_{\ell, \ell}^{p,m}) u, P_{\ell, \ell}^{p,m} u \rangle_{H^s_k(M)} = 0 \), and \( u \) is oscillating with frequencies between \( \Xi \) and \( \Xi \) in \( H^{\max(2(p+1), 2\ell + s)}(M) \) we have
\[
\| (I - P_{\ell, \ell}^{p,m}) u \|_{H^s_k(M)}^2 = \langle (I - P_{\ell, \ell}^{p,m}) u, u \rangle_{H^s_k(M)}
\leq \| (I - P_{\ell, \ell}^{p,m}) u \|_{H^{2\ell + s}_k(M)} \| u \|_{H^{2\ell + s}_k(M)}
\leq C \| (I - P_{\ell, \ell}^{p,m}) u \|_{H^{2\ell + s}_k(M)} \| u \|_{L^2(M)}.
\] (3.11)
Combining (3.11) and (3.10) completes the proof. \( \square \)

4. Optimality of the low frequency bounds for shape regular meshes

In this section, we show that Theorem 1.26 is optimal for any mesh satisfying (1.7). First, we prove the following elementary duality estimate based on the fact that \((I - P_{\ell, \ell}^{p,m}) : H^t_k \rightarrow H^t_k\) is an orthogonal projector.

**Lemma 4.1.** Suppose that \( M \) is a \( C^{2(p+1)} \) manifold with \( C^{\max(2(p+1), 2\ell + s)} \) boundary. Then for all \(-\ell \leq s \leq 2(p+1) - \ell\), we have
\[
\| (I - P_{\ell, \ell}^{p,m}) \|_{H^s_k \rightarrow H^{-s}_k} \leq C \| (I - P_{\ell, \ell}^{p,m}) \|_{H^{2\ell + s}_k \rightarrow H^t_k}.
\]

**Proof.** Let \( A_{t} : (1 - k^{-2} \Delta g)^{\ell} \) for a \( C^{\max(2(p+1), 2\ell + s)} \) metric \( g \). Then, \( A_{t} \) is self-adjoint as an unbounded operator on \( L^2 \), \( A_{t} : H^t_k \rightarrow H^{-2\ell}_k \) is invertible for \( 0 \leq t \leq \max(2(p+1), 2\ell + s) \), and the inner product on \( H^t_k(M) \) can be defined by
\[
\langle v, w \rangle_{H^t_k} := \langle v, A_t w \rangle_{L^2}.
\]

Then, since \((I - P_{\ell, \ell}^{p,m}) \) is orthogonal on \( H^t_k \),
\[
\langle (I - P_{\ell, \ell}^{p,m}) v, w \rangle_{H^t_k} = \langle v, (I - P_{\ell, \ell}^{p,m}) w \rangle_{H^t_k},
\]
and hence
\[
\langle (I - P_{\ell, \ell}^{p,m}) v, A_t w \rangle_{L^2} = \langle v, A_t (I - P_{\ell, \ell}^{p,m}) w \rangle_{L^2}.
\]
In particular,
\[
[A_t (I - P_{\ell, \ell}^{p,m})] \ast A_t (I - P_{\ell, \ell}^{p,m}) \Rightarrow (I - P_{\ell, \ell}^{p,m}) = A_t^{-1} (I - P_{\ell, \ell}^{p,m}) \ast A_t.
\]
So that
\[
\| (I - P_{\ell, \ell}^{p,m}) \|_{H^s_k \rightarrow H^{-s}_k} \leq \| A_t^{-1} \|_{H^{-2\ell - s} \rightarrow H^{-s}} \| (I - P_{\ell, \ell}^{p,m}) \|_{H^{2\ell + s} \rightarrow H^{-\ell}} \leq C \| A_t^{-1} \|_{H^{-2\ell - s} \rightarrow H^{-s}} \| (I - P_{\ell, \ell}^{p,m}) \|_{H^{2\ell + s} \rightarrow H^t_k}.
\]
where the last line follows since \( s + 2\ell \leq \max(2(p+1), 2\ell + s) \).
Next, we prove that Theorem 1.26 is, in fact, optimal.

**Proof of optimality of Theorem 1.26.** Observe that by Lemma 4.1 and (1.7)
\[ \| I - P_{T_h,\ell}^{p,m} \|_{H^{p+1}_h \rightarrow H^{-s}_h} \leq \| (I - P_{T_h,\ell}^{p,m}) u \|_{H^{p+1}_h \rightarrow H^{-s}_h} \leq C \| (I - P_{T_h,\ell}^{p,m}) \|_{H^{p+1}_h \rightarrow H^{p+1}_h}^2 \leq C (hk)^2 (p+1-\ell). \]

The optimality of Theorem 1.26 then follows from the definition of oscillating between $\Xi_L k$ and $\Xi_H k$. □
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