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Abstract—Event extraction (EE) is a crucial research task for promptly apprehending event information from massive textual data. With the rapid development of deep learning, EE based on deep learning technology has become a research hotspot. Numerous methods, datasets, and evaluation metrics have been proposed in the literature, raising the need for a comprehensive and updated survey. This article fills the research gap by reviewing the state-of-the-art approaches, especially focusing on the general domain EE based on deep learning models. We introduce a new literature classification of current general domain EE research according to the task definition. Afterward, we summarize the paradigm and models of EE approaches, and then discuss each of them in detail. As an important aspect, we summarize the benchmarks that support tests of predictions and evaluation metrics. A comprehensive comparison among different approaches is also provided in this survey. Finally, we conclude by summarizing future research directions facing the research area.

Index Terms—Deep learning, evaluation metrics, event extraction (EE), research trends.

I. INTRODUCTION

EVENT extraction (EE) is an important yet challenging task in information extraction research. As a particular form of information, an event refers to a specific occurrence of something that happens in a certain time and a certain place involving one or more participants, which can usually be described as a change in state [1]. The EE task aims at extracting such event information from unstructured plain texts into a structured form, which mostly describes “who, when, where, what, why” and “how” of real-world events that happened. In terms of application, the task facilitates people to retrieve event information and analyze people’s behaviors, arousing information retrieval [2], [3], recommendation [4], [5], intelligent question answering (QA) [6], [7], knowledge graph construction [8], [9], and other event-related applications [10], [11], [12].

EE can be divided into two groups: close-domain EE [13], [14], [15] and open-domain EE [16], [17], [18]. Events are usually considered in a predefined event schema, where some specific people and objects are interacted at a specific time and place. The close-domain EE task aims to find words that belong to a specific event schema, which refers to an action or state change that occurs, and its extraction targets include time, place, person, and action, etc. In the open-domain EE task, events are considered as a set of related descriptions of a topic, which can be formulated into a classification or clustering task. Open-domain EE refers to acquiring a series of events related to a specific theme, usually composed of multiple events. Whether the close-domain or open-domain EE task, the purpose of EE is to capture the event types that we are interested in from numerous texts and show the essential arguments of events in a structured form.

Deep learning EE on general domain has a lot of work and has been a relatively mature research taxonomy. It discovers event mentions from texts and extracts events containing event triggers and event arguments, where event mentions are termed as sentences containing one or more triggers and arguments. EE requires to identify the event, classify event type, identify the argument, and judge the argument role. Specifically, trigger identification and trigger classification are usually formed as the event detection (ED) task [19], [20], [21], [22], while argument identification (AI) and argument role classification are usually defined as an argument extraction task. The trigger classification is a multiclassification classification [23], [24], [25] to classify the type of each event. The role classification task is a multiclass classification task based on word pairs, determining the role relationship between any pair of triggers and entities in a sentence. From a technical perspective, EE can depend on some other foundational natural language processing (NLP) tasks such as named entity recognition (NER) [26], [27], [28], semantic parsing [29], [30], [31], and relationship extraction [32], [33], [34].
We give the flowchart of deep learning EE on the general domain, as shown in Fig. 1. The EE is to find the focused event type and extract its arguments with it roles. For a pipeline paradigm EE, it is necessary to distinguish the event type in the text for a given text, called trigger classification. For different event types, different event schema is designed. Then, event arguments are extracted according to the schema, which includes AI and argument role classification subtasks. In the earliest stage, argument role classification is regarded as a word classification task, and each word in the text is classified. In addition, there are sequence labeling, machine reading comprehension (MRC), and sequence-to-structure generation methods. For a joint paradigm EE, the model classifies the event type and argument roles simultaneously to avoid error coming from the trigger classification subtask.

A. Contributions

For the traditional EE method, feature designing is necessary, while for the deep learning EE method on general domain, the features can be end-to-end extracted by the deep learning models. The existing reviews mainly introduce the extraction of subject events, there are few EE methods based on the deep learning models [18], [35], [36]. In recent years, a large number of EE methods have been proposed, and the EE methods based on the Transformer have achieved significant improvement [37]. Furthermore, EE is no longer limited to classification and sequence annotation manner [38], [39], [40], but can also be formulated in MRC and generation [41], [42] manner. Therefore, we comprehensively analyze the existing deep-learning-based EE methods on general domain and outlook for future research work. The main contributions of this article are as follows.

1) We introduce the general domain EE technology, review the development history of EE methods, and point out that the EE methods with deep learning have become the mainstream. We summarize the necessary information of the deep learning models according to the year of publication in Table I.

2) We analyze various deep-learning-based extraction paradigm and models, including their advantages and disadvantages in detail. We introduce the currently available datasets and give the formulation of the main evaluation metrics. We summarize the necessary information of primary datasets in Table II.

3) We summarize EE accuracy scores on the automatic content extraction (ACE) 2005 dataset in Table IV and EE applications. We conclude the review by discussing the future research trends facing EE.

B. Organization of the Survey

The rest of the survey is organized as follows. Section II introduces the concepts and task definitions of EE. Section III summarizes the existing paradigm related to EE, including the pipeline-based methods and joint-based methods, constituting a summary table. Section IV introduces the traditional EE and deep learning-based EE with a comparison. Section V introduces the EE on different scenarios. Sections VI and VII describe primary EE corpus and metrics, respectively. We then give quantitative results of the leading models in classic EE datasets in Section VIII. Finally, we summarize EE applications and main challenges for EE in Sections IX and X, respectively, before concluding the article in Section XI.

II. PRELIMINARY

This section introduces concepts, subtasks, and model manners in current EE researches.

A. Concepts

An event indicates an occurrence of an action or state change, often driven by verbs or gerunds. It contains the primary components involved in action, such as time, place, and character. The EE technology extracts events that users are interested in from unstructured texts and presents them to users in a structured form [39]. In short, EE detects event with its type and extracts the core arguments from the text, as shown in Fig. 2. Given a text, an EE technology can predict the events’ mentions in the text, the triggers and arguments corresponding to each event, and classify the role of each argument. EE requires to recognize the two events (Die and Attack), triggered by the words “died” and “fired,” respectively, as shown in Fig. 2. For Die event type, we recognize that “Baghdad,” “cameraman,” and “American tank” take on the event argument roles Place, Victim, and Instrument, respectively. For Attack, “Baghdad” and “American tank” take on the event argument roles Place and Instrument, respectively. And “cameraman” and “Palestine Hotel” take on the event argument roles Target.

EE involves many frontier disciplines, such as machine learning, pattern matching, and NLP. At the same time, EE in various fields can help relevant personnel quickly extract relevant content from massive information, improve work timeliness, and provide technical support for quantitative analysis. Therefore, EE has a broad application prospect in various fields. Typically, ACE describes an EE task holding the following terminologies.

1) Entity: The entity is an object or group of objects in a semantic category. Entity mainly includes people,
TABLE I
BASIC INFORMATION OF DIFFERENT MODELS. ED, AE: ARGUMENT EXTRACTION, NER, AND MRC

| Year | Model          | Setting    | Manner     | Venue | Datasets | ED | AE | NER |
|------|---------------|------------|------------|-------|----------|----|----|-----|
| 2021 | TEXT2EVENT [7] | supervised | generation | ACL   | ACE-EN, ERE-EN | ✓  | ✓  |     |
|      | CasEE [15]    | supervised | sequence labeling | ACL(Findings) | FewFC | ✓  | ✓  |     |
|      | CLEVE [71]    | supervised | classification | ACL   | ACE, MAVEN | ✓  | ✓  | ✓  |
|      | FEAEE [72]    | supervised | MRC        | ACL   | RAMS     | ✓  | ✓  | ✓  |
|      | GIE [73]      | supervised | classification | ACL   | ChFinAnn  | ✓  | ✓  | ✓  |
|      | NoFPFN [74]   | supervised | classification | ACL(Findings) | ChFinAnn | ✓  | ✓  | ✓  |
|      | DualQA [75]   | semi-supervised | generation | EACL  | MUC4     | ✓  | ✓  |     |
|      | GRIT [76]     | supervised | classification | NAAACL | ACE     | ✓  | ✓  |     |
|      | WN et al. [77] | supervised | classification | ACE   | ACE      | ✓  | ✓  |     |
|      | HPrime [78]   | supervised | sequence labeling | COLING | ACE-2005, TAC-2015 | ✓  | ✓  |     |
|      | M2E2 [79]     | weakly supervised | classification | ACL   | M2E2     | ✓  | ✓  |     |
|      | MQAEE [42]    | supervised | MRC        | EMNLP | ACE      | ✓  | ✓  |     |
|      | Du et al. [41] | supervised | MRC        | EMNLP | ACE      | ✓  | ✓  |     |
|      | Min et al. [50] | supervised | classification | LREC  | ACE      | -  | -  |     |
|      | Chen et al. [81] | supervised | MRC        | EMNLP | ACE      | ✓  | ✓  |     |
|      | EECNN [82]    | semi-supervised | sequence labeling | EMNLP(Findings) | ACE   | ✓  | ✓  |     |
| 2019 | Doc2EDAG [83] | supervised | generation | EMNLP | ChFinAnn | ✓  | ✓  |     |
|      | Chen et al. [81] | supervised | MRC        | arXiv  | ACE    | ✓  | ✓  |     |
|      | GAIL-ELMo [84] | supervised | sequence labeling | Data Intell. | ACE | ✓  | ✓  | ✓  |
|      | DYGE++ [85]   | supervised | classification | EMNLP | ACE, TAC-KBP | ✓  | ✓  |     |
|      | HMEAE [86]    | supervised | classification | EMNLP | ACE, TAC-KBP | ✓  | ✓  |     |
|      | Han et al. [87] | supervised | classification | EMNLP | TB-Dense, MATRES | ✓  | ✓  |     |
|      | PLMEE [37]    | supervised | sequence labeling | ACL   | ACE    | ✓  | ✓  |     |
|      | JointTransition [58] | supervised | classification | IJCAI | ACE | ✓  | ✓  |     |
|      | EtmEE [88]    | supervised | classification | AAIAI | ACE | ✓  | ✓  |     |
|      | Chan et al. [89] | supervised | classification | ACL   | ACE | ✓  | ✓  |     |
|      | Li et al. [90] | supervised | MRC        | ACL   | CoNLL04 | ✓  | ✓  |     |
| 2018 | DCNPEE [91]   | distance supervision | sequence labeling | ACL   | NO(AAAI, POS, NE) | ✓  | ✓  |     |
|      | Zeng et al. [92] | distance supervision | sequence labeling | AAAI  | FBWiki, ACE | ✓  | ✓  |     |
|      | Huang et al. [61] | supervised | classification | ACL   | ACE | ✓  | ✓  |     |
|      | DEEB-RNN [93] | supervised | classification | ACL   | ACE | ✓  | ✓  |     |
|      | SELF [94]     | supervised | classification | ACL   | ACE, TAC-KBP | ✓  | ✓  |     |
|      | DBRNN [95]    | supervised | classification | AAAI  | ACE | ✓  | ✓  |     |
|      | JIMEE [96]    | supervised | sequence labeling | EMNLP | ACE | ✓  | ✓  |     |
|      | Ferguson et al. [14] | semi-supervised | classification | NAAACL | ACE, TAC-KBP | ✓  | ✓  |     |
| 2017 | DMCNN-MIL [70] | distance supervision | classification | ACL   | ACE | ✓  | ✓  |     |
|      | Liu et al. [97] | supervised | classification | ACL   | ACE | ✓  | ✓  |     |
| 2016 | RBPB [98]     | supervised | classification | ACL   | ACE | ✓  | ✓  |     |
|      | Zeng et al. [99] | supervised | sequence labeling | NLPCC  | ACE | ✓  | ✓  |     |
|      | ERNN [40]     | supervised | sequence labeling | NAAACL | ACE | ✓  | ✓  |     |
|      | JointEVENTENSITY [13] | supervised | classification | CCL  | ACE | ✓  | ✓  |     |
|      | BDLSTM-TNNS [100] | supervised | classification | ACL   | ACE | ✓  | ✓  |     |
|      | Liu et al. [69] | supervised | classification | ACL   | ACE | ✓  | ✓  |     |
| 2015 | DMCNN [39]    | supervised | classification | ACL   | ACE | ✓  | ✓  |     |

Fig. 2. Diagram of EE. The example can be divided into two types of event. The type of Die is triggered by “died” with three argument roles of Place, Victim, and Instrument, and the type of Attack is triggered by “fired” with three argument roles of Place, Target, and Instrument.

organizations, places, times, things, etc. In Fig. 2, the words “Baghdad,” “cameraman,” “American tank,” and “Palestine Hotel” are Entity.

2) Event mentions: The phrases or sentences that describe the event contain a trigger and the corresponding arguments.

3) Event type: The event type describes the nature of the event and refers to the category to which the event corresponds, usually represented by the type of the event trigger. For sentence in Fig. 2, it contains Die and Attack event types.

4) Event trigger: Event trigger refers to the core unit in EE, a verb, or a noun. Trigger identification is a key step in the pipeline-based EE. For event Die in Fig. 2, the event trigger is “died.”

5) Event argument: Event argument is the main attribute of events. It includes entities, nonentity participants, time, and so on. For event Die in Fig. 2, the event arguments are “Baghdad,” “cameraman,” and “American tank.”

6) Argument role: An argument role is a role played by an argument in an event, that is, the relationship
representation between the event arguments and the event triggers. For argument “Baghdad” of Die event in Fig. 2, the argument role is Place.

B. Subtasks

EE includes four subtasks: trigger classification, trigger identification, AI, and argument role classification.

1) Trigger identification: It is generally considered that the trigger is the core unit in EE that can clearly express an event’s occurrence. The trigger identification subtask is to find the trigger from the text. In Fig. 2, trigger identification is to identify the trigger “died” and “fired.”

2) Trigger classification: Trigger classification is to determine whether each sentence is an event according to the existing triggers. Furthermore, if the sentence is an event, we need to determine one or several events’ types the sentence belongs to. For example in Fig. 2, the subtask aims to classify the event type of trigger “died” and “fired,” which, respectively, correspond to Die and Attack. Therefore, the trigger classification subtask can be seen as a multilabel text classification task.

3) Argument identification: Argument identification is to identify all the arguments contained in an event type from the text. Argument identification usually depends on the result of trigger classification and trigger identification. For example in Die event in Fig. 2, AI is to extract the words “Baghdad,” “cameraman,” and “American tank.”

4) Argument role classification: Argument role classification is based on the arguments contained in the EE schema, and the category of each argument is classified according to the identified arguments. For the extracted words in Fig. 2, such as “cameraman,” this subtask is to classify the word to Object category. Thus, it can also be seen as a multilabel text classification task.

C. EE Manner

EE is a very representative hot topic in information extraction, which studies how to extract a specific type of event information from unstructured text containing event information (news, blog, etc.). It can be simplified as multiple classification tasks, which determine the type of event and the argument role that each entity belongs to. For example, for the word “cameraman” in Fig. 2, the classification-based methods are to classify which argument role it belongs to in a given role set. The classification method depends on NER, leading to the propagation of error information. Based on this, an EE method based on sequence labeling is proposed, which labels the start and end positions of each argument. The sequence labeling-based methods give a label in BIO of the word “cameraman.” The task of EE is complex, and arguments are closely related to each other. MRC is adopted to learn association, and each argument is found through question and answering pairs. The MRC-based methods generate a question for argument role, such as Object, and the model is to find the word play the argument role Object. Therefore, EE task can be regarded as the classification task, sequence labeling task, and MRC task. Recently, some works focus on using a generative way [43], [44]. The definitions of these four tasks in more detail are as follows.

1) Classification-Based Task: For the classification task [45], [46], the authors usually predefine n event types and their corresponding event roles, e.g., the event ei (i ∈ [1, n]) contains a set of argument roles [r1, r2, ..., rI]. Given an input event mention m, the model needs to output a result vector T, where the i-th argument Ti represents the probability that m belongs to the event ei. In the classification-based task, the trigger identification is to classify whether a word is a trigger. After obtaining the final event (or a set) e of m, the model outputs a matrix R where the argument Rij means the probability that the extracted argument ai belongs to argument roles rj. As shown in Fig. 3(a), it classifies each entity to a predefined argument role.
Fig. 3. How to implement argument extraction for Die event on the classification-based, sequence labeling-based, QA-based, and sequence-to-structure generation-based tasks. (a) Classification-based task. (b) QA-based task. (c) Sequence labeling-based task. (d) Sequence-to-structure generation-based task.

2) MRC-Based Task: The MRC model [47], [48], [49] can understand a piece of text in natural language and answer questions about it [50]. In the MRC-based task, the trigger identification is also to classify whether a word is a trigger. First, a question schema is designed for each argument role \( r \), called \( Q_r \). Since different event types have different arguments, the model needs to first identify the event type to which the text belongs. Then, the argument roles to be extracted are determined according to the event type. Finally, the EE method based on MRC is to input the text \( T \) and apply the designed questions \( Q_r \) one by one to the extraction model, as shown in Fig. 3(b). The model extracts the answer \( A_r \), which is the corresponding argument for each argument role \( r \).

3) Sequence Labeling-Based Task: The sequence labeling task [51], [52], [53] is a multiclassification task [54], [55], [56] based on word level, which can directly match event arguments based on word-level event-type extraction. The EE mainly includes two core tasks: identifying and classifying event categories and extracting event arguments. EE based on sequence labeling can simply and quickly realize the matching of event type and event argument without additional features. In the sequence labeling-based task, the trigger identification is to label a word as a trigger. The sequence labeling method marks out the target from the text, which is suitable for the EE task. As shown in Fig. 3(c), for a given text \( T = x_1, x_2, \ldots, x_N \) and event schema, the argument role \( r \) corresponding to the argument is labeled with the sequence labeling model. The output \( y = y_1, y_2, \ldots, y_N \) of the sequence labeling model is to tag all the words in the text.

4) Sequence-to-Structure Generation-Based Task: The sequence-to-structure generation-based EE extracts events from the text in an end-to-end manner [43]. In the sequence-to-structure generation-based task, the trigger identification is to generate a trigger. It uniformly models all the tasks in a single model and universally predicts different labels. As shown in Fig. 3(d), the sequence-to-structure generation-based methods directly generate all the arguments and their roles. It usually adopts the encoder–decoder models [43], which is an easy way to convert text into a structured form.

III. EE PARADIGM

EE includes four subtasks: trigger identification, event-type classification, AI, and argument role classification. According to the procedure to settle these four subtasks, the EE task is divided into pipeline-based EE and joint-based EE. The pipeline-based method is first adopted [39], [57]. It first detects the triggers and judges the event type according to the triggers. The argument extraction model then extracts arguments and classifies argument roles according to the prediction results of event type and the triggers. To overcome the propagation of error information caused by ED, researchers propose a joint-based EE paradigm [58], [59], [60]. It reduces the propagation of error information by combining the ED and argument extraction tasks.

A. Pipeline-Based Paradigm

The pipeline-based method treats all the subtasks as independent classification problems [61], [62], [63]. The pipeline approach is widely used since it simplifies the entire EE task. The pipeline-based EE method, as shown in Fig. 4, converts the EE tasks into a multistage classification problem. The required classifiers include. 1) A trigger classifier is used to determine whether the term is the event trigger and the type of event.
2) An argument classifier is used to determine whether the word is the argument of the event.

3) An argument role classifier is used to determine the category of arguments.

The classical deep-learning-based EE model dynamic multi-pooling convolutional neural network (DMCNN) [39] uses two dynamic multi-pooling convolutional neural networks (CNNs) for trigger classification and argument classification. The trigger classification model identifies the trigger. If there is a trigger, the argument classification model is used to identify arguments and their roles. Pretrained language model-based event extractor (PLMEE) [37] also uses two models using trigger extraction and argument extraction. Argument extractor uses the result of trigger extraction to reason. It performs well through introducing bidirectional encoder representation from transformer (BERT) [64].

The pipeline-based EE methods provide additional information for subsequent subtasks through previous subtasks and take advantage of dependencies between subtasks. Du and Cardie [41] adopt a QA method to implement EE. First, the model identifies the trigger in the input sentence through the designed question template of the trigger. The input of the model includes the input sentence and question. Then, it classifies the event type according to the identified trigger. The trigger can provide additional information for trigger classification, but the result of wrong trigger identification can also affect trigger classification. Finally, the model identifies the event argument and classifies argument roles according to the schema corresponding to the event type. In argument extraction, the model uses the answers of the previous round of history content.

The most significant defect of this method is error propagation. Intuitively, if there is an error in trigger identification in the first step, then the accuracy of AI will be lowered. Therefore, when using pipelines to extract events, there will be error cascading and task splitting problems. The pipeline EE method can extract event arguments using the information of triggers. However, this requires high accuracy of trigger identification. A wrong trigger will seriously affect the accuracy rate of argument extraction. Therefore, the pipeline EE method considers the trigger as the core of an event.

Summary: The pipeline-based method transforms the EE task into a multitask classification problem. The pipeline-based EE method first identifies the triggers, and AI is based on the result of trigger identification. It considers the trigger as the core of an event. Yet, this staged strategy will lead to error propagation. The recognition error of the trigger will be passed to the argument classification stage, which will lead to the degradation of the overall performance. Moreover, because the trigger detection always precedes the argument detection, the argument will not be considered while detecting triggers. Therefore, each link is independent and lacks interaction, ignoring the impact between them. Thus, the overall dependency relationship cannot be handled. The classic case is DMCNN [39].

B. Joint-Based Paradigm

EE is of great practical value in NLP. Before using deep learning to model the EE tasks, the joint learning method has been studied in EE. As shown in Fig. 5, this method identifies the triggers and arguments according to candidate triggers and entities in the first stage. In the second stage, to avoid the error information propagation from event type, trigger classification and argument role classification are realized simultaneously. It classifies trigger “died” to Die event type and argument “Baghdad” to Place argument role, etc.

The deep learning EE method based on the joint model mainly uses deep learning and joint learning to interact with feature learning, which can avoid the extended learning time and complex feature engineering [65], [66], [67]. Li et al. [38] study the joint learning of trigger extraction and argument extraction tasks based on the traditional feature extraction method and obtain the optimal result through the structured perceptron model. Zhu et al. [68] design efficient discrete features, including local features of all the information contained in feature words and global features that can connect trigger with argument information. Nguyen et al. [40] successfully construct local features and global features through deep learning and joint learning. It uses a recurrent neural network (RNN) to combine event recognition and argument role classification. The local features constructed are text sequence features and local window features. The input text consists of word vectors, entity vectors, and event arguments. Then the text is transferred to the RNN model to obtain the sequence characteristics of the deep learning. A deep learning model with memory is also proposed to model it. It mainly aimed at the global characteristics between event triggers, between event arguments, and between event triggers and event arguments to improve the performance of tasks simultaneously.

EE involves related tasks such as entity recognition, which helps improve EE. Liu et al. [69] use the local characteristics of arguments to assist role classification. They adopted a joint learning task for entities for the first time, aiming to reduce...
the complexity of the task. The previous methods input the dataset with characteristics which are marked and output the event. Chen et al. [70] simplify the process, namely, plain text input and output. In the middle of the process, it is the joint learning on event arguments. This joint learning factor mainly provides the relationship and entity information of different events within each input event.

The above joint learning method can achieve joint modeling EE of triggers and arguments. However, in the actual work process, the extraction of triggers and arguments is carried out successively rather than concurrently, which is an urgent problem to be discussed later. Besides, if an end-to-end mode is added to deep learning, the feature selection workload will be significantly reduced, which will also be discussed later. The joint EE method avoids the influence of trigger identification error on event argument extraction, considering trigger and argument are equally important, but it cannot use the information of triggers.

Summary: To overcome the shortcomings of the pipeline method, researchers proposed a joint method. The joint method constructs a joint learning model to trigger recognition and argument recognition, where the trigger and argument can mutually promote each other’s extraction effect. The experiment proves that the effect of the joint learning method is better than the pipeline learning method. The classic case is joint event extraction via recurrent neural network (JRNN) [40]. The joint EE method avoids trigger identification on event argument extraction, but it cannot use the information of trigger. The joint EE method considers that the trigger and argument in an event are equally important. However, neither pipeline-based EE nor joint-based EE can avoid the impact of event-type prediction errors on the performance of argument extraction. Moreover, these methods cannot share information among different event types and learn each type independently, which is disadvantageous to EE with only a small amount of labeled data.

IV. DEEP LEARNING EE MODELS

The traditional EE methods are challenging to learn in-depth features, making it difficult to improve the task of EE that depends on complex semantic relationships. Most recent EE works are based on a deep learning architecture such as CNNs [39], RNN [95], graph neural network (GNN) [82], Transformer [37], [106], [107], or other networks [58], [78]. As shown in Table I, we show the basic information of the existing models according to the publish year. It includes the domain which is the model exploring, venue the model published, and datasets the model used. Furthermore, we conclude whether each model contains ED, argument extraction, and NER. The deep learning method can capture complex semantic relationships and significantly improve multiple EE datasets. We introduce several typical EE models.

A. CNN-Based Models

To automatically extract lexical and sentence-level features without using complex NLP tools, Chen et al. [39] introduce

\[1\text{http://www.cninfo.com.cn/new/index}\]

a word representation model, called DMCNN. It captures the meaningful semantic rules of words and adopts a framework based on a CNN to capture sentence-level clues. However, CNN can only capture the essential information in a sentence, and it uses a dynamic multipool layer to store more critical information based on event triggers and arguments. EE is a two-stage multiclass classification realized by a dynamic multipool CNN with automatic learning features. The first stage is trigger classification. DMCNN classifies each word in the sentence to identify triggers. For a sentence having a trigger, this phase applies a similar DMCNN to assign arguments to the trigger and align the arguments’ roles. Fig. 6 depicts the architecture of argument classification. Lexical-level feature representation and sentence-level features’ extraction are used to capture lexical clues and learn the sentences’ compositional semantic features.

CNN induces the underlying structures of the k-grams in the sentences. Thus, some researchers also study the EE techniques based on CNNs. Nguyen and Grishman [108] use CNN to investigate the ED task, which overcomes complex feature engineering and error propagation limitations compared with the traditional feature-based approaches. But it relies extensively on other supervised modules and manual resources to obtain features. It is significantly superior to the feature-based method in terms of cross-domain generalization performance. Furthermore, to consider nonconsecutive k-grams, Nguyen and Grishman [102] introduce nonconsecutive CNN. The CNN models apply the in pipeline-based and joint-based paradigm through structured predictions with rich local and global characteristics to automatically learn hidden feature representations. The joint-based paradigm can mitigate error propagation problems compared with the pipeline-based approach and exploit the interdependencies between event triggers and argument roles.

B. RNN-Based Models

In addition to the CNN-based EE method, some other researches are carried out on RNN. The RNN is used for modeling sequence information to extract arguments in the event, as shown in Fig. 7. JRNN [40] is proposed with a bidirectional RNN for EE in a joint-based paradigm. It has an encoding stage and a prediction stage. In the encoding stage, it uses RNN to summarize the context information.
Furthermore, it predicts both the trigger and argument roles in the prediction stage.

Previous approaches relied heavily on language-specific knowledge and existing NLP tools. A more promising method from data automatically learning useful features, Feng et al. [109] develop a hybrid neural network to capture in the context of a specific sequence and pieces of information and use them for training a multilingual event detector. The model uses a bidirectional long short-term memory (LSTM) to obtain the document’s sequence information that needs to be recognized. Then it uses the CNN to get the phrase chunk information in the document, combine the two kinds of information, and finally identify the trigger. The method are robust, efficient, and accurate detection for multiple languages (English, Chinese, and Spanish). The composite model is superior to the traditional feature-based approach in terms of cross-language generalization performance. The tree structure and sequence structure in a deep learning have better performance than a sequential structure. To avoid over-reliance on lexical and syntactic features, the dependence bridge recursive neural network (DBRNN) [95] is based on bidirectional RNNs for EE. The DBRNN is enhanced by relying on bridging grammar-related words. DBRNN is an RNN-based framework that leverages the dependency graph information to extract event triggers and argument roles.

C. Attention-Based Models

The automatic extraction of event features by the deep learning model and the enhancement of event features by external resources mainly focus on the information of event triggers, and less on the information of event arguments and interword dependencies. Sentence-level sequential modeling suffers a lot from low efficiency in capturing very long-range dependencies. Furthermore, the RNN-based and CNN-based models do not fully model the associations between events. The modeling of structural information in the attention mechanism has gradually attracted the attention of researchers. As research methods are constantly proposed, models that add the attention mechanisms appear gradually, as shown in Fig. 8. The attention mechanism’s feature determines that it can use global information to model local context without considering location information. It has a good application effect when updating the semantic representation of words.

By controlling the different weight information of each part of the sentence, the attention mechanism makes the model pay attention to the important feature information of the sentence while ignoring other unimportant feature information and rationally allocate resources to extract more accurate results. At the same time, the attention mechanism itself can be used as a kind of alignment, explaining the alignment between the input and the output in the end-to-end model, to make the model more interpretable.

Some researchers also use a hierarchical attention mechanism to conduct the global aggregation of information. The jointly multiple EE (JMEE) [96] composes of four modules: word representation, syntactic graph convolution network, self-attention trigger classification, and argument classification modules. The information flow is enhanced by introducing a syntax shortcut arc. The graph convolution network based on attention is used to jointly model the graph information to extract multiple event triggers and arguments. Furthermore, it optimizes a biased loss function when jointly extracting event triggers and arguments to settle the dataset imbalances.

D. GCN-Based Models

Syntactic representations present an efficient method for straight linking words to their informative context for ED in sentences [33], [82], [110], [111]. Nguyen and Grishman [110] investigate a CNN based on dependency trees to perform ED which is the first to integrate the dependency tree relationship information into neural ED. The model uses the proposed model with graph convolutional networks (GCNs) [111] and entity mention-based pooling. They propose a novel pooling method that relies on entity mentions to aggregate convolution vectors. The model operates a pooling over the graph-based convolution vectors of the current word and the entity mentions in the sentences. The model aggregates convolution vectors to generate a single-vector representation for event-type prediction. The model is to explicitly model the information from entity mentions to improve the performance for ED.

In [77], the text analysis conference 2015 (TAC)-knowledge base population (KBP) time slot is used to fill the quaternary time representation proposed in the task, and the model predicts the earliest and latest start and end times of the event, thus representing the ambiguous time span of the event. The model constructs a document-level event graph for each input document based on shared arguments and time relationships and uses a graph-based attention network method to propagate time information on the graph, as shown in Fig. 9, where entities are underlined and events are in bold face. Wen et al. [77] construct a document-level event diagram method based on
event–event relationships for input documents. The event arguments in the document are extracted. The events then are arranged in the order of time according to keywords such as *Before* and *After* and the time logic of the occurrence of the events. Entity arguments are shared among different events. The model implementation incorporates events into a more accurate timeline.

E. Transformer-Based Models

It is challenging to exploit one argument that plays different roles in various events to improve EE. Yang et al. [37] use a method to separate the argument prediction in terms of argument roles for overcoming the roles’ overlap problem. Moreover, this method automatically generates labeled data by editing prototypes and screening developed samples through ranking the quality due to inadequate training data. They present a framework, PLMEE [37], as shown in Fig. 10. The PLMEE promotes EE using a combination of an extraction model and a generation method based on the pretrained language models. It is a two-stage task, including trigger extraction and argument extraction, and consists of a trigger extractor and an argument extractor, both of which rely on BERT’s feature representation. Then it exploits the importance of roles to reweight the loss function.

GAIL [84] is an embeddings from language model (ELMo)-based [112] model using a generative adversarial network (GAN) to help the model focus on harder-to-detect events. They propose an entity and EE framework based on generative adversarial imitation learning. It is an inverse reinforcement learning (IRL) method using GAN. The model directly evaluates the correct and incorrect labeling of instances in entity and EE through a dynamic mechanism using IRL.

Dynamic graph information extraction (DYGIE)++ [85] is a BERT-based framework that models text spans and captures the within-sentence and cross-sentence context. Much information extraction tasks, such as NER, relationship extraction, EE, and coreference resolution, can benefit from the global context across sentences or from phrases that are not locally dependent. They carry out EE as additional task and span update in the relationship graph of event trigger and its argument. The span representation is constructed on the basis of multisentence BERT coding.

Summary: Most of the traditional EE methods adopt the artificial construction method for feature representation and use the classification model to classify triggers and identify the role of the argument. In recent years, deep learning has shown outstanding effects in image processing, speech recognition, NLP, etc. To settle drawbacks of the traditional methods, deep-learning-based EE is systematically discussed. Before the emergence of the BERT model, the mainstream method is to find the trigger from the text and judge the event type of the text according to the trigger. Recently, with the introduction of the EE model by BERT, the method of identifying event types based on the full text has become mainstream. It is because BERT has outstanding contextual representation ability and performs well in the text classification tasks, especially when there is only a small amount of data.

V. EE Scenarios

There are some works focusing on document-level, low-resource, multilingual, and Chinese EE, and their goal is to improve the ability of EE in different scenarios.

A. Document-Level EE Scenario

Document-level EE (DEE) aims to extract events across an article. Compared with sentence-level EE (SEE), two challenges are proposed.

1) **Arguments-Scattering**: Arguments of one event may be scattered in multiple sentences in the document, which means that one event record cannot be extracted from a single sentence.

2) **Multievents**: One document may simultaneously contain multiple events, which demands a holistic modeling about interdependency among the events.

By far, the existing DEE researches could be generally grouped into two lines. The first line mainly focuses on extracting the scattering event arguments in the document, namely, the first challenge. Early works [76], [113] cast document-level argument extraction as a slot-filling paradigm following the task setting of Message Understanding Conference-4 (MUC-4) [114]. Furthermore, researchers [115], [116] cast document-level event arguments as an Argument-linking problem in roles across
multiple sentences (RAMS) \cite{115} dataset, which seeks to identify event arguments throughout the document of given event triggers. Still, the works above are conducted under the assumption that the event type or triggers are given in advance, which may be unrealistic in real-world scenarios.

Instead of directly identifying event arguments, the second line of works follows the detect-then-extraction paradigm similar to SEE to extract events from the document. Specifically, Yang et al. \cite{91}, Huang and Peng \cite{117}, and Li et al. \cite{118} first identify the specific event triggers to decide the event type, and then extract the event arguments beyond the sentence boundaries. Furthermore, researchers \cite{83}, \cite{119}, \cite{120} also attempt to conduct DEE in a trigger-free manner in the ChFinAnn dataset \cite{83}, where event types are directly judged based on the document semantics. Du et al. \cite{121} propose to simultaneously identify the event type and arguments in a generative template manner. These methods attempt to simultaneously tackle the two challenges of DEE and have drawn much research attention.

B. Open-Domain EE Scenario

In the absence of a predefined event pattern, open-domain EE is designed to detect events from text and, in most cases, to cluster similar events through extracted event keywords. Event keywords are those words/phrases that primarily describe events, sometimes further divided into triggers and parameters. Open-domain EE \cite{16}, \cite{17}, \cite{18} does not have a fixed argument role template. Therefore, arguments are often obtained by extracting keywords. Chau et al. \cite{16} propose a method to filter irrelevant headlines and perform preliminary EE, relying on public news headlines. Both price and text are fed back into a 3D CNN to learn correlations between events and market movements. Liu et al. \cite{17} design a novel latent variable neural model using an unsupervised generative method to explore latent event-type vectors and entity mention redundancy. The experimental results show that it is scalable to very large corpus.

C. Low-Resource EE Scenario

Due to the arduously expensive annotation in data emerging, there usually only exist insufficient data to train an accurate EE model with fully supervised methods. In this survey, we term such a situation as the low-resource scenario. To alleviate data sparsity, the existing researches have explored distant supervision (DS) \cite{91} methods to boost annotation data. Besides, several promising methods also investigate semisupervised methods \cite{14}, \cite{75}, \cite{122} or multilingual methods (See Section V-D) to enrich supervision information. Recently, several researches have explored EE in three typical low-resource settings, including few-shot learning setting (FSED), zero-shot learning (ZSL) setting, and incremental learning setting. In this section, we will briefly introduce the recent EE methods in the above settings as a quick reference.

1) Few-Shot Learning Setting: Recently, the few-shot learning methods \cite{123}, \cite{124} have been widely researched in several NLP tasks \cite{125}, \cite{126}, which aims to conduct task predictions with extremely limited (few-shot, like one-shot, three-shot, . . .) observed training samples. In EE area, most existing studies focus on the ED subtask applied in the FSED.

The first line of works \cite{127}, \cite{128}, \cite{129}, \cite{130}, \cite{131}, \cite{133} aims to conduct trigger classification given the candidate triggers with the meta-learning methods. To approach real applications, the second line of works \cite{133}, \cite{134}, \cite{135} jointly conducts trigger identification and trigger classification with only plain textual data. Among them, Cong et al. \cite{134} further learn robust sequence label transition scores with a prototypical amortized conditional random field (CRF), achieving significant improvements.

2) ZSL Setting: Most of the previous supervised EE methods rely on features derived from manual annotations, which cannot handle new event types without additional annotations. An extremely challenging low-resource scenario is to achieve EE without any available labeled data. To investigate the possibility of this scenario, recent researches \cite{61}, \cite{136} explore ZSL for EE. Huang et al. \cite{61} first address this problem, which exploits the structural ontology of event mentions and types for representations and conducts predictions with a semantic similarity measurement. Lyu et al. \cite{136} further investigate the transfer learning methods for new events, which formulate EE into textual entailment (TE) and QA queries (e.g., “A city was attacked” entails “There is an attack") and exploit pretrained TE/QA models for direct transfer. Though these methods still have a large gap from supervised approaches, they reveal an insightful vision and provide possible improvement directions for the extremely low-resource EE.

3) Incremental Learning Setting: The existing ED methods usually require a fixed number of event types and perform once-and-for-all training on a fixed dataset. Such a paradigm usually encounters challenges when there continually occur new event types along with new emerging data. For realistic consideration, a practical ED system ought to incrementally learn new event types and simultaneously remain predictive on the existing types, instead of requiring a fixed dataset to retrain all the event types again. Recent researches \cite{137}, \cite{138} on incremental learning (also called continual learning or lifelong learning) focus on catastrophic forgetting, where the learned system usually suffers from significant performance drop on old types when it adapts to new types. Cao et al. \cite{139} is the first work to tackle the incremental ED, which solves the catastrophic forgetting and semantic ambiguity issues by a proposed knowledge consolidation network, achieving effective performance on incremental ED.

D. Multilingual EE Scenario

Monolingual training for EE is also an effective method in low-resource environments \cite{33}, \cite{140}, \cite{141}. Liu et al. \cite{141} propose a new multilingual approach called the gated multilingual attention (GMLATT) framework to address both the problems simultaneously and develop consistent information in multilingual data through the contextual attention mechanisms. It uses consistent evidence in multilingual data, models the credibility of cues provided by other languages, and controls information integration in various languages. Ahmad et al. \cite{33} propose a graph attention transformer encoder (GATE) framework, which uses GCNs to learn language-independent sentences. The model embeds the dependency structure into contextual representation. It introduces a self-attention mechanism to learn the dependencies
between words with different syntactic distances. The method can capture the long-distance dependencies and then calculate the syntactic distance matrix between words through the mask algorithm. It performs well in cross-language sentence-level relationships and EE.

E. Chinese EE Scenario

Compared with EE in English corpus, Chinese EE can be regarded as a special case of EE, having particular properties and challenges. Early methods [142], [143], [144], [145] conduct Chinese EE using elaborately designed linguistic features. In the following, the neural-network-based approaches [99], [146] are proposed to reduce the heavy rely on feature engineering. Note that compared with English EE, Chinese EE suffers from the absence of natural word delimiters and is thus conducted tokenwise instead of wordwise. To alleviate the semantic limitation tokenwise in Chinese, the exquisite methods are designed to incorporate the word-level information to enrich the token semantics. Specifically, Lin et al. [147] propose nugget proposal networks (NPNs), which derive hybrid character representations for event trigger tagging, by capturing both the structural and semantic information from characters and words. Still, the scope of event triggers in NPN is restricted within a fix-sized window, making it inflexible and suffering from the overlapping between event triggers. Consequently, Ding et al. [148] propose trigger-aware lattice neural network (TLNN), which makes advantage of the Lattice structure [149] to incorporate the word and character semantics. Since NPN and TLNN limit that each character could interact with only one matched word, Cui et al. [150] propose a heterogeneous graph equipped with two types of nodes (words/characters) and three kinds of edges to maximally preserve word–character interactions.

VI. EE CORPUS

The availability of labeled datasets for EE has become the main driving force behind the fast advancement. In this section, we summarize these datasets.

A. Document Level

1) MUC-4: MUC-4 is proposed in the fourth MUC [114]. The dataset consists of 1700 documents, where five types of event are annotated with the associated role filler templates.

2) Google: The Google dataset\(^1\) is a subset of global database of events, language and tone (GDELT) Event Database\(^1\); event-related words retrieve documents with 30 event types containing 11909 news articles.

3) Twitter: The Twitter dataset is collected from tweets published in December 2010 applying Twitter streaming application programming interface (API), including 20 event types with 1000 tweets.

4) NO.ANN, NO.POS, NO.NEG [document-level Chinese financial event extraction (DCFEE)]: In article [91], researchers carry out experiments on four types of financial events: Equity Freeze event, Equity Pledge event, Equity Repurchase event, and Equity Overweight event. A total of 2976 announcements (ANN) have been labeled by automatically generating data. NO.ANN represents the number of announcements that can be labeled automatically for each event type. NO.POS represents the total number of positive (POS) case mentions. On the contrary, NO. represents the number of negative (NEG) mentions.

5) ChFinAnn [Doc2 entity-based directed acyclic graph (EDAG)]: In [83], a DS-based event labeling is conducted based on the ten-year ChFinAnn documents\(^2\) and human-summarized event knowledge bases. The new Chinese event dataset includes 32040 documents and five event types: Equity Freeze, Equity Repurchase, Equity Underweight, Equity Overweight, and Equity Pledge.

6) RAMS: RAMS is released by Eber et al. [115] for Argument-Linking task, which aims to identify event arguments of given event triggers from a five-sentence window. The dataset contains 3194 documents, where 9124 events are annotated from news based on an ontology of 139 event types and 65 roles.

7) WIKIEVENTS: It is released by Li et al. [118] as a document-level benchmark dataset. The dataset is collected from English Wikipedia articles which describe real-world events.

B. Sentence-Level

1) ACE [1]: The ACE 2005 is the most widely used dataset in EE. It contains a complete set of training data in English, Arabic, and Chinese for the ACE 2005 technology evaluation. The corpus consists of various types of data annotated for entities, relationships, and events by the Language Data Alliance (LDC). It includes 599 documents with EIGHT event types, 33 event subtypes, and 35 argument roles.\(^3\)

2) Text Analysis Conference Knowledge base Filling (TAC KBP): As a standalone component task in KBP, the goal of TAC KBP event tracking (from 2015 to 2017) is to extract information about the event so that it is suitable for input into the knowledge base. TAC KBP 2015\(^4\) defines nine different event types and 38 event subtypes in English. TAC KBP 2016\(^5\) and TAC KBP 2017\(^6\) have corpora in three languages: English, Chinese, and Spanish, where they own eight event types and 18 event subtypes.

3) Rich ERE: It extends entities, relationships, and event ontologies, and extends the concept of what is Taggable. Rich event relation extraction (ERE) also introduces the concept of event jumping to address the pervasive challenge of event coreferencing, particularly with regard to event references within and between documents and granularity changes in event arguments, paving the

---

\(^{1}\)http://data.gdeltproject.org/events/index.html

\(^{2}\)http://www.cninfo.com.cn/new/index

\(^{3}\)https://catalog.ldc.upenn.edu/LDC2006T06

\(^{4}\)https://tac.nist.gov/2015/KBP/data.html

\(^{5}\)https://tac.nist.gov/2016/KBP/data.html

\(^{6}\)https://tac.nist.gov/2017/KBP/data.html
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way for the creation of (hierarchical or nested) cross-document representations of events.

4) **FSED**: Based on ACE 2005 and TAC KBP 2017, the FSED dataset [133] is a generated dataset tailored particularly for the few-shot scenario. In detail, it contains 70,852 mentions with 19 event types and 100 event subtypes.

5) **GNBusiness**: GNBusiness [17] collects news reports from Google Business News to describe each event from different sources. It obtains 55,618 business articles with 13,047 news clusters in 288 batches from October 17, 2018, to January 22, 2019. The full text corpus is released as GNBusinessFull-Text.

6) **FSD**: The first story detection (FSD) dataset [151] is a story detection dataset including 2499 tweets. Researchers filter out events mentioned in fewer than 15 samples considering events mentioned in several samples are usually not important. It includes 2453 tweets with 20 event types.

7) **FBI Dataset**: The FBI dataset [154] is built by scraping about 370k unlabeled news articles in the “Fire and Crime” category of Patch. It contains two classes for classifying if there is a specific hate crime in the text. Furthermore, it labels the attributes of hate crime articles.

**VII. METRICS**

For the four subtasks [15], [37], [100], [160] defined in EE, three metrics including precision (P), recall (R), and F1 are used to measure the performance.

Here, we denote an indicator function \( I(\text{boolean}) \): \( I(\text{True}) = 1 \) and \( I(\text{False}) = 0 \).

1) **Trigger Identification**: A trigger is correctly identified if its span offsets exactly match a reference trigger. The corresponding metrics include

\[
\begin{align*}
PTI &= \frac{\sum I(TD = T \land TD_L = T_L \land TD_R = T_R)}{NTD} \\
RTI &= \frac{\sum I(TD = T \land TD_L = T_L \land TD_R = T_R)}{NT} \\
F1_{TI} &= \frac{2 \times PTI \times RTI}{PTI + RTI}
\end{align*}
\]

where \( TD \) is the detected trigger, \( TD_L \) and \( TD_R \) are the left and right boundaries of \( TD \), respectively, and \( NTD \) and \( N_T \) denote the number of detected triggers and the actual number of triggers, respectively.

2) **Trigger Classification**: A trigger is correctly classified if its span offsets and event subtype exactly match a reference trigger. The corresponding metrics include

\[
\begin{align*}
PTC &= \frac{\sum I(TD = T \land TD_L = T_L \land TD_R = T_R)}{NTD} \\
RTC &= \frac{\sum I(TD = T \land TD_L = T_L \land TD_R = T_R)}{NT}
\end{align*}
\]

\[
F1_{TC} = \frac{2 \times PTC \times RTC}{PTC + RTC}
\]

where \( TD_{\text{type}} \) and \( T_{\text{type}} \) denote the detected event type and the true event type, respectively.

3) **Argument Identification**: An argument is correctly identified if its span offsets and the corresponding event subtype exactly match a reference argument. The corresponding metrics include

\[
\begin{align*}
PAI &= \frac{\sum I(AD = A \land TD_L = T_L \land AD_L = A_L \land AD_R = A_R)}{NAD} \\
RAI &= \frac{\sum I(AD = A \land TD_L = T_L \land AD_L = A_L \land AD_R = A_R)}{NA}
\end{align*}
\]

\[
F1_{AI} = \frac{2 \times PAI \times RAI}{PAI + RAI}
\]

where \( AD \) is the detected argument, \( AD_L \) and \( AD_R \) are the left and right boundaries of \( AD \), respectively, \( A \) is the reference argument, \( A_L \) and \( A_R \) are the left and right boundaries of \( A \), and \( NAD \) and \( NA \) denote the number of detected arguments and the actual number of arguments, respectively.

4) **Argument Classification**: An argument is correctly classified if its span offsets, corresponding event subtype, and argument role exactly match a reference argument. Its corresponding metrics include

\[
\begin{align*}
PA_c &= \frac{\sum I(AD = A \land TD_L = T_L \land AD_L = A_L \land AD_R = A_R)}{NAD} \\
RA_c &= \frac{\sum I(AD = A \land TD_L = T_L \land AD_L = A_L \land AD_R = A_R)}{NA}
\end{align*}
\]

\[
F1_{AC} = \frac{2 \times PA_c \times RA_c}{PA_c + RA_c}
\]

where \( AD \) and \( A \) denote the detected argument role and the true argument role, respectively.

**VIII. QUANTITATIVE RESULTS**

This section mainly summarizes the existing EE work and compares the performance on the ACE 2005 dataset, as shown
TABLE IV
Comparison of the EE Methods on ACE 2005 Using Entity Annotations. We Show the Performance of Trigger Classification and Argument Role Classification Subtasks

| Year-Method    | Neural Network | External Resource | Paradigm | Trigger Classification | Role Classification |
|----------------|----------------|-------------------|----------|------------------------|---------------------|
|                |                |                   |          | P          | R          | F1  | P          | R          | F1  |
| 2008 - Li et al. [156] | -              | -                 | -        | 60.2       | 76.4       | 67.3 | 51.3       | 36.4       | 42.6 |
| 2010 - Liao et al. [157] | -              | -                 | -        | 68.7       | 68.9       | 68.8 | 45.1       | 44.1       | 44.6 |
| 2011 - Hong et al. [158] | -              | -                 | -        | 72.9       | 64.3       | 68.3 | 51.6       | 45.3       | 48.4 |
| 2013 - Li et al. [38]    | -              | -                 | -        | 73.7       | 62.3       | 67.5 | 64.7       | 44.4       | 52.7 |
| 2015 - Nguyen et al. [108] | ✓              | -                 | Pipeline | 71.8       | 66.4       | 69.0 | -          | -          | -    |
| 2015 - DMCNN [39]        | ✓              | -                 | Pipeline | 75.6       | 63.6       | 69.1 | 62.2       | 46.9       | 53.5 |
| 2016 - JRNN [40]         | ✓              | -                 | Joint    | 66.0       | 73.0       | 69.3 | 54.2       | 56.7       | 55.4 |
| 2016 - JOINT/EVENTNITT [13] | -             | -                 | Joint    | 75.1       | 63.3       | 68.7 | 70.6       | 36.9       | 48.4 |
| 2016 - NC-CNN [102]      | ✓              | -                 | Joint    | 71.3       | -          | -    | -          | -          | -    |
| 2016 - HNN [109]         | ✓              | -                 | Joint    | 84.6       | 64.9       | 73.4 | -          | -          | -    |
| 2016 - BDLSMT-NNs [100]  | ✓              | -                 | Joint    | 75.3       | 63.4       | 68.9 | 62.9       | 47.3       | 54.1 |
| 2017 - DMCNN-MIL [70]    | ✓              | ✓                 | Joint    | 75.5       | 66.0       | 70.5 | 62.8       | 50.1       | 55.7 |
| 2018 - DEEB-RNN [93]     | ✓              | Pipeline          | Joint    | 72.3       | 75.8       | 74   | -          | -          | -    |
| 2018 - SELF [94]         | ✓              | Pipeline          | Joint    | 71.3       | 74.7       | 73.0 | -          | -          | -    |
| 2018 - GMLAFT [141]      | ✓              | Pipeline          | Joint    | 78.9       | 66.9       | 72.4 | -          | -          | -    |
| 2018 - Zeng et al. [92]  | ✓              | ✓                 | Pipeline | 85.3       | 79.9       | 82.5 | 41.9       | 34.6       | 37.9 |
| 2019 - Liu et al. [159]  | ✓              | -                 | Joint    | 62.5       | 35.7       | 45.4 | -          | -          | -    |
| 2019 - GAIELM [84]       | ✓              | -                 | Joint    | 74.8       | 69.4       | 72.0 | 61.6       | 45.7       | 52.4 |
| 2019 - HMEAE [86]        | ✓              | -                 | Joint    | -          | -          | -    | 62.2       | 56.6       | 59.3 |
| 2019 - JointTransition [58] | ✓          | -                 | Joint    | 74.4       | 73.2       | 73.8 | 55.7       | 51.1       | 53.3 |
| 2019 - P-LMEE [37]       | ✓              | Joint             | Joint    | 81.0       | 80.4       | 80.7 | 62.3       | 54.2       | 58.0 |
| 2021-Li et al. [118]     | ✓              | -                 | Joint    | 71.1       | -          | -    | -          | -          | 53.7 |
| 2021-GATE (En2ZH) [33]   | ✓              | -                 | Joint    | 77.9       | 78.5       | 78.2 | 71.3       | 71.5       | 71.4 |

TABLE V
Comparison of the EE Methods on ACE 2005 Without Using Entity Annotations. Even the Text2Event Model Does Not Use Token Annotations. We Show the Performance of Trigger Classification and Argument Role Classification Subtasks

| Year-Method    | Neural Network | External Resource | Paradigm | Trigger Classification | Role Classification |
|----------------|----------------|-------------------|----------|------------------------|---------------------|
|                |                |                   |          | P          | R          | F1  | P          | R          | F1  |
| 2016 - Liu et al. [69]    | ✓              | ✓                 | Joint    | 77.6       | 65.2       | 70.7 | -          | -          | -    |
| 2016 - Huang et al. [153] | ✓              | ✓                 | Joint    | 80.7       | 50.1       | 61.8 | 51.9       | 39.4       | 44.8 |
| 2016 - RDPP [98]          | ✓              | -                 | Pipeline | 70.3       | 67.5       | 68.9 | 54.1       | 53.5       | 53.8 |
| 2017 - Liu et al. [97]    | ✓              | -                 | Pipeline | 78.0       | 66.3       | 71.7 | -          | -          | -    |
| 2018 - DEEB-RNN [93]      | ✓              | -                 | Pipeline | 72.3       | 75.8       | 74   | -          | -          | -    |
| 2018 - SELF [94]          | ✓              | -                 | Pipeline | 71.3       | 74.7       | 73.0 | -          | -          | -    |
| 2018 - GMLAFT [141]       | ✓              | -                 | Joint    | 78.9       | 66.9       | 72.4 | -          | -          | -    |
| 2019 - Joint3EE [88]      | ✓              | -                 | Joint    | 68.0       | 71.8       | 69.8 | 52.1       | 52.1       | 52.1 |
| 2019 - Chen et al. [81]   | ✓              | -                 | Joint    | 66.7       | 74.7       | 70.5 | 44.3       | 40.7       | 42.4 |
| 2019 - DYGIE++ [85]       | ✓              | -                 | Joint    | -          | 69.7       | -    | -          | 48.8       | -    |
| 2020 - Chen et al. [81]   | ✓              | -                 | Pipeline | 66.7       | 74.7       | 70.5 | 44.3       | 40.7       | 42.4 |
| 2020 - MQAEE [42]         | ✓              | -                 | Pipeline | -          | 73.8       | -    | -          | 55.0       | -    |
| 2020 - Du et al. [41]     | ✓              | -                 | Pipeline | 71.1       | 73.7       | 72.3 | 56.7       | 50.2       | 53.3 |
| 2021-Text2Event [43]      | ✓              | -                 | Joint    | 69.6       | 74.4       | 71.9 | 52.5       | 52.2       | 53.8 |

In Tables IV and V. The evaluation metrics include precision, recall, and F1. In recent years, the EE methods are primarily based on the deep learning models. As shown in Table IV, in terms of the value of F1, the deep-learning-based method is superior to the machine-learning-based method and pattern matching method in both ED and argument extraction. GATE (En2ZH) [33] is under single-source transfer from English to Chinese, which performs well on the argument role classification task. Li et al. [118] propose a document-level neural event argument extraction model. It is applied for ACE 2005 for zero-shot EE seen in all event types. We can get the validity of the EE method based on the deep learning models. It may indicate that the deep-learning-based method can better learn the dependencies among arguments in the EE task. In the deep-learning-based model, the BERT-based approach performs the best, both in Tables IV and V. It shows that BERT can better learn the context information of the sentence and learn word representation according to the current text. It better learns the semantic association of words in
the current context and helps learn the association between arguments.

Comparing the pipeline-based methods (regularization-based pattern balancing method for event extraction (RBPB) [98] and document embedding enhanced Bi-RNN (DEEB-RNN) [93]) with the join-based methods (JRNN [40] and DBRNN [95]) without the Transformer [161], it can be seen that the EE method of the joint model is better than the pipeline model, especially for the argument role classification task. From DMCNN [39] and DMCNN-multi-instance learning (MIL) [70], it can be concluded that when external resources are used on the deep-learning-based methods, the effect is significantly improved and slightly higher than the joint model. Zeng et al. [92] introduce external resources, improving the performance of trigger classification on precision and F1. Thus, it may show that increasing external knowledge is an effective method, but it still needs to be explored to introduce external knowledge into argument extraction.

IX. EE APPLICATIONS

In this section, we introduce several event-related applications, which can be regarded as direct downstream tasks of EE. Generally, the identified events can be used for event graph construction [162], event evolution analysis [163], and other event-based NLP applications [164], such as QA [165], [166] and reading comprehension [167]. Among the tasks, we focus on three widely researched tasks associated with events, namely, script event prediction (SEP), event factuality identification (EFI), and ERE.

A. Event Factuality Identification

EFI aims to identify the degree of certainty about whether events actually occur or not in the real world, which can be seen as a downstream task of EE in event knowledge graph construction [168]. Generally, event factuality can be classified into five categories [169]: certain POS (certainly (CT) happening, CT+), certain NEG (CT not happening, CT−), possible POS (possibly (PS) happening, PS+), possible NEG (PS not happening, PS−), and underspecified (events’ factuality cannot be identified, Uu). Therefore, an EFI model ought to be able to predict the factuality of the event that is PS+.

Most existing EFI studies focus on the sentence-level task [170], [171], [172], [173]. The early works on this task mainly use the rule-based methods [169], [174], [175] or machine learning methods with manually designed features [170], [171], [176], [177], [178], [179]. In recent years, neural networks have been introduced into the EFI task, and achieve state-of-the-art performance [172], [173], [180], [181], [182], which usually adopt GANs [183] or GNNs [184] to capture enriched textual information. Despite these successful efforts, sentence-level event factuality can easily encounter expression conflicts in texts. To this end, Qian et al. [185] propose the document-level EFI task with adversarial neural network. Besides, Cao et al. [168] further exploit the uncertainty of local information and the global structure within documents and achieve significant improvements on the document-level EFI task.

B. Event Relation Extraction

Extracting event relationships is an important yet challenging task for constructing event knowledge graph [162], which aims to detect the relationships between the identified events, and thus can also be seen as the downstream tasks of EE. Generally, the existing ERE studies mainly focus on three event relationship types, including coreferential relationship, causal relationship, and temporal relationship. Since the three relationship types are usually investigated separately and have no consistent task formulation so far, this section will briefly introduce the above three ERE problems separately as different tasks. For more detailed ERE reviews, we recommend the readers to Liu et al. [162].

1) Event Coreference Resolution: Event coreference resolution (ECR) aims to identify whether the candidate events refer to the same event in the real-world, where those events may appear across several sentences. The existing methods [186], [187] usually formulate ECR as a classification or ranking problem and mainly focus on the contextual features around the two events, such as syntactic features, event topic information, and linguistic features [188]. To enrich the clues for resolution, the existing works also exploit document-level or topical structures [189], event argument information [190], [191], [192], [193], and other event-related task information [194], [195], [196], such as ED [197] and entity recognition [198].

2) Event Causal Relation Extraction: Event causal relation extraction (ECE) aims to identify the event causal relationship [199] and distinguish the cause and effect between two events, which benefits the real-world event evolution understanding and thereby promotes ED and event prediction. According to the used evidence, the ECE methods can be manifested in two groups.

1) The methods exploiting internal information, which assume that the textual contexts contain sufficient clues for causal relationship extraction, where the contextual features include syntactic features, lexical features, explicit causal patterns [200], [201], [202], statistic causal association [203], [204], [205], and document-level structures [206]. 2) The methods exploiting external information, which enhances the textual representation with external knowledge, such as pre-trained language model [207], and causal-related commonsense or knowledge base [208], [209], [210], [211]. There are also studies [212], [213] using DS from knowledge base to alleviate the data sparsity issue in ECE.

3) Event Temporal Relation Extraction: Event temporal relation extraction (ETE) aims to understand the temporal order among events in the texts. Most existing studies on ETE follow the TimeML format [214], which is widely used to markup events, time expressions, and temporal relations. Generally, the existing ETE studies can be roughly divided into three groups: 1) rule-based methods, which infer the temporal relationship for events relying on temporal rules, such as syntactic analyzers [215], regular expression patterns over tokens [216], and other linguistic rules [217];
2) machine-learning-based methods, which leverage statistical temporal contextual features and achieve the task with statistical classifiers [218], [219]; and 3) neural models, which capture temporal relationship with neural networks, such as CNNs and LSTMs [220], [221]. More external features are also considered in neural models, including dependency paths [222], domain knowledge [223], contextualized language models [224], and so on.

C. Script Event Prediction

Script [225] is a chain of ordered events describing activities about a protagonist, and SEP aims to predict the subsequent event of a given chain from a candidate event list. As an important task to understand the evolutionary patterns among events, SEP has supported various downstream applications, including anaphora resolution [226], story generation [227], and financial analysis [228]. In SEP, each event is represented in the form of a tuple $e = (v(s, o, p), v(s, o, p))$, where $v$, $s$, $o$, and $p$ are the event arguments, respectively, denoting the verb, subject, object, and indirect object of the event. For example, $e =$ give(waiter, bob, water) means that “A waiter gives bob water.” By far, the most widely used benchmark for SEP is New York Times (NYT) dataset [229], where the event chains are extracted from the NYT portion of the Gigaword corpus [230]. The dataset consists of 140,331/10,000/10,000 event chains for training/validation/test. Each event chain contains eight events and has five candidate events where only one is the correct subsequent event. Next, we introduce the details about the existing SEP works.

The existing SEP works could be categorized into two groups. The first line of works mainly focuses on the event cooccurrence relationship to predict the subsequent from three aspects. Specifically, early works [229], [231], [232], [233], [234] model the event–pair–level semantic relationship to predict the subsequent event of the given event chain. Furthermore, to alleviate semantics limitation to event chain, Lv et al. [235] regard the given event chain as a combination of several event segments and capture clues from diverse event segments to facilitate event prediction. In the following, researchers encode the full event chain [236], [237], [238] to grasp semantic signals to predict subsequent event. Wang et al. [238] and Zheng et al. [239] also use the graph structure to model the event chain. The second line of works integrates external knowledge to help understand the scripts, since the absence of text contexts makes the semantics in scripts more sparse than normal texts. Specifically, Ding et al. [240] use knowledge bases, Event2Mind [241], and ATlas Of MachIne Commonsens (ATOMIC) [242], to refine sentiment and intention information to enrich the semantics of the script. Furthermore, Lv et al. [243] incorporate event knowledge base activities, states, events, and their relations (ASERs) [244] to provide causal and temporal relationships between events to predict the subsequent event, achieving great success in this task.

X. Future Research Trends

EE is an essential and challenging task in text mining, which mainly learns the structured representation of events from the relevant text describing the events. EE is mainly divided into two subtasks: ED and argument extraction. The core of EE is identifying the event-related words in the text and classifying them into appropriate categories. The EE method based on the deep learning model automatically extracts features and avoids the tedious work of designing features manually. The EE tasks are constructed as an end-to-end system, using word vectors with rich language features as input, to reduce the errors caused by the underlying NLP tools. Previous methods focus on studying effective features to capture the lexical, syntactic, and semantic information of candidate triggers and candidate arguments. Furthermore, they explore the dependence between triggers and multiple entities related to the same trigger, and the relationship between multiple triggers associated with the same entity. According to the characteristics of EE and the current research status, we summarize the following technical challenges.

A. Challenges From EE Corpus

1) EE Dataset Construction: The EE task is complex, and the existing pretraining model lacks the learning of the EE task. The existing EE datasets have a few labeled data, and manual annotation of EE dataset has a high time cost. Therefore, the construction of large-scale EE dataset or the design of automatic construction EE dataset is also a future research trend.

2) External Resources: The dataset of EE is small. Deep learning combining external resources and constructing a large-scale dataset has achieved good results. Due to the difficulties in constructing labeled datasets and the small size of datasets, it is also an urgent research direction that how to make better use of deep learning to extract events effectively with the help of external resources.

3) EE Schema: The EE methods can be divided into close-domain EE methods and open-domain EE methods. The effect of EE methods without schema is challenging to evaluate, and the template-based EE methods need to design different event schema according to different event types. Therefore, how to design a general EE schema based on event characteristics is an essential means to overcome the difficulty in constructing EE dataset and sharing knowledge among classes.

B. Challenges From EE Models

1) Dependency Learning: The EE method using BERT has become mainstream at present. However, EE is different from the task learned by the BERT model in pretraining. Argument extraction needs to consider the relationship between the event argument roles to extract different roles under the same event type. It requires the EE model to learn the syntactic dependencies of the text. Therefore, making the dependency relationship between the event arguments is an urgent problem to solve to comprehensively and accurately extract the arguments of each event type.

2) End-to-End Learning Model: The advantage of the deep learning method based on the joint model over the traditional approach is the joint representation form. The EE depends on the label of entities. So this article believes that establishing an
end-to-end autonomous learning model based on deep learning is a direction worthy of research and exploration, and how to design multitask and multifederation is a major challenge.

3) Multievent Extraction: According to the different granularity of EE, EE can be divided into SEE and DEE. There have been a lot of researches on SEE. However, DEE is still in the exploratory stage, and DEE is closer to practical application. Therefore, how to design the multievent extraction method for the text is of great research significance.

4) Domain EE: The domain text often contains numerous technical terms, which increases the difficulty of domain EE [245]. For example, biomedical EE (BEE) aims to extract events capturing an interplay between biomedical entities [217], [246], [247], [248]. Extracting and harnessing them is beneficial for medical research and disease prevention [249], [250]. Therefore, how to design effective methods to understand the deep semantic information and context correspondence in the domain text has become an urgent problem to solve.

5) Interpretability for EE: EE includes four subtasks, and the existing EE often considers how to improve the accuracy of extraction, but there is little research on the interpretability of EE [251]. Due to the fact that the task of EE is complex, it is difficult to understand directly why the model divides a word into a certain argument role for a complex text. This requires the EE model to be interpretable to facilitate the manual discrimination of the predicted results, which is very important in the biological and medical fields [252].

XI. CONCLUSION

This article principally introduces the existing deep learning models for EE tasks. First, we introduce concepts and definitions from three aspects of EE. Then we divide the deep-learning-based EE paradigm into the pipeline and joint parts and introduce them, respectively. The deep-learning-based models enhance the performance by improving the presentation learning method, model structure, and additional data and knowledge. Then, we introduce the datasets with a summary table and evaluation metrics. Furthermore, we give the quantitative results of the leading models in a summary table on the ACE 2005 datasets. Finally, we summarize the possible future research trends of EE.
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