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Abstract

The paper proposes a method to process the image of a Braille document that interprets the raised dots on the document and converts them to their equivalent English characters. It was found that under ideal conditions of light and alignment of the Braille document with respect to the smartphone, the application can achieve more than 80\% accuracy. The application can be used in the education domain, wherein users who do not understand Braille may help visually-impaired or blind students in their learning activities such as assignments and tests.

Index Terms: Human computer interaction, braille, image processing, visually impaired.

1. Introduction

Braille is a system invented by Louis Braille which is used by visually impaired persons to read a document consisting of raised dots [1]. A braille sheet is a paper embossed with raised dots which are arranged in three by two cells as shown in Figure 1.

\begin{figure}[h]
\centering
\includegraphics[width=0.2\textwidth]{braille_cell.png}
\caption{Image of a Braille cell wherein black dots are used to indicate the raised dots}
\end{figure}

The raised dots form a specific pattern, where each pattern corresponds to a particular character or a word and the reader identifies the pattern by touching the raised dots [2]. Braille is used widely by people belonging to various age groups. As a result of a survey carried out by Ryles, it was reported that the percentage of
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employed visually impaired people who learned Braille as their primary medium was larger as compared to employed visually impaired persons who used print as their primary medium [3]. Braille is used even today by people with visual impairment, despite the availability of many digital alternatives [4]. According to a study conducted in 2012 [5], parents of visually impaired children believe that braille documents and books at home would help their child grow academically. It was found that the involvement of parents in children's studies was a significant factor in the children's academic achievements. Teachers who teach Braille to the students require training. A variety of teacher training programmes are conducted at various institutes to make the teachers proficient in Braille [6]. This paper suggests a solution that does not involve training, for teachers who are involved solely in the evaluation of answers written in Braille, and also for parents of visually impaired children, who are not well-versed with Braille. The application discussed, is intended to make the process of reading or learning braille easier for those who do not understand Braille notations. There are three grades in Braille [7], namely Grade 1, or un-contracted Braille, Grade 2 and Grade 3. In Grade 1 Braille, every character is identified by the pattern formed by the dot/s that is/are raised in the cell. Fig. 1 represents a Braille cell in Grade 1 Braille, where the two dots at the top are raised. Grade 2 and Grade 3 Braille use a pattern to represent a word, instead of a character. The authors proposes a smartphone application that would capture the image of a Braille document consisting of Grade 1 Braille, and convert it into its equivalent English text and would also generate the text to speech output based on the text displayed on the screen.

2. Related Work

A fair amount of work has been done in the area of optical Braille recognition using scanned images of Braille sheets. [8] proposed a method, wherein a Braille sheet is scanned and the scanned image undergoes a series of processes, such as image thresholding, edge detection, identification of dots, cropping cell frames, applying matching algorithm to the frames and finally producing the corresponding text and voice files. Canny edge detection is used, strong and weak edges are detected, and the edged dots are filled. Cells and words are determined based on the standard dimensions of a Braille sheet and binary codes are generated for each cell based on the presence or absence of a dot. The decimal equivalent was calculated. The decimal codes are mapped to the corresponding Arabic letter, and the equivalent text and voice files are produced. The paper suggests that future work on this should try to eliminate the need for manually setting the parameters for image processing. Here, the dot size and cell frame size were manually specified. [9] described a procedure where dots are detected using grids. According to the procedure, a grid is formed by generating horizontal lines from a particular point. Dots are detected after dividing the image into sub-images and then forming grids for each sub-image. The dots are subsequently grouped into a binary Braille character set, where each dot is represented by a bit position, and it is translated using a translation table. A similar method is described by [10], where an A3 scanner was used to scan double sided Braille documents. The image was divided into sub-images, and grids were formed by plotting horizontal and vertical lines that go through the dots. The intersection of the lines was checked for the presence or absence of a dot. It was found that the time required to convert Braille to text was approximately 60 seconds for a single-sided sheet, and 80 seconds for a double-sided sheet. The error rate was low but it would increase or decrease depending on the quality of the sheet. [11] devised an algorithm to recognize the dots in Arabic Braille. Scanned images of single-sided braille documents were coloured and converted to gray-scale. Gaussian filter was applied to identify the noise in the image. The image undergoes thresholding to distinguish the dots from the background. The center of each dot is calculated and the dot is reduced to one pixel, which is located at the center of the original dot. This process takes 17 seconds to recognize sheets converted to green color and 21 seconds to recognize sheets converted to yellow color. [12] suggested a system where the image is thresholded such that it contains only three regions - dark, light and background. The dots are identified, rows of dots are identified, and a histogram is generated. The histogram is used to differentiate rows of dots within one cell from the rows of dots in another cell. The same process is carried out to differentiate a column of dots within a cell from column from a column of dots in another cell. A Braille dot grid is then constructed for each line. Braille patterns are recognized using the bit pattern, where
each bit represents a dot position. These are then translated and printed. It has been argued by [13], that the scanned image has two distinct zones, one bright and one dark, above and below the dots respectively. Thresholding is applied on the image, based on the histogram peak. The dots are identified, based on the colour, the image is segmented. Parsers are used to translate text to Braille code, in this case, Portuguese Braille code. This method requires images of high quality, and provides different results when scanned using different scanners. Companies such as Neovision [14] and Adaptive Technology Solutions [15] have developed Optical Braille Recognition (OBR) Software, both of which are Windows software programs that take as input, the scanned image of a single or a double sided Braille sheet, and produce the equivalent text output on the screen. These methods use a scanner to capture the image of the Braille sheet. But if we want to render a Braille sheet in the absence of heavy equipment such as a scanner, we would require a device that is more compact and that can be used anytime irrespective of the location. Hence the use of a smart phone. But this would introduce more difficulties, as an image captured with the help of a smart phone camera may contain more noise and may contain non-uniformly illuminated regions, unlike that of a scanned image of the same sheet. [16] used a mobile phone with embedded camera, to recognize Braille and convert to equivalent Japanese text. After capturing the image with the mobile phone’s camera, thresholding is applied on it. If more than two pixels surrounding the pixel being considered are not candidate pixels, i.e., they are not bright enough to be considered as being part of a dot, the single pixel being considered is removed. The areas, widths and heights of the dots are calculated, and the dots that are too small or too big are removed. If a dot is being considered and no other dot contains a similar radius, then that dot is removed. The dots are aligned horizontally, and a group is formed consisting of three lines (as it is a 3x2 cell). Based on the horizontal spaces between the dots, columns are created. The cell patterns are identified and mapped to the Japanese characters. The running time here, is directly proportional to the noise on the image. Also, the method analyzes the image pixel by pixel and makes comparisons, to identify raised dots. This could have a negative impact on the efficiency of the process, with respect to the time required to identify the raised dots. Thus there is a need for a system that is portable, compact, accurate and independent of the noise on the Braille document. A method is required to be devised, which is not only efficient, but also generates accurate output.

3. Approach

![Diagram](image_url)

Fig.2. Outline of the process
The challenges with the objective of the study are associated with the use of the smartphone. Since the document is not scanned using a high quality scanner, the image obtained using the smartphone may be skewed, and could be of a low resolution, depending on the quality of the camera. This study focuses on the recognition of the raised dots on the document and their translation into equivalent English text. The entire process is divided into various sub-processes as shown in Figure 2.

3.1. Capturing the image

The image is captured using the camera on the smartphone. The image is taken in “sepia” mode, as it was observed that the dots are more prominent in “sepia” mode as compared to taking the image without applying any mode as shown in Figure 3.

![Fig.3. Difference between the images containing the recognized dots](image)

3.2. Identifying raised dots

The next step is to distinguish the raised dots from the rest of the document as well as from any noise present on the document. This is done using the Open-CV library [17]. This library contains a variety of image processing APIs (Application Programming Interface). The circle detection API has been used here, which implements Hough’s circle detection algorithm. After the dots are identified, all the dots are compared to each other and the maximum length and width of a dot are calculated. This is done in order to create a new image with dots of the same width and height.

3.3. Dividing the document into rows of dots

Once the new image is generated, in which all the dots have the same width and the same height, more processing is performed on this image, to identify rows of dots. This is done by reading the image from top to bottom and left to right. The position at which the first dot is found, is considered to be the top margin. We also recorded the position on the Y-axis, at which a dot is found as we progress along the X-axis. If this position is greater than the sum of previously recorded position and the width of the dot, this position is considered to be the bottom margin, and the area between the top margin and the bottom margin is considered to be a row. This process is repeated until the entire image is segmented into rows.

**Algorithm:**

Traverse the length of the sheet, starting from coordinates (0, 0) till current y coordinate equals the length of the sheet
For each coordinate on the Y axis, traverse the breadth of the sheet, starting from the current coordinate on the Y axis.
If a dot is found
If no previous coordinate has been recorded, Record the y coordinate of the current point.
Else
If the distance between the recorded coordinate and the y coordinate of the current point is greater than the sum of the recorded coordinate and the width of the dot,
Record the current y coordinate as bottom margin for that particular row.

3.4. Dividing each row into cells

Each row of the image is processed to identify the columns or cells of dots. It was observed that the horizontal distance between two dots in a cell is not greater than the width of a dot. This observation is used to divide the row into multiple columns. The horizontal distance between a dot and its subsequent dot is calculated. If this distance is greater than the width of a dot, the position at which the subsequent dot starts is marked as the end of the first column and the beginning of the second column. This process is repeated for all the rows identified in the previous step.

**Algorithm:**

Traverse the breadth of the sheet, starting from coordinates (0, 0) till current x coordinate equals the breadth of the sheet.
If a dot is found
If no previous coordinate has been recorded, Record the x coordinates of the current point.
Else
If the distance between the recorded coordinate and the x coordinate of the current point is greater than the sum of the recorded coordinate and the width of the dot,
Record the current x coordinate as the end of the current column, and the beginning of the next column.

3.5. Reading each cell in a row

We have the top margin, bottom margin, left margin and right margin for each cell in a row. The top and bottom margins are used to divide a cell into three horizontal sections by identifying the positions of dots between the two margins. Similarly, the left and right margins are used to divide each horizontal section into two columns. Thus a three by two matrix of dots is obtained. Each cell is read, and a pattern of dots is obtained, using the positions of the dots within the cell. These patterns are stored in a data structure. For instance, if only one dot is found in the cell, and the dot is located in the top left section of the cell, then the pattern would be 100000, where 1 indicates presence of a dot, and 0 indicates absence of a dot. The number 1 at position 1 indicates that a dot is present at position 1 of a cell. Figure 4 depicts the numbering of positions within a cell.

Fig.4. Numbering of positions in a cell
After reading each cell, the horizontal distance between the current cell and the next cell is calculated. The relative distance between two cells is calculated to identify the end of the word, in order to add a space.

3.6. Mapping the cell pattern to a Braille pattern

The pattern thus obtained is compared with the stored Braille patterns. Each pattern corresponds to an English letter, punctuation or a digit. If a match is found, the character that corresponds to the pattern is obtained. This process continues, and a string is formed.

3.7. Displaying the text on the screen

The string formed in the above step is displayed on the screen of the smart-phone. The text is read aloud using the default text-to-speech engine installed on the Android device.

4. Findings

The application was developed using the Android platform and it was found that the accuracy of the application varies greatly depending on the way the sheet is aligned with the smart-phone. Under ideal conditions of light and alignment of sheet with the smart-phone, an accuracy of over 80% was obtained. Figure 5 depicts the image and text obtained using the application. As can be seen, the image lacks clarity, that is, the dots are not prominently visible and appear slightly blurred.

Fig. 5. Image of a Braille document and the text produced using the application

The words in the image are ‘VISION’, ‘Psycho’, ‘A firm s’, ‘Is the m’, ‘Against’, ‘slavery’. The image also contains case indicators that indicate the word or character is in upper case. The number of characters in the image is 44. Out of 44 patterns, 37 patterns were recognized correctly, giving an accuracy of approximately 84%.

5. Applications and further work

The application could be used in schools for the blind, to evaluate answer sheets, written in Grade 1 Braille. This would eliminate the cost incurred for training the staff in Braille. This would also open the doors of such schools to examiners who are not proficient in Braille. Parents and relatives of visually impaired persons could also be benefited by the application. This study is part of an exploratory experiment. The application can be modified such that it accommodates varying alignment and implements noise reduction algorithms. It can be enhanced to translate the Braille document into multiple languages, other than English alone. A similar approach could be used to interpret Grade 2 Braille.
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