Load-shifting strategies in district heating networks with constant supply temperature: the case study of Verona
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Abstract. District heating and cooling networks are a key infrastructure to decarbonise the heating and cooling sector. Besides the design of new networks according to the principles of the 4th and 5th generation district heating, operational aspects may significantly contribute to improve the efficiency of existing networks from both economic and environmental standpoints. In the present work, computer simulations using a district heating network model (NeMo) were carried out to investigate the load shifting potential offered by the thermal capacitance of the water volume enclosed in the network pipelines. The average return temperature is increased before the occurrence of the peak load by adjusting the flow rate according to the forecasted heat demand for the upcoming hours. The effectiveness of this control strategy was demonstrated for the district heating network of Verona, proving that the peak load can be significantly reduced, especially during middle season. Finally, the load shifting strategy was used to allow a change in the heat production mix, thereby reducing the primary energy consumption of the main heat supply station during the considered period.

1. Introduction
District heating (DH) networks play a key role in the transition towards sustainable cities, thanks to their ability to efficiently provide space heating and domestic hot water to buildings through the use of renewable sources -such as geothermal and solar energy- waste heat sources and cogeneration plants. Since almost half of the final energy use in Europe is related to heating services, the construction and the expansion of efficient DH systems are among the key points of European energy policy [1]. Lund et al. [2] developed the concept of low temperature district heating (LTDH), or 4th generation district heating (4GDH). The basic idea behind it is the reduction of the supply temperature to abate distribution heat losses and to allow low-grade heat sources such as renewables and low temperature waste heat to be integrated in the network. The evolution of DH systems towards the 4th generation has been driven by the reducing trend of heat demand that is expected to continue during next decades due to the progressive refurbishment of existing buildings and to the high energy performance of new buildings. Demonstration projects carried out in different locations have proved the effectiveness and the competitiveness of low temperature district heating systems for both new low energy buildings [3] and existing buildings [4]. In the last decade around 40 DHC systems of the so-called 5th generation were put in operation: the heat carrier of these networks is below 45°C (minimum temperature required for DHW production) and they can fulfil both the heating and cooling demands of buildings by means of distributed heat pumps installed at the customer substations [5]. In a previous study, the advantages of these networks and their sensitivity to the main design parameters were investigated for a heating-only case-study [6]. Besides planning, design and business aspects, the control of both new and existing
networks can significantly improve their economic and environmental performance. To this end, researchers have proposed different control strategies for the optimal management of the supply and demand sides of the network, including load shifting strategies and scheduling of the heat generators based on look-ahead optimization problems. For instance, Guelpa et al. [7] used a physical simulation model to minimize the primary energy consumption of the thermal plants by reducing the thermal peak request of the Turin district heating network. Other researchers developed model predictive controllers to determine the optimal supply temperature of DHNs —see e.g. [8]. Several district heating network models have been proposed by the scientific community. Most of them are based either on the node method or on finite-difference methods [9]. A steady-state hydraulic and transient thermal model, called NeMo, has been developed by University of Padova to reproduce the hydraulic and thermal behaviour of district heating and cooling networks. NeMo resembles the model proposed by Polytechnic of Turin, which was used for studying both thermal [7] and hydraulic [10] behavior of complex thermal networks. In a previous paper a study has been conducted to investigate the accuracy of the model, based on a finite difference scheme, in reproducing the heat waves along a single pipe. The study proved that the heat propagation throughout the network can be accurately reproduced, provided that the network is correctly discretized [11]. The study revealed that the discretization giving the best output depends on the time-step of the internal solver and on the Courant number. The current study set out to use NeMo to simulate the thermal and hydraulic behavior of a real urban district heating network investigating the feasibility of control strategies aimed at shifting the heat load according to the needs of the DH operator. The heat capacity of the water enclosed in the network pipelines is used to decouple the heat load profile at the supply station from the heat demand of the users substations. The paper specifically targets load shifting strategies for networks with constant supply temperature and variable flow rate.

2. Model
The district heating network model NeMo has been already described in the aforementioned paper [11]. The topology of the network is described by using graph theory. The network is represented by a set of nodes and oriented branches and an adjacency matrix determines their mutual connections. Once the geometry is established, the pressure and temperature profiles are calculated. When forced convection occurs, the velocity of the heat carrier fluid does not depend on the temperature distribution. Therefore, the hydraulic and thermal sub-models can be uncoupled. This allows the calculation of the mass flow rates and the pressures across the network in a first step; then, given the mass flow rates, the energy balance is performed to find out the temperature distribution. The model assumes a slug flow (one dimensional model) and neglects both the heat conduction in the axial direction and the heat capacity of the surrounding ground. The heat transfer in the radial direction considers the convection between the heat carrier fluid and the inner pipe surface, the thermal insulation of the pipe and the thermal resistance of the surrounding ground. Due to the incompressible nature of the heat carrier fluid, the hydraulic problem can be described using only two equations: the continuity and the momentum equations. NeMo solves these equations using the SIMPLE method proposed by Patankar and Spalding [12]. The heat propagation in the network is then described by the energy balance performed on the volume of heat carrier fluid around the nodes of the network. The control volume of the i-th node corresponds to half of the heat carrier fluid volume of all the branches connected to it.

![Figure 1](image)

**Figure 1.** Control volume of the i-th node.

Applying the energy balance to the node shown in Figure 1 leads to Equation (1):

\[
\rho V_i c_p \frac{\partial T_i}{\partial \tau} = G_{j-1} c_p T_{j-1} - G_j c_p T_j - \frac{1}{2} (L_{j\Omega} U_j + L_{j-1\Omega} U_{j-1})(T_i - T_\infty)
\]

(1)
Where $G$ are the mass flow rates, $V$ is the volume of heat carrier fluid enclosed in the control volume, $\Omega$ is the perimeter of the pipe section, $U$ is the radial heat transmission coefficient from fluid to the ground and $T_\infty$ is the undisturbed ground temperature. The temperature of the branches is then associated to the temperature of the corresponding upwind nodes, according to the well-known upwind scheme. Therefore, Equation (1) becomes:

$$\rho \frac{V_i}{c_p} \frac{T_i^{(t)} - T_i^{(t-\Delta t)}}{\Delta t} = g_{j-1} c_p T_{i-1}^{(t)} - g_j c_p T_i^{(t)} - \frac{1}{2} (L_j \Omega_j U_j + L_{j-1} \Omega_{j-1} U_{j-1}) (T_i^{(t)} - T_g)$$

(2)

Equation (2) can be represented in matrix form as:

$$M \dot{T} = q - K T$$

(3)

Where $M$ and $K$ are the so-called mass matrix and stiffness matrix, respectively. The temperature at the inlet node is fixed (Dirichlet condition). The first-order ordinary differential equation (ODE) (3) is solved by Matlab’s ODE solver ode15s that implements the Numerical Differentiation Formulas [13].

3. Case study

The case study under consideration is the district heating network of Verona Centro Città, shown in Figure 1. The network extends for a length of about 25 km, providing heat for space heating and -in some cases- domestic hot water to 247 users. The users supplied have a total volume of about 3.2 Mm$^3$ and need about 70 GWh/year of heat, with a peak load of approximately 38 MW.

![Figure 2](image_url) Plan of the district heating network of Verona Centro Città obtained with QGis [14].

The blue dots in Figure 1 represent the substations of the users, while the three green dots correspond to the supply stations. The main one is CCC, that supplies heat produced by five CHP units, heat pumps (supplied by the cooling circuit of the CHP) and three auxiliary gas boilers; CRV recovers heat from a foundry and CSD has other three auxiliary and reserve gas boilers. CRV can always supply heat to the network, when available from the industrial process.

| Station | Units | Total installed power |
|---------|-------|-----------------------|
| CCC     | CHP: gas-fired internal combustion engines | 5 | 11 MW$_t$ (11.25 MW$_e$) |
|         | HP: heat pumps | 5 | 2.0 MW$_t$ |
|         | GB: gas boilers | 3 | 25.5 MW$_t$ |
| CRV     | WH: waste heat from foundry | 1 | 1.1 MW$_t$ |
| CSD     | GB: gas boilers | 3 | 3.4 MW$_t$ |

Table 1. Installed thermal and electrical power of the supply stations.

The DH network operates with a constant supply temperature (80°C in winter, 75°C in summer) and variable mass flow rate. A rule-based control has been implemented and fine-tuned over the years to prevent discomfort problems due to low mass flow circulation and to keep the temperature difference between supply and return pipe at the main supply station around 20 K.
4. Method
As suggested by Van der Hejide et al. [15], it is possible to consider representative periods which adequately mimic the district heating behaviour for the entire year. Two representative weeks were chosen to study the load shifting strategies: a cold winter week with an average heat load of 14.1 MW, and a week during middle season with an average heat load of 4.8 MW. In the first case all five ICEs supply heat to the network, whereas in the spring week only one or two engines are switched on. The approach followed in the present work consisted in simulating the thermal and hydraulic behavior using NeMo in the two representative weeks with current and modified pumping strategy. The same heat load profiles at the users substations have been imposed. The resulting heat load profiles at the main supply station (CCC) were compared to the reference ones using the indicators listed in section 4.2.

4.1 Simplification of network topology
The network shown in Figure 1 and described in the previous Section has been simplified in order to reduce the computational effort needed to run the simulation. Table 2 shows the difference between the original data and the final model used in the study. We assumed that all the heat is supplied by station CCC. This choice was taken to better analyze the correlation between mass flow rate and heat load profile at the supply station, without “disturbance” due to mass flow injected from distant supply points.

| Parameter                  | Real network | Model |
|----------------------------|--------------|-------|
| Number of substations      | 247          | 65    |
| Number of heat supply points | 3           | 1     |
| Number of nodes            | >1000        | 150   |
| Number of branches         | >1000        | 159   |
| Loops                      | 11           | 11    |

4.2 Load shifting strategy
The current pumping strategy is based on the experience of the DH operator. The pressure head provided by the pumps guarantees a minimum pressure difference at the critical substation. In this paper, this pumping strategy is modified, when convenient for the DH network operator, using the network as a heat storage system. The average network temperature is used as an indicator of the state-of-charge of the storage system. Circulating more/less water in the network leads to a drop/increase in the temperature difference between supply and return pipe. Therefore, the mass flow rate must be increased/decreased compared to the current pumping strategy in order to charge/discharge the network. The idea is to regulate the mass flow rate based on the heat load predictions for the next hours. Five dimensionless parameters determine the mass flow rate profile for the next hours, as shown in Figure 3.

Figure 3. Parameters used to evaluate the variation of mass flow rate.
Parameters \( \tau \) and \( \varepsilon \) define the time interval in which the mass flow profile will deviate from the reference one before and after the peak load, respectively. The remaining three parameters (\( \alpha \), \( \beta \) and \( \gamma \)) determine...
the shape of the mass flow profile, so they can be define shape parameters. Numerous simulations have been carried out, considering different combinations of the parameters $\alpha$, $\beta$ and $\gamma$, varying one parameter at a time and with $\tau$ and $\varepsilon$ constant. To limit the number of results to show, the three combinations of shape parameters, that gave the best peak shaving results, were chosen, as shown in Table 3. To compare $C_1$, $C_2$, $C_3$, for each of these, parameter $\tau$ has been varied considering the values 1.5, 2.5, 3.5 and 4.5 hours. Overall, 24 weekly simulations (12 simulations for each of the two references weeks) have been selected to prove what kind of advantages and disadvantages the regulation strategies of the flow rate involve. For all these simulations the parameter $\varepsilon = 3$ hours was kept constant.

### Table 3. The three considered combinations of parameters $\alpha$, $\beta$ and $\gamma.$

| Combinations | $\alpha$ | $\beta$ | $\gamma$ |
|--------------|----------|---------|---------|
| $C_1$        | 0.2      | 0.5     | 0.8     |
| $C_2$        | 0.1      | 0.1     | 0.9     |
| $C_3$        | 0.7      | 0.5     | 0.7     |

#### 4.3 Evaluation of the load shifting potential
In order to determine the impact of such a regulation on the operation of the network in relation to the current situation, a number of indicators have been defined. The first indicator, $\Delta Q_t$, indicates the variation of thermal energy supplied by the plant compared to the reference simulation:

$$\Delta Q_t = \frac{Q_{t,mod} - Q_{t,ref}}{Q_{t,ref}}$$  \hspace{1cm} (4)

Likewise, $\Delta W_{el}$ measures the variation in electrical energy required for pumping compared to the reference case. The indicator $\Delta q_{max}$ in Eq. (5) indicates the damping of the thermal load peak at the power plant with the modified pumping strategy, while $\Delta t_{q_{max}}$ – Eq. (6) - indicates its time shift. Negative values indicate an anticipation of the peak, while positive values indicate a delay in the phase shift with respect to the reference case.

$$\Delta q_{max} = \frac{q_{max,ref} - q_{max,mod}}{q_{max,ref}}$$ \hspace{1cm} (5)

$$\Delta t_{q_{max}} = t_{max,mod} - t_{max,ref}$$ \hspace{1cm} (6)

A discomfort index called $PD_{rel}$ has been calculated as reported in Eq. (7) to assess whether the control method applied to the district heating network could lead to lower the quality of service to the users. It was assumed that the probability of causing discomfort is roughly proportional to the decrease of the return temperature at the user nodes for the entire duration of the control.

$$PD_{rel} = \begin{cases} \int_0^{168} (T_{r,ref} - T_{r,mod}) \, dt, & T_{r,ref} > T_{r,mod} \\ 0 & T_{r,ref} \leq T_{r,mod} \end{cases}$$  \hspace{1cm} (7)

#### 5. Results

##### 5.1. Load-shifting potential in two representative weeks
The results in Table 4 have been obtained with the same combination of the parameters $\alpha$, $\beta$, and $\gamma$, i.e. with the same shape of the modified flow profile, while the parameter $\tau$ has been varied from 1.5 to 4.5 hours. The combination $C_1$ was chosen because it results in the least marked variation compared to the original profile. As the value of $\tau$ increases from 1.5 to 4.5 hours, all the considered indicators progressively increase. As far as the energy-related indicators are concerned, the thermal energy needs $\Delta Q_t$ increases from 0.14% to 0.30% in February, whereas the variation is almost negligible in April. The
energy needs for pumping $\Delta W_{el}$ increases from -5.2% to +4.6% in February and from -1.3% to 1.5% in April. The peak load reduction $\Delta q_{\text{max}}$ shows a limited increase in February (approximately from 9% to 10%) and a significant increase in April (from 4% to 17%). Such peak shaving is almost proportional to the time shift of the peak load. The peak is always delayed in February, whereas there is a significant change in April, when the peak is anticipated with $\tau = 1.5$ hours and delayed for $\tau$ higher than 2.5 hours.

As it can be seen the power peak of the reference profile is replaced by two smaller peaks in the modified power profile, one in advance and one in delay.

### Table 4. Effect of $\tau$ on performance indicators.

| $\tau$ [h] | $q_{\text{max,mod}}$ [MW] | $\Delta q_{\text{max}}$ [%] | $\Delta t_{\text{max}}$ [%] | $\Delta Q_t$ [%] | $\Delta W_{el}$ [%] | $\text{PD}_{\text{rel}}$ [°C h] |
|-----------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| FEB       | APR             | FEB             | APR             | FEB             | APR             | FEB             | APR             |
| 1.5       | 22.96           | 6.56            | 8.9             | 4.2             | 0.67            | -0.67           | 0.14            | -0.02           | -5.2            | -1.3            | 11              | 4               |
| 2.5       | 22.74           | 6.15            | 9.7             | 10.1            | 0.75            | -1.17           | 0.19            | -0.01           | -4.0            | -1.3            | 14              | 6               |
| 3.5       | 22.66           | 5.79            | 10.0            | 15.4            | 0.83            | 0.50            | 0.26            | 0.04            | 0.2             | -0.1            | 16              | 7               |
| 4.5       | 22.63           | 5.69            | 10.1            | 16.9            | 0.83            | 1.50            | 0.30            | 0.08            | 4.6             | 1.5             | 17              | 7               |

The peak in advance is the result of the rapid increase of flow rate imposed by the new control strategy, whereas the peak in delay originates from the heat demand profile of the users. According to the parameters combination, the average velocity of the heat transfer fluid and the thermal load profile, one of the two peaks prevails. Moreover, increasing $\tau$ from 1.5 h to 4.5 h brings to an increase of the discomfort index by 50% in February and to double it in April.

### Figure 4. Power profiles obtained by varying $\tau$ on Tuesday, April week.

Table 5 shows the effect of the different combinations (C1, C2 and C3) on the performance indicators for a given $\tau$ –the intermediate value of 2.5 hours was chosen. The results refer to two typical days: a working day (Tuesday) and a weekend day (Sunday). Table 5 shows that in February the peak is always postponed except for Sunday with the combination C2, i.e. when the heat load is lower and with the sharpest mass flow rate increase.

### Table 5. Effect of the different combinations on the performance indicators with $\tau = 2.5$.

| Month – Comb. | $q_{\text{max,mod}}$ [MW] | $\Delta q_{\text{max}}$ [%] | $\Delta t_{\text{max}}$ [%] | $\Delta Q_t$ [%] | $\Delta W_{el}$ [%] | $\text{PD}_{\text{rel}}$ [°C h] |
|--------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| TUE          | SUN             | TUE             | SUN             | TUE             | SUN             | TUE             | SUN             | TUE             | SUN             | TUE             | SUN             |
| FEB – C1     | 23.53           | 18.08           | 8.5             | 12.4            | 0.75            | 1.0             | 0.18            | 0.19            | -4.0            | -2.0            | 14              | 14              |
| FEB – C2     | 23.48           | 18.24           | 8.7             | 11.6            | 0.75            | -2.25           | 0.11            | 0.14            | 0.4             | 1.8             | 14              | 14              |
| FEB – C3     | 23.53           | 18.08           | 8.5             | 12.4            | 0.75            | 1.25            | 0.13            | 0.16            | -3.5            | -1.5            | 18              | 17              |
| APR – C1     | 5.68            | 6.23            | 14.9            | 6.9             | -1.25           | -2.5            | 0.02            | -0.01           | 0.02            | -1.5            | 5               | 6               |
| APR – C2     | 6.42            | 6.90            | 3.8             | -3.1            | -2.25           | -1.00           | 0.06            | -0.02           | 1.41            | -2.01           | 4               | 6               |
| APR – C3     | 5.88            | 6.42            | 11.9            | 4.1             | -2.50           | -2.00           | 0.04            | -0.01           | 0.35            | -1.30           | 6               | 7               |
These two conditions together lead the first power peak to exceed the second, as it can be seen in Figure 5(b). In April, the same condition leads to increase the thermal peak load of the network of approximately +3% compared to the reference control strategy. With all the considered combinations, the discomfort index during February is always higher than in April. The same trends hold true in case the flow rate adjustment starts earlier, such as in the case $\tau = 4.5$ h. In April, the comparison between the different combinations shows that C1 is definitely the best choice in order to damp the daily power peak. If there is no need to damp the power peak, with the combinations C2 and C3 it is possible to obtain a marked translation in advance of the reference power peak.

![Figure 5](image)

**Figure 5.** Different shapes of the modified (a) flow rate and (b) heat load profiles connected to the combinations C1, C2, C3 for Sunday, week of February.

5.2 Assessment of the primary energy-saving potential

The thermal load profile can be flattened thanks to the new control strategy that uses the network as a storage. This allows to reduce the share of heat produced by the gas boilers and to increase the share covered by the heat pumps and the CHP, which guarantees a drop in the primary energy consumption compared to the separate production of heat and power. Considering the middle season representative week, the C1 pumping strategy with $\tau = 4.5$ hours determines the best peak shaving results. Applying this strategy the heat productions covered by the CHP and by heat pumps increase respectively of 1.2% and of 0.9%, while that one supplied by gas boilers decrease of 2.1% -see Figure 6. Consequently, the primary energy consumption can be reduced by 7.75 MWh (1.5%), equivalent to 1.4 tCO2 in one week.

![Figure 6](image)

**Figure 6.** Reference and modified thermal load profiles and energy supply mix in April week.

6. Conclusions

In this article, the district heating network model NeMo was used to reproduce the dynamic behaviour of the district heating network of Verona. Several simulations were carried out for two representative weeks, with different pumping strategies aimed at reducing the thermal power peak and shifting the heat load in time. Three dimensionless parameters and two temporal parameters allowed the construction of
modified mass flow rate profiles depending on the heat load forecast for the next hours. The simulation results showed that a combination of parameters that involves a gradual increase of flow rate before the peak load is able to achieve an average peak shaving of 10% in February and 12% in April. According to the aforementioned parameters, the thermal peak load is both reduced and temporally shifted, in advance or in delay compared to reference heat load profile. The paper shows that this behaviour depends on how the flow rate variations influence the charge and discharge cycles of network. Furthermore, a pre-charge strategy of network was applied to the week of April to reduce the primary energy consumption. Indeed, flattening the heat load profile at the main supply station allows to increase the share of CHP and heat pumps in the energy production mix and to reduce natural gas consumption of boilers. In conclusion, the study proves that the thermal capacitance of district heating networks allows to shift consistently the energy production especially during middle seasons.
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