ON SCATTERING FOR THE DEFOCUSING QUINTIC NONLINEAR SCHRÖDINGER EQUATION ON THE TWO-DIMENSIONAL CYLINDER
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ABSTRACT. In this article, we prove the scattering for the quintic defocusing nonlinear Schrödinger equation on cylinder \( \mathbb{R} \times \mathbb{T} \) in \( H^1 \). We establish an abstract linear profile decomposition in \( L^2 x h^\alpha, 0 < \alpha \leq 1 \), motivated by the linear profile decomposition of the mass-critical Schrödinger equation in \( L^2(\mathbb{R}^d), d \geq 1 \). Then by using the solution of the one-discrete-component quintic resonant nonlinear Schrödinger system, whose scattering can be proved by using the techniques in 1d mass critical NLS problem by B. Dodson, to approximate the nonlinear profile, we can prove scattering in \( H^1 \) by using the concentration-compactness/rigidity method. As a byproduct of our proof of the scattering of the one-discrete-component quintic resonant nonlinear Schrödinger system, we also prove the conjecture of the global well-posedness and scattering of the two-discrete-component quintic resonant nonlinear Schrödinger system made by Z. Hani and B. Pausader [Comm. Pure Appl. Math. 67 (2014)].
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1. INTRODUCTION

In this article, we consider the quintic defocusing nonlinear Schrödinger equation posed on the cylinder \( \mathbb{R} \times \mathbb{T} \), which is also called waveguide:

\[
\begin{aligned}
&i \partial_t u + \Delta_{\mathbb{R} \times \mathbb{T}} u = |u|^4 u, \\
&u(0) = u_0 \in H^1(\mathbb{R} \times \mathbb{T}),
\end{aligned}
\]

where \( \Delta_{\mathbb{R} \times \mathbb{T}} \) is the Laplace-Beltrami operator on \( \mathbb{R} \times \mathbb{T} \), and \( u : \mathbb{R} \times \mathbb{R} \times \mathbb{T} \rightarrow \mathbb{C} \) is a complex-valued function. The equation has the symplectic form \( \mathcal{I} \int_{\mathbb{R} \times \mathbb{T}} u(x, y) \overline{v}(x, y) \, dx \, dy \) on the Hilbert space \( L^2(\mathbb{R} \times \mathbb{T}) \).

Equation (1.1) has the following conserved quantities:

- mass: \( M(u(t)) = \int_{\mathbb{R} \times \mathbb{T}} |u(t, x, y)|^2 \, dx \, dy \),
- energy: \( E(u(t)) = \int_{\mathbb{R} \times \mathbb{T}} \frac{1}{2} |\nabla u(t, x, y)|^2 + \frac{1}{6} |u(t, x, y)|^6 \, dx \, dy \),
- momentum: \( P(u(t)) = \mathcal{I} \int_{\mathbb{R} \times \mathbb{T}} \overline{u}(x, y, t) \nabla u(x, y, t) \, dx \, dy \).
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Equation (1.1) is a special case of the general nonlinear Schrödinger equation on the waveguide \( \mathbb{R}^d \times \mathbb{T}^m \):

\[
\begin{align*}
  i\partial_t u + \Delta_{\mathbb{R}^d \times \mathbb{T}^m} u = |u|^{p-1} u,
  \\
u(0) = u_0 \in H^1(\mathbb{R}^d \times \mathbb{T}^m),
\end{align*}
\]

where \( 1 < p < \infty \), \( m, d \in \mathbb{Z} \), and \( m, d \geq 1 \). This kind of equation in lower dimensions describes wave propagation in nonlinear and dispersive media. For instance, it can describe the nonlinear dynamics of superfluid films for which \( u \) is the condensate wave function related to the film thickness and to the superfluid velocity. It also figures in the time-dependent Landau-Ginzburg model of phase transitions, in this case the wave function \( u \) is a complex order parameter. Another phenomenon governed by the same equation is the propagation of slow varying electromagnetic wave envelopes in a plasma [41][43]. Other applications concern hydrodynamics and nonlinear optics.

We are interested in the range of \( p \) for well-posedness and scattering of (1.2) on \( \mathbb{R}^d \times \mathbb{T}^m \). On one hand, when considering the well-posedness of the Cauchy problem (1.2), intuitively, it is determined by the local geometry of the manifold \( \mathbb{R}^d \times \mathbb{T}^m \). The manifold is locally \( \mathbb{R}^d \times \mathbb{R}^m \). So we believe the well-posedness is the same as the Euclidean case, that is when \( 1 < p \leq 1 + \frac{4}{m+d-2} \) the well-posedness is expected. Just as the Euclidean case, we say the equation is energy-subcritical when \( 1 < p < 1 + \frac{4}{m+d-2} \), \( m, d \geq 1 \) and energy-critical when \( p = 1 + \frac{4}{m+d-2} \), \( m+d \geq 3 \), \( m, d \geq 1 \). On the other hand, when considering the scattering of (1.2), scattering is expected to be determined by the asymptotic volume growth of a ball with radius \( r \) in the manifold \( \mathbb{R}^d \times \mathbb{T}^m \) when \( r \to \infty \). From the heuristic that linear solutions with frequency \( \sim N \) initially localized around the origin will disperse at time \( t \) in the ball of radius \( \sim Nt \), scattering is expected to be partly determined by the asymptotic volume growth of balls with respect to their radius. Since \( \inf_{z \in \mathbb{R}^d \times \mathbb{T}^m} \text{Vol}_{\mathbb{R}^d \times \mathbb{T}^m}(B(z, r)) \sim r^d \), as \( r \to \infty \), the linear solution is expected to decay at a rate \( \sim t^{-\frac{d}{2}} \) and based on the scattering theory on \( \mathbb{R}^d \), the solution of (1.2) is expected to scatter for \( p \geq 1 + \frac{4}{d} \). Moreover, scattering in the small data case is expected for \( 1 + \frac{2}{3} < p < 1 + \frac{1}{d} \) when \( d \geq 1 \). Modified scattering in the small data case is expected for \( p = 3 \) when \( d = 1 \).

Therefore, regarding heuristic on the well-posedness and scattering, we expect the solution of (1.2) globally exists and scatters in the range \( 1 + \frac{2}{3} \leq p \leq 1 + \frac{4}{m+d-2} \). For \( 1 + \frac{2}{3} < p < 1 + \frac{4}{d} \) when \( d \geq 1 \), scattering is expected as in the Euclidean space case for small data. For \( p = 3 \) when \( d = 1 \), modified scattering is expected as in the Euclidean space case for small data case. This heuristic was justified in [8][23][24][27][29][44][52][56][57].

For other nonlinear dispersive equations on the waveguides, we refer to the work of L. Hari and N. Visciglia [25][26] on the small data scattering of the energy-subcritical and critical Klein-Gordon equations, and also the recent work of L. Forcella and L. Hari [15] on the large data scattering of the nonlinear Klein-Gordon equations on \( \mathbb{R}^d \times \mathbb{T} \), for \( 1 \leq d \leq 4 \) in the \( H^1 \)-subcritical case, and the references therein. We refer to [39] on the well-posedness of the Zakharov-Kuznetsov equations on \( \mathbb{R} \times \mathbb{T} \).

Our main result addresses the scattering for (1.1) in \( H^1(\mathbb{R} \times \mathbb{T}) \):

**Theorem 1.1** (Scattering in \( H^1(\mathbb{R} \times \mathbb{T}) \)). For any initial data \( u_0 \in H^1(\mathbb{R} \times \mathbb{T}) \), there exists a global solution \( u \) which scatters in the sense that there exist \( u^\pm \in H^1(\mathbb{R} \times \mathbb{T}) \) such that

\[
\|u(t) - e^{it\Delta_{\mathbb{R} \times \mathbb{T}}} u^\pm\|_{H^1(\mathbb{R} \times \mathbb{T})} \to 0, \text{ as } t \to \pm \infty.
\]

Our argument can be applied to the more general Schrödinger type model

\[
\begin{align*}
  i\partial_t u + \Delta_x u - (\Delta_y)^{\alpha} u = |u|^4 u, \\
u(0, x, y) = u_0(x, y) \in H^1(\mathbb{R}^d \times \mathbb{T}_y),
\end{align*}
\]
where $\frac{1}{2} < \alpha \leq 1$, this kind of model is motivated by the half wave equation in the weak turbulence. By using the argument in the article, we can show scattering in $H^1_x L^2_y \cap L^2_x H^\alpha_y (\mathbb{R} \times T)$.

1.1. **Main ideas.** The proof of Theorem 1.1 is based on the concentration compactness/rigidity method developed by C. E. Kenig and F. Merle, and also the work of S. Ibrahim, N. Masmoudi, and K. Nakanishi on dealing with the nonlinear dispersive equations without scaling invariant. We describe now some of the main ideas involved in the proof.

1.1.1. **A global Strichartz estimate and a weak scattering norm.** For (1.1), the dispersive effect of the $R$-component is strong enough, to give a global Strichartz estimate:

\[
\left\| e^{it\Delta_{R \times T}} f \right\|_{L^6_t L^6_x H^1_{x,y} (\mathbb{R} \times \mathbb{R} \times T)} \lesssim \left\| f \right\|_{H^1_{x,y}},
\]

this global Strichartz estimate is adequate for us to establish the well-posedness theory in $H^1_x (\mathbb{R} \times T)$. This kind of global Strichartz estimate is established in [51, 52]. By the well-posedness and scattering theory, we observe to prove Theorem 1.1, we only need to prove the solution satisfies a weaker space-time norm $L^6_t H^1_{x,y} (\mathbb{R} \times \mathbb{R} \times T)$, where $0 < \epsilon_0 < \frac{1}{2}$ is some fixed number used hereafter, which is Theorem 2.7. This fact is first observed in our previous work [8], which can be proved by using a bootstrap argument.

1.1.2. **An abstract profile decomposition.** Since it is enough to prove the solution satisfies a weaker space-time norm $L^6_t H^1_{x,y} (\mathbb{R} \times \mathbb{R} \times T)$, we need to establish a linear profile decomposition in $H^1_x (\mathbb{R} \times T)$ with the remainder asymptotically small in $L^6_t H^1_{x,y} (\mathbb{R} \times \mathbb{R} \times T)$, which is essentially equivalent to describe the defect of compactness of the embedding

\[
e^{it\Delta_{R \times T}} : H^1_{x,y} (\mathbb{R} \times T) \hookrightarrow L^6_t H^1_{x,y} (\mathbb{R} \times \mathbb{R} \times T),
\]

we can then establish a linear profile decomposition similar to [23]. However, our argument is mainly based on the argument to establish the linear profile decomposition of the Schrödinger equation in $L^2 (\mathbb{R})$. In fact, in Subsection 3.1 we give an abstract linear profile decomposition (Theorem 3.2), which reveals the defect of compactness of the embedding

\[
e^{it\Delta_{R \times T}} : L^2_x h^\alpha (\mathbb{R}^d \times \mathbb{D}) \hookrightarrow L^{2(d+2)}_t h^{\alpha-\epsilon_0} (\mathbb{R} \times \mathbb{R}^d \times \mathbb{D}),
\]

where $0 < \alpha \leq 1$. This abstract linear profile decomposition is a infinite vector version of linear profile decomposition of the mass-critical Schrödinger equations, and the proof relies on the proof of the linear profile decomposition of the mass-critical Schrödinger equations, especially the bilinear Strichartz estimate of the Schrödinger equation on $\mathbb{R}^d$. This kind of linear profile decomposition is of independent interest, it can be used in the proof of the scattering of the vector-valued nonlinear Schrödinger system [55], and also can be used in the study of well-posedness and the long time behavior of the nonlinear dispersive equations such as

\[
i \partial_t u + Hu = F(u),
\]

where $H = \Delta_{\mathbb{R}^d} + A$, with $A$ has only the point spectrum. We will not give further application of this kind linear profile decomposition here.

After establish the abstract linear profile decomposition, we can get the linear profile decomposition proposition after working on the Fourier coefficient of the partial Fourier transform of the functions in $H^1 (\mathbb{R} \times T)$.
Title Scattering for the quintic NLS on $\mathbb{R} \times \mathbb{T}$

1.1.3. *A normal form type argument.* The nonlinear profiles are defined to be the solution of the quintic nonlinear Schrödinger equation on $\mathbb{R} \times \mathbb{T}$, with initial data is each profile in the linear profile decomposition. We need to give a good approximation of the large scale case, to attack this obstacle, just as in [8, 23], the nonlinear profile can be approximated by applying $e^{it\Delta_x}$ to the rescaling of the solution of the one-discrete-component quintic resonant nonlinear Schrödinger system

$$\begin{aligned}
   i\partial_t u_j + \Delta_x u_j &= \sum_{(j_1, j_2, j_3, j_4, j_5) \in \mathcal{R}(j)} u_{j_1} \overline{u}_{j_2} u_{j_3} \overline{u}_{j_4} u_{j_5}, \\
   u_j(0) &= u_{0,j}, \quad j \in \mathbb{Z},
\end{aligned}$$

where $\mathcal{R}(j) = \{j_1, j_2, j_3, j_4, j_5 \in \mathbb{Z} : j_1 - j_2 + j_3 - j_4 + j_5 = j, |j_1|^2 - |j_2|^2 + |j_3|^2 - |j_4|^2 + |j_5|^2 = |j|^2 \}$. In theorem 3.13 we use the stability theory to prove the transformation of the solution of the one-discrete-component quintic resonant nonlinear Schrödinger system can approximate the nonlinear profile in the large scale case. To prove the error term is small in the Strichartz space $L^6 T H^1_x \cap L^6 T H^1_y$, we need to use a normal form argument. The normal form argument was developed in the ODE, see for example [1], it was developed by [42] for the quadratic nonlinear wave and Klein-Gordon equations. See also [17, 21] for further development.

1.1.4. *Scattering for the resonant system.* We prove the solution to the one-discrete-component quintic resonant nonlinear Schrödinger system (1.5) globally exists and scatters in $L^2_x h^1_j(\mathbb{R} \times \mathbb{Z})$, that is Theorem 4.1 The main idea to solve the scattering problem for the quintic resonant system is to generalize the machinery built in the one dimensional mass-critical NLS problem (see [12]) from the equation case to the system case. The global skeleton of the proof would still be the classical Concentration compactness/Rigidity method established in [30, 31] and the crucial techniques are long time Stricharz estimate and frequency-localized interaction Morawetz estimate (see [10, 12]. Since the nonlinearity of the system involves resonant relations, the first step is to establish the nonlinear estimate to handle the nonlinearity which is fundamental. Based on this, following standard method and using the abstract linear profile decomposition developed by us in Subsection 3.1, the small data scattering result can be obtained and if the scattering statement does not hold, we can get an almost-periodic solution and it suffices to exclude the almost-periodic solution. Firstly, in theorem 4.21 we prove the long time Strichartz estimate in the $\tilde{X}_{k_0}$ space defined in definition 4.19. The long time Strichartz estimate is developed by B. Dodson [10, 12], which relies on the bilinear Strichartz estimate heavily. Secondly, we preclude the almost periodic solution in the two different scenarios regarding the scaling function $N(t)$, that is the rapid frequency cascade and quasi-soliton cases in Subsection 4.4. The rapid frequency cascade case can be proved to have higher regularity, then together with the conservation of energy, we can then exclude this case. While for the quasi-soliton case, we will use the frequency localized interaction Morawetz estimate in theorem 4.30 together with the long time Strichartz estimate to control the error terms, to exclude this case. As a byproduct of the proof of our scattering theorem of the one-discrete-component quintic resonant nonlinear Schrödinger system, we find the argument in the proof can be applied to prove the global well-posedness and scattering of the two-discrete-component quintic resonant nonlinear Schrödinger system with little modification. Therefore, we have solved the conjecture in Z. Hani and B. Pausader’s article (Conjecture 1.2 in Page 1470 of [23]). This together with [23] completely proves the global well-posedness and scattering of the quintic nonlinear Schrödinger equation on $\mathbb{R} \times \mathbb{T}^2$.

Compared to the cubic resonant system problem in [55], the quintic resonant relation is more complicated and we need to take care the nonlinearity more delicately. Remarkably, first we reduce the scattering norm from $L^6_x h^1_j$ to $L^6_x h^3_j$ ($\frac{11}{8} < \beta < 1$) by establishing nonlinear estimate to make it possible to use profile...
decomposition to obtain the almost periodic solution. For the 2d cubic resonant system problem (see [55]), since the resonance is less complicated, the authors can even reduce the the scattering norm from $L_{t,x}^4 h^1$ to $L_{t,x}^4 L_2^2$. Since our goal is to show the scattering norm of the solution is finite and a smaller quantity is of course more likely to be finite, it is easier for us to reduce the scattering norm to a smaller one. Another disadvantage thing for our problem is that our scattering norm involves regularity of the discrete direction, which destroys the symmetric structure. Thus, for this problem, we have to deal with the almost periodic solution more delicately. On one hand, we need to establish the long time Stricharz estimate for the quintic nonlinear Schrödinger equation, we consider the case without regularity for the purpose of using the symmetric action Morawetz identity, we consider the case without regularity for the purpose of using the symmetric properties to make the interaction Morawetz identity positive definite. One advantage for this problem, is similar to the mass-critical nonlinear Schrödinger problems, the quintic nonlinearity is considered ‘better’ or ‘more friendly’ than the cubic nonlinearity since there are ‘more’ terms which gives more room for us to play techniques.

The paper is organized as follows. After introducing some notations and preliminaries, we give the well-posedness theory and small data scattering in Section 2. We also give the stability theory in this section. In Section 3, we derive the linear profile decomposition for data in $H^1(\mathbb{R} \times \mathbb{T})$ and approximate the nonlinear profiles by using the solution of the one-discrete-component quintic resonant nonlinear Schrödinger system. In Section 4, we prove the scattering of the one-discrete-component quintic resonant nonlinear Schrödinger system. Then, we reduce the non-scattering of the quintic nonlinear Schrödinger equation on $\mathbb{R} \times \mathbb{T}$ in $H^1$ to the existence of an critical element and show the extinction of the critical element in Section 5.

1.2. Notation and Preliminaries. We will use the notation $X \lesssim Y$ whenever there exists some constant $C > 0$ so that $X \leq CY$. Similarly, we will use $X \sim Y$ if $X \lesssim Y \lesssim X$. We will use the notation $\mathcal{O}(X)$ to denote a quantity the resembles $X$, that is, a finite linear combination of terms that look like those in $X$, possibly with some factors replaced by their complex conjugates.

We define the torus to be $\mathbb{T} = \mathbb{R}/(2\pi \mathbb{Z})$. In the following, we will use some space-time norm, for any time interval $I \subset \mathbb{R}$, $u(t, x, y) : I \times \mathbb{R} \times \mathbb{T} \to \mathbb{C}$, define the space-time norm

$$
\|u\|_{L_t^p L_x^q L_y^2(I \times \mathbb{R} \times \mathbb{T})} := \left\| \left( \int_{\mathbb{T}} |u(t, x, y)|^2 \, dy \right)^{\frac{1}{2}} \right\|_{L_t^p(I)} \|U\|_{L_t^p L_y^2},
$$

for the vector function $\vec{f}(t, x) = \{f_j(t, x)\}_{j \in \mathbb{Z}}$, we denote

$$
\|\vec{f}\|_{L_t^p L_x^q L_y^s} := \left\| \left( \sum_{j \in \mathbb{Z}} (j)^{2s} |f_j(t, x)|^2 \right)^{\frac{1}{2}} \right\|_{L_t^p L_x^q L_y^s},
$$

where $0 \leq s \leq 1$. When $s = 0$, we write $L_t^p L_x^q L_y^s$ to be $L_t^p L_x^q L_y^2$.

We now define the discrete nonisotropic Sobolev space. For $\vec{\phi} = \{\phi_k\}_{k \in \mathbb{Z}}$ a sequence of real-variable functions, we define

$$
H_x^{s_1} h^{s_2} := \left\{ \vec{\phi} = \{\phi_k\}_{k \in \mathbb{Z}} : \|\vec{\phi}\|_{H_x^{s_1} L_y^{s_2}} = \left( \sum_{k \in \mathbb{Z}} (k)^{2s_2} |\phi_k(x)|^2 \right)^{\frac{1}{2}} \right\}_{H_x^{s_1}} < \infty,
$$

where $s_1, s_2 \geq 0$. In particular, when $s_1 = 0$, we denote the space $H_x^{s_1} h^{s_2}$ to be $L_x^2 h^{s_2}$.
We will frequently use the partial Fourier transform and partial space-time Fourier transform: for \( f(x, y) : \mathbb{R} \times \mathbb{T} \rightarrow \mathbb{C} \),

\[
\mathcal{F}_x f(\xi, y) = \frac{1}{(2\pi)^\frac{d}{2}} \int_{\mathbb{R}} e^{-ix\xi} f(x, y) \, dx.
\]

Given \( H : \mathbb{R} \times \mathbb{R} \times \mathbb{T} \rightarrow \mathbb{C} \), we denote the partial space-time Fourier transform to be

\[
\mathcal{F}_{t,x} H(\omega, \xi, y) = \frac{1}{2\pi} \int_{\mathbb{R}} \int_{\mathbb{R}} e^{i\omega t - i\xi x} H(t, x, y) \, dx \, dt.
\]

We also define the partial Littlewood-Paley projectors \( P_N^{\varepsilon} \) and \( P_N^{\varepsilon} \) as follows: fix a real-valued radially symmetric bump function \( \varphi(\xi) \) satisfying

\[
\varphi(\xi) = \begin{cases} 
1, & |\xi| \leq 1, \\
0, & |\xi| \geq 2,
\end{cases}
\]

for any dyadic number \( N \in 2\mathbb{Z} \), let

\[
\mathcal{F}_x (P_N^{\varepsilon} f)(\xi, y) = \varphi \left( \frac{\xi}{N} \right) (\mathcal{F}_x f)(\xi, y),
\]

\[
\mathcal{F}_x (P_N^{\varepsilon} \tilde{f})(\xi, y) = \left( 1 - \varphi \left( \frac{\xi}{N} \right) \right) (\mathcal{F}_x f)(\xi, y).
\]

In the article, \( \epsilon_0 \) is some sufficiently small positive number.

## 2. Well-posedness and small data scattering

In this section, we will review the well-posedness theory and small data scattering, that is Theorem 2.3 and Theorem 2.4. These results have been established in \([51, 52]\). We also give the stability theory which will be used in showing the existence of a critical element in Section 5. The argument in this Section is similar to that in \([8]\), where the key point is that \( H^{\frac{1}{2} + + \mathbb{T}} \rightarrow L^\infty(\mathbb{T}) \).

We first recall the following Strichartz estimate, which is established in \([51]\).

**Proposition 2.1 (Strichartz estimate).**

\[
\| e^{it\Delta_{\mathbb{R} \times \mathbb{T}}} f \|_{L_p^p L_q^q L_y^2} \lesssim \| f \|_{L_{t,x,y}^2(\mathbb{R} \times \mathbb{T})},
\]

\[
\left\| \int_0^t e^{i(t-s)\Delta_{\mathbb{R} \times \mathbb{T}}} F(s, x, y) \, ds \right\|_{L_p^p L_q^q L_y^2} \lesssim \| F \|_{L_{t,x,y}^{\tilde{p}, \tilde{q}, \tilde{y}}},
\]

where \((p, q), (\tilde{p}, \tilde{q})\) satisfies \( \frac{2}{p} + \frac{1}{q} = \frac{1}{2}, \frac{2}{\tilde{p}} + \frac{1}{\tilde{q}} = \frac{1}{2}, \) and \( 4 \leq p, \tilde{p} \leq \infty \).

The following nonlinear estimate is useful in showing the local wellposedness.

**Proposition 2.2 (Nonlinear estimate).**

\[
\| \prod_{k=1}^5 u_k \|_{L_t^\frac{2}{5} L_x^\frac{6}{5} H_y^1} \lesssim \prod_{k=1}^5 \| u_k \|_{L_t^\frac{2}{5} L_x^\frac{6}{5} H_y^1}.
\]

By the Strichartz estimate and the nonlinear estimate, we can give the local well-posedness \( L_t^2 H_y^1(\mathbb{R} \times \mathbb{T}) \) and \( H_x^1(\mathbb{R} \times \mathbb{T}) \) easily. Further, together with the conservation of mass and energy, we can extend the local solution to the global solution in \( H^1 \). We refer to \([5, 33, 46]\) for the proof.
Theorem 2.3 (Well-posedness). For any $E > 0$, suppose that $\|u_0\|_{L^2_x H^s_y(R \times \mathbb{T})} \leq E$, there exists $\delta_0 = \delta_0(E) > 0$ such that if

$$\|e^{i t \Delta_{x \times \mathbb{T}}} u_0\|_{L^2_t L^6_x H^{s-\varepsilon}_y(I \times R \times \mathbb{T})} \leq \delta_0,$$

on the time interval $I \subset \mathbb{R}$, then there exists a unique solution $u \in C^0_t L^2_x H^s_y(I \times R \times \mathbb{T})$ of (1.1) satisfying

$$\|u\|_{L^6_t L^6_x H^{s-\varepsilon}_y} \leq 2 \|e^{i t \Delta_{x \times \mathbb{T}}} u_0\|_{L^6_t L^6_x H^{s-\varepsilon}_y}, \quad \|u\|_{L^\infty_t L^2_x H^s_y} \leq C \|u_0\|_{L^2_x H^s_y}.$$

Moreover, if $u_0 \in H^{1,1}_{x,y}(\mathbb{R} \times \mathbb{T})$, then $u \in C^0_t H^{1,1}_{x,y}(\mathbb{R} \times \mathbb{T})$.

The above theorem also implies the small data scattering in $H^1$.

Theorem 2.4 (Small data scattering in $H^{1,1}_{x,y}$). There exists small positive constant $\delta > 0$ such that if $u_0 \in H^{1,1}_{x,y}$ and $\|u_0\|_{H^{1,1}_{x,y}} \leq \delta$, (1.1) has a unique global solution $u(t, x, y) \in C^0_t H^{1,1}_{x,y} \cap L^6_t H^1_y \cap L^6_t W_x^1 L^2_y$ and $u$ scatters in $H^{1,1}_{x,y}$.

We now give the stability theory in $L^2_x H^{1-\varepsilon}_y(\mathbb{R} \times \mathbb{T})$.

Theorem 2.5 (Stability theory). Let $I$ be a compact interval and let $\tilde{u}$ be an approximate solution to

$$i \partial_t u + \Delta_{x \times \mathbb{T}} u = |u|^4 u \text{ in the sense that } i \partial_t \tilde{u} + \Delta_{x \times \mathbb{T}} \tilde{u} = |\tilde{u}|^4 \tilde{u} + \varepsilon \text{ for some function } \varepsilon.$$

Assume that

$$\|\tilde{u}\|_{L^\infty_t L^2_x H^{s-\varepsilon}_y} \leq M, \quad \|\tilde{u}\|_{L^6_t L^6_x H^{s-\varepsilon}_y} \leq L,$$

for some positive constants $M$ and $L$.

Let $t_0 \in I$ and let $u(t_0)$ obey

$$\|u(t_0) - \tilde{u}(t_0)\|_{L^2_x H^{1-\varepsilon}_y} \leq M'$$

for some $M' > 0$.

Moreover, assume the smallness conditions

$$\|e^{i (t - t_0) \Delta_{x \times \mathbb{T}} (u(t_0) - \tilde{u}(t_0))}\|_{L^6_t L^6_x H^{s-\varepsilon}_y} \leq \varepsilon,$$

$$\|e\|_{L^6_t L^6_x H^{s-\varepsilon}_y} \leq \varepsilon,$$

for some $0 < \varepsilon \leq \varepsilon_1$, where $\varepsilon_1 = \varepsilon_1(M, M', L) > 0$ is a small constant.

Then, there exists a solution $u$ to $i \partial_t u + \Delta_{x \times \mathbb{T}} u = |u|^4 u$ on $I \times \mathbb{R} \times \mathbb{T}$ with initial data $u(t_0)$ at time $t = t_0$ satisfying

$$\|u - \tilde{u}\|_{L^\infty_t L^6_x H^{s-\varepsilon}_y} \leq C(M, M', L) \varepsilon, \quad \|u - \tilde{u}\|_{L^\infty_t L^2_x H^{1-\varepsilon}_y} \leq C(M, M', M) M',$$

$$\|u\|_{L^\infty_t L^2_x H^{1-\varepsilon}_y \cap L^6_t L^6_x H^{s-\varepsilon}_y} \leq C(M, M', L).$$

Remark 2.6 (Persistence of regularity). The results in the above theorems can be extended to $H^1(\mathbb{R} \times \mathbb{T})$.

The following theorem reveals the finiteness of the solution in $L^6_t H^{1-\varepsilon}_y$ is enough to show the scattering of (1.1) in $H^1$, and we refer to [8] for a proof by using the perturbation argument.

Theorem 2.7 (Scattering norm). Suppose that $u \in C^0_t H^{1,1}_{x,y}(\mathbb{R} \times \mathbb{R} \times \mathbb{T}_y)$ is a global solution of (1.1) satisfying $\|u\|_{L^6_t L^6_x H^{1-\varepsilon}_y(\mathbb{R} \times \mathbb{R} \times \mathbb{T}_y)} \leq L$ and $\|u(0)\|_{H^{1,1}_{x,y}} \leq M$ for some positive constants $M, L$, then $u$ scatters in $H^{1,1}_{x,y}(\mathbb{R} \times \mathbb{T})$. 
3. Profile decomposition

In this section, we will show the profile decomposition. First, we will first give an abstract linear profile decomposition in Subsection 3.1, which will heavily depend on the linear profile decomposition in $L^2(\mathbb{R}^d)$. The linear profile decomposition in $L^2(\mathbb{R}^d)$ for the mass-critical nonlinear Schrödinger equation is established by R. Carles and S. Keraani [4] after the 2-dimensional work of F. Merle and L. Vega [36]. Later, P. Bégout and A. Vargas [2] establish the linear profile decomposition of the mass-critical nonlinear Schrödinger equation for general dimensions by the refined Strichartz inequality [3] and bilinear restriction estimate [45]. We also refer to [33] for a version of the proof of the linear profile decomposition. We then analyze the nonlinear profiles in Subsection 3.2, where we use a normal form type argument.

3.1. Linear profile decomposition. In this subsection, we will establish an abstract linear profile decomposition, which is implied in [38]. The abstract linear profile decomposition is mainly inspired by the mass-critical profile decomposition in $\mathbb{R}^d$, $d \geq 1$, which we refer to [2–4, 33, 36]. Similar to [3], we can obtain the following linear profile decomposition in an abstract version, which is of its own interest for other nonlinear dispersive equations such as

$$i\partial_t u + Hu = f(u),$$

where $u(t, x, y) : \mathbb{R} \times \mathbb{R}^d \times \mathbb{R}^m \to \mathbb{C}$, $d \geq 1$, $n \geq 1$, and the Hamiltonian operator $H$ is defined to be $\Delta_{\mathbb{R}^d} + A_y$, with $A$ defined on $\mathbb{R}^m$ and the spectrum $\sigma(A) = \sigma_p(A) \subseteq \mathbb{D}$ with $\mathbb{D}$ be a subset of $\mathbb{Z}$. Then for any $f(x, y) : \mathbb{R}^d \times \mathbb{R}^m \to \mathbb{C}$, $A f(x, y) = \sum_{j \in \sigma(A)} f_j(x) \psi_j(y)$, where $\psi_j$ is the corresponding eigenfunction to the eigenvalue $j$ of $A$. For example, we can take $A$ to be $\Delta_{\mathbb{N}^n}$, where $\mathbb{N}$ is an $n$-dimensional manifold with Dirichlet or Neumann boundary condition. These kind equations appear in study of the transverse instability of the nonlinear dispersive equations.

**Definition 3.1 (Symmetry group $G$).** For position $x_0 \in \mathbb{R}^d$, frequency $\xi_0 \in \mathbb{R}^d$, and scaling parameter $\lambda > 0$, we define for $d \geq 1$, $\mathbb{D} \subseteq \mathbb{Z}$ the unitary transformation $g_{x_0, \xi_0, \lambda} : L^2_{x, \xi}(\mathbb{R}^d \times \mathbb{D}) \to L^2_{x, \xi}(\mathbb{R}^d \times \mathbb{D})$ by

$$g_{x_0, \xi_0, \lambda} \tilde{f}(x) = \frac{1}{\lambda^\frac{d}{2}} e^{ix\xi_0 \lambda} \tilde{f}\left(\frac{x - x_0}{\lambda}\right).$$

Let $G$ be the collection of such transformations.

To describe the defect of compactness of the embedding $e^{it\Delta_{\mathbb{R}^d}} : L^2_{x, \xi}(\mathbb{R}^d \times \mathbb{D}) \hookrightarrow L^2_{t, x} e^{-\epsilon_0}(\mathbb{R} \times \mathbb{R}^d \times \mathbb{D})$, where $0 < \alpha \leq 1$, we obtain the following theorem.

**Theorem 3.2 (Linear profile decomposition in $L^2_{x, \xi}(\mathbb{R}^d \times \mathbb{D})$).** Let $\{\tilde{u}_n\}_{n \geq 1}$ be a bounded sequence in $L^2_{x, \xi}(\mathbb{R}^d \times \mathbb{D})$. Then (after passing to a subsequence if necessary) there exists $K_* \in \{0, 1, \ldots\} \cup \{\infty\}$, functions $\{\tilde{\phi}_{k}\}_{k=1}^{K_*} \subseteq L^2_{x, \xi}(\mathbb{D})$, group elements $\{g_{n,k}\}_{k=1}^{K_*} \subseteq G$, and times $\{t_{n,k}\}_{k=1}^{K_*} \subseteq \mathbb{R}$, and $\tilde{u}_n^K \in L^2_{x, \xi}(\mathbb{R}^d \times \mathbb{D})$ such that

$$\tilde{u}_n(x) = \sum_{k=1}^{K_*} g_{n,k}^n e^{it_{n,k} \Delta_{\mathbb{R}^d} \tilde{\phi}_{k}} + \tilde{u}_n^K(x) = \sum_{k=1}^{K_*} \frac{1}{\lambda_{n,k}^\frac{d}{2}} e^{ix\xi_{n,k}} \left(e^{it_{n,k} \Delta_{\mathbb{R}^d} \tilde{\phi}_{k}}\right)\left(\frac{x - x_{n,k}}{\lambda_{n,k}}\right) + \tilde{u}_n^K(x),$$

(3.1)
we have the following properties:

\[
\limsup_{n \to \infty} \left\| e^{it\Delta_{k^d}} \phi_n^K \right\|_{L_t^{2(d+2)} L_x^{\alpha-\alpha_0}(\mathbb{R} \times \mathbb{R}^d \times \mathbb{D})} \to 0, \quad \text{as } K \to \infty,
\]

\[
e^{-it_n^k \Delta_{k^d}} (g_n^k)^{-1} \psi_n^K \to 0 \text{ in } L_2^d h^\alpha, \quad \text{as } n \to \infty, \quad \text{for each } k \leq K,
\]

\[
\sup K \lim_{n \to \infty} \left( \left\| \vec{u}_n \right\|_{L_2^d h^\alpha}^2 - \sum_{k=1}^K \left( \left\| \phi_n^k \right\|_{L_2^d h^\alpha}^2 - \left\| \vec{u}_n^k \right\|_{L_2^d h^\alpha}^2 \right) \right) = 0,
\]

and for \( k \neq k' \), and \( n \to \infty \),

\[
\frac{\lambda_n^k}{\lambda_n^{k'}} + \frac{\lambda_n^{k'}}{\lambda_n^k} + \lambda_n^k \lambda_n^{k'} |\xi_n^k - \xi_n^{k'}|^2 + \left| x_n^k - x_n^{k'} - 2t_n^k (\lambda_n^k)^2 (\xi_n^k - \xi_n^{k'})^2 \right| \frac{\lambda_n^{k'}}{\lambda_n^k} + \left| (\lambda_n^k)^2 t_n^k - (\lambda_n^{k'})^2 t_n^{k'} \right| \frac{\lambda_n^{k'}}{\lambda_n^k} \to \infty.
\]

Furthermore, if \( \{ \vec{u}_n \}_{n \geq 1} \) is bounded in \( L_2^d h^\alpha \cap H_1^{1/2} (\mathbb{R} \times \mathbb{D}) \), we need to modify the decomposition \((3.1)\) to be

\[
(3.2) \quad \vec{u}_n(x) = \sum_{k=1}^K g_n^k e^{it_n^k \Delta_{k^d} P_k^\phi \vec{u}_n^k} + \vec{u}_n^K(x) := \sum_{k=1}^K \frac{1}{(\lambda_n^k)^{\frac{d}{2}}} e^{i\xi_n^k (e^{it_n^k \Delta_{k^d} P_n^\phi})} \left( \frac{x - x_n^k}{\lambda_n^k} \right) + \vec{u}_n^K(x),
\]

where the projector \( P_k^\phi \) is defined by

\[
P_k^\phi(x) = \begin{cases} \phi(x), & \text{if } \lambda_n^k \equiv 1, \\ P_{\langle \lambda_n^k \rangle \theta} \phi, & 0 < \theta < 1, \text{if } \lambda_n^k \to \infty. \end{cases}
\]

and

\[
\limsup_{n \to \infty} \left\| e^{it\Delta_{k^d}} \vec{u}_n \right\|_{L_t^{2(d+2)} L_x^{\alpha-\alpha_0}(\mathbb{R} \times \mathbb{R}^d \times \mathbb{D})} \to 0, \quad \text{as } K \to \infty,
\]

\[
e^{-it_n^k \Delta_{k^d}} (g_n^k)^{-1} \vec{u}_n^K \to 0 \text{ in } L_2^d h^\alpha, \quad \text{as } n \to \infty, \quad \text{for each } k \leq K,
\]

\[
\sup K \lim_{n \to \infty} \left( \left\| \vec{u}_n \right\|_{L_2^d h^\alpha \cap H_1^{1/2}}^2 - \sum_{k=1}^K \frac{1}{(\lambda_n^k)^{\frac{d}{2}}} e^{i\xi_n^k (e^{it_n^k \Delta_{k^d} P_k^\phi})} \left( \frac{x - x_n^k}{\lambda_n^k} \right) \left\| \vec{u}_n^k \right\|_{L_2^d h^\alpha \cap H_1^{1/2}}^2 \right) = 0,
\]

and for \( k \neq k' \),

\[
\frac{\lambda_n^k}{\lambda_n^{k'}} + \frac{\lambda_n^{k'}}{\lambda_n^k} + \lambda_n^k \lambda_n^{k'} |\xi_n^k - \xi_n^{k'}|^2 + \left| x_n^k - x_n^{k'} - 2t_n^k (\lambda_n^k)^2 (\xi_n^k - \xi_n^{k'})^2 \right| \frac{\lambda_n^{k'}}{\lambda_n^k} + \left| (\lambda_n^k)^2 t_n^k - (\lambda_n^{k'})^2 t_n^{k'} \right| \frac{\lambda_n^{k'}}{\lambda_n^k} \to \infty, \quad \text{as } n \to \infty.
\]

Moreover, we can take \( \lambda_n^k \equiv 1 \) or \( \lambda_n^k \to \infty \), as \( n \to \infty \), \( |\xi_n^k| \leq C_k \), for every \( 1 \leq k \leq K \), with \( \vec{u}_n^k \in L_2^d h^\alpha (\mathbb{R}^d \times \mathbb{D}) \), and \( \vec{u}_n^K \in L_2^d h^\alpha \cap H_1^{1/2} (\mathbb{R} \times \mathbb{D}) \).

Before presenting Theorem\((3.2)\) we will first establish the refined Strichartz estimate in Proposition\((3.6)\).

We will collect some basic facts appeared in \((3.3)\).

**Definition 3.3.** Given \( j \in \mathbb{Z} \), we write \( D_j \) for the set of all dyadic intervals of side-length \( 2^j \) in \( \mathbb{R}^d \),

\[
D_j = \{ \Pi_{l=1}^d [2^j k_l, 2^j (k_l + 1)) : k = (k_1, k_2, \ldots, k_d) \in \mathbb{Z}^d \}.
\]

We also write \( D = \bigcup_j D_j \). Given \( Q \in D \), we define \( f_Q \) by \( \mathcal{F}_x(f_Q) = \chi_Q \mathcal{F}_x f \).

By the bilinear Strichartz estimate on \( \mathbb{R}^d \)\((45)\) and interpolation, we have
Corollary 3.4. Suppose \( Q, Q' \in \mathcal{D} \) with \( \text{dist}(Q, Q') \gtrsim \text{diam}(Q) = \text{diam}(Q') \), then for some \( 1 < p < 2 \),
\[
\left\| e^{it\Delta_{\omega,d}} f_Q \cdot e^{it\Delta_{\omega,d}} f_{Q'} \right\|_{L^p_{t,x}} \lesssim |Q|^{1 - \frac{2}{p}} \frac{1}{\Delta(t, \omega)} \left\| \mathcal{F}_x f \right\|_{L^p_x(Q)} \left\| \mathcal{F}_x f \right\|_{L^p_x(Q')}.
\]

We also need the follow almost orthogonality property in [49].

Lemma 3.5. Let \( \{ R_k \} \) be a family of parallelepips in \( \mathbb{R}^d \), where \( d \geq 1 \) obeying \( \sup_{\xi} \sum_k \chi_{\alpha R_k}(\xi) \lesssim 1 \) for some \( \alpha > 1 \). Then for any \( \{ f_k \} \subseteq L^{\frac{2d+2}{d-2}}(\mathbb{R}^d) \),
\[
\left\| \sum_k P_{R_k} f_k \right\|_{L^{\frac{2d+2}{d-2}}(\mathbb{R}^d)} \lesssim \left( \sum_k \left\| f_k \right\|_{L^{\frac{2d+2}{d-2}}(\mathbb{R}^d)}^2 \right)^{\frac{d}{2d+2}}, \text{ when } d \geq 2,
\]
and
\[
\left\| \sum_k P_{R_k} f_k \right\|_{L^3} \lesssim \left( \sum_k \left\| f_k \right\|_{L^3}^3 \right)^{\frac{2}{3}}, \text{ when } d = 1.
\]

Proposition 3.6 (Refined Strichartz estimate).
\[
\left\| e^{it\Delta_{\omega,d}} \tilde{f} \right\|_{L^{\frac{2(d+2)}{(d-2)}\frac{2d^2+4d+1}{d^2+3d+1}}_{t,x}} \lesssim \left\| \tilde{f} \right\|_{L_{t,x}^{\frac{2d+2}{d-2}}} \left( \sup_{Q \in \mathcal{D}} |Q|^{-\frac{2d+2}{4(d^2+3d+1)}} \left\| e^{it\Delta_{\omega,d}} f_Q \right\|_{L_{t,x}^{\frac{2d+2}{d-2}}} \right)^{\frac{1}{2}}.
\]

Proof. Given distinct \( \xi, \xi' \in \mathbb{R}^d \), there is a unique maximal pair of dyadic cubes \( Q \ni \xi \) and \( Q' \ni \xi' \) obeying \( |Q| = |Q'| \) and \( \text{dist}(Q, Q') \gtrsim 4\text{diam}(Q) \).

Let \( \mathcal{W} \) denote the family of all such pairs as \( \xi \neq \xi' \) vary over \( \mathbb{R}^d \). Then
\[
\sum_{(Q, Q') \in \mathcal{W}} \chi_Q(\xi) \chi_{Q'}(\xi') = 1, \text{ for a.e. } (\xi, \xi') \in \mathbb{R}^d \times \mathbb{R}^d.
\]
Note that since \( Q \) and \( Q' \) are maximal, \( \text{dist}(Q, Q') \lesssim 10\text{diam}(Q) \). In addition, this shows that given \( Q \) there are a bounded number of \( Q' \) so that \( (Q, Q') \in \mathcal{W} \), that is,
\[
\forall Q \in \mathcal{W}, \sharp \{ Q' : (Q, Q') \in \mathcal{W} \} \lesssim 1.
\]
In view of (3.5), we can write
\[
\left( e^{it\Delta_{\omega,d}} \tilde{f} \right)^2 = \sum_{(Q, Q') \in \mathcal{W}} e^{it\Delta_{\omega,d}} \tilde{f}_Q \cdot e^{it\Delta_{\omega,d}} \tilde{f}_{Q'}.
\]
We have the support of the space-time Fourier transform \( e^{it\Delta_{\omega,d}} \tilde{f}_Q \cdot e^{it\Delta_{\omega,d}} \tilde{f}_{Q'} \) satisfies
\[
\text{supp} \left( \mathcal{F} \left( e^{it\Delta_{\omega,d}} \tilde{f}_Q \cdot e^{it\Delta_{\omega,d}} \tilde{f}_{Q'} \right) \right) \subseteq R(Q + Q'),
\]
where \( Q + Q' \) is the Minkowski sum and
\[
R(Q + Q') = \left\{ (\omega, \eta) : \eta \in Q + Q', 2 \leq \frac{\omega - \frac{1}{2} c(Q + Q') |\omega| - c(Q + Q') (\eta - c(Q + Q'))}{
\text{diam}(Q + Q')^2}
\right\} \leq 19,
\]
where \( c(Q + Q') \) denotes the center of the cube \( Q + Q' \). We also note that \( \text{diam}(Q + Q') = \text{diam}(Q) + \text{diam}(Q') = 2\text{diam}(Q) \).

By [33], for any \( \alpha \leq 1.01 \),
\[
\sup_{\omega, \eta} \sum_{(Q, Q') \in \mathcal{W}} \chi_{\alpha R(Q + Q')}(\omega, \eta) \lesssim 1,
\]
where $\alpha R$ denotes the $\alpha$–dilate of $R$ with the same center.

Similar to the argument in [33], for $d = 1$, we may apply (3.4), Hölder’s inequality, we have

\begin{equation}
\|e^{it\Delta_R} \tilde{f}\|_{L^2_{t,x}}^{2} \lesssim \left( \sum_{(Q,Q') \in W} \|e^{it\Delta_R} \tilde{f}_Q \cdot e^{it\Delta_R} \tilde{f}_{Q'}\|_{L^2_{t,x}}^{d/2} \right)^{2/3} \tag{3.9}
\end{equation}

\[ \lesssim \left( \sum_{(Q,Q') \in W} \|e^{it\Delta_R} \tilde{f}_Q\|_{L^{2}_{t,x} L^{d/2}_{Q}}^{3/2} \|e^{it\Delta_R} \tilde{f}_{Q'}\|_{L^{2}_{t,x} L^{d/2}_{Q'}}^{3/2} \right)^{2/3}. \]

To estimate the term $\|e^{it\Delta_R} \tilde{f}_Q \cdot e^{it\Delta_R} \tilde{f}_{Q'}\|_{L^2_{t,x}}^{d/2}$, we use Corollary 3.4 and Hölder, we see

\begin{equation}
\|e^{it\Delta_R} \tilde{f}_Q \cdot e^{it\Delta_R} \tilde{f}_{Q'}\|_{L^2_{t,x}}^{d/2} \lesssim \left( \sup_{Q \in D} |Q|^{-\frac{p}{d}} \|e^{it\Delta_R} f_Q\|_{L^2_{t,x} L^{d/2}_{t} Q} \right)^{2/3} \left( \sum_{Q' \in D} \|\tilde{f}_{Q'}\|_{L^2_{t,x} L^{d/2}_{t} Q'} \right)^{1/3} \tag{3.10}
\end{equation}

Then by (3.9), (3.10), together with (3.6), we obtain

\[ \|e^{it\Delta_R} \tilde{f}\|_{L^2_{t,x}}^{2} \lesssim \left( \sum_{(Q,Q') \in W} \|\tilde{f}(\xi)\|_{L^2_{\xi}(Q)} \|\tilde{f}(\xi)\|_{L^2_{\xi}(Q')} \right)^{2/3} \]

\[ \lesssim \left( \sum_{Q \in D} |Q|^{-\frac{p}{d}} \|e^{it\Delta_R} f_Q\|_{L^2_{t,x} L^{d/2}_{t} Q} \right)^{2/3} \left( \sum_{Q' \in D} \|\tilde{f}_{Q'}\|_{L^2_{t,x} L^{d/2}_{t} Q'} \right)^{1/3}. \]

For $d \geq 2$, we will use (3.3) instead of (3.4) in the estimate (3.9).

\[ \|e^{it\Delta_R} \tilde{f}\|_{L^2_{t,x}}^{2} \lesssim \left( \sum_{(Q,Q') \in W} \|\tilde{f}(\xi)\|_{L^2_{\xi}(Q)} \|\tilde{f}(\xi)\|_{L^2_{\xi}(Q')} \right)^{2/3} \left( \sum_{Q \in D} |Q|^{-\frac{p}{d}} \|e^{it\Delta_R} f_Q\|_{L^2_{t,x} L^{d/2}_{t} Q} \right)^{2/3}. \]

The estimate of $\|e^{it\Delta_R} \tilde{f}_Q \cdot e^{it\Delta_R} \tilde{f}_{Q'}\|_{L^2_{t,x} L^{d/2}_{t} Q}$ is similar to the $d = 1$ case, and we can obtain

\[ \|e^{it\Delta_R} \tilde{f}\|_{L^2_{t,x}}^{2} \lesssim \left( \sup_{Q \in D} |Q|^{-\frac{p}{d}} \|\tilde{f}(\xi)\|_{L^2_{\xi}(Q)} \|\tilde{f}(\xi)\|_{L^2_{\xi}(Q')} \right)^{2/3} \left( \sum_{Q \in D} |Q|^{-\frac{p}{d}} \|\tilde{f}\|_{L^2_{\xi}(Q)} \|\tilde{f}\|_{L^2_{\xi}(Q')} \right)^{1/3}. \]
where in the last estimate we use the inequality

\[(3.11) \quad \sum_{Q \in D} \left( |Q|^{-\frac{2}{d+1}} \left\| \hat{f} \right\|_{L^p(Q)}^{2} \cdot 2^{(d+3d+1)} \right)^{\frac{d+1}{d}} \leq \left\| \hat{f} \right\|_{L^{2(d+1)}_f}^{2(d+1)}\]

which can be proved as in [33].

To prove the inverse Strichartz estimate, we also need the following facts:

**Lemma 3.7** (Refined Fatou). Suppose \( \{ \hat{f}_n \}_{n \geq 1} \subseteq L^{\frac{2(d+2)}{d}} \mathbb{R}^{d+1} \) with \( \limsup_{n \to \infty} \left\| \hat{f}_n \right\|_{L^{\frac{2(d+2)}{d}} l^{\frac{2(d+2)}{d}}} < \infty \). If \( \hat{f}_n \to \hat{f} \) almost everywhere, then

\[
\sum_{j \in \mathbb{N}} \int_{\mathbb{R}^{d+1}} \left| f_n(z, j) \right|^{\frac{2(d+2)}{d}} - \left| f_n(z, j) - f(z, j) \right|^{\frac{2(d+2)}{d}} - \left| f(z, j) \right|^{\frac{2(d+2)}{d}} \, dz \to 0, \text{ as } n \to \infty.
\]

In particular,

\[
\left\| \hat{f} \right\|_{L^{\frac{2(d+2)}{d}} \mathbb{R}^{d+1}} - \left\| \hat{f}_n - \hat{f} \right\|_{L^{\frac{2(d+2)}{d}} \mathbb{R}^{d+1}} \to 0, \text{ as } n \to \infty.
\]

**Proposition 3.8** (Local smoothing estimate). Fix \( \epsilon > 0 \) and \( \varphi \in C_c^\infty \), we have \( \forall \hat{f}(x) = f(x, j) \in L^2 \mathbb{R} \), and \( R > 0 \),

\[
\sum_{j \in \mathbb{N}} \int_{\mathbb{R}^{d+1}} \left| \sqrt{2} e^{it \Delta_{R} d} f \right|^2 \varphi \left( \frac{x}{R} \right) \, dx \, dt \lesssim_{R} \left\| \hat{f} \right\|_{L^{2} \mathbb{R}^{d+1}}^2,
\]

and, we also have

\[
\sum_{j \in \mathbb{N}} \int_{\mathbb{R}^{d+1}} \left| \sqrt{2} e^{it \Delta_{R} d} f \right|^2 \left( x \right)^{-1-\epsilon} \, dx \, dt \lesssim \left\| \hat{f} \right\|_{L^{2} \mathbb{R}^{d+1}}^2.
\]

We can now prove the inverse Strichartz estimate.

**Proposition 3.9** (Inverse Strichartz estimate). Let \( \hat{f}_n(x) = f_n(x, j) \) be a bounded sequence in \( L^2 \mathbb{R} \). Suppose that

\[
\lim_{n \to \infty} \left\| \hat{f}_n \right\|_{L^{2} \mathbb{R}^{d+1}} = A \quad \text{and} \quad \lim_{n \to \infty} \left\| e^{it \Delta_{R} d} f_n \right\|_{L^{2} \mathbb{R}^{d+1}} = \epsilon;
\]

then there exist a subsequence in \( n \), \( \tilde{\phi} = \phi(x, j) \in L^2 \mathbb{R} \), \( \{ \lambda_n \} \subseteq (0, \infty), \xi_n \in \mathbb{R}, \) and \( \left( t_n, x_n, j_n \right) \in \mathbb{R} \times \mathbb{R}^{d+1} \) so that along the subsequence, we have the following:

\[
\lambda_n^\frac{d}{2} e^{-i \xi_n (\lambda_n x + x_n)} \left( e^{it \Delta_{R} d} f_n \right)(\lambda_n x + x_n, j + j_n) \to \phi(x, j) \quad \text{in} \quad L^2 \mathbb{R}, \quad \text{as} \quad n \to \infty,
\]

\[
\lim_{n \to \infty} \left( \left\| \hat{f}_n \right\|_{L^{2} \mathbb{R}^{d+1}}^2 - \left\| \hat{f}_n - \tilde{\phi}_n \right\|_{L^{2} \mathbb{R}^{d+1}}^2 \right) = \left\| \tilde{\phi} \right\|_{L^{2} \mathbb{R}^{d+1}}^2 \geq A^2 \left( \frac{\epsilon}{A} \right)^{2(d+1)(d+2)}.
\]

\[
\lim_{n \to \infty} \left\| e^{it \Delta_{R} d} (\hat{f}_n - \tilde{\phi}_n) \right\|_{L^{2} \mathbb{R}^{d+1}} \leq e^{2(\frac{d+2}{d}) \frac{2(d+2)}{d}} \left( 1 - c \left( \frac{\epsilon}{A} \right)^{\beta} \right),
\]

where \( c \) and \( \beta \) are constants,

\[
\phi_n(x, j) = \frac{1}{\lambda_n^\frac{d}{2}} e^{-i \xi_n \lambda_n x} \left( e^{-i \lambda_n \Delta_{R} d} \phi \right) \left( \frac{x - x_n}{\lambda_n}, j - j_n \right).
\]
Moreover, if \( \{ \tilde{f}_n \} \) is bounded in \( L^2_x h^\alpha (\mathbb{R}^d \times \mathbb{D}) \), we can take \( j_n = 0 \), with \( \bar{\phi} \in L^2_x h^\alpha (\mathbb{R}^d \times \mathbb{D}) \), and
\[
\lambda_n \frac{d}{n} e^{-i \xi_n (\lambda_n x + x_n)} (e^{it \Delta_{\mathbb{R}^d}} \tilde{f}_n)(\lambda_n x + x_n) \rightarrow \tilde{\phi}(x) \quad \text{in} \ L^2_x h^\alpha, \quad \text{as} \ n \rightarrow \infty,
\]

\[
\lim_{n \rightarrow \infty} \left( \| \tilde{f}_n(x) \|^2_{L^2_x h^\alpha} - \| \tilde{f}_n - \bar{\phi} \|^2_{L^2_x h^\alpha} \right) = \| \bar{\phi} \|^2_{L^2_x h^\alpha} \gtrsim A^2 \left( \frac{\epsilon}{A} \right)^{2(d+1)(d+2)}.
\]

Furthermore, if \( \{ \tilde{f}_n \} \) is bounded in \( L^2_x h^\alpha \cap H_r^1(\mathbb{R}^d \times \mathbb{D}) \), we can not only take \( j_n = 0 \), \( \lambda_n \geq 1 \), with \( \bar{\phi} \in L^2_x h^\alpha (\mathbb{R}^d \times \mathbb{D}) \), and \( |\xi_n| \leq 1 \), and
\[
\begin{align*}
\lambda_n^{\frac{d}{2}} e^{-i \xi_n (\lambda_n x + x_n)} (e^{it \Delta_{\mathbb{R}^d}} \tilde{f}_n)(\lambda_n x + x_n) \rightarrow \tilde{\phi}(x) \quad \text{in} \ L^2_x h^\alpha, \quad \text{as} \ n \rightarrow \infty, \\
\lim_{n \rightarrow \infty} \left( \| \tilde{f}_n(x) \|^2_{L^2_x h^\alpha \cap H_r^1} - \| \tilde{f}_n - \bar{\phi} \|^2_{L^2_x h^\alpha \cap H_r^1} \right) = \| \bar{\phi} \|^2_{L^2_x h^\alpha \cap H_r^1} \gtrsim A^2 \left( \frac{\epsilon}{A} \right)^{2(d+1)(d+2)},
\end{align*}
\]

\[
\begin{align*}
\limsup_{n \rightarrow \infty} \left\| e^{it \Delta_{\mathbb{R}^d}} (\tilde{f}_n - \bar{\phi}) \right\|_{L^2_{t,x} H_r^1} \gtrsim \frac{2(d+2)}{d} (1 - c \left( \frac{\epsilon}{A} \right)^2),
\end{align*}
\]

where
\[
\tilde{\phi}_n(x, j) = \frac{1}{\lambda_n^\frac{d}{2}} e^{i \xi_n} \left( e^{-i \frac{\lambda_n}{\lambda_n} x_n} P_n \tilde{\phi} \right) \left( \frac{x - x_n}{\lambda_n}, j \right),
\]

\( P_n \) is the projector defined by
\[
P_n \tilde{\phi}(x) = \begin{cases} 
\tilde{\phi}(x), & \text{if } \limsup_{n \rightarrow \infty} \lambda_n < \infty, \\
P \leq \lambda_n \tilde{\phi}(x), & \text{if } \lambda_n \rightarrow \infty.
\end{cases}
\]

Proof. By Proposition\textsuperscript{3.6} there exists \( \{ Q_n \} \subseteq \mathbb{D} \) so that
\[
\epsilon^{d+2} A^{-(d+1)} \lesssim \liminf_{n \rightarrow \infty} |Q_n|^2 \left\| e^{it \Delta_{\mathbb{R}^d}} (\tilde{f}_n) Q_n \right\|_{L^2_{t,x}} \gtrsim \frac{2(d+1)}{d} \frac{2(d+3d+1)}{d} \frac{2(d+2)}{d} \frac{2(d+3d+1)}{d}.
\]

We choose \( \lambda_n^{-1} \) to be the side-length of \( Q_n \), which implies \( |Q_n| = \lambda_n^{-d} \). We also set \( \xi_n = c(Q_n) \), this is the center of this cube. Next, we determine \( x_n, j_n \) and \( t_n \). By Hölder’s inequality,
\[
\begin{align*}
\liminf_{n \rightarrow \infty} |Q_n|^2 \left\| e^{i t \Delta_{\mathbb{R}^d}} (\tilde{f}_n) Q_n \right\|_{L^2_{t,x}} &\gtrsim \frac{2(d+1)}{d} \frac{2(d+3d+1)}{d} \frac{2(d+2)}{d} \frac{2(d+3d+1)}{d} \\
&\gtrsim \liminf_{n \rightarrow \infty} \lambda_n^{-d} \left\| e^{i t \Delta_{\mathbb{R}^d}} (\tilde{f}_n) Q_n \right\|_{L^2_{t,x}}.
\end{align*}
\]

Thus by (3.18), there exists \( (t_n, x_n, j_n) \in \mathbb{R} \times \mathbb{R}^d \times \mathbb{D} \) so that
\[
\liminf_{n \rightarrow \infty} \lambda_n^{-d} \left\| e^{i t_n \Delta_{\mathbb{R}^d}} (f_n) Q_n \right\|(x_n, j_n) \gtrsim \epsilon^{(d+1)(d+2)} A^{-(d+2)}.
\]

Having selected our symmetry parameters, weak compactness of \( L^2_x l^2(\mathbb{R}^d \times \mathbb{D}) \) guarantees that
\[
\lambda_n^{-d} e^{-i \xi_n (\lambda_n x + x_n)} (e^{i t_n \Delta_{\mathbb{R}^d}} f_n)(\lambda_n x + x_n, j + j_n) \rightarrow \phi(x, j) \quad \text{in} \ L^2_{\mathbb{R}^d} l^2(\mathbb{R}^d \times \mathbb{D}).
\]
for some subsequence in \( n \). Our next job is to show that \( \tilde{\phi} \) carries non-trivial norm. Define \( h \) so that \( \hat{h} \) is the characteristic function of the cube \([-\frac{1}{2}, \frac{1}{2})^d\). Then \( h(x)\delta_0(j) \in L^2_x l^2 (\mathbb{R}^d \times \mathbb{D}) \). From (3.19), we obtain

\[
|\langle h(x)\delta_0(j), \phi(x, j) \rangle_{x,j}| = \lim_{n \to \infty} \int_{\mathbb{R}^d} \sum_{j \in \mathbb{D}} \delta_0(j) h(x) \lambda_\delta^d e^{-i\xi_n(x_n+x_n)} (e^{it_n \Delta_{\mathbb{R}^d} f_n})(\lambda_n x + x_n, j + j_n) \, dx
\]

\[
= \lim_{n \to \infty} \lambda_\delta^d \sum_{j \in \mathbb{D}} (e^{it_n \Delta_{\mathbb{R}^d} (f_n)}(x_n, j + j_n) \delta_0(j) | (3.21)
\]

which quickly implies (3.13). This leaves us to consider (3.14). First, we claim that after passing to a subsequence,

\[
e^{it\Delta_{\mathbb{R}^d}} \left( \lambda_\delta^d e^{-i\xi_n(x_n+x_n)} (e^{it_n \Delta_{\mathbb{R}^d} f_n})(\lambda_n x + x_n, j + j_n) \right) \rightarrow \left( e^{it\Delta_{\mathbb{R}^d} \tilde{\phi}} \right)(x, j), \text{ a.e. } (t, x, j) \in \mathbb{R} \times \mathbb{R}^d \times \mathbb{D}.
\]

Indeed, this follows from Proposition 3.8 and the Rellich-Kondrashov theorem. Thus by applying Lemma 3.7 and transferring the symmetries, we obtain

\[
\left\| e^{it\Delta_{\mathbb{R}^d} \tilde{f}_n} \right\|_{L^2_t L^\infty_x} \leq \left\| e^{it\Delta_{\mathbb{R}^d} \tilde{f}_n} \right\|_{L^2_t L^\infty_x} \rightarrow 0, \text{ as } n \to \infty.
\]

The requisite lower bound on the right-hand side follows from (3.21).

If \( \{ \tilde{f}_n \} \) is bounded in \( L^2_x h^\alpha(\mathbb{R}^d \times \mathbb{D}) \), we can obtain (3.12) and (3.13) with the norm \( L^2_x l^2 \) changed to the stronger norm \( L^2_x h^\alpha \) and take \( j_n = 0 \).

If \( \{ \tilde{f}_n \} \) is bounded in \( L^2_x h^\alpha \cap H^1_x l^2(\mathbb{R}^d \times \mathbb{D}) \), by

\[
\limsup_{n \to \infty} \left\| P_{\leq R} \tilde{f}_n \right\|_{L^2_x h^\alpha} \leq \limsup_{n \to \infty} \left( R \right)^{-\frac{\alpha}{2}} \left\| \tilde{f}_n \right\|_{H^1_x l^2} \rightarrow 0, \text{ as } R \to \infty,
\]

we can replace \( \tilde{f}_n \) by \( P_{\leq R} \tilde{f}_n \) in the assumption of the proposition, for \( R = R(A, \epsilon) > 0 \) large enough, then we can take \( \{ Q_n \} \subset D \), with \( |Q_n| \leq R^d \) in the above argument, and let \( \lambda_n \) be the inverse of the side-length of \( Q_n \), therefore \( \lambda_n \geq R^{-1} \), and the center of the cube \( \xi_n \) satisfies \( |\xi_n| \leq R \). We also have (3.20), and furthermore, if \( \limsup_{n \to \infty} \lambda_n < \infty \), we have

\[
\lambda_\delta^d e^{-i\xi_n(x_n+x_n)} (e^{it_n \Delta_{\mathbb{R}^d} f_n})(\lambda_n x + x_n, j + j_n) \rightarrow \phi(x, j) \text{ in } L^2_x h^\alpha \cap H^1_x l^2(\mathbb{R}^d \times \mathbb{D}).
\]

To show (3.16), we only need to treat the case \( \lambda_n \to \infty \), since the other case is as in the previous cases. We can see

\[
\lim_{n \to \infty} \left\| \tilde{\phi}_n \right\|_{H^1_x l^2 \cap L^2_x h^\alpha} \geq \lim_{n \to \infty} \left\| P_{\leq \lambda_n^\alpha} \tilde{\phi} \right\|_{L^2_x h^\alpha} \geq \lambda_\delta^d \left( \frac{\epsilon}{A} \right)^{2(d+1)(d+2)}.
\]

For the decoupling of the norm, it comes from the fact \( P_{\lambda^\alpha} \rightarrow I \) in \( L^2_x h^\alpha \) and (3.15). (3.17) follows as in the previous cases. \( \square \)

By apply Proposition 3.9, we can obtain

**Proposition 3.10** (Linear profile decomposition in \( L^2_x h^\alpha(\mathbb{R}^d \times \mathbb{D}) \)). Let \( \{ \tilde{u}_n \}_{n \geq 1} \) be a bounded sequence in \( L^2_x h^\alpha(\mathbb{R}^d \times \mathbb{D}) \). Then (after passing to a subsequence if necessary) there exists \( K^* \in [0, 1, \ldots) \cup \{ \infty \} \).
functions \(\{\tilde{\phi}_k\}_{k=1}^{K^*} \subseteq L^2_x h^\alpha\), group elements \(\{g_k\}_{k=1}^{K^*} \subseteq G\), and times \(\{t_k\}_{k=1}^{K^*} \subseteq \mathbb{R}\) so that defining \(\tilde{w}_K\) by
\[
\tilde{u}_n(x) = \sum_{k=1}^{K} g_k e^{it_k x} - x_d \tilde{\phi}_k + \tilde{w}_K(x) := \sum_{k=1}^{K} \frac{1}{(\lambda_k^{e})^2} e^{i\xi_k^e} (\xi_k^e, \tilde{\phi}_k) \left(\frac{x - x_k}{\lambda_k^{e}}\right) + \tilde{w}_K(x),
\]
we have the following properties:
\[
\limsup_{n \to \infty} \left\| e^{it \Delta_{d \cdot}} \tilde{w}_K \right\|_{L^2_{t,x} \supseteq \frac{2^{(d+2)} t}{2^{(d+2)} \cdot \alpha} (\mathbb{R} \times \mathbb{R}^d \times \mathbb{R})} \to 0, \quad \text{as } K \to \infty,
\]
\[
e^{-it_d \Delta_{d \cdot}} (g_k^{(k)} - 1) \tilde{w}_K \to 0 \text{ in } L^2_x h^\alpha, \quad \text{as } n \to \infty, \quad \text{for each } k \leq K,
\]
\[
\sup_{K} \lim_{n \to \infty} \left( \| \tilde{u}_n \|^2_{L^2_x h^\alpha} - \sum_{k=1}^{K} \| \tilde{\phi}_k \|^2_{L^2_x h^\alpha} - \| \tilde{w}_K \|^2_{L^2_x h^\alpha} \right) = 0,
\]
and lastly, for \(k \neq k'\), and \(n \to \infty\),
\[
\frac{\lambda_n^{e}}{\lambda_n^{e'}} + \frac{\lambda_n^{e}}{\lambda_n^{e''}} + \lambda_n^{e} n^{(e_1)} |c_n^{(e_1)} - c_n^{(e_2)}| + \frac{|x_n^{(e)} - x_n^{(e')} - 2 t_k^{(e)} (\xi_n^{(e)} - \xi_n^{(e')})|^2}{\lambda_n^{e} \lambda_n^{e'}} + \frac{|(\lambda_n^{e})^{2} t_k^{(e)} - (\lambda_n^{e'})^{2} t_k^{(e')}|}{\lambda_n^{e} \lambda_n^{e'}} \to \infty.
\]
Furthermore, if \(\{\tilde{u}_n\}_{n=1}^{\infty}\) is bounded in \(L^2_x h^\alpha \cap H^1_{x,d} (\mathbb{R} \times \mathbb{R}^d)\), we can take \(\lambda_k^e \geq 1\), with \(\tilde{\phi}_k \in L^2_x h^\alpha (\mathbb{R} \times \mathbb{R}^d)\), and \(|c_n^{(e)}| \leq 1\), and
\[
\tilde{u}_n(x) = \sum_{k=1}^{K} g_k e^{it_k x} P_{-n} \tilde{\phi}_k + \tilde{w}_K(x) := \sum_{k=1}^{K} \frac{1}{(\lambda_k^{e})^2} e^{i\xi_k^e} (\xi_k^e, \tilde{\phi}_k) \left(\frac{x - x_k}{\lambda_k^{e}}\right) + \tilde{w}_K(x),
\]
in addition,
\[
\sup_{K} \lim_{n \to \infty} \left( \| \tilde{u}_n \|^2_{L^2_x h^\alpha \cap H^1_{x,d}} - \sum_{k=1}^{K} \| g_k e^{it_k x} P_{-n} \tilde{\phi}_k \|^2_{L^2_x h^\alpha \cap H^1_{x,d}} - \| \tilde{w}_K \|^2_{L^2_x h^\alpha \cap H^1_{x,d}} \right) = 0.
\]

**Remark 3.11.** By using interpolation, the Hölder inequality and (3.22), we have
\[
\limsup_{n \to \infty} \left\| e^{it \Delta_{d \cdot}} \tilde{w}_K \right\|_{L^2_{t,x} \supseteq \frac{2^{(d+2)} t}{2^{(d+2)} \cdot \alpha} (\mathbb{R} \times \mathbb{R}^d \times \mathbb{R})} \leq \limsup_{n \to \infty} \left\| e^{it \Delta_{d \cdot}} \tilde{w}_K \right\|_{L^2_{t,x} \supseteq \frac{2^{(d+2)} t}{2^{(d+2)} \cdot \alpha} (\mathbb{R} \times \mathbb{R}^d \times \mathbb{R})} \leq \limsup_{n \to \infty} \left\| e^{it \Delta_{d \cdot}} \tilde{w}_K \right\|_{L^2_{t,x} \supseteq \frac{2^{(d+2)} t}{2^{(d+2)} \cdot \alpha} (\mathbb{R} \times \mathbb{R}^d \times \mathbb{R})} \leq \limsup_{n \to \infty} \left\| e^{it \Delta_{d \cdot}} \tilde{w}_K \right\|_{L^2_{t,x} \supseteq \frac{2^{(d+2)} t}{2^{(d+2)} \cdot \alpha} (\mathbb{R} \times \mathbb{R}^d \times \mathbb{R})} \leq \limsup_{n \to \infty} \left\| e^{it \Delta_{d \cdot}} \tilde{w}_K \right\|_{L^2_{t,x} \supseteq \frac{2^{(d+2)} t}{2^{(d+2)} \cdot \alpha} (\mathbb{R} \times \mathbb{R}^d \times \mathbb{R})} \to 0, \quad \text{as } K \to \infty.
\]

Therefore, Proposition 3.10 and Remark 3.11 implies Theorem 3.2, which completes the proof.

As an consequence of Theorem 3.2, by working on the Fourier coefficients, we obtain

**Proposition 3.12** (Linear profile decomposition in \(H^1(\mathbb{R} \times \mathbb{T})\)). Let \(\{u_n\}_{n=1}^{\infty}\) be a bounded sequence in \(H^1_{x,y}(\mathbb{R} \times \mathbb{T})\). Then after passing to a subsequence if necessary, there exist \(K^* \in \{0, 1, \ldots\} \cup \{\infty\}\), functions \(\phi_k^e \in L^2_x H^1_y (\mathbb{R} \times \mathbb{T})\) and mutually orthogonal frames \((\lambda_k^{e}, \epsilon_k^e, x_n^{e}, s_n^{e})_{n=1}^{\infty} \subseteq (0, \infty) \times \mathbb{R} \times \mathbb{R}\), which means
\[
\lambda_k^{e} \lambda_k^{e} + \lambda_k^{e} \lambda_k^{e} \lambda_k^{e} (\lambda_k^{e} - \lambda_k^{e'}) (\lambda_k^{e} - s_n^{e}) + \frac{|x_n^{e} - x_n^{e'} - 2 t_k^{(e)} (\xi_n^{e} - \lambda_k^{e'})|^2}{\lambda_k^{e} \lambda_k^{e'}} + \frac{|(\lambda_k^{e})^{2} t_k^{(e)} - (\lambda_k^{e'})^{2} t_k^{(e')}|}{\lambda_k^{e} \lambda_k^{e'}} \to \infty, \quad \text{as } n \to \infty, \quad \text{for } k' \neq k,
\]
with $\lambda^n_k \to 1$ or $0$, as $n \to \infty$, $|\xi^n_k| \leq C_k$, for every $1 \leq k \leq J$, and for every $K \leq K^*$ a sequence $r^n_K \in H^1_{x,y}(\mathbb{R} \times \mathbb{T})$, such that

$$u_n(x,y) = \sum_{k=1}^{K} \frac{1}{(\lambda^n_k)^{\frac{1}{2}}} e^{ix \xi^n_k} \left( e^{it \Delta} P^n_{\lambda^n_k} \phi^n_{\lambda^n_k}(x,y) \right) + r^n_K(x,y).$$

Moreover,

$$\lim_{n \to \infty} \left( \|u_n\|^6_{L^6_{x,y}} - \sum_{k=1}^{K} \left\| \frac{1}{(\lambda^n_k)^{\frac{1}{2}}} e^{ix \xi^n_k} \left( e^{it \Delta} P^n_{\lambda^n_k} \phi^n_{\lambda^n_k}(x,y) \right) \right\|^6_{L^6_{x,y}} - \|r^n_K\|^6_{L^6_{x,y}} \right) = 0,$$

$$\lim_{n \to \infty} \left( \|u_n\|^2_{H^1_{x,y}} - \sum_{k=1}^{K} \left\| \frac{1}{(\lambda^n_k)^{\frac{1}{2}}} e^{ix \xi^n_k} \left( e^{it \Delta} P^n_{\lambda^n_k} \phi^n_{\lambda^n_k}(x,y) \right) \right\|^2_{H^1_{x,y}} - \|r^n_K\|^2_{H^1_{x,y}} \right) = 0, \forall K \leq K^*,$$

$$\left( \lambda^n_k \right)^{\frac{1}{2}} e^{-it \Delta} \left( e^{-i(\lambda^n_k + x^n_k) \Delta} P^n_{\lambda^n_k} \phi^n_{\lambda^n_k}(x,y) \right) \to 0 \text{ in } L^2_x H^1_y, \text{ as } n \to \infty, \text{ for each } k \leq K,$$

$$\limsup_{n \to \infty} \left\| e^{it \Delta} r^n_K \right\|_{L^6_t L^6_x H^1_y(\mathbb{R} \times \mathbb{T})} \to 0, \text{ as } K \to K^*.$$

3.2. Approximation of profiles. In this subsection, by using the solution of the one-discrete-component quintic resonant nonlinear Schrödinger system to approximate the nonlinear Schrödinger equation with initial data be the bubble in the linear profile decomposition, we can show the nonlinear profile has a bounded space-time norm.

**Theorem 3.13** (Large-scale profiles). For any $\phi \in L^2_x H^1_y(\mathbb{R} \times \mathbb{T})$, $0 < \theta < 1$, $(\lambda^n, t^n, x^n, \xi^n)_{n \geq 1} \subseteq (0, \infty) \times \mathbb{R}^3$, $\lambda^n \to \infty$, as $n \to \infty$, $|\xi^n| \leq 1$, there is a global solution $u_n \in C^0_t L^2_x H^1_y$ of

$$\begin{cases}
i \partial_t u_n + \Delta_{\mathbb{R} \times \mathbb{T}} u_n = |u_n|^4 u_n, \\
u_n(0, x, y) = \frac{1}{\lambda^n} e^{ix \xi^n} \left( e^{it \Delta} P_{\lambda^n} \phi \right) \left( \frac{x-x^n}{\lambda^n}, y \right),
\end{cases}$$

for $n$ large enough, satisfying $\|u_n\|_{L^\infty_t L^2_x H^1_y(\mathbb{R} \times \mathbb{T})} \lesssim |\phi|_{L^2_x H^1_y}$. Furthermore, assume $\epsilon_1$ is a sufficiently small positive constant depending only on $\|\phi\|_{L^2_x H^1_y}$, $\tilde{v}_0 \in H^1_x$, and

$$\|\tilde{\phi} - \tilde{v}_0\|_{L^2_x H^1_y} \leq \epsilon_1.$$

There exists a solution $\tilde{v} \in C^0_t H^1_x(\mathbb{R} \times \mathbb{R} \times \mathbb{Z})$ of the one-discrete-component quintic resonant nonlinear Schrödinger system

$$\begin{cases}
i \partial_t v_j + \Delta_{\mathbb{R} \times \mathbb{T}} v_j = \sum_{(j_1, j_2, j_3, j_4, j_5) \in \mathcal{R}(j)} v_{j_1} v_{j_2} v_{j_3} v_{j_4} v_{j_5}, \\
v_j(0) = v_{0,j}, j \in \mathbb{Z},
\end{cases}$$

with $v_j(0, x) = v_{0,j}(x)$, if $t_n = 0$,

$$\|\tilde{v}(t) - e^{it \Delta} \tilde{v}_0\|_{L^2_x H^1_y} \to 0, \text{ as } t \to \pm \infty, \text{ if } t_n \to \pm \infty.$$
for $n$ large enough, where

$$w_n(t, x, y) = e^{-i(t-t_n)|\xi_n|^2} e^{ix\xi_n} V_{\lambda_n}(t, x, y),$$

and $V_{\lambda_n}$ is defined to be

$$V_{\lambda_n}(t, x, y) = \sum_{j \in \mathbb{Z}} \frac{1}{\lambda_n^2} e^{-i|\xi_n|^2} e^{i\gamma^j} v_j \left( \frac{t}{\lambda_n^2} + t_n, x - x_n - 2\xi_n(t-t_n) \right), \quad (t, x, y) \in \mathbb{R} \times \mathbb{R} \times \mathbb{T}.$$ 

Before giving the proof, we present a simple lemma which is useful in the proof of the theorem. Similar to the argument in [8], we have

Lemma 3.14 (Elementary estimate).

(3.31) $\sup_{j \in \mathbb{Z}} \langle j \rangle^2 \sum_{j_1, j_2, j_3, j_4, j_5 \in \mathbb{Z}, j_1 - j_2 + j_3 - j_4 + j_5 = j} \langle j_1 \rangle^{-2} \langle j_2 \rangle^{-2} \langle j_3 \rangle^{-2} \langle j_4 \rangle^{-2} \langle j_5 \rangle^{-2} \leq 1.$

Proof. We see

$$\langle j \rangle^2 \sum_{j_1, j_2, j_3, j_4, j_5 \in \mathbb{Z}, j_1 - j_2 + j_3 - j_4 + j_5 = j} \langle j_1 \rangle^{-2} \langle j_2 \rangle^{-2} \langle j_3 \rangle^{-2} \langle j_4 \rangle^{-2} \langle j_5 \rangle^{-2} = \langle j \rangle^2 \sum_{j_2, j_3, j_4, j_5 \in \mathbb{Z}} \langle j_2 \rangle^{-2} \langle j_3 \rangle^{-2} \langle j_4 \rangle^{-2} \langle j_5 \rangle^{-2} \langle j + j_2 - j_3 + j_4 - j_5 \rangle^{-2}.$$ 

By an easy calculus, we have

$$\sum_{j_5 \in \mathbb{Z}} \langle j + j_2 - j_3 + j_4 - j_5 \rangle^{-2} \langle j_5 \rangle^{-2} \leq\int_{\mathbb{R}} (j + j_2 - j_3 + j_4 - y)^{-2} \langle y \rangle^{-2} dy \leq\int_{j_1 + j_2 + j_3 + j_4 + y \in \mathbb{Z}} (j + j_2 - j_3 + j_4 - y)^{-2} \langle y \rangle^{-2} dy + \int_{j + j_2 - j_3 + j_4 - y \in \mathbb{Z}} (j + j_2 - j_3 + j_4 - y)^{-2} \langle y \rangle^{-2} dy \leq (j + j_2 - j_3 + j_4)^{-2} \int_{\mathbb{R}} \langle y \rangle^{-2} dy + (j + j_2 - j_3 + j_4)^{-2} \int_{\mathbb{R}} (j + j_2 - j_3 + j_4 - y)^{-2} \langle y \rangle^{-2} dy \leq (j + j_2 - j_3 + j_4)^{-2},$$

arguing in the same way, we can obtain

$$\langle j \rangle^2 \sum_{j_2, j_3, j_4, j_5 \in \mathbb{Z}} \langle j_2 \rangle^{-2} \langle j_3 \rangle^{-2} \langle j_4 \rangle^{-2} \langle j_5 \rangle^{-2} \langle j + j_2 - j_3 + j_4 - j_5 \rangle^{-2} \leq \langle j \rangle^2 \sum_{j_2, j_3, j_4 \in \mathbb{Z}} \langle j_2 \rangle^{-2} \langle j_3 \rangle^{-2} \langle j_4 \rangle^{-2} \langle j + j_2 - j_3 + j_4 \rangle^{-2} \leq \langle j \rangle^2 \sum_{j_2, j_3} \langle j_2 \rangle^{-2} \langle j + j_2 - j_3 \rangle^{-2} \leq \langle j \rangle^2 \sum_{j_2} \langle j_2 \rangle^{-2} \langle j + j_2 \rangle^{-2} \leq \langle j \rangle^2 \cdot \langle j \rangle^{-2} \leq 1.$$

□

Remark 3.15. By scattering theorem of the one-discrete-component quintic resonant nonlinear Schrödinger system, we have the solution of the one-discrete-component quintic resonant nonlinear Schrödinger system satisfies the following result as a consequence of the triangle inequality, Strichartz estimate, Minkowski...
We first decompose (3.32) \[ \| \tilde{v} \|_{h^1L^6_{t,x}} \leq \| \tilde{v}(t) - e^{it\Delta_k} \tilde{v}^+ \|_{h^1L^6_{t,x}} + \| e^{it\Delta_k} \tilde{v}^+ \|_{h^1L^6_{t,x}} \]

\[ \leq \sum_{(j_1,j_2,j_3,j_4,j_5) \in \mathcal{R}(j)} \| v_{j_1} \tilde{v}_{j_2} v_{j_3} \tilde{v}_{j_4} v_{j_5} \|_{L^6_{t,x}} + \| \tilde{v}^+ \|_{L^2h^1} \]

\[ \leq \sum_{(j_1,j_2,j_3,j_4,j_5) \in \mathcal{R}(j)} \| v_{j_1} \tilde{v}_{j_2} v_{j_3} \tilde{v}_{j_4} v_{j_5} \|_{L^6_{t,x}h^1} + \| \tilde{v}^+ \|_{L^2h^1} \]

\[ \leq \left( \sum_{j \in \mathbb{Z}} (j)^2 \| v_j(t,x) \|^2 \right)^{\frac{3}{4}} L^6_{t,x} + \| \tilde{v}^+ \|_{L^2h^1} \sim \| \tilde{v} \|_{L^6_{t,x}h^1} + \| \tilde{v}^+ \|_{L^2h^1}. \]

**Proof of Theorem 3.13** Without loss of generality, we may assume that \( x_n = 0 \). Using the Galilean transform and the fact that \( \xi_n \) is bounded, we may assume that \( \xi_n = 0 \) for all \( n \). We see

\[ w_n(t, x, y) = \sum_{j \in \mathbb{Z}} \frac{1}{\lambda_n^2} e^{-it|j|^2} e^{i\gamma_jj} v_j \left( \frac{t}{\lambda_n^2} + t_n, \frac{x}{\lambda_n} \right). \]

When \( t_n = 0 \), we will show \( V_{\lambda_n} \) is an approximate solution to the quintic nonlinear Schrödinger equation on \( \mathbb{R} \times \mathbb{T} \) in the sense of Theorem 2.5. By noting \( v_j \) satisfies (3.30) and an easy computation, we have

(3.32) \[ e_{\lambda_n} = (i \partial_t + \Delta_{\mathbb{R} \times \mathbb{T}}) V_{\lambda_n} - |V_{\lambda_n}|^4 V_{\lambda_n} \]

\[ = -\sum_{j \in \mathbb{Z}} e^{-it|j|^2} e^{i\gamma_jj} \sum_{(j_1,j_2,j_3,j_4,j_5) \in \mathcal{N}(j)} e^{-it(|j_1|^2 - |j_2|^2 + |j_3|^2 - |j_4|^2 + |j_5|^2 - |j|^2)} (v_{j_1,\lambda_n} \tilde{v}_{j_2,\lambda_n} v_{j_3,\lambda_n} \tilde{v}_{j_4,\lambda_n} v_{j_5,\lambda_n})(t,x), \]

where

\[ \mathcal{N}(j) = \{(j_1,j_2,j_3,j_4,j_5) \in \mathbb{Z}^5 : j_1 - j_2 + j_3 - j_4 + j_5 - j = 0, |j_1|^2 - |j_2|^2 + |j_3|^2 - |j_4|^2 + |j_5|^2 - |j|^2 \neq 0\}. \]

We first decompose \( e_{\lambda_n} = P_{\leq 2^{-10}} e_{\lambda_n} + P_{> 2^{-10}} e_{\lambda_n} \). By Bernstein’s inequality, the Plancherel theorem, (3.32), Leibnitz’s rule, Hölder’s inequality, and Lemma 5.14, we have

\[ \| P_{\geq 2^{-10}} e_{\lambda_n} \|_{L^6_{t,x} H^1_{\lambda_n}} \leq \| P_{\geq 2^{-10}} \nabla_x e_{\lambda_n} \|_{L^6_{t,x} H^1_{\lambda_n}} \]

\[ \leq \frac{1}{\lambda_n} \sum_{j} \left( \sum (j)^2 \| \nabla_x v_j(t,x) \|^2 \right)^{\frac{3}{4}} \sum (j)^2 \| v_j(t,x) \|^2 \leq \frac{1}{\lambda_n} \| \phi \|_{L^2_{\lambda_n} H^1_{\lambda_n}}. \]

where in the second inequality, we use the following estimate

\[ \left( \sum_{j \in \mathbb{Z}} \sum_{(j_1,j_2,j_3,j_4,j_5) \in \mathcal{N}(j)} e^{-it\lambda_n^2(|j_1|^2 - |j_2|^2 + |j_3|^2 - |j_4|^2 + |j_5|^2 - |j|^2)} (\nabla_x v_{j_1} \cdot \nabla_x v_{j_2} \cdot v_{j_3} \tilde{v}_{j_4} v_{j_5})(t,x) \right)^{\frac{3}{4}} \]

\[ \leq \left( \sum_{j} \| \nabla_x v_j(t,x) \|^2 \right)^{\frac{3}{4}} \left( \sum (j)^2 \| v_j(t,x) \|^2 \right)^{\frac{3}{4}} \]

\[ \leq \left( \sum (j)^2 \| v_j(t,x) \|^2 \right)^{\frac{3}{4}} \left( \sum_{j \in \mathbb{Z}} \left( \sum (j)^2 \| v_j(t,x) \|^2 \right)^{\frac{3}{4}} \right), \]

this is a consequence of Hölder’s inequality, and Lemma 5.14. Thus \( P_{\geq 2^{-10}} e_{\lambda_n} \) is acceptable when \( \lambda_n \) is large enough depending on \( \| \phi \|_{L^2_{\lambda_n}} \) and \( \epsilon_1 \). We turn to the estimate of \( \| P_{> 2^{-10}} e_{\lambda_n} \|_{L^6_{t,x} H^1_{\lambda_n}} \). By integrating by parts,
we have

\[
- \int_0^t e^{i(t-\tau)\Delta_{R \times \mathbb{R}}} P_{x_{\leq 2^{-10}}} e_{\lambda_n}(\tau) \, d\tau = \sum_{j \in \mathbb{Z}} \int_0^t e^{i(t-\tau)\Phi(j_1, j_2, j_3, j_4, j_5, j) - it(|j_1|^2 - |j_2|^2 + |j_3|^2 - |j_4|^2 + |j_5|^2)} e^{ijj} P_{x_{\leq 2^{-10}}} (v_{j, \lambda_n} \bar{v}_{j_2, \lambda_n} v_{j_3, \lambda_n} \bar{v}_{j_4, \lambda_n} v_{j_5, \lambda_n})(\tau, x) \, d\tau \\
= \sum_{j \in \mathbb{Z}} e^{it\Delta_{R \times \mathbb{R}} e^{ijj} \Phi(j_1, j_2, j_3, j_4, j_5, j)} P_{x_{\leq 2^{-10}}} (v_{j_1, \lambda_n} \bar{v}_{j_2, \lambda_n} v_{j_3, \lambda_n} \bar{v}_{j_4, \lambda_n} v_{j_5, \lambda_n})(0, x)
\]

\[
- \sum_{j \in \mathbb{Z}} e^{i\Delta_{R \times \mathbb{R}} e^{ijj} \int_0^t e^{-it\Phi(j_1, j_2, j_3, j_4, j_5, j)} \frac{P_{x_{\leq 2^{-10}}} (v_{j_1, \lambda_n} \bar{v}_{j_2, \lambda_n} v_{j_3, \lambda_n} \bar{v}_{j_4, \lambda_n} v_{j_5, \lambda_n})(t, x)}{\Phi(j_1, j_2, j_3, j_4, j_5, j)} \, dt} P_{x_{\leq 2^{-10}}} (v_{j_1, \lambda_n} \bar{v}_{j_2, \lambda_n} v_{j_3, \lambda_n} \bar{v}_{j_4, \lambda_n} v_{j_5, \lambda_n})(\tau, x) \, d\tau
\]

\[= A_1 + A_2 + A_3,
\]

where \(\Phi(j_1, j_2, j_3, j_4, j_5, j) = \Delta_R + |j_1|^2 - |j_2|^2 + |j_3|^2 - |j_4|^2 + |j_5|^2 - |j|^2\).

For \(A_1\), by Strichartz, Plancherel’s theorem, Minkowski, the boundedness of the operator \(P_{x_{\leq 2^{-10}}} e^{it\Phi(j_1, j_2, j_3, j_4, j_5, j)}\) on \(L^r_x(\mathbb{R})\), \(1 < r < \infty\), when \((j_1, j_2, j_3, j_4, j_5, j) \in \mathcal{N}(\mathbb{R})\), Hölder’s inequality, Lemma 3.14 and Sobolev, we have

\[
\left\| \sum_{j \in \mathbb{Z}} e^{it\Delta_{R \times \mathbb{R}} + j} \frac{i}{\Phi(j_1, j_2, j_3, j_4, j_5, j)} P_{x_{\leq 2^{-10}}} (v_{j_1, \lambda_n} \bar{v}_{j_2, \lambda_n} v_{j_3, \lambda_n} \bar{v}_{j_4, \lambda_n} v_{j_5, \lambda_n})(0, x) \right\|_{L^r_x L^2 \cap L^2_x H^1_y} \leq \left( \sum_{j \in \mathbb{Z}} (j) \right)^2 \left\| \sum_{j \in \mathbb{Z}} \frac{P_{x_{\leq 2^{-10}}} (v_{j_1, \lambda_n} \bar{v}_{j_2, \lambda_n} v_{j_3, \lambda_n} \bar{v}_{j_4, \lambda_n} v_{j_5, \lambda_n})(0, x)}{\Phi(j_1, j_2, j_3, j_4, j_5, j)} \right\|_{L^2_x} \right)^{\frac{1}{2}}.
\]

\[
\leq \left( \sum_{j \in \mathbb{Z}} (j) \right)^2 \left( \sum_{j \in \mathbb{Z}} \left\| P_{x_{\leq 2^{-10}}} (v_{j_1, \lambda_n} \bar{v}_{j_2, \lambda_n} v_{j_3, \lambda_n} \bar{v}_{j_4, \lambda_n} v_{j_5, \lambda_n})(0, x) \right\|_{L^2_x} \right)^{\frac{1}{2}}.
\]

\[
\leq \frac{1}{\lambda_n} \left( \sum_{j \in \mathbb{Z}} (j) \right)^2 \left( \sum_{j \in \mathbb{Z}} \left( \Pi_{x=1}^5 (j^x_1)^{2} \| v_{j_1}(0, x) \|_{L^2_x} \right)^{\frac{1}{2}} \right)^{\frac{1}{2}}.
\]

\[
\leq \frac{1}{\lambda_n} \left( \sum_{j \in \mathbb{Z}} (j) \right)^2 \left( \sum_{j \in \mathbb{Z}} \Pi_{x=1}^5 (j^x_1)^{2} \| v_{j_1}(0, x) \|_{L^2_x} \right)^{\frac{1}{2}} \leq \frac{1}{\lambda_n} \left( \sum_{j \in \mathbb{Z}} (j) \right)^2 \left( \sum_{j \in \mathbb{Z}} \| v_{j_1}(0, x) \|_{L^2_x} \right)^{\frac{1}{2}} \leq \frac{1}{\lambda_n} \left( \sum_{j \in \mathbb{Z}} (j) \right)^2 \| v_0 \|_{L^{2}_x H^{1}_y}.
\]
We can estimate $A_2$ similarly to $A_1$ by using Plancherel, Minkowski, Strichartz estimate, the boundedness of the operator $\mathcal{P}_x^{s,1-10}$ on $L^r_x(\mathbb{R})$, $1 < r < \infty$, when $(j_1, j_2, j_3, j_4, j_5) \in \mathcal{N}\mathcal{R}(j)$,

$$\| \sum_{j \in \mathbb{Z}} \left( \sum_{(j_1, j_2, j_3, j_4, j_5) \in \mathcal{N}\mathcal{R}(j)} \right) \left( \sum_{j_k} \Phi(j_1, j_2, j_3, j_4, j_5) e^{i\theta_0} \mathcal{P}_x^{s,1-10} v_{j_1, j_2, j_3, j_4, j_5} \right) (t, x) \|_{L^2_x L^2_t \cap L^6_x} \cdot (j)^2 \right)^{\frac{1}{2}}$$

By (3.30), we see $A_2$ can be controlled by the following terms

$$\sum_{j \in \mathbb{Z}} \left( \sum_{(j_1, j_2, j_3, j_4, j_5) \in \mathcal{N}\mathcal{R}(j)} \right) \left( \sum_{j_k} \| \Delta v_{j_1, j_2, j_3, j_4, j_5} \|_{L^1_t L^2_x} + \| \nabla v_{j_1} \cdot \nabla v_{j_2} \cdot v_{j_3} v_{j_4} v_{j_5} \|_{L^1_t L^2_x} \right)^{\frac{1}{2}}$$

together with other similar terms when the derivatives are distributed to different components.

Therefore, we only need to estimate (3.33), by Hölder, we have

$$\sum_{j \in \mathbb{Z}} \left( \sum_{(j_1, j_2, j_3, j_4, j_5) \in \mathcal{N}\mathcal{R}(j)} \right) \left( \sum_{j_k} \| \Delta v_{j_1, j_2, j_3, j_4, j_5} \|_{L^1_t L^2_x} + \| \nabla v_{j_1} \cdot \nabla v_{j_2} \cdot v_{j_3} v_{j_4} v_{j_5} \|_{L^1_t L^2_x} \right)^{\frac{1}{2}}$$
We now consider the first term, by the Hölder inequality, we see

\[
\left( \sum_{j \in \mathbb{Z}} \left( \sum_{(j_1, j_2, j_3, j_4, j_5) \in \mathcal{N}(j)} \left\| \Delta_{\mathbb{R}} v_{j_1} \vec{v}_{j_2} v_{j_4} \vec{v}_{j_5} \right\|_{L^4_t L^2_x} + \left\| \nabla v_{j_1} \cdot \nabla v_{j_2} \cdot v_{j_4} v_{j_5} \right\|_{L^4_t L^2_x} \right)^2 \right)^{1/4} \\
\lesssim \left( \sum_{j \in \mathbb{Z}} \frac{\sum_{(j_1, j_2, j_3, j_4, j_5) \in \mathcal{N}(j)}}{j} \left\| \nabla v_{j_1} \right\|_{L^4_t L^2_x}^2 \left\| v_{j_2} \right\|_{L^4_t L^2_x}^2 \left\| v_{j_3} \right\|_{L^4_t L^2_x}^2 \left\| v_{j_4} \right\|_{L^4_t L^2_x}^2 \left\| v_{j_5} \right\|_{L^4_t L^2_x}^2 \right)^{1/4} \\
+ \left( \sum_{j \in \mathbb{Z}} \frac{\sum_{(j_1, j_2, j_3, j_4, j_5) \in \mathcal{N}(j)}}{j} \left\| \nabla v_{j_1} \right\|_{L^4_t L^2_x}^2 \left\| v_{j_2} \right\|_{L^4_t L^2_x}^2 \left\| v_{j_3} \right\|_{L^4_t L^2_x}^2 \left\| v_{j_4} \right\|_{L^4_t L^2_x}^2 \left\| v_{j_5} \right\|_{L^4_t L^2_x}^2 \right)^{1/4} \\
\lesssim \left( \sum_{j \in \mathbb{Z}} \frac{\sum_{j \in \mathbb{Z}}}{j} \left\| v_{j_1} \right\|_{L^4_t L^2_x}^2 \right)^{1/2} + \left( \sum_{j \in \mathbb{Z}} \frac{\sum_{j \in \mathbb{Z}}}{j} \left\| v_{j_2} \right\|_{L^4_t L^2_x}^2 \right)^{1/2}.
\]

We now turn to the second term, as in the first term, we only need to use the Hölder inequality, and also note the resonant relation in our term,

\[
\left( \sum_{j \in \mathbb{Z}} \left( \sum_{(j_1, j_2, j_3, j_4, j_5) \in \mathcal{N}(j)} \left\| v_{j_1} v_{j_2} \right\|_{L^6_t L^3_x} \left\| v_{j_1} v_{j_2} \right\|_{L^6_t L^3_x} \left\| v_{j_1} v_{j_2} \right\|_{L^6_t L^3_x} \left\| v_{j_1} v_{j_2} \right\|_{L^6_t L^3_x} \right)^2 \right)^{1/2} \\
\lesssim \left( \sum_{j \in \mathbb{Z}} \frac{\sum_{(j_1, j_2, j_3, j_4, j_5) \in \mathcal{N}(j)}}{j} \left\| v_{j_1} \right\|_{L^6_t L^3_x} \left\| v_{j_2} \right\|_{L^6_t L^3_x} \left\| v_{j_3} \right\|_{L^6_t L^3_x} \left\| v_{j_4} \right\|_{L^6_t L^3_x} \right)^{1/2} \\
\lesssim \left( \sum_{j \in \mathbb{Z}} \frac{\sum_{j \in \mathbb{Z}}}{j} \left\| v_{j_1} \right\|_{L^6_t L^3_x} \right)^{1/2} + \left( \sum_{j \in \mathbb{Z}} \frac{\sum_{j \in \mathbb{Z}}}{j} \left\| v_{j_2} \right\|_{L^6_t L^3_x} \right)^{1/2}.
\]

This finish the estimate of $A_2$. We now turn to the estimate of $A_3$. The estimate of $A_3$ is similar to the estimate of $A_1$ and $A_2$, although the estimate is a little complex. By the Strichartz estimate, we have

\[
\left\| \sum_{j \in \mathbb{Z}, (j_1, j_2, j_3, j_4, j_5) \in \mathcal{N}(j)} e^{-it/2} \right\|_{L^6_t L^3_x} \left\| \sum_{j \in \mathbb{Z}, (j_1, j_2, j_3, j_4, j_5) \in \mathcal{N}(j)} \int_0^t e^{-i(t-\tau)} \Phi(j_1, j_2, j_3, j_4, j_5, j) \right. \\
\cdot \partial_x P^x_{\leq 10} (v_{j_1} \lambda_0 \bar{v}_{j_2} \lambda_0 v_{j_3} \lambda_0 \bar{v}_{j_4} \lambda_0 v_{j_5} \lambda_0) (\tau, x) \left. d\tau \right\|_{L^{18}_t L^6_x H^1_y} \\
\lesssim \left\| (i \partial_t + \Delta_{\mathbb{R}^d}) \sum_{j \in \mathbb{Z}, (j_1, j_2, j_3, j_4, j_5) \in \mathcal{N}(j)} \sum_{j \in \mathbb{Z}, (j_1, j_2, j_3, j_4, j_5) \in \mathcal{N}(j)} e^{-it/2} \right\|_{L^6_t L^3_x} \left\| \int_0^t e^{-i(t-\tau)} \Phi(j_1, j_2, j_3, j_4, j_5, j) \right. \\
\cdot \partial_x P^x_{\leq 10} (v_{j_1} \lambda_0 \bar{v}_{j_2} \lambda_0 v_{j_3} \lambda_0 \bar{v}_{j_4} \lambda_0 v_{j_5} \lambda_0) (\tau, x) \left. d\tau \right\|_{L^{18}_t L^6_x H^1_y}.
\]
Title Scattering for the quintic NLS on $\mathbb{R} \times \mathbb{T}$

By Plancherel, Minkowski, the boundedness of the operator $\frac{P^x}{\Phi(j_1, j_2, j_3, j_4, j_5)}$ on $L^r_x(\mathbb{R})$, $1 < r < \infty$, when $(j_1, j_2, j_3, j_4, j_5) \in \mathcal{N} \mathcal{R}(j)$, (3.30), we see (3.34) can be controlled by

\[
(3.35) \quad \left\| \left( \sum_{j \in \mathbb{Z}} (j)^2 \right) \sum_{(j_1, j_2, j_3, j_4, j_5) \in \mathcal{N} \mathcal{R}(j)} e^{-it(|j|/2-j_2|/2+|j_3|/2+|j_4|/2+|j_5|/2)} \left( \frac{\partial_t P^x}{\Phi(j_1, j_2, j_3, j_4, j_5)} \left( v_{j_1, j_2, j_3, j_4, j_5, j_6} \right)(t, x) \right)^2 \right\|_{L^1_t L^2_x} \leq \left( \sum_{j \in \mathbb{Z}} (j)^2 \left( \sum_{(j_1, j_2, j_3, j_4, j_5) \in \mathcal{N} \mathcal{R}(j)} \left\| \bar{v}_{j_2} v_{j_3, j_4, j_5} \left( \sum_{(p_1, p_2, p_3, p_4, p_5) \in \mathcal{R}(j)} v_{p_1, p_2, p_3, p_4, p_5} \right) \right\|_{L^2_x} \right)^2 \right)^{1/2} \quad \lambda_n^{-2} \left( \sum_{j \in \mathbb{Z}} (j)^2 \left( \sum_{(j_1, j_2, j_3, j_4, j_5) \in \mathcal{N} \mathcal{R}(j)} \left\| \bar{v}_{j_2} v_{j_3, j_4, j_5} \Delta_\mathcal{R} v_j \right\|_{L^2_x} \right)^2 \right)^{1/2} + \lambda_n^{-2} \left( \sum_{j \in \mathbb{Z}} (j)^2 \left( \sum_{(j_1, j_2, j_3, j_4, j_5) \in \mathcal{N} \mathcal{R}(j)} \left\| \bar{v}_{j_2} v_{j_3, j_4, j_5} \right\|_{L^2_x} \right)^2 \right)^{1/2} = \lambda_n^{-2} (A_{31} + A_{32}).
\]

We can see by the Hölder inequality and Lemma 3.14

\[
(3.36) \quad A_{32} \leq \left\| \left( \sum_{j \in \mathbb{Z}} (j)^2 \Delta_\mathcal{R} v_j \right)^2 \right\|_{L^1_t L^2_x} \leq \left\| \left( \sum_{j \in \mathbb{Z}} (j)^2 \right)^{1/2} \left( \sum_{j \in \mathbb{Z}} (j)^2 \right)^{1/2} \right\|_{L^1_t L^2_x} \leq \left( \sum_{j \in \mathbb{Z}} (j)^2 \right)^{1/2} \left( \sum_{j \in \mathbb{Z}} (j)^2 \right)^{1/2},
\]

similarly, by the Hölder inequality and Lemma 3.14, we also have

\[
(3.37) \quad A_{31} \leq \left\| \left( \sum_{j \in \mathbb{Z}} (j)^2 \right)^{1/2} \left( \sum_{j \in \mathbb{Z}} (j)^2 \right)^{1/2} \right\|_{L^1_t L^2_x} \leq \left( \sum_{j \in \mathbb{Z}} (j)^2 \right)^{1/2} \left( \sum_{j \in \mathbb{Z}} (j)^2 \right)^{1/2},
\]
Therefore, by \((3.34), (3.35), (3.36), (3.37)\), we have
\[
\sum_{j \in \mathbb{Z}} e^{-i t [(|j_1|^2 - |j_2|^2 + |j_3|^2 - |j_4|^2 + |j_5|^2)]} e^{i y j} \int_0^t e^{i (t - \tau) \Phi(j_1, j_2, j_3, j_4, j_5)} \mathcal{F}(j_1, j_2, j_3, j_4, j_5) d\tau
\]
\[
\leq \langle \Phi \rangle_{L_t^\infty L_x^2 H_y^1, \cap L_t^6 L_x^5 H_y^1} \lambda_n^{-2} \left( \| \vec{v}_0 \|_{L_x^2 H_y^1}^2 + \| \vec{v}_0 \|_{L_x^2 H_y^1}^3 \right).
\]
So \(P_{s_2-10} e \lambda_n\) is acceptable when \(\lambda_n\) is large enough depending on \(\| \phi \|_{L_t^2 H_y^1}\) and \(\epsilon_1\).

Therefore, \(\int_0^t e^{i [(t - \tau) \Delta_{\mathbb{R}^x T}] \phi(\lambda_n)} d\tau\) is small enough in \(L_t^0 L_x^2 H_y^1 \cap L_t^6 L_x^5 H_y^1\) when \(\lambda_n\) is large enough. We still need to verify the easier assumptions of Theorem 2.5.

By Plancherel, \((3.30), (3.34)\), Hölder, and the scattering theorem of the one-discrete-component quintic resonant nonlinear Schrödinger system, we have
\[
\| V_{\lambda_n} \|_{L_t^\infty L_x^2 H_y^1(\mathbb{R} \times \mathbb{R} \times T)} \leq \left( \sum_{j \in \mathbb{Z}} (j)^2 \| v_j(0, x) \|_{L_x^2}^2 + \sum_{(j_1, j_2, j_3, j_4, j_5) \in \mathcal{R}(j)} v_{j_1} v_{j_2} v_{j_3} v_{j_4} v_{j_5} \right)^{\frac{1}{2}} \\
\leq \| \vec{v}_0 \|_{L_x^2 H_y^1} + \left( \sum_j (j)^2 \| v_j \|_{L_x^2}^2 \right)^{\frac{1}{2}} \leq \| \vec{v}_0 \|_{L_x^2 H_y^1} + \| \vec{v}_0 \|_{L_x^2 H_y^1}^5,
\]
and
\[
\| V_{\lambda_n} \|_{L_t^6 L_x^5 H_y^1(\mathbb{R} \times \mathbb{R} \times T)} \leq \| V_{\lambda_n}(0, x, y) \|_{L_x^2 H_y^1} + \| (i \partial_t + \Delta_{\mathbb{R}^x T}) V_{\lambda_n} \|_{L_t^6 L_x^5 H_y^1} \\
\leq \left( \sum_{j \in \mathbb{Z}} (j)^2 \| v_j(0, x) \|_{L_x^2}^2 \right)^{\frac{1}{2}} + \left( \sum_{j \in \mathbb{Z}} (j)^2 \| (i \partial_t + \Delta_{\mathbb{R}^x T}) v_j(t, x) \|_{L_x^2}^2 \right)^{\frac{1}{2}} \\
\leq \| \vec{v}_0 \|_{L_x^2 H_y^1} + \left( \sum_j (j)^2 \| v_j(t, x) \|_{L_x^2}^2 \right)^{\frac{1}{2}} \leq \| \vec{v}_0 \|_{L_x^2 H_y^1} + \| \vec{v}_0 \|_{L_x^2 H_y^1}^5.
\]
Moreover, by Plancherel and \((3.29)\), we have
\[
\| u_n(0) - V_{\lambda_n}(0) \|_{L_x^2 H_y^1} = \| P_{s_2-10} \vec{\phi} - \vec{v}_0 \|_{L_x^2 H_y^1} \leq \epsilon_1,
\]
when \(n\) large enough. Applying Theorem 2.5, we conclude that for \(\lambda_n\) (depending on \(\vec{v}_0\)) large enough, the solution \(u_n\) of \((3.28)\) exists globally and
\[
\| u_n - V_{\lambda_n} \|_{L_t^\infty L_x^2 H_y^1 \cap L_t^6 L_x^5 H_y^1(\mathbb{R} \times \mathbb{R} \times T)} \leq \epsilon_1,
\]
which ends the proof in the case \(t_n = 0\).

When \(t_n \to \pm \infty\), \(v_j\) is the solution of the one-discrete-component quintic resonant nonlinear Schrödinger system with
\[
\| v_j(t, x) - e^{i \Delta x} v_{0,j}(x) \|_{L_x^2 H_y^1} \to 0, \text{ as } t \to \pm \infty.
\]
By the argument in the previous case, we can also obtain the result.
4. GLOBAL WELL-POSEDNESS AND SCATTERING FOR THE QUINTIC RESONANT NONLINEAR
SCHRÖDINGER SYSTEM

In this section, we prove the global well-posedness and scattering for the one-discrete-component quintic resonant nonlinear Schrödinger system, which is used in the proof of Theorem 3.13. In the meantime, we also prove the conjecture of the global and scattering of the two-component quintic resonant nonlinear Schrödinger system made in [23]. We will show the existence of the almost-periodic solution by the energy induction argument, and the almost-periodic solution is precluded by using the arguments of B. Dodson [10–12].

For the one-discrete-component quintic resonant nonlinear Schrödinger system

\[
\begin{align*}
\left\{ \begin{array}{l}
i\partial_t u_j + \Delta_R u_j = \sum_{(j_1, j_2, j_3, j_4, j_5) \in \mathcal{R}(j)} u_{j_1} \bar{u}_{j_2} u_{j_3} \bar{u}_{j_4} u_{j_5}, \\
u_j(0) = u_{0,j}, \quad j \in \mathbb{Z},
\end{array} \right.
\end{align*}
\]

where

\[
\mathcal{R}(j) = \{ j_1, j_2, j_3, j_4, j_5 \in \mathbb{Z} : j_1 - j_2 + j_3 - j_4 + j_5 = j, \ |j_1|^2 - |j_2|^2 + |j_3|^2 - |j_4|^2 + |j_5|^2 = |j|^2 \}.
\]

For \( \bar{u} = \{ u_j \}_{j \in \mathbb{Z}} \), and we will frequently denote the nonlinearity in (4.1) by \( \bar{F}(\bar{u}) \), that is,

\[
\bar{F}(\bar{u}) = \{ F_j(\bar{u}) \}_{j \in \mathbb{Z}},
\]

where \( F_j(\bar{u}) = \sum_{(j_1, j_2, j_3, j_4, j_5) \in \mathcal{R}(j)} u_{j_1} \bar{u}_{j_2} u_{j_3} \bar{u}_{j_4} u_{j_5} \), we have the following scattering result.

**Theorem 4.1 (Scattering for the one-discrete-component quintic resonant nonlinear Schrödinger system).** Let \( E > 0 \), for any initial data \( \bar{u}_0 \) satisfying

\[
\| \bar{u}_0 \|_{L^2_{\mathbb{Z}} h^1} := \left\| \left( \sum_{j \in \mathbb{Z}} |j|^2 |u_{0,j}(x)|^2 \right)^{\frac{1}{2}} \right\|_{L^2(\mathbb{R})} \leq E,
\]

there exists a global solution \( \bar{u} = \{ u_j \}_{j \in \mathbb{Z}} \) to (4.1) satisfying

\[
\| \bar{u} \|_{L^6_{t,x} h^1(\mathbb{R} \times \mathbb{R} \times \mathbb{Z})} \leq C,
\]

for some constant \( C \) depends only on \( \| \bar{u}_0 \|_{L^2_{\mathbb{Z}} h^1} \). In addition, the solution scatters in \( L^2_{x} h^1 \) in the sense that there exists \( \{ u^\pm_j \}_{j \in \mathbb{Z}} \in L^2_{x} h^1 \) such that

\[
\left\| \left( \sum_{j \in \mathbb{Z}} |j|^2 |u_j(t) - e^{it\Delta_R} u^\pm_j|^2 \right)^{\frac{1}{2}} \right\|_{L^2(\mathbb{R})} \rightarrow 0, \text{ as } t \rightarrow \pm \infty.
\]
The one-discrete-component quintic resonant nonlinear Schrödinger system has the following conserved quantities:

**mass:** \[ M_{a,b,c}(\bar{u}(t)) = \int_{\mathbb{R}} \sum_{j \in \mathbb{Z}} (a + bj + c|j|^2)|u_j(t,x)|^2 \, dx, \] where \( a, b, c \in \mathbb{R} \),

**energy:** \[ E(\bar{u}(t)) = \int_{\mathbb{R}} \sum_{j \in \mathbb{Z}} \frac{1}{2} |\nabla u_j(t,x)|^2 + \frac{1}{6} \sum_{j \in \mathbb{Z}, \, n \in \mathbb{N}} \left| \sum_{j_1+j_2+j_3=j, |j_1|^2+|j_2|^2+|j_3|^2=n} (u_{j_1} \bar{u}_{j_2} u_{j_3})(t,x) \right|^2 \, dx \]

\[ \begin{align*} &\quad = \int_{\mathbb{R}} \sum_{j \in \mathbb{Z}} \frac{1}{2} |\nabla u_j(t,x)|^2 + \frac{1}{6} \sum_{j \in \mathbb{Z}, \, n \in \mathbb{N}} \left| \sum_{j_1+j_2+j_3=j, |j_1|^2+|j_2|^2+|j_3|^2=n} (u_{j_1} \bar{u}_{j_2} u_{j_3} \bar{u}_{j_4} u_{j_5}) \right| (t,x) \, dx. \end{align*} \]

The following proposition proves the local wellposedness and small-data scattering for the one-discrete-component quintic resonant nonlinear Schrödinger system (4.1).

**Proposition 4.2** (Local well-posedness and small data scattering). Let \( \bar{u}_0 \in L^2_h \) satisfies \( \| \bar{u}_0 \|_{L^2_h} \leq E \), then

1. There exists an open interval \( 0 \in I \) and a unique solution \( \bar{u}(t) \) of (4.1) in \( C^0_t L^2_h(I \times \mathbb{R} \times \mathbb{Z}) \cap L^6_{t,x} h^1(I \times \mathbb{R} \times \mathbb{Z}) \).

2. There exists a small positive constant \( E_0 \) such that if \( E(\bar{u}_0) \leq E_0 \), \( \bar{u}(t) \) is global and scatters in positive and negative infinite time.

3. If \( \bar{u}_0 \in H^s_x h^\sigma \) for some \( \sigma \geq 1 \) and \( k \geq 0 \), then \( \bar{u}(t) \in C^0_t H^k_x h^\sigma(I \times \mathbb{R} \times \mathbb{Z}) \).

4. If \( \| \bar{u} \|_{L^6_{t,x} h^1(I_{\text{max}} \times \mathbb{R} \times \mathbb{Z})} < \infty \), where \( I_{\text{max}} \) is the maximal lifespan of the solution, we have \( I_{\text{max}} = \mathbb{R} \), and \( \bar{u} \) scatters in \( L^2_h \).

**Proof.** The proof follows from a simple fixed-point theorem, once we have established the fundamental nonlinear estimate. By the Strichartz estimate, we see

\[ \| \bar{u} \|_{L^6_{t,x} h^1(I \times \mathbb{R})} \lesssim \| \bar{u}_0 \|_{L^2_h} + \left\| \left( \sum_{j \in \mathbb{Z}} \sum_{j_1+j_2+j_3+j_4+j_5 \in \mathbb{Z}} (u_{j_1} \bar{u}_{j_2} u_{j_3} \bar{u}_{j_4} u_{j_5}) \right)^2 \right\|_{L^6_{t,x}(I \times \mathbb{R})}^{\frac{1}{2}}. \]

The first term on the right-hand side is the \( L^2_h \)-norm. For the second, we compute using Lemma 3.14 that

\[ \left\| \left( \sum_{j \in \mathbb{Z}} (j)^2 \sum_{j_1+j_2+j_3+j_4+j_5 \in \mathbb{Z}} (u_{j_1} \bar{u}_{j_2} u_{j_3} \bar{u}_{j_4} u_{j_5})^2 \right)^{\frac{1}{2}} \right\|_{L^6_{t,x}(I \times \mathbb{R})} \lesssim \| \bar{u} \|_{L^6_{t,x} h^1(I \times \mathbb{R} \times \mathbb{Z})}^5. \]

Consequently, we obtain

\[ \| \bar{u} \|_{L^6_{t,x} h^1(I \times \mathbb{R} \times \mathbb{Z})} \lesssim \| e^{i H_{\Delta} t} \bar{u}_0 \|_{L^6_{t,x} h^1(I \times \mathbb{R} \times \mathbb{Z})} + \| \bar{u} \|_{L^6_{t,x} h^1(I \times \mathbb{R} \times \mathbb{Z})}^5. \]

This and the Strichartz estimate

\[ \| e^{i H_{\Delta} t} \bar{u}_0 \|_{L^6_{t,x} h^1(I \times \mathbb{R} \times \mathbb{Z})} \lesssim \| \bar{u}_0 \|_{L^2_h} \lesssim E \]

allows one to run a classical fixed-point argument in \( L^6_{t,x} h^1(I \times \mathbb{R} \times \mathbb{Z}) \cap C^0_t L^2_h(I \times \mathbb{R} \times \mathbb{Z}) \) provided \( I \) or \( E \) is small enough. The rest of the Proposition follows from standard arguments. \( \square \)

**Remark 4.3.** The norm \( L^6_{t,x} h^1 \) can be regarded as the “scattering norm” which plays the same role as \( L^6_{t,x} (\mathbb{R} \times \mathbb{R}^3) \) in [60] and \( L^6_{t,x} (\mathbb{R} \times \mathbb{R}) \) in [172].
Remark 4.4. By the Strichartz estimate and Theorem 4.1 we have

\begin{equation}
\| \tilde{u} \|_{L_t^q L_x^r (\mathbb{R} \times \mathbb{R})} \lesssim \| \tilde{\phi} \|_{L_x^2 L_t^4}, \text{ where } \frac{2}{q} + \frac{1}{r} = \frac{1}{2}, \quad 4 \leq q \leq \infty.
\end{equation}

We also have the persistence of regularity:

Corollary 4.5 (Persistence of regularity). Suppose \( \tilde{u}_0 \in L_x^2 L_t^1 \) and \( \tilde{u} \in C^0_t L_x^2 L_t^1 (\mathbb{R} \times \mathbb{R} \times \mathbb{Z}) \) is the solution of (4.1). Suppose also that \( \tilde{v}_0 \in H_x^4 L_t^5 \) satisfies

\[ \| \tilde{u}_0 - \tilde{v}_0 \|_{L_x^2 L_t^1} \lesssim \epsilon, \]

and that \( \tilde{v} \) is the solution to (4.1) with initial data \( \tilde{v}_0 \) at time \( t = 0 \). Then it holds that

\[ \| \tilde{u} - \tilde{v} \|_{L_t^\infty L_x^2 L_t^1 L_t^\infty H_x^4} \lesssim \| \tilde{u}_0 - \tilde{v}_0 \|_{L_x^2 L_t^1}, \]

\[ \| \tilde{v} \|_{L_t^\infty H_x^4 L_t^5} + \left\| \left( \sum_{j \in \mathbb{Z}} (j)^{10} (\partial_x^4 v_j)(t,x) \right)^2 \right\|_{L_t^6 L_x^2 (\mathbb{R} \times \mathbb{R})} + \left\| \left( \sum_{j \in \mathbb{Z}} (j)^{10} (v_j(t,x)) \right)^2 \right\|_{L_t^6 L_x^2 (\mathbb{R} \times \mathbb{R})} \lesssim \| \tilde{u}_0 - \tilde{v}_0 \|_{L_x^2 L_t^1} \| \tilde{v}_0 \|_{H_x^4 L_t^5}, \]

and there exists \( \tilde{v}^s \in H_x^4 L_t^5 \) such that

\[ \left\| \left( \sum_{j \in \mathbb{Z}} (j)^2 (v_j(t) - e^{it\Delta_x} v_j^s)(x) \right)^2 \right\|_{L_x^2 (\mathbb{R})} \to 0, \text{ as } t \to \pm \infty. \]

By Proposition 4.2, we see to show the global well-posedness and scattering of the solution \( \tilde{u} \) to (4.1), it is enough to show the \( L_t^6 L_x^1 \) norm of \( \tilde{u} \) is finite. We can further reduce the scattering norm to a weaker one. Before giving the weaker scattering criterion, we first give a stronger nonlinear estimate (4.7) for the quintic resonant nonlinearity than (3.31) based on the following result:

Lemma 4.6. For \( \frac{3}{5} < \beta < 1 \), we obtain

\begin{equation}
\sup_{j \in \mathbb{Z}} \left\{ (j)^2 \sum_{p_1, p_2, p_3, p_4, p_5 \in \mathcal{R}(j), |p_5| = \max(|j|, |p_2|, |p_4|)} (p_1)^{-2\beta} (p_2)^{-2\beta} (p_3)^{-2\beta} (p_4)^{-2\beta} (p_5)^{-2} \right\} \lesssim 1.
\end{equation}

Proof. Without loss of generality, we assume that \( |p_1| \leq |p_3| \leq |p_5|, |p_2| \leq |p_4| \) and \( \max(|j|, |p_4|) \sim |p_5| \). Then, we have:

\[ \left| \frac{p_3 - p_2 + p_4 + j - p_1}{2} \right|^2 = \frac{2(|p_2|^2 + |p_4|^2 + |j|^2 - |p_1|^2) - p_2 + p_4 + j - p_1}{4}, \]

which means \( p_3 \) is on the degenerate circle \( \mathcal{C} \). Then:

\[ \sum_{p_3 \in \mathcal{C}, |p_3| \geq \max(|p_1|, |p_2|, |p_4|)} (p_3)^{-2\beta} \lesssim (\max(|p_1|, |p_2|, |p_4|))^{-2\beta}. \]
Thus, we have:

\[
\sum_{(p_1,p_2,p_3)\in \mathcal{R}(j), p_1\leq|p_2|\leq|p_3|} \langle p_1 \rangle^{-2\beta} \langle p_2 \rangle^{-2\beta} \langle p_3 \rangle^{-2\beta} \langle p_4 \rangle^{-2\beta} \langle p_5 \rangle^{-2} \langle j \rangle^2 \leq \sum_{p_1,p_2,p_3, p_4 \in \mathbb{Z}} \langle p_1 \rangle^{-2\beta} \langle p_2 \rangle^{-2\beta} \langle p_4 \rangle^{-2\beta} \langle p_5 \rangle^{-2} \langle j \rangle^2 \sum_{j_3 \leq \max(|p_1|,|p_2|,|p_4|)} \langle j_3 \rangle^{-2\beta} \langle j_4 \rangle^{-2\beta} \langle j_5 \rangle^{-2} \langle j \rangle^{-2} \leq 1.
\]

The proof of Lemma 4.6 is now complete.

**Lemma 4.7** (Nonlinear estimate). For sequence \( \{u_j\}_{j \in \mathbb{Z}} \in h^1(\mathbb{Z}) \), then

\[
\sum_{(j_1,j_2,j_3,j_4,j_5)\in \mathcal{R}(j)} u_{j_1} \bar{u}_{j_2} u_{j_3} \bar{u}_{j_4} u_{j_5} \| u_\bar{u} \|_{L^1} \leq \| u \|_{h^1}^2 \| \bar{u} \|_{h^\beta}^2,
\]

where \( \frac{3}{8} < \beta < 1 \).

**Proof.** We recall and use Lemma 4.6.

\[
\sup_{j \in \mathbb{Z}} \left\{ (j)^2 \sum_{(j_1,j_2,j_3,j_4,j_5)\in \mathcal{R}(j)} \langle j_1 \rangle^{-2\beta} \langle j_2 \rangle^{-2\beta} \langle j_3 \rangle^{-2\beta} \langle j_4 \rangle^{-2\beta} \langle j_5 \rangle^{-2} \right\} \leq 1,
\]

we also refer to the proof of the same estimate in Lemma 4.38 for the two-discrete-component quintic resonant nonlinear Schrödinger system case later. We can obtain similar estimates for the cases when \( |j_1| \sim \max(|j|,|j_2|,|j_4|) \) or \( |j_3| \sim \max(|j|,|j_2|,|j_4|) \) as well. By (4.6), we have

\[
\| \hat{F}(u) \|_{L^1} \leq \sum_{j \in \mathbb{Z}} (j)^2 \sum_{(j_1,j_2,j_3,j_4,j_5)\in \mathcal{R}(j)} u_{j_1} \bar{u}_{j_2} u_{j_3} \bar{u}_{j_4} u_{j_5}
\]

\[
\leq \sum_{j \in \mathbb{Z}} (j)^2 \left( \sum_{(j_1,j_2,j_3,j_4,j_5)\in \mathcal{R}(j), j_1 = \max(|j|,|j_2|,|j_4|)} u_{j_1} \bar{u}_{j_2} u_{j_3} \bar{u}_{j_4} u_{j_5} \right)
\]

\[
+ \sum_{(j_1,j_2,j_3,j_4,j_5)\in \mathcal{R}(j), j_3 = \max(|j|,|j_2|,|j_4|)} u_{j_1} \bar{u}_{j_2} u_{j_3} \bar{u}_{j_4} u_{j_5}
\]

\[
\leq \| \bar{u} \|_{h^\beta}^8 \cdot \| \bar{u} \|_{h^1}^2.
\]

By using the nonlinear estimate in Lemma 4.7 together with a bootstrap argument (see also Theorem 2.7 for similar argument), we can obtain the following result:

**Lemma 4.8** (Scattering criterion). If the solution \( \bar{u} \) of the Cauchy problem (4.1) satisfies for \( \frac{3}{8} < \beta < 1 \),

\[
\| \bar{u} \|_{L^6_t h^\beta(\mathbb{R} \times \mathbb{R} \times \mathbb{Z})} < \infty.
\]

Then we have

\[
\| \bar{u} \|_{L^6_t L^2_x h^1(\mathbb{R} \times \mathbb{R} \times \mathbb{Z})} < \infty,
\]

and therefore the solution to (4.1) scatters in \( L^2_t h^1 \).
4.1. **Existence of the almost-periodic solution.** To prove the one-discrete-component quintic resonant nonlinear Schrödinger system is globally well-posed and scattering, according to Lemma 4.8, it suffices to prove that if \( \tilde{u} \) is a solution of the one-discrete-component quintic resonant nonlinear Schrödinger system (4.1), then

\[
\| \tilde{u} \|_{L^6_t h^\beta(\mathbb{R} \times \mathbb{T})} < \infty
\]

for all \( \tilde{u}_0 \in L^2_h h^1(\mathbb{R} \times \mathbb{Z}) \), where \( \beta \) is a constant satisfying \( \frac{3}{8} < \beta < 1 \).

For \( \tilde{u} \) solving the one-discrete-component quintic resonant nonlinear Schrödinger system with \( \tilde{u}_0 \in L^2_h h^1(\mathbb{R} \times \mathbb{Z}) \), we define

\[
A(m) = \sup \left\{ \| \tilde{u} \|_{L^6_t h^\beta(\mathbb{R} \times \mathbb{T})} \leq m \right\},
\]

and

\[
m_0 = \sup \left\{ m : A(m') < \infty, \forall m' < m \right\}.
\]

If we can show \( m_0 = \infty \), the global well-posedness and scattering for Cauchy problem (4.1) are established. By a simple application of Theorem 3.2 with \( \alpha = 1, d = 1 \) and \( \mathbb{D} = \mathbb{Z} \), we have

**Proposition 4.9** (Linear profile decomposition in \( L^2 h^1(\mathbb{R} \times \mathbb{Z}) \)). Let \( \{\tilde{u}_n\}_{n \geq 1} \) be a bounded sequence in \( L^2 h^1(\mathbb{R} \times \mathbb{Z}) \). Then (after passing to a subsequence if necessary) there exists \( K^* \in \{0, 1, \ldots\} \cup \{\infty\} \), functions \( \{\phi^k\}_{k=1}^{K^*} \subseteq L^2 h^1 \), group elements \( \{g_n^k\}_{k=1}^{K^*} \subseteq G \), and times \( \{t_n^k\}_{k=1}^{K^*} \subseteq \mathbb{R} \) so that defining \( \tilde{w}^K_n \) by

\[
\tilde{w}_n(x) = \sum_{k=1}^{K} g_n^k e^{it_n^k \Delta} \phi^k + \tilde{w}^K_n(x) := \sum_{k=1}^{K} \frac{1}{(\lambda_n^k)^2} e^{ix_n^k \Delta} \phi^k \left( \frac{x-x_n^k}{\lambda_n^k} \right) + \tilde{w}^K_n(x),
\]

we have the following properties:

\[
\limsup_{n \to \infty} \left\| e^{it\Delta} \tilde{w}_n^K \right\|_{L^p_t h^{1+\alpha}(\mathbb{R} \times \mathbb{T})} = 0, \text{ as } K \to \infty,
\]

\[
e^{-it\Delta} (g_n^k)^{-1} \tilde{w}_n^K \to 0 \text{ in } L^2 h^1, \text{ as } n \to \infty, \text{ for each } k \leq K,
\]

\[
\limsup_{K \to \infty} \left( \| \tilde{w}_n^K \|_{L^2 h^1} - \sum_{k=1}^{K} \| \phi^k \|_{L^2 h^1} - \| \tilde{w}_n^K \|_{L^2 h^1} \right) = 0,
\]

and lastly, for \( k \neq k' \), and \( n \to \infty \),

\[
\frac{\lambda_n^k}{\lambda_n^{k'}} + \frac{\lambda_n^{k'}}{\lambda_n^k} + \lambda_n^k \lambda_n^{k'} |x_n^k - x_n^{k'}|^2 + \frac{|x_n^k - x_n^{k'}|^2}{\lambda_n^k \lambda_n^{k'}} + \frac{|(\lambda_n^k)^2 t_n^k - (\lambda_n^{k'})^2 t_n^{k'}|}{\lambda_n^k \lambda_n^{k'}} \to \infty.
\]

Then by using the argument in [47, 48] and the above linear profile decomposition, we can obtain

**Theorem 4.10** (Existence of an almost periodic solution). Assume \( m_0 < \infty \), there exists a solution \( \tilde{u} \in C^0_t L^2 h^1 \cap L^6_t h^\beta(I \times \mathbb{R} \times \mathbb{T}) \) for \( \frac{3}{8} < \beta < 1 \) to the one-discrete-component quintic resonant nonlinear Schrödinger system (4.1) with \( M(\tilde{u}) = m_0 \), which is almost periodic in the sense that there exists \( (x(t), \xi(t), N(t)) \in \mathbb{R} \times \mathbb{R} \times \mathbb{R}^+ \) such that for any \( \eta > 0 \), there exists \( C(\eta) > 0 \) such that for \( t \in I \),

\[
(4.7) \quad \int_{|x-x(t)| \geq C(\eta) N(t)} \left\| \tilde{u}(t,x) \right\|_{h^1}^2 \, dx + \int_{|\xi-\xi(t)| \geq C(\eta) N(t)} \left\| \tilde{u}(t,\xi) \right\|_{h^1}^2 \, d\xi < \eta,
\]

where \( I \) the maximal lifespan interval. Moreover, we can take \( N(0) = 1, x(0) = \xi(0) = 0, N(t) \leq 1 \) on \([0, \infty)\) with \([0, \infty) \subset I \), and

\[
|N'(t)| + |\xi'(t)| \leq N(t)^3.
\]
We now fix three small constants

\[ 0 < \epsilon_3 \ll \epsilon_2 \ll \epsilon_1 < 1 \]

satisfying

\[ |N'(t)| + |\xi'(t)| \leq 2^{-20} \epsilon_1^{-\frac{1}{2}} N(t)^3, \]

\[ \int_{|x-x(t)| \geq 2^{-20} \epsilon_1^{-\frac{1}{2}} N(t)} \|\tilde{u}(t,x)\|_{H^1}^2 \, dx + \int_{|\xi-\xi(t)| \geq 2^{-20} \epsilon_1^{-\frac{1}{2}} N(t)} \|\hat{u}(t,\xi)\|_{L^2}^2 \, d\xi < \epsilon_2^2. \]

By using the argument in \[10-12, 33\], we have the following facts on the almost periodic solution in the above theorem:

**Lemma 4.11.** (1) There exists \( \delta(\tilde{u}) > 0 \) such that for any \( t_0 \in I \),

\[ \|\tilde{u}\|_{L^6_{t,x} L^6_{t,x}^\beta([t_0,t_0+\frac{\delta}{N(t_0)^2}] \times \mathbb{R})} \sim \|\tilde{u}\|_{L^6_{t,x} L^6_{t,x}^\beta([t_0,t_0+\frac{\delta}{N(t_0)^2}] \times \mathbb{R})} \sim 1. \]

(2) If \( J \) is an interval with \( \|\tilde{u}\|_{L^6_{t,x} L^6_{t,x}^\beta(J \times \mathbb{R})} = 1 \), then for \( t_1, t_2 \in J \), \( N(t_1) \sim N(t_2) \), and \( |\xi(t_1) - \xi(t_2)| \lesssim N(J) \), where \( N(J) : = \sup_{t \in J} N(t) \). In addition,

\[ N(J) \sim \int_J N(t)^3 \, dt \sim \inf_{t \in J} N(t), \]

**4.2. Long time Strichartz estimate.** Now we are ready to establish the long time Strichartz estimate which is a strong tool for us to exclude the almost periodic solution. Long time Strichartz estimate is first developed by B. Dodson in solving mass critical NLS problems and has been proved as an important technique in the area of dispersive evolution equation. See \[7, 13, 32, 37, 38, 53, 55\] for the application first developed by B. Dodson in solving mass critical NLS problems and has been proved as an important which is a strong tool for us to exclude the almost periodic solution. Long time Strichartz estimate is

First, we construct function spaces \( U^p_{\Delta} (L^2 h^\beta; \mathbb{R}) \) and \( V^p_{\Delta} (L^2 h^\beta; \mathbb{R}) \) as in \[11, 12\] and we can get similar estimates with little modifications.

**Definition 4.12 (\( U^p_{\Delta} (H; \mathbb{R}) \) spaces).** Let \( 1 \leq p < \infty \), and \( H \) be a complex Hilbert space. A \( U^p_{\Delta} (H; \mathbb{R}) \)-atom is a piecewise defined function, \( \tilde{a} : \mathbb{R} \to H \), and

\[ \tilde{a} = \sum_{k=1}^{K} \chi_{[t_{k-1}, t_k)} e^{it\Delta} \tilde{\phi}_{k-1}, \]

where \( \chi_{[t_{k-1}, t_k)} \) is the characteristic function of the interval \([t_{k-1}, t_k)\) and \( \tilde{a} \) is a piecewise defined function.
where \( \{t_k\}_{k=0}^{K} \subseteq \mathcal{Z} \) and \( \{\tilde{\phi}_k\}_{k=0}^{K-1} \subseteq H \) with \( \sum_{k=0}^{K} \|\tilde{\phi}_k\|_H^p = 1 \). Here we let \( \mathcal{Z} \) be the set of finite partitions \(-\infty < t_0 < t_1 < \ldots < t_K \leq \infty \) of the real line.

The atomic space \( U^p_{\Delta}\left(H;\mathbb{R}\right) \) consists of all functions \( \tilde{u}: \mathbb{R} \to H \) such that

\[
\tilde{u} = \sum_{j=1}^{\infty} \lambda_j \tilde{a}_j \text{ for } U^p_{\Delta}-\text{atoms } \tilde{a}_j,
\]

\( \{\lambda_j\}_{j \geq 1} \in l^1 \), with norm

\[
\|\tilde{u}\|_{U^p_{\Delta}(H;\mathbb{R})} := \inf \left\{ \sum_{j=1}^{\infty} |\lambda_j| : \tilde{u} = \sum_{j=1}^{\infty} \lambda_j \tilde{a}_j, \lambda_j \in \mathbb{C}, \tilde{a}_j \text{ is } U^p_{\Delta}-\text{atom} \right\}.
\]

\textbf{Definition 4.13} (\( V^p_{\Delta}(H;\mathbb{R}) \) spaces). Let \( 1 \leq p < \infty \), and \( H \) be a complex Hilbert space. We define \( V^p_{\Delta}(H;\mathbb{R}) \) as the space of all functions \( \tilde{v}: \mathbb{R} \to H \) such that

\[
\|\tilde{v}\|_{V^p_{\Delta}(H;\mathbb{R})} := \|\tilde{v}\|_{L^p_t H} + \sup_{\{t_k\} \geq 0} \left\| e^{-i t_k \Delta} v(t_k) - e^{-i t_{k+1}} v(t_{k+1}) \right\|_H^p.
\]

We usually take \( H = L^2 h^\beta \) in our argument, where \( \frac{1}{4} < \beta < 1 \). We list some properties of these function spaces as follows: (since the proofs are similar to the mass-critical nonlinear Schrödinger equation case, so we omit the proofs.)

\textbf{Lemma 4.14} (\cite{22, 34}). The function spaces \( U^p_{\Delta}(L^2 h^\beta) \) and \( V^p_{\Delta}(L^2 h^\beta) \) obey the embeddings

\[
U^p_{\Delta}(L^2 h^\beta) \subseteq V^p_{\Delta}(L^2 h^\beta) \subseteq U^q_{\Delta}(L^2 h^\beta) \subseteq L^\infty(L^2 h^\beta), \text{ when } p < q.
\]

We define \( DU^p_{\Delta}(L^2 h^\beta) \) be the space of functions

\[
DU^p_{\Delta}(L^2 h^\beta) = \{(i \partial_t + \Delta) \tilde{u} : \tilde{u} \in U^p_{\Delta}(L^2 h^\beta)\}.
\]

According to Duhamel’s formula,

\[
\|\tilde{u}\|_{U^p_{\Delta}(L^2 h^\beta)} \leq \|\tilde{u}(0)\|_{L^2 h^\beta} + \|(i \partial_t + \Delta)\tilde{u}\|_{DU^p_{\Delta}(L^2 h^\beta)}.
\]

Moreover, we have the duality relation

\[
(DU^p_{\Delta}(L^2 h^\beta))^* = V^p_{\Delta}(L^2 h^\beta).
\]

\textbf{Lemma 4.15}. Suppose \( J = \bigcup_{j=1}^{k} J^j \), where \( J^j = [a_j, b_j] \) are consecutive intervals, and \( a_{j+1} = b_j \). Then for any \( t_0 \in J \),

\[
\left\| \int_{t_0}^{t} e^{i(t-t') \Delta} \tilde{F}(\tau) d\tau \right\|_{U^2_{\Delta}(L^2 h^\beta; J)} \leq \sum_{j=1}^{k} \left\| \int_{J^j} e^{-i\tau \Delta} \tilde{F}(\tau) d\tau \right\|_{L^2 h^\beta} + \left( \sum_{j=1}^{k} \|\tilde{F}\|_{DU^2_{\Delta}(L^2 h^\beta; J)^*}^2 \right)^{1/2}.
\]

Moreover, we also have

\[
\|\tilde{u}\|_{L^p_t L^2 h^\beta(I)} \leq \|\tilde{u}\|_{U^p_{\Delta}(L^2 h^\beta; I)}.
\]

\textbf{Theorem 4.16} (Bilinear Strichartz estimates). If \( \tilde{u}_0 \) is supported on \( |\xi| \sim N \) and \( \tilde{v}_0 \) is supported on \( |\xi| \sim M \), \( M \ll N \), we have

\[
\|e^{it \Delta} \tilde{u}_0\|_{H^\beta} \|e^{it \Delta} \tilde{v}_0\|_{H^\beta} \leq \left( \sum_{I \in \mathcal{N}_{\epsilon \delta}} \|F\|_{DU^2_{\Delta}(L^2 h^\beta; I)}^2 \right)^{1/2}.
\]

For \( k_0 \in \mathbb{Z} \), and Let \( [0, T] \) be an interval such that \( \|\tilde{u}\|_{L^6_{\Delta} L^2 h^\beta([0, T])} = 2^{k_0} \) and \( \int_0^T N(t)^3 dt = \epsilon_3 2^{k_0} \). We then partition \([0, T] = \bigcup_{l=0}^{2^{k_0}-1} J_l \) with \( \|\tilde{u}\|_{L^6_{\Delta} L^2 h^\beta(J_l)} = 1 \). As a convention, we call \( J_l \) the small intervals.
Definition 4.17 ($G_k^j$-intervals). For an integer $0 \leq j < k_0$, $0 \leq k < 2^{k_0-j}$, let

$$G_k^j = \bigcup_{\alpha = k 2^j}^{(k+1) 2^j - 1} J^\alpha,$$

where $J^\alpha$ satisfies $[0, T] = \bigcup_{\alpha = 0}^{2^{k_0-1}} J^\alpha$ with

$$\int_{J^\alpha} \left( N(t)^3 + \epsilon_3 \| \tilde{u}(t) \|_{L^6_x L^3_t (\mathbb{R}^3 \times \mathbb{Z})}^6 \right) dt = 2 \epsilon_3.$$

For $j \geq k_0$, let $G_k^j = [0, T]$. Now suppose $G_k^j = [t_0, t_1]$, we define $\xi(G_k^j) = \xi(t_0)$.

Lemma 4.18. If $J$ is a time interval with $\| \tilde{u} \|_{L^6_x L^3_t (J)} \lesssim 1$, then

$$\| \tilde{u} \|_{U^2_\Delta (L^2 h^\beta; J)} \lesssim 1 \text{ and } \left\| P_{\geq 2^{-4} \epsilon_3^2 N(J)} \tilde{u} \right\|_{U^2_\Delta (L^2 h^\beta; J)} \lesssim \epsilon_2;$$

where $N(J) = \sup_{t \in J} N(t)$. Moreover, we have

$$\| \tilde{u} \|_{L^p_t L^q_x (J)} \lesssim 1 \text{ and } \left\| P_{\geq 2^{-4} \epsilon_3^2 N(J)} \tilde{u} \right\|_{L^p_t L^q_x (J)} \lesssim \epsilon_2,$$

where $(p, q)$ is $L^2(\mathbb{R})$-admissible.

We now introduce the following $\tilde{X}_{k_0}$ space, which is a refinement of the $U^2_\Delta (L^2 h^\beta)$ both in frequency and time interval, which also capture the some type of smoothness in high frequency due to the long time Strichartz estimate. The construction base on the refinement of the frequency first, then we introduce a factor related to frequency $2^{i-j}$ to the low frequency $i \leq j$, at last we refine the time interval to the small interval for $i < j$, which leads to the following $\tilde{X}_{k_0}$ space.

Definition 4.19 ($\tilde{X}_{k_0}$ spaces). For any $G_k^j \subseteq [0, T]$, let

$$\| \tilde{u} \|_{X(G_k^j)} := \left( \sum_{0 \leq i < j} 2^{-i-j} \sum_{G^j_k \subseteq G_k^j} \left\| P_{\xi(G^j_k) \leq 2^{-i} \leq \xi + 2} \tilde{u} \right\|_{U^2_\Delta (L^2 h^\beta; G_k^j)}^2 + \left\| P_{\xi(G^j_k) \leq 2^{-j} \leq \xi + 2} \tilde{u} \right\|_{U^2_\Delta (L^2 h^\beta; G_k^j)}^2 \right)^{1/2},$$

where $P_{\xi(t), \xi \leq i \leq i+2} \tilde{u}(t, x) = e^{i \xi \xi(t)} P_{i \leq \xi \leq i+2} (e^{-i \xi \xi(t)} \tilde{u}(t, x)).$

We then define

$$\| \tilde{u} \|_{\tilde{X}_{k_0}([0, T])} := \sup_{0 \leq j < k_0} \sup_{G_k^j \subseteq [0, T]} \| \tilde{u} \|_{X(G_k^j)}.$$

For $0 \leq k_* < k_0$, we also let

$$\| \tilde{u} \|_{\tilde{X}_{k_*}([0, T])} := \sup_{0 \leq j \leq k_*} \sup_{G_k^j \subseteq [0, T]} \| \tilde{u} \|_{X(G_k^j)}.$$

Lemma 4.20. For $i < j$, $(p, q)$ an admissible pair, we have

$$\left\| P_{\xi(t), \xi \leq i} \tilde{u} \right\|_{L^p_t L^q_x (G_k^j \times \mathbb{R})} \lesssim 2^{-j} \| \tilde{u} \|_{X(G_k^j)}; \quad \left\| P_{\xi(t), \xi \geq j} \tilde{u} \right\|_{L^p_t L^q_x (G_k^j \times \mathbb{R})} \lesssim \| \tilde{u} \|_{X(G_k^j)}.$$

The following is the main theorem in this subsection, i.e. the long time Strichartz estimate:

Theorem 4.21 (Long time Strichartz estimate). Suppose $\tilde{u}$ is the almost periodic solution to (4.1) in theorem 4.10. Then there exists a constant $C > 0$ (depending only on the size of initial data), such that for $k_0 \in \mathbb{Z}_+$, $\epsilon_1, \epsilon_2, \epsilon_3$ satisfying (4.8), (4.9), (4.10),

$$(4.11) \quad \| \tilde{u} \|_{L^6_x L^3_t (\hat{X}_{k_0}([0, T]))} \lesssim C.$$
Remark 4.22. Throughout this subsection, the implicit constant depends only on \( u \) and not on \( k_0 \) or \( \epsilon_1, \epsilon_2, \epsilon_3 \).

Proof. The main idea is: first, we reduce the estimate to the low frequency of the Duhamel term; and then we estimate the low frequency part of the Duhamel term based on a bootstrap argument follows as in B. Dodson’s 1d mass critical NLS result (\cite{12}). At last, we consider two situations according to the frequency decomposition and prove the bootstrap argument for those two cases. The estimate for the linear part and the high frequency part is similar as in \cite{12}.

According to definition \textsuperscript{4.19}, it suffices to prove that there exists a constant \( C > 0 \) such that for any \( 0 \leq j \leq k_0 \) and \( G_k^j \subset [0, T] \),

\begin{equation}
\sum_{0 \leq i < j} 2^{i-j} \sum_{G_k^i \subset G_k^j} \left\| P_{\xi(G_k^i),i-2 \leq \xi \leq i+2} \bar{u} \right\|_{U_2^1(L^2 h^3 ; G_k^i)}^2 + \sum_{i \geq j} \left\| P_{\xi(G_k^i),i-2 \leq \xi \leq i+2} \bar{u} \right\|_{U_2^1(L^2 h^3 ; G_k^i)}^2 \leq C. \tag{4.12}
\end{equation}

By the Duhamel principle,

\begin{equation}
\sum_{0 \leq i < j} 2^{i-j} \sum_{G_k^i \subset G_k^j} \left\| P_{\xi(G_k^i),i-2 \leq \xi \leq i+2} \bar{u} \right\|_{U_2^1(L^2 h^3 ; G_k^i)}^2 \leq \left\| P_{\xi(G_k^i),i-2 \leq \xi \leq i+2} \bar{u}(t^i) \right\|_{L^2 h^3(\mathbb{R})}^2 + \left\| P_{\xi(G_k^i),i-2 \leq \xi \leq i+2} \bar{F}(\bar{u}(\tau))d\tau \right\|_{U_2^1(L^2 h^3 ; G_k^i)}^2.
\end{equation}

For any \( 0 \leq i < j \), \( G_k^i \subset G_k^j \), choose \( t^i \) such that

\begin{equation}
\left\| P_{\xi(G_k^i),i-2 \leq \xi \leq i+2} \bar{u}(t^i) \right\|_{L^2 h^3(\mathbb{R})}^2 = \inf_{t \in G_k^i} \left\| P_{\xi(G_k^i),i-2 \leq \xi \leq i+2} \bar{u}(t) \right\|_{L^2 h^3(\mathbb{R})}^2.
\end{equation}

It is easy to estimate the linear part, so it suffices to control the following nonlinear part.

\begin{equation}
\sum_{0 \leq i < j} 2^{i-j} \sum_{G_k^i \subset G_k^j} \left\| P_{\xi(G_k^i),i-2 \leq \xi \leq i+2} \bar{F}(\bar{u}(\tau))d\tau \right\|_{U_2^1(L^2 h^3 ; G_k^i)}^2 + \sum_{i \geq j} \left\| P_{\xi(G_k^i),i-2 \leq \xi \leq i+2} \bar{F}(\bar{u}(\tau))d\tau \right\|_{U_2^1(L^2 h^3 ; G_k^i)}^2.
\end{equation}

Furthermore, the high frequency part of the nonlinear term is easier to control. Therefore, it suffices to estimate the low frequency part and the proof is based on a bootstrap argument. The bootstrap argument can be proved by using the following theorem.

Theorem 4.23.

\begin{equation}
\sum_{i \geq j} \left\| P_{\xi(G_k^i),i-2 \leq \xi \leq i+2} \bar{F}(\bar{u}(\tau))d\tau \right\|_{U_2^1(L^2 h^3 ; G_k^i)}^2 \leq \frac{\epsilon^{\frac{1}{2}}}{2} \left( 1 + \| \bar{u} \|_{X_j([0,T])} \right)^4.
\end{equation}
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As in [11][12], an important idea to estimate the left hand is to split the terms by frequencies into two parts. And we just need to deal with the two parts respectively. First, we start with a
In order to prove Theorem 4.24 we need to do some preparations as follows. Since $N(G_{\alpha}^i) \leq 2^{i-5}\epsilon_3^3$,}

\[
\left\| \sum_{(j_1, j_2, j_3, j_4) \in \mathcal{R}(j)} P_{\xi(G^i_{\alpha}), \xi-G} u_{j_1} P_{\xi(G^i_{\alpha}), \xi-G} u_{j_2} u_{j_3} u_{j_4} u_{j_5} \right\|_{L^2_t L^6_x h^{\beta}(G_{\alpha}^i \times \mathbb{R})} \\
\leq \epsilon_2 \left\| \tilde{u} \right\|_{X(G_{\alpha}^i)} \left( \sum_{l_0 \geq i-5} 2^{i-l_0} \left\| P_{\xi(G^i_{\alpha})} u_{l_0} \tilde{u} \right\|_{U^2_2(L^2 h^{\beta}; G_{\alpha}^i)} \right)^{\frac{3}{2}}.
\]

Now take $\tilde{v}$ satisfying it is supported on $|\xi - \xi(G_{\alpha}^i)| \sim 2^i$ and $\left\| \tilde{v} \right\|_{V^2_3(L^2 h^{\beta}; G_{\alpha}^i)} = 1$. Noticing

\[
\left\| P_{\xi(t), \xi-G} u_{l_1} u_{j_1} u_{j_2} u_{j_3} u_{j_4} u_{j_5} \right\|_{L^2_t L^{18} h^{\beta}(G_{\alpha}^i \times \mathbb{R})} \leq \left\| \tilde{u} \right\|_{X(G_{\alpha}^i)},
\]

\[
\int_{(j_1, j_2, j_3, j_4) \in \mathcal{R}(j)} P_{\xi(G^i_{\alpha}), \xi-G} u_{j_1} P_{\xi(G^i_{\alpha}), \xi-G} u_{j_2} u_{j_3} u_{j_4} u_{j_5} \left| \tilde{u} \right| dt \\
\leq \left\| P_{\xi(t), \xi-G} u_{l_1} \right\|_{L^2_t L^{18} h^{\beta}(G_{\alpha}^i \times \mathbb{R})} \left\| \tilde{v} \right\|_{h^{\beta}} \left\| P_{\xi(t), \xi-G} u_{l_1} \right\|_{L^3_t x(G_{\alpha}^i)} \\
\leq \epsilon_2 \left\| \tilde{u} \right\|_{X(G_{\alpha}^i)} \left( \sum_{l_0 \geq i-5} 2^{i-l_0} \left\| P_{\xi(G^i_{\alpha})} u_{l_0} \tilde{u} \right\|_{U^2_2(L^2 h^{\beta}; G_{\alpha}^i)} \right)^{\frac{3}{2}}.
\]

**Proof of Theorem 4.24** For any $0 \leq l \leq j$, $G^i_k$ overlaps $2^{j-l}$ intervals $G^i_j$, and for $0 \leq i \leq l$, each $G^i_j$ overlaps $2^{l-i}$ intervals $G^i_\alpha$. Moreover, each $G^i_\alpha$ is the subset of one $G^j_k$. By (4.16), (4.18) and interpolation, the first term of the left hand side in the Theorem 4.24 is controlled by

\[
\leq \left( \epsilon_2 \left\| \tilde{u} \right\|_{X(G_{\alpha})}^6 + \epsilon_2 \left\| \tilde{u} \right\|_{X(G_{\alpha})}^8 \right) \sum_{0 \leq i \leq j} \sum_{G^i_k \subset G^j_k} 2^{l-10} \left\| P_{\xi(G^i_k), l} \tilde{u} \right\|_{U^2_2(L^2 h^{\beta}; G^i_k)}^2.
\]

And

\[
\sum_{0 \leq i \leq j} 2^{i-j} \sum_{G^i_k \subset G^j_k} 2^{l-10} \left\| P_{\xi(G^i_k), l} \tilde{u} \right\|_{U^2_2(L^2 h^{\beta}; G^i_k)}^2 \\
\leq \sum_{0 \leq i \leq j} 2^{i-j} \sum_{G^i_k \subset G^j_k} \sum_{-i \leq l \leq -10} 2^{l-10} \left\| P_{\xi(G^i_k), l} \tilde{u} \right\|_{U^2_2(L^2 h^{\beta}; G^i_k)}^2 + \sum_{0 \leq i \leq j} 2^{l-j} \sum_{G^i_k \subset G^j_k} \left\| P_{\xi(G^i_k), l} \tilde{u} \right\|_{U^2_2(L^2 h^{\beta}; G^i_k)}^2 \left( \sum_{0 \leq i \leq j} 2^{i-j} \right) \\
+ \sum_{0 \leq i \leq j} \sum_{l \geq j} \left\| P_{\xi(G^i_k), l} \tilde{u} \right\|_{U^2_2(L^2 h^{\beta}; G^i_k)}^2 \\
\leq \left\| \tilde{u} \right\|_{X^2_2([0,T])}^2.
\]

Now we take the second term (four low frequency part) by using Theorem 4.25 as follows:
Theorem 4.25. 
\[
\sum_{0 \leq i < j} 2^{i-j} \sum_{0 \leq l_5 \leq \ldots \leq l_3 \leq l_2 \leq i-10} \sum_{G_{l_3}^i \subset G_{l_2}^i} \left| \int_{t_{l_3}}^t \sum_{(j_1, j_2, j_3, j_4) \in \mathcal{R}(j)} \right| P_{\xi(G_{l_3}^i), i-5 \leq i \leq 5} u_{j_1} P_{\xi(\tau), l_2} u_{j_2} P_{\xi(\tau), l_3} u_{j_3} P_{\xi(\tau), l_4} u_{j_4} \ \cdot \ \tilde{u}_{j_4} \right| \left( \tau \right) \mathbf{d}\tau \right| ^{2} \left| U_{l_4}^2 (L^2 h^3; G_{l_4}^i) \right|
\]
\[+ \sum_{i \geq j} 2^{i-j} \sum_{0 \leq l_5 \leq \ldots \leq l_3 \leq l_2 \leq i-10} \left| \int_{t_{l_3}}^t \sum_{(j_1, j_2, j_3, j_4) \in \mathcal{R}(j)} \right| P_{\xi(G_{l_3}^i), i-5 \leq i \leq 5} u_{j_1} P_{\xi(\tau), l_2} u_{j_2} P_{\xi(\tau), l_3} u_{j_3} P_{\xi(\tau), l_4} u_{j_4} \ \cdot \ \tilde{u}_{j_4} \right| \left( \tau \right) \mathbf{d}\tau \right| ^{2} \left| U_{l_4}^2 (L^2 h^3; G_{l_4}^i) \right|
\]

Similar as dealing with Theorem 4.24 before proving Theorem 4.25, we need to do some preparations as follows:

For a given $G_{\alpha}$, there are at most two small intervals $J_1, J_2$ that overlap $G_{\alpha}$ but are not contained in $G_{\alpha}$. Let $G^i_{\alpha} = G_{\alpha} \setminus (J_1 \cap J_2)$. By the Sobolev embedding theorem,
\[
\left\| P_{\xi(t), l_4} \tilde{u} \right\|_{L^2_{t,x}^\infty (J_1 \times \mathbb{R})} \lesssim 2^{\frac{3l_4^2}{2}} e_2 + 2^{\frac{l_4}{2}} N (J_1)^3 \epsilon_3^{-\frac{1}{2}}.
\]

By using this, as in [12], we can obtain
\[
\left\| P_{\xi(G_{l_3}^i), i-5 \leq i \leq 5} u_{l_3} \right\|_{L^2_{t,x}^2 (G_{l_3}^i \times \mathbb{R})} \lesssim e_2 \left\| P_{\xi(G_{l_3}^i), i-5 \leq i \leq 5} \tilde{u} \right\|_{L^2_{t,x}^2 (G_{l_3}^i \times \mathbb{R})} \left\| u \right\|_{X(G_{l_3}^i)} + 1.
\]

**Proof.** Using Lemma 4.15 we partition $G_{\alpha}^i$ into sets $G_{\alpha}^{l_3}$. Let $\tilde{v}_{l_3}^2$ satisfies $\text{L}^2 h^3 = 1$ and its Fourier transform supported in $|\xi - \xi(G_{l_3}^i)| \sim 2^j$. Then by using Lemma 4.16 and Definition 4.19
\[
\sum_{G_{l_3}^{j} \subset G_{l_3}^{i}} \left\| e^{it\Delta} \tilde{v}_{l_3}^2 \right\|_{L^2_{t,x}^2 (G_{l_3}^{j} \times \mathbb{R})} \lesssim 2^{\frac{1}{2}} \left\| P_{\xi(t), l_3} \tilde{u} \right\|_{L^2_{t,x}^2 (G_{l_3}^{j} \times \mathbb{R})} \left( \left\| \tilde{u} \right\|_{X(G_{l_3}^{j})} \right).
\]

We use it to obtain
\[
\sum_{0 \leq l_5 \leq \ldots \leq l_3 \leq l_2 \leq i-10} \sum_{G_{l_3}^{j} \subset G_{l_3}^i} \left| \int_{G_{l_3}^{j}} e^{it\Delta} (P_{\xi(G_{l_3}^i), i-5 \leq i \leq 5} u_{j_1} P_{\xi(\tau), l_2} u_{j_2} P_{\xi(\tau), l_3} u_{j_3} P_{\xi(\tau), l_4} u_{j_4} \tilde{u}_{j_4}) \left( \tau \right) \mathbf{d}\tau \right| \left| U_{l_4}^2 (L^2 h^3; G_{l_4}^i) \right|
\]
\[\lesssim \epsilon_2 \left\| P_{\xi(G_{l_3}^i), i-5 \leq i \leq 5} \tilde{u} \right\|_{U_{l_4}^2 (L^2 h^3; G_{l_4}^i)} \left( 1 + \left\| u \right\|_{X(G_{l_3}^i)} \right)^2.
\]

This takes care of the first term in Lemma 4.15. Now we turn to the second term, for each $G_{l_3}^i$, we consider $\tilde{v}_{l_3}^1$ satisfying $\text{L}^2 h^3 = 1$ and $\tilde{v}_{l_3}^1$ is supported on $|\xi - \xi(G_{l_3}^i)| \sim 2^j$. The rest of the proof follows as Theorem 4.4 in [12]. This completes the proof of Theorem 4.25.

We can now finish the proof of Theorem 4.21 by collecting the above theorems.

According to Definition 4.19 we have
\[
\text{(4.19)} \quad \left\| \tilde{u} \right\|_{X_0([0,T])} \leq C(\tilde{u}),
\]
\[
\left\| \tilde{u} \right\|_{\tilde{X}_{k+1}^0([0,T])} \leq 2 \left\| \tilde{u} \right\|_{\tilde{X}_{k}^0([0,T])}.
\]

Suppose
\[
\left\| \tilde{u} \right\|_{\tilde{X}_{k+1}^0([0,T])} \leq 2C_0,
\]
then by (4.13),
\[ \| \tilde{u} \|_{X_{k_{\ast}+1}([0,T])} \leq C(\tilde{u}) \left( 1 + \varepsilon_2^2 C_0^4 \right). \]
Taking \( C_0 = 2C(u), \varepsilon_2 > 0 \) sufficiently small closes the bootstrap and implies
\[ \| \tilde{u} \|_{X_{k_{\ast}+1}([0,T])} \leq C_0. \]
Thus theorem [4.21] follows from the base case (4.19) and the induction on \( k_{\ast}. \)

### 4.3. Frequency localized interaction Morawetz estimate

Before giving the frequency localized interaction Morawetz estimate, we show the following lemma.

**Lemma 4.26.** For \( \tilde{F}_j(\tilde{u}) = \sum_{(j_1,j_2,j_3,j_4,j_5) \in \mathcal{R}(j)} u_{j_1} \tilde{u}_{j_2} u_{j_3} \tilde{u}_{j_4} u_{j_5}, \) we have:
\[ \sum_{j \in \mathbb{Z}} \left( \tilde{F}_j(\tilde{u}), u_j \right)_p = -\frac{1}{3} \sum_{j \in \mathbb{Z}} \nabla \left( \tilde{u}_j \tilde{F}_j(\tilde{u}) \right), \]
where \( \{f,g\}_p := \Re(f \nabla \bar{g} - g \nabla \bar{f}) \) is the momentum bracket.

**Proof.** The idea to prove the above lemma is using the symmetric properties of the resonant index set, which can be justified straightforwardly, so we omit the proof. \( \Box \)

**Lemma 4.27.** For any \( L^2h^1 \) sequence \( \{ u_j \}_{j \in \mathbb{Z}} \), we have
\[ \sum_{j_1,j_2,j_3,j_4,j_5 \in \mathbb{Z}} \tilde{u}_{j_1} \tilde{u}_{j_2} u_{j_3} \tilde{u}_{j_4} u_{j_5} \geq 0. \]

**Sketch of the proof.** The idea to prove the above lemma is minimization. First, we reduce the problem to the finite case and we can regard the expression on left hand side to be a multi-variable function; Second, we show the function obtains zero at its critical point by noting the homogeneous property; Moreover, we prove for each single variable, the corresponding function is convex, and so the minimum can only be obtained at the critical points instead of the boundary. Thus, the multi-variable function gains minimum 0 at the original point, which implies it is non-negative.

**Remark 4.28.** We consider the \( \mathbb{R} \times \mathbb{Z} \) case for the above two lemmas. The analogues of Lemmas 4.26 and 4.27 for the \( \mathbb{R} \times \mathbb{Z}^2 \) case also hold with very similar proofs.

**Remark 4.29.** The reason that we need to check and use Lemmas 4.26 and 4.27 is to ensure the term related to the momentum bracket in the proof of the interaction Morawetz estimate (4.21) is positive definite. The analogues of the above two lemmas for the mass-critical nonlinear Schrödinger equation case are trivially true.

The following theorem is the main theorem of this subsection and we rely on it heavily to exclude the quasi-soliton scenario (see Theorem 4.32).

**Theorem 4.30** (Low-frequency localized interaction Morawetz estimate). Suppose \( \tilde{u}(t,x) \) is the almost periodic solution to (4.1) on \( [0,T] \) with \( \int_0^T N(t)^3 \, dt = \varepsilon_3 K. \) Then
\[ \left\| \sum_{j \in \mathbb{Z}} \partial_x \left( |P_{\leq K} u_j(t,x)|^2 \right) \right\|_{L_{t,x}^2([0,T] \times \mathbb{R})}^2 \lesssim \sup_{t \in [0,T]} M_I(t) + o(K), \]
where $o(K)$ is a quality such that $\frac{o(K)}{K} \to 0$ as $K \to \infty$, and

$$
(4.20) \quad M_I(t) := \sum_{j,j' \in \mathbb{Z}} \iint_{\mathbb{R}^2} a(x-y) |P_{\leq CK} u_j(t, y)|^2 \mathcal{J} \left( \overline{P_{\leq K} u_{j'}(t, x)} P_{\leq K} u_j(t, x) \right) \, dx \, dy
$$

is the frequency localized interaction Morawetz action. For this problem, we take $a(x-y) = \frac{x-y}{|x-y|}$. More generally, we can obtain the Morawetz estimate for general $a(x-y)$, where $a(x-y)$ is odd in $x-y$ and satisfying $\partial_x a(x-y)$ is bounded in $L^1_x$.

**Proof.** We can define the interaction Morawetz action to be

$$
M(t) = \sum_{j,j' \in \mathbb{Z}} \iint_{\mathbb{R}^2} a(x-y) |u_j(t, y)|^2 \mathcal{J} \left( u_{j'}(t, x) \partial_x u_{j'}(t, x) \right) \, dx \, dy.
$$

Integration by parts, together with Lemmas 4.26 and 4.27, then as in [40], we can prove

$$
(4.21) \quad \sum_{j \in \mathbb{Z}} \int_0^T \int_{\mathbb{R}} |\partial_x (|P_{\leq K} u_j(t, x)|^2)|^2 \, dx \, dt \lesssim \int_0^T M'(t) \, dt \lesssim \sup_{t \in [0, T]} |M(t)|.
$$

Similar as in [10–12], since $\dot{H}^1 h^\beta$ can not be controlled by $L^2 h^\beta$ norm, so we turn to the low-frequency localized interaction Morawetz action $M_I(t)$ defined in (4.20). Because of the low-frequency truncation, an error term will appear inevitably and our task is to control the error term, which can be controlled by the long time Strichartz estimate [4,11]. We have

$$
\sum_{j \in \mathbb{Z}} \int_0^T \int_{\mathbb{R}} |\partial_x (|P_{\leq K} u_j(t, x)|^2)|^2 \, dx \, dt \lesssim \int_0^T M'_I(t) \, dt + \varepsilon \lesssim \sup_{t \in [0, T]} |M_I(t)| + \varepsilon,
$$

where

$$
\varepsilon = 2 \sum_{j,j' \in \mathbb{Z}} \int_0^T \iint_{\mathbb{R}^2} a(x-y) \mathcal{J} \left( \overline{P_{\leq K} u_j P_{\leq K} \vec{F}_j(\vec{u})} \right) (t, y) \mathcal{J} \left( P_{\leq K} u_{j'}(t, x) \partial_x u_{j'}(t, x) \right) \, dx \, dy \, dt
$$

$$
+ \sum_{j,j' \in \mathbb{Z}} \int_0^T \iint_{\mathbb{R}^2} a(x-y) |P_{\leq K} u_j(t, y)|^2 \Re \left( \left( P_{\leq K} \vec{F}_j(\vec{u}) - \vec{F}_j P_{\leq K} \vec{u} \right) \partial_x P_{\leq K} u_{j'}(t, x) \right) \, dx \, dy \, dt
$$

$$
+ \sum_{j,j' \in \mathbb{Z}} \int_0^T \iint_{\mathbb{R}^2} a(x-y) |P_{\leq K} u_j(t, y)|^2 \Re \left( P_{\leq K} u_{j'}(t, x) \partial_x \left( \dot{F}_j(t, P_{\leq K} \vec{u}) - P_{\leq K} \dot{F}_j(\vec{u}) \right) \right) \, dx \, dy \, dt.
$$

It suffices to prove that $\varepsilon \lesssim o(K)$. Since $a(\cdot)$ is odd, we have

$$
(4.22) \quad \varepsilon = 2 \sum_{j,j' \in \mathbb{Z}} \int_0^T \iint_{\mathbb{R}^2} a(x-y) \mathcal{J} \left( P_{\leq K} u_j(t, y) \partial_x - i \xi(t) \right) P_{\leq K} u_{j'}(t, x) \, dx \, dy \, dt
$$

$$
+ \sum_{j,j' \in \mathbb{Z}} \int_0^T \iint_{\mathbb{R}^2} a(x-y) |P_{\leq K} u_j(t, y)|^2 \Re \left( P_{\leq K} \vec{F}_j(\vec{u}) - \vec{F}_j(t, P_{\leq K} \vec{u}) \right) (t, x) \, dx \, dy \, dt
$$

$$
+ \sum_{j,j' \in \mathbb{Z}} \int_0^T \iint_{\mathbb{R}^2} a(x-y) |P_{\leq K} u_j(t, y)|^2 \Re \left( P_{\leq K} u_{j'}(t, x) \partial_x - i \xi(t) \right) \left( \dot{F}_j(t, P_{\leq K} \vec{u}) - P_{\leq K} \dot{F}_j(\vec{u}) \right) \, dx \, dy \, dt
$$

$$
: = I + II + III.
$$
Now it suffices to control the three high frequency error terms in (4.22) respectively. For \( \lambda = \frac{2^{\kappa_0}}{K} \), let \( \tilde{u}_\lambda(t,x) = \lambda^\frac{1}{2} \tilde{u}(\lambda^2 t, \lambda x) \), we have

\[
\| (\partial_x - i \xi(t)) P_{\leq K} \tilde{u} \|_{L^4_t L^{\infty}_x h^\beta([0,T] \times \mathbb{R})} \leq 2^{-k_0} K \| (\partial_x - i \lambda \xi(t)) P_{\leq 2^{\kappa_0}} \tilde{u}_\lambda \|_{L^4_t L^{\infty}_x h^\beta([0,T] \times \mathbb{R})}
\]

(4.23)

\[\leq 2^{-k_0} K \sum_{j=0}^{k_0+2} 2^j \| P_{\lambda^j \xi(t),j} \tilde{u}_\lambda \|_{L^4_t L^{\infty}_x h^\beta([0,T] \times \mathbb{R})} \lesssim K.\]

As in [10], we use a useful trick of frequency decomposition, i.e. considering \( u = P_{\leq \frac{K}{64}} u + P_{\geq \frac{K}{64}} u \) and the following basic fact:

**Lemma 4.31.** For \( \varphi \) in (1.6), we have for any \( \xi_1, \xi_2 \in \mathbb{R} \),

\[
| \varphi \left( \frac{\xi_2 + \xi_1}{K} \right) - \varphi \left( \frac{\xi_1}{K} \right) | \lesssim \frac{\xi_2}{K}.
\]

(4.24)

Similar as in the proof of Theorem 6.2 in [10], we can obtain an estimate as follows:

\[
\| P_{\leq K} \left( \sum_{(j_1,j_2,j_3,j_4, j_5) \in \mathcal{R}(j)} O \left( P_{K/2^3} u_{j_1} P_{K/2^3} u_{j_2} P_{K/2^3} u_{j_3} P_{K/2^3} u_{j_4} P_{K/2^3} u_{j_5} \right) \right) \right\|_{L^4_t L^{\infty}_x h^\beta([0,T] \times \mathbb{R})} \lesssim o(1).
\]

(4.25)

\[\left| \varphi \left( \frac{\xi_2 + \xi_1}{K} \right) - \varphi \left( \frac{\xi_1}{K} \right) \right| \lesssim \frac{\xi_2}{K}.
\]

Also, we can prove

\[
\| P_{\leq K} \left( \sum_{(j_1,j_2,j_3,j_4, j_5) \in \mathcal{R}(j)} O \left( P_{K/2^3} u_{j_1} P_{K/2^3} u_{j_2} P_{K/2^3} u_{j_3} P_{K/2^3} u_{j_4} P_{K/2^3} u_{j_5} \right) \right) \right\|_{L^4_t L^{\infty}_x h^\beta([0,T] \times \mathbb{R})} \lesssim o(1).
\]

(4.26)

And

\[
\| \sum_{(j_1,j_2,j_3,j_4, j_5) \in \mathcal{R}(j)} O \left( P_{K/2^3} u_{j_1} P_{K/2^3} u_{j_2} P_{K/2^3} u_{j_3} P_{K/2^3} u_{j_4} P_{K/2^3} u_{j_5} \right) \right\|_{L^4_t L^{\infty}_x h^\beta([0,T] \times \mathbb{R})} \lesssim o(1).
\]

(4.27)

By using (4.23), (4.25), (4.26), (4.27) and the conservation of the mass, we see

\[
II = \sum_{j,j' \in \mathbb{Z}} \int_0^T \int_{\mathbb{R}^2} a(x-y) |P_{\leq K} u_j(t,y)|^2 R \left( \left( P_{\leq K} \tilde{F}_j'(\tilde{u}) - \tilde{F}_j'(P_{\leq K} \tilde{u}) \right) (\partial_x - i \xi(t)) P_{\leq K} u_{j'} \right) (t,x) dx dy dt
\]

\[\lesssim \| P_{\leq K} u \|_{L^6_t L^{12}_x} \| P_{\leq K} \tilde{F}(\tilde{u}) - \tilde{F}(P_{\leq K} \tilde{u}) \|_{L^4_t L^{12}_x} \| (\partial_x - i \xi(t)) P_{\leq K} \tilde{u} \|_{L^4_t L^{12}_x} \lesssim o(K).
\]
Similarly, we can obtain
\[(4.28)\]

\[III = -II \]
\[= \sum_{j,j'} \int_0^T \int_{\mathbb{R}^2} \partial_x a(x-y) |P_{\leq K} u_j(t,y)|^2 |P_{\leq K} u_j(t,x)|^2 \Re \left( \overline{P_{\leq K} u_j(t,x)} \left( \tilde{F}_j (P_{\leq K} \tilde{u}) - P_{\leq K} \tilde{F}_j (\tilde{u}) \right) \right) dx dy dt = -II + IV. \]

It suffices to estimate the difference term IV, which can be handled as follows. Noticing \(\partial_x a(x-y)\) is an \(L^1\) function so by using Young’s inequality and then using (4.25), (4.26) and conservation law,
\[IV \lesssim \|P_{\leq K} \tilde{u}\|_{L^3_t L^2_y h^2([0,T])}^3 \|\tilde{F}(P_{\leq K} \tilde{u}) - P_{\leq K} \tilde{F}(\tilde{u})\|_{L^4_t L^1_y h^2([0,T])} \lesssim o(K). \]

Finally, we turn to the term \(I\). Using the symmetric property of the resonance nonlinearity, we see
\[
\sum_{j \in \mathbb{Z}} \mathcal{J} (\overline{P_{\leq K} u_j} \tilde{F}_j (P_{\leq K} \tilde{u})) = 0.
\]

Thus, we can write
\[
\sum_{j \in \mathbb{Z}} \mathcal{J} (\overline{P_{\leq K} u_j} P_{\leq \frac{3}{2}} \tilde{F}_j (\tilde{u})) = \sum_{j \in \mathbb{Z}} \mathcal{J} (\overline{P_{\leq K} \tilde{F}_j (\tilde{u}) - \tilde{F}_j (P_{\leq K} \tilde{u}))}.
\]

By using (4.23), (4.25), (4.26) and (4.27),

\[(4.29)\]

\[\left\| \sum_{j \in \mathbb{Z}} \overline{P_{\leq K} u_j} \left( P_{\leq K} \tilde{F}_j (\tilde{u}) - \tilde{F}_j (P_{\leq K} \tilde{u}) \right) \right\|_{L^1_t L^\infty_y ([0,T] \times \mathbb{R})} \lesssim o(1).
\]

Similarly, we can obtain

\[(4.30)\]

\[\left\| \sum_{j \in \mathbb{Z}} \overline{P_{\leq K} u_j} \cdot \sum_{(j_1,j_2,j_3,j_4,j_5) \in \mathcal{R}(j)} \mathcal{O} \left( P_{\leq \frac{3}{2}} u_{j_1} \overline{P_{\leq \frac{3}{2}} u_{j_2}} P_{\leq \frac{3}{2}} u_{j_3} \overline{P_{\leq \frac{3}{2}} u_{j_4}} P_{\leq \frac{3}{2}} u_{j_5} \right) \right\|_{L^1_t L^\infty_y ([0,T] \times \mathbb{R})} \lesssim 1.
\]

Moreover, the Fourier transform of
\[
P_{\leq K} \left( \sum_{(j_1,j_2,j_3,j_4,j_5) \in \mathcal{R}(j)} \mathcal{O} \left( P_{\leq \frac{3}{2}} u_{j_1} \overline{P_{\leq \frac{3}{2}} u_{j_2}} P_{\leq \frac{3}{2}} u_{j_3} \overline{P_{\leq \frac{3}{2}} u_{j_4}} P_{\leq \frac{3}{2}} u_{j_5} \right) \right)
\]
\[- \sum_{(j_1,j_2,j_3,j_4,j_5) \in \mathcal{R}(j)} \mathcal{O} \left( P_{\leq \frac{3}{2}} u_{j_1} \overline{P_{\leq \frac{3}{2}} u_{j_2}} P_{\leq \frac{3}{2}} u_{j_4} \overline{P_{\leq \frac{3}{2}} u_{j_5}} P_{\leq \frac{3}{2}} u_{j_5} \right)
\]
\[= P_{\leq K} \left( \sum_{(j_1,j_2,j_3,j_4,j_5) \in \mathcal{R}(j)} \mathcal{O} \left( P_{\leq \frac{3}{2}} u_{j_1} \overline{P_{\leq \frac{3}{2}} u_{j_2}} P_{\leq \frac{3}{2}} u_{j_3} \overline{P_{\leq \frac{3}{2}} u_{j_4}} P_{\leq \frac{3}{2}} u_{j_5} \right) \right)
\]
\[- \sum_{(j_1,j_2,j_3,j_4,j_5) \in \mathcal{R}(j)} \mathcal{O} \left( P_{\leq \frac{3}{2}} u_{j_1} \overline{P_{\leq \frac{3}{2}} u_{j_2}} P_{\leq \frac{3}{2}} u_{j_3} \overline{P_{\leq \frac{3}{2}} u_{j_4}} P_{\leq \frac{3}{2}} u_{j_5} \right)
\]
is supported on $|\xi| \geq \frac{K}{4}$. And therefore the Fourier transform of
\[
P_{\leq K} u_j \left( P_{\leq K} \left( \sum_{(j_1, j_2, j_3, j_4, j_5) \in \mathcal{R}(j)} O \left( P_{\leq K} u_{j_1} P_{\leq K} u_{j_2} P_{\leq K} u_{j_3} P_{\leq K} u_{j_4} P_{\leq K} u_{j_5} \right) \right) - \sum_{(j_1, j_2, j_3, j_4, j_5) \in \mathcal{R}(j)} O \left( P_{\leq K} u_{j_1} P_{\leq K} u_{j_2} P_{\leq K} u_{j_3} P_{\leq K} u_{j_4} P_{\leq K} P_{\leq K} u_{j_5} \right) \right) \right)
\]
is supported on $|\xi| \geq \frac{K}{4}$.

The Sobolev embedding implies,
\[
(4.31) \quad \frac{1}{K} \left\| P_{\leq K} \tilde{u} \right\|_{L^4_t L^8_x h^\beta([0,T])} \lesssim 1.
\]
Since $N(t) \leq 1$, the almost periodicity (4.10) implies that
\[
(4.32) \quad \left\| (\partial_x - i\xi(t)) P_{\leq K} \tilde{u} \right\|_{L^2_x h^\beta} \lesssim o(K).
\]
By using integration by parts, (4.31), and (4.32), we have
\[
(4.33) \quad \sum_{j, j' \in \mathbb{Z}} \int_0^T \int_{\mathbb{R}^2} a(x-y) P_{\leq K} u_j \left( P_{\leq K} u_{j'} \cdot \sum_{(j_1, j_2, j_3, j_4, j_5) \in \mathcal{R}(j)} O \left( P_{\leq K} u_{j_1} P_{\leq K} u_{j_2} P_{\leq K} u_{j_3} P_{\leq K} u_{j_4} P_{\leq K} u_{j_5} \right) \right) (t, y) \quad \partial_x a(x-y) \frac{\partial}{\partial y} P_{\leq K} u_j \left( P_{\leq K} u_{j'} \cdot \sum_{(j_1, j_2, j_3, j_4, j_5) \in \mathcal{R}(j)} O \left( P_{\leq K} u_{j_1} P_{\leq K} u_{j_2} P_{\leq K} u_{j_3} P_{\leq K} u_{j_4} P_{\leq K} u_{j_5} \right) \right) (t, y) \quad \partial_x a(x-y) \frac{\partial}{\partial y} P_{\leq K} u_j \right) (t, x) dx dy dt
\]
\[
\lesssim \frac{1}{K} \left\| (\partial_x - i\xi(t)) P_{\leq K} \tilde{u} \right\|_{L^4_t L^8_x h^\beta([0,T])} \lesssim o(K).
\]
By (4.29), (4.30), and (4.33), we have
\[
I = 2 \sum_{j, j' \in \mathbb{Z}} \int_0^T \int_{\mathbb{R}^2} a(x-y) \mathcal{J} \left( P_{\leq K} u_j P_{\leq K} \tilde{F}_j(\tilde{u}) \right) (t, y) \mathcal{J} \left( P_{\leq K} u_j \partial_x P_{\leq K} u_{j'} \right) (t, x) dx dy dt \lesssim o(K).
\]
The proof of theorem 4.30 is now complete. \hfill \Box

4.4. Exclusion of the Rapid frequency cascade scenario and Quasi-soliton scenario.

**Theorem 4.32.** The almost periodic solution in Theorem 4.27 does not exist.

**Proof.** We rule out the critical element for the following two scenarios respectively.

**Case 1. Rapid frequency cascade** ($\int_0^\infty N(t)^3 dt = K < \infty$). Additional regularity is crucial for us to exclude this case. We can obtain additional regularity $\left\| \tilde{u}(t, x) \right\|_{L^\infty_t H^2_x h^\beta} \lesssim \epsilon_3^{-5} K^5$ by using the long time Strichartz estimate similar as in the [10,12].

Let $\xi_\infty = \lim_{t \to \infty} \xi(t)$, we have $|\xi_\infty| \leq 2^{-20} \epsilon_1^{-3} K$ by (4.9), so after making a Galilean transformation that shifts $\xi_\infty$ to the origin, we still have
\[
(4.34) \quad \left\| \tilde{u} \right\|_{L^\infty_t H^5_x h^\beta} \lesssim \epsilon_3^{-5} K^5,
\]
By (4.9) and \( \int_0^\infty N(t)^3 \, dt = K < \infty \), we have \( \xi(t) \to 0 \), and \( N(t) \to 0 \), as \( t \to \infty \). Together with the definition of almost periodic solution

\[
\| \tilde{u}(t) \|_{H^{1,0}} \leq \| P_{\xi(t),z} C(\eta) N(t) \tilde{u}(t) \|_{H^{1,0}} + \| P_{\xi(t),\leq C(\eta)} N(t) \tilde{u}(t) \|_{H^{1,0}} \\
\leq \| P_{\xi(t),z} C(\eta) N(t) \tilde{u}(t) \|_{L^{2/3}_x L^{6/5}_t} + \| P_{\xi(t),\leq C(\eta)} N(t) \tilde{u}(t) \|_{L^{2/3}_x L^{6/5}_t} + (C(\eta) N(t) + |\xi(t)|) \| \tilde{u}(t) \|_{L^2_t} \\
\leq \eta \epsilon_3^{-1} K + C(\eta) N(t) + |\xi(t)|,
\]

for any \( \eta > 0 \). Therefore, we have

\[
\| \tilde{u}(t) \|_{H^{1,0}} \to 0, \quad \text{as} \quad t \to \infty,
\]

By the Gagliardo-Nirenberg inequality and nonlinear estimates, we can show

\[
\mathcal{E}(\tilde{u}(t)) \lesssim \| \tilde{u}(t) \|_{H^{1,0}}^2 + \| \tilde{u}(t) \|_{L^{2/3}_x L^{6/5}_t}^4 \| \tilde{u}(t) \|_{H^{1,0}}^2 \to 0, \quad \text{as} \quad t \to \infty,
\]

which implies \( \mathcal{E}(\tilde{u}(t)) = 0 \), and thus \( u \equiv 0 \). This rules out the rapid frequency cascade case.

**Case 2. Quasi-solution** \( \int_0^\infty N(t)^3 \, dt = \infty \). In this case, by Hölder, Gagliardo-Nirenberg, interpolation, Sobolev, and also the definition of the Hölder continuity in [12], we have

\[
\sum_{j \in \mathbb{Z}} \int_{|x-x(t)| \leq c \left( \frac{|a|^2_{L^2(t)}}{100 N(t)} \right)} |P_{\leq K} u_j(t,x)|^2 \, dx \\
\lesssim \sum_{j \in \mathbb{Z}} \int_{|x-x(t)| \leq c \left( \frac{|a|^2_{L^2(t)}}{100 N(t)} \right)} |x-x(t)|^{1/2} \left| P_{\leq K} u_j(t,x) \right|^2 - \left| P_{\leq K} u_j(t,x(t)) \right|^2 \, dx \\
+ \sum_{j \in \mathbb{Z}} \int_{|x-x(t)| \leq c \left( \frac{|a|^2_{L^2(t)}}{100 N(t)} \right)} \left| P_{\leq K} u_j(t,x(t)) \right|^2 \, dx \\
\lesssim \sum_{j \in \mathbb{Z}} \int_{|x-x(t)| \leq c \left( \frac{|a|^2_{L^2(t)}}{100 N(t)} \right)} |x-x(t)|^{1/2} \left| P_{\leq K} u_j(t,x) \right|^2 - \left| P_{\leq K} u_j(t,x(t)) \right|^2 \, dx \\
+ \frac{1}{100} \left\| \left( \sum_{j \in \mathbb{Z}} |P_{\leq K} u_j(t,x)|^2 \right)^{1/2} \right\|_{L^2_x}^2 \\
\lesssim \left( \frac{C \left( \frac{|a|^2_{L^2(t)}}{100 N(t)} \right)}{N(t)} \right)^{3/2} \left\| \left( \sum_{j \in \mathbb{Z}} |P_{\leq K} u_j(t,x)|^2 \right)^{1/2} \right\|_{C_{\frac{1}{2}}(\mathbb{R})} + \| \tilde{u} \|_{L^2_t}^2 \\
\lesssim \left( \frac{C \left( \frac{|a|^2_{L^2(t)}}{100 N(t)} \right)}{N(t)} \right)^{3/2} \left\| \left( \sum_{j \in \mathbb{Z}} \partial_x \left( |P_{\leq K} u_j(t,x)|^2 \right) \right) \right\|_{L^2_t(\mathbb{R})} + \| \tilde{u} \|_{L^2_t}^2,
\]

where \( C_{\frac{1}{2}}(\mathbb{R}) \) is the homogeneous Hölder norm.
By Theorem 4.30 and (4.32), we have
\[ \left\| \sum_{j \in \mathbb{Z}} \partial_x \left( |P_{\leq K} u_j(t, x)|^2 \right) \right\|_{L_{x,t}^2([0,T] \times \mathbb{R})}^2 \lesssim o(K), \]
therefore, for \( K \geq C \left( \frac{|a|^2}{100} \right) \), we have
\[ \frac{\left\| \tilde{u} \right\|_{L_{x,t}^2}^2}{2} \leq \int_{|x-x(t)\leq N(t)|} c\left( \frac{|a|^2}{100} \right) \left\| P_{\leq K} \tilde{u}(t, x) \right\|_{L_x^2}^2 \, dx. \]
Thus
\[ \left\| \tilde{u} \right\|_{L_{x,t}^2(K)}^4 \sim \left\| \tilde{u} \right\|_{L_{x,t}^2}^4 \int_0^T N(t)^3 \, dt \leq \int_0^T N(t)^3 \left( \int_{|x-x(t)\leq N(t)|} c\left( \frac{|a|^2}{100} \right) \left\| P_{\leq K} \tilde{u}(t, x) \right\|_{L_x^2}^2 \, dx \right) \, dt \]
\[ \lesssim \left\| \sum_{j \in \mathbb{Z}} \partial_x \left( |P_{\leq K} u_j(t, x)|^2 \right) \right\|_{L_{x,t}^2([0,T] \times \mathbb{R})}^2 \lesssim o(K). \]
When \( K \) is sufficiently large, we can get a contradiction to \( \tilde{u} \neq 0 \). This completes the proof of theorem 4.1. \( \square \)

4.5. The resolution of the conjecture of Z. Hani and B. Pausader. In this subsection, we prove the global well-posedness and scattering for the two-discrete-component quintic nonlinear Schrödinger system arising in [23]. We consider the following Cauchy problem:
\[
\begin{cases}
    i \partial_t u_j + \Delta u_j = \sum_{(j_1, j_2, j_3, j_4, j_5) \in \mathcal{R}(j)} u_{j_1} \bar{u}_{j_2} u_{j_3} \bar{u}_{j_4} u_{j_5}, \\
    u_j(0) = u_{0,j}, \quad j \in \mathbb{Z}^2,
\end{cases}
\]
where \( \mathcal{R}(j) = \{ j_1, j_2, j_3, j_4, j_5 \in \mathbb{Z}^2 : j_1 - j_2 + j_3 - j_4 + j_5 = j, \, |j_1|^2 - |j_2|^2 + |j_3|^2 - |j_4|^2 + |j_5|^2 = |j|^2 \} \).

Remark 4.33. The difference of this problem from (4.1) is that the dimension of the discrete component is 2 instead of 1. In [23], Z. Hani and B. Pausader considered the defocusing quintic NLS on \( \mathbb{R} \times \mathbb{T}^2 \) and they prove scattering for the Cauchy problem with the \( H^1 \) initial data assuming scattering for the two-discrete-component quintic resonant nonlinear Schrödinger system.

Remark 4.34. Generally speaking, with the increase of the discrete dimension of the resonant system, the resonant relation will become more complicated, and the nonlinear estimates (see Lemma 4.7 and Lemma 4.8) will no longer hold and the scattering result are not expected when the discrete dimension is greater than 2. This observation also coincides with the waveguide case.

Remark 4.35. Since both of the two quintic resonant systems (when discrete dimension is less than or equal to 2) correspond to the 1d mass critical NLS problem, the main idea of solving these two problems is using the techniques in [12]. The difference between these two systems is the discrete dimension. The two-discrete-dimensional quintic resonant system has more complicated resonant relation, which complicates the nonlinearity, thus the nonlinearity need to be handled delicately.

The following theorem is the scattering theorem for the two-discrete-component quintic resonant nonlinear Schrödinger system:
Theorem 4.36 (Scattering for the two-discrete-component quintic resonant nonlinear Schrödinger system). Let $E > 0$, for any initial data $\tilde{u}_0$ satisfying

$$
\| \tilde{u}_0 \|_{L^2_t H^1(\mathbb{R} \times \mathbb{Z}^2)} := \left( \sum_{j \in \mathbb{Z}^2} (\sum_{j} j^2 |u_0,j(x)|^2)^{\frac{1}{2}} \right)_{L^2(\mathbb{R})} \leq E,
$$

there exists a global solution $\tilde{u} = \{u_j\}_{j \in \mathbb{Z}^2}$ to (4.35) satisfying

$$
\| \tilde{u} \|_{L^6_{t,x} H^1(\mathbb{R} \times \mathbb{R} \times \mathbb{Z}^2)} := \left( \sum_{j \in \mathbb{Z}^2} (\sum_{j} j^2 |u_j(t,x)|^2)^{\frac{3}{2}} \right)_{L^6_{t,x}(\mathbb{R} \times \mathbb{R})} \leq C,
$$

for some constant $C$ depends only on $\| \tilde{u}_0 \|_{L^2_t H^1}$, and the solution scatters in $L^2_t H^1$ in the sense that there exists $\{u_j^\pm\}_{j \in \mathbb{Z}^2} \in L^2_t H^1$ such that

$$
\left( \sum_{j \in \mathbb{Z}^2} (\sum_{j} j^2 |u_j(t) - e^{it\Delta_a} u_j^\pm|^2)^{\frac{3}{2}} \right)_{L^2(\mathbb{R})} \rightarrow 0, \text{ as } t \rightarrow \pm \infty.
$$

Similar as the one-discrete-component quintic resonant nonlinear Schrödinger system, (4.35) also has the following conserved quantities:

- **mass**: $\mathcal{M}_{a,b,c}(\tilde{u}(t)) = \int_\mathbb{R} \sum_{j \in \mathbb{Z}^2} (a + bj + cj^2)|u_j(t,x)|^2 \, dx$, where $a, b, c \in \mathbb{R}$,

- **energy**: $\mathcal{E}(\tilde{u}(t)) = \int_\mathbb{R} \sum_{j \in \mathbb{Z}^2} \frac{1}{2} |\nabla u_j(t,x)|^2 + \frac{1}{6} \sum_{j_1 \in \mathbb{Z}^2} \sum_{j_2 \in \mathbb{Z}^2} \sum_{j_3 \in \mathbb{Z}^2} \sum_{n \in \mathbb{N}} (u_{j_1} \bar{u}_{j_2} u_{j_3})(t,x)^2 \, dx$.

Before giving the local well-posedness, we give the following improvement of the elementary result in the Appendix (Lemma A.2 and Lemma A.3 in Page 1537-1539) of [23].

**Lemma 4.37.** For any $P \in \mathbb{R}^2$, $R > 0$, $\frac{7}{8} < \beta < 1$ and $A > 1$,

$$
\sum_{|p| \geq A, p \in \mathbb{Z}^2 \cap C(P,R)} (p)^{-2\beta} \lesssim A^{1 - 2\beta},
$$

where $C(P,R)$ denotes the circle of radius $R$ centered at $P$.

**Proof of Lemma 4.37.** By using the following result in Lemma A.3 in [23]: for any $k \geq 0$,

$$
|\{p: 2^k A \leq |p| \leq 2^{k+1} A, p \in C(P,R)\}| \lesssim 2^k A.
$$

We can obtain (4.37).

**Lemma 4.38.** For $\frac{7}{8} < \beta < 1$, we modified Lemma A.2 in [23] as follows:

$$
\sup_{j \in \mathbb{Z}^2} \left\{ (j)^2 \sum_{(p_1,p_2,p_3,p_4,p_5) \in \mathcal{R}(j), \quad |p_3| \leq \max(|j|,|p_2|,|p_4|)} (p_1)^{-2\beta}(p_2)^{-2\beta}(p_3)^{-2\beta}(p_4)^{-2\beta}(p_5)^{-2}\right\} \lesssim 1.
$$

**Proof.** Without loss of generality, we assume that $|p_1| \leq |p_3| \leq |p_5|$, $|p_2| \leq |p_4|$ and $\max(|j|,|p_4|) \sim |p_5|$. Similar as showed in Lemma A.2 in [23], we have:

$$
\left| p_3 - \frac{p_2 + p_4 + j - p_1}{2} \right|^2 = \frac{2(|p_2|^2 + |p_4|^2 + |j|^2 - |p_1|^2) - |p_2 + p_4 + j - p_1|^2}{4}.
$$
Let \( C \) be the circle of radius \( \sqrt{2(p_4^2 + p_5^2)} \) centered at \( p_2 + j p_4 + j_1. \) We use Lemma 4.37 to obtain:

\[
\sum_{p_3 \in C, \quad |p_3| \geq \max(|p_1|, |p_2|, |p_4|)} (p_3)^{-2\beta} \lesssim (\max(|p_1|, |p_2|, |p_4|))^{1-2\beta}.
\]

Thus, we have:

\[
\sum_{(p_1, p_2, p_3, p_4, p_5) \in \mathcal{R}(j), \quad |p_1| \leq |p_2| \leq |p_4|, \quad |p_1| \leq |p_2| \leq |p_3|} (p_1)^{-2\beta} (p_2)^{-2\beta} (p_3)^{-2\beta} (p_4)^{-2\beta} (p_5)^{-2\beta} (j)^2 
\]

\[
\lesssim \sum_{p_1, p_2, p_4 \in \mathbb{Z}^2} (p_1)^{-2\beta} (p_2)^{-2\beta} (p_4)^{-2\beta} \sum_{|p_3| \geq \max(|p_1|, |p_2|, |p_4|), \quad (p_1, p_2, p_3, p_4, p_4 + j_1 - p_1 - p_3) \in \mathcal{R}(j)} (p_3)^{-2\beta} 
\]

\[
\lesssim \sum_{p_1, p_2, p_4 \in \mathbb{Z}^2} (p_1)^{-2\beta} (p_2)^{-2\beta} (p_4)^{-2\beta} (|p_1| + |p_2| + |p_4|)^{1-2\beta} \lesssim 1.
\]

The proof of Lemma 4.38 is now complete. \( \Box \)

**Remark 4.39.** For this two-discrete-component case, the range for \( \beta \) is \( 7 \leq \beta < 1, \) which is different from the \( 3 \leq \beta < 1 \) in the one-discrete-component case.

Similarly to the one-discrete-component case, we list the following results regarding this problem without proof. The following proposition lists the local wellposedness and small-data scattering for the two-discrete-component quintic resonant nonlinear Schrödinger system (4.35).

**Proposition 4.40** (Local wellposedness and small data scattering). Let \( \tilde{u}(0) = \{u_j(0)\}_{j \in \mathbb{Z}^2} \in L^2 \) satisfy \( \|\tilde{u}_0\|_{L^2} \leq E, \) then

(1) There exists an open interval \( 0 \in I \) and a unique solution \( \tilde{u}(t) \) of (4.35) in \( C^0_t L^2 \| I \times \mathbb{R} \times \mathbb{Z}^2 \cap S(I), \) where we define the norm \( S(I) \) by

\[
\|\tilde{u}\|_{S(I)} = \left\| \left( \sum_{j \in \mathbb{Z}^2} (j)^2 |u_j(t,x)|^2 \right)^{1/2} \right\|_{L^6_t L^1_x (I \times \mathbb{R})},
\]

which is the scattering norm of the solution.

(2) There exists \( E_0 < 1 \) such that if \( E(\tilde{u}) \leq E_0, \) \( \tilde{u}(t) \) is global and scatters in positive and negative infinite time.

The following lemma is a nonlinear estimate for the quintic resonant nonlinearity which is a crucial step for Lemma 4.42. Lemma 4.41 and Lemma 4.42 are the analogues of Lemma 4.7 and Lemma 4.8 for two-discrete-dimension case, and the proof of Lemma 4.41 utilizes Lemma 4.38.

**Lemma 4.41.** For sequence \( \{u_j\}_{j \in \mathbb{Z}^2} \in h^1(\mathbb{Z}^2), \) then

\[
(4.39) \qquad \left\| \sum_{(j_1, j_2, j_3, j_4, j_5) \in \mathcal{R}(j)} u_{j_1} \bar{u}_{j_2} u_{j_3} \bar{u}_{j_4} u_{j_5} \right\|_{h^1} \lesssim \|\tilde{u}\|_{h^1} \|\tilde{u}\|_{h^1.}^{4},
\]

where \( \frac{7}{8} < \tilde{\beta} < 1. \)
Lemma 4.42. \textit{If the solution }\bar{u}\textit{ of the Cauchy problem (4.35) with }L^2 h^1\textit{ initial data satisfies for some }\frac{7}{8} < \bar{\beta} < 1,
\|\bar{u}\|_{L^6_{t,x} L^{\bar{\beta}}(\mathbb{R} \times \mathbb{R} \times \mathbb{Z}^2)} < \infty,
\textit{then we have}
\|\bar{u}\|_{L^6_{t,x} L^{1}(\mathbb{R} \times \mathbb{Z}^2)} < \infty.

4.5.1. \textit{Existence of the almost-periodic solution.} \textit{For the solution }\bar{u}\textit{ of the two-discrete-component quintic resonant nonlinear Schrödinger system (4.35) with }\bar{u}_0 \in L^2_2 h^1(\mathbb{R} \times \mathbb{Z}^2),\textit{ we define}
\[ A(m) = \sup \left\{ \|\bar{u}\|_{L^6_{t,x} L^{\bar{\beta}}(\mathbb{R} \times \mathbb{R} \times \mathbb{Z}^2)} \leq m \right\}, \]
and
\[ m_0 = \sup \{ m : A(m') < \infty, \forall m' < m \}, \]
and our aim is to show \( m_0 = \infty \), which reveals (4.35) is globally well-posed and scatters in \( L^2_2 h^1(\mathbb{R} \times \mathbb{Z}^2) \).

Similar to the proof of Theorem 3.2, we have the following linear profile decomposition:

Proposition 4.43 (Linear profile decomposition in \( L^2_2 h^1(\mathbb{R} \times \mathbb{Z}^2) \)). \textit{Let }\{\tilde{u}_n\}_{n \geq 1}\textit{ be a bounded sequence in }L^2_2 h^1(\mathbb{R} \times \mathbb{Z}^2).\textit{ Then (after passing to a subsequence if necessary) there exists }K^* \in \{0, 1, \ldots\} \cup \{\infty\},...
functions $\tilde{\phi}_k \leq L^2_x h^1$, $(\lambda_n^k, t_n^k, x_n^k, \xi_n^k)_{n \geq 1} \subseteq (0, \infty) \times \mathbb{R} \times \mathbb{R}$, for $1 \leq k \leq K$, so that defining $\tilde{u}_n^K$ by

$$\tilde{u}_n^K(x) = \sum_{k=1}^K \frac{1}{(\lambda_n^k)^2} e^{it \xi_n^k} (e^{it_n^k} \tilde{\phi}^k) \left( \frac{x-x_n^k}{\lambda_n^k} \right) + \tilde{w}_n^K(x),$$

we have the following properties:

$$\lim_{n \to \infty} \sup_{t \in \mathbb{R}} \left\| e^{it \Delta} \tilde{u}_n^K \right\|_{L^6_{t,x} h^{1-\alpha}(\mathbb{R} \times \mathbb{R} \times \mathbb{Z}^2)} \to 0, \quad \text{as } K \to \infty,$$

$$\sup_{K} \lim_{n \to \infty} \left( \| \tilde{u}_n \|_{L^2_{x} h^1}^2 + \sum_{k=1}^K \| \tilde{\phi}_k \|_{L^2_{x} h^1}^2 + \| \tilde{u}_n^K \|_{L^2_{x} h^1}^2 \right) = 0,$$

$$(\lambda_n^k)^2 e^{-it_n^k} \Delta (e^{-i(\lambda_n^k x + x_n^k)} \tilde{u}_n^K (\lambda_n^k x + x_n^k)) \to 0 \text{ in } L^2_x h^1, \quad \text{as } n \to \infty, \quad \text{for each } k \leq K,$$

and lastly, for $k \neq k'$, and $n \to \infty$,

$$\frac{\lambda_n^k}{\lambda_n^{k'}} + \frac{\lambda_n^{k'}}{\lambda_n^k} + \frac{\lambda_n^k \lambda_n^{k'}}{(\xi_n^k - \xi_n^{k'})^2} + \frac{|x_n^k - x_n^{k'} - 2t_n^k (\xi_n^k - \xi_n^{k'})|^2}{\lambda_n^k \lambda_n^{k'}} + \frac{|(\lambda_n^k)^2 t_n^k - (\lambda_n^{k'})^2 t_n^{k'}|}{\lambda_n^k \lambda_n^{k'}} \to \infty.$$

Then by using the argument in [9, 48] and the above linear profile decomposition, we can obtain

**Theorem 4.44** (Existence of an almost periodicity solution). Assume $m_0 < \infty$, there exists a solution $\tilde{u} \in C^1_t L^6_x h^1 \cap L^6_x h^\beta (I \times \mathbb{R} \times \mathbb{Z}^2)$ to the two-discrete-component quintic resonant nonlinear Schrödinger system (4.35) with $I$ the maximal lifespan interval such that

1. $M(\tilde{u}) = m_0$, and $\tilde{u}$ blows up at both directions in time.
2. $\tilde{u}$ is almost periodic in the sense that there exist $(x(t), \xi(t), N(t)) \in \mathbb{R} \times \mathbb{R} \times \mathbb{R}^+$ such that for any $\eta > 0$, there exists $C(\eta) > 0$ such that for $t \in I$,

$$\int_{|x-x(t)| \geq C(\eta)} \| \tilde{u}(t,x) \|_{L^2_{x, h^1}}^2 \, dx + \int_{|\xi-\xi(t)| \geq C(\eta) N(t)} \| \tilde{u}(t, \xi) \|_{L^2_{\xi, h^1}}^2 \, d\xi < \eta.$$

From now on, since the dimension of the discrete direction does not matter, the method to exclude the almost periodic solution is the same as the one-discrete-component case. Thus we omit the rest part of the proof, and refer to the proofs for the one-discrete-component case in Subsections 4.2, 4.3 and 4.4.

5. **Existence and exclusion of the critical element**

5.1. **Existence of a critical element.** By Theorem 4.7 to prove the scattering of the solution of (1.1), we only need to show the finiteness of the space-time norm $\| \cdot \|_{L^6_{t,x} L^6_{x, h^1}}$ of the solution $u$ of (1.1). Define

$$\Lambda(L) = \sup \left\{ \| u \|_{L^6_{t,x} L^6_{x, h^1} (\mathbb{R} \times \mathbb{R} \times \mathbb{T})}, \right.$$  

where the supremum is taken over all global solutions $u \in C^1_t H^1_{x,y}$ of (1.1) obeying $S(u(t)) \leq L$, where $S(u(t)) := E(u(t)) + M(u(t))$.

By the local wellposedness theory, $\Lambda(L) \leq \infty$ for $L$ sufficiently small. In addition, define $L_{\text{max}} = \sup \{ L : \Lambda(L) \leq \infty \}$. Our goal is to prove $L_{\text{max}} = \infty$. Suppose to the contradiction $L_{\text{max}} < \infty$, we will show a Palais-Smale type theorem.

**Proposition 5.1** (Palais-Smale condition modulo symmetries in $H^1_{x,y} (\mathbb{R} \times \mathbb{T})$). Assume that $L_{\text{max}} < \infty$. Let $\{ t_n \}_{n \geq 1}$ be arbitrary sequence of real numbers and $\{ u_n \}_{n \geq 1}$ be a sequence of solutions in $C^0_t H^1_{x,y} (\mathbb{R} \times \mathbb{R} \times \mathbb{T})$
to \((1.1)\) satisfying
\[
S(u_n) \to L_{\max};
\]
\[
\|u_n\|_{L^6_t L^6_y H^{1+\sigma}_y((-\infty, t_n) \times \mathbb{R} \times \mathbb{T})} \to \infty, \quad \|u_n\|_{L^6_t L^6_y H^{1+\sigma}_y((t_n, \infty) \times \mathbb{R} \times \mathbb{T})} \to \infty, \quad \text{as } n \to \infty.
\]
Then, after passing to a subsequence, there exists a sequence \(x_n \in \mathbb{R}\) and \(w \in H^1(\mathbb{R} \times \mathbb{T})\) such that
\[
u_n(x + x_n, y, t_n) \to w(x, y) \text{ in } H^1_{x,y}(\mathbb{R} \times \mathbb{T}), \quad \text{as } n \to \infty.
\]
Proof. By replacing \(\nu_n(t)\) with \(\nu_n(t + t_n)\), we may assume \(t_n = 0\). Applying Proposition 3.12 to \(\{\nu_n(0)\}_{n \geq 1}\), after passing to a subsequence, we have
\[
u_n(0, x, y) = \sum_{k=1}^{K} \frac{1}{(\lambda_n^k)^{\frac{x}{2}}} e^{i\xi_n^k} \left( e^{it_n \Delta_R} P_n \phi^k \right) \left( \frac{x - x_n^k}{\lambda_n^k}, y \right) + w_n^k(x, y).
\]
The remainder has asymptotically trivial linear evolution
\[
\lim_{n \to \infty} \sup \left\| e^{it \Delta_R \times t_n} u_n^k \right\|_{L^6_t L^6_y H^{1+\sigma}_y} \to 0, \quad \text{as } K \to \infty,
\]
and we also have asymptotic decoupling of the mass and energy:
\[
\lim_{n \to \infty} \left( M(\nu_n(0)) - \sum_{k=1}^{K} M \left( \frac{1}{(\lambda_n^k)^{\frac{x}{2}}} e^{i\xi_n^k} \left( e^{it_n \Delta_R} P_n \phi^k \right) \left( \frac{x - x_n^k}{\lambda_n^k}, y \right) \right) \right) = 0,
\]
\[
\lim_{n \to \infty} \left( E(\nu_n(0)) - \sum_{k=1}^{K} E \left( \frac{1}{(\lambda_n^k)^{\frac{x}{2}}} e^{i\xi_n^k} \left( e^{it_n \Delta_R} P_n \phi^k \right) \left( \frac{x - x_n^k}{\lambda_n^k}, y \right) \right) \right) = 0, \quad \forall K,
\]
There are two possibilities:

Case 1. \(\sup_k \lim_{n \to \infty} S \left( \frac{1}{(\lambda_n^k)^{\frac{x}{2}}} e^{i\xi_n^k} \left( e^{it_n \Delta_R} P_n \phi^k \right) \left( \frac{x - x_n^k}{\lambda_n^k}, y \right) \right) = L_{\max}\). Combining (5.4), (5.5) with the fact that \(\phi^k\) are nontrivial in \(L^2_t H^1_y\), we deduce that
\[
u_n(0, x, y) = \frac{1}{\lambda_n^k} e^{i\xi_n} \left( e^{it_n \Delta_R} P_n \phi \right) \left( \frac{x - x_n}{\lambda_n}, y \right) + w_n(x, y),
\]
with \(\lim_{n \to \infty} \|w_n\|_{H^1_y} = 0\). We will show that \(\lambda_n \equiv 1\), otherwise \(\lambda_n \to \infty\).

By Theorem 3.13 there exists a unique global solution \(\nu_n\) for \(n\) large enough with
\[
u_n(0, x, y) = \frac{1}{\lambda_n^k} e^{i\xi_n} \left( e^{it_n \Delta_R} P_n \phi \right) \left( \frac{x - x_n}{\lambda_n}, y \right)
\]
and
\[
\lim_{n \to \infty} \|\nu_n\|_{L^6_t L^6_y H^{1+\sigma}_y(\mathbb{R} \times \mathbb{T})} \leq C(L_{\max}),
\]
which is a contradiction with (5.2).

Therefore, \(\lambda_n \equiv 1\), and \(\nu_n(0, x, y) = e^{i\xi_n} \left( e^{it_n \Delta_R} P_n \phi \right) \left( x - x_n, y \right) + w_n(x, y)\). If \(t_n \equiv 0\), by the fact \(\xi_n\) is bounded, this is precisely the conclusion. If \(t_n \to -\infty\), by the Galilean transform
\[
\tilde{\nu_n}(x - 2t_n \xi_n) = e^{-i\omega |\xi_n|^2} e^{i\xi_n \left( e^{it_n \Delta_R} \phi \right)(x - 2t_n \xi_n)},
\]
we observe

\[ \left\| e^{i\Delta_{\mathbb{R} \times \mathbb{T}}} \left( e^{it_0 \Delta_y} (e^{i t_0 \Delta_y} P_n \phi) (x - x_n, y) \right) \right\|_{L^6 t, x H^{1-\epsilon_0}_y \mathbb{R} \times \mathbb{T}} \]

\[ = \left\| e^{-it_0 \Delta_y (x_n, y)} e^{it \Delta_y} (e^{it_0 \Delta_y} P_n \phi) (x - x_n, y) \right\|_{L_t^6 x H^{1-\epsilon_0}_y((-\infty, 0) \times \mathbb{R} \times \mathbb{T})} \]

\[ = \left\| e^{i(t + t_0) \Delta_y} P_n \phi \right\|_{L^6 t, x H^{1-\epsilon_0}_y((-\infty, 0) \times \mathbb{R} \times \mathbb{T})} \]

As a consequence of Theorem 2.3, we see for \( n \) large enough,

\[ \left\| u_n \right\|_{L^6 t, x H^{1-\epsilon_0}_y((-\infty, 0) \times \mathbb{R} \times \mathbb{T})} \leq 2\delta_0 < \infty, \]

which contradicts (5.2). The case \( t_n \to \infty \) is similar.

**Case 2.** \( \sup_k \limsup_{n \to \infty} S \left( \frac{1}{(\lambda_n^k)^2} e^{ix \xi_n} \left( e^{i t_0 \Delta_y} P_n \phi \right) \left( \frac{x - x_n^k}{\lambda_n^k}, y \right) \right) \leq L_{\text{max}} - 2\delta \) for some \( \delta > 0 \).

We observe that in this case, for each finite \( K \leq K^* \), we have

\[ S \left( \frac{1}{(\lambda_n^k)^2} e^{ix \xi_n} \left( e^{i t_0 \Delta_y} P_n \phi \right) \left( \frac{x - x_n^k}{\lambda_n^k}, y \right) \right) \leq L_{\text{max}} - \delta, \]

for all \( 1 \leq k \leq K \) and \( n \) sufficiently large, by the definition of \( L_{\text{max}} \), there exist global solution \( v_n^k \) to

\[ \begin{cases} i\partial_t v_n^k + \Delta_{\mathbb{R} \times \mathbb{T}} v_n^k = |v_n^k|^4 v_n^k, \\ v_n^k(0, x, y) = \frac{1}{(\lambda_n^k)^2} e^{ix \xi_n} \left( e^{i t_0 \Delta_y} P_n \phi \right) \left( \frac{x - x_n^k}{\lambda_n^k}, y \right), \end{cases} \]

satisfying \( \left\| v_n^k \right\|_{L^6 t, x H^{1-\epsilon_0}_y} \lesssim \Lambda (L_{\text{max}} - \delta) < \infty \). We can use

\[ \left\| v_n^k \right\|_{L^6 t, x H^{1-\epsilon_0}_y} \lesssim L_{\text{max}}, \delta S(v_n^k(0)), \text{ for } S(v_n^k(0)) \lesssim \eta_0, \]

where \( \eta_0 \) denotes the small data threshold in the small data scattering theorem, together with our bounds on the space-time norms of \( v_n^k \) and the finiteness of \( L_{\text{max}} \) to deduce

\[ \left\| v_n^k \right\|_{L^6 t, x H^{1-\epsilon_0}_y} \lesssim L_{\text{max}}, \delta S \left( \frac{1}{(\lambda_n^k)^2} e^{ix \xi_n} \left( e^{i t_0 \Delta_y} P_n \phi \right) \left( \frac{x - x_n^k}{\lambda_n^k}, y \right) \right) \lesssim L_{\text{max}}, \delta. \]

Let

\[ u^K_n = \sum_{j=1}^K v_n^j e^{i t \Delta_{\mathbb{R} \times \mathbb{T}}} u_n^k. \]

Then we have \( u^K_n(0) = u_n(0) \). We claim that for sufficiently large \( K \) and \( n \), \( u^K_n \) is an approximate solution to \( u_n \) in the sense of the Theorem 2.5. Then we have the finiteness of the \( L^6 t, x H^{1-\epsilon_0}_y \) norm of \( u_n \), which contradicts with (5.2).

To verify the claim, we only need to check that \( u^K_n \) satisfies the following properties:

(i) \( \limsup_{n \to \infty} \left\| u^K_n \right\|_{L^6 t, x H^{1-\epsilon_0}_y} \lesssim L_{\text{max}}, \delta, \)

(ii) \( \limsup_{n \to \infty} \left\| u^K_n \right\|_{L^6 t, x H^{1-\epsilon_0}_y} \to 0, \) as \( K \to K^* \), where \( e^K_n = (i\partial_t + \Delta_{\mathbb{R} \times \mathbb{T}}) u^K_n - |u^K_n|^4 u^K_n \).

The verification of (i) relies on the asymptotic decoupling of the nonlinear profiles \( v_n^j \), which we record in the following lemma. Similarly to the proof in [23] to deal with the quintic nonlinear Schrödinger equation on \( \mathbb{R} \times \mathbb{T}^2 \), we can obtain the following lemma from Theorem 3.13. We also refer to [9] for similar argument.
Lemma 5.2 (Decoupling of nonlinear profiles). Let $v_n^j$ be the nonlinear solutions defined above, then for $j \neq k$,

\begin{align}
(5.7) & \quad \| \langle \nabla_y \rangle^{1-\epsilon_0} v_n^j \cdot \langle \nabla_y \rangle^{1-\epsilon_0} v_n^k \|_{L^1_x L^1_y} \to 0, \\
(5.8) & \quad \| v_n^k \cdot \langle \nabla_y \rangle^{1-\epsilon_0} v_n^j \|_{L^1_x L^1_y} \to 0, \text{ as } n \to \infty.
\end{align}

**Proof.** We only prove the asymptotically in (5.7), as (5.8) can be proved similarly. By Theorem 3.13 we only need to show

$$
\| \langle \nabla_y \rangle^{1-\epsilon_0} w_n^k \cdot \langle \nabla_y \rangle^{1-\epsilon_0} w_n^{k'} \|_{L^1_x L^1_y} \to 0, \text{ as } n \to \infty.
$$

where $w_n^k$ and $w_n^{k'}$ are the approximate solution of $v_n^k$ and $v_n^{k'}$ in Theorem 3.13 respectively.

We can assume $v_j \in C^\infty_0(\mathbb{R} \times \mathbb{R})$, then

$$
\text{supp} v_j \left( \frac{t}{\lambda_n^2} + k, \frac{x-x_n^k - 2\xi_n^k(t-t_n^k)}{\lambda_n^2} \right) \leq \left\{ (t,x) : \frac{|t|}{|\lambda_n^2|} + |k| \leq T, \frac{|x-x_n^k - 2\xi_n^k(t-t_n^k)|}{|\lambda_n^2|} \leq R \right\}
$$

\begin{align*}
&= \left\{ |t| + (\lambda_n^k)^2 t_n^k \leq (\lambda_n^k)^2 T, |x-x_n^k - 2\xi_n^k(t-t_n^k)| \leq \lambda_n^k R \right\},
\end{align*}
where \( \text{supp} u_j \subset (-T, T) \times (-R, R) \). We see

\[
\frac{1}{(\lambda_n^k \lambda_n^{k'})^{\frac{1}{2}}} \left\langle \left( \nabla_y \right)^{1-\epsilon_0} \sum_{j \in \mathbb{Z}} e^{-i(jy)^2} e^{ijy} u_j \left( \frac{t}{(\lambda_n^k)^2} + t_k, \frac{x - x_n^k - 2\xi_n^k(t - t_k^k)}{\lambda_n^k} \right) \right\rangle \nonumber
\]

\[
\cdot \left\langle \left( \nabla_y \right)^{1-\epsilon_0} \sum_{j \in \mathbb{Z}} e^{-i(jy)^2} e^{ijy} u_j \left( \frac{t}{(\lambda_n^{k'})^2} + t_{k'}, \frac{x - x_n^{k'} - 2\xi_n^{k'}(t - t_{k'})}{\lambda_n^{k'}} \right) \right\rangle \nonumber
\]

\[
\leq \frac{1}{(\lambda_n^k \lambda_n^{k'})^{\frac{1}{2}}} \left\langle \left( \nabla_y \right)^{1-\epsilon_0} \sum_{j \in \mathbb{Z}} e^{-i(jy)^2} e^{ijy} u_j \left( \frac{t}{(\lambda_n^k)^2} + t_k, \frac{x - x_n^k - 2\xi_n^k(t - t_k^k)}{\lambda_n^k} \right) \right\rangle \nonumber
\]

\[
\cdot \left\langle \left( \nabla_y \right)^{1-\epsilon_0} \sum_{j \in \mathbb{Z}} e^{-i(jy)^2} e^{ijy} u_j \left( \frac{t}{(\lambda_n^{k'})^2} + t_{k'}, \frac{x - x_n^{k'} - 2\xi_n^{k'}(t - t_{k'})}{\lambda_n^{k'}} \right) \right\rangle \nonumber
\]

Let

\[
\Lambda_n^k = \left\{ (t, x) : \left( \lambda_n^k \right)^{-2} t + t_k + \frac{x - x_n^k - 2\xi_n^k(t - t_k^k)}{\lambda_n^k} \leq R \right\},
\]

\[
\Lambda_n^{k'} = \left\{ (t, x) : \left( \lambda_n^{k'} \right)^{-2} t + t_{k'} + \frac{x - x_n^{k'} - 2\xi_n^{k'}(t - t_{k'})}{\lambda_n^{k'}} \leq R \right\},
\]

we see for

\[
\tilde{u}_n^k(t, x, y) = \frac{1}{(\lambda_n^k)^{\frac{1}{2}}} \sum_{j \in \mathbb{Z}} e^{-i(jy)^2} e^{ijy} u_j \left( \frac{t}{(\lambda_n^k)^2} + t_k, \frac{x - x_n^k - 2\xi_n^k(t - t_k^k)}{\lambda_n^k} \right),
\]

\( \text{supp}\tilde{u}_n^k \subset \Lambda_n^k; \text{supp}\tilde{u}_n^{k'} \subset \Lambda_n^{k'} \), then

\[
\left\langle \left( \nabla_y \right)^{1-\epsilon_0} \tilde{u}_n^k \cdot \left( \nabla_y \right)^{1-\epsilon_0} \tilde{u}_n^{k'} \right\rangle \nonumber
\]

\[
\leq \left\langle \left( \nabla_y \right)^{1-\epsilon_0} \tilde{u}_n^k \cdot \left( \nabla_y \right)^{1-\epsilon_0} \tilde{u}_n^{k'} \right\rangle_{L^3_{t,x} \cdot L^6_y(\mathbb{R} \times \mathbb{R} \times \mathbb{T})} + \left\langle \left( \nabla_y \right)^{1-\epsilon_0} \tilde{u}_n^k \cdot \left( \nabla_y \right)^{1-\epsilon_0} \tilde{u}_n^{k'} \right\rangle_{L^3_{t,x} \cdot L^6_y((\mathbb{R}^2 \setminus \Lambda_n^k) \times \mathbb{T})}
\]

\[
+ \left\langle \left( \nabla_y \right)^{1-\epsilon_0} \tilde{u}_n^k \cdot \left( \nabla_y \right)^{1-\epsilon_0} \tilde{u}_n^{k'} \right\rangle_{L^3_{t,x} \cdot L^6_y((\mathbb{R}^2 \setminus \Lambda_n^{k'}) \times \mathbb{T})}
\]

\[
\leq \left\langle \tilde{u}_n^k \right\rangle_{L^6_{t,x} L^6_y((\mathbb{R}^2 \setminus \Lambda_n^k) \times \mathbb{T})} \left\langle \tilde{u}_n^{k'} \right\rangle_{L^6_{t,x} L^6_y((\mathbb{R}^2 \setminus \Lambda_n^{k'}) \times \mathbb{T})}
\]

\[
\frac{1}{(\lambda_n^k \lambda_n^{k'})^{\frac{1}{2}}} \text{area}(\Lambda_n^k \cap \Lambda_n^{k'}) \frac{1}{(\lambda_n^k \lambda_n^{k'})^{\frac{1}{2}}}
\]
We see
\[
\left\| \left( \nabla y \right)^{1-\epsilon_0} \bar{u}^k \right\|_{L^p_{t,x}L^q_y} = \left\| \left( \nabla y \right)^{1-\epsilon_0} \frac{1}{(\lambda_n^k)^{\frac{1}{2}}} \sum_{j \in \mathbb{Z}} e^{-it|j|^2} e^{ijy_j} \left( \frac{t}{(\lambda_n^k)^2} + t^k_n, \frac{x-x^k_n - 2\xi_n^k(t-t^k_n)}{\lambda_n^k} \right) \right\|_{L^p_{t,x}L^q_y}
\]
\[
= \left\| \left( j \right)^{1-\epsilon_0} \frac{1}{(\lambda_n^k)^{\frac{1}{2}}} e^{-it|j|^2} e^{ijy_j} \left( \frac{t}{(\lambda_n^k)^2} + t^k_n, \frac{x-x^k_n - 2\xi_n^k(t-t^k_n)}{\lambda_n^k} \right) \right\|_{L^p_{t,x}L^q_y}
\]
\[
= \frac{1}{(\lambda_n^k)^{\frac{1}{2}}} \left\| \left( j \right)^{1-\epsilon_0} y_j \left( \frac{t}{(\lambda_n^k)^2} + t^k_n, \frac{x-x^k_n - 2\xi_n^k(t-t^k_n)}{\lambda_n^k} \right) \right\|_{L^p_{t,x}L^q_y}
\]
\[
= \frac{1}{(\lambda_n^k)^{\frac{1}{2}}} (\lambda_n^k)^{\frac{1}{2}} \left\| \bar{v} \right\|_{L^p_{t,x}h^{1-\epsilon_0}} = \left\| \bar{v} \right\|_{L^p_{t,x}h^{1-\epsilon_0}},
\]
we also note
\[
\left\| \left( \nabla y \right)^{1-\epsilon_0} \bar{u}^k \right\|_{L^p_{t,x}L^q_y} \left( \mathbb{R}^2 \times \Lambda_n^k \right) \rightarrow 0, \quad \text{as } R \rightarrow \infty.
\]
Hence, we are reduced to prove that
\[
\frac{1}{(\lambda_n^k \lambda_n^k')^\frac{1}{2}} \text{area} \left( \Lambda_n^k \cap \Lambda_n^k' \right)^\frac{1}{2} \rightarrow 0, \quad \text{as } n \rightarrow \infty.
\]

Note
\[
\text{area} \left( \Lambda_n^k \cap \Lambda_n^k' \right)
\]
\[
= \text{area} \left( \left\{ \left| \frac{t}{(\lambda_n^k)^2} + t^k_n \right| + \left| \frac{x-x^k_n - 2\xi_n^k(t-t^k_n)}{\lambda_n^k} \right| < R \right\} \cap \left\{ \left| \frac{t}{(\lambda_n^k)^2} + t^k_n \right| + \left| \frac{x-x^k_n - 2\xi_n^k(t-t^k_n)}{\lambda_n^k} \right| < R \right\} \right) \leq C_R \min \left( (\lambda_n^k)^3, (\lambda_n^k')^3 \right),
\]
hence if \( \lim_{n \rightarrow \infty} \frac{\lambda_n^k}{\Lambda_n^k} \) is either 0 or \( \infty \), we see
\[
\frac{1}{(\lambda_n^k \lambda_n^k')^\frac{1}{2}} \text{area} \left( \Lambda_n^k \cap \Lambda_n^k' \right)^\frac{1}{2} \rightarrow 0, \quad \text{as } n \rightarrow \infty.
\]
The same thing happens if
\[
\lim_{n \rightarrow \infty} \frac{|(\lambda_n^k)^2 t^k_n - (\lambda_n^k')^2 t^k_n|}{\lambda_n^k \lambda_n^k'} = \infty.
\]
Assume then
\[ \lim_{n \to \infty} \frac{|(\lambda_n^k)^{2t_n^k} - (\lambda_n^{k'})^{2t_n^{k'}}|}{\lambda_n^k \lambda_n^{k'}} < \infty, \]
we have
\[ \lambda_n^k \lambda_n^{k'} |\xi_n - \xi_n'|^2 + \frac{|x_n^{k'} - x_n^k - 2t_n^{k'} (\lambda_n^{k'})^2 (\xi_n^{k'} - \xi_n^k)|^2}{\lambda_n^k \lambda_n^{k'}} \to \infty, \text{ as } n \to \infty. \]
We see
\[
area(\Lambda_n^k \cap \Lambda_n^{k'}) = \text{area} \left( \left\{ \frac{t}{(\lambda_n^k)^2} + t_n^k \mid \frac{|x - x_n^k - 2\xi_n^k (t - t_n^k)|}{\lambda_n^k} < R \right\} \cap \left\{ \frac{t}{(\lambda_n^{k'})^2} + t_n^{k'} \mid \frac{|x - x_n^{k'} - 2\xi_n^{k'} (t - t_n^{k'})|^2}{\lambda_n^{k'}} \right\} \right). 
\]
Let
\[ v = x - x_n^k - 2\xi_n^k (t - t_n^k), \quad w = x - x_n^{k'} - 2\xi_n^{k'} (t - t_n^{k'}), \]
we have
\[ area(\Lambda_n^k \cap \Lambda_n^{k'}) = \int_{(t,x) \in \Lambda_n^k \cap \Lambda_n^{k'}} dtdx \leq \int_{[v| \leq \lambda_n^k R, |w| \leq \lambda_n^{k'} R} \int dtdx, \]
since
\[ \frac{\partial (v, w)}{\partial (t, x)} = \begin{pmatrix} -2\xi_n^k & 1 \\ -2\xi_n^{k'} & 1 \end{pmatrix}, \]
we then have
\[
area(\Lambda_n^k \cap \Lambda_n^{k'}) \leq \int_{[v| \leq \lambda_n^k R, |w| \leq \lambda_n^{k'} R} \left| \frac{\partial (t, x)}{\partial (v, w)} \right| dvdw \leq \int_{[v| \leq \lambda_n^k R, |w| \leq \lambda_n^{k'} R} \frac{1}{|2(\xi_n^{k'} - \xi_n^k)|^\frac{3}{2}} dvdw \leq \frac{\lambda_n^k \lambda_n^{k'} R^2}{|\xi_n^{k'} - \xi_n^k|^\frac{3}{2}}. 
\]
We see that by \( \lambda_n^k \to \lambda_n^{k'}, \) and \( \lambda_n^k \lambda_n^{k'} |\xi_n - \xi_n'|^2 \to \infty, \)
\[ \frac{1}{(\lambda_n^k \lambda_n^{k'})^{\frac{3}{2}}} area(\Lambda_n^k \cap \Lambda_n^{k'}) \to \frac{1}{\lambda_n^k} \left( \frac{(\lambda_n^k)^2 R^2}{|\xi_n^{k'} - \xi_n^k|} \right)^\frac{3}{2} \to \frac{R^3}{(\lambda_n^k)^{\frac{3}{2}} |\xi_n^{k'} - \xi_n^k|^\frac{3}{2}} \to 0, \text{ as } n \to \infty. \]
We are now only need to consider the case
\[ \frac{|x_n^{k'} - x_n^k - 2t_n^{k'} (\lambda_n^{k'})^2 (\xi_n^{k'} - \xi_n^k)|^2}{\lambda_n^k \lambda_n^{k'}} \to \infty, \text{ as } n \to \infty. \]
For \((t, x) \in \Lambda_n^k \cap \Lambda_n^{k'},\)
\[ \left| \frac{t}{(\lambda_n^k)^2} + t_n^k \right| + \left| \frac{x - x_n^k - 2\xi_n^k t}{\lambda_n^k} \right| \leq R, \quad \left| \frac{t}{(\lambda_n^{k'})^2} + t_n^{k'} \right| + \left| \frac{x - x_n^{k'} - 2\xi_n^{k'} t}{\lambda_n^{k'}} \right| \leq R, \]
we see
\[
R \geq \frac{|x - x_n^k - 2\xi_n^k t|}{\lambda_n^k} = \frac{|x_n^{k'} - x_n^k + x - x_n^{k'} - 2\xi_n^{k'} t|}{\lambda_n^k} \geq \frac{|x_n^{k'} - x_n^k - 2t_n^{k'} (\lambda_n^{k'})^2 (\xi_n^{k'} - \xi_n^k)|}{\lambda_n^k} - \frac{|2t_n^{k'} (\lambda_n^{k'})^2 (\xi_n^{k'} - \xi_n^k) + x - x_n^{k'} - 2\xi_n^{k'} t|}{\lambda_n^k}. 
\]
We note
\[
\frac{|x - x_n^k - 2\xi_n^k t + 2(\xi_n^k - \xi_n^k) t^k(\lambda_n^k)|^2}{\lambda_n^k} = \frac{|x - x_n^k - 2\xi_n^k t + 2(\xi_n^k - \xi_n^k) t^k(\lambda_n^k)|^2}{\lambda_n^k} \\
\leq \frac{|x - x_n^k - 2\xi_n^k t|}{\lambda_n^k} + 2\frac{|(\xi_n^k - \xi_n^k) t + (\xi_n^k - \xi_n^k) t^k(\lambda_n^k)|^2}{\lambda_n^k} \\
\leq \frac{\lambda_n^k}{\lambda_n^k} R + \frac{2|\xi_n^k - \xi_n^k|^2}{\lambda_n^k} R < \infty.
\]

Therefore, \( \Lambda_n^k \cap \Lambda_n^k = \emptyset \), when \( n \) large enough.

Let us verify claim \((i)\) above. By \((5.6)\) and \((5.7)\), we have
\[
\left\| \sum_{k=1}^K u_n^k \right\|_{L_{t,x}^6 H_y^{1-\sigma_0}}^6 \leq \left( \sum_{k=1}^K \left\| v_n^k \right\|_{L_{t,x}^6 H_y^{1-\sigma_0}}^2 + \sum_{j=\lambda_n^k} \left\| (\nabla_y)^{1-\epsilon_0} v_n^l \cdot (\nabla_y)^{1-\epsilon_0} v_n^k \right\|_{L_{t,x}^3 L_y^6} \right)^3 \\
\leq \left( \sum_{k=1}^K S \left( \frac{1}{\lambda_n^k} e^{ix\xi_n^k} (e^{it_n^k \Delta_{\mathbb{R}^d}} P_n \phi^k) \left( \frac{x - x_n^k}{\lambda_n^k}, y \right) \right) + o_K(1) \right)^3,
\]
for \( K \) large enough. The mass and energy decoupling implies
\[
\sum_{k=1}^K S \left( \frac{1}{\lambda_n^k} e^{ix\xi_n^k} (e^{it_n^k \Delta_{\mathbb{R}^d}} P_n \phi^k) \left( \frac{x - x_n^k}{\lambda_n^k}, y \right) \right) \leq L_{\text{max}},
\]
together with \((3.27)\), we obtain
\[(5.9)\]
\[
\lim_{K \to K^*} \limsup_{n \to \infty} \left\| u_n^K \right\|_{L_{t,x}^6 H_y^{1-\sigma_0}} \lesssim L_{\text{max}}, 1.
\]

It remains to check property \((ii)\) above, by the definition of \( u_n^K \), we decompose
\[
e^K_n = (i\partial_t + \Delta_{\mathbb{R}^d}) u_n^K - |u_n^K|^4 u_n^K \\
= \sum_{k=1}^K |v_n^k|^4 |v_n^k| - \sum_{k=1}^K |v_n^k|^4 \sum_{k=1}^K u_n^K - \sum_{k=1}^K |u_n^K - e^{it\Delta_{\mathbb{R}^d} t} u_n^K|^4 (u_n^K - e^{it\Delta_{\mathbb{R}^d} t} u_n^K) - |u_n^K|^4 u_n^K.
\]

First consider
\[
\sum_{k=1}^K |v_n^k|^4 |v_n^k| - \sum_{k=1}^K |v_n^k|^4 \sum_{k=1}^K v_n^k.
\]
Thus by the fractional chain rule, Minkowski, Hölder, Sobolev, (5.8) and (5.6),

\[(5.10)\]
\[\| \sum_{k=1}^{K} |v_{n}^{K}|^{4} v_{k}^{K} - \sum_{k=1}^{K} v_{n}^{K} \|_{L_{t,x}^{6} H_{y}^{1-\epsilon}} \leq \sum_{k=k'}^{K} \left( (\nabla y)^{1-\epsilon} (v_{n}^{K})^{4} \right) \|_{L_{t,x}^{6} L_{y}^{6}}^{6} \]

\[\leq \sum_{k=k'}^{K} \left( \| v_{k}^{K} (\nabla y)^{1-\epsilon} \|_{L_{t,x}^{6} L_{y}^{6}}^{6} + \| v_{k}^{K} \|_{L_{t,x}^{6} L_{y}^{6}}^{6} \right) \]

\[\sim \sum_{k=k'}^{K} \left( \| v_{k}^{K} \|_{L_{t,x}^{6} L_{y}^{6}}^{6} \right) \]

We now estimate \( |u_{n}^{K} - e^{it\Delta_{x,T}} u_{n}^{K}|^{4} (u_{n}^{K} - e^{it\Delta_{x,T}} u_{n}^{K}) - |u_{n}^{K}|^{4} u_{n}^{K} \). By the fractional chain rule, Hölder, Sobolev, we have

\[\left\| u_{n}^{K} - e^{it\Delta_{x,T}} u_{n}^{K} \right\|_{L_{t,x}^{6} H_{y}^{1-\epsilon}}^{4} \leq \left\| u_{n}^{K} \right\|_{L_{t,x}^{6} H_{y}^{1-\epsilon}}^{4} \left( u_{n}^{K} - e^{it\Delta_{x,T}} u_{n}^{K} \right) \]

\[\leq \left\| u_{n}^{K} \right\|_{L_{t,x}^{6} H_{y}^{1-\epsilon}}^{4} \left| u_{n}^{K} \right|^{4} \left| u_{n}^{K} \right|^{4} \left| u_{n}^{K} \right|^{4} \left| u_{n}^{K} \right|^{4} \]

We estimate

\[\left\| u_{n}^{K} \right\|_{L_{t,x}^{6} H_{y}^{1-\epsilon}}^{4} \left( u_{n}^{K} - e^{it\Delta_{x,T}} u_{n}^{K} \right) \]

Using (5.9), and the decay property (5.3), we get

\[\lim_{n \to \infty} \left\| u_{n}^{K} \right\|_{L_{t,x}^{6} H_{y}^{1-\epsilon}}^{4} \left( u_{n}^{K} - e^{it\Delta_{x,T}} u_{n}^{K} \right) \rightarrow 0, \text{ as } K \to K^{*}.\]

Arguing as in [9], the proof of Proposition 5.1 implies the following result:

**Theorem 5.3** (Existence of the almost-periodic solution). Assume that \( L_{\text{max}} < \infty \), then there exists \( u_{c} \in C_{t}^{0} H_{x,y}^{1}(\mathbb{R} \times \mathbb{R} \times \mathbb{T}) \) solving (1.1) satisfying

\[S(u_{c}(t)) = L_{\text{max}}, \quad \left\| u_{c} \right\|_{L_{t,x}^{6} H_{y}^{1-\epsilon}(\mathbb{R} \times \mathbb{R} \times \mathbb{T})} = \infty.\]

Furthermore, \( u_{c} \) is almost periodic in the sense that \( \forall \eta > 0 \), there is \( C(\eta) > 0 \) such that

\[(5.11)\]
\[\int_{|x-y(t)| \geq C(\eta)} \left\| u_{c}(t, x, y) \right\|_{H_{y}^{1}(\mathbb{T})}^{2} dx < \eta \]

for all \( t \in \mathbb{R} \), where \( x : \mathbb{R} \to \mathbb{R} \) is a Lipschitz function with \( \sup_{t \in \mathbb{R}} |x'(t)| \leq 1 \).

**5.2. Extinction of the critical element.** In this section, we will exclude the almost-periodic solution in Theorem 5.3 by using the bilinear virial action as in [40].

**Proposition 5.4** (Non-existence of the almost-periodic solution). The almost-periodic solution \( u_{c} \) in Theorem 5.3 does not exist.
Proof. We define the bilinear virial

\[ I(t) = \iint_{x > \bar{x}} \iint_{T^2} (x - \bar{x})|u_c(t, x, y)|^2|u_c(t, x, \bar{y})|^2 \, dx dy d\bar{x} d\bar{y}. \]

By direct computation, we have

\[ I'(t) = 4 \iint_{x > \bar{x}} \iint_{T^2} |u_c(t, x, \bar{y})|^2 \mathcal{J}(\bar{u}_c \partial_x u_c)(t, x, y) \, dx dy d\bar{y}. \]

We see

(5.12) \[ |I'(t)| \leq \iint_{T^2} \iint_{x > \bar{x}} |u_c(t, x, \bar{y})|^2 \mathcal{J}(\bar{u}_c \partial_x u_c)(t, x, y) \, dx dy d\bar{y} \leq \|u_c\|_{L^2_{t,x,y}}^2 \|\nabla_x u_c\|_{L^2_{t,x,y}} \leq 1. \]

On the other hand,

\[ \frac{1}{2} I''(t) \geq 4 \int_{\mathbb{R}} \iint_{T^2} |u_c(t, x, \bar{y})|^2 |u_c(t, x, \bar{y})|^6 \, d\bar{x} d\bar{y} + \int_{\mathbb{R}} \left( \int_{T} \partial_{\bar{x}} (|u_c(t, x, \bar{y})|^2) \, dy \right)^2 \, dx \]

\[ = \frac{4}{3} \int_{\mathbb{R}} \iint_{T^2} |u_c(t, x, \bar{y})|^2 |u_c(t, x, \bar{y})|^6 \, d\bar{x} d\bar{y} + \int_{\mathbb{R}} \left( \partial_{\bar{x}} \left( \|u_c(t, x, \bar{y})\|_{L^2_y}^2 \right) \right)^2 \, dx. \]

Therefore,

\[ \int_{-T_0}^{T_0} I''(t) \, dt \geq \int_{-T_0}^{T_0} \int_{\mathbb{R}} \left( \partial_x \left( \|u_c(t, x, y)\|_{L^2_y}^2 \right) \right)^2 \, dx dt, \]

we note

\[ \int_{\mathbb{R}} \left( \partial_x \left( \|u_c(t, x, y)\|_{L^2_y}^2 \right) \right)^2 \, dx \cdot C\left( \frac{m_0}{1000} \right)^\frac{3}{2} \geq \left\| \|u_c(t, x, y)\|_{L^2_y}^2 \right\|_{C^\frac{1}{2}} \cdot C\left( \frac{m_0}{1000} \right)^\frac{3}{2} \]

\[ \geq \int_{|x-x(t)| \leq C\left( \frac{m_0}{1000} \right)} \left\| u_c(t, x, y) \right\|_{L^2_y}^2 \, dx, \]

where \( m_0 = M(u_c) \). Thus

(5.13) \[ \int_{|x-x(t)| \leq C\left( \frac{m_0}{1000} \right)} \left\| u_c(t, x, y) \right\|_{L^2_y}^2 \, dx \leq C\left( \frac{m_0}{1000} \right)^\frac{3}{2} \left\| \partial_x \left( \|u_c(t, x, y)\|_{L^2_y}^2 \right) \right\|_{L^2_x}^2. \]

By (5.11) and conservation of mass, we have

(5.14) \[ \frac{m_0}{2} \leq \int_{|x-x(t)| \leq C\left( \frac{m_0}{1000} \right)} \left\| u_c(t, x, y) \right\|_{L^2_y}^2 \, dx. \]

Therefore, \( \forall T_0 > 0 \), by (5.14), (5.13), (5.12),

\[ m_0^2 T_0 = \int_{-T_0}^{T_0} m_0^2 dt \leq \int_{-T_0}^{T_0} \left( \int_{|x-x(t)| \leq C\left( \frac{m_0}{1000} \right)} \left\| u_c(t, x, y) \right\|_{L^2_y}^2 \, dx \right)^2 \, dt \leq C\left( \frac{m_0}{1000} \right). \]

Let \( T_0 \to \infty \), we obtain a contradiction unless \( u_c \equiv 0 \), which is impossible due to \( \|u_c\|_{L^6_{t,x} H_{y}^{1-\alpha}(\mathbb{R} \times \mathbb{R} \times \mathbb{T})} = \infty. \)

Acknowledgments. The authors appreciate Professor Benjamin Dodson for his kind help and useful discussions. Zehua Zhao thanks Professor Z. Hani and Professor B. Pausader for their useful suggestions and comments. Xing Cheng also thanks Jiqiang Zheng for explaining the idea of B. Dodson’s work on the mass-critical nonlinear Schrödinger equation. The authors would also thank David Wood and Michael Gill for polishing the article. This work has been reported by Xing Cheng at the 12th AIMS conference on dynamical systems, differential equations and applications in Taipei.
REFERENCES

[1] V. I. Arnold, Geometrical methods in the theory of ordinary differential equations. Second edition. Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences], 250, New York: Springer-Verlag, 1988.

[2] P. Bégout and A. Vargas, Mass concentration phenomena for the $L^2$-critical nonlinear Schrödinger equation, Trans. Amer. Math. Soc. 359 (2007), no. 11, 5257-5282.

[3] J. Bourgain, Refinements of Strichartz inequality and applications to 2d-NLS with critical nonlinearity, Int. Math. Res. Not. (1998), 253-283.

[4] R. Carles and S. Keraani, On the role of quadratic oscillations in nonlinear Schrödinger equations. II. The $L^2$-critical case, Trans. Amer. Math. Soc. 359 (2007), no. 1, 33-62.

[5] T. Cazenave, Semilinear Schrödinger equations. Courant Lecture Notes in Mathematics, 10. New York University, Courant Institute of Mathematical Sciences, New York; American Mathematical Society, Providence, RI, 2003.

[6] J. Colliander, M. Keel, G. Staffilani, H. Takaoka and T. Tao, Global well-posedness and scattering for the energy-critical nonlinear Schrödinger equation in $\mathbb{R}^3$, Ann. of Math. 167 (2008), 767-865.

[7] X. Cheng, Y. Gao, and J. Zheng, Remark on energy-critical NLS in 5D, Math. Methods Appl. Sci. 39 (2016), no. 8, 2100-2117.

[8] X. Cheng, Z. Guo, K. Yang, and L. Zhao, On scattering for the cubic defocusing nonlinear Schrödinger equation on the waveguide $\mathbb{R}^2 \times \mathbb{T}$, arXiv: 1705.00954

[9] X. Cheng, C. Miao, and L. Zhao, Global well-posedness and scattering for nonlinear Schrödinger equations with combined nonlinearities in the radial case, J. Differential Equations 261 (2016), no. 6, 2881-2934.

[10] B. Dodson, Global well-posedness and scattering for the defocusing, $L^2$-critical nonlinear Schrödinger equation when $d \geq 3$, J. Amer. Math. Soc. 25 (2012), no. 2, 429-463.

[11] B. Dodson, Global well-posedness and scattering for the defocusing, $L^2$-critical, nonlinear Schrödinger equation when $d = 2$, Duke Math. J. 165 (2016), no. 18, 3435-3516.

[12] B. Dodson, Global well-posedness and scattering for the defocusing, $L^2$-critical, nonlinear Schrödinger equation when $d = 1$, Amer. J. Math. 138 (2016), no. 2, 531-569.

[13] B. Dodson, Global well-posedness and scattering for the defocusing, mass-critical generalized KdV equation, Ann. PDE 3 (2017), no. 1, Art. 5, 35 pp.

[14] B. Dodson, C. Miao, J. Murphy and J. Zheng, The defocusing quintic NLS in four space dimensions, Ann. Inst. H. Poincaré Anal. Non Linéaire 34 (2017), no. 3, 759-787.

[15] L. Forcella and L. Hari, Large data scattering for the defocusing NLKG on waveguide $\mathbb{R}^d \times \mathbb{T}$, arXiv: 1709.03101

[16] P. Gérard and S. Grellier, Effective integrable dynamics for a certain nonlinear wave equation, Anal. PDE 5 (2012), no. 5, 1139-1155.

[17] P. Germain, N. Masmoudi, and J. Shatah, Global solutions for 3D quadratic Schrödinger equations, Int. Math. Res. Not. IMRN 2009, no. 3, 414-432.

[18] P. Germain, N. Masmoudi, and J. Shatah, Global solutions for 2D quadratic Schrödinger equations, J. Math. Pures Appl. (9) 97 (2012), no. 5, 505-543.

[19] S. Gustafson, K. Nakanishi, and T. Tsai, Scattering for the Gross-Pitaevskii equation, Math. Res. Lett. 13 (2006), no. 2-3, 273-285.

[20] S. Gustafson, K. Nakanishi, and T. Tsai, Global dispersive solutions for the Gross-Pitaevskii equation in two and three dimensions, Ann. Henri Poincaré 8 (2007), no. 7, 1303-1331.

[21] S. Gustafson, K. Nakanishi, and T. Tsai, Scattering theory for the Gross-Pitaevskii equation in three dimensions, Commun. Contemp. Math. 11 (2009), no. 4, 657-707.

[22] M. Hadac, S. Herr, and H. Koch, Well-posedness and scattering for the KP-II equation in a critical space, Ann. Inst. H. Poincaré Anal. Non Linéaire 26 (2009), no. 3, 917-941.

[23] Z. Hani and B. Pausader, On scattering for the quintic defocusing nonlinear Schrödinger equation on $\mathbb{R} \times T^2$, Comm. Pure Appl. Math. 67 (2014), no. 9, 1466-1542.

[24] Z. Hani, B. Pausader, N. Tzvetkov, and N. Visciglia, Modified scattering for the cubic Schrödinger equation on product spaces and applications, Forum of Mathematics, Pi. (2015), Vol. 3, 1-63.

[25] L. Hari and N. Visciglia, Small data scattering for energy critical NLKG on product spaces $\mathbb{R}^d \times M^2$, Commun. Contemp. Math. 20 (2018), no. 2, 1750036, 11 pp.
[26] L. Hari and N. Visciglia, Small data scattering for energy-subcritical and critical nonlinear Klein-Gordon equations on product spaces, arXiv: 1603.06762
[27] S. Herr, D. Tataru, and N. Tzvetkov, Strichartz estimates for partially periodic solutions to Schrödinger equations in 4d and applications, J. Ang. Math. 690 (2014), 65-78.
[28] S. Ibrahim, N. Masmoudi, and K. Nakanishi, Scattering threshold for the focusing nonlinear Klein-Gordon equation, Anal. PDE 4 (2011), no. 3, 405-460.
[29] A. D. Ionescu and B. Pausader, Global well-posedness of the energy-critical defocusing NLS on $\mathbb{R} \times \mathbb{T}^3$, Comm. Math. Phys. 312 (2012), no. 3, 781-831.
[30] C. E. Kenig and F. Merle, Global well-posedness, scattering and blow-up for the energy-critical, focusing, non-linear Schrödinger equation in the radial case, Invent. Math. 166 (2006), no. 3, 645-675.
[31] C. E. Kenig and F. Merle, Global well-posedness, scattering and blow-up for the energy-critical focusing non-linear wave equation, Acta Math. 201 (2008), no. 2, 147-212
[32] R. Killip and M. Visan, Global well-posedness and scattering for the defocusing quintic NLS in three dimensions, Anal. PDE 5 (2012), no. 4, 855-885.
[33] R. Killip and M. Visan, Nonlinear Schrödinger equations at critical regularity. Evolution equations, 325-437, Clay Math. Proc., 17, Amer. Math. Soc., Providence, RI, 2013.
[34] H. Koch and D. Tataru, A priori bounds for the 1D cubic NLS in negative Sobolev spaces, Int. Math. Res. Not. IMRN 2007, no. 16, Art. ID rnm053, 36 pp.
[35] H. Koch, D. Tataru, and M. Visan, Dispersive equations and nonlinear waves. Generalized Korteweg-de Vries, nonlinear Schrödinger, wave and Schrödinger maps, Oberwolfach Seminars, 45. Birkhäuser/Springer, Basel, 2014. xii+312 pp.
[36] F. Merle and L. Vega, Compactness at blow-up time for $L^2$ solutions of the critical nonlinear Schrödinger equation in 2D, Internat. Math. Res. Notices(1998), no. 8, 399-425.
[37] C. Miao, J. Murphy, and J. Zheng, The defocusing energy-supercritical NLS in four space dimensions, J. Funct. Anal. 267 (2014), no. 6, 1662-1724.
[38] J. Murphy, Intercritical NLS: critical $H^s$-bounds imply scattering, SIAM J. Math. Anal. 46 (2014), no. 1, 939-997.
[39] L. Molinet and D. Pilod, Bilinear Strichartz estimates for the Zakharov-Kuznetsov equation and applications, Ann. Inst. H. Poincaré Anal. Non Linéaire 32 (2015), no. 2, 347-371.
[40] F. Planchon and L. Vega, Bilinear virial identities and applications, Ann. Sci. Éc. Norm. Supér. (4) 42 (2009), no. 2, 261-290.
[41] T. Schneider, Nonlinear optics in telecommunications, Springer, Berlin, 2004.
[42] J. Shatah, Normal forms and quadratic nonlinear Klein-Gordon equations, Comm. Pure Appl. Math. 38 (1985), no. 5, 685-696.
[43] A. W. Snyder and J. Love, Optical waveguide theory, Springer, US, 1983.
[44] H. Takaoka and N. Tzvetkov, On 2D nonlinear Schrödinger equations with data on $\mathbb{R} \times \mathbb{T}$, J. Funct. Anal. 182(2001), 427-442.
[45] T. Tao, A sharp bilinear restriction estimate for paraboloids, Geom. Funct. Anal. 13(2003), 1359-1384.
[46] T. Tao, Nonlinear dispersive equations: local and global analysis, CBMS Regional Conference Series in Mathematics, 106. American Mathematical Society, Providence, R.I., 2006.
[47] T. Tao, M. Visan and X. Zhang. Global well-posedness and scattering for the defocusing mass-critical nonlinear Schrödinger equation for radial data in high dimensions, Duke Math. J. 140 (2007), no. 1, 165-202.
[48] T. Tao, M. Visan, and X. Zhang, Minimal-mass blowup solutions of the mass-critical NLS, Forum Math. 20 (2008), no. 5, 881-919.
[49] T. Tao, A. Vargas, and L. Vega, A bilinear approach to the restriction and Kakeya conjectures, J. Amer. Math. Soc. 11(1998), 967-1000.
[50] M. Tarulli, Well-posedness and scattering for the mass-energy NLS on $\mathbb{R}^N \times \mathbb{M}^K$, Analysis 37, Issue 3, 117-132, 2017.
[51] N. Tzvetkov and N. Visciglia, Small data scattering for the nonlinear Schrödinger equation on product spaces, Comm. Partial Differential Equations. 37 (2012), no. 1, 125-135.
[52] N. Tzvetkov and N. Visciglia, Well-posedness and scattering for NLS on $\mathbb{R}^d \times \mathbb{T}$ in the energy space, Rev. Mat. Iberoam. 32 (2016), no. 4, 1163-1188.
[53] M. Visciglia, Global well-posedness and scattering for the defocusing cubic nonlinear Schrödinger equation in four dimensions, Int. Math. Res. Not. IMRN 2012, no. 5, 1037-1067.
[54] H. Xu, *Unbounded Sobolev trajectories and modified scattering theory for a wave guide nonlinear Schrödinger equation*, Math. Z. **286** (2017), no. 1-2, 443-489.

[55] K. Yang and L. Zhao, *Global well-posedness and scattering for mass-critical, defocusing, vector-valued resonant nonlinear Schrödinger system*, arXiv:1704.08976.

[56] Z. Zhao, *Global well-posedness and scattering for the defocusing cubic Schrödinger equation on waveguide $\mathbb{R}^2 \times \mathbb{T}^2$*, arXiv: 1710.09702

[57] Z. Zhao, *On scattering for the defocusing nonlinear Schrödinger equation on waveguide $\mathbb{R}^m \times \mathbb{T}$ (when $m = 2, 3$)*, arXiv: 1712.01266