Development of Stability Control Mechanisms in Neural Network Forecasting Systems
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Abstract. The problem of ensuring the stable functioning of time series forecasting systems based on streaming recurrent neural networks with controlled elements is considered. The mechanisms necessary and sufficient for its maintenance are derived, which involve maintaining the balance of the learning history and modifying the synapse learning rules in order to establish a balance between positive and negative potential. The results of experiments to assess the accuracy of forecasting are presented.

1. Introduction
Both direct propagation neural networks [1] and recurrent neural networks (RNN) are used for time series forecasting [2, 3]. Hybrid solutions are known that combine different neural network architectures or combine neural networks and traditional methods [4]. RNN allow for deeper information processing. They have mechanisms for associative call of information from their memory. These neural networks include RNN with controlled elements [5]. Unlike their counterparts, these RNN can be endowed with different space-time structures, which increases their potential for time series forecasting.

At the same time, despite the known advantages, the fundamental problem of the neural network stability remains largely unexplored. Training of neural network is an iterative process, and the network itself is a dynamic system with feedback. Neural network architectures and training methods are quite diverse, which makes it difficult to synthesize universal algorithms for stability analysis. Recently a lot of investigations have been devoted to this issue. In [6], the model of an artificial Hopfield neural network with non-monotonic nonlinear connections is considered. In [7], the method for analyzing the stability of feedback systems with neural network controllers is presented. For Hopfield neural networks, the Mittag-Leffler stability criterion was obtained in [8]. Inertial neural networks were studied in [9, 10]. Thus, sufficient conditions for global asymptotic stability are obtained in [9], and conditions for exponential stability in the sense of Lagrange are obtained in [10]. Sufficient stability conditions for Hopfield reaction-diffusion networks are considered in [11].

The paper is devoted to the mechanisms for ensuring the stability of neural network systems for time series forecasting, which are based on RNNs with controlled elements. These systems were used in [12, 13] and demonstrated an advantage over known solutions, but due to the lack of mechanisms for monitoring the stability of functioning, the operator's participation was required in the operation of such systems.
The aim of the study is to develop mechanisms for ensuring the stability of the RNNs with controlled elements and to evaluate their effectiveness in the implementation of neural network forecasting.

2. Architecture of the software system for neural network forecasting
The architecture of the software system that implements the neural network time series forecasting method is shown in Figure 1. Its peculiarity is that it consists of two identical two-layer neural networks with controlled elements. According to the method, time series are converted into sequences of sets of single patterns (SSPs), which is the responsibility of the preprocessing module.

![Fig. 1. Architecture of the software system for neural network forecasting.](image)

Then the SSPs enter the first RNN and shift along the layers from the input to the output of neural network, as a result of which a space-time model is formed at the synapses of the first RNN. When it is necessary to get a forecast, the state of the first RNN is copied to the second RNN by the command from the control unit. While the first RNN continues training, the second RNN starts processing the copied SSPs in parallel mode. The internal time of the second RNN repeatedly accelerates, and the associative call of signals in the direction of the input strengthens. At the same time, new SSPs are formed on the layers of the second RNN that carry forecast values. After removing SSPs from the output of the second RNN, they are decoded in the post-processing module. The control unit functions are implemented in the parameter read / write modules, button panels, and modules for RNN layer states visualizing.

3. The stability control mechanisms

3.1. The stability criterion
By the stability of the neural network time series forecasting system, we will understand the state of its constituent RNNs with controlled elements, in which the total weight of $w_{\text{sum}}(t)$ of all its synapses is within the limits $[-W, +W]$, where $W$ is a certain positive coefficient:

$$w_{\text{sum}}(t) = \sum_{i=1}^{N} \sum_{j=1}^{N} w_{ij}(t) \epsilon [-W, +W].$$

Here, the weights of the $w_{ij}(t)$ synapses depend on the weight coefficients $k_{ij}(t)$, which determine the conductivity of the RNN synapses. In turn, $k_{ij}(t)$ is defined by the equation:

$$k_{ij}(t) = \frac{(1+\exp(-\gamma g_{ij}(t)))/(1+\exp(-\gamma g_{ij}(t))) = \text{th}(\gamma g_{ij}(t)/2),}{(2)}$$

$$g_{ij}(t) = g_{ij}(t-\Delta t) + \Delta g_{ij}(t).$$

$$(3)$$
Here \( g_i(t) \) and \( g_i(t-\Delta t) \) are the prehistories at time points \( t \) and \( t-\Delta t \), respectively; \( g_i(0)=0; \gamma \) is some positive coefficient. The value of \( \Delta g_i(t) \) is determined depending on the states of the \( i \)-th and \( j \)-th neurons. If the \( i \)-th neuron emitted a signal and then the \( j \)-th neuron was excited, then \( \Delta g_{ij}(t) \) is a positive value \( (g') \). If the \( j \)-th neuron was excited without a signal from the \( i \)-th neuron, then \( \Delta g_{ij}(t) \) is negative \( (g') \). In all other cases, \( \Delta g_{ij}(t)=0 \).

3.2. The stability criterion

It can be seen from equations (1) – (3) that the stability of the RNN depends primarily on the values of \( g_i(t) \), on the basis of which the weight coefficients are calculated. At each step of the RNN functioning, according to the learning rule, there are a certain number of synapses for which \( \Delta g_{ij}(t) = g' \), and synapses for which \( \Delta g_{ij}(t) = g' \). The first condition for stability is to maintain a balance of the total learning history. To do this, we introduce the balance equation:

\[
S'(t) \cdot g'(t) - S(t) \cdot g(t) = V. \tag{4}
\]

Here \( V \) is a constant value (for example is 0); \( S'(t) \) and \( S(t) \) are the numbers of synapses for which \( \Delta g_{ij}(t) = g'(t) \) and \( \Delta g_{ij}(t) = g(t) \), respectively.

Further, synapses with weights less than 0 are conventionally called "inhibitory", and synapses with a positive weight are called "excitatory".

3.3. The modified learning rule for the neural network

The dependence of \( k_i(t) \) on \( g_i(t) \) is nonlinear, so the balance of the total learning history is insufficient to ensure the stability of the RNN. An additional requirement is the balance of the "excitatory" and "inhibitory" potential of synapses. In other words, at each step of the RNN training, it is necessary that the number of synapses whose weight has decreased in accordance with the training rule be equal to the number of synapses with increased weight. At the same time, the current learning rule does not meet this requirement, since the number of "excitatory" and "inhibitory" synapses depends on the ratio of excited and waiting neurons, which may change over time. One of the ways to equalize the number of "excitatory" and "inhibitory" synapses is to modify the learning rule. In comparison with the original rule, it is proposed to reduce the weight of the \( ij \)-th synapse if the \( i \)-th neuron was in a state of refractoriness, and at the next moment the \( j \)-th neuron was excited. In this case, the number of refractive cycles of neurons is selected so that the number of excited neurons in the layer is equal to the number of active ones.

4. Experiments

The proposed solutions were checked on the example of forecasting urban road traffic in St. Petersburg. To do this, the RNN was configured with the size of 5×6 logical fields, each of which had the size of 4 × 8 neurons (Figure 2). The depth of forecasts was 12 days, and the horizon was 2 days at an interval of 3 hours.

The first series of experiments was conducted without using stability control mechanisms. Figure 3 shows the dynamics of the total weight of the RNN. The horizontal axis of the graphs shows the RNN operation cycles and the vertical axis shows the values of the corresponding parameters. The graphs show that the total weight coefficient goes to the negative range of values. This is due to the prevalence of the number of "inhibitory" synapses over "excitatory" ones (in Figure 2 on the average only 4 out of 32 neurons are excited in one logical field).

The second series was conducted using stability control mechanisms. Figure 4 shows the graph for this situation. It can be seen that the total weight is at a constant level, and the fluctuations in the total weight do not go beyond -60...+60 (against -5000...0 in the previous series).

According to the results of experiments, stability control mechanisms allowed reducing the error of MAE by 13.8%, MAPE by 10.5% and RMSE by 10.0%, which indicates the effectiveness of the proposed solutions.
Fig. 2. State of the first layer of the second RNN when predicting traffic flows. The white serpentine arrow shows the route of data movement from the input to the output of the RNN. White circles indicate neurons in the waiting state, black circles indicate active neurons, and gray circles indicate refractor neurons.

Fig. 3. Dynamics of the total weight coefficient in RNN training without stability control mechanisms.

Fig. 4. Dynamics of the total weight coefficient in RNN training with stability control mechanisms.

5. Conclusions
The considered RNN with controlled elements has a more flexible structure due to the expansion of signal routing capabilities and element relationships. Increasing the manageability of the network makes it necessary to monitor its stability in the learning process, for which the stability criterion and
control mechanisms have been developed. Numerical examples showing the total weight of the neural network during training demonstrate that the proposed mechanisms meet the necessary requirements.
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