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Abstract. In machine learning in the context of big data, it is an indispensable link for the evaluation results and indicators of prediction results. Although it is not as important as the core algorithm, it plays a role in related applications and research fields. The role of horizontal comparison of learning algorithms. The article briefly summarizes and reviews the research results of basic machine learning algorithm evaluation standards. Different evaluation methods are applied to different machine learning problems, and the trends and difficulties of machine learning evaluation methods in the future are analyzed.

1. Introduction

In the conditions of big data, along with the rapid artificial intelligence’s development, especially on the Internet of rapid development, in-vehicle mobile terminals, and cloud technologies, big data is generally reflected in many environments. According to a recent Dell company survey, it has reached 2.8ZB (1ZB = 1021B); IBM survey shows that the total amount of data in the world generates 25 billion bytes of big data every day, it is estimated that it may reach 40ZB next year, equivalent to more than 300 times in the last 15 years. Nowadays, big data technology has been applied to most fields, including transportation, energy, service industry, and medical care. It has received extensive attention from many companies, universities, research institutes, and governments.

There are many definitions of machine learning, including the following: "Machine learning is a direction that focuses on the improvement of the system's performance through scientific computing and the use of the experience gained." "Machine learning is derived from artificial intelligence and statistics" "Machine learning is the study of how computers imitate human learning behaviours, acquire new knowledge, and improve their performance." Existing machine learning methods have been very mature and improved. For most classification, regression, and clustering problems, they can be roughly divided into semi-supervised learning, unsupervised learning, supervised learning, reinforcement learning, and algorithms. The development has been divided into algorithms, regularization methods, decision tree learning, instance-based algorithms, Bayesian algorithms, clustering algorithms, association rule learning, genetic algorithms, artificial neural networks, kernel-based algorithms, integrated algorithms, etc. However, there are few types of research on evaluation methods based on machine learning under big data at home and abroad. Therefore, it is not yet possible to verify whether a learning algorithm is suitable for a big data environment. Influences. Foreign scholars have proposed in the literature to evaluate machine learning algorithms using three criteria: recall rate, Matthews correlation coefficient, and accuracy. Big data environment and unsupervised, weakly supervised machine learning algorithms for evaluation. This article summarizes the existing evaluation methods used by big data machine learning to solve most problems and summarizes the best evaluation methods for different problems to fill the gaps in the evaluation methods of big data machine learning algorithms.
2. Basic Evaluation Criteria Commonly Used in Machine Learning

In the big data environment, how to evaluate the pros and cons of a machine learning algorithm becomes more and more important, because a good evaluation system is more instructive for machine learning algorithms oriented to big data.

2.1 Accuracy and Recall

For the binary classification problem, the examples can be divided into: True Positive (TP), False Positive (FP), False Negative (FN), True Negative (TN). You can then build the Confusion Matrix as shown in the following table 1.

| Real category | Forecast category |
|---------------|------------------|
| Positive example | TP | FN |
| Negative example | FP | TN |

(1) Accuracy, $A$

$$A = \frac{TP}{TP + FP}$$

(2) Precision, $Pr$

$$Pr = \frac{TP}{TP + FP}$$

(3) Recall, $R$

$$R = \frac{TP}{TP + FN}$$

(4) F1-score, $F_\beta$

$$F_\beta = \frac{(1 + \beta^2) \times Pr \times R}{(\beta^2 \times Pr) + R}$$

Also, the G-Mean index can also evaluate the model performance of imbalanced data.

The accuracy is used to evaluate the prediction ability of the model as a whole, but the gap between the amount of positive and negative samples of the training sample is too obvious, which may cause the model to have a low accuracy (low recall) or too strong (low recall) of positive samples when the model has high accuracy Precision is low. The accuracy rate is often used in the problem of binary classification. Therefore, the recall rate and accuracy rate need to be specifically assess the excellence of the model. In [9], the accuracy of the prediction in the experiment is to predict how many samples of poor students are really poor students the higher the accuracy, the better the ability to identify a negative example. For multi-classification problems, it can be transformed into two-class classification problems for each category to measure model quality. Retrieval and selection of large-scale data collections are related to the two indexes of "recall rate" and "accuracy rate". And because the two indicators are mutually restrictive, we usually choose a suitable degree for the "retrieval strategy" as needed, not too strict or too loose, Find a balance between recall and accuracy, this balance is determined by specific needs.

2.2 ROC and AUC

ROC is expressed as receiver-operating characteristic. Each point on the ROC curve corresponds to the susceptibility of the same signal. In the ROC curve, the horizontal axis represents the false positive rate (FPR), also called specificity. The proportion of negative examples; (1-Specificity), where the vertical axis represents the true positive rate (TPR), also called Sensitivity. For a binary classification problem, the instances are classified into positive or negative. But in practice, there are four situations.

(1) Assuming that the instance is a positive class, it is predicted to become a positive class, thatis, the true class (True Positive TP)
(2) Suppose the instance is a positive class and is predicted to become a negative class, that is, a false negative class (False Negative FN).

(3) Assuming that the instance is a negative class and is predicted to become a positive class, it is a false positive class (False Positive FP).

(4) Suppose the instance is a negative class and is predicted to become a negative class, which is a true negative class (True Negative TN).

TP: correct positive number

FN: underreported, no number of correct matches found

FP: False positive, no match is incorrect

TN: Number of mismatches rejected correctly

As shown in the table 2, 1 represents the positive class, and 0 represents the negative class:

| Actual | 1 | 0 | Total |
|--------|---|---|-------|
| 1      | True Positive TP | True Negative FN | Actual Positive(TP+FN) |
| 0      | False Positive FP | True Negative TN | Actual Negative (FP+TN) |
| Total  | Predicted Positive(TP+FP) | Predicted Negative(FN+TN) | TP+FN+FP+TN |

From this, we can get the formula

1. True Postive Rate (TPR): TP / (TP + FN), which represents the proportion of actual positive instances to all positive instances in the positive class predicted by the classifier. Sensitivity

2. False Postive Rate (FPR): FP / (FP + TN), which represents the proportion of actual negative instances to all negative instances in the positive class predicted by the classifier. 1-Specificity

3. True Negative Rate (TNR): TN / (FP + TN), which represents the ratio of actual negative instances to all negative instances in the negative class predicted by the classifier, TNR = 1-FPR. Specificity

Suppose a logistic regression classifier is used, which gives the probability of being a positive class for each instance, then by setting a threshold value such as 0.8, the possibility is greater than or equal to 0.8 as the positive class, and the fewer than 0.8 is the negative class. Correspondingly, a group (FPR, TPR) can be calculated, and corresponding coordinate points can be obtained in the plane. As the threshold value gradually decreases, more and more instances are classified as positive classes, but these positive classes are also doped with true negative instances, that is, TPR and FPR will increase at the same time. When the threshold is maximum, the corresponding coordinate point is (0,0), and when the threshold is minimum, the corresponding coordinate point is (1,1). As shown in figure 1.

![Figure 1. ROC and AUC.](image)

Horizontal axis FPR: 1-TNR, 1-Specificity, the larger the FPR, the more actual negative classes are predicted in the positive class.

Vertical axis TPR: Sensitivity (positive type coverage), the larger the TPR, the more positive types are predicted in the positive type.
Ideal target: TPR = 1, FPR = 0, which is the (0,1) point in the figure, so the closer the ROC curve is to the (0,1) point, the better of the 45 degrees diagonal, the greater the Sensitivity and Specificity.

The ROC curve has a very good characteristic: when the distribution of the positive and negative samples in the test set is transformed, the ROC curve can remain unchanged. In actual data sets, sample imbalances often occur, that is, the difference between the positive and negative samples is large, and the positive and negative samples in the test data may also change over time. The following figure is a comparison of ROC curve and Precision-Recall curve, As shown in the graph.

![Figure 2: ROC Curves.](image)

In figure 2 above, the two on the left are ROC are ROC curves, and the two on the right are ROC Precision-Recall curves.

(a) And (b) show the results of classifying the first test set (the distribution of the positive and negative samples is balanced), and (c) and (d) are the classifiers that increase the amount of negative samples in the test set by 10 times the first. As a result, it can be clearly seen that the ROC curve basically maintains the original appearance, while the Precision-Recall curve changes greatly.

3. Other Basic Evaluation Criteria for Machine Learning

3.1 Kappa Value

The kappa value is a measure of classification accuracy. KIA is mainly used to compare and analyze whether the difference between two maps or images is caused by “accidental” or “inevitable” factors. It is also often used to check the correctness of satellite image classification for the determination of real features. KIA is an index capable of calculating overall consistency and classification consistency. The general expression of KIA’s calculation formula is:

\[
K = \frac{\text{observed accuracy} - \text{chance agreement}}{1 - \text{chance agreement}}
\]

In Literature[23], the detection of student performance prediction behaviour was found to be more intuitive than other evaluation methods, and a positive correlation was clearly obtained after the use of key indicators. The prediction results for the detection of malicious Android malware in Literature[24] used Kappa values to fully evaluate the performance of the classifier and obtained significant effectiveness and accuracy.
3.2 Gini Coefficient
When using SAS or some other statistical analysis software to evaluate the classification effect of the classifier, you often see the Gini coefficient. The Gini coefficient is often used to justice the fairness of income distribution.

Information gain is often used to choose features in the ID3 Algorithm, and preference is given to large information gain. Information gain ratio is used to choose features to reduce the question that data gain is easy to choose features with a lot of feature values in the C4.5 algorithm. However whether it is ID3, C4.5 or other, it is based on the entropy model of information theory, which involves a large number of logarithmic operations. Can you simplify the model without losing the advantages of the entropy model completely? The information gain ratio has been replaced in the CART classification tree algorithm by the Gini coefficient, where the Gini coefficient represents the model's impureness. The much higher the Gini coefficient, the higher the impureness and the worse the characteristics. It's the opposite of information gain.

Gini coefficient refers to the ratio of the section enclosed by line of fairness and Lorenz Curve to the area below line of fairness, that is, the Gini coefficient = A area / (A area + B area). ReferenceLiterature[28] used this evaluation method to have concrete manifestations, which clearly showed that for different vehicle trip sharing rates, this evaluation method is used to evaluate the prediction effectiveness of classification models, which refers to the section enclosed by this ROC curve and the centre line Proportion to area above midline.

4. Conclusions and Discussions
Machine learning algorithms under big data have always been research hotspots, and how to evaluate the efficiency and goodness of existing and new machine learning algorithms has also become very important. This article is based on a preliminary basic summary of machine learning model algorithms that are now mature. For the evaluation method of machine learning algorithms under big data, the basic process of rating method and the advantages of specific application environment are briefly described. The evaluation method summarized in this article is only a simple analysis of evaluation methods of machine learning algorithms, such as accuracy and recall. It can measure the accuracy of the binary classification algorithm, but it does not further research the comparison of different characteristics of the evaluation criteria of machine learning, and cannot research the pros and cons of the evaluation criteria in machine learning. Therefore, in future research, we will further research the pros and cons of different evaluation standards, and put forward specific use advantages such as evaluation standards for specific problems.
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