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ABSTRACT

Chest X-rays have been a subject of deep learning applications on medical images for the high expectations of their evidence in assessing pulmonary diseases. Whereas the arising of COVID-19 or 2019 novel coronavirus in December 2019 have prioritized research on pulmonary diseases diagnosis and prognosis, especially using artificial intelligence (AI) and Deep Learning (DL). For this sake, we extend the work on detecting pneumonia using Faster Region-Based Convolutional Neural Networks (Faster R-CNN) by applying Faster R-CNN to the detection of Pneumonia and COVID-19 in Chest X-ray images using several datasets involving COVID-19 images. Different combinations of training scenarios in addition to internal and external testing at different objectiveness thresholds, epochs counts, and lengths yielded variant results. Our results comply with the state of the art of Faster-RCNN in pneumonia detection but do not show promising results in COVID-19 detection as a standalone model. Future work may emphasize introducing segmentation to the model pipeline, adding a secondary classification stage, and even engaging other medical data to improve the performance and constitute a robust Faster R-CNN-based prediction model.
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1. Introduction

Coronavirus disease (COVID-19) is an infectious disease that was first detected in China - Wuhan in December 2019 and is caused by a newly discovered coronavirus. Most infected people recover without special treatment but people with underlying medical problems and the elderly are more likely to develop serious illness[1]. COVID-19 cases show several symptoms including dry cough, fever, shortness of breath, weakness, and others. In hospitalized cases, 75\% of the complications include pneumonia [2].

Coronavirus and a variety of other organisms - including bacteria and fungi - can cause pneumonia infection, which is an inflammation in the air sacs of a lung or of both lungs. It can range from mild to life-threatening especially for infants, people with health problems, and the elderly [3].

Medical imaging - of different types - is used to help medical doctors assess pulmonary diseases. For example, Ultrasound is used for the diagnosis of pediatric pulmonary diseases and is reviewed by Heuvelings et al. [4]. Moreover, computed tomographies (CT) are important for prognosis and diagnosis of lung cancer that they became a subject of automatic detection research reviewed by Zhang et al. [5]. However, chest X-rays (CXR) are widely available, effective, emit less radiations than other medical images, and are affordable, which makes them a reasonable target for automated Artificial Intelligence (AI) assistants in cases of viral diseases such as COVID-19.

AI researchers’ response to the coronavirus pandemic was immediate as they applied their experiences and methodologies to assist in combating the virus by speeding up the diagnosis during its spread [6]. And as deep learning (DL) is the most famous form of AI[7], it had its share on many levels, including pulmonary medical imaging [8].

Faster Regional Convolutional Neural Networks is an object
detection model that includes a region proposal network (RPN) which shares the full-image convolutional features with a detection network. It performed outstandingly in several competitions, and thus its use was expanded to many different fields [9].

In this paper, the work done by Ismail et al. [10] who applied Faster Regional Convolutional Neural Networks (Faster R-CNN) to CXR classification, was extended using different datasets and adding COVID-19 pneumonia to some of the experiments scenarios. Different combinations of subsets of Chestxray14[11], RSNA Pneumonia[12], CheXpert[13], the COVID-19 image data collection by Dr. Joseph Paul Cohen et al[14], and the dataset of SIIM-FIABIO-RSNA COVID-19 Detection Kaggle Competition[15] were used. To implement the model, existing python libraries were used, and the evaluation of the model’s performance was done by calculating and analyzing the accuracies, precision, sensitivity, and specificity. The assessment also involved comparison with similar work, and with medical representatives.

This paper is organized as follows. Section 2 describes Faster R-CNN architecture and paradigm in the light of deep learning and convolutional neural networks, and highlights the related work. Section 3 describes the methodology used to carry out this work. Section 4 displays and discusses the results, and finally, section 5 provides the conclusion and the future work.

2. Background

This section describes briefly the architecture of Faster R-CNN model and highlights applications of the model in different domains.

2.1. Model Architecture

Our experiment is held to study the performance of Faster R-CNN algorithm in the detection of pneumonia including COVID-19 pneumonia from medical chest images, specifically chest X-rays. Faster R-CNN is an add-up of the region proposal network (RPN) and the Fast R-CNN, where Fast R-CNN [16] is an updated version of R-CNN [17].

The R-CNN inputs an image to the network, then extracts region proposals using selective search [18] which combines segmentation and exhaustive search. After that, it computes the features for each proposal using transfer learning and CNN, then uses a support vector machine (SVM) to classify each of the proposals.

Fast R-CNN aimed to speed up the detection process by disregarding selective search. In fact, the input image is associated with ground-truth bounding boxes. Feature maps are extracted and region-of-interest (ROI) pooling is applied, by which the ROI feature vector is obtained. After that, two sets of fully convolutional layers (FC) are used to output through softmax layer the classification results, and through a regression layer the localizing bounding boxes of predicted proposals.

Yet, the Fast R-CNN still consumed too much time for region proposals, and thus, Faster R-CNN was proposed. It mainly incorporates region proposals into Fast R-CNN such that a preliminary convolutional neural network produces a feature map, an RPN proposes regions of interest and their corresponding scores based on the produced feature map, and finally, the region proposals along with the feature map are forwarded to an ROI pooling layer and fully connected layers respectively. The output is in the form of bounding boxes coordinates (localization of target) and classes to which the images belong. This criterion shares convolutional features of improved quality with a detection network, nearly diminishes the ROI generation time, and improves the frame rates to become almost real-time.

Being introduced in 2015 by Ren et al. [9], Faster R-CNN have achieved state-of-the-art object detection accuracy on PASCAL VOC 2007, 2012 and MS COCO datasets. Moreover, it earned the first-place winning entries in several tracks in ImageNet Large Scale Visual Recognition Challenge 2015 (ILSVRC) localization competition and COCO 2015 segmentation competitions. Thus, it became an interesting model for a variety of application fields.

2.2. Related Work

The promising algorithm usages can be categorized at different related levels: medical/non-medical usage, and pneumonia/covid-19 detection.

2.2.1. Non-Medical Usage

Faster R-CNN has been experimented for many non-medical objectives, like the detection of objects in the wild by Chen et al. [19], the detection of faces [20], that of facial expressions [21], and even fire smoke detection in the wild-land forest [22].

2.2.2. Non-Medical Usage: COVID-19 emphasis

For COVID-19 pandemic resistance, it was used on many levels other than direct disease diagnosis. For instance, it was experimented on person detection for monitoring social distancing by Punn et al. [23]. Faster R-CNN algorithm was also tested by Yadav [24] on face mask detection to assure the safety guidelines are being preserved. In an advanced approach, Faster R-CNN was tested by Wu et al. [25] for vehicle detection used to fulfill the transportation ban inside Wuhan where COVID-19 first occurred.

2.2.3. Medical Usage

Faster R-CNN was used in object detection from malaria images by Hung and Carpenter [26]. Another example of its usage was for liver segmentation by Tang et al. [27], and also for heart segmentation by Xu et al. [28]. Moreover, it was used for brain tumors detection by Ezhilarasi and Varalakshmi [29].

2.2.4. Medical-Images Usage: Pneumonia/COVID-19 emphasis

For direct diagnosis of pulmonary diseases using medical images, an approach using faster R-CNN was done by Ismail et al. [10] for chest X-rays classification, achieving 62% accuracy. Besides, Yao et al. [30] implemented a model that is based on Faster-RCNN model with the integration of several other components that were proved to improve the performance of the algorithm, achieving 38.02% and 39.23% mean Average Precision (mAP) using ChestX-ray14[11] dataset and that of the Radiological Society of North America (RSNA)[12] respectively.
Emphasizing on covid-19 detection, Tahir et al. [31] use Faster-RCNN to forecast covid-19 through chest X-rays and registration slips of admitted patients and achieves 87% mean Average Precision (mAP). Another approach is by Podder et al. [32] who use Mask-RCNN rather than Faster-RCNN to detect COVID-19 through frontal views of chest X-rays achieving 96.98% accuracy. Shibly et al. [33] developed COVID faster R-CNN that use chest X-rays and achieves outstanding results: 97.36% accuracy, 97.65% sensitivity, and precision of 99.28%.

Another approach targets tuberculosis, pneumonia, and covid-19 detection all together by Mahajan et al. [34] using Faster-RCNN for lung isolation and then DenseNet for classification, followed by fine-tuning, classifying by a multi-level perceptron structure, then a calibration.

3. Methodology

This section describes the methodology used to prepare, implement, and test Faster R-CNN on pneumonia and Covid-19 classification using chest X-rays.

3.1. Data Preparation

In order to experiment Faster R-CNN, the chest X-rays were imported, pre-processed and categorized into relevant training, and testing datasets. Datasets were created using different combinations of four publicly available datasets:

- Dataset of RSNA Pneumonia Detection Challenge (2018) [35]
- Chestxray14 dataset [11]
- CheXpert dataset [13]
- COVID-19 image data collection by Cohen et al. [14]
- SIIM-FISABIO-RSNA COVID-19 Detection Kaggle Competition [15]

RSNA pneumonia dataset constitutes of 26984 unique chest X-rays in DICOM format, from which 3000 X-rays are allocated for testing, while the rest are labelled for training. Training images labels include whether the image is diseased (pneumonic) or not, and corresponding bounding boxes that evidence the label. Out of the training images, 9555 are classified as diseased. As for Chestxray14 dataset, it contains 112120 unique chest X-rays of PNG format. However, the labeling covers only 880 diseased images. Fourteen different diseases labels are used, one of which is the main concern; pneumonia. The third dataset is CheXpert, which is made up of 223,414 chest radiographs of 65,240 patients. The images are of JPG format, and are labeled according to 14 classes (No findings in addition to 13 findings types). The disadvantage of this dataset is that it lacks bounding boxes localizing the findings. The final dataset used is a subset of an earlier version of Cohen et al. [14], which is a collection in progress, gathering chest X-rays covering 20 different findings including pneumonia and covid-19. This dataset contains images with different types, sizes and qualities. Finally, the dataset of SIIM-FISABIO-RSNA COVID-19 Detection Kaggle Competition [15] is divided into two parts: a training dataset that consists of 6,334 chest scans in DICOM format, and a hidden dataset that is roughly of the training dataset scale. The images are organized according to study level and image level. At the study level, the class of the case is identified as Negative for Pneumonia, Typical COVID-19 appearance, Indeterminate appearance, and Atypical COVID-19 appearance. Whereas at the image level, the bounding boxes for the detected opacities are given along with the correct prediction label for the provided bounding box. The dataset was available also in other formats by the competitors.

Images count: The total number of CXRs used in each dataset was highly dependant on the initial count of available images in public datasets, and sometimes on the availability of the necessary annotations (specifically coordinates of bounding boxes locating symptoms of pneumonia) at the time of performing this experiment.

Images type and size: In order to unify the images types of the built datasets, DICOM images of RSNA dataset were converted to PNG images using dcm2pnm [?] utility of DCMTK OFFIS DICOM Toolkit, which converts DICOM images to PGM/PPM, PNG, TIFF or BMP. Moreover, PIL (Python Imaging Library) or pillow library, which is a python library, was used to convert JPG images to PNG type, and to resize all to best fit 1024x1024 pixels keeping the initial ratio of image, and filling the remaining space with black color if exists. An example of resized image from CheXpert dataset is in Figure 1.

COVID-19 images labels: In the case of COVID-19 images from [14], the images of better resolution fit with the criterion were picked. However, the annotations were missing, so an expert in Radiology located the symptoms of pneumonia caused by COVID-19. The expert was provided with VGG Image
### 3 METHODOLOGY

**Table 1. Chest X-rays count and sources for training datasets (Tr+ means the training set is additive)**

| Dataset              | Normal | Pneumonic | Tr + |
|----------------------|--------|-----------|------|
| Tr 1 RSNA            | 8800   | 9555      |      |
| Tr 2 ChestXray14     | 100    | 100       | Tr 1 |
| Tr 3 Covid-19 collection CheXpert | 38     |           |      |
| Tr 4 Covid-19 collection CheXpert | 38     |           | Tr 2 |
| Tr 5 Kaggle          | 1822   | 4172      |      |

Annotator Version 3 (VIA3) [36] and 97 CXRs (the available CXRs at that time), of which 37 are of lower priority, because their sizes are smaller than the rest of the images. The expert disregarded the CXRs of unacceptable resolution for diagnosis, and annotated the 47 kept images. Throughout annotation, each CXR would possibly contain more than one located region of interest, which gets denoted by “alveolar opacity”, that might be caused by pneumonia or other pulmonary diseases, and is not pneumonia itself. The expert clarified that an alveolar opacity has undefined contours and can rarely be included in a square shape, that’s why the regions of interest were traced emphasizing on the highest densities rather than the whole opacity area.

**Training datasets:** For training the algorithm, 5 datasets were prepared as shown in table 1. The first training dataset (Tr 1) was composed of 8800 CXRs of normal people, and 9555 of people diagnosed with pneumonia from RSNA dataset, while the second training dataset (Tr 2) was composed of the first training dataset in addition to 200 CXRs from ChestXray14 dataset, where half of them was for pneumonic people and the rest are for normal ones. The first dataset acted as the gold standard, whereas the second dataset was created to train the algorithm with CXRs from hybrid sources with different qualities. The third and fourth training datasets (Tr 3 and Tr 4) were both made up of 38 CXRs of normal people from CheXpert dataset and 38 CXRs of people diagnosed with COVID-19 from aforementioned COVID-19 collection. However, Tr 3 combined its CXRs with Tr 1, while Tr 4 added up CXRs of Tr 2. The last training dataset denoted by Tr 5 was made up of 1822 normal and 4172 COVID-19 pneumatic chest X-rays consisting of the three labels: atypical, typical and indeterminate.

**Testing datasets:** As for testing datasets, five datasets were constructed, and are described in table 3. The first testing dataset (Te 1) is composed of 100 CXRs from RSNA dataset, where half of them correspond to pneumatic people. The second testing dataset (Te 2) adds up to Te 1 a total of 40 CXRs from ChestXray14 dataset, of which 20 CXRs are labelled as pneumatic. Thirdly, Te 3 constitutes of 100 CheXpert CXRs, with half of them classified as pneumatic. The fourth testing dataset (Te 4) is composed of 6 normal CXRs and 6 pneumatic ones from CheXpert dataset, in addition to 6 COVID-19 labelled CXRs from COVID-19 collection. Finally, the fifth dataset is made up of 102 normal images and 198 COVID-19 labeled as typical, atypical and indeterminate.

### 3.2 Model Building and Training

The model was reproduced using Python language, based on the publicly available keras implementation of Faster R-CNN [37]. For the training process, Anaconda virtual environment is used given the requirements of the implementation installed, which are Keras, tensorflow, open-cv, sklearn, H5py and Numpy. The experiments were executed with RTX 2080Ti GPU and 64GB RAM at 1e-5 learning rate. The anchor box scales were defined as 64, 128 and 256. Besides, the anchor ratios were [1,1], [1,2] and [2,1]. For region proposal network, the minimum overlap used was 0.3 with maximum reaching 0.7, while minimum and maximum overlap values for the classifier were 0.1 and 0.5 respectively. The weights of the hyper-parameters of the model were updated only when loss was less than previous loss value.

The Faster R-CNN model trained is VGG16-based as in [9], and is trained in many scenarios described in table 4. Five training scenarios (Tr 1, Tr 2, Tr 3, Tr 4, Tr 5) were obtained by changing the training dataset used. The whole model initial hyper-parameters were inherited from the pre-trained model hyper-parameters using ImageNet dataset [38].

The experiment was held in two parts (refer to table 4):

1. For scenarios 1-6, the total count of epochs is 50, given 250 iterations per epoch
2. For scenarios 1-8, epochs count varies (50, 250, and 400), and epoch length varies (250, 100, 16)

### 3.3 Model Testing and Validation

For testing and evaluation, the scenarios performed are described in table 3, and detailed in table 4. The first four scenarios were by adopting the first two training scenarios and

**Table 2. Chest X-rays count and sources for testing datasets (Te+ means that the testing set is additive)**

| Dataset              | Normal | Pneumonic | Te + |
|----------------------|--------|-----------|------|
| Te 1 RSNA            | 50     | 50        |      |
| Te 2 ChestXray14     | 20     | 20        | Te 1 |
| Te 3 CheXpert        | 50     | 50        |      |
| Te 4 Covid-19 collection CheXpert | 6     |           |      |
| Tr 5 Kaggle          | 102    | 198       |      |

**Table 3. Training and Testing experiments**

| Scenario | Tr 1 | Te 1 | Internal Testing |
|----------|------|------|------------------|
| 1        | Tr 1 | Te 1 | Internal Testing |
| 2        | Tr 2 | Te 2 | Internal Testing |
| 3        | Tr 1 | Te 3 | External Testing |
| 4        | Tr 2 | Te 3 | External Testing |
| 5        | Tr 3 | Te 4 | Internal Testing |
| 6        | Tr 4 | Te 4 | Internal Testing |
| 7        | Tr 5 | Te 5 | Internal Testing |
testing each against two testing datasets: the first was an internal dataset that constituted of images originating from the same training dataset, and the other was an external dataset that constituted of images from different dataset than that of the training scenario. As for the following two testing scenarios, they internally test -using Te4- the algorithm trained by the third and fourth training datasets each at a time. The last two scenarios adopt the fifth training dataset and the same dataset augmented respectively, both tested internally.

Then, the accuracy, precision, sensitivity and specificity were calculated for testing results given that TP is true positives, FP is false positives, TN is true negatives, and FN is false negatives. Precision was calculated by:

\[
\frac{TP}{FP + TP}
\]

Sensitivity was calculated by:

\[
\frac{TP}{FN + TP}
\]

Specificity was calculated by:

\[
\frac{TN}{TN + FP}
\]

And accuracy was calculated by:

\[
\frac{TP + TN}{TP + TN + FP + FN}
\]

The testing was done in two parts with respect to the training process as follows:

1. Test using several objectiveness thresholds (0.7, 0.75, 0.8), and compare to a senior trainee in radiology for training part 1
2. Test using a fixed objectiveness threshold equal to 0.75 for training part 2

where the objectness threshold "measures the membership to a set of object classes verses the background" [9].

Finally, the experiments’ performance was compared to that of state-of-the-art.

4. Results and Discussion

As two experiments were held, one targeting different objectiveness thresholds, and another one emphasizing on epochs length and count, analysis will be held in two steps. Furthermore, it is important to differentiate between the internal and external testing when analyzing the testing results of the trained models with different training datasets. The internal dataset - used to test the model- is composed of images from the same nature and source of the training dataset used, while the external dataset is composed of images from a source that is different from that of the training datasets. The difference in the source might also mean a difference in the image quality as well as a difference due to the genetic behavior of different nations.

4.1. Experiment with Fixed Epochs Count and Epochs Length

For the first experiment, 50 epoches were executed, each of 250 epoch length at different objectiveness thresholds: 0.7, 0.75 and 0.8. The results are displayed in table 5. Scenarios 1-6 are detailed in table 4.

4.1.1. Performance between Internal and External Testing

At 0.7 objectness threshold, testing against datasets internally, the accuracy of the model of the second scenario that is based on images from two sources (RSNA and Chest X-Ray14), with a larger count of images, performed better than that of the first scenario based on images from one single source (RSNA). When tested against external datasets (CheXpert), both third and fourth scenarios recorded less accuracy values than the first and second scenarios. However, the training dataset with the unique source performed better than the dual-sourced training dataset, against the internal testing case.

The fifth and sixth testing scenarios use Te4 that is composed of images from CheXpert and Covid-19 collection, to evaluate the algorithm trained by Tr3 and Tr4 consisting of images from CheXpert and Covid-19 collection, though adding Tr1 to Tr3, and Tr2 to Tr4. Both experiments are considered internal testing, and perform worse than all four previous scenarios, with scenario 6 performing better than that of scenario 5. This could be caused by the small count of COVID-labeled images provided and that of testing images.

Precision, sensitivity and specificity are calculated only for binary datasets which exclude the fifth and sixth scenarios. The same analysis applies to precision. Yet, with respect to sensitivity, the second scenario performed better than the first scenario. On top, scenarios 3 and 4 performed the best, while the third scenario beat the fourth scenario. For specificity, second scenario came first, followed by the first scenario (27% and 25% respectively), and finally third and fourth scenarios (4% each).

In general, as objectness threshold increased, the accuracy increased, the precision slightly increased, the specificity noticeably increased, and the sensitivity decreased.

Therefore, the second scenario performed better than the first scenario, which is explained by the increased count of images, and although it is not a very evident increase (only 1%), the higher contrast of the added images implied the performance improvement. However, that was on the level of internal testing. Moving to external testing, the model trained by a unique-sourced dataset was found to be more robust (the third scenario is better than the fourth). Adding covid-19 images, and similar to the internal testing in the first two scenarios, the sixth scenario performed better than that of the fifth scenario.

In comparison to a health representative’s performance, the trainee was asked to classify the chest X-rays of the testing datasets without prior knowledge of their diagnosis. It is noticeable that the trainee’s accuracy is higher than the model’s best accuracy at each scenario by an average of 26%. The sensitivity of the trainee’s performance decreases significantly at scenarios 3 and 4, while the specificity notably decreases at 5th and 6th scenarios containing COVID-19 images. Yet, the model is much faster given that the run time for scenario 8 testing of 300 images is 03:06.599128 minutes.
4. RESULTS AND DISCUSSION

Table 4. Training and Testing Scenarios with images counts and sources

| Experiment | Training Data                      | Testing Data                   | Testing scope   |
|------------|------------------------------------|--------------------------------|-----------------|
| 1          | Tr 1 RSNA                          | Te 1 RSNA                      | Internal Testing|
| 2          | Tr 2 ChestXray14 + RSNA            | Te 2 ChestXray14 + RSNA        | Internal Testing|
| 3          | Tr 1 RSNA                          | Te 3 CheXpert                  | External Testing|
| 4          | Tr 2 ChestXray14 + RSNA            | Te 3 CheXpert                  | External Testing|
| 5          | Tr 3 Covid-19 + CheXpert + Tr 1   | Te 4 Covid-19 + CheXpert       | Internal Testing|
| 6          | Tr 4 Covid-19 + CheXpert + Tr 2   | Te 4 Covid-19 + CheXpert       | Internal Testing|
| 7          | Tr 5 Kaggle                        | Te 5 Kaggle                    | Internal Testing|
| 8          | Tr 5 Kaggle Augmented              | Te 5 Kaggle                    | Internal Testing|

Table 5. Testing results at 50 epochs and 250 epoch length compared to healthcare representative

| Objectness Threshold | Accuracy | Precision | Sensitivity | Specificity |
|----------------------|----------|-----------|-------------|-------------|
| 0.7                  | 0.54     | 0.636364  | 0.518987    | 0.597015    |
| 0.75                 | 0.933824 | 0.987179  | 0.905882    | 0.980392    |
| 0.8                  | 0.58     | 0.676768  | 0.608696    | 0.672727    |
| 0.75                 | 0.903409 | 0.913462  | 0.902882    | 0.988889    |
| 0.8                  | 0.51     | 0.505155  | 0.494382    | 0.555556    |
| 0.75                 | 0.434343 | 0.494949  | 0.465909    | 0.461538    |
| 0.9                  | 0.68     | 0.95      | 0.95        | 0.98        |
| 0.888889            | 0.68     | 0.95      | 0.95        | 0.98        |
| 0.4                  | 0.3333   | 0.178     | 0.1777      | -           |
| 0.6                  | 0.3333   | 0.29      | 0.4         | -           |

4.1.2. Comparing to Related Work

Comparing to similar previous work, it is possible to infer that all the results comply with each other. Table 6 states the values of accuracies, specificity, sensitivity and precision of two similar experiments published by Ismail et al. [10] and Shibly et al. [33], in addition to this model’s results where the values are calculated by averaging the highest ones in table 5 with equal weights for all experiments.

In the work done by Ismail et al. [10], they perform the experiment on 200 images from ChestXray14 dataset, and classify them into pathological and normal images, which means that this experiment is an expansion of theirs on image count level, and focusing on pneumonia and pneumonia caused by COVID-19 virus rather than general pathologies. However, this models’ performance is within a difference ranging from 3% to 13% considering accuracy, precision, specificity and sensitivity. Especially that the first and second scenarios that include pneumonia and normal-labeled images as in the aforementioned work, almost have the same accuracy (63%) with that of Ismail et al. [10].

On another level, Shibly et al. [33] results are relatively high with respect to our model. Accuracy, sensitivity and precision values are 97.36%, 97.65% and 99.28% respectively, using two datasets containing images labeled as normal, Covid-19 and non-Covid pneumonia, with a count of 13800 images and 5370 images for the first and second datasets respectively. Their evaluation is performed on 10-fold validation technique. This could be due to the difference in training dataset, which is almost triple the size of dataset used in scenario 8, and may also be due to the difference in images quality and labeling certainty.

4.2. Experiment with Fixed Objectiveness Threshold

Fixing the objectiveness threshold at 0.75, comparison was done at two levels: epochs count (table 7) and epochs length (table 8).

Fixing epochs length at 250 as suggested by the initial Code developers, epochs count was varied between 50, 250 and 400,
### Table 6. Comparison of the unweighted average performance of table 5 to that of work done by Ismail et al. [10] and Shibly et al. [33]

| Objectness Threshold | Ismail et al. [10] | Shibly et al. [33] | Un-weighted averages of results: |
|----------------------|-------------------|-------------------|---------------------------------|
| Accuracy             | unspecified       | unspecified       | 0.7                             |
| Sensitivity          | unspecified       | unspecified       | 0.75                            |
| Specificity          | 54.39%            | unspecified       | 0.8                             |
| Precision            | 54.39%            | 99.28%            |                                 |

### Table 7. Testing results using a fixed objectiveness threshold equal to 0.75 and 400 epochs for training scenarios using different epochs count and different epoch lengths

| Scenario | Epoch length | Accuracy |
|----------|--------------|----------|
|          | 250          | 0.51     |
|          | 100          | 0.65     |
|          | 16           | 0.72     |
| 1        | 250          | 0.3214   |
|          | 100          | 0.3357   |
|          | 16           | 0.3928   |
| 2        | 250          | 0.51     |
|          | 100          | 0.57     |
|          | 16           | 0.51     |
| 3        | 250          | 0.45     |
|          | 100          | 0.47     |
|          | 16           | 0.43     |
| 4        | 250          | 0.3333   |
|          | 100          | 0.4444   |
|          | 16           | 0.3333   |
| 5        | 250          | 0.2222   |
|          | 100          | 0.2777   |
|          | 16           | 0.27777  |
| 6        | 250          | 0.3266   |
|          | 100          | 0.29333  |
|          | 16           | 0.29333  |
| 7        | 250          | 0.31333  |
|          | 100          | 0.3266   |
|          | 16           | 0.3266   |

### Table 8. Testing results using a fixed objectiveness threshold equal to 0.75 and epoch length equal to 250 for training scenarios using different epochs count and different epoch lengths

| Scenario | Epochs count | Accuracy |
|----------|--------------|----------|
|          | 50           | 0.73     |
|          | 250          | 0.78     |
|          | 400          | 0.51     |
| 1        | 50           | 0.2214   |
|          | 250          | 0.7642   |
|          | 400          | 0.3214   |
| 2        | 50           | 0.51     |
|          | 250          | 0.48     |
|          | 400          | 0.51     |
| 3        | 50           | 0.46     |
|          | 250          | 0.46     |
|          | 400          | 0.45     |
| 4        | 50           | 0.1666   |
|          | 250          | 0.25     |
|          | 400          | 0.3333   |
| 5        | 50           | 0.2777   |
|          | 250          | 0.1666   |
|          | 400          | 0.2222   |
| 6        | 50           | 0.29333  |
|          | 250          | 0.31333  |
|          | 400          | 0.3266   |
| 7        | 250          | 0.29333  |
| 8        | 250          | 0.29333  |
and results are displayed in table 7. It is noticeable that at epoch count 250, accuracies are either the best or within a 8% range at maximum. The first and second scenarios performed best of all scenarios at 250 epochs count (78% and 76.42% respectively). Testing on external datasets in scenarios 3 and 4 yielded a 30% drop in accuracy. Introducing COVID-19 images increased the drop to 25% and 16% in scenarios 5 and 6, while Kaggale dataset introduction resulted with a slightly better accuracy (31%). Augmenting the images of the Kaggale dataset did not improve the accuracies as shown in the eighth scenario.

Fixing epochs count at 400, epoch length was varied between the following three values: 250, 100, and 16, and results are displayed in table 8. For the first and second scenarios, the accuracy was best at epoch length equal to 16, but the first scenario resulted with better accuracies, suggesting that the addition of the RSNA dataset created a distortion to the model instead of fine-tuning it. However, maybe the epochs count was too much for the second scenario such that the best model wasn’t found. In external testing, scenarios 3 and 4 were best at epoch length equal to 100 with a slight variation when the epoch length is increased or decreased. Introducing COVID-19 images, scenarios 5 and 6 accuracies drop in comparison with the previous scenarios, similar to the case of Kaggle dataset in scenario 7 which constitutes of a larger number of images of 4-label classes (Typical, Atypical, Normal, Indeterminate).

Summing all the epochs Count/epochs lengths combinations, we conclude that the combination of 250 epochs and 250 epoch length makes the model at its best. The maximum accuracy achieved is 78% in the first scenario, emphasizing on pneumonic only, and testing on an internal dataset. When applying external testing, the accuracies are no longer acceptable, which disregards the generalizability of the model. Neither applying the model on COVID-19 images using small datasets nor using large ones is evident enough to train the model as should.

5. Conclusion and Future Work

Like our work -in scenarios 1 and 2- and Ismail et al. [10]’s work show close performance, especially with a difference in dataset sources and combinations, images counts, classes, testing strategies (internal and external), and objectness thresholds, it is the time for the questions: what matters the most? Is it to detect as much pneumonic cases as possible? or the main concern is for the trueness of the pneumonic detections? or for that of the normal detections? The emphasis would be on the sensitivity, the precision, or the specificity respectively for each of the aforementioned questions. If more pneumonic cases are to-be-predicted, the 70% objectness threshold would be recommended. On another side, 80% objectness threshold would be better if the trueness of either pneumonic or normal detections. For all cases, it is recommended to use multi-sourced training dataset when testing is internal, and one-sourced training dataset for external testing.

Different approaches used Faster-RCNN as a part of a model, such as [34] who used it for lung isolation before the classification process. Also [31] forecast-ed COVID-19 applying Faster-RCNN and other models but included registration slips along with the chest X-rays. [30] adopted Faster-RCNN but integrated it with another networks and models to improve its performance achieving mAP of 39.23%. A high accuracy of 96.98% was recorded by [32] who adopted Mask-RCNN rather than Faster-RCNN to detect COVID-19 from chest X-rays.

Based on our work, using Faster-RCNN as a standalone model for classification of Pneumonia from chest X-rays is promising. On the other side, it is not efficient for classification of COVID-19 pneumonia. Nevertheless, integrating it with other models, adopting Mask-RCNN, introducing segmentation, or adding patient input beside the medical images could assist in producing better results in COVID-19 and Pneumonia forecasting.
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