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Abstract

Internal interfaces in a domain could exist as a material defect or they can appear due to propagations of cracks. Discretization of such geometries and solution of the contact problem on the internal interfaces can be computationally challenging. We employ an unfitted Finite Element (FE) framework for the discretization of the domains and develop a tailored, globally convergent, and efficient multigrid method for solving contact problems on the internal interfaces. In the unfitted FE methods, structured background meshes are used and only the underlying finite element space has to be modified to incorporate the discontinuities. The non-penetration conditions on the embedded interfaces of the domains are discretized using the method of Lagrange multipliers. We reformulate the arising variational inequality problem as a quadratic minimization problem with linear inequality constraints. Our multigrid method can solve such problems by employing a tailored multilevel hierarchy of the FE spaces and a novel approach for tackling the discretized non-penetration conditions. We employ pseudo-$L^2$ projection-based transfer operators to construct a hierarchy of nested FE spaces from the hierarchy of non-nested meshes. The essential component of our multigrid method is a technique that decouples the linear constraints using an orthogonal transformation of the basis. The decoupled constraints are handled by a modified variant of the projected Gauss-Seidel method, which we employ as a smoother in the multigrid method. These components of the multigrid method allow us to enforce linear constraints locally and ensure the global convergence of our method. We will demonstrate the robustness, efficiency, and level independent convergence property of the proposed method for Signorini’s problem and two-body contact problems.
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1 Introduction

Contact problems are virtually ubiquitous in the field of mechanics and engineering. An accurate and reliable simulation of the contact problem is important in many engineering applications. From the numerical modeling point of view, contact problems are challenging to solve as the contact boundary is unknown a priori. Hence, a special type of iterative scheme is needed to solve such problems, as the contact zone has to be identified during the solution process. In this work, we present contact problems in the unfitted finite element (FE) framework and introduce the problem in terms of a variational inequality. Here, we consider frictionless contact problems, where we neglect the tangential forces on the contact interfaces. The main contribution of this work is a novel generalized multigrid method that is developed to solve the arising quadratic minimization problem with linear inequality constraints.

In the last two decades, unfitted FE methods have seen a rise in popularity and multiple frameworks for handling unfitted geometries have emerged. Unlike traditional FE methods, these unfitted FE methods do not require a fitted mesh that describes the computational domain explicitly. The unfitted FE methods, generally, require a background mesh that encapsulates the computational domain, and the FE spaces associated with the background meshes are modified to capture the information of the domain. These methods are ideal for solving problems with complex computational domains, interface problems with discontinuous coefficients, or moving interfaces. As the background mesh and the computational domain are created independently, the interfaces/boundaries of the domain are, generally, embedded in the background mesh. For this reason, it becomes essential to enforce boundary conditions or interface conditions in a weak sense. To this end, the penalty method, the method of Lagrange multipliers, and Nitsche’s method are used to impose the interface/boundary conditions. In practice, Nitsche’s method is significantly more popular than the method of Lagrange multipliers and the penalty method.
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This is due to the fact that the penalty method is variationally inconsistent and the method does not produce optimal convergence rates of the discretization error in absence of a sufficiently large penalty parameter. Nitsche’s method can be regarded as a variationally consistent penalty method and due to its robustness, it is widely used in the unfitted FE methods. Nitsche’s method also requires a penalty/stabilization parameter, where the parameter has to be chosen such that the coercivity of the bilinear form is ensured. The method of Lagrange multipliers gives rise to mixed FE formulations, the linear systems of equations stemming from this discretization scheme have a saddle point structure and the method is not stable if the FE spaces do not satisfy discrete inf-sup condition. The eXtended finite element method (XFEM) was introduced as a partition of unity method to enrich the underlying FE spaces to tackle the problems in fracture mechanics with crack propagation [SMMB00, MDB99]. A similar enrichment scheme in combination with Nitsche’s method was introduced to handle the interface problems [HH02, HH04]. This method evolved into the CutFEM method [BCH+15] which in addition to Nitsche’s method is also equipped with a ghost penalty stabilization scheme [Bur10].

The modeling of contact problems in the context of fitted FE methods has been studied from both numerical and theoretical points of view in detail, for example, in [Wri06, Woh11, Lau13]. In the unfitted FE framework, the initial work regarding the contact problem was carried out by Dolbow et al. in the context of XFEM to tackle the frictional sliding contact on the crack faces [DMB01]. In the work of Dolbow et al., the fictional contact constraints on the crack faces were handled using the Large Time Increment (LaTIn) method [Lad12]. Since the initial work, the penalty method, Nitsche’s method, and the method of Lagrange multipliers have been pursued for solving the contact problems in unfitted frameworks. The penalty formulation for the contact between the open crack faces was utilized in a few works [KN06, LB08, MIHL12]. Nitsche’s method has also been proposed for solving the frictional contact problem in the unfitted framework [CSS11]. A formal theoretical framework of Nitsche’s method for solving the contact problem was later given by Chouly et al. [CH13, CHR15] and later it was extended to the fictitious domain methods [FPR16]. As employing Nitsche’s method for enforcing the contact conditions gives rise to non-smooth energy functional and in order to solve such a problem the generalized Newton’s method was used as a solution strategy [Ren13]. In the context of the CutFEM solver, a LaTIn-based solution scheme was proposed for solving the contact problems, where the contact condition is handled with Nitsche’s method [CK18]. Lagrange multiplier based approaches for contact problems in unfitted methods have also been pursued in several works [KDL07, BMW09, NGM+09, AVY19]. In these approaches, multiple techniques for constructing a stable multiplier space have been considered. In our work, we utilize the method of Lagrange multipliers to discretize the contact condition. In addition, we utilize a ghost penalty stabilization term in our bilinear form to bound the condition number of the arising linear system of equation by means of the mesh size of the background meshes.

As noted earlier, the method of Lagrange multipliers gives rise to mixed FE formulations, and the stability of the mixed formulation is ensured only if the discrete inf-sup condition is satisfied. In the unfitted FE framework, it is shown that the most convenient approaches to construct the multiplier spaces give rise to instabilities [BPM+03, JD04]. To circumvent the strict requirement of satisfying the inf-sup condition, a different approach was introduced by Barbosa and Hughes [BH91]. In the Barbosa-Hughes approach, the restriction over the choices for FE spaces is dropped and the stability of the formulation is ensured using a stabilization term [BH92], which penalizes the jump between the multiplier and its physical interpretation. The Barbosa-Hughes approach was extended by Haslinger and Renard to the fictitious domain method in the XFEM framework [HR09]. In the unfitted FE framework, a different type of a stabilization method was introduced by Burman and Hansbo [BH10], where the multiplier is chosen as a piecewise constant function and the stability of the saddle-point formulation is achieved by penalizing the jump of the multiplier over the elemental faces [BH10]. Also, a primal space with bubble-stabilized basis functions is considered such that they satisfy the discrete inf-sup condition [MDH07, DF08]. Other approaches, where the primal space was kept untouched and coarser multiplier spaces were considered in several works [MBT06, KDL07, BMW09]. Béchet et al. developed a stable Lagrange multiplier space based on a vital vertex algorithm [BMW09], which was later extended by Hautefeuille et al. [HAD12]. This method does not require any stabilization terms or modification of the primal space, only the multiplier space is designed carefully such that it satisfies the inf-sup condition and ensures optimal convergence of discretization error. In this work, we employ the vital vertex algorithm for constructing a stable Lagrange multiplier space.

In the unfitted FE framework, the background mesh and the computational domains are independent entities, hence the elements associated with the background mesh are allowed to intersect arbitrarily. Due to this reason, the linear system of equations arising from the unfitted FE discretization can be highly ill-conditioned. Additionally, the system of equations arising from the method of Lagrange multipliers can also be formulated as a quadratic minimization problem with linear inequality constraints. To this end, we propose a tailored generalized multigrid method for solving contact problems in the unfitted discretization method, where the non-penetration condition is discretized with the method of Lagrange multipliers. Our generalized multigrid method utilizes the pseudo-$L^\infty$-projection to compute the transfer operator which was originally proposed in [KK19] and utilized in [KK21]. The generalized multigrid method is motivated by the monotone multigrid method proposed in [Kor94, Kor96], which was developed for solving a quadratic minimization problem with pointwise constraints arising from the variational inequalities. In the monotone multigrid method, the energy functional is minimized successively such that each iterate satisfies the constraints. An important component of the monotone multigrid is projected Gauss-Seidel (PGS) smoother, which can simultaneously minimize the energy functional and project the current iterate onto a feasible set in each local iteration. For the linear constraints, which are represented by a linear combination of several variables, the traditional PGS method is unusable. To overcome this difficulty, we introduce the orthogonal transformation of the linear constraints and propose a novel variant of the PGS method that can handle the linear constraints.

The outline of this paper is given as follows. We introduce the two-body contact problem as a model problem and
discuss the unfitted FE discretization in detail in Section 2. In Section 3, we introduce our generalized multigrid method and explain each component of the multigrid method in detail. We discuss the orthogonalization strategy to decouple the linear constraints and introduce the modified PGS method to tackle the decouple constraints. Lastly, in Section 4 we present the results of numerical experiments. We study the discretization error and the performance of the multigrid method with respect to several parameters. We show the robustness of the proposed generalized multigrid method for Signorini’s problem and the two-body contact problem and also compare the performance of our multigrid method with other solution strategies.

2 Two-body Contact Problem in XFEM Framework

In this section, we introduce the two-body contact problem within the unfitted finite element framework. Here, we assume that the contact between the two bodies takes place on an embedded interface. The Dirichlet boundary and Neumann boundaries can also be assumed to be embedded, but in order to simplify the presentation of the problem, these boundaries are assumed to be fitted with the background mesh.

2.1 Problem Description

We assume two elastic bodies $\Omega^1, \Omega^2 \in \mathbb{R}^d$, $d \in \{2,3\}$, with the Lipschitz continuous boundaries $\Gamma^1, \Gamma^2$. The bodies are assumed to be subjected to volume forces $f : \Omega \rightarrow \mathbb{R}^d$ and the traction/surface forces on the Neumann boundary $t_N : \Gamma_N \rightarrow \mathbb{R}^d$. Both bodies undergo deformation due to the influence of these external forces. A material point $X \in \Omega$ in the undeformed state moves to the location $X + u$ after the deformation. Here, the vector-valued quantity $u : \Omega \rightarrow \mathbb{R}^d$ denotes the displacement field of the material point $X$, denoted as $u := u(X)$. The boundary $\Gamma$ is decomposed into three parts: the Dirichlet boundary $\Gamma_D$, the Neumann boundary $\Gamma_N$, and apriori unknown contact boundary $\Gamma_c$.

In elastostatics, the displacement field $u := (u^1, u^2)$ can be given as a solution of the following boundary value problem:

\[
\begin{align*}
-\nabla \cdot \sigma &= f & \text{in } \Omega^1, \\
u &= u_D & \text{on } \Gamma_D, \\
\sigma \cdot n &= t_N & \text{on } \Gamma_N,
\end{align*}
\]

where $n'$ denotes the outward normal on the Neumann boundary $\Gamma^i_N$. We note that unlike Dirichlet and Neumann boundaries the contact boundary is shared between both bodies, $\Gamma_c = \Gamma^1_c = \Gamma^2_c$. These parts of the boundaries are assumed to be disjoint and the contact boundary is assumed to have a positive measure, i.e., $\text{meas}(\Gamma_c) > 0$. In (1), we denote the Cauchy stress tensor as $\sigma := \sigma(u)$. Here, we assume the bodies $\Omega^1, \Omega^2$ to be linear elastic, where the constitutive law is provided by Hooke’s law

\[
\sigma = \lambda \varepsilon + 2\mu \varepsilon,
\]

where $\lambda$ and $\mu$ are the Lamé parameters, $\text{tr}(\cdot)$ denotes the trace operator, $I$ is second order identity tensor, and the linearized strain tensor $\varepsilon := \varepsilon(u)$ is defined as $\varepsilon(u) := \frac{1}{2}(\nabla u + (\nabla u)^T)$.

We assume that the initial gap function $g_i : \Gamma_c \rightarrow \mathbb{R}^+$ is given between two bodies in the direction of outward normal $n_i$, where the outward normal is defined as $n = n^1 = -n^2$. The point-wise gap in the displacement fields for both domains is defined as

\[
[u \cdot n] := u^1 \cdot n^1 + u^2 \cdot n^2 = (u^1 - u^2) \cdot n_i.
\]

We define a gap function $g_c$ as the distance from the possible contact boundary of one body to the other body in the normal direction. The non-penetration condition on the possible contact boundary $\Gamma_c$ is given as in (2a). The contact pressure or stress developed in the normal direction on $\Gamma_c$ is compressive (2b). We also decompose the traction vector at the contact boundary into the normal and tangential components, given as $\sigma n = \sigma_n \cdot n + \sigma_t$, where $\sigma_n = n \cdot \sigma n$. The third contact condition is given as complementarity condition, given as in (2c), which ensures that the gap between the body and the rigid obstacle is zero in presence of non-zero contact pressure and the contact pressure is zero in absence of contact. As we are considering the frictionless contact problem, the body is allowed to move freely in the tangential direction and the induced tangential stresses are given as in (2d). The frictionless linearized contact conditions are given as follows:

\[
\begin{align*}
[u \cdot n] - g_c &\leq 0 & \text{on } \Gamma_c, \\
\sigma_n &\leq 0 & \text{on } \Gamma_c, \\
((u \cdot n) - g_c)\sigma_n &\leq 0 & \text{on } \Gamma_c, \\
\sigma_t &= 0 & \text{on } \Gamma_c.
\end{align*}
\]

In contact mechanics these conditions are known as Hertz–Signorini–Moreau conditions for frictionless contact, while in optimization literature they are known as Karush–Kuhn–Tucker (KKT) conditions of the constraints.

\textbf{Remark 1.} In this work, we also consider Signorini’s contact problem in the unfitted FE framework. In Signorini’s problem, a contact between a linear elastic body and a rigid foundation is considered and the gap function is computed as a distance from apriori unknown contact boundary to the rigid foundation. The non-penetration condition for this problem is given as,

\[
u \cdot n - g_c \leq 0 \text{ on } \Gamma_c.
\]
2.2 Unfitted FE Discretization

In this section, we discuss the discretization of the two-body contact problem. For simplicity, we assume that only the contact boundary is not fitted with the mesh, while Dirichlet and Neumann boundaries are fitted.

We assume a shape regular, quasi-uniform, conforming quadrilateral mesh \( \tilde{T}_h \) to capture a circular domain \( \Omega \). The function space \( \tilde{T} \) is used as a background mesh for \( \Omega \).

We now define the "cut" basis function associated with a node \( i \) thus

\[
\phi^c_i = \chi_{\Omega_i}(X) \tilde{\phi}^c_i, \quad \forall p \in \tilde{\mathcal{N}}_c, \ i = \{1, 2\}. 
\]

The function space \( \mathcal{V}_h \) is spanned by the nodal basis functions \( \Phi_h = (\phi^c_i)_{p \in \tilde{\mathcal{N}}_c} \), where \( \tilde{\mathcal{N}}_c \) denotes the set of nodes of the background mesh \( \tilde{T}_h \). The characteristic function is used to restrict the support of the finite element space \( \tilde{\mathcal{V}}_h \) to the respective domain \( \Omega^i \) thus \( \mathcal{V}_h^i = \chi_{\Omega^i}(X) \tilde{\mathcal{V}}_h \). We seek the approximation \( u_h = (u_h^1 \oplus u_h^2) \) in space \( \mathcal{V}_h = \mathcal{V}_h^1 \oplus \mathcal{V}_h^2 \). We define the set of nodes on the active mesh \( \tilde{T}_{h,i} \) associated with domain \( \Omega_i \) as

\[
\mathcal{M}_{h,i} := \{ p \in \tilde{\mathcal{N}}_h : \text{supp}(\tilde{\phi}^p) \cap \Omega_i \neq \emptyset \}, \ i = \{1, 2\}. 
\]

We now define the "cut" basis function associated with a node \( p \) as

\[
\phi^c_p = \chi_{\Omega_i}(X) \tilde{\phi}^c_p, \quad \forall p \in \mathcal{M}_{h,i}, \ i = \{1, 2\}. 
\]

The function space \( \mathcal{V}_h^i \) is spanned by the nodal basis functions \( \Phi_h^i = (\phi^c_p)_{p \in \mathcal{M}_{h,i}} \). We define the span of nodal basis function on \( \mathcal{V}_h \) as \( \Phi_h = \Phi_h^1 \oplus \Phi_h^2 \), and the set of nodes associated with the mesh \( \tilde{T}_h \) is given by \( \mathcal{M}_h = \mathcal{M}_{h,1} \oplus \mathcal{M}_{h,2} \).

**Remark 2.** For Signorini’s problem, the characteristic function (4) is defined only on the domain \( \Omega^1 \). An example of a domain \( \Omega \) embedded in the background mesh \( \tilde{T}_h \), the active mesh \( \tilde{T}_h \), the interior mesh, and the cut mesh are shown in Figure 1.
2.3 Variational Formulation

The variational formulation of the two-body contact problem using the principle of virtual work is given as:

\[
\text{find } u_h \in \mathcal{K}_h \text{ such that, } \quad a(u_h, v_h - u_h) \geq F(v_h - u_h) \quad \forall v_h \in \mathcal{K}_h,
\]

where \( a(\cdot, \cdot) : \mathcal{V}_h \times \mathcal{V}_h \rightarrow \mathbb{R} \) is a symmetric, continuous and coercive bilinear form, and \( F(\cdot) : \mathcal{V}_h \rightarrow \mathbb{R} \) denotes continuous and bounded linear form. The bilinear and the linear forms are defined as

\[
a(u_h, v_h) = \sum_{i=1}^{2} \int_{\Omega} \sigma(u_h^i) : \varepsilon(v_h^i) d\Omega, \quad F(v_h) = \sum_{i=1}^{2} \left( \int_{\Omega} f v_h^i d\Omega + \int_{\Gamma_N} t_N v_h^i d\Gamma \right).
\]

Traditionally, in the fitted finite element framework, we can use the method of Lagrange multipliers, the penalty method, Nitsche’s method, the regularization methods, the augmented Lagrangian methods, etc., to impose the contact conditions [Woh11]. Here, in the unfitted FE framework, we employ the method of Lagrange multipliers to enforce the non-penetration contact conditions (2a). This is due to the fact that the Lagrange multiplier formulation does not require modification of the primal formulation, and the contact condition can be handled by the multipliers implicitly. Whereas, Nitsche’s formulation for the contact problem is more complex as we have to handle the non-penetration conditions in the primal formulation.

We impose the non-penetration contact condition using the method of multipliers, where the multiplier space is constructed by employing the vital vertex algorithm [BMW09, HAD12]. We introduce the multiplier space \( \mathcal{M}_h \subseteq H^{-\frac{1}{2}}(\Gamma_c) \) and define the bilinear form \( b(\cdot, \cdot) : \mathcal{M}_h \times \mathcal{V}_h \rightarrow \mathbb{R} \), given as

\[
b(\mu_h, u_h) := \sum_{K \in T_h, \Gamma_c} \int_{\Gamma_K} \mu_h [u_h \cdot \mathbf{n}] d\Gamma \quad \forall \mu_h \in \mathcal{M}_h, \forall u_h \in \mathcal{V}_h,
\]

and the linear form \( G(\cdot) : \mathcal{M}_h \rightarrow \mathbb{R} \), given as

\[
G(\mu_h) := \sum_{K \in T_h, \Gamma_c} \int_{\Gamma_K} \mu_h g_c d\Gamma \quad \forall \mu_h \in \mathcal{M}_h.
\]

Finally, we can define the space of admissible displacements, such that they satisfy the contact conditions as

\[
\mathcal{K}_h := \{ v_h \in \mathcal{V}_h : b(\mu_h, v_h) \leq G(\mu_h), \forall \mu_h \in \mathcal{M}_h \}.
\]

The space of admissible displacements \( \mathcal{K}_h \) is a closed convex subset of FE space \( \mathcal{V}_h \). Due to the inequality condition in (5), the contact problem is inherently non-linear.

2.3.1 Ghost Penalty Stabilization

In unfitted methods, a background mesh captures the computational domain of arbitrary shape, hence the elements are allowed to be cut arbitrarily by the boundary/interface. In general, this flexibility can result in disproportionally cut elements, which might not be shape regular anymore. For this reason, the bound on the gradient of a function can become arbitrarily weak for the unfortunately cut elements. By adding the ghost penalty term [Bur10], we regain control over the gradients of the function on the cut elements with very small support, and by extension, we can overcome the issue of arbitrarily weak for the unfortunately cut elements. By adding the ghost penalty term \( G(\cdot) : \mathcal{M}_h \rightarrow \mathbb{R} \), given as

\[
G(\mu_h) := \sum_{K \in T_h, \Gamma_c} \int_{\Gamma_K} \mu_h g_c d\Gamma \quad \forall \mu_h \in \mathcal{M}_h.
\]

Finally, we can define the space of admissible displacements, such that they satisfy the contact conditions as

\[
\mathcal{K}_h := \{ v_h \in \mathcal{V}_h : b(\mu_h, v_h) \leq G(\mu_h), \forall \mu_h \in \mathcal{M}_h \}.
\]

The space of admissible displacements \( \mathcal{K}_h \) is a closed convex subset of FE space \( \mathcal{V}_h \). Due to the inequality condition in (5), the contact problem is inherently non-linear.
2.3.2 Discretization of Non-penetration Condition

We have used the method of Lagrange multipliers to discretize and enforce the non-penetration contact condition. In order to achieve optimal convergence rates of the discretization method, the choice of the FE spaces for primal variable \( u \) and the dual variable \( \lambda \) is crucial. In the unfitted FE framework, the most convenient options for \( \mathcal{V}_h \) and \( \mathcal{M}_h \) are very rarely stable. As, the method of multipliers is stable only if the following discrete inf-sup condition is satisfied

\[
\inf_{\mu_h \in \mathcal{M}_h} \sup_{v_h \in \mathcal{V}_h} \frac{\langle \mu_h, v_h \rangle}{\| v_h \|_{\mathcal{V}_h} \| \mu_h \|_{\mathcal{M}_h}} \geq \beta > 0,
\]

where the constant \( \beta \) does not depend on mesh-size \( h \). If the inf-sup condition (11) is not satisfied, it can give rise to spurious modes in the discrete Lagrange multiplier space. The effect of the spurious modes in the solution can be observed as locking phenomena on the interface. In the unfitted FE framework, it is not trivial to create an optimal multiplier space, as the interface is not resolved by the background mesh.

We employ the vital vertex algorithm to create a stable multiplier space, where the primal space is kept the same and a coarser multiplier space is chosen. Such approach of constructing a coarser multiplier space can be found in several works in the context of unfitted FE framework [BMW09, KDL07, MBT06]. Béchet et al. developed a stable multiplier space based on a vital vertex algorithm [BMW09]. This method does not require any stabilization terms and also the primal space \( \mathcal{V}_h \) is not modified. Only the multiplier space \( \mathcal{M}_h \) is designed carefully such that it satisfies the inf-sup condition. We denote the list of vital vertices on the interfaces as \( \mathcal{V}_h, \Gamma_e \), and the dimension of the multiplier space \( \mathcal{M}_h \) is given as \( |\mathcal{V}_h, \Gamma_e| \).

For each vital vertex \( p \in \mathcal{V}_h, \Gamma_e \), we define the associated basis function \( \phi_h^p, \forall q \in \mathcal{M}_h \) restricted to the interface \( \Gamma_e \). Also, we introduce a set of nodes \( \mathcal{M}_h, \Gamma_e \), given as

\[
\mathcal{M}_h, \Gamma_e := \{ q \in \mathcal{V}_h : \phi_h^q |_{\Gamma_e} \neq 0 \},
\]

where \( \mathcal{M}_h, \Gamma_e \) includes all nodes that are endpoints of the cut-edges. The set of nodes \( \mathcal{M}_h, \Gamma_e \) is later divided into a set of active nodes \( \mathcal{M}^A_h, \Gamma_e \) and inactive nodes \( \mathcal{M}^I_h, \Gamma_e \). Here, the set of active nodes \( \mathcal{M}^A_h, \Gamma_e \) are defined as the endpoints of the edges on which the vital vertices are located and the inactive nodes are given as \( \mathcal{M}^I_h, \Gamma_e \).

The vital vertex method is ideal for the unfitted FEM as basis functions for the multiplier space are still constructed as a trace of the higher dimensional basis functions. The nodal basis functions for each vital vertex \( p \in \mathcal{V}_h, \Gamma_e \) is given as

\[
\psi_h^p := \sum_{p \in \mathcal{M}_h, \Gamma_e} w_{pq} \phi_h^q |_{\Gamma_e} \quad \forall q \in \mathcal{M}_h, \Gamma_e,
\]

where \( w_{pq} \) are coefficients of the linear combination. In Figure 2, we can see the set of all vertices (Figure 2a), a set of vital vertices \( \mathcal{V}_h, \Gamma_e \) (Figure 2b), the set of all nodes associated with the cut elements \( \mathcal{V}_h, \Gamma_e \) (Figure 2c), and an identified set of active nodes \( \mathcal{M}^A_h, \Gamma_e \) and inactive nodes \( \mathcal{M}^I_h, \Gamma_e \) (Figure 2d) for Signorini’s problem.

2.4 Local Basis Transformation

We note, the non-penetration constraints in the contact problem are given by the relative displacement of the bodies in the normal direction. Thus, the constraint at any node is given by the coupling of the degrees of freedom (DoFs) on the node. To create the constraint matrix such that the non-penetration condition is enforced only on one DoF per node, we transform the system into a new basis.

Let \( \{ e_i \}_{i=1,...,d} \) be the Euclidean basis of \( \mathbb{R}^d \) and \( n_p \) be the outward normal on the node \( p \). On each node \( p \in \mathcal{M}_h, \Gamma_e \), we define a new basis \( e_1(p) = n_p \) and also change \( \{ e_i \}_{i=2,...,d} \) such that these redefined basis are also orthonormal, while for all \( q \in \mathcal{V}_h \setminus \mathcal{M}_h, \Gamma_e \) the definition of the Euclidean basis remain same. This approach was introduced for Signorini’s problems [Kra01] and has been effectively applied to multi-body contact problems [DK09, Kra09, WK03]. The transformed basis are constructed using a local Householder transformation on \( \mathbb{R}^d \), given as

\[
O_{pp} = I - 2(w_p \otimes w_p) \quad \forall p \in \mathcal{M}_h, \Gamma_e,
\]
where the vector $w_p$ is computed by $w_p = (n_p - E_1)/\|n_p - E_1\|_2$. Now, due to the Householder transformation for all $p \in \mathcal{N}_h, r_c$ we can uniquely define the local unit vectors as $e_i(p) = O_{pp}E_i(p)$. While, we define $O_{qq} = I$ for all $q \in \mathcal{N}_h \setminus \mathcal{N}_h, r_c$, which ensure that the basis system on those nodes remain unchanged, i.e., $e_i(q) = E_i(q)$. Thus, by using these local transformation matrices, we can construct the global matrix $O \in \mathbb{R}^{nd \times nd}$ where $nd = |\mathcal{N}_h| \cdot d$ and $O = \oplus_{p \in \mathcal{N}_h} O_{pp}$, which is an orthonormal matrix with the properties, $OO^T = O^T O = I$ and $O = O^T$.

This transformation decouples and locally modifies the constraints and it is only applicable in the normal direction. The bilinear form (7) for the two-body contact problem can be reformulated as

$$b(\mu_h, u_h) := \sum_{K \in \mathcal{T}_h, r_c} \langle \mu_h, [u_h \cdot E_1] \rangle r_K \quad \forall \mu_h \in \mathcal{M}_h, \forall u_h \in \mathcal{V}_h. \quad (12)$$

In the next section, we discuss the algebraic formulation of the contact problem (10) and also discuss the effect of the local basis transformation algebraically.

### 2.5 Algebraic Formulation

The abstract variational problem for the contact problem can be reformulated as an optimization problem with inequality constraints, given as

$$\min_{u_h \in \mathcal{V}_h} J(u) = \frac{1}{2} a_j(u_h, u_h) - F(u_h)$$

subject to $b(\mu_h, u_h) \leq G(\mu_h) \quad \forall \mu_h \in \mathcal{M}_h. \quad (13)$

The above minimization problem can be written in an algebraic formulation using the local basis transformation introduced in the previous section. We denote the local entries of the stiffness matrix and the right-hand side as $A_{pq} = (a_i(\phi_i^p E_i, \phi_i^q E_k))_{i,k=1,...,d}$, $b_p = (F(\phi_i^p E_i))_{i=1,...,d}$. The global stiffness matrix and the right-hand side vector can be assembled as

$$A = (A_{pq})_{p,q \in \mathcal{N}_h}, \quad b = (b_p)_{p \in \mathcal{N}_h}. \quad (14)$$

The bilinear form $b(\cdot, \cdot)$ can be decomposed into two parts, $b^1(\cdot, \cdot) : \mathcal{M}_h \times \mathcal{V}_h \to \mathbb{R}$ and $b^2(\cdot, \cdot) : \mathcal{M}_h \times \mathcal{V}_h^2 \to \mathbb{R}$ associated with domain $\Omega_1$ and $\Omega_2$, respectively, written as

$$b(\mu_h, u_h) = b^1(\mu_h, u_h^1) - b^2(\mu_h, u_h^2).$$

This decomposition allows us to write the local entries of the constraint matrix as

$$B^1_{rk} = (b^1(\psi_r^l E_i, \phi_k^l E_k))_{i=1,...,d}, \quad B^2_{rl} = (b^2(\psi_r^l E_i, \phi_l^k E_k))_{i=1,...,d}, \quad g_r = G(\psi_r^l), \quad (15)$$

where $\psi_r^l$ and $\phi_k^l$ denote the basis functions associated with nodes $r, k, l$ in the FE spaces $\mathcal{M}_h$, $\mathcal{V}_h^1$ and $\mathcal{V}_h^2$, respectively. Thus, the entries of the constraint matrix $B$ and the gap vector $g$ are given as

$$B^1 = (B^1_{rk})_{r \in \mathcal{V}_h, r_c, k \in \mathcal{V}_h^1}, \quad B^2 = (B^2_{rl})_{r \in \mathcal{V}_h, r_c, l \in \mathcal{V}_h^2}, \quad g = (g_r)_{r \in \mathcal{V}_h, r_c}, \quad (16)$$

where $\mathcal{V}_h^1$ and $\mathcal{V}_h^2$ denote the set of nodes of the active meshes associated with each body, respectively, and $\mathcal{V}_h, r_c$ denotes the set of vital vertices. The matrix $B$ can be constructed as $B = [B^1 - B^2]$. Now, we can write the algebraic formulation of the constraint minimization problem (13) as

$$\min_{x \in \mathbb{R}^nd} J(x) = \frac{1}{2} x^T A x - x^T b$$

subject to $B x \leq g. \quad (17)$

**Remark 3.** The local basis transformation for this problem can be carried out directly during the assembly process. We can compute the stiffness matrix, constraint matrix and the right-hand side with locally transformed basis by directly utilizing the new basis $e_i$ instead of the Euclidean basis $E_i$ in (14) and (15).
3 A Generalized Multigrid Method

In this section, we introduce a new generalized multigrid method for solving a quadratic minimization problem with linear constraints (17). This multigrid method is motivated by the monotone multigrid method [Kor94, Kor96], which was originally developed to solve a quadratic minimization problem with point-wise inequality constraints. Here, we present an extension of this method for solving a quadratic minimization problem with linear inequality constraints.

The monotone multigrid method is an iterative method, where within each iteration the energy functional is minimized successively such that the current iterate satisfies the constraints. This task is carried out using the PGS method, which simultaneously minimizes the energy functional and projects the current iterate onto a feasible set. The traditional PGS method is unable to tackle the linearly constrained minimization problem, which represents a linear combination of several variables. To overcome this difficulty, we introduce an orthogonal transformation and a variant of the PGS method that can handle the linear inequality constraints. In addition, in this multigrid method, we employ the transfer operators constructed using the pseudo-$L^2$-projections. Here, we introduce the necessary ingredients used in our generalized multigrid method.

3.1 Standard Multigrid Method

The multigrid method is an ideal iterative method for solving many large-scale linear systems of equations that arise from the discretization of elliptic differential equations [Hac86]. This method obtains optimal convergence rates by exploiting discretizations with different mesh sizes. The multigrid method is considered to have optimal complexity as its convergence rate is bounded from above and it does not depend on the size of the problem. Even though the convergence rate of the multigrid method does not depend on the problem size, the number of arithmetic operations grows proportionally with the problem size. Hence, the complexity of the multigrid method is given as $O(n)$. The robustness of the multigrid method depends on a sophisticated combination of smoothing iterations and coarse-level corrections. These components are complementary to each other and reduce the error in a different part of the spectrum.

The multigrid method requires a hierarchy of nested FE spaces and appropriate transfer operators to pass the information between the FE spaces on subsequent levels. For the geometric multigrid method, a hierarchy of nested meshes is employed, which naturally gives rise to a hierarchy of nested FE spaces. For nested meshes, we can utilize the standard interpolation operator as a prolongation operator and its adjoint is, traditionally, used as a restriction operator. As the remaining component of the multigrid method, the basic iterative methods, such as Jacobi method or Gauss-Seidel method, are usually employed as smoothers. These basic iterative methods can eliminate high-frequency or oscillatory components of the error efficiently, but they are relatively slow in eliminating the low-frequency or smooth components of the error. Thus, after the application of a few smoothing steps, the oscillatory components of the errors are removed, only smooth components of the error remain. However, when the low-frequency components of the error are mapped onto a coarse mesh, they appear oscillatory on larger resolution of the coarse mesh. By employing the recursion process, we employ a smoother on each level. This allows us to remove the corresponding high-frequency components of the error associated with the respective levels. While the remaining error components, that can not be removed with the smoothers, are annihilated by a direct solver on the coarsest level.

We define the levels as $\ell \in \{0, \ldots, L\}$, where $\ell = 0$ denote the coarsest level and $\ell = L$ denotes the finest level. In the context of this subsection, we assume that the multigrid method is devised to solve the linear system of the equation such as $A_{L}x_{L} = b_{L}$. The corresponding residual on the finest level is given as $r_{L} = b_{L} - A_{L}x_{L}$. The standard multigrid method is described in Algorithm 1, where $\nu_{1}, \nu_{2}$ are the number of pre-smoothing and post-smoothing steps, respectively. The values of $\gamma = 1$ and $\gamma = 2$, in the multigrid algorithm transform the multigrid method to a $V(\nu_{1}, \nu_{2})$-cycle and $W(\nu_{1}, \nu_{2})$-cycle, respectively. The matrix $T_{\ell+1}$ denotes the prolongation operator, and its adjoint denotes the restriction operator. Algorithm 1 is written in an abstract way, such that it returns the correction $c_{\ell}$ rather than the iterate explicitly, as the method can also be used as a preconditioner.

3.2 Transfer operators for Unfitted FEM

It is well-known that the efficiency of the multigrid method depends heavily on the underlying hierarchy of meshes and FE spaces. In the multigrid method, the multilevel decomposition of the FE space is performed in such a way that the FE spaces associated with coarser levels are subspaces of the FE space associated with the finest level. This does not necessarily hold for the hierarchy of FE spaces in the unfitted FEM framework. Here, we briefly present a strategy for constructing a nested hierarchy of FE spaces from a hierarchy of non-nested meshes.

We define a sequence of background meshes, denoted as $\{\mathcal{T}_{\ell}\}_{\ell=0, \ldots, L}$. We associate the original background mesh on which the problem is defined as the mesh on the finest level, give as, $\mathcal{T}_{0} := \mathcal{T}_{h}$. The sequence of meshes is created by either choosing a mesh on the coarsest level $\mathcal{T}_{0}$ and uniformly refining this mesh or uniformly coarsening the mesh on the finest level $\mathcal{T}_{L}$. Here, we assume that the mesh on each level encapsulates the domain $\Omega$. Now, we can associate FE spaces $\mathcal{V}_{\ell}$ to the meshes on each level, in the same way as given in (3). If the background meshes $\{\mathcal{T}_{\ell}\}_{\ell=0, \ldots, L}$ are nested then the associated FE spaces are also subspaces of the FE space on finest level, given as $\mathcal{V}_{\ell+1} \subset \mathcal{V}_{\ell}$, for all $\ell = 1, \ldots, L$. In order to create a hierarchy of meshes for unfitted FEM, the background meshes are enriched, decomposed and they are associated with either of the domains.
In Figure 3, we can see that even though the background meshes are nested, the captured meshes are not necessarily nested. The nestedness of the captured meshes depends heavily on the embedded interfaces. Now, utilizing the characteristic function (4), we restrict the support of the FE spaces \( \tilde{X} \) associated with a coarse level to a FE space associated with a fine level, thus as implemented by composing a sequence of prolongation operators, enriched FE spaces associated with a domain are also not nested, i.e., \( \tilde{X} \not\subset X \), for \( i \in \{1, 2\} \) and \( \ell \in \{1, \ldots, \ell\} \). To create a hierarchy of nested FE spaces from the hierarchy of non-nested meshes, we adopt the variational transfer approach introduced for the unfitted FEM [KK19]. We define a prolongation operator which projects quantities from a FE space associated with a coarse level to a FE space associated with a fine level, thus as

\[
\Pi_{L-1,i} : \mathcal{V}_L \rightarrow \mathcal{V}_i \quad \forall \ell \in \{1, \ldots, \ell\}, \quad i = \{1, 2\},
\]

such that \( \Pi_{L-1,i} \mathcal{V}_{L-1} \subset \mathcal{V}_i \). By employing this prolongation operator, a FE space associated with an enriched mesh \( T_i \) is constructed by composition of a sequence of prolongation operators,

\[
\mathcal{X}_i := \Pi_{L-1,i} \cdots \Pi_{L,i} \mathcal{V}_L, \quad \forall \ell \in \{1, \ldots, \ell\}, \quad i = \{1, 2\}.
\]

We borrow the definition of the FE space on the finest level as \( \mathcal{X}_L := \mathcal{V}_L \), while the coarse levels, a hierarchy of nested FE spaces associated with each domain is created using such prolongation operator, \( \Pi_{L,i}^{\ell+1} \). The nested FE spaces are given as

\[
\mathcal{X}_0 \subset \mathcal{X}_1 \subset \cdots \subset \mathcal{X}_{L-1} \subset \mathcal{X}_L \subset \mathcal{X}_{L+1} \subset \cdots \subset \mathcal{X}_{L+2} \subset \mathcal{X}_L, \quad \forall i \in \{1, 2\}.
\]

Following the previous section, we can construct the prolongation operator for the domain \( \Omega \) as a direct sum of the prolongation operators on each domain, i.e., \( \Pi_{L-1} : = \Pi_{L-1,1} \oplus \Pi_{L-1,2} \), for all \( \ell \in \{1, \ldots, \ell\} \). Thus, we can create the enriched FE spaces \( \mathcal{X}_i : = \mathcal{X}_L \oplus \mathcal{X}^2 \) associated with each level \( \ell \). In addition, we can create a hierarchy of nested FE spaces \( \{\mathcal{X}_i\}_{i \in \{0, \ldots, \ell\}} \) for the domain \( \Omega \) by using the prolongation operator \( \Pi_{L-1} \).

The computation of the prolongation operator \( \Pi_{L-1} \) can be carried out using the \( L^2 \)-projection or pseudo-\( L^2 \)-projection [DK14, KK19]. In this work, we compute the algebraic representation of the prolongation operator \( T_{L-1} \), with the pseudo-\( L^2 \)-projection.

\begin{algorithm}
\caption{Standard multigrid cycle}
\begin{algorithmic}[1]
\Input \( (A_\ell, r_\ell, \ell, \nu_1, \nu_2, T_{L-1}) \)
\Output \( c_L \)
\Function{MG}{$(A_\ell, r_\ell, \ell, \nu_1, \nu_2, T_{L-1})$}
\If{$\ell \neq 0$} \Comment{initialize correction}
\State \( c_\ell \Leftarrow 0 \); \Comment{pre-smoothing}
\State \( \ell \Leftarrow 0 \); \Comment{restriction}
\State \( A_{\ell-1} \Leftarrow (T_{\ell-1})^T(r_{\ell} - A_\ell c_\ell) \); \Comment{Galerkin projection}
\State \( c_{\ell-1} \Leftarrow 0 \); \Comment{initialize coarse level correction}
\For{$i = 1, \ldots, \ell$} \Comment{coarse level cycle}
\State \( c_{\ell-1} \Leftarrow c_{\ell-1} + \text{MG}(A_{\ell-1}, r_{\ell-1}, \ell - 1, \nu_1, \nu_2, T_{L-2}) \); \Comment{prolongation}
\State \( c_\ell \Leftarrow c_\ell + T_{\ell-1}c_{\ell-1} \); \Comment{post-smoothing}
\State \( c_\ell \Leftarrow \text{Smoothers}(A_\ell, c_\ell, r_\ell, \nu_2) \); \Comment{direct solver}
\EndFor
\Else \Comment{direct solver}
\State \( c_0 \Leftarrow A_0^{-1} r_0 \);
\EndIf
\EndFunction
\end{algorithmic}
\end{algorithm}

Figure 3: 2D Triangular meshes on different levels encapsulating the domain \( \Omega_i \), (domain \( \Omega_i \) is shaded in gray).
3.3 Orthogonal Transformation

In this section, we introduce the orthogonal transformation for the contact problem (17). This transformation is necessary to decouple the linear constraints, which in turn allows us to utilize the modified PGS method. In order to decouple the constraints, we perform a QR decomposition of the constraint matrix $\overline{B}^T$

$$\overline{B}^T = QR$$

and $\overline{B} = R^T Q^T$,

where $Q \in \mathbb{R}^{nd \times nd}$ is an orthonormal matrix. Thus, we have $Q Q^T = Q^T Q = I$, where $I \in \mathbb{R}^{nd \times nd}$ represents the identity matrix. The decomposition of the matrix $R \in \mathbb{R}^{nd \times m}$ is given by $R = [R_1, O_1]^T$, where $R_1 \in \mathbb{R}^{m \times m}$ is an upper triangular matrix and $O_1 \in \mathbb{R}^{(nd-m) \times m}$ is a matrix with all zero entries. The matrix $Q$ simply provides a change of basis, and on this new basis system, the representation of the constraint is modified. It is clear from the structure of the new constraint matrix $R_1$ that in the modified basis system the constraints are sequentially dependent on the previous linear constraint.

We use the matrix $Q$ and project the problem on a different basis system. The matrix $Q$ is used to define the variables in the new basis system, given as $\hat{x} = Q^T x$ and $\hat{b} = Q^T b$. Moreover, we can observe that $Q^T \overline{B}^T = R$ and $\overline{B} Q = R^T$. By incorporating the transformed matrices and the vectors, we can reformulate the constrained minimization problem (17) as follows:

$$\begin{align*}
\min_{\hat{x} \in \mathbb{R}^{nd}} & \quad J(\hat{x}) = \frac{1}{2} \hat{x}^T \hat{A} \hat{x} - \hat{x}^T \hat{b} \\
\text{subject to} & \quad R^T \hat{x} \leq g,
\end{align*}$$

where $\hat{A} = Q^T \overline{A} Q$ and $\hat{b} = Q^T \overline{b}$. The constraints of the above optimization problem can be written algebraically as,

$$\begin{pmatrix}
R_{11} & 0 & 0 & \cdots & 0 & 0 & \cdots & 0 \\
R_{12} & R_{21} & 0 & \cdots & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \cdots & \vdots & \vdots & \cdots & \vdots \\
R_{1m} & R_{2m} & R_{3m} & \cdots & R_{m-1m} & 0 & \cdots & 0
\end{pmatrix} \begin{pmatrix}
\hat{x}_1 \\
\hat{x}_2 \\
\vdots \\
\hat{x}_m \\
\hat{x}_{m+1} \\
\vdots \\
\hat{x}_{nd}
\end{pmatrix} \leq \begin{pmatrix}
g_1 \\
g_2 \\
\vdots \\
g_m
\end{pmatrix}. \tag{19}
$$

As $Q$ is an orthonormal matrix, the spectral properties of the $\hat{A}$ and $\overline{A}$ are equivalent. But, the sparsity pattern of the original matrix $\overline{A}$ and its rotated variant $\hat{A}$ are quite different. In practice, the matrix $\hat{A}$ is denser than the original matrix, which in turn increases the computational cost of the matrix-vector products in the algorithm. The new constraint matrix $R^T$ has a lower triangular structure, which can be handled easily by forward substitution. It is important to note, this type of constraint can be handled easily by the PGS method, due to its inherent sequential nature.

Now, we define a constrained subspace or a feasible set as

$$\hat{K} = \{ \hat{x} \in \mathbb{R}^{nd} : R^T \hat{x} \leq g \}.$$

We pose our problem as an energy minimization problem in the following algebraic formulation:

$$\text{find } \hat{x} \in \hat{K} \text{ such that } J(\hat{x}) \leq J(\hat{y}) \quad \forall \hat{y} \in \hat{K}. \tag{20}$$

3.4 Modified Projected Gauss-Seidel Method

Here, we introduce a modified PGS method for solving the problem (20). The Gauss-Seidel method is known to minimize the energy functional $J(\cdot)$ in each local iteration step. The energy minimization takes place in the direction of the nodal basis functions that span the FE space. The Gauss-Seidel method can be written as a subspace correction method, where the subspace decomposition is achieved by a direct splitting of the underlying FE space into one-dimensional subspaces spanned by the nodal basis functions. The PGS method is used widely to solve various forms of obstacle problems, and it is known to be globally convergent [Kor94, KK01]. We remark that decoupling of the constraints with respect to the nodal basis function is essential for the global convergence of the PGS method [Kor94, Glo84]. The original linear contact condition, $\overline{B} \overline{e} \leq g$, does not satisfy this property, as the constraints are represented by the linear combination of basis functions. The QR decomposition allows us to decouple the constraints by expressing them in new basis as $R^T \hat{x} \leq g$. In order to discuss this method in generic way, we introduce abstract upper bound $ub \in \mathbb{R}^m$ and lower bound $lb \in \mathbb{R}^m$. In the context of the contact problem, the lower bound and upper bound are defined as $lb = \{-\infty\}$ and $ub = g$, respectively. In addition, we define the set of all active set as a set of all the DoFs where the constraints are binding, thus as

$$\mathcal{A} := \{ p : (R^T \hat{x})_p = g_p \}.$$

The matrix $R^T$ is a lower triangular matrix, which allows us to write the constraints as a linear combination of the current nodal basis function and previously constrained basis. This key idea allows us to use the PGS method to solve the problem (20).
Thus, the prolongation matrix $T$ with the finest level such that the vector and the matrix quantities are projected on the FE space spanned by a modified nodal basis functions on the finest level, it becomes essential to compute the transfer operator associated with the hierarchy.

The transfer operators are computed using the nodal basis functions that span the FE space on a coarse level and a fine level.

### Algorithm 2: Modified Projected Gauss-Seidel method

**Input:** $\hat{A}, \hat{b}, R, \hat{x}^{(0)}, lb, ub, \nu$

**Output:** $\hat{x}^{(\nu)}, \mathcal{A}$

1. Function: Projected GS($\hat{A}, \hat{b}, R, \hat{x}^{(0)}, lb, ub, \nu$)
2. for $k = 1, 2, \ldots, \nu$ do
3.   $\mathcal{A} \leftarrow \emptyset$ ;
4.   for $i = 1, 2, \ldots, n$ do
5.     $\hat{x}^{(k)}_i = \frac{1}{\hat{A}_{ii}} (\hat{b}_i - \sum_{j<i} \hat{A}_{ij} \hat{x}^{(k)}_j - \sum_{j>i} \hat{A}_{ij} \hat{x}^{(k-1)}_j) ;$ 
6.     if $i \leq m$ then
7.       $lb_i = \frac{1}{R_{ii}} (lb_i - \sum_{j=1}^{i-1} R_{ij} \hat{x}^{(k)}_j); ub_i = \frac{1}{R_{ii}} (ub_i - \sum_{j=1}^{i-1} R_{ij} \hat{x}^{(k)}_j);$
8.       if $lb_i < \hat{x}^{(k)}_i < ub_i$ then
9.         $\hat{x}^{(k)}_i = \max(lb_i, \min(\hat{x}^{(k)}_i, ub_i));$
10.        $\mathcal{A} \leftarrow \mathcal{A} \cup \{i\} ;$

The iterative process is given as follows. For a given $k$-th iterate $\hat{x}^{(k)} \in \hat{R}$, we compute a sequence of local intermediate iterates, $z^{(0)}, z^{(1)}, \ldots, z^{(nd)}$. We begin with the first local iterate $z^{(0)} := \hat{x}^{(k)}$; and the next local iterates are given by $z^{(i)} = z^{(i-1)} + c^{(i)}$, for $i = 1, \ldots, nd$. Once all local intermediate iterates are computed, the new global iterate of the Gauss-Seidel step is given by $\hat{x}^{(k+1)} := z^{(nd)}$. The corrections $c^{(i)}$ are obtained as the unique solution of the following local subproblems, given as,

$$\text{find } c^{(i)} \in \mathbb{D}^{(i)} \text{ such that } J(z^{(i-1)} + c^{(i)}) \leq J(z^{(i-1)} + y) \quad \forall y \in \mathbb{D}^{(i)},$$

with closed, convex set $\mathbb{D}^{(i)}$, defined for abstract upper bound $ub$ and lower bound $lb$ as

$$\mathbb{D}^{(i)} = \{c^{(i)} \in \mathbb{R}^n : lb - R^T z^{(i-1)} \leq R^T c^{(i)} \leq ub - R^T z^{(i-1)}\}.$$

Each intermediate step ensures that the iterate does not violate the constraints. If the current iterate violates the constraints, it is projected to the admissible space. The PGS method for a generic linear inequality constrained minimization problem is summarized in Algorithm 2.

Thus, we have a globally convergent PGS method that can be used to solve the problem (20). But the convergence rate of the Gauss-Seidel method is known to deteriorate as the size of the problem increases. Hence, we employ the modified PGS method as a smoother in our multigrid method.

**Remark 4.** In the Algorithm 2, we have assumed that the values of diagonal entries of the matrix $R_1$ (where $R = [R_1, O_1]^T$) are positive, which does not hold in general. It is necessary to pay attention to the sign of diagonal entries of the matrix $R_1$ as the sign of the diagonal values may change the inequality bounds.

### 3.5 Multigrid Method

In this section, we summarize the generalized multigrid method, which includes all the components introduced in the previous section. In particular, we have a sequence of non-nested finite element spaces $\{\mathcal{V}_\ell\}_{\ell=0,\ldots,L}$ associated with the hierarchy of meshes $\{T_\ell\}_{\ell=0,\ldots,L}$. Following Section 3.2, we have the transfer operators $\{T_{\ell-1,\ell}\}_{\ell=1,\ldots,L}$ which are computed using the pseudo-L^2-projections. By means of these transfer operators, we create a hierarchy of nested finite element spaces $\{\mathcal{X}_\ell\}_{\ell=0,\ldots,L}$ from the hierarchy of background meshes. The prolongation matrices associated with the transfer operators are given as $\{T_{\ell-1,\ell}\}_{\ell=1,\ldots,L}$.

The orthogonal transformation of the matrix $B^T$ plays a vital role in our multigrid method. We recall, on the finest level the definition of the FE space is kept the same, as $\mathcal{X}_L = \mathcal{V}_L$, and hence also the nodal basis functions defined on these FE spaces are given as $\phi_L^p = \phi_L^p$, for all $p \in N_L$. These nodal basis functions are modified or rotated after the orthogonal transformation, which can be written as

$$\tilde{c}_L^p e_i(q) := \sum_{p \in \mathcal{X}_L} Q_{pq} c_L^p e_i(p) \quad \forall q \in N_L.$$

The transfer operators are computed using the nodal basis functions that span the FE space on a coarse level and a fine level. With the modified nodal basis functions on the finest level, it becomes essential to compute the transfer operator associated with the finest level such that the vector and the matrix quantities are projected on the FE space spanned by a modified basis system. Thus, the prolongation matrix $T_{L-1}^L$ is also modified in two stages. The first stage is necessary because of the local basis transformation, which is carried out locally to modify the basis system by means of the Householder rotation.
Algorithm 3: Generalized Multigrid algorithm

Input : \( A_L, b_L, L, \nu_1, \nu_2, (T_{\ell-1}^L)_{\ell=1, \ldots, L}, B, O, lb, ub, \gamma \)
Output: \( x_L \leftarrow Q_{x_L} \), \( x_L \leftarrow Q_{x_L} \)

1. Function: \( \text{GMG}(A_L, b_L, L, \nu_1, \nu_2, (T_{\ell-1}^L)_{\ell=1, \ldots, L}, B, O, lb, ub, \gamma) \)
   - initialize solution
   - local basis transformation
   - QR decomposition
   - orthogonal rotation

2. \( \tilde{x}_L \leftarrow 0 \)

3. \( \tilde{T}_{L-1}^L \leftarrow OT_{L-1}^L; \) \( \tilde{A}_L \leftarrow OA_L; \) \( \tilde{b}_L \leftarrow Ob_L; \) \( \tilde{B} \leftarrow BO; \)

4. \( Q, R \leftarrow \text{QR Transformation} (\tilde{B}^T) \)
   - \( \tilde{T}_{L-1}^L \leftarrow Q^T_{\ell=1} T_{L-1}; \) \( \tilde{A}_L \leftarrow Q^T_{\ell=1} A_L; \) \( \tilde{b}_L \leftarrow Q^T_{\ell=1} b_L; \)

5. \( \) while not converged do
   - \( \nu_1 \) pre-smoothing steps
   - residual
   - \( \nu_2 \) post-smoothing steps

6. \( x_L, \hat{s}_L \leftarrow \hat{x}_L + \text{Projected GS}(\hat{A}_L, \hat{b}_L, R^T, \hat{x}_L, lb, ub, \nu_1); \)

7. \( r_L \leftarrow \hat{b}_L - \hat{A}_L \hat{x}_L; \)

8. \( r_{trc} \leftarrow \text{trc}(\hat{r}_L, \hat{s}_L); \) \( \hat{A}_{trc} \leftarrow \text{trc}(\hat{A}_L, \hat{s}_L); \)

9. \( r_{L-1} \leftarrow (\hat{T}_{L-1}^L)^T r_{trc}; \)

10. \( c_{L-1} \leftarrow 0; \)

11. \( \) initialize coarse level correction

12. \( \) Galerkin projection

13. \( \) restriction

14. \( \) prolongation

15. \( \) update iterate

16. \( \) \( i = 1, \ldots, \gamma \) do

17. \( \) coarse level cycle

18. \( \) update iterate

Now, the nodal basis function associated with the FE space \( \mathcal{X}_L \) are given as

\[
\tilde{\eta}_{L-1}^q e_i(q) := \sum_{p \in \mathcal{X}_L} (\tilde{T}_{L-1}^L)_{pq} \zeta_p^q e_i(p) = \sum_{p \in \mathcal{X}_L} (Q^T T_{L-1}^L)_{pq} \zeta_p^q e_i(p), \quad \forall q \in \mathcal{N}_{L-1}.
\]

This modification of the transfer operator is only required on the finest level, while all other transfer operators on the coarser levels \( \{T_{\ell-1}^L\}_{\ell=0, \ldots, L-1} \) remain the same.

The modified PGS method is employed as a smoother in the generalized multigrid method only on the finest level. It minimizes the energy functional in each local iteration in each smoothing step. At the end of the smoothing iterations, we obtain a list of an active set where the constraints are binding. The most crucial feature of this multigrid method is that the coarse level corrections do not violate the fine level constraints. As a consequence, we solve the constrained optimization problem only on the finest level, while on the coarse levels, we solve the unconstrained linear problem. This is also very convenient, as in this algorithm the representation of the contact constraints is only required on the finest level.

To ensure that the coarse level corrections do not violate the constraint on the finest level, we modify the restriction of the residual and the stiffness matrix, and the prolongation of the coarse level correction. Following the discussion in Section 3.2, we know the nodal basis functions associated with the coarse level FE space are computed as a linear combination of the nodal basis function defined on the FE space on the finest level. If the value of a nodal basis function on the finest level is set to zero, the basis function constructed on the coarse levels is represented by truncated basis functions. For all DoFs that are in the active set, we set the corresponding entries of the residual or the prolongated correction to zero. While for the stiffness matrix, we set the rows and columns associated with the active set to be zero. This is equivalent to removing the nodal basis function associated with all DoFs in the active set.

As we are employing transfer operators constructed by the pseudo-\( L^2 \)-projection, this multigrid method including the truncation process can be carried out algebraically. In comparison with the standard multigrid method used for solving the linear system, this algorithm is computationally more expensive. This can be attributed to the cost of computing the orthogonal transformation of the matrix \( \tilde{B}^T \) and then projecting the problem onto a new basis system. Even though the generalized multigrid method is computationally more expensive, it has optimal convergence properties. Additionally, it is significantly cheaper in comparison with the other iterative methods, e.g., interior-point method or semi-smooth Newton method. If we are solving an optimization problem with inequality constraints, the active set changes in a few initial multigrid iterations. However, once the active set of the solution is identified, the algorithm converges linearly.
In Algorithm 3, we can see the detailed generalized multigrid algorithm with the modified PGS method as a smoother. On the coarse levels, we employ the standard MG methods as described in the Algorithm 1, with any regular smoothers. Here, we note that Algorithm 3 is given in an abstract setting for inequality constraints with upper bounds and lower bounds, assuming that the active set may change in each multigrid iteration.

4 Numerical Results

In this section, we evaluate the performance of the proposed generalized multigrid method for Signorini’s problem and the two-body contact problem. The non-penetration condition at the contact interface is discretized using the vital vertex algorithm.

We utilize Givens rotation to perform the orthogonal transformation of the matrix $B^T$, as this method produces a sparser matrix $Q$ than the other methods. The performance analysis of the multigrid method is carried out in the Utopia library [ZKN+16]. For these experiments, we choose correction in energy norm as a termination criterion, given as

$$\|x^{(k+1)} - x^{(k)}\|_A < 10^{-10}.$$  \hspace{1cm} (22)

Also, we define the convergence rate of an iterative solution scheme as

$$\rho^{k+1} := \frac{\|x^{(k+1)} - x^{(k)}\|_A}{\|x^{(k)} - x^{(k-1)}\|_A}.$$  

We denote the asymptotic convergence rate as $\rho^*$, where the iterate $x^{(k+1)}$ satisfies the termination criterion.

4.1 Signorini’s Problem

In this section, we describe the problem setup for Signorini’s problem for two different types of rigid obstacles.

4.1.1 Problem Description

All experiments in this section are carried out on a structured background mesh with the quadrilateral elements. On the coarsest level, the background mesh $\mathcal{T}_0$ is given on a rectangle of dimension $[-1.09, 1.09] \times [0, 0.09]$, with 100 elements in $X$-direction and 50 in $Y$-direction, which we denoted as mesh on level $L_0$. By uniformly refining the mesh $\mathcal{T}_0$, we obtain a hierarchy of meshes $\{\mathcal{T}_\ell\}_{\ell=1}^5$ associated with the levels $L_1, L_2, \ldots, L_5$. The Dirichlet boundary condition is defined as $u = (0, 0)$ on $x = [-1.09, 1.09]$ and $y = 0$. The body force for this example is considered to be zero. In these experiments, the material parameters are chosen as Young’s modulus $E = 10$ MPa and Poisson’s ratio $\nu = 0.3$. We can compute Lamé parameters $\lambda$ and $\mu$ using the following relation:

$$\lambda = \frac{E\nu}{(1+\nu)(1-2\nu)} \quad \text{and} \quad \mu = \frac{E}{2(1+\nu)}.$$  

**Example 1-SC** For this example, we consider a rigid foundation, defined by a line $y = 0.12$. The body $\Omega$ is pressed against the rigid foundation, and the maximum magnitude of the displacement on the body is given as $u = 0.02$. In this experiment, we consider a semicircular domain, where the contact boundary of the domain is defined by a zero level set of a function $\Lambda_{s_1}(X) := r_{s_1}^2 - |X - c_1|^2$ with radius $r_{s_1} = 0.9$, and $c_1$ denotes the center of the circle $(0, 1)$. The domain $\Omega$ is defined by the region where the value of the level set is positive, $\Lambda_{s_1} > 0$. The setup of this example is depicted in Figure 4a, where we see the resultant magnitude of the displacement field due to the contact with a rigid foundation.

**Example 2-SC** This example considers a non-symmetric obstacle and possible multiple contact regions. The body $\Omega$ is considered as a semicircular domain with wavy boundaries, given as $\Lambda_{s_2}(X) := r^2 - 0.5(\tilde{x}^2 + \tilde{y}^2)(5 + 0.3\sin(\frac{36}{\pi} + 21\arctan(\tilde{y})))$ where, $\tilde{x} = X_x - c_y$ and $\tilde{y} = X_y - c_y$. Here, the radius is defined as $r = 1.31111$ and the center is given as $c = (10^{-5}, 1 + 10^{-5})$. The domain $\Omega$ is defined as the region where the level set function $\Lambda_{s_2}$ has positive values. The rigid foundation is defined as a line which passes through the points $(-1, 0.7)$ and $(0.2, 0)$. In Figure 4b, we can observe the setup and magnitude of the displacement field due to contact with the rigid foundation.

4.1.2 Convergence Study of the Discretization Method

In this section, we evaluate the performance of the unfitted discretization method and Lagrange multiplier method introduced in Section 2. We consider Example 1-SC and Example 2-SC as two test cases. We use the same mesh hierarchy defined on levels $L_0, L_1, \ldots, L_5$. The solution computed on the mesh on the finest level $L_5$ is taken as the reference solution and it is compared against the solutions on different discretization levels from $L_0, L_1, \ldots, L_4$. Also, we are employing the ghost penalty stabilization term in the bilinear form with the parameter $c_G = 10^{-2}$. The resultant components of the displacement field, Cauchy stresses, and von Mises stress for Example 1-SC are shown in Figure 5.
(a) Setup of the Signorini’s problem for Example 1-SC.  
(b) Setup of the Signorini’s problem for Example 2-SC.

Figure 4: Setup of for experiments, the object in the gray scale is the rigid obstacle. We can see the active background mesh and the displacement field.

(a) Displacement in X direction $u_x$.  
(b) Displacement in Y direction $u_y$.  
(c) von Mises Stress.

(d) Stress component $\sigma_{xx}$.  
(e) Stress component $\sigma_{yy}$.  
(f) Stress component $\sigma_{xy}$.

Figure 5: Resultant displacement field and stress field of citep Example 1-SC.

The discretization error of the displacement field is computed in two different norms, given as the energy norm $\| \cdot \|_{E(\Omega)}$ defined as

$$
\|e(u_\ell)\|_{E(\Omega)} := \|u_{ref} - u_\ell\|_{E(\Omega)} = \left( \sum_{K \in T_\ell} \int_K \sigma'(u_{ref} - u_\ell) : \varepsilon(u_{ref} - u_\ell) \, d\Omega \right)^{1/2}
$$

and the $H^1$-norm given as

$$
\|e(u_\ell)\|_{H^1(\Omega)} := \|u_{ref} - u_\ell\|_{H^1(\Omega)} = \left( \sum_{K \in T_\ell} \int_K \left( \sigma'(u_{ref} - u_\ell)^2 + \nabla (u_{ref} - u_\ell)^2 \right) \, d\Omega \right)^{1/2}.
$$

Additionally, the discretization error in the normal stresses on the contact boundary is given in a mesh dependent norm on the interface as

$$
\|e(\sigma_n)\|_{H^{-\frac{1}{2}}(\Gamma_c),h} := \|\sigma_{n,ref} - \sigma_n\|_{H^{-\frac{1}{2}}(\Gamma_c),h} = \left( \sum_{K \in T_\ell, \Gamma_c} \int_{\Gamma_c} h_K \left( \sigma_{n,ref} - \sigma_n \right)^2 \, d\Gamma \right)^{1/2}.
$$

In Table 1, we show the discretization error for Example 1-SC and Example 2-SC in the three different norms and also compute the experimental order of convergence (EOC), $EOC_E = \log \left( \frac{\|e(u_{ref} - u_\ell)\|_{E(\Omega)}}{\|e(u_{ref} - u_{\ell+1})\|_{E(\Omega)}} \right) / \log \left( \frac{h_{\ell+1}}{h_\ell} \right)$. From Table 1, we can see that the EOC in the energy-norm and the $H^1$-norm have optimal convergence rate, as the error reduces by order $O(h^2)$. While for the normal stresses on the contact interfaces, we expect the convergence rate in the discretization error to be of order $O(h^{3/2})$. We can see from Table 1, Example 1-SC demonstrates the optimal EOC for the normal stresses. For Example 2-SC we can see a better convergence rate than the optimal, this behavior can be attributed to the complex geometry, as we refine the mesh the geometry is captured more accurately the rate of convergence of the normal stresses accelerates.

In Figure 6, we can see the resultant induced normal stresses on the contact boundary for Example 1-SC and Example 2-SC. The resultant contact stresses also agree with the Hertzian contact theory. As for Example 1-SC, the contact stress...
Additionally, we also evaluate the performance of the proposed multigrid method with respect to various values of the stresses in mesh dependent norm on contact interface. In Section 2.3.1, we discussed the ghost penalty term which is used to overcome the issue of ill-conditioning. In this section, we can also observe three distinct zones where the contact stresses can be seen. Additionally, as the rigid foundation is non-symmetric, the resultant normal stresses are also non-symmetric.

Table 1: Discretization error in the displacement field at different levels in $H^1$-norm, energy norm and the normal stresses in mesh dependent norm on contact interface.

| $h_\ell$ | $\|e(u_\ell)\|_{H^1(\Omega)}$ | EOC$_\ell$ | $\|e(u_\ell)\|_{E(\Omega)}$ | EOC$_\ell$ | $\|e((\sigma_n)_{\ell})\|_{H^{-\frac{1}{2}}(\Gamma_n),h}$ | EOC$_\ell$ |
|---------|-------------------------------|----------|-------------------------------|----------|--------------------------------|----------|
| $2.18 \cdot 10^{-2}$ | 1.28662 $\cdot 10^{-3}$ | - | 6.38102 $\cdot 10^{-3}$ | - | 3.38286 $\cdot 10^{-3}$ | - |
| $1.09 \cdot 10^{-2}$ | 6.51964 $\cdot 10^{-4}$ | 0.981 | 3.24611 $\cdot 10^{-3}$ | 0.975 | 1.20316 $\cdot 10^{-3}$ | 1.491 |
| $5.45 \cdot 10^{-3}$ | 3.29916 $\cdot 10^{-4}$ | 0.983 | 1.64475 $\cdot 10^{-3}$ | 0.981 | 4.98003 $\cdot 10^{-4}$ | 1.273 |
| $2.72 \cdot 10^{-3}$ | 1.64492 $\cdot 10^{-4}$ | 1.004 | 8.20526 $\cdot 10^{-4}$ | 1.003 | 2.06753 $\cdot 10^{-4}$ | 1.268 |
| $1.36 \cdot 10^{-3}$ | 7.37150 $\cdot 10^{-5}$ | 1.158 | 3.68012 $\cdot 10^{-4}$ | 1.157 | 7.20550 $\cdot 10^{-5}$ | 1.521 |

(b) Example 2-SC.

Figure 6: The induced normal contact stress on the contact boundary.

4.1.3 Effect of the Ghost Penalty Term

In Section 2.3.1, we discussed the ghost penalty term which is used to overcome the issue of ill-conditioning. In this section, we evaluate the robustness of this term by comparing the effect of different values of the ghost penalty parameter ($\epsilon_G$). Additionally, we also evaluate the performance of the proposed multigrid method with respect to various values of the parameter $\epsilon_G$.

In this experiment, we consider Example 1-SC on the predefined domain with the discussed boundary conditions. While the domain is kept fixed, we move the background mesh $\bar{T}_h$ in the X-direction. We generate a set of background meshes $\{\bar{T}_h^k\}_{k=0}^{10}$. Here, we consider the problem defined on level $L_2$, with 400 and 200 elements in X-direction and Y-direction, respectively. We recall that the $\bar{T}_h$ is defined on a rectangle of dimension $[-1.09, 1.09] \times [0, 1.09]$. The meshes $\bar{T}_h^k$ are given as $\bar{T}_h^k = \bar{T}_h + \delta_k(h_\ell/2, 0)$, where $\delta_k = 0.1k$ and $h_\ell = 5.45 \cdot 10^{-3}$. A sketch of translated mesh configuration can be seen in Figure 7. We note that for this experiment, the multigrid method utilizes $V(5,5)$-cycle with the modified PGS method as a smoother on the finest level, while the symmetric Gauss-Seidel method is used as a smoother on coarser levels. On the coarsest level, we use a direct solver. The multigrid hierarchy is equipped with 3 levels, where $L_0$ denoted the coarsest level and $L_2$ denotes the finest level.

First, we compare the condition number of the stiffness matrix $\kappa(A)$ with respect to the different values of ghost penalty
Figure 7: Moving the background mesh, while keeping the domain Ω fixed. The solid mesh is background mesh configuration for Example 1-SC, while the mesh denoted with dashed line is the mesh moved in X-direction with δ_k(h/2) distance.

Figure 8: Comparing the condition number of the system matrix, number of total MG iterations and the asymptotic convergence rate of the MG method for different values of ghost penalty parameter, for Example 1-SC.

parameter. We can see in Figure 8 that the condition number of the system matrix is highly unstable if the ghost penalty term is not employed i.e., \( \epsilon_G = 0 \). In the unfitted FE framework, the elements of the background mesh intersect the interface arbitrarily and on the elements with the small cuts, the gradients of the function are not bounded. If we employ the stabilization term, the condition number of the system matrix becomes stable, and also it does not vary with respect to various cut configurations while translating the mesh. We can observe that if smaller values of \( \epsilon_G \) is chosen, e.g., \( \epsilon_G = \{10^{-4}, 10^{-3}, 10^{-2}, 10^{-1}\} \), the condition number of the system matrix becomes stable. In the next part, we compare the number of iterations of the MG method to reach the predefined tolerance criterion and compare also the asymptotic convergence rate. We can see that, for \( \epsilon_G = \{0, 10^{-4}\} \), the number iteration is not stable and varies with respect to different values of \( \delta_k \). But still, the number of iterations for \( \epsilon_G = 10^{-4} \) is smaller than the case without the ghost penalty term. Similar behavior can also be witnessed in terms of the asymptotic convergence rate, as the asymptotic convergence rate \( \rho^* \) is smaller for \( \epsilon_G = 10^{-4} \) than for \( \epsilon_G = 0 \). For \( \epsilon_G = 10^{-3} \), the number of iterations is quite stable but the asymptotic convergence rate still oscillates with respect to moving mesh. Interestingly, the number of iterations and the asymptotic convergence rate (\( \rho^* \)) is stable for \( \epsilon_G = 1 \), but these values are still considerably higher than the smaller values of the ghost penalty parameter. The number of iterations and the asymptotic convergence rate are most stable for \( \epsilon_G = \{10^{-2}, 10^{-1}\} \). But with close observation, we can claim that for \( \epsilon_G = 10^{-2} \), the condition number of the system matrix is the smallest and this also reflects in the performance of the multigrid method. Due to this reason, the default value of the ghost penalty parameter in the previous and the next experiments is chosen as \( \epsilon_G = 10^{-2} \).

4.1.4 Performance of the Multigrid method

In this section, the performance of the multigrid method is evaluated for increasing problem size and increasing the number of levels in the multigrid hierarchy. Here, all the experiments are carried out on successively finer refinement levels \( L1, L2, \ldots, L5 \). We employ \( V(5, 5) \)-cycle and \( W(5, 5) \)-cycle in the multigrid method, with the modified PGS method on the finest level and symmetric Gauss-Seidel method on the coarser levels as smoothers. We increase the number of levels in the multigrid hierarchy with the refinement levels, i.e., MG employs 2 levels for discretization level \( L1 \) while 6 levels are employed for discretization level \( L5 \).
| # levels | Example 1-SC | Example 2-SC |
|----------|--------------|--------------|
|          | V(5,5) | W(5,5) | V(5,5) | W(5,5) |
| L1       | # iter | (ρ*) | # iter | (ρ*) | # iter | (ρ*) | # iter | (ρ*) |
| 2        | 10 (0.072) | 10 (0.072) | 11 (0.092) | 11 (0.092) |
| L2       | 3       | 11 (0.061) | 10 (0.049) | 12 (0.083) | 11 (0.062) |
| L3       | 4       | 11 (0.069) | 10 (0.054) | 14 (0.138) | 12 (0.097) |
| L4       | 5       | 12 (0.086) | 11 (0.046) | 15 (0.132) | 13 (0.086) |
| L5       | 6       | 15 (0.136) | 13 (0.095) | 17 (0.182) | 13 (0.094) |

Table 2: The number of iterations of the generalized multigrid method to reach a predefined tolerance for solving Signorini’s problem.

Figure 9: The history of the correction in the energy norm, active set, the convergence rate (ρ) at each iteration of the MG method with W(5,5)-cycle for solving Example 2-SC.

Table 2 illustrates the number of iterations of the generalized multigrid method to reach the termination criterion (22) and the asymptotic convergence rate. From Table 2, it is evident that the number of iterations does not vary significantly with the increasing problem size and an increasing number of levels in the hierarchy. As expected, the MG method with the W-cycle outperforms the V-cycle. While using the V-cycle the asymptotic convergence rate increases slightly with increasing problem size, but if we employ the W-cycle the asymptotic convergence rate becomes stable (ρ* < 0.1). In Figure 9, we compare the convergence history of the correction, the size of the active set, and the convergence rate at each iteration for L1, L3, L5, while using the MG method with W-cycle. From Figure 9, we can see that a few initial iterations are spent for identifying the active set. Due to this reason, we can see the convergence rate is quite high and correction in the energy norm is also reducing slowly for a few initial iterations. But once the active set is identified, the norm of correction reduces at the same rate and the convergence rate also becomes stable. As we increase the problem size, the size of the active set also increases, and a few more iterations are required to identify the exact active set. Due to this reason, we observe a small increase in the number of iterations with increasing problem size.

4.2 Two-body Contact Problem

For the two-body contact problem, we consider two different types of embedded interfaces: a circular interface and an elliptical interface and different material parameters.

4.2.1 Problem Description

The experiments in this section are carried out on a structured background mesh with quadrilateral elements. Both bodies are considered to be in contact with each other in the absence of external forces. The background mesh is given in square domain Ω in (0, 1)^2. We start with 50 elements in each direction, this mesh is denoted by T0 and it is associated with level L0. We create a hierarchy of meshes by uniformly refining this mesh until we have 1600 elements in each direction, this mesh is defined as T5. The Dirichlet boundary conditions is defined as u = (0, 0) on x = [0, 1] and y = 0, while the Neumann boundary condition is defined as σn = (0, 5) on x = [0, 1] and y = 1. The body force for this example is considered to be zero.
Here, \( r \) is a level set of a function \( \Lambda \). Example 2-TC

This example considers an elliptical contact interface denoted as \( \Gamma \). For this example, we consider two different sets of material parameters. We choose Young’s modulus as \( E = 5 \) MPa and \( E = 50 \) MPa. Similarly, the result of the two-body contact problem with an elliptic interface Example 2-TC with \( E = 5 \) MPa can be seen in Figure 11. We can observe that the circle and the ellipse are in contact with the surrounding block on the top and bottom. In Figure 12, we can observe the resultant normal stresses computed on the whole domain for all exampled. From Figure 12, it is clear that the resultant normal stresses on the embedded interfaces are continuous and they are negative where the two bodies are in contact with each other.

### 4.2.2 Performance of the Multigrid Method

In this section, all the experiments are carried out on increasing problem size and with an increasing number of levels in the multigrid hierarchy. We employ the multigrid method with \( W(5,5) \)-cycle with the modified PGS method on the finest level and symmetric Gauss-Seidel method on coarse levels as smoothers. Table 3 shows the number of iterations of the generalized multigrid method to reach the termination criterion (22). We can conclude from the table, that the number of iterations does not change with an increasing number of levels in the multigrid hierarchy. Also, in Table 2, we can observe the asymptotic convergence rate of the multigrid method. We can see the difference in the asymptotic convergence rates, despite the number of iterations required to reach the termination criterion is almost the same. For the case with a homogeneous value of Young’s modulus, the asymptotic convergence rate is quite low (\( \rho^* < 0.1 \)). While, for the case with different values of Young’s modulus, the asymptotic convergence rate is much larger (\( \rho^* < 0.55 \)) for the circular interface, whereas this value is much smaller for the elliptical interface (\( \rho^* < 0.15 \)). Even though the asymptotic convergence rate is higher for the circular
(a) Displacement in $X$-direction $u_x$.
(b) Displacement in $Y$-direction $u_y$.
(c) von Mises Stress.

(d) Stress component $\sigma_{xx}$.
(e) Stress component $\sigma_{yy}$.
(f) Stress component $\sigma_{xy}$.

Figure 11: Resultant displacement field and stress field, as a solution of the two-body contact problem, Example 2-TC, with Young’s modulus $E_1 = 10$ MPa and $E_2 = 50$ MPa, where the domain $\Omega_2$ is an ellipse.

(a) Example 1-TC, $E_1 = 10$ MPa, $E_2 = 10$ MPa.
(b) Example 1-TC, $E_1 = 10$ MPa, $E_2 = 50$ MPa.
(c) Example 2-TC, $E_1 = 10$ MPa, $E_2 = 10$ MPa.
(d) Example 2-TC, $E_1 = 10$ MPa, $E_2 = 50$ MPa.

Figure 12: Resultant normal stresses ($\sigma_n$) computed on nodes for example two-body contact problems in reference configuration.

interface with different Young’s modulus, the number of iterations and the asymptotic convergence rate do not increase with increasing problem size. Thus, we can conclude that the proposed generalized multigrid method is robust with respect to the number of levels, the material parameters, type of obstacle or the shape of the interface.

4.2.3 Comparison with other solution methods

In this section, we compare the performance of the generalized MG method with the other solution strategies such as the semi-smooth Newton (SSN) method [Ulb11] and interior-point (IP) method [NW00]. For this comparison, we use the MG method with $W(5,5)$-cycle and increasing number of levels in the multigrid hierarchy as discussed earlier. We use the predictor-corrector variant of the IP method [Meh92], hence for each iteration the linear system of equations is solved twice. The IP method is used in the reduced form, hence at each iteration, the linear system with $nd$ unknowns has to be solved.

The SSN method for the linear inequality constraints can not be formulated in a reduced form. Hence, we need to solve the enhanced KKT-system in each SSN iteration, where the linear system is formed as a non-symmetric system with $nd + m$ unknowns.

From Table 4, we can see that for all the numerical experiments the multigrid method is the cheapest amongst all solution methods. The multigrid method requires between 10-20 iterations to reach the termination criterion. For the SSN method, the number of iterations required to converge is smaller than the IP method. It is not easy to make a comparison between the IP method and SSN method, as arising linear system of equations has a different structure. But we can safely claim that the multigrid method is at least an order of magnitude times cheaper than the IP method and SSN method. This is due to
Table 3: The number of iterations of the generalized multigrid method \((W(5, 5)\)-cycle) to reach a predefined tolerance for solving two-body contact problems.

| # levels | Example 1-TC | Example 2-TC |
|----------|--------------|--------------|
|          | \(E_1 = 10, E_2 = 10\) | \(E_1 = 10, E_2 = 50\) | \(E_1 = 10, E_2 = 10\) | \(E_1 = 10, E_2 = 50\) |
|          | \# iter \((\rho^*)\) | \# iter \((\rho^*)\) | \# iter \((\rho^*)\) | \# iter \((\rho^*)\) |
| \(L_1\) | 2 | 11 (0.060) | 16 (0.526) | 10 (0.078) | 13 (0.142) |
| \(L_2\) | 3 | 11 (0.055) | 19 (0.488) | 11 (0.075) | 14 (0.134) |
| \(L_3\) | 4 | 12 (0.064) | 13 (0.165) | 11 (0.065) | 14 (0.120) |
| \(L_4\) | 5 | 13 (0.057) | 18 (0.533) | 13 (0.059) | 13 (0.087) |
| \(L_5\) | 6 | 14 (0.073) | 16 (0.533) | 13 (0.109) | 13 (0.088) |

Table 4: The number of iterations of the generalized multigrid (GMG) method, semi-smooth Newton (SSN) method and interior-point (IP) method to reach predefined tolerance.

| Example 1-SC | Example 2-SC | Example 1-TC | Example 2-TC |
|--------------|--------------|--------------|--------------|
| \(E = 10\) | \(E = 10\) | \(E_1 = 10, E_2 = 50\) | \(E_1 = 10, E_2 = 50\) |
| GMG | SSN | IP | GMG | SSN | IP | GMG | SSN | IP |
| \(L_1\) | 10 | 9 | 17 | 11 | 8 | 17 | 16 | 8 | 11 | 13 | 8 | 11 |
| \(L_2\) | 10 | 9 | 17 | 11 | 9 | 18 | 19 | 8 | 11 | 14 | 7 | 12 |
| \(L_3\) | 10 | 11 | 18 | 12 | 11 | 18 | 13 | 11 | 11 | 14 | 9 | 11 |
| \(L_4\) | 11 | 13 | 18 | 13 | 16 | 19 | 18 | 11 | 11 | 13 | 10 | 11 |
| \(L_5\) | 13 | 14 | 18 | 13 | 15 | 19 | 16 | 12 | 10 | 14 | 12 | 11 |

the reason that, despite the SSN method and IP method in some cases require fewer iterations than the multigrid method, the computational complexity of these methods per iteration is significantly higher.

5 Conclusion

In this paper, we introduced an unfitted FE discretization for Signorini’s and two-body contact problem. We utilize the vital vertex algorithm to create a stable Lagrange multiplier space which we used for discretizing the non-penetration condition. In the numerical section, we evaluated the convergence of discretization error on two different examples of Signorini’s problem, which demonstrated optimal convergence properties of the unfitted FE discretization method. Later, we introduced a generalized multigrid method as an extension of the monotone multigrid method, which can handle linear inequality constraints. We demonstrated the robustness and the efficiency of the multigrid method for solving Signorini’s problem and two-body contact problems.

The generalized multigrid method introduced in this work can be used to solve constraint minimization problems where the number of constraints is significantly smaller than the number of unknowns. We aim to extend this multigrid method to solve the contact problem with higher-order discretization schemes in fitted and/or unfitted FE framework. Additionally, the extension of this method for the hyperelastic material models would also be a quite interesting pursuit.
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