Relaxed Bell inequality as a trade-off relation between measurement dependence and hiddenness
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Quantum correlations that violate the Bell inequality cannot be explained by any local hidden variable theory that is measurement independent. However, this violation merely signifies the incompatibility of the underlying assumptions of reality, locality, and measurement independence, without providing a quantitative measure of the extent to which each assumption is violated. In contrast, Hall (2010, 2011) introduced measure of each assumption: indeterminism, signaling, and measurement dependence, and generalized the Bell-CHSH inequality that provides quantitative trade-off relationship between these assumptions. In this paper, we consider the introduction of hidden variables to be an essential assumption of Bell’s theorem and introduce a quantification of hidden variables, which we term “hiddenness.” We derive a new trade-off relation between hiddenness and measurement dependence that applies to any local hidden variable theory.

I. INTRODUCTION

In 1964, Bell made a surprising discovery that quantum correlations cannot be explained by local realism [1, 2]. He introduced an inequality satisfied by all local hidden variable models and showed that there are quantum correlations that violate the inequality when appropriately chosen set of measurements are made. The inequality is now known as the Bell inequality, and the sequence of results is referred to as Bell’s theorem [3]. Importantly, the quantities appearing in the inequality are made up of measurable values (expected values or probabilities). As a result, these inequalities can be directly verified through experiments. Since the discovery of Bell’s theorem, many experiments have confirmed (along with the verification of various loopholes) that certain quantum correlations violate the inequality as predicted by quantum theory [4–10]. Consequently, it is widely believed that quantum theory is correct, and more importantly, that there indeed exists phenomena that cannot be explained by local realism. Subsequently, these quantum correlations have been found to be useful resources for various quantum information processing, such as quantum computer, quantum teleportation, and quantum cryptography [11, 12]. Notably, the experimental fact of the violation of the Bell inequality is recognized as the key feature that makes some information processing to be completely secure, such as the key distribution [13, 14] and the random number generation [16, 17].

In Bell’s argument, however, the violation of Bell inequality tells us just that the underlying assumptions are logically incompatible. In particular, nothing can be said about how much each assumption must be violated to explain the experimental facts. In addition, clarifying the assumptions behind Bell’s theorem is not so obvious as some of them are often implicit and can also vary between studies. In Bell’s original paper [1], he explicitly assumed (i) determinism and (ii) locality in hidden variable models. There is also another essential assumption that is often “overlooked”, namely (iii) that observers are free to choose measurements [19–22]. Hence, Hall proposed quantitative measures for these three assumptions, referring to them as indeterminism (I), no-signaling (S), and measurement dependence (M), respectively. Moreover, he successfully generalized the Bell-CHSH inequality that provides a trade-off relation between the empirical value C (CHSH-value) and measures I, S, and M in the simplest Bell scenario (with binary measurement settings and binary outcomes) [24, 25]. To the best of the authors’ knowledge, this is the first attempt to shed new light on Bell’s theorem in this way.

Subsequently, several works appeared to follow this line of research. Another relaxed Bell inequality was derived for the models where only one party can violate measurement independence [26] and was further generalized in [27] by introducing the measures for measurement dependence for each party. Recently, Ghadimi considered a model that relaxed the signaling property (usually referred to as parameter dependence [28, 29] or active non-locality [30]) and derived a relaxed Bell inequality [31].

The significance of these studies extends to applications in informatics, where the underlying variables can be interpreted as potential resources for eavesdroppers. Koh et al. showed a trade-off relation between CHSH value, the guessing probability, and the free will parameter (related with the measurement dependence introduced above) with the application of secure randomness expansion [32]. Another interesting relation was observed in [33] using the upper and lower bounds of the probability of measurement-contexts conditioned on the hidden variable for a measurement dependent local models.

---

1 Strictly speaking, we assume here that the measurement choice can be described by a probability theory. In contrast, it is also discussed how one can discuss a “free will” that happens non-causally [15] regardless of whether it can be described by a probability theory.
However, the very assumption of introducing hidden variables has never been subject to quantification thus far. We claim that this assumption should also be quantitatively measured as one of the fundamental underlying assumptions in Bell’s theorem. In this paper, we introduce such a measure by \( H = \#(\Lambda) - 1 \) where \( \#(\Lambda) \) is the size (i.e., the cardinality) of the set of hidden variables \( \Lambda \) and refer to \( H \) as the “hiddenness”. If the variable is in the hands of the eavesdropper, the measure can be interpreted as the amount of information he/she can store. We derive a new trade-off relation (Theorem 1) between \( H \) and measurement dependence \( M \), which is satisfied for all (measurement dependent) local models \(^{32}\). In the case of \( M = 0 \) (measurement-independent), the relation recovers the Bell-CHSH inequality. On the other hand, with the observed data that violates the Bell-CHSH inequality, \( M \) and \( H \) have a trade-off relation: To decrease \( M \), \( H \) must increase, and vice versa. Interestingly, the trade-off relationship saturates when \( H \geq 3 \) and coincides with Hall’s inequality \(^{27}\) in the case of local models. Therefore, this result also is a generalisation of Hall’s inequality for local models. We also show that our inequalities describe the necessary and sufficient condition of a local model, in the sense that not only all local models satisfy them, but also there is a local model with which \( M \) and \( H \) satisfy the inequalities.

To demonstrate these results, we technically derive the optimal CHSH value \( C_{opt} \) (see \(^{17}\)) that can be attained by some local model, and establish the lower and upper bounds of \( C_{opt} \) with given measurement dependence \( M \) and hiddenness \( H \) (Propositions \(^{11}\) and \(^{2}\)). While the upper bound gives the new trade-off relation mentioned above, the lower bound also gives a quantitative estimate of the fact that the violation of Bell-CHSH inequality can still be explained by a local hidden variable model if we relax the measurement independence assumption.

This paper is organized as follows: In Sec. \(^{11}\) we provide a brief introduction of hidden variable theory and the measure for hiddenness. In Sec. \(^{111}\) we show a relaxed Bell inequality as a trade-off relation with the measurement dependence and hiddenness. In Sec. \(^{1111}\) we construct tight models that attain the equality. Finally, in Sec. \(^{11111}\) we present our conclusion and discussion.

II. MEASURE FOR HIDDENNESS

Let us consider a bipartite physical system A and B (for Alice and Bob) where the measurements are supposed to be performed in spacelike separated regions. The experimentally accessible probability is the set of joint probabilities \( p(a, b|x, y) \), where \( x \) and \( y \) denote the measurements performed by Alice and Bob, and \( a \) and \( b \) denote their respective outcomes. In the hidden variable theory, we introduce a hidden variable \( \lambda \in \Lambda \) so that the empirical joint probabilities are obtained by averaging over the hidden variable:

\[
p(a, b|x, y) = \sum_{\lambda \in \Lambda} p(\lambda|x, y)p(a, b|x, y, \lambda), \tag{1}
\]

where \( p(\lambda|x, y) \) is the probability of \( \lambda \) given the values of \((x, y)\), and \( p(a, b|x, y, \lambda) \) represents the joint probability of the outcome \((a, b)\) given the values of \((x, y)\) and \( \lambda \). Notice that one should replace the summation to the integral in the general situation. However, a non-trivial structure arises when we consider a model in which the size (i.e., cardinality) of the set \( \Lambda \) of hidden variables is finite. Bearing this in mind, we use a summation symbol for the hidden variables, except in Appendix \(^{13}\), where we provide a proof for (continuously) infinite models. In order to prove the Bell inequality, we need to assume both the locality condition and the measurement independence: The locality condition states that the outcomes \( a \) and \( b \) with fixed \( \lambda \) are statistically independent, i.e.,

\[
p(a, b|x, y, \lambda) = p(a|x, \lambda)p(b|y, \lambda). \tag{2}
\]

In this paper, we relax the measurement independence, and consider a (measurement dependent) local model \(^{32}\):

\[
p(a, b|x, y) = \sum_{\lambda \in \Lambda} p(\lambda|x, y)p(a|x, \lambda)p(b|y, \lambda). \tag{3}
\]

Following the paper \(^{21}\), we shall use the same measure for the measurement dependency:

\[
M := \sup_{x, y, x', y'} \sum_{\lambda} |p(\lambda|x, y) - p(\lambda|x', y')|. \tag{4}
\]

Note that \( 0 \leq M \leq 2 \) and \( M = 0 \) if and only if the model is measurement independent. However, it is useful to express \( M \) in terms of the total variation distance \(^{34}\) (sometimes known as the trace distance \(^{11}\) or the Kolmogorov distance \(^{32, 36}\)) as follows. The total variation distance between two probability measures \( P, Q \) is defined by

\[
\delta(P, Q) := \sup_{E} |P(E) - Q(E)|, \tag{5}
\]

where the supremum is taken over all the events \( E \subset \Lambda \). In the discrete model \( \Lambda = \{\lambda_1, \lambda_2, \cdots\} \), it is easy to see the relation \( \delta(P, Q) = \frac{1}{2} \sum_{\lambda} |p_{\lambda} - q_{\lambda}| \), where \( P, Q \)}
are given by the probability distributions \((p_{\lambda})_{\lambda \in \Lambda}\) and \((q_{\lambda})_{\lambda \in \Lambda}\), respectively. Therefore, we can express \(M\) by
\[
M = 2 \sup_{x,y,x',y'} \delta(p_{xy}, p_{x'y'}),
\]
where \(p_{xy} = (p(\lambda|x, y))_{\lambda \in \Lambda}\) denotes the probability distribution for \(\lambda\) with the measurement context \((x, y)\).

As mentioned previously, the introduction of hidden variables is one of the essential assumptions underlying Bell’s theorem. Therefore, we believe it is important to quantify this assumption in order to understand its meaning. In this paper, we introduce the following simple measure \(H\), which we term hiddenness, defined by
\[
H := \#(\Lambda) - 1
\]
where \(\#(\Lambda)\) is the cardinality of the set \(\Lambda\). Obviously, \(H \geq 0\) and only takes a discrete natural number (including infinity). One possible interpretation of this measure is how much we need to introduce a hidden variable to explain the empirical statistics. Another interpretation is the memory size available to the eavesdropper if the hidden variable is in their possession.

The minimum case, where \(H = 0\), corresponds to a trivial scenario where there is only one elementary measurement for the hidden variable. This essentially means there is no introduction of any hidden variable. The simplest but non-trivial case is \(H = 1\), where there are two hidden elementary events, \(\Lambda = \{\lambda_1, \lambda_2\}\). This scenario is logically possible as one can imagine a world having a “hidden coin” (e.g., \(\lambda_1 = \text{“tail”}\) or \(\lambda_2 = \text{“head”}\)). Similarly, for \(H = 2, 3, \ldots\), we need \(3, 4, \ldots\) hidden elementary events for the hidden variable, respectively. The following section introduces a relaxed Bell inequality that establishes a trade-off relation between \(M\) and \(H\), which holds in all local models.

### III. RELAXED BELL INEQUALITY

In this section, we examine the simplest Bell scenario, often referred to as the CHSH setting, which involves binary measurement settings \(x, y = 0, 1\) and binary measurement outcomes \(a, b = \pm 1\). As an experimentally accessible quantity, we consider the CHSH value defined by
\[
C := \langle 00 \rangle + \langle 01 \rangle + \langle 10 \rangle - \langle 11 \rangle,
\]
where \(\langle xy \rangle := \sum_{a, b = \pm 1} ab p(a, b|x, y) (x, y = 0, 1)\) denotes the expectation value of the product of the measurement outcomes, for joint measurement setting \((x, y)\). It is well-known\(^2\) that for any measurement independent local hidden variable model\(^2\), the CHSH value is always bounded from above by 2, that is known as Bell-CHSH inequality:
\[
C \leq 2.
\]

It should be emphasized that Bell-CHSH inequalities (the set of eight inequalities obtained by taking the absolute value and changing the position of the minus sign in (8)) provide not only a necessary condition but also a sufficient condition for the statistics to be explainable by measurement-independent local hidden variable models\(^7\). This fact makes Bell-CHSH inequalities of special interest.

Our main finding is the following:

**Theorem 1** For any local model,
\[
C \leq \min[H, 3]M + 2,
\]
(as well as the trivial bound\(^2\) \(C \leq 4\)). The inequality is tight in the sense that there is a local model that can attain the equality.

Inequality\(^1\) is a generalization of Bell-CHSH inequality since it recovers the inequality by putting \(M = 0\) (measurement independence). In general, it provides a trade-off between CHSH value \(C\), measurement dependence \(M\) and hiddenness \(H\). With a given violation of Bell-CHSH inequality \((C > 2)\), one can estimate the trade-off between \(M\) and \(H\) as well as the hiddenness \(H\), the more measurement dependence \(M\) is required, and vice versa. Suppose, for instance, that we observe the maximum violation of Bell-CHSH inequality in quantum theory, i.e., the Tsirelson bound \(C = 2\sqrt{2} \approx 2.8\). Then, for \(H \geq 3\), one should give up the measurement independence at least \(M = \frac{4}{3}(\sqrt{2} - 1) \approx 0.276\). For \(H = 2\), \(M\) should be greater than or equal to \(\sqrt{2} - 1 \approx 0.414\) and, for \(H = 1\), \(M \geq 2(\sqrt{2} - 1) \approx 0.828\).

---

\(^2\) Hence, the inequality can be written as \(C \leq \min[H, 3]M + 2\). We adopt the form \((10)\) just to avoid this ugly expression.
An immediate corollary of Theorem 1 is that, for any local model,\newline
\[ C \leq 3M + 2. \tag{11} \]

This fact was previously observed by Hall [25], and therefore the relation (10) generalizes his result for local models. Since this holds for any \( H \), there exists an ultimate lower bound for \( M \):
\[ \frac{C - 2}{3} \leq M \quad (\Leftrightarrow C \leq 3M + 2). \tag{12} \]

Note that the case \( H = 0 \), which corresponds to a local model essentially without the introduction of hidden variables, also gives the Bell-CHSH inequality.

It would be interesting to consider the implications of our results for information security. For example, let us imagine that the hidden variable is in the possession of an eavesdropper, and that \( H \) corresponds to the size of an exploitable information source. Our results suggest the following: In order to cheat legitimate users with an apparent violation of the Bell inequality based on a local model, the eavesdropper has to have a large control over the measurements of the legitimate users if the memory size \( H \) is small. Conversely, if the eavesdropper has a large \( H \), he/she does not need to worry much about controlling the measurements. Interestingly, however, there is a threshold \( (H \geq 3) \) beyond which the measurement dependence \( M \) cannot be reduced any further.

In the following, we provide a proof of Theorem 1 in two steps: Firstly, we introduce “the optimal CHSH value” \( C_{opt} \) that can be achieved by a local model. Secondly, we establish the tight upper bound (as well as the tight lower bound) for \( C_{opt} \), which yields (10). Although the proof is done with a discrete model, the result is still valid even for an uncountable model \( (\#(\Lambda) = \infty) \), which saturates to (12). However, since the proof requires a slightly different approach for the uncountable case, it is presented in Appendix B.

### A. Optimal CHSH value for local model

Using local expectation values
\[
A_x := \sum_a a p(a|x,\lambda) \quad (x = 0, 1) \quad \text{and} \quad B_y := \sum_b b p(b|y,\lambda) \quad (y = 0, 1),
\]
the CHSH value (8) for any local model (3) is given by
\[
C = \sum_{\lambda} (z_1 A_0 B_0 + z_2 A_0 B_1 + z_3 A_1 B_0 - z_4 A_1 B_1), \tag{13}
\]
where \( z_i := p(\lambda|i) \) and \( i = 1, 2, 3, 4 \) corresponds to the measurement context \( (x, y) = (0, 0), (0, 1), (1, 0), (1, 1) \) respectively. (In what follows, we will often use the same labeling \( i \) for measurement contexts \( (x, y) \) for convenience.) Notice here that all \( \lambda \) dependencies in \( A_x, B_y \) and \( z_i \) are omitted. We have a tight inequality:
\[
C \leq \sum_{\lambda} \left( \sum_{i=1}^{4} z_i - 2 \min_i z_i \right) \tag{14}
\]
from the following lemma:

**Lemma 1** For any positive tuple \( z := (z_1, z_2, z_3, z_4) \in \mathbb{R}^4 \), we have
\[
\max_{A,A'\in[-1,1]} \max_{B,B'\in[-1,1]} (z_1 A B + z_2 A B' + z_3 A' B - z_4 A' B')(15)
\]
\[ = g(z) := \sum_{i=1}^{4} z_i - 2 \min_i z_i. \tag{16} \]

(See Appendix A for the proof.) Now we introduce “the optimal CHSH value” for local models by:
\[
C_{opt} := \max_{p(a|x,\lambda), p(b|y,\lambda)} C.
\]

By utilizing the normalization condition, i.e.,
\[
\sum_j \sum_{\lambda} p(\lambda|j) = \sum_j 1 = 4 \quad \text{and} \quad (12),
\]
we have an alternative form:
\[
C_{opt} = \sum_{\lambda} g(z) = 4 - 2 \sum_{\lambda} \min_i p(\lambda|i). \tag{17}
\]

One observes the trivial inequality \( C_{opt} \leq 4 \) directly from this form. It also can be shown that the equality is attained by an appropriate local probabilities \( p(a|x,\lambda) \) and \( p(b|y,\lambda) \) such that they attain the maximums in Lemma 1 for each \( \lambda \).

In the subsequent subsections, we derive the lower and upper bounds of \( C_{opt} \) with given \( H \) and \( M \). The trivial case with \( H = 0 \) is described separately here. This case
can be described by introducing a trivial set of hidden variable, i.e., a singleton set \( \Lambda = \{ \lambda_1 \} \), so that
\[
p(a, b|x, y) = p(a|x, \lambda_1)p(b|y, \lambda_1),
\]
and \( p(\lambda_1|x, y) = 1 \) for all \( x, y \). Since \( M = 0 \) is always satisfied in this case, the measurement dependence will not occur. We also have \( C_{\text{opt}} := 4 - 2\min_i p(\lambda_1|i) = 2 \). Hence, only the case
\[
M = 0, \; C_{\text{opt}} = 2
\]
is possible for the trivial case \( H = 0 \).

For non-trivial cases where \( H = 1, 2, 3, \ldots \), measurement dependence \( M \) can take any value in the range \( [0, 2] \). However, we will see below that a non-trivial lower and upper bounds of \( C_{\text{opt}} \) appear.

### B. Lower bound of \( C_{\text{opt}} \) for local model

**Proposition 1** For any local model,
\[
M + 2 \leq C_{\text{opt}}.
\]
The inequality is tight.

**Proof.** We use the same notation \( z_i := p(\lambda|i) \) and the labeling \( i = 1, 2, 3, 4 \) for \((x, y) = (0, 0), (0, 1), (1, 0), (1, 1)\) as in the previous subsection. Reminding the definition of \( M \), let \( i_1 < i_2 \in \{1, 2, 3, 4\} \) such that
\[
M = \sum_\Lambda |z_{i_1} - z_{i_2}|.
\]
Adding the normalization conditions \( \sum_\Lambda z_{i_3} = \sum_\Lambda z_{i_4} = 1 \) where \( i_3 < i_4 \in \{1, 2, 3, 4\} \setminus \{i_1, i_2\} \), we observe \( M + 2 = \sum_\Lambda (|z_{i_1} - z_{i_2}| + z_{i_3} + z_{i_4}) \leq \sum_\Lambda \max(|z_{i_1} - z_{i_2} + z_{i_3} + z_{i_4}|, -z_{i_1} + z_{i_2} + z_{i_3} + z_{i_4}) \).

The last expression is bounded from above by \( C_{\text{opt}} \) since \( C_{\text{opt}} = \sum_\Lambda g(z) = \sum_\Lambda \max(|z_{i_1} + z_{i_2} + z_{i_3} + z_{i_4}|, -z_{i_1} + z_{i_2} + z_{i_3} + z_{i_4}) \).

Tightness of the inequality will be shown in Sec. [\ref{tightness}].

The proposition shows that for any given measurement dependence \( M \in [0, 2] \), there exists a local hidden variable model in which the CHSH value can reach \( M + 2 \). This reflects the often overlooked fact that a Bell inequality can be violated even by a local hidden variable model if measurement independence is relaxed.

### C. Upper bound of \( C_{\text{opt}} \) for local model

**Proposition 2** For any local model,
\[
C_{\text{opt}} \leq \begin{cases} 
    2 & (H = 0) \\
    M + 2 & (H = 1) \\
    2M + 2 & (H = 2) \\
    3M + 2 & (H \geq 3)
\end{cases}
\]
The inequalities are tight.

Since there always exists a local model in which the CHSH value reaches \( C_{\text{opt}} \), this result proves Theorem [\ref{main}] in particular, for \( H = 1 \) (#(\( \Lambda \)) = 2) together with Proposition [\ref{main}] we have
\[
C_{\text{opt}} = M + 2.
\]
Namely, in this case, the optimal CHSH value and \( M \) has an one-to-one relation (See Fig. [\ref{optimal}](a)).

**[Proof for \( H = 0 \)]** We have already shown [\ref{tightness}], so the relation trivially holds.

For \( H = 1 \), we provide a direct proof of [\ref{main}] (i.e., [\ref{tightness}] and [\ref{main}] simultaneously):

**[Proof for \( H = 1 \)]** Let \( \Lambda = \{\lambda_1, \lambda_2\} \). We denote for each \( i = 1, 2, 3, 4 \), \( z_i := p(\lambda_1|i) \), so by normalization condition, \( 1 - z_i = p(\lambda_2|i) \). Without loss of generality, we can assume \( z_1 \geq z_2 \geq z_3 \geq z_4 \geq 0 \). Noting that \( |z_1 - z_4| + |(1 - z_1) - (1 - z_4)| = 2(z_1 - z_4), \) etc., it is easy to see that \( M = 2(z_1 - z_4) \). Letting \( w_i = \sum_{j=1}^4 z_j - 2z_i \) (\( i = 1, 2, 3, 4 \)) and invoking [\ref{main}], we have \( C_{\text{opt}} = 4 - 2\min_i z_i + \min_i (1 - z_i) = 2 - 2z_4 + 2z_1 \). Therefore, we have shown the equality \( C_{\text{opt}} = 2 + M \).

In what follows, let \( n = H = 1 = \#(\Lambda) \) (\( n \geq 3 \)) and use a labelling for a hidden variable as \( \Lambda = \{\lambda_1, \lambda_2, \ldots, \lambda_n\} \) instead of writing \( \Lambda = \{\lambda_1, \lambda_2, \ldots, \lambda_n\} \).

**[Proof for \( H = 2, 3 \)]** To prove the cases \( H = 2, 3 \) (\( n = 3, 4 \)), we use the following lemma:

**Lemma 2** For \( n = 3, 4 \), there exist \( i_*, j_* = 1, 2, 3, 4 \) and \( \lambda_* = 1, 2, 3 \) such that
\[
\sum_{i=1}^n p(\lambda|i_{\lambda}) + (n - 1)|p(\lambda_*|i_*) - p(\lambda_*|j_*)| \geq 1, \tag{23}
\]
where \( i_{\lambda} \in \{1, 2, 3, 4\} \) denotes an index which attains the minimum of \( p(\lambda|i) \):
\[
p(\lambda|i_{\lambda}) = \min_i p(\lambda|i). \tag{24}
\]
(The proof of this lemma is given in Appendix [\ref{appendix}].)

By using [\ref{main}], [\ref{main}] and the notation [\ref{main}], inequality [\ref{main}] for \( H = 2, 3 \) (\( n = 3, 4 \)) can be rewritten as
\[
\sum_{\lambda=1}^n p(\lambda|i_{\lambda}) + (n - 1)\max_{i,j} \delta(P_i, P_j) \geq 1 \tag{25}
\]
where \( P_i = (p(\lambda|i))_{\lambda \in \Lambda} \). Let \( i_*, j_*, \lambda_* \) be a pair with which [\ref{main}] is satisfied in Lemma [\ref{main}]. Then, we have
\[
\sum_{\lambda=1}^n p(\lambda|i_{\lambda}) + (n - 1)\max_{i,j} \delta(P_i, P_j) \geq \sum_{\lambda=1}^n p(\lambda|i_{\lambda}) + (n - 1)|p(\lambda_*|i_*) - p(\lambda_*|j_*)| \geq 1(26)
\]
In particular, the second inequality follows by invoking the definition of the total variation distance in the form \[ \delta(P_i, P_j) \] and applying the singleton event \( E = \{ \lambda_* \} \). \( \square \)

The cases \( H \geq 4 \) will be proved by reducing the problems to the case \( H = 3 \) in the following manner:

**Proof for \( H \geq 4 \)** In a similar manner, what we have to show is, for \( n \geq 5 \),
\[
\sum_{\lambda=1}^{n} p(\lambda | i_\lambda) + 3 \max_{i,j} \delta(P_i, P_j) \geq 1. \tag{27}
\]
Define the partition of \( \Lambda = \{1, 2, \ldots, n\} \) by
\[
E_\gamma = \{ \lambda \in \Lambda \mid i_\lambda = \gamma \} \quad (\gamma = 1, 2, \ldots, 4).
\]
(Remind the notation \[[24] \). Clearly, we have \( \bigcup_{\gamma} E_\gamma = \Lambda \), \( E_\gamma \cap E_{\gamma'} = \emptyset \) \((\gamma \neq \gamma')\). Some of \( E_\gamma \) could be the empty set. Now, we introduce a new set of “hidden variables” \( \Gamma = \{ \gamma \}_{\gamma=1, 2, 3, 4} \) with coarse-grained probabilities \( \tilde{p}_{\gamma}(\cdot) = (\tilde{p}(\gamma | i_\gamma))_\gamma \) for each measurement context \( i = 1, 2, \ldots, 4 \) where \( \bar{p}(\gamma | i_\gamma) := P_{\tilde{E}_\gamma} = \sum_{\lambda \in E_\gamma} p_{\gamma}(\lambda | i_\gamma) \). Following the notation \[[24] \), we denote by \( \tilde{i}_\gamma \in \{1, 2, 3, 4\} \) \((\gamma \in \Gamma)\) with which it holds that \( \tilde{p}(\gamma | \tilde{i}_\gamma) = \min_{\gamma=1, 2, 3, 4} \bar{p}(\gamma | i_\gamma) \). However, by the definition of \( E_\gamma \), one can assume \( \tilde{i}_\gamma = \gamma \) for all \( \gamma \). To see this, one needs to show \( \tilde{p}(\gamma | \gamma) \leq \tilde{p}(\gamma | i_\gamma) \) for any \( \gamma \) and \( i_\gamma \). But, \( \tilde{p}(\gamma | \gamma) = P_{\tilde{E}_\gamma} = \sum_{\lambda \in E_\gamma} p(\lambda | \gamma) \). Since \( i_\lambda = \gamma \) for any \( \lambda \in E_\gamma \), one has \( \sum_{\lambda \in E_\gamma} p(\lambda | \gamma) = \sum_{\lambda \in E_\gamma} p(\lambda | i_\lambda) \leq \sum_{\lambda \in E_\gamma} p(\lambda | i_\lambda) = P_{\tilde{E}_\gamma} = \bar{p}(\gamma | i_\gamma) \). Applying Lemma \[[2 \] with \( n = 4 \) for \( \Gamma \) (noting \#(\Gamma) = 4), \( \tilde{p} \) and \( i_\gamma \), there exists \( \tilde{i}_\gamma \), \( j_\gamma \), \( \gamma_* \in 1, 2, \ldots, 4 \) such that
\[
\sum_{\gamma=1}^{4} \tilde{p}(\gamma | \tilde{i}_\gamma) + 3|\tilde{p}(\gamma_* | i_* \gamma) - \bar{p}(\gamma_* | j_* \gamma)| \geq 1. \tag{28}
\]
Since \( \tilde{i}_\gamma = \gamma \) and \( i_\lambda = \gamma \) for \( \lambda \in E_\gamma \), one has
\[
\sum_{\gamma=1}^{4} \tilde{p}(\gamma | \tilde{i}_\gamma) = \sum_{\gamma=1}^{4} \sum_{\lambda \in E_\gamma} p(\lambda | \gamma) = \sum_{\lambda=1}^{n} p(\lambda | i_\lambda) \tag{29}
\]
By applying the events \( E_{\gamma} \) in the original definition of the total variation distance \[[4] \), we have
\[
\max_{i,j} \delta(P_i, P_j) \geq |P_i - P_j| = |\tilde{p}(\gamma_* | i_\gamma) - \bar{p}(\gamma_* | j_* \gamma)| \tag{30}
\]
Combination of \[[28] \), \[[29] \) and \[[30] \) implies \[[27] \). \( \square \)

The tightnesses for all above cases will be shown in the next section.

### IV. Tight Models

In this section, we demonstrate the tightnesses of inequalities in both Propositions \[[1 \) and \[[2 \) by constructing explicit models of \( p(\lambda | x, y) \) that achieve the equalities. Since there is a local model with some \( p(\lambda | x, y) \) and \( p(\lambda | y, \lambda) \) that achieves \( C_{\text{opt}} \), this demonstrates the tightness of Theorem \[[1 \).

Note that the case \( H = 0 \) trivially attains the bounds as shown in \[[19] \). In the following, we show the tightnesses for the upper bounds in Proposition \[[2 \) for the cases of \( H = 1, 2 \) and \( H \geq 3 \) in order.

**Case \( H = 1 \)** Let \( \Lambda = \{\lambda_1, \lambda_2\} \). Let \( P_{xy} = (p(\lambda | x, y))_{\lambda \in \Lambda} \) be given by Table \[[1 \) with one parameter \( p \in [0, 1] \). For this model, we have \( C_{\text{opt}} = 2p + 2 \) and \( M = 2p \). Hence, \( C_{\text{opt}} = M + 2 \) where \( M \) runs over \([0, 2] \) for \( p \in [0, 1] \).

**Case \( H = 2 \)** Let \( \Lambda = \{\lambda_1, \lambda_2, \lambda_3\} \); Let \( P_{xy} = (p(\lambda | x, y))_{\lambda \in \Lambda} \) be given by Table \[[11 \) with one parameter \( p \in [0, 1] \). For this model, we have \( C_{\text{opt}} = 4p + 2 \) and \( M = 2p \) for \( p \in [0, 1/2] \), hence \( C_{\text{opt}} = 2M + 2 \) where \( M \) runs over \([0, 1] \) and \( C_{\text{opt}} = 4 \) and \( M = 2p \) for \( p \in [1/2, 1] \), hence \( C_{\text{opt}} = 4 \) where \( M \) runs over \([1, 2] \).

**Case \( H \geq 3 \)** Let \( \Lambda = \{\lambda_1, \lambda_2, \lambda_3, \lambda_4, \ldots\} \); Let \( P_{xy} = (p(\lambda | x, y))_{\lambda \in \Lambda} \) be given by Table \[[11 \) with one parameter \( p \in [0, 1] \). For this model, we have \( C_{\text{opt}} = 6p + 2 \) and \( M = 2p \) for \( p \in [0, 1/3] \), hence \( C_{\text{opt}} = 3M + 2 \) where \( M \) runs over \([0, 2/3] \) and \( C_{\text{opt}} = 4 \) and \( M = 2p \) for \( p \in [1/3, 1] \), hence \( C_{\text{opt}} = 4 \) where \( M \) runs over \([1, 2] \).

**TABLE I.** Tight model for \( H = 1 \) \((p \in [0, 1])\)

| \( \lambda \) | \( P_{00} \) | \( P_{01} \) | \( P_{0} \) | \( P_{1} \) |
|---------|---------|---------|---------|---------|
| \( \lambda_1 \) | 0       | \( p \)  | \( p \)  | \( p \)  |
| \( \lambda_2 \) | \( 1 - p \) | \( 1 - p \) | \( 1 - p \) | \( p \)  |

**TABLE II.** Tight model for \( H = 2 \). (Left table for \( p \in [0, 1/2] \) and right table for \( p \in [1/2, 1] \))

| \( \lambda \) | \( P_{00} \) | \( P_{01} \) | \( P_{0} \) | \( P_{1} \) |
|---------|---------|---------|---------|---------|
| \( \lambda_1 \) | 0       | \( p \)  | \( p \)  | \( p \)  |
| \( \lambda_2 \) | \( 1 - p \) | \( 1 - p \) | \( 1 - p \) | \( p \)  |
| \( \lambda_3 \) | \( 1 - p \) | \( 1 - p \) | \( 1 - p \) | \( p \)  |
| \( \lambda_4 \) | \( 1 - p \) | \( 1 - p \) | \( 1 - p \) | \( p \)  |

Next, the lower bound in Proposition \[[1 \ can be attained by the model given in Table \[[1 \ with trivial addition of \( p(\lambda | x, y) = 0 \) for \( \lambda_i \) \((i \geq 3) \). Moreover, one can show that the regions between lower and upper bounds of \( C_{\text{opt}} \) are feasible for any \( M \) and \( H \). Technically, this is far from trivial since both \( M \) and \( C_{\text{opt}} \) are not affine function of \( p(\lambda | x, y) \) in general. However, for probabilities given in Table \[[1 \ with trivial extension for any \( H \geq 0 \) for the lower bound and the ones given in Tables \[[1 \ and \[[1 \ for the upper bound, one
TABLE III. Tight model for $H \geq 3$. (Left table for $p \in [0, 1/3]$ and right table for $p \in [1/3, 1]$)

| $\lambda$ | $P_{00}$ | $P_{01}$ | $P_{10}$ | $P_{11}$ | $\lambda$ | $P_{00}$ | $P_{01}$ | $P_{10}$ | $P_{11}$ |
|-----------|----------|----------|----------|----------|-----------|----------|----------|----------|----------|
| $\lambda_1$ | 0 | $p$ | $p$ | $p$ | $\lambda_1$ | 0 | $\frac{1-p}{2}$ | $\frac{1-p}{2}$ | $p$ |
| $\lambda_2$ | $p$ | 0 | $p$ | $p$ | $\lambda_2$ | $p$ | 0 | $\frac{1-p}{2}$ | $\frac{1-p}{2}$ |
| $\lambda_3$ | $p$ | $p$ | 0 | $p$ | $\lambda_3$ | $\frac{1-p}{2}$ | $p$ | 0 | $\frac{1-p}{2}$ |
| $\lambda_4$ | $1 - 2p$ | $1 - 2p$ | $1 - 3p$ | $1 - 3p$ | $\lambda_4$ | $\frac{1-p}{2}$ | $\frac{1-p}{2}$ | $p$ | 0 |
| $\lambda_5$ | 0 | 0 | 0 | 0 | $\lambda_5$ | 0 | 0 | 0 | 0 |

can easily show that both $M$ and $C_{\text{opt}}$ are affine for their convex combination. Hence, with these special choices of lower and upper bounds, their convex combinations fill the sandwiched regions. In Fig. 2, the feasible regions for $M$ and $C_{\text{opt}}$ given $H$ are shown by blue shaded regions.

**V. CONCLUSION AND DISCUSSION**

In this paper, we introduced the measure of hiddenness $H$ and investigated a trade-off relation between $H$ and the measurement dependence $M$ for any local hidden variable models. In the CHSH setting, we derived a relaxed Bell inequality (10) that generalizes the Bell-CHSH inequality. Interestingly, the structure of the trade-off changes between $H \leq 2$ and $H \geq 3$: While the trade-off reduces to Hall’s inequality (11) for $H \geq 3$, there appears a non-trivial dependence for $H$ when $H \leq 2$. Moreover, the trade-off relation completely characterizes the range of measurement dependent local models.

In the present paper, hiddenness $H$ was introduced simply by the cardinality of the set of hidden variable, making $H$ a discrete quantity. In addition, this measure does not reflect the statistics of the hidden variables. In the upcoming paper [38], we overcome this disadvantage by introducing another measure of hiddenness that uses the max entropy. This new measure will provide a better reflection of the hidden variable statistics. Furthermore, it would be interesting to generalize the results obtained in this paper by relaxing the condition of locality. To do this, we need to introduce measures for both parameter and outcome dependence.
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**Appendix A: Proofs of Lemmas**

Proof for Lemma 1. Since the objective function $f_2(A, A', B, B') := z_1 AB + z_2 AB' + z_3 A'B - z_4 A'B'$ in (15) is affine for all variable $A, A', B, B'$, the maximum is attained by the extreme points $A, A', B, B' = \pm 1$. There are four cases to consider: [Case I] $A = A', B = B'$, [Case II] $A = A', B = -B'$, [Case III] $A = -A', B = B'$, [Case IV] $A = -A', B = -B'$. Direct computations show that [Case I] $f \equiv \pm(z_1 + z_2 + z_3 - z_4) \equiv \pm(z - 2z_4)$, [Case II] $f \equiv \pm(z - 2z_2)$, [Case III] $f \equiv \pm(z - 2z_3)$, [Case IV] $f \equiv \pm(z - 2z_1)$ where $z := \sum_{j=1}^{3} z_j$. This shows that

$$\max_{A, A', B, B' \in [-1, 1]} f_2(A, A', B, B') = \max_i |z - 2z_i|. \quad (A1)$$
However, as is easily shown, the maximum is always attained by a positive $z - 2z_i$.

[Proof of Lemma 2] We provide the proof for $n = 3$. The case $n = 4$ can be shown in parallel. Assume contrary for all $i, j \in \{1, 2, 3, 4\}$ and $\lambda \in \{1, 2, 3\}$. Let $\tilde{\lambda} := sup_{\lambda = 1}^3 \lambda p(\lambda | i) = 3$, which is contradictory and leads to the inequality (A2).

### Appendix B: Proof for infinite models

In this appendix, we provide a proof of Theorem 1 for the case of an uncountable local hidden variable model with $\#(\Lambda) = \infty$, where the inequality (10) reduces to inequality (11). We need to replace (4) and (4) with

$$\begin{align*}
p(a, b | x, y) &= \int d\lambda p(\lambda | x, y)p(a | x, \lambda)p(b | y, \lambda) \quad \text{(B1)} \\
M := \sup_{x, y, x', y'} \int d\lambda |p(\lambda | x, y) - p(\lambda | x', y')|, \quad \text{(B2)}
\end{align*}$$

where $p(\lambda | x, y)$ is the probability density of $\lambda$ conditioned on the measurement context $(x, y)$.

The idea of the proof is to transform the uncountable hidden variable model with $\#(\Lambda) = \infty$ into another hidden variable model with $\#(\hat{\Lambda}) = 2^4$:

$$\hat{\Lambda} = \{ \hat{\lambda} = (a_0, a_1, b_0, b_1) \mid a_0, a_1, b_0, b_1 = 0, 1 \}. \quad \text{(B3)}$$

We introduce the probability distributions on $\hat{\Lambda}$ by

$$q(a_0, a_1, b_0, b_1 | x, y) := \int d\lambda p(\lambda | x, y)p(a_0 | x = 0, \lambda)p(a_1 | x = 1, \lambda)p(b_0 | y = 0, \lambda)p(b_1 | y = 1, \lambda) \quad \text{(B4)}$$

and a deterministic model given by:

$$q(a, b | x, y) := \sum_{a_0, a_1, b_0, b_1 = 0, 1} q(a_0, a_1, b_0, b_1 | x, y)\delta_{aa_0} \delta_{bb_0}.$$ 

It can be easily shown that $p(a, b | x, y) = q(a, b | x, y)$, and hence the CHSH value does not change:

$$C = \hat{C}.$$ 

Let $\hat{M}$ be the measurement dependence for this new hidden variable model on $\hat{\Lambda}$:

$$\hat{M} := \sup_{x, y, x', y'} \sum_{a_0, a_1, b_0, b_1 = 0, 1} |q(a_0, a_1, b_0, b_1 | x, y) - q(a_0, a_1, b_0, b_1 | x', y')| \quad \text{(B5)}$$
By substituting (134) into (135), we have

\[
\hat{M} = \sup_{x, y, x', y'} \sum_{a_0, a_1, b_0, b_1 = 0, 1} \left| \int d\lambda \left( p(\lambda|x, y) - p(\lambda|x', y') \right) p(a_0|x = 0, \lambda)p(a_1|x = 1, \lambda)p(b_0|y = 0, \lambda)p(b_1|y = 1, \lambda) \right|
\]

\[
\leq \sup_{x, y, x', y'} \sum_{a_0, a_1, b_0, b_1 = 0, 1} \left| \int d\lambda \left| p(\lambda|x, y) - p(\lambda|x', y') \right) p(a_0|x = 0, \lambda)p(a_1|x = 1, \lambda)p(b_0|y = 0, \lambda)p(b_1|y = 1, \lambda) \right|
\]

\[
= \sup_{x, y, x', y'} \int d\lambda \left| p(\lambda|x, y) - p(\lambda|x', y') \right|
\]

\[
= M,
\]

where we have used the triangle inequality for the integral and the normalization conditions for \( p(a|x, \lambda) \) and \( p(b|y, \lambda) \).

Since the model on \( \Lambda \) is finite, we have already shown that

\[
C \leq 3\hat{M} + 2.
\]

However, as shown above, we have \( \hat{M} \leq M \), this completes the proof of (11) in the uncountable model.

\[\blacksquare\]
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