ON THE ANISOTROPY AND LEFSCHETZ PROPERTY FOR PL-SPHERES
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ABSTRACT. A simplicial sphere $\Delta$ is said to be generically anisotropic over a field $F$ if, for a certain purely transcendental field extension $k$ of $F$, a certain Artinian reduction $A$ of the face ring $k[\Delta]$ has the following property: For every nonzero homogeneous element $\alpha \in A$ of degree at most $(\dim \Delta + 1)/2$, its square $\alpha^2$ is also nonzero. The importance of this property is that the hard Lefschetz property for simplicial spheres can be derived from it. A recent result of Papadakis and Petrotou shows that every simplicial sphere is generically anisotropic over any field of characteristic 2. In this paper, we give an equivalent condition of being generically anisotropic, and use it to present a simplified proof of Papadakis-Petrotou theorem for PL-spheres. We also prove that the simplicial spheres of dimension 2 are generically anisotropic over any field $F$.

1. Introduction

This paper is devoted to the study of face rings of simplicial spheres, especially PL-spheres. The face ring $k[\Delta]$ of a simplicial complex $\Delta$ is a quotient of a polynomial ring over a field $k$. Its properties were investigated by Hochster [5], Reisner [13] and Stanley [14] in 1970’s. Face rings play a key role in combinatorial commutative algebra, because their algebraic properties reflect many surprising combinatorial and topological properties of the associated simplicial complexes.

For example, the hard Lefschetz theorem for face rings of simplicial polytope, which was originally proved by Stanley [15], and later by McMullen [8, 9], verifies the necessity part of McMullen’s conjecture [7] that posited a complete characterization of face numbers of simplicial polytopes. The sufficiency part was proved by Billera and Lee [3]. Since then, one of the most important problems in the realm of face enumeration is whether or not McMullen’s conditions extend to simplicial spheres or even homology spheres. This question has become known as the $g$-conjecture. The algebraic version of this conjecture, which implies the $g$-conjecture, posits that all homology spheres satisfy the hard Lefschetz theorem.
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Recently, a proof of the algebraic $g$-conjecture, due to Adiprasito, has appeared [1]. Adiprasito’s proof is quite technical, because it involves many complicated geometric constructions. More recently, Papadakis and Petrotou [12] gave another purely algebraic proof of this conjecture for the case that $k$ has characteristic 2. Then, Adiprasito, Papadakis, and Petrotou posted a new preprint [2], which provides far reaching generalizations of these algebraic results to much more general simplicial complexes such as normal pseudomanifolds. A more surprising result is that Papadakis and Petrotou [12] established an essentially stronger algebraic properties than the Lefschetz property for simplicial spheres, which says that every simplicial sphere is generically anisotropic over a field of characteristic 2 (see Subsection 2.5). In this paper, we mainly follow the idea in [12], and focus on the face rings of PL-spheres.

This paper is organized as follows: in Section 2, we introduce the basic notions and collect the previous results about face rings. In Section 3, we establish an equivalent but simpler condition of being generically anisotropic (Lemma 3.1), and use it to generalize a result in [12] that 1-dimensional simplicial spheres are generically anisotropic over any field $F$, to stacked spheres (Theorem 3.2). Section 4 is devoted to giving a simple proof of Papadakis-Petrotou theorem (Theorem 2.7) for PL-spheres by using a bistellar move argument (Theorem 4.1). In Section 5, we prove that the generic anisotropy of odd dimensional PL-spheres implies the generic anisotropy of even dimensional PL-spheres of one higher dimension (Theorem 5.1). As a consequence, we see that every 2-dimensional simplicial sphere is generically anisotropic over any field $F$ (Corollary 5.2), solving a conjecture in [12, 2] in this special case.

2. Preliminaries

2.1. Basic concepts. Throughout this paper, we assume that $\Delta$ is a simplicial complex. If $\Delta$ has $m$ vertices, we usually identify the vertices of $\Delta$ with $[m] = \{1, \ldots, m\}$. We refer to $i$-dimensional faces as $i$-faces, and denote by $F_i(\Delta)$ the set of $i$-faces of $\Delta$. A simplicial complex is pure if all of its facets (maximal faces) have the same dimension. By $\Delta^{m-1}$ we denote the simplicial complex consisting of all subsets of $[m]$; its boundary $\partial \Delta^{m-1}$ will be the subcomplex of all proper subsets of $[m]$. By abuse of notation, sometimes the symbol $\sigma$ will be used ambiguously to denote a face $\sigma \in \Delta$ and also the simplicial complex consisting of $\sigma$ and all its faces.

For a $(d-1)$-dimensional simplicial complex $\Delta$, the $f$-vector of $\Delta$ is

$$(f_0, f_1, \ldots, f_{d-1}),$$

where $f_i$ is the number of the $i$-dimensional faces of $\Delta$. Sometimes it is convenient to set $f_{-1} = 1$ corresponding to the empty set. The $h$-vector of $\Delta$ is the integer
vector \((h_0, h_1, \ldots, h_d)\) defined from the equation
\[
h_0t^d + \cdots + h_{d-1}t + h_d = f_{-1}(t-1)^d + f_0(t-1)^{d-1} + \cdots + f_{d-1}.
\]

The link and star of a face \(\sigma \in \Delta\) are respectively the subcomplexes
\[
\text{lk}_\sigma \Delta = \{\tau \in \Delta : \tau \cup \sigma \in \Delta, \tau \cap \sigma = \emptyset\};
\]
\[
\text{st}_\sigma \Delta = \{\tau \in \Delta : \tau \cup \sigma \in \Delta\}.
\]

The join of two simplicial complexes \(\Delta\) and \(\Delta'\), where the vertex set \(F_0(\Delta)\) is disjoint from \(F_0(\Delta')\), is the simplicial complex
\[
\Delta \ast \Delta' = \{\sigma \cup \sigma' : \sigma \in \Delta, \sigma' \in \Delta'\}.
\]

Let \(\Delta\) be a pure simplicial complex of dimension \(d\) and \(\sigma \in \Delta\) a \((d-i)\)-face such that \(\text{lk}_\sigma \Delta = \partial \Delta^i\) and the subset \(\tau = F_0(\Delta^i) \subset F_0(\Delta)\) is not a face of \(\Delta\). Then the operation \(\chi_\sigma\) on \(\Delta\) defined by
\[
\chi_\sigma \Delta = (\Delta \setminus \text{st}_\sigma \Delta) \cup (\partial \sigma \ast \tau)
\]
is called a bistellar \(i\)-move. Obviously we have \(\chi_\tau \chi_\sigma \Delta = \Delta\). Two pure simplicial complexes are bistellarly equivalent if one is transformed to another by a finite sequence of bistellar moves.

A piecewise linear (PL for short) \(d\)-sphere is a simplicial complex which has a common subdivision with \(\partial \Delta^{d+1}\). A PL \(d\)-manifold is a simplicial complex \(\Delta\) of dimension \(d\) such that \(\text{lk}_\sigma \Delta\) is a PL-sphere of dimension \(d - |\sigma|\) for every nonempty face \(\sigma \in \Delta\), where \(|\sigma|\) denotes the cardinality of \(\sigma\). It is obvious that two bistellarly equivalent PL-manifolds are PL homeomorphic, i.e., they have a common subdivision. The following fundamental result shows that the converse is also true.

**Theorem 2.1** (Pachner [11, (5.5)]). Two PL-manifolds are bistellarly equivalent if and only if they are PL homeomorphic.

A simplicial complex \(\Delta\) is called a \(k\)-homology \(d\)-sphere (\(k\) is a field) if
\[
H_*(\text{lk}_\sigma \Delta; k) = H_*(S^{d-|\sigma|}; k) \quad \text{for all } \sigma \in \Delta \quad (\text{including } \sigma = \emptyset).
\]

(Remark: Usually, the terminology “homology sphere” means a manifold having the homology of a sphere. Here we take it in a more relaxed sense than its usual meaning.)

2.2. **Face rings and l.s.o.p.** For a field \(k\), let \(S = k[x_1, \ldots, x_m]\) be the polynomial algebra with one generator for each vertex in \(\Delta\). It is a graded algebra by setting \(\deg x_i = 1\). The Stanley-Reisner ideal of \(\Delta\) is
\[
I_{\Delta} := (x_{i_1}x_{i_2} \cdots x_{i_k} : \{i_1, i_2, \ldots, i_k\} \notin \Delta)
\]
The Stanley-Reisner ring (or face ring) of $\Delta$ is the quotient
\[ k[\Delta] := S/I. \]
Since $I_\Delta$ is a monomial ideal, the quotient ring $k[\Delta]$ is graded by degree.

For a face $\sigma = \{i_1, \ldots, i_k\} \in F_{k-1}(\Delta)$, denote by $x_\sigma = x_{i_1} \cdots x_{i_k} \in k[\Delta]$ the face monomial corresponding to $\sigma$.

A sequence $\Theta = (\theta_1, \ldots, \theta_d)$ of $d = \dim \Delta + 1$ linear forms in $S$ is called a linear system of parameters (or l.s.o.p. for short) if
\[ k(\Delta; \Theta) := k[\Delta]/(\Theta) \]
has Krull dimension zero, i.e., it is a finite-dimensional $k$-space. The quotient ring $k(\Delta; \Theta)$ is an Artinian reduction of $k[\Delta]$. We will use the simplified notation $k(\Delta)$ for $k(\Delta; \Theta)$ whenever it creates no confusion, and write the component of degree $i$ of $k(\Delta)$ as $k(\Delta)_i$. For a subcomplex $\Delta' \subset \Delta$, let $I$ be the ideal of $k[\Delta]$ generated by faces in $\Delta \setminus \Delta'$, and denote $I/I_\Theta$ by $k(\Delta, \Delta'; \Theta)$ or simply $k(\Delta, \Delta')$.

A linear sequence $\Theta = (\theta_1, \ldots, \theta_d)$ is an l.s.o.p if and only if the restriction $\Theta_\sigma = r_\sigma(\Theta)$ to each face $\sigma \in \Delta$ generates the polynomial algebra $k[x_i : i \in \sigma]$; here $r_\sigma : k[\Delta] \to k[x_i : i \in \sigma]$ is the projection homomorphism. If $\Theta$ is an l.s.o.p. for $k[\Delta]$, then $k(\Delta)$ is spanned by the face monomials (see [4, II. Theorem 5.1.16]).

Suppose $\Theta = (\theta_i = \sum_{j=1}^m a_{ij} x_j)_{i=1}^d$ is an l.s.o.p. for $k[\Delta]$. Then there is an associated $d \times m$ matrix $M_\Theta = (a_{ij})$. Let $\lambda_i = (a_{1i}, a_{2i}, \ldots, a_{di})^T$ denote the column vector corresponding to the vertex $i \in [m]$. For any ordered subset $I = (i_1, \ldots, i_k) \subset [m]$, the submatrix $M_\Theta(I)$ of $M_\Theta$ is defined to be
\[ M_\Theta(I) = (\lambda_{i_1}, \ldots, \lambda_{i_k}). \]

### 2.3. Cohen-Macaulay and Gorenstein complexes

Throughout this subsection, $k$ is an infinite field of arbitrary characteristic.

Let $\Delta$ be a simplicial complex of dimension $d - 1$. The face ring $k[\Delta]$ is a Cohen-Macaulay ring if for any l.s.o.p $\Theta = (\theta_1, \ldots, \theta_d)$, $k[\Delta]$ is a free $k[\theta_1, \cdots, \theta_d]$ module. In this case, $\Delta$ is called a Cohen-Macaulay complex over $k$.

If $\Delta$ is Cohen-Macaulay, the following result of Stanley shows that the $h$-vector of $\Delta$ has a pure algebraic description.

**Theorem 2.2** (Stanley [14]). Let $\Delta$ be a $(d - 1)$-dimensional Cohen-Macaulay complex and let $\Theta = (\theta_1, \ldots, \theta_d)$ be any l.s.o.p. for $k[\Delta]$. Then
\[ \dim_k k(\Delta)_i = h_i(\Delta), \quad \text{for all } 0 \leq i \leq d. \]

The face ring $k[\Delta]$ is a Gorenstein ring if $k(\Delta; \Theta)$ is a Poincaré duality $k$-algebra for any l.s.o.p $\Theta$. In this case, $\Delta$ is called a Gorenstein complex over $k$. Further, $\Delta$
is called Gorenstein* if \( k[\Delta] \) is Gorenstein and \( \Delta \) is not a cone, i.e., \( \Delta \neq \Delta^0 \ast \Delta' \) for any \( \Delta' \).

These algebraic properties of face rings have combinatorial-topological characterisations as follows.

**Theorem 2.3.** Let \( \Delta \) be a simplicial complex. Then

(a) (Reisner [13]) \( \Delta \) is Cohen-Macaulay (over \( k \)) if and only if for all faces \( \sigma \in \Delta \) (including \( \sigma = \emptyset \)) and \( i < \dim \text{lk}_\sigma \Delta \), we have \( \tilde{H}_i(\text{lk}_\sigma \Delta; k) = 0 \).

(b) (Stanley [16, II. Theorem 5.1]) \( \Delta \) is Gorenstein* (over \( k \)) if and only if it is a \( k \)-homology sphere.

2.4. **Lefschetz property of face rings.** The Lefschetz property of face rings is strongly connected to many topics in algebraic geometry, commutative algebra and combinatorics. For instance, the Lefschetz property for homology spheres is just the algebraic \( g \)-conjecture, and then implies the \( g \)-conjecture. Its general definition is as follows.

**Definition 2.4.** Let \( \Delta \) be a Cohen-Macaulay complex (over \( k \)). We say that \( k[\Delta] \) (or simply \( \Delta \)) has the Lefschetz property if there is an Artinian reduction \( k(\Delta; \Theta) \) of \( k[\Delta] \) and a linear form \( \omega \in k[\Delta]_1 \) such that the multiplication map

\[
\cdot \omega^i : k(\Delta; \Theta)_j \to k(\Delta; \Theta)_{j+i}
\]

is either surjective or injective for all \( i \geq 1 \) and \( j \geq 0 \).

In the case of a \( k \)-homology \((d-1)\)-sphere \( \Delta \), the Lefschetz property for \( \Delta \) is equivalent to the property that there exists \((\Theta, \omega)\) such that the multiplication map

\[
\cdot \omega^{d-2i} : k(\Delta; \Theta)_i \to k(\Delta; \Theta)_{d-i}
\]

is an isomorphism for all \( i \leq d/2 \), known as the hard Lefschetz property.

Note that the set of \((\Theta, \omega)\) in definition 2.4 is Zariski open, but it may be empty. The recent striking result by Adiprasito [1], and by Adiprasito, Papadakis, and Petrotou [2] shows that this set is nonempty for homology spheres.

**Theorem 2.5** (Hard Lefschetz [1, 2]). Let \( k \) be an infinite field. Then every \( k \)-homology sphere has the Lefschetz property.

2.5. **Anisotropy of face rings.** As we mentioned in Section 1, in order to prove the Lefschetz property for simplicial spheres, Papadakis and Petrotou [12] established a stronger property for face rings of simplicial spheres. Here is the formal definition.
Definition 2.6. Let $\Delta$ be a $k$-homology sphere of dimension $d - 1$. An Artinian reduction $k(\Delta)$ of $k[\Delta]$ is said to be *anisotropic* if for every nonzero element $u \in k(\Delta)$, with $i \leq d/2$, the square $u^2$ is also nonzero in $k(\Delta)_{2i}$. We call $\Delta$ anisotropic over $k$ if such an Artinian reduction exists.

Theorem 2.7 ([12, Papadakis-Petroto]). If $F$ is a field of characteristic 2 and $\Delta$ is a $F$-homology sphere, then there exists a purely transcendental field extension $k$ of $F$ such that $\Delta$ is anisotropic over $k$.

It turns out that being anisotropic is stronger than the Lefschetz property in the sense that if every simplicial sphere is anisotropic over $k$, then every simplicial sphere has the Lefschetz property over any infinite field $k'$ of the same characteristic as $k$ (see [12, Section 9]).

The transcendental field extension $k$ and the Artinian reduction $k(\Delta)$ in Theorem 2.7 can be chosen as follows. Suppose that $\dim \Delta = d - 1$, $F_0(\Delta) = [m]$. Set

$$k = F(a_{ij} : 1 \leq i \leq d, 1 \leq j \leq m),$$

the field of rational functions on variables $a_{ij}$, and set $\theta_i = \sum_{i=1}^{m} a_{ij}$ for $1 \leq i \leq d$. Then $\Theta = (\theta_i : 1 \leq i \leq d)$ is clearly an l.s.o.p. for $k[\Delta]$. For such $k$ and $\Theta$, [12] shows that $k(\Delta; \Theta)$ is anisotropic. In this situation, $\Delta$ is also referred to be *generically anisotropic* over $F$.

2.6. Canonical modules for homology balls. In this subsection we recall some results about the *canonical module* (see [16, I.12] for the definition) of $k[\Delta]$ when $\Delta$ is a homology ball.

Let $\Delta$ be a $k$-homology $(d - 1)$-ball with boundary $\partial \Delta$. Then there is an exact sequence

$$0 \rightarrow I \rightarrow k[\Delta] \rightarrow k[\partial \Delta] \rightarrow 0,$$

(2.1)

where $I$ is the ideal of $k[\Delta]$ generated by all faces in $\Delta \setminus \partial \Delta$. By a theorem of Hochster [16, Theorem II.7.3] $I$ is the canonical module of $k[\Delta]$. Then from [4, Theorem I.3.3.4 (d) and Theorem I.3.3.5 (a)] we have the following proposition.

Proposition 2.8. Let $\Delta$ be a $k$-homology $(d - 1)$-ball. Then there is a perfect bilinear pairing between the Artinian reductions

$$k(\Delta)_i \times k(\Delta, \partial \Delta)_{d-i} \rightarrow k(\Delta, \partial \Delta)_d = k.$$

2.7. Lee’s formula. In this subsection, we introduce a formula due to Lee that expresses non-square-free monomials in $k(\Delta)$ in terms of face monomials. First, we recall a useful result in [12].

Lemma 2.9 ([12, Corollary 4.5]). Let $\Delta$ be a $(d - 1)$-dimensional $k$-homology sphere or ball, $\Theta$ be an l.s.o.p. for $k[\Delta]$. Suppose that $\sigma_1$ and $\sigma_2$ are two ordered
facets of $\Delta$, which have the same orientation in $\Delta$. Then
\[ \det(M_\Theta(\sigma_1)) \cdot x_{\sigma_1} = \det(M_\Theta(\sigma_2)) \cdot x_{\sigma_2} \]
in $k(\Delta)_d$ or in $k(\Delta, \partial \Delta)_d$, respectively.

When $\Delta$ is a $(d - 1)$-dimensional $k$-homology sphere or ball, $k(\Delta)_d$ or $k(\Delta, \partial \Delta)_d$ respectively, is an 1-dimensional $k$-vector space, which is spanned by a facet. So each facet $\sigma \in \Delta$ defines a map
\[ \Psi_\sigma : k(\Delta)_d \text{ or } k(\Delta, \partial \Delta)_d \to k \]
such that for all $\alpha$ in $k(\Delta)_d$ or $k(\Delta, \partial \Delta)_d$,
\[ \alpha = \Psi_\sigma(\alpha) \det(M_\Theta(\sigma))x_\sigma. \]

Lemma 2.9 says that $\Psi_\sigma = \pm \Psi_\tau$ for any two facets $\sigma, \tau \in \Delta$. If we fix an orientation on $\Delta$, this map is independent of the choice of the oriented facet, giving a canonical function $\Psi_\Delta : k(\Delta)_d$ or $k(\Delta, \partial \Delta)_d \to k$ (see [12, Remark 4.6]). In particular, if $\sigma$ is a facet of $\Delta$, then $\Psi_\Delta(x_\sigma) = 1/\det(M_\Theta(\sigma))$.

To state Lee’s formula, we will need the following notation. Under the assumption of Lemma 2.9, let $a = (a_1, \ldots, a_d)^T \in k^d$ be a vector such that every $d \times d$ minor of the matrix $(M_\Theta | a)$ is nonsingular. For any ordered subset $I \subset [m]$ with $|I| = d$, let $A_I = \det(M_\Theta(I))$, and for any $i \in I$, denote by $A_I(i)$ the determinant of the matrix obtained from $M_\Theta(I)$ by replacing the column vector $\lambda_i$ with $a$.

**Theorem 2.10** (Lee [6, Theorem 11]). Let $\Delta$ be a $(d - 1)$-dimensional $k$-homology sphere (resp. $k$-homology ball), and fix an orientation on $\Delta$. Then for a monomial $x_{i_1}^{r_1} \cdots x_{i_k}^{r_k} \in k(\Delta)_d$ (resp. $x_{i_1}^{r_1} \cdots x_{i_k}^{r_k} \in k(\Delta, \partial \Delta)_d$), $r_i > 0$, we have
\[ \Psi_\Delta(x_{i_1}^{r_1} \cdots x_{i_k}^{r_k}) = \sum_{F \in \mathcal{F}_{d-1}(st_\sigma \Delta)} \frac{\prod_{i \in \sigma} A_F(i)^{r_i - 1}}{A_F \prod_{i \in F \setminus \sigma} A_F(i)}, \]
where $\sigma = \{i_1, \ldots, i_k\}$ and the sum is over all ordered facets of $st_\sigma \Delta$, which are compatible with the given orientation.

### 3. Equivalence of anisotropy

As we have seen in subsection 2.5, if $F$ is a field of characteristic 2 and $\Delta$ is a $F$-homology $(d - 1)$-sphere with $m$ vertices, then $k(\Delta; \Theta)$ is anisotropic for the field extension
\[ k := F(a_{ij} : 1 \leq i \leq d, 1 \leq j \leq m) \]
and the l.s.o.p. $\Theta = (\theta_i = \sum_{j=1}^m a_{ij})_{i=1}^d$. In fact, the field extension in Theorem 2.7 can be chosen to be smaller than $k$, as we will see below.

Let
\[ k' = F(a_{ij} : 1 \leq i \leq d, d + 1 \leq j \leq m), \]
Lemma 3.1. Suppose that $\Delta$ is a $\mathbb{F}$-homology (char $\mathbb{F}$ is arbitrary) $(d-1)$-sphere with $m$ vertices. Let $k$, $\Theta$ and $k'$, $\Theta'$ be as above. Then $k(\Delta; \Theta)$ is anisotropic if and only if $k'(\Delta; \Theta')$ is anisotropic.

Proof. “$\Rightarrow$”. There exists a matrix $N \in GL(d, k)$ such that $NM_\Theta = (I_d \mid B)$, where $B = (b_{ij})$ ($1 \leq i \leq d$, $d + 1 \leq j \leq m$) is a $d \times (m-d)$ matrix with entries $b_{ij} \in k$. Denote by $\Theta_0$ the l.s.o.p. corresponding to $(I_d \mid B)$. Clearly, the two ideals generated by $\Theta$ and $\Theta_0$ are the same. Let

$$k_0 = \mathbb{F}(b_{ij} : 1 \leq i \leq d, d + 1 \leq j \leq m).$$

Then $k_0$ is a subfield of $k$. One easily sees that $b_{ij}$ are algebraically independent elements over $\mathbb{F}$, so there is an isomorphism $k' \cong k_0$ given by $a_{ij} \mapsto b_{ij}$, and then an induced isomorphism $k'(\Delta; \Theta') \cong k_0(\Delta; \Theta_0)$. Since $k_0(\Delta; \Theta_0) \subset k(\Delta; \Theta)$ is anisotropic, any nonzero element $u \in k_0(\Delta; \Theta_0)i$ with $i \leq d/2$ satisfies $u^2 \neq 0$. Hence $k'(\Delta; \Theta')$ is anisotropic.

“$\Rightarrow$”. Pick an arbitrary order on the variables $a_{ij}$ for $1 \leq i \leq d$, $1 \leq j \leq d$, and rewrite them as $a_1, a_2, \ldots, a_{d^2}$. Let $k_0 = k'$, and recursively define $k_i = k_{i-1}(a_i)$, i.e. the field of fractions of $k_{i-1}[a_i]$, for $1 \leq i \leq d^2$. Hence there is a sequence of field extensions

$$k' = k_0 \subset k_1 \subset \cdots \subset k_{d^2} = k.$$

Let $\Theta_0 = \Theta'$ be the l.s.o.p. for $k_0[\Delta]$. For $1 \leq i \leq d^2$, if $a_i = a_{jk}$, then define an l.s.o.p. $\Theta_i$ for $k_i[\Delta]$ such that $M_{\Theta_i}$ is obtained from $M_{\Theta_{i-1}}$ by replacing the $(j,k)$-entry by $a_{jk}$.

We will prove that $k_i(\Delta; \Theta_i)$ are all anisotropic for $0 \leq i \leq d^2$ by induction on $i$. The base case $i = 0$ is just the assumption. For the induction step, set $R_i = \mathbb{F}[a_1, \ldots, a_i]$, and denote by $p_i$ the prime ideal

$$p_i = \begin{cases} (a_i - 1) & \text{if } a_i = a_{kk} \text{ for some } 1 \leq k \leq d, \\ (a_i) & \text{otherwise}. \end{cases}$$

Then there is a ring homomorphism $\eta_i : (R_i)_{p_i} \rightarrow k_{i-1}$, where $(R_i)_{p_i} \subset k_i$ denote the localization of $R_i$ at $R - p_i$, given by $\eta_i(a_j) = a_j$ for $1 \leq j \leq i - 1$, and

$$\eta_i(a_i) = \begin{cases} 1 & \text{if } a_i = a_{kk} \text{ for some } k, \\ 0 & \text{otherwise.} \end{cases}$$

Given a nonzero element $\alpha \in k_i(\Delta; \Theta_i)j$ with $j \leq d/2$, there exists a nonzero element $t \in p_i$ such that

$$t\alpha \in (R_i)_{p_i}(\Delta; \Theta_i) \text{ and } 0 \neq \eta_i(t\alpha) \in k_{i-1}(\Delta; \Theta_{i-1}).$$
Denote by $\Theta$ the l.s.o.p. for $k$. Write a nonzero element $\alpha \in k(\Delta; \Theta_i)$ matrix. The restriction of $\Theta$ to $k(\Delta)$ is also denoted $\Theta$, and we will omit it from the notation of artinian reductions of face rings.

According to Lemma 3.1, it suffices to show that $k(\Delta)$ is anisotropic if and only if $k'(\Delta')$ is anisotropic. One direction is easy, since

$$k(\Delta)_{\geq 1} = k(\Delta, \sigma)_{\geq 1} = k(\Delta', \text{st}_{\{m\}} \Delta')_{\geq 1} \subset k'(\Delta')_{\geq 1}.$$

The other direction takes more thought. Suppose that $k(\Delta)$ is anisotropic. Let $k_0 = k$, and recursively define $k_i = k_{i-1}(a_{m,i})$ for $1 \leq i \leq d$. Then $k = k_0 \subset k_1 \subset \cdots \subset k_d = k'$ is a sequence of field extension. Arguing as in the proof of Lemma 3.1, one can show that $k_i(\Delta)$ are all anisotropic for $0 \leq i \leq d$.

We first consider the case that $\dim \Delta = d - 1$ is odd. Set $n = d/2$ and $\sigma_1 = [n - 1] \cup \{m\}$. Then $k'(\Delta')_{n}$ has a basis of the form: $\{\sigma_1, \sigma_2, \ldots, \sigma_s\}$, where $s = h_{n}(\Delta')$, $\sigma_i \in \Delta' \setminus \text{st}_{\{m\}} \Delta'$ for $2 \leq i \leq s$. This follows from the following short exact sequence:

$$0 \to k'(\Delta', \text{st}_{\{m\}} \Delta') \to k'(\Delta') \to k'(\text{st}_{\{m\}} \Delta') \to 0.$$  

Write a nonzero element $\alpha \in k'(\Delta')_{n}$ as $\alpha = \sum_{i=1}^{s} l_i x_{\sigma_i}, l_i \in k'$. If $l_1 = 0$, then $\alpha \in k'(\Delta', \text{st}_{\{m\}} \Delta') = k'(\Delta, \sigma) \subset k'(\Delta)$, thus $\alpha^2 \neq 0$ since $k'(\Delta)$ is anisotropic by the previous paragraph. On the other hand, if $l_1 \neq 0$, we may assume $l_1 = 1$. Then, since $x_{\sigma_1}x_{\sigma_1} = 0$ for all $2 \leq i \leq s$, we have

$$\alpha^2 = x_{\sigma_1}^2 + (l_2 x_{\sigma_2} + \cdots + l_s x_{\sigma_s})^2.$$  

(3.1)
An easy calculation shows that in \( k'(\Delta')_d \),
\[
x_{\sigma_1}^2 = -\frac{\prod_{i=1}^{n-1} a_{m,i}}{\prod_{i=n}^{d-1} a_{m,i}} x_1 x_2 \cdots x_{d-1} x_m.
\]
Hence \( \Psi_{\Delta'}(x_{\sigma_1}^2) = \pm \prod_{i=1}^{n-1} a_{m,i}/\prod_{i=n}^{d-1} a_{m,i} \) by the definition of canonical function.

Let \( \beta = l_2 x_{\sigma_2} + \cdots + l_s x_{\sigma_s} \). If \( \alpha^2 = 0 \), then by (3.1),
\[
\Psi_{\Delta'}(\beta^2) = \Psi_{\Delta}(\beta^2) = \pm \prod_{i=1}^{n-1} a_{m,i}/\prod_{i=n}^{d-1} a_{m,i}.
\]

Let \( R = k[a_{m,1}, \ldots, a_{m,d}] \), and let \( p \) be the prime ideal \( (a_{m,d}) \subset R \). Then as in the proof of Lemma 3.1, there is a ring homomorphism \( \eta : R_p \to k_{d-1} \) given by \( \eta(a_{m,i}) = a_{m,i} \) for \( 1 \leq i \leq d-1 \) and \( \eta(a_{m,d}) = 0 \). Since \( \Psi_{\Delta'}(x_{\sigma_i} x_{\sigma_j}) \in k \) for all \( 2 \leq i,j \leq s \), it follows from (3.2) that there exists a power \( b = a_{m,d}^k (k \in \mathbb{Z}^+) \) such that \( bl_i \in R_p \) for all \( 2 \leq i \leq s \) and \( \eta(bl_j) \neq 0 \) for some \( j \). So
\[
0 \neq \eta(b\beta) \in k_{d-1}(\Delta', st_{\{m\}} \Delta') \subset k_{d-1}(\Delta),
\]
and then \( \eta(b^2\beta^2) = (\eta(b\beta))^2 \neq 0 \), since \( k_{d-1}(\Delta) \) is anisotropic. This implies that \( \Psi_{\Delta'}(b^2\beta^2) = \Psi_{\Delta}(b^2\Psi_{\Delta}(\beta^2)) \neq 0 \). However, the equation (3.2), together with the fact that \( a_{m,d}^2 \mid b^2 \), gives \( \Psi_{\Delta}(\beta^2) = 0 \), a contradiction. Thus we get the anisotropy of \( k'(\Delta') \) in degree \( n \). If \( 0 \neq \alpha \in k'(\Delta')_i \) for \( i < n \), then there exits \( \alpha' \in k'(\Delta')_{n-i} \) such that \( 0 \neq \alpha\alpha' \in k'(\Delta')_n \). This is because \( k'(\Delta') \) is Gorenstein. So we reduce to the case when \( i = n \).

For the case that \( \dim \Delta = d-1 \) is even, set \( n = (d-1)/2 \). Then one can similarly show that \( k'(\Delta')_n \) has a basis of the form: \( \{\sigma_1, \sigma_2, \ldots, \sigma_s\} \), where \( s = h_n(\Delta') \), \( \sigma_1 = [n-1] \cup \{m\} \) and \( \sigma_i = \Delta' \setminus st_{\{m\}} \Delta' \) for \( 2 \leq i \leq s \). As before, it suffices to verify that \( \alpha^2 \\
neq 0 \) for any nonzero element \( \alpha = \sum_{i=1}^{s} l_i x_{\sigma_i} \in k'(\Delta')_n \) with \( l_1 = 1 \). Note that \( x_{m} \alpha^2 = x_{m} x_{\sigma_1}^2 \), and
\[
\Psi_{\Delta'}(x_{m} x_{\sigma_1}^2) = \pm \prod_{i=1}^{n-1} a_{m,i}/\prod_{i=n}^{d-1} a_{m,i} \neq 0.
\]
Then the statement follows immediately. \( \square \)

Here is another application of Lemma 3.1, which shows that Theorem 2.7 reduces to odd dimensional spheres.

**Theorem 3.3.** Let \( \Delta \) be a \( \mathbb{F} \)-homology sphere of dimension \( 2(n-1) \), and denote by \( S\Delta := \partial \Delta^1 * \Delta \) the suspension of \( \Delta \). If \( S\Delta \) is generically anisotropic over \( \mathbb{F} \), then \( \Delta \) is also generically anisotropic over \( \mathbb{F} \).

**Proof.** Suppose that \( F_0(\Delta) = \{m\} \), and write \( S\Delta = K \cup K' \), where \( K = \{v\} * \Delta \) and \( K' = \{v'\} * \Delta \). Let \( k \) be the rational function field
\[
\mathbb{F}(a_{ij} : 1 \leq i \leq 2n, 1 \leq j \leq m),
\]
and let $k_0 \subset k$ be the subfield

$$\mathbb{F}(a_{ij} : 2 \leq i \leq 2n, 1 \leq j \leq m).$$

Choose an l.s.o.p. $\Theta = (\theta_1, \theta_2, \ldots, \theta_{2n})$ for $k[S\Delta]$ such that $M_{\Theta} = (A \mid \lambda_v, \lambda_w)$, where $A = (a_{ij})$, and $(\lambda_v, \lambda_w) = (I_2 \mid 0)^T$. Let $\Theta_0 = (\theta_2, \theta_3, \ldots, \theta_{2n})$. Clearly, $\Theta_0$ restricted to $\Delta$ is an l.s.o.p. for $k[\Delta]$. It is known that there are two isomorphisms:

$$k(K; \Theta) \cong k(\Delta; \Theta_0), \quad x_i \mapsto x_i \text{ for } 1 \leq i \leq m, \quad x_v \mapsto x_v - \theta_1;$$

$$k(\Delta; \Theta_0)_i \cong k(K, \Delta; \Theta)_{i+1}, \quad \alpha \mapsto x_v \alpha$$

(see e.g. [1, Lemma 3.2 and 3.3]). Hence for a nonzero element $\alpha \in k(\Delta; \Theta_0)$, we have $0 \neq x_v \alpha \in k(K, \Delta; \Theta)$. Note that $K$ is a homology ball with boundary $\Delta$.

Assume $S\Delta$ is generically anisotropic over $\mathbb{F}$. Then $k(S\Delta; \Theta)$ is anisotropic by the proof of Lemma 3.1. For any nonzero element $\alpha \in k_0(\Delta; \Theta_0)_i \subset k(\Delta; \Theta_0)_i, i \leq n - 1$, the second isomorphism above shows that $0 \neq x_v \alpha \in k(K, \Delta; \Theta)_{i+1}$. Hence we have $0 \neq (x_v \alpha)^2 \in k(K, \Delta; \Theta)$, since $k(K, \Delta; \Theta) = k(S\Delta, K'; \Theta) \subset k(S\Delta; \Theta)$ and $k(S\Delta; \Theta)$ is anisotropic. By Proposition 2.8, this means that $x_v \alpha^2$ is not zero in $k(K; \Theta)$, and then $0 \neq \alpha^2 \in k_0(\Delta; \Theta_0) \subset k(\Delta; \Theta_0)$ because of the above isomorphism $k(K; \Theta) \cong k(\Delta; \Theta_0)$. So $k_0(\Delta; \Theta_0)$ is anisotropic. This is equivalent to saying that $\Delta$ is generically anisotropic over $\mathbb{F}$. \hfill \square

4. A proof of Theorem 2.7 for PL-spheres

In this section $\mathbb{F}$ denotes a field of characteristic 2.

By Theorem 3.3 and Theorem 2.1, if we can show that the characteristic 2 anisotropy of odd dimensional PL-spheres is preserved by bistellar moves, then Theorem 2.7 holds for all PL-spheres.

**Theorem 4.1.** Let $\Delta$ be a $\mathbb{F}$-homology $(2n - 1)$-sphere and suppose that $\Delta'$ is obtained from $\Delta$ via a bistellar $q$-move. Then $\Delta$ is generically anisotropic over $\mathbb{F}$ if and only if $\Delta'$ is generically anisotropic over $\mathbb{F}$.

**Proof.** The case $q = 0$ or $2n - 1$ is Theorem 3.2. So we assume $q \neq 0, 2n - 1$. Let $k$ be the field extension of $\mathbb{F}$, and $\Theta$ be the l.s.o.p. for $k[\Delta]$ and $k[\Delta']$, as defined at the beginning of section 3. Assume $k(\Delta; \Theta)$ is anisotropic. We need to show that $k(\Delta'; \Theta)$ is also anisotropic. As we have seen in the proof of Theorem 3.2, it suffices to show that $k(\Delta'; \Theta)$ is anisotropic in degree $n$.

Suppose that $\mathcal{F}_0(\Delta) = \mathcal{F}_0(\Delta') = [m]$, and $\Delta' = \chi_\sigma \Delta$ for some $\sigma \in \Delta$ with $\text{lk}_\sigma \Delta = \partial \Delta^g = \partial \tau$. Then there are short exact sequences:

$$0 \to k(\Delta, \text{st}_\sigma \Delta) \to k(\Delta) \to k(\text{st}_\sigma \Delta) \to 0, \quad (4.1)$$

$$0 \to k(\Delta', \text{st}_\tau \Delta') \to k(\Delta') \to k(\text{st}_\tau \Delta') \to 0. \quad (4.2)$$
Since $k(st, \Delta')_i = 0$ for $i \geq \dim \sigma + 1 = 2n - q$, it follows from (4.1) and (4.2) that if $q \geq n$, then

$$k(\Delta')_{\geq n} = k(\Delta', st_\tau \Delta')_{\geq n} = k(\Delta, st_\sigma \Delta)_{\geq n} \subset k(\Delta)_{\geq n}.$$ 

Hence $k(\Delta')$ is automatically anisotropic when $q \geq n$. It remains to consider the case when $0 < q < n$.

Without loss of generality we assume that $\tau = [q + 1]$, $s = [2n + 1] \setminus [q + 1]$. Let $k_0$ be the rational function field $K(a_{ij} : 1 \leq i \leq 2n, 2n + 2 \leq j \leq m)$, and let $k_1$ be the rational function field $k_0(b_1, \ldots, b_{2n})$. Suppose that $\Theta_1 = (\theta_1, \ldots, \theta_{2n})$ is a sequence of linear forms of $k_1[x_1, \ldots, x_m]$ such that the column vectors of $M_\Theta$ are given by

$$\lambda_j = \begin{cases} 
(a_{1,j}, a_{2,j}, \ldots, a_{2n,j})^T & \text{for } 2n + 2 \leq j \leq m, \\
(b_1, \ldots, b_{2n-q-1}, 0, \ldots, 0)^T & \text{for } j = 2n + 1, \\
(\lambda_1, \lambda_2, \ldots, \lambda_{2n})^T & \text{for } 1 \leq j \leq 2n,
\end{cases}$$

where

$$\lambda_{ij} = \begin{cases} 
1 & \text{if } i = j, \\
b_i & \text{if } i - j = 2n - q - 1, \\
0 & \text{otherwise}.
\end{cases}$$

It is easy to verify the following facts:

(a) $\Theta_1$ is an l.s.o.p. for both $k_1[\Delta]$ and $k_1[\Delta']$;
(b) $k_1(st_\tau \Delta'; \Theta_1)n = k_1$ is spanned by the face monomial $x_{\sigma_1} := x_1 \cdots x_n$;
(c) $x_{\sigma_1}^2 = \frac{\prod_{i=q+2}^n b_i}{\prod_{i=n+1}^{2n} b_i} \prod_{i=1}^{2n} x_i \in k_1(\Delta'; \Theta_1)_{2n}.$

Here we set $\prod_{i=q+2}^n b_i = 1$ if $q = n - 1$.

Similar to Lemma 3.1, one can show that $k(\Delta; \Theta)$ (resp. $k(\Delta'; \Theta)$) is anisotropic if and only if $k_1(\Delta; \Theta_1)$ (resp. $k_1(\Delta'; \Theta_1)$) is anisotropic. The rest of the proof is to derive the anisotropy of $k_1(\Delta'; \Theta_1)$ from the anisotropy of $k_1(\Delta; \Theta_1)$.

By (4.2) and fact (b), $k_1(\Delta')_n$ has a basis $\{\sigma_1, \sigma_2, \ldots, \sigma_s\}$ ($s = h_n(\Delta')$) with $\sigma_i \in \Delta' \setminus st_\tau \Delta'$ for $2 \leq i \leq s$. For a nonzero element $\alpha \in k_1(\Delta')_n$, write

$$\alpha = \sum_{i=1}^s l_i x_{\sigma_i}, \ l_i \in k_1.$$ 

If $l_1 = 0$, then $\alpha \in k_1(\Delta', st_\tau \Delta') = k_1(\Delta, st_\sigma \Delta) \subset k_1(\Delta)$. Since $k_1(\Delta)$ is anisotropic, we have $0 \neq \alpha^2 \in k_1(\Delta', st_\tau \Delta') \subset k_1(\Delta')$ in this case.
To deal with the case \( l_1 \neq 0 \), define a partial differential operator
\[
P := \frac{\partial^n}{\partial b_{2n-q} \cdots \partial b_{2n}}.
\]
Then, we have
\[
P \Psi_{\Delta'}(\alpha^2) = \sum_{i=1}^{s} l_i^2 \Psi_{\Delta'}(x_{\sigma_i}^2) = \sum_{i=1}^{s} l_i^2 P \Psi_{\Delta'}(x_{\sigma_i}^2),
\]
where the first and second equality both come from the assumption that \( \text{char } F = 2 \).

Since \( \tau = [q+1] \notin \Delta' \setminus \text{st}_r \Delta' \), it follows that for any \( 2 \leq i \leq s \), there exist \( 1 \leq n_i \leq q+1 \) and a facet \( F_i \) in \( \text{st}_{\sigma_i} \Delta' \) such that \( n_i \notin F_i \). This implies that the variable \( b_{m_i} \), where \( m_i = n_i + 2n - q - 1 \), does not appear in the rational functions \( A_{F_i} \) and \( A_{F_i}(j) \) for any \( 2 \leq i \leq s \) and \( j \in F_i \) (see the discussion preceding Theorem 2.10 for the definitions of \( A_{F_i} \) and \( A_{F_i}(j) \)). Note that \( 2n - q \leq m_i \leq 2n \).

Therefore \( P \Psi_{\Delta'}(x_{\sigma_i}^2) = 0 \) for all \( 2 \leq i \leq s \) by Theorem 2.10, and then \( P \Psi_{\Delta'}(\alpha^2) = l_1^2 P \Psi_{\Delta'}(x_{\sigma_1}^2) \). Combining this with fact (c) and the fact that
\[
\Psi_{\Delta'}(x_1 \cdots x_{2n}) = \frac{1}{\det(M_{\Theta_1}([2n]))} = 1,
\]
we immediately have \( P \Psi_{\Delta'}(\alpha^2) \neq 0 \), and so \( \alpha^2 \neq 0 \).

Thus for any nonzero element \( \alpha \in k_1(\Delta'_n) \), we have \( \alpha^2 \neq 0 \), finishing the proof of the theorem. \( \square \)

5. Anisotropy and Lefschetz property of simplicial 2-spheres

In this section \( F \) denotes a field of arbitrary characteristic.

In section 3, we have seen that the generic anisotropy of odd dimensional spheres implies the generic anisotropy of even dimensional spheres of one lower dimension. A natural question is that whether the same condition implies the generic anisotropy of even dimensional spheres of one higher dimension. In this section we will show that the answer to this question is yes for PL-spheres.

**Theorem 5.1.** If every PL-sphere of dimension \( 2n - 1 \) is generically anisotropic over \( F \), then every PL-sphere of dimension \( 2n \) is also generically anisotropic over \( F \), and has the Lefschetz property over any infinite field of the same characteristic as \( F \).

Since every simplicial 1-sphere is generically anisotropic over \( F \) by Theorem 3.2 and all simplicial 2-sphere are PL, the following corollary is an immediate consequence of Theorem 5.1.

**Corollary 5.2.** Every simplicial 2-sphere is generically anisotropic over any field \( F \), and has the Lefschetz property over any infinite field \( k \).
Note that the Lefschetz property of simplicial 2-spheres is also implied by the result in [10].

Before giving the proof of Theorem 5.1, we state an easy result about rational functions over $k$. For a nonzero element $\phi = f/g \in k(x)$ with $f, g \in k[x]$, define the degree of $\phi$ by $\deg(\phi) = \deg(f) - \deg(g)$, and define the leading coefficient of $\phi$ as $L(\phi) := L(f)/L(g)$, where $L(f)$ and $L(g)$ are the leading coefficient of $f$ and $g$ respectively. Moreover, we assume $\deg(0) = -\infty$ and $L(0) = 0$ in $k(x)$.

**Lemma 5.3.** Let $k(x)$ be as above. Then for a nonzero element $\alpha = \sum_{i \in I} \phi_i$ with $\phi_i \in k(x)$, we have

$$\deg(\alpha) \leq M := \max\{\deg(\phi_i) : i \in I\},$$

where equality holds if and only if $\sum_{\deg(\phi_i) = M} L(\phi_i) \neq 0$.

**Proof of Theorem 5.1.** Suppose that $\Delta$ is a $2n$-dimensional PL-sphere with vertex set $[m]$, and set $K = \Delta^0 * \Delta = \{v\} * \Delta$. Let $k$ be the rational function field $k[v]$ such that $M = (A | \lambda_v)$, where $A = (a_{ij})$ is the $(2n+2) \times m$ matrix, and $\lambda_v = (1, 0, \ldots, 0)^T$. If we can show that $k(K, \Delta; \Theta)$ is anisotropic, then $\Delta$ is generically anisotropic over $k$ by the argument in the proof of Theorem 3.3, and the second statement of the theorem will follow from the result in [12, Section 9]. As we have seen before, it suffices to verify that this property of $k(K, \Delta; \Theta)$ is preserved by bistellar moves on $\Delta$. A result similar to Theorem 3.2 reduces us to considering bistellar $q$-moves for $q \neq 0, 2n$.

Suppose that $\Delta' = \chi_{\sigma} \Delta$ for some $\sigma \in \Delta$ (dim $\sigma \neq 0, 2n$) with $\lk_{\sigma} \Delta = \partial \tau$, and without loss of generality assume that $\sigma \cup \tau = [2n+2]$ and $1 \in \sigma$. Let $K' = \{v\} * \Delta'$. Define two subfield of $k$ as

$$k_0 = \mathbb{F}(a_{ij} : 1 \leq i \leq 2n + 2, 2 \leq j \leq m), \quad k_1 = k_0(a_{1,1}),$$

and let $\Theta_1 = (\theta_1, \theta_2, \ldots, \theta_{2n+2})$ be the l.s.o.p. for both $k_1[K]$ and $k_1[K']$, such that $M_{\Theta_1}$ is obtained from $M_{\Theta}$ by replacing the column vector $\lambda_1$ with $(a_{1,1}, 1, 0, \ldots, 0)^T$. Then by the proof of Lemma 3.1, $k(K, \Delta; \Theta)$ (resp. $k(K', \Delta'; \Theta)$) is anisotropic if and only if $k_1(K, \Delta; \Theta_1)$ (resp. $k_1(K', \Delta'; \Theta_1)$) is anisotropic. For this reason, we only consider the anisotropy of $k_1(K, \Delta; \Theta_1)$ and $k_1(K', \Delta'; \Theta_1)$ in what follows, and for simplicity, we omit $\Theta_1$ from the notation.

Assume that $k_1(K', \Delta')$ is anisotropic. We need to show that $k_1(K, \Delta)$ is also anisotropic, i.e., for any nonzero element $\alpha \in k_1(K, \Delta)_{n+1}$, $\alpha^2 \neq 0$. We first construct a basis for $k_1(K, \Delta)_{n+1}$. Suppose that $\mathcal{A}_0 = \{\rho_1, \ldots, \rho_r\} \subset \lk_{\{1\}} \Delta$, where $r = h_n(\lk_{\{1\}} \Delta)$, forms a basis for $k(st_{\{1\}} \Delta)_n$. Then the short exact sequence

$$0 \to k_1(\Delta, st_{\{1\}} \Delta) \to k_1(\Delta) \to k_1(st_{\{1\}} \Delta) \to 0$$
implies that \( A_0 \) can be extended to a basis \( A_0 \cup B_0 \) for \( k_1(\Delta)_n \), where \( B_0 = \{ \pi_1, \ldots, \pi_s \} \) with \( \pi_i \in \Delta \setminus \text{st}_i(\Delta) \), \( s = h_n(\Delta) - r \). Let \( \sigma_i = \{ v \} \cup \rho_i \), \( \tau_i = \{ v \} \cup \pi_i \), and \( A = \{ \sigma_1, \ldots, \sigma_r \}, B = \{ \tau_1, \ldots, \tau_s \} \). Then the isomorphism \( k(\Delta) \cong k(K, \Delta) \) shows that \( A \cup B \) forms a basis for \( k(K, \Delta)_{n+1} \).

For a nonzero element \( \alpha \in k_1(K, \Delta)_{n+1} \), write \( \alpha = \alpha_1 + \alpha_2 \), where

\[
\alpha_1 = \sum_{i=1}^{r} l_i x_{\sigma_i}, \quad l_i \in k_1, \quad \text{and} \quad \alpha_2 = \sum_{j=1}^{s} k_j x_{\tau_j}, \quad k_j \in k_1.
\]

Now consider the value \( \Psi_K(\alpha^2) \). Since \( x_v = -\sum_{i=1}^{m} a_{1,i} x_i \) in \( k_1(K, \Delta) \), we have

\[
x_{\sigma_i} x_{\sigma_j} = -\sum_{k=1}^{m} a_{1,k} \cdot x_v x_k x_{\rho_i} x_{\rho_j} \quad \text{for } 1 \leq i, j \leq r.
\]

Thus, setting \( L_1 = \text{lk}_1(\Delta) \) and \( \Theta_0 = (\theta_3, \ldots, \theta_{2n+2}) \), and using Theorem 2.10 to compute the canonical functions \( \Psi_K \) on \( k_1(K, \Delta)_{2n+2} \) and \( \Psi_{L_1} \) on \( k_0(L_1; \Theta_0)_{2n} \) respectively, we see that

\[
\Psi_K(x_{\sigma_i} x_{\sigma_j}) = \pm \Psi_{L_1}(x_{\rho_i} x_{\rho_j}) a_{1,1} + b, \quad \text{for some } b \in k_0.
\]

Since \( \tau_i \notin \text{st}_i(\Delta) \) for all \( \tau_i \in B \), a similar computation shows that

\[
\Psi_K(x_{\tau_i} x_{\tau_j}), \quad \Psi_K(x_{\tau_i} x_{\tau_j}) \in k_0 \quad \text{for all } i, j.
\]

Thinking of \( l_i, k_j \) as rational functions with coefficients in \( k_0 \), define

\[
m_1 := \max\{ \deg(l_i) : 1 \leq i \leq r \}, \quad m_2 := \max\{ \deg(k_j) : 1 \leq j \leq s \},
\]

\[
\beta_1 = \sum_{\deg(l_i)=m_1} L(l_i) x_{\sigma_i}, \quad \beta_2 = \sum_{\deg(k_j)=m_2} L(k_j) x_{\tau_j}.
\]

Here \( \deg(\cdot), L(\cdot) \) are defined in the discussion preceding Lemma 5.3.

If \( m_1 < m_2 \), then \( \beta_2 \neq 0 \). The assumption that \( \Delta' = \chi_0 \Delta \) and \( 1 \in \sigma \) implies that \( K \setminus (\text{st}_1(K) \cup \Delta) \subset K' \setminus (\text{st}_1(K') \cup \Delta') \). Hence

\[
\beta_2 \in k_1(K, \text{st}_1(K) \cup \Delta) \subset k_1(K', \text{st}_1(K') \cup \Delta') \subset k_1(K', \Delta').
\]

It follows that \( \Psi_K(\beta_2^2) = \Psi_{K'}(\beta_2^2) \neq 0 \), since \( k_1(K', \Delta') \) is anisotropic. By Lemma 5.3, this means that \( \deg(\Psi_K(\alpha_2^2)) = 2m_2 \). Furthermore, (5.1) and (5.2) give

\[
\deg(\Psi_K(\alpha_2^2)) \leq 2m_1 + 1 < 2m_2, \quad \deg(\Psi_K(\alpha_1 \alpha_2)) \leq m_1 + m_2 < 2m_2.
\]

Thus \( \deg(\Psi_K(\alpha_2^2)) = 2m_2 \), and so \( \alpha^2 \neq 0 \) in this case.

On the other hand, if \( m_1 \geq m_2 \), then \( \beta_1 \neq 0 \). It follows that

\[
0 \neq \gamma_1 := \sum_{\deg(l_i)=m_1} L(l_i) x_{\rho_i} \in k_0(L_1; \Theta_0)_n.
\]
Hence, if the condition in the theorem holds, then $\Psi_{L_1}(\gamma_2^1) \neq 0$, since $L_1$ is a $(2n - 1)$-dimensional PL-sphere. By (5.1), (5.2) and Lemma 5.3, it follows that
\[ \deg(\Psi_k(\alpha^2)) = \deg(\Psi_k(\alpha_1^1)) = 2m_1 + 1. \]
So $\alpha^2 \neq 0$ still holds in this case, and the proof is complete. \hfill \Box
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