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ABSTRACT

Processing of 3D point cloud data is seen as a problem due to the difficulties of processing millions of unstructured points. The point cloud segmentation process is a crucial pre-classification stage such that it reduces the high processing time required to extract meaningful information from raw data and produces some distinctive features for the classification stage. Local surface inclinations of objects are the most effective features of 3D point clouds to provide meaningful information about the objects. Sampling the points into sub-volumes (voxels) is a technique commonly used in the literature to obtain the required neighboring point groups to calculate local surface directions (with normal vectors). The graph-based segmentation approaches are widely used for the surface segmentation using the attributes of the local surface orientations and continuities. In this study, only two geometrical primitives which are normal vectors and barycenters of point groups are used to weight the connections between the adjacent voxels (vertices). The defined 14 possible dissimilarity calculations of three angular values getting from the primitives are experimented and evaluated on five sample datasets that have reference data for segmentation. Finally, the results of the measures are compared in terms of accuracy and F1 score. According to the results, the weight measure W7 (seventh calculation) gives 0.8026 accuracy and 0.7305 F1 score with higher standard deviations, while the original weight measure (W8) of the segmentation method gives 0.7890 accuracy and 0.6774 F1 score with lower standard deviations.

This is an open access article under the CC BY-SA 4.0 license. (https://creativecommons.org/licenses/by-sa/4.0/)

1. Introduction

Segmentation is a very important and challenging computer vision and computer graphics issue. In the segmentation stage, spatially close data elements are grouped according to their features such as color, lightness, intensity, and geometrical features [1]. The importance of this stage arises from that it reduces the data to be processed in the next level processes and produces more distinctive features [2]. Due to the handling of a high amount of raw data, the segmentation process is a very fundamental stage for 3D point cloud processing [3].

The local geometric features are the most used features for the point cloud segmentation process. As basic geometric features, local plane inclinations and estimated common planes between the adjacent local point groups establish the foundations of the tested dissimilarity weighting calculations in this work. Normal vectors of the local point groups represent the local plane inclinations and, the tangent vectors between the barycenters of the adjacent local point groups represent the estimated common planes [3], [4]. These local geometric features compose the local surface gradients. In the literature, the local point groups are determined usually by two techniques. The first one is to determine the nearest neighbors for each point and, the second one is to group the points into cubic volumes, which are called “voxels”, within a regular grid structure [5], [6]. The voxel-based
sampling technique has several advantages compared to the point-based nearest neighbor technique [7]. The local point groups are determined faster than the point-based technique and reaching the nearby groups is easy due to the regular indexing of the voxels. In addition to these advantages, the noise and dense points in voxels are suppressed. In this way, the data size to be evaluated in the segmentation process is reduced by avoiding paying attention to similar points one by one in very dense regions. The octree organization of data is mostly used data structure to voxelize the data because of the low memory usage and the indexing facilities [5], [8].

Graph-based approaches are commonly used in both 2D image segmentation and 3D point cloud segmentation due to the discretely defined connections between data elements [9]. According to the graph-based approaches, the data elements are represented by vertices and the links between them are represented by connections [10], [11]. The weight values of the connections are specified with some similarity or dissimilarity measures between the vertices at the ends of the connections. “Efficient Graph-based Segmentation” (EGS) [10] which is one of the most-known graph-based segmentation methods has gained popularity in the image processing field due to its efficiency in terms of correctness, execution time and easy implementation. This method has also been implemented for the 3D point cloud segmentation with some adaptations in the literature [12], [13]. The deficiency of this method is that its segmentation parameter is not a certain range and it changes according to both the connection weights and sizes of segments. A novel graph-based point cloud segmentation method, which named as “Boundary Constrained Voxel Segmentation” (BCVS) in this work, is proposed by Saglam et al. (2020) in the study [14]. They voxelize the points at first and merge the voxels by evaluating the weight values of connections between adjacent voxels. The parameter value that they use for the evaluation is in a certain range (0-90°). Their proposed method achieves an important success according to the methods which are popular in the literature in terms of accuracy and execution time.

In the literature, the graph vertices represent the points in some studies. Rabbani et al. (2006) presume connections between the points of the seed regions (each point is a seed region at the start) and the specified number of nearest points of the points by starting from the points with minimum residual in their method [15]. Whether or not to add the connections into the graph structure to be constructed are decided according to the angle differences of the normals and the spatial distances of the points for nearest neighbors. Strom et al. (2010) adapted the EGS method for 3D point cloud segmentation by using the normal differences and the color differences as connection weight between the points within a specified radius [12]. Bergamasco et al. (2012) proposed a semi-supervised region growing procedure that starts from a set of user-specified seed points [16]. They weighted the connections between the connected seed regions, derived from the triangulated raw points, with a similarity measure in which the scalar products of the normals and the Euclidean distance between the spatial centroids are used. Dutta et al. (2014) used the graph-cut image segmentation method [17] based on the three different weight values that are formed from surface normals, RGB color values, and eigenvalues of the covariance matrix of the local point distribution [18].

In this study, the BCVS [14] method with the octree voxelization technique is used as the graph-based segmentation method. For each voxel, the surface normal and the spatial center (barycenter) of the points in the voxel are calculated. Using only these features, different weight value calculations between the adjacent voxels are evaluated on five different point cloud datasets which have reference data to reach the most suitable weight measurement for graph-based 3D point cloud segmentation approaches.

2. Methods
2.1. The voxelization stage

In this stage, the local point groups are determined via sampling the nearest points into equal-sized cubic volumes. Since the traditional three-dimensional array structure unnecessarily consumes a large amount of memory space for empty spaces, a hierarchical divided data structure like the octree organization is preferred to voxelize point cloud data in the literature [4], [5], [7], [14].

The octree-organized data structure is a tree-structured data that consists of 8 linked nodes. The entire data is encapsulated into a cubic bounding box at first; and then, the bounding box is divided into eight equal-sized subvolumes. The dividing process continues as long as having at least one point in it until the size of sub-volumes reaches the desired size [8], [19]–[21].

2.2. Weighting the connections between the adjacent voxels

The dissimilarity measurements in different forms score the weight values of the connections between the adjacent voxels in this study. Two geometric primitives have been used to discover a suitable geometric dissimilarity measure between the local groups. Those are the PCA normals [22] of the point groups in the voxels and the barycenters of the groups.

The angular difference θ between the two unit normal vectors \(\mathbf{n}_i\) and \(\mathbf{n}_j\) are calculated by computing the inverse cosine of the dot product of the two vectors as in Equation (1) [14], [23], [24]. The angle θ can be in the range from the degree of 0° to 90°, corresponding from the lowest dissimilarity to the highest dissimilarity between the tendencies of the two planes.
\[ \theta = \cos^{-1}(\vec{n}_i \cdot \vec{n}_j) \]  

(1)

The other local geometrical primitive is the estimated tangent vectors. The relationship of the surface normals of two nearby local planes with the vector \( \vec{d}_{ij} \) that joins the barycenters \( \vec{X}_i \) and \( \vec{X}_j \) of the points belonging to the adjacent planes, which computed as in Equation (2), gives a clue about the tangent vector of the fitting plane of the two surfaces. The angular difference and the tangent vector of two adjacent planes are the two properties commonly used in the literature.

\[ \vec{d}_{ij} = \vec{X}_j - \vec{X}_i \]  

(2)

In Figure 1 (a), the angle \( \alpha_i \) between the normal vector \( \vec{d}_{ij} \) and the surface can be obtained by calculating the angle \( \beta_i \) between the unit normal vector \( \vec{n}_i \) and the unit tangent vector \( \vec{d}_{ij} \) computed with Equation (3). \( \| \vec{d}_{ij} \| \) is the Euclidean distance between the barycenters \( \vec{X}_i \) and \( \vec{X}_j \). The angle \( \beta_i \) is calculated by computing the inverse cosine of the dot product of the vectors \( \vec{n}_i \) and \( \vec{d}_{ij} \) as in Equation (4). If the angle \( \beta_i \) between the unit normal vector \( \vec{n}_i \) and the unit tangent vector \( \vec{d}_{ij} \) is higher than 90°, the angle \( \beta_i \) is renamed as \( \beta_i' \) and, \( \beta_i \) is computed by the operation 180 – \( \beta_i' \), namely \( \beta_i \) will be supplementary of the angle between the vectors \( \vec{n}_i \) and \( \vec{d}_{ij} \), as seen in Fig. 2 (b). After the angle \( \beta_i \) is obtained, the angle \( \alpha_i = 90 - \beta_i \) is obtained.

\[ \vec{d}_{ij} = \frac{\vec{d}_{ij}}{\| \vec{d}_{ij} \|} \]  

(3)

\[ \beta_i = \cos^{-1}(\vec{n}_i \cdot \vec{d}_{ij}) \]  

(4)

The angles \( \alpha_i \) and \( \alpha_j \) expose dissimilarity at the same tendency with the angle \( \theta \) unless the surfaces show some specific features such as parallel and cylindrical [23]. \( \alpha_i \) and \( \alpha_j \) can be in the range of 0 – 90 degree like \( \theta \).

In this study, the angles \( \theta, \alpha_i, \) and \( \alpha_j \) have been used with 14 different forms listed in Table 1 as weight measurements. All of the measures in Table 1 are in the range of 0 – 90 degrees. The weight value 0 refers to the lowest dissimilarity and, the weight value 90 refers to the highest dissimilarity.

The other important issue in the voxel-based point cloud segmentation is the residual voxels. These voxels have less

![Figure 1. Some of the local geometrical primitives about the two surfaces shaped as concave (a) and convex (b)](image)

Table 1. Weight measures using the different forms of the three basic geometrical angles

| Weight name | Weight measure |
|-------------|----------------|
| \( W_1 \)   | \( \theta \)    |
| \( W_2 \)   | \( \frac{\alpha_1 + \alpha_2}{2} \) |
| \( W_3 \)   | \( \min(\alpha_1, \alpha_2) \) |
| \( W_4 \)   | \( \max(\alpha_1, \alpha_2) \) |
| \( W_5 \)   | \( \frac{\theta + \alpha_1 + \alpha_2}{3} \) |
| \( W_6 \)   | \( \frac{\theta + \min(\alpha_1, \alpha_2)}{2} \) |
| \( W_7 \)   | \( \frac{\theta + \max(\alpha_1, \alpha_2)}{2} \) |
| \( W_8 \)   | \( \min(\theta, \frac{\alpha_1 + \alpha_2}{2}) \) |
| \( W_9 \)   | \( \max(\theta, \frac{\alpha_1 + \alpha_2}{2}) \) |
| \( W_{10} \)| \( \min(\theta, \alpha_1, \alpha_2) \) |
| \( W_{11} \)| \( \max(\theta, \alpha_1, \alpha_2) \) |
| \( W_{12} \)| \( \min(\theta, \max(\alpha_1, \alpha_2)) \) |
| \( W_{13} \)| \( \max(\theta, \min(\alpha_1, \alpha_2)) \) |
| \( W_{14} \)| \( \frac{\theta + \alpha_1 + \alpha_2}{2} \) |

than three points and, its normal vector does not give information about the local inclination [5]. In this study, these voxels are labeled as residual, and only non-residual voxels have a connection to these voxels, namely, there is not a connection between two residual voxels. If the voxel \( \nu_i \) is residual and the voxel \( \nu_j \) is non-residual, the weight value of the connection between them is \( \alpha_j \), and vice versa. Because, where the voxel \( \nu_i \) is residual, \( \vec{n}_i \) can be negligible and should not be evaluated in any measurement. A residual voxel can be merged once with a non-residual voxel.

2.3. The segmentation stage

As a segmentation method to test the weight measurements, the BCVS algorithm [14] is used in this study. The method poses a region growing approach in the segmentation stage. After the normal vectors and the barycenters of the voxels are obtained, all of the voxels seem as a segment at first. The connection between the adjacent voxels are weighted according to the selected weight measurements and sorted in ascending order of their weight values. Starting from the lowest weighted connection, the segments at the ends of the connection are taken into consideration to merge them. According to the method, the mutually adjacent voxels between the segments in the consideration are paired one-to-one concerning the least weight connections between them. If all of the weight values of the connections between the
paired voxels are equal or smaller than the segmentation parameter that is in the range 0-90, the two segments are merged. The residual voxels are merged only once and not paired with any voxel in the pairing process.

2.4. Evaluation metrics

As quantitative metrics to compare the segmentation successes of weight measurements, the accuracy and F1 score measurements are used. A larger segment has more impact on the accuracy score, while each segment has the same impact on the F1 score [14]. In both metrics, the result segments are firstly matched one-to-one with their mostly overlapping segments among the reference segments. The matching process has been done according to the study [26]. This process is performed in two stages. In the first stage, the mutually most overlapped segments by the number of matching points are paired. In the second stage, the unpaired segments at the end of the first stage are paired with the unpaired opposite segments that take part mutually in the first two overlapping segments. The segments which are unpaired at the end of the second stage stay as unpaired segments.

After the matching process is completed, the accuracy of entire result data, and the precision and recall values for each reference segment can be calculated as explained in the study [14]. The precision and recall values of unpaired segments are 0. The harmonic mean of average precision and recall values of reference segments give the F1 score value.

3. Datasets

In our experiments, five datasets are used to test the weight measurements. Three datasets (Sample 1, Sample 2, and Sample 3) are obtained from [14] and the other two datasets (Sample 4 and Sample 5) are obtained from [25]. Each dataset has reference segments. The sizes of the datasets and the numbers of their reference segments are listed in Table 2. The RGB colored presentation of the raw datasets can be seen in Figure 2.

| Dataset | Number of points | Number of reference segments |
|---------|-----------------|-------------------------------|
| Sample 1 | 382,217 | 26 |
| Sample 2 | 3,069,150 | 42 |
| Sample 3 | 2,742,237 | 106 |
| Sample 4 | 3,306,260 | 66 |
| Sample 5 | 2,350,862 | 101 |

4. Experimental results

In Tables 3 and 4, respectively the accuracy and F1 score comparisons of the weight measures with the best segmentation parameters can be seen with the average and standard deviation (SD) values. In Figure 3, the ground-truths of the datasets and the segmentation results of the weight measures $W_7$ and $W_8$ are visualized by being randomly colored.

5. Conclusions

In the 3D point cloud processing field, the segmentation stage is very important, because the segmentation stage allows the extractions of meaningful features from high amounts of cluttered data for high-level stages. The graph tools discretize the connections between voxels and facilitate the segmentation process. The attributes of the points and their local similarities and dissimilarities are some of the major interests of the segmentation algorithm. In the literature, a variety of local similarity and
dissimilarity measurements is used to segment 3D point clouds according to the geometrical features. In this work, we have tested 14 different forms of the several basic local geometric features, explained in this paper, as dissimilarity measures on a graph-based segmentation method. As the experimental dataset, five data sets, such that each has a reference set, have been used with 14 weight measurement techniques to determine the most suitable measurement. Looking at numerical results, the weight measure $W_1$ of them gives noticeable results. On the other hand, the weight measure $W_8$ is one of the measures that give the best results with a small standard deviation. This study also proposes an appropriate weight measure for other point cloud segmentation methods that use graph-based approaches.
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**Table 3. Accuracy comparison of weight measures used in the segmentation method**

| Weight name / Dataset | Sample 1  | Sample 2  | Sample 3  | Sample 4  | Sample 5  | Average | SD  |
|-----------------------|-----------|-----------|-----------|-----------|-----------|---------|-----|
| $W_1$                 | 0.7618    | 0.8189    | 0.8345    | 0.6368    | 0.7962    | 0.7696  | 0.0708 |
| $W_2$                 | 0.7986    | 0.8330    | 0.7899    | 0.6587    | 0.7703    | 0.7701  | 0.0593 |
| $W_3$                 | 0.7743    | 0.8025    | 0.7470    | 0.6179    | 0.6952    | 0.7274  | 0.0652 |
| $W_4$                 | 0.8070    | 0.8584    | 0.7450    | 0.6605    | 0.7098    | 0.7561  | 0.0699 |
| $W_5$                 | 0.8223    | 0.8550    | 0.8097    | 0.6231    | 0.8373    | 0.7895  | 0.0846 |
| $W_6$                 | 0.7969    | 0.8446    | 0.7635    | 0.6288    | 0.8265    | 0.7721  | 0.0767 |
| $W_7$                 | 0.8285    | 0.8677    | 0.8637    | 0.6240    | 0.8292    | 0.8026  | 0.0908 |
| $W_8$                 | 0.7915    | 0.8354    | 0.8087    | 0.7151    | 0.7943    | 0.7890  | 0.0401 |
| $W_9$                 | 0.8179    | 0.8780    | 0.8574    | 0.6490    | 0.8330    | 0.8071  | 0.0817 |
| $W_{10}$              | 0.7934    | 0.7898    | 0.7670    | 0.6621    | 0.7327    | 0.7490  | 0.0485 |
| $W_{11}$              | 0.8193    | 0.8588    | 0.8611    | 0.5961    | 0.8301    | 0.7931  | 0.0998 |
| $W_{12}$              | 0.7972    | 0.8663    | 0.8017    | 0.6667    | 0.7990    | 0.7826  | 0.0649 |
| $W_{13}$              | 0.7957    | 0.8865    | 0.8594    | 0.6184    | 0.8362    | 0.7992  | 0.0952 |
| $W_{14}$              | 0.7895    | 0.8636    | 0.8564    | 0.6310    | 0.8088    | 0.7899  | 0.0842 |

**Table 4. F1 score comparison of weight measures used in the segmentation method**

| Weight name / Dataset | Sample 1  | Sample 2  | Sample 3  | Sample 4  | Sample 5  | Average | SD  |
|-----------------------|-----------|-----------|-----------|-----------|-----------|---------|-----|
| $W_1$                 | 0.7784    | 0.7591    | 0.7965    | 0.5958    | 0.4979    | 0.6855  | 0.1180 |
| $W_2$                 | 0.7196    | 0.7163    | 0.7368    | 0.6229    | 0.5693    | 0.6730  | 0.0654 |
| $W_3$                 | 0.6929    | 0.7269    | 0.6780    | 0.5775    | 0.5127    | 0.6376  | 0.0798 |
| $W_4$                 | 0.7468    | 0.7572    | 0.7632    | 0.6909    | 0.5716    | 0.6896  | 0.0821 |
| $W_5$                 | 0.8004    | 0.8256    | 0.7952    | 0.6244    | 0.5847    | 0.7261  | 0.1005 |
| $W_6$                 | 0.7704    | 0.7853    | 0.8031    | 0.6238    | 0.5664    | 0.7098  | 0.0960 |
| $W_7$                 | 0.8062    | 0.8513    | 0.7987    | 0.6198    | 0.5766    | 0.7305  | 0.1104 |
| $W_8$                 | 0.7025    | 0.7394    | 0.7854    | 0.6241    | 0.5356    | 0.6774  | 0.0884 |
| $W_9$                 | 0.8091    | 0.7744    | 0.7957    | 0.6178    | 0.5742    | 0.7142  | 0.0981 |
| $W_{10}$              | 0.7039    | 0.7418    | 0.6858    | 0.5852    | 0.5157    | 0.6465  | 0.0834 |
| $W_{11}$              | 0.8007    | 0.8152    | 0.8002    | 0.6197    | 0.5730    | 0.7218  | 0.1036 |
| $W_{12}$              | 0.7504    | 0.7825    | 0.7860    | 0.6217    | 0.5317    | 0.6945  | 0.1010 |
| $W_{13}$              | 0.7819    | 0.8034    | 0.7951    | 0.6271    | 0.5693    | 0.7154  | 0.0976 |
| $W_{14}$              | 0.7752    | 0.8407    | 0.7998    | 0.6102    | 0.5673    | 0.7186  | 0.1089 |
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Figure 3. The ground-truths of the datasets and the segmentation results of the weight measures $W_7$ and $W_8$. 