FINITE GROUP ACTIONS ON LAGRANGIAN FLOER THEORY

CHEOL-HYUN CHO AND HANSOL HONG

Abstract. We construct finite group actions on Lagrangian Floer theory when symplectic manifolds have finite group actions and Lagrangian submanifolds have induced group actions. We first define finite group actions on Novikov-Morse theory. We introduce the notion of a spin profile as an obstruction class of extending the group action on Lagrangian submanifold to the one on its spin structure, which is a group cohomology class in $H^2(G; \mathbb{Z}/2)$. For a class of Lagrangian submanifolds which have the same spin profiles, we define a finite group action on their Fukaya category. In consequence, we obtain the $s$-equivariant Fukaya category as well as the $s$-orbifolded Fukaya category for each group cohomology class $s$. We also develop a version with $G$-equivariant bundles on Lagrangian submanifolds, and explain how character group of $G$ acts on the theory. As an application, we define an orbifolded Fukaya-Seidel category of a $G$-invariant Lefschetz fibration, and also discuss homological mirror symmetry conjectures with group actions.
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1. Introduction

A group action is one of the most important tools in the study of mathematical objects. Finite group actions in symplectic geometry appear in various contexts, such as mirror symmetry, singularity theory, etc. In this paper, we will construct finite group actions on Lagrangian Floer theory. Lagrangian Floer homology (developed by Floer [Fl], Oh [O1], Fukaya-Oh-Ohta-Ono [FOOO]) has been a powerful tool, which revolutionized the study of symplectic topology. Furthermore, its categorical versions, Fukaya category (Fukaya [Fu1]) and Fukaya-Seidel category (Seidel [Se1], [Se2]), are the main players of homological mirror symmetry as envisioned by Kontsevich [K].

When a symplectic manifold as well as a Lagrangian submanifold admits a finite group action, it is indeed quite natural to expect that such an action exists on Lagrangian Floer theory. But there are several technical difficulties to define such an action as we will explain below. In the case of $\mathbb{Z}/2$-actions on exact symplectic manifolds, Seidel has defined $\mathbb{Z}/2$-equivariant Fukaya categories [Se1]. Another known case is when a group acts freely on the set of connected components of a given exact Lagrangian submanifold in an exact symplectic manifold. In such a case, it is relatively easy to define a group action, since one can use pull-back data (such as spin structure, perturbation data, etc) to make Floer theory compatible with the given group action. Such construction was proposed by Seidel [Se2] in his study of mirror symmetry of quartic surfaces in an exact setting.
Let us now describe our main results. We will first explain the exact case, and later the case of general closed symplectic manifolds. For an exact symplectic manifold $(M, \omega)$, consider a $G$-invariant exact Lagrangian submanifold $L$, which means that a $G$-action preserves the Lagrangian submanifold. Suppose that $L$ is spin and that its spin structure is $G$-invariant. We show that the $G$-action on $L$ gives rise to a group cohomology class in $H^2(G, \mathbb{Z}/2)$, “the spin profile of $L$”, which is the obstruction to extending the group action to the spin bundle of $L$. The main observation is that if two Lagrangian submanifolds have the same spin profile, then it is possible to define a group action on the Lagrangian Floer cohomology of the pair in the exact case.

Thus for each cohomology class $s \in H^2(G, \mathbb{Z}/2)$, an $s$-equivariant brane is defined as a $G$-invariant exact Lagrangian submanifold whose associated spin profile is $s$, with a $G$-invariant grading.

**Theorem 1.1** (see Theorem 6.3). Let $(M, \omega)$ be an exact symplectic manifold. For $s \in H^2(G, \mathbb{Z}/2)$, an $s$-equivariant Fukaya category can be defined as follows. An object of $s$-equivariant Fukaya category is given by an $s$-equivariant brane. Morphism between two $s$-equivariant branes $L_0^i, L_1^i$ are given by $\text{CF}^*(L_0^i, L_1^i)$, which has a $G$-action. There are $A_{\infty}$-operations

$$m_k : \text{CF}^*(L_0^k, L_1^k) \times \cdots \times \text{CF}^*(L_0^k, L_1^k) \to \text{CF}^*(L_0^k, L_1^k), \quad k = 1, 2, \cdots$$

which are compatible with the $G$-action. i.e. for $k = 1, 2, \cdots$

$$m_k(gx_1, \cdots, gx_k) = gm_k(x_1, \cdots, x_k).$$

To be more precise, we should equip each $s$-equivariant brane with a $G$-equivariant flat complex vector bundle as in Section 12. The $s$-orbifolded Fukaya category is defined to have the same set of objects as the $s$-equivariant Fukaya category, but we take $G$-invariant parts of morphisms of the $s$-equivariant category. Then, the $s$-orbifolded Fukaya category naturally inherits an $A_{\infty}$-structure from the $s$-equivariant category from (1.1).

As an application, we define both equivariant and orbifolded Fukaya-Seidel categories of a $G$-invariant Lefschetz fibration. Namely, for each $s \in H^2(G, \mathbb{Z}/2)$, we define $s$-equivariant Fukaya-Seidel category of $\pi : M \to \mathbb{C}$ (See Definition 13.2, 13.3). By taking $G$-invariant parts on morphisms, and the induced $A_{\infty}$-structure, we obtain the $s$-orbifolded Fukaya-Seidel category of $(\pi, G)$.

Let us turn our discussion to the case of a general closed symplectic manifold (which is not exact) with an $s$-structure, we obtain the $\text{CF}^*$-structure from the $s$-equivariant category from (1.1).

**Theorem 1.2** (see Definition 8.11 Proposition 8.12, 11.5). If $s_0 = s_1$, then the Lagrangian Floer filtered cochain complex of $L_0, L_1$ admits a $G_\alpha$-action. More generally, filtered $A_{\infty}$-bimodule of the pair $(L_0, L_1)$ admits a natural $G_\alpha$-action.

**Proposition 1.3** (see Section 11). Suppose that $L_0$ is connected and let $L_1 = \phi^1_{\text{HF}}(L_0)$. Then $G_\alpha = G$, and we have a $G$-equivariant filtered $A_{\infty}$-bimodule quasi-isomorphism

$$\Omega(L) \otimes \Lambda_{\text{nov}} \to \text{CF}^*_{R, i_0}(L, L_1) \otimes \Lambda(L, L_1, i_0) \otimes \Lambda_{\text{nov}}.$$
1.1. Spin profiles. In this paper, we introduce the notion of a spin profile of a Lagrangian submanifold with a $G$-action. Such a notion is deeply related to the orientation of the moduli space of $J$-holomorphic discs and the $G$-action on it. Recall that if a Lagrangian submanifold is spin, a choice of spin structure determines canonical orientations of the moduli spaces of $J$-holomorphic discs (see [FOOO]). Hence, we need to analyze the relation between the group action on $L$ and that of its spin structure.

We assume that the related spin structure is $G$-invariant, which means that for a principal spin bundle $P \to L$, the pull-back bundle $g^* P$ via the action of $g \in G$ is isomorphic to the original bundle $P$. In fact, the precise isomorphism between $g^* P$ and $P$ (as in $G$-equivariant sheaves), which can be considered as a lift of the $g$-action to the one on spin bundle, will be necessary to determine the sign of the $g$-action on the Floer complex. In general, these isomorphisms are not necessarily compatible with each other, and the $G$-action on $L$ does not lift to the one on the spin bundle. Hence, one can not expect that any orientation preserving action of a symplectic manifold gives rise to an action on its Fukaya category.

A spin profile is defined as the group cohomology class in $H^2(G, \mathbb{Z}/2)$ which measures the obstruction to extending the action of $G$ on a manifold to the one on its spin structure. We show that if spin profiles of two Lagrangian submanifolds coincide, then we are able to define a group action on Lagrangian Floer theory of a pair (we need to develop $G$-Novikov theory additionally for non-exact symplectic manifolds). The main point is that the exact signs from failures of group actions on spin bundles cancel out for Lagrangians with the same spin profiles. This means that the equivariant Fukaya category is defined for each choice of spin profiles in $H^2(G, \mathbb{Z}/2)$. Construction of the $\mathbb{Z}/2$-equivariant Fukaya category by Seidel [Se1], in fact, corresponds to the non-trivial class in $H^2(\mathbb{Z}/2, \mathbb{Z}/2)$. We explain several properties of spin profiles, and also the change of spin profiles under the change of spin structures.

1.2. Equivariant Fukaya categories for exact cases and $G$-Lefschetz fibrations. Let $(M, \omega)$ be an exact symplectic manifold with an effective action of a finite group $G$. We fix a class $s \in H^2(G, \mathbb{Z}/2)$, and consider $s$-equivariant branes as explained above. It may happen that some of $g$-action send $L$ to $g(L)$ which is disjoint from $L$, in which case we can take $\sqcup_{g \in G, g(L) \neq L} g(L)$ to be the new $G$-invariant Lagrangian submanifold. We do not assume that $L$ is connected in the exact case.

In general, the equivariant Fukaya category of $M$ should also have $G$-equivariant Lagrangian immersions to $M$. In the sequel of this paper [CH2], we will investigate extensively such $G$-equivariant Lagrangian immersions, and explore the relationship of $G \times G$-equivariant immersions into $M \times M$ with Chen-Ruan orbifold cohomology of $[M/G]$. In fact, one should consider a more general notion of orbifold embeddings [ALR], but they were shown to be equivalent to $G$-equivariant immersions for global quotients in [CHS], and hence it is enough to study the latter.

There is another technical issue, which are equivariant transversalities of the related moduli spaces of holomorphic discs. Namely, we would like to choose perturbation data equivariantly, so that we have strict $G$-equivariant $A_\infty$-operations. In the exact case, we follow Seidel [Sc2] to achieve it with aid of an algebraic machinery. In the general case later, Kuranishi structure (as in [FO], [FOOO], [Fu3]) will be used, which is in fact a device to achieve this kind of equivariant transversality

We construct a version of Donaldson-Fukaya categories ($C$ in Definition 6.10), and produce a $G$-action on it from the weak $G$-action on the related Floer complex (see [CH] for the weak $G$-actions on Morse complexes). Then, the homological perturbation type lemma of Seidel (Lemma 4.3 of [Sc2]) enables us to define the $s$-equivariant Fukaya category for an exact symplectic manifold. By taking $G$-invariant parts on
morphism spaces, the $s$-orbifolded Fukaya category of $[M/G]$ is obtained. This should be regarded as a first approximation of orbifold theory, as we should also add bulk deformation by twisted sectors as in [CP].

As an application, we define the directed equivariant (and the orbifolded) Fukaya-Seidel category of a $G$-invariant Lefschetz fibration $\pi: M \to \mathbb{C}$, where $M$ is equipped with a $G$-action, and $\pi$ is $G$-invariant. In mirror symmetry, orbifolds and orbifolded Landau-Ginzburg models appear naturally, and have been actively investigated. Our work provides the necessary framework to state homological mirror symmetry in these cases by defining appropriate orbifold Fukaya categories. We only deal with $G$-invariant Lefschetz fibrations in this paper and leave the case of an orbifolded $LG$-model which is not Lefschetz fibration and of a $G$-equivariant $LG$-model to the future investigation.

1.3. $G$-Novikov theory. For a closed symplectic manifold which is not exact, the Lagrangian Floer cohomology is the Morse-Novikov homology on path spaces between two Lagrangian submanifolds. Hence, we need to develop $G$-Novikov theory.

We first recall $G$-Morse theory from our previous work [CH]. Given a Morse-Smale function $f : M \to \mathbb{R}$ on a compact manifold $M$, one can define the Morse-Smale-Witten complex (Morse complex for short) by counting gradient flow lines between critical points of $f$. If $f$ is $G$-invariant, we studied how to define a finite group action on the Morse complex, whose homology of the $G$-invariant part is isomorphic to the singular homology of the quotient orbifold. One of the main observation of [CH] is that one should consider not only the action on critical points, but also on the orientation spaces (defined from their unstable manifolds).

Now, Morse-Novikov theory (Novikov theory for short) generalizes Morse theory to the case of a general closed Morse one form $\eta$, instead of $df$. Novikov theory is a kind of Morse theory associated to a Morse function on a certain Novikov covering (so that the pull-back of the given closed one form becomes exact), together with the action of the group ring of its deck transformation group.

In this paper, we define finite group actions on Novikov theory. The main difficulty is that the base point chosen for Novikov theory is not preserved by the group action. We resolve this issue by introducing the subgroup $G_\eta$ of energy zero elements of $G$, where $g \in G$ is said to be energy zero if there is an energy zero path (with respect to the action functional) from the base point to its $g$-action image. And we will construct an action of energy zero subgroup on the Novikov complex using this energy zero path. Together with an appropriate orbifold Novikov ring coefficient, taking $G_\eta$-invariant part defines $G$-Novikov theory.

1.4. Group actions in general Lagrangian Floer theory. By using spin profiles and $G$-Novikov theory, we can define group actions on Lagrangian Floer cohomology groups for non-exact cases as follows. Let $(M, \omega)$ be a closed symplectic manifold with an effective $G$-action. Fix $s \in H^2(G, \mathbb{Z}/2)$ and consider a Lagrangian submanifold $L_i$ (for $i = 0, 1$) whose spin profile is $s$. For a base path $l_0$ between $L_0$ and $L_1$, take an energy zero surface $w_g$ connecting $l_0$ and $g(l_0)$ for $g$ in the energy zero subgroup $G_\alpha$ (Definition 7.2) as an analogue of $G$-Novikov theory. We assume that $G = G_\alpha$ for simplicity. For each generator of the Floer complex of a pair $(L_0, L_1)$, one can consider its orientation space, which is the determinant bundle of the associated Cauchy-Riemann operator. This construction already appeared in [FOOO 3.7.5], and Seidel also used orientation spaces in exact cases. Then, the actual group action is defined to be an action on orientation spaces, where the action image is obtained by gluing the determinant bundles of $w_g$ (more precisely, $(-1)^{\text{sp}(w_g)}w_g$) to the naive $g$-action image of a generator of the Floer complex (see Definition 8.11). Here the Lagrangian bundle data along the boundary $\partial w_g$ will be given a specific spin structure, and $\text{sp}(w_g)$ is defined to be 0 (resp. 1) if such spin structure is trivial (resp. non-trivial). Then, the following identity
from Proposition 7.5

\[ sp(w_g) \cdot sp(w_h) = (-1)^{sp_{L_0}(g,h)+sp_{L_1}(g,h)} sp(w_{gh}), \]

guarantees the cocycle condition of the group action, provided that the spin profiles of \( L_0 \) and \( L_1 \) agree with each other.

In this way, we get a well-defined action of \( G \) on the Floer cochain complex \( CF_{R,0}(L_0, L_1) \) between \( L_0 \) and \( L_1 \). With equivariant Kuranishi perturbations, we show that the Floer differential as well as the \( \mathcal{A}_\infty \)-bimodule structure on \( CF_{R,0}(L_0, L_1) \) is compatible with the \( G \)-action. Therefore, the bimodule structure descends to the \( G \)-invariant part of \( CF_{R,0}(L_0, L_1) \), which should be interpreted as a morphism space between \([L_0/G]\) and \([L_1/G]\) in the Fukaya category of the orbifold \([M/G]\).

Invariance of the Floer cohomologies under \( G \)-invariant Hamiltonians can be proven as well. That is, if \( L_1 \) is the Hamiltonian deformation of \( L_0 \) by a \( G \)-invariant Hamiltonian function on \( M \), then the assumption \( G_{e_0} = G \) always holds and moreover, \( CF(L_0, L_0) \) and \( CF(L_0, L_1) \) are \( G \)-equivariantly isomorphic as \( CF(L_0, L_0) \)-modules.

1.5. **Mirror symmetry.** For the purpose of mirror symmetry, we need to consider complex flat line bundles on Lagrangian submanifolds. With \( G \)-action, \( G \)-equivariant structures of such bundles should be also taken into account. The constructions in this paper can be adapted to the cases with \( G \)-equivariant line bundles by following the standard constructions. Such a \( G \)-equivariant bundle may be considered as an orbi-bundle on the orbi-Lagrangian \([L/G]\). Hence an object of an orbifolded category \( \mathcal{F}_{uk_G}(X) \) is given by a \( G \)-invariant Lagrangian (or a \( G \)-equivariant immersion) equipped with a \( G \)-equivariant line bundle on it. Here morphisms of \( \mathcal{F}_{uk_G}(X) \) are obtained by taking the \( G \)-invariant part of morphisms in the \( G \)-equivariant category.

Recall that \( B \)-branes of mirror symmetry are given by derived categories of coherent sheaves. When there is a group action, it is natural to work with \( G \)-equivariant sheaves.

**Remark 1.4.** *The standard naming convention for equivariant sheaves are unfortunately different from ours. Namely, what we call an orbifoded category (taking \( G \)-invariant parts on morphisms of an equivariant category), is called an equivariant category for the case of sheaves.*

We will see later that if \( X \) is given by a Lagrangian torus fiber bundle equipped with an action of \( G \) compatible with bundle structure, then its dual torus bundle \( Y \) naturally admits a \( G \)-action. In general, if \( Y \) is given as a SYZ (Strominger-Yau-Zaslow) mirror of \( X \), we conjecture that the (derived) orbifold category \( D\mathcal{F}_{uk_G}(X) \) is equivalent the derived category of \( G \)-equivariant sheaves on \( Y \). When the mirror of \( X \) is a Landau-Ginzburg model \( W : Y \to \mathbb{C} \), it turns out that \( W \) is invariant under the \( G \)-action on \( Y \). We conjecture that homological mirror symmetry is the equivalence between the \( G \)-equivariant matrix factorization category of \( W \) and orbifolded Fukaya category \( \mathcal{F}_{uk_G}(X) \). (see Section 14 for the precise statements including spin profile data)

Character group of \( G \) acts on both sides of mirror by twisting the equivariant structures on bundles. Namely, given an orbifold bundle (or \( G \)-equivariant bundle) for \( \mathcal{F}_{uk_G}(X) \), one can change \( G \)-equivariant structure by multiplying a character. We expect that these actions are compatible with homological mirror symmetry. We will look into toric cases, and present more conjectures and examples.

Let us also mention that in a forthcoming work with Siu-Cheong Lau, we will analyze mirror symmetry phenomena for \( G \)-equivariant immersions into finite group quotients, and construct a localized homological
mirror functor for immersed Lagrangian submanifolds.

**Notations and Conventions.** We will assume throughout the paper that $G$ is a finite group. And $G$-action are always assumed to be effective, proper, and orientation preserving, unless stated otherwise. A submanifold $L \subset M$ preserved by the $G$-action of $M$ is called $G$-invariant. Here, the action of $g \in G$ sends $L$ to $L$, but it may not fix $L$ pointwisely. In fact, if $L$ is a Lagrangian submanifold of $M$ and $g$ fixes every point of $L$, then it is easy to see that $g$ fixes a neighborhood of $L$ in $M$. Since the action on $M$ is assumed to be effective, such $g$ should be the identity element of $G$.

Let $R$ be a field containing $\mathbb{Q}$, and we will use $R = \mathbb{R}$ or $\mathbb{C}$ for Floer theory. We use the following $R$-normalization convention due to Seidel [Se1, Section (12e)]. This is because, roughly speaking, we are only interested in the signs, rather than magnitudes in orientations spaces. For any 1-dimensional real vector space $\Theta$, we denote by $|\Theta|_R$ the 1-dimensional $R$-vector space generated by the two orientations of $\Theta$, with the relation that the sum of two generators is zero. An $R$-linear isomorphism $\phi : \Theta_1 \rightarrow \Theta_2$ induces a $R$-linear isomorphism $|\phi|_R : |\Theta_1|_R \rightarrow |\Theta_2|_R$, called the $R$-normalization of $\phi$. Normalization will be also used in families, turning real line bundles into local coefficient systems with fiber $R$. It can be thought of as passing to the associated bundle via the homomorphism given by $\mathbb{R}^\times \rightarrow \{\pm 1\} \subset \mathbb{R}^\times$, $t \rightarrow t/|t|$.

To simplify notations, we denote also by $g \in G$ the diffeomorphism of $M$ induced by the action of $g$ (sometimes written as $A_g$). For $\phi : M \rightarrow N$, we denote by $\phi_\sharp$ the induced map on the fundamental group $\phi_\sharp : \pi_1(M, x_0) \rightarrow \pi_1(N, \phi(x_0))$. We denote by $\gamma_1 \ast \gamma_2$, the concatenation of two paths $\gamma_1$ and $\gamma_2$.
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2. G-Novikov theory in the easiest case

In this section, we review Novikov theory by considering $G$-Novikov theory under the assumption 2.1. In this case, $G$-Novikov theory is given by an equivariant version of the standard one. Also, we will review $G$-Morse theory from our previous work [CH], which is needed for the proper definition of the group action on a Novikov complex.

**Assumption 2.1.** There exists a point $x_0 \in M$ such that $g \cdot x_0 = x_0$ for all $g \in G$.

This assumption enables us to have a natural $G$-action on the fundamental group $\pi_1(M, x_0)$. We will fix a base point to be $x_0$, and simply write $\pi_1(M)$ for $\pi_1(M, x_0)$ in this section. Note that the $G$-action on
\(\pi_1(M)\) is compatible with the group operations of \(\pi_1(M)\). i.e. the \(G\)-action gives a group homomorphism \(G \to \text{Aut}(\pi_1(M))\).

### 2.1. Novikov coverings.

For a closed 1-form \(\eta\) on \(M\), we call \(\eta\) a Morse 1-form if the graph of \(\eta\) in \(T^*M\) is transversal to the zero section. Assume further that \(\eta\) is \(G\)-invariant. \(\eta\) gives rise to a homomorphism \(I_\eta : \pi_1(M) \to \mathbb{R}\),

\[
(2.1) \quad I_\eta(\alpha) = \int_{S^1} \alpha^* \eta,
\]

for \(\alpha \in \pi_1(M)\). Note that \(I_\eta\) is \(G\)-invariant as well, i.e. \(I_\eta(g \cdot \alpha) = I_\eta(\alpha)\).

Let \(\pi : \tilde{M} \to M\) be the covering space associated to the kernel of \(I_\eta\), denoted by \(\text{Ker} I_\eta\). (i.e. for the universal covering \(\tilde{M}_{\text{uni}}\) of \(M\), we have \(\tilde{M} = \tilde{M}_{\text{uni}} / \text{Ker} I_\eta\)). We fix a base point \(\tilde{x}_0\) in \(\tilde{M}\) such that \(\pi(\tilde{x}_0) = x_0\).

**Lemma 2.2.** There is an induced \(G\)-action on \(\tilde{M}\) and \(\pi : \tilde{M} \to M\) is \(G\)-equivariant.

**Proof.** Since \(I_\eta\) is \(G\)-invariant, \(\text{Ker} I_\eta\) is preserved by \(g \circ \pi\) for any \(g \in G\).

Thus, the composition map \(g \circ \pi : \tilde{M} \to M\) has a unique lift \(\tilde{g} : \tilde{M} \to \tilde{M}\) such that \((g \circ \pi)(\tilde{x}_0) = \tilde{x}_0\). The lemma, then, follows from the standard covering theory. \(\square\)

The deck transformation group \(\Gamma\) of the covering \(\tilde{M} \to M\) is given by \(\pi_1(M)/\text{Ker} I_\eta\), and the Novikov ring \(\Lambda_{[\eta]}\) is a completion of the group algebra of \(\Gamma\):

\[
(2.2) \quad \Lambda_{[\eta]} = \left\{ \sum a_i h_i \bigg| a_i \in R, h_i \in \Gamma, |\{i : a_i \neq 0, I_\eta(h_i) < c\}| < \infty \forall c \in \mathbb{R} \right\},
\]

where \(R\) is a commutative ring with unity.

**Lemma 2.3.** The induced \(G\)-action on \(\Gamma = \pi_1(M)/\text{Ker} I_\eta\) is trivial.

**Proof.** Since \(I_\eta\) is \(G\)-invariant, \(G\) acts on \(\Gamma = \pi_1(M)/\text{Ker} I_\eta\). However, for \(\alpha \in \pi_1(M)\),

\[
I_\eta((g \cdot \alpha) * \alpha_-) = I_\eta(g \cdot \alpha) - I_\eta(\alpha) = I_\eta(\alpha) - I_\eta(\alpha) = 0,
\]

where \(\alpha_-(t) = \alpha(1 - t)\). \(\square\)

We have two group actions on \(\tilde{M}\), which are the action of deck transformation group \(\Gamma\) and the induced action of \(G\). The following lemma will play an important role later.

**Lemma 2.4.** The \(\Gamma\)-action and the \(G\)-action on \(\tilde{M}\) commute with each other. Namely for each \(g \in G\), and \(h \in \Gamma\), we have \(\tilde{g} \circ h = h \circ \tilde{g}\).
Proof. We first work over the universal cover $\tilde{M}_{\text{univ}}$. Note that we can lift the $G$-action on $M$ to the $G$-action on the universal cover $\tilde{M}_{\text{univ}}$ similar as in Lemma 2.2. For a deck transformation $h$ of $\tilde{M}_{\text{univ}}$, we denote the corresponding loop in $\pi_1(M)$ by $\alpha_h$.

The action of $g$ takes the loop $\alpha_h$ to the loop $g(\alpha_h)$, and we claim that
\begin{equation}
(2.3) \quad g(\alpha_h) = \alpha_{\tilde{g}h\tilde{g}^{-1}}.
\end{equation}

For the expression $\alpha_{\tilde{g}h\tilde{g}^{-1}}$ to make sense, we first check that the composition $\tilde{g} \circ h \circ \tilde{g}^{-1}$ is a deck transformation of $\pi_{\text{univ}} : \tilde{M}_{\text{univ}} \to M$:
\begin{align*}
\pi_{\text{univ}} \circ (\tilde{g} \circ h \circ \tilde{g}^{-1}) &= g \circ \pi_{\text{univ}} \circ h \circ \tilde{g}^{-1} \\
&= g \circ \pi_{\text{univ}} \circ \tilde{g}^{-1} \\
&= g \circ \pi_{\text{univ}} = \pi_{\text{univ}}.
\end{align*}

To prove the claim, it is enough to compare actions of both sides in (2.3) on the fiber $\pi_{\text{univ}}^{-1}(x_0)$ since the covering is regular. Take any point $y$ in the fiber $\pi_{\text{univ}}^{-1}(x_0)$. We consider the path $\tilde{\alpha}_h$ which is the lift of the loop $\alpha_h$ starting from $y$. Then, its end point gives $h(y) = \tilde{\alpha}_h(1)$.

Hence, $g(\alpha_h)$ is a loop based at $x_0$, and we get a corresponding deck transformation, say $g(h)$. Let $g(\alpha_h)$ be the lift of $g(\alpha_h)$ starting from $y$. Then, $\alpha_{g(h)} = g(\alpha_h)$ sends $y$ to $(g(\alpha_h))(1)$. To get (2.3), we have to show that 
\begin{equation*}
(\tilde{g}(\alpha_h))(1) = \tilde{g}(h(\tilde{g}^{-1}(y))).
\end{equation*}

Let $\tilde{\alpha}_h'$ be the lifting of $\alpha_h$ which begins at $\tilde{g}^{-1}(y)$ instead of $y$. $\tilde{g}(\tilde{\alpha}_h')$ is the lifting of $g(\alpha_h)$ which starts from $y$ because
\begin{equation*}
\tilde{g}(\tilde{\alpha}_h')(0) = \tilde{g} \cdot (\tilde{g}^{-1}(y)) = y,
\end{equation*}

and
\begin{equation*}
\pi \circ (\tilde{g}(\tilde{\alpha}_h')) = g(\pi \circ \tilde{\alpha}_h') = g(\alpha_h).
\end{equation*}

Now
\begin{equation*}
(\tilde{g}(\alpha_h))(1) = \tilde{g}(\tilde{\alpha}_h(1)) = \tilde{g}(h(\tilde{g}^{-1}(y))),
\end{equation*}
which proves the claim (2.3).

By the previous lemma, $g(\alpha_h)$ and $\alpha_h$ are the same elements modulo $\text{Ker} I_\eta$. Projecting down (2.3) from $\tilde{M}_{\text{univ}}$ to $\tilde{M}$, we obtain for $h \in \Gamma$ that
\begin{equation*}
\tilde{g} \circ h \circ \tilde{g}^{-1} = h.
\end{equation*}
on $\tilde{M}$.

We will give more geometric proof of Lemma 2.4 in Subsection 3.2. The $G$-action on $\Gamma$ induces the trivial $G$-action on $\Lambda_{[\eta]}$ as well.

Note that $\pi^*\eta$ is exact by construction. So, we can find a smooth function $\tilde{f} : \tilde{M} \to \mathbb{R}$ such that 
\begin{equation*}
\text{d}\tilde{f} = \pi^*\eta.
\end{equation*}

From the transversality assumption on $\eta$, $\tilde{f}$ is a Morse function on $\tilde{M}$. 

\hfill \Box
Lemma 2.5. \( \tilde{f} \) is \( G \)-invariant.

Proof. Since \( \eta \) is \( G \)-invariant and \( \pi \) is \( G \)-equivariant, we have for each \( g \in G \),

\[
d \left( g^* \tilde{f} - \tilde{f} \right) = g^* d\tilde{f} - d\tilde{f} = g^* (\pi^* \eta) - d\tilde{f} = \pi^* (g^* \eta) - d\tilde{f} = \pi^* \eta - d\tilde{f} = 0.
\]

As we assumed that \( M \) is connected, there is a constant \( c_g \) such that for all \( x \in M \),

\[
c_g = \tilde{f}(g \cdot x) - \tilde{f}(x).
\]

Putting \( g^* \cdot x \) in the place of \( x \), we get

\[
\begin{cases}
c_g = \tilde{f}(g^2 \cdot x) - \tilde{f}(g \cdot x) \\
c_g = \tilde{f}(g^3 \cdot x) - \tilde{f}(g^2 \cdot x) \\
\vdots \\
c_g = \tilde{f}(x) - \tilde{f}(g^{|g|-1} \cdot x)
\end{cases}
\]

since \( g^{|g|} = 1 \) where \( |g| \) is the order of \( g \in G \). By summing up, we have \( |g| c_g = 0 \) and, hence \( c_g = 0 \). We conclude that \( g^* \tilde{f} = \tilde{f} \). In fact, with the assumption \ref{assumption:2.1}, we have \( c_g = \tilde{f}(g \cdot x_0) - \tilde{f}(x_0) = 0 \). But the above argument works without the assumption \ref{assumption:2.1}.

Lemma 2.6. The isotropy group \( G_{\tilde{x}} \) is the same as \( G_x \) for all \( x \in M \).

Proof. It is easy to see that \( G_{\tilde{x}} \subset G_x \). For \( g \in G_x \), \( g \cdot \tilde{x} \) and \( \tilde{x} \) may not be homotopic (regarding \( \tilde{x} \) as a path from \( x_0 \) to \( x \)), but they differ by the \( \text{Ker}I_{\eta} \)-action. More precisely \( \tilde{x} \ast (g \tilde{x}) = \text{Ker}I_{\eta} \) sends \( g \cdot \tilde{x} \) to \( \tilde{x} \).

2.2. Morse theory for Global quotients. Before constructing the \( G \)-Novikov complex, we briefly recall the construction of Morse complexes for global quotients from \cite{CH} (using the language of orientation spaces in \cite{Sei}).

For the global quotient orbifold \( [M/G] \), consider a \( G \)-invariant Morse-Smale function \( f : M \to \mathbb{R} \), and denote by \( \tilde{f} : M/G \to \mathbb{R} \), the induced map on the quotient. \( G \)-action sends a critical point of \( f \) to another critical point, but this naive group action on \( \text{crit}(f) \) is not the right action to consider as observed in \cite{CH}.

For the critical point \( p \), consider the unstable manifold \( W^u(p) \) of the negative gradient flow of \( f \), and its tangent space \( T_p W^u(p) \). In \cite{CH}, we observed that \( G \) should act on the determinant bundle of “unstable directions”, \( \Lambda^{\text{top}}(T_p W^u(p)) \) of each critical point. (We remark that such determinant line bundles also appear for Morse complexes of Morse-Bott functions.)

Definition 2.7. Orientation space \( \Theta^-_p \) at \( p \) is defined as

\[
\Theta^-_p := \Lambda^{\text{top}} T^*_f W^u_f(p).
\]

Without a group action, such additional data are always trivial. However when there is a group action, \( G \) may act on orientation spaces in a non-trivial way. This is a crucial difference, in the sense that the critical point \( p \) is fixed by the \( G_p \)-action, but \( p \) together with its orientation space may not be fixed by the \( G_p \)-action, as \( G_p \) may reverse the orientation of unstable directions (such a critical point was called non-orientable in \cite{CH}). Hence, when we take the \( G \)-invariant part, non-orientable critical points disappear, and rightfully so.
since the topology of the sublevel sets of the orbifold does not change at such a critical point (see [LT]). We refer readers to [CH] for more details.

Orientation spaces naturally arise also when we consider the assignment of signs for each isolated gradient flow in the definition of the boundary operator of Morse complexes. Consider two critical points $p$ and $q$ with Morse indices $i(p) = i(q) + 1$. Then, the space $\tilde{\mathcal{M}}(p, q)$ of gradient flows between $p$ and $q$ can be identified with

$$\tilde{\mathcal{M}}(p, q) = W^u(p) \cap W^s(q),$$

where $W^s(q)$ is the stable manifold of $q$ for $-\nabla f$.

In terms of orientations, (2.6) can be written as follows: For $u \in \tilde{\mathcal{M}}(p, q)$,

$$\wedge^{\text{top}} T_u \tilde{\mathcal{M}}(p, q) \cong \Theta^-_p \otimes (\Theta^-_q)^\vee,$$

where $(\Theta^-_q)^\vee$ is the dual space with respect to the canonical pairing $(\Theta^-_q) \otimes (\Theta^-_q) \to \mathbb{R}$. In the isomorphism (2.7), two copies of $\wedge^{\text{top}} TM$ should appear but cancelled. These copies come from the relation of $W^s(q)$ and $W^u(q)$, and from taking the intersection of them in $M$. (see (12.2) of [Se1] for the Floer theoretic analogue). Therefore, this also explains why orientation spaces $\Theta^-_p$’s are needed to define a $G$-action.

Here, $\Theta^-_p$ is a one dimensional real vector space, and we will be only concerned about the sign of the elements of these vector spaces, not the actual magnitudes when identified with $\mathbb{R}$. Hence, we use the normalization convention, following [Se1] as explained in the introduction. We set up the Morse complex of $f$ as follows.

**Definition 2.8.** Define

$$C_k(M, f) = \bigoplus_{\text{ind}(p) = k} |\Theta^-_p| \mathbb{R}$$

We recall that the differential of the Morse complex can be understood as follows. The time translation of $\tilde{\mathcal{M}}$ gives an element in $\wedge^{\text{top}} T_u \tilde{\mathcal{M}}(p, q)$, and from the equality (2.7), this determines an isomorphism $c_u : \Theta^-_q \to (\Theta^-_p)^\vee$. We use $|c_u^{-1}| \mathbb{R}$ to define a boundary map

$$\partial^{p, q} : \sum_u |c_u^{-1}| \mathbb{R} : |\Theta^-_p| \mathbb{R} \to |\Theta^-_q| \mathbb{R}.$$

This is a coordinate-free way of writing the usual boundary operator of the Morse complex. Namely, a trajectory has an induced orientation from the transversal intersection $W^u(p) \cap W^s(q)$ and we assign $+1$ if it agrees with the direction of the flow itself (the time translation) and $-1$ otherwise.

Now, we can consider a natural $G$-action on the Morse complex $C_\ast(M, f)$. It is not hard to see that the $G$-action commutes with the Morse differential in this new setting. Hence, we can take the $G$-invariant part $C_\ast(M, f)^G$, which is the Morse complex for $[M/G]$. Its homology is isomorphic to the singular homology of the quotient space of $[M/G]$ with $\mathbb{R}$-coefficients for $\mathbb{R} \supset \mathbb{Q}$. Here $\mathbb{Q}$ is needed since over $\mathbb{Z}$, local Morse data are much more complicated.

One difficulty of building up $G$-Morse theory is the equivariant transversality problem. Namely, it is hard to make a generic perturbation of either the Morse function or the metric so that it becomes both Morse-Smale and $G$-invariant. There are two ways to overcome this issue. In [CH], we introduced the notion of weak group actions on Morse-complexes, for a generic Morse-Smale function $f$, which is not $G$-invariant. It can
be also applied in this setting, and later we will use this idea to define the equivariant Fukaya category for an exact symplectic manifold.

Another way is to work with a $G$-invariant Morse function which is not necessarily Morse-Smale, and use the multi-valued perturbation scheme such as Kuranishi structure ([FO]). We will use this approach in the general case of Floer theory to achieve equivariant transversality. We also need $\mathbb{Q} \subset \mathbb{R}$ for this method. From now on, we assume that $\tilde{f}$ on $\tilde{M}$ is of Morse-Smale type, and leave more general case to one of the above two methods.

2.3. Constructions of $G$-Novikov complexes. We spell out how to set up the $G$-equivariant Novikov chain complex of $\eta$ under Assumption 2.1. We denote by $\text{crit}(\tilde{f})$ the set of critical points of $\tilde{f}$. We will use the normalization $|\Theta|_R$ defined in the introduction.

**Definition 2.9.** We define the Novikov chain complex of $M$ with respect to $\eta$, $CN_*(M; \eta)$ as follows: the graded $R$-vector space $CN_*(M; \eta)$ is defined by

$$CN_*(M; \eta) := \left\{ \sum_i x_{\tilde{p}_i} \bigg| x_{\tilde{p}_i} \in |\Theta_{\tilde{p}_i}|_R \text{ satisfying } \diamond \right\},$$

where $\diamond$ is the condition that for each $c \in \mathbb{R}$, the following set is finite:

$$\left\{ i : x_i \neq 0, \tilde{f}(\tilde{p}_i) < c \right\}.$$

The boundary operator $\delta$ on $CN_*(M; \eta)$ is defined by counting gradient flow lines of $\tilde{f}$ in $\tilde{M}$ as in $G$-Morse theory [2.9].

Note that the deck transformation group $\Gamma$ preserves the set $\text{crit}(\tilde{f})$, and this gives $CN_*(M; \eta)$ a $\Lambda_{[\eta]}$-module structure,

$$\phi : \Lambda_{[\eta]} \times CN_*(M; \eta) \to CN_*(M; \eta).$$

More precisely, consider a generator $h$ of $\Lambda_{[\eta]}$, i.e. an element $h$ of $\Gamma = \pi_1(M)/\text{Ker}I_\eta$. Then the scalar multiplication of $h$ to $\tilde{p} \in \text{crit}(\tilde{f})$ is simply the action image $h(\tilde{p})$. Then, $\Lambda_{[\eta]}$-module structure on $CN_*(M; \eta)$ is given as follows. As $\Theta^-_{\tilde{p}}$ is defined by $\Lambda^{top}T_{\tilde{p}}W_\eta^u(\tilde{p})$ and $h$ sends $W_\eta^u(\tilde{p})$ to $W_\eta^u(h(\tilde{p}))$, we have an isomorphism (denoted by the same letter)

$$h : \Theta^-_{\tilde{p}} \to \Theta^-_{h(\tilde{p})}.$$

**Lemma 2.10.** We have an induced $G$-action on $CN_*(M; \eta)$, which is $\Lambda_{[\eta]}$-linear. The differential $\delta$ is $G$-equivariant.

**Proof.** As $\tilde{f}$ being $G$-invariant, $G$ acts on the set $\text{crit}(\tilde{f})$. Thus, each $g$ induces an isomorphism

$$g : \Theta^-_{\tilde{p}} \to \Theta^-_{g(\tilde{p})},$$

as before. Hence, we obtain a $G$-action on generators of $CN_*(M; \eta)$ over $\Lambda_{[\eta]}$. Note that $G$ and $\Gamma$ actions commute (since their actions on $\tilde{M}$ commute) and the lemma follows. The proof of $G$-equivariancy follows from (2.7) and the definition of $\delta$. □

**Definition 2.11.** We call the complex $CN_*(M; \eta)$ equipped with the above $G$-action, the $G$-equivariant Novikov complex of $(M, \eta)$. Its $G$-invariant part $CN_0^G(M; \eta)$ (which is a $\Lambda_{[\eta]}$-module) is called the Novikov complex of $([M/G], \eta)$ where $\eta$ is the induced 1-form on $[M/G]$. 
Here, the $\Lambda_{[q]}$-module structure of $CN^G_+(M; \eta)$ is given by taking the $G$-invariant part of $\varphi^G : \Lambda_+ \times CN^G_+(M; \eta) \to CN^G_+(M; \eta)$, and the boundary $\delta$ is $\Lambda_{[q]}$-linear. In conclusion, we get

$$HN^G_+(M, \eta) := H_\ast \left( CN^G_+(M; \eta), \delta \right),$$

which is a module over $\Lambda_{[q]}$.

What actually happens in taking the $G$-invariant part is as follows. For a critical point $\tilde{p}$ of $\tilde{f}$, consider the isotropy group $G_{\tilde{p}}(= G_p)$. If the $G_{\tilde{p}}$-action on $\Theta_{\tilde{p}}$ is orientation preserving, then this provides a non-trivial element in the $G$-invariant part. If some element $g$ of $G_p$ reverses the orientation of $\Theta_{\tilde{p}}^-$, then exactly the half of $G_p$ reverses the orientations of $W^u(\tilde{p})$. Thus the sum of $G$-action images of $(\tilde{p}, \Theta_{\tilde{p}}^-)$ becomes zero by the cancellation, and hence do not contribute to the $G$-invariant part of the Novikov complex. We refer readers to [CH] for more details on related phenomenon.

3. General $G$-Novikov theory

In this section, we construct a $G$-Novikov complex in the general case without assumption 2.1. The main difficulty is that the construction of covering spaces (as spaces of homotopy classes of paths from a chosen base point) is not compatible with the $G$-action. Indeed, the $G$-action may move the chosen base point to another point.

For this, we will introduce the notion of energy zero subgroup $G_{\eta}$, and define its action on Novikov complexes. If $G = G_{\eta}$, we can define equivariant and orbifolded theory from this $G_{\eta}$ action. But in the general case that $G \neq G_{\eta}$, we need to use a different Novikov ring, what is called $\Lambda_{orb}$. In fact, the most natural way to view it is to consider the orbifold fundamental group of the global quotient orbifold $[M/G]$ and the orbifold analogue of the Novikov covering construction. We will explain how $G_{\eta}$, and $\Lambda_{orb}$ arise in this orbifold setting. Hence, if $G \neq G_{\eta}$, we cannot define $G$-equivariant theory, but we can define $G$-orbifolded theory, by taking $G_{\eta}$-invariant parts of the Novikov complex, with Novikov ring given by $\Lambda_{orb}$.

3.1. Energy zero subgroups and their actions on Novikov coverings. We first take a generic point $x_0 \in M$ such that the isotropy group at $x_0$ of the $G$-action is trivial. That is, $g \cdot x_0 \neq x_0$ for all $g \neq 1 \in G$. As the $G$-action on $M$ is effective, such $x_0$ always exists. Let $\eta$ be a $G$-invariant Morse 1-form $\eta$ on $M$, and consider the universal covering space $\tilde{M}_{\text{univ}}$ and Novikov covering $\pi : \tilde{M} \to M$ obtained by $\tilde{M} = \tilde{M}_{\text{univ}}/\text{Ker}\eta$ where $I_{\eta}(x) = \int \alpha^* \eta$ for $\alpha \in \pi_1(M, x_0)$.

Now, we take the group action into account. Note that the $G$-action on $\tilde{M}$ does not induce a $\tilde{G}$-action on $\tilde{M}$: consider $\tilde{x} \in \tilde{M}$ with $\pi(\tilde{x}) = x \in M$. Then, $\tilde{x}$ is an equivalent class of paths from $x_0$ to $x$. The naive $G$-action sends $\tilde{x}$ to $g(\tilde{x})$, which is a homotopy class of paths from $g \cdot x_0$ to $g \cdot x$. This path is not an element of $\tilde{M}$ since it does not start from $x_0$.

Definition 3.1. A subgroup $G_{\eta}$ of $G$ consists of an element $g \in G$ such that there exist a path $\gamma_g$ from $x_0$ to $g \cdot x_0$, with

$$\int \gamma_g^* \eta = 0.$$

We call $G_{\eta}$ the energy zero subgroup of $G$ for $\eta$ and a path $\gamma_g$ an energy zero path.
To see that $G_\eta$ indeed forms a subgroup, consider $g, h \in G_\eta$ with energy zero paths $\gamma_g$ and $\gamma_h$ respectively. Then, we can take an energy zero path for $gh \in G_\eta$ to be the concatenation

$$\gamma_{gh} = \gamma_g \star g(\gamma_h).$$

**Remark 3.2.** A priori, such energy zero paths may not always exist (i.e. $G_\eta \neq G$ in general). For example, consider $G = \mathbb{Z}/3$-action defined by the rotation on $S^1$ and $d\theta$ a $G$-invariant 1-form on $S^1$. Then, $G_\eta = \{\text{id}\} \neq G$.

By considering the energy zero subgroup $G_\eta$, we can define a $G_\eta$-action on the Novikov covering $\widehat{M}$ as below.

**Definition 3.3.** Given $\bar{x} \in \widehat{M}$ (regarded as a class of paths in $M$) and $g \in G_\eta$ with an energy zero path $\gamma_g$, we define the action of $g$ on $\bar{x}$ as the concatenation of $\gamma_g$ with the naive $g$-action image of $\bar{x}$:

$$g \cdot \bar{x} := \gamma_g \star g(\bar{x}).$$

**Lemma 3.4.** This gives a well-defined $G_\eta$-action on $\widehat{M}$.

**Proof.** For a different choice of an energy zero path $\gamma_g'$ for $g$, the concatenation $\gamma_g \star (\gamma_g')_-$ defines a loop in $\text{Ker}I_\eta$ where $\gamma_-(t) = \gamma(1 - t)$ for a path $\gamma$. Then, two elements $\gamma_g \star (g(\bar{x}))$, and $\gamma_g' \star (g(\bar{x}))$ differ by an action of $\text{Ker}I_\eta$, hence the action of $G_\eta$ on $\widehat{M}$ is well-defined. Also it is easy to check that $g \cdot (h \cdot \bar{x}) = gh \cdot \bar{x}$ for $g, h \in G_\eta$.

If one tries to define a $g$-action similarly for an element $g \in G \setminus G_\eta$ (by taking a path $\gamma_g$ from $x_0$ to $g(x_0)$), then it is straightforward to see that the relation $g^{[b]} = \text{id}$ cannot hold for the action of $g$. Indeed, attaching $\gamma_g$ keeps increasing (or decreasing) the energy.

Now let us closely look into the $G_\eta$-action $\widehat{M}$. From the construction, the projection $\pi : \widehat{M} \to M$ is a $G_\eta$-equivariant map:

$$\pi(g \cdot \bar{x}) = g \cdot \pi(\bar{x}).$$

The pull-back $\pi^* \eta$ is exact by the definition of $\widehat{M}$ and hence we can choose $\widehat{f} : \widehat{M} \to \mathbb{R}$ so that $d\widehat{f} = \pi^* \eta$ as before. We can proceed as in Lemma 2.5 to obtain

**Lemma 3.5.** $\widehat{f} : \widehat{M} \to \mathbb{R}$ is $G_\eta$-invariant.

As we assumed that $M$ is connected, we can find interesting properties of $G_\eta$:

**Lemma 3.6.** $G_\eta$ is a normal subgroup of $G$.

**Proof.** For $h \in G_\eta$ and $g \in G$, we want to show that $ghg^{-1}$ lies in $G_\eta$. So, we need to find an energy zero path from a base point $x$ to $(ghg^{-1}) \cdot x$. Set $y = g^{-1} \cdot x$. Then, it suffices to find such a path from $y$ to $h \cdot y$. Choose any path $\delta$ from $y$ to $x$ and let $\gamma_h$ be an energy zero path from $x$ to $h \cdot x$. Then, it is easy to check that $\delta \star \gamma_h \star h(\delta)_-$ from $y$ to $h \cdot y$ has energy zero. \(\square\)

**Lemma 3.7.** For any $y \in M$, the isotropy group $G_y$ is a subgroup of $G_\eta$.

**Proof.** We fix $y \in M$, and $g \in G_y$. Since $M$ is connected, we can choose a path $\alpha$ from $x_0$ to $y$. Then, $g(\alpha)$ defines a path from $g \cdot x_0$ to $g \cdot y (= y)$. Then, we get a path from $x_0$ to $g \cdot x_0$ by

$$\gamma := \alpha \star (g \cdot \alpha)_-.$$
Note that
\[ I_\eta(\gamma) = I_\eta(\alpha) + I_\eta((g \cdot \alpha)_) = I_\eta(\alpha) - I_\eta(\alpha) = 0 \]
Thus, \( \gamma \) has zero energy and realizes \( g \) as an element of \( G_\eta \). This implies that \( G_y \subset G_\eta \) for all \( y \).

**Corollary 3.8.** If \( M \) has a point, say \( x_1 \), which is fixed by the whole \( G \)-action, then \( G_\eta = G \).

**Proof.** Take \( y \) to be \( x_1 \), and apply Lemma 3.7. \( \square \)

3.2. *Deck Transformations and \( G_\eta \)-actions on Novikov complexes.*

**Lemma 3.9.** The \( G_\eta \)-action on \( \tilde{M} \) commutes with the action of the deck transformation group \( \Gamma = \pi_1(M)/\text{Ker}I_\eta \).

**Proof.** The proof of Lemma 2.4 (for the case with a \( G \)-fixed base point) extends to this general case. But here, we give a geometric proof of it using the \( G_\eta \)-action (3.1).

Let \( h \in \Gamma \) be represented by a loop \( \alpha_h \) at \( x_0 \). If \( \gamma_g \) realizes \( g \in G_\eta \) (i.e. \( \gamma_g(1) = g \cdot x_0 \) and \( I_\eta(\gamma_g) = 0 \)), then \( \gamma_g^{-1} = g^{-1} \cdot (\gamma_g)_- \) realizes \( g^{-1} \). Any point \( \bar{x} \) in \( \tilde{M} \) can be thought of as a (homotopy class of) path from \( x_0 \) modulo \( \text{Ker}I_\eta \)-action. Then, we have path representations of elements in \( \tilde{M} \) as follows:

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{diagram.png}
\caption{(a) \( g \cdot (h \cdot \bar{x}) \) (b) \( h \cdot (g \cdot \bar{x}) \) (c) \( g \cdot (h \cdot \bar{x}) - h \cdot (g \cdot \bar{x}) \)}
\end{figure}

(a) \( g \cdot (h \cdot \bar{x}) \) is represented by the concatenation \( \gamma_g \star (g \cdot \alpha_h) \star (g \cdot \bar{x}) \).
(b) \( h \cdot (g \cdot \bar{x}) \) is represented by the concatenation \( \alpha_h \star \gamma_g \star (g \cdot \bar{x}) \).
(c) The difference between (a) and (b) is represented by \( \gamma_g \star (g \cdot \alpha_h) \star (\gamma_g)_- \star (\alpha_h)_- \).

Since \( \eta \) is \( g \)-invariant
\[ \int_{\alpha_h} \eta + \int_{(\gamma_g)_-} \eta = 0, \]

We conclude that (c) has energy zero, or equivalently
\[ g \cdot (h \cdot x) = h \cdot (g \cdot x). \]

Since the $G$-action on $M$ is orientation preserving, it is easy to see that $G_\eta$ preserves the induced orientation on $\widetilde{M}$. Here is a simple lemma on the relationship between isotropy groups in $M$ and $\widetilde{M}$ analogous to Lemma 2.6

**Lemma 3.10.** Consider $\tilde{x} \in \widetilde{M}$ with $\pi(\tilde{x}) = x$. Then the isotropy group $(G_\eta)_{\tilde{x}}$ at $\tilde{x}$ in $G_\eta$ is given by
\[(G_\eta)_{\tilde{x}} = G_x \cap G_\eta = G_x.\]

**Proof.** The second equality in (3.2) follows from the lemma 3.7. We only prove the first equality, here. For $g \in G_\eta$, we choose an energy zero path $\gamma_g$ from $x_0$ to $g \cdot x_0$ in $M$. Then, if $g \in (G_\eta)_{\tilde{x}}$, then $g \cdot \tilde{x}$ (which is represented by $\gamma_g \ast g(\tilde{x})$) has the same end point as $\tilde{x}$. This means that $g$ is an element of $G_x$.

Conversely, if $g$ fixes $x$, and admits an energy zero path $\gamma_g$, then both $\gamma_g \ast g(\tilde{x})$ and $\tilde{x}$ is a path from $x_0$ to $x$ in $M$, and $I_\eta$ vanishes on $\gamma_g \ast g(\tilde{x}) \ast \tilde{x}$. Thus $g \cdot \tilde{x}$ and $\tilde{x}$ differ by an action of $\text{Ker}I_\eta$, which proves that $g \in (G_\eta)_{\tilde{x}}$.

To define a $G$-equivariant Novikov complex, let us first assume that $G = G_\eta$, and postpone the study of general case to the next subsection. We define the Novikov chain complex as in Definition 2.9, and Novikov ring $\Lambda[\eta]$ as in (2.2). By proceeding as before, we obtain

**Proposition 3.11.** Assume that the induced $G(= G_\eta)$-invariant function $\tilde{f} : \widetilde{M} \to \mathbb{R}$ is of Morse-Smale type. Then, we have an induced $G$-action on the Novikov complex $(CN_*(M; \eta), \delta)$ which is $\Lambda[\eta]$-linear (i.e. $G$-action commutes with $\Lambda[\eta]$).

This defines the $G$-equivariant Novikov complex of $(M, \eta)$. By taking the $G$-invariant part of $CN_*(M; \eta)$, we get the chain complex
\[ (CN^G_*(M; \eta), \delta), \]
which should be considered as Novikov homology of the orbifold $([M/G], \eta)$ with respect to the induced 1-form $\eta$. This construction agrees with the previous construction of Novikov complex with a $G$-fixed point by Corollary 3.8, and we leave the detailed check as an exercise.

When $G \neq G_\alpha$, proper definition of orbifolded Novikov complex is more involved as we need to introduce orbifold Novikov ring $\Lambda^{orb}_{[\eta]}$.

### 3.3. Orbifold Novikov ring $\Lambda^{orb}_{[\eta]}$ and orbifold Novikov complex.

First, we explain how the energy zero subgroup $G_\eta$ naturally arises from the orbifold setting. We give a brief review on the orbifold fundamental group $\pi_1^{orb}([M/G])$.

We call a continuous map $\alpha : [0, 1] \to M$ a generalized loop based at $x_0$ if $\alpha(0) = x_0$ and $\alpha(1) = g_\alpha \cdot \alpha(0)$. i.e. it is a loop up to $G$-action. Note that a genuine loop at $x_0$ is obviously a generalized loop. Since $x_0$ is generic, $g_\alpha$ is uniquely determined from $\alpha$. 
Two generalized loops $\alpha$ and $\beta$ (based at $x_0$) are homotopic if

- $\alpha(1) = \beta(1)$.
- There is a homotopy $H$ between $\alpha$ and $\beta$ relative to end points.

We write $\alpha \sim \beta$ for such homotopy relation.

Two generalized loops can be multiplied as follows.

\[(3.3) \quad \alpha \cdot \beta = \alpha \ast g_\alpha(\beta).\]

where $\ast$ denotes the concatenation of two paths as before.

The set of homotopy classes of generalized loops (based at $x_0$), denoted by $\pi_{orb}^1([M/G], x_0)$, has a group structure induced by (3.3). One can also show that $\alpha^{-1} = g_{\alpha^{-1}}(\alpha_-)$ gives the inverse of $[\alpha]$, where $\alpha_- (t) = \alpha(1 - t)$.

We have a group homomorphism $e : \pi_{1}^ {orb}([M/G]) \rightarrow G$ defined by

$$e([\alpha]) = g_\alpha.$$

It is easy to see that

$$\text{Ker } e = \pi_{1}(M, x_0).$$

Thus, we have the following short exact sequence of groups which is non-split in general.

\[(3.4) \quad 1 \rightarrow \pi_{1}(M) \rightarrow \pi_{1}^ {orb}([M/G]) \xrightarrow{e} G \rightarrow 1.\]

The map $e$ is surjective since we assumed that $M$ is connected.

**Lemma 3.12.** If $M$ has a point, say $x_1$, which is fixed by the whole $G$-action, then orbifold fundamental group can be written as a semi-direct product:

$$\pi_{1}^ {orb}([M/G]) \cong G \rtimes \pi_{1}(M).$$

**Proof.** Recall that the statement of the lemma is equivalent to the existence of a splitting of the extension (3.4). Thus, we need to find a homomorphism $\phi : G \rightarrow \pi_{1}^ {orb}([M/G])$ such that $e \circ \phi = id$ on $G$. Now, if $G$ fixes $x_1$, we can construct $\phi$ as follows. Take a path $\gamma : [0, 1] \rightarrow M$ such that $\gamma(0) = x_0$ and $\gamma(1) = x_1$. For each $g \in G$, $g(\gamma)$ is a path from $g(x_0)$ to $x_1$. Thus, consider the concatenation of two paths $\phi(g) := \gamma \ast g(\gamma_-)$, which is a generalized loop starting from $x_0$ ending at $g(x_0)$. It is easy to check that $\phi$ is a homomorphism, and $e \circ \phi = id$. □

It is well-known that the most of the covering theory extends to the case of orbifolds if one considers orbifold fundamental group, orbifold covering and orbifold universal covering. (see for example Takeuchi [T].) The orbifold universal covering for $[M/G]$ is given by the universal covering $\tilde{M}_{\text{univ}}$ of $M$, with the projection maps $\tilde{M}_{\text{univ}} \rightarrow M \rightarrow M/G$. And $\pi_{1}^ {orb}([M/G])$ becomes the deck transformation group of $\tilde{M}_{\text{univ}} \rightarrow M/G$, whose action can be written as follows.
Definition 3.13. We define the (left) action of $\pi^{orb}_1([M/G])$ on $\tilde{M}_{univ}$ as the concatenation of paths: for $\gamma \in \pi^{orb}_1([M/G])$ with $\gamma(1) = g_\gamma(x_0)$, and for a path $\tilde{x}$ from $x_0$ to $x$, as an element of $\tilde{M}_{univ}$, we define
\[
\gamma \cdot \tilde{x} := \gamma \ast g_\gamma(\tilde{x}).
\]

Recall $\eta$ is a Morse 1-form on $M$, which is $G$-invariant. We denote by $\eta$ the induced 1-form on the quotient $M/G$.

Definition 3.14. We define $I^{orb}_\eta : \pi^{orb}_1([M/G]) \to \mathbb{R}$ as follows:
\[
I^{orb}_\eta(\alpha) := \int_0^1 \alpha^* \eta \quad \text{for } \alpha \in \pi^{orb}_1([M/G]).
\]
This defines a group homomorphism since $\eta$ is $G$-invariant.

We consider the subgroup $\text{Ker} I^{orb}_\eta$, the kernel of $I^{orb}_\eta$ which acts on the orbifold universal covering $\tilde{M}_{univ}$, and consider the quotient orbifold $[\tilde{M}_{univ}/\text{Ker} I^{orb}_\eta]$. An analogue of Novikov covering $\tilde{M} \to M$ in section 2 would be the orbifold covering $[\tilde{M}_{univ}/\text{Ker} I^{orb}_\eta] \to [M/G]$.

But it is cumbersome to work directly with $[\tilde{M}_{univ}/\text{Ker} I^{orb}_\eta]$. For example, $\text{Ker} I^{orb}_\eta$ is discrete but may not be finite in general. Alternatively, we find another presentation of the orbifold $[\tilde{M}_{univ}/\text{Ker} I^{orb}_\eta]$, which is much easier to understand.

Remark 3.15. Similarly to 3.12, if there exists a $G$-fixed point, then we have
\[
\text{Ker} I^{orb}_\eta([M/G]) \cong G \rtimes \text{Ker} \eta.
\]

Before we give the actual construction, it may be helpful to first explain the formalism. Consider the group $B$ acting effectively on a manifold $X$, and let $A$ be a normal subgroup of $B$. Then, $A$, $B$, and the quotient group $C = B/A$ form an exact sequence $1 \to A \to B \to C \to 1$. Note that the $B$-action on $X$ induces the $B/A$-action on the quotient space $X/A$ because $A$ is a normal subgroup. Also the quotient satisfies
\[
(X/A)/(B/A) \cong X/B.
\]
Thus instead of $X/B$, we will consider $X/A$ and its quotient by the group $C = B/A$, and the benefit is that $X/A$, $B/A$ are simpler than $X$ and $B$ (also in our case below $X/A$ will be still a manifold).

Now, we put $B = \text{Ker} I^{orb}_\eta$, and $A = \text{Ker} \eta$ and consider the following diagram of subgroups of fundamental groups.

\[
\begin{array}{cccccccc}
1 & \to & \text{Ker} I_\eta & \to & \text{Ker} I^{orb}_\eta & \xrightarrow{\epsilon_\eta} & G_\eta & \to & 1 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \\
1 & \to & \pi_1(M, x_0) & \to & \pi^{orb}_1([M/G]) & \xrightarrow{\epsilon} & G & \to & 1 \\
\downarrow & & & & & & \downarrow & & \\
1 & \to & \Gamma & \to & \Gamma^{orb} & \to & G/G_\eta & \to & 1
\end{array}
\]
Definition 3.16. We define $G_\eta$ to be the quotient group $\text{Ker}I^{\text{orb}}_\eta/\text{Ker}I_\eta$. $G_\eta$ can be identified with a subgroup of $G$ via the map

$$\text{Ker}I^{\text{orb}}_\eta/\text{Ker}I_\eta \to \pi_1^{\text{orb}}([M/G])/\pi_1(M) = G.$$ 

Hence, we have $C = \text{Ker}I^{\text{orb}}_\eta/\text{Ker}I_\eta$ in the formalism above. From the diagram (3.6), we can correspondingly construct a diagram of covering spaces as follows:

\[
\begin{array}{ccc}
\tilde{M}^{\text{univ}} & \xrightarrow{id} & \tilde{M}^{\text{univ}} \\
\downarrow & & \downarrow \\
\tilde{M} = \tilde{M}^{\text{univ}}/\text{Ker}I_\eta & \xrightarrow{\Gamma_\eta} & [\tilde{M}^{\text{univ}}/\text{Ker}I^{\text{orb}}_\eta] \\
\downarrow & & \downarrow \\
M & \xrightarrow{G} & [M/G]
\end{array}
\]

Here $\tilde{M} = \tilde{M}^{\text{univ}}/\text{Ker}I_\eta$, which is the Novikov covering space considered in the previous section. From the discussion above, the identity (3.5) becomes

\[
[M/G_\eta] \cong [\tilde{M}^{\text{univ}}/\text{Ker}I^{\text{orb}}_\eta].
\]

Note that $\tilde{M}$ is a manifold (it is a covering of $M$), and we have a presentation of the orbifold which involves simpler group $G_\eta$ than $\text{Ker}I^{\text{orb}}_\eta$. This provides an explanation of $G_\eta$, and should extend to the general orbifold case.

In the case when $G \neq G_\eta$, there is a subtle problem with Novikov rings as examined from now on. The deck transformation group for the Novikov cover $[\tilde{M}^{\text{univ}}/\text{Ker}I^{\text{orb}}_\eta] \to [M/G]$ is given by the quotient group

$$\Gamma^{\text{orb}} := \pi_1^{\text{orb}}([M/G])/\text{Ker}I^{\text{orb}}_\eta,$$

while the deck transformation group for $\tilde{M} \to M$ is given by

$$\Gamma := \pi_1([M/G])/\text{Ker}I_\eta.$$

From the diagram (3.6), we see that the difference of two groups is exactly given by $G/G_\eta$. We write the associated Novikov rings as $\Lambda^{\text{orb}}_{[\eta]}$ and $\Lambda_{[\eta]}$ respectively as in (2.2). The inclusion $\Gamma \to \Gamma^{\text{orb}}$ gives rise to a map $\Lambda_{[\eta]} \to \Lambda^{\text{orb}}_{[\eta]}$ between the (completions of) group rings.

The Novikov complex is defined in the following way. From the previous construction, we have the Novikov complex $(CN_*([M; \eta], \delta))$ for $\tilde{M}$ with Novikov coefficients $\Lambda_{[\eta]}$ and the $G_\eta$-action on it. Now, we can replace the Novikov coefficients by

\[
CN_*([M; \eta]) \otimes_{\Lambda_{[\eta]}} \Lambda^{\text{orb}}_{[\eta]},
\]

which still has a $G_\eta$-action.

Definition 3.17. We define the orbifolded Novikov complex of $([M/G], \eta)$ to be

\[
(CN_*([M; \eta]) \otimes_{\Lambda_{[\eta]}} \Lambda^{\text{orb}}_{[\eta]})^{G_\eta}
\]
Let us first drop the assumption that $\eta$ is a fixed $G$-action. The following proposition shows that the complex in Definition 3.17 is the right Novikov complex for the quotient space of the free action.

**Proposition 3.18.** If $G$ acts on $M$ freely, then we have $\Lambda^{orb}_{\eta} \cong \Lambda_\eta$ and the following isomorphism of $\Lambda_\eta$-modules

$$\big(CN_\ast(M; \eta) \otimes_{\Lambda_\eta} \Lambda^{orb}_{\eta}\big)^G \cong CN_\ast(M/G; \eta)$$

**Proof.** Since $G$ acts freely on $M$

$$(3.11) \quad \pi^1_\ast\big([M/G]\big) \cong \pi_1(M/G), \quad \text{Ker} I^{orb}_\eta \cong \text{Ker} I_\eta.$$

This gives the desired identification of $\Lambda^{orb}_{\eta}$ and $\Lambda_\eta$.

Note that the $G_\eta$-action on $\tilde{M}$ is also free. One can see from the diagram (3.7) that the Novikov covering space of $M/G$ with respect to the Morse 1-form $\eta$ is exactly the quotient of $\tilde{M}$ by the free $G_\eta$-action. Therefore, $(CN_\ast(M; \eta) \otimes_{\Lambda_\eta} \Lambda^{orb}_{\eta})^G_\eta$ is naturally isomorphic to $CN_\ast(M/G; \eta)$ which is essentially the Morse chain complex of $\tilde{f} : \tilde{M}/G_\eta \to \mathbb{R}$ with the Novikov coefficients. \hfill \qed

### 3.4. Generalizations.

1. Let us first drop the assumption that $M$ is connected from theorem 3.11. Denote connected components of $M$ by $M_i$ ($1 \leq i \leq k$). i.e. $M = \sqcup_{i=1}^k M_i$. Let us call $M_i$ and $M_j$, $G$-related if there exist $x \in M_i$ and $g \in G$ such that $g(x) \in M_j$. This defines an equivalence relation. We divide the index set $\{1, \ldots, k\}$ into

$$\{i_1, \ldots, i_{a_1}\} \sqcup \cdots \sqcup \{i_{j1}, \ldots, i_{ja_j}\}$$

using this equivalent relation so that connected components $M_{i_{1l}}, \ldots, M_{i_{al}}$ are $G$-related for any $l = 1, \ldots, j$.

To define a group action, we need to make the following assumption.

**Assumption 3.19.** If we denote by $G_{ab}$ the subgroup of $G$ whose elements preserve the connected component $M_{i_{ab}}$, then we require that

$$(G_{ab})_\eta = G_{ab}.$$

Hence, for any $g \in G_{ab}$ and $x \in M_{i_{ab}}$, there exists an energy zero path $\gamma$ connecting $x$ and $g(x)$.

As an initial step, consider the construction of the Morse-Novikov complex for the subcollection $M_{i_{1l}}, \ldots, M_{i_{al}}$ for a fixed $l$. Now, we choose base points $x_{0,i_{lb}} \in M_{i_{lb}}$ so that they lie in a single $G$-orbit. We can consider Novikov-Morse theory on each connected component, with base points given by $x_{0,i_{lb}}$’s.

Then, from the assumption, any $g$-image of $x_{0,i_{lb}}$ for $g \in G$ can be connected to one of $x_{0,i_{lb'}} \in M_{i_{lb'}}$ by energy zero path, say $\gamma_g$. Then, we can define the group action as before. Namely, we concatenate $\gamma_g$ to the front of the image under the naïve group action. Also, one can see that the deck transformation group of one component is isomorphic (by conjugation) to that of the other component, hence the resulting Novikov rings can be identified, which we denote as $\Lambda_l$.

One can take the direct sum of Novikov complexes $(\oplus_{s=1}^a CN_\ast(M_{i_{ls}}; \eta|_{M_{i_{ls}}}), \oplus \delta)$ so that it admits a natural $G$-action.
Now, let us illustrate how to add various complexes for different \( l \)'s. For this, we need to introduce the universal Novikov ring to properly compare various Novikov rings of different subcollections. Then, we will take completed direct sum over all different subcollections to define the Novikov complex (This is similar to what has been done for Novikov Floer theory in \([\text{FOOO}]\), where the case of several connected components of a path space are considered).

The universal Novikov ring is defined by

\[
\Lambda = \left\{ \sum a_i T^{\lambda_i} \left| a_i \in \mathbb{R}, \lambda_i \in \mathbb{R}, \lim_{i \to \infty} \lambda_i = \infty \right. \right\},
\]

and the ring homomorphism from \( \Lambda_{[\eta]} \to \Lambda \) by

\[
\sum a_i h_i \mapsto \sum a_i T^{I_{\eta}(h_i)}.
\]

For each Novikov complex \( CN_*(M_{i_1}; \eta) \) with \( G \)-action, we can introduce the new Novikov complex of \( M \) as

\[
\bigoplus_{l=1}^j \Lambda_{[\eta]} \Lambda_{[\eta]}
\]

which admits a \( G \)-action also.

(2) We have considered a global quotient orbifold \([M/G]\), and have seen how to set up its Novikov complex by working on \( \widetilde{M} \) observing \( G_\eta \)-actions. We can generalize the construction to any effective orbifold if we just use orbifold terms, but it will not be explicit as in the global quotient case. As we will not use it in this paper, we briefly outline the construction. Consider a compact connected oriented orbifold \( \chi \) with a closed Morse 1-form \( \eta \) on \( \chi \). It is straightforward that \( \eta \) defines a homomorphism from \( I_\eta : \pi_1^{orb}(\chi) \to \mathbb{R} \). Then, as before its kernel \( \ker I_\eta^{\text{orb}} (\leq \pi_1^{\text{orb}}(\chi)) \) corresponds to the orbifold covering \( \pi : \widetilde{\chi} \to \chi \) on which \( \pi^* \eta \) is an exact 1-form. Note that \( \widetilde{\chi} \) is no longer a smooth manifold, but rather an orbifold.

Consider the deck transformation group \( \Gamma^{\text{orb}} = \pi_1^{\text{orb}}(\chi) / \ker I_\eta^{\text{orb}} \), and take the (one-sided) completion of the group ring of \( \Gamma^{\text{orb}} \) to define \( \Lambda^{\text{orb}}_{[\eta]} \). Let \( f : \widetilde{\chi} \to \mathbb{R} \) be a Morse function on the (orbifold) Novikov cover which integrates \( \pi^* \eta \). If \( f \) is of Morse-Smale type, we apply the construction in \([\text{CH}]\) (for general orbifolds) to obtain the orbifold Morse complex of \( f : \widetilde{\chi} \to \mathbb{R} \) with \( \Lambda^{\text{orb}}_{[\eta]} \)-coefficients. \( CN_*(\chi; \eta) \) has a natural \( \Lambda^{\text{orb}}_{[\eta]} \)-module structure and the boundary operator \( \delta \) which counts gradient trajectories is \( \Lambda^{\text{orb}}_{[\eta]} \)-linear. We may call the resulting complex the Novikov complex of \((\chi, \eta)\).

4. Floer-Novikov theory and orientation spaces

We recall the setup of Floer-Novikov theory briefly (following \([\text{FOOO}]\)), and also the notion of orientation spaces as well as some gluing formulas for them, which are well-known constructions. In the last subsection, we will introduce the spin \( \Gamma \)-equivalence (refining \( \Gamma \)-equivalence) to associate the canonical spin structure to each generator of Floer-Novikov complexes.

4.1. Floer-Novikov theory. Let \( L_0 \) and \( L_1 \) be Lagrangian submanifolds of a symplectic manifold \((M, \omega)\), transversally intersecting with each other. Let us assume that both \( L_0 \) and \( L_1 \) are connected, compact, oriented and also spin for simplicity. Consider the space of paths

\[
\Omega(L_0, L_1) = \{ l : [0, 1] \to M \mid l(0) \in L_0, l(1) \in L_1 \}.
\]
We denote by $\Omega(L_0, L_1; l_0)$ its connected component containing $l_0 \in \Omega(L_0, L_1)$.

We define an 1-form $\alpha$ on $\Omega(L_0, L_1; l_0)$ as follows: for $\xi \in T^*M = T_l\Omega(L_0, L_1; l_0)$,

$$\alpha(\xi) = \int_{[0,1]} \omega(l'(t), \xi(t)) dt.$$  

(4.1)

The 1-form $\alpha$ is closed but not necessarily exact and hence, one needs to find a suitable Novikov covering for $\alpha$.

First let us consider the universal covering $\tilde{\Omega}_{\text{univ}}(L_0, L_1; l_0)$ of $\Omega(L_0, L_1; l_0)$. A path in $\Omega(L_0, L_1; l_0)$ is a continuous map $w : [0, 1] \times [0, 1] \to M$ satisfying $w_0(t) = l_0(t)$ and $w_s \in \Omega(L_0, L_1; l_0)$ where $w_s(t) = w(s, t)$. If $w_1(t) = l(t)$ for $l \in \Omega(L_0, L_1; l_0)$, the homotopy class of such $w$ gives a point in the universal covering space $\tilde{\Omega}_{\text{univ}}(L_0, L_1; l_0)$ lying over $l$.

Denote by $\varpi(s, t) := w(1 - s, t)$. Given two elements $(w, l)$ and $(w', l')$ of $\Omega(L_0, L_1; l_0)$, we can glue these to get a loop $C := w \ast \overline{w'}$ in $\Omega(L_0, L_1; l_0)$. So we have a loop

$$C : S^1 \times [0, 1] \to M$$

which satisfies the Lagrangian boundary conditions

$$C(s, 0) \in L_0, \ C(s, 1) \in L_1.$$  

(4.2)

We can define its symplectic area $I_\omega(C) = \int_C \omega$ and Maslov index $I_\mu(C)$. The Maslov index $I_\mu$ is defined as usual by the difference of the Maslov indices of the loops in the Lagrangian Grassmannian, where the loops are obtained from two boundary components of $C$ after a symplectic trivialization of the pull-back bundle over $C$. This gives a homomorphism

$$\nu : I_\omega : \pi_1(\Omega(L_0, L_1; l_0)) \to \mathbb{R} \times \mathbb{Z}.$$  

(4.3)

The following definition of the $\Gamma$-equivalence between two paths in $\Omega(L_0, L_1; l_0)$ is due to [FOOO].

**Definition 4.1.** $(w, l)$ and $(w', l')$ are said to be $\Gamma$-equivalent if

$$I_\omega(w \ast \overline{w'}) = 0 = I_\mu(w \ast \overline{w'}).$$

The set of $\Gamma$-equivalence classes forms a covering $\tilde{\Omega}(L_0, L_1; l_0)$ associated to the following subgroup of $\pi_1(\Omega(L_0, L_1; l_0))$:

$$\text{Ker}(I_\omega, I_\mu) = \text{Ker}I_\omega \cap \text{Ker}I_\mu.$$  

Hence the deck transformation group $\Pi(0, L_1; l_0)$ of the covering

$$\pi : \tilde{\Omega}(L_0, L_1; l_0) \to \Omega(L_0, L_1; l_0),$$

is given by the quotient $\pi_1(\Omega(L_0, L_1; l_0))/\text{Ker}(I_\omega, I_\mu)$.

By the definition of $\Gamma$-equivalences, the homomorphisms $I_\omega$ and $I_\mu$ give rise to

$$\nu : \Pi(0, L_1; l_0) \to \mathbb{R} \times \mathbb{Z},$$

(4.5)

defined by $E(g) = I_\omega(C)$ and $\mu(g) = I_\mu(C)$. Here, the element $g \in \Pi(0, L_1; l_0)$ is represented by a map $C : S^1 \times [0, 1] \to M$ satisfying $[4.2]$ above. Note that $\Pi(0, L_1; l_0)$ is an abelian group. Indeed $[4.5]$ gives
an injective homomorphism onto its image by the definition of Γ-equivalence. Define $\Lambda^k(L_0, L_1; l_0)$ whose element is a formal sum

$$\sum_{\beta \in \Pi(L_0, L_1; l_0) \mu_{\alpha}(\beta) = k} a_{\beta}[\beta]$$

with $a_{\beta} \in R$. It should satisfy the condition that the set $\{ \beta | a_{\beta} \neq 0, E(\beta) < C \}$ is finite for any $C$.

From the construction, $\pi^* \alpha$ is exact (where $\pi$ is the covering map in (4.4)). The Floer action functional $A$ on $\tilde{\Omega}(L_0, L_1; l_0)$ is defined by

$$A([w, l]) = \int w^* \omega$$

for an element $[w, l]$ in $\tilde{\Omega}(L_0, L_1; l_0)$. Then, the direct computation shows that

$$\pi^* \alpha = -dA.$$

i.e. the Floer action functional is a Morse function on the Novikov cover which integrates $-\pi^* \alpha$. In short, Floer-Novikov theory is Morse theory of $A$ on $\tilde{\Omega}(L_0, L_1; l_0)$ with Novikov coefficients $\Lambda(R)$. Critical points of $A$ are given by $[w, l_p] \in \tilde{\Omega}(L_0, L_1; l_0)$ where $l_p$ is a constant path at $p \in L_0 \cap L_1$.

Like in [FOOO], we work with the universal Novikov ring $\Lambda_{nov}$ and its subring $\Lambda_{0,nov}$ as coefficient rings for Floer cohomology groups:

$$\Lambda_{nov}(R) = \left\{ \sum_{i=0}^{\infty} a_i T^{\lambda_i} \mid a_i \in R, \lambda_i \in R, \lim_{i \to \infty} \lambda_i = \infty \right\},$$

$$\Lambda_{0,nov}(R) = \left\{ \sum_{i=0}^{\infty} a_i T^{\lambda_i} \in \Lambda_{nov}(R) \mid \lambda_i \in R \geq 0 \right\}.$$  

Recall for a single Lagrangian $L$, the associated Novikov ring is defined by

$$\Lambda(L) = \left\{ \sum_{\beta \in \Pi(L)} a_{\beta} [\beta] \mid \# \{ \beta | a_{\beta} \neq 0, E(\beta) < C \} \text{ is finite for each } C \right\}.$$  

The homomorphism $I_L : \Lambda(L) \to \Lambda_{nov}$ given by

$$I_L \left( \sum_{\beta \in \Pi(L)} a_{\beta} [\beta] \right) = \sum_{\beta} a_{\beta} T^{f_{\beta}} \omega$$

identifies $\Lambda(L)$ with a subring of the universal Novikov ring. We use the same identification as (4.6) to transfer $\Lambda^k(L_0, L_1; l_0)$ into the universal Novikov coefficients.

4.2. Orientation spaces for Lagrangian Floer theory. We recall orientation spaces for Lagrangian Floer theory. The Cauchy-Riemann (CR for short) operators associated to generators of the Floer-Novikov complex were introduced in [FOOO] for Bott-Morse Lagrangian Floer theory. The index spaces (Definition 4.2) of these operators will be called orientation spaces. The orientation spaces are keys to analyze Fredholm indices, and orientations in the Lagrangian Floer theory. As so, it is natural to expect that they play a important role in understanding group actions on Lagrangian Floer theory.

We fix a reference path $l_0$, and specify pre-fixed choices of data in what follows. For the chosen reference path $l_0 : [0, 1] \to M$, we write $l_0(0) = p_0 \in L_0$, $l_0(1) = p_1 \in L_1$. Along the chosen reference path, we choose
a fixed path \( \lambda_0(t) \) where \( \lambda_0(t) \) is an element of oriented Lagrangian subspace in \( T_{L_0} M \) whose end points are given by \( \lambda_0(0) = T_{p_0} L_0 \) and \( \lambda_0(1) = T_{p_1} L_1 \). We denote

\[
\tilde{\lambda}_0 := \bigcup_{t \in [0,1]} \{ t \} \times \lambda_0(t) \rightarrow [0,1].
\]

Before we explain additional choices needed to specify spin structure of the Lagrangian bundle, we recall the definition of the associated CR operator. Consider a critical point \( [w, l_p] \in Cr(L_0, L_1; l_0) \) for \( p \) a point in the Lagrangian intersection \( L_0 \cap L_1 \). We choose a representative \( (w, l_p) \) (instead of its \( \Gamma \)-equivalence class).

We want to define the orientation space \( \Theta^{-}(w, l_p) \) at the end.

The map \( w \) produces a path \( \lambda_{w, \lambda_0} \) of Lagrangian subspaces in \( TM \) from \( T_{p_1} L_1 \) to \( T_{p_0} L_0 \) by concatenating \( \lambda_0 \) and Lagrangian paths in top and bottom edge of \( \partial w \). More precisely, for \( (s, t) \in (\{0\} \times [0,1]) \cup ([0,1] \times \{0,1\}) \) homeo \(\cong\) \([0,1]\), we get a path \( \lambda = \lambda_{w, \lambda_0} \) such that,

\[
\lambda(0, t) = \lambda_0(t), \quad \lambda(i, s) = T_{w(i,s)} L_i \quad \text{for} \ i = 0, 1,
\]

as drawn in Figure 2.

Since \([0,1]^2\) is contractible, we can trivialize \( w^* TM \)

\[
w^* TM \cong [0,1]^2 \times T_{p_1} M
\]

so that \( \lambda \) is a path in the oriented Lagrangian Grassmannian of \( T_{p_1} M \). Put

\[
Z_- = \{ z \in \mathbb{C} \mid |z| \leq 1 \} \cup \{ z \in \mathbb{C} \mid \text{Re} z \geq 0, |\text{Im} z| \leq 1 \}.
\]

For \( \lambda = \lambda_{w, \lambda_0} \), one defines a CR operator by

\[
\tilde{\partial}_{\lambda, Z_-} : W^{1,p}_\lambda (Z_-; T_{p_1} M) \rightarrow L^p(Z_-; T_{p_1} M \otimes \Lambda^{0,1}(Z_-)),
\]

whose Lagrangian boundary condition comes from \( \lambda \). Here, \( W^{1,p}_\lambda (Z_-; T_{p_1} M) \) is the Banach space of \( L^{1,p} \) maps \( \zeta_- : Z_- \rightarrow T_{p_1} M \) with weighted norms:

\[
\begin{align*}
(1) & \quad \zeta_-(\tau, i) \in T_{p_1} L_i, \text{ where we use } z = \tau + it \\
(2) & \quad \zeta_-(z_-) \in \lambda(t), \text{ where } z_- (t) = e^{\pi i (-1/2 + t)} \in \partial Z_- \\
(3) & \quad \int_{Z_-} e^{i|\tau|}(|\nabla \zeta_-|^p + |\zeta_-|^p) d\tau dt < \infty.
\end{align*}
\]
It is well known that $\bar{\partial}_{\lambda,Z_-}$ is a Fredholm operator. See [FOOO] for more details.

Finally, one assigns an orientation space to each generator $[w,l_p]$ as follows.

**Definition 4.2.** The orientation space $\Theta^-_{(w,l_p)}$ for a pair $(w,l_p)$ is defined as

$$\Theta^-_{(w,l_p)} := \det(\bar{\partial}_{\lambda,Z_-}) = (\Lambda^{\text{top}} \text{Coker } \bar{\partial}_{\lambda,Z_-})^* \otimes \Lambda^{\text{top}} \text{Ker } \bar{\partial}_{\lambda,Z_-}.$$ 

The canonical orientation on the moduli space associated to the CR operators with Lagrangian boundary conditions is determined from the spin structures of the Lagrangian sub-bundles. Later, we will deal with isomorphisms between various orientation spaces, and to find a canonical isomorphism, we need to also specify spin structures of the Lagrangian bundles on the boundary components. Without these, there would be an ambiguity of signs whenever we try to compare, identify and glue orientation spaces. Signs are indeed very crucial information (for example different signs for the group action change the invariant sets).

As in chapter 8 of [FOOO], we fix the following choices of spin data. Also we choose and fix a trivialization $\sigma : [0,1] \times \mathbb{R}^n \to \lambda_{l_0}$, which also provides a trivialization of $T_{p_0}L_0$ and $T_{p_1}L_1$. The latter trivialization $\sigma_{t=1} : \mathbb{R}^n \to T_{p_1}L_1$ gives an embedding $SO(n)$ into the fiber of $P_{SO(L_1)}$ at $p_1$. We choose one of its lifts $\iota_i : Spin(n) \to P_{\text{spin}}(L_i)$ between two possible choices.

The trivialization $\sigma$ of $\lambda_{l_0}$ also can be lifted, and we make a choice

$$\tilde{\sigma} : [0,1] \times Spin(n) \cong P_{\text{spin}}(\lambda_{l_0}).$$

Now, we can use $\tilde{\sigma}, l_0, \iota_1$ to glue $P_{\text{spin}}(L_0), P_{\text{spin}}(\lambda_{l_0}), P_{\text{spin}}(L_1)$ at $p_0$ and $p_1$. Namely, we glue $P_{\text{spin}}(L_i)$ and $P_{\text{spin}}(\lambda_{l_0})$, using $\iota_i \circ \tilde{\sigma}^{-1}$ at $p_i$ for $i = 0, 1$.

We emphasize that with these pre-fixed data, we have the canonical spin structure of $\lambda$ for the generator $(w,l_p)$: for $T_{w(z(t))}L_0$ with $0 \leq t \leq \frac{1}{3}$, we have $P_{\text{spin}}(L_0)$ and for $T_{w(z(t))}L_1$ with $\frac{2}{3} \leq t \leq 1$, we have $P_{\text{spin}}(L_1)$, and for $\lambda_{l_0}(t)$ for $\frac{1}{3} \leq t \leq \frac{2}{3}$, we have $P_{\text{spin}}(\lambda_{l_0})$. At $t = \frac{1}{3}$ (resp. $t = \frac{2}{3}$), we glue $P_{\text{spin}}(\lambda_{l_0})$ and $P_{\text{spin}}(L_0)$ (resp. $P_{\text{spin}}(L_1)$) by $l_0 \circ \tilde{\sigma}^{-1}$ (resp. $\iota_1 \circ \tilde{\sigma}^{-1}$).

**4.3. Gluing theorems.** We need to recall some elementary facts on determinant (index) spaces of CR operators. See [Se1, Section (11c)] for more explanations.

First, we consider the gluing of CR operators on $Z_-$ and the one on holomorphic strips, and investigate the relation between orientation spaces before and after the gluing. Let $S_1$ be given by $Z_-$, and let $S_2$ be a strip $\mathbb{R} \times [0,1]$. Consider a $J$-holomorphic strip connecting two intersection points $p$ and $q$ and the induced Lagrangian sub-bundle data $\lambda'$ along $\partial S_2 = \mathbb{R} \times \{0,1\}$, which give rise to a weighted CR operator $\bar{\partial}_{\lambda',S_2}$.

The standard gluing theorem for the weighted CR operators $\bar{\partial}_{\lambda,S_1}$ for $S_1$, and $\bar{\partial}_{\lambda',S_2}$ for $S_2$ says that

$$\det(\bar{\partial}_{\lambda,S_1}) \otimes \det(\bar{\partial}_{\lambda',S_2}) \cong \det(\bar{\partial}_{\lambda',S_3}),$$

where $S_3 = Z_-$ and by $\lambda_2 \lambda'$, we mean the Lagrangian sub-bundle data along $\partial S_3$ obtained by concatenating that of $\mathbb{R} \times \{1\} \subset \partial S_2$ backwards, that of $S_1$, and that of $\mathbb{R} \times \{0\} \subset S_2$. (See (a) of Figure [3])

Hence, the determinant line bundle $\det(\bar{\partial}_{\lambda',S_2})$ for the holomorphic strip is obtained as a tensor product (compare with (2.7))

$$\det(\bar{\partial}_{\lambda,S_1}) \otimes \det(\bar{\partial}_{\lambda',S_3}).$$
In the discussion below we need another type of gluing result. Let $S_4$ be a disc with a trivial symplectic bundle $E_4$ and a Lagrangian sub-bundle $F_4$ (which is not necessarily trivial) along $\partial S_4$ and consider $S_5 = \mathbb{Z}_-$ and a trivial symplectic bundle $E_5$ and a Lagrangian sub-bundle $F_5$ along $\partial S_5$ which is fixed sub-bundle for \{z \in \mathbb{Z}_- \mid \text{Re} (z) \geq 0\} as in (4.2).

Consider boundary marked points $y \in \partial S_4$, and $z \in \partial S_5$ and an identification $E_{4,y} \cong E_{5,z}$ which identifies $F_{4,y}$ with $F_{5,z}$. Then determinant spaces of the associated CR operators satisfy

$$\text{det}(\bar{\partial} S_4) \otimes \text{det}(\bar{\partial} S_5) \cong \text{det}(\bar{\partial} S_6) \otimes \wedge^{\text{top}} F_{5,z},$$

where $S_6 = \mathbb{Z}_-$ with a Lagrangian sub-bundle data along $\partial S_6$ obtained by concatenating that of $\mathbb{R} \times \{1\} \subset \partial S_5$ backwards, that of $S_4$ counter-clockwise, and that of $\mathbb{R} \times \{0\} \subset S_5$. (See (b) of Figure 3) Here, the new term $\wedge^{\text{top}} F_{5,z}$ appears because the elements of the kernel of Cauchy-Riemann problem on $S_4$ and $S_5$ should have the same boundary value in $F_{4,y} = F_{5,z}$ at $y = z$.

Later, we will need the following lemma of Seidel.

**Lemma 4.3.** [Se1, Lemma 11.17] Let $\rho$ be a loop in the Lagrangian Grassmannian. Then a choice of pin structure determines an isomorphism

$$\text{det}(\bar{\partial} D, \rho) \cong \wedge^{\text{top}} \rho(0).$$

One way to interpret this lemma is to say that the choice of pin structure gives rise to a canonical orientation of the determinant space (relative to $\rho(0)$). This lemma will be used in (4.10) for a Lagrangian loop $\rho$ of $\partial S_4$ so that we have a canonical isomorphism between $\text{det}(\bar{\partial} S_4)$ and $\text{det}(\bar{\partial} S_5)$.

Let us briefly review the argument in [Se1] for Lemma 4.3 in the case of a Maslov index zero loop. First consider $\rho$ to be a constant loop with a trivial spin structure. Then, the kernel is identified with $\rho(0)$ whereas the cokernel is trivial. For non-constant $\rho$ of index zero with a trivial spin structure, we consider a homotopy from $\rho$ to a trivial one to obtain the identification $\text{det}(\bar{\partial} D, \rho) \cong \wedge^{\text{top}} \rho(0)$. If we equip $\rho$ with a non-trivial spin structure, the identification is changed by reversing the sign.

**4.4. Spin-$\Gamma$-equivalences and Novikov theory.** We have defined the closed 1-form $\alpha$ (4.1) on $\Omega(L_0, L_1; l_0)$, and considered the Novikov covering $\tilde{\Omega}(L_0, L_1; l_0)$ by using $\Gamma$-equivalences on bounding surfaces of paths to define action functional $A$. Now, we introduce a new notion of spin-$\Gamma$-equivalences. This will be a finer equivalence relation than the $\Gamma$-equivalence, and hence it will have a possibly bigger deck transformation
group, which results in the bigger Novikov ring $\Lambda^{spin}$. But later, we will reduce the coefficient ring to the usual universal Novikov ring with help of a homomorphism $\Lambda^{spin}$ to $\Lambda$. In this process, $\Gamma$-equivalent, but not spin-$\Gamma$ equivalent elements will be identified with opposite signs. Hence, the Floer complex is essentially the same complex as that of $[FOOO]$.

Spin structures are essentially taken into account also in the definition of Floer complexes in $[FOOO]$, but the usage of spin $\Gamma$-equivalence here gives more canonical and explicit way of merging the spin structures of Lagrangian bundle data at critical points into the Floer complexes. Namely, $\Gamma$-equivalences are not very natural to assign orientations in the sense that $\Gamma$-equivalent generators with different spin structures on the associated Lagrangian bundle should rather be thought to give the same generator with opposite sign. In $[FOOO]$, the choice of spin structures is carried as extra data, but we would like to combine it with the $\Gamma$-equivalence by defining a finer equivalence relation. We emphasize that what to be done is a reformulation of orientation analysis of $[FOOO]$ which is written very carefully in Section 8.1.3. Introduction of spin-$\Gamma$-equivalence provides a way to understand the Novikov complex and its orientation scheme at once, and we explain how to adapt orientation scheme of $[FOOO]$ into this setting.

Detailed constructions are to be given from now on. We first define the spin-$\Gamma$-equivalence. If two pairs $(w, l)$ and $(w', l)$ have the same end points $l$, then induced Lagrangian paths $\lambda_{w,l}$ and $\lambda_{w',l}$ have the same end values. They can be glued to each other by first inverting $\lambda_{w',l}$ and identifying $\lambda_{w,l}(i)$ with $\lambda_{w',l}(i)$ for $i = 0, 1$. As a result, we obtain a Lagrangian bundle over a circle $S^1$, which we denote by $\lambda^\sharp\lambda_-$. Their spin structures also can be glued too.

Note that $\lambda^\sharp\lambda_-$ is a Lagrangian sub-bundle over a rectangle. On the horizontal edges, it restricts to the tangent bundle of Lagrangian submanifolds with given spin structures, $P_{spin}L_0$ and $P_{spin}L_1$. On vertical edges, it becomes $\lambda_{l_0}$ over the base path $I_0$ with the spin structure $P_{spin}(\lambda_{l_0})$. How to glue these spin structures at vertices by $i \circ \sigma^{-1}$ were explained in the paragraph after (4.8). This provides the desired canonical spin structure on $\lambda^\sharp\lambda_-$. If $(w, l)$ and $(w', l)$ are $\Gamma$-equivalent, the Maslov index of $\lambda^\sharp\lambda_-$ vanishes, and hence the trivial spin structure of $\lambda^\sharp\lambda_-$ makes sense (see the explanation before Assumption 5.1 for the definition of trivial spin structure).

**Definition 4.4.** $(w, l)$ and $(w', l)$ are said to be spin-$\Gamma$-equivalent if they are $\Gamma$-equivalent, and the induced spin structure on $\lambda^\sharp\lambda_-$ over $S^1$ is a trivial spin structure. The set of spin-$\Gamma$-equivalence classes is denoted by $\Omega(L_0, L_1; l_0)^{sp}$.

The spin-$\Gamma$ equivalence is linked to the covering $\tilde{\Omega}(L_0, L_1; l_0)^{sp}$ in the same way that we had the $\Gamma$-equivalence from a covering $\tilde{\Omega}(L_0, L_1; l_0)$ (4.4). In addition to $(L_0, I_\mu)$ (4.3), we have a homomorphism $sp : \text{Ker} \mu \to \mathbb{Z}/2$, which is defined by 0 for the trivial spin structure on $C \in \pi_1(\tilde{\Omega}(L_0, L_1; l_0))$ with $I_\mu(C) = 0$, and 1 otherwise. In fact, by using Lemma 4.3, we can extend $sp$ to the following map

$$sp : \pi_1(\tilde{\Omega}(L_0, L_1; l_0)) \to \mathbb{Z}/2.$$  

Let $C : S^1 \times [0, 1] \to M$ be a cylinder representing an element of $\pi_1(\tilde{\Omega}(L_0, L_1; l_0))$ i.e. the boundary $S^1 \times \{0\}$ maps to $L_0$ and the boundary $S^1 \times \{1\}$ to $L_1$ by $C$. We cut the cylinder $S^1 \times [0, 1]$ along $\{-1\} \times [0, 1]$ to obtain a disc $D : D^2 \to M$, and choose a path of Lagrangian subspaces from $T_{C(-1,0)}L_0$ to $T_{C(-1,1)}L_1$ which connects corresponding spin structures also. In this way, we get a Lagrangian loop along $\partial D^2$ with a spin structure from $C$. 
With help of Lemma 4.3, we can determine whether the canonical orientation of the associated determinant space equals the given orientation of $T_{C(1, 0)}L_0$ or not. If it is equal, then we define $sp$ of $C$ to be zero, and one otherwise. Note that $sp(C)$ does not depend on the choice of paths connecting $T_{C(-1, 0)}L_0$ and $T_{C(-1, 1)}L_1$ since this path contributes to $sp$ twice after cutting.

The covering $\tilde{\Omega}(L_0, L_1; l_0)^{sp}$ corresponds to the following subgroup of $\text{Ker}I_\omega \cap \text{Ker}I_\mu \subset \pi_1(\Omega(L_0, L_1; l_0))$:

$$\text{Ker}(I_\omega, I_\mu, sp) = \text{Ker}I_\omega \cap \text{Ker} sp.$$  

We denote by $\Pi(L_0, L_1; l_0)^{sp}$ the group of deck transformations of the covering

$$(4.12) \quad \pi^{sp} : \tilde{\Omega}(L_0, L_1; l_0)^{sp} \to \Omega(L_0, L_1; l_0).$$

It is not hard to check that $\text{Ker}(I_\omega, I_\mu, sp)$ is a normal subgroup of $\pi_1(\Omega(L_0, L_1; l_0))$ and hence, the deck transformation group is given by the quotient group $\pi_1(\Omega(L_0, L_1; l_0))/\text{Ker}(I_\omega, I_\mu, sp)$. Note that $\Pi(L_0, L_1; l_0)^{sp}$ is also an abelian group since it is a quotient group of the abelian group $\Pi(L_0, L_1; l_0)$ [4.5].

The Novikov ring for the coverings $\pi^{sp}$ is given as below. Here, $R$ is a commutative ring with unity which includes $Q$ (we need rational coefficients for multisections).

Definition 4.5. $\Lambda^R_k(L_0, L_1; l_0)^{sp}$ is the set of all formal sums

$$\sum_{\mu(h)=k} a_h [h],$$

such that $a_h \in R$ and

$$|\{h \in \Pi(L_0, L_1; l_0)^{sp} | E(g) \leq C, a_h \neq 0\}| = \infty. \quad (4.13)$$

We write

$$\Lambda^R(L_0, L_1; l_0)^{sp} = \bigoplus_k \Lambda^R_k(L_0, L_1; l_0)^{sp}.$$  

Compare it with the Novikov ring $\Lambda^R(L_0, L_1; l_0)$ defined in Subsection 4.1

Definition 4.6. The homomorphism $j$

$$(4.14) \quad j : \Lambda^R(L_0, L_1; l_0)^{sp} \to \Lambda^R(L_0, L_1; l_0),$$

is defined as the map induced from the natural projection $\Pi(L_0, L_1; l_0)^{sp} \to \Pi(L_0, L_1; l_0)$ with an additional multiplication of $sp$ defined in [4.11].

Later, we will use the coefficient ring $\Lambda^R(L_0, L_1; l_0)$ (or the universal Novikov ring) using this homomorphism $j$.

Now, new (naive) generators of the Floer complex are given by

$$(4.15) \quad Cr(L_0, L_1; l_0)^{sp} = \left\{[w, l_p] \in \tilde{\Omega}(L_0, L_1; l_0)^{sp} \mid p \in L_0 \cap L_1 \right\},$$

where $l_p$ is the constant path at $p$. If an element $c \in \Pi(L_0, L_1; l_0)^{sp}$ is represented by the loop $C$ of $\pi_1(\Omega(L_0, L_1; l_0)^{sp})$, then the action of $\Pi(L_0, L_1; l_0)^{sp}$ on $Cr(L_0, L_1; l_0)$ is defined by

$$c \cdot [w, l_p] = [C \ast w, l_p].$$
From this action, one can naturally define a $R[\Pi(L_0, L_1; l_0)]^{sp}$-module which is generated by elements in $Cr(L_0, L_1; l_0)^{sp}$. The actual definition of the cochain complex should also involve the orientation spaces associated to the generators in (4.14). More precisely, consider the formal sum

$$r = \sum_{\mu([w, l_p]) = k} a_{[w, l_p]} x_{[w, l_p]}$$

where $a_{[w, l_p]} \in R$ and $x_{[w, l_p]} \in \Theta_{[w, l_p]}^{-}$. 

**Remark 4.7.** For the precise definition of $\Theta_{[w, l_p]}^{-}$, see Subsection 4.2. Spin-$\Gamma$-action on orientation spaces is defined using the isomorphism of orientation spaces in (4.10). We omit the details, and refer readers to Section 4 where similar operation on orientation spaces are explained carefully.

Let

$$\text{supp}(r) := \{[w, l_p] \in Cr(L_0, L_1; l_0)^{sp} | a_{[w, l_p]} \neq 0 \}.$$

We call the sum $r$ a Floer cochain of degree $k$ if

$$\#(\text{supp}(r) \cap \{[w, l_p] | A([w, l_p]) \leq \lambda \}) < \infty$$

for any $\lambda \in \mathbb{R}$.

We denote the set of all Floer cochains of degree $k$ by $CF^{sp,*}_{R, l_0}(L_0, L_1) := \bigoplus_k CF^{k}_{R, l_0}(L_0, L_1)^{sp}$. From the $\Pi(L_0, L_1; l_0)^{sp}$-action $Cr(L_0, L_1; l_0)^{sp}$, we get a natural $\Lambda^R(L_0, L_1; l_0)^{sp}$-module structure of $CF^{sp,*}_{R, l_0}(L_0, L_1)$.

**Definition 4.8.** The Floer complex of the pair $(L_0, L_1)$ is defined as

$$CF^*_{R, l_0}(L_0, L_1) := CF^{sp,*}_{R, l_0}(L_0, L_1) \otimes_{\Lambda^R(L_0, L_1; l_0)^{sp}} \Lambda^R(L_0, L_1; l_0)$$

using the homomorphism $j$ of (4.13).

We will use the universal Novikov coefficients by considering ring homomorphism

$$\Lambda^R(L_0, L_1; l_0)^{sp} \to \Lambda^R(L_0, L_1; l_0) \to \Lambda_{nov}(R)$$

in many applications such as morphism spaces of Fukaya categories. This will enable us to compare various of modules arising from Lagrangian Floer theory over the single coefficient field.

We will revisit the $\Lambda^R(L_0, L_1; l_0)^{sp}$-module structure on $CF^{sp,*}_{R, l_0}(L_0, L_1)$ with more details in Subsection 8.2 and discuss the new Novikov ring which fits into orbifold Floer cohomology in Subsection 8.3.

5. Spin profiles

Consider $G$-invariant Lagrangian submanifolds and suppose further that they admit $G$-invariant spin structures. Although spin structures are $G$-invariant, group actions on the frame bundles of Lagrangians do not lift in general to the one on spin bundles. For example, consider a reflection $A \in O(n)$, and its lift $\tilde{A} \in Pin(n)$. Then, $\tilde{A}^2 = Id$, but we have $A^2 = (-1)^{r(r-1)/2} e$ where $r$ is the rank of $Ker(Id + A)$ [Se1, Lemma 11.4]. Hence, the $\mathbb{Z}/2$-action given by $A$ on $\mathbb{R}^n$ induces the action on $Pin(n)$ only up to signs, and the sign error indeed has an important geometric origin. For the general group actions, we will regard these sign differences as a group cohomology class, and call them spin profiles.
5.1. Spin structures and spin profiles. Before presenting the definition of spin profiles, we briefly recall basic facts on spin structures for reader’s convenience.

Let $Cl(\mathbb{R}^n)$ be the Clifford algebra. There is a natural embedding $\mathbb{R}^n \to Cl(\mathbb{R}^n)$ and vectors satisfy the relation $v^2 = ||v||^2 e$ for the unit $e \in Cl(\mathbb{R}^n)$. Then, $Pin(n) \subset Cl(\mathbb{R}^n)^\times$ is defined as the multiplicative subgroup generated by $S^{n-1} \subset \mathbb{R}^n$, and $Spin(n) \subset Cl(\mathbb{R}^n)^\times$ the subgroup of $Pin(n)$ whose elements are given by products of even number of generators in $S^{n-1}$. Both of homomorphisms $Pin(n) \to O(n)$ and $Spin(n) \to SO(n)$ are induced by the twisted adjoint action on $\mathbb{R}^n$, sending $w \mapsto -v w v$ for each generator $v \in S^{n-1}$.

A spin structure on $L$ is a principal $Spin(n)$ bundle $\pi : P_{\text{spin}}(L) \to L$ which is a fiberwise double cover of the principal orthonormal frame bundle $\pi' : P_{SO}(L) \to L$. Let $pr : P_{\text{spin}}(L) \to P_{SO}(L)$ be the covering map such that $\pi = \pi' \circ pr$. $H^1(L; \mathbb{Z}/2)$ acts on the set of isomorphism classes of spin structures on $L$ and the action is free and transitive. Thus, it is an affine space modeled on $H^1(L; \mathbb{Z}/2)$. In fact, Milnor [M] has shown that a spin structure of a vector bundle on a simplicial complex can be understood as a trivialization of the vector bundle on the 1-skeleton, which can be extended to the 2-skeleton. Then, the action of $H^1(L; \mathbb{Z}/2)$ can be interpreted as changing the trivialization of the vector bundle along the non-trivial loops in the 1-skeleton. For example, homotopy classes of trivializations of a rank $n$ vector bundle on $[0, 1]$ (with fixed trivialization at the end points) could differ by a loop of $\pi_1(SO(n))$, but trivial and non-trivial loops have different lifts into $Spin(n)$.

We are particularly interested in the vector bundle on a circle. If the vector bundle $F \to S^1$ is spin, then there are two choices of spin structures. However, there is no preferred choice unless we know that the vector bundle $F$ can be extended to $F' \to D^2$ with $\partial D^1 = S^1$. If $F$ has extension, there is a unique spin structure on $F \to S_1$ which extends to $F' \to D^2$. We call this preferred choice the trivial spin structure. In our setting, any loop in the Lagrangian Grassmannian of Maslov index zero is indeed contractible. For such a loop, we have a choice of the trivial spin structure.

Let us first make the following necessary assumption.

Assumption 5.1. Let $L$ be a connected spin (orientable) Lagrangian submanifold with a choice of spin structure and suppose the $G$-action on $L$ is orientation preserving. We assume $G$ preserves the isomorphism class of the given spin structure. i.e. a pulled-back spin structure by $g$ is isomorphic to the original one for each $g \in G$. Such spin structures are said to be $G$-invariant.

Remark 5.2. We do not consider the case that spin structure is not $G$-invariant.

Remark 5.3. Recall that $L$ is said to be relatively spin, if there exist a class $w \in H^2(M, \mathbb{Z}/2)$ such that the restriction of $(w + w_2(L))$ to $L$ is zero, and hence there exist a bundle $V$ on 3-skeleton of $M$, such that $(V \oplus TL)|_L$ becomes spin. Floer homology between two relatively spin Lagrangian submanifolds can be defined only if they become relatively spin with the same $V$.

With $G$-actions, we can work with $w \in H^2_G(M, \mathbb{Z}/2)$ so that there exist a $G$-bundle $V$ on 3 skeleton of $M$ with $(V \oplus TL)|_L$ being spin and $G$-invariant. We leave further details to the readers, and consider the case that $L$ is spin from now on.

Given a $G$-action on $L$, let us denote by $A_g : L \to L$ its action $A_g(x) = g \cdot x$ for $g \in G$ and $x \in L$, and let a $G$-invariant metric be given on $M$. We denote the orthonormal frame bundle of $L$ by $P_{SO}(L)$, which has an induced $G$-action denoted by $A_{gSO} : P_{SO}(L) \to P_{SO}(L)$. In fact, $A_{gSO}$ provides an isomorphism

$$(5.1) \quad (A_{g^{-1}})^* P_{SO}(L) \to P_{SO}(L).$$
Let us fix a spin structure of $L$ satisfying the above assumption. We would like to lift $A_{g}^{SO}: P_{SO}(L) \to P_{SO}(L)$ to a map $A_{g}^{spin}$ between spin bundles

\[(5.2) \quad A_{g}^{spin}: P_{spin}(L) \to P_{spin}(L).\]

Such a lift exists by the assumption \[5.1\] and the standard covering theory argument. Indeed, an explicit isomorphism of bundles over $P_{SO(n)}$ (5.3) \[\text{(5.2)}\] from \(5.2\) can be viewed as a lift of $A_{g}^{SO}$ in \(5.1\). Note that the lift is not unique, as it can be multiplied by $(-1) \in Spin(n)$ to produce another one. We always choose the lift $A_{g}^{spin}$ for the identity element $e \in G$ to be the identity map on $P_{spin}(L)$.

For $g, h \in G$, we have a natural map given by the composition

\[(5.3) \quad (A_{gh})^{*}P_{spin}(L) = (A_{g}^{-1})^{*}((A_{h})^{*}P_{spin}(L) \to (A_{g}^{-1})^{*}P_{spin}(L) \to (A_{g})^{*}P_{spin}(L)).\]

But it does not necessarily equal $T_{gh}$, but possibly differs by multiplication of $\pm 1 \in Spin(n)$ if the group action on the frame bundle does not lift to the one on the spin bundle. Note that this difference $\pm 1$ is locally constant function on $x \in L$.

**Definition 5.4.** The function $spf_{L}: G \times G \to \mathbb{Z}/2$ is defined implicitly by the relation

\[(5.4) \quad T_{g} \circ (A_{g}^{-1})^{*}T_{h} = (-1)^{spf_{L}(x,h)}T_{gh},\]

where $\pm 1$ means the multiplication by $\pm 1 \in Spin(n)$.

If $L$ has several connected components, we make the following assumption which enables us to get a constant $spf_{L}$, not depending on connected components. See (ii) of Subsection \[5.3\] below for more discussions on this issue.

**Assumption 5.5.** If $L$ is not connected (but $L/G$ is connected), then we assume that component-preserving subgroups of $G$ are the same for every connected components of $L$ and normal in $G$. We assume further that each connected component has the same spin profile with respect to the action of the component-preserving subgroup.

We will show that $spf_{L}: G \times G \to \mathbb{Z}/2$ defines an second group cohomology class which is independent of choices of $T_{g}$’s. Thus, for example, if we have an induced group action on spin bundles, $spf_{L}$ is cohomologous to 0.

**Proposition 5.6.** $spf_{L}$ defines group cohomology class in $H^{2}(G; \mathbb{Z}/2)$, which we call a spin profile of $L$. The function $spf_{L}$ depends on the choices of the lifts $A_{g}^{spin}, \forall g \in G$, but the resulting group cohomology class $[spf_{L}]$ is independent of these choices.

**Proof.** We first show that $spf_{L}$ is indeed a cocycle for the group cohomology $H^{*}(G, \mathbb{Z}/2)$.

Let $G'$ be the set of all liftings of $A_{g}^{SO}$ for every $g \in G$. Clearly, $G'$ forms a group and the map $G' \to G$ sending $\pm A_{g}^{spin} \to g$ is 2 to 1. The kernel of $G' \to G$ consists of the liftings of the identity, which are $\pm 1 \in spin(n)$. Therefore we get the following exact sequence of groups

\[(5.5) \quad 0 \to \mathbb{Z}/2\mathbb{Z} \to G' \to G \to 1.\]
The choice of lifts $A^\text{spin}_g \in G'$ for each $g \in G$ defines a section $\sigma : G \to G'$ by setting $\sigma(g) = A^\text{spin}_g$, which may not be a group homomorphism. Recall that $\sigma(e) = A^\text{spin}_e$ is assumed to be the identity.

As $\mathbb{Z}/2\mathbb{Z}$ is abelian, it naturally admits a $G$-module structure by conjugation: for $h \in \mathbb{Z}/2\mathbb{Z}$ we write this conjugation action as $h^g = \sigma(g)h\sigma(g)^{-1}$, which is independent of the choice of $\sigma$. From general theory of group extension, extensions $G'$ as in (5.5) are classified by a cohomology class in $H^2(G; \mathbb{Z}/2\mathbb{Z})$ given by so-called the factor set

$$[g, h] = \sigma(g)\sigma(h)\sigma(gh)^{-1}.$$ 

Since $[g, h] : P_{\text{spin}}(L) \to P_{\text{spin}}(L)$ covers the identity from $P_{\text{SO}}(L)$ to itself, it should be either $\pm 1 \in \text{spin}(n)$. Thus, the factor set is indeed a map

$$[\cdot, \cdot] : G \times G \to \mathbb{Z}/2\mathbb{Z}$$

which exactly agrees with $\text{spf}_L$ in the definition (5.4).

The following lemma is standard, whose proof is omitted. (see [W, section 6.6].)

**Lemma 5.7.** We have

1. $[g, e] = [e, g] = 0$ for all $g \in G$.
2. $[g, h]^f - [fg, h] + [f, gh] - [f, g] = 0$ for all $f, g, h \in G$.

Here, we used additive notation for $\mathbb{Z}/2\mathbb{Z}$ to emphasize that it is abelian.

From the lemma we get a cohomology class $[,]$ in $H^2(G; \mathbb{Z}/2\mathbb{Z})$. Now we show that the class does not depend on the choice of a section $\sigma$. Let $\sigma'$ be another section (which is also regarded as a lifting of each $g$ in $G$ to an isomorphism $P_{\text{spin}}(L) \to P_{\text{spin}}(L)$ covering $g : L \to L$). Then, there exists $\beta : G \to \mathbb{Z}/2\mathbb{Z}$ such that

$$\sigma'(g) = \beta(g)\sigma(g)$$

for all $g \in G$. The factor set $[,]'$ corresponding to $\sigma'$ is

$$[g, h]' = \beta(g)\sigma(g)\beta(h)\sigma(h)\sigma(gh)^{-1}\beta(gh)^{-1}$$

$$= \beta(g) + \sigma(g)\beta(h)\sigma(g)^{-1} + \sigma(g)\sigma(h)\sigma(gh)^{-1} + \beta(gh)^{-1}$$

$$= [g, h] + \beta(h) - \beta(gh) + \beta(g).$$

Therefore, $[,]$ and $[,]'$ are cohomologous and give the same cohomology class $[\text{spf}_L] \in H^2(G; \mathbb{Z}/2\mathbb{Z})$. 

\[\square\]

5.2. **Comparison of $\text{spf}_L$ for two different spin structures on $L$.** Once a $G$-invariant spin structure (satisfying assumption 5.1) is fixed, the spin profile of $L$ is uniquely determined as seen in the previous subsection. We now analyze the dependence of the spin profiles $[\text{spf}_L]$ on the choice of spin structures on $L$.

**Proposition 5.8.** Let $s$ and $t$ be two $G$-invariant spin structures and denote the resulting spin profiles by $[\text{spf}_L]$ and $[\text{spf}_L']$, respectively. Then, there exists an exact sequence

$$H^1(L; \mathbb{Z}/2\mathbb{Z})^G \to H^2(G; \mathbb{Z}/2\mathbb{Z}) \to H^2(\pi_1^{\text{orb}}[L/G]; \mathbb{Z}/2)$$

such that the first map sends the difference of two spin structures $s - t \in H^1(L; \mathbb{Z}/2\mathbb{Z})^G$ to the difference of two spin profiles $[\text{spf}_L] - [\text{spf}_L']$. 

\[\text{(5.6)}\]
Lemma 5.9. The inclusion of the fiber induces the first injection $\mathbf{1} \to \pi_1(P_{SO}(L))$ from $\pi_1(L)$. A choice of such a section geometrically means a choice of trivialization of $\mathbf{1}$ along each based loop in $\pi_1(L)$. If $t : \pi_1(L) \to \pi_1(P_{SO}(L))$ is another section, then their difference $s - t$ is a group homomorphism from $\pi_1(L)$ to $\mathbf{1}$, i.e an element of

$$\text{Hom}(\pi_1(L), \mathbf{1}) = \text{Hom}(H_1(L), \mathbf{1}) = H^1(L, \mathbf{1}).$$

Now, the bundle $P_{SO}(L) \to L$ is $G$-equivariant, and hence we can consider an induced map of orbifold fundamental groups

$$p^{orb} : \pi_1^{orb}[P_{SO}(L)/G] \to \pi_1^{orb}[L/G].$$

Note that $p^{orb}$ is surjective. Indeed given any path $\gamma$ from $x_0$ to $g(x_0)$ for $g \in G$, $P_{SO}(L)|_{\gamma}$ is a trivial $SO(n)$-bundle over $\gamma$. Thus, if $x_0$ is a base point in $P_{SO}(L)$ lying over $x_0$, we can find a path from $x_0$ to $g\overline{x_0}$ which covers $\gamma$.

The following lemma is straightforward.

The proof will occupy the remainder of this subsection.

If $L$ is spin, the fibration $SO(n) \to P_{SO}(L) \to L$ induces the following short exact sequence

$$1 \to \mathbf{2} \to \pi_1(P_{SO}(L)) \to \pi_1(L) \to 1.$$  

(5.7)

The inclusion of the fiber induces the first injection $\mathbf{1} \to \pi_1(P_{SO}(L))$ from $\pi_1(L)$. One can check that this is in fact a central extension.

Let $s : \pi_1(L) \to \pi_1(P_{SO}(L))$ be a homomorphism, which is a section of $p$, i.e $p \circ s = \text{id}$. Let $F$ be a subgroup of $\pi_1(L)$.

**Lemma 5.9.** A choice of spin structures on $L$ is equivalent to a choice of a section $s$ of the map $p$ of (5.7).

**Proof.** If we are given a spin structure $P_{spin}(L)$ on $L$, then from the diagram

$$
\begin{array}{ccc}
1 & \to & \pi_1(P_{spin}(L)) \\
\downarrow & & \downarrow q \\
\mathbf{1} & \to & \pi_1(L)
\end{array}
\quad
\begin{array}{ccc}
\pi_1(L) & \to & 1 \\
\downarrow & & \downarrow s \\
\pi_1(P_{SO}(L)) & \to & \pi_1(L)
\end{array}
$$

$s := \pi \circ q^{-1}$ is a desired section. Note that $p \circ s = p \circ \pi \circ q^{-1} = q \circ q^{-1} = \text{id}$.

Conversely, suppose there exists a section $s : \pi_1(L) \to \pi_1(P_{SO}(L))$ of (5.7). Then, the image of $s$ is an index 2 subgroup of $\pi_1(P_{SO}(L))$, which determines a 2-fold covering of $P_{SO}(L)$. Denote this covering by $P_{spin}(L)$ and let $F$ be a general fiber of $P_{spin}(L) \to L$.

$$
\begin{array}{ccc}
\pi_1(F) & \to & \pi_1(P_{spin}(L)) \\
\downarrow & & \downarrow q \\
\mathbf{1} & \to & \pi_1(L)
\end{array}
\quad
\begin{array}{ccc}
\pi_1(L) & \to & 1 \\
\downarrow & & \downarrow s \\
\pi_1(P_{SO}(L)) & \to & \pi_1(L)
\end{array}
$$

From the construction, $q$ in the diagram above is an isomorphism and hence $\pi_1(F) = \pi_0(F) = 1$. Then, [LM Theorem 1.4] tells us that $P_{spin}(L)$ is indeed a spin structure on $L$. \hfill \square

A choice of such a section geometrically means a choice of trivialization of $TL$ along each based loop in $\pi_1(L)$. If $t : \pi_1(L) \to \pi_1(P_{SO}(L))$ is another section, then their difference $s - t$ is a group homomorphism from $\pi_1(L)$ to $\mathbf{1}$, i.e an element of

$$\text{Hom}(\pi_1(L), \mathbf{1}) = \text{Hom}(H_1(L), \mathbf{1}) = H^1(L, \mathbf{1}).$$

Now, the bundle $P_{SO}(L) \to L$ is $G$-equivariant, and hence we can consider an induced map of orbifold fundamental groups

$$p^{orb} : \pi_1^{orb}[P_{SO}(L)/G] \to \pi_1^{orb}[L/G].$$

Note that $p^{orb}$ is surjective. Indeed given any path $\gamma$ from $x_0$ to $g(x_0)$ for $g \in G$, $P_{SO}(L)|_{\gamma}$ is a trivial $SO(n)$-bundle over $\gamma$. Thus, if $x_0$ is a base point in $P_{SO}(L)$ lying over $x_0$, we can find a path from $x_0$ to $g\overline{x_0}$ which covers $\gamma$. The following lemma is straightforward.
Lemma 5.10. We have the commutative diagram of group homomorphisms as below.

\[
\begin{array}{ccc}
1 & 1 & 1 \\
1 & \to \mathbb{Z}/2\mathbb{Z} & \to \mathbb{Z}/2\mathbb{Z} & \to 1 \\
1 & \to \pi_1(P_{SO}(L)) & \to \pi_1^{orb}[P_{SO}(L)/G] & \to G & \to 1 \\
& p & & p^{orb} & = \\
& \downarrow s & & \downarrow s^{orb} & \\
& \pi_1(L) & \to \pi_1^{orb}[L/G] & \to G & \to 1 \\
& 1 & 1 & 1 & 1
\end{array}
\]

Analogously to Lemma 5.9, we show that the splitting of the second column in the above diagram is equivalent to having a $G$-action on the spin bundle induced by the section $s$ of (5.7). In other words, the obstruction to lift the $G$-action on $P_{SO}(L)$ to $P_{spin}(L)$ lies in the second group cohomology class determining the group extension in the second column.

Lemma 5.11. Fix a spin structure on $L$ which is induced by a section

\[ s : \pi_1(L) \to \pi_1(P_{SO}(L)) \]

of (5.7). The $G$-action on $L$ (and $P_{SO}(L)$) can be lifted to $P_{spin}(L)$ if and only if there exists a section $s^{orb}$ of $p^{orb}$ which fits into the following diagram.

\[
\begin{array}{ccc}
\pi_1(L) & \to & \pi_1^{orb}[L/G] \\
& \downarrow s & \downarrow s^{orb} \\
\pi_1(P_{SO}(L)) & \to & \pi_1^{orb}[P_{SO}(L)/G]
\end{array}
\]

where horizontal maps come from natural exact sequences

\[ 1 \to \pi_1(L) \to \pi_1^{orb}[L/G] \to G \to 1 \]

and

\[ 1 \to \pi_1(P_{SO}(L)) \to \pi_1^{orb}[P_{SO}(L)/G] \to G \to 1. \]

Proof. Firstly, suppose there is a section $s^{orb}$. We consider the universal cover $\Omega$ of $P_{SO}(L)$ which also can be regarded as a covering of $[P_{SO}(L)/G]$. Since $\Omega$ is simply connected, it is the orbifold universal cover of $[P_{SO}(L)/G]$ and hence $\pi_1^{orb}[P_{SO}(L)/G]$ acts on it. $\pi_1^{orb}[L/G]$ and its subgroup $\pi_1(L)$ also act on $\Omega$ via $s^{orb}$. $\pi_1(L)$-action so that the resulting quotient space is exactly the spin bundle $P_{spin}(L)$ associated to $s$. Then, clearly $\pi_1^{orb}[L/G]/\pi_1(L) \cong G$ acts on $P_{spin}(L)$.

On the other hand, if we have a $G$-action on $P_{spin}(L)$ which makes $P_{spin}(L) \to L$ and $P_{spin}(L) \to P_{SO}(L)$ $G$-equivariant, then we get a group homomorphism $\pi_1^{orb}[P_{spin}(L)] \to \pi_1^{orb}[L/G]$ and $\pi_1^{orb}[P_{spin}(L)/G] \to \pi_1^{orb}[P_{spin}(L)/G] \to G$. 

\[
\begin{array}{ccc}
1 & 1 & 1 \\
1 & \to \mathbb{Z}/2\mathbb{Z} & \to \mathbb{Z}/2\mathbb{Z} & \to 1 \\
1 & \to \pi_1(P_{SO}(L)) & \to \pi_1^{orb}[P_{SO}(L)/G] & \to G & \to 1 \\
& p & & p^{orb} & = \\
& \downarrow s & & \downarrow s^{orb} & \\
& \pi_1(L) & \to \pi_1^{orb}[L/G] & \to G & \to 1 \\
& 1 & 1 & 1 & 1
\end{array}
\]
$\pi_1^{orb}[\mathbb{P}SO(L)/G]$. The first map should be an isomorphism since the only element possibly contained in the kernel is a loop in the fiber and the fiber is simply connected. Thus,

$$
\pi_1^{orb}[\mathbb{P}SO(L)/G] \cong \pi_1^{orb}[P_{spin}(L)/G]
$$

gives a desired section.

To prove Proposition 5.8, we need a slightly different commutative diagram, which is obtained from the above. The following lemma is given for this purpose, whose proof is elementary and omitted.

**Lemma 5.12.** Let $s(\pi_1(L))$ be the image of the composition of inclusions $\pi_1(L) \to \pi_1(\mathbb{P}SO L) \to \pi_1^{orb}[\mathbb{P}SO(L)/G]$. If the section $s$ corresponds to the $G$-invariant spin structure on $L$ (see Lemma 5.9), then $s(\pi_1(L))$ is a normal subgroup of $\pi_1^{orb}[\mathbb{P}SO(L)/G]$.

Consider the central column of the diagram in Lemma 5.10 and divide the 2nd and the 3rd rows by $s(\pi_1(L))$ and $\pi_1(L)$ respectively to obtain the following diagram

$$
\begin{array}{cccc}
1 & 1 & 1 & 1 \\
\downarrow & \downarrow & \downarrow & \downarrow \\
1 & s(\pi_1(L)) & \pi_1^{orb}[\mathbb{P}SO(L)/G] & G'_s \\
\downarrow & \cong & \downarrow & \downarrow \\
\pi_1(L) & \pi_1^{orb}[L/G] & G & 1 \\
\downarrow & \downarrow & \downarrow & \downarrow \\
1 & 1 & 1 & 1
\end{array}
$$

Note that the 2nd column is independent of the choice of spin structure $s$. However, the 3rd column depends on the choice of $s(\pi_1(L))$, and only makes sense if $s$ is a $G$-invariant spin structure (so that $s(\pi_1(L))$ is a normal subgroup).

Recall that the obstruction to lift $G$-action to the spin bundle lies in the existence of a section of $p^{orb}$. The bottom left square diagram of (5.9) shows that such a section exists at least on the subgroup $\pi_1(L)$ of $\pi_1^{orb}[L/G]$. Therefore, the obstruction descends to a group extension in the last column. (See W (Ex 6.6.4).) Therefore, the extension of $G$ in the last column gives rise to the second cohomology class $[\text{spf}_s L] \in H^2(G,\mathbb{Z}/2)$, the spin profile of the spin bundle determined by $s$. For a different $G$-invariant spin structure $t : \pi_1(L) \to \pi_1(\mathbb{P}SO(L))$, we get a similar diagram for the extension $G'_t$, and a possibly different spin profile $[\text{spf}_t L] \in H^2(G,\mathbb{Z}/2)$.

**Remark 5.13.** The discussion in the first paragraph of the proof of Lemma 5.11 shows that $G'_s$ genuinely acts on $P_{spin}(L)$, but its quotient $G$ may not.
We recall from [W] (Ex 6.6.4) that from the 2nd and the 3rd columns of the diagram \( (5.9) \) canonically induce a homomorphism \( H^2(G; \mathbb{Z}/2\mathbb{Z}) \to H^2(\pi_1^{orb}[L/G]; \mathbb{Z}/2) \) which sends the cohomology class of the extension of the 3rd column to the one of the 2nd column. It implies that the cohomology class \([\text{spf}_L^s] \) maps to the extension class of the 2nd column in \( H^2(\pi_1^{orb}[L/G]; \mathbb{Z}/2) \) under this induced homomorphism. But, the image of \([\text{spf}_L^s] \) is independent of the choice of spin structure \( s \). This proves that the image of \([\text{spf}_L^s] \) and \([\text{spf}_L^t] \) coincide under this homomorphism.

From [W] (6.8.3), we have the following exact sequence called Lyndon-Hochschild-Serre spectral sequence from the 3rd row of the diagram \( (5.9) \):

\[
H^1(L; \mathbb{Z}/2\mathbb{Z})^G = H^1(\pi_1(L); \mathbb{Z}/2\mathbb{Z})^G \to H^2(G; \mathbb{Z}/2\mathbb{Z}) \to H^2(\pi_1^{orb}[L/G]; \mathbb{Z}/2). \tag{5.10}
\]

Therefore, the difference of two spin profiles \([\text{spf}_L^s] - [\text{spf}_L^t] \) which maps to zero under the last homomorphism, is in the image of \( H^1(L; \mathbb{Z}/2\mathbb{Z})^G \). As both \( s \) and \( t \) are \( G \)-invariant spin structures, the difference of two spin structures \( s - t \) lies in \( H^1(L; \mathbb{Z}/2\mathbb{Z})^G \). The first map in \((5.10)\) sends it to the difference of two spin profiles \([\text{spf}_L^s] - [\text{spf}_L^t] \). This proves the proposition 5.8.

In addition, we explain how \( s - t \) associates \( \text{spf}_L^s \) and \( \text{spf}_L^t \) in a more geometric way. For each \( g \in G \), choose a path \( \gamma_g \) from \( x_0 \) to \( g(x_0) \) and a trivialization of \( TL|_{\gamma_g} \) i.e. an orthonormal frame of \( TL \) along \( \gamma_g \). Then, the frame gives a path connecting \( \gamma_0 \) and \( g(\gamma_0) \) in \( P_{SO}(L) \). The composition

\[
l_{g,h} := h(\gamma_g) \ast \gamma_h \ast \gamma_{gh}^{-1} \in \pi_1(L)
\]

(representing the element \([\gamma_g][\gamma_h][\gamma_{gh}]^{-1} \in \pi_1^{orb}[P_{SO}(L)/G]\)) is a loop based at \( x_0 \) on which a trivialization of \( TL \) is fixed. If this trivialization agrees with \( t(l_{g,h}) \), then we define \([g,h]_t = 1\) and \([g,h]_t = 0\) otherwise. \([, , ]\) is exactly the factor set representing \( t \) in the cohomology. Now, it is not difficult to check that the factor set corresponding to \( s \) is given by

\[
[g,h]_s = (s-t)(l_{g,h}) + [g,h]_t
\]

where \((s-t)(l_{g,h})\) is the evaluation of an 1-cocycle \( s - t \in H^1(L; \mathbb{Z}/2\mathbb{Z}) \) at \( l_{g,h} \).

### 5.3. Generalizations

(i) We finish the section with a short discussion on orientation reversing actions. Suppose that \( L \) is oriented, and a half of \( G \)-action on \( L \) is orientation reversing. Then, \((A_g)^*TL\) has opposite orientation compared to \( TL \) for an orientation reversing \( g \).

We recall from [KT] the following well-known fact on an isomorphism between a vector bundle and itself with the reversed orientation. Let \( F \to B \) be an oriented vector bundle with transition functions \( g_{ij} \) on a cover \( \{U_i\}_{i \in I} \) of \( B \). Choose maps \( h_i : U_i \to O(n) \setminus SO(n) \), and define the new transition maps by \( h_i \circ g_{ij} \circ h_j^{-1} \). Then a new vector bundle \( F^{op} \) is obtained which is isomorphic to \( F \) via the maps \( h_i \). Different choices of \( h_i \) yield isomorphic bundles. Similarly, by choosing \( h_i : U_i \to Pin(n) \setminus Spin(n) \), we can find an isomorphism from spin structures \( P_{spin}(F) \) to \( P_{spin}(F^{op}) \). This provides an isomorphism between sets of spin structures of \( F \) and \( F^{op} \).

Back to our case, consider an oriented Lagrangian submanifold \( L \) and its spin structure \( P_{spin}(L) \).

**Assumption 5.14.** We require that the spin structure \((A_g)^*P_{spin}(L)\) (of \( L^{op}\)) is isomorphic to the given spin structure \( P_{spin}(L)(of \) \) for each orientation reversing \( g \in L \) in the sense described above.

For each \( g \), choose an isomorphism

\[
T_g : (A_g)^*P_{spin}(L) \to P_{spin}L.
\]

Then, the spin profile of \( L \) is defined by \((5.4)\) as well.
Remark 5.15. Seidel [Se1] used an isomorphism between pin structures
\[(A_0)^*(P_{pin}L \otimes \wedge^{top}TL) \cong P_{pin}L.\]

The additional factor $\wedge^{top}TL$ is not necessary for us since we only deal with orientable Lagrangian submanifolds here and hence $\wedge^{top}TL$ is a trivial bundle.

(ii) Here, we explain more details on spin profiles when $L$ is not connected (but a $G$-orbit). In such a case, we have made Assumption 5.5.

As observed before, $spf_L$ is a locally constant function, but not necessarily a constant function when $L$ is not connected, since signs in (5.3) may also depend on connected components of $L$. We do not know how to handle the general case, but we add more arguments under the Assumption 5.5 together with 5.16 below. First of all, from Assumption 5.5 there exists a normal subgroup $G_0$ of $G$ such that it preserves each connected component of $L$, and $G \setminus G_0$ parametrizes the set of components.

Assumption 5.16. The following exact sequence splits
\[1 \to G_0 \to G \to G/G_0 \to 1.\]

For the rest of the paper, we will only deal with disconnected Lagrangian submanifolds satisfying the above assumption also. So, one can express $G$ as a semi-direct product $G_1 \ltimes G_0$ where $G_1 \cong G/G_0$. For later use, let $\phi : G_1 \to \text{Aut}(G_0)$ determine the semi-direct product $G_1 \ltimes G_0$. The main advantage here is that the quotient group $G/G_0$ also can be viewed as a subgroup of $G$ and hence, acts on $L$ purely by permuting connected components. In particular, we can label connected components of $L$ by $G_1(\cong G/G_0) \leq G$.

We fix a $G_0$-invariant spin structure on the connected component $C_0$ corresponding to $1 \in G_1$, and pull it back to the component $C_\alpha$ corresponding to $\alpha( \in G_1)$ by $\alpha^{-1}$. As before we take a lift of $G_0$-action on the spin bundle on $C_0$ which gives rise to a spin profile $spf_0 \in H^2(G_0; \mathbb{Z}/2)$. Likewise, we get a spin profile $spf_\alpha \in H^2(G_0; \mathbb{Z}/2)$ for each connected component $C_\alpha$ associated to $\alpha = (a,1) \in G_1(\leq G)$. Assumption 5.5 implies that $spf_\alpha = spf_0$ for all $\alpha \in G_1$.

For $g = (g_1,g_0) \in G = G_1 \ltimes G_0$ and $x = \alpha x_0 \in C_\alpha$, note that the connected component containing $g \cdot x$ is labeled by $(g_1a,1)$. So, $P_{spin}(L)_x = P_{spin}(L)_{x_0}$ and $P_{spin}(L)_{g \cdot x} = P_{spin}(L)(\alpha^{-1}g_1^{-1},1)(g_1,g_0):x = P_{spin}(L)(1,\phi_\alpha(g_0)) \cdot x_0$. Now we define a map $P_{spin}(L)_x \to P_{spin}(L)_{g \cdot x}$ by the following diagram:

\[
\begin{array}{ccc}
P_{spin}(L)_x & \longrightarrow & P_{spin}(L)_{g \cdot x} \\
\| & & \| \\
P_{spin}(L)_{x_0} & \longrightarrow & P_{spin}(L)_{\phi_\alpha(g_0) \cdot x_0}
\end{array}
\]

where we abbreviate $(1,\phi_\alpha(g_0)) \cdot x_0$ to $\phi_\alpha(g_0) \cdot x_0(\in C_0)$ to emphasize that the second row only depends on the choice of lift of $G_0$-action to the spin bundle on $C_0$.

Proposition 5.17. Under Assumption 5.5, the above choice of lifts produces $spf_L$ which does not depend on connected components of $L$.

Proof. The condition $spf_\alpha = spf_0$ implies that $spf_0$ is invariant under the conjugation action of $\alpha$ on $G_0$. The rest of the proof follows easily by the direct computation and is omitted. \&
Analyzing component-preserving subgroups is subtle in general since this involves a study of conjugacy relation among subgroups in $G$. For example, two component-preserving subgroups $G_1$ and $G_2$ are always conjugate to each other, but possibly conjugated by more than one element in $G$. We have only dealt with the case when $G$ can be decomposed nicely into “component preserving” and “permuting” subgroup so that there is no complicated issue on conjugacy classes. We postpone more general discussion to [CH2].

6. Equivariant Fukaya Categories for exact symplectic manifolds

The Floer action functionals are single-valued for exact symplectic manifolds, and hence Novikov theory is not needed in such cases. Equivariant Fukaya categories can be constructed in a relatively simple way (than the general case), and in fact this only requires a choice of a group cohomology class in $H^2(G, \mathbb{Z}/2)$. We remark that Seidel defined equivariant Fukaya category for $G = \mathbb{Z}/2$, and it corresponds to the non-trivial group cohomology class $H^2(\mathbb{Z}/2, \mathbb{Z}/2)$ in our language.

In this section, definitions of equivariant Lagrangian branes and equivariant Fukaya categories for exact symplectic manifolds will be provided. We will use notations and constructions by Seidel in [Se1] to which we refer readers for more details. At the end, we consider $G$-invariant parts of morphisms in these categories, which defines orbifolded Fukaya categories (or, its first approximation as we should add the theory of bulk deformation by twisted sectors).

Let $(M, \omega)$ be an exact symplectic manifold with an action of a finite group $G$. Suppose that we have a $G$-invariant quadratic volume form $\eta$ on $M$, and a $G$-invariant almost complex structure $J_M$. Let $\alpha_M : Gr(TM) \to S^1$ be a square phase map of $\eta$ defined by $\eta(v_1 \wedge \cdots \wedge v_n)^2/|\eta(v_1 \wedge \cdots \wedge v_n)|^2$ for any basis of $V$ in the Lagrangian Grassmannian $Gr(TM)$.

A Lagrangian brane in the sense of [Se1] is a triple

$$L^\dagger = (L, \alpha^\dagger, P^\dagger),$$

where $L$ is an exact Lagrangian submanifold with a grading $\alpha^\dagger : L \to \mathbb{R}$ satisfying $\alpha_M(T_xL) = \exp(2\pi i \alpha^\dagger)$ and a pin structure $P^\dagger$ on it. For simplicity, we assume that $L$ is oriented, and $P^S$ is a spin structure on $L$.

Let $s$ be a group cohomology class $H^2(G, \mathbb{Z}/2)$.

**Definition 6.1.** A triple $(L, \alpha^\dagger, P^\dagger)$ is called an $s$-equivariant brane if

1. $L$ is preserved by the $G$-action on $M$;
2. $\alpha^\dagger$ is $G$-invariant;
3. The isomorphism class of $P^\dagger$ is $G$-invariant and has a spin profile $s$.

We review each condition. If $L$ is not preserved by $G$-action, then one can consider its equivariant family $\bigcup g \cdot L$ as an equivariant immersion from $|G|$-copies of $L$ to $M$. For simplicity, we require that each intersection $g(L) \cap L$ is either empty or equal to $L$ for all $g \in G$.

Condition on $G$-grading can be met as follows. If $L$ is connected, then $\alpha^\dagger \circ g - \alpha^\dagger$ is a locally constant function. Thus, $\alpha^\dagger \circ g - \alpha^\dagger = c$ on $L$, but since $g^{[2]} = 1$ we have $c = 0$. That is, $\alpha$ is automatically $G$-invariant. If $L$ has several connected components, we first fix a grading on one component which is invariant under the action of the subgroup preserving the given component, and then define the gradings on other components by the group action.
As revealed before, a spin structure $P^\sharp$ has an associated spin profile. If it is not equal to $s$, one may try to change $P^\sharp$ to another spin structure and match the associated spin profile with $s$ making use of the Proposition 5.8. However, it is not possible in general and (3) is, in fact, a critical condition.

The setup of Floer cochain complexes in [Se1] briefly goes as follows. Let $(L_0^\sharp, L_1^\sharp)$ be two exact Lagrangian branes such that $L_0$ and $L_1$ intersect transversely at $y \in L_0 \cap L_1$. (In fact, transversal intersection conditions are not necessary as we are able to choose perturbation data $(H_{01}, J_{01})$ instead. We return to this point in a moment.) Then, the pair of linear Lagrangian branes $(k = 0, 1)$ at $y$ is given by

$$A_{k,y}^\sharp = (A_{k,y}, (TL_k)_y, \alpha_{k,y}^\sharp = \alpha_{k,y}^\sharp(y), P_{k,y}^\sharp = (P_{k,y}^\sharp)_y).$$

Their index and orientation space are defined as in [Se1] (11.25)] and denoted by

$$i(y) = i(A_{0,y}^\sharp, A_{1,y}^\sharp, o(y) = o(A_{0,y}^\sharp, A_{1,y}^\sharp).$$

Given a regular Floer datum, the graded Floer cochain group is defined as

$$CF^k(L_0^\sharp, L_1^\sharp) = \bigoplus_{o(y)=k} |o(y)|_R.$$

(See [Se1] (12.16)].)

**Remark 6.2.** If one changes the Pin structure $P^\sharp_k$ by multiplying $(-1)^{e_k}e$ for $k = 0, 1$, then the resulting Pin structure is isomorphic to the original one, but the orientation space $o(y)$ is altered by the multiplication of $(-1)^{e_1+e_2}$.

A Floer datum in [Se1] for a pair of objects $(L_0, L_1)$ consists of

$$H_{01} \in C^\infty([0, 1], C_c^{\infty}(M, \mathbb{R})), \quad J_{01} \in C^\infty([0, 1], \mathcal{J}),$$

where $\mathcal{J}$ is the space of compatible almost complex structures on $M$. They are required to satisfy that $\phi^1(L_0)$ is transverse to $L_1$ where $\phi^1$ is the time one map of the Hamiltonian vector field of $H_{01}$. Given $g \in G$, one can push forward the Floer datum to get $g(H_{01}), g(J_{01})$ in an obvious way.

We are now ready to define $s$-equivariant Fukaya categories (modifying the construction of Fukaya categories by Seidel).

**Definition-Theorem 6.3.** Let $(M, \omega)$ be an exact symplectic manifolds. For $s \in H^2(G, \mathbb{Z}/2)$, we define the $s$-equivariant Fukaya category as follows. Objects of the $s$-equivariant Fukaya category are $s$-equivariant branes. A morphism between two $s$-equivariant branes $L_0^\sharp$ and $L_1^\sharp$ is given by $CF^s(L_0^\sharp, L_1^\sharp)$, on which $G$ acts linearly.

There exist $A_\infty$-operations

$$m_k : CF^s(L_0^\sharp, L_1^\sharp) \times \cdots \times CF^s(L_k^\sharp, L_{k-1}^\sharp) \rightarrow CF^s(L_0^\sharp, L_k^\sharp), \quad k = 1, 2 \cdots$$

which are compatible with the $G$-action. i.e. for $k = 1, 2 \cdots$

$$m_k(gx_1, \cdots, gx_k) = gm_k(x_1, \cdots, x_k).$$

(6.1)

**Remark 6.4.** The definition above should include a $G$-equivariant flat vector bundle for each $s$-equivariant brane, but we omit it for simplicity and postpone it to Section 13.

On the technical level, we should be able to handle the problem of equivariant transversality involved in the $A_\infty$-operations on Fukaya categories. Assuming transversality for a moment, we show that $G$-actions on morphisms can be defined canonically if both Lagrangian branes have the same spin profile $s$. 

Lemma 6.5. Consider two s-equivariant branes \((L^g_0, L^g_1)\). Suppose there exists a \(G\)-invariant regular Floer datum for these branes. Then, there exists a natural \(G\)-brane \(y\) for these branes. Then, there exists a natural \(G\)-brane \(L^0\) under the \(g\)-action isomorphic to \(L^g_i\) itself for \(i = 0, 1\). Hence, it is easy to see that for the intersections \(y \in L_0 \cap L_1\) and \(y' := g(y) \in (g(L_0) \cap g(L_1)) = L_0 \cap L_1\),
\[
i(y) = i(y'), \quad o(y) \cong o(y').
\]
The precise isomorphism on determinant lines \(o(y) \cong o(y')\) has to be considered carefully. Recall that determinant line is defined from a Lagrangian path \(\lambda\) from \(T_y L_0\) to \(T_y L_1\) (from the grading of each Lagrangian) whose spin structure is determined from the spin structure of each Lagrangian. Since grading is \(G\)-invariant, \(g\)-action image of the Lagrangian path \(\lambda\) for \(o(y)\) can be used to define \(o(y')\). Here \(g(\lambda)\) has an induced canonical spin structure from \(L_0\) and \(L_1\) (not from the \(g\)-action). This defines an isomorphism
\[
o_g : o(y) \to o(y').
\]
But the (canonical) spin structure for \(o(g')\) from \(L_0\) and \(L_1\) at \(y'\) can be compared to the spin structure of \(o(y)\) via group action, from the choice of a lift \(T_g, L_i : (A^1 g-) \times P_1 \to P_1\) for each \(g, i = 0, 1\). Since the lifts \(T_{g, L_i}\) for \(g \in G\) do not define a group action due to sign error \(\text{[5.4]}\), the maps \(\{g \mapsto o_g \mid g \in G\}\) do not define a group action on \(\bigoplus_{o(y) = k} o(y)|_R\), either. Instead, we have
\[
o_g \circ o_h = (-1)^{\text{spf}_{L_0}(g, h) + \text{spf}_{L_1}(g, h)} o_{gh}.
\]
However, both \(L_0, L_1\) have the same spin profile \(s = \text{spf}_{L_0} = \text{spf}_{L_1}\) by the definition of s-equivariant branes. Hence, the sign error cancels out and the maps \(\{g \mapsto o_g \mid g \in G\}\) define a \(G\)-action on the Floer cochain group.

In what follows, we shall describe how to take care of equivariant transversality issue. Indeed, one can adapt the following algebraic technique introduced by Seidel in the exact case.

Lemma 6.6. [Se2, Lemma 4.3] Let \(D\) be an \(A_{\infty}\)-category with an action of a finite group \(G\), and \(D = H(D)\), the associated cohomology level category. Suppose that we have another graded linear category \(C\) with \(H(C)\) isomorphic to \(C\), which carries an action of \(G\), and an equivariant \(A_{\infty}\)-functor \(F : D \to C\) such that \(H(F) = F\).

Seidel observed that one can make \(G\) act freely on the set of objects of \(D\) via introducing additional labels to objects in \(C\) with elements of a group \(G\) (possibly making several copies of the same object). Now, it is much easier for \(D\) to become \(G\)-equivariant. Then, the homological perturbation type lemma above is applied to obtain an equivariant \(A_{\infty}\)-structure on the category \(C\).

Let us spell out how to use this lemma to construct the \(A_{\infty}\)-operations in the \(s\)-equivariant Fukaya category without a transversality assumption. First, we define the \(A_{\infty}\)-category \(D\) and a free \(G\)-action on it.

Definition 6.7. An object of \(D\) is given by \((L^g, g)\) for \(g \in G\). Here, \(L^g = (L, \alpha^g, P^g)\) is an \(s\)-equivariant brane of \(M\) and \((L^g, g)\) denotes an \(s\)-equivariant brane given by \((L, \alpha^g, (g^{-1})^* P^g)\). \((L\) and \(\alpha\) are \(G\)-invariant as usual.) A morphism between \((L^g_0, g)\) and \((L^g_1, h)\) is
\[
CF^*((L^g_0, g), (L^g_1, h)).
\]

We fix the perturbation datum \((H_{01}, g, J_{01}, g)\) of \(((L^g_0, 1), (L^g_1, g))\) for each \(g \in G\) and use the push forward datum \((g(H_{01}, g^{-1}), g(J_{01}, g^{-1}))\) for an arbitrary pair \(((L^g_0, g), (L^g_1, h))\).
According to Lemma 6.6, it suffices to define a graded linear category \( C \) of equivariant branes (objects and group action on \( D \)). The next task is to endow \( C \) with a \( G \)-action. We carry out the construction of a group action on \( C \) and denote it by \( (L^g, 1) \). The \( G \)-action on the set of objects is obviously free due to the additional index \( h \) in \((L^g, h)\). Now we clarify how \( G \) acts on the morphism spaces. For simplicity, let us look at the following \( g \)-action

\[
CF((L^g, 1), (L^g, h)) \rightarrow CF((L^g, g), (L^g, gh))
\]

and other cases can be dealt in the same way.

Let \( L_0 \cap L_1 \) transversally intersect at \( y \) and denote \( g(y) \in g(L_0) \cap g(L_1) = L_0 \cap L_1 \) by \( y' \). Then, we have \( i(y) = i(y') \) from the \( G \)-invariant gradings. Then, the group action \( o_g : o(y) \rightarrow o(y') \) is defined in an obvious way. Recall that perturbation data for the left and the right hand sides are \((H_{01, h}, J_{01, h})\) and \((g(H_{01, h}), g(J_{01, h}))\) respectively. Moreover since the spin structure for the brane \((L^g, k)\) is defined as the pulled-back one via \( k \), the \( g \)-action is compatible with \( A_\infty \)-operations. Therefore, the map \( g \mapsto o_g \) defines a group action on \( D \). No ambiguity arises since \( g \) always sends an object to another.

**Remark 6.9.** We do not have to identify \((g^{-1})^*P^1\) and \(P^g\) for \( D \) as they are now spin structures for different objects \((L^g, 1)\) and \((L^g, y)\) in \( D \). Thus, \( D \) can actually be enlarged to include equivariant branes with various spin profiles.

According to Lemma 6.6, it suffices to define a graded linear category \( C \) with a \( G \)-action and a \( G \)-equivariant equivalence \( F : D \rightarrow C \) in order to define the \( s \)-equivariant Fukaya category. The graded linear category \( C \) is a refined version of Donaldson-Fukaya category in the sense that objects are given with gradings and pin structures.

**Definition 6.10.** Fix \( s \in H^2(G, \mathbb{Z}/2) \). The linear category \( C \) is defined as follows. Objects of \( C \) are \( s \)-equivariant branes \( L^g \)'s. A morphism between \( L^g_0 \) and \( L^g_1 \) is given by \( HF^*(L^g_0, L^g_1) \). The composition of morphisms is defined by the triangle product as usual.

Note that morphisms are given by the Floer cohomology groups, rather than Floer cochain complexes. Our next task is to endow \( C \) with a group action. We carry out the construction of a group action on \( C \), making use of the idea of weak group actions on chain complexes. It is employed in [CH] to deal with the Morse complex of a non-invariant function on a global quotient and we, in fact, proved that the weak group action induces a strict group action on the Morse homology. Here, we need a slight generalization since the product structure is also required to be compatible with the \( G \)-action at least in a weak sense.

**Lemma 6.11.** There exist a \( G \)-action on the linear category \( C \) and a \( G \)-equivariant functor \( D \rightarrow C \), where \( D \) is the cohomology level category of \( D \).

**Proof.** The sign issue arising from spin profiles can be handled as in Lemma 6.9, so we will discuss the question on perturbation data only.

Recall that the well-definedness of Donaldson-Fukaya category uses the following canonical isomorphisms. Let \((H_{01}, J_{01}), (H'_{01}, J'_{01})\) be two perturbation data for a pair \((L^g_0, L^g_1)\). From now on, we omit \( J \)-terms for notational simplicity. An one parameter family \( H^s_{01} \) connecting two such data gives rise to a continuation
map $\Phi_{H_{01}}$ from the Lagrangian Floer complex for $H_{01}$ to that for $H'_{01}$, which induces a canonical isomorphism between Floer cohomology groups $HF^*(L^2_0, L^1_1; H_{01})$ and $HF^*(L^2_0, L^1_1; H'_{01})$.

Given three perturbation data $H_{01}$, $H'_{01}$ and $H''_{01}$, the continuation map from $H_{01}$ to $H''_{01}$ is homotopic to the composition of two continuation maps, one from $H_{01}$ to $H'_{01}$ and the other from $H'_{01}$ to $H''_{01}$. This implies that the canonical isomorphisms on cohomology groups are compatible with compositions.

We consider a naive $G$-action on Floer complex which is a chain map, and compose it with the continuation map $\Phi_{H_{01}}$ from some family $H_{01}^g$ from $g(H_{01})$ to $H_{01}$:

$$
\Psi_g : CF^*(L^2_0, L^1_1; H_{01}) \rightarrow CF^*(L^2_0, L^1_1; H_{01})
$$

Then, $\Psi_g$ is clearly a chain map, and we claim that it defines a weak action on the chain complex $CF^*(L^2_0, L^1_1; H_{01})$, in the following sense:

$$
(6.2) \quad \Psi_g \circ \Psi_h = \sigma_{g,h} \circ m_1 + m_1 \circ \sigma_{g,h}.
$$

The proof of the claim goes as follows. First, one can check that the family $H_{01}^g \circ h^{-1}$ defines a continuation homomorphism $h \circ \Phi_{H_{01}^g} \circ h^{-1}$ where $\Phi_{H_{01}^g}$ is a continuation defined by $H_{01}^g$. Thus,

$$
\Psi_g \circ \Psi_h = \Phi_{H_{01}^g} \circ g \circ \Phi_{H_{01}^g} \circ h = \Phi_{H_{01}^g} \circ (g \circ \Phi_{H_{01}^g} \circ g^{-1}) \circ (gh) = \Phi_{H_{01}^g} \circ (\Phi_{H_{01}^g} \circ (g^{-1}) \circ (gh))
$$

The composition $\Phi_{H_{01}^g} \circ (\Phi_{H_{01}^g} \circ g^{-1})$ of two continuation homomorphisms is chain homotopic to the continuation map $\Phi_{H_{01}^g}$ via homotopy $\sigma_{g,h}$ and we define $\sigma_{g,h} := \sigma_{g,h} \circ (gh)$ to obtain the formula (6.2).

This shows that the $G$-action is well-defined on morphism spaces of the category $C$. Now, we show that the composition is compatible with the $G$-action. Naive $G$-action gives the following commutative diagram:

$$
\begin{array}{ccc}
CF(L_0, L_1; H_{01}) \times CF(L_1, L_2; H_{12}) & \xrightarrow{m_2} & CF(L_0, L_2; H_{02}) \\
\downarrow{g} & & \downarrow{g} \\
CF(L_0, L_1; g(H_{01})) \times CF(L_1, L_2; g(H_{12})) & \xrightarrow{m_2} & CF(L_0, L_2; g(H_{02})).
\end{array}
$$

In order to move back from the second line to the first line, we consider continuation homomorphisms $\Phi_{H_{01}^g}$, $\Phi_{H_{12}^g}$ and $\Phi_{H_{02}^g}$, all of which we denote by $\Phi_1$ for simplicity. It is not hard to show that there exist $\Phi_2$ (the second component of $A_{\infty}$-homomorphism(functor) between two different perturbation data) satisfying the following relation:

$$
(6.4) \quad \Phi_1 m_2(x,y) + \Phi_2 (m_1(x,y) + (-1)^{deg' x} \Phi_2 (x,m_1(y)) = m_2(\Phi_1(x), \Phi_1(y)) + m_1(\Phi_2(x,y)).
$$

This shows that the product is well-defined in Donaldson-Fukaya categories independent of perturbation data, and also implies its compatibility with the $G$-action when applied to $(g(x), g(y))$. The functor from $D \rightarrow C$ can be easily constructed using the isomorphisms $\{T_g\}_{g \in G}$ from the pull-back spin bundles to the original one.

7. Energy zero subgroups for non-exact cases

From now on, we drop the exactness assumption and discuss the $G$-Floer-Novikov theory of a general symplectic manifold (see Section 4). As observed in $G$-Novikov theory, we need to find a subgroup of energy zero elements. We will call this set $G_\alpha$ of energy zero elements of $G$, which is an analogue of $G_\eta$ in $G$-Novikov theory in Section 4. For each energy zero element, we will assign a spin structure on the Lagrangian bundle.
data associated to it, using the pre-fixed isomorphisms \( \{ T_{g} \}_{g \in G} \). The composition of energy zero elements will reveal the necessity of the condition that two Lagrangian should have the same spin profiles to define a group action on their Floer cochain complex.

Let \( L_{0} \) and \( L_{1} \) be \( G \)-invariant Lagrangian submanifolds of \( M \), transversally intersecting with each other. Assume that both \( L_{0} \) and \( L_{1} \) are connected, compact, oriented and they admit spin structures which are preserved by the \( G \)-action in the sense of Assumption \( 5.1 \). In case of orientation reversing action, we assume that both \( L_{0} \) and \( L_{1} \) have orientation reversing \( G \)-actions and work under Assumption \( 5.14 \). We set the notations as follows:

- \( A_{g,L_{i}} \): the action of \( g \in G \) on \( L_{i} \),
- \( A_{g,L_{i}}^{SO} \): the induced action of \( g \) on the frame bundle of \( L_{i} \),
- \( A_{g,L_{i}}^{spin} \): the specified lift of \( A_{g,L_{i}}^{SO} \) on the spin bundle of \( L_{i} \)

(or \( T_{g,L_{i}} : (A_{g,L_{i}})^{*} P_{spin}(L_{i}) \cong \rightarrow P_{spin}(L_{i}) \))

for \( i = 0, 1 \). The choice of \( A_{g,L_{i}}^{spin} \) above gives rise to spin profiles \( \text{spf}_{L_{i}} \) of \( L_{i} \), correspondingly.

We choose a base path \( l_{0} \) of the space of paths \( \Omega(L_{0}, L_{1}) \) so that \( g \cdot l_{0} \neq h \cdot l_{0} \) for \( g \neq h \). (This is not essential, but simplifies expositions). The naive \( G \)-action on \( \Omega(L_{0}, L_{1}) \) will be written as \( g(l)(t) = g(l(t)) \) for \( l \in \Omega(L_{0}, L_{1}) \). Consider the connected component \( \Omega(L_{0}, L_{1}; l_{0}) \) containing \( l_{0} \). Note that \( g(l) \) may not lie in \( \Omega(L_{0}, L_{1}; l_{0}) \). Hence, we take a subgroup preserving the connected component as follows.

**Definition 7.1.** We define the subgroup \( G_{l_{0}} \) of \( G \) as

\[
G_{l_{0}} := \{ g \in G \mid g(l_{0}) \in \Omega(L_{0}, L_{1}; l_{0}) \}.
\]

We will reduce it further to the smaller subgroup, \( G_{\alpha} \) of energy zero elements in \( G_{l_{0}} \). For \( g \in G_{l_{0}} \), we have a surface connecting \( l_{0} \) and \( g(l_{0}) \). Namely, there exists a surface \( w_{g} : [0, 1] \times [0, 1] \to M \), such that

\[
\begin{align*}
w_{g}(0, t) &= l_{0}(t) \\
w_{g}(1, t) &= g(l_{0})(t) \\
w_{g}(s, 0) &\in L_{0} \\
w_{g}(s, 1) &\in L_{1}.
\end{align*}
\]

The symplectic area and the Maslov index of \( w \) are defined as follows. The symplectic area of \( w \) is simply defined by \( \mathcal{A}(w_{g}, g(l_{0})) = \int w_{g}^* \omega \). For the Maslov index of \( w \), we construct a loop of Lagrangian subspaces along \( w_{g}(\partial[0, 1]^2) \) in a canonical way. Recall that we have the pre-fixed Lagrangian path \( \tilde{l}_{l_{0}} \) along \( l_{0} \). Then, \( g(\tilde{l}_{l_{0}}) \) is a Lagrangian path along \( g(l_{0}) \) from \( T_{g(p_{0})}L_{0} \) to \( T_{g(p_{1})}L_{1} \). (We use the orientation reversal \( g(\tilde{l}_{l_{0}})^{op} \) if \( g \) is orientation reversing). Along \( w_{g}(s, i) \) for \( i = 0, 1 \), we consider \( T_{w_{g}(s,i)}L_{i} \) for \( s \in [0, 1] \). The concatenation of the above paths produces a bundle \( \mathcal{L}_{w_{g}} \) on \( \partial[0, 1]^2 \) which is a Lagrangian sub-bundle of \( w_{g}^* TM \) on \( [0, 1]^2 \). The Maslov index of \( \mathcal{L}_{w_{g}} \) is well-defined, and denoted by \( \mu(w_{g}, g(l_{0})) \).

We will require \( w_{g} \) to have zero symplectic area and zero Maslov index, but given a general \( g \in G_{l_{0}} \), such \( w_{g} \) does not necessarily exist.

**Definition 7.2.** We define

\[
G_{\alpha} = \{ g \in G \mid \exists w_{g} \text{ with } \mathcal{A}(w_{g}, g(l_{0})) = \mu(w_{g}, g(l_{0})) = 0 \}.
\]

Elements of \( G_{\alpha} \) are called energy zero elements.
Given $g \in G_\alpha$, there can be several choices of $w_g$ with zero symplectic area and zero Maslov index. However, all $w_g$'s satisfying $\mathcal{A}(w_g, g(l_0)) = \mu(w_g, g(l_0)) = 0$ are $\Gamma$-equivalent to each other. (See Definition 4.1 for the $\Gamma$-equivalence relation.)

**Lemma 7.3.** $G_\alpha$ forms a subgroup of $G$.

**Proof.** Let $g$ and $h$ be elements of $G_\alpha$. Then, there are $(w_g, g(l_0))$ and $(w_h, h(l_0))$ whose energies and Maslov indices are both zero. We make a concatenation

$$w_{gh} := w_g \star (g(w_h)).$$

Then, $(w_{gh}, (gh)(l_0))$ connects $l_0$ and $(gh)(l_0)$ and hence, $gh$ is accompanied by the path $w_{gh}$ satisfying

$$\mathcal{A}((w_{gh}, (gh)(l_0)) = \mu(w_{gh}, (gh)(l_0)) = 0$$

since $\mathcal{A}$ and $\mu$ are invariant under $G$-action.

Now, we will associate a canonical spin structure of $\mathcal{L}_{w_g}$ to each $w_g$ so that we can define the spin-$\Gamma$-equivalence relation among $w_g$’s as in 4.4. We will see that there may be at most two spin-$\Gamma$-equivalence classes for a single $\Gamma$-equivalence class.

Recall that $\mathcal{L}_{w_g}|_{[0, 1] \times [0, 1]} = \lambda_{l_0}$ has a preferred trivialization $\sigma : [0, 1] \times \mathbb{R}^n \to \tilde{\lambda}_{l_0}$ and that the spin structure $P_{spin}(\lambda_{l_0})$ for $\lambda_{l_0}$ is fixed by one of its lifting $\tilde{\sigma} : [0, 1] \times Spin(n) \cong P_{spin}(\lambda_{l_0})$ (4.8). Over $[0, 1] \times \{0\}$ (resp. $[0, 1] \times \{1\}$) we have $P_{spin}(L_0)$ (resp. $P_{spin}(L_1)$). Gluing of two spin structures at $(0, i)$ is done by $\iota_i \circ \tilde{\sigma}^{-1}$ for $i = 0, 1$ as explained in (4.8). It remains to specify spin structure of $\mathcal{L}_{w_g}$ along $\{1\} \times [0, 1]$ and how to glue it to $P_{spin}(L_i)$’s.

Let us assume for a moment that the $g$-action preserves orientations of $L_0$ and $L_1$. By $g$-action, the reference path $l_0$ is mapped to $g(l_0)$. Then, the Lagrangian path $g(\lambda_{l_0})$ over $g(l_0)$ from $T_{g(p_0)}L_0$ to $T_{g(p_1)}L_1$ can be trivialized by $g \circ \sigma$:

$$[0, 1] \times \mathbb{R}^n \cong g(\tilde{\lambda}_{l_0}).$$

We take $(A_{g^{-1}})^*(P_{spin}(\tilde{\lambda}_{l_0}))$ as a spin structure $P_{spin}(g(\tilde{\lambda}_{l_0}))$. From $\tilde{\sigma}$, we get an induced isomorphism

$$(7.3) \quad \tilde{g}\tilde{\sigma} : [0, 1] \times Spin(n) \cong P_{spin}(g(\tilde{\lambda}_{l_0})).$$

We need to define an analogue of $\iota_i$ at $g(p_i)$ to identify two spin bundles there. $(l_0(i) = p_i$ for $i = 0, 1$.) In fact, $T_{g,L_i} : (A_{g^{-1}})^*P_{spin}(L_i) \to P_{spin}(L_i)$ comes into play to glue $P_{spin}(g(\tilde{\lambda}_{l_0}))$ with $P_{spin}(L_i)$ at $g(p_i)$. Note that $\iota_i : Spin(n) \to P_{spin}(L_i)|_{p_i}$ defines a natural embedding, which we again denote by

$$\iota_i : Spin(n) \to (A_{g^{-1}})^*P_{spin}(L_i)|_{g(p_i)}.$$

Consider its composition with $T_{g,L_i}$:

$$T_{g,L_i} \circ \iota_i : Spin(n) \to P_{spin}(L_i)|_{g(p_i)}.$$ We see that $T_{g,L_i} \circ \iota_i \circ (\tilde{g}\tilde{\sigma})^{-1}$ glues $P_{spin}(L_i)$ and $P_{spin}(g(\tilde{\lambda}_{l_0}))$ at $g(p_i)$. (See Figure 4) Therefore, we have described the canonical spin structure for $\mathcal{L}_{w_g}$, which depends on the pre-fixed choice of $T_{g,L_i}$.

If $g$ is an orientation reversing action for both $L_0$ and $L_1$, we instead use the orientation reversal $(A_g)^*\tilde{\lambda}_{op}^{l_0} = g(\tilde{\lambda}_{l_0})^{op}$ along $g(l_0)$, whose end points can be identified with $T_{g(p_0)}L_0$ and $T_{g(p_1)}L_1$. Let $\sigma_{SO} : [0, 1] \times SO(\mathbb{R}^n) \to \tilde{\lambda}_{l_0}$ be the trivialization of the frame bundle of $\tilde{\lambda}_{l_0}$ induced from $\sigma$. If $(\mathbb{R}^n)^{op}$ denotes $\mathbb{R}^n$ with
the opposite orientation, then $\sigma_{SO}$ leads to the trivialization $\sigma_{SO}^{op} : [0,1] \times SO(\mathbb{R}^n)^{op} \to \tilde{\lambda}_{\text{op}}$. Take an isomorphism between $SO(\mathbb{R}^n)$ and $SO(\mathbb{R}^n)^{op}$, given by an element $O \in O(n) \setminus SO(n)$.

\[ \begin{array}{c}
\lambda_0 \\
TL_0 \\
TL_1 \\
g(\lambda_0) \\
T_{g,L_1} \\
T_{g,L_0}
\end{array} \]

\textbf{Figure 4.} The canonical spin structure for $\mathcal{L}_{w_g}$

From the extension $\tilde{\sigma} : [0,1] \times Spin(\mathbb{R}^n) \xrightarrow{\sim} P_{\text{spin}}(\tilde{\lambda}_0)$, we have $\tilde{\sigma}^{op} : [0,1] \times Spin((\mathbb{R}^n)^{op}) \xrightarrow{\sim} P_{\text{spin}}(\tilde{\lambda}^{op})$ which are isomorphic to the former by multiplying a lift $\tilde{O} \in Pin(n) \setminus Spin(n)$. We also have $\tilde{g}\tilde{\sigma}^{op} : [0,1] \times Spin((\mathbb{R}^n)^{op}) \xrightarrow{\sim} P_{\text{spin}}(g\tilde{\lambda}^{op})$. We next take $A_{g-1}(P_{sp}(\tilde{\lambda}_0^{op}))$ as the spin structure of $g(\tilde{\lambda}_0)^{op}$, and glue $P_{\text{spin}}(L_i)$ and $P_{\text{spin}}(g(\tilde{\lambda}_0)^{op})$ using $T_{g,L_i} \circ \iota_i \circ (\tilde{g}\tilde{\sigma} \circ \tilde{O})^{-1}$.

So far, we have described the canonical spin structure associated to the Lagrangian sub-bundle $\mathcal{L}_{w_g}$ over the boundary of $w_g$. As the bundle lies over $\partial[0,1]^2 \cong S^1$, there are only two possible spin structures.

\textbf{Definition 7.4.} For each $w_g$, we associate a number $sp(w_g) \in \mathbb{Z}/2$ which is zero if the canonical spin structure is trivial and 1 otherwise.

To handle orientation spaces in defining a $G_\alpha$-action in the next section, we should not only consider $w_g$ but also with its $sp$ value, i.e. $(w_g, sp(w_g))$ (or $(-1)^{sp(w_g)}w_g$ for short).

Lastly, we discuss the relation between group operations and $sp$. We want to compare the product $sp(w_g) \cdot sp(w_h)$ and $sp(w_{gh})$ of the concatenation $w_{gh}$ \[\text{(7.2)}.\]

\textbf{Proposition 7.5.} We have

\[ sp(w_g) \cdot sp(w_h) = (-1)^{sp(L_0(g,h)) + sp(L_1(g,h))} sp(w_{gh}) \].

\textbf{Proof.} For $g$ and $h$ in $G_\alpha$, we choose paths $w_g$ and $w_h$ of energy and index zero, respectively. They are equipped with Lagrangian bundles $\mathcal{L}_{w_g}$ and $\mathcal{L}_{w_h}$ on their boundaries and also the spin structures $P_{sp}(\mathcal{L}_{w_g}), P_{sp}(\mathcal{L}_{w_h})$ obtained by $T_g$ and $T_h$ respectively.

The concatenation of $w_g$ and $w_h$ gives $w_{gh}(= w_g \ast g(w_h))$ up to $\Gamma$-equivalence. $w_{gh}$ has two canonical spin structures. One is the canonical spin structure associated to the surface $w_{gh}$ which is used to define $sp(w_{gh})$. The other is induced from spin structures of $w_g$ and $w_h$ described as follows.

Consider the image $g(w_h)$ of $w_h$ and the pull-back bundle $(A_{g-1})^*P_{sp}(\mathcal{L}_{w_h})$ (on $g(w_h)$) with respect to the $g$-action. If we restrict $(A_{g^{-1}})^*P_{sp}(\mathcal{L}_{w_h})$ to horizontal edges, it coincides with $(A_{g^{-1}})^*P_{sp}(L_i)$. We apply the isomorphism $T_{g,L_i}$ over the whole horizontal edges (Figure 5) so that we obtain a new spin structure over the boundary of $g(w_h)$ which is isomorphic to $(A_{g^{-1}})^*P_{sp}(\mathcal{L}_{w_h})$. Let us denote the resulting spin structure
Figure 5. Construction of $P_{\text{spin}}(g(L_w h))$

as $P_{\text{spin}}(g(L_w h))$. Note that the restriction of $P_{\text{spin}}(g(L_w h))$ to horizontal edges is given by the restriction of the spin structure $P_{\text{spin}}L_i$ on $L_i$. Since $P_{\text{spin}}(g(L_w h))$ is isomorphic to $(A_{g^{-1}})^* P_{\text{spin}}(L_w h)$ on $g(w)$

\[(7.4)\]

$$sp(P_{\text{spin}}(g(L_w h))) = sp(P_{\text{spin}}(L_w h)).$$

We look into the gluing at each vertical ends of $P_{\text{spin}}(g(L_w h))$ more carefully. On the vertical edges of $g(w)$, we have $g(l_0)$ on the left and $gh(l_0)$ on the right. $P_{\text{spin}}(g(L_w h))$ agrees with $P_{\text{spin}}(gh(\lambda_{l_0}))$ (resp. $P_{\text{spin}}(g(h(\lambda_{l_0})))$) over $g(l_0)$ (resp. $gh(l_0)$) with a trivialization $(7.3)$

$$\tilde{g}\sigma : [0, 1] \times \text{Spin}(n) \cong P_{\text{spin}}(g(\lambda_{l_0}))$$

(resp. $\tilde{gh}\sigma : [0, 1] \times \text{Spin}(n) \cong P_{\text{spin}}(gh(\lambda_{l_0})))$. The horizontal and the vertical part of $P_{\text{spin}}(g(\lambda_{l_0}))$ at the end of $g(l_0)$ is glued by $T_{g,L_i} \circ \iota \circ \tilde{g}\sigma^{-1}$. On the other hand,

\[(7.5)\]

$$T_{g,L_i} \circ (A_{g^{-1}})^* T_{h,L_i} \circ \iota \circ \tilde{gh}\sigma^{-1}.$$

is applied to glue the horizontal and the vertical component of $P_{\text{spin}}(g(\lambda_{l_0}))$ at the end of $gh(l_0)$. (See the right vertical edge of Figure 5)

The spin structure $P_{\text{spin}}(g(L_w h))$ can be glued to $P_{\text{spin}}(L_w h)$ along $g(l_0)$ since the spin structure $P_{\text{spin}}(L_w h)$ over the right vertical edge have exactly the same trivializations and gluings as that of $P_{\text{spin}}(g(L_w h))$ over the left vertical edge. Denote the glued spin structure by $P_{\text{spin}}(L_w h) * P_{\text{spin}}(g(L_w h))$. By construction, it coincides with the canonical spin structure for $w_{gh}$ if we replace $T_{g,L_i} \circ (A_{g^{-1}})^* T_{h,L_i}$ in $(7.5)$ by $T_{gh,L_i}$ for gluing on the right vertical edge. Hence, the total difference between these two spin structures are precisely the product of $(-1)^{\nu_{L_i}(g,h)}$ for $i = 0, 1$ (see $(5.4)$), and we have proved the claim. \hfill \Box

Note that if $L_0$ and $L_1$ have the same spin profiles, then differences between $P_{\text{spin}}(L_w h) * P_{\text{spin}}(g(L_w h))$ and $P_{\text{spin}}(L_{w_{gh}})$ at two vertices of the right vertical edge cancel out, which will allow us to define group actions in the next section.
8. Group actions on Floer-Novikov complexes

In this section, we will define $G_\alpha$-action (Definition 7.2) on the Floer-Novikov complex of $(L_0, L_1)$ when spin profiles of $L_0$ and $L_1$ coincide.

**Assumption 8.1.** We assume that

$$\text{spf}_{L_0} = \text{spf}_{L_1}.$$  

The assumption can be weakened to only require that $[\text{spf}_{L_0}] = [\text{spf}_{L_1}]$. In fact, if they define the same class in $H^2(G; \mathbb{Z}/2)$, then one can modify one of them to fulfill Assumption 8.1 by changing the lifts $A^{\text{spin}}$s appropriately. We emphasize again that this condition is necessary to define a group action on the Floer complex.

For $g \in G_\alpha$, we will use the bounding surface $w_g$ connecting the base path $l_0$ and $g(l_0)$ of zero symplectic area and zero Maslov index, but such $w_g$ might carry a non-trivial canonical spin structure. If $sp(w_g)$ is 0 for all $g$, then we define $G_\alpha$ action on the covering space $\tilde{\Omega}(L_0, L_1; l_0)^{sp}$ without sign corrections, and it gives rise to an action on the Floer complex. However, in general, one should consider $\text{"}(-1)^{sp(w_g)}w_g\text{"}$.

As the action of $\text{"}(-1)^{sp(w_g)}w_g\text{"}$ directly on the covering space does not make sense, we cannot define the action of $(-1)^{sp(w_g)}w_g$ directly on the covering space. We will first make an assumption that $sp(w_g) = 0$ for all $g \in G$ (Assumption 8.2) to give a clear view of the action of $G_\alpha$ on the covering space, and later in Subsection 8.2 construct the precise $G_\alpha$-action on the Floer-Novikov complex without Assumption 8.2. Actual $G_\alpha$ action should be considered as an action between the orientation spaces (see Subsection 4.2) of the Floer-Novikov complex and these are spaces that actions of the sign factors $(-1)^{sp(w_g)}$ can be made.

8.1. Group actions on the Novikov covering $\tilde{\Omega}(L_0, L_1; l_0)^{sp}$. Let us make the following simplifying assumption just in this subsection.

**Assumption 8.2.** For each $g \in G_\alpha$, we can find $w_g$ with

$$sp(w_g) = 0 (= A(w_g, g(l_0)) = \mu(w_g, g(l_0))).$$  

Recall that we have defined the universal covering space of the path space $\Omega(L_0, L_1; l_0)$ by $\tilde{\Omega}(L_0, L_1; l_0)$ in Subsection 4.1 and refined it to get a smaller covering $\tilde{\Omega}(L_0, L_1; l_0)^{sp}$ by introducing spin $\Gamma$-equivalence relation in Subsection 4.4.

The $G$-action on $M$ gives a naive $G$-action on path spaces such that

$$g((w, l)) \in \tilde{\Omega}_{\text{univ}}(L_0, L_1; g(l_0)), \quad g((w, l)) = (g(w), g(l)),$$

for $(w, l) \in \tilde{\Omega}_{\text{univ}}(L_0, L_1; l_0)$, where $g(w)(s, t) := g(w(s, t))$. Since this naive $G$-action changes the base path from $l_0$ to $g(l_0)$, it does not give the correct $G$-action for Floer-Novikov complex. Alternatively, we define the $G_\alpha$-action on $\tilde{\Omega}(L_0, L_1; l_0)^{sp}$ in the following way. For $g \in G_\alpha$, we take $w_g$ satisfying (8.1). Then, the $G_\alpha$-action on $\tilde{\Omega}(L_0, L_1; l_0)^{sp}$ is defined by first taking the naive $g$-action and then attaching $w_g$.

**Definition 8.3.** We define the action of $G_\alpha$, $G_\alpha \times \tilde{\Omega}(L_0, L_1; l_0)^{sp} \to \tilde{\Omega}(L_0, L_1; l_0)^{sp}$, by

$$(g, [w, l]) \mapsto [w_g \star (g(w)), g(l)] =: g \cdot [w, l].$$  

(See Figure [a].)
Lemma 8.4. (8.3) provides a well-defined $G_\alpha$-action on $\tilde{\Omega}(L_0, L_1; l_0)^{sp}$

Proof. One may choose a different $w'_g$ satisfying (8.1) to define $g$-action, or choose a different representative $[w', l]$ of $[w, l]$, but it is not hard to see that these provide the same map (8.3) up to spin $\Gamma$-equivalence. Note that we have proved Proposition 7.5 under the assumption 8.1, which implies that if $w_g$ and $w_h$ satisfy (8.1), $w_{gh} = w_g \star g(w_h)$ also satisfies (8.1). This shows that (8.3) indeed defines a group action.

Now, we prove an analogue of Lemma 3.9.

Lemma 8.5. The covering map $\pi^{sp}: \tilde{\Omega}(L_0, L_1; l_0)^{sp} \to \Omega(L_0, L_1; l_0)$ is $G_\alpha$-equivariant. Moreover the action of $G_\alpha$ and that of deck transformation group $\Pi(L_0, L_1; l_0)$ on $\tilde{\Omega}(L_0, L_1; l_0)^{sp}$ commute with each other.

Proof. The projection map sends $[w_g \star (g(w)), g(l)]$ to $g(l)$, hence the first claim follows.

Suppose that an element $c \in \Pi(L_0, L_1; l_0)$ is represented by a loop $C$ at $l_0$ in the path space $\Omega$. Then,

$$g \cdot c \cdot [w, l] = [w_g \star (g(C)) \star (g(w)), g(l)].$$

On the other hand,

$$c \cdot g \cdot [w, l] = [C \star w_g \star (g(w)), g(l)].$$

Their difference is represented by the cylinder

$$w_g \star (g(C)) \star \overline{w_g} \star \overline{C}.$$  

Note that $w_g \star (g(C)) \star \overline{w_g}$ and $\overline{C}$ have the opposite energies, Maslov indices, and $sp$-values. Hence (8.4) has the trivial spin structure as well as vanishing energy and Maslov index, which implies

$$g \cdot c \cdot [w, l] = c \cdot g \cdot [w, l].$$

Let us review the Floer-Novikov setting briefly. From the construction, $(\pi^{sp})^* \alpha$ is exact for the covering map $\pi^{sp}$ in (2.4). The Floer action functional $A$ on $\tilde{\Omega}(L_0, L_1; l_0)^{sp}$ is defined by $A([w, l]) = \int w^* \omega$ for $[w, l]$ in $\Omega(L_0, L_1; l_0)^{sp}$. Then, it is not difficult to check that $A$ is well-defined and $(\pi^{sp})^* \alpha = -dA$.

The following lemma demonstrates that $A$ is compatible with the $G_\alpha$-action.
Lemma 8.6.

1. $A$ is invariant under $G_\alpha$-action on $\overline{\Omega}(L_0, L_1; l_0)^{sp}$.
2. The set $Cr(L_0, L_1; l_0)$ of critical points of $A$ consists of the pairs $[w, l_p]$ where $l_p$ is the constant path with $p \in L_0 \cap L_1$. The set $Cr(L_0, L_1; l_0)$ is invariant under the action of $\Pi(L_0, L_1; l_0)^{sp}$ and $G_\alpha$.

Proof. The $G_\alpha$-invariance of $A$ follows from the $G$-invariance of $\omega$ and the definition of $G_\alpha$-action. In particular, the set of critical points of $A$ is preserved by $G_\alpha$. The standard variation argument as in [FOOO] shows that $Cr(L_0, L_1; l_0)$ consists of $[w, l_p]$'s which directly imply that it is invariant under $\Pi(L_0, L_1; l_0)^{sp}$. □

Let $p \in L_0 \cap L_1$ and suppose that the constant path $l_p$ lies in the component $\Omega(L_0, L_1; l_0)$. We consider the relation between $G_\alpha$ and the isotropy group $G_p$, which is an analogue of Lemma 3.7.

Lemma 8.7. For $p \in L_0 \cap L_1$, we have

$$G_p \subset G_\alpha.$$  

In general, if there exists a path from $L_0$ to $L_1$ which is fixed by $g \in G$, then $g$ belongs to $G_\alpha$.

Proof. If $g \in G_p$, then $g \in G_\alpha$ since it preserves the connected component of $\Omega(L_0, L_1)$ containing $l_p$. To see that $g \in G_\alpha$, take $(u, l) \in \Omega_{univ}(L_0, L_1; l_0)$, where $u$ is a bounding surface from $l_0$ to $l_p$. Then, $g(u)$ is a bounding surface from $g(l_0)$ to $g(l_p) = l_p$. Setting $w_g := u \cdot g(u)$, we get a bounding surface from $l_0$ to $g(l_0)$ which has vanishing energy and Maslov index. The general case can be proved similarly. □

Definition 8.8. We denote by $(G_\alpha)_{[w, l]}$ the isotropy group at $[w, l] \in \overline{\Omega}(L_0, L_1; l_0)$ for the $G_\alpha$-action. Also, we denote by $(G_\alpha)_{\pm[w, l]}$ the set of elements of $G_\alpha$ which either act trivially on the spin $\Gamma$-equivalence class $[w, l]$ or send $[w, l]$ to a $\Gamma$ (but not spin $\Gamma$)-equivalent $[w', l]$.

Obviously $(G_\alpha)_{[w, l]} \subset (G_\alpha)_{\pm[w, l]}$.

Analogously to the Lemma 3.10, one might expect that $(G_\alpha)_{[w, l_p]} = G_p$, but unfortunately it is not true in general. In fact, we are not interested in the isotropy group $(G_\alpha)_{[w, l]}$, but rather in $(G_\alpha)_{\pm[w, l]}$. If $[w, l_p]$ are spin $\Gamma$-equivalent to $[w', l_p]$, their orientation spaces will be identified in a canonical way. (See Lemma 8.10) If they are $\Gamma$-equivalent but not spin $\Gamma$-equivalent, the identification of orientation spaces are changed by reversing the sign. We see that in either case, $(G_\alpha)_{\pm[w, l]}$ sends the orientation space of $[w, l_p]$ to itself. In this setting, we have the following lemma.

Lemma 8.9. We have

$$(G_\alpha)_{\pm[w, l_p]} = G_p.$$  

Proof. For $g \in G_p$, take $w_g := w \cdot g(w)$ as in the proof of lemma 8.7. We claim that $g \in (G_\alpha)_{[w, l_p]}$ if $sp(w_g) = 0$. Observe that the $g$-action on $[w, l_p]$ is nothing but $[w_g \cdot g(w), l_p]$. Since $w_g \cdot g(w) = w \cdot g(w) \cdot g(w)$ which is spin $\Gamma$-equivalent to $w$, we have proved the claim.

If $sp(w_g) = 1$, we should use $(-1) \cdot w_g$ to define an action of $g \in G_\alpha$, but we can not define such an action directly. From Assumption 8.2 there is certain $w'_g$ satisfying [8.1] which, then, is $\Gamma$-equivalent but
not spin-$\Gamma$-equivalent to $w_g$. Note that $w'_g \ast g(w)$ is $\Gamma$-equivalent to $w_g \ast g(w)$, and hence to $w$. Thus, $g \in (G_{\alpha})_{\pm[w,l_p]}$.

The other direction $(G_{\alpha})_{\pm[w,l_p]} \subset G_p$ is easy to check.

8.2. $G_{\alpha}$-action on the critical points and their orientation spaces. The $G_{\alpha}$-action on the orientation spaces are crucial ingredient for defining a group action on Floer theory of Lagrangian intersections. This signifies that as in the Morse case, we do not want the group action on the set of critical points of the Novikov-Floer complex, but rather on the set of the orientation spaces associated to critical points.

So far, we have considered the $G_{\alpha}$-action on the Novikov covering $\tilde{\Omega}(L_0, L_1; l_0)^{sp}$ under Assumption 8.2. From now on, we drop the assumption, and define $G_{\alpha}$ action directly on the complex $CF_{sp,*}^{*,*}(L_0, L_1)$ in (4.15). The key part of the construction is how to define an action on the orientation spaces associated to critical points.

We first go back to the definition 4.2 and show that the orientation space $\Theta^-_{[w,l_p]}$ can be assigned to each spin $\Gamma$-equivalence class $[w,l_p] \in Cr(L_0, L_1; l_0)^{sp}$ without ambiguity.

**Lemma 8.10.** Orientation bundles $\Theta^-_{[w,l_p]}$ for different representatives of $[w,l_p]$ can be canonically identified. Hence, the assignment $\Theta^-_{[w,l_p]}$ to each $[w,l_p] \in Cr(L_0, L_1; l_0)^{sp}$ is well-defined.

**Proof.** Let two different representatives $(w',l_p)$ and $(w,l_p)$ represent the same spin-$\Gamma$-equivalence class. Regarding $w$ and $w'$ as paths in $\Omega(L_0, L_1; l_0)$, $w'$ is homotopic to $w' \ast \overline{w} \ast w$. Thus, $w'$ can be thought of as the concatenation of $w' \ast \overline{w}$ and $w$. Let $\lambda_{w' \ast \overline{w}}$ be the associated Lagrangian bundle data of $w' \ast \overline{w}$ along the boundary. Note that by the definition of spin $\Gamma$-equivalences, $w' \ast \overline{w}$ has energy zero, and $\mu(\lambda_{w' \ast \overline{w}}) = 0$. Furthermore, the associated canonical spin structure is trivial.

To relate $\Theta^-_{[w,l_p]}$ and $\Theta^-_{(w',l_p)}$, we consider gluing of $\overline{\partial}_{\lambda_{w' \ast \overline{w}}, D^2}$ to $\overline{\partial}_{\lambda_w, Z_-}$ at a point. (See Figure 7.) Here, the domain of the $\overline{\partial}$-operator associated with $\lambda_{w' \ast \overline{w}}$ is replaced by $D^2$ (instead of a rectangle) to use gluing theorems in Subsection 4.3 more conveniently. The index formula (4.10) tells us that

\[
(8.6) \quad \text{det}(\overline{\partial}_{\lambda_{w' \ast \overline{w}}, Z_-}) \otimes \text{det}(\overline{\partial}_{\lambda_{w' \ast \overline{w}}, D^2}) \cong \text{det}(\overline{\partial}_{\lambda_w, Z_-}) \otimes \bigwedge^{\text{top}} \lambda_z
\]

![Figure 7. Gluing of $\overline{\partial}_{\lambda_{w' \ast \overline{w}}, D^2}$ and $\overline{\partial}_{\lambda_w, Z_-}$](attachment:image.png)
for some \( z \in \partial Z_- \). From Lemma 4.3 with the trivial spin structure on \( \lambda_{w',\pi} \), we have an identification

\[
\text{det}(\bar{\partial}_{\lambda_{w',\pi}}, D^2) \cong \wedge^{tsp} \lambda_z.
\]

Combining (8.6) and (8.7), we get the canonical identification

\[
\text{det}(\bar{\partial}_{\lambda_w}, Z_-) \cong \text{det}(\bar{\partial}_{\lambda_{w'}}, Z_-),
\]

which is denoted by \( \Theta_{[w,l_p]}^- \). \( \square \)

Now, we explore the group action on the orientation space \( \Theta_{[w,l_p]}^- \) associated to \([w,l_p] \in Cr(L_0, L_1; l_0)^{sp}.\) It will be soon revealed that the group action below is only well-defined if the spin profile of \( L_0 \) and \( L_1 \) are the same.

**Definition 8.11.** Given \( g \in G_\alpha \), take \( w_g \) satisfying \( \mathcal{A}(w_g, g(l_0)) = \mu(w_g, g(l_0)) = 0 \). Then, the action on Floer complex

\[
G_\alpha \times CF_{sp,R}^{sp,*}(L_0, L_1) \mapsto CF_{sp,R}^{sp,*}(L_0, L_1)
\]

is defined by the linear map \( \Phi^\Theta_g \) on generators

\[
\Phi^\Theta_g : \Theta_{[w,l_p]}^- \mapsto \Theta_{[w_g \ast g(w), l_g(p)]}^-.
\]

\( \Phi^\Theta_g \) is defined as a composition

\[
\Theta_{[w,l_p]}^- \xrightarrow{A_g} \Theta_{[g(w), l_g(p)]}^- \xrightarrow{\text{gluing}} \Theta_{[w_g \ast g(w), l_g(p)]}^- \xrightarrow{(-1)^{sp(w_g)}} \Theta_{[w_g \ast g(w), l_g(p)]}^-.
\]

(See Figure 8.)

**Figure 8.** First two steps of \( \Phi^\Theta_g \)

The action defined is independent of choice of \( w_g \). Observe that we multiply \((-1)^{sp(w_g)}\) if \( w_g \) has a non-trivial spin structure.
Let us closely look into each part of the map \((8.9)\). We only explain the case when \(G_\alpha\) is orientation preserving. One can proceed similarly for the other case, which we omit.

(1) The first map \(A^\alpha_g\) is the map given by the naive \(G\)-action. Namely, taking \(g\)-action to \([w, l_p]\) and the associated Lagrangian bundle \(\lambda_w\), we get a generator \([g(w), l_{g(p)}]\) and the Lagrangian bundle \(\lambda_{g(w)}\) along \(\partial Z_-\). Then, we consider two Cauchy-Riemann problems on \(Z_-\) with Lagrangian boundary conditions given by \(\lambda_w\) and \(\lambda_{g(w)}\) in \(w^*TM\) and \(g(w)^*TM\) respectively. Note that the naive \(g\)-action sends the bundle pair \((w^*TM, \lambda_w)\) to \((g(w)^*TM, \lambda_{g(w)})\). This induces an action of \(g\) between two Cauchy-Riemann problems \((J \text{ is } G\text{-invariant})\), and in particular, one can send kernel and cokernel of \(\mathcal{F}_{\lambda_w, Z_-}\) to those of \(\mathcal{F}_{\lambda_{g(w)}, Z_-}\). They define a map \(A^\alpha_g\) from \(\det(\partial Z_-, \lambda_{w})\) to \(\det(\partial Z_-, \lambda_{g(w)})\) by Definition \(4.2\).

(2) The second map \(g\text{ gluing}\) is needed from G-Novikov theory, since \(A^\alpha_g\) image gives a path from \(g(l_0)\) not \(l_0\). Hence, we restricted to the subgroup \(G_\alpha\), and consider the gluing map of determinant spaces. To define this map, we need to specify the choices of spin structures. For this, we need to define the spin structure of \(\lambda_{g(w)}\) carefully. The desired spin structure of \(\lambda_{g(w)}\) should have the following property. We already have a prescribed spin structure on \(\lambda_w\). Hence, if we glue \(\lambda_w, g\), with \(\lambda_{g(w)}\), we will obtain one spin structure on the concatenation \(\lambda_{w_g, g(w)}\). But \(w_g * g(w)\) also has another spin structure induced from the spin structures of \(L_0\) and \(L_1\). We would like to have these two spin structures being equal to each other.

For this purpose, we define the spin structure of \(\lambda_{g(w)}\) as follows. Along top and bottom edges of \(Z_-\) we have spin structures induced from \(P_{sp\text{in}}(L_1)\), and \(P_{sp\text{in}}(L_0)\). Since \(g(l_0)\) lies over the circular boundary of \(Z_-\) for \(g(w)\), it is natural to consider \(P_{sp\text{in}}(g(l_0))\) along this region. Then, we glue it to \(P_{sp\text{in}}(L_i)\) making use of \(T_g L_i \circ t_i \circ \sigma^{-1}\) for \(i = 0, 1\) as before. Observe that the circular boundary part of \(Z_-\) has the same spin structure as the right vertical edge of \(w_g\). What we obtain after gluing \(w_g\) and \(g(w)\) is indeed the canonical spin structure of \(\lambda_{w_g, g(w)}\) \((\text{produced by the spin structure of } L_0, L_1, P_{sp\text{in}}(l_0) \text{ and } t_i \circ \sigma^{-1})\). This is because contributions \(T_g L_i \circ t_i \circ \sigma^{-1}\) appear twice in the gluing above (once in the spin structure of \(w_g\) \(\text{right edge})\) and next in the spin structure of \(g(w)\) \(\text{left edge})\), and hence they cancel out.

We are now ready to define the second map \(g\text{ gluing}\). \(g\text{ gluing}\) is an isomorphism

\[
\Theta_{\{g(w), l_{g(p)}\}}^{-} \rightarrow \Theta_{\{w_g * g(w), l_{g(p)}\}},
\]

obtained from the gluing of \(w_g\) and \(g(w)\) at a point using \((4.10)\). To be specific, we take \(S_4 = D^2\) \((\text{instead of } [0, 1]^2)\) and \(F_4 = \lambda_{w_g}\), and \(S_5 = Z_-\) and \(F_5 = \lambda_{g(w)}\), and \(S_6 = Z_-\) and \(F_6 = \lambda_{w_g, g(w)}\).

(3) The last component, a multiplication by \((-1)^{sp(w_g)}\) is needed to have a well-defined group action. Namely, we want the group action to be independent of \(w_g\) chosen. In case that \(sp(w_g)\) is non-trivial, the gluing \(\text{last step in the figure})\) in fact has a hidden contribution of the sign factor \((-1)^{sp(w_g)}\) from Lemma \(4.3\)

\[
\det(\mathcal{F}_{\lambda_{w_g}, D^2}, (-1)^{sp(w_g)} \Lambda^{top} F_{5, z})
\]

(for some \(z \in \partial S_4\)). Namely, we can identify \(\det(\mathcal{F}_{\lambda_{w_g}, D^2}, (-1)^{sp(w_g)} \Lambda^{top} F_{5, z})\). Therefore, from \((4.10)\), we obtain an canonical isomorphism

\[
(8.10) \quad \det(\mathcal{F}_{\lambda_{w_g}, Z_-}) \cong \det(\mathcal{F}_{\lambda_{w_g, g(w)}, Z_-}).
\]
Hence, to cancel out this effect, we have added a multiplication by \((-1)^{sp(w_g)}\).

As explained in (2), the resulting (glued) spin structure on \(\lambda_{w_g \cdot g(w)}\) is the canonical spin structure, induced from those of \(L_0\), \(L_1\) and \(\lambda_{l_0}\). Therefore, \(\Phi^\Theta_g\) gives a map between orientation spaces which are determined by canonical spin structures of \([w, l_p]\) and \([w_g \cdot g(w), l_{g(p)}]\).

To see that \(\Phi^\Theta_g\) defines a group action on the Floer complex, notice that \(A^\Theta_g \circ A^\Theta_{l_0} = A^\Theta_{l_0}\), and both \(\Phi^\Theta_{w_g} \circ \Phi^\Theta_g\) and \(\Phi^\Theta_{g(h)}\) are maps between orientation spaces which are determined by canonical spin structures. The former map is twisted by \((-1)^{sp(w_g) + sp(w_h)}\) whereas the latter map is twisted by \((-1)^{sp(w_{gh})}\). From the Proposition 7.5, two twistings coincide precisely when spin profiles of \(L_0\) and \(L_1\) agree with each other.

Lastly, the \(G_\alpha\)-action on the Floer cochain complex is the linear extension of \(G_\alpha\)-action on \(CF(L_0, L_1; l_0)\) and this is compatible with what actually happens in geometry from the identity (8.5). (See Definition 4.3 for the precise definition of \(\Lambda^R(L_0, L_1; l_0)^{sp}\).)

**Proposition 8.12.** \(G_\alpha\)-action on \(CF_{R,l_0}(L_0, L_1)\) is \(\Lambda^R(L_0, L_1; l_0)^{sp}\)-linear.

### 8.3. Orbifold Novikov ring

We present an enlarged Novikov ring \(\Lambda^R_{orb}(L_0, L_1; l_0)\) for orbifold Floer cohomology which is an analogue of \(\Lambda^R_{\alpha}\) in Subsection 3.3. Heuristically, \(\Lambda^R_{orb}(L_0, L_1; l_0)^{sp}\) contains elements in \(G \setminus G_\alpha\) as there exists a path from \(l_0\) to \(g(l_0)\) for \(g \not\in G_\alpha\) which gives rise to a genuine loop of paths between \([L_0/G]\) and \([L_1/G]\) which increases (or decreases) the energy non-trivially.

Consider the set of homotopy classes of “generalized” paths in \(\Omega(L_0, L_1; l_0)\) which begin at \(l_0\) and end at \(g(l_0)\) for \(g \in G\). Then, we take the quotient of it by the set of classes which can be represented by energy, Maslov and \(sp\)-value zero paths. \(\langle I_\omega \rangle\) and \(\langle I_p \rangle\) are extended to generalized paths in the obvious way.) Denote this quotient by \(\Pi(L_0, L_1; l_0)^{sp}_{orb}\). In particular, \(\Pi(L_0, L_1; l_0)^{sp}_{orb}\) contains an element represented by a path \(w\) whose end point is \(g(l_0)\) for \(g \in G \setminus G_\alpha\). There is an exact sequence

\[
1 \to \Pi(L_0, L_1; l_0)^{sp}_{orb} \to \Pi(L_0, L_1; l_0)^{sp}_{orb} \to G/G_\alpha \to 1
\]

analogously to the third line of the diagram 4.6.

**Definition 8.13.** \(\Lambda_{orb}(L_0, L_1; l_0)^{sp}\) is defined by the completion of the group ring of \(\Pi(L_0, L_1; l_0)^{sp}_{orb}\) over \(R\).

By mimicking the construction in Definition 3.17, the \(G_\alpha\)-invariant part \(CF^*_{R,l_0}(L_0, L_1)^{G_\alpha}\) admits a structure of \(\Lambda_{orb}(L_0, L_1; l_0)^{sp}\)-module. Note that \(\Lambda_{orb}(L_0, L_1; l_0)^{sp}\) has the \(\mathbb{Z}\)-grading induced by \(I_p\) and there is a natural inclusion \(\Lambda^R(L_0, L_1; l_0)^{sp} \to \Lambda^R_{orb}(L_0, L_1; l_0)^{sp}\) which fits into the diagram

\[
\begin{array}{ccc}
\Lambda^R(L_0, L_1; l_0)^{sp} & \to & \Lambda_{nov}(R) \\
\downarrow & & \\
\Lambda^R_{orb}(L_0, L_1; l_0)^{sp} & \to & \Lambda_{nov}(R)
\end{array}
\]

where \(\Lambda^R_{orb}(L_0, L_1; l_0)^{sp} \to \Lambda_{nov}\) is obtained by taking the energy and the Maslov index, and with an additional multiplication by \((-1)^{sp}\). We omit further details as this new coefficient ring will not be visible if we use the universal Novikov field. From now on, we will only use \(\Lambda_{nov}(R)\) as our coefficient.
Lagrangian Floer theory is built upon subtle data of \( J \)-holomorphic discs and strips. In order to have good moduli spaces of such maps, an appropriate perturbation scheme is required. Furthermore, we need equivariant transversality for the sake of group actions on Floer theory, and it is difficult to achieve both equivariance and transversality at once using simple methods.

We have shown that the algebraic technique due to Seidel can be hired to overcome this problem in section 6 for exact symplectic manifolds and Lagrangian submanifolds. Note that the bubbling off of discs does not occur in this case. Seidel developed a domain-dependent perturbation scheme for \( J \)-holomorphic strips and polygons which gives rise to the desired \( A_\infty \)-relations.

For the general case, however, disc bubblings do occur and the domain dependent perturbation is not good enough. Fukaya and Ono \([FO]\) introduced a kind of an abstract perturbation scheme so called Kuranishi structure. Fukaya-Oh-Ohta-Ono \([FOOO]\) have developed it further to achieve transversality. Note that Kuranishi structure is, in fact, a tool designed for attaining equivariant transversality more systematically with help of multi-sections. Hence, adding a finite group action to Kuranishi structure is not presumed to cause more difficulty. We will explain how to achieve equivariant transversality in this setup.

9.1. Brief Review of Kuranishi structure. We refer readers to \([FO] \), \([FOOO, Appendix A]\), \([FOOO3]\) for the definition and properties of Kuranishi structure. What we will carry out in this section is roughly as follows. Suppose a space \( M \) admits a Kuranishi structure and a \( G \)-action. We shall show that there is an induced Kuranishi structure on \( M/G \) whose multi-valued perturbation gives rise to \( G \)-equivariant multi-sections on \( M \) if chosen suitably.

Let us explain in more detail. First we briefly explain the terms.

**Definition 9.1.** \([FOOO, A1.1]\) A Kuranishi neighborhood of a point \( p \) in a compact metrizable space \( X \) is a quintuple \((V_p, E_p, \Gamma_p, \psi_p, s_p)\) such that

1. \( V_p \) is a finite dimensional smooth manifold (possibly with boundary or corner);
2. \( E_p \) is a finite dimensional real vector space;
3. \( \Gamma_p \) is a finite group acting smoothly and effectively on \( V_p \) and linearly on \( E_p \);
4. \( s_p \) is a \( \Gamma_p \)-equivariant map \( V_p \to E_p \);
5. \( \psi_p : s_p^{-1}(0)/\Gamma_p \to U_p \subset X \) is a homeomorphism to a neighborhood \( U_p \) of \( p \in X \).

Given a pair of neighborhoods \((V_p, E_p, \Gamma_p, \psi_p, s_p)\) and \((V_q, E_q, \Gamma_q, \psi_q, s_q)\) of \( p \in X \) and \( q \in \psi_p(s_p^{-1}(0)/\Gamma_p) \), a coordinate change \([FOOO] A1.3\) is denoted as \((\hat{\phi}_{pq}, \phi_{pq}, h_{pq})\). Here, \( h_{pq} : \Gamma_q \to \Gamma_p \) is an injective homomorphism, and \( \phi_{pq} : V_{pq} \to V_p \) is an \( h_{pq} \)-equivariant smooth embedding from \( \Gamma_q \)-invariant open neighborhood \( V_{pq} \) of the origin in \( V_q \) to \( V_p \), and \( \hat{\phi}_{pq} \) is a compatible equivariant embedding of vector bundles \( E_q \times V_{pq} \to E_p \times V_p \). These are required to satisfy additional properties which we omit. Note that a coordinate change may exist only in one direction.

**Definition 9.2.** \([FOOO, A1.5]\) A Kuranishi structure on \( X \) assigns a Kuranishi neighborhood \((V_p, E_p, \Gamma_p, \psi_p, s_p)\) for each \( p \in X \) and a coordinate change \((\hat{\phi}_{pq}, \phi_{pq}, h_{pq})\) for each \( q \in \psi_p(s_p^{-1}(0)/\Gamma_p) \) such that

1. \( \dim V_p - \text{rank } E_p \) is independent of \( p \), called virtual dimension of \( X \);
(2) For \( r \in \psi_q(s_q^{-1}(0) \cap V_{pq}/\Gamma_q) \), \( q \in \psi_p(s_p^{-1}(0)/\Gamma_p) \), there exists \( \gamma_{pqr} \in \Gamma_p \) satisfying
\[
\gamma_{pqr} \circ h_{qr} = \gamma_{pqr} \cdot h_{pr} \cdot \gamma_{pqr}^{-1}, \quad \phi_{pq} \circ \phi_{qr} = \gamma_{pqr} \cdot \phi_{pr}, \quad \hat{\phi}_{pq} \circ \hat{\phi}_{qr} = \gamma_{pqr} \cdot \hat{\phi}_{pr}.
\]

If trying to perturb \( \{s_p\} \) to make it transverse to zero section, one needs to construct perturbations inductively. Since a coordinate change may exist only in one direction, a clever choice of subcollection of Kuranishi neighborhoods is required. This subcollection should be ordered for inductive perturbations, and cover \( X \). Such a choice is called a good coordinate system. (See \cite[A.1.11]{FOOO}.) One can always choose a good coordinate system, whose detailed construction has been given in part II of \cite{FOOO3}. The proof goes by the induction on the dimension of \( V_p \), and in each dimension, one glues several Kuranishi neighborhoods to obtain bigger Kuranishi neighborhoods and finally get a good coordinate system. There is a notion of tangent bundle of a space \( X \) with a Kuranishi structure, and also a notion of orientations on it, which we omit.

We now recall multi-sections of a Kuranishi structure. For \( (V_p, E_p, \Gamma_p, \psi_p, s_p) \), consider the product of \( l \) copies of \( E_p \), denoted as \( E^l_p \), and endow it with the action of symmetric group \( S_l \). Denote the quotient space by \( S^l(E_p) := E^l_p/S_l \), which has an induced action of \( \Gamma_p \). There exists a \( \Gamma_p \)-equivariant map
\[
tm_m : S^l(E_p) \rightarrow S^{tn}(E_p),
\]
which sends \([a_1, \ldots, a_l] \) to \([a_1, \ldots, a_1, a_1, \ldots, a_1, a_1, \ldots, a_l] \) for \( m \) copies.

**Definition 9.3.** \cite[A1.19]{FOOO} An \( n \)-multi-section \( s \) of \( \pi : E_p \times V \rightarrow V \) is a \( \Gamma_p \)-equivariant map \( V \rightarrow S^n(E_p) \). It is said to be liftable if there exist \( \bar{s} = (\bar{s}_1, \ldots, \bar{s}_n) : V_p \rightarrow E^n_p \) such that its composition with \( \pi : E^n_p \rightarrow S^n(E_p) \) is \( s \). Here \( \bar{s} \) needs not be \( \Gamma_p \)-equivariant. Each \( \bar{s}_i \) is called a branch of \( s \).

Liftable multi-sections will be considered always. Given an \( n \)-multi-section, we obtain an \( nm \)-multi-section by composing it with \( tm_m \) map. An \( n \)-multi-section \( s \) is equivalent to an \( m \)-multi-section \( s' \) if their induced \( mn \)-multi-sections are the same. We identify equivalent multi-sections from now on. A lifted multi-section is said to be transversal to zero if each of its branches is transversal to the zero section. compatibilities of multi-sections can be handled in the same way as in \cite{FOOO} and we omit the details.

A family of multi-sections \( s_\epsilon \) is said to converge to a Kuranishi map \( s = \{s_p\} \) as \( \epsilon \to 0 \) if there exists \( n \) such that \( s_\epsilon \) is represented by an \( n \)-multi-section \( s^n_\epsilon \) and \( s^n_\epsilon \) converges to a representative of \( s \).

**Lemma 9.4.** \cite[A1.23]{FOOO} Suppose that a good coordinate system of the Kuranishi structure over \( X \) is given, and that the Kuranishi structure has a tangent bundle. Then, there exists a family of multi-sections \( \{s'_p, \epsilon \} \) such that it converges to \( \{s_p\} \) \( \epsilon \to 0 \).\( s'_p, \epsilon \)'s are transversal to 0 for all \( \epsilon > 0 \).

### 9.2. Kuranishi structure for equivariant transversality

A notion of group actions on a space with Kuranishi structure is introduced in \cite[A1.3]{FOOO}.

**Definition 9.5.** Let \( X \) be a space with Kuranishi structure. A homeomorphism \( \phi : X \rightarrow X \) is called an automorphism of Kuranishi structure if the following holds: For \( p \in X \) and \( p' = \phi(p) \), there exist Kuranishi neighborhoods \( (V_p, E_p, \Gamma_p, \psi_p, s_p), (V_{p'}, E_{p'}, \Gamma_{p'}, \psi_{p'}, s_{p'}) \) of \( p \) and \( p' \) with a group isomorphism \( \rho_p : \Gamma_p \rightarrow \Gamma_{p'} \), a \( \rho_p \)-equivariant diffeomorphism \( \phi_p : V_p \rightarrow V_{p'} \) and a \( \rho_p \)-equivariant bundle isomorphism \( \hat{\phi}_p \) which covers \( \phi_p \). They are required to satisfy \( \phi_{p'} \circ \phi_p = \phi_{p'} \circ \phi_p \) and \( \psi_{p'} \circ \psi_p \). An induced homeomorphism \( \hat{\phi}_p : s_{p'}^{-1}(0)/\Gamma_{p'} \rightarrow s_p^{-1}(0)/\Gamma_p \) from \( \phi_p \).
These data should be compatible with the coordinate changes of Kuranishi structure as in [FOOO] A1.47.

We write $((\rho_p, \phi_p, \widehat{\phi}_p), \phi)$ for an automorphism of Kuranishi structure. An automorphism $((\rho_p, \phi_p, \widehat{\phi}_p), \phi)$ is said to be conjugate to $((\rho'_p, \phi'_p, \widehat{\phi}'_p), \phi')$ if $\phi = \phi'$ and if there exists $\gamma_p \in \Gamma_{\psi(p)}$ for each $p$ satisfying

$$
\gamma_p = \phi_p \cdot \rho_p \cdot \phi_p^{-1}, \quad \phi'_p = \phi_p \cdot \widehat{\phi}_p, \quad \widehat{\phi}'_p = \phi_p \cdot \widehat{\phi}_p.
$$

**Definition 9.6.** Consider an action of a finite group $G$ on $X$ and suppose $X$ is compact. It is called an action on a space with Kuranishi structure if each $g \in G$-action from $X$ to itself lifts to an automorphism $\phi_*$ of the Kuranishi structure, and the composition $g_*$ and $h_*$ is conjugate to $(gh)_*$.

The following lemma of [FOOO] is essential in our application.

**Lemma 9.7.** [FOOO] A1.49 If a finite group $G$ acts on a space $X$ with Kuranishi structure, then the quotient space $X/G$ has a Kuranishi structure.

**Proof.** We only give a brief sketch, here. Let $g \in G$ and $p \in X$. We put $G_p = \{g \in G | g \cdot p = p\}$. Take a Kuranishi neighborhood of $p$

$$
(V_p, E_p, \Gamma_p, \psi_p, s_p)
$$

such that $V_p$ is $G_p$-invariant. We want to extend $\Gamma_p$ using $G_p$ to obtain another finite group $\Gamma_p[p]$ which acts on $V_p$. Then, $\Gamma_p[p]$ will serve as a local group for a Kuranishi neighborhood of $[p]$ in $X/G$. We assume that the $G_p$-action on $V_p$ is effective, and otherwise, it can be made effective by adding a finite dimensional representation to $V_p$ and $E_p$.

Both $G_p$ and $\Gamma_p$ can be considered as a subgroup of the group of diffeomorphisms of $V_p$. The extension $\Gamma_{p}[p]$ is the group generated by these two subgroups $G_p, \Gamma_p$ in $\text{Diff}(V_p)$. From Definition 9.6, there exist $\gamma_{g_1, g_2} \in \Gamma_p$ for $g_1$ and $g_2$ in $G_p$ such that

$$
g_1 \circ g_2 = \gamma_{g_1, g_2} \circ (g_1 g_2).
$$

Also from Definition 9.5 we have

$$
g \circ \gamma = \rho_{p \cdot g}(\gamma) \circ g
$$

for $g \in G_p$ and $\gamma \in \Gamma_p$. This implies that the extension group $\Gamma_{p}[p]$ satisfies the following exact sequence

$$
1 \to \Gamma_p \to \Gamma_{p}[p] \to G_p \to 1.
$$

The $\Gamma_{p}[p]$-action lifts to an action on $E_p \times V_p$, and $\psi_p : s_p^{-1}(0) / \Gamma_p \to X$ induces $\psi_{p}[p] : s_p^{-1}(0) / \Gamma_{p}[p] \to X/G$. Thus, we get a Kuranishi neighborhood $(V_p, E_p, \Gamma_{p}[p], \psi_{p}[p], s_p)$ of $[p] \in X/G$.

This lemma will be used to find a compatible good coordinate system and equivariant sections thereof.

First, let us consider a good coordinate system on $X$ given by a partially ordered set $(\mathcal{P}, \leq)$, which parametrizes a collection of Kuranishi neighborhoods covering $X$. (Technically, we require that this system additionally satisfy properties in [FOOO3, Definition 5.3].) Namely, given $p \in \mathcal{P}$ we have a corresponding Kuranishi neighborhood $(V_p, E_p, \Gamma_p, \psi_p, s_p)$, and partial order describes directions of embeddings.

We say that a good coordinate system on $X$ is compatible with the $G$-action on $X$ if the following holds:
(1) For $p \in P$ and $g \in G$, there exist $p' \in P$ such that $g_*$ sends the Kuranishi neighborhood for $p$ to that of $p'$ (this defines a map $g_* : P \to P$ such that $p' = g_*(p)$);
(2) The map $g_*$ preserves the partial order of $P$.

We owe the following lemma to Kenji Fukaya.

**Lemma 9.8.** Let $X$ be a space with Kuranishi structure together with a $G$-action on it. Then, there exist a good coordinate system compatible with the $G$-action on $X$.

**Proof.** A good coordinate system is chosen by the induction on the dimension of $V_p$ and by gluing several Kuranishi neighborhoods (in order to get a bigger one satisfying desired properties). From the previous lemma, $X/G$ is also a space with Kuranishi structure, and hence admits a good coordinate system. Then, we glue the corresponding charts in $X$ in the same way we construct the good coordinate system for $X/G$. This produces a desired good coordinate system on $X$ which is compatible with the $G$-action. □

We now explain how to choose multi-sections. If $\Psi$ is an automorphism of a space with Kuranishi structure $\Psi$ and $s$ is a multi-section, then we can pull back $s$ by $\Psi$ in an obvious way. Write the pulled-back multi-section by $\Psi^* s$.

**Definition 9.9.** A multi-section $s$ is said to be $G$-equivariant if for each $g \in G$ the corresponding automorphism of Kuranishi structure $g_*$ sends $s$ to itself.

If a multi-section $s$ is $G$-equivariant, the zero set of $s$ admits the obvious $G$-action. Equivariant multi-sections can be constructed from a multi-section for $X/G$. Virtual fundamental chains obtained in this way admit natural $G$-actions, and evaluation maps become $G$-equivariant as well.

**Lemma 9.10.** Let $X$ be a space with Kuranishi structure equipped with $G$-action and fix a $G$-compatible good coordinate system. Then the family of multi-section $\{s_{p,\epsilon}^p\}$ in Lemma 9.4 can be chosen to be $G$-equivariant.

**Proof.** This is again done by choosing a multi-section for $X/G$ first. We examine how to do it in local charts. Let $(V_p, E_p, \Gamma_p, \psi_p, s_p)$ be a Kuranishi neighborhood for $[p] \in X/G$. Given a multi-section $s_{p',\epsilon}^p : V_p \to S^\epsilon(E_p)$ (which is $\Gamma_p$-equivariant by definition), the same multi-section $s_{p',\epsilon}$ can be regarded as a multi-section for the Kuranishi neighborhood $(V_p, E_p, \Gamma_p, \psi_p, s_p)$ of $p \in X$ since it is $\Gamma_p$-equivariant also. The $\Gamma_p$-equivariance implies that the multi-section $s_{p',\epsilon}$ is $G_p$-equivariant. □

We finally deal with transversality of evaluation maps from moduli spaces. We want to choose multi-sections suitably so that evaluation maps become submersive. Fukaya, Oh, Ohta and Ono [FOOOT2] defined Lagrangian Floer theory on de Rham model using continuous families of multi-sections, and constructed smooth correspondences using such gadgets. It is straightforward to modify the construction of smooth correspondences by using a continuous family of multi-sections which fits into our $G$-equivariant setting. Let us illustrate it for the local chart, and leave details to the reader.

Consider a chart $(V_p, E_p, \Gamma_p, \psi_p, s_p)$ from Lemma 9.7 with $\Gamma_p$ as before. Let $f_p : V_p \to M$ be a submersion. A vector space $W_p$ is chosen to have sufficiently large dimension so that there exists a surjective bundle map $\text{Sur} : W_p \times V_p \to E_p$. The extended space $W_p$ is given the trivial $\Gamma_p$-action. We put $s_p^{(1)}(w, x) = \text{Sur}(w, x) + s_p(x)$. 
It is no longer $\Gamma_{[p]}$-equivariant, so we take (family of) multi-sections
\[(9.1) \quad s_p(w, x) := s_p^{(2)}(w, x) = [\gamma_1 s_p^{(1)}(w, x), \cdots, \gamma_g s_p^{(1)}(w, x)]\]
where $\Gamma_{[p]} = \{\gamma_1, \cdots, \gamma_g\}$. Then, $s_p$ is transversal to 0 and the restriction of $f_p \circ \pi_p : W_p \times V_p \to M$ to $\cup_i \{(w, x) | s_p,i(w, x) = 0\}$ is a submersion. For $g \notin G_p$, we can choose $W_p = W_{g(p)}$ and make the related construction done in $g$-equivariant way.

Recall from \cite{FOOOT2} that smooth correspondence is defined locally as follows. Let $\theta_p$ be a (relatively) spin Lagrangian submanifold in a symplectic manifold $(M, \omega)$. We can put various $G$-acts on $M$ effectively, preserving the symplectic form $\omega$, and make the related construction done in $g$-equivariant way.

**Definition 9.11.** We define
\[(9.2) \quad \left((V_p, E_p, \Gamma_p, \psi_p, s_p), (W_p, \omega_p), \varphi_p, f_p\right) (\theta_p) = \frac{1}{|\Gamma_p|} \sum_{j=1}^l \left( f_p \circ \pi_p |_{s_p^{-1}(0)} \right)_1 (\pi_p^* \theta_p \wedge \omega_p) |_{s_p^{-1}(0)}\]
where $l$ is the number of branches of $s_p$. This is a $G_p$-equivariant map.

We can put various $W_p$'s compatibly in the good coordinate system by using almost the same technique as in \cite{FOOOT2}.

### 10. Group actions on $A_\infty$-algebra of a Lagrangian Submanifold

Let $L$ be a (relatively) spin Lagrangian submanifold in a symplectic manifold $(M, \omega)$. The Floer cochain complex between $L$ and itself has a structure of an $A_\infty$-algebra as observed in \cite{FOOO}. If the finite group $G$ acts on $M$ and preserves $L$, then we can construct a group action on the $A_\infty$-algebra of $L$ which is compatible with $A_\infty$-operations. The construction does not involve spin profiles and $G$-Novikov theory. We only need equivariant transversality in the previous section with a little bit of algebraic manipulation. We will mainly discuss the latter in this section.

The actual construction of $A_\infty$-algebra involves a long sequence of technical constructions. We do not reproduce the whole steps here, but only indicate how to adapt constructions in \cite{FOOO} in our setting, omitting most of the steps which can be done by straightforward modification of theirs. We remark that the $(m_1)$-cohomology of the $A_\infty$-algebra is the Floer cohomology $HF(L, L)$, and in particular, spin profiles automatically match. This provides an explanation on why the spin profile condition is not necessary in this case. Moreover, we do not have to reduce the $G$-action to the action of the energy zero subgroup $G_\alpha$. The reason behind it will be discussed in Section 11.

Suppose that a finite group $G$ acts on $M$ effectively, preserving the symplectic form $\omega$, almost complex structure $J$, a spin Lagrangian submanifold $L$ and its isomorphism class of spin structure. Hence, $G$ acts on the moduli spaces of stable $J$-holomorphic discs bounding $L$, and the local Kuranishi model for a stable map is identical under group action.

As long as two spin structures $(A_{g-1})^* P_{\text{spin}}(L)$ and $P_{\text{spin}}(L)$ are isomorphic, the induced orientations on the moduli spaces of discs are the same, and the choice of the particular isomorphism $A_g^{\text{spin}}$ do not play a role, here. Thus, the following proposition follows from the construction of \cite{FOOO} and $G$-Kuranishi structure built in the previous section. Let $\beta \in H_2(M, L; \mathbb{Z})$, and $k \geq 1$. 
Proposition 10.1. [FOOT2] The moduli space $M_{k,l}^{main}(L, J, \beta)$ of stable $J$-holomorphic discs with boundary on $L$ with $k$ boundary marked points (cyclically ordered) and $l$ interior marked points has a Kuranishi structure with an action of $G$ in the sense of Definition 9.6. We can choose family of $G$-equivariant multisections $s$ for which the moduli space has a virtual fundamental chain of dimension $m + \mu_L(\beta) + k + 2l - 3$.

Let $\Phi_{\beta,k} := (\ev_0, \cdots, \ev_k) : M_{k+1}(L, \beta) \to (L)^{\times(k+1)}$ be the boundary evaluation map. Then, the $g$-action induces an isomorphism $(A_g)_* : M_{k+1}(L, \beta) \to M_{k+1}(L, \beta)$ with commuting diagram

\[
\begin{array}{c}
M_{k+1}(L, \beta) \\
\downarrow \Phi_{\beta,k} \\
M_{k+1}(L, \beta)
\end{array}
\begin{array}{c}
L \times \cdots \times L \\
A_g \\
L \times \cdots \times L
\end{array}
\]

where $A_g$ in the right column is the diagonal action of $g$.

For convenience, we work on the de Rham model of an $A_\infty$-algebra, whose construction is described in [FOOT2]. A de Rham model $A_{\infty}$-algebra has been extensively used in the toric setting recently, where Lagrangian submanifolds are $T^n$-orbits. $T^n$-equivariant evaluation maps are automatically submersive, and hence was directly used to define the push-forward of differential forms.

Consider the de Rham complex $\Omega(L)$ of $L$. A multi-linear map

\[
m_{k,\beta} : \Omega(L) \otimes \cdots \otimes \Omega(L) \to \Omega(L)
\]

is defined as follows:

\[
m_{k,\beta}(\rho_1, \cdots, \rho_k) = (\ev_0)!(\ev_1, \cdots, \ev_k)^*(\rho_1, \cdots, \rho_k).
\]

where $(\ev_0)!$ is an integration along fibers if $\ev_0$ is a submersion. In general, it is the $G$-equivariant smooth correspondence described in the previous section. (See the diagram below.)

\[
\begin{array}{c}
L \\
\downarrow \ev_0 \\
M_{k+1}(L, \beta)^s \\
\downarrow \Phi_{\beta,k} \\
L \times \cdots \times L
\end{array}
\]

We put

\[
m_k = \sum_{\beta} T^{\omega(\beta)}m_{k,\beta} \quad \text{(for } k \neq 1), \quad m_1(\rho_1) = (-1)^{\deg \rho_1 + n + 1}d\rho_1 + \sum_{\beta} T^{\omega(\beta)}m_{1,\beta}(\rho_1).
\]

As shown in [FOOT2], $\{m_k\}_{k \geq 0}$ defines an $A_\infty$-structure on $\Omega(L)$, i.e. the family of operations satisfying

\[
\sum_{k_1 + k_2 = k + 1} \sum_i (-1)^i m_{k_1}(\rho_1, \cdots, m_{k_2}(\rho_i, \cdots, \rho_{i+k_2-1}), \cdots, \rho_k) = 0
\]

where $* = |\rho_1| + \cdots + |\rho_{i-1}| + i - 1$.

Note that if $E$ and $M$ are manifolds with $G$-actions, and if $f : E \to M$ is a $G$-equivariant submersion, then the integration along fiber $f_!$ is well-defined on the cochain level, and is $G$-equivariant. Therefore, we obtain the following lemma.

Lemma 10.2. The operations $\{m_k\}$ are $G$-equivariant in the sense that

\[
m_{k,\beta}(g \cdot \rho_1, \cdots, g \cdot \rho_k) = g \cdot m_{k,\beta}(\rho_1, \cdots, \rho_k).
\]
where $g \cdot \rho = (g^{-1})^* \rho$

Due to the problem “running out of Kuranishi neighborhood” \cite[Section 7.2]{FOOO}, one first construct a $G$-equivariant $A_N$-algebra of the Lagrangian submanifold $L$ for a large $N$. Then, the desired $A_\infty$-algebra is obtained by further applying algebraic formalism as follows. (See \cite[Theorem 7.2.27]{FOOO} for more details.)

In what follows, we will use the (tensor) coalgebra language which much reduces the notational complexity. $m_k$ gives rise to the coderivation $\hat{m}_k$, and $\hat{d} := \sum_{k=0}^\infty \hat{m}_k$ on the tensor coalgebra $T\Omega(L)$. We write $x = x_1 \otimes \cdots \otimes x_k$, and $g(x) = g(x_1) \otimes \cdots \otimes g(x_k)$. An $A_\infty$-homomorphism $f$ induces a cohomomorphism $\hat{f}$ between coalgebras. One can average an $A_\infty$-homomorphism to make it $G$-equivariant in the following way.

**Lemma 10.3.** Let $\hat{f} = \{f_t\}$ be an $A_\infty$ homomorphism between two $A_\infty$ algebras $C_1$ and $C_2$ with $G$-actions. The average $\hat{f}_{\text{avg}}$ is defined by

$$\hat{f}_{\text{avg}}(x) := \frac{1}{|G|} \sum_g g\hat{f}(g^{-1}x).$$

Then, $\hat{f}_{\text{avg}}$ gives a $G$-equivariant $A_\infty$ homomorphism.

**Proof.** $\hat{f}_{\text{avg}}$ is $G$-equivariant by construction. We need to prove that $\hat{f}_{\text{avg}} \circ \hat{d} = \hat{d} \circ \hat{f}_{\text{avg}}$. From (10.4), $\hat{d}$ commutes with the $g$-action. Also, $\hat{d}$ commutes with $\hat{f}$ since $f$ is an $A_\infty$-homomorphism. Hence, the lemma follows.

**Remark 10.4.** Averaging of $A_\infty$-operations of an non-$G$-equivariant $A_\infty$-algebra does not produce an $A_\infty$-algebra.

The lemma below follows immediately.

**Lemma 10.5.** $(\hat{h} \circ \hat{f})_{\text{avg}} = \hat{h}_{\text{avg}} \circ \hat{f}$ and $(\hat{f} \circ \hat{h})_{\text{avg}} = \hat{f} \circ \hat{h}_{\text{avg}}$ provided that $\hat{f}$ is $G$-equivariant (i.e. $\hat{f}_{\text{avg}} = \hat{f}$).

We introduce the notion of $A_\infty$-homotopies in the existence of the group action. Let $(C[1], \{m_k\})$ be an $A_\infty$-algebra over $R$ on which a finite group $G$ acts and suppose that each $m_k$ is $G$-equivariant. ([1] means the degree shifting.) The $A_\infty$-homotopy is defined by employing a model of $C \times [0,1]$. When $R \supset \mathbb{R}$, the $A_\infty$-algebra $C[1] \otimes R[t, dt]$ can be used as a model. (See \cite{Fu} for extended $A_\infty$-operations on $C[1] \otimes R[t, dt]$.) A $G$-action on $C[1] \otimes R[t, dt]$ is defined by giving a trivial $G$-action on $R[t, dt]$ factor. i.e. the $G$-action on $C[1] \otimes R[t, dt]$ is $R[t, dt]$-linear. It is easy to see that $A_\infty$ operations on $C[1] \otimes R[t, dt]$ are $G$-equivariant.

Recall that we have an $A_\infty$ homomorphism $\text{Eval}_{t=t_0} : C[1] \otimes R[t, dt] \to C[1]$ given by

$$\text{Eval}_{t=t_0}(P(t) + Q(t)dt) = P(t_0).$$

All other higher components of $\text{Eval}_{t=t_0}$ are defined to be zero. $\text{Eval}_{t=t_0}$ is obviously $G$-equivariant and so is $\text{Eval}_{t=t_0}$.

**Definition 10.6.** Two $(G$-equivariant$)$ $A_\infty$ homomorphisms $\phi, \phi' : C \to C'$ are said to be $(G$)-homotopic to each other, if there exists a $(G$-equivariant$)$ $A_\infty$ homomorphism $H : C \to C' \otimes R[t, dt]$ such that $\text{Eval}_{t=0} \circ H = \phi$ and $\text{Eval}_{t=1} \circ H = \phi'$.

**Lemma 10.7.** Suppose that $C$ and $C'$ are both equipped with $G$-equivariant $A_\infty$ structures and $\phi : C \to C'$ is $G$-equivariant. If $\phi$ and $\phi'$ are homotopic, then so are $\phi$ and $\phi'_{\text{avg}}$. Moreover, one can take a $G$-equivariant homotopy between $\phi$ and $\phi'_{\text{avg}}$. 
Proof. Let $H$ be a homotopy between $\phi$ and $\phi'$. Then, by taking “hat” and averaging the equations $\text{Eval}_{t=0} \circ H = \phi$ and $\text{Eval}_{t=1} \circ H = \phi'$, we get
\[
\hat{\text{Eval}}_{t=0} \circ \hat{H}_{\text{avg}} = \hat{\phi} \quad \hat{\text{Eval}}_{t=1} \circ \hat{H}_{\text{avg}} = \hat{\phi}'_{\text{avg}}.
\]
\[
\square
\]

We are now ready to state the $G$-equivariant version of the $A_\infty$-Whitehead theorem.

**Theorem 10.8.** Let $\mathfrak{f} : C_1 \rightarrow C_2$ be a $G$-equivariant weak homotopy equivalence between two filtered $A_\infty$ algebras $C_1$ and $C_2$ with $G$-actions. Then, there exists a quasi-inverse $h : C_2 \rightarrow C_1$ of $\mathfrak{f}$ which is also $G$-equivariant.

**Proof.** Usual Whitehead theorem for $A_\infty$-algebras in [FOOO] produces a quasi-inverse $\tilde{\mathfrak{f}}$ of $\mathfrak{f}$. By averaging $\mathfrak{h}$ as in Definition 10.3, we obtain the $A_\infty$ homomorphism $\mathfrak{h}_{\text{avg}}$ which is $G$-equivariant. Since $\mathfrak{f}$ is $G$-equivariant, we may apply Lemma 10.5 so that $(\hat{h} \circ \hat{\mathfrak{f}})_{\text{avg}} = \hat{h}_{\text{avg}} \circ \hat{\mathfrak{f}}$ and $(\hat{\mathfrak{f}} \circ \hat{h})_{\text{avg}} = \hat{\mathfrak{f}} \circ \hat{h}_{\text{avg}}$. Note that $\hat{\text{id}}_{C_1} = \hat{\text{id}}_{C_2}$. Then, by Lemma 10.7, we get $G$-equivariant homotopies
\[
\hat{h}_{\text{avg}} \circ \hat{\mathfrak{f}} \simeq \hat{\text{id}}_{C_1}, \quad \hat{\mathfrak{f}} \circ \hat{h}_{\text{avg}} \simeq \hat{\text{id}}_{C_2}.
\]
\[
\square
\]

In order to construct $A_\infty$-algebra from $A_N$ (or $A_{n,K}$-algebra in the filtered case) the following theorem is essential.

**Theorem 10.9.** (c.f. [FOOO] Theorem 7.2.72) Let $C_1$ be a filtered $A_{n,K}$ algebra and $C_2$ a filtered $A_{n',K'}$ algebra with $(n, K) < (n', K')$, both of which are assumed to be $G$-equivariant. Let $h : C_1 \rightarrow C_2$ be a $G$-equivariant filtered $A_{n,K}$ homomorphism which gives rise to a filtered $A_{n,K}$ homotopy equivalence.

Then, there exist a $G$-equivariant filtered $A_{n',K'}$ algebra structure on $C_1$ extending the given $A_{n,K}$ algebra structure and a $G$-equivariant filtered $A_{n',K'}$ homotopy equivalence $C_1 \rightarrow C_2$ extending the given filtered $A_{n,K}$ homotopy equivalence $h$.

**Proof.** We just mention how to modify the original proof of [FOOO], which deals with the obstruction class of extending $A_{n,K}$ structure to the next level. Its $G$-equivariant version will be explained only for the unfiltered case for simplicity. Given an $A_N$ structure with $\{m_k\}_{k=1}^N$, the subsequent operation $m_{N+1}$ should be defined to satisfy the next $A_\infty$-equation
\[
m_1 \circ m_{N+1}(x) + m_{N+1} \circ m_1(x) + \sum_{k_1+k_2=N+1} (-1)^{\deg x_1} m_{k_1}(x_1, m_{k_2}(x_2), x_3) = 0.
\]
Thus, \( m_{N+1} \) may be regarded as a \( \delta \)-cocycle in the cochain complex

\[
(Hom(B_N C[1], C[1]), \delta = [m_1, \cdot]).
\]

In addition, if \( A_N \) algebra is \( G \)-equivariant, the left hand side of (10.5) defines a \( G \)-equivariant map from \( B_N C[1] \) to \( C[1] \), and hence lies in the subcomplex \( (Hom_G(B_N C[1], C[1]), \delta) \).

Note that \( G \)-equivariant \( A_N \homotopy equivalence \ h \) preserve the obstruction class \([m_{N+1}]\), and that the obstruction vanishes if the target of \( h \) has a \( G \)-equivariant \( A_N' \) structure with \( N' > N \). Therefore, we can choose a \( G \)-equivariant \( m_{N+1} \) which satisfies (10.5) for \( C_1 \). In a similar manner, the original construction of [FOOO] can be modified to include the \( G \)-equivariance as above. \( \square \)

Following the rest of [FOOOT2], we obtain

**Theorem 10.10.** There exist a \( G \)-equivariant \( A_\infty \)-algebra \( \Omega(L) \hat{\otimes} \Lambda_{nov} \) of a spin Lagrangian submanifold \( L \), and its \( G \)-invariant part again becomes an \( A_\infty \)-algebra, which will be called the \( A_\infty \)-algebra of \([L/G]\) in \([M/G]\).

The \( G \)-equivariance implies that If \( \rho_1, \ldots, \rho_k \) are all \( G \)-invariant, then so is \( m_{k,\beta}(\rho_1, \cdots, \rho_k) \). Therefore, we obtain an operation

\[
m_{k,\beta} : \Omega(L)^G \otimes \cdots \otimes \Omega(L)^G \to \Omega(L)^G
\]

simply by restricting \( m_{k,\beta} \) to the set of \( G \)-invariant differential forms on \( L \). This gives rise to a well-defined \( A_\infty \)-structure on \( \Omega(L)^G \).

Within this setting, we may define \( G \)-bounding cochain as a bounding cochain which is \( G \)-invariant. \( G \)-bounding cochains define boundary deformations of \( A_\infty \)-algebra of \([L/G]\).

**Remark 10.11.** The average of a bounding cochain does not become a \( G \)-bounding cochain.

The \( A_\infty \)-algebra of \([L/G]\) constructed here is only concerned with smooth \( J \)-holomorphic discs with boundary on \( L \). In order to obtain richer orbifold theory, one should additionally consider orbi-discs or bulk deformations by twisted sectors, which are introduced by the first author and Poddar [CP] in the case of toric orbifolds.

11. **G-EQUIVARIANT A\_INFINITY-BIMODULE CF\^\_R\_L0,L1\( ^* \)**

We consider equivariant \( A_\infty \)-bimodules and consider Lagrangian Floer homology of a pair. We first review the \( A_\infty \)-bimodule structure briefly. Recall that a boundary operator \( \delta : CF^*_R(L_0, L_1) \to CF^*_R(L_0, L_1) \) was defined in [FOOO] by

\[
(11.1) \quad \delta([w, l_p]) = \sum_{\mu([w', l_q]) = \mu([w, l']) = 1} \#M(L_1, L_0; [w, l_p], [w', l_q]) [w', l_q].
\]

Here, \( M(L_1, L_0; [w, l_p], [w', l_q]) \) is the moduli space of \( J \)-holomorphic strips \( u \) such that \([w \ast u, l_q] = [w', l_q]\). The orientations of these moduli spaces are already well-studied by [FOOO].
Theorem 11.1. \cite{FOOO} 8.1.14] Suppose that a pair of Lagrangian submanifolds \((L_0, L_1)\) is (relatively) spin. Then for any \(p, q \in \mathcal{L}_0 \cap \mathcal{L}_1\), the moduli space \(\mathcal{M}(L_1, L_0; [w, l_p], [w', l_q])\) of connecting orbits in Lagrangian intersection Floer cohomology is orientable. Furthermore, orientations on \(\Theta_{[w, d_p]}^p\) and \(\Theta_{[w', d_q]}^q\) and related spin structures canonically determine the orientation on \(\mathcal{M}(p, q)\).

In general, disc bubbling phenomenon produce non-trivial \(m_0\) term, and hence \(\delta^2 \neq 0\). The general algebraic structure one obtains is in fact \(A_\infty\)-bimodule over \(A_\infty\)-algebras of \(L_0\) and \(L_1\). Recall that \(A_\infty\)-bimodule \(M\) over \(A_\infty\)-algebras \(C_1, C_2\) are given by sequence of maps

\[
\{n_{k_1, k_2} : B_{k_1} C_1 \otimes M \otimes B_{k_2} C_2 \to M\}_{k_1, k_2 \geq 0},
\]

satisfying an \(A_\infty\)-bimodule equation. Such an \(A_\infty\)-bimodule is called \(G\)-equivariant, if \(G\) acts on \(M\) and \(C_i\) linearly and each \(n_{k_1, k_2}\) satisfies

\[
g \cdot n_{k_1, k_2}(a_1, \cdots, a_{k_1}, \xi, b_1, \cdots, b_{k_2}) = n_{k_1, k_2}(g \cdot a_1, \cdots, g \cdot a_{k_1}, g \cdot \xi, g \cdot b_1, \cdots, g \cdot b_{k_2}).
\]

Now, suppose \(L_0\) and \(L_1\) admit \(G\)-actions inherited from the one on the ambient symplectic manifold. Assume further that the spin structures on \(L_0\) and \(L_1\) are \(G\)-invariant. i.e. they are isomorphic to their pull-back under any element of \(G\). Then, the spin bundle on \(L_i\) gives a spin profile \(s_i \in H^2(G; \mathbb{Z}/2)\) for \(i = 0, 1\). Assume \(s_0 = s_1\).

Remark 11.2. Since we will only consider the action of the energy zero subgroup \(G_\alpha\) of \(G\) for \(L_0\) and \(L_1\), the condition \(s_0 = s_1\) can be weakened to the agreement of \(s_0\) and \(s_1\) when restricted to \(H^2(G_\alpha; \mathbb{Z}/2)\).

As studied in Section 8, the union of all moduli spaces \(\mathcal{M}(L_1, L_0; [w, l_p], [w', l_q])\) with a fixed symplectic energy, has a Kuranishi structure with a \(G_\alpha\)-action. Therefore, \(\delta = n_{0,0}\) is \(G_\alpha\)-equivariant and the homology of \((CF_{R_\delta}^*(L_0, L_1), \delta)\) admits a natural \(G_\alpha\)-action if \(\delta^2 = 0\).

Definition 11.3. With the setting as above, the \(G_\alpha\)-invariant part of the homology is called the Lagrangian Floer cohomology of the pair \(([L_0/G], [L_1/G]; l_0)\) and will be written by

\[
HF_{R_\delta}^*(L_0/G, [L_1/G]).
\]

We take the sum over all possible \(l_0\) to define Lagrangian Floer cohomology of the pair \(([L_0/G], [L_1/G])\).

Remark 11.4. If \(G \neq G_\alpha\), we introduced orbifold Novikov ring \(\Lambda_{orb}^\alpha\) in Subsection 8.3 and explained that \(\Lambda_{orb}^\alpha\) is not visible if we use the universal Novikov field.

As in the previous section, it is not hard to adapt the construction of \cite{FOOO} (or \cite{FOOOT2} for the de Rham version) to define \(G_\alpha\)-equivariant \(A_\infty\)-bimodules for the pair \((L_0, L_1)\). Again using equivariant Kuranishi perturbations, and adapting the construction of \cite{FOOO} as in the previous section, one can prove

Proposition 11.5. We have a \(G_\alpha\)-equivariant filtered \(A_\infty\)-bimodule \((CF_{R_\delta}^*(L_0, L_1), \{n_{k_1, k_2}\})\) with \(n_{0,0} = \delta\) over \(G_\alpha\)-equivariant \(A_\infty\)-algebras of \(L_0\) and \(L_1\).

Now, let us consider the case that \(L_1\) is obtained by Hamiltonian diffeomorphism of \(L_0\), i.e. \(L_1 = \phi_t^H(L_0)\) for a time-dependent Hamiltonian \(H\). If \(H : M \times [0, 1] \to \mathbb{R}\) is not \(G\)-invariant, the corresponding Hamiltonian perturbation produces a \(G\)-equivariant Lagrangian immersion which will be studied in \cite{CH2}. Here, we only consider \(H : M \times [0, 1] \to \mathbb{R}\) which are \(G\)-invariant. Here, the \(G\)-invariance of \(H\) means that each \(H_t\) for \(t \in [0, 1]\) is a \(G\)-invariant function. This implies that \(\phi_t^H\) is \(G\)-equivariant, and hence, for example, \(g\)-fixed points of \(M\) can only move to a \(g\)-fixed points by \(\phi_t^H\). \(\phi_t^H(L_0)\) is, then, preserved by \(G\). Since \(L_0\) and \(\phi_t^H(L_0)\)
are equivariantly isotopic, one can identify their spin bundles and liftings of $G$-actions on spin bundles. Thus, spin profiles of $L_0$ and $\phi^1_H(L_0)$ coincide.

The energy zero subgroup $G_\alpha \subset G$ for the pair $(L_0, \phi^1_H(L_0))$ is particularly simple. Indeed, we will show that $G_\alpha$ becomes the entire group $G$. We first choose a candidate for energy zero path for each $g \in G$ as follows.

If we define $\tilde{H} : M \to \mathbb{R}$ by

$$\tilde{H}(x) = \int_{0 \leq t \leq 1} (\phi^1_H)^*H_t(x)dt = \int_{0 \leq t \leq 1} H_t(\phi^1_H(x))dt,$$

then $\tilde{H}$ is also $G$-invariant (since $\phi^1_H$ is $G$-equivariant.) Fix a generic point $x_0$ in $L_0$ and choose for each $g \in G$ a path $\gamma_g$ in $L_0$ from $x_0$ to $g \cdot x_0$. We take a base path $l_0$ from $L_0$ to $\phi^1_H(L_0)$ to be $l_0(t) := \phi^1_H(x_0)$. Then, the strip $w_g : [0,1]^2 \to M$ defined by

$$w_g(t,s) = \phi^1_H(\gamma_g(s))$$

gives a path from $l_0$ to $g(l_0)$ in $\Omega(L_0, \phi^1_H(L_0); l_0)$. We claim that this path has zero energy.

**Lemma 11.6.** $w_g$ is an energy zero path.

**Proof.** We have to show that $\int_{w_g} \omega = \int_{[0,1]^2} w_g^*\omega = 0$. Observe that

$$w_g^*(\frac{\partial}{\partial t}, \frac{\partial}{\partial s})_{(t,s)} = \omega \left((X_{\tilde{H}})_{\phi^1_H(\gamma_g(s))}, (\phi^1_H)^*\gamma'_g(s)\right)$$

$$= dH_t((\phi^1_H)^*\gamma'_g(s), \phi^1_H(\gamma_g(s)))$$

$$= d((\phi^1_H)^*H_t)(\gamma'_g(s))\gamma_g(s)$$

$$= \frac{d}{ds}(\phi^1_H)^*H_t(\gamma_g(s))$$

Therefore, the energy of $w_g$ is given by

$$A(w_g) = \int_{0 \leq s \leq 1} \int_{0 \leq t \leq 1} \frac{d}{ds}(\phi^1_H)^*H_t(\gamma_g(s))dt\,ds$$

$$= \int_{0 \leq s \leq 1} \frac{d}{ds} \left(\int_{0 \leq t \leq 1} (\phi^1_H)^*H_t(\gamma_g(s))dt\right)\,ds$$

$$= \int_{0 \leq s \leq 1} \frac{d}{ds} \left(\tilde{H}(\gamma_g(s))\right)\,ds$$

$$= \tilde{H}(\gamma_g(1)) - \tilde{H}(\gamma_g(0)) = 0$$

since $\tilde{H}$ is $G$-invariant and $\gamma_g(1) = g \cdot \gamma_g(0)$.

It directly follows from the lemma that

**Corollary 11.7.** With the setting as above, the energy zero subgroup for a pair $(L_0, \phi^1_H(L_0))$ is the entire group $G$.

Recall that the $A_\infty$-algebra is a bimodule over itself. So we can compare two $A_\infty$-bimodules $\Omega(L_0)$ and $CF_{R,L_0}^*(L_0, L_1)$ over $A_\infty$ algebra of $L_0$. The following proposition of [FOOO] can be also proved in a $G$-equivariant setting along the same line of their proof, and we omit the details.
Proposition 11.8. Suppose that $L_0$ is connected and let $L_1 = \phi^1_H(L_0)$ as above. Then there is a $G$-equivariant filtered $A_\infty$-bimodule quasi-isomorphism

$$
\Omega(L_0) \otimes \Lambda_{nov} \to CF^*_{R,L_0}(L_0, L_1) \otimes_{\Lambda(L,L_1;L_0)} \Lambda_{nov}.
$$

In particular, this gives the following Lagrangian intersection theoretic results. If the $G$-invariant $A_\infty$-algebra of $L_0$ has a non-vanishing homology, $L_0$ and $\phi^1_H(L_0)$ have a non-trivial intersection for any time-dependent Hamiltonian isotopy $\phi_H$.

We remark that Seidel already observed in $\mathbb{Z}/2$-action of exact case that such a Lagrangian Pinikhin-Salamon-Schwarz morphism exists and becomes an isomorphism, as well as Hamiltonian invariance of equivariant Lagrangian Floer homology. (see the last paragraph of section (14b) of [Se1]).

12. Equivariant flat vector bundles on $G$-invariant Lagrangians

In this section, we explain how to add $G$-equivariant flat vector bundles to the theory. In homological mirror symmetry, one needs to consider rank 1 flat unitary bundles on a Lagrangian submanifold. With a finite group action on the Lagrangian submanifold, it is natural to introduce $G$-equivariant structures on such line bundles. We also observe that we can define a natural action of a character group $\hat{G}$ (which is the dual group $G^*$ for abelian $G$) on both equivariant and orbifolded Fukaya categories by twisting $G$-equivariant structures on flat vector bundles. Such character group action comes into play in $G$-equivariant homological mirror symmetry, which will be studied in the next section. We remark that such character group action will be also discussed in our joint work with Siu-Cheong Lau in preparation.

We will assume that $G = G_\alpha$ for simplicity from now on. We first review the standard way of including these flat bundles into Lagrangian Floer theory (without group actions). For a unitary bundle $U_i$ on a Lagrangian $L_i$ ($i = 0, 1$), the new Floer complex $CF^*_U((L_0, U_0), (L_1, U_1))$ is defined by replacing each generator $[w, l_p]$ of $CF^*_U(L_0, L_1)$ with $[w, l_p] \otimes \text{Hom}(U_{0|p}, U_{1|p})$. The Floer differential $\delta$ in (11.1) is modified by additional contributions from holonomies. Namely, given $\lambda_p \in \text{Hom}(U_{0|p}, U_{1|p})$ and a $J$-holomorphic strip $u$ which maps $[w, l_p]$ to $[w \sharp u | l_q]$, we get $\lambda_q \in \text{Hom}(U_{0|q}, U_{1|q})$ by composing $\lambda_p$ with holonomies around two boundary components of $u$ appropriately.

12.1. Equivariant structures. Consider a trivial complex vector bundle $L \times \mathbb{C}^n \to L$ of rank $n$ where $G$ acts on $L$. A $G$-equivariant structure on this bundle means the choice of a $G$-action on $\mathbb{C}^n$, or equivalently the choice of a representation $\theta : G \to \text{End}(\mathbb{C}^n)$. Such a homomorphism induces the diagonal $G$-action on $L \times \mathbb{C}^n$. If $\chi : G \to U(1)$ is a character of $G$, then one can twist $\theta$ by $\chi$ and obtain $\theta^\chi : G \to \text{End}(\mathbb{C}^n)$ given by $\theta^\chi(g) = \chi(g)\theta(g)$.

In general, let $U \to L$ be a possibly non-trivial vector bundle on $L$. A $G$-equivariant structure on $U$ is given by the choice of an isomorphism

$$
\theta_g : U \overset{\cong}{\to} g^*U
$$

for each $g \in G$, which satisfies the cocycle conditions.
Definition 12.1. The twisting of a $G$-equivariant structure $\{\theta_g\}$ by a character $\chi : G \to U(1)$ is a $G$-equivariant structure $\{\theta^\chi_g\}$ on $U$ defined by
\[
\theta^\chi_g = \chi(g) \cdot \theta_g.
\]
Here, $\chi(g) \cdot (-)$ is defined as a fiberwise complex multiplication on a complex vector bundle.

This defines a character group action on the set of $G$-equivariant structures on a vector bundle on $L$. Note that for an abelian group $G$, the set of $G$-equivariant structures on a complex trivial line bundle are in one-to-one correspondence with the dual group $G^* = \hat{G} = \text{Hom}(G, U(1))$.

Let $L_0$ and $L_1$ be two $G$-invariant Lagrangian submanifolds and choose $G$-equivariant flat complex vector bundles $(U_0, \theta^0)$ and $(U_1, \theta^1)$ on $L_0$ and $L_1$, respectively. Here we allow $U_i$ to have rank greater than 1 since an irreducible representation of $G$ may have a dimension greater than 1. In particular, we expect that bundles of higher ranks might play a non-trivial role for non-abelian $G$.

We define the Floer cochain complex for the pair $(L_0, U_0)$ and $(L_1, U_1)$ similarly as above, but using orientation spaces.
\[
\text{CF}((L_0, U_0), (L_1, U_1)) := \bigoplus_{[w,J_p]} |\Theta^\chi_{w,J_p}| \mathbb{C} \otimes \mathbb{C} \text{Hom}(U_0|_p, U_1|_p)
\]
The Floer differential for (12.3) is defined in a standard way as explained above.

Definition 12.2. A $G$-action on (12.3) is defined as follows: for $g \in G$, a linear map $g : \text{Hom}(U_0|_p, U_1|_p) \to \text{Hom}(U_0|_{g \cdot p}, U_1|_{g \cdot p})$ is given by $\phi \mapsto \theta^1_g(p) \circ \phi \circ \theta^0_{g^{-1}}(g \cdot p)$. The $G$-action on the first factor of (12.3) is exactly the same one as in Section 8.

Now, we consider $G$-invariant connections on a $G$-equivariant complex vector bundle $(U, \theta)$ on $L$:

Definition 12.3. A connection $\nabla$ of a $G$-equivariant complex vector bundle $(U, \theta)$ on $L$ is said to be $G$-invariant, if the pull-back connection $g^* \nabla$ is isomorphic to $\nabla$ via $\theta_g$. More precisely,
\[
(\theta_g)^* (E_{\nabla})_{(x,v)} = (E_{\nabla})_{(g \cdot x, g \cdot v)}.
\]
where $E_{\nabla}$ is the horizontal distribution associated to $\nabla$.

We will only consider $G$-invariant connections from now on. Now, consider the pair $(L_i, U_i)$ together with the choice of a $G$-invariant connection $\nabla_i$ on $U_i$ for $i = 0, 1$.

Proposition 12.4. The new Floer differential involving equivariant flat bundle data is $G$-equivariant.

Proof. Let $u$ be a holomorphic strip bounding $L_0$ and $L_1$ and let $p$ and $q$ be its end points. We denote by $\gamma_i$ the boundary component of $u$ lying in $L_i$. (See Figure 9)

Take an element $\phi_p$ of $\text{Hom}(U_0|_p, U_1|_p)$ and $g$ of $G$. 
(i) We first compute $\delta \circ g : g$ sends $\phi_p$ to $\theta^1_g(p) \circ \phi_p \circ \theta^0_{g^{-1}}(g \cdot p) \in \text{Hom}(U_0|_{g \cdot p}, U_1|_{g \cdot p})$, and then, the strip $g \cdot u$ sends $\theta^1_g(p) \circ \phi_p \circ \theta^0_{g^{-1}}(g \cdot p)$ to

\begin{equation}
P^1_{\gamma_1} \circ \left( \theta^1_g(p) \circ \phi_p \circ \theta^0_{g^{-1}}(g \cdot p) \right) \circ (P^0_{g \cdot \gamma_0})^{-1}
\end{equation}

where $P_i^\gamma$ means the parallel transport along $\gamma$ by $\nabla_i$ for $i = 0, 1$.

(ii) Secondly, let us compute $g \circ \delta : u$ contributes to $\delta$ by sending $\phi_p$ to $P^1_{\gamma_1} \circ \phi_p \circ (P^0_{\gamma_0})^{-1}$. Now, applying the $g$-action, we get

\begin{equation}
\theta^1_g(q) \circ \left( P^1_{\gamma_1} \circ \phi_p \circ (P^0_{\gamma_0})^{-1} \right) \circ \theta^0_{g^{-1}}(g \cdot q)
\end{equation}

We have to show that (12.5) and (12.6) represent the same element in $\text{Hom}(U_0|_{g \cdot p}, U_1|_{g \cdot p})$. This follows from the $G$-equivariance of $\nabla_i$, which implies that the $G$-action on $U_i$ commutes with the parallel transport for $\nabla_i$, i.e.

\[ P^1_{g \cdot \gamma_1} \circ \theta^1_g(p) = \theta^1_g(q) \circ P^1_{\gamma_1} \quad \text{and} \quad \theta^0_{g^{-1}}(g \cdot p) \circ (P^0_{g \cdot \gamma_0})^{-1} = (P^0_{\gamma_0})^{-1} \circ \theta^0_{g^{-1}}(g \cdot q). \]

Let $\lambda$ be the action of $C^*$ on equivariant vector bundles defined by the fiberwise complex multiplication. Then, $\lambda$-action preserves connections in the sense that $\lambda^* \nabla = \nabla$. Note that the twisting by the character group is essentially given by the complex multiplication (12.2). Therefore, $G$-invariant connections still remain $G$-invariant after twisting equivariant structures on a bundle.

Remark 12.5. For an abelian $G$, one may use a homomorphism $h^\text{orb} : \pi_1^\text{orb}([L/G]) \to U(1)$ to classify equivariant flat line bundles on $L$ and check the above discussion more rigorously. See the related explanation after Conjecture 14.3.

12.2. Equivariant Fukaya categories. We summarize the construction of equivariant Fukaya categories in this section, and also clarify once again the role of the group action and its dual group action. We are considering the case that a finite group $G$ effectively acts on a closed oriented symplectic manifold $M$. For each spin profile $s \in H^2(G, \mathbb{Z}/2)$, the equivariant Fukaya category $G \mathcal{Fuk}^*(M)$ is defined as follows.

An object of $G \mathcal{Fuk}^*(M)$ is given by a $G$-invariant Lagrangian submanifold $L$ whose spin profile equals $s$. 

Figure 9. Group actions on line bundles and the Floer differential
together with a $G$-equivariant flat unitary bundle $U$. For each pair $(L_0, U_0), (L_1, U_1) \in \text{Ob}(G\text{-Fuk}^s(M))$, we choose a reference path $l_0$ (one in each homotopy class) and we need to assume that energy zero subgroup $G_0$ equals $G$ always. Then, we define the morphism to be the (completed) direct sum over $l_0$ of the Floer complex of the pair $(L_0, U_0), (L_1, U_1)$ with respect to $l_0$. There should be $G$-equivariant $A_\infty$-category operations by extending the construction in this paper to the one of Fukaya [Fu3].

**Remark 12.6.** Note that we possibly have several equivariant Fukaya categories corresponding to spin profiles in $H^2(G, \mathbb{Z}/2)$, and each $G$-invariant (spin) Lagrangian submanifold $L$ can belong to only one of them corresponding to its spin profile.

**Remark 12.7.** We may also consider $\alpha$-twisted $G$-equivariant vector bundles for $\alpha \in H^2(G, U(1))$. These bundles are not $G$-equivariant, but their failures of $G$-cocycle conditions are given by $\alpha$. We remark that there is a corresponding notion for sheaves, too (see for example [E]). In fact, from the expression (12.3), effects of $\alpha \in H^2(G, U(1))$ and a spin profile condition in $H^2(G, \mathbb{Z}/2)$ on Lagrangian Floer theory can be combined. Hence, it seems that we can enlarge the equivariant or the orbifolded Fukaya category by including such objects. We leave it for future investigation.

As discussed, $G$ acts on morphisms of the equivariant Fukaya category $G\text{-Fuk}^s(M)$. By taking $G$-invariant part of morphisms of $G\text{-Fuk}^s(M)$, we obtain the orbifolded Fukaya category $Fuk_G^s(M)$, which still has an induced $A_\infty$-category structure. In fact, for the definition of orbifolded Fukaya category, we do not need assumptions that $G = G_0$.

Now the character group $\hat{G}$ acts on objects of $G\text{-Fuk}^s(M)$ (hence also on morphisms), by twisting equivariant structures of $G$-bundles on Lagrangians. Therefore, $\hat{G}$ acts both on the $G$-equivariant category and on the orbifolded Fukaya category. The original Fukaya category of $M$ does not contain the data of $G$-equivariant structure of unitary bundles. Hence, one needs to take the $G$-invariant part of equivariant Fukaya category $G\text{-Fuk}^s(M)$ to obtain information about the Fukaya category of $M$ itself.

### 13. Fukaya-Seidel category of $G$-Lefschetz fibrations

There is a well-known Fukaya category associated to a Lefschetz fibration $\pi : E \to S$, called the Fukaya-Seidel category of $\pi$ [Sc3, Sc4]. If the Lefschetz fibration $\pi$ is $G$-invariant, i.e. if there is a $G$-action on $E$ such that the fibration map $\pi$ is $G$-invariant, then we can define the $G$-equivariant Fukaya-Seidel category of $\pi$ and the orbifolded Fukaya-Seidel category of $\pi : [E/G] \to S$. These will depend on the choice of a group cohomology class $s$ in $H^2(G, \mathbb{Z}/2)$. The construction is more or less an easy modification of Seidel’s construction.

#### 13.1. Equivariant Fukaya-Seidel categories

First, we review basic ingredients of Fukaya-Seidel categories. (See [Sc1] for details.) Let $\pi : E \to S$ be an exact Morse fibration where $E$ admits an exact symplectic form $\omega$ and $S$ is isomorphic to $D^2$. We assume that $c_1(E) = 0$ in order to discuss $\mathbb{Z}$-grading, and assume $\dim_{\mathbb{R}}(E) \geq 4$ to simplify the exposition. Suppose there exists a $\omega$-preserving $G$-action on $E$ and $\pi$ is invariant under $G$. Then, the symplectic connection defined by $\omega$ is $G$-invariant, and hence a parallel transport $\rho_e : E_z \to E_w$ along a curve $e : [a, b] \to S$ is a $G$-equivariant diffeomorphism.

Let $z_0$ be a regular value of $\pi$ and $M$ the fiber of $\pi$ over $z_0$. If $\{z_1, \ldots, z_n\} \in S$ is the set of critical values of $\pi$, we choose disjoint paths $c_i$ (except at $z_0$) from $z_0$ to $z_i$ for each $1 \leq i \leq n$. $(c_1, \ldots, c_n)$ are arranged by their cyclic order at $z_0$. See Figure 10 where we set $z_0 = -i$. There may be several different critical points.
Denote by \( a(i) \) the number of critical points over \( z_i \). Then, the parallel transport along \( c_i \) defines a set of vanishing cycles \( \bigcup_{j=1}^{a(i)} V_{ij} \). Since \( G \) acts on these \( a(i) \) critical points, \( G \) also acts on the set of vanishing cycles \( \bigcup_{j=1}^{a(i)} V_{ij} \). We do not need to give an ordering to the family of vanishing cycles for \( c_i \), because they are disjoint from each other, and hence Floer cohomology groups and Dehn twists between them are all trivial.

As usual, we also pay attention to the Lefschetz thimbles which will be denoted by \( \Delta_{ij} \)'s. More precisely, \( \Delta_{ij} \) is the union of images of the vanishing cycle \( V_{ij} \) under the parallel transport over \( c_i \) so that \( \partial \Delta_{ij} = V_{ij} \). Since the symplectic connection as well as \( \pi \) are \( G \)-invariant, the group \( G \) acts on the union of Lefschetz thimbles over each \( c_i \), and we immediately obtain the following lemma.

**Lemma 13.1.** For each \( i \) and \( g \in G \), we have \( g(\Delta_{ij}) = \Delta_{ik} \) for some \( k \in \{1, \cdots, a(i)\} \). Namely, an action of each \( g \in G \) permutes thimbles over the given path \( c_i \) (while some of thimbles can be preserved by \( g \)).

Gradings and spin structures on vanishing cycles are defined as follows. As explained right after Definition 6.1, we can equip \( V_{ij} \)'s with \( G \)-invariant gradings. If \( \dim_\mathbb{R}(M) \geq 4 \), then the vanishing cycles are spheres of \( \dim \geq 2 \), which have canonical spin structures. In case \( \dim_\mathbb{R}(M) = 2 \), vanishing cycles are circles, and we choose a spin structures of each vanishing cycle to be the one obtained from the restriction of the trivialization of the tangent bundle of the corresponding Lefschetz thimble.

We remark that an object consists of a single connected component if \( G \)-action preserves \( V_{ij} \), and has several disjoint components otherwise. For example, if there is only one critical point over the critical value \( z_i \), then the vanishing cycle \( V_{i1} \) is preserved by the \( G \)-action and is an object of the category as this critical point should be fixed by the whole group \( G \).

Now, we define an equivariant (or an orbifold) version of a directed \( A_\infty \)-category \( \mathcal{FS} \), so called the Fukaya-Seidel category. For each \( s \) in \( H^2(G;\mathbb{Z}/2) \), we will have a category consisting of \( s \)-equivariant branes, which are \( G \)-invariant (union of) vanishing cycles with the spin profile \( s \).

**Definition 13.2.** Consider a \( G \)-invariant Lefschetz fibration \( \pi : M \to \mathbb{C} \), and choice of paths \( \{c_i\} \) and vanishing cycles \( \{V_{ij}\} \) as before. An object of both the \( s \)-equivariant Fukaya-Seidel category \( G\mathcal{FS}^s(M, \pi) \) over single critical value \( z_i \). Figure 10. Configuration of vanishing paths

![Figure 10. Configuration of vanishing paths](Image)
and orbifold Fukaya-Seidel category $\mathcal{FS}_G^*(M, \pi)$ is given by a $G$-orbit $\cup g \cdot V_{ij}$ for each vanishing cycle $V_{ij}$ for some $1 \leq i \leq n, 1 \leq j \leq a(i)$ whose spin profile is $s$, together with a $G$-invariant grading and $G$-equivariant flat complex vector bundle on $\cup g \cdot V_{ij}$. We require that this bundle extends to a $G$-equivariant flat complex vector bundle on the corresponding thimble. We denote by $V_{ij}$ the $G$-orbit of vanishing cycle $\cup g \cdot V_{ij}$ together with these additional data. Also, if $V_{ij}$ and $V_{ij'}$ lie in the same $G$-orbit, then we identify $\cup g \cdot V_{ij}$ and $\cup g \cdot V_{ij'}$.

The objects of equivariant and orbifold categories are the same as above, but their morphisms will be defined differently. We postpone the discussion of adding $G$-equivariance in Subsection 13.2, and we first explain the construction without them.

We may suppose that all vanishing cycles (and hence, all objects in $C$) are transversal to each other by choosing vanishing paths in general positions (Figure 10). The cyclic order at $z_0$ gives a partial order, on the index $i$ of $V_{ij}$.

**Definition 13.3.** We define morphisms between two objects $\mathcal{V}_{i_1j_1}$ and $\mathcal{V}_{i_2j_2}$ of the $s$-equivariant category $G\cdot\mathcal{FS}^s(M, \pi)$ as follows.

For $i_1 \neq i_2$,

$$\text{hom}_{G\cdot\mathcal{FS}}(\mathcal{V}_{i_1j_1}, \mathcal{V}_{i_2j_2}) = \begin{cases} CF^s(\mathcal{V}_{i_1j_1}, \mathcal{V}_{i_2j_2}) = \bigoplus_{y \in V_{i_1j_1} \cap V_{i_2j_2}} |o(y)| & k < l \\ 0 & k > l \end{cases}$$

For $i_1 = i_2$, and two objects $\mathcal{V}_{i_1j_1}$ and $\mathcal{V}_{i_2j_2}$ are in fact the same, then we define

$$\text{hom}_{G\cdot\mathcal{FS}}(\mathcal{V}_{i_1j_1}, \mathcal{V}_{i_1j_1}) = R \cdot (id_{V_1} \oplus \cdots \oplus id_{V_k}).$$

For the remaining case, their morphisms are defined to be zero (since they do not intersect).

**Remark 13.4.** This $A_\infty$-category is not strictly but partially directed in a sense.

Note that the morphism space admits a $G$-action. For $\mathcal{V}_{i_1j_1} \neq \mathcal{V}_{i_2j_2}$, the $G$-action on their morphism is exactly the same as in Section 6. If $i_1 = i_2$ and two objects $\mathcal{V}_{i_1j_1}$ and $\mathcal{V}_{i_2j_2}$ are the same, then the $G$-action on $R \cdot (id_{V_1} \oplus \cdots \oplus id_{V_k})$ is defined as follows. We first fix orientations of $V_1, \cdots, V_k$, and the construction below depends on this choice. Since $V$ is a $G$-orbit, each connected component $V_i$ is mapped to $V_j$ for some $j$. In such a case, we define $g$-action $R \cdot id_{V_i} \rightarrow R \cdot id_{V_j}$ to be $(\pm 1)$, where the sign is positive if the $g$-action preserves the pre-fixed orientations, and negative otherwise. This defines $G$-action on morphism spaces.

In order to construct $G$-equivariant $A_\infty$-operations on morphisms of $G\cdot\mathcal{FS}^s(M, \pi)$, we may adapt the construction in the previous section. Namely, we consider a $A_\infty$-category $D$, whose object is $(\mathcal{V}_{ij}, g)$ for each $i,j \in G$. Then the set of object of $D$ admits a free $G$-action, and we can make the perturbation data $G$-equivariant. As Seidel mentioned in [Se3] Remark 6.1, we do not have to care about the chain complexes underlying $HF(\mathcal{V}_{ij}, \mathcal{V}_{ij})$ by the (partial) directedness, but only the above case $(k_0, \cdots, k_d)$ is needed to be considered. Therefore, the homological perturbation lemma of Seidel (Lemma 6.6) provides $G$-equivariant $A_\infty$-operations on morphisms of $G\cdot\mathcal{FS}^s(M, \pi)$.

**Definition 13.5.** For the orbifold Fukaya-Seidel category, morphisms of $\mathcal{FS}_G^*(M, \pi)$ are defined to be the $G$-invariant part of the corresponding morphisms of $G\cdot\mathcal{FS}^s(M, \pi)$, which has an induced $A_\infty$-operations.
13.2. **Equivariant flat unitary bundles for** $G$-$\mathcal{FS}^s(M, \pi)$. Even though vanishing cycles $\mathcal{V}$ give rise to objects of directed $A_\infty$-category, one has to think in terms of respective vanishing thimbles denoted as $\mathcal{T}$, which are indeed Lagrangian submanifolds in $M$. We assume here that $G$ is abelian in order to simplify the exposition. General cases can be handled as in Section [12]. Note that any irreducible representation of $G$ is 1-dimensional and hence, it suffices to consider line bundles only.

Consider $\mathcal{V} := \cup g \cdot V_{ij}$ for each $i, j$ and the $G$-equivariant line bundle $U$ on $\mathcal{V}$ which extends to the one on the corresponding thimble $\mathcal{T}$. Let us denote it by $U^\mathcal{T} \rightarrow \mathcal{T}$, which is necessarily trivial. Thus, $U^\mathcal{T} \cong \mathcal{T} \times \mathbb{C}$ and the $G$-equivariant structure on $U^\mathcal{T}$ comes up with $\chi \in \text{Hom}(G, \mathbb{C}^*)$.

Suppose that $\mathcal{V}_i$ is a vanishing cycles with a $G$-equivariant line bundle $U_i^\mathcal{T}$ as above for $i = 1, 2$. Then, pairs $(\mathcal{V}_i, U_i^\mathcal{T})$ for $i = 1, 2$ are objects of $G$-$\mathcal{FS}^s(M, \pi)$ and we want to define their morphism space.

If $\mathcal{V}_1 \neq \mathcal{V}_2$ We define their morphism space to be as in section [13] using $o(y)$ for each intersection points $y$ but with $\mathbb{C}$ coefficients. The group action on the morphism space is twisted by $\chi_1$ and $\chi_2$. i.e. $g : o(y) \rightarrow o(g \cdot y)$ is defined as the original action multiplied by $\chi_1(g)^{-1} \chi_2(g)$. This is a canonical action on $o(y) \otimes \text{Hom}(U_0^\mathcal{T}_{\mid y}, U_0^\mathcal{T}_{\mid y})$ consistent with (12.3). However, since $U_i^\mathcal{T}_{\mid y}$ is canonically isomorphic to $\mathbb{C}$, we may just use $o(y)$ as above.

Let us consider the case $\mathcal{V}_1 = \mathcal{V}_2 =: \mathcal{V}$. Denote the connected components of $\mathcal{V}$ as $V_1, \cdots, V_k$ associated to critical points $x_1, \cdots, x_k$. Recall that $\text{Hom}(\mathcal{V}, \mathcal{V})$ ( with $R = \mathbb{C}$) is given by

\begin{equation}
\mathbb{C} \cdot (id_{V_1} \oplus \cdots \oplus id_{V_k}).
\end{equation}

The $G$-action on the above morphism space has been already described in Section 7. When they are equipped with $G$-equivariant line bundles, $\text{Hom}((\mathcal{V}, U_i^\mathcal{T}), (\mathcal{V}, U_j^\mathcal{T}))$ is defined to be the same as (13.1), whose $g$-action is given by the previous $g$-action defined in section [13] with additional multiplication of $\chi_1(g)^{-1} \chi_2(g)$.

Note that the $G$-invariant part $\text{Hom}((\mathcal{V}, U_1^\mathcal{T}), (\mathcal{V}, U_2^\mathcal{T}))^G$ is non-trivial if $G$-action on the set of connected components of $\mathcal{V}$ is free.

14. **Some examples of group actions and Mirror Symmetry**

We discuss a few examples of well-known homological mirror symmetry, but with an additional finite group action. The homological mirror symmetry (conjectured by Kontsevich) asserts that the derived Fukaya category of a symplectic manifold (or the derived Fukaya-Seidel category of a LG model) is equivalent to the derived category of coherent sheaves of the mirror complex manifold (or the matrix factorization category of the mirror LG model). Strominger-Yau-Zaslow approach explains such a phenomenon as a correspondence between dual torus fibrations. We will be rather sketchy, as our motivation is to consider its relationship with group actions.

Consider a Lagrangian torus fibration $\pi : X \rightarrow B$ where $\pi^{-1}(b)$ is regular torus fiber for $b \in \hat{B}$, and assume that $\hat{B}$ is simply connected. Suppose that the mirror is given as a Landau-Ginzburg (LG) model $W : Y \rightarrow \mathbb{C}$. Here, $Y \rightarrow \hat{B}$ is the dual torus fibration

\[ Y = \{(X_b, \nabla_b) : \nabla_b \in \text{Hom}(X_b, U(1)), b \in \hat{B}\} \]

where $\text{Hom}(H_1(X_b), U(1))$ is considered to be the space of flat connections on the trivial line bundle on $X_b$. Suppose that the mirror potential $W : Y \rightarrow \mathbb{C}$ is defined as a Lagrangian Floer potential (see for example
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\[ W(L_u, \nabla_u) = \sum_{\beta, \mu(\beta)=2} n_\beta(L_u) \exp \left( - \int_\beta \omega \right) \text{hol}_u(\partial \beta). \]

**Definition 14.1.** We say that an action of a finite group \( G \) on \( X \) is compatible with the fibration \( \pi \) if the group action sends torus fibers to torus fibers.

We will assume that \( G \) acts on \( X \to B \) in a compatible way from now on. Thus each \( g \in G \) sends a fiber \( X_b \) into \( X_{b'} \) for some \( b' \) for each \( b \in B \).

**Definition 14.2.** We define the \( G \)-action on \( Y \) as
\[
g \cdot (X_b, \nabla_b) = (X_{g \cdot b}, g_* \nabla_b).
\]
(Here, \( g_* \nabla_b := (g^{-1})^* \nabla_b \).)

Note that this \( G \)-action could be trivial even if the \( G \)-action on \( X \) is effective as we will see in the example of \( \mathbb{C}P^1 \). For a \( G \)-action on \( X \) compatible with \( \pi \), we have an induced homomorphism \( \rho : G \to \text{Aut}(B) \). This gives rise to the following exact sequence
\[
1 \to \text{Ker}(\rho) \to G \to G/\text{Ker}(\rho) \to 1.
\]
We may denote \( G_F = \text{Ker}(\rho) \) and \( G_B = G/\text{Ker}(\rho) \). The example of \( \mathbb{C}P^1 \) below is the case when \( G = G_F \). But if \( G = G_B \), it is clear that \( G \)-action on \( Y \) is also effective if that on \( X \) is. We will see such an example in the Section 15 where the \( G \)-action on \( \mathbb{C}P^2 \) rotates the moment triangle \( B \).

It is not hard to show that \( W \) becomes \( G \)-invariant for the induced \( G \)-action on \( Y \).

**Lemma 14.3.** \( W : Y \to \mathbb{C} \) is \( G \)-invariant.

*Proof.* It follows from the invariance of the symplectic form \( \omega \) under the \( G \)-action:
\[
W(X_{g \cdot b}, g_* \nabla_b) = \sum_{\beta' \in \pi_2(X, X_{g \cdot b})} n_{g \cdot \beta'}(X_{g \cdot b}) \exp \left( - \int_{g \cdot \beta'} \omega \right) \text{hol}_{g \cdot b}(\partial \beta')
\]
\[
= \sum_{\beta \in \pi_2(X, X_b) \atop \mu(\beta)=2} n_{g \cdot \beta}(X_{g \cdot b}) \exp \left( - \int_{g \cdot \beta} \omega \right) \text{hol}_{g \cdot b}(\partial(g \cdot \beta))
\]
\[
= \sum_{\beta \in \pi_2(X, X_b) \atop \mu(\beta)=2} n_{\beta}(X_b) \exp \left( - \int_{\beta} \omega \right) \text{hol}_b(\partial \beta) = W(X_b, \nabla_b)
\]

We denote by \( s \) the spin profile of torus fibers \( X_b \) for \( b \in \bar{B} \). We can formulate the homological mirror symmetry conjecture in this setting as follows:

**Conjecture 14.4.** There are equivalences of derived categories,
\[
D^b F\text{uk}_G(X) \cong D^b M\text{F}_G(W) \tag{14.1}
\]
\[
D^b F\text{S}_G(Y, W) \cong D^b \text{Coh}_G X \tag{14.2}
\]
where $D^b\mathcal{F}_{ukG}^b(X)$ is the derived $s$-orbifolded Fukaya category of $X$ defined in this paper, $D^b\text{Coh}_G(X)$ is the derived category of $G$-equivariant coherent sheaves on $X$ and $MF_G(W)$ is the $G$-equivariant matrix factorization category of $W$. The character group $\hat{G}$ acts on both sides of (14.1) by twisting equivariant structures in a compatible way.

In general, for a mirror pair $X,Y$, one may conjecture the equivalence of two categories $D^b\mathcal{F}_{ukG}^b(X)$ and $D^b\text{Coh}_G(Y)$. Here, note that the right hand sides do not involve spin profiles. This is because sheaves on the right hand side are expected to be obtained as certain family version of Floer homologies, and hence $G$-action is well-defined for them (without spin profiles). Note also that the right hand side is well-defined even when $G$ acts trivially.

14.1. **Fiberwise $G_F$-actions and toric examples.** Suppose that an abelian group $G = G_F$ acts freely on regular torus fibers. In particular, the character group $G^*$ is the dual group of $G$. Its dual torus fibration can be understood as follows. Consider

\[(14.3) \quad 1 \rightarrow \pi_1(X_b) \rightarrow \pi_1^{orb}([X_b/G]) \rightarrow G \rightarrow 1\]

and take $\text{Hom}(-, U(1))$ to obtain the following exact sequence:

\[(14.4) \quad 0 \rightarrow G^* = \text{Hom}(G, U(1)) \rightarrow \tilde{Y}_b := \text{Hom}(\pi_1^{orb}([X_b/G]), U(1)) \rightarrow Y_b = \text{Hom}(\pi_1(X_b), U(1)).\]

If $X_b/G_F$ is still a (Lagrangian) torus, then the last map $\tilde{Y}_b \rightarrow Y_b$ is surjective. This follows from the fact that the first and the second term in the exact sequence (14.3) are isomorphic to $\mathbb{Z}^n$ and $U(1)$ is divisible.

Let us assume that $X/G_F \rightarrow B$ is again a Lagrangian torus fibration from now on. This happens for example when $X$ is a toric manifold with the action of a finite subgroup $G = G_F$ of the torus $U(1)^n \subset (\mathbb{C}^*)^n$.

Since $\pi_1^{orb}([X_b/G]) = \pi_1(X_b/G)$, the middle term $\tilde{Y}_b$ gives the dual torus fiber of $X_b/G$, giving rise to the dual torus fibration $\tilde{Y} \rightarrow B$. From (14.4), it is easy to see that the dual group $G^*$ acts on $\tilde{Y}$ and the quotient is isomorphic to the mirror manifold $Y$ of $X$. Let $p : \tilde{Y} \rightarrow Y$ be the quotient map via $G^*$. Indeed $G^*$ acts on $\tilde{Y}$ freely and $p : \tilde{Y} \rightarrow Y$ is a covering whose deck transformation group is precisely $G^*$ since the first map in (14.4) is injective.

Let $\tilde{W} : \tilde{Y} \rightarrow \mathbb{C}$ be given by the composition $W \circ p$. $\tilde{W}$ is $G^*$-invariant by definition. We define $\tilde{W}$ by the composition because smooth holomorphic discs in $[X/G]$ are in fact obtained from smooth holomorphic discs in $X$. (See [CP] for more details: we do not consider bulk-deformations by twisted sectors, here.)

The situation is summarized in the diagram below:

\[
\begin{array}{ccc}
X & \xrightarrow{\text{mirror}} & Y \\
\downarrow G & & \downarrow \tilde{W} \\
[X/G] & \xrightarrow{\text{mirror}} & \tilde{Y}
\end{array}
\]

Namely, in this case, taking $G$-quotient on one side corresponds to taking a $G^*$-covering on the other side. We remark that such a phenomenon has been already observed for the pair of pants case by Abouzaid, Auroux, Efimov, Katzarkov and Orlov [Ab].

Now, it is natural to expect that $(\tilde{Y}, \tilde{W})$ is the LG mirror of $[X/G]$ in the sense of SYZ. Moreover, the $A$-model category for $X$ and the one for its quotient are expected to have a close relationship.
Conjecture 14.5. In the above setting, we have equivalences of derived categories

\[ D^bFuk_G^*(X) \cong D^bMF(\tilde{W}) \]

and

\[ D^bFuk(X) \cong (D^bFuk_G^*(X))^{G^*}. \]

Here, \( MF_{G^*}(\tilde{W}) \) is the \( G^* \)-equivariant matrix factorization category. As the \( G^* \)-action on \( \tilde{Y} \) is free, \( MF_{G^*}(\tilde{W}) \) is equivalent to \( MF(W) \) where the equivalence from \( MF(W) \) to \( MF_{G^*}(\tilde{W}) \) is the pull-back functor by the projection \( \tilde{Y} \to Y \). (This is a special case of Proposition 2.2 in [PV].) Hence the second part of the conjecture follows from the first part of the conjecture.

We can relate the \( G^* \)-action on \( \tilde{Y} \) with the \( G^* \)-action on \( Fuk_G^*(X) \) in a geometric way. In view of SYZ, a point in \( \tilde{Y}_b \) corresponds to a torus fiber \([X_b/G]\) together with a flat line bundle over it, or equivalently a \( G \)-equivariant flat line bundle \((U, \theta, \nabla)\) over \( X_b \). Since \( G \) acts freely on \( X_b \), a \( G \)-equivariant structure on the line bundle \( U \) is unique up to isomorphism. However, if we apply the character group action of \( \chi \in G^* \) to \((U, \theta, \nabla)\), the flat structure, or holonomy in an orbifold sense, of \([U/G]\) changes as follows.

Consider a generalized curve \( \gamma \in \pi_1^{arb}([X_b/G]) \) with \( \gamma(0) = x_0 \) to \( \gamma(1) = g \cdot x_0 \) where \( x_0 \) is the base point for \( \pi_1(X_b) \). After projecting down to \([X_b/G]\), \( \gamma \) becomes a genuine loop \( \tilde{\gamma} \). Then, the holonomy along the loop \( \tilde{\gamma} \) in \([X_b/G]\) can be measured by the difference between the parallel transport along \( \gamma \) and \( \theta_g \), both of which are linear maps from \( U_{x_0} \) and \( U_{g \cdot x_0} \). If \((U, \theta, \nabla)\) is twisted by an element \( \chi \in G^* \), then the identification \( \theta_g \) of \( U_{x_0} \) and \( U_{g \cdot x_0} \) is also twisted by \( \chi(g) \). i.e. \( U_{x_0} \) and \( U_{g \cdot x_0} \) are now identified by \( \chi(g) \theta_g \). As a result, the holonomy around \( \tilde{\gamma} \) in \([X_b/G]\) is changed by \( \chi(g) \). This explains the action of \( G^* \) on \( \tilde{Y}_b \) shown in (14.4).

14.2. Example of \( \mathbb{C}P^1 \). We provide an example which illustrate the phenomenon discussed in the previous subsection. Equip \( X := \mathbb{C}P^1 \) with the \( \mathbb{Z}/3 \)-action given by \([z_0 : z_1] \to [\rho z_0 : z_1]\) where \( \rho = e^{2\pi i/3} \). It preserves all torus fibers, and hence \( G = G_F \) in this example. Associated to this action, we can construct a three-fold cover \( \tilde{Y} \) of the mirror \( Y := \mathbb{C}^* \) of \( X \). Identifying \( \tilde{Y} \) with \( \mathbb{C}^* \), the covering map is explicitly given by

\[ w \in \tilde{Y} \mapsto z = w^3 \in Y. \]

The \( G^*(\cong \mathbb{Z}/3) \)-action on \( \tilde{Y} \) (14.4) sends \( w \) to \( \rho w \).

Remark 14.6. The variable \( w \) indeed comes from orbiscs bounding torus fibers in \([X/G]\). In Figure 11, \( w = T^{\omega(\beta)\text{hol}_{\gamma} \partial \beta} \). See [CP] or [CHL] for more details.

Then, in terms of a coordinate \( w \) on \( \tilde{Y} \), the pulled-back potential \( \tilde{W} \) can be written as

\[ \tilde{W} = w^3 + \frac{1}{w^3}. \]

(For simplicity, we set the Kähler parameter \( q \) to be 1.) Note that \( \tilde{W} \) is invariant under the \( G^* \)-action. Consider the Lagrangian brane \( \mathcal{L} \) supported on the balanced torus fiber with the trivial holonomy in \([X/G]\). In [CHL], it is shown that the SYZ transformation of \( \mathcal{L} \) is the following matrix factorization of \( \tilde{W} \).

\[ (1 - w) \left( \frac{1}{w^3} + \frac{1}{w^2} + \frac{1}{w} - 1 - w - w^2 \right) = w^3 + \frac{1}{w^3} - 2 \]
Notice that $2$ is a critical value of $\tilde{W}$. Now, $\rho \in G^*$ sends $L$ to the Lagrangian brane supported on the same torus fiber but with the holonomy $\rho$. In the mirror, it sends $(14.5)$ to

$$(1 - \rho w) \left( \frac{1}{w^3} + \frac{1}{\rho^2 w^2} + \frac{1}{\rho w} - 1 - \rho w - \rho^2 w^2 \right) = w^3 + \frac{1}{w^3} - 2,$$

where we used $\rho^3 = 1$.

There is an easy example of a $G^*$-invariant object in $MF(\tilde{W})$, which can be written down only in terms of $w^3$:

$$(1 - w^3) \left( \frac{1}{w^3} - 1 \right) = w^3 + \frac{1}{w^3} - 2. \quad (14.6)$$

Using $z = w^3$, $(14.6)$ is expressed as

$$(1 - z) \left( \frac{1}{z} - 1 \right) = z + \frac{1}{z} - 2 (= W - 2),$$

which was shown to be the mirror matrix factorization of the equator in $\mathbb{CP}^1$ in [CL].

15. $\mathbb{CP}^2$ with a $\mathbb{Z}/3$-action

In this section, we consider the projective plane $\mathbb{CP}^2$ equipped with the $G = \mathbb{Z}/3$-action which cyclically permutes three homogeneous coordinate of $[z_0 : z_1 : z_2]$ in $\mathbb{CP}^2$. Note that the torus fibration $\mathbb{CP}^2 \to \Delta$ is compatible with this $\mathbb{Z}/3$-action. The Landau-Ginzburg mirror of $\mathbb{CP}^2$ is given by $\{xyz = 1\} \subset \mathbb{C}^3$ with the superpotential $W(x, y, z) = x + y + z$. It is easily check that the mirror $\mathbb{Z}/3$-action also permutes three variable $x$, $y$, and $z$, and hence $W$ is invariant under this action. In what follows, we identify the mirror of $\mathbb{CP}^2$ with $(\mathbb{C}^*)^2$ and use $W(x, y) = x + y + \frac{1}{xy}$ as the superpotential.
We will compare $D^b_{\mathbb{Z}/3}\text{Coh}(\mathbb{C}P^2)$ and $F_{\mathbb{S}_{\mathbb{Z}/3}}(W)$ in Subsection 15.1 and compare $\mathbb{Z}/3$-invariant objects in $\text{Fuk}(\mathbb{C}P^2)$ and $D^b_{\text{sing}}(W)$ in Subsection 15.2.

Let us first remark on spin profiles and energy zero subgroups. For $\text{Fuk}(\mathbb{C}P^2)$, we will consider the Floer homology of a torus fiber with itself, and in such a case a choice of spin profile does not affect the group action. Indeed, spin profiles for invariant Lagrangians involved in this example are all zero since $H^2(\mathbb{Z}/3, \mathbb{Z}/2) = 0$. Also the central fiber has a fixed point of group action. Thus from Lemma 8.7, we have $G_\alpha = G$, and we can define $G$-actions on Lagrangian Floer homology groups.

15.1. **Comparison of $D^b_{\mathbb{Z}/3}\text{Coh}(\mathbb{C}P^2)$ and $F_{\mathbb{S}_{\mathbb{Z}/3}}(W)$**. The following discussion is based on the computations in [AKO] except that we additionally consider the group action.

Before going into details, we briefly recall what equivariant sheaves are. Let $X$ be a topological space with an action of a finite group $G$.

**Definition 15.1.** A $G$-equivariant structure on a sheaf $F$ on $X$ is a choice of an isomorphism $\theta_g : F \cong g^*F$ for each $g$ such that these isomorphisms satisfy the cocycle condition

(15.1) $\theta_{gh} = h^*\theta_g \circ \theta_h$.

Since $(g^*F)_x = F_{g \cdot x}$ for $x \in X$, the $G$-equivariant structure on $F$ gives an isomorphism $\theta_g(x) : F_x \cong F_{g \cdot x}$ for each $g \in G$ which covers the base action.

(15.2)

\[
\begin{array}{ccc}
F_x & \xrightarrow{\theta_g(x)} & F_{g \cdot x} \\
\downarrow & & \downarrow \\
X & \xrightarrow{g} & g \cdot X \\
\end{array}
\quad
\begin{array}{ccc}
F_x & \xrightarrow{\theta_{gh}(x)} & F_{(gh) \cdot x} \\
\downarrow & & \downarrow \\
F_{h \cdot x} & \xrightarrow{\theta_g(h \cdot x)} & F_{(gh) \cdot x} \\
\end{array}
\]

On the level of stalks, the cocycle condition (15.1) can be understood more clearly shown in the right side diagram in (15.2).

Denote the category of $G$-equivariant sheaves by $\text{Sh}_G(X)$ and define

(15.3) $\text{Coh}^G(X) := \{ (F, \theta) \in \text{Sh}_G(X) : F \in \text{Coh}(X) \}$.

We write $D^b_G\text{Coh}(X)$ for the derived category of (15.3). The original definition of $D^b_G\text{Coh}(X)$ is slightly different from the one given here, but it is known that they are equivalent if $G$ is finite. (See [BL].)

(i) We first find generators $D^b_{\mathbb{Z}/3}\text{Coh}(\mathbb{C}P^2)$. Before describing the equivariant version, we recall the following well-known fact.

**Proposition 15.2.** [B] Let $\Omega = \Omega^1$ be the cotangent sheaf on $\mathbb{C}P^2$. Then,

(15.4) $\Omega^2(2), \ \Omega^1(1), \ \Omega^0 = \mathcal{O}$

forms a full strong exceptional collection in $D^b(\text{Coh}(\mathbb{C}P^2))$.

**Remark 15.3.** There is another well-known generators of $D^b\text{Coh}(\mathbb{C}P^2)$, $\{\mathcal{O}, \mathcal{O}(1), \mathcal{O}(2)\}$. See [B] or [AKO] Theorem 2.12.
It is also known from [B] that
\[(15.5) \quad \mathcal{R} \text{Hom}(\Omega^1(1), \mathcal{O}) \cong \mathcal{R} \text{Hom}(\Omega^2(2), \Omega(1)) \cong \mathbb{C} \langle x \rangle \oplus \mathbb{C} \langle y \rangle \oplus \mathbb{C} \langle z \rangle,\]
and
\[(15.6) \quad \mathcal{R} \text{Hom}(\Omega^2(2), \mathcal{O}) \cong \mathbb{C} \langle x \wedge y \rangle \oplus \mathbb{C} \langle y \wedge z \rangle \oplus \mathbb{C} \langle z \wedge x \rangle.\]

Note that three sheaves in Proposition 15.2 are all $\mathbb{Z}/3$-invariant. We fix an equivariant structure on each of these sheaves so that the induced action on morphism spaces (15.5) and (15.6) are given by cyclic permutation on $dx, dy, dz$. Let $V_i (i = 0, 1, 2)$ be the irreducible representation of $\mathbb{Z}/3$ on which the primitive generator of $\mathbb{Z}/3$ acts by $\rho^i$. Then, any $\mathbb{Z}/3$-equivariant structure on $\Omega(i)$ is isomorphic to $\Omega(i) \otimes V_j$ for some $j$. Moreover, for $i_1, i_2, j_1, j_2 \in \{0, 1, 2\} \text{ with } i_1 \geq i_2,$
\[\text{Hom}_G(\Omega^{i_1}(i_1) \otimes V_{j_1}, \Omega^{i_2}(i_2) \otimes V_{j_2}) \cong \left(\text{Hom}(\Omega^{i_1}(i_1), \Omega^{i_2}(i_2)) \otimes V_{j_2-j_1}\right)^G.\]
(See the proof of Proposition 15.2.) If $i_1$ is strictly greater than $i_2$, then $\dim \text{Hom}(\Omega^{i_1}(i_1), \Omega^{i_2}(i_2)) = 3$ and $G$ permutes its basis (which are chosen in (15.5) and (15.6)). Therefore, the rank of the right hand side is 1 regardless of $j_1, j_2$. However, if $i_1 = i_2 = 1$, then
\[(15.7) \quad \text{Hom}_G(\Omega^1(i) \otimes V_{j_1}, \Omega^1(i) \otimes V_{j_2}) \cong V^G_{j_2-j_1} \cong \mathbb{C}^{\delta_{j_1,j_2}}.\]

(ii) The mirror $\mathbb{Z}/3$-action fixes three critical points of $W$,
\[p_0 = (1, 1), \quad p_1 = (\rho, \rho), \quad p_2 = (\rho^2, \rho^2),\]
where $\rho = e^{2\pi i/3}$. They are indeed the only fixed points of this $\mathbb{Z}/3$-action. We have vanishing cycles $V_0, V_1$ and $V_2$ in $W^{-1}(0)$ associated to $p_0, p_1, p_2$ respectively. Each $V_i$ is a $\mathbb{Z}/3$-invariant Lagrangian submanifold of $W^{-1}(0)$. Since the $\mathbb{Z}/3$-action on $W^{-1}(0)$ is free, the action on $V_i$ is topologically equivalent to the one generated by the $2\pi i/3$-rotation on the circle($\cong V_i$) and in particular, it is orientation preserving. We equip $V_i$'s with nontrivial spin structures (which extend to the vanishing thimbles). As mentioned, we do not need to care about spin profiles as $H^2(\mathbb{Z}/3, \mathbb{Z}/2)$ is zero and therefore, the group action lifts to the spin bundles.

By projecting to the $x$-coordinate plane (minus the origin), we see that each pair of vanishing cycles intersects at three points. We denote them as
\[V_0 \cap V_1 = \{x_0, y_0, z_0\},\]
\[V_1 \cap V_2 = \{x_1, y_1, z_1\},\]
\[V_0 \cap V_2 = \{\bar{x}_0, \bar{y}_0, \bar{z}_0\}.\]
Since the group action is free on $W^{-1}(0)$, it also freely permutes three points in $V_i \cap V_j$ for $i \neq j \in \{0, 1, 2\}$. From [AKO],

**Lemma 15.4.** $m_1$ is identically zero.

(For the full computation of the $A_\infty$ structure of the Fukaya-Seidel category of $W$, see [AKO].)

Now, we consider the equivariant vector bundles on $V_i$'s. Recall from Section 12 that such bundles extend to the vanishing thimbles ($\Delta_i$'s) so that the equivariant structures are determined by characters in ($\mathbb{Z}/3)^* = \text{Hom}(\mathbb{Z}/3, U(1))(\cong \mathbb{Z}/3).$ Let $\chi_i (i = 0, 1, 2)$ be the character that sends the primitive generator of $\mathbb{Z}/3$ to $\rho^i \in U(1)$ ($\rho = e^{2\pi i/3}$). Then, the $\mathbb{Z}/3$-equivariant Fukaya-Seidel category has 9 objects : $(V_i, \chi_j)$, $i, j \in \{0, 1, 2\}$.
One can easily check that if $i_1 \neq i_2$, the $G$-invariant part of $\text{Hom}((V_{i_1}, \chi_{j_1}), (V_{i_2}, \chi_{j_2}))$ is of rank 1 (regardless of $j_1$ and $j_2$) since the $G$-action is free. If $i_1 = i_2$ but $\chi_{j_1} \neq \chi_{j_2}$, then the $\mathbb{Z}/3$-action on $C(\cong \mathbb{C} \cdot id_{V_i})$ is nontrivial as $\chi_1(g)^{-1} \chi_2(g) \neq 1$ for some $g \in \mathbb{Z}/3$. Therefore, there can not exist any $g$-invariant element other than zero. Hence we have

$$\text{Hom}((V_{i_1}, \chi_{j_1}), (V_{i_2}, \chi_{j_2})) \cong \mathbb{C}^{\delta_{j_1, j_2}}$$

15.2. Equivariant $A$-branes in $\mathbb{C}P^2$ and $B$-branes in its mirror. (i) In $\mathbb{C}P^2$, there are three nontrivial $A$-branes, the Clifford torus $T$, together with three different holonomies, $(T, (1, 1))$, $(T, (\rho, \rho))$ and $(T, (\rho^2, \rho^2))$, which are known to have non-vanishing Floer homologies [CI]. In fact they are expected to generate the Fukaya category of $\mathbb{C}P^2$ which has been announced by Abouzaid, Fukaya, Oh, Ohta and Ono [AFOOO].

The central fiber $T$ is preserved by the $\mathbb{Z}/3$-action. As the values of the (Lagrangian Floer) potential function are distinct for these three $A$-branes, Floer homologies between them are not defined, but only Floer homologies for the same pairs of objects are defined, which turn out to be isomorphic to the singular cohomology of $T$ (as modules). We work with $\mathbb{Z}/2$-grading, and hence both the even and the odd degree components of their endomorphism spaces have rank 2. Let us consider $(T, (1, 1))$ only, since the other cases are almost the same. We identify $HF(T, T)$ with the space of harmonic forms on $T$, which is generated by $d\theta_0$, $d\theta_1$, $d\theta_2$ (and their products as well) with the relation $d\theta_0 + d\theta_1 + d\theta_2 = 0$. The induced action on $T$ sends $d\theta_i$ to $d\theta_{i+1}$ (with $i + 3 = i$). One can easily check that $1$ and $d\theta_0 \wedge d\theta_1$ is invariant under this action. However, the $G$-invariant part of $HF(T, T)$ does not have any 1-forms since the only 1-form possibly $G$-invariant is $d\theta_0 + d\theta_1 + d\theta_2(= 0)$.

(ii) Likewise, among three critical value $3$, $3\rho$, and $3\rho^2$ of the potential $W = x + y + \frac{1}{xy}$, we only consider the category $D^{b}_{\text{sing}}(W^{-1}(3))$. $W^{-1}(3)$ has a unique singular point $(x, y) = (1, 1)$, which is nodal. Let $\mathcal{F}$ be the skyscraper sheaf supported at this point. Note that $\mathcal{F}$ is $\mathbb{Z}/3$-invariant. We compute $R\text{Hom}(\mathcal{F}, \mathcal{F})$ in the split-closure of $D^{b}_{\text{sing}}(W^{-1}(3))$.

After the idempotent completion (taking the split-closure), it is enough to consider the skyscraper sheaf $\mathcal{F} = \mathcal{O}_0$ at the origin in Spec $A$ where $A := \mathbb{C}[x, y]/xy$. Recall from the previous subsection that the action on nearby regular fibers (locally identified with $T^* S^1$) are induced by $2\pi/3$-rotations on zero sections. Thus, the continuity of the action shows that the corresponding group action on Spec $A$ (near the origin) is analytically equivalent to the one given by $(x, y) \mapsto (\rho x, \rho^{-1} y)$. (See Figure ??.)

![Diagram](image-url)
Note that we have an exact triangle
\[ Ax \oplus Ay \to A \to C_0 \to [1] \]
consisting of \( \mathbb{Z}/3 \)-invariant sheaves and that \( A \) is a free module. Therefore, \( C_0 \) is isomorphic to \( Ax \oplus Ay \) in the derived category of singularities. The even degree part of \( R\text{Hom}(Ax \oplus Ay, Ax \oplus Ay) \) is, then, given by (15.8)
\[ R\text{Hom}^0(Ax \oplus Ay, Ax \oplus Ay) = \text{Hom}(Ax \oplus Ay, Ax \oplus Ay) \cong \mathbb{C}^2. \]
(Here, \( \text{Hom}(Ax \oplus Ay, Ax \oplus Ay) \) means the space of \( A \)-module homomorphisms from \( Ax \oplus Ay \) to itself which do not factor through a free \( A \)-module.)

For \( R\text{Hom}^1(Ax \oplus Ay, Ax \oplus Ay) = \text{Hom}(Ax \oplus Ay, Ax \oplus Ay[1]) \), we first compute \( Ax[1] \) and \( Ay[1] \). From the following exact triangle
\[ Ax \to A \to A/Ax \to [1] \]
we see that \( Ax[1] \cong A/Ax = \mathbb{C}[y](= \mathcal{O}(y - \text{axis})). \) Similarly, \( Ay[1] \cong \mathbb{C}[x] \). Therefore,
\[ R\text{Hom}^1(Ax \oplus Ay, Ax \oplus Ay) = \text{Hom}(Ax \oplus Ay, \mathbb{C}[x] \oplus \mathbb{C}[y]). \]
Any morphism in the right hand side should send \( x \) to a constant multiple of \( 1 \in \mathbb{C}[x] \), or it would factor through \( A \). Likewise, the image of \( y \) has to be a multiple of \( 1 \in \mathbb{C}[y] \). Therefore, \( R\text{Hom}^1(Ax \oplus Ay, Ax \oplus Ay) \cong \mathbb{C}^2. \)

Note that all sheaves involved here admit natural \( \mathbb{Z}/3 \)-actions since they are defined by geometric terms preserved by \( \mathbb{Z}/3 \) (e.g., \( Ax \) is the ideal sheaf consisting of regular functions on \( \text{Spec} A \) which vanish on \( y \)-axis). These actions, of course, can be twisted further by tensoring irreducible representations of \( \mathbb{Z}/3 \), but we do not consider them here for simplicity.

All elements in (15.8) are clearly invariant under the induced action on (15.8) so that \( R\text{Hom}^0_{\mathbb{Z}/3}(Ax \oplus Ay, Ax \oplus Ay) \cong \mathbb{C}^2. \) However, \( R\text{Hom}^1_{\mathbb{Z}/3}(Ax \oplus Ay, Ax \oplus Ay) = 0 \) since the primitive generator of \( \mathbb{Z}/3 \) acts on \( x \in Ax \) and \( y \in Ay \) by multiplying \( \rho \), while it keeps both \( 1 \in \mathbb{C}[x] \) and \( 1 \in \mathbb{C}[y] \) invariant.
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