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RANDOMIZATION IMPROVED STRICHARTZ
ESTIMATES AND GLOBAL WELL-POSEDNESS FOR
SUPERCRITICAL DATA

by Nicolas BURQ & Joachim KRIEGER

Abstract. — We introduce a novel data randomisation for the free wave equation which leads to the same range of Strichartz estimates as for radial data, albeit in a non-radial context. We then use these estimates to establish global well-posedness for a wave maps type nonlinear wave equation for certain supercritical data, provided the data are suitably small and randomised.

1. Improving Strichartz estimates via suitable randomization

Consider the free wave equation

\[ \Box u = -u_{tt} + \nabla u = 0 \]

on \( \mathbb{R}^{n+1} \), where we shall restrict to the case \( n \geq 2 \). Denote the initial data by \( u[0] = (u(0, \cdot), u_t(0, \cdot)) \). Interpolation of the point wise decay and energy conservation lead to the famous Strichartz estimates

\[ \|u\|_{L^p_t L^q_x} \leq C(p, q, n)\|u[0]\|_{\dot{H}^\gamma(\mathbb{R}^n) \times \dot{H}^{-\gamma-1}(\mathbb{R}^n)}, \quad \frac{1}{p} + \frac{n}{q} = \frac{n}{2} - \gamma, \]

provided we restrict \( (p, q) \) to the Strichartz admissible range, given by \( \frac{1}{p} + \frac{n-1}{2q} \leq \frac{n-1}{4}, \ p \geq 2 \), with the case \( (n, p, q) = (3, 2, \infty) \) excluded. These

Keywords: wave equation, Strichartz estimates, randomised data.
2010 Mathematics Subject Classification: 35L05, 35B40.
estimates have been known to be optimal in general due to the well-known Knapp counterexamples.

However, it has also been known for a while that the latter can be avoided by imposing either a symmetry reduction, such as radiality ([7]), or imposing additional constraints on the angular regularity of the data ([14]), in which case the range of available Strichartz estimates can be significantly improved to

\[
\frac{1}{p} + \frac{n-1}{q} < \frac{n-1}{2}, \quad p \geq 2.
\]

This section contains the observation that combining the method of proof from [14] with the asymptotic analysis of “generic” orthonormal bases for the space of spherical harmonics on \( S^{n-1} \) in [4] and implementing a suitable randomisation, one can obtain almost the same estimates as in the radial case, see Proposition 1.2 below. In the following section, we shall show how one can use a refinement of these estimates (Proposition 1.5) to deduce small data global well-posedness results below the critical scaling for certain nonlinear wave equations of “fractional derivative Wave Maps type” on \( \mathbb{R}^{3+1} \). For a recent work on well-posedness of derivative nonlinear wave equations involving randomised data see [6].

1.1. Probabilistic orthonormal frames for spherical harmonics

Consider the sphere \( S^d \hookrightarrow \mathbb{R}^{d+1} \) and let \( \triangle \) be the Laplace operator with respect to its canonical metric. Eigenfunctions \( u \) satisfying \( -\triangle u = \lambda^2 u \)
satisfy the well-known estimates
\[ \|u\|_{L^p(M)} \leq C\lambda^{\delta(p)}\|u\|_{L^2(M)}, \quad 2 \leq p \leq \infty, \]
where
\[ \delta(p) = \frac{d-1}{2} - \frac{d}{p}, \quad p \geq \frac{2(d+1)}{2-1}, \quad \delta(p) = \frac{d-1}{2} - \frac{1}{2} - \frac{1}{p}, \quad p \leq \frac{2(d+1)}{(d-1)}, \]
and these bounds are in fact optimal on the sphere. However, from [4], we infer that eigenfunctions saturating the preceding bounds are in some sense exceptional, and that in fact orthonormal bases for \( L^2(S^d) \) may be constructed which much improve these bounds.

**Theorem 1.1** (Burq–Lebeau [3, 4]). — Denote by \( E_k \) the space of spherical harmonics of dimension \( N_k \) and associated to eigenvalue \( \lambda^2 = k(k + d - 1), \ k \in \mathbb{N} \). Identify the set of orthonormal frames \( B_k = (b_{k,l})_{l=1}^{N_k} \) of \( E_k \) with the orthogonal group \( O(N_k) \), equipped with the Haar measure \( \nu_k \). Let \( \nu = \bigotimes_k \nu_k \) the natural probability measure on the set of sequence of orthonormal frames \( B = (B_k) \). Then there are constants \( C, c, c_0 > 0 \) and for all \( q < +\infty \), constants
\[ \mathcal{M}_{q,k} \sim C\sqrt{q} \text{ when } k \to +\infty \]
such that
\[ \nu(\{B = (b_{k,l}); \exists k,l; \|b_{k,l}\|_{L^{\infty}(S^d)} > (c_0 + r)\sqrt{\log k}\}) \leq Ce^{-cr^2} \]
\[ \nu(\{B = (b_{k,l}); \exists k,l; \|b_{k,l}\|_{L^q(S^d)} - \mathcal{M}_{q,k} > r\}) \leq Ce^{-cr^2} \]
In particular, we can select an orthonormal frame \( \{b_{k,l}; l = 1, 2, \ldots, N_k, k = 1, 2, \ldots\} \) for \( L^2(S^d) \) consisting of eigenfunctions of \( \triangle \) with the property that
\[ \exists C; \forall k, \forall l = 0, \ldots, N_k, \quad \|b_{k,l}\|_{L^q(S^d)} \leq \begin{cases} C\sqrt{\log k}, & \text{if } q = +\infty \\ C\sqrt{q}, & \text{if } q < +\infty. \end{cases} \]

Call such a frame \( \{b_{k,l}; k, l \geq 1\} \) a good frame. We shall use such a good frame to implement a suitable data randomisation in the sequel.

### 1.2. Randomization improved Strichartz estimates

#### 1.2.1. Using good frames

Pick a good frame \( \{b_{k,l}\}_{k,l \geq 1} \) for \( L^2(S^{n-1}) \). Consider a function \( f(x) \) on \( \mathbb{R}^n \) supported at frequency \( \sim 1 \), and write its Fourier transform in terms
of the good frame after passage to spherical coordinates \( \rho, \theta \):

\[
\hat{f}(\rho \theta) = \sum_{k,l} \hat{c}_{k,l}(\rho)b_{k,l}(\theta)
\]

In turn, this gives a representation of \( f(x) \) in terms of the good basis as follows (see [13, Theorem 3.10]):

\[
f(r \theta) = \sum_{k,l} \frac{2\pi^k}{r^{2+n}} b_{k,l}(\theta) \cdot \int_0^\infty J_{\frac{n-2+k}{2}(2\pi r \rho)}\hat{c}_{k,l}(\rho)\rho \frac{n-2}{2} d\rho,
\]

and we have

\[
\sum_{k,l} \|\hat{c}_{k,l}(\rho)\|_{L^2_{\rho}}^2 \sim \|f\|_{L^2(\mathbb{R}^n)}^2.
\]

Now let \( h_{k,l}(\tilde{\omega}) \) be a collection of real-valued independent random variables with distributions \( \mu_{k,l} \) on some probability space, satisfying for some \( c > 0 \) and all \( \gamma \in \mathbb{R} \) the bounds

\[
\left| \int_{\mathbb{R}} e^{\gamma x} d\mu_{k,l} \right| \leq e^{c\gamma^2}, \quad k,l \geq 1.
\]

Introduce the functions

\[
\hat{f}^{(\tilde{\omega})}(\rho \theta) := \sum_{k,l} h_{k,l}(\tilde{\omega})\hat{c}_{k,l}(\rho)b_{k,l}(\theta)
\]

Also, denote their inverse Fourier transform by \( f^{(\tilde{\omega})}(r\omega) \). Finally, let

\[
u^{(\tilde{\omega})}(t,x) = (e^{-it\sqrt{-\Delta}}f^{(\tilde{\omega})})(x).
\]

Then we can state the following

**PROPOSITION 1.2. —** Let \((2,q)\) be admissible in the sense of (1.2). Then for suitable positive constants \(c, C\) we have

\[
P\left( \|u^{(\tilde{\omega})}\|_{L^q_tL^q_x(\mathbb{R}^{n+1})} > \lambda \right) \leq \begin{cases} C e^{-c\frac{\|\lambda^2\|_{L^2(\mathbb{R}^n)}}{\|f\|_{L^2(\mathbb{R}^n)}}} & \text{if } q < +\infty \\ C e^{-c\frac{\lambda^2}{\|f\|_{H^{0+}(\mathbb{R}^n)}}} & \text{if } q = +\infty \end{cases}
\]

**Proof. —** If \((2, +\infty)\) is admissible in the sense of (1.2), then \((2,q)\) is also admissible for \( q \) sufficiently large and the second estimate follows from Sobolev embeddings \( W^{\epsilon,q} \to L^\infty \) for \( \epsilon > 0 \) and \( q \) sufficiently large. We now assume \( q < \infty \). Write (with \( \omega \in S^{n-1} \))

\[
\nu^{(\tilde{\omega})}(t,r\omega) = \sum_{k,l} 2\pi^k r^{\frac{2-n}{2}} h_{k,l}(\tilde{\omega})b_{k,l}(\theta) \cdot \int_0^\infty e^{-2\pi i t \rho} J_{\frac{n-2+k}{2}(2\pi r \rho)}\hat{c}_{k,l}(\rho)\rho \frac{n-2}{2} d\rho
\]
Then using Minkowski’s inequality and Lemma 3.1 from [5], we get for \( s \geq q \)

\[(1.8) \quad \|u^{(\tilde{\omega})}\|_{L^s_t L^2_x^t L^s_x^t} \leq C \sqrt{s} \left( \left\| \left( \sum_{k,l} r^{\frac{2-n}{2}} b_{k,l}(\theta) \cdot \int_0^{\infty} e^{-2\pi i t \rho} J_{n-2+k}(2\pi \tau \rho) \hat{c}_{k,l}(\rho) \rho \frac{n}{2} \, d\rho \right)^2 \right\|_{L^2_t L^2_x^t L^s_x^t} \right) \]

\[ \leq C \sqrt{s} \left( \left\| \left( \sum_{k,l} r^{\frac{2-n}{2}} b_{k,l}(\theta) \cdot \int_0^{\infty} e^{-2\pi i t \rho} J_{n-2+k}(2\pi \tau \rho) \hat{c}_{k,l}(\rho) \rho \frac{n}{2} \, d\rho \right)^2 \right\|_{L^2_t L^2_x^t L^s_x^t} \]

Following [14] we expand \( \hat{c}_{k,l}(\rho) = \sum_{\nu \in \mathbb{Z}} c_{k,l}^{\nu} e^{i \bar{\tau} \nu \rho} \) which upon substitution in the preceding formula leads to

\[ r^{\frac{2-n}{2}} b_{k,l}(\theta) \cdot \int_0^{\infty} e^{-2\pi i t \rho} J_{n-2+k}(2\pi \tau \rho) \hat{c}_{k,l}(\rho) \rho \frac{n}{2} \, d\rho = \alpha_k b_{k,l}(\theta) \sum_{\nu} r^{\frac{2-n}{2}} c_{k,l}^{\nu} \psi_{t-\frac{\nu}{4}}(r), \]

where we use

\[ \psi_{t-\frac{\nu}{4}}(r) = \int_0^{\infty} J_{n-2+k}(2\pi \tau \rho) e^{-2\pi i (t-\frac{\nu}{4}) \rho} \chi(\rho) \, d\rho, \]

with \( \chi \) a suitable smooth bump function localizing around the support of \( \hat{f}(\rho \omega) \) with respect to \( \rho \). But then from [14, identities (82), (83)] we have the bound

\[ \left| \sum_{\nu} r^{\frac{2-n}{2}} c_{k,l}^{\nu} \psi_{t-\frac{\nu}{4}}(r) \right| \lesssim \sum_{\nu} \left( \frac{1}{1 + |t - \frac{\nu}{4}|} \right)^{\frac{n-1}{2}} \left( \frac{1}{1 + |t - \frac{\nu}{4}|} \right)^{\frac{n-1}{2}} \cdot R^2(k, |t - \frac{\nu}{4}|, r) \]

with \( \sum_{\nu} \frac{1}{1 + |t - \frac{\nu}{4}|} R^2(k, |t - \frac{\nu}{4}|, r) \lesssim 1 \), and so application of the Cauchy–Schwarz inequality leads to the bound

\[ \left\| \sum_{\nu} r^{\frac{2-n}{2}} c_{k,l}^{\nu} \psi_{t-\frac{\nu}{4}}(r) \right\|_{L^\infty(\mathbb{R}^+)} \lesssim \left( \sum_{\nu} \frac{|c_{k,l}^{\nu}|^2}{1 + |t - \frac{\nu}{4}|} \right)^{\frac{1}{2}}. \]
Interpolating this with the simple energy bound
\[
\left\| \left( \int_0^\infty e^{-2\pi i t \rho} J_{n-2+k}(2\pi r\rho) \hat{c}_{k,l}(\rho) \rho \frac{\rho}{n} d\rho \right)^2 \right\|_{L^2(\mathbb{R}^+, r^{n-1} dr)}^{\frac{1}{2}} \lesssim \left( \sum_{\nu} |c_{\nu}^\rho_{k,l}|^2 \right)^{\frac{1}{2}},
\]
we find the bound
\[
(1.9) \quad \left\| r^{\frac{n-2}{2}} b_{k,l}(\theta) \cdot \int_0^\infty e^{-2\pi i t \rho} J_{n-2+k}(2\pi r\rho) \hat{c}_{k,l}(\rho) \rho \frac{\rho}{n} d\rho \right\|_{L^q(\mathbb{R}^+, r^{n-1} dr)}^2 \lesssim \sum_{\nu} \frac{|c_{\nu}^\rho_{k,l}|^2}{(1 + |t - \nu|^{n-q})^{1+\epsilon_q}},
\]
for any \( q \) such that \((2, q)\) is admissible in the sense of (1.2), with \( \epsilon_q > 0 \) a suitable positive number.

Keeping in mind that \( b_{k,l} \) is a good frame satisfying (1.4), we then infer that
\[
\left\| \left( \sum_{k,l} r^{\frac{n-2}{2}} b_{k,l}(\theta) \cdot \int_0^\infty e^{-2\pi i t \rho} J_{n-2+k}(2\pi r\rho) \hat{c}_{k,l}(\rho) \rho \frac{\rho}{n} d\rho \right)^2 \right\|_{L^2}^{\frac{1}{2}} \lesssim \left( \sum_{k,l} \sum_{\nu} \frac{|c_{\nu}^\rho_{k,l}|^2}{(1 + |t - \nu|^{n-q})^{n-1}} \right)^{\frac{1}{2}}.
\]

Keeping in mind (1.8) and substituting the preceding bound, we infer that
\[
(1.10) \quad \| u(\tilde{\omega}) \|_{L^\infty L^2_t L^q_x} \lesssim q \sqrt{s} \left( \sum_{\nu} |c_{\nu}^\rho_{k,l}|^2 \right)^{\frac{1}{2}} \lesssim \sqrt{s} \| f \|_{L^2(\mathbb{R}^n)}, s \geq q.
\]

The proposition is then a consequence of Lemma 4.5 in [17].

\[ \square \]

1.2.2. A non pinching condition

In this section we show how we can avoid the choice of a particular frame and work directly in an arbitrary eigenbasis of spherical harmonics. We start as previously and consider a function \( f(x) \) on \( \mathbb{R}^n \) supported at
frequency $\sim 1$, and write its Fourier transform in terms of an arbitrary frame after passage to spherical coordinates $\rho, \omega$:

$$\hat{f}(\rho \omega) = \sum_{k,l} \hat{c}_{k,l}(\rho) b_{k,l}(\theta)$$

In turn, this gives a representation of $f(x)$ in terms of the basis by (1.5) with (1.6). We now assume that the decomposition (1.5) satisfies the following non pinching condition (see [12, (1.3)])

**Assumption 1.3.** — There exists $C > 0$ such that for any $k$ the projection

$$\Pi_k(\hat{f}(\rho \omega)) = \sum_l \hat{c}_{k,l}(\rho) b_{k,l}(\theta)$$

on the $N_k$ dimensional space spanned by the spherical harmonics of degree $k$ satisfies

$$\forall \nu \in \mathbb{Z}, \forall k, l; |l| \leq N_k, |\hat{c}_{k,l}^{\nu}|^2 \leq \frac{C}{N_k} \sum_l |\hat{c}_{k,l}^{\nu}|^2, \quad \hat{c}_{k,l}(\rho) = \sum_{\nu \in \mathbb{Z}} c_{k,l}^{\nu} e^{i \frac{\pi}{2} \nu \rho}$$

We now randomize the function $f$ using the exact same procedure as in Section 1.2.1. We now have

**Proposition 1.4.** — Let $(2, q)$ be admissible in the sense of (1.2). Then for suitable positive constants $c, C$ we have under this new randomization the same results as in Proposition 1.2

(1.11) \[ \mathbb{P}\{\|u(\tilde{\omega})\|_{L_t^2 L_x^\infty(\mathbb{R}^{n+1})} > \lambda\} \leq \begin{cases} \frac{C}{\|f\|_{L_t^2 L_x^\infty(\mathbb{R}^{n+1})}^2} & \text{if } q < +\infty \\ \frac{C}{\|f\|_{H_0^+}(\mathbb{R}^{n+1})^2} & \text{if } q = +\infty \end{cases} \]

Proof. — We revisit the proof of Proposition 1.2 and get from (1.8), (1.9)

(1.12) \[ \|u(\tilde{\omega})\|_{L_t^\infty L_x^2 L_\omega^q} \leq C \sqrt{\varepsilon} \left( \left\| \left( \sum_k \sum_{\nu} \frac{|c_{k,l}^{\nu}|^2}{(1 + |t - \frac{\nu}{4}|)^{1+\varepsilon q}} |b_{k,l}(\omega)|^2 \right)^{\frac{1}{2}} \right\|_{L_t^2 L_\omega^q}^{\frac{1}{2}} \right)^{\frac{1}{2}} \]

Following [4, Lemme 3.1] we now remark that

$$\langle \theta, \tilde{\theta} \rangle \in (S^{n-1})^2 \mapsto K_k(\theta, \tilde{\theta}) = \sum_l b_{k,l}(\theta), \overline{b_{k,l}(\tilde{\theta})}$$
is the kernel of the spectral projector on $E_k$ the subspace of $L^2(S^{n-1})$ spanned by the spherical harmonics of degree $k$. It is consequently invariant by conjugations by isometries of the sphere, which means, for any such isometry $J$

$$K_k(J\theta, J\tilde{\theta}) = K_k(\theta, \tilde{\theta}),$$

which implies (since the group of isometries acts transitively on the sphere) that the function $\omega \mapsto K_k(\omega, \omega)$ is constant on the sphere with mean value equal to

$$\sum_l \|b_{k,l}\|_{L^2}^2 = N_k,$$

which implies

$$\forall k, \sum_l |b_{k,l}(\theta)|^2 = \frac{N_k}{\text{Vol}(S^{n-1})}.$$

Plugging this into the r.h.s. of (1.12) (remark that since what we get does not depend on $\omega$ any more, the $L^q_\omega$ norm becomes irrelevant) and using Assumption 1.3 gives

$$(1.13) \quad \left\| u(\bar{\omega}) \right\|_{L^p_t L^q_x} \leq C \sqrt{s} \left( \left\| \sum_{\nu} \sum_{k} \frac{N_k \max_l |c_{\nu,k,l}'|^2}{(1 + |t - \nu|^4)^{1+\epsilon_q}} \right\|_{L^2_t}^{\frac{1}{2}} \right)^{\frac{1}{2}} \leq C \sqrt{s} \left( \sum_{\nu,k,l} |c_{\nu,k,l}'|^2 \right)^{\frac{1}{2}}.$$

The proposition is then a consequence of Lemma 4.5 in [17]. \hfill \Box

1.3. A refinement; microlocalized Strichartz estimates

For applications of the estimates derived in the preceding subsection, and in particular for deriving estimates which beat the natural scaling, it is useful to also control certain square sums over pieces which are box-localised in Fourier space. Specifically, it shall be useful to control norms of the form

$$\left( \sum_c \| P_c u(\bar{\omega})(t,x) \|_{L^p_t L^q_x}^2 \right)^{\frac{1}{2}},$$

where $c$ ranges over a covering of the annulus $\rho \sim 1$ in Fourier space by boxes of diameter $\sim \mu \lesssim 1$. Here, after re-scaling to frequency $\sim 2^k$, $k \gg 1$, we shall put $\mu = 1$. The point here shall be to deduce a bound which beats the “trivial” estimates obtained by Cauchy-Schwarz and interpolation.
order to achieve the optimal such bound, we shall have to implement an-
other randomisation, this time with respect to the radial direction. We
refer to [2, 11] for another study of the effect of physical randomness on
the Strichartz gameboard in a simpler setting. Specifically, divide the in-
terval $\rho \sim 1$ into subintervals $I$ of length $\mu$. Then, for each $k, l$, write
$$\hat{c}_{k, l}(\rho) = \sum I \chi_I(\rho) \hat{c}_{k, l}(\rho) =: \sum I \hat{c}_{k, l}^{(I)}(\rho)$$
For each $I$ write
$$\hat{c}_{k, l}^{(I)}(\rho) = \sum \nu \in \mathbb{Z} c_{k, l}^{(I), \nu}(\rho) e^{i \frac{\pi}{2} \nu \rho}$$
Finally, let $h_{k, l}^{(I), \nu}(\tilde{\omega}_1)$ be a family of independent random variables on a
probability space $\Omega_1$, and consider the randomised functions
$$\sum_{\nu \in \mathbb{Z}} c_{k, l}^{(I), \nu} h_{k, l}^{(I), \nu}(\tilde{\omega}_1) e^{i \frac{\pi}{2} \nu \rho},$$
and so we replace $\hat{c}_{k, l}^{(I)}(\rho)$ by
$$\sum_{I} \sum_{\nu \in \mathbb{Z}} c_{k, l}^{(I), \nu} h_{k, l}^{(I), \nu}(\tilde{\omega}_1) e^{i \frac{\pi}{2} \nu \rho}.$$
Call the resulting free wave $u(\tilde{\omega}, \tilde{\omega}_1)$. Below, we shall denote by $P$ the prob-
ability space $\Omega \times \Omega_1$.

**Proposition 1.5.** — Let $f, u(\tilde{\omega}, \tilde{\omega}_1)$ be as in the Section 1.2.1. Also, let $0 < \mu \lesssim 1$ be a length scale, and pick for such $\mu$ a uniformly finitely
overlapping cover $C$ of the annulus $\rho \sim 1$ by cubes $c$ of diameter $\mu$. Denote
by $P_c$ a Fourier multiplier which localizes smoothly to $c$. Then for $q = 2^{(n-1)} +$, we have
$$P \left( \left\{ \left( \sum_{c \in C} \left\| P_c u(\tilde{\omega}, \tilde{\omega}_1) \right\|_{L_t^q L_x^2} \right)^2 \right\}^{\frac{1}{2}} > \lambda \mu^{-\frac{n-2}{2(n-1)}} \right) \lesssim D e^{-d \lambda^2 / \| f \|_{L_t^2(\mathbb{R}^n)}^2}$$
for suitable positive constants $D, d$ (which, in addition to the implicit con-
stant, depend on $q$).

**Proof.** — We follow a similar procedure as in the preceding proof. Let 
$\tilde{\chi}_c(x)$ be the inverse Fourier transform of the smooth localiser $\chi_c$ which
realises $P_c$. Note that $\tilde{\chi}_c$ rapidly decays beyond scale $\mu^{-1}$, and we have
$\| \tilde{\chi}_c \|_{L^\infty} \lesssim \mu^n$.

Picking $s \geq q$, we have by Minkowski’s inequality
$$\left\| \left\{ \left\| P_c u(\tilde{\omega}, \tilde{\omega}_1) \right\|_{L_t^q L_x^2} \right\}^2 \right\|_{L_c^2} \leq \left\| \left\{ \left\| P_c u(\tilde{\omega}, \tilde{\omega}_1) \right\|_{L_{\tilde{\omega}, \tilde{\omega}_1}^q L_{t, x}^2} \right\}^2 \right\|_{L_c^2}.$$
On the other hand, observe that we can write

\[ P_{c} u(\varpi, \varpi_1)(t, r_\varpi) = P_{c} \left( \sum_{k,l,\nu} 2\pi i^k r^{\frac{2-n}{2}} h_{k,l}(\varpi) b_{k,l}(\theta) \cdot \int_{0}^{\infty} e^{-2\pi i \left( t - \frac{\nu}{4} \right) \rho} J_{\frac{n-2}{2} + k} (2\pi r \rho) c_{k,l}^{I(c),\nu} h_{k,l}^{I(c),\nu} (\varpi_1) \rho^{\frac{n}{2}} d\rho \right), \]

where \( I(c) \) is an interval of length \( \sim \mu \) essentially uniquely associated with \( c \in \mathcal{C} \). Carrying out the integral, we find

\[ P_{c} u(\varpi, \varpi_1)(t, r_\varpi) \sim \sum_{k,l,\nu} h_{k,l}(\varpi) h_{k,l}^{I(c),\nu} (\varpi_1) c_{k,l}^{I(c),\nu} \tilde{\chi}_{c} * [b_{k,l}(\theta) r^{\frac{2-n}{2}} \psi_{t-\frac{r}{4}}^{k}(r)] \]

where \( \sim \) indicates “up to an irrelevant constant”. We conclude that for any \( s \geq q \) we have

\[ \| P_{c} u(\varpi, \varpi_1) \|_{L_{t}^{q}, \varpi_1} \leq D \sqrt{s} \left( \sum_{k,l,\nu} |c_{k,l}^{I(c),\nu}|^{2} \tilde{\chi}_{c} [b_{k,l}(\theta) r^{\frac{2-n}{2}} \psi_{t-\frac{r}{4}}^{k}(r)]^{2} \right)^{\frac{1}{2}} \]

It follows that in order to bound the right hand side of (1.14), we need to bound

\[ \left\| \left( \sum_{c} \left( \sum_{k,l,\nu} |c_{k,l}^{I(c),\nu}|^{2} \tilde{\chi}_{c} [b_{k,l}(\theta) r^{\frac{2-n}{2}} \psi_{t-\frac{r}{4}}^{k}(r)]^{2} \right)^{\frac{1}{2}} \right) \right\|_{L_{t}^{2}} \]

\[ \leq \left\| \left( \sum_{k,l,\nu} \sum_{I \in \mathcal{C}, I(c) = I} c_{k,l}^{I,c} \tilde{\chi}_{c} * [b_{k,l}(\theta) r^{\frac{2-n}{2}} \psi_{t-\frac{r}{4}}^{k}(r)] \right)^{2} \right\|_{L_{t}^{2}} \]

and more specifically the inner expression without the outer norm \( \| \cdot \|_{L_{t}^{2}} \).

This we shall achieve as in [14] via interpolation between bounds for \( q = \infty \) and \( q = 2 \). Then using the same point wise bounds as before, we find that for any function \( g \) on the sphere \( \mathbb{S}^{n-1} \)

\[ |\tilde{\chi}_{c} * [g(\omega) r^{\frac{2-n}{2}} \psi_{t-\frac{r}{4}}^{k}(r)]| \]

\[ \lesssim \|g\|_{L^{\infty}} |\tilde{\chi}_{c}| * \left[ \frac{1}{(1 + |t - \frac{\nu}{4}|)^{\frac{n-2}{2}}} \frac{1}{(1 + |r - |t - \frac{\nu}{4}|)^{\frac{n-2}{2}}} \right] \]

\[ \lesssim \|g\|_{L^{\infty}} \mu^{n} \cdot (n-\frac{1}{2}) \cdot \frac{1}{(1 + |t - \frac{\nu}{4}|)^{\frac{n-1}{2}}} \]
from which we deduce the bound
\[ \sup_{c_i: I(c) = I} \left\| \tilde{\chi}_c \ast [g(\omega) r^{2-n} \psi_k^{l,\nu} (r)] \right\|_{L^\infty} \lesssim ||g||_{L^\infty} \mu^{\frac{1}{2}} \cdot \frac{1}{(1 + |t - \frac{\nu}{4}|)^{\frac{n-1}{2}}} \]

The trivial \( L^2 \) bound
\[ \left( \sum_{c_i: I(c) = I} \left\| \tilde{\chi}_c \ast [g(\omega) r^{2-n} \psi_k^{l,\nu} (r)] \right\|^2_{L^2} \right)^{\frac{1}{2}} \lesssim ||g||_{L^2} \]
and interpolation gives for \( q = \frac{2(n-1)}{n-2} \)
\[ \left( \sum_{c_i: I(c) = I} \left\| \tilde{\chi}_c \ast [g(\omega) r^{2-n} \psi_k^{l,\nu} (r)] \right\|^q_{L^q} \right)^{\frac{1}{q}} \lesssim ||g||_{L^q(\mathbb{R}^{n-1})} \mu^{\frac{1}{2(n-1)}} \cdot \frac{1}{(1 + |t - \frac{\nu}{4}|)^{\frac{n-1}{2}}} \]

Finally, Hölder inequality and the uniform bound on the \( L^q \) norm of \( b_{k,l} \) from Proposition 1.2 gives

\[ \left( \sum_c \left\| \left( \sum_{k,l,\nu} |c^{(I(c)),\nu}_{k,l}|^2 |\tilde{\chi}_c \ast [b_{k,l}(\theta) r^{2-n} \psi_k^{l,\nu} (r)]|^2 \right)^{\frac{1}{2}} \right\|^2_{L^2} \right)^{\frac{1}{2}} \]

\[ = \left( \sum_{k,l,\nu} \sum_{c_i: I(c) = I} \left\| c^{(I(c)),\nu}_{k,l,\nu} \tilde{\chi}_c \ast [b_{k,l}(\theta) r^{2-n} \psi_k^{l,\nu} (r)] \right\|^2_{L^2} \right)^{\frac{1}{2}} \]

\[ \lesssim \left( \sum_{k,l,\nu, I} \left( \sum_{c_i: I(c) = I} \left\| c^{(I(c)),\nu}_{k,l,\nu} \tilde{\chi}_c \ast [b_{k,l}(\theta) r^{2-n} \psi_k^{l,\nu} (r)] \right\|^q_{L^q} \right)^{\frac{2}{q}} \mu^{-1} \right)^{\frac{1}{2}} \]

In total, we infer for such \( q \) the bound
\[ \left\| \left( \sum_c \left\| \left( \sum_{k,l,\nu} |c^{(I(c)),\nu}_{k,l}|^2 |\tilde{\chi}_c \ast [b_{k,l}(\theta) r^{2-n} \psi_k^{l,\nu} (r)]|^2 \right)^{\frac{1}{2}} \right\|_{L^2} \right\|^2_{L^2} \]

\[ \lesssim \mu^{-\frac{n-2}{2(n-1)}} \left( \sum_{k,l,\nu, I} |c^{(I(c)),\nu}_{k,l}|^2 \right)^{\frac{1}{2}}, \]

and so
\[ \left\| \left\| \left\{ \left\| P_{c,k} \hat{u}(\omega,\tilde{\omega}) \right\|_{L^2} \right\|_{L^2_c} \right\|_{L^2_{\tilde{\omega}}} \right\|_{L^2_{c,\tilde{\omega},\omega}} \lesssim D \sqrt{s} \mu^{-\frac{n-2}{2(n-1)}} \| f \|_{L^2_x} \]

The proposition is a consequence of this via Lemma 4.5 in [17].
1.4. Comparison to the Klainerman–Tataru improved Strichartz estimate

Recall from [8] that in dimension $n \geq 4$, we have the following bound for free waves $u$ supported at frequency $\sim 1$

$$
\left( \sum_{c \in \mathcal{C}} \| P_c u \|_{L^2_t L^p_x(\mathbb{R}^{n+1})}^2 \right)^{\frac{1}{2}} \lesssim \mu^{\frac{1}{2} - \frac{1}{2}} \| u[0] \|_{L^2_x},
$$

provided $(2, p)$ is (standard) Strichartz admissible. Using the endpoint exponent $p = \frac{2(n-1)}{n-3}$, and using Bernstein’s inequality, we can improve this for $p = \infty$ to

$$
\left( \sum_{c \in \mathcal{C}} \| P_c u \|_{L^2_t L^\infty_x(\mathbb{R}^{n+1})}^2 \right)^{\frac{1}{2}} \lesssim \mu^{\frac{1}{2} - \frac{n-3}{2(n-1)} + \frac{n(n-3)}{2(n-1)}} \| u[0] \|_{L^2_x}
$$

$$
\lesssim \mu^{\frac{n-2}{2}} \| u[0] \|_{L^2_x}.
$$

On the other hand, assuming for $q = \frac{2(n-1)}{n-2} + 1$ the bound

$$
\left( \sum_{c \in \mathcal{C}} \| P_c u \|_{L^2_t L^q_x(\mathbb{R}^{n+1})}^2 \right)^{\frac{1}{2}} \lesssim \mu^{\frac{1}{2} - \frac{n-2}{2(n-1)}} \| u[0] \|_{L^2_x}
$$

leads via Bernstein’s inequality to the bound

$$
\left( \sum_{c \in \mathcal{C}} \| P_c u \|_{L^2_t L^\infty_x(\mathbb{R}^{n+1})}^2 \right)^{\frac{1}{2}} \lesssim \mu^{\frac{1}{2} - \frac{n-2}{2(n-1)} - \frac{n(n-2)}{2(n-1)}} \| u[0] \|_{L^2_x}
$$

$$
= \mu^{\frac{n-2}{2}} \| u[0] \|_{L^2_x},
$$

which is essentially compatible with the Klainerman–Tataru bound. However, the range of exponents $q$ in Proposition 1.5 is of course much larger than the one in [8].

2. Small data global existence for the critical nonlinear wave equation in $n = 3$ dimensions with supercritical data

2.1. Some notational conventions

In the sequel, we shall denote dyadic frequencies by $N = 2^k$, $k \in \mathbb{Z}$, and the associated standard Littlewood–Paley multipliers by $P_N$ or also $P_k$. 
For each $l > 0$, we pick a uniformly finitely overlapping cover $K_l$ of $S^2$ by caps $\kappa$ of diameter $\sim 2^{-l}$, and denote the Fourier localizers which smoothly localise to frequency $\sim 2^k$ and angular sector $\kappa$ by $P_{k,\kappa}$. If $u$ is a function of $(t, x)$, we denote its restriction to $\tau < 0$ (Fourier variables) by $Q^\pm u$ or $u^\pm$. We denote by $|||\tau| - |\xi||$ the modulation, and by $Q_j$ the multiplier which smoothly localises to modulation $\sim 2^j$. To define the spaces in the next section, we shall refer to null-frames $(t, \omega, x, \omega_\perp)$, $\omega \in S^2$, which refer to $1/\sqrt{2}(t + \omega \cdot x)$ as well as $x - t\omega \cdot 1/\sqrt{2}(1, \omega)$. We shall frequently resort to Bernstein’s inequality: for us this means the fact that for $p < q$ and $f \in L^p(\mathbb{R}^n)$ with Fourier support contained in a rectangular box $R$ we have

$$
\|f\|_{L^q(\mathbb{R}^n)} \lesssim |R|^\frac{1}{p} - \frac{1}{q} \cdot \|f\|_{L^p(\mathbb{R}^n)}.
$$

2.2. Smoothness gains via Wiener randomisation

Here we combine the preceding considerations with the Wiener randomisation introduced by Luhrmann–Mendelson in [10]. We shall henceforth work in $n = 3$ spatial dimensions. Consider a datum $f(\rho \omega)$. Write this as a sum of frequency localised pieces:

$$
f = \sum_{N \geq 1} P_N f =: f_{<0} + \sum_N f^{(N)},
$$

where $N$ ranges over dyadic numbers and $P_N$ is the standard Littlewood–Paley projector. To simplify things a bit, we shall assume $f_{<0} = 0$ in the sequel. We randomise each component $f^{(N)}$ as in the last subsection but one, i.e. introduce $f^{(N)}, (\tilde{\omega}^{(N)}, \tilde{\omega}_1^{(N)})$, where the superscripts in $\tilde{\omega}^{(N)}, \tilde{\omega}_1^{(N)}$ indicate that we randomise these pieces independently, of course. Introducing the corresponding propagators

$$
u^{(N)}, (\tilde{\omega}^{(N)}, \tilde{\omega}_1^{(N)})(t, x) = \left(e^{-it\sqrt{-\Delta}} f(N), (\tilde{\omega}, \tilde{\omega}_1^{(N)})\right)(x),
$$

and letting $\mathcal{C}$ be a finitely overlapping covering the frequency region $\rho \sim N$ by cubes if diameter $\mu \sim 1$, we have the following re-scaled version of the inequality of Proposition 1.5, keeping in mind that we set $n = 3$: for any $q > 4$,

$$
(2.1) \quad \mathbb{P}\left(\left\{ \left( \sum_{c \in \mathcal{C}} \left\| P_c \nu^{(N)}, (\tilde{\omega}^{(N)}, \tilde{\omega}_1^{(N)}) \right\|_{L^q_t L^\gamma_x(\mathbb{R}^{3+1})}^2 \right)^\frac{1}{2} > \lambda N^\frac{1}{4} \right\} \right) \leq D e^{- \frac{d \lambda^2}{\|f^{(N)}\|_{L^q(\mathbb{R}^n)}^2} \frac{1}{n^{\frac{1}{4} + (3)}}}
$$
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Alternatively, we get

\[
(2.2) \quad P \left( \left\{ \left( \sum_{c \in \mathcal{C}} \left\| P_c u^{(N)}(\tilde{\omega}, \tilde{\omega}_1) \right\|_{H_\alpha L_2(L^2)}^2 \right)^{\frac{1}{2}} \right. \left. > \lambda \right\} \right) 
\leq De^{\frac{-d \delta (\langle \log N \rangle)^2}{h^{\frac{1}{2} + \frac{3}{2} + (R^3)}}}
\]

Assume now that

\[
\left\| f \right\|_{H_\alpha L_2} \sim \left( \sum_{N \geq 1} \left\| f^{(N)} \right\|_{H_\alpha L_2}^2 \right)^{\frac{1}{2}} < \epsilon_* \ll 1.
\]

Then letting \( \prod_{N \geq 1} (\Omega^{(N)} \times \Omega_1^{(N)}) \) be the corresponding product probability space, we have

\[
P \left( \left\{ \exists N \geq 1; \left( \sum_{c \in \mathcal{C}} \left\| P_c u^{(N)}(\tilde{\omega}, \tilde{\omega}_1) \right\|_{H_\alpha L_2(L^2)}^2 \right)^{\frac{1}{2}} > \sqrt{\epsilon_*(\langle \log N \rangle)} \right\} \right)
\leq \sum_{N \geq 1} De^{\frac{-d \delta (\langle \log N \rangle)^2}{h^{\frac{1}{2} + \frac{3}{2} + (R^3)}}} \leq De^{-d\epsilon_*^{-1}}
\]

Replacing \( \epsilon_* \) by \( (\langle \log N \rangle)^6 \epsilon_* \) and incorporating the correction into \( \left\| f^{(N)} \right\|_{H_\alpha L_2} \), we see that up to a data set of exponentially vanishing size \( De^{-d\epsilon_*^{-1}} \), we may assume that for each dyadic \( N \) we have the bound

\[
(2.3) \quad \left( \sum_{c \in \mathcal{C}} \left\| P_c u^{(N)}(\tilde{\omega}, \tilde{\omega}_1) \right\|_{H_\alpha L_2(L^2)}^2 \right)^{\frac{1}{2}} < \frac{\sqrt{\epsilon_*}}{(\langle \log N \rangle)^2}
\]

In order to take advantage of this bound, we now effect a third, final randomisation, this time at the scale of cubes of size \( \sim 1 \) covering frequency space. This is in effect exactly the procedure in [10]. Thus for the usual random variable \( h_c(\tilde{\omega}_3) \), where \( c \in \mathcal{C} \) ranges over a collection of finitely overlapping cubes of diameter \( \sim 1 \) and \( P_c \) the corresponding Fourier localizer, we consider

\[
f(\tilde{\omega}, \tilde{\omega}_1, \tilde{\omega}_3) := \sum_{N} h_c(\tilde{\omega}_3) P_c f^{(N)}(\tilde{\omega}, \tilde{\omega}_1)
\]

Call the corresponding propagator

\[
u(\tilde{\omega}, \tilde{\omega}_1, \tilde{\omega}_3) := \left( e^{-it\sqrt{-\Delta}} f(\tilde{\omega}, \tilde{\omega}_1, \tilde{\omega}_3) \right)(x).
\]

If \( \tilde{\omega}_3 \) is defined on probability space \( \Omega_3 \), with probability measure \( P_3 \), then a combination of Bernstein’s inequality with (2.3) furnishes the following
Lemma 2.1. — Assume that $\|f\|_{H^{\frac{3}{2}+}_s(\mathbb{R}^3)} < \epsilon_*$ and that $(\tilde{\omega}^*, \tilde{\omega}_1^*)$ avoids an exceptional set of measure $\lesssim e^{-\frac{d}{\epsilon_*}}$. Then we have for any $M \in (4, \infty)$

$$
\mathbf{P}_3\left(\left\{ \left( \sum_{N \geq 1} \langle \log N \rangle^2 \| P_N u(\tilde{\omega}^*, \tilde{\omega}_1^*, \tilde{\omega}_3) \|_{L_t^2 L_x^M(\mathbb{R}^3)}^2 \right)^{\frac{1}{2}} > \lambda \right\} \right) < Ge^{-g\frac{\lambda^2}{\epsilon_*}}
$$

In particular, up to a set of parameters $\tilde{\omega}_3$ of size $< e^{-\frac{d}{\sqrt{\epsilon_*}}}$, we have

$$
\left( \sum_{N \geq 1} \langle \log N \rangle^2 \| P_N u(\tilde{\omega}^*, \tilde{\omega}_1^*, \tilde{\omega}_3) \|_{L_t^2 L_x^M(\mathbb{R}^3)}^2 \right)^{\frac{1}{2}} < \epsilon_*^{\frac{1}{2}},
$$

which implies

$$
\sum_{N \geq 1} \| P_N u(\tilde{\omega}^*, \tilde{\omega}_1^*, \tilde{\omega}_3) \|_{L_t^2 L_x^M(\mathbb{R}^3)} \lesssim \epsilon_*^{\frac{1}{2}}.
$$

Proof. — We have for any $s \geq M$ the bound

$$
\left\| \left( \sum_{N \geq 1} \langle \log N \rangle^2 \| P_N u(\tilde{\omega}^*, \tilde{\omega}_1^*, \tilde{\omega}_3) \|_{L_t^2 L_x^M(\mathbb{R}^3)}^2 \right)^{\frac{1}{2}} \right\|_{L_{\tilde{\omega}_3}^s} \leq G\sqrt{s} \left( \sum_{N \geq 1} \sum_{c \in \mathbb{C}} \langle \log N \rangle^2 \| P_N P_c u(\tilde{\omega}^*, \tilde{\omega}_1^*) \|_{L_t^2 L_x^M(\mathbb{R}^3)}^2 \right)^{\frac{1}{2}}
$$

$$
\lesssim G\sqrt{s} \left( \sum_{N \geq 1} \sum_{c \in \mathbb{C}} \langle \log N \rangle^2 \| P_c u(N, (\tilde{\omega}^*(N), \tilde{\omega}_1^*(N))) \|_{L_t^2 L_x^M(\mathbb{R}^3)}^2 \right)^{\frac{1}{2}}
$$

for any $4 < q \leq M$. The assertion then follows from (2.3) and Lemma 4.5 in [17].

For later reference, we shall want to adapt this result to data of varying degrees of smoothness. We have

Lemma 2.2. — Assume that $\|f\|_{H^s(\mathbb{R}^3)} < \epsilon_*$, $s \in \mathbb{R}$, and that $(\tilde{\omega}^*, \tilde{\omega}_1^*)$ avoids an exceptional set of measure $\lesssim e^{-\frac{d}{\epsilon_*}}$. Then we have for any $M \in (4, \infty)$

$$
\mathbf{P}_3\left(\left\{ \left( \sum_{N \geq 1} \langle \log N \rangle^2 \| P_N u(\tilde{\omega}^*, \tilde{\omega}_1^*, \tilde{\omega}_3) \|_{L_t^2 L_x^M(\mathbb{R}^3)}^2 \right)^{\frac{1}{2}} > \lambda \right\} \right) < Ge^{-g\frac{\lambda^2}{\epsilon_*}}
$$
In particular, up to a set of parameters $\tilde{\omega}_3$ of size $< e^{-\frac{g}{\epsilon^*}}$, we have

$$\left( \sum_{N \geq 1} (\log N)^2 N^{2s-1-\frac{2}{\sqrt{\epsilon}}} \right)^{\frac{1}{2}} < \epsilon^*_s.$$ 

By Bernstein’s inequality, this implies (choosing $M$ sufficiently large) that

$$\left( \sum_{N \geq 1} (\log N)^2 N^{2s-1-\frac{2}{\sqrt{\epsilon}}} \right)^{\frac{1}{2}} < \epsilon^*_s.$$ 

For later reference, we shall also need randomised bounds for the $L^\infty_{t,x}$-norm which beat the scaling. These can be obtained easily by using an $L^M_t L^2_x$-Strichartz bound and invoking Bernstein’s inequality to pass to an $L^\infty_{t,x}$-bound:

**Lemma 2.3.** — Let $f$ be as in the preceding lemma. For fixed $(\tilde{\omega}^*, \tilde{\omega}_1^*)$, there is a set of parameters $\tilde{\omega}_3$ of size $> 1 - e^{-\frac{g}{\sqrt{\epsilon^*}}}$, such that

$$\left( \sum_{N \geq 1} (\log N)^2 N^{2s-1-\frac{2}{\sqrt{\epsilon}}} \right)^{\frac{1}{2}} < \epsilon^*_s.$$ 

**2.3. The model problem: a class a fractional Wave Maps type equations**

Now let $\alpha \in (0, 1)$ and introduce the Riesz type operators $R^{(\alpha)}_\nu := \partial_\nu |\nabla|^{-\alpha}$, $\nu = 0, 1, 2, 3$ where we put $|\nabla| = \sqrt{-\Delta}$. We also set $\partial^\nu := m_{\mu\nu} \partial_\mu$, where $m_{\mu\nu}$ denotes the Minkowski metric. Then consider the following class of equations on $\mathbb{R}^{3+1}$:

$$\Box u = R^{(\alpha)}_\nu u R^{(\alpha)}_\nu u.$$ 

Note that for $\alpha = 0$ this attains essentially the form of the Wave Maps equation. This problem scales according to $u(t, x) \rightarrow \lambda^{2\alpha} u(\lambda t, \lambda x)$, and so the critical Sobolev space is $H^{\frac{3}{2} - 2\alpha}$. Put $s_\alpha := \frac{3}{2} - 2\alpha$. Then

**Theorem 2.4.** — Let $\alpha \in (0, \frac{1}{4})$, and let $s > s_\alpha - \frac{\alpha}{2}$, and

$$u[0] = \left( e^{-it\sqrt{-\Delta}} f(\tilde{\omega}^*, \tilde{\omega}_1^*, \tilde{\omega}_3) \right)[0],$$

where

$$\|f\|_{H^s(\mathbb{R}^3)} < \epsilon_*.$$
with \( \epsilon_* > 0 \) sufficiently small. Then for all \((\tilde{\omega}^*, \tilde{\omega}_3^*)\) avoiding an exceptional set of measure \( \lesssim e^{-d/\epsilon_*} \), and all \( \tilde{\omega}_3 \) avoiding a set of size \( < e^{-d/\epsilon_*} \), the problem (2.4) with data \( u[0] \) admits a global solution which decouples into

\[
    u = e^{-it\sqrt{-\Delta}} f(\tilde{\omega}^*, \tilde{\omega}_1^*, \tilde{\omega}_3^*) + v,
\]

where \( v \in L^\infty_t \dot{H}^{s*} \).

Remark 2.5. — Observe that when \( \alpha = 0 \), the nonlinearity no longer has any smoothing effect, and achieving a supercritical well-posedness result will have to employ different techniques (see [1]). The present result appears to rely crucially on the improved range of Strichartz estimates due to Lemma 2.2.

Proof. — Write \( u_1 = e^{-it\sqrt{-\Delta}} f(\tilde{\omega}^*, \tilde{\omega}_1^*, \tilde{\omega}_3^*) \). Then outside of exceptional parameter sets as in the statement of the theorem, we may assume that

\[
    (\sum_N N^{s* - \frac{d}{2} - \frac{1}{2}} \| P_N u_1 \|_{L^2_t L^\infty_x}) \leq \epsilon_*^{\frac{1}{4}}, \tag{2.5}
\]

\[
    \left( \sum_N \sum_{\kappa \in C} N^{s* - \frac{d}{2} - \frac{1}{2}} \| P_\kappa P_N u_1 \|_{L^2_t L^\infty_x} \right)^{\frac{1}{2}} \leq \epsilon_*^{\frac{1}{4}}, \tag{2.6}
\]

where now \( C \) is a covering of all of frequency space by cubes of diameter \( \sim 1 \).

Repeating the argument in the preceding subsection, we may also assume that we have

\[
    \left( \sum_N \sum_{\kappa \in K_l} N^{s* - \frac{d}{2} - \frac{1}{2}} \| P_\kappa P_N u_1 \|_{L^2_t L^\infty_x} \right)^{\frac{1}{2}} \leq \epsilon_*^{\frac{1}{4}}, \tag{2.7}
\]

provided \( l \in [0, \log N] \).

Similarly, in light of Lemma 2.3, we may assume

\[
    \sum_N N^{s* - \frac{d}{2}} \| P_N u_1 \|_{L^\infty_{t,x}} \leq \epsilon_*^{\frac{1}{4}}. \tag{2.8}
\]

Finally, recalling Lemma 2.1, we may assume for any fixed \( M > 4 \) the bound

\[
    \sum_N N^{s* - \frac{d}{2} - \frac{1}{2}} \| P_N u_1 \|_{L^2_{t,x} L^M_x} \leq \epsilon_*^{\frac{1}{4}}. \tag{2.9}
\]

The equation for \( v \) becomes schematically

\[
    \Box v = R^{(\alpha)}_\nu u_1 R^{(\alpha)}_\nu u_1 + R^{(\alpha)}_\nu u_1 R^{(\alpha)}_\nu R^{(\alpha)}_\nu v + R^{(\alpha)}_\nu v R^{(\alpha)}_\nu v,
\]

\[
    v[0] = (v(0, \cdot), v_t(0, \cdot)) = (0, 0). \tag{2.10}
\]
We shall establish a fixed point here in a suitable space at regularity $\dot{H}^{s_0}$. In light of the null-structure inherent in the nonlinearity, a variant of the norms used in [15] here works:

\begin{equation}
\|v\|_{S_k} = 2^{-k} \left( \|\nabla_{t,x} v\|_{X_{k}^{s_0,\frac{1}{2},\infty}} + \|\nabla_{t,x} v\|_{S^{s_0}_{k}} + \|\nabla_{t,x} v\|_{S^{s_0}_{k}} \right),
\end{equation}

where we set (for scaling reasons) and assuming $p,s \in [1,\infty)$

\[
\|v\|_{S^{s_0}_{k}} := \bigcap_{\frac{1}{p} + \frac{1}{q} \leq 1} 2^{-\left( s_0 + \frac{1}{p} + 3\left(\frac{1}{q} - \frac{1}{2}\right)\right)k} L^p_t L^q_x,
\]

\[
\|v\|_{X_{k}^{s,p,q}} := 2^{s-k} \left( \sum_{j \in \mathbb{Z}} [2^{p-j}\|Q_j v\|_{L^2_t}]^q \right)^{\frac{1}{q}} \quad 1 \leq q < \infty,
\]

\[
\|v\|_{X_{k}^{s,p,\infty}} := 2^{s-k} \sup_{j \in \mathbb{Z}} 2^{p-j}\|Q_j v\|_{L^2_t},
\]

and we use the following version of the null-frame spaces:

\[
\|v\|_{S^{s_0}_{k}} := \sup_{l>0} \left( \sum_{\kappa \in K_l} \|P_{k,\kappa} Q^\pm_{k-2l} v\|_{S_{k,\pm \kappa}}^2 \right)^{\frac{1}{2}},
\]

where

\[
\|v\|^2_{S_{k,\kappa}} := \|v\|^2_{S^{s_0}_{k}} + 2^{2k-s_0} \|v\|^2_{\dot{H}^{s_0-1}} L^2_t L^2_x + 2^{2k-(s_0-1)} 2^{2l}\|v\|^2_{PW[k]}
\]

and we set

\[
\|v\|_{PW[k]} := \inf_{v_0} \int_{\omega} \int_{\omega'} \|v_0\|_{L^2_{t,\omega},L^\infty_{x,\omega'}} d\omega'
\]

For future reference, we shall use the notation

\[
\sup_{\omega \not\in 2\kappa} \|v\|_{L^\infty_{t,\omega},L^2_{x,\omega\perp}} := \|v\|_{NFA[k]}.
\]

For the source terms, we employ the norm associated with the space given by

\[
N_k = L_t^1 \dot{H}^{s_0-1} + X_k^{s_0-1,-\frac{1}{2},1} + NF_k,
\]

which involves the somewhat abstract null-frame space $NF_k$ associated to the norm

\[
\|F\|_{NF_k} := 2^{(s_0-1)k} \inf_{l>100} \inf_{F = \sum_{\kappa \in K_l} F^\pm_{\kappa}} \left( \sum_{\kappa \in K_l} \|F^\pm_{\kappa}\|_{NFA[\pm \kappa]}^2 \right)^{\frac{1}{2}},
\]
where it is understood that in $F = \sum_{\kappa \in K} F_{\kappa}^{\pm}$ either the + or the − sign applies everywhere, and each $F_{\kappa}^{\pm}$ has space-time Fourier support contained in $\pm \tau > 0$, $|\tau| - |\xi| < 2^{k-2l}, \xi \in \kappa$, and we define

$$ \| F \|_{NFA[\kappa]} := \inf \frac{\text{dist}(\omega', \kappa)^{-1}}{\| F \|_{L^1_t L^2_x}}. $$

Then from [15] we have the key energy inequality for Schwartz functions $\phi_k$ supported at spatial frequency $\sim 2^k$:

$$ \| \phi_k \|_{S_k} \lesssim \| \phi_k[0] \|_{\dot{H}^{s_1} \times \dot{H}^{s_2}} + \| \Box \phi_k \|_{N_k} \tag{2.12} $$

The proof of Theorem 2.4 is then accomplished by proving the following

**Proposition 2.6.** — Assuming the bounds (2.5), (2.8), as well as the other assumptions of the theorem, and choosing $\epsilon_*$ small enough, the bound

$$ \sum_{k \in \mathbb{Z}} \| P_k v \|_{S_k} < \epsilon_* $$

implies the improved bound

$$ \sum_{k \in \mathbb{Z}} \| P_k v \|_{S_k} < \frac{1}{2} \epsilon_* $$

This proposition, combined with standard arguments (see e. g. [9, 15]), easily implies the theorem. In turn, in light of (2.12), the proposition follows from the bound

$$ \sum_{k \in \mathbb{Z}} \| P_k \Box v \|_{N_k} \ll \epsilon_* $$

It remains to bound the various terms on the right hand side of (2.10) with respect to $\sum_k \| \cdot \|_{N_k}$:

**Step 1: Self-interactions of $u_1$.** — Write

$$ R_{\nu}^{(\alpha)} u_1 R_{\nu}^{(\alpha)} u_1 = \sum_{|k_1 - k_2| < 10} R_{\nu}^{(\alpha)} u_{1,k_1} R_{\nu}^{(\alpha)} u_{1,k_2} $$

$$ + \sum_{k_1 < k_2 - 10} R_{\nu}^{(\alpha)} u_{1,k_1} R_{\nu}^{(\alpha)} u_{1,k_2} $$

$$ + \sum_{k_2 < k_1 - 10} R_{\nu}^{(\alpha)} u_{1,k_1} R_{\nu}^{(\alpha)} u_{1,k_2} $$

The last two terms on the right are similar due to the symmetry.

**Step 1.a: Low-high interactions.** — Write this as

$$ \sum_{k_1 < k_2 - 10} R_{\nu}^{(\alpha)} u_{1,k_1} R_{\nu}^{(\alpha)} u_{1,k_2} = \sum_{k_1 < k_2 - 10} \sum_{j < k_1} Q_j P_{k_2} [ R_{\nu}^{(\alpha)} u_{1,k_1} R_{\nu}^{(\alpha)} u_{1,k_2} ], $$
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keeping in mind that $u_1$ is a free wave. Observe that we can then write

$$Q_j P_{k_2} [R_1^{(\alpha)} u_{1,k_1} R_{\nu,(\alpha)} u_{1,k_2}]$$

$$= \sum_{\pm,\pm,\pm} Q_j \pm P_{k_2} [R_1^{(\alpha)} u_{1,k_1} R_{\nu,(\alpha)} u_{1,k_2}]$$

$$= \sum_{\pm,\pm,\pm} \sum_{\text{dist}(\pm \kappa_1, \pm \kappa_2) \sim 2^{-\frac{k_1}{2}}} Q_j \pm P_{k_2} [R_1^{(\alpha)} P_{k_1,\kappa_1} u_{1,k_1} R_{\nu,(\alpha)} P_{k_2,\kappa_2} u_{1,k_2}]$$

Then we bound

$$\|Q_j P_{k_2} [R_1^{(\alpha)} u_{1,k_1} R_{\nu,(\alpha)} u_{1,k_2}]\|_{X^{s\alpha - 1, -\frac{1}{2}, 1}_{k_2}}$$

$$\lesssim 2^{-\frac{j}{2}} \cdot 2^{(\frac{j}{2} - 2\alpha)k_2} \cdot 2^{j-k_1} \cdot 2^{(1 - \alpha)k_1} \cdot 2^{(1 - \alpha)k_2}$$

$$\cdot \left( \sum_{\kappa \in K_{j-k_1}} \|P_{k_1,\kappa} u_1\|^2_{L^2_t L^\infty_x} \right)^{\frac{1}{2}} \cdot \left( \sum_{\kappa \in K_{j-k_1}} \|P_{k_2,\kappa} u_1\|^2_{L^\infty_t L^2_x} \right)^{\frac{1}{2}},$$

where we have exploited the gain $2^{j-k_1}$ from the null-form due to the angular alignment of the factors. Then if $j > 0$ we use the bound

$$\left( \sum_{\kappa} \|P_{k_1,\kappa} u_1\|^2_{L^2_t L^\infty_x} \right)^{\frac{1}{2}} \lesssim \epsilon_{s+}^{\frac{1}{2}} \cdot 2^{(2\alpha - 1 + \frac{3\alpha}{2})k_1},$$

while we get

$$\left( \sum_{\kappa} \|P_{k_2,\kappa} u_1\|^2_{L^\infty_t L^2_x} \right)^{\frac{1}{2}} \lesssim \epsilon_{s+} \cdot 2^{(2\alpha - \frac{1}{2} + \frac{3\alpha}{2})k_2}.$$
If \( j \leq 0 \), then we use the bounds
\[
\left( \sum_{\kappa \in K_{j-k}} \| P_{k_1, \kappa} u_1 \|_{ PW[\pm \kappa]}^2 \right)^{\frac{1}{2}} \lesssim 2^{(2\alpha - \frac{1}{2} + \frac{\alpha}{2\pi}) k_1} \cdot 2^{\frac{j-k}{2}} \cdot \epsilon_*,
\]
\[
\left( \sum_{\kappa \in K_{j-k}} \| P_{k_1, \kappa} u_1 \|_{ NFA[\pm \kappa]^s}^2 \right)^{\frac{1}{2}} \lesssim 2^{(2\alpha - \frac{3}{2} + \frac{\alpha}{2\pi}) k_1} \cdot \epsilon_*,
\]
which gives
\[
\| Q_j P_{k_1} [R_\nu^{(\alpha)} u_1, k_1 R_{\nu, (\alpha)} u_1, k_2] \|_{X_{k_2}^{s\alpha - 1, -\frac{1}{2} + \frac{i}{2}}} \lesssim 2^{\frac{j}{2}} \cdot 2^{\alpha (k_1 - k_2)} \cdot 2^{-\frac{k_1}{2}} \cdot 2^{\frac{\alpha}{2\pi} k_1 + \frac{\alpha}{2\pi} k_2} \cdot \epsilon_*^2
\]
\[
\lesssim 2^{\frac{j}{2}} \cdot 2^{\frac{\alpha}{2} (k_1 - k_2)} \cdot 2^{0} \cdot 2^{k_1} \cdot \epsilon_*^2,
\]
which can be summed over \( j < 0, 0 < k_1 < k_2 \).

**Step 1.b: High-high interactions.** — Write this as
\[
\sum_{|k_1 - k_2| < 10} \sum_{k_1 + 10 < k < k + 10} \sum_{j < k + 10} Q_j P_k [R_\nu^{(\alpha)} u_1, k_1 R_{\nu, (\alpha)} u_1, k_2] + \sum_{|k_1 - k_2| < 10} \sum_{k_1 + 10 < k < k + 10} \sum_{j > k + 10} Q_j P_k [P_\nu^{(\alpha)} u_1, k_1 R_{\nu, (\alpha)} u_1, k_2]
\]
Then we bound the first term on the right (with \( j < k + 10 \)) by
\[
\| Q_j P_k [R_\nu^{(\alpha)} u_1, k_1 R_{\nu, (\alpha)} u_1, k_2] \|_{X_{k_2}^{s\alpha - 1, -\frac{1}{2} + \frac{i}{2}}}
\lesssim 2^{-\frac{j}{2}} \cdot 2^{(\frac{1}{2} - 2\alpha) k} \cdot 2^{2(k - k_1) + j - k}
\cdot 2^{(1 - \alpha) k_1} \left( \sum_{\kappa} \| P_{k_1, \kappa} u_1 \|_{L^{\infty}_t L^2_x}^2 \right)^{\frac{1}{2}} \cdot 2^{(1 - \alpha) k_2} \left( \sum_{\kappa} \| P_{k_2, \kappa} u_1 \|_{L^{\infty}_t L^2_x}^2 \right)^{\frac{1}{2}},
\]
where it is understood that the \( \kappa \) range over \( K_1 \) with \( l = k - k_1 + \frac{j-k}{2} \). Using the bounds from before for the square sums over caps, we find provided \( \frac{j+k}{2} \geq 0 \)
\[
\| Q_j P_k [R_\nu^{(\alpha)} u_1, k_1 R_{\nu, (\alpha)} u_1, k_2] \|_{X_{k_2}^{s\alpha - 1, -\frac{1}{2} + \frac{i}{2}}}
\lesssim 2^{-\frac{j}{2}} \cdot 2^{(\frac{1}{2} - 2\alpha) k} \cdot 2^{2(k - k_1) + j - k} \cdot 2^{(1 - \alpha) k_1} \cdot 2^{(1 - \alpha) k_2}
\cdot 2^{(2\alpha - 1 + \frac{\alpha}{2\pi}) k_1} \cdot 2^{(2\alpha - \frac{3}{2} + \frac{\alpha}{2\pi}) k_2} \cdot \epsilon_*^3
\lesssim 2^{\frac{j-k}{2}} \cdot 2^{2(1-\alpha)(k-k_1)} \cdot 2^{(-\frac{1}{2} + 2\cdot \frac{\alpha}{2\pi}) k_2} \cdot \epsilon_*^3,
\]
One can sum here over \( j < k \) as well as \( k < k_1 = k_2 + O(1) \). The case \( \frac{j+k}{2} < 0 \) is again handled by using the \( PW[\kappa], NFA[\kappa]^* \) norms, analogously to the preceding case. As for the term with large modulation, as the factors are free waves, we have (when \( j \geq k + 10 \))

\[
Q_j P_k [R^\nu(\alpha) u_{1,k_1} R^\nu(\alpha) u_{1,k_2}] = Q_{k_1 + O(1)} P_k [R^\nu(\alpha) u_{1,k_1} R^\nu(\alpha) u_{1,k_2}],
\]

and it follows that we then have

\[
\| Q_j P_k [R^\nu(\alpha) u_{1,k_1} R^\nu(\alpha) u_{1,k_2}] \|_{X^s_{\alpha-1,-\frac{1}{2},1}} \\
\lesssim 2^{-\frac{k}{2}} \cdot 2^{(\frac{1}{2} - 2\alpha)k} \cdot 2^{(1-\alpha)k_1} \cdot 2^{(1-\alpha)k_2} \cdot 2^{(2\alpha - \frac{3}{2} + \frac{\alpha}{2})k_1} \cdot 2^{(2\alpha - \frac{3}{2} + \frac{\alpha}{2})k_2} \cdot \epsilon_s^5 \\
\lesssim 2^{(\frac{1}{2} - 2\alpha)k} \cdot 2^{(2\alpha - 1 + \frac{\alpha}{2})k_1} \cdot \epsilon_s^5 \\
\lesssim 2^{(\frac{1}{2} - 2\alpha)k} \cdot 2^{(2\alpha - \frac{1}{2})k_1} \cdot 2^{(0-\alpha)k_2} \cdot \epsilon_s^5
\]

This is summable, recalling \( \alpha < \frac{1}{4} \). This concludes the estimates for the self-interactions of \( u_1 \), i.e. the first term on the right hand side of (2.10).

**Step 2:** Mixed interactions between \( u_1 \) and \( v \). — Write

\[
R^\nu(\alpha) u_{1,R^\nu(\alpha) v} = \sum_{|k_1-k_2|<10} R^\nu(\alpha) u_{1,k_1} R^\nu(\alpha) v_{k_2} \\
+ \sum_{k_1<k_2-10} R^\nu(\alpha) u_{1,k_1} R^\nu(\alpha) v_{k_2} \\
+ \sum_{k_2<k_1-10} R^\nu(\alpha) u_{1,k_1} R^\nu(\alpha) v_{k_2},
\]

where this time the last two terms are no longer identical.

**Step 2.a:** low-high interactions, i.e. the second term on the right. — We decompose it further into a number of terms:

\[
R^\nu(\alpha) u_{1,k_1} R^\nu(\alpha) v_{k_2} = P_{k_2} Q_{k_1+10} [R^\nu(\alpha) u_{1,k_1} R^\nu(\alpha) v_{k_2}] \\
+ \sum_{j<k_1+10} P_{k_2} Q_{j} [R^\nu(\alpha) u_{1,k_1} R^\nu(\alpha) Q_{j} v_{k_2}] \\
+ \sum_{j<k_1+10} P_{k_2} Q_{<j} [R^\nu(\alpha) u_{1,k_1} R^\nu(\alpha) Q_{j} v_{k_2}] 
\]
We bound each of the terms on the right in turn, the first being easier:

\[
\| P_{k_2} Q_{j > k_1 + 10} [R^{(\alpha)}_{\nu_1(k_1 R^{(\alpha)}_{\nu_2(k_2)} v_{k_2})}] \|_{X^{s_\alpha - 1, -1/2}_k} \\
\lesssim 2^{\frac{j}{2}} 2^{\left(\frac{3}{2} - 2\alpha\right)k_2} \cdot 2^{-\alpha k_1} \| R_{\nu_1(k_1 R^{(\alpha)}_{\nu_2(k_2)} v_{k_2})} \|_{L^2_t L^\infty_x} \cdot 2^{(1 - \alpha)k_2} \| \nabla_{t,x} v_{k_2} \|_{L^\infty_t L^2_x} \\
\lesssim 2^{\frac{j}{2}} 2^{\left(\frac{3}{2} - 2\alpha\right)k_2} \cdot 2^{-\alpha k_1} \cdot 2^{(1 - \alpha)k_1} \cdot 2^{\alpha k_1} \cdot 2^{\frac{2}{3} + \frac{1}{6} k_1} \cdot 2^{1 - \alpha k_2} \cdot 2^{(2\alpha - \frac{2}{3})k_2} \cdot \epsilon_s \\
\lesssim 2^{\left(\frac{j}{2} + \frac{2}{3}\right)k_1} \cdot 2^{-\alpha k_2} \cdot \frac{5}{6},
\]

which is summable over \(0 < k_1 < k_2\) for \(0 < \alpha < \frac{1}{4}\), say. For the second and third term on the right above, we have to take advantage of the null-structure:

\[
2P_{k_2} Q_{j} [R^{(\alpha)}_{\nu_1(k_1 R^{(\alpha)}_{\nu_2(k_2)} Q_{j < k_2})}] = P_{k_2} Q_{j} [\| \nabla|^{-\alpha} u_{k_1} Q_{j} |\nabla|^{-\alpha} v_{k_2} \| - P_{k_2} Q_{j} [\| \nabla|^{-\alpha} u_{k_1} Q_{j} |\nabla|^{-\alpha} \square v_{k_2}] 
\]

Then we bound

\[
\| P_{k_2} Q_{j} [\| \nabla|^{-\alpha} u_{k_1} Q_{j} |\nabla|^{-\alpha} v_{k_2} \|] \|_{X^{s_\alpha - 1, -1/2}_k} \\
\lesssim 2^{\frac{j}{2}} \cdot 2^{\left(\frac{3}{2} - 2\alpha\right)k_2} \cdot 2^{-\alpha k_1} \cdot \| u_{k_1} \|_{L^2_t L^\infty_x} \cdot 2^{-\alpha k_2} \| v_{k_2} \|_{L^\infty_t L^2_x} \\
\lesssim 2^{\frac{j}{2}} \cdot 2^{\left(\frac{3}{2} - 2\alpha\right)k_2} \cdot 2^{-\alpha k_1} \cdot 2^{(2\alpha - 1)k_1} \cdot 2^{\alpha k_1} \cdot 2^{\frac{2}{3} + \frac{1}{6} k_1} \cdot 2^{-\alpha k_2} \cdot 2^{(2\alpha - \frac{2}{3})k_2} \cdot \epsilon_s \\
\lesssim 2^{\left(\frac{j}{2} + \frac{1}{6}\right)k_1} \cdot 2^{(2\alpha - \frac{2}{3})k_2} \cdot \epsilon_s
\]

and this can be summed over \(j < k_1 + O(1), 0 < k_1 < k_2\), provided \(0 < \alpha < \frac{1}{4}\). Further, we have

\[
\| P_{k_2} Q_{j} [\| \nabla|^{-\alpha} u_{k_1} Q_{j} |\nabla|^{-\alpha} \square v_{k_2} \|] \|_{L^4_t H^{s_\alpha - 1}} \\
\lesssim 2^{\left(\frac{j}{2} - 2\alpha\right)k_2} \cdot 2^{-\alpha k_1} \| u_{k_1} \|_{L^2_t L^\infty_x} \cdot 2^{-\alpha k_2} \| \square v_{k_2} \|_{L^2_{t,x}} \\
\lesssim 2^{\left(\frac{j}{2} - 2\alpha\right)k_2} \cdot 2^{-\alpha k_1} \cdot 2^{(2\alpha - 1 + \frac{2}{3})k_1} \cdot 2^{-\alpha k_2} \cdot 2^{\frac{j}{2}} \cdot 2^{(2\alpha - \frac{2}{3})k_2} \cdot \epsilon_s
\]

which leads to the same bound as in the preceding case. We note that it is here that the larger range of Strichartz estimates appears crucial. The term with \(Q_j, Q_{j < j}\) interchanged is handled in the same way.
Step 2.b: high - low interactions, i.e. the expression \( \sum_{k_2 < k_1 - 10} R_{\nu}^{(\alpha)} u_{1,k_1} R_{\nu}^{(\alpha)} v_{k_2} \). — Decompose this for fixed \( k_2 < k_1 - 10 \) into

\[
R_{\nu}^{(\alpha)} u_{1,k_1} R_{\nu}^{(\alpha)} v_{k_2} = P_{k_1} Q_{>k_2+10} [R_{\nu}^{(\alpha)} u_{1,k_1} R_{\nu}^{(\alpha)} v_{k_2}] + \sum_{j \leq k_2 + 10} P_{k_1} Q_{j} [R_{\nu}^{(\alpha)} u_{1,k_1} R_{\nu}^{(\alpha)} Q_{<j} v_{k_2}] + \sum_{j \leq k_2 + 10} P_{k_1} Q_{<j} [R_{\nu}^{(\alpha)} u_{1,k_1} R_{\nu}^{(\alpha)} Q_{j} v_{k_2}]
\]

Observe that for the first term on the right, we have

\[
P_{k_1} Q_{>k_2+10} [R_{\nu}^{(\alpha)} u_{1,k_1} R_{\nu}^{(\alpha)} v_{k_2}] = P_{k_1} Q_{>k_2+10} [R_{\nu}^{(\alpha)} u_{1,k_1} R_{\nu}^{(\alpha)} Q_{>k_2} v_{k_2}]
\]

Then we get

\[
\| P_{k_1} Q_{>k_2+10} [R_{\nu}^{(\alpha)} u_{1,k_1} R_{\nu}^{(\alpha)} Q_{>k_2} v_{k_2}] \|_{X_k^{-\alpha,-\frac{1}{2},1}} \lesssim 2^{-\frac{k_2}{2}} \cdot 2^{\frac{1}{2} - 2\alpha} k_1 \cdot 2^{(1-\alpha)k_1} \cdot \| u_{k_1} \|_{L_t^\infty L_x^2} \cdot 2^{(1-\alpha)k_2} \cdot 2^{-k_2} \| \nabla_{t,x} Q_{>k_2} v_{k_2} \|_{L_t^2 L_x^\infty}
\]

which can be summed over \( 0 < k_2 < k_1 - 10 \), if \( 0 < \alpha < 1 \). If we restrict \( k_2 \leq 0 \), we instead use

\[
\| P_{k_1} Q_{>k_2+10} [R_{\nu}^{(\alpha)} u_{1,k_1} R_{\nu}^{(\alpha)} Q_{>k_2} v_{k_2}] \|_{X_k^{-\alpha,-\frac{1}{2},1}} \lesssim 2^{-\frac{k_2}{2}} \cdot 2^{\frac{1}{2} - 2\alpha} k_1 \cdot 2^{(1-\alpha)k_1} \cdot \| u_{k_1} \|_{L_t^\infty L_x^2} \cdot 2^{(1-\alpha)k_2} \cdot (2^{-k_2} \| \nabla_{t,x} Q_{>k_2} v_{k_2} \|_{L_t^2 L_x^\infty})
\]

which can be summed over \( k_2 \leq 0, k_1 > 0 \). Next, we again use the null-structure to write

\[
2P_{k_1} Q_j [R_{\nu}^{(\alpha)} u_{1,k_1} R_{\nu}^{(\alpha)} Q_{<j} v_{k_2}] = \square P_{k_1} Q_j [\nabla |^{-\alpha} u_{1,k_1} | \nabla |^{-\alpha} Q_{<j} v_{k_2}]
\]

Then we bound

\[
\| \square P_{k_1} Q_j [\nabla |^{-\alpha} u_{1,k_1} | \nabla |^{-\alpha} Q_{<j} v_{k_2}] \|_{X_k^{-\alpha,-\frac{1}{2},1}} \lesssim 2^{\frac{1}{2} \cdot 2^{\frac{3}{2} - 2\alpha} k_1 \cdot 2^{-\alpha k_1} \cdot \| u_{k_1} \|_{L_t^\infty L_x^2} \cdot 2^{-\alpha k_2} \| v_{k_2} \|_{L_t^\infty L_x^2}}
\]
where we have \( \frac{1}{p} + \frac{1}{r} = \frac{1}{2} \), \( p \) large. Observe that \((r, 2p-)\) is (standard) Strichartz admissible in \(3 + 1\) dimensions. Then by interpolating between \(L^2_t L_x^{4+}\) and \(L^\infty_t L_x^2\), recalling (2.9), and picking \( p \) very large, we bound the preceding by

\[
2^\frac{j}{2} \cdot 2^{\left(\frac{3}{2} - 2\alpha\right) k_1} \cdot 2^{-\alpha k_1} \cdot \left\| u_{k_1} \right\|_{L^2_t L_x^{2p^-}} \cdot 2^{-\alpha k_2} \cdot \left\| v_{k_2} \right\|_{L^2_t L_x^{2p^-}}
\]

This can be summed over \( k_2 < \frac{1}{2} k_1 > 0, j < k_2 \). Hence assume now \( k_2 > \frac{1}{2} k_1 \). Then we use

\[
\left\| \Box P_{k_1} Q_j \left[ \nabla^{-\alpha} u_{1,k_1} \nabla^{-\alpha} Q_{\leq j} v_{k_2} \right] \right\|_{L^2_t \dot{H}^{s_\alpha-1}} \lesssim 2^\frac{j}{2} \cdot 2^{\left(\frac{3}{2} - 2\alpha\right) k_1} \cdot 2^{-\alpha k_1} \cdot \left\| u_{k_1} \right\|_{L^2_t L_x^\infty} \cdot 2^{-\alpha k_2} \cdot \left\| v_{k_2} \right\|_{L^2_t L_x^\infty}
\]

which can be summed over \( 0 < k_2 < k_1 < 2k_2, j < k_2 \). Next, consider the term \( P_{k_1} Q_j \left[ \nabla^{-\alpha} u_{1,k_1} \nabla^{-\alpha} Q_{\leq j} \Box v_{k_2} \right] \). We bound this by

\[
\left\| P_{k_1} Q_j \left[ \nabla^{-\alpha} u_{1,k_1} \nabla^{-\alpha} Q_{\leq j} \Box v_{k_2} \right] \right\|_{L^2_t H^{s_\alpha-1}} \lesssim 2^{\left(\frac{1}{2} - 2\alpha\right) k_1} \cdot 2^{-\alpha k_1} \cdot \left\| u_{k_1} \right\|_{L^2_t L_x^{2p^-}} \cdot 2^{-\alpha k_2} \cdot \left\| Q_{\leq j} \Box v_{k_2} \right\|_{L^2_t H^0, x}
\]

and this can be summed over \( k_2 < k_1, j < k_2 \). The remaining term

\[
\sum_{j \leq k_2 + 10} P_{k_1} Q_{\leq j} \left[R^{(\alpha)} u_{1,k_1} R^{(\alpha)} Q_j v_{k_2}\right]
\]

is handled similarly.

**Step 2.c: High-high interactions.** — This is the expression

\[
\sum_{|k_1 - k_2| < 10} R^{(\alpha)} u_{1,k_1} R^{(\alpha)} v_{k_2} = \sum_{|k_1 - k_2| < 10} \sum_{k < k_1 + 10} P_k R^{(\alpha)} u_{1,k_1} R^{(\alpha)} v_{k_2}.
\]
Fixing $k, k_1, 2$, we decompose the term further into

\begin{equation}
(2.13) \quad P_k \left[ R_{\nu}^{(\alpha)} u_{1,k_1} R_{\nu}^{\nu,(\alpha)} v_{k_2} \right] = P_k \left[ R_{\nu}^{(\alpha)} u_{1,k_1} R_{\nu}^{\nu,(\alpha)} Q_{\geq k v_{k_2}} \right] \\
+ P_k Q_{\geq k+10} \left[ R_{\nu}^{(\alpha)} u_{1,k_1} R_{\nu}^{\nu,(\alpha)} Q_{< k v_{k_2}} \right] \\
+ \sum_{j<k+10} P_k Q_j \left[ R_{\nu}^{(\alpha)} u_{1,k_1} R_{\nu}^{\nu,(\alpha)} Q_{< j v_{k_2}} \right] \\
+ \sum_{j<k+10} P_k Q_{< j} \left[ R_{\nu}^{(\alpha)} u_{1,k_1} R_{\nu}^{\nu,(\alpha)} Q_{j v_{k_2}} \right]
\end{equation}

We estimate each of these terms in turn. For the first term on the right, write it as

\[ P_k \left[ R_{\nu}^{(\alpha)} u_{1,k_1} R_{\nu}^{\nu,(\alpha)} Q_{\geq k v_{k_2}} \right] = P_k \left[ R_{\nu}^{(\alpha)} u_{1,k_1} R_{\nu}^{\nu,(\alpha)} Q_{k_1^{-10} \geq k v_{k_2}} \right] + P_k \left[ R_{\nu}^{(\alpha)} u_{1,k_1} R_{\nu}^{\nu,(\alpha)} Q_{k_1^{-10} v_{k_2}} \right]. \]

Then bound the second term on the right by

\[
\| P_k \left[ R_{\nu}^{(\alpha)} u_{1,k_1} R_{\nu}^{\nu,(\alpha)} Q_{k_1^{-10} v_{k_2}} \right] \|_{L^1_t \dot{H}^{s-1}} \\
\lesssim 2^{\frac{1}{2} - 2\alpha} k \cdot 2^{(1-\alpha) k_1} \cdot \| u_{1,k_1} \|_{L^2_t \dot{L}^{\infty}_x} \cdot 2^{(1-\alpha) k_2} \left( 2^{-k_2} \| \nabla_{t,x} Q_{\geq k^{-10} v_{k_2}} \|_{L^2_t \dot{L}^{2}_x} \right) \\
\lesssim 2^{\frac{1}{2} - 2\alpha} k \cdot 2^{(1-\alpha) k_1} \cdot 2^{(2\alpha - 1 + \frac{\alpha}{3}) k_1} \cdot 2^{(1-\alpha) k_2} \cdot 2^{-k_1} \cdot 2^{(2\alpha - \frac{1}{2}) k_2} \cdot \epsilon^{\frac{5}{2}} \\
\lesssim 2^{\frac{1}{2} - 2\alpha} k \cdot 2^{(2\alpha - 1 + \frac{\alpha}{3}) k_1} \cdot \epsilon^{\frac{5}{2}},
\]

which can be summed over $k < k_1 = k_2 + O(1)$, $k_1 > 0$, provided $\alpha < \frac{1}{4}$. Next, consider the first term on the right above, which is a bit more subtle. In fact, we can decompose it further into

\[
P_k \left[ R_{\nu}^{(\alpha)} u_{1,k_1} R_{\nu}^{\nu,(\alpha)} Q_{k_1^{-10} \geq k v_{k_2}} \right] = \sum_{\pm} P_k \left[ R_{\nu}^{(\alpha)} u_{1,k_1}^{\pm} R_{\nu}^{\nu,(\alpha)} Q_{k_1^{-10} \geq k v_{k_2}}^{\pm} \right] \\
+ \sum_{\pm} P_k \left[ R_{\nu}^{(\alpha)} u_{1,k_1}^{\pm} R_{\nu}^{\nu,(\alpha)} Q_{k_1^{-10} \geq k v_{k_2}}^{\mp} \right].
\]

Then the fact that $u_{1,k_1}$ is a free wave implies

\[
\sum_{\pm} P_k \left[ R_{\nu}^{(\alpha)} u_{1,k_1}^{\pm} R_{\nu}^{\nu,(\alpha)} Q_{k_1^{-10} v_{k_2}}^{\pm} \right] = \sum_{\pm} P_k Q_{k_1^{-10}} \left[ R_{\nu}^{(\alpha)} u_{1,k_1}^{\pm} R_{\nu}^{\nu,(\alpha)} Q_{k_1^{-10} v_{k_2}}^{\pm} \right],
\]
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and so we can bound it by
\[
\sum_{\pm} P_k \left[ R_{\nu}^{(\alpha)} u_{1,k}^{\pm} R_{\nu}^{(\alpha)} Q_{k-10, \geq k}^{\pm} v_{k2} \right] \| \frac{\partial u_{1,k}^{\pm}}{\partial t} \|_{L^p_t L^q_x} \cdot 2^{(1-\alpha)k} \cdot \| Q_{k-10, \geq k}^{\pm} v_{k2} \|_{L^p_t L^q_x}
\approx 2^{(1-\alpha)k} \cdot 2^{l-1} \cdot 2^{(1-\alpha)k_1} \cdot (1+\alpha) k \cdot \| u_{1,k_1}^{\pm} \|_{L^p_t L^q_x} \cdot 2^{(1-\alpha)k_2} \cdot \| Q_{k-10, \geq k}^{\pm} v_{k2} \|_{L^p_t L^q_x}
\approx 2^{(1-\alpha)k} \cdot 2^{l-1} \cdot 2^{(1-\alpha)k_1} \cdot 2^{(2\alpha-\frac{3}{2}+\frac{\omega}{2\pi})k_1} \cdot 2^{(1-\alpha)k_2} \cdot 2^{(2\alpha-\frac{3}{2})k} \cdot 2^{(2\alpha-\frac{3}{2})k_2} \cdot 2^{(2\alpha-\frac{3}{2})k} \cdot \epsilon_{\ast}^{\frac{\alpha}{2}}
\approx 2^{-2ak} \cdot 2^{(2\alpha-\frac{3}{2}+\frac{\omega}{2\pi})k_1} \cdot \epsilon_{\ast}^{\frac{\alpha}{2}}
\]
which can be summed over \(0 < k < k_1 = k_2 + O(1)\) provided \(0 < \alpha < \frac{1}{4}\), say.
To handle the case \(k < 0\), one changes \(L^p_t L^q_x\) to \(L^\infty \) and applies Bernstein’s inequality to the whole expression to place it into \(L^2_t L^2_x\). Consider now the term \(\sum_{\pm} P_k \left[ R_{\nu}^{(\alpha)} u_{1,k}^{\pm} R_{\nu}^{(\alpha)} Q_{k-10, \geq k}^{\pm} v_{k2} \right]\) Here the presence of the two derivatives \(\partial_{\nu}, \partial_{\nu}\) gains a factor \(2^{-2k}\) if we fix the modulation of the term \(Q_{k-10, \geq k}^{\pm} v_{k2}\) to size \(\sim 2^l\), and so we can bound this by
\[
\sum_{\pm} P_k \left[ R_{\nu}^{(\alpha)} u_{1,k}^{\pm} R_{\nu}^{(\alpha)} Q_{k-10, \geq k}^{\pm} v_{k2} \right] \| \frac{\partial u_{1,k}^{\pm}}{\partial t} \|_{L^p_t L^q_x} \cdot 2^{(1-\alpha)k} \cdot 2^{l-1} \cdot 2^{(1-\alpha)k_1} \cdot 2^{(2\alpha-\frac{3}{2}+\frac{\omega}{2\pi})k_1} \cdot 2^{(1-\alpha)k_2} \cdot 2^{(2\alpha-\frac{3}{2})k} \cdot 2^{(2\alpha-\frac{3}{2})k_2} \cdot \epsilon_{\ast}^{\frac{\alpha}{2}}
\approx 2^{-2ak} \cdot 2^{(2\alpha-\frac{3}{2}+\frac{\omega}{2\pi})k_1} \cdot \epsilon_{\ast}^{\frac{\alpha}{2}}
\]
and this can be summed over \(k < k_1 = k_2 + O(1)\) > 0. The second term on the right of (2.13) is treated by observing that
\[
P_k Q_{\geq k+10} \left[ R_{\nu}^{(\alpha)} u_{1,k_1} R_{\nu}^{(\alpha)} Q_{k} v_{k2} \right] = P_k Q_{\geq k+10} \left[ R_{\nu}^{(\alpha)} u_{1,k_1} R_{\nu}^{(\alpha)} Q_{k} v_{k2} \right],
\]
due to the fact that \(u_{1,k_1}\) is a free wave, and this can then be bounded by
\[
\| P_k Q_{\geq k+10} \left[ R_{\nu}^{(\alpha)} u_{1,k_1} R_{\nu}^{(\alpha)} Q_{k} v_{k2} \right] \|_{X^{s\alpha,-\frac{1}{2}}}
\approx 2^{-\frac{k_1}{2}} \cdot 2^{(1-\alpha)k} \cdot 2^{(1-\alpha)k_1} \cdot \| u_{1,k_1} \|_{L^p_t L^q_x} \cdot 2^{(1-\alpha)k_2} \cdot \| Q_{k} v_{k2} \|_{L^p_t L^q_x}
\approx 2^{-\frac{k_1}{2}} \cdot 2^{(1-\alpha)k} \cdot 2^{(1-\alpha)k_1} \cdot 2^{(2\alpha-\frac{3}{2}+\frac{\omega}{2\pi})k_1} \cdot 2^{(1-\alpha)k_2} \cdot 2^{(2\alpha-\frac{3}{2})k} \cdot \epsilon_{\ast}^{\frac{\alpha}{2}}
\approx 2^{(1-\alpha)k} \cdot 2^{(2\alpha-\frac{3}{2}+\frac{\omega}{2\pi})k_1} \cdot \epsilon_{\ast}^{\frac{\alpha}{2}}
\]
Then we get

\[ 2P_k Q_{< j} \left[ R^{\alpha}(\nu) u_{1,k_1} R^{\nu,\alpha} Q_j v_{k_2} \right] = \Box P_k Q_{< j} \left[ |\nabla|^{-\alpha} u_{1,k_1} |\nabla|^{-\alpha} Q_j v_{k_2} \right] - P_k Q_{< j} \left[ |\nabla|^{-\alpha} u_{1,k_1} |\nabla|^{-\alpha} Q_j \Box v_{k_2} \right] \]

which can be summed over \( k < k_1 = k_2 + O(1) > 0 \) provided \( \alpha < \frac{1}{4} \). As for the third and fourth terms in (2.13), they are handled similarly, and so we consider only the fourth term, which we expand as usual:

\[ 2P_k Q_{< j} \left[ |\nabla|^{-\alpha} u_{1,k_1} |\nabla|^{-\alpha} Q_j v_{k_2} \right] = \Box P_k Q_{< j} \left[ |\nabla|^{-\alpha} u_{1,k_1} |\nabla|^{-\alpha} Q_j v_{k_2} \right] - P_k Q_{< j} \left[ |\nabla|^{-\alpha} u_{1,k_1} |\nabla|^{-\alpha} Q_j \Box v_{k_2} \right] \]

Then we get

\[
\| P_k Q_{< j} \left[ |\nabla|^{-\alpha} u_{1,k_1} |\nabla|^{-\alpha} Q_j v_{k_2} \right] \|_{\tilde{X}^{s_0-1,-\frac{1}{4},1}} \\
\lesssim 2^{\frac{j}{2}} 2^{(\frac{3}{2}-2\alpha)k} \cdot 2^{-\alpha k_1} \| u_{1,k_1} \|_{L_t^2 L_x^\infty} \cdot 2^{-\alpha k_2} \| Q_j v_{k_2} \|_{L_t^\infty L_x^2} \\
\lesssim 2^{\frac{j}{2}} \cdot 2^{(\frac{3}{2}-2\alpha)k} \cdot 2^{-\alpha k_1} \cdot 2^{(2\alpha-1+\frac{\alpha}{2})k_1} \cdot 2^{-\alpha k_2} \cdot 2^{(2\alpha-\frac{1}{4})k_2} \cdot \epsilon^\frac{5}{4} \\
\lesssim 2^{\frac{j-k}{2}} \cdot 2(2\alpha-\frac{3}{2}+\frac{\alpha}{4})k_1 \cdot \epsilon^\frac{5}{4},
\]

which is summable over \( j < k, k < k_1 = k_2 + O(1) \) for \( \alpha < \frac{1}{4} \). Further, we have

\[
\| P_k Q_{< j} \left[ |\nabla|^{-\alpha} u_{1,k_1} |\nabla|^{-\alpha} Q_j \Box v_{k_2} \right] \|_{L_t^1 H^{s_0-1}} \\
\lesssim 2^{(\frac{1}{2}-2\alpha)k} \cdot 2^{-\alpha k_1} \cdot \| u_{1,k_1} \|_{L_t^2 L_x^\infty} \cdot 2^{-\alpha k_2} \| Q_j \Box v_{k_2} \|_{L_t^2 L_x} \\
\lesssim 2^{(\frac{1}{2}-2\alpha)k} \cdot 2^{-\alpha k_1} \cdot 2^{(2\alpha-1+\frac{\alpha}{2})k_1} \cdot 2^{-\alpha k_2} \cdot 2^{\frac{j}{2}} \cdot 2^{(2\alpha-\frac{1}{4})k_2} \cdot \epsilon^\frac{5}{4} \\
\lesssim 2^{\frac{j-k}{2}} \cdot 2(1-2\alpha)k_1 \cdot 2^{(2\alpha-\frac{3}{2}+\frac{\alpha}{4})k_1} \cdot \epsilon^\frac{5}{4},
\]

which can be summed over \( j < k, k < k_1 = k_2 + O(1) > 0 \), proved \( \alpha < \frac{1}{4} \).

**Step 3: Self-interactions of** \( \nu \). — Here we bound the term \( R^{\alpha}(\nu) v R^{\nu,\alpha} v \), which can be achieved by means of the now well-known null-frame type spaces of Tataru. Decompose as usual

\[
R^{\alpha}(\nu) v R^{\nu,\alpha} v = \sum_{|k_1-k_2| < 10} R^{\alpha}(\nu) v_{k_1} R^{\nu,\alpha} v_{k_2} \\
+ \sum_{k_1 < k_2 < 10} R^{\alpha}(\nu) v_{k_1} R^{\nu,\alpha} v_{k_2} \\
+ \sum_{k_2 < k_1 < 10} R^{\alpha}(\nu) v_{k_1} R^{\nu,\alpha} v_{k_2}.
\]

It suffices to deal with the first and second term on the right hand side. This being quite standard in light of [9, 15, 16] for example, we only deal with the first term here.
Step 3.a: High-high interactions. — Write this as

\[
R^{(\alpha)}_\nu v_{k_1} R^{\nu,(\alpha)} v_{k_2} = \sum_{k < k_1 + 10} P_k [R^{(\alpha)}_\nu Q \geq k + 10 v_{k_1} R^{\nu,(\alpha)} v_{k_2}] + \sum_{k < k_1 + 10} P_k [R^{(\alpha)}_\nu Q < k + 10 v_{k_1} R^{\nu,(\alpha)} Q \geq k + 10 v_{k_2}] + \sum_{k < k_1 + 10} P_k Q_{\geq k + 10} [R^{(\alpha)}_\nu Q < k v_{k_1} R^{\nu,(\alpha)} Q \geq k v_{k_2}] + \sum_{k < k_1 + 10} \sum_{j < k + 10} P_k Q_{< j} [R^{(\alpha)}_\nu Q < j v_{k_1} R^{\nu,(\alpha)} Q \geq j v_{k_2}] + \sum_{k < k_1 + 10} \sum_{j < k + 10} P_k Q_{< j} [R^{(\alpha)}_\nu Q < j v_{k_1} R^{\nu,(\alpha)} Q \leq j v_{k_2}]
\]

Here the first and second terms as well as the fifth and sixth terms are essentially the same, of course. We shall here exploit the full generality of the spaces \(N_k\) to estimate these terms.

The first term on the right. — Note that for this term either the second factor is at modulation \(> 2^{k+5}\) or else the entire expression is at modulation \(> 2^{k+5}\). Thus we reduce to estimating

\[
\| P_k [R^{(\alpha)}_\nu Q \geq k + 10 v_{k_1} R^{\nu,(\alpha)} Q \geq k + 5 v_{k_2}] \|_{L^1_t H^{s_\alpha - 1}} \lesssim 2^{(\frac{3}{2} - 2\alpha)k} \cdot 2^{\frac{3}{2}k} \cdot 2^{(1-\alpha)k_1 - k_1 - k_2} \cdot 2^{2(1-\alpha)k_2} \| \nabla_{t,x} Q_{\geq k + 10 v_{k_1}} \|_{L^2_{t,x}} \lesssim 2^{(\frac{3}{2} - 2\alpha)k} \cdot 2^{\frac{3}{2}k} \cdot 2^{(1-\alpha)k_1} \cdot 2^{-\frac{3}{2}} \cdot 2^{2(2\alpha - \frac{3}{2})k_1} \cdot 2^{(1-\alpha)k_2} \cdot 2^{-\frac{3}{2}} \cdot 2^{2(2\alpha - \frac{3}{2})k_2} \cdot \epsilon_k^2 \lesssim 2^{(1-2\alpha)(k - k_1)} \cdot \epsilon_k^2.
\]

This can be summed over \(k < k_1 + 10\) provided \(\alpha < \frac{1}{4}\). In case that the whole expression is at modulation \(\geq 2^{k+5}\), we place it into \(\dot{X}^{s_\alpha - 1, -\frac{3}{2} - 1}\).

The third term on the right. — Here we use null-frame spaces. We have

\[
P_k Q_{\geq k + 10} [R^{(\alpha)}_\nu Q < k v_{k_1} R^{\nu,(\alpha)} Q < k v_{k_2}] = \sum_{\pm} \sum_{\kappa_1 \sim -\kappa_2 \in K_{k_1}} P_k Q_{k_1 + O(1)} [R^{(\alpha)}_\nu Q_{\leq k} P_{k_1, \kappa_1 \nu} R^{\nu,(\alpha)} Q_{\leq k} P_{k_2, \kappa_2 \nu}],
\]
and so we can bound this by

$$\| P_k Q_{> k+10} \left[ R^\alpha_v Q_{< k} v_{k_1} R^{\nu_\alpha} v_{k_2} \right] \|_{X_{k+1}^{s_\alpha - \frac{1}{2} - 1}} \leq 2^{-\frac{k}{2}} \cdot 2\left(\frac{1}{2} - 2\alpha\right)k \cdot 2$$

$$\left( 1 - \frac{1}{2} \right) k_1 \cdot \left( \sum_{k \in K_{k-k_1}} \| P_{k_1} \nu Q_{< k} v \|_{L^2_{\nu}} \right) \right)^{\frac{1}{2}} \cdot 2$$

$$\left( 1 - \frac{1}{2} \right) k_2 \left( \sum_{k \in K_{k-k_2}} \| P_{k_2} \nu Q_{< k} v \|_{L^2_{\nu}} \right) \right)^{\frac{1}{2}}$$

$$\leq 2^{-\frac{k}{2}} \cdot 2\left(\frac{1}{2} - 2\alpha\right)k \cdot 2\left(1 - \frac{1}{2}\right) k_1 \cdot 2\left(1 - \frac{1}{2}\right) k_2 \cdot 2\left(\frac{1}{2} - 3\right) k_2 \cdot \epsilon_*^2 \leq 2^{\left(1 - 2\alpha\right)(k - k_1)} \cdot \epsilon_*^2,$$

which can be summed over \( k < k_1 = k_2 + O(1) \), provided \( \alpha < \frac{1}{4} \).

**The fourth to sixth terms.** — Write

$$2P_k Q_j \left[ R^\alpha_v Q_{< j} v_{k_1} R^{\nu_\alpha} Q_{< j} v_{k_2} \right] = \square P_k Q_j \left[ \| \nabla \| - \alpha Q_{< j} v_{k_1} \| \nabla \| - \alpha Q_{< j} v_{k_2} \| \right]$$

$$- P_k Q_j \left[ \| \nabla \| - \alpha Q_{< j} v_{k_1} \| \nabla \| - \alpha Q_{< j} v_{k_2} \| \right]$$

The last two terms on the right are of course symmetrical, and it suffices to bound one of them. The first term on the right can be estimated purely by means of Strichartz estimates

$$\| \square P_k Q_j \left[ \| \nabla \| - \alpha Q_{< j} v_{k_1} \| \nabla \| - \alpha Q_{< j} v_{k_2} \| \right] \|_{X^{s_\alpha - \frac{1}{2} - 1}} \leq 2^{\left(\frac{3}{2} - 2\alpha\right)k} \cdot 2^{\frac{1}{2}} \cdot 2^{-\alpha k_1} \| Q_{< j} v_{k_1} \|_{L^6_{\nu}} \cdot 2^{-\alpha k_2} \| Q_{< j} v_{k_2} \|_{L^6_{\nu}}$$

$$\leq 2^{\left(\frac{1}{2} - \frac{1}{4}\right) k} \cdot 2^{\left(2 - 2\alpha\right)k} \cdot 2^{-\alpha k_1} \cdot 2^{\left(2\alpha - \frac{3}{2} + \frac{1}{2}\right) k_1} \cdot 2 - \alpha k_2 \cdot 2^{\left(2\alpha - \frac{3}{2} + \frac{1}{2}\right) k_2} \cdot \epsilon_*^2 \leq 2^{\frac{1 - k}{2}} \cdot 2^{\left(2 - 2\alpha\right)(k - k_1)} \cdot \epsilon_*^2.$$
have to again resort to null-frame spaces: write
\[ P_kQ_j \left[ |\nabla|^{-\alpha} Q_{<j} \square v_{k_1} |\nabla|^{-\alpha} Q_{<j} v_{k_2} \right] \]
\[ = \sum_{\pm, \pm} \sum_{\kappa, \lambda_2 \in K_{k_2 - k} + \frac{j - k}{2}} P_kQ_j \left[ |\nabla|^{-\alpha} Q_{<j} \square P_{k_1, \kappa_1} v |\nabla|^{-\alpha} Q_{<j} P_{k_2, \kappa_2} v \right] \]
\[ = \sum_{\pm, \pm} \sum_{\kappa, \lambda_2 \in K_{k_2 - k} + \frac{j - k}{2}} \sum_{\kappa' \in C_{j - k} \frac{1}{2}} \sum_{\kappa'' \in C_{j - k} \frac{1}{2}} P_{k, \kappa} Q_{j}^{\pm} \left[ |\nabla|^{-\alpha} Q_{<j}^{\pm} P_{k_1, \kappa_1} v |\nabla|^{-\alpha} Q_{<j}^{\pm} P_{k_2, \kappa_2} v \right]. \]
To simplify notation, denote the second sum counting from the left by \( \sum^{(1)} \) and the third one \( \sum^{(2)} \). It follows that
\[ \| P_kQ_j \left[ |\nabla|^{-\alpha} Q_{<j} \square v_{k_1} |\nabla|^{-\alpha} Q_{<j} v_{k_2} \right] \|_{N_k} \]
\[ \lesssim 2(\frac{1}{2} - 2\alpha)k \sum_{\pm, \pm} \sum^{(1)} \left( \sum^{(2)} \| P_{k, \kappa} Q_{j}^{\pm} |\nabla|^{-\alpha} Q_{<j}^{\pm} P_{k_1, \kappa_1} v \right) \cdot \| |\nabla|^{-\alpha} P_{k_2, \kappa_2} v \|_{NFA[\pm \kappa]}^{2} \right)^{\frac{1}{2}} \]
\[ \lesssim 2(\frac{1}{2} - 2\alpha)k \sum_{\pm, \pm} \sum^{(1)} 2^{-\frac{j - k}{2}} \| |\nabla|^{-\alpha} Q_{<j} \square P_{k_1, \kappa_1} v \|_{L^2_{t,x}} \]
\[ \cdot \| |\nabla|^{-\alpha} Q_{<j} P_{k_2, \kappa_2} v \|_{PW[\pm \kappa_2]} \]. \]
Here we have exploited that for fixed \( \kappa_{1,2} \) there are only \( O(1) \) many choices for \( \kappa \). Since for fixed \( \kappa_1 \) there are only \( O(1) \) many choices for \( \kappa_2 \) (in \( \sum^{(1)} \)), we can apply the Cauchy–Schwarz inequality as well as Plancherel’s theorem to bound the preceding by
\[ 2(\frac{1}{2} - 2\alpha)k \cdot 2^{-\frac{j - k}{2}} \sum_{\pm, \pm} \left\| |\nabla|^{-\alpha} Q_{<j} \square v_{k_1} \right\|_{L^2_{t,x}} \]
\[ \cdot \left( \sum_{\kappa_2} \left\| |\nabla|^{-\alpha} Q_{<j}^{\pm} P_{k_2, \kappa_2} v \right\|_{PW[\pm \kappa_2]}^{2} \right)^{\frac{1}{2}} \]
\[ \lesssim 2(\frac{1}{2} - 2\alpha)k \cdot 2^{-\frac{j - k}{2}} \cdot 2(1 - \alpha)k_1 \cdot 2^{\frac{j}{2}} \cdot 2^{(2\alpha - \frac{3}{2})k_1} \cdot 2^{\alpha k_2} \cdot 2^{-\frac{j - k}{2}} \cdot 2^{(2\alpha - \frac{1}{2})k_2} \cdot \epsilon_\ast \]
\[ \lesssim 2^{\frac{j - k}{2}} \cdot 2(1 - \alpha)(k - k_1) \cdot \epsilon_\ast^2. \]
This can be summed over \( j < k, k < k_1 = k_2 + O(1) \). \( \square \)
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