Nested composite NOT gates for quantum computation
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Composite pulses provide a simple means for constructing quantum logic gates which are robust to small errors in the control fields used to implement them. Here I describe how antisymmetric composite NOT gates can be nested to produce gates with arbitrary tolerance of errors.

PACS numbers: 03.67.-a, 82.56.-b

Quantum information processing requires the ability to transform the state of physical systems representing quantum bits through a series of unitary transformations representing quantum logic gates [1]. In real physical systems such gates will be vulnerable to systematic errors arising from imperfections in the control fields, and it is useful to design gates which are robust to such imperfections. This can be achieved through composite pulses, sometimes called composite rotations [2–8].

Although many composite pulses have been developed in the context of nuclear magnetic resonance (NMR) experiments, their potential applications are much wider, including electron paramagnetic resonance [3], muon spin resonance [10], ion traps [11], neutral atoms [12], atom interferometers [13], and optical retarders [14, 15]. Note that for applications in quantum information it is necessary to use Class A composite pulses [8], sometimes called general rotors, which correct imperfections in the underlying gate; simpler “point-to-point” pulses which only correct the effects of the gate on particular initial states are not suitable.

I will describe each rotation in a composite pulse by its propagator

\[ \theta_\phi = e^{-i\theta_\phi /2} = \cos(\theta/2)I - i\sin(\theta/2)\sigma_\phi \]

\[ \sigma_\phi = \cos \phi \sigma_x + \sin \phi \sigma_y \]

where \( \theta \) is the rotation angle and \( \phi \), the pulse phase, fixes the rotation axis in the \( xy \)-plane. As usual propagators must be written with time running from right to left, the reverse of the usual order for pulse sequences. In the presence of pulse strength errors, when the amplitude of the driving field deviates from its nominal value by some fraction \( \epsilon \), the rotation angle \( \theta \) of each pulse is also increased by the same fraction. In particular an error prone pulse can be written as

\[ \pi_\phi' = [\pi(1+\epsilon)]_\phi = \pi_\phi(\epsilon\pi)_\phi \]

so that the propagator for an error prone pulse can be written as a product of the desired and error components.

Here, as elsewhere [1, 8], I will concentrate on attempts to construct NOT gates, that is \( \pi_0 \) rotations, using only \( \pi_\phi \) rotations, as composite pulses of this kind have many desirable properties. Note that NOT gates play an important role in experimental techniques such as dynamical decoupling [16–18]. A number of relatively short composite pulses of this kind have been described, and it is known that some of these, most notably \( F_1 \), can be nested to produce longer pulse sequences with much higher error tolerance [8]. Here I explain why nesting is successful for \( F_1 \) and for other antisymmetric composite pulses, but does not work for most other types of composite pulse. I do not consider here the use of NMR phase cycles and supercycles [19, 20], which have proved useful in some NMR implementations of dynamical decoupling [18].

I. THE \( F_1 \) COMPOSITE \( \pi \) PULSE

The \( F_1 \) composite pulse [21] implements a \( \pi_0 \) rotation as a sequence of five \( \pi \) pulses, with the propagator

\[ V_{F_1} = \pi_{\phi_5}' \pi_{\phi_4}' \pi_{\phi_3}' \pi_{\phi_2}' \pi_{\phi_1} \]

\[ = \pi_{\phi_5} \phi_{\phi_4} \pi_{\phi_3} \phi_{\phi_2} \pi_{\phi_1} \]

where \( \delta = \epsilon \pi \). Using the identity

\[ \theta_\beta \pi_\alpha = \pi_\alpha \theta_{2\alpha - \beta} \]

allows the \( \pi \) pulses to be propagated through the sequence, in effect separating the evolution into two parts, the desired overall evolution and an error term

\[ V_{F_1} = (\pi_{\phi_5} \pi_{\phi_4} \pi_{\phi_3} \pi_{\phi_2} \pi_{\phi_1})(\delta_{\phi_5} \delta_{\phi_4} \delta_{\phi_3} \delta_{\phi_2} \delta_{\phi_1}) \]

where the desired evolution depends on the phases of the pulses as applied, but the error term depends on the phase of these pulses in the interaction frame [3] or toggling frame [22, 23], given by

\[ \phi_j' = (-1)^{(j+1)} \phi_j + \sum_{k<j} (-1)^{(k+1)} 2\phi_k \]

The \( F_1 \) composite pulse uses antisymmetric pulse phases, so that \( \phi_0 = -\phi_1, \phi_4 = -\phi_2 \) and \( \phi_3 = 0 \), which has two important consequences. Firstly the desired evolution term is always equal to a \( \pi_0 \) pulse, whatever values
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are chosen for \( \phi_1 \) and \( \phi_2 \), and these phases can be chosen to create error tolerance. Secondly the toggling frame phases are symmetric, and are given by
\[
\phi'_2 = \phi'_1 = \phi_1 \\
\phi'_4 = \phi'_2 = 2\phi_1 - \phi_2 \\
\phi'_5 = 2\phi_1 - 2\phi_2.
\]

This relationship between antisymmetric pulse phases and symmetric toggling frame phases underlies the success of antisymmetric composite NOT gates.

To produce a good composite pulse requires simply that the error term be made as close as possible to the identity operation. It is tempting to expand the error term as a vector sum \([7]\), but it is more insightful to consider the underlying generator of the error propagator. This can be written as
\[
\delta \phi_1 \delta \phi_1 \delta \phi_3 \delta \phi_2 \delta \phi_1' = \exp\{-i(\Delta_1 + \Delta_2 + \ldots}\}
\]
where the individual error terms can be calculated using the Baker–Campbell–Hausdorff (BCH) relation \([24, 25]\) as
\[
\Delta_1 = \frac{\delta}{2} \sum_j \sigma \phi_j' \\
\Delta_2 = -\frac{i\delta^2}{8} \sum_{j<k} [\sigma \phi_j', \sigma \phi_k'] \\
= -\frac{\delta^2}{4} \sum_{j<k} \sin(\phi_j' - \phi_k') \sigma_2.
\]

Note that in NMR treatments it is customary to perform these calculations using average Hamiltonian theory based on the Magnus expansion \([23, 23, 28]\), and the numbering convention differs by one, so that these errors are referred to as zero and first order errors respectively.

From the form of Eq. (13) it can be seen that the second order error term will vanish for sequences such as \( F_1 \) which have symmetric toggling frame phases. Thus if the phases can be chosen such that the first order error, Eq. (13) is suppressed, then the resulting composite pulse will have third order error terms. The corresponding propagator fidelity \([5]\), which in this case be calculated from the trace of the error propagator, will be correct up to sixth order infidelity. This can be achieved by choosing \( \phi_1 = 3\psi \) and \( \phi_2 = \psi \) with \( \psi = \pm \arccos(-1/4) \), a result which can be understood geometrically by considering the first order error as a vector sum \([7]\). The \( F_1 \) pulse can be summarised by listing its phases
\[
(\phi) = (\phi_1, \phi_2, \phi_3, \phi_4, \phi_5) = (3\psi, \psi, 0, -\psi, -3\psi)
\]
or the corresponding phases in the toggling frame
\[
(\phi') = (3\psi, 5\psi, 4\psi, 5\psi, 3\psi)
\]
where Eq. (8) can be used to interconvert these two forms. Note that the choice of plus or minus sign for \( \psi \) is arbitrary, but must be made consistently.

To make further progress it is necessary to consider the form of the higher order error terms, \( \Delta_3 \) and so on. Although the detailed forms of these higher terms swiftly become complicated, it is possible to make some general statements. In particular, the vanishing of \( \Delta_2 \) is simply a specific example of a more general property, that all even order terms disappear in the expansion of a time symmetric sequence of operators \([6, 29, 30]\). The third order term will be a sum of double commutators, and so will be a sum of \( \sigma_2 \) terms, and similarly for all odd-order terms, while the missing even order terms would be proportional to \( \sigma_2 \). Thus all the error terms for the \( F_1 \) composite pulse lie in the \( xy \)-plane, a fact whose significance will soon become clear.

II. THE \( F_n \) FAMILY

\( F_1 \) is simply the first member of a family \([8, 21]\) of composite NOT gates obtained by recursively nesting the \( F_1 \) pulse. There has been considerable interest within the NMR community in designing high order robust pulses by recursive or iterative expansions \([23, 31]\), usually concentrating on the form of the error propagator \([8, 23]\). Naive iterative expansions are sometimes useful in the design of point-to-point pulses \([27]\), but less successful for Class A general rotors \([8]\).

The \( F_1 \) composite pulse can, however, be extended by nesting with phase reversals. (The first expansion to obtain \( F_2 \) has been known for many years \([21]\), and this was subsequently extended and generalised \([8]\).) The phase patterns are given by
\[
(\phi_{n+1}) = (3\psi + \phi_n, \psi - \phi_n, \phi_n, -\psi - \phi_n, -3\psi + \phi_n)
\]
with \( (\phi_0) = (0) \), so that \( F_1 \) is the sequence of 5 pulses described above, while \( F_2 \) is a sequence of 25 pulses. The origin of this formula is more easily seen by considering the corresponding toggling frame phases
\[
(\phi'_{n+1}) = (3\psi + \phi'_n, 5\psi + \phi'_n, 4\psi + \phi'_n, 5\psi + \phi'_n, 3\psi + \phi'_n)
\]
which makes clear that \( F_2 \) is obtained by applying the \( F_1 \) pattern to \( F_1 \) in the toggling frame, and so on.

The error propagator for \( F_2 \) is most simply analysed by breaking it into five equal parts. Each of these is equivalent to the error propagator for \( F_1 \), except that the overall phase of each error propagator is shifted by some angle. The outer sequence of phases in the \( F_2 \) pulse cycles these phases such as to cause any error terms in the \( xy \)-plane to be cancelled to first order, and the overall symmetry of the error propagator ensures that these terms will also be cancelled to second order. The first error term which therefore survives in the \( F_2 \) error propagator is the ninth order term, arising from a third order combination of third order terms. The next member of
the family, \( F_3 \), can be analysed in precisely the same way, leaving only error terms of order 27 and higher. At each stage all the remaining errors are odd-order and found in the \( xy \)-plane, and so are cancelled to third order by the next iteration. Thus, as previously conjectured \([8]\), the infidelity of a general \( F_n \) sequence is of order \( 2 \times 3^n \).

### III. MORE COMPLEX PULSES

As noted previously \([8]\), a similar pattern is seen for other antisymmetric composite \( \pi \) pulses, such as the \( G_n \) family of targeted composite pulses, and the \( N_n \) family of narrowband pulses, as well as for combinations of these pulses in which different phase patterns are applied at each iteration. The same behaviour is also seen for asymmetric versions of the \( W_n \) family of \( \pi \) pulses \([8]\). All these results are easily understood when the error propagator is examined in the toggling frame: each pattern of phases produces an error propagator which only has terms in the \( xy \)-plane, and each outer pattern modulates the size of inner error terms in the obvious way. This view of nested pulses completely explains previous observations, such as the GF nested pulse having sixth order infidelity around \( \epsilon = 0 \) and perfect fidelity at \( \epsilon \approx \pm 0.720 \) \([8]\).

A similar approach can be used to tackle off-resonance errors, which occur in experimental approaches such as NMR when the control field is not quite in resonance with the qubit transition. In this case the error term for a single rotation is more complicated than for pulse strength errors \([7]\), but the error term still lies in the \( xy \)-plane, with both the rotation angle and the phase of the error term being functions of the size of the off-resonance error, such that even-order error terms lie parallel to the main pulse, while odd-order terms lie perpendicular to it.

Correcting such errors requires a slightly more complex approach than for pulse strength errors \([7, 23]\), but can be achieved using longer composite pulses, such as the ASBO-9 family \([23]\), which comprises nine \( \pi \) pulses with antisymmetric phases and which corrects both pulse strength errors and off-resonance errors up to and including second order terms, so that the composite pulse has sixth order infidelity with respect to both errors. As before, ASBO-9 pulses can be nested in the obvious way, resulting in a sequence of 81 \( \pi \) pulses with infidelities of order 18 with respect to both errors. As usual ASBO-9 can be combined with other composite pulses to get more complex patterns of error suppression.

### IV. SYMMETRIC PULSES

All the composite pulses considered so far are antisymmetric pulses, which leads to symmetric phases in the toggling frame. Symmetric composite pulses frequently have better responses to simultaneous pulse strength and off-resonance errors \([7]\), and it would be desirable to be able to nest such pulses to achieve higher error suppression. This approach is not, however, successful.

Consider the symmetric five pulse sequence \([7]\)

\[
(\phi) = (\alpha, \beta, 2\beta - 2\alpha, \beta, \alpha)
\]  

with phase pulses \( \beta = 2\alpha \pm \arccos[-(1 + 2\cos \alpha)/2] \) and \( \alpha = \pm 2\arcsin(\sqrt{5}/32) \), which suppresses both first and second order pulse strength errors. The lowest surviving error term is a third order term in the \( xy \)-plane, and nesting the composite pulse will cancel this term. However because the toggling frame phases are not symmetric (they are in fact antisymmetric in this case) the higher even order errors are not automatically suppressed, and so the nested sequence will contain a fourth order error term. Similar arguments apply to other symmetric and asymmetric composite pulses. This does not, of course, completely rule out the possibility of developing a recursive procedure for expanding such pulses, but does explain why the current approach will not lead there.

### V. CONCLUSIONS

The previous conjecture \([8]\) that \( F_n \) composite pulses could be indefinitely nested using Eq. 18 has now been confirmed, as has the equivalent behaviour of other antisymmetric sequences of \( \pi \) pulses. These composite pulses have symmetric error phases in the toggling frame, leading to a cascading suppression of amplitude error terms. The general \( F_n \) pulse contains \( 5^n \) component pulses and suppresses all error terms below order \( 3^n \). Thus to achieve an error of the form \( O(e^q) \) requires a pulse sequence of length about \( q^p \) with \( p = \ln 5/\ln 3 \approx 1.47 \), much shorter than some previous estimates \([32]\). The same approach can be used to achieve simultaneous suppression of amplitude and off-resonance errors. This result, however, is limited to composite \( \pi \) pulses.

It has also been conjectured that the \( W_n \) approach \([8]\) allows composite pulses to be constructed with length linear in the desired error suppression, although only low members of the family were explicitly located. Recently Low et al. have shown \([33]\) that higher members do indeed exist, although actually locating them remains a difficult problem. Thus the nesting approach is still the only technique known for explicitly constructing arbitrary precision composite pulses.
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