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Multiple Exciton Generation (MEG) in nanoparticle-based solar cells promises to increase the cell efficiency above the Shockley–Queisser limit. However, utilizing MEG is hampered by the Quantum Confinement Dilemma (QCD): quantum confinement advantageously increases the effective Coulomb interaction, but at the same time disadvantageously increases the electronic gap. Using ab initio calculations we showed that germanium nanoparticles with core structures of high pressure phases of bulk Ge can transcend the QCD, by simultaneously lowering gaps and increasing the MEG rates above those of NPs with a cubic diamond core. Synthesis routes to obtain Ge colloidal ST12 core structures are available and hence we propose that exploring ST12 Ge NPs for MEG solar cells is a promising research effort.

1 Introduction

Efficient conversion of solar energy is one of the greatest challenges of our times. Single junction solar cells are limited by the theoretical bound of about 33%, which was outlined in the seminal work by Shockley and Queisser (SQ). In the SQ analysis, all photons with energies higher than the band gap generate an electron–hole pair. However, as these pairs relax to the band edges via phonon emission, part of the energy of the incoming photons is lost as heat.

Several ideas were put forward to overcome the SQ limit by retaining a higher fraction of the absorbed solar energy in the electronic sector. One exciting proposal is the Multiple Exciton Generation (MEG) paradigm: electrons that absorb an energy exceeding twice the band gap 2Eg relax by exciting additional electron–hole pairs, e.g. by impact ionization, instead of emitting phonons. The excess electrons enhance the photo-current and increase the quantum efficiency.

Interestingly, MEG was reported long ago in bulk semiconductors, such as silicon and germanium, where this effect was referred to as (band-to-band) impact ionization. However, the efficiency of MEG was disappointingly low in these bulk systems, because the phonon-assisted decay was much faster than MEG in almost the entire energy range of interest for solar applications.

Nozik proposed to enhance the efficiency of MEG via enhancement of the effective Coulomb interaction by quantum confining the electrons to nanoparticles (NPs). This proposal generated a wealth of papers investigating the exciton dynamics of quantum confined systems, e.g. in colloidal nanoparticles. Encouragingly, early papers reported a strongly enhanced MEG in lead salts and other group III–V semiconductor NPs such as InP and InAs. After a detailed analysis of experimental circumstances, a consensus emerged about the enhancement of MEG in nanoparticles, compared to bulk semiconductors, on relative energy scales, in units of the gap Eg.

However, the use of MEG in NPs, faces the Quantum Confinement Dilemma (QCD): quantum confinement enhances the efficiency of MEG but it also leads to the increase of the nanoparticle gap, and thus on absolute scales the onset of MEG is pushed to higher energies, undermining their utility for solar energy conversion. In addition, several experiments reported that even on relative energy scales the onset of MEG is around 2.5–2.7Eg. This is substantially higher than 2Eg, the minimum energy required by energy conservation.

To date, nearly all experiments investigating MEG projects were carried out on colloidal NPs, with no demonstration of charge extraction. However recently it was demonstrated that the MEG-generated charge carriers can be extracted in a PbSe NP solar cell: a quantum efficiency in excess of 120% was reported in a certain energy range. A parallel work on PbSe1–xNP solar cells also reported quantum efficiencies above 100%. Although interesting, lead based materials raise toxicity concerns; the only Earth abundant and non toxic material for
which MEG was explored is Si, with experiments reported for both colloidal\textsuperscript{19} and embedded\textsuperscript{20–22} nanoparticles. The results for embedded Si nanoparticles were analyzed in the framework of energy transfer between nanoparticles, driven by the Coulomb interaction, a process also known as “quantum cutting”.\textsuperscript{20} According to a recent study, the onset of MEG in silicon nanoparticles may be essentially at the energy conservation threshold of $2E_g$.\textsuperscript{21}

The theoretical description of MEG requires complex models and elaborate calculations. Some of the early works used empirical pseudopotential methods,\textsuperscript{23–25} or tight-binding models,\textsuperscript{26,27} yet others focused on the coherent nature of the process\textsuperscript{28} or by introducing virtual states to explain MEG.\textsuperscript{29} More recently, Rabani\textsuperscript{30} and Velizhanin\textsuperscript{31} introduced model Hamiltonians and Green’s function techniques that take into account several possible relaxation mechanisms and incorporate band structure effects empirically. Important, according to Velizhanin\textsuperscript{32,33} impact ionization may be the most relevant channel of MEG, at least in the case of PbSe. Other papers, e.g. ref. 34, focused on \textit{ab initio} models to study the effects of non-adiabatic electron–phonon coupling on MEG processes. Our own recent work concentrated on introducing an \textit{ab initio} framework that uses density functional perturbation theory techniques. This framework was first applied to Si nanoparticles.\textsuperscript{35} In a parallel effort, impact ionization processes in nanostructured Si were also investigated in ref. 36. Other recent applications to group IV nanoparticles came from Delerue’s group\textsuperscript{37} that considered Sn, which is a metal in the bulk and exhibits a small gap in nanoparticles.

In this paper, we address the Quantum Confinement Dilemma by utilizing Ge nanoparticles for MEG-based solar cells. We focus on Ge because (1) it is environmentally friendly, (2) Earth-abundant, (3) the MEG was shown to be more efficient in bulk Ge than in Si, and (4) Ge has a lower bulk gap of 0.66 eV at room temperature (RT) than bulk Si (1.11 eV at RT). For reason (4), the onset of MEG on absolute energy scales is lower in Ge than in Si: this is a crucial advantage for solar energy conversion. Lower gaps are especially relevant for concentrating solar cells, where the optimum electronic gap has been shown to be as low as a few tenth of an eV.\textsuperscript{38} In spite of all of these advantages, to the best of our knowledge, no experimental study of MEG in Ge nanoparticles has yet been reported.

In our previous work on Si,\textsuperscript{39} we determined that hydrogen terminated nanoparticles with a BC8/Si-III core-structure exhibited a gap lower than that of the Si NPs with a cubic-diamond core by 20–40%. This gap reduction has the potential to greatly enhance the utility of MEG for solar applications. Inspired by the promise of the Si study, we explored Ge nanoparticles with core structures derived from those of high pressure phases of the bulk. The stable form of crystalline Ge at ambient conditions is the cubic diamond (CD) structure (Ge I phase). Upon applying pressure, at about 10 GPa, the structure transforms to the metallic β-tin phase (Ge II). The release of pressure leads to the formation of a variety of metastable phases at ambient conditions depending on the kinetics of the release. Slow decompression leads preferentially to the formation of the ST12 phase (Ge III),\textsuperscript{40} while faster decompression to that of the BC8 phase (Ge IV).\textsuperscript{41} However the Ge BC8 phase is only observed for a few hours upon release of pressure to ambient values, before a transition to hexagonal diamond occurs.\textsuperscript{42} Hence BC8 is most likely metastable. Recent reports confirmed the existence of additional phases in germanium,\textsuperscript{43–45} such as the R8 phase,\textsuperscript{46} and the hexagonal diamond phase (Ge V),\textsuperscript{47} but these were not yet fully characterized.

The ST12 phase of Ge behaves as a semiconductor according to early experiments,\textsuperscript{48,49} but the size of its electronic gap is still unknown. Empirical pseudopotential calculations suggest that it has an electronic gap larger than that of CD ($\approx$1.4 eV),\textsuperscript{50} possibly due to the presence of odd-fold rings.\textsuperscript{51} \textit{Ab initio} calculations suggested that in ST12 the states around the valence band edge have a flat dispersion, yielding an enhancement of the density of states (DOS) compared to the CD diamond phase.\textsuperscript{48} While the increased gap may be detrimental for MEG, the enhanced DOS would be advantageous.

The BC8 phase of Ge is likely to be metallic,\textsuperscript{52,53} in contrast to the ST12 phase, and thus one may expect that NPs with a BC8 core may have a small gap, which would be useful for solar applications.

Theoretical calculations suggested that ST12 nanoparticles are less stable than diamond ones when formed under equilibrium conditions. However, kinetic trapping may stabilize the ST12 structure at the nanoscale, e.g. by crystallizing under pressure an initially amorphous NP.\textsuperscript{54} Similar kinetic trapping may have occurred in the recent study of Kim \textit{et al.}, where colloidal Ge NPs were successfully synthesized in the ST12 structure.\textsuperscript{55} Cluster-beam evaporated Ge NPs also showed signatures of ST12 core structures.\textsuperscript{56} More recently, ST12 Ge NPs were reported to form during lithiation processes in lithium ion batteries with Ge being the active anode material.\textsuperscript{57,58}

We carried out density functional theory (DFT) calculations of MEG in germanium nanoparticles with high pressure core structures. We found that, in an experimentally attainable size-range, these NPs may provide an improvement for both aspects of the Quantum Confinement Dilemma: they have (1) lower gaps, and (2) higher absorption, and correspondingly higher impact ionization rates, than the CD Ge NPs. In particular we found that ST12 and BC8 nanoparticles are the most advantageous for solar applications, with BC8 superior to ST12, given their lower gaps.

The rest of the paper is organized as follows: in Section 2 we describe our theoretical and computational approach to calculate the optical and impact ionization properties of nanoparticles; in Section 3 we report our results on germanium nanoparticles with high pressure core structures. This is followed by our conclusions in Section 4.

![Fig. 1](image-url) Ball-and-stick geometries of selected nanoparticles with 1 nm diameter: (a) cubic diamond, (b) BC8 (d) ST12 core structures. Pink (white) spheres represent germanium (hydrogen) atoms.
2 Methods

We built structural models of germanium nanoparticles with cubic diamond, BC8 and ST12 structures from the corresponding bulk structures so as to have at most two dangling bonds per surface atom. The diameters, defined as the largest distance between two Ge atoms, ranged from ≈1.0 nm to ≈2.6 nm. Remaining dangling bonds were passivated by hydrogen atoms. The formulas of the nanoparticles considered here are the following; cubic diamond NPs: Ge_{10}H_{16}, Ge_{35}H_{36}, Ge_{66}H_{64}, Ge_{87}H_{76}, Ge_{123}H_{100}, Ge_{172}H_{120}, Ge_{281}H_{172}, Ge_{452}H_{322}; BC8 NPs: Ge_{34}H_{38}, Ge_{46}H_{40}, Ge_{52}H_{52}, Ge_{102}H_{80}, Ge_{144}H_{114}, Ge_{302}H_{180}; ST12 NPs: Ge_{46}H_{32}, Ge_{60}H_{50}, Ge_{124}H_{100}, Ge_{206}H_{140}, Ge_{317}H_{188}. Some selected NPs are shown in Fig. 1. All structures were locally optimized using density functional theory, and the PBE approximation, as implemented in the Quantum-ESPRESSO code, allowing for at least 10 Å NP-NP separation between periodic replica.

Single particle wave functions were expanded in a plane wave basis and the interaction between valence electrons and ionic cores was described by norm-conserving pseudopotentials. The 3d electrons of Ge were included in the valence partition and hence a high plane wave cutoff, 150 Ry, was used. For the largest nanoparticles we used projector augmented wave (PAW) pseudopotentials for computational convenience.

The inclusion of the 3d electrons in the valence is necessary for an accurate determination of the atomic structure. However we found that the electronic structure of the NP computed with and without the 3d electrons in the valence partition is similar, provided the same geometry – determined with 3d electrons in the valence – was used. Single particle eigenvalues differed by about 50 meV and the energy gaps by about 30 meV. Freezing the 3d electrons into the core allowed us to reduce the kinetic energy cutoff to 35 Ry.

In order to estimate the effect of spin–orbit coupling (SOC) on the computed eigenvalues, we calculated the electronic structure of the Ge_{10}H_{16} diamond-like nanoparticle using the self-consistent two-component relativistic PAW formalism, and we found that the HOMO level splitted by 0.07 eV. Moreover, recent calculations showed that in the case of a larger CD NP, Ge_{41}H_{60}, explicit inclusion of SOC resulted in a splitting of the first peak in the optical absorption spectrum by about 0.2 eV, probably driven by the SOC splitting of the highest occupied molecular orbital (HOMO). In the bulk, the split off valence band is downshifted by about 0.3 eV, according to the experiments. Based on these representative examples, we decided to omit SOC from our calculations. We estimate that doing so restricts the accuracy of our results to 0.1–0.2 eV.

The absorption spectra in a wide energy range were calculated using time-dependent density functional perturbation theory (TDDFT) within the adiabatic approximation, as implemented in QUANTUM-ESPRESSO, where explicit summations over unoccupied single particle states are avoided. The absorption intensity A(ω) was calculated by averaging the dipole polarizability χ over spatial directions: A(ω) = 1/3 Tr χ(ω). We also determined the low-energy part of the TDDFT spectrum of selected nanoparticles using the TURBOMOLE cluster code with Gaussian basis sets. We used a double-ζ polarized basis set and effective core potentials, and we calculated the excitation energies within the Casida formalism at fixed nanoparticle geometries. The use of the TURBOMOLE code allowed us to compute the eigenvectors of the initial and final states of low-lying transitions. We checked that single particle energy levels

![Figure 2](image-url) Size dependence of the Kohn–Sham gap of Ge NPs with different core structures. The diameter was measured as the largest distance between any of two Ge atoms. The lines were fitted to the calculated data and to known theoretical bulk value (see text). The a, b, and c parameters of the fitting (E_{g}(d) = a + b \cdot \frac{d}{c}) are: 0.00, 3.57, 1.06 for the cubic diamond; 0.60, 1.90, 1.02 for ST12; and 0.00, 2.06, 1.79 for BC8 phase.

![Figure 3](image-url) Size dependence of the HOMO and LUMO levels of Ge NPs with different core structures. The diameter was defined as the largest distance between any of two Ge atoms.
calculated by the TURBOMOLE code agreed with those obtained by QUANTUM-ESPRESSO within 0.1 eV for all tested nanoparticles.

Finally, we calculated the multiple exciton generation rates assuming impact ionization is the major contributing process. We used the Fermi’s golden rule to evaluate the decay rate \( I^{\Pi} \) of excitons to bi-excitons:

\[
I^{\Pi} = \frac{2\pi}{\hbar} \sum_{X,XX} |\langle X | W | XX \rangle|^2 \delta(E_X - E_{XX}),
\]

(1)

where the initial exciton \( \langle X \rangle \) and final bi-exciton states \( \langle XX \rangle \) were approximated using a single particle framework as singly and doubly excited non-correlated Slater-determinants, built from DFT orbitals. In eqn (1) \( W \) represents the Coulomb interaction in the RPA approximation. Our calculation of the impact ionization rates proceeded analogously to that of ref. 35. Here we only outline the basic equations.

The MEG transition proceeds through separate electron (a) and hole (j) relaxation channels. The overall MEG rate is a sum of these two contributions (\( I_{a}^{\Pi} = I_{j}^{\Pi} + I_{a}^{\Pi} \)):

\[
I_{a}^{\Pi} = \frac{2\pi}{\hbar} \sum_{kk} |V_{kk} - V_{k}^a|^2 + |V_{kj}^a|^2 + |V_{kk}^a|^2 \times \delta(e_a - (\epsilon_i - \epsilon_k + e_k))
\]

(2a)

\[
I_{j}^{\Pi} = \frac{2\pi}{\hbar} \sum_{ll} |V_{ll} - V_{l}^j|^2 + |V_{jl}^j|^2 + |V_{ll}^j|^2 \times \delta(e_j - (\epsilon_j - \epsilon_l + e_l)),
\]

(2b)

Here \( V_{\text{res}} \) is a six-dimensional integral of the screened Coulomb interaction. We averaged over all excitons having the same energy to obtain an averaged impact ionization rate:

\[
\bar{I}^{\Pi}(E) = \frac{\sum_{ja} I_{ja}^{\Pi} \delta((e_a - \epsilon_j) - E)}{\sum_{ja} \delta((e_a - \epsilon_j) - E)}
\]

(3)

The energy levels in eqn (2) and (3) were broadened with a width \( \Delta \) to ensure energy conservation. The independence of our results from \( \Delta \) was extensively verified in the energy range of interest. The energy summations were properly normalized by the corresponding number of excitons.

The inverse dielectric matrix entering the calculation of the matrix elements of \( W \) was obtained using the spectral decomposition technique proposed in ref. 65–67:

\[
\epsilon_{\text{RPA}}^{-1} = 1 + \sum_{i} M |\phi_i \rangle (\lambda_i^{-1} - 1) \langle \phi_i |,
\]

where \( \phi_i \) is the \( i \)th eigenpotential of the static dielectric function with eigenvalue \( \lambda_i \). We used \( M = 600 \) for the largest system (690 electrons) considered here.

1 Electronic structure

Fig. 2 shows the effect of quantum confinement on the Kohn–Sham gap of the nanoparticles as a function of size, where the gap was defined as the energy difference between the highest occupied molecular orbital (HOMO) and lowest unoccupied molecular orbital (LUMO). As a guide to the eye, the calculated gaps were fitted with a power law:

\[
E_g(d) = a + \frac{b}{d^4},
\]

where \( a \) was the known bulk theoretical limit: 0 eV for diamond and BC8, and 0.6 eV for ST12. The latter values were obtained by calculations using \( 8 \times 8 \times 8 \) Monkhorst–Pack \( k \)-point grids at relaxed geometries (cell and atomic positions).

Fig. 2 shows that BC8 nanoparticles had by far the smallest gaps in the entire diameter range. In addition, the energy gap of the ST12 particles is smaller than that of CD ones, for diameters below 2.5 nm. The reduction of the gap of ST12 and BC8 nanoparticles relative to that of the diamond structures is our major result regarding the QCD, as it shows that considering high pressure structures may bring gaps to values interesting for solar applications, in spite of quantum confinement effects.

Fig. 3 shows the energy of HOMO and LUMO levels of the NPS as a function of size, which provide relevant information, e.g. if one is interested in band offsets of the NP with embedding matrices or electrodes. A common zero of energy of the eigenvalues of the various structures was determined by using the average electrostatic potential at the edge of the supercells and the monopole Makov–Payne correction. We verified that the Martyna–Tuckerman correction approach yielded numerically identical results for the largest simulation volumes. Further tests on the smallest nanoparticles with very large simulation volumes of about 110 Bohr of vacuum showed that absolute energies were converged within 0.02 eV.

The effects of quantum confinement are clearly visible for both the HOMO and LUMO levels in all considered structures: the energy of the LUMO level increases and that of the HOMO decreases, as the size of the NP decreases. The dependence on size is weaker in the case of ST12 and BC8 than for CD. Although the absolute values of the energies shown in Fig. 3 are not quantitative estimates of ionization potentials and electron affinities, the trends as a function of size revealed by density functional calculations are expected to be correct.

We now turn to the analysis of the two-step MEG process. In the first step, the NP absorbs a single high energy photon with an energy at least twice the gap \( E_g \) and a valence electron is excited into the conduction band \( |0\rangle \rightarrow |X\rangle \). In a subsequent step, the high energy exciton formed in the first step relaxes into a low energy exciton by creating an additional low energy exciton \( |X\rangle \rightarrow |XX\rangle \). The former process is characterized by the absorption rate, while the latter by the multiple exciton generation rate. In what follows, we compute and analyze both of these rates to characterize the entire MEG process.

3 Results and discussion

In this section first we present our calculation of the electronic states and the spectrum of Ge NPs. We then characterize their absorption properties and we analyze the MEG process based on the electronic states and absorption characteristics.
2 Absorption spectrum

Fig. 4 shows the absorption spectra $A(E)$ for the CD, BC8 and ST12 core structures obtained by using TDDFT and the PBE functional. Our results for cubic diamond NPs are in agreement with those of previous calculations.\(^{72,73}\) In the case of BC8, the presence of low gaps is accompanied by a higher absorption intensity at low energies. ST12 nanoparticles, however, did not appear to absorb more efficiently than CD NPs.

Interestingly, while the spectra of BC8 and cubic diamond NPs had clearly identifiable peaks in the low energy regime (denoted by arrows in Fig. 4), the spectra for ST12 NPs was featureless. We used the cluster code Turbomole to analyze the low energy features of the spectra of diamond and BC8 NPs. For NPs with cubic diamond cores, we found that the first peaks corresponded to band edge excitations of the type HOMO $\rightarrow$ LUMO. This was not the case for NPs with BC8 core structures, where HOMO $\rightarrow$ LUMO transitions turned out to be forbidden by symmetry, as the near spherical shape resulted in a $S_6$ NP.
point group symmetry. The first visible peak was dominated by the HOMO–2 → LUMO transition in the case of the \( d = 1.1 \) nm NP, and by the HOMO → LUMO+1 transition in the case of the \( d = 1.3 \) nm NP. The corresponding wave functions of these transitions are shown in Fig. 5.

3 MEG transition rates

These rates were approximated by the probability per unit time of the impact ionization process \( \Gamma(E) \), as described by eqn (1).

To identify the effect of the NP core structure on the strength of the effective Coulomb interactions, in Fig. 6(a) we plotted the single-particle-averaged impact ionization rates \( \Gamma(E) \) as a function of the energy \( E/E_g \) of the initial exciton in units of the gap. Remarkably, the ST12 core NP has a higher \( \Gamma(E) \) than the cubic diamond one for the largest diameter. Since the ST12 NPs also had a gap lower than that of the CD NPs for diameters below 2.5 nm, we conclude that ST12 NPs are more advantageous than CD ones for both their lower gap and an enhanced effective Coulomb interaction.

In Fig. 6(b) we plotted the single-particle-averaged impact ionization rates \( \Gamma(E) \) as a function of the absolute energy \( E \) of the initial exciton, with two major findings:

(i) For the ST12 phase the reduced gap and the enhanced effective Coulomb interaction combined into a robust enhancement of the MEG rate, demonstrating that ST12 core NPs indeed transcended the QCD by improving both of its competing factors.

(ii) While the BC8 core NPs did not offer an improvement for both QCD factors, the large gap reduction made the BC8 core NPs the overall winners with the highest MEG rate on absolute energy scales.

In summary, our work has established that some high-pressure core Ge nanoparticles are capable of transcending the Quantum Confinement Dilemma over the regular diamond core Ge nanoparticles. For this reason, we propose that exploring high-pressure core Ge NPs for multiple exciton generation solar cells may be worth the effort. The first steps seem to have already been taken by the fabrication of colloidal ST12 Ge NPs. 59
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