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Abstract—Demystifying the interactions among multiple agents from their past trajectories is fundamental to precise and interpretable trajectory prediction. However, previous works mainly consider static, pair-wise interactions with limited relational reasoning. To promote more comprehensive interaction modeling and relational reasoning, we propose DynGroupNet, a dynamic-group-aware network, which can i) model time-varying interactions in highly dynamic scenes; ii) capture both pair-wise and group-wise interactions; and iii) reason both interaction strength and category without direct supervision. Based on DynGroupNet, we further design a prediction system to forecast socially plausible trajectories with dynamic relational reasoning. The proposed prediction system leverages the Gaussian mixture model, multiple sampling and prediction refinement to promote prediction diversity, training stability and trajectory smoothness, respectively. Extensive experiments show that: 1) DynGroupNet can capture time-varying group behaviors, infer time-varying interaction category and interaction strength during trajectory prediction without any relation supervision on physical simulation datasets; 2) DynGroupNet outperforms the state-of-the-art trajectory prediction methods by a significant improvement of 22.6%/28.0%, 26.9%/34.9%, 5.1%/13.0% in ADE/FDE on the NBA, NFL Football and SDD datasets and achieve the state-of-the-art performance on the ETH-UCY dataset.
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1 INTRODUCTION

Multi-agent trajectory prediction aims to predict future trajectories of multiple agents conditioned on their past movements. This task is critical to numerous real-world applications, such as autonomous driving [1], [2], [3], industrial robotics [4], [5], human behavior understanding [6], [7] and surveillance [8], serving as a foundation to bridge the knowledge of the past and the action for the future.

In the prediction, at least three factors would affect each agent’s dynamics: ego momentum, instantaneous intent, and social influence from the other agents. The first factor has been well studied [9]: the second factor is unpredictable; and the third factor is an emerging research topic and the focus of this work. To demystify the social influence, we need to model and reason the interactions among agents based on their past spatio-temporal states, potentially leading to precise and interpretable trajectory prediction.

A lot of efforts have been made to model social interactions. Concretely, traditional approaches use handcrafted rules [10], [11] like setting constraints about attractive forces and repulsive forces for modeling leader following and collision avoiding behavior. Recently, many researchers tend towards deep learning tools for a more general interaction modeling mainly through three mechanisms: spatial-centric mechanism, attention mechanism and graph-based mechanism. The spatial-centric mechanism [3], [12], [13], [14], [15] represents agents’ trajectories in a unifying spatial domain and use the spatial relationship to model the interaction. The social or attention mechanism aggregates neighboring agents information in the scene through pooling operation [16], [17], attention operation [18], [19], [20], [21], [22] or transformer structures [23], [24], [25], [26]. The graph-based mechanism [1], [27], [28], [29], [30], [31], [32], [33] is proposed to explicitly model the interaction between agents through non-grid structures. For example, [29] proposes spatio-temporal graph attention network. [30] constructs a directed fully connected graph to model interaction between agents. Some previous works, such as NRI [34] and EvolveGraph [35] not only implicitly model the interaction but also take a step forward towards explicit relational reasoning that explicitly infer the interaction relationships like which category of the interaction is.

However, previous works still have limitations due to the potential complex properties of agent interactions from three aspects. First, in many scenarios, such as on a basketball court, a group of players execute a defensive strategy cooperatively; in the ocean, a school of fish coordinate their movements to evade predators, reflecting collective behaviors. While this kind of group-wise interaction is common, they have rarely been modeled. Second, the interaction relationship would change across time, including both the group belongingness and the interaction inside the group, which is out of consideration by most of methods. Third, from the aspect of reasoning, only interaction categories are explicitly reasoned by current methods, while the intensity level of the agent interaction cannot be reflected, which is common in our world like gravity at various magnitudes.

To further promote more comprehensive interaction modeling and reasoning in trajectory prediction, this work puts efforts on three aspects: interaction capturing, interaction evolving and interaction representation learning. To capture group-wise interactions, we propose a multiscale hypergraph,
which consists of a series of hypergraphs to model group-wise interactions with multiple group sizes. Instead of using handcrafted designs, we learn such a multiscale hypergraph topology in a data-driven manner. To capture dynamic interactions, we evolve the multiscale hypergraph to a dynamic multiscale hypergraph on both the topology and representation, modeling the dynamics of group belongingness and interaction inner groups. We propose a recurrent encoding and affinity matrix propagation for the dynamics of multiscale hypergraph topology, and a transformer-based dynamic embedding evolvement integrating previous agents interaction information to current interaction modeling. To reason interactions, we propose a three-element representation format: the neural interaction strength, the neural interaction category and the per-category function, which can reflect the interaction strength and category in an interactive group. Based on neural message passing over the dynamic multiscale hypergraph, we merge this three-element interaction embedding in the representation learning process to obtain a dynamic relational reasoning. Overall, we integrate these three designs and propose DynGroupNet, a dynamic-group-aware network, to capture time-varying group-wise interactions for better trajectory prediction, see Fig. 1 for a sketch.

To cooperate with the proposed DynGroupNet, we further propose a general prediction system to predict dynamically-feasible future trajectories. The prediction system takes DynGroupNet as the core component of the encoding process and predict future trajectories recurrently by setting predicted trajectories to next encoding inputs. To model the uncertainty and diversity of agent futures, we adopt a Conditional Variational AutoEncoder (CVAE) structure with the bivariate Gaussian Mixture Model (GMM) to model future trajectory’s distribution instead of directly regressing results. To reduce the input noise bringing by the inaccurate part of diverse predicted futures and stable the system training, we further propose a multiple sampling training strategy. To enhance the correlation among predicted results at every timestamps which are individually sampled from the GMM, we propose a prediction refinement to achieve a more smooth and feasible future prediction.

To validate DynGroupNet, we conduct extensive experiments on both synthetic simulation datasets and real-world datasets. We design the simulation under different scenarios based on physical principles in which the ground truth of the interaction relationship can be accessed. We also validate the effectiveness of the proposed DynGroupNet along with the prediction system on four real-world datasets: NBA, NFL Football, SDD and ETH-UCY. Experiment results show that 1) DynGroupNet can capture time-varying group behaviors, infer time-varying interaction strength and interaction category during trajectory prediction without any relation supervision on physical simulation datasets; 2) DynGroupNet outperforms the state-of-the-art methods by a significant improvement of 22.6%/28.0%, 26.9%/34.9%, 5.1%/13.0% in ADE/FDE on the NBA, NFL Football and SDD datasets and achieve the state-of-the-art performance on the ETH-UCY datasets, reflecting our method’s effectiveness; 3) using a dynamic multiscale hypergraph achieves higher performance than using a static multiscale hypergraph, confirming the importance of modeling dynamic interactions; and 4) designs including GMM, multiple sampling and prediction refinement in our prediction system are all beneficial.

The main contributions are as follows:
- We propose DynGroupNet, a novel dynamic-group-aware network. Based on a dynamic multiscale hypergraph, DynGroupNet can capture time-varying group-wise interactions at various group sizes and reason the corresponding interaction strength and category.
- We propose a DynGroupNet-based general trajectory prediction system, which is tightly integrated with Gaussian mixture model, multiple sampling and prediction refinement to achieve diverse prediction, stable training and smooth trajectory.
- We design extensive synthetic simulations based on physical principles. Based on the synthetic simulations, we validate the dynamic relational-reasoning ability of DynGroupNet and show that DynGroupNet can capture time-varying group behaviors, interaction strength and interaction category in an unsupervised setting.
- We conduct extensive experiments on four real-world datasets to validate that DynGroupNet achieves state-of-the-art performances on four real-world prediction benchmarks. Our method outperforms previous most state-of-the-art works by 22.6%/28.0%, 26.9%/34.9%, 5.1%/13.0% in ADE/FDE especially on the NBA, Football, SDD datasets.

Compared to our previous work [36], the proposed DynGroupNet has three major technical improvements:
- From the perspectives of interaction modeling: This work proposes a network based on a dynamic multiscale hypergraph to model and reason the time-varying interactions; while [36] only considers a static multiscale hypergraph, which can only model and reason static interactions.
- From the perspectives of temporal dependency: This work proposes a transformer-based dynamic embedding evolvement mechanism to obtain more comprehensive features; while [36] does not consider temporal dependency.
• From the perspectives of prediction system: This work proposes a bivariate Gaussian mixture model to model the distribution of trajectories, promoting the prediction diversity: while directly predicts the coordinates of trajectories. Furthermore, we also design a multiple sampling method and a prediction refinement process to provide the model with more stable training and closer correlation of predicted coordinates in a trajectory.

The rest of the paper is organized as follows: in Section 2 we review existing works related to trajectory prediction and relational reasoning. In Section 3 we formulate the problem of trajectory prediction with dynamic relational reasoning and introduce some mathematical foundations of our model. In Section 4 we propose a core module DynGroupNet in our prediction system: dynamic-group-aware network. In Section 5 we propose a prediction system cooperated with DynGroupNet and the training objective function. In Section 6 we conduct experiments both in simulated datasets and real-world datasets validating the effectiveness of our method both in relational reasoning and trajectory prediction. Finally, we draw the conclusion of the paper in Section 7.

2 RELATED WORK

Trajectory prediction. Traditional approaches use handcrafted rules and energy potentials \[10, 11, 37, 38, 39, 40, 41\] for dynamic motion prediction. For example, Social Force\[10\] models pedestrians’ behavior by the destination, the repulsive and the attractive effects. In recent years, data-driven approaches are proposed like sequence-to-sequence models \[16, 29, 42\], which are leveraged to encode trajectories individually for a deterministic prediction. Since the future trajectory is uncertain, researchers begin to propose frameworks to predict multi-model trajectories. For example, generator-discriminator structures are used \[17, 23, 29, 30, 31, 43\] with adding noise to generate multiple predictions. \[2, 22\] adapt multi-head output to regress multiple future trajectories. \[35, 44\] utilize a Gaussian mixture distribution to model the future trajectory distribution and estimate the mean and covariance. \[45\] proposes a sampling network that directly generates purposive sample sequences. \[46\] proposes a memory mechanism to generate diverse predictions by searching different related memories. Conditional variational autoencoders \[19, 26, 47, 48, 49\] are frequently used which estimate the parameters of a latent distribution and sample future trajectory features from the distribution. Researchers also put efforts into trajectory prediction in the autonomous driving scenario, which specifically considers the HD map information. For example, \[3, 50, 50, 51\] use rasterized encoding methods to rasterize the HD map elements together with agents into an image and use CNNs to encode the image. \[1\] propose a vectorized encoding method to directly model structured scene contexts from their vectorized form. \[2\] construct a lane graph from raw map data and uses graph convolutions to capture the complex topology of the lane graph.

No matter how the prediction model and scenario varies, modeling the interactions among multiple agents is fundamental to precise and interpretable trajectory prediction. Recent works mainly use three mechanisms to model the hidden interactions. The first is spatial-centric mechanism \[8, 12, 13, 14, 15\], which represents agent’s trajectory in a unifying spatial domain and uses the spatial relationship to model the social interaction. For example, \[14\] utilizes spatial tensor to represent agent interaction. \[15\] encodes the trajectories into rasterized bird-eye view images. The second is social or attention mechanism. \[16, 17\] use a social mechanism aggregating the neighboring agents’ information to a social representation and broadcast it to each agent thus each agent is aware of the neighboring information. Attention mechanism \[18, 19, 20, 21, 22\] and transformer structure \[23, 25, 26\] are used to capture agents’ spatial and temporal dependencies. The third is graph-based methods \[11, 27, 29, 30, 31, 32, 35, 52, 53\], which are proposed to explicitly model the interaction between agents through non-grid structures. For example, \[50\] constructs a directed fully connected graph to model interaction between agents. \[54\] learns an interaction graph to modeling agents relationships based on reinforcement learning. However, previous methods only focus on modeling the pair-wise interaction, ignoring the group behavior’s influence on agents. Some works \[24, 55, 56\] attempt to model group behavior by coherent filtering, additional group annotations or clustering algorithm but they only consider a static and single-scale group for each agent.

In this work, we also want to model group behaviors by extending the graph-based mechanism from ordinary graphs to dynamic multiscale hypergraphs. Comparing to previous methods \[24, 55, 56\], we are novel in i) we conduct group capturing which is learned without any manual annotation; while previous methods use non-learnable methods that directly use coordinates or use additional annotations to obtain the group; ii) we capture multi-scale groups for every agent and also consider the changing of the group belongingness through time, while previous works only capture a single-scale group for every agent and regard the group as static over time; iii) we construct hypergraph model the interaction inner groups for multiple agents interacting together while previous methods use ordinary graph; and iv) we perform relational reasoning in the group interaction modeling while previous methods not consider.

Relational reasoning. Relational reasoning is widely studied in various problems with structural dependency among data instances. Traditional approaches like locally linear embedding (LLE) \[57\] and Isomap \[58\] use kNN \[59\] for forming such relationships based on measures of similarities among data instances. Recently, deep learning has become the main tool for learning these dependencies under different tasks like classification \[60\], visual reasoning \[61\], visual question answering \[62\], \[63\], meta-learning \[64\] and graph representation learning \[65\]. For example, \[61\] incorporates prior knowledge about the compositional nature of human perception to factor interactions between object-pairs to discover objects and model their physical interactions from raw visual images. \[63\] proposes a Relation Network that more exclusively focused on general relation reasoning and can be applied to tasks with relatively unstructured inputs. In the multi-agent trajectory prediction task, only the trajectories of individual agents are available without knowledge of the underlying relations, thus it is challenging to explicitly infer agents’ interactions and make relational reasoning. Some works attempt to infer the interaction
between agents, which are more relevant with our work. NRI \cite{zhang2018neural} infers a latent interaction graph via an autoencoder model. RAIN \cite{ma2020rain} also infers an interaction graph using reinforcement learning to select edges. EvolveGraph \cite{wang2019evolvegraph} and dNRI \cite{yang2019predicting} consider an evolve mechanism and learn a dynamic interaction graph. \cite{geirhos2017controlling} introduces the node-specific information to tackle the problem in a setting where agent potentially has individualized information that other agents cannot have access to.

Our work also tries on relational reasoning but the main differences are: i) we capture more interactions including both group-wise interaction and pair-wise interaction, comparing to only inferring pair-wise relationships on previous methods; ii) we infer both interaction category and interaction strength while previous works only consider the interaction category; and iii) we consider an evolving mechanism that focuses on the evolvement of whole agent’s interacted embeddings with a global receptive field; while previous works only consider the evolvement of interaction category with a receptive field of only the last timestamp.

3 Problem Formulation
In this paper, we study the trajectory prediction along with dynamic relational reasoning which means predicting future trajectories of multiple agents and inferring interaction relationship given their past trajectories. Mathematically, let \( X \in \mathbb{R}^{N \times (T_p + T_f) \times 2} \) be the whole trajectory, which consists of past trajectories \( X^- \in \mathbb{R}^{N \times T_p \times 2} \) and future trajectories \( X^+ \in \mathbb{R}^{N \times T_f \times 2} \) of all the \( N \) agents in the scene, where \( T_p \) and \( T_f \) are the length of the past and future trajectory. Let \( X^- = X^-_{0:i} = [x_0^i, x_1^i, \cdots, x_{T_p}^i] \in \mathbb{R}^{T_p \times 2} \) and \( X^+ = X^+_{i:t} = [x_{T_i}^i, x_{T_i+1}^i, \cdots, x_{T_i+T_f-1}^i] \in \mathbb{R}^{T_f \times 2} \) be the past and future trajectories of the \( i \)th agent, respectively, where \( x_k^i \in \mathbb{R}^2 \) is the 2D coordinate at timestamp \( t \). For predicting future trajectories of multiple agents and model multimodality of possible futures, we seek to learn a diverse prediction model \( g(\cdot) \), so that one of the predicted future trajectories \( \hat{X}^+ = g(X^-) \) are as close to the ground-truth future trajectories \( X^+ \) as possible.

For a more precise future prediction, the prediction model \( g(\cdot) \) needs to contain agent social interaction modeling. Additionally, relational reasoning is a supplementary task in trajectory prediction when the prediction model \( g(\cdot) \) is capable to explicitly infer social influences among agents like inferring interaction category or strength. Relational reasoning can further be expanded to dynamic relational reasoning since the social influences may vary along the time. Note that only the trajectories of individual agents are available without knowledge of the underlying relations, thus the process of dynamic relational reasoning is unsupervised.

In the field of trajectory prediction, previous methods, such as \cite{ma2019interaction}, \cite{qu2019predicting}, \cite{ma2019interaction}, \cite{ma2019interaction}, \cite{ma2019interaction}, \cite{ma2019interaction} models pair-wise interactions in the prediction model \( g(\cdot) \). However, in many scenarios, group behavior is common that multiple agents interact together. In this work, we consider both pair-wise and group-wise interactions in \( g(\cdot) \) through a dynamic multiscale hypergraph. Additionally, in the field of dynamic relational reasoning, previous methods, such as \cite{zhang2018neural}, \cite{ma2020rain}, \cite{fahad2020affinity} only consider the interaction category, we consider both interaction category and interaction strength in the prediction model \( g(\cdot) \). In the following Section 4 and 5, we will introduce the core design and the prediction system.

4 DynGroupNet
4.1 Architecture overview
The core of DynGroupNet is to learn a dynamic multiscale hypergraph whose node is the agent and hyperedge is the interaction; and then, leverage this dynamic multiscale hypergraph to learn agent and interaction embeddings across time. We consider \( K \) evolving steps to capture agent dynamic interaction. In every evolving step, the input is a sub-trajectory of a time period and the output is the corresponding agent embeddings. In an evolving step, we use a DynGroupEncoder which mainly consists of three operations, that is, the multiscale hypergraph topology inference; the multiscale hypergraph neural message passing; and the dynamic embedding evolvement. The multiscale hypergraph topology inference aims to infer the topology of the multiscale hypergraph given the input sub-trajectory. The multiscale hypergraph neural message passing aims to learn the patterns of agents and their interaction relationships given the inferred multiscale hypergraph. The dynamic embedding evolvement receives the learned agents’ patterns along the time and integrates them considering their temporal dependencies to get the agents’ dynamic embeddings as the output.

Mathematically, let \( X \in \mathbb{R}^{N \times (T_p + T_f) \times 2} \) be the whole input trajectory of DynGroupNet. At the \( k \)th evolving step, the input sub-trajectory is \( X^{[k]} = X_{s,k:T_f,k:T_f-1} \in \mathbb{R}^{N \times T_k \times 2} \), which means we perform an evolving step by every evolving gap \( \tau \) and take a input sub-trajectory of evolving length \( T_k \). Fig. 2 shows the overview DynGroupNet architecture where we set \( T_k = \tau = 3 \).

4.2 Multiscale hypergraph topology inference
Given the \( k \)th evolving step input \( X^{[k]} \), to comprehensively model its group-wise interactions at multiple scales, we consider inferring a multiscale hypergraph from agent dynamics to reflect interactions at various group sizes, see Fig 3. Mathematically, let \( \mathcal{V} = \{v_1, v_2, \cdots, v_N\} \) be a set of agents and \( \mathcal{G}^{[k]} = \{G^{(0,k)}, G^{(1,k)}, \cdots, G^{(S,k)}\} \) be a multiscale hypergraph showing the agent connections at the \( k \)th evolving step, where \( G^{(s,k)} = (\mathcal{V}, \mathcal{E}^{(s,k)}) \) denotes the hypergraph of the \( s \)th scale and the \( k \)th evolving step. The hyperedge set \( \mathcal{E}^{(s,k)} = \{e_1^{(s,k)}, e_2^{(s,k)}, \cdots, e_M^{(s,k)}\} \) represents group-wise relations with \( M_s \) hyperedges, each of which links a number of agents to represent the common relations. A larger \( s \) indicates a larger scale of agent groups. Notably, \( G^{(0,k)} = (\mathcal{V}, \mathcal{E}^{(0,k)}) \) is a specific hypergraph whose edges model the finest pair-wise agent connections. The topology of each \( G^{(s,k)} \) can be represented as an incidence matrix \( H^{(s,k)} \in \mathbb{R}^{|\mathcal{V}| \times |\mathcal{E}^{(s,k)}|} \) where \( H^{(s,k)}_{ij} = 1 \) if the \( i \)th node is included in the \( j \)th hyperedge, otherwise \( H^{(s,k)}_{ij} = 0 \).

Affinity modeling. The trajectory interactions are in a stealth mode and nontrivial to capture since there are no explicitly predefined graph topology for relation description. To infer a multiscale hypergraph at the \( k \)th evolving step, we construct hyperedges by grouping agents that have highly correlated trajectories, whose correlations could be measured
by mapping the trajectories as a high-dimensional feature vector. Concretely, given the input trajectory of the $i$th agent $X_i^k$ at the $k$th evolving step, let $q_i^k = f_{init}(X_i^k) \in \mathbb{R}^d$, be its initial trajectory embedding, where $f_{init}(\cdot)$ can be a MLP. We then compute an affinity matrix $A^k \in \mathbb{R}^{N \times N}$ to reflect the correlation of any two agents at the $k$th evolving step. The $(i,j)$th element of $A^k$ is:

$$A_{i,j}^k = q_i^k \top q_j^k / (\|q_i^k\|_2 \|q_j^k\|_2),$$

which represents the relational weight of the $i$th agent and the $j$th agent reflecting the correlation between two agents at the $k$th evolving step. We normalize the embeddings to ensure the trajectory representations to carry unit energy for stable relation estimation.

To maintain and propagate the history group behavior for a smoothing varying of agents affinity, we adjust the current $k$th ($k > 0$) affinity matrix $A^k$ by a weight sum of the last affinity matrix $A^{k-1}$. Mathematically, the adjustment is:

$$A^k = (A^k + \alpha A^{k-1})/(1 + \alpha),$$

where $\alpha \in [0, 1]$ is a hyperparameter adjusting the weight of the previous affinity matrix.

**Hyperedge forming.** Given the affinity matrix $A^k$ at the $k$th evolving step, we then form hyperedges at various scales. At the 0th scale, we consider pair-wise connections. Each node connects the nodes that have the largest affinity scores with it, leading to $M_0$ edges in the incident matrix $H^{(0)}$. For the other scales, we consider group-wise connections. Intuitively, agents in a group should have high correlation with each other. We thus find the groups of nodes by looking for high-density submatrices in the affinity matrix $A^k$. We first assign a sequence of increasing group sizes $\{M^{(s)}\}_{s=1}^S$ and then, for each node, we find a highly correlated group at any scale $s$, leading to $N$ groups/hyperedges in each scale.

Mathematically, let the $i$th hyperedge $e_i^{(s,k)}$ at the $s$th scale at the $k$th evolving step be the one associated with the $i$th node $v_i$. This hyperedge is obtained by solving the following optimization problem of searching a $M^{(s)} \times M^{(s)}$ submatrix:

$$e_i^{(s,k)} = \arg \max_{\Omega^{(s,k)}} \sum_{\Omega^{(s,k)} \subseteq \mathcal{V}} \| A_{\Omega^{(s,k)} \Omega^{(s,k)}} \|_{1,1},$$

s.t. $|\Omega^{(s,k)}| = M^{(s)}$, $v_i \in \Omega^{(s,k)}$, $i = 1, \ldots, N$, where the entry-wise matrix norm $\| \cdot \|_{1,1}$ denotes the sum of the absolute values of all elements. The objective finds the most correlated agents and links them together to consider the group behaviors. The first constraint limits the group size and the second requires the participation of the $i$th node. In this way, we could form at least one hyperedge that belongs to each node at each scale. To solve the optimization, when the total number of agents is small, we could adopt an enumeration algorithm to search for the optimum solution; otherwise, we employ a greedy algorithm approximation that first selects $v_i$ and then adds new nodes of maximum affinity value with $v_i$ at each move sequentially.

The incidence matrices for a multiscale hypergraph of the $k$th evolving step are thus $\{H_i^{(0,k)} \in \mathbb{R}^{N \times NM^{(0)}}, H_i^{(s,k)} \in \mathbb{R}^{N \times N} \}_{s=1}^S$, where $H_i^{(0,k)}$ includes $NM^{(0)}$ edges to consider the pair-wise interactions and $H_i^{(s,k)}(s \geq 1)$ includes $N$ hyperedges to reflect the group-wise interactions within
Fig. 3: The procue of multiscale hypergraph topology inference. We calculate the affinity matrix infer the hypergraph topology at different scales from the affinity matrix.

\( M^{(s)} \) agents. Different from the common multiscale graph whose node numbers vary from scales \([67, 68, 69]\), our multiscale hypergraph has fixed node numbers, yet different hyperedge sizes on various scales. Note that all the edges and hyperedges are selected based on the same affinity matrix. This design brings two benefits: i) it is computationally efficient to search for high-order relationships from a single matrix; and ii) it makes the training of the affinity matrix more stable and informative through back-propagation.

Compared to \([30, 34, 35]\), our topology inference method is novel from two aspects. First, we actively infer a graph structure through learning; while many previous methods directly adopt a fixed fully-connected topology. Second, our method models both pair-wise and group-wise connections at multiple scales; while the previous methods only model the pair-wise connections at a single scale.

### 4.3 Multiscale hypergraph neural message passing

To learn the patterns of agents’ trajectories of the \( k \)th evolving step given the inferred multiscale hypergraph, we customize a multiscale hypergraph neural message passing method obtaining the embeddings of agents and interactions iteratively through node-to-hyperedge and hyperedge-to-node, see Fig. 4. Specifically, we first initialize the agent embedding from trajectory of each agent; that is, at scale \( s \) of evolving step \( k \), for the \( i \)th agent, \( v_i \), its initial embedding is \( \mathbf{v}_{i}^{(s,k)} = \mathbf{q}_{i}^{[k]} \in \mathbb{R}^d \) (see Sec. 4.2). At each scale, in the node-to-hyperedge phase, groups of agent embeddings are aggregated to get the interaction embeddings. In the hyperedge-to-node phase, each agent embedding is updated according to associated interaction embeddings. We execute the node-to-hyperedge and hyperedge-to-node for several iterations. We finally obtain the representation of each agent by fusing its embeddings across all the scales.

**Node-to-hyperedge phase.** To promote a representation for relational reasoning, we exhibit an interaction embedding with three elements: neural interaction strength, reflecting the intensity of the interaction, neural interaction category, reflecting agents interaction category, and per-category function, modeling how interaction process of this category works. At the \( s \)th scale of hypergraph of evolving step \( k \), for the \( i \)th hyperedge, \( c_{i}^{(s,k)} \), its interaction embedding is obtained as:

\[
e_{i}^{(s,k)} = r_i^{(s,k)} \sum_{\ell=1}^{L} c_{i}^{(s,k) \ell} F^{(s)}_{\ell} \left( \sum_{v_j \in c_{i}^{(s,k) \ell}} \mathbf{v}_j \right) \in \mathbb{R}^d,
\]

where \( r_i^{(s,k)} \) is its neural interaction strength, \( c_{i}^{(s,k) \ell} \), the \( \ell \)th element of a category vector \( c_{i}^{(s,k)} \in [0, 1]^d \), denotes the probability of the \( \ell \)th neural interaction category within \( L \) possible categories. For each category at scale \( s \), we assign a learnable category function \( F^{(s)}_{\ell} \) implemented by MLPs. Each of these three elements is trainable in an end-to-end framework.

To obtain the neural interaction strength \( r_i^{(s,k)} \), and neural interaction category \( c_{i}^{(s,k)} \) at the \( s \)th scale and the \( k \)th evolving step, we leverage a collective embedding that is a hidden state to reflect the overall information of agents in a group. For hypergraph at the \( s \)th scale, the collective embedding \( z_{i}^{(s,k)} \) of \( e_{i}^{(s,k)} \) is obtained by the weighted sum of all the agent embedding associated with the hyperedge \( e_{i}^{(s,k)} \); that is, \( z_{i}^{(s,k)} = \sum_{v_j \in e_{i}^{(s,k)}} w_j^{(s,k)} \mathbf{v}_j \), where

\[
w_j^{(s,k)} = F_{w}^{(s)} \left( \mathbf{v}_j, \sum_{v_m \in e_{i}^{(s,k)}} \mathbf{v}_m \right),
\]

by a MLP. The weight \( w_j^{(s,k)} \) reflects the contribution of the \( j \)th node to the \( i \)th group at scale \( s \) at the \( k \)th evolving step. We then use the collective embedding to infer the neural interaction strength, \( r_i^{(s,k)} \), and the neural interaction category, \( c_{i}^{(s,k)} \); that is,

\[
r_i^{(s,k)} = \sigma \left( F^{(s)}_{i} \left( z_{i}^{(s,k)} \right) \right),
\]

\[
c_{i}^{(s,k)} = \text{softmax} \left( \left( F^{(s)}_{c} \left( z_{i}^{(s,k)} \right) + \mathbf{g} \right) / \gamma \right),
\]

where \( \sigma(\cdot) \) is a sigmoid function to constrain the strength values, \( \mathbf{g} \) is a vector whose elements are i.i.d. sampled from Gumbel(0, 1) distribution and \( \gamma \) is the temperature controlling the smoothness of type distribution. We use the Gumbel softmax to make a continuous approximation of the discrete distribution following \([70]\). Functions \( F^{(s)}_{i} \) and \( F^{(s)}_{c} \) are used to calculate the neural interaction strength and category at the \( s \)th scale, which are modeled by MLPs. The inference of the neural interaction strength, neural interaction category and per-category function considers the group behavior through the shared collective embedding.

**Hyperedge-to-node phase.** Given the interaction embeddings learnt from groups of agents, we then update each agent embedding by considering all the associated interactions. Let \( \mathcal{E}_{i}^{(s,k)} = \{ e_{j} \mid v_i \in e_{j} \} \) be the set of hyperedges associated with the \( i \)th node \( v_i \) in the \( s \)th scale of hypergraph at the \( k \)th evolving step. The embedding of the \( i \)th agent in the \( s \)th scale at the \( k \)th evolving step is
updated as
\[
v_i^{(s,k)} \leftarrow f_v^{(s)}\left([v_i^{(s,k)}, \sum_{e_j \in E_i^{(s,k)}} e_j] \right) \in \mathbb{R}^d,
\]
where \(f_v^{(s)}(\cdot)\) is a trainable MLP; \([\cdot, \cdot]\) denotes the embedding concatenation of one node and the associated hyperedges to absorb the influence from interactions to an agent.

At any scale \(s\) at the \(k\)th evolving step, we repeat the node-to-hyperedge and hyperedge-to-node phases for several times and obtain the embedding of the \(i\)th node, \(v_i^{(s,k)}\). In this way, we compute the embeddings of the \(i\)th node, \(v_i^{(0,k)}, v_i^{(1,k)}, \ldots, v_i^{(S,k)}\), across \(S\) scales in parallel. We finally concatenate the agent embedding across all the scales to obtain the \(i\)th agent’s embedding at the \(k\)th evolving step.

\[
v_i^{[k]} = [v_i^{(0,k)}, v_i^{(1,k)}, \ldots, v_i^{(S,k)}] \in \mathbb{R}^{d(S+1)}. \tag{3}
\]

Compared to previous methods [34], [44], and [35], which achieve relational reasoning using neural message passing, our hypergraph neural message passing is novel from three aspects. First, [34], [35], [44] adopt neural message passing on ordinary graphs; while we consider neural message passing on a series of hypergraphs, promoting more comprehensive information propagation and aggregation. Second, [34], [35], [44] only infer the interaction category; while our method can infer both interaction category and strength through a three-element representation format. Third, the interaction category inferred by [34], [35], [44] is the final output after message passing; while the interaction category and strength inferred by our method are the intermediate features that involve in neural message passing. Our design not only promotes relational reasoning in neural message passing, but also improves the prediction performance.

### 4.4 Dynamic embedding evolvement

Now an agent’s embedding at each evolving step is localized at a limited range of time window. To promote the temporal dependencies of an agent’s embedding across various evolving steps, we design a dynamic embedding evolvement mechanism; that is, for each agent, we upgrade its embedding in [3] to a dynamic embedding by aggregating its historical information at each previous evolving step. To implement this evolvement mechanism, we use a transformer structure to capture global temporal dependencies, where the query is the current embedding and the key & value is the previous dynamic embeddings.

Let \(\tilde{V}_i^{[k]} = [v_i^{[0,k]}, v_i^{[1,k]}, \ldots, v_i^{[k,k-1], p[k-1]}] \in \mathbb{R}^{d(S+1) \times k}\) be all the dynamic embeddings of the \(i\)th agent before the \(k\)th evolving step, where \(v_i^{[k,k-1]}\) is the \(i\)th agent’s dynamic embedding at the \(k\)th evolving step \((k' \in \{0, 1, \ldots, k - 1\})\), \(p[k'] \in \mathbb{R}^{(S+1) \times k}\) is a positional vector and \([\cdot, \cdot]\) represents concatenation. Note that, to transform the transformer about the temporal order, we apply a positional encoding to each evolving step. The positional vector is obtained as \(p[k'] = F_{pe}(1 + \frac{2^{k'}}{K})\) with \(F_{pe}(\cdot)\) a MLP function. Then, at the \(k\)th evolving step, the dynamic embedding of the \(i\)th agent is obtained as:

\[
\tilde{v}_i^{[k]} = v_i^{[k]} + \text{MHA}(v_i^{[k]}, \tilde{v}_i^{[k]}, \tilde{v}_i^{[-k]}) \in \mathbb{R}^{d(S+1)},
\]

where MHA(\cdot) is a multi-head attention. The procedure of dynamic embedding evolvement is shown in Fig. 5.

Dynamic embedding evolvement significantly distinguishes DynGroupNet from [36]. In [36], the embedding is static since only a static multiscale hypergraph is used. In DynGroupNet, we consider a dynamic multiscale hypergraph and dynamic embedding evolvement is used to model the temporal relationship to aggregate interaction information of previous timestamps. Compared to other previous methods [35], [44] which also model the evolution of the agents’ state, our dynamic embedding evolvement has two advantages. First, previous methods adopt recurrent structure like LSTM or GRU which only consider the effect of the last evolving step; while our dynamic embedding evolvement utilizes a transformer structure that has a global receptive field for all previous evolving steps, promoting more long-range temporal dependencies. Second, previous methods only focus on the evolution of interaction category; while our method focuses on the evolution of whole agents interacted embeddings not only includes the interaction category information, but also includes multiscale group behavior and interaction strength information, which promotes a more comprehensive evolvement of agent states.

#### 5 Prediction System

Here we introduce a prediction system that cooperated with the proposed DynGroupNet as the core module and how it predict dynamically-feasible future trajectories recurrently.

The prediction system is mainly based on conditional variational autoEncoder (CVAE) structure to handle the stochasticity of each agent’s behavior. The prediction system contains a DynGroupNet-based encoding process, a recurrent decoding process, and a prediction refinement process; see Fig. 4. Given the past or the predicted trajectories, the encoding process aims to generate latent codes representation through calculating agents’ dynamic embeddings by DynGroupNet. The decoding process aims to generate a period of agents’ future trajectories given the latent codes and agents’ dynamic embeddings by the decoder. The encoding-decoding process will repeat recurrently by treating the predicted trajectories as part of the next input trajectories. Finally, the prediction refinement process will collect the predicted trajectories across all encoding-decoding processes and refine them together to output the refined predicted trajectories as the final output of our prediction system.

To fully use the observed past trajectories \(X^- \in \mathbb{R}^{N \times T_p \times 2}\), we set the evolving length \(T_E = T_p\). To make a non-overlap prediction, we set the length of predicted trajectories by the decoder in one decoding process equals to
DynGroupNet

To model the multi-modality of the future trajectories, we predicted. Note that for historical timestamps presentation of every agent from its distribution. Mathematically, sample the one-hot discrete categorical latent codes' representation of the dimension of the every agent's latent codes. Encoding process first generates the parameters of the encoding-decoding process and its corresponding ground-truth X. Given the inputs of \( X^t \), the encoding-decoding process output the trajectories using the latent codes. Dash lines represent only use in training. The encoding-decoding process will recurrently move forward by setting output trajectories to next encoding inputs. Here we present a sample of encoding length \( T_E = 3 \) and decoding length \( T_D = 3 \). After predicting trajectories of all future timestamps, we collect the prediction and execute a prediction refinement operation to obtain final prediction results.

Fig. 6: The architecture of the prediction system. The prediction system contains a DynGroupNet-based encoding process (red), a recurrent decoding process (green), and a prediction refinement process (blue). The encoding process generates the latent codes and decoding process output the trajectories using the latent codes. Dash lines represent only use in training. The encoding-decoding process will recurrently move forward by setting output trajectories to next encoding inputs. Here we present a sample of encoding length \( T_E = 3 \) and decoding length \( T_D = 3 \). After predicting trajectories of all future timestamps, we collect the prediction and execute a prediction refinement operation to obtain final prediction results.

5.1 Encoding process

Given the inputs of \( k \) encoding process \( \tilde{Z}^{[k]}_{in} \) and its corresponding ground-truth \( Y^{[k]}_{out} \), the encoding process first generates the parameters of the latent codes' distribution and then sample the latent code representation \( Z^{[k]} \in \mathbb{R}^{N \times d_z} \) from the distribution, \( d_z \) represent the dimension of the every agent's latent codes. To model the multi-modality of the future trajectories, we introduce a one-hot categorical distribution \( \text{Cat}(d_z, \mu) \) for all \( N \) agents, where the distribution parameters of \( i \)-th agent \( \mu_i \) represent a categorical distribution, satisfying \( \| \mu_i \|_1 = 1, \mu_{i,j} \in [0,1], j \in \{0,1,\ldots,d_z-1\} \). We then sample the one-hot categorical latent codes' representation of every agent from its distribution. Mathematically, the distribution parameter generation is given by:

\[
\tilde{V}^{[k]} = \text{DGN}(\tilde{Z}^{[k]}_{in}), \quad V^{[k]} = \mathcal{F}_1(\tilde{Z}^{[k]}_{out}), \\
\mu_p^{[k]} = \mathcal{F}_p(\tilde{V}^{[k]}), \quad \mu_q^{[k]} = \mathcal{F}_q(\tilde{V}^{[k]}, V^{[k]}), \\
p(Z^{[k]}|\tilde{Z}^{[k]}_{in}) = \text{Cat}(d_z, \mu_p^{[k]}), \\
q(Z^{[k]}|\tilde{Z}^{[k]}_{in}, Y^{[k]}_{out}) = \text{Cat}(d_z, \mu_q^{[k]}).
\]

In (4a), we obtain the current agents dynamic embeddings using proposed DynGroupNet DGN(·) and future agents embeddings using a future trajectories encoding module \( \mathcal{F}_p(·) \), which can be implemented by LSTM or MLP. In (4b), we calculate the parameters of prior and posterior distribution of \( k \) encoding process \( \mu_p^{[k]} \) and \( \mu_q^{[k]} \) through linear layers \( \mathcal{F}_p(·) \) and \( \mathcal{F}_q(·) \), respectively. In (4c) and (4d), we obtain the prior distribution \( p(Z^{[k]}|\tilde{Z}^{[k]}_{in}) \) and the posterior distribution \( q(Z^{[k]}|\tilde{Z}^{[k]}_{in}, Y^{[k]}_{out}) \). We sample latent code of possible future trajectories \( Z^{[k]} \sim q(Z^{[k]}|\tilde{Z}^{[k]}_{in}, Y^{[k]}_{out}) \) in the training phase. In the testing phase, since the ground-truth trajectories are not available, we sample \( Z^{[k]} \) from the prior distribution \( Z^{[k]} \sim p(Z^{[k]}|\tilde{Z}^{[k]}_{in}) \). We concatenate the latent code \( Z^{[k]} \) with the agents dynamic embedding \( \tilde{V}^{[k]} \) as the output of encoding process: \( V^{[k]} = [Z^{[k]}, \tilde{V}^{[k]}] \).

The design intuition of the encoding process is to handle the stochasticity of each agent's behavior. We sample the latent code from its distribution to represent agent multimodal behavior information. We concatenate the latent code with the current agents' dynamic embeddings to both consider potential multimodal behavior information and current movement information.

5.2 Decoding process

After obtaining the output of encoding process \( V^{[k]} \), we apply a recurrent decoder to obtain the prediction of \( k \) encoding-decoding process \( \tilde{X}^{[k]}_{out} = \tilde{X}^{[k]}_{out} = \tilde{X}^{[k]}_{E} \), see Fig. 7. To better model the uncertainty of the predicted trajectories, we calculate the distribution of the predicted trajectories instead of directly regress the trajectory coordinates deterministically. To model
the predicted trajectories’ distribution, here we adopt a bivariate Gaussian distribution model.

The recurrent decoder consists of a gated recurrent unit (GRU) and a bivariate Gaussian distribution model. Each GRU cell generates the parameters of the bivariate Gaussian distribution step by step and the bivariate Gaussian distribution outputs agents’ next velocity through sampling. Mathematically, in the kth decoding process, the lth generation step \((l \in \{0, ..., T_d - 1\})\) is formulated as:

\[
\begin{align*}
M^{k,[l]} &= \text{GRU} \left( M^{k,[l-1]}, \left[ V^{k}_E, \hat{X}^{kT_d+T_k+l-1} \right] \right), \\
\Delta X^{kT_d+T_k+l} &\sim \text{GMM} \left( \mathcal{F}_{\text{GMM}}(M^{k,[l]}) \right), \\
\hat{X}^{kT_d+T_k+l} &= \hat{X}^{kT_d+T_k+l-1} + \Delta X^{kT_d+T_k+l}.
\end{align*}
\] (5a), (5b), (5c)

In (5a), we use a GRU cell to recurrently calculate the hidden states, where GRU(\cdot) represents a GRU cell and \(M^{k,[l]}\) denotes the hidden states of GRU in the lth step. In (5b), we generate distribution parameters of GMM using a linear layer \(\mathcal{F}_{\text{GMM}}(\cdot)\). We then sample the velocity from the GMM distribution \(\text{GMM}(\cdot)\). In (5c), we add the velocity and obtain the coordinates of next timestamps.

We obtain the predicted trajectories of kth encoding-decoding process by execute \(T_d\) steps of decoding: \(\hat{X}_{\text{out}}^{[k]} = \left[ \hat{X}^{kT_d+T_k}, ..., \hat{X}^{(k+1)T_d+T_k} \right] \in \mathbb{R}^{N \times T_d \times 2}\).

**Multiple sampling training strategy.** Although modeling trajectories’ uncertainty through the bivariate Gaussian distribution provides more diversity for model prediction, it may bring a problem that inaccurate sampled trajectories will deteriorate the training of the encoding-decoding process by introducing inaccurate next inputs. To provide the model with more stable training, here we use a multiple sampling strategy that samples future trajectories multiple times and selects the most accurate one for subsequent prediction in the training phase. We execute the decoding process \(K_{\text{ms}}\) times and obtain \(K_{\text{ms}}\) predicted trajectories. We select the trajectories with minimum ADE or FDE with ground-truth trajectories as the output of the decoder and the input of the next encoding-decoding process in the training.

**5.3 Prediction refinement**

The encoding-decoding process will repeat \(\lceil \frac{T_d}{T_i} \rceil\) times and we gather all the decoder outputs to obtain the prediction of all future trajectories \(\hat{X}^+ = \left[ \hat{X}_{T_d}, \hat{X}_{T_d+1}, ..., \hat{X}_{T_d+T_i-1} \right]\). However, since in the decoding process the GMM model samples the velocity of every timestamps independently, the predicted coordinates may lack of correlation thus lead to problems of unsmoothing, see Fig. 8 for an example. To enhance the correlation of predicted coordinates across all timestamps, we propose a prediction refinement module to refine the whole future trajectories. Specifically, the prediction refinement can be formulated as \(\hat{X}_{\text{ref}} = D_{\text{ref}}(\hat{X}^+)\), where \(D_{\text{ref}}(\cdot)\) is the refinement function like MLPs.

**5.4 Training loss**

To train the prediction system, we minimize an overall loss function \(L = L_{\text{elbo}} + L_{\text{refine}}\), where

\[
\begin{align*}
L_{\text{elbo}} &= \beta_1 \sum_{k=0}^{\left\lceil \frac{T_d}{T_i} \right\rceil - 1} \mathbb{E}_{q(Z^{[k]}|\hat{X}_{\text{in}}^{[k]}, \hat{X}_{\text{out}}^{[k]})} \left[ \log p(\hat{X}_{\text{out}}^{[k]}|\hat{X}_{\text{in}}^{[k]}, Z^{[k]}) \right] \\
&+ \beta_2 \sum_{k=0}^{\left\lceil \frac{T_d}{T_i} \right\rceil - 1} \text{KL} \left( q(Z^{[k]}|\hat{X}_{\text{in}}^{[k]}, \hat{X}_{\text{out}}^{[k]}) || p(Z^{[k]}|\hat{X}_{\text{in}}^{[k]})) \right),
\end{align*}
\]

is the negative evidence lower-bound with \(\beta_1, \beta_2\) the hyperparameters and \(\text{KL}(\cdot||\cdot)\) the KL divergence, and

\[
L_{\text{refine}} = \beta_3 \| \hat{X}_{\text{ref}}^+ - \hat{X}^+ \|^2_2
\]

is the prediction refinement loss with \(\beta_3\) the hyperparameter. In the negative evidence lower-bound \(L_{\text{elbo}}\), we add all the negative log-likelihood as well as KL-divergence of every encoding-decoding process.

**6 EXPERIMENTS**

**6.1 Experimental Setup**

**6.1.1 Datasets**

We evaluate our method on both physical simulation datasets and four real-world public datasets. For the physical simulation datasets, since the ground truth of the interaction relationship can be accessed, we evaluate the ability of relational reasoning of our DynGroupNet. The generation detail of physical simulation datasets is shown in the appendix. For the real-world datasets, we evaluate the effectiveness of our proposed DynGroupNet, including:

**Dataset 1: NBA SportVU Dataset (NBA)** The NBA SportVU dataset contains player and ball trajectories from the 2015-2016 NBA season collected with the SportVU tracking system. The raw tracking data is in the JSON format, and each moment includes information about the identities of the players on the court, the identities of the teams, the period, the game clock, and the shot clock. We selected 50k samples in total for training, validation and testing with a split of 65%, 10%, 25%. Each sample contains the historical 10 timestamps (2.0s) and future 20 timestamps (4.0s).

Data: https://github.com/linouk23/NBA-Player-Movements
Dataset 2: NFL Football Dataset (NFL) The NFL Football Dataset\footnote{Data: https://github.com/nfl-football-ops/Big-Data-Bowl} uses NFL’s Next Gen Stats data, which includes identities of the players on the court, the identities of the teams, the time and the position of every player on the field during each play in 2017 year. We both predict the 22 players’ (11 player per team) and the ball’s trajectories. We selected 13k samples in total for training, validation and testing with a split of 10k, 1k, 2k. Each sample contains the historical 8 timestamps (1.6s) and future 16 timestamps (3.2s).

Dataset 3: Stanford Drone Dataset (SDD) The Stanford Drone dataset (SDD)\footnote{Dataset 3: Stanford Drone Dataset (SDD)} consists of 20 scenes captured using a drone in top-down view around the university campus containing several moving agents like humans and vehicles. The coordinates of multiple agents’ trajectories are provided in pixels. We use 0.4s as the time interval, and use the first 3.2 seconds (8 timestamps) to predict the following 4.8 seconds (12 timestamps). We use the standard test train split as used in previous works \cite{zhan2018nri, you2020NRI, zhan2019}. We set the decoding horizon \(T\) (12 timestamps). We use the leave-one-out approach, training on 4 sets and testing on the remaining set.

Dataset 4: ETH-UCY dataset ETH-UCY dataset\footnote{Dataset 4: ETH-UCY dataset} contains 5 subsets, ETH, HOTEL, UNIV, ZARA1 and ZARA2. They consist of pedestrian trajectories captured at 2.5Hz in multi-agent social scenarios. Following the experimental setting in \cite{zhan2018nri, you2020NRI}, we split the trajectories into segments of 8s, where we use 0.4s as the time interval, and use the first 3.2 seconds (8 timestamps) to predict the following 4.8 seconds (12 timestamps). We use the leave-one-out approach, training on 4 sets and testing on the remaining set.

6.1.2 Metrics
Following previous works \cite{zhan2018nri, zhan2019, you2020NRI}, we use \(\text{minADE}_K\) and \(\text{minFDE}_K\) as evaluation metrics. \(\text{minADE}_K\) is the minimum among \(K\) average distances of the \(K\) predicted trajectories to the ground-truths in terms of the whole trajectories; \(\text{minFDE}_K\) shows the minimum distance among \(K\) predicted endpoints to the ground-truth endpoints.

6.1.3 Implementation details
The models are implemented with PyTorch 1.8.0. All the MLPs used the ReLU activation function. For the 0th scale, we set the \(K(0)\) to \(N - 1\) to obtain a fully connected graph. The latent code dimension \(d_z\) is 20 and the dimension of the feature at a single scale \(d\) is 32. \(\alpha\) in affinity modeling is 0.2, and temperature \(\gamma\) in Gumbel softmax is 0.5. The category number \(L\) is set to 6 at 0th scale and 10 at other scales. The multiple-sampling times \(K_{ms}\) is set to 5. Each per-category function is implemented as a three-layer MLP with a hidden size of 128. In the dynamic embedding evolution, we apply a two-layer transformer with 8 heads. The future encoding module \(F_f\) is implemented with a 1-layer bidirectional LSTM with a hidden dimension of 32. The GRU used in the decoder has one layer with a hidden dimension of 128. The prediction refinement function is implemented as a two-layer MLP with the hidden dimension of 256 and 512. For NBA dataset, we set the decoding horizon \(T_D = \tau = 5\), scale to 2,5,11 players. For NFL dataset, we set decoding horizon \(T_D = \tau = 8\), the scale to 2,3,4,5,6,23 players. For the SDD dataset, we set the decoding horizon \(T_D = \tau = 4\), group scales to 2 and full of agent number in less than 100 pixels distance and. For the ETH dataset, we set decoding horizon \(T_D = \tau = 4\), the group scales to 2 and the full of agents number in less than 5 meters. To train the model, we apply Adam optimizer \footnote{Adam: https://github.com/nfl-football-ops/Big-Data-Bowl} with an initial learning rate \(10^{-4}\) and decay every 10 epochs for 150 epochs on one GTX-3090Ti GPU. For a stable training of refinement model, we set the weight \(\beta_1 = \beta_2 = 1.0, \beta_3 = 0\) in the first 80 epochs and \(\beta_1 = \beta_2 = \beta_3 = 1.0\) in the last 70 epochs in the loss function.

6.2 Validation on relational reasoning
6.2.1 Ability to capture dynamic group behaviors.
Here we consider six particles two of each are connected by a light bar first, forming three 2-groups. The light bar will rotate and translate by random angular velocity and translation velocity. At one future moment, the connection relationship will change. Two particles connected by different light bars will collide together and the two particles merge as one. Thus the two light bar will splice together connecting 4 particles to form a 4-group. The collision process follows the conservation of angular momentum principle, see particle states in Fig.\footnote{Fig. 9} for two examples. We predict the particle states at future 15 timestamps based on the observations of 10 timestamps. We visualize our learnt corresponding affinity matrix across time in Fig.\footnote{Fig. 9} The red line indicates the moment when two particles collide together. We see that i) at first, the affinity matrix mainly forms three 2-sub-matrices representing three 2-groups; and ii) when two particles collide together, affinity scores between red and blue particles increase and the affinity matrix turns to forming one 4 \(\times\) 4 sub-matrix and one 2 sub-matrix, representing one 4-group and a 2-group, indicating that we effectively capture the dynamic group behavior across time.

6.2.2 Ability to reason dynamic interaction category
Here we consider three particles forming one group with two possible interaction categories: connected and disconnected. At first, three particles are connected by a Y-shape light bar to have a rotation and translation movement. At the moment when the center of the three particles reaches cross the line \(x = 0\), the light bar disappears and particles move freely with their velocity at the disappearing moment. We predict the particle states at future 20 timestamps based on the observations of 10 timestamps. Fig.\footnote{Fig. 10} gives three examples.

We compare the neural interaction category in \footnote{The model performs on the test set with 55% confidence level.} with the ground-truth category at every timestamp to achieve dynamic interaction recognition and report the recognition accuracy. This category recognition is unsupervised because the model only accesses the trajectories of particles without any prior information about the three types of interaction. We compare our method with three baselines in NRI \footnote{NRI: https://github.com/nfl-football-ops/Big-Data-Bowl} and dNRI \footnote{dNRI: https://github.com/nfl-football-ops/Big-Data-Bowl} which consider only pair-wise interactions and an upper bound. To adapt them to group-wise actions, we use a majority vote for all pair-wise edges. The upper bound ‘Supervised’ represents using the ground-truth category to train the neural interaction category. TABLE\footnote{Table 1} reports the recognition accuracy on static (the interaction category keeps the same in all timestamps) and dynamic interaction recognition tasks, which are averaged over 5 independent runs. ‘-’ represents not applicable. We see that i) our method significantly outperforms four baselines, as we model the group interaction while NRI only considers
Fig. 9: Visualization of learnt dynamic group behavior. We visualize the changing of particle connecting states and corresponding learnt affinity matrix of future 15 timestamps. In figures of particles states, ball with the same color are linked by a light bar. At one moment, two particles will collide and merge as one. In figures of affinity matrix heatmaps, a darker color represents a higher affinity score and the red line represents the timestamp when two particles collide.

Fig. 10: Visualization of neural interaction category. Top: particle trajectories of predicted and ground-truth trajectories of three data samples. Three balls are connected by a Y-shape light bar at first and disconnected at one specific timestamp. Bottom: Heatmaps of our reasoned neural interaction category of 20 future timestamps. A darker color represents a higher probability of particles being linked and the red line represents the timestamp when particles are disconnected.

6.2.3 Ability to reason dynamic interaction strength.
We consider the movement of two charged particles that interact via Coulomb forces. One fixed center particle brings a random negative charge and another moving particle brings a fixed positive charge thus there exists an attractive force between the two particles. The positive particle has an initial velocity and will encounter air resistance proportional to its speed. When the center particle brings a high charge, the moving particle will be attracted to the center particle and when the center particle brings a low charge, the moving particle will escape since the attractive force is small. We predict the particle states of 15 future timestamps based on the observations of 25 timestamps. Fig. 11(a)(b)(c) shows examples of particle trajectories in the case of high charge,

|                  | Corr. (path) | Corr. (LSTM) | NRI     | dNRI    | Ours    | Supervised |
|------------------|--------------|--------------|---------|---------|---------|------------|
| Static           | 78.3±0.0    | 75.3±2.5    | 89.7±3.5| 86.4±2.8| 99.3±0.3| 99.5±0.2   |
| Dynamic          | –            | 72.1±2.4    | 77.2±2.3| 86.3±2.1| 93.5±0.7| 93.5±0.7   |

pair-wise interaction; and ii) our method achieves a close performance to the upper bound. We also visualize our learnt time-varying neural interaction category in Fig. 11. The red line represents the moment when the light bar disappears that bringing the interaction category change. We see that our method can quickly capture the change of the interaction category within one timestamp. Both the numerical results and the visualization results reflect that our method is capable of reasoning the interaction category in an unsupervised manner.

TABLE 1: Comparison of accuracy (mean ± std in %) of interaction category recognition.
medium charge and low charge. A stronger attraction the moving particle receives leads to a higher interaction strength. During the prediction, we aim to validate whether the dynamic neural interaction strength in (2) can reflect the time-varying attraction force and the amount of charge without any direct supervision.

Fig. 11(a)(b)(c) shows the relations between timestamps ($x$-axis) and the learnt dynamic interaction strength ($y$-axis) in three cases: high, medium and low. We also show the relations between the sum of learnt dynamic interaction strength of data samples ($x$-axis) and their corresponding charge on the fixed particle ($y$-axis) in Fig. 11(d), using 1000 data samples. We see that i) in the cases of high and medium charge, the moving particle is attracted by the center particle. The distance between two particles is decreasing and thus the moving particle receives higher and higher Coulomb attraction forces, leading to an increasing interaction strength. In these two cases, our learnt neural interaction strength also increases over time; ii) in the case of low charge, the moving particle escapes. The distance between two particles is increasing and thus the moving particle receives lower and lower Coulomb attraction forces, leading to a decreasing interaction strength. In this case, our learnt neural interaction strength also decreases over time; and iii) the sum of learnt neural interaction strengths has a proportional relationship with the amount of charge. All the three results reflect our model is capable of capturing the dynamic interaction strength across time in an unsupervised manner.

### 6.3 Validation on trajectory prediction

#### NBA dataset.

We predict the future 20 timestamps (4.0s) based on the historical 10 timestamps (2.0s). TABLE 2 shows the comparison with nine state-of-the-art methods of ADE/FDE metrics at different times. The state-of-the-art method are based on recurrent networks [16], attention mechanism [17], [19], [23], [29] and graph-based mechanism [30], [31], [34], [49]. Moreover, to investigate the effect of the dynamic multiscale hypergraph, we also report the result that uses a static multiscale hypergraph DynGroupNet (static) by setting the decoding length to the length of future trajectories $T_D = T_t = 20$. We see that i) DynGroupNet with our proposed framework achieves a significant improvement over the state-of-the-art methods: the ADE/FDE at 4.0s is reduced by 22.6%/28.0% compared to the best baseline method (Trajectron++). The improvement over previous methods increases with timestamps since the proposed dynamic multiscale hypergraph is capable to capture the group belongingness and interaction change across time, which is common in basketball games with rapid tactical changes.

#### NFL Football dataset.

We predict the future 16 timestamps (3.2s) based on the historical 8 timestamps (1.6s). TABLE 3 shows the comparison with ten state-of-the-art methods of ADE/FDE metrics at different times. We also report the result that uses a static multiscale hypergraph DynGroupNet (static) by setting the decoding length to the length of future trajectories $T_D = T_t = 12$. We see that i) DynGroupNet with our proposed framework achieves a significant improvement over the state-of-the-art methods:
the ADE/FDE at 3.2s is reduced by 26.9%/34.9% compared to the best baseline method (NMMP); and ii) the performance gains when applying a dynamic multiscale hypergraph comparing to a static multiscale hypergraph, proving the effectiveness of our dynamic multiscale hypergraph.

**SDD dataset.** We predict the future 12 timestamps (4.8s) based on the historical 8 timestamps (3.2s). TABLE 4 compares the proposed method with eleven state-of-the-art methods. We also report the result that uses a static multiscale hypergraph DynGroupNet (static) by setting the decoding length to the length of future trajectories $T_D = T_f = 12$. We see that i) our DynGroupNet achieves state-of-the-art performance and reduces the ADE/FDE by 5.1%/13.0% comparing to the previous best method (LB-EBM); and ii) using a dynamic multiscale hypergraph achieves a better performance comparing to static multiscale hypergraph, proving the effectiveness of our dynamic multiscale hypergraph.

**ETH-UCY dataset.** We predict the future 12 timestamps (4.8s) based on the historical 8 timestamps (3.2s). TABLE 5 compares the proposed method with fifteen state-of-the-art methods and the ‘AVG’ means the averaged result over 5 subsets. We also report the result that uses a static multiscale hypergraph DynGroupNet (static) by setting the decoding length to the length of future trajectories $T_D = T_f = 12$. We see that i) DynGroupNet outperforms most of the previous methods and achieves comparable average ADE/FDE performance with the state-of-the-art method (LB-EBM) and achieves the best FDE performance; ii) in every subset, our method achieves the best or close to the best performance in ADE/FDE; iii) DynGroupNet significantly outperforms all the existing methods that consider group interactions including Group-LSTM, Grouptron, and GA-STT; and iv) using a dynamic multiscale hypergraph achieves a better performance comparing to a static multiscale hypergraph on most of subsets, proving the effectiveness of our dynamic multiscale hypergraph.

| TABLE 5: minADE$_{20}$/minFDE$_{20}$ (meters) of trajectory prediction (ETH-UCY dataset). * denotes that the previous best model on this dataset and the **bold** font represents the best result. Our DynGroupNet achieves a 5.1%/13.0% ADE/FDE improvement compared to LB-EBM. |
|---|
| Subset | LSTM | SCOPH | TrajChon+ | NMMP | EvolvedGraph | CF-VAE | MC-LAN | AgeNet | PECNet | LB-EBM | (static) | DynGroupNet |
| **TIME** | **1.0s** | **2.0s** | **3.0s** | **4.0s** | **5.0s** | **6.0s** | **7.0s** | **8.0s** | **9.0s** | **10.0s** | **11.0s** | **12.0s** |
| ETH-UCY | | | | | | | | | | | | |
| HBO | 0.20/0.33 | 0.21/0.34 | 0.23/0.36 | 0.27/0.38 | 0.29/0.40 | 0.31/0.42 | 0.32/0.43 | 0.33/0.44 | 0.34/0.45 | 0.35/0.46 | 0.36/0.48 | 0.37/0.50 |
| UNIV | 0.17/0.29 | 0.18/0.30 | 0.20/0.31 | 0.23/0.34 | 0.25/0.36 | 0.27/0.38 | 0.28/0.40 | 0.29/0.41 | 0.30/0.42 | 0.31/0.43 | 0.32/0.45 | 0.33/0.47 |
| ZARA | 0.22/0.35 | 0.23/0.36 | 0.25/0.37 | 0.27/0.39 | 0.29/0.41 | 0.31/0.43 | 0.32/0.44 | 0.33/0.45 | 0.34/0.46 | 0.35/0.47 | 0.36/0.49 | 0.37/0.51 |
| AVG | 0.19/0.32 | 0.20/0.33 | 0.22/0.35 | 0.24/0.36 | 0.26/0.38 | 0.28/0.40 | 0.29/0.42 | 0.30/0.43 | 0.31/0.45 | 0.32/0.47 | 0.33/0.49 | 0.34/0.51 |

6.4 Ablation studies

**6.4.1 Ablation on scales**

TABLE 6 and TABLE 7 present the effect of multiple scales in the DynGroupNet on the NBA dataset and the NFL Football dataset. Here the scale means the number of agents in the groups. We report minADE$_{20}$/minFDE$_{20}$ (meters).

| TABLE 6: Ablation studies of different group scales on the NBA dataset. The scale means number of agents in the groups. We report minADE$_{20}$/minFDE$_{20}$ (meters). |
|---|
| Scale | Prediction time |
| **TIME** | 1.0s | 2.0s | 3.0s | 4.0s |
| 1 | 0.23/0.34 | 0.48/0.77 | 0.76/1.14 | 1.02/1.42 |
| 2 | 0.20/0.29 | 0.44/0.66 | 0.68/0.97 | 0.93/1.22 |
| 3 | 0.25/0.28 | 0.42/0.63 | 0.65/0.93 | 0.89/1.15 |
| 4,5 | 0.19/0.28 | 0.40/0.61 | 0.65/0.90 | 0.89/1.13 |
| 5,11 | 0.24/0.28 | 0.42/0.62 | 0.65/0.90 | 0.90/1.13 |

**6.4.2 Ablation on evolving gap & decoding length**

TABLE 8 presents the effect of different evolving gap and decoding length $T_D$. We predict the future $12$ timestamps on the NBA dataset. The scale means number of agents in the groups. We report minADE$_{20}$/minFDE$_{20}$ (meters).
We perform extensive ablation studies on the NBA dataset and the NFL Football dataset. We see that i) using a dynamic multiscale hypergraph is capable to handle the time-varying interaction among agents; ii) too frequent evolving in a dynamic multiscale hypergraph led by a small evolving gap is unnecessary since interactions among agents rarely change very frequently across time; and iii) a moderate encoding gap/decoding length leads to the superior performance.

#### 6.4.3 Ablation on dynamic embedding evolvement

Fig. 12 presents the effect of dynamic embedding evolvement in the DynGroupNet on both the NBA and the NFL Football datasets. Shadow/solid bars represent without/with dynamic embedding evolvement. We see that with the proposed dynamic embedding evolvement, the performance has a significant improvement because previous agents and their interaction embeddings will impact their current movement, which is modeled by the dynamic embedding evolvement.

#### 6.4.4 Ablation on DynGroupNet modules

We perform extensive ablation studies on the NBA dataset to investigate the contribution of the key technical component DynGroupNet; see TABLE 8. We apply four other feature extraction modules. The ‘MLP’ means that we use a multi-layer perceptron. The ‘ATT’ and ‘NMMP’ means that using the non-local attention mechanism in [77] and using the graph neural message passing in [30], which models the pair-wise interactions between two agents. The ‘EdgeAgg’ means using an element-wise sum as the aggregation operation to combine neighboring features in [49]. We see that the proposed DynGroupNet leads to superior performance compared to the multi-layer perceptron, the attention mechanism, the graph-based mechanism and the edge aggregation mechanism.

### TABLE 8: Ablation studies of different evolving gap $\tau$ & decoding length $T_D$ on the NBA dataset. We report minADE$_{20}$/minFDE$_{20}$ (meters).

| $\tau$ & $T_D$ | Prediction time | NBA | NFL Football |
|----------|----------------|-----|-------------|
| 1        | 0.20/0.28 | 0.42/0.63 | 0.66/0.93 | 0.90/1.19 |
| 2        | 0.20/0.28 | 0.42/0.62 | 0.66/0.93 | 0.90/1.16 |
| 4        | 0.21/0.28 | 0.42/0.62 | 0.65/0.91 | 0.89/1.14 |
| 5        | **0.19/0.28** | 0.40/0.61 | 0.65/0.90 | **0.89/1.13** |
| 10       | 0.21/0.30 | 0.43/0.66 | 0.68/0.96 | 0.92/1.20 |
| 20       | 0.23/0.33 | 0.47/0.71 | 0.71/1.03 | 0.95/1.31 |

### TABLE 9: Ablation studies of different feature extraction modules on the NBA dataset. We report minADE$_{20}$/minFDE$_{20}$ (meters). Our method achieves the best performance.

| Module     | 1.0s | 2.0s | 3.0s | 4.0s |
|------------|------|------|------|------|
| MLP        | 0.23/0.34 | 0.48/0.77 | 0.76/1.14 | 1.02/1.42 |
| SocialPool | 0.22/0.32 | 0.46/0.71 | 0.71/1.04 | 0.96/1.31 |
| NMMP       | 0.24/0.35 | 0.49/0.73 | 0.75/1.05 | 1.00/1.30 |
| EdgeAgg    | 0.22/0.32 | 0.46/0.69 | 0.72/1.02 | 0.97/1.27 |
| DynGroupNet| **0.19/0.28** | **0.40/0.61** | **0.65/0.90** | **0.89/1.13** |

### TABLE 10: Ablation study of GMM & Multi-sampling (MS) & Prediction refinement (PR) in prediction system on the NBA and the NFL Football dataset. We report minADE$_{20}$/minFDE$_{20}$ (meters). All designs are beneficial.

| GMM MS PR | NBA | NFL Football |
|-----------|-----|-------------|
|           | 2.0s | 4.0s | 20 |
| ✓ ✓ ✓ ✓   | 0.62/0.95 | 1.13/1.69 | 0.73/1.39 | 2.15 |
| ✓ ✓       | 0.43/0.67 | 0.93/1.27 | 0.69/1.13 | 1.71 |
| ✓ ✓ ✓     | 0.42/0.63 | 0.90/1.16 | 0.64/1.10 | 1.66 |
| ✓ ✓ ✓ ✓   | **0.40/0.61** | **0.89/1.13** | **0.56/0.94** | **0.95/1.49** |

### 6.5 Visualizations

#### Visualization on prediction results.

Fig. 13 compares the predicted trajectories of two baselines NMMP, Trajectron++, our DynGroupNet (Ours) and ground-truth (GT) trajectories on both NBA dataset (row 1-2) and NFL Football dataset (row 3-4). We visualize the best-of-20 predicted trajectories evaluated by FDE. We see that i) our method produces more precise predictions than previous state-of-the art method NMMP, Trajectron++ on both two datasets; and ii) for the scenes of fierce confrontation between two teams (the second and fourth row), our method has a larger improvement. This is because our method captures more comprehensive interactions among players across time in complicated scenes.

#### Visualization on group behaviors.

Fig. 14 presents the visualization of group behavior varying across time. Here we visualize a group containing 5 agents including the ball when the ball is passed away, the group changes to contain 4 agents including the ball. We see that i) at first, the ball is carried by a red player and the group contains two red players who want to receive the ball and three blue players who want to stop this ball-passing. This reflects that
our method is capable to capture reasonable dynamic group behaviors.

7 Conclusion

In this paper, we propose DynGroupNet, which promotes a more comprehensive interaction modeling from three aspects: i) designing a multiscale hypergraph to capture both pair-wise and group-wise interactions; ii) evolving the multiscale hypergraph to a dynamic multiscale hypergraph to capture dynamic interactions; and iii) designing a three-element representation format of interaction embedding, including neural interaction strength, category and per-category function. We introduce a prediction system cooperated with DynGroupNet as the core to predict dynamically-feasible future trajectories. In the prediction system, we design a GMM model, a multiple sampling training strategy, and a prediction refinement. We conduct extensive experiments on synthetic physics simulations and real-world datasets. Experiments reveal the ability of relational reasoning and the effectiveness of DynGroupNet and the prediction system.
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APPENDIX A

GENERATION DETAILS OF SIMULATION DATASETS

A.1 Ability to capture dynamic group behaviors
In this simulation, we have 6 particles with a same mass in an x-y plane. Initially, 6 particles are divided into three groups. Each group contains two particles connected by a light bar. The length of the light bar is in the range [0.3, 0.6]. The light bar will rotate with a random angular velocity ranging in [π/15, π/4] and translate with a random translational velocity ranging in [0.05, 0.2]. At one moment, two particles of different light bars will collide. After collision, the two particles merge as one and thus two light bars will also merge as a “L” shape. The merged “L” shape bar will have a new angular velocity and a new translational velocity following the conservation of angular momentum principle. We predict the particle states at the future 15 timestamps based on the observation of 10 timestamps and generated 5k, 2k samples for training and testing.

A.2 Ability to reason dynamic interaction category
In this simulation, we have 3 particles with the same mass in an x-y plane. Initially, 3 particles are connected by a “Y-shape” light bar. The light bar will rotate with a random angular velocity ranging in [π/10, π/5] and translate with a random translational velocity ranging in [−0.1, 0.2] in the x-direction and [0, 0.2] in the y-direction. The length of the light bar (from center to particle) is ranging in [0.5, 1], and the initial center of the light bar is ranging in [2, 4] on the x-axis and [0, 3] on the y-axis. We predict the particle states at the future 20 timestamps based on the observation of 10 timestamps and generated 5k and 2k samples for training and testing.

A.3 Ability to reason dynamic interaction strength
In this simulation, we have two charged particles with the same mass in an x-y plane. The charged particles interact under Coulomb force: \( F = C \cdot \frac{\text{sign}(q_1 \cdot q_2)}{|r_1 - r_2|} \), where \( C \) is a constant and \( q_1, q_2 \) is the charged quantity \( r_1, r_2 \) is the position. One particle is fixed at the origin point, carrying a random initialized positively charged quantity ranging in \([3, 16]\). Another particle starts from the position \((0, 3)\) with a fixed negative charged quantity of 1. The moving particle has an initial velocity of \((-1.5, -1)\) in \((x, y)\) direction. The constant \( C \) is set to be 0.4. When the particle moves, it will encounter an air resistance which is proportional to its speed and the scale factor is 0.2. We predict the particle states at the future 25 timestamps based on the observation of 15 timestamps and generated 5k and 2k samples for training and testing.