Axial and Vector Structure Functions for Electron- and Neutrino-Nucleon Scattering Cross Sections at all $Q^2$ using Effective Leading order Parton Distribution Functions
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We construct a model for inelastic neutrino- and electron-nucleon scattering cross sections using effective leading order parton distribution functions with a new scaling variable $\xi_w$. Non-perturbative effects are well described using the $\xi_w$ scaling variable, in combination with multiplicative $K$ factors at low $Q^2$. Our model describes all inelastic charged lepton-nucleon scattering (including resonance) data (HERA/NMC/BCDMS/SLAC/JLab) ranging from very high $Q^2$ to very low $Q^2$ and down to the photo-production region. The model describes existing inelastic neutrino-nucleon scattering measurements, and has been developed to be used in analysis of neutrino oscillation experiments in the few GeV region.

1. Introduction

The field of neutrino oscillation physics has progressed from the discovery of neutrino oscillation [1] to an era of precision measurements of mass splitting and mixing angles. The cross sections for neutrino interactions in the few GeV region are not well known. This results in large systematic uncertainties in the extraction of mass splitting and mixing parameters in neutrino oscillations experiments such as MINOS[2], NO\nuA[3], K2K[4], SuperK[5], T2K[5], and MiniBooNE[7]. A reliable model of neutrino inelastic cross sections at low energies is essential for precise neutrino oscillations experiments.

The renewed interest in neutrino interactions at low energies has resulted in the construction of several near detectors (e.g. MINOS[2], T2K[5]) to measure low energy cross sections and fluxes. In addition, there are new experiments (e.g. SciBooNE[8], and MINERVE[9]) which are specifically designed to measure neutrino cross sections at low energies.

In this communication, we report on a duality based model of neutrino interactions. Earlier versions of the model[10,11] have been incorporated into several Monte Carlo generators of neutrino interactions including NEUT[12], GENIE[13], NEUGEN[14] and NUANCE[15].

In the few GeV region, the three types of neutrino interaction processes include quasi-elastic reactions, resonance production, and deep inelastic scattering. It is quite challenging to disentangle each of those contributions separately, and in particular the contribution of resonance production and inelastic scattering continuum. At low $Q^2$ there are large non-perturbative contributions to the inelastic cross section. These include kinematic target mass corrections, dynamic higher twist effects, and higher order Quantum Chromodynamic (QCD) terms.

In our previous studies [16,17,18], non-perturbative effects were investigated within Leading Order (LO), Next-to-Leading Order (NLO) and Next-to-Next Leading Order (NNLO) QCD using charged lepton-nucleon scattering experimental data [19,20,21]. We found that in NLO QCD, most of the empirical higher-twist terms needed to obtain good agreement with the low energy data for $Q^2 > 1$ (GeV/c)$^2$ originate primarily from target mass effects and the missing NNLO terms (i.e. not from interactions with spectator quarks). If such is the case, then
these terms should be the same in charged leptons (e, µ) and neutrino (νµ) scattering. Therefore, low energy νµ data can be described by effective Parton Distribution Functions (PDFs) which are fit to high Q^2 charged lepton-nucleon scattering data, but modified to include target mass and higher-twist corrections that are extracted from low energy e/µ scattering data. For Q^2 < 1 (GeV/c)^2 additional corrections for non-perturbative effects from spectator quarks are required. These corrections can be parametrized as multiplicative K factors. For the vector part of the charged current interaction the K factor terms should be the same in νµ and e/µ scattering.

Therefore, a model that describes electron and muon scattering can also be used to model neutrino scattering. At high Q^2 the vector and axial structure functions are expected to be the same. The only terms which are not constrained by muon and electron scattering are terms which describe the difference between axial and vector structure functions and form factors at low values of Q^2.

2. Electron-nucleon and muon-nucleon scattering

In this section we define the kinematic variables for the case of charged lepton scattering from neutrons and protons. The differential cross section for scattering of an unpolarized charged lepton with an incident energy E_0, final energy E' and scattering angle θ can be written in terms of the structure functions F_1 and F_2 as:

\[ \frac{d^2σ}{dΩdE'}(E_0, E', θ) = \frac{4α^2E'^2}{Q^4} \cos^2(θ/2) \times [F_2(x, Q^2)/ν + 2\tan^2(θ/2)F_1(x, Q^2)/M] \]

where α is the fine structure constant, M is the nucleon mass, ν = E_0 - E' is energy of the virtual photon which mediates the interaction, Q^2 = 4E_0E'sin^2(θ/2) is the invariant four-momentum transfer squared, and x = Q^2/2Mν is a measure of the longitudinal momentum carried by the struck partons.

Alternatively, one could view this scattering process as virtual photon absorption. Unlike the real photon, the virtual photon can have two modes of polarization. In terms of the cross section for the absorption of transverse (σ_T) and longitudinal (σ_L) virtual photons, the differential cross section can be written as,

\[ \frac{d^2σ}{dΩdE'} = Γ[σ_T(x, Q^2) + ϵσ_L(x, Q^2)] \] (1)

where,

\[ Γ = \frac{αKE'}{4π^2Q^2E_0}\left(\frac{2}{1 - ϵ}\right) \] (2)

\[ ϵ = \left[1 + 2(1 + \frac{Q^2}{4M^2x^2}\tan^2\frac{θ}{2})\right]^{-1} \] (3)

\[ K = \frac{2Mν - Q^2}{2M}. \] (4)

The quantities Γ and ϵ represent the flux and the degree of longitudinal polarization of the virtual photons respectively. The quantity R is defined as the ratio σ_L/σ_T, and is related to the structure functions by,

\[ R(x, Q^2) = \frac{σ_L}{σ_T} = \frac{F_2}{2xF_1}(1 + \frac{4M^2x^2}{Q^2}) - 1 = \frac{F_L}{2xF_1} \] (5)

where F_L is called the longitudinal structure function. The structure functions are expressed in terms of σ_L and σ_T as follows:

\[ F_1 = \frac{MK}{4π^2α}σ_T, \] (6)

\[ F_2 = \frac{νK(σ_L + σ_T)}{4π^2α(1 + \frac{Q^2}{4M^2x^2})} \] (7)

\[ F_L(x, Q^2) = F_2\left(1 + \frac{4M^2x^2}{Q^2}\right) - 2xF_1 \] (8)

or,

\[ 2xF_1 = F_2\left(1 + \frac{4M^2x^2}{Q^2}\right) - F_L(x, Q^2). \] (9)

Standard PDFs are extracted from global fits to various sets of deep inelastic (DIS) scattering data at high energies and high Q^2, where non-perturbative QCD effects are negligible. PDF fits are performed within the framework of QCD in
either LO, NLO or NNLO. Here, using a new scaling variable ($\xi_w$) we construct effective LO PDFs that account for the contributions from target mass corrections, non-perturbative QCD effects, and higher order QCD terms.

3. The basic model: First iteration with GRV98 PDFs.

Our proposed scaling variable, $\xi_w$ is derived as follows. Using energy momentum conservation, the fractional momentum, $\xi$ carried by a quark in a proton target of mass $M$ is

$$\xi = \frac{2xQ^2}{Q^2(1 + \sqrt{1 + 4M^2x^2/Q^2})},$$

(10)

where

$$2Q^2 = [Q^2 + M_f^2 - M_i^2] + \sqrt{(Q^2 + M_f^2 - M_i^2)^2 + 4Q^2(M_i^2 + P_T^2)}$$

Here $M_i$ is the initial quark mass with average initial transverse momentum $P_T$, and $M_f$ is the mass of the final state quark. This expression for $\xi$ was previously derived [22] for the case of $P_T = 0$.

Assuming $M_i = 0$ we construct following scaling variable

$$\xi_w = \frac{2xQ^2 + M_f^2 + B}{Q^2[1 + \sqrt{1 + 4M^2x^2/Q^2}] + 2Ax},$$

(11)
other alternative

$$\xi_w = \frac{(Q^2 + M_f^2 + B)}{M\nu[1 + \sqrt{1 + Q^2/\nu^2}] + A},$$

(12)

where in general $M_f = 0$, except for the case of charm-production in neutrino scattering for which $M_f = 1.32$ (GeV/$c$)$^2$. The parameter $A$ is used to account (on average) for the higher order QCD terms and dynamic higher twist in the form of an enhanced target mass term (the effects of the proton target mass is already taken into account in the denominator of $\xi_w$). The parameter $B$ is used to account (on average) for the initial state quark transverse momentum, and also for the effective mass of the final state quark originating from multi-glueon emission. A non-zero $B$ also allows us to describe data in the photoproduction limit (all the way down to $Q^2 = 0$).

In leading order QCD (e.g. GRV98 PDFs), $F_{2,\mu}$ for the scattering of electrons and muons on proton (or neutron) targets is given by the sum of quark and anti-quark distributions (each weighted the square of the quark charges):

$$F_{2,\mu}(x, Q^2) = \Sigma_i e_i^2 \left[ q_i(x, Q^2) + \bar{q}_i(x, Q^2) \right].$$

(13)

Our proposed effective LO PDFs model includes the following:

1. The GRV98 LO Parton Distribution Functions (PDFs) [23] are used to describe $F_{2,\mu}(x, Q^2)$. The minimum $Q^2$ value for these PDFs is 0.8 (GeV/$c$)$^2$.

2. The scaling variable $x$ is replaced with the scaling variable $\xi_w$ as defined in Eq. 11. Here,

$$\xi_w = \frac{2xQ^2 + M_f^2 + B}{Q^2[1 + \sqrt{1 + 4M^2x^2/Q^2}] + 2Ax},$$

(11)
other alternative

$$\xi_w = \frac{(Q^2 + M_f^2 + B)}{M\nu[1 + \sqrt{1 + Q^2/\nu^2}] + A},$$

(12)

where in general $M_f = 0$, except for the case of charm-production in neutrino scattering for which $M_f = 1.32$ (GeV/$c$)$^2$. The parameter $A$ is used to account (on average) for the higher order QCD terms and dynamic higher twist in the form of an enhanced target mass term (the effects of the proton target mass is already taken into account in the denominator of $\xi_w$). The parameter $B$ is used to account (on average) for the initial state quark transverse momentum, and also for the effective mass of the final state quark originating from multi-glueon emission. A non-zero $B$ also allows us to describe data in the photoproduction limit (all the way down to $Q^2 = 0$).

3. As done in earlier non-QCD based fits [24, 26, 27] to low energy charged lepton scattering data, we multiply all PDFs by vector $K$ factors such that they have the correct form in the low $Q^2$ photo-production limit. Here we use different forms for the sea and valence quarks. separately;

$$K_{sea}^{vector}(Q^2) = \frac{Q^2}{Q^2 + C_s},$$

$$K_{valence}^{vector}(Q^2) = \frac{1 - G_D(Q^2)}{[1 - G_D(Q^2)]} \times \frac{Q^2 + C_{v2}}{Q^2 + C_{v1}}$$

(15)

where $G_D = 1/(1 + Q^2/0.71)^2$ is the proton elastic form factor. This form for the $K$ factor for valence quarks is motivated by the closure arguments [28] and the Adler [29, 30] sum rule. At low $Q^2$, $[1 - G_D^2(Q^2)]$ is approximately $Q^2/(Q^2 + 0.178)$, which is close to our earlier fit result [10].
These modifications are included in order to describe low $Q^2$ data in the photoproduction limit ($Q^2 = 0$), where $\mathcal{F}_2^{e/\mu}(x, Q^2)$ is related to the photoproduction cross section according to

$$\sigma(gp) = \frac{4\pi^2\alpha}{Q^2} \mathcal{F}_2^{e/\mu}(x, Q^2) = 0.112 \text{ mb} \mathcal{F}_2^{e/\mu}(x, Q^2) \quad (16)$$

4. We freeze the evolution of the GRV98 PDFs at a value of $Q^2 = 0.80$ (GeV/c)$^2$. Below this $Q^2$, $\mathcal{F}_2$ is given by:

$$\mathcal{F}_2^{e/\mu}(x, Q^2 < 0.8) = K^{\text{valence}}(Q^2) \mathcal{F}_{2,\text{LO}} \xi \left(\xi, Q^2 = 0.8\right) + K^{\text{sea}}(Q^2) \mathcal{F}_{2,\text{LO}} \xi \left(\xi, Q^2 = 0.8\right) \quad (17)$$

5. Finally, we fit for the parameters of the modified effective GRV98 LO PDFs (e.g. $\xi_w$) to inelastic charged lepton scattering data on hydrogen and deuterium targets (SLAC [19]/BCDMS [20]/NMC [21]/H1 [31]). In this first iteration, only data with an invariant final state mass $W > 2$ GeV/c$^2$ are included, where $W^2 = M^2 + 2M\nu - Q^2$.

We obtain an excellent fit with the following initial parameters: $A=0.419$, $B=0.223$, and $C_{v1} = 0.544$, $C_{v2} = 0.431$, and $C_{sea} = 0.380$, with $\chi^2/\text{DOF} = 1235/1200$. Because of these additional $K$ factors, we find that the GRV98 PDFs need to be scaled up by a normalization factor $N=\frac{\alpha}{1.011}$. Here the parameters are in units of (GeV/c)$^2$. These parameters are summarised in Table 1.

| $A$ | $B$ | $C_{v1}$ | $C_{v2}$ | $\chi^2/\text{DOF}$ |
|-----|-----|----------|----------|---------------------|
| 0.419 | 0.223 | 0.544 | 0.31 | 1235/1200 |
| $C_{sea}$ | $N$ | $\mathcal{F}_{\text{valence}}$ | &nbsp; | &nbsp; |
| 0.380 | 1.011 | $[1 - G_{2D}^2(Q^2)]$ | &nbsp; | &nbsp; |

Table 1

First Iteration with GRV98 PDFs: Vector Parameters. Only inelastic electron and muon scattering on hydrogen and deuterium (in the continuum region $W > 2$ GeV/c$^2$) are used in the fit. Here the parameters are in units of (GeV/c)$^2$.

In fitting for the effective LO PDFs, the structure functions data are corrected for the relative normalizations between the SLAC, BCDMS, NMC and H1 data (which are allowed to float within the quoted normalization errors). A systematic error shift is applied to the BCDMS data to account for the uncertainty in their magnetic field, as described in the BCDMS publication [20]. All deuterium data are corrected with a small correction for nuclear binding effects [16,17,18] as described in section 12. We also include a separate additional charm production contribution using the photon-gluon fusion model in order to fit the very high energy HERA data. This contribution is not necessary for any of the low energy comparisons, but is necessary to describe the very high energy low $Q^2$ HERA $F_2$ and photoproduction data. The charm contribution must be added separately because the GRV98 PDFs do not include a charm sea. Alternatively, one may use a charm sea parametrization from another PDF.

The first iteration fit successfully describes all inelastic electron and muon scattering data in the continuum region including the very high and very low $Q^2$ regions. We find that although photo-production data were not included in our first iteration fit, the predictions of our model for the photo-production cross sections on protons and deuterons ($Q^2 = 0$ limit) are also in good agreement with photoproduction measurements [32].

Furthermore, although no resonance data were included in the first iteration fit, the fit also provides a reasonable description of the average value...
of $F_2$ for SLAC and Jefferson data in the resonance region $[33]$ (down to $Q^2 = 0.07$ (GeV/c)^2).

4. Second iteration with GRV98: Including photo-production data, resonances, and additional parameters

We now describe the second iteration of the fit $[31]$. Theoretically, the $K_i$ factors in Eq. $[15]$ are not required to be the same for the $u$ and $d$ valence quarks or for the $u$, $d$, $s$, sea quarks and antiquarks. In order to allow flexibility in our effective LO model, we treat the $K_i$ factors for $u$ and $d$ valence and for sea quarks and antiquarks separately.

In this second iteration, in order to get additional constraints on the different $K_i$ factors for up and down quarks separately, we include photo-production data in the continuum region ($W > 2$ (GeV/c)^2) for both hydrogen and deuterium. We also include electron scattering data in the resonance region (on hydrogen and deuterium) in the fit. In order to extract neutron cross section from photoproduction cross sections on deuterium, we apply a small shadowing correction as shown in figure $[1]$. The small nuclear binding corrections for the inelastic lepton scattering data on deuterium is described in section $[13]$.

\[
K_{LW} = \frac{\nu^2 + C_{L-Ehad}}{\nu^2},
\]

\[
K_{sea-strange}(Q^2) = \frac{Q^2}{Q^2 + C_{sea-strange}}
\]

\[
K_{sea-up}(Q^2) = \frac{Q^2}{Q^2 + C_{sea-up}}
\]

\[
K_{sea-down}(Q^2) = \frac{Q^2}{Q^2 + C_{sea-down}}
\]

\[
K_{valence-up}(Q^2) = K_{LW} [1 - G_{D}(Q^2)]
\]

\[
\times \left( \frac{Q^2 + C_{v2u}}{Q^2 + C_{v1u}} \right)
\]

\[
K_{valence-down}(Q^2) = K_{LW} [1 - G_{D}(Q^2)]
\]

\[
\times \left( \frac{Q^2 + C_{v2d}}{Q^2 + C_{v1d}} \right)
\]

The best fit is given by $A = 0.621 \pm 0.009$, $B = 0.380 \pm 0.004$, $C_{v1d} = 0.341 \pm 0.007$, $C_{v2d} = 0.417 \pm 0.024$, $C_{v2u} = 0.323 \pm 0.051$, $C_{v1u} = 0.264 \pm 0.015$, and $C_{L-Ehad} = 0.217 \pm 0.015$. The sea factors are $C_{sea-down} = 0.621$, $C_{sea-up} = 0.363$, and $C_{sea-strange}$ was set to be the same as $C_{vector}$. Here, the parameters are in units of (GeV/c)^2. The fit $\chi^2/DOF = 2357/1717$, and $N = 1.026 \pm 0.003$. The resonance data add to the $\chi^2/ndf$ because the fit only provides a smooth average over the resonances. No neutrino data are included in the fit. These parameters are summarized in Table $[2]$.

![Figure 1](image.png)

Figure 1. The ratio of photoproduction cross sections on deuterium to the sum of the photoproduction cross sections on unbound protons and neutrons. This shadowing correction is used to extract the photoproduction cross section on free neutrons and protons.

The normalization of the various experiments were allowed to float within their errors with the normalization of the SLAC proton data set to 1.0. The fit yields normalization factors of $0.986 \pm 0.002$, $0.979 \pm 0.003$, $0.998 \pm 0.003$, $1.008 \pm 0.003$, $1.001 \pm 0.004$, and $0.987 \pm 0.005$ for the SLAC deuterium data, BCDMS proton data, BCDMS deuterium data, NMC proton data, NMC deuterium data, and H1 proton data, respectively. With these normalization, the GRV PDFs with our modifications should be multiplied by $N = 1.026 \pm 0.003$. 

Table 2

Second iteration with GRV98 PDFs: Vector Parameters. Here, we now include electron scattering data in the resonance region and photoproduction data on hydrogen and deuterium. The resonance data adds to the χ²/ndf because the fit provides a smooth average over the resonances. No neutrino data are included in the fit. When applicable, all parameters are in units of (GeV/c)².

| A       | B       | Cᵥ2d  | Cᵥ2u  |
|---------|---------|-------|-------|
| 0.621   | 0.380   | 0.323 | 0.264 |
| Cᵥdown  | Cᵥup    | Cᵥ1d  | Cᵥ1u  |
| 0.561   | 0.369   | 0.341 | 0.417 |
| Cᵥstrange | CᵥL–Ehad | KᵥL–d | KᵥL–u |
| 0.561   | 0.218   | 1.65  | 0.55  |
| χ²/ndf  | Fvalence | 1 − Gᵥ2(Q²) | N   |
| 2357/1717 | 0.140   | 0.275 | 1.026 |

Table 2

Note that we apply also a small d/u correction to the GRV98 PDFs as described in section 14. This correction increases the d quark distribution at large x and is extracted from NMC data for Fᵥ²/Fp².

As seen in the plots, our fit describes all of the data, including photoproduction data in the continuum region. In the resonance region, the fit works well, except near Q² = 0. In order to better describe the resonance region near Q² = 0 we include the low W KᵥL–factor, where KᵥL = (√3 ν² + CᵥL–Ehad) / (ν²).

For neutrino scattering we must treat the I = 3/2 Δ(1232) resonance as a special case for all values of Q². This is because the neutrino-proton charged current scattering amplitude for the production of the Δ(1232) I = 3/2 resonance is √3 times the amplitude in neutrino-neutron scattering. Similarly, the antineutrino-neutron charged current scattering amplitude for production of the Δ(1232) I = 3/2 resonance is √3 times the amplitude for the production in neutrino-proton scattering. This relationship holds for both the vector and axial amplitudes.

Therefore, for the case of charged current neutrino and antineutrino scattering the KᵥL factor...
tors for the valence u and d quark distributions are modified as follows:

\[ K_{\nu d}^{LW} = \frac{\nu^2 + C_L - E_{had}}{\nu^2} (W > 1.4 \text{ GeV}/c^2) \]
\[ K_{\nu u}^{LW} = \frac{\nu^2 + C_L - E_{had}}{\nu^2} (W > 1.4 \text{ GeV}/c^2) \]
\[ K_{\nu d}^{LW} = K_{\nu-d}^{\Delta 1232} = 1.65 (W < 1.4 \text{ GeV}/c^2) \]
\[ K_{\nu u}^{LW} = K_{\nu-u}^{\Delta 1232} = 0.55 (W < 1.4 \text{ GeV}/c^2) \] (20)

Comparisons of our fit to various sets of inelastic electron and muon \( F_2 \) data on proton and deuteron targets are shown in Figures 2 (for SLAC, BCDMS and NMC). Comparisons to low \( x \) H1(electron) data on protons are shown in Figure 3. Our effective LO model describes the inelastic charged lepton \( F_2 \) data both in the low \( x \) as well as in the high \( x \) regions. The model also provides a good description of both low energy and high energy photo-production cross sections[32] on proton and deuteron targets as shown in Figure 6.

5. Comparison to resonance production data

Comparisons of the model fit to hydrogen and deuterium electron scattering data in the resonance region [33] are shown in Figure 4. As expected from quark-hadron duality [36], our model provides a reasonable description of both the inelastic region as well as the average value of the \( F_2 \) data in the resonance region (down to \( Q^2 = 0.0 \)), including the region of the first resonance (\( W = 1.23 \text{ GeV}/c^2 \)). We find also good agreement with the most recent \( F_L \) and \( F_2 \) data in the resonance region from the E94-110, and JUPITER experiments [33,37] at Jlab, as shown in Fig. 5. Our predictions for \( F_L \) are obtained using our \( F_2 \) model and the \( R_{1998} \) [38] parametrization (as discussed in section 9). We find good agreement with quark hadron duality down to very low \( Q^2 \). Other studies[30] with unmodified GRV PDFs find large deviations from quark-hadron duality in the resonance region for electron and muon scattering. This is because those studies do not include any low \( Q^2 \) \( K \) factors and use the scaling variable \( \xi \) (while we use the modified scaling variable \( \xi_w \)). We find that quark hadron duality works at low \( Q^2 \) if we use the modified scaling variable \( \xi_w \), and low \( Q^2 \) \( K_i \) factors.

In the \( Q^2 = 0 \) photoproduction limit, the model provides a good description of the data for both the inelastic region as well as in the resonance region as shown in Figure 6. Since the photoproduction cross sections on protons and neutrons is are not far apart, our fits yield the interesting result that at \( Q^2 = 0 \), the effective valence d quark is multiplied by a factor of 0.85 (=0.323/0.341,) and the effective valence u quark distribution at \( Q^2 = 0 \) is multiplied by a factor of 0.634 (=0.264/0.417). This implies that at \( Q^2 = 0 \), the effective d/u ratio for valence quark is enhanced by a factor of 1.5.
Figure 4. Comparisons of charged lepton experimental data in the resonance region to the predictions of our effective LO model: [top] six proton plots, [bot] four deuteron plots. The red line includes the $K_{LW}$ factor and the dashed black line does not include the $K_{LW}$ factor. Note that the $K_{LW}$ factor is not used in the region of the $\Delta(1232)$ resonance.

Figure 5. Comparisons of the predictions of our model to proton data for $F_L$ (note that data for $F_L$ are not included in our fit).

6. Application to neutrino scattering

For high energy neutrino scattering on quarks and antiquarks, the vector and axial contributions are the same. At very high $Q^2$, where the quark parton model is valid, both the vector and axial $K$ factors are expected to be 1.0. Therefore, high $Q^2$ neutrinos and antineutrino structure functions are given by:

$$F_2^\nu(x, Q^2) = 2\sum_i [\xi_w q_i(\xi_w, Q^2) + \xi_w \bar{q}_i(\xi_w, Q^2)].$$

and

$$xF_3^\nu(x, Q^2) = 2\sum_i [\xi_w q_i(\xi_w, Q^2) - \xi_w \bar{q}_i(\xi_w, Q^2)].$$
Figure 6. The effective LO PDF model compared to photoproduction cross sections \((Q^2 = 0\) limit) at low and high energies (these data are included in our fit). [top] proton, [bot] deuteron. At very high photon energy, we include charm contribution from gluon fusion process which is needed to describe the very high energy HERA data. If we want to also describe the photoproduction data in the resonance region, we need to multiply the \(u\) and \(d\) valence PDFs by \(K_{\text{LW}} = (\nu^2 + C_{\text{had}})/(\nu^2 + 2Q^2)\). The red line includes the \(K_{\text{LW}}\) factor, and the dashed black line does not include the \(K_{\text{LW}}\) factor. Note that the \(K_{\text{LW}}\) factor is not used in the region of the \(\Delta(1232)\) resonance.

where

\[
\begin{align*}
q^{\nu p} &= d + s; & q^{\bar{\nu} p} &= \bar{u} + \bar{c} \\
q^{\nu n} &= u + s; & q^{\bar{\nu} p} &= \bar{d} + \bar{c} \\
q^{\bar{\nu} p} &= u + c; & q^{\nu p} &= \bar{d} + \bar{s} \\
q^{\bar{\nu} n} &= d + c; & q^{\nu p} &= \bar{u} + \bar{s}
\end{align*}
\] (21)

Here, \(F_2 = \nu W_2\), \(F_1 = MW_1\) and \(F_3 = \nu W_3\). Note that for the strangeness conserving (sc) part of the \(u\) and \(d\) quark distributions, the PDFs are multiplied by a factor of \(\cos^2 \theta_c\). For the strangeness non-conserving part the PDFs are multiplied by a factor of \(\sin^2 \theta_c\).

The neutrino structure functions must satisfy the following inequalities:

\[
\begin{align*}
0 &\leq \sqrt{Q^2 + \nu^2} |W_1| \\
\frac{|W_1|}{2M} &\geq \sqrt{Q^2 + \nu^2} |W_2| \\
\frac{|W_1|}{2M} &\leq (1 + \nu^2/Q^2)W_2
\end{align*}
\] (22)

There are several major difference between the case of charged lepton inelastic scattering and the case of neutrino scattering. In the neutrino case we have one additional structure functions \(F_3(x, Q^2)\). In addition, at low \(Q^2\) there should be a difference between the vector and axial \(K_i\) factors due a difference in the non-perturbative axial vector contributions. Unlike the vector \(F_2\) which must go to zero in the \(Q^2 = 0\) limit, we expect [24,40] that the axial part of \(F_2\) is non-zero in the \(Q^2 = 0\) limit.

We already account for kinematic and dynamic higher twist and higher order QCD effects in \(F_2\) by fitting the parameters of the scaling variable \(\xi_\nu\) and the \(K\) factors to low \(Q^2\) data for \(F_2(x, Q^2)\). These should also be valid for the vector part of \(F_2\) in neutrino scattering. However, the higher order QCD effects in \(F_2\) and \(xF_3\) are different. We account for the different scaling violations in \(F_2\) and \(xF_3\) by adding a correction factor \(H(x, Q^2)\).

The axial \(K\) factors and the \(H\) correction to \(xF_3\) are included in the following expressions:

\[
F_2^{\text{vector}}(x, Q^2) = \Sigma_i K_i^{\text{vector}}(Q^2) \xi_\nu q_i(\xi_\nu, Q^2) \\
+ \Sigma_j K_j^{\text{vector}}(Q^2) \xi_\nu \bar{r}_j(\xi_\nu, Q^2)
\] (23)
Figure 7. The $x$ and $Q^2$ dependence of the factor $H(x,Q^2)$ that accounts for the difference in the QCD higher order corrections in $F_2$ and $xF_3$ and $xF_2$:

$$F_2^{\text{axial}}(x,Q^2) = \sum_i K_i^{\text{axial}}(Q^2,\xi_w q_i(\xi_w, Q^2)) + \sum_j K_j^{\text{axial}}(Q^2,\xi_w q_j(\xi_w, Q^2))$$  

and

$$xF_3(x,Q^2) = 2H(x,Q^2) \left\{ \sum_i K_i^{xF3}(\xi_w q_i(\xi_w, Q^2)) - \sum_j K_j^{xF3}(\xi_w q_j(\xi_w, Q^2)) \right\}$$  

where, $i$ denotes ($\text{valence - up}$), ($\text{valence - down}$), ($\text{sea - up}$), ($\text{sea - down}$), and ($\text{sea - strange}$), and $j$ denotes ($\text{sea - up}$), ($\text{sea - down}$) and ($\text{sea - strange}$). The factor $K_i^{xF3}$ is given by

$$K_i^{xF3} = \sqrt{\frac{Q^2K_i^{\text{axial}}(Q^2)K_{\text{vector}}^{\text{axial}}(Q^2)}{Q^2 + C_{xF3}}}$$  

The parameter $C_{xF3} = 0.33$ is set such that the Adler sum rule for $xF_3$ is satisfied at $Q^2 = 0$.

We obtain an approximate expression for $H(x,Q^2)$ as the ratio of two ratios as follows:

$$H(x,Q^2) = \frac{DF_3(x,Q^2)}{DF_2(x,Q^2)}$$

where

$$DF_3(x,Q^2) = \frac{xF_3^{\text{nlo}}(x,Q^2)}{xF_3^{\text{lo}}(x,Q^2)}$$

and

$$DF_2(x,Q^2) = \frac{F_2^{\text{nlo}}(x,Q^2)}{F_2^{\text{lo}}(x,Q^2)}$$

The double ratio $H(x,Q^2)$ is calculated by the TR-VFS scheme with MRST991 NLO PDFs. This ratio turns out to be almost independent of $Q^2$. The results of this calculation at $Q^2 = 8(\text{GeV}/c)^2$ are fit by the following functional form:

$$H(x,Q^2) = 0.914 + 0.296x - 0.374x^2 + 0.165x^3$$  

Figure 8. A fit to the $x$ dependence of the factor $H(x,Q^2)$ that accounts for the difference in the QCD higher order corrections in $F_2$ and $xF_3$ (at $Q^2 = 8(\text{GeV}/c)^2$).
We use the above function as an approximation for \( H(x, Q^2) \) for all values of \( Q^2 \).

In our previous \([10,11]\) analysis we assumed \( H(x, Q^2)=1, \ C_{xF3} = 0, \) and \( K_{i}^{\text{axial}}(Q^2)= K_{i}^{\text{vector}}(Q^2) \). However, this assumption is only valid for \( Q^2 > 1 \ (\text{GeV}/c)^2 \). Here, we improve on our previous analysis by introducing \( K_{i}^{\text{axial}}(Q^2) \) factors which are different from \( K_{i}^{\text{vector}}(Q^2) \), and include the \( H(x, Q^2) \) and \( C_{xF3} \) corrections for \( x F_3 \).

7. Axial structure function \( F_2 \), and the structure function \( x F_3 \)

The axial structure function \( F_2 \) is not constrained to go to zero at \( Q^2 = 0 \). At higher \( Q^2 \) (e.g. \( Q^2 \geq 1 \)) the vector and axial structure functions should be equal.

The simplest assumption to make is that for valence quarks the parameters of parton distributions and associated \( K \) factors for the axial case are the same as the parameters for the vector case, except for the parts that constrain \( F_2 \) to be zero at \( Q^2 \). Here, we assume that the axial \( K \) factor for valence quarks is equal to 1 (versus the vector valence \( K \) factor which is \((1 - G_D(Q^2))\)).

Therefore, the suggested axial \( K \) factors are:

\[
\begin{align*}
K_{\text{valence}}^{\text{LW}} & = \frac{\nu^2 + C_{L-E}^\text{Had}}{\nu^2} (W > 1.4 \ \text{GeV}/c^2) \\
K_{\text{valence}}^{\text{LW}} & = \frac{\nu^2 + C_{L-E}^\text{Had}}{\nu^2} (W > 1.4 \ \text{GeV}/c^2) \\
K_{\text{valence}} & = K_{u-d}^{1232} = 1.65 (W < 1.4 \ \text{GeV}/c^2) \\
K_{\text{valence}} & = K_{u-d}^{1232} = 0.55 (W < 1.4 \ \text{GeV}/c^2) \\
K_{\text{valence}}^{\text{axial}}(Q^2) & = \frac{Q^2 + P_{e}C_{\text{valence}}^{\text{vector}}}{Q^2 + C_{\text{valence}}^{\text{vector}}} \\
K_{\text{valence}}^{\text{axial}}(Q^2) & = \frac{Q^2 + P_{e}C_{\text{valence}}^{\text{vector}}}{Q^2 + C_{\text{valence}}^{\text{vector}}}
\end{align*}
\]

For sea quarks, we need to include additional parameters

\[
\begin{align*}
K_{\text{sea-strange}}^{\text{axial}}(Q^2) & = \frac{Q^2 + P_{e}C_{\text{sea-strange}}^{\text{axial}}}{Q^2 + C_{\text{sea-strange}}^{\text{axial}}} \\
K_{\text{sea-down}}^{\text{axial}}(Q^2) & = \frac{Q^2 + P_{e}C_{\text{sea-down}}^{\text{axial}}}{Q^2 + C_{\text{sea-down}}^{\text{axial}}} \\
K_{\text{sea-up}}^{\text{axial}}(Q^2) & = \frac{Q^2 + P_{e}C_{\text{sea-up}}^{\text{axial}}}{Q^2 + C_{\text{sea-up}}^{\text{axial}}}
\end{align*}
\]

In addition, as mentioned earlier

\[
K_{i}^{xF3} = \sqrt{\frac{Q^2 C_{i}^{\text{axial}}(Q^2) C_{i}^{\text{vector}}(Q^2)}{Q^2 + C_{xF3}}} \tag{31}
\]

where the parameter \( C_{xF3} = 0.33 \). With this value, we get that \( W_{\text{str}}(Q^2 = 0) \) for the \( \Delta \) (1232) is equal to 11. This is close to the theoretical calculation of ref. [34]. In addition, with this value the Adler rule for \( x F_3 \) is approximately satisfied at \( Q^2 = 0 \).

We make the following assumptions

\[
\begin{align*}
P &= P_u = P_d = P_s = 0.6 \pm 0.3 \\
C_{\text{sea-strange}}^{\text{axial}} &= 0.3 \\
C_{\text{sea-down}}^{\text{axial}} &= 0.3 \\
C_{\text{sea-up}}^{\text{axial}} &= 0.3 \tag{32}
\end{align*}
\]

With these choices the axial \( K \) factors are between \( K = 1 \) (P=1) and \( K^{\text{axial}} = K^{\text{vector}} \). Here \( P = 0.6 \pm 0.3 \) yields \( f_2^{\text{axial}}(\xi_w = 0.00001, Q^2 = 0)_{(p+n)/2} = 0.33 \pm 0.16 \) for the average of the neutron and proton structure functions, which is the value calculated from PCAC in the model of Kulagin and Peti [40]. For an iron target (assuming a ratio \( F_E/D = 0.8 \)) this corresponds to \( f_2^{\text{axial}}(\xi_w = 0.00001, Q^2 = 0)_{Fe} = 0.25 \pm 0.11 \), which is similar with the value of 0.210 \pm 0.02 measured by CCFR [25] using a different functional form for the extrapolation of their data to \( Q^2 = 0 \). The value of \( C_{\text{sea-strange}}^{\text{axial}} = 0.3 \) was selected because it yields a PCAC contribution for \( f_2^{\text{axial}}(\xi_w = 0.00001, Q^2 = 1) = 0.08 \), which is the value calculated in the model of Kulagin and Peti [40].

A better determination of the axial \( K \) factors for the sea quarks requires including neutrino data on nuclear targets in our fit. The nuclear
corrections at small $x$ for vector and axial structure functions are different in general. Therefore, it is not possible to separately determining the axial $K$ factor without assuming a specific model for the neutrino nuclear corrections\textsuperscript{[10]}. Therefore, this study will be presented in a future communication.

8. Comparison to neutrino and antineutrino data on the production of the $\Delta$ 1232 Resonance

Our model is aimed at describing neutrino cross sections in the inelastic region (e.g. $W > 1.9$ GeV/c$^2$) and match on to other calculations\textsuperscript{[34,35]} that describe the resonance region and the quasielastic peak. In order to match smoothly to a resonance region model, the model should also describe the average of the cross section in the resonance region. Since the model describes electron and muon scattering structure functions in the resonance region (on average, as expected from local duality), it should also work for the vector part of the structure functions in neutrino scattering.

We now test how well the suggested axial parameters for the valence quarks describe the production of the $\Delta(1232)$ resonances on proton and neutron targets.

At a fixed value of the final state invariant mass $W$, the differential cross section for neutrino scattering at incident energy $E$ is given\textsuperscript{[30]} by:

$$
\frac{d\sigma}{dQ^2dW} = \frac{G^2}{4\pi} \cos^2 \theta_C \frac{W}{M} \left\{ W_1(Q^2 + m^2_\mu) + \frac{W_2}{M^2} \left[ 2(k \cdot p)(k' \cdot p) - \frac{1}{2} M^2 (Q^2 + m^2_\mu) \right] + \frac{W_3}{M^2} \left[ Q^2 k \cdot p - \frac{1}{2} Q^2 p(Q^2 + m^2_\mu) \right] + \frac{W_4}{M^2} m^2_\mu \frac{(Q^2 + m^2_\mu)}{2} - \frac{W_5}{M^2} m^2_\mu (k \cdot p) \right\}$$

(33)

where $k$ and $k'$ are the momenta of the initial and final state lepton, and $p$ is the momentum of the target nucleon. This expression can be written as:

$$
\frac{d\sigma}{dQ^2dW} = \frac{G^2}{4\pi} \cos^2 \theta_C \frac{W}{M} \left\{ W_1(Q^2 + m^2_\mu) + \frac{W_2}{M^2} \left[ 2(1 - \frac{\nu}{E}) - \frac{1}{2E^2} (Q^2 + m^2_\mu) \right] + \frac{W_3}{M^2} \left[ \frac{Q^2}{ME} - \frac{\nu}{2E} \frac{Q^2 + m^2_\mu}{M} \right] + \frac{W_4}{M^2} m^2_\mu \left( \frac{Q^2 + m^2_\mu}{2E^2} - 2 \frac{W_5}{ME} m^2_\mu \right) \right\}
$$

(34)

The vector part of $W_4$ and $W_5$ are related to the vector part of $W_2$ and $W_1$ by the following expressions\textsuperscript{[34]}:

$$
W_4^{\text{vector}} = \frac{W_2^{\text{vector}}}{Q^2} M \nu
$$

$$
W_5^{\text{vector}} = \frac{W_2^{\text{vector}}}{Q^2} \frac{M^2 \nu^2}{Q^4} - W_1 \frac{M^2}{Q^2}
$$

(35)

The contribution of the $W_4$ and $W_5$ should be accounted for in the case of $\tau$ neutrino interactions\textsuperscript{[11]}. For muon neutrinos, we find that even for a neutrino energy as low as 1 GeV, the contribution of the $W_4$ term is negligible. Using the model of O. Lalakulich, E. A. Paschos for the production of the $\Delta(1232)$ resonance\textsuperscript{[24]} we find that for a neutrino energy of 1 GeV, the contribution of $W_5$ term is 10% for $Q^2$ close to $m^2_{\nu}$. We also find that the assumption $W_4^{\text{axial}} = W_4^{\text{vector}}$, and $W_5^{\text{axial}} = W_5^{\text{vector}}$ is good to within 30% for $Q^2 = 0$.

At high energy ($E > 20$ GeV), for low values of $W$ (for which $\nu$ is small) and low $Q^2$ ($Q^2 < 3$ GeV/c$^2$), all the terms are small except for $W_2$ term. For this case the above expression reduces to:

$$
\frac{d\sigma^{\nu N \rightarrow \Delta}}{dQ^2dW} = \frac{G^2}{2\pi} \cos^2 \theta_C \frac{W}{M} \frac{F_2^{\nu N \rightarrow \Delta} - \nu}{\nu} (W, Q^2)
$$

$$
= S_{\cos} \frac{W}{M} \frac{F_2^{\nu N \rightarrow \Delta} - \nu}{\nu} (W, Q^2)
$$

(36)

where $S_{\cos} = \frac{G^2}{2\pi} \cos^2 \theta_C = 80 \times 10^{-40}$ cm$^2$, and $F_2^{\nu N \rightarrow \Delta}$ is the average value of $F_2$ in the region of the $\Delta(1232)$ resonance ($1 < W < 1.4$ GeV/c$^2$).
Figure 9. A comparison of $F_{\nu p}^{\Delta}(Q^2)$, $F_{\nu n}^{\Delta}(Q^2)$ and the sum $F_{\nu (p+n)}^{\Delta}(Q^2)$ extracted from Δ production data to our predictions. Solid line, our updated model with suggested axial parameters, and $K_{\Delta 1232}^{\nu -u} = 0.55$ and $K_{\Delta 1232}^{\nu -d} = 1.65$. The dashed blue line is predictions of our model with the assumptions of Axial=Vector and $K_{\Delta 1232}^{\nu -u} = 1$ and $K_{\Delta 1232}^{\nu -d} = 1$.

For a specified range of the final state invariant mass $\delta W$ we get:

$$F_{\nu p}^{\Delta}(Q^2) = \frac{\nu M}{S_{\cos W} \delta W} \frac{d\sigma_{\nu p}^{\Delta}}{dQ^2}$$  \hspace{1cm} (37)$$

and

$$F_{\nu n}^{\Delta}(Q^2) = \frac{\nu M}{S_{\cos W} \delta W} \frac{d\sigma_{\nu n}^{\Delta}}{dQ^2}$$  \hspace{1cm} (38)$$

For the region of the $\Delta(1232)$ resonance $W = 1.23$ GeV/$c^2$, and $\delta W = 0.3$ GeV/$c^2$, which corresponds to the invariant mass range from pion threshold $M_{\pi} + M = 1.1$ GeV/$c^2$ to 1.4 GeV/$c^2$.

The antineutrino structure functions are related to the neutrino structure functions by the following relations.

$$F_{\bar{\nu} p}^{i} = F_{\bar{\nu} n}^{i}$$

$$F_{\bar{\nu} n}^{i} = F_{\bar{\nu} p}^{i}$$  \hspace{1cm} (39)$$

For $d\sigma_{\nu p}^{\Delta}/dQ^2$ in the $1.1 < W < 1.4$ GeV/$c^2$ region we take the average of $d\sigma_{\nu p}^{\Delta}/dQ^2$ data of Allen et al [42] and Allasia et al [43]. Since $F_{\bar{\nu} p}^{i} = F_{\bar{\nu} n}^{i}$ we also include the Allasia et al data for $d\sigma_{\nu n}^{\Delta}/dQ^2$ in this average. For $d\sigma_{\nu n}^{\Delta}/dQ^2$ data we sum the Allasia et al measurements for $d\sigma_{\nu n}^{\Delta}/dQ^2$ and the $d\sigma_{\nu n}^{\Delta}/dQ^2$ measurements in the $1.1 < W < 1.4$ GeV/$c^2$ region.

Figure 9 shows a comparison data for $F_{\nu p}^{\Delta}(W = 1.23, Q^2)$, $F_{\nu n}^{\Delta}(W = 1.23, Q^2)$ and for the sum $F_{\nu (p+n)}^{\Delta}(W = 1.23, Q^2)$, extracted from the Allen et. al [42] and Allasia et al [43] measurements, to to our predictions (with $K_{\Delta 1232}^{\nu -u} = 0.55$ and $K_{\Delta 1232}^{\nu -d} = 1.65$. There is good agreement between the $\Delta$ production data and our model.

Also shown is the predictions of our model under the assumption that Axial=Vector and $K_{\nu -u}^{\Delta 1232} = 1$ and $K_{\nu -d}^{\Delta 1232} = 1$. Using the suggested axial parameters yields a better description of the data near $Q^2 = 0$, and also a better description of the difference between the scattering on protons and neutrons.

For most applications the target consists of approximately equal numbers of neutrons and protons. For such isoscalar targets, our previous version which assumed that Axial=Vector and
hyperon production from Fermilab extracted from the measured differential cross section for hyperon production from antineutrino-proton collisions is given by:

\[ d\sigma^{\nu p \to \Lambda_0, \Xi_0} / dQ^2 dW = G^2 / 2\pi \sin^2 \theta_C \frac{W F_2^{\nu p \to \Lambda_0, \Xi_0}}{M} \frac{d\sigma^{\nu p \to \Lambda_0, \Xi_0}}{dQ^2} \]  

(43)

where \( S_{\sin} = G^2 / 2\pi \sin^2 \theta_C = 4.29 \times 10^{-40} \text{ cm}^2 \).

Here, \( F_2 \) is the average value of \( F_2 \) for the range \( 1.1 < W < 1.4 \) GeV/c\(^2\), where \( 1.4 \) GeV/c\(^2\) is the proton-kaon threshold, and \( \delta_u = 0.3 \) GeV/c\(^2\).

Therefore, in the expressions are identical to the expressions for the production of the \( \Delta_{1232} \), except that here we have \( \sin^2 \theta_C \) instead of \( \cos^2 \theta_C \).

Since we do not have a \( I = 3/2 \) resonance, we use \( K_{LW}^{\nu p \to \Lambda_0, \Xi_0} \) extracted from the measured differential cross section for hyperon production from Fermilab experiment E180[44] to our predictions with \( K_{LW}^{\nu p}(W < 1.4) = 1 \). There is good agreement between the \( \Lambda_0, \Xi_0 \) production data and our model.

Figure 10 shows a comparison data for \( F_2^{\nu p \to \Lambda_0, \Xi_0} \) extracted from the measured differential cross section for hyperon production from Fermilab experiment E180[44] to our predictions with \( K_{LW}^{\nu p}(W < 1.4) = 1 \). There is good agreement between the hyperon \( (\Lambda_0, \Xi_0) \) production data and our model.

Figure 10. A comparison data for \( F_2^{\nu p \to \Lambda_0, \Xi_0} \) extracted from the measured differential cross section for hyperon production from Fermilab experiment E180[44] to our predictions with \( K_{LW}^{\nu p}(W < 1.4) = 1 \). There is good agreement between the \( \Lambda_0, \Xi_0 \) production data and our model.

9. Comparison to quasielastic production of the \( \Lambda_0 \) and \( \Xi_0 \) hyperon resonances.

The expression for quasielastic production of \( \Lambda_0 (1116) \) and \( \Xi_0 (1193) \) hyperon \( uds \) resonances in antineutrino-proton collisions is given by:

\[ F_2^{\nu p \to \Lambda_0, \Xi_0}(Q^2) = \frac{\nu M}{S_{\sin} W \delta W} \frac{d\sigma^{\nu p \to \Lambda_0, \Xi_0}}{dQ^2} \]  

(41)

where \( S_{\sin} = G^2 / 2\pi \sin^2 \theta_C = 4.29 \times 10^{-40} \text{ cm}^2 \).

Here, \( F_2 \) is the average value of \( F_2 \) for the range \( 1.1 < W < 1.4 \) GeV/c\(^2\), where \( 1.4 \) GeV/c\(^2\) is the proton-kaon threshold, and \( \delta_u = 0.3 \) GeV/c\(^2\).

Therefore, in the expressions are identical to the expressions for the production of the \( \Delta_{1232} \), except that here we have \( \sin^2 \theta_C \) instead of \( \cos^2 \theta_C \).

Since we do not have a \( I = 3/2 \) resonance, we use \( K_{LW}^{\nu p}(W < 1.4) = 1 \). There is good agreement between the hyperon \( (\Lambda_0, \Xi_0) \) production data and our model.

10. \( 2x\mathcal{F}^{vector}_1 \) and the longitudinal structure function.

In the extraction of the original GRV98 LO PDFs, no separate longitudinal contribution was included. The quark distributions were directly extracted from the measured differential cross section for electron and muon cross section requires also a description of the proton-kaon threshold, and \( \delta_u = 0.3 \) GeV/c\(^2\).

Therefore, in the expressions are identical to the expressions for the production of the \( \Delta_{1232} \), except that here we have \( \sin^2 \theta_C \) instead of \( \cos^2 \theta_C \).

Since we do not have a \( I = 3/2 \) resonance, we use \( K_{LW}^{\nu p}(W < 1.4) = 1 \). There is good agreement between the hyperon \( (\Lambda_0, \Xi_0) \) production data and our model.

In the extraction of the original GRV98 LO PDFs, no separate longitudinal contribution was included. The quark distributions were directly extracted from the measured differential cross section for electron and muon cross section requires also a description of the proton-kaon threshold, and \( \delta_u = 0.3 \) GeV/c\(^2\).

Therefore, in the expressions are identical to the expressions for the production of the \( \Delta_{1232} \), except that here we have \( \sin^2 \theta_C \) instead of \( \cos^2 \theta_C \).

Since we do not have a \( I = 3/2 \) resonance, we use \( K_{LW}^{\nu p}(W < 1.4) = 1 \). There is good agreement between the hyperon \( (\Lambda_0, \Xi_0) \) production data and our model.
However, for electron and muon scattering (and for the vector part of neutrino scattering) the $R_{1998}$ function breaks down below $Q^2 = 0.3 \text{(GeV/c)}^2$. Therefore, we freeze the function at $Q^2 = 0.3 \text{(GeV/c)}^2$ and introduce additional parameters for $R$ in the $Q^2 < 0.3 \text{(GeV/c)}^2$ region. For electron and muon scattering and for the vector part of $F_1$, we introduce a $K$ factor for $R$ in the $Q^2 < 0.3 \text{(GeV/c)}^2$ region. The new function provides a smooth transition for for $R_{e/\mu}$ from $Q^2 = 0.3 \text{(GeV/c)}^2$ down to $Q^2 = 0$ by forcing $R_{\text{vector}}$ to approach zero at $Q^2 = 0$ as expected in the photoproduction limit. This procedure keeps a $1/Q^2$ behavior at large $Q^2$ and matches to $R_{1998}$ at $Q^2 = 0.3 \text{(GeV/c)}^2$.

$$R_{e/\mu}(x, Q^2 < 0.3) = 3.633 \times \frac{Q^2}{Q^4 + 1} \times R_{1998}(x, Q^2 = 0.3)$$

Using the above fits to $R$ as measured in electron/muon scattering we use the following expressions for the vector part of $2xF_1$ neutrino scattering.

$$2xF_1^{\text{vector}}(x, Q^2) = \frac{F_2^{\text{vector}}(x, Q^2)}{1 + 4M^2x^2/Q^2} \times R_{\text{vector}}(x, Q^2 > 0.3)$$

$$R_{\text{vector}}(x, Q^2 > 0.3) = R_{1998}(x, Q^2 > 0.3)$$

$$R_{\text{vector}}(x, Q^2 < 0.3) = R_{e/\mu}(x, Q^2 < 0.3)$$

or equivalently

$$W_1^{\text{vector}}(x, Q^2) = \frac{W_2^{\text{vector}}(x, Q^2)}{1 + v^2/Q^2} \times \frac{1}{1 + R_{\text{vector}}(x, Q^2)}$$

The above expressions have the correct limit at $Q^2 = 0$.

11. The structure function $2xF_1^{\text{axial}}$

As is the case for $F_2 = \nu W_2$, the axial component of $2xF_1 = 2xMW_1$ at large $Q^2$ is equal to the vector component of $2xF_1$. Investigation of the Adler sum rules (described in section 15) shows that at $Q^2 = 0$, the Adler sum rules for the axial structure functions $W_1^{\text{axial}}$ and $W_2^{\text{axial}}$ are the same.

Therefore, we assume that $W_1^{\text{axial}}(Q^2 = 0) = W_2^{\text{axial}}(Q^2 = 0)$. This also implies that the longitudinal part of $W_2^{\text{axial}}$ dominates at $Q^2 = 0$ as expected from PCAC[10]. Here, since $F_2^{\text{axial}}(Q^2 = 0)$ is non zero, it implies that $R^{\text{axial}}(Q^2 = 0)$ is infinite. Therefore, it is more convenient to calculate $W_1^{\text{axial}}$ instead of $F_1^{\text{axial}}$ at low $Q^2$.

In summary, at large $Q^2$ we expect:

$$W_1^{\text{axial}}(x, Q^2 > 1) = W_1^{\text{vector}}(x, Q^2)$$

And at $Q^2 = 0$ we expect:

$$W_1^{\text{axial}}(x, Q^2 = 0) = W_2^{\text{axial}}(x, Q^2)$$

We use a function for $W_1^{\text{axial}}$ that matches these two boundary conditions as follows.

$$W_1^{\text{axial}}(x, Q^2) = W_1^{\text{vector}}(x, Q^2) \frac{Q^2}{Q^2 + 0.2} + W_2^{\text{axial}}(x, Q^2)(1 - \frac{Q^2}{Q^2 + 0.2})$$

12. Charm production in neutrino scattering

Neutrino scattering is not as simple as the case of charged lepton scattering because of charm production. For the non-charm production components we use $F_2^{\text{ncp}}(x, Q^2)$, $2xF_1^{\text{ncp}}(x, Q^2)$ (sum of vector and axial parts) and $xF_3^{\text{ncp}}(x, Q^2)$ as described above.

For the charm production components of $F_2^{\text{cp}}(x, Q^2)$, $xF_3^{\text{cp}}(x, Q^2)$ and $2xF_1^{\text{cp}}(x, Q^2)$ the variable $\xi_w$ now includes a non-zero $M_c = 1.32 \text{GeV/c}^2$.

The target mass calculations as discussed by Barbieri et. al [22] imply that $F_2^{\nu - \text{cp}}$ is described by $F_2^{\nu - \text{cp}}(\xi_w, Q^2)$, and the other two structure functions are multiplied by the factor $K_{\text{charm}} = Q^2/(Q^2 + M_c^2)$. Therefore, to include charm production we use the following expression for charm production processes.
\[ K_{\text{charm}} = \frac{Q^2}{Q^2 + M_C^2} \]

\[ \mathcal{F}_2^{\nu, \text{vector}-cp}(x, Q^2) = \sum_i K_i^{\text{vector}}(Q^2) \times [\xi_w q_i(\xi_w, Q^2) + \xi_w q_i(\xi_w, Q^2)] \]

\[ \mathcal{F}_2^{\nu, \text{axial}-cp}(x, Q^2) = \sum_i K_i^{\text{axial}}(Q^2) \times [\xi_w q_i(\xi_w, Q^2) + \xi_w q_i(\xi_w, Q^2)] \]

\[ 2x \mathcal{F}_2^{\nu, cp}(x, Q^2) = K_{\text{charm}} \times \frac{1 + 4M^2x^2/Q^2}{1 + R(\xi_w, Q^2)} \mathcal{F}_2^{cp}(x, Q^2) \]

and

\[ xF_3^c(x, Q^2) = 2H(x, Q^2)K_{\text{charm}} \]

\[ \left\{ \sum_i K_i^{xF3} \xi_w q_i(\xi_w, Q^2) - \sum_j K_j^{xF3} \xi_w q_j(\xi_w, Q^2) \right\} \]

Here we use the \( R_{1998} \) parametrization \cite{19} for the vector part of \( R^{ncp} \) and \( R^{cp} \).

### 13. Nuclear corrections

In the comparison with neutrino charged-current differential cross section on iron, a nuclear correction for iron targets should be applied applied. Previously, we used the following parameterized function, \( f(x) \) (a fit to experimental electron and muon scattering data for the ratio of iron to deuterium cross sections, shown in Fig.\[11\]), to convert deuterium structure functions to (isoscalar) iron structure functions \cite{15}:

\[ f(x) = 1.096 - 0.364x - 0.278e^{-21.94x} + 2.772x^{14.417} \]

However, we find that the ratios of iron to deuterium structure functions from SLAC and Jefferson Lab are better described in terms of the variable \( \xi_w \). In addition, if \( \xi_w \) is used, the function that describes the iron to deuterium ratios in the deep inelastic region is also valid in the resonance region. Therefore, we use the following updated function \( \mathcal{F}_{\text{updated}}(\xi_w) \).

\[ \mathcal{F}_{\text{updated}}(\xi_w) = 1.096 - 0.364 \xi_w - 0.278e^{-21.94 \xi_w} + 8 \xi_w^{14.417} \]

Figure \[12\] shows a comparison of Jefferson lab measurements of ratio of the cross sections on iron to deuterium in the resonance region \cite{16} to data from SLAC E87 and SLAC E139 in the deep inelastic region. The data are plotted versus \( x \) and are compared to the fit function \( f(x) \). Figure \[13\] shows the same data plotted versus \( \xi_w \) and are compared to our updated fit function \( \mathcal{F}_{\text{updated}}(\xi_w) \). When plotted versus \( \xi_w \) the ratios in the deep inelastic region and the ratios in the resonance region all lie on the same universal curve.

For the ratio of deuterium cross sections to

![Figure 11. The ratio of \( \mathcal{F}_2 \) data for heavy nuclear targets and deuterium as measured in charged lepton scattering experiments (SLAC, NMC, E665). The band show the uncertainty of the parametrized curve from the statistical and systematic errors in the experimental data.](image)
cross sections on free nucleons we use the following function obtained from a fit to SLAC data on the nuclear dependence of electron scattering cross sections [18].

$$f(x) = 0.985 \times (1 + 0.422x - 2.745x^2 + 7.570x^3 - 10.335x^4 + 5.422x^5). \quad (52)$$

This correction shown in Fig. 14 is only valid in the $0.05 < x < 0.75$ region.

In neutrino scattering, we assume that the nuclear correction factor for $F_2$, $xF_3$ and $2xF_1$ are the same. This is a source of systematic error because the nuclear shadowing corrections at low $x$ can be different for the vector and axial structure functions. This difference can be accounted for by assuming a specific theoretical model[40].

14. d/u correction

The $d/u$ correction for the GRV98 LO PDFs is obtained from the NMC data for $F_D^2/F_P^2$. Here, Eq. [22] is used to remove nuclear binding effects in the NMC deuteron $F_2$ data. The correction term, $\delta(d/u)$ is obtained by keeping the total valence and sea quarks the same.

$$\delta(d/u)(x) = -0.00817 + 0.0506x + 0.0798x^2, \quad (53)$$

where the corrected $d/u$ ratio is $(d/u)' = (d/u) + \delta(d/u)$. Thus, the modified $u$ and $d$ valence dis-
tributions are given by

\begin{align}
  \bar{u}'_v &= \frac{u_v}{1 + \delta(d/u) \frac{u_v}{u_v + d_v}} \\
  \bar{d}'_v &= \frac{d_v + u_v \delta(d/u) \frac{u_v}{u_v + d_v}}{1 + \delta(d/u) \frac{u_v}{u_v + d_v}}.
\end{align}

(54)

(55)

The same formalism is applied to the modified \( u \) and \( d \) sea distributions. Accidentally, the modified \( u \) and \( d \) sea distributions (based on NMC data) agree with the NUSEA data in the range of \( x \) between 0.1 and 0.4. Thus, we find that corrections to \( u \) and \( d \) sea distributions are not necessary.

15. The Adler sum rule

The Adler sum rules are derived from current algebra and are therefore valid at all values of \( Q^2 \). The equations below are only for the strangeness conserving (sc) part of the structure functions. These are related to the PDFs by a factor of \( \cos^2 \theta_c \).

The Adler sum rules for the vector part of the structure function \( W_{2_{\nu-vector}} \) is given by:

\[
  |F_1^\nu(Q^2)|^2 + \int_{\nu_0}^{\infty} W_{2_{\nu-sc}}(\nu, Q^2) d\nu
  - \int_{\nu_0}^{\infty} W_{2_{\nu-sc}}(\nu, Q^2) d\nu = 1
\]

(56)

Where the limits of the integrals are from pion threshold \( \nu_0 \) where \( W = M_\pi + M_p \) to \( \nu = \infty \). At \( Q^2 = 0 \), the inelastic part of \( W_{2_{\nu-vector}} \) goes to zero, and the sum rule is saturated by the quasielastic contribution \( |F_1^\nu(Q^2)|^2 \). Here \( \tau = Q^2/4M^2 \), and

\[
  F_1^\nu(Q^2) = \frac{G_E(Q^2) + \tau G_M(Q^2)}{1 + \tau},
\]

In the dipole approximation (discussed in an Appendix) we have

\[
  G_E(Q^2) = G_D(Q^2) \\
  G_M(Q^2) = 4.706 G_D(Q^2) \\
  G_D = 1/(1 + Q^2/M_A^2)^2
\]

Where \( M_A^2 = 0.71 \text{ (GeV/c)}^2 \).

The Adler sum rule for \( W_{1_{\nu-vector}} \) is given by:

\[
  |F_2^\nu(Q^2)|^2 + \int_{\nu_0}^{\infty} W_{1_{\nu-sc}}(\nu, Q^2) d\nu
  - \int_{\nu_0}^{\infty} W_{1_{\nu-sc}}(\nu, Q^2) d\nu = 1
\]

where in the dipole approximation

\[
  F_A = -1.267/(1 + Q^2/M_A^2)^2
\]

and \( M_A = 1.014 \text{ GeV/c}^2 \) from reference[52].

The Adler sum rule for \( W_{1_{\nu-axial}} \) is given by:

\[
  \tau |G_M^\nu(Q^2)|^2 + \int_{\nu_0}^{\infty} W_{1_{\nu-vector}}(\nu, Q^2) d\nu
  - \int_{\nu_0}^{\infty} W_{1_{\nu-vector}}(\nu, Q^2) d\nu = 1
\]

(57)

The Adler sum rule for \( W_{1_{\nu-axial}} \) is given by:

\[
  (1 + \tau) |F_A(Q^2)|^2 + \int_{\nu_0}^{\infty} W_{1_{\nu-axial}}(\nu, Q^2) d\nu
  - \int_{\nu_0}^{\infty} W_{1_{\nu-axial}}(\nu, Q^2) d\nu = 1
\]

(58)
The Adler sum rule for $W_{\nu}^{2\nu}$ is given by:

$$2F_A(Q^2)G_M(Q^2) + \int_{\nu_0}^{\infty} W_{3n-sc}(\nu, Q^2) d\nu - \int_{\nu_0}^{\infty} W_{3p-sc}(\nu, Q^2) d\nu = 0 \quad (59)$$

16. Using the Adler sum rule to constrain the parameters of the model

We use the Adler sum rule for $W_{\nu}^{2\nu-vector}$ to constrain the form of the $K_{vector}(Q^2)$ factor for $W_{\nu}^{2\nu-vector}$. At low $Q^2$ we approximate

$$\frac{(G_E^V)^2(Q^2) + \tau(G_M^V(Q^2))^2}{(1 + \tau)}$$

by $G_E^V(Q^2)$, and use the following $K$ factors for $W_{\nu}^{2\nu-vector}$.

$$K_{vector}(Q^2) = [1 - G_E^V(Q^2)] \times \left(\frac{Q^2 + C_{v2}}{Q^2 + C_{v1}}\right) \quad (60)$$

where the additional parameters are obtained from a fit to the data. With this $K_{vector-va}(Q^2)$ factor, the Adler sum rule for $W_{\nu}^{2\nu-vector}$ is then approximately satisfied. At $Q^2 = 0$, the inelastic part of $W_{\nu}^{2\nu-vector}$ goes to zero, and the sum rule is saturated by the quasielastic contribution.

In the limit of $Q^2 = 0$ the Adler sum rules for $W_{1axial}^{\nu-vector}$ and $W_{1axial}^{\nu-vector}$ are the same. Therefore, we make the assumption that:

$$W_{1axial}^{\nu-vector}(\nu, Q^2 = 0) = W_{2axial}^{\nu-vector}(\nu, Q^2 = 0)$$

Our model is supposed to be used to estimate the cross section for $W > 1.9$ GeV/$c^2$. For $W < 1.9$ GeV/$c^2$, it is best to use a detailed resonance production model[34,35], which should also include a non-resonant background. However, since our model is constructed to provide a reasonable average of the cross section in the resonance region (above pion threshold, $W = 1.1$ GeV/$c^2$), the transition between a resonance production model and our model should be smooth. Note that in addition, the quasielastic contribution needs to be added separately.

Figure 15. CCFR differential cross sections $d^2\sigma/dxdy$ on iron (in units of $10^{-38}$ cm$^2$) for neutrinos (left) and antineutrinos (right) at an energy of 55 GeV. The black lines in both (top and bottom) figures uses the default GRV98 PDFs without our modifications. The red line on the top figure is the lower limit of our predictions ($K_{axial} = K_{vector}$), and the blue line in the bottom figure is our prediction with the suggested axial $K$ factors.
17. Comparison to Neutrino Data on Heavy Targets

Figure 15 shows comparisons of the model to charged-current neutrino and antineutrino differential cross section data on iron from CCFR [18,47] at an energy of 55 GeV. On the left side we show the comparison for neutrino cross sections and on the right side we show the prediction for antineutrinos. In top figure the black curve is the prediction from GRV98 PDFs without our modifications, and the red line is the prediction from our model under the assumption that the axial $K_f$ factors are the same as the vector $K_f$ factors. We consider this case to be a lower limit on the error band of our prediction. In the bottom figure, the black curve is the also prediction from GRV98 PDFs without our modifications, and the blue line is the prediction from our model with our suggested axial $K_f$ factors.

Figure 16 shows the same comparisons of our model to charged-current neutrino and antineutrino differential cross section data on iron from CCFR [18,47] at an energy of 35 GeV. The CCFR data are corrected for radiative correction. Therefore, no radiative corrections are applied to the model predictions. However, the data are not corrected for non-isoscalar target (neutron excess). Therefore, our predictions are calculated for a non-isoscalar target. In both Figure 15 and Figure 16 we applied the nuclear corrections from our fits to charged lepton scattering data to the model.

We assume that the nuclear correction factor for $F_2$, $xF_3$ and $2xF_1$. This is a source of systematic error because the nuclear shadowing corrections at low $x$ can be different for the vector and axial structure functions. This difference can be accounted for by assuming a specific theoretical model [40].

We find that our predictions are in good agreement with the CCFR [18,47] data. Neutrino and antineutrino differential cross sections, except for a small difference at the lowest values of $x$. This is the region which is most sensitive to the axial $K_f$ factors for the sea quarks, and nuclear shadowing (which may in general be different neutrino and charged lepton scattering.

Figure 16. CCFR differential cross sections $d^2\sigma/dx dy$ on iron (in units of $10^{-38} \text{ cm}^2$) for neutrinos (left) and antineutrinos (right) at an energy of 35 GeV. The black lines in both (top and bottom) figures uses the default GRV98 PDFs without our modifications. The red line on the top figure is the lower limit of our predictions ($K_{axial} = K_{vector}$), and the blue line in the bottom figure is our prediction with the suggested axial $K_f$ factors.
Note however, that the lowest $x$ region does not contribute much to low energy neutrino cross sections Monte Carlo where our model has been primarily used. Therefore, we plan to use include neutrino data at low energies from the MINERvA experiment when these data becomes available in the future.

The data are also consistent with measurements from CDHSW and CHORUS. Figures show comparisons of our model to charged-current neutrino and antineutrino differential cross section data from CHORUS at energies of 15, 25, 35, 45, 55, 70, 90, 110 and 130 GeV. The CHORUS data are on a lead target, The CHORUS data are corrected for radiative correction and non-isoscalar target (using the correction values provided in the CHORUS publication). However, the data are not corrected for nuclear corrections for the lead target. In the comparison, our prediction are for an iron target. Therefore, some small differences between our predictions and the CHORUS data are expected because of differences in the nuclear corrections between iron and lead.

18. Systematic errors in the application of the model

The model represents all charged lepton scattering data in the deep inelastic region ($W > 1.9$ GeV/$c^2$) on hydrogen and deuterium down to $Q^2 = 0$. Therefore, under the assumption of CVC, the vector part of the cross section in neutrino scattering is modeled at the 5% level. Therefore, the systematic error in the model prediction is dominated by other sources as described below.

- Radiative corrections: The model predicts neutrino cross sections at the Born level. Therefore, radiative corrections must be applied to the model if it is compared to non-radiatively corrected neutrino or charged lepton data.

- Charm sea: Since the GRBV98 PDFs do not include a charm sea, the charm sea contribution must be added separately. This can be implemented either by using

Figure 17. CHORUS differential cross sections $d^2\sigma/dxdy$ on lead (in units of $10^{-38} \text{ cm}^2$) for neutrinos (left) and antineutrinos (right) at energies of 15 and 25 GeV. The black lines in both (top and bottom) figures uses the default GRV98 PDFs without our modifications, the blue line in the bottom figure is our prediction with the suggested axial $K$ factors (using nuclear corrections for iron).
Figure 18. CHORUS differential cross sections $d^2\sigma/dxdy$ on lead (in units of $10^{-38} \text{ cm}^2$) for neutrinos (left) and antineutrinos (right) at energies of 35 and 45 GeV. The black lines in both (top and bottom) figures uses the default GRV98 PDFs without our modifications, the blue line in the bottom figure is our prediction with the suggested axial $K$ factors (using nuclear corrections for iron).

Figure 19. CHORUS differential cross sections $d^2\sigma/dxdy$ on lead (in units of $10^{-38} \text{ cm}^2$) for neutrinos (left) and antineutrinos (right) at energies of 55 and 70 GeV. The black lines in both (top and bottom) figures uses the default GRV98 PDFs without our modifications, the blue line in the bottom figure is our prediction with the suggested axial $K$ factors (using nuclear corrections for iron).
Figure 20. CHORUS differential cross sections \(d^2\sigma/dxdy\) on lead (in units of \(10^{-38}\) cm\(^2\)) for neutrinos (left) and antineutrinos (right) at energies of 90 and 110 GeV. The black lines in both (top and bottom) figures uses the default GRV98 PDFs without our modifications, the blue line in the bottom figure is our prediction with the suggested axial \(K\) factors (using nuclear corrections for iron).

Figure 21. CHORUS differential cross sections \(d^2\sigma/dxdy\) on lead (in units of \(10^{-38}\) cm\(^2\)) for neutrinos (left) and antineutrinos (right) at energies of 90 and 110 GeV. The black lines in both (top and bottom) figures uses the default GRV98 PDFs without our modifications, the blue line in the bottom figure is our prediction with the suggested axial \(K\) factors (using nuclear corrections for iron).
a boson-gluon fusion model, or by incorporating a charm sea from another set of PDFs. Therefore, unless the charm sea contribution is added, the model will underestimate the cross section at high neutrino energies and large values of \( \nu \). We modeled the contribution of the charm sea using a photon-gluon fusion model when we compared our predictions to photoproduction data at HERA. Note that at low neutrino energies the charm sea correction is very small.

- **Axial \( K \) factors for sea quarks:** We assume \( P = 0.6 \pm 0.3 \). With this assumption, the suggested axial \( K \) factors for the up, down and strange sea quarks and antiquarks lie between the assumption that the axial \( K \) factors for the sea are the same as the vector \( K \) factors for the sea (which yields a lower limit) and the assumption that the axial \( K \) factors for the sea are equal to 1 (which yields an upper limit). These lower and upper limits can be taken as an estimate of the systematic error originating from this source.

- **Axial \( K \) factors for valence quarks:** For the sea quarks, the vector \( K \) factor is approximately 0.5 at \( Q^2 = 0.4 \) (GeV/c)^2. For valence quarks, the vector \( K \) factor is approximately 0.5 at a lower value of \( Q^2 = 0.18 \) (GeV/c)^2. We have made the assumption that the axial \( K \) factors for valence quarks is equal to 1. This assumption gives the correct neutron-proton average cross section at \( Q^2 = 0 \). Here again, taking half of the difference between assuming that the valence axial \( K \) factor is equal to 1, and the assumption that the valence axial \( K \) factor is the same as the valence vector \( K \) factor can be taken as the systematic error from this source.

- **Nuclear corrections:** We have assumed that the nuclear corrections for the axial and vector case are the same, and equal to the nuclear corrections measured in charged lepton scattering. We have also assumed that they are the same for all three structure functions, and that these corrections can be applied by using a simple fit in \( x_w \). The systematic error from this source can be reduced by using specific theoretical models[10] to account for the differences in the nuclear corrections between neutrino and charged lepton scattering as a function of \( Q^2 \) and \( x \) for various nuclear targets. Because of the uncertainty in the nuclear corrections, we chose to model neutrino and charged lepton scattering on hydrogen and deuterium only, and we did not include any neutrino data (which are mostly on nuclear targets) in our fits at this stage.

- **A better determination of the axial \( K \) factors for the sea quarks:** requires including neutrino data (e.g. CCFR, CDHS, CHORUS, NOMAD and MINERvA) on nuclear targets in our fit. The nuclear corrections at small \( x \) for vector and axial structure functions are different in general. Therefore, it is not possible to separately determining the axial \( K \) factor without assuming a specific model for the neutrino nuclear corrections[10]. This study will be presented in a future communication.

19. **Using the model near \( Q^2 = 0 \)**

Near \( Q^2 = 0 \) and \( x = 0 \) there are terms in the expression for the cross section that are proportional to the square of the muon mass as shown in equation 35. In the low \( Q^2 \) region it is more convenient to use the structure functions \( F_1 = M\nu W_1, \ F_2 = \nu W_2, \) and \( F_3 = \nu W_3, \) instead of \( 2x F_1 \) and \( x F_3 \) which are more useful at higher \( Q^2 \).

The expression for the scaling variable \( \xi_w \)

\[
\xi_w = \frac{2x(Q^2 + Mf^2 + B)}{Q^2[1 + \sqrt{1 + 4M^2x^2/Q^2} + 2Ax]}, \quad (61)
\]

can be written alternatively as

\[
\xi_w = \frac{(Q^2 + Mf^2 + B)}{M\nu[1 + \sqrt{1 + Q^2/\nu^2}] + A}, \quad (62)
\]
The structure function $2xF_1$ should be divided by $2x$ to yield $F_1$ and the structure function $xF_3$ should be divided by $x$ to get $F_3$. Note the $F_1$ and $F_3$ (or alternatively $W_1$ and $W_3$) structure functions do not diverge at $Q^2 = 0$. This because $2xF_1$ and $xF_3$ are proportional to $Q^2$ near $Q^2 = 0$ (because of the various $K$ factors).

For example, the valence $d$ quark component of $F_3$ is given by:

$$F_3^{valence-down}(Q^2, W) = \frac{2}{x} \sqrt{\frac{Q^2[1-G^2_W(Q^2)]}{Q^2+C_{x,F_3}}}$$

$$\times K^{LW}_{ud} \xi_u d_{valence}(\xi_w, Q^2) \left( \frac{Q^2+C_{\nu e,e,\nu e}}{Q^2+C_{\nu e,e,\nu e,\nu d}} \right)$$

At low $Q^2$ the vector $K$ factor for valence quarks $[1-G^2_W(Q^2)]$ can be written as $Q^2/(Q^2+0.178)$, which yields:

$$F_3^{valence-down}(Q^2, W) = \sqrt{(Q^2+C_{x,F_3})(Q^2+0.178)}$$

$$\times K^{LW}_{ud} \xi_u d_{valence}(\xi_w, Q^2) \left( \frac{Q^2+C_{\nu e,e,\nu e}}{Q^2+C_{\nu e,e,\nu e,\nu d}} \right)$$

20. Using the model to determine the flux of low energy neutrino beams

It is very difficult to make a good measurement of the neutrino and antineutrino flux as a function of energy in a broad band beam such as the NUMI beam. The following technique can be used to extract the flux directly from the data.

The model gives a very good prediction of the neutrino differential cross sections in a restricted region of phase space. This region corresponds to $W > 1.9$ GeV/c$^2$ (the inelastic region) $Q^2 > 1$ (GeV/c)$^2$ (where vector and axial structure functions are close to each other) and $x > 0.1$ (where nuclear effects in neutrino and charged lepton scattering should be very similar).

The data in this restricted region can be used to determine the neutrino and antineutrino flux by comparing it to our model predictions. At very low energies there may not be many events in the region of validity of our model. However, we can cross calibrate between high and low energies by using events at a fixed range of $W$ and $Q^2 < 1$ (GeV/c)$^2$. This is because as can inferred from equation 35, the differential cross section for a fixed range of $W$ and low $Q^2$ is dominated by $W_2$ and is relatively independent of neutrino energy, and the small energy dependent corrections given in equation 35 can be calculated. We will present a study of these two techniques in a future communication.

21. Appendix - Quasi-elastic Neutrino-Nucleon Scattering

In order to calculate the total neutrino and antineutrino total cross sections, we need to add the quasi-elastic cross sections. Here we use the notation of C.H. Llewellyn Smith [51]

$$q^2 = q_0^2 - \frac{q_3^2}{2} = -4E_0E'\sin^2\theta = -Q^2.$$

The hadronic current for QE neutrino scattering is given by [51]

$$\langle p(p_2)|J^+_\nu|n(p_1)\rangle = \bar{u}(p_2) \left[ \gamma_\nu F_1^\nu(q^2) + \frac{i\sigma_\mu\nu q^\mu \xi F_2^{\nu}(q^2)}{2M} \right] + \gamma_\nu 5 F_A(q^2) + \frac{q_\nu 5 F_A(q^2)}{M} u(p_1),$$

where $q = k_\nu - k_\mu$, $\xi = (\mu_\nu - 1) - \mu_n$, and $M = (m_\nu + m_n)/2$. Here, $\mu_\nu$ and $\mu_n$ are the proton and neutron magnetic moments. We assume that there are no second class currents, so the scalar form factor $F_3^\nu$ and the tensor form factor $F_3^A$ need not be included. Using the above current, the cross section is

$$\frac{d\sigma^{\nu,\overrightarrow{p}}}{dq^2} = \frac{M^2G^2_{F_1}cos^2\theta}{8\pi E^2_\nu} \times$$

$$\left[ A(q^2) + \frac{(s-u)B(q^2)}{M^2} + \frac{C(q^2)(s-u)^2}{M^4} \right],$$

where

$$A(q^2) = \frac{m^2 - q^2}{4M^2} \left[ \left( 4 - \frac{q^2}{M^2} \right) |F_A|^2 - \left( 4 + \frac{q^2}{M^2} \right) |F_1^\nu|^2 - \frac{q^2}{M^2} |xi F_2^{\nu}|^2 \left( 1 + \frac{q^2}{4M^2} \right) \right] - 4q^2 Re F_1^{\nu}\xi F_2^{\nu} \left( \frac{q^2}{M^2} \right),$$

$$B(q^2) = -\frac{q^2}{M^2} Re F_A (F_1^{\nu} + \xi F_2^{\nu}),$$
\[ C(q^2) = \frac{1}{4} |F_A|^2 + |F_V^1|^2 - \frac{q^2}{M^2} \left( \frac{\xi F_V^2}{2} \right)^2. \]

Although we have not shown terms of order \((m_i/M)^2\), and terms including \(F_P(q^2)\) (which is multiplied by \((m_i/M)^2\), these terms are included in our calculations \(^{51}\).) The form factors \(F_V^1(q^2)\) and \(\xi F_V^2(q^2)\) are given by:

\[ F_V^1(q^2) = \frac{G_V^V(q^2) - \frac{q^2}{4M^2}G_M^V(q^2)}{1 - \frac{q^2}{4M^2}}, \]

\[ \xi F_V^2(q^2) = \frac{G_M^V(q^2) - G_V^V(q^2)}{1 - \frac{q^2}{4M^2}}. \]

From conserved vector current (CVC) \(G_V^V(q^2)\) and \(G_M^V(q^2)\) are related to the electron scattering form factors \(G_V^p(q^2)\), \(G_E^p(q^2)\), \(G_M^p(q^2)\), and \(G_M^n(q^2)\):

\[ G_V^V(q^2) = G_E^p(q^2) - G_M^p(q^2), \]

\[ G_M^V(q^2) = G_M^n(q^2) - G_V^n(q^2). \]

At low \(Q^2\) the axial form factor \(F_A\) can be approximated by the dipole form

\[ F_A(q^2) = \frac{g_A}{\left(1 - \frac{q^2}{M_A^2}\right)^2}. \]

In our analysis we apply BBBA2008 corrections \(^{52}\) to the dipole parametrization of the axial form factor as described in reference \(^{52}\).

The pseudoscalar form factor \(F_P\) is related to \(F_A\) by PCAC and is given by:

\[ F_P(q^2) = \frac{2M^2F_A(q^2)}{M_A^2 - q^2}. \]

In the expression for the cross section, \(F_P(q^2)\) is multiplied by \((m_i/M)^2\). Therefore, in muon neutrino interactions, this effect is very small except at very low energy, below 0.2 GeV.

At low \(Q^2\) a reasonable description of the proton and neutron elastic form factors is given by the dipole approximation \(G_D = 1/(1+Q^2/0.71)^2\). The dipole approximation is a lowest-order attempt to incorporate the non-zero size of the proton into the form factors. If we also assume that the proton has a simple exponential spatial charge distribution:

\[ \rho(r) = \rho_0 e^{-r/r_0}, \]

where \(r_0\) is the scale of the proton radius. The form factors are related, in the non-relativistic limit, to the Fourier transform of the charge and magnetic moment distribution. If it is also assumed that the magnetic moment distribution has the same spatial dependence as the charge distribution (i.e., form factor scaling), we get the dipole approximation to the form factors:

\[ G_D(Q^2) = \frac{1}{(1 + Q^2r_0^2)^2} = \frac{1}{(1 + Q^2/0.71)^2} = G_E^p(Q^2) = G_M^n(Q^2)/\mu_p = G_M^n(Q^2)/\mu_n \]

and \(G_E^n = 0\). Here \(\mu_p = 2.7928\), and \(\mu_n = 1.913\). Previous measurements of \(e-p\) and \(e-n\) elastic scattering have indicated a best fit value of \(r_0^2 = (0.24 \text{ fm})^2 = 1/0.71 \text{ (GeV/c)}^2\), indicating an rms radius of \(\sqrt{\langle r^2 \rangle} \approx 0.81 \text{ fm}\). Measurements of \(G_E^p\) and \(G_M^n\) agree with the dipole approximation only for \(Q^2 < 1 \text{ (GeV/c)}^2\). The dipole approximation yields

\[ G_M^n(Q^2) = 4.706 \text{ GD}(Q^2) \]

Using \(\tau = Q^2/M^2\) we also get

\[ F_V^1(Q^2) = \frac{G_E^p(Q^2) + \tau G_M^n(Q^2)}{1 + \tau}. \]

In our calculation of the quasi-elastic cross sections we apply BBBA2008 corrections to the dipole parametrization of the vector form factors \(^{52}\).

In evaluating the quasielastic contributions to the Adler sum rules we use:

\[ W_{1n\text{--elastic}} = \delta(\nu - Q^2/2M) G_M^n(Q^2)^2 \]

\[ W_{\nu-e\text{--vector}} = \delta(\nu - Q^2/2M) G_E^n(Q^2)^2 \]
\begin{align*}
W_{v-axial}^{1n-elastic} &= \delta(\nu - \frac{Q^2}{2M})(1 + \tau)|F_A(Q^2)|^2 \\
W_{v-vector}^{2n-elastic} &= 2\frac{M\tau}{\nu}\delta(\nu - \frac{Q^2}{2M})|F_V(Q^2)|^2 \\
W_{v-axial}^{2n-elastic} &= 2\frac{M\tau}{\nu}\delta(\nu - \frac{Q^2}{2M})|F_A(Q^2)|^2 \\
W_{\nu-s-elastic}^{3n} &= 2\frac{M\tau}{\nu}\delta(\nu - \frac{Q^2}{2M})|2G_M^V(Q^2)F_A(Q^2)|
\end{align*}

22. Appendix -Results with GRV94 PDFs and $x_w$

For completeness we describe our earlier analysis [10,11] in which we used another modified scaling variable [20]: $x_w$ with GRV94 PDFs (instead of GRV98) and simplified $K$ factors. In that analysis we modified the leading order GRV94 PDFs as follows:

1. We increased the $d/u$ ratio at high $x$ as described in appendix A [10].

2. Instead of the scaling variable $x$ we used the scaling variable $x_w = (Q^2 + B)/(2M\nu + A)$ (or $=x(Q^2 + B)/(Q^2 + Ax)$). This modification was used in early fits to SLAC data [27]. The parameter A provides for an approximate way to include both target mass and higher twist effects at high $x$, and the parameter B allows the fit to be used all the way down to the photoproduction limit ($Q^2=0$).

3. In addition as was done in earlier non-QCD based fits [24,25] to low energy data, we multiplied all PDFs by a factor $K=Q^2/(Q^2+C)$. This was done in order for the fits to describe low $Q^2$ data in the photoproduction limit, where $F_2$ is related to the photoproduction cross section.

4. Finally, we froze the evolution of the GRV94 PDFs at a value of $Q^2 = 0.24$ (for $Q^2 < 0.24$), because GRV94 PDFs are only valid down to $Q^2 = 0.23 (GeV/c)^2$.

As was done for GRV98, in the GRV94 analysis, the measured structure functions were also corrected for the BCDMS systematic error shift [20] and for the relative normalizations between the SLAC, BCDMS and NMC data [10,11]. The deuteron data were corrected for nuclear binding effects [10,11]. A simultaneous fit to both proton and deuteron SLAC, NMC and BCDMS data (with $x > 0.07$ only) yields $A=1.735$, $B=0.624$ and $C=0.188 (GeV/c)^2$ with GRV94 LO PDFs ($\chi^2 = 1351/958$ DOF). Note that for $x_w$ the parameter $A$ accounts for both target mass and higher twist effects.

In our studies with GRV94 PDFs we used the earlier $R_{world}$ fit [19] for $R^{n\nu}$ and $R^{\nu\nu}$. $R_{world}$ is parameterized by:

\[
R_{world}(x,Q^2 > 0.35) = \frac{0.0635}{\log(Q^2/0.04)} \theta(x,Q^2) + \frac{0.5747}{Q^2} - \frac{0.3534}{Q^4 + 0.09},
\]

where $\theta = 1. + \frac{12Q^2}{Q^2 + 1.0} \times \frac{0.135^2}{0.125^2 + x}$. The $R_{world}$ function provided a good description of the world’s data for $R$ at that time in the $Q^2 > 0.35 (GeV/c)^2$ and $x > 0.05$ region (where most of the $R$ data are available). However, for electron and muon scattering and for the vector part of neutrino scattering the $R_{world}$ function breaks down below $Q^2 = 0.35 (GeV/c)^2$. Therefore, we freeze the function at $Q^2 = 0.35 (GeV/c)^2$. For electron and muon scattering and for the vector part of $F_1$ we introduce a $K$ factor for $R$ in the $Q^2 < 0.35 (GeV/c)^2$ region. The new function provides a smooth transition for the vector $R$ (we use $R_{vector}=R_{e/\mu}$) from $Q^2 = 0.35 (GeV/c)^2$ down to $Q^2 = 0$ by forcing $R_{vector}$ to approach zero at $Q^2 = 0$ as expected in the photoproduction limit (while keeping a 1/Q^2 behavior at large $Q^2$ and matching to $R_{world}$ at $Q^2 = 0.35 (GeV/c)^2$).

\[
R_{vector}(x,Q^2 < 0.35) = 3.207 \times \frac{Q^2}{Q^2 + 1} \times R_{world}(x,Q^2 = 0.35).
\]
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