Polar decompositions of quaternion matrices in indefinite inner product spaces
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Abstract. Polar decompositions of quaternion matrices with respect to a given indefinite inner product are studied. Necessary and sufficient conditions for the existence of an $H$-polar decomposition are found. In the process, an equivalent to Witt's theorem on extending $H$-isometries to $H$-unitary matrices is given for quaternion matrices.
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1. Introduction. Polar decompositions of real and complex matrices with respect to a given indefinite inner product have been extensively studied. Necessary and sufficient conditions for the existence of an $H$-polar decomposition in the real and complex case are given in [6], whereas in [2] a description of the matrices admitting this decomposition can be found. See also the literature referenced in [2]. Special cases of $H$-polar decompositions are studied, for example, in [3, 4, 5], and in [10] stability of $H$-polar decompositions is studied. The study of polar decompositions of quaternion matrices (in the standard inner product space) goes back to 1955, see the paper by Wiegmann [12], and also Proposition 3.2.5(d) in [11] and [13].

Perusal of these studies suggests the need of results on the extension of isometries via Witt’s theorem in the quaternion case, see [5] for the complex case. We also need results on the existence of $H$-selfadjoint square roots and in [8] the general case was studied for quaternion matrices, i.e., $H$-selfadjoint $m$th roots where $m$ is any positive integer, building on results for the complex case as found in [7, 10].

Let $H$ be an invertible Hermitian matrix with quaternion entries which defines the indefinite inner product $[\cdot, \cdot]$. It will be clear from the context which invertible Hermitian matrix (or indefinite inner product) is meant, when we have more than one inner product under consideration. For a given square quaternion matrix $X$, we wish to find necessary and sufficient conditions for the existence of an $H$-polar decomposition, i.e., such that $X = UA$ where $U$ is an $H$-unitary matrix (unitary with respect to $[\cdot, \cdot]$) and $A$ is an $H$-selfadjoint matrix (selfadjoint with respect to $[\cdot, \cdot]$).

We work mostly with matrices in an indefinite inner product space which have quaternion entries. Basic theory of quaternion linear algebra can be found in various books and papers, see, for example, the book by Rodman, [11], and [13, 14].
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In Section 2, we present some preliminary results, definitions, and notation which are necessary to follow this paper. The conditions for the existence of $H$-selfadjoint square roots of $H$-selfadjoint quaternion matrices are described in Section 3. In Section 4, we pave the way for the rest of the paper with an important result, which is crucial in our proof for polar decompositions. Section 5 focuses on the theory of Witt extensions. We give the conditions which prescribe the existence of a Witt extension in the quaternion case as well as the form of such a Witt extension. These will be essential for the main results. We obtain necessary and sufficient conditions for the existence of an $H$-polar decomposition for a given quaternion matrix in Section 6.

2. Preliminaries. Denote the skew field of real quaternions by $\mathbb{H}$ and the set of all vectors with $n$ quaternion entries by $\mathbb{H}^n$. This set $\mathbb{H}^n$ is considered as a right vector space; therefore, scalar multiplication is from the right: $v\alpha$, where $v \in \mathbb{H}^n$, $\alpha \in \mathbb{H}$. Remember that multiplication in $\mathbb{H}$ is not commutative. Let $\mathbb{H}^{m \times n}$ denote the set of all $m \times n$ matrices in $\mathbb{H}$ and consider it as a left vector space. A matrix $A \in \mathbb{H}^{m \times n}$ can be interpreted as a linear transformation from $\mathbb{H}^n$ to $\mathbb{H}^m$. We will use the linear transformation and the matrix representing the linear transformation interchangeably.

Every quaternion $x \in \mathbb{H}$ has the form $x = x_0 + x_1 i + x_2 j + x_3 k$, where $x_i \in \mathbb{R}$ and the elements $i, j, k$ satisfy the following formulas:

$$i^2 = j^2 = k^2 = -1, \quad ij = -ji = k, \quad jk = -kj = i, \quad ki = -ik = j.$$ 

Let $\bar{x} = x_0 - x_1 i - x_2 j - x_3 k$ denote the conjugate quaternion of $x$. Let $A$ be an $m \times n$ quaternion matrix. Then we denote the $m \times n$ matrix in which each entry is the conjugate of the corresponding entry in $A$ by $\bar{A}$. The transpose of $\bar{A}$ is the $n \times m$ matrix denoted by $A^*$.

**Definition 2.1.** A nonzero vector $v \in \mathbb{H}^n$ is called a (right) eigenvector of a matrix $A \in \mathbb{H}^{m \times n}$ corresponding to the (right) eigenvalue $\lambda \in \mathbb{H}$ if the equality $Av = v\lambda$ holds.

An $n \times n$ quaternion matrix $A$ has left eigenvalues and right eigenvalues, but we only need right eigenvalues and right eigenvectors and therefore omit the word “right.”

The spectrum of $A$, denoted by $\sigma(A)$, is the set of all eigenvalues of $A$ and is closed under similarity of quaternions. From [13], we see that an $n \times n$ matrix $A$ has exactly $n$ eigenvalues which are complex numbers with nonnegative imaginary parts and the Jordan normal form of $A$ has precisely these numbers on the diagonal. Let $\mathbb{C}_+ = \{ \lambda \in \mathbb{C} \mid \text{Im}(\lambda) > 0 \}$ denote the open upper complex half-plane. The Jordan normal form of a quaternion matrix is a direct sum of Jordan blocks, $J_k(\lambda)$, corresponding to eigenvalue $\lambda \in \mathbb{C}_+$ or $\lambda \in \mathbb{R}$ and of size $k \times k$. We also need the standard involutory permutation (sip) matrix (a $k \times k$ matrix with ones on the main anti-diagonal and zeros elsewhere), and denote it by $Q_k$.

The null space (or kernel) and the range (or image) of the matrix $A \in \mathbb{H}^{m \times n}$ are as follows:

$$\text{Ker} \, A = \{ x \in \mathbb{H}^n \mid Ax = 0 \}; \quad \text{Im} \, A = \{ Ax \mid x \in \mathbb{H}^n \}.$$ 

An $n \times n$ quaternion matrix $H$ is said to be Hermitian if $H^* = H$ and skew-Hermitian if $H^* = -H$. The eigenvalues of a Hermitian matrix are real, see Theorem 5.3.6(c) in [11]. Let $\pi(H)$ be the number of positive eigenvalues of the Hermitian matrix $H$. 

We consider the indefinite inner product $\langle \cdot, \cdot \rangle$ defined by an invertible Hermitian matrix $H \in \mathbb{H}^{n \times n}$ as follows $\langle x, y \rangle = (Hx, y) = y^*Hx$ for $x, y \in \mathbb{H}^n$, where $(\cdot, \cdot)$ denotes the standard inner product. It is important to note that the following is true for all $u, v \in \mathbb{H}^n$ and $\alpha \in \mathbb{H}$:

$$[x, y]^* = [y, x]; \quad [x\alpha, y] = [x, y]\alpha; \quad [x, y\alpha] = \alpha^*[x, y].$$

A subspace $W$ of $\mathbb{H}^n$ is said to be $H$-nondegenerate if $x \in W$ and $[x, y] = 0$ for all $y \in W$ imply that $x = 0$. Otherwise $W$ is $H$-degenerate.

Let $W^{[\perp]}$ denote the $H$-orthogonal companion of the subspace $W$ of $\mathbb{H}^n$, i.e.,

$$W^{[\perp]} := \{ x \in \mathbb{H}^n \mid [x, y] = 0 \text{ for all } y \in W \}.$$

In terms of the $H$-orthogonal companion, we have the following result for quaternion subspaces. See Proposition 3.6.4 in [11].

**Proposition 2.2.** Let $W$ be a subspace of $\mathbb{H}^n$. Then the following are equivalent:

(i) $W$ is $H$-nondegenerate.

(ii) $W^{[\perp]}$ is $H$-nondegenerate.

(iii) $W^{[\perp]}$ is a direct complement to $W$ in $\mathbb{H}^n$.

**Definition 2.3.** Let $H_1$ and $H_2$ be the matrices associated with the indefinite inner products $[\cdot, \cdot]_1$ on $\mathbb{H}^n$ and $[\cdot, \cdot]_2$ on $\mathbb{H}^m$, respectively. Let $X : \mathbb{H}^n \to \mathbb{H}^m$ be a linear transformation. Then $X^{[*]} : \mathbb{H}^m \to \mathbb{H}^n$ defined by

$$[X^{[*]}y, x]_1 = [y, Xx]_2,$$

for all $x \in \mathbb{H}^n$, $y \in \mathbb{H}^m$, is called the $H_1$-$H_2$-adjoint of $X$.

Note that we can also write $X^{[*]} = H_1^{-1}X^*H_2$. In the case where $n = m$ and $H = H_1 = H_2$, we call $X^{[*]} = H^{-1}X^*H$ the $H$-adjoint of $X$. A matrix $A$ is said to be $H$-selfadjoint if $A$ coincides with its $H$-adjoint. An $n \times n$ matrix $U$ is said to be $H$-unitary if $[Ux, Uy] = [x, y]$ for all $x, y \in \mathbb{H}^n$, or equivalently, if $U^*HU = H$. In terms of the $H$-adjoint, we can also say $U$ is $H$-unitary if $U^{[*]}U = I$.

With $V$ and $W$ subspaces of $\mathbb{H}^n$, a linear transformation (or its matrix representation) $U : V \to W$ is called an $H$-isometry if $[Ux, Uy] = [x, y]$ for all $x, y \in V$, or equivalently, if $U^*HU = Hx$ for all $x \in V$.

Every pair $(A, H)$ of quaternion matrices, where $A$ is $H$-selfadjoint, has a unique canonical form and it is interesting to note that it is identical to the canonical form of complex matrices. This is also given in, for example [1, Theorem 4.1], [9] and [11, Theorem 10.1.1].

**Theorem 2.4.** Let $H \in \mathbb{H}^{n \times n}$ be an invertible Hermitian matrix and $A \in \mathbb{H}^{n \times n}$ an $H$-selfadjoint matrix. Then there exists an invertible matrix $S \in \mathbb{H}^{n \times n}$ such that

$$S^{-1}AS = J_{k_1}(\lambda_1) \oplus \cdots \oplus J_{k_\alpha}(\lambda_\alpha) \oplus \left[ J_{k_{\alpha+1}}(\lambda_{\alpha+1}) \atop 0 \right] \oplus \cdots \oplus \left[ J_{k_{\beta}}(\lambda_{\beta}) \atop 0 \right],$$

where $\lambda_\iota \in \sigma(A) \cap \mathbb{R}$ for all $i = 1, \ldots, \alpha$, $\lambda_\iota \in \sigma(A) \cap \mathbb{C}_+$ for all $i = \alpha + 1, \ldots, \beta$, and

$$S^*HS = \eta_1Q_{k_1} \oplus \cdots \oplus \eta_\alpha Q_{k_\alpha} \oplus Q_{2k_{\alpha+1}} \oplus \cdots \oplus Q_{2k_{\beta}},$$

for all $\eta_\iota \in \mathbb{H}^n$ with $\eta_\iota \cdot \eta_\iota = 1$.
where $\eta_i = \pm 1$. The form $(S^{-1}AS, S^*HS)$ in (2.1) and (2.2) is uniquely determined by the pair $(A, H)$, up to a permutation of diagonal blocks.

3. $H$-selfadjoint square roots. Necessary and sufficient conditions for the existence of a quaternion $H$-selfadjoint $m$th root of a quaternion $H$-selfadjoint matrix were found in [8]. The conditions are stated for matrices in the subalgebra

$$\Omega_{2n} := \left\{ \begin{bmatrix} A_1 & \bar{A}_2 \\ -A_2 & A_1 \end{bmatrix} \mid A_1, A_2 \in \mathbb{C}^{n \times n} \right\},$$

of $\mathbb{C}^{2n \times 2n}$, and $\mathbb{H}^{n \times n}$ is isomorphic to $\Omega_{2n}$ by means of the isomorphism $\omega_n$ defined by

$$(3.3) \quad \omega_n(A_1 + jA_2) = \begin{bmatrix} A_1 & \bar{A}_2 \\ -A_2 & A_1 \end{bmatrix}, \quad \text{where } A_1, A_2 \in \mathbb{C}^{n \times n}.$$

Then for any $n \times n$ quaternion matrix $B$ we have the following: The canonical form of $(\omega_n(B), \omega_n(H))$ is given by $(J \oplus J, Q \oplus -Q)$ if and only if the canonical form of $(B, H)$ is given by $(J, Q)$. To see this, apply $\omega_n$ to both sides of (2.1) and (2.2), and use the properties $\omega_n(A^*) = (\omega_n(A))^*$ and $\omega_n(A^{-1}) = (\omega_n(A))^{-1}$, where in the latter case, $A$ is invertible.

Now, for a given $H$-selfadjoint matrix $B$ in $\mathbb{H}^{n \times n}$ we present the necessary and sufficient conditions for the existence of an $H$-selfadjoint square root of $B$ (i.e., $m = 2$ in Theorem 3.2 stated in [8]).

**Theorem 3.1.** Let $B$ and $H$ be $n \times n$ quaternion matrices. Let $H$ be invertible and Hermitian, and let $B$ be $H$-selfadjoint. Then there exists an $H$-selfadjoint quaternion matrix, say $A$, such that $A^2 = B$ if and only if the canonical form of $(B, H)$ has the following properties:

(i) The part of the canonical form corresponding to the negative eigenvalues, say $(B_-, H_-)$, is given by

$$B_- = \bigoplus_{j=1}^{t} (J_{k_j}(\lambda_j) \oplus J_{k_j}(\lambda_j)), \quad H_- = \bigoplus_{j=1}^{t} (Q_{k_j} \oplus -Q_{k_j}),$$

where $\lambda_j < 0$.

(ii) The part of the canonical form corresponding to the zero eigenvalue, say $(B_0, H_0)$, is given by

$$B_0 = \bigoplus_{j=1}^{t} B^{(j)}, \quad H_0 = \bigoplus_{j=1}^{t} H^{(j)},$$

where each corresponding pair of matrices $(B^{(j)}, H^{(j)})$ is given by either

$$B^{(j)} = J_{a_j+1}(0) \oplus J_{a_j}(0), \quad H^{(j)} = \eta_j Q_{a_j+1} \oplus \eta_j Q_{a_j},$$

or

$$B^{(j)} = J_{a_j}(0) \oplus J_{a_j}(0), \quad H^{(j)} = Q_{a_j} \oplus -Q_{a_j},$$

where $\eta_j = \pm 1$ and in the former case $a_j$ is allowed to be zero.
4. First steps toward $H$-polar decompositions. Here we present a result for quaternion matrices which is a modification of Lemma 4.1 stated in [6] for complex matrices. We will need this later in the proof of the conditions for an $H$-polar decomposition and it explains why we need a result on extensions of $H$-isometries to $H$-unitary matrices. To this end, a quaternion version of Witt’s theorem is proved later.

**Lemma 4.1.** Let $H_1 \in \mathbb{H}^{n \times n} \text{ and } H_2 \in \mathbb{H}^{m \times m}$ be the invertible Hermitian matrices which define indefinite inner products $\langle \cdot, \cdot \rangle_1$ on $\mathbb{H}^n$ and $\langle \cdot, \cdot \rangle_2$ on $\mathbb{H}^m$, respectively. Let $X$ and $Y$ be linear transformations from $\mathbb{H}^n$ to $\mathbb{H}^m$. Then $Y$ can be written in the form

$$Y = UX,$$

where $U$ is an injective $H_2$-isometry from $\text{Im } X$ to $\text{Im } Y$, if and only if both

(4.4) \[ Y^{[*]}Y = X^{[*]}X, \]

and

(4.5) \[ \text{Ker } X = \text{Ker } Y, \]

are satisfied.

Before we give the proof, here is an example as an illustration of why injectivity of $U$ is necessary in the lemma.

**Example 4.2.** Let $n = m = 2$ and let $X$ and $Y$ be given as

$$X = \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix}, \quad Y = \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix},$$

and let $H_1 = H_2 = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}$ be the matrix defining the indefinite inner product on $\mathbb{H}^2$. Then $\text{Im } X = \text{span} \left\{ \begin{bmatrix} 1 \\ 0 \end{bmatrix} \right\}$ and $\text{Im } Y = \left\{ \begin{bmatrix} 0 \\ 0 \end{bmatrix} \right\}$. Now suppose $U : \text{Im } X \to \text{Im } Y$ is a linear transformation such that $Y = UX$. For any $\alpha, \beta \in \mathbb{H}$, we have

$$\left[ \begin{bmatrix} \alpha \\ 0 \end{bmatrix}, \begin{bmatrix} \beta \\ 0 \end{bmatrix} \right]_2 = [0, 0]_2 = 0,$$

and

$$\left\langle \begin{bmatrix} \alpha \\ 0 \end{bmatrix}, \begin{bmatrix} \beta \\ 0 \end{bmatrix} \right\rangle = \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \begin{bmatrix} \beta \\ 0 \end{bmatrix} \right\rangle = 0.$$

Therefore, $U$ is an $H_2$-isometry, but note that $Ux = Uy = 0$ for all $x, y \in \text{Im } X$ and it does not imply that $x = y$, so $U$ is not injective. Now,

$$X^{[*]}X = H_1^{-1}X^*H_2X = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} = \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix},$$

and $Y^{[*]}Y = \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix} = X^{[*]}X$. However, we have

$$\text{Ker } Y = \mathbb{H}^2 \quad \text{and} \quad \text{Ker } X = \text{span} \left\{ \begin{bmatrix} 0 \\ 1 \end{bmatrix} \right\},$$

thus the null spaces do not coincide.
Now for the proof of Lemma 4.1. The proof is essentially the same as in [6], but a change to right scalar multiplication was needed.

Proof. Suppose that $Y = UX$ where $U$ is an injective $H_2$-isometry from $\text{Im} X$ to $\text{Im} Y$. Then

$$Y^{[s]}Y = X^{[s]}U^{[s]}UX = X^{[s]}X.$$ 

Since $U$ is injective, we have $\text{Ker} Y = \text{Ker} UX = \text{Ker} X$. Therefore, both (4.4) and (4.5) hold.

Conversely, assume that both (4.4) and (4.5) hold. We want to find an injective $H_2$-isometry between $\text{Im} X$ and $\text{Im} Y$. Let the dimension of $\text{Im} X$ be $p$ and let $\{f_1, \ldots, f_p\}$ be a basis of $\text{Im} X \subseteq \mathbb{H}^m$. Now let $\{e_1, \ldots, e_p\}$ be vectors in $\mathbb{H}^n$ such that

$$(4.6) \quad Xe_i = f_i, \quad i = 1, 2, \ldots, p,$$

and let $g_i$ be the image of $e_i$ under $Y$, i.e.,

$$(4.7) \quad g_i = Ye_i, \quad i = 1, 2, \ldots, p.$$ 

We prove that the set $\{g_1, \ldots, g_p\}$ is a basis of $\text{Im} Y$. If for some quaternion scalars $\gamma_i$, we have

$$\sum_{i=1}^p g_i \gamma_i = 0,$$

then it follows from (4.7) and (4.5) that $\sum_{i=1}^p e_i \gamma_i \in \text{Ker} Y = \text{Ker} X$. This implies that

$$\sum_{i=1}^p f_i \gamma_i = X \sum_{i=1}^p e_i \gamma_i = 0,$$

but since $\{f_1, \ldots, f_p\}$ is a basis, $\gamma_1 = \gamma_2 = \cdots = \gamma_p = 0$. Therefore, the vectors $\{g_1, \ldots, g_p\}$ are linearly independent. From (4.5) and the Rank Theorem (see Proposition 3.2.5(e) in [11]), we have that $\dim \text{Im} Y = p$ and hence the $p$ vectors in (4.7) form a basis of $\text{Im} Y$. Finally, define the linear map $U' : \text{Im} X \to \text{Im} Y$ by

$$U' f_i = g_i, \quad i = 1, 2, \ldots, p.$$ 

Let $a = \sum_{i=1}^p f_i \alpha_i$ and $b = \sum_{i=1}^p f_i \beta_i$ be arbitrary vectors in $\text{Im} X$, $\alpha_i, \beta_i \in \mathbb{H}$. Then using (4.4), (4.6), and (4.7), it can be shown that $[U' a, U' b]_2 = [a, b]_2$:

$$[U' a, U' b]_2 = [U'(f_1 \alpha_1 + \cdots + f_p \alpha_p), U'(f_1 \beta_1 + \cdots + f_p \beta_p)]_2$$

$$= [Y(e_1 \alpha_1 + \cdots + e_p \alpha_p), Y(e_1 \beta_1 + \cdots + e_p \beta_p)]_2$$

$$= [Y(e_1 \alpha_1 + \cdots + e_p \alpha_p), Y(e_1 \beta_1 + \cdots + e_p \beta_p)]_2$$

$$= [Y^{[s]} Y(e_1 \alpha_1 + \cdots + e_p \alpha_p), (e_1 \beta_1 + \cdots + e_p \beta_p)]$$

$$= [X(e_1 \alpha_1 + \cdots + e_p \alpha_p), (e_1 \beta_1 + \cdots + e_p \beta_p)]_1$$

$$= [X(e_1 \alpha_1 + \cdots + e_p \alpha_p), (e_1 \beta_1 + \cdots + e_p \beta_p)]_1$$

$$= [a, b]_2$$

and thus $U'$ is an $H_2$-isometry. Assume $U' a = 0$, then $\sum_{i=1}^p g_i \alpha_i = 0$ but the vectors $\{g_1, \ldots, g_p\}$ are linearly independent and therefore $a = 0$. This implies that $U'$ is injective and we conclude the proof.
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5. Witt’s theorem. Witt’s theorem is known for vector spaces over the real and complex numbers and gives conditions for the extension of isometries between subspaces of $\mathbb{F}^n$ (where $\mathbb{F}$ is the field of real or complex numbers) to the whole of $\mathbb{F}^n$. Witt’s theorem is an indispensable tool in the study of $H$-polar decompositions. We extend Witt’s theorem to the quaternion case by supplying a proof that is essentially the same as the proof of Theorem 2.1 in [5].

**Theorem 5.1.** Let $H_1, H_2 \in \mathbb{H}^{n \times n}$ be invertible Hermitian matrices which define two inner products $\langle \cdot, \cdot \rangle_1$ and $\langle \cdot, \cdot \rangle_2$ on $\mathbb{H}^n$, respectively. Assume that $\pi(H_1) = \pi(H_2)$. Let $U_0 : V_1 \to V_2$ be a nonsingular linear transformation, where $V_1$ and $V_2$ are subspaces in $\mathbb{H}^n$, such that

\begin{equation}
[U_0x, U_0y]_2 = [x, y]_1 \quad \text{for every} \quad x, y \in V_1.
\end{equation}

Then there exists a linear transformation $U : \mathbb{H}^n \to \mathbb{H}^n$ such that

\begin{equation}
[Ux, Uy]_2 = [x, y]_1 \quad \text{for every} \quad x, y \in \mathbb{H}^n,
\end{equation}

and

\begin{equation}
Ux = U_0x \quad \text{for every} \quad x \in V_1.
\end{equation}

Any linear transformation $U$ with the property (5.9) is called $H_1$-$H_2$-unitary and any $H_1$-$H_2$-unitary linear transformation that also satisfies (5.10) is called a Witt extension of $U_0$.

**Proof.** Let $m$ be the dimension of $V_1$ and let $\{e_1, \ldots, e_m\}$ be a basis of $V_1 \subseteq \mathbb{H}^n$ such that

\begin{equation}
[e_i, e_j]_1 = \begin{cases} 
1 & \text{if } i = j = m_0 + 1, m_0 + 2, \ldots, m_0 + m, \\
-1 & \text{if } i = j = m_0 + m_1 + 1, m_0 + m_1 + 2, \ldots, m, \\
0 & \text{otherwise},
\end{cases}
\end{equation}

where $m_0 + m_1 + m_- = m$. Thus, the Hermitian matrix describing the restriction of the inner product $\langle \cdot, \cdot \rangle_1$ to $V_1$ has $m_+$ positive eigenvalues and $m_-$ negative eigenvalues and the multiplicity of zero is $m_0$.

The strategy that we follow is to construct a basis for $\mathbb{H}^n$ using the basis for $V_1$ and we start by forming $H_1$-nondegenerate subspaces where each contains one of the first $m_0$ basis vectors. Define a functional $\alpha_i : \mathbb{H}^n \to \mathbb{H}$ for every $i = 1, 2, \ldots, m$ as follows:

\[ \alpha_i(x) = [x, e_i]_1, \quad i = 1, 2, \ldots, m. \]

Since $\alpha_1, \ldots, \alpha_m$ are linearly independent, there exists vectors $\tilde{e}_i \in \mathbb{H}^n$ such that $\alpha_i(\tilde{e}_j) = \delta_{ij}$, where $\delta_{ij} = 1$ if $i = j$ and $\delta_{ij} = 0$ if $i \neq j$, i.e. $[\tilde{e}_j, e_i]_1 = \delta_{ij}$ for all $i = 1, 2, \ldots, m$. Then let

\[ W_k = \text{span}\{e_k, \tilde{e}_k\}, \quad k = 1, 2, \ldots, m_0, \]

and since $[e_k, e_k]_1 = 0$ and $[\tilde{e}_k, e_k]_1 = 1$, each $W_k$ is $H_1$-nondegenerate. Note that for $\beta_k = -\frac{1}{2}[\tilde{e}_k, \tilde{e}_k]_1$, we have

\[ [\tilde{e}_k + e_k \beta_k, \tilde{e}_k + e_k \beta_k]_1 = [\tilde{e}_k, \tilde{e}_k]_1 + [e_k \beta_k, e_k \beta_k]_1 + [\tilde{e}_k, e_k \beta_k]_1 + [e_k \beta_k, \tilde{e}_k]_1 = [\tilde{e}_k, \tilde{e}_k]_1 + \beta_k^*[e_k, e_k]_1 \beta_k + \beta_k^*[\tilde{e}_k, e_k]_1 + [e_k, \tilde{e}_k]_1 \beta_k = [\tilde{e}_k, \tilde{e}_k]_1 - \frac{1}{2}[\tilde{e}_k, \tilde{e}_k]_1 - \frac{1}{2}[e_k, \tilde{e}_k]_1 = 0, \]
and
\[ [e_k, \hat{e}_k + e_k \beta_k] = [e_k, \hat{e}_k] + \beta_k [e_k, e_k] = [e_k, \hat{e}_k]. \]

Therefore, we can always replace the vector \( \hat{e}_k \) by \( \hat{e}_k + e_k (-\frac{1}{2} [\hat{e}_k, \hat{e}_k]) \) and thus without loss of generality we can assume that \([\hat{e}_k, \hat{e}_k] = 0\) for \( k = 1, 2, \ldots, m_0 \). Now, let
\[ e'_k = (e_k - \hat{e}_k) \frac{1}{\sqrt{2}}, \quad e''_k = (e_k + \hat{e}_k) \frac{1}{\sqrt{2}}. \]

Simple calculations analogous to those above give the following:
\[ [e'_k, e'_k] = -1, \quad [e''_k, e''_k] = 1 \quad \text{and} \quad [e'_k, e''_k] = 0. \]

It follows that the subspace \( W = W_1 + \cdots + W_{m_0} + \text{span} \{ e_j \}_{i=m_0+1, \ldots, m} \) is \( H_1 \)-nondegenerate and thus by Proposition 2.2 the \( H_1 \)-orthogonal companion \( W^{[1]} \) of \( W \) is \( H_1 \)-nondegenerate and \( W^{[1]} \) is a direct complement to \( W \) in \( \mathbb{H}^n \). Therefore, we can append the vectors \( e_s \) for \( s = 2m_0 + m_+ + m_- + 1, 2m_0 + m_+ + m_- + 2, \ldots, n \) to the set
\[ \{ e'_1, \ldots, e'_{m_0}, e''_1, \ldots, e''_{m_0}, e_{m_0+1}, e_{m_0+2}, \ldots, e_m \}, \]

of \( 2m_0 + m_+ + m_- \) vectors such that the resulting ordered set \( \{ g_1, \ldots, g_n \} \) will be a basis in \( \mathbb{H}^n \) with the property
\[ [g_i, g_j] = \varepsilon_i \delta_{ij}, \quad \text{for} \ i, j = 1, 2, \ldots, n, \quad \text{where} \ \varepsilon_i = \pm 1. \]

As a last step before we can define the extension, we look at the subspace \( V_2 \). Let \( f_i = U_0 e_i \) for \( i = 1, 2, \ldots, m \). We introduce vectors \( f'_k \) and \( f''_k \) (for \( k = 1, 2, \ldots, m \)) and vectors \( f_s \) (for \( s = 2m_0 + m_+ + m_- + 1, 2m_0 + m_+ + m_- + 2, \ldots, n \)) in the same way we introduced the vectors \( e'_k, e''_k \), and \( e_s \) but using \( [\cdot, \cdot]_2 \) instead of \( [\cdot, \cdot]_1 \). Then this will result in a basis \( \{ h_1, \ldots, h_n \} \) of \( \mathbb{H}^n \). The hypotheses \( \pi(H_1) = \pi(H_2) \) and (5.8) in the theorem statement ensure that \( [h_i, h_j] = [g_i, g_j] \) for all \( i, j = 1, \ldots, n \).

Finally, we define the \( n \times n \) matrix \( U \) by the equalities
\[ U e'_k = f'_k, \quad \text{for} \ k = 1, \ldots, m_0, \]
\[ U e''_k = f''_k, \quad \text{for} \ k = 1, \ldots, m_0, \]
\[ U e_j = f_j, \quad \text{for} \ j = m_0 + 1, \ldots, m, \]
\[ U e_s = f_s, \quad \text{for} \ s = 2m_0 + m_+ + m_- + 1, \ldots, n. \]

From the construction above, it is easy to see that the matrix \( U \) satisfies both (5.9) and (5.10) and is therefore a Witt extension of \( U_0 \).

We next include an extended Witt’s theorem which gives a description of any Witt extension of a given \( U_0 \). The proof in the quaternion case is once again essentially the same as the proof of Theorem 2.3 in [5].

Firstly, we mention the following: using the same notation (and vectors) as in the proof of Theorem 5.1, let
\[ E = \{ e_1, \ldots, e_{m_0}, e_{m_0+1}, \ldots, e_m, \hat{e}_1, \ldots, \hat{e}_{m_0}, e_{2m_0 + m_+ + m_- + 1}, \ldots, e_n \}, \]
\[ F = \{ U e_1, \ldots, U e_m, U \hat{e}_1, \ldots, U \hat{e}_{m_0}, U e_{2m_0 + m_+ + m_- + 1}, \ldots, U e_n \}. \]
Note that the subspaces $V_1$ and $V_2$ are spanned by the first $m$ vectors of the bases of $\mathcal{E}$ and $\mathcal{F}$, respectively. The Gramian matrix of the basis $\mathcal{E}$ with respect to $[\cdot, \cdot]_1$ (and of the basis $\mathcal{F}$ with respect to $[\cdot, \cdot]_2$) is equal to

\[
\begin{bmatrix}
0 & 0 & I_{m_0} & 0 \\
0 & J_1 & 0 & 0 \\
I_{m_0} & 0 & 0 & 0 \\
0 & 0 & 0 & J_2
\end{bmatrix},
\]

(5.13)

where $J_1$ and $J_2$ are both diagonal matrices with +1 and −1 on its diagonal. The first $m_+$ diagonal entries of $J_1$ are +1 and the remaining $m_-$ diagonal entries are −1. The matrix $J_2$ is the Gramian matrix of the last $n - m - m_0$ vectors in (5.11) and we assume without loss of generality that it has said form.

**Theorem 5.2.** Let $\tilde{U}$ be a Witt extension of the $n \times n$ matrix $U_0$ as in Theorem 5.1. Then there exists a $J_2$-unitary matrix $P_1$ (of order $n - m - m_0$), an $(n - m - m_0) \times m_0$ matrix $P_2$, and a skew-Hermitian $m_0 \times m_0$ matrix $P_3$, such that the matrix of $\tilde{U}$ has the form

\[
\begin{bmatrix}
I_{m_0} & 0 & -\frac{i}{2}P_2^*J_2P_2 + P_3 & -P_2^*J_2P_3 \\
0 & I_{m_0} & 0 & 0 \\
0 & 0 & I_{m_0} & 0 \\
0 & 0 & P_2 & P_1
\end{bmatrix},
\]

(5.14)

Here $m = \dim V_1$ and $m_0$ is the number of zero eigenvalues of the Gramian matrix of any basis in $V_1$ with respect to $[\cdot, \cdot]_1$.

Conversely, if $P_1$ is an arbitrary $J_2$-unitary matrix, $P_2$ is an arbitrary $(n - m - m_0) \times m_0$ matrix, and $P_3$ is an arbitrary skew-Hermitian $m_0 \times m_0$ matrix, then the matrix $\tilde{U}$ defined by (5.14) is a Witt extension of $U_0$.

**Proof.** To ensure that $\tilde{U}x = U_0x$ for all $x \in V_1$, any extension $\tilde{U}$ of $U_0$ in the bases (5.11) and (5.12) has the form

\[
\begin{bmatrix}
I & 0 & A_1 & A_2 \\
0 & I & A_3 & A_4 \\
0 & 0 & A_5 & A_6 \\
0 & 0 & A_7 & A_8
\end{bmatrix},
\]

(5.15)

for some matrices $A_i$ with sizes the same as the corresponding blocks in (5.13). The key to proving the theorem lies in the following: the matrix (5.15) is $H_1^{-1}H_2$-unitary if and only if $H_1^{-1}\tilde{U}^*H_2\tilde{U} = I$. Using (5.13) and (5.15), a simple computation shows that $H_1^{-1}\tilde{U}^*H_2\tilde{U} = I$ holds if and only if

\[
\begin{bmatrix}
A_5^* & A_3^*J_1 & u_{13} & u_{14} \\
0 & I & A_3 & A_4 \\
0 & 0 & A_5 & A_6 \\
J_2A_5^* & J_2A_3^*J_1 & u_{43} & u_{44}
\end{bmatrix}
\begin{bmatrix}
I & 0 & 0 & 0 \\
0 & I & 0 & 0 \\
0 & 0 & I & 0 \\
0 & 0 & 0 & I
\end{bmatrix},
\]

(5.16)

where

\[
\begin{align*}
u_{13} &= A_5^*A_1 + A_3^*J_1A_3 + A_1^*A_5 + A_7^*J_2A_7, \\
u_{14} &= A_5^*A_2 + A_3^*J_1A_4 + A_1^*A_6 + A_7^*J_2A_8, \\
u_{43} &= J_2A_5^*A_1 + J_2A_3^*J_1A_3 + J_2A_1^*A_5 + J_2A_7^*J_2A_7, \\
u_{44} &= J_2A_5^*A_2 + J_2A_3^*J_1A_4 + J_2A_1^*A_6 + J_2A_7^*J_2A_8.
\end{align*}
\]
By equating the corresponding blocks in (5.16), we obtain the following:

\[(5.17) \quad A_5 = I, \quad A_3 = A_4 = A_6 = 0, \quad A_2 = -A_7^* J_2 A_8, \quad A_8^* J_2 A_8 = J_2 \quad \text{and} \quad A_1 + A_1^* = -A_7^* J_2 A_7.\]

When we write \( A_1 = \frac{1}{2} (A_1 + A_1^*) + \frac{i}{2} (A_1 - A_1^*) \), where the first term is Hermitian and the second is skew-Hermitian, we can use the last equality in (5.17) to find an expression for \( A_1 \). Then by taking \( P_1 = A_8, P_2 = A_7 \) and \( P_3 = \frac{i}{2} (A_1 - A_1^*) \), the matrix (5.14) in the theorem statement is derived and the proof is complete.

6. \( H \)-polar decompositions. Finally, we are ready to give necessary and sufficient conditions for the existence of an \( H \)-polar decomposition of a given quaternion matrix.

**Theorem 6.1.** Let \( H \) be an invertible Hermitian matrix in \( \mathbb{H}^{n \times n} \) and let \( X \) be a given \( n \times n \) quaternion matrix. Then \( X \) admits an \( H \)-polar decomposition, say \( X = UA \) for an \( H \)-selfadjoint \( A \) and an \( H \)-unitary \( U \), if and only if there exists an \( H \)-selfadjoint square root \( A \) of \( X^{[*]} X \) with \( \text{Ker} \ X = \text{Ker} \ A \).

**Proof.** Assume that there exists an \( n \times n \) \( H \)-unitary matrix \( U \) and an \( n \times n \) \( H \)-selfadjoint matrix \( A \) such that \( X = UA \). Then

\[X^{[*]}X = (UA)^{*}UA = A^{[*]}U^{[*]}UA = AA = A^2,\]

i.e., \( A \) is an \( H \)-selfadjoint square root of \( X^{[*]}X \). Also note that \( U \) is invertible and therefore

\[\text{Ker} \ X = \text{Ker} \ UA = \text{Ker} \ A.\]

Conversely, suppose that there exists an \( H \)-selfadjoint square root \( A \) of \( X^{[*]}X \), i.e. \( X^{[*]}X = A^2 \), such that \( \text{Ker} \ X = \text{Ker} \ A \). Since \( A \) is \( H \)-selfadjoint, we can write \( X^{[*]}X = A^{[*]}A \). Then by Lemma 4.1 there exists an injective \( H \)-isometry \( U_0 \) from \( \text{Im} \ A \) to \( \text{Im} \ X \) such that \( X = U_0 A \). Note that the conditions in Theorem 5.1 are satisfied where \( V_1 = \text{Im} \ A \) and \( V_2 = \text{Im} \ X \) and therefore we can form a Witt extension of the \( H \)-isometry to the whole space \( \mathbb{H}^n \). That is, there exists a matrix \( U \in \mathbb{H}^{n \times n} \) such that \( [Ux, Uy] = [x, y] \) for all \( x, y \in \mathbb{H}^n \) and \( UX = U_0 x \) for all \( x \in \text{Im} \ A \). Hence, \( U \) is \( H \)-unitary and \( X = U_0 A = UA \) which means that \( X \) admits an \( H \)-polar decomposition.

Using Theorem 3.1, we can rewrite the criterion for the existence of an \( H \)-polar decomposition as follows (similarly to Theorem 4.4 in [2]).

**Theorem 6.2.** Let \( H \in \mathbb{H}^{n \times n} \) be an invertible Hermitian matrix. Then a given \( X \in \mathbb{H}^{n \times n} \) admits an \( H \)-polar decomposition if and only if all the following conditions are satisfied.

(i) Each block in the canonical form of \((X^{[*]}X, H)\) that corresponds to a negative eigenvalue \( \lambda_i \) of \( X^{[*]}X \) is of the form

\[ (J_{k_i}(\lambda_i) \oplus J_{k_i}(\lambda_i), Q_{k_i} \oplus -Q_{k_i}). \]

(ii) Each block in the canonical form of \((X^{[*]}X, H)\) that corresponds to the zero eigenvalue of \( X^{[*]}X \) is either of the form

\[ (B_i, H_i) = (J_{k_i+1}(0) \oplus J_{k_i}(0), \eta_i Q_{k_i+1} \oplus \eta_i Q_{k_i}), \]
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or of the form

\[(B_i, H_i) = (J_{k_i}(0) \oplus J_{k_i}(0), Q_{k_i} \oplus -Q_{k_i})\,

where \(\eta_i = \pm 1\) and where \(k_i\) is allowed to be zero in the former case. We use \(B_0\) for the \(k_0 \times k_0\) zero matrix, i.e. for all the single blocks \(J_1(0)\), and \(H_0\) for the corresponding \(k_0 \times k_0\) diagonal matrix with \(+1\) and \(-1\) on the diagonal.

\[\text{(iii) Let } \ell_i \text{ denote the order of a block } B_i. \text{ There is a choice of basis } \{e_{i,j}\}_{j=0}^{\ell_i} \text{ in } \mathbb{H}^n \text{ which produces the canonical form in the second assertion and}

\begin{equation}
\text{(6.18)} \quad \ker X = \text{span}\{e_{i,1} + e_{i,k_i+1} | \ell_i = 2k_i, i = 1, \ldots, m\} \\
\oplus \text{span}\{e_{i,1} | \ell_i = 2k_i - 1, i = 1, \ldots, m\} \oplus \text{span}\{e_{0,j}\}_{j=1}^{k_0}
\end{equation}

Proof. Let \(X \in \mathbb{H}^{n \times n}\) be given and suppose that assertions (i) to (iii) in the theorem statement hold. We want to prove that there exists an \(H\)-selfadjoint square root \(A\) of \(X^*X\) for which \(\ker X = \ker A\) holds. Then by Theorem 6.1, the matrix \(X\) admits an \(H\)-polar decomposition and the proof is complete. Since (i) and (ii) are satisfied, Theorem 3.1 implies that \(X^*X\) has an \(H\)-selfadjoint square root. The strategy that we now follow is to construct for each block \(B_i\) as in (ii) of the theorem statement, an \(H_i\)-selfadjoint matrix \(A_i\) such that \(A_i^2 = B_i\) and \(\ker A_i = \ker X \cap \text{span}\{e_{i,j}\}_{j=1}^{\ell_i}\). Firstly, let \(B_i\) be of even size, say \(\ell_i = 2k_i\), \(k_i \geq 1\). As in the proof of Theorem 4.4 in [2], let \(S_i\) be the matrix with columns

\[(e_{i,1} + e_{i,k_i+1}) \frac{1}{\sqrt{2}}, \ (e_{i,1} - e_{i,k_i+1}) \frac{1}{\sqrt{2}}, \ (e_{i,2} + e_{i,k_i+2}) \frac{1}{\sqrt{2}}, \ (e_{i,2} - e_{i,k_i+2}) \frac{1}{\sqrt{2}}, \ldots, \ (e_{i,k_i} + e_{i,2k_i}) \frac{1}{\sqrt{2}}, \ (e_{i,k_i} - e_{i,2k_i}) \frac{1}{\sqrt{2}}.

Then \(A_i = S_i J_{2k_i}(0) S_i^{-1}\) is an \(H_i\)-selfadjoint square root of \(B_i\) and

\[\ker A_i = \text{span}\{e_{i,1} + e_{i,k_i+1}\} = \ker X \cap \text{span}\{e_{i,j}\}_{j=1}^{\ell_i}.
\]

Secondly, let \(B_i\) be of odd size, say \(\ell_i = 2k_i - 1\), \(k_i \geq 1\). Again, as in [2], let \(S_i\) be the matrix with columns

\[e_{i,1}, e_{i,k_i+1}, e_{i,2}, e_{i,k_i+2}, \ldots, e_{i,k_i-1}, e_{i,2k_i-1}, e_{i,k_i}.
\]

Then \(A_i = S_i J_{2k_i-1}(0) S_i^{-1}\) is an \(H_i\)-selfadjoint square root of \(B_i\) and

\[\ker A_i = \text{span}\{e_{i,1}\} = \ker X \cap \text{span}\{e_{i,j}\}_{j=1}^{\ell_i}.
\]

Hence if \(A\) is the \(H\)-selfadjoint square root of \(B\) consisting of a direct sum of all the \(A_i\)'s, then we have that \(\ker X = \ker A\).

Conversely, suppose that \(X \in \mathbb{H}^{n \times n}\) admits an \(H\)-polar decomposition, say \(X = UA\), where \(U \in \mathbb{H}^{n \times n}\) is \(H\)-unitary and \(A \in \mathbb{H}^{n \times n}\) is \(H\)-selfadjoint. By Theorem 6.1, the \(H\)-selfadjoint \(A\) is a square root of the \(H\)-selfadjoint matrix \(X^*X\) for which \(\ker X = \ker A\) holds. Since \(X^*X\) has an \(H\)-selfadjoint square root, the canonical form of the pair \((X^*X, H)\) satisfies the conditions in Theorem 3.1. Thus, assertions (i) and (ii) hold and there exists a choice of basis \(\{e_{i,j}\}_{i=0}^{\ell_i} \in \mathbb{H}^n\) which provides the canonical form as given in (ii). Using this basis and a construction for \(A\) as was done above, one can easily see that \(\ker A\) is equal to the right-hand side of (6.18) and since \(\ker X = \ker A\), we conclude the proof.

Remark 6.3. Since there exists an isomorphism between \(\mathbb{H}^{n \times n}\) and \(\Omega_{2n}\), all of the results and specifically the conditions for the existence of an \(H\)-polar decomposition are also true in \(\Omega_{2n}\). In a previous paper, [8], proofs were given for matrices in \(\Omega_{2n}\) as well as an explanation that they are also true for matrices in \(\mathbb{H}^{n \times n}\).
via the isomorphism $\omega_n$ as defined in (3.3). Here, however, we took a direct approach and proved the results for quaternion matrices.
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