The Mpemba effect (a counterintuitive thermal relaxation process where an initially hotter system may cool down to the steady state sooner than an initially colder system) is studied in terms of a model of inertial suspensions under shear. The relaxation to a common steady state of a suspension initially prepared in a quasi-equilibrium state is compared with that of a suspension initially prepared in a nonequilibrium sheared state. Two classes of Mpemba effect are identified, the normal and the anomalous one. The former is generic, in the sense that the kinetic temperature starting from a "cold" nonequilibrium sheared state is overtaken by the one starting from a "hot" quasi-equilibrium state, due to the absence of initial viscous heating in the latter, resulting in a faster initial cooling. The anomalous Mpemba effect is opposite to the normal one since, despite the initial slower cooling of the nonequilibrium sheared state, it can eventually overtake an initially colder quasi-equilibrium state. The theoretical results based on kinetic theory are seen to agree with those obtained from event-driven simulations for inelastic hard spheres. It is also confirmed the existence of the inverse Mpemba effect, which is a peculiar heating process, in these suspensions. More particularly, we find the existence of a mixed process in which both heating and cooling can be observed during relaxation.
I. INTRODUCTION

The Mpemba effect is known as an exotic process in which a liquid at a given temperature can freeze faster than another liquid at a lower temperature. Although there exists a long pre-history of this effect, it became well known after its rediscovery by Mpemba and Osborne \[1\]. Several explanations of this effect have been proposed, such as supercooling \[2\], properties of hydrogen bonds \[3\], freezing-point depression by solutes \[4\], or a difference in the nucleation temperatures of ice nucleation sites between samples \[5\]. Despite these investigations to support the Mpemba effect, there exists still a certain skepticism on its validity \[6–8\].

It is obvious that there is no possibility of observing the Mpemba effect if we compare the cooling processes of two equilibrium liquids at different temperatures if they are assumed to be at local equilibrium during relaxation. If the Mpemba process can be observed, it must be related to nonequilibrium effects. In other words, the Mpemba effect can be regarded as a peculiar type of relaxation in systems far from equilibrium. In this sense, we can focus on idealistic situations without freezing effects to extract the essence of the Mpemba effect. Along this line, the existence of Mpemba-like thermal relaxations has been reported in various systems such as carbon nanotube resonators \[9\], granular gases with constant \[10\] \[12\] or velocity-dependent \[13\] restitution coefficients, clathrate hydrates \[14\], dilute atomic gases in an optical resonator \[15\], molecular gases under nonlinear drag \[16\], molecular binary gas mixtures \[17\], spin glasses \[18\], as well as in purely theoretical papers based on Markovian dynamics \[19\] \[20\], which have recently been experimentally tested \[21\]. It is remarkable that the existence of an inverse Mpemba effect, i.e., a paradoxical heating effect in which a material starting from a lower temperature can have a higher temperature than that for a material starting from a higher temperature, has also been reported \[14\] \[19\].

In this paper, we study a class of thermal cooling process, which we call Mpemba effect for simplicity throughout our paper, by analyzing a model of sheared inertial suspension \[22\]. The system we consider might be close to the original setup by Mpemba because he analyzed a system of ice-mix, which is a suspension system \[1\]. Therefore, we believe that our analysis can be appropriate to illustrate some of the universal features of the Mpemba effect. Through our analysis, we will demonstrate the existence of two types of Mpemba effects, which we term as the normal Mpemba effect (NME) and the anomalous Mpemba effect (AME).

It is easy to understand that the NME is generic and can be observed in any suspension as the difference of relaxation rates from initial equilibrium and nonequilibrium conditions. Indeed, the time evolution of the temperature (\(T\)) of suspension liquids under shear may satisfy

\[
c_v T = -\frac{\gamma}{n} P_{xy} + 2c_v \zeta (T_{env} - T),
\]

where \(c_v\), \(\gamma\), \(P_{xy}\), \(\zeta\), and \(T_{env}\) are the specific heat at constant volume, the shear rate, the shear stress, the drag coefficient, and the environmental temperature, respectively. Let us consider an equilibrium initial state [where \(P_{xy}(0) = 0\)] and a nonequilibrium (sheared) initial state [where \(P_{xy}(0) < 0\)] at temperatures \(T_{eq}(0)\) and \(T_{neq}(0)\), respectively, both temperatures being sufficiently higher than the environmental temperature \(T_{env}\), so that both initial rates of change, \(T_{eq}(0)\) and \(T_{neq}(0)\), are negative. Because the first term on the right-hand side of Eq. (1) (the viscous heating term) is zero for a system at equilibrium, while it is positive at nonequilibrium, the relaxation rate \(\dot{T}(0)\) of temperature from an equilibrium initial condition is always larger than that from a nonequilibrium initial condition at the same initial temperature, i.e., \(T_{eq}(0) < T_{neq}(0)\) with \(T_{eq}(0) = T_{neq}(0)\). Therefore, if \(T_{eq}(0)\) is slightly larger than \(T_{neq}(0)\), it is even more evident that \(T_{eq}(0) < T_{neq}(0) < 0\), so that during the relaxation under a common shear rate \(\gamma\) the temperature difference \(T_{eq}(t) - T_{neq}(t)\) initially decreases, thus allowing for the relaxation curve of the equilibrium initial state to catch up that of the nonequilibrium initial state. This is the simple origin of the NME. Because of the same argument, if \(T_{eq}(0)\) is slightly smaller than \(T_{neq}(0)\), then one still has \(T_{eq}(0) < T_{neq}(0) < 0\), so that the initial slope of the equilibrium initial state is more negative than that of the nonequilibrium initial state, i.e., the temperature difference \(T_{neq}(t) - T_{eq}(t)\) increases during the early stage of evolution. In such a case, the relaxation curve \(T_{neq}(t)\) is arguably expected not to catch up ever the relaxation curve \(T_{eq}(t)\). On the other hand, a nontrivial AME is present if, despite its early increase and as a nonlinear consequence of the relaxation process, the temperature difference \(T_{eq}(t) - T_{neq}(t)\) eventually vanishes at a certain time. Interestingly, if the AME is possible with \(T_{eq}(0) \leq T_{neq}(0)\), then a temperature crossing must still exist if \(T_{eq}(0) = T_{neq}(0)\); this implies that if \(T_{eq}(0)\) is slightly larger than \(T_{neq}(0)\) the NME will be followed by a second AME crossing, a phenomenon we will refer to as NME+AME. The Mpemba effect previously observed in granular and normal fluids \[10\] \[13\] \[16\] \[17\] belongs to the NME class. However, to the best of our knowledge, neither AME nor NME+AME have been reported before.

We also study the inverse Mpemba effect in this paper. Similar to the cooling process, the essence of the normal inverse Mpemba effect (NIME) can be understood by Eq. (1). Indeed, the temperature starting from a nonequilibrium initial condition can become higher than the one starting from an equilibrium initial condition, if \(T_{neq}(0) < T_{eq}(0) < T_{env}\), because of the existence of the initial viscous heating effect only in the system starting from the nonequilibrium sheared condition. An anomalous inverse Mpemba effect (AIME) in heating systems can also exist in analogy to
the AME in cooling processes. Moreover, we confirm the existence of the mixed Mpemba effect (MME), in which temperature inversion takes place during heating and cooling processes in both systems.

The organization of this paper is as follows. In Sec. II we introduce the Langevin equation of inertial suspensions and the corresponding Enskog kinetic theory. The outline of the analysis of the unsteady kinetic theory is also presented in Sec. II which is parallel to that for steady states. Section III is devoted to the study of the NME and the AME through the analysis of the inertial suspension from both kinetic theory and event-driven Langevin simulations for hard spheres (EDLSHS). In Sec. IV we present results on NIME and AIME for heating processes observed in inertial suspensions. In this section, we also include the analysis of MME, in which both cooling and heating processes coexist during the time evolution. Section V is devoted to discussion and conclusion. In Appendix A we analyze a collisionless case corresponding to an idealistic model expressing the hydrodynamic lubrication effect to prevent particles from collisions. In Appendix B we present the relationship between the input parameters of the Langevin equation and the measured temperatures at $t = 0$. Appendix C is devoted to the discussion on the nontrivial relaxation processes for the viscosity, similar to the Mpemba effect for temperature.

II. MODEL: LANGEVIN EQUATION AND ENSKOG KINETIC EQUATION FOR SUSPENSIONS UNDER SIMPLE SHEAR FLOW

A. Langevin and Enskog equations

Let us consider a collection of monodisperse smooth hard spheres of diameter $\sigma$, mass $m$, and restitution coefficient $e$ (satisfying $0 < e \leq 1$) immersed in a three-dimensional fluid. We assume that suspended particles are distributed in the background fluid under the influence of a simple shear flow. This state is macroscopically characterized by a constant number density $n$, a uniform kinetic temperature $T$, and a macroscopic velocity field $\mathbf{u} = (u_x, u_\perp)$ with a constant shear rate $\dot{\gamma}$, namely

$$ u_x = \dot{\gamma} y, \quad u_\perp = 0, \tag{2} $$

where $x$ is the shearing direction and $y$ is the direction of change of the sheared velocity. Here, we assume that the shear flow is symmetrical with respect to $y = 0$ and that the boundary effects are not important. Let us introduce the peculiar momentum of $i$th particle as $\mathbf{p}_i \equiv m(\mathbf{v}_i - \dot{\gamma}y_i \mathbf{e}_x)$, where $\mathbf{v}_i$ is the velocity of $i$th particle and $\mathbf{e}_x$ is the unit vector parallel to the $x$ direction. For low Reynolds numbers, a reliable model for describing suspensions is the Langevin equation:

$$ \frac{dp_i}{dt} = -\zeta \mathbf{p}_i + \mathbf{F}_i^{(imp)} + m\mathbf{\xi}_i, \tag{3} $$

where we have assumed that the particles are suspended by the fluid flow. We have also introduced the impulsive force $\mathbf{F}_i^{(imp)}$ to express collisions between grains, while the noise $\mathbf{\xi}_i(t) = \mathbf{\xi}_{i,\alpha}(t)e_\alpha$ has the average properties

$$ \langle \xi_i(t) \rangle = 0, \quad \langle \xi_{i,\alpha}(t)\xi_{j,\beta}(t') \rangle = \frac{2\zeta T_{\text{env}}}{m}\delta_{ij}\delta_{\alpha\beta}\delta(t-t'). \tag{4} $$

Here, as in Eq. (1), the parameters $\zeta$ and $T_{\text{env}}$ characterize the drag from the background fluid and the environmental temperature (in units of energy), respectively. In reality, the drag coefficient $\zeta$ should be a resistance matrix as a result of the hydrodynamic interactions between grains, which strongly depend on their configuration. This simple model might be applicable to the description of inertial suspensions in which the mean diameter of suspended particles is approximately ranged from $1 \mu m$ to $70 \mu m$ [22]. For hard-core liquids, it is well known that $\zeta \propto \eta_0 \propto \sqrt{T_{\text{env}}}$, where $\eta_0$ is the viscosity of the solvent or the fluid phase. Note that the density dependence of $\zeta$ was considered in Refs. [24, 25], but the results are qualitatively unchanged from those for a constant $\zeta$. If we ignore the density dependence of $\zeta$ and the polydispersity of grain sizes, the Langevin model is equivalent to that used by Kawasaki et al. [28]. For simplicity, we ignore the density dependence of $\zeta$ and the effect of gravity throughout this paper. The latter condition may not be easily achieved for suspensions, but many aerosol particles approximately satisfy it because of their slow sedimentation rates. Thus, the inertial suspension can be regarded as an idealistic model of aerosol particles. To solve the Langevin equation by computer simulations, we adopt EDLSHS, whose outline is summarized in Ref. [26] (see also Refs. [24, 25]).

1 Weak attractive interactions between aerosol particles exist, although such an effect is not crucial, as shown in Ref. [27].
Let us rewrite the Langevin equation of the suspension under simple shear flow via the kinetic equation for the one-body distribution function \( f(\mathbf{r}, \mathbf{v}, t) \). For numerical calculation, the simple shear flow state is generated by Lees–Edwards boundary condition \[29\], which is a periodic boundary condition in the local Lagrangian frame \( \mathbf{V} = (v_x - \gamma y) \mathbf{e}_x + \mathbf{v}_\perp \). If we assume that the system is uniform in the Lagrangian frame, the velocity distribution function satisfies

\[
f(\mathbf{r}, \mathbf{v}, t) = f(\mathbf{V}, t),
\]
and the Enskog equation for the granular suspension is \[24, 25, 27, 30, 31\]

\[
\left( \frac{\partial}{\partial t} - \gamma \mathbf{v}_g \frac{\partial}{\partial \mathbf{V}} \right) f(\mathbf{V}, t) = \zeta \frac{\partial}{\partial \mathbf{V}} \left[ \left( \mathbf{V} + \frac{T_{nv}}{m} \frac{\partial}{\partial \mathbf{V}} \right) f(\mathbf{V}, t) \right] + J_E[\mathbf{V}|f, f],
\]
where the Enskog collision operator \( J_E[\mathbf{V}|f, f] \) is given by \[24, 25\]

\[
J_E[\mathbf{V}|f, f] = \sigma^2 g_0 \int d\mathbf{V}_2 \int d\tilde{\mathbf{r}} \Theta(\tilde{\mathbf{r}} \cdot \mathbf{V}_{12})(\tilde{\mathbf{r}} \cdot \mathbf{V}_{12}) \left[ \frac{f(\mathbf{V}_1', t)f(\mathbf{V}_2', \tilde{\mathbf{r}} + \gamma \sigma \mathbf{e}_x, t)}{e^2} - f(\mathbf{V}_1, t)f(\mathbf{V}_2 - \gamma \sigma \mathbf{e}_x, t) \right].
\] (7)

Here, \( g_0(|\mathbf{r}| = \sigma, \varphi) = \frac{1 - \varphi/2}{(1 - \varphi)^2} \), with the volume fraction \( \varphi = (\pi/6) n \sigma^3 \) satisfying \( \varphi < 0.49 \). In Eq. \[7\], we have introduced the Heaviside step function defined as \( \Theta(x) = 1 \) for \( x \geq 0 \) and \( \Theta(x) = 0 \) otherwise, the relative velocity at contact \( \mathbf{V}_{12} = \mathbf{V}_1 - \mathbf{V}_2 \), and the unit vector \( \tilde{\mathbf{r}} = (\mathbf{r}_2 - \mathbf{r}_1)/\sigma \) at contact. In addition, the double primes in Eq. \[7\] denote the pre-collisional velocities \( \{\mathbf{V}_1'', \mathbf{V}_2''\} \), which satisfy the following collision rule:

\[
\mathbf{V}_1'' = \mathbf{V}_1 - \frac{1 + e}{2e} (\mathbf{V}_{12} \cdot \tilde{\mathbf{r}}) \tilde{\mathbf{r}}, \quad \mathbf{V}_2'' = \mathbf{V}_2 + \frac{1 + e}{2e} (\mathbf{V}_{12} \cdot \tilde{\mathbf{r}}) \tilde{\mathbf{r}},
\] (9)

with \( \{\mathbf{V}_1, \mathbf{V}_2\} \) being the post-collisional velocities of particles 1 and 2. In this paper, we do not consider the effects of tangential friction and rotation induced by each binary collision.

The most important quantity to characterize the shear flow is the stress tensor \( \mathbf{P} \). It has kinetic and collisional transfer contributions, i.e., \( \mathbf{P} = \mathbf{P}^k + \mathbf{P}^c \). Here, the kinetic stress \( \mathbf{P}^k \) is given by

\[
\mathbf{P}^k_{\alpha\beta} = m \int d\mathbf{V} V_\alpha V_\beta f(\mathbf{V}),
\] (10)

while its collisional contribution \( \mathbf{P}^c \) to the stress is given by \[23, 25, 33, 34\]

\[
\mathbf{P}^c_{\alpha\beta} = \frac{1 + e}{4} m \sigma^3 g_0 \int d\mathbf{V}_1 \int d\mathbf{V}_2 \int d\tilde{\mathbf{r}} \Theta(\mathbf{V}_{12} \cdot \tilde{\mathbf{r}})(\mathbf{V}_{12} \tilde{\mathbf{r}})(\tilde{\mathbf{r}} \cdot \mathbf{e}_x) f(\mathbf{V}_1) f(\mathbf{V}_2 - \gamma \sigma \mathbf{e}_x).
\] (11)

The hydrostatic pressure \( P \) is defined as \( P = \frac{P_{\alpha\alpha}}{3}, \) where we adopt Einstein’s rule for the summation, i.e., \( P_{\alpha\alpha} = \sum_{\alpha=1}^{3} P_{\alpha\alpha} \). The kinetic pressure satisfies the equation of state of ideal gases, namely, \( P^k \equiv \frac{P^k_{\alpha\alpha}}{3} = nT, \) where

\[
n = \int d\mathbf{V} f(\mathbf{V}), \quad T = \frac{m}{3n} \int d\mathbf{V} \mathbf{V}^2 f(\mathbf{V})
\] (12)

are the number density and the kinetic temperature, respectively. Throughout this paper, we assume that the kinetic temperature is measurable and is used to detect the Mpemba effect.

It should be noted that the model of inertial suspension with \( T_{env} = 0 \) was introduced in Ref. \[35\] for dilute suspensions and in Ref. \[30\] for moderately dense suspensions. See also Ref. \[34\] for dilute inertial suspensions with \( T_{env} = 0 \). On the other hand, the model with \( T_{env} = 0 \) has several defects because (i) suspensions are not stable against clustering if there are no thermal agitations, (ii) the viscosity and the drag become zero in the zero-temperature limit, and (iii) thermal equilibrium states cannot be recovered in the unsheared situation. The series of our recent papers \[24, 25, 27, 38\] can be regarded as an up-to-date analysis for steady states of inertial suspensions at finite densities. In particular, Ref. \[27\] demonstrated that the Enskog kinetic theory gives very precise descriptions of steady states for moderately dense suspensions. Therefore, we can apply the kinetic theory in unsteady states to describe relaxation processes in inertial suspensions.
B. Moment equations

The equation of the kinetic stress $P_{\alpha\beta}^k$ can be obtained by multiplying both sides of Eq. (13) by $mV_\alpha V_\beta$ and integrating over $V$. The result is

$$\frac{\partial}{\partial t} P_{\alpha\beta}^k + \gamma (\delta_\alpha \gamma P_{y\beta}^k + \delta_\beta \gamma P_{y\alpha}^k) = -2\zeta (P_{\alpha\beta}^k - nT_{\text{env}}\delta_{\alpha\beta} - \Lambda_{\alpha\beta}),$$

(13)

where

$$\Lambda_{\alpha\beta} = -m \int dVV_\alpha V_\beta J_0[|V|, f].$$

(14)

The simple shear flow state is in general non-Newtonian. This can be characterized, for instance, by the anisotropic

$$\Delta T \equiv \frac{P_{xx}^k - P_{yy}^k}{n}, \quad \delta T \equiv \frac{P_{xx}^k - P_{zz}^k}{n},$$

(15)

Apart from the normal stresses, one can define the apparent (time-dependent) shear viscosity $\eta$ by

$$\eta \equiv \frac{P_{xy}}{\dot{\gamma}}.$$  

(16)

The time-dependent equations for $T$, $\Delta T$, $\delta T$, and $P_{xy}^k$ can be easily derived from Eq. (13). They are given by

$$\frac{\partial}{\partial t} T = -\frac{2}{3n} \gamma P_{xy}^k + 2\zeta (T_{\text{env}} - T) - \frac{\Lambda_{xx}}{3n},$$

(17a)

$$\frac{\partial}{\partial t} \Delta T = -\frac{2}{n} \gamma P_{xy}^k - 2\zeta \Delta T - \frac{\Lambda_{xx} - \Lambda_{yy}}{n},$$

(17b)

$$\frac{\partial}{\partial t} \delta T = -\frac{2}{n} \gamma P_{xy}^k - 2\zeta \delta T - \frac{\Lambda_{xx} - \Lambda_{zz}}{n},$$

(17c)

$$\frac{\partial}{\partial t} P_{xy}^k = -\gamma P_{xy}^k - 2\zeta P_{xy}^k - \Lambda_{xy}.$$  

(17d)

Note that $\Lambda_{\alpha\beta}$ in Eq. (14) can be expressed as [24, 25, 33, 34]

$$\Lambda_{\alpha\beta} = 1 + e \frac{m \sigma g_0 [L_{\alpha\beta} + (1 - e) M_{\alpha\beta}]}{4},$$

(18)

where we have introduced

$$L_{\alpha\beta} \equiv \int d\tilde{\sigma} \left[ \tilde{\sigma}_\alpha I_\alpha^{(2)} (\tilde{\sigma}) + \tilde{\sigma}_\beta I_\beta^{(2)} (\tilde{\sigma}) - 2\tilde{\sigma}_\alpha \tilde{\sigma}_\beta I^{(3)} (\tilde{\sigma}) + a (\delta_{\alpha\alpha} \tilde{\sigma}_\beta + \delta_{\beta\beta} \tilde{\sigma}_\alpha) I^{(2)} (\tilde{\sigma}) \right],$$

(19a)

$$M_{\alpha\beta} \equiv \int d\tilde{\sigma} \tilde{\sigma}_\alpha \tilde{\sigma}_\beta I^{(3)} (\tilde{\sigma}),$$

(19b)

with $I^{(l)} (\tilde{\sigma})$ and $I^{(l)} (\tilde{\sigma})$ being

$$I^{(l)} (\tilde{\sigma}) \equiv \int dV_1 \int dV_2 (\tilde{\sigma} \cdot V_{12}) (\tilde{\sigma} \cdot V_{12})^l V_{12,\beta} f(V_1) f(V_2 - \gamma \sigma \tilde{\sigma} e_x),$$

(20a)

$$I^{(l)} (\tilde{\sigma}) \equiv \int dV_1 \int dV_2 (\tilde{\sigma} \cdot V_{12}) (\tilde{\sigma} \cdot V_{12})^l f(V_1) f(V_2 - \gamma \sigma \tilde{\sigma} e_x).$$

(20b)

Analogously, $P_{\alpha\beta}^c$ introduced in Eq. (11) can be expressed as

$$P_{\alpha\beta}^c = \frac{1 + e}{4} m \sigma g_0 \int d\tilde{\sigma} \tilde{\sigma}_\alpha \tilde{\sigma}_\beta I^{(2)} (\tilde{\sigma}).$$

(21)

Since $\tilde{\sigma}_\alpha I^{(l)} (\tilde{\sigma}) = I^{(l+1)} (\tilde{\sigma})$ is satisfied, we have the following simple relations for $e = 1$:

$$\Lambda_{\alpha\alpha} = 2\gamma P_{xy}^c, \quad \frac{\partial}{\partial t} T = \frac{2\gamma}{3n} P_{xy} + 2\zeta (T_{\text{env}} - T),$$

(22)
which represents the microscopic basis of Eq. (11) with \( c_V = 3/2 \).

The moment equations (17) with the collision moment \( \Lambda_{\alpha\beta} \) in Eqs. [18]–[21] are still exact within the Enskog approximation without any explicit knowledge of the velocity distribution function \( f(V, t) \). The explicit expression of the collision integral \( \Lambda_{\alpha\beta} \) cannot be obtained because it needs information on the distribution function [see Eqs. [18]–[21]]. A good estimate of this collisional moment can be obtained by using Grad’s approximation [31, 39, 43].

\[
f(V) = f_{\text{eq}}(V) \left(1 + \frac{m}{2T} \Pi_{\alpha\beta} V_\alpha V_\beta \right),
\]

where

\[
f_{\text{eq}}(V) = n \left(\frac{m}{2\pi T} \right)^{3/2} \exp \left( -\frac{mV^2}{2T} \right)
\]

is the Maxwellian distribution and

\[
\Pi_{\alpha\beta} = \frac{P_{\alpha\beta}^k}{nT} - \delta_{\alpha\beta}
\]

is the traceless part of the (dimensionless) kinetic pressure tensor \( P_{\alpha\beta}^k \).

Let us introduce the dimensionless shear rate \( \dot{\gamma}^* \) and time \( \tau \) as

\[
\dot{\gamma}^* = \frac{\dot{\gamma}}{\dot{\gamma}_0}, \quad \tau = \tau_0 \zeta.
\]

In Grad’s approximation, the dimensionless collisional moments \( \Lambda^*_{\alpha\beta} \equiv \Lambda_{\alpha\beta}/(n\zeta T_{\text{env}}) \) and collisional shear stress \( \Pi^*_{xy} \equiv P^e_{xy}/(nT_{\text{env}}) \) are given by [25, 33, 34]

\[
\Lambda^*_{\alpha\beta} = \frac{3\sqrt{2}}{\pi} (1 + e) \varphi g_0 \sqrt{T_{\text{env}}} \theta^{3/2} \int d\tilde{\sigma} \left[ \tilde{\sigma}_\alpha \tilde{J}_\beta(\tilde{\sigma}) + \tilde{\sigma}_\beta \tilde{J}_\alpha(\tilde{\sigma}) + (1 - e) \tilde{\sigma}_\alpha \tilde{\sigma}_\beta \tilde{f}^{(3)}(\tilde{\sigma}) + 2b(T) \tilde{\sigma}_\alpha \tilde{\sigma}_\beta \tilde{f}^{(2)}(\tilde{\sigma}) \right],
\]

\[
\Lambda^*_{\alpha\alpha} = \frac{3\sqrt{2}}{\pi} (1 + e) \varphi g_0 \sqrt{T_{\text{env}}} \theta^{3/2} \int d\tilde{\sigma} \left[ (1 - e) \tilde{f}^{(3)}(\tilde{\sigma}) + 2b(T) \tilde{f}^{(2)}(\tilde{\sigma}) \right],
\]

\[
\Pi^*_{xy} = \frac{3}{\pi} (1 + e) \varphi g_0 \theta \int d\tilde{\sigma} \tilde{\sigma}_x \tilde{\sigma}_y \tilde{f}^{(2)}(\tilde{\sigma}),
\]

where we have introduced the dimensionless environmental temperature \( T_{\text{env}} \) and the temperature ratio \( \theta \) as

\[
T_{\text{env}} = \frac{mT}{\sigma^2 \zeta^2}, \quad \theta = \frac{T}{T_{\text{env}}},
\]

and the function

\[
b(T) \equiv \frac{\dot{\gamma}}{\sqrt{T/m}} = \sqrt{T_{\text{env}} \theta}.
\]

The quantities \( \tilde{f}^{(2)}, \tilde{f}^{(3)}, \) and \( \tilde{J}_\alpha \) are given by [25, 33, 34]

\[
\tilde{f}^{(2)}(\tilde{\sigma}) = -\frac{b(T)}{\sqrt{2\pi}} e^{-\tilde{b}_T^2/2} + 1 + \frac{b(T)^2}{2} \text{erfc} \left( \frac{b(T)}{\sqrt{2}} \right),
\]

\[
\tilde{f}^{(3)}(\tilde{\sigma}) = -\frac{b(T)}{\sqrt{2\pi}} e^{-\tilde{b}_T^2/2} - \frac{1}{2} \frac{b(T)^2}{2} \text{erfc} \left( \frac{b(T)}{\sqrt{2}} \right) + 3 \frac{e^{-\tilde{b}_T^2/2}}{\sqrt{2\pi}} - \frac{b(T)^2}{2} \text{erfc} \left( \frac{b(T)}{\sqrt{2}} \right),
\]

\[
\tilde{J}_x(\tilde{\sigma}) = -\tilde{\sigma}_x \left[ \frac{\tilde{\sigma}_\beta \tilde{\sigma}_\gamma \Pi_{\beta\gamma} - \tilde{\sigma}_y \Pi_{xy} - \tilde{\sigma}_y \Pi_{xy}}{\tilde{\sigma}_x} \right] \sqrt{\frac{2}{\pi}} e^{-\tilde{b}_T^2/2} - b(T) \text{erfc} \left( \frac{b(T)}{\sqrt{2}} \right) + \frac{1}{2} \sqrt{2\pi} e^{-\tilde{b}_T^2/2} \tilde{\sigma}_\beta \tilde{\sigma}_\gamma \Pi_{\beta\gamma},
\]

\[
\tilde{J}_y(\tilde{\sigma}) = -\tilde{\sigma}_y \left[ \frac{\tilde{\sigma}_\beta \tilde{\sigma}_\gamma \Pi_{\beta\gamma} - \tilde{\sigma}_x \Pi_{xx} - \tilde{\sigma}_x \Pi_{xx}}{\tilde{\sigma}_y} \right] \sqrt{\frac{2}{\pi}} e^{-\tilde{b}_T^2/2} - b(T) \text{erfc} \left( \frac{b(T)}{\sqrt{2}} \right) + \frac{1}{2} \sqrt{2\pi} e^{-\tilde{b}_T^2/2} \tilde{\sigma}_\beta \tilde{\sigma}_\gamma \Pi_{\beta\gamma},
\]

\[
\tilde{J}_z(\tilde{\sigma}) = -\tilde{\sigma}_z \left[ \frac{\tilde{\sigma}_\beta \tilde{\sigma}_\gamma \Pi_{\beta\gamma} - \tilde{\sigma}_x \Pi_{xx} - \tilde{\sigma}_x \Pi_{xx}}{\tilde{\sigma}_z} \right] \sqrt{\frac{2}{\pi}} e^{-\tilde{b}_T^2/2} - b(T) \text{erfc} \left( \frac{b(T)}{\sqrt{2}} \right) + \frac{1}{2} \sqrt{2\pi} e^{-\tilde{b}_T^2/2} \tilde{\sigma}_\beta \tilde{\sigma}_\gamma \Pi_{\beta\gamma},
\]

\[
[\text{erfc}(x) = 1 - \text{erf}(x)]
\]
where we have used the complementary error function \( \text{erfc}(x) \approx (2/\sqrt{\pi}) \int_x^\infty \text{d}t e^{-t^2} \).

Thus, the dimensionless time evolution equations of the temperature, the two temperature differences introduced in Eq. (15), and the kinetic shear stress are, respectively, given by

\begin{align}
\partial_\tau \theta &= -\frac{2}{3} \dot{\gamma}_x^{*}\Pi_{xy}^{*} - 2(\theta - 1) - \frac{1}{3} \Lambda_{\alpha\alpha}^{*}, \\
\partial_\tau \Delta \theta &= -2\dot{\gamma}_x^{*}\Pi_{xy}^{*} - 2\Delta \theta - \delta \Lambda_{xx}^{*} + \delta \Lambda_{yy}^{*}, \\
\partial_\tau \Delta \theta &= -2\dot{\gamma}_x^{*}\Pi_{xy}^{*} - 2\Delta \theta - 2\delta \Lambda_{xx}^{*} - \delta \Lambda_{yy}^{*}, \\
\partial_\tau \Pi_{xy}^{*} &= -\dot{\gamma}_x^{*} \left( \theta - \frac{2}{3} \Delta \theta + \frac{1}{3} \delta \theta \right) - 2\Pi_{xy}^{*} - \Lambda_{xy}^{*},
\end{align}

Equations (31), complemented by Eqs. (27) and (30), make a closed set of coupled differential equations that can be numerically solved starting from any given initial condition. However, due to the fact that the integrations over \( \delta \) in Eqs. (27) need to be performed numerically at each time \( \tau \), the time-dependent numerical solution of the set of evolution equations (31) is rather time-consuming. Following Ref. [25], this technical problem is easily overcome if, instead of the full nonlinear dependence of \( \Lambda_{\alpha\beta}^{*} \) on the shear rate, one expands those quantities in powers of the dimensionless parameter \( \dot{\gamma}_x^{*} \). The quantities \( \Lambda_{\alpha\alpha}^{*}, \Lambda_{xy}^{*}, \delta \Lambda_{xx}^{*}, \delta \Lambda_{yy}^{*}, \) and \( \Pi_{xy}^{*} \) are, respectively, expanded as

\begin{align}
\Lambda_{\alpha\alpha}^{*} &= \varphi g_0 \sqrt{T_{\text{env}}^\ast} \theta^{3/2} \sum_{i=0}^{N_c} \tilde{\Lambda}_{\alpha\alpha}^{(i)*} \tilde{z}_i^{(i)*}, \\
\Lambda_{xy}^{*} &= \varphi g_0 \sqrt{T_{\text{env}}^\ast} \theta^{3/2} \sum_{i=0}^{N_c} \tilde{\Lambda}_{xy}^{(i)*} \tilde{z}_i^{(i)*}, \\
\delta \Lambda_{xx}^{*} &= \varphi g_0 \sqrt{T_{\text{env}}^\ast} \theta^{3/2} \sum_{i=0}^{N_c} \tilde{\delta} \Lambda_{xx}^{(i)*} \tilde{z}_i^{(i)*}, \\
\delta \Lambda_{yy}^{*} &= \varphi g_0 \sqrt{T_{\text{env}}^\ast} \theta^{3/2} \sum_{i=0}^{N_c} \tilde{\delta} \Lambda_{yy}^{(i)*} \tilde{z}_i^{(i)*}, \\
\Pi_{xy}^{*} &= \varphi g_0 \theta \sum_{i=0}^{N_c} \tilde{\Pi}_{xy}^{(i)*} \tilde{z}_i^{(i)*},
\end{align}

where a truncation at order \( N_c \) has been introduced. The coefficients of the expansions are functions of \( \theta \) and \( \Lambda_{\alpha\beta}^{*} \), that can be analytically evaluated term by term. The coefficients \( \tilde{\Lambda}_{\alpha\alpha}^{(i)*}, \tilde{\Lambda}_{xy}^{(i)*}, \tilde{\delta} \Lambda_{xx}^{(i)*}, \) and \( \tilde{\delta} \Lambda_{yy}^{(i)*} \) up to \( i = 6 \) are listed in Table I of Ref. [27], while the coefficients \( \tilde{\Pi}_{xy}^{(i)*} \) up to \( i = 6 \) are listed in Table II of Ref. [25]. As has been demonstrated in Ref. [25], a truncation order \( N_c = 6 \) gives convergent results very close to those obtained from the full nonlinear expressions (formally equivalent to \( N_c \rightarrow \infty \)). Thus, henceforth we adopt the sixth-order expansions, i.e., \( N_c = 6 \), and numerically solve the time evolutions of the quantities \( \theta, \Delta \theta, \delta \theta, \) and \( \Pi_{xy}^{*} \), as will be shown in Secs. III and IV.

### III. THEORETICAL AND NUMERICAL RESULTS OF THE MPEMBA EFFECT IN COOLING PROCESSES

In this section, we show that the Mpemba effect takes place through our EDLSHS of Eq. (3) with Eq. (4), as well as through the moment equations from the Enskog kinetic theory in Grad’s approximation. We also demonstrate that the time evolutions obtained from the theory reproduce well those from the EDLSHS.

Let us consider the following protocol. In general, we can examine a situation in which both the shear rate and environmental temperature for \( t < 0 \), i.e., \( \dot{\gamma}_{\text{ini}} \) and \( T_{\text{env}}^{(\text{ini})} \), might be different from the “target” values for \( t > 0 \), i.e.,
The collisionless model, as worked out in Appendix A. Note that the (cooling) AME or (heating) AIME with temperatures at \( t < t_\text{γ} \) reached for the outcome \( T_{\text{env}}(\text{tar}) \). According to the discussion below Eq. (1), in cooling processes (i.e., \( \dot{T} < 0 \)), the shear stress \( \hat{\sigma} \equiv \dot{\gamma} = 0 \) and the dissipation induced by each collision. In turn, the initial condition for the FS system is obtained by setting \( \dot{\gamma} = \dot{\gamma}_{\text{ini}} \). Two specific choices will be considered here. First, we denote with the label FQE a system starting from a quasi-equilibrium steady initial state, in which the shear rate and the environmental temperature are changed at \( t = 0 \) from \( \dot{\gamma}_{\text{ini}} \) to \( \dot{\gamma}_{\text{tar}} \) while (b) the environmental temperature is kept at \( T_{\text{env}}(\text{ini}) \). Figure 1 provides a schematic illustration of this protocol for both systems.

The initial condition for the system FQE is obtained by the time evolution equations \( \dot{T} = \beta \dot{\gamma} \) associated with the noise condition Eq. (1) (in the case of simulations) and \( \dot{T} = \beta \dot{\gamma} \) (in the case of kinetic theory) by setting \( \dot{\gamma} = 0 \) and \( T_{\text{env}} = T_{\text{env}}(\text{ini}) \), and allowing the system to reach a quasi-equilibrium steady state by the balance between the noise and the dissipation induced by each collision. In turn, the initial condition for the FS system is obtained by setting \( \dot{\gamma} = \dot{\gamma}_{\text{ini}} \) and \( T_{\text{env}} = T_{\text{env}}(\text{tar}) \), and waiting until a sheared steady state is reached. It should be noted that there is no shear stress for unsheared quasi-equilibrium systems \(^{2}\) while \( P_{xy}(0) < 0 \) in the FS system. In this paper, we generally fix the value of the target environmental temperature as \( T_{\text{env}}^* = 1.0 \).

Now, let us introduce the initial temperature ratio \( \vartheta \) as

\[
\vartheta = \frac{T_{\text{FQE}}(0)}{T_{\text{FS}}(0)} = \frac{\theta_{\text{FQE}}(0)}{\theta_{\text{FS}}(0)},
\]

where in the definition of \( \vartheta \) [see Eq. (34)] we take the environmental temperature for \( t > 0 \), i.e., \( T_{\text{env}}(\text{tar}) \), in both systems. According to the discussion below Eq. (1), in cooling processes (i.e., \( \dot{\gamma}_{\text{ini}} > \dot{\gamma}_{\text{tar}} \)) with \( \vartheta < 1 \), a NME can be present in the transient dynamics before both systems reach a common steady state with \( \theta_{\text{tar}} = \lim_{t \to \infty} \theta(t) \). Analogously, in heating processes (i.e., \( \dot{\gamma}_{\text{ini}} < \dot{\gamma}_{\text{tar}} \)) a NME is possible if again \( \vartheta > 1 \). Much less trivial is the possibility of the (cooling) AME or (heating) AIME with \( \vartheta < 1 \). A fully analytical exact treatment is possible in the case of a collisionless model, as worked out in Appendix A. Note that \( \vartheta \) is an observable quantity by the measurement of the temperatures at \( t = 0 \), though they are the outcomes of our systems determined by their respective steady states reached for \( t < 0 \). The relationship between the input parameters \{\( T_{\text{env}}(\text{ini}), T_{\text{env}}(\text{tar}), \dot{\gamma}_{\text{ini}} \)\} (see Fig. 1 for \( t < 0 \)) and the outcome \( \vartheta \) is discussed in Appendix A.

FIG. 1. Schematic illustrations of our protocol. FQE (dashed lines): the shear rate and the environmental temperature are changed at \( t = 0 \) (a) from \( \dot{\gamma}_{\text{ini}} \) to \( \dot{\gamma}_{\text{tar}} \) and (b) from \( T_{\text{env}}(\text{ini}) \) to \( T_{\text{env}}(\text{tar}) \), respectively. FS (solid lines): (a) the shear rate is changed at \( t = 0 \) from \( \dot{\gamma}_{\text{ini}} \) to \( \dot{\gamma}_{\text{tar}} \) while (b) the environmental temperature is kept at \( T_{\text{env}}(\text{ini}) \). Here, the case for \( \dot{\gamma}_{\text{ini}} > \dot{\gamma}_{\text{tar}} \) and \( T_{\text{env}}(\text{ini}) > T_{\text{env}}(\text{tar}) \) is presented.

\(^{2}\) This is easy to be understood. First, it is obvious that the kinetic stress introduced in Eq. (10) satisfies \( P_{\alpha\beta}^k = 0 \) for \( \alpha \neq \beta \) if we assume that the velocity distribution function is invariant under the change \( V_\alpha \to -V_\alpha \). Next, the off-diagonal collisional stress \( P_{\alpha\beta}^c \) introduced in Eq. (11) vanishes because \( P_{\alpha\beta}^c = -P_{\alpha\beta}^c \) under the changes of \( 1 \leftrightarrow 2 \) and \( \vec{c} \leftrightarrow -\vec{c} \). Thus, \( P_{\alpha\beta} = 0 \) for \( \alpha \neq \beta \) if the velocity distribution is isotropic.
FIG. 2. Time evolutions of (a, c, e) the temperatures $\theta_{FS}(\tau)$ and $\theta_{FQE}(\tau)$ and (b, d, f) the temperature difference $\theta_{FQE}(\tau) - \theta_{FS}(\tau)$ for $\vartheta = 0.9$, $\varphi = 0.01$, $T_{\text{env}}^{(\text{tar})^*} = 1.0$, and $\dot{\gamma}_{\text{tar}}^*$ = 1.0. Panels (a, b), (c, d), and (e, f) correspond to $(\dot{\gamma}_{\text{ini}}^*, T_{\text{env}}^{(\text{ini})^*}) = (4.0, 5.29), (4.0, 5.76)$, and $(4.5, 7.62)$, respectively. The symbols (with error bars) are obtained from our simulations and the lines are kinetic-theory predictions.

We will also discuss there the mixed Mpemba effect in which both cooling and heating processes can be observed during the time evolution.

Figure 2 shows typical time evolutions of $\theta_{FQE}(\tau)$ and $\theta_{FS}(\tau)$ for $\vartheta > 1$ (panels (a)–(d)) and $\vartheta < 1$ (panels (e) and (f)), respectively, with fixing $\varphi = 0.01$. The theory reproduces well the time evolution of the temperature obtained from our simulations for both $\vartheta > 1$ and $\vartheta < 1$. For $\vartheta > 1$, after the initial stage where $\theta_{FQE}(\tau) - \theta_{FS}(\tau) > 0$, NME takes place, so that $\theta_{FQE}(\tau) - \theta_{FS}(\tau) < 0$ in an intermediate time window $\tau_c < \tau < \tau'$. Then, an AME occurs for $\tau > \tau'_c$ in this set of parameters. We call “NME+AME” the parameter region where this double crossing takes place.
Depending on the initial environmental temperature $T^{(\text{ini})}\ast$, the amplitude of the AME can be much smaller than that of the NME, as in Fig. 2(b), or almost the same as that of the NME, as in Fig. 2(d). For the latter case, the time domain of the AME is longer than that of the NME. For $\vartheta < 1$, on the other hand, $\theta_{\text{FQE}}(\tau) - \theta_{\text{FS}}(\tau) < 0$ in the early stage, and it takes a negative peak in the intermediate stage. Then, $\theta_{\text{FQE}}(\tau)$ becomes larger than $\theta_{\text{FS}}(\tau)$ after $\tau$ exceeds a critical value. This is the AME for $\vartheta < 1$. As far as we investigate, the magnitude of AME is smaller than that of the negative peak in the intermediate stage (see Fig. 2(f)).

![Phase diagram](image1)

**FIG. 3.** Phase diagrams in the plane $\vartheta$ versus $\dot{\gamma}_{\text{ini}}/\dot{\gamma}_{\text{tar}}$ of the Mpemba effect for (a) $\varphi = 0.01$ and (b) $\varphi = 0.10$ with $e = 0.9$, $T^{(\text{tar})}\ast = 1.0$, and $\dot{\gamma}_{\text{tar}}^\ast = 1.0$.

The phase diagrams in the plane $\vartheta$ versus $\dot{\gamma}_{\text{ini}}/\dot{\gamma}_{\text{tar}}$ are shown in Fig. 3 for $e = 0.9$, $T^{(\text{tar})}\ast = 1.0$, $\dot{\gamma}_{\text{tar}}^\ast = 1.0$, and (a) $\varphi = 0.01$ and (b) $\varphi = 0.1$, respectively. There are four distinct regions in Fig. 3(a), “No Mpemba,” “NME+AME,” “NME,” and “AME.” Note that, although cooling (heating) relaxation processes are located to the right (left) of an imaginary vertical line $\dot{\gamma}_{\text{ini}}/\dot{\gamma}_{\text{tar}} = 1$, for the sake of simplicity, the notation employed in Fig. 3 does not distinguish between direct and inverse Mpemba effects.

![Density plot](image2)

**FIG. 4.** Density plot of the ratio of the amplitudes defined in Eqs. (35) for the “NME+AME” region of Fig. 3(a) with $\dot{\gamma}_{\text{ini}}/\dot{\gamma}_{\text{tar}} > 1$.

Let us define the two amplitudes in the “NME+AME” region as

$$\theta_{\text{AME}} = \max_{\tau_c < \tau < \tau_c^\ast} \left\{ \theta_{\text{FS}}(\tau) - \theta_{\text{FQE}}(\tau) \right\},$$

$$\theta_{\text{NME}} = \max_{\tau_c < \tau < \tau_c^\ast} \left\{ \theta_{\text{FS}}(\tau) - \theta_{\text{FQE}}(\tau) \right\},$$

where $\tau_c$ and $\tau_c^\ast$ are the time intervals for the maximum of $\theta_{\text{FS}}$ and $\theta_{\text{FQE}}$ respectively.
\[ \theta_{\text{AME}+} \equiv \max_{\tau > \tau_c} \{ \theta_{\text{FQE}}(\tau) - \theta_{\text{FS}}(\tau) \}. \] (35b)

Figure 4 shows a density plot of the ratio \( \theta_{\text{AME}+}/\theta_{\text{UNME}} \) in the subregion with \( \dot{\gamma}_{\text{ini}}/\dot{\gamma}_{\text{tar}} > 1 \) of the “NME+AME” region of Fig. 3(a). We observe that the ratio \( \theta_{\text{AME}+}/\theta_{\text{UNME}} \) is small near the boundary between the “NME” and “NME+AME” regions, but it increases to values \( \theta_{\text{AME}+}/\theta_{\text{UNME}} \approx 1 \) near the boundary between the “No Mpemba” and “NME+AME” regions.

These exotic properties are suppressed as the density increases, as already observed in Fig. 3(b), where the “AME” region is extinct and the “NME+AME” region has almost disappeared at \( \varphi = 0.10 \). This is also understood from Fig. 5, where the phase diagram in the plane \( \vartheta \) versus \( \varphi \) is shown for \( e = 0.9, T_{\text{env}}^{(\text{tar})*} = 1.0, \dot{\gamma}_{\text{tar}}^{*} = 1.0, \) and \( \dot{\gamma}_{\text{ini}}^{*} = 4.0 \). For that choice of parameters, the “AME” region disappears at \( \varphi = 2.8 \times 10^{-2} \).

Figure 6 represents the amplitudes \( \theta_{\text{UNME}} \) and \( \theta_{\text{AME}+} \) as functions of the ratio \( \vartheta \) for \( e = 0.9, \varphi = 0.01, T_{\text{env}}^{(\text{tar})*} = 1.0, \dot{\gamma}_{\text{tar}}^{*} = 1.0, \) and \( \dot{\gamma}_{\text{ini}}^{*} = 2.0 \). In agreement with Fig. 3(a), at the value \( \dot{\gamma}_{\text{ini}}^{*} = 2.0 \) only the “NME+AME” region is present with \( \vartheta > 1 \).

In order to characterize with a single parameter how the union of the “NME” and “NME+AME” regions, on the one hand, and the “AME” region, on the other hand, change with the volume fraction, let us introduce the quantities
\( \Delta \vartheta_{\text{NME}} \) and \( \Delta \vartheta_{\text{AME}} \) as

\[
\Delta \vartheta_{\text{NME}}(\varphi) = \max_{\gamma_{\text{ini}}} \{ \vartheta_{\text{NME}}(\varphi, \gamma_{\text{ini}}^*) - 1 \}, \quad \Delta \vartheta_{\text{AME}}(\varphi) = \max_{\gamma_{\text{ini}}} \{ 1 - \vartheta_{\text{AME}}(\varphi, \gamma_{\text{ini}}^*) \},
\]

where \( \vartheta_{\text{NME}}(\varphi, \gamma_{\text{ini}}^*) > 1 \) and \( \vartheta_{\text{AME}}(\varphi, \gamma_{\text{ini}}^*) < 1 \) are values of \( \vartheta \) inside the regions “NME” (or “NME+AME”) and “AME,” respectively.
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**FIG. 7.** Volume fraction dependence of \( \Delta \vartheta_{\text{NME}}(\varphi) \) and \( \Delta \vartheta_{\text{AME}}(\varphi) \), introduced in Eq. (36), for \( e = 0.9, T_{\text{env}}^{(\text{tar})} = 1.0, \) and \( \dot{\gamma}_{\text{tar}}^* = 1.0. \)

As shown in Fig. [7], \( \Delta \vartheta_{\text{NME}}(\varphi) \) is weakly dependent on \( \varphi \), being finite even for large \( \varphi \). However, \( \Delta \vartheta_{\text{AME}}(\varphi) \) decays with increasing density and rapidly approaches zero at a threshold volume fraction \( \varphi_{\text{AME}} \approx 2.8 \times 10^{-2} \) (in the case \( e = 0.9, T_{\text{env}}^{(\text{tar})} = 1.0, \) and \( \dot{\gamma}_{\text{tar}}^* = 1.0. \)). Thus, the region “AME” can be observed only for dilute cases. Nevertheless, as illustrated by Fig. [3]b, a narrow region “NME+AME” is still present for non-dilute systems.

We have also evaluated from our simulations the “probabilities” for the NME and AME to take place. As written before, ensemble averages over the histories of \( N = 100 \) different initial configurations are taken for each initial condition. Then, for \( \vartheta > 1 \), we introduce the probability for NME as

\[
P_{\text{NME}}(\tau) = \frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} \Theta (\theta_{\text{FS}},i(\tau) - \theta_{\text{FQE}},j(\tau)), \tag{37}
\]

where \( \theta_{\text{FS}},i(\tau) \) and \( \theta_{\text{FQE}},j(\tau) \) stand for the values of \( \theta_{\text{FS}}(\tau) \) and \( \theta_{\text{FQE}}(\tau) \) in the evolutions from the initial configurations \( i \) and \( j \), respectively. Thus, given a pair of initial conditions characterized by \( \dot{\gamma}_{\text{ini}}^* > \dot{\gamma}_{\text{tar}}^* \) and \( \vartheta > 1 \), \( P_{\text{NME}}(\tau) \) measures the fraction of pair microscopic histories where at time \( \tau \) the temperature of the FS system has become higher than that of the FQE system. Similarly, for \( \vartheta < 1 \), we introduce the probability for AME as

\[
P_{\text{AME}}(\tau) = \frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} \Theta (\theta_{\text{FQE}},i(\tau) - \theta_{\text{FS}},j(\tau)). \tag{38}
\]

Figure [8] represents the probabilities \( P_{\text{NME}}(\tau) \) (symbols in the region \( \vartheta > 1 \)) and \( P_{\text{AME}}(\tau) \) (symbols in the region \( \vartheta < 1 \)) at several values of \( \tau \) and for \( e = 0.9, T_{\text{env}}^{(\text{tar})} = 1.0, \dot{\gamma}_{\text{tar}}^* = 1.0, \dot{\gamma}_{\text{ini}}^* = 2.0 \), and two values of the volume fraction \( \varphi = 0.01 \) and \( \varphi = 0.10 \). In these figures, the vertical solid and dashed lines express the phase boundaries obtained from the kinetic theory for \( \varphi = 0.01 \) and \( 0.10 \), respectively. The absence of the vertical dashed line for \( \vartheta < 1 \) means that the theory does not predict the existence of AME for \( \varphi = 0.10 \), as observed from Fig. [3]b). It is remarkable that the probability \( P_{\text{NME}} \) has a sharp change around the theoretical boundaries at \( \vartheta = 1 \) for \( \tau \lesssim 1 \), but it is almost independent of \( \vartheta \) for \( \tau \gtrsim 2 \). We also note that the probability \( P_{\text{AME}} \) is quite low in its domain for \( \tau \lesssim 1 \), while it becomes relatively high for \( \tau \gtrsim 2 \).

Let us indicate another characteristic point of the “AME” for \( \vartheta < 1 \). As shown in Fig. [3]a), the “AME” is absent in the regime of high \( \dot{\gamma}_{\text{ini}}/\dot{\gamma}_{\text{tar}} \), regardless of the value of \( \vartheta < 1 \). This feature is originated by collision effects between grains, because the AME exists even for high \( \dot{\gamma}_{\text{ini}} \) when the collisionless model is considered (see Appendix [A]).
FIG. 8. Probabilities of the NME (ϑ > 1) and AME (ϑ < 1) as functions of ϑ [see Eqs. (37) and (38)] at (a) τ = 0.5, (b) τ = 1.0, (c) τ = 2.0, and (d) τ = 5.0. The parameters are chosen as e = 0.9, $T_{\text{env}}^{(\text{tar})} = 1.0$, $\dot{\gamma}_{\text{tar}}^* = 1.0$, $\dot{\gamma}_{\text{ini}}^* = 2.0$, and two values of the volume fraction (ϕ = 0.01 and ϕ = 0.10). The vertical dotted line signals the boundary value ϑ = 1, while the vertical solid and dashed lines represent the theoretical phase boundaries for ϕ = 0.01 and 0.10, respectively. It should be noted that the theoretical phase boundary does not exist for ϕ = 0.10 and ϑ < 1.

Thus far, we have fixed the target shear rate at $\dot{\gamma}_{\text{tar}}^* = 1$ and the restitution coefficient at e = 0.9. Let us now explore the influence on the phase diagram of varying $\dot{\gamma}_{\text{tar}}^*$ or e. Figure 9 shows the phase diagrams for e = 0.9, $T_{\text{env}}^{(\text{tar})} = 1.0$, and three values of the target shear rate: $\dot{\gamma}_{\text{tar}}^* = 0.30, 1.0, \text{and } 5.0$. Although the boundary between the “NME+AME” and “No Mpemba” regions seems to be rather insensitive to the choice of the target shear rate, it is observed that the “AME” region (ϑ < 1) becomes smaller as the target shear rate decreases.

The influence of the restitution coefficient is illustrated in Fig. 10. We observe that the shape of the phase boundary between the “NME+AME” and “No Mpemba” regions is practically insensitive to the restitution coefficient, while the “AME” region (ϑ < 1) shrinks as collisions become less inelastic. In any case, it is important to remark that the Mpemba effect is still clearly present in the case of elastic collisions (e = 1).

As shown by Fig. 11, we note that the theory can reproduce the simulation results even in strongly inelastic cases, except for the initial relaxation for e = 0.5. Here, the amplitudes of the error bars obtained from the simulations are omitted for better visibility.
FIG. 9. Phase diagram on the plane $\vartheta$ versus $\dot{\gamma}_{ini}^*$ for $e = 0.9$, $\varphi = 0.01$, $T_{\text{env}}^{(\text{tar})} = 1.0$, and several values of the target shear rate $\dot{\gamma}_{\text{tar}}^*$.

FIG. 10. Phase diagram on the plane $\vartheta$ versus $\dot{\gamma}_{ini}^*$ for $\varphi = 0.01$, $T_{\text{env}}^{(\text{tar})} = 1.0$, $\dot{\gamma}_{\text{tar}}^* = 1.0$, and several values of the restitution coefficient $e$.

IV. INVERSE AND MIXED MPEMBA EFFECTS

In this section, we develop the analysis of the inverse Mpemba effect (IME) as a counterintuitive heating effect similar to the cooling Mpemba effect. We also discuss the mixed Mpemba effect (MME) in which both heating and cooling processes can be observed during the time evolution. The heating process in the FS system implies the choice $\dot{\gamma}_{ini}^* < \dot{\gamma}_{\text{tar}}^*$. As in Sec. III the target environmental temperature is fixed as $T_{\text{env}}^{(\text{tar})} = 1.0$. Since the physics in IME and MME is common to that of the Mpemba effect in cooling processes, we only illustrate some examples of IME and MME in this section.

A. Inverse Mpemba effect

IME is a heating process in which a liquid starting from a lower initial temperature can have a higher temperature than that starting from a higher initial temperature, both initial temperatures being lower than the final steady temperature. While, this definition is simple, there might be some additional overshoots of the temperature.
FIG. 11. Time evolutions of the temperature differences $\theta_{\text{FQE}}(\tau) - \theta_{\text{FS}}(\tau)$ for $\varphi = 0.01$, $T_{\text{env}}^{(\text{ini})*} = 5.29$, $T_{\text{env}}^{(\text{tar})*} = 1.0$, $\dot{\gamma}_{\text{ini}}^* = 4.0$, $\dot{\gamma}_{\text{tar}}^* = 1.0$, and restitution coefficients $e = 0.9$, 0.7, and 0.5. The symbols are obtained from our simulations and the lines are kinetic-theory predictions. Here, the amplitudes of the error bars obtained from the simulations are similar to those in Fig. 2(b).

A typical heating process with $\theta_{\text{FQE}}(0) > \theta_{\text{FS}}(0)$ for a dilute suspension ($\varphi = 0.01$) with the parameters $\dot{\gamma}_{\text{ini}}^* = 1.0$, $\dot{\gamma}_{\text{tar}}^* = 4.0$, $e = 0.9$, $T_{\text{env}}^{(\text{tar})*} = 1.0$, and $T_{\text{env}}^{(\text{ini})*} = 1.33$ ($\vartheta = 1.13$) is shown in Fig. 12. It can be observed that, although $\theta_{\text{FQE}}(\tau) - \theta_{\text{FS}}(\tau) > 0$ in the early stage $\tau < \tau_c$ of the relaxation process, one has $\theta_{\text{FQE}}(\tau) - \theta_{\text{FS}}(\tau) < 0$ for intermediate times $\tau_c < \tau < \tau_c'$ (which corresponds to NIME), and then $\theta_{\text{FQE}}(\tau) - \theta_{\text{FS}}(\tau) > 0$ for later times $\tau > \tau_c'$ (which corresponds to AIME), until finally both $\theta_{\text{FQE}}(\tau)$ and $\theta_{\text{FS}}(\tau)$ reach a common stationary value. Thus, this is an example of a “NIME+AIME” process analogous to the “NME+AME” cooling processes discussed in Sec. III. The two amplitudes characterizing the NIME+AIME phenomenon can be defined as in Eqs. (35). It is remarkable that the amplitude of AIME is larger than that of NIME in Fig. 12. As Fig. 13 shows, this property is observed when the value of the ratio $\vartheta$ is near the upper boundary curve, in analogy to the NME+AME case shown in Fig. 4.

B. Mixed Mpemba effect

So far, we have focused on systems where both initial temperatures $\theta_{\text{FS}}(0)$ and $\theta_{\text{FQE}}(0)$ are either larger or smaller than the final stationary temperature $\theta_{\text{tar}}$ corresponding to the target quantities $\dot{\gamma}_{\text{tar}}^*$ and $T_{\text{env}}^{(\text{tar})*}$. On the other hand,
we can consider the case where one of the initial temperatures is higher and the other one is lower than the target temperature $\theta_{tar}$. In conventional relaxation processes, the curves representing the temperature evolution for both systems are expected not to meet (except asymptotically in the steady state). However, if this is not the case, we face a situation that can be referred to as the mixed Mpemba effect (MME). We have observed that the MME takes place only when $\theta_{FQE}(0) > \theta_{tar} > \theta_{FS}(0)$. While $\theta_{FS}(\tau)$ increases monotonically, the relaxation of $\theta_{FQE}(\tau)$ presents a transient behavior where it overshoots first the value $\theta_{tar}$ and then the curve $\theta_{FS}(\tau)$. This MME is illustrated in Fig. [14] for $\epsilon = 0.9$, $\varphi = 0.01$, $T_{env}^{(tar)} = 1.0$, $\dot{\gamma}_{tar}^* = 1.0$, $\dot{\gamma}_{ini}^* = 0.95$, and $T_{env}^{(ini)} = 1.21$; for this choice of parameters, $\vartheta = 1.05$. The symbols (with error bars) are obtained from our simulations and the lines are kinetic-theory predictions.

V. DISCUSSION AND CONCLUSION

In this paper, we have demonstrated by kinetic theory and computer simulations that the Mpemba effect can be observed in sheared inertial suspensions. We have also illustrated that there are two classes of Mpemba effects, NME and AME; NME is generic (the initially hotter suspension starts cooling down more rapidly than the initially colder suspension, eventually catching up the latter), while AME is nontrivial (even though the initially hotter suspension
starts cooling down more slowly than the initially colder suspension, the former eventually catches up the latter). NME can be observed if we compare the transient dynamics of a system starting from a “hot” (unsheared) quasi-equilibrium state with that of a system starting from a “cold” nonequilibrium sheared steady state. This is because the initial cooling rate is higher in the former (because of the absence of viscous heating) than in the latter. AME can be observed as the transient dynamics to approach a common steady state when the initial quasi-equilibrium state is colder than the initial nonequilibrium sheared state. Interestingly, a double crossing (NME followed by AME) can also be observed.

Similarly, we have confirmed the existence of NIME and AIME in the (heating) inverse Mpemba effect, as well a mixed Mpemba effect (MME) where both cooling and heating are present. Thus, we have clarified the generic features of the Mpemba effect, which can be observed in cooling, heating, and mixed relaxation processes. As far as we have studied, AME and NME+AME (including their inverse counterparts) are restricted to dilute inertial suspensions, while NME (including NIME and MME) are present for moderately dense systems.

Although the main text is dedicated to exotic relaxation processes of temperature, a similar exotic relaxation process can be observed in the measurement of the viscosity. This point is addressed in Appendix C where it turns out that the viscosity difference changes its sign at most once, as far as we have checked.

It must be emphasized that the model we have analyzed in this paper is oversimplified in what respects the treatment of the hydrodynamic interactions between particles. Thus, the investigation of more realistic suspensions will be a future subject of our study.

In particular, a recent experimental study on the Mpemba effect for a single colloid particle in water trapped in a potential created by optical tweezers [21] is interesting in that (i) a collisionless model without consideration of hydrodynamic interactions is used to explain the experiments, and (ii) the main feature of Mpemba effect can be understood by hopping processes from one local minimum to another minimum in the free energy. Because we have not taken into account the local potential trapping effects, it would be interesting to include such effects in the future.
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Appendix A: Exact results of a collisionless model

In this Appendix, we discuss the Mpemba effect for a collisionless model. Because the hydrodynamic lubrication force between particles prevents particles from collisions, this model might be more realistic than the collisional model discussed in the main text. We also compare the theoretical results of the collisionless model with those for very dilute collisional systems.

In the collisionless model, the time evolutions of the stress tensor and the kinetic temperature are obtained from Eqs. (31) by setting the collisional moments $\Lambda^{*\alpha\beta} \rightarrow 0$. This formally corresponds to the limit $\nu \ll \zeta$ (where $\nu \propto g_0\varphi \sqrt{T/m/\sigma}$ is the collision frequency), i.e., the limit $g_0\varphi \sqrt{T_{\text{env}}^*} \rightarrow 0$. Thus, the moment equations become

\begin{align}
\partial_\tau \theta &= -\frac{2}{3} \dot{\gamma}^* \Pi_{xy}^* - 2(\theta - 1), \\
\partial_\tau \Delta \theta &= -2 \dot{\gamma}^* \Pi_{xy}^* - 2 \Delta \theta, \\
\partial_\tau \delta \theta &= -2 \dot{\gamma}^* \Pi_{xy}^* - 2 \delta \theta, \\
\partial_\tau \Pi_{xy}^* &= -\dot{\gamma}^* \left( \theta - \frac{2}{3} \Delta \theta + \frac{1}{3} \delta \theta \right) - 2 \Pi_{xy}^*.
\end{align}

From Eqs. (A1b) and (A1c), we obtain $\Delta \theta = \delta \theta$ if their initial values are identical. Under this assumption, which is always valid for the FQE system and for the collisionless FS system, we can rewrite the evolution equations in matrix
form as
\[
\partial_\tau \left( \frac{\theta}{\Pi_{xy}} \right) = \begin{pmatrix} -2 & 0 & -\frac{2}{3} \gamma^* \\ 0 & -2 & -2 \gamma^* \\ -\gamma^* & \frac{1}{3} \gamma^* & -2 \end{pmatrix} \left( \frac{\theta}{\Pi_{xy}} \right) + \begin{pmatrix} 2 \\ 0 \\ 0 \end{pmatrix}.
\] (A2)

Introducing the steady-state solution
\[
\theta_s = 1 + \frac{1}{6} \gamma^* s^2, \quad \Delta \theta_s = \delta \theta_s = \frac{1}{2} \gamma^* s^2, \quad \Pi_{xy,s} = \frac{1}{2} \gamma^*,
\] (A3)

Eq. (A2) is rewritten as
\[
\partial_\tau \mathbf{x} = \mathbf{A} \cdot \mathbf{x},
\] (A4)

with
\[
\mathbf{x} \equiv \begin{pmatrix} \theta - \theta_s \\ \Delta \theta - \Delta \theta_s \\ \Pi_{xy} - \Pi_{xy,s} \end{pmatrix}, \quad \mathbf{A} \equiv \begin{pmatrix} -2 & 0 & -\frac{2}{3} \gamma^* \\ 0 & -2 & -2 \gamma^* \\ -\gamma^* & \frac{1}{3} \gamma^* & -2 \end{pmatrix}.
\] (A5)

The solution of Eq. (A4) is
\[
\mathbf{x}(\tau) = \exp(\tau \mathbf{A}) \cdot \mathbf{x}(0).
\] (A6)

The matrix A can be transformed to the Jordanian form in terms of
\[
\mathbf{U} = \begin{pmatrix} \frac{1}{3} & 0 & \frac{1}{2 \gamma^*} \\ 1 & 0 & 0 \\ 0 & -\frac{1}{2 \gamma^*} & 0 \end{pmatrix}, \quad \mathbf{U}^{-1} = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & -2 \gamma^* \\ 2 \gamma^* & -\frac{1}{2} \gamma^* & 0 \end{pmatrix}.
\] (A7)

The Jordan normal form J of the matrix A becomes
\[
\mathbf{J} = \mathbf{U}^{-1} \cdot \mathbf{A} \cdot \mathbf{U} = \begin{pmatrix} -2 & 1 & 0 \\ 0 & -2 & 1 \\ 0 & 0 & -2 \end{pmatrix}
\] (A8)

and, therefore,
\[
\exp(\tau \mathbf{A}) = \mathbf{U} \cdot \exp(\tau \mathbf{J}) \cdot \mathbf{U}^{-1}.
\] (A9)

It can be proved by recursion that
\[
\mathbf{J}^k = \begin{pmatrix} (-2)^k & k(-2)^{k-1} & -k(k-1)(-2)^{k-3} \\ 0 & (-2)^k & k(-2)^{k-1} \\ 0 & 0 & (-2)^k \end{pmatrix},
\] (A10)

so that
\[
\exp(\tau \mathbf{J}) = \begin{pmatrix} 1 & \tau & \frac{\tau^2}{2} \\ 0 & 1 & \tau \\ 0 & 0 & 1 \end{pmatrix} e^{-2\tau}.
\] (A11)

Consequently,
\[
\exp(\tau \mathbf{A}) = \begin{pmatrix} 1 + \frac{1}{3} \gamma^* \tau^2 & \frac{1}{3} \gamma^* \tau^2 & -\frac{2}{3} \gamma^* \tau \\ \frac{1}{3} \gamma^* \tau & 1 + \frac{1}{3} \gamma^* \tau^2 & -\frac{2}{3} \gamma^* \tau \\ -\gamma^* \tau & 1 + \frac{1}{3} \gamma^* \tau^2 & -\frac{2}{3} \gamma^* \tau \end{pmatrix} e^{-2\tau}.
\] (A12)

Thus, Eq. (A6) finally yields
\[
\theta(\tau) = \theta_s + \left\{ \theta(0) - \theta_s - \frac{2}{3} \Pi_{xy}(0) - \Pi_{xy,s} \right\} \gamma^* \tau + \frac{1}{3} \left[ \theta(0) - \frac{1}{3} \Delta \theta(0) - 1 \right] \gamma^* \tau^2 e^{-2\tau},
\] (A13a)

\[
\Delta \theta(\tau) = \Delta \theta_s + \left\{ \Delta \theta(0) - \Delta \theta_s - 2 \Pi_{xy}(0) - \Pi_{xy,s} \right\} \gamma^* \tau + \left[ \theta(0) - \frac{1}{3} \Delta \theta(0) - 1 \right] \gamma^* \tau^2 e^{-2\tau},
\] (A13b)

\[
\Pi_{xy}(\tau) = \Pi_{xy,s} + \left\{ \Pi_{xy}(0) - \Pi_{xy,s} - \left[ \theta(0) - \frac{1}{3} \Delta \theta(0) - 1 \right] \gamma^* \tau \right\} e^{-2\tau},
\] (A13c)
where we have taken into account $\theta_s - \frac{1}{3} \Delta \theta_s = 1$.

It should be noted that $\theta(\tau)$ and $\Delta \theta(\tau)$ in Eqs. (A13a) and (A13b) contain terms quadratic in $\tau$, while $\Pi_{xy}^*(\tau)$ in Eq. (A13c) contains a linear function of $\tau$. The quadratic function of $\tau$ in Eq. (A13a) may lead to two changes of sign in temperature differences (giving rise to NME+AME), as will be shown below. On the other hand, the stress or the viscosity differences can have only one change of sign.

Let us now explore the phase boundaries of the Mpemba effect. As in the main text, we particularize to the FS and FQE systems (see Fig. 1). According to Eq. (A3), the initial conditions for both systems are given by

$$\begin{cases}
\theta_{FS}(0) = \theta_0 \equiv 1 + \frac{1}{6} \dot{\gamma}_{ini}^2, & \Delta \theta_{FS}(0) = \delta \theta_{FS}(0) = \frac{1}{2} \dot{\gamma}_{ini}^2, & \Pi_{xy}^{FS*}(0) = -\frac{1}{2} \dot{\gamma}_{ini}^2, \\
\theta_{FQE}(0) = \vartheta \theta_0, & \Delta \theta_{FQE}(0) = \delta \theta_{FQE}(0) = 0, & \Pi_{xy}^{FQE*}(0) = 0.
\end{cases}$$

(A14)

From Eq. (A13a), we then obtain

$$\theta_{FQE}(\tau) - \theta_{FS}(\tau) = \left[ (\vartheta - 1)\theta_0 - \frac{1}{3} \dot{\gamma}_{ini}^* \dot{\gamma}_{tar} \tau + \frac{1}{3} (\vartheta \theta_0 - 1) \dot{\gamma}_{tar}^2 \tau^2 \right] e^{-2\tau}.$$  

(A15)

The Mpemba effect takes place if there exist positive real solutions $\tau$ of the quadratic equation

$$F(\dot{\gamma}_{tar}^* \tau) = 0,$$

(A16)

where

$$F(x) \equiv F_2 x^2 - \dot{\gamma}_{ini}^* x + F_0,$$

(A17)

with

$$F_2 \equiv \vartheta \theta_0 - 1, \quad F_0 \equiv 3(\vartheta - 1)\theta_0.$$  

(A18)

Let us introduce the discriminant $D$ for $F(\tau)$ as

$$D \equiv \dot{\gamma}_{ini}^* \dot{\gamma}_{ini} - 4F_0 F_2 = 6 \left[ -2\theta_0^2 \vartheta + 2\theta_0 (\theta_0 + 1) \vartheta - \theta_0 - 1 \right],$$

(A19)

where we have used $\dot{\gamma}_{ini}^* = 6(\theta_0 - 1)$. The two mathematical roots of $F(x) = 0$ are

$$x = \frac{\dot{\gamma}_{ini}^* \pm \sqrt{D}}{2F_0}.$$  

(A20)

Now we distinguish two cases:

1. $\vartheta > 1$.

In this case, $F_0 > 0$ and $F_2 > 0$, so that the two roots (A20) are positive if $D > 0$, while there is no real root if $D < 0$. The latter possibility means that there is no Mpemba effect, but the former implies a “NME+AME” region. The boundary between both regions corresponds to $D = 0$, which yields a quadratic equation for $\vartheta$ with a single solution with $\vartheta > 1$. Therefore,

$$1 < \vartheta < \frac{12 + \dot{\gamma}_{ini}^* + \dot{\gamma}_{ini}^* \sqrt{12 + \dot{\gamma}_{ini}^* 12 + 2\dot{\gamma}_{ini}^* 2}}{12 + 2\dot{\gamma}_{ini}^*} \Rightarrow \text{NME+AME}.$$  

(A21)

2. $\vartheta < 1$.

Now $F_0 < 0$. If, additionally, $F_2 < 0$, then no positive root of Eq. (A20) is possible. However, if $F_2 > 0$, a single positive root exists (provided that $D > 0$). Therefore,

$$\left(1 + \frac{1}{6} \dot{\gamma}_{ini}^2 \right)^{-1} < \vartheta < 1 \Rightarrow \text{AME}.$$  

(A22)

It can be easily checked that $D > 0$ if Eq. (A22) is satisfied.
Figure 15 shows the phase diagram of the collisionless model in the cooling process, as described by Eqs. (A21) and (A22). It is noteworthy that the diagram is independent of the target shear rate \( \dot{\gamma}_{\text{tar}} \), which only determines the relaxation rate of the system. For \( \vartheta > 1 \), a NME followed by a subsequent AME is observed with a maximum range \( 1 < \vartheta < (1 + \sqrt{2})/2 \approx 1.21 \) at \( \dot{\gamma}_{\text{ini}}^* = \sqrt{6(\sqrt{2} - 1)} \approx 1.58 \) (or, equivalently, \( \theta_0 = \sqrt{2} \)). The AME takes place easily for an increasing range of \( \vartheta \) as the initial shear rate increases. Note that the regions in Fig. 15 where the Mpemba effect exists actually correspond to the inverse effect if \( \dot{\gamma}_{\text{ini}}^* < \dot{\gamma}_{\text{tar}}^* \).

We also plot the phase diagrams for the collisional model for \( \varphi = 10^{-4} \) and \( 10^{-3} \) with the choice \( e = 0.9, \dot{\gamma}_{\text{tar}}^* = 1.0, \) and \( T_{\text{env}} = 0.0 \) in Fig. 15. These results show that the behavior of the collisional model converges to that of the collisionless behavior in the low-density limit.

Similarly, let us now consider the evolution of the viscosity difference. From Eq. (A13c), we obtain

\[ \Pi_{xy}^{\text{FQE}}(\tau) - \Pi_{xy}^{\text{FS}}(\tau) = \left[ \frac{1}{2} \dot{\gamma}_{\text{ini}}^* - (\vartheta \theta_0 - 1) \dot{\gamma}_{\text{tar}}^* \right] e^{-2\tau}, \]  

or, equivalently,

\[ \eta_{\text{FQE}}(\tau) - \eta_{\text{FS}}^*(\tau) = -\left[ \frac{1}{2} \dot{\gamma}_{\text{ini}}^* - (\vartheta \theta_0 - 1) \right] e^{-2\tau}. \]  

This means that a (single) viscosity crossover takes place if \( \vartheta \theta_0 - 1 > 0 \), i.e., \( \vartheta > 1/(1 + \frac{1}{2} \dot{\gamma}_{\text{ini}}^*) \). This includes the AME region (A22) plus the full region \( \vartheta > 1 \). Thus, even if a Mpemba effect with \( \vartheta > 1 \) is absent because Eq. (A21) is not fulfilled, the difference \( \eta_{\text{FQE}}(\tau) - \eta_{\text{FS}}^*(\tau) \) changes from negative to positive at a certain time.

### Appendix B: Relationship between the input parameters \( \{ T_{\text{env}}^{(\text{ini})}, T_{\text{env}}^{(\text{tar})}, \dot{\gamma}_{\text{ini}}^* \} \) and the outcome \( \vartheta \) at \( t = 0 \)

In this Appendix, we analyze the relationship between \( \vartheta = T_{\text{FQE}}(0) / T_{\text{FS}}(0) \) and the input parameters \( T_{\text{env}}^{(\text{ini})}, T_{\text{env}}^{(\text{tar})}, \) and \( \dot{\gamma}_{\text{ini}}^* \).

#### 1. Equation for \( T_{\text{FQE}}(0) \)

In this subsection, we derive an approximate equation for the initial temperature \( T_{\text{FQE}}(0) \) in the FQE system as a function of \( T_{\text{env}}^{(\text{ini})} \). Since \( T_{\text{FQE}}(0) \) corresponds to the steady-state temperature for an unsheared system, we will use in this subsection the notation \( T_{\text{FQE}}(0) \rightarrow \theta_{\text{ini}} T_{\text{env}}^{(\text{ini})} \) for the sake of simplicity. Note that \( \theta_{\text{ini}} = 1 \) and \( f(V) = f_{\text{eq}}(V) \) in the case of elastic collisions \( (e = 1) \). However, if \( e < 1 \), one has \( \theta_{\text{ini}} < 1 \) and \( f(V) \neq f_{\text{eq}}(V) \).
Let us rewrite the unsheared steady Boltzmann-Enskog equation (3) in the dimensionless form

\[
\frac{\partial}{\partial \xi} \left[ \left( c + \frac{1}{2\theta_{\text{ini}}} \frac{\partial}{\partial c} \right) \tilde{f}(c) \right] + n^* \sqrt{2\theta_{\text{ini}} T_{\text{env}}^{(\text{ini})}} J_E[c, \tilde{f}, \tilde{f}] = 0,
\]

(B1)

where \( n^* \equiv n\sigma^3 \), \( T_{\text{env}}^{(\text{ini})} \) is defined as in Eq. (28), and we have introduced the dimensionless velocity

\[
c \equiv \frac{v}{v_T}, \quad v_T \equiv \sqrt{\frac{2\theta_{\text{ini}} T_{\text{env}}^{(\text{ini})}}{m}}.
\]

(B2)

In addition, we have also introduced the dimensionless distribution function \( \tilde{f}(c) \) and collision integral \( \tilde{J}_E[c, \tilde{f}, \tilde{f}] \) as

\[
\tilde{f}(c) = \frac{v^3}{n} f(V) = \pi^{-3/2} e^{-c^2} \left[ 1 + a_2 \left( \frac{c^4}{4} - \frac{5c^2}{2} + \frac{15}{8} \right) \right],
\]

(B3a)

\[
\tilde{J}_E[c, \tilde{f}, \tilde{f}] = \frac{v^2}{n^2 \sigma^2} J_E[V, f, f] = g_0 \int dc_2 \int d\sigma \Theta(\sigma \cdot c_{12})(\sigma \cdot c_{12}) \left[ \frac{\tilde{f}(c_1') \tilde{f}(c_2')}{e^2} - \tilde{f}(c_1) \tilde{f}(c_2) \right].
\]

(B3b)

In Eq. (B3a), the distribution function has been expanded in Sonine polynomials and the expansion has been truncated after the second-order term, the coefficient \( a_2 \) representing the fourth velocity cumulant (or excess kurtosis). It should be noted that the Enskog collision operator reduces to the Boltzmann collision operator multiplied by the radial distribution function at contact when the density and the temperature are uniform and the mean flow velocity vanishes (see, for instance, Appendix B in Ref. [24]).

From Eq. (B1), and by neglecting terms nonlinear in \( a_2 \), one can obtain

\[
\theta_{\text{ini}} = 1 - \frac{4}{\sqrt{\pi}} (1 - e^2) \varphi g_0 \sqrt{T_{\text{env}}^{(\text{ini})}} \theta_{\text{ini}}^{3/2} \left( 1 + \frac{3}{16} a_2 \right),
\]

(B4a)

\[
a_2 = \frac{16(1 - e)(1 - 2e^2)}{81 - 17e + 30(1 - e)e^2 + \frac{40\sqrt{\pi}}{(1 + e)\varphi g_0 \theta_{\text{ini}}^{3/2} \sqrt{T_{\text{env}}^{(\text{ini})}}}}.
\]

(B4b)

It is remarkable that \( a_2 \to 0 \) and \( \theta_{\text{ini}} \to 1 \) in the limit \( \varphi \to 0 \). This suggests that the FQE is equivalent to a system at equilibrium in the low-density limit. In fact, Eq. (B1) shows that collisions (either elastic or inelastic) become irrelevant in the limit \( n^* \to 0 \). At finite density, on the other hand, \( \theta_{\text{ini}} \) can be obtained by numerically solving the set of coupled equations (B4). Once solved, we have \( \theta_{\text{FQE}}(0) = \theta_{\text{ini}} T_{\text{env}}^{(\text{ini})} / T_{\text{env}}^{(\text{tar})} \).

2. Explicit form of \( \theta_{\text{ini}} \) in the Maxwellian approximation

In this subsection, we show the explicit form of \( \theta_{\text{ini}} \) by solving Eq. (B4a) when the excess kurtosis \( a_2 \) is neglected. In that approximation, Eq. (B4a) becomes

\[
\frac{\theta_{\text{ini}}^{3/2}}{A} + \frac{\theta_{\text{ini}} - 1}{A} = 0, \quad A \equiv \frac{4}{\sqrt{\pi}} (1 - e^2) \varphi g_0 \sqrt{T_{\text{env}}^{(\text{ini})}}.
\]

(B5)

Introducing the change of variable \( \theta_{\text{ini}} = [x - 1/(3A)]^2 \), we can rewrite Eq. (B5) as

\[
x^3 + C_1 x + C_0 = 0, \quad C_1 \equiv -\frac{1}{3A^2}, \quad C_0 \equiv -\frac{1}{A} + \frac{2}{27A^3}.
\]

(B6)

We define the discriminant of the cubic equation (B6) as

\[
\Delta = \left( \frac{C_0}{2} \right)^2 + \left( \frac{C_1}{3} \right)^3 = \frac{1}{4A^2} \left( 1 - \frac{4}{27A^2} \right).
\]

(B7)
If $\Delta \geq 0$ (i.e., $A \geq 2/3\sqrt{3} \approx 0.385$), the cubic equation \([B9]\) has only one real root given by

$$
x = \sqrt[3]{\frac{1}{2A} - \frac{1}{27A^3} + \frac{1}{2A} \sqrt{1 - \frac{4}{27A^2}}} + \sqrt[3]{\frac{1}{2A} - \frac{1}{27A^3} - \frac{1}{2A} \sqrt{1 - \frac{4}{27A^2}}} \quad (B8)
$$

On the other hand, if $\Delta < 0$ (i.e., $A < 2/3\sqrt{3} \approx 0.385$), the cubic equation \([B9]\) has three real roots, one positive and two negative. It can be checked that only the positive root is consistent with the physical condition $\theta_{ini} < 1$. After using Vieta’s method, we obtain

$$
x = \frac{2}{3A} \cos \left[ \frac{1}{3} \cos^{-1} \left( \frac{27}{2} A^2 - 1 \right) \right]. \quad (B9)
$$

In summary, within the Maxwellian approximation, we have

$$
\theta_{ini} = \begin{cases} 
\frac{1}{9A^2} \left( \sqrt[3]{\frac{27}{2} A^2 - 1} + \frac{2}{A^2} \sqrt[3]{\frac{27}{2} A^2 - 1} - \frac{1}{2A} \sqrt[3]{\frac{27}{2} A^2 - 1} \right), & A \geq \frac{2}{3\sqrt{3}}, \\
\frac{1}{9A^2} \left( 2 \cos \left[ \frac{1}{3} \cos^{-1} \left( \frac{27}{2} A^2 - 1 \right) \right] - 1 \right), & A < \frac{2}{3\sqrt{3}}.
\end{cases} \quad (B10)
$$

It can be checked that the values of $\theta_{ini}$ obtained from the numerical solution of Eqs. \([B4]\) are practically indistinguishable from those given by Eq. \([B10]\).

3. Relationship between the input parameters and the outcome

In Secs. \([B1]\) and \([B2]\) we have obtained $\theta_{FQE}(0) = \theta_{ini} \frac{T_{env}}{T_{env}^{(tar)}}$. On the other hand, $\theta_{FS}(0)$ is numerically determined from the set of Eqs. \([B1]\) by setting $\partial_\tau \rightarrow 0$, $\gamma^{*}_{ini} \rightarrow \gamma^{*}_{ini}$, and $T^{*}_{env} \rightarrow T_{env}^{(tar)}$. This in turn provides $\vartheta = \theta_{FQE}(0)/\theta_{FS}(0)$ as a function of the input parameters $T_{env}^{(ini)}$, $T_{env}^{(tar)}$, and $\gamma^{*}_{ini}$.

Figure 16 shows the dependencies of $\vartheta$ on (a) the environmental temperature $T_{env}^{(ini)}$ in FQE, (b) the packing fraction $\varphi$, and (c) the initial shear rate $\gamma^{*}_{ini}$ in FS. As can be seen, the theory reproduces very well our simulation results. As $T_{env}^{(ini)}$ increases, the temperature ratio $\vartheta$ monotonically increases [see Fig. 16(a)]. Also, Fig. 16(b) shows that $\vartheta$ tends to decrease with increasing density. Moreover, $\vartheta$ decreases as $\gamma^{*}_{ini}$ increases, as shown in Fig. 16(c), but this effect is only remarkable for very large values of initial shear rate $\gamma^{*}_{ini}$.

Appendix C: Evolution of the viscosity difference

Since the viscosity is the most important quantity for the rheology of suspensions, the analysis of its transient behavior might be more relevant than that of temperature. In this Appendix, we present some typical results for the time evolution of the viscosity difference between two systems which exhibit Mpemba effect.

Figure 17 shows the evolutions of the viscosity difference $\eta_{FQE}(\tau) - \eta_{FS}^{*}(\tau)$ for the cases considered in Figs. 2(a), 2(c), 12 and 14. It is notable that the viscosity difference changes its sign only once, as expected from Eq. \([A24]\) in the collisionless model. This is a feature of the viscosity different from that of the Mpemba effect for the temperature relaxation.
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