All-optical signatures of quantum vacuum nonlinearities in generic laser fields
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All-optical experiments at the high-intensity frontier offer a promising route to unprecedented precision tests of quantum electrodynamics in strong macroscopic electromagnetic fields. So far, most theoretical studies of all-optical signatures of quantum vacuum nonlinearity are based on simplifying approximations of the beam profiles and pulse shapes of the driving laser fields. Since precision tests require accurate quantitative theoretical predictions, we introduce an efficient numerical tool facilitating the quantitative theoretical study of all-optical signatures of quantum vacuum nonlinearity in generic laser fields. Our approach is based on the vacuum emission picture, and makes use of the fact that the dynamics of the driving laser fields are to an excellent approximation governed by classical Maxwell theory in vacuum. In combination with a Maxwell solver, which self-consistently propagates any given laser field configuration, this allows for accurate theoretical predictions of photonic signatures of vacuum nonlinearity in high-intensity laser experiments from first principles.

We employ our method to simulate photonic signatures of quantum vacuum nonlinearity in laser pulse collisions involving a few-cycle pulse, and show that the angular and spectral distributions of the emitted signal photons deviate from those of the driving laser beams.

I. INTRODUCTION

The omnipresence of quantum fluctuations makes the vacuum of quantum electrodynamics (QED) far from being trivial. Quantum fluctuations of charged particles mediate effective couplings between electromagnetic fields, supplementing Maxwell’s linear theory of classical electrodynamics in vacuo with nonlinear self-interactions of the electromagnetic field [1–4], as reviewed, e.g., in Ref. [5–14]. Such vacuum nonlinearities have no classical analogue and are rather elusive in experiments.

Prominent theoretical proposals of all-optical signatures of quantum vacuum nonlinearity include vacuum birefringence [15–26], photon-photon scattering in the form of laser-pulse collisions [27–33], quantum reflection [34, 35], photon merging [36–42], photon splitting [43–47], and QED vacuum-fluctuation-triggered interference effects in multiple beam configurations [48–50]. While QED vacuum nonlinearities in macroscopic electromagnetic fields so far have not been directly verified experimentally, laboratory searches of vacuum birefringence in macroscopic magnetic fields [51–53] have already demonstrated the need for high field strengths and, at the same time, a high signal detection sensitivity. Besides, vacuum birefringence might also be relevant for the optical polarimetry of neutron stars [54–56].

In a series of recent papers [20, 22, 32, 57–59], it has been argued and demonstrated that such signatures can conveniently be analyzed within the vacuum emission picture [57]. In this picture, no distinction between pump and probe fields is made. Instead, one formally studies the process of signal photon emission from the quantum vacuum subject to the electromagnetic fields of all driving laser pulses. Given that the diameters of the interaction/strong field-volume are much smaller than its distance to the detectors, as is typically the case in high-field experiments, the precise microscopic origin of the signal photons within the interaction volume cannot be resolved and the interaction volume appears point-like. The kinematics of all outgoing signal photons can then be characterized by common-origin wave vectors \( \vec{k} \). A non-vanishing signal photon amplitude constitutes a – potentially measurable – signal of quantum vacuum nonlinearity. In the absence of vacuum fluctuations of particles with photon interactions, the signal photon amplitude is identical to zero. Due to the fact that the effects of QED vacuum nonlinearities are very small in typical experimental scenarios based on present and near-future laser technology, it amounts to an excellent approximation to assume the dynamics of the driving laser pulses to be governed by classical Maxwell theory in vacuum. This corresponds to neglecting quantum vacuum nonlinearity induced modifications of the driving fields themselves, such as beam depletion and other forms of back-reaction. The latter requires numerical solvers for the full nonlinear effective theory [60–62].

Up to now, theoretical studies of all-optical signatures of quantum vacuum nonlinearity have typically involved various simplifying approximations of the beam profiles and pulse shapes of the driving laser fields, such as plane-wave based models, constant crossed fields amended with a pulse shape envelope, or more realistic laser pulses in the paraxial approximation. However, any such approximation inherently limits the accuracy of predictions for
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experiments, and thus the precision with which theory can be tested. In the present article, we substantially advance the theoretical modeling of all-optical signatures of QED vacuum nonlinearities in experimentally realistic field configurations by evaluating the effect in generic laser fields, manifestly fulfilling Maxwell’s equations in vacuum.

To this end, we rely on a few well-justified and parametrically controlled fundamental approximations detailed below, and employ a Maxwell solver, recently put forward in Ref. [63], to numerically solve the dynamics of the macroscopic electromagnetic fields driving the vacuum emission effect self-consistently. This facilitates the study of all-optical signatures of QED vacuum nonlinearities in very generic, experimentally relevant electromagnetic fields in full 3 + 1 space-time dimensions. Most importantly, our approach allows us to easily overcome the limitations of any approximation for the laser beams. No ad-hoc ansatz for the temporal pulse profile is required, allowing for the study of all-optical signatures of QED vacuum nonlinearities in arbitrary, experimentally determined ‘real world’ laser fields.

For electric and magnetic fields of strengths below the critical electric and magnetic fields, given by $E_{cr} = m_e^2 \epsilon^2/c^3/(\hbar e) \approx 1.3 \times 10^{19} \text{ V/m}$ and $B_{cr} = E_{cr}/c \approx 4 \times 10^9 \text{ T}$, respectively, the effective self-interactions are parametrically suppressed with powers of $E/E_{cr}$ and $B/B_{cr}$. If these electromagnetic fields in addition vary on spatial (temporal) scales much larger than the Compton wavelength (time) $\lambda_C = \hbar/m_e \approx 3.86 \times 10^{-13} \text{ m} \,(\tau_C = \lambda_C/c \approx 1.29 \times 10^{-21} \text{ s})$ of the electron, they can be considered as locally constant, and the Heisenberg-Euler effective Lagrangian [2] formally derived for infinitely extended constant fields can be used for their study.

State-of-the-art high-intensity lasers reach peak fields $E = O(10^{14}) \sqrt{\text{V/m}}$ and $B = O(10^9) \text{ T}$, implying that $E \ll E_{cr}$ and $B \ll B_{cr}$. Moreover, their typical scale of variation is given by the laser wavelength $\lambda = O(1) \mu \text{m}$, clearly fulfilling $\lambda \gg \lambda_C$. Correspondingly, for all-optical studies of QED vacuum nonlinearities in high-intensity laser fields, we can limit ourselves to the perturbative weak-field limit of the Heisenberg-Euler effective Lagrangian. In the Heaviside-Lorentz System with $c = \hbar = 1$, adopted throughout this article, its leading contribution corresponding to a quantum vacuum fluctuation induced effective quartic self-interaction of the electromagnetic field is given by [1]

$$F_{\text{HE}}^{1\text{-loop}} \approx \frac{m_e^4}{8\pi^4} \frac{1}{45} \left( \frac{e}{m_e^2} \right)^4 (4F^2 + 7G^2).$$

(1)

Here $F = \frac{1}{2} F_{\mu\nu} F^{\mu\nu} = \frac{1}{2} (\vec{B}^2 - \vec{E}^2)$ and $G = \frac{1}{2} F_{\mu\nu} (\star F)^{\mu\nu} = -\vec{B} \cdot \vec{E}$ are the scalar invariants of the electromagnetic field, and $(\star F)^{\mu\nu} = \frac{1}{2} \epsilon^{\mu\nu\alpha\beta} F_{\alpha\beta}$ is the dual field strength tensor; our metric convention is $\eta_{\mu\nu} = \text{diag}(-1, +1, +1, +1)$. Deviations from a full-fledged QED calculation in manifestly inhomogeneous electromagnetic fields are suppressed parametrically by a factor of $(v/m_e)^2$, where $v \sim 1/\lambda$ denotes the typical frequency/momentum scale of variation of the electromagnetic fields [64, 65]. In addition, note that the expression given in Eq. (1) amounts to the result of a one-loop computation. Contributions from higher loops are parametrically suppressed with the fine-structure constant $\alpha = \frac{e^2}{\hbar c} \approx \frac{1}{137}$, such that we can expect Eq. (1) to allow for the reliable study of all-optical signatures of QED vacuum nonlinearity driven by high-intensity lasers with an accuracy on the one percent level. Equation (1) constitutes the typical starting point of theoretical studies of all-optical signatures of quantum vacuum nonlinearity available in the literature, and also the present article is based thereon.

Our article is organized as follows: After briefly summarizing the underlying formalism in Sec. II, we present our novel vacuum emission solver in full detail in Sec. III. Here, we explain how the self-consistent propagation of the driving laser fields is implemented by means of a Maxwell solver. We put special emphasis on how to fix the spectral amplitudes characterizing the driving laser fields in order to accurately describe experimentally realistic beam profiles and pulse shapes. The primary focus of Sec. IV is on benchmarking our numerical tools in situations where the paraxial approximation is expected to provide a reasonable description of the driving laser fields. After considering the effect of signal photon emission from a single high-intensity laser pulse, we focus on the collision of two laser pulses of the same parameters. Section V is devoted to the discussion of first results on the frequency and angular distribution of scattered photons for tightly focused femtosecond laser pulses. One of the driving laser pulses is assumed to be a few-cycle pulse, challenging the applicability of the paraxial approximation. We show that the spatio-temporal envelope of tightly focused femtosecond laser pulses significantly affects both the angular and frequency distribution of the emitted photons. This underlines the importance of an accurate description of the driving high-intensity laser pulses and demonstrates the great potential of our approach for the quantitative study of all-optical signatures of quantum vacuum nonlinearities from first principles. Finally, we end with conclusions and an outlook in Sec. VI.

## II. FORMALISM

As detailed in Ref. [57], the zero-to-single signal photon transition amplitude to a state of wave vector $\vec{k}$ and transverse polarization $p \in \{1, 2\}$ is given by

$$S_{(p)}(\vec{k}) = \frac{\epsilon^{\mu}_{(p)}(\vec{k})}{\sqrt{2k^0}} \int d^4x \, e^{ikx} \, j_{\mu}(x) \bigg|_{k^0=|\vec{k}|},$$

(2)
where \( \epsilon^\mu_{(p)}(\mathbf{k}) \) is the polarization vector characterizing the polarization state \( p \), and
\[
j_{\mu}(x) = 2\partial^\mu \frac{\partial F^{1,\text{loop}}_{HE}(F)}{\partial F^{\alpha\mu}}
\]
is the single signal photon current induced by the macroscopic electromagnetic field \( F^{\mu\nu} \), which amounts to the superposition of all prescribed fields driving the effect. Using spherical coordinates \( \mathbf{k} = k(\cos \varphi \sin \vartheta, \sin \varphi \sin \vartheta, \cos \vartheta) \), it is straightforward to show that the unit vectors perpendicular to \( \mathbf{k} \) can be parameterized by a single angle \( \beta \), as
\[
\vec{e}_\parallel(\beta) = \vec{e}_1(\mathbf{k}) \cos \beta + \vec{e}_2(\mathbf{k}) \sin \beta ,
\]
where we introduced the orthonormal vectors
\[
\vec{e}_1(\mathbf{k}) = \left( \frac{k_x}{k}, \frac{k_y}{k}, \frac{k_z}{k} \right), \quad \vec{e}_2(\mathbf{k}) = \left( \frac{-k_y}{k}, \frac{k_x}{k}, 0 \right).
\]
An alternative representation of these vectors is
\[
\vec{e}_1(\mathbf{k}) = \frac{1}{k k_{xy}} \begin{pmatrix} k_x k_y \\ k_y k_z \\ -k_x k_z \end{pmatrix}, \quad \vec{e}_2(\mathbf{k}) = \frac{1}{k_{xy}} \begin{pmatrix} -k_y \\ k_x \\ 0 \end{pmatrix},
\]
with \( k_{xy} = \sqrt{k_x^2 + k_y^2} \) and \( k = \sqrt{k_x^2 + k_y^2 + k_z^2} \). Equation (4) can be employed to span the transverse polarizations of signal photons of wave vector \( \mathbf{k} \). Using a linear polarization basis, we define
\[
\epsilon_{(p)}^\mu(\mathbf{k}) = (0, \vec{e}_\parallel(\beta_p)), \quad \text{with} \quad \beta_p = \beta_0 + \frac{\pi}{2}(p - 1)
\]
and a suitably chosen \( \beta_0 \). The signal photon current (3) derived from the terms given explicitly in Eq. (1) is cubic in \( F^{\mu\nu} \), and results in the following expression for the signal photon transition amplitude [59],
\[
\mathcal{S}_{(p)}(\mathbf{k}) = \frac{1}{16 \pi^2 \alpha} \frac{m_e^2}{45} \frac{\sqrt{\frac{k}{\pi}}} {2 \left( \frac{e^2}{m_e^2} \right)^3}
\times \left\{ \cos \beta_p \left[ I_{11}(\mathbf{k}) - I_{22}(\mathbf{k}) \right] \\
+ \sin \beta_p \left[ I_{12}(\mathbf{k}) + I_{21}(\mathbf{k}) \right] \right\},
\]
where we made use of the definition
\[
\mathcal{I}_{ij}(\mathbf{k}) = \int d^4x e^{i(\mathbf{k} \cdot \mathbf{x} - \omega t)} \vec{e}_i \cdot \vec{U}_j ,
\]
with
\[
\vec{U}_1 = 2\vec{E}(\vec{B}^2 - \vec{E}^2) - 7\vec{B}(\vec{B} \cdot \vec{E}) , \quad \vec{U}_2 = 2\vec{B}(\vec{B}^2 - \vec{E}^2) + 7\vec{E}(\vec{B} \cdot \vec{E}) ,
\]
encoding the dependence on the electromagnetic fields driving the vacuum emission process. In the present paper, we consider the driving electromagnetic fields to be delivered by lasers.

In summary, the determination of the vacuum emission amplitude boils down to performing the four-dimensional Fourier integrals in Eq. (9) for given spacetime dependent fields \( \vec{E}(x), \vec{B}(x) \). The differential number of signal photons of polarization \( p \) follows from the modulus squared of Eq. (2) and is given by [57]
\[
d^3N_{(p)}(\mathbf{k}) = \frac{d^3k}{(2\pi)^3} |\mathcal{S}_{(p)}(\mathbf{k})|^2 .
\]

Accordingly, the differential number of signal photons of arbitrary polarization is given by \( d^3N(\mathbf{k}) = \sum_{p=1}^2 d^3N_{(p)}(\mathbf{k}) \). Upon summation over both transverse polarizations \( p \), the dependence on the angle \( \beta_0 \) drops out completely as it should: the orientation of the polarization basis does not matter.

### III. NUMERICAL IMPLEMENTATION

#### A. Fourier integrals

As we aim at evaluating signal photon numbers in generic laser fields, we perform the Fourier integrals (9) numerically. To this end, we first note that Eq. (9) does not correspond to a 4D Fourier transform, but rather amounts to a 3D Fourier transform with an additional temporal integration, the reason for this being the fact that \( k = |\mathbf{k}| \) is not an independent variable for on-shell signal photons.

Various methods of discretization are available for performing the 3D Fourier transform and the 1D integral. For simplicity, we adopt a uniform Cartesian grid for space and time, leading to
\[
\mathcal{I}_{ij}(\mathbf{k}) = \int dt e^{-ikt} \int d^3x e^{i\mathbf{k} \cdot \mathbf{x}} \vec{e}_i \cdot \vec{U}_j
\approx \sum_n \Delta t e^{-i\omega_n t} \text{FFT}_3[\vec{e}_i \cdot \vec{U}_j],
\]
where \( \text{FFT}_3 \) denotes a 3D discrete Fourier transform using a fast Fourier transform algorithm. For simplicity, we perform the time integration by a simple trapezoidal rule.

The requirements on the extent and resolution of the Cartesian grid depend on the details of the considered electromagnetic fields. Given that a field is characterized by a set of spatial and temporal frequencies \( \nu \), the fact that the polynomials \( \vec{U}_j \) defined in Eq. (10) are cubic in the field immediately implies the need to resolve all frequencies in a range including \( 3\nu \). The temporal extent needs to cover the whole interval in which the driving electromagnetic fields are strong enough as to induce significant contributions to the vacuum emission signal. For collisions of two or more laser pulses, this typically corresponds to the time interval, where the pulses overlap. Aiming at the study of the effect of self-emission from a single laser pulse, the relevant longitudinal scale is of
the order of the maximum of the pulse duration and the Rayleigh range. Analogously, the spatial extents need to be large enough to cover the entire interaction/strong-field volume. In case vastly different scales are introduced by the driving fields or specific long-time observables [66, 67], multiscale methods may be advantageous. An example study of the convergence properties of the algorithm is sketched in the appendix.

Depending on the specific scenario under consideration, these constraints lead to very different requirements on the computational resources. In its current implementation, our code uses single node parallelization: Simple scenarios can be run in a few seconds with a few hundred megabytes of memory, while more complex scenarios require tens of hours and hundreds of gigabytes of memory on a high performance node. An MPI enabled version of the code might be a desirable option in the future.

B. Driving laser fields

The most direct approach towards the realistic modeling of the driving laser fields, serving as input in the above routines, is to specify them as a set of initial data, and numerically implement their self-consistent propagation according to free Maxwell theory in vacuum. This procedure guarantees that – up to discretization effects – the driving laser fields exactly fulfill Maxwell’s equations in vacuum. This is our approach of choice, which is implemented here for the first time.

Another option is to model the electric and magnetic fields by explicit analytic solutions of Maxwell’s equations in vacuum that can be directly evaluated for any space-time coordinate. As a main drawback, this approach is limited to a subset of fields. It does not fully extend to all relevant fields, in particular, tightly focused and ultrashort laser pulses. A first step towards the description of a focused Gaussian high-intensity laser beam has been the paraxial approximation. With regard to the vacuum emission picture, this approach has been put forward by Refs. [32, 59], modeling the driving laser pulses as leading (zeroth) order paraxial Gaussian beams supplemented with a finite pulse duration. The paraxial approximation is valid for small diffraction angles \( \theta \simeq \frac{w_0}{R_0} \), where \( w_0 = \frac{\lambda z_R}{\pi} \). Explicit analytical expressions for the electric and magnetic fields up to order \( \theta^3 \) have been worked out [68–72]. The leading order paraxial approximation only accounts for terms of order \( \theta^0 \).

To benchmark our results obtained from the self-consistent numerical Maxwell solver, we adopt the paraxial approximation up to order \( \theta^5 \) [71], supplemented with a finite pulse duration \( \tau \) by an overall factor of \( \exp\{- (\vec{k} \cdot \vec{x} - t)^2/(\tau/2)^2\} \), where the unit vector \( \vec{k} \) points along the laser’s beam axis; cf., e.g., Ref. [65]. Since we mainly aim at benchmarking our novel numerical approach with results based on multi-cycle paraxial fields, the dominant signal photon emission channels are independent of the phase of the beam; cf., e.g., Refs. [20, 22]. In the remainder, we ignore possible constant phase shifts.

Our focus is on exact numerical solutions of Maxwell’s equations in vacuum closely resembling experimentally realistic field profiles. Particularly in the benchmark scenarios, these solutions are modeled after the corresponding analytical approximations. Let us already emphasize here that these comparisons are by no means unique: generically, various exact numerical solutions can be invoked to closely resemble a single analytical approximation in the region of interest.

C. Field decomposition

As detailed in Ref. [63], our numerical solver of Maxwell’s equations in vacuum makes use of complex representations for all electromagnetic potentials, fields and associated amplitudes. Linearity of Maxwell’s equations guarantees that real and imaginary parts of a complex solution satisfy these equations individually. By contrast, a manifestly real representation of the fields is needed for the determination of the vacuum emission amplitude. Correspondingly, we switch to manifestly real-valued fields by means of the prescription \( \tilde{E}(x) = \Re \{ E(x) \} \equiv \tilde{E}(x) \) and \( \tilde{B}(x) = \Re \{ B(x) \} \equiv \tilde{B}(x) \) for the formalism detailed in Sec. II.

Our aim is to ensure that the driving laser fields which can be considered as ensembles of propagating on-shell photons \( (k = |\vec{k}|) \) fulfill Maxwell’s equations in vacuum exactly. To this end, we rely on a complete representation of the electromagnetic potentials in radiation gauge, \( A^\mu \equiv (0, \vec{A}) \) and \( \nabla \cdot \vec{A} = 0 \), with

\[
\tilde{A}(x) = \int \frac{dk}{(2\pi)^3} e^{ikx} \tilde{\vec{A}}(t, \vec{k}),
\]

where we have defined

\[
\tilde{\vec{A}}(t, \vec{k}) = e^{-ikt} \sum_{p=1}^2 \tilde{e}_p(\vec{k}) a_p(\vec{k}).
\]

We span the two linear polarizations transverse to \( \vec{k} \) by the unit vectors \( \tilde{e}_p(\vec{k}) \) defined in Eqs. (5) and (6). A specific field configuration is realized by a suitable choice of the complex spectral amplitudes \( a_p(\vec{k}) \). Any possible choice for the spectral amplitudes constitutes a viable solution of Maxwell’s equations.

Defining the spatial Fourier transforms of the associated electric \( \tilde{E}(x) = -\partial_t A(x) \) and magnetic \( \tilde{B}(x) = \vec{\nabla} \times \vec{A}(x) \) fields analogous to Eq. (13), we obtain

\[
\tilde{E}(t, \vec{k}) = e^{-ikt} ik[\tilde{e}_1(\vec{k}) a_1(\vec{k}) + \tilde{e}_2(\vec{k}) a_2(\vec{k})],
\]

\[
\tilde{B}(t, \vec{k}) = e^{-ikt} ik[\tilde{e}_2(\vec{k}) a_1(\vec{k}) - \tilde{e}_1(\vec{k}) a_2(\vec{k})].
\]
It is straightforward to verify that these expressions fulfill the transversality conditions
\[ \hat{k} \cdot \hat{E}(t, \hat{k}) = 0, \quad \hat{k} \cdot \hat{B}(t, \hat{k}) = 0, \]
(17)
as well as the spectral analogue of the Maxwell-Ampere equation,
\[ \hat{E}(t, \hat{k}) + \hat{k} \times \hat{B}(t, \hat{k}) = 0, \]
(18)
where \( \hat{k} = k/k \).

The advantage of the complex representation of the fields is that it allows for a clear distinction of Fourier modes with wave vectors of opposite sign. Contrarily, purely real-valued fields inevitably mix Fourier modes with wave-vectors of opposite sign. This is obvious from the fact that real-valued fields can be expressed as purely real-valued fields inevitably mix Fourier modes
\[ \hat{E}(x) = \frac{1}{2} \int \frac{d^3k}{(2\pi)^3} e^{i\hat{k} \cdot \hat{x}} \hat{E}(t, \hat{k}) + \text{c.c.}, \]
(19)
and analogously for \( \hat{B}(x); \text{c.c.} \) denotes the complex conjugate.

**D. Spectral amplitudes**

The remaining task is to fix the spectral amplitudes \( a_p(\hat{k}) \) such as to reproduce the macroscopic electromagnetic fields of experimentally realistic high-intensity laser pulses in position space.

1. **Extraction from model fields**

Starting point of this endeavor often is a model field configuration exhibiting the desired properties. The latter is specified by the complex fields \( \hat{E}_m(t_0, \bar{x}) \) and \( \hat{B}_m(t_0, \bar{x}) \) at all spatial coordinates \( \bar{x} \) and a fixed time \( t_0 \).

The fact that the fields \( \hat{E}_m(t_0, \bar{x}) \) and \( \hat{B}_m(t_0, \bar{x}) \) typically do not correspond to exact solutions of Maxwell’s equations in vacuum comes along with violations of the transversality conditions (17), such that in general
\[ \hat{k} \cdot \hat{E}_m(t_0, \hat{k}) \neq 0, \quad \hat{k} \cdot \hat{B}_m(t_0, \hat{k}) \neq 0. \]
(20)
Here, we have employed the inverse of Eq. (13) to transform the fields to momentum space. This implies that, contrarily to Eqs. (15) and (16), \( \hat{E}_m(t_0, \hat{k}) \) and \( \hat{B}_m(t_0, \hat{k}) \) cannot be spanned by the vectors \( \hat{e} \cdot \hat{k} \) alone, inhibiting a simple inversion for the associated spectral amplitudes.

In response, we do not aim at extracting the spectral amplitudes from the model fields, but instead define manifestly transverse fields based on the model input. The electromagnetic fields constructed along these lines exactly fulfill Maxwell’s equations in vacuum. More specifically, our strategy is to assume these fields to be given by Eqs. (15) and (16) and define the spectral amplitudes \( a_p(\hat{k}) \) in terms of \( \hat{E}_m(t_0, \hat{k}) \) and \( \hat{B}_m(t_0, \hat{k}) \) based on a suitable projection. Such an ad hoc prescription is of course not unique and various choices are possible. However, all the prescriptions discussed below should result in field configurations closely resembling the model fields at \( t = t_0 \), if the latter violate the transversality conditions only mildly.

Having manifestly complex model fields at our disposal, a rather generic prescription is to define the spectral amplitudes motivated by the structure of Eq. (15) as
\[ a_p(\hat{k}) := e^{ik_0 t} \frac{1}{ik} \hat{e} \cdot \hat{e}^* \cdot \hat{k} \cdot \hat{E}_m(t_0, \hat{k}) . \]
(21)
Inserting Eq. (21) into Eq. (15), we obtain
\[ \hat{E}(t, \hat{k}) = e^{-ik(t-t_0)} [\hat{E}_m(t_0, \hat{k}) - \hat{k} \cdot \hat{E}_m(t_0, \hat{k}) + \hat{k} \cdot \hat{E}_m(t_0, \hat{k})] , \]
(22)
where we have made use of the fact that the unit vectors \( \hat{e}_1, \hat{e}_2 \) and \( \hat{e}_3 \) form a complete orthonormalized basis of \( \mathbb{R}^3 \).

For the special case of laser pulses polarized in \( z \) direction in the focus and beam axes in the xy-plane, one might want to match the \( z \) component of the electric field, leaving all other components of the fields to be determined self-consistently by Maxwell’s equations in vacuum. Taking into account that \( \hat{e}_2 \cdot \hat{e}_z = 0 \), where \( \hat{e}_z \) is the unit vector in \( z \) direction, Eq. (15) prompts us to define
\[ a_1(\hat{k}) := e^{ikt_0} \frac{1}{ik} \hat{e}_z \cdot \hat{e}_1 \cdot \hat{e}_z \cdot \hat{E}_m(t_0, \hat{k}) . \]
(23)
For completeness, also note that \( \hat{e}_1|_{\hat{k}_z=0} \sim \hat{e}_z \). The spectral amplitude \( a_2(\hat{k}) \) is not at all constrained by this condition and can be chosen freely. For convenience, in the benchmark calculations employing this prescription in Sec. IV below, we use \( a_2(\hat{k}) := 0 \).

2. **Definition via analytic map**

An alternative strategy to fix the spectral amplitudes \( a_p(\hat{k}) \) is to analytically map the desired position-space laser pulse profile into the spectral domain, manifestly ensuring the electromagnetic fields constructed along these lines to exactly solve Maxwell’s equations in vacuum. While this strategy is capable of defining spectral amplitudes modeling focused laser pulses of various shapes, it is naturally limited to specific analytic field profiles.

This approach has recently been adopted in Ref. [73], for constructing a pulse model in momentum space, which reproduces the zeroth order paraxial result in the limit of weak focusing. Here, all laser photons fulfill \( k_\perp \ll k, \) with \( k_\perp^2 = k^2 - (\hat{k} \cdot \hat{k})^2 \). In our conventions,
the spectral representation modeling a laser pulse featuring a transversal and timelike Gauss shape with beam axis directed along \( \hat{k} \) reads

\[
\tilde{A}_m^{\text{spec}}(t, \hat{k}) = e^{-i\mathbf{k} \cdot \mathbf{r}} \tilde{a}_m(t, \hat{k}) = \frac{1}{i\mathbf{k}} e^{\frac{\pi^2}{2} \Theta(\hat{k} \cdot \hat{k})} \hat{k} \cdot \tilde{A}_m^{\text{spec}}(t, \hat{k}) \times E_0 \tau w_0^2 e^{-\left(\frac{\pi^2}{2} \hat{k} \cdot \hat{k} \right)^2 - \left(\frac{\omega}{2} \right)^2 (k - \omega L)^2},
\]

(24)

where \( \omega_L \) denotes the laser photon energy, \( w_0 \) is the beam waist, \( \tau \) is the pulse duration, and \( E_0 \) is the electric peak field amplitude. The corresponding position-space field is focused at \( \hat{x} = 0 \) and reaches its maximum in the focus at \( t = 0 \).

Choosing the vector \( \epsilon_\perp \) as constant and perpendicular to the beam axis, i.e., \( \hat{k} \cdot \epsilon_\perp = 0 \), we generically have \( \hat{k} \cdot \epsilon_\perp \neq 0 \), such that Eq. (24) would no longer be interpretable as being generated by an ensemble of real propagating photons. However, defining the spectral amplitudes associated with the spectral model field (24) analogously to Eq. (21) as

\[
a_p(\hat{k}) = \epsilon_\perp(\hat{k}) \cdot \tilde{A}_m^{\text{spec}}(t = 0, \hat{k}),
\]

(25)

and upon insertion into Eqs. (14)-(16), we obtain the explicit spectral expression of this laser pulse model which does not exhibit the above deficiency: it solves Maxwell’s equations in vacuum, fulfills the transversality conditions (17) even for constant \( \epsilon_\perp \), and reproduces the zeroth-order paraxial result in the limit of weak focusing.

E. Real-valued input fields

As discussed in the context of Eq. (19) above, real-valued electromagnetic fields inevitably mix Fourier modes with wave vector of opposite sign. In order to make use of the output of standard simulation tools providing real-valued fields, e.g., a particle-in-cell (PIC) simulation, a proper reconstruction of the full spectrum for any real-valued solution is nevertheless needed. This goal can be achieved as outlined in Ref. [63]: first, we note that Eq. (18) can alternatively be represented as

\[
\tilde{E}(t, \hat{k}) - \hat{k} \times \tilde{B}(t, \hat{k}) = 2\tilde{E}(t, \hat{k}).
\]

(26)

On the other hand, for real-valued fields it is easy to see that modes of wave-vector \(-\hat{k}\) fulfill Eq. (18) with opposite sign,

\[
\tilde{E}(t, \hat{k}) - \hat{k} \times \tilde{B}(t, \hat{k}) = 0.
\]

In turn, the prescription

\[
\tilde{E}(t, \hat{k}) \rightarrow \tilde{E}(t, \hat{k}) - \hat{k} \times \tilde{B}(t, \hat{k})
\]

(27)

can be employed to disentangle the modes propagating in opposite directions, and hence to fully reconstruct the corresponding complex representation.

IV. BENCHMARKS

In this section, we benchmark our numerical code by evaluating the vacuum emission signals in self-consistently propagating laser fields, modeled according to different orders of the paraxial approximation, with the corresponding direct calculation using the approximate fields. After considering the effect of signal photon emission from a single high-intensity laser pulse in Sec. IV A, we focus on the collision of two laser pulses of the same parameters in Sec. IV B.

A. Self-emission from a single laser pulse

We start by considering the process of signal photon emission from a single linearly polarized laser beam. This effect has no plane wave analogue, as the scalar invariants of the electromagnetic field vanish identically for plane wave fields, i.e., \( F = G = 0 \). The same is true for Gaussian beams at zeroth order in the paraxial approximation [65]. It can however become sizable for laser beams with large angular apertures [74]. For definiteness, here we compare only integrated photon numbers and not differential quantities. Apart from the total number \( N_{\text{tot}} \) of signal photons of arbitrary polarization, we also determine the number \( N_\perp \) of signal photons polarized perpendicular to the driving laser beam in its focus. Because of its distinct polarization which facilitates a clear signal-to-background separation, the latter might constitute a prospective signature for experiments.

More specifically, we compare results for \( N_{\text{tot}} \) and \( N_\perp \) for different orders of the paraxial approximation for Gaussian beams supplemented with a finite Gaussian pulse duration with exact solutions of the wave equation in vacuum, propagated self-consistently with our numerical code. Our notations are such that if the order of the paraxial approximation is \( n \), it accounts for contributions up to (including) \( \theta^n \). As detailed in Sec. III, the exact solutions are constructed such as to mimic the approximate ones at a given time \( t_0 \). Here, we choose \( t_0 \) as the time when the laser pulse reaches its maximum amplitude in the beam focus; in our comparisons with the paraxial approximation, the fields of the respective order of this approximation define the model fields introduced in Sec. III to construct the fields propagated by our Maxwell solver. This construction is not unique and different prescriptions are possible.

In this context, we exemplarily adopt three different choices. Namely, we

(i) define the spectral amplitudes of the fields propagated by the Maxwell solver as in Eq. (21),

(ii) employ the prescription (23),

(iii) use only the real part of the complex paraxial electromagnetic fields to define the model fields, then reconstruct the full complex field via the strategy
outlined in Sec. IIIE, and finally fix the spectral amplitudes by Eq. (21).

We emphasize that the results obtained from option (iii) are expected to differ quite substantially from those of options (i) and (ii), the reason being that the strategy devised in Sec. IIIE to extract the full complex spectrum from real-valued fields is tailored to electromagnetic fields fulfilling Maxwell’s equations in vacuum exactly. As violations of the transversality conditions by approximate solutions are inevitable, distortions of the spectrum of the complex fields constructed along these lines can be expected. As a consequence, fields with a priori distorted spectrum are propagated by our Maxwell solver and deviations form the results of (i) and (ii) are to be expected. However, one might hope that these deviations are diminishing with increasing order of the paraxial approximations.

For comparison, we also provide results based on the specific spectral pulse model [73] discussed in detail in Sec. IIID2.

Figure 1 shows the corresponding results for a one petawatt class laser (wavelength $\lambda = 800\text{ nm}$, pulse energy $W = 25\text{ J}$ and duration $\tau = 25\text{ fs}$) with beam axis in the $xy$-plane, which is focused to a beam waist of $w_0 = \lambda$ and polarized along $\vec{e}_x$ in the focus. The pulse energy of a laser pulse propagating along $\vec{e}_x$ and focused at $x = 0$ is related to its electromagnetic fields as

$$W = \int dt \int dy \int dz \langle \vec{E} \cdot \vec{S} \rangle |_{x=0},$$  

with Poynting vector $\vec{S} = \vec{E} \times \vec{H}$. In our numerical calculations, the peak-field amplitude of the driving laser pulse is normalized such that the total field energy put into the system is kept fixed. For the configurations considered below involving several pulses, we use a similar normalization, partitioning the energy into the individual pulses as desired.

We first focus on the results for $N_{\text{tot}}$. While the phenomenon of self-emission from a single laser beam cannot be resolved by the zeroth order paraxial approximation, it clearly sets in from its first order onwards. Differences between higher-order approximations decrease rapidly, and a convergence behavior of the result for $N_{\text{tot}}$ can already be inferred from the first few orders depicted in Fig. 1. The results obtained with the options (i) and (ii) are essentially indiscernible, and do not vary much with the order of the paraxial approximation. For instance, at fifth order in the paraxial approximation, we obtain (i): $N_{\text{tot}} = 2.761 \times 10^{-4}$ and (ii): $N_{\text{tot}} = 2.758 \times 10^{-4}$; a direct calculation using the paraxial fields yields a somewhat larger value of $N_{\text{tot}} = 2.890 \times 10^{-4}$. These values imply a finite relative difference of roughly $\geq 5\%$ between the results of (i), (ii) and a direct calculation of the effect in paraxial fields.

We emphasize that a relative offset of this order is not surprising, even though the paraxial fields of the respective order serve as model fields for (i) and (ii). As the paraxial fields are solving Maxwell’s equations in vacuum only approximately, even a perfect match at $t_0$ will inevitably result in deviations between the results obtained by a direct evaluation of the vacuum emission signal in paraxial fields and those based on the electromagnetic fields propagated self-consistently according to Maxwell’s equations in vacuum with our numerical code. The reason for this is the different evolution of these field configurations as a function of time: as the determination of the signal photon numbers involves a Fourier transform, and thus an integration over all space-time coordinates, these differences clearly impact the obtained signal photon numbers. At the same time, the outcomes of two different, equally legitimate, choices to define the physical fields associated with a given model field, such as (i) and (ii), should match each other better and better.
with increasing order of the paraxial approximation for the model field. Given that convergence is reached, in the sense that the signal photon numbers extracted from two successive orders in the paraxial approximation do no longer change (at the desired accuracy), also this relative offset saturates. At fifth order of the paraxial approximation, the results of (i) and (ii) for \( N_{\text{tot}} \) agree within an accuracy of \( 10^{-6} \).

For the same reasons, the signal photon number \( N_{\text{tot}} = 3.160 \times 10^{-4} \) based on the spectral pulse model, cf. Sec. III D2, lies somewhat above the plateau formed by the results of (i) and (ii) in Fig. 1 (top): Even though it retains the zeroth order paraxial result in the limit of very weak focusing, the position-space fields associated with the spectral pulse model [73] detailed in Sec. III D2 deviate from all considered model fields at \( t = t_0 \) (and thus for all \( t \)), and therefore describe a slightly different laser pulse profile. The relative deviation of this result from the one of (i) and (ii) at fifth order of the paraxial approximation is \( \simeq 14\% \). In this sense, our results demonstrate that the precise number of signal photons is very sensitive to the quantitative spatio-temporal structure of the driving laser fields.

Besides, as indicated by the plateaus approached in Fig. 1 throughout all orders, the outcomes of (i) and (ii) are remarkably stable with respect to variations of the order of the paraxial approximation. The latter observation suggests that already the zeroth-order paraxial electromagnetic fields at \( t = t_0 \) allow for a good estimate of \( N_{\text{tot}} \) if propagated self-consistently with our Maxwell solver; the explicit results at this order are (i): \( N_{\text{tot}} = 2.368 \times 10^{-4} \) and (ii): \( N_{\text{tot}} = 2.957 \times 10^{-4} \). This is even more impressive as a direct evaluation of \( N_{\text{tot}} \) from the zeroth-order paraxial fields would be completely off, yielding \( N_{\text{tot}} = 0 \). On the other hand, in accordance with our expectations the results of option (iii) differ rather significantly from those of (i) and (ii). The fact that the former exhibit a finite offset with respect to the latter even in the plateau region beyond second order paraxial approximation in Fig. 1 indicates that initial transversality violations can induce noticeable deviations in the predicted signal photon numbers. Similar trends can be inferred for \( N_{\perp} \). However, in this case the deviations for different orders of the paraxial approximation and different prescriptions (i)-(iii) to construct the driving electromagnetic fields are far more pronounced. This is not surprising, as \( N_{\perp} \) is very sensitive to the precise polarization configuration of the driving laser beam. More specifically, at fifth order paraxial approximation an explicit calculation based on the paraxial fields results in \( N_{\perp} = 7.893 \times 10^{-8} \), while our Maxwell solver yields (i): \( N_{\perp} = 9.129 \times 10^{-8} \) and (ii): \( N_{\perp} = 8.904 \times 10^{-8} \). Hence, the relative difference of the results for \( N_{\perp} \) obtained via the prescriptions (i), (ii) and the explicit paraxial calculation is \( \simeq 13\% \). For comparison, the spectral pulse model results in \( N_{\perp} = 2.722 \times 10^{-7} \) signal photons.

For completeness, Fig. 2 shows the behavior of \( N_{\text{tot}} \) and \( N_{\perp} \) as a function of the \( F \)-number, defined as \( F = w_0/\lambda \). The harder the beam is focused, i.e., the smaller \( F \), the larger are the signal photon numbers. This reflects the fact that the numbers of attainable signal photons scale with the peak field strength of the driving laser pulse. Our results plotted in Fig. 2 imply that for the considered one petawatt class laser the integrated signal photon numbers per laser shot are smaller than unity for all considered focusing parameters.

Towards smaller values of \( F \), the scaling starts to deviate, reaching \( N_{\perp}/N_{\text{tot}} \lesssim 10^{-3} \) for \( F = 0.7 \). This behavior can be understood by noting that the perpendicular polarized component is very sensitive to the polarization of the driving laser pulse in the vicinity of the beam focus: For comparatively weakly focused beams, the electromagnetic field vectors of the driving laser pulse are to a very good approximation perpendicular to its beam axis in this region, implying that the photons constituting this beam are essentially all polarized in the same direction. The latter is given by the direction of the electric field vector of the driving laser in the focus. This is different for harder focused beams, where deviations due to the finite angular spread of the photons constituting the driving beam become sizable within the strong-field volume. These deviations generically come along with finite perpendicular polarization components of the driving laser fields, enhancing the overlap with the perpendicularly polarized signal photon channel. On the other hand, this enhancement of \( N_{\perp} \) does not have any direct
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impact on experiments seeking to separate the vacuum emission signal from the incident beam by polarisation, as these focusing effects at the same time inevitably introduce a perpendicular polarization component in the driving laser beam. Correspondingly, perpendicularly polarized photons do no longer provide a distinct signature of quantum vacuum nonlinearity.

In any case, aiming at the effect of signal photon emission from a single high-intensity laser beam as a signature of QED vacuum nonlinearity in experiment, detailed considerations of the kinematics of the signal photons with regard to the photons constituting the driving lasers are necessary. In general, conclusions about the experimental requirements for measuring the effect cannot be drawn on the level of integrated quantities. We emphasize that a more detailed analysis is possible with our code, which provides access to both the angular emission characteristics of the signal photons as well as to their spectral and polarization properties. However, as already the integrated numbers $N_{\text{tot}}$ and $N_{\perp}$ are quite small, measuring signal photon emission from a single high-intensity laser beam with state-of-the-art technology seems rather difficult. This motivates us to focus on multi-beam scenarios, as discussed in the following section.

B. Collision of two laser pulses

In this section, we consider the collision of two high-intensity laser pulses. Apart from the special case of a co-propagation geometry, the superposition of two laser beams generically results in non-vanishing scalar field invariants $F$ and $G$. This is even true for non-focused plane-wave fields. In turn, the signal-photon emission amplitude (8) is expected to be significantly enhanced in comparison to single beam scenarios. Throughout this section we assume two high-intensity lasers of the one petawatt class with the same parameters as the single laser in Sec. IVA, i.e., $\lambda = 800 \text{ nm}$, $W = 25 \text{ J}$ and $\tau = 25 \text{ fs}$, at our disposal. These laser pulses are assumed to collide under optimal conditions, i.e., are focused to the same focal spot and are synchronized to reach their peak fields in the focus exactly at the same time. To allow for a straightforward comparison with the results of Sec. IVA, we assume both lasers to be polarized along $\hat{e}_z$ in their foci, and their beam axes to be confined to the xy-plane. This lets us define the integrated numbers of signal photons of arbitrary polarization $N_{\text{tot}}$ and signal photons polarized perpendicular to the driving laser beams $N_{\perp}$ as in Sec. IVA.

1. Counter-propagation geometry

In a counter-propagation geometry [57, 76], we study the convergence behavior of the numbers $N_{\text{tot}}$ and $N_{\perp}$ as a function of the order of the paraxial approximation. As in Sec. IVA, we adopt the three different prescriptions (i)-(iii) introduced above to construct the corresponding electromagnetic fields propagated self-consistently by our Maxwell solver at each order of the paraxial approximation.

Figure 3 depicts the corresponding results; in contrast to Fig. 1, we employ a linear scale here. We infer that for higher orders in the paraxial approximation all results based on field configurations propagated self-consistently with our Maxwell solver utilizing the prescriptions (i)-(iii) tend to converge to similar values. This is true for
both $N_{\text{tot}}$ and $N_{\perp}$, and differs from the case of a single driving beam, where the results of (iii) deviate substantially from those of (i) and (ii); cf. Sec. IVA. More specifically, a direct calculation in the fifth order paraxial fields yields $N_{\text{tot}} = 269.8$ ($N_{\perp} = 0.1271$), while the corresponding results based on the self-consistent propagation of the driving laser fields with our Maxwell solver are (i): $N_{\text{tot}} = 260.4$ ($N_{\perp} = 0.1210$), (ii): $N_{\text{tot}} = 260.1$ ($N_{\perp} = 0.1224$) and (iii): $N_{\text{tot}} = 260.4$ ($N_{\perp} = 0.1210$). In turn, for $N_{\text{tot}}$ the relative difference between the results of (i)-(iii) and the direct paraxial calculation is $\simeq 4\%$. For $N_{\perp}$ we find a relative difference of $\simeq 8\%$.

Given the significant deviation of the results of (iii) from those of (i) and (ii) for the case of a single laser beam in Sec. IVA, the compatibility of the results of all prescriptions (i)-(iii) for the colliding beam case might seem rather surprising. However, this behavior can be easily understood: While the fields of a single driving laser pulse fulfill $F \sim \mathcal{G} \sim \mathcal{O}(\theta^2)$, with $\theta \simeq \frac{1}{\pi F} \ll 1$ for all considered values of $F$, for colliding beams we generically have $F \sim \mathcal{G} \sim \mathcal{O}(\theta^3)$ [68, 69]. This implies that the signal photon emission amplitude (8) from a single laser beam is parametrically suppressed by a factor of $\theta^2$ relative to scenarios involving the collision of multiple beams. Correspondingly, the effect of the inevitable transversality violations deteriorating the reconstruction of the full complex spectrum from the real parts of the paraxial model fields via prescription (iii) can be negligible for colliding beams, but sizable for the single beam case.

In Fig. 4, we study how the results for $N_{\text{tot}}$ and $N_{\perp}$ scale with the $F$-number, assuming both pulses to be focused to $w_0 = F \lambda$. From fits to the data points for $N_{\text{tot}}$ and $N_{\perp}$ determined at different values of $F$, we infer the scalings $N_{\text{tot}} \sim 1/F^4$ and $N_{\perp} \sim 1/F^8$, corresponding to the solid and dashed black lines in Fig. 4. This behavior is in perfect agreement with analytical predictions for the limit of $z_R \gg \tau$, inferred from zeroth-order paraxial approximation along the lines of Refs. [22, 26]. Here, we have $z_R/\tau = (\pi \lambda \tau) F^2 \simeq 0.36 F^2$, such that the above criterion is clearly met for $F \gtrsim 5$.

2. Arbitrary collision angles

In a next step, we consider collisions of the two driving laser pulses under an arbitrary angle in the xy-plane. Figure 5 shows the corresponding results for $N_{\text{tot}}$ and $N_{\perp}$ plotted as a function of the collision angle $\varphi_{\text{coll}}$. A
collision angle of 0° amounts to co-propagating beams, and $\phi_{\text{coll}} = 180^\circ$ corresponds to the counter-propagation geometry discussed in the previous section. We present results obtained by directly adopting the zeroth-order paraxial approximation for the description of the driving laser pulses, and modeling the latter by exact solutions of Maxwell’s equations in vacuum, propagated self-consistently by our numerical code. In addition, we show the results obtained with the spectral pulse model introduced in Sec. III D 2, reproducing the zeroth-order paraxial approximation in the limit of weak focusing. This is an important comparison, as previous state-of-the-art studies aiming at the realistic modeling of the driving focused laser pulses are exclusively resorting to zeroth-order paraxial fields.

Even though tiny quantitative differences are clearly visible in Fig. 5 (top), the results for $N_{\text{tot}}$ obtained by all three prescriptions are in good qualitative agreement for all collision angles. As highlighted by the inlay depicting $N_{\text{tot}}$ using a logarithmic vertical scale, an important principle difference occurs in the regime $\phi_{\text{coll}} = 0^\circ \ldots 45^\circ$: while the zeroth-order paraxial results approach $N_{\text{tot}} = 0$ for $\phi_{\text{coll}} \rightarrow 0^\circ$, the spectral data saturate at a finite value of $N_{\text{tot}} = 2.528 \times 10^{-3}$. Analogously, using the zeroth-order paraxial fields as model fields in prescription (i), we find $N_{\text{tot}} = 1.894 \times 10^{-3}$ for $\phi_{\text{coll}} \rightarrow 0^\circ$. Given the sensitivity of the inferred signal photon numbers on the details of the laser pulse observed in Secs. IV A and IV B 1, the difference of the latter numbers is not surprising.

The clear discrepancy of these numbers from the outcome of a direct calculation based on zeroth-order paraxial fields can be traced back to the effect of signal photon self-emission. In the limit of $\phi_{\text{coll}} = 0^\circ$, the two co-propagating laser beams combine to form a single beam of double pulse energy. As discussed in detail in Sec. IV A, this phenomenon is not accounted for by the paraxial approximations of zeroth order. As the effect scales with the cube of the laser energy, we can infer the spectral result at $\phi_{\text{coll}} = 0^\circ$ by rescaling the corresponding single-beam value of $N_{\text{tot}} = 3.160 \times 10^{-4}$ from Fig. 1 (top) with a factor of $2^3$, resulting in $N_{\text{tot}} = 2.528 \times 10^{-3}$. Similarly, rescaling the signal photon number $N_{\text{tot}} = 2.368 \times 10^{-4}$ obtained with prescription (i) at zeroth order paraxial approximation in Fig. 1 (top), we find $N_{\text{tot}} = 1.894 \times 10^{-3}$ in perfect agreement with the value quoted above.

Analogous deviations are also encountered for $N_\perp$. However, as obvious from Fig. 5 (bottom), differences in the values of $N_\perp$ between a direct evaluation in zeroth-order paraxial fields and self-consistently propagated fields are particularly evident for larger collision angles. While the calculation employing the zeroth-order paraxial approximation for the driving fields predicts a clearly pronounced maximum for $\phi_{\text{coll}} \approx 130^\circ$, the analogous calculations based on exact solutions of Maxwell’s equations in vacuum do not feature this peak at all. In turn, for this collision angle the zeroth-order paraxial approximation overestimates the number of perpendic-ularly polarized photons by a factor of $\approx 7$. Our findings thus revise the recent results of Ref. [59] based on zeroth-order paraxial pulses. It is important to understand the origin of this substantial difference: the observable $N_\perp$ is defined with respect to the polarization vector of the driving laser beams in the focus. A crucial property of the zeroth-order paraxial approximation is the existence of a globally constant polarization vector (for linearly polarized fields), immediately implying that formally all photons constituting the zeroth-order paraxial beam are polarized exactly in the same way and do not at all feature a perpendicularly polarized component. At the same time, $N_\perp$ is quantitatively suppressed in comparison with parallelly polarized signal photon contributions by orders of magnitude. On the other hand, a self-consistently propagating pulse no longer exhibits a global polarization vector. In turn, outside the beam focus the driving laser photons generically have a non-vanishing overlap with the perpendicular polarization mode. Even though deviations may be suppressed by powers of small angles, this nontrivial polarization overlap can lead to substantial corrections of the perpendicularly polarized signal photon numbers.

This clearly illustrates the fact that quantitative predictions using the zeroth-order paraxial approximation for pulse models need to be treated with care for specific observables, even if the paraxial approximation seems parametrically justified. As a check, the relevance of higher-order contributions can be assessed by systematically increasing the accuracy of the paraxial approximation, as illustrated in Figs. 1 and 3, or by directly resorting to exact solutions of Maxwell’s equations in vacuum to describe the driving laser pulses as becomes possible with our method.

Of course, for the case of laser fields which can be described as Gaussian pulses, the paraxial approximation is very helpful as it provides analytic expressions for the electromagnetic fields [68–72]. However, we emphasize that the numerical approach devised here is by no means limited to these cases and allows us to consider driving laser fields of arbitrary profiles, thereby facilitating unprecedented studies of all-optical signatures of quantum vacuum nonlinearity. Pursuing such studies is our goal for the future.

V. RESULTS

To highlight the great potential of our new numerical code, let us consider the collision of two high-intensity laser pulses in a parameter regime where the paraxial approximation can no longer be viewed as trustworthy, and a laser pulse description beyond the paraxial approximation becomes absolutely essential.

To this end, we study the collision of two high-intensity laser pulses of the same wavelength $\lambda = 800$ nm under an angle of $\phi_{\text{col}} = 135^\circ$. Both pulses are focused to $w_0 = \lambda$ and polarized along $\vec{e}_x$ in the focus. Their beam axes lie in
the xy-plane. Without loss of generality, one laser pulse is assumed to propagate along the positive x-axis ($\varphi = 0^\circ$, $\theta = 90^\circ$). This pulse has an energy of $W_0 = 50$ J and a duration of $\tau_0 = 5$ fs. The energy and duration of the other pulse are $W_{135^\circ} = 30$ J and $\tau_{135^\circ} = 30$ fs, respectively. To simplify the somewhat time consuming step of initializing the driving electromagnetic fields from numerical input data, such as the output of a PIC simulation, here we invoke the spectral pulse model (24) with $\vec{e}_c = \vec{e}_s$ and define the spectral amplitudes of the input laser pulses via Eq. (25); cf. Sec. III D 2 for the details.

Note, that within a time interval of 5 fs light travels a distance of about 1.5 μm, such that for the above parameters we have $\tau_0 \approx 1.9 \lambda$. Hence, the pulse duration $\tau_0$ of the laser pulse propagating along the positive x-axis is of the same order as its wavelength $\lambda$. This represents a parameter regime where the conventional paraxial approximation – which is actually a beam approximation, and does not at all account for a finite pulse duration – can no longer be considered as trustworthy. A laser pulse description beyond the paraxial approximation is absolutely essential for the precise quantitative study of this collision scenario.

Figure 6 (top) depicts the differential number $\frac{dN}{d\omega d\varphi d\theta}$ of driving laser photons $N$ for this scenario for the full solid angle. Analogously, Fig. 6 (bottom) shows the differential number $\frac{dN_{\text{tot}}}{d\omega d\varphi d\theta}$ of signal photons of arbitrary polarization $N_{\text{tot}}$.

As to be expected, the signal photons are predominantly emitted in the forward directions of the driving laser beams. The signal photons emitted in directions ($\varphi \approx 0^\circ$, $\theta \approx 90^\circ$) and ($\varphi \approx 135^\circ$, $\theta \approx 90^\circ$) can be interpreted as originating from the driving laser with beam axis along ($\varphi = 0^\circ$, $\theta = 90^\circ$) and ($\varphi = 135^\circ$, $\theta = 90^\circ$), respectively. They experience mutual quasi-elastic scattering. Accordingly, we label them as $N_{\text{tot},0^\circ}$ and $N_{\text{tot},135^\circ}$. Inversely to the driving laser pulses, for which $N_{0^\circ} > N_{135^\circ}$, the signal photon numbers fulfill $N_{\text{tot},0^\circ} < N_{\text{tot},135^\circ}$. The reason for this behavior is the scaling of the effect with the photon numbers of the two laser pulses [50]: $N_{\text{tot},0^\circ} \sim N_0 (N_{135^\circ})^2$ and $N_{\text{tot},135^\circ} \sim N_{135^\circ} (N_0)^2$. Besides, Fig. 6 clearly illustrates that the angular divergences of the two distinct signal photon emission peaks are larger than the divergences of the driving laser pulses. This behavior is to be expected from analytical considerations of the collision of two focused laser pulses [26].

Figure 7 shows the energy spectra of the laser (top) and signal (bottom) photons as a function of the longitude $\varphi$; to this end the latitude $\theta$ has been integrated out. More specifically, we depict the differential numbers $\frac{d^2N}{d\varphi d\omega}$ (top) and $\frac{d^2N_{\text{tot}}}{d\varphi d\omega}$ (bottom), where we have made use of the fact that the modulus of the signal-photon wave vector equals the signal photon energy, i.e., $\omega = k$. Apart from the clear differences in the absolute numbers of driving laser photons and induced signal photons, these spectra unveil additional distinct features. The spectra of the driving laser pulses in Fig. 7 (top) are symmetric with respect to their beam axes, are peaked at the laser frequency $\omega$, and reach their maxima in strict forward direction, i.e., at $\varphi = 0^\circ$ and $\varphi = 135^\circ$, respectively. For the signal photons, this symmetry is broken and both emission channels exhibit obvious asymmetries. The peak values in Fig. 7 (bottom) are shifted by a few degrees from the forward directions of the driving beams, such that the angle between these peaks is somewhat larger than the collision angle of the driving beams $\varphi_{\text{coll}} = 135^\circ$ in Fig. 7 (top). This behavior is also visible in Fig. 6. In particular for the signal photons originating from the shorter laser pulse propagating along $\varphi = 0^\circ$, the peak value is shifted to higher energies $\omega > \omega_1$. On the other hand, especially...
the signal photons emitted about \( \varphi = 135^\circ \) are shifted to higher energies \( \omega \gtrsim \omega_L \) for \( \varphi < 135^\circ \), and lower energies \( \omega \lesssim \omega_L \) for \( \varphi > 135^\circ \). The combined effect on the signal photon spectrum after integration over \( \varphi \) can be inferred from Fig. 8 depicting results for the spectral distributions \( \frac{dN}{d\omega} \) and \( \frac{dN_{\text{tot}}}{d\omega} \). While the photons of the driving pulses are symmetrically distributed about \( \omega = \omega_L \), the signal photons show a clear spectral distortion with respect to this symmetry axis. As both the laser photons and the associated signal photons are highly directional (cf. Figs. 6 and 7), allowing for their clear spatial separation, we distinguish between components propagating in directions about \( \varphi = 0^\circ \) and \( \varphi = 135^\circ \). The signal photons emitted at an angle of \( \varphi \simeq 0^\circ \) (135°) can be considered as originating from the driving laser pulse propagating in \( \varphi = 0^\circ \) (135°) direction, and being scattered quasi-elastically off the other laser pulse. To allow for a straightforward comparison of their decay properties, the curves have been normalized such that the areas below them agree.

In a next step, we analyze the widths and decay behaviors of the various depicted curves in Fig. 8. While the curve associated with \( N_{135^\circ} \) essentially parallels the one for \( N_{0^\circ} \) in its width and decay behavior, the curve for \( N_{135^\circ} \) is much wider and decays much slower than the one for \( N_{135^\circ} \). To understand this behavior, recall that the signal photons \( N_{135^\circ} \) \( N_{135^\circ} \) can be inter-

![FIG. 7. Differential numbers \( \frac{d^2N}{d\varphi^2} \) and \( \frac{d^2N_{\text{tot}}}{d\varphi^2} \) of laser photons \( \mathcal{N} \) (top) and signal photons \( N_{\text{tot}} \) (bottom). We consider the collision of two laser pulses with beam axes in the xy-plane under an angle of \( \varphi_{\text{coll}} = 135^\circ \). The two pulses of different energy \( (W_{0^\circ} = 50 \, \text{J}, W_{135^\circ} = 30 \, \text{J}) \) and duration \( (\tau_{0^\circ} = 5 \, \text{fs}, \tau_{135^\circ} = 30 \, \text{fs}) \) have the same wavelength and beam waist \( (\lambda = w_0 = 800 \, \text{nm}) \) and are polarized along \( \vec{e}_z \) in the focus. Here, the radial coordinate measures the signal photon energy \( \omega \) in units of the laser frequency \( \omega_L \). Note, that the two maxima (black crosses) in \( \frac{d^2N}{d\varphi^2} \) are notably shifted from the dashed circle marking the condition \( \omega = \omega_L \) and that the angular distribution is also significantly wider.](image1)

![FIG. 8. Comparison of the spectral distributions of laser photons \( \mathcal{N} \) (lines) and signal photons \( N_{\text{tot}} \) (symbols) for the collision of two laser pulses with beam axes in the xy-plane under an angle of \( \varphi_{\text{coll}} = 135^\circ \), highlighting the different decay behaviors of the laser and signal photon spectra, and the emergence of an asymmetry in the signal photon spectrum. The two pulses of different energy \( (W_{0^\circ} = 50 \, \text{J}, W_{135^\circ} = 30 \, \text{J}) \) and duration \( (\tau_{0^\circ} = 5 \, \text{fs}, \tau_{135^\circ} = 30 \, \text{fs}) \) have the same wavelength and beam waist \( (\lambda = w_0 = 800 \, \text{nm}) \) and are polarized along \( \vec{e}_z \) in the focus. Here, we distinguish between components propagating in directions about \( \varphi = 0^\circ \) and \( \varphi = 135^\circ \). The signal photons emitted at an angle of \( \varphi \simeq 0^\circ \) (135°) can be considered as originating from the driving laser pulse propagating in \( \varphi = 0^\circ \) (135°) direction, and being scattered quasi-elastically off the other laser pulse. To allow for a straightforward comparison of their decay properties, the curves have been normalized such that the areas below them agree.](image2)
interpreted as originating from the driving laser pulse propagating in $\varphi = 0^\circ$ (135°) direction, and being scattered quasi-elastic by the other laser pulse, cf. above. Obviously, the interaction time of the laser pulses is determined by their temporal overlap which critically depends on the shorter pulse duration. In turn, the signal photon channels can be characterized by pulse durations $\tau \sim \tau_0 < \tau_{135^\circ}$. A shorter pulse duration translates to a larger peak width in the energy spectrum and vice versa. This clearly explains why the spectral distributions for $N_{0,135^\circ}$, $N_{0,0^\circ}$ and $N_{0,\varphi}$ are wider than that for $N_{135^\circ}$. As an interesting feature, the signal photon spectra exhibit kinematical and spectral asymmetries in comparison with the spectrally symmetric driving pulses. These effects can be explained by the manifestly asymmetric collision scenario, involving different pulse shapes, and by the fact that the signal photons emitted in a given direction are effectively induced by the scattering process off a moving intensity profile: the signal photons are predominantly induced at times and positions where the intensity of the other field acting as scatterer is maximal. From the perspective of the photons of a given laser pulse traversing the other one, these intensity maxima are reached at different times at the front and rear side of the scatterer, thereby naturally sourcing a spectral asymmetry.

The different spectral widths and decays of the signal photons $N_{0,135^\circ}$ and the laser photons $N_{\varphi,135^\circ}$ might potentially be employed to distinguish the signal photons from the photons constituting the driving laser pulses. We plan to investigate the potential of this idea in a dedicated follow up study.

Finally, note that this effect can be considered as the time domain analogue of the effect of signal photon scattering out of the forward cone of a weakly focused probe laser pulse in the collision with a more tightly focused pump pulse in the spatial domain. It has recently been argued that the latter phenomenon may constitute an important means to enhance the signal-to-background separation in all-optical vacuum birefringence experiments [20, 22, 26].

VI. CONCLUSIONS AND OUTLOOK

In this article, we have significantly advanced beyond previous theoretical studies of all-optical quantum vacuum nonlinearities at the high-intensity frontier. The new numerical tool devised here is tailored to study all-optical signatures of QED vacuum nonlinearities in generic laser fields. As no simplifying approximations of the beam profiles and pulse shapes of the driving laser fields are needed, it allows us to overcome previous simplifying assumptions on the beam profiles and pulse shapes, and to obtain quantitative predictions in realistic field configurations available in experiment. To achieve this goal, we have combined the vacuum emission picture with an efficient numerical Maxwell solver, which self-consistently propagates the driving laser fields from any given initial field configuration, manifestly ensuring the latter to fulfill Maxwell’s equations in vacuum at all space-time coordinates.

In turn, our approach resolves the obvious mismatch of analytical approaches studying signatures of quantum vacuum nonlinearities in electromagnetic fields which solve the wave equation only approximately, such as, e.g., plane-wave based models, crossed-field models with pulse-shape envelopes or pulsed paraxial beams. This is of particular importance as the deviations of results derived from approximate vs. exact solutions of the wave-equation are typically hard to assess quantitatively. They, however, amount to a critical unknown, limiting the achievable accuracy of predictions for experiments based on approximations of the driving laser fields. In the present article, we have carefully assessed their importance in various benchmark scenarios, and demonstrated that depending on the specific scenario under consideration, such deviations can be sizable. For definiteness and a more straightforward comparison of the obtained results, throughout all benchmark scenarios we have focused on integrated photon numbers.

Moreover, to illustrate the substantial potential of our code for the quantitative study of optical signatures of QED vacuum nonlinearity, we have investigated a scenario where a moderately long tightly focused high-intensity laser pulse is brought into collision with a substantially stronger few-cycle pulse. As the pulse duration is of the order of the wavelength, conventional approximations are no longer applicable in this case. Here, we put special attention on the spectra of the driving laser photons and the attainable signal photons. We note that the spectral and angular distribution of the emitted photons deviates from that of the input beams, e.g., giving rise to kinematical and spectral asymmetries. This highlights the need for a full description of the laser field for precision experiments.

Given the high flexibility and efficiency of our numerical code to self-consistently propagate initial data characterizing any possible driving laser field configuration conceivable in experiment, we are confident that it constitutes an important tool for the accurate theoretical study of all-optical signatures of QED vacuum nonlinearities in generic high-intensity laser pulse collisions. In particular, it facilitates precise quantitative first-principles predictions for dedicated all-optical discovery experiments of quantum vacuum nonlinearities at the various high-intensity laser facilities coming online just now, such as CILEX [77], CoReLS [78], ELI [79] and SG-II [80]. Besides, aiming at exploring more visionary parameter regimes, such as ultrastrong high-intensity laser pulses reaching field strengths of the order of the Schwinger critical field, our approach can be readily extended to account for higher order self-couplings of the external electromagnetic fields [2], higher orders in the derivative expansion [81, 82], and higher loop orders [83, 84] of the Heisenberg-Euler effective Lagrangian.
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The two pulses (pulse energy $W = 25 J$, duration $\tau = 25 fs$, wavelength $\lambda = 800 nm$) focused to $w_0 = \lambda$ and polarized along $\vec{e}_x$ collide under an angle of $\varphi_x = 135^\circ$. The results are presented in terms of the mean relative error MRE with respect to the numerical result determined with the highest resolution ($N_{tot} = 78.36$).

Appendix A: Convergence test

In addition to the benchmark tests described in the main text, we now detail the convergence behavior of our numerical method. The code of the Maxwell solver itself has been verified by quantitative comparison of raw data as also produced by alternative solvers [63]. The present vacuum emission solver has also been benchmarked with the code developed in [59] in the overlapping regime of validity. For a convergence test of the new code in a regime which has remained unexplored so far, we use the total number of signal photons $N_{tot}$ attainable in the collision of two high-intensity laser pulses as an observable example. In absence of a quantitative reference result in this regime, we perform a self-consistency test of the data under variations of the numerical control parameters.

Within our Maxwell solver we can tune 8 different, purely numerical parameters. Four of these are $N_t$ specifying the number of time steps involved in a computation and $N_{x}$ determining the number of grid points per direction. In addition, we have the four length parameters determining the spacetime volume of the sampling region, $L_t \times L_x \times L_y \times L_z$. The choice of the latter is essentially dictated by the spacetime volume of the interaction region of the pulse foci. A choice of $O(1 \ldots 10)$ times the typical length or time scales (pulse width, Rayleigh range, pulse duration) guarantees in our case that the error is exponentially small in this length ratio. Hence, we focus here on the total number of grid points and study the dependence of the observable on these control parameters.

As in the main part of this work, we focus on the collision of two identical laser pulses (pulse energy $W = 25 J$, duration $\tau = 25 fs$ and wavelength $\lambda = 800 nm$) under an angle of $\varphi = 135^\circ$ in the xy-plane, focused to $w_0 = \lambda$ and polarized along $\vec{e}_x$ in the focus. These laser pulses are assumed to collide under optimal conditions, i.e., are focused to the same focal spot at $x = 0$, and reach their peak fields in the focus exactly at the same time $t_0 = 0$. We begin our calculations at $t_1 = -50 fs$, before the two pulses collide, and terminate at $t_f = 50 fs$, when there is no significant beam overlap any more ($L_z = 100 fs$).

The box size in $x$ and $y$ directions is kept fixed at $N_{xy} = 2400$, $N_{xy} = 768$ and $N_z = 256$ to discretize a box of size $L_{xy} = 37.2 \lambda$, $L_{xy} = 62.5 \lambda$ and $L_{z} = 37.2 w_0$ yields $N_{tot} = 78.36$ signal photons. In the direction perpendicular to the collision plane, i.e., the $z$ direction in our case, the width $w_0$ is the relevant scale rather than the wave length $\lambda$. In the present case, however, we have $w_0 = \lambda$. We use this result for $N_{tot}$ as a reference value for the following discussion.

In Fig. 9, the mean relative error for the total signal photon number $MRE(N_{tot})$ compared with the reference value is displayed for various coarser grid resolutions. As expected, a large number of grid points in the spatial coordinates $\vec{x}$ cannot compensate a poor resolution in time $t$ and vice versa. However, there seems to be a significant increase in accuracy as soon as $N_t$ and $N_{xy}$ reach ~300. This behavior is directly connected to the fact, that we have to properly resolve the substructure of the pulses. As the vacuum emission amplitude scales cubically with the field strength, every frequency component $\nu$ present in the input fields can translate to frequency components $3\nu$ present in the integrand of the zero-to-single photon transition amplitude (2). In order to properly resolve these frequency components in the spatial Fourier transform as well as in the temporal integration, six grid points per shortest length scale along the $x, y$ or $z$ axis as well as per shortest time scale occurring in the input fields are required as an absolute minimum.

The box size in $x$ and $y$ directions is kept fixed at $L_{xy} = 62.5 \lambda$ in accordance with the reference calculation. At 6 points per cycle, a total of $N_{xy} = 375$ grid points is needed for a proper resolution of the integrand. The
same argument holds also for the time component: the length of the time interval is $L_t = 37.23$; hence, having a total of $N_t = 224$ grid points in time is a prerequisite for resolving the relevant frequency scale. As a result, the minimal configuration in Fig. 9 which fulfills the requirements, $N_{xy} = 384$ and $N_t = 300$, yields a mean relative error of $2.3 \times 10^{-7}\%$.

Analogous analyses have been performed for all configurations considered in this work, yielding similar outcomes in terms of precision and accuracy. In order to obtain reliable results with an error well below the per mille level, such considerations serve to adjust the numerical control parameters governing the size and the number of sampling points of the discretized spacetime volume.
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