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Continuum solvation models enable efficient first principles calculations of chemical reactions in solution, but require extensive parametrization and fitting for each solvent and class of solute systems. Here, we examine the assumptions of continuum solvation models in detail and replace empirical terms with physical models in order to construct a minimally-empirical solvation model. Specifically, we derive solvent radii from the nonlocal dielectric response of the solvent from *ab initio* calculations, construct a closed-form and parameter-free weighted-density approximation for the free energy of the cavity formation, and employ a pair-potential approximation for the dispersion energy. We show that the resulting model with a single solvent-independent parameter: the electron density threshold ($n_c$), and a single solvent-dependent parameter: the dispersion scale factor ($s_0$), reproduces solvation energies of organic molecules in water, chloroform and carbon tetrachloride with RMS errors of 1.1, 0.6 and 0.5 kcal/mol respectively. We additionally show that fitting the solvent-dependent $s_0$ parameter to the solvation energy of a single non-polar molecule does not substantially increase these errors. Parametrization of this model for other solvents, therefore, requires minimal effort and is possible without extensive databases of experimental solvation free energies.

Most chemical reactions of technological interest and most biological processes occur in a liquid environment, and the solvent plays a critical role in determining reaction pathways. Direct treatment of solvent molecules in first principles studies of these systems is cumbersome due to the large number of electrons that must be included and the number of geometries necessary to adequately sample the phase space of the liquid. Continuum solvation models that approximate the solvent effects by the response of a continuum dielectric along with empirical corrections enable efficient calculations of systems in solution.

Several variants of continuum solvation models, notably the polarizable continuum model (PCMs) and the ‘SMx’ series of solvation models are widely available in quantum chemistry software, and have been successfully applied to understand molecular reaction mechanisms and improve homogeneous catalysts. In order to enable similar studies of heterogeneous catalysis, several solvation models have been recently developed for periodic systems (particularly in software employing plane-wave basis sets) including the self-consistent continuum solvation (SCCS) models and the simplified models derived from joint density-functional theory (JDFT).

All these solvation models place the solute system (typically treated with electronic density-functional theory) in a dielectric cavity in order to describe the dominant electrostatic interactions between solute and solvent, and then include corrections for other contributions such as the free energy of forming a cavity in the solvent and dispersion interactions. The models differ in the determination of the cavity shape and size for a given solute system and in the approximations to the cavity formation and dispersion energies.

Traditional chemistry solvation models adopt atom-based parametrizations. The PCM approach defines a ‘solvent accessible surface’ (SAS) as the boundary of the region of space accessible to the centers of the solvent molecules, which is carved out by spheres sized by radii of the solute atoms and of the solvent molecule. Additionally, the smaller ‘solvent excluded surface’ (SES) bounds the region of space which overlaps with any solvent sphere with center placed on or outside the SAS. The dielectric cavity is typically obtained by expanding the SES by a solvent-dependent radius and the cavitation and dispersion energies are computed using the SAS, either using empirical surface tensions or employing combinations of scaled particle theory and pair-potential dispersion corrections. (See Ref. 6 for details.) These models require a number of atom-dependent parameters such as atomic radii or effective surface tensions, which limits their applicability to the class of solutes that they are fit to: typically organic molecules and ions. The atom-based parametrization is, however, mostly transferable between solvents and requires only a few solvent-dependent parameters. (See Ref. 6 for example.)

On the other hand, the solvation models used in conjunction with plane-wave basis sets predominantly employ an electron density based parametrization. The ‘cavity’ is actually a smooth variation of the dielectric constant as a function of the electron density: from 1 in the high electron-density ‘solute’ region of space to the bulk solvent dielectric constant $\epsilon_b$ in the low electron-density ‘solvent’ region of space. These models approximate cavity formation and dispersion energies empirically with a term that depends linearly on the surface area, and optionally also the volume, of the cavity. The electron-density based models require very few parameters: three to four parameters for the SCCS models and two parameters for the simplified JDFT models. However, all these parameters inherently include information about the solvent: the parameter(s) that control the variation of the dielectric constant encapsulate the size of the solvent molecule, and the remaining parameters capture...
cavity formation and dispersion energies, which respectively depend on the equation of state and polarizability of the solvent (in addition to microscopic properties of the solvent molecule). Therefore, these parameters need to be fit separately for each solvent of interest, using experimental solvation free energies determined from solubility measurements. We have recently shown that it is possible to mitigate this issue by correlating the parameters used in the solvation model to bulk properties of the solvent. The use of an empirical surface tension, however, still misses the microscopic size and shape dependence of the cavity formation and dispersion energy. Further, for non-polar solvents dominated by dispersion interactions, this effective tension is negative and presents numerical instabilities in the self-consistent field approach (electrons leak into the fluid).

Here, we combine the best features of the atom-based and density-based parametrizations to obtain a continuum solvation model with one universal (solvent-independent) fit parameter and one fit parameter per solvent, and which includes a microscopically-accurate model for the cavity formation and dispersion energies. Section II analyzes the nonlocality in the solvent response and presents an ansatz to estimate the ‘electrostatic radius’, the spacing between the dielectric cavity and the solvent-center cavity (SAS), without any fit parameters. Unlike the atom-centered sphere approaches, it is not trivial to incorporate this electrostatic radius in the smooth cavities of the electron-density based approaches. Section III develops a technique to ‘expand’ electron densities by a given radius, which enables the determination of the dielectric cavity as well as the SAS using a single function of the electron density. This function contains the single universal fit parameter \( n_c \), a characteristic electron density at which the cavity transitions.

Sections IV develops a closed-form weighted-density approximation for the free energy of cavity formation which depends only on experimentally measurable bulk properties of the solvent (no fit parameters), and shows that it accurately reproduces results obtained from classical density-functional theory. Section V adapts the pair-potential dispersion correction used in electronic density-functional theory to describe the dispersion interactions between the solute and solvent. This term introduces the single solvent-dependent parameter \( s_0 \), an empirical scale factor for the dispersion corrections. Finally, Section VI presents the fit parameters and solvation energy results of the resulting continuum solvation model for water, chloroform and carbon tetrachloride, and demonstrates the plausibility of almost solvent-independent parametrization of simplified solvation models.

I. ELECTROSTATIC RADII OF SOLVENTS

The fundamental need for empirical parameters in polarizable continuum models arises from the locality assumption: the nonlocal response of the solvent is replaced by that of a continuum dielectric. This assumption is compensated for by choosing the boundary of the dielectric appropriately: the optimum boundary lies between the SAS (solvent centers) and SES (solvent edges) and is selected by fitting some cavity size parameter, critical electron density \( n_c \) or radius scale factor depending on the approach, to solvation energies. Here, we analyze the nonlocal response of the solvent, obtained from electronic density-functional calculations of one solvent molecule, to determine the distance of this optimum dielectric boundary from the solvent-center surface (SAS).

We start by computing the charge density of a single solvent molecule \( \rho_{\text{mol}}(\vec{r}) \) using electronic density-functional theory, and expanding its electronic and vibrational susceptibility obtained from density-functional perturbation theory in an eigen-basis

\[
\chi_{\text{mol}}(\vec{r}, \vec{r}') = -\sum_{i} X_i \rho_i(\vec{r}) \rho_i(\vec{r}')
\]

with normal modes of strength \( X_i \) with characteristic charge density \( \rho_i(\vec{r}) \).

Next, consider a single solvent molecule with its center pinned at the origin that is free to rotate and in thermal equilibrium at temperature \( T \). In the absence of any external fields, this molecule adopts all orientations \( \omega \in \text{SO}(3) \) with equal probability \( \rho_{\omega} = 1 \) (normalized so that \( \int d\omega \rho_{\omega} = 1 \)). With a perturbing field, the orientation density is altered to first order in the field and in each orientation, the molecule is polarized by the field, again to first order. By collecting the total induced charge at first order, we can show that the net susceptibility of the free rotor at \( T \) is

\[
\chi_T(\vec{r}, \vec{r}') = \int \frac{d\omega}{8\pi^2} \left[ -\frac{1}{T} \rho_{\text{mol}}(\omega \circ \vec{r}) \rho_{\text{mol}}(\omega \circ \vec{r}') - \sum_{i} X_i \rho_i(\omega \circ \vec{r}) \rho_i(\omega \circ \vec{r}') \right]
\]

\[
= -\int \frac{d\omega}{8\pi^2} \sum_{i=0} X_i \rho_i(\omega \circ \vec{r}) \rho_i(\omega \circ \vec{r}'),
\]

where \( \omega \circ \vec{r} \) denotes the result of rotating \( \vec{r} \) by \( \omega \in \text{SO}(3) \). The second line simplifies the notation by extending the sum over polarizability modes to include rotation as mode 0 with strength \( X_0 = 1/T \) and characteristic charge density \( \rho_0(\vec{r}) = \rho_{\text{mol}}(\vec{r}) \).

Finally, in order to estimate the extent of the nonlocality of the response, we adopt a simple model of the solvent consisting of a fixed distribution of free-rotor solvent molecules at temperature \( T \). The net susceptibility of a semi-infinite slab \( (z > 0) \) of such a solvent with bulk molecular density \( N_{\text{bulk}} \) is therefore

\[
\chi(\vec{r}, \vec{r}') = -\int d\vec{R} N_{\text{bulk}} \theta(\vec{R} \cdot \hat{z}) \int \frac{d\omega}{8\pi^2} \times \sum_{i=0} X_i \rho_i(\omega \circ \vec{r} - \vec{R}) \rho_i(\omega \circ \vec{r}' - \vec{R}).
\]
Approximating the interaction between molecules at the mean-field level, the bound charge density in the solvent is then \( \rho_{\text{bound}} = \hat{\chi} \phi_{\text{tot}} \equiv \int d\vec{r} \chi(\vec{r}, \vec{r}) \phi_{\text{tot}}(\vec{r}) \), where \( \phi_{\text{tot}} \) is the total electrostatic potential. For an applied external potential \( \phi_{\text{ext}} \), the total potential then satisfies the self consistency relation

\[
\phi_{\text{tot}} = \phi_{\text{ext}} + K \rho_{\text{bound}} = \phi_{\text{ext}} + \hat{K} \chi \phi_{\text{tot}}
\]

where \( \hat{K} \) is the Coulomb operator.

To this model solvent slab, we apply a uniform external field normal to the slab with \( \phi_{\text{ext}}(\vec{r}) = -Dz \), and numerically solve the one-dimensional integral equation [4] with the non-local \( \hat{\chi} \) given by [3] to obtain the total potential and bound charge density in the solvent. Figure 1 shows the resultant bound charge density at the interface for liquid water. In contrast, the bound charge density in a continuum dielectric would be a \( \delta \)-function centered at \( z = 0 \).

The interaction energy of this bound charge with a sheet charge \( \sigma \delta(z + L) \) for some large enough \( L \) so that the two charge densities do not overlap is \( U_{\text{NL}} = \sigma \int dz \rho_{\text{bound}}(z)(z + L) \). Similarly, the interaction energy of this sheet charge with a continuum dielectric bounded at \( z = -R_{el} \) is \( U_{\epsilon} = \sigma(L - R_{el}) \int dz \rho_{\text{bound}}(z) \). The magnitude of the bound charge for the nonlocal response and a continuum dielectric with the same bulk dielectric constant are identical, and therefore the interaction energies \( U_{\epsilon} = U_{\text{NL}} \) for all \( L \) if

\[
R_{el} = -\frac{\int dz \rho_{\text{bound}}(z) z}{\int dz \rho_{\text{bound}}(z)}.
\]

This defines the electrostatic radius of a solvent, \( R_{el} \), as the distance by which a continuum dielectric boundary should be placed closer to the source charge compared to the solvent-center surface in order to match the energetics of the nonlocal response in a planar geometry. At lowest order, this optimum distance is unaffected upon moving from a planar interface to the cavity geometry around an electronic system, and we set the separation between the electric response cavity and the SAS to \( R_{el} \), computed \textit{ab initio} as detailed above.

We calculate the charge density \( \rho(\vec{r}) \) and the susceptibility \( \chi(\vec{r}, \vec{r}') \) using the open source plane-wave density-functional theory software JDFTx [15] with the PBE exchange-correlation functional and norm-conserving pseudopotentials at a kinetic energy cutoff of 30 \( E_h \) (\( \approx 816 \) eV). Table I lists the electrostatic radii we obtain using the above procedure for the three solvents we consider here, water, chloroform and carbon tetrachloride.

### TABLE I. Computed electrostatic radii \( R_{el} \) and experimental vdW radii \( R_{vdW} \) from Ref. [14] for the solvents considered here

| Solvent   | \( R_{el} \) [\( \AA \)] | \( R_{vdW} \) [\( \AA \)] |
|-----------|--------------------------|--------------------------|
| H\textsubscript{2}O  | 0.75                     | 1.385                    |
| CHCl\textsubscript{3} | 1.17                     | 2.53                     |
| CCl\textsubscript{4}  | 1.01                     | 2.69                     |

**FIG. 1.** Determination of electrostatic radius, shown here for water, as the first moment of the bound charge density at the interface of the solvent slab with model nonlocal response given by [3], under a uniform externally applied field.

**FIG. 2.** Relation between various cavity surfaces in a PCM description of an ethylene molecule in water. The solvent accessible surface (SAS) is obtained by expanding the base cavity, which roughly corresponds to the SES, by the solvent van der Waals radius (\( R_{vdW} \)). The electric response is smaller than the SAS by the electrostatic radius, \( R_{el} \), and is hence obtained by expanding the base cavity by \( R_{vdW} - R_{el} \). The base cavity is then expected to be a property of the solute alone, and hence solvent independent.

II. CAVEAT EXPANSION

The electrostatic radius (\( R_{el} \)) defined above links the cavity for electrostatic response to the surface of solvent centers (SAS). In traditional PCM’s, the SAS is determined from the union of atom-centered spheres of radii equal to the sum of solute atom and solvent vdW radii.
Combining that definition of the SAS with the \textit{ab initio} computed \( R_{el} \) would eliminate solvent-dependent scale parameters in the cavity determination. However, our goal is to take a step forward and avoid atom-dependent parameters, if possible.

Here, we transfer the physical intuition behind the atomic vdW radius approach to the isodensity approach, where the cavities are determined from the electron density. vdW radii are defined in terms of the distance of nearest approach of two closed-shell electronic systems\cite{10} and hence are expected to be a reasonable descriptor for the typical spacing between solute and solvent molecules in the domain of validity of solvation models; in any case, covalent bonds with the solvent would require inclusion of the bonded solvent molecules in the quantum-mechanical calculation.

Consequently, we propose the following program (see Figure 2). The electron density of the solute is thresholded at a critical density \( n_c \) to determine a base cavity, which corresponds roughly to the SES of traditional models. This cavity is a property of the solute alone, and the resulting \( n_c \) can therefore expected to be independent of the solvent.

The solvent-center cavity used for computing the cavity formation and dispersion energies is obtained by expanding this base-cavity by the solvent vdW radius, \( R_{vdW} \), which can be defined in terms of the equation of state and other thermodynamic properties of the fluid\cite{10} and has been tabulated for many fluids\cite{14}. The cavity for electric response is expected to be \( R_{el} \) smaller than the solvent-center cavity as discussed previously. We therefore obtain this cavity by expanding the base cavity by \( R_{vdW} - R_{el} \).

At this stage, all cavities required for the model can be determined from a single critical electron density \( n_c \), along with thermodynamic and \textit{ab initio} computed properties of the solvent. In the rest of this section, we develop a practical method to construct the expanded cavities in a plane-wave basis calculation.

Only the exponential tail regions of the electron density participate in the determination of the cavity, since the nearest approach of closed shell systems only involves overlap of these low electron density regions. It turns out that we can exploit this exponential structure to much more reliably expand the electron density rather than the cavities obtained by thresholding them.

Isodensity PCM’s describe the cavities by functions \( s(\vec{r}) \) that smoothly switch from 0 in the cavity to 1 in the bulk fluid (the corresponding spatially-varying dielectric constant is \( \epsilon(\vec{r}) = 1 + (\epsilon_b - 1)s(\vec{r}) \)). Following Refs.\cite{9} and \cite{11} we employ the error-function form

\[
s_R[n](\vec{r}) = \frac{1}{2} \text{erfc} \left( \frac{\ln(n_R[n]/n_c)}{\sigma \sqrt{2}} \right),
\]

with \( \sigma = 0.6 \) selected such that the sharpness of the transition from 0 to 1 for typical electron densities is resolvable on plane-wave grids at typical kinetic energy cutoffs. The parameter \( n_c \) will be determined by fits to solvation energies in section V. The key difference here is that we use \( n_R[n] \), the electron density expanded by \( R \), instead of the original electron density \( n \) to obtain an expanded cavity. In particular, according to the program of figure 2, the electrostatic cavity is \( s_{el} \equiv s_{R_{vdW}} - R_{el} \) and the solvent-center cavity is \( s_{SAS} \equiv s_{R_{vdW}} \).

Finally, we specify the functional \( \eta_R[n] \) that expands the exponential tails of the electron density. Convolving the electron density by a weight function with range \( R \) almost achieves the required task, since the result at any location is dominated by the highest electron density within the range, which would be from \( R \) ‘inwards’ from that location. In particular, with a spherical kernel \( w(r) = \theta(R - r)/2\pi R^3 \) (with a convenient dimensionless normalization), a planar electron density \( n = \exp(-z/a) \) yields a convolved density

\[
\tilde{n} = \frac{a^2(R - a)}{R^3} e^{-(z-R)/a} + \mathcal{O} \left( e^{-(z+R)/a} \right),
\]

which exhibits the desired shifting of the exponential tail but includes an undesirable prefactor that depends on the electron density length scale, \( a \). A gradient of the convolution picks up a factor of \( 1/a \), and can be combined with the above to eliminate this dependence. In fact, \( |R \nabla \tilde{n}|^2/\tilde{n} = \exp(-(z-R)/a) + \mathcal{O}(a/R) \) and \( R \gg a \) for typical electron densities. This form, however, rapidly approaches zero in the core region of pseudized electron densities. A sum of the convolved density, \( \tilde{n} = n * \theta(R - r)/2\pi R^3 \), and the combination with its gradient,

\[
\eta_R[n] = \tilde{n} + \frac{|R \nabla \tilde{n}|^2}{\tilde{n}}
\]

FIG. 3. Accuracy of electron density expansion functional for (a) water with an approximately spherical electron density tail and (b) Pt(111) surface with an approximately planar electron density tail. In the upper (lower) panels, the solid black lines show the original electron density (cavity), the dashed red lines plot the corresponding quantities for the electron density expanded by 1 Å, and the dotted blue lines plot the original quantity shifted outwards by 1 Å.
retains the leading order electron density length-scale independence and remains non-zero in the pseudopotential cores. Figure 3 demonstrates the accuracy of this functional in expanding realistic electron densities and the resulting cavities. The errors in cavity separation for planar electron densities, the regime of the above construction, are only \( \sim 0.01 \, \text{Å} \), whereas they approach \( \sim 0.03 \, \text{Å} \) for worst-case spherical densities with curvature radii comparable to the expansion radius \( R \). Typical separations between solute and solvent atoms, which do not form covalent bonds with each other, are \( \sim 3 \, \text{Å} \), so that the worst-case error above results in a 1 % error in the capacitance of the dielectric cavity, and hence a 1 % error in the electrostatic contribution to the solvation energy. This component of the energy typically varies from \( \sim 10 \, m \text{E}_h \) for organic molecules to \( \sim 100 \, m \text{E}_h \) for ions, so that the worst-case error would be \( \sim 1 \, m \text{E}_h \) (room temperature) for ions, which is within the target accuracy of \( \sim 1 \, \text{kcal/mol} \) (1.6 \( m \text{E}_h \)) for simplified solvation models.

III. WEIGHTED-DENSITY CAVE T FORMATION MODEL

The analyses of Sections II and III establish a solvent-center cavity and a dielectric cavity within an iso-density approach with a single critical electron density parameter \( n_c \). The remaining ingredients necessary to form a complete polarizable continuum description of the solvent are models for the sub-dominant contributions beyond the mean-field electrostatic interactions, such as the cavity formation and dispersion energies, given the solvent-center cavity described in term of the shape function, \( s_{\text{SAS}}(s) \).

The simplest approximation to the cavity formation free energy is an effective surface tension model, with an empirical tension parameter fit to solvation free energies. This empirically accounts for the reduced free energy per unit surface relative to the bulk surface tension for microscopic molecular cavities \( s_{\text{SAS}}(s) \) but therefore underestimates the cavity contribution for a planar interface, which should in fact be the bulk surface tension. A model accounting for the cavity geometry is necessary to describe both limits accurately.

The cavities in traditional polarizable continuum models are typically composed of spheres. Scaled-particle theory (SPT) \( \text{II} \) based on the statistical mechanics of hard sphere fluids, provides an accurate estimate of the free energy of inserting a hard sphere of arbitrary size into a hard sphere fluid. PCM’s employ various combination rules \( \text{III} \) to estimate the free energy for forming a cavity composed as a union of spheres, such as applying SPT to a sphere of surface area or volume equal to that of the cavity, or linearly combining the cavity formation energy of spheres weighted by exposed surface area. (See Ref. \( \text{IV} \) for a detailed comparison of these methods.)

These combination rules do not result from physical principles and have primarily evolved from empirical evidence. Furthermore, isodensity PCM’s produce arbitrary-shaped cavities that do not decompose into spheres for which SPT may be applied. In principle, classical density functional theory with free energy functional approximations \( \text{V} \) can provide an estimate of this term. This involves minimizing a free energy functional in an external potential that excludes the fluid from the interior of the cavity, which incurs a significant computational cost compared to the solution of the modified dielectric equation for the electrostatic term. Here, we motivate a low computational cost, closed-form physical model for the cavity-formation energy for arbitrary cavities that compares favorably with classical-density functional results.

We start from the intuitive picture of surface tension resulting from the energy cost of missing neighbors for the molecules at the surface of the fluid. A convolution of the cavity shape function, \( s = w \ast s \), with a normalized short-range weight function \( w(r) \), measures the neighborhood of a molecule, ranging from 0 for an isolated molecule, through 1/2 for a surface molecule, to 1 for a molecule in the bulk. In particular, we select the spherical shell weight function \( w(r) = \delta(r - \sigma_{\text{vdW}})) / 4\pi \sigma_{\text{vdW}}^2 \) with the solvent vdW diameter \( \sigma_{\text{vdW}} = 2R_{\text{vdW}} \), so as to estimate the fraction of nearest neighbor molecules present at each location. We then make a weighted-density ansatz for the cavity formation free energy, \( G_{\text{cav}} = pV + \int d\vec{r}f(s) \) with an as yet undetermined local function \( f \), after separating out the ideal gas contribution \( pV \) for a cavity of volume \( V = \int (1 - s) \) in a fluid at pressure \( p \) and temperature \( T \).

Next, we constrain the undetermined function to known physical limits. The free energy to form a cavity of volume \( V \) that is much smaller than molecular dimensions in a fluid of bulk density \( N_{\text{bulk}} \) at temperature \( T \), is dominated by ideal gas contributions and reduces to \( (p + N_{\text{bulk}}T)V \) to lowest order in \( V \). On the other hand, the weighted density ansatz above yields \( G_{\text{cav}} = f(1) + (f'(1) + p)V + O(V^2) \) in the limit of small cavities, which implies \( f(1) = 0 \) and \( f'(1) = N_{\text{bulk}}T \).

The opposite regime of droplets corresponds to fluid at bulk density in the interior of some volume \( V \), with zero density outside. When we take the limit \( V \rightarrow 0 \), this configuration contains \( N_{\text{bulk}}V \ll 1 \) molecules on average (no longer a droplet in the conventional sense), and its free energy corresponds to that of extracting and isolating \( N_{\text{bulk}}V \) molecules from the bulk fluid. The free energy required to isolate one molecule from the bulk fluid is related to its vapor pressure, \( p_{\text{vap}} \), as \( T(\ln N_{\text{bulk}}T_{\text{vap}} - 1) \). In this limit, the ansatz predicts \( G_{\text{cav}} = f(0) + f'(0)V + O(V^2) \), yielding the constraints \( f(0) = 0 \) and \( f'(0) = N_{\text{bulk}}T(\ln N_{\text{bulk}}T_{\text{vap}} - 1) \).

In addition to these four constraints from the droplet and cavity limits, we require the model to reproduce the bulk surface tension \( \sigma_{\text{bulk}} \) for planar interfaces. The simplest function \( f(s) \) that can satisfy these five constraints is a fourth order polynomial, and solving for the constraints for that functional form yields the model free...
energy

\[ G_{\text{cav}}[\bar{s}] = p \int (1 - \bar{s}) + N_{\text{bulk}}T \int \bar{s}(1 - \bar{s}) \left[ \bar{s} + (1 - \bar{s}) \gamma \right. \\
\left. + 15\bar{s}(1 - \bar{s}) \left( \frac{\sigma_{\text{bulk}}}{N_{\text{bulk}}T R_{\text{vdW}}} - \frac{1 + \gamma}{6} \right) \right] \]

where \( \gamma \equiv \ln \frac{N_{\text{bulk}}T}{P_{\text{trig}}} - 1 \).

This specifies a model for the free energy associated with forming a cavity of arbitrary shape described by a shape function \( s(\vec{r}) \), constrained entirely by bulk measurable properties of the solvent, with no adjustable parameters. Figure 4 compares the predictions of this model against classical density functional theory calculations using the free energy functional approximations of Ref. [22] for all constant curvature surfaces: spherical and cylindrical cavities as well as droplets. The model reproduces the high positive and negative as well as zero curvature results by construction (small cavity, small droplets and planar interface limits respectively). The weighted density ansatz with the spherical shell weight function of radius \( R_{\text{vdW}} \) perfectly ‘interpolates’ between these limits for all solvents considered, ranging from the highly polar (water) to the non-polar (carbon tetrachloride). The results are also in agreement with scaled-particle theory in the latter’s domain of validity: small spherical cavities, but the present model is valid for arbitrary geometries and does not require combination rules for application to PCM free energies for solvated molecules.

Figure 4 further explores the accuracy of this model for non-spherical geometries by considering the cavity formation energy for dumbbell-shaped objects composed as the union of two spherical cavities, as a function of the separation between the sphere centers. The weighted-density model best reproduces the classical density-functional results, including the non-monotonicity around separations for which the two cavities just touch: this corresponds to a highly non-analytical geometry involving cusps and infinite surface curvatures. Further, the minor deviations from the density-functional results are only for this problematic non-analytical geometry. On the other hand, amongst the traditional PCM combination rules, only the Claviere-Peirotti method (C-SPT) [23] that combines the sphere results weighted by the exposed surface areas exhibits size-consistency, that is it evaluates to twice the cavity formation energy for two infinitely separated spherical cavities, compared to that for a single cavity. The other methods that apply scaled-particle theory to a sphere with either surface area or volume equal to the non-spherical cavity (SPT-S and SPT-V respectively [19]) sacrifice the size consistency, but are more accurate for small separations where the resulting cavity approaches a sphere. Clearly, as expected, the weighted density model consistently exhibits the best results for highly non-spherical geometries.
The final energetic contributions relevant to solvation free energies are the dispersion interactions between the solute and the solvent, and to a lesser extent, the Pauli repulsion between the electrons of the solute and the solvent at their interface. Quantum chemistry solvation methods sometimes couple solvent polarizabilities to virtual excitations in the solute system to obtain a physical model for the dispersion interactions\cite{23} such methods are much more expensive than standard electronic density-functional calculations, require unoccupied levels and can be prohibitively expensive in plane-wave basis calculations. On the other hand, empirical pair-potential estimates for these additional terms\cite{3} are moderately accurate and efficient for use in density-functional calculations.

Here, we neglect the repulsion energies and adopt a simplified empirical formulation for the dispersion energies (which absorbs the error introduced by neglecting repulsion) based on the pair-potential dispersion corrections employed in electronic density-functional theory.\cite{23,24} For simplicity, we adapt Grimme’s form,\cite{12} which expresses the dispersion corrections for a system with a collection of atoms at positions $\vec{R}_i$ as

$$E_{\text{disp}} = -s_6 \sum_{i,j} \frac{\sqrt{C_{6i}C_{6j}}}{r_{ij}^d} f_{\text{dmp}} \left( \frac{r_{ij}}{R_{0i} + R_{0j}} \right),$$

(10)

where $r_{ij} = |\vec{R}_i - \vec{R}_j|$, $C_{6i}$ are effective interaction strengths for each atom type derived from \textit{ab initio} atomic polarizabilities, and $R_{0i}$ are atomic vdW radii (tabulated for all main group elements in\cite{13}). The damping function $f_{\text{dmp}}(x) = 1/(1 + e^{-d(x-1)})$ with $d = 23$ serves to attenuate the short-ranged contributions to the correction, since they are partially captured by the approximate exchange-correlation-functional, and the empirical scale parameter $s_6$ compensates for differences between various exchange-correlation functionals.

We make two modifications in adapting this pair-potential model for solvent-solute interactions in PCM. First, the damped $r^{-6}$ potential is still singular at zero separation and not integrable ($\int dx \pi x^2 f_{\text{dmp}}(x)/x^6 = \infty$). This makes no difference since atoms never get close enough for this unphysical behavior to contribute, but the lack of integrability precludes evaluating the interaction with continuous distributions of atoms using a convolution. Therefore, we eliminate the $x = 0$ singularity and instead employ the value and derivative matched piecewise function

$$f_{\text{dmp}}(x) = \begin{cases} 
  1/(1 + e^{-d(x-1)}), & x > 0.03 \\
  0.00114x^6, & x \leq 0.03 
\end{cases}$$

(11)

which is identical to the original formulation at all relevant distances.

Second, the simplified PCM description of the solvent does not specify spatial distributions for each atom of the solvent molecule, but only the distribution of the solvent molecule centers, $N_{\text{bulk}}s(\vec{r})$. Consequently, we additionally assume a uniform orientation distribution of the molecules comprising the cavity resulting in a spatial distribution $N_j(\vec{r}) = N_{\text{bulk}}s(\vec{r}) \ast \delta(r - R_{j}^{\text{solv}})/\pi(R_{j}^{\text{solv}})^2$ for atom $j$ of the solvent molecule that is at a distance $R_{j}^{\text{solv}}$ from the center of the solvent molecule. This results in a model solvent-solute dispersion interaction

$$E_{\text{disp}}[s] = -s_6 \sum_{i,j} \int d\vec{r}N_j(\vec{r}) \frac{\sqrt{C_{6i}C_{6j}}}{|\vec{R}_i - \vec{r}|^d} \times f_{\text{dmp}} \left( \frac{|\vec{R}_i - \vec{r}|}{R_{0i} + R_{0j}} \right),$$

(12)

where the index $i$ runs over the atoms of the explicit electronic system and $j$ over the atoms of one solvent molecule. The empirical scale factor $s_6$ absorbs the errors arising from the neglect of repulsion as well as the uniform orientation distribution assumption, in addition to those inherent to the pair-potential approximation, such as the neglect of three-body (Axilrod-Teller) terms and beyond.

The disadvantage of this simplified description is the introduction of one solvent-dependent empirical parameter, which we mitigate in the following fits to solvation energies. In particular, we show that this single parameter can be calibrated to the solvation energy of a single non-polar molecule which is dominated by the dispersion interaction. Along with the solvent-independent $n_c$, this allows the application of the method to an arbitrary solvent without requiring extensive fits to solvation energy data sets.

V. SOLVATION ENERGIES

The previous sections establish the relations between the cavity for electric response and that of the solvent centers, and formulate weighted-density models for the cavity formation and dispersion energies that capture the true shape and size dependence of these contributions. Combining these with the nonlinear electric and ionic response of Ref. 11, we arrive at the modified nonlinear solvation contribution,

$$A_{\text{el}} = A_{\text{el}}[s_{\text{el}}, \eta_{\text{el}}] + A_{\text{pol}}[s_{\text{el}}, \eta_{\text{el}}]$$

$$+ \int d\vec{r} \int d\vec{r}' \rho_{\text{el}}(\vec{r}) \left( \frac{\rho_{\text{el}}(\vec{r}) + \rho_{\text{pol}}(\vec{r})}{2} \right)$$

$$+ G_{\text{cav}}[s_{\text{SAS}}] + E_{\text{disp}}[s_{\text{SAS}}].$$

(13)

The first term represents the internal energy functional of a continuum dielectric with a local but non-linear response, expressed in terms of the independent variable $\varepsilon(\vec{r})$ which corresponds to the effective local electric field. The second optional term represents the internal energy contribution due to ions in the solution (if any), expressed...
in terms of the local chemical potentials for the anions and cations \( \eta_{\pm}(\vec{r}) \). The third term accounts for the mean field interactions of the bound charge in the liquid \( \rho_{\text{sol}}(\vec{r}) \) (which includes dielectric and optionally ionic contributions) with itself and with the total charge density (electronic and ionic) \( \rho_{\text{el}}(\vec{r}) \) of the solute system. The last two terms account for the cavity formation and dispersion energies as detailed in sections III and IV. The free energy \( A_{\text{el}} \) is added to that of a standard Kohn-Sham electronic density functional to obtain the free energy including liquid effects, and the net free energy is minimized self-consistently. See Ref. 11 for a detailed description of the internal energy terms, algorithms for minimizing the fluid free energy and the implementation of the overall framework in JDFTx.\(^{15}\)

The difference here in contrast to Ref. 11 is that the first two terms of (13) employ the electrostatic cavity \( s_{\text{el}}(\vec{r}) \), while the final two terms, for cavity formation and dispersion, employ physical models evaluated on the solvent–center cavity, \( s_{\text{SAS}}(\vec{r}) \) (instead of a combined empirical surface tension model). The solute electron density determines both cavities with a single critical density, \( n_c \), according to 6. Bulk solvent properties and \( ab \) initio calculations on a single solvent molecule determine all terms in this model, except \( n_c \) and the dispersion scale factor, \( s_6 \).

The critical density \( n_c \) corresponds to the base cavity in Figure 2 which we expect to be a property of the solute alone and hence solvent-independent. (The solvent-dependence of the electrostatic cavity size is due to the nonlocality of the true response of the solvent; this effect enters the calculation of the electrostatic radius in Section I and we no longer expect it to affect the base cavity size and \( n_c \)). The dispersion scale factor, \( s_6 \), absorbs errors due to the neglect of repulsion terms and the assumption of isotropic solvent distribution in (12), and may depend on the solvent. We therefore fit a single \( n_c \) and an \( s_6 \) per solvent to the solvation energies of several small molecules in water, chloroform and carbon tetrachloride. Table I shows the resulting fit parameters and residuals, and Figure 6 shows the solvation energies of each molecule compared to experimental data.\(^{10,12}\)

A single \( n_c \) indeed fits the solvation energies of vastly different solvents, ranging from the small polar water, to the much larger non-polar carbon tetrachloride. The dispersion factor \( s_6 \) varies between the solvents, but remains within 35% of the range 0.75-1.2 covered by different electronic functionals in 12.

In contrast, the original nonlinear PCM of Ref. 11 which employs an empirical surface tension \( \tau \) on the surface of the electric response cavity to account for both cavity formation and dispersion, requires widely different \( n_c \)'s for the three solvents, covering three orders of magnitude, as Table III shows. Further, the effective surface tensions for the less polar solvents, chloroform and carbon tetrachloride, are negative since the attractive dispersion effects dominate over the repulsive cavity formation energies. This negative tension contributes a strong attractive well to the electron potential, which occasionally renders the electronic density functional unstable with respect to leaking electrons into the cavity. Additionally, the \( n_c \) for these solvents is much smaller on account of the larger molecular size, making the calculations more sensitive to the Nyquist frequency noise in the electron density. It is therefore advisable to avoid the effective surface tension approach\(^{12}\) for non-polar dispersion-dominated solvents.

More importantly, the current model with physical cavity formation and dispersion terms obtains the same accuracy as the previous models, and does so with fewer parameters. Indeed, Table III shows that the fit results in \( \sim 1 \) kcal/mol (1.6 \( m_{E_h} \)) accuracy for all three solvents, which is sufficient for the study of chemical reactions in solution.

Finally, the use of a common \( n_c \) for all solvents makes it easier to extend the method to other solvents, requiring the determination of a single fit parameter \( s_6 \) for each new solvent. In the absence of extensive data for a new solvent, it should be possible to use the solvation energy of just one solute to calibrate this single parameter. The ideal molecule for this purpose should be large, polarizable and non-polar, so that dispersion interactions dominate its solvation energy and constrain \( s_6 \) reliably. Figure 8 shows that fixing \( s_6 \) to reproduce the solvation energy of benzene in each solvent only marginally worsens the errors relative to the full fits. The resulting ‘fixed’ \( s_6 \) parameters are similar to the fit ones, and the residual remains in the \( \sim 1 \) kcal/mol (1.6 \( m_{E_h} \)) regime, as Table III shows.

---

**TABLE II. Fit parameters and residuals for nonlinear PCM with weighted-density cavity formation and dispersion terms**

| Solvent | \( n_c \) \( [a_0^{-3}] \) | RMS error \( E_h \) \( [\text{kcal/mol (m}_{E_h}\text{]} \) | RMS error \( \tau \) \( [\text{kcal/mol (m}_{E_h}\text{]} \) |
|---------|-------------------|-----------------------------|-----------------------------|
| \( \text{H}_2\text{O} \) | 0.54 0.50 | 1.1 (1.8) 1.2 (1.9) | 9.5 \times 10^{-6} 1.0 (1.6) |
| \( \text{CHCl}_3 \) | 1.31 1.08 | 0.6 (1.0) 1.0 (1.6) | -9.2 \times 10^{-6} 0.8 (1.3) |
| \( \text{CCl}_4 \) | 1.24 1.20 | 0.5 (0.8) 0.6 (1.0) | -9.0 \times 10^{-6} 1.1 (1.8) |

---

**TABLE III. Fit parameters and residuals for nonlinear PCM with empirical cavity surface tension**

| Solvent | \( n_c \) \( [a_0^{-3}] \) | \( \tau \) \( [\text{kcal/mol (m}_{E_h}\text{]} \) | RMS error \( E_h \) \( [\text{kcal/mol (m}_{E_h}\text{]} \) |
|---------|-------------------|-----------------------------|-----------------------------|
| \( \text{H}_2\text{O} \) | 1.0 \times 10^{-3} | 9.5 \times 10^{-6} | 1.0 (1.6) |
| \( \text{CHCl}_3 \) | 2.4 \times 10^{-5} | -9.2 \times 10^{-6} | 0.8 (1.3) |
| \( \text{CCl}_4 \) | 1.2 \times 10^{-4} | -9.0 \times 10^{-6} | 1.1 (1.8) |
VI. CONCLUSIONS

This work analyzes the distinct atom-based and density-based parametrizations of continuum solvation models, combines the best features from these two distinct approaches, and introduces physical models for the cavity formation and dispersion energies, to construct a minimally-empirical solvation model. The key idea is to follow the traditional PCM approach of using a dielectric cavity distinct from (and smaller than) the solvent-center surface (SAS), but to instead determine both cavities from the electron density using a single universal parameter $n_c$, as explained in section III. Additionally, we compute the separation $R_{el}$ between these two cavities from the nonlocal response of a one dimensional solvent vacuum interface according to the ansatz of section III, rather than fitting it to solvation energies.

This work also presents a closed-form weighted density approximation (section II) to the free energy of forming a cavity of arbitrary shape and size in the liquid, which agrees well with classical density functional theory calculations (which are computationally much more expensive). Along with a pair-potential model for the dispersion interactions (section IV), this allows us to capture the correct cavity size and shape dependence of these additional terms, instead of making an unphysical surface area or volume dependent approximation.

The resulting model has one solvent-independent parameter $n_c$ and one parameter per solvent, the dispersion scale factor $s_q$. We fit one $n_c$ and three $s_q$’s (one per solvent) to solvation energies of several organic molecules in water, chloroform and carbon tetrachloride, and demonstrate that we obtain an RMS error around 1 kcal/mol, which is comparable to that of previous density-based solvation models with two or more parameters per solvent. We also show that the $s_q$ can be estimated from the solvation energy of a single non-polar molecule, without sacrificing much accuracy, thereby further easing the parametrization of this model for new solvents.

Finally, this work opens up two avenues for future work. First, further theoretical developments towards the nonlocal dielectric response could improve upon the electrostatic radii and perhaps the universal parameter $n_c$ could be estimated independently without reference to solvation energies. This could lead to a model with just a single parameter per solvent. Second, in a complimentary direction, we could treat $R_{el}$ as an additional fit parameter, and optimize it to improve the accuracy of the model; the estimate of section III would then serve as an educated starting guess. This might be necessary for solvents with larger molecules, where the rigid rotor approximation would no longer be valid.
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