Rate-dependent bifurcation dodging in a thermoacoustic system driven by colored noise
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Abstract

Tipping in multistable systems occurs usually by varying the input slightly, resulting in the output switching to an often unsatisfactory state. This phenomenon is manifested in thermoacoustic systems. The thermoacoustic instability may lead to the disintegration of rocket engines, gas turbines and aeroengines, so it is necessary to design control measures for its suppression. It was speculated that such unwanted instability states may be dodged by changing the bifurcation parameters quickly enough [1]. Thus, in this work, based on a fundamental mathematical model of thermoacoustic systems driven by colored noise, the corresponding Fokker-Planck-Kolmogorov equation of the amplitude is derived by using a stochastic averaging method. A transient dynamical behavior is identified through a probability density analysis. We find that both a relatively higher rate of change of parameters and change in the correlation time of the noise are beneficial to dodge thermoacoustic instability, while a relatively large noise intensity is a disadvantageous factor. In addition, power-law relationships between the maximum amplitude and the noise parameters are explored, and the probability of successfully dodging a thermoacoustic instability is calculated. These results serve as a guidance for the design of engines and to propose an effective control strategy, which is of great significance to aerospace-related fields.
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1. Introduction

In a multistable system, tipping usually refers to the event that a small change in the input results in a sudden and disproportionate change in the output [2, 3]. Tipping was first introduced into sociology in the 1950s to describe the phenomenon of “white escape” in American urban communities, i.e., when the number of non-white residents in a community reaches a certain level, that quickly leads to the result in which the community is completely occupied by non-white people [4]. After that, the publication of the book [5] made the concept of “tipping” be generally accepted. It is currently widely used in climatology, ecology and several other research fields [6, 7, 8, 9, 10]. In general, one of the equilibrium points in multistable systems is desirable, and the shift to another equilibrium point leads to disastrous consequences, often irreversible to some extent, which requires control strategies to avoid or slow down the system from drifting towards a tipping [11, 12, 13, 14].

In view of the catastrophic consequences of tipping, the control of tipping has always been a timely research topic in various fields. Among them, the effective means is to identify early warning signals for a timely control [15, 16, 17, 18, 19]. In addition, time-delay feedback control strategy is proposed to mitigate the tipping [20]. In a pollinator-plant mutualistic network, it was shown that both Gaussian white noise and demographic noise are important factors to promote the state recovery after tipping, so as to avoid the adverse consequences of tipping [21]. Due to the complexity of multistable systems, a single control strategy may not be suitable for all systems. Therefore, it is necessary to determine the main factors in a specific system, and then put forward effective control strategies to dodge the undesirable states.

Tipping in thermoacoustic systems was shown to result from a thermoacoustic instability in combustion chambers [22, 23]. When there is a positive feedback between the fluctuation of sound pressure and the unsteady heat release rate in the combustion chamber, a thermoacoustic instability occurs [24, 25]. It may lead to a structural damage of rocket and aeroengine, compromising rocket launching missions due to engine disintegration, which is clearly an unwanted state in thermoacoustic systems. As an important example, in the Apollo program of the United States, more than 2000 full-scale engine experiments were conducted on the F-1 engine due to the thermoacoustic instability, consuming a lot of human and material resources [26]. Hence, the most important and significant reason to study tipping in thermoacoustic systems is to fully understand the observed thermoacoustic instability and to learn how to influence and control it.

There are two kinds of control strategies for thermoacoustic instability: passive and active...
control [22]. Passive control reduces the instability mainly by decreasing the combustion response of propellant and increasing the structural damping. The design process of passive control consumes a lot of resources and time, and the control results obtained only have effect on specific engines in a certain working range. Thus passive control is mainly applicable to a situation where the working environment is detrimental and an active control method is difficult to be enacted. The active control of thermoacoustic instability is based on a certain control algorithm, e.g., by periodically adding energy to the combustion system to suppress oscillation. It requires a mathematical model to describe the dynamical behavior of the thermoacoustic system. Through the mathematical model, the dynamic characteristics of the combustion chamber under different working conditions is obtained, and then the active control function of the thermoacoustic instability is inferred. It should be noted that via the traditional theoretical methods it is very difficult to predict the thermoacoustic instability in thermoacoustic systems, and the classical linear stability method is only suitable to study asymptotic instability. Moreover, the dynamics of the nonlinear thermoacoustic instability belongs to the transient growth process, and the coupling between the sound field and the transient burning rate of propellant needs to be considered, which makes the analysis even more difficult. The transient characteristics and the nonlinear behaviors are very important and fundamental for understanding the thermoacoustic instability, which is the reason why we mainly study the transient dynamical behaviors of the nonlinear mathematical model of the thermoacoustic system.

When the combustion chamber produces a nonlinear thermoacoustic instability, except for a few cases that leads to engine damage, the amplitude generally stays at a finite value, and the system has a bounded motion, usually showing periodic limit cycle oscillation. For practical applications, it is desirable to understand the magnitude of this finite amplitude motion and how it is affected by system parameters. This helps to actively change the parameters to reduce the amplitude of the oscillations, so as to dodge the thermoacoustic instability. Considering the non-autonomous dynamical characteristics of the thermoacoustic system, the rate of change of the parameter is likely to be an important factor affecting the amplitude of the thermoacoustic instability.

A variety of rate-dependent bifurcations are available in the literature. From the perspective of mathematical theory, Ashwin et al. [2], based on the concept of a pull-back attractor, gave the mathematical definition of rate-induced tipping for a class of nonautonomous systems. Subsequently, Kiers [27] put forward the definition for discrete dynamical systems, and gave the condition for rate-induced tipping, which occurs only when the rate of parameter
change exceeds a critical value. Considering that any real world system may exhibit tipping phenomena that results from a combination of several of the factors [28], the research on rate-dependent tipping, where the rate as the main factor leading to tipping, is also very extensive. Sujith [29] showed experimental evidence of rate-dependent tipping in a typical turbulent afterburner model. In addition, through numerical simulation, Vanselow et al. [30] confirmed that the Rosenzweig-MacArthur predator-prey model experienced rate-dependent bifurcation, which led to the collapse of predator and prey populations. Suchithra et al. [31] studied the rate-dependent tipping in power systems, and found that the tipping is dependent on the initial conditions of the system. Those studies on the aforesaid dynamics systems suggest that it is imperative to introduce the rate-dependent bifurcation in thermoacoustic systems results, and some results have been obtained by Tony et al. [32] and Unni et al. [33].

Crucially, it is not enough to consider only the dynamical behavior of the deterministic thermoacoustic systems. A large number of experiments clarified that the amplitude and phase of the limit cycle oscillation vary between cycles, and the parameters of the stability boundary in the combustion chamber also vary [34], showing that the thermoacoustic system is stochastic. Although the deterministic system can also exhibit a seemingly random motion when strange attractors exist, Curlick et al. [35] used a fractional dimension test to reject the possibility that the thermoacoustic system is a traditional chaotic system. In recent years, Nair et al. [36, 37] have proposed multifractality or high dimensional chaos to depict random behaviors. In addition, it is worth noting that Poinsot et al. [38] carried out an experimental study on the dump combustor, and they confirmed the existence of noise in the combustor through the spatial diagram of the coherence function. After that, Li et al. [39] systematically studied the influence of background noise on the nonlinear dynamics of a thermoacoustic system with a subcritical Hopf bifurcation. In this work, we use the thermoacoustic system with noise excitation to describe its response.

Recently, Bonciolini and Noiray [1] considered a thermoacoustic system excited by Gaussian white noise. The system has a non-monotonic dynamical behavior, which at low and high values of the bifurcation parameter range, it has a low amplitude, and at intermediate values, it shows a high amplitude. That is to say, when the bifurcation parameter value changes from minimum to maximum value, the amplitude changes from the low state to the high state and then goes back to the low one. In the thermoacoustic system, the high amplitude of the system is closely related to the thermoacoustic instability, which is not ideal. Bonciolini and Noiray [1], through experiments and numerical simulations, found that when
the rate of change of the parameter is large enough, it can dodge the unwanted state in the intermediate parameter region. However, the power of the white noise with zero correlation considered in that study is infinite. But since there is no noise with infinite power, the actual noise must be “colored”. This makes it necessary to consider the influence of colored noise with non-zero correlation time on the dynamical behavior of the system.

It is essential for a complete stochastic theory to address the influence of the correlation time of noises on the properties of stochastic systems. In particular, under certain nonlinear conditions, the noise with a long correlation time makes the stochastic system behave completely different from that under white noise only [40]. But, for simplicity, when the macro variables and noises can be clearly divided into two time scales and the macro variables change slowly, the disturbance can be considered as white noise [41]. However, when in a system one cannot distinguish the two-time scales clearly, it is necessary to consider the form of colored noise. In a system with rate-dependent bifurcation, increasing the rate of parameter change reduces the time scale of the macro variables and decrease the discrimination between both time scales. For our system, colored noise is more suitable to describe the random force. This is the necessity of considering colored noise in the rate-dependent systems.

Based on [1], the objective of this paper is to investigate whether the rate of change of parameters is helpful to dodge thermoacoustic instability in thermoacoustic systems excited by colored noises. For a typical thermoacoustic system model, the reduced dimension Fokker-Planck-Kolmogorov (FPK) equation is obtained by using the stochastic averaging method. Through the evolution of the probability density of the amplitude, the effect of the rate-dependent parameters on dodging thermoacoustic instability is analyzed. In addition, we also study the influence of the correlation time and intensity of noises on rate-dependent bifurcation, and calculate the probability of successfully dodging thermoacoustic instability.

This paper is organized as follows. In Section 2, thermoacoustic instability and a classical mathematical model of thermoacoustic systems are introduced. The influence of the parameter varying rate on dodging thermoacoustic instability is examined in Section 3. Section 4 discusses the dodge probability of the rate-dependent bifurcation. Finally, several conclusions are given to close this paper in Section 5.

2. Mathematical model of the thermoacoustic system

A thermoacoustic system is closely related to many combustion power devices, such as liquid rocket engines, solid rocket engines, gas turbines and aeroengines. These combustion power units convert chemical energy stored in the molecular bonds into kinetic energy in the
engines. The first stage of energy conversion is the combustion of oxidant and fuel in the combustion chamber. At this time, the chemical energy is converted into heat energy. The second stage is realized in the nozzle. The heat energy released by combustion is converted into kinetic energy at the engine through the expansion and acceleration of the nozzle. In the first stage described above, it is where thermoacoustic instability occurs.

High performance is usually achieved by increasing the energy release rate per unit volume in the engine, where the energy density is very large. Such a large energy density may be accompanied by relatively small fluctuations, and the amplitude of these small fluctuations may be only a small disturbance. It may, however, be shown as an unacceptable large amplitude disturbance, that is, a strong pressure oscillation. Pressure oscillations are the result of the interaction of acoustic vibrations, internal combustions and flows, which are usually called thermoacoustic instability. Thermoacoustic instability can lead to abnormal interior ballistics, structural damage, and engine disintegration, resulting in mission failure. This requires us to predict the thermoacoustic instability as early and as accurately as possible, and to find measures to suppress the instability without affecting the overall performance.

Fundamentally speaking, the thermoacoustic instability is essentially the coupling of the unsteady combustion and the structural acoustic characteristics of the combustion chamber. As the simplest example of thermoacoustic instability, Rijke invented and first studied the Rijke tube in 1859. Then Rayleigh proposed the Rayleigh criterion, which is the most original and best scientific description of a thermoacoustic coupling effect [42]. With the development of research, the Helmholtz equation (2.1) is often used to describe the dynamical behavior of thermoacoustic systems in recent years,

\[ \frac{\partial^2 x}{\partial t^2} - c^2 \nabla^2 x = (\gamma - 1) \frac{\partial q}{\partial t}, \]  

where \( x \), \( c \), \( \gamma \) and \( q \) denote the acoustic pressure, the speed of sound, the heat capacity ratio and the fluctuating component of the heat release rate, respectively. After Laplace transform, orthogonal basis projection and truncated Taylor expansion approximation of the nonlinear term [43, 1], we get the following reduced mathematical model of the thermoacoustic system

\[ \ddot{x} - (v + \beta_1 x^2 - \beta_2 x^4) \dot{x} + \omega_0^2 x + \beta_0 x^3 = \xi(t), \]  

in which \( v \) is bound up with the linear growth rate, and with \( \beta_0 \), \( \beta_1 \), and \( \beta_2 \) being real parameters. The \( \xi(t) \) is the exponential correlated Gaussian colored noise with zero mean, defined as,

\[ \langle \xi(t) \rangle = 0, \]

\[ \langle \xi(t)\xi(s) \rangle = \frac{D}{\tau} \exp \left( -\frac{|t_1 - t_2|}{\tau} \right), \]
where $D$ and $\tau$ are the two most important parameters for characterizing noise: noise intensity and the correlation time of the noise.

By means of the stochastic averaging method, it yields the stochastic differential equation for the amplitude $A$ of the system. Then we can derive the FPK equation (2.3) for the amplitude $A$ with the help of stochastic dynamical theory,

$$\frac{\partial P(A,t)}{\partial t} = -\frac{\partial}{\partial A} [m(A)P(A,t)] + \frac{1}{2} \cdot \frac{\partial^2}{\partial A^2} [b(A)P(A,t)], \quad (2.3)$$

with the drift and diffusion coefficients

$$m(A) = \frac{v}{2} A + \frac{\beta_1}{8} A^3 - \frac{\beta_2}{16} A^5 + \frac{D}{2\omega_0^2 A (1 + \omega_0^2 \tau^2)},$$

$$b(A) = \frac{D}{\omega_0^2 (1 + \omega_0^2 \tau^2)}.$$

where $P(A,t)$ is the probability density function (PDF) of the amplitude $A$ and the $\omega_0$ is the natural angular frequency. It is noted that when the correlation time is zero, the formula (2.3) is consistent with the case of white noise [1]. Later, we will use the PDF $P(A,t)$ to describe the random transient dynamical behavior of the thermoacoustic system. When $v$ is in a certain range, the effective potential function of the model (2.2) is a double well, which corresponds to the two states of high and low amplitudes in the dynamics, as seen in the time series (see Figure 1(b)). This shows that the model can well describe the intermittent switching between the two states observed in the experimental thermoacoustic system [43] (Figure 1(a)), and further explains the rationality of the mathematical model (2.2) used in this paper.

We consider in this work the suppression of the thermoacoustic instability of a thermoacoustic system when the linear growth rate $v$ is no longer a constant but a function of time. Through the experiments of thermoacoustic systems and the parameter identification of the results, an approximate relationship between the linear growth rate $v$ and the air mass flow rate $\dot{m}_{\text{air}}$ is obtained in [1],

$$v(\dot{m}_{\text{air}}) = n_1 \cos(n_2 \dot{m}_{\text{air}}) + n_3, \quad (2.4)$$

where $n_1, n_2$, and $n_3$ are constant coefficients. In order to be close to real situations, the $\dot{m}_{\text{air}}(t)$ is assumed to be a piecewise linear function involving a ramp

$$\dot{m}_{\text{air}}(t) = \dot{m}_0 + Rt. \quad (2.5)$$

$R$ is the ramp rate and the $\dot{m}_0$ is the initial value. In the following sections, the time-varying parameter $v(t)$ is the combination of the cosine function (2.4) and the linear function (2.5).
Figure 1: Time series diagram of a thermoacoustic system. (a) The experimental data; (b) The data from the mathematical model (2.2). The two states of high and low amplitude correspond to the double well of the effective potential.

3. Rate-dependent bifurcation dodge with the colored noise

In this section, we initially discuss the influence of parameter change rate $R$ on avoiding the thermoacoustic instability in a thermoacoustic system under the excitation of colored noise. The system (2.2) can express its transient dynamical behavior through Monte Carlo simulations, but it needs a lot of calculation to collect the data. Here we use instead the reduced dimension FPK equation (2.3) and the more efficient Crank-Nicolson difference method whose accuracy was validated in [44], to get the evolution of the non-autonomous thermoacoustic system.

Figure 2 displays the effect of different rates $R$ on the transient dynamical behavior. The time-varying parameter $v(t)$ is the combination of cosine and linear function mentioned above. The contour map shows the probability density of the amplitude $A$ changing with $\dot{\bar{m}}_{\text{air}}$. The probability in dark color is large, while that in light color is small. Here we divide the probability density by its maximum value to normalize it, so its range of variation is from 0 to 1. As a reference, the yellow lines, which are the same in Figures 2(a) and 2(b), are for the cases when rates are not included. Figure 2(a) is the probability density of the amplitude after the introduction of a relatively small rate. The dark blue line in the middle is the mean value. We find that after the introduction of the ramp rate, the amplitude is in fact reduced, and the position of the highest amplitude point is delayed. This phenomenon of rate-dependent tipping-delay has been discussed in detail in [44]. When the rate is relatively large (see Figure 2(b)), it can be seen from the dark red line representing the mean value.
that the amplitude reduction is stronger, and the phenomenon of bifurcation dodge is more obvious. The results are similar to those obtained in the case of white noise [1]. This shows that in a non-autonomous thermoacoustic system, the thermoacoustic instability can be avoided by properly controlling the changing rate $R$ of the parameters.

Figure 2: The effect of different rates $R$ of the time-varying parameter on the transient dynamical behavior. The contour map shows the transient probability density of the amplitude $A$ with respect to the air mass flow rate $\dot{m}_{\text{air}}$, and the value is divided by the maximum probability to make the results normalized. The yellow line is the quasi-steady deterministic result, used as a reference. Dark blue and dark red lines represent the mean value of the amplitude $A$ under different $R$. (a) $R = 10$; (b) $R = 75$. The internal graph is the curve of $\dot{m}_{\text{air}}(t) = \dot{m}_0 + Rt$ for $\dot{m}_0 = 12.5$. Other parameters are $\beta_1 = -0.47$, $\beta_2 = 0.001$, $\omega_0 = 100 \times 2\pi$, $D = 8.75 \times 10^6$, and $\tau = 0.001$. 

\[ A \]
\[ \dot{m}_{\text{air}}(t) \]
We have just analyzed that under the excitation of the colored noise, the effect of bifurcation dodge becomes better with the increase of the rate $R$. Next, the influence of the correlation time $\tau$ and the intensity $D$ of noise, which are important parameters to characterize the colored noise, on bifurcation dodge are studied. As shown in Figure 3(a), the larger the noise correlation time $\tau$ is, the lower the amplitude becomes, and the better the dodging effect of thermoacoustic instability is. Considering that white noise is only an ideal state, the correlation time of noise always exists. The existence of the noise correlation time $\tau$ is conducive to the avoidance of thermoacoustic instability in the thermoacoustic system, which shows that the actual control effect is better than that of the idealized mathematical model when the same $R$ is selected. Figure 3(b) shows that the amplitude of the thermoacoustic system increases due to the noise intensity $D$, which intensifies the pressure oscillation. Therefore, it is necessary to pay attention to control the noise intensity in a real thermoacoustic system.

![Figure 3](image_url)

Figure 3: The influence of different correlation time $\tau$ and intensity $D$ of noise on the bifurcation dodge. (a) Different $\tau$ under the same $R = 10$ and $D = 8.75 \times 10^6$; (b) Different $D$ under the same $R = 10$ and $\tau = 0.001$. The internal graph is the curve of $\dot{m}_{\text{air}}(t) = \dot{m}_0 + R t$ for $\dot{m}_0 = 12.5$. Other parameters are $\beta_1 = -0.47$, $\beta_2 = 0.001$, and $\omega_0 = 100 \times 2\pi$.

Furthermore, we try to find a quantitative relationship between the amplitude of the
system and the parameters characterizing the noise when the rate $R$ is fixed, so as to better implement the control scheme. We consider the function of the maximum amplitude $A_{max}$ with respect to $\tau$ and $D$. It can be inferred from Figure 4 that the maximum amplitude decreases rapidly with the increase of $\tau$, and then tends to be flat. With the increase of $D$, the rising speed of the maximum amplitude is also steep first and then slow.

Figure 4: Variation of the maximum amplitude $A_{max}$ with respect to (a) noise correlation time $\tau$, and (b) noise intensity $D$ for different rates $R$. Other parameters are $\beta_1 = -0.47$, $\beta_2 = 0.001$, and $\omega_0 = 100 \times 2\pi$.

In order to determine more accurately the functional relationship, we draw the log-log plot of the maximum amplitude $A_{max}$ and both the noise correlation time $\tau$ and $D$ in Figure 5. We then learn that the relationship between the $\ln(A_{max})$ and $\ln(\tau)$ is a linear function. Let $\ln(A_{max}) = -p \cdot \ln(\tau) + a$, where $p > 0$ and $a$ is a constant. Then it can be deduced that

$$\ln(A_{max}) = \ln(\tau^{-p}) + \ln(e^a) = \ln(e^a \cdot \tau^{-p}).$$

With logarithms removed from both sides of the equation, we get that $A_{max}$ and $\tau$ have the following power-law relationship

$$A_{max}(\tau) \sim \tau^{-p},$$

(3.1)

where $p > 0$ is the algebraic exponent. Similarly, we can obtain the power-law relationship between the maximum amplitude $A_{max}$ and the noise intensity $D$

$$A_{max}(D) \sim D^q,$$

(3.2)

where $q > 0$ is the algebraic exponent. Here we notice that when the correlation time of noise $\tau$ is very small, i.e., the first few points in Figure 5(a), the power-law relationship is not well expressed. In this case, the colored noise is close to the white noise, and the randomness is relatively strong, so it is easy to destroy the power-law relationship. However, when $R$
is large, the rate becomes the major cause of the system qualitative change, which weakens the destructive noise impact caused by a small correlation time, as shown by the power-law relationship. But the power-law relationship is still relatively good when \( R \) is large and the correlation time is small.

![Figure 5](image.png)

**Figure 5:** (a) The log-log plot of the Eq. (3.1), between the maximum amplitude \( A_{\text{max}} \) and the noise correlation time; (b) The log-log plot of the Eq. (3.2), between the maximum amplitude \( A_{\text{max}} \) and the noise intensity \( D \). The solid lines are fittings with linear functions.

For the sake of getting a more detailed relationship, we can estimate the values of the power-law exponents \( p \) and \( q \) under different rates \( R \) by data fitting. We infer from the Figure 6 that the power-law exponent \( p \) of the noise correlation time remains virtually unchanged in the process as \( R \) changes. That is to say, \( p \) is a global constant and the rate of decrease is constant for all rates \( R \). In addition, the power law exponent \( q \) of noise intensity is also stable at a constant value when \( R > 30 \), but it decreases with the decrease of \( R \) when the ramp rate is small. When the parameters change a little faster, the change speed of the maximum amplitude \( A_{\text{max}} \) with the noise intensity \( D \) is no longer affected by the rate \( R \). This power-law relationship quantifies the influence of the correlation time of the noise and the noise intensity on the larger amplitudes in the thermoacoustic system, which is of highest significance for the control strategy to dodge the thermoacoustic instability.

4. **Probability of the rate-dependent bifurcation dodge**

For a practical thermoacoustic system, the threshold of thermoacoustic instability is usually defined according to its actual utility. So in this section we present calculations of the probability of a successful bifurcation dodge for a given threshold in the thermoacoustic system.
In the thermoacoustic system excited by additive colored noise, inspired by [1], we consider that the threshold value of the thermoacoustic instability $A_{th}$ is between the maximum of the amplitude of the stationary state $A_{max}$ and the minimum value $A_{min}$. In this work, we consider the threshold $A_{th} = (A_{max} + A_{min})/2$ as an example to discuss the probability of rate-dependent bifurcation dodge. In fact, if the duration time of parameter change is $T_d$, the probability of a bifurcation dodge is the probability of the amplitude $A$ in the threshold range $[0, A_{th}]$ before time $T_d$. Thus, we can use the following formula to calculate the probability of bifurcation dodge $P$ by the FPK equation (2.3),

$$P(T_d) = \int_0^{A_{th}} P(A, T_d) dA. \quad (4.1)$$

Figure 7 shows the influence of different rates $R$ of the time-varying parameter on the transient dynamical behavior of the thermoacoustic system with a given threshold $A_{th}$. Figures 7(a) and 7(b) are the results corresponding to Figures 2(a) and 2(b) after the threshold value $A_{th}$ is being set. It can be seen that when $R = 10$ (see Figure 7(a)), most of the amplitudes beyond $\dot{m}_{air}(t) = 16$ exceed the threshold range, and the probability density is absorbed by the threshold boundary. However, when the rate is large (see Figure 7(b)), some of the amplitudes remain in the threshold range, which makes the probability of successfully dodging to reach 70%. Figure 7(c) shows the probability of successful dodging at different rates $R$. For the abscissa, we divide the time by the duration time of parameter change $T_d$, unifying them in the same time scale. It is not difficult for us to understand that the larger $R$ is, the higher the probability of successfully dodging thermoacoustic instability is, which is similar to that obtained in the case of white noise [1].

Next, we consider the probability of the thermoacoustic system to successfully dodge the thermoacoustic instability threshold $A_{th}$ excited by additive colored noise under the condition of a fixed rate $R$ with different noise correlation time $\tau$ and noise density $D$. Figure 8(a)
Figure 7: The influence of different rates $R$ of the time-varying parameter on the transient dynamical behavior of the thermoacoustic system with a given threshold $A_{th}$. The yellow lines indicate the quasi-steady deterministic results as a reference. Dark blue and dark red lines represent the mean value of the amplitude $A$ under different $R$. (a) $R = 10$; (b) $R = 75$. (c) The probability of successful bifurcation dodge with different rates $R$ under the excitation of additive colored noise. For comparison, the abscissa is divided by the duration time of parameter change $T_d$ to make it unified in the same time scale. Other parameters are $\beta_1 = -0.47$, $\beta_2 = 0.001$, $\omega_0 = 100 \times 2\pi$, $D = 8.75 \times 10^6$, and $\tau = 0.001$. 
shows that the larger $\tau$ is, higher the probability of successfully dodging the high amplitude is. When the correlation time is very small, with the increase of time, it is almost impossible for the system to avoid the threshold of the thermoacoustic instability. However, when $\tau$ increases to a certain value, the system can quench the thermoacoustic instability with a probability close to 1. This shows that the noise correlation time $\tau$ is a favorable factor to dodge the thermoacoustic instability. On the contrary, the noise intensity $D$ is not conducive to avoiding thermoacoustic instability. The higher $D$, the lower the probability of successfully avoiding thermoacoustic instability, as shown in Figure 8(b).
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**Figure 8:** The probability of a successful bifurcation dodging under the excitation of additive colored noise with (a) different noise correlation time $\tau$, and (b) different noise intensity $D$. Other parameters are $\beta_1 = -0.47$, $\beta_2 = 0.001$, $\omega_0 = 100 \times 2\pi$, and $R = 10$.

When the rate $R$ and $\tau$ vary at the same time, the probability of a bifurcation dodging the instability is discussed in Figure 9(a). This gives that a moderately accelerating $R$ and increasing $\tau$ can make the probability of the thermoacoustic system dodging the high amplitude to reach more than 90%, so as to avoid the occurrence of thermoacoustic instability. Combined with $R$, we find that when $R$ is larger and $D$ is smaller, it is helpful to avoid thermoacoustic instability, as shown in Figure 9(b). When $D$ is relatively small or large, the parameter change rate has little effect on avoiding the thermoacoustic instability. That
is to say, when the thermoacoustic system is affected by strong noise, the system almost inevitably produces thermoacoustic instability. At this time, it is impossible to keep the system in a safe state by changing the rate of parameters. Hence, the noise intensity must be controlled first.
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Figure 9: The probability of the thermoacoustic system to successfully dodge the thermoacoustic instability when combined with the two factors under the excitation of additive colored noise. (a) The noise correlation time $\tau$ versus the ramp rate $R$; (b) the noise intensity $D$ versus the ramp rate $R$.

5. Conclusions

In this work, the avoidance of the undesirable state of a thermoacoustic system excited by colored noise is studied. Here we argue that there is a strong reason for assuming that the changing rate of the parameters affects the dodging of thermoacoustic instability, and colored noise is the most suitable form to describe the random forces in such rate-dependent system. We take into account the stochastic averaging method to overcome the non-Markov property of colored noise and to simplify the mathematical model. By means of the transient dynamical behavior shown by the evolution of the probability density, we find that the changing rate of parameter is conducive to dodge the thermoacoustic instability. Besides, we uncover that the increase of the noise correlation time makes the dodging effect better, but an increase of the noise intensity brings an adverse effect. Furthermore, the functional relationship between the rate of parameters, the correlation time of the noise, the noise intensity, and the maximum amplitude of the system are quantified in this work. The power-law relationship obtained is of utmost importance for understanding the internal mechanism of thermoacoustic systems and controlling thermoacoustic instability. Finally, the probability of successfully dodging the thermoacoustic instability under various conditions is calculated to validate the effectiveness of the control.
Our research is crucial to ensure a safe operation of thermoacoustic engines, because real nonlinear thermoacoustic systems are non-autonomous, the parameters do change with time and the correlation time of the noise can not be ignored. Considering that rocket engine, gas turbine and aeroengine are the main thermoacoustic systems, the cost of full-scale experiments is huge. Our theoretical research is helpful to save human and material resources. The rate of parameters, correlation time of the noise and noise intensity are used together to better regulate the thermoacoustic instability, which has a guiding role in the design of the engines and the control of the combustion process, and it is also of significance for the control of other systems with similar bifurcation properties.

Acknowledgments

This paper was supported by the National Natural Science Foundation of China under Grant No.11772255 and No.12072264, the National Key Research and Development Program of China (No. 2018AAA0102201), the Fundamental Research Funds for the Central Universities, the Research Funds for Interdisciplinary Subject of Northwestern Polytechnical University, the Shaanxi Project for Distinguished Young Scholars, and Shaanxi Provincial Key R&D Program 2020KW-013 and 2019TD-010.

Conflict of interest

The authors declare that they have no conflict of interest.

References

[1] G. Bonciolini, N. Noiray, Bifurcation dodge: avoidance of a thermoacoustic instability under transient operation, Nonlinear Dynamics 96 (1) (2019) 703–716.

[2] P. Ashwin, C. Perryman, S. Wieczorek, Parameter shifts for nonautonomous systems in low dimension: bifurcation-and rate-induced tipping, Nonlinearity 30 (6) (2017) 2185.

[3] T. M. Lenton, Tipping positive change, Philosophical Transactions of the Royal Society B 375 (1794) (2020) 1–8.

[4] M. Grodzins, Metropolitan segregation, Scientific American 197 (4) (1957) 33–41.

[5] M. Gladwell, The Tipping Point: How Little Things Can Make a Big Difference, Little Brown, 2000.
[6] P. Ashwin, A. V. Der Heydt, Extreme sensitivity and climate tipping points, Journal of Statistical Physics (2019) 1–22.

[7] M. M. Holland, C. M. Bitz, B. Tremblay, Future abrupt reductions in the summer arctic sea ice, Geophysical Research Letters 33 (23) (2006) L23503.

[8] G. F. Clark, J. S. Stark, E. L. Johnston, J. W. Runcie, P. M. Goldsworthy, B. Raymond, M. J. Riddle, Light-driven tipping points in polar ecosystems, Global Change Biology 19 (12) (2013) 3749–3761.

[9] W. Yan, R. Woodard, D. Sornette, Diagnosis and prediction of tipping points in financial markets: Crashes and rebounds, Physics Procedia 3 (5) (2010) 1641–1657.

[10] J. Jiang, Z.-G. Huang, T. P. Seager, W. Lin, C. Grebogi, A. Hastings, Y.-C. Lai, Predicting tipping points in mutualistic networks through dimension reduction, Proceedings of the National Academy of Sciences 115 (4) (2018) E639–E647.

[11] H. Li, Y. Xu, Y. Li, R. Metzler, Transition path dynamics across rough inverted parabolic potential barrier, European Physical Journal Plus 135 (2020) 731.

[12] X. Zhang, Y. Xu, B. Schmalfuß, B. Pei, Random attractors for stochastic differential equations driven by two-sided Lévy processes, Stochastic Analysis and Applications 37 (6) (2019) 1028–1041.

[13] Q. Liu, Y. Xu, J. Kurths, Bistability and stochastic jumps in an airfoil system with viscoelastic material property and random fluctuations, Communications in Nonlinear Science and Numerical Simulation (2020) 105184.

[14] Y. Meng, Y.-C. Lai, C. Grebogi, Tipping point and noise-induced transients in ecological networks, Journal of the Royal Society Interface 17 (171) (2020) 20200645.

[15] M. Scheffer, J. Bascompte, W. A. Brock, V. Brovkin, S. R. Carpenter, V. Dakos, H. Held, E. H. Van Nes, M. Rietkerk, G. Sugihara, Early-warning signals for critical transitions, Nature 461 (7260) (2009) 53–59.

[16] J. Ma, Y. Xu, J. Kurths, H. Wang, W. Xu, Detecting early-warning signals in periodically forced systems with noise, Chaos 28 (11) (2018) 113601.

[17] J. Ma, Y. Xu, Y. Li, R. Tian, J. Kurths, Predicting noise-induced critical transitions in bistable systems, Chaos 29 (8) (2019) 081102.
[18] J. Ma, Y. Xu, W. Xu, Y. Li, J. Kurths, Slowing down critical transitions via gaussian white noise and periodic force, Science China-Technological Sciences 62 (12) (2019) 2144–2152.

[19] J. Ma, Y. Xu, Y. Li, R. Tian, S. Ma, J. Kurths, Quantifying the parameter dependent basin of the unsafe regime of asymmetric lévy-noise-induced critical transitions, Applied Mathematics and Mechanics (2020). doi:10.1007/s10483-020-2672-8.

[20] M. Farazmand, Mitigation of tipping point transitions by time-delay feedback control, Chaos 30 (1) (2020) 013149.

[21] Y. Meng, J. Jiang, C. Grebogi, Y. Lai, Noise-enabled species recovery in the aftermath of a tipping point, Physical Review E 101 (1) (2020) 012206.

[22] K. R. Mcmanus, T. Poinsot, S. Candel, A review of active control of combustion instabilities, Progress in Energy and Combustion Science 19 (1) (1993) 1–29.

[23] R. Sujith, V. R. Unni, Complex system approach to investigate and mitigate thermoacoustic instability in turbulent combustors, Physics of Fluids 32 (6) (2020) 061401.

[24] T. C. Lieuwen, Unsteady Combustor Physics, Cambridge University Press, 2012.

[25] S. Tandon, S. A. Pawar, S. Banerjee, A. J. Varghese, P. Durairaj, R. Sujith, Bursting during intermittency route to thermoacoustic instability: Effects of slow–fast dynamics?, Chaos 30 (10) (2020) 103112.

[26] J. C. Oefelein, V. Yang, Comprehensive review of liquid-propellant combustion instabilities in F-1 engines, Journal of Propulsion and Power 9 (5) (1993) 657–677.

[27] C. Kiers, Rate-induced tipping in discrete-time dynamical systems, SIAM Journal on Applied Dynamical Systems 19 (2) (2020) 1200–1224.

[28] P. Ashwin, S. Wieczorek, R. Vitolo, P. Cox, Tipping points in open systems: bifurcation, noise-induced and rate-dependent examples in the climate system, Philosophical Transactions of the Royal Society A 370 (1962) (2012) 1166–1184.

[29] S. Manikandan, R. I. Sujith, Rate dependent transition to thermoacoustic instability via intermittency in a turbulent afterburner, Experimental Thermal and Fluid Science 114 (2020) 110046.
[30] A. Vanselow, S. Wieczorek, U. Feudel, When very slow is too fast - collapse of a predator-prey system, Journal of Theoretical Biology 479 (2019) 64–72.

[31] K. Suchithra, E. Gopalakrishnan, E. Surovyatkina, J. Kurths, Rate-induced transitions and advanced takeoff in power systems, Chaos 30 (2020) 061103.

[32] J. Tony, S. Subarna, K. Syamkumar, G. Sudha, S. Akshay, E. Gopalakrishnan, E. Surovyatkina, R. Sujith, Experimental investigation on preconditioned rate induced tipping in a thermoacoustic system, Scientific reports 7 (1) (2017) 1–7.

[33] V. R. Unni, E. A. Gopalakrishnan, K. S. Syamkumar, R. I. Sujith, E. Surovyatkina, J. Kurths, Interplay between random fluctuations and rate dependent phenomena at slow passage to limit-cycle oscillations in a bistable thermoacoustic system, Chaos 29 (3) (2019) 031102.

[34] N. Noiray, B. Schuermans, Deterministic quantities characterizing noise driven hopf bifurcations in gas turbine combustors, International Journal of Non-linear Mechanics 50 (2013) 152–163.

[35] F. Culick, L. Paparizos, J. Sterling, V. Burnley, Combustion noise and combustion instabilities in propulsion systems, in: Proceedings of AGARD Conference on Combat Aircraft Noise, 1992.

[36] V. Nair, R. Sujith, Multifractality in combustion noise: predicting an impending combustion instability, Journal of Fluid Mechanics 747 (2014) 635–655.

[37] V. Nair, G. Thampi, S. Karuppusamy, S. Gopalan, R. Sujith, Loss of chaos in combustion noise as a precursor of impending combustion instability, International Journal of Spray and Combustion Dynamics 5 (4) (2013) 273–290.

[38] J. Leyer, R. Soloukhin, J. Bowen, An experimental analysis of noise sources in a dump combustor, Prog Astronaut Aeronaut 105 (1986) 333–345.

[39] X. Li, D. Zhao, X. Li, Effects of background noises on nonlinear dynamics of a modelled thermoacoustic combustor, Journal of the Acoustical Society of America 143 (1) (2018) 60–70.

[40] R. Mei, Y. Xu, Y. Li, J. Kurths, The steady current analysis in a periodic channel driven by correlated noises, Chaos, Solitons & Fractals 135 (2020) 109766.
[41] P. Hanggi, P. Jung, Colored noise in dynamical systems, Advances in Chemical Physics 89 (1995) 239–326.

[42] J. Rayleigh, The explanation of certain acoustical phenomena, Nature 18 (1878) 319–321.

[43] G. Bonciolini, D. Ebi, E. Boujo, N. Noiray, Experiments and modelling of rate-dependent transition delay in a stochastic subcritical bifurcation, Royal Society Open Science 5 (3) (2018) 172078.

[44] X. Zhang, Y. Xu, Q. Liu, J. Kurths, Rate-dependent tipping-delay phenomenon in a thermoacoustic system with colored noise, Science China-Technological Sciences 63 (11) (2020) 2315–2327.