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**Abstract**  In stream-based active learning, the learning procedure typically has access to a stream of unlabeled data instances and must decide for each instance whether to label it and use it for training or to discard it. There are numerous active learning strategies which try to minimize the number of labeled samples required for training in this setting by identifying and retaining the most informative data samples. Most of these schemes are rule-based and rely on the notion of *uncertainty*, which captures how small the distance of a data sample is from the classifier’s decision boundary. Recently, there have been some attempts to learn optimal selection strategies directly from the data, but many of them are still lacking generality for several reasons: 1) They focus on specific classification setups, 2) They rely on rule-based metrics, 3) They require offline pre-training of the active learner on related tasks. In this work we address the above limitations and present an online stream-based meta active learning method which learns on the fly an informativeness measure directly from the data, and is applicable to a general class of classification problems without any need for pretraining of the active learner on related tasks. The method is based on reinforcement learning and combines episodic policy search and a contextual bandits approach which are used to train the active learner in conjunction with training of the model. We demonstrate on several real datasets that this method learns to select training samples more efficiently than existing state-of-the-art methods.

**1 Introduction**

In many machine learning applications, data for training the model arrives in the form of a sequential stream of unlabeled data samples, where some or all of these samples are then labeled and used for training. Since annotated data is typically difficult and expensive to obtain, especially in domains where reliable labels can only be obtained by experts, active learning (AL) alleviates this difficulty by focusing the labeling budget only on informative data instances which enable to train the model most effectively. However, in some situations, due to practical limitations, e.g. storage constraints at edge devices, etc., upon the arrival of each data sample, an immediate decision must be made whether to retain the sample for training or to discard it. Such a setting is known as *stream-based active learning*, as opposed to *pool-based active learning*, where all the unlabeled data samples are available to the active learner right from the start. Examples for such learning scenarios include spam filtering (Sculley, 2007), human activity recognition (Adaimi and Thomaz, 2019), sentiment analysis (Smailović et al., 2014), learning from social-media (Pohl et al., 2018), collecting data from fleet vehicles for training perception systems for self-driving cars, and more. In fact, this scenario is applicable to any learning system which accumulates large amounts of unlabeled data and wishes to use only a small representative subset for training, but is unable to store the data to be selected for labeling at a later time, and must decide on the spot whether to keep each data instance or not.

Over the years, several rule-based approaches were proposed for the stream-based AL setting (Settles, 2009; Lewis and Gale, 1994; Seung et al., 1992; Sculley, 2007; Chu et al., 2011; Zliobaitė et al., 2014; Kottke et al., 2015; Rosa and Cesa-Bianchi, 2017). Most of these approaches attempt to assign an informativeness measure to each data sample and give preference to samples with a high measure, also known as uncertainty sampling. Other approaches maintain a committee of classifiers and select data samples for which there is a large disagreement over their predictions by
all committee members. More recently, learning-based approaches which learn AL policies directly from the data were also reported (Woodward and Finn, 2017; Fang et al., 2017; Kvistad et al., 2019; Wassermann et al., 2019; Krawczyk and Cano, 2019; Cheng et al., 2013). Most of these approaches try to harness reinforcement learning in order to learn optimal active learning policies for training a classifier. However, many of them either suffer from lack of generality or are impractical as an online algorithm for AL. For instance, (Woodward and Finn, 2017) is applicable only in a specific and non-standard classification setup known as one-shot learning, (Wassermann et al., 2019; Cheng et al., 2013) are based on combinations of rule-based informativeness measures such as uncertainty sampling, and finally (Fang et al., 2017) requires pre-training of the active learner on a related task before applying it on the actual task of interest, rendering the approach impractical for any new task.

In this work we address the limitations of previously reported meta-learning approaches for AL from several perspectives. First, we do not limit the active learner to consider any specific function of the model’s predictions for making a decision to select samples for training. Secondly, we consider a meta-learning strategy which is applicable to any classification problem, and finally, our approach is an online approach, which does not require any offline pre-training. Our main contributions are summarized as follows:

- A novel stream-based meta AL method which adapts itself to the task and dataset online and learns to select on the fly the most informative data samples for training a classifier (our method is also suitable for a regression type of problem).

- The method is based on reinforcement learning and combines episodic policy optimization and a contextual bandits (CB) approach which are applied online. In particular, the method does not require any offline pre-training on related tasks and/or datasets.

- An empirical evaluation demonstrating that for a given budget constraint imposed by the system, this method learns to select training samples more efficiently than existing uncertainty-based approaches.

2 Related work

Most stream-based AL algorithms use rule-based query strategies to evaluate the informativeness of unlabeled data samples. The most commonly used query strategy is uncertainty sampling (Lewis and Gale, 1994), where the active learner queries the instances for which it is least certain about their most probable label. The uncertainty can be defined in many ways, e.g., in terms of the maximum prediction value across classes, the difference between the two highest prediction values a.k.a. margin sampling, and even the Shannon entropy of the prediction vector or the mutual information between predictions and model parameters (Gal et al., 2017). Another query strategy is query-by-committee (QBC) (Seung et al., 1992), where a committee of models which are all trained on the labeled instances represent competing hypotheses. Each model member is allowed to vote on the labeling of query candidates and the candidates over which the committee members disagree most are considered more informative.

Other rule-based approaches reported more recently include (Kottke et al., 2015), which defines a probabilistic spatial usefulness measure to model the true posterior probability of the classifier and uses it to select the best samples, (Fujii and Kashima, 2016) which applies pool-based AL approaches based on adaptive submodularity for the stream-based setting, and (Rosa and Cesa-Bianchi, 2017) which analyzes confidence intervals for splitting leaves in decision trees and uses them for selective sampling in online decision tree learning.

Some learning-based approaches aimed at learning selection strategies directly from the data were also recently reported. For example, (Cheng et al., 2013) proposes a reinforcement AL algorithm that adaptively mixes two sample selection criteria based on the KL divergence measured from
classifier change. In (Woodward and Finn, 2017) meta learning and reinforcement learning are combined to learn an active learner for the one-shot classification problem (Santoro et al., 2016). In (Fang et al., 2017) reinforcement learning is also used to train a stream-based active learner agent to select samples for training a classifier on a Natural Language Processing task. In this work the agent is first trained to select samples for one task, and then transferred to select samples for a similar task. This work is further extended in (Kvistad et al., 2019) by introducing a memory-augmented neural architecture. RAL (Wassermann et al., 2019) is a stream-based AL framework modeled as a CB problem. A committee of expert classifiers, where each member has a decision weight, is used to vote on whether or not to label an incoming sample. Once a decision is made, a reward signal which measures the usefulness of the committee’s decision is used to update the decision weights of the classifiers. A similar pure bandits approach is also reported in (Krawczyk and Cano, 2019).

3 A Reinforced Meta Active Learning Framework

3.1 Problem Formulation - Stream-based Active Learning

Let \( D_0 = \{ (x^0_i, y^0_i) \}_{i=1}^{N_0} \) be an initial training set composed of pairs \((x^0_i, y^0_i)\) of input feature vectors \(x^0_i \in \mathbb{R}^d\) and corresponding ground truth labels \(y^0_i \in \{1,...,C\}\) independently drawn from some joint probability distribution. Next, let \( X = \{x_1, x_2, ..., x_N\} \) be a data stream of \(N\) additional input feature vectors \(x_i \in \mathbb{R}^d\), and \( Y = \{y_1, y_2, ..., y_N\} \) be their corresponding unknown ground truth labels \(y_i \in \{1,...,C\}\) randomly drawn from the same distribution. We further assume the existence of an oracle annotator \(c(x)\) who is able to recover the class \(y\) associated with a given input feature vector \(x\). The initial training set \(D_0\) and the data stream \(X\) along with the oracle \(c(x)\) are used to train a classifier model \(p(y|x; \theta)\) parameterized by \(\theta\) with a given training procedure.

An active learner \(L\) for this setting is defined as follows. At each time step \(t\), the active learner computes a classifier \(f_t := p(y|x; \theta_t)\). At time step \(t = 0\), the classifier \(f_0\) is obtained by training on the initial training set \(D_0\). Next, for \(t = 1, 2, ..., N\), in response to a sample \(x_t\) arriving from the stream, the active learner does one of the following actions: 1) Compute the label \(y_t = c(x_t)\), add the pair \((x_t, y_t)\) to the training set, and re-train the classifier; or 2) Discard the sample, in which case the classifier remains unchanged. The active learner may utilize the classifier in order to make
3.2 System Setup

The RMAL framework is illustrated in Figure 1. Samples arrive in a stream to a budget controller, which monitors the number of samples labeled by the active learner during the learning process until all $N$ samples from the stream are exhausted. Then, a budget constraint $b \in (0, 1]$ limits the fraction of total labeled samples such that $N_u \leq bN$ (Zliobaite et al., 2014).

Finally, let $\mathcal{U}_t$ be the training set accumulated by an active learner $\mathcal{L}$ up to time $t$. Then, the classifier at step $t$ is given by $f_t = \mathcal{L}(f_{t-1}, \mathcal{U}_{t-1}, x_t)$. Let $\text{Acc}(t)$ denote the accuracy of the classifier $f_t$ measured on a held out test set. Then, for a budget fraction $\beta \in (0, 1]$ we define the partial budget accuracy metric $\text{PBA}(\beta)$ as $\text{Acc}(t_{\beta})$, where $t_{\beta}$ is the smallest $t$ such that $|\mathcal{U}_t| \geq \beta bN$.

4 An Alternating Approach

Learning To Sample (LTS) (Shao et al., 2019) is a pool-based AL framework where a sampling model and a boosting model mutually learn from each other in iterations. The boosting model combines several weak models which are successively trained on a sequence of increasing datasets, and the sampling model is a regressor which estimates the uncertainty of unlabeled data samples.

We borrow the alternating approach of LTS. The AL process continuously alternates between two interleaved learning phases: a classifier training phase and an agent training phase. In the classifier training phase, the classifier is trained and the agent remains fixed, while in the agent training phase, the classifier remains fixed and the agent is updated. A high level description of the algorithm is presented in Algorithm 1. We assume the existence of a training procedure $\text{TrainModel}(\mathcal{D})$ for training the model on a given dataset $\mathcal{D}$. The AL process begins with training of the classifier on the initial training set $\mathcal{D}_0$ and initializing a proxy classifier (lines 1-2). The agent is then pretrained to mimic uncertainty sampling (we detail this procedure in section 6). Next, as
Algorithm 1: RMAL-AL Algorithm

**Input:** Initial dataset $D_0$, Stream $\{x_1, \ldots, x_N\}$, Budget $b$, Batch size $T$, Training episodes $E$

**Output:** Classifier $f$

**Initialization:** $\pi \leftarrow$ Random, $D \leftarrow D_0$, $N \leftarrow \emptyset$, $u \leftarrow 0$

1. $f_0 \leftarrow$ TrainModel ($D$) \\
2. $f_{PXY} \leftarrow f_0$
3. Pretrain the policy $\pi$
4. for $t = 1, 2, \ldots, N$ do \\
5. \hspace{1em} $s_t \leftarrow f_{t-1}(x_t)$
6. \hspace{1em} Draw action $a_t \sim$ Bernoulli($\pi(a = 1|s_t)$) \\
7. \hspace{1em} if $(u/t < b)$ and $(a_t = 1)$ then \\
8. \hspace{2em} $y_t \leftarrow$ query label of $x_t$ \\
9. \hspace{2em} $N \leftarrow N \cup \{(x_t, y_t)\}$
10. \hspace{2em} $f_t \leftarrow$ TrainModel ($D \cup N$) \\
11. \hspace{2em} $u \leftarrow u + 1$ \\
12. \hspace{1em} if $|N| = T$ then \\
13. \hspace{2em} $\pi \leftarrow$ UpdateAgent ($\pi, f_{PXY}, D, N, E$) \\
14. \hspace{2em} $D \leftarrow D \cup N$ \\
15. \hspace{2em} $N \leftarrow \emptyset$ \\
16. \hspace{2em} $f_{PXY} \leftarrow f_t$
17. \hspace{1em} end \\
18. \hspace{1em} else \\
19. \hspace{2em} $f_t \leftarrow f_{t-1}$
20. \hspace{1em} end \\
21. end

long as there exists budget, each new sample is classified by the most up-to-date classifier, and the predictions are used by the agent to decide whether to use this sample for training. The decision is made stochastically by drawing from a Bernoulli distribution with parameter $\pi(a = 1|s_t)$ (lines 5-7). Selected samples are annotated and added to the training set (lines 8-9), and a new classifier is trained on the new training set (line 10). Once an amount of $T$ samples has been accumulated, the agent undergoes an update phase where it is trained to select samples for training the proxy classifier (line 13).

The UpdateAgent procedure, presented in Algorithm 2, is based on the REINFORCE policy search method (Williams, 1992). We define a training episode of the agent as a sequence of $T$ steps, during which the agent selects samples for training a proxy classifier. The set $N$ consists of the samples selected in the previous classifier training phase along with their labels. At the beginning of each episode, the proxy classifier $f_{PXY}^0$ is initialized to the state of the last classifier which was not yet trained on any of the samples in $N$, and the set $N$ is shuffled. Next, for each sample in $N$, the proxy classifier is used to classify the sample, and the agent uses its prediction to decide stochastically whether or not to select the sample for training the proxy classifier. To facilitate policy learning we introduce an instantaneous reward signal which provides feedback on the quality of the actions taken by the agent.

In each step of the episode, if the agent decides to select the sample for training ($a = 1$), the proxy classifier is re-trained with this sample\(^1\) and its accuracy on a held-out validation set is recorded as $\text{Acc}_t$. In this case, the reward signal $r_t$ is defined as the relative accuracy improvement

\[^1\]No annotation is required as this sample was already annotated in the previous training phase of the classifier.
Algorithm 2: RMAL-AL Algorithm: `UpdateAgent` (line 13 in Algorithm 1)

**Input**: Agent $\pi_\varphi$, Classifier $f$, Training dataset $D$, New labeled samples $N = \{(z_1, y_1), \ldots, (z_T, y_T)\}$, Number of episodes $E$, Validation dataset $V$, Learning rate $\alpha$

**Output**: Updated agent $\pi_\varphi$

**Initialization**: $M \leftarrow \emptyset$, $Acc_0 \leftarrow$ accuracy of $f$ on $V$

1. for episode = 1, 2, ..., $E$ do
2. $f^{\text{PXY}}_0 \leftarrow f$
3. Shuffle($N$)
4. for $t = 1, 2, \ldots, T$ do
5. $s_t \leftarrow f^{\text{PXY}}_{t-1}(z_t)$
6. Draw action $a_t \sim \text{Bernoulli}(\pi_\varphi(a = 1|s_t)$
7. if $a_t = 1$ then
8. $M \leftarrow M \cup \{(z_t, y_t)\}$
9. $f^{\text{PXY}}_t \leftarrow \text{TrainModel}(D \cup M)$
10. $Acc_t \leftarrow \text{Accuracy}(f^{\text{PXY}}_t, V)$
11. $r_t \leftarrow (Acc_t - Acc_{t-1}) / Acc_{t-1}$
12. else
13. $f^{\text{CF}}_t \leftarrow \text{TrainModel}(D \cup M \cup \{(z_t, y_t)\})$
14. $Acc^{\text{CF}}_t \leftarrow \text{Accuracy}(f^{\text{CF}}_t, V)$
15. $r_t \leftarrow -(Acc^{\text{CF}}_t - Acc_{t-1}) / Acc_{t-1}$
16. $f^{\text{PXY}}_t, Acc_t \leftarrow f^{\text{PXY}}_t, Acc_{t-1}$
17. end
18. end
19. $\varphi \leftarrow \varphi + \alpha \nabla_\varphi J(\varphi)$ \quad \text{> Compute } \nabla_\varphi J(\varphi) \text{ by eq. 5}
20. end

of the model resulting from selecting the $t^{th}$ sample for training. If, however, the agent does not select the current sample for training, a mock classifier is trained with this sample and its validation accuracy is recorded as $Acc^{\text{CF}}$. We refer to this accuracy as counter-factual, as it is the accuracy which would have been attained by the classifier, had the agent selected this sample for training. In this case, the reward signal $r_t$ is defined as minus the relative accuracy improvement of the model resulting from training on this sample. It follows that the instantaneous reward for a given state-action pair $(s_t, a_t)$ is given by:

$$r_t(s_t, a_t) = \begin{cases} 
(\text{Acc}_t - \text{Acc}_{t-1}) / \text{Acc}_{t-1}, & a_t = 1 \\
-(\text{Acc}^{\text{CF}}_t - \text{Acc}_{t-1}) / \text{Acc}_{t-1}, & a_t = 0 
\end{cases}$$

Our goal is to maximize the cumulative return $R(\tau) = \sum_{t=1}^{T} r_t$, where $\tau$ is a trajectory of states, actions, and rewards $(s_1, a_1, r_1, s_2, a_2, r_2, \ldots)$ occurring in one episode. Thus, we wish to maximize the expected return

$$J(\varphi) = \mathbb{E}_{\tau \sim \pi_\varphi} \left[R(\tau)\right].$$

We use the REINFORCE method (Williams, 1992; Sutton and Barto, 2018) to update $\varphi$ via the gradient

$$\nabla_\varphi J(\varphi) = \mathbb{E}_{\tau \sim \pi_\varphi} \left[\sum_{t=1}^{T} \nabla_\varphi \log \pi_\varphi(a_t|s_t)R(\tau)\right].$$
which can be empirically approximated by sampling $m$ trajectories following policy $\pi_\varphi$ and averaging the result

$$
\nabla_\varphi J(\varphi) \approx \frac{1}{m} \sum_{k=1}^{m} \sum_{t=1}^{T} \nabla_\varphi \log \pi_\varphi(a_t|s_t) \left( R(\tau) - b(s_t) \right).
$$

(4)

$b(s_t)$ is any baseline function which estimates the expected return in state $s_t$, and does not depend on the actions. It is used to reduce the variance of the gradient’s estimation. Finally, we replace the return $R(\tau)$ in 4 with the discounted future return $R_t = \sum_{t'=t}^{T} \gamma^{t'-t} r_{t'}$, where $\gamma \in [0, 1]$ is a discount rate which controls how much influence on future rewards we associate to each decision (Sutton and Barto, 2018). We discuss considerations for setting $\gamma$ in section 6. The gradient then becomes

$$
\nabla_\varphi J(\varphi) \approx \frac{1}{m} \sum_{k=1}^{m} \sum_{t=1}^{T} \nabla_\varphi \log \pi_\varphi(a_t|s_t) \left( R_t - b(s_t) \right).
$$

(5)

and is used in line 19 of Algorithm 2 to update the agent’s weights.

5 A Hybrid Reinforcement Learning Approach

In this section we incorporate into our meta AL framework a CB interpretation where the agent updates can be made simpler. We first discuss a pure CB solution and then describe how to combine it with our previous RMAL-AL algorithm.

5.1 A Pure Contextual Bandits Strategy

In contrast to a full reinforcement learning problem, in a CB setting, the distribution of the next state does not depend on the action taken by the agent. Thus, while taking an action in any state, the agent need not take delayed rewards into consideration and does not need to consider a long episode, rather a single state-action-reward $(s,a,r)$ triplet forms an episode, and the agent just focuses on selecting an optimal action for the given state.

One could argue that the assumption of independence between the actions and the next state does not hold in our AL setting, since the agent’s actions indirectly affect the model which is trained on the samples selected by the agent, and the model affects the predictions for the next data sample which constitute the next state. However, the state in our case is largely dependent on the sample itself which is the input for the model’s predictions, and the data sequence is i.i.d. So, the CB approach is a reasonable approximation which focuses the agent on selecting samples which give a maximal immediate accuracy improvement. Besides reducing complexity, another motivation for pursuing this direction is the fact that by continuously updating the agent online, we are less prone to overfitting on a particular sample batch.

We now give the system in Figure 1 a CB interpretation and describe how we can train the AL agent. We focus on the differences with respect to the RMAL-AL scheme. One crucial difference in the contextual bandits approach is that there is no distinction between a model training phase and an agent training phase, rather the two occur concurrently. Whereas in the RMAL-AL scheme, the agent was trained by running episodes on a batch of already labeled samples, here there is no notion of episode, rather, the agent is continuously updated based on the actual reward which comes from the previous agent’s decisions. Thus, the reward signal used to train the agent does not include the counterfactual component, and is simply defined as $r_t(s_t,a_t) = (\text{Acc}_t - \text{Acc}_{t-1}) / \text{Acc}_{t-1}$.

Next, instead of the objective in 2, we wish to maximize the expected instantaneous reward $r_t(s_t,a_t)$, so our objective function becomes

$$
J(\varphi) = \mathbb{E}_{s,a-\pi_\varphi} \left[ r(s,a) \right]
$$

(6)
Algorithm 3: RMAL-HY Algorithm

**Input:** Initial dataset $D_0$, Stream $\{x_1, ..., x_N\}$, Budget $b$, Validation set $V$, Batch sizes $\{T_1, T_2, ...\}$, Training episodes $\{E_1, E_2, ...\}$

**Output:** Classifier $f$

**Initialization:** $\pi_{\varphi} \leftarrow$ Random, $D \leftarrow D_0$, $N \leftarrow 0$, $u \leftarrow 0$, $k \leftarrow 1$

1. $f_{\text{PXY}} \leftarrow f_0 \leftarrow \text{TrainModel}(D)$
2. Pretrain the policy $\pi$
3. for $t = 1, 2, ..., N$ do
   4. $s_t \leftarrow f_{t-1}(x_t)$
   5. Draw action $a_t \sim \text{Bernoulli}(\pi_{\varphi}(a = 1|s_t))$
   6. if $(u/t < b)$ and $(a_t = 1)$ then
      7. $y_t \leftarrow \text{query label of } x_t$
      8. $N \leftarrow N \cup \{(x_t, y_t)\}$
      9. $f_t \leftarrow \text{TrainModel}(D \cup N)$
     10. $u \leftarrow u + 1$
   11. if $E_k = 0$ then \hspace{1cm} \Comment{Contextual bandits updates}
      12. $\text{Acc}_t \leftarrow \text{accuracy of } f_t \text{ on } V$
      13. $r_t \leftarrow (\text{Acc}_t - \text{Acc}_{t-1}) / \text{Acc}_{t-1}$
      14. if $|N| > T_k$ then
         15. $\varphi \leftarrow \varphi + \alpha \nabla_{\varphi} J(\varphi)$ \hspace{1cm} \Comment{Compute $\nabla_{\varphi} J(\varphi)$ by eq. 7}
         16. $D \leftarrow D \cup N$, $N \leftarrow \emptyset$, $k \leftarrow k + 1$
      17. end
      18. else \hspace{1cm} \Comment{Episodic RL updates}
      19. if $|N| > T_k$ then
         20. $\pi_{\varphi} \leftarrow \text{UpdateAgent}(\pi_{\varphi}, f_{\text{PXY}}, D, N, E_k)$
         21. $D \leftarrow D \cup N$, $N \leftarrow \emptyset$, $k \leftarrow k + 1$, $f_{\text{PXY}} \leftarrow f_t$
      22. end
      23. end
   24. else
   25. $f_t \leftarrow f_{t-1}$
   26. end
27. end

and its policy gradient can be approximated by

$$\nabla_{\varphi} J(\varphi_t) \approx \frac{1}{m} \sum_{k=1}^{m} \nabla_{\varphi} \log \pi_{\varphi}(a_k|s_k) \left(r_k - b(s_k)\right) \quad (7)$$

where we average the gradient over $m$ successive labeled samples which were used to train the classifier. After each $m$ data samples are labeled and used to train the classifier, we update the agent using the gradient approximation in 7. The parameter $m$ is a hyper parameter.

5.2 Combining Contextual Bandits with RMAL-AL

We now incorporate the CB approach by allowing each batch of selected samples to be used for updating the agent either as was done in RMAL-AL by the procedure $\text{UpdateAgent}$, or as in the pure CB approach described above.

In this way, it is possible to balance between two complementary update strategies. The former can better fit the agent to the current model state and data statistics but requires more computation...
and is more prone to overfitting, while the later is less computationally demanding and has better chances of generalizing to the remainder of the data stream but its updates are more noisy.

To better trade-off complexity and policy accuracy, we allow to choose the size of each sample batch and the number of episodes in that batch. Specifically, the sequences \{Ti\} and \{Ei\}, \(i = 1, 2, \ldots\) define the size of and the number of episodes in each batch, respectively, where a value of \(E_i > 0\) means that at the end of batch \(i\), the agent is updated as in the RMAL-AL scheme, i.e., based on rewards associated with a proxy classifier using \(E_i\) episodes, while a value of \(E_i = 0\) means that the agent is updated as in the CB scheme, i.e., based on rewards computed directly on the classifier which is actively learned. Thus, earlier batches can be longer with more training episodes, yielding a more accurate policy, while later batches can be shorter with fewer episodes allowing quicker policy updates. This hybrid scheme named RMAL-HY is illustrated in Algorithm 3.

6 Experimental Results

We evaluate our algorithms by comparing their performance against two baselines: (1) random sampling (RND) and (2) variable uncertainty (VU) proposed in (Zliobaite et al., 2014) which is considered state-of-the-art for stream-based AL. We experiment with one synthetic dataset (described below) and 5 real datasets extracted from the UCI Machine Learning Repository and kaggle whose details are listed in Figure 4.

We divide each dataset into four disjoint parts: an initial training set, a streaming part, a validation set, and a test set. In each experiment we use the dataset to train a logistic regressor. The agent’s architecture consists of a fully connected network with 4 hidden layers of 256, 512, 256, and 256 neurons, a non-linearity of tanh in the 1st layer, ReLU non-linearities in the remaining layers, and finally a Sigmoid layer at the output. For training the agent we use SGD with weight decay of 5 \times 10^{-4}. The discount rate \(\gamma\) is set close to zero\(^2\), \(m\) is set to 1, the baseline \(b(s_t)\) is an exponential moving average, and \(b_{min}\) is set in the range 0.6-0.9 depending on the value of \(b\). For each algorithm, we first train the model on the initial training set, and then let the AL algorithm select samples for training the classifier. The validation set is used by the RMAL algorithms to produce a reward signal for updating the agent as described in sections 4 and 5.

In the case of the real datasets, after training the model on the initial training set, and prior to processing the data stream, we perform pretraining of the agent’s policy to mimic a policy based on uncertainty sampling (Zliobaite et al., 2014). The purpose of this procedure is to let the agent start with a policy which is known to perform well, and try to improve on it, rather than start learning an optimal policy from scratch. To this end, we generate a dataset of random probability vectors and train the agent in a supervised manner to produce a positive decision if the maximum element of the input probability vector is below a threshold \(T_{unc} = 0.6\). In the synthetic dataset, we do not perform such pretraining of the agent.

6.1 A Synthetic Dataset

In order to demonstrate the effectiveness of our approach in finding good policies for training the classifier, we test our scheme on a synthetic dataset which is specifically tailored such that the VU baseline attains a significant gain w.r.t. the RND baseline. Our target in this test is to show that our RMAL-HY scheme can learn a policy which attains at least as good a performance as the VU baseline even without pretraining of the agent.

The synthetic dataset is a combination of an exponential distribution and a uniform one and is defined as follows. For a dataset of size \(N\) and a constant \(\alpha \in (0, \frac{1}{2})\) we draw \(\frac{(1-\alpha)N}{2}\) 2-dimensional vectors from the exponential density \(p(x_1, x_2) = e^{-x_1-x_2}, (x_1, x_2) \in [0, \infty]^2\), assign to them a label \(y = 0\), and then draw another \(\frac{(1-\alpha)N}{2}\) 2-dimensional vectors from the density \(p(x_1, x_2) = e^{-x_1+x_2}, (x_1, x_2) \in [0, \infty] \times [-\infty, 0]\), and assign to them a label \(y = 1\). Next we draw \(\frac{\alpha N}{2}\)\(^2\)We noticed little performance improvement by considering delayed rewards.
samples uniformly distributed in the rectangle $[0, 3] \times [0, 3]$, label them with $y = 1$, and finally draw $\frac{\alpha N}{2}$ samples uniformly distributed in the rectangle $[0, 3] \times [-3, 0]$, and label them with $y = 0$. For this dataset, it can be shown that an optimal decision boundary is the line $x_2 = 0$, and its accuracy would be equal to $1 - \alpha$. A sample of this data set is plotted in Fig. 2a for $N = 1200$ and $\alpha = 0.2$.

We use RMAL-HY to train a logistic regressor on this dataset in the stream-based AL setup described in section 3. Fig. 2b shows the learning curve performance for a budget $b = 0.1$. The large performance gap between the RND and VU baselines is a result of this particular dataset. This is explained as follows. When the RND baseline is employed, in any given set of training samples, a fraction $\alpha$ of the samples causes the decision boundary to fluctuate due to the noisy labels.

However, in the VU baseline, by choosing samples closer to the decision boundary, the relative proportion of the outlier samples is dramatically reduced, leading to improved AL performance. As is seen in Figure 2b, after some learning period, the RMAL-HY algorithm is able to learn an improved selection policy which is competitive with both baselines. Note that during the selection of the 1st batch of 1000 samples, the agent is still in its random initial state, so its performance coincides with the RND baseline. However, at the end of this batch, the 1st training phase of the agent is carried out, and the resulting policy learns to select more informative samples for training the classifier. In subsequent batches, the cheap online updates are enough to maintain the advantage of the policy even as more data continues to arrive.

Figure 3 illustrates how the policies evolve during the AL process. Starting with the blue curve, which corresponds to a randomly initialized agent, these policies adapt to the underlying data distribution and progress towards more and more peaky distributions, which give increasing preference to data samples with prediction values closer to 1/2, i.e., samples with a higher level of uncertainty. Each curve is an average of corresponding policy updates in 100 trials.

### 6.2 Real Datasets

To further demonstrate the applicability of our scheme, we evaluate our algorithms on 5 real datasets with various number of attributes and classes, detailed in Figure 4. We perform our experiments for
low budget values, e.g., 5%, 10%, 20%, which are typical for an AL setting. For each budget value, we consider several values of $\beta$, e.g., 25%, 50%, and 100%, in order to evaluate the performance of the algorithm during various stages of the AL process. We repeat each experiment for 20-100 trials, depending on the size of the dataset.

Figure 5 shows learning curves for all considered AL algorithms when used to train a logistic regressor on 4 real datasets with a budget $b = 0.05$. As can be seen, for very low budget values, our method outperforms the baselines throughout the active learning.

Accuracy results of all experiments are summarized in Table 1, where we report the average partial budget accuracy metric $PBA(\beta)$, defined in section 3.1. The largest accuracy for each setting is marked with boldface letters. In all experiments, RMAL-AL was run with 50 episodes in the 1st batch, 20 episodes in the 2nd batch, and 10 episodes for the remaining batches with a learning rate of 0.1. In RMAL-HY there were typically 100 episodes in the 1st batch. Results show a consistent advantage of the RMAL algorithms over both baselines across all considered datasets, across various budget values, and for different stages in the AL process.

7 Conclusions and Future Work

In this work we present novel data-driven AL methods for selecting samples for training a classifier in a stream-based setting. The proposed methods, which combine several notions of reinforcement learning, learn to optimally select samples based on their model’s predictions without any apriori rule-based functional restrictions or assumptions. Furthermore, these methods are applicable to a wide range of classification problems and are applied online without any need for offline training on any related task. We demonstrate on both a synthetic dataset and real datasets the efficacy of these methods with respect to state-of-the-art.

Although not pursued in this work, streaming data may sometimes exhibit changes in the underlying data distribution over time also known as concept drift. One future research direction would be to extend the meta active learner to adapt to these changes during the active learning process. For example, one could adapt the reward mechanism to account for changing statistics and thereby induce an appropriate change in the active learner.

Another direction would be to alleviate the need to retrain the classifier after every selected sample. Allowing to train the model in batches may open the door for higher dimensional and large scale datasets and tasks, e.g., image datasets which are typically trained in batches.

---

In our experiments we use a subset of size 80,000.
Figure 5: Results of AL algorithms used for training a logistic regressor on several real datasets.

Table 1: Performance comparison on real datasets.
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