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Abstract—Millimeter wave (mmW) is being deployed in hotspot scenarios for providing high bandwidths. However, the coverage of mmW cell is limited due to the rapid attenuation during the propagation and sensitivity to blockage by obstacles. In this paper, we propose a novel dynamic programming approach for automated dimensioning and appropriate placement of mmW small cells (SCs) in dense urban under the constraints of coverage and budget. Being cognizant of the blockage by city buildings, a fast search algorithm based on vector is introduced to enable most line-of-sight (LOS) communication links between base stations (BSs) and mobile stations (MSs). The analysis of time complexity is also derived in closed forms. The evaluation of our approach was carried out in both hypothetic and realistic scenarios. Results show that the studied model is effective for a real large-scaled network and 4 or 5 times faster than the conventional ones based on grid-map.
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I. INTRODUCTION

With the emergence of new radio access technologies, like massive multiple-input multiple-output (MIMO), ultra-dense network (UDN), mmW communication, and so on [1], the capacity of wireless network has been far scaled to supply the ever-growing service demands of MSs. When it comes to the application of new technologies, one major concern for the network operator is how to control the capital expenditure (CAPEX) and operational expenditure (OPEX) costs.

It is reported that the total number of global mobile users will grow up to 5.7 billion, and the average mobile connection speed will be 43.9 Mbps by 2023 [2]. Radio network planning (RNP) is an essential operation when the operators are continuously upgrading their networks, and it significantly determines the acquired system performance and the required costs [3]–[5]. One example is presented in [6] where the coverage and service quality of the Klaten city were improved by adding as few additional BSs as possible using a cell planning software. The acquired coverage, traffic throughput and delay vary with deploying schemas just like the works reported by [7], [8].

Exploring new spectrum bands of mmW [9], [10] is a promising solution to scale network capacity. However, since the wavelength shrinks by an order of magnitude compared with the microwave, mmW suffers from greater attenuation [9], [11], [12]. Measurements showed the penetration loss of common building materials from 20 to 50dB [13], the diffraction loss over rooftop from 10 to 80dB [14], the rain attenuation with a few dB/km [15].

Further, ultra-dense cells are deployed in partial hotspot areas to meet wireless traffic volume. In fact, the ultra-dense network is being proposed to be deployed in overall scenarios based on the mmW technologies nowadays [16]. Not only the capacity and coverage but also CAPEX costs increase with the growth of cell densities [17], [18]. The lower power is transmitted, and the longer battery life is achieved in the dense network scenario [19]. It is shown in [20] that femtocells present a lower carbon footprint than the macro cells in terms of yearly tons of CO2 per km2 in high density and capacity networks but higher CAPEX.

A. Related Work

The application of mmW and UDN makes the cell size smaller than before. The mmW cell is expected to provide limited coverage on the order of 200m which means high terrain costs must be incurred by the network operators [21]. Many studies have considered network planning to meet the coverage and traffic demand while reducing the overall costs. The objective is to select a subset of candidate sites to meet the network performance metrics that is essentially a set covering problem with NP-Hard complexity [22]. Thus, heuristic solutions, like simulated annealing approach [23], genetic algorithm [24], particle swarm optimization (PSO) algorithm [25], [26], etc., are proposed for cell selection and configuration in most of the works.

Considering the significant amount of computation time as the number of candidate sites increases, more simplified approaches have also been presented in the literature. Clustering strategies based on k-means to deploy a heterogeneous network have been proposed in [27]. Taking into account the stochastic body blockage, in [28], a greedy algorithm has been presented to find the approximation solution of cell location and antenna direction. The author showed that the approximation and optimal solutions are close in dimension. A linear equation system was set up to config the cell locations and frequencies under the signal-to-interference plus noise ratio (SINR) constraint in [29]. The author used Z-order curve which converts three-dimensional points in geographic areas into unidimensional ones. The time-consuming is still large because the coverage and intersecting areas of cells were estimated grid by grid. Nonlinear programming problems to find the optimal set of BSs have been investigated in [30],...
In [30], the nonlinear objective function as well as nonlinear inequality constraints based on SINR uncertainty due to fading has been involved. An iterative method to optimize the site placements was introduced which moves the locations of BSs in the steepest descent direction of the objective function. In [31], a constrained convex optimization system to minimize the cardinality of sites which satisfying the sum rate requirement has been presented. The author converted the optimization problem into a sequence of minimization problems solved by the logarithmic barrier method. In [32], two-level network planning has been proposed to simplify the problem which optimizes the number of BSs in the first level and deploys locations and powers in the second level. In [33], self-dimensioning and BS on/off switching by traffic zooming have been introduced which can be solved by greedy algorithm for large-scale networks.

Since it is necessary to evaluate the coverage rate of the given area, most strategies will split the area into a series of small areas and calculate the signal level or SINR in each small area. Evenly dividing into small grids is a frequently-used approach. But the higher the division accuracy, the greater the number of grids that need to be evaluated. In [35], based on the Manhattan-type geometry (MTG) scenario, the author designed a low-complexity mmWave BS deployment algorithm by establishing a closed-form expression of network connectivity and building size, transmit power, building density, and BS density. Although a special disk-shaped blockage free regions (BFR) model is created, it is still time-consuming to evaluate the signal level of all grids in sequence. Based on a smart simulated annealing approach, the author of [36] designed two SC displacement schemes, random displacement approach and probed displacement approach, to find the optimal SC sites. However, it also needs to calculate the coverage rate grid by grid, and worse still, once the fitness function is calculated, the coverage quality of all grids must be calculated again. In addition, for the deployment of small cells in a heterogeneous network, the author proposed a joint optimization algorithm for spectrum efficiency metric (SM), energy efficiency metric (EM), and deployment cost efficiency metric (DM) in [37]. But the calculation of the proposed joint objective function is also grid-by-grid and time-consuming.

### B. Motivations and Contributions

In most research, the planning area is uniformly split into grids because the computer is better at working with discrete data than continuous data. Most works estimate signal level or SINR grid by grid that may produce an enormous computation cost and are inefficient for a large-scale network. Moreover, empirical propagation models are used for calculating path loss which may cause relatively large errors in the scenario of mmW system. The impact of terrain blockage in the mmW links shouldn’t be ignored in urban city. [28] provided a method to model the stochastic blockage in the radio link and a greedy algorithm to solve stochastic optimization equations. However, the work didn’t consider the blockage of geographic topology but only human body.

The scope of this work is to find the minimum number of mmW cells and optimally locate them in the real urban street scenario. The presented solution formulates SCs placement problem subject to network coverage constraints. We explicitly account for the geographic topologic nature and computation complexity. The main contributions of this work are summarized below:

1. We propose a method of evaluating cell coverage based on vector that is expected to reduce calculation amount.
2. We consider geographic topology and calculate the signal level with exact radio ray tracing rather than with empirical statistical models.
3. We introduce a dynamic programming approach to solve the cell placement problem and mathematically derived the computation complexity.
4. We present the simulation results of our proposed solution in both hypothetic and realistic scenarios with 28G, 39G, 60GHz frequencies.

The rest of the paper is organized as follows. Section II presents the system model and necessary propagation formulas. Afterwards, Section III introduces our solution to mmW cell placement problem, and Section IV provides the simulation results and analysis. We finally conclude this paper in Section V.

### II. PROBLEM DESCRIPTION AND SYSTEM MODEL

#### A. Problem Definition

As we know, there are dense buildings such as malls, residential towers, office buildings, and others in the central urban. SCs are proposed to be densely placed in to improve the capacity and signal quality of MS as shown in Fig. 1. Moreover, mmW is expected to be deployed as it offers a large number of frequency spectra that can offer high network capacity. The objective is to find the minimum set of cell locations subject to the network coverage constraints in the urban street scenarios.

The mmW loses its intensity rapidly as it enters an enclosed building by wall penetration because the E-filed transmission coefficient falls with frequency [38]. For the sake of energy-saving and carbon emission, it is improper to cover the indoor by absolutely increasing the transmission power of outdoor BSs. Therefore, we focus on maximizing the outdoor coverage.
concerns of the proposed algorithm. Thus, given a geographic variety of properties of a building such as material, color, and contour of a building is modeled as a polygon. There are a can be evaluated by the signal levels of walls. The outer of streets, the coverage border of a millimeter wave SC prints of all grids, are estimated in this paper. In the scenario received signal at the building’s boundaries is strong enough. the buildings will be expected to be in good coverage if the buildings as the coverage boundary since the street area out of weakly covered by the BS. We consider the outer contours of outside get good signal footprints while the shaded area is falling across barriers. As shown in Fig. 3, the open spaces that always travels in a straight line attenuates severely while distribution along streets and building blocks. Radio wave.

B. System Model

Computation complexity is derived in closed form. metrics based on vector instead of grid and applied a dynamic programming approach to solve the cell placement problem. In most works, the planning area is split into grids with specified resolution such as 1 m or 5 m as illustrated in Fig. 2. It is an NP-Hard problem to choose the minimum BSs covering all grids. In this paper, we proposed coverage metrics based on vector instead of grid and applied a dynamic programming approach to solve the cell placement problem. Computation complexity is derived in closed form.

C. Propagation Model

For a radio link, the received signal power is given in Equation (1):

\[ P_{RX} = P_{TX} + G_{TX} + G_{RX} - L_{PL} - L_{Rain} - z \cdot \sigma_{SF}, \]  

where \( P_{RX} \) represents the received power in dBm, \( G_{TX} \) and \( G_{RX} \) are the gains of transmitting antenna and receiving antenna respectively, \( L_{PL} \) is the path loss of signal propagation, \( L_{Rain} \) is the rain attenuation, \( z \) is a zero-mean unit-variance Gaussian random variable, and \( \sigma_{SF} \) is the standard deviation of shadow fading. In the scenario of urban streets, the path loss \( L_{PL} \) of LOS was provided in 3GPP TR 38.901 [39] as

\[ L_{LOS} = 32.4 + 21\log_{10}(d) + 20\log_{10}(f_c), \]  

where \( d \) is the path length and \( f_c \) is the frequency. In the non-line-of-sight (NLOS) case, we compute the path loss caused by diffractions or reflections. The additional diffraction loss can be computed by the GTD model [40] as

\[ L_{D} = 20\log_{10}\left(\frac{\sqrt{d_1d_2(d_1 + d_2)}}{|D|}\right), \]  

where the diffraction loss is denoted by \( L_{D} \), \( D \) is the diffraction coefficient independent of distance, \( d_1 \) and \( d_2 \) respectively denote the propagation path lengths before and after diffraction, \( d \) is the direct 3-dimensional distance between the transmitting source and the diffracted wave. The GTD model can be divided into a distance-dependent part and a distance-independent part which is rewritten by

\[ L_{D} = 20\log_{10}\left(\frac{\sqrt{d_1d_2(d_1 + d_2)}}{d}\right) + L_{DC}, \]  

where \( L_{DC} = -20\log_{10}(|D|) \). The work in [14] presented the diffraction propagation measurements of mmWave and proposed a linear approximation of \( L_{DC} \) which is relative to the frequency and diffraction angle. The additional path loss caused by reflections is denoted by E-field reflection coefficient \( L_R = -20\log_{10}(|R|) \). The values of R for transverse...
electric (TE) and transverse magnetic (TM) polarization are respectively calculated by Equations (5) and (6) in [38]:

\[
R_{TE} = \frac{\cos \theta - \sqrt{\eta - \sin^2(\theta)}}{\cos \theta + \sqrt{\eta - \sin^2(\theta)}} \tag{5}
\]

\[
R_{TM} = \frac{\eta \cos \theta - \sqrt{\eta - \sin^2(\theta)}}{\eta \cos \theta + \sqrt{\eta - \sin^2(\theta)}} \tag{6}
\]

Due to the high density of SCs, the users will be disturbed by other adjacent SCs in the downlink transmission. So, it is also necessary to evaluate the downlink SINR in the planning area. For \( U_E k \), which is served by \( SC_i \), SINR\(_k\) is given by the following formula [41]:

\[
\text{SINR}_k = \frac{P_{TX, G}(\theta, \delta) h_i L_{PL}}{I + \sigma^2} = \frac{N_{SC}}{\sum_{j=1}^{N_{SC}} P_{TX, \zeta_{ij}, t} h_j L_{PL} + \sigma^2}, \tag{7}
\]

where \( P_{TX, i} \) is the transmit power of \( SC_i \), \( G(\theta, \delta) \) represents the combined gain of \( SC_i \) to \( U_E k \) which uses directional beamforming, \( h_i \sim \exp(1) \) denotes the small scale Rayleigh fading from \( SC_i \) to \( U_E k \), \( \zeta_{ij} \) is an indicator showing whether \( SC_j \) is transmitting at time slot \( t \) (i.e., \( \zeta_{ij,t} = 1 \)) or not (i.e., \( \zeta_{ij,t} = 0 \)), \( N_{SC} \) is the total number of SCs in the planning area and \( \sigma^2 \) denotes noise power.

D. SCs placement problem

Let \( P_{RX}(i, j) \) denote the received power at the wall \( w_j \) from the cell \( i \) which is calculated by Equation (1). \( c_{i,j} = 1 \) if \( P_{RX}(i, j) > P_{min} \) where \( P_{min} \) is the minimum required signal power, otherwise \( c_{i,j} = 0 \). The set \( S_i \) of all covered walls by the cell \( i \) is defined as

\[
S_i = \{ w_j : \forall c_{i,j} = 1, \forall 1 \leq j \leq |W| \}. \tag{8}
\]

All the coverage sets form a set family \( \mathcal{F} = \{ S_1, S_2, \ldots, S_{|\Gamma|} \} \). \( \Gamma (\Gamma \subset \mathbb{N}) \) is the set of the selected SCs’ numbers that are subject to the coverage constraints. The coverage sets of all SCs in the feasible solution \( \Gamma \) form a family of sets \( \mathcal{L} (\mathcal{L} \subset \mathcal{F}) \). The aim is to find the minimum \( |\Gamma| \) and \( |\mathcal{L}| \). Note that it’s supposed that one wall can be entirely covered by one cell. If it couldn’t be, the wall should be split into segments.

III. DYNAMIC PROGRAMMING FOR THE SMALL CELL LOCATIONS

There are two high time-consuming procedures in this problem: setting up a large-scale matrix \( \{c_{i,j}\}_{i=1}^{X} \times \{w\}_{j=1}^{W} \) and finding the optimal set \( \Gamma \). An exhaustive search for \( \Gamma \) and \( \{c_{i,j}\} \) needs at least \( O(2^{|\mathcal{X}|} \times |\mathcal{W}|) \) time. In fact, we don’t have to calculate every value of \( \{c_{i,j}\} \) because an SC can’t cover the walls far away or deeply blocked. There is no need to do an exhaustive search for \( \Gamma \) as well because only a few cells can be the candidate serving cells of a designated wall.

A. A Recursive Procedure

There is an optimal substructure to this problem.

**Theorem 1.** If an optimal solution \( \Gamma^* \) has a subset \( \Gamma' \) covering the walls \( \bigcup_{i \in \Gamma'} S_i \), then \( \Gamma' \) must be an optimal solution to the subproblem of covering \( \bigcup_{i \in \Gamma'} S_i \).

Proof of Theorem 1. The proof is given in Appendix A. Given a wall subset \( \mathbf{W} \), we try to find the serving cell for each wall and then get a solution for \( \mathbf{W} \). The cells which cover a wall, say \( w_j \), form a set \( \Gamma(w_j) \) defined as

\[
\Gamma(w_j) = \{ i : \forall c_{i,j} = 1 \}. \tag{9}
\]

Suppose for a designated wall \( w_j \), one cell of \( \Gamma(w_j) \), say \( i \), is the cell of an optimal solution. Then the left uncovered walls are \( \mathbf{W} - S_i \). As long as we test all candidate cells in \( \Gamma(w_j) \) and find the optimal solutions covering the set \( \mathbf{W} - S_i \), an optimal solution for \( \mathbf{W} \) is guaranteed to be obtained.

Pick the subproblem domain as searching an optimal set of cells covering the walls \( \mathbf{W}' \) where \( \mathbf{W}' \subseteq \mathbf{W} \). We define \( e(\mathbf{W}') \) as the expected number of serving cells covering \( \mathbf{W}' \). Obviously, \( e(\mathbf{W}) = 0 \) when \( \mathbf{W}' = \emptyset \). Take any one wall \( w_j \) of \( \mathbf{W}' \) and cell \( i \) where \( i \in \Gamma(w_j) \) when \( \mathbf{W}' \neq \emptyset \). Given the coverage set \( S_i \) of cell \( i \), we get \( e(\mathbf{W}') = e(\mathbf{W}' - S_i) + 1 \). The above process assumes that we know which cell \( i \) of \( \Gamma(w_j) \) is in an optimal solution. A recursive formulation is given as follows:

\[
e(\mathbf{W}') = \min_{i \in \Gamma(w_j)} \{ e(\mathbf{W}' - S_i) + 1 \} \quad w_j \in \mathbf{W}', \mathbf{W}' \neq \emptyset. \tag{10}
\]

The order in which we chose the wall \( w_j \) and the cell \( i \) is essential. The recursive procedure is expressed as a search tree as shown in Fig. 4. There is a set of uncovered walls that is denoted by the status of tree nodes. We expand a tree node by choosing an uncovered wall and its serving cells in optimal solutions. With the cells being added into the solution, the status changes until all walls are covered. However, it is unknown whether an SC is in an optimal solution during the process. Hence, we adopt minimum benefit maximization strategy here to traverse the tree.

According to the upper bound of approximation ratio (see in Section III-C), it’s sensitive to the effective coverage rate of selected cells. Suppose BSs uniformly distributed over the whole planning area, the walls located at the edge of the area
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can be covered by the least cells and these cells likely have the minimum coverage area. Searching process starts from the wall which has the least serving cells.

First, we construct a tight convex polygon $P$ to enclose all walls in $W$ as shown in Fig. 5. The work in [42] has proved that the convex polygon of a set of $n$ points can be computed in $O(n \log n)$ time. Then we select a wall $w_j$ located at the corners of $P$ and search for its serving cells $\Gamma(w_j)$ to expand the tree. According to the minimum benefit maximization strategy, we just keep a small number of, say $\kappa$, branches which provide the most covered walls in LOS links for a large-scaled search tree.

The proposed steps are as follows:
1) generate the root of the search tree with the set $W$ of uncovered walls;
2) choose the top node of untraversed nodes and an uncovered wall $w_j$ which located at the edge of the planning area;
3) search for the set $\Gamma(w_j)$ of candidate serving cells;
4) select $\kappa$ cells from $\Gamma(w_j)$ with the most walls in LOS links to expand the current tree node.
5) update the set of uncovered walls. If the coverage conditions are met, then exit; else, go on to step 2).

B. Determine the Candidate Cells

Millimeter wave suffers much higher propagation loss than microwave especially in NLOS scenarios. Considering the time consuming, we just evaluate the coverage areas where the wave can transmit in a straight line or a small number of diffractions and reflections from the cell location. On account of geometrical symmetry, the candidate serving cells of the wall $w_j$ can be found in the propagation paths started from the wall. Here, we suppose the transmitting antennas of SCs are mounted on the walls. The process can be divided into the following steps:

1) Search for the walls in LOS: compute the maximum allowed propagation distance $r$ by link budget, and then find the set $W_{LOS}$ of walls in the LOS areas taken the concerned wall $w_j$ as a center and $r$ as the maximum search radius.
2) Search for the walls in diffraction: compute the maximum allowed secondary propagation distance $r_d$ for the endpoints of every wall in $W_{LOS}$ by link budget, and then find the set $W_D$ of walls in LOS, taken the endpoints of the walls in $W_{LOS}$ as virtual transmitting sources and $r_d$ as the search radius as shown in Fig. 6. 
3) Search for the walls in reflection: compute the maximum allowed secondary propagation distance $r_f$ for every wall in $W_{LOS}$ by link budget, and then find the set $W_R$ of walls in LOS, taken the mirror points as virtual transmitting sources and $r_f$ as the search radius as shown in Fig. 6.
4) Determine the candidate serving cells: search the cells which antennas are mounted on the walls in $W_{LOS}$, $W_D$ and $W_R$, and select $\kappa$ cells covering the most walls by directional LOS links.

In the above process, the search radius can be calculated by link budget using equations (1)-(6). The key and time-consuming step is to find all walls in the LOS areas of a source, say $o$. A simple method is: take each pair of walls, test whether one blocks another, and if so, exclude the wall segments blocked. This direct algorithm obviously requires $O(|W|^2)$ running time. However, in most practical cases, the total number of blocked wall segments is much smaller than quadratic. Inspired by a commonly used sweeping algorithm, we proposed an algorithm which has a logarithmic time complexity to find the LOS walls.

Let the sector with a center $o$, radius $r_{max}$ and angle range $[\theta_b, \theta_e]$ where $0 \leq \theta_b < \theta_e \leq 2\pi$ be the search area in which we want to find the walls in LOS. All the walls intersecting or inside the sector form a wall set $W' = \{w_1, w_2, \cdots, w_{|W'|}\}$. Given the two endpoints $v^{(0)}$ and $v^{(1)}$ of any one wall, say $w_i$, we convert their Cartesian coordinates to polar coordinates centered on $o$. Without loss of generality, we set that $v^{(1)}$ is in the counterclockwise direction of $v^{(0)}$, and say that $v^{(0)}$ is the right endpoint and $v^{(1)}$ is the left one. We use an imaginary ray starting from the origin $o$ to sweep the whole sector by rotating counterclockwise from $\theta = \theta_b$ to $\theta = \theta_e$. While the sweeping ray rotates, we maintain the location sequence of walls intersected by the ray and compute the wall segments in LOS. An example of the procedure is shown in Fig. 7.

Let the length of the sweeping ray be $r_{max}$ computed by link budget, and there is a sequence of walls intersecting the sweeping ray that are denoted by the status. The nearest wall from $o$ is in LOS, while the rest are in NLOS. With the sweeping ray rotating, the status changes at the endpoint of each wall, called as event point. The algorithm exports the
Algorithm: FindWalls

Input: W: The set of walls in the planning area; SA: The swept area centered on o; Output: The set of wall segments in LOS, A

Function FindWalls(W, SA):
1 A ← Ø;
2 \( E \leftarrow \emptyset \); /* \( E \) is the event queue */
3 \( T \leftarrow \emptyset \); /* \( T \) is the status */
4 for each wall \( w \in W \) do
5       if \( w \) intersects or is inside SA then
6         insert its endpoints’ polar coordinates into \( E \);
7
8       while \( E \neq \emptyset \) do
9         select the next event point \( p \) in \( E \), and erase it;
10        \( A = A \bigcup \text{UpdateStatus}(p, T) \);
11        return \( A \);
12
13 Procedure UpdateStatus(p, T):
14       if \( p.w \) is a right endpoint then
15         insert \( p.w \) into \( T \);
16         if \( p.w \) is in the front of \( T \) then
17             compute the point where the sweeping ray intersects the wall \( w' \) behind \( p.w \), and report the last segment of \( (w', w) \) in LOS;
18             set \( p \) as the start endpoint of one new segment in LOS;
19         else
20             report one segment of \( p.w \) where ends with \( p \) in LOS;
21             compute the point \( q \) where the sweeping ray intersects the wall \( w' \) behind \( p.w \), and set \( q \) as the start endpoint of one new segment of \( (w', w) \) in LOS;
22         remove \( p.w \) from \( T \);

Lemma 1. Function FindWalls runs in \( O(n \log n) \) time for \( n \) walls.

Proof of Lemma 1. The proof is given in Appendix B.

Based on FindWalls, the function of searching for the candidate serving cells of a designated wall \( w \) is presented in SearchCandidateCells.

Lemma 2. Given a point \( o \), a set \( W \) of walls, and a set \( X \) of cells, the function SearchCandidateCells takes \( O(\|X\| \cdot |W| + |W|^2 \log |W|) \) time at worst.

Proof of Lemma 2. The proof is given in Appendix C.

C. A Dynamic Programming for Automated Cell Placement

According to the above, a dynamic programming for automated cell location selection is given in AutoDeploySites. From the CAPEX perspective, we don’t have to design a network to cover the whole entire area. The algorithm stops when it meets the specified coverage percentage.

AutoDeploySites is a recursive algorithm. Lines 1-2 test if the coverage constraint is satisfied. Lines 3-4 select the walls whose serving cells to be determined. Lines 5-7 find the candidate cells and keep \( \kappa \) cells with maximum coverage areas. Line 8 initializes the solution set. Lines 9-13 are a relaxation process that tightens the upper bound of the solution’s size in each step of recursive cycles. It’s an output-sensitive framework whose running time and approximation ratio depend on the size of the output solution. If \( \kappa = 1 \), the proposed algorithm will be, in effect, a greedy algorithm.

If a wall can be covered by several cells in the solution, we choose the cell with the highest signal level as its only server. Let \( \lambda_i \) (\( \lambda_i \leq 1 \)) be the effective coverage rate of cell \( i \) defined as the ratio between the sizes of the actual covered set and the possible covered set \( S_i \).

Theorem 2. The worst-case running time of AutoDeploySites is \( O\left(\frac{\|\mathcal{L}\| \cdot \|\mathcal{C}\| \cdot |X||W| + |\mathcal{L}||W|^2 \log |W|}{k-1}\right) \). If \( k = 1 \), the worst-case time is \( O\left(\|\mathcal{L}\| X |W| + |\mathcal{L}| W^2 \log |W|\right) \), and the upper limit of the ratio between the approximation and the optimal...
Algorithm: SearchCandidateCells

Input: \( o \): The point to be covered; \( W \): The set of walls in the planning area; \( X \): The set of all possible cells;

Output: The set of cells which can cover \( o \)

Function SearchCandidateCells \((o, W, X)\):

1. initialize the wall sets
   \[ W_{LOS} \leftarrow \emptyset, W_D \leftarrow \emptyset, W_R \leftarrow \emptyset; \]
2. compute the maximum allowed propagation distance by link budget, and construct a swept area \( SA_0 \);
   \[ W_{LOS} = \text{FindWalls}(W, SA_0); \]
3. for each wall \( w \) in \( W \)
   if two endpoints of \( w \) do
   compute the allowed secondary propagation distance by diffraction link budget, and construct a swept area \( SA_1 \);
   \[ W_D = W_D \cup \text{FindWalls}(W, SA_1); \]
   compute the mirror point \( o' \) of \( o \);
4. for each cell \( c \) in \( C \)
   compute the allowed secondary propagation distance by reflection link budget, and construct a swept area \( SA_2 \);
   \[ W_R = W_R \cup \text{FindWalls}(W, SA_2); \]
5. return the cells located in \( W_{LOS} \cup W_D \cup W_R \);

Algorithm: AutoDeploySites

Input: \( W \): The set of walls in the planning area; \( X \): The set of all possible cells; \( l_{un} \): The allowed maximum sum of all uncovered wall’s length; \( \kappa \): The maximum expanded branches’ number of a node in the search tree

Output: The set of selected cells which can cover the planning area

1. if the total length of \( W \) is less then \( l_{un} \) then
   2. return \( \emptyset \);
3. construct a convex polygon \( P \) enclosing all walls in \( W \);
4. select a vertex \( o \) at one corner of \( P \);
5. \[ C = \text{SearchCandidateCells}(o, W, X); \]
6. compute the coverage sets of all cells in \( C \);
7. remain at most \( \kappa \) cells covering the most walls in LOS;
8. \[ \Gamma_{min} \leftarrow \emptyset; \]
9. for each cell \( c \) in \( C \)
   update the uncovered wall set \( W' = W - S_c \);
   \[ \Gamma = \text{AutoDeploySites}(W', X - \{c\}, l_{un}, \kappa); \]
10. if \( \Gamma_{min} \) is \( \emptyset \) OR \( |\Gamma_{min}| > |\Gamma| + 1 \) then
11. \[ \Gamma_{min} \leftarrow \Gamma \cap \{c\}; \]
12. return \( \Gamma_{min} \);

Proof of Theorem 2. The proof is given in Appendix D.

IV. PERFORMANCE EVALUATION

A. Evaluation Scenario

We used C++ to develop our proposed cell planning framework and MATLAB to do data analysis, where 5G simulation parameters are presented in Table I. We neglect the atmospheric attenuation and foliage losses in small cells. In this section, we consider two scenarios to be planned, as illustrated in Fig. 8 and Fig. 9, respectively.

- Scenario 1: The hypothetical planning area is a \( 400 \times 400 \) m\(^2\), on which there have been 64 building blocks distributed. Each building square is 40m long, 20m wide, 15m high and randomly oriented.
- Scenario 2: we relate the proposed algorithm to a real planning scenario by considering a central urban area of Beijing city. The red polygon region to be planned is about \( 3500 \times 2000 \) m\(^2\).

Generally speaking, the antennas of BS can’t be installed anywhere, but often on roofs, walls, lampposts, bus stop boards of buildings, or that kind of places. In this work, we suppose antennas are mounted on the outer walls of buildings, as depicted in Fig. 8.

B. Results of the hypothetical scenario

We first tested the solution results for the hypothetical area which distributes very dense buildings. To avoid boundary effect, we have excluded the strips of 10m wide along the border in the test scenario. Results are reported for the outdoor coverage in the central area of \( 380 \times 380 \) m\(^2\). The aim is to determine the locations of small cells for mmW in a highly dense buildings scenario.

Fig. 10 shows the reported SC locations and heatmaps where the signal levels are depicted based on a colour palette in the deployment budget of 8 small cells. Most of all cells are located on the corners of building block which can be explained by the fact that these cells have better chances to be chosen by the proposed algorithm due to their broader sights.
We can observe that the results of the grid-based method are slightly better than the proposed method, which provide 95%, 92.5%, 89% of the planning area in good coverage quality on three different frequencies. It is indicated that our method can also achieve the coverage quality almost equal to the grid-based method and is very practical. The CCDFs of SINR have also been computed in Fig. 13, we can observe that the SINR in 94%, 94.5% and 90% of the planning area could be greater than -5dB on 28GHz, 39GHz and 60GHz respectively. Though the SINR is better on 28GHz and 39GHz than 60GHz, it is still acceptable on 60GHz.

Similar tests were applied for hypothetical environment subject to a reserve coverage percentage of 92%. The coverage constraint here refers to the percentage of covered walls computed by vector-based algorithms in the solution. The results are depicted in Fig. 14, Fig. 15, Fig. 16 and Fig. 17, where we can deduct similar conclusions. And this test was conducted under the given coverage constraint, so we did not make comparison with the gird-based method on coverage rate. However, when the frequency of the SCs increases, the density of deployed SCs also increases to counteract the effects of higher loss under the same coverage constraint. We noticed, in Fig. 16, the actual area coverage percentage is about 97% which is greater than the preset threshold 92%. It is because the coverage constraint is approximately the border coverage rate that is expected to be smaller than the area coverage rate.
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C. Discussion on algorithm efficiency

The proposed framework is composed of computations with wall blocking, coverage evaluations and a tree traversal. So, the total running time depends on the number of walls, SCs in the solution, tree node’s branches.

The relationship between the number of SCs in the solution and the number of a tree node’s branches has been generated, as represented in Fig. 18, in order to test the convergence of the algorithm. Results show that it achieves convergence within $\kappa$ less than 4 on the scale of a dozen SCs. The network size is associated with the area, the operating frequency, and the target value of network coverage quality as shown in Fig. 19. The algorithm outputs the SCs that number from a few with 0.75 of coverage rate to a dozen with 0.95 of coverage rate. Specifically, our algorithm will give the deployment of 10 small cells to meet the coverage rate of 83%-86% on 60GHz. When the coverage constraint increases to 87%, our algorithm will output 11 small cells’ deployment. The illustrated increasing curves are not smooth, since the coverage rate increases by several percentage points after adding one SC into a small planning area.

For the hypothetical scenario, the proposed algorithm based on vectors is compared to the one based on grids in running time. It ran in a physical machine with a CPU of 1.99GHz and a memory of 16GB. For the budget of 8 cells, the proposed algorithm executed 2 seconds, about 4 or 5 times faster compared to 9 seconds with 5m resolution and 29 seconds with 1m resolution from the one based on grid-map, as illustrated in Fig. 20. Much time reduction can be explained by the fact that the calculation amount of signal level evaluation by vectors is

We can observe that the results of the grid-based method are slightly better than the proposed method, which provide 95%, 92.5%, 89% of the planning area in good coverage quality on three different frequencies. It is indicated that our method can also achieve the coverage quality almost equal to the grid-based method and is very practical. The CCDFs of SINR have also been computed in Fig. 13, we can observe that the SINR in 94%, 94.5% and 90% of the planning area could be greater than -5dB on 28GHz, 39GHz and 60GHz respectively. Though the SINR is better on 28GHz and 39GHz than 60GHz, it is still acceptable on 60GHz.

Similar tests were applied for hypothetical environment subject to a reserve coverage percentage of 92%. The coverage constraint here refers to the percentage of covered walls computed by vector-based algorithms in the solution. The results are depicted in Fig. 14, Fig. 15, Fig. 16 and Fig. 17, where we can deduct similar conclusions. And this test was conducted under the given coverage constraint, so we did not make comparison with the gird-based method on coverage rate. However, when the frequency of the SCs increases, the density of deployed SCs also increases to counteract the effects of higher loss under the same coverage constraint. We noticed, in Fig. 16, the actual area coverage percentage is about 97% which is greater than the preset threshold 92%. It is because the coverage constraint is approximately the border coverage rate that is expected to be smaller than the area coverage rate.

C. Discussion on algorithm efficiency

The proposed framework is composed of computations with wall blocking, coverage evaluations and a tree traversal. So, the total running time depends on the number of walls, SCs in the solution, tree node’s branches.

The relationship between the number of SCs in the solution and the number of a tree node’s branches has been generated, as represented in Fig. 18, in order to test the convergence of the algorithm. Results show that it achieves convergence within $\kappa$ less than 4 on the scale of a dozen SCs. The network size is associated with the area, the operating frequency, and the target value of network coverage quality as shown in Fig. 19. The algorithm outputs the SCs that number from a few with 0.75 of coverage rate to a dozen with 0.95 of coverage rate. Specifically, our algorithm will give the deployment of 10 small cells to meet the coverage rate of 83%-86% on 60GHz. When the coverage constraint increases to 87%, our algorithm will output 11 small cells’ deployment. The illustrated increasing curves are not smooth, since the coverage rate increases by several percentage points after adding one SC into a small planning area.

For the hypothetical scenario, the proposed algorithm based on vectors is compared to the one based on grids in running time. It ran in a physical machine with a CPU of 1.99GHz and a memory of 16GB. For the budget of 8 cells, the proposed algorithm executed 2 seconds, about 4 or 5 times faster compared to 9 seconds with 5m resolution and 29 seconds with 1m resolution from the one based on grid-map, as illustrated in Fig. 20. Much time reduction can be explained by the fact that the calculation amount of signal level evaluation by vectors is
Fig. 10: Output cell locations and composite RSRP of 8 SCs assuming $\kappa = 4$

Fig. 11: Output cell locations and composite SINR of 8 SCs assuming $\kappa = 4$

Fig. 12: Complementary cumulative distribution function of RSRP in the deployment of 8 SCs assuming $\kappa = 4$

Fig. 13: Complementary cumulative distribution function of SINR in the deployment of 8 SCs assuming $\kappa = 4$
Fig. 14: Output cell locations and composite RSRP under the condition of 92% border coverage percentage assuming $\kappa = 4$

Fig. 15: Output cell locations and composite SINR under the condition of 92% border coverage percentage assuming $\kappa = 4$

Fig. 16: Complementary cumulative distribution function of RSRP under the condition of 92% border coverage percentage assuming $\kappa = 4$

Fig. 17: Complementary cumulative distribution function of SINR under the condition of 92% border coverage percentage assuming $\kappa = 4$
less than the one by grids. With the increase of resolution, the algorithm based on grid-map slows the efficiency down significantly.

D. Experiment of real planning scenario

After some hypothetical scenarios, we related the proposed algorithm to a real planning scenario in Beijing city. We considered one of the central urban areas where there is a high concentration of buildings. RSRP indicators of the areas in LOS and NLOS within two reflections and diffractions are to be evaluated. The signal level indoor is also calculated using the outdoor-to-indoor penetration loss modelled as [39]:

\[
PL_{\text{O2I}} = PL_{\text{outdoor}} + 5 + 0.5d_{\text{in}} + 10\log_{10}\left(0.7 \cdot 10^{\frac{(23 + 0.3f)}{10}} + 0.3 \cdot 10^{\frac{(5 + 4f)}{10}}\right),
\]

where \(PL_{\text{outdoor}}\) is given in Section II-C, \(f\) is the frequency in GHz, and \(d_{\text{in}}\) is the indoor propagation distance. The algorithm outputs 45 cells under the constraint of 90% outdoor coverage on 28GHz. We generated the images rendered with the RSRP and SINR of each pixel covered by all planned cells, as shown in Fig. 21 and Fig. 22. We noticed that cells non-uniformly distribute on the area due to the different densities of buildings in different parts. As shown, there are denser deployed cells in area B than area A. The achieved solution might not be the best one because we reserved quite limited branches (\(\kappa = 2\)) of a tree node. It might take a great amount of time for a large value of \(\kappa\) when planning a large-scaled network.

In Fig. 21 and Fig. 22, we observed that most outdoor areas get a good coverage quality, while it’s poor indoors. There exists a strong limitation of outdoor-to-indoor penetration for mmW. In this sense, planning a network with indoor coverage by outdoor mmW cells is ineffective. In Fig. 23, we generated
approaches are suggested to be applied for large-scaled scenarios. For the deployment of SCs, energy efficiency is also an important metric that needs to be considered. It is worth studying whether the proposed vector-based model can be used for the deployment of SC with energy efficiency as the optimization target. Moreover, intelligent reflecting surfaces (IRS) can reflect the incident signal after modulation intelligently which is a good solution in dense urban environments. How to use the proposed algorithm to solve the deployment problem of IRS is worthy of further investigation.

Appendix A
Proof of Theorem 1

Proof. Assume one wall is covered only by one cell. If multiple received powers of signals from more than one cell are higher than the required threshold, the one with the highest level is the only best server. Let \( S_i \) be the wall set covered by cell \( i \), then \( S_i ∩ S_j = ∅, ∀ i ≠ j \).

Given an optimal solution \( Γ_{1,K} = \{ n_1, \cdots, n_K \} \) where \( n_i \) denotes the cell number and \( Γ_{1,K} ⊂ X \), without loss of generality, we decompose the optimal solution \( Γ_{1,K} \) into two set \( Γ_{1,L} \) and \( Γ_{L+1,K} \) where \( 1 ≤ L ≤ K \). Then \( Γ_{1,L} \) and \( Γ_{L+1,K} \) are respectively the optimal solutions to cover the walls \( \bigcup_{i ∈ Γ_{1,L}} S_i \) and \( \bigcup_{i ∈ Γ_{L+1,K}} S_i \).

The above conclusion can be proved by reduction to absurdity as follows.

Suppose \( Γ' \) is the optimal solution to cover the walls \( \bigcup_{i ∈ Γ_{1,L}} S_i \), and \( |Γ'| < |Γ_{1,L}| = L \), then \( Γ'∪Γ_{L+1,K} \) is the optimal solution of the whole problem.

\[ |Γ'∪Γ_{L+1,K}| ≤ |Γ'| + |Γ_{L+1,K}| < |Γ_{1,L}| + |Γ_{L+1,K}| = K, \]

contradicting \( Γ_{1,K} \) is an optimal solution.

\( Γ_{1,L} \) is an optimal solution to cover the walls \( \bigcup_{i ∈ Γ_{1,L}} S_i \).

Symmetrically, \( Γ_{L+1,K} \) is an optimal solution to cover the walls \( \bigcup_{i ∈ Γ_{L+1,K}} S_i \).

Thus, this problem has an optimal substructure.

Appendix B
Proof of Lemma 1

Proof. Take a look first at the running time of the sub-procedure UpdateStatus. Lines 14 and 22 take \( O(\log n) \) time using operations of a binary tree. The other lines just take constant time.

The running time of FindWalls is worked out as follows.

Lines 2-4 take constant time for initial operations.
Lines 5-7 take \( O(n \log n) \) time using heapsort.
Lines 8-10 execute 2n loops. It takes \( O(n \log n) \) time as Update_Status is called once per iteration.

Thus, the total time of FIND_WALLS is \( O(n \log n) \).

Appendix C
Proof of Lemma 2

Proof.

Line 2 takes \( O(1) \) time for initial operation.
Line 3 takes \( O(1) \) time for link budget.
Line 4 takes $O(|W| \log |W|)$ according to Lemma 1 since it calls FindWalls.

The loop of lines 5-11 iterates $|W_{LOS}|$ times, not exceeding $|W|$. It takes totally $O(|W|^2 \log |W|)$ time since each iteration calls FindWalls 3 times.

The last line takes at most $O(|X| \cdot |W|)$ time.

So, The worst-case time is $O\left(|X| \cdot |W| + |W|^2 \log |W|\right)$ in all.

**APPENDIX D**

**Proof of Theorem 2**

Proof. Proof of running time:

Lines 3-4 take $O(|W| \log |W|)$ time by the algorithm of computing a convex hull in [42].

Line 5 takes $O\left(|X| \cdot |W| + |W|^2 \log |W|\right)$ time in the worst case according to Lemma 2.

Line 6 takes $O(|X| \cdot |W|)$ time in the worst case.

Lines 8-12 execute loops to expand the search tree. The number of loops depends on $\kappa$, and the depth of the tree depends on $|L|$ or $|\Gamma|$. The total number of nodes is $\sum_{i=0}^{\lfloor |L| - 1 \rfloor} \kappa^i = \frac{\kappa^{\lfloor |L| - 1 \rfloor}}{\kappa - 1}$. Thus, the worst-case running time in all is $O\left(\frac{\kappa^{\lfloor |L| - 1 \rfloor}}{\kappa - 1}(|X| \cdot |W| + |W|^2 \log |W|)\right)$. If $\kappa = 1$, the algorithm is simplified as the greedy case in which the search tree has $|L|$ nodes and the worst-case time is $O\left(|L| \cdot |X| \cdot |W| + |W|^2 \log |W|\right)$.

Proof of the approximation ratio:

Let $\Gamma^*$ be the optimal solution and $\Gamma^*$ be the family of the optimal coverage sets. Like the set-covering problem in [22], we assign a cost of 1 to each cell and distribute the cost over the walls covered by the cell. For each $w \in W$, let $c_w$ represent the cost assigned to the wall $w$. If $w$ is covered by cell $i$, then $c_w = \frac{1}{\lambda_i[S_i]}$.

Each step of Automatically_Deploy_Sites selects one serving cell and assigns a cost of 1, so

$$|\Gamma| = \sum_{w \in W} c_w. \quad (12)$$

Because $L^*$ includes all walls, each $w \in W$ is in at least one set of $L^*$. So,

$$\sum_{w \in W} c_w \leq \sum_{S \in L^*} \sum_{w \in S} c_w, \quad (13)$$

$$\therefore \sum_{w \in S} c_w \leq |S| \cdot \max \left\{ c_w : w \in S \right\} \leq |S| \cdot \frac{1}{\min \left\{ \lambda_i[S_i] : S_i \in L^* \right\}} \leq \frac{1}{\min \left\{ \lambda_i[S_i] : S_i \in L^* \right\}} \leq \frac{1}{\min \left\{ \lambda_i[S_i] : S_i \in S \right\}} \leq \frac{1}{\min \left\{ \lambda_i[S_i] : S_i \in \mathcal{F} \right\}} \leq \frac{1}{\min \left\{ \lambda_i[S_i] : S_i \in L \right\}}. \quad (14)$$

From equations (12), (13) and (14), it follows that

$$|\Gamma| = \sum_{w \in W} c_w \leq \sum_{S \in L^*} \max \left\{ |S| : S \in \mathcal{F} \right\} \cdot \min \left\{ \lambda_i[S_i] : S_i \in L \right\} \leq \sum_{S \in L^*} \max \left\{ |S| : S \in \mathcal{F} \right\} \cdot \min \left\{ \lambda_i[S_i] : S_i \in L \right\} = |\Gamma^*| \cdot \min \left\{ \lambda_i[S_i] : S_i \in L \right\} \leq \frac{1}{|\Gamma^*|} \cdot \max \left\{ |S| : S \in \mathcal{F} \right\} \cdot \min \left\{ \lambda_i[S_i] : S_i \in L \right\}.$$
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