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Aims
The number of convolutional neural networks (CNN) available for fracture detection and classification is rapidly increasing. External validation of a CNN on a temporally separate (separated by time) or geographically separate (separated by location) dataset is crucial to assess generalizability of the CNN before application to clinical practice in other institutions. We aimed to answer the following questions: are current CNNs for fracture recognition externally valid?; which methods are applied for external validation (EV)?; and, what are reported performances of the EV sets compared to the internal validation (IV) sets of these CNNs?

Methods
The PubMed and Embase databases were systematically searched from January 2010 to October 2020 according to the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) statement. The type of EV, characteristics of the external dataset, and diagnostic performance characteristics on the IV and EV datasets were collected and compared. Quality assessment was conducted using a seven-item checklist based on a modified Methodologic Index for Non-Randomized Studies instrument (MINORS).

Results
Out of 1,349 studies, 36 reported development of a CNN for fracture detection and/or classification. Of these, only four (11%) reported a form of EV. One study used temporal EV, one conducted both temporal and geographical EV, and two used geographical EV. When comparing the CNN’s performance on the IV set versus the EV set, the following were found: AUCs of 0.967 (IV) versus 0.975 (EV), 0.976 (IV) versus 0.985 to 0.992 (EV), 0.93 to 0.96 (IV) versus 0.80 to 0.89 (EV), and F1-scores of 0.856 to 0.863 (IV) versus 0.757 to 0.840 (EV).

Conclusion
The number of externally validated CNNs in orthopaedic trauma for fracture recognition is still scarce. This greatly limits the potential for transfer of these CNNs from the developing institute to another hospital to achieve similar diagnostic performance. We recommend the use of geographical EV and statements such as the Consolidated Standards of Reporting Trials–Artificial Intelligence (CONSORT-AI), the Standard Protocol Items: Recommendations for Interventional Trials–Artificial Intelligence (SPIRIT-AI) and the Transparent Reporting of a multivariable prediction model for Individual Prognosis or Diagnosis–Machine Learning (TRIPOD-ML) to critically appraise performance of CNNs and improve methodological rigor, quality of future models, and facilitate eventual implementation in clinical practice.
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Introduction
An increase in the use of artificial intelligence (AI), particularly convolutional neural networks (CNNs, which mimic human visual cortex neurones), has been observed in medical imaging.\(^1\)\(^{-}\)\(^4\) CNNs are able to process enormous volumes of data that surpass the pace of human observations, and in the field of orthopaedic trauma, CNNs have been reported to perform at the level of experienced orthopaedic surgeons and radiologists in detection and classification of distal radius, hip, proximal humerus, pelvis, and femur fractures.\(^5\)\(^{-}\)\(^11\)

Performance of CNNs is evaluated using unseen data from the same initial longitudinal dataset used for training the CNN, called the test set or internal validation (IV) set. However, characteristics of these data are identical (i.e. same hospital and time period) to those used for model development. Algorithms generally perform poorly when externally validated with datasets from different institutions.\(^12\)\(^{-}\)\(^15\) For example, in automated recognition of distal radius fractures, Blüthgen et al\(^6\) reported decreased performance using the external validation (EV) set, while performance was excellent using the IV set. To explore weaknesses and generalizability of CNNs, two techniques can be used: geographical (separated by location) or temporal (separated by time) validation (Figure 1).\(^16\)

Arguably only the former truly represents EV that allows transfer of locally trained CNNs to applications in other hospitals.\(^17\) Hence, geographical EV is considered the most stringent test of a model’s performance and an important step before clinical implementation.\(^17\)\(^{-}\)\(^19\)

Therefore, we aimed to answer the following: are CNNs for fracture recognition externally valid?; what are current methods applied for EV of CNNs for fracture recognition in the field of orthopaedic trauma?; and what are the reported performances of EV compared to the IV? To our knowledge, this is the first study to evaluate current applications of EV of CNNs used in orthopaedics for fracture detection and/or classification.

Methods
A literature search according to the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) statement\(^20\) (Figure 2) was conducted in the PubMed and EMBASE libraries for articles published between January 2010 and October 2020. The protocol was registered on PROSPERO (CRD42020216478) prior to screening the articles. Together with a medical librarian a search strategy was formulated (Supplementary Material).

Two reviewers (LOEC, AVDM) independently screened the titles and abstracts of the retrieved articles. They subsequently performed the full-text screening to check eligibility of articles with predetermined inclusion criteria. Disagreements between reviewers were solved by consulting a third reviewer (JP). Due to ambiguous
and unclear reporting of ‘external validation’ in articles found during the preliminary searches, all articles that reported the use of a CNN in orthopaedic trauma were selected for full-text review. From the full-text review, only articles that evaluated their CNN on a separate dataset—geographically or temporally—from that used during the CNN development (the “external validation”) were included.

Inclusion criteria were journal articles reporting the use of a CNN in orthopaedic trauma including a form of EV, studies published after 2010, and written in English, Dutch, French, Portuguese, or Spanish. Exclusion criteria were the use of a CNN outside of an orthopaedic trauma setting, studies evaluating robot-assisted surgery techniques, studies with mixed cohort without clear subgroup reporting, review articles, letters to the editor, meeting abstracts, technique papers, and animal and cadaveric studies.

The search strategy yielded a total of 1,349 articles. After removal of duplicates, a total of 1,102 articles were screened. Overall, 36 studies reported the use of a CNN for fracture detection and/or classification and were selected for full-text review. Of these, four studies reported a form of EV (Figure 2). Additionally, no new studies were identified after manually screening the reference lists of included studies.

Quality assessment was performed by two independent reviewers (LOEC, AVDM). Disagreement was solved through discussion with a third reviewer (JP). The Quality Assessment of Diagnostic Accuracy Studies (QUADAS) criteria, a tool designed for the assessment of published diagnostic studies in systematic reviews, was not used because it was previously considered difficult to apply in machine-learning studies.21,22 Due to lack of suitable tools assessing risk of bias for machine learning studies, we modified the Methodologic Index for NON-Randomized Studies (MINORS) instrument, commonly used to assess the quality of cohorts or case-control studies.23 The modified MINORS included the following items: disclosure, study aim, input features, ground truth, EV method, EV dataset, and performance metric. Screening and full-text review were conducted using Covidence (Veritas Health Innovation, Australia). Standardized forms were used to extract and record data (Excel v. 16.21; Microsoft, USA).

Outcome measures. To answer the primary research question, EV was defined as verification of model performance on a separate dataset, geographically or temporally, from that used for model development. To answer the secondary research question, type and characteristics of the EV set (dataset used, number of images, location and date of collection) were collected from the included articles. To answer the tertiary research question, performances of the CNN on the IV and EV datasets were collected and compared. All four studies were used to answer both secondary and tertiary research questions.

The following items were collected from all included studies: authors, year of publication, input feature (e.g. radiographs), radiological views if applicable (e.g. antero-posterior (AP)), anatomical location, output classes, ground truth label assignment, CNN model used, size, source and date of the initial dataset used for development, performance on IV set (e.g. area under the curve (AUC)), method of EV (temporal or geographical), size, source and date of EV set, and performance on the EV set (e.g. AUC).

Three studies6,24,25 reported the area under the receiving operating characteristics curve (AUC-ROC) to evaluate IV and EV performance. The AUC is a common...
metric to report CNN performance, where a value of 1.0 indicates perfect discriminatory performance, whereas 0.5 indicates a prediction equal to that of chance. One study used F1-score to evaluate model performance. The F1-score (scored between 0 and 1) is a harmonic mean of precision (positive predictive value) and recall (sensitivity), where it requires both to be high for the F1-score to be high.

**EV dataset characteristics and CNN features.** All studies addressed AI models for fracture detection. In addition, one also used localization of fractures on images. Zhou et al addressed both fracture detection and classification tasks. The values were given for both IV and EV set whenever available. Descriptive statistics such as size of the EV, training, and IV set were reported.

**Results**

To answer the primary research question, which CNNs for fracture recognition are externally valid and thus available for transfer from the developer to another hospital: four of 36 (11%) studies to date reported the use of EV (Table I).

To answer the second research question (which methods of EV for fracture recognition CNNs are currently used in the field of orthopaedic trauma), the following methodologies were identified (Table I).

CNNs deployed by Lindsey et al were trained and internally validated on 31,490 and 3,500 respective radiographs between September 2000 and March 2016, and temporal EV performed with 1,400 radiographs from July to September 2016 from the same hospital. No geographical EV was applied.

Choi et al conducted both temporal and geographical EV and used 258 patients for their temporal EV, which were collected between January and December 2018, and 95 patients collected at another hospital for their geographical EV. The CNN was trained and internally validated on 1,012 and 257 radiographs from their institution collected between January 2013 and December 2017.

The final two studies used geographical EV exclusively. Zhou et al reported the use of a total of 75 patients for the geographical EV from three different respective hospitals with the original model trained and internally validated on 876 and 98 patients respectively, while Blüthgen et al randomly selected 100 patients from the MURA dataset with the index CNN trained and internally validated on 166 and 42 patients from the authors’ local institution.

### Table I. Method of external validation, characteristics of datasets, and performance.

| Study          | Anatomical location | AI model used | Input feature and imaging direction | Output classes | Ground truth label assignment | Performance | Training set size | IV set size | EV set size | EV set type |
|----------------|---------------------|---------------|--------------------------------------|----------------|-------------------------------|-------------|-------------------|-------------|-------------|-------------|
| Lindsey et al, 2018 | Wrist*              | CNN           | Radiograph; AP, lat                  | 2              | 1 or 2 orthopaedic surgeons   | AUC 0.967   | Set 1: 1,012       | T: 1,000    | 1,400       | T: 258      |
| Choi et al, 2020  | Elbow/distal humerus| CNN           | Radiograph; AP, lat                  | 2              | 2 paediatric radiologists     | AUC 0.976   | Not performed     | T+G: 258    | G: 95       |             |
| Blüthgen et al, 2020 | Wrist/distal radius | DLSTM         | Radiograph; AP, lat, combined        | 2              | 2 radiology residents, reports, available CTs | AUC 0.902   | 524               | 100         | G          | 100         |
| Zhou et al, 2020  | Ribs                | CNN           | CT; Axial                            | 3              | 2 musculoskeletal radiologists, 2 senior radiologists, thoracic surgeon | F1 score 1: 0.863 | 876               | 30          | G           | 173         |

ED types: temporal (T), geographical (G).

* The model was also trained for the foot, elbow, shoulder, knee, spine, femur, ankle, humerus, pelvis, hip, and tibia.

†Deep learning system ViDi Suite v. 2.0 (ViDi Systems, Switzerland).

AP, anteroposterior; CNN, convolutional neural network; DLS, deep learning system; EV, external validation; G, geographical; IV, internal validation; Lat, lateral; T, temporal.
Performance of CNN on EV compared to test set. To answer the third study question on performance of CNNs for fracture recognition on test set versus EV, this systematic review yielded four studies.

Comparing the CNNs’ performance on the IV versus EV set, the following values are found: AUC of 0.967 vs 0.975 for distal radius fracture recognition,24 AUC of 0.976 versus 0.985 (temporal) and 0.992 (geographical) for paediatric supracondylar fracture recognition,25 AUC of 0.93 to 0.96 versus 0.80 to 0.89 for recognition of distal radius fractures,6 as well as an F1-score of 0.856 to 0.863 versus 0.757 to 0.840 for rib fracture recognition and classification on thoracic CT scans.27

Lindsey et al28 reported slightly improved performance (AUC 0.967 vs 0.975) upon temporal EV. Choi et al25 reported an increase of the AUC when geographically externally validated, a decrease of 10% accuracy detecting normal elbows, and an increase of 5% accuracy in detecting fractures, whereas the temporal EV set accuracy performed similarly to the IV set. Blüthgen et al26 report a decrease in performance, for which the decrease in AP view of the distal radius is statistically significant (p = 0.008 to 0.021); however, calculating p-values in comparing AUCs has limited value. In Zhou et al,27 a decreased F1-value is reported for the geographical EV sets.

Discussion
There has been a significant increase in the use of CNNs in the field of orthopaedics the past few years.1–11 Papers tout promising results, however careful evaluation of performance and clinical utility of CNNs is warranted. EV is one of the crucial steps to secure generalizability of CNNs developed to detect pathoanatomy,9,29–31 prior to implementation into clinical practice. As many studies in our field now claim to have developed CNNs that perform at least on par with radiologists and orthopaedic surgeons,6,8,24,25 we aimed to review if these CNNs for fracture recognition are indeed externally valid and thus ready for clinical application; and secondly which methods of EV were used. Just four out of 36 full-text reviewed studies report any form of EV, and three applied and tested their algorithm to a geographically different dataset. None of the current CNNs have been prospectively tested in clinical practice.

This study has several strengths and weaknesses: first, an appropriate risk of bias assessment tool currently does not exist for studies reporting the use of a CNN, therefore we modified the MINORS tool. Second, although a broad search strategy encompassing two large databases was used, potentially relevant publications or algorithms developed for commercial purposes might have been missed. Third, comparability of the diagnostic performance characteristics between studies is limited as studies developed CNNs recognizing different types of fractures, however this factor did not affect answering our research questions.

Although EV of CNNs for fracture recognition is scarce in orthopaedic trauma, authors of four included studies did stress the importance of EV.6,24,25,27 They discussed the use of EV in evaluating CNNs, to discover generalizability and real-world performance. Indeed, EV evaluates the performance of CNNs in a different clinical context, a crucial step prior to implementation in clinical practice.18 In other fields of medicine, this step is believed to be paramount before translation to clinical practice.30 EV is considered the sequel to IV in evaluating a model, as it addresses transportability, rather than reproducibility.32 The effect of factors, such as differences in demographics, operator-dependent radiological variances (for example, angle, rotation, and radiation dosage when performing a radiograph or CT), and brand and quality of radiograph machines on performance of the CNN need to be evaluated before one can transport any CNN to another institution.18,31 This is highlighted by Raisuddin et al,34 who advocate for in-depth analyses of artificial intelligence models, as reported in their paper where their model had great performance on radiographs from the general population, but significantly reduced performance on cases that were deemed hard for diagnosis by clinicians.

In general, true model performance as tested via EV is lower than the performance assessed with the dataset used for model development.13,35,36 In this review for fracture detection and classification, studies conducting temporal EV reported similar or slightly improved performance compared to the IV set.24,25 In contrast, studies using a geographically split dataset reported a decrease in performance with use of EV,5,25,27 indicating the superiority of geographical over temporal validation. Blüthgen et al5 explains that the decrease in performance observed indicates that the “variance” in images differed significantly between the IV and geographical EV sets, emphasizing the importance of geographical EV.

Not only variances in data, but also variation in labelling, can lead to varying performance: label noise can severely impact performance of CNNs,37 and radiology reports are often based on only one observer.38 In addition, these reports can have a variety of expertise and accuracy depending on who interprets the images.24 Data labelling performed by a single expert carries significant risk of developing a biased CNN, catered to the opinion of one observer. Expert consensus can also be used, based on the assumption that agreement implies accuracy.39 Nonetheless, limited availability of qualified experts to provide accurate image labels is a challenging problem when developing CNNs.38 Although the input of experts—especially regarding evaluation of model predictions—is imperative to ensure clinical accuracy and relevance, reference standards such as follow-up imaging and surgical confirmation are considered the most
accurate method to train CNNs. However, these are not always available, especially in simple fractures.

Although the importance of and need for EV is highlighted by many studies, this review shows that EV of fracture recognition CNNs remains scarce. In addition, there is a lack of uniformity in the method of conducting and reporting of EV, such as defining ground truth. We therefore recommend readers to be cautious in interpreting performance when evaluation is limited to an internal or temporal validation set—as performance may vary when encountering data with different characteristics—and ideally geographical EV should be used to assess ‘true’ performance and generalizability. In addition, we advise the development and use of standardized methodology such as the recently published statements like the Clinical Artificial Intelligence Research (CAIR) checklist, Standard Protocol Items: Recommendations for Interventional Trials – Artificial Intelligence (SPIRIT-AI), and CONsolidated Standard for Reporting Trials – Artificial Intelligence (CONSORT-AI).

Several announced statements are still in development, like the Transparent Reporting of a Multivariable Prediction Model for Individual Prognosis or Diagnosis–Machine Learning (TRIPOD-ML) and the Standards for Reporting Diagnostic Accuracy –Artificial Intelligence (STARD-AI). Using these standardized statements will improve methodological rigor, quality of future models, and facilitate eventual implementation in clinical practice.

Take home message
- We recommend readers to be cautious in interpreting performance when evaluation is limited to an internal or temporal validation set — as performance may vary when encountering data with different characteristics — and ideally geographical external validation should be used to assess ‘true’ performance and generalizability.

Twitter
Follow University Medical Centre, University of Groningen @umcg
Follow University of Groningen @univgroningen
Follow Flinders University @Flinders
Follow Danderyd University Hospital @Danderydssjukh

Supplementary material
- Full search strategy as performed for the PubMed and Embase databases.
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