Revealing the Role of Divergent Thinking and Fluid Intelligence in Children’s Semantic Memory Organization
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Abstract: The current theories suggest the fundamental role of semantic memory in creativity, mediating bottom-up (divergent thinking) and top-down (fluid intelligence) cognitive processes. However, the relationship between creativity, intelligence, and the organization of the semantic memory remains poorly-characterized in children. We investigated the ways in which individual differences in children’s semantic memory structures are influenced by their divergent thinking and fluid intelligence abilities. The participants (mean age 10) were grouped by their levels (high/low) of divergent thinking and fluid intelligence. We applied a recently-developed Network Science approach in order to examine group-based semantic memory graphs. Networks were constructed from a semantic fluency task. The results revealed that divergent thinking abilities are related to a more flexible structure of the semantic network, while fluid intelligence corresponds to a more structured semantic network, in line with the previous findings from the adult sample. Our findings confirm the crucial role of semantic memory organization in creative performance, and demonstrate that this phenomenon can be traced back to childhood. Finally, we also corroborate the network science methodology as a valid approach to the study of creative cognition in the developmental population.
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1. Introduction

Creativity is a central component of cognition which allows improvement in all knowledge domains, thus ensuring the flourishing of our civilization. For decades, scholars have focused on the role of creativity in developmental age and education (e.g., Guilford 1967; Lewis 2009), documenting it as a predictor of successful achievement in academic performance and future workplace performance (Torrance 1981, 1972; Gajda et al. 2017). Creative thinking has also been shown to play a key role in everyday problem solving (Wallas 1926; Runco 1994). Ergo, creative thinking abilities have been recognized as one of the major competences for the 21st century, within education and beyond (Donovan et al. 2014; Ritter and Mostert 2017). These elements make the study of children’s creativity profoundly meaningful to developmental and educational scientists (Plucker et al. 2004). Considering the relevance of this ability to human progress, we still lack a critical understanding of what makes certain people more creative than others, and this is especially true for children.

The current theories agree in seeing semantic memory—the human memory system that stores semantic concepts—as a crucial element for creative thinking, and as being involved in both bottom-up and top-down cognitive processes (Abraham and Bubic 2015; Beaty et al. 2014;
Siew et al. 2019; Kenett and Faust 2019). Furthermore, the memory structure of highly creative and intelligent individuals seems to account for efficient information processing, balancing between a rigid and chaotic semantic structure, which in turn may lead to efficient and adaptive solutions to a given problem (Faust and Kenett 2014). Notably, research has largely focused on adult samples without offering clarification on the ways in which individual differences in creativity affect the structure of semantic memory among children. Therefore, in the present study, we aimed to investigate the relationship between divergent thinking (a bottom-up process), fluid intelligence (a top-down process) and semantic memory organization in children.

1.1. Creativity Synergistically Relies on Bottom-Up and Top-Down Cognitive Processes

Creative cognition has traditionally been considered to be an associative process (Mednick 1962), enabling the production of novel (i.e., original, unusual, unexpected) and also useful (i.e., valuable, adaptive, appropriate) ideas (Stein 1953; Runco and Jaeger 2012; Diedrich et al. 2015). The dual-process model of creativity (Benedek and Jauk 2018) conceptualizes creative cognition as being constituted by two distinct types of thinking. In this model, as the hallmark of creativity, divergent thinking (henceforth, DT) is defined as the capacity to generate many (fluency), highly variable (flexibility), original solutions to a given problem (Acar and Runco 2014). DT has been attributed to spontaneous thought, defocused attention, and the facilitation of free-association through decreased latent inhibition (Carson et al. 2003). In experimental settings, DT is usually measured as a means of the capacity to perform open-ended tasks where there are multiple solutions to a given problem (Guilford 1950). Nevertheless, as an essential component of general intelligence, fluid intelligence (henceforth, Gf) is defined as a deductive process involving the systematic application of rules in order to draw logical conclusions (Pyrty 1998; Eysenck and Thurstone 1973; Vernon 1983; Lee and Therriault 2013). It relies on executing goal-directed behavior, and it is commonly assessed by close-ended problems that have a single correct solution (Gottfredson 1997; Guilford 1959). Gf has also been found to be associated with fluency (Batey et al. 2010), original performances on DT tasks (Benedek et al. 2012; Silvia and Beaty 2012; Forthmann et al. 2019; Jung and Haier 2013; Karwowski et al. 2016), and the adoption of creative strategies (Nusbaum and Silvia 2011).

Several studies related DT to cognitive flexibility both in adults (Pan and Yu 2018; Benedek et al. 2012) and children (Krumm et al. 2018). Indeed, the flexibility of thought facilitates the production of innovative ideas by switching from one concept (or category) to another and forming remote connections (Pan and Yu 2018). The development of DT in children has been a well-studied topic in the field of education for more than fifty years (Smith and Carlsson 1985; Kim 2011). However, the empirical findings regarding children’s creativity have not been consistent in the literature (Gralewski et al. 2017; Said-Metwaly et al. 2020). For pre-schooled children (2 years old) (Bijvoet-van den Berg and Hoicka 2014), the individual differences in DT performances seem to increase across grade levels (e.g., Sak and Maker 2006), and tend to continue until about age 40, followed by a “systematic maturational declines” (McCrae et al. 1987). Other studies, however, have reported that DT follows an irregular developmental trajectory with significant drops (e.g., Charles and Runco 2001; Kim 2011), especially between the ages of 8 and 10, when logical thinking becomes fully functional (Torrance 1968; Charles and Runco 2001). In regard to Gf, a study found positive associations between creativity and Gf in children aged from 8 to 14 years, as measured by the Verbal TTCT and both the Kaufman Brief Intelligence Test and Raven’s Standard Progressive Matrices (SPM) (Krumm et al. 2014). Another recent work investigated the role of executive function on creativity, demonstrating that—after controlling for the children’s level of intelligence—some specific executive functions, such as shifting and inhibition, make a significant contribution to creativity (Krumm et al. 2018). Consequently, the current theories mainly agreed in seeing creative cognition as either a bottom-up or top-down cognitive process (Beaty et al. 2014). On the one hand, the bottom-up process suggests that differences in creative cognition can be mediated by changes in the structure and access to concepts within the semantic memory (Kenett et al. 2014; Kenett et al. 2016a; Rossmann and Fink 2010; Schilling 2005; Mednick 1962;
The bottom-up account of creative cognition relies on a distinguished model in the literature coined by Mednick, the so-called “associative theory of creativity” (Mednick 1962). In this framework, the author advocates that the concepts’ hierarchy in the semantic memory of creative individuals is more “flat” (more associations and weak links) rather than “steep” (fewer and stronger associative links), which enable to perform faster remote associations as compared to less creative individuals (Kenett 2018; Rossmann and Fink 2010; Kenett et al. 2014; Mednick 1962). The top-down process, on the other hand, taps individual differences in creative cognition within the ability to exert control over attention (Beaty et al. 2017, 2014; Nusbaum and Silvia 2011), and it relates to convergent thinking, executive functions, and particularly fluid intelligence (Benedek et al. 2014; Jauk et al. 2013; Frith et al. 2019; Silvia 2015; Prabhakaran et al. 2014; Silvia and Beaty 2012; Nusbaum and Silvia 2011; Lee and Therriault 2013). Supported by the executive theory of creative thought, the top-down process is thought of as being preponderant during the selection and evaluation of an idea, allowing a more efficient memory retrieval and implementation (Beaty and Silvia 2012; Dietrich 2004; Benedek et al. 2014; Krumm et al. 2018), and mediating switching ability (Nusbaum and Silvia 2011), shifting (Lee and Therriault 2013), and updating (Beaty et al. 2014). Although the bottom-up and top-down processes appear to be competing, a growing body of research indicates that both processes synergistically contribute to creative ability (Benedek et al. 2014; Benedek and Jauk 2018; Frith et al. 2019). Crucially, the structure of the semantic memory represents a shared fundamental element of both processes (Abraham and Bubic 2015; Beaty et al. 2014; Siew et al. 2019; Kenett and Faust 2019).

1.2. Small-World Structure of Semantic Memory

Semantic memory is a human memory system that stores semantic categories and concepts, generalizing across distinct facts from our lives, independent of time or context (McRae and Jones 2013; Patterson et al. 2007). According to the spreading activation model of Collins and Loftus (Collins and Loftus 1975), the semantic memory space is constituted by concepts (words) as nodes and edges defined by the strength of shared associations. Thus, nodes are connected according to a principle of semantic similarity, i.e., the greater the semantic proximity between the concepts and the force connecting them, the more the semantic correlation increases while their distance reduces (Collins and Loftus 1975). Currently, Network Science approaches represent a reliable and well-established tool which enables us to quantitatively analyze the role of semantic memory at a cognitive level. Network Science has been applied by an increasing amount of research in the cognitive domains (e.g., Baronchelli et al. 2013; Collins and Loftus 1975; He et al. 2020; Patterson et al. 2007; Siew et al. 2019). One of the models that is used the most in order to examine complex systems is the Small-world Network model (SWN) (Kleinfeld 2002; Watts and Strogatz 1998). Small-world networks are considered efficient because they allow fast communication between any two nodes in a network even though they have few edges (Humphries and Gurney 2008). The main features of SWN include:

1. The clustering coefficient (CC), which suggests that nodes that are near-neighbours tend to co-occur and to be related. A higher level of CC denotes a better local organization, showing more interconnection within the network.

2. The Average Length of the Shortest Path (ASPL), which indicates the quantity, on average, of the shorter steps between two pairs of nodes. ASPL also characterizes the strength of the association, which is a key factor in the spread of the activation (Anderson 2013; Siew et al. 2019; Kenett 2018); thus, a lower ASPL might improve the chances of reaching a wider number of connections.

3. The modularity index (Q) allows us to quantify the ways in which a network is divided into sub-networks; the larger the modularity the better the network breaks apart into sub-communities (Newman 2006; Fortunato 2010).

4. Finally, the ‘small-world-ness’ measure (S) can be considered to be an index of a network’s efficiency, flexibility and chaos. A small-world network is characterized by high local connectivity (higher CC) and short global distances between nodes (lower ASPL). Therefore, the S measure can be quantified as the ratio of a network’s CC over a network’s ASPL (Humphries and Gurney 2008).
providing efficient diffusion searching and a more efficient information retrieval through semantic space (Marupaka and Minai 2011; Anderson 2013). Semantic memory structure has been posed in a continuum between rigidity (order) and flexibility (chaos) modelling thought processes. On the one end of this continuum is an extreme state of rigidity, as seen in the semantic network of people with high-functioning autism (Kenett et al. 2016b). By contrast, exceedingly small-world-ness properties of the network may contribute to more improper associative relations, raising the likelihood of chaos (Spitzer 1997; Faust and Kenett 2014). Therefore, small-world networks seem to account for efficient semantic processing via a balance between rigid and chaotic semantic structures (Faust and Kenett 2014).

The SWN model has already offered valuable insights into the nature of language (Siew 2018; Steyvers and Tenenbaum 2005; Cancho and Solé 2001), language acquisition and development (Beckage et al. 2011), memory retrieval (Zemla and Austerweil 2019), information organization (Borge-Holthoefer and Arenas 2010; Deyne et al. 2019), learning (Karuzo et al. 2016), and across an individual’s lifespan (Zortea et al. 2014; Wulff et al. 2019). In this context, previous studies have provided evidence towards changes in the semantic memory organization across and individual’s lifespan, pointing out that children tend to have distinct semantic memory profiles compared to those of adults (Wulff et al. 2018; Beckage et al. 2010; Dubossarsky et al. 2017; Wulff et al. 2019; Zortea et al. 2014). Broadly, these researchers suggested that, whilst the size of the network seems to be increasing throughout life up to adulthood (Beckage et al. 2010), children’s networks seem to show fewer nodes, connections and clusters, and longer ASPL (Dubossarsky et al. 2017; Wulff et al. 2019; Zortea et al. 2014).

1.3. Semantic Memory Structure, Divergent Thinking Creativity and Fluid Intelligence

Concerning creativity, a limited but growing number of studies are examining the role of the semantic memory structure using small-world network models (Kenett and Faust 2019; Kenett et al. 2014; Schilling 2005; Marupaka et al. 2012). A few studies have examined the ways in which variations in semantic memory structure lead to individual differences in creativity and fluid intelligence (Gray et al. 2019; Benedek et al. 2017; Kenett et al. 2016a; Kenett et al. 2014). One of the first, albeit recent, empirical works that has shed light on these relations using network science methods comes from Kenett et al. (Kenett et al. 2014). The authors used a group-based Network Science approach (Kenett et al. 2013) which provided empirical evidence for the associative theory of creativity (Mednick 1962). In their study, low and high creative ability individuals’ groups underwent a free association task on 96 words. The semantic networks of the groups were estimated and compared, computing edges between the pairs of nodes on the overlap of the associative responses generated to each of them. As a result of the analysis, the semantic memory networks of the individuals with high creative ability were more flexible, showing higher CC, shorter ASPL, lower Q, and a higher S compared to the networks of the low creative individuals (Kenett et al. 2014). The flexible properties of the creative semantic network were interpreted by the authors as enabling more efficient retrieval strategies when connecting remote associations, via clustering (high CC) and switching (low ASPL) processes. Particularly, a shorter ASPL may provide a quicker exploration within the network for remote semantic concepts. In this regard, a number of studies offered strong evidence that highly creative individuals use efficient search processes that reach further and weaker connected concepts (Kenett and Austerweil 2016; Gray et al. 2019; Rossmann and Fink 2010). Additionally, researchers gained even more evidence about the flexible properties of the creative semantic memory structure from a study that probed the robustness of the network with response to targeted attacks within a percolation theory framework (Kenett et al. 2018). The semantic network structure of highly creative people resulted in higher robustness to percolation analysis, highlighting the flexible properties of the network of high creative ability individuals as compared to low creative ability individuals (Kenett et al. 2018).

Notably, a recent study examined the relationship of Gf, creative ability and semantic memory structure (Kenett et al. 2016a). In that study, a semantic verbal fluency task was administered to the participants, and was used to construct the semantic networks at a group level. The participants
were divided into two groups based on their performance on intelligence and creativity measures. As a result of the comparison for all of the groups, the analysis revealed that, although Gf was more related to the structural properties of the semantic network (higher ASPL and Q values), creativity was more related to the flexible properties of the network (higher S value and lower Q values). Crucially, the group with higher creativity and intelligence was found to be characterized by both the flexible and structured properties of the lexical network. The reported results provided support for previous research that revealed that individuals with low latent inhibition and high IQ demonstrate a remarkable creative performance (Carson et al. 2003). Even more so, their results contributed to the validation of the ‘controlled chaos’ theory of creativity (Bilder and Knudsen 2014) by probing its flexible, chaotic property (accounting for originality), and its constrained, structured property (accounting for appropriateness) (Kenett et al. 2014; Siew et al. 2019; Faust and Kenett 2014; Kenett et al. 2016b). Finally, the above-mentioned results were partially replicated by Benedek and colleagues (Benedek et al. 2017), who implemented a novel method for the construction of individual semantic networks based on relatedness ratings. The authors found that the DT creativity networks exhibited stronger clustering with shorter average distances between concepts (indicating higher small-world-ness) and lower modularity. On the other hand, no significant association of semantic memory and Gf was found in this experiment, possibly because—as suggested by the authors—an expedited version of the Gf task was used. To summarize, these studies, although preliminary, acknowledge a variation in semantic memory structure due to the contribution of individual differences in creativity and intelligence, with creativity being more involved in a flexible and chaotic organization (higher S and lower Q) and intelligence being associated with a more rigid structural property of the semantic network (higher Q and ASPL).

1.4. The Present Study

The above-mentioned studies point out evidence that both DT (bottom-up) and Gf (top-down cognitive) are fundamental components of creative thinking, in children as well as in adults. However, while the foregoing research offered profound insights regarding the relationship between bottom-up/top-down cognitive processes and the semantic memory structure, these studies have mainly focused on the adult population and, to our knowledge, there are no studies that have been carried out with children. Moreover, given the differences between the semantic memory of adults and children, and the developmental nature of the children’s creativity and cognitive functions (Arán Filippetti and Krumm 2020; Diamond 2013), the investigation of these constructs in childhood becomes important, as their configurations could be different from those proposed for adults. Thus, the present study aimed to examine the ways in which DT (bottom-up process) and Gf (top-down process) are related to the structure of semantic networks in children. Here, DT was assessed using the well-known Alternative Uses method (Torrance and Presbury 1984), and Gf was evaluated using the Standard Progressive Matrices (SPM) (John and Raven 2003). We divided the sample in half to form groups of high and low DT and Gf groups, respectively. We constructed the semantic memory networks based on participants’ responses in a verbal fluency task, and we examined it using Network Science methodology at the group level (Kenett et al. 2013).

Hence, if the organization of children’s semantic memory is comparable to that of adults, we hypothesized that the semantic network of the highly creative children group tends to have a structure that is more interconnected but less structured (shorter ASPL and higher CC), with higher flexible and chaotic properties (higher S and lower Q) compared to the less creative group. These predictions would be in line with the previous findings that support the bottom-up account of creativity (Kenett et al. 2014; Kenett et al. 2016a; Mednick 1962; Rossmann and Fink 2010; Schilling 2005; Kenett and Faust 2019). According to the top-down account (Unsworth et al. 2011; Benedek et al. 2017; Kenett et al. 2016a; Faust and Kenett 2014), however, we expected to find a more structured and rigid (longer ASPL and higher Q) semantic network in the higher intelligence group than in the lower intelligence group.
2. Materials and Methods

2.1. Participants

The participants were recruited from a primary school in Rovereto (Italy). Out of 61 healthy volunteers, 58 native language speakers were included in the analyses, the mean age was 10.01 years (SD = 0.31), and 55.2% were male. The experiment was conducted in the classroom (completed in groups of ~20 participants) under the supervision of the authors; the participants were spaced apart. The behavioural measures were administered as a paper and pencil task. All of the participants and their parents gave written informed consent. The study protocol was approved by the Human Research Ethics Committee of the University of Trento.

2.2. Behavioural Measures

2.2.1. Vocabulary Knowledge

The subscale ‘Verbal meaning—words’ from the Primary Mental Abilities (PMA) test (Eysenck and Thurstone 1973) was chosen as a measure of vocabulary knowledge. The children were presented with a list of 13 words, and were asked to choose—among four alternatives—the word with the same meaning. The correct responses were summed up to give a final score of the vocabulary knowledge.

2.2.2. Written Words per Minute (WPM)

Words per minute were used as a measurement of the children’s writing speed. Studies compiled by (Amundson 1995) showed that copying rates using handwriting at the end of elementary school, at the 5th and 6th-grade level, are about 10 to 12 WPM. Here, all of the participants copied a standard sentence in their best handwriting repeatedly for one minute. The sentence is taken from the speed-copy subtest of the DGM-P (DGM-P: graph-motor and postural difficulties of handwriting test) (Borean et al. 2012): “L’elefante vide benissimo quel topo che rubava qualche pezzo di formaggio” [The elephant saw very well that mouse stealing some pieces of cheese]. Illegible words, the final word (if it was incomplete), and punctuation marks were excluded from the score.

2.2.3. Semantic Verbal Fluency (SVF)

A widely used neuropsychological measure that identifies the ability of lexical control and the structure of semantic memory is semantic verbal fluency (Ardila et al. 2006). This test requires the generation of words according to a specific semantic category. Among the different semantic categories previously used in the literature to test SVF, that of “animals” appears to be the most frequently-used, as it is linked to its frequent early and extensive knowledge, with a well-defined taxonomy showing minor differences across different languages (Goñi et al. 2011). According to the standard procedure, the participants had one minute to generate as many animal category members as they could think of. For each participant, repetitions and non-category members were excluded from further analyses.

2.2.4. Divergent Thinking (DT)

Divergent thinking tests measure the ability to generate multiple different solutions (Carroll and Guilford 1968), and are widely used to test creativity (Cropley 2000; Torrance and Presbury 1984). The most-used task in the literature is the Alternative Uses Task (AUT) (Torrance and Presbury 1984). In it, the participants were asked to list as many different and creative uses for the object “brick” as they could think of. Creative performance during the AUT is reflected in an Overall Divergent Thinking (ODT) index, which is calculated by scoring the participants’ performance on three major scales: Cognitive Flexibility: this measures the number of different categories of ideas, and corresponds to the number of different concept categories that a person uses (Amabile 1983). Here, in designing the list of concept categories for the word “brick”, two trained raters collaborated. Thus, each rater allocated each idea produced by the participants to one concept category from a predefined list. Subsequently,
one of the raters assigned each idea to a category on the predefined list of concept categories. Finally, the overall number of distinct categories used by each participant was determined.

Fluency: this is a measure of creative production representing the total number of ideas generated. In order to assign a fluency score, the total number of complete and non-redundant ideas from a participant are included.

Creativity: recently, and in part motivated by Amabile’s Consensual Assessment Technique (CAT) (Amabile 1983), researchers have advocated the use of subjective scoring approaches, according to which a panel of experts rates the generated uses directly on creativity (Scott et al. 2004). Here, two trained raters performed the creativity score for each idea, ranging from not at all creative (=1) to very much creative (=5). In scoring creativity, we considered the two essential criteria for the generation of creative ideas: novelty and usefulness. Each idea was scored as the average given by the raters. The inter-rater reliability of the ratings was calculated using intraclass correlation coefficient (ICC) analysis for consistency. There was a substantial agreement between the two raters using the two-way random effect models (ICC = 0.71). A creativity sum score was calculated per participant by adding up the scores of the ideas a participant generated. According to previous studies (e.g., Dreu et al. 2012; Jung et al. 2015), the use of a sum score is based on the assumption that creativity increases with the number of ideas produced (Osborn 1963; Beaty and Silvia 2012). Since the creativity index can be correlated with fluency, as the number of ideas might be a confounder of the ideas’ quality, mean scores were calculated for each participant by dividing the creativity index score by the fluency score.

Along the same line, the overall divergent thinking score (ODT) was calculated by adding up the creativity sum score divided by fluency and cognitive flexibility (Ritter and Ferguson 2017).

2.2.5. Fluid Intelligence (Gf)

The Standard Progressive Matrices (SPM) (John and Raven 2003) are one of the most frequently used and well-validated tests for the measurement of fluid intelligence (Gf); they are composed of 60 items divided into 5 series of 12 items each. Each item requires the completion of a series of figures with the missing one, compared to a presented model, and according to a criterion of increasing difficulty. The model figures include graphic patterns that change from left to right and from top to bottom; the participant must understand the underlying logic and apply it in order to reach the solution.

2.3. Data Analysis

2.3.1. Group Construction

Since an unbalanced sample size between the experimental groups could produce uncorrected results, as in previous studies (Kenett et al. 2016a) the participants were divided based on the median of either the DT or Gf score. This method allows us to include the same number of participants in the two groups (low vs. high) for each independent variable (DT and Gf). In the output, we had two different groups for DT and for Gf, respectively: low DT; high DT; low Gf; high Gf.

2.3.2. Unique Word-Associations

The numerical difference of unique responses generated by each group was examined using McNemar’s chi-squared test (Agresti 2003). The total number of unique responses within each group were summed-up; its greater number might suggest a greater depth of knowledge for the semantic category of animals (Christensen et al. 2018).

2.3.3. Semantic Network Construction

The semantic fluency data were analyzed through the implementation of a network science approach recently developed by Kenett and colleagues (Kenett et al. 2013) which has been applied extensively (Borodkin et al. 2016; Christensen et al. 2018; Kenett et al. 2016a; Kenett et al. 2014). In this framework, the data are modelled as a network in which the nodes represent the concept (e.g., dog)
and edges represent associations between two concepts. This association reflects the trend of the participants to generate a word “b” (e.g., cat) given that a word “a” is generated (e.g., dog). Notably, the following approach cannot examine networks as individual differences among participants; instead, it is able to examine the group-based general difference of the network structure, based on how often the responses co-occur across the groups (Kenett et al. 2013). The whole semantic network analysis pipeline is described below. First, during the preprocess, we excluded idiosyncratic responses and non-words. Next, we controlled for other possible confounders (i.e., converted plural words into singular), and finally we translated the word responses in English from Italian. In order to analyze the dataset, we first standardized the data into a matrix $j \times i$, with each column representing the unique word responses (e.g., dog) given by the entire sample, and with each row containing all the responses of a single participant. In this way, the participants’ responses were encoded as 1 when participant $j$ provided the word $i$, and 0 when that participant did not. Next, we created four different matrices according to the respective groups of low/high DT and low/high Gf. All of the unique animal responses were equated between the low and high groups of DT and Gf separately. Here, only the responses generated by two or more participants in both groups were included (Kenett et al. 2013, 2016). This step allows us to compare the networks since they are constructed with the same nodes, thus controlling for confounding factors (e.g., differences in nodes or edges) (Christensen et al. 2018; Wijk et al. 2010). Thus, we constructed a word-correlation matrix between all the pairs of words for each group. Here, we applied the cosine similarity measure with the following formula (using the SemNeT package; (Christensen and Kenett 2019) https://github.com/AlexChristensen/SemNeT):

$$\cos = \frac{\sum_{j=1}^{n} A_j B_j}{\sqrt{\sum_{j=1}^{n} A_j^2} \sqrt{\sum_{j=1}^{n} B_j^2}},$$

where $A_j$ indicates the column of response $a$, and $B_j$ indicates the vector of response $b$. Despite the fact that Pearson’s correlation was used in prior work (Kenett et al. 2014; Kenett et al. 2016a), we followed the reasoning of Christensen and colleagues (Christensen et al. 2018) according to which the resulting associations using the cosine similarity are all positively valued (ranging from 0 to 1), giving the advantage of not assuming a negative association between two responses. The obtained word similarity matrix is an $n \times n$ adjacency matrix of a weighted, undirected network, where $n$ depicts the nodes (word responses) and the cells depict the similarity between all of the pairs of words. In order to overcome the loss of information given by spurious associations, we used the Triangulated Maximally Filtered Graph (Massara et al. 2016) method which, in the construction of a sub-network, is able to remove spurious connections and retain high correlations within the original graph (Kenett et al. 2011). The TMFG filtering method was applied using the ‘NetworkToolbox’ package (Christensen 2019; Kenett et al. 2014) in R (Rstudio Team 2020). Finally, we further binarized each group-similarity network in order to obtain an unweighted, undirected network.

2.3.4. Network Measures Estimation and Validity

The following network parameters were calculated for each network using the SemNeT (Christensen and Kenett 2019) and NetworkToolbox (Christensen 2019) packages in R: the clustering coefficient (CC) (Watts and Strogatz 1998) the average shortest path length (ASPL), the modularity index (Q) (Newman 2006), and the small-world-ness measure (S) (Humphries and Gurney 2008). Based on previous studies (Borodkin et al. 2016; Christensen et al. 2018; Kenett et al. 2014), we empirically examined the validity of our findings by applying two reciprocal approaches. Firstly, in order to statistically test whether the network parameters did not result from the null hypothesis of a random network, several Erdős–Rényi random networks were simulated ($N = 1000$) with the same number of nodes and edges for each network group (Erdos and Rényi 2011). For these random networks, we calculated all of the network measures (CC, ASPL, Q and S). Thus, we used a one-sample Z-test to
compare each random reference distribution with the network measures for each group. Secondly, in order to compare low and high DT and low and high Gf networks, we simulated many partial random networks by applying the bootstrap method (Efron 1979). Unlike others, the bootstrap method does not rely on any statistical assumptions, but rather on computational ability to simulate data (Shalizi 2010), giving to this method a more significant strength. The bootstrap procedure (without replacement Bertail 1997; Shao 2003) consists of the random selection of half of the responses (nodes) of each semantic network to construct partial sub-graphs and compute the network measures for each sub-graph. In this way, two networks were considered different from each other if any sub-network, consisting of the same nodes in both networks (low vs. high), is also different. Thus, this approach enables the statistical analysis of the difference between any network pair. Furthermore, we analyzed the reliability of this method through the construction of graded partial semantic networks for each group by selecting 60%, 70%, 80%, and 90% of the nodes (Epskamp et al. 2018). We simulated 1000 realizations for each graded partial network and each group, calculating different measures, for the DT networks (CC, ASPL, Q, and S) and for the Gf (ASPL, Q). Here, we applied an independent t-test of these measures for each graded partial bootstrapped network, comparing the low vs. the high DT networks and the low vs. the high Gf networks separately, using the respective measures of interest.

3. Results

3.1. Correlation Analysis of the Overall Divergent Thinking (ODT)

In order to examine the relations between the divergent thinking measures, we conducted a Spearman correlation analysis between the ODT and the other indices’ scores. Since the AUT variables Fluency, CreativitySum, and Flexibility were skewed, we computed the log-transformation on these scores. The results revealed a comprehensive positive significant correlation with all being \( p < 0.001 \), as shown in Table 1. This finding positively relates the ODT index to cognitive flexibility, fluency, and the raters’ score of creativity.

| AUT Variables | Flexibility | Fluency | CreativitySum | ODT |
|---------------|-------------|---------|---------------|-----|
| Flexibility   | -           | 0.76 ***| 0.80 ***      | 0.94 ***|
| Fluency       | 0.76 ***    | -       | 0.95 ***      | 0.70 ***|
| CreativitySum | 0.80 ***    | 0.95 ***| -             | 0.83 ***|
| ODT           | 0.94 ***    | 0.70 ***| 0.83 ***      | -   |

Note. (***) \( p < 0.001 \).

3.2. Groups Construction Based on Fluid Intelligence (Gf) and Divergent Thinking (DT) Scores

We divided the starting pool of 58 participants based on the median of either their ODT (DT) or SPM (Gf) score and obtained two groups of 29 individuals each, depending on the selected variable. The two groups of low vs. high DT and low vs. high Gf did not differ significantly in age, gender, vocabulary knowledge, or written words per minute. Nevertheless, they differed significantly as to the respective independent variable (Gf/DT), in that the high DT group had significantly higher scores on the ODT measure compared to the low DT group (\( t = 11.464, p = < 0.001, d = 3.01 \)), while the high Gf group had a significantly higher score on the fluid intelligence measure (SPM) compared to the low Gf group (\( t = 10.224, p = < 0.001, d = 2.68 \)). The descriptive statistics and t-test results are presented in Table 2.
Table 2. Descriptive and inferential statistics of the groups’ dependent variables.

| Variables | Low (N = 29) | High (N = 29) | t (p) | Low (N = 29) | High (N = 29) | t (p) |
|-----------|--------------|---------------|-------|--------------|---------------|-------|
| WPM       | 11.03 (2.03) | 10.65 (1.61)  | -0.789 | 10.48 (1.94) | 11.21 (1.66)  | 1.53  |
| VOC       | 13.1 (1.45)  | 13.24 (1.12)  | 0.405  | 13.03 (1.45) | 13.31 (1.10)  | 0.814 |
| SVF       | 9.86 (1.41)  | 10.59 (2.23)  | 1.480  | 9.86 (1.57)  | 10.59 (2.11)  | 1.480 |
| Gf (SPM)  | 39.07 (6.14) | 40.07 (6.47)  | 0.604  | 34.55 (4.72) | 44.59 (3.11)  | 10.224 *** |
| DT (ODT)  | 3.99 (0.92)  | 6.49 (0.74)   | 11.464 *** | 5.21 (1.50)  | 5.28 (1.54)   | 0.169 |

Note. WPM = Words per minute; VOC = Vocabulary knowledge; SVF = Semantic Verbal Fluency; SPM = Standard Progressive Matrices; ODT = Overall Divergent Thinking. Statistical significance $p^{***} < 0.001; 'ns' not significant.

3.3. Semantic Memory Networks

All of the unique animal responses were equated between the low and high groups of DT and Gf, respectively. The DT groups resulted in 31 word-association responses, while the Gf groups obtained 33 word-association responses. We constructed the semantic networks by applying the TMFG filtering method to the word similarity matrix. Next, the different networks’ properties of the animal category lexical networks were calculated from the filtered similarity matrix, and were compared. The networks were visualized using the force-directed layout of the CYTOSCAPE software (Shannon et al. 2003) (version: 3.8.1). The 2D graphs represent nodes (word category members) as circles and links between them, understood as the symmetrical edge (i.e., bidirectional) similarities between two nodes. Firstly, the simulated random networks analysis showed that all of the empirical network measures for each (DT/Gf) group significantly differed from their simulated random measures (all $p's < 0.001$). Moreover, in order to examine the statistical differences between the low and high Gf or DT groups, unpaired t-tests were computed for each partial bootstrap analysis. The results from the network analysis revealed qualitative and quantitative differences between the levels (low/high) of either the DT and Gf networks’ structures.

3.3.1. Divergent Thinking (DT)

The semantic network of the high DT group showed lower structural (ASPL = 2.13 and Q = 0.43) and higher flexibility ($S = 2.95$) values compared to the low DT group (ASPL = 2.36; Q = 0.45; $S = 2.79$), as shown in Table 3.

Table 3. Empirical and random measures of the DT semantic networks.

| Measures                  | Low             | High            | Random Network |
|---------------------------|-----------------|-----------------|----------------|
| Average Shortest Path Length (ASPL) | 2.36            | 2.13            | 2.10 (0.39)    |
| Clustering Coefficient (CC) | 0.73            | 0.74            | 0.18 (0.04)    |
| Modularity (Q)            | 0.45            | 0.43            | 0.29 (0.02)    |
| Small-world-ness (S)      | 2.79            | 2.95            | 0.99 (0.15)    |

Note. Random Network = simulated sampling distribution mean and standard deviation (in parenthesis). All $p < 0.001$.

Indeed, the low DT network appeared to be more spread out and more structured (divided into sub-groups) than the high DT networks. Conversely, the high DT lexical network was more compact, with a reduced distance between associations (Figure 1 section A).
Figure 1. Semantic networks and bootstrapped results for DT. (A) 2D graph visualizations of the DT groups (high and low). The graphs are unweighted and undirected, with nodes (word responses) represented as circles, and the links between them (edges) represented as symmetrical similarities between two nodes; (B) Plots of the bootstrapped partial network measures (1000 samples per nodes remaining percentage). The density plots are above the scatterplots (individual dots depict a single sample), with a black dot representing the mean. The y-axis denotes the percentage of nodes remaining, with the legend of the DT groups (low and high) below the plots. All $p < 0.001$. 
The simulated random networks analysis showed that all of the empirical network measures for each DT group significantly differed from their simulated random measures (all p’s < 0.001, see Table 3). The bootstrap analyses revealed the prevailing statistically significant differences in structure between high/low DT networks (Figure 1, section B and Table 4).

Table 4. Partial network bootstrapped results for the DT groups.

| Node Remaining | ASPL     | CC       | Q        | S        |
|----------------|----------|----------|----------|----------|
|                | (df = 1998) | (df = 1998) | (df = 1998) | (df = 1998) |
| 90%            | 52.662 *** | −37.332 *** | 22.808 *** | −47.035 *** |
| 80%            | 40.983 *** | −27.953 *** | 20.432 *** | −31.507 *** |
| 70%            | 26.266 *** | −14.812 *** | 16.705 *** | −19.677 *** |
| 60%            | 15.742 *** | −5.151 ***  | 12.589 *** | −11.548 *** |
| 50%            | 9.122 ***  | 0.926 (ns) | 9.141 ***  | −8.063 ***  |

Note. 1000 samples were generated for each percentage of nodes remaining. The t-statistics and Cohen’s d values are presented (Cohen 1992). Cohen’s d effect sizes: 0.20, small; 0.50, moderate; 0.80, large; 1.10, very large. Negative t-statistics denote the high DT group having lower values than the low DT group. Statistical significance: p ‘***’ < 0.001; ‘ns’ not significant. CC = Clustering Coefficient; ASPL = Average Shortest Path Length; Q = modularity index; S = small-world-ness.

Precisely, the ASPL was significantly smaller for the partial networks of the high DT compared to the low DT group. The effect size ranged from moderate (d = 0.41; when 50% of the nodes were dropped) to very large (d = 2.35). In the same way, the Q was significantly smaller for the partial networks of the high DT compared to the low DT group, with the effect size ranging from moderate to large (d = 0.42 to 1.02). The partial networks of the high DT group had a significantly higher CC across the bootstrapped samples compared with the partial networks of the low DT. However, while when 60% to 90% of the nodes were dropped the effect sizes across the bootstrapped samples varied from small to very large (d = 0.23 to 1.67), when 50% of the nodes were dropped the CC did not reach statistical significance (with t = 0.926, p = 0.354, d = 0.041). Finally, the partial networks of the high DT group showed a significantly higher S across the bootstrapped samples compared to the partial networks of the low DT. The effect size varies from moderate to very large (d = 0.36 to 2.10). The results thus showed robust differences in semantic network organization between the low and high DT groups.

3.3.2. Fluid Intelligence (Gf)

The semantic network of the high Gf group showed longer ASPL (2.21) and higher Q (0.41) compared to the low Gf group (ASPL = 2.10; Q = 0.40), as shown in Table 5.

Table 5. Empirical and random measures of the Gf semantic networks.

| Measures                  | Low  | High | Random Network |
|---------------------------|------|------|----------------|
| Average Shortest Path Length (ASPL) | 2.10 | 2.21 | 2.14 (0.04)    |
| Modularity (Q)            | 0.40 | 0.41 | 0.30 (0.01)    |

Note. Random Network = simulated sampling distribution mean and standard deviation (in parenthesis). All p = < 0.001.

The high Gf network appeared to be more structured (divided into sub-groups) than the high DT networks (Figure 2 section A).
Figure 2. Semantic networks and bootstrapped results for Gf. (A) 2D graph visualizations of the Gf groups (high and low). The graphs are unweighted and undirected, with nodes (word responses) represented as circles, and the links between them (edges) represented as symmetrical similarities between two nodes. (B) Plots of the bootstrapped partial network measures (1000 samples per nodes remaining percentage). The density plots are above the scatterplots (individual dots depict a single sample), with a black dot representing the mean. The y-axis denotes the percentage of nodes remaining, with the legend of the Gf groups (low and high) below the plots. All $p < 0.001$, with the exception of ASPL at 50% which were not significant.

The simulated random network analysis showed that the majority of the empirical network measures for each Gf group significantly differed from their simulated random measures (all $p's < 0.001$; see Table 5). The bootstrap analyses revealed the prevalence of statistically significant differences in structure between high/low Gf networks (Figure 2, section B and Table 6).
Table 6. Partial network bootstrapped results for the Gf groups.

| Network Measures | Node Remaining |
|------------------|---------------|
|                  | 90% (df = 1998) | 80% (df = 1998) | 70% (df = 1998) | 60% (df = 1998) | 50% (df = 1998) |
| ASPL t           | -8.662 ***     | -4.442 ***     | -5.036 ***     | -6.687 ***     | -1.355 (ns)     |
| d                | 0.39           | 0.20           | 0.22           | 0.30           | 0.06            |
| Q t              | -16.554 ***    | -10.964 ***    | -10.738 ***    | -9.869 ***     | -6.171 ***      |
| d                | 0.74           | 0.49           | 0.48           | 0.44           | 0.28            |

Note. 1000 samples were generated for each percentage of nodes remaining. The t-statistics and Cohen’s d values are presented (Cohen 1992). Cohen’s d effect sizes: 0.20, small; 0.50, moderate; 0.80, large; 1.10, very large. Negative t-statistics denote the high Gf group having lower values than the low Gf group. Statistical significance p ‘***’ < 0.001; ’ns’ not significant. ASPL = Average Shortest Path Length; Q = modularity index.

As to the Gf groups, the ASPL was significantly longer for the partial networks of the high Gf group compared to the low Gf group. However, while the effect sizes across the bootstrapped samples were moderate when 60% to 90% of the nodes were dropped (from d = 0.30 to d = 0.39), when 50% of the nodes were dropped the ASPL did not reach statistical significance, with t = -1.355 and p = 0.176, d = 0.06. Although small differences emerged, the Q measure was significantly smaller for the partial networks of the low Gf compared to the high Gf group, with the effect size ranging from small to moderate (d = 0.28 to 0.74). Taken together, the effect sizes—ranging from small to medium-large—showed considerable differences in the semantic network organization between the low and high Gf groups.

3.4. Unique Word Association

The semantic fluency data were preprocessed and organized into a matrix, with each column representing the unique concept across the sample (129 unique responses) and each row containing all of the responses given by a single participant. The total number of unique responses generated by the groups was 105 in the high DT (45 words were not given by the low DT group), 84 in the low DT (24 words were not given by the high DT group), 100 in the high Gf (38 words were not given by the low Gf group), and 91 in the low Gf (29 words were not given by the high Gf group). In order to test the difference in the proportion of these responses given by each group (low vs. high), we applied McNemar’s test. The percentage of unique responses that originated in the high DT group (81.4%) was significantly higher compared to the percentage in the low DT group (65.1%), with $\chi^2 = 5.797$, $p = 0.016$, $\varphi = 0.212$. The unique responses of the high Gf group (77.5%) were quantitatively more compared to those of the low Gf group (70.5%), although this difference did not reach statistical significance ($\chi^2 = 0.955$, $p = 0.328$, $\varphi = 0.09$).

4. Discussion

4.1. Children’s Semantic Networks

The present study is the first, to the best of our knowledge, to examine the relationship between semantic network structure, divergent thinking creativity and fluid intelligence among children. We started from the commonly-shared assumption that the organization of the semantic memory represents a fundamental component of creative cognition, mediating bottom-up and top-down cognitive processes (Beaty et al. 2014; Abraham and Bubic 2015; Kenett and Faust 2019). The participants were divided into two groups, twice, based on the median of both divergent thinking and fluid intelligence task’s performances. We applied a recently-developed method (Kenett et al. 2013) based on a Network Science approach in order to examine group-level semantic memory networks. The networks were constructed on the basis of a semantic fluency task. The four networks, of high vs. low DT groups and high vs. low Gf groups, were then compared. As a last step, we empirically examined the validity of our findings by applying two complementary approaches. In the former, we tested the null
hypothesis of no differences in semantic networks across the groups by simulating several Erdős–Rényi random networks (Erdos and Rényi 2011) and using a one-sample Z-test to compare each random reference distribution with the network measures for each group. In the latter, we simulated many partial random networks by applying the bootstrap method. We applied an independent sample t-test on the computed measures for each partial network constructed from subsets of nodes (selecting 60%, 70%, 80%, and 90% of the nodes), comparing low vs. high DT/Gf networks, respectively (for similar procedures see Kenett et al. 2014; Christensen et al. 2018). These analyses revealed consistent differences in both variables. Firstly, the semantic network of the children belonging to the high creative DT group displayed a better local organization of associations (higher CC), showing more interconnection with less structured properties (lower ASPL and Q) and greater flexibility (higher S) relative to the semantic network of the low creative DT group. Secondly, the semantic network of the high Gf group exhibited a more structured organization with less-interconnected nodes (higher ASPL) and a more structured network (higher Q) compared to the low Gf group. The partial network analysis verified these results, corroborating the relationship of creative divergent thinking and fluid intelligence with the structure of the children’s semantic network.

4.1.1. Divergent Thinking

As predicted, the analysis revealed that the full network of the high DT children’s group had smaller ASPL and Q values, while the CC and S values were higher than those in the low DT group. The statistical analysis from the partial bootstrapped networks supports the findings for the full networks, consistently across the bootstrapped realizations. Here, the effect size (which ranged from small to very large) increases as the nodes are retained (from 50% to 90%), with the only exception of the CC value that was not significant when 50% of the nodes were retained. These findings reveal robust differences in the organization of the semantic memory in children. We interpreted these results as showing that high DT children display more efficient retrieval strategies, via clustering (high CC) and switching (low ASPL) processes, compared to the low DT children. More precisely, the larger CC in the network of the high DT group could provide a greater local organization, while the shorter ASPL suggests greater interconnectivity between nodes, facilitating remote associations. In this regard, several studies provided strong evidence that highly creative individuals employ faster search processes that reach further and weaker-connected concepts both in children and adults (Kenett and Austerweil 2016; Gray et al. 2019; Rossmann and Fink 2010; Kenett 2018; Prabhakaran et al. 2014; Pan and Yu 2018; Bijvoet-van den Berg and Hoicka 2014). Coherently, characterized by short ASPL and high CC, the semantic network of children in the high DT group showed greater small-world properties compared to the low DT network. Small-world properties give the network a more flexible structure, enabling a more efficient search through semantic space (Marupaka and Minai 2011), and facilitating the search and retrieval of associations in memory (Anderson 2013). Furthermore, the flexible properties of the creative semantic network were corroborated from the smaller Q exhibited by the high DT group’s network, which suggests a less rigid network.

4.1.2. Fluid Intelligence

The analysis revealed that the full network of the high Gf group had a higher ASPL and Q than the low Gf group, in line with our prediction. The statistical analysis from the partial bootstrapped networks supports the outcomes for the full networks, consistently across the bootstrapped realizations. The effect size (which ranged from small to medium-large) increases as the nodes are retained (Q values increase from 50 to 90%; ASPL values increase from 60 to 90%). The larger ASPL and Q in the network of the high Gf group indicates a more structured network, which replicates the previous findings of Kenett and colleagues (Kenett et al. 2016a). Indeed, the greater modularity of the network has already been found to be related to intelligence and language development (Borodkin et al. 2016; Kenett et al. 2016a). The relation between Gf and a more structured semantic memory has been linked to the ability of the individual to easily switch between smaller modules, thereby defeating the common solutions
to a given problem (Nusbaum and Silvia 2011; Unsworth et al. 2011). In support of this argument, current theories have demonstrated that modularity represents a key aspect in the flexibility of thought by constraining the spread of activation over semantic networks (Kenett et al. 2014; Siew et al. 2019; Faust and Kenett 2014; Kenett et al. 2016b).

4.2. Unique Number of Responses

The present findings showed that both the high DT and high Gf group generated a higher number of unique responses compared to the low DT and Gf group, respectively. However, while McNemar’s test corroborated the differences in the proportions of unique responses given by the DT groups, the Gf groups’ comparisons were not significant in this study. Notably, the highly creative children generated significantly more unique responses, which are probably associated with the flexible organization of the semantic network that might permit an efficient retrieval of remote responses (Kenett and Faust 2019). In this regard, previous studies have provided strong evidence that highly creative individuals employ better search processes that reach further and largely unrelated concepts (Kenett and Austerweil 2016; Gray et al. 2019; Rossmann and Fink 2010). Our results further characterized the network structure of the highly creative children’s group, which showed more flexible associations between concepts. On the contrary, the Gf results were unexpected since, in previous studies, fluid intelligence has also been found to be associated with original performance on DT tasks (Benedek et al. 2012; Silvia and Beaty 2012; Forthmann et al. 2019; Jung and Haier 2013; Karwowski et al. 2016; Carson et al. 2003) even among children (Krumm et al. 2018).

4.3. Implication of the Study, Limitations, and Future Directions

Our work provides an insight into a better understanding of the bottom-up and top-down cognitive mechanisms that explain the individual differences in children’s creativity. Our findings confirm the crucial role of the semantic memory organization in creative performance, and provide a demonstration that this phenomenon can be traced back to childhood. These results suggest that the way in which children memorize could be developed earlier in life.

 Whereas the present findings are promising, the limitations need to be taken into consideration. Firstly, despite the sample size of the present study (N = 58, 29 for each group), which has been reasoned to be sufficient for the estimation of the networks as closely related to previous works (Kenett et al. 2016a, 2013), we cannot exclude that here the individuals (overlapping in both analyses) possibly drove the similarity in semantic network observed in the two analyses. Moreover, it is also known that children’s semantic networks are characterized by a smaller size in comparison to the adult sample, suggesting a network with very few nodes and edges (Zortea et al. 2014; Wulff et al. 2019). To overcome these problems, future studies should consider the adoption of a larger sample size in order to avoid individuals’ overlap between groups and ensure an adequate number of nodes and connections. Moreover, in the present study, we used the Standard Progressive Matrices as an index of top-down processes, although other executive functions—such as shifting and inhibition—have been related to creative thinking capacities both in adults and in children (Avitia and Kaufman 2014; Benedek et al. 2014; Silvia 2015; Frith et al. 2019; Krumm et al. 2018; Arán Filippetti and Krumm 2020). Hence, future scientific investigations should also explore the ways in which the influence of other executive functions associate with creative performance in children’s semantic memory topology.

5. Conclusions

The present study applied a network science methodology in order to examine the ways in which DT (bottom-up process) and Gf (top-down process) are related to the structure of semantic networks in children. Albeit preliminary, our results suggest that the structure of semantic memory is related to both creative divergent thinking and fluid intelligence capacities, probing its impact on children’s creative cognition. Notably, we found that, even in the development population, DT corresponds to a more flexible structure of the semantic network, while Gf corresponds to a more structured
semantic network. Thus, the semantic memory system of highly creative children and highly intelligent children appears to account for the efficient information processing balancing between a rigid and chaotic network organization, which in turn may lead to original and appropriate solutions to a given problem (Faust and Kenett 2014). Altogether, these results support and extend previous findings (Benedek et al. 2017; Kenett et al. 2014, 2016; Rossmann and Fink 2010), and have major implications for the encouragement of the development of creativity in the field of education. Finally, we also corroborated the network science methodology as a valid approach to study creative cognition in the developmental population.
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