Estimation of Matrix Variance-Covariance on Nonparametric Regression Spline Truncated for Longitudinal Data
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Abstract. Regression analysis is a statistical analysis used to determine the pattern of relationships between predictor variables and response variables. There are two models estimation approaches in regression analysis, namely parametric regression and nonparametric regression. The parametric regression approach is used if the shape of the regression curve is known. If the data relationship pattern forms a linear pattern then the linear parametric regression approach is used. If the data relationship pattern forms a quadratic pattern, then the quadratic regression approach is used, and others \[1\]. Forms of relationship patterns can be identified based on past information or by using scatter plot data \[2\]. In practice, not all data follows certain patterns so that parametric regression which when forced to be used will give misleading results.

1. Introduction

Regression analysis is a statistical analysis used to find out the similarity in the pattern of relationships between predictor variables and response variables. There are two models estimation approaches in regression analysis, namely parametric regression and nonparametric regression. The parametric regression approach is used if the shape of the regression curve is known. If the data relationship pattern forms a linear pattern then the linear parametric regression approach is used. If the data relationship pattern forms a quadratic pattern, then the quadratic regression approach is used, and others \[1\]. Forms of relationship patterns can be identified based on past information or by using scatter plot data \[2\]. In practice, not all data follows certain patterns so that parametric regression which when forced to be used will give misleading results.
conclusions. Nonparametric regression is a model approach that assumes curve patterns are unknown and are contained within a particular function, such as Sobolev space, continuous function space, Hilbert space, Entropi space and others [3]. Hence, by using this approach the model obtained will be better because the data is expected to find its own estimation form without the subjectivity influenced by researchers and also this approach is very flexible [1]. Some of the nonparametric regression approach models that are of concern and most often used by many researchers include nonparametric kernel regression [2], spline nonparametric regression [4]-[3], Fourier series of nonparametric regression [5] and Wavelet [6]. Some of these approaches, especially spline nonparametric regression have been widely used in various fields of science, such as medicine, pharmacology, economics and others. Many researchers try to compare approaches in nonparametric regression, One of which is [7] compares the spline and kernel approach and concludes that spline is numerically better than the kernel. Spline is one of the nonparametric regression approaches that has very specific and very good statistical and visual interpretations [1], besides that spline is able to handle data characters that are smooth. Spline also has a very good ability to handle data whose behavior changes at certain sub-intervals [8].

Nonparametric regression modeling with spline truncated approach has been done by many researchers. The data used in the modeling also varies, some use cross section data and longitudinal data in applying the method. Researchers who use spline truncated nonparametric regression in their research include [9] modeling the percentage of poor people in Indonesia using spline nonparametric regression approach. [10] estimated the average number of children born alive per woman using spline truncated nonparametric regression. [11] conducted research on the application of confidence intervals for parameters of nonparametric spline truncated regression on index development gender in East Java. In these studies, the data used are cross section data, but in reality in our daily lives we are not only confronted with cross section data but we often encounter longitudinal data. In addition to research on spline truncated nonparametric regression using cross section data, there are also studies of spline truncated nonparametric regression using longitudinal data. Longitudinal data is data obtained from repeated observations of each subject at different time intervals. This data correlates to the same subject and is independent between different subjects [12]. Research with a nonparametric approach to longitudinal data is mostly done in the health sector, but can also be applied to other fields including the social and economic fields [13]. According to [14] research for longitudinal data is usually more complex and requires greater costs than research for cross section data, but is more reliable in finding answers about the dynamics of change. In addition, it has the potential to provide more complete information, depending on the operationalization of the theory and research methodology. According to [13] the advantage of using longitudinal data is to be able to know the changes that occur in individuals, do not require a lot of subjects because of repeated observations and also more efficient estimation because every observation is done. Some researchers who use longitudinal data, among others, [15] do spline truncated regression modeling for longitudinal data of monthly stock prices in the banking stock group. [16] conducted research on parameter interval estimation of semiparametric spline truncated regression model for longitudinal data.

In statistical analysis, besides using descriptive statistics it is also necessary to conduct an analysis in the form of statistical inference, one of which is the estimation of the regression curve. This regression curve estimation is very necessary in a good regression modeling to create a regression model or in testing hypotheses and confidence intervals. Research on estimation of multivariable spline truncated multivariable spline regression curves for longitudinal data has been done, but with the assumption that the variance-covariance matrix is given, so in this study will develop a study of the estimation of multivariable spline truncated multivariable regression curves for longitudinal data and estimation of matrix variance-covariance. This study is very important because it can be used to model cases with longitudinal data structures and more than one predictor variable.
2. Theoretical Review

In this section we will review some of the theories used.

2.1. Nonparametric Regression Spline Truncated

Nonparametric regression is used if the shape of the regression curve is unknown or information about the shape of the past data patterns is incomplete. One method of estimating nonparametric regression is spline. Spline is polynomial pieces that have segmented properties (piecewise polynomial) at the knots point [17]. This spline method is very good in modeling data whose patterns change at certain sub intervals [1]. Spline function $f(x)$ sequence $q$ with knots $K_1, K_2, ..., K_r$ can be written as follows.

$$f(x) = \sum_{h=0}^{q} \alpha_h x^h + \sum_{k=1}^{r} \beta_k (x - K_k)_+^q,$$  (1)

with truncated functions

$$(x - K_k)_+^q = \begin{cases} (x - K_k)^q & , x \geq K_k \ni \vspace{0.1cm} \\
0 & , x < K_k \ni \end{cases}.$$  (2)

In general, the truncated spline model can be presented in the form of equation (2) below.

$$y_i = \sum_{h=0}^{q} \alpha_h x_i^h + \sum_{k=1}^{r} \beta_k (x_i - K_k)_+^q + \epsilon_i.$$  (3)

Next, the model in equation (2) above can be written in the following form.

$$y_i = \alpha_0 + \alpha_1 x_i + ... + \alpha_{q-1} x_i^{q-1} + \alpha_q x_i^q + \beta_1 (x_i - K_1)_+^q + ... + \beta_r (x_i - K_r)_+^q + \epsilon_i.$$  (4)

Equation (3) above can be written in matrix notation as follows.

$$\mathbf{y} = \mathbf{X}(\mathbf{K}) \mathbf{B} + \mathbf{\epsilon}.$$  (4)

where,

$$\mathbf{y} = (y_1 \ y_2 \ \ldots \ y_n)^T,$$

$$\mathbf{X}(\mathbf{K}) = \begin{bmatrix} 1 & x_1 & \ldots & x_1^{q-1} & x_1^q & (x_1 - K_1)_+^q & \ldots & (x_1 - K_r)_+^q \\ 1 & x_2 & \ldots & x_2^{q-1} & x_2^q & (x_2 - K_1)_+^q & \ldots & (x_2 - K_r)_+^q \\ \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\ 1 & x_n & \ldots & x_n^{q-1} & x_n^q & (x_n - K_1)_+^q & \ldots & (x_n - K_r)_+^q \end{bmatrix},$$

$$\mathbf{B} = \begin{bmatrix} \alpha_0 & \alpha_1 & \ldots & \alpha_{q-1} & \alpha_q & \beta_1 & \ldots & \beta_r \end{bmatrix}^T,$$

$$\mathbf{\epsilon} = (\epsilon_1 \ \epsilon_2 \ \ldots \ \epsilon_n)^T.$$  (5)

If $q = 1$ and the number of knots is one, then equation (3) above can be written as a linear spline function as follows.

$$y_i = \alpha_0 + \alpha_1 x_i + \beta_1 (x_i - K_1)_+^1 + \epsilon_i, \quad i = 1,2,\ldots,n.$$  (5)

2.2. Nonparametric Spline Truncated Regression for Longitudinal Data

Equation (5) above is a form of spline truncated nonparametric regression model for cross section data. There are as many as $n$ object of observations which is measured at a certain time. If $n$ the object is observed repeatedly over a certain period of time such as every week, every month, every three months, one year and so on, then the model can be developed into a spline truncated nonparametric regression model on
longitudinal data. In general, spline truncated nonparametric regression models on longitudinal data for one predictor variable can be written on the following form.

\[ y_{ij} = f(x_{ij}) + \epsilon_{ij}, \quad i = 1,2,...,n; \quad j = 1,2,...,t. \]  

In general, the spline truncated model on longitudinal data for one predictor variable can be presented in the form of equation (7) below.

\[ y_{ij} = \sum_{h=0}^{q} \alpha_{ih}x_{ij}^h + \sum_{k=1}^{r} \beta_{ik}(x_{ij} - K_{ki})^q + \epsilon_{ij}, \]  

with truncated functions

\[ (x_{ij} - K_{ki})^q = \begin{cases} (x_{ij} - K_{ki})^q, & x_{ij} \geq K_{(k+q)i}; \\ 0, & x_{ij} < K_{(k+q)i}. \end{cases} \]

Equation (7) is a form of spline truncated longitudinal data regression with one predictor variable. If the predictor variable is used as many as \( p \), then the resulting spline truncated multivariable regression model for longitudinal data is as follows.

\[ y_{ij} = \sum_{l=1}^{p} \left( \sum_{h=0}^{q} \alpha_{hil}x_{ij}^h + \sum_{k=1}^{r} \beta_{kil}(x_{ij} - K_{kli})^q \right) + \epsilon_{ij}. \]  

One of the methods to get the estimated parameters in the regression analysis is the Least Square method. There is a difference in using the Least Square method in cross section data and longitudinal data. On the cross section data the appropriate method used for estimating parameters of longitudinal data is the Weighted Least Square (WLS) method. Equation (8) if written into matrix notation is as follows.

\[ \mathbf{y} = \mathbf{X}(\mathbf{K})\mathbf{B} + \mathbf{\epsilon}. \]  

Based on equation model (9) estimator for parameters \( \mathbf{B} \) obtained by completing WLS optimization as follows.

\[ \min_{\mathbf{B} \in \mathbb{R}^{p(n+1)}} \left\{ \mathbf{y} - \mathbf{X}(\mathbf{K})\mathbf{B}^\top \mathbf{W}^{-1}(\mathbf{y} - \mathbf{X}(\mathbf{K})\mathbf{B}) \right\}, \]  

where, \( \mathbf{y} \) is a response vector with the size \( nt \times 1 \), \( \mathbf{X}(\mathbf{K}) \) is a predictor matrix of polynomial components and truncated components with the size \( nt \times n(1 + p(r + 1)) \) with the parameters vector \( \mathbf{B} \) with the size \( n(1 + p(r + 1)) \times 1 \) and \( \mathbf{\epsilon} \) is an error vector with the size \( nt \times 1 \), while \( \mathbf{W} \) a weighting matrix (variance-covariance matrix) with the size \( nt \times nt \) and contains a diagonal \( (\mathbf{W}_1, \mathbf{W}_2, ..., \mathbf{W}_n) \).

3. Result and Discussion

In this section we will discuss the estimation of parameters, curves and matrix variance-covariance on nonparametric regression spline truncated for longitudinal data.

3.1. Curve estimation of nonparametric regression spline truncated multivariable for longitudinal data

Models of nonparametric regression spline truncated multivariable for longitudinal data are given on equation (11) below.

\[ y_{ij} = \sum_{l=1}^{p} \left( \sum_{h=0}^{q} \alpha_{hil}x_{ij}^h + \sum_{k=1}^{r} \beta_{kil}(x_{ij} - K_{kli})^q \right) + \epsilon_{ij}, \quad i = 1,2,...,n; \quad j = 1,2,...,t, \]
this model loading \( n \) subjects with each subject as much as \( t \) observations with sequence as much as \( q \) and \( r \) is the number of knots. For sequence \( q = 1 \) and the number of knots is one, then the equation (11) above can be written into a linear spline function as follows.

\[
y_{ij} = \alpha_{0j} + \sum_{l=1}^{n} \left( \alpha_{il} x_{ijl} + \beta_{1lj} (x_{ijl} - K_{lj})_+ \right) + \varepsilon_{ij},
\]

(12)

with truncated functions

\[
(x_{ijl} - K_{lj})_+ = \begin{cases} 
(x_{ijl} - K_{lj})^+, & x_{ijl} \geq K_{lj} \\
0, & x_{ijl} < K_{lj}
\end{cases}
\]

where \( i = 1, 2, ..., n \) are subjects that is observed as much as \( n \), \( j = 1, 2, ..., t \) are observations which is done as much as \( t \) observations period, so the equation (12) can be written in the form of a special matrix as follows.

\[
y = X(K)B + \varepsilon, \quad \varepsilon \sim N(0, W),
\]

(13)

where,

\[
y = \begin{bmatrix} y_1 \\
y_2 \\
\vdots \\
y_n \end{bmatrix}, \quad X(K) = \begin{bmatrix} X_1(K) & 0 & \cdots & 0 \\
0 & X_2(K) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & X_n(K) \end{bmatrix}, \quad B = \begin{bmatrix} B_1 \\
B_2 \\
\vdots \\
B_n \end{bmatrix}, \quad \varepsilon = \begin{bmatrix} \varepsilon_1 \\
\varepsilon_2 \\
\vdots \\
\varepsilon_n \end{bmatrix}.
\]

Next, using the weighting matrix \( W \), estimation of \( B \) on equation (13) can be obtained by completing the following Weighted Least Square (WLS) optimization.

\[
y = X(K)B + \varepsilon \quad \text{where} \quad \varepsilon = y - X(K)B,
\]

\[
\min_{B \in \mathbb{R}^{(r+1)\times l}} \left\{ \varepsilon^TW^{-1}\varepsilon \right\} = \min_{B \in \mathbb{R}^{(r+1)\times l}} \left\{ (y - X(K)B)^TW^{-1}(y - X(K)B) \right\},
\]

(14)

Completion of the optimization of equation (14) above is carried out by the elaboration as follows.

\[
(y - X(K)B)^TW^{-1}(y - X(K)B) = y^TW^{-1}y - 2B^TX(K)^TW^{-1}y + B^TX(K)^TW^{-1}X(K)B
\]

For example,

\[
Q = y^TW^{-1}y - 2B^TX(K)^TW^{-1}y + B^TX(K)^TW^{-1}X(K)B.
\]

(15)

Next, to get the estimation of \( B \) on equation (16) then a partial derivative is performed \( Q \) to \( B \) as follows.

\[
\frac{\partial Q}{\partial B} = -2X(K)^TW^{-1}y + 2X(K)^TW^{-1}X(K)B,
\]

minimum value of \( Q \) obtained by way of \( \frac{\partial Q}{\partial B} = 0 \) as follows.

\[
-2X(K)^TW^{-1}y + 2X(K)^TW^{-1}X(K)\hat{B} = 0,
\]

\[
\hat{B} = \left( X(K)^TW^{-1}X(K) \right)^{-1}X(K)^TW^{-1}y.
\]

(16)

Based on estimates \( \hat{B} \) on equation (16) above, then the estimation of curves on nonparametric regression spline truncated multivariable for longitudinal data with sequence \( q = 1 \) and the number of knots is one is obtained as follows.
\[ \hat{y} = X(K)\hat{B} \]
\[ = X(K)(X(K)^T W^{-1} X(K))^{-1} X(K)^T W^{-1} y \]
\[ = A y. \tag{17} \]
where \( A = X(K)(X(K)^T W^{-1} X(K))^{-1} X(K)^T W^{-1} \).

The estimator of spline truncated on nonparametric regression for longitudinal data is very dependent on the knot point. To get the best spline truncated estimator obtained from the optimal knot point, the optimal knot point can be obtained using the Generalized Cross Validation (GCV) method. The Generalized Cross Validation (GCV) function is given by:

\[ GCV = \frac{MSE}{(n^{-1}(tr[I - A(K)]))^2} \]
\[ = \frac{n^{-1} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{(n^{-1}(tr[I - A(K)]))^2}. \tag{18} \]
The optimal knot point corresponds to the smallest Generalized Cross Validation (GCV) value.

### 3.2. Estimation of matrix variance-covariance on nonparametric regression spline truncated multivariable for longitudinal data

Research involving nonparametric spline truncated multivariable regression models for longitudinal data, has been extensively developed by researchers. Generally, these researchers assume the variance-covariance matrix of the random error is known, in fact the variance and covariance is unknown. As a result, it is necessary to estimate the variance-covariance matrix of random errors in the spline truncated multivariable nonparametric regression model for longitudinal data. For this purpose, the Maximum Likelihood Estimator (MLE) method will be used. \( \varepsilon_{ij} \) are random errors from the results of the prediction on the subject to \(-i\), observation to \(-j\) assumed to be multivariate normal distribution, with a mean \( E(\varepsilon) = 0 \) and variance-covariance matrix \( Var(\varepsilon) = W \), then the likelihood function is as follows.

\[ L(W) = \prod_{i,j=1}^{n} \frac{1}{(2\pi)^{\frac{n}{2}}|W|^\frac{n}{2}} \exp\left\{ -\frac{1}{2} (y - X(K)\hat{B})^T W^{-1} (y - X(K)\hat{B}) \right\} \]
\[ = \frac{1}{(2\pi)^{\frac{n}{2}}|W|^\frac{n}{2}} \exp\left\{ -\frac{1}{2} tr \left[ W^{-1} \sum_{i=1}^{n} (y_i - X_i(K)\hat{B}) (y_i - X_i(K)\hat{B})^T \right] \right\}. \tag{19} \]

Next, equation (19) made in the form of natural logarithms and obtained:

\[ \ln L(W) = -\frac{n}{2} (2\pi) - \frac{n}{2} |W| - \frac{n}{2} tr \left[ W^{-1} \sum_{i=1}^{n} (y_i - X_i(K)\hat{B}) (y_i - X_i(K)\hat{B})^T \right]. \tag{20} \]
To obtain the variance-covariance matrix \( W \), then the function \( \ln L(W) \) maximized by the way \( \frac{\partial \ln L(W)}{\partial W} = 0 \) as follows.
\[
\frac{\partial \ln L(W)}{\partial W} = -\frac{n}{2} W^{-1} W W^{-1} + \frac{n}{2} W^{-1} \frac{1}{n} \sum_{i=1}^{n} (y_i - X_i (K) \hat{B} ) (y_i - X_i (K) \hat{B})^T W^{-1},
\]
\[
-\frac{n}{2} W^{-1} W W^{-1} + \frac{n}{2} W^{-1} \frac{1}{n} \sum_{i=1}^{n} (y_i - X_i (K) \hat{B} ) (y_i - X_i (K) \hat{B})^T W^{-1} = 0.
\]

Hence, the estimator of matrix variance-covariance \( \hat{W} \) for the nonparametric spline truncated multivariable regression model for longitudinal data is following.

\[
\hat{W} = \frac{1}{n} \sum_{i=1}^{n} (y_i - X_i (K) \hat{B} ) (y_i - X_i (K) \hat{B})^T.
\]

4. Conclusions

Based on the analysis described above, then it can be concluded that:

1) The parameter estimation of the multivariable nonparametric spline truncated regression model for longitudinal data are obtained as follows.

\[
\hat{B} = (X(K)^T W^{-1} X(K))^{-1} X(K)^T W^{-1} y.
\]

2) The curve estimation of nonparametric regression spline truncated multivariable for longitudinal data is obtained as follows.

\[
\hat{y} = X(K) \hat{B} = X(K) \left[ X(K)^T W^{-1} X(K) \right]^{-1} X(K)^T W^{-1} y = A y,
\]

where \( A = X(K)^T W^{-1} X(K) \) and \( X(K)^T W^{-1} y \).

3) The estimation of matrix variance-covariance on nonparametric regression spline truncated multivariable for longitudinal data is obtained as follows.

\[
\hat{W} = \frac{1}{n} \sum_{i=1}^{n} (y_i - X_i (K) \hat{B} ) (y_i - X_i (K) \hat{B})^T.
\]

4) The optimal knot point is obtained from the minimum Generalized Cross Validation (GCV) value with the following formula:

\[
GCV = \frac{n^{-1} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{(n^{-1} (tr[I - A(K)])^2).}
\]
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