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Abstract
Due to the limitation of data annotation and the ability of dealing with label-efficient problems, active learning has received lots of research interest in recent years. Most of the existing approaches focus on designing a different selection strategy to achieve better performance for special tasks; however, the performance of the strategy still needs to be improved. In this work, we focus on improving the performance of active learning and propose a loss-based strategy that learns to predict target losses of unlabeled inputs to select the most uncertain samples, which is designed to learn a better selection strategy based on a double-branch deep network. Experimental results on two visual recognition tasks show that our approach achieves the state-of-the-art performance compared with previous methods. Moreover, our approach is also robust to different network architectures, biased initial labels, noisy oracles, or sampling budget sizes, and the complexity is also competitive, which demonstrates the effectiveness and efficiency of our proposed approach.

Keywords
Active learning, image classification, deep learning, ResNet, object detection

Date received: 31 March 2021; accepted: 23 August 2021

Introduction
In recent years, due to the strong ability of feature extraction, big data, and advanced hardware, deep learning (DL) has received lots of research interests and plays an important role in many fields, especially in computer vision, such as image classification, object detection, and image segmentation. However, the great success of deep-learning-based methods depends heavily on large annotated training data, which may need great labeling costs or have no access to a large scale. To solve such issues, active learning (AL) might be a good choice, which aims to select the most informative samples to be labeled. Compared to the general DL, AL can not only maintain the same level performance but also require lower labeling costs.

AL approaches can be summarized as two categories: pool-based and stream-based methods. In this article, we focus on the former, so we will mainly introduce the recent work of the pool-based AL. Pool-based methods are effective strategies and the performances are demonstrated better than the random sampling strategy. Settles gives a survey about the sampling strategies in pool-based algorithms based on different methods. Gal et al. have proposed the Bayesian framework and its variants, which also reflect the relationship between uncertainty and dropout to estimate uncertainty for AL. However, it was shown that such methods have limitations to deep neural networks or large image data sets. Among the non-Bayesian classical AL approaches, the Core-set technique was theoretically demonstrated effective and has shown its performance for...
some image classification tasks. However, as the number of classes grows, it deteriorates in performance. Sinha et al.\textsuperscript{19} present a variational adversarial approach for active learning (VAAL) to overcome this limitation, which has been demonstrated to be effective in some tasks; however, the parameters in the loss function are set to be a constant, which might limit its application to other tasks. Yoo and Kweon\textsuperscript{20} proposed a novel architecture to learn loss for active learning (LLAL) and achieved the state-of-the-art performance in some tasks for AL. Since the purpose of LLAL is to learn the loss function and then choose the data points to be labeled according to the output of the loss-prediction loss function, the most important and challenging issue is how to define the uncertainty, in this article, we ally designed to define the uncertainty, and the authors\textsuperscript{20} present a solution to compare a pair of samples in the mini-batch. However, the method was only verified in one data set for classification task and our empirical study in other data sets indicates that such strategy might be not general to other data sets or other budget sizes for AL.

In this article, we focus on the performance improvement of AL and to eliminate the limitations of existing methods, we propose a novel approach for AL, which is called double-branch deep network active learning (DNAL). Our main contribution is that we propose a novel loss-based strategy for AL, which is designed to predict the target losses of the unlabeled inputs to select the most uncertain samples. The loss-based prediction process is based on a double-branch deep network, which is a simple yet efficient method. Experimental results on two visual recognition tasks demonstrate that our approach achieves the state-of-the-art performance.

The remainder of the article is organized as follows: we introduce the problem statement in the second section briefly and describe our proposed approach in the third section. Experiments in classification tasks are conducted and the results are discussed in the fourth section. Finally, a conclusion is drawn in the fifth section.

**Problem statement**

In this section, we will describe the problem of classical pool-based AL as shown in Figure 1. Assuming there are two data sets: the training data set and the test data set. We are interested in a $N$ class classification problem using AL defined over a labeled space $X_L$ and an unlabeled space $X_U$. The main purpose of the pool-based method is to sample the most $K$ informative data points as a budget $X_K$ to be labeled $Y_K$ and train all of the labeled samples from scratch to achieve high accuracy during testing. Since most of the AL methods are DL methods, extracting the features of images using convolutional neural networks (CNNs), so the image classification for $m$ samples and $N$ categories can be formulated based on cross-entropy as follows

$$\min \left( - \frac{1}{m} \sum_{j=1}^{m} \sum_{k=1}^{N} t_k \log (y_{ik} | x_j, \theta_w) \right)$$

where $t_k$ is the indicator function, $t_k = 1$ if the true label of $x_j$ is $y_{ik}$, otherwise $t_k = 0$. $\theta_w$ denotes the parameters of the CNN, and $p(y_{ik} | x_j, \theta_w)$ represents the softmax output for the $k$th category, which indicates the probability of the sample $x_j$ belonging to the $k$th category. The ideal sampling strategy is employed to minimize Eq. (1). So the most challenge thing is how to design an effective strategy to select the most informative unlabeled as the next inputs. Most of the AL criteria are designed based on the softmax output $p(y_{ik} = y_{ik} | x_j, \theta_w)$, such as least confidence, margin sampling, or entropy. Especially, the entropy sampling strategy\textsuperscript{21,2} ranks the unlabeled samples in a descending order according to their entropy value, which is defined as follows

$$- \sum_{j=1}^{m} p(y_{ik} = y_{ik} | x_j, \theta_w) \log (y_{ik} = y_{ik} | x_j, \theta_w)$$

The entropy-based method uses the probabilities to measure the uncertainty, and the higher the entropy value, the more uncertain is the sample, and then we can select the most $k$ higher samples as the candidates to be labeled.

**Proposed approach**

Since the uncertainty is usually considered as the criteria to select samples and most of the previous methods are manually designed to define the uncertainty, in this article, we
propose an approach automatically learning the uncertainty based on the loss during the training process and define the uncertainty using the output of loss during the testing process. In this section, we will first briefly introduce the pipeline of our approach and then describe the module of learning loss, and the details of the training process are presented in the end.

**The pipeline of our approach**

The pipeline of our approach is shown in Figure 2. We also use deep network to extract the features of input, so it also contains two processes: the training process and the sampling process. Differently from the classical AL methods defined in the second section, we define the uncertainty through learning a loss $L$ during training, and we select most $K$ informative samples to be labeled based on the uncertainty of the value of the loss during sampling stage, which enables the system to learn a better sampling strategy. AL: active learning.

![Diagram of the pipeline of our approach for AL](image)

**Module of learning loss**

The purpose of the module of learning loss is to learn the uncertainty of the samples, and the details can be seen from Figure 3. Assuming the training network is chosen, it utilizes multilayer features as inputs, which are extracted from the blocks of the training network. Each input of the prediction loss consists of a global average pooling (GAP) layer and a fully connected layer, and rectified linear unit is also added at the end of each map. All features from each map are concatenated and extracted new features through another fully connected layer. Finally, we take the scalar value $\tilde{l}$ as the predicted loss, which is defined as follows

$$\tilde{l} = f(X_i, \theta_{w_1}, \theta_{w_3})$$  \hspace{1cm} (5)

**Training based on a double-branch deep network**

In this section, we describe our proposed approach of how to learn the loss prediction module using a double-branch deep network. Although deep networks have been adopted in some other tasks,\textsuperscript{22,23} it is first introduced for AL here, inspired by Deep Q-Network,\textsuperscript{22} instead of carefully designing a strategy based on comparing a pair of samples to learn the loss-prediction loss,\textsuperscript{20} we proposed a novel framework of learning loss by combining two deep networks.

As shown in Figure 4, given labeled training data points $X_K$ and relevant labels $Y_K$, we can obtain the outputs of training network prediction $y_p = p(\hat{y}_i = Y_K | X_K, \theta_{w_1})$ (softmax output) and its target network prediction is defined as $y_d = p(y_i = Y_K | X_K, \theta_{w_3})$. Note that in this article, the weights $\theta_{w_3}$ of the target network are directly copied from the weights $\theta_{w_1}$ of training network after each epoch. Then the training loss $l_1$ can be calculated through cross-entropy
based on the true label and training-network prediction, which can be formulated as follows

\[ l_1 = \left( -\frac{1}{m} \right) \sum_{i=1}^{m} \sum_{k=1}^{N} t_k \log p_{y_i} = \left( -\frac{1}{m} \right) \sum_{i=1}^{m} \sum_{k=1}^{N} t_k \log p(y_i = Y_k | X, \theta_n) \]  

(6)

where \( m \) is the number of samples in a minibatch during training and \( t_k \) is the indicator function defined in Eq.(1). Similarly, we can also calculate the target loss \( l_T \) through cross-entropy based on the true label and target network prediction, which is shown as follows

\[ l_T = \left( -\frac{1}{m} \right) \sum_{i=1}^{m} \sum_{k=1}^{N} t_k \log p_{y_i} \]  

(7)

Since the loss \( l_T \) is considered as the true loss prediction module, the loss function for the loss prediction module can be defined as follows

\[ l_2 = ||l_T - \hat{l}|| \]  

(8)

Then, the final loss function is defined as follows

\[ L = l_1 + l_2 \]  

(9)
The explicit algorithm for loss training and its relevant sample strategy of the DNAL are also summarized in Algorithm 1 and Algorithm 2, respectively.

Algorithm 1. Training process based on Double-branch deep Network for Active Learning(DNAL).

**Input:** Labeled pool \((X_L, Y_L)\), unlabeled pool \((X_U)\), epochs = \(M\).
**Output:** Model weights \(\theta_{w_1}\) and \(\theta_{w_2}\).

1. for \(t = 1\) to \(M\) do
2. calculate the train loss \(l_1\) using Eq.(6)
3. calculate the target loss \(l_T\) using Eq.(7)
4. calculate the loss for the loss prediction module \(l_2\) using Eq.(8)
5. calculate the total loss \(L\) using Eq.(9)
6. train and update \(\theta_{w_1}, \theta_{w_2}\) by descending stochastic gradients
7. copied the weights \(\theta_{w_1}\) to \(\theta_{w_2}\)
8. end for
9. return trained \(\theta_{w_1}\) and \(\theta_{w_2}\)

Algorithm 2. Sampling Strategy in DNAL

**Input:** \(K, X_L, X_U\)
**Output:** \(X_L, X_U\)
1. select \(K\) samples \(X_s\) using Eq.(4)
2. Label the samples \(X_s\) \(\rightarrow X_s\)
3. \(Y_s \cup X_L \rightarrow X_L\)
4. \(X_U - X_s \rightarrow X_U\)
5. return \(X_L, X_U\)

The explicit algorithm for loss training and its relevant sample strategy of the DNAL are also summarized in Algorithm 1 and Algorithm 2, respectively.

**Complexity analysis**

As is well known, real-time performance is an important metric to evaluate the effectiveness of an algorithm. For most of the AL methods, the main differences might be two aspects: the training stage and the sampling stage, so we will analyze the complexity for training and sampling in this subsection. As we know, the simplest active-learning method is the random strategy, which is trained using a target network and randomly selects samples from the unlabeled data set. In our approach, we add a loss prediction module to the target network, so the complexity of our DNAL is indeed higher than the random method in the training stage, but since the added network is simpler than the target network, the training complexity is not doubled. During the sampling stage, our approach selects informative samples by calculated the loss through our loss prediction module network, which is under millisecond level for one sample according to many previous works. Moreover, the details of complexity results and their comparison with baselines will be discussed in the experimental section.

**Experiments**

In this section, we evaluate our approach on two visual recognition tasks: image classification and object detection. All of the models are implemented in Pytorch and trained/evaluated on a NVIDIA GeForce RTX 3090 from NVIDIA, GPU.

**Image classification task**

For the image classification task, similar to Sinha et al.,\(^\text{19}\) we initialize a labeled data set by random sampling 10% of the training set labeled and continue to add 5% of the training data set to be labeled at each stage for AL. Note that in this article, we do not adopt the scheme of obtaining a random subset first and then choosing \(K\)-most uncertain samples from the subset, because such scheme might lead to unfair results for different AL methods due to a random subset selection at each AL stage.

**Data sets.** We choose four data sets, including the Canadian Institute for Advanced Research (CIFAR)-10,\(^\text{24}\) CIFAR-100,\(^\text{24}\) Caltech-256,\(^\text{25}\) and ImageNet,\(^\text{26}\) which have been analyzed by recent AL methods.\(^\text{19,20}\) Both CIFAR-10 and CIFAR-100 consist of 60,000 images with 32 \(\times\) 32 sizes for each of the three channels and are assigned with one of 10 (100 for CIFAR-100) object categories. The training and test sets contain 50,000 and 10,000 images, respectively. Caltech-256 has 30,607 images consisting of 256 object categories, and in this article, we delete the images of cluster and resize all the images to 224 \(\times\) 224. To ImageNet, in this article, we utilize the training and test sets of the ILSVRC2012, which has more than 1.2 million images for training and 10,000 test images, both including 1000 classes.

**Baselines.** In this article, six baselines are chosen to be compared with our approach for image classification, including Core-set sampling,\(^\text{18}\) Monte Carlo (MC)-Dropout sampling,\(^\text{15}\) Entropy sampling,\(^\text{21}\) VAAL sampling,\(^\text{19}\) and LLAL sampling.\(^\text{20}\) Additionally, we show the results based on random sampling strategy, where the data points are uniformly chosen at random from the unlabeled pool.

**Implementation details**

**Target module.** We adopt VGG16\(^\text{27}\) network as the target module architecture evaluated in the task for all of the approaches. The target module consists of five basic convolution layers \(\{conv_i, i = 1, \ldots, 5\}\) and three fully connected layers.

**Loss prediction module.** Since the target model consists of five basic blocks, according to the previous design, we simply connect the outputs from each of the basic blocks through a GAP and a fully connected layer to form five rich features as the output of the loss-based module to estimate the loss.
Learning parameters. For training, the gradient is updated by stochastic gradient descent (SGD), and the learning rates of the target network and loss-based module network are set as 0.01 and 0.001, respectively, where the batch size is 64. At each cycle of AL, training continues for 150 epochs, and after 120 epochs, the gradient of the loss prediction module is set as zero, meaning it is not propagated to the target model again. Moreover, similarly to other AL methods, we also apply a standard augmentation scheme to achieve higher performance in CIFAR-10/100, including $32 \times 32$ size random crop from $36 \times 36$ zero-padded images and random horizontal flip, and normalize images using the channel mean and standard deviation vectors estimated over the training set.

Other details. Ten percent of the full training set is randomly chosen as the initial data, and the budget size is chosen to be 5% of the full training set, meaning 2500, 2500, 1530, and 64,060 images for CIFAR-10, CIFAR-100, Caltech-256, and ImageNet, respectively. To all of the learning models, we report the performance after each sampling stage and the training performances are measured by the accuracy of classification over the testing data set at each stage by different sample schedules. All of the results are averaged over five runs and seven stages except for the ImageNet classification task, which is obtained by averaged over two runs and five stages for its large training data set.

The main purpose for AL in this article is to achieve the highest accuracy at each stage, so we report and analyze the results using different methods on different data sets, which are detailed in the next subsections.

Performance on CIFAR-10. Figure 5(a) shows the results of our DNAL method compared with previous baselines on CIFAR-10. It can be seen that the performance gaps between these methods are obvious, and the proposed DNAL method, the VAAL method, and Entropy method achieve the top three results. Moreover, in the last AL cycle (40%), the mean accuracy of our method is 89.19%, achieving the top-1 accuracy. During the first two stages, our method is a little lower than VAAL, while after the third stage, it is always the best. The reason might be we use an additional loss-based module to train the network. We find that the performances of VAAL, Core-set, and Entropy methods are very close among the stages, this might be
because there are only 10 categories on the CIFAR-10 data set, and 5% budget selection at each stage might be enough for such methods. Moreover, the performance of LLAL is close to the random strategy. The reason might be that it is not a good choice to learn the loss based on comparing a pair of samples in the mini-batch.

**Performance on CIFAR-100.** To investigate the performance of our method on data set consisting of much more categories, we additionally analyze the results on CIFAR-100. Figure 5(b) shows the results of our DNAL method compared to previous baselines on CIFAR-100. It can be seen that the performance of our method is the best, and in the last AL cycle (40%), the mean accuracy of our method is 52.35%, achieving the top-1 accuracy. Moreover, the gaps between these methods are a little different from the results on CIFAR-10. The top three approaches reflecting the performances here are DNAL, VAAL, and Core-set. The reason that the Core-set method and Entropy method are lower than the VAAL method might be the more categories are introduced. Although the performance of LLAL is higher than the random method, it is still worse than the Entropy method, which also indicates that it is not a good choice to learn the loss based on comparing a pair of samples in the mini-batch.

**Performance on Caltech-256.** Figure 5(c) shows the results on Caltech-256. DNAL consistently outperforms all baselines among the cycles, and in the last cycle (40%), the mean accuracy of our method is 88.67%, achieving the top-1 accuracy and obtaining a margin of 3.66% from random sampling and a margin of 0.6% from the most competitive baseline, VAAL. LLAL method performs a little better than the Entropy method, and the MC-Dropout method is nearly identical to the random sampling while yields lower accuracies. We can also analyze the performance by looking at the number of labels required to reach a fixed performance. For the case of 83.57%, DNAL needs 20% of data (about 6120 images) to be labeled, whereas this number is nearly 5100, 7650, and 9180 for VAAL, LLAL, and Core-set, respectively. Moreover, other methods all need more than 10,000 images.

**Performance on ImageNet.** ImageNet is a more complexity and challenging data set which we utilize to show the scalability of our approach. Figure 5(d) shows the results of our DNAL method compared to previous baselines on ImageNet. It can be seen that the performance of our method is still the best, and in the last AL cycle (30%), the mean accuracy of our method is 54.82%, achieving the top-1 accuracy. Moreover, the gaps between these methods are almost the same as the results on Caltech-256. This improvement can be also viewed in the number of samples required to achieve a specific accuracy. For instance, accuracy of 50.2% is achieved by DNAL using 256 K number of images, whereas VAAL and Core-set need about 280 K labeled images and the other methods need more than 330 K images to obtain the same level.

Supplementary Appendix Tables S2–S5 show more details about the performance during different stages on the four data sets. Comparing the mean accuracy for different ratios shows that our method evidently outperforms all of the baselines, and our method achieves a gain of 3.26%, 6.31%, 3.66%, and 4.12% compared to the lowest method in the last cycle on CIFAR-10, CIFAR-100, Caltech-256, and ImageNet, respectively. Therefore, the above results indicate the performance of our approach is the best and demonstrate the efficient learning performance of our approach for the classification task.

**Object detection task**

**Datasets.** We choose PASCAL Visual Object Classes Challenge (VOC) data set28 in our object detection task. It was released in 2007 and 2012,10 respectively, which provides full bounding boxes of 20 object categories. In VOC 2007 set, it contains 5011 images for training and 4952 images for testing, respectively, and VOC 2012 provides 11,540 images as train/val set. Similar to Yoo and Kweon,20 we consider a total set by combining the train/val07+12, meaning the initial unlabeled pool containing 16,551 images, and the performance is evaluated on the VOC 2007 test set.

**Baselines.** In this article, four baselines are chosen for comparison with our approach for object detection, including Core-set sampling,18 Entropy sampling,21 and LLAL sampling.20 We also show the results using random sampling in which data points are uniformly sampled at random from the unlabeled pool.

**Implementation details**

**Target module.** Similar to Yoo and Kweon,20 we also employ single-shot multibox detector29 as the target models for recent object detection. It is a network with a backbone of VGG16 and estimates bounding boxes and classes from six-level feature maps extracted from relevant layers.

**Loss prediction module.** Since we have known the basic blocks of the target model, similarly to the classification task, we also connect the outputs from each of the basic blocks through a GAP and a fully connected layer to form six rich features as the output of the loss-based module to estimate the loss.

**Learning parameters.** We use exactly the same hyperparameter values and data augmentation scheme described in Yoo and Kweon.20 For training, the learning rates of the target network and loss-based module network are set as 0.001, and the batch size is 32. At each cycle of AL, training continues for 300 epochs, and after 240 epochs, the learning rate is reduced to 0.0001.
We randomly sample 1000 samples as the initial labeled data set and continue to add 1000 samples to be labeled at each stage for AL. To all of the learning models, we report the performance after each sampling stage and the training performances are measured by the standard metric mean average precision (mAP) over the testing data set at each stage by different sample schedules. All of the results are averaged over 3 runs and 10 stages.

Performance on PASCAL VOC 2007 + 2012. Figure 6 and Supplementary Appendix Table S6 show the results among different methods. It can be seen that the performance of our method, LLAL method, and Entropy method achieve the top three approaches, and the random method is shown as the lowest one. In the last AL cycle (10 k), the mAP of our method is 0.7465, achieving the top-1 accuracy, a margin of 0.63% higher than LLAL, whose mAP is 0.7402. To the entropy and core-set methods, showing 0.7269 and 0.7196, respectively, our method outperforms these two methods by margins of 1.96% and 2.69%. Moreover, to the Entropy method, the uncertainty of bounding box regression might not be captured, and to the core-set method, a special feature space encoding object-centric information is needed to design. We can also analyze the performance by looking at the number of labels required to reach a fixed performance, for instance, 0.70 mAP, and DNAL needs about 5000 images to be labeled whereas other methods all need more than 7000 images. Therefore, the above results indicate that the performance of our approach is the best and demonstrate the efficient learning performance of our approach for the object detection task.

DNAL’s robustness

To analyze the robustness of our approach, in this subsection, we take CIFAR-100 as an example and investigate the effect using different network architectures, biased initial labels, sampling budget size, and noisy oracle in AL. We also show the result of time consumption during training and sampling stages to verify the efficiency of our approach.

Effect of network architecture in task model. Intuitively, the better network architecture we adopt, the higher performance we might achieve during training and testing processes. We report and compare the performances between two classical networks architecture: VGG16 and ResNet18. As we have known, the implementation details of VGG16 have been introduced in the previous section. To ResNet18, the target module consists of four basic blocks and we also connect the outputs from each of the basic blocks through a GAP and a fully connected layer to form four rich features as the output of the loss-based module to estimate the loss. For training, the gradient is updated by SGD, and the learning rates of the target network and loss-based module network are set as 0.1 and 0.01, respectively, and the batch size is 64. Moreover, we also apply a standard augmentation scheme to achieve higher performance in CIFAR-100.

Figure 7 shows that the choice of the architecture indeed affects the performance, and the ResNet18 network performs better than the VGG16 network. In the last AL cycle (40%), the mean accuracy is 57.74% based on ResNet18, 5.39% higher than VGG16, which is 52.35%. Moreover, it can be seen that the choice of the architecture does not affect the performance gap between DNAL and other baselines, indicating the robustness of our approach under different network architectures.
Effect of budget size on performance. Figure 8(a) shows the effect of the budget size on performance based on our approach. We repeated our experiments for a higher budget size of $b = 10\%$, meaning selecting 5000 data points at each stage. To the two budget sizes: $b = 5\%$ and $b = 10\%$, we find that the performance of the former is $1.92\%$ higher than the latter, which means it might be better to select less data points to be labeled and trained at a stage. This conclusion is indeed intuitive, because a less sampled batch results in much more informative ones during consequent sampling and vice versa.

Effect of biased initial labels in DNAL. Since the bias in the initial pool might cause the inadequate representation of the data distribution, intuitively, the better the initial labeled pool we adopt, the better performance we might achieve, especially in the beginning. We define the different biases in the initial labeled pool by only providing labels from $m$ chosen classes at random. Since there are 100 classes on the CIFAR-100 data set, we compare the performances between two different biased initial labeled pools: $m = 80$ and $m = 90$, which means we only randomly choose the initial data from 80 classes and 90 classes, respectively. Figure 8(b) shows the effect of the bias on performance based on our approach. To $m = 80$ and $m = 90$, we find that the performance of the former is always better than the latter, and in the last cycle, it is about $0.8\%$ higher than the latter. Moreover, it can be seen that the choice of different bias does not affect the performance gap between DNAL and other baselines, indicating the robustness of our approach.

Noisy versus ideal oracle in DNAL. In practical AL, the labeled data might not be ideal, meaning there are some noisy data caused by an inaccurate oracle. Intuitively, the worse labeled data we adopt, the lower performance we might achieve. Since in CIFAR-100 data set, the 100 classes can be divided into 20 superclasses, meaning each image comes with a fine label and a coarse label. We define different noise in the labeled pool by changing $\varepsilon\%$ data of the training set from the ground-truth labels to an incorrect label but within the same superclass. Figure 8(c) shows the effect of noise on performance based on our approach by changing $10\%$ and $20\%$ of the training set. To $\varepsilon = 10$ and $\varepsilon = 20$, we find that the performance of the former is always better than the latter, and in the last cycle, it is about a large margin $5.42\%$ higher than the latter. Moreover, it can also be seen that the different noisy does not affect the performance gap between DNAL and other baselines, indicating the robustness of our approach. Intuitively, as the percentage of noisy labels increases, performances of all of the AL baselines will decrease and might converge to the same level.

### Table 1. Time consumption for training stage from the labeled set and sampling stage from the unlabeled pool data set on CIFAR-100.

| Method         | Training time (s) | Sampling time (s) |
|----------------|-------------------|-------------------|
| Random         | 434.90            | 0.40              |
| MC-Dropout     | 435.21            | 80.02             |
| Entropy        | 434.85            | 7.85              |
| Core-set       | 562.77            | 74.13             |
| LLAL           | 724.57            | 6.38              |
| DNAL (Ours)    | 732.21            | 6.32              |

CIFAR: Canadian Institute for Advanced Research; MC: Monte Carlo; LLAL: learn loss for active learning; DNAL: double-branch deep network active learning.

### Operation time analysis

In this subsection, we will take the training time and sampling time as an example to reflect the performance of time consumption over different approaches, and we use the same method to load data based on PyTorch for a fair comparison. Note that the training time gradually increases because the number of the labeled pool increases at each stage; in contrast, the sampling time gradually decreases because the number of the unlabeled pool decreases at each stage. We just list the first sampling time and training time, which means select 2500 data points from 45,000 training data set and training the total 5000 data points.
Table 1 presents our comparison for DNAL and other baselines on CIFAR-100 and we can consider random sampling strategy as an effective baseline. During the training stage, the training time of random, MC-Dropout, and Entropy methods is nearly the same (around 435 s), the reason might be that the networks for training are the same. DNAL and LLAL are at the same level and DNAL is a little higher than LLAL, and it is because the loss calculation is different during training. Note that we do not show the result of the VAAL method here since the training is too long, which might cost a few hours. For the sampling stage, we find that our approach (DNAL) achieves the competitive result, which is only 6.32 s. Moreover, MC-Dropout costs about 80 s in sample selection, because it repeats the forward network to measure the uncertainty from 10 drop-out masks, and the Core-set needs about 74 s to solve an optimization problem for sample selection. Therefore, the above results indicate the complexity of our approach is competitive and demonstrate the efficient learning performance of our approach.

Conclusions and future work

In this article, we have proposed a novel model to learn the loss for AL using a double-branch deep network. The proposed system could improve the performance for AL. Experimental results in many tasks demonstrate that the proposed approach is efficient compared with previous AL methods. Our future work includes considering the diversity or density of data to design a better architecture or extending the approach to the stream-based AL.
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