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Abstract
We introduce a concept of a quasi proximate order which is a generalization of a proximate order and allows us to study efficiently analytic functions whose order and lower order of growth are different. We prove an existence theorem for a quasi proximate order, i.e. a counterpart of Valiron’s theorem for a proximate order. As applications, we generalize and complement some results of M. Cartwright and C. N. Linden on asymptotic behavior of analytic functions in the unit disc.
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1 Introduction and Main Results

This paper concerns the asymptotic behavior of analytic functions \( f \) whose order of growth \( \sigma_M(f) \) and the lower order \( \lambda_M(f) \), defined via the maximum modulus function \( M(r, f) = \max \{|f(z)| : |z| = r\} \), are distinct. In particular, we search for asymptotic
lower estimates for $\log |f|$ and its $L^p$-mean on the circle of radius $r$ centered at the origin. Lindelöf proximate order $\rho(r)$ has been widely and effectively used in the setting of such problems [11,13,16,19]. It allows one to majorize $\log M(r, f)$ by the flexible function $V(r) = r^{\rho(r)}$, where $\rho(r) \to \rho_M(f)$, as $r$ approaches either $\infty$ (the case of entire functions) or 1 (the case of functions analytic in the unit disc). Indeed, by Valiron’s theorem [11,13,16] for each entire function of finite order there exists a proximate order $\rho(r)$ such that $\log M(r, f) \leq V(r)$ for all $r$, and $\log M(r_n, f) = V(r_n)$ for some sequence $(r_n)$ tending to $\infty$. Such a proximate order is called a proximate order of an entire function $f$. This concept plays an essential role in the theory of functions of completely regular growth [16]. However, the defect of this approach is that it completely ignores the value of the lower order. For entire functions $f$ of finite lower order $\lambda_M(f)$ there is a notion of a lower proximate order $\lambda(r)$ [11,16], which allows one to majorize $\log M(r, f)$ by $r^{\lambda_M(f) + O(1)}$ on a sequence of values of $r$ tending to $\infty$. Unfortunately, such a conclusion is in many cases far from being satisfactory. This leads us to the problem of constructing a majorant $V(r)$ for $\log M(r, f)$ such that, on one hand, it keeps the information about both the order $\rho_M(f)$ and the lower order $\lambda_M(f)$ well enough, and, on the other hand, it is sufficiently flexible. In particular we require that it satisfies Caramata’s condition $V(2r) = O(V(r))$ as $r \to \infty$. It turns out that this is impossible in the setting of proximate order and its known generalizations. We solve this problem by introducing the notion of a quasi proximate order. It allows us to complement and generalize some results of Cartwright [4] and Linden [17,18]. Note that more general majorants are considered in [14,15].

We proceed towards the statements of our findings via necessary definitions. Let $1 \leq r_0 < \infty$. A function $\sigma : [r_0, \infty) \to (0, \infty)$ is called a quasi proximate order if there exist two constants $0 \leq \lambda < \rho < \infty$ and an associated function $A^* = A^*_\sigma : [r_0, \infty) \to (0, \infty)$ such that

1. $\sigma \in C^1[r_0, \infty)$;
2. $\lim_{t \to \infty} \sigma(t) = \rho$;
3. $\liminf_{t \to \infty} \sigma(t) = \lambda$;
4. $\limsup_{t \to \infty} |\sigma'(t)| t \log t < \infty$;
5. $A^*$ is non-decreasing and $A^*(t) \leq t^{\sigma(t)} \leq (1 + o(1))A^*(t)$, as $t \to \infty$.

Even though $t^{\sigma(t)}$ is not necessarily monotone, it follows from (2) and (4) that $t^{\sigma(t)} \asymp (2t)^{\sigma(2t)}$, as $t \to \infty$. Namely, (2) and (4) yield $\sigma(t) \leq 2\rho$, if $t \geq t_0$, and

$$\sigma(t) - \frac{C}{\log t} \leq \sigma(2t) \leq \sigma(t) + \frac{C}{\log t}, \quad t \geq t_0,$$

for some constants $C = C(\sigma) > 0$ and $t_0 = t_0(\sigma) > 1$. These inequalities imply $t^{\sigma(t)} \asymp (2t)^{\sigma(2t)}$ which together with (5) yields $A^*(2t) \lesssim A^*(t)$, as $t \to \infty$.

A function satisfying properties (1)–(3) and

$$(4') \limsup_{t \to \infty} |\sigma'(t)| t \log t = 0,$$

is called oscillating or a generalized proximate order. If, in addition, $m < \lambda \leq \rho < m + 1$ for some $m \in \mathbb{N} \cup \{0\}$, then $\sigma$ is called a Boutroux proximate order. Such
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modifications of a proximate order, their properties and applications can be found in [11, Chap. 2, §5], [2,5,20]. The notion of an oscillating proximate order was used to generalize the theory of functions of completely regular growth to classes of functions of non-regular growth [2,5]. The main disadvantage of this approach is the lack of an existence theorem. All aforementioned generalizations can be used provided that the upper limit (2) or the lower limit (3) is finite. The reference [10] deals with the case when it is not the case. Observe that if \( \rho = \lambda \) then a generalized proximate order coincides with a proximate order. Finally, Valiron’s theorem on existence of a proximate order was generalized in [12] where it was shown that one can always find \( \rho(r) \) with extra smoothness properties (see also [1]).

Our first main result shows that for each non-decreasing function \( A \) satisfying \( t^\alpha \lesssim A(t) \lesssim t^\beta \) for some \( 0 \leq \alpha < \beta < \infty \), there exists a quasi proximate order \( \sigma \) such that the function \( t^{\sigma(t)} \) is in a sense a smooth pointwise majorant of \( A \) and still reflects the behavior of \( A \) in a useful and natural way. The precise statement reads as follows.

**Theorem 1** Let \( 1 \leq r_0 < \infty \) and let \( A \) be a positive continuous non-decreasing function on \([r_0, \infty)\) such that

\[
\limsup_{t \to \infty} \frac{\log A(t)}{\log t} = \rho, \quad \liminf_{t \to \infty} \frac{\log A(t)}{\log t} = \lambda, \quad 0 \leq \lambda < \rho < \infty. \tag{1.1}
\]

Then, for each fixed \( \eta \in (\rho - \lambda) \), there exists a quasi proximate order \( \sigma = \sigma_{\rho, \lambda, \eta} : [r_0, \infty) \to (0, \infty) \), with the associated function \( A^* = A^*_\sigma : [r_0, \infty) \to (0, \infty) \), such that

1. \( \limsup_{t \to \infty} \sigma(t) = \rho \);
2. \( \liminf_{t \to \infty} \sigma(t) = \lambda + \eta \);
3. \( A(t) \leq t^{\sigma(t)} \) for all \( r_0 \leq t < \infty \).

It is tempting to think that in the statement (2) of Theorem 1 one may replace \( \lambda + \eta \) by \( \lambda \). However, this is not possible without violating the condition \( \limsup_{t \to \infty} |\sigma'(t)|t \log t < \infty \) of a quasi proximate order. In Sect. 2 we construct a non-decreasing function \( A \) which proves this last claim. It also follows from the argument used that no generalized proximate order satisfying the limit conditions (2) and (3) of the definition exists for the constructed \( A \). The proof of Theorem 1 is also given in Sect. 2. The proof itself is a technical handmade construction which relies on the use of suitable auxiliary functions induced by \( A \) and inductive defining of \( \sigma \) and \( A^* \).

Our primary interest in this paper deals with analytic functions in the unit disc \( \mathbb{D} = \{ z : |z| < 1 \} \). For this aim we first transfer Theorem 1 to the setting of unit interval \([0, 1)\) by the substitution \( t = 1/(1 - r) \), and then apply it to the logarithm of a suitable maximum modulus function. To be precise, recall that for an analytic function \( f \) in \( \mathbb{D} \), the order and the lower order are defined by

\[
\sigma_M(f) = \limsup_{r \to 1^-} \frac{\log^+ \log^+ M(r, f)}{\log \frac{1}{1-r}}
\]
and

\[ \lambda_M(f) = \liminf_{r \to 1^-} \frac{\log^+ \log^+ M(r, f)}{\log \frac{1}{1-r}}, \]

respectively. Let now \( f \) be an analytic function in \( \mathbb{D} \) such that \( 0 \leq \lambda_M(f) < \sigma_M(f) < \infty \). Write \( A(t) = \log M(1-1/t, f) \) for all \( 1 \leq t < \infty \). Then, for given \( \eta \in (0, \sigma_M(f) - \lambda_M(f)) \), there exist \( \lambda \) and its associated function \( A^* = A^*_\lambda \) on \([0, 1)\) such that

(1) \( \lambda \in C^1[0, 1) \);
(2) \( \limsup_{r \to 1^-} \lambda(t) = \sigma_M(f) \);
(3) \( \liminf_{r \to 1^-} \lambda(t) = \lambda_M(f) + \eta \);
(4) \( \limsup_{r \to 1^-} \lambda'(r)(1-r) \log(1/(1-r)) < \infty \);
(5) \( A^*(r) \leq (1-r)^{-\lambda(r)} \leq (1 + o(1))A^*(r) \), as \( r \to 1^- \);
(6) \( A^* \) is non-decreasing and \( A^*((1+r)/2) \lesssim A^*(r) \) for all \( 0 \leq r < 1 \);
(7) \( \log M(r, f) \leq (1-r)^{-\lambda(r)} \) for all \( 0 \leq r < 1 \).

To see this, it is enough to set \( \lambda(r) = \sigma(1/(1-r)) \), where \( \sigma \) is that of Theorem 1 applied to \( A \). Then (1)–(6) are immediate while (7) comes from the statement (3) of the said theorem. If the properties (1)–(7) hold, then \( \lambda \) is called a quasi proximate order of the analytic function \( f \) in \( \mathbb{D} \), related to \( \eta \in (0, \sigma_M(f) - \lambda_M(f)) \). Further, if

(4') \( \limsup_{r \to 1^-} \lambda'(r)(1-r) \log \frac{1}{1-r} = 0, \)

then \( \lambda \) is a generalized proximate order of \( f \).

We now proceed towards the statement of our second main result. Some more definitions are needed. Let

\[ m_p(r, \log |f|) = \left( \frac{1}{2\pi} \int_0^{2\pi} |\log |f(\theta)||^p d\theta \right)^{1/p}, \quad 0 < r < 1, \]

and, by following [17], define

\[ \rho_p(f) = \limsup_{r \to 1^-} \frac{\log^+ m_p(r, \log |f|)}{-\log(1-r)}, \quad \lambda_p(f) = \liminf_{r \to 1^-} \frac{\log^+ m_p(r, \log |f|)}{-\log(1-r)}. \]

It is known [17] that \( \rho_p(f) \) is an increasing function of \( p \) and \( p \rho_p(f) \) is convex on \((0, \infty)\). Further, define \( \rho_\infty(f) = \lim_{p \to \infty} \rho_p(f) \) as in [6]. Linden [17] proved the identity \( \sigma_M(f) = \rho_\infty(f) \) and showed that

\[ \rho_p(f) \leq \sigma_M(f) \leq \rho_p(f) + \frac{1}{p}, \quad 0 \leq p < \infty, \quad (1.2) \]

provided \( \sigma_M(f) \geq 1 \). In general, \( \sigma_M(f) \leq \rho_\infty(f) \) for all analytic functions in \( \mathbb{D} \). Observe that the left-hand inequality in (1.2) is no longer true if \( \sigma_M(f) < 1 \). A
Blaschke product $B$ such that $\rho_p(B) = 1 - 1/p$ while $\sigma_M(B) = 0$ gives a counter example [7]. Further properties of the order $\rho_\infty(f)$ can be found in [6].

Our aim is to establish a counterpart of (1.2) for $\lambda_p(f)$ and $\lambda_M(f)$. This is what we obtain from our next result. Recall that the upper density of a measurable set $E \subset [0, 1)$ is defined as

$$D(E) = \limsup_{r \to 1^-} \frac{m(E \cap [r, 1))}{1 - r},$$

where $m(F)$ denotes the Lebesgue measure of the set $F$.

**Theorem 2** Let $f$ be an analytic function in $\mathbb{D}$ such that it admits a generalized proximate order $\lambda$, and either $1 < \lambda_M(f) < \sigma_M(f) < \infty$ or $0 \leq \lambda_M(f) < \sigma_M(f) \leq 1$. Let $1 \leq p < \infty$ and $\epsilon > 0$. Then

$$m_p(r, \log |f|) \lesssim \frac{1}{(1 - r)^{\lambda_M(f) + \eta} - \epsilon}, \quad r \to 1^-.$$  \hspace{1cm} (1.3)

In particular, if $\eta \in (0, \sigma_M(f) - \lambda_M(f))$ then

$$m_p(r, \log |f|) \lesssim \frac{1}{(1 - r)^{\lambda_M(f) + \eta} - \epsilon}, \quad r \in E, \hspace{1cm} (1.4)$$

where $E = E_{\epsilon, \eta} \subset [0, 1)$ is of upper density one.

The method we employ in the proof does not allow us to treat the case $\lambda_M(f) \leq 1 < \sigma_M(f)$ and therefore it remains unsettled.

**Corollary 3** Let $f$ be an analytic function in $\mathbb{D}$ such that it admits a generalized proximate order $\lambda$, and either $1 < \lambda_M(f) < \sigma_M(f) < \infty$ or $0 \leq \lambda_M(f) < \sigma_M(f) \leq 1$. Let $\eta \in (0, \sigma_M(f) - \lambda_M(f))$ and $1 \leq p < \infty$. Then

$$\lambda_p(f) \leq \lambda_M(f) \left(1 - \frac{1}{\sigma_M(f)}\right) + 1, \quad \lambda_M(f) \leq \lambda_p(f) + \frac{1}{p}. \hspace{1cm} (1.5)$$

Corollary 3 complements (1.2). Indeed, the left-hand inequality in (1.2) is the limit case $\lambda_M(f) = \sigma_M(f)$ of the first inequality in (1.5) with $\sigma_M(f) \geq 1$. However, the sharpness of Corollary 3 itself remains unsettled. We just note here that a similar phenomenon appears in estimates of growth for the central index of analytic functions in the unit disc in terms of orders of their maximum term [22].

The proof of Theorem 2 occupies most of the body of the remaining part of the paper. It follows the scheme of the proof of [17, Thm. 1] to some extent but a substantial number of different arguments are needed. Some of the auxiliary results obtained on the way to the proof are of independent interest. The first step towards the proof of the theorem is to estimate the number of zeros of an analytic function in polar rectangles in terms of its proximate order. Our result in this direction is Proposition 7 which is proved in Sect. 3. The second step is to establish an appropriate generalization of the following lemma due to Cartwright [4, Lem. 1].
Lemma A Let \( 0 < R < \infty \), \( 0 < \alpha < \infty \) and \( \pi / (2\alpha) < \beta < \infty \). Let \( F \) be analytic and non-vanishing in the truncated sector \( \Omega = \Omega_{R,\beta} = \{ re^{i\theta} : R \leq r < \infty, |\theta| \leq \beta \} \) such that

\[
\log |F(z)| < B|z|^\alpha, \quad z \in \Omega,
\]

(1.6)

for some constant \( B > 0 \). Then, for given \( \delta > 0 \), there exists a constant \( K = K(\delta) > 0 \) such that

\[
\log |F(re^{i\theta})| > -KB r^\alpha, \quad |\theta| \leq \beta - \delta, \quad R \leq r < \infty.
\]

Lemma A plays a crucial role in the proof of [4, Thm. 2]. Linden [18] generalized Cartwright’s lemma to the case in which the power function \( |z|^\alpha \) is replaced by \( V(|z|) = |z|^\rho(|z|) \), where \( \rho(r) \) is a proximate order of \( F \), and applied it to analytic functions in the unit disc. In [3, 21] the authors considered the question of when the conclusions of the lemma can be strengthened. They showed that indeed a stronger conclusion can be made if a certain extra hypothesis on \( V \) is imposed.

In this paper we are interested in the question: To what extent the hypotheses of Lemma A can be relaxed and still have the same lower estimate? It appears that it is enough to assume that \( \rho(r) \) is a generalized proximate order. It is worth underlining here that this allows \( f \) to be of non-regular growth. Moreover, it seems that the conclusion is no longer true for a quasi proximate order. Our generalization of Cartwright’s lemma reads as follows.

**Proposition 4** Let \( l : [1, \infty) \to (0, \infty) \) be a generalized proximate order such that \( 0 < \lim \inf_{r \to \infty} l(r) = l_1 < \lim \sup_{r \to \infty} l(r) = l_2 < \infty \). Let \( \varepsilon > 0 \), \( 0 < q < 1 \) and \( 0 < R < \infty \). Let \( G \) be analytic and non-vanishing such that

\[
\log |G(re^{i\theta})| < \frac{l(r)}{(1+\varepsilon)}
\]

on the domain \( \{ re^{i\theta} : R < r < \infty, |\theta| \leq \pi/(2l(r)q) \} \). Then, for each \( 0 < \delta < \pi/2l_2q \), we have

\[
\log |G(re^{i\theta})| > -l(r), \quad |\theta| \leq \frac{\pi}{2l(r)q} - \delta, \quad r \to \infty.
\]

The proposition allows us to deduce the following result concerning real parts of analytic functions in the unit disc. It is a counterpart of [18, Thm. 3] and of independent interest.

**Theorem 5** Let \( \sigma \) be a generalized proximate order such that \( \lambda(r) = \sigma(1/(1 - r)) \) satisfies \( 1 < \lim \inf_{r \to 1^-} \lambda(r) < \lim \sup_{r \to 1^-} \lambda(r) < \infty \). Let \( \varepsilon > 0 \) and let \( f \) be analytic in \( \mathbb{D} \) such that \( f(0) = 0 \) and

\[
\Re f(re^{i\theta}) < \frac{1}{(1 - r)^{\lambda(r)}}, \quad 0 \leq \theta < 2\pi, \quad r_0 < r < 1,
\]

(1.7)
for some $r_0 \in (0, 1)$. Then

$$|\text{Re } f(re^{i\theta})| < \frac{1}{(1 - r)(1 + \epsilon)\lambda(r)}, \quad 0 \leq \theta < 2\pi, \quad r \to 1^-. $$

Observe that the hypothesis $1 < \liminf_{r \to 1^-} \lambda(r)$ in Theorem 5 is necessary. Namely, if $\limsup_{r \to 1^-} \lambda(r) < 1$ one can only say that $|\text{Re } f(re^{i\theta})| \lesssim 1/(1 - r)$ by [4]. This upper bound is the best possible as is seen by considering the function $f(z) = 1 - 1/(1 - z)^\alpha$ with $\alpha \in (0, 1)$.

Proposition 4 and Theorem 5 are established in Sect. 4. The proofs do not come for free but here we only mention one specific tool used which is the Warschawski mapping theorem, stated as Theorem C. Finally, in Sect. 5 we pull all the discussed things together, and prove Theorem 2 and Corollary 3.

Note that counterparts of Theorem 2 and Proposition 7 below are valid for subharmonic functions and their Riesz measures.

To this end, a couple of words about the notation used throughout the paper. The letter $C = C(\cdot)$ will denote an absolute constant whose value depends on the parameters indicated in the parentheses, and may change from one occurrence to another. We will use the notation $a \lesssim b$ if there exists a constant $C = C(\cdot) > 0$ such that $a \leq Cb$, and $a \gtrsim b$ is understood in an analogous manner. In particular, if $a \lesssim b$ and $a \gtrsim b$, then we write $a \asymp b$ and say that $a$ and $b$ are comparable. Moreover, the notation $a(t) \sim b(t)$ means that the quotient $a(t)/b(t)$ approaches one as $t$ tends to its limit.

2 Existence of Quasi Proximate Order

In this section we prove Theorem 1 and discuss the necessity of its hypotheses. We begin with the proof of the theorem.

Proof of Theorem 1 Define

$$d(t) = \frac{\log^+ A(t)}{\log t}$$

for all $t \in [\max\{r_0, e\}, \infty)$. Let $(\epsilon_n)_{n=1}^\infty$ be a strictly decreasing sequence of strictly positive numbers such that $\epsilon_1 = \min\{1, \eta\}$ and $\lim_{n \to \infty} \epsilon_n = 0$. The continuity of $A$ together with (1.1) allows us to choose the infinite sequences $\{r_n\}_{n \in \mathbb{N}}$, $\{r_n'\}_{n \in \mathbb{N}}$ and $\{r_n^*\}_{n \in \mathbb{N}}$ such that

(i) $r_n < r_n^* < r_n' < r_{n+1}$ for all $n \in \mathbb{N}$;
(ii) $d(r_n') = \lambda + \eta/2$ for all $n \in \mathbb{N}$;
(iii) $d(r_1) = \rho - \epsilon_1$ and $r_{n+1} = \min\{r \geq r_n' : d(r) = \rho - \epsilon_{n+1}\}$ for all $n \in \mathbb{N}$;
(iv) $(r_n^*)^{\lambda + \eta} = (r_n')^{\lambda + \eta/2}$ for all $n \in \mathbb{N}$.

The existence of such sequences can be seen, for example, by arguing as follows. First, consider a sequence $\{r_n'\}_{n \in \mathbb{N}}$ consisting of infinitely many points satisfying (ii). Then define $\{r_n^*\}_{n \in \mathbb{N}}$ by (iv), and by passing to suitable subsequences if necessary we have $r_n' < r_n^* < r_{n+1}'$. By defining $\{r_n\}_{n \in \mathbb{N}}$ by (iii) we now have $r_n' < r_{n+1}$, and by
passing once more to subsequences we obtain (i). Observe that the value of \( d \) at the points \( r_n \) and \( r'_n \) is known precisely by (ii) and (iii), while (i), (ii) and (iv) together with the monotonicity of \( A \) yield the estimate

\[
d(r^*_n) = \frac{\log^+ A(r^*_n)}{\log r^*_n} \leq \frac{\lambda + \eta \log^+ A(r'_n)}{\lambda + \eta} = \frac{\lambda + \eta}{\lambda + \eta} d(r'_n) = \lambda + \eta, \quad n \in \mathbb{N}.
\]

(2.1)

Let now \( E_1 = \{ r \in [r_0, r^*_1] : d(r) \geq \rho - \varepsilon_1 \} \) and

\[ E_n = \{ r \in [r_n, r^*_n] : d(r) \geq \rho - \varepsilon_n \}, \quad n \in \mathbb{N}\setminus\{1\}. \]

Then each \( E_n \) is non-empty by property (iii). Write \( M_n = \max\{d(r) : r \in E_n\} = \max\{d(r) : r \in [r_n, r^*_n]\} \), and let \( R_n \in E_n \) such that \( d(R_n) = M_n \). Then \( M_n \to \rho \), as \( n \to \infty \), and, by fixing \( r_1 \) sufficiently large, \( \rho - \varepsilon_n \leq M_n \leq \rho + \varepsilon_n \) for all \( n \in \mathbb{N}\setminus\{1\} \) by (1.1). Define

\[
\sigma(t) = \begin{cases} 
M_1, & t \in [r_0, R_1] \\
M_n, & t \in [r_n, R_n], \quad n \in \mathbb{N}\setminus\{1\},
\end{cases}
\]

(2.2)

and set

\[ A^*(t) = t^{\sigma(t)}, \quad t \in [r_0, R_1] \cup \left( \bigcup_{n\in\mathbb{N}\setminus\{1\}} [r_n, R_n] \right). \]

Then \( A^* \) is trivially non-decreasing and continuous on each \([r_n, R_n] \) and on \([r_0, R_1] \). Since \( A \) is non-decreasing by hypothesis, the definition of \( d \) and the property (iv) imply

\[ A(t) \leq A(r^*_n) = (r^*_n)^{\lambda + \eta/2} = (r^*_n)^{\lambda + \eta} \leq t^{\lambda + \eta}, \quad t \in [r^*_n, r'_n], \quad n \in \mathbb{N}, \]

and hence \( d(t) \leq \lambda + \eta \) for all \( t \in [r^*_n, r'_n] \) and \( n \in \mathbb{N} \). This extends (2.1).

Let

\[ D(t) = \max\{\max\{d(r) : t \leq r \leq r^*_n\}, \lambda + \eta\}, \quad t \in [R_n, r^*_n], \quad n \in \mathbb{N}\setminus\{1\}. \]

Then \( D(t) \) is non-increasing, and \( D(r^*_n) = \max\{d(r^*_n), \lambda + \eta\} = \lambda + \eta \). Define

\[ A^*(t) = t^{D(t)}, \quad t \in [R_n, r^*_n], \quad n \in \mathbb{N}\setminus\{1\}. \]

Then \( A^* \) is continuous at each \( R_n \), and non-decreasing on each \([R_n, r^*_n] \). Namely, \([R_n, r^*_n] = B \cup C \), where \( B = \{ t \in [R_n, r^*_n] : d(t) = D(t) \} \) is a closed set and \( C \) is a union of open intervals \([\Delta_{k,n}] \). By the definition of \( D \), we have \( A^*(t) = e^{\log^+ A(t)} \) on \( B \), and \( A^*(t) = t^{\lambda + \eta} \) on \( C \). The monotonicity of \( A^* \) on each \([R_n, r^*_n] \) now follows from that of \( A \) and the definition of \( D \).
We next define \( \sigma \) on \([R_n, r_n^*]\). In order to do so, denote \( u_{0,n} = R_n \) and \( u_{0,n}^* = \max \{ t \in [R_n, r_n^*] : D(t) = D(R_n) \} \), and define

\[
t_{1,n} = \min \{ t \in \mathbb{N} : t \geq u_{0,n} + 1, D(t) < D(u_{0,n}) = D(R_n) \}.
\]

Then obviously \( t_{1,n} \leq u_{0,n}^* \). We now define

\[
\sigma(t) = \sigma(u_{0,n}) = M_n, \quad R_n = u_{0,n} \leq t \leq t_{1,n}.
\]

Let

\[
u_{1,n} = \min \{ t > t_{1,n} : D(t) = y_{1,n}(t) \}
\]

be the abscissa of the point in which the graphs \( y = D(t) \) and

\[
y = y_{1,n}(t) = M_n - (\rho + 1) \log \log t + (\rho + 1) \log \log t_{1,n}
\]

intersect. Note that \( t_{1,n} \) is decreasing on \([t_{1,n}, r_n^*]\), because

\[
(y_{n,1}(t) \log t)' = \frac{1}{t} \left( -(\rho + 1) + M_n - (\rho + 1)(\log \log t - \log \log t_{1,n}) \right)
\]

\[
< \frac{1}{t} ( -\rho - 1 + M_n ) < 0.
\]

Since \( D(t) \log t = \log A^*(t) \), and \( A^* \) is non-decreasing and unbounded, the point \( u_{1,n} \) exists and is unique. We set

\[
\sigma(t) = \sigma(t_{1,n}) - (\rho + 1) \log \log t + (\rho + 1) \log \log t_{1,n}, \quad t_{1,n} \leq t \leq u_{1,n}.
\]

(2.3)

Let \( u_{1,n}^* = \max \{ t \in [u_{1,n}, r_n^*] : D(t) = D(u_{1,n}) \} \), and then choose

\[
t_{2,n} = \min \{ t \in \mathbb{N} : t \geq u_{1,n} + 1, D(t) < D(u_{1,n}) \}.
\]

Continue the process as above until the function \( \sigma \) is defined on the whole interval \([R_n, r_n^*]\). Since \( u_{k+1,n} \geq t_{k+1,n} \geq u_{k,n} + 1 \), the process finishes after a finite number of steps.

We will show next that

\[
A^*(t) \leq t^{\sigma(t)} \leq (1 + o(1))A^*(t), \quad t \in [R_n, r_n^*], \quad n \to \infty.
\]

(2.4)

The left-hand inequality follows immediately from the construction. Moreover, \( A^*(t) = t^{D(t)} = t^{\sigma(t)} \) for each \( t \in [u_{k,n}, u_{k,n}^*] \). Note that \( t_{k+1,n} \leq u_{k,n}^* + 2 \) for
each $k$ by the definition of $t_{k+1,n}$. Further, for $t \in [u_{k,n}^*, t_{k+1,n}]$ we have

$$t^\sigma(t) = t^{D(u_{k,n}^*)} \leq (u_{k,n}^* + 2)^{D(u_{k,n}^*)} = (u_{k,n}^*)^{D(u_{k,n}^*)} \left(1 + \frac{2}{u_{k,n}^*}\right)^{D(u_{k,n}^*)} \leq A^*(t)^{D(u_{k,n}^*)/u_{k,n}^*} \leq A^*(t)^{(t_{k+1,n}^* + 1)/R_n} \leq A^*(t) \left(1 + \frac{9^{\rho + 1}}{R_n}\right), \quad n \in \mathbb{N}\setminus\{1\}.$$ 

Since $t^\sigma(t)$ is decreasing for $t \in [t_{k+1,n}^*, u_{k,n}^* + 1]$ by its definition, we obtain

$$t^\sigma(t) \leq t^\sigma(t_{k+1,n}^*) \leq A^*(t_{k+1,n}^*) \left(1 + \frac{9^{\rho + 1}}{R_n}\right) \leq A^*(t) \left(1 + \frac{9^{\rho + 1}}{R_n}\right).$$

Therefore (2.4) is proved.

It follows from (2.4) that

$$(r_n^*)^{\lambda + \eta} = A^*(r_n^*) \leq (r_n^*)^{\sigma(r_n^*)} = (1 + \delta_n)(r_n^*)^{\lambda + \eta},$$

where $0 \leq \delta_n \leq 9^{\rho + 1}/R_n$. Hence

$$\lambda + \eta \leq \sigma(r_n^*) \leq \lambda + \eta + \frac{9^{\rho + 1}}{R_n \log R_n}. \tag{2.5}$$

We then define

$$\sigma(t) = \sigma(r_n^*) + C_n (\log \log t - \log \log r_n^*), \quad r_n^* \leq t \leq r_n^{'}, \tag{2.6}$$

where

$$C_n = \frac{M_{n+1} - \sigma(r_n^*)}{\log \frac{\lambda + \eta}{\lambda + \eta + \frac{\rho}{\lambda + \eta}}} \leq \frac{\rho + \varepsilon_1 - \lambda - \eta}{\log \frac{\lambda + \eta}{\lambda + \eta + \frac{\rho}{\lambda + \eta}}}.$$ 

Since $(\lambda + \eta) \log r_n^* = (\lambda + \eta/2) \log r_n^{'},$ by (iv), this yields $\sigma(r_n^{'}) = M_{n+1}.$ We then define

$$\sigma(t) = M_{n+1}, \quad r_n^* \leq t \leq r_n^{'}, \tag{2.7}$$

and $A^*(t) = t^{\sigma(t)}$ for all $t \in [r_n^*, r_{n+1}^{'}].$ Then we make the next step.

The statement (1) follows from the construction, see, in particular, (2.2), the definition of $M_n$ and the hypothesis (1.1). The statement (2) is a consequence of the construction and (2.5). Statement (3) is obvious on each $[r_n, R_n]$ by the definition of $M_n.$ On $[R_n, r_n^*]$ we have

$$A(t) \leq d(t) \leq D(t) = A^*(t) \leq t^{\sigma(t)}.$$
by (2.4). On the remaining interval $[r_n^*, r_{n+1}]$ we have (3) by the construction, see (2.6) and (2.7), and the hypothesis on the monotonicity of $A$.

It remains to show that $\sigma$ is a proximate order and $A^*$ satisfies the properties of an associated function. We have already seen that $\sigma$ satisfies the property (2) and also (3), with $\lambda + \eta$ in place of $\lambda$. Moreover, (5) is satisfied by (2.4) because $A^*(t) = t^{\sigma(t)}$ for all $t \in [r_0, \infty) \setminus \bigcup_{n \in \mathbb{N} \setminus \{1\}} [R_n, r_n^+]$. Furthermore, by (2.3) and (2.7), we also have $|\sigma'(t)| \leq K/(t \log t)$, where $K = \max\{\sup_n C_n, \rho + 1\}$, except for countably many points, where the derivative does not exist. We can slightly modify the continuous function $\sigma$ in small neighborhoods of these points without changing the other properties to get (1) and (4). The associated function $A^*$ is continuous and increasing by the construction. Theorem 1 is now proved.

The following example shows that in the statement of Theorem 1 the parameter $\eta$ must be strictly positive. Observe also that no generalized proximate order satisfying the limit conditions (2) and (3) of the definition exists for the constructed $A$.

**Example 6** Let $0 < \lambda < \rho < \infty$, $r_1 = 2$ and $r_{n+1} = r_n^{\rho/\lambda}$ for all $n \in \mathbb{N}$. Define

$$A(r) = r_n^\rho, \quad r_n < r \leq r_{n+1}, \quad n \in \mathbb{N}.$$  

Then

$$A(r_n^+) = r_n^\rho, \quad A(r_{n+1}) = r_n^\rho = r_{n+1}^\lambda, \quad n \in \mathbb{N},$$

and

$$r_1^\lambda < A(r) < r_1^\rho, \quad r \geq r_1 = 2. \quad (2.8)$$

By redefining the step function $A$ on small intervals $[r_{n+1} - \varepsilon_n, r_{n+1}] \subset (r_n, r_{n+1}]$ such that its graph coincides with the line segment joining the points $(r_{n+1} - \varepsilon_n, r_n^\rho)$ and $(r_{n+1}, r_{n+1}^\rho)$, it remains non-decreasing, becomes continuous and satisfies

$$r_1^\lambda < A(r) \leq r_1^\rho, \quad r \geq r_1 = 2, \quad (2.9)$$

instead of (2.8), and $A(r_n) = r_n^\rho \leq A(r) \leq r_{n+1}^\rho$ for all $r \in [r_n, r_{n+1}]$ and $n \in \mathbb{N}$.

Suppose that $\sigma : [2, \infty) \to (0, \infty)$ is a quasi proximate order of $A$ such that

$$\limsup_{r \to \infty} \sigma(r) = \rho, \quad \liminf_{r \to \infty} \sigma(r) = \lambda.$$  

Then there exist infinite sequences $(n_k)_{k \in \mathbb{N}}$ and $(r_k')_{k \in \mathbb{N}}$, and a decreasing function $\eta : [2, \infty) \to (0, 1)$ such that $\lim_{r \to \infty} \eta(r) = 0$, $r_k' \in (r_{n_k}, r_{n_k+1})$ for all $k \in \mathbb{N}$, and

$$(r_k')^{\sigma(r_k')} \leq (r_k')^{\lambda + \eta(r_k')}, \quad k \in \mathbb{N}. \quad (2.10)$$
Denote

$$C_k = \sup_{[r_k, r_{k+1}]} |\sigma'(r)| r \log r$$

for all $k \in \mathbb{N}$. By the property (3) of Theorem 1 we deduce $r_n^\sigma = A(r_n) \leq r_{\sigma(r_n)}^\sigma$, and thus $\rho \leq \sigma(r_n)$ for all $n \in \mathbb{N}$. By (3) we also deduce $r_n^\rho \leq A(r_n^\rho) \leq (r_n^\rho)^{\sigma(r_n)}$ for all $k \in \mathbb{N}$. These observations together with (2.10) and the definition of the sequence $(r_n)_{n \in \mathbb{N}}$ yield

$$\rho - (\lambda + \eta(r_k^\rho)) \leq \sigma(r_{n+1}) - \sigma(r_k^\rho) \leq \int_{r_k^\rho}^{r_{n+1}} \frac{C_k}{r \log r} dr$$

$$= C_k \log \frac{\log r_{n+1}^\lambda}{\log r_k^\rho} = C_k \log \frac{\log r_{n+1}^\rho}{\log r_k^\rho}$$

$$\leq C_k \log \frac{\log(r_k^\rho)^{\lambda + \eta(r_k^\rho)}}{\log r_k^\rho} = C_k \log \frac{\lambda + \eta(r_k^\rho)}{\lambda}.$$

It follows that

$$C_k \geq \frac{\rho - \lambda - \eta(r_k^\rho)}{\log \frac{\lambda + \eta(r_k^\rho)}{\lambda}}, \quad k \in \mathbb{N},$$

and, consequently, $\limsup_{r \to \infty} |\sigma'(r)| r \log r = \infty$.

### 3 Estimates for the Number of Zeros in Polar Rectangles

Let $\{a_k\}$ denote the sequence of zeros of $f$, listed according to their multiplicities and ordered by the increasing moduli. Denote

$$n_1(r, f) = \max_{\varphi} \# \left\{ a_k : r \leq |a_k| \leq \frac{1 + r}{2}, |\arg a_k - \varphi| \leq \frac{\pi}{4} (1 - r) \right\}, \quad 0 \leq r < 1.$$

The aim of this section is to establish the following sharp estimate for $n_1(r, f)$ in terms of a quasi proximate order of $f$.

**Proposition 7** Let $f$ be an analytic function in $\mathbb{D}$ such that $0 \leq \lambda_M(f) < \sigma_M(f) < \infty$. Let $\lambda$ be a quasi proximate order of $f$, related to $\eta \in (0, \sigma_M(f) - \lambda_M(f))$, and $\varepsilon > 0$. Then

$$n_1(R, f) \lesssim \frac{1}{(1 - R)^{1+\lambda(R)(1-1/\sigma_M(f))^{1+\varepsilon}}}, \quad R \to 1^-.$$  (3.1)
In particular,

\[ n_1(R, f) \lesssim \frac{1}{(1 - R)^{1 + (\lambda_M(f) + \eta)(1 - 1/\sigma_M(f)) + \epsilon}}, \quad R \in E, \]  

(3.2)

where \( E \subset [0, 1) \) satisfies \( \bar{D}(E) = 1 \).

The first step towards Proposition 7 is to apply \[19, \text{Thm. 2}\]. Namely, if \( n(\zeta, h, f) \) denotes the number of zeros of an analytic function \( f \) in the closed disc \( \bar{D}(\zeta, h) = \{ w : |\zeta - w| \leq h \} \), then by replacing \( z \) by \( Rz \) in the said theorem we obtain the following result.

**Theorem B** Let \( f \) be an analytic function in \( \mathbb{D} \) such that \( f(0) = 1 \). Then, for \( \alpha \in [1/2, 1) \) and \( \tilde{\eta} \in (0, 1/6) \) there exist constants \( R_0 = R_0(\alpha) \in (0, 1) \) and \( C = C(\alpha, \tilde{\eta}) \) such that

\[ n(\zeta, h, f) \leq C \frac{1}{(R - r)^{1/\alpha}} \left( \int_0^R \log^+ M(t, f)(R - t)^{1/\alpha - 1} \, dt + \log^+ M(R_0, f) \right), \]

(3.3)

where \( |\zeta| = r < R < 1 \) and \( h = \tilde{\eta}(R - r)/R \).

In view of this theorem the proof of Proposition 7 boils down to estimating the integral appearing on the right-hand side of (3.3). This is done in the following lemma.

**Lemma 8** Let \( f \) be an analytic function in \( \mathbb{D} \) such that \( 0 \leq \lambda_M(f) < \sigma_M(f) < \infty \). For \( 1/2 \leq \alpha < 1 \) and \( 0 \leq R_0 < 1 \), define \( I_\alpha : [R_0, 1) \to [0, \infty) \) by

\[ I_\alpha(R) = \frac{1}{(1 - R)^{1/\alpha}} \left( \int_0^R \log^+ M(t, f)(R - t)^{1/\alpha - 1} \, dt + \log^+ M(R_0, f) \right). \]

(3.4)

Let \( \lambda \) be a quasi proximate order of \( f \) related to \( \eta \in (0, \sigma_M(f) - \lambda_M(f)) \). Then

\[ I_\alpha(R) \lesssim \frac{1}{(1 - R)^{1 + \lambda(R)(1 - 1/\sigma_M(f)) + \epsilon}}, \quad R \to 1^- \]

(3.5)

provided one of the following two conditions is satisfied:

(i) \( 0 \leq \sigma_M(f) < 1 \) and \( \epsilon > 0 \);
(ii) \( 1 \leq \sigma_M(f) < \infty \) and \( 1/\alpha < 1 + \epsilon/2 \).

In particular,

\[ I_\alpha(R) \lesssim \frac{1}{(1 - R)^{1 + (\lambda_M(f) + \eta)(1 - 1/\sigma_M(f)) + \epsilon}}, \quad R \in E, \]

(3.6)

where \( E = E_{\epsilon, \eta} \subset [0, 1) \) satisfies \( \bar{D}(E) = 1 \).
Proof By Theorem 1 there exists a quasi proximate order \( \lambda \) of \( f \), related to \( \eta \in (0, \sigma_M(f) - \lambda_M(f)) \), satisfying the properties (1)–(7). In view of (7) the problem boils down to estimating the quantity

\[
J(R) = \frac{1}{(1 - R)^{1/\alpha}} \left( \int_0^R \frac{(R - t)^{1/\alpha - 1}}{(1 - t)^{\lambda(t)}} dt + 1 \right).
\]

(3.7)

(i) Assume that \( 0 \leq \sigma_M(f) < 1 \) and, without loss of generality, choose \( \varepsilon > 0 \) such that \( \sigma_M(f) + \varepsilon < 1/\alpha \). Fix \( R_0 \in (0, 1) \) such that \( \lambda(r) \leq \sigma_M(f) + \varepsilon \) for all \( r \in [R_0, 1) \), and let \( R \in (R_0, 1) \). Then

\[
J(R) \lesssim \frac{1}{(1 - R)^{1/\alpha}} \int_0^R \frac{dt}{(1 - t)^{\sigma_M(f) + \varepsilon + 1 - 1/\alpha}} \lesssim \frac{1}{(1 - R)^{1/\alpha}} \lesssim \frac{1}{(1 - R)^{1+\varepsilon}},
\]

and thus (3.5) is proved.

(ii) Assume next that \( 1 \leq \sigma_M(f) < \infty \) and \( \varepsilon < 1/\alpha < 1 + \varepsilon/2 \). Fix \( R_0 \in (0, 1) \) such that \( \lambda(r) \leq \sigma_M(f) + \frac{\varepsilon}{2} \) for all \( r \in [R_0, 1) \), and let \( R \in (R_0, 1) \). If \( \lambda(R) \geq \sigma_M(f) \) the required estimate follows from standard arguments applied directly to (3.4). Assume that \( \lambda(R) < \sigma_M(f) \), and define \( R^* \in (0, R) \) by the condition \( (1 - R^*)^{\sigma_M(f)} = (1 - R)^{\lambda(R)} \). Then (5), (6), the inequality \( 1/\alpha < 1 + \varepsilon/2 \), and the definition of \( R^* \) yield

\[
J(R) = (1 - R)^{-1/\alpha} \left( \int_0^{R^*} + \int_{R^*}^R \right) \frac{(R - t)^{1/\alpha - 1}}{(1 - t)^{\lambda(t)}} dt
\]

\[
\lesssim (1 - R)^{-1/\alpha} \int_0^{R^*} \frac{(R - t)^{1/\alpha - 1}}{(1 - t)^{\sigma_M(f) + \varepsilon/2}} dt + (1 - R)^{-1/\alpha}
\]

\[
\times \int_{R^*}^R A^*(t)(R - t)^{1/\alpha - 1} dt
\]

\[
\leq (1 - R)^{-1/\alpha} \int_0^{R^*} \frac{1}{(1 - t)^{\sigma_M(f) + \varepsilon/2 - 1/\alpha + 1}} dt + \alpha(1 - R)^{-1/\alpha} A^*(R)
\]

\[
\times (R - R^*)^{1/\alpha}
\]

\[
\lesssim \frac{(1 - R)^{-1/\alpha}}{(1 - R^*)^{\sigma_M(f) + \varepsilon/2 - 1/\alpha}} + \frac{(1 - R^*)^{1/\alpha}}{(1 - R)^{\lambda(R) + 1/\alpha}}
\]

\[
= \frac{1}{(1 - R)^{1/\alpha + \lambda(R)/\sigma_M(f) + \varepsilon/2 - 1/\alpha}} + \frac{1}{(1 - R)^{\lambda(R) + 1/\alpha - \lambda(R)/\sigma_M(f)}}
\]

\[
\lesssim \frac{1}{(1 - R)^{1/\alpha + \lambda(R)/\sigma_M(f) + \varepsilon/2 - \lambda(R)/\sigma_M(f)}} \lesssim \frac{1}{(1 - R)^{1+\lambda(R) - \lambda(R)/\sigma_M(f) + \varepsilon}}.
\]

Therefore (3.5) holds in this case also.

It remains to prove (3.6). In the case \( \sigma_M(f) \leq 1 \) this follows with \( E = [R_0, 1) \) from (3.8). So assume that \( \sigma_M(f) > 1 \). Choose an increasing sequence \( (R_n)_{n \in \mathbb{N}} \) such
that \( \lambda(R_n) = \lambda_M(f) + \eta + \epsilon/2 \) for all \( n \in \mathbb{N} \) and \( \lim_{n \to \infty} R_n = 1 \). Then define \( (R_n^*) \) by

\[
(1 - R_n^*)^{\lambda_M(f) + \eta + 2\epsilon} = (1 - R_n)^{\lambda_M(f) + \eta + 3\epsilon/2}
\]

for all \( n \in \mathbb{N} \), and set \( E = \bigcup_{n=1}^{\infty} [R_n^*, R_n] \). The properties (5) and (6) imply

\[
\frac{1}{(1 - R)^{\lambda(R)}} \lesssim A^*(R) \leq A^*(R_n) \leq \frac{1}{(1 - R_n)^{\lambda(R_n)}}, \quad R \in [R_n^*, R_n], \quad n \in \mathbb{N},
\]

and hence (3.5), the definitions of \( (R_n) \) and \( (R_n^*) \) yield

\[
J(R) \lesssim \frac{1}{(1 - R)^{1 + \lambda(R)(1 - 1/\sigma_M(f)) + \epsilon}}
\]

\[
= \frac{1}{(1 - R)^{1 + \epsilon/\sigma_M(f)}} \cdot \frac{1}{(1 - R_n^*)^{\lambda(R_n) + \epsilon}(1 - 1/\sigma_M(f))}
\]

\[
\lesssim \frac{1}{(1 - R)^{1 + \epsilon/\sigma_M(f)}} \cdot \frac{1}{(1 - R_n^*)^{\lambda(R_n) + \epsilon + 3\epsilon/2}(1 - 1/\sigma_M(f))}
\]

\[
= \frac{1}{(1 - R)^{1 + \epsilon/\sigma_M(f)}} \cdot \frac{1}{(1 - R_n)^{\lambda_M(f) + \eta + 3\epsilon/2}(1 - 1/\sigma_M(f))}
\]

\[
\leq \frac{1}{(1 - R)^{1 + (\lambda_M(f) + \eta)(1 - 1/\sigma_M(f)) + 2\epsilon - \epsilon/\sigma_M(f)}}, \quad R \in [R_n^*, R_n], \quad n \in \mathbb{N}.
\]

By re-defining \( \epsilon \), this yields (3.6) on \( E \). Finally, since \( R_n^* \to 1^- \) as \( n \to \infty \), we have

\[
1 \geq D(E) \geq \lim_{n \to \infty} \frac{R_n - R_n^*}{1 - R_n^*} = 1 - \lim_{n \to \infty} (1 - R_n^*)^{\epsilon/(2(\lambda + \eta + 3\epsilon/2))} = 1.
\]

This finishes the proof of the lemma. \( \square \)

With these preparations we can prove the proposition we are after in this section.

**Proof of Proposition 7** For simplicity, we assume that \( f(0) = 1 \). The general case is an easy modification. Let \( \epsilon > 0 \) be given, and fix \( \alpha \in [1/2, 1) \) and \( \eta \in (0, \sigma_M(f) - \lambda_M(f)) \) as in Lemma 8. Further, let \( (R_n)_{n \in \mathbb{N}} \) be the sequence appearing in the proof of the said lemma. Let \( r_v = 1 - 2^{-v} \) for all \( v \in \mathbb{N} \), and let \( v \) be sufficiently large such that \( r_v \geq R_0 \), where \( R_0 = R_0(\alpha) \in (0, 1) \) is the constant from Theorem B. Let \( r \in [r_v, r_{v+1}] \) and \( R = 2r/(1 + r) \in (r_v, r_{v+2}) \). Then the estimate (3.3) yields

\[
n(\xi, \tilde{\eta}(1 - r)/2, f) \lesssim I_{\alpha} \left( \frac{2r}{1 + r} \right), \quad (3.9)
\]

where \( |\xi| = r \) and \( 0 < \tilde{\eta} < 1/6 \). An application of this estimate together with Lemma 8 gives the assertions. \( \square \)
4 Generalization of Cartwright’s Lemma and Its Application

In this section we prove Proposition 4 and establish Theorem 5 as its consequence. Both results are stated in the introduction. The proposition generalizes Cartwright’s lemma, see Lemma A, while the theorem concerns estimates of real parts of analytic functions. To establish our results we will need the following Warschawski mapping theorem. This theorem was efficiently used in the earlier work [3] on the topic.

**Theorem C** ([24, Sect. 7]) Let \( \omega : [0, \infty) \to (0, \infty) \) be a continuously differentiable function such that \( \int_0^\infty (\omega'(t))^2/\omega(t) \, dt < \infty \) and \( \lim_{t \to \infty} \omega'(t) = 0 \). Let \( \zeta \) be a conformal map of the curvilinear strip \( \{ u + iv : |v| \leq \omega(u) \} \) onto the strip \( K = \{ z : |\text{Im} \, z| \leq \pi/2 \} \) such that \( \zeta(u + iv) \to \pm \infty \) as \( u \to \pm \infty \). Then there exists a constant \( k = k(\omega) \in \mathbb{R} \) such that

\[
\zeta(u + iv) = k + \frac{\pi}{2} \int_0^u \frac{dt}{\omega(t)} + i \frac{\pi v}{2 \omega(u)} + o(1), \quad u \to \infty.
\]

Proposition 4 is a consequence of the following generalization of Cartwright’s lemma.

**Lemma 9** Let \( l : [1, \infty) \to (0, \infty) \) be a quasi proximate order such that

\[
0 < \lim \inf_{t \to \infty} l(t) = l_1 < \lim \sup_{t \to \infty} l(t) = l_2 < \infty.
\]

Define \( L(r) = \frac{1}{\log r} \int_1^r \frac{l(s)}{s} \, ds \) for all \( 1 \leq r < \infty \). Let \( \varepsilon > 0, 0 < q < 1 \) and \( 0 < R < \infty \). Let \( G \) be analytic and non-vanishing such that

\[
\log |G(re^{i\theta})| < r^{L(r)}
\]

on the domain \( \{ re^{i\theta} : R \leq r < \infty, |\theta| \leq \pi/(2l(r)q) \} \). Then, for each fixed \( \delta > 0 \) there exists \( K = K(\delta, l, q) > 0 \) such that we have

\[
\log |G(re^{i\theta})| > -Kr^{L(r)}, \quad |\theta| \leq \frac{\pi}{2l(r)q} - \delta, \quad r \to \infty.
\]

**Proof** Let \( 0 < q < 1 \) and define \( \omega(t) = (\pi/(2l(e^t)q)) \) for all \( 0 \leq t < \infty \). Since

\[
\lim \sup_{t \to \infty} l'(t)/t \log t < \infty
\]

and \( 0 < \lim \inf_{t \to \infty} l(t) = l_1 < \lim \sup_{t \to \infty} l(t) = l_2 < \infty \) by the hypotheses, we have

\[
|\omega'(t)| = \frac{\pi l'(e^t)e^t}{2l^2(e^t)} \lesssim \frac{1}{t}, \quad t \to \infty.
\]

Therefore, for sufficiently large \( R > 0 \) we have

\( \square \)
\[
\int_{\mathbb{R}} \left(\frac{\omega'(t)}{\omega(t)}\right)^2 dt \lesssim \int_{\mathbb{R}} \frac{dt}{t^2} < \infty.
\]

By re-defining \(\omega\) on \([0, R]\) in a suitable way if necessary we deduce that it satisfies the hypotheses of Theorem C. Since the statement of the lemma concerns the behavior of \(G\) far away from the origin, this re-definition does not affect the proof.

For \(\alpha > 0\), define

\[
S_q(\alpha) = \left\{ w = \rho e^{i\varphi} : \rho > 0, \ |\varphi| \leq \frac{\pi}{2\alpha q} \right\},
\]

\[
\tilde{S}_q = \left\{ z = re^{i\theta} : r > 0, \ |\theta| \leq \frac{\pi}{2l(r)q} \right\},
\]

and

\[
\log \tilde{S}_q = \left\{ u + iv : -\infty < u < +\infty, \ |v| \leq \omega(u) = \frac{\pi}{2l(e^u)q} \right\}.
\]

Let now \(\zeta\) be a conformal map from \(\log \tilde{S}_q\) onto \(K\) such that \(\zeta(z) \to \pm \infty\) as \(z \to \pm \infty\). Consider the functions

\[
\psi : S_q(\alpha) \to \tilde{S}_q, \quad z = \psi(w) = \exp \left( \zeta^{-1}(\alpha q \log w) \right),
\]

and

\[
\psi^{-1} : \tilde{S}_q \to S_q(\alpha), \quad w = \psi^{-1}(z) = \exp \left( \frac{1}{\alpha q} \zeta(\log z) \right),
\]

where \(\log\) denotes the principal branch of the logarithm. Define \(F = G \circ \psi\) on \(S_q(\alpha)\).

By the hypothesis (4.1) we have

\[
\log |F(w)| = \log |G(\psi(w))| < |\psi(w)|L(|\psi(w)|), \quad |\psi(w)| \geq R. \tag{4.4}
\]

In order to apply Lemma A we have to verify (1.6) for \(F\). In view of (4.4) it is enough to show \(|\psi(w)|L(|\psi(w)|) < B|w|^{\alpha}\), or equivalently,

\[
r L(r) \leq B |r e^{i\theta}|^{\alpha}. \tag{4.5}
\]

By Theorem C there exists \(k \in \mathbb{R}\) such that

\[
\zeta(\log r + i\theta) = k + \frac{\pi}{2} \int_0^{\log r} \frac{dt}{\omega(t)} + i \frac{\pi \theta}{2\omega(\log r)} + o(1),
\]

\[
= k + q \int_0^{\log r} l(e^t) dt + iq\theta l(r) + o(1),
\]

\[
= k + q \int_1^r \frac{l(s)}{s} ds + iq\theta l(r) + o(1), \quad r \to \infty. \tag{4.6}
\]
provided $|\theta| \leq \omega(\log r) = \pi/(2l(r)q)$, and consequently,

$$
|\psi^{-1}(re^{i\theta})|^\alpha = |e^{\xi(\log r + i\theta)/q}| = \exp\left(\frac{k}{q} + \int_1^r \frac{l(s)}{s} ds + o(1)\right)
$$

$$
= r^{L(r)} e^{k/q + o(1)}, \quad r \to \infty,
$$

whenever $|\theta| \leq \pi/(2l(r)q)$. It follows that $|\psi^{-1}(re^{i\theta})|^\alpha = r^{L(r)} d(r)$, where $d(r) = (1 + o(1)) e^{k/q}$ as $r \to \infty$, and hence (4.5) is valid with $B = \sup_{r > R} d(r)$. Therefore Lemma A implies that, for a given $\delta_1 > 0$, there exists a constant $K = K(\delta_1) > 0$ such that

$$
\log |F(w)| = \log |G(\psi(w))| > -KB|w|^\alpha, \quad |\arg w| \leq \frac{\pi}{2\alpha q} - \delta_1.
$$

Now (4.6) yields

$$
\arg \psi^{-1}(re^{i\theta}) = \text{Im} \left(\frac{1}{\alpha q} \xi(\log r + i\theta)\right) \sim \frac{\theta}{\alpha} l(r), \quad r \to \infty,
$$

and therefore, by choosing $\delta_1 = \delta_1(\delta) > 0$ sufficiently small we deduce

$$
\log |G(re^{i\theta})| > -K|\psi^{-1}(re^{i\theta})|^\alpha = -(1 + o(1)) Kr^{L(r)} e^{k/q} \geq -K_1 r^{L(r)},
$$

where $|\theta| \leq \pi/(2ql(r)) - \delta$. The lemma is now proved.

What remains to be done in this section is to deduce the results we are after from Lemma 9.

**Proof of Proposition 4** The proposition is an immediate consequence of Lemma 9 because for a generalized proximate order we have $L(r) \sim l(r)$ as $r \to \infty$. In fact, (4’) implies that for each $\varepsilon > 0$ there exists $R = R(\varepsilon, l_1) > 1$ such that $|l'(s)s \log s| < \varepsilon l_1/3$ for all $s \geq R$. Therefore, for some constant $C = C(R, l) > 0$ we have

\[ \text{Springer} \]
\[ |L(r) - l(r)| = \frac{1}{\log r} \left| \int_1^r l'(s) \log s \, ds \right| \]
\[ \leq \frac{1}{\log r} \left( \int_1^r |l'(s)| \log s \, ds + \frac{\epsilon l_1}{3} \int_r^\infty \frac{ds}{s} \right) \]
\[ \leq C \frac{\epsilon l_1}{3} \leq \frac{\epsilon l_1}{2}, \quad r \to \infty, \]

and consequently, \( \left| \frac{L(r)}{l(r)} - 1 \right| < \epsilon \) as \( r \to \infty \).

\( \square \)

**Proof of Theorem 5** As in [4], the statement of the theorem follows from Proposition 4. Let \( \epsilon > 0 \) and \( 0 \leq \theta < 2\pi \) fixed. Choose \( \epsilon_1 > 0 \), \( 0 < q < 1 \) and \( 0 < R < \infty \) such that

\[ \sup_{r \geq R} \epsilon_1 \left( 1 + (1 + \epsilon_1) (\sigma(r))^{-1} \right) < \epsilon \quad \text{and} \quad \inf_{r \geq R} \sigma(r)(1 + \epsilon_1)q > 1. \tag{4.7} \]

Then the function

\[ G(w) = \exp \left( f \left( e^{i\theta} \left( 1 - \frac{1}{w} \right) \right) \right) \]

satisfies the hypotheses of Proposition 4 with \( l(t) = (1 + \epsilon_1)(\sigma(t) + \epsilon_1) \) and sufficiently large \( R \). In fact, by writing \( w = 1/(1 - z) \) we have \( |\arg w| \leq \pi/(2l(|w|)q) \) if and only if

\[ \left| \arg \frac{1}{1-z} \right| \leq \pi \left( 2l \left( \frac{1}{|1-z|} \right) q \right)^{-1}, \]

and hence \( |1-z| \approx 1 - |z| \) by the right hand inequality in (4.7). This together with the hypothesis (1.7) shows that

\[ \log |G(w)| = \Re f \left( e^{i\theta} \left( 1 - \frac{1}{w} \right) \right) = \Re f \left( e^{i\theta} z \right) \leq \frac{1}{(1 - |z|)^{\lambda(|z|)}} \leq \frac{C_1}{|1-z|^{\lambda(|z|)}} \]
\[ = C_1 |w|^\sigma \left( 1 - \frac{1}{|1-w|} \right)^{\sigma'(|w|)} \lesssim |w|^\sigma(|w|), \quad |w| \to \infty, \]

for some constant \( C_1 = C_1(\sigma, \epsilon_1, q) > 0 \). The last equality is valid because \( \sigma \) is a generalized proximate order by the hypothesis, and hence there exist constants \( C_2 = C_2(w, \sigma, \epsilon_1, q) \geq 1 \) and \( C_3 = C_3(\sigma, \epsilon_1, q) \geq 1 \) such that \( \sup_w C_2 < \infty \) and

\[ \left| \sigma \left( \frac{1}{1 - \frac{1}{|1-w|}} \right) - \sigma(|w|) \right| = \left| \sigma'(C_2|w|) \right| \left( \frac{1}{1 - \frac{1}{|1-w|}} - |w| \right) \]
\[ \leq |\sigma'(C_2|w|)|C_3|w| = O\left( \frac{1}{\log |w|} \right), \quad |w| \to \infty, \]

\( \square \) Springer
provided $|\arg w| \leq \pi/(2l(|w|)q)$. Therefore, by choosing $\delta = \pi/(4l2q)$ and using the left hand inequality in (4.7) we deduce

$$\text{Re } f(re^{i\theta}) = \log \left| G \left( \frac{1}{1-r} \right) \right| > -\left( \frac{1}{1-r} \right)^{(1+\varepsilon_1)(\sigma(1/(1-r)) + \varepsilon_1) + o(1)} \left( 1 - \frac{1}{(1-r)(1+\varepsilon)\lambda(r)} \right), \quad r \to 1^-.$$

Since $0 \leq \theta < 2\pi$ was arbitrary, the assertion is proved. \qed

### 5 Integral Mean Estimates and Their Consequences

In this last section we prove the integral mean estimates stated in Theorem 2 and deduce Corollary 3 as its consequence. Several auxiliary results are needed. We begin with two known ones concerning the canonical product

$$P(z) = P \left( z, (a_k)_{k=1}^{\infty} \right) = \prod_{k=1}^{\infty} E(A(z, a_k), s), \quad \sum_{k=1}^{\infty} (1 - |a_k|)^{s+1} < \infty, \quad (5.1)$$

where

$$E(w, s) = (1 - w) \exp \left( w + \frac{w^2}{2} + \cdots + \frac{w^s}{s} \right), \quad s \in \mathbb{N},$$

is the Weierstrass primary factor and $A(z, \zeta) = (1 - |\zeta|^2)/(1 - z\overline{\zeta})$ for all $z \in \mathbb{D}$ and $\zeta \in \overline{\mathbb{D}}$. Both of them concern sharp estimates of $\log |P|$ in terms of sums of $|A(z, a_k)|^s$.

**Theorem D** ([23, p. 224]) *For each canonical product $P$ and $\varepsilon > 0$ there exists a constant $K = K(P, \varepsilon) > 0$ such that*

$$\log |P(z)| \leq K \sum_{k=1}^{\infty} |A(z, a_k)|^{\mu + 1 + \varepsilon}, \quad \frac{1}{2} \leq |z| < 1, \quad (5.2)$$

*where $\mu$ is the exponent of convergence of the zero sequence $(a_k)_{k=1}^{\infty}$. Further, if $D_k = D(a_k, (1 - |a_k|^2)^{\mu+4})$ for all $k \in \mathbb{N}$, then*

$$\log |P(z)| \geq K \log(1 - |z|) \sum_{k=1}^{\infty} |A(z, a_k)|^{\mu + 1 + \varepsilon}, \quad \frac{1}{2} \leq |z| < 1, \quad z \notin \bigcup_{k=1}^{\infty} D_k. \quad (5.3)$$
It is known \cite{9} that Pólya’s order $\rho^*(\psi)$ for a non-decreasing function $\psi : [0, \infty) \to (0, \infty)$ can be determined by the formula

$$\rho^*(\psi) = \sup \left\{ \rho : \limsup_{x, C \to \infty} \frac{\psi(Cx)}{C^\rho \psi(x)} = \infty \right\}. \quad (5.4)$$

It is finite if and only if $\psi$ satisfies Caramata’s condition $\psi(2t) \lesssim \psi(t)$ as $t \to \infty$. The Pólya’s order $\rho^*(\psi)$ is not smaller than the order of growth of $\psi$, that is, $\psi(x) \lesssim x^\rho$ as $x \to \infty$ for all $\rho > \rho^*(\psi)$, but not vice versa.

**Lemma E** (\cite[Le m. 9]{8}) Let $f$ be an analytic function in $\mathbb{D}$ with a zero sequence $Z = (a_k)_{k=1}^\infty$ such that

$$n_1(r, f) \leq \psi \left( \frac{1}{1-r} \right), \quad 0 \leq r < 1,$$

where the function $\psi$ satisfies Caramata’s condition $\psi(2t) \lesssim \psi(t)$ as $t \to \infty$. Then, for $s > \rho^*(\psi)$, there exists a constant $C > 0$ such that the canonical product $\mathcal{P}(z) = \mathcal{P}\left(z, (a_k)_{k=1}^\infty, s\right)$ admits the estimate

$$\log |\mathcal{P}(z)| \leq 2^{s+2} \sum_{k=1}^\infty |A(z, a_k)|^{s+1} \leq C \tilde{\psi} \left( \frac{1}{1-|z|} \right), \quad z \in \mathbb{D}, \quad (5.5)$$

where $\tilde{\psi}(t) = \int_1^t \psi(x)/x \, dx$.

The main step towards Theorem 2 and Corollary 3 is the following lemma which is a counterpart of \cite[Lem. 1]{17} to the language used in this paper. Its proof relies on Proposition 7 and Lemma 8 as well as on a number of auxiliary results from the existing literature of which two are stated above.

**Lemma 10** Let $f$ be analytic in $\mathbb{D}$ such that $0 \leq \lambda_M(f) < \sigma_M(f) < \infty$, and $1 \leq p < \infty$. Let $\varepsilon > 0$ and let $\lambda$ be a quasi proximate order of $f$, related to $\eta \in (0, \sigma_M(f) - \lambda_M(f))$. Then

$$m_p \left( r, \log |\mathcal{P}(\cdot, (a_k)_{k=1}^\infty, s)| \right) \lesssim \frac{1}{(1-r)^{\lambda(r)(1-1/\sigma_M(f))^{s+1+\varepsilon}}}, \quad 0 \leq r < 1,$$

where $(a_k)_{k=1}^\infty$ is the zero sequence of $f$, $s = [\rho^*(A^*)] + 1$ and $A^*$ is the function from the definition of the quasi proximate order $\lambda$.

**Proof** If $\sigma_M(f) \leq 1$, then the assertion is an immediate consequence of \cite[Lem. 1]{17}. Assume now that $\sigma_M(f) > 1$. Define

$$\psi(t) = \left( A^* \left( 1 - \frac{1}{t} \right) \right)^{1-1/\sigma_M(f)} \, t^{1+\varepsilon}, \quad 1 \leq t < \infty, \quad (5.6)$$
where $A^*$ is the function from the definition of $\lambda$. By Proposition 7 and property (5) we have

$$n_1(r, f) \lesssim \left(\frac{1}{(1-r)^{\lambda(r)}}\right)^{1-1/\sigma_M(f)} \frac{1}{(1-r)^{1+\varepsilon}} \lesssim \frac{(A^*(r))^{1-1/\sigma_M(f)}}{(1-r)^{1+\varepsilon}}$$

$$= \psi\left(\frac{1}{1-r}\right).$$

(5.7)

By property (6) of a quasi proximate order, $\psi$ satisfies Caramata’s condition, and consequently, $\psi$ has finite Pólya order $\rho^* = \rho^*(\psi)$. Therefore we may apply Lemma E with $s = [\rho^*(A^*)] + 1$. Moreover, as $A^*$ is non-decreasing by (6), we have

$$\tilde{\psi}(t) = \int_0^t \frac{\psi(x)}{x} dx = \int_0^t \left(A^*\left(1 - \frac{1}{x}\right)\right)^{1-1/\sigma_M(f)} x^\varepsilon dx$$

$$\leq \frac{1}{1+\varepsilon} \left(A^*\left(1 - \frac{1}{t}\right)\right)^{1-1/\sigma_M(f)} t^{1+\varepsilon} \leq \psi(t), \quad 1 \leq t < \infty.$$  

(5.8)

To establish the statement we follow the scheme of the proof of [17, Lem. 1]. Without loss of generality, we may assume that $1/2 \leq r < 1$ and $3/4 \leq |a_k| < 1$ for all $k \in \mathbb{N}$. We cover the set of integration by the intervals $[\tau + r - 1, \tau + 1 - r]$, where $\tau = 2k(1-r)$ and $k = 0, 1, \ldots, [\pi/(1-r)]$, and show that

$$\int_{\tau + r - 1}^{\tau + 1 - r} \left|\log |P(re^{i\theta})|\right|^p d\theta \lesssim \frac{(1-r)\left(\log \frac{1}{1-r}\right)^p}{(1-r)^{\lambda(r)(1-1/\sigma_M(f))+1+\varepsilon}p}$$

(5.9)

for each $\tau$. Then the statement of the lemma follows by summing over $\tau$.

Without loss of generality we may suppose that $\tau = 0$. For given $r$, let $F$ denote the set of integers $m$ for which the exceptional disc $D_m$ of Theorem D intersects $\gamma_r = \{re^{i\theta} : r - 1 \leq \theta \leq 1 - r\}$.

Application of (3.9) and Lemma 8 show that

$$\#F \lesssim \psi\left(\frac{1}{1-r}\right).$$

(5.10)

Consider the factorization $P = B_1B_2B_3$, where

$$B_1(z) = \prod_{k \notin F} E(A(z, a_k), s), \quad B_2(z) = \prod_{k \in F} \exp\left(\sum_{j=1}^{s} \frac{1}{j} (A(z, a_k))^j\right),$$

and

$$B_3(z) = \prod_{k \in F} (1 - A(z, a_k)) = \prod_{k \in F} \frac{a_k(a_k - z)}{1 - z a_k}.$$
It follows from (5.5) that the series
\[ \sum_{k=1}^{\infty} \left( \frac{1 - |a_k|^2}{|1 - z \bar{a}_k|} \right)^{s+1} \]
is convergent for every \( z \in \mathbb{D} \) provided that \( s > \rho^*(\psi) \). Choosing \( z = 0 \) we deduce that the convergence exponent \( \mu \) of the sequence \((a_k)_{k=1}^{\infty}\) satisfies \( \mu \leq \rho^*(\psi) \). Thus, using Theorem D with \( \epsilon = s - \mu \) we obtain
\[
\int_{r-1}^{1-r} | \log |B_1(re^{i\theta})||^p \, d\theta \lesssim \left( \log \frac{1}{1-r} \right)^p \int_{r-1}^{1-r} \left( \sum_{k \notin F} |A(re^{i\theta}, a_k)|^{s+1} \right)^p \, d\theta.
\]
Then Lemma E, (5.8) and property (5) yield
\[
\int_{r-1}^{1-r} | \log |B_1(re^{i\theta})||^p \, d\theta \lesssim \left( \log \frac{1}{1-r} \right)^p \tilde{\psi} \left( \frac{1}{1-r} \right)^p (1-r) \lesssim \frac{(1-r)(\log (1-r)+1)}{(1-r)\tilde{\psi}(1-r)(1/\sigma_M(f)+1+\epsilon)p}.
\]
On the way to [17, Lem. 1] it is proved that
\[
\int_{r-1}^{1-r} | \log |B_2(re^{i\theta})||^p \, d\theta + \int_{r-1}^{1-r} | \log |B_3(re^{i\theta})||^p \, d\theta \lesssim (1-r)(#F)^p.
\]
Taking into account (5.10) we deduce
\[
\int_{r-1}^{1-r} | \log |B_2(re^{i\theta})||^p \, d\theta + \int_{r-1}^{1-r} | \log |B_3(re^{i\theta})||^p \, d\theta \lesssim (1-r)\psi \left( \frac{1}{1-r} \right)^p.
\]
Estimates (5.11) and (5.12) now yield (5.9).

We can now finish this section and the paper by proving Theorem 2 and Corollary 3.

**Proof of Theorem 2** The statement (1.3) is valid by standard estimates if \( \sigma_M(f) \leq 1 \). Let now \( f \) be an analytic function in \( \mathbb{D} \) such that \( 1 < \lambda_M(f) < \sigma_M(f) < \infty \), and let \( \lambda \) be its generalized proximate order. Each generalized proximate order is a quasi proximate order. As an associated function one can take \( A^*(t) = (1-t)^{\lambda(t)} \) which is increasing for \( r \) sufficiently close to 1 because of (4'). Thus, the properties (1)–(7) of a quasi proximate order of the analytic function \( f \) are satisfied. Further, let \( s = [\rho^*(A^*)] + 1 \), where \( \rho^*(A^*) \) is Pólya’s order of \( A^* \). Consider the canonical product (5.1), convergent by [8, Lem. 9]. It leads us to the factorization
\[
f(z) = z^m P(z) g(z), \quad z \in \mathbb{D},
\]
where
\[
\sum_{k=1}^{\infty} \left( \frac{1 - |a_k|^2}{|1 - z \bar{a}_k|} \right)^{s+1} = \sum_{k=1}^{\infty} \left( \frac{1 - |A_k|^2}{|1 - z \bar{A}_k|} \right)^{s+1}.
\]
where \( g \) is a non-vanishing analytic function in \( \mathbb{D} \) and \( m = m(f) \in \mathbb{N} \cup \{0\} \). By combining Theorem D with Lemma E we deduce that there exists \( n_0 \in \mathbb{N} \) such that, for \( n \geq n_0 \), the interval \([r_n, r_{n+1})\), where \( r_n = 1 - 2^{-n} \), contains a point \( T_n \) for which the circle \( \{z : |z| = T_n\} \) does not intersect any of exceptional discs of Theorem D, and

\[
| \log |P(z)|| \lesssim \psi \left( \frac{1}{1 - |z|} \right) \log \frac{1}{1 - |z|}, \quad |z| = T_n, \tag{5.14}
\]

where \( \psi \) is defined by (5.6). By using the factorization (5.13) and the properties (5) and (7), we obtain

\[
\log |g(z)| \leq \log |f(z)| + | \log |P(z)|| - m \log |z|
\]

\[
\lesssim \psi \left( \frac{1}{1 - |z|} \right) \log \frac{1}{1 - |z|}, \quad |z| = T_n.
\]

The maximum modulus principle together with (5.6) and the properties (5) and (6) then imply

\[
\log M(r, g) \leq \log M(T_{n+1}, f) \leq \psi \left( \frac{1}{1 - T_{n+1}} \right) \log \frac{1}{1 - T_{n+1}}
\]

\[
\lesssim \frac{1}{(1 - r)^{\lambda(r)(1-1/\sigma_M(f))+1+2\varepsilon}}, \quad r \in [r_n, r_{n+1}), \quad n \to \infty,
\]

from which Theorem 5 yields

\[
| \log |g(z)|| \lesssim \frac{1}{(1 - r)^{(1+\varepsilon)(\lambda(r)(1-1/\sigma_M(f))+1+2\varepsilon)}}, \quad r_{n_0} \leq |z| < 1.
\]

Therefore

\[
m_p(r, \log |g|) \lesssim \frac{1}{(1 - r)^{(1+\varepsilon)(\lambda(r)(1-1/\sigma_M(f))+1+2\varepsilon)}}, \quad r \to 1^-,
\]

and \( m_p(r, \log |f|) \) obeys the same upper bound by Minkowski’s inequality and Lemma 10. The statement (1.3) of Theorem 2 in the case \( \sigma_M(f) > 1 \) follows by re-defining \( \varepsilon \).

By arguing as in the last part of the proof of Lemma 8 we deduce (1.4) from (1.3). Details are omitted.

\[\square\]

**Proof of Corollary 3** It follows from (1.4) that

\[
\lambda_p(f) \leq (\lambda_M(f) + \eta) \left( 1 - \frac{1}{\sigma_M(f)} \right)^+ + 1 + \varepsilon.
\]
Since $\eta$ and $\varepsilon$ can be chosen arbitrarily small, the first inequality follows. The second inequality is a consequence of the estimate
\[
\log |f(re^{i\theta})| \lesssim mp\left(\frac{1+r}{2r}, \log |f|\right) \left(1 - r\right)^{1/r}, \quad r \to 1^{-},
\]
which follows from the Poisson-Jensen formula and Hölder’s inequality [17].
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