Point Features Detector of Brightness Anomalies in Monochrome Images of a Real-time Video Sequence
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Abstract—Previously, the authors proposed an algorithm for detecting point objects in an image, applying the Harris corner detector. However, this algorithm has one drawback, which is associated with high computational complexity and the slight ability to use this approach in real-time video processing tasks. For these purposes, we propose a new approach of searching point objects on a complex background, which can also be adapted for large-scale objects search. The basis of the new approach is the analysis of all contrasting spots (blobs) in the image, as well as the trajectory analysis of frame-by-frame processing of the video sequence. The novelty of the method lies in the combination of the approach of analyzing local features descriptors of the image applying graph algorithms and extrapolating the values of the camera offset by the least squares method.

Keywords—Harris corner method; blobs detector; image stabilization; optical flow; Lucas-Kanade method

I. INTRODUCTION

The problem of highlighting brightness anomalies of point features in monochrome images is in demand in various fields of human activity: security systems, microbiology, astronomy, etc. Existing detectors [1,2] have some shortcomings, namely, high computational complexity, necessity of the patterns database use, and inability to be adopted for large-scale objects detection. We suggest that generally the process of processing a video sequence can be divided into two main stages:

- video sequence stabilization;
- highlighting point features.

Let us consider in detail these stages, and their adaptation for real-time systems application.

II. VIDEO SEQUENCE STABILIZATION FOR CONTAMINATED DATA

Previously, the authors had suggested a simple algorithm of camera motion analysis – video sequence stabilization with using of two adjacent images of an input video stream [1]. Using these images we supposed to calculate the items of the optical flow vector opt flow with the help of the Lucas-Kanade method. The approach was based on analysis of image point features descriptors and data mining methods.

However, a situation, when not all images of the sequence have point features suitable for the Lucas-Kanade method, is possible in real conditions. This owes to the video camera functioning principles: in the moment of focus automatic adjustment or explosion the image can be overexposed or unfocused. As a result, the key points cannot be detected. In such situation, optical flow failure and video sequence stabilization break occur (Figure 1).

![ADJACENT IMAGES OF OPTICAL FLOW FAILURE.](image)

To solve the problem, we suggest a new approach, which registers camera motion according to N images of the video sequence. The method provides filtering of images with no key features owing to extrapolation of the camera offset by the least square method [3,4].

The new algorithm is based on the algorithm, suggested by the authors on the previous step [1]. The main stages of the new algorithm proposed are depicted on Figure. 2.
Input data for video sequence stabilization is N adjacent images of the input video sequence – [frame_0 .. frame_N]. On initial stage of the algorithm the vectors Ox, Oy are initialized. They will contain results of camera offsets on each image. Then, all input images are processed, beginning with the second one. If it is possible to detect the key features for the current adjacent images frame[i] and frame[i-1], the algorithm, developed on the previous step for detection of the offset between two images by the Lucas-Kanade method [1], is started. The obtained results are stored in the vectors Ox, Oy. In other case, the accumulated vectors of camera offset are extrapolated by the least square method [4]. The obtained results are written into the vectors Ox, Oy.

So, processing all N images of the video sequence, we obtain offset vectors Ox, Oy, which contain the images offsets relative to the first image of the video sequence.

Novelty of the method consists in combination of the approach to analysis of descriptors of the image local features by graph algorithms with extrapolation of camera offsets by the least square method.

III. SEARCH AND DETECTION OF POINT OBJECTS ON A COMPLEX BACKGROUND

Previously, the authors proposed an algorithm for detecting point objects in an image using a Harris corner detector. However, this algorithm has one drawback, which is associated with high computational complexity and the inability to use this approach in real-time video processing tasks. For these purposes, the authors propose a new approach to the problem of searching for point objects on a complex background, which can also be adapted to search for large-scale objects.

The basis of the new approach is the analysis of all contrasting spots (blobs [5–9]) in the image, as well as the trajectory analysis of frame-by-frame processing of the video sequence [10]. The detection of blobs is usually the first step to more complex tasks, such as determining local deformations in images [6] or extracting scalable invariant points of interest [7–9]. The detection of blobs is often performed by calculating the local extrema of some normalized derivatives of the linear scale representation of the image [6].

Let us review a simplified flow chart of objects search on a complex background. Input data for objects search on a complex background is N adjacent images of the input video sequence [frame_0 .. frame_N]. On initial stage of the algorithm the vector vObj is initialized. It will contain results of found objects. Then, from the very first, all input images are processed. To do it, blobs are detected in each image frame[i], and then their centers and sizes are analyzed. If there is an intersection of an object and the existing objects of the array vObj, the parameters of the object are updated. If there is no intersection, the new object is added in to the vector vObj with the detected parameters of the blob.

So, during processing of all N images of the video sequence, we will obtain a vector, which contains parameters of the objects vObj which belong to the input video sequence. The algorithm is shown below (Figure 3).
Input data for the algorithm of blobs detection is a single image of the video sequence Image. The example of the image is given in Figure 5.

Actually, it represents itself a 2D array of 8-bit data of N x M size. The first step of the algorithm is binarization of the array (see Figure. 6).

Further on, it is necessary, using the obtained information about the objects vObj, to detect point objects. Since the size of point objects is small (it may achieve 2x2 pixels), pattern usage is low. For this, the authors suggest to use the angular size of the object. It is possible to obtain the angular size, using the pixel size and the camera parameters (angular size of a pixel in arc degrees), and besides, the average speed of the object moving arc degrees. For this, it is necessary to prepare a table TableObj of the known objects with description of their possible angular speeds and sizes. The table is a vector; every item of the vector is a tuple which contains 6 values (min_spd is a minimum speed of the object, max_spd is a maximum speed of the object, min_W is a minimum width of the object, max_W is a maximum width of the object, min_H is a minimum height of the object, max_H is the maximum height of the object). So, comparing the parameters of the found objects vObj with the values from the TableObj table, it is possible to make clear detection of point objects. Figure 8
shows the result of objects detection on a single image of the video sequence.

FIGURE VIII. THE FINAL RESULT OF POINT OBJECTS DETECTION

IV. CONCLUSION

In the paper we have proposed a method that with high probability can successfully handle point objects. Due to the blobs paradigm, the method successfully works with both static and moving objects. The method is applicable in real-time systems through the use of algorithms of low computational complexity. The approach is resistant to optical flow failures due to extrapolation of the accumulated values of the camera displacement vectors using least squares methods. As it was mentioned above, we have proposed a new approach to the problem of finding point objects on a complex background can be adapted to search for large-scale objects. The essence of adaptation is the necessity to modify the blob search algorithm, namely to increase the wave propagation step. If a wave with step 1 is applied for point objects, i.e. extends only to neighboring pixels, then to highlight large-scale objects, the wave step must be increased, in accordance with the characteristics of the video source. The authors found that it is enough to use the step of wave 3 to confidently highlight large-scale objects. With a smaller step, a large-scale object can be divided into several disconnected blobs.
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