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We establish a new non-equilibrium scaling regime in the short time evolution of one-dimensional interacting open quantum systems subject to a generic heating mechanism. This dynamical regime is characterized by uncompensated phonon production and a super-diffusive, universal scaling of quasiparticle lifetimes with momentum $q \sim t^{-3/5}$, distinct from finite and zero temperature cases. It is separated from a high momentum regime by a time dependent scale fading out as $q_0(t) \sim t^{-4/5}$. In the latter region we observe thermalization to an effective time-dependent equilibrium with linearly increasing temperature. By mapping out the dynamical phase diagram and computing the dynamical structure factor within an open system Keldysh functional integral approach, we show how these predictions can be explored in cold atom experiments by means of Bragg spectroscopy.

I. INTRODUCTION

Universality – the insensitivity of long wavelength macroscopic observables to the microscopic details of a given physical system – is a powerful concept in equilibrium many-body physics. Particularly low dimensional systems show a strong degree of universality, which is reflected in the low-energy description of both bosonic and fermionic one-dimensional systems in terms of Luttinger liquids [1, 2], where microscopic physics enters only via the value of two independent parameters governing the non-interacting Luttinger Hamiltonian. Static equilibrium properties are accurately described in terms of the correlation functions for this free Hamiltonian. In contrast, as recognized in seminal early work by Andreev, dynamic, finite frequency equilibrium observables, such as the dynamic structure factor, are governed by non-linear effects [3]. In particular, Andreev predicted a universal, super-diffusive scaling of the particle lifetime with momentum $q \sim t^{-3/2}$ for finite temperatures (see also [4–6]). This result has been related to the famous Kardar-Parisi-Zhang equation [7] recently [8, 9], and put into a domain of validity for ultracold gases in [10]. Moreover, the zero temperature quantum limit has been shown to exhibit a different universal, diffusive scaling $q^{-2}$ [11–13].

Given the strong notion of universality in equilibrium in one spatial dimension, a key question is whether and in which precise sense this leverages over to non-equilibrium conditions. This is particularly pressing in the light of recent experiments preparing and probing the nature of low entropy quantum wires [14–17]. From this, but also from a fundamental theoretical perspective, it is highly desirable to identify universal yet directly observable aspects of many-body dynamics, where the notion of insensitivity not only refers to the microscopic details, but also extends to the initial conditions. Beautiful examples of dynamical universality have been identified in the dynamics of closed, Hamiltonian systems in [18–20].

In this work, we address a natural situation in the context of open quantum systems: The many-body dynamics of bosons prepared in their ground state, and exposed to a weak, number conserving heating mechanism, as ubiquitous in experiments with ultracold atomic systems. In particular, we focus on the short time domain of such a system – which ultimately reaches the infinite temperature state – where it is well described by a non-linear Luttinger liquid. This setting may be viewed as a continuous counterpart of a quantum quench [27], where energy is injected softly but permanently, instead of suddenly. We develop the theoretical framework and a first physical picture of universal aspects in this interacting quantum dynamics. In particular, we find that the specific nature of the interactions leads to a remarkably simple structure characterized by a decoupling of the forward or “ageing” time evolution, well-described by a standard quantum kinetic equation, and the frequency resolved dynamic properties, which have to be treated non-perturbatively. On this basis we obtain the following key results. (i) \textit{Low momentum non-equilibrium scaling} – We demonstrate the robust presence of a window of momenta $q$, which is dominated by phonon production and governed by quasiparticle lifetimes which are neither thermal $\sim q^{-3/2}$, nor zero temperature $\sim q^{-2}$, but rather are dictated by a new non-equilibrium super-diffusive scaling law $\sim q^{-5/3}$ in between the known cases. The existence of this regime is granted for low temperature initial states by a combination of particle number conservation and systematic derivative expansion of the gapless problem.

(ii) \textit{High momentum effective thermalization} – The phonon production regime is separated from a scattering dominated region, where we observe thermalization into a quasi-equilibrium with a time-dependent, increasing temperature (see also [28] for a numerical investigation). The crossover momentum scale between both regimes itself satisfies a scaling law $q_0(t) \sim t^{-4/5} \rightarrow 0$. It thus ultimately erases the non-equilibrium momentum window in favor of a time-dependent equilibrium state, but delimits the speed of low-frequency thermalization in a power-law fashion. We determine a dynamical phase diagram in Fig. 2. The large extent of the genuine non-equilibrium
regime is promising for exploring these results in experiments, and we show that Bragg spectroscopy is a suitable tool for probing both the universal forward time and the frequency resolved dynamics.

This article is structured as follows. In Sec. II, we introduce the underlying microscopic model, the one-dimensional Bose-Hubbard model (BHM) subject to permanent but number conserving heating. We also specify its low energy representation, the heated interacting Luttinger Liquid in a Keldysh path integral framework. In Sec. III, we discuss the theoretical approach to address the nonequilibrium dynamics in the present system, based on diagrammatic methods, and derive the kinetic equation and self-energy for the elementary phononic excitations of the Luttinger model. Subsequently, we discuss the results obtained within this approach in Sec. IV, with a focus on the scaling solution for the self-energies and the time-dependent phonon density. We conclude in Sec. V.

II. MODEL

We consider the dynamics of bosonic atoms in a one-dimensional optical lattice, as described by the quantum master equation \( \hbar = 1 \)

\[
\partial_t \rho = -i[H, \rho] + \gamma_b \sum_i [2\hat{n}_i \rho \hat{n}_i - \{\hat{n}_i^2, \rho\}], \tag{II.1}
\]

where \( H = \sum_i [-J(\hat{b}_i^\dagger \hat{b}_{i+1} + \text{h.c.}) + \frac{U}{2} \hat{n}_i (\hat{n}_i - 1)] \) is the Bose-Hubbard Hamiltonian with creation (annihilation) operators \( \hat{b}_i^\dagger \) and \( \hat{n}_i = \hat{b}_i^\dagger \hat{b}_i \). \( J, U \) are the hopping and interaction constants, respectively. The dissipative dynamics, generated by hermitian Lindblad operators \( \hat{n}_i \), is the leading, generic contribution due to spontaneous emission from the lattice drive laser \([29]\) with a microscopic heating rate \( \gamma_b \). It leads to dephasing and to a linear increase in the system’s energy, \( \langle H \rangle(t) \sim \gamma_b t \) \([29]\). We will be interested in a regime of low filling \( \rho_0 = \langle \hat{n}_i \rangle \ll 1 \), weak interaction and heating, \( U, \gamma \ll J \), and an initial state of the system close to the (superfluid) ground state of the Hamiltonian.

A. Master equation in the Luttinger description

For the description of the long wavelength, low frequency dynamics we can work in the continuum limit \( \hat{b}_i \rightarrow b(x) \), and introduce a standard Luttinger liquid representation of the field operators \([1, 2]\),

\[
b(x) \approx \sqrt{\rho(x)} e^{i\theta(x)}, \tag{II.2}
\]

\[
\rho(x) \approx \rho_0 + \partial_x \phi(x)/\pi. \tag{II.3}
\]

The smooth component of density fluctuations \( \phi(x) \) and the phase fluctuations \( \theta(x) \) are conjugate variables, \([\partial_x \phi(x), \theta(x)] = i\pi \delta(x - x')\). The resulting continuum master equation, valid on length scales larger than \( x_c \approx 1/(\sqrt{\rho_0 U m}) \) \([30]\), thus reads

\[
\partial_t \rho = -i[H, \rho] + \frac{\gamma}{2 \pi} \int_x [2 \partial_x \rho \partial_x \phi - \{(\partial_x \phi)^2, \rho\}], \tag{II.4}
\]

\[
H = \frac{1}{2\pi} \int_x [\nu K(\partial_x \theta)^2 - \frac{\nu}{4K}(\partial_x \phi)^2 + \kappa_c(\partial_x \phi)(\partial_x \theta)^2],
\]

with an effective heating rate \( \gamma \) \([31]\). At weak coupling, the Luttinger parameters are \( \nu = \sqrt{\frac{\omega U}{m}}, \ k = \frac{\pi}{2} \sqrt{\nu / U m} \). We keep the leading non-linearity resulting from the expansion of the quantum pressure term in the effective low energy Hamiltonian \( (\kappa_c = 1/m) \) \([32]\). The non-linearities are irrelevant for the description of any static correlation function of the Luttinger liquid, but indispensable for capturing quantitatively dynamic correlation functions \([3]\) as well as the forward time dynamics addressed below. The heating term becomes quadratic in the Luttinger representation, and crucially preserves the gapless, collective nature of the Hamiltonian problem.

The above heating mechanism may seem rather specific to optical lattices. However, the linear increase in system energy is ubiquitously observed, also in experiments in the spatial continuum \([33]\). This effect is captured by the continuum heating term in Eq. (II.4), and we may thus view it as the leading order in a generic model for heating in the long wavelength limit. The key property of the heating term exploited here is its particle number conserving nature. This guarantees the existence of a hydrodynamic linear sound mode as long as the system is in its low entropy ordered phase, where the Luttinger description is appropriate. This sharp mode in turn underlies the universality established here, as argued below. It is in stark contrast to an open system with particle number exchange, where the low frequency dynamics is diffusive to leading order. Clearly, the permanent heating ultimately leads to a breakdown of the Luttinger description, and the corresponding time scale is determined below. Our analysis concentrates on the preceding short-time behavior, and is complementary to the late time asymptotics studied in \([34–36]\).

In order to prepare for a detailed theoretical analysis, we perform a canonical Bogoliubov transformation of both quadratic and cubic terms. That is, we expand the hermitian field operators into physically more transparent phononic creation and annihilation operators \( a_q^\dagger, a_q \) according to

\[
\theta(x) = \theta_0 + i \int_q \left( \frac{\pi}{2 K q} \right)^{1/2} e^{-i q x} \left( a_q^\dagger - a_{-q} \right), \tag{II.5}
\]

\[
\phi(x) = \phi_0 - i \int_Q \left( \frac{\pi K}{2 q} \right)^{1/2} \text{sgn}(q) e^{-i q x} \left( a_q^\dagger + a_{-q} \right). \tag{II.6}
\]

The master equation in the phonon basis is

\[
\partial_t \rho = -i[H_{pb}, \rho] + \sum_q \frac{\gamma q}{2K} \left[ \left( a_q^\dagger + a_{-q} \right) \rho \left( a_{q} + a_{-q}^\dagger \right) - \frac{1}{2} \left\{ \left( a_q + a_{-q}^\dagger \right) \left( a_q^\dagger + a_{-q} \right), \rho \right\} \right]. \tag{II.7}
\]
with the phonon Hamiltonian

\[ H_{\text{ph}} = \sum_q \nu|q|a_q^\dagger a_q + H_{\text{ph}}^{(3)}. \]  

(II.8)

Here, \( H_{\text{ph}}^{(3)} \) contains cubic phonon scattering processes, resulting from the cubic part of the Hamiltonian in Eq. (II.4).

1. Dynamics from the quadratic part

The quadratic part of the master equation (II.7) describes the heating of linear dispersing phonon modes, which leads to a linear increase of the phonon occupation in time. This is most easily seen by evaluating the time evolution of quadratic operators by neglecting the cubic part of the Hamiltonian. Using the adjoint equation of the master equation (II.7), one derives the Heisenberg equations of motion for the operators

\[ \partial_t \hat{n}_q = \frac{\gamma_q}{2\pi K} \Rightarrow \dot{\hat{n}}_q(t) = \hat{n}_q(0) + \frac{\gamma_q}{2\pi K} t, \]  

(II.9)

with \( \hat{n}_q = a_q^\dagger a_q \). For the anomalous operator \( \hat{m}_q := a_q^\dagger a_{-q}^\dagger \), one finds

\[ \partial_t \hat{m}_q = -\frac{\gamma_q}{2\pi K} - 2\nu|q|\hat{m}_q \Rightarrow \dot{\hat{m}}_q(t) = i\frac{\gamma}{4\pi K} \left( e^{-2\nu|q|t} - 1 \right) + e^{-2\nu|q|t} \hat{m}_q(0). \]  

(II.10)

The linear increase of the phonon number in time, with a momentum dependent rate \( \gamma_q = \frac{\gamma_q}{2\pi K} \), in turn leads to a linear increase of the system energy in time, consistent with previous results [29]. In contrast, \( |\hat{m}_q(t)| \) is bounded to a very small value and therefore of negligible influence on the dynamics as we briefly discuss later.

At this point, two further comments are in order. (i) UV cutoff – In order not to pump an infinite amount of energy into the system, the heating has to be cut-off at some ultraviolet (UV) momentum \( q_h \). This is an artifact of taking the continuum limit of the heating Liouvillian in the main text without accounting for the finite width of the lowest Bloch band, for which \( L \) is defined.

A similar problem occurs for correlation functions in the Luttinger Liquid theory, which are commonly regularized introducing an exponential cutoff \( e^{-|p|/\Lambda} \) for the creation and annihilation operators[2]. However, the precise form of the cutoff does not modify the results of our analysis, as long as \( q_h \) is sufficiently large to not cause discontinuities in the time evolution, and we therefore set \( q_h = \Lambda \), with \( \Lambda \) the cutoff of the Luttinger theory. For a given heating rate, the microscopic heating rate \( \gamma_E = \partial_t E(\tau) \) must be independent of the cutoff and determines the effective heating rate \( \gamma \) implicitly via \( \gamma_E = \gamma \sum_q \nu|q|\hat{m}_q \).

(ii) Adequacy of the Luttinger representation – The main physical ingredient of the Luttinger representation of the bosonic field operators Eq. (II.2) is the fact that the density fluctuations \( \delta \rho(x) = \partial_x \phi(x) \) are gapless, which is due to the collective nature of one-dimensional systems. Intuitively, this collective nature should be preserved in an exactly number conserving system such as the one considered here. Indeed, formally the dissipative term in the master equation with hermitian Lindblad operators \( \rho(x) = \rho_0 + \partial_x \phi(x) \) is invariant under a constant shift \( \rho(x) \rightarrow \rho(x) - \rho_0 \), which together with the familiar form of the Hamiltonian demonstrates the gapless, collective nature of the master equation. This underlies the existence of a sharp collective, coherent phonon mode with dynamical exponent \( z = 1 \) and subleading dissipative corrections. This should be contrasted with a number non-conserving system, where a finite density results from a balance of loss and pumping terms, as e.g. described by non-hermitian Lindblad operators such as \( b(x), b^\dagger(x) \). The dissipative term in a corresponding master equation does not exhibit the above shift invariance, and so its gapless nature is not obvious. In fact, in such a situation no coherent mode exists at long wavelength. Instead, the leading dynamics is dissipative, with a dissipative dynamical exponent governed by the Kardar-Parisi-Zhang universality class [37]. This circumstance would completely invalidate the approach taken here.

2. Resonant three-phonon scattering

Applying the transformation (II.5), (II.6) to the cubic part of the Hamiltonian (II.4), leads to the cubic phonon scattering term

\[ H_{\text{ph}}^{(3)} = \int_{q,p} \left\{ \frac{1}{3} V_{q,p,-q} a_q a_p a_{-q-p} + V_{q,p,+q} a_q^\dagger a_p^\dagger a_{-q-p} + V_{q,p} a_q^\dagger a_p a_{-q-p} \right\} \]  

(II.11)

with the permutation invariant vertex

\[ V(k,q,p) = \frac{\nu}{2\pi K} \left\{ \frac{q}{|q|} \sqrt{k^2 + q^2 + p^2 |q|^2} \right\}. \]  

(II.12)

While momentum conservation is guaranteed by the Hamiltonian (II.11), not all of the processes are also energy conserving with respect to \( H^{(2)} \). For instance a process in which three phonons are destroyed or created \( (a_q a_p a_{-q-p} \rightarrow a_{q+p-q} a_{p+q} a_{-q-p}) \) violates energy conservation since there is a positive energy associated to each phonon. In contrast, the process \( a_{q+p-q}^\dagger a_{p+q}^\dagger a_{-q-p} \) can be energy conserving. Since the dispersion is linear \( (\epsilon_q = u|q|) \), the process is resonant if

\[ |p + q| = |p| + |q|. \]  

(II.13)

Due to the RG-irrelevant nature of the interaction, only those processes can become relevant for the dynamics, which describe phonons interacting with each other for arbitrary long time without dephasing. These are exactly the resonant processes and we will from now on only consider these [3, 12]. For the case of resonant scattering,
the function \( v(p + q, q, p) \) takes a constant value
\[
v_0 := v(1, 1, 1) = 3 \kappa_c \sqrt{\frac{s}{2\pi}}.
\]
Since \( \kappa_c \) is only roughly determined by microscopic parameters \( \kappa_c \approx \frac{\hbar^2}{m} \), the full interaction strength \( v_0 \) has to be determined by numerics or inferred from experimental data. The corresponding Hamiltonian is
\[
H_{\text{res}} = v_0 \int_{q,p} \sqrt{|q|} (p + q) \left( q^q_{p-q} q^q_{p+q} + \text{h.c.} \right).
\]
Here, \( \int' \) indicates that the integral runs only over momenta for which the integrand describes resonant scattering.

B. Keldysh action

The scale invariant, gapless nature of the continuum master equation (II.4) rules out a perturbative treatment of the non-linearities, which could be performed on the level of the master equation [38–40]. It is therefore advantageous to map the master equation into a fully equivalent Keldysh functional integral [41, 42], which opens up the problem to non-perturbative techniques from many-body physics.

In a Keldysh path integral framework [43, 44], the partition function is defined as the functional integral
\[
Z = \int \mathcal{D}[\bar{a}^c_q, a^c_q, a^q_{-q}, q^q_{-q}] e^{iS}.
\]
The microscopic action \( S \) is a functional of the complex classical and quantum fields \( \bar{a}^c_q, a^c_q, a^q_{-q}, q^q_{-q} \), which can be derived directly from the markovian master equation (II.7) according to the translation table described in Refs. [41, 45]. The Keldysh action \( S = S_H + S_D \) is composed of the Hamiltonian contribution \( S_H \) and the dissipative part \( S_D \), which reflects the Liouvillian parts of the action, including the nonlinearities, read [46]
\[
S_H = \frac{1}{2\pi} \int_{t,t',p} \left( \bar{a}^c_{p,t} \bar{a}^q_{p,t} \right) \begin{pmatrix}
0 & D_{p,t,t'}^R \\
D_{p,t,t'}^A & D_{p,t,t'}^K
\end{pmatrix} \left( \begin{pmatrix}
a^c_{p,t} \\
a^q_{p,t}
\end{pmatrix} \right) + \frac{v_0}{\sqrt{8\pi}} \int' \sqrt{|p|} \left[ 2 \bar{a}^c_{k+p,t} a^q_{k,t} a^q_{p,t} + \bar{a}^q_{k+p,t} a^c_{k,t} a^c_{p,t} + \text{h.c.} \right],
\]
with the bare inverse retarded/advanced propagator
\[
D^R_{p,t,t'} = \delta(t - t') \left( i\partial_t - u|p| + iT^+ \right),
\]
\[
D^A_{p,t,t'} = (D_{p,t,t'}^R)^\dagger = \delta(t - t') \left( i\partial_t - u|p| - iT^+ \right)
\]
and the Keldysh component of the inverse propagator
\[
D^K_{p,t,t'} = 2iT^+ F(p, t, t').
\]
The dissipative action, determined by the Liouvillian is
\[
S_D = i \int_{p,t} \gamma (|p|) \begin{pmatrix}
\bar{a}^q_{p,t} a^q_{p,t} \\
\bar{a}^q_{p,t} a^q_{p,t}
\end{pmatrix} \begin{pmatrix}
1 & 1 \\
1 & 1
\end{pmatrix} \begin{pmatrix}
\bar{a}^q_{p,t} \\
\bar{a}^q_{p,t}
\end{pmatrix}
\]
and modifies only the quantum-quantum part of the action. It describes permanent phonon production with a momentum dependent rate \( \gamma |p| \) in the diagonal phonon channel, as already derived on an operator level in Eq. (II.9). Clearly, this cannot be compensated by the non-linearities, which can redistribute energy between the phonon modes but not counteract the energy pump. Therefore a time-independent fluctuation dissipation relation in this system can only be established at \( t \to \infty \) when an infinite temperature steady state is reached.

The off-diagonal phonon production, represented by \( \bar{a}^q_{p} a^q_{p} \) terms is however affected by the quadratic Hamiltonian (c.f. Eq. (II.10)). The off-diagonal density is not continuously pumped by the heating but instead shows oscillatory behavior with a maximum \( |\langle a^q_{p} a^q_{p} \rangle|_{\text{max}} = \frac{\gamma}{2\pi K} \ll 1 \), due to the interplay of quadratic unitary and dissipative dynamics. Due to the dominant resonant scattering, the anomalous phonon density does not enter the diagonal phonon self-energy and the kinetic equation [46]. As a result, the kinetic equation for the diagonal elements can be solved independently of the off-diagonal elements, and the occupation of the off-diagonal correlator remains small even in the presence of interactions. Therefore, we neglect the latter and project the dissipation onto diagonal terms. The corresponding dissipative action is
\[
S_D = \frac{i\gamma}{2\pi K} \int_{p,t} |p| \bar{a}^q_{p} a^q_{p}.
\]

In this section, we have derived the Keldysh action for the low energy dynamics of interacting lattice bosons subject to dephasing. The dephasing is caused by spontaneous emission processes of the bosonic atoms. The action \( S = S_H + S_D \) consists of a Hamiltonian part \( S_H \), describing an interacting Luttinger Liquid with resonant phonon scattering processes, and a dissipative part \( S_D \) representing the dephasing, which leads to a permanent production of phonons in the system. Here, we have justified and already implemented two approximations, namely the resonant approximation, taking only energy conserving phonon scattering processes into account and leading to the Hamiltonian action (II.16), and the "diagonal" approximation, which neglects the off-diagonal phonon density and results in the dissipative part (II.21). Both of them will be used in the next section to derive the quantum kinetic equation and phonon self-energy for the present system.

III. PHONON GREEN’S FUNCTIONS

We are interested in the full phononic single-particle Green’s functions, i.e. the retarded Green’s function
\[
G^R_{p,t,t'} = (D^R - \Sigma^R)^{-1}_{p,t,t'}
\]
and the Keldysh Green’s function
\[
G^K_{p,t,t'} = (G^R \circ F - F \circ G^A)_{p,t,t'}.
\]
Here, $\Sigma^R$ is the retarded self-energy generated by the resonant phonon interaction and $F_{q,t,t'}$ is the nonequilibrium phonon distribution function depending on the interplay of dissipation and interaction.

### A. Nonequilibrium Fluctuation-Dissipation Relation

For an out-of-equilibrium situation with explicitly broken time translational invariance, it is useful to introduce Wigner coordinates. Accordingly, a two time function $F_{q,t,t'}$ is expressed in terms of relative time $\Delta t = t - t'$ and forward time $\tau = \frac{t + t'}{2}$. The Wigner transform of $F_{q,t,t'}$ is defined as

$$F_{q,\omega,\tau} = \int d\Delta t \ e^{i\omega \Delta t} F_{q,\tau + \Delta t/2,\tau - \Delta t/2}.$$  \hspace{1cm} (III.3)

In Wigner coordinates, the nonequilibrium fluctuation-dissipation relation (FDR)

$$\partial_\tau F_{q,\omega,\tau} = i\Sigma^K_{q,\omega,\tau} - i \left( \Sigma^R \circ F - F \circ \Sigma^A \right)_{q,\omega,\tau}.$$  \hspace{1cm} (III.4)

yields the time-evolution of the distribution function in terms of the Keldysh self-energy $\Sigma^K$ and the retarded/advanced self-energies $\Sigma^R/A$. In the present case, the Keldysh self-energy (fluctuation contribution)

$$\Sigma^K_{q,\omega,\tau} = -\frac{i\gamma |q|}{2\pi K} + \Sigma^K_{q,\omega,\tau}$$  \hspace{1cm} (III.5)

consists of a term $\Sigma^K$ generated solely by the phonon scattering and a term $\frac{\gamma |q|}{2\pi K}$ stemming from the dephasing. The latter drives the system away from equilibrium: It generates a permanent time evolution, which cannot be compensated by the dissipation contribution (term in brackets in Eq. (III.4)) generated entirely by conservative Hamiltonian contribution to the dynamics.

In the following, we will use two distinct approximations in order to simplify this equation and solve for the phonon Green’s functions. We will justify these approximations at the end of the section.

First, we exploit the fact, that the forward time evolution and the frequency dynamics decouple due to the subleading nature of the interactions. This justifies the Wigner approximation in time and simplifies Eq. (III.4) significantly. In Wigner approximation, the time evolution can be solved first, and independently of the frequency dynamics, yielding a time-dependent single particle distribution function. In a second step, for each instant in time the impact of the non-linearities on the frequency dynamics can be studied in a quasi-stationary state. This can be seen as a “local time approximation” in some analogy to a local density approximation in space. Technically speaking, in Wigner approximation, the Wigner transform of a convolution is identical to the product of the Wigner transforms. Second, due to the RG irrelevant interactions, the phonons become dressed, yet still well-defined quasiparticles. This is expressed by the fact that the phonon spectral function

$$A_{q,\omega,\tau} = i \left( G^R - G^A \right)_{q,\omega,\tau}.$$  \hspace{1cm} (III.6)

is sharply peaked at the bare phonon energy $\omega = \epsilon_q$ with a typical width $\gamma_q \ll \epsilon_q$ much smaller than the energy. Consequently, all the quasi-particle weight is located at $\omega = \epsilon_q$ and the self-energy and distribution function can be evaluated on-shell. The on-shell self-energies can be parametrized as

$$\Sigma^R_{q,\omega = \epsilon_q,\tau} = -i\sigma^R_{q,\tau}, \quad \Sigma^K_{q,\omega = \epsilon_q,\tau} = -2i\sigma^K_{q,\tau}.$$  \hspace{1cm} (III.7)

Here, $\sigma^{R/A}$ are positive and real functions of momentum and forward time [46]. The on-shell distribution function for well-defined quasiparticles

$$F_{q,\omega = \epsilon_q,\tau} = 2n_{q,\tau} + 1$$  \hspace{1cm} (III.8)

is simply the phonon density [44].

Utilizing both Wigner and quasi-particle approximations, the FDR, Eq. (III.4), simplifies to

$$\partial_\tau n_{q,\tau} = \frac{\gamma |q|}{4\pi K} + \sigma^R_{q,\tau} - \sigma^K_{q,\tau} (2n_{q,\tau} + 1).$$  \hspace{1cm} (III.9)

This is the on-shell nonequilibrium FDR for an open interacting Luttinger Liquid, driven by spontaneous emission processes of the microscopic particles. Due to the first term on the r.h.s. of the FDR, the system is driven away from a thermal equilibrium state and is unable to thermalize to a stationary finite temperature state.

### B. Self-energies and kinetic equation

The on-shell self-energy $\sigma^R_{q,\tau}$ and the kinetic equation for Luttinger Liquids with resonant interactions have been derived in a previous work for an isolated system [46]. Here modifications arise due to openess of the system, expressed by the presence of the factor $\propto \gamma |q|$ in Eq. (III.9).

We consider a zero temperature initial state with $n_{q,\tau = 0} = 0$. For this case, the vertex correction is exactly zero at $\tau = 0$ [46] and the self-consistent Born approximation becomes is justified at sufficiently short times. For this situation, the self-consistency equation, obtained by nonequilibrium diagrammatics, for the retarded self-energy is

$$\tilde{\sigma}^R_q = \int_{0 < p < p_0} \left( \frac{\partial_\tau n_p}{\sigma^R_p} + 2n_p + 1 \right) \left( \frac{qp(p-q)}{\sigma^R_p + \sigma^R_{-p}} + \frac{qp(p+q)}{\sigma^R_p + \sigma^R_{-p}} \right).$$  \hspace{1cm} (III.10)

Here, we have omitted the forward time index and performed the rescaling $\tilde{\tau} = \gamma \tau$, $\tilde{\sigma} = \sigma^R / v_0$ in order to make this equation independent of microscopic variables. For a given phonon density $n_p$ and its time derivative...
\[ \partial_t n_q = \frac{\gamma|q|}{4\pi K v_0} + \int_{0<p<q} 2pq(q-p) \left( n_p n_{q-p} - n_q \left( 1 + n_p + n_{q-p} \right) \right) \right] \frac{\sigma_R}{\sigma_q + \sigma_R + \sigma_{q-p}} + \int_{0<p<q} 4pq(q+p) \left( n_{p+q} (n_q + n_{p+1}) - n_q n_{p+1} \right) \right] \frac{\sigma_R}{\sigma_q + \sigma_p + \sigma_{q+p}}. \]

The kinetic equation determines the time evolution of the phonon density in the system \( n_{q,\tau} \). Together with Eq. (III.10) it forms a closed set of equations for the nonequilibrium dynamics of the driven, interacting Luttinger Liquid. Both can be solved iteratively according to the scheme depicted in Fig. 1.

A specific but relevant case is the kinetic equation for small momenta \( q \ll 1 \). For this condition fulfilled, it simplifies to

\[ \partial_\tau n_q \lesssim |q| \left( \frac{\gamma}{4\pi K} + \mathcal{I}_\tau \right), \]

where

\[ \mathcal{I}_\tau = \int_{0<p} 2p^2 (n_{p,\tau} + 1) n_{p,\tau} \]

is a time dependent but momentum independent function. Consequently, the change of \( n_q \) is linear in the momentum \( q \) for small momenta.

One should note, that except for the initial phonon distribution \( n_{q,\tau=0} \) and the heating term \( \propto \frac{1}{\tau} \), no additional microscopic information enters the dynamics expressed in the kinetic equation (III.11) and self-energy equation (III.10). In particular, both equations are insensitive to an UV cutoff for the Luttinger Liquid \( \sim \sqrt{U \rho_0 m} \) for sufficiently strongly decaying distribution \( n_{p,\tau} \), which is provided, e.g., for zero or finite temperature initial states. Consequently, the dynamics induced by the heating is universal, in the sense that it only depends on the energy pump into the system \( \propto \frac{1}{\tau} \) and the initial state. We will now close this section with a discussion of the validity of the above made approximations, namely the Wigner and the quasi-particle approximation.

C. Validity

In the previous sections, we have used two essential approximations, namely the Wigner approximation and the quasiparticle approximation, in order to obtain analytical results for the self-energy and kinetic equation of the phonons. Although these are quite standard approximations in the kinetic theory of interacting particles, they have to be justified properly. In this section, we will show that both approximations are valid in the present case and give a proper bound for their applicability.

1. Wigner approximation

We applied the Wigner approximation to simplify the Wigner transform of the convolution in the FDR (III.4) and approximate it with the lowest order contribution. We will now show that the time scale for the breakdown of the Wigner approximation lies on the order of the time scale where the Luttinger liquid description breaks down, and thus never poses an additional restriction to our approach.

The condition for which the Wigner approximation is justified reads [46]

\[ 1 \gg \left| \frac{\partial_\omega \Sigma_R^{q,\omega,\tau} n_{q,\tau}}{\Sigma_R^{q,\omega,\tau} n_{q,\tau} + \frac{1}{2}} \right| \left( \frac{\partial_\tau n_{q,\tau}}{n_{q,\tau} + \frac{1}{2}} \right). \]

Physically, this means that the characteristic time scale of the forward dynamics \( t_\tau \) is much larger than for the relative dynamics. The characteristic time scale for the relative dynamics is determined by the Hamiltonian time evolution, i.e., is set by the inverse quasi-particle energy, while the characteristic forward time scale is set by the dissipation on the r.h.s of Eq. (III.14), which is generated by the subleading interactions. As we show now, the criterion (III.14) is fulfilled for sufficiently small \( \gamma \tau \), with heating rate \( \gamma \) and forward time \( \tau \). To demonstrate this, we use the result for the phonon lifetimes...
from the subsequent section and evaluate it on shell (i.e., for \( \omega = \nu|q| \)) to find \( t_\Delta = \frac{\partial_\nu \frac{\sigma_{\nu R}}{\sigma_{\nu q}^R} \bigg|_{\gamma = \nu} = \frac{1}{\nu} \frac{\partial_\nu \sigma_{\nu q}^R}{\sigma_{\nu q}^R} = \frac{\nu R}{\epsilon_q} \) with \( \eta_R = \mathcal{O}(1) \) as seen below. To estimate the timescale of the forward evolution, we use the decay integrals in (III.11) and evaluate them in the thermalized regime (this sets a lower bound: in the low momentum regime, the occupation is much lower than a corresponding thermal regime, and the Wigner approximation is valid for even longer times) to get

\[
\frac{1}{t_\tau} = c_0 \frac{\nu^2}{T(\tau) q^2}, \tag{III.15}
\]

with \( c_0 = \mathcal{O}(1) \). The increase in total energy is only caused by the heating term and is linear in \( \gamma \tau \). As a consequence, we find \( T(\tau) = T_0 \gamma \tau \) with \( T_0 = \mathcal{O}(\frac{1}{10}) \) typically. Evaluating (III.14) at the UV cutoff momentum again in a conservative way, \( q = \Lambda \) (with \( \Lambda \approx \nu/v_0, v_0 \) defined in Eq. (II.14)) yields

\[
\tau \ll \frac{1}{c_0 \eta_R T_0 v_0 \gamma}, \tag{III.16}
\]

Comparing this to the criterion for the validity of the Luttinger Liquid description \( T(\tau) \ll \nu \Lambda \), which we can rearrange to

\[
\tau \ll \frac{\nu^2}{T_0 v_0 \gamma}, \tag{III.17}
\]

shows that the Wigner approximation is justified for times \( \tau \), for which the Luttinger description is applicable.

2. Quasiparticle approximation

In the quasiparticle approximation, the elementary excitations (in the present case the phonons) are dressed but well defined quasiparticles in the sense that their spectral weight is essentially located at a specific frequency \( \omega = \epsilon_q \), the quasiparticle energy. Consequently, physical quantities like the self-energy and the distribution function can be evaluated on-shell (at \( \omega = \epsilon_q \)). As already stated above, this requires \( \epsilon_q \gg \text{Im} \left( \Sigma_{\nu q}^{R, \omega = \epsilon_q, \tau} \right) \). In other words, the imaginary part of the self-energy must be much smaller than the quasiparticle energy. For the present case, the on-shell self-energy is purely imaginary and the above condition transforms into

\[
\epsilon_q \gg \sigma_{\nu q, \tau}^R. \tag{III.18}
\]

From the time-dependent phonon density \( n_{q, \tau} \), we determine below the self-energy \( \sigma_{\nu q, \tau}^R \) according to Eq. (III.10). Indeed \( \sigma_{\nu q, \tau}^R \ll \epsilon_q \) for all times and momenta considered. Furthermore

\[
\frac{\sigma_{\nu q, \tau}^R}{\epsilon_q} \xrightarrow{q \rightarrow 0} 0 \tag{III.19}
\]

for all times is guaranteed by the subleading nature of the interactions. Thus, obedience of the quasi-particle criterion is justified \textit{a posteriori}. For the specific case of an equilibrium state (for \( T \geq 0 \)), the quasiparticle approximation breaks down exactly at the UV cutoff \( q = \Lambda \).

IV. RESULTS

In this section, we discuss the nonequilibrium dynamics of a heated Luttinger Liquid by solving Eqs. (III.11) and (III.10) numerically as described in the previous section. The main results are the time evolution of the phonon density \( n_{q, \tau} \) and a scaling solution for the quasiparticle lifetimes \( t_q \sim q^{\nu_R} \) with a new nonequilibrium exponent \( \eta_R = \frac{3}{5} \). The latter is observable in the low momentum regime for momenta \( q < q_0(\tau) \), where \( q_0(\tau) \) is a time-dependent momentum scale that separates the nonequilibrium low momentum regime from a quasi-thermal large momentum regime and fades out as \( q_0(\tau) \sim \tau^{-\frac{2}{5}} \).

A. Time-dependent phonon density

The time evolution of the phonon occupation obtained numerically is plotted for different times in Fig. 2. We clearly identify a (time dependent) crossover scale \( q_0(\tau) \), which we find analytically to scale to zero as \( q_0(\tau) \sim \tau^{-\frac{4}{5}} \), consistent with numerics. The crossover scale separates a non-equilibrium low momentum regime \( n_q(\tau) \sim |q| \) from a scattering dominated thermalized high momentum region \( n_q \sim 1/|q| \).

In the latter regime, the integral and dephasing contributions scale \( \sim q^2, |q| \) respectively. The dominant relaxation dynamics for the distribution function then approaches the Bose distribution function \( n_B(|q|/T(t)) \), which is the dynamical fixed point for the collisional term in Eq. (III.11) alone, and where there is an approximate detailed balance between phonon emission and absorption. Indeed, the occupation number is fitted well with a thermal distribution \( n = n_B(|q|/T(t)) \approx T(t)/|q| \) in this regime. In a stochastic wavefunction interpretation of the underlying master equation, in this regime multiple thermalizing collisions happen before a spontaneous emission event heats up the system. This heating is described by a time dependent temperature. Such a behavior has been observed numerically in [28].

In contrast to this, the low momentum regime is strongly non-thermal; this fact underlies the new scaling law for the particle decay width established below. Here we encounter a strongly outweighing phonon production both due to heating and phonon scattering. Two structural properties ensure the linear rise with no offset, \( n_q(\tau) \sim |q| \). First, both terms in Eq. (III.11) contribute \( \sim |q| \) for \( |q| \rightarrow 0 \) as emphasized in the discussion of the low momentum version of the kinetic equation (III.12).
Rayleigh-Jeans divergence can only be achieved due to one-dimensional quantum systems in phases with superconjecture that this is generic for the thermalization of not via a direct filling of the low momentum modes. We this mechanism leads to very slow, algebraic thermalization for zero momentum. For zero temperature initial states, these two facts guarantee the existence of a linear for all times. This is a key structural property of the problem, related to particle number variance via$ho$. The static structure factor at zero momentum is pinned to its initial value for all times. This is determined by the collective nature of the system, or technically by the systematic derivative expansion of the low frequency function to leading order.

Second, the value of$n_q=0(\tau)$at zero momentum is pinned to its initial value for all times. This is a key structural property of the problem, related to particle number conserving state: The static structure factor at zero momentum is related to the particle number variance via$S_q(q=0) = \langle \hat{N}^2(\tau) - \langle \hat{N}(\tau) \rangle^2 \rangle / L = S_{\tau=0}(q=0)$, where$\hat{N}(\tau)$is the total particle number operator in the Heisenberg picture and$L$the system length, cf. [47]. The last equality then holds in a particle number conserving system as the present one. Since in addition$n_q(\tau) \sim S_q(q)$in the Luttinger model, cf. Eq. (IV.8), this ensures a permanent “pinning” of the phonon occupation at zero momentum. For zero temperature initial states, these two facts guarantee the existence of a linear phonon occupation regime described above. Remarkably, this mechanism leads to very slow, algebraic thermalization of the low momenta: Establishment of the$1/c|q|$Rayleigh-Jeans divergence can only be achieved due to the scaling of the crossover momentum$q_0(t) \to 0$, but not via a direct filling of the low momentum modes. We conjecture that this is generic for the thermalization of one-dimensional quantum systems in phases with superfluid order, comprising the setting of a quantum quench.

B. Quasiparticle lifetime scaling and dynamical phase diagram

We now address the frequency dynamics at each time step. In particular, we are interested in the scaling behavior of the phonon quasi-particle lifetimes, which results from the overlap of the coherent phonon mode with the many-body continuum. This is achieved within the Keldysh framework, where the distribution function is not fixed a priori to its equilibrium shape, but is replaced by the dynamically determined non-equilibrium distribution. The quasiparticle lifetimes$t_q$are defined via
\[ t_{q,\tau} = - \left( \text{Im} \Sigma^R_{\eta=\epsilon_q,\tau} \right)^{-1} = (\sigma^R_{q,\tau})^{-1}. \] (IV.1)

As we have seen in the previous subsection, the phonon density can be described by a scaling ansatz in the two different regimes$q \ll q_0$and$q \gg q_0$. For small momenta,$n_{q,\tau} = |q|f_\tau$, where$f$is a positive function of the forward time, while for large momenta$n_{q,\tau} = T_q / \nu^4$with an effective time-dependent temperature$T_\tau$. From the form of the self-energy equation (III.10), we see that if the first factor under the integral can be written as a scaling form
\[ \left( \sigma^R_p \right)^{-1} \partial_\tau n_p + 2n_p + 1 = a_p \nu^n \] (IV.2)
with a positive (time-dependent) prefactor$a_p$, the self-energy itself will be a scaling function [46]. In the above mentioned momentum regimes, Eq. (IV.2) is expected to hold and we parametrize$\sigma^R_q = \gamma_\tau |q|^{\eta_R}$. The scaling equation for the retarded self-energy reads
\[ \sigma^R_q = \gamma |q|^{\eta_R} a_q |q|^{\eta_R} \gamma I_{\eta}, \] (IV.3)
where
\[ I_{\eta} = \int_0^\infty dx \frac{2x}{2\pi} \left( \frac{x^{\eta+1}}{x-1} - |x|^{\eta} + |x|^{\eta} (x \to -x) \right), \]
with a dimensionless integral whose value depends parametrically on the scaling exponents but otherwise is a pure number. It leads to the scaling relation for the phonon lifetime and occupation exponents$\eta_R, \eta_n$
\[ \eta_R = 2 + \frac{\eta_n}{2}, \] (IV.4)
which is a key result of this work.$\eta_n$is determined by the solution of the generalized kinetic equation discussed previously.

Below the crossover scale$q_0$, the phonon density scales linear in momentum$n_q \sim |q|$. Since$\sigma^R_q \sim |q|^{\eta_R}$with$\eta_R > 1$, this means that$\eta_R > \eta_n$with$\eta_R = 1 - \eta_R$, which implies a super-diffusive behavior with no equilibrium counterpart. In contrast, above the scale$n_q \sim |q|^{-1}$and$\sigma_q \sim \eta_R$and$\eta_n = \eta_R = 5/3$.
The low momentum regime is responsible for the observed semi-analytical analysis in this way demonstrates, that numerical result for the crossover scale \( \eta \) yields time yields condition for the case of an initial \( T > 0 \) state modifies these relations, corroborating that the new scaling regime remains observable in an experimentally accessible window of parameters \( T_{\text{in}} \ll q_0(\tau) \). This analysis is relevant and necessary since experiments are never carried out for systems with zero initial but usually very small temperatures. For the Luttinger description to be applicable, the initial temperature must be much lower than the Luttinger ultraviolet cutoff, i.e. \( T \ll \nu \Lambda \), \( k_B = 1 \), which we consider in the following.

In order to obtain the time-dependent phonon occupation number for the case of an initial \( T > 0 \) state, we numerically solve the kinetic equation, Eq. (III.11), with an initial phonon distribution function

\[
n_q(\tau = 0) = n_{\text{th}}(\nu |q|) = \left( e^{\frac{|q|}{\nu T}} - 1 \right)^{-1}.
\]

However, for a finite temperature distribution, the vertex correction is generally non-zero and has to be implemented in the kinetic equation and self-energy according

C. Experimental detection

We demonstrate that Bragg spectroscopy gives immediate access to all the characteristics of the universal heating dynamics. It enables a direct probe of the density-density correlations in ultracold atomic gases [48–51]. More precisely, in a stationary state, the Bragg signal is directly proportional to the Fourier transform of two-point density-density correlations, or dynamical structure factor (DSF) \( S(\omega, q) = \int dt dx e^{i(qx - \omega t)} \{ \hat{n}(t, x), \hat{n}(0, 0) \} \). In the Keldysh formalism and long wavelength limit, this translates into \( S_\tau(\omega, q) = -\langle \rho_\tau(\tau, -\omega, q) \rangle \), for which we obtain the explicit expression

\[
S_\tau(\omega, q) = \frac{2n_q(\tau) + 1)}{\pi^2 q^2} f(\frac{\omega - q}{\nu q} + (\omega - \omega)), \quad (IV.7)
\]

where \( f(x) = 1/(1 + x^2) \) is the dimensionless Lorentzian. As per the above discussion, time enters only parametrically, giving a snapshot, effectively stationary DSF. The different scaling regimes of the quasiparticle lifetimes are clearly identified in Fig. 3 (a).

The time-dependent crossover scale \( q_0(\tau) \) obtains most directly from the equal-time DSF, or static structure factor,

\[
S^*_\tau(q) = \int \frac{d\omega}{2\pi} S_\tau(\omega, q) = \frac{1}{2\pi} (2n_q(\tau) + 1), \quad (IV.8)
\]

which is plotted in Fig. 2. In particular, it provides direct access to the phonon occupation number, and thus to the scaling of the crossover scale \( q_0(\tau) \) and the peak height.

D. Modifications for \( T > 0 \)

The computations and results presented in the previous sections have been obtained for a system initialized in the \( T = 0 \) ground state. Here, we discuss how an initial finite temperature \( T > 0 \) state modifies these results, corroborating that the new scaling regime remains observable in an experimentally accessible window of parameters \( T_{\text{in}} \ll q_0(\tau) \). This analysis is relevant and necessary since experiments are never carried out for systems with zero initial but usually very small temperatures. For the Luttinger description to be applicable, the initial temperature must be much lower than the Luttinger ultraviolet cutoff, i.e. \( T \ll \nu \Lambda \), \( k_B = 1 \), which we consider in the following.

In order to obtain the time-dependent phonon occupation number for the case of an initial \( T > 0 \) state, we numerically solve the kinetic equation, Eq. (III.11), with an initial phonon distribution function

\[
n_q(\tau = 0) = n_{\text{th}}(\nu |q|) = \left( e^{\frac{|q|}{\nu T}} - 1 \right)^{-1}.
\]

However, for a finite temperature distribution, the vertex correction is generally non-zero and has to be implemented in the kinetic equation and self-energy according...
to the procedure described in Ref. [46]. As a result, the numerical computation becomes more involved but still feasible. From the time evolved phonon occupation, we then determine the static structure factor $S^*(q)$ for different initial temperatures $T$ at different times $\tau$. The black dotted (blue solid, red dashed) lines correspond to an initial temperature $T = 0$ ($T = 0.02 \nu \Lambda$, $T = 0.06 \nu \Lambda$). The different lines correspond to increasing times $(\tau_0, \tau_1, \tau_2, \tau_3) = (0, 1, 2, 3) \frac{4}{\nu \Lambda^2}$. As for the zero temperature case, $S^*_0(q = 0)$ is pinned to its initial value $S^*_0(q = 0) = \frac{2\pi}{3}$ due to particle number conserving dynamics. For $0 < q < q_0$, the characteristic $S^*(q) \sim q^2$ scaling in the nonequilibrium regime is clearly visible and the $T > 0$ curves approach the one for $T = 0$. For larger momenta, the finite temperature curves lie on top of the $T = 0$ ones. Inset: Zoom into the low momentum region.

Our analysis of the phonon occupation dynamics for $T = 0$ showed that dynamics is mainly governed by a fast energy redistribution for the high energy modes and a comparably slow evolution in the low frequency sector. This results from the structure of the particle number conserving vertex and the pinning of $n_{q=0}(\tau) = n_{q=0}(\tau = 0)$ to its initial value. For a $T > 0$ initial state, the situation does not change and the initial temperature has only little influence on the dynamics of $n_q$. The latter is dominated by the effect that drives the system away from equilibrium, i.e. the constant heating. We therefore decompose $n_q$ into an initial part and another one which builds up in time according to

$$n_q(\tau) = n_q(\tau = 0) + \delta n_q(\tau). \quad \text{(IV.10)}$$

From our numerical simulations, we find that $\delta n_q(\tau)$ is almost independent of the initial temperature and for $T > 0$ qualitatively equivalent to the $T = 0$ scenario. While our results are obtained for the full simulation of the kinetic equation, we will use the above finding to explain the results.

To determine the static structure factor, we employ Eq. (IV.8), leading to

$$S^*_q(q) = \frac{|q| K}{\pi} (2n_q(\tau = 0) + 2\delta n_q(\tau) + 1) - \frac{\nu |q| T}{\pi} + \frac{|q| K}{\pi} (2\delta n_q(\tau) + 1). \quad \text{(IV.11)}$$

Compared to the $T = 0$ case, this leads to a non-zero structure factor for $q = 0$, $S^*_0(q = 0) = \frac{2\pi K}{\nu}$. For $q > 0$, we find a $q^2$ scaling of the structure factor in the nonequilibrium regime as in the zero temperature case. For larger momenta $\nu |q| > T$, $n_q(\tau = 0)$ vanishes and the finite and zero temperature structure factor are identical. In particular, the two different momentum regimes can still be characterized by the $T = 0$ scaling properties of $S^*(q)$, see Fig. 4.

In view of the scaling of the quasi-particle lifetimes $t_q$, and thereby the dynamic structure factor, our analysis fully confirms and corroborates the following expected scenario, cf. Fig. 5. Most importantly, an additional scaling regime for momenta much smaller than the temperature $\nu |q| \ll T$ occurs. In this regime, lifetimes scale with the thermal exponent $t_q \sim q^{-3/2}$. For momenta in the range $\frac{T}{\nu} < |q| < q_0$, a momentum region showing non-equilibrium scaling $t_q \sim q^{-5/3}$ is found, while for $|q| > q_0$, again thermal scaling behavior emerges. For $\frac{T}{\nu} \ll q_0$, the nonequilibrium scaling regime is sufficiently large to be resolved numerically and analytically. Such a situation is presented in Fig. 5. For this specific example $\frac{\nu}{\pi} \approx 12$, while the nonequilibrium scaling regime has a momentum window ranging from $q_{\min} \approx 0.35q_0$
CONCLUSIONS

We have identified a new universal non-equilibrium scaling regime in the heating dynamics of interacting Luttinger liquids. Its existence is granted by the defining property of a Luttinger liquid, the presence of a sharp phonon mode, which prevails in the number conserving, permanently forward evolving open system. This triggers the hope that large classes of one-dimensional systems subject to non-equilibrium drive could exhibit similarly strong notions of universality as their equilibrium counterparts. Both extending the theoretical concepts familiar from closed systems, and exploring the status of universality in low dimensional driven open quantum systems, represent fascinating challenges for future research.
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