Hydrodynamic helicity polarization in relativistic heavy ion collisions
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Abstract

We study helicity polarization through the (3+1) dimensional relativistic viscous hydrodynamic models at $\sqrt{s_{NN}} = 200\text{GeV}$ Au+Au collisions. Similar to the local spin polarization, we consider the helicity polarization beyond global equilibrium and investigate the contributions induced by thermal vorticity, shear viscous tensor, and the fluid acceleration. We find that the local helicity polarization induced by thermal vorticity dominates over other contributions. It also implies that in the low-energy collisions, the fluid vorticity as part of thermal vorticity may play the crucial role to the total helicity polarization. Such a finding could be useful for probing the local strength of vorticity in rotational quark gluon plasmas by measuring helicity polarization. Our simulation confirms the strict space reversal symmetry, whereas we also compare our numerical results with approximated relations derived from ideal Bjorken flow. Our studies also provide a baseline for the future investigation on local parity violation through the correlations of helicity polarization.
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I. INTRODUCTION

In non-central heavy-ion collisions, large orbital angular momentum (OAM) of the order of $10^5\hbar$ is produced, part of which transfers into quark gluon plasma (QGP) as the form of vortical fields. The large OAM is deposited in the QGP with fast rotation. Such rotation can lead to the spin polarization of the hadrons similar to the famous Barnett effect \[1\]. The global polarization of $\Lambda$ and $\bar{\Lambda}$ hyperons created in relativistic heavy ion collisions through spin-orbital coupling was first proposed by Liang and Wang in Refs. \[2, 3\]. In 2017, the STAR collaboration observed the global polarization of $\Lambda$ hyperons \[4\]. There are many theoretical approaches to investigate the global polarization including the pioneer works based on the statistical field theory \[5–7\] and Winger-function approach near equilibrium \[8\], as theoretical predictions even before experimental measurements, from which the derived modified Cooper-Frye formula paves the way for numerical simulations. In light of this formula, the results from numerical simulations \[9–18\] are consistent with the experimental measurements for the global polarization. See also Refs. \[19–25\] for recent studies of the spin polarization in low-energy collisions.

Later, in order to study the structure of the local vorticity in the QGP, STAR collaboration measures the local spin polarization of $\Lambda$ hyperons as a function of azimuthal angle along the global angular momentum and the beam directions \[26, 27\], dubbed as the transverse and longitudinal polarization. Surprisingly, the numerical simulations from the same models mentioned above for the global polarizations, disagree with the experiment data. See the disagreements in e.g. relativistic hydrodynamics \[16, 28\] and transport models \[10, 14, 29\]. For longitudinal polarization, these theoretical calculations obtain the results with qualitatively an opposite sign compared to experimental observations. This discrepancy is called the “sign” problem for spin polarization in relativistic heavy-ion collisions. It is found in Refs. \[30–32\] that the feed-down effect cannot explain this disagreement either. Although some phenomenological models \[33–36\] qualitatively describe the experimental data, the “sign” problem is still an open question in the community.

Nevertheless, most of the theoretical studies have assumed that the spin degree of freedom is in global thermal equilibrium at a freezeout hypersurface, which is actually not justified from the first principle. A lot of efforts are made to investigate dynamical spin polarization with non-equilibrium effects both from macroscopic and microscopic approaches. One of
the macroscopic theories is relativistic spin hydrodynamics [37–65], which includes the spin degree of freedom and spin-orbit interaction by coupling the hydrodynamic equations with the conservation of angular momentum. On the other hand, one of the microscopic descriptions that complements the macroscopic approach is the quantum kinetic theory (QKT) for massive fermions with collisions [66–78], which is an extension of the chiral kinetic theory (CKT) for massless fermions [79–97]. Also see Ref. [98] for a recent review of QKT. There is also a distinct microscopic model incorporating the spin-orbital interaction in collisions in Ref. [99]. In addition, there have been further studies on the QKT for polarized photons [100–102] with possible generalization to weakly coupled gluons and the inclusion of background chromo-electromagnetic fields for the QKT of massless and massive fermions [103–105].

Recently, the shear induced polarization, which was found for massless fermions in Ref. [88] and later obtained for massive fermions [106–108] in local thermal equilibrium, has drawn lots of attentions. Including such an effect, the local spin polarization from numerical simulations could qualitatively match the experimental observations [109, 110], while the numerical results depend on different approximations adopted. It is also pointed out that the polarization of strange quarks is sensitive to the equation of state and other parameters [111, 112]. See also Ref. [113] for similar studies on the parameter dependences in the $\sqrt{s_{NN}} = 19.6$ GeV collisions and Refs. [58, 112, 114, 115] for related studies. Therefore, solving the “sign” problem requires more systematic studies on the off-equilibrium effects, which may be obtained from spin hydrodynamics or QKT.

Moreover, helicity polarization defined as the local spin polarization projected to the momentum direction of polarized hadrons has been proposed in Refs. [116, 117], which could be implemented to probe local parity violation characterized by an axial chemical potential in quantum chromodynamics (QCD) matter at finite temperature (see Ref. [104] for a different proposal) to complement the longstanding search for the chiral magnetic effect [118–123]. See also Refs. [124–127] for other studies and phenomenological applications related to particle helicity in relativistic heavy ion collisions. In order to extract the signal of local-parity violation from helicity-helicity (polarization) correlations [116, 117], it is essential to study the helicity polarization without an axial chemical potential from hydrodynamic as a baseline for the future analysis.

In this work, we study the hydrodynamic helicity polarization. We focus on the local-
equilibrium contributions from thermal vorticity, shear corrections, and fluid acceleration and analyze their features analytically. Then, we implement the (3+1)-dimensional relativistic viscous hydrodynamic models to simulate the hydrodynamic helicity polarization. We examine the relations derived from the ideal Bjorken flow [117] and space reversal symmetry. We also investigate the helicity polarization for both Λ-hyperon equilibrium and strange-quark equilibrium (abbreviated as Λ equilibrium and s equilibrium) scenarios proposed in Refs. [109, 111].

The structure of this article is as follows. In Sec. II, we introduce the helicity polarization with corrections in local equilibrium [88, 111] and briefly review the analysis of the contribution from thermal vorticity based on symmetries [116, 117]. In Sec. III, we implement the (3+1)dimensional viscous hydrodynamic simulation to study the azimuthal angle and the momentum rapidity dependence of helicity polarization. At last, we summarize our results and make further discussions in Sec. IV. Throughout this work, we adopt the metric \( g_{\mu\nu} = \text{diag}\{+,-,-,-\} \), \( \epsilon^{0123} = 1 \) and the projector \( \Delta^{\mu\nu} = g^{\mu\nu} - u^\mu u^\nu \) with \( u^\mu \) being fluid velocity. We also use the boldface notation such as \( \mathbf{k} \) to denote the spatial component of a four-vector like \( k^\mu \).

II. HELICITY POLARIZATION

In this section, we briefly review the formalism for helicity polarization based on Ref. [28, 116, 117]. For simplicity, we concentrate on the helicity polarization induced by hydrodynamic variables and neglect the contribution from axial chemical potential.

We start from the single-particle mean spin vector \( S^\mu(p) \) by the modified Cooper-Frye formula [7, 128].

\[
S^\mu(p) = \frac{\int d\Sigma \cdot p \mathcal{J}_5^\mu(p, X)}{2m_\Lambda \int d\Sigma \cdot \mathcal{N}(p, X)},
\]

where the \( m_\Lambda \) is the mass of \( \Lambda \) hyperons, \( \Sigma_\mu \) is the normal vector of the freeze-out surface, the \( \mathcal{N}^\mu(p, X) \) and \( \mathcal{J}_5^\mu(p, X) \) are number density and axial-charge current density in phase space, respectively. The \( \mathcal{N}^\mu(p, X) \) and \( \mathcal{J}_5^\mu(p, X) \) can be derived from the quantum kinetic theory [91]

\[
\mathcal{N}^\mu(p, X) = 2 \int_{p-n} [\mathcal{J}_5^\mu(p, X) + \mathcal{J}_5^\mu(p, X)]
\]

\[
\mathcal{J}_5^\mu(p, X) = 2 \int_{p-n} [\mathcal{J}_5^\mu(p, X) - \mathcal{J}_5^\mu(p, X)],
\]
where \( \int_{p_n} \equiv \int dp \cdot np \cdot n\theta(p \cdot n)/(2\pi) \) with \( n^\mu \) being chosen as the fluid velocity \( u^\mu \) in thermal equilibrium, \( J^\mu_+(p, X) \) and \( J^\mu_-(p, X) \) are the Wigner functions for the right and left-handed fermions, respectively.

Inserting the expression of \( J^\mu_\pm(p, X) \) into Eq. (1) and assuming the chemical potential for left and right handed fermions are identical \( \mu_R = \mu_L \equiv \mu \), we can further decompose \( S^\mu(p) \) as [111],

\[
S^\mu(p) = S^\mu_{\text{thermal}}(p) + S^\mu_{\text{shear}}(p) + S^\mu_{\text{accT}}(p) + S^\mu_{\text{chemical}}(p) + S^\mu_{\text{EB}}(p),
\]

where

\[
S^\mu_{\text{thermal}}(p) = \int d\Sigma F^\sigma_\sigma \epsilon^{\mu \nu \alpha \beta} p_\nu \partial_\alpha \frac{u_\beta}{T}, \\
S^\mu_{\text{shear}}(p) = \int d\Sigma F^\sigma_\sigma \epsilon^{\mu \nu \alpha \beta} p_\nu \{ p^\rho (\partial_\rho u_\alpha + \partial_\alpha u_\rho - u_\rho D u_\alpha) u_\beta \}, \\
S^\mu_{\text{accT}}(p) = - \int d\Sigma F^\sigma_\sigma \frac{1}{T} \epsilon^{\mu \nu \alpha \beta} p_\nu u_\alpha (Du_\beta - \frac{1}{T} \partial_\beta T), \\
S^\mu_{\text{chemical}}(p) = 2 \int d\Sigma F^\sigma_\sigma \frac{1}{(u \cdot p) T} \epsilon^{\mu \nu \alpha \beta} p_\alpha u_\beta \partial_\nu \frac{\mu}{T}, \\
S^\mu_{\text{EB}}(p) = 2 \int d\Sigma F^\sigma_\sigma \left[ \frac{1}{(u \cdot p) T} \epsilon^{\mu \nu \alpha \beta} p_\alpha u_\beta E_\nu + B^\mu \right],
\]

and,

\[
F^\mu = \frac{\hbar}{8m_A N} p^\mu f^{(0)}_V (1 - f^{(0)}_V), \quad N = \int d\Sigma p^\mu f^{(0)}_V,
\]

Here, \( T \) is the temperature and \( f^{(0)}_V \) is the Fermi-Dirac distribution function. The subscripts, \( \text{thermal}, \text{shear}, \text{accT}, \text{chemical} \) and \( \text{EB} \), stand for the terms related to thermal vorticity, shear viscous tensor, the fluid acceleration minus gradient of temperature \( (Du_\beta - \frac{1}{T} \partial_\beta T) \), the gradient of \( \mu/T \), and electromagnetic fields, respectively. The \( E^\mu \) and \( B^\mu \) are given by, \( E^\mu = F^{\mu \nu} u_\nu \) and \( B^\mu = \frac{1}{2} \epsilon^{\mu \nu \alpha \beta} u_\nu F_{\alpha \beta} \). Note that Ref. [111] has roughly extended the case for massless fermions [88] to the one for massive fermions. For the related decomposition as Eq. (4) for massive fermions, one may refer to Refs. [33, 106–110].

Helicity polarization is defined as [116, 117],

\[
S^h = \hat{p} \cdot S(p) = \hat{p}^x S^x + \hat{p}^y S^y + \hat{p}^z S^z,
\]
where \( \hat{p} \equiv p/|p| \). Inserting Eq. (4) into Eq. (6), we obtain

\[
S^h_{\text{thermal}}(p) = \int d\Sigma^\sigma F_\sigma p_0 \epsilon^{ijk} \hat{p}_i \nabla_j \left( \frac{u_k}{T} \right),
\]

\[
S^h_{\text{shear}}(p) = -\int d\Sigma^\sigma F_\sigma \frac{\epsilon^{ijk} \hat{p}_i}{(u \cdot p)T} \left\{ p^\sigma (\partial_\sigma u_j + \partial_j u_\sigma - u_\sigma Du_j) u_k \right\},
\]

\[
S^h_{\text{accT}}(p) = \int d\Sigma^\sigma F_\sigma \frac{1}{T} \epsilon^{ijk} \hat{p}_i p_0 u_j (Du_k - \frac{1}{T} \partial_k T),
\]

\[
S^h_{\text{chemical}}(p) = -2 \int d\Sigma^\sigma F_\sigma \frac{1}{(u \cdot p)T} \epsilon^{ijk} \hat{p}_i \left[ \nabla_j \left( \frac{\mu}{T} \right) \right] u_k,
\]

\[
S^h_{\text{EB}}(p) = 2 \int d\Sigma^\sigma F_\sigma \left[ \frac{1}{(u \cdot p)T} \epsilon^{ijk} \hat{p}_i p_0 u_j E_k + \frac{\hat{p}_i B^i}{T} \right],
\]

where we implicitly impose the on-shell condition \( p_0 = \sqrt{|p|^2 + m^2} \) with \( m \) being the fermionic mass in the end. We emphasize that only the spatial components of thermal vorticity contribute to the helicity polarization. The measurement of the helicity polarization can provide the information of the spatial thermal vorticity, which could present a fine structure of thermal vorticity.

Now we review the symmetric properties for \( S^h_{\text{thermal}}(p) \) in hydrodynamical models. For simplicity, we consider \( S^h_{\text{thermal}}(p) \) in an ideal fluid and eventually implement our result in a Bjorken flow. More detailed analyses based on symmetries are shown in Refs. [28, 116, 117].

In an ideal fluid, the temperature vorticity,

\[
\Omega^\mu_\nu = \partial^\mu (Tu^\nu) - \partial^\nu (Tu^\mu),
\]

is conserved along the velocity, i.e. \( \Omega^\mu_\nu u_\nu = 0 \) [35, 129, 130] and satisfies the relativistic Kelvin circulation theorem [131–134]. As a consequence, if \( \Omega^\mu_\nu \) is zero at initial time, it will always be vanishing during the evolution of this ideal fluid. Then, by using this condition, we can express the \((\partial_\mu u_\nu - \partial_\nu u_\mu)\) as,

\[
(\partial_\mu u_\nu - \partial_\nu u_\mu) = -\frac{1}{T} (u_\nu \partial_\mu - u_\mu \partial_\nu) T.
\]

Using Eq. (9), we simplify \( S^\mu_{\text{thermal}}(p) \) in Eq. (4),

\[
S^\mu_{\text{thermal}}(p) = \frac{2}{T^2} \int d\Sigma^\sigma F_\sigma \epsilon^{\mu\nu\alpha\beta} p_\nu (u_\alpha \partial_\beta T).
\]
\[ S_{\text{thermal}}^\mu(p) = -\frac{1}{4m_\Lambda N} \int d\Sigma_\alpha p^\alpha \epsilon^{\mu\nu\rho\sigma} p_\nu \frac{1}{T} (\partial_\sigma T) \frac{\partial f_V^{(0)}}{\partial p_\rho}, \] (11)

Integrating by parts, we get
\[ S_{\text{thermal}}^\mu(p) = -\frac{1}{4m_\Lambda N} \epsilon^{\mu\nu\rho\sigma} p_\nu \frac{\partial}{\partial p_\rho} \left[ \int d\Sigma_\alpha p^\alpha \frac{1}{T} (\partial_\sigma T) f_V^{(0)} \right] \]
\[ + \frac{1}{4m_\Lambda N} \epsilon^{\mu\nu\rho\sigma} p_\nu \int d\Sigma_\rho \frac{\partial T}{T} f_V^{(0)}. \] (12)

As argued in Ref. \[28, 117\], the temperature may be constant at the freeze-out hyper-surface and the direction of \( \partial^\mu T \) is approximately parallel to normal vector of hyper-surface \( \Sigma^\mu \). The second term in above equation may therefore vanish at the freeze out hyper surface. Here, we emphasize that in the later hydrodynamic simulations, we did not follow this approximation.

In an ideal fluid with longitudinal boost invariant, the temperature only depends on the proper time \( \tau = \sqrt{t^2 - z^2} \) and \( \epsilon^{\mu\nu\rho\sigma}(\partial_\sigma T) = \epsilon^{\mu\nu\rho\sigma} \cosh \eta \frac{dT}{d\tau} - \epsilon^{\mu\nu\rho\sigma} \sinh \eta \frac{dT}{d\tau} \), where \( \eta \) is spatial rapidity The spin vector \( S_{\text{thermal}}^\mu(p) \) in Eq. (12) is reduced to [117]
\[ S_{\text{thermal}}^\mu(p) = -\frac{1}{4m_\Lambda N} \epsilon^{\mu\nu\rho\sigma} p_\nu \frac{\partial}{\partial p_\rho} \left[ \int d\Sigma_\alpha p^\alpha f_V^{(0)} (\epsilon^{\mu\nu\rho\sigma} \cosh \eta - \epsilon^{\mu\nu\rho\sigma} \sinh \eta) \frac{1}{T} \frac{dT}{d\tau} \right]. \] (13)

Note that only the second term in Eq. (13) contributes to helicity polarization \( S^h(p) \). At small rapidity \( Y \) region, we can approximate that the space-time rapidity is equal to the momentum rapidity, i.e. \( \eta \approx Y \). After taking the Fourier transformation to the azimuthal distribution at the freezeout hypersurface,
\[ \int d\Sigma_\lambda p^\lambda f_V^{(0)} = \frac{dN}{2\pi E_{p_T} d\rho_T dY} \left[ 1 + \sum_{n=1}^{\infty} 2v_n(p_T, Y) \cos n\phi \right], \] (14)
the polarization vector \( S_{\text{thermal}}^\mu(p) \) and helicity polarization \( S^h(p) \) read [28, 117],
\[ S_{\text{thermal}}^\mu = -\frac{1}{4m_\Lambda N} \frac{1}{T} \frac{dT}{d\tau} \left[ \sum_{n=1}^{\infty} 2v_n(p_T, Y) \cos n\phi \right], \] (15)
\[ S^h_{\text{thermal}} = -\frac{1}{4m_\Lambda N} \frac{1}{T} \frac{dT}{d\tau} \left[ \sum_{n=1}^{\infty} 2v_n(p_T, Y) \sin n\phi \right]. \] (16)
From Eqs. (15) and (16), it implies that in the small rapidity region \( Y \sim 0 \) \[28, 117\],
\[ S^b_{\text{thermal}}(Y, \phi_p) \approx Y S^z_{\text{thermal}}(Y, \phi_p). \] (17)

Meanwhile, for a given rapidity, the elliptical flow coefficient \( v_2 \) is larger than other coefficients \( v_n \). Therefore, Eq. (15) can also be written as in small rapidity region \( Y \sim 0 \),
\[ S^z_{\text{thermal}} \approx \frac{1}{m_\Lambda} \frac{1}{T} \frac{dI}{dT} \Bigg|_\Sigma \int v_2(p_T, 0) \sin 2\phi. \] (18)

In hydrodynamic simulations, the system is beyond the ideal Bjorken flow, we therefore expect that the condition (17) is approximately satisfied. We will revisit Eq. (17) after the rapidity integration in Sec. III.

Meanwhile, the system should have the space reversal symmetry \[28, 116\], i.e. \( S(p) = S(-p) \), or
\[ S(Y, \phi_p) = S(-Y, \phi_p + \pi), \] (19)
and from Eq. (6) we can obtain the following relation,
\[ S^h(Y, \phi_p) = -S^h(-Y, \phi_p + \pi). \] (20)
Note that, Eq. (20) should be satisfied for each part in Eq. (7). We will test it in the later hydrodynamic simulations.

At last, let us discuss the frame dependence of helicity polarization. All the quantities mentioned above are chosen in the laboratory frame. In experiments, the polarization of \( \Lambda \) and \( \bar{\Lambda} \) hyperons are measured in their own rest frames. Since the momentum in the rest frame of hyperons \( p'^\mu = (m_\Lambda, 0) \) is related to the momentum \( p^\mu = (E_\Lambda, p) \) in the laboratory frame by Lorentz transformation, i.e. \( p'^\mu = \Lambda_{\nu}^\mu p^\nu \), we obtain the polarization vector \( S'^{\mu} \) in the rest frame of hyperons,
\[ S'^{\mu} = \left( 0, S - \frac{(p \cdot S)p}{E_\Lambda(E_\Lambda + m_\Lambda)} \right). \] (21)

Similar to the definition in Eq. (6), one can also define the helicity polarization as \( \hat{p} \cdot S' \), which is connected to our helicity polarization \( S^h \) by,
\[ \hat{p} \cdot S' = \frac{m_\Lambda}{E_\Lambda} \hat{p} \cdot S = \frac{m_\Lambda}{E_\Lambda} S^h. \] (22)
Therefore, it is straightforward to transform our simulation results to \( \hat{p} \cdot S' \) \[28, 116\].
Before end this section, we emphasize that in general the axial chemical potential \( \mu_A = \mu_R - \mu_L \) can also contribute to the \( S^\mu(p) \) and leads to the extra helicity polarization, which could be a possible signal of the parity violation \[116\]. Since we have already assumed that \( \mu_A = 0 \) in Eqs. (4), there are no such corrections in our case. One can also see Refs. [50, 114, 116] for other corrections for \( S^\mu(p) \).

### III. NUMERICAL RESULTS FROM HYDRODYNAMICS APPROACH

In this section, we study the the azimuthal angle \( \phi_p \) and the momentum rapidity \( Y \) dependence of helicity polarization \( S^h \) in the hydrodynamic model and compare our results with those in an ideal Bjorken flow shown in Sec. II.

#### A. Setup

We implement the open source (3+1) dimensional viscous hydrodynamic package CLVisc [135] with AMPT initial conditions [34, 35, 136] at 20\%–50\% centrality to study the helicity polarization in \( \sqrt{s_{NN}} = 200 \) GeV Au+Au collisions. Similar to our previous work in Ref. [111], we choose \( \eta/s = 1/(4\pi) \), the freeze-out temperature \( T = 157 \) MeV and “s95p-pce” [137] as equation of state to generate the information of the freeze-out hyper-surface \( \Sigma^\mu \).

By using the Eq. (6), we define the azimuthal angle \( \phi_p \) dependent helicity polarization as,

\[
P_H(\phi_p) = \frac{2}{\mathcal{M}(+\Delta Y, -\Delta Y)} \int_{-\Delta Y}^{+\Delta Y} dY \int_{p_T^{\min}}^{p_T^{\max}} dp_T \mathcal{N}^h(\mathbf{p});
\]

where \( N \) is defined in Eq. (5) and the normalization factor is given by,

\[
\mathcal{M}(Y_{\max}, Y_{\min}) = \int_{Y_{\min}}^{Y_{\max}} dY \int_{p_T^{\min}}^{p_T^{\max}} dp_T N,
\]

Note that, one can also define the averaged helicity polarization as, \( P_H(\phi_p) = \frac{1}{\Delta Y} \int_{-\Delta Y}^{+Y} dY \frac{1}{2p_T} \int_{p_T^{\min}}^{p_T^{\max}} dp_T S^h(\mathbf{p}) \). The definition (23) used in the current work is close to the local and global polarization measured in the experiments. where the \( p_T = \sqrt{p_x^2 + p_y^2} \) is the transverse momentum and \( \Delta p_T \equiv p_T^{\max} - p_T^{\min} \). We have chosen \( p_T^{\max} = 3 \) GeV and \( p_T^{\min} = 0 \) GeV in our calculation and concentrate on the mid-rapidity \([-1, +1]\), i.e. \( \Delta Y = 1 \).
The results for $\Lambda$ and $s$ equilibrium scenario are shown in the left and right handed side, respectively. Black solid, red dash-dotted and blue dashed lines stand for helicity polarization $P_{H}^{\text{thermal}}$, $P_{H}^{+\text{thermal}}$, $P_{H}^{-\text{thermal}}$ or spin polarization $P_{\text{thermal}}^{z}$, $P_{\text{thermal}}^{+z}$, $P_{\text{thermal}}^{-z}$ in the upper and lower plane, respectively.

In order to test the theoretical result in Eq. (16), we also introduce the $P_{H}^{+}(\phi_{p})$ and $P_{H}^{-}(\phi_{p})$,

$$
     P_{H}^{+} (\phi_{p}) = \frac{2}{\mathcal{M}(+\Delta Y,0)} \int_{0}^{+\Delta Y} dY \int_{p_{T}^{\min}}^{p_{T}^{\max}} dp_{T} p_{T} [NS^{h}(p)],
     
     P_{H}^{-} (\phi_{p}) = \frac{2}{\mathcal{M}(0,-\Delta Y)} \int_{-\Delta Y}^{0} dY \int_{p_{T}^{\min}}^{p_{T}^{\max}} dp_{T} p_{T} [NS^{h}(p)].
$$

According to Eq. (7), we can also decompose $P_{H}$, $P_{H}^{+}$, $P_{H}^{-}$ into 5 terms. Since the electromagnetic field decays rapidly in the relativistic heavy ion collision [138, 139], we ignore the helicity polarization contributed by EB term. Since the gradient of chemical potential $\mu$ is negligible for the $\sqrt{s_{NN}} = 200$ GeV Au+Au high-energy collisions and the information
Figure 2: The helicity polarization $P_{H}^{\text{shear}}$ and local spin polarization along the beam direction $P_{Z}^{\text{shear}}$ induced by shear viscous tensor as a function of $\phi_p$ for $\Lambda$ and $s$ equilibrium scenarios. We use the same setup and color assignments as those in Fig. 1.

of chemical potential lacks in EoS "$s95pce$", we also neglect the helicity polarization related to chemical potential. Therefore, we only consider the following parts,

$$
\begin{align*}
P_{H}^{\text{total}} &= P_{H}^{\text{thermal}} + P_{H}^{\text{shear}} + P_{H}^{\text{accT}}, \\
P_{H}^{+\text{total}} &= P_{H}^{+\text{thermal}} + P_{H}^{+\text{shear}} + P_{H}^{+\text{accT}}, \\
P_{H}^{-\text{total}} &= P_{H}^{-\text{thermal}} + P_{H}^{-\text{shear}} + P_{H}^{-\text{accT}},
\end{align*}
$$

(26)

where the upper indices stand for the helicity polarization contributed by the thermal vorticity, shear viscous tensor and fluid acceleration, respectively.

Similarly, we also introduce the local spin polarization at different momentum rapidity
Figure 3: The helicity polarization $P_{acc}^H$ and local spin polarization along the beam direction $P_{acc}^z$ induced by fluid acceleration as a function of $\phi_p$ for $\Lambda$ and $s$ equilibrium scenarios. We use the same setup and color assignments as those in Fig. 1.

\begin{align}
P^i (\phi_p) &= \frac{2}{\mathcal{M}(+\Delta Y, -\Delta Y)} \int_{-\Delta Y}^{+\Delta Y} dY \int_{p_{T_{min}}^i}^{p_{T_{max}}^i} dp_T p_T [N S^i(p)], \\
P^{i+} (\phi_p) &= \frac{2}{\mathcal{M}(+\Delta Y, 0)} \int_{0}^{+\Delta Y} dY \int_{p_{T_{min}}^{i+}}^{p_{T_{max}}^{i+}} dp_T p_T [N S^i(p)], \\
P^{i-} (\phi_p) &= \frac{2}{\mathcal{M}(0, -\Delta Y)} \int_{-\Delta Y}^{0} dY \int_{p_{T_{min}}^{i-}}^{p_{T_{max}}^{i-}} dp_T p_T [N S^i(p)].
\end{align}

(27)

where the $S^i$ is defined in Eq. (1) and $i = x, y, z$ stands for the polarization along the in-plane, out-of-plane, and beam directions, respectively. We further decompose the polarization along the beam direction $P^z$, $P^{z+}$, $P^{z-}$ into 3 term.
As proposed in Ref. [109] and also used in our previous work [111], we consider two different scenarios, named $\Lambda$ and $s$ equilibrium scenarios. In the $\Lambda$ equilibrium scenario, we assume that the $\Lambda$ hyperons are near the local equilibrium after they are produced at chemical freezeout. We then use the information in the freeze-out hypersurface to describe the thermodynamic state of the $\Lambda$ hyperons. In the $s$ equilibrium scenario, according to the parton models, we assume that the spin polarization of $\Lambda$ is mainly contributed by the $s$ quark, and the spin polarization of the $s$ quark is close to the spin polarization of $\Lambda$.
Figure 5: The helicity polarization $P_{thT}^H$ (up) and $P_{thU}^H$ (down) separated by $P_{thermal}^H$, as a function of $\phi_p$ for $\Lambda$ and $s$ equilibrium scenarios. We use the same setup and color assignments as those in Fig. 1.

hyperons. In these two scenarios, the mass of particles are chosen as $m = m_\Lambda = 1.116$ GeV and $m = m_s = 0.3$ GeV (constituent quark mass) and we use the same information of the freezeout hyper-surface.

B. Numerical result

We present the numerical results for helicity polarization $P_H$ and the polarization along the beam direction $P^z$ in Eq. (25) and Eq. (27) as functions of azimuthal angle $\phi_p$ and momentum rapidity $Y$ at $\sqrt{s_{NN}} = 200$ GeV Au-Au collisions in $20 - 50\%$ centrality. Note that both $P_H$ and $P^z$ are calculated in laboratory frame in our numerical simulations.
Figure 6: The helicity polarization scalar $S^h_{\text{thermal}}$ induced by thermal vorticity as a function of momentum rapidity $Y$ with different azimuthal angle $\phi_p$ in $\Lambda$ and $s$ equilibrium scenarios. We use the same setup as those in Fig. 1. Colors stand for the different angle $\phi_p$.

1. Azimuthal angle dependence

In Fig. 1, we plot the azimuthal angle dependent helicity polarization and spin polarization induced by thermal vorticity with the three different integral areas. To understand the Fig. 1, let us estimate the $P^\pm_{H\text{thermal}}$, $P^z_{H\text{thermal}}$ by using Eq. (16). According to the definitions of $P^\pm_{H\text{thermal}}$, $P^z_{\text{thermal}}$ in Eqs.(25, 27), we find that in a Bjorken flow and $Y \simeq 0$ limit,

$$P^\pm_{H\text{thermal}} \simeq \pm (\Delta Y)^2 P^z_{H\text{thermal}}. \quad (29)$$

For our case, $\Delta Y = 1$, we expect that $\text{sign}(P^\pm_{H\text{thermal}}) = \pm \text{sign}(P^z_{H\text{thermal}})$, $P^+_{H\text{thermal}} = -P^-_{H\text{thermal}}$, and $P^z_{H\text{thermal}} \simeq 0$ for arbitrary $\phi_p$. We observe that although the relation for the signs of $P^\pm_{H\text{thermal}}$ and $P^z_{\text{thermal}}$ are approximately close to our exception, the difference between $P^+_{H\text{thermal}}$ and $-P^-_{H\text{thermal}}$ is not negligible for both the $\Lambda$ and $s$ equilibrium scenarios. The reason is that we simulate the dissipative fluids beyond the assumption of ideal Bjorken
Figure 7: The helicity polarization scalar $S_{\text{shear}}^h$ induced by shear viscous tensor as a function of momentum rapidity $Y$ for $\Lambda$ and $s$ equilibrium scenarios. We use the same setup as those in Fig. 1. Colors stand for the different angle $\phi_p$.

flows used in Eq. (16). Interestingly, we observe the similar pattern for helicity polarization $P_H$ and spin polarization $P^x$ induced by shear viscous tensor and fluid acceleration in Figs. 2, 3 and 4.

Other important observation in Figs. 1,2,3,4 is that the period of $P_{H}^{\text{thermal}}, P_{H}^{\text{shear}}, P_{H}^{\text{accT}}, P_{H}^{\text{total}}$ as a function of $\phi_p$ are approximately $2\pi$, which are different with $P^i$. Our general discussion is as follows. According to definition of $S^h$ in Eq. (6), the non-vanishing $P_H$ mainly comes from the additional contributions from $S^x$ and $S^\gamma$. Although the period of $S(\phi_p)$ is $\pi$ shown in Eq. (19), the period of $\int_{-\Delta Y}^{+\Delta Y} dY (\hat{p}^x S^x + \hat{p}^\gamma S^\gamma)$ should be $2\pi$ instead of $\pi$ since $p^x \propto \cos \phi_p$ and $p^\gamma \propto \sin \phi_p$. To clarify this, we integrate over the rapidity and $p_T$ in Eq. (16) and obtain that $P_H$ in a Bjorken flow,

$$P_H \propto (\Delta Y)^3 \frac{dT}{d\tau} \int dp_T p_T \frac{\partial v_1}{\partial Y} \bigg|_{Y \to 0} \sin \phi_p,$$

which also implies that the period of $P_H$ is approximately $2\pi$ instead of $\pi$. It is consistent
Figure 8: The helicity polarization scalar $S_h^{\text{acc}}$ induced by the fluid acceleration as a function of momentum rapidity $Y$ for $\Lambda$ and $s$ equilibrium scenarios. We use the same setup as those in Fig. 1. Colors stand for the different angle $\phi$. 

Remarkably, the future measurement of helicity polarization may help us to distinguish the thermal-vorticity induced spin polarization with the others in local spin polarization. In Figs. 1, 2, 3, 4, we observe that the shear and fluid acceleration induced helicity polarization $P_{H}^{\text{shear}}, P_{H}^{\text{accT}}$ are much smaller than $P_{H}^{\text{thermal}}$, i.e. $P_{H} \simeq P_{H}^{\text{thermal}}$ in both $\Lambda$ and $s$ quark scenarios of our simulations. Therefore, it may be possible to fix the value of thermal induced local spin polarization $P_{x,y,z}^{\text{thermal}}$ by matching the results from numerical simulations for $P_{H}^{\text{thermal}}$ with the data of $P_{H}$ from the future experiments.

To understand the above observation, let us take a close look to the expression of $S_h^{\text{shear}}$. 

Figure 9: The total helicity polarization scalar $S_{\text{total}}^h$ as a function of momentum rapidity $Y$ for $\Lambda$ and $s$ equilibrium scenario. We use the same setup as those in Fig. 1. Colors stand for the different angle $\phi_p$.

$S_{\text{accT}}^h$ and $S_{\text{thermal}}^h$ in Eqs. (7). We can further decompose $S_{\text{thermal}}^h$ as two parts,

$$S_{\text{thT}}^h(p) = \int d\Sigma^\sigma F^\sigma_0 \frac{p_0}{T^2} \hat{\mathbf{D}} \cdot (\mathbf{u} \times \nabla T),$$

$$S_{\text{thU}}^h(p) = \int d\Sigma^\sigma F^\sigma_0 \frac{p_0}{T} \hat{\mathbf{D}} \cdot \mathbf{\omega},$$

(31)

where $\nabla$ represents the spatial component of $\partial_\mu$ and $\mathbf{\omega} = \nabla \times \mathbf{u}$ denotes the fluid vorticity. Note that, $S_{\text{shear}}^h$, $S_{\text{accT}}^h$ and $S_{\text{thT}}^h$ are proportional to the integration of fluid velocity $\mathbf{u}$, while $S_{\text{thU}}^h$ is proportional to the integration of the space derivative of $\mathbf{u}$ only. From Figs. 2, 3 and 5, it seems that these effects proportional to fluid velocity $\mathbf{u}$ are approximately symmetric in the rapidity area $[-1, 0]$ and $[0, +1]$. The difference of $S_{\text{thU}}^h$ in rapidity area $[-1, 0]$ and $[0, +1]$ are significant. That incomplete cancellation of $S_{\text{thU}}^h$ in two rapidity area causes the thermal induced helicity polarization dominates in $P_H$.

It is also clear to see $P_{\text{thU}}^h \gtrsim 2P_{\text{thT}}^h$ as shown in Fig. 5 (in central rapidity $[-1, 1]$).
would like to comment that in low-energy collisions the contributions from fluid vorticity are expected to be significant enhanced due to the nuclear-stopping effect [140, 141], while the gradient of temperature may reduce. In such a case, we expect that in low-energy collisions $P_{H}^{\text{total}}$ is mostly led by the contribution from fluid vorticity. Accordingly, by measuring $P_{H}^{\text{total}}$, one may estimate the local magnitude of $|\omega|$ in low energy collisions. We also test these results in different sets of parameters and find that the conclusion holds.

At last, we discuss the results in two different scenarios. We observe that $P_{H}^{+\text{thermal}}$, $P_{H}^{-\text{thermal}}$ and $P_{H}^{\text{thermal}}$ are almost the same in two scenarios shown in Fig. 1. Both the expression of $S_{\text{thermal}}$ or $S_{\text{thermal}}^{\mu}$ in Eqs. (4, 7) and the previous numerical simulations in different studies [109, 111] indicate that $S_{\text{thermal}}^{x,y,z}$ in the lab frame is insensitive to the particles’ mass except for the over-all factor $m_{A}$ in the denominator. Our findings are consistent with the previous results. For the similar reason, the difference of $P_{H}^{+\text{accT}}$, $P_{H}^{-\text{accT}}$ and $P_{H}^{\text{accT}}$ in two scenarios is also small. However, the shear induced local spin polarization are very sensitive to the mass [109, 111] due to the extra $(u \cdot p) \sim m$ in the denominator inside the integral shown in Eq. (4). That is why we observe a significant enhancement of $P_{H}^{\text{shear}}$ in s quark scenario in Fig. 2.

2. Momentum rapidity dependence

In the Figs. 6, 7, 8, 9, we plot the $S_{\text{thermal}}^{h}$, $S_{\text{shear}}^{h}$, $S_{\text{accT}}^{h}$, $S_{\text{total}}^{h}$ as a function of momentum rapidity $Y$ at different angle $\phi_{p} = 0, \pi/4, \pi/2, 3\pi/4, \pi, 5\pi/4, 3\pi/2, 7\pi/2$ for the $\Lambda$ and the $s$ equilibrium scenarios and observe the space reversal symmetry. According to the space reversal symmetry in Eq. (20), it is clearly shown in these figures that $S^{h}(Y, \phi_{p}) = -S^{h}(-Y, \phi_{p}+\pi)$.

Interestingly, we find at $\phi_{p} = \pi/2, 3\pi/2$, only $S_{\text{thermal}}^{h}(\phi_{p} = \pi/2)$ is nonzero, while $S_{\text{shear}}^{h}$ and $S_{\text{accT}}^{h}$ are almost vanishing. It is straightforward to explain this behavior. When $\phi_{p} = \pi/2, 3\pi/2$, since $\vec{p}^{x} = 0$ and $S^{z} \simeq 0$ from both numerical simulations [109, 111] and experimental data [26, 27], $S^{h}(\phi_{p} = \pi/2) \simeq \vec{p}^{y}S^{h}(\phi_{p} = \pi/2)$ with the help of Eq. (6), while the $S_{\text{shear}}^{y}$ and $S_{\text{accT}}^{y}$ are found to be close to zero at $\phi_{p} = \pi/2$ [111]. Eventually, the nonzero $S_{\text{thermal}}^{y}$ gives finite $S_{\text{thermal}}^{h}$ at $\phi_{p} = \pi/2$. When $\phi_{p} = 0, \pi$, $S^{x,z}$ is found to be zero and $\vec{p}^{y} = 0$, which leads to $S^{h} = 0$ from Eq. (6). The arguments above explain what we observed in these figures.

Next, we discuss the slopes of $S^{h}$ at several special angles. At $\phi_{p} = 0, \pi/2, \pi, 3\pi/2, S^{z}$
vanishes, $S^h$ should mainly comes from $S^{x,y}$. Since $\bar{p}^x, \bar{p}^y$ are independent on $Y$ and $S^y$ is almost independent on $Y$ from experimental observations [20, 142, 143], we find slow variation of $S^h$ as a function of $Y$ at $\phi_p = 0, \pi/2, \pi, 3\pi/2$. Since $S^z$ at other $\phi_p$ is nonzero and it contributes to the final $S^h$ through $\bar{p}^z \sim \sin Y$, $S^h$ is very sensitive to $Y$ when $\phi_p \neq 0, \pi/2, \pi, 3\pi/2$.

IV. CONCLUSIONS AND DISCUSSIONS

We have studied the helicity polarization in hydrodynamic approaches. Following our previous work [111], we decompose the helicity polarization $S^h$ introduced in Refs. [116, 117] into several components in local equilibrium, such as helicity polarization induced by thermal vorticity $S_{\text{thermal}}^h(p)$, shear viscous tensor $S_{\text{shear}}^h(p)$, fluid acceleration $S_{\text{accT}}^h(p)$, other terms related to electromagnetic fields $S_{\text{EB}}^h(p)$, and the gradient of the ratio to a vector chemical potential and temperature $S_{\text{chemical}}^h(p)$. For simplicity, we neglect possible contributions from an axial chemical potential. We then obtain the space reversal symmetry of $S^h$ in Eq.(20) and discuss the property of $S_{\text{thermal}}^h(p)$ in the ideal Bjorken flow shown in Eq. (16). We then implement the (3+1) dimensional viscous hydrodynamic package CLVisc with AMPT initial conditions at 20% − 50% centrality of $\sqrt{s_{NN}} = 200$ GeV Au-Au collisions to study helicity polarization. We neglect $S_{\text{EB}}^h(p)$ and $S_{\text{chemical}}^h(p)$ in current studies and analyze the azimuthal angle $\phi_p$ and the momentum rapidity $Y$ dependence of helicity polarization contributed by $S_{\text{thermal}}^h(p)$, $S_{\text{shear}}^h(p)$ and $S_{\text{accT}}^h(p)$ in $\Lambda$ and $s$ equilibrium scenarios.

We find that the hydrodynamic simulations are beyond the theoretical expectation in Eq. (16) for the ideal Bjorken flow. Different from the local spin polarization vectors $S^\mu$, the helicity polarization $P_H$ has a period $2\pi$ instead of $\pi$. Remarkably, we find the thermal induced helicity polarization $P_{H}^{\text{thermal}}$ dominates total $P_H$. In particular, the helicity polarization contributed by fluid vorticity, $S_{\text{thU}}^h$, is much larger than the contributions from other components. Similar to local spin polarization, only shear induced helicity polarization has the significant enhancement in the $s$ equilibrium scenario. We also observe the strict space reversal symmetry for $S^h$ expected in Eq. (20).

As a first attempt, our studies provide the baseline for the future investigation on the correlation of helicity polarization induced by the axial chemical potential, which is a possible signal of local parity violation proposed by Ref. [28, 116, 117]. Meanwhile, since we find that
the helicity polarization $P_H$ mainly comes from the thermal induced local spin polarization $\mathcal{S}_{thermal}^\mu$. In the future measurements of helicity polarization, one might match the numerical simulations of $\mathcal{S}_{thermal}^\mu$ or $P_{Hthermal}^\mu$ with the experimental data of $P_H$. It may help us to distinguish the $\mathcal{S}_{thermal}^\mu$ from local spin polarization induced by other effects.

Furthermore, $P_H$ serves as a more direct signal to characterize locally how vortical the quark gluon plasma is and we may extract the magnitude of local fluid vorticity $|\omega|$. In current study, we find that $P_{HthU}^\mu$ is much larger than other components in the helicity polarization. Because the enhancement of fluid vorticity in low-energy collisions due to the nuclear-stopping effect [140, 141], the $P_{HthU}^\mu$ is expected to dominate $P_H$ in low-energy collisions. Therefore, it is tentative to further investigate the helicity polarization in both theory and experiment to extract possibly strongest local fluid vorticity from the beam energy scan.
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