Nonlinear steepest descent approach to orthogonality on elliptic curves

M. Bertola†‡♦ 1,

† Department of Mathematics and Statistics, Concordia University
1455 de Maisonneuve W., Montréal, Québec, Canada H3G 1M8
‡ SISSA, International School for Advanced Studies, via Bonomea 265, Trieste, Italy
♦ Centre de recherches mathématiques, Université de Montréal
C. P. 6128, succ. centre ville, Montréal, Québec, Canada H3C 3J7

Abstract

We consider the recently introduced notion of denominators of Padé–like approximation problems on a Riemann surface. These denominators are related as in the classical case to the notion of orthogonality over a contour. We investigate a specific setup where the Riemann surface is a real elliptic curve with two components and the measure of orthogonality is supported on one of the two real ovals. Using a characterization in terms of a Riemann–Hilbert problem, we determine the strong asymptotic behaviour of the corresponding orthogonal functions for large degree. The theory of vector bundles and the non-abelian Cauchy kernel play a prominent role even in this simplified setting, indicating the new challenges that the steepest descent method on a Riemann surface has to overcome.
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1 Introduction

Orthogonal polynomials have a plethora of applications in modern mathematics ranging from the pure approximation theory aspect (linked to their origins as denominators in the Padé approximation problem) [2, 17], signal analysis [12], quantum mechanics, random matrices [7], combinatorics [15].

Orthogonal polynomials are functions on the Riemann sphere $\mathbb{P}^1$ with a single pole at the point $\infty$: we can thus interpret them as sections of the line bundles $O(n\infty)$, for $n = 0, 1, \ldots$.

In a recent work [3] this point of view was exploited to generalize the notion of orthogonal polynomials to the setting where, instead of the Riemann sphere $\mathbb{P}^1$, we consider meromorphic functions on an arbitrary Riemann surface $C$ of genus $g \geq 1$. The new notion introduced in loc. cit. bears the same relationship to the Padé approximation problem as the usual notion of orthogonal polynomials, with the appropriate understanding of the Weyl-Stieltjes function as a differential on $C$ with prescribed singularities.

An important problem, both in and by itself as well as for the applications, is that of describing the asymptotic behaviour of the orthogonal polynomials when the degree tends to infinity [6, 5].

The approaches to the study of asymptotics use the integral representation of classical orthogonal polynomials, or tools from potential theory that allow to cast a wider net but with weaker results in general [14], or tools of integrable systems. These latter provide complete control over strong asymptotic results and have been honed over the past two decades or so since their initial use in [6, 5]. They are referred to interchangeably as ”Riemann–Hilbert method” or ”Deift-Zhou method” or, as we do in the title, ”nonlinear steepest descent analysis”.

The main goal of the present paper is to apply those techniques to the new notion of orthogonality on a Riemann surface. A similar setup was recently considered in [8] but with some different definitions of the basis of functions that are orthogonalized: in that case the authors consider a (real) cubic curve $y^2 = P_3(x)$ (with $P_3$ a polynomial of degree 3) and a measure on its real component (i.e. as a subset of $\mathbb{R}^2$). Then they investigate the definition and properties of the orthogonalization of the (ordered) set of “monomials” \{1, x, x^2, y, xy, x^2y, \ldots\} where the pairing is the integration on the real cubic curve with respect to the given measure. In our present paper we apply the orthogonalization procedure to a different set of ”monomial” functions which are related to a Padé problem as introduced in [3] and also expressible as a suitable Riemann–Hilbert problem (described in detail below).

The present result is, to the knowledge of the author, the first example of nonlinear steepest descent analysis for orthogonality on a Riemann surface, and new obstacles and corresponding solutions tie the method inextricably to the theory of vector bundles, as we discuss later.

Specifically we aim at describing the asymptotic behaviour of the orthogonal “polynomials”, for large degree, as functions on the Riemann surface. This includes their oscillatory behaviour in the neighbourhood of the support of the orthogonality measure, their behaviour away from the support, the asymptotic density of their zeros.

The path was opened in [3] by setting up a Riemann–Hilbert problem on the Riemann surface $C$ which characterizes the orthogonal “polynomials” in terms of the solution of a matrix–valued function. This is the analog of the standard formulation of orthogonal polynomials by Fokas-Its-Kitaev [11] that paved the way to the analysis of Bleher and Its in [5] (for particular class of measures of orthogonality) and Deift-Kriecherbauer-McLaughlin-Venakides-Zhou in [6] (for a wider class).

In [3] it was not clear whether the new notion of these orthogonal “polynomials” would be amenable to the steepest descent analysis and hence whether the Riemann–Hilbert formulation had a practical usefulness beyond the mere elegance of the formulation.

The goal of the present paper is to show a class of problems where the above doubt is resolved favourably; namely we consider the orthogonality of “polynomials” on a real elliptic curve $C = \mathbb{E}_\tau$ (i.e. a Riemann surface of genus 1 with an anti holomorphic involution). The orthogonality depends on an arbitrary positive measure on a connected component of the real locus.

As customary in these sorts of analyses, there are two possible setups: either the measure of orthogonality is fixed, or it depends on $n$ (“scaling regime”) in the sense that the density with respect to a fixed measure (e.g. the Lebesgue one on the real axis in genus zero) is raised to a power that is scaled together with the degree of the polynomial.

In this paper we consider the first case, where the measure is fixed; we will comment in Section 4 on how the present results indicate the steps for an analysis also in the second case, and what is needed to proceed
1.1 Description of setup and results

We first summarize briefly the notion and notations from [3] and then progressively specialize. Let $C$ be a smooth algebraic curve of genus $g \geq 1$ and $\gamma \subset C$ a smooth contour (or collection thereof) with a smooth measure $d\mu$ on it: by this we mean that it can be written as $f(z)dz$ in a local coordinate with $f(z)$ a smooth function (at this stage it could be complex valued). Let $\infty \in C \setminus \gamma$ be a chosen point, and $D$ a nonspecial divisor in $C \setminus (\gamma \cup \{\infty\}$). Namely, $D$ consists of $g$ points (counted with multiplicity) and such that there is no non-constant meromorphic function on $C$ with poles only at points of $D$ (of the order bounded by the corresponding multiplicity of the point). We recall (Riemann–Roch theorem) that this is the generic situation. For genus $g = 1$ there are no special divisors of degree 1 and hence the issue is moot.

We now need to describe what is the replacement of the notion of “orthogonal polynomials”. Instead of polynomials we consider appropriate meromorphic functions, characterized by suitable requirements on the position and degree of their poles, thus mimicking the fact that a polynomial of degree $n$ is simply a meromorphic function with a pole of order $n$ at infinity.

In the algebro–geometric setup such meromorphic functions are identified with orthogonal sections
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We now need to describe what is the replacement of the notion of “orthogonal polynomials”. Instead of polynomials we consider appropriate meromorphic functions, characterized by suitable requirements on the position and degree of their poles, thus mimicking the fact that a polynomial of degree $n$ is simply a meromorphic function with a pole of order $n$ at infinity.

In the algebro–geometric setup such meromorphic functions are identified with sections of line bundles and therefore we will use the terminology orthogonal sections, while hoping that this terminology will not be too distracting for the reader not attuned to these notions. Thus we consider the spaces

$$\mathcal{P}_n := \mathcal{O}(n\infty + D) = \{f : C \to \mathbb{P}^1 : \text{div} (f) \geq -n\infty - D\}.$$ (1.1)

These are the analogs of the space of polynomials of degree $n$: in particular $\dim_{\mathbb{C}} \mathcal{P}_n = n + 1$, as follows from the Riemann–Roch theorem.

The orthogonal sections are thus defined

**Definition 1.1** The orthogonal sections are a sequence $\{\pi_n\}_{n \in \mathbb{N}}$ with $\pi_n \in \mathcal{P}_n \setminus \mathcal{P}_{n-1}$ such that

$$\int_\gamma \pi_n(p)\pi_m(p)d\mu(p) = h_n\delta_{nm}. \quad (1.2)$$

It is evident that even if such a sequence exists, we can produce another one by a rescaling $\pi_n(p) \to c_n\pi_n(p)$, with $c_n \neq 0$ an arbitrary sequence of nonzero numbers. To dispose of this arbitrariness we assume further that we have chosen a local coordinate $z$ near $\infty$ (such that $z(\infty) = 0$) and we fix their normalization by the requirement

$$\pi_n(p) = \frac{1}{z^n(p)}(1 + \mathcal{O}(z(p))). \quad (1.3)$$

We refer to these as monic orthogonal sections (relative to the choice of coordinate).

It was shown in [3] that these orthogonal sections can be characterized as the $(1, 1)$ entry of the solution of the following Riemann–Hilbert-Problem (RHP)

**Riemann–Hilbert Problem 1.2** Let $Y(p)$ be a $2 \times 2$ matrix defined on $C \setminus \gamma$ such that the first column consists of meromorphic functions and the second column consists of meromorphic differentials satisfying the following properties:

1. $Y(p)$ admits bounded boundary values that satisfy

$$Y(p_+) = Y(p_-) \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad p \in \gamma. \quad (1.4)$$

2. The entries have the divisor properties (away from $\gamma$) as

$$Y(p) = \begin{bmatrix} \mathcal{O}(n\infty + D) & K(-(n-1)\infty - D) \\ \mathcal{O}((n-1)\infty + D) & K(-(n-2)\infty - D) \end{bmatrix} \quad (1.5)$$

3. In the local coordinate $z = z(p)$ we have the normalization near $\infty$ (so that $z(\infty) = 0$)

$$Y_{11}(p) = \frac{1}{z^n} + \mathcal{O}(z^{-n+1}), \quad Y_{22}(p) = z^n \frac{dz}{z^2}(1 + \mathcal{O}(z)) \quad (1.6)$$
approximation of the “Weyl-Stieltjes differential” details) the orthogonal sections (meromorphic functions) \( \pi \) divisor. The main reason is in the origin of the problem as Padé approximation; indeed (see [3] for more

It was also shown in loc.cit. that the solution to the RHP 1.2 exists and is unique if and only if the following determinant does not vanish:

\[
D_n := \det [\mu_{ab}]_{a,b=0}^{n-1}, \quad \mu_{ab} = \int_{\gamma} \sigma_a(p)\sigma_b(p)d\mu(p),
\]

where \( \sigma_j(p) \in \mathcal{D}_{j} \setminus \mathcal{D}_{j-1}, j = 0, 1, \ldots, \) is an arbitrary sequence of sections.

Let us briefly comment on the choice of \( \mathcal{D} \) and why we impose that the point \( \infty \) does not belong to the divisor. The main reason is in the origin of the problem as Padé approximation; indeed (see [3] for more details) the orthogonal sections (meromorphic functions) \( \pi_n \) are also interpretable as denominators of the approximation of the “Weyl-Stieltjes differential”

\[
\mathcal{W}(p) = \int_{q \in \gamma} C(p, q)d\mu(q)
\]

where here \( C(p, q) \) is the (unique) Cauchy kernel with the properties that

1. it is a differential in the variable \( p \) and a meromorphic function in the variable \( q \);
2. \( \operatorname{div}_p(C(p, q)) \geq -\infty + \mathcal{D} - q \)
3. \( \operatorname{div}_q(C(p, q)) \geq +\infty - \mathcal{D} - p \); 
4. \( \operatorname{res}_{p=q} C(p, q) = 1 = -\operatorname{res}_{p=\infty} C(p, q) \).

If \( \infty \in \mathcal{D} \) then, effectively, we have a positive divisor \( \mathcal{D} = \mathcal{D} - \infty \) of degree \( g - 1 \) in the definition of the Cauchy kernel, and then a Cauchy kernel with the above properties does not exist. For example the third property would become that \( \operatorname{div}_q(C(p, q)) \geq -\mathcal{D} - p \); now, \( \mathcal{D} + p \) is a generic divisor of degree \( g \) (hence non-special) and then this forces \( C(p, q) \) to be constant in \( q \). Thus we cannot define a Weyl-Stieltjes differential and the corresponding Padé problem. See also Rem. 2.2.

We now specialize the above general setup to the case that is of immediate interest in this work.

### 1.1.1 Real elliptic curves and asymptotics of orthogonal sections

In general a smooth algebraic curve \( \mathbb{C} \) is called “real” if there is an antiholomorphic map \( \nu : \mathbb{C} \to \mathbb{C} \) which is involutive (i.e. \( \nu^2 = \text{Id} \)). In practice, if the curve is expressed in terms of a polynomial equation in two variables \( W, X \), this means that we can choose the polynomial equation to have real coefficients and the antiholomorphic involution is typically \( X \to X, W \to \overline{W} \). In the case of an elliptic curve in Weierstrass form, like (1.9) below, it means that \( g_2, g_3 \in \mathbb{R} \). Harnack’s theorem states that the set of fixed points of \( \nu \) consists of at most \( g + 1 \) connected components (called “real ovals”) and a curve with the maximum of real ovals is called a Harnack \( M \)–curve. The latter is the case we are considering here in genus 1; in this case the modular parameter \( \tau \) is shown to belong to \( i\mathbb{R}_+ \). For (1.9) to be an \( M \)–curve, all roots must be real.

Thus, let now \( E_\tau = \mathbb{C}/(\mathbb{Z} + \tau\mathbb{Z}) \) be a real elliptic \((M)\)curve with \( \tau \in i\mathbb{R}_+ \). We can realize this curve equivalently as the locus of the algebraic equation in the \((X, W)\)–plane

\[
W^2 = 4X^3 - g_2X - g_3 = 4(X - e_1)(X - e_2)(X - e_3).
\]

We refer to this representation as the “Weierstrass parametrization”. As mentioned above, the condition that this is an \( M \)–curve translates to the requirement that the roots are real and we order them as follows

\[
e_3 < e_2 < e_1 \in \mathbb{R}.
\]
This curve possesses the anti-involution given, in the two representations, by

\[(X, W)^* = (\overline{X}, \overline{W}), \quad p^* = \overline{p} \in \mathbb{C}/(\mathbb{Z} + \tau \mathbb{Z}).\] (1.11)

The two real ovals are simply the real components (i.e. with \(X, W \in \mathbb{R}\)) of the curve as shown in Fig. 1. The relationship between the two representations is provided by the Weierstrass elliptic function \(\wp\) as

\[X = \wp(p), \quad W = \wp'(p).\]

The role of the point \(\infty\) will be played by the point at infinity in the Weierstrass parametrization, or equivalently by \(p = 0\).

There are two real components of the elliptic curve; the interval \([e_1, \infty)\) and \([e_3, e_2]\) on both sheets of the square-root \(W = 2\sqrt{(Z - e_1)(Z - e_2)(Z - e_3)}\), with the branch-cuts being chosen as the segments \((-\infty, e_3] \cup [e_2, e_1]\).

We will choose for \(\gamma\) the real component \([e_3, e_2]\) (on both sheets); in the elliptic parametrization the contour \(\gamma\) is represented by \(\text{Im} \, p = \frac{\text{Im} \, Z}{2}\) and it is fixed by the anti-involution *= thanks to the fact that \(\tau\) is purely imaginary.

The other fixed oval is \(\alpha = [e_1, \infty)\) (on both sheets), which is also our “alpha” cycle. The \(\beta\) cycle is the contour \([e_2, e_1]\) (again, on both sheets). They are represented in the elliptic representation as \(\text{Im} \, p \equiv 0 \mod \text{Im} \, \tau \mathbb{Z}\) and \(\text{Re} \, p \equiv 0 \mod \mathbb{Z}\) respectively. See Fig. 1.

Let \(d\mu\) be a positive measure on \(\gamma\) of the form \(d\mu = e^{w(p)} \, dp\) with \(w(p)\) a smooth real function defined for \(p \in \gamma\). We assume that the support of \(d\mu\) consists of the whole \(\gamma\). As customary we make the further assumption

**Assumption 1.3** The function \(w(p)\) is analytic in a strip containing \(\gamma\) and real on \(\gamma\).

To complete the data we need the divisor \(\mathcal{D}\), which here consists of just one point. We choose it to be also invariant under the anti-involution * and away from \(\gamma\). Thus \(\mathcal{D}\) consists of a single point arbitrarily chosen on the \(\alpha\)-cycle (except 0). In the elliptic representation it is chosen as \(\mathcal{D} \in (0,1)\) modulo the lattice \(\Lambda_\tau\).
The requirements that $\infty$ and $\mathcal{D}$ are fixed by the antiholomorphic involution is necessary to ensure that the space of meromorphic sections $\mathcal{D}_n = \mathcal{O}(n\infty + \mathcal{D})$ has a real structure. This simply means that we can choose a basis that has the Schwarz property $f(p^*) = \overline{f(p)}$.

With these preparations we are ready to formulate the results of this paper.

Results. The first result is a characterization of the location of the zeros; namely we prove:

**Theorem 1.4 (See Section 2)** The orthogonal sections $\pi_n$ exist and have $n+1$ simple zeros. These zeros lie all on $\gamma$ for $n$ odd, while for $n$ even one zero belongs to $\alpha$.

In Section 3 we tackle the much more intricate issue of the asymptotic behaviour. First of all the existence shown in Sec. 2 implies that the solution of the RHP 1.2 exists and is unique for every $n \in \mathbb{N}$.

We then proceed to build a sequence of three transformations of the original problem into a final RHP 3.13. This latter falls into the class of “small norm” Riemann–Hilbert problems.

The logic of these steps is completely parallel to the established literature. The main difference lies now in the analysis of the resulting integral equation (see Theorem 3.15).

The obstacle is the issue of indices which we illustrate here in an idealized situation. Suppose we have an RHP for a matrix $Y(p)$ defined on the complement of the unit circle in the plane, and satisfying

$$Y_+(z) = Y_-(z)J(z), \quad |z| = 1, \quad Y(\infty) = 1.$$  \hfill (1.12)

Here the matrix–valued function $J : S^1 \rightarrow GL_n(\mathbb{C})$ is assumed to be smoothly dependent on $z$. The solution we seek is assumed to be such that both $Y(z), Y^{-1}(z)$ are bounded everywhere and analytic away from the circle. It is well known that the generic solvability of this problem requires that the index of det $J$ is zero, namely, the phase of det $J$ has null total increment around the circle.

One may naively assume that the same setup can be used on a Riemann–surface of higher genus by taking $\gamma$ to be the boundary of an embedded disk. However one quickly realizes [13] that, for generic jump matrices $J$, det $Y$ necessarily must have $rg$ zeros and $rg$ poles (with $r$ being the size of the matrix) if det $J$ has index zero. To put it in a different, albeit possibly in a bit cryptic way, there are no holomorphic sections of a (non-trivial) vector bundle of degree zero on a Riemann surface of genus $g > 0$; namely, the rows of $Y$ (which are the “sections” of the vector bundle) must have some poles. Then the index being zero implies that det $Y$ has as many zeros as poles and the generic count is $rg$. Rather than referring to [13], which is a bibliographic reference that is a very difficult to decipher for many readers (including the author of this manuscript), let us illustrate the obstacle by considering the simple example of $r = 1$ (i.e. a line–bundle, or scalar Riemann Hilbert problem). Then it can be shown that the solution of the jump problem $Y(p_+) = Y(p_-)J(p)$ with $Y$ analytic and nonzero in $\mathbb{C} \setminus \gamma$ exists if and only if

$$\frac{1}{2i\pi} \int_{\gamma} \ln J(p) \omega(p) = 0 \in \mathbb{H}(\mathbb{C})$$  \hfill (1.13)

where $\omega$ is the vector of normalized holomorphic differentials and $\mathbb{H}(\mathbb{C})$ is the Jacobian of the curve. For example, in genus 1 we have $\omega = dp$ in the elliptic representation $p \in \mathbb{C}/(\mathbb{Z} + \tau \mathbb{Z})$ and the condition reads

$$\frac{1}{2i\pi} \int_{\gamma} \ln J(p) dp = n + \tau m, \quad n, m \in \mathbb{Z}.$$  \hfill (1.14)

We give a self-contained proof of this fact for genus $g = 1$ in App. A; here it suffices to point out that there are additional obstructions to the solvability of the RHP (even in the scalar case!) that did not exist in genus zero. As a remark for the reader oriented towards algebraic geometry we indicate that the above is an explicit example of Picard’s correspondence between line bundles of degree 0 and points in the Jacobian; the line bundle with transition function $J$ on the annulus around $\gamma$ is trivial if and only if the integral (1.14) (or (1.13) in higher genus) maps to the null-point in the Jacobian.

We note that there is an obvious and inevitable connection with the general theory of vector bundles on Riemann surfaces and this was extensively investigated in the recent [4].
The reader with some experience in the solution of the matrix problem may concretely appreciate the obstacle of solving a Riemann-Hilbert problem by stepping through the initial phases of the solution; in genus zero the initial step consists in reformulating the problem as an integral equation of the form

\[ \frac{\Omega}{\Omega} = 1 + \frac{1}{2\pi i} \int_{|w|=1} Y_-(w) (J(w) - 1) \frac{dw}{w - z}. \]  

(1.15)

In attempting this step in higher genus, one needs to generalize the Cauchy kernel \( \frac{dw}{w - z} \). Even for scalar kernels there is no unique generalization, and in fact the Cauchy kernels in higher genus depend on additional \( g \) complex parameters, that manifest themselves in the choice of a divisor of degree \( g \) [18, 9]. For matrix problems the issue is compounded and in fact the relevant notion is that of a matrix Cauchy kernel that depends on \( r^2 g \) complex parameters (\( r \) the size of \( Y \)) which go under the name of Tyurin data. We refer to [4] for a comprehensive description of these kernels.

In our current setup we only see a faint shadow of all this rich theory: in genus 1 much of the nuances can be disposed of because we have a global uniformization: indeed, we can represent any elliptic curve as \( \mathbb{C}/(\mathbb{Z} + \tau \mathbb{Z}) \) and the coordinate on this plane (which we call \( p \)) provides a global coordinate; moreover the differential \( dp \) is holomorphic and has no zeroes on the elliptic curve. This allows us to think of differentials simply as elliptic functions by dividing them by \( dp \). This is problematic in higher genus since any holomorphic differential has \( 2g - 2 \) zeroes and hence dividing by any of them would introduce spurious poles. This simplification notwithstanding, we will encounter other novel features: notably, in solving the small norm RHP 3.13, and hence complete our steepest descent analysis, we will need a matrix (non-abelian) Cauchy kernel. This is described in Section 3.2.

At the end of this analysis we have the following concrete characterization of the asymptotic behaviour (see Section 3.3):

1. For every compact subset of \( \mathcal{E}_r \setminus \gamma \) we have

\[ \pi_n(p) = e^{-S_\infty} \left( M_{11}(p) + \mathcal{O}(e^{-nc_0}) \right) e^{(n-1)g(p) + S(p)} \]  

(1.16)

The function \( S(p) \) is the “Szegö” function computed from the density \( e^{w(p)} \) in Definition 3.4 (with \( S_\infty = S(0) \)). The Szegö function is zero for the “flat” measure \( d\mu(p) = dp \) (i.e. for \( w(p) = 0 \)). The term \( M_{11} \) is given by the following expression (see Theorem 3.9)

\[ M_{11}(p) = e^{-ip} \frac{\theta_1(\mathcal{D}; 2\tau)\theta_1(p - \mathcal{D} - \tau; 2\tau)\theta_1'(0; 2\tau)\theta_1(2,3)(p; 2\tau)}{\theta_1(\mathcal{D} + \tau; 2\tau)\theta_1(p - \mathcal{D}; 2\tau)\theta_1(2,3)(p; 2\tau)} \]  

(1.17)

The choice between \( \theta_2, \theta_3 \) is made according to the parity of \( n \); finally the \( g \)-function appearing in (1.16) is given by the explicit expression (see Proposition 3.3):

\[ e^{g(p)} = e^\ell \begin{cases} e^{i\pi(p - 1/2)} - \frac{i\pi}{2} \frac{\theta_1(p; 2\tau)}{\theta_1(p - \tau; 2\tau)} & \text{Re}\frac{\tau}{2} < \text{Im} p < \text{Im} \tau \vspace{1em} \\ e^{-i\pi(p - 1/2)} + \frac{i\pi}{2} \frac{\theta_1(p - \tau; 2\tau)}{\theta_1(p; 2\tau)} & 0 < \text{Im} p < \frac{1}{2} \text{Im} \tau \end{cases} \]  

(1.18)

2. For \( p \in \gamma \) we have the modulated oscillatory behaviour for \( p = s + \frac{\tau}{2} + i0 \):

\[ \pi_n(p) = 2e^{(n-1)\ell - S_\infty} \left[ \text{Re} \left( M_{11}(p) e^{S(p^\pm)} e^{\frac{i\pi}{2} \left( \frac{\tau_1(s - \frac{\tau}{2}; 2\tau)}{\theta_1(s - \frac{\tau}{2}; 2\tau)} \right)^n \right) + \mathcal{O}(e^{-nc_0}) \right] \]  

(1.19)

The plots of the actual orthogonal sections (computed numerically) and the approximation (1.19) are shown together in Fig. 2 for the flat measure \( d\mu(p) = dp \), which clearly shows that the convergence is almost immediate.
The contour $\pi$ is the segment $[\tau, \tau/2+1]$ in $\mathcal{E}_\gamma$; the thin line is the plot of the orthogonal section obtained by computing explicitly the moments. The thick line is the approximation. Observe that the approximation is almost perfect starting from $n = 2$, confirming the exponential rate of convergence discussed in the text.

3. Denoting by $z_1^{(n)}, \ldots, z_{2n}^{(n)}$ with $m = 2\lfloor \frac{n+1}{2} \rfloor$ the zeroes of $\pi_n$ on $\gamma$ we have that for every continuous function $\phi$ defined on $\gamma \subset \mathcal{E}_\gamma$

$$\lim_{n \to \infty} \frac{1}{n} \sum_{j=1}^{2n} \phi(z_j^{(n)}) = \int_{\gamma} \phi(p) \sqrt{e_1 - \psi(p)} \, \frac{dp}{2\pi}$$

See Fig. 3 for a plot of this asymptotic density; also note that in the Weierstrass parametrization the asymptotic density is the usual arcsine density on $[e_3, e_2]$ (divided by 2 because $\gamma$ covers the interval twice).

4. The extra zero of $\pi_n$ for $n$ even tends at exponential rate to $p = \frac{1}{2}$ (i.e. $X = e_1$).

5. The square of the norms of the monic orthogonal sections have the asymptotics (see Section 3.3.2)

$$\|\pi_n\|^2 = 2\pi e^{2(n-1)\ell - 2S_\infty} e^{-i \pi \tau} e^{-2i \pi \Theta(\mathcal{P}, \mathcal{D}; 2\tau)} \frac{\theta_1'(0; 2\tau)}{\theta_1'(0; 2\tau)} \left( \frac{\theta_3(0; 2\tau)}{\theta_2(0; 2\tau)} \right)^{(-1)^n} (1 + \mathcal{O}(e^{-nc_0})).$$

Notations.

- $\mathcal{E}_\gamma$: the quotient of the plane $\mathbb{C}$ by the lattice $\Lambda_{\gamma} = \mathbb{Z} + \tau \mathbb{Z}$, with $\text{Im} \tau > 0$.

- $\theta_j(p; \tau)$ $j = 1, 2, 3, 4$ are the four Jacobi theta functions. See DLMF 20.2 or classical textbooks. We consider them as function of $p = \pi z$ in the DLMF normalization, so that, for example $\theta_1(p+1; \tau) = -\theta_1(p; \tau)$ rather than being $\pi$ quasi-periodic.
- for an elliptic function (or differential) \( f(p) \), \( \text{div}(f) \) denotes its divisor. To avoid confusion between the position of the point and the multiplicity, we surround the point by brackets. So, for example the divisor \( 2(1/3) + (\tau/2) \) is the divisor consisting of the point \( p = 1/3 \) with multiplicity 2 and the point \( p = \tau/2 \) (modulo the lattice \( \Lambda_{\tau} \)).

- The big-oh notation \( O \) is used with two different meanings depending on the context. If \( D \) is any divisor, to say that \( f \in O(D) \) means that \( \text{div} f \geq -D \). In particular if \( D \) is positive then \( f \) is allowed to have poles. If \( D \) is negative, \( f \) must vanish at the points of \( D \). Viceversa, when we write \( O((p-a)^k) \) (for example) we understand this as the usual big-Oh notation in complex analysis, namely the germ of analytic functions \( f(p) \) such that \( f(p)/(p-a)^k \) is locally bounded near \( p = a \). The difference of usage should be clear by the context.

- Similarly, \( \mathcal{K}(D) \) denotes the germs of differentials \( \omega \) with pole/zeros as described above, namely such that \( \text{div} \omega \geq -D \).

- we use the normalized Weierstrass \( \zeta, \wp \) functions (i.e. with a normalized lattice spanned by 1, \( \tau \)) rather than the classical definition with a lattice spanned by \( 2\omega_1, 2\omega_2 \). Thus

\[
\zeta(p) = \frac{1}{p} + \sum_{n^2+m^2 \neq 0} \left( \frac{1}{p+n+m\tau} - \frac{1}{n+m\tau} - \frac{p}{(n+m\tau)^2} \right), \quad (1.22)
\]

\[
\wp(p) = -\zeta'(p) = \frac{1}{p^2} + \sum_{n^2+m^2 \neq 0} \left( \frac{1}{(p+n+m\tau)^2} - \frac{1}{(n+m\tau)^2} \right). \quad (1.23)
\]
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2 Existence of orthogonal sections and their zeros

The existence was established already in [3], Section 2.3.1. To quickly review, we start by defining the initial basis of “monic” sections (relative to the choice of coordinate \( p \)) in \( \mathcal{P}_n \), for example

\[
\sigma_0 = 1, \quad \sigma_1 = \zeta(p) - \zeta(p - D), \quad \sigma_{2\ell+2} = \wp^{\ell+1}(p), \quad \sigma_{2\ell+3} = -\frac{1}{2} \wp'(p) \wp^{\ell}(p), \quad \ell \geq 0. \quad (2.1)
\]

Note that only \( \sigma_1 \) has actually a pole at \( D \) while the other sections have only pole at the point \( \infty \) (i.e. \( p = 0 \)).

Remark 2.1 In the Weierstrass parametrization (1.9), denoting the point \( D \) by the coordinate \( (X_0, W_0) \), we can use (with a different normalization)

\[
\sigma_0 = 1, \quad \sigma_1 = \frac{W+W_0}{X-X_0}, \quad \sigma_{2\ell+2} = X^{\ell+1}, \quad \sigma_{2\ell+3} = WX^{\ell}. \quad (2.2)
\]
We then define the bi-moment matrix
\[ \mu_{ab} = \int \gamma \sigma_n(p)\sigma_b(p)e^{w(p)}dp. \] (2.3)

Using the Andréief identity for alternants [1], one verifies that
\[ D_n = \det \begin{bmatrix} \mu_{ab} \end{bmatrix}_{a,b=0}^{n-1} = \frac{1}{n!} \int \gamma^n \left( \det \left[ \sigma_{a-1}(p_b) \right]_{a,b=1}^n \right)^2 \prod_{a=1}^n e^{w(p_a)}dp_a. \] (2.4)

Since all functions \( \sigma_\ell(p) \) are real–valued on \( \gamma \) and \( e^{w(p)}dp \) is a positive measure, it follows that \( D_n > 0 \) and then the monic orthogonal sections are given by
\[ \pi_n(p) = \frac{1}{D_n} \det \begin{bmatrix} \mu_{0,0} & \mu_{1,0} & \cdots & \mu_{n,0} \\ \mu_{0,1} & \mu_{1,1} & \cdots & \mu_{n,1} \\ \vdots & \vdots & \ddots & \vdots \\ \mu_{0,n-1} & \cdots & \mu_{n,n-1} \\ \sigma_0(p) & \sigma_1(p) & \cdots & \sigma_n(p) \end{bmatrix}. \] (2.5)

The non-vanishing of the determinant \( D_n \) guarantees that the solution of the RHP 1.2 (or equivalently the RHP 3.1 later) exists and is unique by Theorem 2.11 in [3].

**Remark 2.2** We can see here that if \( D \rightarrow \infty = (0) \) (corresponding to \( X_0 \rightarrow \infty \) and hence also \( W_0 \rightarrow \infty \)) then \( \sigma_1 \) in (2.2) as written diverges. Of course we can normalize it by dividing by \( W_0 \) but then we obtain that \( \sigma_1 \rightarrow 1 \) (uniformly over \( \gamma \)). This has the consequence that two rows of the matrix in the determinant \( D_n \) are equal to each other and \( D_n = 0 \). Consequently the RHP has no solution (as stated). It is not clear to the author if it is possible to consider a situation where \( \infty \) belongs to \( \mathcal{D} \) (even in higher genus).

We denote by \( \mathcal{R} \) the real span of the (real-analytic) sections \( \{\sigma_\ell\} \). We now address the question of the positions of the zeros of the orthogonal sections \( \pi_n \).

**Theorem 2.3** The orthogonal sections \( \{\pi_n\}_{n \in \mathbb{N}} \) have \( n \) zeros on \( \gamma \) and one on \( \alpha \) for even \( n \), while for odd \( n \) it has \( n + 1 \) zeros on \( \gamma \) and none on \( \alpha \).

**Proof.** First of all note that \( \pi_n \) has \( n + 1 \) zeros since it has a pole of order \( n \) at \( p = 0 \) and of order 1 at \( \mathcal{D} \) and the total number of zeros of an elliptic function equals the total number of poles (counted with multiplicity).

Since \( \dim_C \mathcal{P}_n = n + 1 \), we can construct a \( \phi \in \mathcal{P}_n \) where we choose the positions of \( n \) zeros while the remaining \( g = 1 \) zero is uniquely determined by the Abel theorem, namely, that the sum of the positions of zeros must be congruent to the sum of the positions of poles modulo the lattice \( \Lambda_\tau \).

Then we have that
\[ \text{any real section in } \mathcal{R} \text{ has an even number of zeros on } \gamma, \text{ counting multiplicities.} \] (2.6)

Indeed, let \( \varphi \in \mathcal{R} \); let \( k \) be the number of zeros on \( \gamma \), \( \ell \) the number of zeros on \( \alpha \) and \( s \) the number of zeros elsewhere. By the Schwarz symmetry (namely, \( f(p) = \overline{f(\overline{p})} \)) it follows that \( s = 2r \) is an even number. The sum of the imaginary parts of these \( 2r \) zeros must be zero (modulo \( \text{Im } \tau \)). Since the total of the sum of the imaginary parts of all the \( \ell + s + k \) zeros must vanish (modulo \( \text{Im } \tau \)) and \( \text{Im } \gamma = \text{Im } \tau/2 \), the statement follows by parity counting.

Now suppose that \( \pi_n \) has \( 2k \) zeros on \( \gamma \). If \( 2k \leq n - 3 \) then we can construct a real section \( \varphi \in \mathcal{R}_2k+2 \) with \( 2k \) zeros on \( \gamma \) and one zero on \( \alpha \); it follows that the last zero (which we cannot choose arbitrarily) is nonetheless forced to lie in \( \alpha \). Thus the product \( \pi_n \varphi \) has constant sign on \( \gamma \) and then, since the measure of
orthogonality is positive, \( \pi_n \) would not be orthogonal to \( \varphi \), yielding a contradiction. We thus have determined that

\[
\text{The orthogonal sections } \pi_n \text{ have at least } n - 2 \text{ zeros on } \gamma. \quad (2.7)
\]

We now refine the result. Suppose first that \( n \) is even; then \( \pi_n \) has either \( n \) or \( n - 2 \) zeros on \( \gamma \). Suppose the latter is the case. We can use a real section of \( \mathcal{P}_{n-1} \) (with a total of \( n \) zeros) that has the same \( n - 2 \) zeros on \( \gamma \) and one (and hence both) remaining zeros on \( \alpha \). Thus the product \( \pi_n\varphi \) has constant sign contradicting the orthogonality since \( \int \varphi \pi_n e^{aw(p)} dp \) cannot vanish.

Suppose now that \( n \) is odd; then \( \pi_n \) has either \( n + 1 \) or \( n - 1 \) zeros on \( \gamma \). Suppose that it has \( n - 1 \) zeros: then, again, we can find \( \varphi \in \mathcal{P}_{n-1}^R \) with the same zeros on \( \gamma \). The last zero is forced to lie on \( \alpha \) by the Abel theorem. Proceeding as above we reach a contradiction. \( \blacksquare \)

**Corollary 2.4** The zeros of \( \pi_n \) are simple\(^2\).

**Proof.** Let \( z_1, \ldots, z_k \) be the zeros of \( \pi_n \) on \( \gamma \) with odd multiplicity. Note that \( k \) must be even because the total multiplicity of zeros on \( \gamma \) is even.

Suppose first that \( n \) is even, so that \( \pi_n \) has a simple zero on \( \alpha \) and \( n \) zeros on \( \gamma \) counted with multiplicity. If \( k < n \) (hence \( k \leq n - 2 \) by parity) we can construct \( \varphi \in \mathcal{P}_k^R \) with simple zeros at \( z_1, \ldots, z_k \in \gamma \) and thus with a simple zero \( w_0 \in \alpha \). The product \( \varphi \pi_n \) does not change sign on \( \gamma \) contradicting the orthogonality.

If \( n \) is odd then all \( n + 1 \) zeros of \( \pi_n \) are on \( \gamma \); again, the number of zeros with odd multiplicity is \( k \) (even) and hence \( k \leq n - 1 \). We can again construct \( \varphi \in \mathcal{P}_k^R \) as above and reach the same conclusion. \( \blacksquare \)

## 3 Steepest descent analysis

In [3] it was shown that the orthogonal sections \( \phi_n \) are uniquely determined by a Riemann–Hilbert problem as in the RHP 1.2. Those details are a bit redundant in our present situation since the elliptic curve \( \mathcal{E}_\tau \) admits a global uniformization and moreover there is a differential without any zeros (i.e. \( dp \)) which we can use to trivialize the second column by simply dividing it by \( dp \). Thus we can reformulate the problem for a matrix consisting of bona-fide elliptic meromorphic functions with a jump discontinuity across \( \gamma \). We obtain the following RHP, which is thus the starting point of our investigation.

**Riemann–Hilbert Problem 3.1** Let \( Y = Y_n(p) \) be the \( 2 \times 2 \) matrix, meromorphic on \( \mathcal{E}_\tau \setminus \gamma \) and with poles at \( p = 0, \mathcal{D} \), such that

1. Near \( p = 0 \equiv \Lambda_\tau \) we have the behaviour
   \[
   Y(p) = (1 + O(p)) \begin{bmatrix} p^{-n} & 0 \\ 0 & p^{n-2} \end{bmatrix}, \quad p \to 0 \mod \Lambda_\tau. \quad (3.1)
   \]

2. Near \( p = \mathcal{D} \mod \Lambda_\tau \) we have that
   \[
   Y(p) = \begin{bmatrix} O((p - \mathcal{D})^{-1}) & O(p - \mathcal{D}) \\ O((p - \mathcal{D})^{-1}) & O(p - \mathcal{D}) \end{bmatrix}, \quad (3.2)
   \]
   namely, the first column has at most a simple pole and the second column has at least a simple zero at \( p = \mathcal{D} \) (we use here the complex-analysis convention since \( p \) is a global coordinate).

3. The boundary values at \( p \in \gamma \) are bounded and satisfy:
   \[
   Y(p_+) = Y(p_-) \begin{bmatrix} 1 & e^{w(p)} \\ 0 & 1 \end{bmatrix}. \quad (3.3)
   \]

---

\(^2\)We thank the anonymous referee for pointing out that the usual proof applies here.
We note that $\det Y(p)$ is a meromorphic elliptic function without a jump across $\gamma$; it has a double pole at $p = 0 \mod \Lambda_\tau$ and hence it must have two zeros in each fundamental domain. These points are the Tyurin points of a vector bundle that depend on $n$ and the orthogonality measure.

### 3.1 The three transformations

The general approach of the steepest descent method requires the construction of a suitable $g$–function, as the nomenclature goes.

In our case, since the measure of orthogonality is independent of $n$, the $g$–function is a universal object independent of the particular measure as long as its support is the whole $\gamma$ (which is our standing assumption).

Consider the expression

$$ h(p) = \sqrt{\wp(p) - \wp(1/2)} = \sqrt{X - e_1}. \quad (3.4) $$

The expression in the square-root has a single double zero at $p = 1/2 \mod \Lambda_\tau$. Thus the square-root can be defined in a neighbourhood of the zero in $E_\tau$ as a single valued function. However the expression is certainly not a perfect square because, if that were the case, the result would be an elliptic function with a single simple pole at $p = 0$ and a single simple zero at $p = 1/2$. Rather, classical formulæ (see DLMF 23.6.5) show that this extends to a multi-valued elliptic function with the property

$$ h(p + 1) = h(p), \quad h(p + \tau) = -h(p). \quad (3.5) $$

We take avail of this multivaluedness on $E_\tau$ by defining:

$$ H(p) := \begin{cases} -h(p) & 0 < \Im(p) < \tau/2, \\ h(p) & \tau/2 < \Im(p) < \tau \end{cases}. \quad (3.6) $$

Observe that $H(p)$ now has a discontinuity across $\gamma$ and satisfies $H_+ + H_- = 0$, but it is single–valued on the remainder of the elliptic curve, namely $H(\tau + s) = H(s), \ s \in \mathbb{R}$. It has a simple pole at $p = 0 \mod \Lambda_\tau$ and

$$ \res_{p=0} H(p) dp = -1. \quad (3.7) $$

In terms of the Weierstrass parametrization we have

$$ H(p) dp = \frac{dX}{2\sqrt{(X - e_1)(X - e_2)(X - e_3)}} = \frac{dX}{2\sqrt{(X - e_2)(X - e_3)}}. \quad (3.8) $$

where the determination is such that the radical behaves like $X$ at $X = \infty$. We define now the $g$–function.

**Definition 3.2** The $g$–function is defined by the following integral

$$ g(p) = \lim_{t \to 0} \left( \ln t + \int_t^p H(q) dq \right). \quad (3.9) $$

**Proposition 3.3** The $g$–function has the properties:

1. $g(p) = -\ln p + O(p)$, as $p \to 0$ and has two branch-cuts along the $\gamma$ and $\alpha$ cycle;

2. $g(p + 1) = g(p) - i\pi$ for $1/2 \Im \tau < \Im p < \Im \tau$ and $g(p + 1) = g(p) + i\pi$ for $0 < \Im p < 1/2 \Im \tau$. In particular along the $\alpha$ cycle it has $g(p_+) = g(p_-) + 2i\pi$;

3. $\Im g(p_+) = -\Im g(p_-)$ is a monotonically decreasing function for $\Im p = 1/2 \Im \tau$ as $\Re p$ increases. Moreover $\Im g(p_{\pm}) = \mp \pi \int_\tau^{p_{\pm}} d\mu_0(q)$, with $d\mu_0 = \sqrt{e_1 - \wp(p)^{1/2}}$ a smooth probability measure on $\gamma$. 
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4. The $g$ function is given explicitly by the following expression

$$e^g(p) = K \begin{cases} 
e^{-i\pi(p-\frac{\pi}{2})} \frac{\theta_1(p; 2\tau)}{\theta_1(p-\tau; 2\tau)} & \text{Im} \frac{\pi}{2} < \text{Im} p < \text{Im} \tau \ 
\ne^{-i\pi(p-\frac{3\pi}{2})} \frac{\theta_1(p-\tau; 2\tau)}{\theta_1(p; 2\tau)} & 0 < \text{Im} p < \frac{1}{2} \text{Im} \tau. 
\end{cases}$$

(3.10)

and it satisfies

$$e^{g_+}g_-(p) = K^2 = -\frac{\theta_1(0; 2\tau)^2}{\theta_1(\tau; 2\tau)^2} e^{-i\pi}\ne = e^{2\ell}, \quad p \in \gamma.$$  

(3.11)

where $\ell \in \mathbb{R}$.

5. Alternatively, in the Weierstrass parametrization (1.9) we have the simple expressions

$$e^{g(p) - \ell} = \frac{2}{e_3 - e_2} \left( X - \frac{e_2 + e_3}{2} \right) + \sqrt{(X-e_2)(X-e_3)}, \quad X = \wp(p),$$

(3.12)

where the branch-cut of the radical is on $[e_3, e_2]$ with the radical behaving as $X$ for $X \to \infty$. This expression has modulus 1 for $X \in [e_3, e_2]$ (on both sides) and of modulus strictly greater than 1 on $\mathbb{C} \setminus [e_3, e_2]$.

**Proof.** (1.) The first property follows from the fact that the differential $dg = H(p)dp$ has residue $-1$ at $p = 0$. The absence of the constant is due to the definition of the regularization.

(2.) By construction/definition

$$dg(p_+) + dg(p_-) = 0, \quad p \in \gamma, \quad \text{res}_{p=0} dg = -1.$$  

(3.13)

Integrating the jump condition along $\gamma$ (which is homologous to the $\alpha$-cycle) we get

$$\int_{\gamma^{+}} dg + \int_{\gamma^{-}} dg = 0.$$  

(3.14)

Now we use Cauchy’s residue theorem to “wrap around” the contour $\gamma - i \epsilon$ by increasing $\epsilon = 0 \to \text{Im} \tau$; since $dg$ has a single pole at $p = 0$ on the torus, we pick up the minus the residue which gives a contribution of $2i\pi$. Thus we get

$$0 = \int_{\gamma^{+}i \epsilon} dg + \int_{\gamma^{-}i \epsilon} dg = \int_{\gamma^{+}i \epsilon} dg + \int_{\gamma^{-}i \epsilon} dg + 2i\pi = 2 \int_{\gamma^{+}i \epsilon} dg + 2i\pi.$$ 

(3.15)

The last equation implies $g(p+1) - g(p) = \int_{p}^{p+1} dg = -i\pi$, for $\text{Im} \tau > \text{Im} p > \frac{1}{2}\text{Im} \tau$. The other case is treated similarly.

(3.) By construction $dg(p_{\pm}) = \mp \sqrt{X-e_1} dp$ with $X = \wp(p)$. Since $X \in [e_3, e_2]$ this expression is imaginary and clearly $dg(p_{+}) = -dg(p_{-})$ for $p \in \gamma$. Now, by an application of the Cauchy residue theorem, we have

$$-2i\pi = 2i\pi \text{res}_{p=0} dg = \int_{\gamma} dg(p_{+}) - dg(p_{-}) = 2 \int_{\gamma} dg(p_{+}).$$ 

(3.16)

Hence the total mass of $d\mu_0 = \sqrt{X-e_1} dp$ is one.

(4.) The function $h(p) = \sqrt{\wp(p)-e_1}$ extends to an elliptic function on $E_{2\tau}$ with simple poles at $p = 0, \tau$ modulo $\Lambda_{2\tau}$ and residues $\pm 1$, respectively. Thus one can write it as $h(p) = \zeta(p; 2\tau) - \zeta(p + \tau; 2\tau) + c$ for a suitable constant. Given that $\zeta$ is minus the logarithmic derivative of $\theta_1$ up to an additive constant, one deduces that the antiderivative of $h(p)$ must be of the form

$$\int h(p) dp = \ln \frac{\theta_1(p + \tau; 2\tau)}{\theta_1(p; 2\tau)} + cp + d.$$ 

(3.17)
with \(c,d\) constants. The constant \(c\) is determined by the fact that \(g(p + 1) = g(p) - i\pi\) and hence \(e^{\theta(p)}\) must be anti-periodic for \(p \to p + 1\). The constant \(d\) of integration is determined by the regularization that requires that \(e^{\theta(p)} = \frac{1}{p}(1 + \mathcal{O}(p))\) near \(p = 0\). Then the reader may verify that the expression (3.10) satisfies all these requirements. Also, one should verify that \(e^{\theta(p)}\) is continuous on the torus away from \(\gamma\). The rest is an exercise using the known properties of the Jacobi theta functions. The constant \(K\) is simply the normalization so that \(e^{\theta(p)} = p(1 + \mathcal{O}(p))\) near \(p = 0\). Finally the fact that \(\ell \in \mathbb{R}\) is due to the fact that the expression

\[
e^{2\ell} = -e^{-i\pi} \frac{\theta_1'(0; 2\tau)^2}{\theta_1''(\tau; 2\tau)} > 0
\]

is positive thanks to \(\theta_1'(\tau; 2\tau)\) being purely imaginary.

(5.) We know that \(g(p) - \ell\) is purely imaginary on the cycle \(\gamma\) and hence the modulus of \(e^{\theta(p) - \ell}\) is one on the \(\gamma\) cycle. Furthermore we know that

\[
dg(p) = \sqrt{\nu(p)} - e_1 dp = \frac{1}{\pi} \sqrt{X - e_1} \frac{dX}{\sqrt{4(X - e_1)(X - e_2)(X - e_3)}} = \frac{dX}{2\pi \sqrt{(X - e_2)(X - e_3)}}.
\]

Note that the integration on \(\gamma\) translates, in Weierstrass parametrization, to the segment \([e_3, e_2]\) covered twice. From elementary integration one obtains the claim. Finally one observes that (3.12) is precisely the conformal map of the plane \(\mathbb{C}\) slit across \([e_2, e_3]\) to the outside of the unit disk; from this we deduce that the modulus is \(> 1\) outside of the cycle \(\gamma\).

We will also need the “Szegö” function; for that purpose we need the following (scalar) Cauchy kernel. This is a differential \(C(p, q) dp\) where \(C(p, q)\) here we think of as a meromorphic elliptic function of the two variables \(p, q\):

\[
C(p, q) = \frac{\theta_1'(0) \theta_1(q) \theta_1(p - 1/2) \theta_1(p - q + 1/2)}{\theta_1(1/2) \theta_1(p) \theta_1(p - q) \theta_1(q - 1/2)}.
\]

It has the defining properties

1. \(\text{div}_q C(p, q) \geq -p + (0) - (1/2);\)
2. \(\text{div}_p C(p, q) \geq -q - (0) + (1/2);\)
3. \(\text{res}_{p=q} C(p, q) dp = 1.\)

In the Weierstrass parametrization, denoting the two points by the coordinates \(p \equiv (X, W), q \equiv (X', W'),\) it has the simple expression

\[
C(p, q) dp = \left(\frac{W + W'}{X - X'} - \frac{W'}{e_1 - X'}\right) \frac{dX}{2W}.
\]

We can thus proceed to the definition of the Szegö function.

**Definition 3.4** The Szegö function for the measure density \(e^w(p)\) is defined by:

\[
S(p) = \int_\gamma C(p, q) w(q) \frac{H(q_+) dq}{H(p) 2i\pi} = \int_\gamma C(p, q) w(q) \frac{dq(q_+)}{2i\pi \frac{dq(p)}{dp}}
\]

where \(H(p) = \frac{dq(p)}{dp}\) is as in (3.6).

The Szegö function has the following easily established properties

1. \(S(p_+) + S(p_-) = -w(p),\) \(p \in \gamma;\)
2. \(S(p + 1) = S(p), S(p + \tau) = S(p);\)
3. \(S(p)\) is otherwise a bounded analytic function on \(\mathcal{E}_\tau \setminus \gamma;\)
4. It satisfies the Schwarz symmetry \(\overline{S(p)} = S(p), p \in \mathcal{E}_\tau \setminus \gamma,\) and for \(p \in \gamma\) we thus have \(\bar{S}(p_+) = S(p_-).\)
5. The Schwarz symmetry, together with the fact that \( w(p) \) is a real-valued function on \( \gamma \), imply that

\[
S(p_{\pm}) = \pm i \nu(p) - \frac{1}{2} w(p), \quad p \in \gamma.
\]  

(3.23)

where \( \nu(p) \) is a real-analytic function defined in a small strip around \( \gamma \) and \( \nu(p + 1) = \nu(p) \).

Finally we introduce the effective potential

\[
\varphi(p; n) = \varphi(p) := (n - 1)(g(p) - \ell) + S(p) + \frac{1}{2} w(p).
\]  

(3.24)

which is analytic within the strip of analyticity of \( w(p) \) minus \( \gamma \). The following Lemma illustrates its main properties.

**Lemma 3.5 (Properties of the effective potential)** The effective potential satisfies:

1. \( \varphi(p_{+}) + \varphi(p_{-}) = 0 \) for \( p \in \gamma \).

2. Suppose that the domain of analyticity of \( w(p) \) contains the \( \epsilon_0 \) strip around \( \gamma \). Then, for every \( 0 < \epsilon < \epsilon_0 \) there is \( N_0 \) such that if \( n > N_0 \) the real part of \( \varphi \) on \( \gamma_{\pm} := \gamma \pm i \epsilon \) is strictly positive. Furthermore

\[
\inf_{p \in \gamma \pm i \epsilon} \Re \varphi(p; n) \to +\infty \text{ as } n \to \infty.
\]  

(3.25)

3. We have \( \varphi(p_{\pm}) = \mp i\pi(n - 1) \int_{\frac{1}{2}}^{1} \sqrt{e_1 - \varphi(q)} dq \pm i \nu(p) \), where \( \nu \) is the phase function defined in (3.23).

**Proof.** The property (1.) is simply a rearrangement of (3.11) and the properties of the Szegö function.

(2.) We have shown in point 3 of Proposition 3.3 that \( \Im g(p_{\pm}) \) is a monotonically strictly decreasing function. By the Cauchy–Riemann relations applied to \( g(p) \) from the + side, we deduce that the real part is increasing as we move upwards. Similar considerations apply to the negative boundary value, which has the property that \( \Im g(p_{-}) = -\Im g(p_{+}) \) is increasing, and hence the real part increases also moving downwards. Thus \( \Re (g(p) - \ell) \) is strictly positive in a strip around \( \gamma \) (in fact, we have proved that it is strictly positive everywhere out of \( \gamma \)). In general we cannot say much about the real part of \( S(p) + \frac{w(p)}{2} \) within its analyticity domain. However, since \( g(p) - \ell \) is multiplied by \( (n - 1) \) in the definition of \( \varphi \) (3.24), for every \( \epsilon \) we clearly have that the real part of \( (n - 1)(g(p) - \ell) \) eventually dominates over that of \( S(p) + \frac{w(p)}{2} \) and also tends to infinity.

(3.) Since \( \varphi_{+} + \varphi_{-} = 0 \) and also \( \varphi(p) = \overline{\varphi(p)} \) we conclude that \( \varphi(p_{+}) = -\varphi(p_{-}) \in i \mathbb{R} \). Then, from (3.23) we obtain

\[
\varphi(p_{\pm}) = \mp i\pi(n - 1) \int_{\frac{1}{2}}^{1} \sqrt{e_1 - \varphi(q)} dq \pm i \nu(p).
\]  

(3.26)

Note that \( \varphi(p + 1) = \varphi(p) \mp i \pi \) in the two halves of \( \mathcal{E}_\tau \) bounded by the \( \gamma \) and \( \alpha \) cycles.

With the definitions of the \( g \) and Szegö functions we can now start our chain of transformations.

### 3.1.1 First transformation

Let

\[
Z(p) = e^{-(n-1)\ell + S_\infty(\alpha)} Y(p) e^{-(n-1)(g(p) - \ell) + S(p)} Y(\alpha) \quad .
\]  

(3.27)

We then obtain a new Riemann–Hilbert problem for the matrix \( Z \), which is a simple exercise starting from the properties of \( Y(p) \) in RHP 3.1 the definition (3.24) of \( \varphi \) and its properties in Lemma 3.5.

**Riemann–Hilbert Problem 3.6 (The RHP for \( Z \))** The matrix-valued function \( Z(p) \) is meromorphic in \( \mathcal{E}_\tau \setminus \gamma \) and it satisfies:

---

Riemann–Hilbert Problem 3.6 (The RHP for \( Z \)) The matrix-valued function \( Z(p) \) is meromorphic in \( \mathcal{E}_\tau \setminus \gamma \) and it satisfies:
1. Near \( p = 0 \equiv \Lambda \tau \) we have the behaviour
\[
Z(p) = \begin{bmatrix} p^{-1} + O(1) & O(1) \\ O(1) & p^{-1} + O(1) \end{bmatrix}, \quad p \to 0 \mod \Lambda \tau. 
\] (3.28)

2. Near \( p = D \mod \Lambda \tau \) we have that
\[
Z(p) = \begin{bmatrix} O((p - D)^{-1}) & O(p - D) \\ O((p - D)^{-1}) & O(p - D) \end{bmatrix}.
\] (3.29)

3. The boundary values at \( p \in \gamma \) are bounded and satisfy:
\[
Z(p_+) = Z(p_-) \begin{bmatrix} e^{-{(n-1)\Delta g - \Delta S}} & e^{(n-1)(g_+ + g_- - 2\ell) + S_+ + S_- + w} \\ 0 & e^{(n-1)\Delta g + \Delta S} \end{bmatrix}
\]
\[
= Z(p_-) \begin{bmatrix} 1 & 0 \\ e^{-2\varphi(p_+)} & 1 \end{bmatrix} \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix} \begin{bmatrix} 1 & 0 \\ e^{-2\varphi(p_-)} & 1 \end{bmatrix}.
\] (3.30)

where, for a function \( F \) with a discontinuity across \( \gamma \) we have denoted \( \Delta F(p) = F(p_+) - F(p_-) \).

4. We have the periodicity \( Z(p + 1) = (-1)^{(n-1)}Z(p) \). Moreover, for \( p \notin \gamma \), we have \( Z(p + \tau) = Z(p) \).

3.1.2 Opening lenses: second transformation.

Let us fix \( \epsilon > 0 \) (small) such that \( w(p) \) is analytic in the whole open \( \epsilon \) strip around \( \gamma \). Consider then the matrix
\[
T(p) = \begin{cases} 
Z(p) & |\text{Im}(p - \frac{\tau}{2})| > \epsilon \\
Z(p) \begin{bmatrix} 1 & 0 \\ e^{-2\varphi} & 1 \end{bmatrix} & \epsilon < |\text{Im}(p - \frac{\tau}{2})| < \epsilon \\
Z(p) \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} & \epsilon < |\text{Im}(p - \frac{\tau}{2})| < \epsilon
\end{cases}.
\] (3.32)

Once more a direct verification shows that this new matrix satisfies the following problem.

Riemann–Hilbert Problem 3.7 (T–problem) The matrix–valued function \( T(p) \) is meromorphic in \( \mathcal{E}_\tau \setminus \gamma \) and it satisfies:

1. Near \( p = 0 \equiv \Lambda \tau \) we have the behaviour
\[
T(p) = \begin{bmatrix} p^{-1} + O(1) & O(1) \\ O(1) & p^{-1} + O(1) \end{bmatrix}, \quad p \to 0 \mod \Lambda \tau. 
\] (3.33)

2. Near \( p = D \mod \Lambda \tau \) we have that
\[
T(p) = \begin{bmatrix} O((p - D)^{-1}) & O(p - D) \\ O((p - D)^{-1}) & O(p - D) \end{bmatrix}.
\] (3.34)

3. on the two contours \( \gamma_\pm := \gamma \pm i\epsilon \) we have
\[
T(p_+) = T(p_-) \begin{bmatrix} 1 & 0 \\ e^{-2\varphi(p)} & 1 \end{bmatrix}, \quad p \in \gamma_\pm.
\] (3.35)

4. On the contour \( \gamma \) we have:
\[
T(p_+) = T(p_-) \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}.
\] (3.36)
We have the periodicity $T(p + 1) = (-1)^{(n-1)}T(p), \ T(p + \tau) = T(p)$ for $p$ outside of $\gamma$.

It follows now from the property 2. in Lemma 3.5 that the two matrices featuring in the jumps relations (3.35) are (uniformly) exponentially close to the identity matrix as $n \to \infty$. More precisely there is a positive constant

$$c_0 = \frac{1}{2} \min_{p \in \gamma^\pm} \text{Re} \ (g(p) - \ell) > 0 \quad (3.37)$$

such that $|e^{-2\varphi(p)}| < e^{-nc_0}$ for $n$ sufficiently large.

To complete the asymptotic analysis we have to construct a “model solution” (see next section) which gives an exact solution of a problem similar to the RHP 3.6 but where (3.35) is absent. We then show that the remainder terms are small; this logic follows the usual thread of ideas as in [6] but there are differences due to the fact that the model problem has a determinant that vanishes at certain points (Tyurin points).

### 3.1.3 Model problem

The model parametrix must satisfy the following problem

**Riemann–Hilbert Problem 3.8 (M-problem)** The matrix–valued function $M(p)$ is meromorphic in $\mathcal{E}_\tau \setminus \gamma$ and it satisfies:

1. Near $p = 0 \equiv \Lambda_\tau$ we have the behaviour

$$M(p) = \begin{bmatrix} p^{-1} + O(1) & O(1) \\ O(1) & p^{-1} + O(1) \end{bmatrix}, \ p \to 0 \mod \Lambda_\tau. \quad (3.38)$$

2. Near $p = \mathcal{D} \mod \Lambda_\tau$ it satisfies the growth behaviour

$$M(p) = \begin{bmatrix} \mathcal{O}((p - \mathcal{D})^{-1}) & \mathcal{O}(p - \mathcal{D}) \\ \mathcal{O}((p - \mathcal{D})^{-1}) & \mathcal{O}(p - \mathcal{D}) \end{bmatrix}. \quad (3.39)$$

3. On the contour $\gamma$ the boundary values are related by:

$$M(p_+) = M(p_-) \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}. \quad (3.40)$$

4. The matrix $M$ has the periodicity $M(p + 1) = (-1)^{(n-1)}M(p), \ M(p + \tau) = M(p)$ for $p \notin \gamma$.

The following theorem and subsequent corollary show that the solution exists and is unique.

**Theorem 3.9** The solution to the RHP 3.8 exists and is unique; it is given by

$$M(p) = C \begin{bmatrix} f(p) & f(p + \tau) \\ h(p) & h(p + \tau) \end{bmatrix} \begin{cases} 0 \leq \text{Im} \ p < \frac{1}{2} \text{Im} \tau \\ \frac{1}{2} \text{Im} \tau < \text{Im} \ p < \text{Im} \tau, \end{cases} \quad (3.41)$$

where $f, h$ are the two following functions on the elliptic curve $\mathcal{E}_{2\tau}$

$$f(p) := \begin{cases} e^{-i\pi p} \frac{\theta_1(p - \mathcal{D} - \tau; 2\tau)\theta_2(p; 2\tau)}{\theta_1(p - \mathcal{D}; 2\tau)\theta_1(p; 2\tau)} & n \text{ even} \\ e^{-i\pi p} \frac{\theta_1(p - \mathcal{D} - \tau; 2\tau)\theta_3(p; 2\tau)}{\theta_1(p - \mathcal{D}; 2\tau)\theta_1(p; 2\tau)} & n \text{ odd} \end{cases}, \quad (3.42)$$
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$h(p) := \begin{cases} e^{-i\pi p + i\pi \tau + 2i\pi \tau} \frac{\theta_1(p - \mathcal{D} - \tau; 2\tau) \theta_3(p; 2\tau)}{\theta_1(p - \mathcal{D}; 2\tau) \theta_4(p; 2\tau)} & n \text{ even} \\ e^{-i\pi p + i\pi \tau + 2i\pi \tau} \frac{\theta_1(p - \mathcal{D} - \tau; 2\tau) \theta_2(p; 2\tau)}{\theta_1(p - \mathcal{D}; 2\tau) \theta_4(p; 2\tau)} & n \text{ odd} \end{cases}.$

The functions $f, h$ also have the following properties on the doubled elliptic curve $E_{2\tau}$, which characterize them up to a multiplicative scalar:

$$\text{div}_p(f) \geq -(0) - (\mathcal{D}) + (\mathcal{D} + \tau) \quad f(p + 1) = (-)^{(n-1)} f(p); \quad f(p + 2\tau) = -f(p).$$

$$\text{div}_p(h) \geq -\tau - (\mathcal{D}) + (\mathcal{D} + \tau) \quad h(p + 1) = (-)^{(n-1)} h(p); \quad h(p + 2\tau) = -h(p).$$

The normalization matrix $C$ is

$$C = \left( \begin{array}{cc} \theta_1(\mathcal{D}; 2\tau) \\ \theta_1(\mathcal{D} + \tau; 2\tau) \end{array} \right)^{\sigma_3} \left( \begin{array}{cc} \theta'_1(0; 2\tau) \\ \theta_2(0; 2\tau) \end{array} \right) , \quad \sigma_3 := \left[ \begin{array}{cc} 1 & 0 \\ 0 & -1 \end{array} \right]$$

for $n$ even and

$$C = \left( \begin{array}{cc} \theta_1(\mathcal{D}; 2\tau) \\ \theta_1(\mathcal{D} + \tau; 2\tau) \end{array} \right)^{\sigma_3} \left( \begin{array}{cc} \theta'_1(0; 2\tau) \\ \theta_3(0; 2\tau) \end{array} \right)$$

for $n$ odd.

**Proof.** The existence is simply a verification of the indicated formula; the uniqueness follows from the argument below.

Let $f(p) = M_{11}(p)$; it follows from the Problem 3.8 and in particular (3.40) that $f(p)$ admits analytic continuation across $\gamma$ and that the resulting function (denoted by the same symbol) is a function with the properties (3.44) on the double covering elliptic curve $E_{2\tau}$. Similar considerations applied to $h(p) = M_{21}(p)$ show that it extends to a meromorphic function with the properties (3.45). The minus sign $f(p + 2\tau) = -f(p)$ in (3.44) (and similarly in (3.45)) is due to the fact that continuation across $\gamma$ (see (3.40)) twice (i.e. going around the $b$-cycle of $E_{\tau}$ twice) brings back $f$ to $-f$ (simply because the square of the constant jump matrix in (3.40) is minus the identity).

These properties determine uniquely the functions $f, h$ from a simple exercise in the use of Jacobi theta functions.

Finally, the normalization behaviour (3.38) is then guaranteed by the matrix $C$. Note that the zeros of $\theta_{1,2,3,4}(p; 2\tau)$ inside the fundamental domain are at $0, \frac{1}{2}, \tau + \frac{1}{2}, \tau$, respectively. Therefore the matrix $C$ is well
Proof. Consider the case of \((3.40)\) with a double pole at \(p\). We can follow the same proof as for Theorem 3.9 and define similarly the function \(f = M_{11}\) and \(h = M_{21}\). They will now have the divisor properties
\[
\text{div}_p(f) = \text{div}_p(h) = -(\mathcal{D}) + (\mathcal{D} + \tau),
\]
(since they have a single pole they can have only one zero) and have the periodicities indicated in (3.44), (3.45).

If we integrate \(\frac{pf'}{f} \frac{dp}{2i\pi}\) along the boundary of the fundamental domain we obtain the sum of the positions of the zeros minus the position of the poles. However, the quasi-periodicity of \(f\) allow us to deduce
\[
\tau = \int_{\partial E_2} \frac{pf'(p)}{f(p)} \frac{dp}{2i\pi} = -\int_{\partial E_2} \ln f(p) \frac{dp}{2i\pi} = \left\{ \begin{array}{ll}
\frac{1}{2} + \tau \mod \mathbb{Z} & \text{if } (n - 1) \text{ is odd} \\
\frac{1}{2} \mod \mathbb{Z} & \text{if } (n - 1) \text{ is even},
\end{array} \right.
\]
which gives a contradiction.

A second consequence of the uniqueness is in the following corollary.

Corollary 3.11 The matrix \(M(p)\) enjoys the symmetries:
\[
\mathcal{M}(p) = i^{\sigma_3}M(p)i^{-\sigma_3}.
\]
In particular \(\mathcal{M}_{11}(p) = M_{11}(p)\) and, for \(p \in \gamma\) we have \(M_{12}(p) = M_{11}(p) = \mathcal{M}_{11}(p)\).

Proof. As usual one observes that the matrix \(\widetilde{M}(p) := \mathcal{M}(p)\) satisfies the same RHP 3.8 except for the condition (3.40) which is replaced by
\[
\widetilde{M}(p) = \mathcal{M}(p) \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}
\]
because the conjugation interchanges the sides of the boundary values. Observing that the jump matrix in (3.51) is the conjugation of the one in (3.40) by \(i^{\sigma_3}\), we arrive at the conclusion that the matrix \(i^{\sigma_3} \mathcal{M}(p)i^{-\sigma_3}\) satisfies the same RHP 3.8. By the established uniqueness of the solution in Theorem 3.9 we conclude that \(\mathcal{M}\) must coincide with \(M\).

3.1.4 Tyurin data

We now begin to see a first main difference from the usual setup; indeed it is immediate to realize that the determinant of \(M\) has exactly two zeros. This follows from the fact that \(\det M(p)\) is an elliptic function with a double pole at \(p = 0\) and hence it must have two zeros. By the Schwarz symmetry \(\det M(p)\) is a real-analytic elliptic function and hence the zeros form an invariant set under the anti-involution.

We now find the zeros of \(\det M\) by direct inspection.

Proposition 3.12 (Tyurin data) The determinant of \(M(p)\) vanishes at the Tyurin divisor \(\mathcal{F} = (1/4) + (3/4)\). The spanning vectors of the left null-spaces of \(M(p)\) at these two points are linearly independent.

Proof. Consider the case of \((n - 1)\) odd. The matrix \(M\) can be factored as
\[
M = C \begin{bmatrix}
\theta_2(p; 2\tau) & \theta_3(p + \tau; 2\tau) \\
\theta_3(p + \tau; 2\tau) & \theta_4(p; 2\tau)
\end{bmatrix} \begin{bmatrix}
\theta_1(p - \mathcal{D} - \tau; 2\tau) e^{-i\tau\pi} \theta_1(p - \mathcal{D}; 2\tau) \\
\theta_1(p - \mathcal{D}; 2\tau) \theta_1(p - \mathcal{D} + \tau; 2\tau)
\end{bmatrix}
\]
and it is easily seen that the determinant of the leading and trailing matrices cannot vanish: actually the determinant of the last term is \(e^{-2i\pi\mathcal{D} - i\tau\pi}\) and it is constant with respect to \(p\). The middle matrix can be rewritten as
\[
\begin{bmatrix}
\theta_2(p; 2\tau) & i\theta_3(p; 2\tau) \\
\theta_3(p; 2\tau) & \theta_4(p; 2\tau)
\end{bmatrix}
\begin{bmatrix}
\theta_1(p; 2\tau) & i\theta_2(p; 2\tau) \\
\theta_2(p; 2\tau) & \theta_1(p; 2\tau)
\end{bmatrix}
\]
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The determinant can be simplified using the addition formula DLMF 20.7.7 to give
\[
\det M \propto \frac{\theta_2^2(p; 2\tau)\theta_4^2(p; 2\tau) - \theta_4^2(p; 2\tau)\theta_2^2(p; 2\tau)}{\theta_4^2(p; 2\tau)\theta_2^2(p; 2\tau)} \propto \frac{\theta_2(2p; 2\tau)}{\theta_4(2p; 2\tau)},
\]
where the proportionality is up to constants independent of \( p \). The numerator vanishes at \( 2p = \frac{1}{2} + \mathbb{Z} + 2\tau\mathbb{Z} \) and hence at the points \( p = \frac{1}{4}, \frac{3}{4} \) in \( \mathcal{E}_\tau \). The case of even \( (n-1) \) is the same.

To show finally that the two left null spaces at the points of the Tyurin divisor \( \mathcal{F} \) are linearly independent we could find them explicitly or, more elegantly, reason as follows. Suppose by contrapositive that \( h \) is a nontrivial row–vector spanning simultaneously the two left null spaces of \( M(p) \) at both points. Then consider the following vector–valued function:
\[
f(p) := \omega(p)hM(p), \quad \omega(p) := \frac{\theta_1^2(p)}{\theta_2(p - \frac{1}{2})\theta_1(p - 3/4)}.
\]
Here \( \omega \) is an elliptic function with two simple poles at \( \mathcal{F} \) and one double zero at \( p = 0 \). The result is that \( f(p) \) is analytic at \( \mathcal{F} \) because \( hM(\mathcal{F}) = 0 \) and vanishes as \( p = 0 \). But this would contradict the already established uniqueness of the solution of the RHP 3.8, because we could add \( f(p) \) to a row of \( M \) and obtain another solution of the same RHP.

**3.1.5 Third transformation**

We now denote by \( R(p) \) the matrix
\[
R(p) = T(p)M(p)^{-1}.
\]
Direct analysis shows that it satisfies the following problem;

**Riemann–Hilbert Problem 3.13 (Remainder term problem)** The matrix \( R(p) \) is meromorphic on \( \mathcal{E}_\tau \setminus (\gamma_+ \cup \gamma_-) \), with bounded boundary values on \( \gamma_\pm \), satisfying:
\[
R(p_+) = R(p_-)M(p)
\begin{bmatrix}
1 & 0 \\
\frac{1}{e^{-2\varphi(p)}} & 1
\end{bmatrix}
M^{-1}(p), \quad p \in \gamma_\pm,
\]
where \( \varphi \) is the effective potential (3.24). The only singularities of \( R \) are simple poles at the Tyurin divisor \( \mathcal{F} \) (the zeros of the determinant of \( M(p) \)) and they are such that the product \( R(p)M(p) \) is locally analytic. Finally, the matrix \( R \) is normalized by the condition \( R(0) = 1 \).

**3.2 Non-abelian Cauchy kernel for vector bundles and small-norm theorem**

The sequence of transformations leading to the Riemann–Hilbert problems 3.6, 3.7 and ultimately to 3.13 follows closely the general strategy in the established literature on the “Deift–Zhou” method [6]. The last step is however significantly different because it relies upon the solvability (for large \( n \)) of the RHP for the remainder term. This problem is affected by the topology of the Riemann surface as discussed in the introduction. To proceed we need to define a non-abelian (i.e. matrix) version of the ordinary Cauchy kernel. The data that define this kernel are the Tyurin data mentioned in the introduction and in the previous section.

**Definition of the non-abelian Cauchy kernel.** The non-abelian Cauchy kernel \( C_0(p, q)dp \) [4] is a \( 2 \times 2 \) matrix–valued differential with respect to the variable \( p \) and meromorphic matrix–valued function with respect to the variable \( q \) satisfying the following properties

1. It has a simple pole for \( p = q \) and \( p = 0 \) and no other poles with respect to \( p \);
2. The residue matrix for \( p = q \) is \( 1 \) (and hence at \( p = 0 \) is \(-1\))
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3. It has a simple pole for \( q = p \) and at the Tyurin divisor \( \mathcal{T} = (1/4) + (3/4) \) and all entries vanish for \( q = 0 \).

4. The expression \( M^{-1}(p)C_0(p,q)M(q) \) is locally analytic with respect to \( q \) and \( p \) at \( \mathcal{T} \).

These conditions determine the kernel uniquely as we now show. An explicit expression is given in \cite{4} in arbitrary genus, but it will not feature prominently here.

**Remark 3.14** The Cauchy kernel depends only on the Tyurin divisor \( \mathcal{T} \) and on the null-spaces of \( M \) at the Tyurin points. See (3.58) and following.

**Uniqueness.** Suppose we have another “Cauchy” kernel \( F(p,q)dp \) satisfying the same conditions. Let us choose \( C = M(p)^{-1} \) for \( p \notin \mathcal{T} \) and consider the two matrices \( S_1(q) := CF(p,q)M(q) \), \( S_2(q) := C\bar{C_0}(p,q)M(q) \) viewed as functions of \( q \). They satisfy the same RHP 3.8 save for the fact that the pole behaviour \( (3.38) \) is not at \( q = 0 \) but at \( q = p \). Indeed, both Cauchy kernels have the local behaviour \( \frac{1}{p-q} + O(1) \) as \( p \to q \). Then the difference \( S_{12}(q) := S_1(q) - S_2(q) \) has no pole at \( q = p \) and is therefore a solution of the RHP (3.8) which is also analytic at \( q = 0 \). Then \( S_{12} \) is necessarily zero as was shown in Corollary 3.10.

**Explicit expression (not necessary).** Let \( v_1, v_2 \) be two spanning row-vectors of the left null-spaces of \( M(p) \) at the two Tyurin points \( \mathcal{T} = (1/4) + (3/4) = t_1 + t_2 \).

Then the Cauchy kernel is given by

\[
C_0(p,q)dp = \omega_{0,q}(p)1dp - A(q)dp \quad (3.58)
\]

\[
\omega_{0,q}(p) := \begin{pmatrix} \theta_1(p-q) & \theta_1'(p) \\ \theta_1(p-q) & \theta_1'(p) \end{pmatrix} \quad (3.59)
\]

where the matrix \( A(q) \) is determined uniquely by the condition that \( M^{-1}(p)C_0(p,q) \) is locally analytic for \( p \in \mathcal{T} \). This gives the two linear systems:

\[
v_jA(q) = \omega_{0,q}(t_j)v_j \quad (3.60)
\]

which can be solved by

\[
A(q) = P \begin{bmatrix} \omega_{0,q}(t_1) & 0 \\ 0 & \omega_{0,q}(t_2) \end{bmatrix} P^{-1}, \quad P = \begin{bmatrix} v_1 \\ v_2 \end{bmatrix}. \quad (3.61)
\]

Thus the existence rests uniquely upon the independence of the two vectors \( v_{1,2} \) established in Proposition 3.12.

### 3.2.1 Small norm theorem

With the tool of the non-abelian Cauchy kernel at hand we can now state and formulate the existence and uniqueness of the solution of the RHP 3.13 for sufficiently large \( n \).

In fact we can state and prove a more general result below. In the formulation and proof we use the convention that for a matrix \( X \) we denote by \( |X| \) the Hilbert–Schmidt norm \( (\text{tr} (XX^*)^{1/2} \) or any equivalent norm, and for a matrix valued function \( X(p) \) we denote by \( \|X\|_s \) the \( L^s \) norm of \( |X(p)| \).

**Theorem 3.15** Let \( \Gamma \) be a compact collection of smooth contours, locally finite on \( \mathcal{E}_r \). Let \( G(p) \) be a smooth matrix–valued function defined on \( \Gamma \). Then the solution of the RHP

\[
R(p+) = R(p-) \left(1 + G(p)\right), \quad p \in \Gamma, \quad R(0) = 1 \quad (3.62)
\]

\[
R(p)M(p) = O(1), \quad p \in \mathcal{T} \quad (3.63)
\]
where $R$ is a matrix valued function analytic in $\mathcal{E}_r \setminus (\Gamma \cup \mathcal{T})$, exists and is unique for $\|G\|_\infty$ sufficiently small. The matrix furthermore satisfies

$$|R(p) - 1| = \mathcal{O}(\|G\|_\infty)$$

uniformly on compact sets in $\mathcal{E}_r \setminus (\Gamma \cup \mathcal{T})$. More generally there is a constant $K$ such that

$$|R(p)M(p) - M(p)| \leq \frac{K\|G\|_\infty}{\text{dist}(p, \Gamma \cup \mathcal{T})},$$

where the distance is in the metric $|dp|$ (i.e. the flat metric on the torus).

Assuming, furthermore that $G(p)$ is analytic in a tubular neighbourhood of $\Gamma$, then we have the stronger estimate

$$|R(p) - 1| \leq \frac{K\|G\|_\infty}{\text{dist}(p, \mathcal{T})},$$

$$|R(p)M(p) - M(p)| \leq \frac{K\|G\|_\infty}{\text{dist}(p, \mathcal{T})},$$

for some constant $K$.

**Proof.** We claim that the solution satisfies the integral equation:

$$R(p) = 1 + \frac{1}{2\pi i} \int_{\Gamma} R(p_+)G(p)C_0(p, q)dp$$

(3.67)

Indeed, since the singularity along the diagonal $p = q$ of the Cauchy kernel is of the form $1/(p - q)$, it then follows from the Sokhotski–Plemelj formula that $R(p_+) - R(p_-)$ is $R(p_+)G(p)$, which implies the jump condition (3.63). Moreover, since $C_0(p, q) \equiv 0$, also the normalization $R(0) = 1$ is guaranteed. Finally the analyticity of $R(q)M(q)$ at the Tyurin points follows from the property that $C_0(p, q)M(q)$ is analytic when $q \in \mathcal{T}$, by definition of non-abelian Cauchy kernel.

The Cauchy integral operator allows us to take boundary values $q \in \Gamma$ from either sides and the result is a bounded operator in $L^2(\gamma, |dp|)$. Taking the boundary value we obtain the integral equation

$$(\text{Id} - \mathcal{G})[R_-](q) = 1$$

(3.68)

where $\mathcal{G}$ acts on the each row $r$ of $R_-$ as the following operator

$$\mathcal{G}[r](q) = \int_{\Gamma} r(p)G(p)C_0(p, q)\frac{dp}{2\pi i}$$

(3.69)

as an operator in $L^2(\Gamma, |dp|) \otimes \mathbb{C}^2$. Let $N_1$ be the operator norm of the Cauchy boundary operator; then one finds immediately that the norm of $\mathcal{G}$ is bounded by $N_1\|G\|_\infty$. Thus the operator $\text{Id} - \mathcal{G}$ is invertible if $\|G\|_\infty$ is smaller than $1/N_1$, and the inverse has also bounded operator norm (denoted here by $\|\cdot\|$)

$$\|(\text{Id} - \mathcal{G})^{-1}\|_2 \leq \frac{1}{1 - \|G\|_\infty} \leq \frac{1}{1 - N_1\|G\|_\infty}.$$

(3.70)

Thus the $L^2$ norm of $R(q_-)$ is a priori bounded as long as $\|G\|_\infty$ is smaller than $N_1^{-1}$.

Now consider $R(q) - 1$ for $q \notin \Gamma$; from (3.67) we have the point-wise identity

$$|R(q) - 1| = \left| \int_{\Gamma} R(p_+)G(p)C_0(p, q)\frac{dp}{2\pi i} \right|.$$

(3.71)

The non-abelian Cauchy kernel $C_0(p, q)$ is analytic for $p \in \Gamma$ if $q \notin \Gamma$ and thus we have immediately

$$|R(q) - 1| \leq \|R_+\| \|G\|_2 \|C_0(\bullet, q)\|_\infty.$$

(3.72)
Here we mean that the $L^\infty$ norm of the matrix $C_0$ is taken with respect to the first variable (and the result is thus a positive function of $q$). Since $\Gamma$ is necessarily compact, the $L^2$ norm of $G$ is bounded above by the $L^\infty$ norm times the length of $\Gamma$ (in the metric $|dp|$) and hence

$$ |R(q) - 1| \leq \frac{L(\Gamma)\|G\|_\infty}{1 - N}\|C_0(\bullet, q)\|_\infty. \quad (3.73) $$

Finally, since the singularity of $C_0(p, q)$ along the diagonal $p = q$ is a simple pole with residue one, we can bound its matrix norm by a constant over the distance from $\Gamma$ and its other poles with respect to $q$ at the Tyurin points $\mathcal{F}$ and we obtain (3.64).

To establish (3.65) we proceed similarly

$$ |R(q)M(q) - M(p)| \leq \|R_-\|_2\|G\|_2\|C_0(\bullet, q)M(q)\|_\infty. \quad (3.74) $$

Since now $C_0(\bullet, q)M(q)$ is now bounded also for $q \in \mathcal{F}$ (according to the defining properties of the non-abelian Cauchy kernel), we can bound it by the reciprocal of the distance from $\Gamma$ and the poles of $M(q)$ at $\mathcal{D}$ on $\mathcal{E}_\tau$ and we obtain (3.65).

To complete the proof we now assume furthermore the analyticity of $G(p)$ in a tubular neighbourhood of $\Gamma$. This implies that $R(p_-)$ is then the boundary value of an analytic function; thus we conclude that the estimate holds also on $\Gamma$ using the standard arguments.

We apply the small norm Theorem 3.15 to the RHP 3.13; in this case

$$ G(p; n) = e^{-2\varphi(p)}M(p) \left[ \begin{array}{cc} 0 & 0 \\ 1 & 0 \end{array} \right] M(p)^{-1} \quad (3.75) $$

and we have already established that

$$ \sup_{p \in \Gamma} |G(p; n)| \leq Ke^{-nc_0} \quad (3.76) $$

with $c_0 > 0$ given, for example, by (3.37). This implies the following corollary.

**Corollary 3.16** The solution $R(p)$ of the Problem 3.13 exists for any $n$. Moreover there is a constant $K > 0$ and $c_0 > 0$ (given by (3.37) for example) so that

$$ \|R(p)M(p) - M(p)\| \leq \frac{Ke^{-nc_0}}{\text{dist}(p, \mathcal{D})}, \quad \|R(p) - 1\| \leq \frac{Ke^{-nc_0}}{\text{dist}(p, \mathcal{F})}. \quad (3.77) $$

The only part where we may add a comment is the stated existence: since $R = TM^{-1}$ is defined in terms of the original Problem 3.1 and the model Problem 3.8 (both of which have been shown to exist for any $n \in \mathbb{N}$) via a sequence of exact transformations, then $R$ solves Problem 3.13 and hence the solution exists.

### 3.3 Epilogue: asymptotics and zero density

The orthogonal “monic” section $\pi_n(p)$ is the $(1, 1)$ entry of the original matrix $Y$ and hence, tracing backwards the transformations,

$$ Y(p) \overset{(3.27)}{=} e^{((n-1)\ell-S_\infty)\sigma_3}Ze^{((n-1)(g(p)-\ell)+S(p))\sigma_3} \overset{(3.32)}{=} e^{((n-1)\ell-S_\infty)\sigma_3}T \left[ \begin{array}{cc} 1 & 0 \\ \pm \chi_\pm e^{-2\varphi} & 1 \end{array} \right] e^{((n-1)(g(p)-\ell)+S(p))\sigma_3} \overset{(3.56)}{=} e^{((n-1)\ell-S_\infty)\sigma_3}R(p)M(p) \left[ \begin{array}{cc} 1 & 0 \\ \pm \chi_\pm e^{-2\varphi} & 1 \end{array} \right] e^{((n-1)(g(p)-\ell)+S(p))\sigma_3} \quad (3.78) $$

where $\chi_\pm$ are the characteristic functions of the regions $\mathcal{L}_\pm$ (see Fig. 4). According to Corollary 3.16 we can replace the term $R(p)M(p)$ with $M(p)$ up to addition of terms of order $\frac{C_0(e^{-nc_0})}{\text{dist}(p, \mathcal{D})}$. Since $\gamma \cap \mathcal{D} = \emptyset$ we can drop the denominator of this estimate in a small tubular neighbourhood of $\gamma$. 

23
Outside the strip-lens. For \( p \) outside of the lens-strip and recalling that \( T(p) = R(p)M(p) \) (with \( T(p) \) given by (3.32), (3.27)) we have the following asymptotics

\[
\pi_n(p) = e^{-S}\left(M_{11}(p) + \frac{O(e^{-nc_0})}{\text{dist}(p, \mathcal{D})}\right)e^{(n-1)g(p) + S(p)}.
\]

If \( n \) is even then \( M_{11}(p) \) has a zero at \( p = \frac{1}{2} \) (outside of the lens-strip). If \( n \) is odd then \( M_{11}(p) \) has no zeros on \( \mathcal{E} \setminus \gamma \). This implies that for even \( n \) the extra zero of \( \pi_n \) converges to \( p = \frac{1}{2} \) at exponential rate by the Rouché theorem. Note the case where \( \mathcal{D} = (1/2); \) in this case \( M_{11} \) is actually regular at \( p = 1/2 \) and has no zeros; thus we can still conclude that the zero of \( \pi_n \) also tends to \( (1/2) \) (and “cancels” the pole).

In the strip-lens (and on the contour). Now we can describe the nature of the oscillatory behaviour of the sections on the contour \( \gamma \). This is achieved by tracing again the chain of transformations. Consider the upper half of the strip-lens and the equality (3.78). Taking the (1,1) entry in (3.78) we obtain:

\[
\pi_n = e^{(n-1)\ell - S}\left(M_{11}(p_+)e^{(n-1)(g(p_+)-\ell) + S(p_+)} + M_{12}(p_+)e^{(n-1)(g(p_+)-\ell) + S(p_+)-2\varphi(p_+) + O(e^{-nc_0})}\right).
\]

Using the definition of the effective potential \( \varphi \) (3.24) we can rewrite the above as

\[
\pi_n = e^{(n-1)\ell - S}e^{-\frac{1}{2}w(p)}\left(M_{11}(p_+)e^{\varphi(p_+)} + M_{12}(p_+)e^{-\varphi(p_+)} + O(e^{-nc_0})\right).
\]

We use now that \( \varphi(p_+) \in i\mathbb{R} \) and \( \varphi(p_-) = -\varphi(p_+) \) together with the fact that \( M_{12}(p_+) = \overline{M}_{11}(p_+) \) (from Corollary 3.11) to get

\[
\pi_n(p) = 2e^{(n-1)\ell - S}e^{-\frac{1}{2}w(p)}\Re\left(M_{11}(p_+)e^{\varphi(p_+)} + O(e^{-nc_0})\right).
\]

Denote by \( A(s) = |M_{11}(s + \frac{\tau}{2} + i0)| \) and \( \rho(p) \) the phase; observe the since \( M_{11}(p+1) = (-)^{n+1}M_{11}(p) \) the phase has an increment of \( \pi \) modulo \( 2\pi \) for \( (n-1) \) odd, thus \( \rho \) is a function that depends on the parity of \( n \). Then we can write

\[
\pi_n(p) = 2e^{(n-1)\ell - S}e^{-\frac{1}{2}w(p)}\left[A(p) \cos \left(-(n-1)\int_{\frac{\tau}{2}}^{p} \sqrt{e_1 - \varphi(q)}dq + \rho(p) + \nu(p)\right) + O(e^{-nc_0})\right],
\]

where \( \nu(p) \) is defined in (3.23) and

\[
\rho(p) = \arg(M_{11}(p)) = \arg\left(f(p)\right)
\]

with \( f \) as in (3.42). This follows from the fact that the normalization \( C_{11} (3.46), (3.47) \) is real. Note that the argument of the cosine is a function with increment of multiples of \( 2\pi \) over the contour \( \gamma \) both in the even and odd case.

Using the explicit expression (3.10) we derive

\[
\Phi(s) := \text{Im}g\left(s + \frac{\tau}{2} + i0\right) = \pi s - \frac{\pi}{2} + \arg\frac{\theta_1(s + \frac{\tau}{2}; 2\tau)}{\theta_1(s - \frac{\tau}{2}; 2\tau)}
\]

and then we can write

\[
\pi_n\left(s + \frac{\tau}{2}\right) = 2e^{(n-1)\ell - S}e^{-\frac{1}{2}w(p)}\left[A(s) \cos \left((n-1)\Phi(s) + \rho\left(s + \frac{\tau}{2}\right) + \nu\left(s + \frac{\tau}{2}\right)\right) + O(e^{-nc_0})\right].
\]

The expression (1.19) follows from elementary simplifications.

3.3.1 Density of zeros and convergence of the normalized counting measure

Recall that all but possibly one of the zeroes of \( \pi_n \) are on \( \gamma \).
Theorem 3.17 The normalized density of zeroes of \( \pi_n \) tends weakly to the measure

\[
d\mu_0(p) = \frac{1}{\pi} \sqrt{\frac{1}{\pi}} - \varphi(p) dp = \frac{dX}{2\pi\sqrt{(e_2 - X)(X - e_3)}}
\]

(3.87)

whose density is shown in Fig. 3. The convergence is in the sense that for any continuous function \( \phi \) we have

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{j=1}^{n} \phi(z_j^{(n)}) = \int_{\gamma} \phi(p) d\mu_0(p).
\]

(3.88)

where \( \{z_1^{(n)}, \ldots, z_n^{(n)}\} \) are the zeros of \( \pi_n \) on \( \gamma \) (with \( m = 2\lceil \frac{n+1}{2} \rceil \)).

Proof. We know already that \( \pi_n \) has all zeros on \( \gamma \) except at most one on \( \alpha \) for even \( n \). Suppose first that \( \phi \) is analytic in the strip \( |\text{Im} p - \frac{1}{2} \text{Im} \tau| < \epsilon \) for some \( \epsilon > 0 \). In particular \( \phi(p + 1) = \phi(p) \) since it is stated to be analytic in the strip within the elliptic curve \( E_\tau \). Then we can evaluate the function \( \phi \) at the zeros of \( \pi_n \) by means of the residue theorem with

\[
\frac{1}{n} \sum_{j=1}^{n} \phi(z_j^{(n)}) = \frac{1}{2\pi i} \left[ \int_{\gamma_{+i\epsilon}} \phi(p) d\ln \pi_n(p) - \int_{\gamma_{-i\epsilon}} \phi(p) d\ln \pi_n(p) \right].
\]

(3.89)

We can then use (3.79) to conclude that

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{j=1}^{n} \phi(z_j^{(n)}) = \frac{1}{2\pi i} \left[ \int_{\gamma_{+i\epsilon}} \phi(p) dg(p) - \int_{\gamma_{-i\epsilon}} \phi(p) dg(p) \right] = \int_{\gamma} \phi(p) \left( dg(p_+) - dg(p_-) \right).
\]

(3.90)

We now can send \( \epsilon \searrow 0 \) without changing the value by the Cauchy theorem, and we obtain

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{j=1}^{n} \phi(z_j^{(n)}) = \frac{1}{2\pi i} \int_{\gamma} \phi(p) \left( dg(p_+) - dg(p_-) \right).
\]

(3.91)

We then use the Definition 3.2 and also (3.8) to reach the conclusion.

Now the proof for an arbitrary continuous function can be obtained using the usual density argument of analytic functions on \( \gamma \) within the space of continuous functions (i.e. Stone-Weierstrass theorem).

\[\blacksquare\]

3.3.2 Asymptotics of the norms

In order to compute the norms we observe that

\[
\|\pi_n\|^2 = \int_{\gamma} \pi_n^2(p) dp(p) = \int_{\gamma} Y_{11}(p)(Y_{12}(p_+ - Y_{12}(p_-))dp.
\]

(3.92)

Now it follows from the formulation of the RHP 3.1 that the expression \( Y_{11}(p)Y_{12}(p) \) is meromorphic on \( E_\tau \setminus \gamma \) with a simple pole only at \( p = 0 \) and we can thus write

\[
\|\pi_n\|^2 = 2\pi \text{ res}_{p=0} Y_{11}(p)Y_{12}(p) dp.
\]

(3.93)

This residue is simply a contour integral on a circle around the origin and hence we can use the asymptotics of \( Y(p) \) from (3.78). A short computation using the formulas in Theorem 3.9 yields

\[
2\pi \text{ res}_{p=0} Y_{11}(p)Y_{12}(p) = 2\pi \text{ res}_{p=0} e^{2(n-1)\epsilon - 2S_\pi} M_{11}(p)M_{12}(p) (1 + O(e^{-nc_0})) =
\]

\[
= 2\pi e^{2(n-1)\epsilon - 2S_\pi} e^{-i\pi\epsilon} \theta_4^2(\tau; 2\tau) \theta_4^4(0; 2\tau) \left( \theta_4^2(2; 2\tau) \theta_4^4(0; 2\tau) \right)^{\frac{t_n}{2}} (1 + O(e^{-nc_0}))
\]

(3.94)

where \( t_n = 1 \) for \( n \) even and \(-1\) for \( n \) odd.


4 Conclusion and open problems

The present paper constitutes the first example of nonlinear steepest descent analysis in higher genus, to the knowledge of the author. We first comment on some immediate generalization and then further directions.

The first question is what happens if we waive the requirement that $\mathcal{E}_\tau$ is a real elliptic curve. In this case

- In general the determinant $D_{n}$ is complex and could vanish for some $n$; hence for these values of $n$ the RHP 3.1 is not solvable or does not have a unique solution.

- Theorem 2.3 does not hold any longer and the location of the zeros cannot be pinned down.

- The construction of the $g$ and Szegő functions is identical; however, the steepest descent analysis hits an obstacle because the vertical trajectories of the quadratic differential $(dg)^2 = (\varphi(p) - c_1)dp^2$ on the elliptic curve in general do not close to a cycle. There are a disk-domain where the trajectories close to circles homotopic to $p = 0$, and an open set where we have recurrent trajectories, namely, they fill densely an open subset of $\mathcal{E}_\tau$ [16]. This suggests that the zeros of the orthogonal section should fill densely an open region. However this is not entirely clear and further study is needed. Unfortunately numerical results are inconclusive because the author was not able to produce sufficiently high-degree orthogonal section with the required numerical accuracy.

While retaining the same general setup of real elliptic curves one may consider other situations where:

- The support of the orthogonality measure $e^{w(p)}dp$ is not the whole $\gamma$. For example it is a single sub-arc $[a, b]$. This would affect the construction of the $g$-function which now has to satisfy $dg_+ + dg_- =$ constant only on the support $[a, b]$ and hence $dg$ will have inverse square-root singularities at the endpoints. This has the consequence that the differential $dg$ lifts to a meromorphic differential on a double cover, $\tilde{C}$ of $\mathcal{E}_\tau$ branched along the support $[a, b]$ hence a Riemann surface of genus $g = 2$. Similarly the solution of the corresponding model problem involves now Riemann Theta function associated with the genus 2 cover $\tilde{C}$. If the support has $k$ sub-arcs of $\gamma$, then this double cover will have genus $k + 1$.

In this case one will also need to construct suitable local parametrices near the endpoints of the arcs; since the considerations are purely local, we expect the parametrices to be expressible as usual in terms of the Bessel functions evaluated in terms of a suitable local coordinate. The use of local parametrices (be it of Bessel or Airy type) will have the immediate effect of reducing the rate of convergence of the approximation from exponential to algebraic decay in $n$. Of course the details deserve a separate study.

- The weight function depends on a scaling parameter $N$ as $e^{Nw(p)}dp$. In this case we would study the asymptotics of $\pi_n(p; N)$ as $n \to \infty$, $N \to \infty$ and the ratio tends to a positive constant. The general approach still applies but now the construction of the $g$ function relies upon a version of the variational problem associated with an appropriate generalization to higher genus of the Green energy functional with external potential.

More ambitiously one can venture in the land where the initial Riemann surface $\tilde{C}$ is a (real) algebraic curve of genus $g \geq 2$. This requires some level of sophistication both in the construction of the $g$-function (be it in the fixed measure or scaling measure case) and in the construction of the corresponding model problem. In this case the results of [4] on the construction of the non-abelian Cauchy kernel will become even more fundamental and moreover the analysis is nicely intertwined with the theory of vector bundles.

In a more speculative manner, we can imagine to apply the whole theory of orthogonality on Riemann surfaces (and ancillary problems of asymptotics) to the same circle of problems where ordinary orthogonal polynomials are used, for example the construction of Determinantal Random Point Fields.

It would be also interesting to investigate connections to integrable systems if the weight $e^{w(p)}$ depends on suitable deformation parameters, much in the same way as it happens in the realm of ordinary orthogonal polynomials and the KP and Toda hierarchies.

A The scalar RHP in genus 1

Let $\mathcal{E}_\tau$ be an elliptic curve and $\gamma$ a contractible loop, namely the boundary of an embedded disk $\mathbb{D}$, e.g. the circle $|p| = \epsilon$ modulo $\Lambda_\tau$. Let $\gamma = \partial \mathbb{D}$ and $J: \gamma \to \mathbb{C}^\times$ be a smooth function of index zero, namely, such that $\ln J$ is defined and continuous on $\gamma$. 
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Proposition A.1 Let the above assumptions prevail. Consider the (scalar) RHP

\[ Y(p_+) = Y(p_-)J(p), \quad p \in \gamma, \]

with \( Y(p) \) and \( Y(p)^{-1} \) both analytic in \( \mathcal{E}_\tau \setminus \gamma \) and bounded everywhere. Then this problem has solution if and only if

\[ \frac{1}{2i\pi} \int_\gamma \ln J(p)dp = m + \tau n, \quad n, m \in \mathbb{Z}. \]

Proof. Suppose \( Y(p) \) is a solution of the problem and denote \( Y_+ \) the restriction to the inside of the disk with boundary \( \gamma \) and \( Y_- \) the restriction to the outside of the disk. Neither of the two functions has any zeros or poles and hence the logarithm is a well defined function on the universal cover of \( \mathbb{C} \): in particular \( \ln Y_-(p) \) may gain an additive integer multiple of \( 2i\pi \) as we analytically continue it on \( \mathcal{E}_\tau \setminus \mathbb{D} \). Since the index of \( J \) is zero, \( j(z) := \ln J(z) \) is a well defined continuous function \( j : \gamma \to \mathbb{C} \). Letting \( y_\pm = \ln Y_\pm \), we need to solve an additive version \( y_+(p) - y_-(p) = j(p) \) with \( p \in \partial \mathbb{D} \). Now multiply by \( dp \) both sides of this equation and integrate on the boundary \( \partial \mathbb{D} \). Since \( y_+ \) is analytic in \( \mathbb{D} \) the integral gives zero contribution; now, by Cauchy’s theorem,

\[ \int_\gamma y_-(p)dp = \int_\partial \mathcal{L} y_-(p)dp \]

where \( \mathcal{L} \) is any fundamental domain (parallelogram) of \( \mathbb{C}/(\mathbb{Z} + \tau \mathbb{Z}) \). The function \( y_- \) on two opposite sides of such parallelogram must differ by an integer multiple of \( 2i\pi \). Thus we obtain

\[ -\frac{1}{2i\pi} \int_\gamma \ln J(p)dp = \frac{1}{2i\pi} \int_\gamma y_-(p)dp = \frac{1}{2i\pi} \int_\partial \mathcal{L} y_-(p)dp = m + \tau n. \]

This concludes the proof of the necessity of the condition (A.2).

To prove the sufficiency, let \( p_0 \in \mathcal{E}_\tau \setminus \gamma \) be an arbitrary point and consider the integral

\[ u(p) = \frac{1}{2i\pi} \int_{q \in \gamma} \left( \frac{d}{dq} \ln \frac{\theta_1(q-p)}{\theta_1(q-p_0)} \right) \ln J(q) dq \]

where \( \theta_1 \) is the Jacobi theta function. The expression

\[ \omega_{p,p_0}(q) := \left( \frac{d}{dq} \ln \frac{\theta_1(q-p)}{\theta_1(q-p_0)} \right) dq \]

is the normalized Abelian differential of the third kind; it has a pole at \( q = p \) with residue \(+1\) and a pole at \( q = p_0 \) with residue \(-1\) and the integral along the \( a \)-cycle (i.e. \( q \to q + 1 \)) vanishes. Using the periodicity properties of \( \theta_1 \) one verifies that

\[ \omega_{p+1,p_0}(q) = \omega_{p,p_0}(q), \quad \omega_{p+\tau,p_0}(q) = \omega_{p,p_0}(q) + 2i\pi \]

Using the Sokhotski–Plemelj formula we see that the scalar function \( u \) defined in (A.5) satisfies \( u(p_+) - u(p_-) = \ln J(p), \ p \in \partial \mathbb{D} \). It has also the following monodromy

\[ u(p + 1) = u(p), \quad u(p + \tau) = u(p) + \int_{q \in \gamma} \ln J(q) dq. \]

Now suppose

\[ \frac{1}{2i\pi} \int_\gamma \ln J(q) dq = m + \tau n, \quad m, n \in \mathbb{Z}. \]

Then we propose the solution

\[ y(p) = u(p) - 2i\pi n p. \]
Indeed now we have

$$y(p + 1) = -2i\pi n, \quad y(p + \tau) = y(p) + \int_{\gamma} \ln J(q) \frac{dq}{2i\pi} - 2i\pi \tau n = y(p) + 2i\pi m. \quad (A.10)$$

So indeed $Y(p) = e^{y(p)}$ defines by restriction to $\mathbb{D}$ and $\mathcal{E}_r \setminus \mathbb{D}$ two analytic nonzero functions $Y_\pm$, and in particular $Y_-$ is single-valued on the non-simply connected domain $\mathcal{E}_r \setminus \mathbb{D}$. Note that the proposed solution satisfies additionally $Y(p_0) = 1$. ■
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