Effective Early Stopping of Point Cloud Neural Networks
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\textbf{Abstract.} Early stopping techniques can be utilized to decrease the time cost, however currently the ultimate goal of early stopping techniques is closely related to the accuracy upgrade or the ability of the neural network to generalize better on unseen data without being large or complex in structure and not directly with its efficiency. Time efficiency is a critical factor in neural networks, especially when dealing with the segmentation of 3D point cloud data, not only because a neural network itself is computationally expensive, but also because point clouds are large and noisy data, making learning processes even more costly. In this paper, we propose a new early stopping technique based on fundamental mathematics aiming to upgrade the trade-off between the learning efficiency and accuracy of neural networks dealing with 3D point clouds. Our results show that by employing our early stopping technique in four distinct and highly utilized neural networks in segmenting 3D point clouds, the training time efficiency of the models is greatly improved, with efficiency gain values reaching up to 94\%, while the models achieving in just a few epochs approximately similar segmentation accuracy metric values like the ones that are obtained in the training of the neural networks in 200 epochs. Also, our proposal outperforms four conventional early stopping approaches in segmentation accuracy, implying a promising innovative early stopping technique in point cloud segmentation.
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1 Introduction

Since the popularity and the demand in 3D point cloud data analysis is constantly increasing, the rigorous evaluation of intelligent techniques dealing with such data is becoming a need. In particular, the appearance of 3D sensors, such as LIDAR and RGB-D cameras, among others, has favoured the creation of 3D-representations of areas (e.g., map) or objects (e.g., car). The set of data points
in the $x$, $y$ and $z$ coordinated 3D space appearing in these 3D-representations is a point cloud that represents a 3D shape or object. Their speciality is derived by their noisy and irregular nature and because of this, analysis tasks, such as segmentation, that are common to deal efficiently and effectively in the 2D data domain, portray additional challenges in terms of efficiency and robustness in 3D.

Neural Networks (NN) are the most suitable machine learning algorithms to segment point cloud data due to their ability to handle and take advantage of the huge amount of points (i.e. millions in most cases) that a 3D point cloud dataset contains [2]. Different NN architectures have been proposed recently to segment inner structures of point cloud [12,13,15]. However, recent studies show that training and evaluating these models are a greatly time-consuming task and, in some cases, the number of epochs and time spend is not proportional to the accuracy achieved [20,19]. Indeed, in this process, it is important not just to solely upgrade the accuracy-related metrics of the learning, such as accuracy, precision, recall or F1-score, but also to achieve a balance between efficiency and accuracy [20].

In this paper, we concentrate on 3D point cloud part segmentation analysis and on the upgrade of the trade-off between segmentation accuracy and efficiency of the learning process of NN models. By employing fundamental mathematical methodologies, we propose an algorithmic way that defines an early stopping criterion on the learning process of the models which aims to finish the learning process at an early point but maintaining an accurate enough model for making predictions on the test data. Our results show that by employing our early stopping technique to four of the most well-known neural networks in point cloud segmentation, the trade-off between training time efficiency and segmentation accuracy of the models is greatly improved. The models achieve in just a few epochs comparable segmentation accuracy metric values to the ones obtained in the training of the NN. Besides, the comparison with four conventional early stopping techniques in terms of obtained accuracy and loss analysis indicates that our proposal is a promising novel technique of early stopping in the NN models dealing with point cloud segmentation.

2 Related work

The study of the ways to enhance the learning process of NN models to achieve higher accuracy and efficiency are major open issues. In the point cloud segmentation field, there are numerous studies dealing with advancements in the architectures or the learning parameters of the developed models to achieve higher segmentation accuracy [2,15,19]. However, research must go beyond pure accuracy-metrics and another open issue of utmost importance is the efficiency of such deep learning models dealing with 3D point clouds, although it is still in its early steps of research. Recent studies highlight that the efficiency of 3D point cloud segmentation models is a serious concern for the community [18,20,6]. However, the majority of new and advanced deep learning models emphasize on
the improvement of segmentation accuracy, providing almost no information on the models’ efficiency [8,10,13,14].

On the other hand, certain techniques of early stopping of the neural networks are utilized to handle either specific learning issues or time efficiency in the training phase. Caruana et al. [3] showed that when huge neural networks have learnt models that are similar to those learned by smaller ones, early stopping can be employed to stop their training process without significant loss in generalization performance.

Specifically, early stopping aims to stop the optimization of the training process of a neural network at an early stage in order to, firstly, mitigate the performance issues caused by overfitting, such as loss of generalization of the network, and secondly to improve the training time cost, i.e. time efficiency [11]. While there are many strategies for dealing with overfitting issues, such as regularization, network-reduction strategy, or data expansion, the early stopping techniques are the most used ones [17]. Data science researchers mostly utilize early stopping techniques based on a threshold monitoring a loss function’s values [11,11]. For instance, the stopping of training when the error on the validation data is higher than the one recorded in the previous epoch or epochs. Although, the aforementioned technique is theoretically correct, there is always more than one local minimum in real validation error curves and, thus several stopping criteria utilize windows (or fixed intervals of epochs) capturing the evolution of validation error are employed in order to deal with this [11]. Recently, Bai et al. [1] proposed a progressive early stopping technique, in which they split a neural network into multiple parts and train them individually. Rather than employing traditional early stopping techniques, which require training the entire neural network at once, they train and optimize parts of a neural network by using early stopping criteria in those parts.

In summary, the majority of the related works propose early stopping techniques aiming to deal with learning issues of the models, such as overfitting, in order to lead to higher accuracy values in unseen data (test data), i.e. improve the model’s generalization performance. They either rely on the whole network learning process (traditional early stopping) or in specific areas and segments of the NN (progressive early stopping). However, at the time of writing this paper, there are no studies dealing with early stopping of the models with a goal to provide a more efficient, in terms of time, learning process but also a highly accurate model. Thus, in an attempt to fill this gap we propose an effective early stopping aiming to get a model in a state that is highly accurate but also having spent a low amount of time in its training (efficient in run-time). For this, our approach focuses on the segmentation accuracy-related performance metrics instead of the loss function values (see Section 3). We categorize our study in the traditional early stopping techniques, mainly because we do not split the architecture of the utilized neural networks into smaller parts.
3 Early stopping of point cloud neural networks

This section presents, first, our early stopping criteria, and then, the algorithmic way to select the early stopping of the learning process of the models.

3.1 Early stopping criteria

We propose an automatic and online way of stopping the learning process of a point cloud part segmentation task based on the analysis of a stop-window containing the values of a monitored performance metric. Please, note that the monitored performance metric can be any segmentation accuracy-related metric. However, we have selected the $\text{ImIoU}$, i.e. the mean value of $\text{IoU}$ across all point cloud Instances, explained in [10], because it provides a general segmentation accuracy evaluation across all the available point cloud instances.

Initially, performance metric values $x$ are obtained by testing the NN in the whole test set after each training epoch. Indeed, in every epoch we train, validate and test the NN. The testing time after each epoch consists of an almost negligible cost compared to the training-validation phases, because it is a forward pass of the data to the model and, as Zhang et al. [18] showed, it is on the scale of milliseconds or even seconds.

Assuming that the performance metric values are samples that can be approximated by a continuous smooth and differentiable (monotonic) function $f(x)$ that converges to a maximum upper bound value, we can calculate the first and second derivative values of $f(x)$, being $f'(x)$ and $f''(x)$ respectively. We approximate the first and second derivatives of $f(x)$ using the formulation appearing in Equations 1 and 2 respectively.

\[
\begin{align*}
    f'(x) &= \frac{f(x+h) - f(x)}{h}, \\
    f''(x) &= \frac{f'(x+h) - f'(x)}{h},
\end{align*}
\]

where $h$ is the distance between the data points. The data points are evenly spaced, because we have one performance metric value at every epoch ($h=1$).

First, we define a window, $w_{ij}$, to be the set of sampled values of $f(x)$ in the interval $(x_i, x_j)$, with $x_i < x_j$, and considering that $f(x_i), f(x_j)$ are local maximum and minimum respectively. Please, note that $x_i$ refers to the $i$-th and $x_j$ refers to the $j$-th epoch. Moreover we define $\text{size}(w_{ij}) = j-i$, as the length of the interval domain, and $\text{range}(w_{ij}) = \{f(x_i) - f(x_{i+1}), ..., f(x_{j-1}) - f(x_j)\}$ the interval range vector. The $\text{range}(w_{ij})$ is defined as a vector containing all the differences between each pair of consecutive performance metric values inside the window.

The underlying function of an accuracy-related metric oscillates between local minimum and maximum values. Note that we aim to define intervals to detect when the function oscillates less and converges to a certain value. To do this we could use: (i) Fixed-size intervals (i.e. windows of fixed-size) but they are not
adaptive, i.e. taking into account the oscillations of the function, (ii) Adaptive intervals, where we detect the oscillations between local minimum and maximum values to observe the amplitude of the window. Indeed, it could be between a local maximum and a local minimum. In our case, we opted for the latter. The rationale behind our decision is that by starting the stop window at a local maximum, the model reached a peak in its accuracy, thus it seems like a spot to initiate an analysis. Then, we stop at the local minimum after the local maximum, because the model reached a trough spot or alternatively a negative peak, implying that no higher accuracy can be obtained within this interval.

Fundamentally, the local minimum of a function can be found where the first derivative of the function is equal to zero, i.e. $f'(x) = 0$, and the second derivative in this exact spot is greater than zero, i.e. $f''(x) > 0$. The approximation of local maximum is likewise the same ($f'(x) = 0$) but in this case the second derivative of the function in that spot should be less than zero ($f''(x) < 0$).

Therefore, we define the stop-window as the window, $w_{ij}$, that fulfils certain conditions. In our case, we utilize the following conditions:

1. $\text{size}(w_{ij}) \geq N$, with $N$ taking values within $[2, \text{maxEpochs} - 1]$, and
2. $\forall k \in \text{range}(w_{ij}) : |k| < D$, with $D$ taking values in the range of $(0, 2]$.

The size($w_{ij}$) is defined as the minimum distance in epochs between the local maximum and local minimum point. For instance, if $N = 4$, then the distance between the local maximum and local minimum should be at least 4 epochs. For clarification, the second condition implies that all the elements of the vector range($w_{ij}$) should be less than a certain $D$, taking into consideration that the accuracy-related metric is measured in $[0,100]$. The first condition (i) guarantees a certain size of the window’s interval to avoid noisy samples in terms of consecutive local maximums and minimums, while the second condition (ii) ensures the absence of big oscillations in the sampled values inside the window.

### 3.2 The selection of the stop-window

Following the above-mentioned mathematical foundations, we explain our proposal in Algorithm 1. The algorithm is capable of selecting a stop-window of learning during the learning process, i.e. online, where the model is accurate enough.

First, in lines 1-9 of the algorithm we initialize the variables that we will use. Specifically, min\_point and max\_point denote the local minimum and local maximum respectively. Also, the variable epoch denotes the current epoch learning process, while Swindow and stopping denote the initialization of the stop-window and the stopping state shows the Boolean condition according to which we will stop the training. The stopEpoch variable denotes the selected epoch to stop the training process of the model. The variables $D$ and $N$ denote the maximum range of the window and minimum size of the window respectively. While a NN model is training after each epoch, we evaluate its performance on the test data using the ImIoU metric and the value is returned to $f(\text{epoch})$ variable. By calculating the $f'(\text{epoch})$ and $f''(\text{epoch})$, we check if the conditions to form local
minimum (code lines 13-14) and local maximum (code lines 15-16) apply. In line 17, we check for the appearance of a local maximum prior to a local minimum of the performance metric and we define a window. Finally, in lines 19-22, we check the conditions to declare a window (w) as a stop-window (Swindow) and then we set the window to be qualified as a stop-window. Then, we keep the epoch where the model achieved its maximum ImIoU value inside the Swindow, i.e. \(stopEpoch\), otherwise we continue the training process of the NN. The function returns both the Swindow and \(stopEpoch\).

Algorithm 1: Method of locating the Stop-window

```
1 \text{min}_\text{point} = 0;
2 \text{max}_\text{point} = 0;
3 \text{maxEpochs} = 200 \quad \text{// can be changed to any value}
4 \text{epoch} = 0;
5 \text{Swindow} = [];
6 \text{stopEpoch} = 0;
7 \text{stopping} = \text{False};
8 \text{D} = 2 \quad \text{// D can be changed to any value in (0,2]}
9 \text{N} = 4 \quad \text{// N can be changed to any value in [2,\ max\ epoch - 1]}
10 \text{while} (\text{!stopping}) \text{ and } (\text{epoch} \leq \text{maxEpochs}) \text{ do}
11 \quad \text{model@epoch} = \text{training()} \quad \text{// returns model @ current epoch}
12 \quad f(\text{epoch}) = \text{testing(model@epoch)} \quad \text{// performance metric evaluation}
13 \quad \text{if } f'(\text{epoch}) = 0 \quad \text{and } f''(\text{epoch}) > 0 \text{ then}
14 \quad \quad \text{min}_\text{point} = \text{epoch} \quad \text{// local minimum at this epoch}
15 \quad \text{if } f'(\text{epoch}) = 0 \quad \text{and } f''(\text{epoch}) < 0 \text{ then}
16 \quad \quad \text{max}_\text{point} = \text{epoch} \quad \text{// local maximum at this epoch}
17 \quad \text{if } \text{max}_\text{point} < \text{min}_\text{point} \text{ then}
18 \quad \quad w = [\text{max}_\text{point}, \text{min}_\text{point}] \quad \text{// w denotes a window}
19 \quad \quad \text{if } (\text{size}(w) \geq N) \text{ and } (\forall k \in \text{range}(w): |k| < D)) \text{ then}
20 \quad \quad \quad \text{Swindow} = w;
21 \quad \quad \quad \text{stopEpoch} = \text{epoch where max}(f(\text{epoch})) \in [\text{Swindow}];
22 \quad \quad \quad \text{stopping} = \text{True};
23 \quad \text{epoch}++;\text{ return Swindow, stopEpoch;}
```

Note that, we stop the training once the first \(\text{Swindow}\) is encountered. Besides, we return the \(\text{stopEpoch}\), i.e. the epoch of \(\text{Swindow}\) in which the model achieved the best accuracy-related metric. Thus, the final model corresponds to the model trained until \(\text{stopEpoch}\). It is worth-mentioning that the policy rules to select a stop-window (lines 19-22) of the code can be reformulated.

4 Evaluation

This section describes our evaluation process and findings. Initially, we provide our evaluation protocol and then we show the utilized data and models.
4.1 Evaluation Protocol

We have established a standard protocol for training, validating, and testing each of the NN models we have selected. We used the Torch-Points3D framework to run the deep learning models, with Python 3.8.5, CUDA 10.2 and PyTorch 1.7.0 version. Also, our system configuration includes an Intel Core i9-10900 paired with 32GB RAM and a Quadro RTX 5000 with 16 GB, and the operating system is Ubuntu 20.04.

For the training, validating, and testing of the NN models, the split proposed by Chang et al. [4] is used. Specifically, it comprises of 12137 point clouds for training, 1870 point clouds for validation, and 2874 point clouds for testing. Regarding the parameterization of the utilized NN, we set the batch size to be 16 and the optimizer to be Adam. We also use exponential learning rate decay and batch normalization on every epoch. Finally, following each epoch’s training phase, all of the NN were validated and tested.

In the parameters of our early stopping algorithm we have set $D = 2$, $N = 4$, $maxEpochs = 200$ and the monitored segmentation accuracy-related performance metric is $ImIoU$, as defined in [10].

4.2 Data & Models

To evaluate our learning stopping strategy, we use the ShapeNet[4,16] part segmentation data, which is one of the most utilized datasets in the field. It comprises of 16881 3D point clouds categorised in 16 distinct classes of objects.

In addition, for the analysis of data we use four accurate deep learning models in the field of 3D point cloud segmentation: (i) PointNet [12], (ii) PointNet++ [13], (iii) KPConv [14] and (iv) RSConv [10]. We utilize this selection of models because it consists of models with differences in their architecture and it encapsulates distinct approaches of part-segmentation, such as multi-layer perceptrons and convolutions.

4.3 Analysis of our proposal

Table 1 displays the proposed stop-windows accompanied with statistical measurements monitoring the $ImIoU$ metric for each model. The proposed stop-window in each model is denoted as $Sw$indow. We display the average $ImIoU$ value of the stop-window, $SwAvg$, the standard deviation of it, $SwStd$ and the maximum $ImIoU$ value, $SwMax$. We further show the maximum value of $ImIoU$ achieved in the whole learning process of 200 epochs, $Max$, the difference of $SwMax$ with the $Max$, $SwMaxDiff = \frac{SwMax}{Max}$, i.e. 0 means highly different and 1 means no difference, and the difference of $SwAvg$ versus the $Max$, $SwAvgDiff = \frac{SwAvg}{Max}$.

We can observe that the models stopped in the proposed stop-windows achieve approximately the same $ImIoU$ values as the best achieved in whole learning process of 200 epochs. For instance, it can be seen that the learning of KPConv model can be stopped at any epoch inside the window of $Sw$indow =
Table 1: Summary of the process of detecting stop-windows monitoring $ImIoU$.

|                  | PointNet | PointNet++ | KPConv | RSConv |
|------------------|----------|------------|--------|--------|
| $Sw_{\text{Avg}}$ ($ImIoU$) | 81.67    | 83.48      | 82.42  | 84.42  |
| $Sw_{\text{Std}}$ ($ImIoU$)    | 0.10     | 0.14       | 0.24   | 0.24   |
| $Sw_{\text{Max}}$ ($ImIoU$)    | 81.76    | 83.63      | 82.80  | 84.82  |
| $\text{Max}$ ($ImIoU$)         | 84.24    | 84.93      | 84.22  | 85.47  |
| $Sw_{\text{MaxDiff}}$ ($ImIoU$) | 0.97     | 0.98       | 0.98   | 0.99   |
| $Sw_{\text{AvgDiff}}$ ($ImIoU$) | 0.97     | 0.98       | 0.98   | 0.99   |

[10, 14], which has a maximum value of $Sw_{\text{Max}} = 82.80$ with a deviation of only $Sw_{\text{Std}} = 0.24$. The difference between the window’s average ($Sw_{\text{Avg}} = 82.42$) and max ($Sw_{\text{Max}} = 82.80$) from the general max recorded in 200 epochs ($\text{Max} = 84.22$) are $Sw_{\text{MaxDiff}} = 0.98$ and $Sw_{\text{AvgDiff}} = 0.98$ respectively, indicating that the stopping of training can be done early while having a highly accurate model (almost identical to the best $ImIoU$ obtained in 200 epochs).

According to a recent performance benchmark shown in [20], KPConv needs a great amount of time to complete the learning process on ShapeNet dataset and specifically more time than its competitors.

**Observation 1.** The process of learning becomes way less time consuming, while the test accuracy in all the analyzed models is approximately similar to the maximum accuracy achieved in 200 epochs. Thus, by employing our stopping algorithm the process can become much more time efficient, while the models still achieve high accuracy.

### 4.4 Comparison to conventional early stopping techniques

We also compare our proposal with four common early stopping techniques, which deal with the overfitting issues of the models. The cross entropy segmentation loss in being monitored in the following conventional early stopping strategies:

1. **EarlyS1:** It stops the training process of the NN when the validation loss in the current epoch is higher than in the previous one;
2. **EarlyS2:** It stops the training process when the validation loss in the current epoch is higher than the previous one by a 5%;
3. **EarlyS3:** A more advanced early stopping technique that considers a patience parameter. Patience refers to the number of epochs with no improvement in the monitored loss. For example a $\text{patience} = 5$ indicates that the training will be stopped after 5 consecutive epochs of no improvement in the validation loss. In our case, we set $\text{patience} = 2$;
4. **EarlyS4:** It stops the training of the NN with $\text{patience} = 3$.

Table 2 shows a comparison of our proposed technique (**Our Technique**), which is the epoch that corresponds to the maximum $ImIoU \in Sw_{\text{window}}$, versus the four above-mentioned techniques. We denote $Max_{\text{Diff}}$ the division of the obtained $ImIoU$ in each strategy (stopEpoch, EarlyS1, EarlyS2, EarlyS3, EarlyS4).
Table 2: Comparison of our proposed technique versus four conventional early stopping techniques. We use dark grey and light grey cell colors to denote the best and the second best score per metric of each row respectively.

| Model       | Metric | Our Technique | EarlyS1 | EarlyS2 | EarlyS3 | EarlyS4 |
|-------------|--------|---------------|---------|---------|---------|---------|
| PointNet    | ImIoU  | 81.76         | 75.97   | 79.54   | 78.6    | 77.26   |
|             | MaxDiff| 0.97          | 0.89    | 0.94    | 0.93    | 0.92    |
|             | EffGain| Ep 39: 80.5%  | Ep 3: 98.5% | Ep 18: 91% | Ep 14: 93% | Ep 15: 92.5% |
| PointNet++  | ImIoU  | 83.03         | 78.66   | 76.71   | 80.94   | 83.45   |
|             | MaxDiff| 0.98          | 0.93    | 0.93    | 0.95    | 0.98    |
|             | EffGain| Ep 26: 87%    | Ep 3: 98.5% | Ep 7: 96.5% | Ep 11: 94.5% | Ep 63: 86.5% |
| KPConv      | ImIoU  | 82.80         | 78.33   | 81.04   | 82.13   | 83.15   |
|             | MaxDiff| 0.98          | 0.93    | 0.96    | 0.98    | 0.99    |
|             | EffGain| Ep 12: 94%    | Ep 3: 98.5% | Ep 7: 96.5% | Ep 11: 94.5% | Ep 63: 68.5% |
| RSCConv     | ImIoU  | 84.82         | 81.84   | 84.42   | 81.87   | 84.82   |
|             | MaxDiff| 0.99          | 0.96    | 0.99    | 0.96    | 0.99    |
|             | EffGain| Ep 20: 90%    | Ep 5: 97.5% | Ep 21: 89.5% | Ep 6: 97% | Ep 20: 90% |

EarlyS4) with the general max of \(ImIoU\) of each model obtained in 200 epochs, and shows the difference of each metric versus the maximum obtained by the model in 200 epochs, i.e. 0 means highly different and 1 means no difference. Also, we denote \(EffGain = (1 - \frac{Ep}{200}) \times 100\), where \(Ep\) is the epoch that we stopped the training according to each early stopping technique. \(EffGain\) shows the efficiency gain of each model in each one of the early stopping strategies.

Observing the Table 2, we can note that in our proposed stop epoch (SwMax) the models achieved higher \(ImIoU\) values than the models obtained from the other early stopping strategies. Regarding, the \(MaxDiff\) metric, which is the division of \(ImIoU\) obtained according to each strategy with the general max of \(ImIoU\) obtained in 200 epochs, our strategy (SwMax) comes first in almost all the models, with the exception of KPConv (\(MaxDiff = 0.98\)) in which it comes second. For example, in RSCConv and PointNet++ we achieve values equal to \(MaxDiff = 0.99\) and \(0.98\) respectively, indicating almost similar \(ImIoU\) values with the maximum obtained in 200 epochs. Although in the \(EffGain\) metric, our strategy comes last compared to its competitors, the obtained values of \(EffGain\) are pretty close to the others, with the exception the PointNet (\(EffGain = 80.5\%\)).

**Observation 2.** As the ultimate goal is to have a highly accurate model but also efficient in training time, in comparison to other techniques, our approach can be considered as the winner in selecting this model and an effective early stopping technique to be utilized in a point cloud segmentation task.

Figure 1 shows a comparison of all the utilized early stopping strategies versus our proposal. In PointNet, we observe that our proposed stopping comes after the other early stopping techniques while achieving higher \(ImIoU\) values. In the loss plot, we can see that our proposed stop-window takes place where the model starts to overfit, achieving lower loss values than its competitors. In PointNet++, we observe that our proposal behaves similar with the early stopping 4 strategy and they also detect better the spot where the overfitting of the model starts.
Fig. 1: Application of the conventional early stopping techniques versus our stop-window technique in four neural networks.
Approximately the same behaviour appears in KPConv and RSConv models, with our proposed stop-windows competing well against their competitors.

**Observation 3.** It seems that our proposal not only provides a higher segmentation accuracy (ImIoU) model than the other strategies but also a model which generalizes better in unseen data, i.e. the cross entropy loss is lower and the model learning is stopped right before it starts to overfit. In summary, our proposal is capable of returning a model highly accurate and efficient, which also competes well with the other strategies in identifying overfitting issues.

5 Conclusion

This paper proposes an effective early stopping of point cloud NN based on mathematical foundations and focuses on the segmentation accuracy and efficiency rather than monitoring loss function values. Our results indicate a rather promising way of reducing the total time spent in the learning process of a NN, which can be easily utilized by a variety of researchers in the field. An individual can get highly accurate point cloud segmentation results in a time-efficient way. The comparison with several conventional early stopping techniques further justifies the effectiveness of our proposal. Our proposal is general enough to be utilized for monitoring any segmentation accuracy-related performance metric, either online, during the training of the network or after the training for data analysis of all the possible stop-windows.
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