Sensor Deployment and Link Analysis in Satellite IoT Systems for Wildfire Detection
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Abstract—Climate change has been identified as one of the most critical threats to human civilization and sustainability. Wildfires, which produce huge amounts of carbon emission, are both drivers and results of climate change. An early and timely wildfire detection system can constrain fires to short and small ones and yield significant carbon reduction. In this paper, we propose to use ground sensor deployment and satellite Internet of Things (IoT) technologies for wildfire detection by taking advantage of satellites’ ubiquitous global coverage. We first develop an optimal IoT sensor placement strategy based on fire ignition and detection models. Then, we analyze the uplink satellite communication budget and the bandwidth required for wildfire detection under the narrowband IoT (NB-IoT) radio interface. Finally, we conduct simulations on the California wildfire database and quantify the potential economical benefits by factoring in carbon emission reductions and sensor/bandwidth costs.

Index Terms—Internet of Things (IoT), non-terrestrial network (NTN), satellite communication, wildfire detection.

I. INTRODUCTION

Non-terrestrial networks (NTNs) are envisioned to complement terrestrial networks in providing connection services over remote or infrastructure-deficient areas in the era of Internet of Things (IoT). NTNs can generally be classified as low Earth orbit (LEO) and geostationary orbit (GEO) systems with different altitudes and beam sizes of the satellites [1]. GEO satellites’ orbital period is synchronized with Earth’s rotational period with an altitude and spot beam diameter being 35786 km and 100–3500 km, respectively. LEO satellites have an altitude of 500–2000 km and spot beam diameter of 50–1000 km.

The 3rd generation partnership project (3GPP) has studied the evolution of fifth-generation (5G) wireless technologies to support NTN [2]. In particular, 3GPP Release 17 has studied the adaptation of narrowband IoT (NB-IoT), among other technologies, to support NTN. The features of NB-IoT and the challenges of applying NB-IoT to NTN were presented in [3]. The main challenges for adapting NB-IoT to GEO NTN include the large round-trip time (RTT) and path loss, and the main challenges for adapting NB-IoT to LEO NTN include Doppler shifts due to the high satellite velocity. Some use cases of NB-IoT NTN have been discussed [4], including providing services for disaster response and relief operations in the event of outage or disruption of terrestrial networks.

A potential key application of NB-IoT NTN is wildfire detection. Wildfires are devastating disasters threatening lives, properties, and natural resources, and cause a huge amount of carbon emission which contributes to a nontrivial percentage of global carbon footprints. Traditional wildfire detection methods include satellite imaging, vision-based remote sensing, and wireless sensor network-based environment monitoring [5]. In [6], a vision-based detection method enhanced by convolutional neural networks (CNNs) was proposed. In [5], an unmanned aerial vehicle assisted IoT (UAV-IoT) network was proposed to complement the satellite imaging technology for wildfire detection, where the wildfire detection probability was analyzed based on geometry and probability theory. In our previous work [7], a sensor-based NB-IoT NTN system for wildfire detection was proposed, where a wildfire evolution model was developed and monetary savings as a result of sensor-based early wildfire detection were calculated. However, sensor placement strategies and communication bandwidth costs were not considered.

In this work, we consider sensor-based NB-IoT NTN with a GEO satellite for wildfire detection, and investigate specifically sensor placement and satellite IoT system capacity. We develop an optimal sensor placement strategy that takes into account fire ignition probability (related to biomass, soil moisture, and lightning/human causes) and fire detection probability (related to sensor density). We perform a satellite communication budget analysis by deriving the uplink signal-to-noise ratio (SNR) for IoT devices at different beam locations, and deriving the amount of bandwidth required for simultaneous data transmission among a number of IoT devices according to an IoT traffic model. Finally, we conduct an independent simulation based on historical California wildfires, which demonstrates results that have direct implications on greenhouse gas emission reduction and economical benefits. The proposed method can be facilitated by the proven feasibility...
II. WILDFIRE MODEL AND OPTIMAL SENSOR PLACEMENT

We consider a total of $K$ sensors being deployed over a wide area with $N$ equal-area local regions, as shown in Fig. 1. Each region $i$ is deployed with $n_i$ sensors. Each region is characterized by some environmental factors that collectively contribute to a projected fire ignition probability of the region. The objective of sensor placement is to deploy a proper number of sensors in each region by taking into account the fire ignition probability of the region, such that some overall utility related to fire detection in the entire area is maximized. The fire ignition probability $p_i^D$ of region $i$ depends on the biomass, soil moisture, and lightning/human causes in the region, and can be expressed as [9]

$$ p_i^D = p_i^B 	imes p_i^M 	imes p_i^L. $$

The $p_i^B$ is the probability of fire depending on the available biomass, which is given by

$$ p_i^B = \max \left[ 0, \min \left( 1, \frac{B_i - B_{low}}{B_{up} - B_{low}} \right) \right] $$

where $B_i$ is the above-ground biomass (KgC/m$^2$) of region $i$, $B_{low} = 0.2$ KgC/m$^2$ is the lower biomass threshold (below which fire will not occur, i.e., $p_i^B = 0$), and $B_{up} = 1$ KgC/m$^2$ is the upper biomass threshold (above which $p_i^B = 1$). The $p_i^M$ is the probability of fire depending on the soil moisture, expressed in terms of the root zone soil wetness $\beta_{root,i} = \max \left[ 0, \min \left( 1, \frac{\theta_{field} - \theta_{min}}{\theta_{wilt} - \theta_{min}} \right) \right]$, where $\theta$ is the volumetric soil moisture content, and $\theta_{wilt}$ and $\theta_{field}$ represent wilting point and field capacity soil moisture contents, respectively. The dependence of $p_i^M$ on $\beta_{root,i}$ is represented as

$$ p_i^M = 1 - \tanh \left( \frac{1.75 \beta_{root,i}}{\beta_e} \right)^2 $$

where $\beta_e = 0.35$ is an extinction wetness content. The $p_i^L$ is the probability of fire due to lightning/human causes. First, define a lightning scalar similar to (2) as $\beta_{L,i} = \max \left[ 0, \min \left( 1, \frac{L_i - L_{low}}{L_{up} - L_{low}} \right) \right]$, where $L_i$ is the cloud-to-ground lightning frequency (flashes/km$^2$/month) of region $i$, $L_{low} = 0.02$ flashes/km$^2$/month, and $L_{up} = 0.85$ flashes/km$^2$/month. Then, the dependence of $p_i^L$ on $\beta_{L,i}$ is expressed as

$$ p_i^L = I_i + (1 - I_i)p_i^H $$

where $I_i = \frac{\beta_{L,i} + \exp(1.5 - 6\beta_{L,i})}{\beta_{L,i}}$ and $p_i^H$ is the probability of fire ignition due to human causes. Note that $I_i \in [0, 1]$, and in the absence of lightning (i.e., $\beta_{L,i} = 0$ and thus $I_i = 0$), $p_i^L = p_i^H$.

For simplicity, we define fire detection as the event that at least one sensor falls inside the fire area, as shown in Fig. 1. We assume each fire occurs independently. Let $p_i^D(t)$ be the probability of fire detection in region $i$ at time $t$, where $t$ is the duration (in the unit of hours) from fire ignition to fire detection. The probability of fire detection in region $i$ at $t = T$ is computed by

$$ p_i^D(T) = 1 - \left( \frac{\max(0, A - a_i(T))}{A} \right)^{n_i} $$

where $A$ is the area of each region and $a_i(T)$ is the fire burned area in region $i$ at time $T$. The second term of (5) represents the probability that no sensor (out of $n_i$ sensors) is inside the fire area in region $i$ at time $T$. The fire burned area is modeled by a circle, i.e., $a_i(T) = \pi(u_{p,i}T)^2$, where $u_{p,i}$ is the average fire spreading rate in region $i$ and $u_{p,i}T$ is the radius of the circular fire area.

Define the overall system utility at some specific time $T$ as

$$ U(T) = \sum_{i=1}^{N} p_i^D(T). $$

The sensor placement design problem is

$$ \max_{\{n_i\}} U(T) $$

s.t. $n_i \in \mathbb{Z} = \{0, 1, 2, \ldots\}, \forall i$

$$ \sum_{i=1}^{N} n_i \leq K $$

where constraints (7b) and (7c) specify the integer number of sensors in each region and the total number of sensors, respectively. A solution that aligns a higher fire detection probability with a higher projected fire ignition probability in all regions to maximize the system utility is expected.

III. SATELLITE COMMUNICATION BUDGET ANALYSIS FOR WILDFIRE DETECTION

A. Satellite Communication Model

We consider a single-beam GEO satellite communication system serving IoT sensor devices, as shown in Fig. 2. The spot beam coverage area is modeled as a circle area with a beam center and beam radius $r$. The distances of IoT devices to the beam center are denoted as $d_n$'s. The $h$, $D_n$, $R$, and $\theta_n$ in Fig. 2 denote the satellite height, the distance between IoT device $n$ and the satellite, radius of earth, and the elevation angle of IoT device $n$, respectively. Note that all
distances are in the unit of km and all angles are in the unit of degree. The IoT devices in the spot beam use frequency division multiple access (FDMA) to avoid the intra-beam interference. Radio access is based on 3GPP NB-IoT with a 180 kHz bandwidth, using orthogonal frequency-division multiple access (OFDMA) for downlink and single-carrier frequency-division multiple access (SC-FDMA) for uplink. The transmitted symbol from IoT device \( n \) to the satellite on subcarrier \( k \) is denoted by \( x_{n,k} \in \mathbb{C} \times 1 \) with unit power. The received signal at the satellite on subcarrier \( k \) can be expressed as [10]

\[
y = \sqrt{P_{n,k}G_{n,k}x_{n,k} + n_0}
\]

where \( P_{n,k} \) is the transmit power of IoT device \( n \) on subcarrier \( k \), \( G_{n,k} \) is the channel gain, and \( n_0 \in \mathcal{C}N(0, \sigma^2) \) is the additive white Gaussian noise (AWGN). The channel gain includes the antenna gain, beam gain, free-space path loss and other losses, and small-scale fading, i.e.,

\[
G_{n,k} = g_n(\varepsilon)G(d_n)L_fz|b_{n,k}|^2
\]

where \( g_n(\varepsilon) \) is the antenna gain that depends on the boresight angle \( \varepsilon \) from the IoT device to the satellite, i.e.,

\[
g_n(\varepsilon) \text{ [dB]} = \begin{cases} G_{t,\text{max}}, & 0^\circ < \varepsilon \leq 1^\circ \\ 32 - 25 \log \varepsilon, & 1^\circ < \varepsilon \leq 48^\circ \\ -10, & 48^\circ < \varepsilon \leq 180^\circ 
\end{cases}
\]

with \( G_{t,\text{max}} \) being the maximal terrestrial antenna gain of main lobe. The \( G(d_n) \) is the beam gain modeled as [11]

\[
G(d_n) \text{ [dB]} = G_{s,\text{max}} \left( \frac{J_1(\alpha d_n)}{2\alpha d_n} + 36 \frac{J_2(\alpha d_n)}{\alpha^2 d_n^2} \right)^2
\]

where \( G_{s,\text{max}} \) is the maximum antenna gain of the satellite, \( J_m(\cdot) \) is the Bessel function of the first kind of order \( m \), \( a = 2.07123/r \) (where \( r \) is the beam radius). The \( L_fz = (c/fD_n)^2 \) is the free-space path loss for IoT device \( n \), with \( c \), \( f \), and \( D_n \) being the light speed, carrier frequency, and straight-line distance from the IoT device \( n \) to the satellite. The \( f_z \) represents other losses including atmospheric path loss, scintillation loss, and polarization loss. The \( b_{n,k} \) is the small-scale fading assumed to follow the Shadowed-Rician fading model [12], with the probability density function (PDF) of \( |b_{n,k}|^2 \) for all \( k \) given by

\[
f_{|b_{n,k}|^2}(x) = \alpha \exp(-\beta x)F_1(m, 1, \delta x)
\]

where \( F_1(\cdot, \cdot, \cdot) \) denotes the confluent hypergeometric function, \( \alpha = \frac{1}{2\pi a^2} \), \( \delta = \frac{\beta}{\alpha^2} \), and \( \beta = \frac{1}{2b} \), with \( 2b \) being the average power of the scatter component, \( m \) denoting the Nakagami fading parameter, and \( \zeta \) denoting the average power of the line-of-sight (LoS) component. Note that parameters \( b \), \( m \), and \( \zeta \) depend on the elevation angle \( \theta_n \), as explicitly specified by [12]

\[
b(\theta_n) = -4.7943 \times 10^{-8} \theta_n^4 + 5.5784 \times 10^{-6} \theta_n^2 \\
- 2.1344 \times 10^{-4} \theta_n + 3.271 \times 10^{-2},
\]

\[
m(\theta_n) = 6.3739 \times 10^{-3} \theta_n + 5.8533 \times 10^{-4} \theta_n^2 \\
- 1.5973 \times 10^{-1} \theta_n + 3.5156,
\]

\[
\z(\theta_n) = 1.4428 \times 10^{-5} \theta_n^2 - 2.3798 \times 10^{-3} \theta_n^2 \\
+ 1.2702 \times 10^{-1} \theta_n - 1.4864.
\]

B. IoT Traffic Model

We consider two types of traffic models for IoT sensor devices [13, Secs. E.2.1 and E.2.2], namely, exception reports for emergency event reporting (e.g., a wildfire outbreak), and periodic reports for regular monitoring. For exception reports, the uplink application payload is 20 bytes per sensor report, and such reports are required near real-time with a latency target of 10 seconds. Considering 10^6 sensors simultaneously sending exception reports, the total amount of data transmitted is 20 \times 10^6 \approx 2 \times 10^{10} \text{ bits} in 10 \text{ seconds}. For periodic reports, the number of transmission sessions is first calculated:

\[
S = 11.2 \times K \times (T_{\text{obs}}/86400),
\]

where \( K \) is the number of sensors and \( T_{\text{obs}} \) (in seconds) is the observation time in the fraction of a day. The payload of periodic reports ranges from 20 to 200 bytes. For comparison, we assume 10 seconds as the reference period and 20 bytes as the payload size for both types of traffic. Considering 10^6 sensors and \( T_{\text{obs}} = 10 \), we have \( S \approx 1296 \) and for each session 20 bytes are transmitted. Thus, the total amount of data transmitted is about 1296 \times 20 = 2.592 \times 10^4 \text{ bytes} in 10 \text{ seconds}.

C. SNR Analysis

The uplink SNR for IoT device \( n \) on subcarrier \( k \) is

\[
\text{SNR}_{n,k} = \frac{P_{n,k}G_{n,k}}{\sigma^2}.
\]

We consider IoT sensor devices located at the edge and center of the spot beam with the largest and smallest distances to beam center \( d_n \), respectively, for the worst- and best-case SNR analysis, since \( G(d_n) \) is non-increasing in \( d_n \) and it dominates \( G_{n,k} \) and thus the SNR.

We consider the Galaxy 30 satellite [14] located at 125°W with the beam center at (37°N, 122°E), and the edge and center IoT sensor devices located at (33.5°N, 116.6°W) and (37.2°N, 122.1°W), respectively. The corresponding parameters are listed in Table I. The SNR can be calculated as −0.45 dB and 5.55 dB for edge and center IoT devices, which correspond to modulation and coding scheme (MCS) levels 5 and 11, respectively [15]. The higher the MCS level, the more bits can be transmitted in a resource unit (RU).

D. Bandwidth Requirements

Here, we analyze the satellite communication bandwidth requirement. We consider the worst-case SNR (−0.45 dB) to
obtain the worst-case (maximum) bandwidth requirement. To fulfill the uplink payload of 20 bytes, each uplink transmission at MCS level 5 requires three RUs [16, Table I]. The uplink transmission process requires at least two RTTs if there is no retransmission [13, Sec. 7.1.7.3]. The first RTT represents the duration of random access request and response between the IoT device and the satellite, and the second RTT represents the duration of uplink data transmission and acknowledgment between the IoT device and the satellite. Each RTT is assumed to be 500 ms for GEO satellites [3]. Each RU for single-tone transmissions is 3.75 kHz in frequency and 32 ms in time [17]. Thus, the total time requirement for a single IoT device to transmit a report is 500 × 2 + 32 × 3 = 1096 ms.

Considering the reference period of 10 seconds and NB-IoT bandwidth 180 kHz, the supportable number of IoT sensor devices is \([10000/1096] \times (180/3.75) = 432\) for the exception report traffic. For the periodic report traffic, the number can be similarly calculated, which is 337824 IoT sensor devices. Since the exception report traffic demands significantly more bandwidth per sensor as compared to the periodic report traffic, we consider the exception report traffic type for the worst-case bandwidth requirement. The results for two example systems are: a 10^5-sensor system requires \([10^5/432]\) × 180 (kHz) = 41.76 MHz bandwidth, and a 10^6-sensor system requires \([10^6/432]\) × 180 (kHz) = 416.7 MHz bandwidth. Since in obtaining these numbers we have assumed that all IoT devices have the worst-case SNR and all transmit exception reports simultaneously, the bandwidth requirement in practice could be much lower than these numbers.

The cost of satellite communication spectrum depends on the spectrum price setting and trading which is a complicated process. We follow the adoption of a monetary coefficient 0.6 (USD/Hz) in [18], i.e., the cost of bandwidth in USD is 0.6 times of the bandwidth in Hz. Thus, the bandwidth cost is 41.76 (MHz) × 0.6 = 25 million USD for a 10^5-sensor system, and 416.7 (MHz) × 0.6 = 250 million USD for a 10^6-sensor system.
respectively, as compared to 10202 km² from the CAL FIRE database. Deploying more sensors leads to larger fire detection probability and smaller fire burning area.

**Annual carbon emission.** Fig. 4(c) plots the annual carbon emission (ton). As can be seen, when the number of sensors is 10⁴, the carbon emissions for biomass uniform placement and optimized placement are about 10⁻⁶ and 10⁻⁶ ton, respectively. For the optimized placement, sensors are unevenly deployed. Comparing T = 4 and T = 8, a greater T intensifies the effect of the fire spreading rate u_{p,i}, increasing a_i(T) and decreasing A – a_i(T) in (5), thus resulting in more polarized placement of sensors in different regions in order to increase p_i^D(T) and U(T).

**Annual savings.** Fig. 4(d) shows the annual monetary savings which are calculated by

\[
\text{Savings = Reduction of carbon emissions} \times \text{Carbon price} - \text{Device cost} - \text{Bandwidth cost} \tag{14}
\]

where the reduction of carbon emissions refers to the difference between each sensor placement scheme and CAL FIRE in Fig. 4(c). We consider the carbon price of 20 × γ USD per ton, where 20 USD is based on the California carbon tax [23] and the scaling factor γ reflects the savings in terms of fatalities and property damages as a result of fires. We assume γ = 10. We consider two IoT sensor device costs for comparison, i.e., 10 USD (case A) and 100 USD (case B) per device. The (worst-case) bandwidth cost was calculated in Sec. III-D. As can be seen, significant savings are yielded by both sensor placement schemes (more than 10 billion USD annually). As the sensor number increases, the costs of devices and bandwidth also increase, leading to diminishing, albeit still sizable, savings. The more drastic decrease in carbon emission when the number of sensors increases from 1 × 10⁵ to 4 × 10⁵ for the biomass uniform placement in Fig. 4(c) leads to its more noticeable trends of first increasing and then decreasing in the savings, as compared to the optimized placement.

**Illustration of sensor placement.** Fig. 5 illustrates the sensor placement and examines the effect of T on the optimized placement. As can be seen, for the biomass uniform placement, sensors are deployed largely uniformly in the geographic area of California, around 28 and 276 sensors per region with a positive biomass value when the total number of sensors is 10⁵ and 10⁶, respectively. For the optimized placement, sensors are unevenly deployed. Comparing T = 4 and T = 8, a greater T intensifies the effect of the fire spreading rate u_{p,i}, increasing a_i(T) and decreasing A – a_i(T) in (5), thus resulting in more polarized placement of sensors in different regions in order to increase p_i^D(T) and U(T).

**V. CONCLUSION**

In this paper, we have studied sensor deployment and satellite link budget for sensor-based GEO NTN for wildfire
detection. Optimal and biomass-uniform sensor deployment strategies were developed and visualized. Satellite communication budget for a GEO spot beam was analyzed by deriving the uplink SNR for IoT sensors and the worst-case bandwidth required for supporting simultaneous fire event reporting. Simulations using historical California wildfire data demonstrate that the proposed system can significantly reduce fire burned areas and carbon emissions. Specifically, more than 95% of carbon reductions and more than 10 billion USD of savings annually can be yielded when $10^5$–$10^6$ sensors are deployed in California (about 0.24–2.4 sensors per km$^2$).
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