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Abstract

We present some Caffarelli-Kohn-Nirenberg-type inequalities on Herz-type Besov-Triebel-Lizorkin spaces, Besov-Morrey and Triebel-Lizorkin-Morrey spaces. More precisely, we investigate the inequalities

\[ \| f \|_{\dot{K}^{\alpha_1, r}_{\alpha, \sigma}, 1} \leq c \| f \|_{\dot{K}^{\alpha_3, 1}_{\alpha_1, \delta_1} A_{\beta}}^{1-\theta} \]  

and

\[ \| f \|_{E^{s, p, 1}} \leq c \| f \|_{\dot{M}^s} \| f \|_{N^{p, \beta, v}}, \]

with some appropriate assumptions on the parameters, where \( \dot{K}^{\alpha_1, r}_{\alpha, \sigma} \) is the Herz-type Bessel potential spaces, which are just the Sobolev spaces if \( \alpha_1 = 0, 1 < r = v < \infty \) and \( \sigma \in \mathbb{N}_0 \), and \( \dot{K}^{\alpha_3, 1}_{\alpha_1, \delta_1} A_{\beta} \) are Besov or Triebel-Lizorkin spaces if \( \alpha_3 = 0 \) and \( \delta_1 = p \). The usual Littlewood-Paley technique, Sobolev and Franke embeddings are the main tools of this paper. Some remarks on Hardy-Sobolev inequalities are given.
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1 Introduction

Major results in harmonic analysis and partial differential equations invoke some inequalities. Some examples can be mentioned such as: Caffarelli, Kohn and Nirenberg in [4]. They proved the following useful inequality:

\[ \| x^\gamma f \|_\tau \leq c \| x^{\beta} f \|_q \| x^{\alpha} \nabla f \|_p^{1-\theta}, \quad f \in \mathcal{D}(\mathbb{R}^n), \]  

(1)

where \( 1 \leq p, q < \infty, \tau > 0, 0 \leq \theta \leq 1, \alpha, \beta, \gamma \in \mathbb{R} \) satisfy some suitable conditions. This inequality plays an important role in theory of PDE’s, which extended to fractional Sobolev spaces by [27]. This estimate can be rewritten in the following form:

\[ \| f \|_{\dot{K}^{\gamma, r}_{\alpha, \sigma}} \leq c \| f \|_{\dot{K}^{\beta, 1}_{\alpha, \sigma}} \| \nabla f \|_{\dot{K}^{\beta, 1}_{\alpha, \sigma}}^{1-\theta}, \quad f \in \mathcal{D}(\mathbb{R}^n), \]
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where $K^{α,p}_q$ is the Herz space, see Definition 1 below. These function spaces play an important role in Harmonic Analysis. After they have been introduced in [17], the theory of these spaces had a remarkable development in part due to its usefulness in applications. For instance, they appear in the characterization of multipliers on Hardy spaces [1], in the semilinear parabolic equations [11], in the summability of Fourier transforms [15], and in the Cauchy problem for Navier-Stokes equations [38]. For important and latest results on Herz spaces, we refer the reader to the papers [29], [45] and to the monograph [20].

Again (1) with $α = β = γ = 0$, is just

$$
\|f\|_{M^s_p} \leq c\|f\|_{M^{q}_{p}}^θ\|\nabla f\|_{M^{q}_{p}}^{1-θ}, \quad f \in \mathcal{D}(\mathbb{R}^n).
$$

where $M^s_p$, $1 ≤ u ≤ p < ∞$ is the Morrey space. The main purpose of this paper is to present more general version of such inequalities. More precisely, we extend this estimate to Herz-type Besov-Triebel-Lizorkin spaces, called $K^{α,p}_q B^s_β$ and $K^{α,p}_q F^s_β$, which generalize the usual Besov and Triebel-Lizorkin spaces. We mean that

$$
\dot{K}^{α,p}_q B^s_β = B^s_ν, \quad \dot{K}^{α,p}_q F^s_β = F^s_ν.
$$

In addition $K^{α,p}_q F^0_2$ are just the Herz spaces $K^{α,p}_q$ when $1 < p, q < ∞$ and $-\frac{2}{q} < α < n(1 - \frac{1}{q})$. In the same manner, we extend these inequalities to Besov-Morrey and Triebel-Lizorkin-Morrey spaces. Our approach based on the Littlewood-Paley technique of Triebel [37] and some results obtained by the author in [6, 7, 8].

The structure of this paper needs some notation. As usual, $\mathbb{R}^n$ denotes the $n$-dimensional real Euclidean space, $\mathbb{N}$ the collection of all natural numbers and $\mathbb{N}_0 = \mathbb{N} \cup \{0\}$. The letter $\mathbb{Z}$ stands for the set of all integer numbers. For any $u > 0$, $k ∈ \mathbb{Z}$ we set

$$
C(u) = \{x ∈ \mathbb{R}^n : \frac{u}{2} < |x| ≤ u\} \quad \text{and} \quad C_k = C(2^k). \quad \chi_k, \quad \text{for} \quad k ∈ \mathbb{Z}, \quad \text{denote the characteristic function of the set} \quad C_k.
$$

The expression $f ≈ g$ means that $C g ≤ f ≤ c g$ for some independent constants $c, C$ and non-negative functions $f$ and $g$.

For any measurable subset $Ω ⊆ \mathbb{R}^n$ the Lebesgue space $L^p(Ω), 0 < p ≤ ∞$ consists of all measurable functions for which

$$
\|f\|_{L^p(Ω)} = \left(\int_Ω |f(x)|^p \, dx\right)^{1/p} < ∞, 0 < p < ∞
$$

and

$$
\|f\|_{L^∞(Ω)} = \text{ess-sup}_{x ∈ Ω} |f(x)| < ∞.
$$

If $Ω = \mathbb{R}^n$, then we put $L^p(\mathbb{R}^n) = L^p$ and $\|f\|_{L^p(\mathbb{R}^n)} = \|f\|_p$. The symbol $S(\mathbb{R}^n)$ is used in place of the set of all Schwartz functions on $\mathbb{R}^n$ and we denote by $S'(\mathbb{R}^n)$ the dual space of all tempered distributions on $\mathbb{R}^n$. We define the Fourier transform of a function $f ∈ S(\mathbb{R}^n)$ by

$$
\mathcal{F}(f)(ξ) = (2π)^{-n/2} \int_{\mathbb{R}^n} e^{-ix\cdotξ} f(x) \, dx, \quad ξ ∈ \mathbb{R}^n.
$$

Its inverse is denoted by $\mathcal{F}^{-1}f$. Both $\mathcal{F}$ and $\mathcal{F}^{-1}$ are extended to the dual Schwartz space $S'(\mathbb{R}^n)$ in the usual way. The Hardy-Littlewood maximal operator $M$ is defined
on $L^1_{\text{loc}}$ by
\[ \mathcal{M}f(x) = \sup_{r>0} \frac{1}{|B(x,r)|} \int_{B(x,r)} |f(y)| \, dy, \quad x \in \mathbb{R}^n \]
and $\mathcal{M}_\tau f = (\mathcal{M}|f|^\tau)^{1/\tau}$, $0 < \tau < \infty$.

Given two quasi-Banach spaces $X$ and $Y$, we write $X \hookrightarrow Y$ if $X \subset Y$ and the natural embedding of $X$ in $Y$ is continuous. We use $c$ as a generic positive constant, i.e. a constant whose value may change from appearance to appearance.

## 2 Function spaces

We start by recalling the definition and some of the properties of the homogenous Herz spaces $\dot{K}_{q}^{\alpha,p}$.

**Definition 1** Let $\alpha \in \mathbb{R}$, $0 < p, q \leq \infty$. The homogeneous Herz space $\dot{K}_{q}^{\alpha,p}$ is defined by
\[ \dot{K}_{q}^{\alpha,p} = \{ f \in L^q_{\text{loc}}(\mathbb{R}^n \setminus \{0\}) : \| f \|_{\dot{K}_{q}^{\alpha,p}} < \infty \}, \]
where
\[ \| f \|_{\dot{K}_{q}^{\alpha,p}} = \left( \sum_{k=-\infty}^{\infty} 2^{k\alpha p} \| f \chi_k \|_{q}^p \right)^{1/p} \]
with the usual modifications made when $p = \infty$ and/or $q = \infty$.

The spaces $\dot{K}_{q}^{\alpha,p}$ are quasi-Banach spaces and if $\min(p,q) \geq 1$ then $\dot{K}_{q}^{\alpha,p}$ are Banach spaces. When $\alpha = 0$ and $0 < p = q \leq \infty$ the space $\dot{K}_{p}^{0,p}$ coincides with the Lebesgue space $L^p$. In addition
\[ \dot{K}_{p}^{\alpha,p} = L^p(\mathbb{R}^n, |\cdot|^\alpha), \quad \text{(Lebesgue space equipped with power weight)}, \]
where
\[ \| f \|_{L^p(\mathbb{R}^n, |\cdot|^\alpha)} = \left( \int_{\mathbb{R}^n} |f(x)|^p |x|^\alpha \, dx \right)^{1/p}. \]

Notice that
\[ \dot{K}_{q}^{\alpha,p} \hookrightarrow S'(\mathbb{R}^n) \]
for any $\alpha < n(1 - \frac{1}{p})$, $1 \leq p, q \leq \infty$ or $\alpha = n(1 - \frac{1}{q})$, $p = 1$ and $1 \leq q \leq \infty$. We mean that,
\[ T_{f}(\varphi) = \int_{\mathbb{R}^n} f(x) \varphi(x) \, dx, \quad \varphi \in S(\mathbb{R}^n), f \in \dot{K}_{q}^{\alpha,p} \]
generates a distribution $T_{f} \in S'(\mathbb{R}^n)$. A detailed discussion of the properties of these spaces may be found in [16, 19, 22], and references therein.

The following lemma is the $\dot{K}_{q}^{\alpha,p}$-version of the Plancherel-Polya-Nikolskij inequality.

**Lemma 1** Let $\alpha_1, \alpha_2 \in \mathbb{R}$ and $0 < s, \tau, q, r \leq \infty$. We suppose that $\alpha_1 + \frac{\alpha_1}{q} > 0, 0 < q \leq s \leq \infty$ and $\alpha_2 \geq \alpha_1$. Then there exists a positive constant $c > 0$ independent of $R$ such that for all $f \in \dot{K}_{q}^{\alpha_2,s} \cap S'(\mathbb{R}^n)$ with $\text{supp} \, Ff \subset \{ \xi : |\xi| \leq R \}$, we have
\[ \| f \|_{\dot{K}_{q}^{\alpha_1,r}} \leq c \, R^n \left( \begin{array}{c} n \alpha_2 - n \alpha_1 \delta \end{array} \right) \| f \|_{\dot{K}_{q}^{\alpha_2,s}}, \]
where
\[ \delta = \left\{ \begin{array}{ll} r, & \text{if } \alpha_2 = \alpha_1, \\
\tau, & \text{if } \alpha_2 > \alpha_1. \end{array} \right. \]
Lemma 2 Let $\alpha_1, \alpha_2 \in \mathbb{R}$ and $0 < s, \tau, q, r \leq \infty$. We suppose that $\alpha_1 + \frac{n}{s} > 0$, $0 < s \leq q \leq \infty$ and $\alpha_2 \geq \alpha_1 + \frac{n}{s} - \frac{n}{q}$. Then there exists a positive constant $c$ independent of $R$ such that for all $f \in K_q^{\alpha_2, \delta} \cap S^r(\mathbb{R}^n)$ with $\text{supp } \mathcal{F} f \subset \{ \xi : |\xi| \leq R \}$, we have
\[
\| f \|_{K_q^{\alpha_1, r}} \leq c R^{\frac{n}{q} - \frac{n}{s} + \alpha_2 - \alpha_1} \| f \|_{K_q^{\alpha_2, \delta}},
\]
where
\[
\delta = \begin{cases} 
    r, & \text{if } \alpha_2 = \alpha_1 + \frac{n}{s} - \frac{n}{q}, \\
    \tau, & \text{if } \alpha_2 > \alpha_1 + \frac{n}{s} - \frac{n}{q}.
\end{cases}
\]

The proof of these inequalities is given in [3], Lemmas 3.10 and 3.14. Let $1 < q < \infty$ and $0 < p \leq \infty$. If $f$ is a locally integrable functions on $\mathbb{R}^n$ and $-\frac{n}{q} < \alpha < n(1 - \frac{1}{q})$, then
\[
\| \mathcal{M} f \|_{K_q^{\alpha, p}} \leq c \| f \|_{K_q^{\alpha, p}},
\]
see [19]. We need the following lemma, which is basically a consequence of Hardy’s inequality in the sequence Lebesgue space $\ell^q$.

Lemma 3 Let $0 < a < 1$ and $0 < q \leq \infty$. Let $\{\varepsilon_k\}_{k \in \mathbb{N}_0}$ be a sequence of positive real numbers, such that
\[
\| \{\varepsilon_k\}_{k \in \mathbb{N}_0} \|_{\ell^q} = I < \infty.
\]
Then the sequences $\{\delta_k : \delta_k = \sum_{j \leq k} a^{k-j} \varepsilon_j\}_{k \in \mathbb{N}_0}$ and $\{\eta_k : \eta_k = \sum_{j \geq k} a^{j-k} \varepsilon_j\}_{k \in \mathbb{N}_0}$ belong to $\ell^q$, and
\[
\| \{\delta_k\}_{k \in \mathbb{N}_0} \|_{\ell^q} + \| \{\eta_k\}_{k \in \mathbb{N}_0} \|_{\ell^q} \leq c I,
\]
with $c > 0$ only depending on $a$ and $q$.

Some of our results of this paper are based on the following result, see Tang and Yang [33].

Lemma 4 Let $1 < \beta < \infty, 1 < q < \infty$ and $0 < p \leq \infty$. If $\{f_j\}_{j=0}^\infty$ is a sequence of locally integrable functions on $\mathbb{R}^n$ and $-\frac{n}{q} < \alpha < n(1 - \frac{1}{q})$, then
\[
\left\| \left( \sum_{j=0}^\infty (\mathcal{M} f_j)^\beta \right)^{1/\beta} \right\|_{K_q^{\alpha, p}} \leq \left\| \left( \sum_{j=0}^\infty |f_j|^\beta \right)^{1/\beta} \right\|_{K_q^{\alpha, p}}.
\]

Now, we present the Fourier analytical definition of Herz-type Besov and Triebel-Lizorkin spaces and recall their basic properties. We first need the concept of a smooth dyadic resolution of unity. Let $\varphi_0$ be a function in $S(\mathbb{R}^n)$ satisfying $\varphi_0(x) = 1$ for $|x| \leq 1$ and $\varphi_0(x) = 0$ for $|x| \geq \frac{3}{2}$. We put $\varphi_j(x) = \varphi_0(2^{-j}x) - \varphi_0(2^{1-j}x)$ for $j = 1, 2, 3, \ldots$. 

Remark 1 We would like to mention that Lemma 2 improves the classical Plancherel-Polya-Nikolskij inequality by taking $\alpha_1 = \alpha_2 = 0, r = s$ and using the embedding $\ell^q \hookrightarrow \ell^s$. In the previous lemma we have not treated the case $s < q$. The next lemma gives a positive answer.
Then \( \{ \varphi_j \}_{j \in \mathbb{N}_0} \) is a resolution of unity, \( \sum_{j=0}^{\infty} \varphi_j(x) = 1 \) for all \( x \in \mathbb{R}^n \). Thus we obtain the Littlewood-Paley decomposition

\[
f = \sum_{j=0}^{\infty} F^{-1} \varphi_j * f
\]

of all \( f \in S'(\mathbb{R}^n) \) (convergence in \( S'(\mathbb{R}^n) \)). We are now in a position to state the definition of Herz-type Besov and Triebel-Lizorkin spaces.

**Definition 2** Let \( \alpha, s \in \mathbb{R}, 0 < p, q \leq \infty \) and \( 0 < \beta \leq \infty \).

(i) The Herz-type Besov space \( K^{\alpha,p}_s B^{\beta}_\beta \) is the collection of all \( f \in S'(\mathbb{R}^n) \) such that

\[
\| f \|_{K^{\alpha,p}_s B^{\beta}_\beta} = \left( \sum_{j=0}^{\infty} 2^{js\beta} \| F^{-1} \varphi_j * f \|_{K^{\alpha,p}_q}^\beta \right)^{1/\beta} < \infty,
\]

with the obvious modification if \( \beta = \infty \).

(ii) Let \( 0 < p, q < \infty \). The Herz-type Triebel-Lizorkin space \( K^{\alpha,p}_q F^s_{p,\beta} \) is the collection of all \( f \in S'(\mathbb{R}^n) \) such that

\[
\| f \|_{K^{\alpha,p}_q F^s_{p,\beta}} = \left( \sum_{j=0}^{\infty} 2^{js\beta} | F^{-1} \varphi_j * f |_{p}^\beta \right)^{1/\beta} < \infty,
\]

with the obvious modification if \( \beta = \infty \).

**Remark 2** Let \( s \in \mathbb{R}, 0 < p, q \leq \infty, 0 < \beta \leq \infty \) and \( \alpha > -\frac{n}{q} \). The spaces \( K^{\alpha,p}_s B^{\beta}_\beta \) and \( K^{\alpha,p}_q F^s_{p,\beta} \) are independent of the particular choice of the smooth dyadic resolution of unity \( \{ \varphi_j \}_{j \in \mathbb{N}_0} \) (in the sense of equivalent quasi-norms). In particular \( K^{\alpha,p}_s B^{\beta}_\beta \) and \( K^{\alpha,p}_q F^s_{p,\beta} \) are quasi-Banach spaces and if \( p, q, \beta \geq 1 \), then they are Banach spaces. Further results, concerning, for instance, lifting properties, Fourier multiplier and local means characterizations can be found in [5, 6, 7, 8, 9, 39, 40, 42].

Now we give the definitions of the spaces \( B^{s}_{p,\beta} \) and \( F^{s}_{p,\beta} \).

**Definition 3** (i) Let \( s \in \mathbb{R} \) and \( 0 < p, \beta \leq \infty \). The Besov space \( B^{s}_{p,\beta} \) is the collection of all \( f \in S'(\mathbb{R}^n) \) such that

\[
\| f \|_{B^{s}_{p,\beta}} = \left( \sum_{j=0}^{\infty} 2^{js\beta} \| F^{-1} \varphi_j * f \|_{p}^\beta \right)^{1/\beta} < \infty,
\]

with the obvious modification if \( \beta = \infty \).

(ii) Let \( s \in \mathbb{R}, 0 < p < \infty \) and \( 0 < \beta \leq \infty \). The Triebel-Lizorkin space \( F^{s}_{p,\beta} \) is the collection of all \( f \in S'(\mathbb{R}^n) \) such that

\[
\| f \|_{F^{s}_{p,\beta}} = \left( \sum_{j=0}^{\infty} 2^{js\beta} | F^{-1} \varphi_j * f |_{p}^\beta \right)^{1/\beta} < \infty,
\]

with the obvious modification if \( \beta = \infty \).
The theory of the spaces $B_{p,\beta}^s$ and $F_{p,\beta}^s$ has been developed in detail in [35, 36] but has a longer history already including many contributors; we do not want to discuss this here. Clearly, for $s \in \mathbb{R}$, $0 < p < \infty$ and $0 < \beta \leq \infty$,

$$K_p^{0,p}B_{p,\beta} = B_{p,\beta}^s \quad \text{and} \quad K_p^{0,p}F_{p,\beta} = F_{p,\beta}^s.$$ 

Let $w$ denote a positive, locally integrable function and $0 < p < \infty$. Then the weighted Lebesgue space $L^p(\mathbb{R}^n, w)$ contains all measurable functions such that

$$\|f\|_{L^p(\mathbb{R}^n, w)} = \left( \int_{\mathbb{R}^n} |f(x)|^p w(x) \, dx \right)^{1/p} < \infty.$$ 

For $q \in [1, \infty)$ we denote by $\mathcal{A}_q$ the Muckenhoupt class of weights, and $\mathcal{A}_\infty = \bigcup_{q \geq 1} \mathcal{A}_q$. We refer to [12] for the general properties of these classes. Let $w \in \mathcal{A}_\infty$, $s \in \mathbb{R}$, $0 < \beta \leq \infty$ and $0 < p < \infty$. We define weighted Besov spaces $B_{p,\beta}^s(\mathbb{R}^n, w)$ to be the set of all distributions $f \in S'(\mathbb{R}^n)$ such that

$$\|f\|_{B_{p,\beta}^s(\mathbb{R}^n, w)} = \left( \sum_{j=0}^{\infty} 2^{js\beta} \|\mathcal{F}^{-1} \varphi_j * f\|_{L^p(\mathbb{R}^n, w)}^{\beta} \right)^{1/\beta}$$

is finite. In the limiting case $\beta = \infty$ the usual modification is required.

Let $w \in \mathcal{A}_\infty$, $s \in \mathbb{R}$, $0 < \beta \leq \infty$ and $0 < p < \infty$. We define weighted Triebel-Lizorkin spaces $F_{p,\beta}^s(\mathbb{R}^n, w)$ to be the set of all distributions $f \in S'(\mathbb{R}^n)$ such that

$$\|f\|_{F_{p,\beta}^s(\mathbb{R}^n, w)} = \left( \sum_{j=0}^{\infty} 2^{js\beta} \|\mathcal{F}^{-1} \varphi_j * f\|_{L^p(\mathbb{R}^n, w)}^{\beta} \right)^{1/\beta}$$

is finite. In the limiting case $\beta = \infty$ the usual modification is required.

The spaces $B_{p,\beta}^s(\mathbb{R}^n, w) = B_{p,\beta}^s(w)$ and $F_{p,\beta}^s(\mathbb{R}^n, w) = F_{p,\beta}^s(w)$ are independent of the particular choice of the smooth dyadic resolution of unity $\{\varphi_j\}_{j \in \mathbb{N}_0}$ appearing in their definitions. They are quasi-Banach spaces (Banach spaces for $p, \beta$ weighted spaces). Let $\varphi \in \mathcal{S}^\prime(\mathbb{R}^n)$ such that $\varphi \circ K(x) \equiv x$ for a positive, locally integrable function and $0 < p < \infty$. We obtain the usual (unweighted) Besov and Triebel-Lizorkin spaces. Let $\mathcal{N}$ be a power weight, i.e., $\mathcal{N}(\xi) = |\xi|^\gamma$ with $\gamma > -n$. Then we have

$$B_{p,\beta}^s(w) = K_p^{\mathcal{N}} B_{p,\beta}^s \quad \text{and} \quad F_{p,\beta}^s(w) = K_p^{\mathcal{N}} F_{p,\beta}^s,$$

in the sense of equivalent quasi-norms.

**Definition 4** (i) Let $1 < q < \infty$, $0 < p < \infty$, $-\frac{n}{q} < \alpha < n(1 - \frac{1}{q})$ and $s \in \mathbb{R}$. Then the Herz-type Bessel potential space $k_{q,s}^{\alpha,p}$ is the collection of all $f \in S'(\mathbb{R}^n)$ such that

$$\|f\|_{k_{q,s}^{\alpha,p}} = \left\| \left( 1 + |\xi|^2 \right)^{\frac{1}{2}} f \right\|_{k_{q}^{\alpha,p}} < \infty.$$ 

(ii) Let $1 < q < \infty$, $0 < p < \infty$, $-\frac{2}{q} < \alpha < n(1 - \frac{1}{q})$ and $m \in \mathbb{N}$. The homogeneous Herz-type Sobolev space $W_{q,m}^{\alpha,p}$ is the collection of all $f \in S'(\mathbb{R}^n)$ such that

$$\|f\|_{W_{q,m}^{\alpha,p}} = \sum_{|\beta| \leq m} \left\| \frac{\partial^\beta f}{\partial^\beta x} \right\|_{k_{q,s}^{\alpha,p}} < \infty,$$

where the derivatives must be understood in the sense of distribution.
In the following, we will present the connection between the Herz-type Triebel-Lizorkin spaces and the Herz-type Bessel potential spaces; see [21, 39]. Let $1 < q < \infty$, $1 < p < \infty$ and $-\frac{n}{q} < \alpha < n(1 - \frac{1}{q})$. If $s \in \mathbb{R}$, then
\[ \dot{K}_q^{\alpha,p} F^s_2 = \dot{K}_q^{\alpha,p} \] (3)
with equivalent norms. If $s = m \in \mathbb{N}$, then
\[ \dot{K}_q^{\alpha,p} F^m_2 = W^{\alpha,p}_q \] (4)
with equivalent norms. In particular
\[ \dot{K}_p^{\alpha,p} F^m_2 = W^p_m \] (Sobolev spaces)
and
\[ \dot{K}_q^{\alpha,p} F^0_2 = \dot{K}_q^{\alpha,p} \] (5)
with equivalent norms. Let $0 < \theta < 1$,
\[ \alpha = (1 - \theta)\alpha_0 + \theta\alpha_1, \quad \frac{1}{p} = \frac{1 - \theta}{p_0} + \frac{\theta}{p_1}, \quad \frac{1}{q} = \frac{1 - \theta}{q_0} + \frac{\theta}{q_1}, \quad \frac{1}{\beta} = \frac{1 - \theta}{\beta_0} + \frac{\theta}{\beta_1} \]
and
\[ s = (1 - \theta)s_0 + \theta s_1. \]
For simplicity, in what follows, we use $\dot{K}_q^{\alpha,p} A^s_\beta$ to denote either $\dot{K}_q^{\alpha,p} B^s_\beta$ or $\dot{K}_q^{\alpha,p} F^s_\beta$. As an immediate consequence of Hölder’s inequality we have the so-called interpolation inequalities:
\[ \|f\|_{\dot{K}_q^{\alpha,p} A^s_\beta} \leq \|f\|_{\dot{K}_q^{\alpha_0,p_0} A^{s_0}_{\beta_0}}^{1-\theta} \|f\|_{\dot{K}_q^{\alpha_1,p_1} A^{s_1}_{\beta_1}}^\theta \] (6)
holds for all $f \in \dot{K}_q^{\alpha_0,p_0} A^{s_0}_{\beta_0} \cap \dot{K}_q^{\alpha_1,p_1} A^{s_1}_{\beta_1}$.
We collect some embeddings on these functions spaces as obtained in [6]-[7]. First we have elementary embeddings within these spaces. Let $s \in \mathbb{R}, 0 < p, q < \infty, 0 < \beta \leq \infty$ and $\alpha > -\frac{n}{q}$. Then
\[ \dot{K}_q^{\alpha,p} B^s_{\min(\beta,p,q)} \hookrightarrow \dot{K}_q^{\alpha,p} F^s_\beta \hookrightarrow \dot{K}_q^{\alpha,p} B^s_{\max(\beta,p,q)}. \] (7)

**Theorem 1** Let $\alpha_1, \alpha_2, s_1, s_2 \in \mathbb{R}, 0 < s, p, q, r, \beta \leq \infty, \alpha_1 > -\frac{n}{s}$ and $\alpha_2 > -\frac{n}{q}$. We suppose that
\[ s_1 - \frac{n}{s} - \alpha_1 = s_2 - \frac{n}{q} - \alpha_2. \]
Let $0 < q \leq s \leq \infty$ and $\alpha_2 \geq \alpha_1$ or $0 < s \leq q \leq \infty$ and
\[ \alpha_2 + \frac{n}{q} \geq \alpha_1 + \frac{n}{s}. \] (8)

(i) We have the embedding
\[ \dot{K}_q^{\alpha_2,\theta} B^{s_2}_\beta \hookrightarrow \dot{K}_q^{\alpha_1,\theta} B^{s_1}_\beta, \]
where
\[ \theta = \begin{cases} r, & \text{if } \alpha_2 + \frac{n}{q} = \alpha_1 + \frac{n}{s}, s \leq q \text{ or } \alpha_2 = \alpha_1, q \leq s, \\ p, & \text{if } \alpha_2 + \frac{n}{q} > \alpha_1 + \frac{n}{s}, s \leq q \text{ or } \alpha_2 > \alpha_1, q \leq s. \end{cases} \]
(ii) Let $0 < q, s < \infty$. The embedding
\[ \dot{K}_q^{\alpha_2, r} F_s^{s_2} \hookrightarrow \dot{K}_s^{\alpha_1, p} F_{s_1}^p \]
holds if $0 < r \leq p < \infty$, where
\[ \theta = \begin{cases} \beta, & \text{if } 0 < s \leq q < \infty \text{ and } \alpha_2 + \frac{n}{q} = \alpha_1 + \frac{n}{s}; \\ \infty, & \text{otherwise.} \end{cases} \]

We now present an immediate consequence of the Sobolev embeddings, which called Hardy-Sobolev inequalities.

**Corollary 1** Let $1 < q \leq s < \infty$, $1 < q < n$ and $\alpha = \frac{n}{q} - \frac{n}{s} - 1$. There is a constant $c > 0$ such that for all $f \in \dot{W}^1_q$
\[ \int_{\mathbb{R}^n} \left( \frac{|f(x)|^s}{|x|^{-\alpha}} \right) dx \leq c \left( \sum_{|\beta| = 1} \left\| \frac{\partial^\beta f}{\partial x^\beta} \right\|_{K_q^\alpha} \right)^s \leq c \left( \sum_{|\beta| = 1} \left\| \frac{\partial^\beta f}{\partial x^\beta} \right\|_{q} \right)^s. \]

Now we recall the Franke embedding, see [9].

**Theorem 2** Let $\alpha_1, \alpha_2, s_1, s_2 \in \mathbb{R}$, $0 < s, p, q < \infty, 0 < \theta \leq \infty, \alpha_1 > -\frac{n}{s} \text{ and } \alpha_2 > -\frac{n}{q}$. We suppose that
\[ s_1 - \frac{n}{s} - \alpha_1 = s_2 - \frac{n}{q} - \alpha_2. \]

Let
\[ 0 < q < s < \infty \quad \text{and} \quad \alpha_2 \geq \alpha_1, \]
or
\[ 0 < s \leq q < \infty \quad \text{and} \quad \alpha_2 + \frac{n}{q} > \alpha_1 + \frac{n}{s}. \]

Then
\[ \dot{K}_q^{\alpha_2, p} B_{s_2}^{s_2} \hookrightarrow \dot{K}_s^{\alpha_1, p} F_{s_1}^s. \]

**Corollary 2** Let $1 < q \leq s < \infty$ with $1 < q < n$. Let $\alpha = \frac{n}{q} - \frac{n}{s} - 1$. There is a constant $c > 0$ such that for all $f \in B_{q, s}^1$
\[ \int_{\mathbb{R}^n} \left( \frac{|f(x)|^s}{|x|^{-\alpha}} \right) dx \leq c \left\| f \right\|^s_{K_q^{\alpha} B_1^1} \leq c \left\| f \right\|^s_{B_{q, s}^1}. \]

**Remark 3** We would like to mention that in Theorem 1 and Theorem 2 the assumptions $s_1 - \frac{n}{s} - \alpha_1 \leq s_2 - \frac{n}{q} - \alpha_2$, (8) and $0 < r \leq p < \infty$ are necessary, see [6, 7, 9].

Let $\{\varphi_j\}_{j \in \mathbb{N}_0}$ be a resolution of unity. For any $a > 0$, $f \in S'(\mathbb{R}^n)$ and $x \in \mathbb{R}^n$, we denote, Peetre maximal function,
\[ (\mathcal{F}^{-1} \varphi_j)^{*, a} f(x) = \sup_{y \in \mathbb{R}^n} \frac{|\mathcal{F}^{-1} \varphi_j \ast f(y)|}{(1 + 2^j |x - y|)^a}, \quad j \in \mathbb{N}_0. \]

We now present a fundamental characterization of the above spaces, which plays an essential role in this paper, see [41, Theorem 1].
Theorem 3 Let \( s \in \mathbb{R}, 0 < p, q < \infty, 0 < \beta \leq \infty \), and \( \alpha > -\frac{n}{q} \). Let \( a > \frac{n}{\min\left(\frac{n}{\beta}, \frac{n}{q}\right)} \).

Then

\[
\|f\|_{\dot{K}^{\alpha,p}_q B^s_\beta}^* = \left( \sum_{j=0}^{\infty} 2^{js\beta} \| (\mathcal{F}^{-1} \varphi_j)^* a f \|_{\dot{K}^{\alpha,p}_q}^{\beta} \right)^{1/\beta},
\]

is an equivalent quasi-norm in \( \dot{K}^{\alpha,p}_q B^s_\beta \). Let \( a > \frac{n}{\min\left(\frac{n}{\beta}, \frac{n}{q}\right)} \).

Then

\[
\|f\|_{\dot{K}^{\alpha,p}_q F^s_\beta}^* = \left( \sum_{j=0}^{\infty} 2^{js\beta} (\mathcal{F}^{-1} \varphi_j)^* a f \right)^{1/\beta},
\]

is an equivalent quasi-norm in \( \dot{K}^{\alpha,p}_q F^s_\beta \).

Let \( 0 < p, q \leq \infty \). For later use we introduce the following abbreviations:

\[
\sigma_q = n \max\left(\frac{1}{q} - 1, 0\right) \quad \text{and} \quad \sigma_{p,q} = n \max\left(\frac{1}{p} - 1, \frac{1}{q} - 1, 0\right).
\]

In the next we shall interpret \( L^1_{\text{loc}} \) as the set of regular distributions.

Theorem 4 Let \( 0 < p, q, \beta \leq \infty, \alpha > -\frac{n}{q}, \alpha_0 = n - \frac{n}{q} \), and \( s > \max(\sigma_q, \alpha - \alpha_0) \). Then

\[
\dot{K}^{\alpha,p}_q A^s_\beta \hookrightarrow L^1_{\text{loc}},
\]

where \( 0 < p, q < \infty \) in the case of Herz-type Triebel-Lizorkin spaces.

Proof. Let \( \{ \varphi_j \}_{j \in \mathbb{N}_0} \) be a smooth dyadic resolution of unity. We set

\[
\varrho_k = \sum_{j=0}^{k} \mathcal{F}^{-1} \varphi_j * f, \quad k \in \mathbb{N}_0.
\]

For technical reasons, we split the proof into two steps.

Step 1. We consider the case \( 1 \leq q \leq \infty \). In order to prove we additionally do it into the four Substeps 1.1, 1.2, 1.3 and 1.4.

Substep 1.1. \(-\frac{n}{q} < \alpha < \alpha_0\). Since \( s > 0 \) and \( \dot{K}^{\alpha,p}_q \hookrightarrow \dot{K}^{\alpha,\max(1,p)}_q \), we have

\[
\sum_{j=0}^{\infty} \| \mathcal{F}^{-1} \varphi_j * f \|_{\dot{K}^{\alpha,\max(1,p)}_q} \lesssim \| f \|_{\dot{K}^{\alpha,p}_q A^s_\beta}.
\]

Then, the sequence \( \{ \varrho_k \}_{k \in \mathbb{N}_0} \) converges to \( g \in \dot{K}^{\alpha,\max(1,p)}_q \). Let \( \varphi \in \mathcal{S}(\mathbb{R}^n) \). Write

\[
\langle f - g, \varphi \rangle = \langle f - \varrho_N, \varphi \rangle + \langle g - \varrho_N, \varphi \rangle, \quad N \in \mathbb{N}_0.
\]

Here \( \langle \cdot, \cdot \rangle \) denotes the duality bracket between \( \mathcal{S}'(\mathbb{R}^n) \) and \( \mathcal{S}(\mathbb{R}^n) \). Clearly, the first term tends to zero as \( N \to \infty \), while by Hölder’s inequality there exists a constant \( C > 0 \) independent of \( N \) such that

\[
|\langle g - \varrho_N, \varphi \rangle| \leq C \| g - \varrho_N \|_{\dot{K}^{\alpha,\max(1,p)}_q}.
\]
which tends to zero as $N \to \infty$. From this and $K_q^{\alpha, \text{max}(1,p)} \hookrightarrow L^1_{\text{loc}}$, because of $\alpha < \alpha_0$, we deduce the desired result. In addition, we have

$$\dot{K}_q^{\alpha,p} A^s_{\beta} \hookrightarrow \dot{K}_q^{\alpha,\text{max}(1,p)}.$$  

**Substep 1.2.** $\alpha \geq \alpha_0$ and $1 < q \leq \infty$. Let $1 < q_1 < \infty$ be such that

$$s > \alpha + \frac{n}{q} - \frac{n}{q_1}.$$  

We distinguish two cases:

- $q_1 = q$. By Theorem \(\text{II}'(i)\), we obtain

$$\dot{K}_q^{\alpha,p} B^s_{\beta} \hookrightarrow \dot{K}_q^{0,q} B^{s-\alpha}_{\beta} = B^{s-\alpha}_{q_1,\beta} \hookrightarrow L^1_{\text{loc}},$$  

where the last embedding follows by the fact that

$$B^{s-\alpha}_{q_1,\beta} \hookrightarrow L^q,$$  

(9)

because of $s - \alpha > 0$. The Herz-type Triebel-Lizorkin case follows by the second embeddings of (7).

- $1 < q_1 < \alpha$ or $1 < q < q_1 < \infty$. If we assume the first possibility then Theorem \(\text{II}'(i)\) and Substep 1.1 yield

$$\dot{K}_q^{\alpha,p} B^s_{\beta} \hookrightarrow \dot{K}_q^{0,q} B^{s-\alpha}_{\beta} \rightarrow L^1_{\text{loc}},$$  

since $\alpha + \frac{n}{q} > \frac{n}{q_1}$. The latter possibility follows again by Theorem \(\text{II}'(i)\). Indeed, we have

$$\dot{K}_q^{\alpha,p} B^s_{\beta} \hookrightarrow \dot{K}_q^{0,q} B^{s+\alpha_0-\alpha}_{\beta} \rightarrow \dot{K}_q^{0,q_1} B^{s-\alpha}_{\beta} \rightarrow L^1_{\text{loc}},$$  

where the last embedding follows by the fact that

$$B^{s-\alpha}_{q_1,\beta} \hookrightarrow L^{q_1}.$$  

(10)

Therefore from (7) we obtain the desired embeddings.

**Substep 1.3.** $q = 1$ and $\alpha > 0$. We have

$$\dot{K}_1^{\alpha,p} B^s_{\beta} \hookrightarrow \dot{K}_1^{0,1} B^{s-\alpha}_{\beta} = B^{s-\alpha}_{1,\beta} \hookrightarrow L^1,$$  

since $s > \alpha$.

**Substep 1.4.** $q = 1$ and $\alpha = 0$. Let $\alpha_3$ be a real number such that $\max(-n, -s) < \alpha_3 < 0$. From Theorem \(\text{II}\) we get

$$\dot{K}_1^{0,p} A^s_{\beta} \hookrightarrow \dot{K}_1^{\alpha_3,p} A^{s+\alpha_3}_{\beta}.$$  

We have

$$\sum_{k=0}^{\infty} \| F^{-1} \varphi_k * f \|_{\dot{K}_1^{\alpha_3,\text{max}(1,p)}} \lesssim \| f \|_{\dot{K}_1^{\alpha_3,p} A^{s+\alpha_3}_{\beta}} \lesssim \| f \|_{\dot{K}_1^{0,p} A^s_{\beta}},$$  

since $\alpha_3 + s > 0$. Using the same type of arguments as in Substep 1.1 it is easy to see that

$$\dot{K}_1^{\alpha_3,p} A^{s+\alpha_3}_{\beta} \hookrightarrow \dot{K}_1^{\alpha_3,\text{max}(1,p)} \hookrightarrow L^1_{\text{loc}}.$$
Step 2. We consider the case $0 < q < 1$.

Substep 2.1. $-\frac{n}{q} < \alpha < 0$. By Lemma 1 we obtain

$$\sum_{j=0}^{\infty} \|\mathcal{F}^{-1} \varphi_j * f\|_{K^{\alpha}_{1, \text{max}(1,p)}} \lesssim \sum_{j=0}^{\infty} 2^{j(\frac{n}{q}-n)} \|\mathcal{F}^{-1} \varphi_j * f\|_{K^{\alpha}_{q,p}} \lesssim \|f\|_{K^{\alpha}_{q,p}A^{s}_\beta},$$

since $s > \frac{n}{q} - n$. The desired embedding follows by the fact that $\hat{K}^{\alpha, \text{max}(1,p)}_{q} \hookrightarrow L^1_{\text{loc}}$ and the arguments in Substep 1.1. In addition

$$\hat{K}^{\alpha,p}_{q}A^{s}_\beta \hookrightarrow \hat{K}^{\alpha, \text{max}(1,p)}_{1}.$$  \hspace{1cm} (11)

Substep 2.2. $\alpha \geq 0$. Let $\alpha_4$ be a real number such that $\max(-n, -s + \frac{n}{q} - n + \alpha) < \alpha_4 < 0$. From Theorem 1, we get

$$\hat{K}^{\alpha,p}_{q}A^{s}_\beta \hookrightarrow \hat{K}^{\alpha_4, \text{max}(1,p)}_{1}A^{s-\frac{n}{q}+\alpha_4-n}_\beta \hookrightarrow \hat{K}^{\alpha, \text{max}(1,p)}_{1}A^{s-\frac{n}{q}+\alpha_4}_\beta \hookrightarrow \hat{K}^{\alpha, \text{max}(1,p)}_{q}A^{s-\frac{n}{q}+\alpha_4}_\beta.$$

As in Substep 1.4, we easily obtain that

$$\hat{K}^{\alpha,p}_{q}A^{s}_\beta \hookrightarrow L^1_{\text{loc}}.$$

Therefore, under the hypothesis of this theorem, every $f \in \hat{K}^{\alpha,p}_{q}A^{s}_\beta$ is a regular distribution. This finishes the proof.

Let $f$ be an arbitrary function on $\mathbb{R}^n$ and $x, h \in \mathbb{R}^n$. Then

$$\Delta_h f(x) = f(x+h) - f(x), \quad \Delta_h^{M+1} f(x) = \Delta_h(\Delta_h^M f)(x), \quad M \in \mathbb{N}.$$

These are the well-known differences of functions which play an important role in the theory of function spaces. Using mathematical induction one can show the explicit formula

$$\Delta_h^M f(x) = \sum_{j=0}^{M} (-1)^j C_j^M f(x + (M-j)h), \quad x \in \mathbb{R}^n,$$

where $C_j^M$ are the binomial coefficients. By ball means of differences we mean the quantity

$$d^M_t f(x) = t^{-n} \int_{|h| \leq t} |\Delta_h^M f(x)| dh = \int_{B} |\Delta_h^M f(x)| dh, \quad x \in \mathbb{R}^n.$$

Here $B = \{y \in \mathbb{R}^n : |h| \leq 1\}$ is the unit ball of $\mathbb{R}^n$ and $t > 0$ is a real number. We set

$$\|f\|_{K^{\alpha,p}_{q}B^{s}_\beta} = \|f\|_{K^{\alpha}_{q,p}} + \left( \int_0^\infty t^{-s\beta} \|d^M_t f\|_{K^{\alpha}_{q,p}} dt \right)^{1/\beta}$$

and

$$\|f\|_{K^{\alpha,p}_{q}F^{s}_\beta} = \|f\|_{K^{\alpha}_{q,p}} + \left( \int_0^\infty t^{-s\beta} (d^M_t f)^{\beta} dt \right)^{1/\beta}.$$  

The following theorem play a central role in our paper.
Theorem 5  Let $0 < p, q, \beta \leq \infty$, $\alpha > -\frac{n}{q}$, $\alpha_0 = n - \frac{n}{q}$ and $M \in \mathbb{N} \setminus \{0\}$.

(i) Assume that
$$\max(\sigma_q, \alpha - \alpha_0) < s < M.$$ Then $\|\cdot\|_{K_q^{\alpha,p}B_\beta^s}$ is an equivalent quasi-norm on $\dot{K}_q^{\alpha,p}B_\beta^s$.

(ii) Let $0 < p < \infty$ and $0 < q < \infty$. Assume that
$$\max(\sigma_q, \alpha - \alpha_0) < s < M.$$ Then $\|\cdot\|_{K_q^{\alpha,p}F_\beta^s}$ is an equivalent quasi-norm on $\dot{K}_q^{\alpha,p}F_\beta^s$.

Proof. For ease of presentation, we split the proof into three steps.

Step 1. We will prove that
$$\|f\|_{\dot{K}_q^{\alpha,p}} \lesssim \|f\|_{\dot{K}_q^{\alpha,p}A_s^{\beta}}$$
for all $f \in \dot{K}_q^{\alpha,p}A_s^{\beta}$. We employ the same notations as in Theorem 4. Recall that
$$\varrho_k = \sum_{j=0}^k \mathcal{F}^{-1}\varphi_j * f, \quad k \in \mathbb{N}_0.$$ Obviously $\{\varrho_k\}_{k \in \mathbb{N}_0}$ converges to $f$ in $\mathcal{S}'(\mathbb{R}^n)$ and $\{\varrho_k\}_{k \in \mathbb{N}_0} \subset \dot{K}_q^{\alpha,p}$ for any $0 < p, q \leq \infty$ and any $\alpha > -\frac{n}{q}$. Furthermore, $\{\varrho_k\}_{k \in \mathbb{N}_0}$ is a Cauchy sequences in $\dot{K}_q^{\alpha,p}$ and hence it converges to a function $g \in \dot{K}_q^{\alpha,p}$, and
$$\|g\|_{\dot{K}_q^{\alpha,p}} \lesssim \|f\|_{\dot{K}_q^{\alpha,p}A_s^{\beta}}.$$ Let us prove that $g = f$ a.e. We will do this into four cases.

Case 1. $-\frac{n}{q} < \alpha < \alpha_0$ and $1 \leq q \leq \infty$. Let $\varphi \in \mathcal{D}(\mathbb{R}^n)$. We write
$$\langle f - g, \varphi \rangle = \langle f - \varrho_N, \varphi \rangle + \langle g - \varrho_N, \varphi \rangle, \quad N \in \mathbb{N}_0.$$ Here $\langle \cdot, \cdot \rangle$ denotes the duality bracket between $\mathcal{S}'(\mathbb{R}^n)$ and $\mathcal{S}(\mathbb{R}^n)$. Clearly, the first term tends to zero as $N \to \infty$, while by Hölder’s inequality there exists a constant $C > 0$ independent of $N$ such that
$$|\langle g - \varrho_N, \varphi \rangle| \leq C\|g - \varrho_N\|_{\dot{K}_q^{\alpha,\max(1,p)}}$$
which tends to zero as $N \to \infty$. Then, with the help of Substep 1.1 of the proof of Theorem 4 we have $g = f$ almost everywhere.

Case 2. $\alpha \geq \alpha_0$ and $1 < q \leq \infty$. Let $1 < q_1 < \infty$ be as in Theorem 4. From (9) and (10), we derive in this case, that every $f \in \dot{K}_q^{\alpha,p}A_s^{\beta}$ is a regular distribution, $\{\varrho_k\}_{k \in \mathbb{N}_0}$ converges to $f$ in $L^{q_1}$ and
$$\|f\|_{L^{q_1}} \lesssim \|f\|_{\dot{K}_q^{\alpha,p}A_s^{\beta}}.$$ Indeed, from the embeddings (10) and since $f \in B_{q_1,\beta}^{\frac{\alpha - n}{q} + s}$, it follows that $\{\varrho_k\}_{k \in \mathbb{N}_0}$ converges to a function $h \in L^{q_1}$. Similarly as in Case 1, we conclude that $f = h$ a.e. It remains to prove that $g = f$ a.e. We have
$$\|f - g\|_{\dot{K}_q^{\alpha,p}} \lesssim \|f - \varrho_k\|_{\dot{K}_q^{\alpha,p}} + \|g - \varrho_k\|_{\dot{K}_q^{\alpha,p}}, \quad k \in \mathbb{N}_0.$$
and
\[ \|f - q_k\|_{K_q^{\alpha,p}}^s \leq \sum_{j=k+1}^{\infty} \|\mathcal{F}^{-1} \varphi_j \ast f\|_{K_q^{\alpha,p}}^\sigma \leq \|f\|_{K_q^{\alpha,p} A_\beta}^\sigma \sum_{j=k+1}^{\infty} 2^{-j\sigma}, \]
where \( \sigma = \min(1, p, q) \). Letting \( k \) tends to infinity, we get \( g = f \) a.e. For the latter case \( 1 < q_1 < q \leq \infty \), we have
\[ \dot{K}_q^{\alpha,p} A_\beta^s \hookrightarrow \dot{K}_q^{0,\max(1,p)} A_\beta^{s-\alpha - \frac{n}{q} + \frac{\alpha}{q_1}}. \]
As in Case 1, \( \{q_k\}_{k \in \mathbb{N}_0} \) converges to a function \( h \in \dot{K}_q^{0,\max(1,p)} \). Then again, similarly to the arguments in Case 1 it is easy to check that \( f = h \) a.e. Therefore, we can conclude that \( g = f \) a.e.

**Case 3.** \( q = 1 \) and \( \alpha \geq 0 \).

*Subcase 3.1.*** \( q = 1 \) and \( \alpha > 0 \). We have
\[ \dot{K}_1^{\alpha,p} B_\beta^s \hookrightarrow L^1, \]
since \( s > \alpha \), see Theorem 4. Substep 1.3. Now one can continue as in Case 2.

*Subcase 3.2.*** \( q = 1 \) and \( \alpha = 0 \). Let \( \alpha_3 \) be a real number such that \( \max(-n, -s) < \alpha_3 < 0 \). From Theorem 1, we get
\[ \dot{K}_1^{0,p} A_\beta^s \hookrightarrow \dot{K}_1^{\alpha_3,p} A_\beta^{s+\alpha_3}. \]
We have
\[ \sum_{k=0}^{\infty} \|\mathcal{F}^{-1} \varphi_k \ast f\|_{K_1^{\alpha_3,\max(1,p)}} \lesssim \|f\|_{K_1^{\alpha_3,p} A_\beta^{s+\alpha_3}} \lesssim \|f\|_{K_1^{0,p} A_\beta^s}, \]
since \( \alpha_3 + s > 0 \). Hence the sequence \( \{q_k\}_{k \in \mathbb{N}_0} \) converges to \( f \) in \( \dot{K}_1^{\alpha_3,\max(1,p)} \), see Case 1. As in Case 2, we obtain \( g = f \) a.e.

**Case 4.** \( 0 < q < 1 \).

*Subcase 4.1.*** \( -\frac{n}{q} < \alpha < 0 \). From the embedding (11) and the fact that \( s > \frac{n}{q} - n \), the sequence \( \{q_k\}_{k \in \mathbb{N}_0} \) converge to \( f \) in \( \dot{K}_1^{\alpha,\max(1,p)} \). As above we prove that \( g = f \) a.e.

*Subcase 4.2.*** \( \alpha \geq 0 \). Recall that
\[ \dot{K}_q^{\alpha,p} A_\beta^s \hookrightarrow \dot{K}_1^{\alpha_4,\max(1,p)} A_\beta^{s-\frac{n}{q} + n - \alpha + \alpha_4}, \]
see Substep 2.2 of the proof of Theorem 1. As in Subcase 3.2 the sequence \( \{q_k\}_{k \in \mathbb{N}_0} \) converges to \( f \) in \( \dot{K}_1^{\alpha_4,\max(1,p)} \). The same arguments above one can conclude that: \( g = f \) a.e.

**Step 2.** In this step we prove that
\[ \|f\|_{K_q^{\alpha,p} F_\beta^s}^s = \left( \int_0^\infty t^{-s\beta} (d_t^M f)_{\beta} \frac{dt}{t} \right)^{1/\beta} \|f\|_{K_q^{\alpha,p} F_\beta^s} \lesssim \|f\|_{K_q^{\alpha,p} F_\beta^s}, \quad f \in \dot{K}_q^{\alpha,p} F_\beta^s. \]
Thus, we need to prove that
\[ \left( \sum_{k=-\infty}^{\infty} 2^{sk\beta} |d_{2^{-k}} f|_{\beta}^3 \right)^{1/3} \|f\|_{K_q^{\alpha,p}} \]
does not exceed \( c \| f \|_{\dot{K}_{q}^{\alpha,p} F_{\beta}^{s}} \). In order to prove we additionally do it into the two Substeps 2.1 and 2.2. The estimate for the space \( \dot{K}_{q}^{\alpha,p} B_{\beta}^{s} \) is similar.

**Substep 2.1.** We will estimate
\[
\left\| \left( \sum_{k=0}^{\infty} 2^{sk\beta} |d_{2^{-k}}^{M} f|^{\beta} \right)^{1/\beta} \right\|_{\dot{K}_{q}^{\alpha,p}}.
\]

Let \( \{ \varphi_j \}_{j \in \mathbb{N}_0} \) be a smooth dyadic resolution of unity. Obviously we need to estimate
\[
\left\{ 2^{ks} \sum_{j=0}^{k} d_{2^{-k}}^{M} (\mathcal{F}^{-1} \varphi_j * f) \right\}_{k \in \mathbb{N}_0}
\]
and
\[
\left\{ 2^{ks} \sum_{j=k+1}^{\infty} d_{2^{-k}}^{M} (\mathcal{F}^{-1} \varphi_j * f) \right\}_{k \in \mathbb{N}_0}.
\]

Recall that
\[
d_{2^{-k}}^{M} (\mathcal{F}^{-1} \varphi_j * f) \lesssim 2^{(j-k)M} (\mathcal{F}^{-1} \varphi_j)^{*,a} f (x)
\]
if \( a > 0, 0 \leq j \leq k, k \in \mathbb{N}_0 \) and \( x \in \mathbb{R}^n \), see, e.g., [11], where the implicit constant is independent of \( j, k \) and \( x \). We choose \( a > \frac{n}{\min(q,\beta)} \). Since \( s < M \), (12) in \( \ell^\beta \)-quasi-norm does not exceed
\[
\left( \sum_{j=0}^{\infty} 2^{js\beta} ((\mathcal{F}^{-1} \varphi_j)^{*,a} f)^{\beta} \right)^{1/\beta}.
\]

By Theorem 3 the \( \dot{K}_{q}^{\alpha,p} \)-quasi-norm of (14) is bounded by \( c \| f \|_{\dot{K}_{q}^{\alpha,p} F_{\beta}^{s}} \).

Now, we estimate (13). We can distinguish two cases as follows:

- **Case 1.** \( \min(q,\beta) \leq 1 \). If \( -\frac{n}{q} < \alpha < n(1 - \frac{1}{q}) \), then \( s > \frac{n}{\min(q,\beta)} - n \). We choose
\[
\max \left( 0, 1 - \frac{s \min(q,\beta)}{n} \right) < \lambda < \min(q,\beta),
\]
which is possible because of
\[
s > \frac{n}{\min(q,\beta)} - n = \frac{n}{\min(q,\beta)} \left( 1 - \min(q,\beta) \right).
\]

Let \( \frac{n}{\min(q,\beta)} < a < \frac{s}{1-\lambda} \). Then \( s > a(1 - \lambda) \). Now, assume that \( \alpha \geq n(1 - \frac{1}{q}) \). Therefore
\[
s > \max \left( \frac{n}{\min(q,\beta)} - n, \frac{n}{q} + \alpha - n \right).
\]

If \( \min(q,\beta) \leq \frac{n}{\frac{q}{q+\alpha}} \), then we choose \( \lambda \) as in (15). If \( \min(q,\beta) > \frac{n}{\frac{q}{q+\alpha}} \), then we choose
\[
\max \left( 0, 1 - \frac{s \min(q,\beta)}{\frac{n}{q} + \alpha} \right) < \lambda < \frac{n}{\frac{n}{q} + \alpha}.
\]
which is possible because of
\[ s > \frac{n}{q} + \alpha - n = \left( \frac{n}{q} + \alpha \right) \left( 1 - \frac{n}{q} + \alpha \right). \]

In that case, we choose \( \frac{n}{q} + \alpha < \frac{s}{2\lambda} \). We set
\[ J_{2,k}(f) = 2^{ks} \sum_{j=k+1}^{\infty} d^M_{2,k}(\mathcal{F}^{-1} \phi_j \ast f), \quad k \in \mathbb{N}_0. \]

Recalling the definition of \( d^M_{2,k}(\phi_j \ast f) \), we have
\[ d^M_{2,k}(\mathcal{F}^{-1} \phi_j \ast f) = \int_B |\Delta^M_{2,kh}(\mathcal{F}^{-1} \phi_j \ast f)| dh \]
\[ \leq \int_B |\Delta^M_{2,kh}(\mathcal{F}^{-1} \phi_j \ast f)|^\lambda dh \sup_{h \in B} |\Delta^M_{2,kh}(\mathcal{F}^{-1} \phi_j \ast f)|^{1-\lambda}. \] (17)

Observe that
\[ |\mathcal{F}^{-1} \phi_j \ast f(x + (M - i)2^{-kh})| \leq c2^{(j-k)\alpha} \phi_j^{*,a} f(x), \quad |h| \leq 1 \] (18)
and
\[ \int_B |\mathcal{F}^{-1} \phi_j \ast f(x + (M - i)2^{-kh})|^\lambda dh \leq c\mathcal{M}(|\mathcal{F}^{-1} \phi_j \ast f|^\lambda)(x). \]
(19)

if \( j > k, i \in \{0, ..., M\} \) and \( x \in \mathbb{R}^n \). Therefore
\[ d^M_{2,k}(\mathcal{F}^{-1} \phi_j \ast f) \leq c2^{(j-k)\alpha(1-\lambda)}(\phi_j^{*,a} f)^{1-\lambda}\mathcal{M}(|\mathcal{F}^{-1} \phi_j \ast f|^\lambda) \]
for any \( j > k \), where the positive constant \( c \) is independent of \( j \) and \( k \). Hence
\[ J_{2,k}(f) \leq c2^{ks} \sum_{j=k+1}^{\infty} 2^{(j-k)\alpha(1-\lambda)}(\phi_j^{*,a} f)^{1-\lambda}\mathcal{M}(|\mathcal{F}^{-1} \phi_j \ast f|^\lambda). \]

Using Lemma 3 we obtain that (13) in \( \ell^\beta \)-quasi-norm can be estimated from above by
\[ c\left( \sum_{j=0}^{\infty} 2^{js\beta}(\phi_j^{*,a} f)^{(1-\lambda)\beta}\left( \mathcal{M}(|\mathcal{F}^{-1} \phi_j \ast f|^\lambda) \right)^{\beta/\lambda} \right)^{1/\beta} \]
\[ \lesssim \left( \sum_{j=0}^{\infty} 2^{js\beta}(\phi_j^{*,a} f)^\beta \left( \sum_{j=0}^{\infty} 2^{js\beta}\left( \mathcal{M}(|\mathcal{F}^{-1} \phi_j \ast f|^\lambda) \right)^{\beta/\lambda} \right)^{\lambda/\beta} \right)^{1/\beta}. \]

Applying the \( \hat{K}_q^{\alpha,p} \)-quasi-norm and using Hölder’s inequality we obtain that
\[ \left\| \left( \sum_{j=0}^{\infty} (J_{2,k}(f))^\beta \right)^{1/\beta} \right\|_{\hat{K}_q^{\alpha,p}} \]
is bounded by
\[
\| f \|_{K_q^{\alpha,p}A^s_\beta} \lesssim \| f \|_{K_q^{\alpha,p}F^s_\beta},
\]
where we have used Lemma 4 and Theorem 3.

- **Case 2.** min(q, β) > 1. Assume that \( \alpha \geq n(1 - \frac{1}{q}) \). Then we choose \( \lambda \) as in (16) and \( \frac{n}{q} + \alpha < a < \frac{n}{1 - \frac{1}{q}} \). If \(-\frac{n}{q} < a < n(1 - \frac{1}{q})\), then we choose \( \lambda = 1 \). The desired estimate can be done in the same manner as in Case 1.

**Substep 2.2.** We will estimate
\[
\| f \|_{K_q^{\alpha,p}A^s_\beta}.
\]

We employ the same notations as in Substep 1.1. Define
\[
H_{k,2}(f)(x) = \int_B \sum_{j=0}^{\infty} \Delta_{2^{k-j}} F^{-1} \varphi_j f(x) dz, \quad k \leq 0, x \in \mathbb{R}^n.
\]

As in the estimation of \( J_{2,k} \), we obtain that
\[
H_{2,k}(f) \lesssim 2^{-k\frac{\lambda}{\lambda - 1}} \sup_{\mathbb{R}^n} \left( (2^{j\lambda} F^{-1} \varphi_j f)^{\frac{1}{\lambda}} \right)^{1-\frac{1}{\lambda}} \mathcal{M} (2^{2j\lambda} F^{-1} \varphi_j f)^{\frac{1}{\lambda}}
\]
and this yields that
\[
\left( \sum_{k=-\infty}^{-1} 2^{sk\lambda} H_{k,2} f \right)^{\frac{1}{\lambda}} \lesssim \sup_{\mathbb{R}^n} \left( (2^{j\lambda} F^{-1} \varphi_j f)^{\frac{1}{\lambda}} \right)^{1-\frac{1}{\lambda}} \mathcal{M} (2^{2j\lambda} F^{-1} \varphi_j f)^{\frac{1}{\lambda}}.
\]

By the same arguments as used in Substep 2.1 we obtain the desired estimate.

**Step 3.** Let \( f \in K_q^{\alpha,p}A^s_\beta \). We will prove that
\[
\| f \|_{K_q^{\alpha,p}A^s_\beta} \lesssim \| f \|_{K_q^{\alpha,p}A^s_\beta}^{*}.
\]

As the proof for \( K_q^{\alpha,p}A^s_\beta \) is similar, we only consider \( K_q^{\alpha,p}F^s_\beta \). Let \( \Psi \) be a function in \( \mathcal{S}(\mathbb{R}^n) \) satisfying \( \Psi(x) = 1 \) for \( |x| \leq 1 \) and \( \Psi(x) = 0 \) for \( |x| \geq \frac{3}{2} \), and in addition radial symmetric. We make use of an observation made by Nikol’skij [28] (see also [31] and [35] Section 3.3.2). We put
\[
\psi(x) = (-1)^{M+1} \sum_{i=0}^{M-1} (-1)^i C_i^M \Psi(x (M - i)).
\]
The function $\psi$ satisfies $\psi(x) = 1$ for $|x| \leq \frac{1}{4}$ and $\psi(x) = 0$ for $|x| \geq \frac{3}{4}$. Then, taking $\varphi_0(x) = \psi(x)$, $\varphi_1(x) = \psi\left(\frac{x}{2}\right) - \psi(x)$ and $\varphi_j(x) = \varphi_1(2^{-j+1}x)$ for $j = 2, 3, \ldots$, we obtain that $\{\varphi_j\}_{j \in \mathbb{N}_0}$ is a smooth dyadic resolution of unity. This yields that

$$\left\| \left( \sum_{j=0}^{\infty} 2^{jn\beta} |\mathcal{F}^{-1}\varphi_j * f|^\beta \right)^{1/\beta} \right\|_{K^q_{a,p}}$$

is a quasi-norm equivalent in $\dot{K}^a_{q,p}$. Let us prove that the last expression is bounded by

$$C \left\| f \right\|_{K^a_{q,p}F^s_{p}}.$$  \hspace{1cm} (20)

We observe that

$$\mathcal{F}^{-1} \varphi_0 * f(x) = (-1)^{M+1} \int_{\mathbb{R}^n} \mathcal{F}^{-1} \Psi(z) \Delta_{-\frac{1}{2}} f(x) dz + f(x) \int_{\mathbb{R}^n} \mathcal{F}^{-1} \Psi(z) dz$$

Moreover, it holds for $x \in \mathbb{R}^n$ and $j = 1, 2, \ldots$

$$\mathcal{F}^{-1} \varphi_j * f(x) = (-1)^{M+1} \int_{\mathbb{R}^n} \Delta_{2^{-j}y} f(x) \tilde{\Psi}(y) dy,$$

with $\tilde{\Psi} = \mathcal{F}^{-1} \Psi - 2^{-n} \mathcal{F}^{-1} \Psi(\cdot/2)$. Now, for $j \in \mathbb{N}_0$ we have

$$\int_{\mathbb{R}^n} |\Delta_{2^{-j}y} f(x)\tilde{\Psi}(y)| dy$$

$$= \int_{|y| \leq 1} |\Delta_{2^{-j}y} f(x)\tilde{\Psi}(y)| dy + \int_{|y| > 1} |\Delta_{2^{-j}y} f(x)\tilde{\Psi}(y)| dy. \hspace{1cm} (21)$$

Thus, we need only to estimate the second term of (21). We write

$$2^{sj} \int_{|y| > 1} |\Delta_{2^{-j}y} f(x)\tilde{\Psi}(y)| dy$$

$$= 2^{sj} \sum_{k=0}^{\infty} \int_{2^k < |y| \leq 2^{k+1}} |\Delta_{2^{-j}y} f(x)\tilde{\Psi}(y)| dv$$

$$\leq c 2^{sj} \sum_{k=0}^{\infty} 2^{n-j-Nk} \int_{2^k < |h| \leq 2^{k+1}} |\Delta_{h}^M f(x)| dh \hspace{1cm} (22)$$

where $N > 0$ is at our disposal and we have used the properties of the function $\tilde{\Psi}$, $|\tilde{\Psi}(x)| \leq c(1+|x|)^{-N}$, for any $x \in \mathbb{R}^n$ and any $N > 0$. Without lost of generality, we may assume $1 \leq \beta \leq \infty$. Now, the right-hand side of (22) in $\ell_\beta$-norm is bounded by

$$c \sum_{k=0}^{\infty} 2^{-Nk} \left( \sum_{j=0}^{\infty} 2^{s(j+n)} \left( \int_{|h| \leq 2^{k-j+1}} |\Delta_{h}^M f(x)| dh \right)^\beta \right)^{1/\beta}. \hspace{1cm} (23)$$

After a change of variable $j - k - 1 = v$, we estimate (23) by

$$c \sum_{k=0}^{\infty} 2^{(s+n-N)k} \left( \sum_{v=-k-1}^{\infty} 2^{sv\beta} (d_{2^{-v}}^M f(x))^{\beta} \right)^{1/\beta} \lesssim \left( \sum_{v=-\infty}^{\infty} 2^{sv\beta} (d_{2^{-v}}^M f(x))^{\beta} \right)^{1/\beta},$$
where we choose \( N > n + s \). Taking the \( \dot{K}_q^{α,p} \)-quasi-norm we obtain the desired estimate \((20)\). The proof is complete.

We would like to mention that

\[
\| f(λ) \|_{\dot{K}_q^{α,p}B_β^s} \approx λ^{−\frac{n}{q}}\| f \|_{\dot{K}_q^{α,p}} + λ^{s−α−\frac{n}{q}}\left( \int_0^∞ t^{−sβ}\|\dot{M}f\|_{\dot{K}_q^{α,p}}^β \frac{dt}{t} \right)^{\frac{1}{β}}
\]  

(24)

and

\[
\| f(λ) \|_{\dot{K}_q^{α,p}F_β^s} \approx λ^{−\frac{n}{q}}\| f \|_{\dot{K}_q^{α,p}} + λ^{s−α−\frac{n}{q}}\left( \int_0^∞ t^{−sβ}(\dot{M}f)^β \frac{dt}{t} \right)^{\frac{1}{β}}\| \dot{K}_q^{α,p}
\]

for any \( λ > 0, 0 < p ≤ ∞, 0 < q ≤ ∞, α > −\frac{n}{q} \), \( \max(σ_q, α − α_0) < s < M \) \( (0 < p, q < ∞ \) and \( \max(σ_q, β, α − α_0) < s < M \) in the \( KF \)-case) and \( M ∈ \mathbb{N} \).

Let \( φ^j(x) = φ_0(2^{−j}x) − φ_0(2^{−j}x) \) for \( j ∈ \mathbb{Z} \) and \( x ∈ \mathbb{R}^n \). In view of \((39)\) we have the following equivalent norm of \( \dot{K}_q^{α,p} \). Let \( 1 < p, q < ∞ \) and \( −\frac{n}{q} < α < n − \frac{n}{q} \). Then

\[
\left\| \left( \sum_{j = −∞}^∞ |F^{-1} φ^j * f|^2 \right)^{1/2} \right\|_{\dot{K}_q^{α,p}} \approx \| f \|_{\dot{K}_q^{α,p}},
\]

holds for all \( f ∈ \dot{K}_q^{α,p} \).

Let \( s ∈ \mathbb{R}, 0 < p, q < ∞, 0 < β ≤ ∞ \) and \( α > −\frac{n}{q} \). We set

\[
\| f \|_{\dot{K}_q^{α,p}B_β^s} = \left( \sum_{j = −∞}^∞ 2^{jsβ}\| F^{-1} φ^j * f \|_{\dot{K}_q^{α,p}}^β \right)^{1/β}
\]

and

\[
\| f \|_{\dot{K}_q^{α,p}F_β^s} = \left( \sum_{j = −∞}^∞ 2^{jsβ}|F^{-1} φ^j * f|^{β} \right)^{1/β} \| \dot{K}_q^{α,p}.\]

**Proposition 1** Let \( s > \max(σ_q, α − n + \frac{n}{q}), 0 < p, q < ∞, 0 < β ≤ ∞ \) and \( α > −\frac{n}{q} \).

(i) Let \( s > \max(σ_q, α − n + \frac{n}{q}) \) and \( f ∈ \dot{K}_q^{α,p}B_β^s \). Then

\[
\| f \|_{\dot{K}_q^{α,p}B_β^s} \approx \| f \|_{\dot{K}_q^{α,p}} + \| f \|_{\dot{K}_q^{α,p}B_β^s},
\]

(ii) Let \( s > \max(σ_q, β, α − n + \frac{n}{q}) \) and \( f ∈ \dot{K}_q^{α,p}F_β^s \). Then

\[
\| f \|_{\dot{K}_q^{α,p}F_β^s} \approx \| f \|_{\dot{K}_q^{α,p}} + \| f \|_{\dot{K}_q^{α,p}F_β^s}.\]

**Proof.** As the proof for (i) is similar, we only consider (ii). We use the following Marschall’s inequality which given in \((23)\) Proposition 1.5], see also \((10)\). Let \( A > 0, R ≥ 1 \). Let \( b ∈ D(\mathbb{R}^n) \) and a function \( g ∈ C^∞(\mathbb{R}^n) \) such that

\[
supp Fg ⊆ \{ ξ ∈ \mathbb{R}^n : |ξ| ≤ AR \} \quad \text{and} \quad \text{supp} b ⊆ \{ ξ ∈ \mathbb{R}^n : |ξ| ≤ A \}.
\]

Then

\[
|F^{-1} b * g(x)| ≤ c(AR)^2−n \| b \|_{B_1^{-n}} M_t(g)(x)
\]
for any $0 < t \leq 1$ and any $x \in \mathbb{R}^n$, where $c$ is independent of $A$, $R$, $x$, $b$, $j$ and $g$. Here $\dot{B}_{1,t}^{\beta}$ denotes the homogeneous Besov spaces. We have

$$\mathcal{F}^{-1}\varphi^j \ast f = \mathcal{F}^{-1}\varphi^j \ast \mathcal{F}^{-1}\varphi_0 \ast f, \quad -j \in \mathbb{N}. $$

Therefore,

$$|\mathcal{F}^{-1}\varphi^j \ast f(x)| \leq c\|\varphi^j\|_{\dot{B}_{1,t}^{\beta}} \mathcal{M}_t(\mathcal{F}^{-1}\varphi_0 \ast f)(x) \leq c2^{j(n-\frac{\beta}{q})} \mathcal{M}_t(\mathcal{F}^{-1}\varphi_0 \ast f)(x), \quad x \in \mathbb{R}^n,$$

where the positive constant $c$ is independent of $j$ and $x$. If we choose $\frac{n}{s+n} < t < \min(1, q, \beta, \frac{n}{\alpha+q})$ then

$$\left( \sum_{j=-\infty}^{-1} 2^{js\beta} |\mathcal{F}^{-1}\varphi^j \ast f|^\beta \right)^{1/\beta} \lesssim \mathcal{M}_t(\mathcal{F}^{-1}\varphi_0 \ast f).$$

Taking the $\dot{K}_q^{\alpha,p}$-quasi-norm and using (2) we obtain

$$\left\| \left( \sum_{j=-\infty}^{\infty} 2^{js\beta} |\mathcal{F}^{-1}\varphi^j \ast f|^\beta \right)^{1/\beta} \right\|_{\dot{K}_q^{\alpha,p}} \lesssim \|f\|_{\dot{K}_q^{\alpha,p} F_\beta^s}.$$

Because of $s > \max(\sigma_q, \alpha - n + \frac{n}{q})$ the series $\sum_{j=0}^{\infty} \mathcal{F}^{-1}\varphi^j \ast f$ converges not only in $\mathcal{S}'(\mathbb{R}^n)$ but almost everywhere in $\mathbb{R}^n$. Then

$$\|f\|_{\dot{K}_q^{\alpha,p}} \lesssim \|\mathcal{F}^{-1}\varphi_0 \ast f\|_{\dot{K}_q^{\alpha,p}} + \left( \sum_{j=1}^{\infty} \|\mathcal{F}^{-1}\varphi^j \ast f\|_{\dot{K}_q^{\alpha,p}}^{\min(1,p,q)} \right)^{1/\min(1,p,q)}.$$

Therefore $\|f\|_{\dot{K}_q^{\alpha,p}} + \|f\|_{\dot{K}_q^{\alpha,p} F_\beta^s}$ can be estimated from above by $c\|f\|_{\dot{K}_q^{\alpha,p} F_\beta^s}$. Obviously

$$\mathcal{F}^{-1}\varphi_0 \ast f = \sum_{j=0}^{N} \mathcal{F}^{-1}\varphi^j \ast f - \sum_{j=1}^{N} \mathcal{F}^{-1}\varphi^j \ast f = g_N + h_N, \quad N \in \mathbb{N}. $$

We have

$$\|h_N\|_{\dot{K}_q^{\alpha,p}} \leq \left( \sum_{j=1}^{\infty} \|\mathcal{F}^{-1}\varphi^j \ast f\|_{\dot{K}_q^{\alpha,p}}^{\min(1,p,q)} \right)^{1/\min(1,p,q)}, \quad N \in \mathbb{N}. $$

By Lebesgue’s dominated convergence theorem, it follows that $\|g_N - f\|_{\dot{K}_q^{\alpha,p}}$ tends to zero as $N$ tends to infinity. Therefore $\|\mathcal{F}^{-1}\varphi_0 \ast f\|_{\dot{K}_q^{\alpha,p}}$ can be estimated from above by the quasi-norm

$$c\|f\|_{\dot{K}_q^{\alpha,p}} + c\|f\|_{\dot{K}_q^{\alpha,p} F_\beta^s}.$$

The proof is complete.

**Proposition 2** Let $s > 0, 1 < p, q < \infty$ and $-\frac{n}{q} < \alpha < n - \frac{n}{q}$. Let

$$\mathcal{S}_0(\mathbb{R}^n) = \{ f \in \mathcal{S}(\mathbb{R}^n) : \text{supp}\mathcal{F}f \subset \mathbb{R}^n \setminus \{0\} \}.$$

Then $\mathcal{S}_0(\mathbb{R}^n)$ is dense in $\dot{K}_q^{\alpha,p}$. 
Proof. Let \( \varphi_0 = \varphi \) be as above. As in \([37]\) it is sufficient to approximate \( f \in \mathcal{S}(\mathbb{R}^n) \) in \( W_{q,k}^{\alpha,p}, k \in \mathbb{N} \), by functions belonging to \( \mathcal{S}_0(\mathbb{R}^n) \). We have

\[
|D^\alpha F^{-1}(\varphi(2^j \cdot) Ff)| = 2^{-jn}|\tilde{\varphi}_j * D^\alpha f| \leq 2^{-jn} M(\tilde{\varphi}_j),
\]

where \( \tilde{\varphi}_j = F^{-1} \varphi(2^{-j} \cdot), j \in \mathbb{N} \) and \( \alpha \in \mathbb{N}^n \). From (2) we obtain

\[
\|D^\alpha F^{-1}(\varphi(2^j \cdot) Ff)\|_{K_{q,p}^\alpha} \leq c 2^{-jn} \|\tilde{\varphi}_j\|_{K_{q,p}^\alpha} \leq c 2^{j(\frac{n}{q} - n + \alpha)},
\]

where the positive constant \( c \) is independent of \( j \). Since \( \alpha < n - \frac{n}{q} \), we obtain that \( f - F^{-1}(\varphi(2^j \cdot) Ff) \) approximate \( f \in \mathcal{S}(\mathbb{R}^n) \) in \( \dot{W}_{q,k}^{\alpha,p}, k \in \mathbb{N} \). The proof of the proposition is complete.

**Proposition 3** Let \( s > 0, 1 < p, q < \infty \) and \(-\frac{n}{q} < \alpha < n - \frac{n}{q}\). Let \( f \in \dot{W}_{q,s}^{\alpha,p} \). Then

\[
\|f\|_{\dot{W}_{q,s}^{\alpha,p}} \approx \|f\|_{K_{q,p}^\alpha} + \|(-\Delta)^{\frac{s}{2}} f\|_{K_{q,p}^\alpha},
\]

where

\[
(-\Delta)^{\frac{s}{2}} f = F^{-1}((|\xi|^s F f).
\]

**Proof.** Let \( f \in \mathcal{S}_0(\mathbb{R}^n) \). We apply Marschall’s inequality to \( g_j = F^{-1}(\varphi^j |x|^s F f), j \in \mathbb{Z} \) and \( b_j(x) = 2^{js}|x|^{-s} \psi_j(x), j \in \mathbb{Z}, x \in \mathbb{R}^n \) where

\[
\varphi^j(x) = \varphi_0(2^{-j} x) - \varphi_0(2^{1-j} x), \quad \psi_j = \varphi^{j-1} + \varphi^j + \varphi^{j+1}, \quad j \in \mathbb{Z}, x \in \mathbb{R}^n.
\]

Then

\[
|F^{-1} b_j * g_j(x)| \leq c \|b_j\|_{B^1_{p,1}} M(F^{-1}(\varphi^j |\xi|^s F f))(x) \leq c M(F^{-1}(\varphi^j |\xi|^s F f))(x)
\]

for any \( j \in \mathbb{Z} \) and any \( x \in \mathbb{R}^n \), where \( c \) is independent of \( j \). Let \( j \in \mathbb{Z} \). In view of the fact that

\[
F^{-1} \varphi^j * f = F^{-1}(\varphi^j F f) = 2^{-js} F^{-1}(2^{js} |\xi|^{-s} \psi_j |x|^s \varphi^j F f) = 2^{-js} F^{-1}(b_j |\xi|^s \varphi^j F f),
\]

by Lemma 4 and (23) we obtain

\[
\left\| \left( \sum_{j=-\infty}^{\infty} 2^{js} |F^{-1} \varphi^j * f|^2 \right)^{\frac{1}{2}} \right\|_{K_{q,p}^\alpha} \lesssim \left\| \left( \sum_{j=-\infty}^{\infty} |F^{-1}(\varphi^j |\xi|^s F f)|^2 \right)^{\frac{1}{2}} \right\|_{K_{q,p}^\alpha}
\]

\[
\lesssim \|F^{-1}(\varphi^j |\xi|^s F f)\|_{K_{q,p}^\alpha}.
\]

The same arguments can be used to prove the opposite inequality in view of the fact that

\[
F^{-1}(\varphi^j |\xi|^s F f) = F^{-1}(2^{-js} \psi_j |\xi|^s 2^{js} \varphi^j F f) = F^{-1}(b_j 2^{js} \varphi^j F f), \quad j \in \mathbb{Z}.
\]

The rest follows by Propositions 1 and 2. The proof is complete.

**Definition 5** Let \( 0 < u \leq p < \infty \). The Morrey space \( M^p_u \) is defined to be the set of all \( u \)-locally Lebesgue-integrable functions \( f \) on \( \mathbb{R}^n \) such that

\[
\|f\|_{M^p_u} = \sup |B|^{\frac{1}{p} - \frac{1}{u}} \|f \chi_B\|_u < \infty,
\]

where the supremum is taken over all balls \( B \) in \( \mathbb{R}^n \).
Remark 4 The Morrey spaces $M_u^p$ are quasi-Banach spaces, Banach spaces for $u \geq 1$, were introduced by Morrey to study some PDE’s, see [26]. One can easily seen that $M_p^p = L^p$ and that for $0 < u < v \leq p < \infty$,

$$M_u^p \hookrightarrow M_v^p.$$ 

The Sobolev Morrey spaces are defined as follows.

Definition 6 Let $1 < u \leq p < \infty$ and $m = 1, 2, \ldots$. The Sobolev Morrey space $M_u^{m,p}$ is defined to be the set of all $u$-locally Lebesgue-integrable functions $f$ on $\mathbb{R}^n$ such that

$$\|f\|_{M_u^{m,p}} = \|f\|_{M_u^p} + \sum_{|\alpha| \leq m} \|D^\alpha f\|_{M_u^p} < \infty.$$ 

Let now recall the definition of Besov-Morrey and Triebel-Lizorkin-Morrey spaces. Let $\{\varphi_j\}_{j \in \mathbb{N}_0}$ be a resolution of unity, see Section 2.

Definition 7 Let $s \in \mathbb{R}$, $0 < u \leq p < \infty$ and $0 < q \leq \infty$. The Besov-Morrey space $N_{p,q,u}^s$ is the collection of all $f \in \mathcal{S}'(\mathbb{R}^n)$ such that

$$\|f\|_{N_{p,q,u}^s} = \left( \sum_{j=0}^{\infty} 2^{jsq} \left\| F^{-1} \varphi_j * f \right\|_{M_u^p}^q \right)^{1/q} < \infty.$$ 

In the limiting case $q = \infty$ the usual modification is required. The Triebel-Lizorkin-Morrey space $E_{p,q,u}^s$ is the collection of all $f \in \mathcal{S}'(\mathbb{R}^n)$ such that

$$\|f\|_{E_{p,q,u}^s} = \left\| \left( \sum_{j=0}^{\infty} 2^{jsq} \left| F^{-1} \varphi_j * f \right|^q \right)^{1/q} \right\|_{M_u^p} < \infty.$$ 

In the limiting case $q = \infty$ the usual modification is required.

We have

$$E_{p,2,u}^m = M_u^{m,p}, \quad m \in \mathbb{N}, \quad 1 < u \leq p < \infty,$$

with equivalent norms, see [32] Theorem 3.1]. In particular, we have that

$$E_{p,2,u}^0 = M_u^p, \quad 1 < u \leq p < \infty,$$

also in the sense of with equivalent norms, see [24] Proposition 4.1].

Theorem 6 Let $s_i \in \mathbb{R}$, $0 < q_i \leq \infty$, $0 < u_i \leq p_i < \infty$, $i = 1, 2$. There is a continuous embedding

$$E_{p_1,q_1,u_1}^{s_1} \hookrightarrow E_{p_2,q_2,u_2}^{s_2}$$

if, and only if,

$$p_1 \leq p_2 \quad \text{and} \quad \frac{u_2}{p_2} \leq \frac{u_1}{p_1}$$

and

$$s_1 - \frac{n}{p_1} > s_2 - \frac{n}{p_2} \quad \text{or} \quad s_1 - \frac{n}{p_1} = s_2 - \frac{n}{p_2} \quad \text{and} \quad p_1 \neq p_2.$$ 

For the proof of these Sobolev embeddings, see [13] Theorem 3.1].

Remark 5 A detailed study of Besov-Morrey and Triebel-Lizorkin-Morrey spaces including their history and properties can be found in [13, 24, 25, 32, 44] and references therein.
3 Caffarelli-Kohn-Nirenberg inequalities

As mentioned in the introduction, Caffarelli-Kohn-Nirenberg inequalities play a crucial role to study regularity and integrability for solutions of nonlinear partial differential equations, see [14, 43]. The main aim of this section is to extend these inequalities to more general function spaces. Let \( \{\varphi_j\}_{j \in \mathbb{N}_0} \) be a resolution of unity and

\[
Q_J f = \sum_{j=0}^{J} \mathcal{F}^{-1} \varphi_j \ast f, \quad J \in \mathbb{N}, \ f \in \mathcal{S}'(\mathbb{R}^n).
\]

3.1 CKN inequalities in Herz-type Besov and Triebel-Lizorkin spaces

In this section, we investigate the Caffarelli, Kohn and Nirenberg inequalities in \( \dot{K}^{\alpha,p}_q A^r_\beta \) spaces. The main results of this section based on the following proposition.

Proposition 4 Let \( \alpha_1, \alpha_2 \in \mathbb{R}, \sigma \geq 0, 1 < r, v < \infty, 0 < \tau, u \leq \infty \) and

\[
-\frac{n}{v} < \alpha_1 < n - \frac{n}{v}.
\]

(i) Assume that \( 1 < u \leq v < \infty \) and \( \alpha_2 \geq \alpha_1 \). Then for all \( f \in \dot{K}^{\alpha_2,\delta}_u \cap \mathcal{S}'(\mathbb{R}^n) \) and all \( J \in \mathbb{N} \),

\[
\|Q_J f\|_{\dot{K}^{\alpha_1,\sigma}_v A^r_\beta} \leq c 2^{J(\frac{\tau}{\sigma} - \frac{\tau}{r} + \alpha_2 - \alpha_1 + \sigma)} \|f\|_{\dot{K}^{\alpha_2,\delta}_u},
\]

where

\[
\delta = \begin{cases} r, & \text{if } \alpha_2 = \alpha_1, \\ \tau, & \text{if } \alpha_2 > \alpha_1 \end{cases}
\]

and the positive constant \( c \) is independent of \( J \).

(ii) Assume that \( 1 < v \leq u < \infty \) and \( \alpha_2 \geq \alpha_1 + \frac{n}{v} - \frac{n}{u} \). Then for all \( f \in \dot{K}^{\alpha_2,\delta}_u \cap \mathcal{S}'(\mathbb{R}^n) \) and all \( J \in \mathbb{N} \), (27) holds where the positive constant \( c \) is independent of \( J \) and

\[
\delta = \begin{cases} r, & \text{if } \alpha_2 = \alpha_1 + \frac{n}{v} - \frac{n}{u}, \\ \tau, & \text{if } \alpha_2 > \alpha_1 + \frac{n}{v} - \frac{n}{u}. \end{cases}
\]

Proof. By similarity, we only give the proof for (i). Let \( \sigma = \theta m + (1 - \theta)0, \alpha \in \mathbb{N}^n \) with \( 0 < \theta < 1 \) and \( |\alpha| \leq m \). From (3) we have

\[
\|Q_J f\|_{\dot{K}^{\alpha_1,\sigma}_v A^r_2} \leq \|Q_J f\|_{\dot{K}^{1-\theta,\sigma}_v A^r_2} \|Q_J f\|_{\dot{K}^{\theta,\sigma}_v A^r_2}.
\]

Observe that

\[
\dot{K}^{\alpha_1,\sigma}_v A^r_2 = \dot{I}^{\alpha_1,\sigma}_{v,\sigma}, \ \dot{K}^{\alpha_1,\sigma}_v A^m_2 = \dot{W}^{\alpha_1,\sigma}_{v,m}, \ \text{and} \ \dot{K}^{\alpha_1,\sigma}_v A^0_2 = \dot{K}^{\alpha_1,\sigma}_v,
\]

see (3), (4) and (5). It follows that

\[
\|Q_J f\|_{\dot{K}^{\alpha_1,\sigma}_v} \leq \|Q_J f\|_{\dot{K}^{1-\theta,\sigma}_v} \|Q_J f\|_{\dot{W}^{\alpha_1,\sigma}_{v,m}},
\]

where the positive constant \( c \) is independent of \( J \). Observe that

\[
Q_J f = 2^{jn} \mathcal{F}^{-1} \varphi_0(2^J \cdot) \ast f.
\]
Therefore,
\[ D^\alpha(Q_j f) = 2^{J(\alpha+n)} \omega_f \ast f = 2^{J(\alpha)} \tilde{Q}_j f, \quad |\alpha| \leq m \]
with \( \omega_f(x) = D^\alpha(F^{-1}\varphi_0)(2^J x), \quad x \in \mathbb{R}^n \). Recall that
\[ \|Q_j f\| \lesssim \mathcal{M}(f). \]

Applying Lemma 1 and the estimate (2), we obtain
\[ \|D^\alpha(Q_j f)\|_{\dot{K}_{u_1,r}^{\alpha_1,r}} \leq c2^{J(\frac{n}{u}+\alpha_2-\alpha_1+|\alpha|)} \|\tilde{Q}_j f\|_{\dot{K}_{u_2}^{\alpha_2,\delta}} \leq c2^{J(\frac{n}{u}+\alpha_2-\alpha_1+m)} \|f\|_{\dot{K}_{u_3}^{\alpha_2,\delta}} \]
for any \( |\alpha| \leq m \). This finish the proof.

**Remark 6** With \( \alpha_1 = \alpha_2 = 0 \) and \( r = v \) the estimation (27) can be rewritten as
\[ \|Q_j f\|_{H^\varphi} \leq c2^{J(\frac{n}{u}+\sigma)} \|f\|_{\dot{K}_{u}^{\alpha,v}} \leq c2^{J(\frac{n}{u}+\sigma)} \|f\|_{u}, \]
because of \( 1 < u \leq v < \infty \) which has been proved by Triebel in [37, Proposition 4.5].

Now we are in position to state the main results of this section.

**Theorem 7** Let \( 0 < p, \tau, \beta, \varphi < \infty, \ 1 < r, v, u < \infty, \sigma \geq 0, \)
\[ -\frac{n}{v} < \alpha_1 < \frac{n}{v}, \quad -\frac{n}{u} < \alpha_2 < \frac{n}{u}, \quad \alpha_3 > \frac{n}{u}, \quad v \geq \max(p,u), \quad 0 < \sigma < 1, \]
and
\[ s - \frac{n}{p} + \frac{n}{u} + \alpha_2 - \alpha_3 > \sigma - \frac{n}{v} + \alpha_2 - \alpha_1 + \frac{n}{u} > 0 \]
\[ \sigma - \frac{n}{v} = -(1-\theta)\frac{n}{u} + \theta \left( s - \frac{n}{p} \right) + \alpha_1 - \left( (1-\theta)\alpha_2 + \theta \alpha_3 \right), \quad 0 < \theta < 1. \]

Assume that \( s > \sigma_{p,\beta} \) in the \( KF \)-case.

(i) Let \( \alpha_1 \leq \alpha_2 \leq \alpha_3 \). There is a constant \( c > 0 \) such that for all \( f \in \dot{K}_{u}^{\alpha_2,\delta} \cap \dot{K}_{p}^{\alpha_3,\delta_1} B_{\beta} \),
\[ \|f\|_{\dot{K}_{u}^{\alpha_1,\varphi}} \leq c\|f\|_{\dot{K}_{p}^{\alpha_2,\beta}} \|f\|_{\dot{K}_{p}^{\alpha_3,\delta_1} B_{\beta}} \]
with
\[ \delta = \begin{cases} \tau, & \text{if } \alpha_2 = \alpha_1, \\ r, & \text{if } \alpha_2 > \alpha_1. \end{cases} \]
and
\[ \delta_1 = \begin{cases} r, & \text{if } \alpha_3 = \alpha_1, \\ \varphi, & \text{if } \alpha_3 > \alpha_1. \end{cases} \]

(ii) Let \( \frac{1}{r} \leq (1-\theta)\frac{n}{u} + \theta \frac{n}{p} \) and
\[ \alpha_1 = (1-\theta)\alpha_2 + \theta \alpha_3. \]
There is a constant \( c > 0 \) such that for all \( f \in \dot{K}_{u}^{\alpha_2,\varphi} F_{\infty}^0 \cap \dot{K}_{p}^{\alpha_3,\delta} A_{\infty}^s \),
\[ \|f\|_{\dot{K}_{u}^{\alpha,\varphi}} \leq c \|f\|_{\dot{K}_{p}^{\alpha_2,\varphi} F_{\infty}^0} \|f\|_{\dot{K}_{p}^{\alpha_3,\delta} A_{\infty}^s}. \]
Proof.
Proof of (i). For technical reasons, we split the proof into two steps.
Step 1. We consider the case $p \leq u$. Let

$$ f = \sum_{j=0}^{\infty} F^{-1} \varphi_j * f, \quad f \in \mathcal{S}'(\mathbb{R}^n). $$

Then it follows that

$$ f = \sum_{j=0}^{J} F^{-1} \varphi_j * f + \sum_{j=J+1}^{\infty} F^{-1} \varphi_j * f $$

$$ = Q_j f + \sum_{j=J+1}^{\infty} F^{-1} \varphi_j * f, \quad J \in \mathbb{N}. $$

Hence

$$ \| f \|_{K_v^{1, \sigma}} \leq \| Q_j f \|_{K_v^{1, \sigma}} + \| \sum_{j=J+1}^{\infty} F^{-1} \varphi_j * f \|_{K_v^{1, \sigma}}. $$

Using Proposition 4, it follows that

$$ \| Q_j f \|_{K_v^{1, \sigma}} \lesssim 2^{j(\frac{n}{p} - \frac{n}{v} + \alpha_2 - \alpha_1 + \sigma)} \| f \|_{K_v^{0, \delta_1}}. $$

From the embedding

$$ \dot{K}_v^{\alpha_1, \sigma} B_1^\sigma \hookrightarrow \dot{K}_v^{1, \sigma}, $$

see (7), the last norm in (32) can be estimated by

$$ c \sum_{j=J+1}^{\infty} 2^{j \sigma} \| F^{-1} \varphi_j * f \|_{K_v^{1, \sigma}} \lesssim \sum_{j=J+1}^{\infty} 2^{j(\frac{n}{p} - \frac{n}{v} + \alpha_2 - \alpha_1 + \sigma)} \| F^{-1} \varphi_j * f \|_{K_v^{0, \delta_1}} $$

$$ \lesssim 2^{j(\frac{n}{p} - \frac{n}{v} + \alpha_2 - \alpha_1 + s + \sigma)} \| f \|_{K_v^{0, \delta_1} B_1^\delta}. $$

by Lemma 1 where the last estimate follows by (29). Plug (33) and (35) into (32) we obtain

$$ \| f \|_{K_v^{1, \sigma}} \lesssim 2^{j(\frac{n}{p} - \frac{n}{v} + \alpha_2 - \alpha_1 + \sigma)} \| f \|_{K_v^{0, \delta_1} B_1^\delta} + 2^{j(\frac{n}{p} - \frac{n}{v} + \alpha_2 - \alpha_1 - s + \sigma)} \| f \|_{K_v^{0, \delta_1} B_1^\delta} $$

$$ + 2^{j(\frac{n}{p} - \frac{n}{v} + \alpha_2 - \alpha_1 + s)} \left( \| f \|_{K_v^{0, \delta_1} B_1^\delta} + 2^{j(\frac{n}{p} - \frac{n}{v} - s - \alpha_2 + \alpha_3)} \| f \|_{K_v^{0, \delta_1} B_1^\delta} \right), $$

with some positive constant $c$ independent of $J$. Again from, Lemma 1 it follows that

$$ \dot{K}_v^{\alpha_3, \delta_1} B_1^\delta \hookrightarrow \dot{K}_u^{0, \delta}, $$

since $s - \frac{n}{p} + \frac{n}{u} + \alpha_2 - \alpha_3 > 0$. We choose $J \in \mathbb{N}$ such that

$$ 2^{j(\frac{n}{p} - \frac{n}{v} - s - \alpha_2 + \alpha_3)} \approx \| f \|_{K_v^{0, \delta_1} B_1^\delta} \| f \|_{K_v^{0, \delta_1} B_1^\delta}^{-1}. $$

We obtain

$$ \| f \|_{K_v^{1, \sigma}} \lesssim \| f \|_{K_v^{0, \delta_1} B_1^\delta}^{-1} \| f \|_{K_v^{0, \delta_1} B_1^\delta}. $$
By (29) one has \( s > \max \left( \sigma_p, \alpha_3 - n + \frac{n}{p} \right) \) and by the fact that \(-\frac{n}{u} < \alpha_2 < n - \frac{n}{u}\),

\[
\sigma > \max \left( 0, \alpha_1 + \frac{n}{v} - n \right)
\]

and Theorem [5] or Proposition [1] can be used. Therefore

\[
\|f\|_{\hat{K}^{\alpha_1, r}_u \hat{F}^2} \lesssim \|f\|_{\hat{K}^{\alpha_1, r}_u}
\]

and

\[
\|f\|_{\hat{K}^{\alpha_1, r}_u \hat{F}^2} \lesssim \|f\|^{1-\theta}_{\hat{K}^{\alpha_2, \delta}_u} \left( \|f\|_{\hat{K}^{\alpha_3, \delta_1}_p} + \|f\|_{\hat{K}^{\alpha_3, \delta_1}_p} \right)^\theta.
\]

In this estimate replace \( f \) by \( f(\lambda \cdot) \) we obtain

\[
\|f\|_{\hat{K}^{\alpha_1, r}_u \hat{F}^2} \lesssim \|f\|^{1-\theta}_{\hat{K}^{\alpha_2, \delta}_u} \left( \lambda^{-s} \|f\|_{\hat{K}^{\alpha_3, \delta_1}_p} + \|f\|_{\hat{K}^{\alpha_3, \delta_1}_p} \right)^\theta.
\]

Taking \( \lambda \) large enough we obtain (31) but with \( p \leq u \).

**Step 2.** We consider the case \( u < p \). Taking \( \lambda > 0 \) large enough such that

\[
\frac{\|f(\lambda \cdot)\|_{\hat{K}^{\alpha_2, \delta}_u}}{\|f(\lambda \cdot)\|_{\hat{K}^{\alpha_3, \delta_1}_p}} \leq 1,
\]

which is possible because of \( s - \frac{n}{p} + \frac{n}{u} + \alpha_2 - \alpha_3 > 0 \), see (24). As in Step 1, with \( f(\lambda \cdot) \) in place of \( f \) and (37) in place of (36), we obtain the desired estimate. The proof of (i) is complete.

**Proof of (ii).** Observe that

\[
\frac{n}{v_1} = \frac{n}{v} + \theta s - \sigma = (1 - \theta) \frac{n}{u} + \theta \frac{n}{p}
\]

and \( \frac{\sigma}{s} \leq \theta < 1 \). Therefore

\[
\hat{K}^{\alpha_1, r}_u F_{\infty}^{\theta s} \hookrightarrow \hat{K}^{\alpha_1, r}_{v_1, \sigma},
\]

see Theorems [1]. From (3), (5) and (6), we obtain

\[
\|f\|_{\hat{K}^{\alpha_1, r}_u F_{\infty}^{\theta s}} \leq \|f\|^{1-\theta}_{\hat{K}^{\alpha_2, \delta}_u F_{\infty}^{\theta s}} \|f\|_{\hat{K}^{\alpha_3, \delta_1}_p F_{\infty}^{\theta s}}.
\]

We have

\[
\hat{K}^{\alpha_3, p}_{\infty} A_{\beta} \hookrightarrow \hat{K}^{\alpha_3, p}_{\infty} F_{\infty}^{\theta s}.
\]

This finishes the proof of (ii). The proof is complete.

**Remark 7** (i) Taking \( \alpha_1 = \alpha_2 = \alpha_3 = 0 \) and \( r = v \) we obtain

\[
\|f\|_{H^\sigma} \leq c \|f\|^{1-\theta}_{\hat{K}^{0, v}_u} \|f\|_{\hat{K}^{0, v}_u B^\sigma_\beta}
\]

\[
\leq c \|f\|_{u}^{1-\theta} \|f\|_{B^\sigma_\beta}^\theta
\]

for all \( f \in L_u \cap B^\sigma_\beta \), because of \( L_u \hookrightarrow \hat{K}^{0, v}_u \) and \( \hat{B}^\sigma_\beta = \hat{K}^{0, p}_u \hat{B}^\sigma_{v, \beta} \hookrightarrow \hat{K}^{0, v}_u \hat{B}^\sigma_{\beta}, \) which has been proved by Triebel in [37, Theorem 4.6].
(ii) Under the hypothesis of Theorem 7(ii), with \( 0 < p < \frac{n}{\alpha} \) and \( \frac{1}{r} \leq (1 - \theta) \frac{n}{\alpha} + \theta \left( \frac{n}{p} - s + \frac{\sigma}{\theta} \right) \), we have

\[
\| f \|_{K_{v,u}^{\alpha,\tau}} \leq C \| f \|_{K_{v,u}^{\alpha,2,\tau}} \| f \|_{K_p^{\alpha_3,1,\tau}} A_{\kappa}^s
\]

for all \( f \in K_{u}^{\alpha,2,\tau} F_2^{0} \cap K_p^{\alpha_3,1,\tau} A_{\kappa}^s \), where

\[
\kappa = \begin{cases} 
\frac{1}{p-s+\theta}, & \text{if } A = B, \\
\infty, & \text{if } A = F.
\end{cases}
\]

Indeed, observe that

\[
\frac{n}{v} = (1 - \theta) \frac{n}{u} + \theta \left( \frac{n}{p} - s + \frac{\sigma}{\theta} \right) = (1 - \theta) \frac{n}{u} + \theta \frac{n}{u_1}
\]

and \( \frac{\sigma}{\theta} - s \leq 0 \). Therefore, from (3), (5) and (6), we obtain

\[
\| f \|_{K_{v,u}^{\alpha,\tau}} \leq \| f \|_{K_{u}^{\alpha_3,1,\tau} F_2^{0}} \| f \|_{K_p^{\alpha_3,1,\tau} A_{\kappa}^s}.
\]

The result follows by

\[
K_{p}^{\alpha_3,1,\tau} A_{\kappa}^s \hookrightarrow K_{u}^{\alpha,2,\tau} F_2^{0},
\]

see Theorems 1 and 2.

**Theorem 8** Let \( \alpha_1, \alpha_2, \alpha_3 \in \mathbb{R}, 0 < p, \tau, \beta, \theta \leq \infty, 1 < r, v, u < \infty, \)

\[
s - \frac{n}{p} + \frac{n}{u} + \alpha_2 - \alpha_3 > -\frac{n}{v} + \alpha_2 - \alpha_1 + \frac{n}{u} > 0
\]

and

\[
\frac{n}{v} = (1 - \theta) \frac{n}{u} + \theta \left( \frac{n}{p} - s \right) - \alpha_1 + (1 - \theta) \alpha_2 + \theta \alpha_3, \quad 0 < \theta < 1.
\]

Assume that \( 0 < p, \tau < \infty \) and \( s > \sigma_{p,\beta} \) in the \( KF \)-case.

Let \( \delta \) and \( \delta_1 \) be as in Theorem 7(i). Let \( \alpha_1 \leq \alpha_2 \leq \alpha_3, v \geq \max(u,p), \alpha_1 > -\frac{n}{v}, -\frac{n}{u} < \alpha_2 < n - \frac{n}{u} \) and \( \alpha_3 > -\frac{n}{u} \). We have

\[
\| f \|_{K_{v,u}^{\alpha_1,\tau}} \lesssim \| f \|_{K_{v,u}^{\alpha_2,\tau}} \| f \|_{K_p^{\alpha_3,\delta,\delta_1} A_{\beta}^s},
\]

holds for all \( f \in K_{u}^{\alpha_2,\delta} \cap K_p^{\alpha_3,\delta_1} A_{\beta}^s \).

**Proof.** We employ the same notation and conventions as in Theorem 7. As in Proposition 4

\[
\| Q_j f \|_{K_{v,u}^{\alpha_1,\tau}} \lesssim 2^{J \left( \frac{n}{p} - \frac{n}{u} + \alpha_2 - \alpha_1 \right)} \| f \|_{K_{v,u}^{\alpha_2,\delta}}, \quad J \in \mathbb{N}.
\]

Therefore,

\[
\| f \|_{K_{v,u}^{\alpha_1,\tau}} \lesssim 2^{J \left( \frac{n}{p} - \frac{n}{u} + \alpha_2 - \alpha_1 \right)} \| f \|_{K_{v,u}^{\alpha_2,\delta}} + \sum_{j=J+1}^{\infty} \| F^{-1} \varphi_j \ast f \|_{K_{v,u}^{\alpha_1,\tau}}, \quad J \in \mathbb{N}.
\]

Repeating the same arguments of Theorem 7 we obtain the desired estimate.
Remark 8 Under the same hypothesis of Theorem 8 with $1 < p < \infty, -\frac{n}{p} < \alpha_3 < n - \frac{n}{p}, r = v$ and $\beta = 2,$ we obtain

$$
\| | \cdot |^{\alpha_1} f \|_v \lesssim \| f \|^{1-\theta}_{K^{\alpha_2,v}_u} \| f \|^{\theta}_{K^{\alpha_3,v}_p}
$$

$$
\lesssim \| | \cdot |^{\alpha_2} f \|^{1-\theta}_u \| f \|^{\theta}_{K^{\alpha_3,v}_p}
$$

$$
\lesssim \| | \cdot |^{\alpha_2} f \|^{1-\theta}_u \| f \|^{\theta}_{\tilde{K}^{\alpha_3,v}}
$$

for all $f \in L^u(\mathbb{R}^n, | \cdot |^{\alpha_2}) \cap \tilde{K}^{\alpha_3,v}_u,$ because of

$$
K^{\alpha_2,u}_u \hookrightarrow K^{\alpha_2,v}_u \quad \text{and} \quad \tilde{K}^{\alpha_3,v}_p \hookrightarrow \tilde{K}^{\alpha_3,v}_u.
$$

In particular if $s = m \in \mathbb{N},$ then we obtain

$$
\| | \cdot |^{\alpha_1} f \|_v \lesssim \| f \|^{{1-\theta}}_{K^{\alpha_2,v}_u} \left( \sum_{|\beta| \leq m} \| \partial^\beta f \|_{K^{\alpha_3,v}_p} \right)^{\theta}
$$

$$
\lesssim \| | \cdot |^{\alpha_2} f \|^{{1-\theta}}_u \left( \sum_{|\beta| \leq m} \| \cdot \|^{\alpha_3} \partial^\beta f \|_{K^{\alpha_3,v}_p} \right)^{\theta}
$$

for all $f \in L^u(\mathbb{R}^n, | \cdot |^{\alpha_2}) \cap W^m_p(\mathbb{R}^n, | \cdot |^{\alpha_3}).$ As in \[37, Theorem 4.6\] replace $f(\lambda)$ with $\lambda > 0,$ the sum $\sum_{|\beta| \leq m} \cdots$ can be replaced by $\sum_{0<|\beta|\leq m} \cdots.$

From Proposition 3 and Theorem 7/(i) we obtain the following statement.

**Theorem 9** Let $1 < p, p < \infty, 0 < \tau \leq \infty, 1 < r, v, u < \infty, \sigma \geq 0,$ \((28), (29)\) and \((30)\) with $\alpha_3 < n - \frac{n}{p}.$ Let $\alpha_1 \leq \alpha_2 \leq \alpha_3.$ There is a constant $c > 0$ such that for all $f \in \tilde{K}^{\alpha_2,\delta} \cap \tilde{K}^{\alpha_3,\delta_1},$

$$
\| (-\Delta^\delta f) \|_{K^{\alpha_1,\tau}} \leq c \| f \|^{{1-\theta}}_{K^{\alpha_2,\delta}} \| (-\Delta^\delta f) \|^{\theta}_{K^{\alpha_3,\delta_1}}
$$

with

$$
\delta = \left\{ \begin{array}{ll}
\tau, & \text{if } \alpha_2 = \alpha_1, \\
\theta, & \text{if } \alpha_2 > \alpha_1,
\end{array} \right. \quad \text{and} \quad \delta_1 = \left\{ \begin{array}{ll}
\tau, & \text{if } \alpha_3 = \alpha_1, \\
\theta, & \text{if } \alpha_3 > \alpha_1.
\end{array} \right.
$$

In the next we study the case when $p \leq v < u$ in Theorem 7.

**Theorem 10** Let $0 < p, \tau < \infty, 0 < \beta, \kappa \leq \infty, 1 < r, v < \infty, \sigma \geq 0, 1 < u < \infty,$

$$
-\frac{n}{u} < \alpha_1 < n - \frac{n}{u}, \quad -\frac{n}{u} < \alpha_2 < n - \frac{n}{u}, \quad \alpha_3 > -\frac{n}{p},
$$

$$
s - \frac{n}{p} + \frac{n}{u} + \alpha_2 - \alpha_3 > \sigma - \frac{n}{v} + \alpha_2 - \alpha_1 + \frac{n}{u} > 0
$$

and

$$
\sigma - \frac{n}{v} = -(1 - \theta)\frac{n}{u} + \theta \left( s - \frac{n}{p} \right) + \alpha_1 - ((1 - \theta)\alpha_2 + \theta\alpha_3), \quad 0 < \theta < 1.
$$
(i) Let \( p \leq v < u, \alpha_2 - \alpha_1 > \frac{n}{v} - \frac{n}{u} \) and \( \alpha_3 = \alpha_2 \). There is a constant \( c > 0 \) such that for all \( f \in K_{u}^{\alpha_2, \tau} \cap K_{p}^{\alpha_3, \tau} F_{\beta}^{s} \),

\[
\| f \|_{k_{v,a}^{\alpha_1, r}} \leq c \| f \|_{K_{u}^{\alpha_2, \tau}}^{1-\theta} \| f \|_{K_{p}^{\alpha_3, \tau} F_{\beta}^{s}}^{\theta},
\]

(39)

(ii) Let \( p \leq v < u, \alpha_2 - \alpha_1 > \frac{n}{v} - \frac{n}{u} \) and \( \alpha_3 > \alpha_2 \). There is a constant \( c > 0 \) such that (39) holds for all \( f \in K_{u}^{\alpha_2, \tau} \cap K_{p}^{\alpha_3, \alpha} F_{\beta}^{s} \) with \( K_{p}^{\alpha_3, \alpha} F_{\beta}^{s} \) in place of \( K_{p}^{\alpha_3, \tau} F_{\beta}^{s} \).

**Proof.** Recall that, as in Theorem 7, one has the estimate

\[
\| f \|_{k_{v,a}^{\alpha_1, r}} \leq \| Qf \|_{k_{v,a}^{\alpha_1, r}} + \| \sum_{j=J+1}^{\infty} \mathcal{F}^{-1} \varphi_j * f \|_{k_{v,a}^{\alpha_1, r}}, \quad J \in \mathbb{N}.
\]

From Proposition 4/ (ii),

\[
\| Qf \|_{k_{v,a}^{\alpha_1, r}} \leq c 2^{J(\frac{n}{u}-\frac{n}{v}+\alpha_2-\alpha_1+\sigma)} \| f \|_{K_{u}^{\alpha_2, \tau}},
\]

which is possible since

\[
\frac{n}{v} + \alpha_1 - \alpha_2 \leq \frac{n}{u} < \frac{n}{v}.
\]

Using again the embedding (34) and Lemma 1 we get

\[
\| \sum_{j=J+1}^{\infty} \mathcal{F}^{-1} \varphi_j * f \|_{k_{v,a}^{\alpha_1, r}} \leq \sum_{j=J+1}^{\infty} 2^{j\sigma} \| \mathcal{F}^{-1} \varphi_j * f \|_{k_{v,a}^{\alpha_1, r}} \leq \sum_{j=J+1}^{\infty} 2^{j(\frac{n}{p}-\frac{n}{v}+\alpha_3-\alpha_1+\sigma)} \| \mathcal{F}^{-1} \varphi_j * f \|_{k_{p}^{\alpha_3, \vartheta}},
\]

where

\[
\vartheta = \begin{cases} 
\tau, & \text{if } \alpha_3 = \alpha_2, \\
\kappa, & \text{if } \alpha_3 > \alpha_2.
\end{cases}
\]

Therefore, \( \| f \|_{k_{v,a}^{\alpha_1, r}} \) can be estimated by

\[
c 2^{J(\frac{n}{u}-\frac{n}{v}+\alpha_2-\alpha_1+\sigma)} \| f \|_{K_{u}^{\alpha_2, \tau}} + 2^{J(\frac{n}{p}-\frac{n}{v}+\alpha_3-\alpha_1-s+\vartheta)} \| f \|_{k_{p}^{\alpha_3, \vartheta} F_{\beta}^{s}}
\]

\[
= c 2^{J(\frac{n}{p}-\frac{n}{u}+\alpha_2-\alpha_1+\sigma)} \left( \| f \|_{K_{u}^{\alpha_2, \tau}} + 2^{J(\frac{n}{p}-\frac{n}{v}-s-\alpha_2+\alpha_3)} \| f \|_{k_{p}^{\alpha_3, \vartheta} F_{\beta}^{s}} \right),
\]

where the positive constant \( c > 0 \) is independent of \( J \). Observe that

\[
K_{p}^{\alpha_3, \vartheta} F_{\beta}^{s} \hookrightarrow K_{u}^{\alpha_2, \tau},
\]

since \( s - \frac{n}{p} + \frac{n}{u} + \alpha_2 - \alpha_3 > 0 \). We choose \( J \in \mathbb{N} \) such that

\[
2^{J(\frac{n}{p}-\frac{n}{u}-s-\alpha_2+\alpha_3)} \approx \| f \|_{K_{u}^{\alpha_2, \tau}} \| f \|_{k_{p}^{\alpha_3, \vartheta} F_{\beta}^{s}}^{-1},
\]

we obtain the desired estimate. The proof is complete. As in Theorem 8 combined with Theorem 10 we obtain the following conclusion.
Theorem 11 Under the hypothesis of Theorem 10 with $\alpha_1 > -\frac{n}{v}$ and $\sigma = 0$, we have the estimates with $\hat{K}^{\alpha_1, r}_v$ replaced by $\hat{K}^{\alpha_1, r}_{v, \sigma}$.

Finally we study the case of $v \leq \min(p, u)$.

Theorem 12 Let $1 < r < \infty, 0 < p, \beta, \tau \leq \infty, 1 < v \leq \min(p, u), \alpha_2 - \alpha_1 > \frac{n}{v} - \frac{n}{\max(p, u)}, \alpha_3 \geq \alpha_2, \sigma \geq 0$,

$$-\frac{n}{v} < \alpha_1 < n - \frac{n}{v}, \quad -\frac{n}{u} < \alpha_2 < n - \frac{n}{u}, \quad \alpha_3 > -\frac{n}{p}$$

and

$$s - \frac{n}{p} + \frac{n}{u} + \alpha_2 - \alpha_3 > \sigma - \frac{n}{v} + \alpha_2 - \alpha_1 + \frac{n}{u} > 0.$$

Assume that $0 < p, \tau < \infty$ and $s > \sigma_{p, \beta}$ in the $\hat{K}F$-case. There is a constant $c > 0$ such that for all $f \in \hat{K}^{\alpha_2, \tau}_u \cap \hat{K}^{\alpha_3, \tau}_p A^s_{\beta}$,

$$\|f\|_{\hat{K}^{\alpha_1, r}_v} \leq c \|f\|_{\hat{K}^{\alpha_2, \tau}_u}^{1-\theta} \|f\|_{\hat{K}^{\alpha_3, \tau}_p A^s_{\beta}}^\theta$$

with

$$\sigma - \frac{n}{v} = -(1 - \theta)\frac{n}{u} + \theta \left(s - \frac{n}{p}\right) + \alpha_1 - \left((1 - \theta)\alpha_2 + \theta \alpha_3\right).$$

Proof. By similarity, we only consider $\hat{K}^{\alpha_3, \tau}_p B^s_{\beta}$. We split the proof into two steps.

Step 1. We consider the case $p \leq u$. We employ the same notation as in Theorem 7.

In view of Theorem 10 we need only to estimate

$$\left\| \sum_{j=J+1}^{\infty} \mathcal{F}^{-1} \varphi_j * f \right\|_{\hat{K}^{\alpha_1, r}_v}, \quad J \in \mathbb{N}.$$

Using the embedding (34) and Lemma 2 we obtain

$$\left\| \sum_{j=J+1}^{\infty} \mathcal{F}^{-1} \varphi_j * f \right\|_{\hat{K}^{\alpha_1, r}_v} \lesssim \sum_{j=J+1}^{\infty} 2^{j\sigma} \left\| \mathcal{F}^{-1} \varphi_j * f \right\|_{\hat{K}^{\alpha_1, r}_v} \lesssim \sum_{j=J+1}^{\infty} 2^{j\sigma} \left\| \mathcal{F}^{-1} \varphi_j * f \right\|_{\hat{K}^{\alpha_1, r}_v}$$

with is possible since

$$\frac{n}{v} + \alpha_1 - \alpha_2 < \frac{n}{p} \leq \frac{n}{v}.$$

Repeating the same arguments of Theorem 7 we obtain the desired estimate.

Step 2. We consider the case $u < p$. Using a combination of the arguments used in the corresponding step of the proof of Theorem 7 and those used in the first step above, we arrive at the desired estimate.

Similarly we obtain the following conclusion.

Theorem 13 Under the hypothesis of Theorem 12 with $\sigma = 0$, we have

$$\|f\|_{\hat{K}^{\alpha_1, r}_v} \lesssim \|f\|_{\hat{K}^{\alpha_2, \tau}_u}^{1-\theta} \|f\|_{\hat{K}^{\alpha_3, \tau}_p A^s_{\beta}}^\theta$$

for all $f \in \hat{K}^{\alpha_2, \tau}_u \cap \hat{K}^{\alpha_2, \tau}_p A^s_{\beta}$.

Remark 9 Under the same hypothesis of Theorems 11 and 13 with $r = v, \sigma = 0, \tau = \max(u, p)$ and $\beta = 2$, we improve Caffarelli-Kohn-Nirenberg inequality (1) in some sense.
3.2 CKN inequalities in Besov-Morrey and Triebel-Lizorkin-Morrey spaces

In this section, we investigate the Caffarelli, Kohn and Nirenberg inequalities in $E_{p,q,u}^s$ and $N_{p,q,u}^s$ spaces. The main results of this section based on the following Lemma.

**Lemma 5** Let $1 < u \leq p < \infty, 1 < s \leq q < \infty$ and $R > 0$.

(i) Assume that $1 \leq v \leq u$. There exists a constant $c > 0$ independent of $R$ such that for all $f \in M_{s,v}^q \cap M_s^q$ with supp $\mathcal{F}f \subset \{ \xi : |\xi| \leq R \}$, we have

$$\| f \|_{M_u^s} \leq cR^\frac{n}{s} \| f \|_{M_{u}^q} \| f \|_{M_{\infty}^{\frac{n}{p}}}.$$

(ii) Assume that $\frac{u}{p} \leq \frac{u}{q}$ and $q \leq p$. There exists a constant $c > 0$ independent of $R$ such that for all $f \in M_s^q$ with supp $\mathcal{F}f \subset \{ \xi : |\xi| \leq R \}$, we have

$$\| f \|_{M_u^s} \leq cR^\frac{n}{s} \| f \|_{M_{u}^q}.$$

**Proof.**

We split the proof in two steps.

**Step 1.** We will prove (i). Let $B$ be a ball of $\mathbb{R}^n$. Write

$$\| |B|^{\frac{1}{p} - \frac{1}{u}} f \chi_B \|_u^u = u \int_0^{\infty} t^{u-1} \{ x \in B : |f(x)| |B|^{\frac{1}{p} - \frac{1}{u}} > t \} dt < \infty.$$

We have

$$|f(x)| \leq cR^\frac{n}{s} \| f \|_{M_{u}^q}, \quad x \in \mathbb{R}^n,$$

see [30] Proposition 2.1] where $c > 0$ independent of $R$. Let $p_0 = \frac{u}{u}$. Clearly

$$|f(x)| = |f(x)|^{p_0} |f(x)|^{1 - p_0} \leq |f(x)|^{p_0} (R^\frac{n}{s} \| f \|_{M_{u}^q})^{1 - p_0} = c |f(x)|^{p_0} d^{1 - p_0},$$

which yields that

$$\| |B|^{\frac{1}{p} - \frac{1}{u}} f \chi_B \|_u^u \leq u \int_0^{\infty} t^{u-1} \{ x \in B : |f(x)| |B|^{\frac{1}{p_0} - \frac{1}{u}} > cd^{1 - \frac{1}{p_0}} \} dt = cd^{u-v} \int_0^{\infty} \lambda^{v-1} \{ x \in B : |f(x)| |B|^{\frac{1}{p_0} - \frac{1}{u}} > \lambda \} d\lambda,$$

after the change the variable $\lambda^{p_0} d - p_0 d^{1 - p_0} = t$. The last expression is clearly bounded by

$$cd^{u-v} \| f \|_{M_{u}^p}^{\frac{v}{p}} \leq cR^{\frac{n}{s}} \| f \|_{M_{u}^q}^{\frac{v}{q}} \| f \|_{M_{\infty}^{\frac{n}{p}}}^{u-v}.$$

**Step 2.** We will prove (ii). If $p = q$, then $u \leq s$ and the estimate follows by the Hölder inequality. Assume that $q < p$ and we choose $v > 0$ such that max$(1, \frac{vu}{p}) < v \leq u < \frac{vu}{q}$.

By Step 1, we only need to estimate $R^{\frac{n}{q} - \frac{n}{v}} \| f \|_{M_{u}^q}^{\frac{v}{q}}$. Write

$$R^{\frac{n}{q} - \frac{n}{v}} \| f \|_{M_{u}^q}^{\frac{v}{q}} = R^{\frac{n}{q} - \frac{n}{v}} \| R^{\frac{n}{p} - \frac{n}{q}} f \|_{M_{u}^p}^{\frac{v}{q}}.$$
Let \( \{ \varphi_j \}_{j \in \mathbb{N}_0} \) be a resolution of unity. Observe that

\[
\mathcal{F}^{-1} \varphi_j * f = 0 \quad \text{if} \quad R < 2^{j-1}, \quad j \in \mathbb{N}_0.
\]

This observation together with (26) yield

\[
\| R^{\frac{nu}{pv}-\frac{n}{q}} \|_{\mathcal{M}^{p,v}} \approx \left( \sum_{j \in \mathbb{N}_0, 2^{j-1} \leq R} R^{\frac{nu}{pv}-\frac{n}{q}} |\mathcal{F}^{-1} \varphi_j * f|^q \right)^{1/q} \|_{\mathcal{M}^{p,v}},
\]

which follows by the Sobolev embedding, see Theorem 6,

\[
M^q_s = \mathcal{E}^0_{q,2,s} \hookrightarrow \mathcal{E}^{\frac{nu}{pv}-\frac{n}{q}}_{p,2,v},
\]

since

\[
\frac{n}{q} = \frac{nu}{pv} - \frac{n}{q} - \frac{nu}{pv}, \quad q < \frac{vp}{u} \quad \text{and} \quad \frac{u}{p} \leq \frac{s}{q}.
\]

The lemma is proved.

**Proposition 5** Let \( 1 < u \leq p < \infty, 1 < q < \infty \) and \( s > 0 \).

(i) Let \( f \in \mathcal{N}_{p,q,u}^s \). Then

\[
\| f \|_{\mathcal{N}_{p,q,u}^s} \approx \| f \|_{\mathcal{M}^p_u} + \| f \|_{\mathcal{N}_{p,q,u}^{\hat{s}}},
\]

where

\[
\| f \|_{\mathcal{N}_{p,q,u}^{\hat{s}}} = \left( \sum_{j=-\infty}^{\infty} 2^{qjs} |\mathcal{F}^{-1} \varphi_j * f|^q \right)^{1/q} \|_{\mathcal{M}^p_u}.
\]

(ii) Let \( f \in \mathcal{E}_{p,q,u}^s \). Then

\[
\| f \|_{\mathcal{E}_{p,q,u}^s} \approx \| f \|_{\mathcal{M}^p_u} + \| f \|_{\mathcal{E}_{p,q,u}^{\hat{s}}},
\]

where

\[
\| f \|_{\mathcal{E}_{p,q,u}^{\hat{s}}} = \left( \sum_{j=-\infty}^{\infty} 2^{qjs} |\mathcal{F}^{-1} \varphi_j * f|^q \right)^{1/q} \|_{\mathcal{M}^p_u}.
\]

**Proof.** By similarity, we prove only (ii). We have as in the proof of Proposition 1 that

\[
\| f \|_{\mathcal{E}_{p,q,u}^{\hat{s}}} \lesssim \| f \|_{\mathcal{E}_{p,q,u}^s}.
\]

The only difference with the proof of Proposition 1 consists in the fact that we use [34, Lemma 2.5]. Since \( s > 0 \) we observe

\[
\| f \|_{\mathcal{M}^p_u} \approx \| f \|_{\mathcal{E}_{p,q,u}^0} \lesssim \| f \|_{\mathcal{E}_{p,q,u}^{\hat{s}}}.
\]

Now we prove the opposite inequality. Obviously \( \| \mathcal{F}^{-1} \varphi_0 * f \|_{\mathcal{M}^p_u} \) can be estimated from above by \( \| f \|_{\mathcal{M}^p_u} \), which completes the proof.
**Theorem 14** Let $1 < u \leq p < \infty$ and $1 < v \leq q < \infty$. Assume that $\frac{u}{p} \leq \frac{v}{q}$, $q \leq p$ and $\sigma \geq 0$. Then for all $f \in M^q_u$ and all $J \in \mathbb{N}$,

$$
\|Q_J f\|_{\mathcal{E}^\sigma_{p,2,u}} \leq c2^{jn(\frac{1}{q} - \frac{1}{p}) + \sigma}\|f\|_{M^q_u},
$$

where the positive constant $c$ is independent of $J$.

**Proof.** Let $\sigma = \theta m + (1 - \theta)0$, $\alpha \in \mathbb{N}$ with $0 < \theta < 1$ and $|\alpha| \leq m$. We have

$$
\|Q_J f\|_{\mathcal{E}^\sigma_{p,2,u}} \leq \|Q_J f\|_{\mathcal{E}^0_{p,2,u}}^{1-\theta}\|Q_J f\|_{\mathcal{E}^m_{p,2,u}}^\theta.
$$

Observe that

$$
\mathcal{E}^m_{p,2,u} = M^{m,p}_u \quad \text{and} \quad \mathcal{E}^0_{p,2,u} = M^p_u,
$$

which yield that

$$
\|Q_J f\|_{\mathcal{E}^\sigma_{p,2,u}} \leq \|Q_J f\|_{M^m_u}^{1-\theta}\|Q_J f\|_{M^m_u}^\theta,
$$

where the positive constant $c$ is independent of $J$. Lemma 5 yields that

$$
\|D^\alpha (Q_J f)\|_{M^p_u} \lesssim 2^{jn(\frac{1}{q} - \frac{1}{p}) + |\alpha|}\|f\|_{M^q_u}.
$$

Therefore,

$$
\|Q_J f\|_{\mathcal{E}^\sigma_{p,2,u}} \lesssim 2^{jn(\frac{1}{q} - \frac{1}{p}) + \sigma}\|f\|_{M^q_u}.
$$

This finish the proof.

Now we are in position to state the main result of this section.

**Theorem 15** Let $1 < u \leq p < \infty$, $1 < \mu \leq \delta < \infty$, $1 < \beta < \infty$, $\sigma \geq 0$ and $1 < v \leq q < \infty$. Assume that

$$
\frac{u}{p} \leq \frac{\mu}{\delta} \leq \frac{v}{q}, \quad s > 0 \quad \text{and} \quad p \geq \delta \geq q.
$$

Let

$$
\frac{s - n}{q} > \frac{\sigma - n}{p} \quad \text{and} \quad \frac{\sigma - n}{p} = -(1 - \theta)\frac{n}{\delta} + \theta\left(\frac{s - n}{q}\right), \quad 0 < \theta < 1.
$$

Then

$$
\|f\|_{\mathcal{E}^\sigma_{p,2,u}} \lesssim \|f\|_{M^\mu_u}^{1-\theta}\|f\|_{\mathcal{N}^\sigma_{q,\beta,v}}^\theta, \quad \sigma > 0 \tag{42}
$$

and

$$
\|f\|_{M^\mu_u} \lesssim \|f\|_{M^\mu_u}^{1-\theta}\|f\|_{\mathcal{N}^\sigma_{q,\beta,v}}^\theta \tag{43}
$$

for all $f \in M^\mu_u \cap \mathcal{N}^\sigma_{q,\beta,v}$.

**Proof.** We have

$$
f = Q_J f + \sum_{j=J+1}^{\infty} \mathcal{F}^{-1} \varphi_j * f, \quad J \in \mathbb{N}.
$$

Hence

$$
\|f\|_{\mathcal{E}^\sigma_{p,2,u}} \leq \|Q_J f\|_{\mathcal{E}^\sigma_{p,2,u}} + \left\| \sum_{j=J+1}^{\infty} \mathcal{F}^{-1} \varphi_j * f \right\|_{\mathcal{E}^\sigma_{p,2,u}}. \tag{44}
$$
Using Theorem 14 it follows that
\[ \| Q_j f \|_{L^s_{p,2,u}} \lesssim 2^{J_n(\frac{1}{q} - \frac{1}{p}) + \sigma J} \| f \|_{M^\delta_\mu}. \]

From the embedding \( N^\sigma_{p,1,u} \hookrightarrow N^\sigma_{p,\min(2,u),u} \hookrightarrow E_{p,2,u}^\sigma \) and Lemma 5 the last term in (44) can be estimated by
\[ c \sum_{j=J+1}^{\infty} 2^j \| \mathcal{F}^{-1} \varphi_j * f \|_{M^\delta_\mu} \lesssim \sum_{j=J+1}^{\infty} 2^{j_n(\frac{1}{q} - \frac{1}{p}) + j \sigma} \| \mathcal{F}^{-1} \varphi_j * f \|_{M^\delta_\mu} \]
\[ \lesssim 2^{J(\frac{n}{q} - \frac{n}{p} + \sigma - s)} \| f \|_{N^s_{q,\infty,v}}. \]

since \( s - \frac{n}{q} > \sigma - \frac{n}{p} \). Therefore,
\[ \| f \|_{E^\sigma_{p,2,u}} \leq c 2^{J(\frac{1}{q} - \frac{1}{p}) + \sigma J} \| f \|_{M^\delta_\mu} + 2^{J(\frac{1}{q} - \frac{1}{p} + \sigma - s)} \| f \|_{N^s_{q,\infty,v}} \]
\[ = c 2^{J(\frac{1}{q} - \frac{1}{p}) + \sigma J} \left( \| f \|_{M^\delta_\mu} + 2^{J(\frac{1}{q} - \frac{1}{p} - s)} \| f \|_{N^s_{q,\infty,v}} \right), \]

where the positive constant \( c \) is independent of \( J \). We wish to choose \( J \in \mathbb{N} \) such that
\[ \| f \|_{M^\delta_\mu} \approx 2^{J(\frac{1}{q} - \frac{1}{p} - s)} \| f \|_{N^s_{q,\infty,v}}, \]
which is possible since \( N^s_{q,\infty,v} \hookrightarrow M^\delta_\mu \). Indeed, from Theorem 6 and (26), we get
\[ N^s_{q,\infty,v} \hookrightarrow E^s_{q,\infty,v} \hookrightarrow E^\sigma_{p,2,u} = M^\delta_\mu, \]
beacuse of \( s - \frac{n}{q} > \frac{n}{p} \). Thus
\[ \| f \|_{E^\sigma_{p,2,u}} \lesssim \| f \|_{M^\delta_\mu} \| f \|_{N^s_{q,\infty,v}}^{\theta}. \]

Using (10) and (11) we arrive at the inequality
\[ \| f \|_{E^\sigma_{p,2,u}} \lesssim \| f \|_{M^\delta_\mu} \left( \| f \|_{M^\delta_\mu} + \| f \|_{N^s_{q,\infty,v}} \right)^\theta. \]

In this estimate replace \( f \) by \( f(\lambda \cdot) \) and using (10) to obtain
\[ \| f \|_{E^\sigma_{p,2,u}} \lesssim \| f \|_{M^\delta_\mu} \left( \lambda^{-s} \| f \|_{M^\delta_\mu} + \| f \|_{N^s_{q,\infty,v}} \right)^\theta. \]

Taking \( \lambda \) large enough we obtain (12) \( \Rightarrow \) (13).
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