Extreme Huygens’ metasurfaces based on quasi-bound states in the continuum
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Abstract

We introduce the concept and a generic approach to realize Extreme Huygens’ Metasurfaces by bridging the concepts of Huygens’ conditions and optical bound states in the continuum. This novel paradigm allows creating Huygens’ metasurfaces whose quality factors can be tuned over orders of magnitudes, generating extremely dispersive phase modulation. We validate this concept with a proof-of-concept experiment at the near-infrared wavelengths, demonstrating all-dielectric Huygens’ metasurfaces with different quality factors. Our study points out a practical route for controlling the radiative decay rate while maintaining the Huygens’ condition, complementing existing Huygens’ metasurfaces whose bandwidths are relatively broad and complicated to tune. This novel feature can provide new insight for various applications, including optical sensing, dispersion engineering and pulse-shaping, tunable metasurfaces, meta-devices with high spectral selectivity, and nonlinear meta-optics.

Keywords

metasurfaces, Huygens’ condition, bound states in the continuum, all-dielectric, dispersion

Introduction

Recent advances in Huygens’ metasurfaces and metadevices provide new insight into highly efficient wavefront shaping and scattering manipulation by incorporating resonances of different parities.1–11 (Figure 1a). The introduction of high-index, low-loss dielectrics offers a practical route to achieve Huygens’ condition at optical frequencies.12–19 So far, all realized Huygens metasurfaces are relatively broadband due to the strong radiative loss of the resonances excited, which is desirable for static linear devices that require a broadband operation. However, such a broadband feature also brings in great challenges when creating tunable metadevices with a large dynamic range, or nonlinear optical devices that require high nonlinear efficiency, or metasurfaces that can control the chromatic dispersion of pulses. Can we find a generic approach that can control the quality factors (Q-factors) of the resonances involved while maintaining the Huygens’ condition?

Fundamentally, the Q-factor of a non-absorbing resonant system is determined by the radiative loss of the resonant mode, which is defined by the total overlapping between the modes and the polarizations of the scattering channels. As the overlapping approaches
zero, the Q-factor can increase to infinity. This novel feature is directly linked to the important concept called bound states in the continuum (BICs). BICs are states that remain localized even though they coexist in the same spectrum with a continuum of radiating waves that can carry energy away. Being first theorized in quantum mechanics, BICs are found to be quite general wave phenomena and have been predicted and observed in various classical systems including photonic crystals, waveguides and even subwavelength resonant particles.

In practice, the Q-factor of any observable BIC is large but finite due to the loss introduced from various sources including finite sample size and fabrication imperfection, and therefore these observable BICs are all quasi-BICs. A typical feature of quasi-BICs in resonant systems is that the Q-factor of the resonance can approach infinity asymptotically when the parameter of the resonator approaches a critical point. This phenomenon occurs when the total overlapping of the resonant modes and the radiative channels, which can be defined by the dot product of the total electric/magnetic polarization and the incident polarization, approaches zero (see the bottom plot of Figure 1a as an example), and such singularities have been shown to possess certain topological properties.

Our recent study further shows that many of the previously studied asymmetric metasurfaces that support high-Q Fano resonances (so-called “dark-modes”) actually share the same physics of BICs.

Here, we show that these two seemingly unrelated concepts, i.e. Huygens’s condition and bound states in the continuum can be bridged via a novel metasurface platform. We introduce a generic approach to manipulate the Q-factors of the resonances in a Huygens’ metasurface over a wide range, and theoretically, in the extreme case, can even approach infinity, i.e. Huygens’ BICs (Figure 1b). Unlike conventional quasi-BICs that are manifested as sharp amplitude modulation in the spectrum, the quasi-BICs operated under the Huygens’ condition are manifested as highly dispersive transmission phase modulation over a $2\pi$ range. This novel phenomenon of Huygens’ quasi-BICs (Figure 1b) occurs when two quasi-BICs with matched Q-factors but opposite mode parities are spectrally overlapped.

Results and discussion

We propose to realize this novel effect using an all-dielectric metasurface composed of zigzag arrays of anisotropic meta-atoms (see Figure 1c), where the quasi-BICs are the collective resonances built on the Mie-like multipolar modes of each individual meta-atom. This zig-zag design was first introduced for realizing optomechanically-induced chirality, and has been recently adapted for surface-enhanced mid-infrared molecular fingerprint detection. By fine-tuning the geometries including the orientation angle $\theta$, this zig-zag design allows us to precisely control the overlapping of the incident field and the collective modes, without introducing additional resonant background in the transmission spectrum.

For simplicity, we assume that the zig-zag metasurface is periodic on the $x-y$ plane and positioned in a homogeneous background (Figure 1c). We focus on the optical response when the field is incident and scattered in the normal direction $z$. The forward and backward scattered fields $E^f$ and $E^b$ are contributed by two collective resonances, with effective electric and
magnetic polarizations \( P(\omega) \) and \( M(\omega) \), respectively:

\[
E^f = E^i + \frac{i \omega \eta}{2} (P + \frac{1}{c} M), \quad (1)
\]

\[
E^b = \frac{i \omega \eta}{2} (P - \frac{1}{c} M). \quad (2)
\]

Here \( \eta = \sqrt{\mu/\epsilon} \) is the wave impedance of the background; \( P = \sum_{n=1}^{N} P_n \) and \( M = \sum_{n=1}^{N} M_n \) are the total polarizations within each unit cell; \( N \) is the number of meta-atoms in each unit-cell and \( n \) denotes the contribution from the \( n \)th meta-atom. Typically, the electric polarization \( P \) is contributed by modes with even polarity of electric fields along \( z \) direction, while the magnetic polarization \( M \) is contributed by modes with odd polarity along the \( z \) direction. For the elliptical-shaped meta-atoms, the dominant electric (magnetic) polarization is along the long (short) elliptical axis of the meta-atoms, and thus \( |P_{n,x}/P_{n,y}| \approx \tan \theta, \ |M_{n,x}/M_{n,y}| \approx \cot \theta \).

The mode profile (polarization current) of the meta-atom can be expanded as a series of electric and magnetic multipoles.\(^{11}\) By comparing the forward and backward scattered fields from an array of multipoles (see Supporting Information) and Eqs. (1) and (2), we can connect the effective electric and magnetic polarizations with the multipoles as:

\[
P = \frac{1}{A} (p + \frac{ik^2}{2\omega} z \times \hat{M} z - \frac{k^2}{6} \hat{O} z z + ...), (3)
\]

\[
M = \frac{c}{A} (\frac{k}{\omega} z \times m + \frac{ik}{6} \hat{Q} z + ...), \quad (4)
\]

where \( k \) is the wave vector, and \( p, m, \hat{Q}, \hat{M}, \hat{O} \) are the electric dipole, magnetic dipole, electric quadrupole, magnetic quadrupole, and electric octopole moments, respectively.

Without loss of generality, we assume that the incident field is a plane wave with a linear polarization \((E_x^i, H_y^i)\) (see Figure 1c). Due to the mirror symmetry of the zig-zag structure, this incident polarization can only couple to the collective modes that have net polarizations \((P_x, M_y)\). Unlike the conventional Huygens’ metasurfaces and BICs shown in Fig-
ure 1b, the dominant polarizations within the zig-zag metasurface are perpendicular to the incident fields when \( \theta \) is small, i.e. \( P_{n,y} \gg P_{n,x} \), \( M_{n,x} \gg M_{n,y} \), as shown in Figure 1b. However, since the dominant polarization components of the meta-atoms within each unit-cell have antisymmetric distribution, their net contributions become zero: \( P_y = \sum_{n=1}^{N} P_{n,y} = 0 \), \( M_x = \sum_{n=1}^{N} M_{n,x} = 0 \), and their out-coupling to the plane wave with \( (E_y, H_x) \) polarization is forbidden. As such, the zig-zag metasurface provides a novel platform to convert the incident energy to collective modes whose radiative loss is largely suppressed due to the symmetry of the mode profile. In the limit of \( \theta \to 0 \), the collective modes becomes BICs that are symmetry protected.  

To shed light on how the Q-factors of the quasi-BICs can be controlled by the geometries, we introduce an effective impedance model to describe the interaction between the collective modes and the scattering channel.  

\[
\begin{bmatrix}
Z_E & 0 \\
0 & Z_M
\end{bmatrix}
\begin{bmatrix}
I_E \\
I_M
\end{bmatrix} =
\begin{bmatrix}
V_E \\
V_M
\end{bmatrix},
\]

where \( Z_{E(M)} \) is the effective impedance of the collective even (odd) mode with an effective electric (magnetic) polarization \( P_x(M_y) \) in each unit cell. For brevity, we will dub these two types of quasi-BICs as electric quasi-BIC (E-QBIC) and magnetic quasi-BIC (M-QBIC) below. \( I_{E(M)} \) is the current amplitude of the mode. The interaction between the modes and the incident field is described by the effective electromotive force, defined by the overlapping of the mode and the incident field: \( V_{E(M)} = \int j_{E(M)} \cdot \mathbf{E} d^2\mathbf{r} \), where \( j_{E(M)}(\mathbf{r}) \) is the normalized electric current distribution of the excited mode.  

As a representative case, we assume that the dominant contribution of the electric (magnetic) polarization comes from the electric (magnetic) dipole moment of the mode, i.e. the first terms of Eqs. (3) and (4). Then we have  

\[
[V_E, V_M]^T = [E_x^u E_M^u \sin \theta, i k E_y^u E_M^u \sin \theta]^T.
\]

\( u_{E(M)} \) is the electric (magnetic) dipole moment of the meta-atom calculated based on the normalized current distribution \( j_{E(M)}(\mathbf{r}) \). Substituting Eq. (6) into Eq. (5), we can solve the mode amplitudes \( I_{E(M)} \), and the net polarizations within each unit cell can be expressed explicitly as  

\[
P_x = \sum_{n=1}^{N} P_{n,x} = \frac{i N E_x^u u_x^2}{\omega A Z_E} \sin^2 \theta, \quad (7)
\]

\[
M_y = \sum_{n=1}^{N} M_{n,y} = \frac{i N k E_y^u u_y^2}{A Z_M} \sin^2 \theta. \quad (8)
\]

Here, we have used the relations: \( P_x = p_x/A = \sum_{n=1}^{N} i I_{E,n} u_E \sin \theta/(\omega A) \), and \( M_y = m_y/A = \sum_{n=1}^{N} I_{M,n} u_M \sin \theta/A \), with \( p_x \), \( m_y \) and \( A \) being the net electric dipole, magnetic dipole and the area of each unit cell. Substitute Eqs. (7) and (8) into Eqs. (1) and (2), we have the expression of forward and backward scattered fields \( E_x^f \) and \( E_x^b \), and the transmission and reflection coefficients are given by:  

\[
t = \frac{E_x^f}{E_x^i} = 1 - \frac{N \eta \sin^2 \theta}{2A} \left( \frac{u_x^2}{Z_E} + \frac{k^2 u_y^2}{Z_M} \right), \quad (9)
\]

\[
r = \frac{E_x^b}{E_x^i} = -\frac{N \eta \sin^2 \theta}{2A} \left( \frac{u_x^2}{Z_E} - \frac{k^2 u_y^2}{Z_M} \right). \quad (10)
\]

Around the resonant frequency, the effective impedance can be expressed as: \( Z_{E(M)} = -i \omega L_{E(M)} - 1/(i \omega C_{E(M)}) + R_{E(M)} \). For systems without material loss, \( R_{E(M)} \) represents the effective resistance contributed by the radiative loss, and the total energy should be conserved: \( |t|^2 + |r|^2 = 1 \). Substituting Eqs. (9) and (10) into this requirement leads to the explicit expression for the effective resistance:  

\[
R_E = \frac{N \eta u_x^2}{2A} \sin^2 \theta, \quad (11)
\]

\[
R_M = \frac{N \eta k^2 u_y^2}{2A} \sin^2 \theta. \quad (12)
\]

The changes of the effective inductances and capacitances are negligible when \( \theta \) is small, this indicates that the Q-factors of the collective electric and magnetic modes:  

\[
Q_E = \sqrt{L_E/C_E/R_E} \propto \sin^{-2} \theta, \quad (13)
\]

\[
Q_M = \sqrt{L_M/C_M/R_M} \propto \sin^{-2} \theta, \quad (14)
\]

both of which grow asymptotically as \( \theta \) ap-
Figure 2: Proposed implementation of electric and magnetic quasi-BICs based on zig-zag arrays of silicon elliptical-cylinders embedded in PMMA. (a) to (d) are the unit-cell structure, simulated transmission spectra, Q-factors and field distributions for type I quasi-BICs, the corresponding results for type II are given from (e) to (h). For the results shown from (b) to (d), $X = 900, Y = 800, a = 550, b = 170$, the thickness of meta-atoms is $h = 400$; for the results from (f) to (h), $X = 900, Y = 600, a = 530, b = 170, h = 540$ (units in nm). The E-field plots in (d) and (h) show the time-averaged electric field amplitude and the instantaneous vector E-field of the electric quasi-BICs, at the cross-section plane of $z = h/2$, while the magnetic field plots correspond to fields at the magnetic quasi-BICs. In both plots, $\theta = 2^\circ$. (i) Multipole analysis of the polarization current of a single meta-atom in the array. The scattering cross-sections have been normalized to the peak of the total scattering cross-section. The structural parameters of the metasurface chosen are $\theta = 15^\circ, X = 900; Y = 650; a = 530; b = 170; h = 540$ (units in nm). (j) The contribution of the two dominant dipole moments at the resonant frequencies under different angles of $\theta$.

We emphasize that while the analysis above are based on dipole moments, the model can be easily extended by taking into account the higher order multipoles in Eqs. (3) and (4). It can be proved that the introduction of higher order multipoles does not change the overall physics, and the scaling rule of the Q-factors revealed by Eqs. (13) and (14) remains the same, as long as the change of the mode-profile of the meta-atom can be considered as negligible when $\theta$ varies. For more details on the extended model, see Supporting Information.

We first perform a numerical study of a zig-zag metasurface based on hydrogenated amorphous silicon (a-Si:H) meta-atoms embedded in a homogeneous background. To mimic the
experimental condition, we employ the experimentally measured permittivity of a-Si:H ($n \approx 3.52$ at 1500 nm), and choose Poly(methyl methacrylate)(PMMA) as the background material (refractive index $n=1.48$). We utilize full-wave simulation (CST Microwave Studio) to design the metasurface such that the electric and magnetic quasi-BICs are located at the near-infrared wavelengths where the material loss of the a-Si:H is negligible (see detailed geometries in Figure 2). We first design the geometries such that the electric and magnetic quasi-BICs have almost identical Q-factors but remain spectrally separated, so that their individual evolution can be captured clearly.

We first examine the simplest zig-zag structure shown in Figure 2a, which has mirror symmetry in only one direction. As shown from the twist-angle-dependent transmission spectra in Figure 2b, the linewidths of both the electric and magnetic quasi-BICs decrease rapidly as $\theta$ approaches zero, while the resonance shifts saturate. Remarkably, their Q-factors, plotted as a function of $\sin^{-2}\theta$ in Figure 2c, follows an almost-perfect linear relation, confirming the prediction from Eqs. (13) and (14). The mode profiles further demonstrate that the two quasi-BICs correspond to collective modes that have antisymmetric distribution of polarization currents, with dominant polarizations perpendicular to the incident one (see Figure 2d). These two modes can be considered as electromagnetic analogues of the anti-ferromagnetic and anti-ferroelectric states.

The modes in Figure 2d with an odd parity symmetry along one transverse direction $y$ correspond to the type-I quasi-BICs, as depicted in Figure 1b). This type of quasi-BICs are induced by reducing the mirror symmetry of the structure, which is directly related to various metasurfaces that support “dark-modes” based on Fano resonances. There are also BICs with odd parity symmetry in both $x$ and $y$ directions, as depicted by the type-II BICs in Figure 1). To transform these BICs into observable quasi-BICs, we introduce perturbation to form zig-zag metasurfaces with mirror symmetry in both $x$ and $y$ directions, as shown in Figure 2e. Although the mode profiles (see Figure 2h) and the resonant frequencies (see Figure 2f) are different due to the change of mutual coupling among meta-atoms, their Q-factors still follow the same asymptotic feature described by Eqs. (13) and (14), as shown in Figure 2g.

To show the multipole contribution of the two quasi-BICs studied, we perform a multipole decomposition of the polarization current of a single meta-atom in the array using COMSOL Multiphysics. Following the standard procedure described in, we retrieve the coefficients of the vector spherical harmonics $a_{E,l,m}$ and $a_{M,l,m}$, and calculate the scattering cross-section $C_{s,E(M)}^l$ contributed by each order of the electric (magnetic) multipoles (see Figure 2 as an example). It is clear that the first order moments, i.e. the electric dipole and magnetic dipole are the dominant contribution of the electric and magnetic quasi-BICs studied. Their contribution at the resonant frequencies remains dominant as $\theta$ approaches zero (see Figure 2j), confirming the assumption of our analytical model. It should be noted that we choose the center of the meta-atom as the origin of the coordinate system for multipole decomposition to minimize unnecessary high order multipoles.

One interesting question is what will happen if these two quasi-BICs are spectrally overlapped. While the zig-zag array shown in Figure 2a has a simple unit, the electric polarizations of the meta-atoms along the same column in the $y$ direction oscillates in phase. This bonding effect creates a strong electric near-field enhancement between the tips of the neighboring elliptical meta-atoms. As a result of these “hot-spots”, the electric quasi-BIC becomes very sensitive to the environmental index change and red shifts far-away from the magnetic quasi-BIC due to the presence of PMMA environment (type-I quasi-BICs can be spectrally overlapped and achieve Huygens’ quasi-BICs when the environment changes to lower index such as air). To reduce the sensitivity of the electric quasi-BIC and shift it close to the magnetic quasi-BIC, we utilize the zig-zag structure shown in Figure 2f that supports type-II quasi-BICs. In this design, the electric polarizations
Figure 3: Huygens’s metasurfaces with different dispersions. (a) and (b) Simulated transmittance and transmission phase of Huygens’ quasi-BICs under different $\theta$ and $Y$. Except for the tuning parameters, all other parameters of the metasurface remain the same as the ones used in Figures 2e to 2h. (c) The corresponding group index spectra and (d) the peak group index under different $\theta$.

in the neighboring meta-atoms along the $y$ direction oscillate out-of-phase (anti-bonding effect), creating “cold-spots” between the neighboring meta-atoms.

By fine-tuning the geometries, the electric quasi-BIC and magnetic quasi-BIC have matching Q-factors and can be spectrally overlapped, and a near unity transmission with a $2\pi$ phase change is realized. In such a case, the transmission can be approximated by the following expression:

$$t \approx 1 - \frac{i2\Gamma \omega}{\omega^2 - \omega_0^2 + i\Gamma \omega} = e^{i\phi(\omega)}$$  \hspace{1cm} (15)

$\Gamma = R_E/L_E = R_M/L_M$ is the matched linewidth while $\omega_0 = \sqrt{1/(L_E C_E)} = \sqrt{1/(L_M C_M)}$ is the matched resonant frequency.

Although such a Huygens’ condition is well-known, the zig-zag metasurface offers an unprecedented capability to control the Q-factors over a wide range while maintaining the Huygens’ condition. This is mainly due to the novel property that both $Q_E$ and $Q_M$ follow the same scaling factor of $\sin^{-2}\theta$ – once the Q-factors are matched for a particular design, they would remain matching over a wide range of Q as $\theta$ decreases. Figure 3 (a) and (b) depict the simulated transmittance and phase spectra of a zig-zag Huygens’ metasurface with matching electric and magnetic quasi-BICs. By fine-tuning the angle $\theta$ and the lattice constant $Y$ while maintaining other parameters, near full transmission (> 95%) with extreme phase dispersion can be realized.

When Huygens’ condition is satisfied, it is physically more meaningful to characterize the dispersion via the effective group index $n_g$, which can be evaluated from the group delay $\Delta_g = d\phi(\omega)/d\omega$:

$$n_g(\omega) = \frac{c\Delta_g}{h} = \frac{c}{h} \frac{2\Gamma(\omega^2 + \omega_0^2)}{(\omega^2 - \omega_0^2)^2 + (\Gamma \omega)^2}$$  \hspace{1cm} (16)

where $h$ is the thickness of the metasurface. $n_g$ reaches its maximum at $\omega = \omega_0$:

$$n_g(\omega_0) = \frac{4c}{(h\Gamma)} = 4Qc/(h\omega_0) \propto \sin^{-2}\theta.$$  \hspace{1cm} (17)

Clearly, the group index follows the same scaling factor as the Q-factor.

As shown in Figure 3c, the effective group index can be tuned over several orders of magnitude, and the peak group index follows the same scaling factor as the Q-factor (Figure 3d). This novel feature indicates that extreme Huygens’ metasurfaces are capable of engineering dispersion over a wide range of bandwidth, which could benefit the development of pulse stretchers and compressors for various pulse-lengths, ranging from femtosecond to nanosecond. Compared to another well-studied mechanism of slow-light based on electromagnetic-induced transparency, extreme Huygens’ metasurfaces avoid the dramatic amplitude change and the superluminal effect, offering a new potential to engineer either a broadband or complicated group-delay spectrum by stacking multilayer of metasurfaces with diverse group-delay responses.

To verify the concept, we fabricated ex-
Figure 4: Experimental realization of Huygens’ quasi-BICs. (a) Optical microscopic images of the fabricated metasurfaces. (b) The SEM images of the metasurfaces. The inset shows the model of the unit-cell covered with an 800-nm PMMA layer. (c) A magnified top view of the units, and (d) a cross-section of the elliptical cylinders under a 52° inclined viewing angle. The measured tapered angle of the elliptical cylinders is around 3.5°. (e) and (f) The measured transmission spectra and the crossing behavior of the electric and magnetic quasi-BICs under different \( Y \) when \( \theta = 22.5° \) and 30°, respectively. (g) and (h) Simulated transmission spectra using post-fabrication measured geometries: \( X = 900, a = 530, b = 199, h = 520 \) (units in nm).

Extreme Huygens’ metasurfaces working at the near-infrared wavelengths around 1500 nm. The fabrication of the Huygens metasurfaces started with cleaning of a slide glass with acetone/IPA/deionized water to promote the adhesion between the substrate and a-Si:H film. Following this, a 520 nm thick a-Si:H was deposited the substrate by plasma-enhanced chemical vapor deposition (Plasmalab 100 from Oxford) using optimized conditions in the previous work. After spin coating of an electron beam resist (ZEP520A from Zeon Chemicals), a thin layer of e-spacer 300Z (Showa Denko) was applied to avoid charging during subsequent electron beam exposure. The metasurface pattern was then formed using an electron beam writer (EBL, Raith150) and subsequent development in ZED-N50. Next, a 50 nm aluminum layer was deposited by e-beam evaporation (Temescal BJD-2000), followed by a lift-off process by soaking the sample in resist remover (ZDMAC from ZEON Co.). The remaining elliptical aluminum pattern array was used as the etch mask to transfer the designed pattern into the a-Si:H film using fluorine-based inductively coupled plasma-reactive ion etching (Oxford Plasmalab System 100). The etching conditions were optimized to obtain a highly anisotropic etching profile for the a-Si:H. Finally, the residual aluminum etch mask was removed by aluminum wet etching solution.

To minimize the bianisotropy introduced by the glass substrate (\( n=1.5 \)), a layer of PMMA (\( n=1.48 \)) of around 800 nm thick was spin-coated to cover the silicon metasurfaces. This thickness was also chosen to minimize the Fabry-Perot reflection around 1500 nm. To show Huygens’ metasurfaces with different Q-
factors, two designs of samples were fabricated, with $\theta = 22.5^\circ$ and $30^\circ$ being the only difference in parameters. For each design, we fabricated a number of arrays (see Figure 4a); each array has a size of around $70 \mu m \times 70 \mu m$, and the lattice constant $Y$ is fine-tuned with a 5 nm step to overlap the two quasi-BICs.

The transmission spectra of the samples were measured using a home-built white-light microscopic spectroscopic system. The sample was excited with a linearly-polarized beam with a diverging angle smaller than $2^\circ$, and the signal was collected with a $20 \times$ objective. The transmittance spectra were obtained by normalizing the signals of the arrays to that of the unpatterned area. While the Q-factors of the quasi-BICs in the simulation can reach thousands, the maximal Q-factor realized in practice is limited by the imperfection in fabrication such as inhomogeneity, tapering of the cylinders, finite sample size and surface roughness of the meta-atoms. In our experiment, the Q-factor can reach around 300 when the electric and magnetic quasi-BICs are spectrally separated. However, since the electric and magnetic quasi-BICs have different mode profiles, their sensitivity to the imperfection are also different, leading to a small mismatch in the realized Q-factors and additional reflection occurs when the two resonances overlap. The reflection becomes more prominent for high-Q designs due to the increased sensitivity to such imperfection, and therefore the chosen parameters is a trade-off between the Q-factors and the transmission amplitude at the crossing point.

The measured linewidths of the quasi-BICs are around 20 nm ($Q \approx 75$) and 30 nm ($Q \approx 50$) for the two designs with $\theta = 22.5^\circ$ and $\theta = 30^\circ$ (see Figures 4i and 4j). As the lattice constant $Y$ increases, the two resonances cross and the resonant transmission increases, which is a direct evidence of the Huygens’ effect. Note that since we used a fine tuning step of the parameter $Y$, only designs close to the crossing point are fabricated, and the two resonances are already partially overlapped in the spectra shown in Figure 4i and 4j. Using the post-fabrication measured geometries (see captions of Figure 4l), we simulate the transmission spectra, and the simulated spectral features agree well with the experimental results except for a small blue-shift of the simulated resonances.

To have a clearer comparison of the transmission spectra before and at the crossing point of electric and magnetic quasi-BICs, we re-plot two sets of the measured spectra and their corresponding simulated spectra from Figure 4 as shown in Figure 5. At the crossing point, the transmission increases to around 80% for design $\theta = 22.5^\circ$ and 85% for design $\theta = 30^\circ$. The simulated transmission phases and the group indexes are given in Figures 5e and 5f, showing that the dispersion of the Huygens’ metasurfaces can be fine tuned. The simulated full crossing behavior and the corresponding phase change can be found in Figure S1 of the Supporting Information. From the simulated electromagnetic fields, we confirm that the crossing is indeed from the electric and magnetic quasi-BICs, with the mode profiles similar to the ones shown in Figure 2d and 2h (see Figure S2 of the Supporting Information for details).

**Outlook and Conclusion**

While the design demonstrated in this paper utilized low-order Mie-like resonances, the same effect can also be realized using high-order resonances. The elliptical meta-atoms can be substituted with more sophisticated designs, and the perturbation can be introduced in different forms without changing the overall physics. In fact, even the capability of achieving high-Q factors without changing the mode-profiles of the Mie-like resonances is already interesting for many studies such as sensing and nonlinear meta-optics. The capability of controlling the Q-factors while maintaining Huygens’ condition further expand the potential of light-matter interaction at the subwavelength scale.

For example, it has been shown that the inclusion of highly dispersive materials in an optical cavity can narrow the resonant linewidth dramatically; it is therefore particularly interesting to study the behavior when extreme Huygens’ metasurfaces interact with conven-
Figure 5: A detailed comparison of (a) and (c) the measured spectra and (b) and (d) the simulated spectra of Huygens’ metasurfaces with different designed dispersions. (e) and (f), the corresponding simulated transmission phase and group indexes at the crossing point of electric and magnetic quasi-bound states.

Another potential is for narrow-band perfect absorption with a high-transmission background, which is difficult to realize using conventional approaches in optics. Since our approach allows precise tuning of the radiative decay rates over a dramatic range, it offers a great flexibility to match the nonradiative decay rates even when low-loss materials are employed in the absorber. Apart from the various slow-light related effects discussed above, the current approach can also benefit the development of tunable metadevices with large modulation contrast due to its capability of achieving high-Q resonances. Furthermore, the introduction of spatially varying patterns could lead to meta-devices that are highly spectrally selective, complementing existing metadevices that are relatively broadband and may find applications in optical communication, supercavity lasers and compact spectroscopy. We further envision that extreme Huygens’ metasurfaces could offer an unprecedented platform for the recently-developed time-varying Huygens’ metadevices at optical frequencies, with which various novel optical effects unachievable using conventional static platforms can be realized.

To conclude, we proposed and demonstrated the concept of extreme Huygens’ metasurfaces both theoretically and experimentally. We introduced a generic approach to control the quality factors of the resonances in metasurfaces over orders of magnitude while maintaining the parities of their scattered fields. This approach bridges the seemingly-unrelated concepts of Huygens’ metasurfaces and optical bound-states in the continuum, pointing a practical route to control the dispersion of Huygens’ metasurfaces and to realize high-efficiency nano-photonic devices that are highly dispersive and spectrally selective.

Supporting Information

Supporting Information Available: Theoretical model with multipole contributions, Simulated spectra and field distributions based on post-fabrication measured geometries.
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