Improving the Accuracy of Ensemble Machine Learning Classification Models Using a Novel Bit-Fusion Algorithm for Healthcare AI Systems
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Healthcare AI systems exclusively employ classification models for disease detection. However, with the recent research advances into this arena, it has been observed that single classification models have achieved limited accuracy in some cases. Employing fusion of multiple classifiers outputs into a single classification framework has been instrumental in achieving greater accuracy and performing automated big data analysis. The article proposes a bit fusion ensemble algorithm that minimizes the classification error rate and has been tested on various datasets. Five diversified base classifiers k-nearest neighbor (KNN), Support Vector Machine (SVM), Multi-Layer Perceptron (MLP), Decision Tree (D.T.), and Naïve Bayesian Classifier (N.B.), are used in the implementation model. Bit fusion algorithm works on the individual input from the classifiers. Decision vectors of the base classifier are weighted transformed into binary bits by comparing with high-reliability threshold parameters. The output of each base classifier is considered as soft class vectors (CV). These vectors are weighted, transformed and compared with a high threshold value of initialized δ = 0.9 for reliability. Binary patterns are extracted, and the model is trained and tested again. The standard fusion approach and proposed bit fusion algorithm have been compared by average error rate. The error rate of the Bit-fusion algorithm has been observed with the values 5.97, 12.6, 4.64, 0, 0, 27.28 for Leukemia, Breast cancer, Lung Cancer, Hepatitis, Lymphoma, Embryonal Tumors, respectively. The model is trained and tested over datasets from UCI, UEA, and UCR repositories as well which also have shown reduction in the error rates.
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INTRODUCTION

Classification plays a vital role in identifying the pattern and accuracy in pattern recognition (1, 2). Classifier accuracy depends on dimension and type of data set. Single classification techniques are not capable enough to handle huge data. Sometimes the accuracy level changes according to the number of classifiers employed. The single classifier is not competent enough to always get the targeted accuracy level. To overcome this problem, fusion algorithms have been introduced.
It takes the output from the multiple classification algorithms and determines the class level's accuracy. Machine learning-based classification models have improved accuracy by combining the results of multiple ML algorithms. Such an ensemble approach has been explored widely in various application domains such as computer vision, natural language processing, and pattern recognition. Ensemble or fusion methods consider the output of each classifier as input. It considers the class level accuracy collected from all classifiers rather than the whole dataset. The model has to run all classification algorithms. It takes more time but efficacy increases. However, only ensembling the results obtained by the ML algorithms is not always beneficial. During the pandemic, it was realized that segregating patterns to detect the type of patient was very challenging.

Different fusion approaches (3–7) have failed to provide better accuracy, focusing only on ensemble algorithms. In this article, the authors have proposed a bit fusion method wherein the model trained itself to merge soft class labels (1). It uses its strategies to update weight, bias, and other parameters. Last decade we witnessed many such fusion classification techniques built and tested over other datasets. The proposed bit fusion model considers the input as soft class level and finds the accuracy.

This article describes the proposed model's complete theoretical and realistic aspects to establish the incorporation of fusion strategy with the established classifier. Literature review introduces the importance of base classifiers and the background work done. Methodological foundations, the structural and functional concept of the bit-fusion classifier are presented in proposed framework. Experimental assessment and simulation results discuss experimental evaluation with data set description and parameter discussion, and finally, conclusion deals with the conclusion and outlook of the work.

**LITERATURE REVIEW**

In the last decade, various researchers have proposed combining the results of multiple classifiers to achieve better model performance in diverse application domains. This area of research has witnessed the development of miscellaneous model output combination strategies such as Bagging, Boosting, majority voting, Dempster-Shafer, etc. This has improved the accuracy percentage but still has more scope for improving the logical fusion framework. Figure 1 showcases a taxonomy of classifier ensemble methods that encompass the fusion methods, levels, strategies, and issues.

Hazem and Bakry (4) has proposed an algorithm for efficient face detection using an amalgamation of multiple classifiers and fusion of input data. The classifiers are designed to analyze the pattern between the input image matrix and the weights matrix of the neural networks. The normalization of the weights was done in the offline mode, which improved face detection accuracy.

Zhang and Yang (5) proposed a hybrid ensemble model and a multi-objective genetic algorithm. They optimized the classifier feature selection using a genetic algorithm and tested on three different benchmarked datasets, improving bagging and boosting ensemble methods. Kittler (6) proposed a solution for fusing the classifiers that utilize different patterns representations, and all of them are considered for doing joint decision making. They proposed combining the multiple patterns that are an output of the individual classifiers and comparing the unique measurement vectors for compound classification.

Enriquez et al. (8) have measured the performance of different fusion approaches such as voting, Bayesian merging, bagging, stacking, feature sub-spacing, and cascading for part of speech using a complete collection of writings in five languages. Both stacking and cascading have shown good accuracy in all cases. Shah and Jivani (9) have explained the algorithms like Decision Tree (D.T.), Bayesian Network (B.N.), and k-nearest neighbor (KNN) algorithms for the prediction of breast cancer. The results are compared for the classification algorithms with the various parameters like relative absolute error, time taken by the algorithm, kappa statistic, and root relative squared error. The authors found that probability-based Bayes classification has more accuracy and less time complexity.

Opitz and Maclin (10) presented the results of bagging and boosting as an ensemble method for neural networks and decision trees. The results showed that a boosting ensemble could perform better than bagging in a single classifier. Ali Bagheri et al. (11) have evaluated the performance of different classifiers, which has been trained with various feature sets of images. The accuracy of fused classifiers increases on individual classifiers. Dempster Shafer fusion was used for the fusion approach to establish the accuracy by the authors.

The soft class label is the class predicted by the intermediate classifier. Sohn and Lee (12) have used data fusion, ensemble, and clustering to increase the performance of classification algorithms for road traffic accidents in Korea. The authors have used neural networks and decision trees to find the classification model for road traffic accidents, but the accuracy of individual classifiers was ranges between 72 and 79%. To enhance the competency level of the model data fusion algorithm has been used by the authors.

Recently few more ensemble based learning model has been proposed in various domains such as health care (13), medical data analysis (14), medical record linkage (15), feature selection model (16), and health care recommendation for diabetes patients (17). Saxena et al. (13) have applied various classifier logistic regression, decision tree, random forest, KNN, support vector machine (SVM), and Naïve Bayes method on health care dataset, finally fused the results with majority voting for prediction of human health changes. Namamura and Chaytor (14) integrated “Edge Detection Instance preference (EDIP)” and “Extreme Gradient Boosting (XGBoost)” fused with voting techniques to analysis large scale medical data. Vo et al. proposed a record linkage (15) for identifying unique patient across multiple care through fusion of three classifier SVM, logistic regression, standard feed forward neural network over synthetic dataset. Nagarajan et al. (16) deals with feature extraction techniques using bio-inspired algorithm and classification using SVM random forest, Naïve Bayes, and decision tree. The authors adopted a fusion approach to combine the output of Learner (17) regression classifier, Naïve Bayes, Random forest, KNN, Decision tree, SVM for prediction of diabetic patients.
Learning outcome of survey is, classifier accuracy and reliability can change with respect to data to data, parameter and training and testing environment. Hence, to increase the reliability and accuracy of model ensemble techniques are proposed to fuse the result of base classifier and get better accuracy. The existing fusion algorithms uses the variety of Classification model as per dataset whereas the proposed Bit-fusion approach analyze the data of a particular feature for the enhancement of the performance of the model. Feature wise fusion is very much applicable to the variety of dataset.

**PROPOSED FRAMEWORK**

*Figure 2* shows the framework of the proposed application. It accepts the decision of various classifiers, trains with those decisions and tests the model with weighted transformation. The result is compared with the threshold value for binary equivalence, which allows training the model by updating the weights matrix. Results are tested and compared on a dataset downloaded from KDD, UCI repository, and state-of-the-art algorithms.

**Significance of Base Classifier**

The proposed model employs five different base classifiers to outline the application of bit-fusion classifier methodology for enhancing the framework’s efficiency. The model takes the input from the five base classifiers, which have been implemented in the model. The importance of the base classifiers has been discussed in this section.
A decision tree is fundamentally valuable for indecisive situations. The number of decision trees constructed for the dataset and rules is framed based on the condition. The path to be selected provides the lowest cost (18, 19) within the uncertain situation (20). K-Nearest Neighbor (KNN) is a learning algorithm, but it takes more time for classifying the dataset. It memorizes the details rather than learn through the training data (21). KNN used majority voting rather than training data. It uses the distance learning algorithm to find the closest neighbor. Multi-Layer Perceptron (MLP) is a learning process that easily handles complex data. It uses various layers to train the system during the training phase. The various function is used to predict the class level by tuning the parameters weight and bias to enhance the algorithm’s performance (22). Each input is considered a neuron, and the neurons are multiplied by the weight. The activation function is used to predict the class level (23–26). A Naive Bayesian algorithm uses the conditional probability methodology to predict the class level. It’s based on the statistical methodology and predicts the class level as per the target value. The value is predicted within 0–1 (27–29). SVM is a supervised learning technique that uses different types of kernel functions to handle multi-class problems such as linear, polynomial, RBF, and sigmoid (30–34). SVM has been widely used to solve pattern recognition problems due to its effectiveness in using those kernels to handle multi-class issues. It can also obtain an optimized margin to separate the classes.

**Bit-Fusion Algorithm Description**

This section presents a bit fusion algorithm with the theoretical layout and the working principle. The projected work of


**Algorithm 1 | Bit-fusion ensemble algorithm.**

\[ \text{[acc]} \leftarrow \text{Bit-classify}(X_0, X_{tr}, \omega_0, \omega_1, M, \delta) \]

**Input:** \( X_0, X_{tr} \) are used in training and testing data, and \( \omega_0, \omega_1 \) are the class labels used during training and testing, \( M \) is the number of maximum iterations, Threshold value for feature classification is denoted as \( \delta \).

**Output:** accuracy of the classifier is denoted as \( \text{acc} \).

\[
\begin{align*}
[n, m] &\leftarrow \text{size}(X_0); \\
[x, y] &\leftarrow \text{size}(X_{tr}); \\
\text{maxclass} &\leftarrow \text{max}(\omega_0); \\
\text{wt} &\leftarrow \text{rand}(\text{maxclass}, m); \\
// \text{code for training} \\
\text{For iter} &\leftarrow 1 : M \\
\Delta \text{wt} &\leftarrow \text{wt}; \\
\text{for } i &\leftarrow 1 : n \\
&\text{for } j \leftarrow 1 : \text{maxclass} \\
&\quad f(j, :) \leftarrow X_0(:, j) \times \text{wt}[j, :) ; \\
&\quad \text{for } k \leftarrow 1 : m \\
&\quad \quad \text{if } (f(j,k) > \delta) \\
&\quad \quad \quad \text{bin}(j,k) \leftarrow 1; \\
&\quad \quad \text{else} \\
&\quad \quad \quad \text{bin}(j,k) \leftarrow 0; \\
&\quad \text{end} \\
&\quad \text{end} \\
&\quad \text{error}(j,:) \leftarrow \text{bin} - \text{expected}; \\
&\quad \Delta \text{wtlearn} \leftarrow 2 \times \mu \times \text{error} \\
&\quad m \leftarrow \text{mean} (\text{errorneighbor}) \\
&\quad \text{wt} \leftarrow \text{wt} + \Delta \text{wt}/n \\
&\quad \text{err/iter} \leftarrow (m \times m^2)/2/n; \\
&\text{end} \\
// \text{testing code} \\
\text{for } i &\leftarrow 1 : x \\
&\text{for } j \leftarrow 1 : \text{maxclass} \\
&\quad f(j, :) \leftarrow X_{tr}(i,j) \times \text{wt}[j, :) ; \\
&\quad \text{for } k \leftarrow 1 : m \\
&\quad \quad \text{if } (f(j,k) > \delta) \\
&\quad \quad \quad \text{bin}(j,k) \leftarrow 1; \\
&\quad \quad \text{else} \\
&\quad \quad \quad \text{bin}(j,k) \leftarrow 0; \\
&\quad \text{end} \\
&\quad \text{end} \\
&\quad \text{[value class (\( i \))] \leftarrow \text{max} (\text{sum} (\text{bin})); \\
&\text{end} \\
// \text{Accuracy calculation} \\
\text{difference} &\leftarrow \text{class} - \omega_0; \\
\text{match} &\leftarrow \text{find} (\text{difference} == 0); \\
\text{acc} &\leftarrow \text{length} (\text{match})/x \times 100;
\end{align*}
\]

Bit-Fused Ensemble Framework Algorithm

The bit fusion algorithm is applied to the trained classifier. The fusion algorithm considers the output of the classification algorithm to target maximum conceivable accuracy by reducing the execution time. For example, let \( \text{Classifier} = \{C_1, C_2, \ldots, C_k\} \) is the set of \( k \) number of classifiers, \( X = \{x_1, x_2, \ldots, x_n\} \) be the input features of the dataset \( x_i \in R^n \) of \( n \) instances, where each features can have \( m \) conditions and set of class labels \( \omega = \{\omega_1, \omega_2, \ldots, \omega_p\} \). Individual classification algorithm are trained and tested on input feature \( X \). Each classifier reads an input \( x_i \) and predict class category \( \omega \), i.e., \( C_i(x) \in \omega \) for \( i = 1 \ldots k \). For all the \( k \) classifier we will have \( p \) dimension vector supporting the class labels as given in (1).

\[
C_i (X) = [c_{i1}(x), \ldots, c_{ip}(x)]^T
\]

Where, \( c_{ij} (x) \in [0,1] \) for \( i = 1 \ldots k, j = 1 \ldots p \) usually provides the soft class labels for the classification algorithm. Thus \( c_{ij} \) denotes the degree of support given by the individual classifier \( c_i \) to the hypothesis that \( x \) belongs to \( \omega_j \). Merging classifiers methodology signifies finding a class category for the input \( x \) based on the \( k \) number of classifiers outcomes \( C_1(X), C_2(X), \ldots, C_k(X) \), the output is observed as a vector with final degree as support to the classes as soft class label for \( x \), denoted in (2).

\[
C(X) = [\mu_1(x), \ldots, \mu_p(x)]^T
\]

The maximum membership rule is applied to get the crisp class label \( x \) of a data set. Assign \( x \) to class \( \omega_t \) if,

\[
\mu_t (x) \geq \mu_t (x), \forall t = 1, \ldots, p
\]

There are two strategies of classifier combination such as classifier selection (2, 35) and classifier fusion (36–39). The belief in classifier selection is that each classifier has expertise in some local area of the feature space. When a feature vector \( x \in R^n \) is submitted for classification, the classifier responsible for the vicinity of \( x \) is given the highest authority to label \( \omega \). Classifier fusion assumes that all classifiers are equally exposed to the whole feature space and the decisions of all of \( C \) are taken into account for any \( x \). The classifier resulting from bit- fusion is a classifier fusion technique which is in the remainder of this article. **Algorithm 1** is overview of the proposed algorithm.

**Algorithm Steps**

The framework of the bit-fusion ensemble process is given in **Figure 1**. The proposed model mechanism is described in three segments as below:

- **Phase 1:** Min-Max Normalization and feature extraction: Min-Max normalization (4) is used to normalize the input feature \( X \) \( \in R^n \). Min-max normalization is the traditional way to transform input features into the scale of \([0, 1]\). The minimum value of the feature is transferred to 0, whereas the maximum value is converted to 1, rest of the values are transformed between 0 and 1.

\[
x_{ij} = \frac{x_{ij} - \min(X_j)}{\max(X_j) - \min(X_j)}
\]
where \( x_{ij} \in X \).

Principal component analysis (PCA) is used for feature extraction. It is done using three steps: (1) Covariance matrix \((Z)\) using Equation (5), (2) Compute eigenvalue and eigenvector \( U \) of \( Z \) using Equation (7) and (3) project the row data into \( k \)-dimensional subspace using Equation (8).

\[
Z = \frac{1}{n} \sum_{i=1}^{n} x_i x_i^T, \ Z \in R^{m \times m} \tag{5}
\]

\[
u^T Z = \lambda u \tag{6}
\]

\[
U = \begin{bmatrix} u_1 & u_2 & \cdots & u_m \end{bmatrix}, \ u_i \in R^m \tag{7}
\]

\[
x_{new}^T = \begin{bmatrix} u_1^T x_i \ u_2^T x_i \ \cdots \ u_k^T x_i \end{bmatrix} \in R^k \tag{8}
\]

Phase 2: Classifier Building: Considering the literature review, all ensemble technique has fixed few base classifiers and applied fusion using ensemble techniques. Similarly, in the proposed experiment, we have employed \( l = 5 \) classifiers N.B., D.T., SVM, k-NN and MLP as base classifier. For an dataset of \( n \) features and \( l \) classifiers we get soft class label output matrix as \( \xi \) of dimension \( l \times n \) as shown in (9).

\[
\xi = \begin{bmatrix} C_{11} & \cdots & C_{1l} \\
\vdots & \ddots & \vdots \\
C_{n1} & \cdots & C_{nl} \end{bmatrix} \tag{9}
\]

Where \( C_{ij} \in \omega \) is the class level predicted by the \( j^{th} \) classifier for the \( i^{th} \) feature.

Phase 3: Training of bit-fusion classifier: The bit fusion classification algorithm is used to categorize every value. In Figure 3, \( \xi \) is treated as an input to the fusion method, and for 100 iterations, it’s trained for the given feature input. In every epoch, all occurrences of the data set \( \xi \) contribute to the model’s training. Let \( \xi_i \) Represents each classification result from an individual classifier by considering the \( i^{th} \) feature. A random
A value between $[-0.5, 0.5]$ is selected to tune the Weight $w_t$. Dimension of $w_t$ is set to $|\omega| \times l$, where $l$ denotes the number of classifiers. Each row in $w_{tij}$ is tuned for $\xi_{gc}$. Initially, the dot product of the $f(\xi; W_t)$ is evaluated using Equation (10).

$$f(\xi, w_t) = \xi \cdot w_t$$ (10)
Now, binary output $B$ is evaluated by comparing $f(.)$ with high threshold parameter $\delta$. In the proposed algorithm, we have initialized $\delta = 0.9$. For better training, the value is considered near to 1. For all values of $f (\xi_iW_t) > \delta$ is set to as 1 otherwise 0. Let $B (f (\xi_i, W_t), \delta)$ be the function that relates the value of $f (\xi_iW_t)$ with $\delta$ and set it to binary value $\{0, 1\}$. $B(f(\xi_i, W_t), \delta)$ is compared with the expected output to evaluate model training error. Training error can be assessed using Equation (12).

$$E_{iter,i} = B(f(\xi_i, W_t), \delta) - \omega_i \forall i \in 1, \ldots, n$$

Model learning is done by updating $w_t$ using Equation (14).

$$\Delta w_t = \eta \times w_t \times \mu \times Error$$

$$w_t = w_t + \frac{\Delta w_t}{n}$$

Where $\eta$ and $\mu$ are the coefficients of learning and accelerator adjusted and initialized to $0.71$ and $0.00001$.

Equations (10–13) is repeated for maximum Iteration. We set a maximum number of iterations as 100. The Mean square error for $j^{th}$ epoch is evaluated using (15) and stored in $\psi(j)$.

$$\psi (j) = (E/n \times E/n)\frac{1}{n}$$

**EXPERIMENTAL ASSESSMENT AND SIMULATION RESULTS**

**Details of Datasets**

Fourteen data sets were collected from the standard repository database (https://archive.ics.uci.edu/ml/datasets.php) to analyze and establish the accuracy of the proposed model. Dataset selected from the repository does not have any missing values features. Normalization has been used on the dataset to improve accuracy and avoid the model’s biasing (40–47). The basic details of dataset dimension and class levels, attributes and instances are provided in Figures 5, 6. To establish the correctness of our model, testing has been done on another 15 datasets collected from UEA and UCR (48). Figure 7 provides the details about the testing dataset. The dataset does not have the missing value; it uses the standard scaler with zero mean and unit S.D.
TABLE 1 | Parameter summary.

| Sl. No | Name of dataset          | MLP  | SVM  | BFC  |
|--------|--------------------------|------|------|------|
|        |                          | η    | µ    |      | C    | γ    | η   | µ  |
| 1      | Leukemia                 | 0.4  | 0.5  |      | 2^3  | 2^-15| 0.5 | 0.2|
| 2      | Breast cancer            | 0.6  | 0.2  |      | 2^-1 | 2^-6 | 0.2 | 0.1|
| 3      | Lung cancer              | 0.5  | 0.5  |      | 2^3  | 2^-10| 0.3 | 0.5|
| 4      | Hepatitis                | 0.2  | 0.5  |      | 2^3  | 2^-15| 0.4 | 0.4|
| 5      | Lymphoma                 | 0.3  | 0.3  |      | 2^-5 | 2^-10| 0.2 | 0.3|
| 6      | Embryonal tumors         | 0.4  | 0.4  |      | 2^-1 | 2^-3 | 0.6 | 0.2|
| 7      | Glass                    | 0.3  | 0.2  |      | 2^-1 | 2^-8 | 0.2 | 0.2|
| 8      | Bupa                     | 0.2  | 0.5  |      | 2^-5 | 2^-3 | 0.1 | 0.2|
| 9      | Pima                     | 0.5  | 0.2  |      | 2^-1 | 2^-4 | 0.3 | 0.3|
| 10     | Thyroid                  | 0.4  | 0.4  |      | 2^-1 | 2^-6 | 0.1 | 0.2|
| 11     | Wine                     | 0.6  | 0.1  |      | 2^-4 | 2^-8 | 0.5 | 0.2|
| 12     | German                   | 0.4  | 0.5  |      | 2^-1 | 2^-2 | 0.4 | 0.3|
| 13     | Heart                    | 0.5  | 0.2  |      | 2^-3 | 2^-4 | 0.3 | 0.1|
| 14     | Vehicle                  | 0.2  | 0.2  |      | 2^-3 | 2^-3 | 0.4 | 0.1|
| 15     | Beef                     | 0.4  | 0.5  |      | 2^-3 | 2^-4 | 0.4 | 0.2|
| 16     | Chlorine concentration   | 0.6  | 0.5  |      | 2^-2 | 2^-8 | 0.5 | 0.4|
| 17     | Earthquakes              | 0.4  | 0.1  |      | 2^-3 | 2^-3 | 0.2 | 0.4|
| 18     | ECG5000                  | 0.3  | 0.4  |      | 2^-2 | 2^-2 | 0.3 | 0.2|
| 19     | Face four                | 0.2  | 0.2  |      | 2^-2 | 2^-6 | 0.1 | 0.3|
| 20     | Ford A                   | 0.4  | 0.5  |      | 2^-1 | 2^-4 | 0.4 | 0.3|
| 21     | Large kitchen appliances | 0.2  | 0.3  |      | 2^-3 | 2^-5 | 0.2 | 0.1|
| 22     | Meat                     | 0.4  | 0.4  |      | 2^-3 | 2^-8 | 0.4 | 0.4|
| 23     | Olive oil                | 0.6  | 0.2  |      | 2^-4 | 2^-1 | 0.3 | 0.1|
| 24     | OSU leaf                 | 0.4  | 0.2  |      | 2^-2 | 2^-4 | 0.5 | 0.5|
| 25     | Symbols                  | 0.5  | 0.2  |      | 2^-2 | 2^-1 | 0.2 | 0.2|
| 26     | Synthetic control        | 0.2  | 0.5  |      | 2^-2 | 2^-3 | 0.5 | 0.3|
| 27     | Trace                    | 0.4  | 0.3  |      | 2^-4 | 2^-1 | 0.5 | 0.2|
| 28     | Two lead ECG             | 0.1  | 0.3  |      | 2^-2 | 2^-3 | 0.2 | 0.3|
| 29     | Worms                    | 0.5  | 0.4  |      | 2^-3 | 2^-3 | 0.1 | 0.2|

TABLE 2 | Performance on the UCI data sets (in %).

| Dataset name                  | Average error rate | Uniform voting | Distribution summation | Dempster-shafer | Entropy weighting | Density-based weighting | Proposed algorithm |
|-------------------------------|--------------------|----------------|------------------------|-----------------|-------------------|------------------------|--------------------|
| Leukemia                      | 15.02              | 12.54          | 10.25                  | 14.26           | 15.02             | 5.97                   |                    |
| Breast cancer                 | 16.3               | 15.64          | 16.48                  | 19.44           | 16.48             | 12.6                   |                    |
| Lung cancer                   | 7.77               | 12.21          | 13.53                  | 12.21           | 12.21             | 4.64                   |                    |
| Hepatitis                     | 5.43               | 5.43           | 1.47                   | 7.43            | 4.06              | 0                     |                    |
| Lymphoma                      | 5.69               | 7.1            | 9.32                   | 7.25            | 4.01              | 0                     |                    |
| Embryonal tumors              | 28.84              | 37.84          | 37.84                  | 33.44           | 28.84             | 27.88                  |                    |

Parameter Discussion

The proposed methodology and five classifiers have been applied on 29 benchmarked datasets, as shown in Figures 5–7. The average error rate has been calculated by employing a 10-fold cross-validation test shown in Tables 1, 2. The result visualization represents an accuracy improvement on all the datasets. The entire implementation pipeline was developed and tested in Matlab R2010a.

Training standard classification algorithms such as MLP, NB, SVM, D.T., KNN and BFC parameter tuning for better results. MLP, SVM, and BFC parameters need to tune properly for better results out of all five classifiers and proposed BFC algorithms. KNN solely depends on value of K neighbors. We use Euclidean distance from the query features to rest of dataset and considered (k = 10) nearest neighbors for voting. N.B. is based on the prior probability of different classes on training data. Details of
FIGURE 8 | Accuracy performance bit fusion algorithm for Breast cancer with respect to other standard fusion techniques.

FIGURE 9 | Accuracy performance bit fusion algorithm for Leukemia cancer with respect to other standard fusion techniques.
FIGURE 10 | Accuracy performance of bit fusion algorithm for Lung cancer with respect to other standard fusion techniques.

FIGURE 11 | Accuracy performance of bit fusion algorithm for Hepatitis cancer with respect to other standard fusion techniques.
FIGURE 12 | Accuracy performance of bit fusion algorithm for Lymphoma cancer with respect to other standard fusion techniques.

FIGURE 13 | Accuracy performance of bit fusion algorithm for Embryonal Tumors cancer with respect to other standard fusion techniques.
parameter values are shown in Table 1. The two parameters $\eta$ and $\mu$, as known as the learning rate and acceleration constant, respectively, the value has been initialized from $[0.1, 0.6]$ to train the MLP algorithm. SVM is a linear classifier that works well on a large data set. It's easier to fit the data as SVM does not depend on native optima. The linear function is used for binary classification. By considering the variety of datasets with multi-class levels, it's difficult to select a proper radial function for data. SVM parameter scales properly to handle the large data set. This article uses the exponential radial function $(2, 31–34)$ in SVM to train dataset. SVM with RBF uses the parameter $[C, \gamma]$ but it varies as per the data set. The value of $C$ ranges as per data $[2^{-5}, 2^{-4}, \ldots, 2^{5}]$ and the value of $\gamma$ selected for the data set $[2^{-15}, 2^{-14}, \ldots, 2^{-1}]$. For training and testing, 10-fold cross-validation enhances the accuracy level. The algorithms implemented for all three data sets are presented in the Table 1. The proposed Bit fusion algorithm trains the parameters $\text{acceleration constant } \mu$ and $\text{learning rate } \eta$ with the value $[0.1, 0.5]$ $[0.1, 0.6]$ respectively.

**Evaluation of Proposed Bit-Fusion Ensemble Technique With Traditional Fusion Methods**

The traditional fusion methods such as majority voting, uniform distribution, distribution summation, Dempster-Shafer, Entropy Weighting and Density-based weighting take the individual input from each of the $(1–6)$ base classifiers. As discussed in introduction, a number of fusion methods operate on the classifier’s outputs trying to improve the classification accuracy. For example; in majority voting, if the greater number of classifiers predicts that, the instance belongs to the class 1 then automatically the fusion algorithm assigns class 1 as its class label to that instance. But in some cases; the accuracy may be decreased if the data belongs to some other class. In majority voting, the Time complexity would be high, but it increases the efficiency $(13)$. The fusion methods play dominant role to enhance the accuracy of classification problem. Choosing the proper fusion method is one of the best solutions for any pattern recognition problem. Proposed bit-fusion ensemble classifier addresses the problem of tradition fusion methods, as it neither rely the number of classifiers nor the output of the base classifiers, it decides the output of a data element by tuning its own parameter and takes the decision according to the threshold $\delta$ value. We have implemented and compared our model with different traditional fusion methods as discussed above and the accuracy achieved by all the methods are shown in Figures 8–13 for different data sets, where x-axis represents % of data used for testing and y-axis represent accuracy. The 10-fold cross validation scheme has been implemented for training and testing of the data sets. Table 2 shows the average rate comparison with traditional fusion methods. Table 3, shows the similar comparison with DT and VWDT algorithms $(49)$. The results show that the bit-fused ensemble classification just as effective as the other more complicated schemes in improving the recognition rate for the data set used.

| Dataset name | DT | Average error rate | Proposed algorithm |
|--------------|----|-------------------|--------------------|
| Glass        | 41.367 | 42.538 | 26.258 |
| Bupa         | 24.751 | 20.526 | 12.265 |
| Pina         | 26.042 | 23.828 | 13.241 |
| Thyroid      | 14.484 | 3.32  | 2.210 |
| Wine         | 6.825  | 2.857  | 1.105  |
| German       | 27.564 | 24.154 | 11.023 |
| Heart        | 17.407 | 15.926 | 9.205  |
| Vehicle      | 33.394 | 26.195 | 18.125 |

We have also measured the performance difference of individual classifiers with the proposed method. Figures 8–13 depicts the same. Our proposed algorithm performs 3–5% better accuracy than other algorithms in almost all cases. It can be noted from Figure 14 that SVM has good accuracy for dataset hepatitis and lymphoma, whereas N.B. is good with leukemia, KNN is better in the Embryonal dataset. But our proposed bit-fusion classifier outperforms all. This also proves our hypothesis that we cannot identify or rely on anyone classifier from the beginning, and it is better to fuse their result and classify one.

**Evaluation Comparison of Proposed Model With Logistic Regression and Fuzzy Integral**

We have compared our algorithm with the findings from $(50)$ on the 15 Benchmark data selected from the UEA & UCR Time Series Classification Repository $(48)$, which details are given in Figure 7. To measure the accuracy obtained from the fusion classifier, we compared it with the best classifier result. Denoting $n$ as the number of samples of the dataset and partitioned into k-fold with m number of pieces in each partition such that $n = k \times m$, proposed model accuracy gain is measured using $(17)$. Where, $Acc_j$ is the accuracy gain on the jth sample, $P_j$ and $S_j$ are the number of jth samples correctly predicted by the proposed model and best classifier, respectively. For $k$, different result average gain for the dataset is evaluated using $(18)$.

$$Acc_j = \frac{P_j - S_j}{m}$$

$$AccC = \frac{\sum_{j=1}^{k} Acc_j}{k}$$

Accuracy is plotted in Figure 14, for the dataset discussed in Figure 7, to investigate and compare the impact of the proposed model with Majority Voting (MV), Highest Rank (H.R.), Borda Count (BC), Bayes Belief Integration (BBI), Behavior knowledge Space (BKS), Logistic Regression (L.R.) and Fuzzy Integral (F.I.).

It is observed from Figure 15 that the proposed model’s mean accuracy in % is better than other methods. Considering the best scenario Proposed model has given the best performance in all 15 datasets. This can be confirmed from Table 4. However, the...
FIGURE 14 | Comparative analysis of all dataset accuracies.

FIGURE 15 | Fusion algorithm accuracy (mean, min, max) comparison.
The proposed Bit-fused ensemble algorithm is an active and resource support. This article focuses on the extensive implementation of fusion algorithms with a variety of datasets, proposed model deals with a novel bit fusion algorithm that contemplates the input as soft class label applied on gene expression standard datasets. The proposed Bit-fusion ensemble algorithm is an active and reasonably robust fusion structure that outpaces the standard and many other present fusion approaches compared to accuracy, time complexity and correctness. The proposed Bit-fusion compares the data feature-wise with the threshold value and classifies each feature as the soft class label. The algorithm focuses on diversity measurement as compared to other existing methodologies. After the classification result, traditional algorithms are combined to enhance accuracy. **Figure 15** and **Table 4** reflect accuracy gain compared for seven traditional fusion algorithms with the datasets.

The proposed methodology rises the correctness by focusing on categorizing each value of the feature rather than categorizing the whole feature itself. High accuracy for the large data set with little additional computational determination can be accomplished with the model. Future work may concentrate on the pandemic data (Covid data) to classify with a novel bit fusion algorithm and predict the type of patients or the cluster area by using the proposed bit-fused algorithm as it works on individual features value it can establish the higher correctness of the result. A variety of other base classifiers may be used to establish the correctness of the proposed algorithm with a variety of datasets. Various optimization techniques maybe used in bit- fusion to enhance the accuracy and to deal with large datasets.

**CONCLUSION**

This article focuses on the extensive implementation of fusion algorithms with a variety of datasets, proposed model deals with a novel bit fusion algorithm that contemplates the input as soft class label applied on gene expression standard datasets. The proposed Bit-fused ensemble algorithm is an active and reasonably robust fusion structure that outpaces the standard and many other present fusion approaches compared to accuracy, time complexity and correctness. The proposed Bit-fusion compares the data feature-wise with the threshold value and classifies each feature as the soft class label. The algorithm focuses on diversity measurement as compared to other existing methodologies. After the classification result, traditional algorithms are combined to enhance accuracy. **Figure 15** and **Table 4** reflect accuracy gain compared for seven traditional fusion algorithms with the datasets.

The proposed methodology rises the correctness by focusing on categorizing each value of the feature rather than categorizing the whole feature itself. High accuracy for the large data set with little additional computational determination can be accomplished with the model. Future work may concentrate on the pandemic data (Covid data) to classify with a novel bit fusion algorithm and predict the type of patients or the cluster area by using the proposed bit-fused algorithm as it works on individual features value it can establish the higher correctness of the result. A variety of other base classifiers may be used to establish the correctness of the proposed algorithm with a variety of datasets. Various optimization techniques maybe used in bit- fusion to enhance the accuracy and to deal with large datasets.
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**TABLE 4** | Comparative analysis of each fusion method with proposed model on different dataset for mean accuracy gain (48).

| Dataset                        | Majority voting | Highest rank | Borda count | Bayes belief integration | Behavior knowledge space | Logistic regression | Fuzzy Integral | Proposed model |
|--------------------------------|-----------------|--------------|-------------|--------------------------|----------------------------|----------------------|---------------|----------------|
| Beef                           | 18.33           | -38.33       | -23.33      | -25                      | -48.33                     | 5                    | -11.67        | -2.34          |
| Chlorine concentration         | 16.39           | -52.52       | -15.46      | -0.02                    | -5.27                      | 0                    | -0.14         | 3.4            |
| Earthquakes                    | -2.59           | -24.07       | -1.73       | 0                        | -1.95                      | 0.43                 | -4.76         | 1.5            |
| ECG5000                        | -0.66           | -25.3        | -0.76       | -1.68                    | -2.78                      | 0.08                 | 0.52          | 6.2            |
| Face four                      | -1.78           | -32.02       | -2.69       | -10.63                   | -26.68                     | 1.78                 | 2.69          | 1.5            |
| FordA                          | -14.83          | -24.36       | -15.14      | -2.48                    | -3.35                      | 0.06                 | -6.38         | -0.04          |
| Large kitchen appliances       | -8.13           | -22.27       | -5.73       | -4.8                     | -14.13                     | 0.93                 | -2.4          | 4.5            |
| Meat                           | 0               | -22.5        | 0           | -7.5                     | -10                        | 0.58                 | -5.83         | 0.5            |
| Olive oil                      | -5              | -10          | -5          | -11.67                   | -16.67                     | -3.33                | -5            | -1.4           |
| OSU leaf                       | -15.63          | -28.95       | -12.89      | -4.08                    | -35.28                     | 0                    | -3.42         | 3.2            |
| Symbols                        | -1.27           | -12.06       | -2.25       | -3.24                    | -19.31                     | 0.39                 | -0.78         | 2.1            |
| Synthetic control              | -0.17           | -30.67       | -1.33       | 0                        | -17.17                     | 1.67                 | 1             | 3.7            |
| Trace                          | -9              | -32          | -13         | -3.5                     | -19                        | -5                   | -2.5          | -1.5           |
| Two lead ECG                   | -1.38           | -31.24       | -1.63       | -0.17                    | -0.52                      | -0.26                | -0.09         | 3.3            |
| Worms                          | -9.28           | -20.94       | -2.71       | -5.81                    | -25.13                     | -1.52                | -1.95         | 1.1            |

second-best is the L.R. method, but effective mean accuracy is still negative. The average accuracy % of BBI, MV, and BCI is in the range of −5 to −7%. In comparison, H.R. and BKS have performed worst for all the datasets.
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