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ABSTRACT

We analyze a within-host model of virus infection with antibody and CD8+ cytotoxic T lymphocyte (CTL) responses proposed by Schwartz et al. (2013). The goal of this work is to gain an overview of the stability of the biologically-relevant equilibria as a function of the model’s immune response parameters. We show that the equilibria undergo at most two forward transcritical bifurcations. The model is also explored numerically and results are applied to equine infectious anemia virus infection. In order to arrive at stability of the biologically-relevant endemic equilibrium characterized by coexistence of antibody and CTL responses, the parameters promoting CTL responses need to be boosted over parameters promoting antibody production. This result may seem counter-intuitive (in that a weaker antibody response is better) but can be understood in terms of a balance between CTL and antibody responses that is needed to permit existence of CTLs. In conclusion, an intervention such as a vaccine that is intended to control a persistent viral infection with both immune responses should moderate the antibody response to allow for stimulation of the CTL response.
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1 Introduction

Equine infectious anemia virus (EIAV) is an infection in horses that is similar to HIV (human immunodeficiency virus) in structure, genome, and life cycle [Leroux et al., 2004]. However, horses infected with EIAV do not develop AIDS, as do HIV-infected individuals without treatment. Instead, EIAV-infected horses produce immune responses that control the infection [Craigo and Montelaro, 2013]. This control has been shown to be mediated by both CD8+ cytotoxic T lymphocytes (CTLs) and antibody responses, which ultimately limit virus replication and prevent symptoms in long-term infected animals, even though the virus infection is not cleared [Cook et al., 2013]. Specifically, T cell epitopes that indicate a broadening of CTL response have been identified to persist in long-term infection [Issel et al., 2014, McGuire et al., 2000, Tagmyer et al., 2007]. Furthermore, evolving broadly neutralizing antibodies have been found to be needed to maintain asymptomatic disease [Hammond et al., 1997, Sponseller et al., 2007, Craigo et al., 2007]. Thus, EIAV infection has been the subject of many controlled experiments to investigate the immune response to infection [Mealey et al., 2008, Taylor et al., 2010, 2011, Schwartz et al., 2015, 2018]. The more we understand how CTLs and antibodies control EIAV infection, the more insight will be gained on how best to develop effective interventions that control other similar viral infections.
The standard model of virus infection [Nowak and Bangham, 1996, Perelson et al., 1996] is a system of three ordinary differential equations (ODEs) that can account for many experimental observations in the stages of both HIV and equine infectious anemia virus (EIAV) infection [Schwartz et al., 2018, Perelson and Ribeiro, 2013, Stafford et al., 2000, Phillips, 1996, Neeckler et al., 2015]. This model depicts the concentrations of uninfected cells, infected cells, and virus particles, and represents a virus infecting a target cell population, with the infected cells then producing more viral particles. This model does not include additional equations that explicitly model immune responses. Since immune responses are dynamic as well, further realism can be gained by explicitly including equations representing immune responses.

Nowak and Bangham [1996] developed a model consisting of a system of four ODEs that includes the dynamics of one component of the immune system: the population of CTLs that kill infected cells. A subsequent model by Wodarz [2003] presents a system of five equations to model an infection by hepatitis C virus; this model explicitly includes immune responses given by populations of both CTLs and antibodies.

In 2013, Schwartz et al. [2013a] published a five-equation model of EIAV infection that also includes two populations of immune responses, one for CTLs and one for antibodies. This mathematical model differs from that of Wodarz [2003] in the equation describing the antibody response. Schwartz et al. [2013a] depict antibody production as proportional to the concentration of virus, rather than proportional to the interactions between viruses and pre-existing antibodies. Other authors have built more complexity into this equation, such as by including B cell dynamics and differentiation into antibody producing cells [Le et al., 2015], but this approach necessarily relies upon the addition of more parameters with unknown values in the case of EIAV infection. The Schwartz et al. [2013a] model takes a step back and uses a more straightforward approach, in which antibody production is modeled as first order in $V$. This choice still captures the essence of the biology, given that antibody production is correlated with the quantity of virus [Craig and Montelaro, 2013, Sajadi et al., 2011, Koopman et al., 2015].

In the notation of Schwartz et al. [2013a], the system of equations is

$$\dot{M} = \lambda - \rho M - \beta MV,$$

$$\dot{I} = \beta MV - \delta I - kIC,$$

$$\dot{V} = bI - \gamma V - fVA,$$

$$\dot{C} = \psi IC - \omega C,$$

$$\dot{A} = \alpha V - \mu A.$$

The state variables are the concentrations of uninfected cells $M$ (in this infection, uninfected cells are macrophages, a type of white blood cell that is the target cell of EIAV), infected cells $I$, virus $V$, cytotoxic T lymphocytes $C$, and antibodies $A$. Solutions of the EIAV model are only biologically relevant when all of the state variables are non-negative. (We use “biological” as a synonym for “non-negative”.) The lower-case Greek and Latin letters denote 12 parameters, which are assumed to be positive. These equations are interpreted as follows: Eq. (1a) describes uninfected cells introduced at rate $\lambda$, removed at rate $\rho M$ and infected by virus particles at rate $\beta MV$; Eq. (1b) describes infected cells produced at rate $\beta MV$, removed at rate $\delta I$, and killed by CTLs at rate $kIC$; Eq. (1c) describes virus particles (measured in viral RNA, vRNA) produced by infected cells at rate $bI$, removed at rate $\gamma V$, and neutralized by interaction with antibodies at rate $fVA$; Eq. (1d) describes CTLs produced at rate $\psi IC$ and removed at rate $\omega C$, as in Nowak and Bangham [1996], Wodarz [2003]; and finally, Eq. (1e) describes antibody molecules produced at rate $\alpha V$ and removed at rate $\mu A$.

The model has five equilibria, yet only three of these can have non-negative values for all of the state variables and thus be biologically relevant. These equilibrium states are (1) the infection-free equilibrium (IFE) $E_0$, (2) the antibody-only equilibrium $E_1$ describing an infection limited by an antibody response but not a CTL response, and (3) the coexistence equilibrium $E_3$ describing an infection limited by both an antibody response and a CTL response.

Schwartz et al. [2013a] showed that the existence of the biologically relevant equilibria could be determined by the basic reproduction number $R_0$, and a second threshold $R_1$. They identified example parameter sets corresponding to scenarios where each equilibrium is stable. However, they did not show that the thresholds determine the stability of the equilibria. In this paper we build upon the results of Schwartz et al. [2013a] by investigating the bifurcation structure of system (1), and by showing that there are at most two forward transcritical bifurcations. We use a combination of standard techniques to analyze the dynamics of (1) in general and verify that the thresholds are associated with bifurcation points.

We show that the infection free equilibrium $E_0$ is globally asymptotically stable when $R_0 < 1$ and unstable when $R_0 > 1$. The antibody-only equilibrium $E_1$ is locally asymptotically stable when $R_1 < 1 < R_0$, indicating that there
are bifurcations when \( R_0 = 1 \) and \( R_1 = 1 \). In particular, we use the next generation matrix method [Diekmann et al., 1990, van den Driessche and Watmough, 2002, van den Driessche, 2017] to show that the \( R_1 = 1 \) bifurcation is a forward transcritical bifurcation between \( E_1 \) and \( E_3 \). Our analysis is supported by bifurcation diagrams that can also be used to help identify parameter ranges associated with the stability of these equilibria.

The biological goal of our analysis is to identify the key parameters that correspond to the stability of each equilibrium. In particular, since EIAV infection is controlled by both antibodies and CTLs, we aim to determine which parameter ranges lead the system to the coexistence equilibrium \( E_3 \). We can then use this information to determine the specific parameters to target with an intervention such as a vaccine. For example, using the CTL production rate \((\psi)\) or antibody production rate \((\alpha)\) as control parameters, we can identify which ranges would be needed by a vaccine that stimulates CTL production or antibody production sufficiently to drive the system to \( E_3 \). Such advances in our understanding of the modes of action of the immune system that control EIAV could indicate the targets for a potential vaccine to control other infections, like HIV.

2 Analytical Results

**Proposition 1.** If \((M, I, V, C, A)\) is a solution to the EIAV model, (1) with biological initial conditions, then \((M, I, V, C, A)\) remains biological for all time. Furthermore, \((M, I, V, C, A)\) is bounded for all time.

**Proof.** First, suppose that \( M(t) \) becomes negative, then there exists \( t_0 \geq 0 \) such that \( M(t_0) = 0 \). At \( t = t_0 \), \( M = \lambda > 0 \), and so there exists \( \epsilon > 0 \) such that \( M(t) > 0 \) for all \( t \in (t_0, t_0 + \epsilon) \). Thus \( M(t) \) cannot become negative.

Suppose now that \( C(t) \) becomes negative, then there exists \( t_0 \) such that \( C(t_0) = 0 \). At \( t = t_0 \) \( C = 0 \), and therefore \( C(t) = 0 \) for all \( t \) by the Picard-Lindelöf theorem. Thus, if \( C(0) > 0 \), then \( C(t) > 0 \) for all \( t \).

Suppose that one of \( I \) or \( V \) becomes negative. Then there exists \( t^* \geq 0 \) such that \( \min\{I(t^*), V(t^*)\} = 0 \). If \( I(t^*) = 0 \) and \( V(t^*) > 0 \), then \( \dot{I}(t^*) = \beta M(t^*) V(t^*) > 0 \), and thus there exists \( \epsilon > 0 \) such that \( I(t) > 0 \) for all \( t \in (t^*, t^* + \epsilon) \).

If \( I(t^*) > 0 \) and \( V(t^*) = 0 \), then \( \dot{V}(t^*) = bI(t^*) > 0 \), and therefore there exists \( \epsilon > 0 \) such that \( V(t) > 0 \) for all \( t \in (t^*, t^* + \epsilon) \). Finally, if \( I(t^*) = V(t^*) = 0 \), then \( \dot{I}(t^*) = \dot{V}(t^*) = 0 \), and thus \( I(t) = V(t) = 0 \) for all \( t > 0 \). It follows that \( I(t) \leq 0 \) and \( V(t) \geq 0 \) for all \( t \geq 0 \).

Finally, suppose that \( A(t) \) becomes negative, then there exists \( t_0 \geq 0 \) such that \( A(t_0) = 0 \). At \( t = t_0 \) \( \dot{A}(t_0) = \alpha V(t_0) \geq 0 \). It follows that \( A(t) > 0 \) for all \( t \geq 0 \).

To show that solutions are bounded, consider \( \Sigma(t) := M(t) + I(t) + \frac{k}{\psi} C(t) \), which satisfies

\[
\dot{\Sigma}(t) = \lambda - \rho M(t) - \delta I(t) - \frac{\omega k}{\psi} C(t),
\]

\[
\leq \lambda - \kappa \Sigma(t),
\]  

(2)

where \( \kappa = \min\{\rho, \delta, \omega\} \). By multiplying eq. (2) by \( e^{\kappa t} \), rearranging, and integrating, we find

\[
\Sigma(t) \leq \frac{\lambda}{\kappa} + \Sigma(0)e^{-\kappa t} - \frac{\lambda}{\kappa} e^{-\kappa t},
\]

\[
\leq \max\left\{\frac{\lambda}{\kappa}, \Sigma(0)\right\}.
\]

Since \( M(t) \), \( I(t) \), and \( C(t) \) are positive, it follows that they are bounded in forward time. Since \( I(t) \) is bounded above, there exists \( T > 0 \) such that

\[
\dot{V}(t) \leq T - \gamma V(t) - fV(t)A(t),
\]

\[
\leq T - \gamma V(t),
\]

where the second inequality follows from the fact that \( fV(t)A(t) \geq 0 \). It similarly follows that \( V(t) \) is bounded for all \( t \geq 0 \). Finally, since \( I(t) \) is bounded above, there exists \( Q > 0 \) such that

\[
\dot{A}(t) \leq Q - \mu A(t),
\]

and a similar argument shows that \( A(t) \) is bounded for all \( t \geq 0 \).
2.1 Equilibria of the EIAV Model

The equilibria of the EIAV model, (1), are derived in Schwartz et al. [2013a]. We report the non-negative ones here for convenience.

The infection free equilibrium (IFE) is given by

\[ E_0 = (M_0, I_0, V_0, C_0, A_0) = \left( \frac{\lambda}{\rho}, 0, 0, 0, 0 \right). \]  (3)

Only uninfected cells are present.

The boundary equilibrium is given by \( E_1 = (M_1, I_1, V_1, C_1, A_1) \) where

\[ M_1 = \frac{\lambda}{\rho + \beta V_1}, \]  \( 4a \)

\[ I_1 = \frac{\lambda}{\delta} \cdot \frac{\beta V_1}{\rho + \beta V_1}, \]  \( 4b \)

\[ V_1 = \frac{-(\alpha f \rho + \beta \gamma \mu) + \sqrt{(\alpha f \rho - \beta \gamma \mu)^2 + \frac{4 \alpha \beta \delta^2 f \psi \lambda}{\alpha f}}}{2 \alpha \beta f}, \]  \( 4c \)

\[ C_1 = 0, \]  \( 4d \)

\[ A_1 = \frac{\alpha}{\mu} V_1. \]  \( 4e \)

The boundary equilibrium describes an infection—with both virus particles and infected cells present—that elicits an antibody response but not a CTL response.

Finally, the endemic equilibrium is given by \( E_3 = (M_3, I_3, V_3, C_3, A_3) \) where

\[ M_3 = \frac{\lambda}{\rho + \beta V_3}, \]  \( 5a \)

\[ I_3 = \frac{\omega}{\psi}, \]  \( 5b \)

\[ V_3 = \frac{-\gamma \mu \psi + \sqrt{(\gamma \mu \psi)^2 + \frac{4 \alpha b f \mu \psi \omega}{\alpha f \psi}}}{2 \alpha f \psi}, \]  \( 5c \)

\[ C_3 = \frac{\lambda \psi}{k \omega} \cdot \frac{\beta V_3}{\rho + \beta V_3} - \frac{\delta}{k}, \]  \( 5d \)

\[ A_3 = \frac{\alpha}{\mu} V_3. \]  \( 5e \)

The endemic equilibrium describes an infection that elicits both antibody and CTL responses from the immune system. Note that this equilibrium is only non-negative when \( C_3 \geq 0 \).

2.2 Stability Analysis

Schwartz et al. [2013a] made use of the next generation matrix method [van den Driessche and Watmough, 2002] to analyze the linear stability of the IFE. We combine their results in the statement of Theorem 2 below. If an infected cell is introduced into an IFE, the basic reproduction number \( R_0 \) is roughly the average number of infected cells produced. The number is a threshold value. \textit{i.e.}, if \( R_0 < 1 \), then the infection will die out and if \( R_0 > 1 \), then the infection will grow.

\textbf{Theorem 2.} Consider the EIAV model with positive parameter values. The basic reproduction number is

\[ R_0 = \frac{b \beta \lambda}{\delta \gamma \rho}. \]  \( 6 \)

Further, the disease-free equilibrium \( E_0 \) is globally asymptotically stable for \( R_0 < 1 \) and unstable for \( R_0 > 1 \).

\textbf{Proof.} Linear stability results for \( E_0 \) and a calculation of \( R_0 \) using the next generation matrix method were done in Schwartz et al. [2013a].
Suppose that \( R_0 < 1 \), then there exists \( \epsilon > 0 \) such that \( R_0 + \epsilon \leq 1 \). To show global stability of \( E_0 \), define the Lyapunov function

\[
U_\epsilon = M(t) - M_0 \log \left( \frac{M(t)}{M_0} \right) + I(t) + \frac{\delta}{\beta} V(t) + \frac{k}{\psi} C(t) + \epsilon \frac{\gamma \delta}{b \alpha} A(t),
\]

so that, for any \( \epsilon > 0 \), \( U_\epsilon \geq 0 \) with \( U_\epsilon = 0 \) only when \( (M, I, V, C, A) = E_0 \). The derivative of \( U_\epsilon \) along trajectories is

\[
\dot{U}_\epsilon = -\frac{\rho}{M(t)}(M_0 - M(t))^2 - \gamma \delta \frac{(1 - R_0 - \epsilon)V(t)}{\beta} + \frac{k \omega}{\psi} C(t) - \epsilon \frac{\gamma \delta \mu}{b \alpha} A(t) \leq 0.
\]

By LaSalle’s invariance principle, solutions converge to the largest compact invariant set of (1) that is contained in \( \{(M(t), I(t), V(t), C(t), A(t)) : \dot{U}_\epsilon = 0\} = \{(M_0, I(t), 0, 0, 0)\} \). I.e., \( E_0 \).

Note that \( V_1 \) may be written in terms of \( R_0 \) as

\[
V_1 = -\frac{(\alpha f \rho + \beta \gamma \mu) + \sqrt{(\alpha f \rho + \beta \gamma \mu)^2 + 4 \alpha f \rho \beta \gamma \mu (R_0 - 1)}}{2 \alpha \beta f},
\]

so that when \( R_0 = 1 \), \( V_1 = 0 \). It is easy to see from this that \( E_0 = E_1 \) when \( R_0 = 1 \).

The antibody-only equilibrium \( E_1 \) represents a viral infection with an antibody response, \( A_1 > 0 \), but no CTL response, \( C_1 = 0 \). We may treat the CTL response as an active variable, similar to the use of “infectious variable” in the terminology of van den Driessche and Watmough [2002]. From this new point of view the boundary equilibrium \( E_1 \) is analogous to an infection free equilibrium, in that it is free of the active variable \( C \). Thus, we can obtain an expression for the threshold for CTLs using the next generation matrix method. The term that introduces new CTLs into the system is \( F_1 = \psi IC \) and the term that eliminates them is \( V_1 = \omega C \). Let \( F = \left( \frac{\partial F_1}{\partial C} \right) (E_1) = \psi I_1 \) and \( V = \left( \frac{\partial V_1}{\partial C} \right) (E_1) = \omega \). Then, by the next generation matrix method,

\[
\hat{R}_1 = FV^{-1} = \frac{\lambda \psi}{\delta \omega} \cdot \frac{\beta V_1}{\rho + \beta V_1}.
\]

Alternatively, following Schwartz et al. [2013a], we write the \( E_3 \) CTL response (given by eq. 5d) in the form \( C_3 = (\delta / k)(R_1 - 1) \) where

\[
R_1 = \frac{\lambda \psi}{\delta \omega} \cdot \frac{\beta V_3}{\rho + \beta V_3}.
\]

Those authors show that \( R_1 < R_0 \) (Schwartz et al. [2013a], Theorem 3). \( E_3 \) is biological only when \( R_1 \geq 1 \).

When \( E_1 = E_3 \) we have \( V_1 = V_3 \), which implies \( R_1 = \hat{R}_1 \), and \( C_3 = C_1 = 0 \), which implies \( R_1 = 1 \). On the other hand, if \( R_1 = \hat{R}_1 \), it follows that \( V_1 = V_3 \) and, by virtue of the equations that \( V_1 \) and \( V_3 \) solve, i.e.,

\[
\frac{f \alpha}{\mu} V_1^2 + \gamma V_1 - b I_1 = 0,
\]

\[
\frac{f \alpha}{\mu} V_3^2 + \gamma V_3 - b I_3 = 0,
\]

that \( I_1 = I_3 \). Since \( I_1 = \frac{V}{\omega} \hat{R}_1 = I_3 R_1 \) we obtain \( \hat{R}_1 = 1 \), and therefore that \( E_1 = E_3 \). Finally, if \( \hat{R}_1 = 1 \), then \( I_1 = I_3 \) and by eqs. (10) and (11), \( V_1 = V_3 \). Therefore \( R_1 = \hat{R}_1 \). Thus, the following three statements are equivalent:

1. \( R_1 = \hat{R}_1 \)
2. \( E_1 = E_3 \)
3. \( \hat{R}_1 = 1 \)

Therefore, both \( R_1 \) and \( \hat{R}_1 \) may be used as a threshold to determine the existence (and stability) of \( E_3 \), although only \( \hat{R}_1 \) should be thought of as a basic reproductive number.
Lemma 3. If $V_1$ depends on a parameter, that dependence is strictly monotone.

Proof. By letting $x = \mu/(2\alpha f)$, $y = \rho/(2\beta)$, and $z = \lambda b/(2\delta)$, we can write

$$V_1 = -\gamma x - y + \sqrt{(\gamma x + y)^2 + 4x(z - y\gamma)}.$$ 

Straightforward calculations show that, for positive parameter values,

$$\frac{\partial V_1}{\partial y} = \frac{x\gamma - y + \sqrt{(x\gamma - y)^2 + 4xz}}{\sqrt{(x\gamma - y)^2 + 4xz}} < 0,$$

$$\frac{\partial V_1}{\partial z} = \frac{2x}{\sqrt{(x\gamma - y)^2 + 4xz}} > 0,$$

$$\frac{\partial V_1}{\partial \gamma} = \frac{x(x\gamma - y - \sqrt{(x\gamma - y)^2 + 4xz})}{\sqrt{(x\gamma - y)^2 + 4xz}} < 0,$$

$$\frac{\partial V_1}{\partial x} = \frac{\gamma(x\gamma - y + \sqrt{(x\gamma - y)^2 + 4xz})\sqrt{(x\gamma - y)^2 + 4xz}}{2z\gamma V_1}.$$

The sign of $\frac{\partial V_1}{\partial z}$ is determined by the sign of $V_1$, which is determined by the sign of $R_0 = z/(y\gamma)$, which is independent of $x$. Applying the chain rule gives us the desired result. \qed

Since the dependence of $\hat{R}_1$ on $V_1$ is strictly monotone, a corollary to Lemma 3 is that if $\hat{R}_1$ depends on a parameter, then that dependence is also strictly monotone.

Theorem 4. Consider (1) with positive parameter values. The curves of equilibria $E_0$ and $E_1$ intersect in a forward transcritical bifurcation when $R_0 = 1$. The infection free equilibrium $E_0$ is globally asymptotically stable for $R_0 < 1$ and unstable for $R_0 > 1$. The antibody-only equilibrium $E_1$ is non-biological for $R_0 < 1$, is locally asymptotically stable for $\hat{R}_1 < 1 < R_0$, and is unstable if $\hat{R}_1 > 1$. 

Proof. The stability results properties of $E_0$ follow directly from Theorem 2. If $R_0 < 1$, then it follows from (7) that $V_1 < 0$, and thus $E_1$ is non-biological. By Lemma 3, the intersection between the curves of equilibria $E_0$ and $E_1$ is transverse. When $R_0 > 1$, the antibody-only equilibrium $E_1$ is biological.

By writing the equation for CTLs first, the Jacobian at $E_1$ may be written as

$$Dg(E_1) = \begin{pmatrix} \omega \hat{R}_1 - \omega & 0 & 0 & 0 & 0 \\ 0 & -\rho - \beta V_1 & 0 & -\beta M_1 & 0 \\ -\frac{\omega}{\rho} \hat{R}_1 & \beta V_1 & -\delta & \beta M_1 & 0 \\ 0 & 0 & b & -\gamma - f A_1 & -f V_1 \\ 0 & 0 & 0 & \alpha & -\mu \end{pmatrix}, \quad (12)$$

which has a lower block-triangular form. The eigenvalues of $Dg(E_1)$ are $\omega(\hat{R}_1 - 1)$ and the eigenvalues of the lower $4 \times 4$ matrix. Thus if $\hat{R}_1 > 1$, then $Dg(E_1)$ has a positive eigenvalue and $E_1$ is unstable.

When $R_0 > 1$ the characteristic equation of the lower $4 \times 4$ matrix satisfy the Routh-Hurwitz criteria (see for example Meinsma [1995]), and therefore have negative real part (for details see the supplementary material). When $R_0 = 1$ there is a transcritical bifurcation that is “forward” in the sense that $E_1$ is locally asymptotically stable for $R_0$ in a neighbourhood of the form $(1, 1 + \epsilon)$, for $\epsilon$ sufficiently small. \qed

Theorem 5. Consider the ELAV model with positive parameter values and $\lambda \psi > \delta \omega$. The curves of the equilibria $E_1$ and $E_2$ intersect in a forward transcritical bifurcation when $\hat{R}_1 = 1$. The coexistence equilibrium $E_3$ is non-biological if $\hat{R}_1 < 1$ and is locally asymptotically stable for $\hat{R}_1$ in a neighborhood of form $(1, 1 + \epsilon)$ for sufficiently small $\epsilon > 0$.

Proof. It is easy to see that the Jacobian at $E_1$—given by eq. (12)—has a simple zero eigenvalue when $\hat{R}_1 = 1$. The right and left null vectors of $Dg(E_1)|_{\hat{R}_1 = 1}$ are $w = (1, w_2, w_3, w_4, w_5)^T$ and $v = (1, 0, 0, 0, 0)$ respectively, where

$$w_3 = \frac{k\lambda(2\alpha f \delta \rho \omega + \beta \gamma \mu (\lambda \psi - \delta \omega))}{\delta^2 (\beta \gamma \mu (\lambda \psi - \delta \omega) + f \alpha \rho (\lambda \psi + \delta \omega))}, \quad (13)$$
which is negative since $\lambda \psi > \delta \omega$. Because of the exact structure of $Dg(E_1)|_{\hat{R}_1=1}$, the expressions for $w_2, w_4,$ and $w_5$ are not important, but for completion they are shown in the supplementary material. From here, we follow van den Driessche and Watmough [2002]. Let $p$ be one of the parameters that defines $\hat{R}_1$. By Lemma 3, $\frac{\partial \hat{R}_1}{\partial p} \neq 0$, and so the transversality condition,

$$v \cdot D_{xp}g(E_1)|_{\hat{R}_1=1} \cdot w = \omega \frac{\partial \hat{R}_1}{\partial p} \neq 0,$$

is satisfied. Checking the nondegeneracy condition, we have

$$v \cdot D_{xx}g(E_1)|_{\hat{R}_1=1} \cdot w^2 = \psi w_3 < 0,$$

and thus the bifurcation at $\hat{R}_1 = 1$ is a transcritical bifurcation. The sign of $\frac{\partial \hat{R}_1}{\partial p}$ corresponds to the stability of $E_1$ for $p < p^*$, where $p^*$ is the value of $p$ such that $\hat{R}_1 \bigg|_{p=p^*} = 1$. If $\frac{\partial \hat{R}_1}{\partial p} > 0$, then $E_1$ is stable for $p < p^*$ ($\hat{R}_1 < 1$), and if $\frac{\partial \hat{R}_1}{\partial p} < 0$, then $E_1$ is unstable for $p < p^*$ ($\hat{R}_1 > 1$). Thus the transcritical bifurcation is ‘forward’ in the sense that $E_3$ is biological and locally asymptotically stable for $\hat{R}_1$ in a neighbourhood of the form $(1, 1 + \epsilon)$ with $\epsilon > 0$ sufficiently small. \[ \square \]

**Remark:** Theorem 5 only guarantees stability of $E_3$ for $\hat{R}_1$ in a neighborhood of the form $(1, 1 + \epsilon)$ for $\epsilon > 0$ sufficiently small. The characteristic equation of the Jacobian at $E_3$ is a fifth-order polynomial that we were unable to apply the Routh-Hurwitz criterion to. However, we can see from the determinant of the Jacobian,

$$\det(Dg(E_3)) = -(\rho + \beta V_3)(R_1 - 1)(2V_3\alpha f + \gamma \mu),$$

that there is only a zero eigenvalue if $R_1 = 1$, and thus that $E_3$ does not undergo any further transcritical or saddle-node bifurcations. However, it is not clear that $E_3$ does not lose stability in a Hopf-bifurcation or in some other, more exotic way. We did not observe any Hopf-bifurcations or more complex dynamics in our numerical exploration.

### 3 Numerical Results and Application to EIAV Infection

In this section, we use bifurcation analysis to explore the EIAV system numerically and determine which parameters play key roles in the system. Values of immune system parameters $k, f, \psi, \omega,$ and $\mu$ were obtained from Schwartz et al. [2013a], while the other parameters were taken from a simplified model fitted to data from horses experimentally infected with EIAV[Schwartz et al., 2018] (Table 1.1). Equilibrium $E_0$ corresponds to the infection-free equilibrium (IFE) in which infection does not persist. Boundary equilibrium $E_4$ corresponds to EIAV infections with only an antibody response, which have not been observed among infected horses. Interior endemic equilibrium $E_5$ corresponds to an infection that persists but is controlled at a manageable level by both CTLs and antibodies, which is what is observed in horses [Leroux et al., 2004]. For this set of parameters, we have $\lambda \psi > \delta \omega$ and Theorem 5 applies.

| Symbol | Definition | Value | Units |
|--------|------------|-------|-------|
| $\alpha$ | antibody production rate | 15 | molecules/(vRNA-day) |
| $\beta$ | infectivity rate | 0.000325 | $\mu l$(vRNA-day) |
| $\gamma$ | virus clearance rate | 6.73 | 1/day |
| $\delta$ | infected cell death rate | 0.0476 | 1/day |
| $\lambda$ | uninfected cell arrival rate | 2.019 | cells/($\mu l$-day) |
| $\mu$ | antibody clearance rate | 20 | 1/day |
| $\rho$ | uninfected cell death rate | 0.0476 | 1/day |
| $\psi$ | CTL production rate | 0.75 | $\mu l$(cell-day) |
| $\omega$ | CTL death rate | 5 | 1/day |
| $b$ | virus production rate | 505 | vRNA/(cell-day) |
| $f$ | antibody neutralization rate | 3 | $\mu l$(molecule-day) |
| $k$ | rate of killing by CTLs | 0.01 | $\mu l$(cell-day) |

Table 1.1: Parameter Values Used In Numerical Results
Figure 1 uses the viral infectivity $\beta$ as the control parameter, and the virus particle concentration $V$ is shown on the vertical axis. The curve of $IFE_0$ intersects the curve of boundary equilibrium $E_1$ when the basic reproduction number $R_0 \approx 1.50 \times 10^{-5} \mu l/(vRNA\cdot day)$. There is a forward transcritical bifurcation at the intersection; the infection free equilibrium $E_0$ is stable for $\beta < \beta_0$ and unstable for $\beta > \beta_0$. The antibody-only equilibrium $E_1$ is non-biological for $\beta < \beta_0$ and is stable for $\beta > \beta_0$. As the infectivity $\beta$ increases beyond $\beta_0$, the equilibrium virus concentration $V$ increases. Another forward transcritical bifurcation takes place when $\beta = \beta_1 \approx 2.38 \times 10^{-4} \mu l/(vRNA\cdot day)$. The antibody-only equilibrium $E_1$ is stable for $\beta < \beta_1$ and unstable for $\beta > \beta_1$. The coexistence equilibrium $E_3$, in which the antibody and CTL responses coexist, is non-biological for $\beta < \beta_1$ and is stable for $\beta > \beta_1$. As the infectivity $\beta$ increases beyond $\beta_1$, the equilibrium virus concentration $V$ remains steady.

Figure 1: Equilibrium values of the virus concentration $V$ as a function of the viral infectivity $\beta$. The solid lines indicate when an equilibrium is stable, while the dotted lines indicate when the equilibrium is unstable. When $E_3$ is unstable, it is also non-biological, and when $E_3$ is stable, it is biological. Parameter values (except for $\beta$) are given in Table 1.1.

Similarly, Figure 2 shows the equilibrium virus concentration using the virus production rate $b$ as the control parameter. There is a forward transcritical bifurcation at the intersection of the IFE $E_0$ and boundary equilibrium $E_1$ curves, which occurs when $b = b_0 \approx 20$ vRNA/(cell·day). Another forward transcritical bifurcation occurs at the intersection of the boundary equilibrium $E_1$ and interior equilibrium $E_3$ curves, which occurs at $b = b_1 \approx 213$ vRNA/(cell·day).

Figures 1 and 2 show how different values of parameters $\beta$ and $b$ drive the system to different equilibria. Lower viral infectivity ($\beta$) and lower production of virus ($b$) correspond to lower levels of virus $V$ and stability of antibody-only equilibrium $E_1$. Alternatively, greater infectivity ($\beta$) and greater virus production ($b$) give higher virus levels $V$ and stability of the coexistence equilibrium $E_3$.

Figure 3 shows a two-parameter bifurcation diagram using viral infectivity $\beta$ and the virus production rate $b$ as bifurcation parameters. The first transcritical bifurcation occurs when $R_0 = 1$. Since $R_0$ depends on both $\beta$ and $b$, it is possible to solve for $b$ as a function of $\beta$, and the bifurcation appears as a decreasing curve in the $(\beta, b)$ plane, separating the region where $E_0$ is stable from the region where $E_1$ is stable. The second transcritical bifurcation occurs when $R_1 = 1$ and separates the region where $E_1$ is stable from the region where $E_3$ is stable. Note that if the value of the infectivity ($\beta$) or virus production rate ($b$) is low enough, then IFE $E_0$ can be reached with a broad range of values in the other parameter.

The implication of the results shown in Figures 1, 2 and 3 is that modification of the infectivity $\beta$ or virus production rate $b$, such as by using antiretroviral therapies (ART) that block infection of cells or inhibit production of virus, respectively, can theoretically shift the system to a more preferred state, such as the IFE $E_0$. ART, however, is not used in practice for treating ELAV-infected horses, whose immune systems manage the persistent infection without symptoms throughout most of their lives. Thus, we next investigate how to shift the system’s equilibria by modifying...
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Equilibrium values of the virus concentration $V$ as a function of the virus production rate $b$. The solid lines indicate when an equilibrium is stable, while the dotted lines indicate when the equilibrium is unstable. When $E_3$ is unstable, it is also non-biological. Parameter values (except for $b$) are given in Table 1.1.

In general, immune responses can be boosted by vaccination. Consequently, we examine the CTL production rate $\psi$ and the antibody production rate $\alpha$.

The antibody-only equilibrium $E_1$ is stable for $\psi < \psi_1$ and is unstable for $\psi > \psi_1$, with $\psi_1 \approx 0.48 \mu l/(cell\cdot day)$. The coexistence equilibrium $E_3$ is non-biological for $\psi < \psi_1$ and is stable for $\psi > \psi_1$. As the value of $\psi$ increases above $\psi_1$, the equilibrium CTL concentration $C$ increases above zero (Fig. 4a) and the equilibrium infected cell concentration $I$ decreases (Fig. 4b). This is consistent with the known function of CTLs, whose role is killing infected cells. In other words, the greater the production of CTLs, the higher the CTL level and the lower the number of infected cells. Equilibrium $E_3$ is characterized by the presence of both CTLs and antibodies, which is the condition that gives rise to control of virus infection in EIAV-infected horses.

The antibody-only equilibrium $E_1$ is stable for $\psi < \psi_1$ and is unstable for $\psi > \psi_1$, with $\psi_1 \approx 0.48 \mu l/(cell\cdot day)$. The coexistence equilibrium $E_3$ is non-biological for $\psi < \psi_1$ and is stable for $\psi > \psi_1$. As the value of $\psi$ increases above $\psi_1$, the equilibrium CTL concentration $C$ increases above zero (Fig. 4a) and the equilibrium infected cell concentration $I$ decreases (Fig. 4b). This is consistent with the known function of CTLs, whose role is killing infected cells. In other words, the greater the production of CTLs, the higher the CTL level and the lower the number of infected cells. Equilibrium $E_3$ is characterized by the presence of both CTLs and antibodies, which is the condition that gives rise to control of virus infection in EIAV-infected horses.

Figure 6 shows a two-parameter bifurcation diagram using the antibody production rate $\alpha$ and the CTL production rate $\psi$ as bifurcation parameters. The second transcritical bifurcation, occurring when $R_1 = 1$, is an increasing curve in the $\alpha, \psi$ plane, separating the region where $E_1$ is stable from the region where $E_3$ is stable. Since $R_1$ depends on both $\psi$ and $\alpha$, it is possible to solve for $\psi$ as a function of $\alpha$, appearing almost as an inverse relationship, where higher values of $\alpha$ require even higher values of $\psi$ for the stability of $E_3$.

This result suggests that for stability of coexistence equilibrium $E_3$, the required value of the CTL production rate $\psi$ increases with increasing antibody production rate $\alpha$. In other words, any increase in antibody production should be coupled with an increase in CTL production; otherwise the system is driven toward $E_1$, with antibody responses and no CTLs. In summary, these numerical results may seem somewhat counter-intuitive: To obtain stability of $E_3$, characterized by the coexistence of both antibody and CTL responses, the desired immune response has lower $\alpha$ (i.e.,
Figure 3: Two-parameter bifurcation diagram showing how the critical values of the virus production rate ($b$) depend on infectivity ($\beta$). The black curve on the left represents the first transcritical bifurcation, when $R_0 = 1$. In the blue area to the left of and below this line, the IFE $E_0$ is stable. The black curve on the right represents the second transcritical bifurcation, when $R_1 = 1$. In the tightly dotted red region between these two curves, the boundary equilibrium $E_1$ is stable, and in the loosely dotted yellow region to the right of this curve, the endemic equilibrium $E_3$ is stable. Parameter values (other than $\beta$ and $b$) are taken from Table 1.1.

Figure 4: (a) Equilibrium values of the CTL concentration $C$ as a function of the CTL production coefficient $\psi$. (b) Equilibrium values of the infected cell concentration $I$ as a function of the CTL production coefficient $\psi$. The solid lines indicate when an equilibrium is stable, while the dotted lines indicate when the equilibrium is unstable. When $E_3$ is unstable, it is also non-biological. Parameter values (except for $\psi$) are given in Table 1.1.

less production of antibodies), and greater $\psi$ (i.e., greater production of CTLs). A very strong antibody production (i.e., high $\alpha$) associated with $\psi < \psi_1$, however, correlates with an absence of CTLs.

4 Discussion

In this paper we analyze the equilibrium states of a virus infection model with immune system responses in the form of antibodies and cytotoxic T lymphocytes (CTLs). Using a standard Lyapunov function argument, we show that the infection free equilibrium $E_0$ is globally asymptotically stable when the basic reproductive number $R_0$ is less than one. When $R_0 = 1$ there is a forward transcritical bifurcation where the infection free equilibrium loses stability to the boundary equilibrium $E_1$, which describes an infection that is controlled by antibodies but not CTLs. Using the
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Figure 5: (a) Equilibrium values of the virus concentration $V$ as a function of the antibody production rate $\alpha$. (b) Equilibrium values of the antibody concentration $A$ as a function of the antibody production rate $\alpha$. The solid lines indicate when an equilibrium is stable, while the dotted lines indicate when the equilibrium is unstable. When $E_3$ is unstable, it is also non-biological. Parameter values (except for $\alpha$) are given in Table 1.1.

Figure 6: Two parameter bifurcation diagram showing how the critical value of the CTL production rate $\psi$ depends on the antibody production rate $\alpha$. The curve represents the second transcritical bifurcation, when $R_1 = 1$. In the tightly dotted red area below the curve, the boundary equilibrium $E_1$ is stable, and in the loosely dotted yellow area above this curve, the endemic equilibrium $E_3$ is stable. Parameter values (other than $\alpha$ and $\psi$) are taken from Table 1.1.

next generation matrix method by Diekmann et al. [1990], van den Driessche and Watmough [2002], and van den Driessche [2017], we derive a reproductive number for CTLs, $\hat{R}_1$, and show that $E_1$ is locally asymptotically stable when $\hat{R}_1 < 1 < R_0$. When $\hat{R}_1 = 1$ there is a second forward transcritical bifurcation where the boundary equilibrium loses stability to the endemic equilibrium $E_3$, which describes an infection that is controlled by both antibodies and CTLs. We are unable to show that $E_3$ remains locally stable as $\hat{R}_1$ increases, but our numerical analysis suggests that this is the case.

Our results are similar to those of Gómez-Acevedo et al. [2010], who examine a three-equation model of infection by Human T cell Leukemia/Lymphoma virus, HTLV. They obtain a basic reproduction number $R_0$ for infected cells and a second threshold $\hat{R}_1$, which they also interpret as a basic reproduction number for CTLs.

Their theorem 3.1 corresponds to our results relating the stability of the equilibria to the basic reproduction numbers $R_0$ and $\hat{R}_1$, consistent with our analysis (of the bifurcations between $E_0$, $E_1$, and $E_3$) showing that $\hat{R}_1$ is precisely the basic reproduction number of CTLs.
The numerical results presented here offer insights into the potential relationships between immune response parameters in EIAV infection. Furthermore, such insights have implications for vaccine development. For instance, an antibody response that moderately, but not strongly, reduces virus is consistent with stability of the coexistence equilibrium $E_3$ (i.e., control of virus infection with CTLs and antibodies). A vaccine, therefore, that aims to stimulate antibody production modestly would drive the system to this state of control of infection. This would lead to a lower antibody concentration and a higher virus concentration, which may seem counter-intuitive, since conventional wisdom would presume that a vaccine that stimulates more antibody production would lead to greater reduction of virus and more control. However, the results shown here describe how the antibody response must be tempered in order to allow for the coexistence of a CTL response. Thus, a potential vaccine that stimulates the production of antibodies would need to stimulate the production of CTLs as well. Overstimulation of antibodies would drive the system to the equilibrium state devoid of CTLs. Consequently, a vaccine intended to control virus infection by stimulating both immune responses would aim to favor the CTL response in order to balance the antibody response. An ideal vaccine would accomplish this balance.

Some limitations of the work presented here should be discussed. In this work, we are motivated by the finding that EIAV infection (unlike HIV) is controlled by the host adaptive immune response, and this control is mediated by both antibody and CTL responses. Thus our goal here is to use the knowledge that both responses are crucial for control as the basis to explore the asymptotic behavior of a model that considers each response’s dynamics separately. However, other models more explicitly describe the clonal expansion of the antibody response as well as the kinetics of CTL growth [Antia et al., 2005]. Future work that addresses these modeling hurdles will help understand the role of complex immune responses.

Another caveat of this work is a reliance on deterministic population dynamics; stochastic interactions are not taken into account in this model. In addition, this study does not consider spatial heterogeneity or diffusion.

Other studies in the literature do consider stochasticity in within-host dynamics [Gibelli et al., 2017, Schwartz et al., 2013b], as well as spatial heterogeneity and diffusion [Gibelli et al., 2017, Bellomo et al., 2019]. Gibelli et al. [2017] expands upon the basic model [Nowak and Bangham, 1996, Perelson, 2002] by including population heterogeneity (in this case, in the age-distributed time of cell death and variation in the timing of eclipse phase dynamics). Bellomo et al. [2019] takes into account spatial effects of the three populations of the basic model (i.e., uninfected cells, infected cells, and virus), particularly the contributions of diffusion and movement by chemotaxis. While research on stochastic dynamical systems shows that the deterministic structure of a model is often still strongly apparent with the addition of stochasticity [Abbott and Nolting, 2017], future studies that use hybrid models that include stochastic and deterministic dynamics, and modeling that considers heterogeneity, will advance the field by leading to more precise depictions of the biological scenarios being modeled. Our model and analysis presented here may form the foundation of such future work.
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6 Appendices

6.1 Supplementary Material

This section briefly describes the supplementary materials, which are Jupyter notebooks that fill in some of the details of the proofs in this paper. The DOI provides the link to this material online.

**Notebook 1:** In this notebook we develop the Routh-Hurwitz conditions for the stability of a fourth order polynomial by constructing the table described by Meinsma [1995]. https://doi.org/10.7273/000002580
Notebook 2: In this notebook we calculate the characteristic polynomial associated with the Jacobian matrix $Dg(E_1)$ given by eq. 12. We cast the coefficients of the characteristic polynomial in forms that are manifestly positive, and verify the Routh-Hurwitz criterion. The third order Routh-Hurwitz criterion comes out as a sum of 172 terms, of which two are negative. We show that squares can be completed, combining the negative terms with other terms in a form that is positive. https://doi.org/10.7273/000002581

Notebook 3: In this notebook we calculate the left and right nullvectors of the Jacobian matrix $Dg(E_1)$ given by eq. 12. We then cast the nondegeneracy condition in a form that is manifestly negative. https://doi.org/10.7273/000002582

References

Karen C. Abbott and Ben C. Nolting. Alternative (un)stable states in a stochastic predator-prey model. *Ecological Complexity*, 32:181–195, 2017.

Rustom Antia, Vitaly V Ganusov, and Rafi Ahmed. The role of models in understanding cd8+ t-cell memory. *Nature Reviews Immunology*, 5(2):101–111, 2005.

N. Bellomo, K.J. Painter, Y. Tao, and M. Winkler. Occurrence versus absence of taxis-driven instabilities in a May–Nowak model for virus infection. *SIAM J. Appl. Math.*, 79(5):1990–2010, 2019.

R. F. Cook, C. Leroux, and C. J. Issel. Equine infectious anemia and equine infectious anemia virus in 2013: A review. *Vet. Microbio.*, 167:181–204, 2013. doi: 10.1016/j.vetmic.2013.09.031.

Jodi K. Craigo and Ronald C. Montelaro. Lessons in aids vaccine development learned from studies of equine infectious anemia virus infection and immunity. *Viruses*, 5:2963–2976, 2013. doi: 10.3390/v5122963.

Jodi K Craigo, Shannon Durkin, Timothy J Sturgeon, Tara Tagmyer, Sheila J Cook, Charles J Issel, and Ronald C Montelaro. Immune suppression of challenged vaccinates as a rigorous assessment of sterile protection by lentiviral vaccines. *Vaccine*, 25(5):834–845, 2007.

O. Diekmann, J. A. P. Heesterbeek, and J. A. J. Metz. On the definition and the computation of the basic reproduction ratio $R_0$ in models for infectious diseases in heterogeneous populations. *J. Math. Bio.*, 28(4):365–382, 1990. doi: 10.1007/BF00178324.

L. Gibelli, A.M. Elaiw, and M.A. Alghamdi. Heterogeneous population dynamics of active particles: Progression, mutations, and selection dynamics. *Math. Mod. Meth. Appl. Sci.*, 27:617–640, 2017.

H. Gómez-Acevedo, Michael Y. Li, and Steven Jacobson. Multistability in a model for CTL response to HTLV infection and its implications to HAM/TSP development and prevention. *Bulletin of Mathematical Biology*, 72(3): 681–696, 2010. doi: 10.1007/s11538-009-9465-z.

Scott A. Hammond, Sheila J. Cook, Drew L. Lichtenstein, and Charles J. Issel. Maturation of the cellular and humoral responses to persistent infection in horses by equine infectious anemia virus is a complex and lengthy process. *J. Virol.*, 71(5):3840–3852, 1997.

Charles J. Issel, R. Frank Cook, Robert H. Mealey, and David W. Horohov. Equine infectious anemia in 2014: Live with it or eradicate it? *Vet. Clin. Equine*, 30:561–577, 2014. doi: 10.1016/j.cveq.2014.08.002.

Gerrit Koopman, Petra Mooij, Liesbeth Dekking, Daniëlla Mortier, Ivonne G. Nieuwenhuis, Melanie van Heteren, Harmjan Kuipers, Edmond J. Remarque, Katarina Radošević, and Willy M. J. M. Bogers. Correlation between virus replication and antibody responses in macaques following infection with pandemic influenza a virus. *Journal of Virology*, 90(2):1023–1033, 2015. doi: 10.1128/JVI.02757-15.

Dustin Le, Joseph D. Miller, and Vitaly V. Ganusov. Mathematical modeling provides kinetic details of the human immune response to vaccination. *Front. Cell. Infect. Microbiol.*, 4:177, 2015. doi: 10.3389/fcimb.2014.00177.

Caroline Leroux, Jean-Luc Cadoré, and Ronald C. Montelaro. Equine infectious anemia virus (EIAV): what has HIV’s country cousin got to tell us? *Vet. Res.*, 35:485–512, 2004.

T.C. McGuire, S.R. Leib, S.M. Lonning, W. Zhang, K.M. Byrne, and R.H. Mealey. Equine infectious anaemia virus proteins with epitopes most frequently recognized by cytotoxic t lymphocytes from infected horses. *Journal of General Virology*, 81:2735–2739, 2000.

Robert H. Mealey, Matt H. Littke, Steven R. Leib, William C. Davis, and Travis C. McGuire. Failure of low-dose recombinant human IL-2 to support the survival of virus-specific CTL clones infused into severe combined immunodeficient foals: Lack of correlation between in vitro activity and in vivo efficacy. *Vet. Immunol. and Immunop.*, 121:8–22, 2008. doi: 10.1016/j.vetimm.2007.07.011.

Gjerrit Meinsma. Elementary proof of the Routh-Hurwitz test. *Syst. Control Lett.*, 25:237–242, 1995.
Cecilia Noecker, Krista Schaefer, Kelly Zaccheo, Yiding Yang, Judy Day, and Vitaly V. Ganusov. Simple mathematical models do not accurately predict early siv dynamics. *Viruses*, 7:1189–1217, 2015. doi: 10.3390/v7031189.

Martin A. Nowak and Charles R. M. Bangham. Population dynamics of immune responses to persistent viruses. *Science*, 272:74–79, 1996.

Alan S. Perelson. Modeling viral and immune system dynamics. *Nat. Rev. Immunol.*, 2:28–36, 2002. doi: 10.1038/nri700.

Alan S. Perelson and Ruy M. Ribeiro. Modeling the within-host dynamics of HIV infection. *BMC Biol.*, 11:96, 2013. doi: 10.1186/1741-7007-11-96.

Alan S. Perelson, Avidan U. Neumann, Martin Markowitz, John M. Leonard, and David D. Ho. Hiv-1 dynamics in vivo: Virion clearance rate, infected cell life-span, and viral generation time. *Science*, 271(5255):1582–1586, 1996. doi: 10.1126/science.271.5255.1582.

Andrew N. Phillips. Reduction of hiv concentration during acute infection: independence from a specific immune response. *Science*, 271:497–499, 1996.

Mohammad M. Sajadi, Yongjun Guan, Anthony L. DeVico, Michael S. Seaman, Mian Hossain, George K. Lewis, and Robert R. Redfield. Correlation between circulating hiv-1 rna and broad hiv-1 neutralizing antibody activity. *J Acquir Immune Defic Syndr.*, 57(1):9–15, 2011. doi: 10.1097/QAI0b013e3182100c1b.

Elissa J. Schwartz, Kasia A. Pawelek, Karin Harrington, Richard Cangelosi, and Silvia Madrid. Immune control of equine infectious anemia virus infection by cell-mediated and humoral responses. *Springer P. Math. Stat.*, 4:171–177, 2013a. doi: 10.4236/am.2013.48A023.

Elissa J. Schwartz, Otto O. Yang, William G. Cumberland, and Lisette G. de Pillis. Computational model of HIV-1 escape from the cytotoxic T lymphocyte response. *Canadian Applied Mathematics Quarterly*, 21(2):261–279, 2013b.

Elissa J. Schwartz, Seema Nanda, and Robert H. Mealey. Antibody escape kinetics of equine infectious anemia virus infection of horses. *Journal of Virology*, 89:6945–6951, 2015. doi: 10.1128/JVI.00137-15.

Elissa J. Schwartz, Naveen K. Vaidya, Karin Dorman, Susan Carpenter, and Robert H. Mealey. Dynamics of lentiviral infection in vivo in the absence of adaptive immune responses. *Virology*, 513:108–113, 2018. doi: 10.1016/j.virol.2017.09.023.

B.A. Sponseller, W.O. Sparks, Y. Wannemuehler, Y. Li, A.K. Antons, J.L. Oaks, and S. Carpenter. Immune selection of equine infectious anemia virus env variants during the long-term inapparent stage of disease. *Virology*, 363:156–165, 2007.

Max A. Stafford, Lawrence Corey, Yunzhen Cao, Eric S. Daar, David D. Ho, and Alan S. Perelson. Modeling plasma virus concentration during primary hiv infection. *J. Theor. Biol.*, 203:285–301, 2000. doi: 10.1006/jtbi.2000.1076.

T.L. Tagmyer, J.K. Craigo, S.J. Cook, C.J. Issel, and R.C. Montelaro. Envelope-specific t-helper and cytotoxic t-lymphocyte responses associated with protective immunity to equine infectious anemia virus. *Journal of General Virology*, 88:1324–1336, 2007.

Sandra D. Taylor, Steven R. Leib, Susan Carpenter, and Robert H. Mealey. Selection of a rare neutralization-resistant variant following passive transfer of convalescent immune plasma in equine infectious anemia virus-challenged SCID horses. *J. Virol.*, 84(13):6536–6548, 2010. doi: 10.1128/JVI.00218-10.

Sandra D. Taylor, Steven R. Leib, Wuwei Wu, Robert Nelson, Susan Carpenter, and Robert H. Mealey. Protective effects of broadly neutralizing immunoglobulin against homologous and heterologous equine infectious anemia virus infection in horses with severe combined immunodeficiency. *J. Virol.*, 85(13):6814–6818, 2011. doi: 10.1128/JVI.00707-11.

Pauline van den Driessche. Reproduction numbers of infectious disease models. *Infect. Dis. Model.*, 2:288–303, 2017.

Pauline van den Driessche and James Watmough. Reproduction numbers and sub-threshold equilibria for compartmental models of disease transmission. *Math. Biosci.*, 180:29–48, 2002.

Dominik Wodarz. Hepatitis C virus dynamics and pathology: the role of CTL and antibody responses. *J. Gen. Virol.*, 84:1743–1750, 2003.