Point contacts and localization in generic helical liquids
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We consider two helical liquids on opposite edges of a narrow two-dimensional topological insulator, which are connected by one or several local tunnel junctions. In the presence of spatially inhomogeneous Rashba spin-orbit coupling, the spin textures of the helical states on opposite edges are different. We demonstrate that this has a strong impact on the electron transport between the edges. In particular, in the case of many random tunnel contacts, the localization length depends strongly on the spin textures of the edge states.

PACS numbers: 71.10.Pm, 72.10.Fk

An important feature of a two-dimensional topological insulator (quantum spin Hall insulator) is the presence of edge states at the interfaces with a trivial insulator or the vacuum [1, 2]. These one-dimensional edge states are helical, i.e., the spin of an electron is correlated with its momentum. If the system is time-reversal invariant, two electrons at opposite momenta form a Kramers pair and cannot be coupled by time-reversal invariant perturbations [3, 4]. As a consequence, non-magnetic impurities should not lead to localization of the electrons propagating on the edges, and the transport is expected to remain ballistic even in the presence of disorder.

Several physical mechanisms lead to deviations from these simple predictions: it was realized early on that interactions can cause inelastic two-particle backscattering, which is allowed by time-reversal invariance, and thus change the conductance at finite temperatures [5]. Strong interactions can even open a gap in the edge state spectrum [6, 7]. Moreover, magnetic perturbations can lead to backscattering, and can thus affect the conductance [8], or even cause localization [9].

One way to produce backscattering without breaking time-reversal invariance is to couple helical states on opposite edges of the sample by local tunneling [10–12]. On the one hand, such processes may be realized intentionally at point contacts formed either by lithographic techniques or by appropriate gating [13], depending on the topological insulator material, and interesting transport properties have been predicted [14–19]. On the other hand, tunneling between opposite edges may also emerge accidentally in narrow samples if the bulk material is sufficiently disordered, so that charge puddles [20, 21] can connect opposite edges. As long as this transport remains elastic, such a system can be modeled using local tunnel contacts at random positions and with random tunnel amplitudes.

To investigate these systems, we are going to employ the concept of generic helical liquids proposed in Ref. [22]. Such a generic helical liquid provides a rather general template for time-reversal invariant helical edge states in which the electron spin is not necessarily a good quantum number. This situation can arise in all proposed topological insulator materials to date by effects such as bulk inversion asymmetry, structural inversion asymmetry [1], or Rashba spin-orbit coupling [23]. The most important consequence of the broken spin symmetry is a nontrivial spin texture of the edge states.

It was shown in Ref. [22] that the projections of left-moving and right-moving eigenmodes on a fixed spin axis are determined by a momentum-dependent spin rotation matrix $B_k$. Certain symmetries of the rotation matrix $B_k$ are fixed by unitarity and time-reversal invariance, but its amplitude can be tuned locally: for instance, in HgTe quantum wells, a spatially inhomogeneous electric field perpendicular to the plane of the topological insulator will induce Rashba spin-orbit coupling [23] with different amplitudes on different sample edges. In such an experiment, the spins of the helical states at the Fermi energy $\mu$ on opposite edges will be tilted by an angle $\theta(\mu)$. In this paper, we will show that a nonzero $\theta(\mu)$ has a strong effect on the current-voltage characteristic.

Our starting point is two generic helical liquids with different spin rotation matrices $B_{k, U}$ and $B_{k, L}$ living on the upper and lower edges, respectively, of a narrow 2D topological insulator. We will calculate two-terminal transport properties, where a bias voltage is applied between the left side and the right side of the sample as shown in Fig. 1. First, we will investigate the effect of a single tunnel contact between the upper and lower edges, and show that tunneling can lead to forward scattering as well as backscattering depending on $\theta(\mu)$, see Fig. 1. Next, we will add a second tunnel junction and show that interference effects make it possible to determine $\theta(\mu)$ from a conductance measurement. Finally, we will consider a large number of random tunnel contacts. Even for conventional helical liquids where spin is conserved, this type of disorder leads to localization and to a suppression of the conductance $G \propto 2G_0 e^{-L/\ell}$, where $G_0 = e^2/h$ is the conductance quantum, $L$ is the sample length and $\ell$ is the localization length. For our model, we shall show that $\ell$ depends strongly on $\theta(\mu)$. Since $\theta(\mu)$ depends on the Rashba spin-orbit coupling strength, we predict that the localization length of a narrow two-dimensional topological insulator in a two-terminal configuration is strongly
FIG. 1. For a single point contact, the angle \( \theta(\mu) \), see Eq. (11), determines the branching ratio of right movers on the upper edge into right- and left-movers on the lower edge. The right panel shows the spectra of the upper and lower edges for \( V = 0 \). \( \theta(\mu) \) is given by the difference in spin axis rotation at the Fermi energy.

sensitive to a spatially inhomogeneous electric field.

We start by considering a single point contact between two helical edges along the \( x \) direction. After linearizing the spectrum, the kinetic part of the Hamiltonian for the two edges is given by

\[
H_{\text{kin}} = -i v_F \sum_{\eta = U, L} \sum_{\alpha = \pm} \alpha \int_{-\infty}^{\infty} dx \psi_{\eta \alpha}^\dagger(x) \partial_x \psi_{\eta \alpha}(x),
\]

where \( \eta \) labels the upper (\( \eta = U \)) and lower (\( \eta = L \)) edges, each of which hosts right-movers (\( \alpha = + \)) and left-movers (\( \alpha = - \)). We use units \( \hbar = 1, e = 1 \). In general, the eigenstates \( \psi_{k,\eta \alpha} \) of this Hamiltonian, where \( k \) is the momentum along the \( x \) direction, need not be spin eigenstates [22]: effects such as bulk inversion asymmetry, structural inversion asymmetry or Rashba spin-orbit coupling break the axial spin symmetry. The projections of the helical eigenstates \( \psi_{k,\eta \alpha} \) on states with definite spin along an arbitrary but fixed spin quantization axis, \( \psi_{k,\eta \alpha'} \), can be encoded into a \( 2 \times 2 \) momentum-dependent rotation matrix [22]

\[
\begin{pmatrix}
\psi_{k,\eta \alpha'}^+ \\
\psi_{k,\eta \alpha'}^-
\end{pmatrix} = B_{k,\eta} \begin{pmatrix}
\psi_{k,\eta \alpha}^+ \\
\psi_{k,\eta \alpha}^-
\end{pmatrix},
\]

where \( \eta = U, L \). The two rotation matrices \( B_{k,\eta} \) of the upper and lower edge are in principle independent of each other because the spatially separated edges can be subject to different gate voltages and Rashba spin-orbit coupling strengths. The resulting band structure is schematically shown in Fig. 1. The matrices \( B_{k,\eta} \) are unitary, and as a consequence of time-reversal invariance, satisfy the condition \( B_{k,\eta} = B_{-k,\eta} \). Concrete expressions for \( B_{k,\eta} \) for helical edge states in HgTe/CdTe quantum wells in the presence of Rashba spin-orbit coupling where shown in Ref. [22].

As a first step, we are going to consider the effect of a single point contact at the position \( x_1 \) with tunnel amplitude \( \gamma_1 \) between the two helical edges, see Fig. 1. The Hamiltonian is \( H = H_{\text{kin}} + H_{\gamma}(x_1) \), where

\[
H_{\gamma}(x) = \gamma \sum_{\sigma = \uparrow, \downarrow} \left[ \tilde{\psi}_{U,\sigma}^\dagger(x) \tilde{\psi}_{L,\sigma}(x) + \text{H.c.} \right].
\]

Time-reversal invariance restricts the form of the tunnel Hamiltonian in such a way that spin-flip tunneling can be absorbed in a redefinition of \( B_{k,\eta} \) and a global gauge transformation of the fermionic operators. Therefore, for a single tunnel junction, we can use the spin-conserving Hamiltonian (3) without loss of generality.

Our first goal is to determine the total current flowing along the \( x \)-direction if the system is coupled to two reservoirs held at chemical potentials \( \mu_- = \mu \) and \( \mu_+ = \mu + V \) on the right and left sides, respectively. These reservoirs thus define the chemical potential of the system and are shown in Fig. 1. The matrices \( B_{k,\eta} \) of this Hamiltonian, where \( \eta \) labels the Keldysh time-ordering operator and the expectation value is taken with respect to the unperturbed Hamiltonian \( H_{\text{kin}} \). The Fourier transforms of these GF are related via the spin-rotation matrices,

\[
\bar{g}_{\eta}^{\sigma \tau}(k, \omega) = \sum_{\alpha = \pm} B_{k,\eta}^{-\dagger} \alpha \bar{g}_{\eta}^{\sigma \alpha}(k, \omega),
\]

where the unperturbed Green’s function of the eigenstates of \( H_{\text{kin}} \) at zero temperature reads

\[
g_{\eta}^{\sigma \alpha}(k, \omega) = \begin{pmatrix}
-\omega - \alpha v_F k + i \delta & -i \pi \delta(\omega - \alpha v_F k)(s - 1) \\
i \pi \delta(\omega - \alpha v_F k)(s + 1) & -\omega - \alpha v_F k - i \delta
\end{pmatrix}^{-1}.
\]

Here \( \delta = 0^+ \) is infinitesimal and \( s = \text{sign}(\omega - \mu_+) \). To obtain the Green’s function in the presence of the single point contact from the unperturbed one, we use a Dyson equation. For the spin-resolved Green’s function \( \bar{G}_{\eta \zeta}^{\sigma \tau}(x, x', \omega) \), we find (for \( \sigma, \tau \in \{\uparrow, \downarrow\} \) and \( \eta, \zeta \in \{U, L\} \))

\[
\bar{G}_{\eta \zeta}^{\sigma \tau}(x, x', \omega) = \bar{g}_{\eta}^{\sigma \tau}(x - x', \omega) \delta_{\eta \zeta} \\
+ \gamma_1 \sum_{\nu = \uparrow, \downarrow} \bar{g}_{\nu}^{\sigma \nu}(x - x_1, \omega) \bar{G}_{-\eta \zeta}^{\nu \tau}(x_1, x', \omega).
\]

In general, the total current can be written as an integral over a function which depends only on the combination \( B_{k,U}^\dagger B_{k,L} \) of spin rotation matrices. To obtain a simpler expression we assume that the tunnel Hamiltonian conserves spin and use the following form of \( B_{k,\eta} \) [22]

\[
B_{k,\eta} = \begin{pmatrix}
\cos(\theta_{k,\eta}) & -\sin(\theta_{k,\eta}) \\
\sin(\theta_{k,\eta}) & \cos(\theta_{k,\eta})
\end{pmatrix},
\]

where \( \theta_{k,\eta} \) is the angle of \( \vec{k} \) with respect to \( \hat{x} \). The resulting current is given by

\[
J_{\eta} = \frac{e}{2\hbar} \sum_{\nu = \uparrow, \downarrow} \left[ \int \bar{g}_{\nu}^{\sigma \nu}(x_1, \omega) \bar{G}_{-\eta \zeta}^{\nu \tau}(x_1, x', \omega) dx_1 + \text{H.c.} \right].
\]
which one obtains, e.g., by adding Rashba spin-orbit coupling to the Bernevig-Hughes-Zhang Hamiltonian for HgTe/CdTe quantum wells \cite{[24]}. or for topological insulators based on InAs/GaSb heterostructures \cite{[13, 25]}. For the current, we find $I(V) = \int_0^V d\omega G(\mu + \omega)$, where $G(\mu)$ is the two-terminal differential conductance for a system held at chemical potential $\mu$,

$$G(\mu) = 2G_0 \left\{ 1 - T_1 \cos^2[\theta(\mu)] \right\} \left\{ 1 - T_2 \cos^2[\theta(\mu)] \right\}. \quad (10)$$

Here, $G_0 = 1/(2\pi) = e^2/h$ is the conductance quantum and $T_1 = 4\Gamma_1/(1 + \Gamma_1)^2$ the tunnel probability with $\Gamma_1 = \gamma_1^2/(2v_F)^2$. The conductance and the current only depend on the difference

$$\theta(\mu) = \theta_{\mu/v_F,U} - \theta_{\mu/v_F,L}. \quad (11)$$

According to Eq. (10), the angle difference $\theta(\mu)$ has a strong impact on the conductance, because it determines the amount of right-movers on the upper edge that become left-movers or right-movers in the lower edge after tunneling, see Fig. 1. In the limit of strong tunneling ($T_1 \rightarrow 1$), the conductance from left to right can change from zero at $\theta(\mu) = 0$ to $2G_0$ at $\theta(\mu) = \pi/2$.

Next, we extend the system by adding a second point contact \cite{[16, 26, 27]} at position $x_2$ with the tunnel amplitude $\gamma_2$, i.e., $H = H_{kin} + H_{\gamma_1}(x_1) + H_{\gamma_2}(x_2)$. The distance between the two point contacts is $\Delta x_2 = x_2 - x_1$. From here on, we assume that the rotation angles $\theta_{k,j}$ change very slowly with $k$, only on a large momentum scale $k_0 \gg k_F$. Furthermore we assume that the distance between tunnel contacts is large compared to the Fermi wavelength, i.e., $\Delta x_2 \gg 1/k_F$. To calculate the current in this system we have to solve a Dyson equation analogous to Eq. (8) but with a second contribution $\gamma_2 \sum_{x=x_1} G_{\gamma_2}(x - x_2, \omega) G_{\gamma_2}^*(x_2, x', \omega)$. At the special points $x, x' \in \{ x_1, x_2 \}$ this Dyson equation forms a system of linear equations which we can solve for $G$. In a second step, we use this solution in the Dyson equation again to find also the solution for arbitrary $x, x'$. For spin-conserving tunneling and using Eq. (9), the conductance reads

$$G(\mu) = 2G_0 \left\{ 1 - T_1 \cos^2[\theta(\mu)] \right\} \left\{ 1 - T_2 \cos^2[\theta(\mu)] \right\} \frac{1}{1 + \sqrt{T_1 T_2} \cos^2[\theta(\mu)] e^{2i\Delta x_2 \mu/v_F}}. \quad (12)$$

We find interference patterns between the different paths that depend on the phase $\phi_2 = \Delta x_2 \mu/v_F$ acquired by an electron when passing through the loop formed by the two tunnel junctions. Multiple traversals of this loop yield a geometric series which leads to the denominator of Eq. (12). The conductance as a function of the phase $\phi_2$ and the spin rotation angle $\theta(\mu)$ plotted for different tunnel probability combinations in Fig. 2. For equal tunnel strengths $T_1 = T_2$, we always find the maximal conductance of $2G_0$ at the resonance condition $\phi = \pi$, even for very weak tunneling. This can be interpreted as Fabry-Pérot resonances which remain visible in the current as long as $V \ll v_F/\Delta x_2$. In setups where the distance between the two tunnel contacts is tunable, varying $\Delta x_2$ makes it possible to measure $\theta(\mu)$ as a function of $\mu$.

Finally we will examine a large number $N$ of point contacts between the two edges at random positions $x_j$ and with random tunnel amplitudes $\gamma_j$ as depicted in Fig. 3. At the end we will perform a disorder average over the $x_j$ and $\gamma_j$. This model captures the physics of narrow samples where the helical edges are connected by charge puddles \cite{[20, 21, 28]} that originate from doping. We effectively describe this by a set of tunnel Hamiltonians

$$H_{\gamma,N} = \sum_{j=1}^N H_{\gamma_j}(x_j), \quad (13)$$

which we add to $H_{kin}$. We assume that the positions $x_j$ are uniformly distributed in a region of length $L$, and that the density $n = N/L$ of point contacts is small, i.e., $k_0 \gg k_F \gg n$.

For the disorder average over many point contacts it is most convenient to use transfer matrices to calculate the current. The transfer matrix $T_j$ ($j = 1, \ldots, N$) relates the states on the left side of the $j$th point contact to those.
\[ G_j = 2G_0 - 2G_0 \cos^2(\theta) \] and \( \tilde{G}_0 = 2 \). We take the logarithm of the whole equation and solve it recursively. Averaging both sides over the phases \( \phi_j \) yields for the total conductance of all \( N \) contacts,

\[
\langle \log(\tilde{G}_N/2) \rangle_\phi = \log \left( \frac{G_N}{2G_0} \right) + \cdots + \log \left( \frac{G_1}{2G_0} \right). \tag{18}
\]

Furthermore, taking the average over the tunnel probabilities \( T_j \) renders all the logarithms on the right side equal. Comparing the resulting equation

\[
\langle \log(\tilde{G}_N/2) \rangle = N \langle \log \{1 - T \cos^2 [\theta(\mu)]\} \rangle
\]

with \( \langle \log(\tilde{G}_N/2) \rangle = -L/\ell \) allows us to define the localization length as \([9, 30, 31]\]

\[
\ell^{-1} = -\lim_{N \to \infty} \frac{n}{N} \langle \log(\tilde{G}_N/2) \rangle = -n \langle \log \{1 - T \cos^2 [\theta(\mu)]\} \rangle. \tag{20}
\]

If the tunnel probabilities are small (\( T_j \approx 0 \)) we can approximate the logarithm to linear order and obtain

\[
\ell^{-1} = n \cos^2 [\theta(\mu)] \langle T \rangle. \tag{21}
\]

This means a change of \( \theta(\mu) \) can change the localization length in the interval \( 1/(n(T)) < \ell < \infty \). In particular, an infinite localization length can be reached even in the presence of tunneling for \( \theta(\mu) = \pi/2 \). In the opposite limit of large tunneling (\( T_j \approx 1 \)) Eq. \( (20) \) becomes

\[
\ell^{-1} = -n \log \{ \sin^2 [\theta(\mu)] \} \tag{22}
\]

and the localization length can reach all values between zero and infinity for \( \theta(\mu) \in [0, \pi/2] \).

In this derivation, we assumed for simplicity that \( B_{k,\eta} \) has the form shown in Eq. \( (9) \), which is true if tunneling conserves spin. We would like to point out, however, that the localization length depends strongly on the spin texture even if spin is not conserved during tunneling. In that case, \( \ell \) is determined by the combination \( B_{\mu/v_F,\mu/v_F}B_{\mu/v_F,L} \) of spin rotation matrices.

To summarize, we have investigated narrow two-dimensional topological insulators where the helical liquids on the two opposite edges have different spin textures. In this case, the spin axes of two particles on the upper and lower edges at the Fermi energy \( \mu \) are tilted by an angle \( \theta(\mu) \). This angle can be tuned in experiments, e.g., by applying a perpendicular electric field gradient. We have considered a system where the edge states are coupled locally by one or several tunnel contacts. For two tunnel contacts, interference effects in the two-terminal conductance make it possible to determine \( \theta(\mu) \). Many random contacts lead to localization of the edge states with a strong dependence of the localization length on \( \theta(\mu) \). These effects could be used in experiments to map the helical structure of the edge states.
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