Force-induced desorption of uniform block copolymers
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Abstract

We investigate self-avoiding walk models of linear block copolymers adsorbed at a surface and desorbed by the action of a force. We rigorously establish the dependence of the free energy on the adsorption and force parameters, and the form of the phase diagram for several cases, including AB-diblock copolymers and ABA-triblock copolymers, pulled from an end vertex and from the central vertex. Our interest in block copolymers is partly motivated by the occurrence of a novel mixed phase in a directed walk model of diblock copolymers Iliev and Janse van Rensburg (2012 J. Stat. Mech. P01019) and we believe that this paper is the first rigorous treatment of a self-avoiding walk model of the situation.
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1. Introduction

An interesting question, both from the theoretical and from the practical point of view, is how self-avoiding walks [15, 25] respond to tensile or compressive forces [1, 2, 12, 13, 16, 18]. For a review see reference [29]. A particularly interesting case is a self-avoiding walk adsorbed at a surface and desorbed by the action of a force [5, 17, 19, 22, 23, 27] as a model of the desorption of a linear polymer in an AFM experiment [10, 33].

* Author to whom any correspondence should be addressed.
In this paper we address the question of copolymer adsorption and how the adsorbed copolymer responds to a force. Copolymers are polymers with more than one kind of monomer and we shall be concerned with the special case of two comonomers, $A$ and $B$. In addition we only consider linear copolymers where the system is defined by the sequence of monomers along the linear chain. The sequence of comonomers $A$ and $B$ along the linear chain can be determined by a random process, giving a random copolymer \cite{30}, or the sequence can be deterministic. The sequences of $A$s and $B$s can be short as in an alternating copolymer, for instance, or we can have long blocks of $A$s followed by long blocks of $B$s. These block copolymers are especially interesting since they are a very useful class of steric stabilizers of colloidal dispersions \cite{4,28}. In a diblock or triblock copolymer used as a steric stabilizer one type of monomer adsorbs strongly on the surface of the colloidal particle, to anchor the polymer, and the other extends into the dispersing medium and loses entropy when colloidal particles approach one another.

We investigate a cubic lattice self-avoiding walk model of a block copolymer in a good solvent. Specifically we consider a self-avoiding walk on the simple cubic lattice confined to a half-space, with the confining plane acting as the adsorbing surface. The vertices of the walk are labelled $A$ or $B$ corresponding to the two comonomers. We assume that the starting point of the walk is tethered to the adsorbing surface and show that the phase diagram depends on the relative strength of adsorption of the two types of comonomers, the number of blocks, as well as on whether the walk is pulled from the endpoint or the midpoint of the walk. In this paper we say that a phase is mixed if the free energy of the model is explicitly a non-constant function of at least two variables. In particular, if the free energy is a non-constant function of both an adsorption activity and an external pulling force we say that this is a mixed adsorbed–ballistic phase. In contrast to the homopolymer phase diagram, we establish that, under certain conditions, some of these copolymer models can exhibit a mixed adsorbed–ballistic phase. These mixed phases are similar in nature to the mixed phase that exists for a square lattice directed walk model of a copolymer \cite{11}. The existence of mixed adsorbed–ballistic phases suggests that AFM experiments might be used to explore the blockness of a linear polymer.

In figure 1 we show the models that are considered in this paper, namely diblock and triblock models of copolymers pulled either at an endpoint, or in the middle by an external force. The triblock copolymer models are of the type $ABA$, where blocks of comonomers of types $A$ and $B$ are arranged in a sequence of $A$’s, then $B$’s, and then again $A$’s. The models which exhibit a mixed adsorbed–ballistic phase are the models of figures 1(a), (c) and (d) and the special case of (b) where both blocks have at least one vertex in the surface. Note that although we will be working only in the cubic lattice, our methods and results generalise, with minor changes, to the $d$-dimensional hypercubic lattice (with the adsorbing surface being a $d − 1$
dimensional hyperplane, and the positive half-lattice defined so that its boundary is the adsorbing surface).

The plan of the paper is as follows. In section 2 we give a brief review of some results about adsorbed and pulled self-avoiding walks and in section 3 we prove some results about the free energy of pulled self-avoiding walks that will be useful later in the paper. We examine in section 4 the behaviour of a self-avoiding walk model of a diblock copolymer where one end of the walk is attached to the surface and both blocks have at least one vertex in the surface (a special case of figure 1(b)). This is motivated by a directed walk model of this situation where a novel mixed phase was discovered [11]. In section 5 we consider diblock copolymers either pulled at an end vertex (figure 1(a)) or at the central vertex (figure 1(b)), where we make use of the results derived in section 4. Triblock ABA-copolymers are considered in section 6 with the force applied at the end (figure 1(c)) and central (figure 1(d)) vertices. For each model we derive expressions for the free energy and use these to establish the form of the phase diagram. The paper ends with a brief discussion in section 7.

2. A brief review

In this section we give a brief review of some results about the adsorption of cubic lattice self-avoiding walks at a surface and the way that self-avoiding walks respond to applied tensile forces. These results will be useful in the following sections.

Consider the simple cubic lattice $\mathbb{Z}_3$ and attach a coordinate system $(x_1, x_2, x_3)$ so that the vertices have integer coordinates. Let $c_n$ be the number of self-avoiding walks with $n$ edges, starting at the origin. Hammersley [6] showed that

$$\log 3 < \inf_{n>0} \frac{1}{n} \log c_n = \lim_{n \to \infty} \frac{1}{n} \log c_n = \log \mu_3 < \log 5,$$

(1)

where $\mu_3$ is the growth constant. Self-avoiding walks that start at the origin and where the $x_3$-coordinate of each vertex is non-negative are called positive walks. We write $c_n^+$ for the number of $n$-edge positive walks and we know that $\lim_{n \to \infty} \frac{1}{n} \log c_n^+ = \log \mu_3$ [31].

Let $c_n(v, h)$ be the number of $n$-edge positive walks with $v+1$ vertices in the surface $x_3 = 0$ and with the $x_3$-coordinate of the last vertex equal to $h$. We say that the walk has $v$ visits and the last vertex has height equal to $h$. Define the partition function

$$C_n(a, y) = \sum_{v, h} c_n(v, h) a^v y^h,$$

(2)

where $a = \exp(-\epsilon/k_B T)$ and $y = \exp(F/k_B T)$ are the Boltzmann weights or activities associated with the monomer–surface interaction energy $\epsilon$ and the pulling force $F$ (in energy units), respectively. In this case, the pulling force $F$ is acting on the last vertex of the walk and we say the walk is being pulled from its endpoint.

If the positive walk interacts with the surface but is not subject to a force then $y = 1$. The (reduced) free energy in this case is given by

$$\kappa(a) = \lim_{n \to \infty} \frac{1}{n} \log C_n(a, 1)$$

(3)

and there exists a critical value of $a$, $a_c > 1$, such that $\kappa(a) = \log \mu_3$ when $a \leq a_c$ and $\kappa(a) > \log \mu_3$ when $a > a_c$. The free energy $\kappa(a)$ is singular at $a = a_c > 1$ [7, 14, 24] and $\kappa(a)$ is a convex function of $\log a$ [7].
If the walk is subject to a force but does not interact with the (impenetrable) adsorbing surface then \( a = 1 \) and the free energy is
\[
\lambda(y) = \lim_{n \to \infty} \frac{1}{n} \log C_n(1, y). \tag{4}
\]
The free energy \( \lambda(y) \) is a convex function of \( \log y \) [16] and is singular at \( y = 1 \) [1, 12, 13]. When \( y \leq 1 \), \( \lambda(y) = \log \mu_3 \) (it is a constant) and \( \lambda(y) \) is strictly increasing in \( y \) for \( y > 1 \). When \( y > 1 \) the walk is in a ballistic phase [1].

In the general situation where \( a > 0 \) and \( y > 0 \) the limit defining the free energy exists [17] and the free energy is given by
\[
\psi_{\text{e}}(a, y) = \lim_{n \to \infty} \frac{1}{n} \log C_n(a, y) = \max\{\kappa(a), \lambda(y)\}, \tag{5}
\]
where the subscript ‘e’ refers to the fact that the walk, in this case, is being pulled at its endpoint. When \( a \leq a_c \) and \( y \leq 1 \), \( \psi_{\text{e}}(a, y) = \log \mu_3 \) and the walk is in a free phase. For \( a > a_c \) and \( y > 1 \) there is a phase boundary in the \((a, y)\)-plane along the curve given by \( \kappa(a) = \lambda(y) \). This phase transition between the ballistic and adsorbed phases is first order [5].

A loop is a positive walk with both vertices of degree 1 in the adsorbing surface \( x_3 = 0 \). If the loop is pulled at its mid-point but does not interact with the adsorbing surface (so that \( a = 1 \)), then the free energy is \( \lambda(y^{1/2}) \) [20]. This free energy is unchanged if we require that only the vertices of degree 1 are in the surface or if we require that the loop is unfolded in the \( x_1 \)-direction [7, 8]. Various definitions of unfolded have been used in the literature but here we mean the following: if the vertices along the loop are labelled \( j \) with \( j = 0, 1, 2, \ldots, n \) then the \( x_1 \)-coordinate of the 0th vertex is strictly less than that of any other vertex and the \( x_1 \)-coordinate of the \( n \)th vertex is at least as large as that of any over vertex. That is, if \( x_1(j) \) is the \( x_1 \)-coordinate of the \( j \)th vertex, then \( x_1(0) < x_1(j) \leq x_1(n) \) for \( 0 < j < n \).

In the case that the loop (or unfolded loop) is not subject to a force \((y = 1)\) (but the vertices interact with the adsorbing surface) then the free energy is the same as that of positive walks [7], that is, if the partition function of loops interacting with the surface is \( L_n(a) \) then [7] \( L_n(a) = e^{\kappa(a) + \omega_3} \). If we consider unfolded loops with partition function \( L_{\text{n}}(a) \) then [7]
\[
L_{\text{n}}(a) \leq L_{\text{n}}(a) \leq L_{\text{n}}(a) e^{\kappa(a) + \omega_3}. \tag{6}
\]

If the loop is pulled at its mid-point and interacts with the surface, then using the arguments of reference [21, theorem 2] the free energy can be shown to be \( \psi_{\text{e}}(a, y^{1/2}) \). That is, this is the same free energy as a walk pulled from its endpoint but with a weaker force.

We shall also make use of the properties of bridges. These are positive walks with the extra condition that the \( x_1 \)-coordinate of the last (the \( n \)th) vertex is strictly larger than that of any other vertex: if the vertices are labelled \( j \) with \( 0 \leq j \leq n \), then \( x_3(0) \leq x_3(j) < x_3(n) \) for \( 0 \leq j < n \). Bridges can also be unfolded in the \( x_1 \)-direction, with the above definition suitably adapted. Denote the number of bridges of length \( n \) by \( b_n \), and the number of unfolded bridges of length \( n \) by \( b_{\text{n}}^1 \). It is known that \( \lim_{n \to \infty} \frac{1}{n} \log b_n = \lim_{n \to \infty} \frac{1}{n} \log b_{\text{n}}^1 = \log \mu_3 \) [8].

For a general walk pulled at its midpoint and interacting with the surface, the free energy is (see [20] and [21, section 3.3])
\[
\psi_{\text{m}}(a, y) = \max\{\kappa(a), \frac{1}{2}(\lambda(y) + \log \mu_3)\} \tag{7}
\]
(the subscript ‘m’ refers to pulling at the midpoint) and the phase boundary is determined by \( 2\kappa(a) = \lambda(y) + \log \mu_3 \) [20, figure 6]. It is known that \( \psi_{\text{m}}(a, y) = \frac{1}{2}(\lambda(y) + \log \mu_3) \) for \( y \geq 1 \) and \( a \leq a_c \) [3, 20].
There has not been much work on the adsorption of copolymers where the underlying model is a self-avoiding walk, even without an applied force. For the case of a block copolymer we do know that the blocks behave quasi-independently in that the free energy is the sum of the free energies of the separate blocks \([32]\). There is however rigorous work on the force-induced desorption for directed walk models of copolymers \([11]\). The model that was considered is Dyck paths pulled at their mid-point, so these are similar to unfolded loops with both vertices adsorbed in the surface and the other subwalk is largely ballistic \([11]\). This is in contrast to the homopolymer walk case where no such mixed phase exists. These directed walk studies have partly motivated the work presented here by motivating the question: under what conditions do such adsorbed–ballistic mixed phases exist?

3. The free energy \(\lambda(y)\) of pulled positive walks

In this section we prove some results about the free energy, \(\lambda(y)\), of endpoint-pulled positive self-avoiding walks. These are new results which establish sufficient conditions for a weak strict log-convexity of \(\lambda(y)\) and confirm some expected configurational properties of pulled walks in the ballistic phase \((y > 1)\). The results will be useful in section 4 for establishing the existence of a mixed adsorbed–ballistic phase for the loop version of the model in figure 1(b). We define the required notation and establish the relevant results here in a series of lemmas.

The free energy of pulled positive walks was defined in equation (4). Putting \(a = 1\) in equation (2) and summing over \(v\) gives

\[
C_n(y) \equiv C_n(1, y) = \sum_{h=0}^{n} c_n(h) y^h, \tag{8}
\]

where \(c_n(h)\) is the number of positive self-avoiding walks of length \(n\) ending in a vertex at height \(h\). It follows from equation (4) that \(\lambda(y) = \lim_{n \to \infty} \frac{1}{n} \log C_n(y)\).

Notice that \(c_n(h) \geq \binom{n}{h}\) (this bound is the number of directed paths stepping east and north with exactly \(h\) north steps). This shows that \(\lambda(y) \geq \log(1 + y)\).

More generally it is known that if \(y > 1\) then \(\lambda(y) > \log \mu_3\) \([1, 12, 13]\). Together these show that \(\lambda(y) > \max\{\log \mu_3, \log y\}\) for all \(y > 1\), while it is known that \(\lambda(y) = \log \mu_3\) for all \(y \leq 1\). On the other hand, overcounting all self-avoiding walks of length \(n\) ending in height \(h\) gives \(c_n(h) \leq \binom{n}{h} (2d)^{n-h}\) so that \(\lambda(y) \leq \log(2d + y)\) for \(y > 1\), and dimension \(d\). These bounds show that for \(d = 3\) and \(y > 1\)

\[
\log(6 + y) \geq \lambda(y) \geq \max\{\log \mu_3, \log(1 + y)\}. \tag{9}
\]

In particular, it follows that \(\lambda(y) = \log y + O(\frac{1}{y})\) as \(y \to \infty\).

Since \(\lambda(y)\) is a strictly increasing function for all \(y > 1\),

\[
\lambda(y) > \lambda(y^{1/2}) > \lambda(1) = \log \mu_3, \quad \text{for all } y > 1. \tag{10}
\]

Moreover, by log-convexity, for all \(y > 1\):

\[
2 \lambda(y^{1/2}) \leq \lambda(y) + \lambda(1), \quad \text{and} \quad \lambda(y^\alpha) \leq \alpha \lambda(y) + (1 - \alpha) \lambda(1), \quad \text{for all } \alpha \in [0, 1]; \tag{11}
\]
for any $0 \leq \alpha_1 < \alpha_2 < 1/2$,

$$2 \lambda(y^{1/2}) \leq \lambda(y^{\alpha_1}) + \lambda(y^{1 - \alpha_2}) \leq \lambda(y^{\alpha_1}) + \lambda(y^{1 - \alpha_2}).$$  \hfill (12)

It is not known that $\lambda(y)$ is strictly log-convex, however, if it were, all the inequalities above would be strict. Using equation (9), the following lemma proves a property weaker than strict log-convexity, but stronger than log-convexity, for sufficiently large $y$.

**Lemma 1.** Suppose that $\delta \neq \frac{1}{2}$ and $\delta \in [0,1]$. Then there is a $y_\delta \geq 1$ (a function of $\delta$) such that

$$2 \lambda(y^{1/2}) < \lambda(y^{\delta}) + \lambda(y^{1 - \delta}), \quad \text{for all } y > y_\delta.$$

**Proof.** For $y > 1$ and for any $\alpha \in [0,1]$, by equation (9), $\log(6 + y^{\alpha}) \geq \lambda(y^{\alpha}) \geq \log(1 + y^{\alpha})$. Thus, given $\delta \neq \frac{1}{2}$ and $\delta \in [0,1]$, and respectively considering $\alpha = \delta$ and $\alpha = \frac{1}{2}$ gives:

$$\lambda(y^{\delta}) + \lambda(y^{1 - \delta}) \geq \log(1 + y^{\delta}) + \log(1 + y^{1 - \delta}) \quad \text{and} \quad 2 \log(6 + y^{1/2}) \geq 2 \lambda(y^{1/2}).$$

Thus if $2 \log(6 + y^{1/2}) < \log(1 + y^{\delta}) + \log(1 + y^{1 - \delta})$, then $2 \lambda(y^{1/2}) < \lambda(y^{\delta}) + \lambda(y^{1 - \delta})$. Exponentiating and simplifying shows that

$$2 \lambda(y^{1/2}) < \lambda(y^{\delta}) + \lambda(y^{1 - \delta}) \quad \text{provided that } 35 + 12y^{1/2} < y^{1 - \delta} + y^\delta.$$  

If $\delta \neq \frac{1}{2}$ then max{$\delta, 1 - \delta$} $> \frac{1}{2}$ and hence there is a $y_\delta$ (a function of $\delta$) such that for all $y > y_\delta$ it is the case that $35 + 12y^{1/2} < y^{1 - \delta} + y^\delta$. \hfill $\square$

Notice that it is sufficient to choose $\log y_\delta = (2 \log 24)/(2\delta - 1)$ in lemma 1.

Since for $\delta$ and $y > y_\delta$ as in lemma 1 we have $2 \lambda(y^{1/2}) < \lambda(y^{\delta}) + \lambda(y^{1 - \delta})$, then it follows from the continuity and log-convexity of $\lambda(y)$ that for any $\alpha_1, \alpha_2 \in [0,1]$ such that max{$\alpha_1, 1 - \alpha_2$} $> \max\{\alpha_2, 1 - \alpha_2\} > \max\{\delta, 1 - \delta\}$,

$$2 \lambda(y^{1/2}) < \lambda(y^{\alpha_1}) + \lambda(y^{1 - \alpha_2}) < \lambda(y^{\alpha_1}) + \lambda(y^{1 - \alpha_2}) < \lambda(y^{\alpha_1}) + \lambda(y^{1 - \alpha_2}),$$  \hfill (13)

for all $y > y_\delta$. This gives a strict version of equation (12) for sufficiently large $y$ and a reduced range of $\alpha_1, \alpha_2$. Note also that the smallest bound from the proof is $y_\delta = y_0 \approx 6 + \sqrt{37}$ and hence for all $y > 6 + \sqrt{37}$,

$$2 \lambda(y^{1/2}) < \lambda(1) + \lambda(y) = \log \mu_3 + \lambda(y).$$  \hfill (14)

While we have not proved strict convexity of $\lambda(y)$ for $y > 1$, numerical data in the square lattice is consistent with this [5]. The general properties of $\lambda(y)$ in the cubic lattice are similar to the square lattice case, and so we expect that $\lambda(y)$ should be strictly convex in the ballisic phase in the cubic lattice. We make the following conjecture in the square and cubic lattices:

**Conjecture 1.** Suppose that $\delta \neq \frac{1}{2}$ and $\delta \in [0,1]$. Then

$$2 \lambda(y^{1/2}) < \lambda(y^{\delta}) + \lambda(y^{1 - \delta}), \quad \text{for all } y > 1.$$  

Next we establish relationships between some configuralional properties of pulled walks in the ballistic phase. In particular we prove that, for a given $y$, the limiting values of the ‘average height per walk edge’ and the ‘most popular height per walk edge’ are the same. We use some known results about the (microcanonical) density function of pulled walks to connect the two. We establish properties about each of the relevant quantities separately and then use them to obtain the final result in lemma 4.
3.1. The average height of pulled walks

Since $\lambda(y)$ is log-convex it is continuous and differentiable almost everywhere. Further, the function $\beta^*(y) = \frac{d}{dy} \log \lambda(y) = y \frac{d}{dy} \lambda(y)$, where it exists, is monotonic increasing and thus (by Lebesgue’s theorem) is differentiable almost everywhere. Since $\lambda(y)$ is constant for $y \leq 1$ and strictly increasing for $y > 1$, it also follows that $\beta^*(y) > 0$ for $y > 1$. Note that whenever $\lambda(y)$ is differentiable, then

$$\beta^*(y) = y \frac{d}{dy} \lambda(y) = \lim_{n \to \infty} \frac{1}{n} \langle h(y) \rangle_n = \lim_{n \to \infty} \frac{1}{n} \left( \sum_{h} h c_n(h) y^h \right) \quad \text{for } a.e. \ y > 0, \ (15)$$

where $\langle h(y) \rangle_n$ is the average height of the endpoint of the walk of length $n$. (When $y$ is fixed, the notation is simplified to $\langle h \rangle_n = \langle h(y) \rangle_n$.) Thus $0 \leq \beta^*(y) \leq 1$, and $\beta^*(y)$ is asymptotic (as $y \to \infty$) to 1 (this follows, for example, from equation (9)).

**Lemma 2.** The function $\beta^*(y) < 1$ for almost all $y > 0$.

**Proof.** If $y \leq 1$ then $\lambda(y) = \log \mu_3$ and $\beta^*(y) = 0$.

In addition, $\lambda(y) > \log y$ by equation (9) for all $y > 1$, and $\lambda(y) \approx \log y$ in the sense that $\lim_{y \to \infty} \lambda(y)/\log y = 1$.

Thus, suppose that $y > 1$ and suppose that there exists a smallest $y_1$ such that $\beta^*(y_1) = 1$.

Since $\beta^*(y)$ is monotonic increasing, this shows that $\beta^*(y) \geq 1$ for all $y \geq y_1$ (except for a set of measure zero). Integration of both sides of the inequality $\frac{d}{dy} \log \lambda(y) \geq 1$ for $y \geq y_1$ gives:

$$\lambda(y) - \lambda(y_1) \geq \int_{y_1}^{y} d \log y = \log y - \log y_1.$$

This gives

$$\lambda(y) \geq \log y + (\lambda(y_1) - \log y_1).$$

Since $\lambda(y_1) - \log y_1 = C_1 > 0$ by equation (9), this shows that $\log y + C_1 \leq \lambda(y) \leq \log y + \log(1 + y)$ which is a contradiction if $y$ is large enough, and so the assumption that there exists a $y_1$ such that $\beta^*(y_1) = 1$ is false. \(\square\)

3.2. The density function of pulled walks

The (microcanonical) density function of pulled walks, $P_\lambda(\epsilon)$, is defined by the Legendre transform (see, for example, section 3.3 in reference [15]):

$$\log P_\lambda(\epsilon) = \inf_{y > 0} \{ \lambda(y) - \epsilon \log y \}. \quad (16)$$

Note also that $P_\lambda(\epsilon)$ can be related to the sequence $c_n(h)$ by (see the methods of [26] and see [15], theorem 3.9)

$$\log P_\lambda(\epsilon) = \lim_{n \to \infty} \frac{1}{n} \log c_n(\lfloor \epsilon n \rfloor). \quad (17)$$

$\log P_\lambda(\epsilon)$ is a concave function of $\epsilon$ on $[0, 1]$ and so differentiable almost everywhere on $[0, 1]$. It is also finite for $\epsilon \in [0, 1]$, since, for example, it can be shown that $\log P_\lambda(0) = \log \mu_3$ and $\log P_\lambda(\epsilon) \leq \log \mu_3$ for $\epsilon > 0$. The free energy is given by

$$\lambda(y) = \sup_{\epsilon \in [0, 1]} \{ \log P_\lambda(\epsilon) + \epsilon \log y \}. \quad (18)$$
Given \( y \), this supremum is realised at a value of \( \epsilon = \epsilon_*(y) \in [0, 1] \) for almost every \( y \) in the domain of \( \lambda(y) \), that is, for almost every \( y > 0 \). Hence by equation (18), for almost every \( y > 0 \),

\[
\lambda(y) = \log P_\lambda(\epsilon_*(y)) + \epsilon_*(y) \log y,
\]

and by the concavity of \( \log P_\lambda(\epsilon) \), \( \epsilon_*(y) \) is a non-decreasing function of \( y \) on its domain.

The next lemma establishes that \( \beta^*(y) = \epsilon_*(y) \) for almost all \( y > 0 \). This result was previously established in [17, section 3.2] but we are presenting more details of the proof here towards obtaining the results of lemma 4.

**Lemma 3 (Janse van Rensburg and Whittington [17]).** \( \beta^*(y) = \epsilon_*(y) \) for almost all \( y > 0 \).

**Proof.** Since \( \log P_\lambda(\epsilon) \) is differentiable almost everywhere and concave in \( \epsilon \), it follows that if the equation

\[
\frac{d}{d\epsilon} \left( \log P_\lambda(\epsilon) + \epsilon \log y \right) = \frac{d}{d\epsilon} \log P_\lambda(\epsilon) + \log y = 0
\]

has a solution for \( \epsilon \in [0, 1] \), then it must be equal to \( \epsilon_*(y) \), the location of the supremum. That is, if there’s a solution

\[
\left[ \frac{d}{d\epsilon} \log P_\lambda(\epsilon) \right]_{\epsilon=\epsilon_*(y)} = -\log y.
\]

On the other hand, equation (20) may not have a solution for particular values of \( y \). This occurs, in particular, if \( \log P_\lambda(\epsilon) \) is linear for some \( \epsilon \) in an interval, say \( \log P_\lambda(\epsilon) = \alpha + \beta \epsilon \) for \( \epsilon \in [\epsilon_1, \epsilon_2] \) (and by concavity, \( \log P_\lambda(\epsilon) < \alpha + \beta \epsilon \) if \( \epsilon \in (0, 1) \setminus [\epsilon_1, \epsilon_2] \) so that \( \epsilon_1 \) and \( \epsilon_2 \) are singular points of \( \log P_\lambda(\epsilon) \)). Since \( \log P_\lambda(\epsilon) \) is a concave function of \( \epsilon \), it is differentiable almost everywhere, except at isolated singular points, and so the number of such singular points is countable. In this event there is a jump discontinuity in \( \epsilon_*(y) \) given by

\[
\epsilon_*(y) \begin{cases} 
\leq \epsilon_1, & \text{if } \log y < -\frac{\log P_\lambda(\epsilon_2) - \log P_\lambda(\epsilon_1)}{\epsilon_2 - \epsilon_1} \\
\geq \epsilon_2, & \text{if } \log y > -\frac{\log P_\lambda(\epsilon_2) - \log P_\lambda(\epsilon_1)}{\epsilon_2 - \epsilon_1},
\end{cases}
\]

since the supremum in equation (19) has to occur before or at \( \epsilon_1 \) for small values of \( y \), and at or after \( \epsilon_2 \) for large values of \( y \). Substituting \( \log P_\lambda(\epsilon) = \alpha + \beta \epsilon \) shows that \( \epsilon_*(y) \leq \epsilon_1 \) if \( \log y < -\beta \) and \( \epsilon_*(y) \geq \epsilon_2 \) if \( \log y > -\beta \) so that there is a critical value of \( y \) at \( y_c = -\beta \). Since the number of singular points in \( \log P_\lambda(\epsilon) \) is countable, there can only be a countable number of critical points \( y_c \), that is, the set of all these critical points has zero measure.

First, assume \( y \) is chosen so that \( \epsilon_*(y) \) is a solution of equation (20). Taking the derivative of equation (19) with respect to \( \log y \) gives

\[
\beta^*(y) = y \frac{d}{dy} \lambda(y) = y \left[ \frac{d}{dy} \epsilon_*(y) \right] \left[ \frac{d}{d\epsilon} \log P_\lambda(\epsilon) \right]_{\epsilon=\epsilon_*(y)} + \epsilon_*(y)
\]

+ \( y \log y \left[ \frac{d}{dy} \epsilon_*(y) \right].
\]

By equation (21), the above simplifies to \( \epsilon_*(y) = y \frac{d}{dy} \lambda(y) = \beta^*(y) \) (for every \( y \) where equation (20) has a solution).
On the other hand, if \( y \) is chosen such that \( \epsilon_*(y) \) is not a solution of equation (20), then it is either a critical point as in equation (22), or there is a jump-discontinuity in \( \frac{d}{dy} \log P_\lambda(\epsilon) \) in which case \( \epsilon_*(y) \) is a constant function for \( y \) in an interval. Suppose that \( \epsilon_*(y) = C \) for (say) \( y \in [y_a, y_b] \). It follows that for \( y \) in this interval,

\[
\beta'(y) = y \frac{d}{dy} \lambda(y) = y \frac{d}{dy} \left( \log P_\lambda(C) + C \log y \right) = C = \epsilon_*(y). \tag{24}
\]

In other words, \( \beta'(y) = y \frac{d}{dy} \lambda(y) = \epsilon_*(y) \) except for \( y \) equal to a critical point—that is \( y \frac{d}{dy} \lambda(y) = \epsilon_*(y) \) for almost all \( y \in [y_a, y_b] \). By equation (21), the above simplifies to \( \epsilon_*(y) = y \frac{d}{dy} \lambda(y) = \beta^*(y) \) for almost all \( y \in [0, \infty) \) so that

\[
\epsilon_*(y) = \lim_{n \to \infty} \frac{1}{n} (h)_n = \lim_{n \to \infty} \frac{1}{n} \sum_h c_0(h) y^h \text{ for } \forall y > 0, \tag{25}
\]

where \((h)_n\) is as introduced in equation (15). By the arguments preceding lemma 1 and by lemmas 1 and 2, \( 0 \leq \epsilon_*(y) < 1 \) for all \( y > 0 \). Since \( \lambda(y) \) is a convex function of \( \log y \) and \( \lambda(y) > \lambda(1) \) for \( y > 1 \), \( \epsilon_*(y) \) is a strictly increasing function if \( y > 1 \). \( \square \)

3.3. The most popular height of pulled walks

Given a \( y > 0 \), let \( h^*_n(y) \) (when \( y \) is fixed we denote this by \( h^*_y \)) be a most popular height of the endpoint of a pulled \( n \)-step walk (so that \( h^*_n \) maximizes \( c_0(h) y^h \)):

\[
c_0(h^*_n(y)) y^{h^*_n} \leq \sum_h c_0(h) y^h \leq (n + 1) c_0(h^*_n(y)) y^{h^*_n}. \tag{26}
\]

The free energy is therefore given by

\[
\lambda(y) = \lim_{n \to \infty} \frac{1}{n} \log \sum_h c_0(h) y^h = \lim_{n \to \infty} \frac{1}{n} \log c_0(h^*_n(y)) y^{h^*_n}. \tag{27}
\]

We show next that there exists an \( \epsilon = \epsilon^*(y) \) (which is a function of \( y \)) such that the limits

\[
\lim_{n \to \infty} \frac{1}{n} h^*_n = \epsilon^*(y) \quad \text{and} \quad \log P_\lambda(\epsilon^*(y)) = \lim_{n \to \infty} \frac{1}{n} \log c_0(h^*_n) \tag{28}
\]

exist, and so that

\[
\lambda(y) = \log P_\lambda(\epsilon^*(y)) + \epsilon^*(y) \log y. \tag{29}
\]

Comparison to equation (19) then shows that \( \epsilon^*(y) = \epsilon_*(y) \), and it follows that for almost every \( y > 0 \), \( \lim_{n \to \infty} \frac{1}{n} h^*_n = \lim_{n \to \infty} \frac{1}{n} (h)_n \).

**Lemma 4.** For almost every \( y > 0 \),

\[
\lim_{n \to \infty} \frac{1}{n} h^*_n = \lim_{n \to \infty} \frac{1}{n} (h)_n = \epsilon_*(y). \tag{30}
\]

In addition, if \( 0 < y < 1 \), then \( \epsilon_*(y) = 0 \), and if \( y > 1 \), then \( \epsilon_*(y) > 0 \).

**Proof.** Let \( y > 0 \) and let \( h^*_n \) be the smallest value of \( h \) maximising \( c_0(h) y^h \) (that is, \( h^*_n \) is the smallest most popular value of \( h \) and is a function of \( y \)). Clearly, \( 0 \leq h^*_n \leq n \).
J. Phys. A: Math. Theor. 53 (2020) 505001

Multiply equation (26) by $y^{-[\nu n]}$ (for $\epsilon \in [0, 1]$), take logarithms, divide by $n$ and take $n \to \infty$. Since the limit in equation (27) exists, this shows that

$$\inf_{y>0} \left\{ \lim_{n \to \infty} \frac{1}{n} \log \left( c_n(h_n^*) y^{h_n^*-\epsilon [\nu n]} \right) \right\} = \inf_{y>0} \{ \lambda(y) - \epsilon \log y \} = \log P_\lambda(\epsilon)$$

(30)

and this is finite (for $\epsilon \in [0, 1]$). In particular, we note that $\lambda(y) - \epsilon \log y$ is a continuous, non-decreasing and log-convex function of $y > 0$ for $\epsilon \in [0, 1]$ and $\lambda(y)$ is asymptotic to $\log y$. This shows that the infimum of $\lambda(y) - \epsilon \log y$ is realised at a finite value of $y$ so that for $\epsilon \in [0, 1)$, it follows that

$$-\infty < \log P_\lambda(\epsilon) = \min_{y>0} \left\{ \lim_{n \to \infty} \frac{1}{n} \log \left( c_n(h_n^*) y^{h_n^*-\epsilon [\nu n]} \right) \right\} = \min_{y>0} \{ \lambda(y) - \epsilon \log y \} < \infty.$$  

(31)

We now present two proofs of the lemma.

First proof: $P_\lambda(\epsilon)$ is given by equation (17) (see the methods of [26] and see [15], theorem 3.9).

Given $y > 0$, define $\zeta_y = \limsup_{n \to \infty} \frac{1}{n} h_n^*$ and suppose that $\{n_k\}$ is a subsequence realising the limsup:

$$\zeta_y = \lim_{k \to \infty} \frac{1}{n_k} h_{n_k}^*.$$  

(32)

Since this limit exists, it follows that

$$\lambda(y) = \lim_{k \to \infty} \frac{1}{n_k} \log \left( c_{n_k}(h_{n_k}^*) y^{h_{n_k}^*} \right) = \lim_{k \to \infty} \frac{1}{n_k} \log c_{n_k}(h_{n_k}^*) + \zeta_y \log(y).$$  

(33)

This will be simplified and then compared to equation (19).

Since $h_n^*$ is a most popular height, it is the case that

$$\lim_{k \to \infty} \frac{1}{n_k} \log \left( c_{n_k}([\zeta_y n_k]) y^{[\zeta_y n_k]} \right) \leq \lim_{k \to \infty} \frac{1}{n_k} \log \left( c_{n_k}(h_{n_k}^*) y^{h_{n_k}^*} \right).$$

Since $\lim_{k \to \infty} \frac{1}{n_k} [\zeta_y n_k] = \lim_{k \to \infty} \frac{1}{n_k} h_{n_k}^* = \zeta_y$ it follows that

$$\log P_\lambda(\zeta_y) = \lim_{k \to \infty} \frac{1}{n_k} \log c_{n_k}([\zeta_y n_k]) \leq \lim_{k \to \infty} \frac{1}{n_k} \log c_{n_k}(h_{n_k}^*).$$  

(34)

Let $\nu > 0$ be a small number. Observe that for large enough (but finite) $k$ (say $k \geq K$) it is the case that $[\zeta_y - \nu n_k] < h_{n_k}^* < [\zeta_y + \nu n_k]$. Thus

$$\lim_{k \to \infty} \frac{1}{n_k} \log c_{n_k}(h_{n_k}^*) \leq \begin{cases} \lim_{k \to \infty} \frac{1}{n_k} \log \sum_{\ell=0}^{[\zeta_y + \nu n_k]} c_{n_k}(\ell) = \log P_\lambda(\leq (\zeta_y + \nu)) \\ \lim_{k \to \infty} \frac{1}{n_k} \log \sum_{\ell=[\zeta_y - \nu n_k]}^{[\zeta_y + \nu n_k]} c_{n_k}(\ell) = \log P_\lambda(\geq (\zeta_y - \nu)) \end{cases}$$  

(35)
where \( P_{\lambda}(\leq \epsilon) \) and \( P_{\lambda}(\geq \epsilon) \) are integrated density functions ([15], section 3.4) defined by

\[
P_{\lambda}(\leq \nu) = \lim_{n \to \infty} \frac{1}{n} \log \left( \sum_{m=0}^{\lfloor\nu n\rfloor} c_n(m) y^m \right),
\]

and \( P_{\lambda}(\geq \nu) = \lim_{n \to \infty} \frac{1}{n} \log \left( \sum_{m=\lfloor\nu n\rfloor}^{n} c_n(m) y^m \right). \]

It is the case that [15] (theorem 3.16)

\[
\log P_{\lambda}(\epsilon) = \min\{\log P_{\lambda}(\leq \epsilon), \log P_{\lambda}(\geq \epsilon)\}.
\]

Since \( P_{\lambda}(\leq \epsilon) \) and \( P_{\lambda}(\geq \epsilon) \) are continuous functions, take \( \nu \to 0^+ \) in equation (35) to see that

\[
\lim_{k \to \infty} \frac{1}{n_k} \log c_n(h_{n_k}^*) \leq \min\{\log P_{\lambda}(\leq \zeta_y), \log P_{\lambda}(\geq \zeta_y)\} = \log P_{\lambda}(\zeta_y).
\]

Together with equation (34) this shows that

\[
\lim_{k \to \infty} \frac{1}{n_k} \log c_n(h_{n_k}^*) = \log P_{\lambda}(\zeta_y).
\]

Substitute this result in equation (33) to obtain

\[
\lambda(y) = \log P_{\lambda}(\zeta_y) + \zeta_y \log y.
\]

Put \( \epsilon^*(y) = \zeta_y \) (see equation (28)). Comparison to equation (29) gives the result that \( \epsilon_y(y) = \zeta_y = \epsilon^*(y) \). This shows, in particular, that

\[
\epsilon_y(y) = \lim_{n \to \infty} \frac{1}{n} (h_{n}) = \limsup_{n \to \infty} \frac{1}{n} h_{n}^*, \quad \text{for } ae \ y > 0. \tag{36}
\]

The above arguments remain unchanged if we defined \( \zeta_y = \liminf_{n \to \infty} \frac{1}{n} h_{n}^* \) instead. This shows that the limsup in equation (36) is a limit, with the result that

\[
\epsilon_y(y) = \lim_{n \to \infty} \frac{1}{n} (h_{n}) = \lim_{n \to \infty} \frac{1}{n} h_{n}^*, \quad \text{for } ae \ y > 0.
\]

This completes the first proof.

Second proof: define \( \zeta_y \) as in equation (32). Then \( \lambda(y) \) is again given in equation (33). Moreover, for each fixed value of \( y \), and for \( \epsilon \in [0, 1) \),

\[
\lim_{k \to \infty} \frac{1}{n_k} \log \left( c_n(h_{n_k}^*) y^{h_{n_k}^*-\lfloor \eta n \rfloor} \right) = \lim_{k \to \infty} \frac{1}{n_k} \log c_n(h_{n_k}^*) + (\zeta_y - \epsilon) \log y.
\]

Define \( f(y) = \lim_{k \to \infty} \frac{1}{n_k} \log c_n(h_{n_k}^*) \). The function \( f(y) \) is bounded for \( y \geq 0 \) and by equations (31) and (33),

\[
\log P_{\lambda}(\epsilon) = \min_{y \geq 0} \{ f(y) + (\zeta_y - \epsilon) \log y \}. \tag{37}
\]

Suppose that \( \epsilon \in [0, 1) \) and \( \eta > 0 \) is small and fixed, and that \( \zeta_y > \epsilon + \eta \) for all \( y \geq 0 \). In this case the minimum in equation (37) is unbounded by either taking \( y \to 0^+ \), or by taking \( y \to \infty \). Similarly, if \( \zeta_y < \epsilon - \eta \) for all \( y \geq 0 \), then the minimum is again unbounded. This is a
contradiction since \( \log P_3(\epsilon) \) is finite for fixed \( \epsilon \in [0, 1) \). Thus either (1) \( \lim_{y \to \infty} \zeta_y = \epsilon \), or (2) there exists a finite \( y_1 \) minimising the right-hand side of equation (37), such that \( \zeta_{y_1} = \epsilon \).

We now rule out (1) for \( \epsilon \in [0, 1) \). Our claim is that \( \lim_{y \to \infty} \zeta_y = 1 \neq \epsilon \). To see this, suppose that \( \lim_{y \to \infty} \zeta_y = \nu < 1 \). Let \( \tau > 0 \) be small enough (say \( \tau < 1 - \nu \)). Then there exists a large but finite \( Y \) such that \( \zeta_y < \frac{1}{2} (\nu + 1 - \tau) \) for all \( y > Y \). This shows that there is a \( K \) such that

\[
c_{n} (h_{n}^{*})^{h_{n}^{*}} < c_{n} (h_{n}^{*})^{y (\nu + 1 - \tau) / 2}.
\]

By taking logarithms, dividing by \( n_k \) and taking \( k \to \infty \), \( \lambda (y) \leq \log \mu_3 + \frac{1}{2} (\nu + 1) \log y < \log y \) for large \( y \). This is a contradiction, thus \( \lim_{y \to \infty} \zeta_y = 1 \neq \epsilon \). In other words, only (2) remains, so that there is a finite \( y_1 \) (a function of \( \epsilon \)) so that \( \zeta_{y_1} = \epsilon \). Let this value of \( \epsilon \) corresponding to \( y_1 \) be denoted by \( \epsilon^*_y (y_1) = \zeta_{y_1} \). By equation (31) it also follows that \( \log P_3 (\epsilon^*_y (y_1)) = \lim_{y \to \infty} \frac{1}{n} \log c_n (h_{n}^{*}) \).

By equation (27),

\[
\lambda (y_1) = \lim_{y \to \infty} \frac{1}{n} \log c_{n} (h_{n}^{*}) y_{1}^{h_{n}^{*}} = \log P_3 (\epsilon^*_y (y_1)) + \epsilon^*_y (y_1) \log y_1.
\]

Comparison to equation (19) shows that \( \epsilon^*_y (y) = \epsilon_\epsilon (y) \) for almost every \( y > 0 \) (that is, whenever \( \epsilon_\epsilon (y) \) exists). Since \( \epsilon_\epsilon (y) \) is given by equation (25), this shows that \( \limsup_{y \to \infty} \frac{1}{n} h_{n}^{*} = \lim_{y \to \infty} \frac{1}{n} (\hat{h})_{n} \) for almost every \( y > 0 \).

Similarly, instead defining \( \zeta_\epsilon = \liminf_{y \to \infty} \frac{1}{n} h_{n}^{*} \), it follows that \( \liminf_{y \to \infty} \frac{1}{n} h_{n}^{*} = \lim_{y \to \infty} \frac{1}{n} (\hat{h})_{n} \) for almost every \( y > 0 \). In other words, \( \lim_{y \to \infty} \frac{1}{n} h_{n}^{*} = \lim_{y \to \infty} \frac{1}{n} (\hat{h})_{n} \) for almost every \( y > 0 \). This completes the second proof.

Finally, since \( \lambda (y) = \log \mu_3 \) for \( 0 \leq y \leq 1 \) and since it is a continuous function, it follows that \( \epsilon_\epsilon (y) = 0 \) if \( 0 < y < 1 \). Also, since \( \lambda (y) > \log \mu_3 \) for \( y > 1 \) [1, 12, 13], \( \epsilon_\epsilon (y) \) is strictly increasing for \( y > 1 \). This completes the proof. \( \square \)

4. Pulled adsorbing \( AB \)-diblock loops

In this section our aim is to examine the phase diagram of adsorbing diblock loops pulled in the middle (see figure 2(a)). We will determine the phase diagram of this model, and later compare it to our results in section 5, in particular the phase diagram of a self-avoiding walk model of adsorbing diblock copolymers pulled in the middle, with one endpoint fixed at the origin and the other free (see figure 1(b)). The models in figure 1 (namely (a), (c) and (d) of diblock and triblock copolymers) are simpler to analyse, and so we first focus on the pulled adsorbing diblock loop.

The models in figure 2 are of linear copolymers with two blocks, labelled \( A \) and \( B \) (and with vertices or monomers of types \( A \) or \( B \) respectively). Each block in the copolymer has length \( n \) (see figures 1(a) and (b)). The walks are positive walks with \( 2n + 1 \) vertices labelled \( j = 0, 1, \ldots, 2n \). The vertex 0 is fixed at the origin and is not weighted. Vertices \( 1 \leq j \leq n \) are \( A \)-vertices while vertices \( n + 1 \leq j \leq 2n \) are \( B \)-vertices.

As before, we use a positive self-avoiding walk model in the cubic lattice \( \mathbb{Z}^3 \) and coordinate system \( (x_1, x_2, x_3) \). Figure 2(a) shows a loop in the positive half-lattice with \( x_3 \geq 0 \). The adsorption of the copolymer model is defined by counting the numbers \( v_A \) and \( v_B \) of \( A \)- and \( B \)-vertices in the (adsorbing) plane \( x_3 = 0 \). These are \( A \)- or \( B \)-visits, and they have associated weights.
a and b respectively (where \( a = e^{-r_a/k_B T} \) and \( b = e^{-r_b/k_B T} \) with \( k_B \) the Boltzmann’s constant, \( T \) the absolute temperature, and \( r_a \) and \( r_b \) the energies associated with A- and B-visits).

The walk adsorbs if either \( a \) or \( b \) is sufficiently large, and an applied force \( F \) pulling the walk from the adsorbing plane will pull the walk into a ballistic phase if \( F \) is large enough. \( F \) is related to an activity \( y \) by \( y = e^{F/k_B T} \) (and the weight of a loop with middle vertex of height \( h \) is \( y^h \) so that \( F \) is conjugate to \( h \) in this model).

The loop in figure 2(a) has partition function given by

\[
\hat{U}_{2n}(a, b, y) = \sum_{h=0}^{n} \sum_{v_A, v_B} \ell_{2n}^{AB}(v_A, v_B, h) a^{v_A} b^{v_B} y^h, \tag{38}
\]

where \( \ell_{2n}^{AB}(v_A, v_B, h) \) is the number of loops of length \( 2n \) with \( nA \)-vertices, \( nB \)-vertices, \( v_A \) and \( v_B \) vertices that are \( A \)- or \( B \)-visits, and with midpoint (the location of the last \( A \) vertex) at height \( h \) above the adsorbing plane \( x_3 = 0 \). General bounds on \( \hat{U}_{2n}(a, b, y) \) in terms of the partition functions of bridges and loops are obtained next using arguments similar to those leading up to theorem 2 in reference [21].

First, the partition function \( \hat{U}_{2n}(a, b, y) \) is bounded in the limit by \( \psi_e(a, y^{1/2}) \) and \( \psi_e(b, y^{1/2}) \) (see equation (5)). The bounds are obtained by comparing \( \hat{U}_{2n}(a, b, y) \) to homopolymer loops, that is, if \( a \geq b \), then \( \hat{U}_{2n}(b, b, y) \leq \hat{U}_{2n}(a, b, y) \leq \hat{U}_{2n}(a, a, y) \). This gives the following lemma, since, as discussed after equation (6), a homopolymer loop pulled at its midpoint and interacting with a surface (with activities \( a \) and \( b \)) has free energy given by \( \psi_e(a, y^{1/2}) \).

**Lemma 5.** Suppose that \( a \geq b \). Then, by monotonicity, since the AB-block copolymer has length \( 2n \),

\[
\psi_e(b, y^{1/2}) \leq \liminf_{n \to \infty} \frac{1}{2n} \log \hat{U}_{2n}(a, b, y) \leq \limsup_{n \to \infty} \frac{1}{2n} \log \hat{U}_{2n}(a, b, y) \leq \psi_e(a, y^{1/2})
\]

where \( \psi_e(b, y^{1/2}) = \max\{\kappa(b), \lambda(y^{1/2})\} \) and \( \psi_e(a, y^{1/2}) = \max\{\kappa(a), \lambda(y^{1/2})\} \).

Next, a lower bound is obtained in terms of unfolded bridges. Let \( b_{n}^{v}(v, h) \) denote the number of unfolded bridges with \( v \) surface visits and endpoint at height \( h \), where necessarily \( v, h \geq 1 \). Then by reference [21, theorem 1], for \( a, y > 0 \),

\[
\lim_{n \to \infty} \frac{1}{n} \log \sum_{v, h} b_n^{v}(v, h) a^v y^h = \psi_e(a, y). \tag{39}
\]
Note that for $0 \leq y \leq 1$, $\psi_e(a, y) = \kappa(a)$ since trivially $\psi_e(a, 0) = \psi_e(a, 1) = \kappa(a)$ and $\psi_e$ is a non-decreasing function of $a$ and of $y$. In addition, for any fixed positive integer $h$ and for $0 < y$,

$$\lim_{n \to \infty} \frac{1}{n} \log \sum_{v} b_w^i(v, h) a^w y^h = \kappa(a).$$

(40)

Also, for any $y > 0$,

$$\lim_{n \to \infty} \frac{1}{n} \log \sum_{h} b_w^i(1, h) y^h = \lambda(y).$$

(41)

Finally, a result that will be useful in section 4.3: given $b^i_w(y)$, a most popular height (as defined in section 3) for an $n$-step positive walk at activity $y$, standard unfolding arguments (which do not change the height of any vertex in any bridge) [8] establish that for any $y > 0$,

$$\lim_{n \to \infty} \frac{1}{n} \log b^i_w(h^*_w(y)) y^{h^*_w(y)} = \lim_{n \to \infty} \frac{1}{n} \log \sum_{h=1}^{n-1} b_w^i(h) y^h = \lambda(y),$$

(42)

where $b_w^i(h) \equiv \sum_{v} b_w^i(v, h)$. In fact, and more generally, this is also true for unfolded bridges with exactly 1 visit, or for unfolded bridges with visits weighted by $a$ where $0 < a \leq a_c$:

$$\lim_{n \to \infty} \frac{1}{n} \log b_w^i(1, h^*_w(y)) y^{h^*_w(y)} = \lim_{n \to \infty} \frac{1}{n} \log \sum_{v, h} b_w^i(v, h) a^v y^h = \lambda(y).$$

(43)

The above results lead to the standard lower bounds given by lemma 6.

**Lemma 6 (Standard (lower) bounds 1).** In the cubic lattice, for any $\delta \in [0, 1]$ and $a, b, y > 0$,

$$\hat{U}_{2n}(a, b, y) \geq b \sum_{h} y^h \left( \sum_{v} b_{n-1}^i(v, h) a^v \right) \left( \sum_{w} b_{n-1}^i(w, h) b^w \right)$$

$$= b \sum_{h} \left( \sum_{v} b_{n-1}^i(v, h) a^v y^h \right) \left( \sum_{w} b_{n-1}^i(w, h) b^w (1-\delta h) \right) .$$

Indeed, by considering separately the two cases, $h = h^*_w(y)$ with $v = w = 1$ and $\delta = \frac{1}{2}$, or just $h = 1$, in the equation above it follows that for all $a, b, y > 0$,

$$\lim_{n \to \infty} \frac{1}{2n} \log \hat{U}_{2n}(a, b, y) \geq \lim \inf \left\{ \lambda(y^{1/2}), \frac{1}{2} (\kappa(a) + \kappa(b)) \right\} .$$

(44)

**Proof.** A loop can be built by connecting two unfolded bridges with the same endpoint height; a proof-by-picture is shown in figure 3(a). \hfill \Box

In figure 3(b) a proof-by-picture is given of some standard upper bounds on $\hat{U}_{2n}(a, b, y)$. These bounds are constructed by using loops and positive walks to create a pulled loop as shown. Since these component walks do not avoid each other, an upper bound is obtained. To construct the $A$-block, a loop of length $n - j - 1$ is concatenated with a positive walk of length $j - 3$, using two steps to join the loop from the vertex marked with a star to the first vertex of the positive walk (which is placed at height 1 so that the walk is completely above the adsorbing surface and makes no visits to it). The $B$-block is similarly constructed. The two
blocks are then concatenated into a loop by choosing the heights of the positive walks to be equal and then placing the two endpoints together.

Taken together, these arguments show the following. In the first place, one may consider each of the blocks to be composed of a loop and a positive walk (each positive walk ending at the same height). These are joined together by a few edges. This construction gives, in terms of the loop partition function $L_n(a) = \sum_v \ell_n(v) a^v$,

$$\hat{U}_{2n}(a, b, y) \leq 4(d - 1)^2 b \sum_h y^h \left( \sum_j c_{j-1}(h - 1) L_{n-j-1}(a) \right)$$

$$\times \left( \sum_k c_{k-1}(h - 1) L_{n-k-1}(b) \right).$$

On the other hand, one may instead consider the blocks to be positive adsorbing walks ending at the same height. Then, given any $\epsilon \in [0, 1]$, using $y = y^\epsilon y^{1-\epsilon}$, and then summing over $h$ independently in each block, gives the bound

$$\hat{U}_{2n}(a, b, y) \leq b \left( \sum_h y^h \sum_v c_n(v, h) a^v \right) \left( \sum_h y^{1-\epsilon} \sum_w c_n(w, h) b^w \right)$$

$$= b \ C_n(a, y^\epsilon) C_n(b, y^{1-\epsilon}).$$

Taking logarithms of equation (46), dividing by $n$ and taking $n \to \infty$, the following lemma is proven:

**Lemma 7 (Standard (upper) bound 2).** In the cubic lattice, for any $\epsilon \in [0, 1]$ and $a, b, y > 0$,

$$\limsup_{n \to \infty} \frac{1}{n} \log \hat{U}_{2n}(a, b, y) \leq \frac{1}{2} \min_{\epsilon \in [0, 1]} \left\{ \psi_c(a, y^\epsilon) + \psi_c(b, y^{1-\epsilon}) \right\}$$

$$= \frac{1}{2} \min_{\epsilon \in [0, 1]} \left\{ \max \{ \kappa(a), \lambda(y^\epsilon) \} + \max \{ \kappa(b), \lambda(y^{1-\epsilon}) \} \right\}.$$
In the remainder of this section we show that in fact the free energy upper bound in equation (47) of lemma 7 in all cases gives the free energy, that is we show that:

$$\tilde{\rho}^{AB}(a,b,y) = \lim_{n \to \infty} \frac{1}{2n} \log \hat{U}_{2n}(a,b,y)$$
$$= \frac{1}{2} \min_{\kappa \in [0,1]} \{ \max\{\kappa(a), \lambda(y')\} + \max\{\kappa(b), \lambda(y^{1-x})\} \}.$$  \hspace{1cm} (48)

The proof of equation (48) starts next with the case $y \leq 1$.

4.1. The case $y \leq 1$

Suppose that $0 < y \leq 1$. Since $y \leq 1$, for all $\epsilon \in [0,1]$, $\lambda(y') = \log \mu_3$. Hence there is no ballistic phase and the phase diagram will be determined by considering to what extent the A and/or B vertices are adsorbed in the surface. In terms of the free energy, since $\kappa(b), \kappa(a) \geq \log \mu_3$, equations (44) and (47) together give that for all $y \leq 1$:

$$\tilde{\rho}^{AB}(a,b,y) = \lim_{n \to \infty} \frac{1}{2n} \log \hat{U}_{2n}(a,b,y) = \frac{1}{2}(\kappa(a) + \kappa(b)),$$

and this satisfies equation (48).

In terms of the phase diagram, if $b \leq a \leq a_c$ (with $a_c$ as defined after equation (3)), then we expect the walk to be desorbed. Indeed, since $\kappa(b) = \kappa(a) = \log \mu_3$

$$\tilde{\rho}^{AB}(a,b,y) = \log \mu_3, \quad \text{if } y \leq 1 \text{ and } a, b \leq a_c.$$  \hspace{1cm} (49)

This establishes the existence of the AB-free phase.

Next, consider the case $b \leq a_c < a$. In this case, we expect the A-block to be adsorbed and the B-block to be desorbed. Since now $\kappa(a) > \log \mu_3$, this establishes the existence of the A-adsorbed (B-free) phase, with free energy

$$\tilde{\rho}^{AB}(a,b,y) = \lim_{n \to \infty} \frac{1}{2n} \log \hat{U}_{2n}(a,b,y) = \frac{1}{2}(\kappa(a) + \log \mu_3), \quad \text{if } y \leq 1 \text{ and } b \leq a_c < a.$$  \hspace{1cm} (50)

This also shows, by symmetry, that $\tilde{\rho}^{AB}(a,b,y) = \frac{1}{2}(\kappa(b) + \log \mu_3)$ if $y \leq 1$ and $a \leq a_c < b$.

The final case (for $a > b$) is $a_c < b < a$. It follows that $\kappa(a) > \kappa(b) > \log \mu_3$ and this establishes the existence of the AB-adsorbed phase with free energy

$$\tilde{\rho}^{AB}(a,b,y) = \frac{1}{2}(\kappa(a) + \kappa(b)).$$  \hspace{1cm} (51)

Collecting the results above gives the following theorem.

**Theorem 1.** Suppose that $y \leq 1$. Then the free energy of an adsorbing AB-diblock loop pulled at its middle vertex is $\tilde{\rho}^{AB}(a,b,y) = \frac{1}{2}(\kappa(a) + \kappa(b))$, consistent with equation (48). To
indicate the locations of phase boundaries, this can also be expressed as:

\[
\hat{\rho}^{AB}(a, b, y) = \begin{cases} 
\log \mu_3, & \text{if } a \leq a_c \text{ & } b \leq a_c; \\
\frac{1}{2} (\kappa(a) + \log \mu_3), & \text{if } a > a_c \text{ & } b \leq a_c; \\
\frac{1}{2} (\kappa(b) + \log \mu_3), & \text{if } a \leq a_c \text{ & } b > a_c; \\
\frac{1}{2} (\kappa(a) + \kappa(b)), & \text{if } a > a_c \text{ & } b > a_c. 
\end{cases}
\]

By comparing the free energies, there are phase boundaries for \( a = a_c \) and \( b \geq 0 \), and \( b = a_c \) and \( a \geq 0 \). This is illustrated in figure 4. These phases are characterised by whether none, one or both arms of the loop are adsorbed.

4.2. The case \( y > 1 \)

For \( y > 1 \), in addition to phases that can occur for \( y \leq 1 \) (with free energy \( \frac{1}{2} (\kappa(a) + \kappa(b)) \)), we expect there to be a ballistic phase with the same free energy as a mid-point pulled loop (\( \lambda(y^{1/2}) \)). In order to delineate between the different phases and the corresponding solutions to the right-hand side of equation (48), we introduce a useful function first. Given fixed \( y \) and \( x \geq 0 \), because \( \lambda(y) \) is a strictly increasing continuous function and because \( \kappa(x) \geq \log \mu_3 = \lambda(1) \), there exists a unique \( \delta_x(y) \geq 0 \) such that \( \kappa(x) = \lambda(\delta_x(y)) \). That is, the function

\[
\delta_x(y) = \log_\lambda(\lambda^{-1}(\kappa(x))),
\]

with \( \lambda^{-1}(\log \mu_3) \equiv 1 \), is well defined. When \( y \) is fixed, this is simplified to \( \delta_x = \delta_x(y) \). Thus given a fixed \( y > 1 \) and any \( a, b \), we can define \( \delta_a \) and \( \delta_b \) such that \( \kappa(a) = \lambda(\delta_a) \) and \( \kappa(b) = \lambda(\delta_b) \). We note also that for fixed \( y > 1 \) and a given \( \delta > 0 \), the equation \( \kappa(x) = \lambda(\delta) > \log \mu_3 \) has a unique solution for \( x > a_c \), since by convexity \( \kappa(x) \) is continuous and strictly increasing in \( x > a_c \); thus \( \delta = \delta_x \). For \( \delta = 0 \), the equation \( \kappa(x) = \lambda(0) = \log \mu_3 \) holds for all \( x \leq a_c \). We now break down the determination of the free energy into subcases dependent on the values of \( \delta_a \) and \( \delta_b \).
First, for $\frac{1}{2} \geq \max\{\delta_a, \delta_b\}$ (equivalently $\lambda(y^{1/2}) \geq \max\{\kappa(a), \kappa(b)\}$), taking $\epsilon = \frac{1}{2}$ in equation (47) together with equation (44) gives
\[
\hat{\rho}^{AB}(a, b, y) = \lim_{n \to \infty} \frac{1}{2n} \log \hat{U}_{2n}(a, b, y) = \lambda(y^{1/2}), \quad \text{for} \quad \frac{1}{2} \geq \max\{\delta_a, \delta_b\}. \tag{53}
\]

Next, for $\frac{1}{2} < \max\{\delta_a, \delta_b\}$ (equivalently $\lambda(y^{1/2}) < \max\{\kappa(a), \kappa(b)\}$), we consider $\delta_a + \delta_b \geq 1$ (equivalently $\lambda^{-1}(\kappa(b))\lambda^{-1}(\kappa(a)) \geq y$). Without loss of generality, consider $\delta_a = \max\{\delta_a, \delta_b\} > 1/2$. Then for any $\delta_b \geq 0$, $\delta_a + \delta_b \geq 1$. Further $\kappa(a) \geq \lambda(y)$ and since $\kappa(b) = \log \mu_3 = \lambda(1)$, by log-convexity $\frac{1}{2}(\kappa(a) + \kappa(b)) \geq \frac{1}{2}(\lambda(y) + \lambda(1)) \geq \lambda(y^{1/2})$.

Thus taking $\epsilon = 1$ in equation (47) (from lemma 7) together with (44), gives again that $\hat{\rho}^{AB}(a, b, y) = \frac{1}{2}(\kappa(a) + \kappa(b))$. In summary
\[
\hat{\rho}^{AB}(a, b, y) = \frac{1}{2}(\kappa(a) + \kappa(b)), \quad \text{for} \quad \frac{1}{2} < \max\{\delta_a, \delta_b\} \text{ and } 1 \leq \delta_b + \delta_a. \tag{54}
\]

These results leave the free energy unexplored for $a, b$ such that $\frac{1}{2} < \max\{\delta_a, \delta_b\}$ (equivalently $\lambda(y^{1/2}) < \max\{\kappa(a), \kappa(b)\}$) and $\delta_b + \delta_a < 1$ (equivalently $\lambda^{-1}(\kappa(b))\lambda^{-1}(\kappa(a)) < y$). This latter region will be explored in the next subsection. Before doing that, however, we explore the regions defined by equations (53)–(55) further first.

Note that for any $a, b \leq a_c$, we have $\lambda(y^{1/2}) > \max\{\kappa(a), \kappa(b)\} = \frac{1}{2}(\kappa(a) + \kappa(b)) = \log \mu_3$, so the free energy region of equation (53) is nonempty. This establishes the existence of the ballistic phase. We focus next on the region of equation (55). If $\lambda(y^{1/2}) \leq \min\{\kappa(a), \kappa(b)\}$, then $\min\{\delta_a, \delta_b\} \geq \frac{1}{2}$ and hence $\delta_b \geq 1 - \delta_a$. Also $\min\{\kappa(a), \kappa(b)\} > \log \mu_3$ and hence $a, b \geq a_c$. Since above $a_c$ the function $\kappa$ is strictly increasing in its argument (by log-convexity), there exists large enough $a, b$ such that $\lambda(y^{1/2}) \leq \min\{\kappa(a), \kappa(b)\}$. This establishes the existence of the $AB$-adsorbed phase. Lastly, consider the region of equation (54). Consider the subcase $b \leq a_c < a$. Hence $\kappa(b) = \log \mu_3 = \lambda(1) < \lambda(y^{1/2})$ and hence $\kappa(a) \geq \lambda(y) > \log \mu_3$. Then by equation (54),
\[
\hat{\rho}^{AB}(a, b, y) = \frac{1}{2}(\kappa(a) + \log \mu_3), \quad \text{for} \quad b \leq a_c < a \text{ and } \lambda(y) \leq \kappa(a). \tag{56}
\]

This region is non-empty for $b < a_c$ and $a$ sufficiently large, hence this establishes the existence of the $A$-adsorbed ($B$-free) phase. Similarly, the following free energy region, corresponding to a $B$-adsorbed ($A$-free) phase, is non-empty:
\[
\hat{\rho}^{AB}(a, b, y) = \frac{1}{2}(\kappa(b) + \log \mu_3), \quad \text{if} \quad a \leq a_c < b \text{ and } \lambda(y) \leq \kappa(b). \tag{57}
\]

In summary, we have shown that all the phases from $y \leq 1$ exist except for the phase with free energy $\log \mu_3$, that part of phase space is now a ballistic phase.

We collect the above results in the following lemma.
Lemma 8. If $y > 1$, then for the following non-empty subregions of the $(a, b)$-plane,

$$
\tilde{\rho}^{AB}(a, b, y) = \begin{cases} 
\lambda(y^{1/2}), & \text{for } 1/2 \geq \max\{\delta_a, \delta_b\}; \\
\frac{1}{2}(\kappa(a) + \kappa(b)), & \text{for } 1/2 < \max\{\delta_a, \delta_b\} \text{ with } 1 \leq \delta_b + \delta_a,
\end{cases}
$$

consistent with equation (48). Here $\delta_x = \log_y (\lambda^{-1}(\kappa(x)))$ with $\lambda^{-1}(\log \mu_5) \equiv 1$.

To indicate the possible locations of phase boundaries, this can be further expressed as follows, where each listed subregion of the $(a, b)$-plane is non-empty:

$$
\tilde{\rho}^{AB}(a, b, y) = \begin{cases} 
\lambda(y^{1/2}), & \text{for } \lambda(y^{1/2}) \geq \max\{\kappa(a), \kappa(b)\}; \\
\frac{1}{2}(\kappa(a) + \log \mu_3), & \text{for } b \leq a_c < a \& \lambda(y) \leq \kappa(a); \\
\frac{1}{2}(\kappa(b) + \log \mu_3), & \text{for } a \leq a_c < b \& \lambda(y) \leq \kappa(b); \\
\frac{1}{2}(\kappa(a) + \kappa(b)), & \text{for } 1/2 < \max\{\delta_a, \delta_b\} \& 1 \leq \delta_b + \delta_a.
\end{cases}
$$

As mentioned above, however, this theorem leaves the free energy unexplored for $a, b$ such that $\frac{1}{2} < \max\{\delta_a, \delta_b\}$ (equivalently $\lambda(y^{1/2}) < \max\{\kappa(a), \kappa(b)\}$) and $\delta_b + \delta_a < 1$ (equivalently $\lambda^{-1}(\kappa(b))\lambda^{-1}(\kappa(a)) < y$). We consider this region in the next subsection.

4.3. Mixed phases in the AB-block copolymer phase diagram

In this section the exception to lemma 8 is considered. This is the region in three dimensional phase space (with dimensions $(a, b, y)$) where $\frac{1}{2} < \max\{\delta_a, \delta_b\}$ (equivalently $\lambda(y^{1/2}) < \max\{\kappa(a), \kappa(b)\}$) and $\delta_b + \delta_a < 1$ (equivalently $\lambda^{-1}(\kappa(b))\lambda^{-1}(\kappa(a)) < y$).

In the directed version of this model [11], Dyck paths (these are loops) are pulled from the middle vertex and both the $A$- and $B$-blocks have an endpoint in the surface. This model exhibits a mixed adsorbed–ballistic phase where one block is considered ‘adsorbed’ and the other ‘ballistic’. However when this occurs, the adsorbed side is only partially adsorbed (only a portion of the block interacts with the surface) and the ballistic side is not fully ballistic (the strength of the pulling force is not fully felt). Further, the pulling and adsorbing forces balance on the adsorbed side.

We show now that a similar situation occurs here, namely that there is a mixed adsorbed–ballistic phase in our model which is similar to the directed model mixed phase.

In figure 5 an idealized walk conformation in a mixed adsorbed–ballistic phase is illustrated (with the $A$-block partially adsorbed, and the $B$-block partially ballistic). For $a > b$, we shall show that these types of conformations occur when the first $(1 - \alpha)n$ vertices of the $A$-block behave like an adsorbing loop and then the remaining portion of the conformation, including the $B$-block, is ballistic. In this situation the ballistic portion of the $A$-block can only be pulled as high as $\alpha n$ so that the height of the middle vertex is constrained (and the first vertex of the $B$-block cannot be pulled any higher). To accommodate the competing forces, the activity $y$ is partitioned between the two blocks so that a higher weight $y^\delta$ (with $\delta \geq \frac{1}{4}$) is applied on the $A$-block to pull the shorter (length $\alpha n$) segment as high as possible and the lower weight, $y^{1-\delta}$, pulls the longer $B$-block to the same height. In other words, the pulling force is partitioned between the two blocks so that the $A$-block feels a stronger pull than the $B$-block. A similar situation is encountered when the $A$-block is ballistic, and the $B$-block is adsorbed.
In addition, for a mixed adsorbed–ballistic phase to exist, it must be that neither the adsorbing nor the pulling forces ‘win’ on the A-block. This suggests that the associated free energies are equal, namely \( \kappa(a) = \lambda(y) \), i.e. \( \delta = \delta_a \). Indeed, we will show that taking \( \delta = \delta_a \) enables us to determine the free energy as \( \frac{1}{2}(\kappa(a) + \lambda(y^{1-\delta})) \) in a region where the A-block is both adsorbed and ballistic, and the B-block is ballistic. Using lemma 1, this will establish the existence of a mixed adsorbed–ballistic phase. Since our model is symmetric in \( a \) and \( b \), there is a similar result where the B-block is both adsorbed and ballistic, and the A-block is ballistic.

By symmetry in \( a \) and \( b \), we assume, without loss of generality that \( a > b \). By lemma 8 for any \( y > 1 \) we note that the region of interest in the \( (a,b) \)-plane is given by \( \delta_b < 1 - \delta_a < \frac{1}{2} < \delta_a < 1 \) which is equivalent to

\[
\kappa(b) < \lambda(y^{1/2}) < \lambda(y^{1/2}) < \kappa(a) < \lambda(y). \tag{58}
\]

Given \( a \) such that \( \lambda(y^{1/2}) < \kappa(a) < \lambda(y) \), equation (58) holds for any \( b \) such that \( \kappa(a) \kappa(b) < \lambda(y^{1-\delta}) \lambda(y^{1-\delta}) \) or equivalently any \( b \) such that \( \lambda^{-1}(\kappa(a)) \lambda^{-1}(\kappa(b)) < y \).

Alternatively, we can re-parameterize this region in terms of \( b \) and a parameter \( \delta \) (instead of \( a \)) as follows. Introduce a fixed parameter \( \delta \in (\frac{1}{2}, 1) \). For any \( y > 1 \), there is an \( a \) so that \( \kappa(a) = \lambda(y^\delta) \). (Note that because of uniqueness this means that \( a \) is such that \( \delta_a = \delta \).) Since \( \lambda(y^{1/2}) < \lambda(y^\delta) = \kappa(a) < \lambda(y) \) the point \((a,b,y)\) is in the region in equation (58) provided that \( b \) is fixed so that \( \kappa(a) \kappa(b) < \lambda(y^\delta) \lambda(y^{1-\delta}) \), or equivalently \( \delta_b < 1 - \delta \).

Note next that every fixed value of \( \delta \in (\frac{1}{2}, 1) \) and fixed \( b > 0 \) defines a curve in three dimensional phase space given by

\[
C_\delta(b) = \{(a,b,y) \mid \kappa(a) = \lambda(y^\delta)\}. \tag{59}
\]

See figure 6. Parameterizing \( C_\delta(b) \) by \( y \) shows that it is within the region defined in equation (58) for all \( y > 1 \) provided that \( \delta_b < 1 - \delta \). Moreover, for any \( b > 0 \), \( C_\delta(b) \) is either in the region defined in equation (58), or there is a \( y_b \), such that \( C_\delta(b) \) is in this region for all \( y \geq y_b \) (that is, \( y_b = 0 \) if \( \delta_b < 1 - \delta \)). Thus, every point in the region defined in equation (58) is located on a given \( C_\delta(b) \) for some value of \( \delta \in (\frac{1}{2}, 1) \) and a value of \( b \) such that \( \lambda^{-1}(\kappa(a)) \lambda^{-1}(\kappa(b)) < y \).

Below we prove that for a fixed \( \delta \in (\frac{1}{2}, 1) \), with \( b \) satisfying \( \lambda^{-1}(\kappa(a)) \lambda^{-1}(\kappa(b)) < y \), there exists a \( y_b \) so that the point \((a,b,y)\) is located in a mixed adsorbed–ballistic phase provided \( y > y_b \) (with \( y_b \) defined in lemma 1). Note that \( a \) and \( b \) depend on \( y \) and \( \delta \) but that \( y_b \) is a function only of \( \delta \).

Proceed then by fixing \( \delta \in (\frac{1}{2}, 1) \) and given a \( y > 1 \), fix \( b \) so that the conditions in equation (58) are satisfied, i.e. \( \delta_b < 1 - \delta \).

Construct a lower bound on the partition function as shown in figure 5. Use \( x_1 \)-unfolded loops and bridges. This gives for any \( 0 \leq \alpha \leq 1 \) and any integer \( 1 \leq h \leq \alpha n \)

\[
\tilde{U}_{2n}(a,b,y) \geq b L_{n(1-\alpha)\alpha}^1(a) b_{(\alpha n)}^1(h) y^h b_n^1(h). \tag{60}
\]
Our goal now is to choose a sequence of \( h \)'s (\( h_n \)) and \( \alpha \)'s (\( \alpha_n \)) in equation (60) in such a way that the free energy from the lower bound will be \( \frac{1}{2}(\kappa(a) + \lambda(y^{1-\delta})) \). To find the appropriate sequences, first introduce \( \delta \) in this bound by writing \( y = y^1 y^{1-\delta} \) and consider the factors \( b_{1\{\alpha_n\}}(h) y^{\delta h} \) and \( b_{1\{h_n\}}(h) y^{1-\delta h} \). We next use \( \delta \) to determine the choice of \( h \)'s. Specifically, choose \( h = h^*_n(y^{1-\delta}) \) to be a most popular height (see section 3 and equation (42)) of an endpoint pulled \( n \) step positive walk with activity \( y^{1-\delta} \); this will correspond to a most popular height of the first vertex of the \( B \)-block (independent of the \( A \)-block). From equation (42) we have

\[
\lim_{n \to \infty} \frac{1}{n} \log \left( b_{1\{h^*_n\}}(y^{1-\delta}) y^{1-\delta h} \right) = \lambda(y^{1-\delta}).
\] (61)

We now choose the \( \alpha \)'s so that the last vertex of the \( A \)-block has the same height as the first vertex of the \( B \)-block, namely \( h^*_n(y^{1-\delta}) \), while at the same time \( \alpha_n \) satisfies \( h_{1\{\alpha_n\}}(y^{\delta}) = h^*_n(y^{1-\delta}) + o(n) \) (and the last part of the \( A \)-block after its last \( A \)-visit has length \([\alpha_n n]\)). The limit of the \( \alpha_n \) as \( n \to \infty \) will be shown to exist.

Specifically, by lemma 4, \( h_{1\{\alpha_n\}}(y^{1-\delta}) = \varepsilon_\delta(y^{1-\delta}) n + o(n) \). Similarly, \( h_{1\{\alpha_n\}}(y^{\delta}) = \varepsilon_\delta(y^{\delta}) [\alpha_n n] + o(n) \). For values of \( y > 1 \) the log-convexity of \( \lambda(y) \) implies that \( \varepsilon_\delta(y^{\delta}) \) is a non-decreasing function of \( y \) and hence \( \varepsilon_\delta(y^{\delta}) \geq \varepsilon_\delta(y^{1-\delta}) \). Thus there exists \( \alpha \in [0, 1] \) such that \( \varepsilon_\delta(y^{\delta}) [\alpha_n n] = \varepsilon_\delta(y^{1-\delta}) n \). Set \( \alpha_n \) to be such a value of \( \alpha \).

Thus

\[
\varepsilon_\delta(y^{\delta}) [\alpha_n n] = \varepsilon_\delta(y^{1-\delta}) n
\] (62)

and

\[
h_{1\{\alpha_n\}}(y^{\delta}) = h^*_n(y^{1-\delta}) + o(n).
\] (63)

Our aim is to replace \( h \) in equation (60) by most popular heights, but this shows that the most popular height \( h_{1\{\alpha_n\}}(y^{\delta}) \) of the final vertex of the \( A \)-block in figure 5, and the most popular height \( h^*_n(y^{1-\delta}) \) of the \( B \)-block do not coincide, but differ by \( o(n) \). We show below how to compensate for this.

It follows from equations (62) and (63) that
\[ \alpha_\delta \equiv \lim_{n \to \infty} \alpha_n = \lim_{n \to \infty} \frac{[\alpha_R n]}{n} = \lim_{n \to \infty} \left( \frac{[\alpha_R n]}{n} \times \frac{h^\ast(y^{1-\delta})}{h^\ast_{[\alpha_R n]}(y^{1-\delta})} \right) = \frac{\epsilon_\lambda(y^{1-\delta})}{\epsilon_\lambda(y^\delta)}, \quad (64) \]

where this limit exists by lemma 4. From this and equation (63), it follows that

\[
\lim_{n \to \infty} \frac{1}{n} \log \left( b^\delta_{[\alpha_R n]}(h^\ast_{[\alpha_R n]}(y^{1-\delta})) y^{\delta(y^{1-\delta})} \right) = \alpha_\delta \lambda(y^\delta) = \alpha_\delta \kappa(a). \quad (65)\]

This shows that we can replace \( h \) in equation (60) by \( h^\ast_{[\alpha_R n]}(y^{1-\delta}) + o(n) \), take logarithms, divide by \( n \) and let \( n \to \infty \) to obtain a lower bound on the free energy. This result is given below in theorem 2.

In terms of determining the phase diagram, we will need to determine when \( \alpha_\delta < 1 \). For values of \( y > 1 \) the log-convexity of \( \lambda(y) \) implies that \( \epsilon_\lambda(y^{1/2}) \geq \epsilon_\lambda(y^{1-\delta}) \) (which is the same as \( \epsilon_\lambda(y^{1/2}) \geq \epsilon_\lambda(y^{1-\delta}) \), since \( \delta > 1/2 \)). For large values of \( y \) (that is, for \( y > y_\delta \)) lemma 1 shows that \( \epsilon_\lambda(y^\delta) > 2\epsilon_\lambda(y^{1/2}) - \epsilon_\lambda(y^{1-\delta}) \). Dividing by \( \epsilon_\lambda(y^{1-\delta}) \) gives

\[
\frac{\epsilon_\lambda(y^\delta)}{\epsilon_\lambda(y^{1-\delta})} > 2 \frac{\epsilon_\lambda(y^{1/2})}{\epsilon_\lambda(y^{1-\delta})} - 1 \geq \frac{\epsilon_\lambda(y^{1/2})}{\epsilon_\lambda(y^{1-\delta})} \geq 1, \quad (66)\]

since \( \epsilon_\lambda(y) \) is a non-decreasing function of \( y \). In particular, this shows that

\[
\alpha_\delta = \frac{\epsilon_\lambda(y^{1-\delta})}{\epsilon_\lambda(y^\delta)} < 1, \quad \text{if } y > y_\delta. \quad (67)\]

By lemma 1 it is sufficient to choose \( y_\delta = 24^{2/(2\delta-1)} \), and we note that this is finite, but unbounded, for \( \delta \in (\frac{1}{2}, 1] \).

If our conjecture 1 that \( \lambda(y) \) is strictly log-convex for \( y > 1 \) is true, then this strict bound on \( \alpha \) would be true for all values of \( y > 1 \) (that is, we could choose \( y_\delta = 1 \)).

The above results give the following theorem.

**Theorem 2.** Given \( \delta \in (\frac{1}{2}, 1) \) and \( y > 1 \), for \( a, b > 0 \) such that \( \kappa(a) = \lambda(y^\delta) \) and \( \kappa(b) < \lambda(y^{1-\delta}) < \lambda(y^{1/2}) < \kappa(a) < \lambda(y) \) (equivalently \( \lambda^{-1}(\kappa(b))\lambda^{-1}(\kappa(a)) < y \) or equivalently, \( \kappa(a)\kappa(b) < \lambda(y^\delta)(\lambda(y^{1-\delta})) \)):

\[
\liminf_{n \to \infty} \frac{1}{2n} \log \hat{U}_{2n}(a, b, y) \geq \frac{1}{2} \left( (1 - \alpha)\kappa(a) + \alpha \lambda(y^\delta) + \lambda(y^{1-\delta}) \right) = \frac{1}{2} (\kappa(a) + \lambda(y^{1-\delta})) = \frac{1}{2} (\lambda(y^\delta) + \lambda(y^{1-\delta})),
\]

where \( \alpha = \frac{\epsilon_\lambda(y^{1-\delta})}{\epsilon_\lambda(y^\delta)} \). If \( y > y_\delta \), then \( \alpha < 1 \).

Notice that for \( \kappa(b) \geq \lambda(y^{1-\delta}) \) this lower bound is beaten by \( \frac{1}{2}(\kappa(a) + \kappa(b)) \) as seen in lemma 8. Moreover, given the conditions of theorem 2, \( 2\lambda(y^{1/2}) < \lambda(y^\delta) + \lambda(y^{1-\delta}) \) (when \( y > y_\delta \)), and \( \lambda(y^\delta) + \lambda(y^{1-\delta}) > \kappa(a) + \log_{13} \), since \( \lambda(y^\delta) = \kappa(a) \) and \( \lambda(y^{1-\delta}) > \log_{13} \). This shows that the lower bound in theorem 2 exceeds both the free energy in lemma 8 in the ballistic regime \( (\hat{\rho}(a, b, y) = \lambda(y^{1/2})) \) and the free energy in the A-adsorbed phase \( (\hat{\rho}(a, b, y) = \)
\( \frac{1}{\pi}(\kappa(a) + \log \mu_2) \). In other words, the model is not in a fully ballistic, nor a fully adsorbed, phase.

For a fixed \( \delta \in (\frac{1}{4}, 1) \), a point \((a, b, y)\) of theorem 2 moves along the curve \( C_\delta(b) \) with increasing \( y \) (see equation (59)). When \( y > y_\delta, \alpha < 1 \), and \( C_\delta \) is in the mixed phase described in the last paragraph. This is also shown schematically in figure 6.

We proceed by determining an upper bound on \( \bar{U}_{2n}(a, b, y) \). Recall that \( \kappa(b) = \lambda(y_b) < \lambda(y^{1-\delta}) < \lambda(y^{1/2}) < \kappa(a) = \lambda(y^\epsilon) \) where \( \delta_b \in [0, 1 - \delta) \).

Consider the upper bound of equation (47) again

\[
\limsup_{n \to \infty} \frac{1}{n} \log \bar{U}_{2n}(a, b, y) \leq \frac{1}{2} \min_{\epsilon \in [0,1]} \{ \psi_\epsilon(a, y^\epsilon) + \psi_\epsilon(b, y^{1-\epsilon}) \}
\]

\[
= \frac{1}{2} \min_{\epsilon \in [0,1]} \{ \max\{\kappa(a), \lambda(y^\epsilon)\} + \max\{\kappa(b), \lambda(y^{1-\epsilon})\} \}.
\]

Firstly, due to the log-convexity and continuity of \( \lambda(y) \), for any \( 0 \leq \epsilon_1 \leq \epsilon_2 \leq 1 \),

\[
\min_{\epsilon \in [\epsilon_1, \epsilon_2]} \{ \lambda(y^\epsilon) + \lambda(y^{1-\epsilon}) \} = \lambda(y^{\epsilon_1}) + \lambda(y^{1-\epsilon_2}).
\]

The minimum in equation (47) can now be determined. Define \( \delta_b \) as before by \( \kappa(b) = \lambda(y_b) \). If \( \epsilon < \delta \), then \( \kappa(a) = \lambda(y^\epsilon) > \lambda(y^\delta) \) so that \( \kappa(b) = \lambda(y^{1-\delta}) < \lambda(y^{1-\epsilon}) \). Thus, \( \max\{\kappa(a), \lambda(y^\epsilon)\} = \kappa(a) = \lambda(y^\epsilon) \) and \( \max\{\kappa(b), \lambda(y^{1-\epsilon})\} = \lambda(y^{1-\delta}). \) It follows that

\[
\min_{\epsilon \in [0,\delta]} \{ \max\{\kappa(a), \lambda(y^\epsilon)\} + \max\{\kappa(b), \lambda(y^{1-\epsilon})\} \} = \lambda(y^\delta) + \min_{\epsilon \in [0,\delta]} \lambda(y^{1-\epsilon}).
\]

Secondly, if \( 1 - \delta_b \geq \epsilon \geq \delta > \frac{1}{\sqrt{2}} \), then \( \kappa(a) = \lambda(y^{1-\delta}) \leq \lambda(y^\epsilon) \) and \( \kappa(b) = \lambda(y_b) \leq \lambda(y^{1-\epsilon}) \). Thus \( \max\{\kappa(a), \lambda(y^\epsilon)\} = \lambda(y^\epsilon) \) and \( \max\{\kappa(b), \lambda(y^{1-\epsilon})\} = \lambda(y^{1-\delta}) \) and so it follows by equation (69) that

\[
\min_{\epsilon \in [1-\delta_b, 1]} \{ \max\{\kappa(a), \lambda(y^\epsilon)\} + \max\{\kappa(b), \lambda(y^{1-\epsilon})\} \}
\]

\[
= \min_{\epsilon \in [1-\delta_b, 1]} \{ \lambda(y^\epsilon) + \lambda(y^{1-\epsilon}) \}
\]

\[
= \lambda(y^{1-\delta_b}).
\]

Finally, for \( 1 \geq \epsilon > 1 - \delta_b > \delta > \frac{1}{\sqrt{2}} \), then \( \kappa(a) = \lambda(y^\epsilon) < \lambda(y^\delta) \) and \( \kappa(b) = \lambda(y_b) > \lambda(y^{1-\epsilon}) \). Thus \( \max\{\kappa(a), \lambda(y^\epsilon)\} = \lambda(y^\epsilon) \) and \( \max\{\kappa(b), \lambda(y^{1-\epsilon})\} = \lambda(y^{1-\delta_b}) = \kappa(b) \) and so it follows by equation (69) that

\[
\min_{\epsilon \in [1-\delta_b, 1]} \{ \max\{\kappa(a), \lambda(y^\epsilon)\} + \max\{\kappa(b), \lambda(y^{1-\epsilon})\} \}
\]

\[
= \min_{\epsilon \in [1-\delta_b, 1]} \{ \lambda(y^\epsilon) + \lambda(y^{1-\delta_b}) \}
\]

\[
= \lambda(y^{1-\delta_b}).
\]

Taking the minimum over all the intervals gives (since \( 1 - \delta_b > \delta \)) the upper bound

\[
\limsup_{n \to \infty} \frac{1}{n} \log \bar{U}_{2n}(a, b, y) \leq \frac{1}{2} \left( \lambda(y^\delta) + \lambda(y^{1-\delta}) \right).
\]
Combining this with the result in theorem 2 (and then using the symmetry in $a$ and $b$), and using the continuity of $\kappa(a)$ and $\lambda(y)$, give the following result.

**Theorem 3.** Suppose that $y > 1$ and $a, b$ are such that both $\max\{\kappa(a), \kappa(b)\} > \lambda(y^{1/2})$ and $\lambda^{-1}(\kappa(b)) - \lambda^{-1}(\kappa(a)) < y$.

For $\kappa(b) < \lambda(y^{1/2}) \leq \kappa(a) \leq \lambda(y)$, consistent with equation (48),

$$\overline{\rho}^{AB}(a, b, y) = \lim_{n \to \infty} \frac{1}{2n} \log \hat{U}_{2n}(a, b, y) = \frac{1}{2} ((1 - \alpha_a) \kappa(a) + \alpha_a \lambda(y^{\sigma(a)}) + \lambda(y^{1-\sigma(a)}))$$

$$= \frac{1}{2} (\kappa(a) + \lambda(y^{1-\sigma(a)})) = \frac{1}{2} (\lambda(y^{\sigma(a)}) + \lambda(y^{1-\sigma(a)})),$$

where $\sigma(x)$ is the solution of $\kappa(x) = \lambda(y^{\sigma(x)})$, $\frac{1}{2} \leq \sigma(x) \leq 1$, and $\alpha_a = \frac{\kappa(b) - \kappa(a)}{\kappa(b) - \kappa(a)}$.

If $\frac{1}{2} < \sigma(a) \leq 1$, then it follows from lemma 1 there exists a finite $y_a \equiv y_{\sigma(a)} \geq 1$, such that $\alpha_a < 1$ if $y \geq y_a$.

Similarly, for $\kappa(a) < \lambda(y^{1/2}) \leq \kappa(b) \leq \lambda(y)$, consistent with equation (48),

$$\overline{\rho}^{AB}(a, b, y) = \lim_{n \to \infty} \frac{1}{2n} \log \hat{U}_{2n}(a, b, y) = \frac{1}{2} ((1 - \alpha_b) \kappa(b) + \alpha_b \lambda(y^{\sigma(b)}) + \lambda(y^{1-\sigma(b)}))$$

$$= \frac{1}{2} (\kappa(b) + \lambda(y^{1-\sigma(b)})) = \frac{1}{2} (\lambda(y^{\sigma(b)}) + \lambda(y^{1-\sigma(b)})),$$

If $\frac{1}{2} < \sigma(b) \leq 1$, then it follows from lemma 1 there exists a finite $y_b \equiv y_{\sigma(b)} \geq 1$, such that $\alpha_b < 1$ if $y \geq y_b$. \hfill \Box

This theorem shows that, for points on the curve $C_2(b)$ in figure 6, the function $\alpha_x < 1$ provided that $y$ is large enough (that is with $\delta = \sigma(a), y$ exceeds $y_{\sigma(a)} \equiv y_a$). By symmetry in $a$ and $b$, the same is true when $a$ is replaced by $b$. The complete free energy of pulled adsorbing diblock loops when $y > 1$ can be obtained from lemma 8 and by theorem 3. We take this together in the next section, and discuss the phase diagram of this model.

### 4.4. The pulled and adsorbing AB-block loop phase diagram for $y > 1$

The phase diagram of the pulled adsorbing loop is readily found if we assume that $\lambda(y)$ is strictly log-convex (see conjecture 1). In this section we will first assume strict log-convexity of $\lambda(y)$, and then consider the phase diagram if we have the weaker form of log-convexity shown in lemma 1.

Thus, assume that $\lambda(y)$ is strictly log-convex. The phase diagram can then be determined from lemma 8 and theorem 3 and it is shown for $y > 1$ in figure 7. This phase diagram is similar to the phase diagram calculated for a Dyck path model of an adsorbing block copolymer pulled in the middle (see figure 6 in reference [11]). There are 6 distinct phases, namely a ballistic phase, two ballistic-adsorbed mixed phases ($A$-mixed and $B$-mixed), and three adsorbed phases (one $A$-adsorbed, another $B$-adsorbed, and the third $AB$-adsorbed). The free energies in each of the phases are indicated in figure 7 and are given in the following theorem.
Theorem 4. If for all \( y > 1 \) it is the case that \( \lambda(y) \) is strictly log-convex, then, for \( y > 1 \),

\[
\tilde{\beta}^{AB}(a, b, y) = \begin{cases} 
\frac{\lambda(y^{1/2})}{2}, & \text{for } \lambda(y^{1/2}) > \max\{\kappa(a), \kappa(b)\}; \\
\frac{1}{2}(\kappa(a) + \log \mu_3), & \text{for } \lambda(y) < \kappa(a) & b \leq a; \\
\frac{1}{2}(\kappa(b) + \log \mu_3), & \text{for } \lambda(y) < \kappa(b) & a \leq \kappa; \\
\frac{1}{2}(\kappa(a) + \lambda(y^{1-\sigma(a)})), & \text{for } \kappa(b) < \lambda(y^{1-\sigma(a)}) < \lambda(y^{1/2}) < \kappa(a) < \lambda(y) \\
\frac{1}{2}(\kappa(b) + \lambda(y^{1-\sigma(b)})), & \text{for } \kappa(a) < \lambda(y^{1-\sigma(b)}) < \lambda(y^{1/2}) < \kappa(b) < \lambda(y) \\
\frac{1}{2}(\kappa(a) + \kappa(b)), & \text{for } \lambda(y^{1/2}) < \max\{\kappa(a), \kappa(b)\} & \sigma(b) + \sigma(a) \geq 1.
\end{cases}
\]

where \( \sigma(x) \) is the solution of \( \kappa(x) = \lambda(y^{\sigma(x)}) \).

Notice that this theorem verifies equation (48).

The phase boundary separating the ballistic and A-mixed phase is determined by putting

\[ 2\lambda(y^{1/2}) = \kappa(a) + \lambda(y^{1-\sigma(a)}) = \lambda(y^{\sigma(a)}) + \lambda(y^{1-\sigma(a)}) \]

since \( \kappa(a) = \lambda(y^{\sigma(a)}) \). Under the strict log-convexity assumption, this occurs only when \( \sigma(a) = \frac{1}{2} \), so that \( a = c_M = \kappa^{-1}(\lambda(y^{1/2})) \).

A similar argument shows that the phase boundary separating the ballistic and B-mixed phase is determined by \( b = c_A = \kappa^{-1}(\lambda(y^{1/2})) \).

The phase boundary separating the A-mixed and A-adsorbed phases occurs when \( \kappa(a) + \log \mu_3 = \kappa(a) + \lambda(y^{1-\sigma(a)}) \). Since \( \lambda(y^{1-\sigma(a)}) > \log \mu_3 \) when \( \sigma(a) < 1 \), the phase boundary is evidently determined by \( \sigma(a) = 1 \), in which case it is along the line \( \kappa(a) = \lambda(y) \) or \( a = c_A = \kappa^{-1}(\lambda(y)) \).

Similarly, for the corresponding B phases, the boundary is \( b = c_A = \kappa^{-1}(\lambda(y)) \).

Since \( \sigma(x) \) is the solution of \( \kappa(x) = \lambda(y^{\sigma(x)}) \) for \( x = a \) or \( x = b \), the free energy in the two mixed phases is also given by

\[
\tilde{\beta}^{AB}(a, b, y) = \frac{1}{2} \left( \lambda(y^{\sigma(x)}) + \lambda(y^{1-\sigma(x)}) \right),
\]

(74)
where \( x = a \) in the \( A \)-mixed phase, and \( x = b \) in the \( B \)-mixed phase. Notice that \( \frac{1}{2} \leq \sigma(x) \leq 1 \) (as discussed in section 4.3) and that \( \sigma(x) \) increases from \( \sigma(x) = \frac{1}{2} \) if \( x = c_M \) to \( \sigma(x) = 1 \) when \( x = c_A \). Due to the strict log-convexity, the strict version of equation (12) holds and thus we also have that \( \tilde{\theta}^{AB}(a, b, y) \) of equation (74) is strictly increasing in \( x \).

Existence of the \( A \)-mixed phase is proven if it is shown that \( c_M < c_A \). This is so if

\[
2\lambda(y^{1/2}) < \lambda(y^{\sigma(a)}) + \lambda(y^{1 - \sigma(a)}),
\]

for \( \sigma(a) \in \left(\frac{1}{2}, 1\right) \). This follows from our conjecture of strict log-convexity of \( \lambda(y) \). Notice that

\[
\lambda(y^{1 - \sigma(a)}) \leq \lambda(y)
\]

so that the inequality (75) is sufficient for showing that \( c_M < c_A \).

Since the phase diagram is symmetric in \( a \) and \( b \), this argument also proves the existence of the \( B \)-mixed phase.

The phase boundary separating the \( A \)-adsorbed from the \( AB \)-adsorbed phases is determined by \( \kappa(b) = \log \mu_b \), so it is at \( b = a_c \), where \( a_c \) is the adsorption critical point in \( \kappa(a) \). Similarly, the phase boundary separating the \( B \)-adsorbed phase from the \( AB \)-adsorbed phase is along the line \( a = a_c \).

This leaves the curved phase boundary separating the \( A \)-mixed phases. Along the phase boundary separating the \( A \)-mixed and the \( AB \)-adsorbed phases,

\[
\lambda(y^{\sigma(a)}) + \lambda(y^{1 - \sigma(a)}) = \kappa(a) + \kappa(b), \quad \text{where } \frac{1}{2} \leq \sigma(a) \leq 1.
\]

Since \( \kappa(a) = \lambda(y^{\sigma(a)}) \), it follows that \( \kappa(b) = \lambda(y^{1 - \sigma(a)}) \). In other words,

\[
\lambda^{-1}(\kappa(b)) y^{\sigma(a)} = y, \quad \text{and} \quad \lambda^{-1}(\kappa(a)) = y^{\sigma(a)}.
\]

Eliminating \( y^{\sigma(a)} \) gives the expression

\[
\lambda^{-1}(\kappa(a)) \lambda^{-1}(\kappa(b)) = y,
\]

which is the curve separating these phases for a given \( y > 1 \). Notice that if \( a = b \) then

\[
\lambda^{-1}(\kappa(a)) = \lambda^{-1}(\kappa(b)) = y^{1/2}
\]

so that both \( \kappa(a) = \lambda(y^{1/2}) \) and \( \kappa(b) = \lambda(y^{1/2}) \). This gives \( a = a_M \) and \( b = b_M \) so that the point \((a_M, b_M)\) is on this phase boundary.

Similarly, the phase boundary separating the \( B \)-mixed phase from the \( AB \)-adsorbed phase is determined by \( \kappa(a) = \lambda(y^{1 - \sigma(b)}) \) and this simplifies again to equation (78). This completes the description of the phase diagram for the case that \( \lambda(y) \) is strictly log-convex.

Next, relax the assumption of strict log-convexity to the (proven) weaker log-convexity in lemma 1. Suppose that \( \xi \in \left(\frac{1}{2}, 1\right) \) is fixed. Then there exists a finite \( y_\xi > 1 \) such that

\[
2 \lambda(y^{1/2}) < \lambda(y^\xi) + \lambda(y^{1 - \xi}), \quad \text{for all } y > y_\xi.
\]

In other words, for any \( x \) such that \( \sigma(x) \) is the solution of \( \kappa(x) = \lambda(y^{\sigma(x)}) \) and \( \xi \leq \sigma(x) < 1 \) there is a \( y_\xi \) such that for all \( y > y_\xi \) equation (79) holds and therefore

\[
2 \lambda(y^{1/2}) < \lambda(y^\xi) + \lambda(y^{1 - \xi}) < \lambda(y^{\sigma(x)}) + \lambda(y^{1 - \sigma(x)}) \quad \text{for all } y > y_\xi \text{ and } \sigma(x) \in (\xi, 1),
\]

since for fixed \( y \), \( \lambda(y^\xi) + \lambda(y^{1 - \xi}) \) is a non-decreasing function of \( \delta \in \left(\frac{1}{2}, 1\right) \) and by the consequences of lemma 1, a strictly increasing function for \( \delta \in (\xi, 1) \).
Fix \( y > y_c \), and let \( c_X \) be given by the solution of \( \sigma(x) = \xi \). Since \( \xi < 1 \) this proves that \( c_X < c_A \) and for any \( x \in (c_X, c_A) \),

\[
2 \lambda(y^{1/2}) < \lambda(y^{\sigma(x)}) + \lambda(y^{1-\sigma(x)}). \tag{81}
\]

Since \( x < c_A \) and \( \kappa(x) = \lambda(y^{\sigma(x)}) \) it also follows that \( \sigma(x) < 1 \) for \( x \in (c_X, c_A) \), so that

\[
\lambda(y^{\sigma(x)}) + \lambda(y^{1-\sigma(x)}) > \kappa(x) + \log \mu_3, \quad \text{for } x \in (c_X, c_A). \tag{82}
\]

In other words, \( \lambda(y^{\sigma(x)}) + \lambda(y^{1-\sigma(x)}) \) exceeds both \( 2\lambda(y^{1/2}) \) and \( \kappa(x) + \log \mu_3 \) if \( c_X < x < c_A \). This is the mixed ballistic-adsorbed phase, and there exists a \( C_M \leq C_X < C_A \) such that the \( A \)-mixed phase has free energy \( \lambda(y^{\sigma(a)}) + \lambda(y^{1-\sigma(a)}) \) for \( C_M < a < C_A \) and \( \kappa(b) < \lambda(y^{1-\sigma(a)}) \), and the \( B \)-mixed phase has free energy \( \lambda(y^{\sigma(a)}) + \lambda(y^{1-\sigma(a)}) \) for \( C_M < a < C_A \) and \( \kappa(a) < \lambda(y^{1-\sigma(b)}) \). By lemma 1, as \( \xi \) approaches \( \frac{4}{3} \) from above, \( y_\xi \) increases to \( \infty \), and \( c_X \to c_M \) and the phase diagram in figure 4 is recovered in this limit.

5. Pulled adsorbing diblock copolymers

In this section we continue by examining the behaviour of \( AB \)-diblock copolymers (see figures 1(a) and (b)). Similar to the case examined in section 4 these models are positive walks with \( 2n + 1 \) vertices labelled \( j = 0, 1, \ldots, 2n \). The vertex 0 is fixed at the origin and is not weighted. Vertices \( 1 \leq j \leq n \) are \( A \)-vertices and weighted by \( a \), while vertices \( n + 1 \leq j \leq 2n \) are \( B \)-vertices and weighted by \( b \). We consider two cases: the vertical force is applied at vertex \( 2n \), namely at the end of the walk, or at vertex \( n \) (the middle vertex of the walk). There are interesting differences between the two cases and the second is more difficult to treat (we shall rely, in that case, on the results for the pulled loops in section 4).

5.1. Diblock copolymers pulled at an end-point

The model is defined similarly to loops in section 4. A positive walk from the origin of length \( 2n \) with vertices \( j = 0, 1, \ldots, 2n \) has vertex 0 fixed at the origin. Vertices 1, 2, \ldots, \( n \) are \( A \)-vertices and these have \( v_A \) visits in the adsorbing plane and each visit is weighted by \( a \). Vertices \( n + 1, n + 2, \ldots, 2n \) are \( B \)-vertices and there are \( v_B \) vertices in the adsorbing plane weighted by \( b \). The partition function of this model is given by

\[
D_{2n}^{(e)}(a, b, y) = \sum_{v_A, v_B, h} d_{2n}^{(e)}(v_A, v_B, h) a^{v_A} b^{v_B} y^h, \tag{83}
\]

where \( d_{2n}^{(e)}(v_A, v_B, h) \) counts walks with the above labelling and length \( 2n \), with \( v_A \) \( A \)-visits, \( v_B \) \( B \)-visits and with the \( x_3 \)-coordinate of the last vertex equal to \( h \). We shall write

\[
\Delta_e(a, b, y) = \lim_{n \to \infty} \frac{1}{2n} \log D_{2n}^{(e)}(a, b, y) \tag{84}
\]

for the free energy of this model when we can prove that the limit exists. Note that this free energy does not exist when \( b = y = 0 \)—this exception is assumed for this model in what follows below.
Lemma 9. For $y \leq 1$ and any $a \geq 0$ and $b \geq 0$, the free energy $\Delta_c(a, b, y)$ is given by

$$\Delta_c(a, b, y) = \frac{1}{2} (\kappa(a) + \kappa(b)) .$$

Thus, for any $y \geq 0$ and $a < a_c$ and $b < a_c$, $\Delta_c(a, b, y) = \lambda(y)$. Hence for $y \leq 1$ and $a < a_c$ and $b < a_c$, $\Delta_c(a, b, y) = \log \mu_3$.

Proof. When $y \leq 1$ we can use monotonicity to establish that

$$D_{2n}^{c(a, b, 0)} \leq D_{2n}^{c(a, b, y)} \leq D_{2n}^{c(a, b, 1)} .$$

Treating the first $n$ edges and the second $n$ edges as independent, the partition function for the first $n$ edges is bounded above by the partition function of a positive walk with all vertices labelled $A$, that is by $e^{\kappa(a)+\kappa(a)}$. The final $n$ edges might not visit the surface; their contribution to the partition function is $\mu_3^{n+o(n)}$. If the final $n$ edges do visit the surface then their partition function is bounded above by a product of partition functions that together are bounded above by $e^{\kappa(b)+\kappa(b)}$. This gives the upper bound

$$D_{2n}^{c(a, b, 0)} \leq D_{2n}^{c(a, b, y)} \leq D_{2n}^{c(a, b, 1)} = e^{(\kappa(a)+\kappa(b))n+o(n)} .$$

To complete the lower bound, consider concatenating two unfolded adsorbing loops, each with $n$ edges, one loop labelled with all $A$’s and the other all $B$’s. Then, assuming that $a, b > 0$, we have

$$D_{2n}^{c(a, b, 0)} \geq L_{a, b}^{1/2} = e^{(\kappa(a)+\kappa(b))n+o(n)} ,$$

where the construction can also be modified to show that the final lower bound here holds for the cases that $a \geq 0$ and $b \geq 0$ (using an unfolded walk without visits instead, and noting that $\kappa(0) = \log \mu_3$). Taking logarithms, dividing by $2n$ and letting $n \to \infty$ gives $\Delta_c(a, b, y) \geq \frac{1}{2} (\kappa(a) + \kappa(b))$, as required. If $b = 0$ then a similar lower bound can be obtained, but using an unfolded loop, and an $x_1$-unfolded pulled walk. This gives, $D_{2n}^{c(a, 0, y)} \geq L_{a, 0}^{1/2} = e^{(\kappa(a) + \kappa(0))}$. For any $y \geq 0$, when $a, b \leq a_c$ we have by monotonicity that

$$C_{2n}(0, y) = D_{2n}^{c(a, 0, y)} \leq D_{2n}^{c(a, b, y)} \leq D_{2n}^{c(a, b, 0)} \leq C_{2n}(\max\{a, b\}, y) .$$

Thus, if $y > 0$, then by equation (5), since $\max\{\kappa(a), \lambda(y)\} = \lambda(y)$ for $a < a_c$, both $C_{2n}(0, y)$ and $C_{2n}(\max\{a, b\}, y) = e^{\kappa(b)} \lambda(y) + o(n)$. Taking logarithms, dividing by $2n$ and letting $n \to \infty$ shows that $\Delta_c(a, b, y) = \lambda(y)$ if $y > 0$ and $a, b \leq a_c$. In the event that $y = 0$, then we know that the free energy is equal to $\lambda(0)$ since $\Delta_c(a, b, 0) = \log \mu_3 = \lambda(0)$ if $a, b \leq a_c$. □

The free energies for the cases $y \leq 1$ or $a, b < a_c$ are completed in lemma 9. This leaves the case $y > 1$ and $a, b \geq a_c$. We find an upper bound by treating the blocks independently. Consider an endpoint pulled walk and observe that it either has some $B$-vertices in the adsorbing surface, or it has no $B$-vertices in the adsorbing surface. If there are $B$-vertices in the surface then the $A$-block is not pulled at all and contributes at most $\frac{1}{2} \kappa(a)$ to the free energy while the $B$-block contributes at most $\frac{1}{2} \max\{\kappa(b), \lambda(y)\}$. If there are no $B$-vertices in the surface...
Theorem 5. Suppose that \( a, b \geq a_c \) and \( y > 1 \). When \( \kappa(a) > \kappa(b) \)

\[
\Delta_c(a, b, y) = \max\left\{ \frac{1}{2} (\kappa(a) + \kappa(b)), \frac{1}{2} (\kappa(a) + \lambda(y)), \lambda(y) \right\}
\]

and when \( \kappa(a) \leq \kappa(b) \)

\[
\Delta_c(a, b, y) = \max\left\{ \frac{1}{2} (\kappa(a) + \kappa(b)), \lambda(y) \right\}.
\]

The phase diagram of this model can be determined from the results above. The case \( y \leq 1 \) is given by lemma 9 and it can be checked that the phase diagram is identical to the diagram shown in figure 4. The more complex situation is encountered for \( y > 1 \) and the phases are given in theorem 5. The phase diagram for this case is shown in figure 8, and we identify four phases by noting, in addition to the results in theorem 5, that \( \kappa(a) \) is singular at the adsorption critical point \( a = a_c \). For large \( a \) and \( b \) the copolymer is adsorbed, and if both \( a \) and \( b \) are small, then it is ballistic (since \( y > 1 \)). For small \( a < a_c \) and large \( b \) the adsorption of the \( B \)-block overcomes the ballistic phase, and the copolymer is in a phase with the \( B \)-block adsorbed, and the \( A \)-block free. On the other hand, if \( b \) is small so that \( \kappa(h) < \lambda(y) \), and \( a > a_c \) is large,
Figure 8. The phase diagram of the pulled $AB$-diblock walk pulled at its end-point $y > 1$. There are four phases, separated by phase boundaries as shown. The critical value $a = a_M$ is the solution of $\kappa(a) = \lambda(y)$ and $b_A$ is the solution of $\kappa(b) = 2\lambda(y) - \log \mu_3$ so that $b_A > a_M > a_c$. The curved phase boundary separating the ballistic and $AB$-adsorbed phases is given by the curve $\kappa(a) + \kappa(b) = 2\lambda(y)$ with endpoints $(a_c, b_A)$ and $(a_M, a_M)$, as shown.

Figure 9. The cases of a $AB$-diblock copolymer pulled in the middle. (a) Both the $A$-block and the $B$-block have visits in the adsorbing plane. (b) Only the $A$-block has visits in the adsorbing plane.

then the adsorption of the $A$-block overcomes the ballistic phase (only in the $A$-block), while the $B$-block remains ballistic, it being pulled at its end-point.

The phase boundary separating the ballistic and $B$-adsorbed phases is given by the solution $b_A$ of $\kappa(b) = 2\lambda(y) - \log \mu_3$ so that $b_A > a_c$ (the adsorption critical point). The $B$-adsorbed phase is separated by the phase boundary $a = a_c$ from the $AB$-adsorbed phase. The ballistic and $AB$-adsorbed phases are separated by the curve $\kappa(a) + \kappa(b) = 2\lambda(y)$, while the ballistic and mixed $A$-adsorbed and $B$-ballistic phases are separated by the solution $a = a_M$ of $\kappa(a) = \lambda(y)$. Similarly, this mixed $A$-adsorbed and $B$-ballistic phase is also separated from the $AB$-adsorbed phase by the solution $b = b_M$ of $\kappa(b) = \lambda(y)$, so that $b_M = a_M$ and notice that $a_M > a_c$ if $y > 1$.

5.2. Diblock copolymers pulled at a mid-point

Adsorbing $AB$-diblock copolymers pulled in the middle (see figure 1(b)) can be analysed identifying two subcases, and using the results for pulled adsorbing $AB$-diblock loops in section 4. The two subcases are shown in figure 9, and are (a) the case where the right-most half of the walk (the $B$-block) interacts with the adsorbing surface and (b) the case where the $B$-block does not touch the adsorbing surface at all. Case (b) is easier to treat, so we proceed by analysing it first.
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Before doing so, however, we introduce the general notation needed. Let $d_{2n}^{(m)}(v_A, v_B, h)$ be the number of positive walks starting from the origin, with the first vertex inert, followed by $nA$-vertices and then $nB$-vertices, with $v_A A$-visits and $v_B B$-visits and with the midpoint (the $n$th vertex) of the walk at height $h$. Define the partition function

$$D_{2n}^{(m)}(a, b, y) = \sum_{h=0}^{y} \sum_{v_A, v_B} d_{2n}^{(m)}(v_A, v_B, h) a^{v_A} b^{v_B} y^h$$

(88)

of adsorbing $AB$-diblock copolymers pulled in the middle vertex. The free energy of this model is defined by

$$\Delta_m(a, b, y) = \lim_{n \to \infty} \frac{1}{2n} \log D_{2n}^{(m)}(a, b, y)$$

(89)

and we shall show that this limit exists. Notice the exceptional case when $a = y = 0$ where this free energy does not exist; this exception is assumed for this model.

As discussed above we analyse case (b) first, the case where the $B$-block does not touch the adsorbing surface.

5.2.1. Case (b). Note first that this case is equivalent to setting $b = 0$ in $D_{2n}^{(m)}(a, b, y)$. If the $B$-block is constrained to be disjoint with the adsorbing line, then its contribution to the free energy of the model is $\log \mu_3$, since it is a non-interacting walk (it does not interact with the surface and it feels no effect from the pulling force $F$ at the midpoint). The $A$-block, on the other hand, is a pulled adsorbing walk. By using strategy bounds similar to those introduced in reference [20], the free energy of case (b) walks is given by the following lemma.

**Lemma 10.** The free energy of case (b) walks is given by

$$\Delta_m(a, 0, y) = \frac{1}{2} (\psi_2(a, y) + \log \mu_3) = \frac{1}{2} \left(\max \{\kappa(a), \lambda(y)\} + \log \mu_3\right).$$

This leaves case (a) walks to be considered. For that we need to establish bounds on the free energy.

5.2.2. Case (a). This case is only relevant when $b > 0$, so we assume throughout this subsection.

Observe by lemma 10 and monotonicity that $\Delta_m(a, b, y) \geq \Delta_m(a, 0, y) = \frac{1}{2} (\max \{\kappa(a), \lambda(y)\} + \log \mu_3)$. Further, since the $AB$-diblock loops of section 4 are a subset of the walks counted here in $d_{2n}^{(m)}(v_A, v_B, h)$, we have that $\Delta_m(a, b, y) \geq \tilde{\rho}^{AB}(a, b, y)$ where $\tilde{\rho}^{AB}(a, b, y)$ is given in theorem 1 for $y \leq 1$, and in theorem 4 for $y > 1$ and more generally for any $y$ by equation (48).

To determine an upper bound for case (a), note that

$$D_{2n}^{(m)}(a, b, y) - D_{2n}^{(m)}(a, 0, y) \leq b \sum_{h} y^h \left(\sum_{v} c_{2n}(v, h) a^v\right)$$

$$\times \left(\sum_{w} \sum_{h \leq n_1 \leq n} c_{n_1}(w, h) b^w c_{n-n_1}\right).$$

(90)

This bound is obtained by cutting the walk at its midpoint into two independent blocks and then cutting the $B$-block walk again at the last vertex (with label $n + n_1$) visiting the adsorbing
Figure 10. Cutting an adsorbing AB-diblock copolymer in its last visit to the adsorbing plane (with label \((n + n_1)\)) gives the inequality in equation (90).

surface \(x_3 = 0\) (in case \((a)\) \(n_1 \geq \max\{1, h\}\)). See figure 10. If the walk is a loop, then \(n_1 = n\) and this gives the loop partition function \(\hat{U}_{2n}(a, b, y)\) defined in equation (38). Notice that not all diblock walks are represented by conformations such as shown in figure 10. Conformations where the B-block is disjoint with the adsorbing plane have no value for \(n_1\) on the right-hand side of equation (90) and so these are subtracted out on the left-hand side by substracting \(D_{2n}(a, 0, y)\).

Choosing the value of \(n_1\) that maximizes the upper bound in equation (90) gives

\[
D_{2n}^{(m)}(a, b, y) - D_{2n}^{(m)}(a, 0, y) \leq b(n + 1) \left[ \sum_h y^h \left( \sum_v c_n(v, h) a^v \right) \times \left( \sum_w \max_{h \leq n_1 \leq n} \left( c_{n_1}(w, h) b^w c_{n-n_1} \right) \right) \right].
\]

(91)

Summing independently over \(h\) in the two factors gives, for any choice of \(\epsilon \in [0, 1]\), a larger upper bound:

\[
D_{2n}^{(m)}(a, b, y) - D_{2n}^{(m)}(a, 0, y) \leq b(n + 1) \left( \sum_h y^h \sum_v c_n(v, h) a^v \right) \times \max_{n_1} \left( c_{n-n_1} \sum_h y^{1-\epsilon h} \sum_w c_n(w, h) b^w \right).
\]

(92)

We may assume, without loss of generality, that \(\lim_{n \to \infty} \frac{n}{2n} = \alpha \in [0, 1]\). Taking logarithms, dividing by \(2n\) and letting \(n \to \infty\) gives that for any \(\epsilon \in [0, 1]\)

\[
\limsup_{n \to \infty} \frac{1}{2n} \log \left[ D_{2n}^{(m)}(a, b, y) - D_{2n}^{(m)}(a, 0, y) \right] \\
\leq \frac{1}{2} \max_{\alpha \in [0, 1]} \left\{ (1 - \alpha) \log \mu_3 + \psi_\epsilon(a, y') + \alpha \psi_\epsilon(b, y^{1-\epsilon}) \right\}.
\]

(93)

Because of convexity, the maximum over \(\alpha\) will be achieved either for \(\alpha = 0\) or \(\alpha = 1\), so that we have

\[
\limsup_{n \to \infty} \frac{1}{2n} \log \left[ D_{2n}^{(m)}(a, b, y) - D_{2n}^{(m)}(a, 0, y) \right] \\
\leq \max \left\{ \frac{1}{2} \left( \psi_\epsilon(a, y') + \log \mu_3 \right), \frac{1}{2} \left( \psi_\epsilon(a, y') + \psi_\epsilon(b, y^{1-\epsilon}) \right) \right\}.
\]

(94)
But since $\psi_3(a, y^{-}) \geq \log \mu_3$ for any $c \in [0, 1]$, this simplifies to
\[
\lim_{n \to \infty} \frac{1}{2n} \log [D_{2n}(a, b, y) - D_{2n}(a, 0, y)] \\
\leq \min_{c \in [0, 1]} \left\{ \frac{1}{2} \left( \psi_3(a, y') + \psi_3(b, y'^{-}) \right) \right\} = \tilde{\rho}_{AB}(a, b, y).
\] (95)

Thus
\[
\lim_{n \to \infty} \frac{1}{2n} \log [D_{2n}(a, b, y) - D_{2n}(a, 0, y)] = \tilde{\rho}_{AB}(a, b, y).
\] (96)

Combining cases (a) and (b) results gives the following.

**Lemma 11.** For $y \geq 0$,
\[
\Delta_m(a, b, y) = \lim_{n \to \infty} \frac{1}{n} \log D_{2n}(a, b, y) \\
= \max \left\{ \tilde{\rho}_{AB}(a, b, y), \frac{1}{2} (\psi_3(a, y) + \log \mu_3) \right\},
\]
where for $b = 0$, the second term on the right gives the maximum. \square

5.2.3. The phase diagram of adsorbing AB-diblock copolymers pulled in the middle.

Consider first the case that $y \leq 1$. In that case for $b > 0 \tilde{\rho}_{AB}(a, b, y) = \frac{1}{2} (\kappa(a) + \kappa(b)) \geq \frac{1}{2} (\psi_3(a, y) + \log \mu_3)$. For $b = 0$ $\Delta_m(a, b, y) = \frac{1}{2} (\kappa(a) + \kappa(b))$ and we can use the cases for $\tilde{\rho}_{AB}(a, b, y)$ in theorem 1 to obtain the following theorem.

**Theorem 6.** For $y \leq 1$,
\[
\Delta_m(a, b, y) = \begin{cases} 
\log \mu_3, & \text{for } a \leq a_c & b \leq a_c; \\
\frac{1}{2} (\kappa(a) + \log \mu_3), & \text{for } a > a_c & b \leq a_c; \\
\frac{1}{2} (\kappa(b) + \log \mu_3), & \text{for } a \leq a_c & b > a_c; \\
\frac{1}{2} (\kappa(a) + \kappa(b)), & \text{for } a > a_c & b > a_c. 
\end{cases}
\]

This gives the phase diagram identical to figure 4.

The case $y > 1$ is slightly more complicated. For $a, b$ in either of the two loop mixed phases, $\kappa(x) < \lambda(y)$ for both $x \in \{a, b\}$ and
\[
\tilde{\rho}_{AB}(a, b, y) = \frac{1}{2} (\kappa(x) + \lambda(y^{1-\sigma(x)})) = \frac{1}{2} (\lambda(y^{\sigma(x)}) + \lambda(y^{1-\sigma(x)})) \\
\leq \frac{1}{2} (\lambda(y) + \log \mu_3) = \frac{1}{2} (\psi_3(a, y) + \log \mu_3)
\] (97)
(by log-convexity), so in this regime $\Delta_m(a, b, y) = \frac{1}{2} (\lambda(y) + \log \mu_3)$. Similarly for $a, b$ in the loop ballistic phase,
\[
\tilde{\rho}_{AB}(a, b, y) = \lambda(y^{1/2}) \leq \frac{1}{2} (\lambda(y) + \log \mu_3) = \frac{1}{2} (\psi_3(a, y) + \log \mu_3).
\] (98)
Figure 11. The phase diagram of diblock copolymers pulled in a middle vertex for $y > 1$.

The phase boundary separating the ballistic and $A$-adsorbed phases is given by $\lambda(y) = \kappa(a)$, of the ballistic and $B$-adsorbed phases is $\lambda(y) = \kappa(b)$, of the $A$- or $B$-adsorbed phases and the $AB$-adsorbed phase by $b = a_c$ and $\lambda(y) = \kappa(a) + \kappa(b) - \log \mu_3$. For asymptotic values of $y$, this curve is approximated by $\frac{1}{2} \psi_e(a, y)$.

So the loop ballistic and mixed ballistic-adsorbed phases are replaced by a mixed ballistic-free phase where $\Delta_m(a, b, y) = \frac{1}{2} (\psi_e(a, y) + \log \mu_3)$. Outside these regimes, $\frac{1}{2} \leq \max \{ \sigma(a), \sigma(b) \}$, $\sigma(a) + \sigma(b) \geq 1$, and $\hat{\Delta}^{AB}(a, b, y) = \frac{1}{2} (\kappa(a) + \kappa(b))$. Comparing this to $\frac{1}{2} (\psi_e(a, y) + \log \mu_3)$ leads to the following theorem.

**Theorem 7.** For $y > 1$,

$$
\Delta_m(a, b, y) = \begin{cases} 
    \frac{1}{2} (\lambda(y) + \log \mu_3), & \text{for } \lambda(y) \leq \kappa(b) \leq \lambda(y) \text{ \& } \lambda(y) \geq \kappa(a) + \kappa(b) - \log \mu_3; \\
    \frac{1}{2} (\kappa(b) + \log \mu_3), & \text{for } \lambda(y) \leq \kappa(b) \text{ \& } a \leq a_c; \\
    \frac{1}{2} (\kappa(a) + \log \mu_3), & \text{for } \lambda(y) \leq \kappa(a) \text{ \& } b \leq a_c; \\
    \frac{1}{2} (\kappa(a) + \kappa(b)), & \text{for } \lambda(y) \leq \kappa(a) + \kappa(b) - \log \mu_3, a \geq a_c \text{ \& } b \geq a_c.
\end{cases}
$$

The phase diagram for $y > 1$ is shown in figure 11.

### 6. Triblock copolymers

In this section we consider triblock copolymers $ABA$. The two outer blocks consist of $A$ monomers while the central block consists of $B$ monomers (see figures 1(c) and (d)). All three blocks are the same length. These copolymers are of particular interest since they are often used as steric stabilizers of dispersions where either the $A$-blocks adsorb on the dispersed particles and the $B$-blocks are desorbed and so extend into the dispersing phase, or vice versa [4]. We model them as a self-avoiding walk with $3n + 1$ vertices labelled $j = 0, 1, 2, \ldots, 3n$. Vertex
0 is fixed at the origin and is not weighted. Vertices $1 \leq j \leq n$ and vertices $2n + 1 \leq j \leq 3n$ are $A$-vertices and vertices $n + 1 \leq j \leq 2n$ are $B$-vertices. Thus, the walk starts at the origin and every vertex has non-negative $x_3$-coordinate, so that the walk is confined to the half-space $x_3 \geq 0$. The number of $A$-visits ($A$-vertices with coordinate $x_3 = 0$) is denoted by $v_A$, and the number of $B$-visits is denoted $v_B$.

6.1. Triblock copolymers pulled at an end-point

We write $\ell_{3n}^e(v_A, v_B, h)$ for the number of self-avoiding walks with $3n$ edges, with the above labelling and restrictions, and having the $x_3$-coordinate of the last vertex equal to $h$. The corresponding partition function is

$$T_{3n}^e(a, b, y) = \sum_{v_A, v_B, h} \ell_{3n}^e(v_A, v_B, h) a^{v_A} b^{v_B} y^h. \quad (99)$$

The free energy is

$$\tau_2(a, b, y) = \lim_{n \to \infty} \frac{1}{3n} \log T_{3n}^e(a, b, y) \quad (100)$$

when we can prove the existence of the limit. There is an exceptional situation when $a = y = 0$ where the free energy does not exist for this model; this exception is assumed for this model.

If $y \geq 1$ then the force is zero or directed towards the adsorbing surface $x_3 = 0$, and the free energy is given in the next theorem.

**Theorem 8.** When $y \leq 1$ then

$$\tau_2(a, b, y) = \frac{1}{3}(2\kappa(a) + \kappa(b)).$$

**Proof.** An upper bound is found by noting that

$$T_{3n}^e(a, b, y) \leq T_{3n}^e(a, b, 1) = e^{(2\kappa(a) + \kappa(b))L_1^0 + o(n)}$$

by a similar argument to that used in lemma 9, and a lower bound from concatenating three unfolded loops to give

$$T_{3n}^e(a, b, y) \geq T_{3n}^e(a, b, 0) \geq L_1^0(a)^2 L_1^0(b) = e^{(2\kappa(a) + \kappa(b))L_1^0 + o(n)}$$

for $a > 0$, where $L_1^0(a)$ is the partition function of unfolded loops. Taking logarithms, dividing by $3n$ and letting $n \to \infty$ completes the proof for $a > 0$. When $a = 0$ (and $y \leq 1$), then $\kappa(0) = \lambda(y) = \log \mu_3$ and arguments similar to those leading to equation (87) can be used to show the above lower bound for $T_{3n}^e(a, b, y)$ still holds.

Since $\kappa(a)$ has critical point $a = a_c$, the free energy of the $ABA$-triblock copolymer is given by

$$\tau_2(a, b, y) = \begin{cases} 
\log \mu_3, & \text{if } a \leq a_c \land b \leq a_c; \\
\frac{1}{3}(2\kappa(a) + \log \mu_3), & \text{if } a > a_c \land b \leq a_c; \\
\frac{1}{3}(\kappa(b) + 2\log \mu_3), & \text{if } a \leq a_c \land b > a_c; \\
\frac{1}{3}(2\kappa(a) + \kappa(b)), & \text{if } a > a_c \land b > a_c. 
\end{cases} \quad (101)$$
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This shows adsorption transitions when \( a = a_c \) and \( b = a_c \). The phase diagram is shown in figure 12.

Next, consider the case \( y > 1 \). We first look at upper bounds on the free energy. Suppose that the A-vertices adsorb at least as strongly as the B-vertices so that \( \kappa(a) \geq \kappa(b) \).

**Lemma 12.** When \( y \geq 1 \) and \( \kappa(a) \geq \kappa(b) \)

\[
\limsup_{n \to \infty} \frac{1}{3n} \log T_{3n}(a, b, y) \leq \max \left\{ \frac{1}{3} (2 \kappa(a) + \kappa(b)), \lambda(y) \right\}.
\]

**Proof.** The proof proceeds by an exhaustive case analysis where we treat the blocks as behaving independently (to obtain upper bounds). In the following we include the 0-vertex in the first A-block, so that the first A-block always has at least one vertex (the 0-vertex) in the surface. We consider the four cases:

(a) Only the first block has vertices in the surface.
(b) Only the first two blocks (A and B) have vertices in the surface.
(c) Only the two A-blocks have vertices in the surface.
(d) All three blocks have vertices in the surface.

In the four cases the free energy is bounded above by:

(a) \( \frac{1}{3} (\max \{\kappa(a), \lambda(y)\} + 2 \lambda(y)) \),
(b) \( \frac{1}{3} (\kappa(a) + \max \{\kappa(b), \lambda(y)\} + \lambda(y)) \),
(c) \( \frac{1}{3} (\kappa(a) + \log \mu_3 + \max \{\kappa(a), \lambda(y)\}) \), and
(d) \( \frac{1}{3} (\kappa(a) + \kappa(b) + \max \{\kappa(a), \lambda(y)\}) \).

The upper bound is the maximum of these four expressions. Note that case (d) always gives a bound at least as large as that of case (c). Recall that \( \kappa(a) \geq \kappa(b) \) so if \( \lambda(y) > \kappa(a) \) the maximum of the four expressions is \( \lambda(y) \). If \( \kappa(a) > \lambda(y) \) the maximum of the four expressions in \( \frac{1}{3} (2 \kappa(a) + \kappa(b)) \), which completes the proof. \( \square \)

In the next part we construct appropriate lower bounds to prove the following theorem.
Theorem 9. When \( y \geq 1 \) and \( \kappa(a) \geq \kappa(b) \) (that is, \( a \geq b \))

\[
\tau_\omega(a, b, y) = \lim_{n \to \infty} \frac{1}{3n} \log T^{(\omega)}_{3n}(a, b, y) = \max \left\{ \frac{1}{3}(2\kappa(a) + \kappa(b)), \lambda(y) \right\}.
\]

Proof. We use the upper bound in lemma 12 together with strategy lower bounds to prove the theorem. If we consider the subset of walks with only the 0-vertex in the surface then there are no surface energy terms and

\[
\liminf_{n \to \infty} \frac{1}{3n} \log T^{(\omega)}_{3n}(a, b, h) \geq \lambda(y).
\]

To get the other lower bound we concatenate three loops, unfolded in the \( x_1 \)-direction, each with \( n \) edges, the first and third labelled \( A \) and the second labelled \( B \). Since adsorbed loops have the same free energy as walks and since unfolding in the \( x_1 \)-direction does not change the free energy [7, 8], this gives the lower bound

\[
\liminf_{n \to \infty} \frac{1}{3n} \log T^{(\omega)}_{3n}(a, b, h) \geq \frac{1}{3}(2\kappa(a) + \kappa(b)).
\]

Together with lemma 12 this completes the proof. \( \square \)

Next, consider \( y > 1 \) and \( \kappa(a) < \kappa(b) \). In this case the \( B \)-vertices adsorb more strongly than the \( A \)-vertices. The following upper bounds hold:

Lemma 13. When \( y \geq 1 \) and \( \kappa(a) < \kappa(b) \)

\[
\limsup_{n \to \infty} \frac{1}{3n} \log T^{(\omega)}_{3n}(a, b, y) \leq \max \left\{ \frac{1}{3}(2\kappa(a) + \kappa(b)), \frac{1}{3}(\kappa(a) + \kappa(b) + \lambda(y)), \lambda(y) \right\}.
\]

Proof. The proof proceeds by the same case analysis as in the proof of lemma 12 with the same free energies but now \( \kappa(b) > \kappa(a) \). Bound (d) is always at least as large as bound (c) so we only need to consider cases (a), (b) and (d). These are equivalent to the following upper bound on the free energy:

\[
\limsup_{n \to \infty} \frac{1}{3n} \log T^{(\omega)}_{3n}(a, b, y) \leq \max \left\{ \frac{1}{3}(\kappa(a) + 2\lambda(y)), \frac{1}{3}(\kappa(a) + \kappa(b) + \lambda(y)), \frac{1}{3}(2\kappa(a) + \kappa(b)), \lambda(y) \right\},
\]

but, since \( \kappa(a) < \kappa(b) \),

\[
\kappa(a) + 2\lambda(y) \leq \max \{ \kappa(a) + \kappa(b) + \lambda(y), 3\lambda(y) \}
\]

which completes the proof. \( \square \)

The proof of the following theorem uses this lemma together with strategy lower bounds.

Theorem 10. When \( y \geq 1 \) and \( \kappa(a) < \kappa(b) \)
\[ \tau_e(a, b, y) = \lim_{n \to \infty} \frac{1}{3n} \log T_{3n}^{(e)}(a, b, y) \]
\[ = \max \left\{ \frac{1}{3}(2 \kappa(a) + \kappa(b)), \frac{1}{3}(\kappa(a) + \kappa(b) + \lambda(y)), \lambda(y) \right\}. \]

**Proof.** The first and third lower bounds come from the constructions used in the proof of theorem 9. For the second bound consider the subset of walks constructed by concatenating three sub-walks of length \( n \), the first being a loop unfolded in the \( x_1 \)-direction labelled \( A \), the second being a loop unfolded in the \( x_1 \)-direction labelled \( B \) and the third being a positive walk unfolded in the \( x_1 \)-direction with only the 0-vertex in the surface. Again, unfolding doesn’t change the free energy \([7]\) so this subset of walks gives the bound
\[ \lim \inf_{n \to \infty} \frac{1}{3n} \log T_{3n}^{(e)}(a, b, y) \geq \frac{1}{3}(\kappa(a) + \kappa(b) + \lambda(y)). \]
Together with the two lower bounds from theorem 9 and the upper bound from lemma 13, this completes the proof. \( \square \)

Next, we need to determine the phase behaviour in this model for \( y > 1 \). There are the cases to consider in theorems 9 and 10. In addition to these, there are also phase boundaries due to adsorption transitions in \( \kappa(a) \) and \( \kappa(b) \) when either \( a = a_c \) or \( b = a_c \). The free energy is explicitly given by
\[ \tau_e(a, b, y) = \begin{cases} 
\frac{1}{3}(\log \mu_3 + \kappa(b) + \lambda(y)), & \text{if } a < a_c \& \kappa(b) + \log \mu_3 > 2 \lambda(y); \\
\frac{1}{3}(\kappa(a) + \kappa(b) + \lambda(y)), & \text{if } a_c < a < a_M \& \kappa(a) + \kappa(b) > 2 \lambda(y); \\
\frac{1}{3}(2 \kappa(a) + \kappa(b)), & \text{if } a > a_M, b > a_c \& 2 \kappa(a) + \kappa(b) > 3 \lambda(y); \\
\frac{1}{3}(2 \kappa(a) + \log \mu_3), & \text{if } b < a_c \& 2 \kappa(a) + \log \mu_3 > 3 \lambda(y); \\
\lambda(y), & \text{otherwise}, 
\end{cases} \]

(102)

where \( a_M \) is the solution of \( \kappa(a) = \lambda(y) \). The phase diagram is shown in figure 13.

### 6.2 Triblock copolymers pulled at a mid-point

In this section the ABA-block copolymer is pulled at its mid-point (which is also the mid-point of the \( B \)-block). The setup is very similar to that of the previous section but now \( h \) is the \( x_3 \)-coordinate of the middle vertex of the walk. We write \( T_{3n}^{(m)}(v_A, v_B, h) \) for the number of self-avoiding walks with \( 3n \) edges, with the same labelling and restrictions, and having the \( x_3 \)-coordinate of the middle vertex equal to \( h \). The corresponding partition function is
\[ T_{3n}^{(m)}(a, b, y) = \sum_{v_A, v_B, h} T_{3n}^{(m)}(v_A, v_B, h) a^{v_A} b^{v_B} y^{h}. \]

(103)

We write
\[ \tau_m(a, b, y) = \lim_{n \to \infty} \frac{1}{3n} \log T_{3n}^{(m)}(a, b, y) \]

(104)
Figure 13. The phase diagram of triblock ABA-copolymers pulled at the end-vertex. There are five phases, including phases which are mixed. The ABA-adsorbed phase is separated from the A-adsorbed phase at \( b = a_c \), when the middle part of the adsorbed ABA-copolymer releases. The ABA-adsorbed phase is separated from the AB-adsorbed and ballistic phase when the last A-block is pulled from its adsorbed state at \( a = a_M \), where \( a_M \) is the solution of \( \kappa(a) = \lambda(y) \). This mixed phase is further separated from the B-adsorbed and ballistic phase when \( a = a_c \) when the first A-block desorbs leaving only the middle B-block adsorbed and the last A-block ballistic. For both \( a \) and \( b \) small the ABA-copolymer is ballistic, and this phase shares phase boundaries with the other four phases. It is separated at the critical value of \( b = b_L \) given by the solution of \( \kappa(b) + \frac{1}{3} \log \mu_3 = 2 \lambda(y) \) from the B-adsorbed and ballistic phase and by the solution \( a = a_m \) of \( 2 \kappa(a) + \log \mu_3 = 3 \lambda(y) \) from the A-adsorbed phase. The phase boundary separating it from the AB-adsorbed and ballistic phase is given by the solution of \( \kappa(a) + \kappa(b) = 2 \lambda(y) \) and this is asymptotic to \( a b = (y/\mu_2)^2 \). The phase boundary separating it from the ABA-adsorbed phase is given by the solution of \( 2 \kappa(a) + \kappa(b) = 3 \lambda(y) \) and this is asymptotic to \( a^2 b = (y/\mu_2)^2 \). The curved phase boundaries can be shown to pass through the points \((a_c, b_L), (a_M, a_M)\) and \((a_K, a_c)\), as shown.

for the free energy, whenever this limit exists. When \( b = y = 0 \) there is an exceptional situation where the free energy does not exist; this exception is assumed for this model.

Suppose first that \( y \leq 1 \). In this case the force is either zero or directed towards the adsorbing surface. The free energy is given in the next theorem.

**Theorem 11.** When \( y \leq 1 \)

\[
\tau_m(a, b, y) = \frac{1}{3}(2 \kappa(a) + \kappa(b)).
\]

**Proof.** The proof is similar to the proof of theorem 8. For the lower bound (at \( y = 0 \)) we consider the case where the middle vertex is in the surface and we concatenate four unfolded loops, the first and fourth of length \( n \) and the second and third of length \( \frac{1}{2} n \). For the special case when \( b = 0 \), even though \( y = 0 \) is not permitted, a similar lower bound can be constructed that replaces the loop for the \( B \)-block by an unfolded positive walk that does not intersect the surface (see arguments leading to equation (87) for example). \( \square \)
The result in theorem 11 is identical to theorem 8, and the free energy is given by equation (101). The phase diagram in this case is shown in figure 12.

Consider next the case \( y > 1 \). If \( \kappa(a) \geq \kappa(b) \) (that is, when \( a \geq b \)), then upper bounds are given in the next lemma.

**Lemma 14.** When \( y \geq 1 \) and \( \kappa(a) > \kappa(b) \)

\[
\limsup_{n \to \infty} \frac{1}{3n} \log T_{3n}^{\text{ex}}(a, b, y) \leq \max \left\{ \frac{1}{3}(2 \kappa(a) + \kappa(b)), \frac{1}{3}(2 \kappa(a) + \lambda(y^{1/2})), \frac{1}{2}(\lambda(y) + \log \mu_3) \right\}.
\]

**Proof.** The proof uses the same strategy as that used in lemma 12. We consider the same four cases but now the upper bounds on the free energies are:

(a) \( \frac{1}{3}(\max \{ \kappa(a), \lambda(y) \} + \frac{1}{2} \lambda(y) + \frac{3}{2} \log \mu_3) \),

(b) \( \frac{1}{3}(\kappa(a) + \max \{ \kappa(b), \frac{1}{2} \lambda(y) + \frac{1}{2} \log \mu_3 \} + \log \mu_3) \),

(c) \( \max \{ \lambda(y^{1/2}) \}, \frac{1}{2}(2 \kappa(a) + \lambda(y^{1/2})) \} \), and

(d) \( \max \{ \frac{1}{2}(2 \kappa(a) + \kappa(b)), \frac{1}{2}(2 \kappa(a) + \lambda(y^{1/2})) \} \).

Since \( \lambda(y) \) is a convex function of \( \log y \) [16],

\[
\lambda(y^{1/2}) \leq \frac{1}{2}(\lambda(y) + \log \mu_3).
\]  

(105)

We note that

\[
\frac{1}{3} \left( \kappa(a) + \frac{1}{2} \lambda(y) + \frac{3}{2} \log \mu_3 \right) > \frac{1}{2}(\lambda(y) + \log \mu_3)
\]

(106)

if and only if \( \kappa(a) > \lambda(y) \) or \( a > a_M \) where \( a_M \) is the solution of \( \kappa(a) = \lambda(y) \). But if \( \kappa(a) > \lambda(y) \) then

\[
(2\kappa(a) + \kappa(b)) - \left( \kappa(a) + \frac{1}{2} \lambda(y) + \frac{3}{2} \log \mu_3 \right)
\]

\[
= \frac{1}{2}(\kappa(a) - \lambda(y)) + \left( \frac{1}{2} \kappa(a) + \kappa(b) - \frac{3}{2} \log \mu_3 \right) > 0.
\]

Therefore

\[
\frac{1}{3} \left( \kappa(a) + \frac{1}{2} \lambda(y) + \frac{3}{2} \log \mu_3 \right) \leq \max \left\{ \frac{1}{2}(\lambda(y) + \log \mu_3), \frac{1}{3}(2 \kappa(a) + \kappa(b)) \right\}.
\]

(108)

Using (105) and (108) together with the four upper bounds above completes the proof. \( \square \)

The free energy for \( y \geq 1 \) and \( \kappa(a) \geq \kappa(b) \) is given by the next theorem.

**Theorem 12.** When \( y \geq 1 \) and \( \kappa(a) \geq \kappa(b) \)

\[
\lim_{n \to \infty} \frac{1}{3n} \log T_{3n}^{\text{ex}}(a, b, y) = \max \left\{ \frac{1}{3}(2 \kappa(a) + \kappa(b)), \frac{1}{3}(2 \kappa(a) + \lambda(y^{1/2})), \frac{1}{2}(\lambda(y) + \log \mu_3) \right\}.
\]
Proof. We construct three strategy lower bounds corresponding to the upper bounds in lemma 14. The first lower bound comes from considering three concatenated unfolded loops, labelled A, B and A, as in the proof of theorem 9. This gives the bound

\[
\liminf_{n \to \infty} \frac{1}{3n} \log T_{3n}^{(a)}(a, b, y) \geq \frac{1}{3} (2 \kappa(a) + \kappa(b)).
\]

To obtain the second lower bound we consider three concatenated subwalks. The first and third are each an unfolded loop labelled A, each contributing \( \frac{1}{3} \kappa(a) \) to the free energy. The second is an unfolded loop with only the vertices of degree 1 in the surface and pulled at its mid-point. This contributes \( \frac{1}{3} \lambda(y^{1/2}) \) to the free energy [20]. The total contribution of these three subwalks gives the lower bound

\[
\liminf_{n \to \infty} \frac{1}{3n} \log T_{3n}^{(a)}(a, b, y) \geq \frac{1}{3} (2 \kappa(a) + \lambda(y^{1/2})).
\]

The third lower bound comes from concatenating a bridge (in the \( x_3 \)-direction) unfolded in the \( x_1 \)-direction with \( \lfloor \frac{m}{2} \rfloor \) edges and pulled at its last vertex, with a walk unfolded in the \( x_1 \)-direction and restricted to have the \( x_3 \)-coordinates of its vertices at least as large as the top vertex of the bridge. Since this unfolding [8] and the confinement [9] do not change the free energy, these walks give the lower bound

\[
\liminf_{n \to \infty} \frac{1}{3n} \log T_{3n}^{(a)}(a, b, y) \geq \frac{1}{2} (\lambda(y) + \log \mu_3).
\]

These three bounds, together with the upper bounds from lemma 14, prove the theorem. □

This leaves the case \( \kappa(a) < \kappa(b) \) \( (a < b) \). This is the situation where B-vertices adsorb more strongly than A-vertices.

Lemma 15. When \( y \geq 1 \) and \( \kappa(b) > \kappa(a) \) \( (a \leq b) \),

\[
\limsup_{n \to \infty} \frac{1}{3n} \log T_{3n}^{(a)}(a, b, y) \leq \max \left\{ \frac{1}{3} (2 \kappa(a) + \kappa(b)), \frac{1}{2} (\lambda(y) + \log \mu_3) \right\}.
\]

Proof. The arguments in lemma 14 also work when \( \kappa(b) > \kappa(a) \), but we can improve that result here as follows: note that

\[
\frac{1}{3} (2 \kappa(a) + \lambda(y^{1/2})) > \frac{1}{3} (2 \kappa(a) + \kappa(b))
\]

if and only if \( \lambda(y^{1/2}) > \kappa(b) \). But if \( \lambda(y^{1/2}) > \kappa(b) \) then \( \lambda(y^{1/2}) > \kappa(a) \). Therefore

\[
\frac{1}{2} \lambda(y) + \frac{1}{2} \log \mu_3 \geq \lambda(y^{1/2}) > \frac{1}{3} (2 \kappa(a) + \lambda(y^{1/2})).
\]

This completes the proof. □

Lemma 15 together with some strategy lower bounds determines the free energy, as stated in the following theorem.

Theorem 13. When \( y \geq 1 \) and \( \kappa(b) > \kappa(a) \) \( (a \leq b) \),

\[
\lim_{n \to \infty} \frac{1}{3n} \log T_{3n}^{(a)}(a, b, y) = \max \left\{ \frac{1}{3} (2 \kappa(a) + \kappa(b)), \frac{1}{2} (\lambda(y) + \log \mu_3) \right\}.
\]
**Figure 14.** The phase diagram of triblock ABA-copolymers pulled at the middle vertex. There are four phases, including phases which are mixed. The ABA-adsorbed phase is separated from the A-adsorbed phase at \( b = b_N \) where \( b_N \) is the solution of \( \kappa(b) = \lambda(y^{1/2}) \). The A-adsorbed phase is seen when both \( b < b_N \) and \( a > a_K \), where \( a_K \) is the solution of \( 4\kappa(a) - 3\log \mu_3 = 3\lambda(y) - 2\lambda(y^{1/2}) \). The ABA-adsorbed phase is separated from the B-adsorbed phase at \( a = a_c \). The B-adsorbed phase is seen when both \( a < a_c \) and \( b > b_L \), where \( b_L \) is the solution of \( 2\kappa(b) = 3\lambda(y) - \log \mu_3 \). The ballistic phase is separated by the solution of \( 4\kappa(a) + 2\kappa(b) = 3\lambda(y) + 3\log \mu_3 \). This curved phase boundary is asymptotic to \( a^4 b^2 = y^3 \mu_1^3 \mu_2^2 \) and passes through the points \((a_c, b_L)\) and \((a_K, b_N)\), as shown.

**Proof.** The two required lower bounds come from exactly the same arguments as those used in the proof of theorem 12. Together with the upper bounds in lemma 15 these lower bounds establish the required result. □

The results in theorems 12 and 13 give the complete phase diagram of this model. The free energy is given by

\[
\tau_m(a, b, y) = \begin{cases} 
\frac{1}{7}(2 \log \mu_3 + \kappa(b)), & \text{if } a < a_c \text{ and } 2\kappa(b) + \log \mu_3 > 3\lambda(y); \\
\frac{1}{3}(2\kappa(a) + \lambda(y^{1/2})), & \text{if } \kappa(b) < \lambda(y^{1/2}) \text{ and } 4\kappa(a) - 3\log \mu_3 > 3\lambda(y) - 2\lambda(y^{1/2}); \\
\frac{1}{3}(2\kappa(a) + \kappa(b)), & \text{if } a > a_c, \kappa(b) > \lambda(y^{1/2}) \text{ and } 4\kappa(a) + 2\kappa(b) > 3\lambda(y) + 3\log \mu_3; \\
\frac{1}{2}(\lambda(y) + \log \mu_3), & \text{otherwise.}
\end{cases}
\]

The phase diagram can be determined from the above and is shown in figure 14.

7. Discussion

Linear block copolymers are an interesting class of polymers because of their application as steric stabilizers of colloidal dispersions. If one kind of block adsorbs strongly on the colloidal particle it anchors the polymer while the other block extends into the dispersing medium. This
paper has been concerned with self-avoiding walk models of diblock and triblock copolymers adsorbing at a surface and being desorbed by the application of a force. We have established the form of the phase diagram for several cases and we showed that it depends on the nature of the copolymer and on where the force is applied.

The methods developed in this paper could be extended to handle copolymers with alternating blocks \( A_m B_m A_m B_m \ldots \) where we have a total of \( k \) blocks, all of length \( m \), with \( k \) fixed and \( m \to \infty \). When \( a > b > a \), the copolymer is both \( A \)- and \( B \)-adsorbed and an increasing pulling force will desorb the copolymer. If the number of blocks is finite and pulled at an endpoint, then we distinguish between the cases where the last block is a \( B \)-block (meaning that the number of blocks is even), and the last block is an \( A \)-block (the number of blocks is odd). If the number of blocks is even then increasing the force will first pull off the last \( B \)-block at a critical force, but not the penultimate block which is an \( A \)-block (since \( a > b \)). Further increases in the pulling force finally desorb this \( A \)-block as well, at which point all the remaining blocks desorb and the entire copolymer is ballistic. The phase diagram in this case is similar to figure 8.

In the odd case the last block is an \( A \)-block. Once the pulling force desorbs this block, the entire copolymer desorbs, since \( a > b \). The phase diagram in this case will be similar to figure 13. These cases are similar to the desorption of a comb polymer considered in reference [21].

Our methods also generalise to diblock and triblock copolymers where the blocks have unequal lengths. In the case that all the blocks approach infinite lengths, the phase diagrams will be similar to those seen here, but with some of the phase boundaries moved. For example, for the diblock case, if \( A \)-blocks have fractional length \( x \), and \( B \)-blocks \( 1 - x \), then the \( AB \)-adsorbed phase in figure 11 will have free energy \( x\kappa(a) + (1 - x)\kappa(b) \). The free energies of the other phases will be similarly changed, and with those, the locations of the phase boundaries. The changes in other phase diagrams can be obtained similarly.

Other interesting models, different from the models in this paper, are when \( m \) is fixed and \( k \to \infty \). These include the strictly alternating case \( ABABAB \ldots \) and would require a different approach. See for instance [32] for the strictly alternating case without a force.
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