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We discuss the prospects to measure galaxy-cluster properties via weak lensing of 21-cm fluctuations from the dark ages and the epoch of reionization (EOR). We choose as a figure of merit the smallest cluster mass detectable through such measurements. We construct the minimum-variance quadratic estimator for the cluster mass based on lensing of 21-cm fluctuations at multiple redshifts. We discuss the tradeoff between frequency bandwidth, angular resolution, and number of redshift shells available for a fixed noise level for the radio detectors. Observations of lensing of the 21-cm background from the dark ages will be capable of detecting $M \gtrsim 10^{12} M_\odot$ mass halos, but will require futuristic experiments to overcome the contaminating sources. Next-generation radio measurements of 21-cm fluctuations from the EOR will, however, have the sensitivity to detect galaxy clusters with halo masses $M \gtrsim 10^{12} h^{-1} M_\odot$, given enough observation time (for the relevant sky patch) and collecting area to maximize their resolution capabilities.

I. INTRODUCTION

The hyperfine transition of neutral hydrogen at 21 cm provides a unique source of cosmological information from the epoch of reionization (EOR) and the dark ages\textsuperscript{[1,2]}. It is the target of several ongoing and near-future ground-based experiments\textsuperscript{3}, as well as more distant prospects such as a Lunar-based observatory\textsuperscript{4}. During the two relevant cosmological epochs, the dark ages and the EOR, the hyperfine transition is observed in absorption or emission, respectively, against the cosmic microwave background (CMB). By measuring this signal at different frequencies, the large redshift volume of these two epochs can be used to generate independent images of the spatial distribution of neutral hydrogen at different redshifts\textsuperscript{[5,6]}.

The image of the 21-cm signal from the dark ages and/or EOR should appear on the sky as a random field described by some statistically isotropic two-point correlation function. If, however, that image is distorted by weak gravitational lensing from foreground matter—either the large-scale inhomogeneous distribution of mass in the Universe or by discrete objects, like galaxy clusters—then there may be local departures from statistical isotropy induced\textsuperscript{[7,8]}. Measurement of these local departures from statistical isotropy may thus allow a measurement of the distribution of this intervening matter.

The effects of gravitational lensing of 21-cm anisotropies are the same as the analogous effects on CMB fluctuations and can therefore be analyzed with the tools developed for lensing of the CMB\textsuperscript{[9,10]}. However, the extension of 21-cm fluctuations to far smaller angular scales (limited in principle only by the baryonic Jeans mass\textsuperscript{[9]} than CMB fluctuations (which are suppressed on small scales by Silk damping\textsuperscript{[15]}), and the possibility to see images of the 21-cm background at multiple redshifts, make 21-cm lensing far more promising, ultimately, for weak-lensing studies. In particular, constraining the parameters of galaxy cluster mass profiles using weak lensing reconstruction can be a useful tool in probing the evolution of dark energy\textsuperscript{[10]} and studying the properties of dark matter (e.g. through the characterization of substructure or the mapping of its distribution in merging clusters).

High-resolution imaging of the mass distribution in galaxy clusters using 21-cm lensing was investigated in Ref.\textsuperscript{[10]} (and with simulations in Ref.\textsuperscript{[11]}). This work concluded that while forthcoming experiments may have the potential to provide some initial detections of galaxy clusters, the full promise of the technique will likely have to await subsequent generations.

The goal of this paper is to revisit lensing of the 21-cm background by galaxy clusters with an analytic treatment aimed primarily to help understand the dependence of the detectability of the signal on experimental parameters. The aim will be to clarify the experimental requirements for such detections and to assist in the design of experiments to make such measurements. More specifically, we use as a figure of merit the smallest galaxy-cluster mass detectable by a given experimental configuration and then investigate the dependence of this threshold mass on the experimental configuration.

The plan of the paper is as follows: In Section II, we review the 21-cm signal and examine its dependence on the observation frequency and on the bandwidth over which the signal is observed. In Section III we discuss the noise power spectrum of radio interferometers and study its dependence on frequency, bandwidth, angular resolution, observation time, and collecting area. In Section IV we review how lensing of the 21-cm background by galaxy-cluster masses is accomplished. We present a quadratic estimator for the weak-lensing convergence and derive the noise with which it can be measured. In Section V we construct a minimum-variance estimator for the galaxy-cluster mass obtained from the lensing convergence and derive a formula for the smallest detectable galaxy-cluster mass as a function of the various experimental parameters, assuming a Navarro-Frenk-White (NFW) mass profile. In Section VI we show the results...
for galaxy-cluster mass detectability with next generation interferometers as well as futuristic ideal experiments and discuss different tradeoffs between the experimental parameters. In Section VII we compare the prospects for mass measurements from lensing of 21-cm fluctuations with other mass measurements, mention possible improvements to our estimator and discuss some relevant subtleties. We conclude in Section VIII.

II. 21-CM EMISSION/ABSORPTION SIGNAL

We begin by reviewing the physics responsible for producing the 21-cm signal from the dark ages and the EOR, whose relative comoving volumes are illustrated in Fig. 1. Defining the spin temperature \( T_s \) as the excitation temperature of the hyperfine transition (characterizing the ratio between the number densities of hydrogen atoms in the excited and ground-state levels), the rest-frame brightness temperature of a patch of the sky is given by

\[
T_b = T_{\text{CMB}}e^{-\tau} + T_s(1 - e^{-\tau}),
\]

where the optical depth for the hyperfine transition is

\[
\tau = \frac{3c^3hA_{10}n_{\text{HI}}}{16k\nu_0^2 T_s H(z)},
\]

where \( A_{10} = 2.85 \times 10^{-15} \text{s}^{-1} \) is the Einstein coefficient for the transition, \( \nu_0 = 1420 \text{MHz} \) its rest-frame frequency and \( n_{\text{HI}} \) is the local neutral hydrogen density. The brightness temperature in this patch, at an observed frequency \( \nu \) corresponding to a redshift \( 1 + z = \nu_0/\nu \), and the CMB is given by the difference

\[
\delta T_b(\nu) \approx \frac{T_s - T_{\text{CMB}}}{1 + z} \tau.
\]

Hence if the excitation temperature \( T_s \) in a region differs from that of the CMB, the region will appear in emission (if \( T_s > T_{\text{CMB}} \)) or absorption (if \( T_s < T_{\text{CMB}} \)) against the CMB.

During the dark ages, there is a redshift period \( 30 < z < 200 \) where neutral hydrogen should be visible in absorption against the CMB, as the spin temperature is coupled to the gas temperature [and cools adiabatically as \((1 + z)^2\)] while collisions are efficient and drops below the CMB temperature [which only cools as \((1 + z)\)]. This process peaks at \( z \approx 70 \) and lasts until the Hubble expansion renders collisions inefficient and \( T_s \sim T_{\text{CMB}} \) again at \( z \approx 30 \). The signal from this early epoch is not affected by nonlinear density structures nor contaminated by astrophysical sources, which have yet to form.

A 21-cm signal is also accessible during the EOR, at redshifts \( 7 \lesssim z \lesssim 13 \), when newly formed structure heated up neutral hydrogen but before the hydrogen became fully ionized. Predicting the brightness-temperature signal in this epoch is much harder, as astrophysical noise sources are substantial and our uncertainties as to the beginning and duration of this period are significant. Unlike the dark ages signal, in order to plot the signal during reionization we need to trace the redshift behavior of the neutral gas fraction which determines the optical depth, Eq. (1), for the hyperfine transition.

In the Appendix, we review the power spectrum of intensity fluctuations of 21-cm radiation. Eqs. (A3)-(A5) describe the angular power spectrum and its approximated form in the limit of large and small scales. In observations of these fluctuations, an important factor is the damping that results from line-of-sight averaging in a width \( \delta r \) (corresponding to an observed bandwidth \( \Delta \nu \)) around the distance \( r \) to the desired frequency \( \nu \), whose scale is determined for a given radio interferometer through the relation

\[
\delta r/r \approx 0.5(\Delta \nu/\nu)(1 + z)^{-1/2}.
\]

In Fig. 2 we plot the 21-cm dark ages signal power spectrum, Eq. (A3), in several redshifts using CAMB [7] in the limit of sharp frequency bandwidth and with a bandwidth of \( \Delta \nu = 0.1 \text{MHz} \) (resulting in damping above \( l \approx 10^3 \)) in the linear regime. The signal peaks at redshift \( z \approx 60 \) where the deviation between the spin temperature and that of the CMB is maximal [6]. We see that for a given bandwidth, the signal is roughly within the same order of magnitude for most redshifts up to very small angular scales, corresponding to arcsecond resolutions.

In Fig. 3 we plot the 21-cm EOR signal power spectrum, assuming reionization is instantaneous and complete at \( z = 7 \), using the approximations in Eqs. (A4) and (A5) for a bandwidth of 1 MHz. The damping scale is again approximately \( l \approx 10^3 \) (as the redshift of reionization is an order of magnitude smaller), and the signal is roughly constant for small scales up to \( \gtrsim 10^4 \), corresponding to slightly better than arcminute resolutions.

In the next section we compare the 21-cm signal with the noise power spectrum estimation of radio interferometers, before heading on to discuss the reconstruction of
gray) and SKA with 10\times f_{\text{cover}} \equiv N_{\text{dish}} A_{\text{dish}} / A_{\text{total}}. For uniform Fourier area coverage, a system temperature $T_{\text{sys}}$, a frequency window $\Delta \nu$, and an observing time $t_o$, the noise power spectrum is

$$I^2 C_l = \frac{(2\pi)^3 T_{\text{sys}}^2(\nu)}{\Delta \nu \nu I^2 \text{cover}(\nu)} \left( \frac{l}{l_{\text{cover}}(\nu)} \right)^2. \quad (4)$$

Thus, for uniform Fourier coverage in an experiment targeting a frequency $\nu$ with bandwidth $\Delta \nu$, we conclude that $C_l^n \sim \text{const} \equiv 2\pi \beta(\nu) (I^2 \text{cover}(\nu) / \nu)_0^{-1}$, where $\beta(\nu) = (2\pi)^2 T_{\text{sys}}^2(\nu) I^2 \text{cover}(\nu) / \nu_0$. As we can see from Figs. 2 and 3 on the relevant (small) scales for cluster reconstruction, the 21-cm radiation power spectrum at a given frequency and bandwidth behaves roughly (up to an order of magnitude) as $I^2 C_l \sim \text{const} \equiv 2\pi \alpha(\nu, \Delta \nu)$. To find the value $l_{\text{max}}$ beyond which the noise $C_l^n$ is no longer negligible, we compare $C_{l_{\text{max}}} = C_l^n$ to find

$$l_{\text{max}}^2 = \frac{\alpha(\nu, \Delta \nu)}{\beta(\nu)} (I^2 \text{cover}, t_0 \Delta \nu). \quad (5)$$

This quantity depends trivially on the fractional coverage and observation time (they only affect the noise). The dependence on frequency and bandwidth is more elaborate, as we discuss later on below.

Observing the 21-cm anisotropies during the dark ages will be very challenging. The redshift range $30 < z < 200$ of absorption of the CMB at 21-cm ($\nu = 1420$ MHz) in the rest frame of the neutral-hydrogen gas corresponds to very low frequencies $7 \text{ MHz} < \nu < 46 \text{ MHz}$, where the sky temperature (dominated by foreground sources of synchrotron emission from the Galaxy and from extragalactic sources) in regions of minimum emission at high Galactic latitudes, approximately given by $T_{\text{sys}} \sim 180(\nu/180 \text{ MHz})^{-2.6} \text{ K}$, reaches $\sim 10^4 - 10^6 \text{ K}$, many orders of magnitude above the signal $\sim 1 \text{ mK}$ (as seen in Figs. 2 and 3).

While both Galactic and extragalactic emissions vary smoothly and could be possibly subtracted by taking observations at two closely spaced frequencies, the additional sources of interference are harder to overcome. Terrestrial radio frequency interference is abundant in this range and is not spectrally smooth. Another source of contamination is the ionosphere which causes phase distortions in the cosmic signal and turns opaque at frequencies $\nu \lesssim 20 \text{ MHz}$. A future experiment, based on placing a dark ages observatory on the far side of the Moon (which has no permanent ionosphere and its far side is shielded from terrestrial radio interference) was suggested in Ref. [4]. With a baseline on the order of $\gtrsim 10 - 100 \text{ km}$, angular resolutions corresponding to $l_{\text{max}} \sim 10^4 - 10^5$ (for source redshifts $z = 30 - 300$) might be reached in such an experiment, compensating for covering fraction and system temperature with prolonged observation time. With sufficient frequency coverage, the huge volume of CMB absorption in neutral hydrogen during the dark ages, $30 \lesssim z \lesssim 200$.

### III. EXPERIMENTAL PROSPECTS

Following Ref. [5], we examine the noise power spectrum of a radio interferometer array. We denote by $l_{\text{cover}}(\nu) = 2\pi D / \lambda$ the maximum mode at frequency $\nu$ (corresponding to wavelength $\lambda$) that can be measured with an array of dishes with maximum baseline $D$ covering a total area $A_{\text{total}}$ with a covering fraction $f_{\text{cover}}$. For uniform Fourier area coverage, a system temperature $T_{\text{sys}}$, a frequency window $\Delta \nu$, and an observing time $t_o$, the noise power spectrum is

$$I^2 C_l = \frac{(2\pi)^3 T_{\text{sys}}^2(\nu)}{\Delta \nu \nu I^2 \text{cover}(\nu)} \left( \frac{l}{l_{\text{cover}}(\nu)} \right)^2. \quad (4)$$

Thus, for uniform Fourier coverage in an experiment targeting a frequency $\nu$ with bandwidth $\Delta \nu$, we conclude that $C_l^n \sim \text{const} \equiv 2\pi \beta(\nu) (I^2 \text{cover}(\nu) / \nu)_0^{-1}$, where $\beta(\nu) = (2\pi)^2 T_{\text{sys}}^2(\nu) I^2 \text{cover}(\nu) / \nu_0$. As we can see from Figs. 2 and 3 on the relevant (small) scales for cluster reconstruction, the 21-cm radiation power spectrum at a given frequency and bandwidth behaves roughly (up to an order of magnitude) as $I^2 C_l \sim \text{const} \equiv 2\pi \alpha(\nu, \Delta \nu)$. To find the value $l_{\text{max}}$ beyond which the noise $C_l^n$ is no longer negligible, we compare $C_{l_{\text{max}}} = C_l^n$ to find

$$l_{\text{max}}^2 = \frac{\alpha(\nu, \Delta \nu)}{\beta(\nu)} (I^2 \text{cover}, t_0 \Delta \nu). \quad (5)$$

This quantity depends trivially on the fractional coverage and observation time (they only affect the noise). The dependence on frequency and bandwidth is more elaborate, as we discuss later on below.

Observing the 21-cm anisotropies during the dark ages will be very challenging. The redshift range $30 < z < 200$ of absorption of the CMB at 21-cm ($\nu = 1420$ MHz) in the rest frame of the neutral-hydrogen gas corresponds to very low frequencies $7 \text{ MHz} < \nu < 46 \text{ MHz}$, where the sky temperature (dominated by foreground sources of synchrotron emission from the Galaxy and from extragalactic sources) in regions of minimum emission at high Galactic latitudes, approximately given by $T_{\text{sys}} \sim 180(\nu/180 \text{ MHz})^{-2.6} \text{ K}$, reaches $\sim 10^4 - 10^6 \text{ K}$, many orders of magnitude above the signal $\sim 1 \text{ mK}$ (as seen in Figs. 2 and 3).

While both Galactic and extragalactic emissions vary smoothly and could be possibly subtracted by taking observations at two closely spaced frequencies, the additional sources of interference are harder to overcome. Terrestrial radio frequency interference is abundant in this range and is not spectrally smooth. Another source of contamination is the ionosphere which causes phase distortions in the cosmic signal and turns opaque at frequencies $\nu \lesssim 20 \text{ MHz}$ (corresponding to $z > 70$). A futuristic experiment, based on placing a dark ages observatory on the far side of the Moon (which has no permanent ionosphere and its far side is shielded from terrestrial radio interference) was suggested in Ref. [4]. With a baseline on the order of $\gtrsim 10 - 100 \text{ km}$, angular resolutions corresponding to $l_{\text{max}} \sim 10^4 - 10^5$ (for source redshifts $z = 30 - 300$) might be reached in such an experiment, compensating for covering fraction and system temperature with prolonged observation time. With sufficient frequency coverage, the huge volume of CMB absorption in neutral hydrogen during the dark ages, $30 \lesssim z \lesssim 200$,.

![Fig. 2: 21-cm power spectrum for different redshifts during the dark ages, calculated using CAMB Sources.](image2)

![Fig. 3: 21-cm EOR power spectrum at redshift $z=7$, assuming complete and instantaneous reionization just after $z=7$, using Eqs. (A4) and (A5) (with an amplitude $\delta T_b(\nu) \sim 20 \text{ mK}$).](image3)
can be used to beat down the noise (by combining redshift slices, as we describe in the next Section) and measure the mass profile parameters of galaxy clusters to high accuracy.

To reach a measurement within the decade, the best candidate is the currently planned next generation experiment to measure 21-cm emission from neutral hydrogen during the EOR, the Square Kilometer Array\(^1\) (SKA). With a design based on an extended region of D~6 km where \(l_{\text{cover}}(\nu) \sim 10^4\) for the relevant frequencies in the epoch of reionization and \(f_{\text{cover}} \sim 0.02\), SKA can reach an observing time of order \(t_0 \sim 1000\) hrs in one season covering up to an area of \(\sim 2\pi\) sr in the sky.

In Fig. 3 we plot several noise power spectra matching the current plans for a three-season run of SKA measuring at a frequency corresponding to redshift \(z = 7\) with a bandwidth of 1 MHz, as well as scenarios with an order of magnitude larger observation time, and with four times the coverage fraction. With the current plan, the maximum scale observable with a signal to noise greater than one is only \(O(l_{\text{max}} \sim 10^3)\). To reach \(l_{\text{max}} \gtrsim 10^4\) will require a considerable increase in coverage fraction and/or observation time.

**IV. LENSING OF 21-CM FLUCTUATIONS BY A GALAXY CLUSTER**

We now review the distortion to the 21-cm fluctuations induced by weak gravitational lensing. We assume that the lensing distortion takes place over a relatively small region of the sky, as should occur for lensing by a galaxy cluster, so that we can work in the flat-sky limit, where the analytic expressions are simpler.

Let \(I_0(\tilde{\theta})\) be the 21-cm intensity at position \(\tilde{\theta}\) on the sky. Lensing will deflect photons from \(\tilde{\theta}\) by an amount \(\delta \tilde{\theta} = \nabla \phi(\tilde{\theta})\). Here, \(\phi(\tilde{\theta})\) is the projected potential, related to the convergence \(\kappa(\tilde{\theta}) = \Sigma(\tilde{\theta})/\Sigma_{\text{crit}}\), by \(\nabla^2 \phi = 2\kappa\), where \(\Sigma(\tilde{\theta})\) is the surface mass density of the intervening cluster, and \(\Sigma_{\text{crit}} = 4\pi GD_d D_{ds}/(c^2 D_s)\) is the critical surface mass density in terms of the observer-lens, lens-source, and observer-source angular-diameter distances \(D_d, D_{ds}, D_s\), respectively. The observed intensity is thus \(I(\tilde{\theta}) = I_0(\tilde{\theta} + \delta \tilde{\theta}) \approx I_0(\tilde{\theta}) + \delta \tilde{\theta} \cdot \nabla I_0(\tilde{\theta})\).

We suppose that intensity is measured over some square patch of sky of solid angle \(\Omega\), decomposed into \(N_{\text{pix}}\) pixels at positions \(\tilde{\theta}_i\), for \(i = 1, 2, \ldots, N_{\text{pix}}\), surrounding the cluster. The intensity can then be written in terms of Fourier coefficients,

\[
I_\ell = \frac{1}{N_{\text{pix}}} \sum_{\tilde{\theta}_i} e^{-i \tilde{\theta}_i \cdot \ell} I_{\tilde{\theta}_i},
\]

as

\[
I(\tilde{\theta}_i) = \frac{1}{\Omega} \sum_{\ell} e^{-i \tilde{\theta}_i \cdot \ell} I_{\ell},
\]

where the sum is over the \(N_{\text{pix}}\) Fourier modes \(\ell\). The two-point intensity correlations are described by a power spectrum \(C_\ell\) defined by

\[
\langle I_{\ell} I_{\ell'} \rangle = \Omega C_\ell \delta_{\ell \ell'}
\]

The Fourier coefficients for the observed intensity are related to those of the unlensed intensity and deflection field by

\[
I_{\ell} = I_{0\ell} - \frac{1}{\Omega} \sum_{\ell'} \ell' \cdot (\ell - \ell') \phi_{\ell'} I_{0\ell'},
\]

from which it follows that for a fixed deflection field, the observed intensity satisfies

\[
\langle I_{\ell_1} I_{\ell_2} \rangle = \Omega C_{\ell_1} \delta_{\ell_1, -\ell_2} + \phi_{\ell} \ell \cdot (\ell_1 C_{\ell_1} + \ell_2 C_{\ell_2}),
\]

where \(\ell = \ell_1 + \ell_2\) and the ensemble average is for a fixed deflection field.

Since \(\kappa_{\ell} = -L^2 \phi_{\ell}/2\), each \(\ell_1, \ell_2\) pair of measured intensity Fourier modes with wavevectors \(\ell_1 + \ell_2 = \ell\) provides an estimator,

\[
\hat{\kappa}_{\ell_1, \ell_2} = -\frac{L^2}{2} \frac{I_{\ell_1} I_{\ell_2}}{\ell \cdot (\ell_1 C_{\ell_1} + \ell_2 C_{\ell_2})},
\]

and the variance of this estimator is

\[
\left\langle \left( \hat{\kappa}_{\ell_1, \ell_2} \right)^2 \right\rangle = \frac{L^4}{4} \frac{C_{\ell_1} C_{\ell_2} \Omega^2}{\left( \ell \cdot (\ell_1 C_{\ell_1} + \ell_2 C_{\ell_2}) \right)^2},
\]

where \(C_{\ell_1} = C_{\ell}^0\) is the power spectrum of the intensity map, including the noise \(C_{\ell}^0\).

We can then sum the estimators \(\hat{\kappa}_{\ell_1, \ell_2}\) over all \(\ell_1 + \ell_2 = \ell\) pairs (correcting for double counting of triangles with \(\ell' \leftrightarrow \ell - \ell'\)) with inverse-variance weighting to obtain the minimum-variance estimator,

\[
\hat{\kappa}_{\ell} = \frac{\Omega N_{\ell} F_{\ell}}{L^2} \sum_{\ell'} \frac{I_{\ell} I_{\ell'}}{\ell \cdot (\ell' C_{\ell'} + (\ell - \ell') C_{\ell - \ell'})}
\times \left[ \frac{C_{\ell} C_{\ell'} \Omega^2}{\left| \ell \cdot (\ell' C_{\ell'} + (\ell - \ell') C_{\ell - \ell'}) \right|^2} \right]^{-1},
\]

and

\[
N_{\ell}^{-1} = \frac{2 \Omega}{L^2} \sum_{\ell} \frac{\left| \ell \cdot (\ell' C_{\ell'} + (\ell - \ell') C_{\ell - \ell'}) \right|^2}{C_{\ell} C_{\ell'} \Omega^2}.
\]

\(^1\) http://www.skatelescope.org
is the noise spectrum for $\kappa_L$. Equivalently, $\langle |\kappa_L^E|^2 \rangle = (2\pi)^2 \delta(0) N^L_E = \Omega N^L_E$ is the variance with which $\kappa_L^E$ can be measured.

We now use the continuum limit $\Omega^{-1} \sum_l \rightarrow \int d^2l/(2\pi)^2$ and employ the simplifying assumption, Eq. [15], that the noise is small, $C^\mu_l \ll C_l$, so that $C^\text{map}_l \simeq C_l$, up to some scale $l_{\text{max}}$. Then, in the limit $L \ll l$ we approximate $|L - \bar{l}| \simeq l - L \cos \phi$, where $\cos \phi \equiv \vec{L} \cdot \vec{l}$, and then to first order, $C_{|L - \bar{l}|} \simeq C_l (\cos \phi) (\partial C_l/\partial l)$, which yields [8]

$$N^{-1}_E \simeq \frac{4}{L^4} \int \frac{d^2l}{(2\pi)^2} \frac{[\vec{L} \cdot \vec{i}C_{l,k} + \vec{L} \cdot (\vec{l} - \vec{i})C_{|L - \bar{l}|,k}]^2}{2 C_l C_{|L - \bar{l}|}} \simeq \frac{l_{\text{max}}^2}{2\pi} \left[ 1 + \frac{\partial \ln C_l}{\partial \ln l} + \frac{3}{8} \left( \frac{\partial \ln C_l}{\partial \ln l} \right)^2 \right].$$

Using the approximation leading to Eq. [15], that the noise for a single slice in an experiment at frequency $\nu$ with bandwidth $\Delta \nu$, a maximum baseline corresponding to $l_{\text{cover}}$, a coverage fraction $f_{\text{cover}}$, and observation time $t_0$, is approximately,

$$N_E \sim \frac{4\pi}{l_{\text{max}}^2} = \frac{4\pi \beta(\nu)}{\alpha(\nu, \Delta \nu) (f_{\text{cover}}^2 t_0 \Delta \nu)}.$$  \hspace{1cm} (16)$$

We can increase our signal considerably by changing the frequency at which the 21-cm map is made and thereby focus on spherical shells of neutral hydrogen at different redshifts. The above results for a single redshift slice can be extended to make use of the full redshift volume [8] by discretizing the $z$ direction into radial components so that $C_{l,k}$ is the power in a mode with angular component $l$ and radial components $k = 2\pi j/R$, where $R$ is the total radial length of the volume. Under the assumption that modes with different $k$ are independent, a total-volume estimator is built by summing the individual estimators, and the corresponding noise variance is

$$L^4/4 \frac{N_E}{N_{z}} \simeq \sum_k \int \frac{d^2l}{(2\pi)^2} \frac{[\vec{L} \cdot \vec{i}C_{l,k} + \vec{L} \cdot (\vec{l} - \vec{i})C_{|L - \bar{l}|,k}]^2}{2 C_{l,k} C_{|L - \bar{l}|,k}}.$$  \hspace{1cm} (17)$$

In general, to estimate the number of slices available, we can think of 21-cm maps at two different frequencies that correspond to spherical shells separated along the line of sight by a comoving distance $\Delta r$. These will be statistically independent at the highest $l$ provided that $(\Delta r/r_{\text{avg}}) \gtrsim l^{-1}$. An experiment that covers a spatial range $\Delta r$ or a frequency range $\nu_1 - \nu_2$ around a frequency $\nu$ will yield a total number of $N_z \sim (\Delta r/\Delta \nu) \simeq l(\Delta r/r_{\text{avg}}) \simeq 0.5 l((\nu_1 - \nu_2)/\nu)(1 + z)^{-1/2}$ statistically independent maps, which is roughly $N_z \sim 1500$ for the frequencies corresponding to the EOR at the maximum resolution of SKA and up to $N_z \sim 5000$ for a dark ages observatory with a baseline of 100 km (here we neglect the fact that different frequency bins are also somewhat correlated by contaminations). In practice, however, the tradeoff is a complicated one. While the signal is larger for narrow bandwidths, we saw in the last Section that the noise power spectrum around a given frequency increases as the frequency bandwidth is decreased, which limits the actual number of slices that can be combined in Eq. [17].

### V. ESTIMATING CLUSTER PROPERTIES

Applying the estimator in Eq. [14] for the convergence $\kappa_L$ to a patch of sky around a galaxy cluster (assuming we know the location of its center to enough accuracy, say from other sources such as Sunyaev-Zeldovich surveys), we can retrieve a 2D image of the weak-lensing convergence of the cluster which we can study versus theory or simulation. The total number of pixels in Fourier space is the same as in real space. We then denote the $N$ Fourier wavenumbers as $\vec{l}_i$ for $i = 1, 2, \ldots, N$. If $\kappa_{L_i}$ is the measured value for the pixel $i$ with variance $\langle |\kappa_{L_i}^E|^2 \rangle = \Omega N_{L_i}$, and the corresponding theoretical value is $\kappa_{L_i}^\text{th}(M_{\text{fid}})$ (calculated for some fiducial value $M_{\text{fid}}$), then an estimator for the halo mass per pixel is given by

$$\hat{M}_i = \frac{\kappa_{L_i}^E}{\kappa_{L_i}^\text{th}(M_{\text{fid}})} M_{\text{fid}},$$  \hspace{1cm} (18)$$

with variance

$$\langle |\hat{M}_i|^2 \rangle = \frac{\Omega N_{L_i}}{|\kappa_{L_i}^\text{th}(M_{\text{fid}})|^2} M_{\text{fid}}^2.$$  \hspace{1cm} (19)$$

From these we can build a minimum-variance estimator,

$$\hat{M} = \sum_i \frac{\hat{M}_i}{\langle |\hat{M}_i|^2 \rangle},$$  \hspace{1cm} (20)$$

for the mass as a weighted sum over the pixels. The variance of this estimator is, under the null hypothesis,

$$\sigma_{M}^{-2} = \sum_i 1/\langle |\hat{M}_i|^2 \rangle = \sum_i \frac{|\kappa_{L_i}^\text{th}(M_{\text{fid}})|^2}{M_{\text{fid}}^2 \Omega N_{L_i}} \approx \frac{\Omega N_{L_i}}{M_{\text{fid}}^2 \Omega 4\pi} \sum_i \frac{|\kappa_{L_i}^E(M_{\text{fid}})|^2 |W_{L_i}|^2}{M_{\text{fid}}^2} \approx \frac{\Omega N_{L_i}}{M_{\text{fid}}^2 4\pi} \int d^2L (2\pi)^2 |\kappa_{L_i}^\text{th}(M_{\text{fid}}) W_{L_i}|^2$$

$$= \frac{\Omega N_{L_i}}{M_{\text{fid}}^2 4\pi} \int d^2\theta \left[ \int d^2\varphi W(\varphi) \kappa(\theta - \varphi) \right]^2,$$

(21)

where in the second line we substituted

$$N_L = \frac{4\pi}{N_{\text{max}}^2} e^{-L^2/2r_{\text{max}}^2} \equiv \frac{4\pi}{N_{\text{max}}^2} W_{L}^{-1},$$  \hspace{1cm} (22)$$
with the exponential included to describe roughly the transition between those \( L \) modes that can be measured and those that cannot. In the third line in Eq. (21) we took the continuum limit \( \sum_{L} \Leftrightarrow \Omega \int d^{2}L/(2\pi)^{2} \), and in the fourth we used Parseval’s theorem to switch to real space, resulting in a convolution of the convergence with a two-dimensional Gaussian filter,

\[
W(\varphi) = \frac{1}{2\pi\theta_{s}^{2}} e^{-\frac{x^{2}}{2\theta_{s}^{2}}},
\]

with smoothing scale \( \theta_{s} \) given by \( \theta_{s} = \pi/L_{\text{max}} \) (we assume here that we can push \( L_{\text{max}} \) close to \( l_{\text{max}} \) which is verified numerically). Assuming a spherically symmetric profile and cutting off the integral at \( \Lambda \) when the signal becomes negligible, we get

\[
\sigma_{M}^{-2} = \frac{N_{l}f_{\text{max}}^{2}}{2M_{\text{fid}}^{2}} \int^{\Lambda} \theta d\theta
\]

\[
\times \left[ \int \varphi d\varphi W(\varphi) \int_{0}^{2\pi} d\phi \kappa(\sqrt{\theta^{2} + \varphi^{2} + 2\theta \varphi \cos \phi}) \right]^{2}.
\]

(24)

This equation, together with Eq. (5), allows a straightforward examination of the capabilities of different telescopes to reconstruct a given lensing source. The focus of this work is detection of a galaxy cluster, but a similar formula can be used to estimate the signal-to-noise for reconstruction of model parameters for other lensing sources, as we discuss in the Conclusion.

The remaining task is to calculate the convergence profile of a given cluster. We model the mass profile of the galaxy cluster by an NFW profile [24],

\[
\rho(r) = \rho_{s} \frac{1}{r/r_{s}(1 + r/r_{s})^{2}},
\]

(25)

where the scale radius \( r_{s} \) and normalization \( \rho_{s} \) are often described by the concentration parameter \( c \equiv r_{\text{vir}}/r_{s} \) and the cluster mass \( M = 4\pi r_{s}^{3}\rho_{s}[\ln(1 + c) - c/(1 + c)] \). Here, \( r_{\text{vir}} \) is the radius within which the enclosed mass \( M \) is 200 times the average mass of the same volume in a critical density universe.

The convergence \( \kappa(\theta) \) of the NFW profile is given by

\[
\kappa(\theta = r/D_{L}) = \frac{2\rho_{s}r_{s}}{2\rho_{s}} f(\theta/(r_{s}/D_{L})),
\]

(26)

where the functional form of the projected mass density is

\[
f(x) = \begin{cases} \frac{1}{x^{2}-1} \left[ 1 - \frac{4}{\sqrt{x^{2}-1}} \arctan \sqrt{\frac{x^{2}}{x^{2}-1}} \right], & x > 1, \\ \frac{1}{3}, & x = 1, \\ \frac{1}{x^{2}-1} \left[ 1 - \frac{2}{\sqrt{1-x^{2}}} \arctanh \sqrt{\frac{1-x}{1+x}} \right], & x < 1. \end{cases}
\]

(27)

In Fig. 4 we plot the convergence of a cluster at redshift \( z = 1 \) with mass of \( M_{1} = 5 \times 10^{14}h^{-1}M_{\odot} \) and concentration parameter \( c = 3 \) for a source at redshift \( z = 7 \). Plugging this in the integral of Eq. (24), we find that the signal-to-noise is saturated at the virial radius, so that effectively \( \Lambda = r_{\text{vir}} \), an order of magnitude above the corresponding Einstein radius. We also find that the dependence on the concentration parameter is small.

**VI. RESULTS**

To estimate the signal-to-noise with which this cluster mass can be reconstructed using the weak-lensing signal of 21-cm radiation measured by a radio interferometer, we consider the expected signal from the EOR from SKA (as described in the previous Section), an upgraded SKA with four times the collecting area, both with a bandwidth of 1 MHz, and an ideal experiment (capable of sustaining \( C_{l}^{\text{obs}} > C_{l}^{\text{obs}} \)) up to \( l_{\text{max}} = l_{\text{cover}} \) with the same resolution as SKA \((l_{\text{cover}} \gtrsim 10^{3})\) with a bandwidth small enough to reach the maximum number of independent redshift slices. We also include extremely optimistic limits for an ideal dark ages observatory with a baseline of 100 km (for which \( l_{\text{cover}} \sim 10^{5} \)).

In Fig. 5 we plot the smallest detectable mass as a function of redshift, for different experimental capabilities. We see that with the current plans for SKA, the weak-lensing reconstruction of clusters as considered in Fig. 4 is completely beyond reach, unless about an order of magnitude more observation time is dedicated to the patch containing the target galaxy-cluster. Future experiments will narrow this gap and enable the mass measurement of significantly smaller mass halos using 21-cm
weak lensing.

These detection prospects involve intricate tradeoffs between the different experimental parameters. For example, if we increase observation time by 2, we can reach the same \( l_{\text{max}} \) with half the frequency bandwidth, which will also allow us to use twice the number of \( z \)-slices, increasing the S/N by \( \sqrt{2} \). Alternatively, we could use this to reach a larger \( l_{\text{max}} \) (paying a small price for the damping in the signal power spectrum), which also increases the S/N, but this will still be limited by the maximum \( l \) set by the baseline of the interferometer. As mentioned in Section IV, one does not always do better by splitting up into smaller bandwidth bins because this increases the noise, yielding a smaller \( l_{\text{max}} \), which reduces the S/N and might also leave galaxy-cluster scales beyond reach. In addition, as we also discussed in Section IV, there is a lower limit to the frequency bandwidth (which determines the width of the redshift slices) below which the slices become correlated.

Another experimental issue is that as the observed frequency is increased in order to use multiple redshift slices, a larger baseline is needed to cover the same scales. This means that for a given experimental baseline, the contribution of additional slices degrades with their redshift and the S/N grows slower than \( 1/\sqrt{N_z} \). On the other hand, for high redshift clusters (which approach the sources of the EOR) the increase in lensing signal due to the larger line-of-sight distance traveled is larger than the loss in resolution, and so the S/N grows faster than \( 1/\sqrt{N_z} \).

To demonstrate this last point quantitatively\(^2\), we plot in Fig. (6) the 1\( \sigma \) detection limits for two cluster redshifts as the number of redshift slices accumulated beyond \( z = 7 \) is increased. We assume a bandwidth of \( \Delta \nu = 0.1 \text{ MHz} \) (yielding roughly \( \sim 800 \) slices in the range \( z = 7 - 13 \)) and unlimited observation time so that the maximum resolution of SKA is reached. We see that the low redshift cluster gains less improvement in S/N as the number of redshifts is increased, because the smallest observable scale with a given baseline decreases with redshift. We also see that for a high redshift cluster, which is closer to the redshifts of the EOR, the benefit from the inclusion of additional redshift slices more than compensates for this degradation in resolution.

Finally, our estimator, Eq. (20), can be generalized to include the free parameters of the cluster location, which in this work we assumed were already known from other surveys.

---

\(^2\) A full treatment must also take into account the redshift dependence of the 21-cm signal amplitude, which is not trivial, as can be seen for the dark ages in Fig. 2 but we neglect this for the purpose of this demonstration.
(e.g. Refs. 17 [24, 26]) is to stack reconstructed images of $N$ different clusters to yield a $\sqrt{N}$ improvement in the signal-to-noise for fitting an overall mass profile (much like the use of different 21-cm redshift slices of the same cluster in Eq. (17)).

In comparison to other sources for weak-lensing measurements, such as galaxy shapes [27, 28], or CMB fluctuations 15 (detected recently [29]), the potential in 21-cm measurements is far greater. Even deep galaxy surveys will be limited to lower redshifts with small sky coverage and will not exceed arcminute resolutions. CMB lensing reconstruction at small scales is difficult because of the absence of power due to Silk damping at these scales and due to the ambiguity caused by the presence of a similar signature from the kinetic Sunyaev-Zeldovich effect on the CMB photons passing through the moving clumps [17, 26]. Even with ideal experiments at arcminute resolutions, the corresponding minimum galaxy-cluster mass detectable according to Eq. (24) with a CMB experiment is $M \sim 10^{15} h^{-1} M_\odot$. An average mass profile of $M \sim 10^{14} h^{-1} M_\odot$ can be measured with reasonable signal to noise by stacking thousands of galaxies, but the detailed reconstruction of an individual cluster is beyond the reach of these alternative methods.

Finally, an issue which we have neglected in this work is the influence of non-gaussianities which would have to be taken into account to yield accurate predictions. Particularly important is the effect of nonlinear structure [12, 30], which is relevant during the epoch of reionization, when certain patches of the intergalactic medium become substantially ionized well before its end. In order to properly account for these effects, the details of the reionization process will have to be uncovered. However, under the assumption that these features appear in higher resolutions than that of our considered interferometers [8, 10], there will be no connected four-point function contribution to the variance of the quadratic lensing estimator used here, and this treatment remains valid.

### VIII. CONCLUSION

When 21-cm fluctuations become accessible to observations at small angular scales, the application of weak-lensing reconstruction methods will open the door to unprecedented precision measurements of local structure. We have found here that galaxy clusters can be detected by lensing reconstruction with futuristic experiments measuring CMB absorption by neutral hydrogen during the dark ages 30 $z \lesssim 200$ down to halo masses of order $M \gtrsim 10^{15} h^{-1} M_\odot$. Next-generation interferometers measuring emission from hot neutral-hydrogen gas during the epoch of reionization 7 $z \lesssim 13$ will be limited to $M \gtrsim 10^{15} h^{-1} M_\odot$ with the currently planned specifications. If, however, the collecting area or the observation time can be increased, they may be able to push the limit down to $M \gtrsim 10^{13} h^{-1} M_\odot$ (in particular, this can be reached by increasing the observation time dedicated to the target patch alone by two orders of magnitude). While these are challenging goals that remain unattainable in the near future, the potential achievements discussed here provide more motivation to invest in alleviating the experimental limitations.

Meanwhile, we can use the prescription described here to construct estimators for model parameters of other structures, from standard isothermal spheres and voids to more exotic structures such as cosmic textures 31 [32] or overdensities created by pre-inflationary particles [33, 34]. In future work we shall address the weak-lensing detectability, with 21-cm weak lensing, of voids or textures that might be responsible for the cold spot in WMAP CMB data [35, 36].
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### Appendix A: Power spectrum of 21-cm fluctuations

We review the angular power spectrum of intensity fluctuations in the 21-cm signal induced by large-scale density inhomogeneities during the dark ages and the EOR, when redshift distortions are neglected. Following Refs. [11, 5], we start in three dimensions and first define the dimensionless fractional perturbation $\delta_H(r, \nu) \equiv \delta T_b(r, \nu)/\Delta T_b(r, \nu)$ of the brightness temperature (where $\Delta T_b$ is its mean), whose power spectrum in Fourier space is given by $\langle \delta_H(k_1) \delta_H(k_2) \rangle \equiv (2\pi)^3\delta^3(k_1 + k_2) P(k_1, k_2)$ with its dimensionless counterpart $\delta^2(k, z) = (k^3/2\pi^2) P(k, z)$. We move to two dimensions by integrating along the line of sight,

$$\delta_H(\hat{n}, \nu) = \int dr W(r, r_\nu) \delta_H(r, \nu), \quad (A1)$$

with a projection window function $W(r, r_\nu)$ that peaks at the radial distance $r_\nu$ to the desired frequency $\nu$ within a width $\delta r$ corresponding to an observational bandwidth $\Delta \nu$. To expand the brightness temperature in spherical harmonics, we use the planar wave expansion $e^{ikx} = \sum_{lm} 4\pi i^lj_l(kr)Y_{lm}(\hat{n})Y_{lm}(\hat{k})$ (where $j_l(x)$ is the spherical harmonics.}

$$\delta_H(\hat{n}, \nu) = \int dr W(r, r_\nu) \delta_H(r, \nu), \quad (A1)$$

with a projection window function $W(r, r_\nu)$ that peaks at the radial distance $r_\nu$ to the desired frequency $\nu$ within a width $\delta r$ corresponding to an observational bandwidth $\Delta \nu$. To expand the brightness temperature in spherical harmonics, we use the planar wave expansion $e^{ikx} = \sum_{lm} 4\pi i^lj_l(kr)Y_{lm}(\hat{n})Y_{lm}(\hat{k})$ (where $j_l(x)$ is the spherical harmonics.}
The brightness temperature power spectrum of 21-cm fluctuations, defined as \( a_{lm}(\nu) \), is then given by

\[
C_l(\nu, \nu') = 4\pi \int \frac{d^3 k}{(2\pi)^3} \delta_{HH}(k, \nu) \alpha_l(k, \nu) Y^*_{lm}(\hat{k}).
\]

Under the approximation \( \Delta^2(k, z) \approx \Delta^2(l/r, z) \), for a pure power-law power spectrum and for large angular scales \( 1/\delta r \ll 1 \), the line of sight integration is approximately a delta function and we get

\[
\frac{\ell^2 C_l(\nu, \nu)}{2\pi} \propto \delta T_b^2(\nu) \Delta^2(l/r, z),
\]

For the purposes of reconstructing galaxy-cluster profiles, we are mostly interested in the smallest observable scales, which satisfy the limit \( 1/\delta r \gg 1 \). Applying the Limber approximation \[21\] \[22\] in Fourier space \[23\] yields

\[
\frac{\ell^2 C_l(\nu, \nu)}{2\pi} \propto \delta T_b^2(\nu) \Delta^2(l/r, z) \frac{r_\nu}{l/\delta r},
\]

where we see the suppression of small-angle fluctuations resulting from averaging out of modes \( k \gtrsim 1/\delta r \) in Eq. \[A1\].
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