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Abstract

So far, the pseudo cross-variogram is primarily used as a tool for the structural analysis of multivariate random fields. Mainly applying recent theoretical results on the pseudo cross-variogram, we use it as a cornerstone in the construction of valid covariance models for multivariate random fields. In particular, we extend known univariate constructions to the multivariate case, and generalize existing multivariate models. Furthermore, we provide a general construction principle for conditionally negative definite matrix-valued kernels, which we use to reinterpret previous modeling proposals.
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1 Introduction

Multivariate data are of ever-increasing importance in today’s world. They usually show dependencies between the variables and therefore contain additional information to exploit; so joint instead of separate modeling is needed to use them to full advantage. A popular approach in that regard is to use multivariate random fields, and to describe the dependence structure via a cross-covariance function. This way, cross-covariance functions are applied to problems in various areas, which include atmospheric science (Apanasovich and Genton, 2010; Li et al., 2008; Qadir et al., 2020), meteorology (Bourrotte et al., 2016; Cressie and Zammit-Mangion, 2016; Genton and Kleiber, 2015;
Constructing valid cross-covariance functions is a challenging task. Several approaches have been proposed, which include latent dimensions (Apanasovich and Genton, 2010), the linear model of coregionalization (Goulard and Voltz, 1992), convolution methods (Majumdar and Gelfand, 2007; Ver Hoef and Barry, 1998), deformations (Sampson and Guttorp, 1992; Vu et al., 2021), multivariate adaptation (Apanasovich et al., 2012; Gneiting et al., 2010; Moreva and Schlather, 2016; Porcu et al., 2018), mixtures (Bourouste et al., 2016; Porcu and Zastavnyi, 2011), and a conditional approach (Cressie and Zammit-Mangion, 2016). The benefits and drawbacks of the resulting models are sufficiently well-known. For instance, all referenced models stemming from the multivariate adaptation approach are symmetric, which can lead to inferior predictions, cf. Li and Zhang (2011).

Pseudo cross-variograms are useful quantities for the structural analysis of multivariate random fields. Apart from their usage in multivariate geostatistics, they also appear naturally in extreme value theory in the context of multivariate Brown-Resnick processes (Genton et al., 2015). Only recently, theoretical results on pseudo cross-variograms have been established (Dörr and Schlather, 2021), which bridge between pseudo cross-variograms and matrix-valued correlation functions through a matrix-valued version of Schoenberg’s theorem (Schoenberg, 1938). This intimate connection adds another dimension to the range of applications of pseudo cross-variograms, that is, the construction of valid covariance models for multivariate random fields. In this regard, pseudo cross-variograms have already been used in Dörr and Schlather (2021), Allard et al. (2022) and Porcu et al. (2022) to propose several extensions of Gneiting’s popular univariate space-time covariance model (Gneiting, 2002b), thereby meeting one of the requests of Chen et al. (2021) for flexible space-time cross-covariance models.

Our aim here is to further highlight the potential of pseudo cross-variograms for the construction of (asymmetric) cross-covariance models. To this end, we present several selected extensions of univariate constructions found in the literature which can be transferred to the multivariate case via pseudo cross-variograms. We also illustrate that pseudo cross-variograms can be used to further generalize, in some sense, parsimonious cross-covariances.

In Section 2, we briefly provide the necessary background on pseudo cross-variograms and cross-covariance functions. In Section 3, we present a general construction principle for conditionally negative definite kernels and briefly discuss some existing construction principles for pseudo cross-variograms. In the remaining sections, we present several matrix-valued covariance models, starting with mixture proposals in Section 4, followed by non-stationary models, and models involving derivatives in Sections 5 and 6. Eventually, we present a particular class of infinitely divisible matrix-valued models in Section 7.
2 Preliminaries

A matrix-valued kernel $C : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^{m \times m}$ with $C_{ij}(x, y) = C_{ji}(y, x)$, $x, y \in \mathbb{R}^d$, $i, j = 1, \ldots, m$, is called positive definite, if

$$\sum_{i=1}^{n} \sum_{j=1}^{n} \alpha_i^\top C(x_i, x_j)\alpha_j \geq 0$$

for all $n \in \mathbb{N}, x_1, \ldots, x_n \in \mathbb{R}^d, \alpha_1, \ldots, \alpha_n \in \mathbb{R}^m$. The class of matrix-valued positive definite kernels coincides with the class of cross-covariances for multivariate random fields. If the kernel $C$ only depends on the difference $x - y$, then $C$ is called a positive definite (matrix-valued) function.

For an $m$-variate random field $Z$ such that $Z_i(x) - Z_j(y)$ is square integrable for all $x, y \in \mathbb{R}^d$, $i, j = 1, \ldots, m$, the non-stationary pseudo cross-variogram $\gamma : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^{m \times m}$ is defined via

$$\gamma_{ij}(x, y) = \frac{1}{2} \text{Var}(Z_i(x) - Z_j(y)), \quad x, y \in \mathbb{R}^d, \quad i, j = 1, \ldots, m.$$ 

If $\text{Var}(Z_i(x + h) - Z_j(x))$ does not depend on $x$ for all $x, h \in \mathbb{R}^d, i, j = 1, \ldots, m$, then the pseudo cross-variogram $\gamma : \mathbb{R}^d \to \mathbb{R}^{m \times m}$ is given via

$$\gamma_{ij}(h) = \frac{1}{2} \text{Var}(Z_i(x + h) - Z_j(x)), \quad x, h \in \mathbb{R}^d, \quad i, j = 1, \ldots, m.$$ 

The diagonal entries of pseudo cross-variograms are univariate variograms. A matrix-valued kernel $\gamma$ is a non-stationary pseudo cross-variogram, if and only if $\gamma_{ii}(x, x) = 0$, for all $x \in \mathbb{R}^d, i = 1, \ldots, m$, and $\gamma$ is a conditionally negative definite matrix-valued kernel, i.e., $\gamma_{ij}(x, y) = \gamma_{ji}(y, x)$, $x, y \in \mathbb{R}^d, i, j = 1, \ldots, m$, and

$$\sum_{i=1}^{n} \sum_{j=1}^{n} \alpha_i^\top \gamma(x_i, x_j)\alpha_j \leq 0,$$

for all $n \in \mathbb{N}, x_1, \ldots, x_n \in \mathbb{R}^d, \alpha_1, \ldots, \alpha_n \in \mathbb{R}^m$ such that $1_m^\top \sum_{k=1}^{n} \alpha_k = 0$ with $1_m := (1, \ldots, 1)^\top \in \mathbb{R}^m$, see Dörre and Schlather (2021).

For positive definite and conditionally negative definite matrix-valued kernels, we have the following matrix-valued version of Schoenberg’s theorem which we repeat separately here for ease of reference.

**Theorem 2.1.** (Berg et al., 1984; Dörre and Schlather, 2021). A kernel $\gamma : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^{m \times m}$ is conditionally negative definite, if and only if $\exp^*(-t\gamma)$ is positive definite for all $t > 0$, where $^*$ indicates componentwise application of the exponential function.
3 A Construction Principle for Conditionally Negative Definite Kernels

Examples of conditionally negative definite functions or kernels are desirable from a practical point of view and with regard to the subsequent sections, where pseudo cross-variograms are central ingredients. We first deal with a general construction principle for conditionally negative definite kernels that is essentially a slight reinterpretation of a known relation between positive definite and conditionally negative definite kernels, which we will come back to later.

Theorem 3.1. Let $\gamma : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^{m \times m}$ be a matrix-valued conditionally negative definite kernel. Then $\gamma$ has the form

$$\gamma_{ij}(x, y) = g_i(x) + g_j(y) - C_{ij}(x, y), \quad x, y \in \mathbb{R}^d, \quad i, j = 1, \ldots, m,$$

(1)

for some functions $g_i : \mathbb{R}^d \to \mathbb{R}$, $i = 1, \ldots, m$, and a positive definite kernel $C$. On the other hand, if a function $\gamma : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^{m \times m}$ has the form (1), then $\gamma$ is conditionally negative definite. In particular, if $\gamma_{ii}(x, x) = 0$, for all $x \in \mathbb{R}^d$, $i = 1, \ldots, m$, then $\gamma$ is a non-stationary pseudo cross-variogram.

Proof. Since $\gamma$ is conditionally negative definite, the kernel $C : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^{m \times m}$ with

$$C_{ij}(x, y) := \gamma_{ij}(x, x_0) + \gamma_{ij}(y, x_0) - \gamma_{ij}(x, y) - \gamma_{ii}(x_0, x_0), \quad i, j = 1, \ldots, m,$$

is positive definite for $x_0 \in \mathbb{R}^d$ (Berg et al., 1984; Dörr and Schlather, 2021). Choosing $g_i(x) := \gamma_{ii}(x, x_0) - \frac{1}{2}\gamma_{ii}(x_0, x_0)$, $i = 1, \ldots, m$, and rearranging shows the first part. For the second part, since $-C(x, y)$ is obviously conditionally negative definite, we only need to show that a matrix-valued kernel $g : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^{m \times m}$ with $g_{ij}(x, y) = g_i(x) + g_j(y)$, $i, j = 1, \ldots, m$, is conditionally negative definite, but this is a consequence of Proposition 3.1.9 in Berg et al. (1984). The specification for non-stationary pseudo cross-variograms follows from Theorem 2.2 in Dörr and Schlather (2021).

Theorem 3.1 provides a non-unique representation of conditionally negative definite matrix-valued kernels. It shows that any such kernel is the difference of an additive separable kernel and a positive definite kernel, which is an easily applicable and flexible construction principle at the same time. The functions $g_1, \ldots, g_m$ can be chosen appropriately; the positive definite kernel $C$ can be selected from the current pool of cross-covariances in the literature. In case that the cross-covariances are bounded, such as the ones derived from the deformation approach, positivity or non-negativity constraints can also be easily met by including a conditionally negative definite matrix-valued kernel $(x, y) \mapsto c1_m1_m^\top$ for some appropriate $c \in \mathbb{R}$, in the additive separable structure.
A particular example of the construction (1), which involves non-stationary cross-variograms (Myers, 1982), is inherent in Remark 2 of Schlather (2010).

**Corollary 3.2.** Let \( \tilde{\gamma} : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^{m \times m} \) be a non-stationary cross-variogram. Then the kernel \( \gamma : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^{m \times m} \), defined via

\[
\gamma_{ij}(x, y) = \tilde{\gamma}_{ii}(x, 0) + \tilde{\gamma}_{jj}(y, 0) - (\tilde{\gamma}_{ij}(x, 0) + \tilde{\gamma}_{ij}(y, 0) - \tilde{\gamma}_{ij}(x, y)), \quad i, j = 1, \ldots, m,
\]

is a non-stationary pseudo cross-variogram.

**Proof.** It is shown in Schlather (2010) that the kernel \( (x, y) \mapsto \tilde{\gamma}(x, 0) + \tilde{\gamma}(y, 0) - \tilde{\gamma}(x, y), \quad x, y \in \mathbb{R}^d \), is positive definite for a non-stationary cross-variogram \( \tilde{\gamma} : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^{m \times m} \). Since \( \tilde{\gamma}_{ii} \) vanishes on the diagonal for all \( i = 1, \ldots, m \), due to the properties of non-stationary cross-variograms, see Du and Ma (2012), for instance, the result follows immediately from Theorem 3.1. \( \Box \)

Examples of (non-stationary) cross-variograms can be found in Ma (2011a), Ma (2011b), Du and Ma (2012), Arroyo and Emery (2017) and Chen and Genton (2019), for instance. Corollary 3.2 sheds some new light on Remark 2 in Schlather (2010). It is shown there via a constructive proof that the matrix-valued kernel

\[
(x, y) \mapsto \exp \left(-\tilde{\gamma}_{ii}(x, 0) - \tilde{\gamma}_{jj}(y, 0) + \tilde{\gamma}_{ij}(x, 0) + \tilde{\gamma}_{ij}(y, 0) - \tilde{\gamma}_{ij}(x, y)\right), \quad i, j = 1, \ldots, m,
\]

\( x, y \in \mathbb{R}^d \), is positive definite. We can now easily recover this result in an alternative manner, by simply combining Theorem 2.1 and Corollary 3.2.

The constructive approach of Oesting et al. (2017) for modeling pseudo cross-variograms is in similar vein to Theorem 3.1. Their pseudo cross-variogram proposal results from the sum of a univariate, intrinsically stationary random field and a multivariate stationary random field. This approach was recently taken up in Allard et al. (2022) and augmented in spirit of the delay model (Li and Zhang, 2011; Wackernagel, 2003). Both approaches are very flexible and allow for different variogram structures on the main diagonals, which makes them an appealing choice. In contrast, the pseudo cross-variogram models in Chen and Genton (2019) based on latent dimensions have identical diagonal entries, as already pointed out by the authors. This is not favourable for our purposes here, since the pseudo cross-variograms will predominantly encode the multivariate dependence structure.

There is also a kind of “reverse statement” of Theorem 3.1 which solely involves pseudo cross-variograms to create positive definite matrix-valued functions. It is a...
matrix-valued version of an often considered construction, see Berg et al. (1984), Ma (2004), Porcu and Schilling (2011), or Sasvári (2013), for instance, which is actually inherent in Equation (6) in Papritz et al. (1993).

Lemma 3.3. Let $\gamma : \mathbb{R}^d \rightarrow \mathbb{R}^{m \times m}$ be a pseudo cross-variogram. Then the function $C : \mathbb{R}^d \rightarrow \mathbb{R}^{m \times m}$, defined via

$$C(h) = \gamma(h + z) + \gamma(h - z) - 2\gamma(h)$$

is a cross-covariance function for $z \in \mathbb{R}^d$.

Proof. Let $Z$ be an $m$-variate random field with pseudo cross-variogram $\gamma$. Then the random field $Y(x) = Z(x + z) - Z(x), x, z \in \mathbb{R}^d$, has the desired cross-covariance structure. \hfill \Box

By means of Lemma 3.3, we obtain the following matrix-valued version of Theorem 2 of Ma (2004).

Proposition 3.4. Let $\gamma : \mathbb{R}^d \rightarrow \mathbb{R}^{m \times m}$ be a pseudo cross-variogram. Then the function $C : \mathbb{R}^d \rightarrow \mathbb{R}^{m \times m}$, defined via

$$C_{ij}(h) = \frac{(1 + \gamma_{ij}(h + z))(1 + \gamma_{ij}(h - z))}{(1 + \gamma_{ij}(h))^2} + c, \quad c \geq -1, \quad i, j = 1, \ldots, m,$$

is positive definite for any $z \in \mathbb{R}^d$.

Proof. The function $t \mapsto \log(1 + t), t \geq 0$, is the continuous extension of a Bernstein function which vanishes at zero (Schilling et al., 2012). Since Bernstein functions vanishing at zero operate on pseudo cross-variograms (Berg et al., 1984; Dörr and Schlather, 2021), the function

$$h \mapsto (\log(1 + \gamma_{ij}(h))), i, j = 1, \ldots, m, \quad h \in \mathbb{R}^d,$$

is again a pseudo cross-variogram.

Consequently, the function

$$h \mapsto (\log(1 + \gamma_{ij}(h + z)) + \log(1 + \gamma_{ij}(h - z)) - 2\log(1 + \gamma_{ij}(h))), i, j = 1, \ldots, m, h \in \mathbb{R}^d,$$

is positive definite for any $z \in \mathbb{R}^d$ due to Lemma 3.3. Applying Theorem 1 in Schlather (2010) shows that

$$h \mapsto \left(\frac{(1 + \gamma_{ij}(h + z))(1 + \gamma_{ij}(h - z))}{(1 + \gamma_{ij}(h))^2} - 1\right), i, j = 1, \ldots, m,$$
is a positive definite matrix-valued function. Since \( h \mapsto 1_m 1_m^T \) is positive definite, and
the set of positive definite matrix-valued functions forms a convex cone, the function \( C \) is positive definite as well.

\[ \] 4 Multivariate Space-Time Covariance Models

Covariance models for multivariate spatio-temporal random fields are special positive definite matrix-valued functions on \( \mathbb{R}^d \times \mathbb{R} \). In the following, we focus on the construction of valid multivariate models based on univariate ones. For properties of the respective univariate models and motivating arguments for the constructions, we refer to the corresponding literature. Since most of the constructions in the sequel are not only valid on \( \mathbb{R}^d \times \mathbb{R} \), but also on \( \mathbb{R}^d \times \mathbb{R}^k \) with \( k \geq 1 \), we also present them in their general forms.

Mixtures of separable space-time models are a simple and often used approach to construct non-separable space-time univariate covariance functions, i.e., covariance functions which allow for space-time interactions. Recalling that the componentwise product of positive definite matrix-valued functions is again positive definite, see Schlather (2010), for instance, we can immediately generalize Theorem 3 in Ma (2003a).

**Theorem 4.1.** Let \( \gamma^S : \mathbb{R}^d \to \mathbb{R}^{m \times m} \) and \( \gamma^T : \mathbb{R}^k \to \mathbb{R}^{m \times m} \) be two pseudo cross-variograms. Let \( \mathcal{L}_{ij}, i,j = 1, \ldots, m \), be the two-dimensional Laplace transform of a finite, for \( i \neq j \) potentially signed measure \( \mu_{ij} \) on \( [0, \infty)^2 \), i.e.,

\[
\mathcal{L}_{ij}(x, y) = \int_{[0, \infty)^2} \exp(-vx - wy) d\mu_{ij}(v, w), \quad x, y \geq 0.
\]

Assume that \( \mu_{ij} \) has a density \( f_{ij} \) with respect to Lebesgue measure such that the matrix of densities \( (f_{ij}(v, w))_{i,j=1,\ldots,m} \) is symmetric and positive semi-definite for all \( v, w \geq 0 \). Then the function \( C : \mathbb{R}^d \times \mathbb{R}^k \to \mathbb{R}^{m \times m} \) defined via

\[
C_{ij}(h, u) = \mathcal{L}_{ij}(\gamma^S_{ij}(h), \gamma^T_{ij}(u)), \quad i, j = 1, \ldots, m,
\]

is positive definite.

**Proof.** We follow the proof in Ma (2003a). We have

\[
C_{ij}(h, u) = \int_{[0, \infty)^2} \exp\left(-v\gamma^S_{ij}(h) - w\gamma^T_{ij}(u)\right) d\mu_{ij}(v, w)
= \int_{[0, \infty)^2} \exp\left(-v\gamma^S_{ij}(h)\right) \exp\left(-w\gamma^T_{ij}(u)\right) f_{ij}(v, w) d(v, w).
\]

Due to Theorem 2.1, \( \exp^* (-v\gamma^S) \) and \( \exp^* (-w\gamma^T) \) are positive definite functions for all \( v, w \geq 0 \); so is their componentwise product, as already mentioned. Since
For all $i, j = 1, \ldots, m$, consider the Laplace transform of the random vector $(V, W)^\top = (X_0 + X_1, X_0 + X_2)^\top$ in Theorem 4.1. For instance, let $X_0, X_2$ be Gamma distributed and let $X_1$ be generalized inverse Gaussian distributed. Then we get the following multivariate version of Theorem 3.1 in Fonseca and Steel (2011).

Corollary 4.3. Let $\gamma^S : \mathbb{R}^d \to \mathbb{R}^{m \times m}$, $\gamma^T : \mathbb{R}^k \to \mathbb{R}^{m \times m}$ be two pseudo cross-variograms. Then the function $C : \mathbb{R}^d \times \mathbb{R}^k \to \mathbb{R}^{m \times m}$ with

$$C_{ij}(h, u) = \mathcal{L}_0 (\gamma^S_{ij}(h) + \gamma^T_{ij}(u)) \mathcal{L}_1 (\gamma^S_{ij}(h)) \mathcal{L}_2 (\gamma^T_{ij}(u)), \quad i, j = 1, \ldots, m,$$

is a cross-covariance function.

Proof. For all $i, j = 1, \ldots, m$, consider the Laplace transform of the random vector $(V, W)^\top = (X_0 + X_1, X_0 + X_2)^\top$ in Theorem 4.1. For instance, let $X_0, X_2$ be Gamma distributed and let $X_1$ be generalized inverse Gaussian distributed. Then we get the following multivariate version of Theorem 3.1 in Fonseca and Steel (2011).

In the above corollaries, we chose $f_{ij} = f$, $i, j = 1, \ldots, m$, for a suitable non-negative function $f$ as density matrix of the two-dimensional Laplace transforms. For this particular choice, the matrix $(f_{ij}(u, v))_{i, j = 1, \ldots, m}$ is positive semi-definite for all $u, v \geq 0$ as required. Ensuring positive semi-definiteness of the matrix $(f_{ij}(u, v))_{i, j = 1, \ldots, m}$ for all $u, v$ is the main challenge in Theorem 4.1. There are proposals in the geostatistical literature involving product separable functions, for instance, i.e., functions of the form

$$(f_{ij}(v, w))_{i, j = 1, \ldots, m},$$

is positive semi-definite for all $v, w > 0$, $C$ is a mixture of positive definite functions, hence positive definite itself. □
\[ g_{ij}(h) = \sqrt{g_{i}(h)g_{j}(h)} \], \( h \in \mathbb{R}^d \), \( i, j = 1, \ldots, m \), which form positive semi-definite matrices for all \( h \), see Allard et al. (2022). They can be found in Qadir et al. (2021) or, as a starting point, in Allard et al. (2022), for instance. The latter point out that the product separable structure may lead to weaker cross-correlations (Allard et al., 2022).

Another interesting option is to use the well-known result that a twice continuously differentiable function on an open and convex domain is convex, if and only if its Hessian matrix is positive semi-definite on its entire domain, see Boyd and Vandenberghe (2009), for instance. Here, finding appropriate convex functions which lead to appealing and closed-form cross-covariance functions, seems to be the main obstacle. A toy example to illustrate this point is the following.

**Example 4.4.** Let \( f : (0, \infty)^2 \to \mathbb{R} \) with \( f(v, w) = \frac{v^2}{w} \). Then \( f \) is convex on \((0, \infty)^2\), and its Hessian matrix is given by

\[
\nabla^2 f(v, w) = \begin{pmatrix}
\frac{2}{w} & -\frac{2v}{w^2} \\
-\frac{2v}{w^2} & \frac{2v^2}{w^3}
\end{pmatrix},
\]

see Boyd and Vandenberghe (2009, p. 73).

Choosing \( \mu_{ij}(dv, dw) = (\nabla^2 f(v, w))_{ij} 1_{(1,2)}(v, w) dv dw \), \( i, j = 1, \ldots, m \), gives the two-dimensional Laplace transforms

\[
L_{11}(x, y) = 2e^{-2x}(e^x - 1)(Ei(-2y) - Ei(-y)),
\]

\[
L_{12}(x, y) = e^{-2(x+y)}(-3xye^{2(x+y)} + 2e^{x+y} - 2e^y - 2e^x + 2),
\]

\[
L_{22}(x, y) = \frac{1}{4x^3}(-4x(x+1) + e^x(x(x+2) + 2) - 2) \times
\]

\[
(4e^y y^2(Ei(-2y) - Ei(-y)) + 2y - 4e^y(y-1) - 1)e^{-2(y+x)},
\]

\( x, y \neq 0 \), where \( Ei \) denotes the exponential integral function.

In similar fashion to Theorem 4.1, the results in Ma (2003b) can be extended to the multivariate case by using a pseudo cross-variogram instead of a variogram. Exemplarily, we present a few multivariate versions of the models.

**Proposition 4.5.** Let \( \gamma^S : \mathbb{R}^d \to \mathbb{R}^{m \times m} \) and \( \gamma^T : \mathbb{R}^k \to \mathbb{R}^{m \times m} \) be two pseudo cross-variograms. Let \( \nu_{ij} = \nu_{ii} + \nu_{jj} \), \( i, j = 1, \ldots, m \), with \( \nu_{11}, \ldots, \nu_{mm} > 0 \). Then the function \( C : \mathbb{R}^d \times \mathbb{R}^k \to \mathbb{R}^{m \times m} \) with

\[
C_{ij}(h, u) = \left( \frac{\gamma^S_{ij}(h)}{1 + \gamma^T_{ij}(u)} \right)^{\nu_{ij}/2} \frac{K_{\nu_{ij}} \left( \gamma^S_{ij}(h)(1 + \gamma^T_{ij}(u)) \right)}{1 + \gamma^T_{ij}(u)}, \quad i, j = 1, \ldots, m,
\]

is positive definite.
Proof. We follow the ideas in Ma (2003b). Let $\varepsilon > 0$. We have

\[
\int_0^{\infty} 2^{\nu_{ij}-1} \Gamma(\nu_{ij}) \exp \left( \frac{-\varepsilon + \gamma_{ij}(h)}{4\omega} - \gamma_{ij}(u)\omega \right) \frac{1}{\Gamma(\nu_{ij})} \omega^{\nu_{ij}-1} \exp(-\omega)d\omega
\]

\[
= \int_0^{\infty} 2^{\nu_{ij}-1} \omega^{\nu_{ij}-1} \exp \left( \frac{-\varepsilon + \gamma_{ij}(h)}{4\omega} - (1 + \gamma_{ij}(u))\omega \right) d\omega
\]

\[
= \left( \frac{\varepsilon + \gamma_{ij}(h)}{1 + \gamma_{ij}(u)} \right)^{\nu_{ij}/2} K_{\nu_{ij}} \left( \sqrt{\left( \varepsilon + \gamma_{ij}(h) \right) \left( 1 + \gamma_{ij}(u) \right)} \right)
\]

(2)

due to Formula (3.471.9) in Gradshteyn and Ryzhik (2000). Since

\[
(h, u) \mapsto \frac{1}{4\omega} \left( \varepsilon 1_m 1_m^\top + \gamma^S(h) + \omega \gamma^T(u) \right)
\]

is a pseudo cross-variogram for all $\omega > 0$, the function

\[
(h, u) \mapsto \left( \exp \left( \frac{-\varepsilon + \gamma_{ij}(h)}{4\omega} - \gamma_{ij}(u)\omega \right) \right)_{i,j=1,\ldots,m}
\]

is positive definite due to Theorem 2.1. Further, the matrix $((2\omega)^{\nu_{ij}-1} \exp(-\omega))_{i,j=1,\ldots,m}$ is positive semi-definite for all $\omega > 0$ by construction. Hence, Equation (2) is positive definite as mixture of positive definite functions. Letting $\varepsilon \to 0$ gives the result. 

Proposition 4.6. Let $\gamma^1, \ldots, \gamma^n : \mathbb{R}^k \to \mathbb{R}^{m \times m}$ be pseudo cross-variograms. Let $\Sigma$ be a symmetric, positive definite matrix, and let $\Sigma_1, \ldots, \Sigma_n$ be symmetric and positive semi-definite matrices. Define

\[
A_{ij}(u) := \Sigma + \sum_{\ell=1}^{n} \gamma_{ij}^\ell(u)\Sigma_\ell, \quad i, j = 1, \ldots, m.
\]

Then the function $C : \mathbb{R}^d \times \mathbb{R}^k \to \mathbb{R}^{m \times m}$ with

\[
C_{ij}(h, u) = |A_{ij}(u)|^{-1/2} \exp \left( -\frac{1}{2} h^\top A_{ij}(u)^{-1} h \right), \quad i, j = 1, \ldots, m,
\]

is positive definite.

Proof. Again, we follow the ideas in Ma (2003b). We have for a constant $c > 0$ that

\[
C_{ij}(h, u) = c |A_{ij}(u)|^{-1/2} \int_{\mathbb{R}^d} \exp(i\omega^\top h) |A_{ij}(u)|^{-1/2} \exp \left( -\frac{1}{2} \omega^\top A_{ij}(u)\omega \right) d\omega
\]

\[
= c \int_{\mathbb{R}^d} \cos(\omega^\top h) \exp \left( -\frac{1}{2} \omega^\top A_{ij}(u)\omega \right) d\omega, \quad i, j = 1, \ldots, m.
\]
For any \( \omega \in \mathbb{R}^d \), the function \( u \mapsto \left( \exp \left( -\frac{1}{2} \sum_{i=1}^n \gamma_{ij}(u)\omega^\top \Sigma \omega \right) \right)_{i,j=1,...,m} \) is positive definite due to Theorem 2.1; so is \( h \mapsto \cos(\omega^\top h) \). Hence, \( C \) is a mixture of positive definite functions and hence positive definite itself.

\[ \text{Proposition 4.7.} \quad \text{Let } \gamma^1, \ldots, \gamma^n, \Sigma, \Sigma_1, \ldots, \Sigma_m, \text{ and } A_{ij}, \ i, j = 1, \ldots, m, \text{ be as in Proposition 4.6 with } k = 1. \text{ Let } \theta \in \mathbb{R}^d, \text{ and let } \mathcal{L}_{ij} \text{ denote the Laplace transform of a finite, for } i \neq j \text{ potentially signed measure } \mu_{ij} \text{ on } [0, \infty), \ i, j = 1, \ldots, m. \text{ Assume that } \mu_{ij} \text{ has a density } f_{ij} \text{ with respect to Lebesgue measure such that the matrix of densities } (f_{ij}(\omega))_{i,j=1,...,m} \text{ is symmetric and positive semi-definite for all } \omega \geq 0. \text{ Then the function } C : \mathbb{R}^d \times \mathbb{R} \to \mathbb{R}^{m \times m} \text{ with } \]

\[
C_{ij}(h, u) = |A_{ij}(u)|^{-1/2} \mathcal{L}_{ij} \left( \frac{1}{2} (h + \theta u)^\top A_{ij}(u)^{-1}(h + \theta u) \right),
\]

\( i, j = 1, \ldots, m, \) is positive definite.

\[ \text{Proof.} \quad \text{The function } (h, u) \mapsto \left( |A_{ij}(u)|^{-1/2} \exp \left( -\frac{1}{2} \omega(h + \theta u)^\top A_{ij}(u)^{-1}(h + \theta u) \right) \right)_{i,j=1,...,m}
\]
is positive definite for all \( \omega \geq 0 \) due to Proposition 4.6, cf. also the univariate version in Ma (2003b). Hence, \( C \) is a mixture of positive definite functions and thus positive definite itself.

\[ \text{Proposition 4.8.} \quad \text{Let } \gamma^1 : \mathbb{R}^{d_1} \to \mathbb{R}^{m \times m}, \ \gamma^2 : \mathbb{R}^{d_2} \to \mathbb{R}^{m \times m} \text{ be purely spatial pseudo cross-variograms, and let } \mathcal{L} \text{ denote the two-dimensional Laplace transform of a random vector. Let } d_1, d_2 \in \mathbb{N} \text{ and } d = d_1 + d_2, \text{ and let } V = (V_1, V_2) \text{ be a random vector in } \mathbb{R}^{d_1} \times \mathbb{R}^{d_2}. \text{ Then the function } C : \mathbb{R}^d \times \mathbb{R} \to \mathbb{R}^{m \times m} \text{ defined via } \]

\[
C_{ij}(h, u) = \mathbb{E}_{V_1, V_2} \left( \gamma^1_{ij}(h_1 - V_1 u), \gamma^2_{ij}(h_2 - V_2 u) \right), \ (h_1, h_2) \in \mathbb{R}^d, \ u \in \mathbb{R},
\]

\( i, j = 1, \ldots, m, \) is a space-time cross-covariance function.

\[ \text{Proof.} \quad \text{Since } \gamma^1 \text{ and } \gamma^2 \text{ are purely spatial pseudo cross-variograms, the functions } \hat{\gamma}^i(h_i, u) = \gamma^i(h_i - v_i u), \ h_i, v_i \in \mathbb{R}^d, \ i = 1, 2, \text{ are pseudo cross-variograms in } \mathbb{R}^{d_i} \times \mathbb{R}. \text{ The assertion then follows with similar arguments as in the proof of Theorem 4.1.} \]
5 Non-stationary spatial models

So far, we have only used pseudo cross-variograms, resulting in stationary models. But since Theorem 2.1 holds for conditionally negative definite kernels in general, there is also a non-stationary version of Theorem 4.1, for instance. Besides, non-stationary models can be derived from stationary ones. In the univariate case, Stein (2005) advocates the use of stationary models for the construction of non-stationary ones. In the following, we combine both ideas, using stationary models alongside conditionally negative definite kernels to generalize a matrix-valued positive definite kernel in Kleiber and Porcu (2015).

Proposition 5.1. Let \( \gamma : \mathbb{R}^d \times \mathbb{R}^d \to (0, \infty)^{m \times m} \) be a positive, conditionally negative definite matrix-valued kernel. Then the matrix-valued kernel \( C : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^{m \times m} \), defined via

\[
C_{ij}(x, y) = s^{\nu+1} B(\gamma_{ij}(x, y) + 1, \nu + 1) \Psi_{\nu + \gamma_{ij}(x, y) + 1} \left( \frac{||x - y||}{s} \right), \quad x, y \in \mathbb{R}^d,
\]

\( i, j = 1, \ldots, m \), with \( \Psi_{\nu}(t) := (1 - t)^\nu \) := max\(\{1 - t, 0\}\)^\nu, and \( B \) denoting the Beta function, is positive definite for \( s > 0, \nu \geq \frac{d+1}{2} \), and compactly supported.

The cross-covariance model (3) has been originally formulated in Kleiber and Porcu (2015) for \( \gamma_{ij}(x, y) = (\gamma_i(x) + \gamma_j(y))/2, x, y \in \mathbb{R}^d, i, j = 1, \ldots, m \), for positive valued functions \( \gamma_i, i = 1, \ldots, m \), i.e., for a purely additive separable, positive, conditionally negative definite kernel. Proposition 5.1, however, shows that we can replace this specific kernel by a general one, thereby allowing for interactions between different locations and introducing more flexibility.

Proof. We follow the ideas in Kleiber and Porcu (2015), and adjust at one place. Consider the matrix-valued kernel

\[
C_{ij}(x, y) = \int_0^\infty \Psi_{\nu} \left( \frac{||x - y||}{t} \right) t^\nu \left( 1 - \frac{t}{s} \right)^{\gamma_{ij}(x, y)} dt, \quad x, y \in \mathbb{R}^d, \quad i, j = 1, \ldots, m.
\]

The function \( (x, y) \mapsto \Psi_{\nu} \left( \frac{||x - y||}{t} \right) \) is positive definite for \( t > 0, \nu \geq \frac{d+1}{2} \) (Gneiting, 2002a). Since \( (1 - t/s)^{\gamma_{ij}(x, y)} = 0 \) for \( t \geq s \), and

\[
\left( 1 - \frac{t}{s} \right)^{\gamma_{ij}(x, y)} = \exp \left( \log \left( 1 - \frac{t}{s} \right)^{\gamma_{ij}(x, y)} \right)
\]

with \( -\log (1 - t/s) > 0 \) for \( t \in (0, s) \), the matrix-valued kernel

\[
(x, y) \mapsto \left( \left( 1 - \frac{t}{s} \right)^{\gamma_{ij}(x, y)} \right)_{i, j = 1, \ldots, m}, \quad x, y \in \mathbb{R}^d,
\]
is positive definite for all \( s, t > 0 \) due to Theorem 2.1. Theorem 1 in Porcu and Zastavnyi (2011) entails that the matrix-valued kernel \( C \) as defined above is a matrix-valued positive definite function. The same calculations as in Kleiber and Porcu (2015) eventually show that \( C \) equals Equation (3).

Additive separable conditionally negative definite kernels are also basic ingredients in the quasi-arithmetic constructions in Theorem 1 and Theorem 5 in Kleiber and Porcu (2015) which is intimately connected with Theorem 1 in Kleiber and Nychka (2012). Both fall into the category of covariance kernels of the form

\[
(x, y) \mapsto \frac{\sigma_i(x)\sigma_j(y)}{|\Sigma_{ij}(x,y)|^{1/2}} \int_0^\infty \exp \left( -t(x - y)^\top \Sigma_{ij}(x,y)^{-1}(x - y) \right) g_{ij}(t, x, y) d\mu(t),
\]

for a matrix-valued kernel \( g(t, x, y) = (g_{ij}(t, x, y))_{i,j=1,\ldots,m} \), which is positive definite for all \( t > 0 \), and positive functions \( \sigma_1, \ldots, \sigma_m \). Specifying \( g \) via Theorem 2.1 gives the following non-stationary covariance model which allows for a nice interpretation thereafter.

**Proposition 5.2.** Let \( \gamma : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^{m \times m} \) be a conditionally negative definite kernel. Let \( \mu \) denote a measure on \( (0, \infty) \), and let \( \Sigma_i, \Sigma_j : \mathbb{R}^d \to \mathbb{R}^{m \times m} \) be functions whose values are symmetric and positive definite matrices, and denote \( \Sigma_{ij}(x, y) := (\Sigma_i(x) + \Sigma_j(y))/2, i, j = 1, \ldots, m \). Then the kernel \( C : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^{m \times m} \), defined via

\[
C_{ij}(x, y) = \frac{|\Sigma_i(x)|^{1/4}|\Sigma_j(y)|^{1/4}}{|\Sigma_{ij}(x,y)|^{1/2}} \times 
\int_0^\infty \exp \left( -t \left( (x - y)^\top \Sigma_{ij}(x,y)^{-1}(x - y) + \gamma_{ij}(x, y) \right) \right) d\mu(t),
\]

\( x, y \in \mathbb{R}^d, i, j = 1, \ldots, m \), is positive definite, provided the integral exists.

**Proof.** The proof of Theorem 1 in Kleiber and Nychka (2012) shows that

\[
(x, y) \mapsto \left( \frac{|\Sigma_i(x)|^{1/4}|\Sigma_j(y)|^{1/4}}{|\Sigma_{ij}(x,y)|^{1/2}} \exp \left( -t(x - y)^\top \Sigma_{ij}(x,y)^{-1}(x - y) \right) \right)_{i,j=1,\ldots,m},
\]

\( x, y \in \mathbb{R}^d \), is a positive definite matrix-valued kernel for all \( t > 0 \). Hence, the kernel

\[
(x, y) \mapsto \left( \frac{|\Sigma_i(x)|^{1/4}|\Sigma_j(y)|^{1/4}}{|\Sigma_{ij}(x,y)|^{1/2}} e^{-t((x-y)^\top \Sigma_{ij}(x,y)^{-1}(x-y) + \gamma_{ij}(x,y))} \right)_{i,j=1,\ldots,m},
\]

is also positive definite for all \( t > 0 \) due to Theorem 2.1 as Schur product of positive definite kernels. Since mixtures of positive definite kernels are again positive definite, the assertion follows. \( \square \)
Example 5.3. Let the conditionally negative definite kernel $\gamma$ be of the form

$$
\gamma_{ij}(x, y) = \frac{\log(t)}{t} \frac{\nu_i(x)}{2} + \frac{\log(t)}{t} \frac{\nu_j(y)}{2} - G_{ij}(x, y), \quad i, j = 1, \ldots, m,
$$

for a positive definite kernel $G$ with non-negative entries and some measurable positive functions $\nu_i, i = 1, \ldots, m, t > 0$. Choosing $d\mu(t) = t^{-1}\exp(-1/(4t))dt$, and following the calculations in Kleiber and Nychka (2012) shows that the kernel $C : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^{m \times m}$, defined via

$$
C_{ij}(x, y) = \frac{\left|\Sigma_i(x)\right|^{1/4}\left|\Sigma_j(y)\right|^{1/4}}{\left|\Sigma_{ij}(x, y)\right|^{1/2}2^\nu_i(x)/2+\nu_j(y)/2} \times
M_{\nu_i(x)/2+\nu_j(y)/2}\left(\sqrt{(x - y)^\top \Sigma_{ij}(x, y)^{-1}(x - y)} + G_{ij}(x, y)\right),
$$

$i, j = 1, \ldots, m$, is positive definite. Here, $M_\nu$ denotes the Whittle-Matérn covariance function with smoothness parameter $\nu$ (Matérn, 1986). For $G_{ij}(x, y) \equiv 0, i, j = 1, \ldots, m$, we essentially recover the non-stationary Whittle-Matérn model in Kleiber and Nychka (2012).

Example 5.3 has a nice interpretation regarding the use of the more general conditionally negative definite kernel (4) in comparison with a solely additive separable structure. Here, the additive separable part of the conditionally negative definite matrix-valued kernel acts on the parameters of the underlying covariance function, whereas the positive definite part only affects the measurement of the distances between two locations $x$ and $y$, by augmenting the Mahalanobis distance. The same effect occurs when adopting the non-stationary Cauchy model in Kleiber and Porcu (2015, Equation 18). Since the conditionally negative definite kernel (4) should be a general one to recover a Matérn-type model in the framework of Proposition 5.2, cf. Theorem 3.1, the additive separable structure $(\nu_i(x) + \nu_j(y))/2$ seems to be the only option to model the smoothness with the approach above.

Additive separable conditionally negative definite kernels are also used in Corollary 2 in Alsultan and Ma (2019). The latter is based on Theorem 2 in Alsultan and Ma (2019), which can be concretized via Theorem 2.1. In fact, the matrix-valued kernels $g = (g_{ij})_{i,j=1,\ldots,m}$ given there are exactly the positive conditionally negative definite matrix-valued kernels as introduced in Section 2. Similarly, various other cross-covariances in Ma (2013) and Balakrishnan et al. (2015), for instance, can be generalized by replacing the variogram used there with a pseudo cross-variogram.
6 Derivative Related Results

In this section, we present neat constructions of positive definite matrix-valued functions involving derivatives, which can also be transferred to the multivariate case via pseudo cross-variograms. Our central tool here is Lemma 3.3, which enables us to prove the following multivariate versions of Corollaries 3.12.8 and 3.12.9 in Sasvári (2013), cf. also Gneiting et al. (2001), and Corollary 3 in Ma (2005).

**Proposition 6.1.** Let \( \gamma : \mathbb{R}^d \to \mathbb{R}^{m \times m} \) be a pseudo cross-variogram with twice continuously differentiable component functions \( \gamma_{ij}, \ i, j = 1, \ldots, m \). Then the function \( C : \mathbb{R}^d \to \mathbb{R}^{m \times m} \), defined via

\[
C_{ij}(h) = \frac{\partial^2}{\partial h_k^2} \gamma_{ij}(h), \quad h \in \mathbb{R}^d, \quad i, j = 1, \ldots, m,
\]

is positive definite for \( k = 1, \ldots, d \).

**Proof.** We follow the univariate proof in Sasvári (2013). Let \( \{e_1, \ldots, e_d\} \) be the canonical basis in \( \mathbb{R}^d \). Then we have

\[
C(h) = \lim_{\varepsilon \to 0} \frac{\gamma(h + \varepsilon e_k) + \gamma(h - \varepsilon e_k) - 2\gamma(h)}{\varepsilon^2}.
\]

Due to Lemma 3.3, \( C \) is positive definite as pointwise limit of positive definite functions.

**Corollary 6.2.** Let \( L \) be the continuous extension of a completely monotone function on \( [0, \infty) \). Let \( \gamma : \mathbb{R}^d \times \mathbb{R} \to \mathbb{R}^{m \times m} \) be a pseudo cross-variogram of a spatio-temporal random field with twice continuously differentiable component functions. Then, the function \( C : \mathbb{R}^d \times \mathbb{R} \to \mathbb{R}^{m \times m} \), defined via

\[
C_{ij}(h, u) = L(\gamma_{ij}(h, u)) \frac{\partial^2}{\partial u^2} \gamma_{ij}(h, u) + L'(\gamma_{ij}(h, u)) \left( \frac{\partial}{\partial u} \gamma_{ij}(h, u) \right)^2, \quad i, j = 1, \ldots, m,
\]

is positive definite.

**Proof.** We follow the arguments in Ma (2005). Since Bernstein functions vanishing at zero also operate on pseudo cross-variograms (Berg et al., 1984; Dörr and Schlather, 2021), the matrix-valued function

\[
(h, u) \mapsto \left( \int_0^{\gamma_{ij}(h, u)} L(y)dy \right)_{i, j = 1, \ldots, m},
\]

is again a pseudo cross-variogram. Differentiating with respect to \( u \) and applying Proposition 6.1 then gives the result.

\[ \square \]
Proposition 6.3. Let $\gamma$ be an isotropic pseudo cross-variogram in $\mathbb{R}^{d+1}$ with $\gamma_{ij}(h) = g_{ij}(\|h\|^2)$, $i, j = 1, \ldots, m$, where $g : [0, \infty) \to \mathbb{R}^{m \times m}$ is a continuous matrix-valued function with twice continuously differentiable component functions in $[0, \infty)$. Then the function $C : \mathbb{R}^d \to \mathbb{R}^{m \times m}$, defined via
\[
C_{ij}(h) = g'_{ij}(\|h\|^2), \quad i, j = 1, \ldots, m,
\]
is positive definite on $\mathbb{R}^d$.

Proof. We follow the univariate proof in Sasvári (2013). Let $\varepsilon \in \mathbb{R}$. According to Lemma 3.3, the function $h \mapsto (g_{ij}(\|h + \varepsilon e_{d+1}\|^2) + g_{ij}(\|h - \varepsilon e_{d+1}\|^2) - 2g_{ij}(\|h\|^2))_{i,j=1,\ldots,m}$, is a positive definite matrix-valued function; so is its restriction to $\mathbb{R}^d$, which reads
\[
\tilde{h} \mapsto 2 \left( g_{ij}(\|\tilde{h}\|^2 + \varepsilon^2) - g_{ij}(\|\tilde{h}\|^2) \right)_{i,j=1,\ldots,m}.
\]
The assertion follows by dividing by $\varepsilon^2$ and letting $\varepsilon \to 0$. \hfill $\square$

7 Infinite Divisibility

As pointed out in Berg et al. (1984), Schoenberg’s theorem relates conditionally negative definite functions to so-called infinitely divisible positive definite functions. In accordance to Definition 3.2.6 in Berg et al. (1984), a matrix-valued positive definite function $C : \mathbb{R}^d \to \mathbb{R}^{m \times m}$ is infinitely divisible, if for each $n \in \mathbb{N}$, there exists a positive definite matrix-valued function $C_n$ such that $C = C_n^{\otimes n}$, which is equivalent to $C^\ast r$ being positive definite for all $r > 0$, see Proposition 3.2.7 in Berg et al. (1984). As a particular example, we extend a construction in Kosaki (2008) to the multivariate case which provides a variety of different infinitely divisible positive definite matrix-valued functions.

Lemma 7.1. Let $\gamma : \mathbb{R}^d \to \mathbb{R}^{m \times m}$ be a pseudo cross-variogram. Let $a > 0, b \geq 0$. Then the function $C : \mathbb{R}^d \to \mathbb{R}^{m \times m}$, defined via
\[
C_{ij}(h) = \frac{1 + b\gamma_{ij}(h)}{1 + a\gamma_{ij}(h)}, \quad i, j = 1, \ldots, m,
\]
is infinitely divisible if and only if $a \geq b$.

Proof. We follow the proof of the univariate version in Kosaki (2008). Assume first that $C$ is infinitely divisible. Then $C$ is positive definite and, thus, has to fulfill the inequality $C_{ij}(h)^2 \leq C_{ii}(0)C_{jj}(0)$, implying $a \geq b$. For the if part, it suffices to show that $C^\ast r$ is
positive definite for $r \in (0, 1)$ due to the stability of positive definite matrix-valued functions under Schur products and pointwise limits. For $r \in (0, 1)$, we have

$$x^r = \frac{\sin(\pi r)}{\pi} \int_0^\infty \frac{x}{x + \lambda} \lambda^{r-1} d\lambda, \quad x \geq 0.$$ 

We thus have

$$\left( \frac{1 + b \gamma_{ij}(h)}{1 + a \gamma_{ij}(h)} \right)^r = \frac{\sin(\pi r)}{\pi} \int_0^\infty \left( \frac{b}{a\lambda + b} + \frac{\lambda(a - b)}{a\lambda + b} \frac{1}{1 + \lambda + (a\lambda + b) \gamma_{ij}(h)} \right) \lambda^{r-1} d\lambda.$$

Since $\lambda$ and $a\lambda + b$ are non-negative, and the set of conditionally negative definite functions forms a convex cone, the function

$$h \mapsto (\lambda + (a\lambda + b) \gamma_{ij}(h))_{i,j=1,...,m},$$

is conditionally negative definite. Hence, the function

$$h \mapsto \left( \frac{1}{1 + \lambda + (a\lambda + b) \gamma_{ij}(h)} \right)_{i,j=1,...,m},$$

is positive definite, cf. Berg et al. (1984) or Corollary 3.6 in Dörr and Schlather (2021). Since $\frac{b}{a\lambda + b}$ and $\frac{\lambda(a-b)}{a\lambda + b}$ are non-negative, and the set of positive definite matrix-valued functions also forms a convex cone, the function

$$h \mapsto \left( \frac{b}{a\lambda + b} + \frac{\lambda(a-b)}{a\lambda + b} \cdot \frac{1}{1 + \lambda + (a\lambda + b) \gamma_{ij}(h)} \right)_{i,j=1,...,m},$$

is positive definite for all $\lambda > 0$. Consequently, $C^{sr}$ is positive definite as a mixture of positive definite functions.

**Theorem 7.2.** Let $\gamma : \mathbb{R}^d \to \mathbb{R}^{m \times m}$ be a pseudo cross-variogram. Let $f$ be an entire function taking real values for the reals. Assume that

- $f(0) > 0$ and $f'(0) = 0$;
- all the zeros of $f$ are purely imaginary;
- the order $\rho$ of $f$ is less than 2, i.e.,

$$\rho = \limsup_{r \to \infty} \frac{\log \log M(r)}{\log r} < 2$$

with $M(r) = \max\{|f(z)|; |z| = r\}$. 
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Then the function $C : \mathbb{R}^d \to \mathbb{R}^{m \times m}$, defined by

$$C_{ij}(h) = \frac{f(\nu \sqrt{\gamma_{ij}(h)})}{f(\sqrt{\gamma_{ij}(h)})}, \quad i, j = 1, \ldots, m,$$

is infinitely divisible for $\nu \in [0, 1]$.

**Proof.** The proof of Theorem 2 in Kosaki (2008) shows that $C$ can be written as

$$C_{ij}(h) = \lim_{k \to \infty} \prod_{n=1}^{k} \left( \frac{1 + \nu^2 \gamma_{ij}(h)/\alpha_n^2}{1 + \gamma_{ij}(h)/\alpha_n^2} \right), \quad h \in \mathbb{R}^d, \quad i, j = 1, \ldots, m,$$

for some $\alpha_n > 0$. Since componentwise products and pointwise limits of infinitely divisible positive definite matrix-valued functions are infinitely divisible again, the assertion follows due to Lemma 7.1.

**Example 7.3.** The function $t \mapsto \cosh(t)$ fulfills the conditions in Theorem 7.2 (Kosaki, 2008, Remark 4). Hence, the function $C : \mathbb{R}^d \to \mathbb{R}^{m \times m}$

$$C_{ij}(h) = \frac{\cosh(\nu \sqrt{\gamma_{ij}(h)})}{\cosh(\sqrt{\gamma_{ij}(h)})}, \quad i, j = 1, \ldots, m, \quad (5)$$

is a valid cross-covariance function for $\nu \in [0, 1]$. Using a general non-negative conditionally negative definite kernel instead of a pseudo cross-variogram in Equation (5) shows that model (5) generalizes model (10) in Ma (2013). For $\nu = 0$, we have

$$C_{ij}(h) = \frac{1}{\cosh(\sqrt{\gamma_{ij}(h)})}, \quad i, j = 1, \ldots, m,$$

which generalizes a univariate covariance model proposed in a meteorological context (Buell, 1972; Gneiting, 1999). More examples of functions which can be used in Theorem 7.2 can be found in Kosaki (2008).
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