EXPANDER SPANNING SUBGRAPHS WITH LARGE GIRTH
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Abstract. We conjecture that finite graphs with positive Cheeger constant admit a spanning subgraph with positive Cheeger constant and girth proportional to the diameter. We prove this conjecture for regular expander graphs with large expansion. Our proof relies on the Lovász Local Lemma. We find it quite surprising that it helps to get a large Cheeger constant.

1. Introduction

Let $G$ be a finite graph with vertex set $V(G)$. The Cheeger constant of $G$ is defined as

$$h(G) := \inf_{S \subset V(G), \ 0 < |S| \leq |V(G)|/2} \frac{|\partial_G S|}{|S|},$$

where $\partial_G S$ denotes the edge boundary of $S$. We conjecture the following:

Conjecture 1.1. For every $\varepsilon > 0$ and natural number $D$ there exist $\kappa, K > 0$ such that if $G$ is a finite graph with maximum degree at most $D$ and $h(G) > \varepsilon$ then $G$ admits a spanning subgraph $H$ with

$$h(H) > \kappa \quad \text{and} \quad \text{diam}(H) < K \text{girth}(H).$$

Our conjecture is a close relative of the Erdős-Hajnal and the Thomassen conjecture. Erdős and Hajnal [9, 10] asked the following: does for every $k$ and $g$ there exist a $K = K(k, g)$ such that every finite graph with chromatic number at least $K$ contains a subgraph with chromatic number at least $h$
and girth at least $g$? Thomassen [23] posed his conjecture in terms of the average degree: does for every $d$ and $g$ there exist a $D = D(d, g)$ such that every finite graph with average degree at least $D$ contains a subgraph with average degree at least $d$ and girth at least $g$? The case of regular graphs is handled in an unpublished work of Alon, see Kühn and Osthus [17]. However, the general case can not be reduced to this as proved by Pyber, Rödl and Szemerédi [20].

We can prove our conjecture in the case when $G$ is regular and it does not have too many short cycles. This will be a corollary of the following, more general theorem.

**Theorem 1.2.** Let $d, g, \delta$ be positive integers and let $G$ be a finite $d$-regular graph. Assume that for every $k \leq g$ every vertex $x$ is contained in at most $(\frac{d}{8\delta})^k$ cycles of length $k$. Then $G$ admits a spanning subgraph $H$ with girth at least $g$ such that

$$|\partial_H S| \geq \frac{\delta}{2d} |\partial_G S| - (2\log(d) + 4)|S|$$

holds for every $S \subseteq V(G)$.

Note that the theorem is meaningless if $\delta < 4\log(d)$ because then $H$ can be the edgeless spanning subgraph.

**Remark 1.3.** Our proof works beyond regular graphs. However, if $G$ is not regular then the ratio of the maximum and minimum degree appears in the theorem. Note that $H$ may not be close to regular, not even when $G$ is.

**Corollary 1.4.** Let $d, g, \delta$ be positive integers and let $G$ be a finite $d$-regular graph. Assume that for every $k \leq g$ every vertex $x$ is contained in at most $(\frac{d}{8\delta})^k$ cycles of length $k$ and that $h(G) \geq \frac{8d(\log(d)+2)}{\delta}$. Then $G$ admits a spanning subgraph $H$ with girth at least $g$ and $h(H) \geq \frac{\delta}{4d}h(G)$.

We wish to combine the condition on the cycles and the Cheeger constant into one. Recall that in a $d$-regular graph $G$ the Cheeger constant $h(G)$ and the second eigenvalue $\lambda_2(G)$ of the normalized combinatorial Laplacian are related by the inequality (see, e.g., [7])

$$d\lambda_2(G)/2 \leq h(G) \leq \sqrt{2d\lambda_2(G)}.$$

We can deduce the following.
**Theorem 1.5.** Let $d, g$ be positive integers. Let $G$ be a finite $d$-regular graph with $\lambda_2(G) \geq 1 - \frac{1}{16(\log d + 2)}$ and $|V(G)| > 16(\log d + 2)^g$. Then, the graph $G$ admits a spanning subgraph $H$ of girth at least $g$ with

$$h(H) \geq \left( \frac{\lambda_2(G)(1 - \lambda_2(G))^{-1}}{64} - 2\log d - 4 \right).$$

In particular if $\lambda_2(G) \geq 1 - \frac{1}{192(\log d + 2)}$, then $h(H) \geq 0.99(\log d + 2)$.

**Remark 1.6.** Ramanujan graphs of degree $d$ have $\lambda_2(G) \geq 1 - \frac{2\sqrt{d-1}}{d}$ so Theorem 1.5 is not vacuous. It even gives a subgraph with expansion of order $\Omega(\sqrt{d})$, on par with Ramanujan graphs. Random $d$-regular graphs are almost Ramanujan in the sense that $\lambda_2(G) = 1 - \frac{2\sqrt{d-1}}{d} + o(d^{-1})$ with high probability [21], so by Theorem 1.5 they admit spanning subgraphs of girth proportional to the diameter and expansion of order $\Omega(\sqrt{d})$.

Our proof is an advanced version of the proof of Theorem 7 in [16], where the goal was to find a spanning subgraph $H$ with large girth, but there was no condition on the Cheeger constant of $H$. The proof is based on the Local Lemma. We find it interesting that it helps to have a large Cheeger constant.

If the expansion is small, a natural approach to attack the conjecture is to work with a power graph, since that has larger spectral gap: A spanning Lipschitz subgraph (where the endpoints of an edge are at most at a constant distance) $H$ was found in [16] with large girth if $G$ is regular. The core of this problem is that we do not know that if a power graph, say $G^2$ admits a spanning expander subgraph with large girth then so does $G$.

Benjamini and Schramm [2] showed that infinite graphs with positive Cheeger constant contain a tree with positive Cheeger constant, solving a problem of Deuber, Simonovits and T. Sós [8].

In [16] a factor of iid version of this theorem was proved for Cayley graphs of non-amenable groups with large Cheeger constant. The measurable solution of Gaboriau and Lyons [13] to the von Neumann problem requires less: there is no bound on the length of the edges in the spanning forest (but it should be a factor of iid) and it will be the Schreier graph of an almost free action of the free group. On the other hand, Gaboriau and Lyons showed that this action is ergodic. Their result had many applications to operator algebras, see Houdayer’s Bourbaki seminar paper [15].
Many interesting examples of expander families are provided by Cayley graphs of congruence quotients of arithmetic groups. For example for any $d \geq 2$ and a set $S \subset \text{SL}_d(\mathbb{Z})$ spanning a Zariski dense subgroup the family of Cayley graphs $\text{Cay}(\text{SL}_d(\mathbb{F}_p), S)$ is an expander family with girth $\Omega(\log p)$. This is a rather deep fact originating in the work of Bourgain and Gamburd [3] and later expanded upon in [5]. For some of these arithmetic examples we can find evidence toward Conjecture 1.1 by hand. Let’s take a closer look at $\text{SL}_2(\mathbb{Z})$. Let $S \subset \text{SL}_2(\mathbb{Z})$ be a finite symmetric set generating a Zariski dense subgroup. By the work of Bourgain and Gamburd [3] it is known that the sequence of graphs $G_p := \text{Cay}(\text{SL}_2(\mathbb{Z}/p\mathbb{Z}), S)$ is an expander sequence as $p$ varies among sufficiently big primes. Let $\Gamma$ be the subgroup generated by $S$. The conjecture predicts that we should be able to find spanning subgraphs of $G_p$ of large girth which are still good expanders. In this example we can do something slightly weaker. We can find a sequence of expander graphs as spanning Lipschitz subgraphs $H_p$ of girth proportional to $\log p$. To find such graphs take a finite power of $S$ that contains two elements, say $a$ and $b$, that generate a free Zariski dense subgroup. This is always possible by the Tits alternative. Put $H_p := \text{Cay}(\text{SL}_2(\mathbb{Z}/p\mathbb{Z}), \{a, b, a^{-1}, b^{-1}\})$. By [3] $H_p$ is an expander sequence. Since $(a, b)$ is free, the girth must go to infinity. Indeed, any relation on $a, b$ that holds modulo infinitely many primes would have to hold in $\text{SL}_2(\mathbb{Z})$, which contradicts the freeness. In fact, it is easy to show that the girth of these graphs grows as $\Omega(\log p)$.

Arzhantseva and Biswas [1] constructed an expander sequence of Cayley graphs of $\text{SL}_d(\mathbb{F}_p)$ with bounded diameter-girth ratio. Our theorem gives an alternative of their theorem, bounded diameter-girth ratio in a spanning subgraph of a good expander graph.

2. The Lovász Local Lemma

One of the most useful basic facts in probability is the following. If there is a finite set of mutually independent events that each of them holds with positive probability then the probability that all events hold simultaneously is still positive, although small. The Lovász Local Lemma allows one to show that this statement still holds in case of rare dependencies.
We will use the so-called variable version of the lemma: We will consider a set of mutually independent random variables. Given an event $A$ determined by these variables we will denote by $vbl(A)$ the unique minimal set of variables that determine the event $A$: such a set clearly exists. Note that given the events $A, B_1, \ldots, B_m$ if $vbl(A) \cap vbl(B_i) = \emptyset$ for every $1 \leq i \leq m$ then $A$ is mutually independent of all the events $B_1, \ldots, B_m$.

**Lemma 2.1.** [11] Let $\mathcal{V}$ be a finite set of mutually independent random variables in a probability space. Let $\mathcal{A}$ be a finite set of events determined by these variables. If there exists an assignment $x : \mathcal{A} \to (0, 1)$ such that for every $A \in \mathcal{A}$ we have $\mathbb{P}(A) \leq x(A) \prod_{vbl(A) \cap vbl(B) \neq \emptyset} (1 - x(B))$ then $\mathbb{P}(\bigwedge_{A \in \mathcal{A}} \overline{A}) \geq \prod_{A \in \mathcal{A}} (1 - x(A))$.

3. The proof of Theorem 1.2

A large girth spanning subgraph was obtained under the condition on the number of cycles in [16], see Theorem 7. However, we also have an expansion condition on connected subsets. Hence we study a probability distribution on spanning subgraphs where expansion is easier to analyse. Surprisingly, the Local Lemma helps to achieve this goal, too.

First, we consider a digraph $D$ on the vertex set $V(G)$. For every $(x, y) \in E(G)$ we add $(x, y)$ to $E(D)$ with probability $\frac{\delta}{d}$, and we add $(y, x)$ to $E(D)$ with probability $\frac{\delta}{d}$. All these choices are independent. An undirected edge is present in $E(H)$ if at least one of the corresponding directed edges is in $E(D)$, this is, $E(H) = \{(x, y) : (x, y) \in E(D) \text{ or } (y, x) \in E(D)\}$.

We will apply the Local Lemma to this probability space. The set of variables $\mathcal{V}$ will correspond to the directed edges of $G$: Two directed edges correspond to every edge ($G$ has no loops). We will call a cycle in $G$ short if it is shorter than $g$. The “bad events” of $\mathcal{A}$ correspond to either short cycles or connected subsets of vertices. Let $\mathcal{C}$ denote the set of short cycles in $G$, and $\mathcal{S}$ the set of connected subsets of vertices. For $C \in \mathcal{C}$ let $A_C$ denote the event that $E(C) \subseteq E(H)$. Given a set $S \in \mathcal{S}$ let $A_S$ denote the event that $|\partial_{in}^D S| \leq \frac{\delta}{2d} |\partial_C(S)| - (2 \log(d) + 4)|S|$, where $\partial_{in}^D S$ denotes the set of directed edges in $D$ with starting point in $S$ and endpoint not in $S$. Note that if this inequality holds for every connected set $S$ then it holds for every
To prove the theorem it suffices to show that with positive probability the set of events \( \{ A_C : C \in \mathcal{C} \} \cup \{ A_S : S \in \mathcal{S} \} \) can be avoided.

Since the choices for distinct edges are independent we get the following.

**Claim 1:** Let \( C \in \mathcal{C} \) be a cycle of length \( k \) in \( G \). Then \( \mathbb{P}(A_C) \leq \left( \frac{2\delta}{d} \right)^k \).

**Claim 2:** For every \( S \in \mathcal{S} \) the inequality \( \mathbb{P}(A_S) \leq \left( 10d \right)^{-|S|} \) holds.

**Proof.** Consider the edges in \( \partial_G(S) \). For every such edge we make a choice if we include it in \( \partial_D^\text{out} S \) (with the right direction). These are independent choices. We apply the Chernoff bound. Given a real number \( \alpha \) consider

\[
\mathbb{E} \alpha^{|\partial_D^\text{out} S|} = \sum_{k=0}^{|\partial_G(S)|} \binom{|\partial_G(S)|}{k} \left( \frac{\alpha \delta}{d} \right)^k \left( \frac{d-\delta}{d} \right)^{|\partial_G(S)|-k} = \left( 1 + \frac{(\alpha-1)\delta}{d} \right)^{|\partial_G(S)|}.
\]

Since \( 1 + \frac{(\alpha-1)\delta}{d} \leq \exp\left( \frac{(\alpha-1)\delta}{d} \right) \) the Markov inequality implies

\[
\mathbb{P}\left( \alpha^{|\partial_D^\text{out} S|} \geq \left( 10d \right)^{|S|} \exp\left( \frac{(\alpha-1)\delta}{d} |\partial_G(S)| \right) \right) \leq \left( 10d \right)^{-|S|}.
\]

Choosing \( \alpha = \frac{1}{2} \) we get that

\[
\mathbb{P}(|\partial_D^\text{out} S| \leq \frac{-\log(10d)}{\log(2)} |S| + \frac{\delta}{2\log(2)d} |\partial_G(S)|) \leq \left( 10d \right)^{-|S|}.
\]

The claim follows. \( \square \)

**Lemma 3.1.** Let \( G \) be a \( d \)-regular graph, \( x \) a vertex of \( G \) and \( s \) a positive integer. Then the number of connected, induced subgraphs of \( G \) of size \( s \) containing \( x \) is at most \( d(d-1)^{s-2} \binom{2s-2}{s-1} \leq (4d)^{s-1} \).

**Proof.** Given a connected, induced subgraph containing \( x \) we explore it by running a Depth First Search algorithm starting at \( x \). The algorithm makes \( (s-1) \) forward and \( (s-1) \) backward steps: There are at most \( \binom{2s-2}{s-1} \) ways to choose the order of these steps. We have at most \( (d-1) \) choices when going forward, but in the first step when we have \( d \) possibilities. The lemma follows. \( \square \)

We choose the function \( x \) in order to apply the Local Lemma. For every \( S \in \mathcal{S} \) set \( x(A_S) = (8d)^{-|S|} \), and for every \( C \in \mathcal{C} \) set \( x(A_C) = \left( \frac{4\delta}{d} \right)^{|C|} \), where \( |C| \) denotes the length of the cycle \( C \). We have to check the condition of the Local Lemma.
First, we bound the product of terms of the form \((1 - x(A))\). We will have separate bounds for short cycles and connected subsets. Let \(v \in V(G)\). We use that the number of cycles of length \(k\) containing \(v\) is at most \((d^8 \delta) k\).

\[
\prod_{v \in C \in \mathcal{C}} (1 - x(A_C)) = \prod_{k=3}^{g} \prod_{v \in C \in \mathcal{C}, |C|=k} \left(1 - \left(\frac{4 \delta}{d}\right)^k\right) \geq \prod_{k=3}^{g} \left(1 - \left(\frac{4 \delta}{d}\right)^k\right)^{(d^8 \delta)^k}
\]

\[
\geq \prod_{k=3}^{\infty} \exp(2^{-k}) = e^{-1/4}.
\]

Similarly,

\[
\prod_{v \in S \in \mathcal{S}} (1 - x(A_S)) = \prod_{k=1}^{\infty} \prod_{v \in S \in \mathcal{S}, |S|=k} (1 - x(A_S)) \geq \prod_{k=1}^{\infty} \exp\left(- (8d)^{-k}(4d)^{k-1}\right)
\]

\[
\geq \exp\left(\frac{1}{4d} \sum_{k=1}^{\infty} -2^{-k}\right) = e^{-1/4d}
\]

We may assume that \(d \geq 3\). Hence for every \(S \in \mathcal{S}\)

\[
\mathbb{P}(A_S) \leq (10d)^{-|S|} \leq (8d)^{-|S|} \exp\left(- \frac{d + 1}{4d}|S|\right)
\]

\[
\leq x(A_S) \prod_{v \in C \in \mathcal{C}} (1 - x(C)) \prod_{v \in T \in \mathcal{S}} (1 - x(A_T))
\]

as needed. Similarly, for every \(C \in \mathcal{C}\)

\[
\mathbb{P}(A_C) \leq \left(\frac{2 \delta}{d}\right)^{|C|} \leq \left(\frac{4 \delta}{d}\right)^{|C|} \exp\left(- \frac{d + 1}{4d}|C|\right)
\]

\[
\leq x(A_C) \prod_{v \in C} \prod_{v \in D \in \mathcal{C}} (1 - x(A_D)) \prod_{v \in S \in \mathcal{S}} (1 - x(S)).
\]

We can apply the Local Lemma and Theorem 1.2 follows.

**Remark 3.2.** Our proof is based on the Local Lemma, hence it is not very efficient: It provides an exponentially small lower bound on the probability that we find the required spanning subgraph. Recent approaches would give a polynomial time algorithm if the number of events to avoid was polynomial. Unfortunately, this is not the case, since we may need to check every connected subset of the vertices. However, in case when \(G\) is an expander the Moser-Tardos algorithm [19] finds an expander \(H\) in polynomial time.
Lemma 4.1. Let $G$ be a finite $d$-regular graph. Let $\lambda_2(G)$ be the second eigenvalue of the normalized Laplacian. Then for every vertex $v \in V(G)$ the number of cycles of length $k$ passing through $v$ is at most $d^k|V(G)|^{-1} + d^k(1 - \lambda_2(G))^k$.

Proof. Let $T: L^2(V(G)) \to L^2(V(G))$ be the operator $T f(v) = \sum_{v' \sim v} f(v')$. It is the non-normalized transition operators of the random walk on $G$. The eigenvalues of $T$ are $d(1 - \lambda_1), d(1 - \lambda_2), \ldots$, where $\lambda_i$ are the eigenvalues of the normalized combinatorial Laplacian. The number of closed cycles of length $k$ passing through $v$ is bounded by $\langle T^k 1_v, 1_v \rangle$. Let $f_1, \ldots, f_n$ be the normalized eigenvectors of $T$, with $f_1 = |V(G)|^{-1/2} 1_{V(G)}$. We have $1_v = \sum_{i=1}^{n} \alpha_i f_i$, with $\alpha_1 = |V(G)|^{-1/2}$ and $\sum_{i=1}^{n} \alpha_i^2 = 1$. Hence

$$\langle T^k 1_v, 1_v \rangle = d^k |V(G)|^{-1} + \sum_{i=2}^{n} |\alpha_i|^2 (d(1 - \lambda_i))^k \leq d^k |V(G)|^{-1} + d^k (1 - \lambda_2)^k.$$ 

\hfill \Box

Proof of Theorem 1.5. By Lemma 4.1 each vertex $v \in V(G)$ is contained in at most $c_k := d^k |V(G)|^{-1} + d^k (1 - \lambda_2(G))^k$ cycles of length $k$. For $|V(G)| > 16(\log d + 2)^g$ we will have $c_k \leq 2d^k (1 - \lambda_2(G))^k$ for each $k \leq g$. Choose $\delta = (1 - \lambda_2(G))^{-1}/16$. The cycle condition in Theorem 1.2 is satisfied, so we get a spanning subgraph $H$ of girth at least $g$ such that

$$|\partial_H S| \geq \frac{\delta}{2d} |\partial_G S| - (2\log(d) + 4)|S| \geq \left( \frac{\delta}{4} \lambda_2(G) - (2\log d + 4) \right) |S|$$

$$= \left( \lambda_2(G)(1 - \lambda_2(G))^{-1} - 2\log d - 4 \right) |S|,$$

for every subset $S \subset V(G)$ with $|S| \leq |V(G)|/2$. If $\lambda_2(G) \geq 1 - \frac{1}{192(\log d + 2)}$ then $(1 - \lambda_2(G))^{-1}/64 \geq 3(\log d + 2)$. We deduce that in this case the Cheeger constant of $H$ satisfies $h(H) \geq 0.99(\log d + 4)$. \hfill \Box

5. Future directions

It would be interesting to make the proof of Theorem 1.2 efficient in the general case, not only when $G$ is an expander graph.
Graph sparsification turned out to be a successful method in the last decade, see the work of Spielman and Srivastava [22]. A Local Lemma based sparsification could be very interesting, especially if it provides a large girth graph in certain cases. Unfortunately, our proof does not achieve this goal, but a similar approach might work.

A strongly ergodic measurable solution to the von Neumann problem could probably have many applications, see [13] for details. Theorem 1.5 implies a finite analogue of this.

Are there approachable high dimensional formulations of the conjecture for the several variants of high dimensional expanders [18]? For the standard definitions and background see [14].

Let us end by recalling an old conjecture: there is no sequence of finite bounded degrees graphs growing in size to infinity, so that all the induced balls in all the graphs in the sequence are uniform expanders. For a related progress see [12].
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