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Abstract

Understanding finite-size effects is one of the key open questions in solving planar AdS/CFT. In this paper we discuss these effects in the $AdS_5 \times S^5$ string theory at one-loop in the world-sheet coupling. First we provide a very general, efficient way to compute the fluctuation frequencies, which allows to determine the energy shift for very general multi-cut solutions. Then we apply this to two-cut solutions, in particular the giant magnon and determine the finite-size corrections at subleading order. The latter are then compared to the finite-size corrections from Lüscher-Klassen-Melzer formulas and found to be in perfect agreement.
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1 Introduction and Summary

Semi-classical quantizing around generic classical configurations is a challenging problem in field theory. In two-dimensional integrable field theories this situation is ameliorated, but it remains a difficult problem to quantize the theory around an arbitrary classical motion if we simply try to expand the action around the classical solution at stake. In general the quadratic Lagrangian will not be time independent, one needs to find the stability angles and the explicit determination of the fluctuation energy spectrum becomes computationally involved. On the other hand, in general, classically integrable theories admit a finite gap description. In this construction each classical motion is mapped to a Riemann surface and semi-classical quantization amounts to pinching this surface by adding extra singularities to the algebraic curve.

The superstring in $AdS_5 \times S^5$ falls precisely into this class of theories: Sharpening our understanding of the quantum spectrum of the superstring in $AdS_5 \times S^5$ is of crucial importance. However, despite much progress in semi-classical quantization of classical string configurations in $AdS_5 \times S^5$, it has remained a daunting problem to quantize around a generic classical string solution. Applying the conventional methods of semi-classical quantization becomes particularly challenging for so-called multi-cut solutions, which in terms of the finite-gap description correspond to higher-genus curves.

The classical $AdS_5 \times S^5$ world-sheet theory however precisely admits a finite-gap description in terms on an algebraic curve [1, 2, 3, 4, 5]. Each classical string motion maps to a Riemann surface, and semi-classical quantization can be performed by pinching this curve [6]. This approach has been successfully applied to various string configurations, and were shown to reproduce the standard world-sheet results of [7, 8, 9].

In this paper we propose a very general, efficient quantization method, which is applicable to a very large class of classical string configurations. We will derive this within the framework of the algebraic curve. The key idea that it is based on is the concept of off-shell fluctuation energies, which we advocate in the main text, and allows one to find the full spectrum around a vast set of classical solutions from the knowledge of

one $S^3$ and one $AdS_3$ fluctuation frequency ("frequency basis"). \hfill (1.1)

Compared to standard semi-classical quantization of string solutions one is not required to compute the fluctuations in all bosonic and fermionic fields. In particular it is interesting to note that the fermionic excitations can be constructed from these building blocks alone. Furthermore, this method is applicable to multi-cut solutions, which are from the conventional point of view, difficult to quantize. The concept of quasi-energy for the $su(2)$ sector, which is related to that of off-shell frequency, was introduced earlier in [10]. We will show however, that this is not only an abstract concept but can be put to practical use.

We will demonstrate the efficiency of our quantization method by computing the semi-classical spectrum around the (dyonic) giant-magnon solution [11, 12, 13]. This describes a classical string moving in $S^3$ with angular momenta $J$ and $Q$ and world-sheet momentum $p$. When $J \to \infty$ this solution becomes the fundamental excitations of the two dimensional field
theory defined in the infinite volume and its dispersion relation reads

$$\epsilon_\infty(p) = \sqrt{Q^2 + \frac{\lambda}{\pi^2} \sin^2 \frac{p}{2}}.$$  \hspace{1cm} (1.2)

When \(J\) is large but not infinite this expression receives exponential corrections \[14, 15, 16\] which can be physically traced back to the existence of wrapping interactions \[17, 18, 19, 20, 21, 22, 23, 24, 25\].

The giant magnon solution is paradigmatic for the efficiency of this approach. For example, in infinite volume \(\epsilon_\infty(p)\) has no constant term in the large \(\lambda\) expansion. This means that the one-loop shift should vanish. Showing this fact from a direct world-sheet field theory computation is a rather involved computation \[20\], whereas from the point of view of the algebraic curve point this result is obtained in a trivial way \[27, 23\].

For the quantization of the finite volume dyonic giant magnon a direct world-sheet approach would most certainly be incomparably more involved than the one based on the classical algebraic curve which we carry out in this paper. Needless to say the method we propose here and illustrate with the giant magnon solution can be applied to other integrable theories and to very different classes of classical solutions.

The plan of the paper is as follows: we will begin with a lightning review of the algebraic curve and its semi-classical quantization. In section 2.3 we prove our efficient quantization method and provide a closed formula for the one-loop energy shift in terms of our “frequency basis”. In section 3 this approach is exemplified for the generic two-cut \(\mathfrak{su}(2)\) solution and in section 4 we compute the energy shift to the giant magnon and extract the subleading correction. Finally in section 6 we compute these corrections from the Lüscher-Klassen-Melzer formulas and show their agreement with our semi-classical quantization method.
Throughout all the paper we use

\[ g = \frac{\sqrt{\lambda}}{4\pi}, \quad E = \frac{\Delta}{\sqrt{\lambda}}, \quad J = \frac{J}{\sqrt{\lambda}}, \quad Q = \frac{Q}{\sqrt{\lambda}}, \]  

(1.3)

2 Quantizing the algebraic curve

2.1 Classical algebraic curve

In [1] a beautiful map between classical superstring motion in \( AdS_5 \times S^5 \) and Riemann surfaces was presented. The idea is that using the Bena-Polchinski-Roiban [28] flat connection \( A(x) \) – where \( x \) is an arbitrary complex number, the so-called spectral parameter – we can diagonalize the monodromy matrix

\[ \Omega(x) = \text{Pexp} \oint_\gamma A(x), \]  

(2.1)

where \( \gamma \) is any path starting and ending at some point \((\sigma, \tau)\) and wrapping the worldsheet cylinder once, to obtain a set of (eight) eigenvalues

\[ \{e^{i\hat{p}_1}, e^{i\hat{p}_2}, e^{i\tilde{p}_3}, e^{i\tilde{p}_4}, e^{i\tilde{p}_1}, e^{i\tilde{p}_2}, e^{i\bar{p}_3}, e^{i\bar{p}_4}\}, \]  

(2.2)

which, due to flatness of the current, are \( \gamma \) independent. As they depend on the arbitrary complex number \( x \) they give rise to conserved charges by Taylor expansion around any point in the \( x \)-plane. Since they are obtained from the diagonalization of an (almost) regular matrix \( \Omega(x) \) they are obtained by solving a characteristic equation and thus define an (eight-sheeted) algebraic curve. The properties of this curve [1] follow from those of the flat connection \( A(x) \) and are summarized in appendix A.

The quasimomenta \( p_i(x) \), being the log of the eigenvalues of \( \Omega(x) \), do not define a Riemann surface. Rather, when evaluated on the algebraic curve for \( e^{ip_i(x)} \) they might jump by an integer multiple of \( 2\pi \) as one crosses one of the square root cuts of the algebraic curve, i.e.

\[ p_i^+(x) - p_j^-(x) = 2\pi n_{ij}, \quad x \in C_n^{ij}, \]  

(2.3)

where \( p_i^\pm(x) \) is the value of the quasimomentum above/below the cut. Moreover to each cut we can associate a filling fraction given by integrating the quasimomenta around the cut

\[ S_{ij} = \pm \frac{\sqrt{\lambda}}{8\pi^2 i} \oint_{C_{ij}} \left( 1 - \frac{1}{x^2} \right) p_i(x) dx. \]  

(2.4)

Thus, each cut of the algebraic curve is characterized by a discrete label \((i, j)\), corresponding to the two sheets being united, an integer \( n \), the multiple of \( 2\pi \) mentioned above, and a real filling fraction. These three quantities are the analogues of the polarization, mode number and amplitude of the flat space Fourier decomposition of a given classical solution. The (sixteen) superstring physical polarizations correspond to the pairing of sheets

\[
\begin{align*}
S^5: & \quad (\bar{1}, 3), (\bar{1}, 4), (\bar{2}, 3), (\bar{2}, 4) \\
AdS_5: & \quad (1, 3), (1, 4), (2, 3), (2, 4) \\
Fermions: & \quad (\bar{1}, 3), (\bar{1}, 4), (\bar{2}, 3), (\bar{2}, 4) \\
& \quad (\bar{1}, 3), (\bar{1}, 4), (\bar{2}, 3), (\bar{2}, 4).
\end{align*}
\]  

(2.5)
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These physical polarizations are determined by the constraint that the lines connecting the sheets \((ij)\) have to cross the yellow line in figure 1. A simple rule of thumb is that they always connect sheets with index 1 or 2 with 3 or 4. The classical energy of the string is obtained from the asymptotics (A.5)

\[
E = \frac{\sqrt{\lambda}}{4\pi} \lim_{x \to \infty} x (\hat{p}_1(x) + \hat{p}_2(x)).
\]  

(2.6)

### 2.2 Quantization

Semi-classical quantisation of the algebraic curve proceeds by adding small number of fluctuations on top of the classical configuration [6]. This treatment is equivalent to the semi-classical computation of quadratic fluctuations in the sigma-model [7, 8, 9], however we will show that the algebraic curve approach is far more efficient.

We consider fluctuations around the classical curve for each polarization \((i, j)\) and mode number \(n\). Adding a fluctuation amounts to shifting the quasimomenta as \(p_k(x) \rightarrow p_k(x) + \delta_n^{ij} p_k(x)\) where \(\delta_n^{ij} p_k(x)\) is constrained by precise analytical properties as listed in Appendix A.2. In particular, the quasimomenta \(\delta_n^{ij} p_i\) and \(\delta_n^{ij} p_j\) which are the quasimomenta connected by the fluctuation at stake must behave as

\[
\delta_n^{ij} p_i(x) \approx \pm \frac{\alpha_0(x_n^{ij})}{x - x_n^{ij}}.
\]

(2.7)

close to the pole position \(x_n^{ij}\) which is determined by

\[
p_i(x_n^{ij}) - p_j(x_n^{ij}) = 2\pi n_{ij}.
\]

(2.8)

The physical poles correspond to solutions of this equation with \(|x_n^{ij}| > 1\). The precise choice of signs above as well as \(\alpha_0(y)\) is given in Appendix A.2. Having found \(\delta_n^{ij} p_k\) we read off the fluctuation energy with mode number \(n\) and polarization \((i, j)\) from the large \(x\) asymptotics

\[
\Omega_n^{ij} = -2 \delta_{i,1} + \frac{\sqrt{\lambda}}{2\pi} \lim_{x \to \infty} x \delta_n^{ij} \hat{p}_1(x).
\]

(2.9)

In the next section we will explain that in fact we do not need to compute separately each of the sixteen physical fluctuations corresponding to the various string polarizations (2.5) but that it suffices to compute two of them, at least for a huge number of interesting solutions. In particular we shall see that the fermionic fluctuations can be obtained from the \(S^3\) and \(AdS_3\) fluctuation energies.

### 2.3 Quantizers toolkit

Notice that the dependence on \(n\) of the shift in the quasimomenta \(\delta_n^{ij} p_k\) only appears through \(x_n^{ij}\) as determined in (2.8). In other words the shift in the quasimomenta is actually a function of the position of the pole, i.e.

\[
\delta_n^{ij} p_k(x) = \delta_n^{ij} p_k(x; y)\big|_{y=x_n^{ij}}.
\]

(2.10)
Moreover the off-shell quantity $\delta^{ij} p_k(x; y)$ is a well defined function of $y$. It is determined by the same asymptotics as for the on-shell shift of quasimomenta $\delta^{ij} p_k(x)$ except that the position of the pole is left unfixed. An obvious consequence of what we just observed is that the fluctuation energies read off from (2.9) are, by construction, of the form

$$\Omega^{ij}_{n} = \Omega^{ij}(y) \bigg|_{y = x_n^{ij}},$$

where the function $\Omega^{ij}(y)$ is independent of the mode number $n$. We call $\Omega^{ij}(y)$ the off-shell fluctuation energies. The off-shell frequency is related for the particular case of the $SU(2)$ principal chiral model to the quasi-energy introduced in [10].

Given an on-shell fluctuation energy $\Omega^{ij}_{n}$ as a function of the mode number $n$, we can always reconstruct the off-shell frequencies by first computing the quasimomenta $p_i(x)$ for the underlying classical solution and then we simply replace $n$ using (2.8), that is

$$\Omega^{ij}(y) = \Omega^{ij}_{n} \bigg|_{n \rightarrow p_i(y) - p_j(y)}.$$ 

(2.12)

In Appendix C this is exemplified for a simple $S^3$ circular string.

We will now explain how, using the inversion symmetry (A.6), we can relate the several off-shell fluctuation energies. In this way we will find a powerful reduction algorithm for the computation of the fluctuation energies and thus the one loop energy shift

$$\delta \Delta^{1-loop} = \frac{1}{2} \sum_{ij,n} (-1)^{F_{ij}} \Omega^{ij}_{n},$$

(2.13)

around a generic classical solution.

### 2.3.1 Frequencies from inversion symmetry

An important property of the quasi-momenta, which follows from the $\mathbb{Z}_4$-grading of the $\mathfrak{psu}(2, 2|4)$ superalgebra, is the inversion symmetry (A.6) under $x \rightarrow 1/x$, which exchanges the quasi-
momenta $p_{1,4} \leftrightarrow p_{2,3}$ and likewise for the $AdS$ hatted quasi-momenta. Thereby, a pole connecting the sheets $(\hat{2}, \hat{3})$ at position $y$, always comes with an image pole at position $1/y$ connecting the sheets $(\hat{1}, \hat{4})$. We can obtain a physical frequency $\Omega^{\hat{1}\hat{4}}(y)$, by analytically continuing the off-shell frequency $\Omega^{\hat{2}\hat{3}}(y)$, inside the unit circle. This is because when we cross the unit-circle, the physical pole for $(\hat{2}\hat{3})$ becomes unphysical, thereby rendering its image, which lies now outside the unit-circle, a physical pole for $(\hat{1}\hat{4})$ as depicted in figure 2.

Let us consider in detail how this works for the $AdS$ fluctuations. As we will now demonstrate

$$\Omega^{\hat{1}\hat{4}}(y) = -\Omega^{\hat{2}\hat{3}}(1/y) - 2. \quad (2.14)$$

Thus, suppose we know $\Omega^{\hat{2}\hat{3}}(y)$. We know that this fluctuation energy appears in the asymptotics of the shifted quasimomenta $\delta^{\hat{2}\hat{3}}p_k(x; y)$ defined by the analytic properties listed in Appendix A.2. Consider now $-\delta^{\hat{2}\hat{3}}p_k(x; 1/y)$. From the analytic properties of $\delta^{\hat{2}\hat{3}}p_k(x; y)$ we conclude that

- Close to $x = y$ we have
  $$- \delta^{\hat{2}\hat{3}}p_1(x; 1/y) \simeq \frac{\alpha(y)}{x - y}, \quad -\delta^{\hat{2}\hat{3}}p_4(x; 1/y) \simeq -\frac{\alpha(y)}{x - y}. \quad (2.15)$$

- The poles at $x = \pm 1$ for these functions $-\delta^{\hat{2}\hat{3}}p_k(x; 1/y)$ are also synchronized as in equation (A.11).

- Close to the branch points of the original solution these functions exhibit inverse square root singularities.

These are precisely the required properties for $\delta^{\hat{1}\hat{4}}p_k(x; y)$ as listed in Appendix A.2! Thus

$$\delta^{\hat{1}\hat{4}}p_k(x; y) = -\delta^{\hat{2}\hat{3}}p_k(x; 1/y). \quad (2.16)$$

From the large $x$ asymptotics we have

$$- \frac{\sqrt{\lambda}}{4\pi} \lim_{x \to \infty} x \delta^{\hat{2}\hat{3}}p_1(x; 1/y) = -\frac{\Omega^{\hat{2}\hat{3}}(1/y)}{2}, \quad (2.17)$$

while by definition $\Omega^{\hat{1}\hat{4}}(y)$ can be read off from

$$\frac{\sqrt{\lambda}}{4\pi} \lim_{x \to \infty} x \delta^{\hat{1}\hat{4}}p_1(x; y) = \frac{\Omega^{\hat{1}\hat{4}}(y)}{2} + 1. \quad (2.18)$$

From the identification (2.16) we thus conclude (2.14).

Similarly we can proceed for the $S^5$ frequencies and relate $\Omega^{\hat{2}\hat{3}}(y)$ with $\Omega^{\hat{1}\hat{4}}(y)$. It is clear that $\Omega^{\hat{1}\hat{4}}(y) = -\Omega^{\hat{2}\hat{3}}(1/y) + \text{constant}$, and to find this constant we can either repeat the analysis we just did applied to the sphere fluctuations or we can be smarter and fix it from $\Omega^{\hat{1}\hat{4}}(\infty) = 0$. This must of course hold – the energy shift when we add an extra root at infinity is obviously zero, in other words, roots at infinity are zero modes. Thus, the relation we find is similar to (2.14), except that the constant term differs:

$$\Omega^{\hat{1}\hat{4}}(y) = -\Omega^{\hat{2}\hat{3}}(1/y) + \Omega^{\hat{2}\hat{3}}(0). \quad (2.19)$$
Obviously for the purpose of computing the one-loop shift these constants are irrelevant as they will cancel in the sum.

So far we have obtained the frequencies (14) from (23). In the next subsection we will show how to derive all remaining frequencies. For a very large class of classical solutions we will be able to extract all fluctuation energies, including the fermionic ones, from the knowledge of a single $S^3$ and a single $AdS_3$ fluctuation energy.

2.3.2 Basis of fluctuation energies

For simplicity let us consider only symmetric classical configurations that have pairwise symmetric quasi-momenta

\[ p_{\hat{i}, \hat{j}, \hat{k}} = -p_{\hat{i}, \hat{k}, \hat{j}} \, , \]

as depicted in figure 1. This is in particular the case for all rank one solutions, i.e. $su(2)$ and $sl(2)$.

Consider e.g. the fermionic frequency $\Omega^{23}(y)$. This energy can be thought of as a linear combination of the physical fluctuation $\Omega^{23}(y)$ and an unphysical fluctuation $\Omega^{\hat{2}\hat{3}}(y)$, which in particular does not appear in the table (2.5) of physical, momentum-carrying polarisations

\[ \Omega^{\hat{2}\hat{3}}(y) = \Omega^{23}(y) + \Omega^{\hat{2}\hat{2}}(y) \, . \]  

(2.21)

Since we are considering symmetric configurations, this unphysical fluctuation energy is identical to $\Omega^{\hat{3}\hat{3}}(y)$, i.e.

\[ \Omega^{\hat{2}\hat{2}}(y) = \Omega^{\hat{3}\hat{3}}(y) \, . \]  

(2.22)
As in (2.21), these unphysical fluctuations can be linearly combined in terms of physical fluctuations
\[ \Omega^{\hat{2}\hat{3}}(y) = \Omega^{\hat{2}\hat{3}}(y) + \Omega^{\tilde{2}\tilde{3}}(y) + \Omega^{\tilde{3}\tilde{3}}(y). \] (2.23)

Combining all these relations we obtain
\[ \Omega^{\hat{2}\hat{3}}(y) = \frac{1}{2} \left( \Omega^{\hat{2}\hat{3}}(y) + \Omega^{\hat{3}\tilde{2}}(y) \right), \] (2.24)
as depicted in figure 3.

Proceeding in a similar fashion we can derive all frequencies as linear combinations of \( \Omega^{\tilde{2}\tilde{3}}(y) \) and \( \Omega^{\hat{2}\hat{3}}(y) \). Table (B.1) summarizes all these relations.

### 2.3.3 Final result

The physical frequencies are labeled by the eight bosonic and eight fermionic polarizations (2.5), so we can label them by
\[ \Omega^{ij}, \quad \text{where} \quad i = (\hat{1}, \hat{2}, \tilde{1}, \tilde{2}) \quad \text{and} \quad j = (\hat{3}, \hat{4}, \tilde{3}, \tilde{4}). \] (2.25)

To construct the complete set of off-shell frequencies for a symmetric solution (2.20) in terms of the two fundamental \( S^3 \) and \( AdS_3 \) ones \( \Omega^{\hat{2}\hat{3}}(y) \) and \( \Omega^{\tilde{2}\tilde{3}}(y) \) and their images under \( y \to 1/y \), we first construct by inversion
\[ \Omega^{\hat{1}\hat{4}}(y) = -\Omega^{\hat{2}\hat{3}}(1/y) + \Omega^{\tilde{2}\tilde{3}}(0) \] \[ \Omega^{\hat{1}\hat{4}}(y) = -\Omega^{\hat{2}\hat{3}}(1/y) - 2. \] (2.26)

The remaining frequencies are then obtained by linear combination of these four fluctuation frequencies. In this way we obtain the following concise form for all off-shell frequencies
\[ \Omega^{ij}(y) = \frac{1}{2} \left( \Omega^{ij}(y) + \Omega^{ij}(y) \right), \] (2.27)
where
\[ (\hat{1}, \hat{2}, \tilde{1}, \tilde{2}, \hat{3}, \hat{4}, \tilde{3}, \tilde{4})' = (\hat{4}, \hat{3}, \tilde{4}, \tilde{3}, \hat{2}, \hat{1}, \tilde{2}, \tilde{1}). \] (2.28)
This generalizes (2.24), and we have made explicit these linear combinations in appendix B, (B.1).

In the complete one-loop energy shift (2.13) the constant terms in (B.1) will drop out and thus do not need to be computed. This is particularly obvious, when performing the graded sum over \( \Omega^{ij}(x_n^{ij}) \) with the explicit frequencies in (B.1).

For the general case of not symmetric solutions, we can repeat the above analysis, however the minimal set of required off-shell fluctuation frequencies will generically be larger than two. It would be interesting to analyse this further.

In the rest of this paper we will consider only \( su(2) \) solutions which means that only \( \tilde{p}_2 \) (and \( \tilde{p}_3 \)) will be connected by square root cuts (outside the unit circle). For these solutions it is clear that
\[ \tilde{p}_2 = -\tilde{p}_3, \quad \tilde{p}_1 = -\tilde{p}_4 \quad \text{and} \quad \tilde{p}_1 = \tilde{p}_2 = -\tilde{p}_3 = -\tilde{p}_4, \] (2.29)
so that we will generically have 6 different frequencies, namely:
1. One internal fluctuation corresponding to a pole shared by \( \tilde{p}_2 \) and \( \tilde{p}_3 \) which we denote by
\[ \Omega_S(y) = \Omega^\tilde{2}\tilde{3}(y) \] (2.30)

2. Another \( S^3 \) fluctuation connecting \( \tilde{p}_1 \) and \( \tilde{p}_4 \)
\[ \Omega_{\tilde{S}}(y) = \Omega^{\tilde{1}\tilde{4}}(y) \] (2.31)

3. Two fluctuations which live in \( S^5 \) but are orthogonal to the ones in \( S^3 \),
\[ \Omega_{S_\perp}(y) = \Omega^{\tilde{1}\tilde{3}}(y) = \Omega^{\tilde{1}\tilde{4}}(y) \] (2.32)

4. Four \( AdS_5 \) fluctuations
\[ \Omega_A(y) = \Omega^{1\tilde{3}}(y) = \Omega^{1\tilde{4}}(y) = \Omega^{2\tilde{3}}(y) = \Omega^{2\tilde{4}}(y) \] (2.33)

5. Four fermionic excitations which end on either \( p_2 \) or \( p_3 \) (which are the sheets where there are cuts outside the unit circle)
\[ \Omega_F(y) = \Omega^{1\tilde{3}}(y) = \Omega^{2\tilde{3}}(y) = \Omega^{2\tilde{4}}(y) \] (2.34)

6. Four fermionic poles which end on either \( p_1 \) or \( p_4 \) (which are the sheets where there are cuts inside the unit circle)
\[ \Omega_{\bar{F}}(y) = \Omega^{1\tilde{4}}(y) = \Omega^{2\tilde{4}}(y) = \Omega^{1\tilde{3}}(y) = \Omega^{1\tilde{4}}(y) \] (2.35)

These fluctuations are depicted in figure 1 from left to right.

3 General \( su(2) \) two-cut solution

In this section we explain how to compute the fluctuation energies around a general 2-cut \( su(2) \) solution\(^1\) with branch points \( a, \bar{a}, b, \bar{b} \). We will find out that the fluctuation energies can be obtained from the surprisingly simple expressions
\[
\Omega_A(y) = \frac{2}{y^2 - 1} \left( 1 + \frac{f(1) - f(-1)}{f(1) + f(-1)} \right),
\]
\[
\Omega_S(y) = \frac{4}{f(1) + f(-1)} \left( \frac{f(y)}{y^2 - 1} - 1 \right),
\]
with the remaining fluctuation energies obtained through table (B.1). Here\(^2\)
\[
f(y) \equiv \sqrt{(y-a)(y-\bar{a})(y-b)(y-\bar{b})}.
\]

\(^1\) General two-cut solutions for the \( su(2) \) Heisenberg magnet were discussed in [32].

\(^2\) The proper definition of \( f(y) \) is
\[
f(y) = (2x-a-\bar{a})(2x-b-\bar{b}) \sqrt{\frac{(x-a)(x-\bar{a})}{(2x-a-\bar{a})^2}} \sqrt{\frac{(x-b)(x-\bar{b})}{(2x-b-\bar{b})^2}}.
\]
Note that this is a very simple elegant expression for the off-shell fluctuation energies. All the intricate structure that appears for the on-shell frequencies is hidden in the equation for the pole positions $x_{ij}^{\pm}$. Let us first review the construction of the quasi-momenta for a two-cut $su(2)$ solution. The AdS-quasi-momenta have no cuts, and therefore are rational functions with at most simple poles at $x = \pm 1$ and large $x$ asymptotics given by

$$p_{1,2} = -p_{3,4} = \frac{2\pi E}{x} + O\left(\frac{1}{x^2}\right).$$

This determines the AdS quasi-momenta uniquely to be

$$p_{1,2} = -p_{3,4} = \frac{2\pi E x}{x^2 - 1}. \quad (3.5)$$

The derivatives of the sphere quasi-momenta are

$$p'_2 = -p'_3 = -\frac{\pi}{f(x)} \left( \frac{Ef(1)}{(x-1)^2} \frac{1}{x-1} + \frac{Ef(-1)}{(x+1)^2} \frac{1}{x+1} + 2(J_1 - J_2) \right).$$

The remaining sphere quasi-momenta $\tilde{p}_1 = -\tilde{p}_4$ are obtained by the inversion $x \rightarrow 1/x$ as in (A.6). The first four terms inside the parenthesis ensure that the poles of the quasi-momenta at $x = \pm 1$ are synchronized with the corresponding poles of the AdS quasi-momenta (A.4). Note that $p'_i$ is required to have a double pole at $x = \pm 1$, with vanishing residue. The function $1/f(x)$ is needed for the correct inverse square root behaviour close to the branch-points. The constant terms in the parenthesis are engineered to ensure the correct large $x$ asymptotics (A.5).

The moduli of the algebraic curve fix the A and B cycle integrals, and thereby the branch-points. More precisely the moduli are hyperelliptic functions of the branch-points. Finally to get the quasi-momenta we would have to integrate the meromorphic differential $p'dx$. These last steps will again yield the quasi-momenta as hyperelliptic functions of $x$ and of the branch-points.

In certain instances there can be considerable simplifications due to a degenerate choice of moduli for the curve. This is for example the case for the well-studied symmetric two-cut $sl(2)$ solution. Also in the case of the giant magnon, where the two cuts are very close, $a \sim b$ and $\bar{a} \sim \bar{b}$, [29, 30], we will see that this leads to considerable computational efficiency.

In terms of these unfixed branch-points, however the expression for the derivative of the quasimomenta (3.6) is quite simple as are the expressions for the fluctuation energies anticipated above (3.1).

To discuss the fluctuation frequencies we now perturb the quasi-momenta and fix $\delta p$ by the required asymptotics (A.12). We consider only the $(2,3)$ and $(2,\tilde{3})$ fluctuations with $N_{2,3} = N_{2,\tilde{3}} = 1$, located at $x = z$ and $x = y$ respectively. The shift in quasi-momenta are

$$\delta p_2(x; y, z) = \alpha(z) \frac{\alpha}{x - z} + \frac{\delta \alpha_-}{x - 1} + \frac{\delta \alpha_+}{x + 1},$$

$$\delta p_2(x; y, z) = \frac{1}{f(x)} \left( \frac{-f(y)}{x - y} \frac{\alpha(y)}{x - 1} + \frac{\delta \alpha_-(1)}{x - 1} + \frac{\delta \alpha_+(1)}{x + 1} - \frac{4\pi}{\sqrt{\lambda}} x + A \right), \quad (3.7)$$

12
where the asymptotics at large \( x \) for \( \delta p_2, \delta p_2 \), and also \( \delta p_1, \delta p_1 \) obtained by inversion symmetry \((A.6)\) fix the constants \( \delta \alpha \pm, A \) and \( \delta \Delta \). We provide the details in Appendix D. The result is

\[
\delta \Delta = \Omega_S(y) + \Omega_A(z),
\]

(3.8)

with the notation of \((3.1)\). The remaining constants are summarized in appendix D.

Now that we have found the two off-shell frequencies \( \Omega_S \) and \( \Omega_A \) we can apply our method from section 2.3 and construct the remaining frequencies as in table \((B.1)\). In this way we obtain the complete set of fluctuation energies around a generic two cut solution. As an application we will consider in the next section the Giant Magnon solution which corresponds to a particular (singular) limit of the general treatment we considered so far.

Notice also that our simple treatment can be used trivially generalized for \( K \geq 3 \) cuts.

4 GM as a two-cut solution

The Giant Magnon solution is a degenerate case of the 2-cut solution studied in the previous section where the branch points of the algebraic curve are pairwise close. We will use the explicit formulas \((3.1)\) to compute the frequencies for the giant magnon solution.

In the next subsection we will summarize all the results and then provide the derivations in the subsequent parts.

4.1 Results

From the analysis in the last section we have learned that in order to compute the one-loop energy shift \((2.13)\), we need the following ingredients:

- the two off-shell \( S^3 \) and \( AdS_3 \) fluctuation energies \( \Omega_S(y) \) and \( \Omega_A(y) \)
- the various quasi-momenta, which are required to determine the position of the physical poles as a function of \( n \) \((2.8)\).

Parametrize the branch-points as

\[
a = X_+ + \delta \frac{2}{2}, \quad b = X_+ - \delta \frac{2}{2},
\]

(4.1)

and \( \bar{a} \) and \( \bar{b} \) are complex conjugate to these branch-points, where we denote \( X_- = (X_+)^* \). We will always work up to second order in \( \delta \).

Away from the branch-points the two-cuts become indistinguishable, \( a \simeq b \simeq X_+ \) etc., and the quasi-momenta can be obtained from \((3.6)\) as

\[
p'_2(x) = \frac{d}{dx} \left( \frac{2 \pi \mathcal{E} x}{x^2 - 1} + \frac{2 \pi (\mathcal{E} - J + Q)}{X_+ - X_-} \log \frac{x - X_+}{x - X_-} \right),
\]

(4.2)

where we replaced \( J_1 \rightarrow J \) and \( J_2 \rightarrow Q \). The expression inside the paranthesis is obviously \( p'_2(x) \), and the log-cut is the condensate of two cuts with consecutive mode-numbers \([30] \). The
discontinuity by crossing the log-cut is given by \( \pi(n + 1) - \pi n \) and therefore we can fix the prefactor of the log to be \( 1/i \), that is to leading order we find

\[
\mathcal{E} - \mathcal{J} + Q = \frac{1}{2\pi i} (X_+ - X_-) + O(\delta^2),
\]

and therefore

\[
p'_2(x) \simeq p'_{\text{far}}(x) \equiv \frac{d}{dx} \left( \frac{2\pi \mathcal{E} x}{x^2 - 1} + \frac{\log (x - X_+)}{x - X_-} \right), \quad |x - X_+|, |x - X_-| \gg \delta.
\]

The quasi-momentum itself is given by

\[
p_{\text{far}}(x) = \frac{\Delta}{2g x^2 - 1} + \frac{1}{i} \log \frac{x - X_+}{x - X_-} + \tau,
\]

where the twist \( \tau \) is required to account for the not periodic boundary conditions for the giant magnon and is given by \[23\]

\[
\tau = -p/2 = \frac{i}{2} \log \frac{X_+}{X_-}.
\]

Also, far from the branch-points, \( \tilde{p}_1(x) = \tilde{p}_2(0) + \tau - \tilde{p}_2(1/x) \).

Close to the branch-points \( a \) and \( b \) are given in (4.1), and the quasi-momentum (3.6) becomes

\[
p'_2(x) \simeq p'_{\text{close}}(x) \equiv \frac{1}{\sqrt{(x - X_+ - \frac{\delta}{2})(X_+ - \frac{\delta}{2} - x)}}, \quad |x - X_+| \ll 1,
\]

where we again used the leading order expression for the energy. Note that up to an overall constant this is obvious, as this is the only function that has the correct branch-cut. Imposing further the same asymptotics for the overlap region \( \delta \ll x - X_+ \ll 1 \) as \( p_2 \) in (4.7) fixes the overall factor. Alternatively we could fix this constant by imposing \( p(b) - p(a) = \int_a^b p'dx = \pi \) which is precisely what we used above to find the prefactor of the log.

As we will explain below, the classical energy, total filling fraction and momenta of this solution, obtained by integrating the quasi-momenta with suitable measures around the two cuts, will be given by

\[
\Delta - J = \frac{g}{i} \left( X_+ - \frac{1}{X_+} - \frac{\delta^2}{8(X_+)^3} \right) + c.c.
\]

\[
Q = \frac{g}{i} \left( X_+ + \frac{1}{X_+} + \frac{\delta^2}{8(X_+)^3} \right) + c.c.
\]

\[
P = \frac{1}{i} \left( \log X_+ - \frac{\delta^2}{16(X_+)^2} \right) + c.c.
\]

Finally, \( \delta \) is fixed by imposing the B-cycle condition \( \int_a^\infty p' = \pi n \), which yields\(^3\)

\[
\delta^2 = 16(X_+ - X_-)^2 \exp \left(-2i\tau - i\frac{4\pi \Delta}{\sqrt{x}} \frac{X_+}{(X_+)^2 - 1} \right).
\]

\(^3\)The twist \( \tau \) is fixed as in the appendix of \[23\].
These relations allow to parametrize the branch-points $X^\pm$ in terms of $Q$ and $P$, from which then the classical energy $E$ can easily be computed.

We have determined the off-shell frequencies in the previous section. To obtain the on-shell frequencies $\omega_n$ we compute the positions of the poles $x_{ij}^n$ from (2.8) and evaluate them at $x_n$. There are two case we have to consider. Mainly $x_n$ are situated relatively far from the branch points of the two cuts and we can expand off-shell frequencies

$$
\Omega_A(y) = \Omega^{(0)}(y) - \left(\frac{y}{y^2 - 1} - \frac{X_+(X^2 - 1)}{2(X_+^2 - 1)(X_+X_- + 1)^2}\delta^2 + c.c.\right)
$$

(4.10)

$$
\Omega_S(y) = \Omega_A(y) - \left(\frac{1}{y - X_+} - \frac{X_-}{4(X_+^2 - 1)(X_-X_+ + 1)}\delta^2 + c.c.\right).
$$

The first term is the leading order frequency, as determined in [23], which is

$$
\Omega^{(0)}(y) = \frac{2}{y^2 - 1}\left(1 - y\frac{X_+ + X_-}{X_+X_- + 1}\right).
$$

(4.11)

The remaining frequencies are of course determined as in (2.27).

However there are fluctuations corresponding to the variations of the filling fractions of the two cuts. These are situated right at the branch points. To compute their contributions to the 1-loop energy shift we have to expand $\delta E_{BP} \equiv \frac{1}{2}\Omega^{23}(a) + \frac{1}{2}\Omega^{23}(b)$. That leads to

$$
\delta E_{BP} \simeq \Omega^{(0)}(X_+) + \left(\frac{1 - X_-X_+}{4(X_-X_+ + 1)^2(X_+^2 - 1)}\delta^2 + c.c.\right).
$$

(4.12)

We will assume that the fluctuations are situated along the real axis, except the fluctuations at the branch points, which we will treat separately.

Now, we have the off-shell fluctuation frequencies, the classical energy as well as the quasi-momenta, and therefore the position of the physical poles, and thus we have all ingredients assembled to compute the one-loop energy shift.

In the next subsection we will derive all the above expressions and subsequently, we will sum up the fluctuation energies to obtain the one-loop energy shift for a generic $Q$-magnon solution. For the simple giant magnon $Q \ll 1$ and the one-loop energy shift organizes as a series in these two exponential [23]

$$
\delta \Delta^{1-loop} = \sum_{n,m} a_{n,m}(P, J) \left(e^{-2\pi J}\right)^n \left(e^{-\frac{2\pi J}{\sin \frac{\pi J}{2}}}\right)^m.
$$

(4.13)

In [23] we determined the complete set of $a_{n,0}$ coefficients (see also [20]), which correct the one-loop shift of the giant magnon in finite volume, by properly summing the leading frequencies as opposed to approximating them by an integral over their momenta. In this paper we determine $a_{1,1}$, which is the leading correction to the one-loop shift due to the fine-structure of the condensate cut. Combining the methods in the present paper and in [23], it should be straight forward to compute $a_{1,n}$.
4.2 Derivations

We now provide the details for the results in the last subsection. First let us consider $\delta^2$. It is determined by fixing the B-cycle integral. We will compute this integral using different approximations to the quasi-momentum, depending on how far the integration point is from the branch-point

$$\pi n = \int_a^\infty \tilde{p}_2' = \int_c^\infty \tilde{p}_{\text{far}}' + \int_c^a \tilde{p}_{\text{close}}',$$

where $c = X_+ + \epsilon$ is an arbitrary point in the overlapping region $\delta \ll |x - X_+| \ll 1$, i.e. $\delta \ll \epsilon \ll 1$. We depicted the integration region in figure 4. Evaluating the integrals yields

$$\pi n \simeq \left[ \frac{2\pi \epsilon X_+}{(X_+)^2 - 1} + \frac{1}{i} \log \frac{\epsilon}{X_+ - X_-} + \tau \right] + \left[ \frac{1}{i} \log \frac{\delta}{4\epsilon} \right].$$

Here $\tau$ is the value of the quasi-momenta at infinity. As required the dependence on $\epsilon$ cancels and we obtain $\delta$ as function of $X^\pm$ in (4.9).

Next we derive the expressions for the charges from the general relations

$$\Delta - J = \frac{g}{2\pi i} \oint dx \, p'(x) \left( x - \frac{1}{x} \right),$$

$$Q = \frac{g}{2\pi i} \oint dx \, p'(x) \left( x + \frac{1}{x} \right),$$

$$P = \frac{1}{2\pi i} \oint dx \, p'(x) \log x.$$

For this purpose we write

$$\oint dx \, p_2'(x) f(x) = \oint dx \, p_{\text{far}}'(x) f(x) + \oint dx \, (p'_2(x) - p'_{\text{far}}(x)) f(x).$$

Figure 4: Integration regions.
The first term obviously yields the leading order charges (4.8). The second term can be evaluated by deforming the contour to the region where the integrand is singular, i.e. \( x \sim X_+ \), where in particular \( p_2 \) can be approximated by \( p_{\text{close}} \)

\[
\oint dx \left( p'_2(x) - p'_f(x) \right) f(x) \simeq \oint \left( \frac{1}{\sqrt{(x-X_+ - \frac{\delta}{2})(X_+ - \frac{\delta}{2} - x)}} - \frac{i}{x-X_+} \right) f(x) + c.c.,
\]

(4.18)

where the contour integral encircles all the poles of the integrand. The integrals can be easily computed and yield (4.8).

5 Finite-size correction to the GM

The one-loop energy shift is obtained by the weighted sum over all fluctuation frequencies

\[
\delta \Delta_{1-loop} = \frac{1}{2} \sum_{n,ij} (-1)^F \Omega_{ij} \left( x^n_{ij} \right).
\]

(5.1)

To deal with this sum we first split this sum into the fluctuation energies corresponding to a variation of the filling fractions of the two cuts, \( \delta E^{BP} \) and the remaining fluctuations. To sum the latter we transform the sum over \( n \) into an integral with \( \cot \pi n \) and then we pass from the \( n \) to the \( x \) plane using the map (2.8). Actually as we will explain later there is an additional third contribution coming from fluctuations which got trapped between the two cuts when they collapsed into the log cut. This contribution, denoted by \( \delta E^{UP} \) is considered in section 5.2.

Thus we have

\[
\delta \Delta_{1-loop} = \frac{1}{2} \sum_{ij} (-1)^F \oint_{\mathcal{C_R}} \Omega^{ij}(y) \cot_{ij} \frac{dy}{2\pi i} + \delta E^{BP} + \delta E^{UP},
\]

(5.2)

where

\[
\cot_{ij} \equiv \partial_y \log \sin \left( \frac{p_i - p_j}{2} \right),
\]

(5.3)

and the contour \( \mathcal{C_R} \) encircles all the fluctuations on the real axis.

Our goal will be to deform this contour to the unit circle, where the argument of the cot has a large imaginary component everywhere and the integral can be computed by standard saddle point method.

However, when deforming the contour we will obtain several poles from \( \cot_{ij} \) located close to the points \( x = X_+ \) and \( x = 1/X_+, 1/X_- \). The contribution from these poles is computed in the next section and is denoted by \( \delta E^{PL} \). We find therefore

\[
\delta \Delta_{1-loop} = \delta E^{\text{INT}} + \delta E^{\text{PL}} + \delta E^{\text{BP}} + \delta E^{\text{UP}},
\]

(5.4)

where

\[
\delta E^{\text{INT}} = \oint_{\mathcal{C_U}} \left( \frac{1}{2} \sum_{ij} (-1)^F \Omega^{ij}(x) \cot_{ij} \right) \frac{dx}{2\pi i}.
\]

(5.5)
Notice that since we already dealt with the zero mode contribution $\omega_{BP}$ separately we can (and will) use the far away quasi-momenta (4.3) in the rest of the paper. In the following four sections we will consider each of these four contributions in detail.

The splitting of the one-loop shift into a unit circle contribution plus the rest was proposed in [31] where the unit circle contribution was analyzed and related with the Hernandez-Lopez phase [33]. In [34] the remaining contribution was considered around general non-singular classical curves and matched with the usual finite size corrections, known as anomalies, appearing in the Beisert-Staudacher equations [35].

5.1 Extracting poles

We now determine the positions of the poles mentioned above. Consider first the polarization $(2, \tilde{3})$. We have

$$\exp(-i\tilde{p}_2 + i\tilde{p}_3) = \exp \left(-i \frac{x\Delta}{g(x^2 - 1)} - 2i\tau \right) \frac{(x - X_-)^2}{(x - X_+)^2},$$

so we will have an obvious pole from (5.3) at $x = X_+$ but we will also have some less trivial poles if the denominator in (5.3) vanishes, i.e. for $\exp(-i\tilde{p}_2 + i\tilde{p}_3) = 1$,

$$\exp \left(-i \frac{x\Delta}{g(x^2 - 1)} - 2i\tau \right) \frac{(x - X_-)^2}{(x - X_+)^2} = 1.$$  (5.7)

The first factor is exponentially small. When $x \sim X_+$ the exponent is of order $\delta^2$ as one can see from (4.9). However we can compensate that if the second factor diverges. To be able to compensate the exponential suppression we will require that $x - X_+ \sim \delta$. What one finds is the poles at $x - X_+ = \epsilon_1^\pm$, where

$$\epsilon_1^\pm = \pm \delta^2 \frac{\Delta}{16} \frac{1}{(X_+ - X_-)^2} + \frac{\Delta}{2g} \frac{X_+^2 + 1}{(X_+^2 - 1)^2}$$

$$\pm \delta^3 \left( \frac{1}{(X_+ - X_-)^2} - \frac{3\Delta^2(X_+^2 + 1)^2}{8g^2(X_+^2 - 1)^4} + \frac{i\Delta}{2g} \frac{2X_+^4 + X_-X_+^3 - 3X_+^2 + 3X_-X_+ - 3}{(X_+ - X_-)(X_+^2 - 1)^3} \right) + O(\delta^4).$$

(5.8)

Proceeding in the same way for the different polarizations we would find the position of all existing poles. We have summarized all poles, and whether they are physical or unphysical (around $X_+$ or $1/X_+$, respectively) in table 1. In Appendix E we listed the explicit values of the small deviations $\epsilon_j$.

In summary, the contribution to the contour integral from these singularities is

$$\delta E_{PL}^{PL} = \left( \frac{e^{i\tau}}{(X_-X_+ + 1)(X_+^2 - 1)} + \frac{2 - X_+(X_- + X_+)}{(X_-X_+ + 1)(X_+^2 - 1)^2} + \frac{i\Delta}{4g} \frac{X_-X_+^3 - 3X_+^2 + 3X_-X_+ - 3}{(X_-X_+ + 1)(X_+^2 - 1)^3} \right) \delta^2 + c.c.$$  (5.9)

which for small $Q$ values becomes

$$\delta E_{PL}^{PL} \simeq 8e^{-\frac{\Delta}{2g} \sin \frac{\pi}{2}} \sin \frac{\pi}{2} \frac{P}{2}.$$  (5.10)
Polarization | Poles around $X_+$ | Poles around $1/X_+$
--- | --- | ---
$A \times 4$ |  |  
$F \times 4$ | $x - X_+ = 0, \epsilon_3$ |  
$F \times 4$ |  | $1/x - X_+ = 0, \epsilon_3$ 
$S$ | $x - X_+ = \epsilon_1^-, 0, \epsilon_1^+$ |  
$S$ |  | $1/x - X_+ = \epsilon_1^-, 0, \epsilon_1^+$ 
$S_{\perp} \times 2$ | $x - X_+ = 0, \epsilon_2$ | $1/x - X_+ = 0, \epsilon_2$

Table 1: Poles of different cot$_{ij}$ in the upper half plane close to the logarithm branch points

### 5.2 Unphysical fluctuations

Consider a general finite gap solution. Let us assume first that all filling fractions are sufficiently small. By other words we are dealing with a slightly deformed BMN curve. Then we know that the equation

$$ p_i(x^{ij}_n) - p_j(x^{ij}_n) = 2\pi n $$

(5.11)

for a physical pair $(ij)$ always has a solution$^4$. When we gradually start increasing the filling fractions, the cuts become bigger and at some point a cut could collide with some $x_n$. After this point we will not be able to find solutions to (5.11) for some values of $n$. This however does not imply any non-analyticity of the fluctuation energies $\Omega^{ij}(x^{ij}_n)$ as a function of the filling fractions and we can analytically continue the fluctuation energies below this point. What happens is that the fluctuation $x_n$ passes through a cut and afterwards is connecting two different sheets. This will generically yield unphysical fluctuations. We have depicted this process in figure 5.

Indeed for each missing solution of (5.11) one could find the corresponding unphysical fluctuation. We conclude that we also have to consider all possible solutions of (5.11) for unphysical pairs $(ij)$.

In the calculation above we have taken into account only physical fluctuations. However there are $2 + 4$ unphysical fluctuations $(1, 2), (3, 4)$ and $(12), (22), (33), (43)$, which by the above reasoning we also need to take into account. We denote these fluctuations by $S_u$ and $F_u$

$$ \Omega_{S_u}(x) = \frac{\Omega_S(x) - \Omega_S(x)}{2} + c $$

(5.12)

$$ \Omega_{F_u}(x) = \frac{\Omega_A(x) - \Omega_S(x)}{2} + c $$

(5.13)

where the specific values of the constant $c$ and of the position of these fluctuations $x^{S_u}$ and $x^{F_u}$ are collected in Appendix E.

Combining this together with the branch-point contribution (4.12) one obtains

$$ \delta E^{\text{UP}} + \delta E^{\text{BP}} = \delta E^{\text{BP}} + \frac{2\Omega_{S_u}(0) - 4\Omega_{F_u}(x^{F_u})}{2} = \frac{1 - \sqrt{X_-/X_+}}{4(X_-X_+ + 1)(X_+^2 - 1)} \delta^2 + c.c. $$

(5.14)

$^4$In fact one should add twists to ensure this statement.
where in particular the leading order term correctly cancels! In the $Q \to 0$ limit we obtain for this combined contribution
\[
\delta E^{UP} + \delta E^{BP} \simeq -8e^{-\frac{j}{2g} \sin^2 \frac{p}{2}} \sin^2 \frac{p}{2}.
\] (5.15)

This contribution precisely cancels the contribution of $\delta E^{PL}$ in (5.10). Thus, for the simple giant-magnon solution the only contribution is given by the integral over the unit circle (5.5).

### 5.3 On the unit circle

In the previous two section we took into account the extra poles in the complex $x$ plane, the branch-point fluctuations and the unphysical excitations. For a general Dyonic magnon these contributions are given by (5.9) added to (5.14) while for a simple giant-magnon this sum vanishes.

In this section we consider the remaining contribution given by the integral (5.5) over the unit circle. There are three contributions into which this integral is naturally split. On the upper/lower half of the unit circle we have
\[
cot \left( \frac{p_i - p_j}{2} \right) = \pm i \left( 1 + 2e^{\mp i(p_i - p_j)} + \ldots \right),
\] (5.16)

while the fluctuation energies are given by
\[
\Omega_{ij}(y) = \Omega^{(0)}(y) + \delta \Omega_{ij}(y).
\] (5.17)

Thus the we can pick the leading term in (5.16) times the leading term in (5.17) to get
\[
\delta E^{INT,(0)} = \oint_{C_U^+} dy \frac{(-1)^{F_{ij}}} {2i} \frac{\partial_y \Omega^{(0)}(y)} {2\pi} \frac{p'_i - p'_j} {2\pi},
\] (5.18)

where the integral goes over the upper half of the unit circle from $x = -1$ to $x = +1$. Since $\sum_{i=1}^4 \tilde{p}_i - \hat{p}_i = 0$ this contribution vanishes and therefore the one-loop shift around the infinite volume giant magnon is zero. We are therefore left with the exponentially suppressed contributions.
The second contribution comes from picking the subleading term in (5.17) and the leading value in (5.16). This gives

\[ \delta E_{\text{INT},(1)} \approx 2 \int_{c^+} \frac{h(x) - h(1/x)}{x^2 + g(x)} \, dx \frac{dx}{2\pi i} + \text{c.c.} \]

\[ = \frac{i\delta^2}{4\pi} \left[ \frac{X_+ - X_-}{(X_+X_- + 1)(X_+^2 - 1)^2} + \frac{(X_- - 1)(\arccoth X_+ - \arccoth X_-)}{(X_+^2 - 1)(X_+^2X_-^2 - 1)} \right] + \text{c.c.}, \]

(5.19)

where

\[ h(x) = \frac{\delta^2}{16} \left[ \frac{X_+ - X_-}{(x - X_-)^2} + \frac{X_+ - 2X_+ + X_-^2}{X_+X_-(X_- - X_+)} \left( \frac{1}{x - X_-} - \frac{1}{x - X_+} \right) \right] \]

\[ g(x) = \frac{\delta^2}{8} \frac{(X_+ - X_-)^2}{(xX_+ - 1)(xX_- - 1)X_+}. \]

Expanding this result in the \( Q \to 0 \) limit we obtain

\[ \delta E_{\text{INT},(1)} \approx 16e^{-\frac{jg}{2\sin\frac{p}{2}}} - \frac{2}{2} \left( \frac{g \sin^3 \frac{p}{2}}{Q} - \sin \frac{p}{2} \right). \]

(5.21)

Notice that this contribution is singular in the \( Q \to 0 \) limit. This singularity will cancel however with the third contribution we will now analyze.

Finally we have the contribution coming from picking the leading term in (5.17) multiplied by the subleading term in (5.16). This was the contribution analyzed in [23] and [20]. This gives

\[ \delta E_{\text{INT},(2)} = \int_{c^+} \frac{dx}{2\pi i} \partial_x \Omega_0 \left( e^{-ix - X_+ \over x - X_+} + e^{-ix - 1/X_+ \over x - 1/X_+ - 2} \right)^2 e^{-i\delta_{1-loop} \over g(x^2 - 1)}, \]

(5.22)

which in the small \( Q \) limit is divergent and becomes

\[ \delta E_{\text{INT},(2)} \approx V.P. \int_{c^+} \frac{dx}{2\pi i} \partial_x \Omega_0 \left( 2xX_+ - 1 \over x - X_+ \right)^2 e^{-ix - Jg \sin \frac{p}{2} \over g(x^2 - 1)} \right) \]

\[ + e^{-i\delta \over 2g \sin \frac{p}{2}} \left( -16g \sin^3 \frac{p}{2} \over Q \right) + 4iJ \cos \frac{p}{2} \over g - 8i \sin \frac{p}{2} + 8i \sin p \right), \]

(5.23)

where \( V.P. \) stands for the principal value of the integral.

Finally, we can combine (5.21) and (5.23) to obtain the final result

\[ \delta \Delta_{1-loop} \approx V.P. \int_{c^+} \frac{dx}{2\pi i} \partial_x \Omega_0 \left( 2xX_+ - 1 \over x - X_+ \right)^2 e^{-ix - Jg \sin \frac{p}{2} \over g(x^2 - 1)} \right) \]

\[ + e^{-i\delta \over 2g \sin \frac{p}{2}} \left( -16 \sin \frac{p}{2} \over \pi \right) + 4iJ \cos \frac{p}{2} \over g - 8i \sin \frac{p}{2} + 8i \sin p \right). \]

(5.24)

We will show in the next section that this is in precise agreement with the \( F \) and \( \mu \) terms of the Lüscher-Klassen-Melzer formulas! Note that the expression above is real by construction and the divergence at \( Q = 0 \) has cancelled among the various contributions.
5.4 Combined energy shift for a generic Dyonic magnon

Notice that we are by no means obliged to take the simple magnon magnon and our previous formulas are absolutely general and also yield the finite size 1-loop shift around a generic Dyonic magnon. Combining all the contributions computed in the previous sections we get

\[
\delta \Delta_{1\text{-loop}} = \oint_{U^+} \frac{dx}{2\pi i} \partial_x \Omega_0 \left( e^{-i\frac{x}{x-X_+} - 1/X_+} + e^{-i\frac{x}{x+X_+} - 1/X_+} - 2 \right)^2 e^{-\frac{iy_0}{g(x^2-1)}} \tag{5.25}
\]

\[
+ \frac{\delta^2}{4(X_-X_+ + 1)(X_+^2 - 1)^2} \left[ 1 - X_-X_+ + i \frac{X_+ - X_-}{\pi} - i \frac{\Delta (X_+^2 + 1)(X_+ - X_-)}{4g} \frac{X_+^2 - 1}{X_+ - 1} \right] \frac{i}{2\pi(X_-X_+ - 1)} \log \left( \frac{(X_+ + 1)(X_- - 1)}{(X_+ - 1)(X_- + 1)} \right) + c.c. \right). 
\]

6 Lüscher-Klassen-Melzer formulas

Finally we compute the finite-size correction (5.24) using the Lüscher-Klassen-Melzer formulas [17, 36, 18, 19, 20, 23, 24]. There are two contributions, the F- and the µ-term

\[
\delta \epsilon_a^F = -V.P. \int_{\mathbb{R}} \frac{dq}{2\pi} \left( 1 - \frac{e'(p)}{e'(q^*(q))} \right) e^{-iq^*(q)L} \sum_b (-1)^F S_{ba}^b(q^*(q), p) \tag{6.1}
\]

\[
\delta \epsilon_a^\mu = -i \left( 1 - \frac{e'(p)}{e'(\tilde{q}^*))} \right) e^{-iq^L L} \Res_{q^* = \tilde{q}} \left( \sum_b (-1)^F S_{ba}^b(q^*(q), p) \right), \tag{6.2}
\]

which describe the corrections to the dispersion relation of a single magnon with momentum p due to virtual particles running in the loop, and bound state formation, respectively. We have used the notation for the on-shell momentum

\[
q^2 + \epsilon(q^*)^2 = 0, \tag{6.3}
\]

and \( \tilde{q} \) denotes the Euclidean energy of the bound state. Inserting the all-loop AdS/CFT S-matrix [37, 38, 39, 40], one can expand to arbitrary order and obtain the leading-volume correction.

Through a trivial change of variables, the F-term can be written as [23]

\[
\delta \epsilon^F = V.P. \oint_{U^+} \frac{dx}{2\pi i} \partial_x \Omega_0(x) e^{-4\pi \sqrt{x/X_+ - 1}} e^{-4\pi i(\Delta - \frac{J}{\pi}) \frac{x}{x+1}} \left( 2 \frac{x - X_-}{x - X_+} \sqrt{\frac{X_+}{X_-} - 1} \right)^2, \tag{6.4}
\]

where

\[
\Delta = J + \sqrt{\frac{X_+}{X_-}} \sin \frac{p}{2}. \tag{6.5}
\]

In the limit of \( Q \to 0 \), \( X_+ \sim 1/X_- \) and thus the F-term agrees precisely with the first line in (5.24)!

For the µ-term we have to evaluate the residue at the bound states as done in [20], to subleading order. Since the computation is exactly as done in this paper we omit the details.
There are three contributions, which arise from poles up to the one-loop dressing factor, the effect from the one-loop dressing factor and the higher-loop contributions, respectively. In summary we obtain

$$\delta \epsilon^\mu = e^{-\frac{2\pi i}{\sqrt{\lambda} \sin \frac{p}{2}}} \delta_1 \delta_2 \delta_3,$$

where

$$\delta_1 = -4g \sin^3 \frac{p}{2} + i \left( \frac{J}{g} \cos \frac{p}{2} - 2 \sin \frac{p}{2} + \sin p \right) + \mathcal{O}\left( \frac{1}{g} \right)$$

$$\delta_2 = \frac{1}{2} + \frac{1}{g} \left( \frac{1}{2\pi \sin^2 \frac{p}{2}} - \frac{i \cos \frac{p}{2}}{4 \sin^2 \frac{p}{2}} \right) + \mathcal{O}\left( \frac{1}{g^2} \right)$$

$$\delta_3 = \frac{8}{e^2} + \mathcal{O}\left( \frac{1}{g^2} \right),$$

so that the $\mu$-term up to this order is

$$\delta \epsilon^\mu = -e^{-\frac{2\pi i}{\sqrt{\lambda} \sin \frac{p}{2}}} - 2 \left( 16g \sin^3 \frac{p}{2} + \frac{16}{\pi} \sin \frac{p}{2} - 4i \left( J \cos \frac{p}{2} - 2 \sin \frac{p}{2} + 2 \sin p \right) \right) + \mathcal{O}\left( \frac{1}{g} \right).$$

The leading $\mathcal{O}(g)$ contribution to the $\mu$-term is precisely the one in [20]. The subleading terms are in complete agreement with the corrections appearing in the second line of our result (5.24). Thus we have successfully demonstrated the agreement of our result (5.24) with the Lüscher-Klassen-Melzer approach of computing finite-size effects. As we emphasized already in the introduction, we strongly believe that this efficient quantization method that we developed in this paper will be useful in systematic studies of the finite-size effects for strings in $AdS_5 \times S^5$. In particular it would be interesting to reproduce from a Lüscher like approach the full result (5.25) for the finite size corrections to the Dyonic magnon.
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Appendix A  Classical Curve and Fluctuations

A.1 Properties of the Classical Curve

In this appendix we summarize the properties of the classical algebraic curve. The monodromy matrix $\Omega(x)$ is uni-modular, $\text{STr}(\Omega(x)) = 1$, so that

$$\sum_{i=1}^{4} (\tilde{p}_i - \hat{p}_i) \in 2\pi \mathbb{Z}. \quad (A.1)$$

The eigenvalues of the monodromy matrix can have branch-cuts along which the quasi-momenta can jump as

$$p_i^+ - p_j^- = 2\pi n_{ij}, \quad x \in \mathcal{C}_{n}^{ij}, \quad (A.2)$$

for the combination of sheets

$$i = \hat{1}, \hat{2}, \hat{3}, \hat{4}; \quad j = \check{3}, \check{4}, \check{3}, \check{4}. \quad (A.3)$$

We use the notation $p_i = \tilde{p}_i$ etc. interchangeably. Note that for $ij$ of the same type, $\mathcal{C}_{n}^{ij}$ are macroscopic bosonic cuts, whereas if they are of different type these are fermionic poles.

The quasi-momenta can have branch-cuts and poles in the $x$-plane. The latter are located at $x = \pm 1$ with residues that are related in particular due to the Virasoro constraint

$$\{\hat{p}_1, \hat{p}_2, \hat{p}_3, \hat{p}_4|\check{p}_1, \check{p}_2, \check{p}_3, \check{p}_4\} = \frac{\{\alpha_\pm, \beta_\pm, \beta_\pm | \alpha_\pm, \beta_\pm, \beta_\pm \}}{x \pm 1} + O(1). \quad (A.4)$$

At $x = \infty$ the BPR connection $A(x)$ reduces simply to the Noether current, wherefore the quasi-momenta in this limit are related to the global $\mathfrak{psu}(2, 2|4)$ charges

$$\begin{pmatrix} \hat{p}_1 \\ \hat{p}_2 \\ \hat{p}_3 \\ \hat{p}_4 \\ \check{p}_1 \\ \check{p}_2 \\ \check{p}_3 \\ \check{p}_4 \end{pmatrix} = \frac{2\pi}{x} \begin{pmatrix} +\mathcal{E} - S_1 + S_2 \\ +\mathcal{E} + S_1 - S_2 \\ -\mathcal{E} - S_1 - S_2 \\ -\mathcal{E} + S_1 + S_2 \\ +\check{\mathcal{J}}_1 + \check{\mathcal{J}}_2 - \check{\mathcal{J}}_3 \\ +\check{\mathcal{J}}_1 - \check{\mathcal{J}}_2 + \check{\mathcal{J}}_3 \\ -\check{\mathcal{J}}_1 + \check{\mathcal{J}}_2 + \check{\mathcal{J}}_3 \\ -\check{\mathcal{J}}_1 - \check{\mathcal{J}}_2 - \check{\mathcal{J}}_3 \end{pmatrix} + O \left( \frac{1}{x^2} \right). \quad (A.5)$$

The algebra $\mathfrak{psu}(2, 2|4)$ further has an automorphism which acts also on the monodromy matrix and imposes the following relations for the quasi-momenta

$$\hat{p}_{1,2}(x) = -\hat{p}_{2,1}(1/x) - 2\pi m$$

$$\hat{p}_{3,4}(x) = -\hat{p}_{4,3}(1/x) + 2\pi m$$

$$\hat{p}_{1,2,3,4}(x) = -\hat{p}_{2,1,4,3}(1/x). \quad (A.6)$$

Each classical solution is specified by the following data: bosonic branch-cuts (connecting $\check{i}$ and $\check{j}$ or $\hat{i}$ and $\hat{j}$) and fermionic poles (connecting $\hat{i}$ and $\check{j}$), which are specified by the quasi-momenta $p_i$, satisfying $(A.2)$ $(A.3)$ $(A.4)$ $(A.5)$ $(A.6)$. Each cut carries a mode number, $n_{ij}$ in $(A.2)$ and furthermore a filling fraction

$$S_{ij} = \pm \frac{\sqrt{\lambda}}{8\pi^2 i} \int_{\mathcal{C}_{ij}} \left( 1 - \frac{1}{x^2} \right) p_i(x) dx. \quad (A.7)$$
A.2 Properties of Fluctuations

As for classical quasi-momenta, we obtain constraints on the asymptotics for $\delta p_i$, which should include a sum over all fluctuations $f^{(i,j)}$

$$\delta p_i \sim \sum_{(i,j)} f^{(i,j)} = \sum_{(i,j)} \epsilon_i N_{ij} \alpha(x_{ij}^n) \frac{\alpha(x_{ij}^n)}{x - x_{ij}^n}.$$

(A.8)

The signs appearing here and in (2.8) are

$$1 = \epsilon_1 = \epsilon_2 = -\epsilon_3 = -\epsilon_4 = -\epsilon_1 = -\epsilon_2 = \epsilon_3 = \epsilon_1,$$

and we defined

$$\alpha(x) = \frac{4\pi}{\sqrt{x^2 - 1}}.$$  \hspace{1cm} (A.10)

The corrections to the quasi-momenta can again have poles at $x = \pm 1$ which have to be correlated via the Virasoro constraint as

$$\{\delta p_1, \delta p_2, \delta p_3, \delta p_4|\delta \tilde{p}_1, \delta \tilde{p}_2, \delta \tilde{p}_3, \delta \tilde{p}_4\} = \frac{\{\delta \alpha_\pm, \delta \alpha_\pm, \delta \beta_\pm, \delta \beta_\pm|\delta \alpha_\pm, \delta \alpha_\pm, \delta \beta_\pm, \delta \beta_\pm\}}{x \pm 1} + O(1).$$

(A.11)

The asymptotics at $x = \infty$ of the quasi-momenta (A.5) results in constraints on the asymptotics of the deformed quasi-momenta

$$\begin{pmatrix} \delta \tilde{p}_1 \\ \delta \tilde{p}_2 \\ \delta \tilde{p}_3 \\ \delta \tilde{p}_4 \end{pmatrix} = \frac{4\pi}{x \sqrt{\lambda}} \begin{pmatrix} +\delta \Delta/2 & +N_{ij} + N_{ij} & +N_{ij} + N_{ij} \\ +\delta \Delta/2 & +N_{ij} + N_{ij} & +N_{ij} + N_{ij} \\ -\delta \Delta/2 & -N_{ij} - N_{ij} & -N_{ij} - N_{ij} \\ -\delta \Delta/2 & -N_{ij} - N_{ij} & -N_{ij} - N_{ij} \end{pmatrix} + O\left(\frac{1}{x^2}\right).$$

(A.12)

where $\delta \Delta$ is given by

$$\delta \Delta = \sum_{ij,n} N_{ij}^n \Omega_{ij}^n.$$  \hspace{1cm} (A.13)

The important point is that these are related to the energy shift $\delta E$.

So far we covered all the constraints that follow from the asymptotics of the classical quasi-momenta. In addition, the fluctuations will backreact upon the classical cuts and close to the branch-points (or cut-endpoints) we impose for $p_i \sim \sqrt{(x - a)}$ close to the branch-point $x = a$

$$\delta p_i \sim \frac{d}{dx} p_i,$$

(A.14)

etc. Solving these constraints in particular fixes $\delta E$, which is the desired one-loop energy shift.
Appendix B  Complete set of frequencies

The complete set of frequencies written in terms of the basis frequencies $\Omega^{23}(y)$ and $\Omega^{23}(y)$ are

$$\Omega^{14}(y) = -\Omega^{23}(1/y) + \Omega^{23}(0)$$

$$\Omega^{21}(y) = \Omega^{13}(y) = \frac{1}{2} \left( \Omega^{23}(y) + \Omega^{14}(y) \right) = \frac{1}{2} \left( \Omega^{23}(y) - \Omega^{23}(1/y) + \Omega^{23}(0) \right)$$

$$\Omega^{14}(y) = -\Omega^{23}(1/y) - 2$$

$$\Omega^{21}(y) = \Omega^{13}(y) = \frac{1}{2} \left( \Omega^{23}(y) + \Omega^{14}(y) \right) = \frac{1}{2} \left( \Omega^{23}(y) - \Omega^{23}(1/y) \right) - 1$$

$$\Omega^{21}(y) = \Omega^{13}(y) = \frac{1}{2} \left( \Omega^{23}(y) + \Omega^{14}(y) \right) = \frac{1}{2} \left( \Omega^{23}(y) - \Omega^{23}(1/y) + \Omega^{23}(0) \right)$$

$$\Omega^{14}(y) = \Omega^{14}(y) = \frac{1}{2} \left( \Omega^{14}(y) + \Omega^{14}(y) \right) = \frac{1}{2} \left( -\Omega^{23}(1/y) - \Omega^{23}(1/y) + \Omega^{23}(0) \right) - 1$$

$$\Omega^{23}(y) = \Omega^{23}(y) = \frac{1}{2} \left( \Omega^{23}(y) + \Omega^{23}(y) \right).$$

Appendix C  Simple $su(2)$

The simplest and most-well studied example is that of a circular string solution in $S^3 \times \mathbb{R}$. The purpose of this section is not to simply trod on well-explored territory but to make a point in simplifying the computation of fluctuation energies and thus demonstrating the efficiency of our method.

The circular string in $S^3 \times \mathbb{R}$ is a solution to the $SU(2)$ principal chiral model

$$S = \int d\sigma_0 d\sigma_1 \left( \text{Tr} J_\alpha^2 + (\partial_\alpha X^0)^2 \right),$$

defined on a Riemann surface $\Sigma$, which determines a map $g : \Sigma \to SU(2)$ and $X_0 : \Sigma \to \mathbb{R}$. The invariant currents are constructed by $J_\alpha = g^{-1} \partial_\alpha g$. The equations of motion supplemented by the Virasoro constraint

$$\frac{1}{2} \text{Tr}(J_\pm^2) = -\kappa^2$$

ensure that this is a solution to the classical string sigma-model. Due to classical integrability the equations of motion are equivalent to zero-curvature equations for

$$A_\pm(x) = \frac{J_\pm}{1 \mp x},$$

where $x \in \mathbb{C}$ is the so-called spectral parameter. The monodromy of this flat connection around the $\sigma_1$ spatial circle of the worldsheet is

$$\Omega(x) = P \exp \left[ \frac{1}{2} \int d\sigma_1 \left( \frac{J_+}{1-x} - \frac{J_-}{1+x} \right) \right].$$
Unimodularity allows us to diagonalize the monodromy matrix to
\[
\Omega(x) \equiv \text{diag} \left( e^{ip(x)}, e^{-ip(x)} \right). \tag{C.5}
\]
We parametrize \( S^3 : |Z_1|^2 + |Z_2|^2 = 1 \) and
\[
g = \begin{pmatrix}
Z_1 & Z_2 \\
-\bar{Z}_2 & \bar{Z}_1
\end{pmatrix}. \tag{C.6}
\]
The quasi-momenta for the circle string in \( S^3 \times \mathbb{R} \) depend on the following parameters of the solution, which are the spin \( J \) and winding \( m \) repackaged as \( J = J/\sqrt{\lambda}, \kappa = \sqrt{J^2 + m^2} \).
The classical energy is
\[
E = \frac{E}{\sqrt{\lambda}} = \sqrt{J^2 + m^2}. \tag{C.7}
\]
The classical solution is determined by
\[
p_1 = p_2 = -p_3 = -p_4 = + \frac{2\pi x}{x^2 - 1} \kappa
\]
\[
p_\bar{1} = + \frac{2\pi x}{x^2 - 1} \sqrt{J^2 + \frac{m^2}{x^2}}
\]
\[
p_\bar{2} = + \frac{2\pi x}{x^2 - 1} \sqrt{J^2 + m^2x^2 - 2\pi m}
\]
\[
p_\bar{3} = - \frac{2\pi x}{x^2 - 1} \sqrt{J^2 + m^2x^2 + 2\pi m}
\]
\[
p_\bar{4} = - \frac{2\pi x}{x^2 - 1} \sqrt{J^2 + \frac{m^2}{x^2}}. \tag{C.8}
\]
The fluctuations were first determined from the sigma-model point of view in \cite{8, 41}, the exact expansion in terms of \( 1/J \) as provided in \cite{12} and a derivation of the fluctuation frequencies using the algebraic curve was done in \cite{4}. Here we will argue that we only need two frequencies, namely the so-called "internal fluctuations" within the \( S^3 \) and one \( AdS \)-fluctuation.

The off-shell frequencies in the \((\bar{2}, \bar{3})\) and \((\bar{2}, 3)\) directions are
\[
\Omega^{\bar{2}\bar{3}}(y) = \frac{2m + n_{\bar{2}\bar{3}}}{\kappa y} = \frac{2m + \frac{p_\bar{2}-p_\bar{3}}{2\pi}}{\kappa y} = \frac{2\sqrt{m^2y^2 + J^2}}{(y^2 - 1) \sqrt{m^2 + J^2}}
\]
\[
\Omega^{\bar{2}3}(y) = \frac{2}{y^2 - 1}.
\]
This will be our only input. We will now demonstrate that the remaining \( su(2) \) frequencies can be obtained by \( \sum \).

The AdS-frequencies are all obtained by generalizations of (2.14)
\[
\Omega^{\bar{1}4}(y) = -\Omega^{\bar{2}\bar{3}}(1/y) - 2 = \frac{2}{y^2 - 1}
\]
\[
\Omega^{\bar{2}\bar{4}}(y) = \frac{1}{2} \left( \Omega^{\bar{2}\bar{3}} + \Omega^{\bar{1}4} \right) = \frac{2}{y^2 - 1}
\]
\[
\Omega^{\bar{1}\bar{3}}(y) = -\Omega^{\bar{2}\bar{4}}(1/y) - 2 = \frac{2}{y^2 - 1}. \tag{C.10}
\]
Thus showing the expected agreement of all AdS fluctuation energies.

Let us move to the less trivial $S^5$ fluctuations. From (B.1) we know
\[
\Omega^{1\bar{1}}(y) = -\Omega^{2\bar{3}}(1/y) + \Omega^{2\bar{3}}(0).
\] (C.11)

Applied to (C.9) we get
\[
\Omega^{1\bar{1}}(y) = \frac{2 \left( -J y^2 + y \sqrt{m^2 + y^2 J^2 + J} \right)}{(y^2 - 1) \sqrt{m^2 + J^2}} = \frac{n_{1\bar{1}} y - 2J}{\kappa},
\] (C.12)

by recalling that $n_{1\bar{1}} = \frac{p_{i}(y) - p_{i}}{2\pi}$. The remaining frequencies are obtained by linear combination and inversion
\[
\Omega^{1\bar{3}}(y) = \frac{1}{2} \left( \Omega^{1\bar{4}} + \Omega^{2\bar{3}} \right) = \frac{-J y^2 + \sqrt{m^2 + y^2 J^2} y + J + \sqrt{m^2 y^2 + J^2}}{(y^2 - 1) \sqrt{m^2 + J^2}}
= \frac{y(m + n_{1\bar{3}}) - J - \sqrt{m^2 y^2 + J^2}}{\kappa}
\]
\[
\Omega^{2\bar{4}}(y) = -\Omega^{1\bar{3}}(1/y) - 2 \frac{\partial E}{\partial J} = \frac{-J y^2 + \sqrt{m^2 + y^2 J^2} y + J + \sqrt{m^2 y^2 + J^2}}{(y^2 - 1) \sqrt{m^2 + J^2}}
= \frac{y(m + n_{2\bar{4}}) - J - \sqrt{m^2 y^2 + J^2}}{\kappa}.
\] (C.13)

Finally we compute the fermion frequencies, which are simply linear combinations
\[
\Omega^{1\bar{4}}(y) = \Omega^{1\bar{4}}(y) + \Omega^{1\bar{1}}(y) = \Omega^{1\bar{1}}(y) + \frac{1}{2} \left( \Omega^{1\bar{4}}(y) - \Omega^{1\bar{3}}(y) \right) = \frac{1}{2} \left( \Omega^{1\bar{4}}(y) + \Omega^{1\bar{4}}(y) \right)
= \frac{-J y^2 + \sqrt{m^2 + y^2 J^2} y + J + \sqrt{m^2 + J^2}}{(y^2 - 1) \sqrt{m^2 + J^2}}
= \frac{n_{1\bar{4}} y - J - \kappa}{\kappa}.
\] (C.14)
\[
\Omega^{1\bar{3}}(y) = \Omega^{1\bar{4}}(y) + \Omega^{2\bar{3}}(y) = \Omega^{1\bar{4}}(y) + \frac{1}{2} \left( \Omega^{2\bar{3}}(y) - \Omega^{1\bar{4}}(y) \right) = \frac{1}{2} \left( \Omega^{2\bar{3}}(y) + \Omega^{1\bar{4}}(y) \right)
= \frac{n_{1\bar{3}} y - J - \kappa}{\kappa}.
\]

Similarly one can check the other fermionic frequencies
\[
\Omega^{1\bar{3}}(y) = \frac{1}{2} \left( \Omega^{2\bar{3}}(y) + \Omega^{1\bar{4}}(y) \right) = \frac{m + n_{1\bar{3}}}{y\kappa}.
\] (C.15)

The complete 1-loop energy shift is obtained by
\[
\delta E = \frac{1}{2} \sum_{n \in \mathbb{Z}} \sum_{\{ij\}} (-1)^{F_{ij}^{n}} \Omega^{ij}(x_{n}^{ij}),
\] (C.16)

where $\Omega^{ij}(x_{n}^{ij})$ are of course now the on-shell frequencies, obtained by evaluating the off-shell frequencies at the position of the poles $x_{n}^{ij}$ determined in (2.8). This is in complete agreement with [8][1][6].
Appendix D  Details of the two-cut solutions

In this appendix we summarize some details for the computation of the frequencies of the general two-cut solution in section 3. The terms appearing in the shift of the quasimomenta (3.7) are

\[
\delta \alpha_+ = \frac{2\pi \delta \Delta z^2 + (z - 1)N_h \alpha(z)}{2z^2}
\]

\[
\delta \alpha_- = \frac{2\pi z^2 \delta \Delta - (z + 1)N_h \alpha(z)}{2z^2}
\]

\[
A = \frac{4\pi (f(-1) - f(1))N_t}{f(-1) + f(1)} - 2f(-1)f(1)N_h \alpha(z) - \frac{(y + 1)f(-1) + (y - 1)f(1))f(y)N_h \alpha(y)}{y^2(f(-1) + f(1))}.
\]

(App. D.1)

Appendix E  Details of the one-loop shift computation

In this appendix we collect some intermediate formulas related to the computations of section 5.

E.3 Extra poles

Solving \(\exp(i\tilde{p}_1 - i\tilde{p}_3) = 1\) we get

\[
\epsilon_2 = \delta^2 \frac{X_-(X_+^2 - 1)}{16X_+(X_+ - X_-)(X_+X_- - 1)} + \frac{\delta^4}{256} \left( \frac{(X_+^2 - 1)(X_-X_+^3 - 2X_+^2 + X_-X_+ - X_-^2 + 1)X_+^2}{X_+^4(X_+ - X_-)^3(X_+X_- - 1)^3} \right) + O(\delta^5). \tag{E.1}
\]

while from \(\exp(i\tilde{p}_1 - i\tilde{p}_3) = 1\) we get

\[
\epsilon_3 = \delta^2 \frac{e^{i\tau}}{16(X_+ - X_-)} + \frac{\delta^4}{256} \left( \frac{e^{2i\tau}}{(X_+ - X_-)^3} + \frac{i\Delta}{g} \frac{(X_+^2 + 1)e^{2i\tau}}{(X_+^2 - 1)^2(X_+ - X_-)^2} \right) + O(\delta^5). \tag{E.2}
\]

E.4 Unphysical fluctuations

\[
c = -\frac{2}{X_-X_+ + 1} + \left( \frac{1 - X_+X_-}{4(X_+X_- + 1)^2(X_+^2 - 1)} \delta + \text{c.c.} \right) \tag{E.3}
\]

and

\[
x^{S_u} = 0, \quad x^{F_u} = \frac{X_+X_-^{1/2} - X_-X_+^{1/2}}{X_-^{1/2} - X_+^{1/2}}. \tag{E.4}
\]
The weighted sum of these contributions then becomes

$$\frac{2\Omega_{S_{u}(0)} - 4\Omega_{F_{u}(x_{F_{u}})}}{2} = \frac{2}{X_{-}X_{+} + 1} \left( \frac{X_{+}^{1/2}X_{-}^{3/2} - 2X_{+}X_{-} + X_{+}^{-1/2}X_{+}^{1/2}}{4(X_{+}^{2} - 1)(X_{+}X_{-} + 1)^{2}} \delta^{2} + c.c. \right). \quad (E.5)$$
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