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Abstract. This paper revisits two classical distributed problems in anonymous networks, namely spanning tree construction and topology recognition, from the point of view of graph covering theory. For both problems, we characterize necessary and sufficient conditions on the communication graph in terms of directed symmetric coverings. These characterizations answer a long-standing open question posed by Yamashita and Kameda [YK96], and shed new light on the connection between coverings and the concepts of views and quotient graphs developed by the same authors.

Characterizing conditions in terms of coverings is significant because it connects the field with a vast body of classical literature in graph theory and algebraic topology. In particular, it gives access to powerful tools such as Reidemeister’s theorem and Mazurkiewicz’s algorithm. Combined together, these tools allow us to present elegant proofs of otherwise intricate results, and their constructive nature makes them effectively usable in the algorithms.

This paper also gives us the opportunity to present the field of covering theory in a pedagogical way, with a focus on the two aforementioned tools, whose potential impact goes beyond the specific problems considered in this work.

1 Introduction

An algorithm is distributed if its execution takes place on several entities of a system that communicate and coordinate their actions to achieve a common goal. Such a paradigm covers a wide range of topics and settings. In some settings, the feasibility of the distributed task is certain, and the main question is the cost at which the task can be realized, i.e., its complexity in terms of time and communication. When feasibility is not certain, the natural question is to characterize the conditions under which the task is feasible, and understand what are the main obstructions.

Many sources of impossibility in distributed computing stem from symmetries in the system, which prevent the entities (also called nodes or processors) from making proper decisions. A classical example is the impossibility of consensus in fully asynchronous systems in presence of a single crash [FLP85]. When the nodes of the system communicate through a network, the structure of the network itself is a possible source of symmetry. In some settings, these symmetries can be broken using randomness and/or unique identifiers. Without such features, i.e., when one considers deterministic algorithms in anonymous networks, it is crucial to understand the kinds of symmetry that prevent a problem from being solved.

In a seminal work, Angluin [Ang80] initiates the study of impossibility results in anonymous networks. In particular, she shows that no deterministic algorithm exists that solves leader election and related problems in presence of certain symmetries. Here, the symmetries are not global ones, but a form of local similarity which prevents the nodes from distinguishing between several execution scenarios. The key concept in these characterizations is that of a covering relation, i.e., a homomorphism \( \varphi \) from the actual communication graph \( G \) to a (possibly smaller) graph \( H \), which preserves neighborhood. Angluin’s lifting lemma establishes that, if such a relation is proper, then
given the execution of an algorithm in $H$, there exists a possible execution of the same algorithm in $G$ which acts indistinguishably on those vertices of $G$ that $\varphi$ sends to a same vertex of $H$. For instance, if a leader is elected in $H$, then several leaders may be elected in $G$, which contradicts the existence of an election algorithm for $G$.

A few years later, Yamashita and Kameda started a systematic study of four representative problems in anonymous networks through a series of articles [YK88, YK96, YK99]. These problems are leader election, edge election, spanning tree construction, and topology recognition. In particular, they obtain in [YK96] a rich set of characterizations pertaining to different types of symmetries. The key ingredient in these works is that of a view. The view of a vertex $v$ is an infinite tree rooted at $v$, which unfolds recursively the structural information available to $v$ (through its neighbors, the neighbors of its neighbors, etc.). The symmetricity of a graph in general is then defined as the maximum multiplicity among similar views (over all port numberings). Finally, they define a concept of quotient graph in which every dissimilar view is represented by a single vertex, and which plays a similar role as a minimum graph for the covering relation.

While both families of tools—those based on views and those based on coverings—serve the same essential purpose, the way they relate to each other is not straightforward. One source of confusion is that the computational models considered in [Ang80] and [YK96] are different. Angluin considers a coarse-grain pairwise interaction model in which the local symmetry is broken upon interaction between two neighboring nodes (in the same spirit as the more recent population protocols [AAD+06]). In contrast, Yamashita and Kameda consider an asynchronous message passing model with neither atomicity nor local symmetry-breaking facilities. (Both use locally-unique port numberings.) For one of the problems considered, topology recognition, Yamashita and Kameda nonetheless express a sufficient condition in terms of Angluin’s coverings, warning the reader that the condition is not necessary.

In [BV01], Boldi and Vigna establish a fundamental link between views and directed graph coverings, considering the notion of “fibrations” (a homomorphism between two directed graphs which preserves the outgoing arcs): two vertices have the same view if and only if they lie in the same fibre with respect to a minimal fibration. They also give algebraic characterizations of computability in anonymous networks, where fibrations play the central role (see [BCG+96] for the particular case of election and [BV02] for a general overview). A key contribution in these works is that asynchronous message passing can indeed be studied through the lenses of coverings, but on the condition that the communication graph be handled as a symmetric directed graph. This subtle, and somewhat counterintuitive aspect, of using directed graphs to deal with undirected networks, is what enables (among others) a proper treatment of loops in the minimum graph, which posed some problems in the case of quotient graphs. In particular, the homomorphism that sends a graph to its quotient graph in [YK96] does not always induce a bijection among local port numbers due to some of these loops.

1.1 Contributions

The contributions of this paper are manifold. One motivation is to revisit in a pedagogical way a number of tools and concepts from the theory of graph coverings. They include, in particular, several versions of graph coverings, in relation to different models of computation, whose correspondence was established in [Cha06, CM07]. In particular, we focus on symmetric directed coverings, in correspondence to asynchronous message passing. We review two landmark tools in covering theory. The first, Reidemeister’s Theorem [Rei32], gives a powerful and constructive way to relate
a graph to all its coverings of a certain size (the original theorem is from early algebraic topology and seems to have been imported into the algorithmic field by Bodlaender [Bod89]). The second, also constructive, is Mazurkiewicz’s algorithm [Maz97], a distributed algorithm that computes a graph of which the actual communication graph is a covering. This computation uses a polynomial number of messages (of polynomial size) and does not rely on views. In particular, we focus on the version of Mazurkiewicz’s algorithm which computes symmetric directed coverings and operates in asynchronous message passing. This particular version was defined in [CM07] and used to characterize the fact that, in this communication model, the election problem is solvable in a graph $G$ if and only if $\text{Dir}(G)$ is minimal for the symmetric covering relation.

The second contribution is the formulation of necessary and sufficient conditions, in terms of coverings, for the problems of spanning tree construction and topology recognition, when the number of nodes $n$ is known. These results convey in part notions and ideas similar to the results in [YK96]; however, the formulation of these conditions in the language of coverings is significant for specific reasons (detailed below) and it was a wish expressed by Yamashita and Kameda (Section 7.3 of [YK96]). The exact formulation of these characterizations relies on the symmetric directed version of a graph $G$, $\text{Dir}(G)$, obtained by replacing every edge of $G$ by two opposite arcs between the same pair of vertices. We prove that the graphs for which the spanning tree computation problem is solvable are the ones such that either $\text{Dir}(G)$ is minimal for the symmetric covering relation, or $\text{Dir}(G)$ is a 2-sheeted symmetric covering of a symmetric digraph having at least one loop and $\text{Dir}(G)$ is not a $q$-sheeted symmetric covering of a symmetric digraph with $q > 2$ (Theorem 4.1). (A $q$-sheeted covering of a graph $D$ is a covering where every vertex of $D$ has $q$ inverse images.) The graphs for which the topology recognition problem is solvable are the graphs $G$ such that $\text{Dir}(G)$ is the unique (connected) symmetric covering of its size with respect to all symmetric digraphs $D$ such that $\text{Dir}(G)$ is a symmetric covering of $D$ (Theorem 5.5).

Beyond intrinsic interest, these characterizations are significant for their connection with covering machinery. In particular, Mazurkiewicz’s algorithm possesses features that are subtly different from algorithms computing the views and the quotient graph. To see this, some background is required. Norris showed that the views can be truncated to depth $n - 1$ [Nor95], and Tani presented a compression technique that makes it possible to compute the views using polynomially many messages of polynomial size [Tan11]. Then, the quotient graph can be inferred from the views in polynomial time [YK96]. This workflow is deterministic in the sense that the views capture exactly the same information as the quotient graph, and so, independently from the contingency of an asynchronous execution. In contrast, Mazurkiewicz’s is susceptible of computing any graph $H$ of which the actual communication graph $G$ is a covering (i.e., not necessarily the smallest among them), depending on the particular ordering of events in the execution. This should be seen as an advantage only, as the actual minimum graph (analog of quotient graph in terms of coverings) can still be inferred from $H$ and its port numbers in polynomial time [CPT11], and on the other hand, $H$ may convey more information about $G$ than the minimum graph does. In particular, if we consider the characterization of feasible cases for topology recognition, some executions may yield a graph $H$ such that $G$ is uniquely determined from $H$, although the actual minimum graph admits several coverings of the size of $G$.

Whether this characterization admits an equivalent formulation in terms of more elementary graph properties is left open in this paper.
1.2 Further related work

The two problems considered here, namely spanning tree construction and topology recognition, are well known problems in the distributed computing literature. A series of papers initiated by P. Rosenstiehl [RFH72] and motivated by parallel computing, studies the recognition of graph families by graph automata with a distinguished vertex [Ros75, WR79, Rem94, PR02]. In these articles, the goal is to recognize the family of regular topology the automata lives in, such as rectangular structures, torus, cylinder, moebius band, and sphere. Angluin studies in [Ang80] the problem of recognizing various graph properties by a distributed algorithm in the same coarse-grain interaction model as for election and using the same type of coverings. In a related model, Courcelle and M´etivier prove using coverings that a certain minor-closed class of graphs cannot be recognized in general [CM94]. The impact of prior knowledge in property recognition was studied, among others, in [GMM04]. The topology recognition problem in the form we consider in this paper, was introduced by Yamashita and Kameda in [YK96] (preliminary version [YK88]). More recently, [DP16] considers a variant of the topology recognition problem that lies between identified and anonymous networks, in a message passing model. In this version, each node is given a color which is not necessarily unique, but a color must have a bounded multiplicity $k$, in terms of which the feasibility of election and topology recognition are characterized. The topology recognition problem has also been considered from other perspectives than symmetry, for example in terms of its round complexity in the CONGEST model (with unique identifiers) [CFSV16,FRST16]. More remotely, though still related, the (centralized) problem of assigning port numbers to a symmetric graph in a way that allows fast symmetry breaking in synchronous message passing models was studied in [KKP16].

While the problem of constructing a spanning tree has been extensively studied in the distributed computing literature, only a tiny fraction of this literature addresses the feasibility of this problem. The most notable contribution, here again, is the one of Yamashita and Kameda in [YK96]. Among other things, they prove that this problem is equivalent to the problem of electing an edge in the asynchronous message passing model with port numbers, and they give a characterization of graphs where these problems are solvable based on the concepts of views and symmetricity, to which we shall return later.

Finally, the general literature of coverings include a few other classical pieces. In particular, Leighton [Lei82] characterized pairs of graphs that share a common finite covering. Amit et al. [ALMR01] initiated a series of works where basic properties of random coverings are studied (such as $k$-connectivity). Fianlly, the reader is referred to Gross and Tucker [GT87] for further general background on graph coverings.

2 Network Model and Basic Definitions

We consider the usual asynchronous message passing model ([YK96, Tel00]). A network is represented by a simple connected anonymous graph $G = (V(G), E(G))$ (or simply $(V, E)$) when no ambiguity arises) where vertices correspond to processes and edges to communication links. The vertices that share an edge with a vertex $v$ are called the neighbors of $v$, noted $N_G(v)$. The edges incident to $v$ are noted $I_G(v)$ and the number of such edges is called the degree $\deg_G(v)$ of $v$. Each process can distinguish between the edges that are incident to it using port numbers, i.e., for each $u \in V(G)$ there exists a bijection $\delta_u$ between these edges and $[1, \deg_G(u)]$. The set $\delta$ of functions
\{\delta_u \mid u \in V(G)\} is called a **port numbering** of \(G\). We denote by \((G, \delta)\) the graph \(G\) with port numbering \(\delta\).

Each process \(v\) in the network represents an entity that is capable of performing computation steps, sending messages via some port and receiving any message via some port that was sent by the corresponding neighbor. We consider asynchronous systems, i.e., each message may take an unpredictable (but finite) amount of time to be delivered. Note that we consider only reliable systems: no fault can occur on processes or communication links. We also assume that the channels are FIFO, i.e., for each channel, the messages are delivered in the order they have been sent. In this model, a distributed algorithm is given by a local algorithm that all the nodes execute (they all have the same). This algorithm consists of a sequence of computation steps interspersed with instructions to send and receive messages.

2.1 **Spanning tree construction and topology recognition**

We study the role of coverings in the context of two problems, which are the spanning tree construction problem and the topology recognition problem (also called “find topology” in [YK96]). For both problems, we consider the above asynchronous message passing setting and we assume that the nodes know the total number \(n = |V|\) of nodes in the network. The goal is to characterize the graphs that admit a solution for all port numberings. More precisely, the definitions are as follows:

- **Spanning Tree Construction**: Given a communication graph \(G = (V, E)\), knowing \(n = |V|\), each node must select a set of incident edges, whose global union defines a spanning tree.
- **Topology Recognition**: Given a communication graph \(G = (V, E)\), knowing \(n = |V|\), each node must compute a graph \(G'\) isomorphic to \(G\).

As observed in [YK96], the problem of constructing a spanning tree is equivalent, in terms of feasibility, to the problem of distinguishing a vertex or a pair of neighbor vertices (election of a leader or co-leader). We recall the main arguments of this equivalence, as it plays a central role in the characterization of feasible cases. The reader is referred to Appendix A if more details are needed. The equivalence can be established through two algorithms—one in each direction—which solve one problem provided that the other problem is already solved. The first algorithm shows that one can always elect a leader or a co-leader in a tree, through a sequence of recursive leaf-elimination. This principle was independently rediscovered many times, and it appears in the context of Theorem 4.4 of [Ang80] (in a different model). A formal description in the asynchronous message passing model is given by Tel in [Tel00] p. 192-193. Initially, each vertex waits until it has received a message from all but one of its neighbors, then it sends a message to the remaining neighbor. As a special case, the leaves send a message to their unique neighbor without waiting. Then, either a vertex eventually receives a message from all its neighbors before sending a message, and it becomes leader, or two neighbors eventually receive a message from each other and they become co-leaders.

The second algorithm builds a tree initiated at a leader or at two co-leaders. Such an algorithm was proposed by Tarry [Tar95] (a formal description is given in [Tel00] p. 207). It can be formulated through two rules: 1) a process never forwards the token twice through the same channel; and 2) a non-leader (or non-co-leader) forwards the token to the neighbor from which it first received it only if there is no other channel possible according to the first rule. In spirit, this process performs a depth-first search from the leader, or two non-overlapping DFSs from the co-leaders, and the
edges through which a token is received for the first time become part of the tree. Termination can be made explicit by adding a standard recursive component that propagates notifications from the leaves back to the root(s). In conclusion:

**Theorem 2.1.** In terms of feasibility, computing a spanning tree is equivalent to distinguishing a vertex or a pair of neighboring vertices.

The characterization of feasible cases for topology recognition does not rely on such equivalences. It is based directly on graph coverings.

### 3 A Quick Tour of Graph Covering Theory

Generally speaking, a graph $G$ is a *covering* (also called a *lift*) of a graph $H$ if there is a map from the vertices of $G$ to the vertices of $H$ that induces a local isomorphism. Informally, the local configurations of the vertices are the same in $G$ and $H$. The exact definition depends on the type of graph considered, in particular whether the graph is directed or undirected, and simple or non-simple (i.e., with loops and/or multiple edges). This section offers a quick overview of the topic, starting with the simplest setting.

#### 3.1 Coverings of undirected graphs

When the graph is simple and undirected, the local isomorphism induced by the homomorphism can be defined in terms of *neighborhood* (as opposed to edges). Following [Ang80] and [Bod89], we say that $G$ is a covering of $H$ via $\varphi$ if $\varphi$ is a surjective homomorphism from $G$ onto $H$ such that, for every vertex $v$ of $V(G)$, the restriction of $\varphi$ to $N_G(v)$ is a bijection onto $N_H(\varphi(v))$. In other words, neighbors are sent to neighbors. The covering is proper if $G$ and $H$ are not isomorphic, as in Figure 1.

![Fig. 1. Example of a 3-sheeted covering of a simple undirected graph, where the morphism $\varphi$ sends the vertices of $G$ to the vertices drawn similarly in $H$.](image)

This definition can be extended to the case that multiple edges are allowed, by substituting $N_G(v)$ by $I_G(v)$, in the definition. Thus, for every vertex $v$ of $V(G)$ the restriction of $\varphi$ to $I_G(v)$ is a bijection onto $I_H(\varphi(v))$, i.e., incident edges are sent to incident edges (see Figure 2). Given a covering map $\varphi$ from $G$ to $H$, we call $G$ the total graph of $\varphi$ and $H$ the base of $\varphi$ (terminology from [BV02]). We say that a graph $G$ is *minimal* for the covering relation if there does not exist a graph $H$ such that $G$ is a proper covering of $H$. Naturally, the minimality of a graph is dependent
Fig. 2. Example of a 2-sheeted covering of an undirected graph with multiple edges, where the two vertices labeled \(a\) (resp. \(b\)) on \(G\) are sent to the same vertex labeled \(a\) (resp. \(b\)) in \(H\).

on the type of restriction considered. For example, the graph \(G\) in Figure 2 is minimal in the context of simple graphs, but not if multiple edges are allowed. Similarly, the base graph of \(\varphi\) in Figure 1 is minimal in the context of simple graphs, and even when multiple edges are allowed, but it is not minimal if directed loops are allowed.

A key property of coverings, which is independent from the restriction considered, is that if \(G\) is a covering of \(H\) via \(\varphi\), then the number of vertices (and edges) of \(G\) is a multiple of the one in \(H\). In fact, the following property holds:

Lemma 3.1 ([Rei32,Ang80]). Let \(T\) be a subgraph of \(H\). If \(T\) is a tree then \(\varphi^{-1}(T)\) is a set of disjoint trees, each isomorphic to \(T\).

Let \(G\) be a covering of \(H\) through \(\varphi\). By considering a spanning tree of \(H\) and paths between any two vertices of \(H\), Lemma 3.1 implies that there exists an integer \(q\) such that \(\text{Card}(\varphi^{-1}(v)) = q\) for all \(v \in V(H)\). This number is called the number of sheets of the covering and \(G\) (or \(\varphi\)) is called a \(q\)-sheeted covering of \(H\). A deep result by Reidemeister [Rei32] (through [Bod89] p. 168) establishes that all the \(q\)-sheeted coverings of a given graph \(H\) can be obtained by making \(q\) copies of an arbitrary spanning tree \(T\) of \(H\). More precisely,

Theorem 3.2 ([Rei32]). Let \(H\) be a connected graph and let \(T\) be a spanning tree of \(H\). A graph \(G\) is a covering of \(H\) if and only if there exist a non-negative integer \(q\) and a set \(\Sigma = \{\sigma_{(u,v)} \mid u,v \in V(H), \{u,v\} \in E(H) \setminus E(T)\}\) of permutations\(^1\) on \([1,q]\) such that \(G\) is isomorphic to the graph \(H_{T,\Sigma}\) defined by:

\[
\begin{align*}
V(H_{T,\Sigma}) &= \{u_i \mid u \in V(H) \mid i \in [1,q]\}, \\
E(H_{T,\Sigma}) &= \{\{u_i, v_i\} \mid \{u, v\} \in E(T), \ i \in [1,q]\} \cup \{\{u_i, v_{\sigma_{(u,v)}(i)}\} \mid \{u, v\} \in E(H) \setminus E(T), \ i \in [1,q]\}.
\end{align*}
\]

The imprint of Reidemeister’s construction is visible in Figure 1, where plain edges depict the copies of a spanning tree of the base graph, and dashed edges correspond to a possible choice of permutations for the remaining edges (using (1)(23) for the higher edge and (12)(3) for the lower edge). Although the construction is presented here on simple undirected graphs, it is actually not specific; for instance, if \(H\) has multiple edges, then at most one of them may belong to a spanning tree and permutations are chosen for all the others. We shall later apply Reidemeister’s theorem to more general graphs.

\(^1\) with the convention that \(\sigma_{(u,v)} = \sigma_{(v,u)}^{-1}\)
3.2 Coverings of directed graphs

The symmetries arising in the asynchronous message passing model are captured by a special case of coverings in directed graphs (digraphs) possibly having multiple arcs and loops (see e.g. [BCG+96, BV02, Cha06, CM07]). The communication graph in this case is better seen as a directed symmetric graph $\text{Dir}(G)$ canonically obtained from $G$ by replacing each edge $\{u,v\}$ by two arcs $(u,v)$ and $(v,u)$. As observed by Lynch [Lyn96], a distributed algorithm can be seen as executed indifferently on an undirected graph $G$ or on the directed graph $\text{Dir}(G)$.

The definition of coverings in general digraphs requires a certain level of expressivity. In the following, a digraph $D$ will thus be represented as a quadruplet $(V,A,s,t)$, where $V$ is the set of vertices, $A$ the set of arcs, and $s$ and $t$ are two maps that assign to an arc of $A$ a source and a target, respectively (both are vertices in $V$). A loop is an arc whose source and target coincide. Multi-arcs are arcs which have the same source and the same target. A digraph without loops or multi-arcs is called simple (for example, $\text{Dir}(G)$ is a simple digraph). A symmetric digraph $D$ is a digraph endowed with an involution (a self-inverse bijection) $\text{Sym} : A \rightarrow A$ such that for every $a \in A$, $s(a) = t(\text{Sym}(a))$. In a symmetric digraph $D$, the degree of a vertex $v$ is $\deg(v) = |\{a \mid s(a) = v\}|$ (or equivalently, $|\{a \mid t(a) = v\}|$, since the graph is symmetric) and we denote by $N(v)$ the corresponding set of neighbors. The arcs whose target (resp. source) is $v$ are said to be incoming at $v$ (resp. outgoing from $v$). These notations are parameterized (or subscripted) by the name of the graph in case of ambiguity.

A homomorphism $\varphi$ between a digraph $D$ and a digraph $D'$ is a mapping $\varphi : V(D) \cup A(D) \rightarrow V(D') \cup A(D')$ such that $\varphi(s(a)) = s(\varphi(a))$ and $\varphi(t(a)) = t(\varphi(a))$ for all arcs $a \in A(D)$. In other words, incoming arcs at a vertex are sent to incoming arcs at the image of that vertex, and the same holds for outgoing arcs. A homomorphism that induces an isomorphism (a bijection) between the incoming arcs of each vertex and the incoming arcs of its image is called a fibration. The analog for outgoing arcs is an opfibration. A covering for digraphs is a homomorphism that is both a fibration and an opfibration. Finally, a symmetric covering is a covering between symmetric digraphs that preserves the involution $\text{Sym}$, that is, $\varphi(\text{Sym}(a)) = \text{Sym}(\varphi(a))$ for all arcs $a \in A(D)$. (See [BV02] for additional background.)

Observe that not all fibrations are coverings, and not all coverings are symmetric coverings, which may be a source of confusion. An example of covering that is not symmetric is shown in Figure 3. This can be shown using basic properties of coverings. In particular, Theorem 38 in [BV02] establishes that the coverings of $d$-bouquets are exactly the $d$-regular graphs, thus $G$ (which is 3-regular) is a covering of $H$ (which is a 3-bouquet). However, the fact that 3 is an odd number forces at least one of the loops in $H$ to be its own symmetric. The inverse images of this loop in $G$ must be a perfect matching, because all the vertices in $G$ are inverse images of the only vertex in $H$. However, $G$ does not admit a perfect matching and $\varphi$ is therefore not a symmetric covering. (This type of argument was already used in [YK96].)

As already mentioned, symmetric coverings in symmetric directed graphs where the base graph may have multiple arcs and loops is the appropriate model to capture symmetries in the asynchronous message passing. More specifically, it is the extension of these concepts to the case where edges (arcs) are locally identified by port numbers (see below). To get an idea as to why digraphs are required, consider the basic example on the left side of Figure 4. Here, the communication graph $G$ consists of a single edge (say, with port numbers 1 on both sides). Definitely, this graph is minimal if one restricts the base graph to be simple, and yet, election is not solvable in this graph. The adaptation of Angluin’s lifting argument in such a context requires a directed loop. (The quo-
Fig. 3. Example of a covering that is not symmetric. (For simplicity, $G$ is depicted instead of $\text{Dir}(G)$.)

Persistent graphs in [YK96] use an undirected loop instead, with complications in the arguments of the proofs.)

Fig. 4. Two examples of (proper) symmetric coverings in symmetric digraphs.

3.3 Coverings and port numbers

The above definitions of coverings can be naturally extended to the case that the digraph is equipped with a port numbering $\delta$. In this case, the additional requirement is that the local isomorphism induced by the homomorphism $\varphi$ should preserve local port numbers as well. Two important facts with port numberings are that (1) port numbers cannot create symmetries which do not pre-exist in the underlying graph; and (2) there always exist port numbers that preserve the symmetries of the underlying graph. The first is particularly useful to prove sufficient conditions, and the second to prove necessary conditions. In particular, in the context of symmetric digraphs, we will use the following:

Lemma 3.3 ([CM07]*). If $\text{Dir}(G)$ is minimal for the symmetric covering relation, then so is $(\text{Dir}(G), \delta)$ for all port numberings $\delta$.

Lemma 3.4 ([CM07]*). If $\text{Dir}(G)$ is a proper symmetric covering of a symmetric digraph $D$, then there exist port numberings $\delta$ for $G$ and $\delta'$ for $D$ such that $(\text{Dir}(G), \delta)$ is a proper symmetric covering of $(D, \delta')$.

* These facts are established (among others) within the proof of Theorem 4.2 in [CM07].
3.4 Mazurkiewicz’s Algorithm

In this section, we present an algorithm that plays a central role in the interplay between covering theory and distributed computing; yet, it seems that this algorithm is not so well known in the distributed computing community. Among other things, Mazurkiewicz’s algorithm makes it possible for the nodes of a network to compute a graph $H$ of which the actual communication graph $G$ is a covering. This algorithm exists in various versions [Cha06] and was adapted by Chalopin and Métivier [CM07] to the case of symmetric coverings in the asynchronous message passing model with port numbering. Although it is close in spirit to the computation of views (see e.g. [Tan11]), Mazurkiewicz’s algorithm has unique features which make it a powerful building block in other algorithms. In particular, the knowledge of (a bound on) $n$ is only required for explicit termination (whereas the computation of views crucially depends on this parameter to control the size of messages), and perhaps more importantly, the algorithm takes advantage of the asynchrony in the execution, yielding possibly more information than the views when symmetries are broken by the communications.

The original version of this algorithm was presented as an enumeration algorithm by Mazurkiewicz [Maz97], with the purpose of assigning to every node a unique identifier (integer) in a contiguous interval, starting at 1. This algorithm was formulated in a coarse-grain computational model where a step of computation rewrites atomically the state of a node and that of its entire neighborhood. Mazurkiewicz establishes that the algorithm is guaranteed to succeed if and only if the communication graph $G$ is minimal for the covering relation in the context of simple undirected graphs (see Section 3.1). The adaptation of Mazurkiewicz’s algorithm in the asynchronous message, hereafter denoted as $\mathcal{M}$, follows the same lines as the original algorithm. We review here the main properties of $\mathcal{M}$, in particular the properties useful to the problems considered in this paper. The reader is referred to Appendix B for more details or to the original articles [CM07,CGM12].

Thus, $\mathcal{M}$ is a distributed enumeration algorithm in the asynchronous message passing model (with port numbering) whose success is guaranteed in graphs which are minimal for the symmetric covering relation. The algorithm is mainly based on exchanging and comparing local configurations among neighbors and collecting everyone’s local configurations. The definition of an order between configurations is used by the nodes to pick tentative identifiers which are later changed if a competitor with smaller configuration is discovered. The algorithm always terminates implicitly (i.e., messages are no longer exchanged, but the nodes are not aware of that), and so, without any knowledge. The termination can be made explicit if the nodes know $n$ (or an upper bound on $n$) [CGM12]. Upon termination, the collection of configurations define a directed symmetric graph $D$ such that (1) $\text{Dir}(G)$ is a symmetric covering of $D$, and (2) $D$ may be any symmetric directed graph of which $\text{Dir}(G)$ is a symmetric covering, depending on the particular ordering of events in the execution. As a particular case, if one is lucky, then $D$ may happen to be equal to $\text{Dir}(G)$ itself (even if $\text{Dir}(G)$ is not minimal). At the other extreme, if one is unlucky, $D$ may be as small as Yamashita and Kameda’s quotient graph (obtained from the views). More generally, $D$ may be any intermediate graph in the hierarchy of coverings below $\text{Dir}(G)$.

On the complexity side, an execution of $\mathcal{M}$ on $G$ takes $O(n^2 Diam(G))$ asynchronous rounds and $O(m^2 n)$ messages of $O(\Delta \log n)$ bits (Prop. 4.4 in [CM07]), where $n$ is the number of vertices, $m$ the number of edges, $\Delta$ the maximum degree, and $Diam(G)$ the diameter of the network. The memory needed by each node is $O(\Delta n \log n)$ bits. In some sense, the complexity of $\mathcal{M}$ is “natively” polynomial, whereas that of the computation of views requires truncation and non-trivial compression techniques to become so (see [Nor95] and [Tan11], respectively).
4 Feasible Cases for Spanning Tree Construction in terms of Coverings

In this section, we formulate necessary and sufficient conditions for the feasibility of constructing a spanning tree, provided that the nodes know (an upper bound on) the total number of nodes \( n \).

The conditions are expressed in terms of graph coverings. The added value of using Mazurkiewicz’s algorithm together with the proper type of coverings is that these proofs are significantly simpler than their analogs using views and quotient graphs (even though the arguments rely on the same essential properties).

**Theorem 4.1.** Let \( G \) be the communication graph. There exists a distributed algorithm which computes a spanning tree of \( G \) for all port numberings \( \delta \) if and only if either \( \text{Dir}(G) \) is minimal for the symmetric covering relation, or \( \text{Dir}(G) \) is a 2-sheeted symmetric covering of a symmetric graph \( D \) having at least one loop and it is not a \( q \)-sheeted symmetric covering of a symmetric digraph with \( q > 2 \).

**Proof.** The proof relies on the equivalence between spanning tree construction and the problem of electing a leader or two coleaders (see Theorem 2.1 in Section 2.1), combined with algorithm \( M \) (see Section 3.4).

**Sufficient side:** If \( \text{Dir}(G) \) is minimal for the symmetric covering relation, then so is \((\text{Dir}(G), \delta)\) for all \( \delta \) (Lemma 3.3), thus an execution of \( M \) results in a successful enumeration of the vertices. In particular, the (unique) vertex with identifier 1 can be considered as leader in \( G \). If \( \text{Dir}(G) \) is a 2-sheeted symmetric covering of a symmetric digraph \( D \) that has at least one loop and it is not a \( q \)-sheeted symmetric covering of a symmetric digraph with \( q > 2 \), then either \((\text{Dir}(G), \delta)\) is minimal (i.e. \( \delta \) breaks the symmetry) and the previous argument applies, or \((\text{Dir}(G), \delta)\) is a 2-sheeted symmetric covering of a digraph \((D, \delta')\) that has at least one loop (Lemma 3.4). In the latter case, \( D \) must be minimal because \( \text{Dir}(G) \) is not a \( q \)-sheeted symmetric covering of a symmetric digraph with \( q > 2 \). Depending on communication asynchrony, either \( M \) will enumerate the vertices of \( G \) (and a leader is again successfully distinguished), or it enumerates the vertices of \( D \) with multiplicity 2. As \( D \) contains at least one loop (say, on vertex \( v \)), there must exist two neighbor vertices in \( G \) (the inverse images of \( \varphi^{-1}(v) \) of \( v \)) which end up with the same identifier. Recalling that \( M \) outputs the same identified graph at all the nodes, it suffices to choose as co-leaders the two neighbors in \( G \) that \( \varphi \) sends to the smallest such vertex in \( D \).

**Necessary side:** Using the equivalence in the other direction, the goal is to prove that if the condition is not satisfied, then it is impossible to elect a single leader or a single pair of coleader in \( G \). If the condition is not satisfied, then \((\text{Dir}(G), \delta)\) is either a \( q \)-sheeted covering of a digraph \((D, \delta')\) with \( q > 2 \) or a 2-sheeted symmetric covering of a loopless digraph \((D, \delta')\) (both options are not mutually exclusive, but this fact is unimportant). In the first case, a lifting argument shows that the execution of the algorithm (whatever it be) may generate at least three leader states (or three pairs of co-leader states, in case of loops in \( D \)); in the second case, it may generate twice the leader state (in a non-detectable way). \( \square \)

5 Feasible Cases for Topology Recognition in terms of Coverings

In this section, we revisit the characterization of feasible cases for the topology recognition problem in terms coverings. Precisely, we characterize the conditions that a graph \( G \) must satisfy to be recognizable unambiguously by a distributed algorithm. Analogs of these characterizations are
given in [YK96] in terms of views and quotient graphs, together with a sufficient condition in terms of coverings. The condition we present here is both necessary and sufficient in terms of coverings. The necessary side is established through lifting arguments, and the sufficient side follows from the powerful features of Mazurkiewicz’s algorithm (presented in Section 3.4). Some consequences of using this algorithm rather than the views are discussed. Finally, we construct a 28-vertex graph that shows that Yamashita and Kameda’s sufficient condition in terms of covering was indeed not necessary (as they expected themselves).

5.1 Some knowledge is required

Let us start by recovering, using a standard lifting argument, the necessity of considering additional knowledge at the nodes in order to make the problem solvable. The proof adapts that of Theorem 5.5 in [Ang80] for simple undirected graphs in the context of Angluin’s coarse-grained atomic model.

Proposition 5.1. Let \( D_1 \) and \( D_2 \) be two symmetric digraphs. If \( D_1 \) is a proper symmetric covering of \( D_2 \), then no distributed algorithm can solve the topology recognition problem in both \( D_1 \) and \( D_2 \) without additional knowledge.

Proof. Let \( D_1 \) be a proper symmetric covering of \( D_2 \) via \( \varphi \). Suppose that there exists a distributed algorithm \( A \) that recognizes successfully the topologies of \( D_1 \) and \( D_2 \). By a lifting argument, there exists an execution where every step applied by \( A \) on a vertex \( u \) of \( D_1 \) is also applied on \( v = \varphi(u) \) and on the vertices of \( \varphi^{-1}(v) \). As a result, there exists an execution of \( A \) that will recognize the same graph in \( D_1 \) and in \( D_2 \). \( \square \)

Corollary 5.2. If \( G \) is a graph such that \( \text{Dir}(G) \) is not minimal for the symmetric covering relation, then there is no distributed algorithm without additional knowledge for computing the topology of \( G \).

For these reasons, both Angluin [Ang80] and Yamashita and Kameda [YK96] further assume that the nodes have limited knowledge of \( G \), namely its number of vertices \( n \). We follow them in this choice.

5.2 A necessary and sufficient condition in terms of coverings

Let \( G \) be the actual communication graph and \( \text{Dir}(G) \) be the corresponding symmetric digraph. We assume that the nodes know the number \( n \) of participants in the network (vertices of \( G \)). The goal of the recognition problem is that the nodes compute a graph which is isomorphic to \( \text{Dir}(G) \). We characterize below a necessary and sufficient condition to do this unambiguously, in terms of symmetric directed coverings. Intuitively, the nodes are susceptible of computing any graph \( D \) of which \( \text{Dir}(G) \) is a covering. (The exact argument considers port numbers as well.) The knowledge of \( n \) allows them to avoid ambiguities related to the size of \( \text{Dir}(G) \). But this is not always sufficient, as several non-isomorphic graphs of the same size may be symmetric directed covering of a same digraph \( D \). The condition thus requires unicity of such a graph.

Starting with the necessary side, the following proposition states that if \( \text{Dir}(G) \) is a \( q \)-sheeted symmetric covering of a symmetric digraph \( D \) such that \( D \) has two non-isomorphic \( q \)-sheeted symmetric coverings, then \( G \) cannot be recognized.
Proposition 5.3. Let $D_1$ and $D_2$ be two non-isomorphic connected symmetric digraphs. Let $q$ be a positive integer. If there exists a symmetric digraph $D$ such that $D_1$ and $D_2$ are $q$-sheeted symmetric coverings of $D$, then there exists no distributed algorithm for solving the topology recognition problem for all port numberings in $D_1$ and $D_2$, even if the number of vertices $n$ of $D_1$ and $D_2$ is known.

Proof. Let $D_1$ and $D_2$ be two non-isomorphic connected symmetric digraphs on $n$ vertices. Let $D$ be a symmetric digraph such that $D_1$ and $D_2$ are $q$-sheeted symmetric coverings of $D$ via $\varphi_1$ and $\varphi_2$, respectively. By Lemma 3.3, there exists three port numbering functions $\delta, \delta_1$, and $\delta_2$ that preserve these covering relations from $(D_1, \delta_1)$ and $(D_2, \delta_2)$ to $(D, \delta)$. Suppose that there exists a distributed algorithm $A$ that recognizes $(D_1, \delta_1)$. By a lifting argument, there exists an execution such that, every time a step is applied by $A$ on a vertex $u$ of $(D_1, \delta_1)$, the same step is applied on $v = \varphi_1(u)$, on the vertices of $\varphi_1^{-1}(v)$ and on the vertices of $\varphi_2^{-1}(v)$. As a result, there exists an execution of $A$ in $(D_2, \delta_2)$ that wrongly recognizes $(D_1, \delta_1)$. □

The sufficient side relies on Mazurkiewicz’s algorithm,

Proposition 5.4. Let $G = (V, E)$ be a communication graph. If all the symmetric digraphs $D$ such that $\text{Dir}(G)$ is a $q$-sheeted symmetric covering of $D$ admit a unique $q$-sheeted symmetric covering that is simple, connected, and has $n$ vertices, then there exists a distributed algorithm solving topology recognition for all port numberings $\delta$ in $(G, \delta)$ with the knowledge of $n = |V|$.

Proof. The proof follows from the properties of algorithm $M$. In particular, given $(G, \delta)$, $M$ outputs a symmetric digraph $(D, \delta')$ such that $(G, \delta)$ is a $q$-sheeted symmetric covering of $(D, \delta')$ for some $q$. Clearly, if $G$ is uniquely determined from $D$, then $G$ is also uniquely determined from $(D, \delta')$. What remains to be done is to show that the nodes can now effectively reconstruct $G$ such that $\text{Dir}(G)$ is a $q$-sheeted symmetric directed covering of $D$. Using Reidemeister’s construction (see Section 3.1), the nodes can locally enumerate all the $q$-sheeted symmetric coverings of $D$ and select the first one that is both simple and connected. Since this graph is guaranteed to be unique, it must be isomorphic to $G$.

Putting Propositions 5.3 and 5.4 together, we obtain:

Theorem 5.5. Let $G = (V, E)$ be a communication graph. There exists a distributed algorithm solving the topology recognition problem for all port numberings $\delta$ in $(G, \delta)$ with the knowledge of $n = |V|$ if and only if any symmetric digraph $D$ such that $\text{Dir}(G)$ is a $q$-sheeted symmetric covering of $D$ admits exactly one simple connected $q$-sheeted symmetric covering.

Example scenarios. To illustrate the above characterizations and the special features of Mazurkiewicz’s algorithm, let us consider one of the possible communication graphs $G$ and some of the graphs it covers in the hierarchy of Figure 5. Consider, for instance, that $G = G_4$. In this case, $M$ computes either $G_1$ or $G_4$ (depending on the effect of asynchrony). If $M$ computes $G_4$, then recognition is direct, given the fact that $n = 4$ is known. If $M$ computes $G_1$, then $G$ is also successfully recognized because $G_4$ is the only symmetric covering of $G_1$ on 4 vertices which is simple and connected. In all the other cases, i.e., if $G$ is $G_5, G_6$, or $G_7$, then recognition may fail because all these graphs are symmetric coverings of $G_1$ (with the same number of sheets). Now, recall that algorithm $M$ is susceptible of computing any of the graph $D$ such that $G$ is a symmetric covering of $D$, depending on the effect of asynchrony. If the turn of events is fortunate, recognition may still occur. In
Fig. 5. A partial hierarchy of symmetric coverings. For simplicity, pairs of symmetric arcs between two vertices are depicted as undirected edges (e.g. $G_3$ actually has 10 arcs, not 5). Non-connected coverings of $G_1$ are omitted and non-simple graphs in the third level ($n = 8$) of the hierarchy are omitted as well. Finally, port numbers are not represented but they are chosen to preserve symmetries of the underlying graph (Lemma 3.4).

In particular, $M$ may output the communication graphs themselves, or some intermediate graph that carries more information than $G_1$. For instance, if $M$ outputs $G_3$, whose unique (connected, simple) 2-sheeted symmetric covering is $G_6$, then this graph will be recognized. This ability to profit from asynchrony is a crucial asset of covering-based characterizations, through Mazurkiewicz’s algorithm. It differs from existing approaches based on the views, whose computation is made through semi-synchronous rounds which destroys the effect of asynchrony (resulting essentially to computing the analog of $G_1$ as a quotient graph in all executions).

5.3 Non-necessity of Yamashita and Kameda’s condition

In [YK96], Yamashita and Kameda prove a sufficient condition for the topology recognition problem in terms of coverings. For completeness, the knowledge of $n$ is also assumed and the type of coverings is the same as in Angluin’s work [Ang80], namely coverings of simple undirected graphs. The condition is as follows:

**Theorem 5.6 (Theorem 23 of [YK96]).** Given a graph $G$, if there is no graph $H$ with the same size as $G$ such that $G$ and $H$ have a finite common covering then there exists a distributed algorithm for computing the topology of $G$.

Although Yamashita and Kameda were aware that this condition must not be necessary, no explicit graph has been constructed so far that illustrates this fact. We present in Figure 6 such a
graph based on 28 vertices (which may be the smallest possible counterexample). The two graphs

\[\begin{align*}
\text{Fig. 6.} \quad & \text{The graphs } G_1 \text{ and } G_2 \text{ illustrate the fact that the sufficient condition given in Theorem 23 in [YK96] is not necessary. Dashed line in } G_1 \text{ means the duplication of the graph } C_1 \text{ described below, same for } C_2 \text{ in } G_2. \\
& G_1 \text{ and } G_2 \text{ have the same size, and are non isomorphic. Furthermore, they are 3-regular thus they} \\
& \text{have a finite common covering by Theorem 1 in [AG81].} \text{ Nevertheless, we will show below that the} \\
& \text{graphs } \text{Dir}(G_1) \text{ and } \text{Dir}(G_2) \text{ are minimal for the symmetric covering relation, which implies that} \\
& \text{a distributed algorithm like Mazurkiewicz’s algorithm can recognize (and thus distinguish) them.} \\
& \text{Using, among others, Reidemeister’s construction (see Section 3.1), we will show that } \text{Dir}(G_1) \text{ is} \\
& \text{minimal for the symmetric covering relation (the same arguments hold for } \text{Dir}(G_2)). \text{ Recall that} \\
& \text{if } \text{Dir}(G_1) \text{ is a symmetric covering of the symmetric digraph } D, \text{ then the number of vertices of } D \\
& \text{must divide that of } \text{Dir}(G_1) \text{ (see, e.g. Proposition 5 in [BV02]), thus it must be either 1, 2, 4, 7,} \\
& \text{or 14. By inspection, we show that } \text{Dir}(G_1) \text{ is minimal in each case.} \\
\end{align*}\]

- If \(|V(D)| = 1\), then \(D\) is a 3-bouquet, and necessary of one the loop is its own symmetric. As a
  result, the inverse image of this loop is a perfect matching in \(\text{Dir}(G_1)\), which is a contradiction
  because \(G_1 \text{ (Dir}(G_1)) \text{ admits no perfect matching.}
- If \(|V(D)| = 2\), then once again the inverse image of an arc between the two vertices (and its
  symmetric in \(D\)) must form a perfect matching of \(\text{Dir}(G_1)\), which gives the same contradiction.
- If \(|V(D)| = 4\), then \(\text{Dir}(G_1)\) can be viewed as a symmetric covering of \(D\) through the
  construction of Reidemeister applied to a spanning tree of \(D\). Let \(v_0, v_1, v_2, \text{ and } v_3\) be the vertices of \(D\)
  and consider any spanning tree over these vertices. The possible graphs defined by four vertices
  in the subgraph \(C_1\) imply that at least one of the images, by the covering mapping, of the edges
  \(\{v_0, v_1\}, \{v_0, v_2\}, \{v_0, v_3\}\) is not a bridge in \(D\), thus one of the edges \(\{v_0, v_1\}, \{v_0, v_2\}, \{v_0, v_3\}\)
  is not a bridge in \(G_1\) (contradiction).
If $|V(D)| = 7$, then it is impossible to cover $\text{Dir}(G_1)$ with four (connected) trees of size 7.

If $|V(D)| = 14$, then it is impossible to cover $\text{Dir}(G_1)$ with two trees of equal sizes.

6 Conclusion

In this paper, we characterized necessary and sufficient conditions for a graph to admit a distributed algorithm for the spanning tree construction and topology recognition problems. The conditions are expressed in terms of graph coverings, which fills a long-standing gap in the distributed computing literature. While carrying ideas similar to those of Yamashita and Kameda’s proofs based on the concepts of views and quotient graphs, our proofs invoke general tools in covering theory (Reidemeister’s theorem, Mazuriewicz’s algorithm, and the lifting lemma) that make the arguments simpler and more natural once these tools are known. An important question that remains open is whether the condition for topology recognition can ultimately be expressed in terms of graph properties which are more elementary than coverings. Also, whether the corresponding property could be tested in polynomial time on a given graph remains an open question, arguably related to the first question.
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A Constructing a spanning tree is equivalent to electing a leader or a pair of neighbor co-leaders

This appendix exposes the well known fact that the spanning tree construction problem and the edge election problem are equivalent in terms of feasibility. The high-level arguments are recalled in Section 2.1. We give here the detailed algorithms used in the equivalence.

Definition A.1. Let leader and co-leader be two states. A vertex is said to be distinguished (or simply to be the leader) if it is the only vertex in the leader state. A pair of neighbor vertices is said to be distinguished (or to be co-leader) if their states are co-leader, and no other vertex is in this state.

Algorithm 1 below adapts ideas from Angluin ([Ang80], Theorem 4.4) to the asynchronous message passing model. Similar arguments are also developed in Yamashita and Kameda [YK96]. A tree $T$ of size $n > 1$ is initially given. Informally, the leader vertex (resp. the two co-leader vertices) will be the last surviving vertex (resp. the last two to be eliminated), following an $(n-1)$-sequence (resp. a $n$-sequence) of leaf-eliminations. We use the same notation conventions as in Tel ([Tel00] page 192, Algorithm 6.3).

Algorithm 1: Election of a leader or a pair of co-leaders in a tree.

```text
var Neigh_v : set of neighbors of v;
    rec_v[w] for each w ∈ Neigh_v : boolean init false;
    (* rec_v[w] is true if v has received a message from w *);
begin
    while |{w : rec_v[w] is false}| > 1 do
        begin
            receive <tok> from w;
            rec_v[w] := true
        end
        (* Now there is exactly one w_0 with rec_v[w_0] false: the vertex v is a leaf *)
        if a message <tok> has arrived then state_v := leader
        else
            begin
                send <tok> to w_0 with rec_v[w_0] is false;
                if a message <tok> has arrived then state_v := co-leader
            end
    end
```

The algorithm is initiated by leaves. Each vertex waits for messages until it has received messages from all but one of its neighbors. When a vertex $v$ has received a message from all but one neighbor, denoted $v'$, then it sends a message to $v'$. A leaf $v$ which has not received a message sends a message to its unique neighbor. A vertex which has received messages from all but one of its neighbors, denoted $v'$, becomes leader if it receives a message from $v'$ before it, itself, sends a message to $v'$. Hence, the leader is the unique vertex which received a message from all neighbors without sending
a message (see [Tel00] page 193). The two co-leader vertices are the two vertices which receive a message after they have themselves sent a message. It follows from this algorithm and Theorem 6.16 [Tel00] that:

**Proposition A.2.** Let $T$ be a tree. There exists a distributed algorithm which distinguishes a vertex or a pair of neighboring vertices.

Thus, given a graph $G$ and a spanning tree $T$ of $G$, there exists a distributed algorithm which distinguishes a vertex or a pair of neighboring vertices of $G$.

Conversely, let $G$ be a graph with one distinguished vertex or two neighboring distinguished vertices. There exists a distributed algorithm which computes a spanning tree of $G$. For example, Tarry’s algorithm [Tar95] presented by Tel ([Tel00], p. 207) computes a spanning tree. It is formulated in the following two rules:

1. a process never forwards the token twice through the same channel;
2. a non-leader (or non-co-leader) forwards the token to its parent (neighbor from which it first received it) only if there is no other channel possible according to the first rule.

The leader vertex (resp. the two co-leader vertices) is initiator (resp. are initiators) sending the token the first time to a neighbor (different from a co-leader vertex if any). Algorithm 1 presents a distributed implementation of Tarry’s algorithm.

### Algorithm 2: Spanning tree computation

For each vertex $v$, the variable $T_{ree_v}$ indicates which ports of $v$ are in the spanning tree. Its initial value is the empty set if there is one leader vertex; if there are two co-leader vertices then it is the empty set for vertices which are not co-leader, and for each co-leader vertex it contains the port number corresponding to its co-leader neighbor. The variable $other_v$ is the set of ports which are not in the spanning tree (its initial value is the empty set).

| Step |
|-------|
| 1.    |
| Begin |
| send $<\text{token}>$ via each port (different from co-leader if any) |
| $R_1$: Upon receipt $<\text{token}>$ by $v$ via the port $q$ |
| Begin |
| if $v$ owns $<\text{token}>$ for the first time then |
| $Tree_v := Tree_v \cup \{q\}$ |
| send $<\text{in-the-tree}>$ via the port $q$ |
| send $<\text{token}>$ via each port of $v$ different from $q$ |
| else |
| send $<\text{already-in-the-tree}>$ via the port $q$ |
| $other_v := other_v \cup \{q\}$ |
| $R_2$: Upon receipt $<\text{already-in-the-tree}>$ by $v$ via the port $q$ |
| Begin |
| $other_v := other_v \cup \{q\}$ |
| $R_2$: Upon receipt $<\text{in-the-tree}>$ by $v$ via the port $q$ |
| Begin |
| $Tree_v := Tree_v \cup \{q\}$ |

**Remark A.3.** Algorithm 1 has an implicit termination. To obtain an explicit termination: each vertex remembers its parent (the port number through which it receives the token the first time)
and the set of its children (port numbers through which it receives the message *in-the-tree*). Then an acknowledgment is initialized by leaves, and relayed to its parent by a vertex as soon as it has received an acknowledgement from each child; it enables the *leader* vertex to detect the termination in the case there is a *leader* vertex. If there are two *co-leader* vertices then each *co-leader* vertex sends an acknowledgement to its neighbor which is a *co-leader* vertex as soon as it has received an acknowledgement from each child.

**B Message-passing adaptation of Mazurkiewicz’s algorithm**

This section describes, for completeness, an algorithm introduced in [CM07], denoted \( \mathcal{M} \), which, given a graph \( G \) and a port numbering \( \delta \) of \( G \), can be seen as computing a symmetric digraph, denoted \( \rho(G, \delta) \), covered by \( (\text{Dir}(G), \delta) \). Furthermore \( \mathcal{M} \) enumerates vertices of \( \rho(G, \delta) \). Conversely, every symmetric digraph \( D' \) covered by \( (\text{Dir}(G), \delta) \) and every enumeration of vertices of \( D' \) can be obtained by a run \( \rho \) of \( \mathcal{M} \). This algorithm is an adaptation to the asynchronous message passing setting, of the coarse-grain algorithm introduced by Mazurkiewicz [Maz97] in a model based on atomic transformations of local stars.

**B.1 A General Description of \( \mathcal{M} \)**

We give a general description of \( \mathcal{M} \), when executed on a connected simple graph \( G \) with a port numbering \( \delta \). During the execution of the algorithm, each vertex \( v \) attempts to get its own unique identity which is a number between 1 and \( |V(G)| \). Once a vertex \( u \) has chosen a number \( n(u) \), it sends it to each neighbor \( v \) with the port number \( \delta_u(v) \). When a vertex \( u \) receives a message from one neighbor \( v \), it stores the number \( n(v) \) with the port numbers \( \delta_u(v) \) and \( \delta_v(u) \). From all information it has gathered from its neighbors, each vertex can construct its local view (which is the set of numbers of its neighbors associated with the corresponding port numbers). Then, a vertex broadcasts its number with its local view. If a vertex \( u \) discovers the existence of another vertex \( v \) with the same number then it should decide if it changes its identity. To this end it compares its local view with the local view of \( v \). If the local view of \( u \) is “weaker” (the order is defined below), then \( u \) picks another number — its new temporary identity — and broadcasts it again with its local view.

**Remark B.1.** At the end of the computation of \( \mathcal{M} \) on a graph \( G \), each vertex has a number and can, thanks to some local information (the set of local views of the vertices of \( G \)), build a graph \( \rho(G, \delta) \) such that \( (\text{Dir}(G), \delta) \) is a symmetric covering of \( \rho(G, \delta) \).

Thus, in the case where \( \text{Dir}(G) \) is minimal for the symmetric covering relation, each vertex can build \( G \), and every vertex of \( G \) will have a unique number between 1 and the size of \( G \); the algorithm is an enumeration (naming) algorithm.

In the case where \( (\text{Dir}(G), \delta) \) is not minimal and \( \rho(G, \delta) \) is not, in general, isomorphic to \( (\text{Dir}(G), \delta) \), then \( (\text{Dir}(G), \delta) \) is a symmetric covering of \( \rho(G, \delta) \), each vertex can build \( \rho(G, \delta) \) and each vertex of \( \rho(G, \delta) \) (and of \( G \)) will have a unique number between 1 and the size of \( \rho(G, \delta) \).

**B.2 Labels**

We consider a network \( (G, \delta) \) where \( G \) is a simple graph and where \( \delta \) is a port numbering of \( G \). During the execution, the label of each vertex \( v \) is a tuple \( (n(v), N(v), M(v)) \) representing following information:
- \( n(v) \in \mathbb{N} \) is the current number of the vertex \( v \) computed by the algorithm;
- \( N(v) \in \mathcal{P}(\mathbb{N}^3) \) is the local view of \( v \). The local view of a vertex \( v \) contains the information a vertex \( v \) has about its neighbors. If a vertex \( v \) has a neighbor \( u \) such that \( \delta_u(v) = p \) and \( \delta_v(u) = q \), then \((m, p, q) \in N(v)\) if the last message that \( v \) got from \( u \) indicated that \( n(u) = m \);
- \( M(v) \in \mathbb{N} \times \mathcal{P}(\mathbb{N}^3) \) is the mailbox of \( v \). The mailbox of \( v \) contains all information received by \( v \) during the execution of the algorithm. If \((m, N) \in M(v)\), it means that at some previous step of the execution, there was a vertex \( u \) such that \( n(u) = m \), and \( N(u) = N \).

Initially, each vertex \( v \) has a label of the form \((0, \emptyset, \emptyset)\) indicating that it has not chosen any number, that it has no information about its neighbors or about the other vertices of the graph.

During an execution of \( \mathcal{M} \), processes exchange messages of the form \(< (m, n_{old}, M), p >\). If a vertex \( u \) sends a message \(< (m, n_{old}, M), p >\) to one of its neighbor \( v \), then the message contains the following information:
- \( m \) is the current number \( n(u) \) of \( u \);
- \( n_{old} \) is the previous number of \( u \), i.e., the number \( u \) sends to \( v \) in its previous message; if in the meanwhile, \( u \) has not modified its number, then \( n_{old} = m \);
- \( M \) is the mailbox of \( u \);
- \( p \) is the port number the message has been sent through, i.e., \( p = \delta_u(v) \).

### B.3 An Order on Local Views

As in Mazurkiewicz’s algorithm [Maz97], the nice properties of the algorithm rely on a total order on local views, i.e., on finite subsets of \( \mathbb{N}^3 \). We consider the usual lexicographic order on \( \mathbb{N}^3 \): \((n, p, q) < (n', p', q')\) if \( n < n' \), or if \( n = n' \) and \( p < p' \), or if \( n = n' \), \( p = p' \) and \( q < q' \). Then, we use the same order on finite sets as Mazurkiewicz: given two distinct sets \( N_1, N_2 \in \mathcal{P}(\mathbb{N}^3) \), we define \( N_1 \prec N_2 \) if the maximum of the symmetric difference \( N_1 \triangle N_2 = (N_1 \setminus N_2) \cup (N_2 \setminus N_1) \) belongs to \( N_2 \). If \( N(u) \prec N(v) \), then we say that the local view \( N(v) \) of \( v \) is stronger than the local view \( N(u) \) of \( u \) and that \( N(u) \) is weaker than \( N(v) \). We denote by \( \preceq \) the reflexive closure of \( \prec \).

### B.4 Algorithm \( \mathcal{M} \)

The algorithm for the vertex \( v_0 \) (see Algorithm 3) is expressed in an event-driven description (see Tel [Tel00] p. 553). The action \( I \) can be executed by a process on wake-up, only if it has not received any message. In this case, it chooses the number 1, updates its mailbox and informs its neighbors. The action \( R \) describes the instructions the vertex \( v_0 \) has to follow when it receives a message \(< (n', n'_{old}, M'), p >\) from a neighbor via port \( q \). First, it updates its mailbox by adding \( M' \) to it. Then it modifies its number if there exists \((n(v_0), N) \in M(v_0)\) such that \( N(v_0) \prec N \). Then, it updates its local view by removing \((n'_{old}, p, q)\) from \( N(v_0) \) (if \( N(v_0) \) contains such an element) and by adding \((n', p, q)\) to \( N(v_0) \). Then, it adds its new state \((n(v_0), N(v_0))\) to its mailbox. Finally, if its mailbox has been modified by the execution of all these instructions, it sends its number and its mailbox to all its neighbors.

If the mailbox of \( v_0 \) is not modified by the execution of the action \( R \), it means that the information \( v_0 \) has about its neighbor (i.e., its number) was correct, that all the elements of \( M' \) already belong to \( M(v_0) \), and that for each \((n(v_0), N) \in M(v_0)\), \( N \preceq N(v_0) \).

\[ ^{2} \text{For any set } S, \mathcal{P}(S) \text{ denotes the power set of } S. \]
Algorithm 3: Algorithm $\mathcal{M}$.

$I: \{n(v_0) = 0$ and no message has arrived at $v_0\}$

begin
  $n(v_0) := 1$ ;
  $M(v_0) := \{(n(v_0),0)\}$;
  for $i := 1$ to $\text{deg}(v_0)$ do
    $\text{send} < (n(v_0),0,M(v_0)),i >$ via port $i$ ;
end

$R: \{(A$ message $< (n',n'_\text{old},M'),p >$ has arrived at $v_0$ from port $q)\}$

begin
  $M_{\text{old}} := M(v_0)$ ;
  $n_{\text{old}} := n(v_0)$ ;
  $M(v_0) := M(v_0) \cup M'$ ;
  if $n(v_0) = 0$ or $\exists(n(v_0),N) \in M(v_0)$ such that $N(v_0) < N$ then
    $n(v_0) := 1 + \max\{n \mid \exists(n,N) \in M(v_0)\}$ ;
  $N(v_0) := N(v_0) \setminus \{(n_{\text{old}},p,q)\} \cup \{(n',p,q)\}$ ;
  $M(v_0) := M(v_0) \cup \{(n(v_0),N(v_0))\}$ ;
  if $M(v_0) \neq M_{\text{old}}$ then
    for $i := 1$ to $\text{deg}(v_0)$ do
      $\text{send} < (n(v_0),n_{\text{old}},M(v_0)),i >$ through port $i$ ;
end

As is explained in [CM07], an execution of $\mathcal{M}$ on a graph $G$ always terminates. The algorithm $\mathcal{M}$ does not need any information on $G$. However, the vertices cannot detect that the computation is over if they have no information on the graph: it is an implicit termination. A global termination detection can be obtained under the following hypotheses [CGMT07]: the knowledge of the size of $G$, or the knowledge of an upper bound on the size of $G$.

Lemma B.2. Any execution $\rho$ of $\mathcal{M}$ on a simple labeled graph $G$ with port numbering $\delta$ terminates and the final labeling $(n_\rho, N_\rho, M_\rho)$ satisfies the following properties:

1. there exists an integer $k \leq |V(G)|$ such that $\{n_\rho(v) \mid v \in V(G)\} = [1,k]$,

and for all vertices $v, v' \in V(G)$:

2. $M_\rho(v) = M_\rho(v')$,
3. $(n_\rho(v), N_\rho(v)) \in M_\rho(v')$,
4. if $n_\rho(v) = n_\rho(v')$, then $N_\rho(v) = N_\rho(v')$,
5. $(n,p,q) \in N_\rho(v)$ if and only if there exists $w \in N_G(v)$ such that $\delta_w(w) = q$, $\delta_w(v) = p$ and $n_\rho(w) = n$.

Proposition B.3. Given a graph $G$ with a port numbering $\delta$, we can associate with the final labeling of any execution $\rho$ of $\mathcal{M}$ on $(G, \delta)$, a labeled digraph $(D, \delta')$ such that $(\text{Dir}(G), \delta)$ is a symmetric covering of $(D, \delta')$. Furthermore, each vertex of $G$ can compute $(D, \delta')$, and vertices of $D$ are enumerated by numbers of $[1, |D|]$.

The proofs of the above properties can be found in [CM07, CGMT07, CGM12].