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Abstract

In this paper we obtain a couple of explicit expressions for the derivative of the probability of an increasing event in the random interlacements model. The event is supported in a finite subset of the lattice, and the derivative is with respect to the intensity parameter of the model.
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1 Introduction

The random interlacements process was introduced by Alain-Sol Sznitman [5], who was originally motivated by a particular question about random walks and corrosion of materials. Basically, the motivation was the investigation of the trace of a simple random walk trajectory on large graphs.

Since its introduction, this model has been extensively studied, see for example [6], [7], [8] and [9]. Besides Sznitman’s original article [5], other good references on this subject are, for example, [1] and [2].

Roughly, the random interlacements model is characterized by a Poisson point process on a space of doubly infinite simple random walk trajectories in \( \mathbb{Z}^d \), with \( d \geq 3 \), so that a realization of the process will be basically a random “Poissonian” soup of such trajectories. The model also has a positive intensity parameter \( u \) which controls this soup, in such a way that the greater the value of the parameter the larger the number of trajectories included in the process.

The main difficulty when studying this process stems from the fact that this is a dependent field. If we look at the interlacements as a field, where we associate to the sites in \( \mathbb{Z}^d \) the value “1” when this site is visited by a trajectory of the process, and the value “0” otherwise, then clearly it will be dependent. The dependence in the process has been extensively investigated in recent works, see for example [5] and [4].

Specifically, the goal of this article is to establish expressions for the derivative, with respect to the intensity parameter, of the probability of an increasing event in the random interlacements model, when this event is supported in a finite subset of \( \mathbb{Z}^d \). We will call these expressions Russo’s formula for random interlacements, in analogy to the original term that comes from percolation theory and which establishes an expression for the derivative of the probability of increasing events in the usual percolation model (see Theorem 2.25 in Section 2.4 of [3]). One can probably use this result in various ways; at the moment, the authors are working on the applications of the formula to decoupling inequalities for random interlacements.

Essentially, this paper will be organized in the following way: In Section 2 we recall the definition of the random interlacements model, as well as some of its characteristics, and we also discuss other related definitions, as the increasing events and the plus-pivotal trajectories. Then, we present our result in Section 3 and finally we develop its proof in Section 4.
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2 Definitions: The random interlacements process

In this section, we recall the definition of the random interlacements process, introduced by Alain-Sol Sznitman in [5].

We need to consider first the spaces of infinite and doubly infinite trajectories in \( \mathbb{Z}^d \), with \( d \) at least equal to 3, respectively defined as

\[
W_+ = \{ w : \mathbb{N} \to \mathbb{Z}^d : \| w(n+1) - w(n) \| = 1, \forall n \in \mathbb{N}, \quad \text{and } \#\{ n : w(n) = y \} < \infty, \forall y \in \mathbb{Z}^d \},
\]

and

\[
W = \{ w : \mathbb{Z} \to \mathbb{Z}^d : \| w(n+1) - w(n) \| = 1, \forall n \in \mathbb{Z}, \quad \text{and } \#\{ n : w(n) = y \} < \infty, \forall y \in \mathbb{Z}^d \},
\]

where \( \| \cdot \| \) denotes the Euclidean norm. These spaces are respectively endowed with the \( \sigma \)-algebras \( \mathcal{W}_+ \) and \( \mathcal{W} \), generated by their canonical coordinates \( \{ X_n \}_{n \in \mathbb{N}} \) and \( \{ X_n \}_{n \in \mathbb{Z}} \).

Additionally, define the space of trajectories modulo time-shift,

\[
W^* = W/\sim, \quad \text{where } w \sim w' \iff w(\cdot + k) = w'(\cdot), \text{ for some } k \in \mathbb{Z},
\]

endowed with the \( \sigma \)-algebra \( \mathcal{W}^* = \{ B \subset W^* : (\pi^*)^{-1}(B) \in \mathcal{W} \} \), where \( \pi^* \) is the canonical projection from the space \( W \) to \( W^* \).

For a finite set \( G \subset \mathbb{Z}^d \), define its internal boundary \( \partial G := \{ x \in G : \| x-y \| = 1, \text{ for some } y \notin G \} \), and the stopping times \( H_G(w) := \min\{ n : X_n(w) \in G \} \) for \( w \in W_+ \) or \( w \in W \), and \( H_G(w) := \min\{ n \geq 1 : X_n(w) \in G \} \) for \( w \in W_+ \), assuming that \( \min\{0\} = \infty \). Also, denote by \( W_G \) the set of trajectories in \( W \) which necessarily visit the set \( G \), \( W_G := \{ w \in W : X_n(w) \in G, \text{ for some } n \in \mathbb{Z} \} \), so that, by the definition of \( \pi^* \), the set of modulo time-shift trajectories that visit \( G \) is given by \( W^*_G := \pi^*(W_G) \).

It is then possible to define the harmonic measure in \( G \), \( e_G(x) := P_x[\tilde{H}_G = \infty | 1_G(x) \] for \( x \in \mathbb{Z}^d \), where \( 1_G \) denotes the indicator function in \( G \) and \( P_x[\cdot] \) is the law of the simple random walk starting at \( x \). Thus, the capacity of the set \( G \) is defined by \( \text{cap}(G) := \sum_{x \in \mathbb{Z}^d} e_G(x) \), and the normalized harmonic measure by \( \tilde{e}_G(x) := e_G(x)/\text{cap}(G) \), for \( x \in \mathbb{Z}^d \).

Finally, the random interlacements process is governed by a Poisson point process on the measurable space \( (W^* \times \mathbb{R}_+, W^* \otimes \mathcal{B}(\mathbb{R}_+)) \), with a specific intensity measure. To describe this intensity measure, consider the measure denoted by \( Q_G \), which is defined on \( (W, \mathcal{W}) \), such that

\[
Q_G((X_{n \geq 0} \in B_1, X_0 = x, (X_n)_{n \geq 0} \in B_2) = P_x(B_1 | \tilde{H}_G = \infty)e_G(x)P_x(B_2),
\]

for any \( B_1, B_2 \in \mathcal{W}_+ \) and \( x \in \mathbb{Z}^d \). The above mentioned intensity measure is just the product measure \( \nu \otimes \lambda_+ \), where \( \lambda_+ \) denotes the Lebesgue measure on \( \mathbb{R}_+ \) and \( \nu \) is the only \( \sigma \)-finite measure in \( (W^*, W^*) \) such that \( 1_{W^*_G} \cdot \nu = \pi^* \circ Q_G \), for any finite set \( G \subset \mathbb{Z}^d \), where \( 1_{W^*_G} \cdot \nu(\cdot) := \nu(W^*_G \cap \cdot) \), see Theorem 1.1 of [5] where the existence and the uniqueness of \( \nu \) are established.

Let us consider also the space of finite point measures in \( W^* \times \mathbb{R}_+ \),

\[
\Omega = \{ \omega = \sum_{i \geq 1} \delta_{(w^*_i, u_i)} : w^*_i \in W^*, u_i \in \mathbb{R}_+ \}, \quad \text{such that } \omega(W^*_G \times [0, u]) < \infty, \text{ for all finite } G \subset \mathbb{Z}^d \text{ and } u \geq 0 \},
\]

endowed with the \( \sigma \)-algebra \( \mathcal{A} \) generated by the mappings \( \omega \mapsto \omega(D), \) for \( D \in W^* \otimes \mathcal{B}(\mathbb{R}_+) \), and let us denote by \( P \) the law of the Poisson point process on \( (\Omega, \mathcal{A}) \) with intensity measure \( \nu \otimes \lambda_+ \), that characterizes the random interlacements process.
Now, for \( u > 0 \), we denote by \( \mathbb{P}^u \) the law of the Poisson point process which governs the random interlacements process at level \( u \), restricted to the set \( G \). Observe that we are omitting the dependence on the set \( G \) in this notation.

In words, in the interlacements process restricted to \( G \) at level \( u \), a Poisson distributed random variable with parameter \( u \text{ cap}(G) \) determines the number of independent simple random walks which are started at the boundary \( \partial G \), where each one of the starting sites is randomly chosen according to the measure \( e_G(x) \), for \( x \in \partial G \). Then, the walks are let run up to infinity.

Precisely, \( \mathbb{P}^u \) is the law of a Poisson point process on \( W_+ \) with intensity measure equal to \( uP_{e_G} \), where \( P_{e_G}(B) := \sum_{x \in \mathbb{Z}^d} e_G(x)P_x(B) \), for \( B \in W_+ \). In the general case (that is, at any level) the process restricted to \( G \) is described by a Poisson point process on \( W_+ \times \mathbb{R}^+ \) with intensity measure \( P_{e_G} \otimes \lambda_+ \).

To conclude the discussion, analogously to the definition of \( \Omega \) consider now the space of finite point measures in \( W_+ \),

\[
\Omega_+ = \{ \omega_+ = \sum_{i \geq 1} \delta_{(w_i, u_i)} : w_i \in W_+, u_i \in \mathbb{R}^+, \text{ such that } \omega_+(W_+ \times [0, u]) < \infty, \text{ for all } u \geq 0 \},
\]

equipped with the \( \sigma \)-algebra \( \mathcal{A}_+ \) generated by the mappings \( \omega_+ \mapsto \omega_+(D) \), for \( D \in \mathcal{W}_+ \otimes \mathcal{B}(\mathbb{R}^+) \).

Then, consider the space of one-sided trajectories in \( \mathbb{Z}^d \) which necessarily start at \( \partial G \),

\[
W_{G,+} := \{ w \in W_+ : X_0(w) = w(0) \in \partial G \},
\]

and with that, define also the spaces \( \Omega^{G,+} := \{ \omega \in \Omega_+ : \omega = \sum_{i \geq 1} \delta_{(w_i, u_i)}, w_i \in W_{G,+} \} \) and \( \Omega_u^{G,+} := \{ \omega \in \Omega^{G,+} : \omega = \sum_{i \geq 1} \delta_{(w_i, u_i)}, u_i \leq u \} \). We denote by \( \omega_u \) an element of \( \Omega_u^{G,+} \), and we interpret \( \omega_u \) as the random realization (under \( \mathbb{P}^u \)) of the interlacements process at level \( u \), restricted to \( G \), that is, the random configuration of infinite trajectories with indexes smaller than or equal to \( u \), which start at \( \partial G \).

It is worth to mention a partial order relation between the elements of \( \Omega^{G,+} \). Precisely, for configurations \( \omega \) and \( \omega' \) in \( \Omega^{G,+} \), we write \( \omega \leq \omega' \) whenever all trajectories composing \( \omega \) are also present in \( \omega' \). Thus, if the trajectory \( w_i \in W_{G,+} \) (with index \( u_i \)) is present in the realization of the process (restricted to \( G \)) at level \( u \), then it will also be present in the realization of the process at all levels \( u' \geq u \), and we write \( \omega_u \leq \omega_{u'} \) whenever \( u \leq u' \).

Lastly, for \( \omega_u = \sum_{i \geq 1} \delta_{(w_i, u_i)} \in \Omega_u^{G,+} \), we recall the definitions of the interlacement and the vacant sets, restricted to \( G \) at level \( u \), respectively given by

\[
T_G^u = T_G^u(\omega_u) = \left( \bigcup_{i \geq 1} R(w_i) \right) \cap G \quad \text{and} \quad V_G^u = V_G^u(\omega_u) = G \setminus T_G^u(\omega_u),
\]

where \( R(w_i) \) is the range of \( w_i \).

### 2.1 Increasing events

We will now discuss the increasing events in the random interlacements model. Formally, an event \( A \) is said to be increasing with respect to the random interlacements process restricted to \( G \) if, for \( \omega, \omega' \in \Omega^{G,+} \), one has \( 1_A(\omega) \leq 1_A(\omega') \) whenever \( \omega \leq \omega' \), that is, if the event \( A \) occurs under configuration \( \omega \), then \( A \) also has to occur under configuration \( \omega' \), whenever \( \omega \leq \omega' \). On the other hand, as in the case of Bernoulli (site) percolation, one can also talk about an event to be increasing with respect to the sites of \( \mathbb{Z}^d \) (or the sites of \( G \)) in the usual way, that is, if the event occurs under a certain configuration of “visited” (or “open”) sites, then it will also occur if more sites are visited. The first notion (which refers to the trajectories of the interlacement) is more general, in the sense that, if an event is increasing with respect to the sites of the lattice, then it will also be increasing with respect to the trajectories of the interlacement. Thus, we will always refer to the first notion, that is, we will talk about an event to be increasing with respect to the (trajectories of the) random interlacements.
Moreover, we say that the event is supported on the set $G$ when it is defined only in terms of the sites in $\mathbb{Z}^d$ which belong to $G$. More precisely, consider the $\sigma$-algebra $W_{G,+}$ in $W_{G,+}$ generated by its canonical coordinates, and the $\sigma$-algebra $A_{G,+}$ of subsets of $\Omega_{G,+}$, generated by the mappings $\omega \mapsto \omega(D)$, for $D \in W_{G,+} \otimes \mathcal{B}(\mathbb{R}_+)$. Thus, to say that the event is supported on the set $G$ means that this event belongs to the $\sigma$-algebra $A_{G,+}$ of subsets of $\Omega_{G,+}$, and so represents a collection of configurations $\omega$ of trajectories that start on the boundary of $G$, where these configurations $\omega$ on the mentioned collection satisfy some condition imposed only in terms of the sites of the set $G$.

An example can be constructed in the following way. Denote by $\Psi$ the class of finite paths of neighbor sites in $\mathbb{Z}^d$, precisely defined by

$$\Psi = \{ \tau : \{0, 1, \ldots, k\} \rightarrow \mathbb{Z}^d : k \geq 1 \text{ and } \|\tau(n + 1) - \tau(n)\| = 1, \ \forall n = 0, 1, \ldots, k - 1 \}.$$ 

Fix two distinct sites $v$ and $z$ in $G$. Then, the following event will be increasing

“there exist a finite path (in $\Psi$), completely contained in the interlacement set restricted to $G$ at level $u$, connecting $v$ and $z$”,

which can formally be represented as

$$\{ \omega \in \Omega_{G,+} : \exists \tau \in \Psi \text{ with } R(\tau) \subset I_u^G, \ \tau(0) = v \text{ and } \tau(k) = z \},$$

for $v, z \in G$, where $R(\tau)$ represents, as before, the range of the path $\tau$, see Figure 1 for an illustration.
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Figure 1: In this configuration, the sites $v$ and $z$ in $G$ are connected by a finite path $\tau$ (dashed line), completely contained in $I_u^G$.

### 2.2 Plus-pivotal trajectories

Particularly for an increasing event $A$, we will say that the trajectory $w^* \in W_{G,+}$ (with respective index $v \leq u$) is plus-pivotal for the event $A$ on the configuration $\omega_u \in \Omega_{G,+}$ if the event $A$ occurs and $w^*$ is present in the configuration $\omega_u$, but $A$ would no longer occur if $w^*$ was removed from $\omega_u$, that is, $1_A(\omega_u) = 1$ and $1_A(\omega_u - \delta_{(w^*, v)}) = 0$. For example, three of the four trajectories on Figure 1 are plus-pivotal for the event which was mentioned in that example. On that figure, except by the upper trajectory, if any of the other three trajectories is removed, we will not have a path contained in $I_u^G$ connecting the sites $v$ and $z$ anymore.

We will denote by $N_{\omega_u}^+ A$ the number of plus-pivotal trajectories for the increasing event $A$, on configuration $\omega_u$. Observe that, since the plus-pivotal trajectories only exist when $A$ occurs (under $\omega_u$), we can then write $N_{\omega_u}^+ A = N_{\omega_u}^+ 1_A(\omega_u)$. Note that we are omitting the dependence on event $A$ in this notation.

Recall that, in the Bernoulli (bond) percolation model in $\mathbb{Z}^d$ ($d \in \mathbb{N}$), a bond (or edge) of $\mathbb{Z}^d$ is said to be pivotal for an increasing event if and only if the event occurs when that bond is “open” and it does not occur when the same bond is “closed”, keeping unchanged the states of all other bonds.
3 Result

We present now the result we have obtained, concerning the probability of an increasing event supported on a finite set of $\mathbb{Z}^d$, in the random interlacements model restricted to that set, and in the next section we will develop its proof.

In order to study the derivative of the above mentioned probability, it is possible to show first that this probability is analytic (and hence differentiable) as a function of the intensity parameter $u$. More precisely, it is possible to show that, if $G$ is a finite subset of $\mathbb{Z}^d$, with $d \geq 3$, and $A$ is an event supported on $G$ and increasing with respect to the interlacement $\mathcal{I}_u^G$, then the probability of $A$ under the law $\mathbb{P}^u$, denoted by $\mathbb{P}^u(A)$, is an analytic function of $u$.

Since the formal proof for this statement is elementary, we give only a brief idea on how to do it. Basically, by using the total probability formula, conditioning on the number of trajectories in the interlacement $\mathcal{I}_u^G$ (which is a Poisson random variable), one can write the probability $\mathbb{P}^u(A)$ as the product of an exponential function, which is analytic, by a power series on $u$, which we can also show that is analytic as a function of $u$.

Next, before stating our main result, we need to introduce some notations:

- $\mathbb{E}^u$ represents the expectation under the law $\mathbb{P}^u$;
- $Q$ denotes the law of a trajectory $w_{\eta}$ in $W_{G,+}$, with the starting point chosen according to the normalized harmonic measure $\bar{e}_G$;
- $\hat{\mathbb{E}}^u$ represents the expectation under the product measure $\mathbb{P}^u \times Q$;
- and finally, $M$ denotes the number of trajectories in $\mathcal{I}_u^G$, observing that it has a Poisson distribution with parameter $u \operatorname{cap}(G)$.

Also, recall that $N_{\omega_u}^+$ is the number of plus-pivotal trajectories for event $A$ on configuration $\omega_u$ in $\Omega_{G,+}^u$, as defined in Section 2.2.

**Theorem 3.1.** (Russo’s formula for random interlacements). Let $G$ be a finite subset of $\mathbb{Z}^d$, with $d \geq 3$, and also let $A$ be an increasing event in $G$. Then

\[
\frac{d}{du} \mathbb{P}^u(A) = \operatorname{cap}(G) \hat{\mathbb{E}}^u \left[ 1_{\{\omega_u + \delta(w_{\omega_u}) \in A\}} 1_{\{\omega_u \notin A\}} \right] = \frac{1}{u} \mathbb{E}^u \left[ N_{\omega_u}^+ \right] = \frac{1}{u} \mathbb{P}^u(A) \left( \hat{\mathbb{E}}^u \left[ M \mid \{\omega_u \in A\} \right] - u \operatorname{cap}(G) \right).
\]

In words, in the right-hand side of (3.1) we have the probability that the event does not occur at level $u$, but adding one more trajectory causes it to occur. Also, it is worth mentioning that $u \operatorname{cap}(G)$ is the unconditional expectation of $M$.

4 Proof of Theorem 3.1

From the analyticity of $\mathbb{P}^u(A)$, we can naturally conclude that this probability, as a function of $u$, is indeed differentiable on $[0, \infty)$. So, in order to prove Theorem 3.1 it will be sufficient to compute the right and left derivatives

\[
\lim_{h \downarrow 0} \frac{\mathbb{P}^{u+h}(A) - \mathbb{P}^u(A)}{h} \quad \text{and} \quad \lim_{h \uparrow 0} \frac{\mathbb{P}^u(A) - \mathbb{P}^{u-h}(A)}{h}.
\]
which are automatically equal.

Although it is possible to prove the theorem in another way, for example by first obtaining just one of that expressions for the derivative and then showing that the others are equal to this one, we chose to compute the side derivatives because we believe it is more instructive.

4.1 The right derivative

We begin with the right derivative. Recall that $A$ is an increasing event with respect to $T^u_G$, supported on the finite set $G \subset \mathbb{Z}^d$. For some $u \geq 0$ and $0 < h < \text{cap}(G)^{-1}$, we will first compute the probability $\mathbb{P}^{u+h}(A)$. We have

$$
\mathbb{P}^{u+h}(A) = \mathbb{E}^u[\mathbb{P}^{u+h}(A \mid \omega_u)] = \mathbb{E}^u[\mathbb{P}(\omega_{u+h} \in A \mid \omega_u)].
$$

Since event $A$ is increasing, if $\omega_u \in A$ then by definition we also have $\omega_{u+h} \in A$, so

$$
\mathbb{P}^{u+h}(A \mid \omega_u \in A) := \mathbb{P}(\omega_{u+h} \in A \mid \omega_u \in A) = 1.
$$

On the other hand, in order to establish an expression for $\mathbb{P}(\omega_{u+h} \in A \mid \omega_u \notin A)$, we observe that it is possible to describe the coupling of the interlacements processes restricted to $G$, for all non-negative levels $u \geq 0$, by considering a Poisson process in $\mathbb{R}_+$ with intensity equal to $\text{cap}(G)$, in such a way that the number of random walks trajectories in the process at level $u$ will be given by the number of points of this Poisson process on the interval $[0, u]$ (see figure 2). Recall that we denote this number by $M$, and $M \sim \text{Poisson}(u \text{cap}(G))$.
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So, by increasing the level of the process (restricted to $G$) from $u$ to $u + h$, it is possible that some new trajectories are included in configuration $\omega_u$, thus forming configuration $\omega_{u+h}$ (see figure again). Then, denote by $H$ the number of such trajectories that are eventually included in this case, noting that the value of $H$ is given by the number of points of that Poisson process on the interval $(u, u + h]$, so that $H \sim \text{Poisson}(h \text{cap}(G))$.

Observe now that, given the event $\{H = 0\}$, the configuration $\omega_{u+h}$ will be equal to $\omega_u$, whereas given $\{H = 1\}$, configuration $\omega_{u+h}$ will be of the form $\omega_u + \delta_{(w_\eta,u_\eta)}$, where $w_\eta$ belongs to $W_{G,+}$ and represents the (only) trajectory which is added to configuration $\omega_u \in \Omega_{u+}^G$, with an index $u_\eta$. Since index $u_\eta$ is irrelevant in this context, in the sense that we are interested only on the configuration of trajectories that is obtained after the inclusion of $w_\eta$, then we will write only $\omega_u + \delta_{(w_\eta)}$ rather than $\omega_u + \delta_{(w_\eta,u_\eta)}$ from now on.
Then, we can write
\[ P(\omega_{u+h} \in A \mid \omega_u) = \sum_{k \geq 0} P(\omega_{u+h} \in A \mid H = k, \ \omega_u)P(H = k \mid \omega_u). \]

But, taking into account the above observations about conditioning on the value of \( H \), we can conclude that, if \( \omega_u \notin A \), then \( P(\omega_{u+h} \in A \mid H = 0, \omega_u) = 0 \) almost surely, and also
\[ P(\omega_{u+h} \in A \mid H = 1, \ \omega_u) = P(\omega_u + \delta(w_u) \in A \mid H = 1, \ \omega_u) = Q(\omega_u + \delta(w_u) \in A), \]
where the last expression represents the probability of the event \( \{ \omega_u + \delta(w_u) \in A \} \), under the law of the trajectory \( w_u \).

In addition, observe that, for any \( k \geq 0 \), the probabilities \( P(\omega_{u+h} \in A \mid H = k, \ \omega_u) \) do not depend on \( h \), but only on \( \omega_u \) and on the number \( k \) of points of the above mentioned Poisson process in \( (u, u+h] \). So, we will write \( P(\omega_{u+h} \in A \mid H = k, \ \omega_u) := a_k^{\omega_u} \) for all \( k \geq 0 \), in order to simplify the notation.

Thus, since \( P(H = k \mid \omega_u) = P(H = k) \) for all \( k \geq 0 \), and \( P(H = 1) = h \text{cap}(G)e^{-h\text{cap}(G)} \), considering \( \omega_u \notin A \) we have
\[ P^{u+h}(A \mid \omega_u) = Q(\omega_u + \delta(w_u) \in A)h \text{cap}(G)e^{-h\text{cap}(G)} + R_h, \]
where
\[ R_h = \sum_{k \geq 2} a_k^{\omega_u} P(H = k) = \sum_{k \geq 2} a_k^{\omega_u} e^{-h\text{cap}(G)}(h \text{cap}(G))^k. \]

It is then possible to write
\[ P^{u+h}(A \mid \omega_u) = Q(\omega_u + \delta(w_u) \in A)h \text{cap}(G)e^{-h\text{cap}(G)}1_{\omega_u \notin A} + R_h1_{\omega_u \notin A} + 1_{\omega_u \in A}, \]
and taking the expectation under the law \( P^u \), we finally have
\[ E^u\left[ Q(\omega_u + \delta(w_u) \in A)1_{\omega_u \notin A} \right] h \text{cap}(G)e^{-h\text{cap}(G)} + E^u\left[ R_h1_{\omega_u \notin A} \right] + P^u(A). \]

But using the Monotone Convergence Theorem, it is elementary to show that the expectation of \( R_h1_{\omega_u \notin A} \) is equal to \( o(h) \) when \( h \downarrow 0 \), and so we can conclude that
\[ \lim_{h \downarrow 0} \frac{E^u(P^{u+h}(A) - P^u(A))}{h} = \text{cap}(G)E^u\left[ Q(\omega_u + \delta(w_u) \in A)1_{\omega_u \notin A} \right]. \]

In order to rewrite this last expression in a more intuitive way, simply note that
\[ E^u\left[ Q(\omega_u + \delta(w_u) \in A)1_{\omega_u \notin A} \right] = \widehat{E}^u\left[ 1_{\omega_u + \delta(w_u) \in A}1_{\omega_u \notin A} \right], \]
reminding that \( \widehat{E}^u \) is the expectation under the product measure \( P^u \times Q \). This proves expression \( 3.1 \).

### 4.2 The left derivative

Let \( u \geq 0 \) and \( 0 < h < u \). We have
\[ P^{u-h}(A) := P(\omega_{u-h} \in A) = E^u\left[ P(\omega_{u-h} \in A \mid \omega_u) \right], \]
and since the event \( A \) is increasing, then \( P(\omega_{u-h} \in A \mid \omega_u \notin A) = 0 \).

Consider again the random variable \( M \) which represents the number of trajectories in configuration \( \omega_u \), recalling that we interpret it as the number of points of the Poisson process with
intensity \text{cap}(G) \) in the interval \([0, u]\). Thus we know that, given the value of \(M\), each one of these points is uniformly and independently distributed on this interval.

Let us denote now by \(V\) the number of points of that same Poisson process, which belong to \((u - h, u]\) among the \(N^+_{\omega_u}\) points corresponding to the plus-pivotal trajectories for the event \(A\) on configuration \(\omega_u\), and additionally denote by \(V'\) the number of points of this Poisson process which belong to the same interval \((u - h, u]\), but now among the \(M\) points of the process at level \(u\).

Then the probability that \(A\) ceases to occur under the interlacement at level \(u - h\), given that it occurs at level \(u\), will be equal to the probability that at least one of the \(N^+_{\omega_u}\) points of the Poisson process belongs to \((u - h, u]\), or a collection with at least two among the \(M\) points belong to that interval and the simultaneous removal of all trajectories corresponding to the points in this collection causes \(A^C\) to occur (see figure 3).

Precisely, for \(\omega_u = \sum_{i \geq 1} \delta_{(w_i, u_i)}\) in \(\Omega^G_u\), let us consider the event

\[
B(V') := \left\{ 1_A(\omega_u) = 1, \ 1_A\left(\omega_u - \sum_{i: u-h<u_i \leq u} \delta_{(w_i, u_i)}\right) = 0 \right\},
\]

that is, the event on which \(A\) occurs at level \(u\) and at least one of the removed trajectories is plus-pivotal, then the event ceases to occur at level \(u - h\). Similarly, if a collection of trajectories with indexes between \(u - h\) and \(u\) causes \(A^C\) to occur when they are simultaneously removed, then the event will also cease to occur at level \(u - h\).

Then, according to the definitions of the random variables \(V\) and \(V'\), we have

\[
P(\omega_{u-h} \notin A \mid M = m, N^+_{\omega_u} = n, V = k, \omega_u \in A) = \begin{cases} p^{m,n}, & \text{if } k = 0, \\ 1, & \text{if } k \geq 1, \end{cases}
\]

where \(p^{m,n} := P\left(\{V' \geq 2\} \cap B(V') \mid M = m, N^+_{\omega_u} = n, V = 0, \omega_u \in A\right)\), so that

\[
P(\omega_{u-h} \notin A \mid \omega_u \in A) = \sum_{m=0}^\infty \sum_{n=0}^m \sum_{k=1}^n P(M = m, N^+_{\omega_u} = n, V = k \mid \omega_u \in A) \\
+ \sum_{m=0}^\infty \sum_{n=0}^m P(M = m, N^+_{\omega_u} = n, V = 0 \mid \omega_u \in A) p^{m,n}
\]

\[
= \mathbb{P}(V \geq 1 \mid \omega_u \in A) + \mathbb{P}\left(\{V = 0\} \cap \{V' \geq 2\} \cap B(V') \mid \omega_u \in A\right).
\]
The first term in the last expression can be calculated by taking into account the above comments about the uniform distribution, in such a way that, if $\omega_u \in A$,
\[
\mathbb{P}(V \geq 1 \mid \omega_u) = \sum_{k=1}^{\infty} \left( \frac{N_{\omega_u}^+}{k} \right) \left( \frac{h}{u} \right)^k (1 - \frac{h}{u})^{N_{\omega_u}^+-k} 1_{\{N_{\omega_u}^+ \geq k\}}. \tag{4.1}
\]
Thus we can finally write
\[
\mathbb{P}(\omega_{u-h} \in A \mid \omega_u) = 1_{\{\omega \in A\}} - \sum_{k=1}^{\infty} \left( \frac{h}{u} \right)^k \mathbb{E}^u \left[ \left( \frac{N_{\omega_u}^+}{k} \right) (1 - \frac{h}{u})^{N_{\omega_u}^+-k} 1_{\{N_{\omega_u}^+ \geq k\}} 1_{\{\omega \in A\}} \right] \\
- \mathbb{E}^u \left[ \mathbb{P}\left( \{V = 0\} \cap \{V' \geq 2\} \cap B(V') \mid \omega_u \right) 1_{\{\omega \in A\}} \right], \tag{4.2}
\]
and taking the expectation with respect to $\mathbb{P}^u$, by the Monotone Convergence Theorem we have
\[
\mathbb{P}^{u-h}(A) = \mathbb{P}^u(A) - \sum_{k=1}^{\infty} \left( \frac{h}{u} \right)^k \mathbb{E}^u \left[ \left( \frac{N_{\omega_u}^+}{k} \right) (1 - \frac{h}{u})^{N_{\omega_u}^+-k} 1_{\{N_{\omega_u}^+ \geq k\}} 1_{\{\omega \in A\}} \right] \\
- \mathbb{E}^u \left[ \mathbb{P}\left( \{V = 0\} \cap \{V' \geq 2\} \cap B(V') \mid \omega_u \right) 1_{\{\omega \in A\}} \right]. \tag{4.2}
\]
At this point, we will need the next two lemmas.

**Lemma 4.1.**
\[
r_h := \sum_{k=2}^{\infty} \left( \frac{h}{u} \right)^k \mathbb{E}^u \left[ \left( \frac{N_{\omega_u}^+}{k} \right) (1 - \frac{h}{u})^{N_{\omega_u}^+-k} 1_{\{N_{\omega_u}^+ \geq k\}} 1_{\{\omega \in A\}} \right] = o(h), \quad \text{when } h \downarrow 0. \]

**Proof.** Since $h < u$, we have, almost surely,
\[
\left( \frac{N_{\omega_u}^+}{k} \right) (1 - \frac{h}{u})^{N_{\omega_u}^+-k} 1_{\{N_{\omega_u}^+ \geq k\}} 1_{\{\omega \in A\}} \leq \left( \frac{N_{\omega_u}^+}{[N_{\omega_u}^+/2]} \right),
\]
where $[b]$ is the integer part of $b$, and by monotonicity of expectation $\mathbb{E}^u[\cdot]$,
\[
r_h \leq \mathbb{E}^u \left[ \left( \frac{N_{\omega_u}^+}{[N_{\omega_u}^+/2]} \right) \sum_{k=2}^{\infty} \left( \frac{h}{u} \right)^k \right] = \mathbb{E}^u \left[ \left( \frac{N_{\omega_u}^+}{[N_{\omega_u}^+/2]} \right) \frac{(h/u)^2}{1 - (h/u)} \right]. \tag{4.3}
\]
But $N_{\omega_u}^+ \leq M$, which implies that
\[
\left( \frac{N_{\omega_u}^+}{[N_{\omega_u}^+/2]} \right) \leq \left( \frac{M}{[M/2]} \right),
\]
and the expectation of the term on the right is finite, because $M$ is Poisson distributed.
This concludes the proof of Lemma 4.1. \qed

**Lemma 4.2.**
\[
r'_h := \mathbb{E}^u \left[ \mathbb{P}\left( \{V = 0\} \cap \{V' \geq 2\} \cap B(V') \mid \omega_u \right) 1_{\{\omega \in A\}} \right] = o(h), \quad \text{when } h \downarrow 0.
\]
Proof. First of all note that, almost surely,
\[ \mathbb{P}(\{V = 0\} \cap \{V' \geq 2\} \cap B(V') \mid \omega_u) \mathbf{1}_{\{\omega_u \in A\}} \leq \mathbb{P}(V' \geq 2 \mid \omega_u), \quad (4.4) \]
and using a similar reasoning to that employed when establishing (4.1), one can see that
\[ \mathbb{P}(V' \geq 2 \mid \omega_u) = \sum_{k=2}^{\infty} \left( \frac{M}{k} \right) \left( \frac{h}{u} \right)^k (1 - \frac{h}{u})^{M-k} \mathbf{1}_{\{M \geq k\}}. \]

Then, by taking the expectation \( \mathbb{E}^u \) in expression (4.4), and using the Monotone Convergence Theorem once again, we obtain
\[ r'_h \leq \mathbb{E}^u[P(V' \geq 2 \mid \omega_u)] = \sum_{k=2}^{\infty} \left( \frac{h}{u} \right)^k \mathbb{E}^u\left[\left( \frac{M}{k} \right) (1 - \frac{h}{u})^{M-k} \mathbf{1}_{\{M \geq k\}}\right], \]
from where we conclude that
\[ r'_h \leq \mathbb{E}^u\left[\left( \frac{M}{\lceil M/2 \rceil} \right) \left( \frac{u}{2} \right)^2 \right], \]
which shows our claim. \( \square \)

Now observe that
\[ \mathbb{E}^u\left[\left( \frac{N^+_{\omega_u} - 1}{1} \right) (1 - \frac{h}{u})^{N^+_{\omega_u} - 1} \mathbf{1}_{\{N^+_{\omega_u} \geq 1\}} \mathbf{1}_{\{\omega_u \in A\}}\right] = \mathbb{E}^u\left[\left( N^+_{\omega_u} (1 - \frac{h}{u})^{N^+_{\omega_u} - 1} \mathbf{1}_{\{N^+_{\omega_u} \geq 1\}}\right), \]
and, again by the Monotone Convergence Theorem,
\[ \lim_{h \downarrow 0} \mathbb{E}^u\left[\left( N^+_{\omega_u} (1 - \frac{h}{u})^{N^+_{\omega_u} - 1} \mathbf{1}_{\{N^+_{\omega_u} \geq 1\}}\right) = \mathbb{E}^u[\left( N^+_{\omega_u} \mathbf{1}_{\{N^+_{\omega_u} \geq 1\}}\right] = \mathbb{E}^u[\left( N^+_{\omega_u}\right], \]
where the last equality comes from the fact that \( N^+_{\omega_u} \) only takes non-negative integer values.

Finally, using (4.2) combined with the two lemmas, we conclude that
\[ \lim_{h \downarrow 0} \frac{\mathbb{P}^u(A) - \mathbb{P}^{u-h}(A)}{h} = \lim_{h \downarrow 0} \frac{h}{u} \mathbb{E}^u\left[\left( N^+_{\omega_u} (1 - \frac{h}{u})^{N^+_{\omega_u} - 1} \mathbf{1}_{\{N^+_{\omega_u} \geq 1\}}\right) + r_h + r'_h \right] = \frac{1}{u} \mathbb{E}^u[\left( N^+_{\omega_u}\right], \]
thus establishing expression (3.2).

4.3 Another calculation for the right derivative

In this section, we will discuss the calculation of the right derivative of \( \mathbb{P}^u(A) \) in a slightly different way from that presented previously in Section 4.1, and this will lead us to obtain expression (3.3), thus completing the proof of Theorem 3.1.

We will focus again on the calculation of \( \mathbb{P}^{u+h}(A) \), now for some \( u \geq 0 \) and \( 0 < h < u \).

Recall the random variables \( M \) and \( H \), which are Poisson distributed with parameters respectively equal to \( u \text{ cap}(G) \) and \( h \text{ cap}(G) \), and which are also independent.

Conditioning on \( M \), we can write
\[ \mathbb{P}^u(A) = \sum_{\ell=0}^{\infty} P_{\ell}(A) \frac{e^{-u \text{ cap}(G)} (u \text{ cap}(G))^\ell}{\ell!}, \quad (4.5) \]
where \( P_{\ell}(A) := \mathbb{P}^u(A \mid M = \ell) \) does not depend on \( u \), but only on \( \ell \).
Now conditioning on the variables $M$ and $H$, and denoting by $P_{m+k}(A)$ the probability $\Pr(\omega_{u+h} \in A \mid M = m, H = k)$, we obtain

$$
P^{u+h}(A) = \sum_{m=0}^{\infty} \sum_{k=0}^{\infty} P_{m+k}(A) \Pr(M = m) \Pr(H = k)
= \sum_{\ell=0}^{\infty} \sum_{k=0}^{\ell} P_{\ell}(A) \Pr(M = \ell - k) \Pr(H = k)
= \sum_{\ell=0}^{\infty} \left\{ P_{\ell}(A) \frac{e^{-u \text{cap}(G)}}{\ell!} \left[ \sum_{k=0}^{\ell} \binom{\ell}{k} \left( \frac{h}{u} \right)^k e^{-h \text{cap}(G)} \right] \right\},
$$

observing that $P_{\ell}(A)$ also does not depend on $h$.

Then, by subtracting $P^{u}(A)$, as represented in (4.5), from the last expression, we have

$$
P^{u+h}(A) - P^{u}(A) = \sum_{\ell=0}^{\infty} \left\{ P_{\ell}(A) \frac{e^{-u \text{cap}(G)}}{\ell!} \left[ e^{-h \text{cap}(G)} - 1 \right] \right\}
+ \sum_{\ell=1}^{\infty} \left\{ P_{\ell}(A) \frac{e^{-u \text{cap}(G)}}{\ell!} \left[ e^{-h \text{cap}(G)} \frac{h}{u} \right] \right\}
+ \sum_{\ell=2}^{\infty} \left\{ P_{\ell}(A) \frac{e^{-u \text{cap}(G)}}{\ell!} \left[ e^{-h \text{cap}(G)} \sum_{k=2}^{\ell} \binom{\ell}{k} \left( \frac{h}{u} \right)^k \right] \right\}.
$$

So, in order to compute the right derivative of $P^{u}(A)$, it suffices to divide this expression by $h$ and then to take the limit when $h$ tends to zero.

But the third summation in the last expression is equal to $o(h)$ when $h \downarrow 0$. To see this, observe that, since $e^{-h \text{cap}(G)} \leq 1$ for all $h \geq 0$, and the terms $P_{\ell}(A)$ are such that $0 \leq P_{\ell}(A) \leq 1$ for all $\ell \geq 0$, $\ell \in \mathbb{N}$, then the referred summation is less than or equal to

$$
\frac{(\frac{h}{u})^2}{1 - (\frac{h}{u})} \sum_{\ell=0}^{\infty} \left\{ e^{-u \text{cap}(G)} (u \text{cap}(G))^{\ell} \frac{\ell!}{(\ell - \lfloor \ell/2 \rfloor)!} \right\},
$$

and it is possible to show that the last series converges, using for example the Ratio Test.

Thus we can write

$$
\lim_{h \downarrow 0} \frac{P^{u+h}(A) - P^{u}(A)}{h} = - \text{cap}(G) P^{u}(A) + \frac{1}{u} \sum_{\ell=0}^{\infty} \ell P_{\ell}(A) \frac{e^{-u \text{cap}(G)}}{\ell!} (u \text{cap}(G))^{\ell},
$$

and the last summation just corresponds to the expectation of $M P^{u}(A \mid M)$, with respect to the law $P^{u}$, which, in turn, is equal to $\mathbb{E}^{u}[M 1_{\{\omega_{u} \in A\}}]$. This leads to expression (3.3), finally completing the proof of Theorem 3.1.
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