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Abstract

Compared to point estimates calculated by standard neural networks, Bayesian neural networks (BNN) provide probability distributions over the output predictions and model parameters, i.e., the weights. Training the weight distribution of a BNN, however, is more involved due to the intractability of the underlying Bayesian inference problem and thus, requires efficient approximations. In this paper, we propose a novel approach for BNN learning via closed-form Bayesian inference. For this purpose, the calculation of the predictive distribution of the output and the update of the weight distribution are treated as Bayesian filtering and smoothing problems, where the weights are modeled as Gaussian random variables. This allows closed-form expressions for training the network’s parameters in a sequential/online fashion without gradient descent. We demonstrate our method on several UCI datasets and compare it to the state of the art.

1 Introduction

Deep Learning has been continuously attracting researchers for its applicability in many fields such as medical diagnostics (Amisha, Pathania, and Rathaur 2019), autonomous control (Zeng et al. 2020), or intelligent mass-productions (El-Shamouty et al. 2019). However, conventional deep Neural Networks (NNs) usually perform maximum likelihood estimation, which results solely in a point estimate without consideration of uncertainty in the data and the learned model. In domains with high safety standards or financial risks this approach is not sufficient and limits the number of possible applications. Bayesian methods offer ways to overcome this issue by quantifying uncertainties using Bayes’ rule and probabilistic reasoning, which results in a distribution over network parameters and predictions instead of point estimates. A quantification of the uncertainty indicates whether the predictions are trustworthy and reliable (Begoli, Bhattacharya, and Kusnezov 2019). Popular approaches like Markov Chain Monte Carlo (MCMC) are computationally demanding, whereas variational inference (VI) or ensemble methods rely on noisy gradient computations and need to be trained using batched training data and several iterations. Due to these characteristics, the mentioned methods are not directly applicable in online learning settings (Parisi et al. 2019), but first approaches using a data memory exist (Nguyen et al. 2018; Kurle et al. 2019). In addition, gradient-based methods may suffer from poor choices of the optimization hyper-parameters or bad local minima (Bengio 2012). This behavior is mitigated by adaptive learning rates, stochastic gradient descent (SGD), and modern optimizers, but still persists.

In this paper we develop a novel online learning approach for Bayesian Neural Networks (BNN) (MacKay 1992) that is named Kalman Bayesian Neural Network (KBNN). The key idea is to train the BNN via sequential Bayesian filtering without the need of gradient-based optimization. Bayesian filtering is commonly used to estimate probability density functions (PDF) from noisy observations in Markov chains (Särkkä 2013; Huber 2015). Many NN architectures like the one studied in this paper also form a Markov chain (Achille and Soatto 2018). Our approach is motivated by the work of Puskorius and Feldkamp (2001), in which the training procedure is also treated as a filtering problem, which however uses local linearization based on backpropagated gradient information to compute weight updates. While the special case of online training of a single perceptron is discussed by Huber (2020), we aim at constructing a learning algorithm for a universal multilayer perceptron (MLP).

The KBNN consists of a forward pass for inferring the output distribution given an input sample and a backward pass to adjust the network parameters given a corresponding output sample. A part of the backward pass is visualized in Fig. 1. By assuming that the weights and outputs of each network layer are Gaussian distributed, it is sufficient to compute the mean and covariance in a moment matching fashion. In doing so, it is possible to provide closed-form expressions for the forward pass as well as the update equations of the weights in the backward pass for commonly used activation functions like sigmoid or ReLU. The main contributions of this paper are: (a) We introduce an approach that strictly follows Bayesian inference. Thus, learning the network parameters is not reformulated as optimization problem. The use of Bayesian filtering and smoothing techniques instead enables native online training of BNNs, where we show the relationship to the famous Kalman filtering and smoothing equations (Kalman 1960; Rauch, Tung, and Striebel 1965).
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was introduced by Graves (2011). VI is based on the idea of Variational Inference (VI) by minimizing the empirical lower bound to the reverse Kullback-Leibler divergence using gradient descent. In Kingma and Welling (2014), the gradient is estimated via sampling leading to high variance gradients and thus, merely a decent performance only in smaller architectures. In Hoffman et al. (2013) a more scalable method called Stochastic Variational Inference (SVI) is proposed, which computes a scaled gradient on randomly sampled subsets of data to update the variational parameters, instead of computing gradients from the full dataset. A deterministic calculation is proposed in Wu et al. (2019), which uses a closed-form forward pass as in our work. Gal and Ghahramani (2016) found that the dropout technique introduced by Srivastava et al. (2014) approximates the variational distribution while being relatively computationally cheap.

Expectation Propagation (EP) Minimizing the forward Kullback-Leibler divergence instead of its reverse version leads to EP (Minka 2001). In contrast to VI, EP is not guaranteed to convergence in general. A practical EP version for BNNs named probabilistic backpropagation (PBP) was proposed in Hernández-Lobato and Adams (2015) and extended in Ghosh, Fave, and Yedidia (2016), which share similarities with our work. The forward pass of PBP also utilizes closed-form moment propagation. However, Ghosh, Fave, and Yedidia (2016) and Hernández-Lobato and Adams (2015) employ the mean-field approximation, i.e., fully factorized Gaussian distributions, while we allow correlated weights per neuron. Significant difference are given for the backward pass. Here, the KBNN requires no explicit calculation of the marginal likelihood and its first and second order derivatives.

Kalman Filtering Closest to our work is the usage of Kalman filtering for training BNNs. One of the first approaches was proposed by Watanabe and Tzafesta (1990), where the weights of the networks are assumed to be Gaussian. The mean and variance of the individual weights are updated by means of an extended Kalman filter, which however requires local linearization for updating the hidden neurons. This work was extended by Puskorius and Feldkamp (2001) to allow layer-wise correlated or even network-wide correlated neurons. To avoid linearization, Huber (2020) proposes the so-called Bayesian perceptron. Even though limited to a single neuron, this work shows that closed-form Bayesian inference for calculating the mean and covariance parameters of the weight posterior distribution is possible. In the following, we extend this single neuron approach to an MLP by utilizing Bayesian filtering and smoothing.

Online Learning In the context of online learning Bayesian methods are a popular choice, since uncertainties over the data and the model can be taken into account directly. Opper (1998) use a moment matching approach for online learning which is similar to our work. Kirkpatrick et al. (2017) and Ritter, Botev, and Barber (2018b) deal with the issue of catastrophic forgetting in neural networks for continual learning tasks. There are a few works that include approximating the complicated weight posterior by means of a simple distribution like a Gaussian. This approximation is achieved by minimizing the empirical lower bound to the reverse Kullback-Leibler divergence using gradient descent.
3 Problem Formulation

Given a dataset \( D = \{(x_i, y_i)\}_{i=1}^{N} \) of \( N \) i.i.d. pairs of training instances with inputs \( x_i \in \mathbb{R}^d \) and outputs \( y_i \in \mathbb{R}^r \), we want to train an MLP with \( L \) layers in a supervised learning setup. In each layer \( l = 1 \ldots L \), a nonlinear transformation

\[
Z_{l+1} = f(a_l) \quad \text{with} \quad a_l = W_l \cdot Z_l + w_0
\]

is performed with weight matrix \( W_l \triangleq [w_1 \ldots w_{M_l}]^T \in \mathbb{R}^{M_l \times M_{l-1}} \) with \( w_i \in \mathbb{R}^{M_{l-1}} \) being the \( i \)-th neuron’s weight vector, bias \( w_0 \in \mathbb{R}^{M_l} \), and nonlinear activation function \( f(\cdot) \), where \( M_l \) is the number of neurons of the \( l \)-th layer. The output \( Z_{L+1} \) of the last layer comprises all weight matrices. Whenever the superscript \( l \) for \( a \) and \( W \) is omitted, this indicates the last layer. For a single neuron, the corresponding quantities in (1) are assumed to be jointly Gaussian distributed. For ReLU activations this approach even becomes an assumed density filter (Maybeck 1979; Opfer 1998). In doing so, it is sufficient to calculate the first two moments (mean and covariance) of the posterior and predictive distribution. For ReLU activations this approach even transforms into moment matching.

Based on these assumptions, the posterior weight distribution of a layer \( l \) is given in factorized form \( p(W|D) = \prod_{i=1}^{M_l} \mathcal{N}(w_i|\mu_{w_i}, C_{w_i}) \), where \( \mathcal{N}(\cdot|\mu, C) \) is a Gaussian PDF with mean vector \( \mu \) and covariance matrix \( C \). The limitations arising from these assumptions are discussed in greater detail in the Sec. 6.

4 The Kalman Bayesian Neural Network

For deriving the forward and backward pass of the KBNN we process each training data instance \((x_i, y_i)\) individually and sequentially. This is possible as the data is assumed to be i.i.d. and, thus, the likelihood in (2) can be factorized according to \( p(Y|X, W) = \prod_i p(y_i|x_i, W) \). Hence, we obtain the posterior \( p(W|D) \) as \( p(W|D) = p(W|D_i) \cdot p(D_i) \), with \( D_i = \{(x_j, y_j)\}_{j=1}^{i} \subset D \), by means of recursive processing the data instances, where the recursion commences from the prior \( p(W) \). During each recursion step it is not necessary to update all weights of the BNN simultaneously. Instead, we can make use of the Markov chain characteristic of the network (cf. Fig. 1). In doing so, the weight matrix of each layer can be updated one after the other. This updating is essentially performed during the backward pass, but requires intermediate predictive quantities \( \alpha \) and \( z \) that are calculated during the forward pass. Thus, the forward pass is not only necessary to calculate the predictive distribution of the BNN for new inputs, but is also a crucial component of the backward pass. Hence, we start with deriving the forward pass, where we omit the quantity \( D \) in the following to simplify the notation.

4.1 Forward Pass

During the forward pass the predictive distribution \( p(y|x, D) \) for a given input \( x \) has to be computed. For this purpose, information is propagated forward through the BNN in order to calculate the predictive distributions of all random variables \( \alpha \) and \( z \) along the path from the input to the output. Since these two quantities occur in each layer with the same dependencies, we restrict the derivation to a single layer without loss of generality. For the \( l \)-th layer the predictive distribution of the output \( z_{l+1} \) is given by

\[
p(z_{l+1}|x) = \int p(z_{l+1} | \alpha) \cdot p(\alpha | x) \, d\alpha
\]
with
\[ p(a|x) = \int p(a|x', W) \cdot p(z'|x) \cdot p(W) \, dz' \, dW. \tag{5} \]

All quantities in (5) are related according to (1). Further, \( p(z'|x) \) and \( p(W) \) are assumed to be Gaussian. The predictive distribution \( p(a|x) \) however, is not Gaussian due to the multiplicative nonlinearity in (1), but it is approximated by the Gaussian \( N(a|\mu_a , C_a) \) with mean vector and covariance matrix matching the moments of the true distribution.

The elements of the mean vector \( \mu_a \) are given by
\[ \mu_a^l_n = E[w^T \cdot z^l] = E[w_n^T] \cdot E[z^l] = (\mu_a^l)^T \cdot \mu_z, \tag{6} \]
while the covariance matrix is diagonal due to Assumption 1 with elements
\[ (\sigma_a^l)^2 = E[a^2] - (\mu_a^l)^2 = E[(w_n^T \cdot z^l)^2] - (\mu_a^l)^2 = (\mu_a^l)^T C_z^l \mu_a^l + (\mu_z^l)^T C_w^l \mu_z^l + \text{Tr}(C_w^l C_z^l), \tag{7} \]
where \( n = 1 \ldots M_l \) is the neuron index, \( \text{Tr}(\cdot) \) is the matrix trace, and \( \mu_z^l, C_z^l \) are the mean and covariance of \( z^l \). For the first layer \( z^1 = x \) and thus, no random variable. This allows solving (5) exactly as \( a^l \) in (1) becomes a linear function, where \( p(a|x) \) is actually Gaussian. With \( p(z^l|x) = \delta(z^l - x) \) in (5) the means (6) and variances (7) become \( \mu_a^l = x^T \cdot \mu_z^l \), \( \mu_a^l \), and \( (\sigma_a^l)^2 = x^T C_z^l x \), respectively, which corresponds to a Kalman prediction step.

The predictive distribution \( z^{l+1} \) in (4) is also approximated with a Gaussian \( N(z^{l+1} | \mu_z^{l+1} , C_z^{l+1}) \), where the elements of the mean vector and (diagonal) covariance matrix are given by
\[ \mu_z^{l+1} = E[f(a_n)], \tag{8} \]
\[ (\sigma_z^{l+1})^2 = E[f(a_n^2)] - (\mu_z^{l+1})^2, \tag{9} \]
respectively, and thus depend on the nonlinear activation function. For ReLU activations, the expected values in (8) and (9) can be calculated exactly in closed form and thus, we obtain a moment matching approximation. For sigmoidal activations like sigmoid or hyperbolic tangent, the expected values can be tightly approximated in closed form, except for the special case of a probit activation, where we again obtain a moment matching. Detailed derivations for both activations can be found in Huber (2020).

The distribution \( p(z^{l+1}|x) \) is then used for solving the corresponding integrals (4) and (5) of the subsequent layer \( l + 1 \). For \( l = L \), we have \( z^{l+1} = y \) and thus \( p(z^{l+1}|x) \) coincides with the desired predictive distribution \( p(y|x; D) \). It is worth mentioning that the calculated moments of each layer must be stored, as they are needed for the weight update procedure during the backward pass.

4.2 Backward Pass

The training of conventional MLPs relies on a problem specific loss function being optimized with SGD, where the entire dataset \( D \) is processed repeatedly. The backward pass of the KBNN updates the weights by means of sequentially processing the data once without gradient-based optimization thanks to strictly following Bayes’ rule in (2). Like with the forward pass, the Markov property of the network allows updating the weights layer-wise. Given any training instance \((x, y)\), updating the \( l \)-th layer requires considering joint Gaussian PDFs of the form
\[ p(s, t|x, y) = N(s, t | \mu^+_s, \mu^+_t | C^+_s, C^+_t) = p(s|t, x) \cdot p(t|x, y) \tag{10} \]
twice: (I) \( s = a_n, t = z^{n+1} \) and (II) \( s = \left[w^T (z^{l+1})^T\right]^T, t = a \) as the graphical model in Fig. 1 indicates. Here, \( w = \text{vec}(W) \) is the vectorized weight matrix as defined in Sec. 3. The Gaussian \( p(t|x, y) = N(t|\mu^+_t, C^+_t) \) is already known from the previous step, while the conditional Gaussian \( p(s|t, x) = N(s|\mu^+_s + J \cdot (t - \mu^+_t), C^-_s - J \cdot C^+_t) \) with Kalman gain \( J = C_{st}/(C^-_t)^{-1} \) (Huber 2015; Särkkä 2013).

The superscript – indicates quantities \( p(\cdot|x) \) of the forward pass, while + is the updated version \( p(\cdot|x, y) \) resulting from the backward pass. Calculating the product of the two Gaussian PDFs in (10) and marginalizing \( t \) yields
\[ \mu^+_s = \mu^-_s + J \cdot (\mu^+_t - \mu^-_t), \]
\[ C^-_s = C^-_s - J \cdot (C^+_t - C^-_t) \cdot J^T, \tag{11} \]
being the mean and covariance of \( p(s|x, y) \), respectively. These equations correspond to the Kalman or Rauch-Tung-Striebel smoother (Rauch, Tung, and Striebel 1965).

For the smoothing step (I), (11) becomes
\[ \mu^+_n = \mu^-_n + K^T \cdot (\mu^+_{l+1} - \mu^-_{l+1}), \]
\[ (\sigma^+_n)^2 = (\sigma^-_n)^2 + K^T \cdot (C^+_{l+1} - C^-_{l+1}) \cdot K_n, \tag{12} \]
for neuron \( n = 1 \ldots M_L \) with \( K_n = (C^+_{l+1})^{-1} \cdot (\sigma^+_n)^2 \).

All quantities in (12) can be calculated in closed form but the cross-covariance \( (\sigma^+_n)^2 \), which depends on the activation function. As with the forward pass, ReLU allows an analytical solution, while for sigmoidal activations a closed-form approximation exists. For details be referred to Huber (2020).

The result \( s \) of step (I) becomes the quantity \( t \) of step (II), for which the mean and covariance in (11) are given by
\[ \begin{bmatrix} \mu^+_w \\ \mu^+_z \end{bmatrix} = \begin{bmatrix} \mu^+_w \\ \mu^+_z \end{bmatrix} + L \cdot (\mu^+_a - \mu^-_a), \tag{13} \]
\[ \begin{bmatrix} C^+_w \\ C^+_z \end{bmatrix} = C + L \cdot (C^-_a - C^-_a) \cdot L^T, \tag{14} \]
with \( L = C_{wa} \cdot (C^-_a)^{-1}, C = \text{diag}(C_{w}, C^-_z), \) and \( C_a = \text{diag}((\sigma^-_a)^2, \ldots, (\sigma^-_M)^2) \). The structure of the covariance can be explained as follows. At the forward pass, \( W \) and \( z^l \) are independent as \( a \) is not observed and these three quantities are connected via a v-structure \( W \rightarrow a \leftarrow z^l \) (cf. Fig. 1). Thus, \( C \) has a block-diagonal structure. At the backward pass, a descendant of \( x^l \), namely \( y \) is observed and thus, \( W \) and \( z^l \) are dependent. The mean \( \mu^+_a \) and covariance \( C_a \) are the updated weight parameters of \( p(W|x, D_{l-1}) \), while \( \mu^+_z \) and \( C^+_z \) are used for the quantity \( t \) of step (I) of layer \( l - 1 \). This update rule differs from Huber (2020) since...
In Algorithm 1: Backward pass for training on dataset $D$.

$$\begin{align*}
1: & \text{for each training instance } (x_i, y_i) \in D \text{ do} \\
2: & (\mu_{u}^t, C_u^t, \mu_{z}^t, C_z^t) \leftarrow \text{ForwardPass}(x_i) \\
3: & (\mu_{z}^{t+1}, C_z^{t+1}) \leftarrow (y, 0) \\
4: & \text{for } l = 1 \text{ to } L \text{ do} \\
5: & \text{Update } \mu_{z}^l, C_z^l \text{ via (12)} \\
6: & \text{Update } \mu_{z}^l, C_z^l, \mu_{z}^{l+1}, C_z^{l+1} \text{ via (13) and (14)} \\
7: & \text{Store } (\mu_w, C_w) \leftarrow (\mu_{z}^L, C_z^L) \\
8: & \text{end for} \\
9: & \text{end for} 
\end{align*}$$

$z^l$ is not deterministic for any layer but the input layer. All quantities are known except for $C_{wza}$, which is given by

$$
C_{wza} = E \left[ \left( \begin{array}{c} w \\ z \end{array} \right) - \left( \begin{array}{c} \mu_{w} \\ \mu_{z} \end{array} \right) \right] \cdot (a - \mu_{a^{-1}})^T
= \left[ \text{diag} \left( C_{w}^{1}, \mu_{z}^{1}, \ldots, C_{w}^{M}, \mu_{z}^{M} \right) \right],
$$

(15)

The black-diagonal structure of the upper part of $C_{wza}$ is due to Assumption 1.

The sequence of smoothing operations is not surprising as updating is not performed with the data directly but with previously estimated quantities. The only exception is layer $L$, where the recursion starts. Here, in step (I) $l = z^{L+1} = y$ is deterministic, thus $\mu_{z}^{L+1} = y$ and $C_{z}^{L+1} = 0$. By substituting these quantities in (12) the Kalman smoother becomes a (nonlinear) Kalman filter (Kalman 1960). The backward pass is summarized in Algorithm 1.

5 Experiments

In this section, we validate the proposed KBNN in both classification and regression tasks on benchmark datasets. Four experiments are conducted: (i) Evaluating the KBNN on a synthetic regression task, (ii) binary classification on the well-known Moon dataset, (iii) online learning on the Moon dataset, and (iv) comparison with other approximate inference approaches on nine UCI regression datasets (Dua and Graff 2017). The KBNN implementation merely requires matrix operations and is realized in PyTorch. The performance of the methods is assessed by means of the root mean square error (RMSE) for regression tasks, the accuracy for classification tasks, the negative log-likelihood (NLL) for quantifying the uncertainty, and the training time. A PC with Intel i7-8850H CPU, 16GB RAM but without GPU is used.

Regression on Synthetic Data We generate a synthetic dataset with 800 data instances from the polynomial $y = x^3 + \epsilon$, where $\epsilon \sim \mathcal{N}(0,0.9)$ similar to Hernández-Lobato and Adams (2015), while $x$ is sampled uniformly from the interval $[-4, 4]$. We use a standard MLP with one hidden layer and 100 hidden neurons, and ReLU activation for the hidden layer. The output activation is linear. We compare KBNN with PBP (Hernández-Lobato and Adams 2015) and Monte Carlo (MC) Dropout (Gal and Ghahramani 2016). For both PBP and MC Dropout we use the implementations of the authors. For MC Dropout we use dropout probability 0.1, same as the authors used for regression tasks (Gal and Ghahramani 2016). All methods merely use one epoch for training in order to simulate an online learning scenario. In Fig. 2 the results of all methods are depicted. KBNN, PBP and MC Dropout are able to approximate the underlying nonlinear function and perform similar, where PBP and MC Dropout tend to underestimate the aleatoric uncertainty.

Binary Classification To validate the capabilities of the KBNN for sequential/online learning in binary classification tasks, we perform classification on the Moon dataset (Pedregosa et al. 2011) with 1,500 instances in total. The data is presented in a continuous stream to the learning algorithm, starting with a single data instance. Training ends, when 90% of the dataset, i.e., 1,350 instances are processed. We measure the performance of the model on the remaining 10% of the instances during training to evaluate the learning progress. To demonstrate learning for multiple layers we use two hidden layers, each with 10 neurons. The hidden activations are ReLU, the output activation is a sigmoid function.

Table 1 lists how the accuracy and NLL of the KBNN on the test set evolve for an increasing number of processed training data. These results are averages over ten random trials. After several seconds of training the proposed model achieves a high accuracy and low NLL on the test set.

Online Learning In order to validate the online learning capability of the KBNN on non-stationary data, it is applied to the classification of a rotating Moon dataset, similar as in (Kurle et al. 2019). We use the same network architecture as in Sec. 5. At the first iteration, we train the KBNN with the standard Moon dataset comprising 1,500 instances. Then, we continue training the KBNN for 18 iterations, where for

![Figure 2: Predictions of KBNN, MC Dropout and PBP trained for one epoch on the regression task $y = x^3 + \epsilon$.](image-url)

Table 1: Sequential learning on the Moon dataset.

| # data | Accuracy | NLL | Training Time / s |
|--------|----------|-----|-------------------|
| 5      | 47.53% ± 0.60% | 0.18 ± 0.02 | 0.01 ± 4.00 × 10^{-4} |
| 50     | 88% ± 1.63% | 0.11 ± 0.01 | 0.13 ± 1.20 × 10^{-3} |
| 5000   | 92.07% ± 2.28% | 0.05 ± 0.01 | 1.25 ± 3.53 × 10^{-3} |
| 1,000  | 97.87% ± 2.33% | 0.03 ± 0.004 | 2.49 ± 8.13 × 10^{-3} |
| 1,350  | 99.93% ± 0.20% | 0.03 ± 0.003 | 3.40 ± 5.72 × 10^{-3} |
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each iteration the dataset is rotated by 20 degrees and comprises only 100 data instances. Fig. 3 shows the changing decision boundary (predictive mean) after 60, 120, 180, and 240 degrees rotations. After each rotation, the KBNN can always efficiently adapt to the new data distributions.

**UCI Regression Datasets** In this section we compare the KBNN to SVI, MCMC and PBP for regression tasks on nine UCI datasets: Boston, Concrete, Energy, Wine, Naval, Yacht, Kn18nm, Power and Year. These datasets are commonly used for BNN performance evaluation (cf. Hernández-Lobato and Adams (2015)). Like in the previous sections, the datasets are split into random train and test sets with 90% and 10% of the data, respectively. For SVI and MCMC we use implementations build in the probabilistic programming package Pyro (Bingham et al. 2019). All methods are compared using the same network architecture with one hidden layer comprising 50 units and ReLU activations as proposed in Hernández-Lobato and Adams (2015). We use 40 epochs for PBP as in Hernández-Lobato and Adams (2015) and 5,000 epochs for SVI, after which the trained models converged well mostly. MCMC is conducted with NUTS and we draw 100 samples from the posterior. Although KBNN is designed for online learning, i.e., processing the data only once, we also executed KBNN with 10 epochs of training—denoted KBNN 10 in the following—to improve the performance. We repeat the experiments ten times with random initializations and average the results.

Tables 2 and 3 show the average RMSE and NLL on the test sets as well as the training time. KBNN 1, i.e., the online version, achieves a performance being close to other methods on some datasets while requiring significantly less training time for all datasets. Particularly compared to SVI, the performance gap between KBNN 1 and SVI is narrow. KBNN 10 outperforms SVI in most cases and PBP and MCMC on some datasets. For the Concrete, Naval and Year datasets, KBNN even outperforms MCMC and PBP in terms of RMSE and PBP also on Boston and Energy. For an increasing number of epochs the NLL value of the KBNN increases in-between for the Boston, Concrete and Wine datasets. This increase is caused by too low variances.

KBNN 1 is clearly faster than the other methods. The training time roughly grows linearly with the number of data instances. Thus, compared to SVI, which is designed for scaling well with large datasets (Zhang et al. 2019), KBNN has a runtime advantage on smaller datasets while this gap closes for larger datasets and more epochs of training. However, it is worth mentioning that as a method with online learning capabilities in contrast to SVI, MCMC and PBP, our method shows great single sample learning efficiency. If SVI or PBP learn for only one epoch, their performance significantly drops and is worse than KBNN 1, especially for the small datasets. Averaged over all datasets, the time of KBNN 1 to process a single input is \(1.659 \pm 0.041\) ms, which is promising for real-time tasks.

We also performed a series of experiments with either a different number of hidden neurons or different number of hidden layers to assess the scalability of the KBNN.

### 6 Discussion

In this paper we introduced an approach to perform sequential and online learning of BNNs via assumed Gaussian filtering/smoothing. The state of the art in training BNNs are VI-based methods. Although being Bayesian, these methods treat training as an optimization problem. Instead, the proposed KBNN approach is fully Bayesian in the sense that the training strictly aims at (approximately) solving Bayes’ rule (2). Utilizing concepts from Bayesian filtering and smoothing allows updating the mean and covariance of
the weight posterior in closed form and in an online fashion, which are two key features compared to the state of the art.

**Strengths** Given the Assumptions 1 and 2, which do not hinder the learning abilities of the KBNN in practice, our approach performs approximate but fully Bayesian inference for training. For ReLU activations it provides moment matching Gaussian approximations of the predictive and posterior distribution. This is clearly an advantage compared to other methods that rely on stochastic gradient descent. The absence of gradients proves to be data efficient and enables the usage of activation functions that cannot be used in gradient-based learning, e.g., the Heaviside activation or non-differentiable activation schemes.

A second advantage of the proposed method is the ability of learning from sequential data streams without retraining. As shown in the conducted experiments every data instance has to be seen only once during training while still achieving decent performance on the respective test set. This can be especially useful in online learning scenarios or in the context of model-based reinforcement learning where retraining is needed to update the model of the environment.

The update rule of the weights’ means (13) can more abstractly be written as new = old + L \cdot \Delta, which is similar to the backpropagation update rule. But instead of a scalar learning rate being a hyper-parameter, KBNN uses the matrix L, i.e., it uses a matrix-valued, intrinsically calculated learning rate where each weight obtains its individual rate.

**Limitations** To keep the probability distribution of the network parameters manageable in complexity, independence between the weights of different neurons is assumed (cf. Assumption 1). Abandoning this independence would require the calculation of cross-covariances between neurons. This affects our approach mainly in two ways. First, the memory and computational demand for additionally calculating these terms increases quadratically with the number of neurons per layer. Second, the necessary calculation of E[f(a_i) \cdot f(a_j)] to obtain the cross-covariance between the activations of neurons i, j = 1 \ldots M in the forward pass is challenging. It is questionable if an analytic solution even for ReLU activations exists (Wu et al. 2019).

The considered assumptions significantly simplify the necessary computations and enable closed-form calculations of the quantities of interest. While Assumption 2 is very reasonable for regression tasks, it is not well justified for classification tasks where one would rather want to use for instance a Bernoulli distribution for the output (Kristiadi, Hein, and Hennig 2020). The use of distributions other than a Gaussian as in our case would only be possible if the Kalman filter in the last layer is replaced by more advanced filters such as a particle filter, which uses sampling to approximate the posterior (Särkkä 2013). The Gaussian assumption seems not to impair the performance of the KBNN in classification tasks, at least in the conducted experiments.

**Open Issues and Future Work** For multi-class classification problems it is common to use a soft-max activation at the output layer. Unfortunately, there generally is no closed-form solution of (8) and (9) if f(\cdot) is a soft-max function. At least (8) can be calculated if the mean-field approximation is applied (Lu, le, and Sha 2021). Using a hard-max activation instead of soft-max allows a closed-form solution.

PBP learns its hyper-parameters, which is not the case for the KBNN. To avoid tedious hyper-parameter tuning, adopting a hierarchical Bayesian approach as in (Hernández-Lobato and Adams 2015) is part of future work.
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