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Abstract. Let \( q \) be a prime power and \( E \) a non-isotrivial elliptic curve over \( \mathbb{F}_q(T) \) given by a Weierstrass model. We survey the construction, with an explicit point of view, of the modular parametrization of \( E \) by the associated Drinfeld modular curve. We then prove a formula that allows us to evaluate this modular parametrization at cusps and we produce an explicit method to compute these values. Finally we illustrate our results with several examples in characteristic 2 and 3.

1. Introduction and motivation

Let \( q \) be a prime power and \( E \) be an elliptic curve defined over \( \mathbb{F}_q(T) \) given by a Weierstrass model

\[
E: y^2 + a_1 xy + a_3 y = x^3 + a_2 x^2 + a_4 x + a_6, \quad a_i \in \mathbb{F}_q[T].
\]

We assume that \( E \) is non-isotrivial and has split multiplicative reduction at a place, say \( \infty := 1/T \). By the work of Drinfeld, Grothendieck, Jacquet and Langlands (\cite{8,17}), there exists a "modular parametrization" \( \Phi: \mathcal{M}_{\Gamma_0(n)} \to E \), where \( \mathcal{M}_{\Gamma_0(n)} \) is the Drinfeld modular curve over \( \mathbb{F}_q(T) \) associated to the Hecke congruence subgroup

\[
\Gamma_0(n) = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{GL}_2(\mathbb{F}_q[T]) : c \equiv 0 \mod n \right\},
\]

and \( n \) is the finite part of the conductor of \( E \). The map \( \Phi \) has been studied and described by several authors, especially Gekeler-Reversat \cite{16} and Gekeler \cite{10,12}. The main goal of this article is to explain how this modular parametrization can be explicitly computed and to deduce some arithmetical properties from this. In particular, we describe a method to compute exactly the images \( \Phi(c) \in E \) of the cusps \( c \in \mathcal{M}_{\Gamma_0(n)} \).

The situation above has to be compared with the classical one in characteristic zero. In that case, if \( F \) is an elliptic curve defined over \( \mathbb{Q} \) with conductor \( N \), by a series of works culminating with \cite{24,1}, there exists a modular parametrization given by the composition \( \phi: X_0(N) \xrightarrow{\psi} \mathbb{C}/\Lambda \xrightarrow{\phi} F(\mathbb{C}) \), where \( \Lambda \) is the period lattice of \( F \), the map \( \phi \) is roughly speaking given by the differential form of the weight-2 modular form \( f(\tau) = \sum_{n \geq 1} a_n e^{2\pi i n \tau} \) associated to \( F \), and the isomorphism \( \phi \) is given by the Weierstrass function and its derivative. In the literature there are many investigations on the explicit description of the map \( \phi \) and the computation of its arithmetical invariants: its degree (\cite{29,4,26}), its critical points (\cite{3,7}).
its evaluation at cusps ([2] [28]), its explicit evaluation and applications to Heegner points ([27]).

In the case of Drinfeld modular curves, the fact that \( E \) has split multiplicative reduction at \( \infty \) implies the existence of a Tate parameter \( t \in \mathbb{C}_\infty^* \) and an isomorphism \( E(\mathbb{C}_\infty) \simeq \mathbb{C}_\infty^*/t^2 \) where \( \mathbb{C}_\infty \) is a completion of an algebraic closure of \( \mathbb{F}_q((1/T)) \). Hence on the one hand, the modular parametrization is given as in the classical case by a map
\[
\Phi: \mathcal{M}_{\Gamma_0(n)} \to \mathbb{C}_\infty^*/t^2
\]
where \( \Phi \) will be defined in Section 7. On the other hand, unlike the characteristic zero situation, the degree of \( \Phi \) is easily computable using a formula of Gekeler [10] recalled in Theorem 25. The definition of \( \Phi \) also requires a lot of theoretical material that we will recall for the self-containedness of this text.

The organization of the paper is as follows. In the notations and in Sections 2 to 4 we give a survey of classical theoretical results on Drinfeld modular curves and related objects which are used for the construction of \( \Phi \): the Bruhat-Tits tree, harmonic cochains, theta functions. Section 5 is devoted to Theorem 13, which states that the expression of the map \( \Phi \) using a theta function, which originally holds outside of the cusps, may also be evaluated at the cusps. This is our first key step for evaluating explicitly \( \Phi \) at a cusp. As far as we know, there is no similar result in the characteristic zero setting (however numerical experimentations suggest that it should be the case). In Section 6 we recall the action of Hecke operators on different objects involved in our study. In Section 7 we use Hecke operators to give an explicit upper bound for the order of the image of a cusp by \( \Phi \) (Theorem 26): this is reminiscent of the Manin-Drinfeld theorem, whose analogue in our context was proved by Gekeler [13], but our bound is explicit and it is the second key step in our method. Finally in Section 8 we illustrate our explicit description of the modular parametrization by two examples in characteristic 2 and 3 with small conductors (note that explicit examples in characteristic \( > 2 \) seem to be rare in the literature).
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Notations. Let \( p \) be a prime number, \( q \) a power of \( p \), and \( \mathbb{F}_q \) a finite field with \( q \) elements. We denote by \( A = \mathbb{F}_q[T] \) the ring of polynomials with coefficients in \( \mathbb{F}_q \) and \( K = \mathbb{F}_q(T) \) the fraction field of \( A \). Let \( K_\infty = \mathbb{F}_q((1/T)) \) be the completion of \( K \) with respect to the norm \( |P| = q^{\deg(P)} \). The element \( \pi = \frac{1}{T} \in K \) is a uniformizer of \( K_\infty \) and let \( O_\infty = \mathbb{F}_q[[\pi]] \) be the ring of integers of \( K_\infty \). We denote by \( \mathbb{C}_\infty \) a completion of \( K_\infty \) where \( K_\infty \) is an algebraic closure of \( K_\infty \). Finally let \( \Omega = \mathbb{C}_\infty - K_\infty \) be the Drinfeld upper half-plane. The imaginary part map on \( \Omega \), denoted \(|\cdot|_i\), is defined by
\[
|z|_i = \inf\{|z - x|, x \in K_\infty\}.
\]
Recall that the group \( \text{GL}_2(K_\infty) \) acts on \( \Omega \) by fractional linear transformations:
\[
\begin{pmatrix} a & b \\ c & d \end{pmatrix} z = \frac{az + b}{cz + d}. \quad \text{The imaginary part satisfies the relation}

|\gamma z|_i = \frac{|z|_i}{|cz + d|^2} \quad (z \in \Omega, \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{GL}_2(K_\infty)).
Any arithmetic subgroup $\Gamma \subset \text{GL}_2(A)$ acts on $\Omega$ with finite stabilizers: it implies that the quotient $\Gamma \backslash \Omega$ has a structure of an analytic space over $K_\infty$. There exists a smooth irreducible affine algebraic curve $M_\Gamma$ defined over $K_\infty$ whose underlying analytic space is canonically isomorphic to $\Gamma \backslash \Omega$. Let $\overline{M}_\Gamma$ be the smooth projective model of $M_\Gamma$. The algebraic curve $\overline{M}_\Gamma$ is called the Drinfeld modular curve associated to $\Gamma$.

### 2. The Bruhat-Tits tree

For Sections 2, 3, and 4, we mainly use the references [10], [10], and [15]. We denote by $Z$ the center of $\text{GL}_2(K_\infty)$ and $\mathcal{I}_\infty$ the Iwahori subgroup defined by

$$\mathcal{I}_\infty = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{GL}_2(O_\infty), \ c \equiv 0 \mod \pi \right\}.$$  

We recall a description of the Bruhat-Tits tree in terms of the group $\text{GL}_2(K_\infty)$ as in [22, II, 1.3], [15].

**Definition 1.** The Bruhat-Tits tree $\mathcal{T}$ is the combinatorial graph with set of vertices $X(\mathcal{T}) = \text{GL}_2(K_\infty) / \mathcal{Z}\text{GL}_2(O_\infty)$ and set of oriented edges $Y(\mathcal{T}) = \text{GL}_2(K_\infty) / \mathcal{I}_\infty\mathcal{Z}$. We associate to $\mathcal{T}$ the following maps

$$o: \quad Y(\mathcal{T}) \rightarrow X(\mathcal{T})$$

$$M \mod \mathcal{Z}\mathcal{I}_\infty \rightarrow M \mod \mathcal{Z}\text{GL}_2(O_\infty)$$

and

$$\tau: \quad Y(\mathcal{T}) \rightarrow Y(\mathcal{T})$$

$$e \rightarrow \tau e = e \begin{pmatrix} 0 & 1 \\ \pi & 0 \end{pmatrix}.$$ 

The map $o$ is the canonical map that associates to an edge its origin. The map $e \rightarrow \tau$ associates to an edge $e$ its opposite edge denoted by $\tau e$.

The graph $\mathcal{T}$ is a tree in the sense of Serre (II.2) and it is a $(q+1)$-regular graph. The group $\text{GL}_2(K_\infty)$ acts on the left on $\mathcal{T}$ in a natural way. Any arithmetic subgroup $\Gamma \subset \text{GL}_2(A)$ acts on $\mathcal{T}$ without inversion. Hence we can consider the quotient graph $\Gamma \backslash \mathcal{T}$ whose set of vertices is $X(\Gamma \backslash \mathcal{T}) = \Gamma \backslash X(\mathcal{T})$ and set of edges is $Y(\Gamma \backslash \mathcal{T}) = \Gamma \backslash Y(\mathcal{T})$. By the work of Serre (II.1.2, II.1.3), the graph $\Gamma \backslash \mathcal{T}$ is the disjoint union of a finite graph denoted by $(\Gamma \backslash \mathcal{T})^0$ and a finite number of half-lines called the ends of $\Gamma \backslash \mathcal{T}$. In fact we have the following statement (see [12]).

**Proposition 2.** There are canonical bijections between the following sets:

1. the ends of $\Gamma \backslash \mathcal{T}$,
2. the cusps of $\overline{M}_\Gamma$,
3. the orbits $\Gamma \backslash \mathbb{P}^1(K)$ of $\mathbb{P}^1(K)$ under $\Gamma$.

Let $(v_k)_{k \in \mathbb{N}}$ be the vertex of $\mathcal{T}$ corresponding to the classes of the matrices

$$\begin{pmatrix} \pi^{-k} & 0 \\ 0 & 1 \end{pmatrix}_{k \in \mathbb{N}}$$

and let $e_k$ be the edge from $v_k$ to $v_{k+1}$. The end $\infty = (v_0, v_1, v_2, ...)$ of $\mathcal{T}$ defines an orientation on $\mathcal{T}$ i.e. a decomposition $Y(\mathcal{T}) = Y^+(\mathcal{T}) \cup Y^-(\mathcal{T})$ with $\overline{Y}^+(\mathcal{T}) = Y^-(\mathcal{T})$. An edge $e$ is called positive if it points towards the end $\infty$. The following statement is well-known and can be found for instance in [11, p. 371].

**Lemma 3.** The set of matrices $\begin{pmatrix} \pi^j & y \\ 0 & 1 \end{pmatrix}$ with $j \in \mathbb{Z}$ and $y \in K_\infty \mod \pi^3O_\infty$, is a system of representatives for $X(\mathcal{T})$ and $Y^+(\mathcal{T})$. 


3. Harmonic cochains

Definition 4. Let $B$ be an abelian group. A map $\varphi : Y(T) \to B$ is said to be a $(B$-valued) harmonic cochain if it satisfies the two following conditions:

1. for all $e \in Y(T)$, $\varphi(\Gamma e) = \varphi(e)$,
2. for all $v \in X(T)$, $\sum_{\alpha(e) = v} \varphi(e) = 0$.

Furthermore if for all $\gamma \in \Gamma$ and $e \in Y(T)$ we have $\varphi(\gamma e) = \varphi(e)$, we say that $\varphi$ is $\Gamma$-invariant.

The additive group of $B$-valued harmonic cochains is denoted by $\mathcal{H}(T, B)$ and its subgroup of $\Gamma$-invariant harmonic cochains by $\mathcal{H}(T, B)^\Gamma$.

Elements of $\mathcal{H}(T, B)^\Gamma$ can be considered as maps defined on the edges of the quotient graph $\Gamma \backslash T$. Let $v \in X(T)$ be a vertex and $\bar{v}$ its equivalence class modulo $\Gamma$. The stabilizer of $v$, which is denoted by $\Gamma_v$, acts on the set

$$\{ e \in Y(T), \; o(e) = v \}.$$ 

For $e \in Y(T)$, let $\Gamma_v$ be its stabilizer. The length of the orbit of $e$ is $m(e) = [\Gamma_v : \Gamma_e]$ and this number only depends on the image $\bar{e}$ of $e$ in $\Gamma \backslash T$. Viewing $\varphi \in \mathcal{H}(T, B)^\Gamma$ as a map on $Y(\Gamma \backslash T)$, the sum condition in Definition 4 translates into

$$\sum_{\bar{e} \in Y(\Gamma \backslash T)} m(\bar{e}) \varphi(\bar{e}) = 0.$$ 

Definition 5. A harmonic cochain $\varphi \in \mathcal{H}(T, B)^\Gamma$ is said to be cuspidal if it has a finite support modulo $\Gamma$.

We denote by $\mathcal{H}_1(T, B)^\Gamma$ the subgroup of cuspidal harmonic cochains. On $\mathcal{H}_1(T, \mathbb{C})^\Gamma$, the Petersson inner product is defined by

$$\langle \varphi, \psi \rangle = \sum_{\bar{e} \in Y(\Gamma \backslash T)} \frac{q-1}{2} |\Gamma_e|^{-1} \varphi(\bar{e}) \overline{\psi(\bar{e})} \quad (\varphi, \psi \in \mathcal{H}_1(T, \mathbb{Z})^\Gamma).$$

Let $n \in \mathbb{A}$. If $n' \in \mathbb{A}$ is a polynomial dividing $n$ then for each monic divisor $a$ of $n/n'$, we have an embedding $i_{a, n'} : \mathcal{H}_1(T, B)^{\Gamma_0(n')} \to \mathcal{H}_1(T, B)^{\Gamma_0(n)}$ given by

$$i_{a, n'}(\varphi)(e) = \varphi \left( \begin{array}{cc} a & \varepsilon \\ 0 & 1 \end{array} \right) e \quad (\varphi \in \mathcal{H}_1(T, B)^{\Gamma_0(n')}, \; e \in Y(T)).$$

Definition 6. Let $\mathcal{H}_1^{\text{new}}(T, \mathbb{Q})^{\Gamma_0(n)}$ be the orthogonal complement in $\mathcal{H}_1(T, \mathbb{Q})$, with respect to the Petersson inner product, of the images of all the $i_{a, n'}$ where $n'$ runs through the proper divisors of $n$. Let $\mathcal{H}_1^{\text{new}}(T, \mathbb{Z})^{\Gamma_0(n)} = \mathcal{H}_1(T, \mathbb{Z})^{\Gamma_0(n)} \cap \mathcal{H}_1^{\text{new}}(T, \mathbb{Q})^{\Gamma_0(n)}$. A harmonic cochain $\varphi \in \mathcal{H}_1(T, \mathbb{Z})^{\Gamma_0(n)}$ is called a newform if $\varphi \in \mathcal{H}_1^{\text{new}}(T, \mathbb{Z})^{\Gamma_0(n)}$.

We now introduce a map $j$ which will be used to construct the modular parametrization. Let $v, w \in X(T)$ be two vertices. We denote by $g(v, w)$ the unique geodesic going from $v$ to $w$. For $v \in X(T)$, $e \in Y(T)$ and $\gamma, \alpha \in \Gamma$, we let

$$i(e, \gamma, \alpha, \gamma, v) = \begin{cases} 1 & \text{if } \gamma e \in g(v, \alpha v), \\ -1 & \text{if } \gamma e \in g(\alpha v, v), \\ 0 & \text{otherwise}. \end{cases}$$
Since the map $\gamma \mapsto \iota(e, \alpha, \gamma, v)$ has finite support, the quantity
\[
\varphi_{\alpha,v}(e) = \frac{1}{|\Gamma \cap \mathbb{Z}|} \sum_{\gamma \in \Gamma} \iota(e, \alpha, \gamma, v)
\]
is well-defined and it is also $\mathbb{Z}$-valued. We let $\Gamma = \Gamma^{ab}/\text{Tor}(\Gamma^{ab})$, where $\Gamma^{ab}$ is the abelianization of $\Gamma$ and $\text{Tor}(\Gamma^{ab})$ is the torsion subgroup of $\Gamma^{ab}$.

**Lemma 7** ([16] Lemma 3.3.3). The functions $\varphi_{\alpha,v} : Y(\mathcal{T}) \to \mathbb{Z}$ have the following properties:

1. For all $v \in X(\mathcal{T})$ and all $\alpha \in \Gamma$, $\varphi_{\alpha,v} \in H^1(\mathcal{T}, \mathbb{Z})^\Gamma$.
2. The function $\varphi_\alpha = \varphi_{\alpha,v}$ is independent of the choice of $v \in X(\mathcal{T})$.
3. The map $\alpha \mapsto \varphi_\alpha$ induces a group homomorphism $j$ from $\Gamma$ to $H^1(\mathcal{T}, \mathbb{Z})^\Gamma$.
4. The map $j : \Gamma \to H^1(\mathcal{T}, \mathbb{Z})^\Gamma$ is one-to-one and with finite cokernel.

Moreover as proved by Gekeler-Nonnengardt in [15] Theorem 3.3], we have in the case of the subgroup $\Gamma_0(n)$:

**Theorem 8.** Let $n \in A$ be a non constant polynomial. If $\Gamma = \Gamma_0(n)$ then the map $j : \Gamma \to H^1(\mathcal{T}, \mathbb{Z})^\Gamma$ is an isomorphism.

Let $g(\Gamma)$ be the genus of the modular curve $\mathcal{M}_\Gamma$. For an abelian group $B$, let denote by $\text{rk}_2(B)$ its rank. We have the following equalities (see [10]):
\[
\text{rk}_2(\Gamma) = \text{rk}_2(H^1(\mathcal{T}, \mathbb{Z})^\Gamma) = g(\Gamma).
\]

4. **Theta functions for $\Gamma$**

**Definition 9** ([16] Section 5]). A holomorphic theta function (resp. meromorphic theta function) for $\Gamma$ is a holomorphic function on $\Omega$ without zeros and poles on $\Omega$ and at the cusps (resp. without zeros and poles at cusps), and satisfying
\[
f(\gamma z) = c_f(\gamma)f(z), \quad \text{for all } z \in \Omega \text{ and } \gamma \in \Gamma,
\]
with $c_f(\gamma) \in \mathbb{C}^*_\infty$ independent of $z$. The map $c_f : \Gamma \to \mathbb{C}^*_\infty$ is called the multiplier of $f$.

Let $m$ a positive integer. We set $U_m = \{z \in \Omega, |z| \leq q^m, \ |z| \geq q^{-m}\}$. The set $\Omega$ is a rigid analytic subspace in $\mathbb{P}^1(\mathbb{C}_\infty)$ and $\Omega = \bigcup_{m \geq 1} U_m$ is an admissible covering.

For the rest of this section, we fix two elements $\omega, \eta \in \Omega$.

**Definition 10.** We put $\bar{\Gamma} = \Gamma/(\Gamma \cap \mathbb{Z})$ and
\[
\theta(\omega, \eta, z) = \prod_{\gamma \in \bar{\Gamma}} \frac{z - \gamma\omega}{z - \gamma\eta}.
\]

Convergence and other properties of these theta functions are summarized in the following statement.

**Theorem 11** ([16] Proposition 5.2.3, Theorem 5.4.1 and Proposition 5.4.12]).

1. The product (2) converges locally uniformly on $\Omega$ and defines a meromorphic theta function for $\Gamma$. Moreover, it has only zeros and poles at $\Gamma\omega$, $\Gamma\eta$ if $\Gamma\omega \neq \Gamma\eta$.
2. The function $\theta(\omega, \eta, \cdot)$ satisfies $\theta(\omega, \eta, \gamma z) = c(\omega, \eta, \gamma)\theta(\omega, \eta, z)$ for any $\gamma \in \Gamma, z \in \Omega$, with $c(\omega, \eta, \gamma) \in \mathbb{C}^*_\infty$. Moreover, $c(\omega, \eta, \cdot)$ factors over $\bar{\Gamma}$. 
(3) Given $\alpha \in \Gamma$, the holomorphic function

$$u_\alpha(z) = \theta(\omega, \alpha \omega, z) = \prod_{\gamma \in \tilde{\Gamma}} \frac{z - \gamma \omega}{z - \gamma \alpha \omega}$$

is well-defined and independent of $\omega \in \Omega$. It only depends on the class of $\alpha \in \tilde{\Gamma}$.

(4) The multiplier $c(\omega, \eta, .)$ satisfies for all $\alpha \in \Gamma$, $c(\omega, \eta, \alpha) = \frac{u_\alpha(\eta)}{u_\alpha(\omega)}$ and in particular, is holomorphic in $\omega$ and $\eta$.

(5) Let $c_\alpha(.) = c(\omega, \alpha \omega, .)$ be the multiplier of $u_\alpha$. The map $(\alpha, \beta) \mapsto c_\alpha(\beta)$ is a symmetric bilinear map on $\Gamma \times \Gamma$ which takes values in $K^*_\infty$.

We recall that the multiplier $c(\omega, \eta, .)$ satisfies (see [16], 5.4.9)

$$c(\omega, \eta, \alpha) = \begin{cases} 1 & \text{if } \alpha \infty = \infty, \\ \prod_{\gamma \in \tilde{\Gamma}} \frac{\alpha \infty - \gamma \omega}{\alpha \infty - \gamma \eta} & \text{otherwise.} \end{cases}$$

Since for all $\alpha \in \Gamma$, the map $\gamma \in \Gamma \mapsto c_\alpha(\gamma) \in C^*_\infty$ factors over $\Gamma$, the map

$$c: \Gamma \rightarrow \text{Hom}(\tilde{\Gamma}, C^*_\infty) \quad \alpha \mapsto c_\alpha(.)$$

is well-defined. Furthermore the map $c$ factors over $\Gamma$ and gives a map $\tau: \tilde{\Gamma} \rightarrow \text{Hom}(\Gamma, C^*_\infty)$.

**Theorem 12 ([13], Proposition 2.6).** Let $\omega, \eta$ be elements of $\Omega$. The function $\theta(\omega, \eta, .)$ has a meromorphic continuation to the boundary $\mathbb{P}^1(K)$ of $\Omega$. Moreover $\theta(\omega, \eta, .)$ is holomorphic without any zeros at cusps.

**Remark.** The value of the meromorphic continuation of $\theta(\omega, \eta, .)$ at the cusp $\infty$ is 1 (this can be derived from [16], Lemma 5.3.10).

5. FORMULA FOR THE VALUE OF THETA FUNCTIONS AT A CUSP

A consequence of Theorem 12 is that the holomorphic function $u_\alpha$ has a holomorphic continuation to $\overline{\Omega} = \overline{\Omega} \cup \mathbb{P}^1(K)$ hence it is a holomorphic theta function. Furthermore, as proved in [16], Lemma 5.3.9], for all $s \in K$ and all $\omega, \eta \in \Omega$, the product $\prod_{\gamma \in \tilde{\Gamma}} \frac{s - \gamma \omega}{s - \gamma \eta}$ converges. Note that it does not necessarily imply that the image of $u_\alpha$ at a cusp $s \in K$ is given by the product formula (3). However we prove now that it is indeed the case.

**Theorem 13.** Let $\alpha$ be an element of $\Gamma$ and $s \in \mathbb{P}^1(K) \setminus \{\infty\}$. The value of $u_\alpha$ at $s$ is given by

$$u_\alpha(s) = \prod_{\gamma \in \tilde{\Gamma}} \frac{s - \gamma \omega}{s - \gamma \alpha \omega}.$$

The rest of this section is devoted to the proof of Theorem 13. Let $s \in \mathbb{P}^1(K) \setminus \{\infty\}$. Since the product $u_\alpha(z)$ is independent of the choice of $\omega \in \Omega$, we can choose
\(\omega \in \Omega\) such that \(|\omega| \in q^{Q-Z}\). This implies that \(|\omega| = |\omega|_i\). We have

\[
(5) \quad \prod_{\gamma \in \Gamma} \frac{s - \gamma\omega}{s - \gamma\omega} \prod_{\gamma \in \Gamma} \frac{z - \gamma\omega}{z - \gamma\omega} = |u_\alpha(z)| \prod_{\gamma \in \Gamma} \frac{(s - \gamma\omega)(z - \gamma\alpha\omega)}{(s - \gamma\alpha\omega)(z - \gamma\omega) - 1}.
\]

We let \(F_{\gamma,s}(z) = \frac{(s - \gamma\omega)(z - \gamma\alpha\omega)}{(s - \gamma\alpha\omega)(z - \gamma\omega)}\).

**Lemma 14.** For \(\gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \overline{\Gamma}\), we have

\[
F_{\gamma,s}(z) = 1 + \frac{(z - s)(\alpha\omega - \omega) \det(\gamma)}{(s - \gamma\alpha\omega)(z - \gamma\omega)(\alpha\omega + d)(\omega\alpha + d)}.
\]

**Proof.** Let \(\gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \overline{\Gamma}\) and \(z \in \Omega\). We first note that

\[
\gamma\alpha\omega - \gamma\omega = \frac{(\alpha\omega - \omega) \det(\gamma)}{(\omega\alpha + d)(\alpha\omega + d)}.
\]

Furthermore we have

\[
\frac{(s - \gamma\omega)(z - \gamma\alpha\omega)}{(s - \gamma\alpha\omega)(z - \gamma\omega)} = \frac{sz - s(\gamma\alpha\omega) - z(\gamma\omega) + (\gamma\omega)(\gamma\alpha\omega)}{(s - \gamma\alpha\omega)(z - \gamma\omega)}
\]

\[
= 1 + \frac{(z - s)(\gamma\omega - \gamma\alpha\omega)}{(s - \gamma\alpha\omega)(z - \gamma\omega)}
\]

\[
= 1 + \frac{(z - s)(\alpha\omega - \omega) \det(\gamma)}{(s - \gamma\alpha\omega)(z - \gamma\omega)(\alpha\omega + d)(\omega\alpha + d)}
\]

and the lemma follows. \(\square\)

We know that \(|s - \gamma\alpha\omega| \geq \frac{\kappa_{s,\alpha\omega}}{|\alpha\omega + d|}\) (see [16] proof of Lemma 5.3.9)] where \(\kappa_{s,\alpha\omega}\) is a positive real number only depending on \(s\), \(\alpha\) and \(\omega\). It yields

\[
|F_{\gamma,s}(z) - 1| \leq \frac{|z - s| |\alpha\omega - \omega| |k_{s,\alpha\omega}^{-1}|}{|z - \gamma\omega| |\alpha\omega + d|} \leq \frac{|z - s| C_{\omega,\alpha,s}}{|z - \gamma\omega| |\alpha\omega + d|}
\]

where \(C_{\omega,\alpha,s}\) is independent of \(\gamma \in \Gamma\) and \(z \in \Omega\).

The goal is to prove that the limit of \(\text{(5)}\) is 0 as \(z\) tends to \(s\). From the meromorphic continuation of \(u_\alpha\) at \(s\), we deduce that \(u_\alpha(z) \to u_\alpha(s)\). It is then sufficient to find a sequence \((z_n)_{n \in \mathbb{N}} \subset \Omega\) such that \(\lim_{n \to \infty} z_n = s\) and such that

\[
(8) \quad \lim_{n \to \infty} u_\alpha(z_n) = \prod_{\gamma \in \Gamma} \frac{s - \gamma\omega}{s - \gamma\alpha\omega}.
\]

We have

\[
|u_\alpha(z_n)| \leq \max(|u_\alpha(s)|, |u_\alpha(s) - u_\alpha(z_n)|) < C
\]

where \(C > 0\) only depends on \(s\) and \(\alpha\) since \(u_\alpha(z_n) \to u_\alpha(s)\). Now to prove \(\text{(8)}\), we need to prove that for all \(\varepsilon > 0\), there exists \(n_\varepsilon > 0\) such that for all \(n \geq n_\varepsilon\), \(|F_{\gamma,s}(z_n) - 1| < \varepsilon\). We choose \(\zeta \in \Omega - \Gamma\omega\) such that \(|\zeta| = |\zeta|_i = 1\) and we let \(z_n = s + T^{-n}\zeta\). Remark that \(|z_n|_i = q^{-n}\) for all non-negative integers \(n\).
Lemma 15. Let \( \varepsilon > 0 \) be a real number. There exists a non-negative integer \( n_0 \) such that for all \( n \geq n_0 \), if \( \gamma \) satisfies \( |z_n - s_i| > |\gamma \omega_i| \) then \( |F_{\gamma,s}(z_n) - 1| \leq \varepsilon \).

Proof. Let \( \varepsilon > 0 \) be fixed and \( n \geq 0 \). First note that \( |c \omega + d| \geq |c \omega_i| = |c| |\omega_i| \).
Hence, if \( |c| > |\omega_i|^{-1} q^n \) or if \( |d| > \max \left( |c \omega|, \left( |\omega_i|^{-1} q^n \right)^{1/2}, q^n \right) \), we have
\[
|\gamma \omega_i| = \frac{|\omega_i|}{|c \omega + d|^2} < |z_n - s_i| = q^{-n}.
\]
For all the pairs \((c, d)\) satisfying at least one of the two conditions on \( |c| \) or \( |d| \), we have \( |c \omega + d| > q^n \) and since \( |\gamma \omega_i| < |z_n - s_i| \) we have \( |z_n - \gamma \omega| \geq |z_n - s - \gamma \omega| = |z_n - s_i| \). So we obtain
\[
|F_{\gamma,s}(z_n) - 1| \leq \frac{|z_n - s| C_{\omega,\alpha,s}}{|z_n - s_i| \omega + d} \leq \frac{C_{\omega,\alpha,s}}{|\omega + d|} \leq C_{\omega,\alpha,s} q^{-n}
\]
which is less than or equal to \( \varepsilon \) when \( n \) is large enough. \( \Box \)

Lemma 16. Let \( \varepsilon > 0 \) be a real number. There exists \( n_1 \geq 0 \) such that for all \( n \geq n_1 \), if \( \gamma \in \Gamma \) satisfies \( |\gamma \omega_i| > |z_n - s_i| \) then \( |F_{\gamma,s}(z_n) - 1| \leq \varepsilon \).

Proof. Let \( \varepsilon > 0 \) be fixed and \( n \geq 0 \) be large enough. If \( \gamma \in \Gamma \) satisfies \( |\gamma \omega_i| > |z_n - s_i| \), then \( |s - \gamma \omega_i| > |z_n - s_i| = |z_n - s| \). By the ultrametric inequality, we have \( |z_n - \gamma \omega| = |(z_n - s) + s - \gamma \omega| = |s - \gamma \omega| \geq \frac{\kappa_{\omega,s}}{|\omega + d|} \) where \( \kappa_{\omega,s} \) is independent of \( \gamma \in \Gamma \) (see [16] proof of Lemma 5.3.9). Then by (7), we obtain \( |F_{\gamma,s}(z_n) - 1| \leq |z_n - s| C_{\omega,\alpha,s} \kappa_{\omega,s}^{-1} \), which is less than or equal to \( \varepsilon \) if \( n \) is large enough. \( \Box \)

Corollary 17. Let \( \varepsilon > 0 \). There exists \( n_2 \geq 0 \) such that for all \( n \geq n_2 \) and all \( \gamma \in \Gamma \), we have \( |F_{\gamma,s}(z_n) - 1| \leq \varepsilon \).

Proof. Let \( \varepsilon > 0 \). We let \( n_2 = \max(n_0, n_1) \) where \( n_0 \) and \( n_1 \) are taken as in Lemma 15 and 16. We derive \( |F_{\gamma,s}(z_n) - 1| < \varepsilon \) if \( |\gamma \omega_i| \neq |z_n - s_i| \). Moreover since \( |\omega| = |\omega_i| \in q^{\ell - 2} \), for all \( \gamma = \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in \Gamma \) we have \( |c \omega + d| = \max(|c \omega|, |d|) \). Hence we get \( |\gamma \omega_i| \in q^{\ell - 2} \) for all \( \gamma \in \Gamma \), therefore \( |\gamma \omega_i| \neq |z_n - s_i| = q^{-n} \). \( \Box \)

From Corollary 17 there exists \( n_2 \) such that for all \( n \geq n_2 \),
\[
\left| \prod_{\gamma \in \Gamma} \frac{s - \gamma \omega_i}{s - \gamma \omega} - \prod_{\gamma \in \Gamma} \frac{z_n - \gamma \omega_i}{z_n - \gamma \omega} \right| \leq C \varepsilon,
\]
where the constant \( C \) is as in (9). This concludes the proof of Theorem 13.

6. HECKE OPERATORS

From now on, the arithmetic subgroup \( \Gamma \) will be \( \Gamma_0(n) \) with \( n \in A \) non constant and monic. Let \( \varphi \in H(T, B)^\Gamma \) where \( B = \mathbb{Z}, \mathbb{Q}, \mathbb{R} \) or \( \mathbb{C} \). We consider \( \varphi \) as a map
on $GL_2(K_\infty)$. Let $m = (m) \subset A$ be an ideal coprime to $(n)$. We set

$$T_m(\varphi)(e) = \sum_{a,b,d \in A \atop a \text{ monic}} \varphi \left( \begin{pmatrix} a & b \\ 0 & d \end{pmatrix} e \right) \quad (e \in E(T)).$$

Then we have $T_m(\varphi) \in H(T, B)^\Gamma$ and the operator $T_m$ is called the $m$-th Hecke operator. The following classical statements may be found for instance in [12, Section 7].

**Proposition 18.** The Hecke operators have the following properties:

1. Let $p \subset A$ be a prime ideal of $A$ and $k$ be a nonnegative integer. Then $T_p$ is a polynomial in $T_p$.
2. Let $m, m'$ be two coprime ideals of $A$, then $T_{mm'} = T_m T_{m'}$.
3. Hecke operators commute with each other.

It is also possible to define a Hecke action on $\Gamma$ (see [16, 9.3]). If $p = (P)$ is an ideal of $A$ coprime to $n$, we let $\tau_P = \begin{pmatrix} P & 0 \\ 0 & 1 \end{pmatrix} \in GL_2(K_\infty)$ and we define

$$\Delta_P = \Gamma \cap \tau_P \Gamma \tau_P^{-1}.$$

For $\alpha \in \overline{\Gamma}$, we define $T_p(\alpha)$ as

$$T_p(\alpha) = \tau_P^{-1} \prod_{\alpha_i \in \Delta_P \setminus \Gamma} \alpha_i \alpha \sigma(i) \tau_P$$

where $\alpha_i$ runs through a system of representatives of $\Delta_P \setminus \Gamma$ and where $\sigma$ is the permutation of $\Delta_P \setminus \Gamma$ such that $\alpha_i \alpha \sigma(i) \in \Delta_P$.

**Lemma 19 (16 Lemma 9.3.2).** Let $a = (a)$ be an ideal of $A$ coprime to $n$ and $\alpha \in \Gamma$. We have $j(T_a(\alpha)) = T_a(j(\alpha))$. In other words, the action of Hecke operators commutes with the isomorphism $j$.

**Proposition 20 (16 Lemma 9.3.3).** The Hecke operators on $\Gamma$ defined in (10) are self-adjoint with respect to the bilinear map $(\alpha, \beta) \mapsto c_{\alpha, \beta}$.

Let $J_\Gamma$ be the Jacobian of $\overline{M}_\Gamma$. It is an abelian variety over $K$ of dimension $g(\Gamma)$ where $g(\Gamma)$ is the genus of the modular curve $\overline{M}_\Gamma$.

**Definition 21 (8 VIII.1).** Let $p = (P)$ be a prime ideal of $A$ and $\Delta_P$, $\tau_P$ as above. The $p$-th Hecke operator on $\overline{M}_\Gamma$ is given by the correspondence

$$T_p \omega = \sum_{\alpha \in \Delta_P \setminus \Gamma} \tau_P^{-1} \alpha \omega, \quad \omega \in \overline{M}_\Gamma(\mathbb{C}_\infty).$$

The action of Hecke operators on $\overline{M}_\Gamma$ induces an action on $J_\Gamma$. Indeed if $D = \sum a_i(\omega_i) \in J_\Gamma(\mathbb{C}_\infty)$ then $T_p(D) = \sum a_i(T_p(\omega_i))$ (see [8] Chapter VIII for more details). The action of Hecke operators on $J_\Gamma(\mathbb{C}_\infty)$ induces the following action on $\mathbb{C}^*_I/t^2 \simeq E(\mathbb{C}_\infty)$ (see [16] 9.4 and 9.5.6)

$$T_m u_\alpha(z) = \prod_{a,b,d \in A \atop a \text{ monic}} \frac{az + b}{d} \quad (a,b,d \in A \atop deg(d) < deg(b) \atop ad = m, (a,n) = 1).$$
7. Modular parametrization

**Proposition 22** ([10] 7.3.3]). The analytic group variety $\text{Hom}(\Gamma, \mathbb{C}_\infty^*)/c(\Gamma)$ carries the structure of an abelian variety $K_\infty$-isomorphic to $J_\Gamma$.

In other words, we have the exact sequence
\begin{equation}
1 \to \Gamma \to \text{Hom}(\Gamma, \mathbb{C}_\infty^*) \to J_\Gamma(\mathbb{C}_\infty) \to 0.
\end{equation}

The Hecke operators act on each of its terms and the map $\tau: \Gamma \to \mathbb{C}_\infty$ is compatible with their action (see [10] 9.3.3]). The same holds for the projection $\text{Hom}(\Gamma, \mathbb{C}_\infty^*) \to J_\Gamma(\mathbb{C}_\infty)$.

Let $E/K$ be an elliptic curve with split multiplicative reduction at the place $\infty = 1/T$ of $K$. Equivalently, $E$ has Tate parametrization
\begin{equation}
E(K_\infty) \simeq K_\infty^*/t^E,
\end{equation}
for some $t \in K_\infty^*$ with $|t| < 1$. For each prime $\mathfrak{p}$, we set
\[
\lambda_{\mathfrak{p}} = \begin{cases}
q^{\deg(\mathfrak{p})} + 1 - \text{card}(\mathbb{F}_{\mathfrak{p}}) & \text{if } E \text{ has good reduction at } \mathfrak{p}, \\
1 & \text{if } E \text{ has split multiplicative reduction at } \mathfrak{p}, \\
-1 & \text{if } E \text{ has non-split multiplicative reduction at } \mathfrak{p}, \\
0 & \text{otherwise},
\end{cases}
\]
where $\mathbb{F}_{\mathfrak{p}} = A/\mathfrak{p}$ and $\mathcal{E}$ denote the reduction of $E$ at $\mathfrak{p}$. From the work of Weil, Jacquet-Langlands, Grothendieck, Drinfeld and Zarhin, there exists a unique newform $\varphi \in \mathcal{H}(\mathcal{T}, \mathbb{Z})^\Gamma$ which is it is not divisible on $\mathcal{H}(\mathcal{T}, \mathbb{Z})^\Gamma$ and such that
\[
\begin{cases}
c(\varphi, 1) = 1 \\
c(\varphi, \mathfrak{p}) = q^{\deg(\mathfrak{p})} c(\varphi, \mathfrak{m}) & \text{for all ideal } \mathfrak{m} \subset A,
\end{cases}
\]
where $\deg(\mathfrak{m}) = \log_q (\text{card}(A/\mathfrak{m}))$.

For $\mathfrak{m} = (m)$, the coefficient $c(\varphi, \mathfrak{m})$ is the Fourier coefficient of $\varphi$ given by (see [10], Section 3)
\[
c(\varphi, \mathfrak{m}) = q^{-1-\deg(\mathfrak{m})} \sum_{y \in \mathbb{F}_{\mathfrak{p}}^* \setminus \pi \mathcal{O}_\infty / \pi^{2+\deg(m)} \mathcal{O}_\infty} \varphi \left( \begin{pmatrix} \pi^{2+\deg(m)} y & 0 \\ 0 & 1 \end{pmatrix} \right) \nu(my),
\]
where $\nu: K_\infty \to \mathbb{Z}$ is the character that maps the element $\sum_{i \in \mathbb{Z}} a_i \pi^i$ to $-1$ if $a_1 = 0$ and to $q - 1$ otherwise. Let $\Gamma_\infty$ be the subgroup
\[
\Gamma_\infty = \left\{ \begin{pmatrix} a & b \\ 0 & d \end{pmatrix} \in \Gamma, \ a, b \in \mathbb{F}_{\mathfrak{p}}^*, d \in A \right\}.
\]
Recall that $\varphi$ can be seen as a map on $Y^+(\Gamma_\infty \setminus \mathcal{T})$ and its Fourier expansion is given by the following expression, for all $j \in \mathbb{Z}$ and $y \in K_\infty \mod \pi^j \mathcal{O}_\infty$ (see [10] or [11]),
\begin{equation}
\varphi \left( \begin{pmatrix} \pi^j & y \\ 0 & 1 \end{pmatrix} \right) = \sum_{k=0}^{j-2} q^{2+j-k} \sum_{f \in \mathfrak{A}, f \ \text{monic}} c(\varphi, (f)) \nu(fy).
\end{equation}
Identifying $\mathcal{H}(\mathcal{T}, \mathbb{Z})^\Gamma$ with $\Gamma$ by means of the isomorphism $j$ of Theorem 8, we may consider $\varphi$ as an element of $\Gamma$. 
Proposition 23 ([16] Proposition 9.5.1, [10] Theorem 3.2). Let $ev_\varphi$ be the evaluation map at $\varphi$ from $\text{Hom}(\Gamma, C^*_\infty)$ to $C^*_\infty$. The subgroup $ev_\varphi(c(\Gamma))$ is isomorphic to $\mathbb{Z}$ and generated by a unique $t \in K^*_\infty$ with $|t| < 1$.

Let $\Lambda = \{c_\varphi(\gamma), \gamma \in \Gamma\} = t^\mathbb{Z}$. We have the following commutative diagram

$$
\begin{array}{cccccc}
0 & \rightarrow & \Gamma & \rightarrow & \text{Hom}(\Gamma, C^*_\infty) & \rightarrow & J_\Gamma(C_\infty) & \rightarrow & 0 \\
& & \downarrow c_{\varphi(\cdot)} & & \downarrow ev_\varphi & & \downarrow & \\
0 & \rightarrow & \Lambda & \rightarrow & C^*_\infty & \rightarrow & \mathbb{C}^*_\infty/\Lambda & \rightarrow & 0 \\
\end{array}
$$

Definition 24. The modular parametrization (also called Weil uniformization) is defined as

$$
\Phi : \overline{M}_\Gamma(C_\infty) \rightarrow \mathbb{C}^*_\infty/\Lambda \simeq E_\varphi(C_\infty)
$$

where $E_\varphi$ is called the Weil curve associated to the harmonic cochain $\varphi$. We note that $E_\varphi$ is a strong Weil curve in the sense that $\Phi$ can not be factorized through another Weil uniformization $\Phi' : \overline{M}_\Gamma(C_\infty) \rightarrow E'_\varphi(C_\infty) \rightarrow E_\varphi(C_\infty)$, where $E'$ is a Weil curve.

We set $\mu = \inf\{\langle \varphi, \psi \rangle > 0, \psi \in H_1(T, \mathbb{Z})^{\Gamma}\} = \inf\{\log_q |c_\varphi(\gamma)| > 0, \gamma \in \Gamma\}$. Gekeler has proved that $\mu = v_\infty(t) = -v_\infty(j_E)$ where $j_E$ is the $j$-invariant of $E_\varphi$ ([10] Theorem 3.2, Corollary 3.19]). Let us recall also his formula for the degree of the modular parametrization.

Theorem 25 ([10] Proposition 3.8]). The degree of modular parametrization $\Phi$ is given by

$$
\deg(\Phi) = \frac{\langle \varphi, \varphi \rangle}{\mu}.
$$

We want to compute the values taken by the modular parametrization $\Phi$ at the cusps of $\overline{M}_\Gamma$. By the analogue of the Manin-Drinfeld theorem, proved in this setting by Gekeler [14], the subgroup of the Jacobian of $\overline{M}_\Gamma$ generated by the cusps is finite. As a consequence, the image of the cusps by $\Phi$ are torsion points of the elliptic curve. However Gekeler’s statement provides no explicit bound for the size of the cuspidal subgroup in general. For our purpose, we prove an explicit bound on the order of such torsion points: the bound depends on the elliptic curve and is proved using Hecke operators and the same proof principle as Manin-Drinfeld.

Theorem 26. Let $s \in \Gamma \setminus \mathbb{P}^1(K)$ be a cusp of $M_\Gamma$. Then $\Phi(s)$ is a torsion point of $E$ and its order divides $\text{card}(\text{End}(E))$ for all $\mathfrak{p} = (P)$ with $P \equiv 1 \mod n$.

Proof. Let $z \in \overline{M}_\Gamma(C_\infty)$ and let $\mathfrak{p} = (P)$ be a prime ideal of $A$ such that $P \equiv 1 \mod n$. By the analogue of Dirichlet’s theorem ([20] Theorem 4.7]), such a polynomial $P$ exists. We have

$$
T_\mathfrak{p}u_\varphi(z) = u_\varphi(Pz) \prod_{j \not\equiv 0 \mod n} u_\varphi \left( \frac{z + j}{P} \right).
$$
Since $T_p$, as any other Hecke operator, commutes with the map $f \in \text{Hom}(\Gamma, \mathbb{C}_\infty) \mapsto f(\varphi) \in \mathbb{C}_\infty^*$, we have by \[(11),
\begin{equation}
\label{eqn:10}
u_\varphi(z)^{\lambda_p} = u_\varphi(Pz) \prod_{j \in A \atop \deg(j) < \deg(P)} u_\varphi\left(\frac{z + j}{P}\right).
\end{equation}
\]

Let $s \in \mathbb{P}^1(K)$ be a cusp. We let $S_P = \{ j \in A, \deg(j) < \deg(P) \}$. Since $P \equiv 1 \mod n$ and by arguments similar to \cite[Proposition 2.2.3]{5}, there exist $Q_P$ and $(Q_j)_{j \in S_P} \subset \Gamma$ such that $Q_Ps = Ps$ and $Q_js = \frac{s + j}{P}$ for all $j \in S_P$. We take $z = s$ in \[(10),
\begin{equation}
\label{eqn:11}
\begin{split}
u_\varphi(s)^{\lambda_p-(q^{\deg(P)}+1)} &= \frac{u_\varphi(Ps)}{u_\varphi(s)} \prod_{j \in A \atop \deg(j) < \deg(P)} \frac{u_\varphi\left(\frac{s + j}{P}\right)}{u_\varphi(s)}, \\
&= \frac{u_\varphi(Q_Ps)}{u_\varphi(s)} \prod_{j \in A \atop \deg(j) < \deg(P)} \frac{u_\varphi(Q_js)}{u_\varphi(s)} \in \Lambda.
\end{split}
\end{equation}
\]
So $\Phi(s)$ is a torsion point of $E(\mathbb{C}_\infty)$ whose order divides $\text{card}(\mathbb{F}_p)$. \hfill \square

\textbf{Remark.} In specific cases, explicit bounds for the size of the cuspidal subgroup of the Jacobian are known, for example when $n$ is irreducible by Pal \cite{18} or $\deg(n) = 3$ by Papikian and Wei \cite{19}. These bounds, which in contrast with Theorem \cite{20} depend only on $n$, also are upper bounds for the order of torsion points on the elliptic curve coming from evaluating $\Phi$ at cusps. However Theorem \cite{20} requires no assumption on $n$.

8. Examples

8.1. Example in $\mathbb{F}_2(T)$ with $n = T^3$. We consider the elliptic curve $E/\mathbb{F}_2(T)$ defined by

$$y^2 + Txy = x^3 + T^2.$$ Its conductor is $n = T^3 \infty$. The elliptic curve $E$ is isomorphic over $\mathbb{F}_2(T)$ to the strong Weil curve given in \cite[Theorem 2.1 (a)]{21}. We set $n = T^3$ and $\Gamma = \Gamma_0(n)$. The genus of $\overline{M}_\Gamma$ is 1, thus the abelian group $H_1(\mathbb{T}, \mathbb{Z})^\Gamma$ has rank one. Let $\varphi_E \in H_1(\mathbb{T}, \mathbb{Z})^\Gamma$ be the harmonic cochain attached to $E$ as described in Section 7. We can identify $\varphi_E$ with its Fourier expansion: indeed since $\varphi_E$ has finite support modulo $\Gamma$, it is sufficient to know its values on the finite number of edges in $(\Gamma \setminus \mathbb{T})^0$. Furthermore we can compute the inverse image of $\varphi_E$ by the isomorphism $j$ of Theorem \cite{8}. For this purpose, we compute the inverse image of a $\mathbb{Z}$-basis of $H_1(\mathbb{T}, \mathbb{Z})^\Gamma$ with the maximal subtree method in $\Gamma \setminus \mathbb{T}$ as in \cite[proof of Lemma 3.3.3]{15}. The element $\alpha \in \Gamma$ such that $j(\alpha) = \varphi_E$ that we obtain is then

$$\alpha = \left(T^2 + T + 1 \atop T^3 \atop 1 + T\right).$$ Note that $\alpha$ generates $\Gamma$ since $\varphi_E$ generates $H_1(\mathbb{T}, \mathbb{Z})^\Gamma$, hence $\Lambda = \{c_\alpha(\gamma), \gamma \in \Gamma\} = \langle c_\alpha(\alpha) \rangle$. In order to determine the lattice $\Lambda$, we just need to compute $c_\alpha(\alpha)$. The
Proof. We only give details for the computation of the image of \( \tilde{\text{Theorem 13}} \), the value of \( \text{bound given by Papikan-Wei in } [19] \) is computed. We have the following approximations:

\[
\Phi(0) = -\frac{1}{2}, \quad \Phi(1) = -\frac{1}{2}.
\]

In particular, the points \( \Phi(0) \) and \( \Phi(1) \) have order 4 in \( E(K_\infty) \), and the point \( \Phi(\frac{1}{2}) \) has order 2 in \( E(K_\infty) \).

Proof. We only give details for the computation of \( u_\alpha \) at \( s = 0 \). Recall that by \( \text{Theorem 13} \) the value \( u_\alpha(0) \) is given by

\[
u(0) = \prod_{\gamma \in \tilde{\Gamma}} \frac{0 - \gamma \omega}{0 - \gamma \alpha \omega}.
\]

As above, we choose \( \omega = T^{-2} \rho \) with \( \rho^2 + \rho + 1 = 0 \). We then observe that \( |\omega| = |\omega|_i = 2^{-2}, |\alpha \omega| = 2^{-1} \) and \( |\alpha \omega|_i = 2^{-4} \). First let \( \gamma = \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \) be an element of \( \tilde{\Gamma} \). We have

\[
\left| \frac{-\gamma \omega}{-\gamma \alpha \omega} \right| = 1 + \frac{\gamma \alpha \omega - \gamma \omega}{-\gamma \alpha \omega} \leq \max \left( 1, \left| \frac{\gamma \alpha \omega - \gamma \omega}{-\gamma \alpha \omega} \right| \right),
\]

and by \( [8] \),

\[
\left| \frac{\gamma \alpha \omega - \gamma \omega}{-\gamma \alpha \omega} \right| = \frac{|\alpha \omega - \omega|}{|\alpha \omega + d| |\alpha \omega + d|} = \frac{2^{-1}}{|a \alpha \omega + b| \omega + d|}.
\]
But we have
\[
|a\alpha \omega + b| = \frac{|(a(1 + T + T^2) + bT^3)\omega + b(1 + T) + a|}{|T^3\omega + 1 + T|} \\
\geq 2^{-1} \frac{|(a(1 + T + T^2) + bT^3)\omega + b(1 + T) + a|}{|T^3\omega + 1 + T|} \\
\geq 2^{-1}.
\]
Hence if \(c \neq 0\)
\[
\left| \frac{\gamma \alpha \omega - \gamma \omega}{-\gamma \alpha \omega} \right| = \frac{1}{|\omega \omega + d|} \leq \frac{2^2}{|c|} \leq 2^{-1}.
\]
If \(c = 0\), then \(a = d = 1\) and \(|\omega \omega + d| = 1\) and we have
\[
\left| \frac{\gamma \alpha \omega - \gamma \omega}{-\gamma \alpha \omega} \right| = \frac{2^{-1}}{|\alpha \omega + b|} \leq 1.
\]
For all subsets \(S \subset \Gamma\), we deduce
\[
(19) \quad \left| \prod_{\gamma \in S} \frac{-\gamma \omega}{-\gamma \alpha \omega} \right| \leq 1.
\]
By this inequality, we see that to compute \(u_\alpha(0)\) at a precision at most \(\varepsilon\), it is sufficient to compute the product
\[
\prod_{\gamma \in \Gamma, |G_{\gamma, \omega}(0) - 1| \geq \varepsilon} G_{\gamma, \omega}(0),
\]
where \(G_{\gamma, \omega}(z) = \frac{z - \gamma \omega}{z - \gamma \alpha \omega}\). If \(|c| > \frac{2^2}{\varepsilon}\), we have
\[
|G_{\gamma, \omega}(0) - 1| = \frac{2^{-1}}{|a\alpha \omega + b||\omega \omega + d|} \leq \frac{2^2}{|c|} < \varepsilon.
\]
If \(|c| \leq \frac{2^2}{\varepsilon}\) and if \(|d| > \frac{2}{\varepsilon}\), we have \(|G_{\gamma, \omega}(0) - 1| < \varepsilon\). Now for the pairs \((c, d)\) not satisfying the condition \(|c| > \frac{2^2}{\varepsilon}\) or \(|d| > \frac{2}{\varepsilon}\) then, if \(c \neq 0\) we have \(|\omega \omega + d| \geq |c||\omega| \geq 2^1\), and then
\[
|G_{\gamma, \omega}(0) - 1| \leq \frac{2^{-2}}{|a\alpha \omega + b|} < \frac{2^2}{|c|} < \varepsilon \quad \text{if} \quad |a| > \frac{2^2}{\varepsilon}.
\]
And if \(c = 0\) (so that \(a = d = 1\)), then if \(|b| > \frac{2^{-1}}{\varepsilon}\), we obtain
\[
|G_{\gamma, \omega}(0) - 1| = \frac{2^{-1}}{|\omega \omega + b|} \leq \frac{2^{-1}}{|b|} < \varepsilon.
\]
Note that, except for the case \(c = 0\), for fixed \(a, c, d\) there exists at most one value of \(b \in A\) such that \(\begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma\). Hence, to approximate \(u_\alpha(0)\) at precision at most \(\varepsilon\) we must compute the product
\[
\prod_{\gamma \in \Gamma} G_{\gamma, \omega}(0),
\]
where \( \bar{\Gamma}_\varepsilon = \left\{ \gamma = \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in \bar{\Gamma}, c \neq 0, |c| \leq \frac{2^2}{\varepsilon}, |d| \leq \frac{2^2}{\varepsilon}, |a| \leq \frac{2^2}{\varepsilon} \right\} \cup \left\{ \gamma \in \bar{\Gamma}, e = 0, |b| \leq \frac{1}{2\varepsilon} \right\} \).

The computation of the finite product \( \prod_{\gamma \in \bar{\Gamma}_\varepsilon} G_{\gamma, \omega}(0) \) for \( \varepsilon = 2^{-5} \) has been done with the software Pari-GP [25]. We obtain \( u_n(0) = \pi + \nu \) with \( \nu \in K_\infty^* \) satisfying \( |\nu| < 2^{-5} \), thus \( u_n(0)^4 = t + \nu^4 \). We conclude that \( \Phi(0) \) has order 4.

For \( s = \frac{1}{4} \), we obtain \( u_n(\frac{1}{4}) = \pi^{-1} + \delta_1/T \) with \( \delta_1/T \in K_\infty^* \) satisfying \( |\delta_1/T| < 2^{-3} \); we deduce that the point \( \Phi(1/T) \) has order 4 on \( E \). Finally, we have \( u_n \left( \frac{1}{T^2} \right) = \pi^2 + \delta_1/T^2 \) with \( |\delta_1/T^2| \leq 2^{-6} \), hence the point \( \Phi \left( \frac{1}{T^2} \right) \) has order 2.

**Remark.** In this example we can also give an explicit bound on the cardinal of the set \( \bar{\Gamma}_\varepsilon \). The set \( S = \{ c \in \mathbb{Z}[T] : c \equiv 0 \mod T^3, \deg(c) \leq 2 + |\log_2(\frac{1}{t})| \} \) has cardinal \( 2^{-|\log_2(\varepsilon)|} \). Let \( c \in S \). Consider the set \( S_c \) of polynomials \( d \in \mathbb{Z}[T] \) such that there exists a matrix \( \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in \bar{\Gamma} \): an upper bound on its cardinal is

\[
\text{card}\left( \{ d \in \mathbb{Z}[T] : \deg(d) \leq 1 - |\log_2(\varepsilon)|, \gcd(d, T) = 1 \} \right) = 2^{2-|\log_2(\varepsilon)|}.
\]

Then for \( c \in S \) and \( d \in S_c \), the number of all possible polynomials \( a \) such that there exists \( b \in A \) with \( \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in \bar{\Gamma} \) is bounded by

\[
\text{card}\left( \{ a \in \mathbb{Z}[T], \gcd(a, T) = 1 \text{ and } \deg(a) \leq 2 - \log_2(\varepsilon) \} \right) = 2^{2-|\log_2(\varepsilon)|}.
\]

Hence we get \( \text{card}(\bar{\Gamma}_\varepsilon) \leq 2^{4-3|\log_2(\varepsilon)|} \).

8.2. **Example in \( \mathbb{F}_3(T) \) with \( n = T^3 - T^2 \).** We consider the elliptic curve \( E/\mathbb{F}_3(T) \) defined by

\[
E : y^2 = x^3 + T(T + 1)x^2 + T^2x.
\]

Its conductor is \( \infty(T^3 - T^2) \). Again the curve \( E \) is a strong Weil curve, see [21 Theorem 2.4 (b)]. Let \( n = T^3 - T^2 \) be the finite part of conductor of \( E \) and let \( \Gamma = \Gamma_0(T^3 - T^2) \). Here the genus of the curve \( \overline{\mathbb{M}}_\Gamma \) is 2 hence the abelian group \( H_1(T, \mathbb{Z})^\Gamma \) has rank two. Let \( \varphi_E \) be the harmonic cochain associated to \( E \). Let \( \alpha \) the inverse image of \( \varphi_E \) by \( j \). By the same method as in the first example, we find

\[
\alpha = \left( \begin{array}{cc} T^3 + 2T^2 + 2T + 1 \\ T^4 + T^3 + T^2 \\ 2T + 1 \\ 2T^2 + 2T + 1 \end{array} \right).
\]

We compute a generator \( t \in K_\infty^* \) of the lattice \( \Lambda = \{ c_n(\gamma), \gamma \in \bar{\Gamma} \} = t^Z \). We obtain the following approximation for \( t \):

\[
t = t^4 + 2t^5 + O(t^6).
\]

The modular curve \( \overline{\mathbb{M}}_\Gamma \) has six cusps: \( \infty, 0, \frac{1}{T^2}, \frac{1}{T^2}, \frac{1}{T^3}, \frac{1}{T^3-T} \). The Tate period of \( E \) is given by (see [24 Section 2 of Appendix A])

\[
t_E = \sum_{n \geq 1} d(n) \frac{1}{j_E^n} = \pi^4 + 2\pi^5 + \pi^7 + 2\pi^8 + \delta_{t_E},
\]

where \( (d(n))_{n \geq 1} \) are the coefficients of the series for the reciprocal function of \( j \), and \( \delta_{t_E} \in K_\infty^* \) with \( |\delta_{t_E}| < 3^{-10} \). We deduce that \( t_E = t \). The degree of the modular parametrization is 2. As before, we compute \( \text{card}(\overline{E}(\mathbb{F}_p)) \) for prime ideals \( p = (P) \) such that \( \deg(P) \leq 10 \) and \( P \equiv 1 \mod n \). By Theorem [26] we obtain that the order
of image of a cusp divides 8. This bound is sharper than the one of Papikian-Wei [19] which is 24 in this example.

**Proposition 28.** We have the following approximations:

\[
\begin{align*}
    u_\alpha(0) &= 2\pi^2 + 2\pi^3 + \vartheta_0, & \text{with } |\vartheta_0| < 3^{-3}, \\
    u_\alpha \left( \frac{1}{T} \right) &= \pi^{-1} + 1 + \pi + \vartheta_{1/T}, & \text{with } |\vartheta_{1/T}| < 3^{-1}, \\
    u_\alpha \left( \frac{1}{T^2} \right) &= \pi^4 + 2\pi^5 + \vartheta_{1/T^2} & \text{with } |\vartheta_{1/T^2}| < 3^{-5}, \\
    u_\alpha \left( \frac{1}{T-1} \right) &= \pi^{-2} + \pi^{-1} + \vartheta_{1/(T-1)}, & \text{with } |\vartheta_{1/(T-1)}| < 1, \\
    u_\alpha \left( \frac{1}{T^2 - T} \right) &= \pi^3 + \vartheta_{1/(T^2-T)}, & \text{with } |\vartheta_{1/(T^2-T)}| < 3^{-5}.
\end{align*}
\]

In particular, we get

1. the points \( \Phi \left( \frac{1}{T} \right) \) and \( \Phi \left( \frac{1}{T^2} \right) \) have order 4 in \( E(K_\infty) \),
2. the point \( \Phi \left( \frac{1}{T} \right) \) has order 1 in \( E(K_\infty) \),
3. the point \( \Phi(0) \) and \( \Phi \left( \frac{1}{T} \right) \) has order 2 on \( E(K_\infty) \).

**Proof.** As before for \( s \in \Gamma \setminus \mathbb{P}^1(K) \) and \( \gamma \in \Gamma \), we let \( G_{\gamma,\omega}(s) = \frac{s - \gamma \omega}{s - \gamma \omega} \). As a system of representatives for \( \Gamma \), we choose the matrices \( \begin{pmatrix} a & b \\ c & d \end{pmatrix} \) \( \in \Gamma \) with monic \( a \).

For \( \varepsilon \leq 1 \), let

\[
S_\varepsilon = \{ \gamma \in \Gamma, |G_{\gamma,\omega}(s) - 1| \geq \varepsilon \}.
\]

We have

\[
\left| \prod_{\gamma \in S_\varepsilon} G_{\gamma,\omega}(s) \right| \leq \left| \prod_{\gamma \in S_1} G_{\gamma,\omega}(s) \right|
\]

and

\[
\left| \prod_{\gamma \in \Gamma} G_{\gamma,\omega}(s) - \prod_{\gamma \in S_\varepsilon} G_{\gamma,\omega}(s) \right| < \left| \prod_{\gamma \in S_1} G_{\gamma,\omega}(s) \right| \varepsilon.
\]

Indeed if \( g_{\gamma,\omega}(s) = G_{\gamma,\omega}(s) - 1 \), we have

\[
\left| \prod_{\gamma \in \Gamma - S_\varepsilon} G_{\gamma,\omega}(s) - 1 \right| = \left| \prod_{\gamma \in \Gamma - S_\varepsilon} (1 + g_{\gamma,\omega}(s)) - 1 \right|
\]

and we can easily see that \( \prod_{\gamma \in \Gamma - S_\varepsilon} (1 + g_{\gamma,\omega}(s)) = 1 + \delta_{\omega,\varepsilon}(s) \) with \( |\delta_{\omega,\varepsilon}(s)| < \varepsilon \).

We give details only for the cusp \( s = \frac{1}{T} \). We choose \( \omega = T^{-2} \rho \) with \( \rho^2 + 1 = 0 \).

Note that \( |\omega| = |\omega|_i = 3^{-2}, |\omega_\alpha| = 3^{-1} \) and \( |\omega_\alpha|_i = 3^{-4} \). Let \( \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma \). We have

\[
|s - \gamma \omega| = \frac{|(c - aT)\alpha + (d - bT)|}{T|c\alpha + d|}.
\]

Moreover we have

\[
|(c - aT)\alpha + d - bT| \geq 3^{-2}.
\]
Hence we obtain by (6) that if \(|c| > \frac{3^4}{\varepsilon}\)

\[ |G_{\gamma, \omega}(s) - 1| \leq \frac{3^3 |\alpha \omega - \omega|}{|\alpha \omega + d|} \leq \frac{3^2}{|c| |\omega|} \leq \frac{3^4}{|c|} < \varepsilon. \]

Furthermore, if \(|c| \leq \frac{3^4}{\varepsilon}\) and \(|d| > \frac{3^2}{\varepsilon}\), we have \(|\alpha \omega + d| = |d|\) and we get

\[ |G_{\gamma, \omega}(s) - 1| = \frac{3^2}{|d|} < \varepsilon. \]

If \((c, d)\) does not satisfy the condition \((|c| > \frac{3^4}{\varepsilon}\) or \(|d| > \frac{3^2}{\varepsilon}\)) and if \(c \neq 0\), we note that when \(|a| > \frac{3^4}{\varepsilon}\), we have \(|a \alpha \omega + b| > |a \alpha \omega + d| |s|\). We then obtain

\[ |s - \gamma \alpha \omega| = \left| s - \frac{a \alpha \omega + b}{a \alpha \omega + d} \right| = \frac{|a \alpha \omega + b|}{|a \alpha \omega + d|}. \]

Since \(|\alpha \omega + d| \geq |c| |\omega| \geq 3^4\), we get by (6)

\[ |G_{\gamma, \omega}(s) - 1| \leq \frac{|\alpha \omega - \omega|}{|a \alpha \omega + b| |\alpha \omega + d|} \leq \frac{3^2}{|a|} < \varepsilon, \quad \text{if } |a| > \frac{3^5}{\varepsilon}. \]

If \(c = 0\), we have \(a = 1\) and \(d \in \mathbb{F}_3^4\), so we get if \(b \neq 0\), \(|s - \gamma \alpha \omega| = |s - \frac{\alpha \omega}{\omega} - \frac{b}{d}| = |b|\). Hence

\[ |G_{\gamma, \omega}(s) - 1| = \frac{|\alpha \omega - \omega|}{|b| |\alpha \omega + d|} \leq \frac{3^{-2}}{|b|} < \varepsilon, \quad \text{if } |b| > \frac{3^{-2}}{\varepsilon}. \]

Here the product \(\prod_{\gamma \in S_1} G_{\gamma, \omega}(s)\) has norm 3. So if we want to approximate the product \(\prod_{\gamma \in T} G_{\gamma, \omega}(s)\) with precision at most \(\varepsilon\), we need to consider the product restricted to the set \(S_{\varepsilon/3}\).

For \(\varepsilon = 3^{-1}\), the computation of \(u_{\alpha} \left( \frac{1}{T} \right)\) at precision at most \(3^{-1}\) gives \(u_{\alpha} \left( \frac{1}{T} \right) = \pi^{-1} + 1 + \vartheta_{1/T}\), with \(\vartheta_{1/T} \in K_{\infty}\) satisfying \(|\vartheta_{1/T}| < 3^{-1}\). For the other cusps we get

\[
\begin{align*}
    u_{\alpha}(0) &= 2 \pi^2 + 2 \pi^3 + \vartheta_0, & \text{with } |\vartheta_0| < 3^{-3}, \\
    u_{\alpha} \left( \frac{1}{T^2} \right) &= \pi^4 + 2 \pi^5 + \vartheta_{1/T^2}, & \text{with } |\vartheta_{1/T^2}| < 3^{-5}, \\
    u_{\alpha} \left( \frac{1}{T - 1} \right) &= \pi^{-2} + \pi^{-1} + \vartheta_{1/(T - 1)}, & \text{with } |\vartheta_{1/(T - 1)}| < 1, \\
    u_{\alpha} \left( \frac{1}{T^2 - T} \right) &= \pi^3 + \vartheta_{1/(T^2 - T)}, & \text{with } |\vartheta_{1/(T^2 - T)}| < 3^{-5}.
\end{align*}
\]

This proves the statement. \(\square\)

**Remark.** We can also provide an upper bound on the cardinal of the set \(S_{1/9}\) needed to compute \(u_{\alpha} \left( \frac{1}{T} \right)\) at precision at most \(\varepsilon = 3^{-1}\). We have

\[
\begin{align*}
    \text{card}(\{c \in \mathbb{F}_3[T], \deg(c) \leq 7 \text{ and } (T^3 - T^2) | c\}) &= 3^4, \\
    \text{card}(\{d \in \mathbb{F}_3[T], \deg(d) \leq 4 \text{ and } \gcd(d, T^3 - T^2) \in \mathbb{F}_3^4\}) &\leq 3^4.
\end{align*}
\]
So the number of pairs \((c,d)\) such that \((c,d)\) can be lifted to a matrix in \(\tilde{\Gamma}\) is bounded by \(3^8\). We also have

\[
\text{card}\left(\{a \in F_3[T], \deg(a) \leq 7, \ a \text{ monic and } \gcd(a, T^3 - T^2) \in F_3^*\}\right) \leq 3^7.
\]

We conclude that \(\text{card}(S_{1/9}) \leq 3^{15}\).
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