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Abstract

In this paper, energy efficiency of hybrid automatic repeat request (HARQ) schemes with statistical queuing constraints is studied for both constant-rate and random Markov arrivals by characterizing the minimum energy per bit and wideband slope. The energy efficiency is investigated when either an outage constraint is imposed and (the transmission rate is selected accordingly) or the transmission rate is optimized to maximize the throughput. In both cases, it is also assumed that there is a limitation on the number of retransmissions due to deadline constraints. Under these assumptions, closed-form expressions are obtained for the minimum energy per bit and wideband slope for HARQ with chase combining (CC). Through numerical results, the performances of HARQ-CC and HARQ with incremental redundancy (IR) are compared. Moreover, the impact of source variations/burstiness, deadline constraints, outage probability, queuing constraints on the energy efficiency is analyzed.
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I. INTRODUCTION

In wireless communications, increasing transmission rates, improving energy efficiency, reducing delays, and guaranteeing reliable and robust data transmission are key considerations with often contradictory requirements in terms of the use of limited resources. For instance, increasing rates, reducing delays, establishing robust communication links may lead to increased energy consumption, hurting energy efficiency. Moreover, due to the influence of noise, fading, multipath propagation and Doppler frequency shift, the performance of wireless systems is highly sensitive to mobility and changes in the environment. The
automatic repeat request (ARQ) and forward error correction (FEC) are two kinds of widely used schemes applied in order to ensure reliable delivery of data in such challenging wireless channel conditions. While ARQ facilitates the retransmission of erroneously received data packets with feedback from the receiver to the transmitter, FEC schemes enable the correction of transmission errors without retransmission by adding redundancy to the data. In order to provide better error correction performance and lower implementation cost, ARQ and FEC schemes are combined to develop hybrid ARQ (HARQ) [1]. HARQ protocol has the ability to adapt the transmission rate to time-varying channel conditions with limited channel side information (CSI) at the transmitter. In HARQ with chase combining (HARQ-CC) and HARQ with incremental redundancy (HARQ-IR) schemes, the corrupted packets are not deleted but rather stored and combined in the next transmission. A very detailed study on the performance of HARQ-CC and HARQ-IR protocols was provided in [2], in which the throughput was characterized following an outage probability analysis. Also, the throughput analysis of HARQ-CC and HARQ-IR schemes subject to an outage constraint has been conducted in [3]. In addition to reliability, energy efficiency is another concern in wireless communications, due to limited battery power in mobile systems, growing energy demand, and high energy costs as well as environmental concerns. The energy efficiency of HARQ protocols has been addressed recently. For instance, the energy efficiency of HARQ-CC and HARQ-IR schemes for delay insensitive systems was studied in [4].

In addition, many wireless applications require certain quality-of-service (QoS) guarantees for acceptable performance levels at the end-user, especially in delay sensitive scenarios, such as live video transmission, interactive video (e.g., teleconferencing), and mobile online gaming. In such cases, effective capacity can be employed to characterize the system throughput under statistical queuing constraints [5], which require the buffer overflow probabilities to decay exponentially fast asymptotically as the buffer threshold grows without bound. In the presence of such QoS constraints, it is critical to evaluate the performance of HARQ schemes since they involve retransmissions. With this motivation, the authors in [6] analyzed the impact of different power allocation schemes on energy per bit and effective transmission delay of HARQ-IR in a multiuser downlink channel. Moreover, the recent work in [7] mainly focused on the performance comparison between adaptive modulation and coding (AMC) and HARQ-IR in terms of energy efficiency under QoS constraints. The authors considered the notion of effective capacity and applied it to AMC. The performance of HARQ-IR was analyzed under a QoS constraint described in terms of packet loss probabilities. Recently, we in [8] employed the effective capacity formulation and provided a characterization of the effective capacity of HARQ under statistical queuing constraints.
In effective capacity analysis, constant-rate arrivals are assumed at the transmitter. On the other hand, randomly time-varying arrivals are frequent in real applications. For instance, the data traffic can be regarded as an ON-OFF process in voice communications (e.g., in VoIP) and variable bit-rate video traffic is statistically characterized as autoregressive, Markovian, or Markov-modulated processes [9]. With this motivation, the authors in [10] studied the impact of source burstiness on the energy efficiency under statistical queuing constraints, and they further developed energy-efficient power control policies in [11] considering Markov arrivals.

In this paper, we study the energy efficiency of HARQ under statistical queuing constraints in the low power and low QoS exponent regimes for both constant-rate and random arrival models. More specifically, our contributions are the following:

1) We characterize the throughput of HARQ-CC and then derive closed-form minimum energy per bit and wideband slope expressions in the presence of statistical QoS constraints while satisfying a target outage probability.
2) Our initial analysis addresses constant-rate arrivals. Subsequently, we extend our analysis to random arrival models. More specifically, we consider ON-OFF discrete Markov and Markov fluid sources, and ON-OFF Markov modulated Poisson sources (MMPS). Analytical characterization are obtained for any type of channel fading (while numerical results consider Rayleigh and Nakagami fading.)
3) We identify the impact of random arrivals and source burstiness on the energy efficiency of HARQ systems under statistical QoS constraints.
4) Following our results for a given fixed outage probability, we determine the energy efficiency when throughput-maximizing transmission rates are employed.

The remainder of the paper is organized as follows. In Section II, we describe the system model and the operational characteristics of the HARQ schemes. Preliminary concepts and formulations regarding statistical queuing constraints, throughput, and energy efficiency are introduced in Section III. Energy efficiency of HARQ-CC is studied in detail in Section IV for both constant-rate and random arrival models. In Section V we investigate energy efficiency with optimal transmission rates. Finally, numerical results are given in Section VI and the paper is concluded in Section VII. Proofs are relegated to the Appendix.
II. SYSTEM MODEL

In this paper, as depicted in Figure 1, we consider a point-to-point wireless communication system, in which data packets arriving from the source are initially stored in a buffer at the transmitter before being sent over a fading channel to a receiver. We assume a block flat-fading model in which the fading coefficients stay the same within one block, but change independently across blocks. Each fading block is assumed to have a duration of $m$ symbols. Throughout the paper, we use subscript $i$ as the discrete time index. Under these assumptions, the received signal in the $i^{th}$ block can be written as

$$y_i = h_i x_i + n_i \quad i = 1, 2, \ldots$$

(1)

Above, $x_i$ and $y_i$ are the transmitted and received signal vectors of length $m$, respectively, and $h_i$ denotes the channel fading coefficient in the $i^{th}$ block. Also, $n_i$ represents the noise vector with independent and identically distributed (i.i.d.) circularly-symmetric, zero-mean Gaussian components, each with variance $N_0$. Then, the instantaneous capacity (bits/s/Hz) in the $i^{th}$ block is given by

$$C_i = \log_2(1 + \text{SNR} z_i),$$

(2)

where $z_i = |h_i|^2$ is the magnitude-square of the fading coefficient, $\text{SNR} = \frac{E}{N_0}$ denotes signal-to-noise ratio, and $E$ is the average energy of each component of the transmitted vector $x_i$.

To guarantee the reliability of the system, we assume that the system employs HARQ scheme with fixed transmission rate $R$ (bit/s/Hz). If the receiver decodes the received packet correctly, it sends an acknowledgment (ACK) feedback to the transmitter through an error free feedback link, and a new packet will be sent in the next time block. If the receiver cannot decode the packet, a retransmission request is sent through the feedback link, and another codeword block of the same packet will be sent in the next time block. Retransmission continues until the receiver gets the packet without error or if the limit on the number of retransmissions is reached, and then the corresponding packet will be removed from the buffer.

These early results were also reported in the conference version [12] of our paper.
at the transmitter.

In the HARQ-IR scheme, additional information is sent in each retransmission and the receiver combines and decodes after the $M^{th}$ round of retransmissions without error only if $R$ satisfies

$$R \leq \sum_{i=1}^{M} \log_2(1 + \text{SNR} z_i). \quad (3)$$

In the HARQ-CC scheme, the same coded data is transmitted in each retransmission. The receiver employs maximum-ratio-combining and decodes the data packet error-free after the $M^{th}$ round only if $R$ satisfies

$$R \leq \log_2 \left(1 + \text{SNR} \sum_{i=1}^{M} z_i \right). \quad (4)$$

Although the transmitter always sends information at a fixed rate, HARQ protocol effectively leads to rate adaptation depending on when the data is correctly decoded at the receiver. For instance, when the channel conditions are favorable, the transmission of a single packet can be completed within a few blocks, resulting in a relatively large average transmission rate, and vice versa if the channel conditions are poor. If the transmission of a single packet is completed in $N$ fading blocks, then from (3) and (4), one can easily show that the average transmission rate $R/N$ is bounded as,

$$\begin{cases} 
\frac{1}{N} \sum_{i=1}^{N-1} \log_2(1 + \text{SNR} z_i) < \frac{R}{N} \\
\leq \frac{1}{N} \sum_{i=1}^{N} \log_2(1 + \text{SNR} z_i) \quad \text{for HARQ-IR} \\
\frac{1}{N} \log_2 \left(1 + \text{SNR} \sum_{i=1}^{N-1} z_i \right) < \frac{R}{N} \\
\leq \frac{1}{N} \log_2 \left(1 + \text{SNR} \sum_{i=1}^{N} z_i \right) \quad \text{for HARQ-CC},
\end{cases} \quad (5)$$

which implies that both HARQ-IR and HARQ-CC have the ability to adapt the average transmission rate to the channel conditions without requiring perfect channel side information (CSI) at the transmitter.

III. PRELIMINARIES

A. Statistical Queuing Constraints and System Throughput

Throughout this paper, we assume that the transmitter is operating under a queuing constraint, which requires the buffer overflow probability to decay exponentially fast, i.e.,

$$\Pr\{Q \geq q\} \approx e^{-\theta q}, \quad (6)$$
for sufficiently large $q$, where $Q$ is the stationary queue length, $q$ is the overflow threshold, and $\theta$ is called the QoS exponent. More rigorously, QoS exponent $\theta$ is defined as

$$
\theta = \lim_{q \to \infty} -\log \frac{\Pr\{Q \geq q\}}{q}.
$$

(7)

Note that $\theta$ is a factor that controls the exponential decay rate of the buffer overflow probability. Indeed, a closer approximation for the overflow probability is given by [5]

$$
\Pr\{Q \geq q\} \approx \zeta e^{-\theta q}
$$

(8)

where $\zeta = \Pr\{Q > 0\}$ is the probability of non-empty buffer. From (8), we notice that higher values of $\theta$ indicate stricter limitations on the buffer overflow probability, leading to more stringent QoS constraints whereas lower values of $\theta$ represent looser QoS requirements. Conversely, for a given buffer threshold $q$ and overflow probability limit $\epsilon = \Pr\{Q \geq q\}$, the desired value of $\theta$ can be determined as

$$
\theta = \frac{1}{q} \log e \frac{\zeta}{\epsilon}.
$$

(9)

The system throughput can be characterized as the maximum average arrival rate $r_{\text{avg}}$ that can be supported under statistical queuing constraints, described by (8). According to the effective bandwidth and effective capacity formulations provided in [13] and [5], respectively, in the presence of queuing constraints with QoS exponent $\theta$, the arrival process $a_i$ and departure process $c_i$ at the buffer should satisfy

$$
\Lambda_a(\theta) + \Lambda_c(-\theta) = 0,
$$

(10)

where $\Lambda_p(\theta) = \lim_{t \to \infty} \frac{1}{t} \log e \mathbb{E}\{e^{\theta \sum_{i=1}^{t} p_i}\}$ is the asymptotic logarithmic moment generating function (LMGF) of the random process $p_i$.

When the arrival rate is constant i.e., $a_i = a$ for all $i$, it can be easily seen that

$$
\Lambda_a(\theta) = a\theta.
$$

(11)

Then, from (10), we have

$$
a = -\frac{1}{\theta} \Lambda_c(-\theta).
$$

(12)
Indeed, the right-hand side of (12) is defined as the effective capacity of the wireless link [5]

\[ C_E(\theta, \text{SNR}) = -\frac{1}{\theta} \Lambda_c(-\theta), \] (13)

characterizing the maximum constant arrival rate that can be supported by the time-varying wireless transmission rates while satisfying the statistical queueing constraint in (8). Notice that under the constant-rate arrival assumption, the system throughput (or equivalently the maximum average arrival rate) is also given by the effective capacity:

\[ r_{\text{avg}}(\theta, \text{SNR}) = \mathbb{E}\{a_i\} = a = C_E(\theta, \text{SNR}) = -\frac{1}{\theta} \Lambda_c(-\theta). \] (14)

In [8], the effective capacity of HARQ-CC and HARQ-IR with fixed transmission rate is studied, and the following closed-form approximate expression is determined for small \( \theta \):

\[ r_{\text{avg}}(\theta, \text{SNR}) = C_E(\theta, \text{SNR}) = \frac{R}{\mu_1} - \frac{R^2\sigma^2}{2\mu_1^3}\theta + o(\theta), \] (15)

where \( R \) denotes fixed transmission rate, \( \mu_1 \) and \( \sigma^2 \) are the mean and variance of \( \hat{T} \), the total duration of time that has taken to successfully send one message.

When the arrival rate is not constant, the computation of the system throughput is more complicated. In general, we need to formulate the LMGF of the arrival process as a function of the average arrival rate, and obtain the throughput by solving (10).

**B. Energy Efficiency Metrics**

As mentioned in the previous subsection, the system throughput is characterized by the average arrival rate \( r_{\text{avg}} \). Moreover, we choose energy per bit, defined as

\[ \frac{E_b}{N_0} = \frac{\text{SNR}}{r_{\text{avg}}(\theta, \text{SNR})}, \] (16)

as the metric for energy efficiency under statistical QoS constraints.

In the low-SNR regime, the throughput curve is characterized by the minimum energy per bit and the wideband slope [14]. The minimum energy per bit is obtained from

\[ \frac{E_b}{N_{0,\text{min}}} = \lim_{{\text{SNR} \to 0}} \frac{\text{SNR}}{r_{\text{avg}}(\theta, \text{SNR})} = \frac{1}{\dot{r}_{\text{avg}}(\theta, 0)} \] (17)

where \( \dot{r}_{\text{avg}}(\theta, 0) \) denotes the first derivative of the system throughput \( r_{\text{avg}}(\theta, \text{SNR}) \) with respect to \( \text{SNR} \) at zero
Correspondingly, the wideband slope is the slope of the throughput curve at $\frac{E_b}{N_0\text{min}}$ and is given by

$$S_0 = \frac{-2(\dot{r}_{\text{avg}}(\theta, 0))^2}{\ddot{r}_{\text{avg}}(\theta, 0)} \log_2 2.$$  \hspace{1cm} (18)

Above, $\ddot{r}_{\text{avg}}(\theta, 0)$ denotes the second derivative of $r_{\text{avg}}(\theta, \text{SNR})$ with respect to SNR at zero SNR. Then, the throughput can be approximated as

$$r_{\text{avg}} = \frac{S_0}{10 \log_{10} 2} \left( \frac{E_b}{N_0\text{dB}} - \frac{E_b}{N_0\text{min,dB}} \right) + \epsilon,$$  \hspace{1cm} (19)

where $\frac{E_b}{N_0\text{dB}} = 10 \log_{10} \frac{E_b}{N_0}$, and $\epsilon = o \left( \frac{E_b}{N_0} - \frac{E_b}{N_0\text{min}} \right)$. Hence, $\frac{E_b}{N_0\text{min}}$ and $S_0$ provide a linear approximation of the $r_{\text{avg}}$ vs. $\frac{E_b}{N_0}$ curve in the vicinity of $\frac{E_b}{N_0\text{min}}$.

### IV. ENERGY EFFICIENCY OF HARQ-CC SCHEME WITH FIXED OUTAGE PROBABILITY

In this section, we study the energy efficiency of HARQ-CC scheme with fixed outage probability. Initially, we consider constant-rate arrivals, characterize throughput by employing the effective capacity formulation, and derive the minimum energy per bit and wideband slope. Subsequently, we incorporate random arrival models by considering discrete-time Markov, Markov fluid, and Markov modulated Poisson sources and determine the system throughput and analyze the energy efficiency again by determining the minimum energy per bit and wideband slope.

#### A. Energy Efficiency of HARQ-CC with Constant Arrivals

Before obtaining the minimum energy per bit and wideband slope expressions for HARQ-CC, we first characterize the system throughput of HARQ-CC scheme subject to an outage constraint. An outage event happens if the receiver does not correctly decode the message at the end of the $M$th HARQ round. More specifically, the outage probability is expressed as

$$P_{\text{out}} = \Pr \left\{ \log_2 \left( 1 + \text{SNR} \sum_{i=1}^{M} z_i \right) < R \right\} = \epsilon,$$  \hspace{1cm} (20)

where $M$ denotes the limit on the maximum number of HARQ rounds, reflecting the deadline constraint. Correspondingly, the transmission rate that guarantees an outage probability of $\epsilon$ can be expressed as

$$R = \log_2 \left( 1 + F_{M}^{-1}(\epsilon) \text{SNR} \right),$$  \hspace{1cm} (21)

\footnote{In the remainder of the paper, especially when $\theta$ is fixed and derivatives with respect to SNR are considered, we generally express average arrival rate and effective capacity only as a function of SNR explicitly as $r_{\text{avg}}(\text{SNR})$ and $C_E(\text{SNR})$, respectively, and suppress $\theta$ in order to avoid cumbersome expressions.}
where \(F^{-1}_M\) is the inverse cumulative distribution function (CDF) of \(\sum_{i=1}^{M} z_i\). Specifically, for Rayleigh fading, \(\frac{2}{E\{z\}}\) \(\sum_{i=1}^{M} z_i\) follows a chi-square distribution with \(2M\) degrees of freedom; for Nakagami-\(m\) fading, \(\sum_{i=1}^{M} z_i\) follows a Gamma distribution with shape parameter \(Mm\) and scale parameter \(E\{z\}/m\).

Hence, using the above rate expression and the formulation in (15), we can express, for small \(\theta\), the throughput of the HARQ-CC scheme subject to an outage constraint \(\epsilon\) as

\[
\rho_{\text{avg}}(\text{SNR}) = \frac{\log_2(1 + F^{-1}_M(\epsilon) \cdot \text{SNR})}{\mu} - \frac{[\log_2(1 + F^{-1}_M(\epsilon) \cdot \text{SNR})]^2}{2\mu^2} \sigma^2 \theta
\]

(22)

In order to obtain the expressions of \(\mu\) and \(\sigma^2\), we first write the probability \(P\{\hat{T} = kM + t\}\) that the transmission of the first \(k\) messages have ended in failure due to the violation of the deadline constraint \(M\), and the \((k + 1)\)th message is successfully transmitted after \(t \leq M\) HARQ rounds as follows:

\[
\Pr\{\hat{T} = kM + t\} = (\Pr\{T > M\})^k \Pr\{T = t\}
\]

(23)

where \(\hat{T}\) denotes the total duration of time spent for successful message transmission, which includes failed transmissions due to the deadline constraint, and \(T\) represents the random transmission time of each message. Above, \(\Pr\{T > M\}\) is equal to the outage probability of \(\epsilon\), and \(\Pr\{T = t\}\) can be expressed as

\[
\Pr\{T = t\} = \Pr\{T \leq t\} - \Pr\{T \leq t - 1\}
\]

(24)

\[
= \Pr\left\{ \log_2 \left( 1 + \text{SNR} \sum_{i=1}^{t} z_i \right) \geq R \right\} - \Pr\left\{ \log_2 \left( 1 + \text{SNR} \sum_{i=1}^{t-1} z_i \right) \geq R \right\}
\]

(25)

\[
= \Pr\left\{ \sum_{i=1}^{t} z_i \geq F^{-1}_M(\epsilon) \right\} - \Pr\left\{ \sum_{i=1}^{t-1} z_i \geq F^{-1}_M(\epsilon) \right\}
\]

(26)

\[
= F_{t-1} \left( F^{-1}_M(\epsilon) \right) - F_t \left( F^{-1}_M(\epsilon) \right)
\]

(27)

where \(F_t\) is the CDF of \(\sum_{i=1}^{t} z_i\). Now, (23) can be expressed as

\[
\Pr\{\hat{T} = kM + t\} = \epsilon^k \left( F_{t-1} \left( F^{-1}_M(\epsilon) \right) - F_t \left( F^{-1}_M(\epsilon) \right) \right).
\]

(28)

Having determined the distribution of \(\hat{T}\), we can express the expected value and variance of \(\hat{T}\). The expected
value $\mathbb{E}\{\hat{T}\} = \mu$ can be found as

\[
\mu = \sum_{t=1}^{\infty} \hat{t} \Pr\{\hat{T} = \hat{t}\}
\]

\[= \sum_{t=1}^{M} \sum_{k=0}^{\infty} (kM + t) \Pr\{\hat{T} = kM + t\} \tag{29}\]

\[= \sum_{t=1}^{M} \left( \sum_{k=0}^{\infty} (kM + t) \varepsilon^k \Pr\{T = t\} \right) \tag{30}\]

\[= \sum_{t=1}^{M} \left( t \Pr\{T = t\} \sum_{k=0}^{\infty} \varepsilon^k + M \Pr\{T = t\} \sum_{k=0}^{\infty} k \varepsilon^k \right) \tag{31}\]

\[= \frac{1}{1 - \varepsilon} \sum_{t=1}^{M} t \Pr\{T = t\} + \frac{M \varepsilon}{(1 - \varepsilon)^2} \sum_{t=1}^{M} \Pr\{T = t\} \tag{32}\]

\[= \frac{1}{1 - \varepsilon} \sum_{t=1}^{M} t \Pr\{T = t\} + \frac{M \varepsilon}{1 - \varepsilon}. \tag{33}\]

Above, in (30), we replace $\hat{t}$ by $kM + t$ and sum over both $k$ and $t$ in order to more explicitly address possible violations of maximum retransmission limit before successful packet transmission. Noting that $\sum_{k=0}^{\infty} \varepsilon^k = \frac{1}{1 - \varepsilon}$ and $\sum_{k=0}^{\infty} k \varepsilon^k = \frac{\varepsilon}{(1 - \varepsilon)^2}$, (32) can be simplified to (33). Notice that $\sum_{t=1}^{M} \Pr\{T = t\} = \Pr\{T \leq M\}$ represents the probability that the transmission has been completed before violating the deadline constraint $M$, and hence is equal to $1 - \varepsilon$. Applying this fact to (33), we obtain (34).

Similarly, the variance of $\hat{T}$ is given by

\[
\sigma^2 = \mathbb{E}\{\hat{T}^2\} - \mu^2 \tag{35}\]

where

\[
\mathbb{E}\{\hat{T}^2\} = \sum_{t=1}^{\infty} \hat{t}^2 \Pr\{\hat{T} = \hat{t}\} \tag{36}\]

\[= \sum_{t=1}^{M} \left( \sum_{k=0}^{\infty} \varepsilon^k (kM + t)^2 \Pr\{T = t\} \right) \tag{37}\]

\[= \frac{1}{1 - \varepsilon} \sum_{t=1}^{M} t^2 \Pr\{T = t\} + \frac{2M \varepsilon}{(1 - \varepsilon)^2} \sum_{t=1}^{M} t \Pr\{T = t\} \tag{38}\]

\[+ \frac{M^2 \varepsilon(1 + \varepsilon)}{(1 - \varepsilon)^2}.
\]

Akin to the steps applied from (29) to (34), we again sum over $kM + t$ in (37), and then compute several
summation terms with respect to $k$. Subsequently, using the fact that $\sum_{t=1}^{M} \Pr\{T = t\} = 1 - \varepsilon$, we obtain (38).

**Remark 1.** For Rayleigh fading, the expressions above can further be simplified using the relationship between the Poisson distribution and chi-square distribution [15]. More specifically, the retransmission time $T - 1$ follows a Poisson distribution and hence we have

$$\Pr\{T = t\} = \frac{\lambda^{(t-1)}}{(t-1)!} e^{-\lambda},$$

where $\lambda = \frac{1}{E\{z\}} F^{-1}_{M}(\varepsilon)$. Inserting (39) into (23), we derive $\Pr\{\hat{T} = kM + t\}$ as

$$\Pr\{\hat{T} = kM + t\} = \varepsilon^k \frac{\lambda^{(t-1)}}{(t-1)!} e^{-\lambda}.$$  

(40)

Hence, inserting (39) into the expressions of $\mu$ and $\sigma^2$, we can further simplify their expressions as follows:

$$\mu = \frac{1}{1 - \varepsilon} \sum_{t=1}^{M} \frac{t \lambda^{(t-1)}}{(t-1)!} e^{-\lambda} + \frac{M \varepsilon}{1 - \varepsilon},$$

(41)

$$\sigma^2 = \frac{1}{1 - \varepsilon} \sum_{t=1}^{M} \frac{t^2 \lambda^{(t-1)}}{(t-1)!} e^{-\lambda} - \frac{1}{(1 - \varepsilon)^2} \left( \sum_{t=1}^{M} \frac{t \lambda^{(t-1)}}{(t-1)!} e^{-\lambda} \right)^2 + \frac{M^2 \varepsilon}{(1 - \varepsilon)^2}.$$  

(42)

Note that the expressions of $\mu$ and $\sigma^2$ do not depend on the QoS exponent $\theta$. In the following result, we characterize the energy efficiency in the low SNR regime for small $\theta$.

**Theorem 1.** For small QoS exponent $\theta$, the minimum energy per bit and wideband slope of the HARQ-CC scheme with the outage constraint $\varepsilon$ are given, respectively, by

$$\frac{E_b}{N_0 \min} = \frac{\mu \log_2 \frac{2}{F^{-1}_{M}(\varepsilon)}}{\frac{1}{\sigma^2 + \mu^2 \log_2 2}},$$

(43)

$$S_0 = \frac{2 \mu \log_2 \frac{2}{\sigma^2 + \mu^2 \log_2 2}}{\frac{1}{\sigma^2 \theta + \mu^2 \log_2 2}},$$

(44)

where $\mu$ and $\sigma^2$ are given by (34) and (38), respectively.

**Proof:** See Appendix A.

We immediately notice that the minimum energy per bit $\frac{E_b}{N_0 \min}$ does not depend on the QoS exponent $\theta$, and hence is not affected by the presence of QoS constraints. On the other hand, via $\mu$ and $F^{-1}_{M}(\varepsilon)$, $\frac{E_b}{N_0 \min}$
is a function of the deadline constraint $M$ and the outage limit $\epsilon$. This dependence will be explored in the numerical results. We further notice that the wideband slope $S_0$ diminishes with increasing $\theta$. Hence, stricter QoS constraints lead to smaller slopes, increasing the energy per bit requirements at the same throughput level.

B. Energy Efficiency of HARQ-CC with ON-OFF Discrete-Time Markov Source

When the arrival rate $a_i$ is not constant, the computation of the throughput is more involved. Generally, we need to express the LMGFs of the random arrival processes and random departure processes (or equivalently random wireless transmissions), and then solve (10) in order to determine the maximum average arrival rate $r_{avg}$ that can be supported by the wireless transmissions under statistical queuing constraints. In these cases, derivation of the minimum bit energy and wideband slope only involves the first and second order derivatives of $r_{avg}$ evaluated at $\text{SNR} = 0$, which can be obtained easily by taking the derivatives of both sides of (10) and letting $\text{SNR} \to 0$. In this subsection, we analyze the energy efficiency of HARQ-CC with fixed outage probability when we have ON-OFF discrete-time Markov sources.

In this case, the Markov source only has two states, namely, ON and OFF states. We define state 1 as the OFF state, in which the source keeps silent. When the source is in ON state, or equivalently state 2, the arrival rate is $a_i = r$ (bit/s/Hz). The state transition probability matrix of this Markov source can be written as

$$\mathbf{G} = \begin{pmatrix} p_{11} & p_{12} \\ p_{21} & p_{22} \end{pmatrix},$$

(45)

where $p_{11}$ and $p_{22}$ denote the probabilities that the source remains in the same state (OFF and ON states, respectively) in the next time block, and $p_{12}$ and $p_{21}$ are the probabilities that source will transition to a different state in the next time block. Using the properties of Markov processes, we can express the probability of the ON state as

$$P_{ON} = \frac{1 - p_{11}}{2 - p_{11} - p_{22}}.$$  

(46)

Then, the average arrival rate of this ON-OFF Markov source is

$$r_{avg} = r P_{ON} = r \frac{1 - p_{11}}{2 - p_{11} - p_{22}}.$$  

(47)

Since the departure and arrival processes at the transmitter are independent, the expressions of $\mu$ and $\sigma^2$ in (34) and (38) are still valid for this case.
Theorem 2. For small QoS exponent $\theta$ and ON-OFF discrete-time Markov source, the minimum energy per bit and wideband slope of the HARQ-CC scheme with the outage constraint $\epsilon$ are given, respectively, by

$$\frac{E_b}{N_0 \min} = \frac{\mu \log_e 2}{F_M^{-1}(\epsilon)},$$  \hspace{1cm} (48)$$

$$S_0 = \frac{2 \log_e 2}{\sigma^2 \theta + \mu^2 \log_e 2} + \theta \zeta,$$ \hspace{1cm} (49)

where $\mu$ and $\sigma^2$ are given by (34) and (38), respectively, and $\zeta$ is defined as

$$\zeta = \frac{(1 - p_{22})(p_{11} + p_{22})}{(1 - p_{11})(2 - p_{11} - p_{22})}.$$ \hspace{1cm} (50)

Proof: See Appendix B.

From Theorem 2, we observe that source randomness does not have any influence on the minimum energy per bit. The minimum energy per bit shown in Theorem 2 is the same as in the case of constant-rate arrivals. Source burstiness has influence only on the wideband slope. Compared with the constant arrival case, there is an additional term $\theta \zeta$ in the denominator. Since both of $p_{11}$ and $p_{22}$ are between 0 and 1, it is easy to verify that $\theta \zeta \geq 0$, which means that source burstiness always degrades the wideband slope and makes the system less energy-efficient. When $P_{ON} = 1$, we have $\zeta = 0$, which corresponds to the constant arrival case, and the results in Theorem 2 specialize to those in the case of the constant-rate arrivals.

C. Energy Efficiency of HARQ-CC with ON-OFF Fluid Markov Source

In this section, we consider the ON-OFF fluid Markov sources. Different from the discrete-time Markov source whose state does not change in a given time block and state transitions occur in discrete time steps, fluid Markov source may stay in a state over a continuous duration of time. In other words, the source can change its state at any time. Here, the definitions of ON and OFF states are the same as for the ON-OFF discrete-time source. The generating matrix of this continuous-time Markov process is given by

$$G = \begin{pmatrix} -\alpha & \alpha \\ \beta & -\beta \end{pmatrix},$$ \hspace{1cm} (51)

and the ON state probability is $P_{ON} = \frac{\alpha}{\alpha + \beta}$. In this case, the average arrival rate is

$$r_{avg} = rP_{ON} = r\frac{\alpha}{\alpha + \beta}.$$ \hspace{1cm} (52)
Using a similar approach as for the discrete-time Markov source, we can find the minimum energy per bit and wideband slope for the ON-OFF fluid Markov source as in the following result.

**Theorem 3.** For small QoS exponent $\theta$ and ON-OFF fluid Markov source, the minimum energy per bit and wideband slope of the HARQ-CC scheme with the outage constraint $\epsilon$ are given, respectively, by

\[
\frac{E_b}{N_{0\text{min}}} = \frac{\mu \log_e 2}{F^{-1}_M(\epsilon)},
\]

\[
S_0 = \frac{\sigma^2 \theta + \mu^2 \log_e 2}{\mu} + \frac{2 \theta \beta}{\alpha(\alpha + \beta)}.
\]

where $\mu$ and $\sigma^2$ are given by (34) and (38), respectively.

**Proof:** See Appendix C.

Similar to the ON-OFF discrete-time Markov source, we notice that source burstiness does not change the minimum energy per bit, and it only results in the addition of the positive term $\frac{2 \theta \beta}{\alpha(\alpha + \beta)}$ in the denominator of the wideband slope expression in (54). When $P_{ON} = 1$, arrival rates become constant, and this additional term vanishes. Therefore, source burstiness has again a negative influence on the energy efficiency.

**D. Energy Efficiency of HARQ-CC with ON-OFF Markov Modulated Poisson Sources (MMPS)**

In this subsection, we investigate the energy efficiency of ON-OFF MMPS models whose arrival rates are described as a Poisson process with intensity $\nu$ in the ON state while there is no arrival in the OFF state. State transitions are governed by a continuous-time Markov chain as in the Markov fluid model. However, compared to the ON-OFF Markov fluid source analyzed in Section IV-C, MMPS can be seen to have a higher degree of burstiness since its arrival rate, rather than being a constant, is random in the ON state. Here, the expressions of the generating matrix and ON state probability are the same as in Section IV-C. In this case, the average arrival rate is

\[
r_{\text{avg}} = \nu P_{ON} = \nu \frac{\alpha}{\alpha + \beta},
\]

where $\nu$ is the Poisson intensity in the ON state. The following result identifies the the minimum energy per bit and wideband slope for the ON-OFF MMPS models.

**Theorem 4.** For small QoS exponent $\theta$ and ON-OFF MMPS, the minimum energy per bit and wideband
slopes of the HARQ-CC scheme with the outage constraint $\epsilon$ are given, respectively, by

$$\frac{E_b}{N_{0 \min}} = \frac{e^\theta - 1}{\theta} \frac{\mu \log_2 2}{F_{M}^{-1}(\epsilon)},$$  \hspace{1cm} (56)$$

$$S_0 = \frac{\theta}{e^\theta - 1} \frac{\sigma^2 \theta + \mu^2 \log_2 2}{\mu} + \frac{2 \theta}{\alpha(\alpha+\beta)},$$ \hspace{1cm} (57)

where $\mu$ and $\sigma^2$ are given by (34) and (38), respectively.

\textbf{Proof:} See Appendix D. \hfill \blacksquare

Comparing the results of Theorems 3 and 4, we notice that Poisson arrival model leads to the introduction of the additional factor of $\frac{\theta}{e^\theta - 1}$ in the expressions of the minimum energy per bit and wideband slope. For $\theta \geq 0$, we have $\frac{\theta}{e^\theta - 1} \leq 1$, resulting in a larger minimum energy per bit and smaller wideband slope for the ON-OFF MMPS compared to those for the ON-OFF Markov fluid source. Since the factor $\frac{\theta}{e^\theta - 1}$ is a decreasing function of $\theta$, the performance gap grows further as the queuing constraint gets stricter. Moreover, as a stark contrast to the observations in Sections IV-B and IV-C, the minimum energy per bit depends on $\theta$ when MMPS arrival model is considered.

V. ENERGY EFFICIENCY OF HARQ-CC SCHEME WITH OPTIMAL TRANSMISSION RATE

In this section, instead of maintaining a fixed outage probability, we study the energy efficiency of the HARQ-CC scheme with the optimal transmission rate, which maximizes the effective capacity. Because the fixed rate only has influence on the LMGF of the departure process, or equivalently the effective capacity, it is very easy to verify that the optimal transmission rate that maximizes the effective capacity also maximizes the average arrival rate and hence the system throughput. It can be easily seen that as $R \rightarrow 0$, effective capacity $C_E(SNR) \rightarrow 0$. Moreover, as $R \rightarrow \infty$, then we again have $C_E(SNR) \rightarrow 0$ since transmission failures after $M$ HARQ rounds and hence outage events occur more and more frequently with increasing $R$, lowering the throughput. Therefore, there exists a finite optimal rate, $R^*(SNR)$, which maximizes the effective capacity. Assume that $R^*(SNR)$ has the following first-order expansion at $SNR = 0$

$$R^*(SNR) = a \cdot SNR + o(SNR)$$ \hspace{1cm} (58)

where $a$ is the value of the first derivative of $R^*(SNR)$ with respect to $SNR$ at $SNR = 0$. Given this optimal transmission rate, the outage probability can be expressed as

$$\epsilon(SNR) = \Pr \left\{ \log_2 \left( 1 + SNR \sum_{i=1}^{M} z_i \right) < R^*(SNR) \right\}$$
\[ F_M \left( \frac{2^{R^*(\text{SNR})} - 1}{\text{SNR}} \right), \quad (59) \]

whose limit as SNR vanishes is

\[ \lim_{\text{SNR} \to 0} \varepsilon(\text{SNR}) = F_M(a \log_e 2). \quad (60) \]

The expression in (59) shows that the outage probability is a monotonic increasing function of the transmission rate for fixed SNR. Hence, we can see that searching for the optimal rate for a certain SNR is equivalent to searching for the optimal outage probability.

We initially start with the constant-rate arrival model. In this case, the throughput \( r_{\text{avg}} \) is equal to the effective capacity \( C_E \). Now, given the optimal rate, we can characterize the effective capacity for small \( \theta \) as

\[ C_E(\text{SNR}) = \frac{R^*(\text{SNR})}{\mu} - \frac{(R^*(\text{SNR}))^2 \sigma^2 \theta}{2\mu^3}. \quad (61) \]

In order to find \( \mu \) and \( \sigma^2 \), we first derive the probability \( \Pr\{\hat{T} = k M + t\} \) by following similar steps as in Section IV:

\[ \Pr\{\hat{T} = k M + t\} = (\Pr\{T > M\})^k \Pr\{T = t\} 
\]

\[ = \varepsilon^k \Pr\{T = t\} 
\]

\[ = \varepsilon^k \left\{ \Pr\left( \sum_{i=1}^{t} z_i \geq \frac{2^{R^*(\text{SNR})} - 1}{\text{SNR}} \right) - \Pr\left( \sum_{i=1}^{t-1} z_i \geq \frac{2^{R^*(\text{SNR})} - 1}{\text{SNR}} \right) \right\} \]

\[ = \varepsilon^k (F_{L-1}(F^{-1}_M(\varepsilon)) - F_t(F^{-1}_M(\varepsilon))) \quad (62) \]

where \( \varepsilon \) is given by (59).

**Remark 2.** If we further assume Rayleigh fading channel, then the probability mass function (pmf) of \( \hat{T} \) can be simplified according to the relationship between Poisson distribution and chi-square distribution [15]. This is similar to Remark [7] and the simplified result is given by

\[ \Pr\{\hat{T} = k M + t\} = \varepsilon^k \frac{\lambda^{t-1}}{(t-1)!} e^{-\lambda}, \quad (63) \]

where \( \lambda(\text{SNR}) = \frac{2^{R^*(\text{SNR})} - 1}{E\{z\} \text{SNR}} \) and \( \lim_{\text{SNR} \to 0} \lambda(\text{SNR}) = \frac{a}{E\{z\} \log_e 2} \).

By plugging the pmf in (63) into (34) and (38), \( \mu \) and \( \sigma^2 \) can be found, respectively. Different from the analysis in Section IV, \( \mu \) and \( \sigma^2 \) now depend on SNR. In the following, we provide a characterization of the minimum energy per bit for the constant-rate arrival model.

**Theorem 5.** For small QoS exponent \( \theta \) and constant-rate arrivals, the minimum energy per bit of the
HARQ-CC scheme with optimal transmission rate is given by

\[
\frac{E_b}{N_0\min} = \frac{\mu(0)}{\alpha} \tag{64}
\]

where \( \mu(0) \) is the value of \( \mu(\text{SNR}) \) evaluated at zero SNR, \( \mu(\text{SNR}) \) is given in (34), and \( \alpha \) is the first derivative of \( R^*(\text{SNR}) \) with respect to SNR at SNR = 0.

Proof: See Appendix E. ■

For the case of the optimal rate scheme, we note that most of the analysis remains in the same form as that of the fixed outage probability case, and the only difference is that the outage probability is a function of SNR. Next, we consider Markov source models.

**Theorem 6.** For small QoS exponent \( \theta \), the minimum energy per bit of the HARQ-CC scheme with optimal transmission rate is given by

\[
\frac{E_b}{N_0\min} = \frac{\mu(0)}{\alpha} \tag{65}
\]

for both discrete-time and fluid ON-OFF Markov sources, and is given by

\[
\frac{E_b}{N_0\min} = \frac{e^\theta - 1}{\theta} \frac{\mu(0)}{\alpha} \tag{66}
\]

for the ON-OFF MMPS.

In the above expressions, \( \mu(0) \) is the value of \( \mu(\text{SNR}) \) evaluated at zero SNR, \( \mu(\text{SNR}) \) is given in (34), and \( \alpha \) is the first derivative of \( R^*(\text{SNR}) \) with respect to SNR at SNR = 0.

Proof: See Appendix F. ■

From Theorems 5 and 6, we conclude that source burstiness does not affect the minimum energy per bit for both ON-OFF discrete Markov and ON-OFF Markov fluid sources. On the other hand, for the ON-OFF MMPS, the Poisson property leads to the presence of the factor \( \frac{e^\theta - 1}{\theta} \) in the expression of the minimum energy per bit, indicating lower energy efficiency compared to that of ON-OFF Markov fluid sources. This is a similar observation as in the fixed outage probability case and can again be attributed to the more bursty nature of MMPS.

VI. Numerical Results

In this section, we present numerical results to illustrate the energy efficiency of HARQ-CC in the presence of QoS constraints. In the first subsection, numerical results for the constant-rate arrival model are provided.
to demonstrate the influence of the deadline constraint $M$ and outage probability $\epsilon$. In the second subsection, we concentrate on the impact of random arrivals and source burstiness. Within this section, unless mentioned explicitly, QoS exponent is set to $\theta = 0.1$.

A. Constant Arrival Models

In this subsection, we analyze the energy efficiency of HARQ-CC scheme with fixed transmission rate and constant arrival rate. Making use of the characterizations in [8], we also numerically evaluate the performance of HARQ-IR. In the simulations, we consider Rayleigh fading channel with exponentially distributed fading power having a mean value of $\mathbb{E}\{ z \} = 1$.

In Fig. 2, we plot the maximum average arrival rate $r_{\text{avg}}$ (or equivalently throughput) as a function of the energy per bit $E_b/\mathcal{N}_0$ for HARQ-CC and HARQ-IR schemes under two different outage constraints $\epsilon$ and deadline constraints $M$. Since the expected value $\mu$ and variance $\sigma^2$ of the random transmission time are not available in closed-form for HARQ-IR, throughput for this case is evaluated numerically. Analytical throughput curves for HARQ-CC are also validated via Monte Carlo simulations with $20 \times 10^6$ samples. We notice that analytical and simulation results agree perfectly. In the figure, it is seen that HARQ-CC and HARQ-IR schemes approach the same minimum energy per bit under the same outage and deadline constraints. An intuitive explanation of this observation is that for vanishingly small $x$, we have $\log_2(1+x) \sim x \log_2 e$. Hence, for low SNR values, we have $\sum_i \log_2 (1 + \text{SNR} z_i) \sim \text{SNR} \sum_i z_i \log_2 e$ and $\log_2 (1 + \text{SNR} \sum_i z_i) \sim \text{SNR} \sum_i z_i \log_2 e$, indicating that these two HARQ schemes are expected to have similar performances at vanishingly small SNR values. We also observe that HARQ-IR has a higher wideband slope. Hence, at low but nonzero values of SNR, HARQ-IR provides better energy efficiency compared to HARQ-CC.

In Fig. 3, we display the minimum energy per bit $E_b/\mathcal{N}_0_{\text{min}}$ and wideband slope $S_0$ of HARQ-CC as a function of the outage probability constraint $\epsilon$ for three different values of the deadline constraint $M$. Recall that minimum energy per bit does not depend on the QoS constraints while wideband slope does. We consider two different QoS exponents for the wideband slope. For higher values of $\theta$ under the same deadline constraint $M$, we have smaller wideband slopes as expected since higher values of $\theta$ indicate stricter QoS constraints. It is observed from the figure that the minimum energy per bit first decreases with increasing $\epsilon$ and then starts increasing after a certain threshold point. On the other hand, wideband slope always decreases with increasing $\epsilon$. In Fig. 4 the minimum energy per bit and wideband slope are plotted as a function of the deadline constraint $M$ for the HARQ-CC scheme. It is seen that both the minimum energy per bit and wideband slope decrease with increasing $M$. Hence, by reducing the minimum energy
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Fig. 2: Maximum average arrival rate $r_{\text{avg}}$ vs. energy per bit $E_b/N_0$

Outage probability $\epsilon$

Fig. 3: Minimum energy per bit $E_b/N_{0\text{min}}$ and wideband slope $S_0$ vs. outage probability $\epsilon$
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Fig. 4: Minimum energy per bit $E_b/N_{0\text{min}}$ and wideband slope $S_0$ vs. deadline constraint $M$
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Fig. 5: Maximum average arrival rate $r_{avg}$ vs. energy per bit $E_{b} N_{0}$

per bit, relaxed deadline constraints lead to improvements in energy efficiency in the vicinity of $E_{b} N_{0 \text{min}}$.

In Fig. 5, we display the maximum average arrival rate $r_{avg}$ as a function of the energy per bit $E_{b} N_{0}$ for HARQ-CC with fixed outage probability and also HARQ-CC with optimal transmission rate. In the case of fixed outage probability, the outage probability $\varepsilon$ is chosen such that $E_{b} N_{0 \text{min}}$ is smallest. In the other case, the optimal transmission rate which maximizes the effective capacity is chosen. As noted before, this is actually equivalent to optimizing the outage probability. Therefore, as expected, when $\text{SNR} \to 0$, both HARQ-CC with the optimal transmission rate and HARQ-CC with fixed outage probability achieve the same minimum energy per bit. However, HARQ-CC with the optimal transmission rate has a higher wideband slope. Therefore, when $\text{SNR}$ is small but nonzero, HARQ-CC with the optimal transmission rate outperforms and provides better energy efficiency.

B. Random Arrival Models

In this section, we investigate the impact of source randomness/burstiness on the energy efficiency. Within this subsection, we assume a Nakagami-$m$ fading channel with $m = 2$. Also, we assume $\mathbb{E} \{ z \} = 1$. For all fixed outage probability results, we fix $\varepsilon = 0.1$.

Fig. 6–Fig. 9 demonstrate the influence of source burstiness considering both ON-OFF discrete-time Markov and Markov fluid sources. Here we use the ON state probability $P_{ON}$ as a measure of source burstiness. We set $p_{11} + p_{22} = 1$ in the discrete-time Markov source model, and $\alpha + \beta = 1$ for the Markov fluid source. Under these assumptions, the Markov source with higher $P_{ON}$ has less burstiness.

First, we observe that minimum energy per bit does not depend on source burstiness, which has been proved analytically in previous sections. Also, we note that source burstiness makes the wideband slope
Fig. 6: Maximum average arrival rate $r_{\text{avg}}$ vs. energy per bit $\frac{E_b}{N_0}$ for ON-OFF discrete-time Markov source with fixed outage probability $\varepsilon = 0.1$.

Fig. 7: Maximum average arrival rate $r_{\text{avg}}$ vs. energy per bit $\frac{E_b}{N_0}$ for ON-OFF Markov fluid source with fixed outage probability $\varepsilon = 0.1$.

Fig. 8: Maximum average arrival rate $r_{\text{avg}}$ vs. energy per bit $\frac{E_b}{N_0}$ for ON-OFF discrete-time Markov source with optimal transmission rate.
From Theorems 2 and 3, we have seen that the impact of source burstiness and channel conditions are essentially separated. For both discrete-time and fluid models, the denominator of the wideband slope expressions in these theorems can be divided into two components. One can be called as the arrival component, which only depends on the arrival process, and the other can be called as the departure component, which only depends on the departure process at the buffer. In the discrete-time model, the arrival component is $\theta \zeta$, and the departure component is $\frac{\sigma^2 \theta + \mu^2 \log_2 \frac{\mu}{2}}{\mu}$; for Markov fluid model, the arrival component is $\frac{2 \theta \beta}{\alpha (\alpha + \beta)}$, and the departure component is $\frac{\sigma^2 \theta + \mu^2 \log_2 \frac{\mu}{2}}{\mu}$. When $P_{ON} = 1$, our random arrival model specializes to the constant-rate arrival model, and the formulas become the same as in the constant-rate arrival case, because the arrival components are equal to 0. This observation implies that our analysis on the influence of deadline constraints and outage probability for the constant-rate arrival case is applicable to the random arrival model. From Fig. 6 through Fig. 9 we notice that both the minimum energy per bit and wideband slope decrease as the deadline constraint $M$ increases, which agrees with our analysis in the previous subsection.

Although the impact of source burstiness and channel conditions are separate, we observe in Figs. 6 and 7 that the influence of source burstiness becomes smaller when $M$ increases. Since both of the arrival and departure components are in the denominator, when one component increases, the other one becomes less significant. When $M$ increases, the departure component becomes larger for both discrete-time and fluid
models. Therefore, we note that the effect of source burstiness becomes deemphasized as $M$ increases from 3 to 9.

In Figs. 8 and 9, we observe that for different $M$ values, the throughput curves with the same $P_{ON}$ are very close to each other. This implies that for sufficiently high SNR, the effect of the deadline constraint becomes very small. Since the outage probability approaches 0, when the transmitter has enough energy to complete the transmission within a short time, deadline constraint becomes insignificant.

Finally, in Figs. 10 and 11, we compare the performances of ON-OFF Markov fluid source and MMPS for both cases of fixed outage probability and optimal transmission rates. As mentioned in previous sections, compared to the the minimum energy per bit and wideband slope of the ON-OFF Markov fluid source,
the corresponding results for MMPS are scaled by the factor $e^{\theta - 1}/\theta$ and its reciprocal, respectively. When $\theta$ is close to 0, both $e^{\theta - 1}/\theta$ and its reciprocal approach 1. For this reason, the throughput curves of ON-OFF Markov fluid source and MMPS stay very close to each other in both figures when $\theta = 0.01$. As $\theta$ increases, the factor $e^{\theta - 1}/\theta$ grows, which leads to larger gap between the throughput curves of these two types of Markov sources. For instance, we can easily observe from Figs. 10 and 11 that there is a 0.44 dB difference between the corresponding minimum energy per bit values when $\theta = 0.2$.

VII. Conclusion

In this paper, we have analyzed the energy efficiency of the HARQ-CC scheme under outage, deadline, and statistical queuing constraints in the low-power and low-$\theta$ regimes by employing the notions of effective capacity and effective bandwidth from the stochastic network calculus while considering both constant-rate and random data arrivals to the buffer. First, we have determined the minimum energy per bit and wideband slope achieved with HARQ-CC for fixed outage probability and both constant-rate and Markov source models. From the results, we have shown that source burstiness does not affect the minimum energy per bit when ON-OFF discrete time and Markov fluid sources are considered. On the other hand, due to the Poisson arrivals and the resulting higher level of burstiness, MMPS is shown to have worse energy efficiency compared to the ON-OFF Markov fluid source. Moreover, among the considered arrival models, MMPS is the only source for which the minimum energy per bit depends on the QoS exponent $\theta$ and grows with stricter QoS constraints. In contrast to the characterizations regarding the minimum energy per bit, we have shown that wideband slope in all cases varies with the QoS exponent $\theta$ and source statistics. For instance, stricter queuing constraints (i.e., larger values of $\theta$) and increased source burstiness tend to lower the wideband slope, incurring loss in the energy efficiency. The impact of source burstiness is clearly identified with additional terms introduced in the denominators of the wideband slope expressions.

For the case in which the transmission rate is optimized, we have determined the minimum energy per bit in terms of the mean transmission time and transmission rate characteristics at vanishingly small SNR levels. Constant-rate, discrete-time Markov, and Markov fluid arrival models all lead to the same minimum energy per bit while MMPS results in a larger $E_b/N_0_{\text{min}}$ value.

Through numerical results, we have illustrated that while HARQ-IR and HARQ-CC achieve the same minimum energy per bit, HARQ-IR outperforms HARQ-CC at low but nonzero SNR levels due to having a higher wideband slope. In the numerical analysis, we have also investigated the interactions between deadline constraints, target outage probability, QoS constraints, source burstiness, and energy efficiency.
APPENDIX A

PROOF OF THEOREM 1

Proof: In order to derive the minimum energy per bit and wideband slope expressions, we need to obtain the first and second derivatives of \( r_{\text{avg}}(\text{SNR}) \) with respect to \( \text{SNR} \) at zero \( \text{SNR} \). For the constant-rate arrival model, \( r_{\text{avg}} \) is given by (15). In this regard, the first and second derivatives of \( r_{\text{avg}}(\text{SNR}) \) with respect to \( \text{SNR} \), are given, respectively, by

\[
\dot{r}_{\text{avg}}(\text{SNR}) = \frac{F_{M}^{-1}(\varepsilon)}{(1 + F_{M}^{-1}(\varepsilon)\text{SNR})\mu \log_{e} 2} - \frac{F_{M}^{-1}(\varepsilon)\theta \sigma^{2} \log_{e}(1 + F_{M}^{-1}(\varepsilon)\text{SNR})^{2}}{(1 + F_{M}^{-1}(\varepsilon)\text{SNR}) \mu^{3} (\log_{e} 2)^{2}}, \tag{67}
\]

and

\[
\ddot{r}_{\text{avg}}(\text{SNR}) = \frac{(F_{M}^{-1}(\varepsilon))^{2} \theta \sigma^{2}}{(1 + F_{M}^{-1}(\varepsilon)\text{SNR})^{2} \mu (\log_{e} 2)^{2}} - \frac{(F_{M}^{-1}(\varepsilon))^{2}}{(1 + F_{M}^{-1}(\varepsilon)\text{SNR})^{2} \mu \log_{e} 2} - \frac{(F_{M}^{-1}(\varepsilon))^{2} \theta \sigma^{2} \log_{e}(1 + F_{M}^{-1}(\varepsilon)\text{SNR})}{(1 + F_{M}^{-1}(\varepsilon)\text{SNR})^{2} \mu^{3} (\log_{e} 2)^{2}}. \tag{68}
\]

Then, taking the limit as \( \text{SNR} \to 0 \) results in the following expressions:

\[
\dot{r}_{\text{avg}}(0) = \frac{F_{M}^{-1}(\varepsilon)}{\mu \log_{e} 2}, \tag{69}
\]

and

\[
\ddot{r}_{\text{avg}}(0) = -\frac{(F_{M}^{-1}(\varepsilon))^{2} (\theta \sigma^{2} + \mu^{2} \log_{e} 2)}{\mu^{3} (\log_{e} 2)^{2}}. \tag{70}
\]

Inserting the expressions in (69) and (70) into (17) and (18), the minimum bit energy in (43) and wideband slope in (44) are readily obtained.
APPENDIX B

PROOF OF THEOREM 2

Proof: From [16] and [8], the LMGF of the arrival process and the effective capacity of the departure process are given, respectively, by

\[
\Lambda_a(\theta) = \log_e \left( \frac{p_{11} + p_{22} e^{r\theta} + \sqrt{(p_{11} + p_{22} e^{r\theta})^2 - 4(p_{11} + p_{22} - 1)e^{r\theta}}}{2} \right)
\]

\[
C_E(SNR) = \frac{R}{\mu} - \frac{R^2 \sigma^2 \theta}{2 \mu^2}.
\]

(71)

Note that \( C_E = -\frac{1}{\theta} \Lambda_a(-\theta) \) is a linear function of the LMGF of the departure process. Plugging the characterizations in (71) into (10), we obtain

\[
\frac{1}{2} \left( p_{11} + p_{22} e^{r\theta} + \sqrt{(p_{11} + p_{22} e^{r\theta})^2 - 4(p_{11} + p_{22} - 1)e^{r\theta}} \right)
\]

\[= e^{\theta C_E(SNR)}. \]

(72)

Then, by taking the derivative of both sides with respect to \( SNR \) and evaluating as \( SNR \to 0 \), we have

\[
\dot{r}(0) \theta \left( \frac{p_{22}}{2} + \frac{p_{22}(p_{11} + p_{22}) - 2(p_{11} + p_{22} - 1)}{2(2 - p_{11} - p_{22})} \right) = \theta \dot{C}_E(0).
\]

(73)

In determining (73), we have used the fact that \( \lim_{SNR \to 0} r(SNR) = 0 \) and \( \lim_{SNR \to 0} C_E(SNR) = 0 \). Note that when the transmit power approaches 0, the departure rate should also go to 0, which in turn makes the effective capacity approach 0. To satisfy the queuing constraints, the arrival rate \( r \) in the ON state should also diminish to 0. From (73), we get

\[
\dot{r}(0) = \dot{C}_E(0) \left/ \left( \frac{p_{22}}{2} + \frac{p_{22}(p_{11} + p_{22}) - 2(p_{11} + p_{22} - 1)}{2(2 - p_{11} - p_{22})} \right) \right. \]

\[= \dot{C}_E(0)/P_{ON}. \]

(74)

(75)

In the proof of Theorem 1 we have shown that \( \dot{C}_E(0) = \frac{F^{-1}_M(\epsilon)}{\mu \log_e 2} \). Therefore, we can have the first order derivative of the throughput evaluated as \( SNR \) goes to 0 as

\[
\dot{r}_{avg}(0) = \dot{r}(0) P_{ON}
\]

(76)

\[= \dot{C}_E(0) \]

(77)

\[= \frac{F^{-1}_M(\epsilon)}{\mu \log_e 2}. \]

(78)
Similarly, by taking the second order derivatives of both sides of (72) with respect to SNR and evaluating as SNR → 0, we obtain

\[ \ddot{r}(0) = \frac{\theta \dot{C}_E(0) + \ddot{C}_E(0) - \dot{C}_E(0)^2 \theta (\zeta + 1)}{P_{ON}} \]  

(79)

where \( \zeta \) is defined in (50). In the proof of Theorem 1 we show that \( \ddot{C}_E(0) = -\frac{F_M^{-1}(\varepsilon)(\theta \sigma^2 + \mu^2 \log_e 2)}{\mu^3 (\log_e 2)^2} \). Therefore, we can find

\[ \ddot{r}_{avg}(0) = \ddot{r}(0) P_{ON} \]

\[ = \frac{F_M^{-1}(\varepsilon)^2}{(\mu \log_e 2)^2} \]  

(81)

Inserting the results in (78) and (81) into (17) and (18), we get the desired results shown in Theorem 2. 

**Appendix C**

**Proof of Theorem 3**

**Proof:** The proof is similar to the proof of Theorem 2. From [17], the LMGF of the arrival process of the ON-OFF Markov fluid source is given by

\[ \Lambda_\alpha(\theta) = \frac{1}{2} \left( \theta r - \alpha - \beta + \sqrt{(\theta r - \alpha - \beta)^2 + 4\alpha \theta r} \right). \]  

(82)

Plugging (82) into (10), taking the first and second order derivatives and evaluating as SNR → 0, we get

\[ \dot{r}(0) = \frac{\dot{C}_E(0)}{P_{ON}}, \]  

(83)

Using \( \dot{r}(0) \), we get \( \dot{r}_{avg}(0) \) as

\[ \dot{r}_{avg}(0) = \dot{r}(0) P_{ON} \]

\[ = \frac{\dot{C}_E(0)}{P_{ON}} \]

\[ = \frac{F_M^{-1}(\varepsilon)}{\mu \log_e 2}, \]  

(85)

Furthermore, we have

\[ \ddot{r}_{avg}(0) = \ddot{r}(0) \frac{\alpha}{\alpha + \beta} \]

\[ = \dot{C}_E(0) - \ddot{C}_E(0) \theta \frac{2 \beta}{\alpha(\alpha + \beta)}. \]  

(87)
\[
F_{-1}(\epsilon) = \left(\frac{\mu \log_e 2}{F_M(\epsilon)}\right)^2 \left(\frac{\theta \sigma^2 + \mu^2 \log_e 2}{\mu} + \frac{2\theta \beta}{\alpha(\alpha + \beta)}\right).
\tag{88}
\]

Inserting the results in (85) and (88) into (17) and (18), we obtain the desired results in Theorem 3.

\section*{Appendix D}

\textbf{Proof of Theorem 4}

\textit{Proof:} From (17), the LMGF of the arrival process of the ON-OFF MMPS is given by

\[
\Lambda_a(\theta) = \frac{1}{2} \left[ (e^\theta - 1) \nu - (\alpha + \beta) \right] + \frac{1}{2} \sqrt{[(e^\theta - 1) \nu - (\alpha + \beta)]^2 + 4\alpha \nu (e^\theta - 1)}.
\tag{89}
\]

Plugging (89) into (10), we can find

\[
\nu(\text{SNR}) = \frac{\theta \left[ \theta C_E(\text{SNR}) + \alpha + \beta \right]}{(e^\theta - 1) \left[ \theta C_E(\text{SNR}) + \alpha \right]} C_E(\text{SNR}).
\tag{90}
\]

Inserting (90) into (55), the throughput can be expressed as

\[
r_{\text{avg}}(\text{SNR}) = \nu P_{ON} = P_{ON} \frac{\theta \left[ \theta C_E(\text{SNR}) + \alpha + \beta \right]}{(e^\theta - 1) \left[ \theta C_E(\text{SNR}) + \alpha \right]} C_E(\text{SNR}).
\tag{91}
\]

Taking the first and second order derivatives and evaluating as \(\text{SNR} \to 0\), we get

\[
\dot{r}_{\text{avg}}(0) = P_{ON} \frac{\theta \alpha (\alpha + \beta)}{\alpha^2 (e^\theta - 1)} \dot{C}_E(0) = \frac{\theta}{e^\theta - 1} \dot{C}_E(0),
\tag{92}
\]

and

\[
\ddot{r}_{\text{avg}}(0) = \frac{\theta}{e^\theta - 1} \ddot{C}_E(0) - \frac{2\beta \theta^2}{(\alpha + \beta)(e^\theta - 1)} \dot{C}_E^2(0),
\tag{93}
\]

where \(\dot{C}_E(0) = \frac{F_{-1}(\epsilon)}{\mu \log_e 2}\) and \(\ddot{C}_E(0) = -\frac{F_{-1}(\epsilon)^2(\theta \sigma^2 + \mu^2 \log_e 2)}{\mu^2 (\log_e 2)^2}\). Inserting the results in (93) and (94) into (17) and (18), we obtain the desired results in Theorem 4.

\[\blacksquare\]
APPENDIX E

PROOF OF THEOREM 5

Proof: In order to determine the minimum energy per bit, we take the first derivative of $C_E(\text{SNR})$ in (61) with respect to $\text{SNR}$ and express it as

$$
\dot{C}_E(\text{SNR}) = \frac{\dot{R}^*(\text{SNR})\mu(\text{SNR}) - \dot{\mu}(\text{SNR})R^*(\text{SNR})}{(\mu(\text{SNR}))^2} - \frac{1}{4(\mu(\text{SNR}))^3} \left[ 2(\mu(\text{SNR}))^3(2R^*(\text{SNR})\dot{R}^*(\text{SNR})\sigma^2(\text{SNR})\theta + (R^*(\text{SNR}))^2\dot{\sigma}^2(\text{SNR})\theta) 
- 6(\mu(\text{SNR}))^2\mu(\text{SNR})(R^*(\text{SNR}))\dot{\sigma}^2(\text{SNR})\theta \right].
$$

(95)

where $\dot{R}^*(\text{SNR})$, $\dot{\mu}(\text{SNR})$, and $\dot{\sigma}^2(\text{SNR})$ denote the first derivatives of $R^*(\text{SNR})$, $\mu(\text{SNR})$, and $\sigma^2(\text{SNR})$ with respect to $\text{SNR}$. Next, we evaluate $\dot{C}_E(\text{SNR})$ in (95) at $\text{SNR} = 0$. By exploiting the facts that $R^*(\text{SNR}) \to 0$ when $\text{SNR} \to 0$, and $\dot{R}^*(0) = a$, and applying L'Hospital’s Rule, we can express, after some simplifications, $\dot{C}_E(0)$ as

$$
\dot{C}_E(0) = \frac{a}{\mu(0)}.
$$

(96)

For the constant-rate arrival model, we have $r_{\text{avg}} = C_E$. Therefore, inserting the above result into (17) provides the minimum energy per bit expression in (64).

APPENDIX F

PROOF OF THEOREM 6

Proof: For ON-OFF discrete Markov and Markov fluid sources, it is very easy to verify that (77) and (84) are still valid, and the only step we need to perform is to insert (96) into (77) and (84), which gives

$$
\dot{r}_{\text{avg}}(0) = \frac{a}{\mu(0)}.
$$

(97)

for both discrete and fluid ON-OFF Markov sources. Inserting this expression into (17) proves (65).

We can also verify that (93) is still valid for MMPS. Inserting (96) into (93), we obtain

$$
\dot{r}_{\text{avg}}(0) = \frac{\theta e^{\theta - 1}}{\mu(0)}.
$$

(98)

and

$$
\frac{E_b}{N_{0 \text{ min}}} = \frac{1}{\dot{r}_{\text{avg}}(0)} \frac{e^{\theta} - 1}{\mu(0)} \frac{\theta}{a},
$$

(99)

(100)
proving (66).
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