I. INTRODUCTION

Predicting the phase diagram of interacting quantum many-body systems constitutes a central problem in condensed matter and statistical physics [1,2]. Analytically solving a complex many-body problem is rarely possible, and instead numerical techniques have been developed to infer the thermodynamic properties of interacting quantum systems based on their finite-size scaling behavior. For example, powerful methods based on tensor networks [3–8] and neural networks [9–13] have recently been used to determine the spin-liquid phase of interacting lattice models [14–19] and explore superconductivity in systems of strongly interacting quantum particles [20–24]. Many numerical approaches rely on evaluating the average value of an order parameter or its Binder cumulant [25–28]. By contrast, systematic investigations of the fluctuations encoded in the higher cumulants of the order parameter have received less attention.

For classical equilibrium systems, the theoretical framework of Lee and Yang has been successful in explaining the occurrence of phase transitions [29–32]. Here, the central idea is to consider the zeros of the partition function in the complex plane of the control parameter, for example, the fugacity, an external magnetic field, or the inverse temperature [33]. For systems of finite size, the partition function is a sum of positive Boltzmann factors, which cannot vanish for real values of the control parameters. However, as the system size is increased, the zeros may approach the value on the real axis, where the system exhibits a phase transition and the free energy becomes nonanalytic in the thermodynamic limit. These ideas have found applications across a wide range of topics, including protein folding in biophysics [34–36], Bose-Einstein condensation in atomic physics [37–40], and quantum chromodynamics in high-energy physics [41–45]. Moreover, the Lee-Yang formalism has experienced a surge of interest, as it has been realized that partition function zeros are not only a theoretical concept [46–48]. They have also been determined in several recent experiments [49–52].

Based on these developments, the ideas of Lee and Yang have been extended to nonequilibrium phase transitions, both in classical [53,54] and quantum mechanical systems [55,56]. Recently, we have also taken steps towards a Lee-Yang theory of quantum phase transitions in interacting many-body systems [57], building on a cumulant method that makes it possible to determine the partition function zeros from the fluctuations of the order parameter in small systems [36,58–60]. For classical systems, the moments and cumulants of a thermodynamic observable can be related to the derivatives of the partition function with respect to the control parameter that couples to the observable, for example, energy and inverse temperature or magnetization and magnetic field. Moreover, from the high cumulants, it is possible to find the zeros of the partition function in the complex plane of the control parameter and determine their convergence points in the thermodynamic limit. However, due to noncommuting observables and quantum fluctuations, these relations break down for quantum systems. Therefore, we suggested in Ref. [57] instead to consider the zeros of the moment generating function of the order parameter in the complex plane of an auxiliary counting field [61]. As shown for one-dimensional spin lattices at zero temperature, the zeros can then be obtained from the high cumulants of the order parameter, and in the case of a quantum phase transition, the zeros approach the origin of the complex plane in the thermodynamic limit.
and briefly discuss its phase diagram. In Sec. III, we describe the quantum Ising model on a square lattice. We introduce the quantum Ising model with a finite-temperature formalism developed in Ref. [57] and the zero-temperature formalism developed in Ref. [57] and the quantum Ising model described by the Hamiltonian

\[ \hat{H} = -J \sum_{\langle i,j \rangle} \hat{\sigma}_i^z \hat{\sigma}_j^z - h \sum_i \hat{\sigma}_i^z, \]  

where \( \hat{\sigma}_i^z \) are the Pauli matrices for the spin on site \( i \) of the lattice. The coupling between neighboring spins is denoted by \( J \), while \( h \) is the strength of a transverse magnetic field. We focus on phase transitions in the two-dimensional quantum Ising model described by the Hamiltonian

\[ \hat{H} = -J \sum_{\langle i,j \rangle} \hat{\sigma}_i^z \hat{\sigma}_j^z - h \sum_i \hat{\sigma}_i^z, \]  

where \( \hat{\sigma}_i^z \) are the Pauli matrices for the spin on site \( i \) of the lattice. The coupling between neighboring spins is denoted by \( J \), while \( h \) is the strength of a transverse magnetic field. The first sum runs over all pairs of neighboring sites, which we indicate by \( \langle i, j \rangle \). To minimize edge effects, we impose periodic boundary conditions, while other boundary conditions are discussed in Appendix A.

The quantum Ising model on a square lattice has a known phase diagram with a quantum phase transition occurring around \( h_c \approx 3.04 J \) at zero temperature [65]. Above this critical field, the system is in a paramagnetic phase without spin order in the \( z \) direction, and instead the magnetic field forces the spins to point along the \( x \) axis. As the magnetic field is decreased and crosses the critical point, the system enters a symmetry-broken phase with a finite magnetization along the \( z \) direction. This ordered phase is destroyed as the temperature is increased, and in the absence of a magnetic field, the system undergoes a thermal phase transition at the transition temperature \( T_c = 2J/\ln(1 + \sqrt{2}) \approx 2.27 J \) with vanishing magnetization above the critical temperature [66], taking \( k_B = 1 \) throughout this work. Figure 1(d) shows the phase diagram for the quantum Ising model obtained with the Lee-Yang method developed below. As we will see, the phase diagram can be determined from the magnetization cumulants in surprisingly small lattices. Here, we find the phase diagram using numerical calculations of the magnetization and its fluctuations; however, in principle, these may also be measured and thereby allow for experimental predictions of phase diagrams using small lattices of coupled spins.

II. QUANTUM ISING MODEL

We focus on phase transitions in the two-dimensional quantum Ising model described by the Hamiltonian

\[ \hat{H} = -J \sum_{\langle i,j \rangle} \hat{\sigma}_i^z \hat{\sigma}_j^z - h \sum_i \hat{\sigma}_i^z, \]  

where \( \hat{\sigma}_i^z \) are the Pauli matrices for the spin on site \( i \) of the lattice. The coupling between neighboring spins is denoted by \( J \), while \( h \) is the strength of a transverse magnetic field. The first sum runs over all pairs of neighboring sites, which we indicate by \( \langle i, j \rangle \). To minimize edge effects, we impose periodic boundary conditions, while other boundary conditions are discussed in Appendix A.

The quantum Ising model on a square lattice has a known phase diagram with a quantum phase transition occurring around \( h_c \approx 3.04 J \) at zero temperature [65]. Above this critical field, the system is in a paramagnetic phase without spin order in the \( z \) direction, and instead the magnetic field forces the spins to point along the \( x \) axis. As the magnetic field is decreased and crosses the critical point, the system enters a symmetry-broken phase with a finite magnetization along the \( z \) direction. This ordered phase is destroyed as the temperature is increased, and in the absence of a magnetic field, the system undergoes a thermal phase transition at the transition temperature \( T_c = 2J/\ln(1 + \sqrt{2}) \approx 2.27 J \) with vanishing magnetization above the critical temperature [66], taking \( k_B = 1 \) throughout this work. Figure 1(d) shows the phase diagram for the quantum Ising model obtained with the Lee-Yang method developed below. As we will see, the phase diagram can be determined from the magnetization cumulants in surprisingly small lattices. Here, we find the phase diagram using numerical calculations of the magnetization and its fluctuations; however, in principle, these may also be measured and thereby allow for experimental predictions of phase diagrams using small lattices of coupled spins.

III. METHODS

A. Lee-Yang formalism

The starting point of our Lee-Yang formalism is the moment generating function of the order parameter

\[ \chi(s) = \frac{1}{Z} \text{Tr}[e^{-\beta \hat{H}} e^{s \hat{M}}], \]  

where \( Z = \text{Tr}[e^{-\beta \hat{H}}] \) is the canonical partition function, the inverse temperature is denoted by \( \beta = 1/T \), and we refer to \( s \) as the counting field. For the quantum Ising model, the order
parameter is the total magnetization
\[ \hat{M}_z = \sum_i \hat{s}_i^z, \]
and the moments of the magnetization can be obtained as
derivatives with respect to the counting field at \( s = 0 \),
\[ \langle \hat{M}_z^s \rangle = \partial_s^s \chi(s)|_{s=0}. \]
Moreover, we can define a cumulant generating function,
\[ \Theta(s) = \ln \chi(s), \]
which similarly delivers the cumulants as
\[ \{ \langle \hat{M}_z^s \rangle \} = \partial_s^s \Theta(s)|_{s=0}. \]
From these definitions, we obtain the first cumulants in terms
of the first moment as
\[ \theta(s) = \ln \Theta(s) = \beta h_{z,k} \]
showing that its zeros become directly related to the partition
function for finite-size systems is an entire function
of the form \[ 67,68 \]
where \( |s_k| = |s_k| e^{i\phi_k} \) and \( s_k^* = |s_k| e^{-i\phi_k} \) for complex conjugate pairs. Also, in the last
step, we used that for large cumulant orders the sum is dominated
by the pair of zeros, \( s_0 \) and \( s_0^* \), that are closest to \( s = 0 \).
The relative contributions from other zeros are suppressed as
\[ |s_0/s_k|^n, \]
and they can thus be omitted for high enough orders. Importantly, the closest zeros can be obtained from
Eq. (13) and expressed in terms of four consecutive cumulants as \[ 36,47,57–60 \]
\[ \text{Re}[s_0] \simeq \frac{n(n+1) \{ \langle \hat{M}_z^s \rangle \} |^2 (n-1) \{ \langle \hat{M}_z^{s+1} \rangle \}^2}{2(1 + 1/n) \{ \langle \hat{M}_z^{s+1} \rangle \}^2 - 2 \{ \langle \hat{M}_z^{s+2} \rangle \}}, \]
and
\[ |s_0|^2 \simeq \frac{n \{ \langle \hat{M}_z^s \rangle \}^2 - (n-1) \{ \langle \hat{M}_z^{s+1} \rangle \} \{ \langle \hat{M}_z^{s+2} \rangle \}}{\{ \langle \hat{M}_z^{s+1} \rangle \}^2/n - \{ \langle \hat{M}_z^{s+2} \rangle \} / (n + 1)}. \]
Thus, by measuring, simulating, or calculating the cumulants of
the magnetization, the Lee-Yang zeros can be determined from
these expressions. Moreover, if the odd cumulants vanish
due to symmetry reasons, we readily find \( \text{Re}(s_0) = 0 \) from
Eq. (14), and Eq. (15) simplifies to an expression for the
imaginary part reading \[ 59 \]
\[ \text{Im}(s_0) \simeq \sqrt{2n(2n+1)} \{ \langle \hat{M}_z^{2s} \rangle \}/|\langle \hat{M}_z^{s+2} \rangle|. \]
In fact, for the quantum Ising model, we easily identify the symmetry, \( \hat{U} \hat{H} \hat{U} = \hat{H} \), where the unitary operator \( \hat{U} = \prod_i \hat{D}_i \) flips all spins. Inserting identities of the form \( \hat{U} \hat{V} \hat{U} = \hat{V} \), in Eq. (2), we find \( \chi(s) = \chi(-s) \), since \( \hat{U} \hat{M} \hat{U} = -\hat{M} \), and also \( \Theta(s) = \Theta(-s) \), showing that all odd moments and cumulants vanish at any temperature.

### B. Numerical calculations

To determine the Lee-Yang zeros, we now have to evaluate the high moments and cumulants of the magnetization. Specifically, we need to calculate the moments,

\[
\langle \hat{M}_z^n \rangle = \partial_s^n \chi(s)|_{s=0} = \frac{1}{Z} \text{Tr}[\hat{M}_z^n e^{-\beta \hat{H}}],
\]

which subsequently are converted into cumulants using the standard recursive relation

\[
\langle \hat{M}_z^n \rangle = \langle \hat{M}_z^m \rangle - \sum_{m=1}^{n-1} \binom{n-1}{m-1} \langle \hat{M}_z^m \rangle \langle \hat{M}_z^{n-m} \rangle.
\]

At zero temperature, we find the moments as the ground state averages, \( \langle \hat{M}_z^n \rangle = \langle \Psi_0 | \hat{M}_z^n | \Psi_0 \rangle \), which we calculate based on tensor-network methods [62] with the ground state computed using the density matrix renormalization group (DMRG) method as implemented in ITensor [63]. Although the method was developed for one-dimensional systems with short-range interactions, we can represent the two-dimensional lattice using a snakelike path and find the ground state for lattice sizes up to \( L \times L = 8 \times 8 \) and bond dimensions up to \( \chi_m = 1000 \). To ensure numerical stability, the ground state is explicitly symmetrized using \( \hat{U} | \Psi_0 \rangle = | \Psi_0 \rangle \), and we verify that the cumulants have converged with increasing bond dimension.

Figure 2(a) shows zero-temperature cumulants of the magnetization as functions of the magnetic field for several different lattice sizes. For small system sizes, \( L \leq 4 \), our DMRG calculations are in good agreement with exact diagonalization (ED), providing an important check of our results. We have also ensured that the DMRG calculations have converged with respect to an increased bond dimension, implying that the matrix product state provides a faithful representation of the wave function despite the nonlocal couplings in the lattices (see also Appendix C). For large systems that are away from a phase transition, we expect the cumulant generating function and the cumulants to be linear in the system size, \( N = L \times L \). By contrast, in Fig. 2(a) we consider small lattices, and as we tune the magnetic field below its critical value of \( h_c \approx 3.04 J \), the cumulants scale as \( N^4 \times L^2 \), because these values are on the phase transition line between two ferromagnetic states with opposite magnetization.

To evaluate the moment and cumulants at finite temperatures within the tensor-network formalism, we rewrite the trace operation in Eq. (17) as an average with respect to the (unnormalized) pure state

\[
| u_0 \rangle = \bigotimes_{i=1}^{L^2} (| \uparrow \rangle_i | \uparrow \rangle_{\text{aux}} + | \downarrow \rangle_i | \downarrow \rangle_{\text{aux}} ),
\]

where the spin on each site, \( | \sigma \rangle_i \), is now entangled with an auxiliary spin that we denote by \( | \sigma \rangle_{\text{aux}} \). We can then “purify” the trace operation in Eq. (17) and write it as

\[
\langle \hat{M}_z^n \rangle = \frac{\langle u_0 | e^{-\beta \hat{H}} \hat{M}_z^n e^{-\beta \hat{H}} | u_0 \rangle}{\langle u_0 | e^{-\beta \hat{H}} | u_0 \rangle} = \frac{\langle u_{\beta/2} | \hat{M}_z^n | u_{\beta/2} \rangle}{\langle u_{\beta/2} | u_{\beta/2} \rangle},
\]

where \( | u_{\beta} \rangle = e^{-\beta \hat{H}} | u_0 \rangle \) and \( | u_{\beta} \rangle = e^{-\beta \hat{H}} | u_0 \rangle \) are states that have evolved in imaginary time given by the inverse

---

**FIG. 2.** Cumulants of the magnetization for different system sizes. (a) Magnetization cumulants calculated at zero temperature as functions of the magnetic field. We compare results obtained with DMRG and exact diagonalization (ED) up to system sizes of \( N = L \times L = 4 \times 4 \). (b) Magnetization cumulants as functions of the temperature with the magnetic field \( h/J = 2 \).
temperature. We have also used that the Hamiltonian and the operator for the total magnetization only act on the physical spins and not the auxiliary ones [69,70]. The time evolution in imaginary time then follows Ref. [71]. To reduce numerical errors, we explicitly implement powers of the magnetization, in imaginary time then follows Ref. [71]. To reduce numerical errors, we explicitly implement powers of the magnetization, in imaginary time then follows Ref. [71]. To reduce numerical errors, we explicitly implement powers of the magnetization, in imaginary time then follows Ref. [71].

The results correspond to the magnetic fields $h/J = 0.0, 0.5, 1.0, 1.5, 2.0, 2.5, 3.0, 3.5, 4.0$ and $T = 0$. (b) Extrapolated convergence point as a function of the magnetic field, both from exact diagonalization (ED) and from matrix product states (MPS) calculations, with the former being limited to $N \leq 5$. We find a critical field of about $h_c \approx 3.05 J$.
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**FIG. 3.** Finite-size scaling of the Lee-Yang zeros. (a) Extrapolation of Lee-Yang zeros to the thermodynamic limit based on Eq. (21), which is shown with lines. The results correspond to the magnetic fields $h/J = 0.0, 0.5, 1.0, 1.5, 2.0, 2.5, 3.0, 3.5, 4.0$ and $T = 0$. (b) Extrapolated convergence point as a function of the magnetic field, both from exact diagonalization (ED) and from matrix product states (MPS) calculations, with the former being limited to $L \leq 5$. We find a critical field of about $h_c \approx 3.05 J$.

IV. RESULTS

A. Zero temperature

We are now ready to extract the Lee-Yang zeros from the high cumulants of the magnetization and determine their convergence point in the thermodynamic limit of large system sizes. Specifically, we find the closest pair of Lee-Yang zeros, $s_0$ and $s_0^*$, for different system sizes, $L \times L$, and then extrapolate their convergence points, $s_{0,c}$ and $s_{0,c}^*$, in the limit $L \to \infty$, which are also known as the Lee-Yang edge singularities. At zero temperature, we determine the Lee-Yang zeros from the magnetization cumulants in the ground state obtained with DMRG. Due to the symmetries of the Hamiltonian, the Lee-Yang zeros are purely imaginary, and in Fig. 3(a) we show the imaginary part of the Lee-Yang zeros as a function of the (inverse) system size. To determine the convergence points of the Lee-Yang zeros, we assume the scaling form

$$\text{Im}(s_0) \approx \text{Im}(s_{0,c}) + \alpha L^{-\gamma}, \quad (21)$$

where $\alpha$ and $\gamma$ are constants. We expect this scaling behavior to hold for systems that are close to criticality, and we have found that it applies for the quantum Ising model in one dimension, where it also works well away from criticality [57]. Figure 3(a) shows this extrapolation for different values of the magnetic field, and we see that the scaling form fits the available data points well. We can thereby read off the convergence points of the Lee-Yang zeros in the thermodynamic limit. For large magnetic fields, the Lee-Yang zeros remain complex as there is no phase transition. By contrast, at lower fields, the Lee-Yang zeros converge to zero, signaling a quantum phase transition. To determine the critical value of the magnetic field, we show in Fig. 3(b) the convergence points of the Lee-Yang zeros as a function of the magnetic field close to its critical value. The extrapolated results from ED with maximum sizes of just $L = 5$ agree well with results from DMRG using $L$ up to 8. Above the critical point, the Lee-Yang zeros remain complex, and they only vanish as we lower the magnetic field and eventually reach the critical point, which we determine to be $h_c \approx 3.05 J$, which is in line with other numerical calculations [65]. Moreover, at criticality, we expect $\gamma$ to be related to the order parameter $\Delta$ and the dimension $d$ through the relation $\Delta = d - \gamma$ [57]. At criticality, we find $\gamma \approx 1.46$ and $\Delta \approx 0.54$ with $d = 2$, which is close to the best known value of $\Delta \approx 0.5181$ [72].

B. Finite temperatures

We can apply the same approach at finite temperatures. Specifically, we find the Lee-Yang zeros from the cumulants of the magnetization for a fixed magnetic field, but with different temperatures. This procedure is illustrated in Fig. 4(a), where we show the Lee-Yang zeros as a function of the system size up to $L = 6$. To determine the convergence point in the thermodynamic limit, we again use the interpolation form given by Eq. (21), and for the results in Fig. 4(a) with zero magnetic field, we find a critical temperature, which is close to the known expression $T_c = 2J \ln(1 + \sqrt{2}) \approx 2.27 J$. In Fig. 4(b), we have similarly determined the convergence points for different magnetic fields and temperatures. The points, where the curves reach $\text{Im}(s_{0,c}) = 0$, then correspond to the phase boundary in the phase diagram. Proceeding in this way, we can map out the phase boundary between the ordered and the disordered phases by considering different temperatures and magnetic fields.
FIG. 4. Finite-size scaling of the Lee-Yang zeros at finite temperatures. (a) Extrapolation of the Lee-Yang zeros to the thermodynamic limit based on Eq. (21), which is shown with lines. We consider the temperatures $T/J = 1.5, 2.0, 2.5, 3.0, 3.5, 4.0$ with the magnetic field being $h = 0$. (b) For fixed values of the magnetic field, we can determine the corresponding phase transition temperature and thereby construct the phase diagram of the quantum Ising model.

C. Phase diagram

Finally, we can assemble the full phase diagram of the quantum Ising model, which we show in Fig. 1(d) based on the results obtained with our cumulant method, both at zero and at finite temperatures. The results are in good agreement with the known phase diagram of the quantum Ising model on a square lattice, both for the critical field at zero temperature and the critical temperature for a vanishing magnetic field. We note, however, that it is hard to capture the phase boundary at low temperatures close to the critical magnetic field. In that regime, the required time evolution in imaginary time becomes very long, and the results get increasingly inaccurate. In this context, it is relevant to mention a few issues that require careful consideration when applying our cumulant method. Besides numerical inaccuracies, the determination of the Lee-Yang zeros based on Eq. (13) requires that high enough cumulant orders are used, so that the subleading Lee-Yang zeros can safely be neglected. Thus, one has to check that the results remain unchanged if the cumulant order is increased. Finally, we rely on the scaling ansatz in Eq. (21), and one should check it against as large system sizes as possible.

V. CONCLUSIONS

We have developed a Lee-Yang formalism for quantum phase transitions in interacting quantum many-body systems at finite temperatures. It thereby provides a link between the classical Lee-Yang theory of equilibrium phase transitions and a recent extension to quantum many-body phase transitions at zero temperature. Our methodology considers the zeros of the moment generating function in the complex plane of a counting field that couples to the order parameter. Importantly, in the case in which the system exhibits a phase transition, the zeros move towards the origin of the complex plane as the system size is increased and the thermodynamic limit is approached. The zeros can be determined from the fluctuations of the order parameter, which are encoded in the high cumulants of the order parameter statistics, which in principle are measurable. As a specific application, we have used our Lee-Yang method to construct the phase diagram of the quantum Ising model on a two-dimensional lattice using rather small system sizes combined with a finite-size extrapolation to the thermodynamic limit. To this end, we have employed tensor-network methods to evaluate the high cumulants of the magnetization on Ising lattices of finite size, and we have shown that it is possible to construct the phase diagram of the two-dimensional quantum Ising model. As an outlook on future directions, it may be important to develop methods for evaluating the high cumulants in larger two- and ultimately three-dimensional systems, for instance using neural network quantum states. In particular, it may be necessary to treat larger systems, when applying our Lee-Yang method to more complicated spin lattices that could include frustration between neighboring sites.
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APPENDIX A: BOUNDARY CONDITIONS

Throughout this work, we have imposed periodic boundary conditions to minimize edge effects. It is, however, interesting to investigate the influence of other boundary conditions, which could be important for the small lattices that we consider. Indeed, for a square lattice of size $L \times L$, the number of sites on the boundary is $4L - 4$, which implies that 75%
of the sites belong to the boundary for a lattice of size 4 × 4 and still nearly 50% for a lattice of size 8 × 8. Therefore, we expect significant effects of the boundary conditions for small lattices, while they should be less important in the thermodynamic limit. In Fig. 5, we show Lee-Yang zeros obtained with exact diagonalization for three different boundary conditions: periodic boundary conditions (PBC), cylindrical (semiopen) boundary conditions (CBC), and open boundary conditions (OBC). We see that the position of the Lee-Yang zeros for finite-size lattices depends on the boundary conditions. On the other hand, the extrapolation to the thermodynamic limit is less sensitive to the boundary conditions, and we have used periodic boundary conditions for all calculations in the main text of this paper, because they most closely mimic the conditions in the thermodynamic limit.

APPENDIX B: DETAILS OF MPS CALCULATIONS

Here, we present details of the MPS calculations used to obtain results at zero and finite temperatures.

At zero temperature, DMRG was used as implemented in the ITensor library in its Julia version [63]. The maximum bond dimension was chosen as $\chi_m = 1000$ and a cutoff of $10^{-9}$ was used. The ground state was converged with 25 sweeps, and the noise level was reduced from 1 to $10^{-8}$ over the first 13 sweeps. The two-dimensional lattice was mapped to a one-dimensional chain using a snakelike path, and periodic boundary conditions were imposed. The MPS calculations for the largest systems took less than 1 day on a regular computer node of a local cluster.

For the finite-temperature calculations, the TenPy library was used [69]. The state was modeled as a purification MPS with two physical indices per site. After initialization of the state at infinite temperature, it was time evolved using the $W^\Pi$ approximation to reach the target temperature [71]. The maximum bond dimension was chosen as $\chi_m = 500$, the cutoff was set to $10^{-10}$, and a time-step size of $\Delta \tau = 0.001$ was used. The calculations for the largest systems took about 1 week per value of $h/J$ on one node of a local cluster.

APPENDIX C: NUMERICAL CONVERGENCE

To check the numerical convergence of the Lee-Yang zeros with increasing bond dimension, we compare our results with exact diagonalization as shown in Fig. 6. In panel (a), we compare results obtained at zero temperature using DMRG and find good agreement with exact diagonalization for lattice sizes up to $L \times L = 5 \times 5$, which is the upper limit for our numerically exact calculations. A similar agreement is observed in panel (b), where we show results for finite temperatures obtained by combining matrix product state calculations with purification.

APPENDIX D: EXPLICIT EXPRESSION FOR $\hat{M}_z^n$

For the matrix product calculations, we explicitly implement the operator $\hat{M}_z^n$ rather than repeatedly applying $\hat{M}_z$. 

FIG. 5. Boundary conditions. We show Lee-Yang zeros for periodic boundary conditions (PBC), cylindrical (semiopen) boundary conditions (CBC), and open boundary conditions (OBC) for zero temperature and the magnetic field $h/J = 3.2$. The position of the Lee-Yang zeros for finite-size lattices depend on the boundary conditions, while the convergence point in the thermodynamic limit appears to be less sensitive.

FIG. 6. Numerical convergence. (a) Comparison of results based on exact diagonalization (ED) and DMRG with the bond dimension $\chi_m = 500$ and $\chi_m = 1000$ and the parameter values $T = 0$ and $h/J = 3.0$. (b) Lee-Yang zeros obtained with ED and results based on matrix product states combined with purification. The parameter values are $h/J = 2$ and $T/J = 1$. 
Any truncation errors appearing during the calculation of the higher moments can be avoided by using this matrix product 

\[
(M^n)_{\sigma_1\ldots\sigma_n,\sigma'_1\ldots\sigma'_n} = A^{(1)}_{\sigma_1,\sigma'_1} A^{(2)}_{\sigma_2,\sigma'_2} \cdots A^{(N)}_{\sigma_N,\sigma'_N},
\]

with the dots denoting matrix multiplication, and we have introduced the matrices \(A^{(i)}_{\sigma_i,\sigma'_i}\) with matrix elements

\[
(A^{(i)}_{\sigma_i,\sigma'_i})_{m,l} = \begin{cases} 
0, & l > m \\
\alpha_m \sigma^m_{\sigma_i,\sigma'_i}, & l = 1 \\
\sigma^m_{\sigma_i,\sigma'_i} / (m - l)!, & \text{otherwise,}
\end{cases}
\]

where we have defined

\[
\alpha_m = \prod_{k=1}^{m+1} (n + 1 - k), \quad m > 1 \text{ and } m \neq N + 1 \text{ otherwise,}
\]

and \(\sigma_i\) denotes the physical site index. For the first \(A\) matrix we take the last row of the matrix, while for the last \(A\) matrix just the first column, to obtain an operator in the end. For example, for \(n = 6\), we obtain, using the shorthand notation \(\sigma\) for \(\sigma_{\tau,\sigma,\tau'}\),

\[
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
720\sigma & 1 & 0 & 0 & 0 & 0 \\
360\sigma^2 & \sigma & 1 & 0 & 0 & 0 \\
120\sigma^3 & \frac{\sigma^2}{2} & \sigma & 1 & 0 & 0 \\
30\sigma^4 & \frac{\sigma^3}{6} & \frac{\sigma^2}{2} & \sigma & 1 & 0 \\
6\sigma^5 & \frac{\sigma^4}{24} & \frac{\sigma^3}{6} & \frac{\sigma^2}{2} & \sigma & 1 \\
\sigma^6 & \frac{\sigma^5}{120} & \frac{\sigma^4}{24} & \frac{\sigma^3}{6} & \frac{\sigma^2}{2} & \sigma & 1
\end{bmatrix}.
\]

---

[1] S. Sachdev, *Quantum Phase Transitions* (Cambridge University Press, Cambridge, UK, 2000).
[2] M. Vojta, Quantum phase transitions, *Rep. Prog. Phys.* **66**, 2069 (2003).
[3] S. R. White, Density Matrix Formulation for Quantum Renormalization Groups, *Phys. Rev. Lett.* **69**, 2863 (1992).
[4] S. R. White, Density-matrix algorithms for quantum renormalization groups, *Phys. Rev. B* **48**, 10345 (1993).
[5] S. Östlund and S. Rommer, Thermodynamic Limit of Density Matrix Renormalization, *Phys. Rev. Lett.* **75**, 3537 (1995).
[6] G. Vidal, Entanglement Renormalization, *Phys. Rev. Lett.* **99**, 220405 (2007).
[7] F. Verstraete, V. Murg, and J. I. Cirac, Matrix product states, projected entangled pair states, and variational renormalization group methods for quantum spin systems, *Adv. Phys.* **57**, 143 (2008).
[8] J. Jordan, R. Orús, G. Vidal, F. Verstraete, and J. I. Cirac, Classical Simulation of Infinite-Size Quantum Lattice Systems in Two Spatial Dimensions, *Phys. Rev. Lett.* **101**, 256002 (2008).
[9] G. Carleo and M. Troyer, Solving the quantum many-body problem with artificial neural networks, *Science* **355**, 602 (2017).
[10] D.-L. Deng, X. Li, and S. Das Sarma, Quantum Entanglement in Neural Network States, *Phys. Rev. X* **7**, 021021 (2017).
[11] I. Glasser, N. Pancotti, M. August, I. D. Rodriguez, and J. I. Cirac, Neural-Network Quantum States, String-Bond States, and Chiral Topological States, *Phys. Rev. X* **8**, 011006 (2018).
[12] J. Chen, S. Cheng, H. Xie, L. Wang, and T. Xiang, Equivalence of restricted Boltzmann machines and tensor network states, *Phys. Rev. B* **97**, 085104 (2018).
[13] F. Schindler, N. Regnault, and T. Neuport, Probing many-body localization with neural networks, *Phys. Rev. B* **95**, 245134 (2017).
[14] S. Yan, D. A. Huse, and S. R. White, Spin-liquid ground state of the $S=1/2$ Kagome Heisenberg antiferromagnet, *Science* **332**, 1173 (2011).
[15] S. Hu, W. Zhu, S. Eggert, and Y.-C. He, Dirac Spin Liquid on the Spin-1/2 Triangular Heisenberg Antiferromagnet, *Phys. Rev. Lett.* **123**, 207203 (2019).
[28] D. P. Landau and K. Binder, A Guide to Monte Carlo Simulations in Statistical Physics (Cambridge University Press, Cambridge, UK, 2014).
[29] T. D. Lee and C. N. Yang, Statistical Theory of Equations of State and Phase Transitions. II. Lattice Gas and Ising Model, Phys. Rev. B 106, 054402 (2022).

C. Binek, Density of Zeros on the Lee-Yang Circle Obtained from Magnetization Data of a Two-Dimensional Ising Ferromagnet, Phys. Rev. Lett. 81, 5644 (1998).
[30] X. Peng, H. Zhou, B.-B. Wei, J. Cui, J. Du, and R.-B. Liu, Experimental Observation of Lee-Yang Zeros, Phys. Rev. Lett. 114, 010601 (2015).
[31] K. Brandner, V. F. Maisi, J. P. Pekola, J. P. Garrahan, and C. Flindt, Experimental Determination of Dynamical Lee-Yang Zeros, Phys. Rev. Lett. 118, 180601 (2017).
[32] A. Francis, D. Zhu, C. Huerta Alderete, S. Johri, X. Xiao, J. K. Freericks, C. Monroe, N. M. Linke, and A. F. Kemper, Many-body thermodynamics on quantum computers via partition function zeros, Sci. Adv. 7, eabe2447 (2021).
[33] P. F. Arndt, Yang-Lee Theory for a Nonequilibrium Phase Transition, Phys. Rev. Lett. 84, 814 (2000).
[34] R. A. Blythe and M. R. Evans, Lee-Yang Zeros and Phase Transitions in Nonequilibrium Steady States, Phys. Rev. Lett. 89, 080601 (2002).
[35] M. Heyl, A. Polkovnikov, and S. Keheirn, Dynamical Quantum Phase Transitions in the Transverse-Field Ising Model, Phys. Rev. Lett. 110, 135704 (2013).
[36] S. Peotta, F. Brange, A. Deger, T. Ojanen, and C. Flindt, Determination of Dynamical Quantum Phase Transitions in Strongly Correlated Many-Body Systems Using Loschmidt Cumulants, Phys. Rev. X 11, 041018 (2021).
[37] T. Kist, J. L. Lado, and C. Flindt, Lee-Yang theory of criticality in interacting quantum many-body systems, Phys. Rev. Research 3, 033206 (2021).
[38] A. Deger and C. Flindt, Determination of universal critical exponents using Lee-Yang theory, Phys. Rev. Research 1, 023004 (2019).
[39] A. Deger, F. Brange, and C. Flindt, Lee-Yang theory, high cumulants, and large-deviation statistics of the magnetization in the Ising model, Phys. Rev. B 102, 174418 (2020).
[40] A. Deger and C. Flindt, Lee-Yang theory of the Curie-Weiss model and its rare fluctuations, Phys. Rev. Research 2, 033009 (2020).
[41] A. Lamacraft and P. Fendley, Order Parameter Statistics in the Critical Quantum Ising Chain, Phys. Rev. Lett. 100, 165706 (2008).
[42] U. Schollwöck, The density-matrix renormalization group in the age of matrix product states, Ann. Phys. 326, 96 (2011).
[43] M. Fishman, S. R. White, and E. M. Stoudenmire, The ITensor Software Library for tensor network calculations, arXiv:2007.14822.
[44] J. Hauschild, E. Leviatan, J. H. Bardarson, E. Altman, M. P. Zaletel, and F. Pollmann, Finding purifications with minimal entanglement, Phys. Rev. B 98, 235163 (2018).
[45] H. W. J. Blöte and Y. Deng, Cluster Monte Carlo simulation of the transverse Ising model, Phys. Rev. E 66, 066110 (2002).
[46] T. D. Schultz, D. C. Mattis, and E. H. Lieb, Two-dimensional Ising model as a soluble problem of many Ferromions, Rev. Mod. Phys. 36, 856 (1964).
[47] J. B. Conway, Functions of One Complex Variable (Springer-Verlag, Berlin, 1978) Chap., Entire Functions, p. 280.
[48] G. B. Arfken, H. J. Weber, and F. E. Harris, Mathematical Methods for Physicists: A Comprehensive Guide (Academic, New York, 2012).
[69] J. Hauschild and F. Pollmann, Efficient numerical simulations with tensor networks: Tensor Network Python (TeNPy), SciPost Phys. Lect. Notes, 5 (2018).

[70] M. Binder and T. Barthel, Minimally entangled typical thermal states versus matrix product purifications for the simulation of equilibrium states and time evolution, Phys. Rev. B 92, 125119 (2015).

[71] M. P. Zaletel, R. S. K. Mong, C. Karrasch, J. E. Moore, and F. Pollmann, Time-evolving a matrix product state with long-ranged interactions, Phys. Rev. B 91, 165112 (2015).

[72] F. Kos, D. Poland, and D. Simmons-Duffin, Bootstrapping mixed correlators in the 3D Ising model, J. High Energy Phys. 11 (2014) 109.