Matrix coupling and generalized frustration in Kuramoto oscillators
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The Kuramoto model describes the synchronization of coupled oscillators that have different natural frequencies. Among the many generalizations of the original model, Kuramoto and Sakaguchi (KS) proposed a frustrated version that resulted in dynamic behavior of the order parameter, even when the average natural frequency of the oscillators is zero. Here we consider a generalization of the frustrated KS model that exhibits new transitions to synchronization. The model is identical in form to the original Kuramoto model, but written in terms of unit vectors. Replacing the coupling constant by a coupling matrix breaks the rotational symmetry and forces the order parameter to point in the direction of the eigenvector with highest eigenvalue, when the eigenvalues are real. For complex eigenvalues the module of order parameter oscillates while it rotates around the unit circle, creating active states. We derive the complete phase diagram for Lorentzian distribution of frequencies using the Ott-Antonsen ansatz. We also show that changing the average value of the natural frequencies leads to further phase transitions where the module of the order parameter goes from oscillatory to static.
I. INTRODUCTION

In 1975 Kuramoto proposed a simple model of $N$ coupled oscillators that could be solved analytically in the limit where $N$ goes to infinity \[1, 2\]. The oscillators are described by their phases $\theta_i$ and are coupled according to the equations

$$\dot{\theta}_i = \omega_i + \frac{K}{N} \sum_{j=1}^{N} \sin (\theta_j - \theta_i)$$

(1)

where $\omega_i$ are their natural frequencies, selected from a symmetric distribution $g(\omega)$, $K$ is the coupling strength and $i = 1, \ldots, N$. The complex order parameter

$$z = pe^{i\psi} \equiv \frac{1}{N} \sum_{i=1}^{N} e^{i\theta_i}$$

(2)

measures the degree of phase synchronization of the particles: disordered motion implies $p \approx 0$ and coherent motion $p \approx 1$. The phase of $z$ has been largely ignored, as it converges to a constant that depends on the initial conditions. Random initial conditions lead, therefore, to random values of $\psi$ for each simulation.

Kuramoto showed that the onset of synchronization could be described, in equilibrium, as a continuous phase transition, where $p$ remains very small for $0 < K < K_c$ and increases as $p = \sqrt{1 - K_c/K}$ for $K > K_c$. Since then, a large number of modifications and generalizations of his model have been proposed, including different types of coupling functions \[3–5\], introduction of networks of connections (so that not all oscillators are connected to each other) \[6, 7\], different distributions of the oscillator’s natural frequencies (including frequencies proportional to the number of connections, leading to explosive synchronization) \[8, 9\], inertial terms \[10–12\], external periodic driving forces \[13–15\] and coupling with particle swarms \[16, 17\].

More recently, interest has been shifted to understand oscillations in larger dimensions. Chandra et al \[18\] have shown that Kuramoto oscillators could also be described by unit vectors $\vec{\sigma}_i = (\cos \theta_i, \sin \theta_i)$ that rotate on the unit circle. It is easy to show that if $\theta_i$ satisfies Kuramoto’s equation (1) then

$$\frac{d\vec{\sigma}_i}{dt} = W_i \vec{\sigma}_i + \frac{K}{N} \sum_j \left[ \vec{\sigma}_j - (\vec{\sigma}_i \cdot \vec{\sigma}_j) \vec{\sigma}_i \right]$$

(3)
where \( W_i \) is an anti-symmetric matrix containing the natural frequency \( \omega_i \):

\[
W_i = \begin{pmatrix}
0 & -\omega_i \\
\omega_i & 0
\end{pmatrix}.
\]  (4)

The complex order parameter \( z \), Eq. (2), is replaced by the vector

\[
\vec{p} = \frac{1}{N} \sum_i \vec{\sigma}_i = (p \cos \psi, p \sin \psi)
\]  (5)

descrribing the center of mass of the system. Eq. (3) can be naturally extended to higher dimensions by simply considering unit vectors \( \vec{\sigma}_i \) in D-dimensions rotating on the surface of the corresponding (D-1)-sphere. It has been shown, in particular, that the system exhibits discontinuous phase transitions in odd dimensions and continuous transitions in even dimensions [18]. Also, complexity reduction similar to that proposed by Ott and Antonsen [19] can be applied in any dimension [20–22].

In this paper we explore the original two-dimensional case (Section II) generalizing the coupling constant \( K \) to a \( 2 \times 2 \) matrix \( K \) that can be separated into a rotation plus a symmetric matrix. The corresponding Kuramoto equations are then written as a generalization of the Kuramoto-Sakaguchi model. This allows us to construct a complete phase diagram (Section III) displaying three different regions: no synchrony, phase tuned states and active states. In addition, varying the average frequency of the oscillators we find conditions for the stability of these state. Finally, we compare our analytical model to the numerical simulations (Section IV).

II. MATRIX COUPLING

Kuramoto’s model in vector form can be naturally extended if the coupling constant \( K \) in Eq. (3) is replaced by a \( 2 \times 2 \) matrices \( K_{ij} \) with elements that might depend also on the angles \( \phi_i \) and \( \phi_j \). The equations now read

\[
\frac{d\vec{\sigma}_i}{dt} = W_i \vec{\sigma}_i + \frac{1}{N} \sum_j [K_{ij} \vec{\sigma}_j - (\vec{\sigma}_i \cdot K_{ij} \vec{\sigma}_j) \vec{\sigma}_i]
\]  (6)

and can be interpreted as a generalized frustrated model, as \( K_{ij} \) rotates \( \vec{\sigma}_j \) hindering its alignment with \( \vec{\sigma}_i \) and inhibiting synchronization.
Defining the auxiliary vectors $\vec{q}_i = \sum_j K_{ij} \vec{\sigma}_j$ we can rewrite these equations as

$$\frac{d\vec{\sigma}_i}{dt} = W_i \vec{\sigma}_i + [\vec{q}_i - (\vec{\sigma}_i \cdot \vec{q}_i) \vec{\sigma}_i].$$

(7)

Norm conservation, $|\vec{\sigma}_i| = 1$, is guaranteed for any set of regular matrices $K_{ij}$, as can be seen by taking the scalar product of Eqs.(6) or (7) with $\vec{\sigma}_i$. In this paper we shall only consider the case where $K_{ij} = K = constant$ and $\vec{q}_i = \vec{q} = K \vec{p}$. Writing

$$K = \begin{pmatrix} a & b \\ c & d \end{pmatrix}$$

(8)

Eq.(6) can be written back in terms of the phases $\theta_i$ as

$$\dot{\theta}_i = \omega_i + \frac{1}{2N} \sum_{j=1}^{N} [(a + d) \sin \theta_{ji}^- + (d - a) \sin \theta_{ji}^+ + (c - b) \cos \theta_{ji}^- + (b + c) \cos \theta_{ji}^+]$$

(9)

where $\theta_{ji}^- = \theta_j - \theta_i$ and $\theta_{ji}^+ = \theta_j + \theta_i$. From this representation we immediately recognize two special cases: (i) $a = d$, $b = c = 0$, corresponding to the usual Kuramoto model and, (ii) $a = d = K \cos \alpha$, $b = -c = K \sin \alpha$ (a rotation matrix). In this case the terms inside the brackets in Eq.(9) simplify to $\sin(\theta_j - \theta_i - \alpha)$, corresponding to the Kuramoto-Sakaguchi model [23, 24]. This motivates us to re-parametrize $K$ as

$$K = K_R \begin{pmatrix} \cos \alpha & \sin \alpha \\ -\sin \alpha & \cos \alpha \end{pmatrix} + J \begin{pmatrix} -\cos \beta & \sin \beta \\ \sin \beta & \cos \beta \end{pmatrix} \equiv K_R + K_S$$

(10)

where $K_R$ is a rotation and $K_S$ a symmetric matrix. In these variables Eq.(9) reads

$$\dot{\theta}_i = \omega_i + \frac{1}{N} \sum_{j=1}^{N} [K \sin(\theta_j - \theta_i - \alpha) + J \sin(\theta_j + \theta_i + \beta)].$$

(11)

and the eigenvalues of $K$ are given by

$$\lambda_{\pm} = K \cos \alpha \pm \sqrt{J^2 - K^2 \sin^2 \alpha}$$

(12)

and are independent of $\beta$.

A. Continuity equation

In the limit of infinitely many oscillators we define $f(\omega, \theta, t)$ as the density of oscillators with natural frequency $\omega$ at position $\theta$ in time $t$. It satisfies the continuity equation

$$\frac{\partial f}{\partial t} + \frac{\partial (fv_{\theta})}{\partial \theta} = 0$$

(13)
with velocity field
\[
\vec{v} = \vec{\omega} \times \hat{\vec{r}} + q - (\hat{\vec{r}} \cdot \vec{q}) \hat{\vec{r}} = (\omega + q_\theta) \hat{\theta} \equiv v_\theta \hat{\theta}
\]
where \(\vec{\omega}\) points perpendicular to the plane of rotation. Eq.(5) for the order parameter becomes
\[
\vec{p}(t) = \int \hat{\vec{r}}(\theta)f(\omega, \theta, t)d\theta \ d\omega.
\]

**B. OA ansatz for density function**

The density of oscillators is a periodic function of \(\theta\) and, therefore, can be expanded in Fourier series. Ott & Antonsen [19] showed that if Fourier coefficients are chosen as \(\rho^m e^{-im\phi}\) the solution is self-consistent, in the sense that it preserves this form at all times, remaining in this restricted subset of density functions. The ansatz, parametrized by \(\rho(\omega, t)\) and \(\phi(\omega, t)\) is:
\[
f(\omega, \theta, t) = \frac{g(\omega)}{2\pi} \sum_{m=-\infty}^{\infty} \rho^m e^{im(\theta-\phi)} = \frac{g(\omega)}{2\pi} \frac{(1 - \rho^2)}{1 + \rho^2 - 2\rho \cos(\theta - \phi)}.
\]

It is convenient to define the vector \(\vec{\rho} = \rho(\cos \phi, \sin \phi)\) so that \(\cos(\theta - \phi) = \hat{\vec{r}} \cdot \hat{\vec{\rho}}\). Substituting Eq.(16) into (15) we find:
\[
\vec{p}(t) = \int \hat{\vec{r}}(\omega, t)g(\omega) \ d\omega.
\]

Also, substituting Eq.(16) into Eq.(13) we obtain [21]
\[
\dot{\vec{\rho}} = \vec{\omega} \times \vec{\rho} + \frac{1}{2}(1 + \rho^2)K\vec{p} - (K\vec{p} \cdot \vec{\rho})\vec{\rho}.
\]

**C. Complex variables**

The Ott-Antonsen ansatz is particularly useful for Lorentzian distributions \(g(\omega)\). In order to derive the equation satisfied by the order parameter in this case we define the complex variables
\[
z = pe^{i\psi}, \quad w = pe^{i\phi}, \quad u = qe^{i\xi}.
\]
Eq.(18) then becomes
\[
\dot{w} = i\omega w + \frac{u}{2} - \frac{u^*}{2}w^2.
\]
where
\[
u = Kze^{-i\alpha} - Jz^*e^{-i\beta}
\]
is obtained from the definition $\mathbf{q} = K\mathbf{p}$. Substituting (21) into (20) we obtain
\[ \dot{w} = i\omega w + \frac{1}{2} (Kze^{-i\alpha} - Jz^*e^{-i\beta}) - \frac{w^2}{2} (Kz^*e^{i\alpha} - Jze^{i\beta}) . \] (22)

Equation (17), on the other hand becomes
\[ z = \int w(\omega)g(\omega)d\omega. \] (23)

We note that if we define $F = -Jz^*e^{-i\beta}$, Eq. (22) can be written as
\[ \dot{w} = i\omega w + \frac{1}{2} (Kze^{-i\alpha} + F) - \frac{w^2}{2} (Kz^*e^{i\alpha} + F)^* \] (24)

which is identical to the forced Kuramoto model discussed in [13], with the difference that now the ‘force’ $F$ is generated by the system itself, instead of being applied externally.

### III. DYNAMICS AND PHASE DIAGRAM

For the Lorentzian distribution
\[ g(\omega) = \frac{1}{\pi} \frac{\Delta}{(\omega - \omega_0)^2 + \Delta^2} \] (25)

Eq. (23) can be integrated in the complex plane using a close contour from $\omega = -R$ to $\omega = R$ and back to $-R$ through the upper half circle $\omega = Re^{i\phi}$, enclosing the pole at $\omega = \omega_0 + i\Delta$. Taking $R \to \infty$ we obtain $z = w(\omega_0 + i\Delta)$ [19]. Calculating Eq. (22) at $\omega_0 + i\Delta$ we can replace $w$ by $z$ to get
\[ \dot{z} = i(\omega_0 + i\Delta)z + \frac{1}{2} (Kze^{-i\alpha} - Jz^*e^{-i\beta}) - \frac{z^2}{2} (Kz^*e^{i\alpha} - Jze^{i\beta}) . \] (26)

Separating real and imaginary parts we obtain
\[ \dot{p} = -\Delta p + \frac{p}{2} (1 - p^2) [K \cos \alpha - J \cos(2\psi + \beta)] \] (27)

and
\[ \dot{\psi} = \omega_0 - \frac{1}{2} (1 + p^2) [K \sin \alpha - J \sin(2\psi + \beta)] . \] (28)

### A. Equilibrium solutions

Strict equilibrium solutions of Eqs. (27) and (28) are only possible if $J = \alpha = \omega_0 = 0$. In this case $\psi$ is constant and Eq. (27) is autonomous. However, a less stringent definition of
equilibrium can be obtained by setting only $J = 0$. In this case Eq. (27) has two stationary solutions, $p = 0$ and $p = \sqrt{1 - K_c/K}$, where $K_c \equiv 2\Delta/\cos \alpha$. The latter bifurcates at $K = K_c$ and corresponds to the synchronized state of the Kuramoto-Sakaguchi model. At this solution $\vec{p}$ rotates with constant angular velocity $\dot{\psi} = \omega_0 - K \sin \alpha + \Delta \tan \alpha$. It is then possible to change to a frame of reference that rotates with $\dot{\psi}$, making the system stationary. This is possible because $K$ is itself a rotation matrix and commutes with the operation that changes reference frames.

**B. Phase tuned states - real eigenvalues**

If $|J| > |K| \sin \alpha$ the eigenvalues of $K$ are real (see Eq. (12)). Let $\vec{v} = (\cos \gamma, \sin \gamma)$ be the eigenvector corresponding to the largest eigenvalue of $K$. From $K \vec{v} = \lambda_+ \vec{v}$ it follows that $K \sin \alpha - J \sin(2\gamma + \beta) = 0$. This implies that when $\vec{p}$ is an eigenvector of $K$ ($\psi = \gamma$) we find $\dot{\psi} = \omega_0$. We call this region *phase tuned*, as the phase $\psi$ can be tuned with the choice of $K$. Eq. (7) then seems to recover the Kuramoto model with $\lambda_+$ playing the role of the scalar coupling constant $K$, as $\vec{q} = K \vec{p} = \lambda_+ \vec{p}$. This, however, is not so. To see why, let us consider the trivial solution $p = 0$ of Eq. (27). Linear stability analysis leads to the equation

$$\delta \dot{p} = -\delta p \left( \Delta - \frac{K}{2} \cos \alpha + \frac{J}{2} \cos(2\psi + \beta) \right)$$

which becomes unstable if

$$K \cos \alpha - J \cos(2\psi + \beta) \geq 2\Delta$$

Using $K \sin \alpha = J \sin(2\psi + \beta)$ (as $\vec{p}$ is eigenvector of $K$) we can rewrite this condition as

$$K \cos \alpha + \sqrt{J^2 - K^2 \sin^2 \alpha} \geq 2\Delta$$

which corresponds to set $\lambda_+ \geq \Delta$.

The solution that branches off from $p = 0$ at $\lambda_+ = \Delta$ is

$$p = \sqrt{1 - \frac{2\Delta}{K \cos \alpha - J \cos(2\psi - \beta)}}$$

but this is only stationary if $\psi$ is constant ($\omega_0 = 0$) or $J = 0$. For $\omega_0 \neq 0$, there is no nontrivial equilibrium solution. The trick of changing to a new frame of reference rotating with $\omega_0$ does not work, as $K$ does not commute with rotations if $J \neq 0$. Such operation
would change $K$ to $\tilde{K} = R^T K R$ which would be itself time dependent. For $\omega_0 \neq 0$ the order parameter branches off to an active state where it rotates while its module oscillates, as if an external force were acting on the system (see next subsection). We recall the interpretation of Eq.\([24]\) where $J$ indeed acts as an external drive to the system. For $\omega_0 = 0$ the order parameter remains stationary and pointing in the direction of the eigenvector of $K$, breaking the rotational symmetry present in the original Kuramoto model. Some of these results can be demonstrated for any symmetric distribution of frequencies $g(\omega)$, not just the Lorentzian (see Appendix A).

C. Active states - complex eigenvalues

If $|J| < |K| \sin \alpha$ the eigenvalues of $K$ are complex and the relation $K \sin \alpha - J \sin(2\gamma + \beta) = 0$ does not hold, as the eigenvectors are also complex. Still, the trivial solution $\vec{p} = 0$ satisfies Eq.\([27]\). For $\psi$ we find

$$\dot{\psi} = \omega_0 - \frac{1}{2} [K \sin \alpha - J \sin(2\psi + \beta)]$$

(33)

whose solution is

$$(2\omega_0 - K \sin \alpha) \tan(\psi + \beta/2) = -J + 2\Omega \tan[\Omega(t - t_0)]$$

(34)

where $\Omega = \sqrt{(2\omega_0 - K \sin \alpha)^2 - J^2/2}$. For $\omega_0 = 0$ this corresponds to the imaginary part of $\lambda$, generalizing the Kuramoto-Sakaguchi dynamics. For $\omega_0 \neq 0$, oscillations in $\psi$ (and therefore in the modulus of $\vec{p}$) require $\Omega$ to be real, otherwise $\psi$ goes to a constant that can be computed from Eq.\([34]\) replacing $\Omega \tan[\Omega(t - t_0)]$ by $|\Omega| \tanh[|\Omega|(t - t_0)]$. Therefore, oscillatory solutions can be ‘stabilized’ by choosing $\omega_0$ in the window

$$\frac{K \sin \alpha - |J|}{\zeta} < \omega_0 < \frac{K \sin \alpha + |J|}{\zeta},$$

(35)

where $\zeta = 2$. The boundaries of this region correspond to phase transitions from oscillatory to constant behavior of $\vec{p}$. Notice that these equations for $\psi$ were derived at the trivial solution $p = 0$. However, we can assume that they are also valid for $p \neq 0$, as this would only change factor $\zeta = 2$ in Eq.\([33]\) to $2/(p + 1)$, which can be approximated by its time-averaged value $\zeta = 2/(\langle |p| \rangle + 1)$. A similar effect occurs in the phase-tuned region, where $\omega_0$ can induce oscillations in $p$. 
Figure 1. Phase diagram for $\alpha = 0.5$ and $\Delta = 1$. The red line separates synchronized motion (to the right) from disordered motion (shaded blueed area to the left). Diagonal lines with slope equal to $\sin \alpha$ separate regions with complex eigenvalues (enclosing the line $J = 0$) from real eigenvalues (enclosing $K = 0$). In the phase tuned region, the phase of the order parameter points in the direction of the eigenvector of $K$ with the largest eigenvalue if $\omega_0 = 0$. In the oscillatory region $\vec{p}$ rotates and its module oscillates even if $\omega_0 = 0$ (active states). Exactly at the diagonals the eigenvalues of $K$ are degenerated and the system behaves like the original Kuramoto model. On the $K$-axis ($J = 0$) we recover the Kuramoto-Sakaguchi model.

The solution of Eq.(29) for $J \neq 0$ is

$$
\delta p(t) = \delta p(0) \exp \left\{ \left[ \frac{K}{2} \cos \alpha - \Delta \right] t + \frac{J}{2} \int_0^t \cos(2\psi(t') + \beta) dt' \right\}.
$$

Because $\cos(2\psi(t) + \beta)$ oscillates around zero, the integral in the exponent remains finite and the condition for $p = 0$ to be unstable is

$$
K \cos \alpha \geq 2\Delta
$$

which is independent of $J$. Figure[1] shows the complete phase diagram in the $J-K$ plane for
Figure 2. Phase diagram in the plane $J - \omega_0$ for fixed $K$ and $\alpha$. The x-axis is plotted in units of $K \sin \alpha$ and the y-axis in units of $K \sin \alpha/\zeta$. For $\omega_0 = 0$ and $|J| < K \sin \alpha$ (red line) the system is in the oscillatory region. As $\omega_0$ is increased and go inside the gray cone generated by the black lines (Eq. (35)) $p$ stops oscillating (Fig. 4(a)). For $|J| > K \sin \alpha$ and $\omega_0 = 0$ (blue lines) the system is phase tuned region with $\vec{p}$ pointing in the direction of the eigenvector of $\mathbf{K}$ with largest eigenvalue. As $\omega_0$ increases or decreases and go outside the gray cone, $p$ starts oscillating (Fig. 4(b)).

$\omega_0 = 0$ displaying the regions where the three different types of solutions occur. A diagram illustrating the transitions as a function of $\omega_0$ is shown in Fig. 2.

IV. SIMULATIONS

The theoretical diagrams described in Figs. 1 and 2 can be confirmed by numerical simulations. In this section we show results for $N = 10000$ oscillators, $\alpha = 0.5$ and Gaussian distribution of natural frequencies, as the system converges faster in this case than with Lorentzian distributions. Fig. 3(a) shows the phase diagram in the $J - K$ plane adapted to
Figure 3. (a) Phase diagram for $\alpha = 0.5$ and Gaussian distribution of frequencies with $\omega_0 = 0$. Stars show the values of $K$ and $J$ displayed on the plots in panel (b): (b1) $K = 2.5; J = 0$ (Kuramoto-Sakaguchi); (b2) $K = 2.5; J = 0.5$ (active oscillatory state); (b3) $K = 2.5; J = 1.6$ (phase tuned state); (b4) $K = -1; J = 3$ (phase tuned state with negative $K$. The red lines in panels (b3) and (b4) show $\cos \psi$ and correspond to the direction of the eigenvector of $K$ with largest eigenvalue.

Gaussian distributions. Red stars show parameter values selected for the simulations shown in Fig. 3(b). In the active region $p$ oscillates (panel b2) unless $J = 0$ (panel b1). In the phase tuned region (panels b3 and b4) $p$ converges to a constant value, and so does $\psi$ (red lines), as $\vec{p}$ becomes parallel to the eigenvector of $K$ with largest eigenvalue.

Fig. 4 shows the transitions induced by $\omega_0$. Panel (a) displays results for the active region with $K = 2.5$ and $J = 0.5$. For $\omega_0 = 0.3$ the oscillations in $p$ persist. For $0.6 < \omega_0 < 1.4$ the oscillations are dumped and $p$ converges to a constant. However, for $\omega_0 > 1.4$ the system oscillates again (see Fig. 2). Panel (b) shows similar results for the phase tuned region with $K = 2.5$ and $J = 1.6$. In this case $p$ remains constant for $-0.35 < \omega_0 < 2.4$. Outside this range $p$ acquires oscillations induced by $\omega_0$.

V. CONCLUSIONS

We have extended the Kuramoto model by writing the dynamic equations in vector form [18] and promoting the scalar coupling constant $K$ to a $2 \times 2$ matrix $K$. Splitting the matrix into a rotation $K_R$ plus a symmetric matrix $K_S$ we were able to write down the
equations governing the evolution of the order parameter in the limit of infinite oscillators and Lorentzian distributions of natural frequencies. We showed that $K_R$ gives rise to the Kuramoto-Sakaguchi model whereas the symmetric part $K_S$ acts as internal driving force that breaks the rotational symmetry.

We constructed the complete phase diagram for the case where the average frequency of the oscillators, $\omega_0$, is zero. Solutions are divided into disordered (no synchrony), phase tuned (where module and phase of the order parameter converges to specific values) – and active states (where module and direction of the order parameter oscillate in time). The original Kuramoto model and the frustrated model of Kuramoto and Sakaguchi are special cases of our model. Finally, we showed that non-zero values of $\omega_0$ induce further transitions in the behavior of the order parameter, creating a cone in the $J-\omega_0$ plane (Fig. 2) inside of which the solutions are static (constant $p$) and outside are oscillatory.

This novel generalization of the Kuramoto model opens a broad range of modifications to be explored and studied. Examples include oscillators of higher dimensions, networks replacing the all-to-all connections of the model and applications to swarimalators [16]. We hope the contributions discussed in this paper can lead to new interpretations and to deeper comprehension of the Kuramoto model and its applications.
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Appendix A: General distribution of natural frequencies

In this appendix we show that the critical line separating asynchronous and synchronous states can be obtained for general distributions of natural frequencies $g(\omega)$ using more qualitative arguments. For this we go back to Eq. (18) and take the scalar product with $\hat{\rho}$ to get

$$\dot{\rho} = \frac{1}{2}(1 - \rho^2)(Kp \cdot \hat{\rho}). \tag{A1}$$

Equilibrium requires that either $\rho = 1$, and we only need to find the direction $\hat{\rho}$, or $\vec{\rho}$ is perpendicular to $Kp$. For $\rho = 1$ we obtain

$$0 = \vec{\omega} \times \hat{\rho} + Kp - (Kp \cdot \hat{\rho})\hat{\rho}. \tag{A2}$$

Taking the cross product with $\hat{\rho}$ we get $\vec{\omega} = -\hat{\rho} \times Kp$ and $\omega = q \sin(\phi - \xi)$, which requires $|\omega| < q$.

The three important vectors are: the order parameter $\vec{p} = (p \cos \psi, p \sin \psi)$, the ansatz vector $\vec{\rho} = (\rho \cos \phi, \rho \sin \phi)$ and the auxiliary vector $\vec{q} = Kp = (q \cos \xi, q \sin \xi)$. Using $d\omega = q \cos(\phi - \xi)d\phi$ we obtain, for the x-component of Eq. (17)

$$p \cos \psi = \int_{-q}^{+q} \cos \phi g(\omega)d\omega = \int_{\xi - \pi/2}^{\xi + \pi/2} q \cos \phi \cos(\phi - \xi)g(\omega(\phi))d\phi \tag{A3}$$

as the solutions for $|\omega| > q$ (corresponding to $Kp \cdot \hat{\rho} = 0$) do not contribute to $\vec{p}$. The trivial solution corresponds to $p = 0$, as this implies $q = 0$. The critical condition for synchronization corresponds to the non-trivial solution calculated at $p = 0$. Evaluating $g(\omega)$ at $q = 0$ and doing the integral over $\phi$ we get

$$p \cos \psi = (g(0)\pi/2)q \cos \xi \tag{A4}$$

and, similarly,

$$p \sin \psi = (g(0)\pi/2)q \sin \xi. \tag{A5}$$
Dividing one equation by the other we find that \( \tan \xi = \tan \psi \), implying that \( \vec{q} \) is parallel to \( \vec{p} \), or \( K \vec{p} = \lambda \vec{p} \). The direction of the order parameter is therefore fixed by coupling matrix if its eigenvalues are real. Moreover, replacing \( q \) by \( \lambda p \) in Eqs. (A4) and (A5) we find the critical condition for synchronization as

\[
\lambda_c = 2/(\pi g(0))
\]  

(A6)

which is identical to the condition found for the Lorenztian distribution, where \( g(0) = (\Delta \pi)^{-1} \).
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