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ABSTRACT. In this paper non-transversal intersection of the free and fixed boundary is shown to hold in any dimension for obstacle problems generated by fully nonlinear uniformly elliptic operators. Moreover, $C^1$ regularity results of the free boundary are obtained and a classification of blow-up solutions is given.

1. Introduction

The dynamics of the free boundary are considered for strong $L^p$-solutions of the following PDE

\begin{equation}
\begin{cases}
F(D^2 u) = \chi_\Omega \quad \text{a.e. in } B_1^+
\vspace{0.5em}
u = 0 \quad \text{on } B_1'
\end{cases}
\end{equation}

where $u \in W^{2,n}(B_1^+)$, $F$ is a convex $C^1$ fully nonlinear uniformly elliptic operator, $\Omega$ is an open set and the free boundary is $\Gamma = \partial \Omega \cap B_1^+$. Under the structural assumptions on $F$, $u \in W^{2,p}(B_1^+)$ for all $p < \infty$, and $u$ satisfies (1.1) in the viscosity sense [CCKS96]. It was recently shown in [IM16a] that $u \in C^{1,1}(B_{1/2}^+)$, see also [IM16b] for the interior case. The class of bounded solutions is denoted by $P_1^+(0, M, \Omega)$, where $\|u\|_{L^\infty(B_1^+)} \leq M$.

In what follows, the tangential touch problem is considered for

$$\Omega = (\{u \neq 0\} \cup \{\nabla u \neq 0\}) \cap \{x_n > 0\} \subset \mathbb{R}_+^n.$$ 

It has been conjectured that the free boundary intersects the fixed boundary non-transversally and in two dimensions this was proved in [IM16a] (partial results have also been obtained in [MM04]). The case of the Laplacian was treated in [SU03, AU95]. In this paper, the following theorem is established.
Theorem 1.1. (Non-transversal intersection, §3.2) There exists $r_0 > 0$ and a modulus of continuity $\omega$ such that
\[ \Gamma(u) \cap B_{r_0}^+ \subset \{x : x_n \leq \omega(|x'|)|x'|\} \]
for all $u \in P_1^+(0, M, \Omega)$ provided $0 \in \overline{\Gamma(u)}$.

As a consequence, if the solution is non-negative, then the free boundary is $C^1$ in a neighborhood of the origin.

Theorem 1.2. (Regularity, §4) Let $u \in P_1^+(0, M, \Omega)$ be non-negative and $0 \in \overline{\Gamma(u)}$. There exists $r_0 > 0$ such that $\Gamma$ is the graph of a $C^1$ function in $B_{r_0}^+$. Moreover, the methods developed to prove the theorems lead to a classification of blow-up limits
\[ \lim_{r \to 0^+} \frac{u(rx)}{r^2} \]
which in the interior case was carried out in [CKS00].

Theorem 1.3. (Uniqueness of Blow-Ups, §3.2) Suppose $u \in P_1^+(0, M, \Omega)$. If $0 \in \{u \neq 0\}$ and $\nabla u(0) = 0$, then the blow-up limit of $u$ at the origin has the form
\[ u_0(x) = ax_1 x_n + bx_n^2 \]
for $a, b \in \mathbb{R}$.

A similar regularity result holds also in the two-phase case provided that the coincidence set satisfies a certain density assumption: given a set $E$, let $MD(E)$ denote the smallest distance between two parallel hyperplanes containing $E$. To measure thickness of the coincidence set corresponding to a solution $u \in P_1^+(0, M, \Omega)$, let
\[ \delta_r(u, x) = \frac{MD((B_1^+ \setminus \Omega) \cap B_r(x))}{r} . \]
If there exists $\epsilon_0 > 0$ such that
\[ \delta_r(u, x^0) \geq \epsilon_0 \]
for all $r > 0$ and $x^0 \in \Gamma \cap B_1^+$, then the free boundary is $C^1$, see Corollary 3.8. In particular, Lipschitz free boundaries are $C^1$ and this is optimal in the sense that in general the free boundary is not $C^{1,Dini}$ [Ura96, Ura97, SU03].

The regularity of the free boundary in the classical obstacle problem has been an area of intense research. If the solution is non-negative, it was shown in [Caf77] that under a density condition on the coincidence set, the free boundary is $C^1$ and higher regularity
follows from \cite{KN77}; in general, there exist singularities \cite{Sch77} and the structure of the singular set appeared in \cite{Caf98}. Note that there is no density assumption in Theorem 1.2. It is of interest to understand the most general conditions on the operator, \( \Omega \), and boundary data to which this extends.

In \cite{FS15, FS14}, the authors employed a novel method to handle the fully nonlinear uniformly elliptic case based on a harmonic analysis technique which appeared in \cite{ALS13} where the authors proved optimal regularity for the solution of the no-sign obstacle problem under the weakest possible assumptions. This was further developed in \cite{IM16b, IMN17} to obtain sharp regularity results for more general equations and also improve on existing results for the classical semilinear equation.

The analysis is developed in such a way as to consider the most general configurations. In the above description, solutions with zero Dirichlet boundary data on the hyperplane were considered. If this is not the case, the free boundary may approach the fixed boundary at an angle \cite{And07}. Several variations of the classical tangential touch problem in recent years have appeared in \cite{AM12, And10, KKS07, AMM06, AS05}. It is of interest to study the largest function space for which uniform results hold.

The \( C^1 \) regularity proved in this paper for the case when \( u \geq 0 \) is natural when considering the historical aspect of the problem where the solution represents the pressure in a liquid: consider water which penetrates a porous medium and divides it into a wet and dry part separated by an interface. The geometry of this interface subject to various boundary conditions was studied in \cite{AG82}. However, mathematically, the no-sign case is more delicate since one has to understand different phases. For instance, blow-up sequences producing limits of the form \( a x_1 x_n + b x_n^2 \) can be excluded in the one phase case.

The idea of the proof for tangential touch is to understand the configuration of a blow-up solution which is not a half-space solution and connect it with the interior of the 0-level set of \( u \): if \( \partial (\text{int}\{u = 0\}) \) intersects any ball around the origin, then all blow-up solutions must be half-space solutions. In \cite{IM16a}, the dimensional constraint is a necessary component of the proof since it relies on the fact that if

\[
  u_j \to u_0 = a x_1 x_2 + b x_2^2,
\]

as \( j \to \infty \), then

\[
  |\nabla u_j| > 0
\]
in \( B^+_r \setminus B^+_\delta \) for \( \delta < r \) and \( j \) large; in higher dimensions this is not the case: e.g. consider for \( t > 0, \ z_t = (0,t,0) \) so that
\[
\nabla u_0(z_t) = 0.
\]

In the subsequent pages, the following idea is developed to circumvent this difficulty: given any \( r > 0 \), take any cylinder oriented in the \( x_1\)-direction in \( B^+_r \). Then there exist points in the cylinder whose \( x_1\)-coordinate is less than \(-r/2\), such that
\[
|\nabla u_j(x)| \geq c
\]
for \( j \) large, where the constant is independent of \( j \) and of the cylinder. As a result, if there exist elements of \( \partial (\text{int}\{u = 0\}) \) inside \( B^+_r \), then one can prove a monotonicity property to obtain information about the growth of the function in the \( x_1\)-direction inside this cylinder: suppose there exist non-negative constants \( \epsilon, C \) such that
\[
C \partial \epsilon u - u \geq -\epsilon
\]
in \( B^+_r \), then
\[
C \partial \epsilon u - u \geq 0
\]
in \( B^+_r \), provided \( \epsilon \) is small enough (see Lemma 3.1).

The analysis results in the following statement: either re-scalings converge to half-space solutions, or a certain regularity property holds, and this leads to the classification of blow-up limits. For the regularity, the idea is to show that if the solution is non-negative and there is contact between the fixed and free boundary, then the solution is close to a half-space solution. Thereafter, it follows that it is Lipschitz away from the origin, and hence \( C^1 \) by interior results and since tangential touch holds, the free normal converges to \( e_n \).

2. Preliminaries

In what follows, \( F \) is assumed to satisfy the following structural conditions.

- \( F(0) = 0 \).
- \( F \) is uniformly elliptic with ellipticity constants \( \lambda_0, \lambda_1 > 0 \) such that
\[
\mathcal{P}^-(M - N) \leq F(M) - F(N) \leq \mathcal{P}^+(M - N),
\]
where \( M \) and \( N \) are symmetric matrices and \( \mathcal{P}^\pm \) are the Pucci operators
\[
\mathcal{P}^-(M) := \inf_{\lambda_0 \leq N \leq \lambda_1} \text{tr}(NM), \quad \mathcal{P}^+(M) := \sup_{\lambda_0 \leq N \leq \lambda_1} \text{tr}(NM).
\]
• $F$ is convex and $C^1$.

Let $\Omega$ be an open set. A continuous function $u$ belongs to $P^r_+(0, M, \Omega)$ if $u$ satisfies in the viscosity sense:

1. $F(D^2 u) = \chi_{\Omega}$ a.e. in $B^+_r$;
2. $\|u\|_{L^\infty(B^+_r)} \leq M$;
3. $u = 0$ on $\{x_n = 0\} \cap \overline{B^+_1} =: B'_1$.

In [IM16a] it was shown that $W^{2,p}$ solutions are $C^{1,1}$. Furthermore, given $u \in P^r_+(0, M, \Omega)$, the free boundary is denoted by $\Gamma = \partial \Omega \cap B^+_r$ and $\Gamma_i = \partial(\text{int}\{u = 0\}) \cap B^+_r$. A cylinder with respect to the $e_1$-axis is denoted by $S(\alpha, \beta)(e_1) = \{(x_1, x'', x_n) : (x_n - \beta)^2 + |x''|^2 < \alpha^2\}$.

3. Non-transversal intersection and blow-ups

In this section, minimal assumptions are made on the set $\Omega$ in order to allow for general configurations.

3.1. Technical tools. The following lemma is similar to the interior case [CKS00, FS14] and provides an improvement of monotonicity.

Lemma 3.1. Let $u \in P^r_+(0, M, \Omega)$ where $\{u \neq 0\} \subset \Omega$. Let $e \in S^{n-2} \cap e_n^i$ and suppose there exist non-negative constants $\epsilon_0, C_0$ such that $C_0 \partial_e u - u \geq -\epsilon_0$ in $B^+_r$. Then there exists $c = c(n, \Lambda, r) > 0$ such that if $\epsilon_0 \leq c$, then $C_0 \partial_e u - u \geq 0$ in $B^+_r$.

Proof. By convexity of $F$, there exist measurable uniformly elliptic coefficients $a_{ij}$ such that

$$F(D^2 u(x + he)) - F(D^2 u(x)) \geq a_{ij}(\partial_{ij} u(x + he) - \partial_{ij} u(x))$$

if $x \in \Omega$ provided $h$ is small enough. Therefore,

$$0 \geq a_{ij} \partial_{ij} \partial_e u \text{ in } \Omega.$$ Convexity also yields

$$a_{ij} \partial_{ij} u \geq F(D^2 u(x)) - F(0) = 1 \text{ in } \Omega.$$ Suppose now that there exists $y \in B^+_r$ for which $C_0 \partial_e u(y) - u(y) < 0$. Let $w(x) = C_0 \partial_e u(x) - u(x) + \frac{|x-y|^2}{2\Lambda}$. Since $\lambda I \leq (a_{ij}) \leq \Lambda I$, it follows by the above that $Lw \leq 0$.
in $\Omega$ where $L = a_{ij} \partial_{ij}$. The maximum principle implies $\min_{\partial(\Omega \cap B^+_r)} w = \min_{\Omega \cap B^+_r} w < 0$. Note that $w \geq 0$ on $\partial\Omega$ and likewise on $\{x_n = 0\}$. Therefore, the minimum occurs on $\partial B_r$ and thus $0 > -\epsilon_0 + \frac{1}{8n} r^2$, a contradiction if $\epsilon_0$ is small enough.

**Remark 3.2.** One may take $\epsilon_0 = cr^2$, where $c > 0$ depends only on the dimension and ellipticity constants of $F$.

**Remark 3.3.** If $u \geq 0$, then $\partial e_n u \geq 0$ on $\{x_n = 0\} \cap B_r$ and Lemma 3.1 holds therefore in this case for all $e \in S^{n-1}$ such that $e \cdot e_n \geq 0$.

The next two lemmas highlight properties of the blow-up candidates.

**Lemma 3.4.** Let $u_0(x) = ax_1 x_n + bx_n^2$ with $a \neq 0$ and $R \geq 1$. Then there exists $c = c(a, b) > 0$ such that

$$\inf_D |\nabla u_0(x)| \geq c,$$

where $D = \{x = (x_1, x'', x_n) : R > |x| > R/2, |x''| \leq \delta(R)\}$ for some $\delta(R) > 0$.

**Proof.** Note $|\nabla u_0(x)|^2 = a^2 x_n^2 + a^2 x_1^2 + 2ab x_1 x_n + 4b^2 x_n^2$ so that if $|x_n| > \frac{1}{3}$, then $|\nabla u_0(x)|^2 \geq \frac{a^2}{9}$. If $|x_n| \leq \frac{1}{3}$, then for points that satisfy $|x''| \leq \sqrt{\frac{5}{72} R}$, where $x'' = (x_2, x_3, \ldots, x_{n-1})$, it follows that

$$x_1^2 \geq \frac{23}{72} R^2.$$

If $b \neq 0$, let $\epsilon^2 \in \left(\frac{1}{a^2 + 4b^2}, \frac{1}{b^2}\right)$. Then

$$|\nabla u_0(x)|^2 \geq \left(a^2 + \frac{1}{\epsilon^2}\right) x_n^2 + (a^2 - \epsilon^2 a^2 b^2)x_1^2$$

$$> (a^2 - \epsilon^2 a^2 b^2) \left(\frac{23}{72} R^2\right).$$

□

**Lemma 3.5.** Let $u_0(x) = ax_1 x_n + bx_n^2$ with $a > 0$ and $R \geq 1$. Then there exists $C_0 = C_0(a, b, R) > 0$ such that

$$C_0 \partial_{x_1} u_0(x) - u_0(x) \geq 0$$

in $B_R^+$.

**Proof.** The condition is equivalent to $ax_n (C_0 - x_1) \geq bx_n^2$. Since $x_1 \leq R$ and $0 \leq x_n \leq R$, it follows that any $C_0 \geq \frac{b}{a} R + R$ satisfies the condition.

A non-uniform version of the next result was shown in [IM16a]. It consists of the following alternative, either all re-scalings yield half space solutions or one may construct
a specific sequence which produces a limit having the form in Lemma 3.4. The main point here is that this procedure can be applied to blow-up limits of \( \{ u_j \} \subset P_1^+(0, M, \Omega) \), i.e. limits of the form

\[
\lim_{k \to \infty} \frac{u_{jk}(s_k x)}{s_k^2} ,
\]

where \( \{ j_k \} \) is a subsequence of \( \{ j \} \) and \( s_k \to 0^+ \).

**Proposition 3.6.** Let \( \{ u_j \} \subset P_1^+(0, M, \Omega) \) and suppose \( \{ \nabla u_j \neq 0 \} \cap \{ x_n > 0 \} \subset \Omega \), \( \nabla u_j(0) = 0 \). Then one of the following is true:

(i) all blow-up limits of \( \{ u_j \} \) at the origin are of the form \( u_0(x) = bx_n^2 \) for some \( b > 0 \);

(ii) there exists a blow-up limit of \( \{ u_j \} \) of the form \( ax_1 x_n + bx_n^2 \) for \( a \neq 0, b \in \mathbb{R} \).

**Proof.** Let

\[
N := \limsup_{|x| \to 0, x_n > 0} \frac{1}{x_n} \sup_{u \in \{ u_j \}} \sup_{e \in \mathbb{S}^{n-2} \cap e_n^+} \partial_e u(x)
\]

and consider a sequence \( \{ x^k \} \subset \mathbb{N} \) with \( x_n^k > 0, u_{jk} \in \{ u_j \} \), and \( e^k \in \mathbb{S}^{n-2} \cap e_n^+ \) such that the previous limit is given by

\[
\lim_{k \to \infty} \frac{1}{x_n^k} \partial_{e^k} u_{jk}(x^k).
\]

Note that \( N < \infty \) by \( C^{1,1} \) regularity for the class \( P_1^+(0, M, \Omega) \) and the boundary condition (see [IM16a]). By compactness, \( e^k \to e_1 \in \mathbb{S}^{n-2} \) (along a subsequence) so that up to a rotation,

\[
N = \lim_{k \to \infty} \frac{1}{x_n^k} \partial_{x_1} u_{jk}(x^k).
\]

Next, if

\[
\tilde{u}_j(x) := \frac{u_{k_j}(s_j x)}{s_j^2} \to u_0(x)
\]

for some sequence \( s_j \to 0^+ \), where the convergence is in \( C^{1,\alpha}_{loc}(\mathbb{R}^n_+) \) for any \( \alpha \in [0, 1) \), \( u_0 \in C^{1,1}(\mathbb{R}^n_+) \) satisfies the following PDE in the viscosity sense

\[
\begin{cases}
F(D^2 u_0) = 1 & \text{a.e. in } \mathbb{R}^n_+ \cap \Omega_0 \\
|\nabla u_0| = 0 & \text{in } \mathbb{R}^n_+ \setminus \Omega_0 \\
u = 0 & \text{on } \mathbb{R}^{n-1}_+,
\end{cases}
\]

where \( \Omega_0 = \{ \nabla u_0 \neq 0 \} \cap \{ x_n > 0 \} \). Note that

\[
N \geq \lim_j \left| \frac{\partial_{x_1} u_{k_j}(s_j x)}{s_j x_n} \right| = \lim_j \left| \frac{\partial_{x_1} \tilde{u}_j(x)}{x_n} \right| = \left| \frac{\partial_{x_1} u_0(x)}{x_n} \right|
\]
for all $i \in \{1, \ldots, n - 1\}$. If $N = 0$, then $\partial_{x_i} u_0 = 0$ for all $i \in \{1, \ldots, n - 1\}$ so that $u_0(x) = u_0(x_n)$ and the conditions readily imply $u_0(x_n) = bx_n^2$. Since $N$ does not depend on the sequence $\{s_j\}$ it follows that in this case all blow-up limits have the previously stated form. Suppose that $N > 0$, let $r_k = |x^k|$, and consider the re-scaling of $u_{j_k}$ with respect to $r_k$. Note that along a subsequence, $y^k := \frac{x^k}{r_k} \to y \in S^{n-1}$. By the choice of $r_k$,
\[
\lim_{k \to \infty} v(y^k) \cdot \frac{\partial_{x_1} \tilde{u}_k(y^k)}{y_n^k} = \lim_{k \to \infty} \frac{\partial_{x_1} u_{j_k}(r_k y^k)}{r_k y_n^k} = N,
\]
where $v = \partial_{x_1} u_0$. In particular,
\[v(y) = Ny_n\]
and by the argument in [IM16a], $u_0(x) = ax_1 x_n + bx_n^2$ with $a \neq 0$.

3.2. Theorems [1.1 and 1.3]. In what follows, the technical tools are utilized to prove that either all re-scalings yield half-space solutions or there exists a subsequence of the re-scalings which are classical solutions in a small half-ball around the origin.

**Proposition 3.7.** Suppose $\{u_j\} \subset P_1^+(0, M, \Omega)$. If $0 \in \{u_j \neq 0\}$ and $\nabla u_j(0) = 0$, then one of the following is true:

(i) all blow-up limits of $\{u_j\}$ at the origin are of the form $u_0(x) = bx_n^2$ for $b > 0$;

(ii) there exists $\{u_{k_j}\} \subset \{u_j\}$ such that for all $R \geq 1$, there exists $j_R \in \mathbb{N}$ such that for all $j \geq j_R$,
\[u_{k_j} \in C^{2, \alpha}(B^+_R)\],
where the sequence $\{r_j\}$ depends on $\{u_j\}$.

**Proof.** Either all blow-up limits are of the form $u_0(x) = bx_n^2$ or there exists a subsequence, say
\[\tilde{u}_j(x) = \frac{u_{k_j}(r_j x)}{r_j^2}\],
producing a limit of the form $u_0(x) = ax_1 x_n + bx_n^2$ for $a > 0$ (up to a rotation). Let $c = c(a, b)$ be the constant from Lemma [3.4] and note that since $\tilde{u}_j \to u_0$ in $C^{1, \alpha}_{loc}$, there exists $j_0 = j_0(a, R) \in \mathbb{N}$ such that for every cylinder $S_{(a, b)}(e_1)$ there exists $x \in S_{(a, b)}(e_1) \cap B^+_R$ such that $|\nabla \tilde{u}_j(x)| \geq \frac{c}{a}$ for all $j \geq j_0$, where $R \geq 1$. Now choose a constant $C_0 = C_0(a, b, R) > 0$ (in fact, one may select any constant $C_0 \geq R(\frac{k}{a} + 1)$) such that
\[C_0 \partial_{x_1} u_0 - u_0 \geq 0\]
in $B_R^+$ and $j_0' \geq j_0$ for which
\begin{equation}
C_0 \partial_s \bar{u}_j - \bar{u}_j \geq 0 \quad \text{in } B_{\frac{R}{2}}^+
\end{equation}
whenever $j \geq j_0'$ by Lemma 3.1. Now fix $j \geq j_0'$ and suppose $z \in \Gamma_i(\bar{u}_j) \cap B_R^+$. Then there exists a ball $B \subset \text{int}\{\bar{u}_j = 0\} \cap B_R^+$. Note that this ball generates a cylinder $S$ in the $e_1$-direction. Now select $x \in S \cap B_R^+$ for which $|\nabla \bar{u}_j(x)| > 0$ and $-R < x_1 < -R/2$. In particular, there exists a small ball around $x$, say $\tilde{B}$ such that $F(D^2 \bar{u}_j) = 1$ in $\tilde{B}$ and one may assume $\tilde{B} \subset \{\bar{u}_j \neq 0\}$. Note that $\tilde{B}$ is contained in the cylinder $S$ and let $E_t = \tilde{B} + te_1$ for $t \in \mathbb{R}$. If $t > 0$ is such that $E_t \cap \{\bar{u}_j = 0\} \neq \emptyset$, and for all $0 \leq s < t$, $E_s \cap \{\bar{u}_j = 0\} = \emptyset$, choose $y \in \overline{E_t} \cap \{\bar{u}_j = 0\}$. Moreover, note that if $\bar{u}_j > 0$ in $\tilde{B}$, then by (3.3) it follows that $\bar{u}_j$ is strictly positive at a point in $\{\bar{u}_j = 0\}$, a contradiction. Thus $\bar{u}_j < 0$ in $\tilde{B}$. Next, by convexity of $F$
\begin{equation}
a_{kl} \partial_{kl} \bar{u}_j \geq 0 \quad \text{in } E_t.
\end{equation}
Since $0 = \bar{u}_j(y) > \bar{u}_j(x)$ for $x \in E_t$ and $y$ satisfies an interior ball condition, then Hopf’s lemma implies that $\frac{\partial}{\partial n} \bar{u}_j(y) > 0$, where $n$ is the outer normal to the ball at $y$. Now, if there exists $z \in B_{\delta}(y)$ such that $\bar{u}_j(z) > 0$, then this contradicts the monotonicity, if $\delta > 0$ is sufficiently small: $\overline{E_\eta} \subset B \subset \text{int}\{\bar{u}_j = 0\}$ for $\eta > 0$ large enough and since $\bar{u}_j(z) > 0$, the monotonicity (3.3) implies that $\bar{u}_j(z + e_1 s) > 0$, for some $s > 0$ such that $z + e_1 s \in \{\bar{u}_j = 0\}$. Hence, $\bar{u}_j \leq 0$ on $B_{\delta}(y)$ and thus $\nabla \bar{u}_j(y) = 0$, a contradiction. The conclusion is that for $j \geq j_0'$,
\begin{equation}
\Gamma_i(\bar{u}_j) \cap B_R^+ = \emptyset.
\end{equation}
In particular, $(B_R^+ \setminus \Omega_j)^o = \emptyset$ and non-degeneracy implies that $|B_R^+ \setminus \Omega_j| = 0$. Thus the $C^{1,1}$ function $\bar{u}_j$ satisfies $F(D^2 \bar{u}_j) = 1$ in $B_R^+$ in the viscosity sense and the up to the boundary Evans-Krylov theorem implies that $\bar{u}_j \in C^{2,\alpha}(B_R^+)$. In particular, $u_{k_j} \in C^{2,\alpha}(B_{r_{k_j}}^+)$. \qed

**Proof of Theorem 1.1.** If not, then there exists $\epsilon > 0$ such that for all $k \in \mathbb{N}$ there exists $u_k \in P_1^+(0, M, \Omega)$ with
\begin{equation}
\Gamma(u_k) \cap B_{1/k}^+ \cap C_\epsilon \neq \emptyset,
\end{equation}
where $0 \in \overline{\Gamma(u_k)}$. Now we consider two cases. First, suppose all blow-ups of $\{u_k\}$ are half-space solutions. Let $x_k \in \Gamma(u_k) \cap B_{1/k}^+ \cap C_\epsilon$ and set $y_k = \frac{x_k}{r_k}$ with $r_k = |x_k|$. 

Consider $\tilde{u}_k(x) = \frac{u_k(rx)}{r^2_k}$ so that $y_k \in \Gamma(\tilde{u}_k)$, $\tilde{u}_k \to bx_n^2$, $y_k \to y \in \partial B_1 \cap C_\epsilon$ (up to a subsequence), and $y \in \Gamma(u_0)$, a contradiction. Second, select a subsequence $\{u_{k_j}\}$ of $\{u_k\}$ such that for all $j \geq j_2$, $u_{k_j} \in C^{2,\alpha}(B^+_\frac{r_j}{2})$, where $j_2 \in \mathbb{N}$ and the sequence $\{r_j\}$ depends on $\{u_k\}$. Since $0 \in \overline{\Gamma(u_{k_j})}$, there exists $x_j \in \Gamma(u_{k_j}) \cap B^+_\frac{r_j}{2}$ which contradicts the continuity of $F$. \[\Box\]

**Proof of Theorem 1.3.** By Proposition 3.7, either $u_0(x) = bx_n^2$ or $D^2u(0)$ exists and the rescaling of $u$ is given by

$$u_j(x) = \frac{u(r_jx)}{r_j^2} = \langle x, D^2u(0)x \rangle + o(1).$$

Since $u_0(x',0) = 0$ for $x' \in \mathbb{R}^{n-1}$, it follows that $u_0$ has the claimed form (up to a rotation). \[\Box\]

Combining the non-transversal intersection with [FS14, Theorem 1.3], the following result holds.

**Corollary 3.8.** Let $u \in P^+_1(0, M, \Omega)$ and $0 \in \overline{\Gamma(u)}$. Suppose that for some $\epsilon_0 > 0$,

$$\delta_r(u, x^0) \geq \epsilon_0$$

for all $r > 0$ and $x^0 \in \Gamma \cap B^+_1$. Then there exists $r_0 > 0$ such that

$$\Gamma \cap B^+_{r_0} = \{x : x_n = \phi(x')\} \cap B^+_{r_0},$$

where $\phi$ is $C^1$.

**Proof.** Let $x^0 \in \Gamma \cap B^+_1$, then there exists a neighborhood of $x^0$ such that $\Gamma$ is represented as the graph of a $C^1$ function with respect to some coordinate system [FS14, Theorem 1.3]. By Theorem 1.1 it follows that the normal to the free boundary converges to $e_n$ so that this function can be taken with respect to the $\{x_n = 0\}$ hyperplane. \[\Box\]

**Remark 3.9.** If the free boundary can be represented as the graph of a Lipschitz function close to a contact point, then the thickness condition is satisfied. In general, the free boundary is not more regular than $C^{1,Dini}$. This is in sharp contradistinction to the interior case.

The existence of non-tangential second derivatives follows in a standard way.
Corollary 3.10. Let $u \in P_1^+(0, M, \Omega)$ and $0 \in \Gamma(u)$. Then
\[
\lim_{|x| \to 0} \partial_{ij} u(x)
\]
exists non-tangentially for all $i, j \in \{1, \ldots, n\}$.

Proof. Suppose $\{x^j\}$ is such that $x^j_n \geq \kappa |(x')^j|$ for some $\kappa > 0$. Then, for all $j$ large, $x^j \in \Omega$. Let
\[
u_j(x) = \frac{u(r_j x)}{r_j^2}
\]
where $r_j = |x^j|$ and $y^j = \frac{x^j}{r_j}$ so that along a subsequence, $y^j \to y \in S^{n-1}$. There exists $\mu > 0$ such that $B_\mu(y) \subset \Omega_j$ for all $j$ large so that $u_j \in C^{2, \alpha}(B_\mu(y))$. Therefore,
\[
D^2 u_j(y^j) = D^2 u(x^j) \to D^2 u_0(y).
\]
Since $D^2 u_0$ is a constant matrix, it is independent of $y$, and therefore independent of the subsequence. \(\square\)

Remark 3.11. In general, one cannot expect the tangential second derivatives to match the non-tangential derivatives. Consider the case when $0 \in \Gamma_i(u)$ so that there exists a collection of balls $\{B_\alpha\}$ where $B_\alpha \subset \text{int}\{u = 0\}$ and on $B_\alpha$, $D^2 u = 0$.

4. Regularity

Corollary 3.8 follows in a standard way once non-transversal intersection is established (via interior regularity). In the physical case when $u \geq 0$, it turns out that one may dispense with density conditions. The key is to exploit the boundary condition and estimate a maximal mixed partial derivative.

Lemma 4.1. Suppose $u \in P_1^+(0, M, \Omega)$ and $u \geq 0$. Then for any $\epsilon > 0$ there exists $r(\epsilon, M) > 0$ such that if $x^0 \in \Gamma(u) \cap B_{1/2}^+$ and $d = x^0_n < r$, then
\[
\sup_{B_{2d}(x^0)} |u - h| \leq \epsilon d^2, \quad \sup_{B_{2d}(x^0)} |\nabla u - \nabla h| \leq \epsilon d,
\]
where
\[
h(x) = b[(x_n - d)^+]^2,
\]
and $b > 0$ depends on the ellipticity constants of $F$. 

Proof. Suppose not, then there exists \( \epsilon > 0 \), non-negative \( u_j \in P_1^+(0, M, \Omega) \), and \( x^j \in \Gamma(u_j) \cap B_{1/2}^+ \) with \( d_j = x_{n}^j \to 0 \), for which

\[
\sup_{B_{2d_j}(x^j)^+} |u_j - b[(x_n - d_j)^+]^2| \geq \epsilon d_j^2,
\]
or

\[
\sup_{B_{2d_j}(x^j)^+} |\nabla u_j - 2b(x_n - d_j)^+| \geq \epsilon d_j.
\]

Let \( \tilde{u}_j(x) = \frac{u_j((x^j)^+ + d_j x)}{d_j} \) so that in particular

\[
||\tilde{u}_j - h||_{C^1(B_2^+(e_n))} \geq \epsilon,
\]
where \( h(x) = b[(x_n - 1)^+]^2 \). Since \( \tilde{u}_j(e_n) = |\nabla \tilde{u}_j(e_n)| = 0 \), the \( C^{1,1} \) regularity of \( \tilde{u}_j \) implies that \( |\tilde{u}_j(x)| \leq C|x - e_n|^2 \). By passing to a subsequence, if necessary,

\( \tilde{u}_j \to u_0 \)

where \( u_0 \in C^{1,1}(\mathbb{R}_+^n) \) satisfies the following PDE in the viscosity sense

\[
\begin{cases}
F(D^2 u_0) = 1 & \text{a.e. in } \mathbb{R}_+^n \cap \Omega_0, \\
|\nabla u_0| = 0 & \text{in } \mathbb{R}_+^n \setminus \Omega_0, \\
u_0 = 0 & \text{on } \mathbb{R}_+^{n-1}.
\end{cases}
\]

(4.1)

Now let

\[
N = \limsup_{|x| \to 0, x_n > 0} \frac{1}{x_n} \sup_{x \in P_1^+ \cap \{x_n \geq 0\}} \sup_{\epsilon \in S^{n-2} \cap e_n^+} \sup_{y \in B_{1/2}^+ \cap \{x_n = 0\}} \partial_y u(x + y)
\]

and note that \( N < \infty \) by \( C^{1,1} \) regularity and the boundary condition: for any \( \epsilon \in S^{n-2} \cap e_n^+ \) and \( y \in B_{1/2}^+ \cap \{x_n = 0\} \), it follows that \( \partial_y u(x' + y) = 0 \). Furthermore,

\[
N \geq \lim_{j} \left| \frac{\partial_x u_j(d_j x + (x^j)^+)_{x_n}}{d_j x_n} \right| = \lim_{j} \left| \frac{\partial_x \tilde{u}_j(x)}{x_n} \right| = \left| \frac{\partial_x u_0(x)}{x_n} \right|
\]

for all \( i \in \{1, \ldots, n-1\} \). In particular, let \( v = \partial_{x_i} u_0 \) so that in \( \mathbb{R}_+^n \),

\[
|v(x)| \leq N x_n.
\]

(4.3)

If \( N = 0 \), then \( \partial_{x_i} u_0 = 0 \) for all \( i \in \{1, \ldots, n-1\} \) and therefore \( u_0(x) = u_0(x_n) \). Since \( e_n \) is a free boundary point, it follows that \( u_0 = h \), a contradiction. Thus \( N > 0 \) and there is a sequence \( \{x^k\}_{k \in \mathbb{N}} \) with \( x_{n}^k > 0, u_k \in P_1^+(0, M, \Omega), u_k \geq 0, y^k \in B_{1/2}^+ \cap \{x_n = 0\} \),
and \( e^k \in S^{n-2} \cap e_n^\perp \) such that
\[
N = \lim_{k \to \infty} \frac{1}{x_n^k} \partial_{x^k} u_k(x^k + y^k).
\]
By compactness, \( e^k \to e_1 \in S^{n-2} \) (along a subsequence) so that up to a rotation,
\[
N = \lim_{k \to \infty} \frac{1}{x_n^k} \partial_{x^k} u_k(x^k + y^k).
\]
Let
\[
\tilde{u}_k(x) = \frac{u_k(y^k + r_k x)}{r_k^2},
\]
where \( r_k = |x^k|, \) \( z^k = \frac{x^k}{r_k}, \) and note that along a subsequence \( z^k \to z \in S^{n-1} \) and \( \tilde{u}_k \to u_0. \) It follows that \( \partial_{x^k} u_0(z) = N z_n \) and proceeding as in [IM16a] one deduces that \( u_0(x) = a x_1 x_n + c x_n + \tilde{b} x_n^2 \) for \( a \neq 0 \) and \( c, \tilde{b} \in \mathbb{R}, \) contradicting that \( u \geq 0. \)

**proof of Theorem 1.2** By Lemma 4.1 it follows that in a neighborhood of the origin, there is a cone of fixed opening that can be placed below and above each free boundary point. This implies that the free boundary is Lipschitz continuous. Away from the origin, it is therefore \( C^1 \) by interior results. Moreover, since the intersection of \( \Gamma \) and the origin occurs non-transversally, the aperture of the cones can be taken arbitrarily close to \( \pi, \) and this implies that the free boundary is \( C^1 \) at the origin.
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