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Abstract: In today’s world, online news is the source of news and information for many people. The popularity of online news can be dependent on various factors like the number of shares by the readers or the number of likes and comments on the news etc. In our research paper, we intend to find the best machine learning algorithm to predict the popularity of the news article. The dataset is taken from the UCI repository. We will apply five different algorithms such as random forest, logistic regression, etc and then compare the performance of these algorithms based on various performance measures such as accuracy and precision. Random forest showed the best results with the highest accuracy. Our work can be used by online publishers to predict the popularity before publication.
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I. INTRODUCTION

Online news is a primary source of information for many people. With the growing use of internet, online news has become the primary source of news and information for a large number of people. The popularity of news depends on various factors like the number of shares, number of likes and, the number of comments on the articles. These factors play an important role to measure the news’ popularity. Any news article that is shared more becomes more popular as more people have read that article. The number of shares on any article is an important factor which can be used to determine the popularity of news. The popularity prediction is a binary classification problem as it classifies the news articles as popular and unpopular. This prediction of news popularity can be used by news agencies and publishers to maximize profits and in getting a higher number of advertisements. Different machine learning algorithms are planned to implement on the dataset to evaluate and compare their performances using various performance measures.

II. LITERATURE SURVEY

News popularity prediction is a new research topic so there’s still plenty of space for further research work in this area. The work done so far in this domain mainly focused on the attributes of online content for estimating future popularity. Frendes et al.[1] has used the dataset taken from UCI Repository and implemented various machine learning algorithms namely Random Forest, Adaboost, Support vector machine, K-Nearest Neighbors and Naive Bayes. The random forest method performed the best giving an accuracy of 67% and roc of 73%. The accuracy of KNN and Naive Bayes is 67%. The other two methods i.e. SVM and Adaboost, both gave an accuracy of 66%. Here the Random Forest method gave highest accuracy. Hensinger et al. [5] presented that the news choices of each individual is shaped based on various different factors. After reading, people like the news article, share the news, write comments on the news articles. They share their opinion with public and this helps in making the article popular. The click of a user on a news article is influenced by many factors such as articles’ position on the web page, timing, topic, number of images, additional media, linguistic style. The method of binary SVM and Ranking SVM is used for the prediction of news articles of 10 different news agencies. Joe Maguire et al. [4] has shown that to predict the popularity of posts on social media accurately and precisely, machine learning can be used. Various machine learning algorithms are used namely Naive Bayes, Perceptron algorithm and linear Support Vector Machine. The Linear SVM method gave the accuracy of 85% which is the highest followed by Naive Bayes with and accuracy of 81% and Perceptron Algorithm with an accuracy of 73%. Yangjie Y. et al. [3] presented the research which is useful in the design of news recommendation system and personalization of news. An analysis of user behaviour of habits like news viewing, liking, commenting and sharing was done. This analysis was done on the data that was taken from yahoo news which was collected for about 2 month period. The method used is Latent Dirichlet Allocation (LDA) for the analysis. Jiahui L. et al. [2] presented the research which can help in developing the recommendation system of personalized news for an individual on Google news. A log analysis of user click on Google news was conducted which showed the variation in user’s interests. Some approaches used the user’s comments on the news articles for popularity prediction by analyzing user’s comments on different types of news articles.[6]
III. METHODOLOGY

The methodology for the online news prediction is as follows:

A. The dataset was taken from UCI Repository which was released by the popular news website known as Mashable.com. The dataset has 39797 articles and 61 attributes. The data is collected for about 2 years of period, from January 2013 to January 2015.

B. The data is then cleaned and for the data cleaning process, the data was checked for null values and outliers of the data were removed using the Inter quartile range(IQR) method.

C. The mean of the target variable i.e. ‘no of shares’ is taken and it is considered as the threshold value for the further classification of news as popular or unpopular.

D. The dataset is split into training and testing data in the ratio of 75:25.

E. The machine learning algorithms are then applied to the dataset. Random forest, Logistic Regression, Naive Bayes, K-Nearest Neighbors and, Support vector machine algorithms are the methods which are applied on the dataset.

F. The algorithms are then compared based on three performance measures i.e. accuracy, precision and, ROC.

G. After comparing, the best model among the four methods was selected.

IV. RESULT

The developed system will predict if the news will become popular or not popular. Various machine learning algorithms are applied on this dataset after the data cleaning process and then the best performing algorithm is selected among them using the different performance measures.

| S. No | Model            | Accuracy | Precision | ROC  |
|-------|------------------|----------|-----------|------|
| 1     | Logistic regression | 0.692    | 0.693     | 0.500|
| 2     | Random Forest    | 0.710    | 0.727     | 0.571|
| 3     | SVM              | 0.693    | 0.693     | 0.500|
| 4     | KNN              | 0.667    | 0.720     | 0.551|

Table 1: Values after applying algorithms

Table 1 shows the comparison between the four machine learning algorithms namely Random forest, Logistic Regression, Support Vector Machine and K-Nearest Neighbors that are applied on the dataset. Three Performance measures are used to evaluate the performance of these algorithms and compare them. On comparison, it clearly illustrates that the model which performed the best is Random Forest.

![Figure 1: Comparison of various algorithms based on accuracy](image-url)

Figure 1 showed the comparison of the four algorithms based on accuracy. Random forest method gave the highest accuracy among all.
Fig-2: Comparison of various algorithms based on precision

Figure 2 showed the comparison between algorithms based on precision and among all random forest method gave highest precision followed by KNN method.

Fig-3: Comparison of various algorithms based on roc

Figure 3 showed the comparison of the algorithms based on roc and Random forest gave the highest roc followed by KNN.

Fig-4: Comparison of various algorithms based on various performance measures

Figure 4 shows comparison among the four algorithms namely Random forest, Logistic Regression, SVM and KNN based on three performance measures accuracy, precision and roc. Among all the algorithms random forest performed the best.

It is observed that in the proposed work, Random Forest has better performance in all evaluation measures. This method gave an accuracy of 0.71 and precision of 0.727.
V. CONCLUSIONS

News popularity prediction is a comparatively new research topic and there is plenty of space for further research in this domain. It is still a research area to find out the factors which make particular news a popular one. Here the data is taken from UCI Repository and the dataset split into training and testing ratio of 75:25. The target variable used for prediction is ‘number of shares’ and 4 machine learning methods are applied on the dataset and the method which performed the best is random forest. Random forest method gave the best accuracy and precision of 0.710% and 0.727% respectively. Logistic regression and Naïve Bayes showed significantly good results for accuracy i.e. 0.692% and 0.693% respectively and K-Nearest Neighbor gave good precision results of 0.72%. Hence it can be seen that the random forest gave the best results among all the implemented algorithms.
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