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We expand upon the standard quantum adiabatic theorem, examining the time-dependence of quantum evolution in the near-adiabatic limit. We examine a Hamiltonian that evolves along some fixed trajectory from $H_0$ to $H_1$ in a total evolution-time $\tau$, and our goal is to determine how the final state of the system depends on $\tau$. If the system is initialized in a non-degenerate ground state, the adiabatic theorem says that in the limit of large $\tau$, the system will stay in the ground state. We examine the near-adiabatic limit where the system evolves slowly enough that most but not all of the final state is in the ground state, and we find that the probability of leaving the ground state oscillates in $\tau$ with a frequency determined by the integral of the spectral gap along the trajectory of the Hamiltonian, so long as the gap is big. If the gap becomes exceedingly small, the final probability is the sum of oscillatory behavior determined by the integrals of the gap before and after the small gap. We confirm these analytic predictions with numerical evidence from barrier tunneling problems in the context of quantum adiabatic optimization.

I. INTRODUCTION

The Quantum Adiabatic Theorem [1] is a powerful tool for analyzing dynamical quantum systems. For slowly evolving Hamiltonians it ensures the system will closely track its originally initialized energy state throughout the entire evolution. The key point of the adiabatic theorem is that it also gives a condition for how slowly the system needs to evolve.

The adiabatic theorem is notable for many applications in physics and chemistry. Of specific note for our purposes are Quantum Adiabatic Optimization [2] and Quantum Annealing which are a class of quantum algorithms for solving optimization problems. These algorithms initialize the system in an easily prepared eigenstate and rely on the adiabatic theorem to evolve it into a desired state under the influence of a suitably designed Hamiltonian. Quantum adiabatic computing is universal for quantum computing in general [2], but it is currently a matter of debate [4, 5] how much of that power can be captured by the model used in many applications, such as the D-Wave machine [17].

In this study, we will focus on the near-adiabatic regime of quantum evolution and quantum annealing, where the system evolves slowly enough to mostly stay in the desired eigenstate but with noticeable leakage. Non-adiabatic evolution has garnered much interest because it can potentially lead to speed-ups that the adiabatic theorem does not account for. In quantum annealing, recent work has focused on a rapid diabatic speed-up in certain barrier tunneling models [12, 16, 18].

While we couch our findings in the language of quantum computing, our results are more general. Many of our assumptions and approximations are general and can apply to a large number of problems and settings. Quantum Adiabatic Optimization relies on ground state evolution, and even this condition can be relaxed in our results.

In the near-adiabatic limit, our findings show that in the absence of a small spectral gap, the probability of transitioning out of the initialized state oscillates as a function of the total evolution time, $\tau$. Furthermore, we confirm previous results [13, 19] that show that the frequency of this oscillation depends on the integral of the spectral gap over the evolution.

Our new results add a layer of depth by considering the case where the spectral gap becomes small during one portion of the evolution, as would occur in a Landau-Zener avoided crossing [22, 23]. This crossing is localized, so that it only effects the system during a short period of time. We find that the avoided crossing effectively splits the evolution in two, resulting in a superposition of oscillatory behavior in $\tau$.

This article is structured with a basic overview of the Quantum Adiabatic Theorem and its context in quantum computing in Section III. In Section IV we develop much of the mathematical machinery that will be used in later sections.

We study the large gap regime in Section V examining how the oscillatory transition probability behavior arises, and we back up these results with numerical evidence from quantum algorithm settings. In Section VI we add in an avoided level crossing and explore analytically and numerically how this leads to a more complicated superposition of oscillatory behavior in total evolution time, $\tau$. Section VII shows an application of the large gap oscillations to the adiabatic version of Grover’s search. Finally, we review our conclusions and discuss future avenues of study in Section VIII.
II. ADIABATIC THEOREM

Suppose we have some quantum system obeying the Schrödinger equation
\[ i \frac{d}{dt} |\psi\rangle = \hat{H}(t) |\psi\rangle, \]
where time runs between \( t = 0 \) and \( \tau \), the evolution time of the system or the run time in a quantum computing setting. The Hamiltonian should follow the same trajectory even for different values of \( \tau \), so we can use the “normalized time” \( s \in [0, 1] \) to determine where in the Hamiltonian’s evolution we are.

The normalized time \( s \) relates to the actual time through \( t = s \tau \). Since the form of the Hamiltonian depends only on \( s \) and not \( \tau \), we can rewrite the Schrödinger equation as
\[ i \frac{d}{ds} |\psi\rangle = \tau \hat{H}(s) |\psi\rangle. \tag{2} \]
Now all the evolution time information has been pulled out into one parameter, \( \tau \), which we can vary to run the evolution more slowly or quickly.

A. Quantum Adiabatic Theorem

The Quantum Adiabatic Theorem is an old result first attributed to Born and Fock [1] but not treated fully rigorously until more recently (e.g. [19, 24]). The theorem concerns systems with a time dependent Hamiltonian, \( \hat{H}(s) \), that is initialized in the \( i \)th eigenstate. If the \( i \)th eigenstate has a non-zero spectral gap, \( \Delta(s) \), separating it from other eigenstates for the entire time evolution, then a sufficiently slow evolution of the Hamiltonian will keep the system in the \( i \)th eigenstate.

The key idea in the adiabatic theorem is how slowly the system must be evolved. Specifically, how large must \( \tau \) be to ensure that a significant portion of the probability remains in \( i \)th eigenstate. An oft quoted folklore result is that the adiabatic theorem holds if
\[ \tau \gg \int_0^1 ds \frac{|\langle \phi_i | \frac{d\hat{H}}{ds} | \phi_1 \rangle|^2}{\Delta(s)^2}, \tag{3} \]
where \( |\phi_i\rangle \) is the \( i \)th energy state.

This adiabatic condition is the full rigorous condition for adiabatic evolution [19, 24, 25], but it is sufficient for most cases, especially in quantum computing. Additionally, the more rigorous versions of the adiabatic condition still depend polynomially on the inverse of the spectral gap, \( \Delta(s)^{-1} \), and matrix norms of the Hamiltonian and its \( s \) derivatives.

For our purposes, we will always focus on the ground state. Therefore, the spectral gap \( \Delta(s) \) will just be the energy difference between the first excited state and the ground state.

B. Quantum Adiabatic Optimization

One major application of the quantum adiabatic theorem is to quantum computing. Quantum Adiabatic Optimization (QAO) is a quantum algorithm introduced in [2] building upon previous quantum annealing models [26, 27]. In QAO, a quantum system is initialized in the ground state of a simple Hamiltonian, and the Hamiltonian is then adiabatically evolved into one with a ground state that solves a desired computational problem. By measuring the final ground state, a solution to the computational problem can be obtained.

The original framing of QAO [2] works with an initial Hamiltonian that is a sum of \( \sigma_x \) terms on \( n \) qubits
\[ \hat{H}_0 = \frac{1}{2} \sum_{i=1}^n \sigma_x^{(i)} \tag{4} \]
and a final Hamiltonian which is diagonal in the computational, \( z \), basis and depends on some cost function \( f(z) \)
\[ \hat{H}_1 = \sum_{z \in \{0,1\}^n} f(z) |z\rangle \langle z|, \tag{5} \]
The goal is to find a bit string that minimizes \( f(z) \); therefore, we are looking for the ground state of \( \hat{H}_1 \). The algorithm linearly interpolates between the two Hamiltonians in total time \( \tau \):
\[ \hat{H}(s) = (1 - s) \hat{H}_0 + s \hat{H}_1 \tag{6} \]
QAO relies on the adiabatic theorem to keep the system in the ground state, but quantum annealing in general can run this algorithm faster than the adiabatic theorem recommends. This paper can be interpreted in terms of quantum annealing as describing how a non-adiabatic evolution effects the final success probability of the algorithm. We examine this success probability as a function of \( \tau \), and we find that the success probability depends greatly on the spectral gap.

In particular, we look at situations where the spectral gap remains large, except possibly in isolated regions where avoided-level crossings are allowed. To this end, we study two different symmetric qubit problems.

1. \( n \)-Qubit Barrier Tunneling Model

The first model we examine is one that has been studied in numerous articles [2, 11, 13, 15, 23, 28] with a final Hamiltonian cost function
\[ f(z) = \mu |z| + b(|z|), \tag{7} \]
where \( |z| \) is the Hamming weight of the bit string \( z \). The function \( b(|z|) \) is some localized barrier function that has width and height that scale with \( n^\alpha \) and \( n^\beta \), respectively,
for some constants $\alpha$ and $\beta$. Depending on the values of $\alpha$ and $\beta$, QAO can adiabatically require run times, $\tau$, that grow with $n$ in constant, polynomial, or exponential ways \cite{12, 13, 23}. In this article, we take the barrier to be localized around $|z| = \frac{2}{n}$ and take the shape of the barrier to be binomial; though, neither of these choices are particularly relevant.

The problem determined by Eq. 4 has a final ground state at $|z| = 0$, but in order to reach the final state, the instantaneous state must pass through or over the barrier given by $b(|z|)$. Adiabatically this is accomplished by a tunneling event, and it appears in the spectrum as an avoided level crossing between the ground state energy and the $n$-fold degenerate first excited state. Thus, this problem, exhibits a large spectral gap for most time that is well approximated by the $b(|z|) = 0$ case, except in the vicinity of the barrier where the problem takes on the form of a Landau-Zener avoided crossing. This problem is often studied in order to extract how much tunneling effects QAO.

Since the Hamiltonian, $H(s)$ is symmetric between qubits, the symmetric subspace fully describes the eigen-spectrum of the system. Therefore, this $2^n$ dimensional Hamiltonian can be simulated using an $n+1$ dimensional system, described by a tridiagonal matrix. This reduction of the size of the system allows for efficient calculation of the spectrum and other properties of the system numerically, allowing much larger $n$ to be studied.

We utilize this simple barrier tunneling model in QAO as an example of how our near-adiabatic evolution depends on the evolution or run time, $\tau$. Our analytic approximations and results are general and independent of this specific computational problem, but we use it as a numerical example to verify our analytic results.

### 2. Cubic Potential Model

The second model we consider works with a final potential that is cubic but without an explicit barrier. This model is the $p = 3$ case of the $p$-spin model that has been used by numerous groups \cite{24, 34}, and in the language of Hamming weight it is given by the final potential

$$f(z) = n \left( \frac{1}{n} |z| - 1 \right)^3.$$  

This cost function still has the all-zero bit string as its ground state, so the annealing evolution should still take the ground state from being localized around $|z| = n/2$ at $s = 0$ to $|z| = 0$ at $s = 1$. This problem does not include a barrier in the final potential but can still be visualized as a barrier tunneling problem in a semi-classical large-$n$ limit, using such methods as the Villain transformation \cite{28}. Notably, Jörg et al. \cite{29} showed that if the exponent $p \geq 3$, then the spectral gap becomes exponentially small in this problem. Therefore, finding the ground state of this cost function through quantum adiabatic optimization is a difficult task.

Many of the useful properties from the $n$-qubit barrier model also carry over to this system. The final cost function remains symmetric between qubits, so symmetry simplifications can be employed to make this problem numerically tractable to solve for large $n$.

### III. SETUP

We will start with the normalized time, $s$, version of the Schrödinger equation, Eq. 2. The next step involves rewriting the equation in the eigenbasis of the Hamiltonian. We take the instantaneous eigenbasis to be given by $|\varphi_j(s)\rangle$ with associated eigenenergies $\lambda_j(s)$. Then a general state of our system is written as

$$|\psi(s, \tau)\rangle = \sum_j C_j(s, \tau)|\varphi_j(s)\rangle.$$  

In terms of the eigenbasis the Schrödinger equation gives

$$i \left[ \frac{dC_k}{ds} + \sum_j C_j |\varphi_k\rangle \frac{d}{ds} \langle \varphi_j | \right] = \tau \lambda_k C_k.$$  

We want to know how the system evolves if we start the system in the ground state at $s = 0$. These same arguments work for higher excited states as well, but for our purposes, the ground state is sufficient and simpler. The adiabatic theorem tells us that if $\tau$ is large enough, we remain in the ground state. We relax the adiabatic condition slightly and allow near-adiabatic evolution where the majority of the state remains in $|\varphi_0(s)\rangle$, but some small amount leaks into the first excited states, with all other states being essentially unvisited.

We require the ground state to be nondegenerate, but the first excited eigenstate can be degenerate. We denote this possible $m$-fold degeneracy with a superscript $C_1^{(a)}$.

We want to restrict down Eq. 10 to just those probability amplitudes that are assumed to be relevant, namely, those close to the ground state. In doing this, we can remember that $\langle \varphi_j | \frac{d}{ds} | \varphi_j \rangle = 0$. We also shift the Hamiltonian by an overall ($s$-dependent) constant so that $\lambda_0 = 0$, which means that $\lambda_1 = \Delta$ is just given by the spectral gap. Using all this information, we obtain the following coupled equations for the relevant amplitudes

$$i \frac{dC_0}{ds} + \sum_{a=1}^m C_1^{(a)} \langle \varphi_0 | \frac{d}{ds} | \varphi_1^{(a)} \rangle = 0$$  

$$i \frac{dC_1^{(a)}}{ds} + C_0 \langle \varphi_1^{(a)} | \frac{d}{ds} | \varphi_0 \rangle$$

$$+ i \sum_{b \neq a} C_1^{(b)} \langle \varphi_1^{(a)} | \frac{d}{ds} | \varphi_1^{(b)} \rangle = \tau \Delta C_1^{(a)}.$$  

$$\lambda_j(s) = \begin{cases} 0 & \text{if } j = 0, \\ \text{the majority of the state remains in } |\varphi_0(s)\rangle, \\ \text{but some small amount leaks into the first excited states, with all other states being essentially unvisited.} \end{cases}$$
For \( \langle \varphi_1^{(a)} | \frac{d}{ds} | \varphi_1^{(b)} \rangle \), we can freely choose our basis within the degenerate eigenspace, and it is possible and desirable to choose our degenerate eigenbasis such that \( \langle \varphi_1^{(a)} | \frac{d}{ds} | \varphi_1^{(b)} \rangle = 0 \) for all \( a \) and \( b \).

Just from the definition of the eigenvalues of \( \hat{H}(s) \) and the orthonormality of its eigenvectors, we can look at
\[
\frac{\partial}{\partial s} (\hat{H} | \varphi_i \rangle) = \frac{\partial}{\partial s} (\lambda_i | \varphi_i \rangle)
\]
(13)
\[
\dot{\varphi}_j \hat{H} + \dot{\varphi}_j \frac{\partial}{\partial s} | \varphi_i \rangle = \frac{\partial \lambda_i}{\partial s} | \varphi_j \rangle + \lambda_i \frac{\partial}{\partial s} | \varphi_i \rangle.
\]

We can look at the inner product of this time derivative with an eigenstate \( j \neq i \) and utilize the orthonormality of the eigenstates
\[
\langle \varphi_j \hat{H} | \varphi_i \rangle + \langle \varphi_j | \hat{H} \frac{\partial}{\partial s} | \varphi_i \rangle = \frac{\partial \lambda_i}{\partial s} \langle \varphi_j | \varphi_i \rangle + \lambda_i \langle \varphi_j | \frac{\partial}{\partial s} | \varphi_i \rangle
\]
(14)
which means that
\[
\langle \varphi_0(s) \frac{d}{ds} | \varphi_1^{(a)}(s) \rangle = -\langle \varphi_1^{(a)}(s) | \frac{d}{ds} | \varphi_0(s) \rangle
\]
(15)
\[
= \langle \varphi_0(s) | \frac{d}{ds} | \varphi_1^{(a)}(s) \rangle \frac{\Delta(s)}{\Delta(s)} = \gamma_a(s) \frac{\Delta(s)}{\Delta(s)} \gamma_a(s).
\]
(16)

Thus, our differential equations can be reduced to
\[
\frac{d C_0}{ds} + \sum_{a=1}^{m} C_0^{(a)} \gamma_a \frac{\Delta}{\Delta} = 0
\]
(17)
\[
i \frac{d C_1^{(a)}}{ds} - i C_0 \gamma_a \frac{\Delta}{\Delta} = \tau \Delta C_1^{(a)}.
\]
(18)

At this point it is obvious that all the \( m \)-fold degenerate first excited states will behave in the exact same way. Therefore, for notational convenience, we will drop the \( a \) index and make the \( m \)-fold degeneracy explicit in these differential equations:
\[
\frac{d C_0}{ds} + m C_1 \gamma \frac{\Delta}{\Delta} = 0
\]
(19)
\[
i \frac{d C_1}{ds} - i C_0 \gamma \frac{\Delta}{\Delta} = \tau \Delta C_1.
\]
(20)

IV. LARGE GAP

A. Analytic Approximation

Now, we take the near-adiabatic limit by assuming that the vast majority of of the state remains in the ground state. In this limit, we assume that \( C_0 \gg C_1 \) so that Eq. (19) reduces to \( \frac{d C_0}{ds} = 0 \). This reduction assumes that the gap \( \Delta \) does not become too small. If the gap becomes small, then this problem can be approximated using different techniques, such as the Landau-Zener transition in

the next section, but we focus on the large gap case in this section.

Given this approximation that \( \frac{d C_0}{ds} = 0 \), we assume that it is a good approximation that \( C_0(s) = 1 \) for the entire evolution. Essentially we are saying that the majority of the amplitude remains in the ground state with minimal changes to its value. With this assumption, Eq. (20) becomes
\[
i \frac{d C_1}{ds} - i \frac{\gamma}{\Delta} = \tau \Delta C_1.
\]
(21)

Notice that \( C_1 \) is kept in this equation despite being disregarded in the \( C_0 \) equation. It is kept both because we are now looking at the change in \( C_1 \) itself and because this otherwise small term is multiplied by \( \Delta \) which is taken to be large in the near-adiabatic limit. This differential equation has an integral solution when \( C_1(s = 0) = 0 \)
\[
C_1(s, \tau) = \int_0^{s} ds \frac{e^{-ir} f_0 dz \Delta(z)}{\Delta(x)/\gamma(x)}.
\]
(22)

What we are actually going to care about is the final amplitude after the total evolution time \( \tau \), so the quantity we work with is mainly
\[
C_1(1, \tau) = \int_0^{1} ds \frac{e^{-ir} f_0 dz \Delta(z)}{\Delta(s)/\gamma(s)}
\]
(23)

Our goal is to approximate this integral in the limit of large \( \tau \) so that we can find the probability amplitude for leaving the ground state and entering one of these excited states.

Throughout this approximation, we need to assume that \( \Delta(s) \) does not become exceedingly small. We can rewrite our integral as
\[
C_1(1, \tau) = \int_0^{1} ds \frac{e^{-ir} f_0 dz \Delta(z)}{i \tau \Delta(s)^2/\gamma(s)}
\]
(24)

Integration by parts yields
\[
C_1(1, \tau) = \frac{e^{-ir} f_0 dz \Delta(z)}{i \tau \Delta(s)^2/\gamma(s)} \left[ s = 0 \right]^{1} - \int_0^{1} ds e^{-ir} f_0 dz \Delta(z) \frac{d}{ds} \frac{1}{i \tau \Delta(s)^2/\gamma(s)}
\]
(25)

By the properties of oscillatory integrals, the last integral here is \( O(\tau^{-2}) \), so we are left with
\[
C_1(1, \tau) = \frac{1}{i \tau \Delta(1)^2/\gamma(1)} - \frac{e^{-ir} f_0 dz \Delta(s)}{i \tau \Delta(0)^2/\gamma(0)} + O(\tau^{-2}).
\]
(26)

For convenience, we will define \( \rho(s) = \gamma(s)/\Delta(s)^2 \), and this value \( \rho(s) \) is related to the naive adiabatic condition that \( \tau \gg f_0^1 ds |\rho(s)| \). Therefore, this \( \rho(s) \) can be thought of as the gauge by which we can determine whether we are in the adiabatic limit.
represent the theoretical predictions coming from Eq. 27, and the circles represent data obtained from direct integration of the Schrödinger equation. Data is shown for various $\mu$ and $n = 1$; though this problem has decoupled qubits, so this is representative of arbitrary $n$. Notice especially the oscillatory behavior that depends on the integral of the spectral gap over the entire evolution.

Then the probability of transitioning into one of the $m$-fold degenerate first excited states is given by

$$P(\tau) = \frac{\rho(1)^2 + \rho(0)^2}{\tau^2} - \frac{2\rho(0)\rho(1)}{\tau^2} \cos(\omega\tau) + O(\tau^{-3}),$$

where

$$\omega = \int_0^1 ds \Delta(s).$$

(27)

Therefore, the final probability of failure (and success) are oscillating functions with a frequency dependent on the integral of the spectral gap. This result is a previously known result [19–21]. Additionally, Wiebe and Babcock 21 have proposed using this oscillating behavior to enhance quantum adiabatic computing.

Notice that the rule of thumb for the adiabatic condition states that the evolution time, $\tau$, needs to grow with $\rho(s)$, and indeed our formula captures this since the probability of failure depends on $\rho(1)^2$ and $\rho(0)^2$. The new and interesting behavior here is not the overall $\tau$ dependence but the oscillating dependence.

B. Numerical Confirmation

To numerically test the predictions of the previous subsection, we return to the quantum computational problem of Hamming weight barrier tunneling introduced in subsection 11.3

FIG. 1: The probability of transition to the first excited state versus the evolution time $\tau$ for no barrier. The solid lines represent the theoretical predictions coming from Eq. 27 and the circles represent data obtained from direct integration of the Schrödinger equation. Data is shown for various $\mu$ and $n = 1$; though this problem has decoupled qubits, so this is representative of arbitrary $n$. Notice especially the oscillatory behavior that depends on the integral of the spectral gap over the entire evolution.

FIG. 2: The probability of transition to the first excited state versus the evolution time $\tau$ for a barrier that grows with $\alpha = \beta = 1/10$. The solid lines represent the theoretical predictions coming from Eq. 27 and the circles represent data obtained from direct integration of the Schrödinger equation. Data is shown for various $\mu$ and $n = 100$. Even in this case with more approximations than in Fig. 1, the oscillatory analytic prediction is still quite accurate.

One important and instructive way to get a large gap out of the barrier tunneling problem is to set the barrier to zero, $b(|z|) = 0$. This decouples all the qubits from each other, making the problem effectively a two-level system, independent of the number of qubits. As well, the spectral gap has a simple closed form expression for this case

$$\Delta_{NB}(s) = \sqrt{1 - 2s + (1 + \mu)s^2}$$

(29)

This gap is also useful even in the cases with a barrier because it can well approximate the gap far away from where the tunneling event occurs. Also note that in the no barrier case $\gamma(s) = \frac{\rho(1)}{\tau}$.

In later analyses of cases with barriers, we use this expression for $\gamma(s)$ again when evaluating $\gamma(0)$ and $\gamma(1)$ which are far from the tunneling event.

When there is no barrier, we can analytically integrate Eq. 27 and obtain a form for the probability of failure, Eq. 28. In Fig. 1 we compare this analytic expression for the near-adiabatic probability of transitioning to an excited state with the exact result obtained by numerical integration of the Schrödinger equation. The analytic approximations predicts the actual data extremely well. It should be noted that without a barrier, the qubits are decoupled, so this is a two-level system, meaning many of our approximations are exact.

In Fig. 2 we look at a case, where the barrier is present and the qubits are not decoupled. In this case, we take a barrier with scaling exponents $\alpha = \beta = 1/10$. Based on previous work 25, this barrier should be easy to tunnel through, with only a constant gap as $n$ increases. In this instance, we have taken $n = 100$ qubits and see that good agreement between the direct data and the analytic
approximation from Eq. (27) that was calculated using numerical integration of the spectral gap and approximating \( \rho(1) \) and \( \rho(0) \) by the unperturbed value since they are evaluated far from where the barrier is relevant.

V. SMALL GAP

For the small gaps, we examine the case where the gap remains large everywhere except in a region right around a critical \( s^* \). At this critical \( s^* \), the system has an avoided level crossing, which traditionally is handled by a formalism such as the Landau-Zener problem. In this section, we focus on a system with a single avoided level-crossing, but our methods can easily be generalized to systems with multiple level crossings.

Note that this section discusses the near-adiabatic limit, so big-O notation is not appropriate here. In the \( \tau \to \infty \) limit, the results of the large gap section are accurate. This section focuses on the behavior of the success probability in regions where the inverse gap is small relative to the evolution-time, \( \tau \). Thus, we examine an intermediate region, and all of our results for modifications to \( C_1(1, \tau) \) tend to zero faster than Eq. (29) in the asymptotic limit of \( \tau \).

A. Frequency Splitting

An integral of the form Eq. (29) can often be treated with the stationary phase approximation. If the phase function, \( \int_s^1 dz \Delta(z) \), is ever stationary as would occur when \( \Delta(s) = 0 \), then the stationary phase approximation says that asymptotically, the integral is dominated by the value close to that stationary point.

Unfortunately, since the gap never goes to zero, \( \Delta(s) \neq 0 \), we never have a point of true stationary phase. However, we have an avoided level crossing where the gap becomes very small in the vicinity of \( s^* \). Additionally, near \( s^* \), the denominator of the integral is also small since it is proportional to \( \Delta(s) / \gamma(s) \) (\( \gamma(s) \) also often depends inversely on the gap). Therefore, the region around \( s^* \) should still contribute more to the integral than other regions, but since this is not a true stationary phase point, the contribution near \( s^* \) is drowned out in the asymptotic limit of \( \tau \).

Therefore, we will make an ansatz that the region around \( s^* \) also contributes significantly to the final probability amplitude in the near-adiabatic limit. The contribution to the probability amplitude in the vicinity of \( s^* \) is roughly of the form

\[
\lambda \equiv e^{-i\tau \int_{s^*-\epsilon}^{s^*+\epsilon} dz \Delta(z)} \int_{s^*-\epsilon}^{s^*+\epsilon} ds e^{-i\tau \int_{s^*-\epsilon}^{s^*+\epsilon} dz \Delta(z)} \Delta(s) / \gamma(s),
\]

where we have pulled out the contribution to the phase due to getting to the critical point. We can generalize this further (potentially allowing us to relax some of the assumptions that led to Eq. (29)) to

\[
\lambda = e^{-i\tau \int_{s^*} dz \Delta(z) \Lambda(\tau)}.
\]

Later in this section we present numeric evidence supporting this ansatz. Furthermore, our numerics indicate that \( \Lambda(\tau) \) is real, allowing us to ignore any potential extra phases.

Then, our conjectured probability amplitude in the near-adiabatic limit is

\[
C_1(1, \tau) \approx \frac{\rho(1)}{i\tau} - \frac{\rho(0)e^{-i\tau(\omega_+ + \omega_-)}}{i\tau} + \Lambda(\tau)e^{-i\tau\omega_+},
\]

\[
\omega_+ = \int_{s^*}^1 dz \Delta(z), \quad \omega_- = \int_0^{s^*} dz \Delta(z).
\]

This probability amplitude leads to a probability of transition of

\[
P(\tau) \approx \frac{\Lambda(\tau)^2 + \rho(0)^2 + \rho(1)^2}{\tau^2} + \frac{2\Lambda(\tau)}{\tau}(\rho(0) \sin(\omega_- \tau) + \rho(1) \sin(\omega_+ \tau))
\]

\[
- \frac{2\rho(0)\rho(1)}{\tau^2} \cos((\omega_+ + \omega_-)\tau)
\]

where \( m \) is the degeneracy of the first excited state.

Most importantly the final probability amplitude now has sinusoidal motion dependent on two frequencies, \( \omega_\pm \). Thus, the final probability no longer has a simple sinusoidal behavior but depends on the superposition of multiple sinusoids.

This splitting of the frequency, creating a superposition of sinusoids when the gap is small, is a well realized feature in actual problems, as seen numerically in Section V.C. In fact, this frequency splitting seems to persist even when most of the simplifying assumptions that went into Eqs. (27) & (33) fail. In the next section, we take a Landau-Zener approach to the small gap, but in other small gap models we examined, this frequency splitting persisted.

B. Analytic Approximation

In this section, we approximate our avoided level crossing as a Landau-Zener transition. In the language of the previous subsection, we use the ansatz that \( \Lambda(\tau) \) is related to the Landau-Zener transition probability. The Landau-Zener problem works with Hamiltonians of the form

\[
\hat{H}_{LZ}(s) = \frac{v}{2}(s - s^*)\hat{\sigma}_z + \frac{g}{2}\hat{\sigma}_x,
\]

where \( g \equiv \Delta(s^*) \) is the minimum spectral gap, and \( v \) is slope of the spectral gap far from \( s^* \). The Landau-Zener
formula says that the probability of transitioning from the ground state to the excited state going from \( t = -\infty \) to \( t = \infty \) is

\[
P_{LZ} = e^{-2\pi \frac{\alpha^2}{\tau^2}},
\]

where the \( \tau \) is coming in because the Landau-Zener transition is formulated in actual time, \( t \), whereas Eq. \( \text{(33)} \) is formulated in \( s \).

We take the probability amplitude of transition through our avoided level crossing to be proportional to \( \sqrt{P_{LZ}} \). We also include a real parameter, \( A \), to account for non-idealnesses in the Landau-Zener transition such as the finite nature of our transition and the fact that we do not start the avoided level-crossing in exactly the ground state. Therefore, we take

\[
\Lambda(\tau) = Ae^{-\frac{\pi \alpha^2}{2\tau}}.
\]

Then, our ansatz for the final failure probability when there is an avoided-level crossing is

\[
\frac{P(\tau)}{m} \approx A^2 e^{-2\pi \frac{\alpha^2}{2\tau}} + \frac{\rho(0)^2 + \rho(1)^2}{\tau^2} + 2\frac{Ae^{-\pi \alpha^2}}{\tau} \left( \rho(0) \sin(\omega_- \tau) + \rho(1) \sin(\omega_+ \tau) \right) - 2\frac{\rho(0)\rho(1)}{\tau^2} \cos((\omega_+ + \omega_-)\tau).
\]

In an actual setting, \( g, v, \) and \( \omega_{\pm} \) can be determined from the shape of the spectral gap of the problem in question. We leave \( A \) as a fitted parameter that accounts for non-idealness in our system. In the next section, we determine all these parameters in specific computational settings.

C. Numerical Confirmation

In this section, we present numeric data confirming the usefulness of the analytics in the rest of the section. Our approximations rely on two key assumptions, namely that \( |C_0(s)| \) is close to one, meaning we primarily stay in the grounds state and that \( \tau \) is large. We will test these approximations as well as the Landau-Zener ansatz modification by comparing Eq. \( \text{(33)} \) to direct data.

Each numeric simulation is based on direct Schrödinger evolution of the wavefunction from \( s = 0 \) to \( s = 1 \). This evolution then gives us data of \( P(\tau) \) (actually we calculate \( 1 - P(\tau) \), the probability of staying in the ground state) versus \( \tau \). This data is then fit using a function of the form of Eq. \( \text{(33)} \) to obtain a fitted value of \( A \). Across numerous trials with different barrier shapes and sizes, we determine that \( A \) can be taken as real.

For each of our simulations, we numerically calculate the gap as a function of \( s \) and use it to extract \( g, v, \) and \( \omega_{\pm} \). For \( v \), we base its value on the slope of \( \Delta(s) \) close to the avoided level crossing where the gap is increasing or decreasing effectively linearly. The frequencies \( \omega_{\pm} \) are obtained through numerical integration of the spectral gap before and after the critical \( s^* \).

We have done several simulations for the Hamming weight barrier problem with a binomial barrier. For a representative plot, see Fig. 3 which shows the close correspondence between the analytic expression in Eq. \( \text{(33)} \) and our approximations as well as the Landau-Zener ansatz modification. Numerical Confirmation

\[
\text{FIG. 3: The spectral gap, } \Delta(s), \text{ versus } s, \text{ for a binomial barrier with } \alpha = 0.3, \beta = 0.5, \mu = 1, \text{ and } n = 84. \text{ The minimum spectral gap, } g \text{ is obtained from the minimum here, and the Landau-Zener slope, } v, \text{ is approximated by the almost linear sections near the minimum gap. As well the frequencies, } \omega_{\pm}, \text{ come from numerical integration of this curve.}
\]

\[
\text{FIG. 4: The probability of transitioning out of the ground state as a function of the total evolution or run time, } \tau, \text{ for a binomial barrier with } \alpha = 0.3, \beta = 0.5, \mu = 1, \text{ and } n = 84. \text{ The red dots represent data obtained through direct evolution of the Schrödinger equation, and the blue curve is the result of applying Eq. } \text{(33)} \text{ to the problem. To obtain the blue curve, the parameter } A \text{ was fitted to } A = 0.107, \text{ but all other parameters were calculated from the spectral gap directly. Notice that the analytic expression matches up quite well with the data, mimicking the frequency behavior. Also notice that this analytic expression seems to hold even when the probability of failure is relatively high, around 10%.}
\]
FIG. 5: The probability of transitioning out of the ground state versus the evolution time, $\tau$, compared to the theoretical predictions from Eq. 37. The dots are the direct Schrödinger evolution data, and the lines are the theoretical predictions. This data all comes from the Hamming weight barrier problem with a binomial barrier with height and width both growing with $n^{0.5}$ and $\mu = 1$. The frequency behavior seems to be captured by the theoretical predictions well, but the overall amplitude is less well-predicted especially for higher $n$ where the probability of transitioning is higher.

and the direct data, for a binomial barrier with height and width scaling like $n^{0.5}$ and $n^{0.3}$ respectively and with $\mu = 1$ and $n = 84$. Notably, the frequency splitting behavior is evident here in the superposition of two sinusoids, and the overall scaling matches well with the Landau-Zener probability of transition exponential.

The fitted parameter $A$ in Fig. 4 is $A = 0.107$. In a pure Landau-Zener transition, the value of $A$ is 1; the fact that our value is less than 1, is likely an indicator of the finite scale of our Landau-Zener region. A true Landau-Zener transition occurs from $t = -\infty$ to $t = \infty$, so we have a finite range, which might influence the value of $A$. Also the $A$ parameter is probably absorbing discrepancies caused by our other assumptions in deriving Eq. 37 including those independent of the Landau-Zener-like transition.

We performed similar trials for other barrier sizes and values of $n$ and $\mu$, and for each trial, we found a very good correspondence between our ansatz and the direct Schrödinger data. One of the largest assumptions we use in deriving Eq. 37 is that the majority of the probability remains in the ground state so that we can approximate $C_0(s) \approx 1$ in our differential equations. Our numerics show that this is somewhat of a loose condition with, for instance, Fig. 4 showing good correspondence even when $|C_0(s)|^2 \approx 0.9$.

Additionally, our approximations also rely on the fact that $\tau$ is large. In Fig. 4 we display data compared to predictions for a variety of $n$ values at much lower $\tau$. The agreement is not as clear as with larger $\tau$, and especially at larger $n$ (thus larger transition probability), the agreement is noticeably degraded. However, there is still correspondence, and especially the frequencies, if not the amplitudes line up well.

In Fig. 4 all this data is taken for a barrier with height and width scaling with $n^{0.3}$. The spectral gap $\Delta(s)$ is very similar for all these $n$ values. As $n$ increases, the gap around the avoided level-crossing changes, lowering $g$ and raising $v$, but the majority of the spectral gap remains the same, meaning that $\omega_\pm$ are virtually the same for different $n$. The persistence of the same $\omega_\pm$ leads to similar frequency behavior across $n$, even though the enveloping probability scaling with $\tau$ changes with $g$, in accordance with the standard adiabatic theorem.

For the cubic potential, the spectral gap still goes through an avoided level crossing as shown in Fig. 4 but in this case, the avoided level crossing is much more asymmetrical for $n = 30$. The slopes on either side of the avoided level crossing are different, making it difficult to determine $v$. Therefore, in this case, we leave $v$ as a fitted parameter. This essentially eliminates the benefit of our Landau-Zener ansatz, but the frequency splitting of Eq. 37 is still valid. We also calculate $\rho(0)$ and $\rho(1)$ numerically using equivalent diagonalization methods to how we calculate the spectral gap itself.

Using Eq. 37 with fitted $A$ and $v$, we predict how the transition probability changes as a function of $\tau$ in Fig. 7. The correspondence between our prediction and the direct evolution data is quite good, but much of this is due to two fitted parameters. The important part of this figure is that the oscillatory behavior matches quite well between the prediction and direct data.

Also, Fig. 4 once again matches well even at the relatively high transition probability of around 0.24, indicating that the frequency splitting behavior is fairly robust to our exact approximations. The correspondence in this
The adiabatic grover algorithm is setup on a Hilbert space with dimension $N$ (not to be confused with $n$ qubits discussed in previous sections). The initial Hamiltonian is just a simple connection Hamiltonian between all basis states:

$$\hat{H}_0 = -\frac{1}{N} \sum_{i,j=1}^{N} |i⟩⟨j|.$$  (38)

The ground state of this Hamiltonian is just the uniform superposition of all states. For ease of analysis, typically the first $M$ basis states are chosen to be the target states, and the final Hamiltonian gives them a preferential energy term such that

$$\hat{H}_1 = \hat{I} - \sum_{m=1}^{M} |m⟩⟨m|.$$  (39)

Note that the ground state of the final Hamiltonian is $M$-fold degenerate; whereas, the ground state of the initial Hamiltonian is non-degenerate. Seemingly, this means that the spectral gap would go to zero at some point during the evolution; however, this is not an issue due to the nature of the degeneracy. The true ground state throughout the evolution is symmetric between target states so that in the end it is a uniform superposition of all targets. The degeneracy in the final ground state is due to states that are non-symmetric in target states transitioning between the first excited state and the ground state. Since the Grover Hamiltonian and initial ground state are symmetric between target states, and since we are concerned with coherent evolution, these non-symmetric states are inaccessible, meaning that we can largely ignore them.

A linear interpolation between these two Hamiltonians does not lead to the square root speedup of Grover’s algorithm [37]. Instead, a more generalized interpolation needs to be considered

$$\hat{H}(s) = (1 - g(s))\hat{H}_0 + g(s)\hat{H}_1.$$  (40)

The spectral gap for this Hamiltonian is given by

$$\Delta(s) = \sqrt{1 - 4(1 - g(s))g(s)\frac{(N-M)}{N}}.$$  (41)

The optimal annealing schedule [37], utilizes the adiabatic condition, Eq. 40 sloowing down when the spectral gap is small and speeding up when it is large. By optimizing for the amount of time spent in the small region, the ideal annealing schedule uses

$$g(s) = \frac{1}{2} \left( 1 - \tan^{-1} \left( \frac{(1 - 2s)\tan^{-1} \sqrt{\frac{N-M}{M}}}{\sqrt{\frac{N-M}{M}}} \right) \right).$$  (42)

This optimal annealing schedule leads to an adiabatic runtime that is $O\left(\sqrt{N/M}\right)$.
is evolving adiabatically so that oscillations will dominate if the standard adiabatic condition, $\Delta(0) = \Delta(1) = 1$, is met. Therefore, in this section the system is evolving adiabatically so that $\tau \in O\left(\sqrt{N/M}\right)$, and our main goal is to determine what the fine structure of the oscillations in this limit are.

Using the spectral gap and the annealing schedule, Eqs. (11) & (12) we can calculate the frequency of the large gap oscillations as described by Eq. (28)

$$\omega = \sqrt{\frac{M \tanh^{-1} \left(\frac{N-M}{N} \tanh^{-1} \sqrt{\frac{N-M}{M}}\right)}{N}}$$

(43)

The period of oscillations $T \equiv 1/\omega$ in the limit of large $N/M$ is given by

$$T \rightarrow \frac{\pi}{2 \ln 2 + \ln \frac{N}{M}} \sqrt{\frac{N}{M}}.$$

(44)

Therefore, up to logarithmic factors, the period of oscillations for adiabatic Grover’s search is $O\left(\frac{\sqrt{N}}{M}\right)$ which matches the digital equivalent.

Additionally, we can look at the amplitudes of the oscillations in the probability of transitioning, Eq. (27). In order to get $\rho(s)$, we need $\Delta(s)$ which was listed in the previous subsection and $\gamma(s)$. Assuming the annealing schedule in Eq. (34)

$$\gamma(s) = 4M \tan^{-1} \left(\sqrt{\frac{N-M}{M}}\right)$$

$$\times \frac{(\sqrt{\frac{N-M}{M}}) - \tan \left((1-2s)\tan^{-1} \left(\sqrt{\frac{N-M}{M}}\right)\right)}{N - 2M + N \cos \left(2(1-2s)\tan^{-1} \left(\sqrt{\frac{N-M}{M}}\right)\right)}$$

(45)

The truly important part of this equation is that this $\gamma(s)$ is symmetric about $s = 1/2$ so that notably $\gamma(0) = \gamma(1)$. Since the spectral gap is $\Delta(0) = \Delta(1) = 1$ at the end points as well, this leaves us with $\rho \equiv \rho(0) = \rho(1)$. Therefore, the probability of transitioning out of the ground state reduces to

$$P(\tau) = \frac{4\rho^2}{\tau^2} \sin^2 \left(\frac{\omega \tau}{2}\right) + O(\tau^{-3}).$$

(46)

Notably, this probability goes to $O(\tau^{-3})$ periodically according to $\omega$. Therefore, adiabatic Grover’s search can be timed to get perfect success probability in the adiabatic limit. In Fig. [8] we show the agreement between the analytic predictions of Eq. (46) and direct evolution data. There is good agreement between the analytics and the data, especially for lower transition probabilities.

VII. CONCLUSION

We have worked in the near-adiabatic limit, expanding upon the evolution time dependence. Specifically we have explored how the probability of transitioning out of the ground state depends on $\tau$, the total evolution time. In the adiabatic limit, the probability of transition decreases with $\tau^{-2}$, but we explored the structure on top of this basic decay, looking at the sinusoidal behavior superposed on top. In the absence of a small gap, the sinusoidal behavior has a frequency that depends only the integral of the spectral gap along the evolution. When an avoided level crossings occur, the sinusoidal behavior becomes the superposition of frequencies that depend on the integrals of the spectral gap, broken up at the avoided crossings.

We back up our analytics with numerics that very closely match up with our predictions. Specifically our
numerics are in the context of quantum computing and annealing, where this work can predict how long to run the algorithm to lead to oscillatory enhancements to the success probability.

Our work on frequency splitting in Sec. [VA] relies largely on an ansatz inspired by the stationary phase approximation and the Landau-Zener transition. Further work could be done to remove the need for an ansatz here, working more from first principles. The fact that the numerics match the analytics even when the approximations are less well-founded, indicates that stronger analytic work could be possible.

Acknowledgements

This material is based upon work supported by the National Science Foundation under Grant No. 1620843.