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Abstract One of the premier mechanisms used in extracting unobserved signals from observed mixtures in signal processing is employing a blind source separation (BSS) algorithm or technique. A prominent role in the sphere of multicarrier communication is played by orthogonal frequency division multiplexing (OFDM) techniques. A set of remedial solutions taken to mitigate deteriorative effects caused within the air interface of an OFDM transmission with aid of BSS schemes is presented. Two energy functions are used in deriving the filter coefficients. They are optimized and performance is justified. These functions with the iterative fixed point rule for receive signal are used in determining the filter coefficients. Time correlation properties of the channel are taken advantage for BSS. It is tried colored noise and interference components to be removed from the signal mixture at the receiver. The method is tested in a slow fading channel with a receiver containing equal gain combining to treat the channel state information values. The importance is that, these solutions can be noted as quite low computational complexity mechanisms.
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1 Introduction

Blind source or signal separation consists of recovering unobserved signals or sources from several observed mixtures. Typically the observation values are obtained at the output of a set of sensors, where each sensor receives a different combination of the source signals. The
adjective “blind” stresses the two scenarios. First is that the source signals are not observed. Second is no information is available about the mixture. In other words, no prior information is available about the transfer. The lack of prior knowledge about the mixture is compensated by a statistically strong but often physically plausible assumption of independence between the source signals. The weakness of the prior information is precisely the strength of the BSS model, making it a versatile tool for exploiting the spatial diversity provided by an array of sensors. Since training or pilot data sequences are not required by blind schemes higher effective data rates are expected to be delivered. Statistical or structural properties of the transmitted signal are used by them. Semi-blind schemes are developed to overcome some of the drawbacks of blind schemes with reduced amount of training or pilot data. Principal components analysis, singular value decomposition, independent component analysis, dependent component analysis, non-negative matrix factorization, low-complexity coding and decoding and stationary subspace analysis can be introduced as the key categories or branches of BSS.

One of the main focuses is consideration of applicability of BSS principles to wireless communication systems. These BSS algorithms that are supported by energy criterion functions to be optimized. The performance of the function is justified in the manuscript. It is always advantageous to utilize these types of approaches to further strengthen the performance of well established most demanded systems based on the techniques like OFDM. That is a part of attempt in meeting the ever increasing demand for higher capacity communication systems. A set of most historical attempts of using BSS algorithms in communications, signal processing and neural networks can be highlighted as [1–3].

2 BSS Models and Applications

The basic BSS models and algorithms can be extended in several directions and more sensors than sources which are of much practical importance [4,5]. They include noisy observations and complex signals and mixtures. They are applicable to the standard narrow band array processing or beamforming models and convolutive mixtures leading to multichannel blind deconvolution problems. Some of these approaches can only separate stationary non-Gaussian signals. Due to these limitations, poor performance is obtained when dealing with some real sources, like audio signals. But there are different approaches which take advantage of the nonstationarity of sources in order to achieve better performance than the classical methods [6].

Biomedical signal processing and analysis (ECG, EEG, MEG, cancer prevention and diagnosis, modeling of the human body) [7–9], is an area that can be efficiently and effectively supported by BSS schemes where the driving force is a basic human need. Another highly demanded area is signal processing in communications including wireless communications [10] whose progress is propelled by ever growing demand for higher effective data rates and enhanced user mobility. Both can be included to the category of BSS based applications that are extensively connected with the day to day requirements of the society. Data mining, geophysical data processing, acoustics (audio signal processing), speech recognition, image recognition, electrical engineering [11], computer vision and machine learning are some themes which are been heavily researched where prominent role can be played by BSS algorithms. Lesser demanded applications also can be seen. But some of them are with great foreseen potential to fulfill important needs if they are been properly developed. In one such case, a problem of separating multiple speakers from mixtures of these that are obtained using multiple microphones in a room is addressed. An adaptive BSS algorithm entirely based on
When the output signals are independent, separation of the sources of linear instantaneous systems by combining the observations by means of a matrix adapted is aimed in [6]. The underlying assumption of these techniques is that the sources must be independent.

The basic BSS receive signal matrix model \( \mathbf{x}(t), \mathbf{x}(t) = [x_1(t), x_2(t), \ldots, x_f(t), \ldots, x_F(t)]^T \) at time \( t \) of a basic BSS model with \( B \) unspecified inputs or sources and \( F \) output or sensor observations has the form [6,15,16],

\[
\mathbf{x}(t) = \mathbf{A}s(t) + \mathbf{w}(t) = s_1(t)\mathbf{a}_1 + \mathbf{w}^T(t)
\]

where \( \mathbf{A} \) is enclosed with mixture coefficient values and a \( F \times B \) matrix. The element \( f,b \) of it is given by \( a_{f,b} \). Source signal bearing \( B \) sources \( s_1(t), s_2(t), \ldots, s_b(t), \ldots, s_B(t) \) is signified by \( \mathbf{s}(t) \). \( \mathbf{a}_1, \mathbf{a}_1 = [a_{1,1}, a_{2,1}, \ldots, a_{f,1}, \ldots, a_{F,1}]^T \) is the coefficient value matrix of \( s_1(t) \). \( s_b(t) \) is the signal element \( b \) at time \( t \). Components \( s_2(t), s_3(t), \ldots, s_b(t), \ldots, s_B(t) \) are independent or uncorrelated symbols or signals. Signal \( s_1(t) \) is time correlated. \( \mathbf{w}(t) = [w_1(t), w_2(t), \ldots, w_f(t), \ldots, w_F(t)]^T \) is additive independent and identically distributed (IID) white noise and colored noise is given by \( \mathbf{w}^T(t) \). \( w_f(t) \) is the noise element \( f \) at time \( t \). When appropriately shaped mapped symbols are considered and the time delay is sufficiently shorter \( c_1 = E[s_1(t)s_1(t+\tau)] \approx E[s_1^2(t)] \). The differential correlation matrix \( \mathbf{C}(\tau) \) at a small time difference \( \tau \) is given [17] as follows,

\[
\mathbf{C}(\tau) = E[\mathbf{x}(t)\mathbf{x}^T(t+\tau)] = c_1\mathbf{a}_1\mathbf{a}_1^T + \mathbf{R}_{\tau}
\]

where matrix transpose is denoted by \( .^T \). The ordinary correlation matrix \( \mathbf{R} \) is,

\[
\mathbf{R} = E[\mathbf{x}(t)\mathbf{x}^T(t)]
\]

\[
= AE[\mathbf{s}(t)\mathbf{s}^T(t)]\mathbf{A}^T + \sigma^2\mathbf{I}
\]

\[
= c_1\mathbf{a}_1\mathbf{a}_1^T + \mathbf{R}_0
\]

Noise variance is given by \( \sigma^2 \). Assume that \( \|\mathbf{R}_0\| > \|\mathbf{R}_\tau\| \), where \( \| \cdot \| \) is Frobenius or 2-norm.

The output \( \mathbf{y}(t) \) or \( \mathbf{y} \) of the receiver with coefficient \( \mathbf{u}_{r_c} \) is given by,

\[
\mathbf{y} = \mathbf{u}_{r_c}^T\mathbf{x}
\]

The output power \( E(\mathbf{y}^2(t)) \) can be derived by (3) and (4) as,

\[
E(\mathbf{y}^2(t)) = \mathbf{u}_{r_c}^T\mathbf{R}\mathbf{u}_{r_c}
\]

A set of energy functions are considered under two categories, where the first category consisting \( J_1(\mathbf{u}) \) and \( J_2(\mathbf{u}) \) is for the removal of colored noise and the second category consisting \( J_3(\mathbf{u}) \) and \( J_4(\mathbf{u}) \) is for the removal of interference signal. \( \mathbf{u} \) is a variable coefficient similar to \( \mathbf{u}_{r_c} \). Where the differential cross correlation matrix estimated from the Eq.(2), the Lagrangian multipliers and the matrix inverse are indicated by \( \mathbf{C}, \lambda_\beta, \beta = 1,2,\ldots,4 \) and \( ^{-1} \) correspondingly.
2.1.1 For Colored Noise

\[ J_1 (u) = u^T Cu + \lambda_1 \left( I - u^T R^{-1} u \right) \]  
\[ J_2 (u) = u^T Cu + \lambda_2 \left( I - u^T Ru \right) \]  

Removal of the noise component of the interference \( w'(t) \) is aimed while passing the signal \( s_1(t)a_1 \). The energy function is a dependent of the measured signal values \( x(t) \) or \( x \). The first terms of (6) and (7) try to minimize the projection of \( u \) to the effective spaces spanned by the matrix \( C^{-1} \). The output power to that kind of inverse process is minimized by \( u \), which the correlation matrix \( C^{-1} \) is produced. Differential correlation matrix \( C \) contains just time correlated signal part \( s_1(t)a_1 \). Resulting \( u^T C^{-1} u \) is in minimum due to usage of the inverse matrix. Therefore it is expected that the signal \( s_1(t)a_1 \) is passed quite well by \( u \). The projections of \( u \) to the effective spaces spanned by the matrix \( R \) is tried to minimized by the second term. \( E\{y^2(t)\} \) is also tried to be minimized. But without differential correlation, \( R \) contains much the interference part \( R_0 \). Then the desired signal \( s_1(t)a_1 \) is filtered well again by \( u \).

Finding answers for these scenarios, a number of solutions can be developed under different conditions. Different approaches to get rid of or lessen the effect of noise or interference components can be noticed. A pair of suchlike solutions where noise component is tried to be removed is described bellow.

- **Algorithm 1**
  
  Considering the partial derivative \( \frac{\partial J_1(u)}{\partial u} = 0 \) of (6) at \( u_1 \) for the optimization,

  \[ \lambda_1 u_1 = RCu_1 \]  

  Colored noise is filtered out.

  Using \( \lambda_1 u_1(t) = g_1^1(t) \) and the iterative fixed point rule as follows,

  \[ g_1^1(t) = RCu_1(t) \]  
  \[ u_1^1(t) = \frac{g_1^1(t)}{\|g_1^1(t)\|} \]  
  \[ g_1^2(t) = RCu_1^1(t) \]  

- **Algorithm 2**
  
  Considering the partial derivative \( \frac{\partial J_2(u)}{\partial u} = 0 \) of (7) at \( u_2 \) for the optimization,

  \[ \lambda_2 u_2 = CR^{-1}u_2 \]  

  Using \( \lambda_2 u_2(t) = g_2^1(t) \) and the iterative fixed point rule as follows,

  \[ g_2^1(t) = CR^{-1}u_2(t) \]  
  \[ u_2^1(t) = \frac{g_2^1(t)}{\|g_2^1(t)\|} \]  
  \[ g_2^2(t) = CR^{-1}u_2^1(t) \]
2.1.2 For Interference Signal

\[ J_3 (u) = u^T C^{-1} u + \lambda_3 \left( I - u^T R^{-1} u \right) \]  \hfill (16)

\[ J_4 (u) = u^T C^{-1} u + \lambda_4 \left( I - u^T Ru \right) \]  \hfill (17)

As the prime aspiration of the process, the interference component of the interference \( w'(t) \) is targeted to be suppressed while passing the signal \( s_1(t)a_1 \). Minimization of the projections of \( u \) to the effective space spanned by the matrix \( C^{-1} \) is tried by the first terms of the (16) and (17). The output power to suchlike inverse method is minimized by \( u \), witch the correlation matrix \( C^{-1} \) is produced. Differential correlation matrix \( C \) contains just time correlated signal part \( s_1(t)a_1 \). Due to usage of the inverse matrix resulting \( u^T C^{-1}u \) is kept in minimum. Therefore it is expected to pass the signal \( s_1(t)a_1 \) quite well by \( u \).

- **Algorithm 1**

  Considering the partial derivative \( \frac{\partial J_3(u)}{\partial u} = 0 \) of (16) at \( u_3 \) for the optimization,

\[ \lambda u_3 = C^{-1} Ru_3 \]  \hfill (18)

Interference signal is filtered out.

Using \( \lambda u_3(t) = g_3^1(t) \) and the iterative fixed point rule as follows,

\[ g_3^1(t) = C^{-1} Ru_3(t) \]  \hfill (19)

\[ u_3^1(t) = \frac{g_3^1(t)}{\|g_3^1(t)\|} \]  \hfill (20)

\[ g_3^2(t) = C^{-1} Ru_3^1(t) \]  \hfill (21)

- **Algorithm 2**

  Considering the partial derivative \( \frac{\partial J_4(u)}{\partial u} = 0 \) of (17) at \( u_4 \) for the optimization,

\[ \lambda_4 u_4 = (CR)^{-1} u_4 \]  \hfill (22)

Interference signal is filtered out.

Using \( \lambda_4 u_4(t) = g_4^1(t) \) and the iterative fixed point rule as follows,

\[ g_4^1(t) = (CR)^{-1} u_4(t) \]  \hfill (23)

\[ u_4^1(t) = \frac{g_4^1(t)}{\|g_4^1(t)\|} \]  \hfill (24)

\[ g_4^2(t) = (CR)^{-1} u_4^1(t) \]  \hfill (25)

For the iteration \( m \) of any of \( u_1(t), u_2(t), u_3(t), \) or \( u_4(t) \),

\[ u_c^m(t) = \frac{g_c^m(t)}{\|g_c^m(t)\|} \]  \hfill (26)

where \( \cdot_1, \cdot_2, \cdot_3 \) or \( \cdot_4 \) is represented by \( \cdot_c \).
2.2 BSS for OFDM

One of the dominant inherent advantages of OFDM is robustness to frequency-selective fading. High spectral efficiency and multipath tolerance are some other precious features associated with this technique. Contributions of BSS algorithms in symbol recovery at the receiver are tested for OFDM. There is an apparent need of low complexity schemes to remove noise and interference components of a synchronous downlink OFDM systems under the same conditions.

Basic OFDM [18,19] consisting $N$ subcarriers [$N$-point inverse discrete Fourier transform (IDFT)/discrete Fourier transform (DFT)] is considered. Channel frequency response of the channel state information (CSI) of subcarrier $n$ during an OFDM symbol period $t$ is given by $H_n(t)$. Channel impulse response for the path $l$ of the channel tap $k$ of the multipath frequency-selective Rayleigh fading channel within the same duration is denoted by $h_{k,l}(t)$. Each tap is supported by $L$ independent paths.

$$H_n(t) = \sum_{k=0}^{N-1} \sum_{i=0}^{L-1} h_{k,i}(t)e^{-j\frac{2\pi kn}{N}} \quad (27)$$

The receive signal $r_n(t)$ on subcarrier $n$ during $t$ can be expressed as in (28).

$$r_n(t) = H_n(t)d_n(t) + \left(\frac{\sigma}{\sqrt{2}}v_n(t)\right) \quad (28)$$

where $d_n(t)$ and $v_n(t)$ are transmit symbol and normalized additive white Gaussian noise of subcarrier $n$ for the period $t$ respectively. $\sigma$ is the standard deviation to the additive white Gaussian noise. Since slow fading is considered it can be assumed that for a given symbol frame path gain $H_n(t) = H_n$ and $h_{k,l}(t) = h_{k,l}$.

$$r_n(t) = H_n d_n(t) + \left(\frac{\sigma}{\sqrt{2}}v_n(t)\right) \quad (29)$$

$P$ receive signal samples are taken with small time shifts of $\tau$ within each information symbol duration. Hence the receive signal samples of subcarrier $n$ at time period containing symbol $d_n(t)$ can be expressed as $r_n(t)$, $r_n(t + \tau)$, $\ldots$, $r_n(t + (p - 1)\tau)$, $\ldots$, $r_n(t + (P - 1)\tau)$. Row matrix containing these samples as the elements is represented by the notation $\mathbf{r}_n(t)$. These samples are equivalent to $x_1(t)$, $x_2(t)$, $\ldots$, $x_f(t)$, $\ldots$, $x_F(t)$ in (1). Symbol sample of $d_n(t)$ and additive white Gaussian noise of sample $p$ of receive signal $r_n(t)$ are indicated by $d_n(t + (p - 1)\tau)$ and $v_n(t + (p - 1)\tau)$ correspondingly. Using (29), sample $p$ of receive signal $r_n(t)$ can be given as,

$$r_n(t + (p - 1)\tau) = H_n d_n(t + (p - 1)\tau) + \left(\frac{\sigma}{\sqrt{2}}v_n(t + (p - 1)\tau)\right) \quad (30)$$

For any symbol sample on subcarrier $n$ within a time duration of a transmit information symbol $d_n(t)$, $d_n(t + (p - 1)\tau) = d_n(t)$.

$$r_n(t + (p - 1)\tau) = H_n d_n(t) + \left(\frac{\sigma}{\sqrt{2}}v_n(t + (p - 1)\tau)\right) \quad (31)$$

The differential correlation matrix $\mathbf{C}_n(\tau)$ at a small time difference $\tau$ and ordinary correlation matrix $\mathbf{R}_n$ for subcarrier $n$ according to (2) and (3) are,

$$\mathbf{C}_n(\tau) = E\{\mathbf{r}_n(t)\mathbf{r}_n^*(t + \tau)\} \quad (32)$$

$$\mathbf{R}_n = E\{\mathbf{r}_n(t)\mathbf{r}_n^*(t)\} \quad (33)$$
Matrix complex conjugate transpose is denoted by $\cdot^*$. Iterative fixed point rule can be applied as same as in (9) [or (13), (19), (23)], where resultant $g_{c,n}^1(t)$ and $g_{c,n}^m(t)$ pairs of subcarrier $n$ of the four algorithms can be presented as follows.

### 2.2.1 For Colored Noise
- **Algorithm 1**
  
  \[
  g_{1,n}^1(t) = R_n C_n u_{1,n}(t) \\
  g_{1,n}^m(t) = R_n C_n u_{1,n}^{m-1}(t)
  \]  

- **Algorithm 2**
  
  \[
  g_{2,n}^1(t) = C_n R_n^{-1} u_{2,n}(t) \\
  g_{2,n}^m(t) = C_n R_n^{-1} u_{2,n}^{m-1}(t)
  \]

### 2.2.2 For Interference Signal
- **Algorithm 1**
  
  \[
  g_{3,n}^1(t) = C^{-1} R u_{3,n}(t) \\
  g_{3,n}^m(t) = C^{-1} R u_{3,n}^{m-1}(t)
  \]

- **Algorithm 2**
  
  \[
  g_{4,n}^1(t) = (CR)^{-1} u_{4,n}(t) \\
  g_{4,n}^m(t) = (CR)^{-1} u_{4,n}^{m-1}(t)
  \]

Coefficient $u_{c,n}^m(t)$ for iteration $m$ for subcarrier $n$ of any of the solutions given for OFDM is stated as,

\[
  u_{c,n}^m(t) = \frac{g_{s,n}^m(t)}{\|g_{s,n}^m(t)\|}
\]

Revised receive signal similar to (4) is,

\[
y_n(t + (p - 1)\tau) = u_{c,n}^m(t) r_n(t + (p - 1)\tau)
\]

Signal after equal gain combining (EGC) can be expressed as,

\[
y_n(t) = \frac{u_{c,n}^m(t)}{P} \frac{H_n^*}{|H_n|^2} \sum_{p=1}^{P} r_n(t + (p - 1)\tau)
\]

The simplified matrix format output $y(t)$ or $y$ of the receiver with coefficients $u$ for these OFDM based techniques is given as,

\[
y_{OFDM} = u_{OFDM}^T x_{OFDM}
\]
where $\mathbf{u}_{OFDM}$ is a $N \times N$ diagonal matrix containing elements $u_{c,1}^m(t), u_{c,2}^m(t), \ldots, u_{c,n}^m(t), \ldots, u_{c,N}^m(t)$ on the diagonal. $\mathbf{x}_{OFDM}$ is a column matrix. Element $n$ of it can be given by,

$$
x_n = \frac{1}{P} \frac{H_n^*}{|H_n|^2} \sum_{p=1}^{P} r_n(t + (p - 1)\tau)
$$

(46)

### 3 System Model

The system model used for the discrete time base band simulations with single transmit and single receive antenna is given in Fig. 1. The system is equipped with $N$ subcarrier OFDM transmitter [18, 19] which is operated under slow fading frequency-selective Rayleigh channel containing Rayleigh distributed amplitude and uniformly distributed phase values. It is assumed that transmit and receiver setup is properly synchronized under all the conditions. Iterative BSS based lesser complex algorithms are employed with multiple sampling for each receive symbol at the receiver. Among various combining techniques, stable conventional combining technique viz. EGC is used. It is assumed that perfect path gain values are available at the receiver. Same system model and parameters are used under the same channel conditions in order to test and verify the results of standard OFDM system [18, 19] without multiple sampling mechanism for the receive symbols.

### 4 System Parameters and Simulation Results

Simulations are carried out for systems considering 64 subcarrier basic OFDM transmitters. Binary information bits are mapped with 4-Quadrature Amplitude Modulation (4-QAM). After interleaving they are serial to parallel converted among subcarriers and transmitted through slow fading channel. Signal samples are obtained corresponding to each of the receive symbol on every subcarrier that are to be used for the BSS solutions. Considering the properties of the channel [20] and time correlation properties of the binary wave forms [17], it is decided to take samples only within the first 20% of time duration of an information symbol. Each channel tap is modeled using 4 independent paths. It is assumed that there is no variation of the signal due to any other reason during a symbol duration. The assumption becomes stronger, since the system is operated under slow fading channel conditions. Systems with the BSS schemes are configured to operate a number of iterations using the fixed point rule. Only one receive antenna is used to capture signal samples.

#### 4.1 Performance with Different Number of Subcarriers

##### 4.1.1 For Colored Noise

The OFDM systems namely the system with two noise removal BSS algorithms and the standard OFDM system with different number of subcarriers are tested and where the results are presented in Fig. 2. All the other parameters and conditions are maintained as the same. The results of the BSS schemes worked out for 16, 32 and 64 subcarriers employing algorithms 1 and 2 are given by Fig. 2a,b accordingly. Receive signal sampling is limited to 15 samples for each of the receive symbol on every subcarrier. In this scenario the OFDM systems with
Fig. 1  Block diagram of the lowpass equivalent system model

Fig. 2  OFDM systems with BSS and EGC: a noise removal Algorithm 1 and b noise removal Algorithm 2
BSS algorithms are capable of outperforming the corresponding standard OFDM system. Sensitivity to noise can be seen. Improvement in performance can be seen with the increase of signal power. That the iterative fixed point rule contributes negatively for the process of recovery of corrupted signals under these parameters.

4.1.2 For Interference Signal

In favor of the first set of simulations, variable number of subcarriers for the BSS scheme is considered. Performance results for 16, 32 and 64 subcarriers are obtained for this classification with 15 receive signal samples for each of the receive symbol on every subcarrier. Rest of the parameters and conditions of the model are maintained as the same. Outcome of the operations of the systems namely the OFDM system with the BSS algorithm and the standard OFDM system is presented in Fig. 3. The results of the scheme 1 and 2 worked out for 16, 32 and 64 subcarriers are given by Fig. 3a,b respectively. In this case the algorithms based OFDM systems are competent of outperforming the corresponding standard OFDM systems. But the iterative fixed point rule contributes destructively for the process of recovery.

![Graphs showing BER vs E/N(dB) for different subcarrier numbers and algorithms.](image-url)

**Fig. 3** OFDM systems with BSS and EGC: a interference signal removal Algorithm 1 and b interference signal removal Algorithm 2
Fig. 4 OFDM systems with BSS and EGC: a noise removal Algorithm 1, b noise removal Algorithm 2 and c two algorithms with 10 samples of corrupted signals under these parameters. Gradual improvement in performance with the increase of signal power can be seen. Behavior of the curves area in parallel to the curves of standard OFDM.
Fig. 5 OFDM systems with BSS and EGC: a interference signal removal Algorithm 1, b interference signal removal Algorithm 2 and c two algorithms with 10 samples
4.2 Performance with Different Receive Signal Sample Sizes

4.2.1 For Colored Noise

Results of the simulations done for OFDM receiver with two BSS algorithms with different number of receive samples and standard OFDM system is presented by Fig. 4. Other parameters and conditions of the models are held as the same. Performance of the BSS schemes carried out taking 5, 8 and 10 receive signal samples for the two algorithms are shown by Fig. 4a,b respectively. Results of the both algorithms with 10 samples are presented in Fig. 4c. The simulation curves of the two schemes together with the standard or the normal OFDM system fall closer to each other. It can be observed that all these algorithms are capable of outperforming the standard OFDM system when higher numbers of samples are taken. With the increase of number of samples sizes of the matrices used for processing are also increased. Increasing the number of samples contributes positively for the process of refinery of corrupted symbols under these parameters.

4.2.2 For Interference Signal

Corroborative simulations conducted using the explained OFDM substructure with the BSS algorithm with different number of receive samples and standard OFDM system are shown in Fig. 5. Other parameters and conditions are maintained as the same. Performance is scrutinized for the BSS schemes carried out taking 5, 8 and 10 receive signal samples for the each algorithm are presented in Fig. 5a,b respectively. Outcome of the both algorithms with 10 samples is presented in 5c where the simulation curves of the two schemes fall in the vicinity of each other together with the standard OFDM system. Better bit error rates are demonstrated by the curves of taken for higher signal samples. In this scenario also with the increase of number of samples sizes of the matrices used for processing are also increased. Hence it could be resolved that a constructive contribution is done by a higher number of samples for the process of refinery of corrupted symbols under these parameters.

5 Conclusion

Better recovery of information symbols or an improvement in signal detection for the symbols transmitted in OFDM systems using four BSS solutions was considered. The for algorithms were derived, explained and tested with simulations comparing with a standard OFDM system. Reduction of destructive influence caused within free space communication was targeted specifically focusing on to removal of colored noise component and the removal of interference signal of receive signal. It is suggested to carry out more analysis for these algorithms covering much more realistic scenarios like Doppler effect before they are used in real environments.
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