Secularly growing loop corrections in strong electric fields
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Abstract

We calculate one–loop corrections to the vertexes and propagators of photons and charged particles in the strong electric field backgrounds. We use the Schwinger–Keldysh diagrammatic technique. We observe that photon’s Keldysh propagator receives growing with time infrared contribution. As the result, loop corrections are not suppressed in comparison with tree–level contribution. This effect substantially changes the standard picture of the pair production. To sum up leading IR corrections from all loops we consider the infrared limit of the Dyson–Schwinger equations and reduce them to a single kinetic equation.

I. INTRODUCTION

Since the seminal paper of Schwinger\textsuperscript{1]} pair creation by strong electric fields has been extensively studied by many authors (see e.g. \textsuperscript{2} \textendash \textsuperscript{29}). These studies were based either on tree–level calculations and/or were using Feynman diagrammatic technique. Common wisdom is that loop corrections should not bring anything substantially new to the Schwinger’s pair creation picture. In fact, usually it is believed that loop contributions cannot bring anything else but the UV renormalization or corrections to the effective Lagrangian. The goal of this note is to show that this is an incorrect intuition and the tree–level picture or the picture provided by the Feynman technique is incomplete.

In condensed matter theory it is known that infrared (IR) loop corrections can become strong in non–stationary situations — loop corrections can be comparable to the tree–level contributions (see e.g. \textsuperscript{30} and \textsuperscript{31}). In this note we observe similar effects in scalar electrodynamics on strong electric field backgrounds. These effects, as we will see, substantially change the picture of the particle production in strong electric fields.

In particular, we show that the one–loop correction to the Keldysh propagator of the gauge field has a secularly growing contribution. This growth has nothing to do with the zero mass of the
photon. It appears due to a change of the levels populations and signals that there is also photon production by the background field. This photon production happens simultaneously together with the charge pair production. (But we do not see such a growth in the propagators for the charged fields at the first loop.)

We observe that the secular growth of the one–loop contribution in constant field background starts right after we turn on interactions and lasts as long as the field is on. Such a situation leads to the so called adiabatic catastrophe [32]: It means the impossibility to shift the moment after which the interactions are adiabatically turned on to the past infinity. I.e. in constant electric field background quantum field theory shows an inconsistency at the loop level. In the electric pulse background we observe the growth of the loop corrections only during the time period when the field is on. This situation in many respects is similar to the one which is seen in de Sitter space [32], [33], [34], [35], [36], [37], [38], [39] (see [40] for the review). For the IR effects in electrodynamics in a bit different settings please consider [41] and also [42], [44].

The fact that loop corrections to the propagators are not suppressed in comparison with tree–level contributions rises the question of the summation of the leading corrections from all loops. We address this issue in the section on kinetic equation. In that section we derive the kinetic equation for the photons on the strong background fields as the IR limit of the Dyson–Schwinger equation for the corresponding propagator.

A. Setup of the problem

We study massive scalar coupled to electromagnetic field in (3 + 1) dimensions:

\[ S = \int d^4x \left[ \frac{1}{2} |D_\mu \phi|^2 - \frac{1}{2} m^2 |\phi|^2 - \frac{1}{4} F_{\mu \nu}^2 - j_{\mu}^{cl} A_\mu \right]. \]  

(1)

Here \( D_\mu = \partial_\mu + ieA_\mu \); the source \( j_{\mu}^{cl} \) creates a background field, which is a solution of Maxwell’s equations \( \partial_\mu F_{\mu \nu}^{cl} = j_{\nu}^{cl} \). The corresponding gauge-potential is \( A_{\mu}^{cl} \). We divide the full gauge potential into two pieces \( A_\mu = A_{\mu}^{cl} + a_\mu \) — classical and quantum parts.

Throughout this paper, we will denote the external gauge-potential \( A_{\mu}^{cl} \) as \( A_\mu \). We will study two particular types of background fields: the constant field \( A_1(t) = Et \), for which \( j_{\mu}^{cl} = 0 \), and the pulse \( A_1(t) = ET \tanh \left( \frac{t}{T} \right) \), which transforms into \( Et \), as \( T \to \infty \).

In the presence of an external electromagnetic field the equation of motion for \( \phi \) is \( (D_\mu^2 + m^2) \phi = 0 \). The harmonic expansion of the scalar field is as follows \( \phi(t, \vec{x}) = \int \frac{d^3p}{(2\pi)^3} \left[ a_{\vec{p}} e^{i\vec{p} \cdot \vec{x}} f_\vec{p}(t) + b_{\vec{p}}^* e^{-i\vec{p} \cdot \vec{x}} f_{-\vec{p}}(t) \right] \), where the time harmonics, \( f_\vec{p}(t) \), obey:

\[ \left[ \partial_t^2 + \omega_\ell^2(t) \right] f_\vec{p}(t) = 0, \quad \text{and} \quad \omega_\ell(t) = \sqrt{m^2 + \left[ \vec{p} + e\vec{A}(t) \right]^2}, \quad \vec{A}(t) = (A_1(t), 0, 0). \]  

(2)

For those choices of \( A_1(t) \) that we consider in this note one can find \( f_\vec{p}(t) \) exactly (see e.g. [29]), but for our purposes we do not need this exact form. We will use the WKB approximation, which works when \( |p_1 + eA_1(t)| \gg m \) [32]. In this approximation the harmonic functions can be represented as:
In the vicinity of the point \( t_{hc} \), where \( p_1 + eA_1(t_{hc}) = 0 \), the WKB approximation breaks down. Here \( A, B, C, D \) are some complex functions of the momentum orthogonal to the background field, \( \vec{p}_\perp = (p_2, p_3) \). When \( A = 1, B = 0 \) the corresponding harmonics, \( f_p^{in}(t) \), and annihilation operators, \( a_p^{in} \) and \( b_p^{in} \), define the so called in-state: \( a_p^{in} |in\rangle = b_p^{in} |in\rangle = 0 \) (see e.g. [29]). For such harmonics, however, both \( C \) and \( D \) are simultaneously not zero. (This can be seen if one considers [2] as the Schrödinger equation with the scattering potential \( \omega^2(t) \).) Furthermore, when \( C = 1, D = 0 \) we have the so called out-harmonics, \( f_p^{out}(t) \), and the corresponding annihilation operators, \( a_p^{out} \) and \( b_p^{out} \). They define the so called out-state. For these harmonics \( A \) and \( B \) are simultaneously not zero.

In the pulse background \( \omega_p(t) \) is time independent when \( t \ll T \) and \( t \gg T \). Hence, in this case the in– and out–harmonics become just linear combinations of the ordinary plane waves. That is not the case in the constant electric field background. However, in the constant field eq.[2] has an extra symmetry: \( p_1 \rightarrow p_1 + \alpha \) and \( t \rightarrow t - \alpha/eE \). Then, \( f_p(t) = f_{p,\perp}(p_1 + eEt) = f_{p,\perp}(p_{ph}) \), where \( p_{ph} = p_1 + eEt \). Furthermore, we have that \( f_{p,\perp}^{in}(p_{ph}) = f_{p,\perp}^{out}(-p_{ph}) \) (see e.g. [46], [45]). Moreover, as the corollary of this symmetry in the constant electric field background one can construct a peculiar time-symmetric state [46], [42], for which harmonic functions obey \( f_{p,\perp}^{in*}(p_{ph}) = f_{p,\perp}^{out*}(-p_{ph}) \). For these harmonics all \( A, B, C, D \) in [3] are nonzero.

Because of the described above behavior of the harmonic functions the Hamiltonian of the free scalar theory cannot be diagonalized once and forever [29]. However, in the pulse background in–harmonics diagonalize this Hamiltonian at the past infinity, while out–harmonics do the same at the future infinity. At the same time, in the constant electric background none of the choices of the harmonic functions does the diagonalization of the free Hamiltonian at the past or future infinity. That is because the background field is never switched off, while the free Hamiltonian is diagonalized only by single plane waves [29]. As the result, in the formulas below we do not specify the explicit form of the harmonic functions, \( f_p(t) \), unless it is necessary to complete the calculation. Moreover, in such a situation we prefer to study the behavior of the correlation functions. Only the proper interpretation of this behavior allows sometimes to find a particle description (see e.g. [40]).

Because of the time–dependence of the free Hamiltonian, the field theory under consideration is in non-stationary situation. Hence, to calculate correlation functions one has to apply the Keldysh-Schwinger (KS) diagrammatic technique instead of the Feynman one [31], [31]. In such a formalism every particle is described by the matrix propagator, whose entries are the Keldysh propagator \( D^K = \frac{1}{2} \langle \{ \phi(x), \phi(y) \} \rangle \), and the retarded and advanced propagators \( D^{A,R} = \mp \theta(\mp \Delta t) \langle [\phi(x), \phi(y)] \rangle \) (and the same for the gauge fields, with \( \phi \rightarrow a_{\mu} \)). Due to spatial homogeneity of the background fields we find it convenient to make the spatial Fourier
transformation of these propagators. Then, at the tree–level they look like:

\[
D^K_0(p,t_1,t_2) = \frac{1}{2} \left[ f_p(t_1) f_p^*(t_2) + f_p(t_1) f_p^*(t_2) \right],
\]

\[
D^{R,A}_0(p,t_1,t_2) = \mp \theta(\mp \Delta t) \left[ f_p(t_1) f_p^*(t_2) - f_p^*(t_1) f_p(t_2) \right],
\]

\[
G^{K}_{\mu\nu}(p,t_1,t_2) = -g_{\mu\nu} \frac{\cos[(p)(t_1 - t_2)]}{2|p|} \quad \text{and} \quad G^{R,A}_{\mu\nu}(p,t_1,t_2) = \mp i g_{\mu\nu} \theta(\mp \Delta t) \frac{\sin[(p)(t_1 - t_2)]}{|p|}.
\]

Propagators denoted as \( D_0^{K,A,R} \) and \( G_0^{K,A,R} \) describe complex scalar and electromagnetic fields, correspondingly. Unlike the standard textbooks situations we consider here exact harmonics, \( f_p(t) \), rather than plane waves.

Apart from other advantages, the partial Fourier transformation allows to address the behavior of each \( \vec{p} \)-harmonic separately. Then the retarded and advanced propagators allow to specify the spectrum of the quasi–particles, while the Keldysh propagators specify the state of the theory, i.e. define which \( \vec{p} \)-levels are occupied \[31\]. E.g., if the quantum average was done with the use of an arbitrary state \( \langle \psi \rangle \) which respects spatial translational invariance, the form of the Keldysh propagators would have been:

\[
D^K(p,t_1,t_2) = \left[ \langle \psi \left| a_{\vec{p}}^+ a_{-\vec{p}} \right| \psi \rangle + \frac{1}{2} \right] f_p(t_1) f_p^*(t_2) + \langle \psi \left| a_{\vec{p}} b_{-\vec{p}} \right| \psi \rangle f_p(t_1) f_p(t_2) +
\]

\[
+ (a \rightarrow b, \vec{p} \rightarrow -\vec{p}, \ h.c.),
\]

\[
G^K_{\mu\nu}(q,t_1,t_2) = \left[ \langle \psi \left| \alpha_{\vec{q}}^+ \alpha_{-\vec{q}}^\dagger \right| \psi \rangle - \frac{g_{\mu\nu}}{2} \right] \frac{e^{-i|q|(t_1 - t_2)}}{2|q|} + \langle \psi \left| \alpha_{\vec{q}} \alpha_{-\vec{q}} \right| \psi \rangle \frac{e^{-i|q|(t_1 + t_2)}}{2|q|} + h.c., \quad (5)
\]

while the form of the tree–level retarded and advanced propagators would not change. Such Keldysh propagators reduce to \( \Pi \) only if \( |\psi\rangle \) is annihilated by the annihilation operators. Obviously quantum averages \( \langle \alpha^+ \alpha \rangle, \langle a^+ a \rangle \) and \( \langle b^+ b \rangle \) define population numbers, while \( \langle \alpha \alpha \rangle, \langle a a \rangle \) (and their hermitian conjugates) define anomalous quantum averages. The behavior of these expectation values becomes peculiar only in non-stationary situations and only after turning on self–interactions. In fact, if there are no self–interactions or the situation is stationary, then these quantum averages just remain constant (or even zero), while the interesting situation is when they start to grow with time. The latter phenomenon cannot be seen in Feynman diagrammatic technique.

For the better understanding of the discussion below it is convenient to keep in mind that Schwinger–Keldysh technique is explicitly causal and loop expressions, which we obtain below with the use of this technique, can be understood as solutions of Cauchy problem whose initial data are given by the tree–level expressions.

B. Tree–level current

The most interesting correlation function to study in the strong background electric fields is the current. At the tree–level it looks as:
\begin{align}
\langle J_x \rangle &= 2e \int \frac{d^3p}{(2\pi)^3} (p_1 + eEt) \left[ |f_{p}(t)|^2 - \frac{1}{2\omega_p(t)} \right]. \tag{6}
\end{align}

Here the last term under the integral cancels UV divergent contribution to the current, if it is present.

In the constant electric field background we obtain that \( \langle J_x \rangle = 0 \) for the time–symmetric vacuum. To see this one has to convert the integration variables \( p_1 \rightarrow p_{ph} \) and to note that for this vacuum \( |f_{p_{ph}}(p_{ph})|^2 \) is an even function of \( p_{ph} \). Thus, the current should vanish just as the consequence of the time translation and time reversal invariance of the theory in the constant electric field (for the discussion on this issue see, e.g., \cite{46}, \cite{45}).

At the same time, for the pulse background the result is that \cite{13}, \cite{43}, \cite{32}, \cite{46}, \cite{45}:

\begin{align}
\langle J_x \rangle &\propto T e^3 E^2 e^{-\frac{\pi m^2}{eE}}. \tag{7}
\end{align}

The physical meaning of this answer is easy to understand. If we have a situation with the Schwinger’s constant pair production per unit four–volume — \( \Gamma \propto (eE)^2 e^{-\frac{\pi m^2}{eE}} \) — then, the density of the charge carriers grows linearly and, hence, the current should also grow during the whole period, \( T \), when the background field is on.

II. ONE–LOOP CONTRIBUTIONS

In this section we show that in the strong background electric fields there are correlation functions which have growing with time (IR) loop contributions. We start our consideration with two–point functions, \( D^{K,A,R}(p,t_1,t_2) \) and \( G^{K,A,R}(p,t_1,t_2) \), and continue with the vertices (three–point functions). For the case of the two–point functions we take the limit \( \frac{t_1 + t_2}{2} = t \rightarrow \infty \), when \( t_1 - t_2 = \text{const.} \).

We would like to stress now that the partial Fourier transformed expressions for the loop integrals are not straightforwardly sensitive to the UV loop divergences. To see the latter one has to transform back to the spatial coordinates or to make the full space-time Fourier transformation, if possible.

To start with, let us show that there are no large contributions to the retarded and advanced propagators in the limit under consideration. E.g. the one-loop contribution to the advanced scalar propagator is as follows\(^1\):

\begin{align}
D_A^A(p,t_1,t_2) &= \int_{t_1}^{t_2} dt_4 \int_{t_1}^{t_4} dt_3 D_0^A(p,t_1,t_3) \Sigma^A(p,t_3,t_4) D_0^A(p,t_4,t_2), \tag{8}
\end{align}

\(^1\) The argumentation for the other retarded and advanced propagators (both for photons and scalars) is absolutely the same.
where more or less standard explicit expressions for the self–energy $\Sigma^A(p,t_3,t_4)$ via $D^K_{0,\mu A,R}$ and $G^K_{0,\mu A,R}$ in several different theories can be found in [30] or [31]. We do not need the explicit formula to draw our conclusions. In fact, because of the presence of the Heaviside $\theta$–function in every retarded and advanced propagator we have those limits of the $t_{3,4}$ integration which are shown in (8). This fact is in the basis of the proof that $D^K_{1,\mu}$ and $D^K_{0,\mu}$ have the same advanced and retarded properties as their tree–level counterparts [31]. Because of these properties $D^K_{1,\mu}$ cannot have growing contributions, if $t_1 - t_2$ is held fixed.

### A. One–loop correction to the photon’s Keldysh propagator

We start with the case of photons. In the limit under consideration the leading one–loop correction to the photon’s Keldysh propagator can be written in the following form:

$$G^K_{\mu\nu}(q,t_1,t_2) = \left[n_{\mu\nu}(q,t) - \frac{g_{\mu\nu}}{2}\right] \frac{e^{-i|q|(t_1-t_2)}}{2|q|} + \kappa_{\mu\nu}(q,t) \frac{e^{-i|q|(t_1+t_2)}}{2|q|} + h.c., \quad (9)$$

where:

$$n_{\mu\nu}(q,t) = e^2 \int_{t_0}^{t} dt_3 \int_{t_0}^{t} dt_4 \frac{e^{-i|q|(t_3-t_4)}}{2|q|} \frac{d^3 k}{(2\pi)^3} \times \left[f_k(t_3)D_\mu f_{k+q}(t_3) - D_\mu f_k(t_3) f_{k+q}(t_3) \right] \left[f^*_k(t_4)D_\nu f^*_{k+q}(t_4) - D_\nu f^*_k(t_4) f^*_k(t_4) \right],$$

and

$$\kappa_{\mu\nu}(q,t) = -2e^2 \int_{t_0}^{t} dt_3 \int_{t_0}^{t} dt_4 \frac{e^{-i|q|(t_3+t_4)}}{2|q|} \frac{d^3 k}{(2\pi)^3} \times \left[f_k(t_3)D_\mu f_{k+q}(t_3) - D_\mu f_k(t_3) f_{k+q}(t_3) \right] \left[f^*_k(t_4)D_\nu f^*_{k+q}(t_4) - D_\nu f^*_k(t_4) f^*_k(t_4) \right]. \quad (10)$$

Here $D_\mu f_\nu(t) \equiv (\partial_\mu, i p_1 + i e A_1(t), i p_2, i p_3)$ $f_\mu(t)$ and $t_0$ is a moment of time, after which the interactions are adiabatically turned on. In these expressions we neglect the difference between $t_{1,2}$ and $t$ in the limit under consideration. This is mathematically rigorous in the leading approximation, if $n_{\mu\nu}(q,t)$ and $\kappa_{\mu\nu}(q,t)$ have a divergence as $t \to +\infty$.

To better understand the point that we advocate below, please compare (9), (10) to $G^K$ in (5). Taking into account that we have started with zero $n_{\mu\nu}$ in (4) its growth with time due to loop effects would mean that quantum corrections generate photon production (the change of the level population). At the same time, secular growth of the anomalous quantum average $\kappa_{\mu\nu}$ would mean that the initial ground state of the field in question is substantially modified in the future infinity.

To calculate $n_{\mu\nu}$ and $\kappa_{\mu\nu}$ we start with the case of the constant electric field, when $f_\mu(t) = f_{\mu\perp}(p_1 + eEt)$. Then we make the following change of integration variables $t' = \frac{t_1 + t_2}{2}, \tau = \frac{t_1 - t_2}{2}$. As the result, we obtain the $\tau$–integral in the range $[t_0 - t, t - t_0]$, but its integrand is rapidly oscillating for large $\tau$. Hence, to estimate $n_{\mu\nu}$ and $\kappa_{\mu\nu}$ we can extend the upper and lower limits of the $\tau$–integration to the plus and minus infinity, correspondingly. Then the result is:
\[ n_{\mu\nu}(q,t) = 2e^2 \int_{t_0}^{t} dt' \int_{-\infty}^{\infty} d\tau \frac{e^{-2i|q|\tau}}{2|q|} \int \frac{d^3k}{(2\pi)^3} \times \]
\[ \times \left[ f_k(\tau)D_\mu f_{k+q}(\tau) - D_\mu f_k(\tau)f_{k+q}(\tau) \right] \left[ f_k^*(\tau)D_\nu f_{k+q}^*(\tau) - D_\nu f_k^*(\tau)f_{k+q}^*(\tau) \right], \]
and \[ \kappa_{\mu\nu}(q,t) = -4e^2 \int_{t_0}^{t} \frac{e^{2i|q|\tau'}}{2|q|} dt' \int_{0}^{\infty} d\tau \int \frac{d^3k}{(2\pi)^3} \times \]
\[ \times \left[ f_k(\tau)D_\mu f_{k+q}(\tau) - D_\mu f_k(\tau)f_{k+q}(\tau) \right] \left[ f_k^*(\tau)D_\nu f_{k+q}^*(\tau) - D_\nu f_k^*(\tau)f_{k+q}^*(\tau) \right]. \] (11)

Now one can see that the integrand of \( \int dt' \) in the expression for \( n_{\mu\nu} \) does not depend on \( t' \). (From the mathematical point of view that happens due to the invariance of the harmonic functions \( f_{k+q}(k_1 + eEt) \) under simultaneous compensating shifts of \( k_1 \) and \( t \).) As the result, the two-point function has a large contribution as follows — \( n_{\mu\nu} = e^2(t-t_0)A_{\mu\nu} \), where
\[ A_{\mu\nu} = 2e^2 \int_{-\infty}^{\infty} d\tau \frac{e^{-2i|q|\tau}}{2|q|} \int \frac{d^3k}{(2\pi)^3} \times \]
\[ \times \left[ f_k(\tau)D_\mu f_{k+q}(\tau) - D_\mu f_k(\tau)f_{k+q}(\tau) \right] \left[ f_k^*(\tau)D_\nu f_{k+q}^*(\tau) - D_\nu f_k^*(\tau)f_{k+q}^*(\tau) \right]. \]

This contribution is present for any choice of the exact harmonic functions \( f_{p}(t) \) and it is straightforward to show that its coefficient, \( A_{\mu\nu} \), is well defined in the sense of generalized functions: I.e. neither \( \tau \) nor \( k \) integrals are divergent, but for large \( k \) and \( q \) there are \( \delta \)-functional contributions to \( A_{\mu\nu} \). At the same time, due to the presence of the oscillating factor inside the \( dt' \) integration in the second equation in (11), we do not have such a divergence in \( \kappa_{\mu\nu} \). This just means that \( \kappa_{\mu\nu} \) is suppressed in comparison with \( n_{\mu\nu} \) and we have obviously chosen the correct ground state for the electromagnetic field. But the presence of the secularly growing \( n_{\mu\nu} \) means that in the future infinity the theory in question is going to end up in an excited rather than in the photon's vacuum state\(^2\).

The contribution in question is nothing but an IR divergence. Its regulator, \( t_0 \), cannot be taken to the past infinity. I.e., unlike the case of zero background electric field, one cannot take the moment of turning on self-interactions to the past infinity. In fact, when \( E \to 0 \) the harmonic functions are converted into plain waves, \( f_{p}(t) \to e^{i\omega_{p}t} \). Then the factor of the divergence, \( e^2(t-t_0) \), becomes proportional to \( \int d^3k \delta(|q| + \omega_k + \omega_{k+q}) \), after the \( dt \) integration. The \( \delta \)-function here ensures the energy conservation. Hence, if \( E = 0 \) the prefactor of the IR divergence in \( n_{\mu\nu} \) is zero and one can take \( t_0 \to -\infty \). At the same time, if the background field is not zero the sharp\(^2\) Let us stress here that the contribution in question has nothing to do with the vanishing photon's mass. In fact, let us add to the theory in question the Yukawa coupling of the charged scalar under consideration, \( \phi \), to a massive real (neutral) scalar, \( \lambda \phi^2 \). Then the analogous to (11) expression for \( n_{\mu\nu} \) of \( \phi \) is even simpler: Under the \( dt \) integral one just has the product of four harmonic functions without derivatives. Then \( n_{\mu\nu} \) does have the same type of contribution. Obviously, however, its prefactor is suppressed for more massive fields.
\( \delta \)-function gets eroded because there is no conservation of energy in time-dependent background fields. As the result we obtain the IR divergence in question\(^3\).

As we will see below, the factor multiplying \( e^2(t - t_0) \) is just a piece of the collision integral, which is due to the (unusual for the empty space) particle creation by the background field. We have here the simultaneous creation of one photon, \( e^{iqt} \) in (11), and two oppositely charged scalars, \( f_k \) and \( f_{k+q} \).

Note that even if \( e^2 \) is very small, after a long enough time period loop correction, \( e^2(t - t_0) \), becomes comparable to the tree-level contribution. I.e. the loop correction, \( n_{\mu\nu} \), is essentially a classical quantity. That is not a very unusual phenomenon in non-stationary quantum field theory \([31]\). These observations put forward the question of the summation of all unsuppressed loop corrections in the limit \( t - t_0 \to \infty \). We address this problem below in the section on kinetic equation.

The presence of such a divergence in \( n_{\mu\nu} \) simply means that one cannot have eternal and everywhere constant electric field: although constant \( E \) is a vacuum solution of the Maxwell’s equations (\( j^{\mu}_\text{cl} = 0 \)), and the tree-level current, \( \langle : J_x : \rangle \), is zero, the quantum field theory is still shows an inconsistency at the loop level.

In the light of what we have just said, it is physically appropriate to consider electric pulse background \( A_1(t) = ET \tanh \left( \frac{t}{T} \right) \) instead of the eternal and everywhere constant field. In the pulse background one obtains the same expressions for \( n_{\mu\nu} \) and \( \kappa_{\mu\nu} \) as in (10) with the corresponding harmonic functions \( f_p(t) \). Unfortunately, then the integrals in (10) cannot be taken exactly, but we can estimate them when \( T \to \infty, \ t_0 \ll -T \) and \( t \gg T \). We can distinguish three regions of time integration: before \( (t_0 < t_{3,4} < -T) \), inside \( (-T < t_{3,4} < T) \) and after \( (T < t_{3,4} < t) \) the electric pulse. The interference terms between these regions do not bring large contributions to \( n_{\mu\nu} \) and \( \kappa_{\mu\nu} \).

Before and after the pulse, the harmonics are linear combinations of plain waves, \( Ae^{-i\omega_pt} + Be^{i\omega_pt} \), with some complex functions, \( A \) and \( B \), of \( p_{\perp} \). After their substitution into (10) and the change of the integration variables and, then, integration over \( \tau = (t_3-t_4)/2 \), the situation becomes similar to the case of zero background field: under the \( d^3k \) integral we obtain \( \delta \)-functions of the type \( \delta(|q| \pm \omega_{k-q} \pm \omega_k) \). The arguments of these \( \delta \)-functions never zero. Hence, the integration regions under discussion do not bring large contributions to \( n_{\mu\nu} \). At the same time, to estimate the contribution to \( n_{\mu\nu} \) coming from the region inside the pulse we can use the same calculation as in the constant field background, if \( T \to \infty \). Therefore, in the pulse we have the following large IR contribution: \( n_{\mu\nu} \sim e^2 TA_{\mu\nu} \).

---

\(^3\) Note that if one were using another gauge for the background field, where \( A_0 = -Ex \), the loop calculation would have been similar. One should also use Schwinger–Keldysh technique and keep in mind that, if the situation is really stationary, the result of calculation reduces to the one obtained via the Feynman technique. In this gauge one will obtain the \( \delta \)-function establishing energy conservation. But the argument of such a function can become zero, because the invariant energy standing in the argument of this \( \delta \)-function is \( \omega - eEx \). Hence, in this gauge one will also encounter the time divergence in question.
B. Properties of $n_{\mu \nu}$

We will show now that $n_{\mu \nu}$ is transversal, $n_{\mu \nu}(q, t) \ q^\nu = 0$. It is obvious that $n_{\mu \nu}(q, t < t_0) \ q^\nu = 0$ because we have started with such a state where $n_{\mu \nu}(q, t) = 0$ before $t_0$. After the multiplication of (10) by $q^\mu$ and a straightforward calculation, we find:

\[
n_{\mu \nu}(q, t) \ q^\mu = e^2 \int_{-\infty}^{t} dt_3 \int_{-\infty}^{t} dt_4 \int \frac{d^3k}{(2\pi)^3} \frac{|q| e^{-i|q|(t_3-t_4)}}{2|q|} \times \]
\[
\times \left[ f_k(t_3) \partial_{t_3} f_{k-q}(t_3) - \partial_{t_3} f_k(t_3) f_{k-q}(t_3) \right] \left[ f_k^*(t_4) D_\nu f_{k-q}^*(t_4) - D_\nu f_k^*(t_4) f_{k-q}^*(t_4) \right] + \]
\[
+ e^2 \int_{-\infty}^{t} dt_3 \int_{-\infty}^{t} dt_4 \int \frac{d^3k}{(2\pi)^3} \frac{e^{-i|q|(t_3-t_4)}}{2|q|} \times \]
\[
\times i \partial_{t_3} \left[ f_k(t_3) \partial_{t_3} f_{k-q}(t_3) - \partial_{t_3} f_k(t_3) f_{k-q}(t_3) \right] \left[ f_k^*(t_4) D_\nu f_{k-q}^*(t_4) - D_\nu f_k^*(t_4) f_{k-q}^*(t_4) \right] = \]
\[
= ie^2 \int_{-\infty}^{t} dt_4 \int \frac{d^3k}{(2\pi)^3} \frac{e^{-i|q|(t-t_4)}}{2|q|} \times \]
\[
\times \left[ f_k(t) \partial_t f_{k-q}(t) - \partial_t f_k(t) f_{k-q}(t) \right] \left[ f_k^*(t) D_\nu f_{k-q}^*(t) - D_\nu f_k^*(t) f_{k-q}^*(t) \right]. \quad (12)
\]

To derive this expression we have used equations of motion for $f_p(t)$. Now we use $f_p(t) = f_{p \perp} (p + eEt)$ and make the change of variables $t_4 = t + \tau$, $k \to k - eEt$. Then:

\[
n_{\mu \nu}(q, t)q^\mu = ie^2 \int_{-\infty}^{0} d\tau \int \frac{d^3k}{(2\pi)^3} \frac{e^{i|q|\tau}}{2|q|} \times \]
\[
\times \left[ f_k(0) \partial_t f_{k-q}(0) - \partial_t f_k(0) f_{k-q}(0) \right] \left[ f_k^*(\tau) D_\nu f_{k-q}^*(\tau) - D_\nu f_k^*(\tau) f_{k-q}^*(\tau) \right]. \quad (13)
\]

Hence, $n_{\mu \nu} q^\mu$ is time independent and $n_{\mu \nu}(q, t)q^\mu = n_{\mu \nu}(q, t_0)q^\mu = 0$. Thus, we have that $n_{\mu \nu}(q, t) = \pi_{\mu \nu} n_q(t)$, where $\pi_{\mu \nu}$ is a time independent symmetric transversal tensor $|q|\pi_{0\nu} - q, \pi_{\mu \nu} = 0$. Note, however, that this proof does not quite work for the case of the pulse background due to the moments of turning on and switching off the background field. At the same time, we do not know any deep physical reason why $n_{\mu \nu}$ has to be transversal in all situations. All we can state at this point is that $n_{\mu \nu}$ receives only transversal contributions from the constant field background.

Furthermore, it can be seen form (10) that $n_q(t)$ is positive, because:

\[
n_q(t) \propto e^2 \int \frac{d^3k}{(2\pi)^3} \frac{1}{2|q|} \int_{t_0}^{t} dt \left[ f_k(t) D_{\mu} f_{k+q}(t) - D_{\mu} f_k(t) f_{k+q}(t) \right] e^{-i|q|t} \geq 0. \quad (14)
\]

Finally we would like to understand if the presence of non–zero $n_{\mu \nu}$ does lead to a flux of photons or does not. To see that, we calculate the quantum average of $T_{0i}$ component of the energy momentum tensor:
\[ \langle T_{0i} \rangle \equiv \langle T_{0i}(E) \rangle - \langle T_{0i}(E = 0) \rangle = \int \frac{d^3q}{(2\pi)^3} \frac{1}{2|q|} \left[ q_0q_i n + q_i^2 - n_{0i}q_i - q_0q_i n_{0i} - q_0q_i n_{\mu i} \right]. \quad (15) \]

Using that \( n_{\mu \nu} q^\nu = 0 \), \( q_i^2 = 0 \) and \( q^0 = |q| \) for the photon, we find \( \langle T_{0i} \rangle = \int \frac{d^3q}{(2\pi)^3} \frac{n(q)}{2} q_i \). It is not hard to see that \( n(-\vec{q}) = n(\vec{q}) \). Hence \( \langle T_{0i} \rangle = 0 \) and the flux is seemingly vanishing. (The diagonal components of \( \langle T_{\mu \nu} \rangle \) do not vanish.) However, one can check that \( \langle T_{01}^R \rangle \), which contains the integral \( \int_0^{\infty} dq_1 \), is not zero. This is the flux in the right direction along the \( x \)-axis. Also \( \langle T_{01}^L \rangle \), which contains the integral \( \int_{-\infty}^0 dq_1 \), is also not zero. But they compensate each other is the total expression for the flux. Hence, the flux is actually not zero but is equal in both positive and negative \( x \)-directions simultaneously.

### C. One–loop correction to the scalar Keldysh propagator

The one–loop correction to the scalar Keldysh propagator, in the limit \( t = (t_1 + t_2)/2 \to \infty \), when \( t_1 - t_2 = \text{const} \), can be also expressed as:

\[ D^K(p, t_1, t_2) = \left[ n_p^+(t) + \frac{1}{2} \right] f_p(t_1) f_p^*(t_2) + \kappa_p^+(t) f_p(t_1) f_p(t_2) + (+ \leftrightarrow -, \vec{p} \leftrightarrow -\vec{p}), \quad (16) \]

where:

\[ n_p^+(t) = e^2 \int_{t_0}^t dt_3 \int_{t_0}^t dt_4 \int \frac{d^3q}{(2\pi)^3} \frac{e^{-i|q|(t_3 - t_4)}}{2|q|} \times \]

\[ \times \left\{ - \left( 2\vec{p}_\perp + \vec{q}_\perp \right)^2 \right. \]

\[ \left. + (2p_1 + q_1 + 2eEt_3)(2p_1 + q_1 + 2eEt_4) \right\} f_p(t_3) f_p^*(t_4) f_{p+q}(t_3) f_{p+q}^*(t_4) + \]

\[ + \left[ f_p(t_3) f_{p+q}(t_3) - f_p(t_3) f_{p+q}(t_3) \right] \left[ f_p^*(t_4) f_{p+q}^*(t_4) - f_p^*(t_4) f_{p+q}^*(t_4) \right], \quad (17) \]

and \( \kappa_p^+(t) = e^2 \int_{t_0}^t dt_3 \int_{t_0}^t dt_4 \int \frac{d^3q}{(2\pi)^3} \frac{e^{-i|q|(t_3 - t_4)}}{2|q|} \times \]

\[ \times \left\{ - \left( 2\vec{p}_\perp + \vec{q}_\perp \right)^2 \right. \]

\[ \left. + (2p_1 + q_1 + 2eEt_3)(2p_1 + q_1 + 2eEt_4) \right\} f_p(t_3) f_p^*(t_4) f_{p+q}(t_3) f_{p+q}^*(t_4) + \]

\[ + \left[ f_p^*(t_3) f_{p+q}(t_3) - f_p^*(t_3) f_{p+q}(t_3) \right] \left[ f_p(t_4) f_{p+q}^*(t_4) - f_p(t_4) f_{p+q}^*(t_4) \right] \}

and similar expressions for the anti–particles — \( n^- \) and \( \kappa^- \). Here we denote \( \hat{f}(t) = df/dt \) and, to trace the existence of the divergence, we neglect the difference between \( t_{1,2} \) and \( t \) in the limit under consideration.

Again we start with the case of the constant electric field. Making the same transformations as in the calculation of \( n_{\mu \nu}, t' = (t_3 + t_4)/2 \) and \( \tau = (t_3 - t_4)/2 \), it is straightforward to show that \( n_p^+(t) = n_{p\perp}^+(p_{ph}) \), where \( p_{ph} = p_1 + eEt \). Then, taking \( \partial/\partial p_{ph} \) derivative of the both sides of the first equation in (17), we obtain:
\[ eE \frac{\partial n^+_{p\perp}(p_{ph})}{\partial p_{ph}} \equiv I[p_{ph}] = e^2 \int_{-\infty}^{\infty} d\tau \int d^3q \frac{e^{-2i|q|\tau}}{(2\pi)^3} \times \]

\[ \times \left\{ - \left( (2\bar{p}_{\perp} - q_{\perp})^2 + (2p_{ph} - q_1 + 2eE\tau)(2p_{ph} - q_1 - 2eE\tau) \right) \right\} \times
\]

\[ \times f_{p\perp}(p_{ph} + eE\tau) f^*_{p\perp}(p_{ph} - eE\tau) f_{p\perp - q_{\perp}}(p_{ph} + q_1 + eE\tau) f^*_{p\perp - q_{\perp}}(p_{ph} - q_1 + eE\tau) + \]

\[ \left[ f_{p\perp}(p_{ph} + eE\tau) f_{p\perp - q_{\perp}}(p_{ph} - q_1 + eE\tau) - f_{p\perp}(p_{ph} + eE\tau) f^*_{p\perp - q_{\perp}}(p_{ph} - q_1 + eE\tau) \right] \times \]

\[ \times \left[ f^*_{p\perp}(p_{ph} - eE\tau) f^*_{p\perp - q_{\perp}}(p_{ph} - q_1 - eE\tau) - f^*_{p\perp}(p_{ph} - eE\tau) f^*_{p\perp - q_{\perp}}(p_{ph} - q_1 - eE\tau) \right] \right\}, \quad (18) \]

where we have changed \( \vec{q} \to -\vec{q} \). Now we would like to find the largest non-oscillating contribution to \( I[p_{ph}] \) in the limit \( p_{ph} \to \infty \) \( (t \to +\infty) \). E.g., if such a contribution is constant, then in such a limit we have a linear growth in \( n^+ \).

Large photon momenta, \(|q|\), and large \( \tau \) do not give substantial contributions to \( I[p_{ph}] \) due the rapid oscillating factors under the integral. Hence, in the limit \( p_{ph} \to \infty \) we can expand over powers of \( q_1 \) and keep only linear terms. The generic form the harmonic functions in the limit \( p_{ph} \to \infty \) is as follows (3):

\[ f_{p\perp}(p_{ph}) \approx \alpha \cdot \left( \frac{p_{ph}}{m} \right)^n \sqrt{\frac{\exp \left( \frac{i\phi_{p\perp}}{2eE} \right)}{2 \left( m^2 + p_{ph}^2 \right)}} + \beta \cdot \left( \frac{p_{ph}}{m} \right)^{-n} \sqrt{\frac{\exp \left( -i\phi_{p\perp} \right)}{2 \left( m^2 + p_{ph}^2 \right)}}. \quad (19) \]

Here \( m^2 = p_{\perp}^2 + m^2 \), and \( \alpha \) and \( \beta \) are functions of \( p_{\perp} \).

In the limit under consideration the largest non-oscillating contributions to \( I[p_{ph}] \) will come from the interference terms between two exponents of (19) in the products of the harmonics functions. Then, after a straightforward calculation and, keeping only the largest and homogeneous contributions as \( p_{ph} \to \infty \), we get

\[ I[p_{ph}] \propto e^2 \int_{-\infty}^{\infty} d\tau \int d^3q \frac{1}{2|q|} e^{-2i|q|\tau} \times \]

\[ \times \left[ |\alpha(p_{\perp} - q_{\perp})|^2 |\beta(p_{\perp})|^2 e^{-2iq_1\tau} + |\alpha(p_{\perp})|^2 |\beta(p_{\perp} - q_{\perp})|^2 e^{2iq_1\tau} \right] \propto \frac{1}{p_{ph}^2}. \quad (20) \]

Obviously \( \int_{k_{ph}}^{p_{ph}} \frac{dk_{ph}}{|k_{ph}|} \) converges as \( p_{ph} \to \infty \). Hence, there are no growing with \( t \) (or \( p_{ph} \)) contributions to \( n^+ \) at the first loop. Similarly we do not find secular growth in \( \kappa^+ \) and in \( n^-, \kappa^- \). It is worth stressing at this point, however, that at the second loop level (~ \( e^4 \)) there will be secularly growing contributions to \( n^\pm \) and \( \kappa^\pm \). They are coming from those divergences, which are present in \( n_{\mu\nu} \) at the first loop. As we will see below, these contributions are due to the decay of the produced photons into charged pairs under the influence of the background field.\(^4\)

\(^4\) It is probably worth stressing here that \( n^\pm \) receive finite non-zero contributions form the first loop, but there is no secular growth.
We continue with the pulse background. In the region \(|t_{3,4}| \ll T\), where the field is on, the situation is similar to the constant electric field background. At the same time, in the region \(|t_{3,4}| \gg T\) the harmonics are just linear combinations of plane waves, \(e^{\pm i\omega_{t}t}\). Then after the integration over \(\tau\) we obtain that the corresponding contribution to \(n^{+}\) is a linear combination of the \(\delta\)-functions \(\delta(|q| \pm \omega_{p} \pm \omega_{p+q})\). Hence, in the pulse background we also do not have a secular growth in \(n^{\pm}\) from the first loop. However, of course there are secularly growing contributions from the higher loops, which appear due to⁵ \(n_{\mu\nu}\).

In view of what we have been saying above, this may sound very surprising: on the one hand, at the tree–level we see growing current, \(J_{x}\), which should be due to created particles, but, on the other hand, we do not see a linear growth in \(n^{\pm}\) at the first loop. To resolve the apparent paradox, one should keep in mind that the correct quantity to interpret as the particle density \(\delta\)-functions are momenta of one of the charged scalars and of the photon, correspondingly. Here we neglect the difference between \(t_{1,2,3}\) and \(t = \frac{t_{1}+t_{2}+t_{3}}{3}\) in the limit under consideration.

In this subsection we discuss the three-point functions in the Schwinger’s, ±, parametrization of the propagator matrix \([30], [31]\). Let us consider, e.g., \(G^{--}_{\mu}(x_{1}, x_{2}, x_{3})\). We are interested in the limit when \(t_{i} - t_{j}\) = const and \(t_{i} + t_{j} + t_{k} \to \infty\). We make the Fourier transformation over the spatial coordinates. To understand the result of the one loop correction to the vertex, we start our consideration with the tree–level expression for \(G^{--}_{\mu}(t, p, q)\):

\[
G^{--}_{\text{tree } \mu}(t, p, q) = \frac{e^{3}}{2|q|} \text{Im} \left[ e^{-i|q|t} f_{p}(t)f_{p+q}(t) \int_{-\infty}^{t} d\tau e^{i|q|\tau} \left( f^{*}_{p}(\tau) D_{\mu}(\tau)f^{*}_{p+q}(\tau) \right) \right],
\]

where \(p, q\) are momenta of one of the charged scalars and of the photon, correspondingly. Here we neglect the difference between \(t_{1,2,3}\) and \(t = \frac{t_{1}+t_{2}+t_{3}}{3}\) in the limit under consideration.

At the same time the typical term appearing in the one–loop correction to \(G^{--}_{\mu}(t, p, q)\) is

\[
\Delta G^{--}_{\text{loop } \mu}(t, p, q) \propto \frac{e^{3}}{2|q|} e^{\pm i|q|t} \left[ f_{p}(t)f_{p+q}(t) \int_{-\infty}^{t} dt_{1} e^{\pm i|q|t_{1}} \int \frac{d^{3}k}{(2\pi)^{3}} \left( f_{p-k}(t_{1})D_{\mu}(t_{1})f_{p-k+q}(t_{1}) \right) \right] \times
\]

\[
\times \left[ \int_{-\infty}^{t} dt_{2} \int_{-\infty}^{t} dt_{3} \frac{e^{\pm i|k|(t_{2}-t_{3})}}{2|k|} \left( f_{p}(t_{2})D_{\nu}(t_{2})f_{p-k+q}(t_{2}) \right) \left( f_{p-k+q}(t_{3})D_{\nu}(t_{3})f_{p+q}(t_{3}) \right) \right].
\]

⁵ It is worth stressing at this point that the behavior of \(n^{\pm}\) depends on the type of the interaction. Consider e.g. \(\lambda|\phi|^{3}\) selfinteraction on top of the electromagnetic one. Then \(n^{\pm}\) will have an extra contribution at the second loop — at \(\lambda^{2}\) order. This contribution will contain terms which after the pulse (when the field is already switched off) will be linear combinations of the \(\delta\)-functions as follows: \(\delta(\omega_{p} \pm \omega_{k_{1}} \pm \omega_{k_{2}} \pm \omega_{k_{3}})\). That is due to interference terms between plane waves in the products of four harmonics involved. The arguments of these \(\delta\)-functions can vanish, when two \(\omega\)'s have positive sign, while the other two are coming with the negative one. Hence, in this case we will have growing with time contributions to \(n^{\pm}\) at the \(\lambda^{2}\) order. It will describe creation of four particles directly from the background field.
where $\bar{f}_p(t)$ can stand for either $f_p(t)$ or $f'_p(t)$ depending on which particular term we consider. After the same calculations as in the previous section, one can see, that the expression in the square brackets is convergent and is proportional to $\int (A+B\tau)de^{i|k|(1-\cos\theta)\tau} = A\delta(|k|(1-\cos\theta)) + B\delta'(|k|(1-\cos\theta))$, where $\theta$ is the angle between $\vec{k}$ and the background field $E$, while $A$ and $B$ are some finite expressions. Now one can see that the one–loop correction to the three–point function $G_{\mu\nu\lambda}(t,p,q)$ does not receive any large IR contributions. Similar arguments are valid for other types of vertex functions, because they contain the same type of terms as in (22).

### III. SUMMATION OF THE LEADING IR CORRECTIONS FROM ALL LOOPS (KINETIC EQUATION)

Although $e^2$ is small, the product $e^2(t-t_0)$ (or $e^2T$) becomes large as $t-t_0 \to \infty$ ($T \to \infty$). Hence, higher loops are not suppressed in comparison with the tree-level contribution to the photon’s Keldysh propagator. To understand the physics in the strong electric fields one has to sum up leading IR contributions from all loops. We would like to perform the summation of those terms which are powers of $e^2(t-t_0)$ and to drop terms, which are suppressed by higher powers of $e$. In order to do that, we have to solve the system of Dyson-Schwinger equations for the exact propagators, $D_{K,R,A}$ and $G_{K,R,A}$, and for the vertexes in the IR limit ($t-t_0 \to \infty$ or $T \to +\infty$).

Taking into account that all vertexes, retarded, advanced propagators and also the Keldysh propagator for the scalars receive subleading corrections, we can put them to their tree–level values in the system of Dyson–Schwinger equations. Then, if we are interested only in the leading corrections, this system reduces to the single equation for the exact Keldysh propagator of the gauge field:

$$G^K_{\mu\nu}(p,t_1,t_2) = G^0_{\mu\nu}(p,t_1,t_2) + \sum_{s_1,s_2,s_3=\pm} e^2 \int_{-\infty}^{\infty} dt_3 \int_{-\infty}^{\infty} dt_4 \int \frac{d^3k}{(2\pi)^3} \times$$

$$\times G^{s_1s_2}_{0,\mu\rho}(p,t_1,t_3) D^{s_2s_3}_{\rho}(p-k,t_3,t_4) \hat{D}_\rho(t_3) \hat{D}_\sigma(t_4) D^{s_1s_3}_{\sigma\nu}(k,t_3,t_4) G^{s_3s_1}_{0,\nu}(p,t_4,t_2),$$

where $G^K_{\mu\nu}$ is the exact propagator, while $G^0_{\mu\nu}$ is its initial (tree–level) value. To solve this equation we express $G^{\pm\pm}$ and $D^{\pm\pm}$ via $G^{A,R,K}$ and $D^{A,R,K}$ and then use the ansatz (9) for the exact $G^K$. We put all the rest of propagators to their tree–level values and set $\kappa_{\mu\nu} = 0$ in (9), because it does not receive large corrections at the tree–level. At the same time for $G^0_0$ we also use (9) with $\kappa^0_{\mu\nu} = 0$ and $n^0_{\mu\nu} \neq 0$.

We would like to pick out the largest IR contribution from the integral on the RHS of (23). The calculation is just a straightforward generalization of the one performed in the previous section. Finally, one can convert the integral DS equation into the integrodifferential form, i.e., into the form of the kinetic equation. After the extraction of the largest contribution to the RHS of (23), this is done as follows:
\[
\frac{n_{\mu\nu} - n_{\mu\nu}^0}{t - t_0} \rightarrow \frac{\partial n_{\mu\nu}(q, t)}{\partial t} = -\Gamma^\rho_{1 \mu}(q) \left[ -g_{\rho\nu} + n_{\rho\nu}(q, t) \right] + \Gamma^\rho_{2 \mu}(q) n_{\rho\nu}(q, t),
\]
where \( \Gamma^\rho_{1 \mu}(q) = e^2 \int \frac{d^3 k}{(2\pi)^3} \int_{-\infty}^{\infty} d\tau \frac{e^{-2i|q|\tau}}{|q|} \times \)
\[
\left[ f_k(\tau)D_\mu f_{k-q}(\tau) - D_\mu f_k(\tau)f_{k-q}(\tau) \right] \left[ f_k^*(\tau)D_\nu f_{k-q}(\tau) - D_\nu f_k^*(\tau)f_{k-q}(\tau) \right] \]
and \( \Gamma^\rho_{2 \mu}(q) = e^2 \int \frac{d^3 k}{(2\pi)^3} \int_{-\infty}^{\infty} d\tau \frac{e^{-2i|q|\tau}}{|q|} \times \)
\[
\left[ f_k^*(\tau)D_\mu f_{k-q}(\tau) - D_\mu f_k^*(\tau)f_{k-q}(\tau) \right] \left[ f_k(\tau)D_\nu f_{k-q}(\tau) - D_\nu f_k(\tau)f_{k-q}(\tau) \right].
\]
One can check that \( \Gamma_{1,2 \mu\nu}(q) \) are transversal \( \Gamma_{1,2 \mu\nu}(q)|q^\nu = 0 \). E.g., for \( \Gamma_1 \) this was done in the previous sections, because if we put \( n_{\mu\nu} = 0 \) on the RHS of (24) we reproduce the one-loop result. Thus, \( \Gamma_{1,2} \) can be represented as \( \Gamma_{1,2 \mu\nu}(q) = \pi_{\mu\nu} \Gamma_{1,2}(q) \), where \( \pi_{\mu\nu} \) is the above defined symmetric transversal tensor. Also from the one-loop result for \( n_q(t) \) one can see that \( \Gamma_1 \geq 0 \). Similarly one can show that \( \Gamma_2 \) is also greater than zero. Finally it is straightforward to show that \( \Gamma_{1,2}(q) = \Gamma_{1,2}(-q) \).

Thus, taking the trace of (24), we get the following kinetic equation for \( n_q(t) \):
\[
\frac{\partial n_q(t)}{\partial t} = \Gamma_1(q) [1 + n_q(t)] - \Gamma_2(q) n_q(t).
\]
The physical meaning of the RHS of this equation is very simple. The first term describes the photon production by the background field. The second term describes the decay of the produced photons into charged pairs. We do not obtain on the RHS the terms describing other types of the processes because they are suppressed by higher powers of \( e^2 \), as we have seen above in the one–loop calculation for the scalar Keldysh propagator.

IV. DISCUSSION AND ACKNOWLEDGEMENTS

Thus, we see that vacuum of the electrodynamics can behave as a laser, if one switches on strong background field as the laser pumping. I.e. background field produces photons along with charged pairs. In fact, if one considers the limit \( e \rightarrow 0, E \rightarrow \infty \) so that \( eE = \text{const} \), then the Schwinger’s probability remains finite. But the current \( \langle J_x \rangle \) vanishes. To have non–zero current one has to keep \( e \) finite. Then the current is not zero at the \( e^1 \) order — at the tree–level. At the same time, at the one–loop, \( e^2 \), order we obtain that photons density grows with time. As the result we have the photon production simultaneously with charged pairs. Note that the radiation of photons by the created charged particles is suppressed by higher powers of \( e \).

To understand completely the behavior of the photon density in the strong field background, one has to solve the kinetic equation (25). We are not yet in a position to do that, because we can not analytically estimate \( \Gamma_{1,2} \). Note that if \( \Gamma_2 < \Gamma_1 \) then the kinetic equation does not have
a stationary solution. Otherwise there is a stationary solution for \( n_q(t) \). That would mean that eternally and everywhere constant electric field is allowed by quantum field theory (after summation of all leading contributions).

We would like to acknowledge discussions with S.Apenko, V.Losyakov, A.Semenov and P.Arseev. Especially we would like to thank S.Gutz for valuable discussions. The work of ETA was done under the partial support by the grant RFBR 14-01-90405 and by the grant of the Dynasty foundation. The work of FKP is done under the partial support of the RFBR grants 14-02-31768, 14-02-31446 and by the grant of the Dynasty foundation.

[1] J. S. Schwinger, Phys. Rev. 82, 664 (1951).
[2] E. S. Fradkin and D. M. Gitman, Fortsch. Phys. 29, 381 (1981).
[3] D. M. Gitman, E. S. Fradkin and S. M. Shvartsman, Fortsch. Phys. 36, 643 (1988).
[4] S. P. Gavrilov, D. M. Gitman and S. M. Shvartsman, Sov. Phys. J. 23, 257 (1980).
[5] N. B. Narozhnyi and A. I. Nikishov, Teor. Mat. Fiz. 26, 16 (1976).
[6] A. I. Nikishov, Teor. Mat. Fiz. 20, 48 (1974).
[7] A. I. Nikishov, Zh. Eksp. Teor. Fiz. 57, 1210 (1969).
[8] D. M. Gitman and S. P. Gavrilov, Izv. Vuz. Fiz. 1, 94 (1977).
[9] S. P. Gavrilov, D. M. Gitman and S. M. Shvartsman, Yad. Fiz. 29, 1097 (1979).
[10] Yu. Y. Volfengaut, S. P. Gavrilov, D. M. Gitman and S. M. Shvartsman, Yad. Fiz. 33, 743 (1981).
[11] S. P. Gavrilov and D. M. Gitman, Sov. Phys. J. 25, 775 (1982).
[12] S. P. Gavrilov and D. M. Gitman, Phys. Rev. D 53, 7162 (1996) [arXiv:hep-th/9603152].
[13] S. P. Gavrilov and D. M. Gitman, Phys. Rev. D 78, 045017 (2008) [arXiv:0709.1828 [hep-th]].
[14] T. N. Tomaras, N. C. Tsamis and R. P. Woodard, Phys. Rev. D 62, 125005 (2000) [hep-ph/0007166].
[15] F. Cooper and E. Mottola, Phys. Rev. D 40, 456 (1989).
[16] F. Cooper and E. Mottola, Phys. Rev. D 36, 3114 (1987).
[17] Y. Kluger, E. Mottola and J. M. Eisenberg, Phys. Rev. D 58, 125015 (1998) [hep-ph/9803372].
[18] F. Cooper, J. M. Eisenberg, Y. Kluger, E. Mottola and B. Svetitsky, Phys. Rev. D 48, 190 (1993) [hep-ph/9212206].
[19] Y. Kluger, J. M. Eisenberg, B. Svetitsky, F. Cooper and E. Mottola, Phys. Rev. D 45, 4659 (1992).
[20] Y. Kluger, J. M. Eisenberg, B. Svetitsky, F. Cooper and E. Mottola, Phys. Rev. Lett. 67, 2427 (1991).
[21] F. Gelis and N. Tanji, Phys. Rev. D 87, no. 12, 125035 (2013) [arXiv:1303.4633 [hep-ph]].
[22] K. Fukushima, F. Gelis and T. Lappi, Nucl. Phys. A 831, 184 (2009) [arXiv:0907.4793 [hep-ph]].
[23] F. Karbstein, Phys. Rev. D 88, no. 8, 085033 (2013) [arXiv:1308.6184 [hep-th]].
[24] G. V. Dunne and C. Schubert, Phys. Rev. D 72, 105004 (2005) [hep-th/0507174].
[25] G. V. Dunne and C. Schubert, AIP Conf. Proc. 857, 240 (2006) [hep-ph/0604089].
[26] G. V. Dunne, Q.-h. Wang, H. Gies and C. Schubert, Phys. Rev. D 73, 065028 (2006) [hep-th/0602176].
[27] C. Schubert, AIP Conf. Proc. 917, 178 (2007) [hep-th/0703186].
[28] R. Ruffini, L. Vitagliano and S. S. Xue, Phys. Lett. B 559, 12 (2003) [astro-ph/0302549].
[29] Grib A. A., Mamaev S. G., Mostepanenko V. M. “Quantum effects in strong external fields”, Atomizdat, Moscow 1980, 296.
[30] Grib A. A., Mamaev S. G., Mostepanenko V. M. Vacuum quantum effects in strong fields. St. Petersburg: Friedmann Laboratory, 1994.
[31] L. D. Landau and E. M. Lifshitz, Vol. 10 (Pergamon Press, Oxford, 1975).
[31] A. Kamenev, “Many-body theory of non-equilibrium systems”, arXiv:cond-mat/0412296. Bibliographic Code: 2004cond.mat.12296K.

[32] D. Krotov, A. M. Polyakov, Nucl. Phys. B849, 410-432 (2011). arXiv:1012.2107 [hep-th].

[33] E. T. Akhmedov and P. V. Buividovich, “Interacting Field Theories in de Sitter Space are Non-Unitary,” Phys. Rev. D 78, 104005 (2008) arXiv:0808.4106 [hep-th].

[34] E. T. Akhmedov, P. V. Buividovich and D. A. Singleton, Phys. Atom. Nucl. 75, 525 (2012) arXiv:0905.2742 [gr-qc].

[35] E. T. Akhmedov, JHEP 1201, 066 (2012) arXiv:1110.2257 [hep-th].

[36] E. T. Akhmedov and P. Burda, Phys. Rev. D 86, 044031 (2012) arXiv:1202.1202 [hep-th].

[37] A. M. Polyakov, “Infrared instability of the de Sitter space,” arXiv:1209.4135 [hep-th].

[38] E. T. Akhmedov, Phys. Rev. D 87, 044049 (2013) arXiv:1209.4448 [hep-th].

[39] E. T. Akhmedov, F. K. Popov and V. M. Slepukhin, Phys. Rev. D 88, 024021 (2013) arXiv:1303.1068 [hep-th].

[40] E. T. Akhmedov, Int. J. Mod. Phys. D 23, no. 1, 1430001 (2014) arXiv:1309.2557 [hep-th].

[41] E. T. Akhmedov and E. T. Musaev, “Comments on QED with background electric fields,” New J. Phys. 11, 103048 (2009) arXiv:0901.0424 [hep-ph].

[42] A. K. Das, J. Frenkel and C. Schubert, Phys. Lett. B 720, 414 (2013) arXiv:1212.2057 [hep-th].

[43] E. T. Akhmedov and P. Burda, Phys. Lett. B 687, 267 (2010) arXiv:0912.3435 [hep-th].

[44] A. K. Das and J. Frenkel, Phys. Rev. D 89, 087701 (2014) arXiv:1404.2299 [hep-th].

[45] P. R. Anderson and E. Mottola, arXiv:1310.1963 [gr-qc].

[46] P. R. Anderson and E. Mottola, arXiv:1310.0030 [gr-qc].