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Abstract: Effective use of port waterways is conducive to enhancing port competitiveness. To minimize the waiting time of ships, improve traffic efficiency, and enhance the applicability of the model to the presence of uncertain factors, a fuzzy scheduling optimization method for ships suitable for one-way waterways is proposed based on fuzzy theory. Considering the ambiguity of the speed of ships entering and exiting the port or the time it takes to cross the channel, the previous research on vessel scheduling on one-way waterways has been extended by introducing a triangular fuzzy number and a method for determining the feasible navigable time window of a ship subject to the tide height constraint was proposed. In this study, the genetic algorithm is used to construct the mathematical model for solving fuzzy vessel scheduling problems based on time optimization, and the minimum delay strategy is used to determine the service sequence. Then, the parameters setting are discussed in detail to find the optimal settings. Finally, an experimental comparative analysis of the randomly generated cases was conducted based on the simulated data. The results show that the designed fuzzy vessel scheduling algorithm reduces the dependence on the port environment, is versatile, and can effectively improve the efficiency of ship schedules and traffic safety compared to other methods. Moreover, it can avoid the problem of the illegal solution occurring in the manual scheduling method.

Keywords: vessel scheduling optimization; tidal effects; fuzzy scheduling; triangular fuzzy number; one-way waterway

1. Introduction

With the development of global economic integration, the exchange of goods between countries has become increasingly close, and maritime trade has become a key participant in the economies of various countries [1,2]. For example, in France, maritime trade accounts for more than 50% of its imports and exports [3]. Since the concept of the container was first proposed in 1956, the size of container ships has become larger and larger, which is comparable to crude oil ships and bulk carriers. Taking TEU as the unit, the world’s largest container ship now has a capacity of 23,964 TEU, with a length of 399.9 m and a depth of 33.2 m [4]. Although there are currently more than 7000 container ships and ro–ro ships providing transportation services between countries around the world, some carriers such as OOCL, Hapag-Lloyd, HMM, and Evergreen are still increasing their order book with deals for container vessels. While the rapid development of the global shipping market brings economic benefits, it also brings new challenges to port authorities. Limited by the development of the COVID-19 pandemic last year, forcing the closure of ports and factories around the world, large-scale ship congestion occurred on all continents. CMA CGA predicts that ports in North America and Asia will continue to be congested in the second half of 2021. Therefore, how to maximize operational efficiency under the existing conditions of the port has become one of the common concerns of port managers. To ensure the smooth flow and safety of ship traffic in port waters, port supervisors need to adjust the focus of supervision on time according to changes in ship navigation patterns, traffic
risk factors, and navigation requirements. At present, the scheduling of ships’ entry and exit sequence and conflict coordination is mainly carried out manually, which consumes a lot of energy of port supervisors. There may even be unreasonable scheduling and inaccurate conflict judgments, leading to the need for continuous entry and exit of ships. The verification seriously occupies the port’s communication resources, and even directly affects the overall efficiency of the port’s ships entering and leaving the port. To solve the ship scheduling problem (VSP), scholars from various countries have carried out a lot of research from the perspective of deterministic methods and heuristic algorithms [5], and have achieved certain results. Since the first attempt to use a genetic algorithm (GA) to solve combinatorial optimization problems in 1985 [6], a large number of VSP variants and GAs that can be used to solve the problem have been formed by distinguishing different ports and waterways environments, constraints, and objective functions. Traditional ship scheduling research mostly assumes that the completion time and sailing speed of each ship are determined, but there are often many uncertain factors in actual port operations. Until the publication of research conducted in recent years, most of the time values related to ship scheduling tasks, such as arrival date, voyage time, and deadline, were assumed to be accurate. However, when describing and modeling ship operation scheduling problems in the real world, researchers usually present inaccuracy or ambiguity in the various factors involved in VSP. Considering that the actual production practice of ports is limited by the influence of man–machine–environment factors, it is undeniable that the voyage time through the channel has a certain degree of ambiguity.

Because fuzzy theory has the ability to model problems quantitatively and qualitatively, since Tannaka proposed fuzzy mathematical programming in 1997 [7], fuzzy set theory has been widely used in analytical modeling and scheduling problems. To simulate the actual ship scheduling situation more accurately, fuzzy scheduling is introduced to estimate the minimum completion time of the operation with uncertainty.

The contributions of this study are twofold. Firstly, we constructed an algorithm to improve calculation efficiency which can determine the feasible tidal time windows (FTTW) based on tide height and UKC, and transform the online calculation into the offline calculation. Secondly, the authors first provided the fuzzy vessel scheduling problem (FVSP) model considering uncertainty arrival time and uncertainty sailing time using GA with the objective of minimum makespan.

The rest of the paper is organized as follows: The related studies about vessel scheduling optimization are presented in Section 2. In Section 3, the related statement of fuzzy numbers used in the FVSP model is illustrated, and the fuzzy scheduling optimization problem is described. In Section 4, the mathematical model of vessel scheduling under uncertainty speed (fuzzy sailing time) is developed. A heuristic method GA to solve the optimization problem for the mathematical model in Section 4 is designed in Section 5. Section 6 includes case studies, comparison, and experiment analysis. The conclusion and future research are listed in Section 7.

2. Related Studies

The traditional ship scheduling problem is solved under the premise that each ship’s entry and exit plan and the channel resources occupied in port operations are regarded as a certain value. However, in actual production or engineering problems, the external environment is constantly changing. The existence of uncertain factors such as the uncertainty of ship plans causes port management to be affected by a series of uncertain factors. For these uncertain factors, there are two usual ways to deal with them. One is to assume that these uncertain factors are determined values. This method will change the problem model, and the solution of the problem will also be biased. The form of the solution does not conform to the traditional expression. The second is to use probability theory to describe the distribution of parameters. At present, for probability functions, stochastic optimization methods are mostly used to solve ship scheduling problems under uncertain constraints. This processing method requires that the data of the parameters are known, but the human,
machine, and environment in the ship port operation are non-repetitive which reducing the reliability of the empirical data. In addition, since the probability distribution of ship operation execution time is unknown, it is very difficult to apply stochastic optimization methods. In terms of this problem, using fuzzy numbers to represent the execution time of ship operations is more in line with the actual situation than using random numbers.

Previous research on vessel scheduling mainly focused on offline (static) scheduling problems, that is, expanding the original model by adding different constraints, and then using deterministic methods or heuristic algorithms to solve the model. The research on vessel scheduling problems can be roughly divided into two categories. One is to expand the VSP into a multi-objective solution problem by fusing different optimization problems to achieve the goal of overall optimization. It mainly involves the integration of optimization problems such as navigation channels and berths, tugboats, and pilotage et al. The second is to construct corresponding single-objective solution models for different water environments. The water environment involved mainly includes one-way waterway, two-way waterway, compound waterway, canal, ship lock, and the integration of various waterways.

In terms of the multi-objective optimization between channels and berths, Zhang X., Y et al. established joint optimization models of channel and berth [8] for one-way channel [9] and compound channel [10] respectively, and designed corresponding heuristic solving algorithms using SA and GA algorithms. In addition, Liu B., L. [11] also integrated the VSP and BAP, constructed a mixed-integer programming model under a one-way channel, and designed a local adaptive search algorithm to solve the integrated model. Jia S. et al. respectively integrated the pilotage management problem [12] and the anchorage resource optimization problem [13] with the channel traffic organization problem, and constructed a corresponding integer programming model for the integration problem. To solve the constructed fusion model, he also designed the Lagrangian relaxation algorithm and used the simulated Shanghai Waigaoqiao operation data to verify the algorithm. Considering the pilotage management problem and the tugboat optimization problem involved in the actual vessel scheduling, Abou K., O. et al. [14] constructed a vessel scheduling model considering two constraints mentioned above, and designed an accurate solution method. Taking into account the unique water environment of Huanghua Port Coal Terminal, Li J., J et al. [15] designed a vessel dispatching optimization model under the compound channel. Based on the waterway ship scheduling model proposed by Lalla-Ruiz E. [16], the vessel scheduling problem in the waterway is restated as a multi-mode resource-constrained project scheduling problem by Hill, A. [17], and the model is also improved. Ulusçu, Ö. S. approximated the expected waiting time of ships in the single-class queuing system [18] and the multi-class queuing system [19] with various types of interruptions. Through improving the discrete PSO algorithm, Wang S. et al. [20] solved the tugboat allocation problem in the container terminal under the mixed scheduling rules. Xu Q. [21] and Wei X. [22] respectively designed accurate solving algorithms for the tugboat scheduling problems in different water environments. Taking into account the uncertainty of the ship’s arrival time and the operation time of tugboat, Kang L. [23] designed active and passive scheduling strategies to solve the uncertainty in the tugboat scheduling problem. Considering the voyage speed of the vessel during passing through a channel, Liu D. [24] constructed a MILP model based on the spatial-time trajectories, and designed a heuristic method for solving the mathematical model. Chen Z. [25] and Zhang B. [26] separately studied the ship scheduling problem of bi-directional traffic flow. Zhang B. [27] and Kelareva E. [28] integrated the influence of the tide height in the channel on the ship traffic organization into the ship scheduling model. In terms of pilotage scheduling optimization, Wu L. [29] designed a branch and bound method to solve the actual pilotage planning problem.

Related research on uncertain scheduling mainly focuses on BAP and job shop problems (JSP) [30–35]. In terms of the studies about vessel arrival scheduling under uncertainty, which is commonly studied in conjunction with berth planning. Liu Changchun and Xiang Xi et al. [36,37] present a bi-objective robust model with the consideration of
the uncertainty factors, involving the arrival and the operation times of the calling vessels which was solved by the developed adaptive grey wolf optimization algorithm. To solve uncertainty in BAP, Liu, C., Xiang, X. [36] proposed a two-stage robust optimization scheme which is different from the previous proposed probability-based model [37] where it assumed that the probabilistic information of uncertainty was known. Based on the proposed robust model, Xiang, X., [38] proposed an expanded robust model to solve BAP considering uncertain operation time.

The first work about JSP under uncertainty can date back over 25 years, initiated by Ishii, H. [39–41]. Later, Sakawa, M. [42] formulated multi-objective fuzzy job shop scheduling problems (FJSSP) considering the fuzzy nature of the data in the real world, including the fuzzy due date and fuzzy completion time. To solve the fuzzy job scheduling problem (FJSP) and fuzzy flexible job scheduling problem (FFJSP), Lei [30–32] successively developed random key GA, co-evolutionary GA, and decomposition-integration GA. To balance the exploration and exploitation capabilities, Xu, Y., [43] proposed an effective teaching-learning-based optimization algorithm by incorporating the teaching-learning mechanism and local search operator.

Our literature review shows that there are no similar studies that directly deal with vessel scheduling issues under the uncertainty of ship voyage times with fuzzy theory. All previous works address the general vessel scheduling problem with simplified settings that are far from the real operation in ports under uncertainties caused by either navigable speed or arrival time. Hence, the authors proposed an approach to tackle the fuzzy vessel scheduling problems with uncertainty. This study extensively enriches the current research on deterministic vessel scheduling optimization.

3. Ship Scheduling in One-Way Channel with Fuzzy Speed

3.1. Problem Definition

Figure 1 shows the simplified process of ship dispatching operations. From the figure, it can be observed that ship dispatching involves different environments, departments, and personnel. That is, the current port ship dispatching is a work handled by multiple departments. Each operation process between this kind of dispatch involves a more or less declaration process. For example, when one ship arrives near the port, it needs to report to the port management agency to apply for the next port operation. If the declaration process is appropriately simplified, and without considering berth allocation, pilotage management, and tugboat allocation, the operation process of ships entry and exit the port can be expressed as five parts, including the anchorage or waiting stage in the port, the sailing stage in the channel, and the loading and unloading stage. When optimizing and solving the ship scheduling problem, it is necessary to combine ship operation plans, navigation rules, safety guidelines, and port water environment to determine the ship’s entry and exit sequence and the corresponding assigned time.
In the process of using heuristic algorithms to solve the ship scheduling problem, the time parameters involved mainly include ETA, TSS, TES, NTW, schedule time window (TWS), safe interval, and sailing time (ST). Since the process of sea voyage will be cross-influenced by people (the subjective initiative of pilots and engineers onboard), machinery (ship performance), and environment (wind, waves, currents, rain, snow, fog), therefore, most of the time parameters mentioned above are all uncertain. Among them, ETA and ST are the main concern in dispatching. Due to the non-uniformity of sailing speed, the voyage time through the channel can be considered as an uncertain time parameter. As shown in the study [24], the speed distribution of ships entering and leaving the port in the channel of Tianjin Port on a certain day is uneven. Therefore, it is unreasonable for ships entering and exiting the port with a unified upward speed or downward speed for optimization.

Besides, it is inappropriate for each ship to adopt a certain constant speed for dispatching and deduction, and it cannot meet the actual demand. To tackle this problem shown in Figure 2, this article mainly studies the uncertainty of the transit time caused by the unfixed speed of the ship when crossing the channel. Figure 2 is a simplified distance-time sketch of a vessel when passing through different segments of the waterway, in which the gray vessel (No. 2) passes through each segment of the waterway at an indeterminate speed. And, it also can be found from Figure 2, to keep the minimum safety distance, the delay time and the feasible time for entering the waterway of the next adjacent vessel (No. 3) would be affected by vessel 2. Therefore, it needs some calculation operations for time parameters between fuzzy numbers. Regard as the operations on fuzzy numbers, it is described in Section 3.3.
3.2. Tidal Impact

In the past two decades, the dead-weight tonnages of ships have increased exceed 4.3% [11]. However, the rapid development of the tonnage of ships has posed a great challenge to the scheduling of ports. Due to the existence of various variables such as ship tonnage, size, ship type, cargo capacity, consumption, etc., the ship’s draft has temporal and spatial attributes, and the draft refers to the distance between the ship’s waterline and the ship’s keel. In addition, the water depth of the channel in most ports is not sufficient for the safe entry and exit of all ships. To reduce the risk of deep-draft ships running aground in the channel, sufficient UKC should be reserved for navigation in port channels with limited draught. Different ports have different requirements for UKC, therefore, regard as tide-dependent vessels, the depth of the channel needs to be considered for the entering and exiting operation. In previous studies, Zhang Bin [26,27] established the link between the draft of ships and the tidal height which can be calculated by the fitting curve of the tide height. Due to the existence of function solution constraints, a large number of calculations are required in the process of optimizing the solution of the ship scheduling model. Therefore, the model efficiency is low and it is difficult to meet the real-time requirements. Hence, instead of real-time calculation of tide height by determining the ship’s tide time window in advance. The procedure for determining the feasible tidal time windows is shown in Figure 3. Firstly, fit the quadratic polynomial between the adjacent 3 points of the tide height data shown in [24] so that the curve passes through all the points. After obtained the functional expression, the solution under each monotonic interval of tidal height needed to be solved by dichotomy, then the feasible tidal time window of each interval is determined, and finally, the time window can be determined after the multiple time windows are merged with Algorithm 1.
Algorithm 1: Determine vessel time windows.

**Input:** extreme tide height value \( V_{td} = [t, h] \), and the constraint tide height \( L_{td} \), the monotonous range Mon including the time left value of the monotonous range \( T_L \), the time right value of the monotonous range \( T_R \), the fit curve of the tidal height \( Func(t, td) \)

**Output:** The vessel time windows \( TimeWindows \)

1. \( Mon \leftarrow \emptyset, T_{d0} \leftarrow 0, TW \leftarrow 0; \)
2. **foreach** \( i \in V_{td} \) **do**
   3. \( T_{d0} \leftarrow 0 \) the left endpoint of the first monotonic interval
   4. \( T_{d1} \leftarrow t_i \) the right endpoint of the first monotonic interval
   5. **else if** \( i \neq \text{length of } V_{td} \) **then**
      6. \( T_{d0} \leftarrow t_{i-1}, T_{d1} \leftarrow t_i \)
   6. **else**
      7. \( T_{d0} \leftarrow t_i, T_{d1} \leftarrow 24.0 \)
   8. \( Mon \leftarrow [T_{d0}, T_{d1}] \)
9. \( n \leftarrow \text{the length of the array } Mon; \)
10. **foreach** \( j \in Mon \) **do**
    11. \( tw \leftarrow \emptyset \) the time of each monotonic interval calculated by \( FS(T_L, T_R, L_{td}) \)
    12. \( h_L \leftarrow L_{td} \) the tidal height at the left end of the interval \( Monj \)
    13. \( h_R \leftarrow \text{the tidal height at the right end of the interval } Monj \)
    14. \( t_L \leftarrow \text{the time at the left end of the interval } Monj \)
    15. \( t_R \leftarrow \text{the time at the left end of the interval } Monj \)
    16. **if** \( h_L \leq L_{td} \leq h_R \) **then**
      17. \( tw \leftarrow [FS(T_L, T_R, L_{td}), t_R] \)
    18. **if** \( h_R \leq L_{td} \leq h_L \) **then**
      19. \( tw \leftarrow [t_L, FS(T_L, T_R, L_{td}), t_R] \)
    20. **if** \( L_{td} \leq h_L \leq h_R \) \( L_{td} \leq h_R \leq h_L \) **then**
      21. \( tw \leftarrow [t_L, t_R] \)
22. \( TimeWindows \text{ append } tw \)
23. **foreach** \( k \in TimeWindows \) **do**
24. Determine the relationship of the adjacent time interval
25. \( t_R \leftarrow TW_k, T_L \leftarrow TW_{k+1} \)
26. **if** \( t_R \approx t_L \) **then**
27. then merge these adjacent intervals
28. **final**;
29. **return** \( TimeWindows; \)
30. **Function:** Determining the solution of each monotonic interval
31. \( def FS(T_L, T_R, L_{td}) \)
32. \( a \leftarrow T_L, b \leftarrow T_R; \)
33. **if** \( Func(a, L_{td}) \times Func(b, L_{td}) \leq 0 \) **then**
34. \( mid \leftarrow L_{td} \)
35. **while** \( (b - 1) \leq 1e^{-2}\times Func(mid, L_{td}) \geq 1e^{-2} \) **do**
36. **if** \( Func(mid, L_{td}) \times Func(b, L_{td}) \) **then**
37. \( b \leftarrow mid \)
38. **if** \( Func(mid, L_{td}) \times Func(a, L_{td}) \) **then**
39. \( a \leftarrow mid \)
40. **else**
41. \( \text{there is more than one solution} \)
42. \( mid \leftarrow (a + b)/2; \)
43. **final**;
44. **return** \( mid \)
3.3. Operations on Fuzzy Speed

In the process of solving the fuzzy vessel scheduling problem, the operation of the fuzzy number is the key. The triangular fuzzy number (TFN) was utilized in the following studies for making a management decision. In this study, the fuzzy speed or the fuzzy sailing time can be shown as a TFN $\tilde{s} = (s^1, s^m, s^2)$ in Figure 4, where $[s^1, s^2]$ is the support interval, $(s^m, 1)$ is the peak value. When $s^m$ is equal to half of the sum of $s^1$ and $s^2$, the triangular fuzzy number is the central fuzzy number.

When determining the ship’s entry and exit time, the fuzzy numbers need to be added together; when the ship’s end time is determined, the fuzzy numbers need to be summed; when comparing the fitness of the plan, the fuzzy numbers need to be compared. For triangular fuzzy numbers, the specific calculation method is as follows.

The addition operation between TFNs is mainly used to calculate the completion time of the vessel plan. The calculation method is shown in Equation (1), that is, the corresponding real number addition operation is performed on the ternary numbers of the two TFNs. Among them, $\oplus$ represents the fuzzy addition operator, and $\tilde{s}, \tilde{t}$ respectively represent different TFNs.

$$\tilde{s} \oplus \tilde{t} = (s^1, s^2, s^3) + (t^1, t^2, t^3) = (s^1 + t^1, s^2 + t^2, s^3 + t^3)$$ (1)
When comparing two fuzzy numbers, if both fuzzy numbers are triangular fuzzy numbers, the following three criteria can be used.

\[
\begin{align*}
    c_1(t_{i,w}) &= \frac{t_{i,w}^1 + t_{i,w}^2 + t_{i,w}^3}{4}, \\
    c_2(t_{i,w}) &= t_{i,w}^2, \\
    c_3(t_{i,w}) &= t_{i,w}^3 - t_{i,w}^1
\end{align*}
\]

where the fuzzy number is set as \( t_{i,w} = (t_{i,w}^1, t_{i,w}^2, t_{i,w}^3) \), which is the type of fuzzy sailing time in the mathematical model of vessel scheduling under uncertainty speed.

Comparing two TFNs \( \tilde{t}_{i,w}, \tilde{t}_{j,w} \) need using criteria \( c_r(t_{i,w}), r \in 1, 2, 3 \) as shown in Equation (2). The first step is the comparison between \( c_1(\tilde{t}_{i,w}) \) and \( c_1(\tilde{t}_{j,w}) \), if \( c_1(\tilde{t}_{i,w}) > (\leq) c_1(\tilde{t}_{j,w}) \), then \( \tilde{t}_{i,w} > (\leq) \tilde{t}_{j,w} \). If the first step is not satisfied, that is when \( c_1(\tilde{t}_{i,w}) \equiv c_1(\tilde{t}_{j,w}) \) then continue the second step of comparison. If \( c_2(\tilde{t}_{i,w}) > (\leq) c_2(\tilde{t}_{j,w}) \), then \( \tilde{t}_{i,w} > (\leq) \tilde{t}_{j,w} \). If the first two steps fail to compare, then continue the third step based on the comparison between \( c_3(\tilde{t}_{i,w}) \) and \( c_3(\tilde{t}_{j,w}) \). If \( c_3(\tilde{t}_{i,w}) > (\leq) c_3(\tilde{t}_{j,w}) \), then \( \tilde{t}_{i,w} > (\leq) \tilde{t}_{j,w} \).

4. Integrated Model for Vessel Scheduling with Fuzzy Speed

The port decision-maker cannot obtain the accurate channel occupation time of each ship during the actual sailing process in the planning stage of the ship’s initial entry and exit plan. Therefore, it is necessary to give each ship an estimated speed based on experience. This article assumes that the ship’s sailing speed in the channel is a fuzzy value is called port production and the incompleteness of the model, a series of assumptions are defined as follows:

- Except for the restricted draft of some ships, there are no special requirements for the navigation environment.
- The anchorage capacity and berth conditions have no impact on the arrangement of the ship’s entry and exit plans.
- Ships in the channel entry and exit in order, no overtaking is allowed, and non-scheduled ships will not affect the operation of the dispatched ships.
- All ships can complete relevant preparations before the planned time of entry and exit;
- The port and channel resources are fixed, and the same resource may be occupied by multiple ships, so the available time of the channel resource may be occupied by multiple ships, so the available time of the channel.

Therefore, it is necessary to give each ship an estimated speed based on experience.
Table 1. Notation.

Sets and Parameters

| Notations:          | Description                                                                 |
|---------------------|-----------------------------------------------------------------------------|
| \( \mathcal{V} \)  | the set of vessels                                                          |
| \( \mathcal{M} \)  | the set of movement types                                                   |
| \( \mathcal{W} \)  | the set of waterways                                                        |
| \( i, j \)         | the index of vessel                                                         |
| \( m \)            | the index of movement types, \( m = 1, 2 \). 1 inbound vessel; 2 outbound vessel |
| \( w \)            | the segment of waterways                                                    |
| \( \text{ETA}_{i,w} \) | the estimated time of arrival for the vessel \( i, i \in \mathcal{V}_m \) in the segment \( w \) |
| \( L_w \)          | the length of the segment \( w \)                                          |
| \( \text{TES}_{i,w} \) | the time when the vessel \( i, i \in \mathcal{V}_m \) exit the segment \( w \) of waterway |
| \( \text{TSS}_{i,w} \) | the time when the vessel \( i, i \in \mathcal{V}_m \) enter the segment \( w \) of waterway, that is, the allocated time |
| \( \text{TCS}_{i,w} \) | the time of traffic control for the vessel \( i, i \in \mathcal{V}_m \) in the segment \( w \) |
| \( t_i \)          | voyage time for vessel \( i, i \in \mathcal{V}_m \) through the segment \( w \) |
| \( \text{TW}^j \)   | right boundary of the feasible tidal time window for the vessel \( i, i \in \mathcal{V}_m \) |
| \( \text{TW}^l \)   | left boundary of the feasible tidal time window for the vessel \( i, i \in \mathcal{V}_m \) |

Decision variables:

\( \Gamma \): the makespan of all vessels waiting to enter and exit the port

Objective

\[
\min \Gamma = \max_{i \in \mathcal{V}} \left( \text{TSS}_{i,0} \oplus \sum_{w \in \mathcal{W}} \hat{t}_{i,w} \right), \quad \mathcal{V} = \bigcup_{m \in \mathcal{M}} \mathcal{V}_m
\]  

Subject to

\[
\text{TCS}_{i,w} \oplus \text{TSS}_{i,w} \leq 0, \quad \forall i \in \mathcal{V}_m, \forall w \in \mathcal{W}
\]  

\[
\text{ETA}_i \oplus \text{TSS}_{i,0} \leq 0, \quad \forall i \in \mathcal{V}_m
\]  

\[
\text{TES}_{i,w} = \text{TSS}_{i,w} \oplus \sum_{w \in \mathcal{W}} \hat{t}_{i,w}, \quad \forall i \in \mathcal{V}_m, \forall w \in \mathcal{W}
\]  

\[
\text{TW}^j \oplus \text{TSS}_{i,w} \leq 0, \quad \forall i \in \mathcal{V}_m, \forall w \in \mathcal{W}
\]  

\[
\text{TSS}_{i,0} \oplus \sum_{i \in \mathcal{V}_m} \hat{t}_{i,w} \leq 0, \quad \forall i \in \mathcal{V}_m, \forall w \in \mathcal{W}
\]  

\[
\hat{t}_{i,w} = L_w \div \hat{V}_{i,w}, \quad \forall i \in \mathcal{V}_m, \forall w \in \mathcal{W}
\]  

\[
\text{TSS}_{i,w+1} = \text{TSS}_{i,w} + \hat{t}_{i,w}, \quad \forall i \in \mathcal{V}_m, \forall w \in \mathcal{W}
\]  

\[
|\text{TSS}_{i,w} \oplus \text{TSS}_{j,w}| \geq t_i, \quad \forall i, j \in \mathcal{V}_m, \forall w \in \mathcal{W}, i \neq j
\]  

\[
|\text{TES}_{i,w} \oplus \text{TES}_{j,w}| \geq t_i, \quad \forall i, j \in \mathcal{V}_m, \forall w \in \mathcal{W}, i \neq j
\]  

\[
(\text{TSS}_{i,w} \oplus \text{TSS}_{j,w}) \times (\text{TES}_{i,w} \oplus \text{TES}_{j,w}) \geq 0, \quad \forall i, j \in \mathcal{V}_m, \forall w \in \mathcal{W}, i \neq j
\]  

\[
\left\{ \begin{array}{l}
\text{TSS}_{1,i,w} \oplus \text{TES}_{2,j,w} \geq t_2, \quad \text{if } \hat{v}_{i,j} = 1 \\
\text{TSS}_{2,j,w} \oplus \text{TES}_{1,i,w} \geq t_2, \quad \text{if } \hat{v}_{i,j} = 0
\end{array} \right. \quad \forall i \in \mathcal{V}_1, \forall j \in \mathcal{V}_2, \forall w \in \mathcal{W}
\]
In this study, the mathematical model aims to minimize the time for the last ship to cross the channel. The specific calculation method is shown in Equation (3). Constrained by the time window of the port traffic organization, the constraint relationship between the allocation time for one vessel and the traffic control time is defined, as shown in Equation (4). Equation (5) can ensure that the allocated time of one ship must be later than the estimated time of arrival of the ship. The time for one vessel exit channel can be obtained by the fuzzy addition between the fuzzy sailing time and the fuzzy allocated time of the vessel, as shown in Equation (6). With regard to tide-dependent vessels, Equations (7) and (8) are defined to ensure that they always meet the requirements of safe water depth during navigation. Equation (7) describes the relationship between the ship’s entry time to the channel and the minimum value of the feasible tidal time window. Equation (8) describes the relationship between the ship’s exit time and the maximum value of the feasible tidal time window. Equation (9) states the ambiguous voyage time of one vessel in different segments of one waterway. The time relationship between vessels’ entry and exit adjacent segments of one waterway is defined as shown in Equation (10). Equations (11) and (12) respectively describe the safety interval that any two vessels with the same movement type should satisfy when entering and leaving the same segment of a waterway. Two vessels with different types of movement should satisfy the constraints as described in Equation (14) when entering or exiting the same segment of a waterway.

Due to the existence of nonlinear constraints in the above equations, and nonlinear constraint problems are difficult to optimize. Therefore, in order to further simplify the mathematical model, binary $B_{m,i,j}$ was introduced to transform Equations (11) and (12) into Equations (15) and (16).

$$
\begin{aligned}
TSS_{m,i,w} + TSS_{m,j,w} &\geq t_1, \\
TSS_{m,i,w} + TSS_{m,j,w} &\geq t_1, \\
TSS_{m,i,w} + TSS_{m,j,w} &\geq t_1, \\
TSS_{m,i,w} + TSS_{m,j,w} &\geq t_1,
\end{aligned}
\quad
\begin{aligned}
if B_{m,i,j} = 1 \\
if B_{m,i,j} = 0 \\
if B_{m,i,j} = 1 \\
if B_{m,i,j} = 0
\end{aligned}
\forall_i, j \in \mathbb{V}_m, \forall w \in \mathbb{W}, i \neq j.
(15)
$$

Equations (15) and (16) can be further expressed as Equations (17)–(20) by introducing a sufficiently large positive constant $C$.

$$
\begin{aligned}
B_{m,i,j} \times C + TSS_{m,i,w} + TSS_{m,j,w} &\geq t_1, \\
B_{m,i,j} \times C + TSS_{m,i,w} + TSS_{m,j,w} &\geq t_1, \\
B_{m,i,j} \times C + TSS_{m,i,w} + TSS_{m,j,w} &\geq t_1, \\
B_{m,i,j} \times C + TSS_{m,i,w} + TSS_{m,j,w} &\geq t_1,
\end{aligned}
\quad
\begin{aligned}
\forall_i, j \in \mathbb{V}_m, \forall w \in \mathbb{W}, i \neq j.
\end{aligned}
(17)
$$

$$(1 - B_{m,i,j} \times C) + TSS_{m,i,w} + TSS_{m,j,w} \geq t_1, \quad \forall_i, j \in \mathbb{V}_m, \forall w \in \mathbb{W}, i \neq j.
(18)
$$

$$
\begin{aligned}
B_{m,i,j} \times C + TES_{m,i,w} + TES_{m,j,w} &\geq t_1, \\
B_{m,i,j} \times C + TES_{m,i,w} + TES_{m,j,w} &\geq t_1, \\
B_{m,i,j} \times C + TES_{m,i,w} + TES_{m,j,w} &\geq t_1, \\
B_{m,i,j} \times C + TES_{m,i,w} + TES_{m,j,w} &\geq t_1,
\end{aligned}
\quad
\begin{aligned}
\forall_i, j \in \mathbb{V}_m, \forall w \in \mathbb{W}, i \neq j.
\end{aligned}
(19)
$$

In the same way, Equation (14) can also be transformed into Equations (21) and (22) by introducing $C$ mentioned above.

$$
\begin{aligned}
I_{i,j} \times C + TSS_{2,i,w} + TES_{2,i,w} &\geq t_2, \\
I_{i,j} \times C + TSS_{2,i,w} + TES_{2,i,w} &\geq t_2, \\
I_{i,j} \times C + TSS_{2,i,w} + TES_{2,i,w} &\geq t_2, \\
I_{i,j} \times C + TSS_{2,i,w} + TES_{2,i,w} &\geq t_2,
\end{aligned}
\quad
\begin{aligned}
\forall_i \in \mathbb{V}_1, j \in \mathbb{V}_2, \forall w \in \mathbb{W}.
\end{aligned}
(21)
$$

$$
\begin{aligned}
(1 - I_{i,j} \times C) + TSS_{2,i,w} + TES_{2,i,w} &\geq t_2, \\
(1 - I_{i,j} \times C) + TSS_{2,i,w} + TES_{2,i,w} &\geq t_2, \\
(1 - I_{i,j} \times C) + TSS_{2,i,w} + TES_{2,i,w} &\geq t_2, \\
(1 - I_{i,j} \times C) + TSS_{2,i,w} + TES_{2,i,w} &\geq t_2,
\end{aligned}
\quad
\begin{aligned}
\forall_i \in \mathbb{V}_1, j \in \mathbb{V}_2, \forall w \in \mathbb{W}.
\end{aligned}
(22)
$$

5. GA for FVSP with Uncertain Speed

To solve VSP with uncertainty time, there exist many methods that can be used, e.g., heuristic algorithm (GA, TS, CS, and CG, et al.), Lagrange multiplier methods, gradient descent, and quasi–newton methods, et al. Considering that the genetic algorithm has good global search capabilities, it can quickly search for all solutions in the solution
space without falling into the trap of a rapid decline in locally optimal solutions, and it can also use inherent parallelism to conveniently perform distributed calculations to improve optimization efficiency; therefore, in this study, the authors utilized a heuristic algorithm (GA) to solve the scheduling optimization problem. The process of the designed genetic algorithm for tackling the FVSP involves coding, similarity calculation, population initialization, fitness evaluation, selection, crossover, mutation, and elite selection as shown in Figure 5. The framework of optimal scheduling with uncertain speed includes three parts. One is data pre-processing and the construction of the MILP model, the second is the design of GA-based heuristic solution method, and the third is the comparative analysis of optimization. Compared with the general vessel scheduling flowchart, the improvements of the FVSP mode can be reflected in two aspects. One is that the fitness evaluation is based on TFN, and the second one is the addition of data pre-processing and linearization stages.

Figure 5. The framework of optimal scheduling where vessel speeds are uncertain.

5.1. Coding and Initialization

In this study, we adopt single-layer coding to represent an individual with a real number sequence. The chromosome elements were formatted with an array structure. Each array structure represents an individual, and all individuals randomly generated make up the initial population. The integer number sequence expresses the vessel sequence. For \( N \) vessels, each vessel is indexed as a unique integer from 1 to \( N \). For example, \( p = (1, 3, 8, 9, 2, 10, 6, 5, 7, 4) \) is a chromosome that represents a scheduling sequence (solution) of the corresponding vessel, where the first one would be scheduled is vessel 1, the next one is vessel 3, and the last one is vessel 4. In the same way, the population can be generated that consists of many individuals generated randomly as a vector \( Pop = [p_1, p_2, \ldots, p_n]^T \).

5.2. Crossover, Mutation, and Selection

In this study, the partial-mapped crossover (PMX) is used in the GA. The first step randomly chooses a few adjacent genes at the same position from two individuals (parent
1 and parent 2). The second step, swap the positions of the two gene segments. The last step, map the conflicting genes and then obtain the conflict-free offspring genes. In terms of mutation operation, local reversal mutation, swap mutation, and insert mutation are all applied to this study, as shown in Figure 6. The specific operation is that we randomly select one of the above three methods to perform mutation operations on the population during the iterative process. The elite selection is used to select the best top from the union of parent and offspring after crossover operation and mutation operation.

Figure 6. Crossover operation and mutation operation. (a) Crossover operator. (b) mutation operator—reverse. (c) mutation operator—insert. (d) mutation operator—swap.

5.3. Illegal Solution

The population generation in the genetic algorithm generally adopts the method of random generation, so infeasible solutions that violate the constraint conditions will appear. At the same time, feasible solutions may also produce infeasible solutions after genetic operators’ cross-mutation and other operations. At present, the commonly used processing methods can be divided into the following four categories, discarding infeasible solutions, repairing infeasible solutions, improving genetic operators, and penalty functions. In this study, a penalty function is adopted to tackle the infeasible solution problem as Equation (23). For an infeasible solution, a certain penalty is imposed, so that the objective function value becomes a larger value while the solution is illegal. This method can properly accept infeasible solutions, expand the search space, and make the infeasible solutions possible, to retain the excellent genes. After continuous iteration, the population will gradually converge to the feasible solution.

$$\Gamma = C + \max_{i \in V} (TSS_{i,0} \oplus \sum_{w \in W} \tilde{T}_{i,w}), \quad V = \bigcup_{m \in M} V_m$$ (23)

where $C$ is a large value, and 1000 is used in this study. If the population is illegal, the fitness value becomes a larger value, otherwise, it remains unchanged.

The stopping criterion utilized in this solution method is met if there has been a certain number of consecutive generations without improvement of the best-known individual of the population or a certain total number of generations has been reached.

6. Computational Experiments

The parameters of the simulation waterway are as follows: the waterway length and depth are 12,964 m, and 12.5 m, respectively. Regarding the parameter setting of the heuristic algorithm GA, we set the number of individuals in the population to the number of ships in different cases; population size is 10; mutation probability is 0.8; the termination criterion includes a maximum number of iterations which was set as 2000, and the number of times that the minimum fitness value remained unchanged in the two adjacent iterations, which was set as 300; sufficiently large positive constant is 1000.

6.1. Simulation Setting

Considering the estimated time of arrival, feasible tidal time windows, and some constraints of the environment, we processed 13 case studies in the next section.
In this section, we present the cases to analyze the comparison experiments which include abbreviation and combination index of vessels. The case of different sizes for comparison are randomly combined based on the data listed in Table 2. Each case was generated with the combination of ship index as shown in Table 3. Four groups are generated for each length of case and they are present by the sign ‘Case_X_Y’. For example, ‘Case_10_1’ is case 1 of length 10.

**Table 2. Vessel static application information.**

| Vessel No. | Speed (m/s) | FST       | ETA       | Draft (m) | UKC (m) |
|------------|-------------|-----------|-----------|-----------|---------|
| 1          | (8.0, 6.3, 4.96) | (0.9, 1.3, 1.4) | 5:00:00  | 11.50     | 1.42    |
| 2          | (5.2, 4.09, 3.22) | (1.3, 1.7, 2.2) | 5:05:00  | 11.30     | 1.00    |
| 3          | (8.7, 6.85, 5.39) | (0.8, 1.0, 1.3) | 5:10:00  | 10.70     | 2.06    |
| 4          | (8.0, 6.3, 4.96) | (0.9, 1.1, 1.4) | 5:10:00  | 9.80      | 0.92    |
| 5          | (5.8, 4.57, 3.6)  | (1.2, 1.5, 1.9) | 5:15:00  | 10.90     | 0.94    |
| 6          | (6.5, 5.12, 4.03) | (1.1, 1.4, 1.8) | 5:35:00  | 10.90     | 2.09    |
| 7          | (8.9, 7.01, 5.52) | (0.8, 1.0, 1.3) | 5:40:00  | 11.80     | 0.96    |
| 8          | (6.8, 5.35, 4.21) | (1.0, 1.3, 1.7) | 5:40:00  | 14.20     | 0.13    |
| 9          | (7.7, 6.06, 4.77) | (0.9, 1.1, 1.4) | 5:50:00  | 10.80     | 0.73    |
| 10         | (7.0, 5.51, 4.34) | (1.0, 1.3, 1.7) | 5:50:00  | 12.20     | 0.13    |
| 11         | (8.1, 6.38, 5.02) | (0.9, 1.1, 1.4) | 6:00:00  | 11.90     | 1.97    |
| 12         | (8.5, 6.69, 5.27) | (0.8, 1.0, 1.3) | 6:10:00  | 9.90      | 2.74    |
| 13         | (7.4, 5.83, 4.59) | (0.9, 1.1, 1.4) | 6:10:00  | 9.30      | 2.46    |
| 14         | (7.7, 6.06, 4.77) | (0.9, 1.1, 1.4) | 6:20:00  | 9.90      | 2.90    |
| 15         | (6.8, 5.35, 4.21) | (1.0, 1.3, 1.7) | 6:24:00  | 10.00     | 1.22    |
| 16         | (8.6, 6.77, 5.33) | (0.8, 1.0, 1.3) | 6:24:00  | 13.30     | 2.00    |
| 17         | (7.2, 5.67, 4.46) | (1.0, 1.3, 1.7) | 6:27:00  | 11.50     | 0.60    |
| 18         | (7.6, 5.98, 4.71) | (0.9, 1.1, 1.4) | 6:30:00  | 12.10     | 1.85    |
| 19         | (7.9, 6.22, 4.9)  | (0.9, 1.1, 1.4) | 6:30:00  | 10.80     | 0.92    |
| 20         | (6.7, 5.28, 4.16) | (1.0, 1.3, 1.7) | 6:33:00  | 10.40     | 1.02    |
| 21         | (5.1, 4.02, 3.17) | (1.4, 1.8, 2.3) | 6:40:00  | 9.50      | 1.45    |
| 22         | (7.7, 6.06, 4.77) | (0.9, 1.1, 1.4) | 6:45:00  | 12.90     | 1.94    |
| 23         | (5.5, 4.33, 3.41) | (1.3, 1.7, 2.2) | 6:45:00  | 11.60     | 0.89    |
| 24         | (7.1, 5.59, 4.4)  | (1.0, 1.3, 1.7) | 6:50:00  | 12.50     | 1.88    |
| 25         | (7.7, 6.06, 4.77) | (0.9, 1.1, 1.4) | 7:00:00  | 12.00     | 0.80    |

**Table 3. Combination of case.**

| Case      | Combination Index (Ship No.) |
|-----------|------------------------------|
| Case_10_1 | 22, 12, 3, 13, 23, 11, 5, 2, 18, 10 |
| Case_10_2 | 8, 13, 1, 2, 19, 6, 3, 12, 11, 16 |
| Case_10_3 | 2, 21, 14, 12, 5, 17, 19, 22, 10, 6 |
| Case_10_4 | 4, 18, 3, 1, 20, 9, 14, 12, 15, 10 |
| Case_15_1 | 6, 3, 5, 25, 18, 16, 2, 9, 13, 12, 20, 24, 8, 10, 17 |
| Case_15_2 | 20, 22, 12, 17, 1, 5, 16, 25, 3, 4, 15, 9, 23, 24, 11 |
| Case_15_3 | 22, 7, 16, 4, 2, 13, 18, 17, 15, 9, 1, 24, 8, 3, 20 |
| Case_15_4 | 22, 24, 6, 1, 25, 2, 19, 20, 21, 23, 24, 10, 3, 17, 9 |
| Case_20_1 | 2, 22, 7, 11, 20, 5, 19, 9, 17, 12, 14, 1, 3, 23, 24, 6, 8, 16, 13, 4 |
| Case_20_2 | 24, 4, 9, 21, 7, 25, 6, 13, 15, 3, 12, 19, 1, 18, 2, 11, 14, 17, 20, 5 |
| Case_20_3 | 15, 14, 19, 1, 8, 6, 9, 5, 4, 24, 13, 10, 16, 22, 11, 7, 21, 3, 17, 25 |
| Case_20_4 | 22, 11, 17, 24, 5, 3, 16, 14, 20, 6, 7, 9, 13, 12, 18, 2, 8, 25, 19, 1 |
| Case_25_1 | 9, 13, 6, 23, 8, 4, 17, 22, 19, 21, 3, 15, 7, 20, 2, 16, 24, 10, 11, 12, 25, 14, 5, 18, 1 |

6.2. Data Preprocessing

Figure 7 and Table 4 are the results computed by the Algorithm 1 for determining feasible tidal time windows of each vessel in Table 2 based on the tide data in [24], which shows that the waterway depth at each vessel’s feasible tidal time window is greater than the requirement for safe navigation with a safe UKC while the vessel is proceeding in shallow waterway. From the Figure 7, due to the characteristics of the fitted tide curve, we can
observe that there are several ships with multiple feasible tidal time windows. Regarding a tide-depend vessel, if it has multiple FTTWs, it is necessary to ensure that it can successfully pass the channel under the assigned tide cycle during the sequence arrangement.

Table 4. Feasible tidal time windows for tide-dependent vessels.

| Ship No. | FTTW(H)                           |
|----------|-----------------------------------|
| 8        | ((3.61, 11.33), (17.1, 24.0))     |
| 11       | ((0, 1.25), (2.5, 12.17), (16.42, 24.0)) |
| 16       | (5.17, 9.54), (18.61, 22.63))     |
| 18       | ((0, 0.93), (2.78, 12.02), (16.54, 24.0)) |
| 22       | ((4.43, 10.43), (17.85, 24.0))    |
| 24       | ((3.7, 11.24), (17.17, 24.0))     |

Figure 7. Feasible tidal time window for vessels. The horizon lines are vessel time windows, the vertical lines are the period, and the red points are the estimated time of arrival.

6.3. Comparison and Discussion

6.3.1. Comparison under the Priority-Based Scheduling Methods

In this section, some scheduling rules are used to compare and analyze the optimal results. These priority rules include first–in–first–out (FIFO), larger draft vessel first service (LDVFS), and random service (RS) [24]. Under the FIFO scheduling rules, the arrival time of ships will be utilized as the basis for determining the sequence of entry and exit, that is, the ship arriving at the port earlier can enter the channel earlier, and otherwise, the ship will enter the channel later. Under the LDVFS scheduling rules, the draft of ships will be utilized as the basis for the sequence of entry and exit. Under the same conditions,
tide-dependent ships have the priority of entry and exit. The random dispatch rule is the same as its literal meaning, the order assigned for all ships is set randomly.

Table 5 shows the results of different scheduling modes, including the scheduling sequence and makespan. Table 6 provided the certain fuzzy time including fuzzy sailing time, fuzzy start time, and fuzzy end time. In case ‘Case_25_1’, FIFO is mainly used as manual scheduling did not generate a scheduling sequence during a certain period. The result of GA is better than the other three scheduling methods. The lower bound of makespans calculated by LDVFS and RS are 11.75 and 11.60, respectively. These values are more than 23% higher than that for GA. The upper bound of makespans calculated by LDVFS and RS are 11.75 and 11.60, respectively. These values are more than 30% higher than that for GA. Therefore, the heuristic scheduling algorithm not only can avoid the illegal solution appearing in FIFO mode but also can improve vessel scheduling efficiency and traffic safety.

**Table 5. Comparison among the different scheduling rules (Case_25_1).**

| Mode | Vessel Scheduling Order | Makespan |
|------|-------------------------|----------|
| FIFO | 25, 15, 11, 6, 23, 3, 13, 5, 1, 18, 19, 2, 20, 22, 16, 12, 7, 24, 9, 14, 10, 4, 8, 17, 21 | – |
| LDVFS | 16, 8, 17, 5, 24, 19, 3, 25, 22, 21, 13, 11, 20, 4, 18, 15, 7, 23, 2, 9, 1, 14, 12, 10, 6 | (11.75, 12.65, 13.65) |
| RS | 5, 3, 16, 23, 19, 4, 24, 8, 10, 17, 20, 7, 9, 25, 6, 15, 22, 12, 14, 18, 2, 13, 21, 11 | (11.60, 12.70, 13.90) |
| GA | 11, 6, 25, 3, 5, 18, 20, 13, 16, 24, 22, 19, 7, 17, 4, 14, 23, 10, 15, 4, 12, 2, 21, 8 | (9.38, 9.88, 10.48) |

**Table 6. Fuzzy vessel scheduling results (Case_25_1).**

| Ship No. | FST | Scheduled Order | TSS | TES |
|----------|-----|----------------|-----|-----|
| 9        | (0.9, 1.1, 1.4) | 11 | (5.17, 5.17, 5.17) | (5.97, 6.17, 6.47) |
| 13       | (0.9, 1.1, 1.4) | 6 | (5.27, 5.27, 5.27) | (6.17, 6.37, 6.67) |
| 6        | (1.1, 1.4, 1.8) | 25 | (5.37, 5.37, 5.37) | (6.27, 6.47, 6.77) |
| 23       | (1.3, 1.7, 2.2) | 3 | (5.58, 5.58, 5.58) | (6.68, 6.98, 7.38) |
| 8        | (1.0, 1.3, 1.7) | 5 | (5.78, 5.78, 5.78) | (6.78, 7.08, 7.48) |
| 4        | (0.9, 1.1, 1.4) | 18 | (5.88, 5.88, 5.88) | (6.88, 7.18, 7.58) |
| 17       | (1.0, 1.3, 1.7) | 20 | (6.18, 6.28, 6.38) | (6.98, 7.28, 7.68) |
| 22       | (0.9, 1.1, 1.4) | 13 | (6.28, 6.38, 6.48) | (7.08, 7.38, 7.78) |
| 19       | (0.9, 1.1, 1.4) | 16 | (6.38, 6.48, 6.58) | (7.18, 7.48, 7.88) |
| 21       | (1.4, 1.8, 2.3) | 24 | (6.48, 6.58, 6.68) | (7.38, 7.68, 8.08) |
| 3        | (0.8, 1.0, 1.3) | 22 | (6.58, 6.68, 6.78) | (7.48, 7.78, 8.18) |
| 15       | (1.0, 1.3, 1.7) | 19 | (6.68, 6.78, 6.88) | (7.58, 7.88, 8.28) |
| 7        | (0.8, 1.0, 1.3) | 9 | (6.78, 6.88, 6.98) | (7.68, 7.98, 8.38) |
| 20       | (1.0, 1.3, 1.7) | 1 | (6.88, 6.98, 7.08) | (7.78, 8.08, 8.48) |
| 2        | (1.0, 1.3, 1.7) | 17 | (6.98, 7.08, 7.18) | (7.98, 8.38, 8.68) |
| 16       | (0.8, 1.0, 1.7) | 7 | (7.08, 7.18, 7.28) | (8.08, 8.48, 8.98) |
| 24       | (1.0, 1.3, 1.7) | 14 | (7.18, 7.28, 7.38) | (8.18, 8.58, 9.08) |
| 10       | (1.0, 1.3, 1.7) | 23 | (7.28, 7.38, 7.48) | (8.48, 8.88, 9.38) |
| 11       | (0.9, 1.1, 1.4) | 10 | (7.38, 7.48, 7.58) | (8.78, 9.28, 9.88) |
| 12       | (0.8, 1.0, 1.3) | 15 | (7.58, 7.68, 7.78) | (8.88, 9.38, 9.98) |
| 25       | (0.9, 1.1, 1.4) | 4 | (7.68, 7.78, 7.88) | (8.98, 9.48, 10.08) |
| 14       | (0.9, 1.1, 1.4) | 12 | (8.08, 8.28, 8.48) | (9.08, 9.58, 10.18) |
| 5        | (1.2, 1.5, 1.9) | 2 | (8.28, 8.58, 8.88) | (9.18, 9.68, 10.28) |
| 18       | (0.9, 1.1, 1.4) | 21 | (8.38, 8.68, 8.98) | (9.28, 9.78, 10.38) |
| 1        | (0.9, 1.1, 1.4) | 8 | (8.48, 8.78, 9.08) | (9.38, 9.88, 10.48) |

6.3.2. Comparison under Varying Problem Scales

Since the actual situation in a port is complex, to verify the applicability of the proposed FVSP model and algorithm on different problem scales in the actual situation, the method of simulation is utilized in the following experiments. The data is shown in Table 2, which simulates conditions in a one-way waterway affected by tidal height in Tianjin port, China. The arrival period is 5:00–7:00. Constrained by tidal height, the tide height data of
Tianjin during one day are used. There are 25 vessels in total and divided into different scales for comparison experiments. To verify the effect of the proposed model, 25 vessels are divided into 13 cases as shown in Table 3. We carried out 13 groups of experiments with 10 vessels, 15 vessels, 20 vessels, and 25 vessels, respectively. All twelve case studies experimented at the condition where the number of times that the minimum fitness value remained unchanged in the two adjacent iterations was set as 300. The results (makespans) of different rules in each case are presented in Table 7, where the comparison was also provided by ranking the makespan. The methods GA, FIFO, LDVFS, and RS are represented by numbers 1–4 respectively. The smallest makespan in each case is obtained through the comparison operation between TFNs, and the result is shown in the last column of Table 7. It can be observed that all of the minimum makespans were obtained by the GA model.

| Case  | GA       | FIFO     | LDVFS    | RS       | Min |
|-------|----------|----------|----------|----------|-----|
| Case_10_1 | (8.15, 8.55, 9.05) | (8.18, 8.88, 9.68) | (9.35, 9.85, 10.45) | (9.85, 10.55, 11.35) | 1   |
| Case_10_2 | (7.60, 7.80, 8.10) | (7.60, 8.10, 8.70) | (9.00, 9.60, 10.30) | (8.70, 9.20, 9.80) | 1   |
| Case_10_3 | (8.27, 8.67, 9.17) | (8.25, 8.75, 9.35) | (9.95, 10.65, 11.45) | (9.07, 9.67, 10.37) | 1   |
| Case_10_4 | (7.75, 8.05, 8.45) | (7.73, 8.23, 8.83) | (8.60, 9.00, 9.5) | (8.35, 8.85, 9.45) | 1   |
| Case_15_1 | (8.07, 8.57, 9.17) | (8.58, 9.38, 10.28) | (10.13, 10.83, 11.63) | (9.90, 10.70, 11.60) | 1   |
| Case_15_2 | (8.40, 8.80, 9.30) | (8.50, 9.00, 9.60) | (9.85, 10.45, 11.15) | (9.95, 10.65, 11.45) | 1   |
| Case_15_3 | (8.20, 8.50, 8.90) | (8.30, 9.10, 10.00) | (9.65, 10.25, 10.95) | (9.93, 10.63, 11.43) | 1   |
| Case_15_4 | (8.60, 9.00, 9.50) | (9.00, 10.0, 11.10) | (10.55, 11.35, 12.25) | (9.85, 10.55, 11.35) | 1   |
| Case_20_1 | (8.80, 9.20, 9.70) | (9.60, 10.6, 11.70) | (10.55, 11.25, 12.05) | (10.90, 11.8, 12.80) | 1   |
| Case_20_2 | (8.87, 9.37, 9.97) | (9.40, 10.2, 11.10) | (11.13, 11.93, 12.83) | (10.95, 11.95, 13.05) | 1   |
| Case_20_3 | (8.80, 9.30, 9.90) | (9.27, 10.07, 10.97) | (10.65, 11.35, 12.15) | (10.8, 11.6, 12.5) | 1   |
| Case_20_4 | (8.40, 8.90, 9.50) | (9.30, 10.20, 11.20) | (10.55, 11.25, 12.05) | (10.55, 11.35, 12.25) | 1   |

6.4. Parameter Sensitivity Analysis

In this section, the parameter on the performance of the designed GA is analyzed, where the mutation value is 0.1 to 0.9, the problem scale is 10 to 25, and the population size is 20 to 200. The specific value and description are shown in Table 8, and the analysis results are shown in Tables 9 and 10, which indicates that the performance of GA along with generations in terms of objective function value and computational time for a small-, medium-, and large-sized case, respectively. Figure 8 shows that as the problem scale or the population size increases, the time consumption and the number of stop iteration would also increase, where the population size is a fixed value of 20. Moreover, when the mutation value is 0.9, the time consumption is larger than other mutation values. According to the analysis, when the mutation value is 0.3, the time consumption is the lowest. Figure 9 shows the same scenarios as Figure 8 in terms of the relationship between problem scale and time consumption, where the mutation value is 0.3. Moreover, the larger the population size, the smaller the number of stop iterations. Therefore, in practical application, the specific value of mutation and population size should be designed based on the problem scale.

| Parameter | Description | Value |
|-----------|-------------|-------|
| $p_m$     | Mutation probability | [0.1, 0.2, 0.3, ..., 0.9] |
| $p_s$     | Problem scale | [10, 15, 20, 25] |
| $Pop_{sx}$| Population size | [20, 40, 60, ..., 200] |
| $Stop$    | Stop iteration | 300 |
Table 9. Mutation parameter sensitivity analysis results.

| Mutation | Problem Scale | Population Size | Stop Iteration | Time Consuming (s) |
|----------|---------------|-----------------|----------------|-------------------|
| 0.1      | 10            | 10              | 70.8           | 3.4233            |
| 0.2      | 10            | 10              | 47.9           | 3.2185            |
| 0.3      | 10            | 10              | 55.4           | 3.2602            |
| 0.4      | 10            | 10              | 68.3           | 3.4009            |
| 0.5      | 10            | 10              | 82.8           | 3.5706            |
| 0.6      | 10            | 10              | 120.2          | 4.0804            |
| 0.7      | 10            | 10              | 76.2           | 3.6183            |
| 0.8      | 10            | 10              | 148.2          | 4.2285            |
| 0.9      | 10            | 10              | 204.7          | 4.797             |
| 0.1      | 15            | 10              | 176.2          | 6.6113            |
| 0.2      | 15            | 10              | 215.5          | 7.1453            |
| 0.3      | 15            | 10              | 179.6          | 6.556             |
| 0.4      | 15            | 10              | 237.8          | 7.2671            |
| 0.5      | 15            | 10              | 231.7          | 7.2691            |
| 0.6      | 15            | 10              | 284.9          | 8.0006            |
| 0.7      | 15            | 10              | 321.9          | 8.4016            |
| 0.8      | 15            | 10              | 345.7          | 8.8456            |
| 0.9      | 15            | 10              | 491            | 10.7841           |
| 0.1      | 25            | 10              | 431.9          | 16.176            |
| 0.2      | 25            | 10              | 394.7          | 15.5663           |
| 0.3      | 25            | 10              | 351            | 14.7319           |
| 0.4      | 25            | 10              | 402.9          | 15.6192           |
| 0.5      | 25            | 10              | 473            | 17.3146           |
| 0.6      | 25            | 10              | 487            | 17.4071           |
| 0.7      | 25            | 10              | 525.4          | 18.1925           |
| 0.8      | 25            | 10              | 487.1          | 17.3405           |
| 0.9      | 25            | 10              | 899.5          | 26.7369           |

Figure 8. Performance in terms of time consuming and mutation parameter for different problem scale.
### Table 10. Population size sensitivity analysis results.

| Population Size | Problem Scale | Mutation | Stop Iteration | Time Consuming (s) |
|-----------------|---------------|----------|----------------|--------------------|
| 10              | 10            | 0.3      | 100.4          | 3.606              |
| 30              | 10            | 0.3      | 20.2           | 8.591              |
| 50              | 10            | 0.3      | 34.6           | 14.887             |
| 70              | 10            | 0.3      | 23.4           | 20.126             |
| 90              | 10            | 0.3      | 22.5           | 26.162             |
| 110             | 10            | 0.3      | 19.1           | 31.853             |
| 130             | 10            | 0.3      | 26.1           | 38.343             |
| 150             | 10            | 0.3      | 15.5           | 43.158             |
| 170             | 10            | 0.3      | 15.6           | 49.136             |
| 190             | 10            | 0.3      | 16             | 54.902             |
| 10              | 15            | 0.3      | 219.3          | 6.712              |
| 30              | 15            | 0.3      | 99.5           | 15.649             |
| 50              | 15            | 0.3      | 107.9          | 26.186             |
| 70              | 15            | 0.3      | 71.7           | 33.988             |
| 90              | 15            | 0.3      | 108.8          | 48.568             |
| 110             | 15            | 0.3      | 79.7           | 54.774             |
| 130             | 15            | 0.3      | 104.8          | 67.844             |
| 150             | 15            | 0.3      | 52.1           | 68.42              |
| 170             | 15            | 0.3      | 108.5          | 88.994             |
| 190             | 15            | 0.3      | 78.8           | 93.672             |
| 10              | 25            | 0.3      | 394.2          | 15.205             |
| 30              | 25            | 0.3      | 260.8          | 37.12              |
| 50              | 25            | 0.3      | 227.3          | 58.373             |
| 70              | 25            | 0.3      | 294.3          | 91.735             |
| 90              | 25            | 0.3      | 198.7          | 98.265             |
| 110             | 25            | 0.3      | 174.4          | 113.482            |
| 130             | 25            | 0.3      | 150.2          | 128.371            |
| 150             | 25            | 0.3      | 194.3          | 162.77             |
| 170             | 25            | 0.3      | 176.6          | 178.959            |
| 190             | 25            | 0.3      | 170.2          | 193.299            |

![Figure 9](image-url)  

**Figure 9.** Performance in terms of time consuming and population size for different problem scale.
7. Discussion, Conclusions, and Future Work

In this research, we aimed to improve ship efficiency, reduce ship waiting time, and enhance the adaptability of traditional ship scheduling optimization models to uncertain factors. A traditional ship scheduling model was fuzzified by introducing triangular fuzzy numbers, and a heuristic scheduling algorithm based on the genetic algorithm was established. Taking into account the difference in computational efficiency between online and offline calculations, an algorithm based on tide height and UKC to determine a feasible tidal time window was proposed. The contribution of this research can be divided into the following points:

- By introducing the concept of the time window, the nonlinear tidal height constraint problem is transformed into a linearization problem, and an algorithm for calculating the navigable tide time window of a ship is proposed;
- The fuzzy ship scheduling method based on fuzzy theory provides an effective solution to the ship scheduling optimization problem under uncertain conditions and has higher optimization accuracy than general priority scheduling methods;
- The parameter sensitivity of the optimization solution method designed based on the genetic algorithm is analyzed experimentally, which provides a reference for the application of the model and improves the practicality of the model.

In summary, fuzzy theory was successfully applied to ship scheduling optimization in this study, and an optimization method based on the GA that can improve scheduling efficiency was also designed. The established model and optimization method not only improve the efficiency of ship traffic but also improve the adaptability of the dispatch model to uncertain factors. In the future, this method can be applied to the one-way ship scheduling problem; however, considering that the precise time point is required in real-time scheduling, the correlation between dynamic scheduling and uncertain scheduling needs to be studied in the future.
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