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Abstract—Stochastic linearization is a method used in Quasi-linear Control (QLC) to replace a nonlinearity by an equivalent gain and a bias, utilizing the statistical properties of random inputs. In this paper, the theory of stochastic linearization is extended to nonlinear functions of multiple variables or inputs forming a multivariate Gaussian vector. The result is applied to find the stochastic linearization of a bivariate saturation nonlinearity in a general feedback control system. The accuracy of stochastic linearization has been investigated by a Monte Carlo simulation and has been found out to be fairly high. Finally, a practical example of optimal control design using QLC is presented.

I. INTRODUCTION

Actuators and sensors in control systems are often nonlinear. While plants are generally nonlinear as well, they can usually be linearized around an operating point if the control system is well designed. The nonlinear instrumentation, i.e., the actuators and sensors, however, cannot. This is because external random inputs to the system may force them to operate far from their designed operating point, activating nonlinearities in them.

Quasilinear Control (QLC) is a set of methods that can be used to analyze and design control systems with nonlinear actuators and sensors. It leverages the method of stochastic linearization, which replaces each nonlinearity by an equivalent gain and a bias, based on statistical properties of the stochastic inputs. Consider a nonlinear function \( f(x) = x^2 \), as shown in Fig. 1. The traditional (Jacobian) approach in linearizing such a function is to find the derivative of the function at a suitable operating point, replace the nonlinearity by a linear approximation and shift the origin at that operating point. The method of stochastic linearization, on the other hand, is based on minimizing the expected value of the mean squared error between the nonlinear function and its stochastically linearized approximation, taking into account the probability distribution of the input. This approach is graphically depicted in Fig. 1, in which the input \( x \) has been assumed to follow a Normal distribution with mean 3 and standard deviation 2. The dashed lines represent two Jacobian linearizations performed at (1, 1) and (4, 16) and the dotted line represents the stochastically linearized approximation. If Jacobian linearization is performed at (1, 1), but the operating point shifts to, say, (4, 16), the linearization becomes highly inaccurate. However, since stochastic linearization considers the expected value of the derivatives around \( x = 3 \), it performs better at (4,16).

The theory of stochastic linearization and quasilinear control has been developed only for nonlinear actuators and sensors having a single input. In practical applications, however, more than just one factor or input affect the performance of a nonlinear actuator, and hence the operation of the control system. As a case in point, the authors are involved in a US Department of Energy Project called ENERGIZE, whose goal is to develop robust and resilient real-time control systems with uncertain distributed energy resources. In such a renewable energy system, that involves aggregation of several distributed energy resources that can both produce and consume electric power, it is often necessary to compute the optimal power set point for these aggregated devices to ensure a robust and resilient operation. It is then desirable to estimate the power limits of such resources. Since the power limits would depend on the number and type of devices being aggregated, both of which are random phenomena, depending on when users decide to turn the devices on or off, the saturation authority of the actuator can be considered to be a stochastic process in such a case.

In this paper, the theory of stochastic linearization is extended to a nonlinear function of multiple variables, such that the inputs form a wide sense stationary (WSS) multivariate
Gaussian random vector. The outline is as follows: Section II provides a brief review of single variable QLC. Section III introduces expressions for stochastically linearizing a generic multivariate nonlinearity. In Section IV the bivariate saturation nonlinearity is introduced and expressions for its equivalent gains and bias derived, using the result of the previous Section. The result is used in Section V to find the stochastic linearization of a general feedback control system, in which the actuator is a bivariate saturation, with the randomness in the bounds modeled as a second input to the actuator, taking the reference and disturbance signals to be WSS Gaussian random processes with specified means and standard deviations. Section VI explores special features of multi-variable QLC compared to single-variable QLC, specifically the effect of the second actuator input and correlation between the actuator inputs. Section VII investigates the accuracy of stochastic linearization by a Monte Carlo simulation with different possible input and system parameters. In Section VIII a practical example of an optimal controller design has been provided. Section IX concludes the paper. In the appendix, series expansions of the integrals in Section V have been derived, along with their region of convergence, and an algorithm presented for their calculation.

II. REVIEW OF SINGLE VARIABLE STOCHASTIC LINEARIZATION

This section presents a brief review of single variable stochastic linearization. For details, please refer to [1].

A. Open Loop System

Consider a single input single output (SISO) system shown in Fig. 2 driven by a wide-sense stationary Gaussian stochastic input \( u(t) \), such that it is governed by the input-output relationship:

\[
v(t) = f(u(t))
\]

Stochastic linearization replaces the above nonlinearity by a linear approximation \( Nu_0(t) + M \), such that the functional:

\[
\epsilon(N, M) = E \{ [f(u(t)) - Nu_0(t) - M]^2 \}
\]

is minimized [2]. Here \( N \) is called the quasilinear gain, \( M \) the quasilinear bias and \( u_0(t) \) the zero-mean part of \( u(t) \). It can be shown that the values of \( N \) and \( M \) are:

\[
N = E[f'(u)] \quad \text{(1)}
\]

\[
M = E[f(u)] \quad \text{(2)}
\]

B. Closed Loop System

Consider a general feedback control system shown in Fig. 3. It consists of a plant \( P(s) \) whose output is desired to be controlled using a controller \( C(s) \) and a nonlinear actuator described by the function \( f(\cdot) \). The signal \( r(t) \) is the reference signal to be tracked and \( d(t) \) is the disturbance. \( r(t) \) is generated by passing white noise \( w_r(t) \) through a coloring filter \( F_{\Omega_r}(s) \), scaling it by \( \sigma_r \), and adding a bias \( \mu_r \). Similarly, \( d(t) \) is generated by passing white noise \( w_d(t) \) through a coloring filter \( F_{\Omega_d}(s) \), scaling it by \( \sigma_d \), and adding a bias \( \mu_d \). The \( H_2 \)-norm of the coloring filters are considered to be unity, which allows the reference and disturbance signals to have means \( \mu_r \) and \( \mu_d \) respectively, along with corresponding standard deviations \( \sigma_r \) and \( \sigma_d \). The block diagram shows the corresponding state space representations. The nonlinearity, \( f(\cdot) \) can be replaced by a stochastically linearized block \( Nu_0(t) + M \), where \( u_0(t) \) is the zero-mean part of \( u(t) \) and \( N \) and \( M \) are as in (1) and (2) respectively. To calculate \( N \) and \( M \), we need to consider the entire system, along with the statistics of the input signals.

This is the general idea behind stochastically linearizing a nonlinear control system with a single input to the nonlinearity. Since it is a special case of multivariate stochastic linearization, which will be described in detail in Section V, we will not review its details here.

III. MULTIVARIATE STOCHASTIC LINEARIZATION

Consider a multi-input single output (MISO) system driven by \( n \) wide-sense stationary Gaussian inputs \( u_1(t), u_2(t), \ldots, u_n(t) \), forming a Gaussian random vector \( \mathbf{u}(t) \), and modeled by a multivariate nonlinearity \( v(t) = f(\mathbf{u}(t)) \), where \( v(t) \) is the output. The problem is to find a linear approximation to this nonlinearity. Various objective functions have been suggested in the literature for minimizing the error introduced by a possible linear approximation [3], [4], but it has been found that, in general, the mean squared error between the nonlinearity and its linear approximation gives results as good as, if not better, than others [5]. Hence, it is used in the following Theorem to derive the linear approximation.

**Theorem 1.** Let \( u_1(t), u_2(t), \ldots, u_n(t) \) be \( n \) WSS jointly Gaussian processes with expected values \( \mu_1(t), \mu_2(t), \ldots, \mu_n(t) \) respectively, \( \mathbf{u}(t) = \begin{bmatrix} u_1(t) & u_2(t) & \ldots & u_n(t) \end{bmatrix}^T \).
Proof. Let $u \in \mathbb{R}^n$ be a piecewise differentiable function $f(u) : \mathbb{R}^n \to \mathbb{R}$, the functional

$$
\epsilon(N, M) = E \left\{ \left[ f(u(t)) - N^T u_0(t) - M \right]^2 \right\}
$$

is minimized by:

$$
N = E \left[ \nabla f(u(t)) \right]
$$

$$
M = E \left[ f(u(t)) \right]
$$

where $N = \begin{bmatrix} N_1 & N_2 & \cdots & N_n \end{bmatrix}^T$ is a constant vector.

As clearly, $u_{ok}(t) = u_k(t) - \mu_k(t)$ are zero-mean processes.

\[
\frac{\partial \epsilon(N, M)}{\partial N_k} = -2E \left[ \frac{\partial f(u(t))}{\partial N_k} u_{ok}(t) \right] + 2\text{cov}[u_0(t)] N_k
\]

is the covariance matrix of $u_0(t)$.

The term $E[f(u_0(t))u_0(t)]$ can be expanded using the following result from [6]:

$$
E[y(\eta)\eta] = E[\eta\eta^T] E[\nabla y(\eta)]
$$

where $\eta$ is any $n \times 1$ jointly Gaussian vector and

$$
\nabla = \left[ \frac{\partial}{\partial \eta_1} \frac{\partial}{\partial \eta_2} \cdots \frac{\partial}{\partial \eta_n} \right]^T
$$

is the gradient operator. Hence,

\[
\frac{\partial \epsilon(N, M)}{\partial N_k} = -2E \left[ \frac{\partial f(u(t))}{\partial N_k} u_{ok}(t) \right] + 2\text{cov}[u_0(t)] N_k
\]
Nearization is applied to the bivariate saturation nonlinearity, forming a vector 

\[ u_N \]

In this section, the method of multivariate stochastic linearization is applied to the bivariate saturation nonlinearity, which is illustrated in Fig. 5 and defined as follows:

\[ \text{sat}_{\alpha, \beta} [u_1(t), u_2(t)] \]

We call \( u_1(t) \) the primary input and \( u_2(t) \) the secondary input. On substituting the nonlinear function (5) for \( f() \) in (3) and (4), the values of \( N_1 \) and \( N_2 \) can be found out to be:

\[
N = \begin{bmatrix}
N_1 & N_2 \\
\end{bmatrix}^T = E \left\{ \nabla \text{sat}_{\alpha, \beta} [u_1(t), u_2(t)] \right\}
\]

\[
= E \left\{ \begin{bmatrix}
\frac{\partial \text{sat}_{\alpha, \beta}}{\partial u_1} [u_1(t), u_2(t)] \\
\frac{\partial \text{sat}_{\alpha, \beta}}{\partial u_2} [u_1(t), u_2(t)] \\
\end{bmatrix} \right\}
\]

or re-written as (6) and (7).

\[
N_1 = \int_{\max(-\beta, \alpha)}^{\infty} \int_{-\infty}^{-u_2} (1) \mathcal{N} (\mu_1, \mu_2, \sigma_1, \sigma_2, \rho) \, du_1 \, du_2
\]

\[
N_2 = \int_{\max(-\beta, \alpha)}^{\infty} \int_{-\infty}^{-u_2} (1) \mathcal{N} (\mu_1, \mu_2, \sigma_1, \sigma_2, \rho) \, du_1 \, du_2
\]

where \( \mu_1 \) and \( \mu_2 \) are the means of the inputs \( u_1 \) and \( u_2 \) respectively, \( \sigma_1 \) and \( \sigma_2 \) being their corresponding standard deviations, \( \rho \) is the correlation between \( u_1 \) and \( u_2 \), and:

\[
\mathcal{N} (\mu_1, \mu_2, \sigma_1, \sigma_2, \rho) = \frac{1}{2\pi\sigma_1\sigma_2\sqrt{1-\rho^2}} e^{-\frac{(u_1^2 + u_2^2 - 2\mu_1\mu_2u_1u_2)}{2(1-\rho^2)}}
\]

is the bivariate Gaussian PDF in which

\[
u_1^* = \frac{u_1 - \mu_1}{\sigma_1} \\
u_2^* = \frac{u_2 - \mu_2}{\sigma_2}
\]

Equations (3) and (4) are similar to (1) and (2) respectively, with some differences. There are now \( n \) quasilinear gains forming a vector \( N \). Also, the single input \( u(t) \) in (1) and (2) is replaced by a multiple-input vector \( u(t) \), and the derivative in (1) replaced by a gradient in (3). The process is illustrated in Fig. 4.
The value of $M$ can be found from (4) and can be written as:

$$M = \int_{-\infty}^{\infty} \int_{-\infty}^{\alpha-u_2} (\alpha - u_2) N(\mu_1, \mu_2, \sigma_1, \sigma_2, \rho) \, du_1 \, du_2$$

On simplifying, the inner integral, we get:

$$N_1 = \int_{u_{2_{\min}}}^{\infty} \int_{u_{1_{\min}}}^{u_{1_{\max}}} \left(1 + \frac{1}{2\pi} e^{-\left(\frac{u_1^2 + u_2^2}{2}\right)}\right) \, du_1 \, du_2$$

where:

$$\gamma_1 = \sqrt{2} \frac{(\mu_1 - \alpha + \mu_2 + \sigma_2 u_2 - \rho \sigma_1 u_2')}{2\sigma_1 \sqrt{1 - \rho^2}}$$

Similarly,

$$N_2 = \int_{u_{1_{\min}}}^{\infty} \int_{u_{1_{\max}}}^{\infty} \left(1 - \frac{1}{2\pi} e^{-\left(\frac{u_1^2 + u_2^2}{2}\right)}\right) \, du_1 \, du_2$$

On simplifying,

$$N_2 = \int_{u_{1_{\min}}}^{\infty} \frac{1}{2\pi} e^{-\left(\frac{u_1^2 + u_2^2}{2}\right)} \, du_1 \, du_2$$

Finally,

$$M = \int_{u_{2_{\min}}}^{\infty} \int_{-\infty}^{\infty} (\alpha - u_2') N(\mu_1, \mu_2, \sigma_1, \sigma_2, \rho) \, du_1 \, du_2$$

$$+ \int_{u_{1_{min}}}^{\infty} \int_{u_{1_{max}}}^{\infty} \left(1 - \frac{1}{2\pi} e^{-\left(\frac{u_1^2 + u_2^2}{2}\right)}\right) \, du_1 \, du_2$$

Fig. 6. Block Diagram of Control System
On simplifying,
\[
M = \int_{u_{2min}}^{\infty} \frac{\sqrt{2} e^{-\frac{u_2^2}{2}} (\text{erf} (\gamma_1) - 1) (\mu_2 - \alpha + \sigma_2 u_2')}{4\sqrt{\pi}} du_2'
+ \int_{u_{2min}}^{\infty} \frac{\sigma_1 \sqrt{1 - \rho^2} e^{-\frac{u_2^2}{2}} (e^{-\gamma_1^2} - e^{-\gamma_2^2})}{2\pi} du_2'
+ \int_{u_{2min}}^{\infty} \frac{\sqrt{2} e^{-\frac{u_2^2}{2}} (\text{erf} (\gamma_2) - 1) (\beta + \mu_2 + \sigma_2 u_2')}{4\sqrt{\pi}} du_2'
- \int_{u_{2min}}^{\infty} \frac{\sqrt{2} e^{-\frac{u_2^2}{2}} (\text{erf} (\gamma_1) - 1) (\mu_2 - \alpha + \sigma_2 u_2')}{4\sqrt{\pi}} du_2'
\]
= \int_{u_{2min}}^{\infty} \frac{\sqrt{2} e^{-\frac{u_2^2}{2}} (\text{erf} (\gamma_1) - 1) (\mu_2 - \alpha + \sigma_2 u_2')}{4\sqrt{\pi}} du_2'
\]
\[
(17)
\]

V. Quasilinear Control of Closed Loop System

A. Description of the Closed Loop System

Consider the control system shown in Fig. 6. Similar to the system in Fig. 3, it has a plant \( P(s) \) and a controller \( C(s) \). However, this time, the actuator is a bivariate saturation \( \text{sat}_{\alpha, \beta} \) \( u_1(t), u_2(t) \), with random bounds modeled as a second input \( u_2(t) \). Similar to the generation of the reference \( r(t) \) and the disturbance \( d(t) \) described in subsection II-B, the second actuator input \( u_2(t) \) is generated by passing white noise \( w_2(t) \) through a coloring filter \( F_{\Omega_3}(s) \) with \( H_2 \)-norm equal to 1, scaling it by \( \sigma_2 \), and adding a bias \( \mu_2 \). This ensures that the reference \( r(t) \), the disturbance \( d(t) \) and the second actuator input \( u_2(t) \) are WSS Gaussian random processes with means \( \mu_r, \mu_d, \mu_2 \) and standard deviations \( \sigma_r, \sigma_d \) and \( \sigma_2 \) respectively. The coloring filters band-limit the white noises \( w_r, w_d \) and \( w_2 \) to a desired bandwidth, which is desirable to be close to the system bandwidth. The block diagram shows the corresponding state-space representations.

Applying stochastic linearization to this system, we get the system of Fig. 7. To find the values of the quasilinear gains \( N_1 \), \( N_2 \) and the quasilinear bias \( M \), it is required to compute the means and standard deviations of \( u_1(t) \) and \( u_2(t) \). This process can be simplified by separating the input signals into their zero-mean random parts and a constant mean part, considering two different systems and adding the results, as investigated in the following subsection.

B. Decomposition into two sub-systems

Consider the following stochastic state space equation as a general representation of the system in Fig. 7
\[
dx = Ax dt + \sum_{i=1}^{n} b_i dw_i
\]
(18)
where \( x = [x_1 \ x_2 \ \ldots \ x_n]^T \) are the states of the system \( \Sigma, A \), is the solution of the following Lyapunov equation [3]:
\[
A \Sigma + \Sigma A^T + \sum_{i=1}^{n} b_i b_i^T = 0
\]
(19)
where:
\[
\Sigma = \begin{bmatrix}
E[x_1^2(t)] & E[x_1(t) \ x_2(t)] & \cdots & E[x_1(t) \ x_n(t)] \\
E[x_2(t) \ x_1(t)] & E[x_2^2(t)] & \cdots & E[x_2(t) \ x_n(t)] \\
\vdots & \vdots & \ddots & \vdots \\
E[x_n(t) \ x_1(t)] & E[x_n(t) \ x_2(t)] & \cdots & E[x_n^2(t)]
\end{bmatrix}
\]
(20)
is the covariance matrix. For the following Theorem, we denote a system described by (18) by \( S_\Sigma \) where \( \Sigma \) is its corresponding covariance matrix from (19).

**Theorem 2.** Consider a system \( S_\Sigma \), having a covariance matrix \( \Sigma \). Also consider two other systems, \( S_{\Sigma_1} \) and \( S_{\Sigma_2} \), having covariance matrices \( \Sigma_1 \) and \( \Sigma_2 \) respectively. One of them, \( S_{\Sigma_1} \), is driven by the zero-mean parts of the inputs to system \( S_\Sigma \). The other system, \( S_{\Sigma_2} \), is driven by constant inputs having values equal to the means of the inputs driving \( S_\Sigma \). Then \( \Sigma = \Sigma_1 + \Sigma_2 \).
Proof. The correlation coefficient between any two states is defined by:

\[ \rho_{ij} = \frac{\text{cov}(x_i, x_j)}{\sigma_i \sigma_j} = \frac{E[x_i x_j] - \mu_i \mu_j}{\sigma_i \sigma_j} \]

where \( \mu_i = E[x_i] \) and \( \sigma_i = \sqrt{E(x_i^2) - \{E(x_i)\}^2} \). Then,

\[ E[x_i x_j] = \rho_{ij} \sigma_i \sigma_j + \mu_i \mu_j \]

and hence from (20):

\[
\Sigma = \begin{bmatrix}
\sigma_1^2 + \mu_1^2 & \rho_{12} \sigma_1 \sigma_2 + \mu_1 \mu_2 & \cdots & \rho_{1n} \sigma_1 \sigma_n + \mu_1 \mu_n \\
\rho_{21} \sigma_2 \sigma_1 + \mu_1 \mu_2 & \sigma_2^2 + \mu_2^2 & \cdots & \rho_{2n} \sigma_2 \sigma_n + \mu_2 \mu_n \\
\vdots & \vdots & \ddots & \vdots \\
\rho_{n1} \sigma_n \sigma_1 + \mu_n \mu_1 & \rho_{n2} \sigma_n \sigma_2 + \mu_n \mu_2 & \cdots & \sigma_n^2 + \mu_n^2 \\
\end{bmatrix}
\]

When the inputs are zero-mean, so are all the states, and hence, \( \mu_i = 0 \) for \( i = 1, 2, \ldots, n \). Then \( \Sigma = \Sigma_1 \). When the inputs are constant and are equal to the means of the inputs to \( \Sigma \), there is also no variability in the states, and hence, \( \sigma_i = 0 \) for \( i = 1, 2, \ldots, n \) and \( \Sigma = \Sigma_2 \). Therefore, in general, from (21),

\[
\Sigma = \Sigma_1 + \Sigma_2
\]

Hence, for the purpose of analysis, the system can be decomposed into two systems - one having all inputs as zero-mean (this is useful for computing the standard deviations of required signals) and another one - with constant inputs representing the averages of the inputs (this is useful for computing the expected values of the required signals).

C. Calculation of mean and standard deviation of actuator inputs

The values of \( A \) and \( B \) for the system of Fig. 7 are shown in (22) and (23). The corresponding state vector is:

\[
x(t) = \begin{bmatrix} x_{rf} & x_{bf} & x_{df} & x_C & x_P \end{bmatrix}^T
\]

with the states as depicted in Fig. 7. To calculate the values of \( N_1, N_2 \) and \( M \), the values of mean and standard deviation of the first actuator input, \( \hat{u}_1(t) \), are required, along with correlation between the two actuator inputs. This is obtained by solving the Lyapunov equation (19) with \( \Sigma = E \left[ x(t) x^T(t) \right] \), \( I_n \) is the \( n \times n \) identity matrix, and \( \text{vec}(\cdot) \) is the vectorization operator. First, consider only the zero-mean parts of the signals. In that case, if \( \hat{u}_1(t) = C_1 x(t) \), then:

\[
C_1 = \begin{bmatrix}
C_{d1} D_{11} & C_{d1} D_{12} & C_{d1} D_{13} \\
C_{d2} D_{21} & C_{d2} D_{22} & C_{d2} D_{23} \\
C_{d3} D_{31} & C_{d3} D_{32} & C_{d3} D_{33}
\end{bmatrix}
\]

Hence,

\[
\sigma_1^2 = C_1 \Sigma C_1^T
\]

where \( \sigma_1 \) is the standard deviation of \( \hat{u}_1 \) and \( \Sigma \) is as defined in (20).

Taking only the means of the signals as constant inputs to the system, the mean of the actuator input can be found to be:

\[
\mu_1 = -\left( \frac{m + \mu_d + N_2 \mu_2 - \frac{1}{P_{dc}} \mu_c}{N_1 + \frac{1}{C_{dc} P_{dc}}} \right)
\]

where \( C_{dc} \) and \( P_{dc} \) are the DC gains of \( C(s) \) and \( P(s) \) respectively, and

\[
m = M - N_1 \mu_1 - N_2 \mu_2
\]

D. Correlation between Actuator Inputs

To find the correlation coefficient between the actuator inputs \( \hat{u}_1(t) \) and \( \hat{w}_2(t) \), it is noted that if \( w_2(t) = C_2 x(t) \), then:

\[
C_2 = \begin{bmatrix} 0 & C_{bf} \sigma_2 \\ 0 & 0 \\ 0 & 0 \end{bmatrix}
\]

Hence, the correlation coefficient:

\[
\rho = \frac{C_1 \Sigma C_2^T}{\sigma_1 \sigma_2}
\]

E. Solution of Equations

The values of \( N_1, N_2 \) and \( M \) can be found by solving the system of equations (12), (17), (22), (30). From (13), (16) and (17), it can be seen that \( N_1, N_2 \) and \( M \) are functions of \( \mu_1, \sigma_1, \) and \( \rho \), i.e.,

\[
N_1 = F_{N_1} (\mu_1, \sigma_1, \rho)
\]

\[
N_2 = F_{N_2} (\mu_1, \sigma_1, \rho)
\]

\[
M = F_M (\mu_1, \sigma_1, \rho)
\]

Using (27), (28) and (33), the following equation can be written:

\[
\frac{1}{P_{dc} \mu_c} - \frac{\mu_1}{C_{dc} P_{dc}} = \frac{\mu_c}{F_M (\mu_1, \sigma_1, \rho)}
\]

Equation (27) implies that \( \mu_1 \) is a function of \( N_1, N_2 \) and \( M \), i.e.,

\[
\mu_1 = F_{\mu_1} (N_1, N_2, M)
\]
Theorem 3. Let $N_1$, $N_2$ and $M$ denote the ranges of $F_{N_1}$, $F_{N_2}$ and $F_M$ respectively in (31)-(33), and let $N_1$, $N_2$ and $M$ denote their closures. Assume that the following hold:
1) All the eigenvalues of $A$ in (22) are in the open left half plane $\forall N_1 \in N_1$, $N_2 \in N_2$.
2) $N_1$, $N_2$ and $M$ are compact and convex sets.
3) If $C_{dc} = \infty$, then $P_{dc} + \mu_d \in M$. If $P_{dc} = \infty$ but $C_{dc} \neq \infty$, then $-\mu_d \in M$.
4) If $C_{dc} = \infty$ or $P_{dc} = \infty$ or both, then:
\[
\left| \frac{\partial}{\partial \mu_1} [F_M (\mu_1, \sigma_1, \rho)] \right| \geq d
\]
for a fixed constant $d > 0$.

Then, the system of equations (31), (32) and (34) has a solution in $N_1$, $N_2$ and $M$.

Proof. We consider two cases. First assume that $C_{dc} \neq \infty$ and $P_{dc} \neq \infty$. The first assumption implies that for any value of $N_1 \in N_1$ and $N_2 \in N_2$, there is a unique positive definite solution of (24). Hence, $\sigma_1$ and $\rho$ exist, from (26) and (30) respectively, and are continuous functions of $N_1$ and $N_2$. Also, from (27) and (28), $\mu_1$ is a continuous function of $N_1$, $N_2$ and $M$. Therefore, the both the sides of (31), (32) and (34) form continuous functions of $N_1$, $N_2$ and $M$. Since the second assumption holds, by Brouwer’s fixed point theorem (10), (31), (32) and (34) have a solution and the result follows.

For the second case, assume either $C_{dc} = \infty$ or $P_{dc} = \infty$ or both. Then the LHS of (34) reduces to a constant, independent of $N_1$, $N_2$ and $M$. Since the range of $F_M$ is $M$, the third assumption ensures a necessary condition for (34) to have a solution. Let $p_1 = [\sigma_1 \rho]^T$ and $p_2 = \mu_1$. Since $\mu_1$, $\sigma_1$ and $\rho$ are continuous functions of $N_1$, $N_2$ and/or $M$, so are $p_1$ and $p_2$. In addition, since $F_M$ is continuous and also continuously differentiable with respect to $\mu_1$, $f(p_1, p_2) = F_M (\mu_1, \sigma_1, \rho)$ is a continuous mapping from $\mathbb{R}^2 \to \mathbb{R}$ and is continuously differentiable in $x_2$. By the fifth assumption and Theorem 1 in [11], for any value of $N_1 \in N_1$ and $N_2 \in N_2$, and hence for any $\sigma_1$ and $\rho$ (which are continuous functions of $N_1$ and $N_2$), there exists a unique $\mu_1 = x_2 = g(x_1) = h(\sigma_1, \rho)$ where $g$ and $h$ are continuous. Hence, the resulting RHS of (34) is continuous. By assumption 2 and Brouwer’s fixed point theorem, the result follows.

There is no closed form solution for this system of equations, but it can be numerically arrived at by using an algorithm like Trust-Region Dogleg [12], which is used in, for example, MATLAB’s fsolve.

VI. COMPARISON WITH SINGLE VARIABLE QLC

The essential difference between single variable QLC and multi-variable QLC is the presence of the second actuator input $u_2(t)$. This leads to effects peculiar only to multi-
Hence, from (6),

The definition of the bivariate saturation (5), which is the bivariate Gaussian PDF defined in (8). By the equation (PDF) of $p$, 

\[ P(\alpha - U_2 < U_1 < \beta + U_2) = N_1 \]

Proof. By definition of the joint probability distribution function,

\[ P(\alpha - U_2 < U_1 < \beta + U_2) = \int_{-\infty}^{\infty} \int_{\alpha - u_2}^{\beta + u_2} p_{U_1,U_2}(u_1,u_2) \, du_1 \, du_2 \]

where $p_{U_1,U_2}(u_1,u_2)$ is the joint probability distribution function (PDF) of $U_1$ and $U_2$. Since $U_1$ and $U_2$ are jointly Gaussian,

\[ p_{U_1,U_2}(u_1,u_2) = \mathcal{N}(\mu_1,\mu_2,\sigma_1,\sigma_2,\rho) \]

which is the bivariate Gaussian PDF defined in (8). By the definition of the bivariate saturation (5),

\[ U_1 = 0 \text{ for } U_2 < \max(-\beta,\alpha) \]

Hence, from (6),

\[ P(\alpha - U_2 < U_1 < \beta + U_2) = \int_{\max(-\beta,\alpha)}^{\infty} \int_{\alpha - u_2}^{\beta + u_2} \mathcal{N}(\mu_1,\mu_2,\sigma_1,\sigma_2,\rho) \, du_1 \, du_2 = N_1 \]

From Theorem 4, it can be seen that the probability that the input is not saturated is quantified by $N_1$, which in turn, depends on parameters $\mu_2$, $\sigma_2$ and $\rho$, which are exclusive to the multi-variable case, apart from $\mu_1$ and $\sigma_1$, which were present even in the single-variable case. One plot, showing the dependence of $N_1$ on actuator noise $\sigma_2$ and the actuator authority $\beta = -\alpha$, is shown in Fig. 8. It can be seen that as the actuator bounds become more variable, the probability that the primary actuator input is saturated approaches 0.5, as proved in the following Theorem. Intuitively, this is because sometimes the actuator bounds increase, allowing for lesser saturation, and sometimes they decrease, resulting in more saturation.

Theorem 5. With other parameters fixed, $N_1 \to 0.5$ as $\sigma_2 \to \infty$.

**Proof.** With other parameters fixed, $\sigma_2 \to \infty \Rightarrow \gamma_1 \to \infty$ and $\gamma_2 \to \infty$, as per (14) and (15). Thus, \( \text{erf}(\gamma_1) + \text{erf}(\gamma_2) \to 2 \). Also, $\hat{u}'_{2_{\text{min}}} \to 0$ from (12). Hence,

\[ \lim_{\sigma_2 \to \infty} N_1 = \int_{0}^{\infty} \frac{\sqrt{2}}{4\sqrt{\pi}} e^{-\frac{u'^2}{4\sigma_2^2}} (2) \, du' = 0.5 \]

**B. Effect of Correlation between Actuator Inputs**

The primary actuator input $\hat{u}_1(t)$ in Fig. 7 is correlated to the secondary actuator input $u_2(t)$ due to the feedback provided by the closed loop system. To find the effect of correlation between the actuator inputs, the value of the correlation coefficient $\rho$ was plotted for varying levels of asymmetry and standard deviation of the secondary actuator input. The results are shown in Fig. 9 and Fig. 10.
Fig. 10. Plot of $\rho$ as a function of asymmetry and noise variability

Fig. 11. Histogram plot of error accuracy

From the figures it can be seen that as the actuator becomes more asymmetric (i.e., $\beta$, the upper limit of saturation, increases while the lower limit, $\alpha$ is fixed) or when the bounds become more variable (i.e., $\sigma^2$ increases), the correlation coefficient increases. However, when the actuator nonlinearity is symmetric ($\alpha = -\beta$), the correlation coefficient is constant for any value of $\sigma^2$. This is due to the way $N^2$ and the bivariate saturation function is defined: $u_2(t)$ adds to the upper limit, but subtracts from the lower limit.

VII. ACCURACY OF STOCHASTIC LINEARIZATION

To investigate the accuracy of the method of stochastic linearization, with focus on the effect of the variability of the actuator noise, a Monte Carlo experiment was performed with the following parameters:

$$ C(s) = K \sim U [0.01, 50] $$

Systems with 2 types of plants were considered. For half of the systems considered,

$${\it P}(s) = \frac{1}{Ts + 1}$$

such that $T \sim U [0.01, 10]$

For the other half,

$${\it P}(s) = \frac{\omega_n^2}{s^2 + 2\xi\omega_ns + \omega_n^2}$$

such that $\omega_n \sim U [0.01, 10], \xi \sim U [0.05, 2]$. Also, to ensure a fair comparison, the statistical properties of the reference and disturbance signals were assumed to be constant:

$$\mu_r = 0, \sigma_r = 1, \mu_d = 0, \sigma_d = 1$$

To find the effect of variability in the secondary actuator input $u_2(t)$, the following was assumed about its statistics:

$$\mu_2 = 0, \sigma_2 \in [0, 1.25, 2.5, 3.75, 5]$$

Finally, the actuator authorities were selected as:

$$\alpha \sim [-15, 0], \beta \sim U [0, 15]$$

3000 systems were considered for simulation, out of which 535 ($\sim 18\%$) unstable systems and those with phase margin $> 20$ degrees were rejected since they were not practical. All the coloring filters were taken to be of 3rd order Butterworth type, with transfer function (38), and cut-off frequency $\Omega = 1.43 \text{ kHz}$, which was found by a separate Monte Carlo experiment to be mean bandwidth of the closed loop systems considered.

$$F_{\text{sd}} (s) = \sqrt{\frac{3}{\Omega_d^3} \left( \frac{\Omega_d^3}{s^2 + 2\Omega_d s + \Omega_d^2} \right)} \cdot \Omega_d = 1.43 \text{ kHz}$$

(38)

The results for accuracy are shown in Figures 11 and 12. Fig. 11 shows the histogram of the difference in the square root of second moment of the error $e(t)$ in the nonlinear system and the stochastically linearized system, normalized by the square root of second moment of the nonlinear error. It can
be seen that stochastic linearization is fairly accurate for most of the systems. Fig. [12] shows a box plot of the difference of the square root of second moment of the output between the nonlinear and the stochastically linearized systems, normalized by the square root of second moment of the nonlinear actuator output. It can be seen that as the actuator bounds become more variable, the relative error increases.

VIII. PRACTICAL EXAMPLE - OPTIMAL CONTROLLER DESIGN

In this section, a practical example of designing an optimal proportional controller to reduce the standard deviation of the tracking error is presented.

Consider Fig. [6] with $C(s) = D_C = K$ and $P(s) = \frac{10}{s(s+10)}$. The actuator bounds are chosen to be $\alpha = -2$, $\beta = 1$, and the input parameters, $\mu_2 = 0$, $\sigma_2 = 1$, $\sigma_r = 0$, $\mu_d = 0$ and $\sigma_d = 1$. The filter bandwidth is chosen to be 48 rad/s, which is close to the system bandwidth. Let the objective function be the sum of the second moment of the tracking error $e(t)$ and that of the primary actuator input $u_1(t)$. It has a well-defined minimum, as seen in Figure [13]. With this, the following optimization problem can be formulated:

$$
\min \mu_2^2 + \sigma_2^2 + \gamma \left( \mu_1^2 + \sigma_1^2 \right)
$$

subject to (12), (17), (22), (30)

where $\gamma > 0$ is a penalty factor, $\sigma_1$ and $\mu_1$ are as in (26) and (27), respectively, and, similarly,

$$
\mu_e = \frac{1}{C_{dc}} \frac{1}{m - \mu_d - N_2 \mu_2}
$$

$$
\sigma_e^2 = C_e \Sigma C_e^T
$$

and $\Sigma$ is the solution of (24).

The optimization was performed using fmincon of MATLAB®, with an initial value of $C(s) = 100$ and $\gamma = 1$. The optimal controller was found to be $C(s) = 0.24$. The cost reduced from 1244.5 to 1.2.

The system was simulated in MATLAB/Simulink® with an initial value of $K = 100$, the results of which are shown in Fig. [14]. The upper subplot displays the tracking error in the nonlinear system, $e(t)$, and that in the stochastically linearized
system, \( \hat{e}(t) \). The lower subplot shows the actuator output from the nonlinear system, \( v(t) \), and that from the stochastically linearized system, \( \hat{v}(t) \), bounded by the actuator limits: \( \alpha - u_2(t) \) and \( \beta + u_2(t) \). The nonlinear actuator output can be clearly seen to be saturated by the bounds. Fig. [15] shows the same system after optimization. It can be seen that the standard deviation of the nonlinear error reduced from 1.04 to 1.02 and its mean reduced from 0.4 to 0.1. Since the optimization also reduced the primary actuator input, it is no longer saturated, and hence, \( e(t) \) and \( \hat{e}(t) \) coincide.

IX. CONCLUSION

In this paper, the theory of stochastic linearization is extended to functions of multiple variables. A general control system with bivariate saturated actuator is considered for analysis, and expressions for equivalent gains and bias have been derived. The accuracy of stochastic linearization was investigated by a Monte Carlo simulation, and was found to be fairly good. Finally, a practical example of optimal control design is presented to show that the method can be used to design optimal controllers.

APPENDIX

The integral in (13) can be simplified further to give a closed form expression:

\[
\begin{align*}
N_1 &= \int_{u_{2_{\text{min}}}}^{\infty} \frac{\sqrt{2}}{4\sqrt{\pi}} e^{-\frac{u'^{2}}{2}} \left( \text{erf} \left( \frac{\sqrt{2}(\mu_1 - \alpha + \mu_2 + \sigma_2 u'_2 + \rho \sigma_1 u'_2)}{2\sigma_1 \sqrt{1 - \rho^2}} \right) + \text{erf} \left( \frac{\sqrt{2}(\beta - \mu_1 + \mu_2 + \sigma_2 u'_2 - \rho \sigma_1 u'_2)}{2\sigma_1 \sqrt{1 - \rho^2}} \right) \right) du'_2 \\
&= \frac{1}{2\sqrt{\pi}} \int_{u_{2_{\text{min}}}}^{\infty} e^{-u''^2} \text{erf}(K_1 u''_2 + K_2) du''_2 + \frac{1}{2\sqrt{\pi}} \int_{u_{2_{\text{min}}}}^{\infty} e^{-u''^2} \text{erf}(K_3 u''_2 + K_4) du''_2
\end{align*}
\]

where the substitution \( \frac{u'_2}{\sqrt{\rho}} = u''_2 \) was done and:

\[
\begin{align*}
K_1 &= \frac{\sigma_2 + \rho \sigma_1}{\sigma_1 \sqrt{1 - \rho^2}} \\
K_2 &= \frac{\mu_1 - \alpha + \mu_2}{\sigma_1 \sqrt{2(1 - \rho^2)}} \\
K_3 &= \frac{\sigma_2 - \rho \sigma_1}{\sigma_3 \sqrt{1 - \rho^2}} \\
K_4 &= \frac{\beta - \mu_1 + \mu_2}{\sigma_1 \sqrt{2(1 - \rho^2)}}
\end{align*}
\]

Using the result from (13), the following integral can be defined:

\[
L(p, a, b) = \int_{p}^{\infty} e^{-x^2} \text{erf}(ax + b) \, dx
\]

\[
L_1(p, a, b) = \frac{\sqrt{\pi}}{2} \left[ \text{erf} \left( \frac{b}{\sqrt{1 + a^2}} \right) - \text{erf} \left( \frac{p}{\sqrt{1 + a^2}} \right) \right]
\]

\[
L_2(n, p, a, b) = e^{-b^2} \left\{ \left( \frac{n}{\sqrt{n+2}} \right) \text{erf} \left( \frac{1}{\sqrt{n+2}} \right) + \frac{\text{sgn}(p) \sqrt{n+1}}{\Gamma(n+2)} \right\}
\]

such that:

\[
L_1(p, a, b) = \frac{\sqrt{\pi}}{2} \left[ \text{erf} \left( \frac{b}{\sqrt{1 + a^2}} \right) - \text{erf} \left( \frac{p}{\sqrt{1 + a^2}} \right) \right]
\]

and

\[
L_2(n, p, a, b) = e^{-b^2} \left\{ \left( \frac{n}{\sqrt{n+2}} \right) \text{erf} \left( \frac{1}{\sqrt{n+2}} \right) + \frac{\text{sgn}(p) \sqrt{n+1}}{\Gamma(n+2)} \right\}
\]

\[
\Phi(x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{x} e^{-t^2} dt
\]

is the standard univariate normal CDF,

\[
P(n, x) = \frac{1}{\Gamma(n)} \int_{0}^{x} t^{n-1} e^{-t} dt = 1 - e^{-x} \sum_{j=0}^{n-1} \frac{x^j}{j!}
\]

is the normalized incomplete Gamma function,

\[
\Gamma(z) = \int_{0}^{\infty} x^{z-1} e^{-x} dx
\]

is the Gamma function, and

\[
H_j(x) = j! \sum_{k=0}^{[j/2]} (-1)^k \frac{k!}{(j - 2k)!} (2x)^{j-2k}
\]

is the Hermite polynomial.

For (44) to converge, the value of \( a \) should satisfy the inequality \( |a| < 1 \). Hence, \( |K_1| < 1 \) and \( |K_3| < 1 \). This simplifies to:

\[
-\frac{1}{2} \left( \sqrt{2 - \left( \frac{\sigma_2}{\sigma_1} \right)^2} - \frac{\sigma_2}{\sigma_1} \right) < \rho < \frac{1}{2} \left( \sqrt{2 - \left( \frac{\sigma_2}{\sigma_1} \right)^2} - \frac{\sigma_2}{\sigma_1} \right)
\]

such that \( 0 < \sigma_2 < \sigma_1 \).

Fig. [16] shows the admissible values of \( \rho \) for which the series will converge.

Hence,

\[
N_1 = \frac{1}{2\sqrt{\pi}} \left[ L \left( \frac{u_{2_{\text{min}}}}{\sqrt{2}}, K_1, K_2 \right) + L \left( \frac{u_{2_{\text{min}}}}{\sqrt{2}}, K_3, K_4 \right) \right]
\]

Similarly,

\[
N_2 = \frac{1}{2\sqrt{\pi}} \left[ L \left( \frac{u_{2_{\text{min}}}}{\sqrt{2}}, K_1, K_2 \right) - L \left( \frac{u_{2_{\text{min}}}}{\sqrt{2}}, K_3, K_4 \right) \right]
\]
we get:

\[
M = \frac{\sigma_1 \sqrt{1 - \rho^2}}{\sqrt{2\pi}} \left[ R \left( \frac{u'_{min}}{\sqrt{2}}, K_1, K_2 \right) - R \left( \frac{u'_{min}}{\sqrt{2}}, K_3, K_4 \right) \right] \\
+ \frac{(\mu_1 + \mu_2 - \alpha)}{2\sqrt{\pi}} S \left( \frac{u'_{min}}{\sqrt{2}}, K_1, K_2 \right) \\
+ \frac{(\mu_1 - \mu_2 - \beta)}{2\sqrt{\pi}} S \left( \frac{u'_{min}}{\sqrt{2}}, K_3, K_4 \right) \\
+ \frac{\rho \sigma_1 + \sigma_2}{\sqrt{2\pi}} S \left( \frac{u'_{min}}{\sqrt{2}}, K_1, K_2 \right) + \frac{\rho \sigma_1 - \sigma_2}{\sqrt{2\pi}} S \left( \frac{u'_{min}}{\sqrt{2}}, K_3, K_4 \right) \\
+ \alpha + \beta \left[ 1 - \text{erf} \left( \frac{u'_{min}}{\sqrt{2}} \right) \right] 
\]

(52)

Fig. 17 shows the accuracy of \( N_1, N_2 \) and \( M \) computed using the closed form expressions in (48), (49) and (52) compared to those obtained using the numerical integration using (6), (16) and (17), as a function of the number of terms required in the series part of (44). An algorithm used for calculating \( L(p, a, b) \) in (48), (49) and (52) up to a specified tolerance tol% in the series expansion is presented below.

**Algorithm 1 Calculating \( L(p, a, b) \) using (44)**

1: procedure \( L(p, a, b, tol) \)  
2: partConst ← RHS of (45)  
3: partSeries ← L2(0, p, a, b)  
4: pChange ← \[ \frac{\text{partSeries}}{\text{partConst}} \] \times 100  
5: \( n \leftarrow 0 \)  
6: while \( pChange > tol \) do  
7: \( n \leftarrow n + 1 \)  
8: \( tn \leftarrow \text{L2}(n, p, a, b) \)  
9: \( pChange \leftarrow \left[ \frac{\text{partSeries}}{\text{partSeries} + \text{partConst} + tn} \right] \times 100 \)  
10: partSeries ← partSeries + tn  
11: end while  
12: result ← partSeries + partConst  
13: return result  
14: end procedure

15: procedure L2(n, p, a, b)  
16: \( y \leftarrow \text{RHS of (46)} \)  
17: return \( y \)  
18: end procedure
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