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Bilayer graphene in a perpendicular electric field can host domain walls between regions of reversed field direction or interlayer stacking. The gapless modes propagating along these domain walls, while not strictly topological, nevertheless have interesting physical properties, including valley-momentum locking. A junction where two domain walls intersect forms the analogue of a quantum point contact. We study theoretically the critical behavior of this junction near the pinch-off transition, which is controlled by two separate classes of non-trivial quantum critical points. For strong interactions, the junction can host phases of unique charge and valley conductances. For weaker interactions, the low-temperature charge conductance can undergo one of two possible quantum phase transitions, each characterized by a specific critical exponent and a collapse to a universal scaling function, which we compute.

PACS numbers: 74.45.+c, 71.10.Pm, 74.78.Fk, 74.78.Na

I. INTRODUCTION

A. Background

Bilayer graphene provides an attractive platform for unconventional two-dimensional electronic physics due to the two quadratic band contacts at its Fermi points, and because of the variety of ways by which one can introduce a band gap and produce momentum-space Berry curvature. The interlayer nearest-neighbor hopping, $\gamma_1$, warps the band structure of the individual graphene layers, repelling two bands away from the Fermi energy and leaving the remaining two at quadratic order dispersion. This warping is a consequence of the two-step process in which electrons hop between the two low-energy sublattices via the two high-energy ones. The band touching points at inequivalent Brillouin zone corners $K$ or $K'$ are protected by the Berry phase $\pm 2\pi$ (or winding number $\pm 2$) and the required chiral (or sublattice) symmetry between the low-energy sublattices on opposite layers. Keeping all these symmetries, the band touching point can only split, instead of being gapped out, even when trigonal warping and other weak remote-hopping processes are taken into account.

However, the chiral symmetry between the low-energy sublattices can be intrinsically broken by spin-orbit coupling, spontaneously broken by electron-electron interaction, or explicitly broken by an interlayer potential difference. As a consequence, the quadratic band touching is no longer symmetry-protected and gaps open up at valleys $K$ and $K'$, while the first two types of gaps are small in practice, the electric-field-induced gap, which is the focus of this paper, saturates at a large value comparable to the interlayer hopping $\gamma_1 \sim 0.3 \text{ eV}$. Opening the band gap produces large momentum-space Berry curvature in the quasiparticle bands, with the curvature integral quantized to $\pm 1$ over a half Brillouin zone centered at $K$ or $K'$. Moreover, for bilayer graphene gapped by an electric field, the sign of this partial Chern number depends on the valley index, the sign of the energy gap (given by the direction of interlayer electric field), and the layer stacking order (i.e., AB or BA). Here AB (BA) stacking refers to the case in which $\gamma_1$ couples the top layer A (B) and bottom layer B (A) high-energy sublattices.

In the presence of an interlayer electric field, when the field direction is reversed across a line or when the field is uniform and the layer stacking switches from AB to BA, the valley-projected Chern number changes by 2 across the domain wall in valley $K$ ($K'$). As a result, both types of domain walls host two chiral edge states in each valley with chirality (direction) locked to valley index $K$ or $K'$, as shown in Fig. 1. Similar domain wall states also occur spontaneously due to interactions in the absence of electric fields but at finite temperature. Importantly, these “Quantum Valley Hall” (QVH) edge states are not strictly topological and can be gapped out by a sufficiently strong, large-momentum scattering which couples the two valleys, even if the underlying symmetries are still preserved. It is therefore crucial that valley index also remains a “good quantum number,” for which we will assume that short-range disorder, interlayer stacking, and electric field direction changes are smooth on the scale of the lattice. Under this assumption, backscattering is prohibited and the system of domain walls provides an attractive platform for Tomonaga-Luttinger liquid physics.

In this paper, we study the electronic transport properties of a junction where two domain walls intersect (Fig. 2). Such a structure resembles the quantum point contact of the edges of two Quantum Spin Hall (QSH) insulators, which has been studied in Refs. and can be probed by four-terminal transport measurements. A domain wall junction can be tuned through a “pinch-off transition” by applying a local field (such as a perpendicular electric field) to the junction region. In Ref. it was found that the corresponding pinch-off transition for QSH systems is controlled by a novel quantum critical point, and that at low temperatures the conductance is described by a universal scaling function across the pinch-off transition. In contrast to the QSH edge states, which
have a single time-reversed pair of helical modes, the domain wall states in bilayer graphene host four helical pairs (including electron spin). We find that this leads to several important modifications of the low-energy properties of the junction.

Unlike with the QSH edge states, whose forward-scattering interactions are characterized by a single Luttinger parameter, it has been argued that for the domain wall states in bilayer graphene, one should characterize interactions with two independent Luttinger parameters. This leads to an expanded phase diagram for the possible stable states of the junction. Moreover, we find that the pinch-off transition is modified. Depending on the interaction strengths, there are two possible regimes for the reduced, two-terminal conductance: one in which it undergoes a single pinch-off transition directly from 0 to \(8e^2/h\) and one in which it undergoes two separate transitions, separated by a stable state with conductance \(4e^2/h\). We study the critical behavior of these transitions and compute the universal crossover scaling functions in solvable limits.

This paper is structured as follows. First we introduce in detail the domain wall states in bilayer graphene and derive low-energy effective field theories for them. Adding interactions, we show how these states are Luttinger liquids described by two independent Luttinger parameters. From there, we characterize the geometry of two intersecting domain wall states in the language of the resulting effective quantum point contact. We then analyze the resulting four-terminal junction in both the context of many-body tunneling in a bosonization framework and with an S-matrix renormalization group using diagrammatic perturbation theory. Combining these analyses, we determine the behavior of the reduced, two-terminal conductance over a range of interaction strengths.

### B. Measurable Results

In this paper, we calculate several measurable properties of bilayer graphene domain wall quantum point contacts. In section II A we find the critical exponent \(\alpha_T\) which characterizes the low temperature tunneling conductance scaling for a single domain wall, a result previously derived in Ref. \footnote{25}. In II B we introduce a diagonal conductance \(G_{ZZZ} = 8e^2/h\), which is only strictly quantized when valley index is conserved both within individual domain walls and across the junction. This conductance, therefore, stands as a first test of whether experimental samples are in the appropriate disorder regime for the analysis in this paper. We also show in II B that states of exotic charge and valley tunneling character dominate the conductance of the junction under very strong attractive or repulsive interactions (Fig. 1). Finally, in II B C we show that the left-to-right conductance \(G_{XX}\) undergoes either a direct transition from 0 to \(8e^2/h\) or an indirect one with an intermediate step to \(4e^2/h\) depending on experimental specifics (Fig. 9). Labeling the direct transition \(A\) and the first step of the indirect transition \(B\), we go on to show that at low temperatures, the conductance transitions should collapse onto universal scaling functions \(G_{A/B}\) with critical exponents \(\alpha_{A/B}\) as functions of the interaction strengths (Figs. 10,11).

### II. MODEL SYSTEM

In this section we introduce our model system of bilayer graphene domain wall modes. First, we begin with the Hamiltonian for a single domain wall and the Luttinger liquid physics which govern it in the presence of interactions. Then, we discuss the four-terminal geometry which arises at the intersection of two domain walls and its equivalence to a quantum point contact.

#### A. Domain Walls in Bilayer Graphene

As discussed in the introduction, bilayer graphene domain walls can be created by varying the direction of the interlayer electric field or by varying the interlayer stacking order. In either case, the valley-projected Chern number changes by 2 (−2) across the domain wall in valley \(K\) (\(K'\)). This necessitates the existence of two domain wall states in each valley, with the states at \(K\) having equal and opposite velocities to those at \(K'\). Adopting the notation of Ref. \footnote{25} we label these bands 0 and \(\pi\) respectively (Fig. 1). For the purposes of our model, we will assume that the Fermi energy lies exactly in the middle of the bulk gap, which allows the simplification \(v_{F,0} = v_{F,\pi} = v_F\). This allows us to write down the non-interacting Hamiltonian density

\[
\mathcal{H}_0 = i\hbar v_F \sum_{a=0,\pi} \psi_{a,in}^\dagger \partial_x \psi_{a,in} - \psi_{a,out}^\dagger \partial_x \psi_{a,out} \tag{2.1}
\]

where the indexes “in” and “out” refer to direction and can correspond to electron operators with valley index \(K\) or \(K'\) depending on the orientation of the domain wall. We will see later that in a four-terminal structure, the correspondence between in/out and \(K/K'\) will alternate with lead index due to the valley-momentum locking of the domain wall modes.

Calculations by Killi, Wei, Affleck, and Paramekanti indicated that for interacting bilayer graphene systems, the interaction is dominated by two density-density interactions \footnote{25}.

\[
V_+ = u_+(n_0 + n_\pi)^2, \quad V_- = u_-(n_0 - n_\pi)^2. \tag{2.2}
\]

\(V_+\) is the usual two-body forward scattering term which leads to Luttinger liquid physics and \(V_-\) is a new
length cutoff. The bosonic fields $\phi$ generation of the Fermi velocities are the same for the 0 and $\pi$ kinds of domain walls (the dotted lines) have similar domain wall band structures (c) when the Fermi energy $E_F$ is near the particle-hole symmetric point. Adopting the notation of the U(2) symmetry of electron distribution between the 0 and $\pi$ bands. Both can be effectively tuned by altering the strength of the perpendicular electric field, though for all reasonable numerical estimates, Ref. [25] found $u_- < u_+$ and $u_-$ harder to tune, which is sensible as only $V_+$ contains contributions from the long-range part of the Coulomb interaction.

We can consider a single domain wall by bosonizing,

$$\psi_{a,i} = \frac{1}{\sqrt{2\pi x_c}} e^{i\phi_{a,i}}$$

where $a = 0, \pi; i = \text{in, out}$; and $x_c$ is the short wavelength cutoff. The bosonic fields $\phi_{a,i}$ obey the commutation algebra:

$$[\phi_{a,i}(x), \phi_{b,j}(y)] = i\pi \delta_{ab} \tau^y_{ij} \text{sgn}(x - y).$$  \hfill (2.4)

Under this transformation, the bare Hamiltonian and interactions become:

$$\begin{align*}
H_0 &= \frac{\hbar v_F}{4\pi} \left[(\partial_x \phi_{0,\text{in}})^2 + (\partial_x \phi_{0,\text{out}})^2\right] \\
V_\pm &= \frac{\hbar v_F}{8\pi} \lambda_\pm \left[\left(\partial_x \phi_{0,\text{in}} - \partial_x \phi_{0,\text{out}}\right)^2 \right.
\pm \left.\left(\partial_x \phi_{\pi,\text{in}} - \partial_x \phi_{\pi,\text{out}}\right)^2 \right].
\end{align*}$$

(2.5)

where $\lambda_\pm = u_\pm / \pi \hbar v_F$. The interacting Hamiltonian can be simplified by the sum/difference change of basis $\phi_{\pm,i} = \phi_{0,i} \pm \phi_{\pi,i}$:

$$\begin{align*}
H_0 &= H_+ + H_- \\
H_\pm &= \frac{\hbar v_F}{8\pi} \lambda_\pm \left[\left(\partial_x \phi_{\pm,\text{in}} - \partial_x \phi_{\pm,\text{out}}\right)^2 \right].
\end{align*}$$

(2.6)

The plus and minus sectors of $H_0$ are then each renormalized by only $V_{+,/-}$ respectively, encouraging us to express the interaction parameter $g_{+,/-}$ separately for each sector.

Finally, we can write down the interacting Hamiltonian for each sector, $H_{\pm,\text{int}} = H_\pm + V_\pm$. Diagonalizing this Hamiltonian, the definition of the Luttinger parameters $g_\pm$ arises naturally. The change of basis

$$\begin{pmatrix} \phi_{\pm,\text{in}} \\ \phi_{\pm,\text{out}} \end{pmatrix} = \begin{pmatrix} 1 & 1 + g_\pm \\ 1 - g_\pm & 1 \end{pmatrix} \begin{pmatrix} \tilde{\phi}_{\pm,\text{in}} \\ \tilde{\phi}_{\pm,\text{out}} \end{pmatrix}$$

(2.7)

returns our interacting Hamiltonian to the form of one for non-interacting chiral bosons

$$\begin{align*}
H_{\text{int}} &= H_{+,\text{int}} + H_{-,\text{int}} \\
H_{\pm,\text{int}} &= \frac{\hbar v_F}{8\pi g_\pm} \left[(\partial_x \tilde{\phi}_{\pm,\text{in}})^2 + (\partial_x \tilde{\phi}_{\pm,\text{out}})^2 \right].
\end{align*}$$

(2.8)

where

$$v_\pm = v_F \sqrt{1 + 2\lambda_\pm}, \quad g_\pm = \frac{1}{\sqrt{1 + 2\lambda_\pm}}.$$  \hfill (2.9)

In the new basis, the fields $\tilde{\phi}_{\pm,a}$ obey the commutation relation:

$$[\tilde{\phi}_{a,i}(x), \tilde{\phi}_{b,j}(y)] = i\pi g_a \delta_{uv} \tau^z_{ij} \text{sgn}(x - y)$$

(2.10)
to limit the usage of the \( \tilde{\phi}_\pm \) basis to the treatment of isolated domain walls and adopt a new basis with charge and valley sectors.

The two domain walls in Fig. 2 have opposite helicities, due to being on the top (bottom) of the central region. We can adopt the language of the QSH edge states of topological insulators and define, for the interacting system, fields labeled by sum/difference, direction, and valley \((\uparrow, \downarrow)\):

\[
\begin{align*}
\phi_{\pm R_1} & = \phi_{\pm, in, 1}(-x)\Theta(-x) + \phi_{\pm, out, 2}(x)\Theta(x) \\
\phi_{\pm L_1} & = \phi_{\pm, out, 1}(-x)\Theta(-x) + \phi_{\pm, in, 2}(x)\Theta(x) \\
\phi_{\pm R_4} & = \phi_{\pm, out, 3}(x)\Theta(x) + \phi_{\pm, in, 4}(-x)\Theta(-x) \\
\phi_{\pm L_4} & = \phi_{\pm, out, 3}(x)\Theta(x) + \phi_{\pm, in, 4}(-x)\Theta(-x)
\end{align*}
\]

(2.12)

where \( \Theta(x) \) is the Heaviside step function and the indices 1–4 on the noninteracting \( \phi_{\pm} \) refer to the individual lead in Figure 2 with which they are associated. The intersection of the two domain walls occurs at \( x = 0 \) such that our theory consists of four, isolated domain walls everywhere except at that point. Assuming that the interaction strength is controlled globally such that each lead has the same values of \( \lambda_{\pm} \), we can create an effective spin/charge basis for each +/- sector of the combined Hamiltonian of the two domain walls \( \mathcal{H}_{int} = \sum_{i=1}^{4} \mathcal{H}_{+, int}^{i}\mathcal{H}_{-, int}^{i} \):

\[
\begin{align*}
\phi_{\pm R_1} & = \frac{1}{2} [\phi_{\pm c} + \phi_{\pm s} + \theta_{\pm c} + \theta_{\pm s}] \\
\phi_{\pm L_1} & = \frac{1}{2} [\phi_{\pm c} + \phi_{\pm s} - \theta_{\pm c} - \theta_{\pm s}] \\
\phi_{\pm R_4} & = \frac{1}{2} [\phi_{\pm c} - \phi_{\pm s} + \theta_{\pm c} - \theta_{\pm s}] \\
\phi_{\pm L_4} & = \frac{1}{2} [\phi_{\pm c} - \phi_{\pm s} + \theta_{\pm c} + \theta_{\pm s}]
\end{align*}
\]

(2.13)

For an experimental perspective, measuring this critical exponent for the tunneling conductance would be a valuable first step in confirming the Luttinger liquid physics of these bilayer graphene domain wall states.

**B. Four-Terminal Geometry**

A pattern of two domain walls which pass nearly by each other can be formed by varying either electric field direction or interlayer stacking twice (Fig. 2). If we distort the central region of this picture, we could imagine bringing the two domain walls so close that tunneling between them becomes significant. In this case, the two domain walls have formed the equivalent of a quantum point contact (Fig. 2). Mapping our work in \( \text{HBA} \) onto a spinful Luttinger liquid for the two-wall system, we deduce in this section, for all interaction regimes, the interaction strengths at which many-body tunneling processes become relevant and alter the junction’s charge and valley conductances.

While each lead retains the properties and Luttinger parameters from \( \text{HBA} \) individually, we will find it convenient

\[
\begin{align*}
\phi_{\pm R_1} & = \frac{1}{2} [\phi_{\pm c} + \phi_{\pm s} + \theta_{\pm c} + \theta_{\pm s}] \\
\phi_{\pm L_1} & = \frac{1}{2} [\phi_{\pm c} + \phi_{\pm s} - \theta_{\pm c} - \theta_{\pm s}] \\
\phi_{\pm R_4} & = \frac{1}{2} [\phi_{\pm c} - \phi_{\pm s} + \theta_{\pm c} - \theta_{\pm s}] \\
\phi_{\pm L_4} & = \frac{1}{2} [\phi_{\pm c} - \phi_{\pm s} + \theta_{\pm c} + \theta_{\pm s}]
\end{align*}
\]

where \( c \) and \( s \) denote effective charge and spin sectors respectively and the new fields are governed by the modified commutation relation:

\[
[\theta_{u\alpha}(x), \phi_{v\beta}(y)] = 2\pi i \delta_{uv} \delta_{\alpha\beta} \Theta(x - y)
\]

(2.14)

where \( u, v = \pm, \pm \) and \( \alpha, \beta = c, s \).

This unitary rotation of our variables effectively changes the sign of the interaction “cross-term” individually for \( \phi, \Theta, c, \) and \( s \).
\[ \mathcal{H}_{\pm, \text{int}} = \frac{h v_c}{8 \pi} \left\{ (1 + \lambda_{\pm}) \left[ (\partial_x \phi_{\pm c})^2 + (\partial_x \phi_{\pm s})^2 \right] + (\partial_x \theta_{\pm c})^2 + (\partial_x \theta_{\pm s})^2 \right\} - \lambda_{\pm} \left\{ (\partial_x \phi_{\pm c})(\partial_x \phi_{\pm c}) - (\partial_x \phi_{\pm s})(\partial_x \phi_{\pm s}) \right\} - (\partial_x \theta_{\pm c})(\partial_x \theta_{\pm c}) + (\partial_x \theta_{\pm s})(\partial_x \theta_{\pm s}) \right\} \].

(2.15)

The previous equation, though diagonal, was left unsimplified and in the form of Eq 2.5 such that by the same logic as in II A, the form of the simplified diagonalized Hamiltonian as well as the interactions can just be read off:

\[ \mathcal{H}_{\pm, \text{int}} = \frac{h v_{\pm}}{8 \pi} \sum_{a = c, s} g_{\pm a} (\partial_x \phi_{\pm a})^2 + \frac{1}{2} \frac{1}{g_{\pm a}} (\partial_x \theta_{\pm a})^2 \]

\[ g_{\pm c} = g_{\pm s} = 1/\sqrt{g} \]

such that \( \mathcal{H}_{\text{int}} \) now has the form of a spinful Luttinger liquid and the transformation between interacting and noninteracting \( \theta/\phi \) is merely multiplicative in the interactions.

For this geometry, one can probe experimentally by measuring the current at one of the leads in response to an applied voltage at a lead such that a \( 4 \times 4 \) conductance matrix characterizes the system.

\[ I_i = G_{ij} V_j \]

(2.17)

where \( i = 1 - 4 \) is a lead index. In the presence of time-reversal and valley symmetries, the number of independent or nonzero parameters in \( G_{ij} \) is greatly reduced, as described in detail in the appendix of Ref. 28. For this system, we can then consider a reduced set of voltages and currents:

\[ \left( \begin{array}{c} I_X \\ I_Y \end{array} \right) = \left( \begin{array}{cc} G_{XX} & G_{XY} \\ G_{YX} & G_{YY} \end{array} \right) \left( \begin{array}{c} V_X \\ V_Y \end{array} \right) \]

(2.18)

where \( I_X = I_1 + I_4 \) is the left-to-right current and \( I_Y = I_1 + I_2 \) is the top-to-bottom current. \( V_X \) and \( V_Y \) are similarly defined such that \( V_X \) is a bias of leads 1 and 4 relative to leads 2 and 3 and \( V_Y \) is a bias of leads 1 and 2 relative to leads 3 and 4. Therefore \( G_{XX} \) and \( G_{YY} \) are the two-terminal conductances measured left-to-right and top-to-bottom respectively. \( G_{XY} = G_{YX} \) are skew conductances, equal as a consequence of time-reversal symmetry. In the noninteracting model, this skew conductance is zero as a consequence of artificial spatial symmetries, such as mirror symmetry. Though it may become nonzero under increased interaction strengths, the skew conductance is still negligible along the relevant directions which characterize transitions in this system.\(^{28}\) We can define a final current across the junction \( I_Z = I_1 + I_3 \), which one can probe by applying a voltage \( V_Z \) which biases leads 1 and 3 relative to leads 2 and 4, with a conductance

\[ I_Z = G_{ZZ} V_z. \]

(2.19)

If valley is conserved, then electrons cannot enter at lead 1 and exit at lead 3, implying that a measurement of an exactly quantized

\[ G_{ZZ} = \frac{8e^2}{h} \]

(2.20)

would be an experimental confirmation that valley-nonconserving disorder is absent and the system is appropriately described by the physics in this paper. The factor of \( N = 8 \) in the Landauer prediction \( G = N e^2/h \) comes from factors of 2 for band index (0 and \( \pi \)), electron spin degeneracy, and the two incoming leads at \( K \) (1 and 3).

We can also, in a similar manner, characterize the valley conductance of the system in terms of left-to-right and top-to-bottom parameters \( G_{XX}^V \) and \( G_{YY}^V \). Before the introduction of any interactions or tunneling operators, our system consists of two, left-to-right domain wall states and we consider it “fully-open.” For this system, \( G_{XX} \neq 0 \) and \( G_{XX} \neq 0 \) such that it is a left-to-right charge conductor, valley conductor, which we will denote as the CC phase. The 90° rotation and relabeling or the pinch-off inversion of this phase, for which \( G_{XX} = G_{XX}^V = 0 \) and \( G_{YY} \neq 0 \), is considered “fully pinched-off” and is a left-to-right charge insulator, valley insulator, which we denote as the II phase.

With this framework established, we can examine perturbatively tunneling processes between the two adjacent domain walls which may lead to differing charge and valley conductances. Using our bosonization work, we can examine the rescaling of the coupling strength for each process, noting the interaction regime in which it dominates the physics of the quantum point contact.

Figure 5 illustrates the three kinds of one- and two-body tunneling processes which will, in general, be present in the system. The subscripts for the two-body processes correspond to whether the process tunnels two units of charge and no units of valley (CI) or the converse (IC). The \( v \) \( (t) \) operators exist as perturbations to the CC (II) phase, and when they grow large can destabilize that phase and drive the system to have altered \( G, G_V \). As well established in Ref. 28 there is a duality, in the left-to-right sense, between the weak backscattering limit (small \( v \)) and the weak tunneling limit (small \( t \)), such that the phases reached through large IC and CI tunneling are dual to each other. Specifically, for two-body processes, weak valley (charge) backscattering is equivalent...
FIG. 3: Schematic of the valley-preserving one- and two-body tunneling processes which can become relevant and destabilize the fully pinched-off (t) and fully-open (v) phases. The superscripts $\alpha\beta\gamma\delta$ indicate the 0, $\pi$ band indexes for each electron, though for simplicity only one band for each valley is pictured. The domain wall states have valley-locked momentum, labeling valley with $\uparrow, \downarrow$. The subscripts IC (charge insulator, valley conductor) and CI (charge conductor, valley insulator) denote processes for which two units of valley or charge are transferred for each tunneling event. For two-body processes, weak valley (charge) backscattering is equivalent to strong charge (valley) tunneling in the transverse direction, and therefore a duality exists $v_{IC/CI} \leftrightarrow t_{CI/IC}$.

FIG. 4: The regions for which tunneling processes become relevant ($\Delta < 1$ in Eq. (2.27)) and the fully open (CC) or pinched-off (II) junction phases are destabilized. The central dot at $g_+ = g_- = 1$ is the noninteracting point and the dotted oval is the region of predicted accessible interaction strength in Ref. [28]. The IC (CI) regions are characterized by two-body tunneling processes which transmit two units of valley (charge) and the superscripts $A, B$ distinguish the interband scattering character of each region. In the central region, the fully open (CC) or pinched-off (II) phases remain stable and the conductance is characterized by single-electron tunneling.

\[ \frac{dv_a}{dt} = (1 - \Delta(v_a))v_a \quad (2.21) \]

where $\Delta(v_a)$ is the scaling dimension of the tunneling process $V_{\alpha\beta}$. First, we can examine the single-electron tunneling processes:

\[ V_{e}^{\alpha\beta} = v_{e}^{\alpha\beta}\psi_{R\uparrow}^{\alpha}\psi_{L\uparrow}^{\beta} + H.C. \quad (2.22) \]

or

\[ V_{e}^{\alpha\beta} = v_{e}^{\alpha\beta}\psi_{R\downarrow}^{\alpha}\psi_{L\downarrow}^{\beta} + H.C. \quad (2.23) \]

where $\alpha, \beta = 0, \pi$ and we have restricted ourselves to processes which preserve valley $\uparrow, \downarrow$. For all of these processes,

\[ \Delta(v_e) = \frac{1}{4} \left[ g_+ + \frac{1}{g_+} + g_- + \frac{1}{g_-} \right] \quad (2.24) \]

such that single-electron tunneling is always marginal or irrelevant ($\Delta(v_e) \geq 1$) for all possible inter- and intraband scattering processes. In the nearly noninteracting regime, where the least irrelevant operators are $V_{e}$, the strength of $v_{e}^{\alpha\beta}$ can be controlled by an external parameter, such as the gate voltage $V_G$, for a given set of interaction strengths $g_{\pm}$. In this interaction regime, we know...

The near-intersection of the two domain walls is a 0+1-dimensional object, and therefore the coupling strength $v_a$ of a given tunneling process flows, to first order, as...
that the CC and II phases are stable and that at least one quantum critical point exists to mediate the transition between them. In the subsequent section, Section III we will use diagrammatic perturbation theory in the interactions about the CC phase to search for the set of possible intermediate phases and quantum critical points which characterize the single-electron tunneling behavior of the junction.

There is a larger set of possible two-body tunneling processes to consider. They can generally be classified into those which tunnel two units of charge (CI) and those which tunnel two units of charge (CI) (Fig. 3):

\[
V_{IC}^{\alpha\beta\gamma\delta} = v_{IC}^{\alpha\beta\gamma\delta} \psi_{R_1}^{\dagger} \psi_{L_1}^{\dagger} \psi_{R_4} \psi_{L_4} + H.C. \quad (2.25)
\]

\[
V_{CI}^{\alpha\beta\gamma\delta} = v_{CI}^{\alpha\beta\gamma\delta} \psi_{R_1}^{\dagger} \psi_{L_1}^{\dagger} \psi_{R_4} \psi_{L_4} + H.C. \quad (2.26)
\]

where \(\alpha, \beta, \gamma, \delta = 0, \pi\). The combinatorics of the band index choice, as dictated by the \(g_\perp\) interaction, splits the scaling dimensions of these operators into two possibly relevant categories, which we designate \(A\) and \(B\):

\[
\begin{align*}
\Delta(v_1^A) &= \Delta(v_1^{\theta_0\theta_0}) = \Delta(v_1^{\theta_0\pi\theta_0}) = g_+ + g_-
\end{align*}
\]

\[
\begin{align*}
\Delta(v_1^B) &= \Delta(v_1^{\theta_0\pi\theta_0}) = \Delta(v_1^{\theta_0\pi\theta_0}) = g_+ + \frac{1}{g_-}
\end{align*}
\]

\[
\begin{align*}
\Delta(v_2^A) &= \Delta(v_2^{\theta_0\theta_0}) = \Delta(v_2^{\theta_0\theta_0}) = \frac{1}{g_+} + \frac{1}{g_-}
\end{align*}
\]

\[
\begin{align*}
\Delta(v_2^B) &= \Delta(v_2^{\theta_0\theta_0}) = \Delta(v_2^{\theta_0\theta_0}) = \frac{1}{g_+} + g_-.
\end{align*}
\]

(2.27)

The remaining scaling dimensions can be obtained by acknowledging this model’s symmetry under full 0 \(\leftrightarrow\) \(\pi\) exchange. Figure IV details the region in interaction space for which each set of two-body operators becomes relevant (\(\Delta < 1\)). In the central region, all operators are marginal or irrelevant, though single-electron tunneling \(V_e\) is only the least irrelevant operator close to the non-interacting point \(g_+ = g_- = 1\).

For the IC and CI two-body processes, the tunneling operators take the form of cosines in the bosonic variables:

\[
\begin{align*}
V_{IC}^{\alpha\beta\gamma\delta} &= v_{IC}^{\alpha\beta\gamma\delta} \cos(\theta_1^\alpha + \theta_1^\gamma) + v_{IC}^{\alpha\beta\gamma\delta} \cos(\theta_1^\alpha + \phi_1^\gamma)
\end{align*}
\]

\[
\begin{align*}
V_{CI}^{\alpha\beta\gamma\delta} &= v_{CI}^{\alpha\beta\gamma\delta} \cos(\theta_1^\alpha + \theta_1^\gamma) + v_{CI}^{\alpha\beta\gamma\delta} \cos(\theta_1^\alpha + \phi_1^\gamma)
\end{align*}
\]

\[
\begin{align*}
V_{IC}^{\alpha\beta\gamma\delta} &= v_{IC}^{\alpha\beta\gamma\delta} \cos(\theta_1^\alpha + \theta_1^\gamma) + v_{IC}^{\alpha\beta\gamma\delta} \cos(\theta_1^\alpha + \phi_1^\gamma)
\end{align*}
\]

\[
\begin{align*}
V_{CI}^{\alpha\beta\gamma\delta} &= v_{CI}^{\alpha\beta\gamma\delta} \cos(\theta_1^\alpha + \theta_1^\gamma) + v_{CI}^{\alpha\beta\gamma\delta} \cos(\theta_1^\alpha + \phi_1^\gamma).
\end{align*}
\]

(2.28)

The sign of the negative sector variables can be flipped under band index exchange 0 \(\leftrightarrow\) \(\pi\) to generate the remaining operators. For each of these operators, unless \(v_{IC/CI}^{\alpha\beta\gamma\delta}\) is strictly zero, both terms will, in general, be present and the large prefactor will pin and gap out the variables inside of the cosines. Therefore, the \(A\) and \(B\) tunneling phases are physically distinct. The \(A\) operators drive to an IC (CI) phase which is related to the IC (CI) phase in Ref. 28 and has two gapped left-to-right charge (valley) modes for each value of real electron spin. Conversely, the phases reached by large \(B\)-type IC and CI tunneling both each have one gapped charge and one gapped valley mode and are partially transmitting in the other sector. These phases are novel, and stretch the limitations of the labels IC and CI, as they are partial conductors in each sector. For the \(IC\) phase, one of the two transmitting valley (charge) channels is also gapped out and the left-to-right valley (charge) conductance is halved from that of the \(A\) IC (CI) phase. In fact, the \(IC\) and CI phases have equal left-to-right charge and valley conductances, and are thus only microscopically distinguishable in terms of tunneling character.

Other tunneling processes are also possible, but will always be less relevant than the \(A\) and \(B\) IC and CI two-body processes and than single-electron tunneling. A type of IC and CI tunneling exists with scaling dimensions given by:

\[
\begin{align*}
\Delta(v_1^C) &= \Delta(v_1^{\theta_0\theta_0}) = g_+ + \frac{1}{2} \left[ g_- + \frac{1}{g_-} \right]
\end{align*}
\]

\[
\begin{align*}
\Delta(v_2^C) &= \Delta(v_2^{\theta_0\theta_0}) = \frac{1}{g_+} + \frac{1}{2} \left[ g_- + \frac{1}{g_-} \right],
\end{align*}
\]

(2.29)

but these processes are guaranteed to be irrelevant for \(g_+/- \neq 1\).

Three- and many-body tunneling processes are of course also possible, but due to the nature of the scaling dimension calculation will always have much larger \(\Delta\) for reasonable ranges of interaction strengths.

III. THE PINCH-OFF TRANSITION

As demonstrated in the previous section, under weak interactions the junction is stable in either the open (CC) phase or the closed-off (II) phase, both of which are characterized by single-electron tunneling and are related to each other by both 90° rotations and the pinch-off duality. In this section, we expand perturbatively in the interactions about the CC fixed point in search of the quantum critical point(s) which characterize the CC\(\leftrightarrow\)II quantum phase transition. In the process, we discover that, in addition to the expected \(T_{0/\pi} = 1/2\) critical point, an additional family of intermediate critical points and phases are also present. For each of the possible paths between the II and CC phases we derive the conductance signatures which characterize the low-temperature transitions as functions of the two interaction strengths and the external gate voltage. First, we show how the general
S-matrix characterizing the junction is renormalized by weak interactions, deriving a phase diagram and Renormalization Group (RG) in the case where scattering between the 0 and \( \pi \) bands is disallowed. We then allow for interband scattering, as might be present in the case of relatively smooth disorder, and introduce an S-matrix parameterization incorporating the additional system parameters. Using the results of an extensive renormalization group calculation, detailed in Appendix A, we assert that the most general S-matrix flows back to one with small-momentum conservation. The RG flow on this surface therefore contains all of the characteristic non-trivial quantum critical points for the pinchoff transition of this problem. Finally, we derive the critical exponents and universal scaling functions for the two classes of conductance transitions, up to leading order in the interactions.

A. Non-Interacting Electrons

In the absence of interactions, tunneling through the junction can be characterized by an S-matrix restricted only by time-reversal symmetry and valley-index conservation

\[
|\psi_{i,\text{out}}^{\alpha}\rangle = S_{ij}^{\alpha\beta} |\psi_{j,\text{in}}^{\beta}\rangle \quad (3.1)
\]

where \( i, j \) are lead indexes \( 1 - 4 \) and \( \alpha, \beta \) are band indexes 0 and \( \pi \). As this problem is spin degenerate, we can consider here that the time-reversal operator \( \tau = K \) such that \( \tau^2 = +1 \). Therefore, time-reversal symmetry restricts that \( S_{ij}^{\alpha\beta} = S_{ji}^{\beta\alpha} \). Additionally, to keep the domain wall states gapless, one must disallow scattering from \( K \) to \( K' \), which restricts elements of the S-matrix

\[
S_K = \begin{pmatrix}
\emptyset & r \\
-\tau \emptyset & \emptyset
\end{pmatrix}
\quad (3.2)
\]

where the rows and columns of \( S_K \) indicate scattering of the incoming modes with valley index \( K \) (leads 1 and 3) to the outgoing ones (leads 2 and 4). The matrices \( r \) and \( \emptyset \) live in the \( 2 \times 2 \) space of band indexes.

The elements of \( S_K \) are otherwise unconstrained if we allow scattering between the 0 and \( \pi \) bands such that \( S_K \) is an arbitrary \( U(4) \) matrix. We can choose to parameterize

\[
S_K = \begin{pmatrix}
U_1^\dagger & 0 \\
0 & U_3^\dagger
\end{pmatrix}
\begin{pmatrix}
\emptyset & r \\
-\tau \emptyset & \emptyset
\end{pmatrix}
\begin{pmatrix}
U_2 & 0 \\
0 & U_4
\end{pmatrix}
\quad (3.3)
\]

\[
\emptyset = \begin{pmatrix}
\sqrt{T_0} & 0 \\
0 & \sqrt{T_\pi}
\end{pmatrix}, \quad r = \begin{pmatrix}
\sqrt{1-T_0^2} & 0 \\
0 & \sqrt{1-T_\pi^2}
\end{pmatrix}
\quad (3.4)
\]

where the \( U_i \) (\( U_i^\dagger \)) are for now unconstrained \( U(2) \) matrices which characterize operations on the outgoing (incoming) electronic wavefunction at lead \( i \) (\( j \)) and valley index \( K \). In this parameterization, we can choose the tunneling probabilities for each band to be real such that

\[
T_{0/\pi} = |t_{0/\pi}|^2 = \sqrt{1-|r_{0/\pi}|^2}.
\]

At this point, \( S_K \) remains characterized by 16 free parameters. Choosing to parameterize the \( U_i \) in terms of Euler angles:

\[
U_i = e^{i\phi_i \sigma_z} e^{i\theta_i \sigma_x} e^{i\xi_i \sigma_y}.
\]

Recognizing that \( \alpha_i \) and \( \xi_i \) are just \( U(1) \times U(1) \) transformations at each lead, we can gauge them out. We are then left with nine variables which have physical significance.

The four 0 \( \leftrightarrow \pi \) mixing angles \( \theta_i \) correspond to the breaking of small-momentum-conservation at lead \( i \), the three independent linear combinations of scattering phases \( \phi_{ij} = \phi_i - \phi_j \) each correspond to the phase acquired for electrons scattering from lead \( j \) to lead \( i \) at valley index \( K \), and the two real tunneling probabilities \( T_0 \) and \( T_\pi \) characterize the extent to which the junction is pinched off for each band. These seven linearly independent angular variables (illustrated in Fig. 5) and two tunneling probabilities completely span the space of the gauge-independent, time-reversal-symmetric, valley-index-conserving problem with S-matrix.
FIG. 6: The two non-zero, non-cancelling diagrams for $O(\epsilon^2)$ perturbation theory. Note that $i - l$ are spatial lead indexes and $\alpha, \beta, u - z$ are band indexes which are summed at each vertex over $\epsilon^{\alpha\beta\gamma\delta}$.

\[
S = S_K \oplus S_{K'} = S_K \oplus S_K^T \quad (3.6)
\]

which has rows and columns characterized by lead indexes $i, j$. This parameterization of the S-matrix in lead and band-index spaces is restated more explicitly in the beginning of Appendix A.

In the subsequent sections, we will show how the surface where $\theta_i, \phi_{ij} = 0$ is not just a welcome simplification of the problem, but also the surface which contains all of the characteristic quantum critical points and their single relevant eigenvectors.

**B. S-Matrix Renormalization under Weak Interactions**

As discussed in II A this system is characterized by two kinds of two-body interactions. Here, we relate the S-matrix to the single-particle Green’s function and then use diagrammatic perturbation theory in those two interactions to find the leading order corrections to the S-matrix and derive RG flow equations for our system parameters.\(^{28,29}\) Our calculations demonstrate that all of the relevant physics for this problem lives in the surface where the interband scattering angles $\theta_i = 0$. In Appendix A we further calculate the RG flow for all nine S-matrix parameters, demonstrating that the angles $\theta_i, \phi_{ij}$ either flow back to this surface or are trivial and marginal at the quantum critical points.

1. **Constructing the S-Matrix Renormalization Group**

Scattering processes from one lead and band to another can be considered in terms of a single-electron thermal Green’s function

\[
G^\alpha_{ij}(x, \tau, x', \tau') = -i \left\{ T_\tau \left[ \psi^\alpha_{i,a}(x, \tau) \psi^{\beta\dagger}_{j,b}(x', \tau') \right] \right\} \quad (3.7)
\]

where $T_\tau$ denotes imaginary time ordering and indexes $a, b = in, out$. In the absence of interactions

\[
G^\alpha_{ij}(z, z') = \frac{1}{2\pi i} \left( \frac{S^\alpha_{ij} z}{z - z'} \right) \quad (3.8)
\]

where $z = \tau + ix$ and the rows and columns of $G^\alpha_{ij}$ are the in/out indexes such that elements proportional to $S^\alpha_{ij}$ correspond to $in \leftrightarrow out$. Restricting ourselves to the interactions introduced in II A (Eq. (2.2)), we can use diagrammatic perturbation theory to calculate the leading order corrections to $G^\alpha_{ij}$ in the presence of weak $u_{+/-}$, such that the Luttinger parameters $g_{+/-} = 1 + \epsilon_{+/-}$ and terms are kept up to $O(\epsilon^2_{+/-})$.

The one-loop corrections to the S-matrix are qualitatively similar to those in Ref. 28, with special care taken to properly sum over the tensor structure of the interaction

\[
\epsilon^{\alpha\beta\gamma\delta} = \sum_{\alpha, \beta, \gamma, \delta} \epsilon_{+} g^{\alpha\beta} \delta^{\gamma\delta} + \epsilon_{-} g^{\alpha} \delta^{\gamma\delta} \quad (3.9)
\]

where $\alpha, \beta, \gamma, \delta$ are band indexes. Illustrated in Fig. 6, only two diagrams contribute to the renormalization of the single-particle Green’s function:

\[
G^\text{out in,}^\alpha_{\beta} = \frac{1}{2\pi i} \frac{S^\alpha_{ij}}{z - z'} \quad (3.10)
\]

with

\[
S^\alpha_{ij} = S^\alpha_{ij} + \frac{1}{4} \log \frac{\Lambda}{E} \sum_{A, B=0,1} \epsilon_A \epsilon_B \left[ (\sigma_A S^\dagger_{ij} \sigma_B)_{ij}^{\alpha\beta} \text{Tr}[\sigma_A S^\dagger_{ji} \sigma_B S_{ji}] - \sum_{kl} (S^\alpha_{ik} \sigma_A S^\dagger_{ik} \sigma_B S_{ij})^{\alpha\beta} \text{Tr}[\sigma_A S^\dagger_{kl} \sigma_B S_{lk}] \right] \quad (3.11)
\]

where $\Lambda$ and $E$ are the ultraviolet and infrared cutoffs respectively. Traces refer to band index space, $\epsilon_{A/B} =$...
\(\epsilon_{+/-}\), and \(\sigma_{A/B} = 1, \sigma_z\). The two terms correspond to the diagrams (a) and (b) respectively in Fig. 6. We can derive flow equations for the elements of \(S_{ij}^{\alpha \beta}\) by rescaling the cutoff \(\Lambda \to \Lambda e^{-l}\).

\[
\frac{dS_{ij}^{\alpha \beta}}{dl} = \frac{1}{4} \sum_{A,B=0,1} \epsilon_A \epsilon_B \left[ (\sigma_A S_{ij}^{\alpha \beta})^{\alpha \beta} \text{Tr}[\sigma_a S_{ji}^{\alpha \beta}] - \sum_{kl} (S_{ik}^{\alpha \beta} S_{jk}^{\alpha \beta})^{\alpha \beta} \text{Tr}[\sigma_a S_{lk}^{\alpha \beta}] \right].
\]  

(3.12)

One can immediately observe that this implies that \(\theta_i = 0\) is a fixed surface, since perturbative corrections to \(S_{ij}^{\alpha \beta} = 0\) require multiplying by \(S_{ij}^{\alpha \beta}\) in the above equations. We can thusly, for now, simplify our focus to the fixed surface where \(\theta_i = 0\). In Appendix A we calculate the stability of the quantum critical points on this surface for a general set of \(\theta_i\) and \(\phi_{ij}\), and demonstrate that for physical values of \(g_-\) relative to \(g_+\), the critical points are stable in all possible out-of-plane, \(\tau\)- and valley-symmetric directions.

Using our parameterization of \(S_{ij}^{\alpha \beta}\) on the \(\theta_i\) surface, we can exploit the matrix structure of the diagrammatic perturbations to obtain flow equations for the transmission probabilities for each band

\[
\frac{dT_0}{dl} = -T_0(1 - T_0) \left[ (\epsilon_+ + \epsilon_-)^2(1 - 2T_0) \right] + (\epsilon_+ - \epsilon_-)^2(1 - 2T_\pi)
\]

\[
\frac{dT_\pi}{dl} = -T_\pi(1 - T_\pi) \left[ (\epsilon_+ + \epsilon_-)^2(1 - 2T_\pi) \right] + (\epsilon_+ - \epsilon_-)^2(1 - 2T_0).
\]  

(3.13)

This system of equations obeys two key symmetries. First and foremost, like the QSH point contact described in Ref. 28 it is invariant under the pinch-off duality \(T_{0/\pi} \leftrightarrow (1 - T_{0/\pi})\), which we introduced in II.B. Eqs. (3.13) are also invariant under exchange of the band indexes 0 and \(\pi\). In the context of our renormalization group calculation, 0 and \(\pi\) are arbitrary labels for the band degree of freedom, and so even though this system contains stable fixed points with broken band-index symmetry, the system of flow equations itself must be band-index symmetric. Graphically, these two symmetries manifest themselves as two mirror symmetries in Fig. 7 one about \(T_0 + T_\pi = 1\) and the other about \(T_0 = T_\pi\).

2. Fixed Points and Renormalization Group Flow

This system of flow equations can have as many as nine fixed points to quadratic order in the interactions (Fig. 7). The two corner fixed points at \(T_0 = T_\pi = 0, 1\) are stable for all values of \(\epsilon_-\). The central point at \(T_0 = T_\pi = 1/2\) controls the transition between the CC and \(\Pi\) corners and is related to the \(T = 1/2\) critical point in Ref. 28. The corner fixed points at \(T_0 = 0, T_\pi = 1\) and \(T_0 = 1, T_\pi = 0\) represent new, stable, single-electron-tunneling phases where only one of the bands is pinched off. We label these intermediate, mixed band character fixed points as “M Phases”. Transitions between the fully open or closed phases and these M phases are controlled by four fixed points which exist for \(\epsilon_-/\epsilon_+ > 0\) (Figs. 7, 7b). For \(\epsilon_- = \epsilon_+, 0, \) and \(\pi\) bands are completely decoupled and each one acts as an independent copy of the QSH problem in Ref. 28 (Fig. 7b). When \(\epsilon_-/\epsilon_+ = 0\), Eq. (3.13) predicts that all of the intermediate transitions and stable fixed points will collapse onto a fixed line at \(T_0 + T_\pi = 1\) (Fig. 7c). This \(\epsilon_- = 0\) case represents a restoration of U(2) band-index symmetry locally at each lead under which the band indexes become trivial.

We can examine this fixed line in greater detail by expanding upon our bosonization calculations from II.B. In Appendix B we increase the strength of \(\pi \leftrightarrow \pi\) single-electron tunneling to drive from the CC phase towards an action about the M-phase corner fixed points for \(g_- = 1, 1/3 < g_+ < 3\). Calculating higher-order correlation functions about this theory and expanding perturbatively again in the interactions, we discover additional fixed points:

\[
1 - T_0 = T_\pi = \frac{12\epsilon_-}{\pi^2 \epsilon_+}, T_0 = 1 - T_\pi = \frac{12\epsilon_-}{\pi^2 \epsilon_+}
\]  

(3.14)

where the second point is implied by the combination of mirror reflections about the pinch-off and band-index-exchange lines. Taking \(\epsilon_- \to 0\), this theory exhibits flow back towards the central quantum critical point \(T_0 = T_\pi = 1/2\) (Fig. 7d). The simplest assumption would be to postulate that, to lowest order, this flow continues away from the vicinity of the M points without additional fixed points appearing. This implies that the fixed line is simply an artifact of the \(O(\epsilon_+^2/\epsilon_-)\) perturbation theory and that for extremely small \(\epsilon_-/\epsilon_+\), the M phase is unstable and flow lines in that region point towards the central quantum critical point \(T_0 = T_\pi = 1/2\). From this
FIG. 7: RG flow of the variables $T_0/\pi$, which control the pinching off of the junction, calculated to quadratic order in the interactions $\epsilon_{+/-}$ (Eq. (3.13)), panels (a)-(c). Large circles correspond to stable fixed points and small circles indicate nontrivial quantum critical points. The flow is controlled by the ratio of the interaction strengths $\epsilon_{-}/\epsilon_{+}$. When $\epsilon_{-}/\epsilon_{+} = 1$, the 0 and $\pi$ bands are completely decoupled and each one behaves individually as a copy of the QSH problem in Ref. 28 (a). For $\epsilon_{-}/\epsilon_{+} > 0$, a set of intermediate fixed points exists which allows the 0 and $\pi$ bands to be pinched off independently (b). When $\epsilon_{-} = 0$, the quadratic theory predicts that a fixed line will exist $T_0 + T_\pi = 1$ (c). Higher-order corrections about this line, calculated in Appendix B, infer flow along it back to the central quantum critical point $T_0 = T_\pi = 1/2$ (d).

3. Conductance Signatures and Universal Scaling Functions

For each class of quantum critical point, we can, knowing that its only relevant eigenvector lies on the $\theta_i = 0$ plane, use the quadratic-order flow equations to calculate the universal conductance scaling and critical exponents to leading order in the interactions.

Returning to a discussion of reduced conductance matrices from II B, we can express the left-to-right, two-terminal conductance $G_{XX}$ in terms of the S-matrix. The elements of the four-terminal conductance $G_{ij}$ in the lead basis are related to the S-matrix by:

$$G_{ij} = \frac{2e^2}{\hbar} \text{Tr}[1 - S_{ij}^\dagger S_{ij}]$$  \hspace{1cm} (3.15)\]

where $i,j$ are lead indexes $1 - 4$ such that the matrix

$$\begin{pmatrix}
2 & -T_+ & 0 & -(2 - T_+) \\
-T_+ & 2 & 0 & -T_+ \\
0 & -(2 - T_+) & 2 & -(2 - T_+) \\
-(2 - T_+) & -T_+ & -(2 - T_+) & 2
\end{pmatrix}$$  \hspace{1cm} (3.16)\]

where $T_\pm = T_0 \pm T_\pi$ and the factor of 2 on the conductance is due to electron spin degeneracy. The linear combinations of lead currents $I_{1-4}$ which give $I_{X,Y,Z}$ are a result of, in combination with the requirement $\sum_i I_i = 0$,

$$\begin{pmatrix}
I_X \\
I_Y \\
I_Z
\end{pmatrix} = M^T \begin{pmatrix}
I_1 \\
I_2 \\
I_3 \\
I_4
\end{pmatrix}$$  \hspace{1cm} (3.17)\]

where

$$M = \frac{1}{2} \begin{pmatrix}
1 & 1 & 1 & 1 \\
-1 & 1 & -1 & -1 \\
-1 & -1 & 1 & 1 \\
1 & -1 & -1 & -1
\end{pmatrix}$$  \hspace{1cm} (3.18)\]

such that
near each transition voltage analyze the finite-temperature conductance transitions $G$ away from 0 is irrelevant (Fig. 8), we can set $T$ constant, and the subscript write the conductance in its scaling form $f$ firms that, in terms of the S-matrix elements, $g$ regardless of the junction state. This reduction also confirms that, in terms of the S-matrix elements,

$$G_{XY} = M^T GM = \frac{4e^2}{h} \begin{pmatrix} T_+ & 0 & 0 \\ 0 & 2 - T_+ & 0 \\ 0 & 0 & 2 \end{pmatrix}. \tag{3.19}$$

This confirms the result from [11,12] that, for the valley-conserving problem, $G_{ZZ}$ is quantized to be $8e^2/h$ regardless of the junction state. This reduction also confirms that, in terms of the S-matrix elements,

$$G_{XX} = \frac{4e^2}{h} (T_0 + T_+) = \frac{8e^2}{h} - G_{YY}. \tag{3.20}$$

With the conductance framework established, we can analyze the finite-temperature conductance transitions near each transition voltage $V_G^\pm$.

First, we will consider the direct II-CC phase transition, for which $G_{XX}$ scales from 0 to $8e^2/h$. We can write the conductance in its scaling form

$$G_{XX, A}(\Delta V_G, T) = \frac{8e^2}{h} G_A \left( \frac{\Delta V_G}{T_{\alpha A}} \right) \tag{3.21}$$

where $\Delta V_G = V_G - V_G^\pm$ in Fig. [3] $c$ is a non-universal constant, and the subscript $A$ on $G$ and $\alpha$ denotes the direct quantum phase transition between the II and CC phases. Observing that infinitesimal movement of $T_-$ away from 0 is irrelevant (Fig. [3]), we can set $T_- = 0$ and characterize the conductance transition from II-CC with a single parameter,

$$\frac{dT_+}{dt} = -(\epsilon_+^2 + \epsilon_-^2)T_+(2 - T_+)(1 - T_+). \tag{3.22}$$

This equation can be integrated to determine the crossover scaling function. Taking $T_+ = T_0^\pm$ at $l = 0$,

$$T_0^{\pm}(2 - T_0^{\pm})e^{-(\epsilon_+^2 + \epsilon_-^2)m} = T_+(2 - T_+)(1 - T_+)^2 \tag{3.23}$$

where we have purposefully left $T_c(l)$ in its implicit form to provide a framework for the more mathematically complicated II-M transition analysis later in this section. As one adjusts the gate voltage, $T_0^{\pm}$ passes through 1 at $V_G = V_G^{\pm}$, such that near the transition $\Delta V_G \propto T_0^{\pm} - 1$. To determine the critical behavior, we can therefore expand $T_0^{\pm}$ around this value. Finite temperature $T$ can be taken into consideration by cutting off the renormalization group flow $l$ at $\Lambda^{-1} \propto T$. Taking $\Delta V_G, T \to 0$ at an arbitrary ratio, the previous equation can be rewritten

$$\frac{1}{(2X)^2} = \frac{G_A(1 - G_A)}{(1 - 2G_A)^2} \tag{3.24}$$

or explicitly inverted

$$G_A(X) = \frac{1}{2} \left[ 1 + \frac{X}{\sqrt{1 + X^2}} \right] \tag{3.25}$$

**FIG. 8:** A schematic phase diagram, in terms of left-to-right conductance, within the $T_0 - T_+$ plane, combining information from Eq. (3.13) and Appendix [3]. There are two classes of quantum critical points. The central point controls transitions between the fully open (CC) phase and the fully pinched-off (II) phase. Four additional critical points on the edges control transitions between the CC/II phases and an intermediate mixed (M) phase in which the two bands have differing conductance contributions. The width of the M phase is $O(\epsilon_+ / \epsilon_-)$.

**FIG. 9:** As the gate voltage $V_G$ winds along a voltage curve (the dashed lines), whose exact curvature is dictated by experimental specifics, it passes directly from II to the CC region along a curve like (a) or indirectly, passing along the way through an intermediate M phase along a curve like (b). At zero temperature, the left-to-right conductance $G_{XX}$ will therefore undergo a direct transition from $0 \to 8e^2/h$ along (a) or one with an intermediate step up to $4e^2/h$ along (b). This behavior motivates us to search for the finite-temperature scaling of these conductance transitions for $V_G \sim V_G^{\pm, A}$ (a), or for $V_G \sim V_G^{\pm, B}$ and $V_G \sim V_G^{\pm, C}$ (b).
First and foremost, we can note that when $\gamma = 2$, $e_- = 0$ and there is no more available phase space (at quadratic order) for the II-M transition to exist. Near this case, the M phase will exist in a vanishing area of phase space and most transitions will be controlled by the central quantum critical point in Figure 8. However, in Appendix A we have only analytically calculated the stability of the II-M quantum critical point to linear order in $e_-$, whereas our analysis of the critical behavior of the II-M transition is up to $O(e^2)$. We believe it reasonable to assume that this stability extends up to quadratic order in the interactions such that these quantum critical points still describe the relevant physical transitions in this problem.

For the II-M transition, the conductance jumps from $G_{XX} = 0 \rightarrow 4e^2/h$, with here the $T_0$ axis being the only relevant direction. For this transition then, $G_{XX} = 4e^2/hT_0$. Expressing the conductance in its scaling form

$$G_{XX,B}(\Delta V_G, T) = 4\frac{e^2}{h} G_B \left( \frac{\Delta V_G}{T \alpha \pi} \right) $$

where again $\Delta V_G$ is the external gate voltage, $c$ is a non-universal constant that may certainly differ from the $c$ in the II-CC transition, and the subscript $B$ denotes that transition between the II-M phases. Taking $T_\pi = 0$, the conductance transition from II-M is characterized by the flow of a single parameter,
\[
\frac{dT_0}{dl} = -\gamma(\epsilon_+ + \epsilon_-)^2T_0(1 - T_0) \left(1 - \frac{2T_0}{\gamma} \right). \tag{3.29}
\]

We can determine the crossover scaling function by integrating this equation. Taking \(T_0 = T_0^0\) at \(l = 0\),

\[
T_0^0(1 - T_0^0) \left(1 - \frac{2T_0^0}{\gamma} \right) e^{-\gamma(\epsilon_+ + \epsilon_-)^2t} = T_0^0(1 - T_0^0) \left(1 - \frac{2T_0^0}{\gamma} \right) \left(1 - \frac{2T_0^0}{\gamma} \right). \tag{3.30}
\]

As before, we can cut off the renormalization group flow at finite temperature \(T \propto A e^{-l}\) and note that the gate voltage \(V_G = V_{G,B}\) when \(T_0^0\) passes through \(\gamma/2\), such that near the transition \(\Delta V_G \propto T_0^0 - \gamma/2\). Again taking \(\Delta V_G, T \to 0\) at an arbitrary ratio, we can finally arrive at an implicit equation for \(G_C(X)\),

\[
\frac{1}{(2X)^2} = \frac{G_C^{(2-\gamma)}(1 - G_B)^\gamma}{(1 - 2g_B)^2} \tag{3.31}
\]

where \(T_0 = G_B\) such that \(X \propto \Delta V_G/T^{(\epsilon_+ + \epsilon_-)^2\gamma(1-\frac{\gamma}{2})}\). We can note that this equation reduces to Eq. (3.24) for \(\gamma = 1\). That case represents \(\epsilon_- \to \epsilon_+\), for which \(T_0\) and \(T_\pi\) act as independent copies of the Quantum Spin Hall problem in Ref. 23 with valley acting as spin in that case. Therefore

\[
\alpha_B = (\epsilon_+ + \epsilon_-)^2\gamma \left(1 - \frac{\gamma}{2}\right) = 2\alpha_A (2 - \gamma) \tag{3.32}
\]

is the universal critical exponent for the II-M transition. When \(\gamma = 1, \alpha_B = 2\alpha_A\) with the numerical prefactor difference coming from the degree-of-freedom counting for each problem. For the II-CC transition, two bands are being pinched off, but for the \(\gamma = 1\) II-M transition, only one band is being pinched off independently. Figure 10 shows \(G_B\) as a function of \(\Delta V_G\) at different temperatures, noting that at zero temperature it is also a step function, indistinguishable from \(G_A\), but that at finite temperature it is defined by a crossover value of \(\gamma/2\) which in general differs from that of \(G_A\) (Fig. 11).

Taking advantage of the duality between the II and CC phases, we can relate the remaining conductance crossover function, one which characterizes the M-CC phase transition, to \(G_B\). We can write the conductance in its scaling form

\[
G_{XX,C} = \frac{4e^2}{h} + \frac{4e^2}{h}G_C \left(\sqrt{\frac{\Delta V_G}{T^{\alpha_c}}}\right) \tag{3.33}
\]

where \(c\) is yet another non-universal constant and \(C\) denotes that M-CC transition. By pinch-off symmetry, we know that \(G_{YY}\) for the CC\(\to\)M transition has to be equivalent to \(G_{XX}\) for the II\(\to\)M transition, therefore for the M\(\to\)CC transition,

\[
G_{YY,C} = \frac{4e^2}{h}G_B \left(-e\frac{\Delta V_G}{T^{\alpha_B}}\right) \tag{3.34}
\]

and utilizing Eq. (3.20),

\[
G_{XX,C} = \frac{8e^2}{h} - \frac{4e^2}{h}G_B(-X) \tag{3.35}
\]

such that we finally deduce

\[
G_C(X) = 1 - G_B(-X) \tag{3.36}
\]

where \(X \propto \Delta V_G/T^{\alpha_c}\) and

\[
\alpha_c = \alpha_B \tag{3.37}
\]

for weak interactions.

**IV. DISCUSSION**

In this paper, we have computed the conductance signatures of the four-terminal intersection of two bilayer graphene domain walls. These domain walls can be induced by the presence of a perpendicular electric field and a change in either electric field direction or interlayer stacking. When valley-index is conserved, the domain walls are Luttinger liquids described with two nontrivial interaction parameters \(g_{\pm}\). The junction is analogous to a point contact and can be analyzed naturally using the language of quantum point contacts. As with a Quantum Spin Hall point contact, the physics of the junction is best understood in terms of reduced, two-terminal conductances. When interactions are strongly attractive \((g_{\pm} < 1/2)\) or strongly repulsive \((g_{\pm} > 2)\), the left-to-right conductance can be strictly dominated by nonzero charge and valley conductances respectively. For weaker interactions \((g_{\pm} \approx 1)\), both left-to-right conductances are nonzero and there exist several stable phases characterized by single-electron tunneling. Transitions between these phases are governed at low temperatures by universal scaling functions and critical exponents, which differ from those in the QSH case and are functions of the two Luttinger parameters.

We now briefly discuss the task of experimentally measuring the physics in this paper. First and foremost, the existence of a single domain wall in bilayer graphene requires prohibiting scattering between valleys \(K\) and \(K'\). Valley-index-breaking perturbations are strongly relevant and will significantly change the physics in both isolated domain walls and for the junction structures at their intersections. To this end, short-range disorder
must be kept smooth on the scale of the lattice. Under these conditions, one should first try and verify the Luttinger liquid physics at a single domain wall by measuring the tunneling conductance at several low temperatures and its collapse onto a universal scaling function with critical exponent $\alpha_T$. In junction structures, the conservation of valley index can be confirmed by measuring the quantization of the reduced conductance element $G_{zz}$.

Creating a multi-terminal junction like the ones we describe poses several fabrication and analysis difficulties, which must be overcome to measure the point-contact physics in this paper. Forming a four-terminal junction of electric-field-induced domain walls requires patterning leads on the top and bottom of each of the four bulk regions, as well as a gate on the junction to control the weak-interaction pinch-off transition. Forming a junction from layer-stacking domain walls requires patterning fewer leads, but as clearly demonstrated in the samples in Ref. [22], the three-fold symmetry of the underlying graphene lattice restricts intersections of these domain walls to be six-terminal structures. Conductance transitions in these six-terminal structures can be calculated and analyzed using the framework established in this paper, though the task will be algebraically more intensive.

Tuning the two Luttinger parameters $g_{\pm}$ can be accomplished through turning a combination of experimental knobs. The strength of the overall effective Coulomb interaction can be altered for the domain wall states by tuning their widths with the strength of the perpendicular electric field. These changes will be mainly reflected in $g_{\pm}$, as it contains long-range contributions from the overall Coulomb interaction. The other Luttinger parameter, however, can only be adjusted by tuning short-range interactions. This can be accomplished by testing samples on a variety of substrates. Working in order of increasing dielectric strength, one can work through a suspended sample, a silicon dioxide substrate, or a boron nitride substrate to tune down $g_{-}$.

Several simplifications and assumptions in this paper may not be exactly present under experimental conditions. The assumption that all domain walls in the sample have the same values of the Luttinger parameters requires that the perpendicular electric field strength be globally uniform in magnitude in the bulk regions and change in direction similarly smoothly across electric-field-induced domain walls. It also requires that there are no strong local variations in the dielectric strength and coupling of the underlying substrate. The physics of junctions may be significantly altered if these conditions are not realized experimentally; we have not investigated point contacts at the intersections of two domain walls with differing interaction strengths. We also only calculated universal scaling functions to leading order in the interactions about the noninteracting point $g_{+} = g_{-} = 1$. When interactions become stronger and single-electron tunneling is no longer the least irrelevant operator, the critical exponents $\alpha_{A/B}$ in the left-to-right conductance transitions may change significantly in their dependences on the interaction strengths, as they do in Ref. [28]. Finally, we assumed that the Fermi energy was exactly at the particle-hole-symmetric point such that $v_{F,0} = v_{F,\pi} = v_{F}$. In practice, it will be quite difficult to exactly tune the Fermi energy to this point, and so for most experimental realizations, $0 \leftrightarrow \pi$ exchange symmetry in the variables will be broken. For our analysis, the effects of this can be realized by replacing the equal band-index-exchange symmetry which we exploited with one which flips band index and rescales variables by $v_{F,0}/v_{F,\pi}$. This will result in changes to the scaling dimension calculations in Section III B and a relaxation of mirror symmetry about $T_0 = T_\pi$ in Figure [8].

Appendix A: Stability of Quantum Critical Points on the $\theta_i = 0$ Surface

In this appendix, we confirm analytically the stability of the two classes of quantum critical points in Fig. [8] which control the transitions between single-electron-tunneling phases. Here, we begin with the general flow equation for elements of the S-matrix (Eq. (3.12)), leaving free the $\theta_i$ and $\phi_{ij}$ variables in the full S-matrix formulation from III A. As the complexity of this calculation greatly grows with each power of $\epsilon_-$ taken into consideration, we will only here carry out our stability analysis to quadratic order in $\epsilon_+$ and linear order in $\epsilon_-$. Our methodology can be used to analytically calculate higher-order terms, but we believe it reasonable to truncate the calculation at this order and that the stability should carry over to the $\mathcal{O}(\epsilon_-^2)$ calculation used to produce the phase diagrams and scaling functions in III B. Additionally, numerical estimates find $g_- < g_+$ for a large range of system parameters, therefore the limitation to terms of order $\mathcal{O}(\epsilon_+^2, \epsilon_-)$ is physically motivated.

We can exploit the matrix structure of the diagramatics by taking several traces of S-matrix products. Derivatives of these traces exploit the matrix structure of the flow equation, effectively closing the external legs of the diagrams in Fig. [6] into additional loops. We will follow through this calculation completely for a single trace ($\text{Tr}(S_i^\dagger \sigma_z S_j)$) and then show how taking linear combinations of these traces results in a flow equation for $\theta_1$. All remaining $d\theta_{ij}/dl$ can be obtained by exploiting cyclic reindexing and pinch-off symmetries.

1. Flow Equations for $\theta_i$ Band Mixing Angles and $\phi_{ij}$ Scattering Phases

To begin this process, let us rewrite S-matrix elements in the $2 \times 2$ band space using a simplified version of Eqs. (3.3), (3.5):
$S_{ij}^{αβ} = (U_i^† D_{ij} U_j)^{αβ}$

$U_i = e^{i\frac{θ_i}{π} σ_x}$

$D_{ij} = a_{ij} 1 + b_{ij} σ_z$

$a_{ij} = \frac{1}{2} (d_{ij}^0 + d_{ij}^σ)$

$b_{ij} = \frac{1}{2} (d_{ij}^0 - d_{ij}^σ)$  \hspace{1cm} (A1)

\[ d^α = \begin{pmatrix} 0 & t^a e^{iφ^a} & 0 & r^α e^{iφ^b} \\ t^a e^{iφ^a} & 0 & -r^α e^{iφ^c} & 0 \\ 0 & -r^α e^{iφ^c} & 0 & t^a e^{iφ^b} \\ -r^α e^{iφ^c} & 0 & t^a e^{iφ^b} & 0 \end{pmatrix} \hspace{1cm} (A2) \]

where $d^α_{ij}$ is a collection of scalars in the band index space with $a = 0, π$, $φ^α_{ij} = -φ^α_{ji}$ and all matrix operations only involve the $α, β = 0, π$ indexes. Transmission probabilities are normalized for each band such that $(t^α)^2 + (r^α)^2 = 1$ and the labeling $A - C$ on the phases corresponds to:

$φ_A = φ_{21} = φ_2 - φ_1$

$φ_B = φ_{41}$

$φ_C = φ_{23}$

$φ_D = φ_{43} = φ_B - φ_A + φ_C$.  \hspace{1cm} (A3)

We’ll begin by calculating three traces:

$\text{Tr}[S_{ij}^1 S_{ij}] = |d_{ij}^0|^2 + |d_{ij}^σ|^2$

$\text{Tr}[S_{ij}^1 σ_z S_{ij}] = (|d_{ij}^0|^2 - |d_{ij}^σ|^2) \cos \theta_i$

$\text{Tr}[S_{ij}^1 σ_x S_{ij}] = (|d_{ij}^0|^2 - |d_{ij}^σ|^2) \sin \theta_i$.  \hspace{1cm} (A4)

We can then differentiate and take weighted linear combinations of these traces to obtain explicit flow equations for $θ_i$. Specializing to $i, j = 1, 2$,

\[ \frac{d}{dt} \text{Tr}[S_{12}^1 σ_z S_{12}] = (\cos θ_1) \frac{d}{dt} \text{Tr}[S_{12}^1 S_{12}] - (\sin θ_1) \frac{d}{dt} \text{Tr}[S_{12}^1 σ_x S_{12}] \hspace{1cm} (A5) \]

where $T_{0/π} = |d^0/π|^2$. Now, we can examine, in detail, the process of using the diagrammatics (Eq. (3.12)) to calculate one of these derivatives, namely $\frac{d}{dt} \text{Tr}[S_{12}^1 σ_z S_{12}]$. All other trace derivatives, while varying in signs and specifics, follow procedurally from this example.

First, by using the cyclic index definition of the trace, we can see that the derivative of the trace is equal to the trace of the chain rule derivative:

\[ \frac{d}{dt} \text{Tr}[S_{12}^1 σ_z S_{12}] = \text{Tr}[\frac{dS_{12}^1}{dt} σ_z S_{12}] + \text{Tr}[S_{12}^1 \frac{dσ_z}{dt} S_{12}] \]

\[ = \text{Tr}[S_{12}^1 σ_z \frac{dS_{12}^1}{dt}] + C.C. \hspace{1cm} (A6) \]

where for the second equality we exploited the cyclic nature of the trace to reduce this step to the calculation of only one, albeit large, trace. In this case, the trace of the derivative is real, but in the next section where we calculate $dφ_{ij}/dt$, it will not be and the addition of the complex conjugate cannot be overlooked.

From here, the calculation amounts to taking the traces of terms which contain products of two or four $S$-matrices. While the products of two, in the form of Eq. (A4), can be calculated by rote algebra without much difficulty, the terms with four $S$-matrices require a bit more manipulation.

We calculate the traces of products of four $S$-matrices by both recognizing a pattern in the assignment of signs to the products of $a_{ij}$, $b_{ij}$ and with a careful treatment of commutivity issues. Consider first the simplest example, $\text{Tr}[S_{12}^i S_{1k} S_{1k}^i S_{12}]$. Without any additional Pauli matrices, the $U_i$ rotations all cancel out pairwise, resulting in:

$\text{Tr}[S_{12}^i S_{1k} S_{1k}^i S_{12}] = \text{Tr}[(a_{12}^∗ 1 + b_{12} σ_z)(a_{1k} 1 + b_{1k} σ_z)]$

$= (a_{12}^∗ 1 + b_{12} σ_z)(a_{1k} 1 + b_{12} σ_z)$  \hspace{1cm} (A7)

One might be concerned that converting this to a useful form, one with $d_{ij}^α/π$ where $S$-matrix elements can just be read off, would be a daunting and terrible task. However, converting to $d_{ij}^α/π$ basis is equivalent to summing over all of the ways to choose $+$ and $-$ signs for the cross terms, and so for every single one of these four $S$-matrix traces, all of the cross terms cancel. Our trace is reduced to the quite simple form:

$\text{Tr}[S_{12}^i S_{1k} S_{1k}^i S_{12}] = \sum_{α=0,π} (d_{ij}^α)^∗ d_{ik}^α (d_{ik}^α)^∗ d_{ij}^α$.  \hspace{1cm} (A8)

Worth noting is that this picture is significantly complicated by the addition of Pauli matrices between $S$-matrix factors, due to the fact that $[U_i, σ_{z/k}] \neq 0$. While the complexity doesn’t significantly increase for the addition of a single Pauli matrix, as it can be absorbed into the definition of $D_{ij}$, it does for two or more Pauli matrices. This can be seen at the level of the two-$S$-matrix trace, where commutivity issues lead to the addition of a second term:

$\text{Tr}[σ_z S_{ij} σ_z S_{ij}] = \cos θ_j \cos θ_j \left[ |d_{ij}^0|^2 + |d_{ij}^σ|^2 \right]$

$+ \sin θ_j \sin θ_j \left[ (d_{ij}^σ)^∗ (d_{ij}^σ)^∗ + (d_{ij}^0)^∗ (d_{ij}^0)^∗ \right]$.  \hspace{1cm} (A9)
For the four-S-matrix traces, the weighting of the cross terms is altered by the anticommutativity of the Pauli matrices and while only two terms remain for each trigonometric function of $\theta_i$, they are different than the simple form of Eq. (A8) and contain possible terms which mix $0$ and $\pi$.

As the number of Pauli matrices inserted into these traces increases linearly with the power of $\epsilon_-$ to which we expand, we have chosen for the sake of simplicity and clarity to expand only to linear order in $\epsilon_-$. Though our analysis in section III B 2 continues to $O(\epsilon^-)$, we believe that the stability deduced here should carry over to higher order terms.

With our calculation machinery established, we can produce a flow equation for the $0 \leftrightarrow \pi$ mixing at lead 1:

$$
\frac{d\theta_1}{dl} = -\frac{1}{2}\epsilon_+\epsilon_- \left\{ \sin 2\theta_1 |T_0(1 - T_\pi) + T_\pi(1 - T_0)| + \sin 2\theta_2 \cos(2\phi_{21}) \sqrt{T_0T_\pi}[2 - T_0 - T_\pi] \right.
$$
$$
+ \left. 2\sin 2\theta_3 \cos(2\phi_{31}) \sqrt{T_0(1 - T_0)T_\pi(1 - T_\pi)} + \sin 2\theta_4 \cos(2\phi_{41}) \sqrt{(1 - T_0)(1 - T_\pi)}[T_0 + T_\pi] \right\}.
$$

(A10)

Flow equations for the remaining three mixing angles can be generated by exploiting underlying symmetries of the problem. The set of nine independent variables which characterizes the S-matrix obeys three symmetries. Two “pinch-off” symmetries exist; the duality between the fully closed (II) and fully open (CC) single-electron phases implies that the system of flow equations is invariant with respect to the exchange $T_{0/\pi} \leftrightarrow (1 - T_{0/\pi})$ and either the exchange of lead indexes $2 \leftrightarrow 4$ or $1 \leftrightarrow 3$. The third symmetry is a cyclic relabeling of the lead indexes as well as an exchange of the definitions of pinched off and open, due to the system’s invariance under properly-treated (with respect to valley) $90^\circ$ rotations. Therefore the system is also invariant under the exchange $T_{0/\pi} \leftrightarrow (1 - T_{0/\pi})$ and $1 \rightarrow 2, 2 \rightarrow 3, 3 \rightarrow 4, 4 \rightarrow 1$. Independent calculations of $d\theta_i/dl$ confirm these properties.

We can see immediately that for $\epsilon_- = 0$, all $\theta_i$ are marginal. In this case, the system has $U(2)$ symmetry at each lead and all band index rotations can be gauged out. The dependence of $d\theta_i/dl$ on $\theta_{ij} \neq 1$ can also be suppressed by tuning the scattering phase $\phi_{ij}$ closer to $\pi/4$, which amounts to having a $\pi/2$ scattering phase difference between the 0 and $\pi$ bands.

Calculating the flow equations for scattering phases $\phi_{ij}$ requires, conversely, tracing over open paths in diagrams, which allows phase to accumulate throughout the summation instead of being canceled out pairwise as frequently occurred in the calculation of $d\theta_i/dl$. Specializing for the moment towards obtaining $d\phi_A/dl$, we can note the following:

$$
\text{Tr}[S_{12}] = (t_0 e^{i\phi_A} + t_{\pi} e^{-i\phi_A}) \cos \left( \frac{\theta_1 - \theta_2}{2} \right)
$$

$$
\text{Tr}[S_{12}]^2 = \cos^2 \left( \frac{\theta_1 - \theta_2}{2} \right) [T_0 + T_{\pi} + 2\sqrt{T_0T_{\pi}} \cos 2\phi_A]
$$

(A11)

where the correspondence between the subscripts $A - D$ and the lead indexes $i,j$ comes from Eq. (A3). This can be differentiated, and, with a considerable amount of algebra, used to obtain first order flow equations for the scattering phases. While the specifics of this calculation differ from those of obtaining the $d\theta_i/dl$, the key point about the summation over + and − possibilities when converting to the $d\phi_{ij}/dl$ basis remains for both the one- and three-S-matrix products here, again greatly simplifying the algebra for the required trace calculations. Utilizing this fact, we obtained an explicit flow equation for scattering phase $\phi_A$:

$$
\frac{d\phi_A}{dl} = \frac{1}{4} \epsilon_+\epsilon_- \tan \left( \frac{\theta_1 - \theta_2}{2} \right) \left\{ \sin 2\theta_1 \sin 2\theta_2 \sqrt{T_0T_{\pi}}[2 - T_0 - T_{\pi}] \right.
$$
$$
+ \sin 2\theta_3 \sqrt{(1 - T_0)(1 - T_{\pi})} \left[ (T_0 + T_{\pi}) \sin (2\phi_C) - 2\sqrt{T_0T_{\pi}} \sin (2(\phi_A - \phi_C)) \right]
$$
$$
- \left. \sin 2\theta_4 \sqrt{(1 - T_0)(1 - T_{\pi})} \left[ (T_0 + T_{\pi}) \sin (2\phi_B) - 2\sqrt{T_0T_{\pi}} \sin (2(\phi_A - \phi_B)) \right] \right\}.
$$

(A12)

The flow equations for $\phi_{B - D}$ can be obtained by exploiting pinch-off and cyclic symmetries as well as the redundancy of $\phi_D$ (Eq. (A3)). As with the $\theta_i$, one can observe that for the $U(2)$ symmetric case of $\epsilon_- = 0$, all $\phi_{ij}$ are also marginal and can be gauged away. One can also observe that $d\phi_{ij}/dl = 0$ when $\theta_i = \theta_j$, as in that case there is no relative interband scattering between leads $i$ and $j$ and $\phi_{ij}$ can be gauged out. Only two unique stability calculations are required, as the four critical points on the boundary of the square are related by pinch-off and band-index-exchange symmetries.


2. Quantum Critical Point Stability

We can now utilize the flow equations for $\theta_i$ and, to a lesser extent, $\phi_{ij}$ to determine the stability of the $\theta_i = \phi_{ij} = 0$ surface quantum critical points in Fig. 5.

We will begin by considering the $T_0 = T_\pi = 1/2$ central quantum critical point, which controls the direct transition between the fully pinched-off (II) and fully-open (CC) phases. Expanding the $\theta_i$ to linear order:

$$
\frac{d}{dl} \begin{pmatrix} \theta_1 \\ \theta_2 \\ \theta_3 \\ \theta_4 \end{pmatrix} = -\frac{1}{2} \epsilon_- \epsilon_+ M \begin{pmatrix} \theta_1 \\ \theta_2 \\ \theta_3 \\ \theta_4 \end{pmatrix} \quad (A13)
$$

$$
M_{ij} = \cos 2\phi_{ij} \quad (A14)
$$

which gives two Lyapunov exponents of zero and two of $\lambda_\pm = -\epsilon_+ \epsilon_- \left\{ 1 \pm \frac{1}{4} \sum_{i,j} \cos 4\phi_{ij} \right\}$. Both $\lambda_\pm$ eigenvalues are either zero or negative for all choices of the independent $\phi_{A-C}$. Given the high symmetry of this central quantum critical point, it is unlikely that the $\lambda = 0$ marginal directions correspond to instabilities at higher orders.

The four external critical points which control the transitions to and from the mixed (M) phase can be handled similarly, but with an attention to the expansions used to arrive at this analysis. As our model is invariant under global exchange $0 \leftrightarrow \pi$ and the pinch-off symmetries, we perform stability analysis on just one of the four critical points and relate the rest by symmetry.

Choosing the critical point at $T_0 = 0, T_\pi = \gamma/2$, we can again construct a stability matrix:

$$
\frac{d}{dl} \begin{pmatrix} \theta_1 \\ \theta_2 \\ \theta_3 \\ \theta_4 \end{pmatrix} = -\frac{1}{2} \epsilon_+ \epsilon_- \gamma N \begin{pmatrix} \theta_1 \\ \theta_2 \\ \theta_3 \\ \theta_4 \end{pmatrix} \quad (A15)
$$

$$
N = 1 + \sqrt{1 - \frac{\gamma}{2}} \begin{pmatrix} 0 & 0 & 0 & \cos 2\phi_B \\ 0 & 0 & \cos 2\phi_C & 0 \\ 0 & \cos 2\phi_C & 0 & 0 \\ \cos 2\phi_B & 0 & 0 & 0 \end{pmatrix} \quad (A16)
$$

Acknowledging that, as we have expanded to linear order in $\epsilon_-, \gamma \approx 2 - 4\epsilon_- / \epsilon_+$, all of the off-diagonal terms become infinitesimal and we are left with:

$$
\frac{d}{dl} \begin{pmatrix} \theta_1 \\ \theta_2 \\ \theta_3 \\ \theta_4 \end{pmatrix} = -\epsilon_+ \epsilon_- \left( 1 - \frac{2\epsilon_-}{\epsilon_+} \right) \begin{pmatrix} \theta_1 \\ \theta_2 \\ \theta_3 \\ \theta_4 \end{pmatrix} \quad (A17)
$$

which clearly has strictly negative Lyapunov exponents up to this order of expansion.

Appendix B: Resolving the Fixed Line in the U(2) Symmetric Case

The flow diagram in Fig. 4 obtained by perturbation theory to quadratic order in the interactions, suitably describes the transport physics of single-electron-tunneling phases for most ranges of infinitesimal interactions $\epsilon_+$ and $\epsilon_-$. However, when $\epsilon_- = 0$, Eqs. (3.13) become symmetric under arbitrary U(2) transformations in band index space and describe a fixed line $T_0 + T_\pi = 1$. In this appendix, we use bosonization at the $T_0 = 0, T_\pi = 1$ “M-phase” fixed point to determine whether this fixed line is a genuine physical phenomenon or an artifact of our $O(c^2)$ perturbation theory. The first section of this appendix details the derivation of a Euclidean action about an M fixed point, working from the action for the fully-open CC phase. The second section utilizes that action to calculate flow equations beyond quadratic order in the vicinity of the M phase, resolving the fixed line to additional fixed points for weak-to-moderate interactions.

1. Deriving the Euclidean Action for the $T_0 = 0, T_\pi = 1$ M-Phase Fixed Point

To examine the higher-order behavior of tunneling processes about the $T_0 = 0, T_\pi = 1$ corner fixed point in Fig. 5, we have to first obtain a theory for that fixed point in terms of our existing theory for the $T_0, T_\pi = 1$, fully-open fixed point. As we will be focusing on the fate of the quadratic-order fixed line at $q_- = 1$, we will for the purposes of this calculation specialize to $g_+ = g_-, g_- = 1$. Integrating out the $\phi_{+, -, c/ s}$ sectors in Eq. (2.16), we can propose as a starting point the Euclidean action about the CC fixed point:

$$
S_{CC} = \frac{1}{4\pi \beta} \sum_{\omega_n} |\omega_n| \left[ \frac{1}{g} \theta^2_{+c} + \theta^2_{+s} + \theta^2_{-c} + \theta^2_{-s} \right] \quad (B1)
$$

or

$$
S_{CC} = \frac{1}{4\pi \beta} \sum_{\omega_n} |\omega_n| \left( \theta_{+, c} \theta_{+, s} \theta_{-, c} \theta_{-, s} \right) g \begin{pmatrix} \theta_{+c} \\ \theta_{+s} \\ \theta_{-c} \\ \theta_{-s} \end{pmatrix} \quad (B2)
$$

where

$$
g = \begin{pmatrix} g & 0 & 0 & 0 \\ 0 & \frac{1}{g} & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} \quad (B3)
$$

We can introduce weak tunneling processes,
\[ V_{0/\pi} = \frac{v_{0/\pi}}{2} \left[ \psi_{R_{c\uparrow}}^{0/\pi} \psi_{L_{c\uparrow}}^{0/\pi} + \psi_{R_{s\downarrow}}^{0/\pi} \psi_{L_{s\downarrow}}^{0/\pi} + H.C. \right] \]
\[ = 2v_{0/\pi} \cos \left[ \frac{\theta_{+c} + \theta_{-c}}{2} \right] \cos \left[ \frac{\theta_{+s} + \theta_{-s}}{2} \right] \]  
(B4)

which will generally be present within the vicinity of the \( T_0 = T_\pi = 1 \) fixed point. Both of these processes are just single-electron tunneling, so as described in II B, they are marginal or irrelevant (\( \Delta(v_0) = \Delta(v_\pi) = \frac{1}{4}(g + 1/g + 2) \)) for all values of \( g \), such that we may arbitrarily increase the coupling strength \( v_0/\pi \) without new, additional tunneling processes becoming relevant. Respecting time-reversal, valley-index, and band-index symmetries, \( v_{0/\pi} \) are restricted to live in the plane of \( \theta \) and therefore turning up \( v_{0/\pi} \) represents motion away from the CC fixed point along the \( T_0/T_\pi \) axes respectively.

For this reason, we need to return \( S_{CC} \) to the \( 0, \pi \) basis so that we can generate an M phase action by taking the tunneling strength \( v_\pi \rightarrow \infty \) and “pin off” just the \( \pi \) band. From our bosonization work in II and utilized earlier in this appendix, we recall that \( \theta_{\pm c} = \theta_{0a} \pm \theta_{\pi a} \) where \( a, b = c, s \). To separate the cosine products, we also will want to return to the “chirality” basis of our original electron operators by mixing charge and valley sectors \( \theta_{c,\downarrow/\uparrow} = \theta_{ac} \pm \theta_{as} \), where \( \alpha = 0, \pi \). Combining these definitions, we create the unitary change-of-basis

\[ \begin{pmatrix} \theta_{+c} \\ \theta_{+s} \\ \theta_{-c} \\ \theta_{-s} \end{pmatrix} = \mathbb{Y} \begin{pmatrix} \theta_{0\uparrow} \\ \theta_{0\downarrow} \\ \theta_{\pi\uparrow} \\ \theta_{\pi\downarrow} \end{pmatrix} \]  
(B5)

where

\[ \mathbb{Y} = \frac{1}{2} \begin{pmatrix} 1 & 1 & 1 & 1 \\ 1 & -1 & 1 & -1 \\ 1 & 1 & -1 & -1 \\ 1 & -1 & -1 & 1 \end{pmatrix} \]  
(B6)

and we can note that \( \mathbb{Y}^T = \mathbb{Y}^{-1} = \mathbb{Y} \). Under this transformation, the action becomes

\[ S_{CC} = \frac{1}{\pi \beta} \sum_{\omega_n} |\omega_n| \left( \theta_{0\uparrow} \theta_{0\downarrow} \theta_{\pi\uparrow} \theta_{\pi\downarrow} \right) \mathbb{Y} \mathbb{g} \mathbb{Y} \begin{pmatrix} \theta_{0\uparrow} \\ \theta_{0\downarrow} \\ \theta_{\pi\uparrow} \\ \theta_{\pi\downarrow} \end{pmatrix} \]

(B7)

where \( \mathbb{Y} \mathbb{g} \mathbb{Y} \) separates into blocks:

\[ \mathbb{Y} \mathbb{g} \mathbb{Y} = \frac{1}{4} \begin{pmatrix} A & B \\ B & A \end{pmatrix} \]  
(B8)

where

\[ A = \frac{1}{4 \left( \frac{1}{g} - g + 2 \right)} \begin{pmatrix} 0 & 1 + g \\ 0 & 1 - g \end{pmatrix} \]
\[ B = \frac{1}{4 \left( \frac{1}{g} + g - 2 \right)} \begin{pmatrix} 1 - g & 0 \\ 1 + g & 0 \end{pmatrix}. \]  
(B9)

Finally, this allows us to rewrite the interactions \( V_{CC} = V_0 + V_\pi \) in the band and chirality basis:

\[ V_{CC} = v_0 \left[ \cos \theta_{0\uparrow} + \cos \theta_{0\downarrow} \right] + v_\pi \left[ \cos \theta_{\pi\uparrow} + \cos \theta_{\pi\downarrow} \right]. \]  
(B10)

The most general action, to first order in irrelevant electron tunneling processes, is then:

\[ S = S_{CC} + \int_0^\beta \frac{dt}{\tau_c} V_{CC}. \]  
(B11)

To drive towards the \( T_0 = 1, T_\pi = 0 \) fixed point, we need only take \( v_\pi \rightarrow \infty \), as we have already established \( v_0 \) and \( v_\pi \) as the quantities which push back along the \( T_0 \) and \( T_\pi \) axes respectively.

To massage something useful out of this strong-tunneling limit, we can utilize an extreme limit of the Villain approximation, following procedurally a longer formulation of the Kane-Fisher problem\(^{20}\). Note that the partition function is the product of the contribution from \( S_{CC} \) and a term of the form \( \exp \left[ -v_\pi \int dt \cos \theta \right] \). As \( v_\pi \rightarrow \infty \), the entire partition function is zeroed out except when \( \cos \theta = 0 \). Acknowledging this, one can make the substitution of \( \exp \left[ -v_\pi \int dt \cos \theta \right] \rightarrow \sum_m e^{im\theta} \) where \( m \) is now a discrete step in \( \pi \). The partition function can then be integrated over \( \theta \) once we complete the square to give a new Gaussian effective action in terms of the integer \( m \). Now, we can define \( m = \partial_c \phi/2\pi \), such that in the frequency domain, our bare action has the same form and an inverse Luttinger parameter. Hopping events between the minima of \( \cos \theta \) are instantons whose term in the action takes the form \( t \int dt \cos \phi \), the same as if we had defined our electron operators as exponentials of \( \phi \) fields and examined tunneling about the bare action. This duality between strong electron tunneling in \( \theta \) and weak quasiparticle backscattering in \( \phi \) is a key feature of the Kane-Fisher problem for single-impurity scattering in Luttinger liquids. Its physical implications, as well as a much more detailed derivation of it, can be found in Ref.\(^{21}\)

For four-terminal quantum point contacts, however, this duality manifests itself as a duality between strong left-to-right electron tunneling and weak top-to-bottom electron backscattering\(^{22}\). Therefore, our ultimate goal is to arrive at \( \phi \) operators which correspond to the \( t_{\pi}^{\uparrow} \) tunneling processes in Fig. 4 about an \( M \) point in Fig. 8 for which only the \( \pi \) band is pinched off.

In our problem, the result of taking \( v_\pi \rightarrow \infty \) and utilizing this trick is a fair bit more complicated due to the
larger set of operators in the action and the matrix nature of the interactions. Let’s begin with the large $v_x$ having locked the $V_x$ cosines into $\delta$-function contributions to the partition function such that now,

$$S = \sum_{\omega_n} \left\{ \frac{|\omega_n|}{4\pi\beta} \left[ \left( \theta_{0\uparrow} \theta_{0\downarrow} \right) A \left( \theta_{0\uparrow} \theta_{0\downarrow} \right) + 2 \left( \theta_{0\uparrow} \theta_{0\downarrow} \right) B \left( \theta_{0\uparrow} \theta_{0\downarrow} \right) + \left( \theta_{\pi\uparrow} \theta_{\pi\downarrow} \right) \right] 
+ \left( \text{im}_1 \theta_{\pi\uparrow} + \text{im}_2 \theta_{\pi\downarrow} \right) \right\} + \int_0^\beta \frac{d\tau}{\tau} \left[ v_0 \left( \cos \theta_{0\uparrow} + \cos \theta_{0\downarrow} \right) + T_\pi \right]$$

(B12)

where we multiplied out $\Upsilon g Y$, $T_\pi$ is the first-order instanton tunneling term in the dual $\pi$ operators, and the partition function now includes additional sums over $m_1, m_2$, with

$$m_{1/2} = \frac{\dot{\phi}_{\pi,\uparrow/\downarrow}}{2\pi} \quad \text{(B13)}$$

$$S_M = \frac{1}{4\pi\beta} \sum_{\omega_n} |\omega_n| \left[ \left( \theta_{0\uparrow} \theta_{0\downarrow} \right) \left[ A - \mathbb{E} \mathbb{A}^{-1} \mathbb{B} \right] \left( \theta_{0\uparrow} \theta_{0\downarrow} \right) + \left( \phi_{\pi\uparrow} \phi_{\pi\downarrow} \right) \mathbb{A}^{-1} \left( \phi_{\pi\uparrow} \phi_{\pi\downarrow} \right) + 2 \text{sgn}(\omega_n) \left( \theta_{0\uparrow} \theta_{0\downarrow} \right) \mathbb{E} \mathbb{A}^{-1} \left( \phi_{\pi\uparrow} \phi_{\pi\downarrow} \right) \right]$$

(B14)

where we have, for now, omitted the valley- and band-index-symmetric single-electron tunneling about this new M-phase action $V_M = V_0 + T_\pi$ for which $V_0 = v_0 [\cos \theta_{0\uparrow} + \cos \theta_{0\downarrow}]$. From here, we can, with a little massaging, arrive at a partially-dual theory for an M-phase fixed point:

$$S = S_M + \int_0^\beta \frac{d\tau}{\tau} V_M \quad \text{(B15)}$$

$$S_M = \frac{1}{4\pi\beta} \sum_{\omega_n} |\omega_n| \left( \theta_{0\uparrow} \theta_{0\downarrow} \phi_{\pi\uparrow} \phi_{\pi\downarrow} \right) \begin{pmatrix} C(\alpha) & \text{sgn}(\omega_n) \alpha \sigma_x \\ -\text{sgn}(\omega_n) \alpha \sigma_x & C(-\alpha) \end{pmatrix} \begin{pmatrix} \theta_{0\uparrow} \\ \theta_{0\downarrow} \\ \phi_{\pi\uparrow} \\ \phi_{\pi\downarrow} \end{pmatrix}$$

(B16)

where

$$C(\alpha) = \begin{pmatrix} 1 & \alpha \\ \alpha & 1 \end{pmatrix}, \quad \alpha = \frac{1 - g}{1 + g} \quad \text{(B17)}$$

The tunneling terms consist of the remaining weak, top-to-bottom electron tunneling for the 0 band as well as new terms for weak, left-to-right electron tunneling for the $\pi$ band:

$$V_M = v_0 \left[ \cos \theta_{0\uparrow} + \cos \theta_{0\downarrow} \right] + t_\pi \left[ \cos \phi_{\pi\uparrow} + \cos \phi_{\pi\downarrow} \right] \quad \text{(B18)}$$

where $t_\pi$ is now the tunneling strength which, if taken to be very large, pinches off the $\pi$ band and returns the system to the CC fixed point.
We can now calculate many-body correlation functions about this theory, and so before we go on in the next section to calculate them and obtain corrections about the M-phase fixed point, we will explore the symmetries and limitations of this theory.

The first point to note is that, as explored in Ref. [28] there should be symmetry in this problem, under the exchange \( g \leftrightarrow 1/g \). Here, that manifests itself as \( \alpha \leftrightarrow -\alpha \), which exchanges \( \theta_{\alpha,u} \leftrightarrow \phi_{\alpha,u} \). Therefore, we can perform our analysis of electron tunneling in the \( \theta_{\alpha,u} \) variables for \( \alpha \geq 0 \), \( g > 1 \), understanding that the analysis extends by symmetry to \( \alpha < 0 \), \( g < 1 \).

Calculating the single-particle correlation functions of operators, we can see that the diagonal pairings, \( \langle e^{i\theta_{\alpha,u}(\tau)}e^{i\theta_{\beta,u}(\tau)} \rangle \sim 1/\tau^2 \) for \( \alpha = \beta, u = v \) are marginal (\( \Delta = 1 \)). Off-diagonal pairings (\( \alpha \neq \beta, u \neq v \)) are less simple and, as indicated by the structure of \( S_M \), are affected by commutivity issues. Without delving into the details of each single-particle correlator in this formulation of the problem, it suffices to note that there exists, for \( g > 1 \), off-diagonal tunneling processes for which \( \Delta = 2 - 2\alpha \). When \( \alpha \) becomes larger than \( 1/2 \), these processes become relevant and destabilize the M-phase corner fixed point. Therefore, taking into account the symmetries which relate those processes to the equivalent processes for \( \alpha < 0 \), we can state that our theory of \( S_M \) is only valid for \(-1/2 < \alpha < 1/2 \), or for \( 1/3 < g < 3 \). These limitations on interaction strength are quite reasonable, as we have yet to even consider the two-body processes, which about the CC/II phases are only irrelevant for \( 1/2 < g < 2 \) (Fig. [3]). In the subsequent section, we will in fact only consider correlations about \( S_M \) perturbatively about \( g = 1 \) to obtain corrections to Eq. (3.13).

2. Cubic-Order Fixed Points about the M Phase for \( g_{-} \approx 1 \)

In this section, we will, using the \( S_M \) theory established in the previous section, develop quartic-order flow equations for \( v_0 \) and \( t_\pi \) for \( g_{-} = 1, g_{+} = g \). After establishing the flow in those variables, we will relate \( v_0 \) and \( t_\pi \) to \( T_{0u/\pi} \) in Eq. (3.13). Expanding \( g = 1 + \epsilon \), we will develop the cubic-order corrections to Fig. 7 close to the M-phase fixed points and obtain the schematic phase diagram Fig. 8.

There are two correlation functions for each coupling coefficient that we must calculate and rescale to obtain flow equations, as indicated by the two non-zero, off-diagonal elements for each operator in \( S_M \). For now, we will work just with the \( v_0 \) renormalization and then use band-index-exchange and pinch-off symmetries to relate them to the flow of \( t_\pi \).

Working first with only the \( \theta_{01} \) operator,

\[
G_v(\tau) = v_0^3 \int_{-\infty}^{\infty} d\tau_1 d\tau_2 \left[ e^{i\theta_{01}(\tau_1)}e^{i\theta_{01}(\tau_2)} - e^{i\theta_{01}(\tau_1)}e^{-i\theta_{01}(\tau_2)} \right] - \langle e^{i\theta_{01}(\tau_1)}\rangle \langle e^{i\theta_{01}(\tau_2)} \rangle
\]

\[+ v_0^2 \int_{-\infty}^{\infty} d\tau_1 d\tau_2 \left[ e^{i\theta_{01}(\tau_1)}e^{i\phi_{\pi}(\tau_2)} - e^{i\theta_{01}(\tau_1)}e^{-i\phi_{\pi}(\tau_2)} \right] - \langle e^{i\theta_{01}(\tau_1)}\rangle \langle e^{i\phi_{\pi}(\tau_2)} \rangle \]  

(B19)

where \( G_v \) is the correction to the single-particle Green’s function for \( \theta_{01} \) such that \( v_0' = v_0 + G_v \). As before, \( T_\tau \) is the time-ordered product and for each \( \tau \) the integrals, the second term is the trivial, disconnected piece. Taking into account all possible time orderings, we can rewrite this

\[
G_v(\tau) = v_0^3 \int_{-\infty}^{\infty} d\tau_1 d\tau_2 \frac{1}{\tau_{12}} \left[ \left( \frac{\tau_1}{\tau_2} \right)^{2\alpha} - 1 \right]
\]

\[+ v_0^2 \int_{-\infty}^{\infty} d\tau_1 d\tau_2 \frac{1}{\tau_{12}} \left[ \Theta(\tau \notin (\tau_1, \tau_2)) + e^{2\pi i \alpha} \Theta(\tau_1 < \tau < \tau_2) + e^{-2\pi i \alpha} \Theta(\tau_2 < \tau < \tau_1) - 1 \right]
\]  

(B20)

where \( \tau_{12} = \tau_1 - \tau_2 \) and \( \Theta(\tau_1, \tau_2) \) is the Heaviside step function expressed in conditional notation. These integrals can be performed analytically and, after a bit of work, we arrive at an explicit equation for \( G_v(\tau) \):

\[
G_v(\tau) = v_0' - v_0 = \log b \left[ 4v_0^3 \pi \alpha \tan(\pi \alpha) - 4v_0 t_\pi^2 \sin^2(\pi \alpha) \right]
\]  

(B21)
where \( b \) is the time-integral cutoff. Rescaling \( b \to b e^{-t} \) and taking into account the flow equations' invariance under combined exchange \( v_0 \leftrightarrow t_{\pi}, \alpha \leftrightarrow -\alpha \), we arrive at our higher-order flow equations:

\[
\frac{dv_0}{dl} = 4v_0^3\pi \alpha \tan(\pi \alpha) - 4v_0 t_{\pi}^2 \sin^2(\pi \alpha) \\
\frac{dt_{\pi}}{dl} = 4t_{\pi}^3\pi \alpha \tan(\pi \alpha) - 4v_0^2 t_{\pi} \sin^2(\pi \alpha) \quad (B22)
\]

which are valid only in a perturbative vicinity of this M-phase fixed point and for weak-to-moderate interactions.

Now, to answer our initial question, we will examine the consequences of our new flow equations near the vicinity of the possible fixed line in Fig. 7b. Expanding \( g = 1 + \epsilon_+ + \alpha^2 = \epsilon_+^2 / 4 \) such that Eq. (B22) reduces to the \( \epsilon_- = 0 \) limit of Eq. (3.13) under the substitution:

\[
v_0 = \sqrt{1-T_0} / \pi, \quad t_{\pi} = \sqrt{T_{\pi}}. \quad (B23)
\]

\[
\frac{d}{dl}(1-T_0) = -4\epsilon_+ \epsilon_- (1-T_0) + 2(1-T_0)^2 \left[ \epsilon_+^2 + \frac{\pi^2 \epsilon_+^4}{12} \right] - 2(1-T_0) T_{\pi} \left[ \epsilon_- + \frac{\pi^2 \epsilon_-^4}{12} \right]
\]

\[
\frac{dT_{\pi}}{dl} = -4\epsilon_+ \epsilon_- T_{\pi} + 2T_{\pi} \left[ \epsilon_+ + \frac{\pi^2 \epsilon_-^4}{12} \right] - 2(1-T_0) T_{\pi} \left[ \epsilon_- + \frac{\pi^2 \epsilon_-^4}{12} \right]. \quad (B25)
\]

Equation (B2) contains a few points of interest. First and foremost, it reflects the pinch-off symmetry in its invariance under the exchange \( (1-T_0) \leftrightarrow T_{\pi} \). It also contains fixed points at \( T_0 = 1 - \frac{2\epsilon_-}{\epsilon_+}, \quad T_{\pi} = 0 \) and at \( T_0 = 0, \quad T_{\pi} = 2\epsilon_- / \epsilon_+ \), in agreement with the small \( \epsilon_- / \epsilon_+ \) limit of Fig. 7b. We specifically normalized our correlations about \( S_M \) to fix this agreement, such that we could locate at quartic order in \( \epsilon_+ \) any local quantum critical points which control the transition between the CC/II and M phases.

On the line \( 1-T_0 = T_{\pi} \), Eq. (B2) admits an additional fixed point at

\[
1-T_0 = T_{\pi} = \frac{12 \epsilon_-}{\pi^2 \epsilon_+^4}. \quad (B26)
\]

when \( 1-T_0 \ll 1, \quad T_{\pi} \ll 1 \). We also know that the linear terms in \( dT_0/dl \) must agree with any local expansion in the \( T_0-T_{\pi} \) plane, such that we can restore flow to linear order in \( \epsilon_- \) near the M-phase by extracting the leading term in Eq. (3.13):

\[
\frac{dT_0}{dl} \bigg|_{\mathcal{O}(\epsilon_+ \epsilon_-)} = 4\epsilon_+ \epsilon_- (1-T_0) \\
\frac{dT_{\pi}}{dl} \bigg|_{\mathcal{O}(\epsilon_+ \epsilon_-)} = -4\epsilon_+ \epsilon_- T_{\pi} \quad (B24)
\]

where we have used the same approximation \( 1-T_0 \ll 1, \quad T_{\pi} \ll 1 \). Combining this with an expansion of Eq. (B22) to quartic order in \( \epsilon_+ \), we obtain, finally, higher-order flow equations about an M-phase fixed point:

Relevant flow lines from this point head off towards the central \( T_0 = T_{\pi} = 1/2 \) critical point, even in the \( \epsilon_- = 0 \) case when this point converges with the other critical points at the corner. Therefore, this point stands as a demonstration that the fixed line in Fig. 7b is an artifact of \( \mathcal{O}(\epsilon_+^2) \) perturbation theory, at least in the vicinity of the \( T_0 = 1, \quad T_{\pi} = 0 \) M point. It is most likely that this flow away from the M point continues, to lowest order, all the way to the central quantum critical point. This infers that the phase diagram of this system for weak-to-moderate interactions is best described by the schematic Fig. 8.
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