Detecting local earthquakes via fiber-optic cables in telecommunication conduits under Stanford University campus using deep learning

Fantine Huot\textsuperscript{1}, Robert Clapp\textsuperscript{1}, and Biondo L. Biondi\textsuperscript{1}

\textsuperscript{1}Stanford University
\textsuperscript{1}397 Panama Mall, University Stanford, CA 94305, USA

Key Points:

- We use fiber-optic cables in telecommunication conduits under Stanford University campus to record seismicity
- We train a neural network to automatically detect small local earthquakes on the recorded data
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Corresponding author: Fantine Huot, fantine@sep.stanford.edu
Abstract
With fiber-optic seismic acquisition development, continuous dense seismic monitoring is becoming increasingly more accessible. Repurposing fiber cables in telecommunication conduits makes it possible to run seismic studies at low cost, even in locations where traditional seismometers are not easily installed, such as in urban areas. However, due to the large volume of continuous streaming data, data collected in such a manner will go to waste unless we significantly automate the processing workflow. We train a convolutional neural network (CNN) for earthquake detection using data acquired over three years by fiber cables in telecommunication conduits under Stanford University campus. We demonstrate that fiber-optic systems can effectively complement sparse seismometer networks to detect local earthquakes. The CNN allows for reliable earthquake detection despite a low signal-to-noise ratio and even detects small-amplitude previously-uncataloged events.

Plain Language Summary
New technological developments allow us to record vibrations inside the Earth using fiber-optic cables, the same type of cables that constitute the backbone of the internet. We use the fiber cables in the telecommunication conduits under Stanford University campus to record vibrations over 3 years and monitor local earthquakes. This system records large data volumes that require automated processing methods. We train a machine learning model for earthquake detection on these data. This machine learning model helps us identify previously undetected small earthquakes.
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1 Introduction
Local small-amplitude earthquakes can provide valuable information about an area’s fault location and characteristics (Stoffer, 2006; Field et al., 2015). A better understanding of local fault structures helps minimize risk in earthquake-prone areas, especially in urban areas with high population density. Cities are sometimes equipped with strong-motion sensors to monitor medium to large magnitude earthquakes. Still, these sensors do not record small local events (Lay et al., 2002) that could give additional clues as to precise fault location. Recording small-amplitude earthquakes requires a dense array of continuously recording seismometers. Such sensors, however, are rarely deployed in the middle of cities, where the anthropogenic seismic noise is high, and sensors are prone to tampering. Moreover, seismometers can only provide sparse geographical coverage and are thus not necessarily close to the seismic events of interest.

Over the last decade, a technology called distributed acoustic sensing (DAS) has been developed that uses fiber-optic cables to record strain along the cable. It is increasingly adopted in the energy industry, with applications ranging from hydraulic fracturing monitoring (Bakku, 2015), CO$_2$ sequestration monitoring (Daley et al., 2013), geothermal monitoring (Lellouch et al., 2020, 2021), to time-lapse imaging of reservoirs (Mateeva et al., 2013). More recently, DAS acquisitions are deployed in the near-surface for earthquake monitoring (Lindsey et al., 2017; Biondi, Yuan, et al., 2021). Repurposing the fiber cables from the existing telecommunication infrastructure makes it possible to record dense continuous seismic data in urban areas at low cost. The additional spatial information provided by dense recordings is valuable for
identifying, characterizing, and separating signal from noise. From 2016 to 2019, we connected a DAS interrogator unit to the fiber cables in telecommunication conduits under Stanford University campus, recording years of continuous seismic data (Huot et al., 2017; Martin et al., 2018; Martin & Biondi, 2018; Biondi, Clapp, et al., 2021).

Taking advantage of pre-existing fibers for seismic acquisition shows excellent promise for earthquake monitoring. In 2019, a rapid-response experiment was deployed using the infrastructure fiber cables along nearby highways after the M 7.1 Ridgecrest earthquake in California (Karrenbach et al., 2019; Li et al., 2021). By applying template matching to the recorded data, they detected abundant aftershocks on multiple faults near the epicenter of the mainshock. Given the widespread fiber networks worldwide, DAS can deliver fast and high-resolution seismic monitoring and promote better understanding of earthquake physics.

The processing of dense continuous acquisitions, however, can quickly become computationally prohibitive due to the large amounts of recorded data. The Stanford DAS array, for instance, recorded continuously at 50 samples per second for three years, requiring automated processing methods to uncover the data’s full potential. Furthermore, the signal-to-noise ratio (SNR) of the recordings can vary significantly along the cable. The coupling with the ground varies at different portions of the conduits, and anthropogenic sources such as car traffic generate strong amplitude noise. These limitations render this type of data unsuitable for conventional thresholding-based earthquake detection methods such as short-term average to long-term average (STA/LTA).

In the Ridgecrest study mentioned above, the aftershocks were detected by template matching, which requires an initial waveform template. Such a template is not readily available for the detections of small events on undocumented faults. An attractive alternative to this approach is the usage of supervised learning. Once a machine learning (ML) model is trained, application to newly acquired fiber data, possibly even continuously, can potentially remove many bottlenecks of traditional processing. Neural networks have been shown to be successful at earthquake detection on seismometer recordings (Perol et al., 2018; Huot, Biondi, & Beroza, 2018; Zhang et al., 2019; Zheng et al., 2020). Recent studies demonstrate that they also have great potential for waveform-based event detection on continuous fiber recordings in the presence of coherent noise (Huot et al., 2017; Martin et al., 2018; Huot, Martin, & Biondi, 2018; Huot & Biondi, 2018).

Herein, we train a convolutional neural network (CNN) for earthquake detection on the three years of data recorded by the Stanford DAS array. Once the network is trained, it can process continuous data in a matter of seconds, allowing real-time processing to be done using only one V100 GPU. This study is a prototype experiment for repurposing infrastructure fiber cables for seismic analysis. The acquisition presented here is but a first attempt and has several limitations. First, the coupling with the ground is not very good and varies significantly over different portions of the fiber, affecting the signal quality throughout the recorded data. The recording system was not the latest generation, and systems available today would deliver significant improvements in the SNR of the recorded data. In addition, this array is relatively small, 600 m along its widest dimension, limiting precise event localization and source mechanism analysis. Indeed, source localization involves solving an inverse problem, matching arrival times at different locations. A small array does not provide sufficient aperture to achieve useful resolution. Therefore, this study focuses primarily on the array’s detection capabilities. We demonstrate that despite these limitations, this DAS array can detect small local earthquakes and effectively complement the sparse seismometer network in the area. Larger DAS arrays should provide the information needed for the event localization.
The Stanford DAS array is a figure-eight-shaped array of 2.4 km of fiber cables in the telecommunication conduits underneath the Stanford University campus (Figure 1). It measures 600 meters along its widest dimension. We recorded the data continuously between 2016 and 2019 with a DAS interrogator unit (ODH3 from OptaSense) measuring strain rate at an 8 m channel spacing. The cables lie loosely in the conduits under a mix of natural and manufactured materials. Therefore, the quality of the signal and the coupling with the ground varies significantly throughout the array. The campus has many anthropogenic noise sources, with various roads with different traffic levels, quarry blasts within 15 km, plumbing and HVAC systems throughout, and multiple construction sites. Therefore, despite being in a suburban environment, this DAS array faces many of the same challenges as more urban acquisitions. The data is recorded at 50 samples per second, resulting in over 10 TB of data. Consequently, manual inspection of most data is infeasible, making automation tools critical to extracting the full value from the data.

The Stanford DAS array can capture the energy from local earthquakes. In Figure 2, we identify the arrival of the M 1.34 Felt Lake earthquake on July 12th, 2017 (Martin et al., 2017), originating at 5.3 km from the array. This observation confirms that we can repurpose existing infrastructure to monitor small-amplitude local earthquakes. We can validate the detection of local earthquakes with the data from the two nearest continuously recording seismometer stations (Figure 1). Both are 3-component broadband seismometers. The Stanford Telescope, or JSFB station, is located at 1.7 km of the Stanford array. The Jasper Ridge Biological Preserve, or JRSC station, is located at 5.8 km of the Stanford array. For small events close to the Stanford array, such as the Felt Lake earthquake presented in Figure 2, only the nearby Stanford Telescope seismometer (located 4.8 km away from the Felt Lake earthquakes’ epicenter) provides unambiguous validation of the event being an earthquake. The signal from the Jasper Ridge seismometer (located 7.1 km away from the Felt Lake earthquakes epicenter) is more ambiguous for this detection task.
Figure 2. Example small-amplitude local earthquake recorded by the Stanford DAS array: an M 1.34 earthquake on July 12th, 2017, originating at Felt Lake, 5.3 km from the Stanford DAS array. The green box highlights the earthquake’s arrival. The light blue box highlights an example of car noise; the dark blue box has some noise from a pumping or HVAC system. In red, we plot the data from the two nearest continuously recording seismometer stations, the JSFB and JRSC stations. HNZ denotes the vertical component, HNN and HNE denote the horizontal components.

In addition to the earthquake signals, we notice that the recorded DAS data contain many high-amplitude spurious noise types. The recorded amplitudes vary over different channels. Many noise patterns are associated with vehicle traffic, such as the one highlighted in light blue in Figure 2, typically of much stronger amplitude than the earthquake signal. We also observe frequent high amplitude noise isolated to single channels, such as the one highlighted in dark blue, probably due to pumps or HVAC systems. These limitations render the data unsuitable for conventional thresholding-based earthquake detection methods such as STA/LTA.

3 Data processing

To train an ML model for earthquake detection, we first create a curated dataset of earthquake and background noise examples. Using the Northern California Earthquake Data Center database (NCEDC, 2014), we catalog all the events within 100 km over the period during which the Stanford DAS array was active and compute their expected arrival times. Our resulting catalog contains 3,925 earthquakes of various magnitudes and distances from the array, but we do not expect all these events to be detectable by the Stanford array. Therefore, we compute the expected local amplitudes of the events, as described by Lindsey et al. (2017), and only keep those above a certain threshold for the ML task. Based on visual inspection, we set 40 nano-strain as a reasonable threshold above which events are detectable from the DAS data. When compared to the events with cataloged arrivals at the nearest seismometer station, we note that this threshold captures the transition from detected to undetected events at the JSFB station. After removing events for which either the DAS data or one of the seismometers’ data are missing, we obtain a catalog of 555 selected events. To provide noise examples for supervised learning, we randomly select background noise examples.
at random times at least 5 minutes away from any of the events in the catalog. We then visually inspect the noise catalog to ensure that none have apparent earthquake signals.

We process the DAS data by computing the strain rate and removing the median over all channels for each time sample. We then band-pass filter both the DAS and the seismometer data between 1 and 12 Hz and decimate the data to 25 samples per second. The data have an extensive dynamic range, with strong amplitude spurious noise, so we clip the data to limit the impact of extreme values. We clip the DAS data at the 85th percentile and the seismometer data at the 98th percentile of absolute amplitudes. The clipping threshold of the DAS data is lower because the DAS data is overall noisier. We then divide the DAS data by its standard deviation over all channels and each seismometer component over its standard deviation. We process the recorded data shown in all the figures in this paper with the steps mentioned above to allow for visual comparisons between figures.

We prepare 20.48 seconds (512 time-samples) data windows containing either earthquake signal or background noise. We extract them as larger 30-second windows and randomly crop them to the desired 20-second window size in the machine learning input pipeline. The random cropping ensures that the machine learning examples have events that occur with different time shifts. The resulting DAS data windows are 286 channels \( \times \) 512 time-samples. The seismometer data windows are 512 \( \times \) 6 components, with three components for each of the two seismometer stations. We split the data windows into a training, evaluation, and test set with respective ratios of 8:1:1.

4 Machine learning models

We frame the ML task as a binary classification between earthquake signal and background noise. We create two separate ML models to compare the potential for earthquake detection of fiber networks versus traditional sensors: a 2D CNN for detection on DAS data and a 1D CNN for seismometer recordings.

We define each CNN as a modular sequence of convolution blocks, the characteristics of which are determined by hyperparameter tuning, as described by (Huot, 2022b; Huot & Biondi, 2020; Huot et al., 2021). We define each convolution block as a sequence of a convolution layer, an activation function, and a downsampling layer. We add two fully-connected layers after the last convolution block. The hyperparameters related to network architecture are the number of convolution blocks, the number of filters, the type of activation (Ramachandran et al., 2017), the type of downsampling, and the dropout rate (Srivastava et al., 2014). Hyperparameters related to training are batch size and learning rate. We optimize the network architecture and its training hyperparameters jointly by Bayesian optimization (Snoek et al., 2012). We use the loss computed over the evaluation datasets as the performance metric. The networks are trained with Adam optimizer (Kingma & Ba, 2014) for 100 epochs (passes through the entire dataset) with early-stopping if there is no improvement after over 20 epochs. The training was performed on 4 NVIDIA V100 GPUs on an on-premise cluster.

Our best-performing 1D CNN and 2D CNN are remarkably similar, despite being optimized independently on separate datasets. The convolution layers have a \( 3 \times 3 \) kernel and a \( 1 \times 1 \) stride, while strided convolutions perform the downsampling with a \( 3 \times 3 \) kernel and \( 2 \times 2 \) stride (or their 1D equivalents for the 1D CNN). Both networks have 4 convolution blocks, use ReLU as the activation function, and have a 60% dropout rate. The 1D CNN uses \( [8, 16, 32, 32] \) filters and the 2D CNN uses \( [32, 64, 128, 128] \) filters in its successive blocks. The 1D and 2D CNNs both use a learning rate of \( 10^{-3} \) and a batch size of 64 and 16, respectively.
5 Experimental results

We benchmark each model against its corresponding test dataset. The 2D CNN achieves 92.98% accuracy on the DAS data (98.95% area under the curve (AUC), 91.53% precision, and 94.74% recall). The 1D CNN achieves 95.54% accuracy on the seismometer data (99.43% AUC, 94.74% precision, and 96.43% recall). This result demonstrates that we can effectively detect earthquakes on both DAS and seismometer data, even when the earthquake amplitudes at arrival are similar to or lower than the background noise levels. Overall the 1D CNN achieves slightly better accuracy, which is expected since the seismometers have a better coupling with the ground and thus a better SNR. However, the model trained on DAS data performs quite well despite the fiber cables loosely lying in the telecommunication conduits and the strong amplitude urban noise. The 2D CNN makes full use of the additional dimension brought by the dense spatial sampling of DAS, allowing it to overcome the lower SNR in individual channels. The extensive hyperparameter search suggests that improving the detection accuracy beyond this point would require a larger labeled dataset.

When we test the trained models over all the events in our catalog, the detection results within a 20 km radius (Figure 3) demonstrate that both acquisition methods perform well at detecting nearby earthquakes. In particular, the DAS array detected all events within close proximity (< 10 km). The detection sensitivity for the DAS array and the seismometer stations decreases as anticipated with distance and lower magnitude.

We scale our detection workflow over three years of continuous data by sliding a 20-second window through the recordings with a 10-second stride and classifying each frame independently. One day of continuous data corresponds to about 8,000 data windows, while a year of recordings represents over 3 million. These numbers illustrate the difficulty of the detection task on continuous data, as minor classification errors can quickly translate to thousands of misclassifications when scaled over time. The 2D CNN on the DAS data classifies 169,510 windows as events over three years (2.2% of windows), while the 1D CNN on the seismometer data flags about 33,604 windows (0.4% of windows). While these absolute numbers may seem high, they only represent a small percentage of the total number of data windows, which is in line with the high accuracy of the CNNs on the benchmark data. However, this initial result suggests that we still have many false detections.

From visual inspection, many of the false detections on the DAS and the seismometer data are triggered by noise modes specific to each sensor. The false detections
on the DAS data are due to noise that reverberates across all channels, such as construction work on campus or large vehicles hitting a bump on the road. In contrast, the ones on the seismometers are triggered by spurious impulsive noise. These types of noise do not come from the same sources and, more importantly, do not occur simultaneously. Therefore, we take the intersection of the detections from both types of sensors to validate events, significantly reducing the false detection rate. Using this approach, we narrow the detections to 2,635 windows, which illustrates how fiber acquisitions can complement sparse seismometer networks. In particular, despite having lesser coupling with the ground and lower SNR, they record a different type of data, making them susceptible to very different types of noise than seismometers. This specificity makes them valuable for cross-validating events across other sensors.

We consolidate the 2,635 detections by combining overlapping windows corresponding to the same event, leaving us with 1,879 detected events. The majority of these 1,879 detections correspond to events cataloged in the NDEDC database. To investigate whether these events could be uncataloged local small-amplitude events, we remove all the events that coincide with arrivals in the NDEDC catalog.

After removing the previously-cataloged events, we have 181 detections over the three years of continuous data. After visual inspection of these candidate events, some correspond to the coda of earthquakes further away, while others look like noise. Our CNN did not separate nearby earthquakes perfectly but narrowed down the numbers sufficiently to validate the remaining events manually. We identify about ten detections as potential uncataloged local small-amplitude earthquakes. In particular, our detection workflow successfully retrieves two instances of the local repeating Felt Lake earthquake that does not figure in the NCEDC database but was identified by cross-correlation in a previous study (Biondi, Yuan, et al., 2021) (Figure 4). Detecting small earthquakes by cross-correlation requires a previously cataloged event originating at the same location to create pattern-matching templates. Our machine-learning detection methodology does not require a previously-established template nor does it require events to repeat. The task of finding these small previously-uncataloged events from 3 years of continuous recordings would not have been possible without automated processing methods. Furthermore, the detected events could be used as templates for template matching, and likely identify even more small uncatalogued events. Figure 5 shows examples of likely candidates for this template matching procedure.

6 Conclusion

We demonstrate that we can detect local earthquakes using the fiber cables laying in the telecommunication conduits under the Stanford University campus. We compare the detection capabilities of our fiber array versus neighboring seismometers. To train the ML model, we create a curated dataset of earthquake events and background noise for both types of sensors. We train CNNs to perform earthquake detection on each data type and show that the models successfully identify local earthquakes, even when the earthquake signal is weak, despite the high-amplitude anthropogenic noise in the fiber data. Both sensors perform well at detecting local earthquakes within 10 km.

Scaling the detection workflow over three years of continuous data reveals that combining both types of acquisition for validating events significantly lowers the false detections rate. Our automated processing workflow helps us identify a small number of candidate local events among the detections. After excluding events that are already present in the NDEDC database, manual analysis of the remaining events reveals some uncataloged small-amplitude local earthquakes. A small local repeating earthquake identified by our workflow corresponds to events identified by cross-correlation in a previous study (Biondi, Yuan, et al., 2021). Unlike cross-correlation, our machine-learning detection does not require a previously-cataloged event to use as a template
Figure 4. Instance on 5/10/2017 of the local repeating Felt Lake earthquake that does not figure in the NCEDC database but was detected by our detection workflow.

Figure 5. Examples of uncataloged earthquakes detected by our detection workflow. The time at the top of each subfigure is indicated in UTC.
nor requires events to repeat. Additionally, once the ML model is trained, it can perform detections on continuous data in a matter of seconds, allowing us to scale the detections to large data volumes. The task of finding these small uncatologed events from 3 years of continuous recordings would not have been possible without automated processing methods. This result suggests that repurposing infrastructure fiber cables combined with ML processing can complement sparse seismometer networks in urban areas. This type of data acquisition would be particularly valuable in areas with little seismometer coverage.
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