SCALING LIMITS OF DISORDERED SYSTEMS AND DISORDER RELEVANCE
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Abstract. We review recent works where we have shown that disorder relevance is closely related to the existence of non-trivial, random continuum limits.

1. Introduction

A basic question in disordered systems is whether arbitrarily small amount of disorder changes the critical properties (e.g. shift in the critical curve, critical exponents, etc.) of a statistical mechanics model. The Harris criterion [24] suggests that the answer to this question depends on a suitably defined correlation length exponent $\nu$ of the (pure) statistical mechanics model and the dimension $d$. In particular, any amount of disorder, however small, is sufficient to change the qualitative properties of the system if $\nu < 2/d$, while the properties stay the same for small disorder, when $\nu > 2/d$. The case $\nu = 2/d$ is marginal and the Harris criterion is inconclusive. There has been some effort to mathematically verify Harris’ criterion on a case by case basis, showing that certain critical points are shifted [5, 20, 21], or that there is smoothing of phase transitions [1, 23]. Earlier efforts to build a mathematical framework around the Harris criterion considered correlation lengths defined via finite size scaling [15, 16]. We propose a new point of view, which focuses on the existence of a non-trivial, random continuum limit when disorder scales to zero in a particular way as a function of the lattice spacing. Our approach covers also the marginal cases (for the moment of polymer type models) and further reveals a phase transition that takes place therein.

Let us set our framework. We define a pure statistical mechanics model as a law $P_{\Omega_\delta}^{ref}$ describing the distribution of a field of (correlated) variables $\sigma = (\sigma_x)_{x \in \Lambda_\delta}$, on a sub-lattice of $\Omega \subset \mathbb{R}^d$:

$$
\Omega_\delta := (\delta a_1 \mathbb{Z} \times \delta a_2 \mathbb{Z} \times \cdots \times \delta a_d \mathbb{Z}) \cap \Omega, \quad \text{with } \delta > 0, \ a_1 = 1 \text{ and } a_2, \ldots, a_d > 0,
$$

where we allow for different scaling of the dimensions, in which case the effective dimension of the model is $d_{\text{eff}} := a_1 + \cdots + a_d$. We assume that the field $\sigma$ is a binary field, e.g. an occupation $\sigma_x \in \{0, 1\}$ or spin $\sigma_x \in \{\pm 1\}$ field. Disorder is modeled by a family of i.i.d. random variables $\omega := (\omega_x)_{x \in \Lambda_\delta}$ with zero mean, unit variance, and locally finite exponential moments. Probability and expectation with respect to $\omega$ will be denoted respectively by $\mathbb{P}$ and $\mathbb{E}$. Given $\beta > 0$, $h \in \mathbb{R}$ and a $\mathbb{P}$-typical realization of the disorder $\omega$, we define the
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disordered model as the following probability measure $P^\omega_{\Omega;\beta,h}$ for the field $\sigma = (\sigma_x)_{x \in \Omega}$:

$$P^\omega_{\Omega;\beta,h}(d\sigma) := \frac{e^{\sum_{x \in \Omega}(\beta \omega_x + h)\sigma_x}}{Z^\omega_{\Omega;\beta,h}} P^{\ref}_{\Omega;\beta}(d\sigma), \quad (1.1)$$

where the normalizing constant is the partition function defined by

$$Z^\omega_{\Omega;\beta,h} := E^{\ref}_{\Omega;\beta}(e^{\sum_{x \in \Omega}(\beta \omega_x + h)\sigma_x}). \quad (1.2)$$

For every $k \in \mathbb{N}$ we define the $k$-point correlation function $\psi^{(k)}_{\Omega}(x_1, \ldots, x_k)$, for $x_1, \ldots, x_k \in \Omega$, as follows: denoting by $x_\beta$ the point in $\Omega$ closest to $x \in \Omega$, we set

$$\psi^{(k)}_{\Omega}(x_1, \ldots, x_k) := \begin{cases} E^{\ref}_{\Omega;\beta} \sigma_{(x_1)_\delta} \sigma_{(x_2)_\delta} \cdots \sigma_{(x_k)_\delta} & \text{if } (x_i)_\delta \neq (x_j)_\delta \text{ for all } i \neq j, \\ 0 & \text{otherwise} \end{cases} \quad (1.3)$$

We have defined the $k$-point function on the whole $\Omega$, rather than only on $\Omega_\delta$, for convenience.

**Assumption 1.1.** For every $k \in \mathbb{N}$, there exist a symmetric function $\psi^{(k)}_{\Omega} : \Omega^k \to \mathbb{R}$ and an exponent $\gamma \in [0, \infty)$ such that

$$(\delta^{-\gamma})^k \psi^{(k)}_{\Omega_\delta}(x_1, \ldots, x_k) \xrightarrow{\delta \downarrow 0} \psi^{(k)}_{\Omega}(x_1, \ldots, x_k) \quad \text{in } L^2(\Omega^k), \quad (1.4)$$

and furthermore, for some $\varepsilon > 0$,

$$\lim_{\ell \to \infty} \sup_{\delta \downarrow 0} \sum_{k=0}^{\ell} \frac{(1 + \varepsilon)^k}{k!} \|\psi^{(k)}_{\Omega_\delta}\|_{L^2(\Omega^k)}^2 = 0. \quad (1.5)$$

This assumption suggests that the correlation functions of the pure system decay as a power law (if $\gamma > 0$) and moreover that their continuum limit exists. This is a natural assumption that one expects to hold for systems with a continuous phase transition at critical temperature and which can be verified in many situations, see the examples later on. Let us note that we have implicitly assumed here that $E^{\ref}_{\Omega;\beta} \sigma_{x_\delta}$ converges to zero as $\delta \downarrow 0$. In situations that this limit is not zero, we need in (1.3) to consider the centered field $\sigma_{x_\delta} - E^{\ref}_{\Omega;\beta} \sigma_{x_\delta}$, instead. The case $\gamma = 0$ is associated to a first order phase transition at the critical temperature. The factor $(1 + \varepsilon)^k$ in (1.5) is needed when one considers an $h$ for which the variables $e^{\beta \omega_x + h} - 1$ are not mean zero. When these are mean zero, then $\varepsilon$ can be taken to be equal to zero in (1.5).

Under Assumption 1.1, we can determine the scaling limit of the partition function in the continuum $\delta \downarrow 0$ and weak disorder $\delta, \hbar \to 0$ limit: Fix $\beta \geq 0$, $\hbar \in \mathbb{R}$ and define the continuum partition function by

$$Z^W_{\Omega;\beta,h} := \sum_{k=0}^{\infty} \frac{1}{k!} \int \cdots \int_{\Omega^k} \psi^{(k)}_{\Omega}(x_1, \ldots, x_k) \prod_{i=1}^{k} (\beta W(dx_i) + \hbar \, dx_i), \quad (1.6)$$

where the $k = 0$ term of the sum equals 1 by definition, and $W(\cdot)$ denotes white noise on (the bounded open set) $\Omega \subseteq \mathbb{R}^d$. The convergence of the series in $L^2$ is guaranteed by (1.3). If (1.3) holds only with $\varepsilon = 0$, the series (1.6) converges in $L^p$ for all $p \in (0, 2)$. We have
Theorem 1.2 (\textit{[11]}). Let Assumption \textit{[17]} hold. For fixed $\hat{\beta} > 0$, $\hat{h} \in \mathbb{R}$, rescale $\beta, h$ as follows:

$$
\beta = \beta_\delta = \hat{\beta} \delta^{d_{\text{eff}}/2 - \gamma}, \quad h = h_\delta = \begin{cases} 
\hat{h} \delta^{d_{\text{eff}} - \gamma} - \frac{1}{2} \hat{\beta}^2 & \text{in case } \sigma_x \in \{0, 1\} \\
\hat{h} \delta^{d_{\text{eff}} - \gamma} & \text{in case } \sigma_x \in \{-1, 1\}
\end{cases} \quad (1.7)
$$

Then we have the convergence in distribution to $Z^W_{\Omega; \beta, \hat{h}}$ as $\delta \downarrow 0$:

$$
\left\{ \begin{array}{ll}
Z^\omega_{\Omega; \beta_\delta, h_\delta} & \text{in case } \sigma_x \in \{0, 1\} \\
e^{\frac{1}{2} \hat{\beta}^2 \delta^{-2\gamma}} Z^\omega_{\Omega; \beta_\delta, h_\delta} & \text{in case } \sigma_x \in \{-1, 1\}
\end{array} \right\} \xrightarrow{(d)} Z^W_{\Omega; \beta, \hat{h}}
$$

where the superscript $(d)$ above the arrow denotes convergence in distribution.

The proof has been given in \textit{[11]}, cf. Theorems 2.3 and 2.5. Below we give a sketch of it highlighting the main points.

**Sketch of the proof of Theorem 1.2.** Let us consider the so-called \textit{high temperature expansion} ($|\beta|, |\hat{h}| \ll 1$) of the partition function $Z^\omega_{\Omega; \beta, h}$ and for simplicity let us assume that the field takes the values $\sigma_x \in \{0, 1\}$. In this case we can write

$$
Z^\omega_{\Omega; \beta, h} = \mathbb{E}_{\Omega}^{\text{ref}} \left[ \prod_{x \in \Omega} (1 + \eta_x \sigma_x) \right], \quad \text{where } \eta_x := e^{(\beta \omega_x + \hat{h})} - 1. \quad (1.8)
$$

and expanding the product we have

$$
Z^\omega_{\Omega; \beta, h} = 1 + \sum_{k=1}^{[\Omega]} \frac{1}{k!} \sum_{(x_1, x_2, \ldots, x_k) \in (\Omega_\delta)^k} \psi^{(k)}_{\Omega_{\delta}}(x_1, \ldots, x_k) \prod_{i=1}^{k} \eta_{x_i}, \quad (1.9)
$$

where the $k!$ takes into consideration that we sum over ordered $k$-tuples $(x_1, \ldots, x_k)$. In this way the partition function is written as a multi-linear polynomial of the independent random variables $(\eta_x)_{x \in \Omega}$, with coefficients given by the $k$-point correlation function of the reference field. A Taylor expansion shows that when $\beta, h$ are small we have

$$
\mathbb{E}[\eta_x] \approx h + \frac{1}{2} \beta^2 =: h', \quad \text{Var}[\eta_x] \approx \beta^2. \quad (1.10)
$$

When $|\beta|, |\hat{h}| \ll 1$, the distribution of a polynomial chaos expansion, like the right hand side of (1.9), is asymptotically, in the limit $\delta \downarrow 0$, insensitive with respect to the distribution of the random variables $(\eta_x)_{x \in \Omega}$, as long as mean and variance are kept fixed. The precise formulation of this loosely stated invariance principle is given by Theorems 2.6 and 2.8 in \textit{[11]}, in the form of a Lindeberg principle and is the key point of the method: denoting by $(\check{\omega}_x)_{x \in \Omega}$ a family of i.i.d. standard Gaussians satisfying (1.10), we can approximate, in the limit $\delta \downarrow 0$,

$$
Z^\omega_{\Omega; \beta, h} \approx 1 + \sum_{k=1}^{[\Omega]} \frac{1}{k!} \sum_{(x_1, x_2, \ldots, x_k) \in (\Omega_\delta)^k} \psi^{(k)}_{\Omega_{\delta}}(x_1, \ldots, x_k) \prod_{i=1}^{k} (\check{\omega}_{x_i} + h'). \quad (1.11)
$$

Introducing the white noise $W(\cdot)$ on $\mathbb{R}^d$ and considering the parallelepiped $\Delta := (-\frac{\delta x_1}{2}, \frac{\delta x_1}{2}) \times \cdots \times (-\frac{\delta x_d}{2}, \frac{\delta x_d}{2})$, we can replace each $\check{\omega}_x$ by $\delta^{-d_{\text{eff}}/2} W(x + \Delta)$. Since $h' = h' \delta^{-d_{\text{eff}}} \text{Leb}(x + \Delta)$, the inner sum in (1.11) coincides (recalling that $\psi^{(k)}_{\Omega_{\delta}}(x_1, \ldots, x_k)$ is piecewise constant), with
the following (deterministic + stochastic) integral:

\[
\int \cdots \int_{\Omega^k} \psi_{\Omega_k}^{(k)}(x_1, \ldots, x_k) \prod_{i=1}^{k} (\beta \delta^{-d \kappa / 2} W(dx_i) + h' \delta^{-d \kappa} \, dx_i). \tag{1.12}
\]

Finally, applying (1.4) and rescaling \(\beta, h\) as in (1.7), equations (1.11)-(1.12) suggest that as \(\delta \downarrow 0\) \(Z_{\Omega_t, \beta, h}^W\) converges in distribution to the continuum partition function \(Z_{\Omega_t, \beta, h}^W\) defined in (1.6). The rigorous justification of these steps follows by Theorems 2.3 and 2.5 in [11]. \(\Box\)

1.1. Some examples. Let us look at some examples of application of Theorem 1.2.

The disordered pinning model. Let \(\tau = (\tau_k)_{k \geq 0}\) be a renewal process on \(\mathbb{N}\) with \(P(\tau_1 = n) = L(n) n^{-(1 + \alpha)}\), \(\alpha > 0\) and \(L(\cdot)\) a slowly varying function. Consider \(\Omega = (0, 1)\), \(\delta = N^{-1}\) for \(N \in \mathbb{N}\) and define \(P_{\Omega_k}^\delta\) to be the law of \((\sigma_x := 1_{(x, 0)})(x)\) for all \(\delta\tau = \{N^{-1} \tau_n\}_{n \geq 0}\) viewed as a random subset of \(\Omega\). It is known that this model goes through a localization-delocalization transition when \(h\) crosses a critical value \(h_c(\beta)\). If \(M(\beta)\) is the log-moment generating function of \(\omega\), then the quantity \(h_c(\beta) + M(\beta)\) equals zero for sufficiently small \(\beta\), if \(\alpha \in [0, 1/2)\) (disorder irrelevance, [4]), while either scenarios are possible when \(\alpha > 1/2\), (disorder relevance, [5, 20]), while either scenarios are possible when \(\alpha = 1/2\) (marginal), according to whether the quantity \(\sum_{n=1}^N 1/n L(n)^2\) diverges or not [7]. For \(N \in \mathbb{N}\), \(\hat{\beta} > 0\) and \(\hat{h} \in \mathbb{R}\), set \(h' := h + M(\beta)\) and

\[
\beta_N = \begin{cases} 
\hat{\beta} \frac{L(N)}{N^{\alpha - 1/2}} & \text{if } \frac{1}{2} < \alpha < 1 \\
\beta \frac{1}{\sqrt{N}} & \text{if } \alpha = 1 \\
\hat{\beta} \frac{1}{N} & \text{if } \alpha > 1
\end{cases}, \quad h'_N = \begin{cases} 
\hat{h} \frac{L(N)}{N^{\alpha}} & \text{if } \frac{1}{2} < \alpha < 1 \\
\hat{h} & \text{if } \alpha = 1 \\
\hat{h} \frac{1}{N} & \text{if } \alpha > 1
\end{cases}. \tag{1.13}
\]

As a consequence of Theorem 1.2 we have that, when \(\alpha > 1/2\), the partition function \(Z_{\Omega_t, \beta, h}^W\) of the disordered pinning model converges in distribution, for every \(t \geq 0\), when \(N \to \infty\) to the random variable \(Z_{t, \beta, h}^W\) given by

\[
Z_{t, \beta, h}^W := 1 + \sum_{k=1}^{\infty} \frac{1}{k!} \int \cdots \int_{[0, t]^k} \psi(t_1, \ldots, t_k) \prod_{i=1}^{k} (\beta W(dt_i) + \hat{h} \, dt_i), \tag{1.14}
\]

denotes white noise on \(\mathbb{R}\) and \(\psi(t_1, \ldots, t_k)\) is a symmetric function, defined for \(0 < t_1 < \cdots < t_k < t\) by

\[
\psi(t_1, \ldots, t_k) = \begin{cases} 
\frac{C_{\alpha}^k}{t_1^{1-\alpha}(t_2-t_1)^{1-\alpha} \cdots (t_k-t_{k-1})^{1-\alpha}} & \text{if } \frac{1}{2} < \alpha < 1 \\
\frac{1}{E[\tau_1]^k} & \text{if } E[\tau_1] < \infty
\end{cases}, \tag{1.15}
\]

with \(C_{\alpha} := \frac{\alpha \sin(\pi \alpha)}{\pi}\). The series in (1.14) converges in \(L^2\), and in addition \(E[(Z_{\Omega_t, \beta, h}^W)^2] \to E[Z_{t, \beta, h}^W]^2\) as \(N \to \infty\). When \(E[\tau_1] < \infty\), e.g. when \(\alpha > 1\), the continuum partition function is given concretely by

\[
Z_{t, \beta, h}^W \overset{(d)}{=} \exp \left\{ \frac{\hat{\beta}}{E[\tau_1]} W_t + \left( \frac{\hat{h}}{E[\tau_1]} - \frac{\hat{\beta}^2}{2 E[\tau_1]^2} \right) t \right\}, \tag{1.16}
\]

where \(W = (W_t)_{t \geq 0}\) denotes a standard Brownian motion.
The directed polymer model. Let \((S_n)_{n\geq 0}\) be a random walk on \(\mathbb{Z}^d\). Consider \(\Omega = (0, 1) \times \mathbb{R}^d\), \(\delta = N^{-1}\) for \(N \in \mathbb{N}\) and set \(\Omega_\delta := (\delta \mathbb{Z}) \times (\delta^{1/2} \mathbb{Z}^d) \cap \Omega\). Define \(P^\text{ref}_{\Omega_\delta}\) to be the law of the field \((\delta_x := 1_{A_{\delta}}(x))_{x \in \Omega_\delta}\), where \(A_{\delta} := \{(\frac{n}{N}, \frac{S_n}{N^{1/\gamma}})\}_{n \geq 0}\) is viewed as a random subset of \(\Omega\). In this setting the external field \(h\) in (1.1) is taken to be equal \(-M(\beta)\).

For \(d \geq 3\) it is known that a small amount of disorder does not change the \(\sqrt{N}\) fluctuations of the simple, symmetric random walk, while superdiffusivity is expected and localization occurs in \(d = 1, 2\) for any arbitrary \(\beta > 0\), see [13] and references therein. When \(d = 1\), \(N^{2/3}\) fluctuations for the polymer path are predicted by the KPZ theory. In \(d = 2\) the fluctuation exponent is still elusive. In \(d = 1\) we introduced [11] a generalization of the directed polymer model where the increments of the walk lie in the domain of attraction of an \(\alpha\)-stable law, with \(1 < \alpha \leq 2\). For \(N \in \mathbb{N}\) and \(\beta > 0\) we set \(\beta_N := N^{-\frac{2}{\alpha}} \beta\) and the application of Theorem 1.2 in this situation yields that, for every \(t \geq 0\) and \(x \in \mathbb{R}\), the point-to-point partition function \(Z_{Nt, \beta_N}^W(N^{1/\gamma} x)\) converges in distribution as \(N \to \infty\) to a random variable \(Z_{t, \beta}^W(x)\), which is a solution to the fractional Stochastic Heat Equation

\[
\hat{\partial}_t u = \Delta^{\alpha/2} u + \sqrt{p} \hat{W} u \quad \text{with} \quad u(0, \cdot) = \delta_0(\cdot),
\]

where \(p\) is the period of the walk. When \(\alpha = 2\) the fractional Laplacian is the usual Laplacian on \(\mathbb{R}\) and this result was obtained in [2].

The random field Ising model \((d = 2)\). Consider a bounded and connected set \(\Omega \subseteq \mathbb{R}^2\) with smooth boundary and define \(P^\text{ref}_{\Omega_\delta}\) to be the critical Ising model on \(\Omega_\delta\) at inverse temperature \(\beta = \beta_c = \frac{1}{2} \log(1 + \sqrt{2})\) and + boundary condition. The measure on spin configurations \(\{\pm 1\}^{\Omega_\delta}\) is given by

\[
P^\text{ref}_{\Omega_\delta}(\sigma) := P^+_{\Omega_\delta}(\sigma) = \frac{1}{Z_{\Omega_\delta}} \exp\left(\beta_c \sum_{x \sim y \in \Omega_\delta} \sigma_x \sigma_y \right) \prod_{x \in \partial \Omega_\delta} 1_{\sigma_x = +1}
\]

It has been shown in [17] that Assumption 1.1 is satisfied for \(P^+_{\Omega_\delta}\) with \(\gamma = 1/8\). Theorem 1.2 allows to construct the continuum partition function of the random field perturbation of \(P^+_{\Omega_\delta}\). The continuum partition function is given in terms of iterated Wiener integrals but it is less explicit [11].

Remark 1.3. Theorem 1.2 allows to construct the continuum limit of partition functions. Even though this is a main ingredient, additional work is required in order to construct the continuum limit of the disordered measure. This is related to establishing convergence of partition functions as a process. In this way, the construction of the continuum models has been achieved for the pinning model [13] and for the directed polymer model [3] but not yet for the random field Ising model.

2. Marginal relevance

Inspecting the first part of relation (1.7), we see that the situation \(\gamma = d_{\text{eff}}/2\) is incompatible with the assumption of weak disorder as the exponent in the scaling vanishes and the strength \(\beta\) of the disorder does not tend to zero when \(\delta \downarrow 0\). This is essentially a restatement of Harris’ marginal condition \(\nu = 2/d\) (see [11] for a discussion). In the case of the pinning model the incarnation of this condition is \(\alpha = 1/2\) and in the case of the long range DPRM \(\alpha = 1\), which were both excluded. The issue with these marginal values is not technical but rather structural. This can been seen if one sets, for example, the marginal value \(\alpha = 1/2\) in the formula for the continuum pinning partition (1.10). This formal substitution leads
to stochastic integrals, which cannot be given an Itô sense due to the fact that the kernel (1.13) is not $L^2$ integrable. The situation is similar in the case of $(2+1)$-dimensional directed polymer corresponding to a simple symmetric random walk, since $d_{\text{eff}} = 2$, while by the local limit theorem, the exponent $\gamma$ in (1.4) takes the value $d_{\text{eff}}/2 = 1$.

A source of this difficulty is that the vanishing of the exponent $d/2 - \gamma$ induces a new time scale, which is actually exponential. To be more precise, let us look at the multilinear expansion (1.9). In this setting we will be assuming that $\mathbb{E}[\eta_2] = 0$ and, for the sake of exposition, that the $k$-point correlation function is the correlation function of either a simple, symmetric random walk on $\mathbb{Z}^2$, or a one dimensional Cauchy random walk, i.e. $\psi((n_1, x_1), ..., (n_k, x_k)) = P(S_{n_1} = x_1, ..., S_{n_k} = x_k) = \prod_{i=1}^n P(S_{n_i-x_{i-1}} = x_i - x_{i-1})$. We will denote by $q_{n_i}(x)$ the probability that the random walk is at location $x$ at time $n_i$. Computing the variance of the $k$-th term in the multilinear expansion, we obtain that it is asymptotically equal to

$$\mathbb{E} \left[ \left( \sum_{x_1, ..., x_k} \prod_{i=1}^k q_{n_i-n_{i-1}}(x_i-x_{i-1}) \prod_{i=1}^N \eta_{x_i} \right)^2 \right] = \sum_{x_1, ..., x_k} \prod_{i=1}^k q_{n_i-n_{i-1}}(x_i-x_{i-1})^2 \approx (\log N)^k.$$

This computation indicates two things: First, that the right rescaling of $\beta$ is $\beta_N := \tilde{\beta}/\sqrt{\log N}$. Second, that the asymptotic variance will remain unchanged if we summed over a time horizon $tN$ for any arbitrary but fixed time variable $t$. On the other hand, if we considered a time horizon $N^t$ with $t > 0$, we will see a (linear in $t$) change in the asymptotic behavior. Therefore, the correct time scale is $(N^t: t > 0)$ and to incorporate this we decompose the summations over $n_1, ..., n_k$ over intervals $n_j - n_{j-1} \in I_{ij}$, with $I_{ij} = (N^{ij-1}, N^{ij})$, $i_j \in \{1, ..., M\}$ and $M$ a coarse graining parameter which will eventually tend to infinity.

We can then rewrite the $k$-th term in the expansion (1.9) as

$$\frac{\hat{\beta}^k}{M^{k/2}} \sum_{1 \leq i_1, ..., i_k \leq M} \Theta_{i_1, ..., i_k}^{N,M} \quad \text{where} \quad \Theta_{i_1, ..., i_k}^{N,M} := \left( \frac{M}{\log N} \right)^{k/2} \sum_{n_j-n_{j-1} \in I_{ij} \text{ for } j = 1, ..., k} \prod_{j=1}^k q_{n_j-n_{j-1}}(x_j-x_{j-1}) \eta_{(n_j, z_j)}.$$

We now observe that if an index $i_j$ is a running maximum for the $k$-tuple $i := (i_1, ..., i_k)$, i.e. $i_j > \max \{i_1, ..., i_{j-1}\}$ then $(N^{-\frac{i_j}{\ell_j}}, N^{\frac{i_j}{\ell_j}}) \ni n_j \gg n_r \in (N^{-\frac{i_r}{\ell_r}}, N^{\frac{i_r}{\ell_r}})$, for all $r < j$. Using a version of the local limit theorem, the inequality implies that $q_{n_j-n_{j-1}}(z_j-z_{j-1}) \approx q_{n_j}(z_j)$ for $n_j \in I_{ij}$ and $n_{j-1} \in I_{ij-1}$. Decomposing the sequence $i := (i_1, ..., i_k)$ according to its running maxima, i.e. $i = (i^{(1)}, ..., i^{(m)})$ with $i^{(r)} := (i_{\ell_1}, ..., i_{\ell_r+1} - 1)$ and $i_1 = i_1 < i_2 < \cdots < i_m$ the successive running maxima, it can be shown that (2.1) factorizes

\[1\] Strictly speaking, for this inequality to be valid uniformly, we need to restrict to values of $i \in \{1, ..., M\}^k := \{i \in \{1, ..., M\}^k: |i_i - i_k| > 1\}$, but this is a minor technical point that be easily taken care of.
(asymptotically when $N$ tends to infinity) as

$$\beta_k \frac{\hat{M}}{M} \sum_{i \in \{1, \ldots, M\}} \Theta_{i(1)}^{N; M} \Theta_{i(2)}^{N; M} \cdots \Theta_{i(m)}^{N; M}.$$ 

The heart of the argument is to show that all the $\Theta_{i,j}^{N,M}$ converge jointly, when $N \to \infty$ to standard normal variables. This is established in Proposition 5.2 in [12]. The argument is combinatorial and makes use of (a version of) the Fourth Moment Theorem [19, 28, 27]. Once this convergence is established, a re-summation leads to

**Theorem 2.1 (Limit of partition functions [12])**. Let $Z_{N,\beta}^\omega$ be the partition function of a directed polymer or a pinning model whose transition probability kernel or renewal function satisfies a form of local limit theorem. Assume that the replica overlap of two independent random walks $S, S'$ (in case of directed polymers) or two independent renewals $\tau, \tau'$ (in case of pinning)

$$R_N := \begin{cases} \mathbb{E}\left[ \sum_{n=1}^{N} \mathbb{1}_{S_n = S'_n} \right], & \text{if } \hat{\beta} < 1, \\ \mathbb{E}\left[ \sum_{n=1}^{N} \mathbb{1}_{n \notin \tau \cap \tau'} \right], & \text{if } \hat{\beta} \geq 1 \end{cases},$$

diverges as a slowly varying function when $N \to \infty$. Then, defining $\beta_N := \hat{\beta}/\sqrt{R_N}$ with $\hat{\beta} \in (0, \infty)$, the following convergence in distribution holds, where $(W_t)_{t\geq 0}$ is a standard Brownian motion:

$$Z_{N,\beta_N}^\omega \xrightarrow{N \to \infty} Z_{\hat{\beta}} := \begin{cases} \exp \left( \int_0^1 \frac{\hat{\beta}}{\sqrt{1 - \hat{\beta}^2}} dW_t - \frac{1}{2} \int_0^1 \frac{\hat{\beta}^2}{1 - \hat{\beta}^2} dt \right) & \text{if } \hat{\beta} < 1, \\ 0 & \text{if } \hat{\beta} \geq 1 \end{cases}. \quad (2.2)$$

Moreover, for $\hat{\beta} < 1$ one has $\lim_{N \to \infty} \mathbb{E}[(Z_{N,\beta_N}^\omega)^2] = \mathbb{E}[(Z_{\hat{\beta}})^2]$.

An extension of the above Theorem at a process level is also established in Theorems 2.11 and 2.12 in [12] which show a multi scale and log-correlated structure. The analogous results for the $2d$ Stochastic Heat Equation are also established in [12].

It is worth pointing out the phase transition at $\hat{\beta} = 1$. It is by now well known [18] that there are two regimes in directed polymers in random media: the strong and the weak disorder regimes, which can be classified as the regimes where the normalized partition function $Z_{N,\beta}^\omega/\mathbb{E}[Z_{N,\beta}^\omega]$ has an a.s. zero or strictly positive limit, as $N$ tends to infinity. In the weak disorder regime the polymer path behaves, essentially, as a simple symmetric random walk while in the strong disorder regime localization takes place. It was shown [18] that for $d \geq 3$ and $\beta$ smaller than a critical value $\beta_c$, the model is in the weak disorder regime. On the other hand in dimensions $d = 1, 2$ it is shown [18] that the critical value $\beta_c$ equals zero, that is, for any $\beta > 0$ there is strong disorder. Theorem 2.1 shows that actually there is a transition between weak and strong disorder in dimension two, which is observed when one looks on the scale $\hat{\beta}/R_N$ and with transition at $\hat{\beta}_c = 1$. Moreover, this transition is common among all marginally relevant disordered polymer models that fall within the scope of Theorem 2.1. Finally, it is worth noting that similar transition takes place in the model of Gaussian Multiplicative Chaos [29].
3. SOME CONSEQUENCES

Having a continuum model at hand can be very useful in extracting sharp information on the phase diagram of the discrete models. To describe one such use, we will use the pinning model as an example. Its free energy (we recenter the parameter $h$ to $h - M(\beta)$ for convenience) is defined as

$$f(\beta, h) := \lim_{N \to \infty} \frac{1}{N} \log Z_{N,\beta,h-M(\beta)}^\ast = \lim_{N \to \infty} \frac{1}{N} \mathbb{E} \left[ \log Z_{N,\beta,h-M(\beta)}^\ast \right].$$

One can show that $f$ is nonnegative and transition from a zero to a strictly positive value determines a localization/delocalization transition. In particular, we can define the critical value $h_c(\beta) := \sup \{ h : F(\beta, h) = 0 \}$. Much effort has been devoted to the study of this critical value and in particular whether it is strictly positive for all sufficiently small values of $\beta$. It has been shown that $h_c(\beta) = 0$, for all sufficiently small $\beta$, when $\alpha \in (0, 1/2)$ \cite{[4][20]}, while if $\alpha \in (1/2, 1)$ there exist constants $c, C$ and a slowly varying function $\tilde{L}(\cdot)$ determined by $L(\cdot)$, such that $c\beta^{2\alpha - 1} \tilde{L}(1/\beta^2) < h_c(\beta) < C\beta^{2\alpha - 1} \tilde{L}(1/\beta^2)$, for all sufficiently small $\beta$ \cite{[5][20]}. With the help of a continuum partition function, this result can be strengthened to a statement of existence of the limit $\lim_{\beta \to 0} \beta^{-\frac{2\alpha}{2\alpha - 1}} \tilde{L}(1/\beta^2)^{-1} h_c(\beta)$. Denote the continuum free energy (which we assume to exist) by

$$F(\beta, \hat{h}) = \lim_{t \to \infty} \frac{1}{t} \mathbb{E} \log Z_{t,\beta,\hat{h}}^\ast = \lim_{t \to \infty} \frac{1}{t} \lim_{N \to \infty} \mathbb{E} \log Z_{Nt,\beta,N^{1-M(\beta_N)}}^\ast,$$

and assuming that we can interchange the limits over $N, t$, this leads to

$$F(\beta, \hat{h}) = \lim_{N \to \infty} \frac{1}{N} \mathbb{E} \log Z_{Nt,\beta,N^{1-M(\beta_N)}}^\ast = \lim_{N \to \infty} NF(\beta, h_N).$$

Expressing $N$ and $h$ in terms of $\beta$, we can write the above as

$$F(\beta, \hat{h}) = \lim_{\beta \to 0} \frac{F(\beta, \beta^{2\alpha - 1} \tilde{L}(1/\beta^2) \hat{h})}{\beta^{2\alpha - 1} \tilde{L}(1/\beta^2)^2},$$

indicating that $h_c(\beta) = \lim_{\beta \to 0} \frac{h_c(\beta)}{\beta^{2\alpha - 1} \tilde{L}(1/\beta^2)}$. \hspace{1cm} (3.1)

The quantitative estimate that justifies the above interchange of limits and thus the validity of the limits in (3.1) was shown in \cite{[14]} and is

**Theorem 3.1** \cite{[14]}. Let $F(\beta, h)$ be the free energy of the disordered pinning model with renewal exponent $\alpha \in (1/2, 1)$ and $F(\beta, \hat{h})$ the free energy of the corresponding continuum model. For all $\beta > 0, \hat{h} \in \mathbb{R}$ and $\eta > 0$ there exist $\delta_0 > 0$ such that for all $\delta \in (0, \delta_0)$

$$F(\beta, \hat{h} - \eta) \leq F\left(\beta, \hat{h} + \eta, h^{\delta^\alpha L(1/\delta)} \right) \leq F(\beta, \hat{h} + \eta).$$

The situation should be similar in other cases, like the Directed Polymer and the Random Field Ising model but the corresponding quantitative estimates have not been established, yet. We expect that one should be able to prove that for the 1d DPRM the limit $\lim_{\beta \to 0} \beta^{-4} f(\beta)$ should exist and the same should be the situation for the limit $\lim_{h \to 0} h^{-1/15} \langle \sigma_0 \rangle_{\beta,\infty}$ for the $2d$ RFIM at critical temperature, with the limits being given in terms of the corresponding continuum free energies.
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