Speech to Text System for Noisy and Quiet Speech
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Abstract. This paper examines one of the available and simple methods to develop speech recognition systems capable of recognizing speech from noisy or silent recordings. Such systems improve the automated operation of call centers, and also bring us closer to creating speech recognition models capable of ignoring the speech deficiencies of speakers.

1. Introduction

For a long time, people have dreamed of having robots do all the routine work for them. Needless to say, today, we are surrounded by works of fiction showing the world of the future and people with access to technology that in former times would have been considered pure magic. Despite this, a good half of it is already available to us today. Much of this is due to machine learning and deep learning techniques. It opened the door for us to create systems capable of detecting human movement [1] and estimating traffic congestion [2]. Also, thanks to these technologies, new cybersecurity standards are being created [3].

In our age, computer science has become an integral part of everyday life. For a long time now, no one writes large texts by hand. Typewriters are relic of the past. Even typing on a computer using modern keyboards and all kinds of clever assistants no longer seem carefree enough. Contemporary people tirelessly invent new technologies designed to simplify their work and make their lives easier. One such technology is speech-to-text translation systems.

Speech-to-text translation systems [4] have multiple applications. They are used for the automatic insertion of subtitles and to make it easier for supervisors to evaluate the quality of voice calls. Many support call classifiers work on their basis, and they also enable voice assistants to understand what we are saying [5-6].

This paper will focus on a system capable of recognizing noisy and quiet speech recorded in low quality. Such systems are very important in call centres, as calls to them are made from different phones, whose dynamics record speech of different quality. As a result, in some audio recordings, the speech is accompanied by various kinds of noise, in some recordings, the voice of the person is pretty quiet, and sometimes the target voice is accompanied by the background communication of other people.

This paper is an attempt to create a system that solves the problem of recognizing noisy and quiet speech.
2. Related works
Speech-to-text systems are widespread in today's world. In paper [7] shows an automatic speech recognition system with word error rate (WER) of 27.2% when transcribing English voice messages by non-native speakers.

In this paper [8] shows the application of modern state-of-the-art automatic speech recognition models on the largest open Russian-language dataset Open_STT [9] with the best WER from phone calls of 33.5%.

The system presented in this paper builds on the work of other authors. First of all, we would like to mention the tool for working with speech recognition models – ESPnet [10]. The developers of this library have done a great job in simplifying the process of creating ASR models. It provides users with access to predefined implementations of popular speech recognition architectures, as well as trained models based on some of these architectures.

Russian-speaking models in ESPnet are presented based on a large open Russian speech corpus [9]. It includes more than ten thousand hours of speech, open for download to all researchers. This set contains the voices of numerous Russian speakers from different domain areas and even a separate corpus of addresses voiced by a synthesized voice.

3. System architecture
Usually, speech recognition systems consist of two important components represented by different neural networks. In particular, they are an acoustic model and a linguistic model. It consists of three key components: encoder, decoder and attention layer.

3.1. Acoustic model
The acoustic model is the heart of a speech recognition system. It usually represents by some type of "sequence to sequence" architecture. Its task is to convert the input sound, presented as a spectrogram, into a sequence of symbols of the respective language.
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**Figure 1.** Transformer architecture model.
In our work, sound is represented by spectrograms using the filter-bank provided by the Kaldi library \cite{11} on which ESPnet was built. Such a filter allows us to consider the peculiarities of human ear perception at different frequency levels. It is important because the model's process of "understanding" human speech is very similar to the way our ears do.

The acoustic model in our work presented by the transformer architecture \cite{12} shown in figure 1.

The encoder's role is to create an internal representation of the input sequence. The decoder's task is to translate this representation into a sequence of characters of the target language. A feature of this architecture is the attention layer. It allows the model to take into account the context of the time interval in question. Unlike recurrent neural networks, the context is built not only on previous occurrences but also on future occurrences.

3.2. Linguistic model
The linguistic model is an assistant model for a speech recognition system. Its task, given the context, is to correct errors and inaccuracies in the recognition results of the acoustic model. The linguistic model can be trained on a specific domain to improve the recognition quality of the final system on highly specialized data. In our work, the Linguistic Model represented by the LSTM network in figure 2.
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**Figure 2. LSTM architecture model.**

LSTM is a kind of recurrent neural network architecture \cite{13-14}. LSTM pretty well adapted to tasks in which important events separated by time lags of indefinite duration and boundaries. Its relative immunity to the duration of time gaps gives LSTM an advantage over alternative recurrent neural networks, hidden Markov models \cite{15}, and other training methods for sequences in various fields of application.

4. Implementation
To begin with, it is worth noting that all the data on which the experiments were carried out was provided to us by Intersvyaz company. These are the audio messages of the call centre subscribers with the corresponding transcripts. To train the linguistic model, the company also provided us with a
dataset of user's chat dialogues. All this data belongs to Intersvyaz company and was provided without disclosing personal data for research purposes only.

To implement a system capable of recognizing speech from noisy or quiet audio recordings was decided to use the pre-trained on data [9] acoustic model provided in the ESPnet library. The original model showed a recognition quality, measured by the WER metric, of 25.5%.

Our idea was that if we continued to train the acoustic model on noisy audio recordings, we could get a gain in recognition quality on them. By conducting the corresponding experiment, we obtained a WER quality metric of 24.6%. By performing some more experiments with frozen encoder and decoder layers, we were not able to get a significant gain in quality of recognition.

Then we decided to improve the system by adding a linguistic model to it. By training LSTM on a mixed dataset of audio transcripts and chat support calls, we were able to reduce the recognition error of the final system to 23.4%. Based on the measurements, the average time taken for a ten-second recording was 2 seconds. An Nvidia RTX 2060 video card was used for training and speed measurement.

5. Results
As a result, the best result of the model was 23.4%.

When reviewing the recognition results, we noted that the final system did indeed become better at handling words related to the subject of the calls. However, the decoding of words not related to it was still distorted by extraneous noise.

6. Conclusion
This article has demonstrated an approach to pre-training the ESPnet model. This method improved the performance of the original model, and also demonstrated higher quality than the state-of-the-art models trained on the same data.
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