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ABSTRACT. The nonlinear shallow water equations (SWEs) are widely used to model the unsteady water flows in rivers and coastal areas. In this work, we present a novel class of locally conservative, entropy stable and well-balanced discontinuous Galerkin (DG) methods for the nonlinear shallow water equation with a non-flat bottom topography. The major novelty of our work is the use of velocity field as an independent solution unknown in the DG scheme, which is closely related to the entropy variable approach to entropy stable schemes for system of conservation laws proposed by Tadmor [22] back in 1986, where recall that velocity is part of the entropy variable for the shallow water equations. Due to the use of velocity as an independent solution unknown, no specific numerical quadrature rules are needed to achieve entropy stability of our scheme on general unstructured meshes in two dimensions.

The proposed DG semi-discretization is then carefully combined with the classical explicit strong stability preserving Runge-Kutta (SSP-RK) time integrators [13] to yield a locally conservative, well-balanced, and positivity preserving fully discrete scheme. Here the positivity preservation property is enforced with the help of a simple scaling limiter. In the fully discrete scheme, we re-introduce discharge as an auxiliary unknown variable. In doing so, standard slope limiting procedures can be applied on the conservative variables (water height and discharge) without violating the local conservation property. Here we apply a characteristic-wise TVB limiter [5] on the conservative variables using the Fu-Shu troubled cell indicator [10] in each inner stage of the Runge-Kutta time stepping to suppress numerical oscillations. This fully discrete can be readily applied to various SWEs simulations without dry areas where the water height is close to zero.

The case with dry areas need further special attention, where the velocity approximation can be unphysically large near cells with a small water height, which may eventually crashes the simulation if no special treatment is used near these cells. Here we propose a simple wetting/drying treatment for the velocity update without violating the local conservation property to enhance the robustness of the overall scheme.

One- and two-dimensional numerical experiments are presented to demonstrate the performance of the proposed methods.

1. INTRODUCTION

The system of nonlinear shallow water equations (SWEs) is a mathematical model for the fluid movement in various shallow water environments, where the horizontal scales of motion are much greater than the vertical scale. The SWEs have been widely used to model flow in the river, near-shore ocean, and earth’s atmosphere, etc. In two dimensions, the inviscid SWEs take the following
form:
\[
\begin{align*}
ht + \nabla \cdot (hu) &= 0, \\
(hu)_t + \nabla \cdot (hu \otimes u) + \frac{1}{2}g\nabla(h^2) &= -gh\nabla b,
\end{align*}
\]
(1a)
\[(1b)
where \(h\) is the water height, \(u = (u, v)\) is the velocity field, \(b(x, y)\) represents the bottom topography and \(g\) is the gravitational constant.

Below we review the four important properties that the SWEs satisfy, namely the entropy condition, the lake-at-rest well-balanced property, the positivity of the water height \(h\), and the conservation property. The system \(1\) is a system of balance laws,
\[
U_t + F(U)_x + G(U)_y = -s(x, y, U),
\]
(2)
where \(U = [h, hu, hv]^T\) is the vector of unknowns, \(F = [hu, hu^2 + \frac{1}{2}gh^2, hu]^T\) and \(G = [hv, hvu, hv^2 + \frac{1}{2}gh^2]^T\) are flux vectors, and \(s = [0, ghb_x, ghb_y]^T\) is the source vector. It is well-known that solutions of the balance law \(2\) can develop shock discontinuities in a finite time, independent of whether the initial data is smooth or not. Hence, the solution of \(1\) are considered in the weak sense \(7\), which are in general not unique.

(i) The entropy condition. To address the issue of non-uniqueness for weak solutions, an additional admissibility criterion based on the so-called entropy condition is imposed. For the SWEs, the total energy
\[
E(U) := \frac{1}{2}h(u^2 + v^2) + \frac{1}{2}gh^2 + ghb
\]
serves as an entropy function, which contains the kinetic energy \(\frac{1}{2}h(u^2 + v^2)\) and the gravitational potential energy \(\frac{1}{2}gh^2 + ghb\). If the bottom topography \(b\) and the solution of \(1\) is smooth, a straightforward calculation \(9\) reveals that
\[
E(U)_t + \left(\frac{1}{2}(hu^3 + huw^2) + ghu(h + b)\right)_x + \left(\frac{1}{2}(hu^2v + hv^3) + ghv(h + b)\right)_y = 0,
\]
(3)
which is obtained by taking the inner product of the SWEs \(1\) with the entropy variable
\[
V := \partial_U E = [g(h + b) - \frac{1}{2}(u^2 + v^2), u, v]^T
\]
and applying the chain rule. Since entropy should be dissipated across shock discontinuities, the entropy conservation equation \(3\) needs to be replaced by the following entropy dissipation postulate
\[
E(U)_t + \left(\frac{1}{2}(hu^3 + huw^2) + ghu(h + b)\right)_x + \left(\frac{1}{2}(hu^2v + hv^3) + ghv(h + b)\right)_y \leq 0,
\]
(5)
(ii) Steady states and well-balanced property. Another important issue which arises in SWEs \(1\) is the simulation of their steady states, which are solutions that are independent of the time variables. The most import example of a steady state solution to \(1\) is the so-called lake at rest, given by
\[
u = v \equiv 0, \quad h + b \equiv Const.
\]
(6)
Many interesting applications, such as waves on a lake or tsunami waves in deep ocean, involve computing perturbations of the lake at rest. A numerical scheme which preserves a discrete version of the steady state \(6\) is termed well-balanced with respect to the steady state.

(iii) Positivity of the water height. The water height \(h\) in the SWEs needs to remain positive (non-negative) for the system \(1\) to remain well-posed. If the water height becomes negative, the system \(1\) will be non-hyperbolic and non-physical, and the problem will be ill-posed.
(iv) The conservation property. For constant topography \( b \equiv \text{Const} \), the balance law (2) reduces to a hyperbolic system of conservation laws
\[
U_t + F(U)_x + G(U)_y = 0.
\]
Integrating the above equation over any control volume \( D \subset \mathbb{R}^2 \) and applying the Gauss law, there holds the following conservation property:
\[
\frac{d}{dt} \int_D U \, dx = - \int_{\partial D} [F(U), G(U)]^T \cdot n \, ds,
\]
where \( n \) is the outward unit normal direction on the boundary \( \partial D \).

The main focus of this work is to construct high-order numerical schemes for the SWEs (1) on unstructured meshes that respect the above mentioned four properties. All these properties are important in practice:

- The Lax-Wendroff theorem [16] ensures that if a conservative scheme produces a discrete solution \( \tilde{U}_h(x, t) \) that uniformly converges to \( \tilde{U}(x, t) \), then \( \tilde{U}(x, t) \) is a weak solution to the continuous equation. Non-conservative schemes may converge to wrong solutions.
- Many shallow water applications involve rapidly moving interfaces between wet and dry areas, where no water is present. If no special attention is paid to maintain the positivity (non-negativity) of the water height, standard numerical methods may produce unacceptable negative water height near the dry/wet front, which crashes of the numerical simulation.
- Well-balanced schemes are essential for computing perturbations of steady states.
- Entropy stability [5] provides additional stabilization mechanism to the scheme which further enhance its robustness.

Various numerical schemes satisfying (part of) these properties for hyperbolic conservation laws or balance laws have been proposed in the literature. We refer to the review articles [30, 31] for a survey of numerical schemes for the SWEs, in particular high-order well-balanced and positivity-preserving schemes; to the review articles [34, 35] for a survey of maximum-principle-satisfying and positivity-preserving high-order schemes for conservation laws; and to the review article [24] for entropy stable schemes.

Of particular relevance to the current work is the class of entropy stable schemes for the SWEs, which respect the entropy dissipation postulate [5]. First-order entropy stable finite volume (FV) schemes for the SWEs were proposed in [8, 9, 25] where the key concepts of entropy variable, entropy conservative/stable numerical fluxes were discussed. Similar entropy conservative/stable numerical fluxes were adopted in the high-order nodal DG literature, which, in combination with discrete derivative operators using Gauss-Lobatto quadrature points that satisfy the summation-by-parts (SBP) property, yield entropy conservative/stable DG discretizations [12, 27, 28]. High-order entropy stable DG schemes were more recently extended to modal formulations [26, 29], following the work of Chan [3]. All these works are also well-balanced and conservative. These entropy stable spatial discretizations were then combined with explicit strong stability preserving Runge-Kutta (SSP-RK) time integrators [13] to yield fully discrete conservative and well-balanced schemes. We note that, in all these works, the entropy stability was proven in the semi-discrete level where only spatial discretization was involved, which does not hold theoretically for the explicit fully discretizations. We further note that the schemes [26, 28] can preserve the positivity of the water height with the aid of a positivity preserving scaling limiter [35]. Moreover, most of the above cited works use structured/rectangular meshes, with the exceptions of [28] which uses unstructured quadrilateral meshes and [26] which works on unstructured triangular meshes.

In this work, we construct high-order locally conservative, positivity preserving, well-balanced, and entropy stable DG schemes for the SWEs on general triangular meshes. Our approach is very different from the above cited entropy stable DG schemes which relies on the SBP property of the underling difference operators. In our semi-discrete scheme, instead of directly approximating
the conservative variables, we use the water height and velocity as the solution unknowns. As a result, entropy stability is achieved naturally within the weak formulation without the need to convert to the strong form or work with difference operators/matrices. Our approach is more closely related to the entropy variable approach to entropy stable schemes proposed by Tadmor [22] back in 1986, as the velocity is part of the entropy variable [1]. For the purpose of efficient explicit time integration, we still keep the water height as the solution unknown. As a result, we need to use the skew-symmetric formulation of the momentum equation [12] to guarantee entropy stability of the semi-discrete scheme. Similar to the works [26, 29], our proposed scheme achieves entropy stability regardless of the choice of underlying numerical integration rules, although the proofs are very different. Actually, all integrals in our scheme involve polynomials only, which can be easily computed exactly if one wishes.

The proposed DG semi-discretization is then carefully combined with a classical SSP-RK time integrator [13], in combination with a positivity-preserving scaling limiter to ensure positivity of the water height. Here special attention is paid to the Runge-Kutta inner stage reconstructions to maintain local conservation of the fully discrete scheme. To do so, we re-introduce the discharge (momentum) as an auxiliary solution unknown and reconstruct inner stage values based on the the conservative variables, i.e., water height and discharge. We prove that this water height-velocity-discharge three-field formulation is mathematically equivalent to the water height-velocity two-field formulation in the semi-discrete level. The advantage of this three-field formulation over the two-field formulation is that standard slope limiting procedures can now be applied on the conservative variables (water height and discharge) to suppress numerical oscillations near discontinuities without violating the local conservation property. Here we apply the characteristic-wise TVB limiter [5] with the Fu-Shu troubled cell indicator [10] using the total height as the indicating function.

The last ingredient of our fully discrete scheme is a proper wetting/drying treatment for problems with (moving) dry areas. The above mentioned positivity preserving limiter and TVB limiter do not directly work on the velocity approximation. As a result, the scheme may produce arbitrarily large velocity approximations near dry cells where the water height is very small. Without any special treatment near these regions, the large velocity near dry areas will dictate the time step size, and may even crash the code due to too large velocity values. We looked into a couple of wetting/drying treatments in the literature, but didn’t find a good one yet that works for our scheme. Hence we introduce a new wetting/drying treatment that at least works for our numerical examples; see details in Remark 3.5 below.

The rest of the paper is organized as follows. In Section 2, we introduce the reformulation of SWEs [1], and used it to design a conservative, well-balanced and entropy stable DG spatial discretization. In Section 3, we present the explicit temporal discretization, and then prove the posivitity preservation property. The implementation of a characteristic-wise TVD slope limiter with an efficient troubled cell indicator is then discussed. We further remark on the proper wetting/drying treatment in the velocity calculation. Numerical results in one- and two-dimensions are then reported in Section 4. We draw concluding remarks in Section 5.

2. Reformulation of SWEs and the DG semi-discretization

In this section, we first reformulate the SWEs [1] into an equivalent skew-symmetric form, c.f. [12], and then introduce the associated conservative, entropy stable and well-balanced DG semi-discretization. Although using the same skew-symmetric form, we emphasis that our entropy stable DG discretization is completely different from the work [12], where we use velocity as independent solution unknowns.

2.1. The skew-symmetric form of the SWEs. Multiplying the mass conservation equation (1a) by $\frac{1}{2}u$, and subtract it from the momentum balance equation (1b), we get the following equivalent
form of the SWEs:

\[ h_t + \nabla \cdot (h u) = 0, \quad (7a) \]

\[ (h u)_t + \nabla \cdot (h u \otimes u) + gh(h + b) - \frac{1}{2} h u - \frac{1}{2} \nabla \cdot (h u) u = 0. \quad (7b) \]

Here (7b) is referred to as the skew-symmetric form of the momentum balance equation (1b), c.f. [12]. Multiplying (7a) with \( g(h + b) \) and (7b) with \( u \) and adding, we immediate get the entropy conservation equality \( (3) \). This suggests to use finite elements to directly approximate the quantities \( g(h + b) \) and \( u \) in order to design a Galerkin method that respect the entropy conservation property \( (3) \), which is the approach we take in this article. In practice, we use a discontinuous finite element space to directly approximate the water height \( h(x, t) \) and use the same finite element space to approximate the bottom topography \( b(x) \), so that \( g(h + b) \) can be taken as a test function in the Galerkin formulation.

2.2. The conservative, entropy-stable, and well-balanced DG spatial discretization.
Without loss of generality, we formulate the DG spatial discretization for the SWEs (7) on a periodic domain \( \Omega \subset \mathbb{R}^2 \). Other standard boundary conditions will be used in the numerical experiments. Here we formulate the scheme on a general unstructured triangular mesh, while noting that the proposed method works on any standard meshes.

To this end, let \( \Omega_h := \{ K \} \) be a conforming triangular discretization of the domain \( \Omega \). Denote \( \partial \Omega_h := \{ \partial K \} \) as the collection of element boundaries with \( n_K \) the associated outward unit normal direction. Let \( E_h := \{ F \} \) be the collection of edges of the triangulation \( \Omega_h \). For any polynomial degree \( k \geq 0 \), let

\[ V^k_h := \{ v \in L^2(\Omega) : v|_K \in \mathcal{P}_k(K), \forall K \in \Omega_h \}, \quad (8) \]

where \( \mathcal{P}_k(K) \) is the space of polynomials of degree at most \( k \) on the element \( K \). Furthermore, let \( V^k_h \) be the vectorial version of the space \( V^k_h \). Given an edge \( F = K^+ \cap K^- \in E_h \) which is shared by two elements \( K^+ \) and \( K^- \), we denote \( n \) as the unit normal direction on \( F \) pointing towards \( K^- \), and denote \( [\phi]_F := \phi^+ - \phi^- \) and \( \{ \phi \}_F := \frac{1}{2}(\phi^+ + \phi^-) \) as the standard jump and average on \( F \) for any function \( \phi \in V^k_h \), where \( \phi^\pm := \phi|_{K^\pm} \).

The proposed DG spatial discretization of (7) on the periodic domain \( \Omega \) reads as follows: find \((h_h, u_h) \in V^k_h \times V^k_h\) such that

\[ M_h ((h_h)_t, e_h) + A_h((h_h, u_h), e_h) = 0, \quad (9a) \]

\[ M_h ((h_h u_h)_t, v_h) + B_h((h_h, u_h), v_h) + C_h((h_h, u_h), v_h) \]

\[ -M_h \left( (h_h)_t, \frac{1}{2} u_h \cdot v_h \right) - A_h \left( (h_h, u_h), \frac{1}{2} u_h \cdot v_h \right) = 0, \quad (9b) \]
for all \((e_h, v_h) \in V_h^k \times V_h^k\), where \(b_h \in V_h^k\) is a proper approximation of the bottom topography, and the associated operators are given below:

\[
M_h((h_u)_t, e_h) := \sum_{K \in \Omega_h} \int_K (h_u)e_h \, dx, \quad (9c)
\]

\[
A_h((h_u, u_h), e_h) := \sum_{K \in \Omega_h} \left( -\int_K h_u \cdot \nabla e_h \, dx + \int_{\partial K} \hat{h_u}u_h \cdot n \, e_h \, ds \right),
\]

\[
\quad = -\sum_{K \in \Omega_h} \int_K h_u \cdot \nabla e_h \, dx + \sum_{F \in \mathcal{E}_h} \int_F \hat{h_u}u_h \cdot n \, [e_h] \, ds, \quad (9d)
\]

\[
M_h((h_u, u_h)_t, v_h) := \sum_{K \in \Omega_h} \int_K (h_u, u_h)_t \cdot v_h \, dx, \quad (9e)
\]

\[
B_h((h_u, u_h), v_h) := -\sum_{K \in \Omega_h} \int_K h_u (u_h \otimes u_h) : \nabla v_h \, dx + \sum_{F \in \mathcal{E}_h} \int_F (\hat{h_u}u_h u_h) n \cdot [v_h] \, ds, \quad (9f)
\]

\[
C_h((h_u, u_h), v_h) := \sum_{K \in \Omega_h} \int_K gh_u \nabla (h_u + b_h) \cdot v_h \, dx - \sum_{F \in \mathcal{E}_h} \int_F g[h_u + b_h]\{h_u v_h\} \cdot n \, dx, \quad (9g)
\]

where the numerical fluxes \(\hat{h_u}u_h \cdot n\) and \((\hat{h_u}u_h u_h) n\) in the operators (9d) and (9f) are defined as follows:

\[
\hat{h_u}u_h \cdot n := \{h_u u_h\} \cdot n + \frac{1}{2} \alpha_h [h_u + b_h], \quad (9h)
\]

\[
(\hat{h_u}u_h u_h) n := \{h_u u_h\} \cdot n \{u_h\} + \frac{1}{2} \alpha_h [(h_u + b_h) u_h], \quad (9i)
\]

with estimated maximum speed

\[
\alpha_h|_F := \max \left\{ \sqrt{gh_h^+ + |u_h^+ \cdot n|}, \sqrt{gh_h^- + |u_h^- \cdot n|} \right\}. \quad (9j)
\]

We will show below that these local Lax-Friedrichs type numerical fluxes are entropy-stable. We note that the above operators are very natural DG discretizations of the corresponding PDE operators in (7), in particular,

- The operators \(M_h\) in (9c) and \(M_h\) in (9e) are the weak forms associated with the time derivative term \(h_t\) in (7a), and \((h_u u_h)_t\) in (7b), respectively;
- The operator \(A_h\) in (9d) is the DG discretization of the convection term \(\nabla \cdot (h u)\) in (7a), with the numerical flux (9h), and The operator \(B_h\) in (9f) is the DG discretization of the convection term \(\nabla \cdot (h u \otimes u)\) in (7b), with the numerical flux (9i). Here the particular choice of the numerical fluxes (9h) and (9i) is crucial for the entropy stability of the semi-discrete scheme (9). Similar numerical fluxes have been used in the literature, c.f. [12];
- The operators \(M_h\) and \(A_h\) in (9d) are the operators associated with the skew-symmetric terms \(\frac{1}{2} h_t u\) and \(\frac{1}{2} \nabla \cdot (h u) u\) in (7b), respectively;
- The operator \(C_h\) in (9g) is a DG discretization of the gravitational term \(gh \nabla (h + b)\) in (7b) using a central numerical flux. To see this, we note that the DG discretization with central numerical flux for this operator reads as follows:

\[
-\sum_{K \in \Omega_h} \int_K g(h_u + b_h) \nabla \cdot (h_u v_h) \, dx + \sum_{F \in \mathcal{E}_h} \int_F g(h_u + b_h) \{h_u v_h\} \cdot n \, dx,
\]

which is equivalent to \(C_h\) by integration by parts. We mention that the two gravitational terms in momentum balance (11b) are combined into a single non-conservative product, which is another key to the entropy stability and well-balanced property of our scheme. We
note that such non-conservative product has been explored in the literature, e.g., [19], to design well-balanced DG schemes.

We conclude this section with the main properties of our proposed DG discretization [9], namely, local conservation, entropy stability and the well-balanced property.

**Theorem 2.1.** The semi-discrete scheme [9] is

- locally conservative in the sense of the following equalities:
  \[
  \frac{d}{dt} \int_K h_h \, dx = - \int_{\partial K} \hat{h}_h \vec{u}_h \cdot \vec{n}_K \, ds, \tag{10a}
  \]
  \[
  \frac{d}{dt} \int_K h_h \vec{u}_h \, dx = - \int_{\partial K} (\hat{h}_h \vec{u}_h \cdot \vec{n}_K) \, ds \tag{10b}
  \]
  subtracting \( \int_K \vec{g}_h \nabla (b_h) \, dx \) and adding, we get the following:
  \[
  \frac{d}{dt} \int_K h_h \, dx = - \int_{\partial K} \hat{h}_h \vec{u}_h \cdot \vec{n}_K \, ds - \int_K \left( \nabla \partial_t (h_h + b_h) \right) \, dx + \int_{\partial K} \frac{1}{2} \vec{g}_h (h_h + b_h) n_x \, ds, \tag{10c}
  \]

- entropy stable in the sense of the following equality:
  \[
  \frac{d}{dt} E_h = - \sum_{F \in \Omega_h} \int_F \left( \frac{1}{2} h_h |\vec{u}_h|^2 + \frac{1}{2} \vec{g}_h^2 + \frac{1}{2} \vec{g}_h \vec{b}_h \vec{n}_K \right) \, ds \leq 0, \tag{10d}
  \]

where the discrete entropy (total energy) is

\[
E_h := \sum_{K \in \Omega_h} \int_K \left( \frac{1}{2} h_h |\vec{u}_h|^2 + \frac{1}{2} \vec{g}_h^2 + \vec{g}_h \vec{b}_h \vec{n}_K \right) \, dx,
\]

- well-balanced in the sense that it preserve the lake-at-rest steady state: if the initial condition satisfies
  \[
  \vec{u}_h(0) = 0, \quad h_h(0) + b_h = C, \tag{10e}
  \]

the solution to the semi-discrete scheme (9) satisfies

\[
\vec{u}_h(t) = 0, \quad h_h(t) + b_h = C. \tag{10f}
\]

**Proof.** Taking test function \( \varepsilon_h := 1 \) on element \( K \) and zero elsewhere in (9a), we get mass conservation in (10a). Denote \( \vec{u}_h \) and \( \vec{v}_h \) as the two components of the velocity approximation \( \vec{u}_h \). Taking test function \( \varepsilon_h := \frac{1}{2} \vec{u}_h \) on element \( K \) and zero elsewhere in (9a), and \( \vec{v}_h := (1, 0) \) on element \( K \) and zero elsewhere in (9b) and adding, we get the following:

\[
\frac{d}{dt} \int_K h_h \vec{u}_h \, dx = - \int_{\partial K} (\hat{h}_h \vec{u}_h \cdot \vec{n}_K) n_x \, ds - \int_K \vec{g}_h \partial_x (h_h + b_h) \, dx + \int_{\partial K} \frac{1}{2} \vec{g}_h (h_h + b_h) n_x \, ds,
\]

where \( n_x \) is the first component of the normal direction \( \vec{n}_K \). Combining the above identity with the fact that

\[
\int_K \vec{g}_h \partial_x (h_h + b_h) \, dx - \int_{\partial K} \frac{1}{2} \vec{g}_h^2 n_x \, ds = 0,
\]

we get the first component of the momentum balance identity (10b). We can apply the same argument to obtain the second component of the momentum balance identity (10b).

Taking test function \( \varepsilon_h = g(h_h + b_h) \) in (9a) and \( \vec{v}_h = \vec{u}_h \) in (9b) and adding, we get

\[
M_h ((h_h)_t, g(h_h + b_h)) + M_h ((h_h, \vec{u}_h)_t, \vec{u}_h) - \frac{1}{2} M_h ((h_h)_t, \vec{u}_h \cdot \vec{u}_h) \]

\[
= - B_h ((h_h, \vec{u}_h), \vec{u}_h) + A_h ((h_h, \vec{u}_h), \frac{1}{2} \vec{u}_h \cdot \vec{u}_h) - C_h ((h_h, \vec{u}_h), \vec{u}_h) - A_h ((h_h, \vec{u}_h), g(h_h + b_h)) \]

\[
:= I_1 \quad \text{and} \quad := I_2
\]
Simplifying the above equality, we yield the entropy dissipation equality (10c). More specifically, it is easy to show that the left hand side of the above equality is the entropy dissipation rate \( \frac{d}{dt} E_h \), and the first term in the above right hand side
\[
I_1 = - \sum_{F \in F_h} \int_{\partial F} \frac{1}{2} \alpha_h \{ h_h + b_h \} \nabla u_h \cdot [ u_h ] ds,
\]
and the second term
\[
I_2 = - \sum_{F \in F_h} \int_{\partial F} \frac{1}{2} \alpha_h g \{ h_h + b_h \}^2 ds,
\]
Below we only give detailed proof of the identity for \( I_1 \). We have
\[
I_1 = - B_h((h_h, u_h), u_h) + A_h((h_h, u_h), \frac{1}{2} u_h \cdot u_h)
\]
\[
= \sum_{K \in \Omega_h} \int_K \left( h_h (u_h \otimes u_h) : \nabla u_h - \frac{1}{2} h_h u_h \cdot \nabla (u_h \cdot u_h) \right) dx
\]
\[
- \sum_{F \in F_h} \int_{\partial F} \left( (h_h u_h u_h) n \cdot [ u_h ] - h_h u_h \cdot n \left[ \frac{1}{2} u_h \cdot u_h \right] \right) ds.
\]
Now by the definition of the numerical fluxes in (9) and the simple fact that \([ab] = [a][b] + [a][b] \), we have
\[
(h_h u_h u_h) n \cdot [ u_h ] - h_h u_h \cdot n \left[ \frac{1}{2} u_h \cdot u_h \right] = \frac{1}{2} \alpha_h \{ h_h + b_h \} [ u_h ] \cdot [ u_h ],
\]
which proves the identity for \( I_1 \) in (11).

Finally, under the assumption (10d), it is trivial to show that the spatial operators \( A_h, B_h, C_h \) in (9) all stays zero. Hence, \( (h_h)_t \equiv 0 \) from equation (9a), and \( (h_h u_h)_t = \frac{1}{2} (h_h)_t u_h \equiv 0 \) from (9b). This implies the well-balanced property.

**Remark 2.1** (Comparison with other entropy stable DG schemes). Our first order scheme with polynomial degree \( k = 0 \) is closely related to the first order finite volume entropy stable schemes [8,9], as both approaches use the concept of entropy conservative/stable fluxes, cf. (9h),(9i). The work [8,9] promote to use a Roe-type dissipation operator in the numerical flux, while our numerical dissipation is of the more dissipative Lax-Friedrichs type.

For our high-order DG scheme with \( k \geq 1 \), we were not able to find similar work in the literature. There are two main approaches to construct high-order entropy stable schemes for nonlinear conservation laws, both stem from Tadmor’s pioneer work on entropy variables and entropy conservative/stable fluxes [22,23]. The first approach directly discretizes the conservation equations using the entropy variables [22], see also [1]. The major drawback of this approach is that explicit time stepping is usually not applicable to these schemes due to the highly nonlinear mapping between the entropy variables and the conservative variables. Hence they are generally more expensive than other explicit schemes. The second approach is based on the (quadrature-based) SBP operator concept, and has undergone a major development in the past few years, see, e.g., the entropy stable DG schemes [12,26,29] for SWEs. These quadrature-based approaches may lead to accuracy loss, and they may be more cumbersome to implement on unstructured triangular meshes than classical DG schemes; see the more discussion in the recent review work [4].

Our scheme [9] combines both advantages of the above mentioned approaches:

- the proof of entropy stability can be performed directly on the variational formation without converting to any matrix-vector form. This is made possible due to the use of velocity approximation and the skew-symmetrization of the momentum balance equation.
In particular, we have the entropy stability result (10c) for the DG scheme (9) with any choice of numerical quadrature rule. This is possible because the proof of (10c) does not rely on integration by parts as the operators have already been properly skew-symmetrized. Hence, the quadrature rule can be chosen only for accuracy considerations. In our numerical experiments, we simply use Gauss quadrature rules that are exact for integrating polynomials of degree 2k.

- the semi-discrete scheme (9) can be discretized in time using classical explicit time stepping schemes. This is possible because we discretize the water height \( h \) as the solution unknown.

3. Fully discrete scheme: local conservation, well-balanced property, positivity preservation, and slope limiting

In this section, we discrete the semi-discrete scheme (9) in time using explicit SSP-RK time integrators. Special attention is paid to maintain the local conservation, well-balancedness, and positivity preservation properties. We also discuss the use of a characteristic-wise TVB slope limiter in combination with the recent troubled-cell indicator proposed in [10] to improve its positivity preservation properties. We also discuss the use of a characteristic-wise TVB slope integrators. Special attention is paid to maintain the local conservation, well-balancedness, and positivity preservation properties. We also discuss the use of a characteristic-wise TVB slope limiter in combination with the recent troubled-cell indicator proposed in [10] to improve its positivity preservation properties. We also discuss the use of a characteristic-wise TVB slope integrators. Special attention is paid to maintain the local conservation, well-balancedness, and positivity preservation properties. We also discuss the use of a characteristic-wise TVB slope limiter in combination with the recent troubled-cell indicator proposed in [10] to improve its positivity preservation properties. We also discuss the use of a characteristic-wise TVB slope

3.1. A three-field reformulation of the semi-discrete scheme (9). Here we introduce a three-field reformulation of the semi-discrete DG scheme (9) by using the discharge \( m := hu \) as an additional independent unknown, which is then discretized in time using the explicit SSP-RK method. The three-field DG scheme reads as follows: find \( (h, u, m) \in V_h^k \times V_h^k \times V_h^k \) such that

\[
M_h((h)_t, e_h) + A_h((h, u), e_h) = 0, \quad \tag{12a}
\]

\[
M_h((m)_t, v_h) + B_h((h, u), v_h) + C_h((h, u), v_h) \quad \tag{12b}
\]

\[
-M_h \left( (h)_t, \frac{1}{2} u \cdot v_h \right) - A_h \left( (h, u), \frac{1}{2} u \cdot v_h \right) = 0, \quad \tag{12c}
\]

\[
M_h(hu - m, w_h) = 0, \quad \tag{12d}
\]

for all \((e_h, v_h, w_h) \in V_h^k \times V_h^k \times V_h^k\). We have the following equivalence of the two formulations (9) and (12).

**Theorem 3.1.** Let \((h, u, m)\) be the solution to the three-field DG formulation (12). Then \((h, u)\) is the solution to the two-field DG formulation (9).

**Proof.** Taking the time derivative of equation (12d), we can replace the auxiliary variable \( m \) in (12b) by \( hu \). This means the solution \((h, u)\) solves the system (9). \hfill \Box

The advantage of this reformulation will be clear next when we discuss SSP-RK time discretizations and slope limiting.

3.2. High order SSP-RK discretization and inner stage reconstruction. The semi-discrete scheme (12) is not a standard ODE system \( U_t + \mathcal{F}(U) = 0 \), with \( U \) being the solution vector and \( \mathcal{F}(U) \) the spatial operator, as the time derivative terms in (12b) involve the nonlinear product \( hu \), and (12d) is an algebraic equation. As a result, special care is need in design locally conservative high-order time discretizations. Here we apply the third order SSP-RK3 scheme to (12) which preserves the local conservation property. It is built on top of a plain forward Euler discretization in Algorithm 1, a velocity update in Algorithm 2, and a convex combination step in Algorithm 3. The full plain SSP-RK3 algorithm without slope limiting is given in Algorithm 1.
Meanwhile, the local conservation property is not polluted by the convex combination step in Algorithm 3. Denote the velocity output as $u_{h}^n$ and weights $w_1, w_2$ with $w_1 + w_2 = 1$. Denote outputs as $h_{h}^{(3)}, m_{h}^{(3)}$ and weights $w_1 = 1/3, w_2 = 2/3$. Denote outputs as $h_{h}^{(2)}, m_{h}^{(2)}$.

**Remark 3.1** (Local conservation and well-balanced property). Similar to the proof of local conservation in Theorem 2.1, the forward Euler algorithm Algorithm 1 is also locally conservative. Meanwhile, the local conservation property is not polluted by the convex combination step in Algorithm 3 due to the use of conservative variables in convex combination. If the velocity $u_{h}$ were...
to be used in the convex combination step, local conservation for the discharge would be lost. This is
the major reason that the discharge $\mathbf{m}_k$ is re-introduced as an independent unknown in the DG
formulation. Hence the overall algorithm Algorithm 4 preserves the steady state solution (6), hence it is also well-balanced.

Remark 3.2 (Computational cost and positivity of water height). The computational cost of
Algorithm 4 involves the evaluation of the right hand side operators, and solving the associated linear system for the mass matrix for $\mathbf{V}^k$ in Step 1, and for $\mathbf{V}^k$ in Step 2. The mass matrices can be made diagonal if orthogonal $L^2$-basis is used in the computation. The computational cost of Algorithm 3 involves the linear system solve of a water height-weighted mass matrix, which is block diagonal and can be computed very efficiently. The Algorithm 3 is simply a vector update. Hence, the computational cost in Algorithm 4 is of linear complexity with respect to the total number of

3.3. Hydrostatic reconstruction and positivity-preserving limiter. The key idea of the positivity-preserving limiter in [32] is to ensure the cell average of water height is positive after one step of forward Euler time stepping under a usual CFL condition. Given solution $\mathbf{h}_h^n, \mathbf{u}_h^n$ at time $t^n$, and time step size $\Delta t$, the water height $h^{n+1}_h$ at next time level for the forward Euler Algorithm 4 reads as follows:

$$M_h(h^{n+1}_h, e_h) = M_h(h^n_h, e_h) - \Delta t A_h((h^n_h, u^n_h), e_h), \quad \forall e_h \in \mathbf{V}^k,$$

Taking test function $e_h = 1$ on a single element $K \in \Omega_h$, we get the evolution equation for the water height cell average:

$$\tilde{h}^{n+1}_K = \frac{\Delta t}{|K|} \int_{\partial K} \tilde{h}^n_h \mathbf{u}^n_h \cdot \mathbf{n}_K \, ds \quad (13)$$

where $\tilde{h}^n_K$ stands for the cell average of $h^n_h$ on the triangle $K$ at time level $t^n$, and $|K|$ is the area of the element $K$. Due to the fact that the numerical flux (9h) contains the jump of bottom topography $b_h$, which can arbitrarily large, we can not prove positivity of $h^{n+1}_h$ in the above equation (13) under the condition of positivity of $h^n_K$ and a reasonable time step size restriction. To fix this, we slightly modify the numerical fluxes using the idea of hydrostatic reconstruction [1, 32]. In particular, introducing the following hydrostatic reconstructed version of the water height:

$$h^{*,+}_h := \max \left\{ 0, h^+ + \min\{0, [b_h]\} \right\}, \quad (14a)$$

$$h^{-,-}_h := \max \left\{ 0, h^- - \max\{0, [b_h]\} \right\}, \quad (14b)$$

we replace $h^+_h$ in the flux terms in the scheme (9) by $h^{*,+}_h$, and replace the associated the jump term $[h^+_h + b_h]$ by $[h^{*,+}_h] = h^{*,+}_h - h^{*-,-}_h$. For example, the flux (9h) is now replaced by the following one:

$$\tilde{h}^*_h \mathbf{u}_h \cdot \mathbf{n} := \{h^*_h \mathbf{u}_h\} \cdot \mathbf{n} + \frac{1}{2} \alpha_h [h^*_h], \quad (15)$$

with

$$\alpha_h |_{F} := \max \left\{ \sqrt{g h^{*,+}_h + |\mathbf{u}^+_h \cdot \mathbf{n}|}, \sqrt{g h^{*,-}_h + |\mathbf{u}^-_h \cdot \mathbf{n}|} \right\}. \quad (16)$$
It is clear that if $h_h$ satisfies $h_h + b_h = \text{Const}$ with $h_h > 0$, then
\[
\begin{align*}
\bar{h}_h^{n+1} &= \bar{h}_h^n - \frac{\Delta t}{|K|} \int_{\partial K} \bar{h}_h^{n,s,n} u_h^n \cdot n_K \, ds, \\
&= \bar{h}_h^n - \frac{\Delta t}{|K|} \int_{\partial K} \left( \{ h_h^{n,s} u_h^n \} \cdot n_K + \frac{1}{2} \alpha_h [h_h^{n,s}]_K \right) \, ds, \tag{17}
\end{align*}
\]
where $[h_h]_K := h_h^{\text{int}(K)} - h_h^{\text{ext}(K)}$ is the jump, with $h_h^{\text{int}(K)}$ and $h_h^{\text{ext}(K)}$ being the approximations obtained from the interior and the exterior of $K$. Note that by definition, on any edge $F = K^+ \cap K^-$ shared by two elements, there holds
\[
[h_h] = h_h|_{K^+} - h_h|_{K^-} = [h_h]_{K^+} = -[h_h]_{K^-}.
\]
The cell average evolution equation [13] now has a similar form as [32, Equation 3.1]. Hence, we can follow the same analysis in [32, Section 3] to ensure positivity of the water height cell average at next time level. The following result is Theorem 3.2 in [32]. The proof is almost identical, hence we omit it for simplicity.

**Theorem 3.2** (Theorem 3.2 in [32]). For the scheme (17) to be positivity preserving, i.e., $\bar{h}_h^{n+1} \geq 0$, a sufficient condition is that $h_h(x) \geq 0$, $\forall x \in S_K$ for all $K$, under the CFL condition
\[
\alpha \frac{\Delta t}{|K|} |\partial K| \leq \frac{2}{3} \bar{w}_1. \tag{18}
\]
Where $h_h(x)$ denotes the polynomial for water height at time level $n$, $S_K$ is a set of (symmetric) quadrature points on $K$ that includes $k + 1$ Gauss quadrature points on each boundary edge, $\alpha$ is the maximum estimated speed [16], $|\partial K|$ is the perimeter of element $K$, and $\bar{w}_1$ is the quadrature weight of the $\lfloor k + 3/2 \rfloor$-point Gauss-Lobatto rule on $[-1/2, 1/2]$ for the first quadrature point.

At time level $n$, given the water height DG polynomial $h_h(x)$ with its cell average $\bar{h}_h^n \geq 0$, we use the simple scaling limiter [32, Section 3.4] to ensure the above sufficient condition $h_h(x) \geq 0$ for all $x \in S_K$, i.e., replacing $\bar{h}_h^n(x)$ by a linear scaling around the cell average:
\[
\bar{h}_h^n(x) = \theta_K(h_h^n(x) - \bar{h}_h^n) + \bar{h}_h^n, \tag{19}
\]
where $\theta_K \in [0, 1]$ is determined by
\[
\theta_K := \min_{x \in S_K} \theta_x, \quad \theta_x = \min \left\{ 1, \frac{\bar{h}_h^n}{h_h^n - h_h^n(x)} \right\}. \tag{20}
\]
A slightly more efficient and less restrictive scaling parameter $\theta_K$ can be obtained using a reduced set of quadrature points, see [32, Section 3.4] for more details. In practice, the positivity preserving limiter (19) is applied in each inner stage of the RKDG algorithm [4]. We notice that the well-balanced property is also not affected by this positivity preserving limiter.

**Remark 3.3** (On hydrostatic reconstruction and bottom topography approximation). The proof of Theorem 3.2 requires the use of hydrostatic reconstruction [14], which is needed due to the lack of control of the bottom topography jump $[b_h]$ across edges. When the polynomial degree $k \geq 1$ in the DG scheme (9), one can approximate the bottom topography using a continuous approximation $b_h \in V_h^k \cap H^1(\Omega)$, which implies $[b_h] = 0$. In this case, under the positivity assumption of Theorem
### Remark 3.4

The troubled-cell indicator and slope limiter. Another important ingredient of the DG methods is the slope limiter procedure which is needed to suppress spurious oscillations near solution discontinuities. We follow the standard slope limiting procedure in RKDG methods [6;18]:

1. First we identify the troubled cells, namely, those cells which might need the limiting procedure.

2. Second we replace the solution polynomials in those troubled cells by reconstructed polynomials with limited slopes that maintain the original cell averages (conservation).

We use the Fu-Shu troubled-cell indicator proposed in [10] to identify the troubled cells, with a scaling modification to improve its performance and computational efficiency. Given a discontinuous function \( p \in V^k_h \), the troubled-cell indicator \([10]\) is given as follows:

\[
I_K(p) = \frac{\sum_{T \in \omega(K)} |\tilde{p}_T - \overline{p}_K|}{\overline{p}_\text{max} - \overline{p}_\text{min}},
\]

(21)

where \( \omega(K) \) is the union of cells that share a common edge with \( K \), including \( K \) itself, and \( \tilde{p}_T \) is the cell average of the polynomial \( p|_T \) extended to the target cell \( K \), and \( \overline{p}_\text{max} \) and \( \overline{p}_\text{min} \) are the global maximal and minimal cell average on the domain. Relying on the assumption \([5;6]\) that spurious oscillations are present in the solution \( p_h \) only if they are present in its linear part \( p_h^\text{l} \), which is its \( L^2 \)-projection into the space of piecewise linear functions \( V^1_h \), we use the linear \( L^2 \)-projection of the total height \( h_h + b_h \) as the indicating function in (21), which simplifies the implementation of the extended cell average \( \tilde{h}_h \) for high-order case where the polynomial degree \( k > 1 \). The cell \( K \) is marked as a troubled cell if

\[
I_K(h^1_h + b^1_h) > tol,
\]

(22)

where \( tol \) is a user defined parameter. Note that this indicator is of \( \mathcal{O}(h^2) \) in smooth regions, and of \( \mathcal{O}(1) \) near discontinuities, hence is expected to be effective to detect troubled cells near discontinuities with a proper choice of \( tol \). Our numerical experiments suggest that the indicator is not too sensitive to the tolerance \( tol \). The indicator with \( tol \in (0.01, 0.1) \) performs similarly for most of the examples, where \( tol = 0.01 \) leads to a slightly larger number of detected troubled cells than \( tol = 0.1 \) as expected. In our implementation, we take \( tol = 0.02 \) for all the reported results.

**Remark 3.4** (On scaling of the indicator (21)). The original indicator proposed in [10] use the local maximal cell average \( \max_{T \in \omega(K)} \{ \tilde{p}_T \} \) as the scaling denominator. This scaling has the drawback of not able to detect any troubled cells for small perturbation tests where the total height is a very small perturbation of a constant state. In particular, the original indicator with a local maximum scaling will produce a completely different result when the indicating function is perturbed by a global constant \( p(x) \leftarrow p(x) + \text{Const} \). The new global difference scaling denominator \( \overline{p}_\text{max} - \overline{p}_\text{min} \) now produce the same indicating value when the indicating function is perturbed by a global constant. It performs quite well for all the numerical examples reported here. We further mention that this global scaling is suggested to us by Prof. Chi-Wang Shu from Brown University in a private communication.

After the troubled cells have been detected, we apply the characteristic-wise TVB limiter [5;6] on the conservative variables \( (h_h + b_h, m_h) \) with TVB parameter \( M = 0 \). To save space, we leave out the derivation of this limiter and refer to [5;6] for details. We mention that while this TVB limiter is compatible with the well-balanced property of the DG scheme as \( h_h + b_h \) is used in the limiting process. In practice, we first apply this TVB limiter then apply the positivity preserving limiter [15] for each inner Runge-Kutta stage values.
3.5. **Velocity computation and dry cell treatment.** We note that while Theorem 3.2 and the limiter (19) ensures non-negativity of the water height cell average $\bar{h}_K^{n+1}$, and water height on the quadrature points $S_K$ at the next time level, this in general is not enough for the invertibility of the water height-weighted mass matrix, which is needed to compute the velocity approximation. The invertibility of this weighted mass matrix is not a big issue as one can compute the scaling factor in (20) such that it ensures positivity of water height on all volume integration points in each cell.

A more serious issue is the velocity computation on dry cells with nearly zero water height, this weighted mass matrix is nonsingular but now close to zero, and the computed velocity approximation may be unphysically large and not reliable anymore. Without a special velocity treatment on dry cells, the scheme (with TVB and positivity preserving limiters) may still fail to solve challenging problems with moving interface with wet and dry areas. There are various wetting/drying treatment available in the literature [2, 15]. However, our preliminary numerical experiments suggest that the most common approaches may not work well for our velocity based DG scheme. For example, the simple trick of setting zero velocity when the water height $h$ is less than a given threshold, e.g. $10^{-6}$, which worked in [33], or using a regularized water height $h^*: = \frac{1}{2}h + \frac{1}{2}\max\{h, (tol)^2/h\}$, with $tol$ a given small tolerance, to compute the weighted mass matrix in Algorithm 2 as suggested in [15] were not enough for our scheme with polynomial degree $k = 2$ to solve a dam break problem on a dry bed.

After some initial testing, we come up with a relative simple velocity limiting approach that works for the numerical results reported in this manuscript. We apply the following two steps after an inner stage water height $h_h$ and discharge $m_h$ has been computed by Algorithm 1:

1. Given a threshold percentage $0 < \epsilon_d \ll 1$, we first mark cells with cell average $\bar{h}_K \leq \epsilon_d \times \hat{h}_0^{\text{max}}$ as dry cells, where $\hat{h}_0^{\text{max}}$ is the maximum water height at initial time. Then, we remove the high order information on these dry cells by reverting to piecewise constant approximation of water height and discharge:

$$
 h_K \leftarrow \bar{h}_K, \quad m_K \leftarrow \bar{m}_K, \quad \text{for all } K \in \Omega_h \text{ such that } \bar{h}_K \leq \epsilon_d \times \hat{h}_0^{\text{max}},
$$

with $\hat{h}_0^{\text{max}}$ the maximum water height at initial time. Then, we remove the high order information on these dry cells by reverting to piecewise constant approximation of water height and discharge:

2. The above approach may not be enough to control the velocity magnitude for high order schemes when $\epsilon_d$ is taken to be too small. We further propose a velocity limiter to smooth out extreme velocity values. Given a user tunable value $V^{\text{max}}$, which is an estimation of maximal allowed velocity approximation, we do the following two steps for each component of the velocity approximation:

   (i) Identify the collection of troubled velocity cells, denoted as $\omega(u_h)$, for the velocity component $u_h$ as the cells where the maximum of the absolute velocity is larger than $V^{\text{max}}$. For polynomial degree $k = 2$ on triangles, the maximal value in the triangle is estimated as the maximal value on three vertices and three mid points of each edge:

$$
 \omega(u_h) := \{ K \in \Omega_h : \max_{x \in v(K)} |u_h(x)| > V^{\text{max}}, \}
$$

where $v(K)$ is the collection of three vertices and three edge midpoints of cell $K$.

   (ii) On each of these troubled cells, we remove the velocity data, and replace it by the average of cell averages of its immediate neighboring cells which are not marked as troubled cells.
We repeat this procedure until all troubled cells have an updated (constant) velocity value:

While $\omega(u_h)$ is not empty, do the following:

$$u_K \leftarrow \text{average of } \{\bar{u}_T\} \text{ for } T \in \omega(K) \text{ and } T \notin \omega(u_h). \tag{25}$$

remove cell $K$ from $\omega(u_h)$ if its value has been updated.

We note that the above velocity limiting procedure does not affect the local conservation property as the water height and discharge cell averages were never changed. The above two approaches introduce two tunable parameters, namely $\epsilon_d$ in (23), and $V_{\text{max}}$ in (24). They will be chosen accordingly for specific wetting/drying examples. For example, we can take $\epsilon_d = 5 \times 10^{-3}$, and take $V_{\text{max}}$ based on the maximum velocity magnitude for the lowest order scheme with $k = 0$ for problems with moving wet/dry interfaces. With the above wetting/drying treatment, we are able to run simulation for the circular dam break problem with a dry bed, and the dam bream problem with three mounds on unstructured triangular grids. We mention that the above treatments are far away from perfect yet, as they need parameter tuning, and may lead to accuracy loss near dry cells. They only serves as initial approaches for a successful simulation of SWEs with moving wet/dry interfaces. We are planning to further investigate more robust and accurate wetting and drying treatments for our velocity based DG scheme in the near future.

For completeness, we list the final form of the fully discrete scheme below. This method is locally conservative, well-balanced, and positivity preserving provided the time step size $\Delta t$ satisfy the CFL condition (18). In practice, we take the time step size to be

$$\Delta t = \text{cfl} \min_{K \in \Omega_h} \{\tau_K / \alpha_K^\text{max}\}, \tag{26}$$

where $\text{cfl}$ is the CFL number which depends on the polynomial degree $k$, $\tau_K$ is the mesh size, and $\alpha_K^\text{max}$ is the estimated maximum speed on the cell $K$. If we detect a water height cell average $\bar{h}_K < \epsilon = 10^{-12}$ in the inner stages in Step 1/2/4 of Algorithm 5, which means the time step size does not satisfy the condition (18), we simply decrease $\Delta t$ by a half and redo the whole computation.

4. Numerical results

In this section we present numerical results of our velocity based DG scheme Algorithm (5). We report results using the third order DG method with $k = 2$. The CFL number is taken to be $\text{cfl} = 0.1$ for 1D examples, and $\text{cfl} = 0.05$ for 2D examples. The gravitation constant $g$ is fixed as 9.812 except the test in Example 4.6, where it is taken to be $g = 10$. We take the tolerance $\text{tol} = 0.02$ in the Fu-Shu indicator (21) for all examples. Moreover, unless explicitly mentioned, we turn off the dry cell limiter (23) and the velocity limiter (24)–(25), which are only needed when the problem has a moving dry/wet interface.

The implementation is based on the python interface of the NGSolve software [20], [20], [20]. Source code for all the examples can be found in the git repository, [https://github.com/gridfunction/SWE](https://github.com/gridfunction/SWE).

Example 4.1: Accuracy Test in 1D. We start with an accuracy test to demonstrate the high order accuracy of our schemes for a smooth solution of the SWEs. Following the setup in [26], we take the following bottom topography and initial conditions:

$$b(x) = \sin^2(\pi x), \quad h(x, 0) = 5 + e^{\cos(2\pi x)}, \quad hu(x, 0) = \sin(\cos(2\pi x)).$$

The computation domain is a periodic unit interval $[0, 1]$, and final time is $t = 0.1$ where the solution is still smooth. We apply the plain Algorithm [4] without limiter, and compute the $L^2$-errors of water height $h_h$, velocity $u_h$, and discharge $m_h$ on a sequence of uniform meshes with $N = 50 \times 2^l$ cells for $l = 0, 1, 2, 3, 4$. We take the solution on $N = 25 \times 2^5 = 1600$ cells as the reference solution when computing these $L^2$-errors. The results are recorded in Table 1. We clearly observe the expected
Algorithm 5 Positivity-preserving SSP-RK3 + DG + TVB limiter + wetting/drying treatment

Input: $h^n_h \in V_h^k$, $u^n_h, m^n_h \in V_h^k$ at time level $t^n$, and time step size $\Delta t > 0$. $tol > 0$ for TVB limiter indicator (21), $\epsilon_d > 0$ for dry cell indicator (23), and $V_{\max} > 0$ for troubled velocity cell indicator (24).

Output: $h^{n+1}_h \in V_h^k$ and $u^{n+1}_h, m^{n+1}_h \in V_h^k$ at next time level $t^{n+1} := t^n + \Delta t$.

1. Apply Algorithm 1 with inputs $h^n_h, u^n_h, m^n_h$ and $\Delta t$. (If bottom topography $b_h$ is discontinuous, apply the hydrostatic reconstruction (14) in flux evaluations.) Denote the outputs as $h^{(1)}_h, m^{(1)}_h$.

2. Apply the dry cell limiter (23) for $h^{(1)}_h$ and $m^{(1)}_h$; Apply the characteristic-wise TVB limiter for the variables ($h^{(1)}_h + b_h, m^{(1)}_h$) using indicator (21) with indicating function $h^{(1)}_h + b_h$; Apply the positivity preserving limiter for $h^{(1)}_h$.

3. Apply Algorithm 2 with inputs $h^{(1)}_h, m^{(1)}_h$. Denote the velocity output as $u^{(1)}_h$. Then apply the velocity limiter in (25).

4. Apply Algorithm 1 with inputs $h^{(1)}_h, u^{(1)}_h, m^{(1)}_h$ and $\Delta t$. Denote outputs as $h^{(2s)}_h, m^{(2s)}_h$.

5. Apply Algorithm 3 with inputs $h^n_h, h^{(2s)}_h, m^n_h, m^{(2s)}_h$ and weights $w_1 = 0.75, w_2 = 0.25$. Denote outputs as $h^{(2)}_h, m^{(2)}_h$.

6. Apply the dry cell limiter (23) for $h^{(2)}_h$ and $m^{(2)}_h$; Apply the characteristic-wise TVB limiter for the variables ($h^{(2)}_h + b_h, m^{(2)}_h$) using indicator (21) with indicating function $h^{(2)}_h + b_h$; Apply the positivity preserving limiter for $h^{(2)}_h$.

7. Apply Algorithm 2 with inputs $h^{(2)}_h, m^{(2)}_h$. Denote the velocity output as $u^{(2)}_h$. Then apply the velocity limiter in (25).

8. Apply Algorithm 1 with inputs $h^{(2)}_h, u^{(2)}_h, m^{(2)}_h$ and $\Delta t$. Denote outputs as $h^{(3s)}_h, m^{(3s)}_h$.

9. Apply Algorithm 3 with inputs $h^n_h, h^{(3s)}_h, m^n_h, m^{(3s)}_h$ and weights $w_1 = 1/3, w_2 = 2/3$. Denote outputs as $h^{(3)}_h, m^{(3)}_h$.

10. Apply the dry cell limiter (23) for $h^{n+1}_h$ and $m^{n+1}_h$; Apply the characteristic-wise TVB limiter for the variables ($h^{n+1}_h + b_h, m^{n+1}_h$) using indicator (21) with indicating function $h^{n+1}_h + b_h$; Apply the positivity preserving limiter for $h^{n+1}_h$.

11. Apply Algorithm 2 with inputs $h^{n+1}_h, m^{n+1}_h$. Denote the velocity output as $u^{n+1}_h$. Then apply the velocity limiter in (25).

third order convergence, and the error magnitude are comparable to the results reported in [26] for another third order entropy stable DG scheme.

| N   | $L^2$-err in $h_h$ rate | $L^2$-err in $u_h$ rate | $L^2$-err in $m_h$ rate |
|-----|----------------------|----------------------|----------------------|
| 50  | 2.997e-04            | 3.583e-04            | 2.577e-03            |
| 100 | 2.730e-05            | 3.273e-05            | 3.235e-04            | 3.45 |
| 200 | 2.949e-06            | 3.538e-06            | 2.542e-05            | 3.21 |
| 400 | 3.600e-07            | 4.323e-07            | 3.103e-06            | 3.03 |
| 800 | 4.408e-08            | 5.296e-08            | 3.798e-07            | 3.03 |

Table 1. $L^2$ errors and convergence rate at time $t = 0.1$ for Example 4.1.

Example 4.2: The Well-Balanced Test in 1D. In this example, we test the well-balanced property of our proposed methods to ensure that the still-water steady state is exactly preserved.
We consider two different choices of the bottom topography as used in [26]: a smooth bottom with
\[ b(x) = 5 \exp\left(-0.4(x-5)^2\right), \]
and a discontinuous bottom with
\[ b(x) = \begin{cases} 
4, & \text{if } 4 \leq x \leq 8, \\
0, & \text{otherwise.} 
\end{cases} \]
The computational domain is \([0, 10]\) with wall boundary conditions. The initial condition is taken as the stationary state
\[ h + b = 10, u = 0. \]
We solve the problem until time \(t = 0.5\) on three meshes with 100, 2000, and 400 uniform cells, and record the \(L^2\)-errors in Table 2. We observe all errors are at the level of round-off errors, which verifies the well-balanced property.

![Table 2. \(L^2\) errors at time \(t = 0.5\) for Example 4.2.](image)

**Example 4.3: A Small Perturbation Test in 1D.** We test the following quasi-stationary test case proposed by LeVeque [17], which is a small perturbation of the steady state solution. The computational domain is \([0, 2]\), and the bottom topography \(b(x)\) is given by
\[ b(x) = \begin{cases} 
\frac{1}{4}(\cos(10\pi(x-1.5)) + 1), & \text{if } 1.4 \leq x \leq 1.6, \\
0, & \text{otherwise.} 
\end{cases} \]
The initial conditions are
\[ h(x, 0) = \begin{cases} 
1 - b(x) + \epsilon, & \text{if } 1.1 \leq x \leq 1.2, \\
1 - b(x), & \text{otherwise.} 
\end{cases} \]
where \(\epsilon\) is a given constant representing the size of the perturbation. Following [17], we consider a case with a big pulse (\(\epsilon = 0.2\)) and case with a small pulse (\(\epsilon = 0.001\)). The final time of simulation is \(t = 0.2\). We compare our scheme on a uniform coarse mesh with \(N = 200\) cells and a uniform fine mesh with \(N = 2000\) cells. The results at final time for the total water surface \(h + b\) and discharge \(m = hu\) for the big pulse case are shown in Figure 1, and those for the small pulse case are shown in Figure 2. In these figures, blue squares indicate the troubled cells identified by our indicator (21). We observe good agreement of the results on coarse and fine meshes without spurious numerical oscillations, which also agrees well with results in the literature. Moreover, we observe that the indicator (21) with \(tol = 0.02\) only activates cells close to the moving shocks for both case, with slightly more cells being identified as troubled cells for the small perturbation test.

**Example 4.4: A Dam Breaking Problem over a Bump in 1D.** We consider a one-dimensional dam breaking problem over a rectangular bump. It involves a rapidly varying flow over a discontinuous bottom topography. Following [26], we take the computational domain as \([0, 1500]\), and use the following discontinuous bottom topography:
\[ b(x) = \begin{cases} 
8, & \text{if } |x - 750| < 1800/8, \\
0, & \text{otherwise.} 
\end{cases} \]
We use outflow boundary conditions, and record the results at time $t = 60$ in Figure 3, again using a uniform coarse mesh with $N = 200$ cells, and a uniform fine mesh with $N = 2000$ cells. We observe good agreement of the results on two meshes, which also agrees well with results reported in the literature. We note that the discharge has a small kink near $x = 937.5$, where the discontinuous of bottom topography happens. Also, the indicator is successful in identifying solution discontinuities.
Example 4.5: Entropy Glitch Test in 1D. We consider the Riemann problem with a flat bottom considered in [28]. The computational domain is $[-1, 1]$, the bottom topography $b(x) = 0$, and initial condition is

$$h(x, 0) = \begin{cases} 1, & \text{if } x < 0, \\ 0.1, & \text{otherwise}. \end{cases} u(x, 0) = 0.$$ 

The gravitational constant is taken to be $g = 10$, and final time of simulation is $t = 0.2$.

It was shown in [28, Fig. 8] that standard DG method with a local Lax–Friedrichs numerical flux develops an unphysical discontinuity, called an “entropy glitch”, at $x = 0$, while the entropy stable DG method is able to capture the solution well on the coarse mesh. The results in a uniform mesh with 200 cells are shown in Figure 3.

Example 4.6: A Dam Break Problem with a Dry Bed in 1D. We consider a Riemann Problem with a constant bottom used in [33]. Here a dried river bed is used to examine the performance of our scheme in case of moving wet/dry interface. The computation domain is taken to be $[-300, 300]$, and initial condition is

$$h(x, 0) = \begin{cases} 10, & \text{if } x < 0, \\ 10^{-12}, & \text{otherwise}. \end{cases} u(x, 0) = 0.$$ 

Here we use a tiny positive value $10^{-12}$ to indicate the dry bed. This avoids division by zero in the velocity computation. This is a very challenging problem as our default algorithm without dry cell limiter or velocity limiter fails after a couple of time steps due to an excessive large velocity approximation. Here we activate the dry cell limiter (23) with $\epsilon_d = 5 \times 10^{-3}$ to avoid excessive large velocity approximations. The velocity limiter (24)—(25) is not needed for this example. The results at times $t = 4$, $t = 8$, and $t = 12$ on the uniform mesh with $N = 200$ cells are plotted in Figure 3. Again, we observe good agreement with results in the literature.

Example 4.7: Accuracy Test in 2D. Now we turn to the performance of our scheme on 2D triangular meshes. This is a 2D version of the 1D accuracy test considered in Example 4.1. The
Figure 4. Example 4.5 at time \( t = 0.2 \). Left: the water surface \( h + b \); right: the discharge \( m \). Blue squares indicate cells where TVB limiter are used at the final time.

Figure 5. Example 4.6 at times \( t = 4 \), \( t = 8 \), and \( t = 12 \). Left: the water surface \( h + b \); right: the discharge \( m \).

domain is a periodic unit square \([0,1] \times [0,1]\). The bottom topography and the initial conditions are given as follows:

\[
\begin{align*}
b(x) &= \sin(2\pi x) + \sin(2\pi y), \\
h(x,0) &= 10 + e^{\sin(2\pi x)} \cos(2\pi y), \\
uu(x,0) &= \sin(cos(2\pi x)) \sin(2\pi y), \\
nv(x,0) &= \cos(2\pi x) \cos(sin(2\pi y)).
\end{align*}
\]
The final time is \( t = 0.05 \) where the solution is still smooth. We apply the plain Algorithm 4 without limiter, and compute the \( L^2 \)-errors of water height \( h_h \), velocity \( u_h \), and discharge \( m_h \) on a sequence of uniform structured triangular meshes with \( N \times N \times 2 \) cells where \( N = 25 \times 2^l \) cells for \( l = 0, 1, 2, 3 \). We take the solution on uniform structured triangular meshes with \( 400 \times 400 \times 2 \) as the reference solution when computing these \( L^2 \)-errors. The results are recorded in Table 3. We again observe the expected third order convergence for the water height, and nearly third order convergence for the velocity and discharge.

| \( N \) | \( L^2 \)-err in \( h_h \) rate | \( L^2 \)-err in \( u_h \) rate | \( L^2 \)-err in \( m_h \) rate |
|--------|-----------------|-----------------|-----------------|
| 25     | 1.420e-03 –     | 1.670e-03 –     | 1.379e-02 –     |
| 50     | 1.567e-04 3.18  | 2.083e-04 3.00  | 1.683e-03 3.03  |
| 100    | 1.917e-05 3.03  | 2.820e-05 2.89  | 2.371e-04 2.83  |
| 200    | 2.363e-06 3.02  | 3.880e-06 2.86  | 3.403e-05 2.80  |

Table 3. \( L^2 \) errors and convergence rate at time \( t = 0.05 \) for Example 4.7.

**Example 4.8: A Small Perturbation Test in 2D.** We test the following 2D quasi-stationary test case proposed by LeVeque [17], which is a small perturbation of the steady state solution. The computation domain is \( [0, 2] \times [0, 1] \). The bottom topography consists of an elliptical shaped hump

\[
b(x, y) = 0.8 \exp(-5(x - 0.9)^2 - 50(x - 0.5)^2),
\]

and the initial conditions are

\[
h(x, y, 0) = \begin{cases} 
1 - b(x, y) + 0.01, & \text{if } 0.05 \leq x \leq 0.15, \\
1 - b(x, y), & \text{otherwise.}
\end{cases}
\]

\[
u(x, y, 0) = v(x, y, 0) = 0.
\]

Outflow boundary conditions are imposed on the left and right boundary while wall boundary condition (symmetry) are imposed on the top and bottom boundaries. Due to symmetry, we perform the calculation on half of the domain \( \Omega = [0, 2] \times [0, 0.5] \) with symmetry boundary condition on the top boundary \( y = 0.5 \). We consider our scheme on an unstructured triangular mesh with mesh size \( \tau_K = 0.01 \). The water surface contour at times \( t = 0.12, 0.24, 0.36, 0.48, 0.60 \) are recorded in Figure 6. Our scheme produce non oscillatory solutions and the results agrees well with those in the literature.

**Example 4.9: Circular Dam Break Test in 2D.** We consider the circular dam break problem used in [21, Sect. 3.2.1]. The space domain is a 50 \( \times \) 50 square with a cylindrical dam with radius \( r = 11 \) and centred in the square. The initial water height is 10 inside the dam, and is either 1 outside the dam (a wet bed), or \( 10^{-12} \) outside the dam (a dry bed). The final time of the simulation is \( t = 0.69 \). The bottom topography is set to be zero. Here the dry bed case need special care, where we applied the dry cell limiter (23) with \( \epsilon_d = 5 \times 10^{-3} \), and activated the velocity limiter (24)–(25) with \( V_{\text{max}} = 15 \). These treatment were not used for the wet bed case. Due to symmetry of the problem, we perform the computation only on a quarter of the domain with symmetric boundary conditions. We take an unstructured triangular mesh with mesh size \( \tau_K = 0.5 \). The results of two cases are presented in Figure 7.

**Example 4.10: Dam Break on a Closed Channel in 2D.** We consider the problem [11, Sect. 8.9] which model dam break on a closed channel. The domain represents a channel of 75 length and 30 width with three mounds will wall boundary conditions. The shape of the mounds is defined by
the function \(b(x, y) = \max(0, m1, m2, m3)\), where
\[
\begin{align*}
m1 &= 1 - 0.1 \sqrt{(x - 30)^2 + (y - 22.5)^2}, \\
m2 &= 1 - 0.1 \sqrt{(x - 30)^2 + (y - 7.5)^2}, \\
m3 &= 2.8 - 0.28 \sqrt{(x - 47.5)^2 + (y - 15)^2}.
\end{align*}
\]

The initial conditions are
\[
h(x, y, 0) = \begin{cases} 
1.875, & \text{if } x < 16 \\
10^{-12}, & \text{otherwise}.
\end{cases}
\]
\(u(x, y, 0) = v(x, y, 0) = 0\)

Due to the moving wet/dry interface, we activate the dry cell limiter with \(\epsilon_d = 10^{-3}\), and the velocity limiter \([24]-[25]\) with \(V_{\text{max}} = 9\). Due to symmetry, we only perform the calculation on half of the domain \([0, 75] \times [0, 15]\), and apply symmetry boundary conditions on all the boundaries. Contour plots of the water surface for the simulation results on an unstructured triangular mesh with mesh size \(\tau_K = 0.5\) are shown in Figure 8 for various times. We observe complex flow structures
Figure 7. Example 4.9. Contour and surface plots of water height for the circular dam-break problem at $t = 0.69$. Left: web bed. 11 uniform contour lines from 2 to 9.4; Right dry bed. 12 uniform contour lines from 0.01 to 8.9.

for this problem, and our scheme produces satisfactory results compared with those from [11, Fig. 15].

Figure 8. Example 4.10. Contour and surface plots of water surface for the dam-break problem on a closed channel. 20 uniform contour lines from 0 to 1.2. Left to right, top to bottom: $t = 5, 10, 15, 20, 25, 30, 35, 40$.

5. Conclusion

We proposed a novel velocity-based DG scheme for the SWEs. Our semidiscrete DG scheme is locally conservative, entropy stable, and well-balanced. We then apply the SSP-RK3 time stepping for the time discretization, and obtained an explicit locally conservative, well-balanced, and positivity-preserving fully discrete scheme in Algorithm 5, where the treatment of strong shocks via
a characteristic-wise TVB limiter and proper wetting/drying treatment near dry cells was also discussed. Ample numerical examples in 1D and 2D illustrated the good performance of our scheme. Our entropy stable scheme is particularly simple and competitive compared with existing entropy stable DG schemes for SWEs in the literature.

The velocity-based DG scheme can be used to construct robust entropy/energy stable DG schemes for other compressible flow problems, which will be carried out in our future studies.

Acknowledgement: The author would like to thank Yulong Xing from Ohio State University for fruitful discussions on the topic.
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