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Abstract

Vision transformers (ViTs) have recently demonstrated state-of-the-art performance in a variety of vision tasks, replacing convolutional neural networks (CNNs). Meanwhile, since ViT has a different architecture than CNN, it may behave differently. To investigate the reliability of ViT, this paper studies the behavior and robustness of ViT. We compared the robustness of CNN and ViT by assuming various image corruptions that may appear in practical vision tasks. We confirmed that for most image transformations, ViT showed robustness comparable to CNN or more improved. However, for contrast enhancement, severe performance degradations were consistently observed in ViT. From a detailed analysis, we identified a potential problem: positional embedding in ViT’s patch embedding could work improperly when the color scale changes. Here we claim the use of PreLayerNorm, a modified patch embedding structure to ensure scale-invariant behavior of ViT. ViT with PreLayerNorm showed improved robustness in various corruptions including contrast-varying environments.

1 Introduction

Recently, vision transformers (ViTs) have shown state-of-the-art performance in various vision tasks, replacing the domain of convolutional neural networks (CNNs) [Dosovitskiy et al., 2020]. Here, CNN uses operations such as convolution, pooling, and non-linearity to combine and compress image features. In contrast, ViT divides an image into patches and models the sequence of patches with a transformer composed of self-attention and multi-layer perceptron (MLP).

Because of this distinct architecture, ViT can exhibit different behavior from CNN. Since the inner behavior of ViT is still not much known, more research is needed. For example, the original paper on ViT conjectured that ViT has weaker translation invariance than CNN. If a 1-pixel shifted image leads to a completely different result in a practical vision system, the vision system will be considered unreliable. Also, suppose that an autonomous vehicle is equipped with a vision system that is not robust to brightness changes. Then, a brightness change may cause an unexpected driving decision, resulting in a fatal accident. As such, in the practical vision task, it is important to understand and improve the robustness of the model for various changes in the image [Ford et al., 2019; Yin et al., 2019; Hendrycks et al., 2019].

This paper investigates the behavior and robustness of ViT and CNN. First, the comprehensive verification results are presented to see a difference in robustness between ViT and CNN due to the architectural difference (Section 2). The performance of ViT and CNN are quantified in various image corruptions including translation, rotation, brightness, and contrast. According to our robustness test benchmark, for most corruptions, ViT showed robustness comparable to or stronger than CNN. This observation is consistent with the findings of other studies evaluating robustness [Dosovitskiy et al., 2020; Naseer et al., 2021]. However, we discovered that ViT is particularly vulnerable to contrast-varying environments. The weakness of ViT for contrast-enhanced images was consistently observed for various datasets and variants of ViT. We emphasize that the difference in robustness came from the difference in architectures since the same training environment and data augmentation rule are used.

Therefore, ViT’s intrinsic architecture is expected to have certain vulnerabilities different from CNN. The cause we argue lies in the patch embedding in ViT. We will prove that because positional embedding in patch embedding serves as a fixed bias, ViT does not respond flexibly to a change in a color scale. We will show that PreLayerNorm, which has been optionally used in some other variants of ViT, plays an important role in ensuring the consistent behavior of positional embedding from the changes in color scale. We confirmed that ViT with PreLayerNorm showed improved robustness in the same contrast test (Section 3).

2 Robustness Test

In this section, we compare the robustness of ViT and CNN for various image corruptions.

We target four popular CNNs and two ViTs: ResNet-50 [He et al., 2016], Wide-ResNet-50-2 [Zagoruyko and Komodakis, 2016], ResNetXt-50-32x4d [Xie et al., 2017], EffNetV2-L [Tan and Le, 2021], ViT-L [Dosovitskiy et al., 2020].
Fine-tuning was performed on two datasets, Stanford Cars [Krause et al., 2013] and Stanford Dogs [Khosla et al., 2011]. All experiments are conducted for $224 \times 224$ resolution using the standard data augmentation such as random resized crop and color jitter (See Appendix). For training, stochastic gradient descent with momentum 0.9 [Sutskever et al., 2013], learning rate $\{0.01, 0.001\}$, cosine annealing schedule with 200 iterations [Loshchilov and Hutter, 2016], weight decay 0.0005, batch size 32 were used. The dataset was split into train, val, and test sets at a ratio of 70:15:15. A model with the best validation accuracy was obtained in 200 epochs training. Note that since our goal is to observe differences in robustness due to differences in architecture, we set the same training environment for both CNN and ViT. However, for ViTs, a different training environment (e.g., higher weight decay) may help improve performance [Steiner et al., 2021]. Therefore, in the results below, there is room where the performance of ViTs can be further improved. However, rather than improving the performance, we focus on observing the difference in robustness owing to the different architecture.

For each obtained model, we applied image transformations such as translation, rotation, brightness, and contrast to the test dataset and measured the test accuracy for each corruption and severity. In summary, several CNNs and ViTs are trained in the same environment and applied to the same corruption. Through the difference in test accuracy resulting from the difference in intrinsic architecture, the robustness of each architecture is quantitatively evaluated.

### 2.1 Translation Test

First, we assumed a situation in which translation is applied to an image. In particular, the original paper on ViT conjectured that ViT has weaker translation invariance than CNN, which needs to be verified experimentally.

Previous studies on translation invariance have been theoretical because they shifted the zero-padded window or measured top probability rather than accuracy [Zhang, 2019; Azulay and Weiss, 2018]. We consider a more practical scenario. In standard data augmentation, the test image is resized so that the short side length becomes 256 pixels to obtain a template, and then the centered window $224 \times 224$ is cropped. Assuming a camera shift scenario, when setting the window in the template, we shifted the window center coordinates by $+s$ pixels horizontally and vertically and then cropped it. This protocol is a more realistic scenario in that it allows the natural background without zero-padding the edge area.

From 0 to 16 pixel translation, the test accuracy is measured (Figure 1). Both CNNs and ViTs showed good robustness for translation, and the drop in test accuracy was minor. We think that the weak translation invariance of ViT conjectured in the original paper is close to the functional property. As a statistical model, trained ViT has sufficient translation invariance.

Further, we explore the difference in robustness between ViTs and CNNs. We plotted the test accuracy of each model, which is trained on the Stanford Dogs dataset and tested at the center crop and 16-pixel translation. A trendline is drawn using the four points from CNNs. This trendline represents the expected test accuracy for the CNN family. If ViT exhibits a worse behavior than CNNs due to the difference in intrinsic architecture, ViT will locate under the trendline of CNNs. But ViT was near above CNNs’ trendline, which means that ViT shows comparable or slightly improved translation invariance to CNNs. Additionally, for all architectures, the accuracy drop from translation appears only at a certain ratio, and the ranking between models hardly changed. This result shares the context with the study of [Recht et al., 2019], who claimed that the accuracy drop was mainly caused by domain shift in the dataset. Therefore, we conclude that with respect to translation, ViTs have robustness comparable to CNNs.

### 2.2 Other Tests

Similarly, the performance of CNNs and ViTs are measured in various corruptions including rotation, brightness, blur, gamma, saturation, and hue. In most cases, ViT showed performance comparable to CNNs or more robust (Figure 2, 3). See Appendix for the full results on various corruptions. However, some exceptions exist. For the brightness test, ViT was marginally weak. Further, ViT showed serious vulnerability to contrast enhancement.

### 2.3 Contrast Test

Contrast enhancement makes bright areas of the image brighter and dark areas darker. We observed that ViT is highly vulnerable to contrast-varying environments than CNNs (Figure 4). This phenomenon was observed consistently with large margins for the two datasets. In contrast, Swin showed robust performance for contrast enhancement.

### 3 Detailed Analysis on Patch Embedding

Why is ViT vulnerable to contrast-varying environments? Meanwhile, why is Swin robust against contrast? From their architectural differences, we can consider various factors such as attention, patch embedding, model size and merging layer.

Additionally, we performed the contrast test on ViT-B, Swin-B and Hybrid-ViT-L (Figure 5). First, ViT-B and Swin-B showed similar results with their large models. Meanwhile, interestingly, Hybrid-ViT-L showed robust properties for contrast enhancement. In the early stage, instead of dividing the image into patches, Hybrid-ViT employs ResNet’s feature extractor, and in later stages, it uses the same self-attention and MLP blocks as ViT. Therefore, from the difference between ViT and Hybrid-ViT, the cause of ViT’s contrast weakness seems to be related to the early stage configuration surrounding patch embedding.

The early stages of ViT and Swin are shown in Figure 6. ViT first divides an image into patches using a strided convolution, then flatten them. Then, optional LayerNorm, which we call PreLayerNorm, can be applied. ViT concatenates the class token here, which we ignore for simplicity. After that, the learnable positional embedding of the same size is added to reflect the positional difference like BERT [Devlin et al., 2020], and Swin-L [Liu et al., 2021]. Using PyTorch Image Models [Wightman, 2019; Paszke et al., 2019], ImageNet pre-trained weights were obtained to perform fine-tuning.
Figure 1: Translation test results. ViT shows comparable robustness ✓

Figure 2: Rotation test results. ViT shows comparable robustness ✓

Figure 3: Brightness test results. ViT is vulnerable to brightness-varying environment ×

Figure 4: Contrast test results. ViT is vulnerable to contrast-varying environment ×
Now the Transformer Encoder starts with the Layer-Norm, which we call PostLayerNorm.

Here, we pay attention to PreLayerNorm and positional embedding. While ViT does not apply the optional Layer-Norm, Swin employs LayerNorm. Thus, for flattened patches $X$, early-stage output up to PostLayerNorm is,

$$z_{\text{vit}}(X) = \text{LN}(X + E_{\text{pos}}),$$  

$$z_{\text{swin}}(X) = \text{LN}(\text{LN}(X) + E_{\text{pos}}).$$

Here, positional embedding behaves like a fixed bias during testing. However, in ViT, the scale of operand $X$ can be changed according to the image. Since the sum $X + E_{\text{pos}}$ is normalized by the subsequent PostLayerNorm, the effect of adding positional embedding appears relative to the scale of operand $X$. For example, if the scale of operand $X$ increases, the effect of adding $E_{\text{pos}}$ would vanish. Likewise, in ViT, as the scale of $X$ changes, the effect of positional embedding shows inconsistency.

In contrast, Swin employs PreLayerNorm. Even if the scale of $X$ is changed, the scale of $\text{LN}(X)$ is fixed. In other words, when PreLayerNorm is applied, since the scale of operand $\text{LN}(X)$ is guaranteed to be fixed, the effect of adding the positional embedding exhibits consistency.

Let’s look at this phenomenon more mathematically. All LayerNorms [Ba et al., 2016] in the ViT family are applied to the channel dimension (e.g., 768), and unlike BatchNorm [Ioffe and Szegedy, 2015], input statistics are always used in the train/test phase. We express LayerNorm as $\text{LN}(X) = \lambda N(X)$, where normalization $N(\cdot)$ step results in a normal distribution using the mean and variance of the input and linear transform $L(\cdot)$ step rescales the distribution with $\gamma$ and $\beta$. Note that the flattened patches $X$ result from the linear operation on the image. Thus, the flattened patches by the image to which per-channel scaling and bias are applied can be expressed as $aX + b$. Here, when PreLayerNorm is applied, since scaling and bias are reflected in the mean and variance of $N(\cdot)$ step, it is eventually normalized to the same distribution as the original. In other words,

$$N_{\text{pre}}(aX + b) = N_{\text{pre}}(X).$$

Thus, with PreLayerNorm, $\text{LN}_{\text{pre}}(aX + b) = \text{LN}_{\text{pre}}(X)$. Therefore, for the early stage output $z_{\text{swin}}(X) = \text{LN}(\text{LN}(X) + E_{\text{pos}})$,

$$z_{\text{swin}}(aX + b) = z_{\text{swin}}(X).$$

This means that when PreLayerNorm is applied, the early stage output works consistently even if a change in scale and bias in the image appears.

In contrast, if there is no PreLayerNorm like ViT, the effect of adding positional embedding shows inconsistency depending on the scale and bias of the image.

**Theorem 1** Assume a patch embedding without PreLayerNorm, where the early stage output is $z_{\text{vit}}(X) = \text{LN}(X + E_{\text{pos}})$. Since $N_{\text{post}}(aX + b + E_{\text{pos}}) \neq N_{\text{post}}(X + E_{\text{pos}})$, $z_{\text{vit}}(X)$ exhibits inconsistency with scale and bias, i.e.,

$$z_{\text{vit}}(aX + b) \neq z_{\text{vit}}(X).$$
See Appendix for the detailed proof. We claim that ViT has a potential problem in that the effect of adding positional embedding becomes inconsistent when the scale and bias of an image are changed. This phenomenon is presumed to be the cause of ViT’s weakness in contrast enhancement. Therefore, ViT must employ PreLayerNorm like Swin to operate robustly in contrast-varying environments.

Finally, for ViT, we applied PreLayerNorm, performed fine-tuning, and then performed the same contrast test (Figure 7). Now, ViT with PreLayerNorm showed robustness comparable to CNNs and Swin for contrast enhancement.

4 Empirical Observation of Vanishing Positional Embedding

As described above, the effect of positional embedding on the early stage output $z$ would change depending on the color scale of the image. To measure the effect of positional embedding on $z$, we propose an index, called effective contribution of positional embedding (ECPE). The contribution of positional embedding can be investigated through gradient. Let a $i$th single image $I_i$ in dataset passes through ViT. First, the resulting $z \in \mathbb{R}^{N \times D}$ are aggregated to be a scalar $Z = \sum_{n,d} z_{n,d}$. Then we examine the gradient of $Z$ with respect to positional embedding to obtain the amount of contribution of positional embedding to $Z$. However, since a single image does not represent general property, to obtain the average behavior of positional embedding on the dataset, gradients are accumulated over a large number of images. Meanwhile, since negative values in gradients cancel out positive values, we would like to ignore the negative importance. Therefore, after applying $ReLU$ to each gradient, we accumulate them. In short, the effective contribution of positional embedding is,

$$ECPE = \sum_i \sum_{n,d} ReLU \left( \frac{\partial Z}{\partial E_{pos}} \right).$$

(6)

ECPE represents the general contribution of positional embedding to $z$. Our claims are that 1) without PreLayerNorm, when the color scale of the image is changed, ECPE appears differently, representing inconsistent behavior of ViT, and 2) with PreLayerNorm, even when the scale of the image changes, ECPE and ViT’s behavior show consistency.

We experimentally measured the ECPE in a contrast-varying environment. We targeted the Stanford Cars and Dogs datasets and the fine-tuned ViT models. ECPE was measured when each image was contrast-enhanced (Figure 8). First, without PreLayerNorm, ECPE decreased according to contrast enhancement factors. This observation is consistent with our claim that the effect of adding positional embedding becomes relatively small when the contrast factor is larger than 1. In other words, the effect of positional embedding vanishes when the color scale increases. In contrast, with PreLayerNorm, ECPE appeared as a consistent value even with contrast enhancement. This behavior of ECPE on the scale clearly demonstrates our claim that PreLayerNorm ensures a consistent effect of positional embedding.

5 Discussion

5.1 Understanding Contrast Enhancement

Brightness enhancement brightens all areas of the image, while contrast enhancement makes bright areas of the image brighter and dark areas darker. In the Python Imaging Library (PIL) implementation, both brightness and contrast enhancements take the form:

$$I_{out} = factor \ast I_{in} + degenerate.$$ (7)

Here, brightness enhancement uses a zero-valued image as degenerate, whereas contrast enhancement uses the channel mean as degenerate. If bias is ignored, the effect of color scale change through brightness and contrast enhancement is the same. Therefore, ideally, if this enhancement is applied with a specific factor, the flattened patches undergo the same color scaling.

However, the representation of images is constrained to RGB integers from 0 to 255. For example, when brightness enhancement is applied with a factor of 5, from the range of 0 to 255, only the range of 0 to 51 is linearly scaled, and
the other range is saturated to 255. In other words, brightness enhancement becomes a non-linear scale transform for a bright area and cannot be expressed by a linear scale transform of $aX + b$. In order for brightness enhancement to be linear scaling, a factor around 1 should be used to ensure little saturation.

Meanwhile, contrast enhancement uses degenerate as the channel mean to brighten bright areas and darken dark areas. Therefore, saturation appears in both bright and dark areas, and the mid-range is linearly scaled. In this regard, we conjecture that contrast enhancement will be relatively closer to linear scale transform of $aX + b$. For this reason, the weakness of ViT will be observed more in contrast enhancement than brightness.

5.2 Comparison with DeiT

Though we focused on the differences in intrinsic architecture, we should discuss the pre-trained weights. Interestingly, we observed that the robustness of the pre-trained model affects the robustness of the fine-tuned model.

This phenomenon was confirmed in fine-tuning experiments using pre-trained weight from DeiT [Touvron et al., 2021]. The architecture of non-distilled DeiT is the same as that of ViT. Unlike the large dataset of JFT-300 used in ViT, DeiT was trained on ImageNet using strong data augmentations and regularizations [Cubuk et al., 2020; Zhang et al., 2017; Yun et al., 2019]. Here, we observed that the model fine-tuned from DeiT is more robust in contrast enhancement than ViT (See Appendix). We conjecture that a model trained with strong data augmentations and regularizations like DeiT will acquire stronger robustness, which will be helpful for the robustness of a fine-tuned model. However, since data augmentation and regularization cannot solve the intrinsic architectural problem we discussed, they will only be a partial solution.\(^1\)

\(^1\)Work in Progress
References

[Azulay and Weiss, 2018] Aharon Azulay and Yair Weiss. Why do deep convolutional networks generalize so poorly to small image transformations? arXiv preprint arXiv:1805.12177, 2018.

[Ba et al., 2016] Jimmy Lei Ba, Jamie Ryan Kiros, and Geoffrey E Hinton. Layer normalization. arXiv preprint arXiv:1607.06450, 2016.

[Cubuk et al., 2020] Ekin D Cubuk, Barret Zoph, Jonathon Shlens, and Quoc V Le. Randaugment: Practical automated data augmentation with a reduced search space. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition Workshops, pages 702–703, 2020.

[Devlin et al., 2018] Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova. BERT: Pre-training of deep bidirectional transformers for language understanding. arXiv preprint arXiv:1810.04805, 2018.

[Dosovitskiy et al., 2020] Alexey Dosovitskiy, Lucas Beyer, Alexander Kolesnikov, Dirk Weissenborn, Xiaohua Zhai, Thomas Unterthiner, Mostafa Dehghani, Matthias Minderer, Georg Heigold, Sylvain Gelly, et al. An image is worth 16x16 words: Transformers for image recognition at scale. arXiv preprint arXiv:2010.11929, 2020.

[Ford et al., 2019] Nic Ford, Justin Gilmer, Nicolas Carlini, and Dogus Cubuk. Adversarial examples are a natural consequence of test error in noise. arXiv preprint arXiv:1901.10513, 2019.

[He et al., 2016] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Deep residual learning for image recognition. In Proceedings of the IEEE conference on computer vision and pattern recognition, pages 770–778, 2016.

[Hendrycks et al., 2019] Dan Hendrycks, Norman Mu, Ekin D Cubuk, Barret Zoph, Justin Gilmer, and Balaji Lakshminarayanan. Augmix: A simple data processing method to improve robustness and uncertainty. arXiv preprint arXiv:1912.02781, 2019.

[Ioffe and Szegedy, 2015] Sergey Ioffe and Christian Szegedy. Batch normalization: Accelerating deep network training by reducing internal covariate shift. In International conference on machine learning, pages 448–456. PMLR, 2015.

[Khosla et al., 2011] Aditya Khosla, Nityananda Jayadevaprakash, Bangpeng Yao, and Fei-Fei Li. Novel dataset for fine-grained image categorization: Stanford dogs. In Proc. CVPR Workshop on Fine-Grained Visual Categorization (FGVC), volume 2. Citeseer, 2011.

[Krause et al., 2013] Jonathan Krause, Michael Stark, Jia Deng, and Li Fei-Fei. 3d object representations for fine-grained categorization. In Proceedings of the IEEE international conference on computer vision workshops, pages 554–561, 2013.

[Liu et al., 2021] Ze Liu, Yutong Lin, Yue Cao, Han Hu, Yixuan Wei, Zheng Zhang, Stephen Lin, and Baining Guo. Swin transformer: Hierarchical vision transformer using shifted windows. arXiv preprint arXiv:2103.14030, 2021.

[Loshchilov and Hutter, 2016] Ilya Loshchilov and Frank Hutter. Sgdr: Stochastic gradient descent with warm restarts. arXiv preprint arXiv:1608.03983, 2016.

[Naseer et al., 2021] Muzammal Naseer, Kanchana Ranasinghe, Salman Khan, Munawar Hayat, Fahad Shahbaz Khan, and Ming-Hsuan Yang. Intriguing properties of vision transformers. arXiv preprint arXiv:2105.10497, 2021.

[Paszke et al., 2019] Adam Paszke, Sam Gross, Francisco Massa, Adam Lerer, James Bradbury, Gregory Chanan, Trevor Killeen, Zeming Lin, Natalia Gimelshein, Luca Antiga, et al. Pytorch: An imperative style, high-performance deep learning library. Advances in neural information processing systems, 32:8026–8037, 2019.

[Recht et al., 2019] Benjamin Recht, Rebecca Roelofs, Ludwig Schmidt, and Vaishaal Shankar. Do imagenet classifiers generalize to imagenet? In International Conference on Machine Learning, pages 5389–5400. PMLR, 2019.

[Steiner et al., 2021] Andreas Steiner, Alexander Kolesnikov, Xiaohua Zhai, Ross Wightman, Jakob Uszkoreit, and Lucas Beyer. How to train your vit? data, augmentation, and regularization in vision transformers. arXiv preprint arXiv:2106.10270, 2021.

[Sutskever et al., 2013] Ilya Sutskever, James Martens, George Dahl, and Geoffrey Hinton. On the importance of initialization and momentum in deep learning. In International conference on machine learning, pages 1139–1147. PMLR, 2013.

[Tan and Le, 2021] Mingxing Tan and Quoc V Le. Efficientnetv2: Smaller models and faster training. arXiv preprint arXiv:2104.00298, 2021.

[Touvron et al., 2021] Hugo Touvron, Matthieu Cord, Matthijs Douze, Francisco Massa, Alexandre Sablayrolles, and Hervé Jégou. Training data-efficient image transformers & distillation through attention. In International Conference on Machine Learning, pages 10347–10357. PMLR, 2021.

[Wightman, 2019] Ross Wightman. Pytorch image models. https://github.com/rwightman/pytorch-image-models, 2019.

[Xie et al., 2017] Saining Xie, Ross Girshick, Piotr Dollár, Zhuowen Tu, and Kaiming He. Aggregated residual transformations for deep neural networks. In Proceedings of the IEEE conference on computer vision and pattern recognition, pages 1492–1500, 2017.

[Yin et al., 2019] Dong Yin, Raphael Gontijo Lopes, Jonathon Shlens, Ekin D Cubuk, and Justin Gilmer. A fourier perspective on model robustness in computer vision. arXiv preprint arXiv:1906.08988, 2019.

[Yun et al., 2019] Sangdoo Yun, Dongyoon Han, Seong Joon Oh, Sanghyuk Chun, Junsuk Choe, and Youngjoon Yoo. Cutmix: Regularization strategy to train strong classifiers with localizable features. In Proceedings of the
IEEE/CVF International Conference on Computer Vision, pages 6023–6032, 2019.

[Zagoruyko and Komodakis, 2016] Sergey Zagoruyko and Nikos Komodakis. Wide residual networks. *arXiv preprint arXiv:1605.07146*, 2016.

[Zhang et al., 2017] Hongyi Zhang, Moustapha Cisse, Yann N Dauphin, and David Lopez-Paz. mixup: Beyond empirical risk minimization. *arXiv preprint arXiv:1710.09412*, 2017.

[Zhang, 2019] Richard Zhang. Making convolutional networks shift-invariant again. In *International conference on machine learning*, pages 7324–7334. PMLR, 2019.