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Accurate quantum control is a key technology for realizing quantum information processing, such as quantum communication and quantum computation. In reality, a quantum state under control suffers from undesirable effects caused by systematic errors. A composite pulse (CP) is used to eliminate the effects of systematic errors during control. One qubit control, which is the most fundamental in quantum control, is typically affected by two errors: pulse length error (PLE) and off-resonance error (ORE). In this study, we focus on ORE-robust CPs and systematically construct ORE-robust symmetric CPs with three elementary operations. We find an infinitely large number of ORE-robust CPs and evaluate their performance according to gate infidelity and operation time, both of which are important for the realization of accurate quantum control.

I. INTRODUCTION

The performance of quantum technologies such as quantum computing \[1\]-\[3\], quantum communication \[4\]-\[6\], and quantum metrology \[7\]-\[9\] is highly dependent on the accuracy of quantum control in each process. Numerous attempts have been made to improve the accuracy of quantum control \[10\]-\[16\]. Particularly, one-qubit control, which is the most fundamental part of quantum computation, has received considerable attention \[17\]-\[20\]. One-qubit control is also interesting from a geometrical perspective because this process is related to rotations on a unit sphere, which is called the Bloch sphere.

Realistic quantum operations suffer from undesirable effects of systematic errors caused by the miscalibration of experimental apparatuses, and such errors deteriorate the performance of quantum control. In one-qubit control, one mainly confronts two typical systematic errors: pulse length error (PLE) and off-resonance error (ORE). PLE is an error due to the deviation in the external control field whereas ORE is often caused by the miscalibration of the resonance frequency of the qubit to be controlled. These two errors in one-qubit control have been intensively investigated in the context of nuclear magnetic resonance (NMR), which can be used to demonstrate a toy quantum computer \[21\]-\[25\]. Even after we calibrate the parameters, slow and small fluctuations of the parameters can unavoidably cause these errors. We then require treatments for the systematic errors without relying on calibration.

A composite pulse (CP) is a method used to compensate for such systematic errors and has been investigated, particularly in the field of NMR \[26\]-\[28\]. This method replaces a single operation (or pulse in the context of NMR) with a sequence of several operations such that the systematic errors in each operation cancel each other. Thus, the CPs are less-sensitive to these errors. For one-qubit operations, several CPs that are robust against PLE have been found, such as SK1 \[29\], BB1 \[30\], and SCROFULOUS \[31\]. Similarly, there are several construction methods for ORE-robust CPs \[32\]-\[36\]. Particularly, when we implement a specific angle rotation in the Bloch sphere representation, such as \(\pi\)- and \(\pi/2\)- rotation, these methods work well and can provide simple and explicit formulae for determining ORE-robust operations. The CORPSE family is one of the simplest and most tractable CPs for implementing arbitrary \(\theta\)-rotations \[37\]; it does not require frequency modulation, and all of its parameters are explicitly determined as a simple function of the parameters of the target operation. This family often appears when we require ORE-robust arbitrary \(\theta\)-rotations \[38\]-\[41\].

In this paper, we explain a systematic construction of a wide class of ORE-robust CPs that implement arbitrary \(\theta\)-rotations. The constructed class is time symmetric, consists of three elementary operations, and includes the CORPSE family. This construction provides the parameters in a CP as an explicit function of the parameters in the target operation as the CORPSE family does. Surprisingly, even in this restricted class of CPs, there exist an infinitely large number of CPs for arbitrary \(\theta\)-rotations: we have one continuous free parameter to choose a CP that implements a target operation. We then evaluate the performance of the CPs in this class in terms of gate infidelity and the time required for operation. Small gate infidelity is necessary for accurate quantum control, whereas a short operation time
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is generally required, for example, to avoid the effect of environmental noise. As a result, we validate the excellent performance of the CORPSE family in this wide class of ORE-robust CPs.

The remainder of this paper is organized as follows. In Sec. II, we briefly review the concept of CPs while focusing on ORE-robust ones. Sec. III explains the systematic construction of ORE-robust CPs with three elementary operations, and show that there are a large number of ORE-robust CPs based on this construction. Then, we evaluate the CPs that we found in terms of gate fidelity and operation time in Sec. IV. Sec. V concludes the paper.

II. REVIEW OF COMPOSITE PULSES

A one-qubit operation is described by a unitary matrix:

\[ U(\theta, \vec{n}) := \exp\left(-i\theta \vec{n} \cdot \vec{\sigma}/2\right) = \cos(\theta/2)I - i\sin(\theta/2)\vec{n} \cdot \vec{\sigma}, \quad \theta > 0, \]

where \( \vec{n} \) is a three-dimensional unit vector and \( \vec{\sigma} \) is the vector consisting of Pauli matrices, \( \vec{\sigma} := (\sigma_x, \sigma_y, \sigma_z) \). Note that the positivity of \( \theta \) results from the one-way time flow. In the Bloch sphere representation, a one-qubit state is represented by a point on the unit sphere; accordingly, a one-qubit operation is regarded as a rotation. In this representation, \( \theta \) and \( \vec{n} \) correspond to the angle and axis of rotation, respectively. Hereinafter, all operations that we consider are assumed to be constructed as a sequence of operations in the form of Eq. 1. Hence, we call this type of operation an “elementary” operation. Typically, for each elementary operation of a CP, \( \vec{n} \) is considered to be in the \( xy \) plane and parameterized by one parameter \( \phi \) as \( \vec{n} = (\cos \phi, \sin \phi, 0) \). Hereinafter, we adopt this assumption and write an elementary operation as \( U(\theta, \phi) := U(\theta, (\cos \phi, \sin \phi, 0)) \). We also assume that the target operation that we attempt to perform has the form of \( U(\theta, \phi) \).

ORE is a typical error in NMR. When a qubit suffers from ORE, the unitary operation is deformed to

\[ U^{(f)}(\theta, \phi) := \exp\left(-i\theta(\cos \phi \sigma_x + \sin \phi \sigma_y + f \sigma_z)/2\right) \sim U(\theta, \phi) - i f \sin(\theta/2)\sigma_z + O(f^2), \]

where \( f \) is an unknown small parameter that represents the magnitude of ORE.

A (first-order) ORE-robust CP is defined as an operation sequence \( U(\theta_k, \phi_k) \cdots U(\theta_1, \phi_1) \) consisting of \( k \) elementary operations to compensate for the effect of ORE by satisfying the following condition:

\[ U^{(f)}(\theta_k, \phi_k) \cdots U^{(f)}(\theta_1, \phi_1) = U(\theta, \phi) + O(f^2) \]

for the target operation \( U(\theta, \phi) \). That is, the first-order ORE term of each elementary operation in a CP cancels each other out. We assume that \( f \) is constant during the operations, which means that the timescale of the operation sequence is much shorter than the fluctuation timescale of \( f \). We now focus on \( k = 3 \) CPs, which have the smallest \( k \) because no \( k = 2 \) CPs exist.

III. GENERAL FORM OF \( k = 3 \) ORE ROBUST SYMMETRIC COMPOSITE PULSES

A. variables and equations

We consider \( k = 3 \) ORE robust CPs, \( U(\theta_3, \phi_3)U(\theta_2, \phi_2)U(\theta_1, \phi_1) \). Hereinafter, we assume the time symmetry (mod \( 2\pi \)) of this sequence, that is, \( \theta_3 = \theta_1 + 2n\pi \) and \( \phi_3 = \phi_1 \). The reason why we take these assumptions is explained in Appendix A. To eliminate the multivalency of variables, we parameterize \( (\theta_1, \theta_2, \theta_3) \) as

\[ \theta_i = \theta_i^{(p)} + 2n_i \pi, \quad \theta_i^{(p)} = \theta_3^{(p)}, \quad 0 < \theta_i^{(p)} < 2\pi, \quad n_i \in \mathbb{N} \quad (i = 1, 2, 3), \]

where we use positivity of \( \theta_i \)’s and the time symmetry.

We introduce the notations, \( s_1, c_1, \) and \( U_i \), as follows:

\[ s_1 := \sin(\theta_i^{(p)}/2) = (-1)^n_i \sin(\theta_i/2), \quad c_1 := \cos(\theta_i^{(p)}/2) = (-1)^n_i \cos(\theta_i/2), \quad U_i := U(\theta_i^{(p)}, \phi_i) = (-1)^n_i U(\theta_i, \phi_i). \]

Note that \( s_1 \) is always positive and \( U_3 = U_1 \). Using these variables, we rewrite the ORE robustness condition 3 as

\[ (-1)^{n_1 + n_2 + n_3} \left( s_2 I + s_1 U_1 U_2 + s_1 U_1^T U_1^T \right) = 0. \]

Evidently, \( n_i \)’s do not affect this condition. Direct calculations show that the above equation is equivalent to

\[ s_2 + s_1 (c_2 c_1 - \alpha s_2 s_1) = 0, \]
where $\alpha := \cos(\phi_2 - \phi_1)$.

A CP must reproduce the target operation $U(\theta, \phi)$ when $f = 0$: $U(\theta_1, \phi_3)U(\theta_2, \phi_2)U(\theta_1, \phi_1) = U(\theta, \phi)$. In terms of $\theta^{(p)}_i$, this condition is rewritten as $\Omega_{i} U_{i2} U_1 = (-1)^{n_1 + n_2 + n_3} U(\theta, \phi)$. We will evaluate the explicit form of this matrix equation. First, we note that a symmetric CP (mod $2\pi$) can only implement a unitary operation in the form of $U(\theta, \phi)$, that is, the rotation direction of the target operation is in the $xy$ plane (Appendix A). We can easily verify this when $k = 3$, and induction extends this result to general $k$ cases. The condition $\Omega_{i} U_{i2} U_1 = (-1)^{n_1 + n_2 + n_3} U$ yields the following equations:

$$
c_2(c_2^2 - s_2^2) - 2\alpha c_1 s_1 s_2 = (-1)^{n_1 + n_2 + n_3} c,
$$

$$
2s_1 c_1 c_2 e^{-i(\phi_2 - \phi_1)} + c_1^2 s_2 - s_1^2 s_2 e^{-2i(\phi_2 - \phi_1)} = (-1)^{n_1 + n_2 + n_3} s e^{-i(\phi_2 - \phi)}
$$

where $s := \sin(\theta/2)$, $c := \cos(\theta/2)$. We usually need to consider the case $0 < \theta < 2\pi$; thus, $s$ is positive. Eq. (8) originates from the diagonal part of the condition, whereas Eq. (9) from the off-diagonal part. We obtain an ORE-robust sequence ($\theta^{(p)}_1, \theta^{(p)}_2, \phi_1, \phi_2$) with arbitrary $(n_1, n_2, n_3)$ by solving Eqs. (7), (8), and (9) simultaneously. We introduce the parameter $n = n_1 + n_2 + n_3 \in \mathbb{N}$ because $n_i$’s appear only in this form. The equations above have solutions for any $n$, as shown below, and we can then choose $(n_1, n_2, n_3)$ arbitrarily. Basically, smaller $n_i$ values are preferable for shortening the CP. Further note that, the freedom of $n_i$’s does not affect the first-order ORE robustness, which can be easily shown, but the higher-order ORE robustness is affected by the choice of $n_i$ in general.

We treat the variables $(c_1, c_2, k := \phi_2 - \phi_1, l := \phi_2 - \phi_1)$ of $(\theta^{(p)}_1, \theta^{(p)}_2, \phi_1, \phi_2)$. The variable $c_1$ has the one-to-one correspondence with $\theta^{(p)}_1$ because $0 < \theta^{(p)}_1 / 2 \leq \pi$ and $s_1$ is always written as $s_1 = \sqrt{1 - c_1^2}$ without sign ambiguity. For the same reason as above, we use $c$ as a parameter instead of $\theta$ because we now consider $0 < \theta \leq 2\pi$.

We now discuss how to solve Eqs. (7), (8), and (9). Eq. (9) apparently leads to two (real and imaginary) equations, but it turns out to be one equation when Eq. (8) is satisfied (see Appendix B). Therefore, Eqs. (7), (8), and (9) lead to three equations for four variables of $(c_1, c_2, k, l)$: one can determine only three variables. We take $c_1$ as a free parameter and solve for $(c_2, k, l)$. To solve the equations, we first focus on Eqs. (7) and (8). They do not contain $k$, and thus lead to $c_2$ and $l$ as functions of $c_1$ and $c$. Then, Eq. (9) determines $k$ as a function of $c_1$ and $c$. Note that $c_1$ is not a perfectly free parameter, but it exists in a certain region determined by $c$: we will discuss it in the next section.

Note that none of the variables $(c_1, c_2, k, l)$ depend on $\phi$. Accordingly, the original variables are given as

$$
\theta^{(p)}_1, \theta^{(p)}_2(\theta, \theta^{(p)}_1), \phi_1 = \phi + k(\theta, \theta^{(p)}_1) - l(\theta, \theta^{(p)}_1), \phi_2 = \phi + k(\theta, \theta^{(p)}_2),
$$

where we use the one-to-one correspondence between $c_1$ and $\theta^{(p)}_1$. Intrinsically, we only need the information of $\theta$ of the target operation $U(\theta, \phi)$ to solve the equations. First, we obtain $\theta^{(p)}_1, \theta^{(p)}_2, \phi_1, \phi_2$ for the target operation $U(\theta, 0)$ by taking $\phi = 0$. Then, we obtain the solutions for the target operation $U(\theta, \phi)$ by transforming $(\theta^{(p)}_1, \theta^{(p)}_2, \phi_1, \phi_2)$ to $(\theta^{(p)}_1, \theta^{(p)}_2, \phi_1 + \phi, \phi_2 + \phi)$. This behaviour is a reflection of the rotational symmetry around the $z$ direction.

### B. solutions

Eqs. (7) and (8) provide two types of solutions, depending on the parity of $n$. $c_2$ and $\alpha$ are determined as a function of $c_1$ and $c$ ($\theta$):

$$
c_2 = -(1)^n c s_1^2 - c_1 \sqrt{1 - c^2 s_1^2}, \quad s_2 = s_1(\sqrt{1 - c^2 s_1^2} - (-1)^n c c_1)
$$

$$
\alpha = 1 - \frac{\sqrt{1 - c^2 s_1^2}}{2s_1^2} \frac{(-1)^n c c_1}{\sqrt{1 - c^2 s_1^2} - (-1)^n c c_1}.
$$

where $s_1$ is uniquely determined by $s_1 = \sqrt{1 - c_1^2}$. See Appendix C for the derivation. Because $c_1$ remains a free parameter as mentioned above, we have an infinite number of choices for the construction of $U(\theta, \phi)$ in an ORE-robust manner even in the $k = 3$ case.

Although the number of choices for $c_1$ is infinite, there are upper and lower bounds of $c_1$ for a fixed $c$. Note that $\alpha = \cos(\phi_2 - \phi_1)$ must be $-1 \leq \alpha \leq 1$. Equation (12) guarantees only $\alpha \leq 1$ but not $\alpha \geq -1$. The latter inequality gives additional upper and lower bounds of $c_1$ as

$$
c_{1,n,-} := -\frac{\sqrt{3 - c^2 + (-1)^n c \sqrt{3 + c^2}}}{2} \leq c_1 \leq \frac{\sqrt{3 - c^2 - (-1)^n c \sqrt{3 + c^2}}}{2} =: c_{1,n,+}.
$$
Appendix C also shows the detailed calculations for this. The region in which $c_1$ takes is shown in Fig. 1. The regions of odd and even parity are a mirror image of each other. This is because the index $n$ in the solution appears only in the form of $(-1)^n c$.

Here, we show a “recipe” to construct an ORE-robust CP:

1. Fix $\theta$ of the target operation that we perform.
2. Fix $n_i$’s arbitrarily. (Smaller numbers are basically preferred in order to shorten the operation time.)
3. Fix $c_1 (\theta_1^{(p)})$ arbitrarily in the region shown by Eq. (13).
4. $c_2$ and $\alpha = \cos(\phi_2 - \phi_1)$ are automatically determined by Eqs. (11) and (12).
5. Solve $k = \phi - \phi_2$ to satisfy Eq. (9).
6. Decide $\phi$ of the target operation and then $\phi_1$ ($\phi_2$) is automatically determined as $\phi_1 = \phi + k - l$ ($\phi_2 = \phi + k$).

This method exhausts all possibilities of the $k = 3$ symmetric ORE-robust CPs.
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**FIG. 1.** The region in which $c_1$ can be taken to construct an ORE-robust CP. The blue shaded region is the allowed region, whereas the red solid lines are the upper bound $c_{1,n,+}$ and lower bound $c_{1,n,-}$.

### C. relation with CORPSE

We discuss how the above general construction reproduces the CORPSE family, a well-known family of ORE-robust symmetric CPs with the sequence $U(\theta_3^{(c)}, \phi_3^{(c)})U(\theta_2^{(c)}, \phi_2^{(c)})U(\theta_1^{(c)}, \phi_1^{(c)})$. The parameters are written as

\[
\begin{align*}
\theta_1^{(c)} &= \theta/2 - \kappa + 2\nu_1 \pi, \\
\theta_2^{(c)} &= 2\nu_2 \pi - 2\kappa, \\
\theta_3^{(c)} &= \theta/2 - \kappa + 2\nu_3 \pi, \\
\phi_1^{(c)} &= \phi_3^{(c)} = \phi, \\
\phi_2^{(c)} &= \phi + \pi,
\end{align*}
\]

(14)
where \( \kappa = \arcsin[\sin(\theta/2)/2] \), and \( U(\theta, \phi) \) is the target operation. We first consider short CORPSE, which is a member of the CORPSE family with the parameters \( \nu_1 = 0, \nu_2 = 1, \) and \( \nu_3 = 0 \). This corresponds to \( \theta_i \leq 2\pi \) (\( i = 1, 2, 3 \)) in our general expression, or equivalently, \( n_i = 0 \) (\( i = 1, 2, 3 \)). Note that this short CORPSE performs \( U(2\pi - \theta, \phi + \pi) \) instead of \( U(\theta, \phi) \) although the only difference between them is the global phase \(-1\). The actual sequence of short CORPSE that performs \( U(\theta, \phi) \) is obtained by transforming \((\theta, \phi)\) to \((2\pi - \theta, \phi + \pi)\):

\[
\begin{align*}
\theta_1^{(sc)} &= \theta_3^{(sc)} = \pi - \theta/2 - \kappa, \\
\theta_2^{(sc)} &= 2\pi - 2\kappa, \\
\phi_1^{(sc)} &= \phi_3^{(sc)} = \phi + \pi, \\
\phi_2^{(sc)} &= \phi,
\end{align*}
\]

(15)

where \( \kappa \) is the same because \( \sin((2\pi - \theta)/2) = \sin(\theta/2) \).

To check the relation between our description and short CORPSE, we calculate \( \cos^2(\theta_1^{(sc)}/2) \) as

\[
\cos^2(\theta_1^{(sc)}/2) = \frac{\cos(\theta_1^{(sc)}) + 1}{2} = \frac{\cos(\pi - \theta/2 - \kappa) + 1}{2} = \frac{-\cos(\theta/2 + \kappa) + 1}{2} = \frac{-c\sqrt{1 - (s/2)^2} + s^2/2 + 1}{2} = \frac{3 - c^2 - \sqrt{3 + c^2}}{4},
\]

(16)

where we use \( \cos(\arcsin(a)) = \sqrt{1 - a^2} \). To determine the sign of \( \cos(\theta_1^{(sc)}/2) \), we differentiate \( \theta_1^{(sc)} \) in Eq. (15), with respect to \( \theta \):

\[
\frac{d\theta_1^{(sc)}}{d\theta} = \frac{d}{d\theta}(\pi - \frac{\theta}{2} - \kappa) = -\frac{1}{2}(1 + \frac{c}{\sqrt{3 + c^2}}).
\]

(17)

This is always negative for \( 0 < \theta < 2\pi \), which means that \( \cos(\theta_1^{(sc)}/2) \) is a monotonically increasing function of \( \theta \). As \( \cos(\theta_1^{(sc)}/2) = 0 \) when \( \theta = 0 \), \( \cos(\theta_1^{(sc)}/2) \) is always positive. Thus, we find

\[
\cos(\theta_1^{(sc)}/2) = \frac{\sqrt{3 - c^2 - \sqrt{3 + c^2}}}{2},
\]

(18)

This is the same as \( c_{1,0,+} \) with \( n = 0 \) in Eq. (13). Similarly, other variables \( \theta_2^{(sc)}, \phi_1^{(sc)} \) and \( \phi_2^{(sc)} \) are easily proved to be equal to our variables \( \theta_2^{(p)}, \phi_1 \), and \( \phi_2 \), respectively, when \( c_1 = c_{1,0,+} \). Thus, we found that our CP with \( (n_1, n_2, n_3) = (0, 0, 0) \) and \( c_1 = c_{1,0,+} \) is equivalent to short CORPSE.

For other values of \( n_i \)'s, we find that the choice of \( c_1 = c_{1,n,+} \) reproduces the CPs in the CORPSE family. Particularly, the case of \( (n_1, n_2, n_3) = (1, 0, 0) \) corresponds to a CORPSE sequence with \( (\nu_1, \nu_2, \nu_3) = (1, 1, 0) \). When comparing our construction with the CORPSE family, we should be careful that the CORPSE family sometimes implement not \( U(\theta, \phi) \) but \( U(2\pi - \theta, \phi + \pi) \), depending on \( \nu_i \)'s, such as short CORPSE.

The starting point for constructing the CORPSE family is to set the angle between \( \phi_1 \) and \( \phi_2 \) to \( \cos(\phi_2 - \phi_1) = -1 \). One may notice that the bottom edge of the region \( (c_1 = c_{1,0,-}) \) has a similar behaviour to the CORPSE family: \( \cos(\phi_2 - \phi_1) = -1 \) on this edge as in the case of the top edge \( c_1 = c_{1,0,+} \) corresponding to the CORPSE family. This edge \( (c_1 = c_{1,0,-}) \), however, corresponds not to the CORPSE family but to its “twin”. Generally, there are two choices of \( c_1 \) (or \( \theta_1 \)) for a fixed \( \alpha \). See Appendix D for the detail.

IV. PERFORMANCE EVALUATION

A. gate infidelity

Here, we evaluate the accuracy of the ORE-robust CPs found above. We use the gate infidelity as a measure of their accuracy. The gate infidelity of an operation is defined as

\[
F := 1 - \frac{\left| \text{tr}(U^†U') \right|}{2},
\]

(19)

where \( U' \) is an operation with ORE and \( U \) is the corresponding errorless gate. The gate infidelity equals 0 if and only if \( U = U' \), and a smaller gate infidelity implies a better accuracy. It should be noted that the gate infidelity behaves
as $F \approx O(f^4)$ for ORE-robust CPs [25]. Appendix E provides that a simple proof of this behaviour for more general error models.

Fig. 2 plots the gate infidelity with several combinations of $n_i$'s for the cases of $c = 1/\sqrt{2} (\theta = \pi/2)$ and $c = 0 (\theta = \pi)$. Note that specific values of $n$ and $n_i$'s can affect the gate infidelity at a higher order of $f$, whereas it does not affect the first order ORE robustness. This implies that the gate infidelity could be improved when we consider a larger $n$ although we do not evaluate such cases in this paper. In both cases of $c = 0$ and $1/\sqrt{2}$, the curves corresponding to $(n_1, n_2, n_3) = (0, 0, 0)$ and $(n_1, n_2, n_3) = (1, 0, 0)$ have the minimum at the right end $c_1 = c_{1,n,+}$, whereas the curve for $(n_1, n_2, n_3) = (0, 1, 0)$ has the minimum at the left end $c_1 = c_{1,n,-}$. These points correspond to the CPs in the CORPSE family ($c_1 = c_{1,n,+}$) or its twin family ($c_1 = c_{1,n,-}$), which are characterized by $\cos(\phi_2 - \phi_1) = -1$. Moreover, the right end of the curve for $(n_1, n_2, n_3) = (1, 0, 0)$ shows a good accuracy; it is approximately in the order of $f^6$. This point corresponds to a CP in the CORPSE family with $(\nu_1, \nu_2, \nu_3) = (1, 1, 0)$ in Eq. (14). Hereinafter, we call this case “fundamental CORPSE”. The fourth-order term of the gate infidelity for fundamental CORPSE does not vanish but has a small value.

However, the CORPSE family does not necessarily have the best accuracy when we consider a measure other than the gate infidelity. For example, let us consider the state fidelity $|\langle \psi | U | \psi \rangle|$ when we take the eigenvector of $\sigma_z$ corresponding to eigenvalue 1 as $|\psi\rangle$ (the initial state of the dynamics). In this case, we can find a CP that has a better accuracy than the CORPSE family. See Appendix F.

The gate infidelity corresponds to the worst value among all the state infidelities for all initial states (Appendix E). Thus, if we apply an ORE-robust CP to an unknown initial state, we can conclude that the CORPSE family or its twin has the best accuracy, at least when $c = 0, 1/\sqrt{2}$. Particularly, fundamental CORPSE appears to provide the best performance compared with other choices of $c_1$.

### B. total operation time

Another measure for performance of a quantum operation is time required for the operation. To avoid decoherence and other undesirable environmental effects, a short operation time (or operation length) is preferred. We assume that the strength of the control field is constant $\omega$ throughout the operations. The parameter $\theta_i$ is given as $\theta_i = \omega t_i$, where $t_i$ is the time required for each operation. In this terminology, the operation time of CPs is simply proportional to $L = \theta_1 + \theta_2 + \theta_3 = 2\theta_1^{(p)} + \theta_2^{(p)} + 2\pi n$. We evaluate the operation time $L$ as a function of $(c, c_1, n)$ because the other parameters are uniquely determined by these variables. The phase $\phi$ of the target operation does not affect $L$. 
First, we consider the freedom of $c_1$ for fixed $n$ and $c$. The function $L$ is explicitly given as

$$L(c, c_1, n) = 4 \arccos(c_1) + 2 \arccos(c_2(c, c_1)) + 2\pi n, \quad (20)$$

where we explicitly show the $c_1$ dependence of $c_2$ and use $c_1 = \cos(\theta_1/2)$ and $c = \cos(\theta/2)$. The derivative of $L$ with respect to $c_1$ is given as

$$\frac{\partial L(c, c_1, n)}{\partial c_1} = -\frac{2}{\sqrt{1 - c_1^2}} \left(1 + (-1)^n \frac{cc_1}{\sqrt{1 - (1 - c_1^2)c^2}}\right), \quad (21)$$

which is always negative regardless of $n$ and $c$. This implies that $L$ is a monotonically decreasing function of $c_1$. Thus, we found that the largest $c_1 = c_{1,n,+}$ provides the shortest time $L(c, c_{1,n,+}, n)$ for any fixed value of $c$ and $n$. See Fig. 3(a). We define The minimum operation time for a fixed $n$ as $L_{\text{min}}(c, n) := L(c, c_{1,n,+}, n)$.
We then consider which of $L_{\text{min}}(c,0)$ or $L_{\text{min}}(c,1)$ is shorter for a given $c$. We trivially have the sequences $L_{\text{min}}(c,0) < L_{\text{min}}(c,2) < L_{\text{min}}(c,4) < \cdots$ and $L_{\text{min}}(c,1) < L_{\text{min}}(c,3) < L_{\text{min}}(c,5) < \cdots$. However, it should be verified whether $L_{\text{min}}(c,0) \leq L_{\text{min}}(c,1)$ or $L_{\text{min}}(c,1) \leq L_{\text{min}}(c,0)$ because the parity difference between odd and even $n$ yields the different solutions. Fig. 3 (b) shows $L(c,c_{1,0}+,0)$ and $L(c,c_{1,1}+,1)$ and evidently implies $L(c,c_{1,0}+,0) \leq L(c,c_{1,1}+,1)$.

To mathematically justify this result, we calculate the derivative of $L_{\text{min}}(c,n)$ with respect to $c$ and obtain

$$\frac{dL_{\text{min}}(c,n)}{dc} = (-1)^{n+1} \frac{2\gamma}{\sqrt{(1-c^2_{1,n,+})^2 + (1-c_{1,n,+})^2}} \left[1 - c_{1,n,+}^2\right]$$

where $\gamma = -(-1)^n dc_{1,n,+}/dc$ and it is always positive. The numerator is easily shown to be positive. Thus, we find that $L_{\text{min}}(c,n)$ is a monotonically increasing (decreasing) function of $c$ when $n$ is 0 (1). $L_{\text{min}}(c,0)$ has the maximal value of $4\pi$ at $c = 1$, whereas $L_{\text{min}}(c,1)$ has the minimal value of $4\pi$ at $c = 1$ as in Fig. 3 (b). Thus, $L_{\text{min}}(c,0)$ gives the shortest time for any values of $c$. In other word, short CORPSE provides the shortest operation time among all the $k = 3$ symmetric ORE-robust CPs.

V. CONCLUSION

In this study, we provided a systematic construction of ORE-robust CPs comprising three elementary operations. We assumed that the operation sequence is symmetric modulo $2\pi$. Under this condition, we found general solutions for an ORE-robust CP implementing an arbitrary $\theta$-rotation. We have one continuous degree of freedom, even after solving all the conditions for the ORE-robust $\theta$-rotation. This implies that there are infinitely many $k = 3$ symmetric CPs that implement an arbitrary $\theta$-rotation. This sequence includes the CORPSE family, a well-known and well-investigated family of ORE-robust CPs. We then evaluated the performance of the CPs in terms of the gate infidelity and the total operation time. In our calculation, the CORPSE family provides the best accuracy among all the choices evaluated, at least when $\theta = \pi$ and $\pi/2$. We also proved that short CORPSE, one of the CPs in the CORPSE family, has the shortest operation time among the symmetric ORE-robust CPs with three elementary operations.

So far, the performance of the CORPSE family has never been investigated in comparison to other ORE-robust CPs. Our construction, which provides a wide class of ORE-robust CPs, including the CORPSE family, enabled us to validate the performance of the CORPSE family among this wide class of ORE-robust CPs. Our results show that fundamental CORPSE and short CORPSE (or their twins) actually have good performance in terms of gate infidelity and total operation time compared among this wide class of ORE-robust CPs.
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Appendix A: Time-symmetric $k = 3$ ORE-robust CPs

1. time symmetry and ORE robustness

First, we show the relationship between the time symmetry of $k = 3$ CPs and the ORE robustness. Consider a general form of $k = 3$ CPs:

$$U_3 U_2 U_1 := U(\theta_3, \phi_3) U(\theta_2, \phi_2) U(\theta_1, \phi_1), \quad (A1)$$

where $U_i := U(\theta_i, \phi_i)$. The condition that the above CP is robust against the ORE is

$$\sin(\theta_3/2) \sigma_z U_2 U_1 + \sin(\theta_2/2) \bar{U}_3 \sigma_z U_1 + \sin(\theta_1/2) \bar{U}_3 \bar{U}_2 \sigma_z = 0. \quad (A2)$$
By operating $\bar{U}_1^\dagger$ from r.h.s. and $\bar{U}_3^\dagger$ from l.h.s., we obtain

$$\sin(\theta_2/2)\sigma_z + \sin(\theta_3/2)\bar{U}_3^\dagger\sigma_z\bar{U}_2 + \sin(\theta_1/2)\bar{U}_2\sigma_z\bar{U}_1^\dagger = 0.$$  \hfill (A3)

This implies

$$\sin(\theta_2/2)\mathbb{1} + \sin(\theta_3/2)\bar{U}_3\bar{U}_2 + \sin(\theta_1/2)\bar{U}_2^\dagger\bar{U}_1^\dagger = 0,$$  \hfill (A4)

where we use $\sigma_z\bar{U}_i = \bar{U}_i^\dagger\sigma_z\,(\bar{n}_i$ is orthogonal to $\bar{z}$ for any $i)$. To further deform Eq. (A4), we evaluate the following equation:

$$A + B = \alpha\mathbb{1},$$  \hfill (A5)

where $\alpha$ is a nonzero number, and $A$ and $B$ are matrices. By simple calculations, we can prove that $A$ and $B$ commute; that is, $[A, B] = 0$:

$$A + B = \alpha\mathbb{1} \implies B = \alpha\mathbb{1} - A \implies [A, B] = 0.$$  \hfill (A6)

Applying this fact to Eq. (A4), we obtain

$$[\sin(\theta_3/2)\bar{U}_3\bar{U}_2, \sin(\theta_1/2)\bar{U}_2^\dagger\bar{U}_1^\dagger] = 0,$$  \hfill (A7)

which is a necessary condition for the ORE robustness. Note that $\sin(\theta_1/2)$ ($\sin(\theta_3/2)$) is zero only when the first (third) operation is a $2n\pi$-rotation. Because such an operation cannot contribute to the (first-order) ORE robustness (see the ORE robustness condition (A1)), we assume that $\sin(\theta_1/2)$ and $\sin(\theta_3/2)$ are nonzero. Then straightforward calculations show that the above equation is equivalent to the following:

$$\bar{U}_3\bar{U}_2\bar{U}_1 = \bar{U}_1\bar{U}_2\bar{U}_3.$$  \hfill (A8)

The simplest case for satisfying Eq. (A8) is $\bar{U}_3 = \pm\bar{U}_1$, or equivalently,

$$\theta_3 = \theta_1 + 2n\pi, \quad \phi_1 = \phi_3, \quad n \in \mathbb{Z}, \quad \theta_1, \theta_3 > 0.$$  \hfill (A9)

The first and third operations are symmetric the same modulo $2\pi$ of $\theta$. Therefore, we consider the symmetric ORE-robust CPs in the main text.

2. time symmetry and target operation direction

Here, we show that the condition (A8) also restricts the target operation to the form of $U(\theta, \phi)$. The direction $\bar{n}$ of the target operation is restricted into the $xy$ plane. When each elementary operation has the form of $U(\theta_i, \phi_i)$, some calculations show that $\bar{U}_1\bar{U}_2\bar{U}_3$ and $\bar{U}_3\bar{U}_2\bar{U}_1$ can be written as

$$\bar{U}_1\bar{U}_2\bar{U}_3 = \left(\begin{array}{cc} A + iB & C \\ C^* & A - iB \end{array}\right), \quad \bar{U}_3\bar{U}_2\bar{U}_1 = \left(\begin{array}{cc} A - iB & C \\ C^* & A + iB \end{array}\right),$$  \hfill (A10)

with the same coefficients, $A, B \in \mathbb{R}$, and $C \in \mathbb{C}$. The condition (A8) directly implies $B = 0$. Comparing the form of the elementary operation (B1), we find that the direction vector $\bar{n}$ of $\bar{U}_1\bar{U}_2\bar{U}_3(= \bar{U}_3\bar{U}_2\bar{U}_1)$ is in the $xy$ plane; $B$ is the coefficient of $\sigma_z$. Accordingly, the symmetric condition $\bar{U}_3 = \pm\bar{U}_1$ restricts the form of the target operation.

Appendix B: Structure of Eq. (9)

1. radial equation

Because Eq. (9) is a complex equation, it can be decomposed into radial and phase equations. Here, we demonstrate that the radial part is always satisfied when Eq. (9) holds. The squared absolute value of l.h.s in Eq. (9) is calculated as

$$|2s_1c_1c_2e^{-i(\phi_2-\phi_1)} + c_1^2s_2 - s_1^2s_2e^{-2i(\phi_2-\phi_1)}|^2 = (2s_1c_1c_2)^2 + c_1^4s_2^2 + s_1^4s_2^2 + 2c_1^2s_1^2s_2^2$$

$$+ 4(c_1^2-s_1^2)s_1c_1s_2c_2\alpha - 4s_1^2c_1^2s_2^2\alpha^2$$

$$= 1 - c_2^2 + 4s_1^2c_1^2c_2^2 + 4(c_1^2-s_1^2)s_1c_1s_2c_2\alpha - 4s_1^2c_1^2s_2^2\alpha^2$$

$$= 1 - (c_2^2 - s_2^2 - 2\alpha s_1c_1s_2)^2 = 1 - c^2 = s^2.$$  \hfill (B1)
where we use Eq. \([8]\) in the last line. The absolute value of lhs in Eq. \([9]\) is identical to that of rhs owing to Eq. \([8]\). Thus, we have shown that Eq. \([9]\) is actually equivalent to one real equation when Eq. \([8]\) is satisfied. The number of the original variables \(c_1, c_2, k, l\) is four, while the number of the actual equations that must be solved is three. This is the reason why we can freely choose \(c_1\).

2. phase equation

After solving Eqs. \([7]\) and \([8]\), the variable \(k = \phi_2 - \phi\) is determined by the following equations equivalent to Eq. \([9]\):

\[
\begin{align*}
\cos k &= \frac{(-1)^n}{s} \left( 2s_1c_1c_2 \cos l + c_1^2s_2 - s_1^2s_2 \cos(2l) \right), \\
\sin k &= \frac{(-1)^n}{s} \left( 2s_1c_1c_2 \sin l - s_1^2s_2 \sin(2l) \right),
\end{align*}
\] (B2)

where we use \(l = \phi_2 - \phi_1\). These equations always have a solution \(k\) because of the radial identity. Note that Eqs. \([7]\) and \([8]\) cannot determine \(l\) itself: they just fix \(\alpha = \cos l\). This means that the signature of \(\sin l\) is arbitrary. For either choice of signature, we obtain a different \(k\), but both choices are valid for constructing an ORE-robust CP.

Appendix C: Derivation of Equations \([11, 12, 13]\)

Let us solve Eqs. \([7]\) and \([8]\), and derive the solutions \([11]\) and \([12]\). For this purpose, it is convenient to introduce \(c_n := (-1)^nc\). Eqs. \([7]\) and \([8]\) can be rewritten as

\[
\begin{align*}
s_2 + s_1(c_2c_1 - \alpha s_2s_1) &= 0, \quad (C1) \\
c_2(c_1^2 - s_1^2) - 2\alpha c_1s_1s_2 &= c_n, \quad (C2)
\end{align*}
\]

with \(c_n\). These two equations contain three variables \((c_1, c_2, \alpha)\); hence, one parameter cannot be determined. We take \(c_1\) as the free parameter without loss of generality. Our purpose is to represent \(\alpha\) and \(c_2\) as a function of \(c\) and \(c_1\). According to Eq. \((C1)\), \(\alpha\) can be expressed as

\[
\alpha = \frac{1}{s_1^2} + \frac{c_1c_2}{s_1s_2}, \quad (C3)
\]

where we assume \(s_{1,2} \neq 0\) because \(s_i = 0\) implies that \(\theta_i = 2\pi n (n \in \mathbb{Z})\), and such an operation cannot contribute to the first-order ORE robustness. Substituting this equation into Eq. \((C2)\), we obtain

\[
c_2 + \frac{c_1s_2}{s_1} = -c_n. \quad (C4)
\]

As \(s_i\)'s are positive and written as \(s_i = \sqrt{1 - c_i^2}\), the above equation is rewritten as

\[
c_1\sqrt{1 - c_2^2} = -(c_n + c_2)\sqrt{1 - c_1^2}. \quad (C5)
\]

Taking the square of both sides, we obtain

\[
c_2^2 + 2c_n(1 - c_1^2)c_2 - c_1^2 + (1 - c_1^2)c_2^2 = 0. \quad (C6)
\]

We solve this equation with respect to \(c_2\) and obtain

\[
c_2 = -c_n(1 - c_1^2) \pm |c_1|\sqrt{1 - s_1^2c_2^2}. \quad (C7)
\]

Note that these are the solutions of the squared equation \((C6)\). It is necessary to verify the sign that should be chosen for Eq. \((C5)\). Substituting this solution into the original equation \((C5)\), we obtain

\[
c_1\sqrt{1 - c_2^2} = -(c_n\pm|c_1|\sqrt{1 - s_1^2c_2^2})\sqrt{1 - c_1^2}. \quad (C8)
\]
Note that the following relation is satisfied:

$$\sqrt{1-s_n^2 c^2} = \sqrt{c^2 c_1^2 + (1-c^2)} \geq |c_1 c| = |c_1 c_n|. \quad (C9)$$

When $c_1$ is positive, the lhs is also positive. Thus, to guarantee consistency, we must take the minus sign in rhs, regardless of the other parameters $c$ and $n$. Similarly, when $c_1$ is negative, the sign must be positive. Hence, $c_2$ is given as

$$c_2 = -c_n(1-c_1^2) - c_1 \sqrt{1-s_n^2 c^2} = -(1)^n c(1-c_1^2) - c_1 \sqrt{1-s_n^2 c^2}. \quad (C10)$$

The combination of the minus (plus) sign and absolute value $|c_1|$ with positive (negative) $c_1$ can always be written as $-c_1$.

Calculating $s_2$ through the relation $s_2 = \sqrt{1-c_2^2}$, we obtain

$$s_2 = \sqrt{1 - \left(-c_n(1-c_1^2) - c_1 \sqrt{1-s_n^2 c^2}\right)^2}$$

$$= |s_1| \sqrt{1-s_n^2 c^2 - 2c_n c_1 \sqrt{1-s_n^2 c^2 + c_1^2 c^2}}$$

$$= |s_1| \sqrt{\left(1-s_n^2 c^2 - c_n c_1\right)^2}. \quad (C11)$$

Using the positivity of $s_1$ and Eq. (C9), we obtain

$$s_2 = s_1 \left(\sqrt{1-s_n^2 c^2 - c_n c_1}\right) = s_1 \left(\sqrt{1-s_n^2 c^2 - (-1)^n c_1}\right). \quad (C12)$$

We obtain the explicit form of $\alpha$ by substituting Eqs. (C10) and (C12) into Eq. (C3):

$$\alpha = 1 - \frac{\sqrt{1-s_n^2 c^2} + (-1)^n c_1}{2s_1^2 \left(1-s_n^2 c^2 - (-1)^n c_1\right)}. \quad (C13)$$

Then, we explain the origin of the bound (13). Note that $\alpha$ must satisfy $-1 \leq \alpha \leq 1$ because it is originally the inner product of $\vec{n}_1$ and $\vec{n}_2$. The second term in Eq. (C13) is non-negative; hence, the condition $\alpha \leq 1$ is always satisfied.

On the other hand, the condition $\alpha \geq -1$ provides a nontrivial constraint for allowed values of $c_1$ as a function of $c$. Here, we show how this constrains $c_1$. The condition of $\alpha \geq -1$ can be written as

$$(4c_1^2 - 3) \sqrt{1-s_n^2 c^2} \leq -(5-4c_1^2) c_n c_1. \quad (C14)$$

Note that $5-4c_1^2$ is always positive and the sign of both sides varies depending on $c_1$ as follows:

- $-1 \leq c_1 \leq -\frac{\sqrt{3}}{2} \implies$ lhs: non-negative, rhs: $\text{sgn}(c_n)$,
- $-\frac{\sqrt{3}}{2} < c_1 \leq 0 \implies$ lhs: negative, rhs: $\text{sgn}(c_n)$,
- $0 < c_1 < \frac{\sqrt{3}}{2} \implies$ lhs: negative, rhs: $-\text{sgn}(c_n)$,
- $\frac{\sqrt{3}}{2} \leq c_1 \leq 1 \implies$ lhs: non-negative, rhs: $-\text{sgn}(c_n)$.

Note that $-1 \leq c_1 := \cos(\theta^{(p)}_n / 2) \leq 1$. We solve the inequality according to this division.

Hereinafter we focus only on the case of $c_n \geq 0$ because the other case $c_n \leq 0$ is easily solved similarly. When $c_n \geq 0$, only the top three equations are valid because a positive value cannot be smaller than a negative value.
1. case of $-1 \leq c_1 \leq -\frac{\sqrt{3}}{2}$

In this case, both sides of Eq. (C14) are positive. By squaring both sides, we obtain the following form of the inequality:

$$16c_1^4 - 8(2 + s^2)c_1^2 + 9s^2 \leq 0. \quad (C15)$$

This inequality leads to

$$-g_+(s) \leq c_1 \leq -g_-(s), \quad \text{or} \quad g_-(s) \leq c_1 \leq g_+(s),$$

$$g_-(s) = \frac{\sqrt{2 + s^2 - \sqrt{s^4 - 5s^2 + 4}}}{2}, \quad g_+(s) = \frac{\sqrt{2 + s^2 + \sqrt{s^4 - 5s^2 + 4}}}{2}. \quad (C16)$$

For later convenience, we calculate the behaviour of $g_-(s)$ and $g_+(s)$. First, note that the numerator of $g_-(s)$ and $g_+(s)$ are always real, because it is easy to check that $|2 + s^2| \geq \sqrt{s^4 - 5s^2 + 4}$. Hence, the inequality (C16) is always valid. The derivative of $(g_-) s$ with respect to $s^2$ is

$$\frac{d(g_-'(s))^2}{ds^2} = \frac{2\sqrt{s^4 - 5s^2 + 4} - (2s^2 - 5)}{8\sqrt{s^4 - 5s^2 + 4}} \quad (C17)$$

It is easily determined that the numerator is always positive. Thus, $(g_-) s$ is a monotonically increasing function of $s^2$. Accordingly, $g_-(s)$ is a monotonically increasing function of $s$, because $g_-(s) > 0$ and we assume that $s > 0$ ($0 < \theta < 2\pi$). $g_-(s)$ takes its minimum value $g_-(0) = 0$ at $s = 0$ and its maximum value $g_-(1) = \sqrt{3}/2$ at $s = 1$. Similarly, we find that $g_+(s)$ takes $g_+(0) = 1$ as its maximum value and $g_+(1) = \sqrt{3}/2$ as the minimum value. Thus, in the case of $-1 < c_1 < -\sqrt{3}/2$, we found the possible range of $c_1$ as

$$-g_+(s) \leq c_1 \leq -\sqrt{3}/2. \quad (C18)$$

2. case of $-\frac{\sqrt{3}}{2} < c_1 < 0$

When $-\frac{\sqrt{3}}{2} < c_1 \leq 0$, the inequality (C14) is trivially satisfied. Thus, this range is also a solution of the inequality.

3. case of $0 < c_1 < \frac{\sqrt{3}}{2}$

When $0 < c_1 < \frac{\sqrt{3}}{2}$, both sides of Eq. (C14) are negative. By squaring both sides, we obtain the following form of inequality:

$$16c_1^4 - 8(2 + s^2)c_1^2 + 9s^2 \geq 0. \quad (C19)$$

Note that the direction of the inequality is opposite to that in Eq. (C16). The solution of Eq. (C19) with respect to $c_1$ is given by

$$c_1 \geq g_+(s), \quad c_1 \leq -g_+(s), \quad \text{or} \quad -g_-(s) \leq c_1 \leq g_-(s). \quad (C20)$$

Considering the conditions, $0 < g_-(s) < \sqrt{3}/2$, $\sqrt{3}/2 < g_+(s) < 1$, and $0 < c_1 < \sqrt{3}/2$, we find that

$$0 < c_1 < g_-(s). \quad (C21)$$

Summarizing the above three results, we obtain

$$-g_+(s) \leq c_1 \leq g_-(s) \quad (C22)$$

as the solution of Eq. (C14) when $c_n \geq 0$. Because $s^2 = 1 - c^2$, the functions $g_\pm(s)$ is thus rewritten as a function of $c$ as follows

$$g_\pm(c) = \frac{\sqrt{2 + s^2 \pm \sqrt{s^4 - 5s^2 + 4}}}{2} = \frac{\sqrt{3 - c^2 \pm |c|\sqrt{3 + c^2}}}{2} = \frac{\sqrt{3 - c^2 \pm cn\sqrt{3 + c^2}}}{2}, \quad (C23)$$
where we use $|c| = |c_n| = c_n$. We now obtain the range of $c_1$,

$$-\frac{\sqrt{3-c^2 + (-1)^n c \sqrt{3} + c^2}}{2} \leq c_1 \leq \frac{\sqrt{3-c^2 - (-1)^n c \sqrt{3} + c^2}}{2},$$

(C24)

which we have already shown as Eq. (13). Similarly, we obtain the same range of $c_1$ as above for the case of $c_n < 0$. Thus, we now have the possible range of $c_1$, regardless of the sign of $c_n$.

Appendix D: “Twin” composite pulses

---

As mentioned in the main text, a fixed value of $\alpha$ provides two choices of $c_1$. We call these choices “twins”. The structure of twins is discussed here. Fig. 4 shows the pairs of two lines which represent twins. The structure of these twins changes at $\alpha = 0.5$. The twins are separated into the bottom and top parts when $\alpha < 0.5$ and into the left and right parts when $\alpha > 0.5$. In the case of $\alpha = 0.5$, the twins touch each other at $c = 0$.

Paticularly, we have the explicit form of the twin of the CORPSE family:

$$\theta_1^{(tc)} = 2\mu_1\pi - \theta/2 + \kappa,$$

$$\theta_2^{(tc)} = 2\mu_2\pi + 2\kappa,$$

$$\theta_3^{(tc)} = 2\mu_3\pi - \theta/2 + \kappa,$$

$$\phi_1^{(tc)} = \phi_3^{(tc)} = \phi + \pi,$$

$$\phi_2^{(tc)} = \phi,$$

(D1)

where $\kappa = \arcsin[\sin(\theta/2)/2]$ and $U(\theta, \phi)$ is the target operation. The integer parameters $\mu_i$’s satisfy $\mu_{1,3} \geq 1$ and $\mu_2 \geq 0$. In our construction, the above operation sequence corresponds to the choice of $c_1 = c_1, n_i$ for arbitrary $n_i$’s. Note that our parameters $n_i$’s can take $n_i = 0$, unlike the case of the CORPSE family and its twin, owing to the choice of effective variables $\theta_i^{(p)}$’s.
Appendix E: Properties of gate infidelity

1. order behaviour of gate infidelity

We discuss the order behaviour of the gate infidelity. One might expect that the gate infidelity $F$ would behave as $F \approx \mathcal{O}(t^2)$ for (first-order) ORE-robust CPs because they are constructed such that the first-order error term in the unitary operator disappears. Actually, this is not the case. The gate infidelity for any quantum gate with $F$ where $\tilde{t}$

The formal solution from $T$ where we introduce the time-ordered product:

\[
T(A(t_1)B(t_2)) = \begin{cases} 
A(t_1)B(t_2) & t_1 > t_2, \\
B(t_2)A(t_1) & t_2 > t_1.
\end{cases}
\]

The extension to cases of multiple operators, such as $T(A(t_1)B(t_2)C(t_3))$ is clear. When we consider a piecewise constant Hamiltonian, the time-ordered exponential in Eq. (E2) can be written as

\[
T \exp \left( -i \int_0^T dt H(t) \right) = \exp \left( -i(t_k - t_{k-1})H_k \right) \exp \left( -i(t_{k-1} - t_{k-2})H_{k-1} \right) \cdots \exp \left( -i(t_1 - t_0)H_1 \right),
\]

where $t_0 = 0$ and $t_k = T$, and the piecewise constant Hamiltonian is

\[
H(t) = H_i, \quad t_{i-1} \leq t < t_i, \quad (i = 1 \sim k).
\]

Thus, we reproduce a sequence of elementary operations, as discussed in the main text.

We consider the case where the Hamiltonian is decomposed into the following two parts:

\[
H(t) = H_0(t) + H_{\text{err}}(t).
\]

$H_0(t)$ represents the ideal Hamiltonian, whose dynamics $U_0(T, 0) := T \exp \left( -i \int_0^T dt H_0(t) \right)$ corresponds to the target operation $U(\theta, \phi)$ in the main text. We control this part $H_0(t)$ in the Hamiltonian. Meanwhile, $H_{\text{err}}(t)$ is the effect of undesirable systematic errors during the operation. The magnitude of $H_{\text{err}}(t)$ is assumed to be sufficiently small during the operation. Either part $H_0(t)$ or $H_{\text{err}}(t)$ can have time dependence. The state in the interaction picture with respect to $H_0(t)$ is given as

\[
|\Psi_f(t)\rangle := \left( T \exp \left( -i \int_0^t dt' H_0(t') \right) \right) |\Psi(t)\rangle = U_0^\dagger(t, 0)|\Psi(t)\rangle,
\]

where $|\Psi(t)\rangle$ is a solution of the Schrödinger equation (E1). The dynamics of the state $|\Psi_f(t)\rangle$ obeys the following equation:

\[
\frac{d}{dt} |\Psi_f(t)\rangle = -i\tilde{H}_{\text{err}}(t)|\Psi_f(t)\rangle,
\]

where $\tilde{H}_{\text{err}}(t) := U_0^\dagger(t, 0)H_{\text{err}}(t)U_0(t, 0)$. Its formal solution is

\[
|\Psi_f(T)\rangle = \tilde{U}_{\text{err}}(T, 0)|\Psi_f(0)\rangle := T \exp \left( -i \int_0^T dt \tilde{H}_{\text{err}}(t) \right) |\Psi_f(0)\rangle.
\]
By comparing Eqs. (E9) and (E7), we obtain

\[ |\Psi(T)\rangle = U_0(T, 0)|\Psi_I(T)\rangle = U_0(T, 0)\tilde{U}_{err}(T, 0)|\Psi(0)\rangle. \quad (E10) \]

Thus, we formally decouple the effect of the error \( \tilde{U}_{err}(T, 0) \) from the ideal dynamics \( U_0(T, 0) \).

We intend to implement the ideal operation \( U_0(T, 0) \) accurately under the error \( H_{err} \). As the magnitude of \( H_{err} \) is sufficiently small, we ignore the higher-order terms in \( \tilde{U}_{err}(T, 0) \) and obtain

\[ \tilde{U}_{err}(T, 0) \sim \left( 1 - i \int_0^T dt H_{err}(t) \right). \quad (E11) \]

The condition

\[ \int_0^T dt H_{err}(t) = 0. \quad (E12) \]

implies that the operation \( \tilde{U}_{err} \) is equal to the ideal \( U_0(T, 0) \) up to the first order of the magnitude of \( \tilde{H}_{err}(t) \). Assuming that both \( H_0(t) \) and \( H_{err}(t) \) are piecewise constant, we reproduce the common description of error-robust CPs.

Now, we show that the second-order term of an error in the gate infidelity disappears for any CP robust against the error. We first note that in one-qubit control, the first-order term of the gate infidelity disappears even for elementary CPs. However, the trace of the Hamiltonian can always be taken as zero, and thus the first-order term of the gate infidelity always disappears regardless of the Hamiltonian.

The second-order term can indicate whether the sequence is a CP or not. The second-order term of \( F \) is given as

\[ \text{tr} \left( \int_0^T dt \int_0^t dt' \tilde{H}_{err}(t)\tilde{H}_{err}(t') \right). \quad (E15) \]

This term can be rewritten as

\[
\text{tr} \left( \int_0^T dt \int_0^t dt' \tilde{H}_{err}(t)\tilde{H}_{err}(t') \right) = \text{tr} \left( \frac{1}{2} \int_0^T dt \int_0^t dt' \tilde{H}_{err}(t)\tilde{H}_{err}(t') + \frac{1}{2} \int_0^T dt \int_t^T dt' \tilde{H}_{err}(t)\tilde{H}_{err}(t') \right) \\
+ \frac{1}{2} \int_0^T dt \int_0^T dt' \tilde{H}_{err}(t)\tilde{H}_{err}(t') - \frac{1}{2} \int_0^T dt \int_t^T dt' \tilde{H}_{err}(t)\tilde{H}_{err}(t') \right) \\
= \text{tr} \left( \frac{1}{2} \int_0^T dt \int_0^T dt' \tilde{H}_{err}(t)(\tilde{H}_{err}(t') + \frac{1}{2} \int_0^T dt \int_0^T dt' \tilde{H}_{err}(t)(\tilde{H}_{err}(t')) \right) \\
= \text{tr} \left( \frac{1}{2} \left( \int_0^T dt \tilde{H}_{err}(t) \right)^2 \right) + \text{tr} \left( \frac{1}{2} \int_0^T dt \int_0^T dt' \tilde{H}_{err}(t)(\tilde{H}_{err}(t')) \right). \quad (E16) \]

where we use \( \int_0^T dt \int_0^T dt' = \int_0^T dt' \int_0^t dt \). The term \( \left[ \tilde{H}_{err}(t), \tilde{H}_{err}(t') \right] \) can be written as a linear combination of the Pauli matrices for any \( t \) and \( t' \), and is then traceless. Thus, the second term in the above equation disappears. The condition that the first term equals zero is equivalent to the first-order robustness of CPs, Eq. (E12). Therefore, for any CP satisfying the robustness condition, the second-order term of the gate infidelity disappears. Thus, we can use the gate infidelity as a measure to characterize the performance of CPs by focusing on the second-order term.
2. gate infidelity as an upper bound of state infidelity

Here, we show that gate infidelity $1 - |\text{tr}(U^\dagger V)/2|$ is an upper bound of the state infidelity $1 - |\langle \psi |U^\dagger V|\psi \rangle|$ for any state $|\psi \rangle$ and any $2 \times 2$ $SU(2)$ matrices $U$ and $V$. Note that the dynamics by the traceless Hamiltonian, as in the main text, is always expressed by an $SU(2)$ matrix. Instead of treating the gate and state infidelities directly, we simply compare the gate fidelity $|\text{tr}(U^\dagger V)/2|$ with the state fidelity $|\langle \psi |U^\dagger V|\psi \rangle|$ for any state $|\psi \rangle$. Because $U^\dagger V$ is also a $SU(2)$ matrix, we can diagonalize this. The eigenvalues are denoted by $e^{ig}$ and $e^{-ig}$, whereas the corresponding eigenvectors are $|\psi_+\rangle$ and $|\psi_-\rangle$. The square of the gate fidelity is then calculated as

$$|\text{tr}(U^\dagger V)|^2/4 = |e^{ig} + e^{-ig}|^2/4 = \cos^2 g.$$  \hspace{1cm} (E17)

On the other hand, as any state $|\psi \rangle$ can be written as $|\psi \rangle = a|\psi_+\rangle + b|\psi_-\rangle$ ($|a|^2 + |b|^2 = 1$), we can calculate the square of the fidelity for a state as

$$|\langle \psi |U^\dagger V|\psi \rangle|^2 = |a|^2\langle \psi_+ |U^\dagger V|\psi_+ \rangle + |b|^2\langle \psi_- |U^\dagger V|\psi_- \rangle + a^*b\langle \psi_+ |U^\dagger V|\psi_- \rangle + ab^*\langle \psi_- |U^\dagger V|\psi_+ \rangle|^2$$

$$= |a|^2|e^{ig} + |b|^2|e^{-ig}||^2 = 1 - 2|a|^2|b|^2(1 - \cos(2g)) = 1 - 4|a|^2(1 - |a|^2) \sin^2 g.$$ \hspace{1cm} (E18)

By subtracting the squared gate fidelity from the squared fidelity, we obtain

$$|\langle \psi |U^\dagger V|\psi \rangle|^2 - |\text{tr}(U^\dagger V)|^2/4 = \sin^2 g - 4|a|^2(1 - |a|^2) \sin^2 g$$

$$=(1 - 4|a|^2(1 - |a|^2)) \sin^2 g.$$ \hspace{1cm} (E19)

We can easily verify that the term in the parentheses is always positive because the maximum of $|a|^2(1 - |a|^2)$ is 1/4. Thus, we have shown that the state fidelity for any state is bounded below by the gate fidelity. Accordingly, the state infidelity for any state is bounded from above by the gate infidelity.

Appendix F: Performance evaluation via state infidelity

As mentioned in the main text, the CORPSE family does not necessarily have the best accuracy when we consider measures other than the gate infidelity. For example, we evaluate the state infidelity $F_{\text{state}} := 1 - |\langle \psi |U^\dagger U'|\psi \rangle|$, where $U'$ is an operation with ORE and $U$ is the corresponding errorless operation. $|\psi \rangle$ is the initial state of the operation; hence, $F_{\text{state}}$ represents the difference between the final states with and without ORE. We consider $|\psi \rangle = |0\rangle$, which is an eigenstate of $\sigma_z$ with eigenvalue 1: $\sigma_z|0\rangle = |0\rangle$.

Fig. 5 shows the state infidelity with several combinations of $(n_1, n_2, n_3)$ for the cases of $c = 1/\sqrt{2}$ ($\theta = \pi/2$) and $c = 0$ ($\theta = \pi$) in the same way as Fig. 2. Evidently, the state infidelity for several cases of $(n_1, n_2, n_3)$ takes its minimal value at a point that is neither the left nor right end. Thus, the CORPSE family and its twins do not necessarily have the best accuracy for fixed $(n_1, n_2, n_3)$ when we take the state fidelity as an accuracy measure. The minimum state infidelity among the evaluated combinations of $(n_1, n_2, n_3)$ appears on the curve representing $(n_1, n_2, n_3) = (1, 0, 0)$ as in the case of the gate fidelity (Fig. 2), although the corresponding sequence is not fundamental CORPSE when $c = 0$ ($\theta = \pi$).
FIG. 5. State infidelity for the cases of $c = 1/\sqrt{2}$ ($\theta = \pi/2$) and $c = 0$ ($\theta = \pi$). The initial state is taken to be $|0\rangle$. The solid, dashed, and dot-dashed curves correspond to $(n_1, n_2, n_3) = (0, 0, 0)$, $(n_1, n_2, n_3) = (1, 0, 0)$, and $(n_1, n_2, n_3) = (0, 1, 0)$, respectively. The dotted straight line represents the state infidelity of the elementary operation with ORE. The error parameter is set to $f = 0.1$. All curves for $c = 0$ have the same existence range because $c(1, n, \pm) = \pm \sqrt{3}/2$, regardless of $n$ in this case. On the other hand, the curve corresponding to $(n_1, n_2, n_3) = (0, 0, 0)$ for the case of $c = 1/\sqrt{2}$ has a different existence range than the other curves: $c_{1,n,\pm}$ depend on $n$ unless $c = 0$. 