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Abstract

We prove a direct sum theorem for bounded round entanglement-assisted quantum communication complexity. To do so, we use the fully quantum definition for information cost and complexity that we recently introduced, and use both the fact that information is a lower bound on communication, and the fact that a direct sum property holds for quantum information complexity. We then give a protocol for compressing a single copy of a protocol down to its quantum information cost, up to terms depending on the number of rounds and the allowed increase in error. Two important tools to derive this protocol are a smooth conditional min-entropy bound for a one-shot quantum state redistribution protocol, and the quantum substate theorem of Jain, Radhakrishnan and Sen (FOCS’02) to transform this bound into a von Neumann conditional entropy bound. This result further establishes the newly introduced notions of quantum information cost and complexity as the correct quantum generalisations of the classical ones in the standard communication complexity setting. Finding such a quantum generalisation of information complexity was one of the open problem recently raised by Braverman (STOC’12).

1 Introduction

We present the first general direct sum theorem for quantum communication complexity that holds for more than a single round of communication. A direct sum theorem states that to compute $n$ tasks simultaneously requires as much resources as the amount of the given resource required for computing them separately. By a general direct sum theorem, we mean a direct sum theorem that holds for arbitrary relations on arbitrary inputs. The direct sum question, and the related direct product question, are of central importance in the different models of communication complexity. They have been the subject of a lot of attention in recent years. Many results were obtained for different models of classical communication complexity (see e.g. Refs [4, 16, 29, 32, 17, 14] and references therein). Progress for quantum communication complexity has been slower, with most results focusing on a single round of communication [35, 5, 28]. Some notable exceptions for the multi-round case are the work of Klauck, Špalek and de Wolf [39] in which they derive a direct product theorem for disjointness, and the works of Shaltiel [45], Lee, Shraibman and Špalek [40], and Sherstov [46] deriving direct product theorems for functions for which the discrepancy or generalized discrepancy method is tight. Even for a single round of communication, a general direct sum theorem was only proved earlier this year, using techniques much different from ours [2]. Previous to that work, techniques were restricted to proving results for the restricted case of product inputs. As a corollary of our results, we also obtain slightly improved parameters for the direct sum theorem of Ref. [2], for the single round case. The main tools that we use
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are new fully quantum notions of quantum information cost and complexity that we recently introduced [49], and a new single-shot protocol compression technique that we develop.

Quantum Information Complexity The classical notion of information cost was introduced by Chakrabarti, Shi, Wirth and Yao [18], who used it to derive a direct sum result for the simultaneous message passing model. The notion they introduced is similar to what is known today as the external information cost. A notion similar to what is now known as the internal information cost was later introduced by Bar-Yossef, Jayram, Kumar and Sivakumar [3] to use a direct sum property for composite problems that decompose into simpler ones, like the disjointness function in terms of the AND function. The modern notions of external and internal information cost were formally introduced by Barak, Braverman, Chen and Rao [4], in which they prove general direct sum theorems for randomized communication complexity. For input random variables $X$ and $Y$ of Alice and Bob, respectively, shared randomness $R$, private randomness $R_A, R_B$ available to Alice and Bob, respectively, and protocol transcript $\Pi(X, Y, R, R_A, R_B)$, the internal information cost is defined as $IC_{\text{int}}(\Pi, \mu) = I(X; \Pi|YR) + I(Y; \Pi|XR)$, and the external one as $IC_{\text{ext}}(\Pi, \mu) = I(XY; \Pi|R)$. Note that we have used $\Pi$ to represent both the protocol and the protocol transcript, while $\mu$ is the prior distribution on the inputs $X, Y$. The interpretation of internal information cost is usually as the amount of information about Alice’s input leaked to Bob plus the amount of information about Bob’s input leaked to Alice, while for the external information it is as the amount of information about the joint input of Alice and Bob leaked to an external observer. Subsequent work by Braverman and Rao [16] provided an operational interpretation of internal information complexity as the amortized distributional communication complexity, i.e. the communication complexity per copy for computing $n$ copies of a task in parallel, in the asymptotic limit of large $n$. They also provide a general direct sum theorem for bounded round communication complexity. Braverman [13] provides a similar operational interpretation of a prior-free version of information complexity as the amortized randomized communication complexity. He also lists several interesting open questions related to information complexity, one of which is to develop a quantum analog of information complexity. He also asks whether the inherent reversibility of quantum computing, among other properties of quantum information, will impose a limit on the potential applications of such a quantity. Note that our results finally settle this: a notion of quantum information complexity with a similar operational interpretation and similar potential for applications as the classical one can indeed be defined.

In the quantum setting, many difficulties are immediately apparent in trying to generalize the classical definition. Firstly, by the no-cloning theorem [24, 53], there is no direct analogue for quantum communication of the notion of a transcript, available to all parties and containing all previous messages. In the entanglement-assisted model, we can replace quantum communication by twice as much classical communication, by using teleportation [6]. However, if we consider the transcript obtained by replacing quantum communication by classical communication in this way, this transcript will be completely uncorrelated to the corresponding quantum messages and to the inputs. Indeed, the classical messages sent in the teleportation protocol are uniformly random, unless we take the remaining part of the EPR pair into account. A possible way around this might be to try to adapt the classical
definition by measuring the correlations between the inputs and the whole state, after reception of each message, of the receiving party. We can then even sum over the information contained in all messages. This yield a sensible notion of quantum information cost which is partly classical, and a similar quantity was used by Jain, Radhakrishnan and Sen to obtain a beautiful proof of a lower bound on the bounded round quantum communication complexity of the disjointness function [34]. A further variation on this was used by Jain and Nayak to obtain a lower bound for a variant of the Index function [31]. Work on direct sum results for a single round of communication also consider related notions [35, 28, 2]. However, these partly classical notions of quantum information cost all suffer from the drawback that they are only a lower bound on the communication cost once they have been divided by the number of messages. Then, the corresponding notion of quantum information complexity does not have the clear operational interpretation of classical information complexity as the amortized communication complexity, and is probably restricted to applications in bounded round scenarios.

We use the new, fully quantum notions of quantum information cost and complexity recently introduced in Ref. [49]. These are the first fully quantum definitions for such quantities. In particular, the notion of cost applies to arbitrary bipartite quantum protocols that are run on arbitrary bipartite quantum inputs, and the notion of complexity applies to arbitrary quantum tasks on arbitrary quantum input. Of particular interest in the setting of quantum communication complexity that we focus on in this work is the case of quantum protocols implementing classical tasks, e.g. evaluating arbitrary bipartite classical functions or relations on arbitrary bipartite input distributions below a specified error bound. However, the notion might also find applications for fully quantum tasks, for example quantum correlation complexity [37, 38], remote state preparation [27], or interactive variants of state redistribution [41, 23, 54] and its special cases of state merging [25, 26, 10, 1, 11], state splitting [11, 11], and source coding [44]. Note that the proof of our direct sum results can also be extended to such quantum tasks. To arrive at such a definition, we proposed a new interpretation of the classical internal information cost. Indeed, if we view each message generation in a protocol as a channel, then the information cost can be seen to be equal to the sum of the asymptotic costs of simulating many copies of each such channel with side information at the receiver and feedback to the sender [41], a task related to the reverse Shannon theorem [8, 52, 11]. Using known bounds for this task [11], this yield a strengthening of the classical amortized communication result for bounded round complexity [13, 13]. In the fully quantum setting, channel simulation, with side information at the receiver and with environment given as feedback to the sender, is equivalent to the state redistribution task. This insight led to the new, fully quantum definitions of information cost and complexity, and the link between state redistribution and one-shot protocol compression is then apparent. These new definitions are the firsts to satisfy all of the properties that we stated as desirable for these quantum notions. In particular, we proved the following properties in Ref. [49].

**Theorem 1 ([49])** The quantum information cost directly provides a lower bound on quantum communication cost for any protocol and input state, independent of the number of messages of the protocol (Lemma 1 in Ref. [49]).

The corresponding quantum information complexity is exactly equal to the amortized
Quantum communication complexity for any quantum task with fixed input state (Theorem 2 in Ref. [49]).

Quantum information complexity obeys an exact direct sum property (Corollary 3 in Ref. [49]).

For these last two results, they hold both for a fixed or unlimited number of messages.

**Protocol Compression and Direct Sum** To obtain our direct sum theorem, we first prove a protocol compression result stating that we can compress a single copy of a bounded round protocol proportionally to its information cost. A important ingredient in this proof is a single-message one-shot state redistribution protocol. A state redistribution protocol on input state $\rho^{ABC}$, with the $A$ and $C$ registers initially held by Alice, and the $B$ register held by Bob, is a protocol that effectively transmits the $C$ register to Bob while keeping the overall correlation with a purifying register $R$, up to some small error $\varepsilon$. We use a new achievability bound for a communication cost of $H_{\max}^e(C|B) - H_{\min}^e(C|BR) + O(\log(1/\varepsilon))$ [12]. The proof of this result appears in a joint work with Berta and Christandl [12]. Independently of our work, similar upper bounds on one-shot state redistribution have been obtained by Datta, Hsieh and Oppenheim [22].

We then use the substate theorem of Jain, Radhakrishnan and Sen [33, 36, 30] to transform this into a bound in terms of von Neumann conditional entropies, and what remains is a term proportional to the von Neumann conditional mutual information, as asymptotic state redistribution. Our compression protocol applies this single message compression iteratively, and satisfies the following.

**Theorem 2** For each $M$-message protocol $\Pi$ and input state $\rho$, there exists an $M$-message compression protocol $\Pi'$ implementing $\Pi$ on input $\rho$ up to error $M\varepsilon$, and satisfying $QCC(\Pi') \in O((QIC(\Pi, \rho) + 1)/\varepsilon^2 + M/\varepsilon^2)$.

By combining this protocol compression result with many properties of quantum information complexity in Theorem 1 above, we can obtain our main theorem, a direct sum theorem for bounded round quantum communication complexity that holds for all quantum tasks. Note that the theorem holds in the model in which we allow for arbitrary pre-shared entanglement. For concreteness, we state the result for classical relations.

**Theorem 3 (main)** For any $\varepsilon_1, \ldots, \varepsilon_n, \varepsilon'' \in (0, 1/2)$, any relations $R_1, \ldots, R_n$ and any number of message $M$, $QCC^M(R_1, \varepsilon_1 + \varepsilon'') \geq \Omega(\sum_i((\varepsilon_i')^2 QCC^M(R_i, \varepsilon_i + \varepsilon'') - M))$. In particular, $QCC^M((R, \varepsilon)^n) \geq \Omega(n((\varepsilon')^2 QCC^M(R, \varepsilon + \varepsilon'') - M)).$

2 Preliminaries

2.1 Quantum Information Theory

We use the following notation for quantum theory; see [50, 51] for more details. We associate a quantum register $A$ with a corresponding vector space, also denoted by $A$. We only consider finite-dimensional vector spaces. A state of quantum register $A$ is represented by a density operator $\rho \in D(A)$, with $D(A)$ the set of all unit trace, positive semi-definite
linear operators mapping $A$ into itself. We also will consider subnormalized states: let $D_{\leq}(A)$ be the set of all positive semi-definite linear operators on $A$ with trace at most one. More generally, we denote by $P(A)$ the set of all positive semi-definite linear operators on $A$. We say that a state $\rho$ is pure if it is a projection operator, i.e. $(\rho^{AR})^2 = \rho^{AR}$.

For a pure state $\rho$, we often use the pure state formalism, and represent $\rho$ by the vector $|\rho\rangle$ it projects upon, i.e. $\rho = |\rho\rangle\langle\rho|$. A quantum channel from quantum register $A$ into quantum register $B$ is represented by a super-operator $N^{A\rightarrow B} \in \mathcal{C}(A,B)$, with $\mathcal{C}(A,B)$ the set of all completely positive, trace-preserving linear operators from $\mathcal{D}(A)$ into $\mathcal{D}(B)$. If $A = B$, we might simply write $N^A$, and when systems are clear from context, we might drop the superscripts. For channels $N_1 \in \mathcal{C}(A,B), N_2 \in \mathcal{C}(B,C)$ and state $\rho \in \mathcal{D}(A)$, we denote their composition as $N_2 \circ N_1 \in \mathcal{C}(A,C)$, with action $N_2 \circ N_1(\rho) = N_2(N_1(\rho))$. We might drop the $\circ$ if the composition is clear from context. For $A$ and $B$ isomorphic, we denote the identity mapping as $I^A_B$, with some implicit choice for the change of basis. For $N^{A_1\rightarrow B_1} \otimes I^{A_2\rightarrow B_2} \in \mathcal{C}(A_1 \otimes A_2, B_1 \otimes B_2)$, we might abbreviate this as $N_\otimes$ and leave the identity channel implicit when the meaning is clear from context. An important subset of $\mathcal{C}(A,B)$ when $A$ and $B$ are isomorphic spaces is the set of unitary channels $U(A,B)$, the set of all maps $U \in \mathcal{C}(A,B)$ with an adjoint map $U^\dagger \in \mathcal{C}(B,A)$ such that $U^\dagger \circ U = I^A$. Another important example of channel that we use is the partial trace $\text{Tr}_B(\cdot) \in \mathcal{C}(A \otimes B, A)$ which effectively gets rid of the $B$ subsystem. Fixing a basis $\{|b\rangle\}$ for $B$, the action of $\text{Tr}_B$ on any $\rho^{AB} \in \mathcal{D}(A \otimes B)$ is $\text{Tr}_B(\rho^{AB}) = \sum_b \langle b | \rho^{AB} | b \rangle$, and we write $\rho^A = \text{Tr}_B(\rho^{AB})$. Note that the action of $\text{Tr}_B$ is independent of the choice of basis chosen to represent it. We also denote $\text{Tr}_{\neq A} = \text{Tr}_B$ to express that we want to keep only the $A$ register. Fixing a basis also allows us to talk about classical states and joint states: $\rho \in \mathcal{D}(B)$ is classical (with respect to this basis) if it is diagonal in basis $\{|b\rangle\}$, i.e. $\rho = \sum_b p_B(b) |b\rangle\langle b|$ for some probability distribution $p_B$. More generally, subsystem $B$ of $\rho^{AB}$ is said to be classical if we can write $\rho^{AB} = \sum_b p_B(b) |b\rangle\langle b|^B \otimes \rho^A_b$ for some $\rho^A_b \in \mathcal{D}(A)$. An important example of a channel mapping a quantum system to a classical one is the measurement channel $\Delta_B$, defined as $\Delta_B(\rho) = \sum_b \langle b | \rho | b \rangle |b\rangle\langle b|^B$ for any $\rho \in \mathcal{D}(B)$. Often, $A,B,C,\cdots$ will be used to discuss general systems, while $X,Y,Z,\cdots$ will be reserved for classical systems. For a state $\rho^A \in \mathcal{D}(A)$, a purification is a pure state $\rho^{AR} \in \mathcal{D}(A \otimes R)$ satisfying $\text{Tr}_R(\rho^{AR}) = \rho^A$. If $R$ has dimension at least that of $A$, then such a purification always exists. For a given $R$, all purifications are equivalent up to unitaries. For a channel $N \in \mathcal{C}(A,B)$, a unitary extension is a unitary $U_N \in \mathcal{U}(A \otimes B', A' \otimes B)$ with $\text{Tr}_{A'}(U_N(\rho^A \otimes \sigma^{B'})) = N(\rho^A)$ for some fixed $\sigma \in \mathcal{D}(B')$. It is sufficient to consider any fixed pure state $\sigma$. Such an extension always exists provided $A'$ is of dimension at least $\dim(A)^2$ (note that we also must have $\dim(A) \cdot \dim(B') = \dim(A') \cdot \dim(B)$).

The notion of distance we use is the trace distance, defined for two states $\rho_1, \rho_2 \in \mathcal{D}(A)$ as the sum of the absolute values of the eigenvalues of their difference:

$$\|\rho_1 - \rho_2\|_A = \text{Tr}(|\rho_1 - \rho_2|).$$

It has an operational interpretation as four times the best bias possible in a state discrimination test between $\rho_1$ and $\rho_2$. The subscript tells on which subsystems the trace distance is evaluated, and remaining subsystems might need to be traced out. We use the following results about trace distance. For proofs of these and other standard results in quantum information theory that we use, see [51]. The trace distance is monotone under noisy channels:
for any \( \rho_1, \rho_2 \in \mathcal{D}(A) \) and \( \mathcal{N} \in \mathcal{C}(A, B) \),

\[
\| \mathcal{N}(\rho_1) - \mathcal{N}(\rho_2) \|_B \leq \| \rho_1 - \rho_2 \|_A. \tag{2.1}
\]

For unitaries, the equality becomes an identity, a property called unitary invariance of the trace distance. Hence, for any \( \rho_1, \rho_2 \in \mathcal{D}(A) \) and any \( U \in \mathcal{U}(A, B) \), we have

\[
\| U(\rho_1) - U(\rho_2) \|_B = \| \rho_1 - \rho_2 \|_A. \tag{2.2}
\]

Also, the trace distance cannot be increased by adjoining an uncorrelated system: for any \( \rho_1, \rho_2 \in \mathcal{D}(A), \sigma \in \mathcal{D}(B) \)

\[
\| \rho_1 \otimes \sigma - \rho_2 \otimes \sigma \|_{AB} = \| \rho_1 - \rho_2 \|_A. \tag{2.3}
\]

It follows that the trace distance obeys a property that we call joint linearity: for a classical system \( X \) and two states \( \rho_1^{XA} = p_X(x)|x\rangle \langle x|^X \otimes \rho_{1,x}^A, \rho_2^{XA} = p_X(x)|x\rangle \langle x|^X \otimes \rho_{2,x}^A \),

\[
\| \rho_1 - \rho_2 \|_{XA} = \sum_x p_X(x) \| \rho_{1,x} - \rho_{2,x} \|_A. \tag{2.4}
\]

The measure of information that we use is the von Neumann entropy, defined for any state \( \rho \in \mathcal{D}(A) \) as

\[
H(A)_\rho = \text{Tr}(\rho \log \rho),
\]

in which we take the convention that \( 0 \log 0 = 0 \), justified by a continuity argument. All logarithms are taken base 2. Note that \( H \) is invariant under unitaries applied on \( \rho \). If the state to be evaluated is clear from context, we might drop the subscript. Conditional entropy for a state \( \rho^{ABC} \in \mathcal{D}(A \otimes B \otimes C) \) is then defined as

\[
H(A|B)_{\rho^{AB}} = H(AB)_{\rho^{AB}} - H(B)_{\rho^{AB}},
\]

mutual information as

\[
I(A; B)_{\rho^{AB}} = H(A)_{\rho^A} - H(A|B)_{\rho^{AB}},
\]

and conditional mutual information as

\[
I(A; B|C)_{\rho^{ABC}} = H(A|C)_{\rho^{AC}} - H(A|BC)_{\rho^{ABC}}.
\]

Note that mutual information and conditional mutual information are symmetric in interchange of \( A, B \). For any pure bipartite state \( \rho^{AB} \in \mathcal{D}(A \otimes B) \), the entropy on each subsystem is the same:

\[
H(A) = H(B). \tag{2.5}
\]

For a tripartite pure state \( \rho^{ABC} \in \mathcal{D}(A \otimes B \otimes C) \), the conditional entropy satisfies a duality relation:

\[
H(A|B) = -H(A|C). \tag{2.6}
\]
For isomorphic $A, A'$, a maximally entangled state $\psi \in \mathcal{D}(A \otimes A')$ is a pure state satisfying $H(A) = \log \dim(A) = \log \dim(A')$. For a system $A$ of dimension $\dim(A)$ and any $\rho \in \mathcal{D}(A \otimes B \otimes C)$, we have the bounds
\begin{align}
0 \leq H(A) &\leq \log \dim(A), \quad (2.7) \\
-H(A) &\leq H(A|B) \leq H(A), \quad (2.8) \\
0 \leq I(A; B) &\leq 2H(A), \quad (2.9) \\
0 \leq I(A; B|C) &\leq 2H(A). \quad (2.10)
\end{align}
The conditional mutual information satisfy a chain rule: for any $\rho \in \mathcal{D}(A \otimes B \otimes C \otimes D)$,
\begin{equation}
I(AB; C|D) = I(A; C|D) + I(B; C|AD). \quad (2.11)
\end{equation}
For product states $\rho^{A_1B_1C_1A_2B_2C_2} = \rho_1^{A_1B_1C_1} \otimes \rho_2^{A_2B_2C_2}$, entropy is additive,
\begin{equation}
H(A_1A_2) = H(A_1) + H(A_2), \quad (2.12)
\end{equation}
and so there is no conditional mutual information between product system,
\begin{equation}
I(A_1; A_2|B_1B_2) = 0, \quad (2.13)
\end{equation}
and conditioning on a product system is useless,
\begin{equation}
I(A_1; B_1|C_1A_2) = I(A_1; B_1|C_1). \quad (2.14)
\end{equation}
More generally,
\begin{equation}
I(A_1A_2; B_1B_2|C_1C_2) = I(A_1; B_1|C_1) + I(A_2; B_2|C_2). \quad (2.15)
\end{equation}
Two important properties of the conditional mutual information are strong subadditivity and the data processing inequality: we consider an equivalent rewriting of strong subadditivity, which states that conditional mutual information is non-negative. For any $\rho \in \mathcal{D}(A \otimes B \otimes C)$ and $\mathcal{N} \in \mathcal{C}(B, B')$, with $\sigma = \mathcal{N}(\rho)$,
\begin{align}
I(A; B|C) &\geq 0, \quad (2.16) \\
I(A; B|C) &\geq I(A; B'|C)_\sigma. \quad (2.17)
\end{align}
For classical systems, conditioning is equivalent to taking an average: for any $\rho^{ABCX} = \sum_x p_X(x) |x\rangle \langle x| \otimes \rho_x^{ABC}$, for a classical system $X$ and some appropriate $\rho_x \in \mathcal{D}(A \otimes B \otimes C)$,
\begin{align}
H(A|BX)_\rho &= \sum_x p_X(x) H(A|B)_{\rho_x}, \quad (2.18) \\
I(A; B|CX)_\rho &= \sum_x p_X(x) I(A; B|C)_{\rho_x}. \quad (2.19)
\end{align}
For one-shot state redistribution, we also make use of the following entropies and distance measure.
The relative entropy of \(\rho \in \mathcal{D}_{\leq}(A)\) with respect to \(\sigma \in \mathcal{P}(A)\) is defined as
\[
D(\rho\|\sigma) = \text{Tr}(\rho \log \rho) - \text{Tr}(\rho \log \sigma).
\]
(2.20)

Note that we can rewrite the conditional entropy of \(A\) given \(B\) for \(\rho \in \mathcal{D}_{\leq}(A \otimes B)\) as
\[
H(A|B)_\rho = -D(\rho^{AB}\|I^A \otimes \rho^B).
\]
(2.21)

The max-relative entropy \([20]\) of \(\rho \in \mathcal{D}_{\leq}(A)\) with respect to \(\sigma \in \mathcal{P}(A)\) is defined as
\[
D_{\max}(\rho\|\sigma) = \inf\{\lambda \in \mathbb{R} : 2^\lambda \sigma \geq \rho\}.
\]
(2.22)

The conditional min-entropy \([43]\) of \(A\) given \(B\) for \(\rho \in \mathcal{D}_{\leq}(A \otimes B)\) is defined as
\[
H_{\min}(A|B)_\rho = -\inf_{\sigma^B \in \mathcal{D}(B)} D_{\max}(\rho^{AB}\|I^A \otimes \sigma^B).
\]
(2.23)

Based on the duality relation for conditional entropy, we define the conditional max-entropy of \(A\) given \(B\) for \(\rho^{AB} \in \mathcal{D}_{\leq}(A \otimes B)\), purified by \(\rho^{ABR} \in \mathcal{D}_{\leq}(A \otimes B \otimes R)\), as
\[
H_{\max}(A|B)_\rho = -H_{\min}(A|R)_\rho.
\]
(2.24)

Note that this is independent of the choice of the purification.

We also consider smooth version of these. The notion of distance used for smooth entropies is the purified distance \([48]\), defined for \(\rho, \sigma \in \mathcal{D}_{\leq}(A)\) as
\[
P(\rho, \sigma) = \sqrt{1 - \tilde{F}^2(\rho, \sigma)}.
\]
(2.25)

Here, \(\tilde{F}(\rho, \sigma) = F(\rho, \sigma) + \sqrt{(1 - \text{Tr}(\rho))(1 - \text{Tr}(\sigma))}\), with \(F(\rho, \sigma) = \|\sqrt{\rho}\sqrt{\sigma}\|_A\). Properties of the purified distance that we use are proved in Refs \([48, 47]\). Then, for \(\rho \in \mathcal{D}_{\leq}(A)\),
\[
\mathcal{B}_\varepsilon(\rho) = \{\rho^0 \in \mathcal{D}_{\leq}(A) : P(\rho, \rho^0) \leq \varepsilon\}.
\]
(2.26)

For \(\varepsilon \geq 0\), the smooth conditional min-entropy of \(A\) given \(B\) for \(\rho \in \mathcal{D}_{\leq}(A \otimes B)\) is defined as
\[
H^{\varepsilon}_{\min}(A|B)_\rho = \sup_{\rho^{AB} \in \mathcal{B}_\varepsilon(\rho^{AB})} H_{\min}(A|B)_{\rho^0},
\]
(2.27)

and the smooth conditional max-entropy of \(A\) given \(B\) as
\[
H^{\varepsilon}_{\max}(A|B)_\rho = \inf_{\rho^{AB} \in \mathcal{B}_\varepsilon(\rho^{AB})} H_{\max}(A|B)_{\rho^0}.
\]
(2.28)

### 2.2 Quantum Communication Model

We focus in this note on the distributional quantum communication complexity of classical relations. The model for communication complexity that we consider is the following. For a given bipartite relation \(T \subset X \times Y \times Z_A \times Z_B\) and input distribution \(\mu\) on \(X \times Y\), Alice and Bob are given input registers \(A_{in}, B_{in}\) containing their classical input \(x \in X, y \in Y\)
at the outset of the protocol, respectively and they output registers $A_{\text{out}}, B_{\text{out}}$ containing their classical output $z_A \in Z_A, z_B \in Z_B$ at the end of the protocol, respectively, which should satisfy the relation $R$. We generally allow for some small error $\varepsilon$ in the output, which will be formalized below. In this distributional communication complexity setting, the input is a classical state $\rho = \sum_{x,y} \mu(x,y) |x\rangle\langle x|^{A_{\text{in}}} \otimes |y\rangle\langle y|^{B_{\text{in}}}$, similarly for the output $\Pi(\rho) = \sum_{z_A, z_B} p_{z_A, z_B} |z_A\rangle\langle z_A|^{A_{\text{out}}} \otimes |z_B\rangle\langle z_B|^{B_{\text{out}}}$ of the protocol $\Pi$ implementing the relation, and the error parameter corresponds to the probability of failure $\sum_{x,y} \mu(x,y)|\langle x,y, \Pi(x,y) \rangle \notin R| \leq \varepsilon$.

A protocol $\Pi$ for implementing relation $T$ on input $\rho_{A_{\text{in}}, B_{\text{in}}}^{A_{\text{in}}, B_{\text{in}}}$ is defined by a sequence of unitaries $U_1, \ldots, U_{M+1}$ along with a pure state $\psi \in D(T_A \otimes T_B)$ shared between Alice and Bob, for arbitrary finite dimensional registers $T_A, T_B$. For appropriate finite dimensional memory registers $A_1, A_2, \ldots, A_{M-1}, A'$ held by Alice, $B_2, B_4, \ldots, B_{M-2}, B'$ held by Bob, and communication registers $C_1, C_2, C_3, \ldots, C_M$ exchanged by Alice and Bob, we have (see Figure 1 in Ref. [12]) $U_1 \in \mathcal{U}(A_{\text{in}} \otimes T_A, A_1 \otimes C_1), U_2 \in \mathcal{U}(B_{\text{in}} \otimes T_B \otimes C_1, B_2 \otimes C_2), U_3 \in \mathcal{U}(A_1 \otimes C_2, A_3 \otimes C_3), U_4 \in \mathcal{U}(B_2 \otimes C_3, B_4 \otimes C_4), \ldots, U_M \in \mathcal{U}(B_{M-2} \otimes C_{M-1}, B_{M-1} \otimes B' \otimes C_M), U_{M+1} \in \mathcal{U}(A_{M-1} \otimes C_M, A_{\text{out}} \otimes A')$. We slightly abuse notation and also write $\Pi$ to denote the channel implemented by the protocol, i.e.

$$\Pi(\rho) = \text{Tr}_{A'B'}(U_{M+1}U_M \cdots U_2U_1(\rho \otimes \psi)).$$  \hspace{1cm} (2.29)

To formally define the error, we introduce a purification register $R$. For a classical input $\rho_{A_{\text{in}}, B_{\text{in}}}^{A_{\text{in}}, B_{\text{in}}} = \sum_{x,y} \mu(x,y) |x\rangle\langle x|^{A_{\text{in}}} \otimes |y\rangle\langle y|^{B_{\text{in}}}$ like we consider here, we can always take this purification to be of the form $|\rho\rangle_{A_{\text{in}}, B_{\text{in}}, R}^{A_{\text{in}}, B_{\text{in}}, R} = \sum_{x,y} \sqrt{\mu(x,y)} |x\rangle_{A_{\text{in}}} |x\rangle_{B_{\text{in}}} |y\rangle_{B_{\text{in}}} |xy\rangle_{R_1} |xy\rangle_{R_2},$ for an appropriately chosen partition of $R$ into $R_1, R_2$. Note that if we trace out the the $R_2$ register, then we are left with a classical state such that $R_1$ contains a copy of the joint input. Then we say that a protocol $\Pi$ for implementing relation $T$ on input $\rho_{A_{\text{in}}, B_{\text{in}}}^{A_{\text{in}}, B_{\text{in}}}$, with purification $\rho_{A_{\text{in}}, B_{\text{in}}, R}^{A_{\text{in}}, B_{\text{in}}, R}$, has error $\varepsilon \in [0, 1]$ if $P_e = \text{Pr}_{\mu, \Pi}[\Pi(\rho_{A_{\text{in}}, B_{\text{in}}, R_1}) \notin T] \leq \varepsilon$. We denote the set of all such protocol as $\mathcal{T}(T, \mu, \varepsilon)$. If we want to restrict this set to bounded round protocols with $M$ messages, we write $\mathcal{T}^M(T, \mu, \varepsilon)$. Note that, for simplicity, we only define protocols with an even number of messages; our results also hold without this restriction, though in the special case of one round protocols, we would rather consider relations with a single output to ensure that the quantum communication complexity is well-defined for all value of the error parameter. The introduction of the reference system $R_1$ serves to keep track of correlations between inputs and outputs in this distributional setting. Note that an alternate way to formulate the error criterion is by considering projectors $\Pi_y^T = \sum_{x,y,z_A, z_B} |xyz_Az_B\rangle|xyz_Az_B\rangle_{A_{\text{out}}, B_{\text{out}, R_1}}, \Pi_y^b = I_{A_{\text{out}}, B_{\text{out}, R_1}} - \Pi_y^T,$ and then we can write $P_e = \text{Tr}(\Pi_y^b \Pi(\rho_{A_{\text{in}}, B_{\text{in}}, R_1}))$.

Note that in the standard context of quantum communication complexity, our model would be akin to the model introduced by Cleve and Buhrman [19], with pre-shared entanglement (though the fact that we use quantum communication here instead of classical communication as in the original model could lead to an improvement up to a factor of two of the communication complexity, due to superdense coding [9], but no more, due to the teleportation protocol [6]), rather than to the model introduced by Yao [55], in which parties locally initialize their registers. This is the natural analogue of the framework for classical information complexity in which parties are allowed shared randomness for free, and this
seems to be necessary to obtain the operational interpretation of information complexity, classical and quantum, as the amortized communication complexity, and also for protocol compression. Known proofs of the additivity property rely heavily on the availability of shared resources to perform some kind of simulation. This is also true of many other interesting properties of information complexity. Also, the protocol compression methods that we propose rely on pre-shared entanglement to achieve good cost.

As was said before, our framework is the quantum generalization of the one for distributional information complexity. Let us formally define the different quantities that we work with.

**Definition 1** For a protocol $\Pi$ as defined above, we define the quantum communication cost of $\Pi$ as

$$QCC(\Pi) = \sum_i \log \dim(C_i).$$

Note that we do not require that $\dim(C_i) = 2^k$ for some $k \in \mathbb{N}$, as is usually done. This will not affect our definition on information cost and complexity, but might affect the quantum communication complexity by at most a factor of two. The corresponding notion of quantum communication complexity of a relation is:

**Definition 2** For a relation $T \subseteq X \times Y \times Z_A \times Z_B$, an input distribution $\mu$ on $X \times Y$ and an error parameter $\varepsilon \in [0, 1]$, we define the $\varepsilon$-error quantum communication complexity of $T$ on input $\mu$ as

$$QCC(T, \mu, \varepsilon) = \min_{\Pi \in \mathcal{T}(T, \mu, \varepsilon)} QCC(\Pi).$$

**Remark 1** For any $T, \mu, 0 \leq \varepsilon_1 \leq \varepsilon_2 \leq 1$, the following holds:

$$QCC(T, \mu, \varepsilon_2) \leq QCC(T, \mu, \varepsilon_1).$$

We have the following definition for bounded round quantum communication complexity, and a similar remark holds.

**Definition 3** For a relation $T \subseteq X \times Y \times Z_A \times Z_B$, an input distribution $\mu$ on $X \times Y$ and an error parameter $\varepsilon \in [0, 1]$ and a bound $M \in \mathbb{N}$ on the number of messages, we define the $M$-message, $\varepsilon$-error quantum communication complexity of $T$ on input $\mu$ as

$$QCC^M(T, \mu, \varepsilon) = \min_{\Pi \in \mathcal{T}^M(T, \mu, \varepsilon)} QCC(\Pi).$$

We are also interested in the quantum communication complexity of implementing multiple relations in parallel. A protocol $\Pi_n$ is said to compute the $n$-fold product relation $T_1 \otimes T_2 \otimes \cdots \otimes T_n$ on input $\mu_1 \times \mu_2 \times \cdots \times \mu_n$, each with corresponding error $\varepsilon_i$, if for all $i \in [n]$,

$$P^i = \text{Tr}(\Pi^i_b \text{Tr}_{A_{out}^i B_{out}^i R_1^i} (\Pi_n(\rho \otimes A^{k_i}_{out} B^{k_i}_{out} R_1^{k_i}))) \leq \varepsilon_i$$

(2.30)
This error criterion corresponds to the one achieved when sequentially implementing the \( n \) relations \( T_i \) on respective input distribution \( \mu_i \) and error \( \varepsilon_i \), and, even for the case of \( \varepsilon_i = \varepsilon \) for each \( i \), this is weaker than demanding to simulate them with overall error \( \varepsilon = \min_i \varepsilon_i \). Indeed, asking for overall error \( \varepsilon \) could be a much harder task. In particular, The direct product question, for \( T_i = T \) for each \( i \), asks if this overall error goes to 1 exponentially fast in \( \varepsilon \) if we do not allow sufficiently more resources than for sequential implementation. Hence, if we want to obtain the intended operational interpretation, we have to settle for such a success parameter. We denote \( T_n(\otimes_i (T_i, \mu_i, \varepsilon_i)) \) the set of all protocols achieving the above goal of having \( \varepsilon_i \) error for each relation, and can define the \( n \)-fold quantum communication complexity accordingly. We also specialize the definition to the special case where we are interested in implementing \( n \) times the same task, with \( T_n((T, \mu, \varepsilon)^{\otimes n}) \) the corresponding set of protocols. We also consider bounded round variants; \( T_n^M(\otimes_i (T_i, \mu_i, \varepsilon_i)), T_n^M((T, \mu, \varepsilon)^{\otimes n}) \) for sets of protocols with at most \( M \) messages.

### Definition 4

For relations \( T_i \subset X^i \times Y^i \times Z_A^i \times Z_B^i \), input distributions \( \mu_i \) on \( X^i \times Y^i \) and error parameters \( \varepsilon_i \in [0, 1] \), we define the \( n \)-fold quantum communication complexity of \( \otimes_i (T_i, \mu_i, \varepsilon_i) \) as

\[
QCC_n(\otimes_i (T_i, \mu_i, \varepsilon_i)) = \min_{\Pi_n \in T_n(\otimes_i (T_i, \mu_i, \varepsilon_i))} QCC(\Pi_n).
\]

### Definition 5

For a relation \( T \subset X \times Y \times Z_A \times Z_B \), an input distribution \( \mu \) on \( X \times Y \) and an error parameter \( \varepsilon \in [0, 1] \), we define the \( \varepsilon \)-error, \( n \)-fold quantum communication complexity of \( T \) on input \( \mu \) as

\[
QCC_n((T, \mu, \varepsilon)^{\otimes n}) = \min_{\Pi_n \in T_n((T, \mu, \varepsilon)^{\otimes n})} QCC(\Pi_n).
\]

Note that for all \( n \), \( QCC_n(\otimes_i (T_i, \mu_i, \varepsilon_i)) \leq \sum_i QCC(T_i, \mu_i, \varepsilon_i) \), as is made clear by sequentially running the \( n \) protocols achieving the minimum in the definition of the quantum communication complexity. Restricting to performing the same task, we have \( QCC_n((T, \mu, \varepsilon)^{\otimes n}) \leq nQCC(T, \mu, \varepsilon) \).

We have corresponding definitions for bounded round complexity.

### Definition 6

For relations \( T_i \subset X^i \times Y^i \times Z_A^i \times Z_B^i \), input distributions \( \mu_i \) on \( X^i \times Y^i \), error parameters \( \varepsilon_i \in [0, 1] \) and a bound \( M \in \mathbb{N} \) on the number of messages, we define the \( M \)-message \( n \)-fold quantum communication complexity of \( \otimes_i (T_i, \mu_i, \varepsilon_i) \) as

\[
QCC_n^M(\otimes_i (T_i, \mu_i, \varepsilon_i)) = \min_{\Pi_n \in T_n^M(\otimes_i (T_i, \mu_i, \varepsilon_i))} QCC(\Pi_n).
\]

### Definition 7

For a relation \( T \subset X \times Y \times Z_A \times Z_B \), an input distribution \( \mu \) on \( X \times Y \), an error parameter \( \varepsilon \in [0, 1] \) and a bound \( M \in \mathbb{N} \) on the number of messages, we define the \( M \)-message, \( \varepsilon \)-error, \( n \)-fold quantum communication complexity of \( T \) on input \( \mu \) as

\[
QCC_n^M((T, \mu, \varepsilon)^{\otimes n}) = \min_{\Pi_n \in T_n^M((T, \mu, \varepsilon)^{\otimes n})} QCC(\Pi_n).
\]
Let us now adapt the definition of quantum information cost and complexity from Ref. [49] to the setting we consider. The register \( R \) is the purification register, invariant throughout the protocol since we consider local isometric processing. Note that, as noted before when considering a \( R_1R_2 \) partition for \( R \), for classical input distributions, the purification register can be thought of as containing a (quantum) copy of the classical input. The definition is however invariant under the choice of \( R \) and corresponding purification.

**Definition 8** For a protocol \( \Pi \) and an input distribution \( \mu \) on \( X \times Y \), we define the quantum information cost of \( \Pi \) on input \( \mu \) as

\[
QIC(\Pi, \mu) = \sum_{i>0, odd} \frac{1}{2} I(C_i; R|B_{i-1}) + \sum_{i>0, even} \frac{1}{2} I(C_i; R|A_{i-1}),
\]

in which we have labelled \( B_0 = B_m \otimes T_B \).

**Definition 9** For a relation \( T \subset X \times Y \times Z_A \times Z_B \), an input distribution \( \mu \) on \( X \times Y \) and an error parameter \( \varepsilon \in [0,1] \), we define the \( \varepsilon \)-error quantum information complexity of \( T \) on input \( \mu \) as

\[
QIC(T, \mu, \varepsilon) = \inf_{\Pi \in T(T, \mu, \varepsilon)} QIC(\Pi, \mu).
\]

Note that taking an inf has already been proven to be necessary here in the analogous classical context [15]. The reason is that an infinite sequence of protocols, using more and more rounds, might indeed be necessary to asymptotically approach the quantum information complexity, with each message containing an infinitesimal amount of information.

**Definition 10** For a relation \( T \subset X \times Y \times Z_A \times Z_B \), an input distribution \( \mu \) on \( X \times Y \), an error parameter \( \varepsilon \in [0,1] \) and a bound \( M \in \mathbb{N} \) on the number of messages, we define the \( M \)-message, \( \varepsilon \)-error quantum information complexity of \( T \) on input \( \mu \) as

\[
QIC^M(T, \mu, \varepsilon) = \inf_{\Pi \in T^M(T, \mu, \varepsilon)} QIC(\Pi, \mu).
\]

Taking inf here might also be necessary, but for a different reason: an infinite sequence of protocol might also be necessary, with larger and larger entanglement registers. This is somewhat related to the fact that no good bounds are known on the amount of entanglement required for the best protocols; see Ref. [42] and references therein for related discussions.

Note that the operational interpretation of quantum information complexity as the amortized quantum communication complexity extends to the distributional setting for classical relations that we study here.

### 3 Properties of Quantum Information Complexity

We first show that a direct sum property holds for quantum information complexity of classical relations, and that information lower bounds communication. In fact, these results, as well as most others in this work, can be extended to the quantum generalization of general
There exists a $M \rho$ that the following holds for any corresponding input states $B$.

For any $T$, the implementation of the relation $\text{Tr}_{A^1_{\text{out}}B^1_{\text{out}}} \circ \Pi_1(\cdot \otimes \rho^2)$, $\Pi_2^2(\cdot) = \text{Tr}_{A^1_{\text{out}}B^1_{\text{out}}} \circ \Pi_2(\rho^1 \otimes \cdot)$, and the following holds:

$$QIC(\Pi_2, \rho^1 \otimes \rho^2) = QIC(\Pi_1, \rho^1) + QIC(\Pi_2, \rho^2).$$

Let us now set some notation. We say that a triple $(T, \mu, \epsilon)$ is a task, corresponding to the implementation of the relation $T \subset X \times Y \times Z_A \times Z_B$ on input distribution $\mu$ on $X \times Y$ with error $\epsilon \in [0, 1]$. We define a product task recursively, and with the following notation: a task is a product task, and if $T^1 = (T_1, \mu_1, \epsilon_1) \otimes \cdots \otimes (T_n, \mu_n, \epsilon_n)$, $T^2 = (T_{i+1}, \mu_{i+1}, \epsilon_{i+1}) \otimes \cdots$ is a product task, then $T^1 \otimes T^2 = \bigotimes_{i \in [n]} (T_i, \mu_i, \epsilon_i)$ is also a product task. We say that a protocol $\Pi_n$, with input space $A^1_{\text{in}} \otimes B^1_{\text{in}} \otimes \cdots \otimes A^n_{\text{in}} \otimes B^n_{\text{in}}$ and output space $A^1_{\text{out}} \otimes B^1_{\text{out}} \otimes \cdots \otimes A^n_{\text{out}} \otimes B^n_{\text{out}}$, succeeds at the product task $\bigotimes_i (T_i, \mu_i, \epsilon_i)$ if it succeeds, for each $i$, at implementing relation $T_i$ on input $\mu_i$ with error $\epsilon_i$, and denote by $\mathcal{T}_\bigotimes (\bigotimes_i (T_i, \mu_i, \epsilon_i))$ the set of all protocols achieving this. Once again, if we restrict this set to $M$-message protocols, we write $\mathcal{T}^M_\bigotimes (\bigotimes_i (T_i, \mu_i, \epsilon_i))$. We then define the quantum information complexity of the product task $\bigotimes_i (T_i, \mu_i, \epsilon_i)$ as

$$QIC_\bigotimes (\bigotimes_i (T_i, \mu_i, \epsilon_i)) = \inf_{\Pi_n \in \mathcal{T}_\bigotimes (\bigotimes_i (T_i, \mu_i, \epsilon_i))} QIC(\Pi_n, \mu_1 \otimes \cdots \otimes \mu_n). \quad (3.1)$$

For the bounded round variant, we have

$$QIC^M_\bigotimes (\bigotimes_i (T_i, \mu_i, \epsilon_i)) = \inf_{\Pi_n \in \mathcal{T}^M_\bigotimes (\bigotimes_i (T_i, \mu_i, \epsilon_i))} QIC(\Pi_n, \mu_1 \otimes \cdots \otimes \mu_n). \quad (3.2)$$

**Corollary 1** For any two product tasks $T_1, T_2$ and any bound $M \in \mathbb{N}$ on the number of messages,

$$QIC_\bigotimes (T_1 \otimes T_2) = QIC_\bigotimes (T_1) + QIC_\bigotimes (T_2),$$

$$QIC^M_\bigotimes (T_1 \otimes T_2) = QIC^M_\bigotimes (T_1) + QIC^M_\bigotimes (T_2).$$
Corollary 2 For relations $T_i \subset X^i \times Y^i \times Z_A^i \times Z_B^i$, input distributions $\mu_i$ on $X^i \times Y^i$, error parameters $\varepsilon_i \in [0, 1]$ and any bound $M \in \mathbb{N}$ on the number of messages, the following holds:

\begin{align*}
QIC \otimes_i (T_i, \mu_i, \varepsilon_i) &= \sum_i QIC(T_i, \mu_i, \varepsilon_i), \\
QIC^M \otimes_i (T_i, \mu_i, \varepsilon_i) &= \sum_i QIC^M(T_i, \mu_i, \varepsilon_i),
\end{align*}

\begin{align*}
QIC_n((T, \mu, \varepsilon) \otimes^n) &= nQIC(T, \mu, \varepsilon), \\
QIC^M_n((T, \mu, \varepsilon) \otimes^n) &= nQIC^M(T, \mu, \varepsilon).
\end{align*}

Corollary 3 For relations $T_i \subset X^i \times Y^i \times Z_A^i \times Z_B^i$, input distributions $\mu_i$ on $X^i \times Y^i$, error parameters $\varepsilon_i \in [0, 1]$ and any bound $M \in \mathbb{N}$ on the number of messages, the following holds:

\begin{align*}
QIC(\otimes_i (T_i, \mu_i, \varepsilon_i)) &\leq QCC(\otimes_i (T_i, \mu_i, \varepsilon_i)), \\
QIC^M(\otimes_i (T_i, \mu_i, \varepsilon_i)) &\leq QCC^M(\otimes_i (T_i, \mu_i, \varepsilon_i)), \\
QIC_n((T, \mu, \varepsilon) \otimes^n) &\leq QCC_n((T, \mu, \varepsilon) \otimes^n), \\
QIC^M_n((T, \mu, \varepsilon) \otimes^n) &\leq QCC^M_n((T, \mu, \varepsilon) \otimes^n).
\end{align*}

4 Single-Message Compression at Conditional Mutual Information

To be able to compress a protocol proportionally to its quantum information cost, we show how to compress a single message down to a communication cost proportional to its conditional mutual information, as in asymptotic state redistribution. Entanglement is deemed free for the compression.

We will make use of a one-shot state redistribution achievability bound that we derive, together with Berta and Christandl, in Ref. [12]. Note that, independently of our work, similar results were obtained by Datta, Hsieh and Oppenheim [22].

Let us first define the fully quantum task of quantum state redistribution [11, 23, 54] in a one-shot setting. We adopt the bipartite channel simulation viewpoint from Ref. [49], which is quite similar to the one taken here, but generalized to the fully quantum setting. We are interested in bipartite protocols that will implements, on a given input $\rho \in \mathcal{D}(A_{in} \otimes B_{in})$, the action of channel $\mathcal{N} \in \mathcal{C}(A_{in} \otimes B_{in}, A_{out} \otimes B_{out})$ on such an input, and then output $\mathcal{N}(\rho) \in \mathcal{D}(A_{out} \otimes B_{out})$. Alice is given as input the $A_{in}$ register, and outputs the $A_{out}$ register, and similarly for Bob with the $B_{in}$, $B_{out}$ registers. We generally allow for some small error in this channel simulation; this will be formalized below. In this section, we only consider one-message protocols, but this can be straightforwardly extended to multi-round protocols (as required in the next section) as we do in the semi-classical setting; also see Ref. [49]. Such a protocol $\Pi$ is defined first by a pre-shared entangled state. Then, by a local operation of Alice, acting on her part of the input state and on her part of the entanglement, and generating her share of the output along with a quantum message to be communicated. Finally, by a local operation of Bob, acting on his part of the input, his part of the entanglement and also on the quantum message received from Alice, and
generating his share of the output. We denote by $QCC(\Pi)$ the size of the communication register, measured in qubits. We usually allow for arbitrary pre-shared entanglement, which does not count towards the communication cost. However, in this direct coding theorem, only EPR pairs are consumed and generated, and so it would also make sense to speak of the net entanglement cost of a protocol. The protocol $\Pi$ can be seen to define a channel in $\mathcal{C}(A_{in} \otimes B_{in}, A_{out} \otimes B_{out})$, which we also denote by $\Pi$. Then, we say that a protocol $\Pi$ implements a channel $\mathcal{N}$ up to some error $\varepsilon$ on some state $\rho$ if, for a given purification $\rho^{A_{in}B_{in}R}$ of the input state, the following holds: $P(\mathcal{N}(\rho^{A_{in}B_{in}R}), \Pi(\rho^{A_{in}B_{in}R})) \leq \varepsilon$.

We can now state formally the definition of one-shot state redistribution.

**Definition 11** We say that a bipartite channel $\mathcal{N} \in \mathcal{C}(A_{in} \otimes B_{in}, A_{out} \otimes B_{out})$ implements state redistribution on input $\rho^{A_{in}B_{in}}$, with $A_{in} = A \otimes C, B_{in} = B, A_{out} = A, B_{out} = B \otimes C$, if it implements the identity channel on such a state and such a partition of the input-output registers, i.e. if it transfers the $C$ part of $\rho$ from Alice to Bob. For a protocol implementing this channel up to some error $\varepsilon$, we say that it is an $\varepsilon$-error state redistribution protocol.

Our result in Ref. [12] is then the following.

**Theorem 4** For all $\varepsilon_1 \geq 0, \varepsilon_3 > 0, \rho \in \mathcal{D}(A \otimes B \otimes C)$ purified by $\rho^{ABC\!R} \in \mathcal{D}(A \otimes B \otimes C \otimes R)$, there exists a one-message, $(6\varepsilon_1 + 3\sqrt{3}\varepsilon_3)$-error one-shot state redistribution protocol $\Pi$ with quantum communication satisfying

$$QCC(\Pi) \leq \frac{1}{2} H_{\max}^{\varepsilon_1}(C|B)_{\rho} - \frac{1}{2} H_{\min}^{\varepsilon_1}(C|BR)_{\rho} + 4 \log \frac{1}{\varepsilon_3} + 2.$$ 

The above direct coding theorem is not tight in general for one-shot state redistribution (see discussion in Ref. [11]). It is however sufficient for our purpose. We now show how to apply the direct coding theorem along with the substate theorem of Jain, Radhakrishnan and Sen [33, 36, 30] to obtain a bound on one-shot state redistribution in terms of von Neumann conditional mutual information. This can then be applied iteratively in order to get bounded-round protocol compression proportional to the information cost. Let us first restate the substate theorem in the form that we will use, using the following definition for the smooth max-relative entropy of $\rho \in \mathcal{D}(A)$ with respect to $\sigma \in \mathcal{P}(A)$:

$$D^\varepsilon_{\text{max}}(\rho \| \sigma) = \inf_{\bar{\rho} \in B_{\varepsilon}(\rho)} D_{\text{max}}(\bar{\rho} \| \sigma).$$

**Theorem 5 (Substate theorem [33, 36, 30])** For $\rho \in \mathcal{D}(A), \sigma \in \mathcal{P}(A)$ and $\varepsilon \in (0, 1)$,

$$D^\varepsilon_{\text{max}}(\rho \| \sigma) \leq (D(\rho \| \sigma) + 1)/\varepsilon^2 + \log(1/(1 - \varepsilon^2)).$$

Note that the statement is trivial when $\rho^0 \leq \sigma^0$. Also note that the square factor here is due to a difference in the distance function used (we use the purified distance) compared to the one of [30]. The smoothing parameter then changes accordingly. Smoothing is also done over a larger set here, since we allow for subnormalized states, and by consequence it is possible that smooth max-relative entropy is slightly smaller according to our definition.
then to the one of Ref. [30]. This is however not an issue, since the smoothing is in the correct direction for the inequality in the substate theorem.

This lead to a lower bound on the conditional min-entropy, or equivalently, by the duality relations, to an upper bound on the conditional max-entropy, in terms of the conditional von Neumann entropy for a normalized state $\rho$:

**Lemma 4** For $\rho \in \mathcal{D}(A \otimes B)$ and $\varepsilon \in (0, 1)$,

$$H_{\min}^\varepsilon(A|B)_{\rho} \geq (H(A|B)_{\rho} - 1)/\varepsilon^2 - \log(1/(1 - \varepsilon^2)).$$

**Proof.**

$$H_{\min}^\varepsilon(A|B)_{\rho} = \sup_{\bar{\rho}^{AB} \in B_{\varepsilon}(\rho^{AB})} H_{\min}(A|B)_{\rho}$$

$$= \sup_{\bar{\rho}^{AB} \in B_{\varepsilon}(\rho^{AB})} (- \inf_{\sigma^B \in \mathcal{D}(B)} D_{\max}(\bar{\rho}^{AB} \| I^A \otimes \sigma^B))$$

$$\geq \sup_{\bar{\rho}^{AB} \in B_{\varepsilon}(\rho^{AB})} (D_{\max}(\bar{\rho}^{AB} \| I^A \otimes \rho^B))$$

$$= -D_{\max}(\rho^{AB} \| I^A \otimes \rho^B)$$

$$\geq -(D(\rho^{AB} \| I^A \otimes \rho^B) + 1)/\varepsilon^2 - \log(1/(1 - \varepsilon^2))$$

$$= (H(A|B)_{\rho} - 1)/\varepsilon^2 - \log(1/(1 - \varepsilon^2)).$$

We get the following bound in terms of von Neumann conditional mutual information for one-shot state redistribution.

**Lemma 5** For all $\varepsilon_1 \in (0, 1/2), \rho \in \mathcal{D}(A \otimes B \otimes C)$ purified by $\rho^{ABCR} \in \mathcal{D}(A \otimes B \otimes C \otimes R)$, there exists a one-message, $(7\varepsilon_1)$-error one-shot state redistribution protocol $\Pi$ with quantum communication satisfying

$$QCC(\Pi) \leq \frac{1}{2\varepsilon_1^2} I(C; R|B)_{\rho} + 2/\varepsilon_1^2 + 15.$$

**Proof.**

We take $\varepsilon_1 > 0$ and $\varepsilon_3 = \varepsilon_1/(3\sqrt{3})$ in Theorem [I] Note that for $x \geq 4, \log x \leq x$, and for $y \in (1, 2), \log y \leq 1$. Then

$$QCC(\Pi) \leq \frac{1}{2} H_{\max}^{\varepsilon_1}(C|B)_{\rho} - \frac{1}{2} H_{\min}^{\varepsilon_1}(C|BR)_{\rho} + 4 \log \frac{1}{\varepsilon_3} + 2$$

$$= -\frac{1}{2} H_{\min}^{\varepsilon_1}(C|AR)_{\rho} - \frac{1}{2} H_{\min}^{\varepsilon_1}(C|BR)_{\rho} + 4 \log \frac{3\sqrt{3}}{\varepsilon_1} + 2$$

$$\leq \frac{1}{2}(-H(C|AR)_{\rho} + 1)/\varepsilon_1^2 + \frac{1}{2} \log(1/(1 - \varepsilon_1^2)) +$$

$$\frac{1}{2}(-H(C|BR)_{\rho} + 1)/\varepsilon_1^2 + \frac{1}{2} \log(1/(1 - \varepsilon_1^2)) + 4 \log \frac{1}{\varepsilon_1} + 12 + 2$$

$$= \frac{1}{2\varepsilon_1^2} I(C; R|B)_{\rho} + 1/\varepsilon_1^2 + 2 \log \frac{1}{\varepsilon_1} + \log(1/(1 - \varepsilon_1^2)) +$$

$$\leq \frac{1}{2\varepsilon_1^2} I(C; R|B)_{\rho} + 2/\varepsilon_1^2 + 15.$$
5 Protocol Compression at Information Cost

We want to compress a single protocol to a quantum communication cost close to its quantum information cost. Entanglement is deemed free for the compression. To obtain such a one-shot compression protocol for bounded rounds protocol, we apply single message compression iteratively. We obtain the following result.

**Lemma 6** For any \( \varepsilon_1 \in (0, 1/2) \), any \( M \)-message protocol \( \Pi \), any input state \( \rho \), there exists a \( M \)-message compression protocol \( \Pi' \) that implements protocol \( \Pi \) on input \( \rho \) up to error \( 7M\varepsilon_1 \) and satisfies

\[
QCC(\Pi') \leq \frac{1}{\varepsilon_1^2} QIC(\Pi, \rho) + M(2/\varepsilon_1^2 + 16).
\]

**Proof.** Define \( \varepsilon' = 7\varepsilon_1 \) and \( t = 2/\varepsilon_1^2 + 15 \). Given any \( M \)-message protocol \( \Pi \) and any state \( \rho^{A_{in}B_{in}R} \), let

\[
\rho_i^{A_1C_iB_0R} = U_1(\rho \otimes \psi), \rho_2^{A_1C_2B_2R} = U_2(\rho_1), \ldots, \rho_M^{A_{M-1}C_MB_MR} = U_M(\rho_{M-1})
\]

in which we label \( B_0 = B_{in} \otimes T_B, B_M = B_{out} \otimes B' \). Then, take \( Q_i = \frac{1}{2\varepsilon_1} I(C_i; R|B_{i-1}) + t \) for \( i \) odd (we do not worry here about reusing the possibly generated entanglement, and simply discard it in the encoding and decoding maps to be defined below), \( Q_i = \frac{1}{2\varepsilon_1} I(C_i; R|A_{i-1}) + t \) for \( i \) even. Then by Lemma 5 we have encoding and decoding maps \( E_i, D_i \), along with corresponding entanglement \( \psi_i \in D(T_A^i \otimes T_B^i) \) and communication register \( \hat{C}_i \) of size \( \text{dim} \hat{C}_i = 2^{[Q_i]} \), with each satisfying

\[
\|D_i \circ E_i(\rho_i \otimes \psi_i) - \rho_i\|_{A_iC_iB_{i-1}R} \leq \varepsilon'
\]

for odd \( i \), or

\[
\|D_i \circ E_i(\rho_i \otimes \psi_i) - \rho_i\|_{A_{i-1}C_iB_{i}R} \leq \varepsilon'
\]

for even \( i \). Let \( \hat{E}_i, \hat{D}_i \) be unitary extensions of \( E_i, D_i \), respectively, requiring ancillary states \( \sigma_i^E \in D(\hat{E}_i^{in}), \sigma_i^D \in D(\hat{D}_i^{in}) \). We define the following protocol \( \Pi' \) starting from the protocol \( \Pi \) defined by \( U_1, \ldots, U_{M+1} \) and \( \psi \).

**Protocol \( \Pi' \) on input \( \sigma \):**
- Take entangled state \( \hat{\psi} = \psi \otimes \psi_1 \otimes \sigma_1^E \otimes \sigma_1^D \otimes \cdots \otimes \psi_M \otimes \sigma_M^E \otimes \sigma_M^D \).
- Take unitaries \( \hat{U}_1 = \hat{E}_1 \circ U_1, \hat{U}_2 = \hat{E}_2 \circ U_2 \circ \hat{D}_1, \ldots, \hat{U}_M = \hat{E}_M \circ U_M \circ \hat{D}_{M-1}, \hat{U}_{M+1} = U_{M+1} \circ \hat{D}_M \)
- Take as output the \( A_{out}, B_{out} \) registers.
Note that the communication cost of $\Pi'$ satisfies

$$QCC'(\Pi') = \sum_i \log \dim(\hat{C}_i)$$

$$= \sum_i [Q_i]$$

$$\leq \sum_{i>0, odd} \frac{1}{2\varepsilon_i^2} I(C_i; R|B_{i-1}) + \sum_{i>0, even} \frac{1}{2\varepsilon_i^2} I(C_i; R|A_{i-1}) + M(t + 1)$$

$$= \frac{1}{\varepsilon_i^2} QIC(\Pi, \rho) + M(t + 1).$$

This is also a $M$-message protocol, so is left to bound the error to make sure that $\Pi'$ implements $\Pi$ on $\rho$ up to error $M\varepsilon'$. We have

$$\|\Pi'(\rho) - \Pi(\rho)\| = \| \text{Tr}_{-A_{out}B_{out}} U_{M+1} \hat{D}_M \hat{E}_M U_M \hat{D}_{M-1} \cdots \hat{E}_1 U_1 (\rho \otimes \hat{\psi})$$

$$- \text{Tr}_{-A_{out}B_{out}} U_{M+1} U_M \cdots U_1 (\rho \otimes \psi) \|$$

$$= \| \text{Tr}_{-A_{out}B_{out}} U_{M+1} U_M D_M U_M D_{M-1} \cdots E_1 U_1 (\rho \otimes \psi \otimes \psi_1 \otimes \cdots \otimes \psi_M)$$

$$- \text{Tr}_{-A_{out}B_{out}} U_{M+1} U_M \cdots U_1 (\rho \otimes \psi) \|$$

$$\leq \| \text{Tr}_{(A')(B')} U_{M+1} D_M \cdots E_2 U_2 D_1 E_1 (\rho_1 \otimes \psi_1 \otimes \cdots \otimes \psi_M)$$

$$- \text{Tr}_{(A')(B')} U_{M+1} U_M D_M \cdots U_3 D_2 E_2 (\rho_2 \otimes \psi_2 \otimes \cdots \otimes \psi_M)$$

$$- \text{Tr}_{(A')(B')} U_{M+1} D_M E_M U_M D_{M-1} \cdots E_2 U_3 (\rho_2 \otimes \psi_3 \otimes \cdots \otimes \psi_M)$$

$$+ \cdots$$

$$+ \| \text{Tr}_{(A')(B')} U_{M+1} D_M E_M U_M D_{M-1} E_M (\rho_{M-1} \otimes \psi_{M-1} \otimes \psi_M)$$

$$- \text{Tr}_{(A')(B')} U_{M+1} E_M U_M (\rho_{M-1} \otimes \psi_M) \|$$

$$+ \| \text{Tr}_{(A')(B')} U_{M+1} D_M E_M (\rho_M \otimes \psi_M)$$

$$- \text{Tr}_{(A')(B')} U_{M+1} (\rho_M) \|$$

$$\leq \| D_1 E_1 (\rho_1 \otimes \psi_1 \otimes \psi_2 \otimes \cdots \otimes \psi_M) - (\rho_1 \otimes \psi_2 \otimes \cdots \otimes \psi_M) \|$$

$$+ \| D_2 E_2 (\rho_2 \otimes \psi_2 \otimes \psi_3 \otimes \cdots \otimes \psi_M) - (\rho_2 \otimes \psi_3 \otimes \cdots \otimes \psi_M) \|$$

$$+ \cdots$$

$$+ \| D_{M-1} E_{M-1} (\rho_{M-1} \otimes \psi_{M-1} \otimes \psi_M) - (\rho_{M-1} \otimes \psi_M) \|$$

$$+ \| D_M E_M (\rho_M \otimes \psi_M) - (\rho_M) \|$$

$$\leq M \varepsilon'.$$

The first equality is by definition, the second one by tracing the registers $E_{i\text{out}}, D_{i\text{out}}$ from the unitary extensions to the encoders and decoders in the first term, the first inequality is by the triangle inequality and by definition of the $\rho_i$’s, the second inequality is due to the monotonicity of trace distance under noisy channels, and the next is by (5.1) and (5.2), along with the fact that appending uncorrelated systems does not change the trace distance.
6 Direct Sum Theorem

Let us now introduce tasks for worst-case input: the task \((T, \varepsilon)\) is similar to the task \((T, \mu, \varepsilon)\), but instead of requiring average error \(\varepsilon\) with respect to the input distribution \(\mu\), we require that for all inputs \((x, y) \in X \times Y\), the error is bounded by \(\varepsilon\), i.e. \(\Pr[\Pi((x, y), \Pi(x, y)) \neq T] \leq \varepsilon\) for each pair \((x, y)\). We get the following direct-sum theorem for bounded rounds entanglement assisted quantum communication complexity.

**Theorem 6** For any \(\varepsilon, \varepsilon_i \in (0, 1/2)\), any relations \(T_i\) and any number of message \(M\),

\[
QCC^M(\otimes_i (T_i, \varepsilon_i)) \geq \sum_i \varepsilon^2(QCC^M(T_i, \varepsilon_i + 14M\varepsilon) - M(2/\varepsilon^2 + 16)),
\]

\[
QCC^M((T, \varepsilon)\otimes^n) \geq n\varepsilon^2(QCC^M(T, \varepsilon + 14M\varepsilon) - M(2/\varepsilon^2 + 16)).
\]

**Proof.** The second assertion clearly follows from the first, so we focus on the first. Define \(\varepsilon' = 7\varepsilon\) and \(t = 2/\varepsilon^2 + 16\). By the facts that, for \(M\)-message complexities, a direct sum theorem holds for quantum information and quantum information lower bounds quantum communication, i.e. Corollaries 2 and 3, we get that for any input distributions \(\mu_i\), \(QCC^M(\otimes_i (T_i, \mu_i, \varepsilon_i)) \geq \sum_i QIC^M(T_i, \mu_i, \varepsilon_i)\). For any \(i\) and \(\delta > 0\), consider now a \(M\)-message protocol \(\Pi_i\) such that \(QIC(\Pi_i, \mu_i) \leq QIC^M(T_i, \mu_i, \varepsilon_i) + \delta\), and use Lemma 6 to obtain a \(M\)-message protocol \(\Pi'_i\) satisfying \(QCC(\Pi'_i) \leq \frac{1}{\varepsilon^2}QIC(\Pi_i, \mu_i) + Mt \leq \frac{1}{\varepsilon^2}(QIC^M(T_i, \mu_i, \varepsilon_i) + \delta) + Mt\), and such that \(\Pi'_i\) simulates \(\Pi_i\) on \(\mu_i\) up to error \(M\varepsilon'\). Trace distance is upper bounded by twice the purified distance, so, with \(\rho_i\) representing \(\mu_i\), we get \(\|\Pi'_i(\rho_i) - \Pi_i(\rho_i)\|_{A_{\text{out}}, B_{\text{out}}, R_1} \leq 2M\varepsilon'\), also using monotonicity of the trace distance. Then, \(\Pi'_i\) implements \(T_i\) on \(\mu_i\) up to error \(\varepsilon_i + 2M\varepsilon'\):

\[
\begin{align*}
\text{Tr}(\Pi'_i(\rho_i^{A_{\text{in}}B_{\text{in}}R_1})) &\leq \text{Tr}(\Pi_i(\rho_i^{A_{\text{in}}B_{\text{in}}R_1})) + \|\text{Tr}(\Pi'_i(\rho_i^{A_{\text{in}}B_{\text{in}}R_1})) - \text{Tr}(\Pi_i(\rho_i^{A_{\text{in}}B_{\text{in}}R_1}))\|_{A_{\text{out}}, B_{\text{out}}, R_1} \\
&\leq \varepsilon_i + 2M\varepsilon'.
\end{align*}
\]

Then \(QCC^M(T_i, \mu_i, \varepsilon_i + 2M\varepsilon') \leq QCC(\Pi'_i) \leq \frac{1}{\varepsilon^2}(QIC^M(T_i, \mu_i, \varepsilon_i) + \delta) + Mt\), and putting it all together, we get \(\sum_i \varepsilon^2(QCC^M(T_i, \mu_i, \varepsilon_i + 2M\varepsilon') - Mt) - \delta \leq QCC^M(\otimes_i (T_i, \mu_i, \varepsilon_i))\). This holds for all \(\delta > 0\), so taking the limit \(\delta \to 0\) gives us the bound we are looking for, but with prior distributions \(\mu_i\). Then, the worst-case complexity upper bounds the distributional complexity for any input distribution, so \(QCC^M(\otimes_i (T_i, \varepsilon_i)) \geq QCC^M(\otimes_i (T_i, \mu_i, \varepsilon_i))\). To conclude the proof, we can then use Yao’s min-max principle to obtain a bound on the worst case communication complexity for each task in the sum. ■

By taking \(\varepsilon = \varepsilon''/14M\) in the above theorem, we get the following formulation.

**Corollary 4** For any \(\varepsilon_i, \varepsilon'' \in (0, 1/2)\), any relation \(T_i\) and any number of message \(M\),

\[
QCC^M(\otimes_i (T_i, \varepsilon_i)) \geq \sum_i \left(\frac{\varepsilon''}{14M}\right)^2 QCC^M(T_i, \varepsilon_i + \varepsilon'' - 2M - 1),
\]

\[
QCC^M((T, \varepsilon)\otimes^n) \geq n\left(\frac{\varepsilon''}{14M}\right)^2 QCC^M(T, \varepsilon + \varepsilon'' - 2M - 1).
\]
We prove the first general direct sum theorem for quantum communication complexity that holds for multiple rounds of communication. This had been an open question since the first works on the direct sum question for quantum communication [35]. The approach we took was to exploit the link between a new, fully quantum notion of quantum information complexity that we recently introduced [49], and the task of quantum state redistribution [41,23,54]. Indeed, obtaining such a direct sum result by appealing to a one-shot state redistribution protocol was one of the question left open in Ref. [49]. Obtaining a direct sum result for bounded round entanglement-assisted communication complexity was also one of the open question in Ref. [2]. The proof of the achievability bound on one-shot quantum state redistribution appears in a joint work with Berta and Christandl [12]. Independently, a similar bound was also derived in Ref. [22]. To connect the one-shot bounds given in terms of min-and max-entropies with the von Neumann conditional mutual information appearing in the quantum information cost, we make use of the substate theorem of Jain, Radhakrishnan and Sen [33,36,30].

There is possibly still room for improvement in the dependence on the number of rounds for the direct sum theorem that we prove, but new techniques will probably be required in order to get substantial improvement over the parameters that we obtain. The fact that we are doing compression in a message-by-message fashion, with non-negligible error for each message compression, and at fixed length encoding, impose severe limitations on the direct sum results that we can obtain.

However, the applicability of this notion of quantum information complexity to such a general, multi-round direct sum theorem, holding for all relations, provides further evidence that it is the correct quantum generalisation of classical information complexity to consider in the standard communication complexity setting. Along with the operational interpretation as the amortized communication complexity, and also its potential application to help in finally settling the bounded round quantum communication complexity of the disjointness function (see Ref. [34], and Sections 7 and 8 in Ref. [49] for partial results on this problem), it now appears clear that this is indeed the case. Finding such a quantum generalisation was one of the open questions stated by Braverman in Ref. [13].

Other potential applications of this notion of quantum information complexity is in obtaining time-space trade-off for quantum streaming algorithms [39,31], obtaining the exact, up to second order, communication complexity of some problems, like the result in the classical setting that was recently obtained for the disjointness function [15]. Also, it would be interesting to investigate the general direct sum question in an unlimited round setting, and to try to obtain general direct product theorems, for which it is still an open question whether such a theorem holds even for the simplest case of a single round of quantum communication.
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