A Performance of Combined Methods of VCG and 16BCD for Feature Extraction on HSV
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Abstract: The digital signature image is a digital pattern with highly variable features. The pattern recognition of digital signature images aims to build a specific characteristic capable of representing a considerable pattern variation while maintaining the boundary conditions of authentication. The feature as an attribute that describes the characteristics of a pattern becomes a determinant factor of reliability of a method of recognizing digital signature image pattern for Handwritten Signature Verification (HSV). To construct HSV required two types of signature samples that are the original signature samples used as training samples and the guess signature samples (consist of valid and imposter signature) which are used as test samples. This study proposes two unique features of 16-Bits Binary Chain to Decimal (16BCD) and Virtual Center of Gravity (VCG). The 16BCD feature obtained from image segmentation with a 4x4 pixel region. All pixels in each region of the segmentation result rearranged into a 16-bit binary chain. The VCG feature is a virtual representation of the Original Signature Pattern (OSP) gravity center against Pattern Space and Background. The verification mechanism uses criteria: the percent of acceptable correlation coefficients for the acceptable feature of 16BCD feature, Mean Absolute Error (MAE) against 16BCD, and the percent deviation of acceptable distance to the VCG feature prototype. Verification test results obtained Acceptance Rate (AR) 80% (which states the percentage of HSV success based on a number of original signature samples) with an efficiency of 90% (which states the percentage of success of HSV in distinguishing valid or forgery signature based on a sample of guessing signatures).

Index Terms: Handwritten Signature Verification (HSV); Virtual Center of Gravity (VCG); 16BCD; Original Signature Pattern (OSP)

1. Introduction

The signature verification technique performed by visual inspection by comparing its visualization cannot guarantee its authenticity. It is because it involves human visual perception factors that are very susceptible to mistakes. Signatures have a reasonably low consistency pattern, compared to other biometric attributes (retina, face, fingerprints), so the verification is very complicated.

The modern approach to Handwriting Signature Recognition/Verification (HSR/HSV) consists of three main stages: pre-processing, feature extraction, and classification. The pre-processing stage aims to suppress noise, normalize, and compressing data in a certain amount of information to be stored. The feature extraction stage aims to extract features from image characters as their representations. Feature selection is related to the technique used to select the most relevant features in order to improve classification accuracy. Classification aims to recognize a class of features based on the nature of the prototype features produced in a certain way [1]. Features defined as attributes that describe the characteristics of a pattern. It determines the reliability of the method of recognizing digital signature patterns.

In principle, there are two types of features, namely statistical and structural features. Statistical features based on statistical parameters from raw data. Structural features based on raw data behaviour such as attributes, objects, geometric properties that can be a collection of strokes, the number of bifurcation points, the number of contour points, and so on. There are many methods and approaches for feature extraction of handwritten signature images. A zoning based feature extraction method for recognition of handwritten signature is the one of feature extraction method which introduced in [2]. The zoning method is a feature extraction method based on statistical techniques that calculates the number of black pixels in each zone. A zone is obtained from an image that is divided into 16 parts of the same size. The signature arrays of 16 lengths generated are converted into a 128-bit binary string. The Hough Transform was introduced in [3] to detect the signature line. The classification has performed by using Histogram of a Gradient (HoG) features and a Euclidean distance. The Algorithms of BRISK (Binary Robust Invariant Scalable Keypoints) and FAST
(Features from Accelerated Segments) have been used to detect and extract signature features in [4]. The pixel density and center of gravity distance have been used as features in [5] while the Principal Component Analysis (PCA) is used to analyse those features. Reference [6] proposed an algorithm to correct the alignment of the input signature which can be used at the pre-processing stage to achieve better results in the signature detection process. Several methods of extracting statistical features have also discussed in [7-12]. Reference [13] had used Gabor Filter to extract the surf feature and critical point matching, while the classification is based on Hidden Markov Model (HMM). Reference [14] had addressed feature types of feature extraction for off-line handwritten signature verification that is divided into three main categories: global features, local features, and geometric features. Several methods of extracting structural features have also discussed in [15-19]. A deep learning model for high-level representation of feature extraction of handwritten signature was discussed in [20-28].

Finally, several classification and signature verification methods have researched in [5, 7, 13, 15, 19, 27, 29-31].

Digital images of signatures consist of a variety of patterns which have very varied features. Various methods of pattern recognition of digital signature images aim to produce unique characteristics that can represent a variety of patterns while maintaining boundary authentication conditions. This study focuses on the extraction of handwritten signature features as part of the HSV model. This study proposes a combination of two unique features of VCG and 16BCD through the proposed HSV model which is expected to increase the percentage of acceptance rate and its efficiency. The performance of the two proposed features is tested through a handwritten signature verification process using the Fuzzy Rule-based verifier.

2. Related Works

Signature is one of the characteristics of human biology called biometrics, which can change due to age, mood, environmental conditions, and others. Its results in the inconsistency of several signatures from the same person, which does not match each other perfectly when compared. A unique feature of the signature that represents the signature characteristic is required to eliminate the inconsistency factor. The selection of good features and their extraction method is essential concerning the verification stage. Several studies that have focused on this have been conducted.

Freeman Chain Code (FCC) feature has been used in [32] to describe the signature image's object boundary by recording the direction in which the next pixel is located and its corresponding neighbor in the image. This feature was chosen because of its simplicity in representing data and fast computation time. In [33], the signature feature is extracted from the signature contour, which is the vertex and trough of the signature contour after rotation. Each vertex and trough point is obtained from each 8-neighborhood block operation observed over all parts of the signature contour image. The sum of the relative distances between successive vertices and troughs yields a total divided by the signature field. This feature extraction is called the Crest-Trough method. This method is classified as local image feature extraction—other local image feature extraction methods such as Local Weighting Pattern (LWP) [34], LWP is built based on a pixel's local weight, which is the sum of the binary code. This binary code is generated from all threshold values between the 8-neighborhood pixel and the pixel center. Various statistical-based feature extraction methods can be applied to LWP texture images as visual features and produce unique features. The use of simple geometric features has also been implemented in achieving offline signature verification in [35]. The features referred to are Baseline Slant Angle (BSA), Aspect Ratio (AR), and Normalized Area (NA), and Center of Gravity. Signature prototypes were obtained for each subject due to combining the above geometric features from the subject's actual signature sample set. The use of a combination of several visual features has also been carried out in [36]. This study has proposed a combination of texture features of the Gray Level Co-occurrence Matrix (GLCM), Local Binary Pattern (LBP), and Discrete Wavelet Transform (DWT). All the texture features are extracted from the gray image.

There are two main tasks for signature recognition and verification: 1). identify the signature of the owner, 2). classify guess signature whether it is genuine or forged. There are various offline signature verification techniques, such as Support Vector Machine (SVM), Multi-Layer Perceptron's Neural Network, Gray level Distribution, Discrete Cosine Transform (DCT) and Hidden Markov Model (HMM), Two step Transitional Feature, and others [37]. Artificial Neural Network (ANN) and Deep Learning approaches have also been used for signature verification in [6, 7, 20-22, 26, 28, 33, 35, 38, 39].

3. Performance Measurement

One of the simplest techniques to measure pattern similarity is to use the Euclidean Distance expressed by

$$\text{dist} (X, Y) = \|X - Y\| = \sqrt{(X_1 - Y_1)^2 + (X_2 - Y_2)^2}$$

(1)

Copyright © 2021 MECS
where $X$ and $Y$ are the pixel coordinate positions adjacent to the reference pixels, $(x, y)$. One technique to measure the pattern similarity that is considered powerful is the correlation coefficient between the feature prototype model resulted from a training process with the features of the pattern to be verified, expressed by

$$
\rho_{xy} = \frac{\text{cov}(X, Y)}{\sigma_X \cdot \sigma_Y} = \frac{E[(X - \mu_X)(Y - \mu_Y)]}{\sqrt{E(X^2) - E^2(X)} \sqrt{E(Y^2) - E^2(Y)}}
$$

(2)

where $X$ and $Y$ are two pixel values that have the same position among the feature prototype model with the features of the pattern to be verified, $\mu_X$ and $\mu_Y$ are the expected values of the set $X$ and $Y$, $\sigma_X$ and $\sigma_Y$ are deviation standard of the set $X$ and $Y$. Because $\rho_{xy}$ within the interval $[-1, 1]$ then for $\rho_{xy} \to 0$ is said Strongly Uncorrelated [40].

To construct HSV required two types of signature samples that are the signature samples used as training samples and the guess signature samples which are used as test samples. On the pattern recognition of digital signature are known some kind of sample signature as follows:

1. **Original Signature (OS)** is the genuine signature as a training sample.
2. **Valid Signature (VS)** is the OS as a guess signature sample.
3. **Forgery signature (FS)** is the imposter signature as a guess signature sample.

The verification criteria used in this study are:

1. Percentage of acceptable correlation coefficient on 16BCD feature prototype.
2. Percentage of acceptable absolute error against the 16BCD feature prototype.
3. Percentage of acceptable deviation of distance against the VCG feature prototype.

In a biometric system, the reference threshold defined as a value that can determine a person's authenticity. Some statistical calculations used in this study to test the authenticity of the handwritten signatures are as follows [41-43]:

1. **FRR (False Rejection Rate)** which states the fraction of the number of rejected VS divided by the number of VS samples, mathematically expressed by:

   $$
   FRR = \frac{N_{VS(\text{rejected})}}{N_{VS(\text{samp})}} \times 100\% 
   $$

   (3)

2. **FAR (False Acceptance Rate)** which states the fraction of the number of accepted FS as VS divided by the number of FS samples, mathematically expressed by:

   $$
   FAR = \frac{N_{FS(\text{accepted})}}{N_{FS(\text{samp})}} \times 100\% 
   $$

   (4)

Because in this study using the same number of VS and FS samples with the number of training samples then it can be stated $N_{VS(\text{samp})} = N_{FS(\text{samp})} = N_{(\text{samp})}$. The performance of feature extraction methods based on verification results is expressed by:

1. **AR (Acceptance Rate)** which states the percentage of HSV success based on a number of OS pattern (OSP) samples, mathematically expressed by:

   $$
   AR = (100 - FRR)\% 
   $$

   (5)

2. Efficiency (%) which states the percentage of success of HSV in distinguishing VS or FS based on a sample of guessing signatures, mathematically expressed by:
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\[ \text{efficiency (\%)} = \frac{N_{\text{ samp}} - (N_{\text{FRR}} + N_{\text{FAR}})}{N_{\text{ samp}}} \times 100\% \] (6)

4. The Proposed Method

A. The HSV Model

Signatures to be verified are captured with certain technologies to obtain Digital Image Signature (DIS) in the default JPG format. After going through the pre-processing and pattern segmentation stages, features of the Guess Signature Pattern (GSP) are obtained through the extraction process. The features obtained are then verified using the built-in Model Verifier. The verification result will be state: accepted or not accepted.

The proposed HSV model is shown in Fig. 1, whereas its construction stages are shown in Fig. 2.

![Fig. 1. The proposed HSV Model](image1)

![Fig. 2. The stages of the proposed HSV Model construction](image2)

B. Data Collection

The OS is captured using certain technologies to acquire Digital Image of OS (DIOS), then stored into the database. DIOS is taken from the same person with at least four samples. DIOS stored in JPG format with the size of \( M \times N \), where \( M = N > 64 \).

C. Reading DIOS

Reading DIOS: By using the M-File MATLAB program, the DIOS file reading result will be stored in an array declared with
D. Pre-processing

1) RGB to Grayscale image conversion: The default DIOS is true color (RGB). To reduce image complexity, then the image needs to be converted into a binary image after converted into a grayscale type. Grayscale is a measure of gray pixel levels that can be calculated in various ways. In MATLAB, the gray-value of each RGB pixel is represented by:

\[
gray = 0.2989 * R + 0.587 * G + 0.114 * B
\]

where R, G, and B are RGB components of an image.

2) Noise Filtering: Grayscale images need to be filtered to eliminate the possibility of noise, so the binary images obtained contain only elements of the signature pattern. In this study used Gauss Filter, which is stated by:

\[
h_{ij} = \frac{1}{2\pi\sigma^2} \exp\left(-\frac{(j-k)^2 + (i-l)^2}{2\sigma^2}\right)
\]

3) Grayscale to binary image conversion: The binary image derived from the process of normalizing grayscale images in intervals \([0, 1]\) with specific threshold values. The relationship between gray-level and binary level shown in Fig. 3.

If threshold = 0.5 then all pixels with gray values 0 - 128 will be normalized to 0 (black), whereas all pixels with gray values above 128 will be normalized to 1 (white).

4) Cutting Edge/Cropping Image: It is necessary to cut the edges of X and Y coordinates on the image to obtain the maximum signature pattern. The result is an image with a signature pattern that has a maximum X and Y value.

5) Resize image to 128 × 128 pixels: The obtained signature patterns called OS Pattern (OSP) then converted to a default size of 128 × 128 pixels. The obtained OSP sample expressed by Eq. (7) with \(M = N = 128\). All the element values of the OSP array are 0 or 1.

E. Candidate Selection

If there are \(n\) training samples, the correlation test is performed on four samples. Three received samples are maintained, while the next data sample added to the next correlation test. The process runs continuously until all the training data samples tested. The correlation test between images is done based on the row and column vectors of the image. The row vector is the sum of all pixel values in each image column. The column vector is the sum of all the pixel values in each image row. The row vector of the four samples to be tested is expressed by:
\[
X_1 = \sum_{j=1}^{128} OSP_{1,j} \quad X_2 = \sum_{j=1}^{128} OSP_{2,j} \\
X_3 = \sum_{j=1}^{128} OSP_{3,j} \quad X_4 = \sum_{j=1}^{128} OSP_{4,j}
\]

(10)

The column vector of the four samples to be tested is expressed by

\[
Y_1 = \sum_{j=1}^{128} OSP_{1,j} \quad Y_2 = \sum_{j=1}^{128} OSP_{2,j} \\
Y_3 = \sum_{j=1}^{128} OSP_{3,j} \quad Y_4 = \sum_{j=1}^{128} OSP_{4,j}
\]

(11)

Referring to Eq. (2) then the correlation test against the row vector of the four samples can be done by using the following formula:

\[
a - \left( X_1 - \text{mean}(X_1) \right) \\
b - \left( X_2 - \text{mean}(X_2) \right) \\
r_{(X_1,X_2)} = \frac{\sum a \cdot b}{\sqrt{\sum a^2 \cdot \sum b^2}}
\]

(12)

The correlation test performed on a row vector against the other row vectors of the four samples. Equation (12) also used to perform the correlation test on a column vector against the other column vectors of the four samples. The results of the correlation test for each vector of the four samples (row and column) will be a 4 × 4 size matrix. If the matrices C and D, respectively, are the results of the correlation test on the row and column vectors of the four samples of OSP then to calculate the deviation toward the perfect correlation (1) is used the following formula:

\[
c = \sum_{j=1}^{4} C_{1,j} \quad d = \sum_{j=1}^{4} D_{1,j} \\
cd = (c + d) / 2 \quad \text{dev} = |cd - 1|
\]

(13)

Three OSP samples that had the smallest deviation selected as candidates.

F. VCG feature

The VCG feature is a virtual representation of the center of gravity of OSP toward Pattern Space and Background. The VCG representation shown in Fig. 4. That figure shows that variable \(d_{YW}\) is Euclidean Distance between OSP and W, whereas variable \(d_{YB}\) is Euclidean Distance between OSP and B.
Generally, the VCG feature expressed by:

\[
VCG_i = \left( d_{yw}, d_{yB} \right)
\]

where \( i \) is the selected OSP number. The VCG feature will be a spatial coordinate pair \( \left( d_{yw}, d_{yB} \right) \) in virtual coordinates as shown in Fig. 5.
G. 16BCD feature

The 16-bit Binary Chain to Decimal (16BCD) feature obtained by region-based segmentation. It is the division of signature patterns performed by regions of a specific size. For example, with the size of the region 4 x 4 pixels, then for the pattern size 16 x 16 pixels will be obtained 16 segments, as shown in Fig. 6.

For OSP 128 x 128 pixels in size, with segmentation based region of 4 x 4 pixels size will be obtained 32 segments. The 16-bit Binary Chain obtained by arranging the pixel OSP value of each segment up to a 16-bit binary chain. Mathematically expressed by:

\[
16^{BC}_{iseg, jseg} = \sum_{i=k}^{w+size_{reg} - 1} \sum_{j=m}^{w+size_{reg} - 1} OSP_{i,j}
\]

\[
NOSP_{iseg, jseg} = dec\left(16^{BC}_{iseg, jseg}\right)
\]

where:

- \(16^{BC}_{iseg, jseg}\): 16-Bit Binary Chain on \((iseg, jseg)\) coordinate.
- \(k\): iseg * sizereg + 1 - sizereg
- \(m\): jseg * sizereg + 1 - sizereg
- \(sizereg\): size of region
- \(OSP_{i,j}\): string of OSP pixel size on \((i, j)\) coordinate
- \(seg\): the number of segment.

Fig. 6. Example of segmentation based region 4 x 4 pixel’s size

The 16BC settings for each segment then converted to decimal numbers. The 16BCD feature obtained is then used to convert OSP into a new pattern called NOSP. The 16BCD feature expressed by:

\[
y = f(x) = NOSP_{i,j}
\]

\[
x = i \ast j + (seg - j) \ast (i - 1)
\]

where \(x\) is the segment number of OSP, \(y\) is the value of each OSP pixel, \(seg\) is the number of segmentation = size of column/row of NOSP. The curve function of Eq. (17) fitted by using 3rd polynomial stated by:

\[
p_i(x) = p_{i(1)} x^3 + p_{i(2)} x^2 + p_{i(3)} x + p_{i(4)}
\]

where \(p_{i(1)} \ldots p_{i(4)}\) are the polynomial coefficients such that \(p_i(x) \rightarrow y_i\), and the index of \(i\) is the selected OSP number.

H. Feature prototype

The Feature prototype is an identity feature (Feature ID) obtained from a mix of selected OSP samples as candidates. Feature ID is a unique feature of DIOS of a person.

The combined VCG features of the three OSP candidates’ relationships obtained by using the following formula:
\[ VCG = \frac{1}{3} \sum_{i=1}^{3} VCG_i = (d_{yW}, d_{yB}) \]  

(19)

Euclidean Distance between combined VCG features with each VCG feature is expressed by

\[ d_i = \sqrt{(d_{yW} - d_{yW})^2 + (d_{yB} - d_{yB})^2} \]  

(20)

From Eq. (20) then the VCG feature prototype can be stated by:

\[ dist_{range} = \left[ 0, d_{\text{max}} \right] \quad dist_{space} = \pi \cdot (d_{\text{max}})^2 \]  

(21)

Because there are three selected samples as candidates, by using Eq. (17) and (18) there will be three $16BCD$ features. The $16BCD$ feature prototype built by arranging all $16BCD$ features into one array, expressed by:

\[ Y = \left[ y_1, y_2, y_3 \right] \quad Y_p = \left[ y_{\text{min}}, y_{\text{mid}}, y_{\text{max}} \right] \]  

(22)

where $Y$ is array of $128 \times 3$ size.

Refer to Eq. (2), the correlation coefficient between $16BCD$ features in its prototype calculated by using the following formula:

\[ r(i)_{\text{min}} = r_{y_{\text{min}},y(i)} \quad r(i)_{\text{mid}} = r_{y_{\text{mid}},y(i)} \]  

\[ r(i)_{\text{max}} = r_{y_{\text{max}},y(i)} \quad i = 1 \ldots 3 \]  

(23)

The correlation coefficient range is obtained by finding the value of the maximum correlation coefficient as follows:

\[ r(i) = \max \left( \left[ r(i)_{\text{min}} \quad r(i)_{\text{mid}} \quad r(i)_{\text{max}} \right] \right) \]  

\[ r_{\text{range}} = \text{sort} (r)_{\text{ascending}} \]  

(24)

Since the perfect value of the correlation coefficient is 1, then

\[ CC_{\text{range}} = \left[ \min \left( r_{\text{range}} \right), 1 \right] \]  

(25)

$MAE$ (Mean Absolute Error) between $16BCD$ features in its prototype expressed by:

\[ e(i)_{\text{min}} = f_i - Y_{\text{min}} \quad e(i)_{\text{max}} = f_i - Y_{\text{max}} \]  

\[ e(i)_{\text{mid}} = f_i - Y_{\text{mid}} \]  

\[ AE = \left[ e(i)_{\text{min}} \quad e(i)_{\text{mid}} \quad e(i)_{\text{max}} \right] \]  

\[ MAE = \frac{1}{3} \left( e(i)_{\text{min}} + e(i)_{\text{mid}} + e(i)_{\text{max}} \right) \quad i = 1 \ldots 3 \]  

(26)

Since a smaller $MAE$ is better (near zero), the $MAE$ range can be expressed by:

\[ MAE_{\text{range}} = \left[ 0, \max \left( \text{sort} (MAE)_{\text{ascending}} \right) \right] \]  

(27)
5. Fuzzy Rule based Verifier Model

Fuzzy Logic is a method for mapping input space to output space using a membership function. A collection of several membership functions that represent certain linguistic variables is called the Fuzzy Set. The fundamental difference between crisp and fuzzy sets is that crisp sets always have a unique Membership Function (MF). In contrast, each fuzzy set has a membership value that is limited by the representative function of membership. This is shown in Fig. 7. The Fuzzy set is characterized by a MF that maps each element into the universe of discourse (X) into intervals {0,1}, expressed by

$$\mu_X : X \rightarrow \{0,1\}$$

where $$\mu_X$$ is the degree of membership of X.

![Image of fuzzy sets comparison](image)

Fig. 7. The difference between fuzzy and crisp sets

Some commonly used MF as shown in Fig. 8, which mathematically expressed by:

$$\text{trapmf} \left(x, [a, b, c, d]\right) = \begin{cases} x - a, & a \leq x \leq b \\ b - a, & b \leq x \leq c \\ 1, & b \leq x \leq c \\ d - x, & c \leq x \leq d \\ d - c, & c \leq x \leq d \\ 0, & x \leq a, x \geq d \end{cases}$$

$$\text{trimf} \left(x, [a, b, c]\right) = \begin{cases} 0, & x \leq a \\ x - a, & a \leq x \leq c \\ b - a, & a \leq x \leq c \\ c, & c \leq x \end{cases}$$

Fuzzy Inference System (FIS) also called fuzzy inference engine is a system that can do the reasoning with a similar principle as humans doing reasoning with their instinct. There are several known FIS types like MAMDANI, SUGENO, and Tsukamoto. The easiest FIS is MAMDANI. The FIS works on linguistic rules and has a fuzzy algorithm that provides a mathematical approximation. The FIS is shown in Fig. 9 [44].
The Verifier model builds on the built-in VCG and 16BCD feature prototypes. The Fuzzy Rule Based (FRB) Verifier Model is shown in Fig. 10.

There are three crisp data that are used as input of FRB Verifier Model as follows:

1. Euclidean Distance between VCG features of sample test and feature prototype.
2. Correlation Coefficient between 16BCD features of sample test and feature prototype.
3. MAE between 16BCD features of sample test and feature prototype.

Mathematically, the fuzzy rule is expressed by:

\[ R_i (x, y) = R_i \left( x_1, x_2, ..., x_n, y \right) = \left( A_{\alpha(i)} (x) \land B_{\alpha(i)} (x) \land C_{\alpha(i)} (x) \land D_{\alpha(i)} (y) \right) \]

where \( n \) is the number of input and \( m \) is the number of linguistic variables. With \( n = 3 \), \( m = 3 \), then the number of rules are \( 3^3 = 27 \), and the fuzzy output is expressed by

\[ \hat{D}(y) = \left( R \circ \left( A(x), B(x), C(x) \right) \right) \]

\[ = \bigwedge_{i=1}^{27} \left( A_{\alpha(i)} (x) \land B_{\alpha(i)} (x) \land C_{\alpha(i)} (x) \land D_{\alpha(i)} (y) \right) \]

\[ = \max_{i=1}^{27} \left( \min_{i=1}^{27} \left( A_{\alpha(i)} (x) \land B_{\alpha(i)} (x) \land C_{\alpha(i)} (x) \land D_{\alpha(i)} (y) \right) \right) \]

\[ \text{(31)} \]
The crisp output is defuzzyfication of the fuzzy output by using the following formula:

$$x_c = \frac{\sum_{i=1}^{n} x_i \mu(x_i)}{\sum_{i=1}^{n} \mu(x_i)}$$  \hspace{1cm} (32)$$

where $x_c$ is the centroid value, $x_i$ is $x$ value of $i$th point correspond to $\mu(x_i)$ from the aggregation result, $\mu(x_i)$ is the degree of membership of $x_i$, $n$ is the number of $(x_i, \mu(x_i))$ pairs in the curve.

A guess signature sample is verified/accepted if:

1. Euclidean Distance is in the representation space of VCG feature prototype.
2. The correlation coefficient is not less than the minimum range of correlation coefficient of 16BCD feature prototype.
3. $\text{MAE}$ is not less than the minimum range of the $\text{MAE}$ of 16BCD feature prototype.

6. Experiments

This study has used the same number of samples, both $OS$ and $FS$, as many as ten samples. All data were collected from several people in the Computer Vision laboratory, Department of Information Technology, Politeknik Negeri Samarinda, East Kalimantan, Indonesia. All of the $OS$ samples have also used as a guess signature samples. All the $OS$ samples were processed according to the stages, as follows.

A. Pre-processing

The pre-processing stage until binary image conversion shown in Fig. 11. An example of OSP results shown in Fig. 12.

![Fig. 11. An example of the pre-processing stage until binary image conversion](image1)

![Fig. 12. An example of the OSP (128 x 128 pixels size)](image2)

B. Candidate selection

The $OSP$ selection stage as a candidate was to perform the correlation test by using Eq. (10), (11), (12), & (13). For example, the correlation test results on the row and column vectors of the four $OSP$ samples yield the matrices $C$ and $D$, respectively, as follows:
By using Eq. (13) then obtained as follows:

\[
dev = \begin{bmatrix} 0.6898 & 0.4268 & 0.6822 & 0.5034 \end{bmatrix}
\]

Since the maximum deviation toward perfect correlation (1) is 0.6898 was in column 1, then \( OSP_1 \) was rejected. The \( OSP \) samples selected as candidates were \( OSP_2, OSP_3, \) and \( OSP_4 \).

C. VCG feature extraction

The VCG feature for each selected \( OSP \) has extracted by using Eq. (14) & (15) then obtained:

\[
VCG_1 = (d_{yW_1},d_{yB_1}) = (5.0353, 9.9728)
\]
\[
VCG_2 = (d_{yW_2},d_{yB_2}) = (4.6506, 10.1910)
\]
\[
VCG_3 = (d_{yW_3},d_{yB_3}) = (4.1591, 10.3933)
\]

D. 16BCD feature extraction

Each \( OSP \) candidate was segmented using a region of 4 × 4 pixels. For example, the obtained \( OSP \) segmentation have shown in Fig. 13.

![Fig. 13: 16BC formation](image)

The 16BC can be stated as follows:

- **Binary Chain Segment 1**: 1111111111111111
- **Binary Chain Segment 2**: 1111110011001100
- **Binary Chain Segment 3**: 1111111111111111
- **Binary Chain Segment 4**: 1111111111111111

The result of arranging 16BC for each segment then converted into decimal number as follows:
In the same way, a $32 \times 32$ pixels New OSP (NOSP) have generated where each pixel contains a decimal value of 16BCD created. An example of NOSP shown in Fig.14.

![Fig. 14. An example of NOSP](image)

The 16BCD feature have obtained by using Eq. (17) with the fitting curve of the function by using Eq. (18). An example of the results of fitting curve function of 16BCD feature have shown in Fig.15.

![Fig. 15. An example of the results of fitting curve function of 16BCD feature](image)

### E. Building feature prototype

1) VCG feature prototype: The combined VCG features was obtained by using Eq. (19) as follows:

\[
\text{segment 1:} \\
\text{round} \left( \text{dec} \left[ \begin{array}{cccccccccccccccccccc} 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \end{array} \right] \times \frac{255}{65535} \right) \\
= \text{round} \left( 65535 \times \frac{255}{65535} \right) = 255
\]

\[
\text{segment 2:} \\
\text{round} \left( \text{dec} \left[ \begin{array}{cccccccccccccccccccc} 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 \end{array} \right] \times \frac{255}{65535} \right) \\
= \text{round} \left( 64716 \times \frac{255}{65535} \right) = 252
\]

\[
\text{segment 3:} \\
\text{round} \left( \text{dec} \left[ \begin{array}{cccccccccccccccccccc} 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \end{array} \right] \times \frac{255}{65535} \right) \\
= \text{round} \left( 65535 \times \frac{255}{65535} \right) = 255
\]

\[
\text{segment 4:} \\
\text{round} \left( \text{dec} \left[ \begin{array}{cccccccccccccccccccc} 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \end{array} \right] \times \frac{255}{65535} \right) \\
= \text{round} \left( 65535 \times \frac{255}{65535} \right) = 255
\]
\[ VCG = (4.6150, 10.1857) = (d_{sw}, d_{sb}) \]

Euclidean Distance between combined VCG features with \( VCG_1 \), \( VCG_2 \), and \( VCG_3 \) were obtained by using Eq. (20) as follows:

\[ d_1 = 0.3912 \quad d_2 = 0.0524 \quad d_3 = 0.3406 \]

It appears that the furthest distance of \( VCG \) feature of all \( OSP \) candidates toward the combined \( VCG \) feature was \( d_{max} = 0.3912 \). The \( VCG \) feature prototype was obtained by using Eq. (21) as follows:

\[ \text{dist}_{range} = \begin{bmatrix} 0 & 0.3912 \end{bmatrix} \quad \text{dist}_{space} = \pi \cdot (0.3912)^2 \]

Graphically, the \( VCG \) feature prototype shown in Fig. 16.

![Fig. 16. The VCG feature prototype](image)

2) \textit{16BCD feature prototype:} By using 16BCD feature then obtained three NOSP as shown in Fig. 17.

![Fig. 17. All the NOSP](image)

By using Eq. (22) then obtained the 16BCD feature prototype as shown in Fig. 18.

![Fig. 18. The 16BCD feature prototype](image)
The correlation coefficient range of the 16BCD feature prototype was calculated by using Eq. (23), (24), & (25) with the results as follows:

$$CC_{range} = [0.9696 \ 1]$$

The MAE range of the 16BCD feature prototype was calculated by using Eq. (26), & (27) with the results as follows:

$$MAE_{range} = [0 \ 6.6883]$$

F. Building FRB Verifier Model

For all crisp data inputs use linguistic value: SMALL, MEDIUM, LARGE. Fuzzy sets built as inputs were: Distance Test ($A$), Correlation Coefficient Test ($B$), and MAE Test ($C$). The Fuzzy Acceptance Level set ($D$) was used as the output verification model with its linguistic values: LOW ($D_1$), MEDIUM ($D_2$), and HIGH ($D_3$). All the fuzzy sets used were shown in Fig. 19, 20, 21, & 22.

From the feature analysis results obtained that the perfect resemblance occurs when:

1. Distance test $\rightarrow$ SMALL ($A_1$) (close to zero)
2. Correlation Coefficient Test $\rightarrow$ LARGE ($B_3$) (close to one)
3. MAE Test $\rightarrow$ SMALL ($C_1$) (close to zero)

Fuzzy rules built with the following combination:

1. The acceptance level is in the linguistic value of HIGH ($D_3$) if at least two inputs are qualifying the perfect resemblance $\rightarrow [A_1, B_3, \ ...]$, $[A_1, \ ...C_1]$, $[\ ...B_3, C_1]$.
2. The acceptance level is in the linguistic value of MEDIUM ($D_2$) if at least two inputs are in the linguistic value of MEDIUM $\rightarrow [A_2, B_2, \ ...]$, $[A_2, C_2]$, $[\ ...B_2, C_2]$, or all three inputs are in linguistic values SMALL, MEDIUM, LARGE alternately $\rightarrow [A_1, B_2, C_3]$, $[A_3, B_1, C_2]$, $[A_2, B_3, C_1]$.
3. The acceptance level is in the linguistic value of LOW ($D_1$) if at least two inputs are on a linguistic value contrary to the condition of perfect resemblance $\rightarrow [A_3, B_1, \ ...]$, $[A_3, \ ...C_3]$, $[\ ...B_1, C_3]$.

---

**Fig. 19. Fuzzy sets for Distance Test**

**Fig. 20. Fuzzy sets for Correlation Coefficient Test**
The FIS MAMDANI method performed using Eq. (30) to obtain all the rules implication, and then aggregated by using Eq. (31) to obtain the fuzzy output. The crisp output obtained by using Eq. (32).

G. Test results

All the OS and FS samples were used as guess signature samples. A guess signature sample was rejected if it has a test value below 50%, otherwise was accepted. The performance of the overall acceptance test result was calculated by using Eq. (3), (4), (5), & (6) as shown in Table 1.

Table 1. Test Results

| Data | OS | GUESS |
|------|----|-------|
|      | VS | FS    |
| 1    | 30.83 | 45.23 | 41.81 |
| 2    | 90.74 | 44.19 | 19.42 |
| 3    | 90.74 | 33.79 | 19.42 |
| 4    | 90.74 | 90.74 | 19.42 |
| 5    | 90.74 | 90.74 | 19.42 |
| 6    | 90.74 | 86.35 | 19.42 |
| 7    | 90.74 | 46.64 | 19.42 |
| 8    | 90.74 | 90.74 | 19.42 |
| 9    | 51.72 | 90.74 | 19.42 |
| 10   | 38.09 | 90.74 | 19.42 |
| N_{Rx} | 2 | 2    |
| N_{Rx} | 0 |      |
| \text{FRR} | 20.00\% | 20.00\% |  
| \text{FAR} | 0.00\% |      |
| \text{AR} | 80.00\% |        |
| \text{Efficiency} | 90.00\% |        |

7. Conclusions

After conducting this study, the following conclusions have obtained:
The VCG feature indicates a trend towards a pattern space represented in the spatial position of the VCG coordinates. With this feature, the consistency of pattern features will be maintained although the pattern is dilated.

2. In principle, the 16BCD feature is a compression pattern with a $4 \times 4$ region compression window. The resulting binary chain will be a 16-bit binary number, which converted into a gray-level interval $[0, 255]$. With this feature, the value of a pixel equal to 8 neighbors (8-neighborhood) will remain indicated differently after the conversion process.

3. FRB has used as a Model Verifier to describe the uncertainty of a sample's pre-processing results into a certain degree of certainty. With FRB, the authentication of a signature pattern can be expressed directly in the degree of acceptance level.

4. This study has used the same number of samples, both OS and FS, as many as ten samples. All of the OS samples have also used as a guess signature samples. Verification test results obtained Acceptance Rate (AR) 80% with an efficiency of 90%.
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