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This article reviews theoretical methods developed in the last decade to understand cavity quantum electrodynamics in the ultrastrong-coupling regime, where the strength of the light-matter interaction becomes comparable to the photon frequency. Along with profound modifications of fundamental quantum optical effects giving rise to a rich phenomenology, this regime introduces significant theoretical challenges. One of the most important is the break-down of the rotating-wave approximation which neglects all non-resonant terms in light-matter interaction Hamiltonians. Consequently, a large part of the quantum optical theoretical framework has to be revisited in order to accurately account for all interaction terms in this regime. We give in this article a broad overview of the recent progress, ranging from analytical estimates of ground-state properties to proper derivations of master equations and computation of photodetection signals. For each aspect of the theory, the basic principles of the methods are illustrated on paradigmatic models such as quantum Rabi and spin-boson models. In this spirit, most of the article is devoted to effective models, relevant for the various experimental platforms in which the ultrastrong coupling has been reached, such as semiconductor microcavities and superconducting circuits. The validity of these models is discussed in the last part of the article, where we address recent debates on fundamental issues related to gauge invariance in the ultrastrong-coupling regime.

CONTENTS

I. Introduction 1

II. Models 2

III. Spectral properties 3

A. Perturbative approach 3
B. Generalized RWA 4
C. Variational methods 5
D. Exact results 6

IV. Open systems 7

A. Master equation 8
B. Input-output theory 10
C. Driven systems 11

V. Waveguide QED 13

A. Ultrastrong coupling to a continuum 13
B. Dynamical Ansätze 13
C. Scattering theory 14

VI. Validity of effective models 14

A. Gauge non-invariance of the two-level approximation 15
B. Multi-particle configurations and diamagnetic $A^2$ term 16

VII. Conclusion 16

References 17

* alexandre.leboite@univ-paris-diderot.fr
(or counter-rotating) terms, couple states that are much wider apart in energy and their contribution can be neglected. This so-called rotating-wave approximation (RWA) provides a simpler, intuitive and accurate picture of atom-photon interaction processes in this regime. The success of the exactly solvable Jaynes-Cummings model [12], describing the interaction between a two-level atom and a single cavity mode, in various contexts is a prominent example.

In the last decade, we entered in a new era of cavity QED with the achievement [13–18] of the ultrastrong coupling (USC) regime, where the coupling strength becomes comparable or even larger than the cavity frequency [19–21]. The rich phenomenology of this new regime of cavity QED has been the focus of an intense research activity: the USC regime has indeed proved to induce profound modifications in a variety of fundamental quantum optical phenomena, ranging from vacuum radiation [22, 23] to single-photon emission [24, 25], scattering processes [26] and transport properties [27, 28]. We refer the reader to Refs. [29, 30] for a detailed presentation of the USC phenomena and experimental setups. It was clear from the first theoretical predictions that the USC regime would give rise to counter-intuitive phenomena rooted in the break-down of the RWA and the resulting significant contribution of non-resonant terms. Equally clear was the necessity of developing new techniques to handle correctly all interaction terms, and checking the validity of widely used effective models in this regime. The need to provide a complete theoretical framework valid at arbitrary strong coupling strength was further motivated by recently developed quantum simulation techniques. Various experimental schemes have made it possible to explore [31–35] ultrastrong-coupling physics even in systems that do not naturally achieve the required interaction strength.

In this article, we review the different theoretical methods that have been designed in recent years to go beyond the RWA and treat ultrastrong light-matter interactions. We also discuss the recent debates on some fundamental issues and limitations of USC cavity QED. As the break-down of the RWA has dramatic consequences on nearly all aspects of the theory, both in open and closed systems, a wide range of questions have been revisited to face the challenges of the USC regime. This includes exact and approximate diagonalization methods, the treatment of dissipation and driving or the theory of photodetection. Our aim is to provide a pedagogical overview of these different topics. The term deep-strong coupling (DSC) regime has been introduced in the literature to designate more specifically the regime in which the coupling strength becomes larger than the photon frequency [36]. In the rest of this review we use the term USC in its most general sense, which includes the DSC regime. The article is structured as follows. Notations and effective models of cavity QED that are used throughout the paper are introduced in Sec. II. Section III is devoted to approximation strategies and exact results for spectral properties of closed systems in the USC regime. The treatment of dissipation and external driving fields is the subject of Sec. IV. Theoretical methods specific to waveguide QED setups, such as scattering theory, are discussed in Sec. V. In Sec. VI, we discuss gauge invariance issues and other fundamental limitations of effective models in the USC. We conclude in Sec. VII.

II. MODELS

In this section, we introduce the effective models of light-matter interaction that will be used in the rest of the article to illustrate the different methods presented. As pointed out in the introduction there are a variety of experimental platforms in which the USC regime has been reached. Nevertheless, the essential features of the USC regime are for the most part captured by effective models that share platform-independent characteristics. As the main focus of this review is on general methods and tools, we will restrict ourselves to a set of models that best exemplify the theoretical challenges of USC cavity QED. All effective models of light-matter considered in what follows are based on a general non-relativistic formulation of quantum electrodynamics [37] valid within the long-wavelength approximation. The question of their range of validity is discussed in Sec. VI.

Among the set of models, a distinction can be drawn between two classes, based on the nature of the matter degrees of freedom that they describe. In many setups, the latter can be well approximated by two-level systems (TLS). Hence the first paradigmatic family of models are spin-boson Hamiltonians. In its most general form it describes the interaction between an ensemble of TLS with several modes of the electromagnetic field. Its simplest, single-spin and single-boson version is the quantum Rabi model [38]

\[ H_{\text{QRM}} = \omega \hat{a} \hat{a}^\dagger + \frac{\Omega}{2} \hat{\sigma}_z + g \hat{\sigma}_x (\hat{a} \hat{a}^\dagger + \text{h.c.}) , \]

where \( \hat{a} \) is the annihilation operator of the cavity mode of frequency \( \omega \). The operators \( \hat{\sigma}_z, \hat{\sigma}_x \) are Pauli matrices \( \Omega \) denotes the energy of the TLS and \( g \) is the light-matter coupling strength (in all that follows we have set \( \hbar = 1 \)). Equation (1) has been widely used as model of cavity QED systems. Therefore, many of the methods presented below were first applied or originally tailored for this Hamiltonian. Several extension of the Rabi model have been studied, including two-photon versions [39], where the interaction term also contains \( \hat{a}^2 \) and \( \hat{a}^{1\dagger} \) operators, \( N \)-level extensions [40], replacing the TLS by more complex level structures, or models including chiral light-matter interaction [41]. In this family of spin-boson model, the multimode version has been widely used to describe of a single spin strongly coupled to its environment [42]

\[ H_{\text{SB}} = \frac{\Omega}{2} \hat{\sigma}_z + \sum_k g_k \hat{\sigma}_x (\hat{a}_k^\dagger + \hat{a}_k) + \sum_k \omega_k \hat{a}_k^\dagger \hat{a}_k , \]

It is particularly relevant in the context of waveguide QED, where a single emitter is coupled to a continuum of modes.

A second class of models for light-matter interaction are purely bosonic. Originally introduced by Hopfield [43], such models are relevant when the matter degrees of freedom behave as bosonic (quasi-)particles [19, 44, 45]. It is the case in
the first experimental platforms in which a signature of ultrastrong coupling was reported, where quantum well excitons are coupled to an intersubband transition [14]. A two-mode example of the Hopfield Hamiltonian is the following

\[ H = \omega_x \hat{a}^\dagger \hat{a} + \omega_X \hat{b}^\dagger \hat{b} + ig(\hat{a}^\dagger \hat{a})(\hat{b}^\dagger - \hat{b}) + D(\hat{a}^\dagger + \hat{a})^2, \]  

(3)

where \( \omega_X \) denotes the frequency of the matter degree of freedom. The last term, quantified by \( D \), is a diamagnetic term. A multimode generalization to handle translation-invariant planar structures is straightforward.

### III. SPECTRAL PROPERTIES

In the regime where the rotating-wave approximation is valid, the task of finding the ground state and other spectral properties of cavity QED systems is greatly simplified. Indeed, the RWA-version of the Rabi model, the Jaynes-Cummings Hamiltonian,

\[ H_{JC} = \omega \hat{a}^\dagger \hat{a} + \frac{\Omega}{2} \sigma_+ + g(\sigma_+ \hat{a} + \sigma_- \hat{a}^\dagger), \]  

(4)

conserves the total number of excitations \( \hat{a}^\dagger \hat{a} + \sigma_+ \sigma_- \) and is exactly solvable. It is no longer the case when all the terms of Eq. (1) are included. Finding spectral properties of ultrastrongly coupled systems becomes highly nontrivial. This section surveys the different analytical tools that have been developed for this purpose. Note that although the advent of USC cavity QED has motivated most of the works reported here, some of the idea presented in the following where introduced much before the first proposals of USC experiments [46]. We begin this section by reviewing different approximation schemes, based on perturbation theory, generalized RWA and variational approaches. The last part is devoted to exact results, such as the one leading to an analytical solution for the spectrum of the quantum Rabi model [47].

#### A. Perturbative approach

A first approach is to handle non-resonant terms as a perturbation of a Hamiltonian \( H_0 \), containing both the free terms and the resonant part of the interaction.

**a. Effective Hamiltonian** This choice for the "unperturbed" Hamiltonian is motivated by the following feature. The spectrum of \( H_0 \) is structured around subspaces \( E_N \) spanned by eigenstates that are close in energy within one of these subsites but far from any other eigenstate belonging to another subspace \( E_{N'} \). Under such circumstances, the dominant effect of the perturbation is to affect the dynamics within each subspace, while the coupling between different subspaces can be neglected at lowest order. As explained below, the label \( N \) is related to the symmetry of the Hamiltonian and refers to a quantity that is conserved by the resonant part of the Hamiltonian. For example, for the quantum Rabi model, \( H_0 \) is given by the Jaynes-Cummings Hamiltonian \( H_{JC} \) and \( N \) corresponds to the total number of excitations. The space \( E_N \) and \( E_{N+1} \) are separated by an energy of order \( \omega \), while the level spacing within one subspace is of order \( g \).

A precise formulation of these ideas consists therefore in finding a effective Hamiltonian accounting for the effect of the perturbation within each subspace \( E_N \) [48]. Formulated by Schrieffer and Wolff [49] in the context of condensed-matter physics, the method is quite general and has found many applications [50]. In quantum optics, these ideas were applied to strongly driven systems in the form of quantum averaging techniques [51]. Making use of symmetry properties and of the underlying Lie Algebra structure of light-matter interaction models, Klimov et al. also gave a systematic algebraic formulation known as the "small rotation method" [52–54]. More recently, this approach was exploited to obtain effective low-energy approximations to finite-component Hamiltonians exhibiting a superradiant phase transition [55, 56]. A mathematical expression for the general perturbation scheme is the following. Consider the general Hamiltonian [57]

\[ H = H_0 + cV, \]  

(5)

and a conserved quantity \( \hat{N} \), such that \([H, \hat{N}] = 0\) that defines the subspaces \( E_N \). One looks for a unitary transformation \( e^{iW} \) such that in the transformed Hamiltonian \( H = e^{-cW} H e^{cW} \), the effect of the perturbation outside of \( E_N \) is of second order:

\[ \tilde{H} = H_0 + c\tilde{D} + c^2 \tilde{V}_2, \]  

(6)

with \([\hat{N}, \tilde{D}] = 0\). In many light-matter interaction Hamiltonians, \( W \) is constrained by the underlying algebraic structure of \( H \) [54]. In particular, the perturbative expansion can be derived in a systematic way when \( V = X_+ + X_- \), such that

\[ [H_0, X_\pm] = \pm X_\pm \quad \text{and} \quad [X_+, X_-] = P(H_0), \]  

(7)

with \( P \) a polynomial function. Under these assumptions the operator \( W \) takes the form

\[ W \propto X_+ - X_. \]  

(8)

**b. Bloch-Siegert corrections and multiphotonic resonances** Applied to the QRM Hamiltonian, this perturbation scheme gives the so-called Bloch-Siegert corrections to the energy spectrum [58]. In this case, the counter-rotating terms define the operators \( X_+ = \hat{a}^\dagger \hat{\sigma}_+ \) and \( X_- = (\hat{X}_+)^\dagger \). Applying first \( U_1 = \exp \left[ \frac{g}{\omega + \Omega} (\hat{a}^\dagger \hat{\sigma}_- - \hat{a} \hat{\sigma}_+) \right] \) yields at first order

\[ \tilde{H}_1 = U_1^\dagger H U_1 = H_{JC} + \frac{g^2}{\omega + \Omega} [\hat{\sigma}_z (\hat{a}^\dagger \hat{a} + \frac{1}{2}) - \frac{1}{2}] + \frac{g^2}{\omega + \Omega} [(\hat{a}^\dagger)^2 + \hat{a}^2] \hat{\sigma}_z. \]  

(9)

The last term does not commute with \( \hat{N} \). This comes from the fact that the algebra of Eq. (7) is only obtained if \( H_0 \) is the non-interacting Hamiltonian. This last term is generated by the resonant interaction terms and can be eliminated by a
tical analogs [66–69].

An effective Hamiltonian that captures the dynamics of these processes can be derived within the general algebraic framework mentioned above [54, 63]. Other derivations have been obtained by adiabatic elimination of the fastest dynamical variables in the relevant truncated Hilbert space [64, 65]. Several proposals have been made in recent years to exploit this feature of the USC regime and engineer various nonlinear optical analogs [66–69].

To go beyond the perturbative USC regime, other approximation schemes have been developed. We first discuss the generalized rotating wave approximation.

FIG. 1. Generalized rotating wave approximation applied to the Rabi Hamiltonian $H_{QRM}$. Comparison of RWA (dotted-dashed line), limit $\Omega = 0$ (dotted line), and GRWA (dashed line) with the exact spectrum (solid line). Reproduced with permission [60]. Copyright 2007, American Physical Society.

A. Generalized RWA

In $H_0$ defined above, the free Hamiltonian is taken as the Hamiltonian at $g = 0$. The subsequent separation into resonant and non-resonant interaction terms, as well as the perturbative treatment of non-resonant terms is relative to this reference point. It turns out that more accurate results at large $g$ can be obtained by starting instead from the Hamiltonian at $g/\Omega \rightarrow +\infty$ (or equivalently $\Omega = 0$). More precisely, the Generalized RWA introduced by Irish [60] combines the RWA selection of resonant contributions with a unitary transformation yielding a free Hamiltonian in the limit $g/\Omega \rightarrow +\infty$. Hence one changes the noninteracting Hamiltonian with respect to which the RWA is applied. Note that in contrast to the perturbation method described above, the unitary transformation need not be a small rotation. The implementation of the generalized RWA for the quantum Rabi model is the following [60]. The new exactly solvable Hamiltonian that is considered reads

$$H' = \omega \hat{a}^\dagger \hat{a} + g\hat{\sigma}_x (\hat{a}^\dagger + \hat{a}). \quad (11)$$

The eigenstates of this Hamiltonian are factorized and doubly degenerate. They are of the form $|\pm\rangle |\pm\rangle$, where $|\pm\rangle$ are the eigenstates of the operator $\hat{\sigma}_x$, and $|\pm\alpha, N\rangle$ is the $N^{th}$ Fock state, displaced by the operator $D[\alpha] = \exp(\alpha\hat{a}^\dagger - \alpha^*\hat{a})$. It is actually more convenient to introduce the basis $|\Psi_{\pm,N}\rangle = 1/\sqrt{2}(|+\rangle |\alpha, N\rangle \pm |-\rangle |\alpha, N\rangle)$, the operator $\hat{\sigma}_x$ being diagonal in the subspace spanned by $\{|\Psi_{+,N}\rangle, |\Psi_{-,N}\rangle\}$. Note that the states $|\Psi_{\pm,N}\rangle$ have a defined parity of the number of excitations. The change of basis outlined above is given by the following unitary transformation

$$|\Psi_{-,N}\rangle = \hat{U}|\downarrow, N\rangle = e^{\frac{g}{\Omega} \hat{\sigma}_x (\hat{a}^\dagger - \hat{a})}|\downarrow, N\rangle, \quad (12)$$

with the parameter $\alpha = -g/\omega$. In this new basis the QRM Hamiltonian of Eq. (1) is expressed as

$$\tilde{H}_{QRM} = \omega \hat{a}^\dagger \hat{a} + \frac{\Omega}{2} \hat{\sigma}_x \exp \left[\frac{-2g}{\omega} \hat{\sigma}_x (\hat{a}^\dagger - \hat{a})\right]. \quad (13)$$

The GRWA consists in keeping in $\tilde{H}_{QRM}$ only the resonant terms. It can indeed be shown that in matrix form, $\tilde{H}_{QRM}$ has the same structure as the original Hamiltonian. Hence the GRWA yields a block-diagonal Hamiltonian, whose blocks are spanned by the eigenstates $\{|\Psi_{N,-}\rangle, |\Psi_{N-1,+}\rangle\}$. Indeed the resulting Hamiltonian can be expressed as

$$\tilde{H}_{GRWA} = \tilde{\omega} \hat{a}^\dagger \hat{a} + \frac{\tilde{\Omega}}{2} \hat{\sigma}_x + \tilde{g} [f (\hat{a}^\dagger \hat{a}) \hat{\sigma}_- + f^* (\hat{a}^\dagger \hat{a}) \hat{\sigma}_+], \quad (14)$$

where the coupling constants are in general renormalized with respect to the original Hamiltonian and $f$ is an analytical function coming from the series expansion of Eq. (13). Note that resonant terms in $\tilde{H}_{GRWA}$ do not conserve the number of excitations. Indeed, in the transformed basis, the spin degree of freedom represents the parity of the number of excitation and not the original spin. The GRWA spectrum, obtained after diagonalization of $\tilde{H}_{GRWA}$ within each $\{|\Psi_{N,-}\rangle, |\Psi_{N-1,+}\rangle\}$ subspace was also derived earlier by other methods [57, 70].
Interestingly, whereas the RWA for the Rabi model breaks down at the first level-crossing, the GRWA gives more accurate results for a wider range of parameters (see Fig. 1).

The GRWA approach has been successfully applied to other light-matter interaction models related to the QRM, namely to the two-qubit Rabi model [71] and to a biased version of the QRM [72]. A so-called symmetric implementation the GRWA, that exploit more efficiently the symmetries of the model has also been proposed for the single- and two-photon models [73]. A possible explanation for the wider range of validity of the GRWA is the following. In the RWA, the degeneracy in the energy spectrum associated with the resonant terms is exact only when \( \Omega = \omega \) and \( g = 0 \). The resonant terms in the GRWA are related to a degeneracy that is exact for \( \Omega = 0 \) (or \( g \to \infty \)), which represents a larger part of the parameter space.

An extension of these ideas was put forward by Zhang [74], who suggested to add to the displacement defined in Eq. (12), a squeezing operation. The starting point for the RWA now becomes

\[
\hat{H} = \hat{V}^\dagger \hat{U}^\dagger H \hat{U} \hat{V},
\]

with

\[
\hat{U} = e^{i\beta \hat{\sigma}_z (\hat{a} - \hat{a}^\dagger)} \quad \text{and} \quad \hat{V} = e^{i\lambda (\hat{a}^\dagger \hat{a}^2 - \hat{a}^2 \hat{a})}.
\]

In contrast to the transformation of Eq. (12), the displacement and squeezing parameters \( \beta \) and \( \lambda \), are not determined from the diagonalization of a new free Hamiltonian, but are computed variationally by minimizing the ground state energy. After this change of basis, the Hamiltonian is simplified in the same way as before. After the transformation, the Hamiltonian still takes the general form of Eq. (14), with the additional subtlety that the renormalized atomic frequency is also a function of \( \hat{a} \hat{a}^\dagger \hat{a}^\dagger \). Nevertheless, the problem is reduced to the diagonalization of \( 2 \times 2 \) matrices.

\section{Variational methods}

In the previous section, we have seen that GSRWA method combined the generalized rotating wave approximation with a variational determination of additional squeezing parameters. More generally, the ground-state properties of various models have been investigated using a variational method.

\textbf{a. Polaron picture} In the case of spin-boson models, multi-polaron test functions and their generalization have proved to be efficient \textit{Ansätze}. For the spin boson model of Eq. (2), a multi-polaron wave function is defined as [76]

\[
|\Psi\rangle = \sum_{n=1}^{N_{\text{pol}}} C_n |+,\alpha^{(n)}\rangle - |-,\alpha^{(n)}\rangle, \tag{17}
\]

where \( |\alpha^{(n)}\rangle = |\alpha_1,\alpha_2,\ldots\rangle \) is a multimode coherent state, \( |\alpha\rangle = \exp(\sum \alpha_n \hat{a}_n^\dagger - \alpha_n^* \hat{a}_n) |0\rangle \).

In the case of the quantum Rabi model, the state \( |\Psi_{-,\alpha}\rangle \) introduced in Eq. (12) is an example of a single polaron wavefunction. As mentioned above, this state is the exact ground state in the limit \( \Omega = 0 \). The relevance of polaron wave functions as trial functions for the ground state of the QRM was actually recognized in early studies of the model, long before the advent of USC cavity QED [46]. The reasoning is based on the parity symmetry of the QRM. As the parity of the number of excitations, given by the operator \( P = \hat{\sigma}_z e^{i\pi \hat{a} \hat{a}^\dagger} \), is conserved, the problem is simplified by considering separately the two subspaces of states with odd or even parity. Restricted to such subspaces, the Hamiltonian becomes purely bosonic and can be expressed as [46, 77]

\[
H_{\pm} = \omega \hat{b}^\dagger \hat{b} + g(\hat{b}^\dagger \hat{b}^\dagger + \hat{b} \hat{b}) \pm \frac{\Omega}{2} \cos(\pi \hat{b}^\dagger \hat{b}), \tag{18}
\]

where the \( \pm \) signs refer to the odd and even parity subspaces. A coherent state in this representation of the Hamiltonian correspond to a polaron state in the original basis.

Such an ansatz was later improved by considering squeezed coherent states [77], and deformed, frequency renormalized polarons [78, 79]. This approach was also applied to the two-qubit [80] and two-photon [81] Rabi models. Unlike the GRWA or the effective Hamiltonians presented above, these polaron-based methods have been used mostly to extract ground-state properties, although possible extensions to excited states have been proposed [78]. Other applications of polaron transformations in the context of QED are presented in Sec. V B.

\textbf{b. Ab initio approaches} Variational methods have also been developed to tackle more complex QED systems in which it is essential to take into account complex electronic configurations and multiple cavity modes. Inspired by density functional theory and its recent extension to quantum electrodynamics [82, 83], such methods take as a starting point the general light-matter Hamiltonian in the Coulomb gauge. In this context, a variational principle able to tackle ultrastrongly coupled systems was recently proposed by Rivera et al. [75]. The ground-state is assumed to be a product of a Fermi sea of quasi-particles parametrized by one-particle wavefunctions.
where \( \omega_{pl} \) is the plasma frequency. Given the form of the Ansatz, the interaction term proportional to \( \mathbf{A} \cdot \mathbf{p} \) in the Hamiltonian does not enter into the above equations. The effect of this term is taken into account self-consistently by means of second-order perturbation theory. So far, a proof of principle has been given for a single emitter placed in a 1D cavity. Comparison with exact numerical calculation for the ground state and one excited state shows that the self-consistent corrections to the dressed wave function and photonic modes make the scheme accurate also in the ultrastrong coupling regime.

A type of variational computation based on quantum algorithms has been recently adapted for cavity QED in the USC regime [84]. However, algorithms relying on quantum hardware lie outside of the scope of this review.

**D. Exact results**

Although for most cavity QED problems one has to rely on approximation methods, such as the one presented in the preceding sections, there exist exact analytical solutions for the eigenvalue problem of a class of light-matter interaction models, including the Rabi model. The exact solution of the Rabi model found by Braak [47] has triggered an important research activity bringing together both theoretical physicists and mathematicians [85].

**a. Bargmann space representation** Braak’s solution to the eigenvalue problem of the quantum Rabi model is based on the Bargmann space representation of bosonic creation and annihilation operators [86]. The first application of Bargmann space methods to quantum optical models dates back to the late 60s [87] and was used to establish several analytical results [88, 89] prior to the proof of the exact solution. In this representation, the Hilbert space of physical states is that of analytical functions of a complex variable \( z \), on which the creation and annihilation operators act in the following way

\[
\hat{a}^\dagger \rightarrow \frac{\partial}{\partial z} \quad \text{and} \quad \hat{a} \rightarrow z. \tag{21}
\]

The inner product in this Hilbert space is defined as

\[
\langle \psi | \phi \rangle = \frac{1}{\pi} \int dz dz^* e^{-z z^*} \psi^*(z) \phi(z), \tag{22}
\]

which also specifies the normalization requirement for the wave functions \( \langle \psi | \psi \rangle < \infty \). The Schrödinger equation is therefore mapped to a differential equation in the complex plane in which the energy \( E \) enters as a parameter. The requirement that the function \( \psi(z) \) be analytical in the whole complex plane imposes some constraints on the admissible values of \( E \). These constraints, along with all the symmetry properties of the model can be exploited to extract an exact (but implicit) expression for the spectrum of the Hamiltonian.

In the case of the quantum Rabi model, due to the spin degree of freedom, the total wave function in Bargmann space has two components (\( \phi_1(z), \phi_2(z) \)). After a \( \pi/2 \)-rotation of the spin, the Hamiltonian reads

\[
H = \begin{pmatrix}
\omega z \partial_z + g(z + \partial_z) \\
\frac{\Omega}{2} \omega z \partial_z - g(z + \partial_z)
\end{pmatrix}, \tag{23}
\]

which yield the following Schrödinger equation

\[
(z + g) \partial_z \phi_1(z) + (g z - E) \phi_1(z) + \frac{\Omega}{2} \phi_2(z) = 0, \tag{24}
\]

\[
(z - g) \partial_z \phi_2(z) - (g z + E) \phi_2(z) + \frac{\Omega}{2} \phi_1(z) = 0. \tag{25}
\]

From Eqs. (24) and (25), the spectrum can be extracted in different equivalent forms. Due to the \( \mathbb{Z}_2 \) symmetry of the model, the problem can be solved separately in the odd and even parity subspace. Braak’s solution exploits this feature by working directly on the Bargmann representation of Eq. (18). It is then shown that \( E \) belongs to the spectrum if and only if \( x = E + g^2 \) belongs to the set of zeros of some transcendental functions \( G_\pm(x) \), where the index \( \pm \) indicates the parity.
subspace (see Fig. 3). The functions $G_\pm(x)$ are expressed as power series whose coefficients can be computed recursively through the Taylor expansion of the solutions to Eqs. (24) and (25). Maciejewski et al. [90] gave an equivalent solution for the energy spectrum by relating Eqs. (24) and (25) to the general theory of Heun differential equations [91]. By mapping the original problem to a second order Heun confluent equations, the results can be expressed in terms of confluent Heun functions. For a detailed presentation of these special functions we refer the reader to Ref. [92]. Note that applications of the Bargmann representation and the theory of complex differential equation is not limited to parity-symmetric models. Solutions to the more general class of anisotropic Rabi models, where the symmetry is explicitly broken by an additional $\sigma_x$ term and in which resonant and anti-resonant interaction terms depend on two different coupling constants, were later derived [93, 94]. Exact solutions have also been found for other generalizations of the Rabi model such as the two-photon model [39]. A more complete presentation of the solution for these models can be found in Ref. [95].

b. Generalized coherent states and Bogoliubov operators

Within the family of spin-boson models with a finite number of bosonic modes, the insight provided by the “polaron picture” – displaced states of the oscillators conditioned by the $\sigma_x$ projection of the TLS – has been used to derive analytical and numerical exact results. The generalized coherent state approach can be viewed as an algebraic implementation of this idea, in which displacements are introduced in the form of Bogoliubov transformations on the bosonic operators [96]. In contrast to the GRWA or variational approaches, this method is not restricted to the low-lying energy states but was implemented to obtain exact results on the full spectrum of several light-matter interaction models. We illustrate the principle of this method in the specific case of the Rabi model, for which it provides an alternate derivation of the exact results obtained through the Bargmann space representation of the wave function. Given the role played by the $\sigma_x$ (and its relation to the symmetry of the model), the first step is to apply a $\pi/2$ rotation of the spin and write the Hamiltonian in matrix form as [97]

$$H = \left(\frac{\hat{a}^\dagger \hat{a}}{\Omega} + g(\hat{a}^\dagger + \hat{a}) - \frac{\omega}{\Omega} \hat{a}^\dagger \hat{a} - g(\hat{a}^\dagger + \hat{a})\right).$$

Displacements of the oscillator are subsequently introduced in the form of two Bogoliubov transformations $\hat{a} \rightarrow \hat{A} = A + g$ and $\hat{a} \rightarrow \hat{B} = \hat{a} - g$. Applying each one of these of this transformation yields a Hamiltonian of the form

$$\left(\hat{A}^\dagger \hat{A} - g^2 \frac{\Omega}{2} \hat{A}^\dagger \hat{A} - 2g(\hat{A}^\dagger + \hat{A}) + 3g^2\right).$$

The Schrödinger equation can now be written in the displaced Fock basis $\{|n\}_A = (\hat{A}^\dagger)^n/\sqrt{n!}|0\>_A$, or equivalently using the basis $\{|n\}_B = (\hat{B}^\dagger)^n/\sqrt{n!}|0\>_B$, where the states $|0\>_B$ and $|0\>_A$ are the coherent states such that $\hat{B}|0\>_B = 0$ and $\hat{A}|0\>_A = 0$.

Writing the wave function as

$$|\Psi\rangle = \left(\sum_{n=0}^{\infty} \sqrt{n!}|\epsilon_n|n\>_A \right) \left(\sum_{n=0}^{\infty} \sqrt{n!}|f_n|n\>_B\right),$$

the Schrödinger equation translates into recursion relations for $\epsilon_n$ and $f_n$ that depend on the energy $E$. Applying the same reasoning to the second Bogoliubov transformation yields a second set of recursion relation relative to the basis $\{|n\>_B\}$. As the two representations correspond to a unique state, an implicit equation for $E$ can be extracted, equivalent to the solution of Ref. [47]. The method has first been applied to the finite-size Dicke model [96], for which it provided an efficient way of computing ground-state observables for a large number of atoms and with arbitrary precision. More recently it has also been applied to the two-mode Rabi model [98–100] and the quantum Rabi-Stark model [101].

IV. OPEN SYSTEMS

The methods and results presented in the previous section dealt only with closed systems, setting aside the issue of the experimental signature of the various spectral features in realistic setups [103–105]. It proved particularly fruitful to ad-
dress this question within the more general framework of open quantum systems, where dissipative processes stemming from the coupling of the system to its environment play a crucial role. In this context, it was recognized that without proper modifications, the usual approach would lead to unphysical predictions such as the emission of photons by a system in its ground state [22, 102, 106]. The theory described in this section is structured around three elements. The first one is the master equation, governing the dynamics of the internal degrees of freedom of the system. The second one is the input-output theory, relating the signal observed via a given detection scheme to the internal degrees of freedom and to possible input field. The last aspect that is discussed is the specific case of open systems driven by an external periodic field. In this context, Floquet theory can be employed to efficiently treat the time dependency in an exact way.

A. Master equation

Master equations form an important branch of the theory of open quantum systems which has found numerous applications in quantum optics [107]. It has successfully been applied to the paradigmatic model of cavity QED, i.e., a system composed of a TLS and a cavity mode. At temperature $T = 0$, the usual quantum optical master equation for the density matrix $\rho$ of such a system takes the canonical Lindblad form and reads

$$\frac{d\rho}{dt} = -i[H, \rho] + \sum_{\omega_{ki}} \{ 2\Gamma(\omega_{ki}) \rho \sigma_i \rho \sigma_i + \sigma_i \sigma_i \rho - \rho \sigma_i \sigma_i \},$$

where $\Gamma$ and $\gamma$ are damping rates associated with the cavity and the atom respectively. The non-unitary terms in this equation translate the fact that both the cavity and the atom are coupled to their environment. It remains partly phenomenological, as dissipative processes involving the atom and the cavity are treated independently. The total dissipator in Eq. (29) is indeed the sum of the dissipators obtained if the cavity and the atom were not coupled. In the absence of pumping terms in the Hamiltonian, such a master equation will drive the system to a state $|g\rangle|0\rangle$. It is clear that Eq. (29) cannot correctly account for the dynamics in the USC since the state $|g\rangle|0\rangle$ is no longer the ground state of the system. Such a master equation would lead in particular to emission of photons in the ground state (see Fig. 4) [102, 106].

A first approach to handle corrections to the phenomenological equation is to go back to the microscopic derivation of Markovian master equations [107]. First applied to the Jaynes-Cummings [108–110], this method was later extended to the Rabi model [102], providing a realistic description of dissipative processes in the USC. In particular, it was shown that unphysical predictions arise even when the effect of counter-rotating terms in the atom-cavity Hamiltonian can be treated perturbatively. In order to highlight the correction to Eq. (29), we first recall the basic principles on which the microscopic derivation is based, as outlined, e. g., in Ref. [107].

\[ H = H_S + H_B + \sqrt{\gamma} A \otimes B, \]  

(30)

where $H_S$ and $H_B$ are respectively the system and bath Hamiltonians. In the interaction term, $A$ and $B$ are Hermitian operators acting only on the system and bath Hilbert spaces respectively. The bath is typically assumed to be an infinite collection of harmonic oscillators. Generally speaking, the effect of the bath on the system dynamics is to induce transitions between eigenstates of the system Hamiltonian $H_S$. Transitions at frequency $\omega$ are determined by the following jump operator

$$A(\omega) = \sum_{\omega_{ki}=\omega} |i\rangle \langle A |k\rangle \langle k|,$$

(31)

where the $|i\rangle$ are eigenstates of $H_S$ and $\omega_{ki}$ are the corresponding Bohr frequencies. As we will see in the following, it is essential in the USC regime to write Eq. (31) in the dressed-state basis of the full system. Note that the operators $A(\omega)$ introduce a decomposition of $A$, such that $A = \sum_{\omega} A(\omega)$. The aim of the master equation is to obtain an approximate equation of motion for the reduced density matrix $\rho$ of the system by tracing out the bath degrees of freedom. Instead of keeping track of all its microscopic degrees of freedom, the relevant information on the bath is encoded in the functions

$$\Gamma(\omega) = \gamma \int_0^\infty dt e^{i\omega t} \langle B(\tau) B(0) \rangle.$$

(32)

b. Born-Markov approximation

The derivation of the master equation relies on two main assumptions (Born-Markov approximation): a perturbative treatment, up to second-order, of the system-bath interaction and a fast decay of the bath correlation functions on the time scale of the system’s internal dynamics. These assumptions are not a priori incompatible with the USC regime, as the latter only quantifies the strength of the interactions within subparts of the system. This approximation scheme, along with the trace over bath degrees of freedom, is most conveniently expressed in the interaction picture, where the time evolution of $A(\omega)$ is straightforwardly given by $A(\omega, t) = e^{-i\omega t} A(\omega)$. Within this framework, the equation of motion for the reduced density matrix reads

$$\frac{d\rho}{dt} = \sum_{\omega, \omega'} e^{i(\omega'-\omega)t} \Gamma(\omega)(A(\omega)\rho A^\dagger(\omega') - A^\dagger(\omega') A(\omega)\rho)$$

$$+ \sum_{\omega, \omega'} e^{i(\omega'-\omega)t} \Gamma^*(\omega)(A(\omega')\rho A^\dagger(\omega) - \rho A^\dagger(\omega) A(\omega')),$$

(33)

which yields the following equation in the Schrödinger picture

$$\frac{d\rho}{dt} = -i[H_S, \rho] + \sum_{\omega, \omega'} \Gamma(\omega)(A(\omega)\rho A^\dagger(\omega') - A^\dagger(\omega') A(\omega)\rho) + \text{h.c.}$$

(34)

The particularity of this equation is that it does not guarantee complete positivity of the density matrix. This requirement is fulfilled by assuming an additional simplification, the secular approximation.
\[ \frac{d\rho}{dt} = -i[H_S, \rho] + \sum_\omega \Gamma(\omega)(A(\omega)\rho A(\omega) - A(\omega)A(\omega)\rho) + \text{h.c.}, \]  
\tag{35} \]

which guarantees that the dynamical map it defines is complete positive and trace preserving. For the physical interpretation of the different terms, it is useful to write \( \Gamma'(\omega) = \gamma(\omega) + iD(\omega) \). With these notations the general expression of the master equation at \( T = 0 \) reads

\[ \frac{d\rho}{dt} = -i[H_S + H_L, \rho] + \mathcal{D}[\rho], \]  
\tag{36} \]

with

\[ H_L = \sum_{\omega > 0} D(\omega)A(\omega)A(\omega), \]
\tag{37} \]

\[ \mathcal{D}[\rho] = \sum_{\omega > 0} \gamma(\omega)(2A(\omega)\rho A(\omega) - \{A(\omega)A(\omega), \rho\}). \]  
\tag{38} \]

The operator \( H_L \) gives a Lamb shift that is usually absorbed in \( H_S \) by redefining the system Hamiltonian, while the dissipator \( \mathcal{D}[\rho] \) governs the non-unitary part of the dynamics. In the particular case introduced at the beginning of this section, where both the atom and the cavity are coupled to a bath, there are two operators, \( A_1 = \hat{a}^\dagger + \hat{a} \) and \( A_2 = \sigma_+ + \sigma_- \), coupling the system to its environment. In light of the above considerations, the essential corrections to Eq. (29) imposed by the USC regime can be formulated in the following way. As the coupling strength becomes comparable to the cavity frequency, one cannot assume that \( \gamma(\omega) \approx \gamma(\omega_{\text{cut}}) \) for all transitions. Moreover, as the structure of the energy levels in the USC regime is expected to differ drastically from the uncoupled system, the jump operators can be defined consistently only in the dressed-state basis. In the case of the Rabi model, it was shown that for realistic experimental implementation in circuit QED and for a large range of coupling strengths, the correct dissipator in the USC regime includes individual jump operators for all possible transition [24, 25, 102]. In other words all transitions have to be considered non-degenerate, in sharp contrast to Eq. (29).

d. quasi-degenerate spectrum For extreme values of the coupling strength, such that it dominates all other energy scales, a wide class of systems exhibit quasi-degenerate eigenstates [111]. In driven-dissipative setups, such degeneracies can be lead to appearance of long-lived metastable states [112]. Under such circumstances, the assumption that \( |\omega - \omega'| \gg \gamma \) for \( \omega \neq \omega' \), underlying the secular approximation breaks down. It is however possible to recover a Lindblad equation such as Eq. (35) by extending the definition of this approximation. Suppose that approximate equivalent classes of frequencies can be defined as \( \mathcal{P}(\omega) = \{\omega : \gamma(\omega) \approx \gamma(\tilde{\omega})\} \), and let us write \( \omega_1 \equiv \omega_2 \) if \( \mathcal{P}(\omega_1) = \mathcal{P}(\omega_2) \). In the general expression of the dissipator in the interaction picture given in Eq. (33), terms involving frequencies \( \omega \) and \( \omega' \) such that \( \omega \equiv \omega' \) factorize. Expressing the secular approximation as \( |\tilde{\omega}_1 - \tilde{\omega}_2| \gg \gamma \) for \( \tilde{\omega}_1 \neq \tilde{\omega}_2 \), one recovers a dissipator in the Lindblad form, which reads

\[ \mathcal{D}[\rho] = \sum_{\omega > 0} \gamma(\tilde{\omega})(2A(\tilde{\omega})\rho A(\tilde{\omega}) - \{A(\tilde{\omega})A(\tilde{\omega}), \rho\}), \]  
\tag{39} \]

where the sum is now performed over inequivalent frequencies only and the jump operators are defined as \( A(\tilde{\omega}) = \sum_{\omega \in \mathcal{P}(\tilde{\omega})} A(\omega) \). In this formulation of the secular approximation, problems arise when \( \omega_1 \neq \omega_2 \) and \( |\tilde{\omega}_1 - \tilde{\omega}_2| \sim \gamma \). This can be a serious issue in the case of strongly driven systems. To go beyond the secular approximation in the USC regime, a more general formalism was introduced by Settineri et al. in the context of hybrid quantum systems [113].

e. Non-Markovian effects To account for non-Markovian effects, an exact master equation for a general open quantum system can be written following the Nakajima-Zwanzig projection method [107]. Without further approximation, such an equation is integro-differential and contains an involved time convolution with a memory kernel, but approximation strategies relying on a perturbative expansion of the coupling to the bath are available to make the master equation local in time while going beyond the Markov approximation. Before the study of Beaudoin et al. [102], De Liberato et al. [22] have followed such an approach, called the second-order time-convolutionless operator approach, to correct the master equation in the USC regime. It was also implemented by Nataf et al. in a proposal for protected superconducting qubits in the USC regime [114]. The form of the master equation is

\[ \frac{d\rho}{dt} = -i[H, \rho] + \sum_j (\hat{U}_j \rho \hat{S}_j + \hat{S}_j \rho \hat{U}_j^\dagger - \hat{S}_j \hat{U}_j \rho - \rho \hat{U}_j^\dagger \hat{S}_j), \]  
\tag{40} \]

where the \( \hat{S}_j \) are system-bath coupling operators. The operators \( \hat{U}_j \) are time-dependent and given by

\[ \hat{U}_j(t) = \int_0^\infty \nu_j(\tau)e^{-iH(t)\tau} \hat{S}_j e^{iH(t)\tau} d\tau, \]  
\tag{41} \]

with \( \nu(\tau) = \langle B(\tau)B(0) \rangle \) at \( T = 0 \). When the Born-Markov approximation is justified, the two approaches yield the same master equation.

f. Counter-rotating terms in the system-bath Hamiltonian In the approach of Beaudoin et al. [102], a rotating-wave approximation is still carried out in the system-bath Hamiltonian. Bamba et al [45] performed a detailed study of corrections to the master equation when no RWA is performed at that stage. These authors focused on a system where the matter part is composed of (quasi-)bosonic excitons. As a result, the system Hamiltonian is bosonic and quadratic, which from a methodological point of view offers additional possibilities. In particular, by performing an exact diagonalization of the full system-bath Hamiltonian, they show that the reduced density matrix of the bath in the true ground state is not a vacuum state. As a result, considering the bath to be in a vacuum state
when deriving the master equation induce a non-physical excitation of the system resulting in a non-vanishing polariton population (in the absence of driving). The solution to this paradox is to estimate the correlations induced in the reservoir by its coupling to the system when the latter is in its ground state and the former in the vacuum state. A consistent master equation is then obtained when injecting the corrected bath correlations functions in the microscopic derivation. Corrections to the dissipative dynamics beyond the Born-Markov approximation due to counter-rotating terms in the system-bath Hamiltonian have also been recently studied for spin-boson models by means of a dynamical polaron ansatz [115] (see Sec.V). Note that in all this section we have considered the correction to the standard master equation of a given system-bath Hamiltonian. A discussion on meaningful ways of deriving such Hamiltonians is presented in Ref. [116].

B. Input-output theory

While the master equation describes the dynamics of the internal degrees of freedom of the system, the input-output theory relates these internal variables to external ones at the origin of input and output signals. Another aspect of the input-output formalism is that it allows to formulate the dynamics of the system in terms of Langevin equations. This approach is particularly fruitful when dealing with quadratic bosonic Hamiltonians, in which case the associated Langevin equations are linear [44]. As the input-output theory gives access to quantities such as transmission or fluorescence spectra and correlation functions, it is well suited to tackle questions related to the experimental signatures of the USC. For example, in the case of a two-dimensional electron gas in multiple quantum-well structures, a signature of the USC was identified in the case of a two-dimensional electron gas in multiple quantum-well structures [116]. Note that alternative definitions for the input-output relation for nonlinear systems were given in Refs. [117, 118], whose corresponding expressions are given by

\[
\hat{a}_k(t) = e^{-i\omega_k(t-t_0)}\hat{a}_k(t_0) + \gamma_k e^{-i\omega_k t} \int_{t_0}^{t} e^{i\omega_k \tau} \hat{X}(\tau) d\tau,
\]

for an arbitrary initial time \(t_0\). With the definition of the input and output field as

\[
\hat{a}_{\text{out}}(t) = \lim_{t_0 \to \pm \infty} \frac{1}{\sqrt{2\pi}} \int d\omega e^{i\omega(t-t_0)} \hat{a}(t_0),
\]

and combining the above equation for \(t_0 \to +\infty\) and \(t_0 \to -\infty\) we obtain

\[
\hat{a}_{\text{out}}(t) - \hat{a}_{\text{in}}(t) = \sum_k \gamma_k e^{-i\omega_k t} \hat{X}(\omega_k),
\]

where \(\hat{X}(\omega_k)\) denotes the Fourier transform of \(\hat{X}(t)\). In the continuous limit, where \(\sum_k \gamma_k \to \int_0^{+\infty} d\omega \gamma(\omega)\), the r.h.s. becomes the inverse Fourier transform of the quantity \(\gamma(\omega)\Theta(\omega)\hat{X}(\omega)\), where \(\Theta(\omega)\) is the Heaviside step function. Note that the operator \(\Theta(\omega)\hat{X}(\omega)\) is the Fourier transform of the positive-frequency part of \(\hat{X}\), which in principle should be defined with respect to the full system-bath Hamiltonian. However, when the coupling to the bath is weak, one can define to a good approximation, the positive-frequency part from the eigenstates of \(H_S\) alone. Hence in the frequency domain, the general input-output relation for a weak system-bath coupling reads

\[
\hat{a}_{\text{out}}(\omega) - \hat{a}_{\text{in}}(\omega) = \sqrt{2\pi} \gamma(\omega) \hat{X}^+(\omega),
\]

with

\[
\hat{X}^+ = \sum_{\omega_i < \omega_j} X_{ij} |i\rangle \langle j|,
\]

and \(X_{ij} = \langle i| \hat{X} |j\rangle\). It is clear from the above expressions that we recover the key elements specific to the USC regime that appeared in the derivation of the master equation: the “white noise” assumption \(\gamma(\omega) \approx \gamma\) is not legitimate in the general case [44]. In addition, \(\hat{X}^+\) differs from \(\hat{a}\) when the cavity mode is ultrasonically coupled to the quantum emitter [24].

The input-output relation in Eq. (46) allows to compute various correlation functions of the output field by combining Eq. (46) with the master equation approach. Indeed, the key quantities are now correlation functions of the field \(\hat{X}^+(t)\), which may in turn be calculated via the quantum regression theorem. However, such a scheme requires to find an explicit time-domain expression for Eq. (46), which depends on microscopic details of the model, such as the bath spectral density \(\gamma(\omega)\). For specific setups in which the frequency dependence of \(\gamma(\omega)\) can be neglected even in the USC, this expression takes the simple form \(\hat{a}_{\text{out}} - \hat{a}_{\text{in}} \propto \hat{X}^+ \rightleftarrows \hat{X}^+ \rightleftarrows \hat{X}^+ \rightleftarrows \hat{X}^+\left[118, 119\right]\). Note that alternative definitions for the input and output fields may be considered, depending on the actual measurement scheme under consideration. For example, considering a circuit QED model in which the resonator is coupled to a waveguide, Ridolfo et al. [24] defined the output field as \(\lim_{t_0 \to -\infty} \int d\omega \sqrt{2}\omega \gamma(\omega, t-t_0) \hat{a}(t_0)\), whose correlation functions are directly proportional to photodetection signals from the electric field. For this setup, a relevant choice
for the spectral density is $\gamma(\omega) \propto \sqrt{\omega}$ [24, 120], leading to an input-output relation of the form $\hat{a}_\text{out} - \hat{a}_\text{in} \propto \frac{d}{dt} \hat{X}^+$. In the bosonic model considered in [45] to describe intersubband polaritons, the output field is defined as the field operator that couple in to the upper and lower polariton branches.

b. Langevin equations When the system Hamiltonian is quadratic, the coupled Heisenberg equations of motion defining the exact system-bath dynamics can be cast into analytically solvable Langevin equations. This approach was applied to a bosonic model such as the one of Eq. (3) [44, 121]. To the equation on the bath variables, that defined the input-output relation, must be added the equation on the internal degrees of freedom (see Fig. 4). The underlying physical system is often a planar structure, where quasiparticles are labeled by their in-plane momentum $\mathbf{k}$. As we only sketch the method here, we omit this label here. Denoting by $\hat{a}$ the cavity modes, the general form of the equations for the photonic field is

$$\frac{da}{dt} = -\frac{i}{\hbar}\{a, H_{\text{sys}}\} - \int_{-\infty}^{\infty} dt' \Gamma(t-t')a(t') + F(t), \quad (48)$$

where the memory kernel $\Gamma$ involves the spectrum of the photonic bath and is responsible for the complex energy shifts of the photonic mode. The force $F$ can be written as a function of the input or output field depending of what initial time is chosen. A similar equation is derived for the matter degrees of freedom. Due to the linearity of the system, one can obtain an algebraic expression relating input and output fields in the frequency domain. The final result takes the general form

$$\begin{pmatrix} a^{\text{out}}(\omega) \\ b^{\text{out}}(\omega) \end{pmatrix} = U(\omega) \begin{pmatrix} a^{\text{in}}(\omega) \\ b^{\text{in}}(\omega) \end{pmatrix}, \quad (49)$$

where this relation combines the input-output relation, as given e.g. by Eq. (46) and the algebraic representation of the Langevin equations of Eq. (48) expressed in Fourier space. Assuming that the latter is written formally as

$$\mathcal{M}(\omega) \begin{pmatrix} \hat{a}(\omega) \\ \hat{b}(\omega) \\ \hat{a}^\dagger(-\omega) \\ \hat{b}^\dagger(-\omega) \end{pmatrix} + i \begin{pmatrix} F_c(\omega) \\ F_c(\omega) \\ F_c^\dagger(-\omega) \\ F_c^\dagger(-\omega) \end{pmatrix}, \quad (50)$$

with the Fourier transform of the Langevin forces $F(\omega)$ directly proportional to the input fields, the key quantity entering in the expression for $U(\omega)$ is the Green function $G(\omega) = -i\mathcal{M}^{-1}(\omega)$. In the matrix $\mathcal{M}(\omega)$ appear the complex frequency dependent damping rates $\Gamma(\omega)$ that give rise to damping terms and Lamb shifts, as in the derivation of the master equation.

c. Photodetection The considerations underlying the derivation of the input-output relations are also relevant for the theory of photodetection, whose aim is to determine the relevant observable of the output field that one need to compute to reproduce photodetection signals. The basic principle of Glauber’s original theory [1] are also valid in the USC regime. However, as pointed out by Di Stefano et al [122], its application requires the same kind of adjustments that lead to Eq. (46). In this spirit, the theory can be established for a device coupled to a generic light-matter system. Hence, the operator involved in the system-detector coupling Hamiltonian is not limited to the electric field. In return, the frequency dependence of the system-detector coupling coefficient has to be taken into account. The general setting is formally similar to was was presented above. In particular, the system-detector coupling Hamiltonian may be written as $H_{sd} = \sum n_{\omega}(\hat{c}_\omega^\dagger + \hat{c}_\omega) \otimes \hat{X}$, where the operators $\hat{c}_n$ are annihilation operators for the $n^{\text{th}}$ mode of the detector and need not be bosonic. $\hat{X}$ is an operator acting only on the system. Within this framework, the equivalent of Glauber’s formula, giving the expression of the detector probability of being excited, is obtained through the Fermi golden rule and reads

$$\frac{dW}{dt} = \langle \hat{O}^\dagger \hat{O} \rangle, \quad (51)$$

where the operator $\hat{O}$ is similar to the quantity that appear in the r.h.s. of Eq. (46). It is such that its Fourier transform is given by

$$\hat{O}(\omega) = \sqrt{2\pi}g(\omega)\hat{X}^+, \quad (52)$$

where the positive-frequency part is defined relative to the system Hamiltonian, assuming weak coupling to the detector. The notation $g(\omega)$ refers to the continuous limit of $g_n$.

C. Driven systems

A typical way to study, e.g., the output photon statistics of a cavity QED device is to couple it to an external coherent field. Such driving mechanism is accounted for in the theoretical description by adding a term proportional to $F \cos(\omega_d t + \phi)$ in the Hamiltonian of the system, where $\omega_d$ denotes the frequency of the field and $F$ its amplitude. In a regime where all counter-rotating terms can be safely neglected, the time-dependence induced by the driving term is subsequently removed by expressing all quantities in a frame rotating at the driving frequency $\omega_d$. In the ultrastrong coupling regime the Hamiltonian is still time-dependent in the rotating frame but other strategies, relying on Floquet theory, are available to handle the driving term. The use of Floquet theory in quantum mechanics is not restricted to open systems and was first employed to treat strong driving in closed systems [123–125]. We restrict ourselves here to its application to the master equation, although other approaches have also been proposed [126, 127].

a. Floquet-Liouville approach A rigorous and general derivation of the master equation for a time-dependent Hamiltonian is not a trivial task [128]. However when the driving is weak, one can assume that there is no “dressing of the dressed-state” by the external field and that the dissipator is left unchanged. A possible strategy, designated as the Floquet-Liouville approach [129, 130], is then to apply Floquet theory to the resulting time-periodic master equation, $\partial_t \rho = \mathcal{L}(t) \rho$, where $\mathcal{L}(t+T) = \mathcal{L}(t)$, with $T = 2\pi/\omega_d$. Here $\mathcal{L}(t)$ denotes the Liouvillian superoperator defined by
Eq. (36). The Floquet theorem [131] states that there exist solutions of the master equation of the form

$$\rho(t) = \sum_{\alpha} c_{\alpha} e^{i\Omega_{\alpha} t} R_{\alpha}(t). \quad (53)$$

Here, $R_{\alpha}(t)$ is a periodic function of period $T$ and $\Omega_{\alpha}$ is a complex number, which are eigenfunctions and eigenvalues, respectively, of the following operator

$$(\mathcal{L}(t) - \partial_t) R_{\alpha}(t) = \Omega_{\alpha} R_{\alpha}(t). \quad (54)$$

Practical implementations of the Floquet-Liouville approach amount to finding an algebraic representation of Eq. (54) that makes the problem time-independent. This is carried out by introducing the so-called Floquet Hilbert space $\mathcal{H}^2 \otimes \mathcal{T}$, where $\mathcal{T}$ denotes the Hilbert space of $T$-periodic functions. A natural choice of basis for the space $\mathcal{T}$, is obviously the functions $\phi_n(t) = e^{-in\omega dt}$. Following Refs. [124, 132], we denote $\phi_n$ by $|n\rangle$. In this basis, the generic expression for an element $|A\rangle$ of $\mathcal{H}^2 \otimes \mathcal{T}$, $|A\rangle = \sum_{n=-\infty}^{+\infty} A(n) \otimes |n\rangle$ coincides with its Fourier series expansion $A(t) = \sum_{n=-\infty}^{+\infty} A(n) e^{-in\omega dt}$. Note that the scalar product on the Floquet space from the usual scalar product on $\mathcal{T}$, $\langle f | g \rangle = \frac{1}{T} \int_0^T f^*(t)g(t)dt$ and the scalar product on $\mathcal{H}^2$, $\langle A | B \rangle = Tr[A^\dagger B]$. Within this framework, the quantities $R_{\alpha}(t)$ are represented as right-eigenvectors $|R_{\alpha}\rangle$ (corresponding to the eigenvalue $\Omega_{\alpha}$), of a non-Hermitian superoperator $\mathcal{L}$ in Floquet space. The matrix elements of this operator derive from the expression of Eq. (54) in Fourier space, which reads

$$\sum_{m=-\infty}^{+\infty} \mathcal{L}(n-m) R^{(m)}_{\alpha,k} + i\omega_d R^{(n)}_{\alpha,k} = \Omega_{\alpha} R^{(n)}_{\alpha,k}. \quad (55)$$

Note that the range of the index $\alpha$ in Eq. (53) is equal to the dimension of the physical space of density matrices. However, given the dimension of the Floquet space it is necessary to label the eigenstates $|R_{\alpha,k}\rangle$ of $\mathcal{L}$ with an extra index $k \in \mathbb{Z}$. This apparent discrepancy reflects the fact that, similarly to Bloch functions in solid state physics, the matrices $R_{\alpha}(t)$ in Eq. (53) are not uniquely defined. Indeed, the equation is left invariant by the transformation $\{\Omega_{\alpha} \rightarrow \Omega_{\alpha} - ik\omega_d, R_{\alpha}(t) \rightarrow e^{ik\omega_d} R_{\alpha}(t)\}$. The full dynamics can be expressed as a function of eigenstates and eigenvectors of $\mathcal{L}$ leading to the Floquet space equivalent of Eq. (53)

$$|\rho(t)\rangle = \sum_{\alpha,k} c_{\alpha,k} e^{i\Omega_{\alpha,k} t} |R_{\alpha,k}\rangle, \quad (56)$$

where $c_{\alpha,k} = \langle \langle L_{\alpha,k} | \rho_0 \rangle \rangle$, with $\langle \langle L_{\alpha,k} \rangle \rangle$ the left-eigenvectors of $\mathcal{L}$. In this expression the periodic part of the time evolution is implicitly encoded in $|R_{\alpha,k}\rangle$. Note that for a given initial density matrix $\rho_0$, the choice of the $|\rho_0\rangle$ is not unique, but this arbitrariness has no influence on the dynamics. One possible choice is for example $|\rho_0\rangle = \rho_0 \otimes \langle 0 |$. In addition, due to the degeneracy mentioned above, the sum over $k$ can always be suppressed and all quantities expressed as a functions of $\Omega_{\alpha,0}$ and $|R_{\alpha,0}\rangle$. More generally the propagator for the master equation can be expressed as

$$\rho(t + \tau) = U(t + \tau, t)[\rho(t)] = \sum_{\alpha,k} e^{-i\Omega_{\alpha,k} \tau} \langle \langle L_{\alpha,k} | \rho \rangle \rangle R_{\alpha,k}(t + \tau). \quad (57)$$

This algebraic formulation of the master equation in Floquet provides an efficient way of computing the dynamics for driven-dissipative systems with a small number of components, without numerically integrating a time-dependent master equation. In this respect, this approach was particularly useful to address the question of metastability in the driven-dissipative Rabi model [112]. It also allowed to find semi-analytical expressions for the fluorescence spectrum of ultra-strongly coupled devices [117].

b. Floquet-Markov approach A related application of Floquet theory to the master equation is the Floquet-Markov approach. Originally conceived for quantum systems in strong driving fields [133–135] it consists in deriving the master equation directly in the Floquet basis associated with the periodic Hamiltonian. Let $|u_{\alpha}(t)\rangle$ be the Floquet eigenstate satisfying $|u_{\alpha}(t + T)\rangle = |u_{\alpha}(t)\rangle$ and

$$U_S(t, 0)|u_{\alpha}(0)\rangle = e^{-i\epsilon_{\alpha} t}|u_{\alpha}(t)\rangle. \quad (58)$$

In the Schrödinger picture, operators are defined in the basis $|u(0)\rangle$ and the matrix elements of the density matrix as

$$\rho_{\alpha,\beta}(t) = \langle u_{\alpha}(t) | \rho | u_{\beta}(t) \rangle. \quad (59)$$

In the interaction picture relative to the Floquet basis, in which the master equation is derived, the matrix elements of an operator $A(t)$ are

$$\langle u_{\alpha}(0) | A(t) | u_{\beta}(0) \rangle = \langle u_{\alpha}(0) | U^2_S(t, 0) A U_S(t, 0) | u_{\beta}(0) \rangle = e^{i(\epsilon_{\alpha} - \epsilon_{\beta})t} \langle u_{\alpha}(t) | A | u_{\beta}(t) \rangle = \sum_{k=-\infty}^{+\infty} e^{-i(\epsilon_{\beta} - \epsilon_{\alpha} + k\omega_d)t} A^{(k)}_{\alpha\beta}. \quad (60)$$

Once a meaningful interaction picture has been defined, a procedure similar to the one outlined at the beginning of this section applies. The relevant jump operators are now of the form

$$A(\omega) = \sum_{\epsilon_{\beta} - \epsilon_{\alpha} + k\omega_d = \omega} A^{(k)}_{\alpha\beta} \langle u_{\alpha}(0) \rangle \langle u_{\beta}(0) |, \quad (61)$$

from which we recover an equation that is formally equivalent to Eq. (33). Summing over indices $\alpha, \beta, k$ rather than frequencies $\omega$, the equation (without the secular approximation) reads [133]

$$\frac{d\rho}{dt} = \sum_{\alpha,\beta, k, \alpha', \beta', k'} [e^{i(\Omega_{\alpha',\beta'} + k\omega_d) - i(\Omega_{\alpha,\beta} + k\omega_d)t} A_{\alpha'\beta'}^{(k')} \times$$

$$\times \Gamma(\Omega_{\alpha,\beta}(k))[P_{\alpha'\beta'} \rho P_{\alpha'\beta'}^\dagger] + \text{h.c.,} \quad (62)$$

where $\rho$ is the density matrix, $\Gamma$ is the relaxation rate, and $\Omega_{\alpha,\beta}(k)$ is the Floquet frequency. This equation describes the time evolution of the density matrix in the Floquet basis and is known as the Floquet-Markov master equation. It can be used to study the dynamics of driven-dissipative systems with a small number of components, without numerically integrating a time-dependent master equation. In this respect, this approach was particularly useful to address the question of metastability in the driven-dissipative Rabi model [112]. It also allowed to find semi-analytical expressions for the fluorescence spectrum of ultra-strongly coupled devices [117].
with \( \Omega_{\alpha,\beta}(k) = \epsilon_\beta - \epsilon_\alpha + k\omega_d \) and \( P_{\alpha,\beta} = |u_\alpha(0)\rangle\langle u_\beta(0)| \).

An autonomous equation in the interaction picture is obtained only when performing the secular approximation, i.e. the assumption \( \omega \neq \omega' \implies |\omega - \omega'| \gg \gamma \). In this setting, the transitions frequencies not only involve the quasienergies \( \epsilon_\alpha \) but also all equivalent quasienergies obtain by adding a multiple of the frequency \( \omega_d \). When the secular approximation understood in this way is valid, the final expression for the master equation (in the interaction picture) reads

\[
\frac{d\rho}{dt} = \sum_{\alpha,\beta,k} |A_{\alpha\beta}^{(k)}|^2 \Gamma(\Omega_{\alpha,\beta}(k)) \{ P_{\alpha,\beta}, \rho P_{\alpha,\beta}^\dagger \} + \text{h.c.} \quad (64)
\]

V. WAVEGUIDE QED

The methods presented in the previous sections were first and foremost tailored to solve cavity QED problems where a finite (and usually small) number of emitters interact ultralongly with a finite number of cavity modes. As the result, even when the coupling to a continuum of modes was considered in Sec. IV to model the environment, the system-bath coupling was considered small enough, so that the bath degrees of freedom could be effectively traced out. The possibility of reaching the USC regime in waveguide QED, where an atom is coupled to the continuum of electromagnetic modes propagating in a 1D waveguide, raises a new set of theoretical issues. While the paradigmatic model of Sections III and IV was the quantum Rabi model (Eq. (1)), this section focuses on the spin-boson model, presented in Eq. (2).

A. Ultrastrong coupling to a continuum

In the context of waveguide QED, a typical situation is to consider a single quantum emitter of frequency \( \Omega \) emitting light into the waveguide with a rate \( \Gamma \). The system enters the strong coupling regime when the the emission rate \( \Gamma \) becomes larger than the decoherence rate or any other dissipation rate into other channels, while the relation \( \Gamma \ll \Omega \) still holds. In analogy with cavity QED, the USC regime is reached when \( \Gamma \) becomes a significant fraction of \( \Omega \). Such a regime is achievable with superconducting architectures involving superconducting qubits coupled to a 1D transmission line [17, 21]. In this settings, an experimental signature of the different coupling regime may be obtained by measuring the transmitted coherent scattering. For example, in an open setting involving a single atom and single-photon pulses, a hallmark of strong interaction between the atom and propagating photons is the extinction of the transmitted light, resulting from an interference process between the incoming light and the light emitted collinearly by the atom [120, 136]. As in driven-dissipative cavity QED scenarios, non-poissonian statistics of the transmitted and reflected field are also a manifestation of strong-light matter interaction [137–139]. From a theoretical perspective, the most important underlying model is the spin-boson Hamiltonian [42]. It is indeed the simplest model describing the coupling of an atom, assumed for simplicity to be a TLS, to a continuum of bosonic modes modelling the waveguide. The model, which is related to quantum impurity problem [140, 141] has numerous application outside of quantum optics and only a small fractions of the theoretical literature is touched upon here.

Within this framework, several strategies are available to compute the output of scattering experiments. We note first, that in the strong-coupling regime, when the coupling to the waveguide modes is still much weaker than the atom frequency, a microscopic master equation approach is legitimate. Scattering amplitudes and correlation functions of the output field are linked to the density matrix of the atom via standard input-output relations [142]. In the USC regime, it was shown that numerical schemes based on Matrix Product States [143] could successfully be adapted to scattering problems [144, 145]. They have in particular been used to benchmark two of the methods that are presented below: the dynamical polaron ansatz [146] and the extension to the USC of field-theoretic scattering theory [26].

B. Dynamical Ansätze

The polaron states such as the one introduced in Eq. (17) proved also useful to tackle scattering problems, and more generally dynamical quantities relevant to waveguide QED setups. In particular Diaz-Camacho et al. [146] have developed a variational semi-analytical approach to the dynamics of the spin-boson model based on a dynamical polaron ansatz. Note that this general framework is well suited to multi-spin configurations. The first step of the method is to find an optimized static polaron transformation that minimize the ground-state energy. The rationale behind and the way it is implemented is similar to what was done for scattering theory: the static polaron transformation allows to disentangle spins and boson. More precisely, the general static ansatz is expressed through the polaron transformation

\[
U_P[f_{ik}] = \bigotimes_{i,k} e^{-\epsilon_i \hat{a}_i^\dagger f_{ik} \hat{a}_k}, \quad (65)
\]

where the \( f_{ik} \) are the variational parameters of the transformation. For a multi-spin system there are additional variable parametrizing the ground state, namely the spin degrees of freedom defining the spin state,

\[
|\psi_s(\sigma)\rangle = \sum_{\sigma \in \{\uparrow, \downarrow\}^N_s} c_\sigma \bigotimes |\sigma_i\rangle. \quad (66)
\]

The optimal polaron state is therefore the state

\[
|\Psi_P^\dagger\rangle = U_P[f_{ik}] |\psi_s(\sigma)\rangle, \quad (67)
\]

for the values of \( f_{ik} \) and \( \sigma \) that minimize the energy. Once the optimized polaron transformation is found, it defines a new basis, the polaron picture in which to express the dynamics of the system. The time evolution is then handled within a subspace with a defined number of excitation. For example, in the one-excitation subspace the general state is parametrized as

\[
U_P[f_{ik}] W[\alpha_s(t), \alpha_k(t)] |0\rangle \otimes |\psi_{g,s}\rangle, \quad (67)
\]
where

\[ W[\alpha_s(t), \alpha_k(t)] = \sum_{s=1}^{N_s} \alpha_s(t)|0\rangle \otimes |\psi_s^g\rangle \langle \psi_s^g| + \sum_{k} \alpha_k(t)a_k^\dagger. \tag{68} \]

The equations of motion for the coefficients \( \alpha_{k,s}(t) \) that defines the dynamics take the form of Euler-Lagrange equations. The corresponding Lagrangian is derived from the energy functional for \( \alpha_{k,s} \) associated with the Hamiltonian.

Starting similarly from an optimized static polaron wave-function for the ground-state of the system, Gheeraert et al. [147, 148] have proposed an alternative dynamical ansatz, referred to as the “Multimode Coherent States ansatz”. Considering general superpositions of multimode coherent states they derived a formalism that proved efficient in predicting phenomena intrinsic to the USC regime such as frequency conversion processes arising in off-resonant inelastic scattering [148].

### C. Scattering theory

Polaron transformations have also found application in the extension to the USC regime of scattering theory [26]. The possibility of applying to quantum optics the theoretical apparatus developed in the context of high-energy physics to compute the \( S \) matrix is not restricted to the USC regime. The formalism is indeed general and aims at extracting transmission rates and correlation between outgoing photons from the quantity [140, 149]

\[ S = T \exp[-i \int_{-\infty}^{+\infty} H_{\text{int}}(t) dt], \tag{69} \]

where \( T \) denotes the time-ordering operation and \( H_{\text{int}}(t) \) is the atom-waveguide interaction Hamiltonian expressed in the interaction picture. From the \( S \)-matrix are extracted the scattering amplitudes

\[ |f\rangle_{\text{out}} = |i\rangle_{\text{in}} \langle f|S|i\rangle_{\text{in}}, \tag{70} \]

where the input and output states are asymptotically free multiphoton states. Several approaches are available to compute the \( S \)-matrix both for single and multi-photon scattering. Early results were obtained through integrability-based methods [150, 151], other approaches rely on the Lippmann-Schwinger formalism [152–154]. Path integral methods have also been developed to treat photonic scattering problems [140]. They exploit the Lehmann-Symanzik-Zimmermann (LSZ) reduction, which relates the connected \( T \)-matrix to the photonic Green function. The Green function itself is then computed via a path-integral representation of its generating functional.

Shi et al. succeeded in extending the range of application of these computational techniques to the ultrastrong coupling by finding an effective low-energy particle-conserving Hamiltonian. In the spirit of the GRWA, they first applied an optimized polaron transformation to find the effective ground state, before applying the rotating-wave approximation. The model gave good results in the single photon regime and captures the renormalization of the spin frequency and strong Lamb shift characteristic of this regime. As the validity of the GRWA is not easy to prove in this case, the robustness of the approximation is established by comparing the results with MPS numerical simulations.

### VI. VALIDITY OF EFFECTIVE MODELS

In this last section we present some of the recent debates regarding fundamental limitations of effective models in the ultrastrong-coupling regime. While these models proved to be successful in predicting experimental results for currently achievable coupling strength, the prospect of reaching larger values of the interaction strength, where \( g \gg \omega \), lead to question some of the approximations they are inevitably based on [156]. It was shown for example that the usually neglected diamagnetic \( \vec{A}^2 \) term can act as a potential barrier and lead to a decoupling of light and matter in the USC regime [157, 158]. The role of the diamagnetic term has also been the focus of vivid debates in the context of the Dicke superradiant phase transition [159–166]. We focus more specifically in the following on recent developments regarding the related question of gauge invariance.

Attempts in deriving a microscopic model for cavity QED setups share a common background: the theory is based on a non-relativistic formulation of quantum electrodynamics within the long-wavelength approximation. At the classical level, this formulation is conveniently expressed in the Coulomb gauge [37], from which quantization of the theory follows the canonical procedure. A general expression for the classical Hamiltonian of a system of charges interacting with the electromagnetic field is the following [167]

\[ H = \sum_{\alpha} \frac{(p_{\alpha} - q_{\alpha} A)^2}{2m_{\alpha}} + \int_D dv^3 (\nabla U)^2 + H_{\text{field}}, \tag{71} \]

where \( H_{\text{field}} \) may be expressed as

\[ \frac{\epsilon_0}{2} \int_D dv^2 \left[ \left( \frac{\mathbf{\Pi}}{\epsilon_0} \right)^2 + c^2 (\nabla \times \mathbf{A})^2 \right], \tag{72} \]

where \( U \) is the scalar potential and \( \mathbf{\Pi} \) the canonical conjugate momentum to \( \mathbf{A} \). In the context of cavity QED, the domain \( D \) in which the field lives is not the free space. Therefore, as pointed out by Vukics et al. [167], boundary conditions on the fields such as \( U|_{\partial D} = 0 \) and \( \mathbf{A} \times \mathbf{n} = 0|_{\partial D} \) must be added to the Coulomb gauge condition \( \nabla \cdot \mathbf{A} = 0 \), in order to completely remove gauge ambiguities. In view of a non-relativistic quantum treatment of the problem the Hamiltonian is further simplified by the long-wavelength approximation. The charges are assumed to form well localized clusters of small radius, such that the position dependence of the field \( \mathbf{A}(\mathbf{r}) \) can be neglected at this scale. A difficulty inherent to such formulation of cavity QED problems, is that the notion of the charge clusters forming (natural or artificial) atoms are
not gauge invariant concepts. Moreover, the effective models presented in the previous sections also rely on additional simplifications such as the two-level approximation for the atom or a single-mode description of the electromagnetic field. If not applied carefully, these approximations break the gauge invariance and may result in unphysical predictions. In the following we split the discussion into two parts, presenting first the debates focusing on the two-level approximations in various gauges. In a second part we review microscopic models that were built to describe many-particle systems, with emphasis on the existence of superradiant transitions and the role of the $A^2$ term.

### A. Gauge non-invariance of the two-level approximation

Several recent works [155, 168–171] have identified important issues arising in the USC when performing the two-level approximation in different gauges. A systematic study of the two-level approximation in the dipole and Coulomb gauge was performed by De Bernardis et al. [168]. It is shown that already at the level of a single electric dipole coupled to a single cavity mode, serious discrepancies appear in two-level models resulting from different choice of gauges. It is exemplified in the computation of the matrix elements of the interaction Hamiltonian in the eigenbasis of the atom: while truncation of the particle Hilbert space gives consistent results for the terms $i\hat{x}(\hat{a} - \hat{a}^\dagger)$ present in the electric dipole gauge, the same truncation scheme is not justified for the operator $\hat{p}(\hat{a} + \hat{a}^\dagger)$ stemming from the Coulomb gauge. The quality of the approximation depend also on the type of confining potential that is considered. Interestingly, comparison with exact diagonalization in the Coulomb gauge shows that the Rabi model is robust in the ultrastrong coupling regime when the charge confining potential is a double well, when derived in the electric dipole gauge. Conversely for a square-shape confining potential no Rabi Hamiltonian reproduces the exact result. Stokes et al. [169] tackle the validity of the two-level approximation in a more general setting by considering a family of gauge transformations parametrized by a real parameter $0 \leq \alpha \leq 1$. The relation between gauge-invariant variable and gauge-dependent canonical conjugate variables are given by

$$m\dot{\mathbf{r}} = \mathbf{p}_\alpha - q(1 - \alpha)\mathbf{A}$$

$$E_T = -\Pi_\alpha - \alpha \frac{\mathbf{e}(\mathbf{d} \cdot \mathbf{e})}{V} M,$$

where $\mathbf{A}$ is the transverse vector potential, $E_T$ the transverse electric field, $\epsilon$ and $V$ are the cavity polarization vector and volume and $\mathbf{d}$ the matter dipole moment. The electric dipole and Coulomb gauges are recovered for $\alpha = 1$ and $\alpha = 0$ respectively. The unitary gauge transformation going within this one-parameter family is $R_{\alpha\alpha'} = e^{i(\alpha - \alpha')\mathbf{d} \cdot \mathbf{A}}$. They show that, for each value $\alpha$, the TLA results in a generalized Rabi Hamiltonian with potentially asymmetric rotating and counter-rotating terms. Given the importance of counter-rotating terms in the phenomenology of the USC regime, such arbitrariness may seem paradoxal. In particular it implies that there exists a value of $\alpha$ for which the TLA yields a Jaynes-Cummings Hamiltonian, whose validity does not rely on the RWA. Numerical simulations regarding the first two-level and eigenstates and energy show that the TLA in the Jaynes-Cummings gauge may give more accurate results than the other two gauges considered.

Following these studies, a prescription for recovering consistent results in systems involving a charged particle in a confining potential interacting with a single mode of the electromagnetic field, was proposed by Di Stefano et al. [155].
As in previous studies, the long-wavelength approximation is assumed to be valid and the electromagnetic field is uniform in space. The reason for the failure of the TLA in the Coulomb gauge presented above was identified as related to the non-local character of the potential after truncation of the Hilbert space. Hence, starting from the Rabi Hamiltonian in the dipole gauge

$$H_D = \omega \hat{a} \hat{\sigma} + \frac{\Omega}{2} \hat{\sigma}_z + i g \hat{\sigma}_x (\hat{a} \hat{\sigma} - \hat{\sigma} \hat{a})$$

which has proved to be in good agreement with the exact one, the change of gauge and subsequent truncation of the Hilbert space can be written as a true unitary transformation. The correct Rabi Hamiltonian in the Coulomb gauge preserving gauge invariance is

$$H_C = \omega \hat{a} \hat{\sigma} + \frac{\Omega}{2} (\hat{\sigma}_z \cos[\frac{\eta}{\omega_c}(\hat{a} \hat{\sigma} + \hat{\sigma} \hat{a})] + \hat{\sigma}_y \sin[\frac{\eta}{\omega_c}(\hat{a} \hat{\sigma} + \hat{\sigma} \hat{a})]).$$

Interestingly, by expanding the cosine and sine functions in the above expression, one can monitor the “break-down” of gauge invariance with increasing coupling strengths (see Fig. 5). Note that in a general setting the approach outlined above involve computing the image of some arbitrary operators (functions of $\hat{x}$ and $\hat{p}$) under a given gauge transformation. It can be performed through the Baker-Campbell-Hausdorff formula.

### B. Multi-particle configurations and diamagnetic $A^2$ term

The debate over the validity of effective models was particularly intense in the context of multi-dipole models of cavity QED. As mentioned above, one of main questions is the role played by the $A^2$ term in the Dicke model and its consequence on the existence of the superradiant phase transition.

More generally, a crucial question in evaluating the validity of effective models is to provide realistic bounds on the possible coupling strength appearing in the model. In order to answer to such fundamental questions from first principles, several minimal models for cavity and circuit QED have been recently proposed [172–176]. A microscopic theoretical description based on the Power-Zineau-Woolley transformation was first developed for cavity QED systems involving 2D [172] and 3D [173] electron gases in solid-state structures. While first designed to describe the regime of high electronic density, this framework was extended to the few-electron regime by considering the interaction of the electron gas with a quantum $LC$ resonator [174]. Interestingly, changing the number of electrons in such a model allows to continuously interpolate between effective Rabi and Hopfield Hamiltonians.

In the context of atomic QED, starting from the classical Hamiltonian Eqs. (71), (72), it was shown that through a proper generalization of the Power-Zineau-Woolley transformation, the Hamiltonian in the multipolar gauge could in be mapped to the Dicke Hamiltonian [167]. The strategy was to eliminate the $A^2$ term and the inter-atomic dipole interaction exactly, by a proper gauge choice at the classical level, taking into account the specific geometry of cavity QED setups with respect to free space. The obtained general expression for the Hamiltonian in the multipolar gauge reads

$$H' = \sum_\alpha \frac{P_\alpha^2}{2m_c} + H_{\text{field}} + \frac{1}{2\epsilon_0} \int_D d^3r P^2 - \frac{1}{\epsilon_0} d^3D \cdot P,$$

where $P$ is the polarization density and $D = \epsilon_0 E + P$. The elimination of dipole-dipole interaction is meaningful only within the long wavelength approximation and the assumptions of well separated atoms. In this case, the kinetic and $P^2$ terms in Eq. (77) define the internal structure of the atoms. Within this framework a correspondence with the Dicke model is established through canonical quantization of the resulting Hamiltonian. However finding realistic bounds on the interaction strength requires to find an explicit formula for the atomic polarization field. General estimates for atomic cavity QED showed that the values of the interaction needed to observe critical phenomena in the USC regime come too close to the limit of validity of the independent dipole approximation to provide a definitive answer [175].

Another model for which precise statements could be made was put forward in the context of quantum circuits [176]. The setup considered is composed of $N$ electric dipoles interacting with the electromagnetic modes of a lumped-element $LC$ resonator. The dipoles are described as effective particles of mass $m$ in a confining potential $V$. For this model the quantization procedure is carried out from the Lagrangian of the circuit [168]

$$\mathcal{L} = C \frac{\dot{\phi}^2}{2} - \frac{\Phi Q_{\text{in}}}{2L} + \Phi Q_{\text{in}} + \sum_i \left[ \frac{m}{2} \dot{\xi}_i^2 - V(\xi_i) \right] - \frac{m \omega_p^2}{2} \sum_{i\neq j} D_{ij} \xi_i \xi_j,$$

where $\Phi$ is the is the magnetic flux through the inductor of the $LC$ circuit, $\xi_i$ the displacements between the dipole charges and $Q_{\text{in}}$ the charge induced by the dipole distribution for zero voltage drop across the capacitor. The dipole-dipole interaction, in particular its geometric aspects are parametrized by the quantity $D_{ij}$. The analysis of coupling strength at play in this model reveals that the dipole-dipole direct interaction and the dipole-field coupling cannot be treated independently. Hence the effective model obtained after performing the two-level approximation is an extended-Dicke model, which includes spin-spin interactions. Within this theoretical framework a rich phase diagram is predicted including superradiant and subradiant phases with antiferromagnetic order of the dipoles.

### VII. CONCLUSION

We have reviewed in this Progress Report the recent theoretical advances in our understanding of ultrastrong light-matter interactions. The counterintuitive phenomenology offered by this new regime of cavity QED, has led to fruitful
developments in many aspects of the theory. Approximation strategies and variational schemes have been developed to compute the effect of counter-rotating terms on spectral properties. In this context, polaron transformations proved to be valuable tools to get physical insight into the eigenstates of systems described by Rabi and spin-boson models. Elegant exact mathematical results on the energy spectrum have also been obtained. In driven-dissipative settings, a consequence of the USC is that the frequency dependence of the light-matter system. The counter-rotating terms impact the treatment of external driving fields, as it is no longer possible to eliminate the time-dependency of the Hamiltonian through a simple change of reference frame. In this context, the Floquet theorem applied to the master equation in the form of the Floquet-Liouville or Floquet-Markov approaches gives tools to treat the time-dependency exactly. In the field of waveguide QED, the possibility of reaching the USC regime has led to an extension of scattering theory and to the developments of new numerical tools such as dynamical polaron and multimode coherent states ansätze or specifically tailored MPS-based simulations. At a more fundamental level, the prospect of reaching extreme values of the interaction between light and matter has deepened our understanding of the validity effective models for cavity QED. Inspired by the paradigmatic setting of cavity QED including only a single atom and a single cavity mode, many of the methods presented in this article were primarily designed for systems with only a small number of particles. Although collective effects such as superradiant phase transitions have attracted a great deal of interest in the last decades, the interplay between many-body effects and ultrastrong-coupling phenomenology still offers numerous perspectives [177–179]. In this respect, the recent progress in the field of strongly-correlated photonic phases [180–182], will play a significant role.
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