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Abstract

Automatic Crowd behavior analysis can be applied to effectively help the daily transportation statistics and planning, which helps the smart city construction. As one of the most important keys, crowd counting has drawn increasing attention. Recent works achieved promising performance but relied on the supervised paradigm with expensive crowd annotations. To alleviate the annotation cost in real-world transportation scenarios, in this work we proposed a semi-supervised learning framework $S^4$Crowd, which can leverage both unlabeled/labeled data for robust crowd counting. In the unsupervised pathway, two self-supervised losses were proposed to simulate the crowd variations such as scale, illumination, based on which supervised information pseudo labels were generated and gradually refined. We also proposed a crowd-driven recurrent unit Gated-Crowd-Recurrent-Unit (GCRU), which can preserve discriminant crowd information by extracting second-order statistics, yielding pseudo labels with improved quality. A joint loss including both unsupervised/supervised information was proposed, and a dynamic weighting strategy was employed to balance the importance of the unsupervised loss and supervised loss at different training stages. We conducted extensive experiments on four popular crowd counting datasets in
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semi-supervised settings. Experimental results supported the effectiveness of each proposed component in our $S^4$Crowd framework. Our method achieved competitive performance in semi-supervised learning approaches on these crowd counting datasets.
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1. Introduction

Crowd counting plays a vital role in real-world applications, specifically it has had obviously increasing impact for intelligent transportation in smart cities [1, 2, 3, 4]. Automatic crowd counting can directly help the human operators to dynamically and accurately obtain the real-time statistics of objects (i.e., humans traffic) traffic or the level of congestion in the various conditions of transportation. With the help of the crowd counting, transportation planning can be effectively adjusted and some traffic problems can be quickly solved or avoided.

In this work, we focus on image-based crowd scenes (captured from public surveillance) estimation with explicit pedestrians counting. The ways of obtaining the crowd statistics have been progressively explored from detection-based [5], segmentation-based approaches [6] to head density estimation based methods [7]. Compared with detection/segmentation-based approaches, density-based methods tended to be less sensitive to occlusions in dense crowd, and they became the mainstream approaches nowadays.

For density-based methods, Convolution Neural Network (CNN) was the major technique [8, 9] for crowd representation learning and density estimation. While existing CNN-density-based crowd counting methods achieved promising performance, they relied heavily on labeled data, and the acquisition of labels can be labour-intensive and time-consuming. For example, it took 2000 human-hours to annotate 1535 images (with 1251642 locations of crowd heads) in the UCF QNRF dataset [10]. When with inadequate annotated labels, overfitting may occur.

To reduce the overfitting effect and the annotation costs [1, 2, 3, 4], semi-supervised learning, which can take advantage of both labelled/unlabelled data, has been widely used in many computer vision tasks such as semantic segmentation [11], object detection [12], action recognition [13]. Most recently, semi-supervised learning was also employed in the crowd counting
community. Sindagi et al. proposed a Gaussian-Process iterative learning to estimate the pseudo labels for unlabeled crowd data [14], and Liu et al. proposed to learn the crowd representation from unlabeled data with some surrogate segmentation tasks [15]. Both works [14, 15] demonstrated the effectiveness of leveraging the unlabelled crowd data, yet their semi-supervised schemes failed in modelling the variations of crowds (e.g., head scale, illumination, perspective distortion, etc.), which are considered as indispensable factors for reliable crowd modelling.

To address this issue, we proposed to model different crowd variations in a self-supervised manner, specifically with two regularization terms. In the meantime, the pseudo labels of the un-annotated data were generated and gradually refined for better model generalization. In our semi-supervised scheme, a joint cost function including both supervised/unsupervised loss was proposed, and a dynamic weighting strategy was employed to balance both losses at different training stages.

Figure 1: The Proposed $S^4$Crowd Framework. It aims to provide reliable pseudo labels for unlabeled data utilizing series output, which is used to train the model along with the labeled data.

Specifically in the unsupervised pathway, a sequence of augmentation functions (i.e., image transformations) were applied to each unlabeled im-
age for simulating different variations. To better encode the high-order-tensor augmented image sequences for high-quality pseudo labels generation, we proposed a novel recurrent unit, namely Gated-Crowd-Recurrent-Unit (GCRU). Compared with the conventional GRU[16], GCRU further considered the second-order statistics of crowd, which was demonstrated as informative features in crowd modelling [17]. The general structure of our proposed \( S^4 \)Crowd is shown in Fig.1. In this work, our main contribution can be summarised as:

- We proposed a novel semi-supervised crowd counting framework \( S^4 \)Crowd, which included several key components (variations modelling, pseudo labeling, dynamic weight training scheme.) for robust crowd modelling when with limited labeled data.

- We proposed two self-supervised losses/regularisation terms, i.e., Crowd Scale Equivariance (CSE), Crowd Entropy Consistency (CEC), based on which we modelled the crowd variations in an unsupervised manner.

- A crowd-driven recurrent unit, i.e., Gated-Crowd-Recurrent-Unit (GCRU) was proposed to encode high-order-tensor crowd sequences, which can also learn the informative second-order crowd statistics for better crowd modelling.

- Extensive experiments were conducted, and the proposed components in our semi-supervised \( S^4 \)Crowd framework were well studied. Our method outperformed other semi-supervised crowd counting algorithms in various settings.

2. Related Work

Lempitsky and Zisserman casted the crowd counting problem as the efficient density estimation of only head area [7], and the integrating over density map gives the counting of crowd. Furthermore, CNN-based methods have been one of the main techniques for density-based crowd counting [18, 19] to learn the crowd representation and estimate the density maps. Those methods normally adopt the following strategies, such as multi-scale information fusion [20, 21] that incorporates contextual semantic information and attention-guided approaches [22, 23, 24] that use attention mechanisms to focus on relevant information. Additionally, multi-task
learning-based approaches that leverage auxiliary tasks like foreground and background segmentation, depth predictions, and uncertainty estimation have been developed to further enhance model performance. However, the above supervised methods require a substantial quantity of annotated data, which is a time-consuming and labor-intensive process. To alleviate additional annotation cost for crowd model training, semi-supervised crowd counting has drawn some attentions. Specifically, a Gaussian-Process (GP) was used to model the relationship between the feature latent space and ground truth in labeled data, and generated pseudo labels for unlabeled data. In Liu et al. proposed a self-training framework with surrogate segmentation tasks, and the binary inter-relationship of crowd and non-crowd leads to the accurate density prediction. Also, Zhao et al. proposed a active learning framework to select a small fraction of most informative data to be annotated to train the model.

Semi-supervised learning has been an active area of research in recent years, with several new methods being proposed for effective utilization of unlabeled data. One such method is Triple Generative Adversarial Networks (Triple-GAN), which leverages the power of adversarial training to improve the quality of generated samples and achieve state-of-the-art results on several benchmark datasets. Another popular approach is MixMatch, which uses a combination of supervised and unsupervised losses to achieve improved performance on low-data regimes. In the medical domain, several semi-supervised learning methods have been proposed, such as Multi-Task Self-Supervised Learning (MTSSL) and DivideMix, which achieve state-of-the-art results on medical imaging datasets. Robust semi-supervised learning methods have also been proposed to handle outliers and noisy data, such as Robust PCA and Zero-Shot Learning. In addition to data augmentation, another popular technique for semi-supervised learning is Pseudo-Labeling, which involves assigning labels to unlabeled data points based on the predictions of a trained model. This approach has been shown to be effective in several settings and has been extended to handle noisy labels and other challenges. Overall, recent work in semi-supervised learning has focused on improving the quality of generated samples, handling noisy and outlier data, and developing new regularization techniques to improve consistency and generalization. These advances have the potential to significantly improve the performance of intelligent transportation systems, as well as other applications where large amounts of unlabeled data are available.
3. Methodology

3.1. Problem Statement

Density-based crowd counting has been regarded as a regression problem [8, 7], and pixel-wise density should be estimated before counting. Given a crowd image sample $x$ with $e$ pedestrians’ heads $V = \{v_q \in \mathbb{N}^2\}_{q=1}^e$, where $v_q$ is the x-y coordinate of the $q_{th}$ head’s center point, and the ground truth density map of $x$ can be constructed by $e$ Gaussian distributions ($\mathcal{N}$) with $V$ as the mean values. Then the crowd can be counted by calculating the integral of the density map. The ground truth density map $y^{gt}$ can be formed as:

$$y^{gt} = \sum_{v \in V} \mathcal{N}(p; \mu = v, \sigma^2)$$  \hspace{1cm} (1)

where $p \in x$ denotes the image pixels, $\sigma$ is a fixed [9] value with a very small number spanning a few pixels [7], and the head counting can be calculated via $e = \sum_{p \in x} y_p^{gt}$.

A typical crowd density estimation model normally included a crowd...
representation learning module $\mathcal{F}$ and a density regression module $\mathcal{D}$ [40, 9]. Given the predicted density map $y_{pr} = \mathcal{D}(\mathcal{F}(x))$, the supervised training process is to minimise the following MSE loss

$$\mathcal{L}_S = \frac{1}{WH} \sum_{w=1}^{W} \sum_{h=1}^{H} (y_{w,h}^{pr} - y_{w,h}^{gt})^2$$

where $H$ and $W$ are image height and width respectively. In the inference stage, given the trained model and a query crowd image $x'$, the predicted density map $y_{pr}$ and the corresponding counts $e_{pr}$ can be calculated as follows:

$$e_{pr} = \sum_{p \in x'} y_{p}^{pr}, \text{ where } y_{pr} = \mathcal{D}(\mathcal{F}(x')).$$

However, the aforementioned supervised pathway may require costly annotations. When with inadequate labelled data, overfitting may occur, yielding unreliable $\mathcal{F}$ and $\mathcal{D}$ for crowd modelling.

There are several ways to alleviate the overfitting effect without additional annotation requirement, such as regularisation, unsupervised learning (e.g., self-supervised learning), semi-supervised learning, etc. For reliable $\mathcal{F}$ and $\mathcal{D}$ estimation, in this work we proposed a semi-supervised framework, where both unsupervised and supervised losses were combined for model training. Specifically, in the unsupervised learning pathway two self-supervised losses were derived to model the crowd variations, based on which a crowd-driven recurrent unit GCRU was proposed to better encode crowd sequential information for pseudo label generation. Based on the pseudo labels, the trained $\mathcal{F}$ and $\mathcal{D}$ can be more robust to crowd variations, yielding more reliable crowd density maps.

In the semi-supervised settings, the training dataset was split into two subsets, namely the labeled set $\mathcal{X}^l = \{x_n^l, y_n^l\}_{n=1}^{N^l}$ and the unlabeled set $\mathcal{X}^u = \{x_m^u\}_{m=1}^{N^u}$, where $N^l$ is sample number of labeled data and $N^u$ is sample number of unlabeled data.

---

1 Note for demonstration, we only used sample-wise loss here
3.2. Unsupervised Pathway

In Fig. 2, we demonstrate the general idea of unsupervised pathway in our semi-supervised framework. Here we aim at generating pseudo labels for the unlabeled set \( X^u \) such that the trained representation can be less sensitive to some variations. Two self-supervised regularization terms (i.e., CSE (Eq.4) and CEC(Eq.7)) were proposed, based on which an augmentation sequence can be generated to simulate the crowd variations, before applying GCRU for pseudo label generation.

Crowd Scale Equivariance (CSE). Modelling variations such as head scale [8, 25] can be an effective way for improved crowd density estimation, yet both works relied heavily on labelled data. Motivated by this, we also modelled the head scale variation, but in an unsupervised manner. The lack of labels makes it a challenging modelling task and here we proposed a loss (or regularisation term), named Crowd Scale Equivariance (CSE), based on self-supervised learning concept. The rationale behind is that the crowd density distribution (and the counting result) should not be affected by different head/image scales. Given unlabeled crowd image sample \( x^u_m \), and a re-scaling transformation function \( R \) (with re-scaling rate \( r \)), the CSE loss can be defined as

\[
L_{CSE} = \| D(F(R(x^u_m))) - R(D(F(x^u_m))) \|_1 \quad (4)
\]

It is worth noting that both \( F(\cdot) \) and \( D(\cdot) \) do not include dense layers and they are flexible for different input image sizes. We used \( L_1 \)-norm because it is less sensitive to outliers [41]. This CSE regularisation is demonstrated in the Main Variation Block (MVB) in Fig. 2, which also outputs a sequence of feature maps \( G^{x^u_m}_{MVB} \) for future processing:

\[
G^{x^u_m}_{MVB} = \{ U(F(R(x^u_m))), F(x^u_m) \}, \quad (5)
\]

where \( U(\cdot) \) is an up-sampling function.

Crowd Entropy Consistency (CEC). Consistency regularisation is a popular notion in semi-supervised learning for robust model training [42, 35], and the rationale behind is that the target image’s semantics should keep unchanged during image transformations. It is worth noting that CSE is a special case when the transformation is image scaling.
For robust crowd modelling, we further extended this semantics-invariant concept to other transformations to reduce the effect of crowd variations such as illumination, image quality. As shown in Fig. 2, the Auxiliary Variation Block (AVB) includes $K$ weakly augmented crowd images via image operations $\{A_k(\cdot)\}_{k=1}^K$ such as illumination adjustment, grayscale conversion, gamma adjustment, etc. For crowd image $x_m^u$, based on $\{A_k(\cdot)\}_{k=1}^K$ and $F(\cdot)$, AVB outputs a sequence of feature maps $G_{AVB}$:

$$G_{AVB}^{x_m^u} = \{F(A_1(x_m^u)), F(A_2(x_m^u)), ..., F(A_K(x_m^u))\}. \tag{6}$$

Given the output sequences $G_{MV B}^{x_m^u}$ and $G_{AV B}^{x_m^u}$, we further calculated the sequence expectations $\bar{G}_{MV B}$ and $\bar{G}_{AV B}$. Motivated by [43], which used entropy maps to address domain gap in unsupervised semantic segmentation tasks, we proposed the Crowd Entropy Consistency (CEC) regularisation/loss:

$$L_{CEC} = \|E_{MV B} - E_{AV B}\|_1, \tag{7}$$

where $E_{MV B}$ and $E_{AV B}$ are the pseudo entropy maps defined as follows:

$$E_{MV B} = \frac{-1}{\log C} \sum_{c \in C} P_{MV B}^c \log P_{MV B}^c,$$

$$E_{AV B} = \frac{-1}{\log C} \sum_{c \in C} P_{AV B}^c \log P_{AV B}^c. \tag{8}$$

In Eq. (8), $P_{MV B}^c = \sigma(\bar{G}_{MV B}^c)$ and $P_{AV B}^c = \sigma(\bar{G}_{AV B}^c)$ where $\sigma(\cdot)$ is the sigmoid function; $C$ is the feature map number, and $\log C$ is a normalisation term.

The motivation of $L_{CEC}$ is from the information gain concept in information theory. For decision tree, one of the tree-splitting principle is to select the most discriminant feature with the maximal information gain (measured in terms of entropy differences) [44]. However, in our case, there should not be any significant entropy differences (i.e., information gain) between two different types of transformed images (via $R(\cdot)$ and $\{A_k(\cdot)\}_{k=1}^K$) in the "variation-insensitive" feature space. In this case, $L_{CEC}$ can be used as a regularisation term to minimise the impact of crowd variations.

Gated-Crowd-Recurrent-Unit. For an unlabeled image $x_m^u$, we generated the pseudo label for better training effect. Given sequence $G(x_m^u) = \{G_{MV B}^{x_m^u}, G_{AV B}^{x_m^u}\}$,
consisting of the outputs from MVB and AVB in Fig. 2, we propose Gated-
Crowd-ReccurrentState encoding. The internal structure of GCRU can be found at Fig. 3. Compared with standard deep model
for sequential data (e.g., GRU [16]), our GCRU not only can preserve the
high-order tensor structure, but also can extract the crowd-driven features
for modelling. For simplicity, for the rest of this subsection we used $G$ instead
of $G(x_m)$.

GRU [16] is a popular sequential modelling method, yet it takes vector
sequence as input while in our case, the input is high-order tensor sequence
$G = \{G_t \in \mathbb{R}^{C \times H \times W}\}_{t=1}^{K+2}$. Our GCRU can preserve the tensor structure of
the crowd data, and given current input $G_t$ and previous state $H_{t-1}$ it can
calculate the current high-order hidden state $H_t \in \mathbb{R}^{C \times H \times W}$

$$H_t := \text{GCRU}(G_t, H_{t-1}), \ t \in \{1, 2, \ldots, K+2\}. \quad (9)$$

Similar to GRU, our GCRU also has two gates, namely the reset gate
($Q^{rs} \in \mathbb{R}^{C \times H \times W}$) and the update gate ($Q^{ud} \in \mathbb{R}^{C \times H \times W}$). The reset gate
is used to reduce noises in $G_t$, and refined signal $\hat{G}_t \in \mathbb{R}^{C \times H \times W}$ can be
calculated via:

$$\hat{G}_t := Q^{rs} \odot G_t, \text{where } Q^{rs} := \sigma(\text{Conv}([G_t \oplus H_{t-1}])), \quad (10)$$

where $\odot$ is the entry-wise multiplication; $\oplus$ is concatenation; $\text{Conv}(\cdot)$ is a
convolutional operation for dimensionality reduction and $\sigma(\cdot)$ denotes the
sigmoid function. Then the update gate can be applied between $\hat{G}_t$ and $H_{t-1}$.

In the most recent work [17], the authors demonstrated the effectiveness of
second-order statistics in crowd modelling. They calculated the channel-wise
covariance matrix, which was converted into correlation maps on learning
the crowd representation. Motivated by this, we proposed the crowd-driven
update gate by employing the crowd second-order statistics. In our case,
based on a two-stream structure, given $U = \hat{G}_t \oplus H_{t-1}$ we extracted both the
channel-wise correlation maps $U_c \in \mathbb{R}^{C \times 1 \times 1}$ [17] and spatial-wise correlation
maps $U_s \in \mathbb{R}^{1 \times Z \times Z}$ respectively, where $Z = WH$. Given that, the current
hidden state $H_t$ can be calculated as follows:

$$H_t := Q^{ud} \odot H_{t-1} + (1 - Q^{ud}) \odot \hat{G}_t, \quad (11)$$

where $Q^{ud} := \sigma(\text{Conv}(U_c \ast U_s)),$
where $\ast$ is the tensor-multiplication.

**Pseudo Label Generation:** GCRU’s output at final step can be used for pseudo label generation. For unlabelled image $x^u_m$, the pseudo label $y^u_m$ can be written as:

$$y^u_m = \mathcal{D}(\text{GCRU}(G(x^u_m)_{K+2})), \quad (12)$$

based on which the pseudo supervised (PS) loss $L_{PS}$ can be calculated via:

$$L_{PS} = \frac{1}{WH} \sum_{w=1}^{W} \sum_{h=1}^{H} (\mathcal{D}(\mathcal{F}(x^u_m)_{w,h} - y^u_{m,w,h})^2. \quad (13)$$

3.3. Training Strategy

With supervised loss $L_S$ (as defined in Eq. (2)) and unsupervised losses $L_{CSE}, L_{CEC}, L_{PS}$ (as defined in Eq. (4), Eq. (7), Eq. (13) respectively), we can perform semi-supervised learning. Given labeled set $\mathcal{X}^l = \{x^l_n, y^l_n\}_{n=1}^{N^l}$ and unlabeled set $\mathcal{X}^u = \{x^u_m\}_{m=1}^{N^u}$, we constructed the following joint loss
function to be minimised:

\[
L = E_{x_l, y_l \sim X^l} L_S(x_l^n, y_l^n) + \\
\lambda E_{x_u, y_u \sim X^u} \{ L_{CSE}(x_u^n) + L_{CEC}(x_u^n) + L_{PS}(x_u^n, y_u^n) \},
\]

(14)

where \( \lambda \) plays the role in balancing the supervised loss and unsupervised losses. In Eq. (14), it is obvious that supervised training becomes dominant with smaller values of \( \lambda \), and vice versa. Model performance with respect to \( \lambda \) were studied in the experiments section.

In our semi-supervised learning framework, the unsupervised losses were constructed based on self-supervised schemes to minimise the impact of crowd variations, while a supervised loss was designed to learn better crowd information. These proportion of different types of losses should be dynamic at different training stages. Given that, we employed the dynamic \( \lambda \) training strategy, as shown in Algorithm 1.

**Algorithm 1:** Training Strategy (Dynamic \( \lambda \))

**Input:**
- Labeled set \( X^l = \{ x_l^n, y_l^n \}_{n=1}^{N_l} \);
- Unlabeled set \( X^u = \{ x_u^m \}_{m=1}^{N_u} \);

**Output:** Model parameters \( \Theta \) (corresponding to \( \mathcal{F}(\cdot) \), \( \mathcal{D}(\cdot) \), and \( \text{GCRU}(\cdot) \))

1. Initialisation;
2. for \( b = 1 \) to \( B \) do
   3. Generating pseudo labels: \( \{ y_u^m \}_{m=1}^{N_u} \);
   4. \( \lambda = \frac{b-1}{B} \);
   5. \( L^b = E_{x_l, y_l \sim X^l} L_S(x_l^n, y_l^n) + \\
       \lambda E_{x_u, y_u \sim X^u} \{ L_{CSE}(x_u^n) + L_{CEC}(x_u^n) + L_{PS}(x_u^n, y_u^n) \} \);
   6. Calculating gradients: \( \nabla_{\Theta}^b \leftarrow \frac{\partial L^b}{\partial \Theta} \);
   7. Updating model: \( \Theta \leftarrow (\Theta, \nabla_{\Theta}^b) \)
3. end

In Algorithm 1, the joint loss \( L^b \) changes w.r.t training epoch. Specifically, in the first epoch (i.e., \( b = 1 \)), due to the randomly generated pseudo labels, the coefficient of the unsupervised loss is set to zero (with \( \lambda = 0 \)). With the increasing training epochs, the unsupervised loss would become more
important (which can reduce the effect of crowd variants), yielding more reliable pseudo labels (for unsupervised learning in further epoches). With a large total epoch, unsupervised loss would nearly have the same weight as the supervised loss, serving as a domain-knowledge driven regularisation term for robust crowd density estimation.

4. Experiments

Table 1: Semi-supervised algorithm comparison under the settings of [14]

| Method          | Split(%) | UCF_QNRF | ShanghaiTech A | ShanghaiTech B |
|-----------------|----------|----------|----------------|----------------|
|                 |          | MAE↓ | MSE↓ | MAE↓ | MSE↓ | MAE↓ | MSE↓ |
| GP [14]         | 5%, 95%  | 160.0 | 275.0 | 102.0 | 172.0 | 15.7 | 27.9 |
| Ours (S4-Crowd) | 5%, 95%  | 158.6 | 269.6 | 100.8 | 170.3 | 15.3 | 24.4 |
| GP [14]         | 25%, 75% | 147.0 | 226.0 | 91.0  | 149.0 |       |       |
| Ours (S4-Crowd) | 25%, 75% | 140.5 | 224.8 | 81.4  | 137.9 | 12.9 | 21.6 |
| GP [14]         | 50%, 50% | 136.0 | 215.9 | 80.0  | 146.0 |       |       |
| Ours (S4-Crowd) | 50%, 50% | 119.9 | 214.3 | 74.1  | 125.3 | 9.8  | 19.2 |
| GP [14]         | 75%, 25% | 129.0 | 210.0 | 88.0  | 134.0 |       |       |
| Ours (S4-Crowd) | 75%, 25% | 114.6 | 198.7 | 77.8  | 128.8 | 10.9 | 17.3 |

Table 2: Semi-supervised algorithm comparison under the settings of [15]

| Method          | Split | UCF_QNRF | ShanghaiTech A | ShanghaiTech B | WE |
|-----------------|-------|----------|----------------|----------------|----|
|                 |       | N'(721), N'(480) | N'(90), N'(210) | N'(120), N'(250) | N'(947), N'(2433) |
|                 |       | MAE↓ | MSE↓ | MAE↓ | MSE↓ | MAE↓ | MSE↓ |
| L2R [15]        |       | 148.9 | 249.8 | 90.3  | 153.5 | 15.6 | 24.4 |
| UDA [10]        |       | 144.7 | 255.9 | 93.8  | 157.2 | 15.7 | 24.1 |
| MT [17]         |       | 145.5 | 250.3 | 94.5  | 156.1 | 15.6 | 24.5 |
| ICT [12]        |       | 144.9 | 250.0 | 92.5  | 156.8 | 15.4 | 23.8 |
| IREAST [13]     |       | 135.6 | 233.7 | 86.9  | 148.9 | 13.7 | 22.9 |
| IREAST(SPN) [13]|       | 128.4 | 225.3 | 83.9  | 140.1 | -   | -   |
| Ours (S4-Crowd) |       | 127.0 | 211.3 | 77.8  | 128.8 | 10.9 | 17.3 |

4.1. Datasets

We evaluated our approach on four popular crowd counting datasets, namely, ShanghaiTech A/B [18], UCF_QNRF [10], and World Expo’10 (WE) [19]. Specifically, ShanghaiTech [18] contains two parts, part A and part B. Part A was randomly collected from internet of congested street view with 300 images in the training set and 182 images in the test set. Part B was collected from similar street views with relatively sparse crowd, and it has 400 images in the training set and 316 images in the test set. UCF_QNRF [10] is a large-scale dataset with 1535 high-resolution images, with 1201 images
in the training set and 334 images in the test set. Both ShanghaiTech and UCF_QNRF were collected in various crowd scenes. **World Expo’10 (WE)** dataset \[49\] was collected in fixed crowd scenes with 3380 training images and 600 testing images.

For fair algorithm comparison, following other semi-supervised learning approaches in the crowd counting community \[15, 14\], we kept the test set unchanged while splitting the training set into labeled set (with size $N_l$) and unlabeled set (with size $N_u$). More details of the training set splitting can be found in respective experiments below.

### 4.2. Implementation Details

VGG16 with first 13 convolutional layers was a popular backbone for CNN-based crowd counting \[18, 9\], which was also used in this work (i.e., $\mathcal{F}(\cdot)$). For density map generator $\mathcal{D}(\cdot)$, we used 3 convolutional layers and 1 up-sampling layer. The model was optimised by Adam \[50\] with batch size 30, and learning rate $1e^{-5}$.

For image transformations (i.e., $\{\mathcal{A}_k(\cdot)\}_{k=1}^K$), we used $K = 5$ image operations including grayscale conversion, gamma adjustment, illumination adjustment (bright/dark), perspective adjustment.

### 4.3. Evaluation Metrics

Mean Absolute Error (MAE) and Mean Square Error (MSE) are two most popular evaluation metrics for performance evaluation \[18, 9\], which also used in this work. Given the predicted crowd counts of $N$ testing images $\{e_{pr_i}\}_{i=1}^N$ (can be inferred from Eq. (3) with $\mathcal{F}(\cdot)$ and $\mathcal{D}(\cdot)$) and the corresponding ground truth counts $\{e_{gt_i}\}_{i=1}^N$, MAE/MSE can be written as follows:

$$MAE = \frac{1}{N} \sum_{i=1}^{N} |e_{pr_i} - e_{gt_i}|; \quad MSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (e_{pr_i} - e_{gt_i})^2}. \tag{15}$$

### 5. Results and Discussions

In this section, we qualitatively and quantitatively evaluate our proposed methods with in-depth discussions.
5.1. Comparison with existing Methods

5.1.1. Comparison with GP

Sindagi et al. proposed a GP-based semi-supervised method [14] and evaluated it in a few different settings (i.e., in terms of the labeled-set/unlabeled-set split in % of the training set). Following their settings [14], on three datasets UCF_QNRF, ShanghaiTech A, and ShanghaiTech B we compared GP-based approach with our $S^4$Crowd method. As shown in Table 1, our method outperformed GP-based method in different settings on the three datasets, and the performance gain tended to be larger on UCF_QNRF and ShanghaiTech A. For ShanghaiTech B, since it is a simple dataset with relatively sparse crowd, the lower error limit can be easily hit. Nevertheless our method still obtained higher results. It is worth to note that with an extremely limited amount of labeled data (i.e., 5%), it is challenging to train a model as good as in other settings. In order to be fair in real-world scenarios, we randomly select the labeled data in this work and the selection mechanism will be considered in the future, which may be useful for crowd counting in extreme situations.

5.1.2. Comparison with IRAST

Recently, Liu et al. proposed a semi-supervised crowd counting by leveraging surrogate tasks [15], and evaluated it on a number of datasets. In their settings, they randomly chose labeled set with size $N_l = 90$ in ShanghaiTech A; $N_l = 120$ in ShanghaiTech B; $N_l = 721$ in UCF_QNRF; and $N_l = 947$ in WE, and used corresponding dataset’s rest training set as unlabeled set. These settings as well as a number of semi-supervised learning algorithms’ performance can be found in Table 2.

Out of the algorithms, Unsupervised Data Augmentation (UDA) [46], Mean teacher (MT) [47] and Interpolation Consistency Training (ICT) [42] were three highly popular semi-supervised methods. For crowd counting tasks, Liu et al. modified them by using the density map as output [15]. Learning to Rank (L2R) [45] was a self-supervised crowd modelling method that can leverage unlabeled crowd images from Internet, and Liu et al. [15] also changed it to the same semi-supervised setting as shown in Table 2.

We compared these algorithms as well as IRAST, IRAST(SPN) [15] with our $S^4$Crowd method, and ours outperformed all the algorithms. Compared with the most recent IRAST model [15], our method had a 8.6 MAE reduction on UCF_QNRF; 9.1 MAE reduction on ShanghaiTech A; 3.8 MAE
reduction on ShanghaiTech B and 1.8 MAE reduction on WE. It is worth mentioning that Liu et al. also combined their IRAST with state-of-the-art supervised model SPN\cite{51} for further error reduction. In this case, even without external supervised model, our \(S^4\)Crowd approach still performed better.

5.2. Ablation Study

ShanghaiTech A was a popular dataset for ablation studies in the crowd counting research community \cite{52, 9}, and it was also used in our study. We empirically set the size (in %) of labeled data (resp. unlabeled data) to \(N^l = 15\%\) (resp. \(N^u = 85\%\)).

| \(\mathcal{R}(\cdot)\) | \(N^l(\%), N^u(\%)\) | MAE | MSE |
|------------------------|-----------------------|-----|-----|
| \(r = 0.1\)           | 15%, 85%              | 92.3| 159.2|
| \(r = 0.2\)           | 15%, 85%              | 89.6| 159.3|
| \(r = 0.4\)           | 15%, 85%              | 86.5| 155.4|
| \(r = 0.6\)           | 15%, 85%              | \textbf{82.1}| \textbf{143.7}|
| \(r = 0.8\)           | 15%, 85%              | 88.7| 160.2|

5.2.1. Effect of re-scaling rate \(r\)

The scale variation was modelled with a CSE loss/regularisation in the unsupervised pathway, which was controlled by a re-scaling factor \(r\). Here we focused on the challenging down-sampling scenarios (with low resolution crowd heads/images) by setting the re-scaling factor \(r\) at the range of \((0, 1)\). Specifically, we studied \(r = \{0.1, 0.2, 0.4, 0.6, 0.8\}\), and the results in Table 3 suggested that with moderate value \((r = 0.6)\), our \(S^4\)Crowd method reached the best results.

5.2.2. Effect of \(K\) augmentations

Our \(S^4\)Crowd method also modelled different crowd variations by employing \(K\) image operations (aka augmentations). Table 4 showed the performance with different \(K\) image operations. We empirically found that \(K = 3\) (by setting to ”grayscale, bright, dark”) yielded the lowest MAE.
5.2.3. Effect of each component

Our $S^4\text{Crowd}$ framework includes many components (such as CSE loss, CEC loss, PS loss, GCRU), and it is important to study the effectiveness of them. In Table 5, we can observe supervised approach alone (VGG16) with only limited labels yielded the worst results. On the other hand, VGG16’s performance can be substantially improved even with the simplest self-supervised regularisation terms (V+CSE, or V+CEC), which suggested the necessity of leveraging unlabeled data (on modelling crowd variations). Our framework’s error can be further reduced with more proposed components (e.g., with PS loss, GCRU).

To study the effect of GCRU, we replaced GCRU by GRU, and reshaped the corresponding high-order-tensor sequences into vector sequences as input. The increased errors suggested the effectiveness of the crowd-driven GCRU in crowd counting tasks. We also changed our backbone from VGG16 to advanced CSRNet [40] and CAN [53], and the lower errors suggested the flexibility of our $S^4\text{Crowd}$ framework.

5.2.4. Effect of training strategy

We also studied the the effect of different training strategies for our semi-supervised framework $S^4\text{Crowd}$, and the results were reported in Table 6. We can see our dynamic $\lambda$ scheme yielded much lower errors than other strategies which used fixed values of $\lambda$.

One explanation is that the importance of unsupervised loss and supervised loss may change during different training stages. At the early training
Table 5: Effect of each component in our \(S^4\text{Crowd}\)

| Method                     | \(N^v\), \(N^u\) (\%) | MAE   | MSE   |
|----------------------------|------------------------|-------|-------|
| VGG16(V)                   | 15\%, 0\%              | 107.5 | 211.3 |
| V + CSE                    | 15\%, 85\%             | 87.9  | 155.8 |
| V + CEC                    | 15\%, 85\%             | 86.4  | 158.1 |
| V + GCRU + PS              | 15\%, 85\%             | 88.9  | 164.9 |
| V + GCRU + PS + CEC        | 15\%, 85\%             | 83.9  | 150.3 |
| V + GCRU + PS + CSE        | 15\%, 85\%             | 86.4  | 149.2 |
| V + GRU + PS + CSE + CEC   | 15\%, 85\%             | 84.7  | 147.0 |
| CSRNet + GCRU + PS + CSE + CEC | 15\%, 85\%   | 82.1  | 143.7 |
| CAN + GCRU + PS + CSE + CEC | 15\%, 85\%           | 80.3  | 137.4 |

5.2.5. Effect of leveraging external unlabeled data

In previous experiments, both \(\mathcal{X}^u\) and \(\mathcal{X}^l\) were from the same dataset. To simulate the real-world scenarios, we also ran experiments using external unlabeled data. In [45], the authors collected \(N^u_{L2R} = 3409\) unlabeled crowd images from Google, and used them as additional information for modelling.
For fair comparison, we employed the same network structure as their L2R method [45] (i.e., same $F(\cdot)$, and a different $D(\cdot)$ with only 1 convolutional layer). Since the Google crowd images used in [45] were not publicly available, we employed UCF.QNRF as external unlabeled data $X^u$. We used ShanghaiTech A training set as $X^l$, and used test set (i.e., with 182 images) for evaluation. The detailed settings and the results were reported in Table 7 from which we can see our method yielded lower MAE than L2R, even with a much smaller external $X^u$. We also noticed both methods did not outperform the supervised baseline substantially. One possible reason can be the differences from two different data sources, and domain adaptation will be explored to boost the performance in the future.

| Method     | $X^l$ | $X^u$       | MAE   |
|------------|-------|-------------|-------|
| VGG16      | ShanghaiTech A(300) | None(0)  | 72.5  |
| L2R        | ShanghaiTech A(300) | Google(3409) | 72.9  |
| **Ours (S$^4$Crowd)** | ShanghaiTech A(300) | UCF.QNRF(1201) | **70.3** |

### 6. Conclusions

In this paper, we proposed a semi-supervised framework $S^4$Crowd for crowd counting tasks. Two self-supervised regularisation terms Crowd Scale Equivariance/Crowd Entropy Consistency, pseudo labeling, Gated-Crowd-Recurrent-Unit, were proposed as key components in this framework together with a dynamic training scheme for better crowd modelling. We comprehensively studied the effectiveness of each component, and our method outperformed other representative methods in various semi-supervised settings on public datasets. In the future, we will explore domain adaptation methods on leveraging the unlabeled crowd data in the wild.
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