STUMPONS ARE NON-CONSERVATIVE TRAVELING WAVES OF THE CAMASSA–HOLM EQUATION

SONDRE TESDAL GALTUNG AND KATRIN GRUNERT

Abstract. It is well-known that by requiring solutions of the Camassa–Holm equation to satisfy a particular local conservation law for the energy in the weak sense, one obtains what is known as conservative solutions. As conservative solutions preserve energy, one might be inclined to think that any solitary traveling wave is conservative. However, in this paper we prove that this is not true for the traveling waves known as stumpons. We illustrate this result by comparing the stumpon to simulations produced by a recently developed numerical scheme for conservative solutions.

1. Introduction

The Camassa–Holm equation
\begin{equation}
   u_t - u_{txx} + 2\kappa u_x + 3uu_x - 2u_xu_{xx} - uu_{xxx} = 0,
\end{equation}
where \( \kappa \in \mathbb{R} \), has been thoroughly studied since it was brought to attention as a model for shallow-water waves in [5]. It is first known to have appeared as a rather anonymous special case in a family of completely integrable evolution equations in [13]. See also [25] and [9] for a thorough discussion of how the Camassa–Holm equation can be derived from the equations of hydrodynamics.

If \( u = u(t, x) \) is a solution of (1), then
\begin{equation}
   v(t, x) = u(t, x - \alpha t) + \alpha
\end{equation}
is a solution of (1) with \( \kappa \) replaced by \( \kappa - \alpha \). In particular, choosing \( \alpha = \kappa \) yields that \( v(t, x) \) is a solution of the limiting case \( \kappa = 0 \), i.e.,
\begin{equation}
   u_t - u_{txx} + 3uu_x - 2u_xu_{xx} - uu_{xxx} = 0.
\end{equation}
Thus we are only going to study weak solutions for (3), which have bounded traveling wave profiles as initial data. A presentation of all possible weak traveling wave solutions can be found in [30].

The extensive study of the Camassa–Holm equation can be explained by its many interesting mathematical properties. As mentioned earlier, it is completely integrable, and so it has infinitely many conserved quantities, see, e.g., [29]. These invariants take the form of functionals of the type
\begin{equation}
   \int_{\mathbb{R}} F(u(t, x), \partial_x u(t, x), \ldots, \partial_x^k u(t, x)) \, dx,
\end{equation}
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where $F$ is a polynomial in its arguments, and $\partial^k_x$ denotes partial derivatives with respect to $x$ of order $k \in \mathbb{N}$. Given $m \in \mathbb{R}$, the perhaps most interesting of these conserved quantities is

$$\int_{\mathbb{R}} \left( (u - m)^2 + u^2_x \right) (t, x) \, dx,$$

which is well defined for $(u - m)(t, \cdot) \in H^1(\mathbb{R})$. It is often called the energy and serves as the foundation for interpreting (1) as a geodesic equation, see [27, 8]. Note that in the literature $m$ is often used to denote the momentum variable, i.e., $u - u_{xx}$, but in this paper we follow [30], where $m$ always denotes a constant appearing in various parameters.

Yet another interesting property, which distinguishes (3) from certain other well-known integrable equations such as the Korteweg–de Vries equation, is that even smooth initial data can lead to singularity formation, also known as wave breaking, in finite time, cf. [7]. Here the singularity formation corresponds to the slope of $u_x$ becoming unbounded, while $u$ remains bounded, and so we say that the wave breaks. This introduces an ambiguity in how to extend the solutions past wave breaking, which led to the concepts of conservative [2, 21, 18] and dissipative [3, 24, 19] solutions. The key element in these works is to rewrite (1) in its nonlocal form, i.e.,

$$(6a) \quad u_t + uu_x + P_x = 0,$$

$$(6b) \quad P - P_{xx} = u^2 + \frac{1}{2} u^2_x,$$

where we find, using the fundamental solution of the Helmholtz operator, that

$$P(t, x) = \int_{\mathbb{R}} \frac{1}{2} e^{-|x - z|} \left( u^2 + \frac{1}{2} u^2_x \right)(t, z) \, dz.$$

Observe that the exponential kernel in (7) is associated with decaying solutions of the Helmholtz equation, but this expression is also well-defined for periodic solutions $u \in H^1_{\text{per}}(\mathbb{R})$ due to the rapid decay of the kernel. Indeed, for periodic $u$ one can rewrite (7) as an integral over one period with a hyperbolic cosine function as integration kernel, see Section 3, and this is exactly the periodic framework used in, e.g., [6, 23].

Using the Lagrangian reformulation, or the method of characteristics, the equation can be further rewritten as a system of ordinary differential equations. Combining this system with yet another equation describing the time evolution of the energy along characteristics yields the different solution concepts. Each of them gives a weak solution to (3), but the energy is manipulated in different ways when wave breaking occurs and may not be conserved. The foundation for the conservative weak solution concept is the following conservation law identity for the energy,

$$\left( u^2 + u^2_x \right)_t + (u(u^2 + u^2_x))_x = (u^3 - 2Pu)_x,$$

which can be verified to hold pointwise when $u$ is smooth. For conservative solutions, $u^2 + u^2_x$ represents the absolutely continuous part of a measure, and we require that this measure satisfies a conservation law which is analogous to (8).

The concept of a conservative solution is essential for our main result, namely that there exist traveling wave solutions of the Camassa–Holm equation, known as stumpons, which are not conservative, i.e., they do not satisfy (9) in the weak sense. This is somewhat surprising, as traveling waves are translations of an initial profile and so they must leave functionals of the form (4) invariant. In particular, the energy (5) is clearly preserved by such solutions. Hence, despite traveling waves being relatively simple to express in an Eulerian framework, the techniques presented in [2, 21, 18] cannot be used to study various weak traveling wave solutions. In turn, this means that numerical methods which rely on the conservative Lagrangian formulation introduced in the above works cannot reproduce a stumpon solution. As a matter of fact, the
inability to reproduce the stumpon with the conservative numerical method from \[14\], based on the discretization in \[15\], is what led to the discovery of these results.

We emphasize the important distinction between the notion of a conservative solution used here and in \[1\], and solutions which preserve the energy \[5\], which are often also called conservative, especially in the setting of numerical schemes. Our main results show that the former is a proper subset of the latter.

The rest of the paper is organized as follows: Section 2 gives an overview of the properties of traveling waves for the Camassa–Holm equation and presents the most prominent examples of such solutions, i.e., peakons, cuspons, and stumpons. Section 3 defines what it means to be a weak conservative solution and presents the main result: The periodic stumpon, in contrast to the periodic cuspon, is not a weak conservative solution. Furthermore, we investigate why the numerical results obtained by applying the method from \[14\] are correct for small times. Section 4 presents how the periodic results can be extended to the non-periodic case with small modifications.

2. Traveling waves of the Camassa–Holm equation

Lenells \[30\] classified all bounded traveling waves of the Camassa–Holm equation, and so we will use several of his results in our analysis. In this section, we will first present some properties which must be satisfied by the traveling waves, and then we give three examples of such solutions: peakons, cuspons, and stumpons. Here, the well-known peakon solution is included because of its simple, explicit form which allows for explicit computations. On the other hand, the cuspon and stumpon solutions play the leading roles in our results. We emphasize that we here only consider bounded traveling waves.

2.1. Properties of traveling waves. A traveling wave solution of \( (3) \) is a solution of the form
\[
(9) \quad u(t, x) = \varphi(x - st),
\]
where the local Sobolev function \( \varphi \in H^1_{\text{loc}}(\mathbb{R}) \) satisfies the equation
\[
(10) \quad (\varphi')^2 + 3\varphi^2 - 2s\varphi = ((\varphi - s)^2)' + a
\]
in the distributional sense for some constant \( a \in \mathbb{R} \), as shown in \[30\]. Lemma 4 therein states that such a \( \varphi \) is a traveling wave of \( (3) \) with velocity \( s \) if and only if the following properties hold:

(TW1) There exist disjoint open intervals \( E_i \) and a closed set \( C \) such that \( \mathbb{R} \setminus C = \bigcup_{i=1}^{\infty} E_i \), \( \varphi \in C^{\infty}(E_i) \), \( \varphi(x) \neq c \) for \( x \in E_i \), while \( \varphi(x) = s \) for \( x \in C \).

(TW2) There is \( a, b_i \in \mathbb{R} \) such that \( (\varphi')^2 = F(\varphi) \) for \( x \in E_i \), \( \varphi \to s \) at any finite endpoint of \( E_i \), where
\[
F(\varphi) = \frac{\varphi^2(s - \varphi) + a\varphi + b_i}{s - \varphi}
\]
Furthermore, if the Lebesgue measure of \( C \) is strictly positive, i.e., \( \text{meas}(C) > 0 \), then
\( a = s^2 \).

(TW3) \( (s - \varphi)^2 \in W^{2,1}_{\text{loc}}(\mathbb{R}) \).

Note that the identity \( (\varphi')^2 = F(\varphi) \) in \( \text{[TW2]} \) can be restated as
\[
(11) \quad (\varphi')^2 = \frac{(M - \varphi)(\varphi - m)(\varphi - z)}{s - \varphi},
\]
where we have factorized
\[
(12) \quad \varphi^2(s - \varphi) + a\varphi + b_i = (M - \varphi)(\varphi - m)(\varphi - z)
\]
and $z = s - M - m$. The three parameters $M$, $s$, and $m$ are exactly those used in [30] Theorem 1] to classify the traveling waves. As a consequence, one must have

$$a = -Mm - (M + m)(s - M - m).$$

For any such traveling wave solution, one readily obtains that the associated $P(t, x)$ in (7) satisfies $P(t, x) = P(0, x - st)$. In fact, from [10] and [TW1]--[TW3] we can say even more — but first, a formal calculation to motivate the result. Combining (6a), (9), and the fact that $a$ (13)
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Combining (6a), (9), and the fact that $P_x(t, x) = P_x(0, x - st)$ we obtain

$$-s\phi'(x - st) + \phi\phi'(x - st) + P_x(0, x - st) = 0$$

or equivalently

$$P_x(0, x) = (s - \phi(x))\phi'(x) = -\frac{1}{2}(s - \phi(x))^2'.$$

Combining this expression with (6b) and (10) (note that this is only a distributional identity!) it then follows

$$P(0, x) = \phi^2(x) + \frac{1}{2}(\phi'(x))^2 - \frac{1}{2}(s - \phi(x))^2''$$

$$= \phi^2(x) + \frac{1}{2}[a - 3\phi^2(x) + 2s\phi(x)]$$

$$= \frac{1}{2}[a + s^2 - (s - \phi(x))^2].$$

This formal calculation motivates the following result.

**Proposition 2.1.** For a traveling wave solution (9) of the Camassa–Holm equation, satisfying [10], the associated $P(t, x)$ defined in (7) is given by

$$P(t, x) = \frac{a + s^2 - (s - \phi(x - st))^2}{2}.$$

**Proof.** From the property (TW1) we deduce that $\phi'(x)$ might not exist on $\partial C$, the boundary of $C$. Therefore, we split $C$ in its interior and boundary, $C = \hat{C} \cup \partial C$, such that if $\hat{C} \neq \emptyset$ we have $\phi'(x) = 0$ for $x \in \hat{C}$. Since we are in one dimension, $\partial C$ can at most be a null set, hence $\text{meas}(\partial C) = 0$. Then, since $\phi \in H^1_{\text{loc}}(\mathbb{R})$, it follows that the contribution from $\partial C$ to the integral (7) which defines $P(0, x)$ is zero. Consequently,

$$P(0, x) = \int_{\mathbb{R}} \frac{1}{2} e^{-|x-z|} \left( \phi^2 + \frac{1}{2}(\phi')^2 \right)(z) \, dz$$

$$= \frac{a + s^2}{2} + \frac{1}{2} \int_{\mathbb{R}} e^{-|x|} \left( 2\phi^2 + (\phi')^2 - a - s^2 \right)(z) \, dz$$

$$= \frac{a + s^2}{2} + \frac{s^2 - a}{2} \int_{\hat{C}} \frac{1}{2} e^{-|x|} \, dz$$

$$- \frac{1}{2} \sum_{i=1}^{\infty} \int_{E_i} \frac{1}{2} e^{-|x|} \left( a + s^2 - 2\phi^2 - (\phi')^2 \right)(z) \, dz,$$

where we have used $\phi(x) = s$ and $\phi'(x) = 0$ for $x \in \hat{C}$. For the final expression above we consider two cases: If $\text{meas}(C) = 0$, then the second term vanishes. Otherwise, if $\text{meas}(C) > 0$ then we have from [TW2] that $a = s^2$, and so in any case the second term vanishes.
Now we treat each term in the sum, where as \( \varphi \in C^\infty(E_i) \) it is perfectly fine to use (10) as a pointwise identity for \( x \in E_i \), yielding

\[
I_i(x) := \int_{E_i} \frac{1}{2} e^{-|x-z|} \left( a + s^2 - 2\varphi'^2(z) - (\varphi')^2(z) \right) \, dz
\]

\[
= \int_{E_i} \frac{1}{2} e^{-|x-z|} \left( (s-\varphi(z))^2 - (s-\varphi(z))^2'' \right) \, dz.
\]

Here we observe that both the Helmholtz operator \( \text{Id} - \partial_x^2 \) and its fundamental solution \( \frac{1}{2} e^{-|x-z|} \) appear in the integral. We shall therefore integrate by parts and we write \( E_i = (e_i^-, e_i^+) \) to simplify the notation below. There are two possible cases:

(i) \( x \notin E_i \): We integrate the second term by parts twice to obtain

\[
I_i(x) = \left[ e^{-|x-z|}(s-\varphi(z))\varphi'(z) \right]_{e_i^+}^{e_i^-} + \left[ \text{sgn}(x-z)\frac{1}{2} e^{-|x-z|}(s-\varphi(z))^2 \right]_{e_i^-}^{e_i^+},
\]

that is, only the boundary terms remain. However, we find that these also vanish: From (TW1) and (TW2) it is clear that \( \varphi(x) \), and thus also \( (s-\varphi(x))F(\varphi(x)) \), is bounded for \( x \in E_i \). Now, if the endpoint \( e_i^\pm \) is finite, then

\[
\left. (s-\varphi(z))\varphi'(z) \right|_{z=\xi^\pm} = \sqrt{(s-\varphi(z))^2F(\varphi(z))} \left|_{z=\xi^\pm} \right. = 0 = (s-\varphi(z))^2 \left|_{z=\xi^\pm} \right.
\]

due to \( \varphi(z) \to s \) as \( z \to e_i^\pm \). Otherwise, if the endpoint \( e_i^\pm \) is not finite, then the term vanishes because \( e^{-|x-z|} \to 0 \) as \( z \to e_i^\pm \). Hence, \( I_i(x) = 0 \).

(ii) \( x \in E_i \): In this case we also integrate by parts, but now there is a discontinuity at \( x \) when integrating for the second time, leading to the expression

\[
I_i(x) = \left[ e^{-|x-z|}(s-\varphi(z))\varphi'(z) \right]_{e_i^+}^{e_i^-} + \left[ \frac{1}{2} e^{-|x-z|}(s-\varphi(z))^2 \right]_{e_i^-}^{e_i^+} - \left[ \frac{1}{2} e^{-|x-z|}(s-\varphi(z))^2 \right]_{e_i^-}^{e_i^+}.
\]

Now, the same argument as in the previous case shows that the contribution from the boundary points \( e_i^\pm \) vanishes, while we retain a contribution from \( x \), namely \( I_i(x) = (s-\varphi(x))^2 \).

In conclusion, we have found that \( I_i(x) = (s-\varphi(x))^2 \chi_{E_i}(x) \), where \( \chi_{E_i}(x) \) is the indicator function of the set \( E_i \). Using that \( \varphi(x) = s \) for \( x \in C \) we can add zero in the form of \( (s-\varphi(x))^2 \chi_C(x) \) to obtain

\[
\sum_{i=1}^{\infty} I_i(x) = (s-\varphi(x))^2 \sum_{i=1}^{\infty} \chi_{E_i}(x) + (s-\varphi(x))^2 \chi_C(x) = (s-\varphi(x))^2.
\]

Finally, inserting this into (15), we have shown

\[
P(0, x) = \frac{a + s^2 - (s-\varphi(x))^2}{2},
\]

and the result follows from \( P(t, x) = P(0, x-st) \).

\[\Box\]

Remark 1. Note that with \( P(0, x) \) given by (14), the identity (10) is exactly (6b) for traveling waves.

From the aforementioned equivalence between solutions of (1) and (3), we know that if \( \varphi \) is a traveling wave profile of (3), then

\[
u(t, x) = \varphi(x - (s-\kappa)t) - \kappa
\]
is a traveling wave solution of \([1]\). Furthermore, given \(\kappa\), one can check that if \(\tilde{u}(t,x) = \varphi(x - st)\) is a traveling wave solution of \([3]\) with corresponding \(\tilde{P}(t,x)\) given by \([14]\), then \(P(t,x)\) corresponding to the traveling wave solution \(u(t,x) = \varphi(x - (s - \kappa)t) - \kappa\) of \([1]\) satisfies \(P(t,x) = \tilde{P}(t,x + \kappa t) - \kappa^2\).

2.1.1. Characteristics. The characteristics \(y(t,\xi)\) associated with a solution \(u(t,x)\) of \([1]\) are given by

\[
(17) \quad y_t(t,\xi) = u(t,y(t,\xi)), \quad y(0,\xi) = y_0(\xi).
\]

These are labeled using the parameter \(\xi\) and the initial parametrization \(y_0(\xi)\), and can be regarded as the position of a fluid particle labeled \(\xi\) at time \(t\). For the upcoming examples of solitary traveling waves it is illuminating to study their characteristics, as these behave in qualitatively different ways. Moreover, the characteristics are part of the Lagrangian coordinate system, which will be the foundation for our analysis of the conservative solutions.

2.2. Peakons. The name peakon comes from the peaked crest or trough of these soliton solutions of the Camassa–Holm equation. One of the appealing features of the peakons are their explicit formulas, which are a nice exception among the general traveling waves, and which allow for exact computations of associated quantities. An important attribute of the peakons is orbital stability, both in the decaying \([10]\) and periodic \([25]\) cases; that is, their shape is stable under small perturbations, which allows for the detection of these distinctive wave profiles. Another interesting property of peakons is that they can be combined to obtain multi-peakon solutions, for which the dynamics can be described by a system of ordinary differential equations: see \([4]\) for a Hamiltonian system formulation, and \([20]\) for a global-in-time Lagrangian formulation. In fact, energy-preserving multi-peakon solutions are examples of completely integrable systems, cf. \([11][12]\).

Below we will present the peakon solutions both on the full line and in the periodic case.

2.2.1. Peakon with decay. According to the classification in \([30]\), the peakons with decay for \([3]\) correspond to \(z = -m = m = 0\) and \(s = M\) with either

\[
(d) \quad 0 < s, \max_{x \in \mathbb{R}} \varphi(x) = s, \quad \text{and} \quad \lim_{x \to \pm \infty} \varphi(x) \searrow 0 \text{ exponentially,}
\]

or

\[
(d') \quad s < 0, \min_{x \in \mathbb{R}} \varphi(x) = s, \quad \text{and} \quad \lim_{x \to \pm \infty} \varphi(x) \nearrow 0 \text{ exponentially}.
\]

These parameter values reduce \([11]\) to \((\varphi')^2 = \varphi^2\). Moreover, the explicit expression

\[
(18) \quad u(t,x) = se^{-|x-x_0-st|},
\]

is given in \([30\] Equation (8.9)], see also \([5]\).

Let us for simplicity assume that we are in the case where \(s > 0\) such that the peak located at \(x = x_0\) at time \(t = 0\) is a crest for the wave. From \([18]\) we can compute the exact characteristics. Fixing \(\xi\) and defining \(w(t) = y(t,\xi) - st - x_0\), \([17]\) reads

\[
w'(t) = s\left(e^{-|w(t)|} - 1\right), \quad z(0) = y_0(\xi) - x_0,
\]

which has a Lipschitz-continuous right-hand side and hence its solutions are unique. Noting that \(w = 0\) is a constant solution, and that \(w'(t) < 0\) whenever \(w(t) \neq 0\), it is sufficient to consider the three cases \(w(0) > 0\), \(w(0) = 0\), and \(w(0) < 0\). In particular, we obtain

\[
w(t) = \text{sgn}(w(0)) \ln\left(1 + \left(e^{\left|w(0)\right|} - 1\right)e^{-\text{sgn}(w(0))st}\right),
\]
where we use the convention \( \text{sgn} \, 0 = 0 \). Note that the peak follows a single characteristic, which acts as an asymptote for the characteristics located to the left and the right:

\[
\lim_{t \to \infty} y(t, \xi) - (x_0 + st) = \begin{cases} 
0, & y_0(\xi) > x_0 \\
-\infty, & y_0(\xi) < x_0.
\end{cases}
\]

**Remark 2.** As a check of the formula (14), we can consider a peakon with decay for (3), for which \( \varphi(x) = se^{-|x-x_0|} \). Then we can explicitly compute \( P(0, x) \) from (7), and we obtain exactly

\[
P(0, x) = s^2(1 - (1 - e^{-|x-x_0|}^2))/2
\]

as given by (14).

### 2.2.2. Periodic peakon

In analogy with the decaying peakons, the periodic peakons correspond to two different cases in the classification in [30]. Here \( s = M \) and \( z = -m \) with either

\[
(c) \quad 0 < \min_{x \in \mathbb{R}} \varphi(x) = m < s = \max_{x \in \mathbb{R}} \varphi(x)
\]

or

\[
(c') \quad 0 > \max_{x \in \mathbb{R}} \varphi(x) = m > s = \min_{x \in \mathbb{R}} \varphi(x).
\]

Then (11) becomes \((\varphi')^2 = (\varphi - m)(\varphi - z)\). Moreover, the solution, see [30], is periodic with period \( 2L \), where

\[
L = 2\ln \left( \frac{\sqrt{|s - m|} + \sqrt{|s + m|}}{2|m|} \right)
\]

and

\[
u(t, x) = \frac{s}{\cosh(L)} \cosh(x - st - x_0), \quad |x - st - x_0| \leq L.
\]

Note that for periodic peakons we have the identity \( s = m \cosh(L) \), and so we could have equally well expressed (19) using \( s \) and \( m \).

Again, let us for simplicity assume that we are in the case \( s > m > 0 \), such that \( x_0 \in \mathbb{R} \) gives the initial position of a trough of \( u \). If we fix \( \xi \) and define \( w(t) = y(t, \xi) - st - x_0 \), we can combine (17) and (19) to obtain the differential equation

\[
w'(t) = s \left( \frac{\cosh(w(t))}{\cosh(L)} - 1 \right), \quad w(0) = y_0(\xi) - x_0,
\]

which has a Lipschitz-continuous right-hand side. Noting that \( w = \pm L \) is a constant solution and that \( w'(t) < 0 \) whenever \( |w(t)| < L \), it is sufficient to consider the cases \( w(0) = \pm L \) and \( |w(0)| < L \). In particular, we obtain

\[
w(t) = -2 \arctanh \left( \tanh \left( \frac{L}{2} \right) \tanh \left( \frac{st}{2} \tanh(L) - \arctanh \left( \frac{\tanh \left( \frac{w(0)}{2} \right)}{\tanh \left( \frac{L}{2} \right)} \right) \right) \right)
\]

which holds for \( |w(0)| \leq L \). When translating this into the characteristics \( y(t, \xi) \), we must use the periodicity condition \( y(t, \xi + 2L) = y(t, \xi) + 2L \) outside this interval. Note again that each peak follows a characteristic, which acts as asymptote for the characteristics in between:

\[
\lim_{t \to \pm \infty} (y(t, \xi) - st) = x_0 \mp L, \quad |y_0(\xi) - x_0| < L.
\]

This clustering behavior is demonstrated in Figure 1 for \( y_0(\xi) = \xi \).

As we have seen, the characteristics of peakons travel with a speed which is at most \( s \), the speed of the peakon profile, and each peak follows a single characteristic with speed \( s \). Moreover, the characteristics of peakons never meet in finite time, which in particular means that there is no wave breaking.
2.3. Cuspons. The name *cuspon* comes from its *cusp*-shaped crest or trough, which, unlike the peakons, have an unbounded slope. Indeed, in [30] it is shown that if the cusp is located in $x_c$, one has $\varphi(x) - \varphi(x_c) = \mathcal{O}(|x-x_c|^{2/3})$ as $x \to x_c$. In analogy with the peakon, there are cuspons with decay as well as periodic ones.

2.3.1. Cuspon with decay. In the classification in [30], cuspons with decay have parameters $z + m = 2m = s - M$ and either

\[(f)\quad m < s < M, \quad m = \inf_{x \in \mathbb{R}} \varphi(x), \quad s = \max_{x \in \mathbb{R}} \varphi(x), \quad \varphi(x) \searrow m \text{ exponentially as } x \to \pm \infty,\]
or

\[(f')\quad m > s > M, \quad m = \sup_{x \in \mathbb{R}} \varphi(x), \quad s = \min_{x \in \mathbb{R}} \varphi(x), \quad \varphi(x) \nearrow m \text{ exponentially as } x \to \pm \infty.\]

In the following we denote cuspons by $\phi$ (instead of $\varphi$) and accordingly, (11) becomes

\[
\phi_2^z = \frac{(M - \phi)(\phi - m)^2}{s - \phi}.
\]

For simplicity we assume from now on that $s > m$ and since we are free to translate the cuspon as we wish, we take $\phi$ to have its cusp at the origin. It then follows that $\phi$ satisfies

\[(23a)\quad \phi(-x) = \phi(x),\]
\[(23b)\quad \phi(0) = s,\]
\[(23c)\quad \phi_x(x) < 0 \text{ for } x > 0,\]
\[(23d)\quad \lim_{x \to \infty} \phi(x) = m.\]

Here we see that for any $\phi$ defined through (22) and (23), we have $m \leq \phi(x) \leq s$ for $x \in \mathbb{R}$. Furthermore, $\phi_x(x)$ is finite for $x \neq 0$ and

\[
\lim_{x \to 0^+} \phi_x(x) = \pm \infty \quad \text{and} \quad \lim_{x \to 0^-} \phi_x^z(x) = \infty.
\]
Hence, \( u(t, x) = \phi(x - st) \) satisfies (3) and has a well-defined \( u_x(t, x) \) for \( x \neq st \) and
\[
\lim_{x \to st} u_x^2(t, x) = \infty, \quad t \in \mathbb{R}.
\]
That is, for any time \( t \), this solution features wave breaking at \( x = st \).

These cuspons are studied in [17], where it is found that, unlike the peak of a peakon, the cusp of the cuspon does not follow any single characteristic. Instead, the cusp moves faster than any of the characteristics to its left and right.

### 2.3.2. Periodic cuspon

In the classification in [30], the periodic cuspons have parameters satisfying
\[
z + m = s - M \quad \text{and either}
\]
(e) \[ z < m < s < M, \quad m = \min_{x \in \mathbb{R}} \varphi(x), \quad s = \max_{x \in \mathbb{R}} \varphi(x), \]
or
(e') \[ z > m > s > M, \quad m = \max_{x \in \mathbb{R}} \varphi(x), \quad s = \min_{x \in \mathbb{R}} \varphi(x). \]

Recall from before that we denote cuspons by \( \varphi \), so that in this case, (11) becomes
\[
(25) \quad \varphi_x^2 = \frac{(M - \phi)(\phi - m)(\phi - z)}{s - \phi}.
\]

Assuming that the value \( m \) is attained at \( x = x_0 \), the period \( 2L \) can be computed using the following relation, which is derived from (25):
\[
(26) \quad L = \int_{x_0}^{x_0 + L} \operatorname{sgn}(\phi_x(x)) \frac{\phi_x(x) \sqrt{|s - \phi(x)|}}{\sqrt{|M - \phi(x)|} \sqrt{|\phi(x) - m|} \sqrt{|\phi(x) - z|}} \, dx
\]
\[
= \operatorname{sgn}(s - m) \int_{m}^{s} \frac{\sqrt{|s - y|}}{\sqrt{|M - y|} \sqrt{|y - m|} \sqrt{|y - z|}} \, dy.
\]

Let \( 2L \) be the period of the cuspon and assume from now on, for simplicity, that \( s > m \). Then we can center the cusp at the origin to obtain the following properties for the \( 2L \)-periodic function \( \phi \) on the interval \([-L, L] \):
\[
(27a) \quad \phi(-x) = \phi(x),
(27b) \quad \phi(0) = s,
(27c) \quad \phi_x(x) < 0 \text{ for } 0 < x < L,
(27d) \quad \phi(L) = m, \quad \phi_x(L) = 0,
\]
where \( \phi_x(\pm L) = 0 \) follows from property (TW1) since \( \phi \in C^\infty \) away from the cusps.

### 2.4. Stumpons

The name stumpon comes from the stump-shaped crests or troughs of these traveling waves. In a sense, these solutions are constructed from cuspons: as stated in [TW2] if one requires the parameter \( a \) in (10) to satisfy
\[
(28) \quad a = s^2,
\]
one can join cuspons at their cusps with a horizontal plateau of elevation \( s \) equal to their velocity. This produces a weak solution of (3) with velocity \( s \). As cuspons are either decaying or periodic, this carries over to the stumpons as well.
2.4.1. **Stumpon with decay.** Let the parameters $M$, $s$, and $m$ be as for the cuspons with decay, but with the additional constraint $a = s^2$. In particular, assume that (28) holds for the cuspon $\phi$ given through (22) and (23), and define

$$
\psi(x) = \begin{cases} 
\phi(|x| - \ell), & |x| \geq \ell, \\
 s, & |x| < \ell 
\end{cases}
$$

for some $\ell > 0$. Then

$$
u(t, x) = \psi(x - st)
$$
is a stumpon solution of (3) with “stumpwidth” $2\ell$. It follows from the considerations made for the cuspon solution that $\nu(t, x)$ in (30) has a well-defined $\nu_x(t, x)$ for $x \not= st \pm \ell$, and for any time $t$ the solution features wave breaking at $x = st \pm \ell$. Based on (23) one easily derives the following properties for $\psi$ in (29):

\begin{align}
\psi(-x) &= \psi(x), \\
\psi(x) &= s \quad \text{for } |x| \leq \ell, \\
\psi_x(x) &= 0 \quad \text{for } x \in (0, \ell), \quad \psi_x(x) < 0 \quad \text{for } x \in (\ell, \infty), \\
\lim_{x \to \infty} \psi(x) &= m.
\end{align}

2.4.2. **Periodic stumpon.** In analogy with the previous section we now let the parameters $M$, $s$, $m$, and $z$ be as for the periodic cuspons, but again require $a = s^2$. Let $\phi$ be the periodic cuspon given through (25) and (27), and define the $2(L + \ell)$-periodic function $\psi$ by

$$
\psi(x) = \begin{cases} 
\phi(|x| - \ell), & \ell \leq |x| \leq \ell + L, \\
 s, & |x| < \ell 
\end{cases}
$$

Then

$$
u(t, x) = \psi(x - st)
$$
is a $2(L + \ell)$-periodic stumpon of (3) with “stumpwidth” $2\ell$. The corresponding periodic version of (31) is then given by

\begin{align}
\psi(-x) &= \psi(x), \\
\psi(x) &= s \quad \text{for } |x| \leq \ell, \\
\psi_x(x) &= 0 \quad \text{for } x \in (0, \ell), \quad \psi_x(x) < 0 \quad \text{for } x \in (\ell, L + \ell), \\
\psi(L + \ell) &= m, \quad \psi_x(L + \ell) = 0.
\end{align}

3. **Conservative and non-conservative, periodic traveling waves**

The possibility of wave breaking for solutions of the Camassa–Holm equation introduces the non-uniqueness of weak solutions $u$, because one may remove some of the concentrated energy, and still retain a weak solution. However, one can construct a solution, which preserves the energy with respect to time, by imposing an additional constraint in form of an additional equation which has to be satisfied in the weak sense by the energy $\mu$. In the case of a $2L$-periodic solution this system reads

\begin{align}
u_t + uu_x &= -P_x, \\
\mu_t + (u\mu)_x &= (u^3 - m u^2 + m^2 u - 2P(u-m))_x \\
&= ((u-m)^3 + 2m(u-m)^2 + 2m^2(u-m) + m^3 - 2P(u-m))_x,
\end{align}
where
\[ P(t,x) = \frac{1}{4} \int_{\mathbb{R}} e^{-|x-z|} (u^2 + 2mu - m^2)(t, z) \, dz + \frac{1}{4} \int_{\mathbb{R}} e^{-|x-z|} \, d\mu(t, z). \]  

Thus every \(2L\)-periodic, conservative solution is given through a pair \((u, \mu)\) such that \((u(t), \mu(t)) \in \mathcal{D}\) for all \(t \in \mathbb{R}\), where
\[ \mathcal{D} := \{(u, \mu) \mid u \in H^1_{\text{per}}(\mathbb{R}), \, \mu \in \mathcal{M}^+_\text{per}, \, \mu_{\text{ac}} = ((u - m)^2 + u_x^2) \, dx \}. \]

Here \(m\) denotes a constant, \(\mathcal{M}^+_\text{per}\) the set of positive and periodic Radon measures on \(\mathbb{R}\), and \(\mu_{\text{ac}}\) the absolutely continuous part of a measure \(\mu\). Note that we can apply the periodicity to replace the integral over the real line using the kernel \(\frac{1}{2} e^{-|x-z|}\) in (36) with an integral over one period \(2L\) using the periodized kernel, that is
\[ P(t,x) = \frac{1}{4} \int_{-L}^{L} \frac{\cosh(|x-z| - L)}{\sinh(L)} (u^2 + 2mu - m^2)(t, z) \, dz + \frac{1}{4} \int_{-L}^{L} \frac{\cosh(|x-z| - L)}{\sinh(L)} \, d\mu(t, z), \]

with \(\mu_{\text{ac}}(\mathbb{R})\) as defined in (37). This is in line with the kernel used in, e.g., [6, 23].

We elaborate a bit on the system (35)–(36). First, we see that (35a) is simply (6a). Then, (35b) is based on (7), but rewritten in order to incorporate the measure \(\mu = \mu(t, x)\) from (37). The evolution equation (35b) is formally equivalent to (3) by replacing \(\mu\) with \((u - m)^2 + u_x^2\) and using (35a). We emphasize that in the case \(\mu = \mu_{\text{ac}}\) then (36) reduces to (7), while (35a) and (35b) is equivalent to (6a) and (8). As for the constant \(m\), it is not strictly necessary to introduce it here in the periodic setting, and thereby “complicate” the equations somewhat by adding more terms. However, by doing so we will alleviate the transition from studying the periodic case to the decaying case in Section 4, as the proofs can be reiterated with only minimal changes. There \(m\) will represent the asymptotic value of the wave profiles \(\phi\) and \(\psi\), cf. Section 2 and this ensures that \(\mu_{\text{ac}}(\mathbb{R})\) as defined in (37) is bounded. For the current periodic setting, we do not have this issue, as we only consider the energy contained in a single period.

In the case of the real line, it has been proved that to every initial pair \((u_0, \mu_0)\) there exists a unique conservative solution and it can be derived using the method of characteristics, see [1]. Since this result has not been proven yet in the periodic case, we aim at showing that the periodic stumpon is not a weak, conservative solution, in the sense that it cannot be obtained by applying the method of characteristics to (33). For an in-detail description of associating to every periodic initial data a conservative solution with the help of the method of characteristics, we refer to [23].

Thereafter, we will investigate whether or not the numerical method developed in [15] and [14] approximates the weak, conservative solution with stumpon initial data as described by the method of characteristics in [23].

**Theorem 3.1.** Periodic stumpons, unlike periodic cuspons, are not conservative solutions of the Camassa–Holm equation, since they do not satisfy the conservation law (8) in the weak sense.

**Proof.** The periodic stumpon with period \(2(L + \ell)\) is given by (33) and hence there are two types of gluing lines. The ones where the plateau is to the right and the ones where the plateau is to the left. Since the stumpon is periodic it suffices to study the gluing lines starting inside the interval \([-L - \ell, L + \ell]\). These are the gluing lines
\[ \gamma_l: t \mapsto -\ell + st \quad \text{and} \quad \gamma_r: t \mapsto \ell + st. \]

Based on an argument inspired by the derivation of the Rankine–Hugoniot condition for conservation laws we aim to show that any stumpon does not satisfy (8) in the weak sense.

Given a point on \(\gamma_l\), which we denote \((\bar{t}, \gamma_l(\bar{t}))\), choose a neighborhood \(D\) around \((\bar{t}, \gamma_l(\bar{t}))\), which does not contain parts of \(\gamma_r\) nor any other gluing line. Furthermore divide \(D\) into three
Figure 2. The leftmost “gluing line” \( \gamma_l \) divides the region \( D \) in two parts, \( D_1 \) and \( D_2 \). For each \( i = 1, 2 \) and a given \( \varepsilon > 0 \) we have an open region \( D_\varepsilon^i \subset D_i \) with distance \( \varepsilon \) to \( \gamma_l \), where the solution is smooth.

...non-intersecting parts \( D = D_1 \cup \gamma_l \mid_D \cup D_2 \), as indicated in Figure 2, and let

\[
D_\varepsilon^i = \{(t, x) \in D_i \mid \text{dist}((t, x), \gamma_i) > \varepsilon\} \quad \text{for } i \in \{1, 2\}.
\]

Pick any test function \( \Phi(t, x) \) whose support lies entirely inside \( D \). If the stump would satisfy (8), then

\[
0 = \int_D ((u^2 + u_x^2) \Phi_t + (u(u^2 + u_x^2) - u^3 + 2Pu) \Phi_x)(t, x) \, dx \, dt
= \lim_{\varepsilon \to 0} \int_{D_\varepsilon^1} ((u^2 + u_x^2) \Phi_t + (u(u^2 + u_x^2) - u^3 + 2Pu) \Phi_x)(t, x) \, dx \, dt
+ \lim_{\varepsilon \to 0} \int_{D_\varepsilon^2} ((u^2 + u_x^2) \Phi_t + (u(u^2 + u_x^2) - u^3 + 2Pu) \Phi_x)(t, x) \, dx \, dt.
\]

By assumption, for any \( \varepsilon > 0 \) the function \( u \) is smooth in \( D_\varepsilon^1 \cup D_\varepsilon^2 \). In particular, one has that holds for every point \( (t, x) \) in \( D_\varepsilon^1 \cup D_\varepsilon^2 \). Let us introduce the notation

\[
\gamma_\varepsilon^i = \{(t, x) \in D_i \mid \text{dist}((t, x), \gamma_i) = \varepsilon\}
\]

and

\[
I_\varepsilon^i = \{t \in \mathbb{R} \mid (t, \gamma_i(t)) \in D_\varepsilon^i\}, \quad I_l = \{t \in \mathbb{R} \mid (t, \gamma_l(t)) \in D\}.
\]
We can thus write
\[
\int_{D_1} ((u^2 + u_x^2) \Phi_t + (u(u^2 + u_x^2) - u^3 + 2Pu) \Phi_x)(t, x) \, dx \, dt \\
= \int_{D_1} (((u^2 + u_x^2) \Phi)_t + ((u(u^2 + u_x^2) - u^3 + 2Pu) \Phi)_x)(t, x) \, dx \, dt \\
- \int_{\partial D_1} -(u^2 + u_x^2) \Phi \, dx + (u(u^2 + u_x^2) - u^3 + 2Pu) \Phi \, dt \\
= \int_{I_1} ((u^2 + u_x^2)(u - s) - u^3 + 2Pu) \Phi(t, \gamma_1^2(t)) \, dt \\
= \int_{I_1} (u_x^2(u - s) - u^2s + 2Pu) \Phi(t, \gamma_1^2(t)) \, dt,
\]
where we have used Green’s theorem, \((\gamma_1^2)'(t) = s\), and that \(\Phi\) vanishes on the part of the boundary given by \(\partial D_1 \setminus \gamma_1^2\).

Note that \(\gamma_1^2(t) = \gamma_1(t) - \varepsilon \sqrt{1 + s^2}\) for \(t \in I_1^1\), and similarly \(\gamma_2^2(t) = \gamma_1(t) + \varepsilon \sqrt{1 + s^2}\) for \(t \in I_2^1\). From \([11]\) it follows that \(u(t, x) = \psi(x - st)\) satisfies
\[
u_x^2(u - s) = (\psi')^2(\psi - s) = -(M - \psi)(\psi - m)(\psi - z).
\]
on \(D_1^1\). Moreover, recall that \(\psi = \psi\) on the plateau, such that the continuity of \(u(t, x)\) and \([14]\) yield \(u(t, \gamma_1(t)) = s\), \(P(t, \gamma_1(t)) = s^2\). Thus we end up with
\[
\lim_{\varepsilon \to 0} \int_{D_1^1} ((u^2 + u_x^2) \Phi_t + (u(u^2 + u_x^2) - u^3 + 2Pu) \Phi_x)(t, x) \, dx \, dt \\
= \left(-(M - s)(s - m)(s - z) + s^3\right) \int_{I_1} \Phi(t, \gamma_1(t)) \, dt.
\]
Following the same lines for the integral over \(D_2^1\) and recalling that \(u(t, x) = \psi\) inside \(D_2^1\), we obtain
\[
\lim_{\varepsilon \to 0} \int_{D_2^1} ((u^2 + u_x^2) \Phi_t + (u(u^2 + u_x^2) - u^3 + 2Pu) \Phi_x)(t, x) \, dx \, dt = -s^3 \int_{I_1} \Phi(t, \gamma_1(t)) \, dt,
\]
where the negative sign comes from traversing \(\gamma_1\) in the opposite direction from before. Combining the above expressions, we find that for \([5]\) to hold weakly, we must have
\[
0 = (M - s)(s - m)(s - z) \int_{I_1} \Phi(t, \gamma_1(t)) \, dt.
\]
Recall that the above equality must hold for any test function \(\Phi(t, x)\) whose support lies entirely inside \(D\), and hence we must have \((M - s)(s - m)(s - z) = 0\), which contradicts the assumptions on the parameters \(m, s,\) and \(M\) for periodic cuspons. A completely analogous argument shows that the same issue arises around the gluing line \(\gamma_r\).

Thus, a stumpon is not a weak, conservative traveling wave solution in the sense of \([23]\). One therefore expects that any numerical method based on the method of characteristics introduced therein will not yield the traveling stumpon as a weak, conservative solution with stumpon initial data. On the other hand, carrying out the above analysis for a cusp, one obtains that those satisfy \([8]\) and therefore they can be approximated using numerical methods based on \([23]\).

Next, we illustrate Theorem \([3.1]\) by applying the numerical method presented in \([14]\), which again is based on the discretization in Lagrangian variables derived in \([15]\). In fact, it was these resulting figures which led us to investigate the stumpon in detail, as they did not produce the expected result, namely the stumpon solution.
Figure 3. Numerical results for cuspon initial data with $m = 0$, $s = 1$, $M = (1 + \sqrt{5})/2$, and period $2L_\phi \approx 2.969$. (A) Numerically computed $y(t, \xi)$ for $y(0, \xi) = \xi$, showing 64 of the total 512 characteristics. (B) The numerical and reference solutions at $T = 4L_\phi$, i.e., two periods.

For the cuspon we have chosen the parameter values $m = 0$, $s = 1$, and $M = (1 + \sqrt{5})/2$, and plugging these values into (13) verifies that (28) is satisfied. Using the method presented in [26] we have computed a reference cuspon with period $2L_\phi \approx 2.969$. To avoid overloading the illustrations of the characteristics we have chosen to discretize with $N = 512$ discrete labels, and we have run the scheme until $T = 4L_\phi$, that is, two periods. Moreover, for simplicity we have chosen the initial labeling $y(0, \xi) = \xi$, which is strictly speaking not a valid relabeling function for the Lagrangian variables. However, since the singularity at the cusp is a single point, and we are interpolating by following initially equally spaced characteristics $y(0, \xi_i)$, this is permissible for the discretization due to relabeling. The characteristics displayed in Figure 3 illustrate nicely how the cusp, located along the line where the characteristics are most dense, moves faster than the characteristics. This is quite contrary to the characteristics of the periodic peakon in Figure 1, where the characteristics cluster in front of the peaks. Figure 3 also shows the numerical and reference solution at time $T = 4L_\phi$, where we see that the numerical solution manages to uphold a nicely cusped profile. The computed solution is lagging slightly behind the reference solution, but this phase error is reduced by increasing the number of discrete labels $N$.

The parameters for the cuspon have been chosen to satisfy the constraint $a = s^2$, which means that we can add a plateau of height $s = 1$ and length $4 - 2L_\phi$ at the cusp to obtain a valid stumpon. Adding this plateau, we obtain a stumpon with period $2L_\psi = 4$, for which we run our numerical scheme with the same discretization parameters $N = 512$ and $T = 4L_\psi = 8$. This produces a very different result to that of the previous example, where the initial wave profile is not preserved at all. Indeed, we observe that a cusped crest emerges from the front of the stump, leaving the rest of it behind. On the other hand, the rest of the plateau falls down and collapses into a temporary cusped trough, which then is overtaken by the crest at $t \approx 7$. This behavior is also suggested by the associated characteristics displayed in Figure 4, where the densely packed lines indicate the presence of a cusp. From the slope of the densely packed characteristics we also see that the crest has a speed slightly greater than 1 before colliding with the trough. Figure 4 also shows the numerical and reference solution at time $T = 8$, where the
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Figure 4. Numerical results for stumpon initial data with \( m = 0, s = 1, \)
\( M = (1 + \sqrt{5})/2, \) and period \( 2L_\phi = 4. \) (A) Numerically computed \( y(t, \xi) \) for \( y(0, \xi) = \xi, \) showing 64 of the total 512 characteristics. (B) The numerical and reference solutions at \( T = 8, \) i.e., two periods.

reference stumpon has returned to its initial position, while the taller crest has just reemerged from the impact with the trough.

At this stage, there can only be two possible explanations for this, in our opinion, unexpected behavior: Either there is a deficiency in the numerical method, leading to an ill-behaved approximation of the conservative solution. Alternatively, the numerical method produces a good approximation, which however contradicts our intuition. We therefore take a closer look at what we believe is the most prominent, yet unexpected feature of the numerical solution for small \( t > 0: \) The “collapse” of the plateau. This is illustrated in Figure 5 which shows the initial stumpon profile at \( t = 0 \) and compares the numerical and reference solutions at \( t = T/2 \) and \( t = T \) for \( T = 4 - 2L_\phi. \) Here we clearly see how the plateau falls from the very beginning, while the cusped crest emerges to the right of the stump. In order to justify these numerical results, we will prove the following result.

**Proposition 3.2.** Let \( \psi \) be the periodic wave profile of a traveling stumpon with a plateau of positive width. Then, for the conservative solution of the Camassa–Holm equation with initial data \( u_0(x) = \psi(x), \) the plateau will not persist.

In particular, the plateau will descend for the case \( z < m < s < M, \) while it ascends for \( z > m > s > M. \)

To prove Proposition 3.2 and to understand the numerical results obtained for the stumpon initial data, we need to introduce the method of characteristics from [23].

Due to the possible concentration of energy at time \( t = 0, \) for some general initial data \( (u_0, \mu_0) \in D, \) one cannot in general pick the initial characteristic \( y(0, \xi) = \xi. \) One possible mapping from Eulerian to Lagrangian coordinates is contained in the following definition, which is a slight modification of [23, Theorem 3.8].
Figure 5. A closer look at the numerical solution from Figure 4. Here the initial profile is shifted a distance \( 2 - L_{\phi} \) to the left, and the reference and numerical solutions are shown at the times \( t = 0 \), \( t = T/2 \) and \( t = T \) for \( T = 4 - 2L_{\phi} \).

Definition 1. For any \((u, \mu) \in D\) with period \(2L\), let \((y, U, H)\) on \([0, 2(L + E)]\) be given by

\[
2E = \mu([0, 2L]),
\]

\[
y(\xi) = \sup\{x \in [0, 2L) \mid x + \mu([0, x)) < \xi\},
\]

\[
U(\xi) = u(y(\xi)),
\]

\[
H(\xi) = \xi - y(\xi).
\]

and extend \((y, U, H)\) to all of \(\mathbb{R}\) by setting

\[
y(\xi + 2(L + E)) = y(\xi) + 2L, \quad U(\xi + 2(L + E)) = U(\xi), \quad \text{and} \quad H(\xi + 2(L + E)) = H(\xi) + 2E.
\]

An advantage of this mapping is that it admits colliding characteristics, which correspond to wave breaking, and therefore allows for a rarefaction-like behavior of the characteristics as time evolves. The evolution equations yielding conservative solutions are rooted in (35) and (36), and are given by

\[
y_t = U,
\]

\[
U_t = -Q,
\]

\[
H_t = U^3 - mU^2 + m^2U - 2P(U - m)
\]

\[
= (U - m)^3 + 2m(U - m)^2 + 2m^2(U - m) + m^3 - 2P(U - m),
\]
where
\begin{equation}
P(t,\xi) = \frac{1}{4\sinh(L)} \int_{-L-E}^{L+E} \cosh(L - |y(t,\xi) - y(t,\eta)|)((U^2 + 2mU - m^2)y_\xi + H_\xi)(t,\eta) \, d\eta,
\end{equation}
(42a)

\begin{equation}
Q(t,\xi) = -\frac{1}{4\sinh(L)} \int_{-L-E}^{L+E} \text{sgn}(\xi - \eta) \sinh(L - |y(t,\xi) - y(t,\eta)|)((U^2 + 2mU - m^2)y_\xi + H_\xi)(t,\eta) \, d\eta
\end{equation}
(42b)
on \([-L-E, L+E]\). The solution is then extended to all of \(\mathbb{R}\) using [40], while \(P\) and \(Q\) are 2\((L + E)\)-periodic.

In order to return to Eulerian coordinates, one can apply the following mapping, which is taken from [23, Theorem 3.11].

**Definition 2.** Given \((y, U, H)\), define \((u, \mu) \in \mathcal{D}\) as follows
\begin{align}
u(x) &= U(\xi) \text{ for any } \xi \text{ such that } x = y(\xi), \\
\mu &= y_\#(H_\xi \, d\xi).
\end{align}
(43a) (43b)

When studying the conservative solution for periodic stumpon initial data, we will make use of the fact that the stumpon initial data \((u_{\psi,0}, \mu_{\psi,0}) = (\psi, ((\psi - m)^2 + (\psi')^2) \, dx)\) is closely related to the cuspon initial data \((u_{\phi,0}, \mu_{\phi,0}) = (\phi, ((\phi - m)^2 + (\phi')^2) \, dx)\). We emphasize that in both cases, the initial measures are absolutely continuous, which we remember simplifies the conservative evolution equations [55] and [36]. In Lagrangian coordinates we will denote the solutions corresponding to stumpon and cuspon initial data by \((y_{\psi}, U_{\psi}, H_{\psi})\) and \((y_{\phi}, U_{\phi}, H_{\phi})\), respectively.

We recall from Section [2] that, without loss of generality, we chose \(\phi\) and \(\psi\) to be symmetric around the origin and such that \(\phi(0) = \psi(0) = s\). By definition one has the following relations between the corresponding half-periods and half-energies
\[L_\phi = L_\psi + \ell \quad \text{and} \quad E_\phi = E_\psi + (s - m)^2 \ell.\]

On the other hand, the symmetry assumption yields
\begin{align}
\psi(x - \ell) &= \phi(x), \\
\mu_{\psi,0}(x) &= \mu_{\phi,0}(x), \quad \text{for } -L_\phi \leq x < 0,
\end{align}
(44a) (44b)

From definition (39b) it follows that \(y_{\psi}(0, 0) = 0\), and
\begin{align}
y_{\psi}(0, \xi - (1 + (s - m)^2)\ell) &= y_{\psi}(0, \xi) - \ell \quad \text{for } -L_\phi - E_\psi \leq \xi \leq 0, \\
y_{\psi}(0, \xi + (1 + (s - m)^2)\ell) &= y_{\psi}(0, \xi) + \ell \quad \text{for } 0 \leq \xi \leq L_\phi + E_\phi.
\end{align}
(44c) (44d)

Furthermore, recalling [29], [39c], and [39d] one has \(H_{\phi}(0, 0) = 0\), as well as
\begin{align}
U_{\phi}(0, \xi - (1 + (s - m)^2)\ell) &= U_{\phi}(0, \xi) \\
H_{\phi}(0, \xi - (1 + (s - m)^2)\ell) &= H_{\phi}(0, \xi) - (s - m)^2 \ell
\end{align}
(45a) (45b) \text{ for } -L_\phi - E_\psi \leq \xi \leq 0 \text{ and}
\begin{align}
U_{\phi}(0, \xi + (1 + (s - m)^2)\ell) &= U_{\phi}(0, \xi), \\
H_{\phi}(0, \xi + (1 + (s - m)^2)\ell) &= H_{\phi}(0, \xi) + (s - m)^2 \ell
\end{align}
(45c) (45d) \text{ for } 0 \leq \xi \leq L_\phi + E_\phi, \text{ while on the plateau}
\begin{align}
U_{\psi}(0, \xi) &= s, \\
H_{\psi}(0, \xi) &= \frac{(s - m)^2}{1 + (s - m)^2} \xi \quad \text{for } \xi \in (-1 + (s - m)^2)\ell, (1 + (s - m)^2)\ell).
\end{align}
(46) (47)
In Lagrangian coordinates this reads

$$P_\psi(0, x) = s^2 - \frac{1}{2}(\psi(x) - s)^2,$$

which implies that $P_\psi(0, x) = s^2$ and $P_{\psi,x}(0, x) = 0$ on the plateau. Furthermore,

$$P_\psi(0, x - \ell) = P_\psi(0, x), \quad P_{\psi,x}(0, x - \ell) = P_{\psi,x}(0, x) \quad \text{for } -L_\phi \leq x \leq 0,$$

$$P_\psi(0, x + \ell) = P_\psi(0, x), \quad P_{\psi,x}(0, x + \ell) = P_{\psi,x}(0, x) \quad \text{for } 0 \leq x \leq L_\phi.$$

In Lagrangian coordinates this reads

\begin{align}
(47a) \quad & P_\psi(0, \xi) = (1 + (s - m)^2)\ell = P_\phi(0, \xi), \\
(47b) \quad & Q_\psi(0, \xi) = (1 + (s - m)^2)\ell = Q_\phi(0, \xi)
\end{align}

for $-L_\phi - E_\phi \leq \xi \leq 0$ and

\begin{align}
(47c) \quad & P_\psi(0, \xi) = (1 + (s - m)^2)\ell = P_\phi(0, \xi), \\
(47d) \quad & Q_\psi(0, \xi) = (1 + (s - m)^2)\ell = Q_\phi(0, \xi)
\end{align}

for $0 \leq \xi \leq L_\phi + E_\phi$, while on the plateau we have

$$P_\psi(0, \xi) = s^2, \quad Q_\psi(0, \xi) = 0 \quad \text{for } \xi \in (-1 + (s - m)^2)\ell, (1 + (s - m)^2)\ell).$$

Combining the evolution equations (41) with (46) and (48) we obtain

\begin{align}
U_{\psi,t, \ell}(0, \cdot) = 0, \quad H_{\psi,t, \ell}(0, \cdot) = -s^3 + ms^2 + m^2s \quad \text{for } \xi \in (-1 + (s - m)^2)\ell, (1 + (s - m)^2)\ell).
\end{align}

Therefore, in order to say something about the evolution of $U_\psi$ on the plateau it is necessary to compute $U_{\psi,t, \ell}(0, \cdot) = -Q_{\psi,t, \ell}(0, \cdot)$ there.

Following the proof of the existence and continuity of $Q_t$ for the cuspon with decay in \[17\] one can show, using (42b), that $Q_t$ exists and is given by

$$Q_t(t, \xi) = \frac{1}{4\sinh(L)} \int_{-L - E}^{L + E} (U(t, \xi) - U(t, \eta)) \cosh(L - |y(t, \xi) - y(t, \eta)|) \times ((U^2 + 2mU - m^2)y_\xi + H_\xi)(t, \eta) d\eta$$

\begin{align}
&\quad - \frac{1}{4\sinh(L)} \int_{-L - E}^{L + E} \text{sgn}(\xi - \eta) \sinh(L - |y(t, \xi) - y(t, \eta)|) (4U^2U_\xi - 4UQy_\xi - 2PU_\xi)(t, \eta) d\eta.
\end{align}

In particular, by (46b) and continuity, the periodic cuspon solution $\phi$ satisfies

$$Q_{\phi,t}(0, 0) = \frac{1}{2}(M - s)(s - m)(s-z) \neq 0.$$

Our aim is to use symmetries and shift identities to derive a relation between $Q_{\phi,t}(0, 0)$ and $Q_{\phi,t}(0, \xi)$ for $\xi \in (-1 + (s - m)^2)\ell, (1 + (s - m)^2)\ell)$. This will in turn allow us to compute $Q_{\phi,t}(0, \xi)$ for all points on the plateau. For the cuspon we have

\begin{align}
Q_{\phi,t}(0, 0) &= \frac{1}{4\sinh(L_\phi)} \int_{-L_\phi - E_\phi}^{L_\phi + E_\phi} (U_\phi(0, 0) - U_\phi(0, \eta)) \cosh(L_\phi - |y_\phi(0, \eta)|) \\
&\quad \times ((U_\phi^2 + 2mU_\phi - m^2)y_{\phi, \xi} + H_{\phi, \xi})(0, \eta) d\eta \\
&\quad + \frac{1}{4\sinh(L_\phi)} \int_{-L_\phi - E_\phi}^{L_\phi + E_\phi} \text{sgn}(\eta) \sinh(L_\phi - |y_\phi(0, \eta)|) \\
&\quad \times (4U^2U_{\phi, \xi} - 4UQy_{\phi, \xi} - 2P_{\phi}U_{\phi, \xi})(0, \eta) d\eta,
\end{align}
which can also be expressed using only integrals from \(-L_\phi - E_\phi\) to 0 or from 0 to \(L_\phi + E_\phi\) due to some symmetry properties outlined below. Indeed, note that we have

\[
\mu_{\phi,0}((-x,0)) = \mu_{\phi,0}((0,x)) \quad \text{for } x > 0.
\]

Furthermore, we can, in the case of a periodic cuspon \(\phi\), in (39) replace \(x \in [0, 2L_\phi]\) with \(x \in \mathbb{R}\) using the convention

\[
\mu_{\phi,0}((0,x)) = -\mu_{\phi,0}((x,0)) \quad \text{for } x < 0,
\]

and still obtain the same initial data \((y_\phi(0, \cdot), U_\phi(0, \cdot), H_\phi(0, \cdot))\). In particular, for all \(k \in [-L_\phi - E_\phi, L_\phi + E_\phi]\) it follows from (39b) that

\[
k = y_\phi(0,k) + \mu_{\phi,0}((0,y_\phi(0,k))).
\]

and

\[
k = -(k) = -(y_\phi(0,-k) + \mu_{\phi,0}((0,y_\phi(0,-k)))) = -y_\phi(0,-k) + \mu_{\phi,0}((0,-y_\phi(0,-k))).
\]

Moreover, for \(k > 0\), we have \(y_\phi(0,-k) < 0\) and \(y_\phi(0,k) > 0\), while the function \(x + \mu_{\phi,0}((0,x))\) is strictly increasing, which implies for all \(k \in [-L_\phi - E_\phi, L_\phi + E_\phi]\) that

\[(50a) \quad y_\phi(0,-k) = -y_\phi(0,k).\]

Combining (50a) with (39), (39d) we find

\[(50b) \quad U_\phi(0,-k) = U_\phi(0,k), \quad H_\phi(0,-k) = -H_\phi(0,k).\]

Finally, (50a), (50b), and the symmetry properties inherited by their derivatives can be used in (42a) and (42b) to obtain

\[(50c) \quad P_\phi(0,-k) = P_\phi(0,k), \quad Q_\phi(0,-k) = -Q_\phi(0,k).\]

The symmetries in (50) can then be applied to rewrite (49) as

\[
Q_{\phi,\xi}(0,0) = \frac{1}{2 \sinh(L_\phi)} \int_{-L_\phi - E_\phi}^{0} (U_\phi(0,0) - U_\phi(0,\eta)) \cosh(L_\phi - |y_\phi(0,\eta)|) \\
\times ((U_\phi^2 + 2mU_\phi - m^2)y_{\phi,\xi} + H_{\phi,\xi})(0, \eta) \, d\eta \\
- \frac{1}{2 \sinh(L_\phi)} \int_{-L_\phi - E_\phi}^{0} \sinh(L_\phi - |y_\phi(0,\eta)|)(4U_\phi^2U_{\phi,\xi} - 4U_\phi Q_{\phi}y_{\phi,\xi} - 2P_{\phi}U_{\phi,\xi})(0, \eta) \, d\eta \\
= \frac{1}{2 \sinh(L_\phi)} \int_{0}^{L_\phi + E_\phi} (U_\phi(0,0) - U_\phi(0,\eta)) \cosh(L_\phi - |y_\phi(0,\eta)|) \\
\times ((U_\phi^2 + 2mU_\phi - m^2)y_{\phi,\xi} + H_{\phi,\xi})(0, \eta) \, d\eta \\
+ \frac{1}{2 \sinh(L_\phi)} \int_{0}^{L_\phi + E_\phi} \sinh(L_\phi - |y_\phi(0,\eta)|)(4U_\phi^2U_{\phi,\xi} - 4U_\phi Q_{\phi}y_{\phi,\xi} - 2P_{\phi}U_{\phi,\xi})(0, \eta) \, d\eta.
\]
Returning to the stumpon $\psi$ on the plateau, i.e., where $\xi \in (-1 + (s - m)^2)\ell, (1 + (s - m)^2)\ell$, we get

\[
Q_{\psi,t}(0, \xi) = \frac{1}{4 \sinh(L_\psi)} \int_{-L_\psi - \ell}^{L_\psi + \ell} (U_\psi(0, \xi) - U_\psi(0, \eta)) \cosh(L_\psi - |y_\psi(0, \xi) - y_\psi(0, \eta)|) \times ((U_\psi^2 + 2mU_\psi - m^2)y_\psi,\xi + H_\psi,\xi)(0, \eta) \, d\eta
+ \frac{1}{4 \sinh(L_\psi)} \int_{-L_\psi - \ell}^{L_\psi + \ell} \text{sgn}(\eta) \sinh(L_\psi - |y_\psi(0, \xi) - y_\psi(0, \eta)|) \times (4U_\psi^2U_\psi,\xi - 4U_\psi Q_\psi y_\psi,\xi - 2P_\psi U_\psi,\xi)(0, \eta) \, d\eta
+ \frac{1}{4 \sinh(L_\psi)} \int_{-L_\psi - \ell}^{L_\psi + \ell} \text{sgn}(\eta) \sinh(L_\psi - \text{sgn}(\eta)(y_\psi(0, \xi) - y_\psi(0, \eta))) 	imes (4U_\psi^2U_\psi,\xi - 4U_\psi Q_\psi y_\psi,\xi - 2P_\psi U_\psi,\xi)(0, \eta) \, d\eta.
\]

Here we have used that the contribution from the plateau, i.e., $|\eta| < (1 + (s - m)^2)\ell$, vanishes because of \([46]\) and \([48]\). Thereafter, we have applied the shift identities \([44]\), \([45]\), and \([47]\) to obtain an integral over $[-L_\phi - E_\phi, L_\phi + E_\phi]$. Taking into account once more the symmetries \([50]\) and using identities for hyperbolic functions we end up with

\[
Q_{\psi,t}(0, \xi) = \frac{\cosh(y_\psi(0, \xi))}{4 \sinh(L_\psi)} \left[ \int_{-L_\phi - E_\phi}^{L_\phi + E_\phi} (U_\phi(0, 0) - U_\phi(0, \eta)) \cosh(L_\phi - |y_\phi(0, \eta)|) \times ((U_\phi^2 + 2mU_\phi - m^2)y_\phi,\xi + H_\phi,\xi)(0, \eta) \, d\eta
+ \int_{-L_\phi - E_\phi}^{L_\phi + E_\phi} \text{sgn}(\eta) \sinh(L_\phi - |y_\phi(0, \eta)|)(4U_\phi^2U_\phi,\xi - 4U_\phi Q_\phi y_\phi,\xi - 2P_\phi U_\phi,\xi)(0, \eta) \, d\eta \right]
= \frac{\sinh(L_\phi) \cosh(y_\phi(0, \xi))}{2 \sinh(L_\phi)} Q_{\phi,t}(0, 0)
= \frac{\sinh(L_\phi) \cosh(y_\phi(0, \xi))}{2 \sinh(L_\phi + \ell)} (M - s)(s - m)(s - z),
\]

where we recall that $L_\phi = L_\phi + \ell$. The quantity $Q_{\psi,t}(0, \xi)$ given by \((51)\) is either positive or negative, depending on whether we have an upward- or a downward-pointing stumpon initially, i.e., whether the stumpon is “constructed” from a cuspon of type (e) or (e’), respectively, cf. Section \(2\).

Assume that we have an upward-pointing stumpon profile $\psi$ as initial data, i.e., the parameters satisfy $z < m < s < M$. By the choice of the initial characteristics \([39]\), we have that $y_\phi(0, \xi) = y_\psi(0, -\xi)$ for $\xi \in \mathbb{R}$ and $y_\phi(0, \cdot)$ is strictly increasing. Thus $Q_{\psi,t}(0, \xi)$ is strictly positive and continuous on the plateau, and in particular it is strictly decreasing on $(-1 + (s - m)^2)\ell, 0)$ and strictly increasing on $(0, (1 + (s - m)^2)\ell)$. Furthermore, $Q_{\psi,t}(t, \xi)$ is continuous with respect to both time and space, so that we can write

\[
U_\psi(t, \xi) = U_\psi(0, \xi) - tQ_{\psi}(0, \xi) - \frac{t^2}{2} Q_{\psi,t}(0, \xi) + \mathcal{O}(t^3)
= s - \frac{t^2}{2} Q_{\psi,t}(0, \xi) + \mathcal{O}(t^3),
\]
which implies that along characteristics, i.e., in Lagrangian coordinates, the plateau turns into a graph with a hyperbolic cosine-like shape for small times, which in addition is moved downwards compared to the initial plateau height. The numerical simulation in Figure 5 highlights this behavior. We remark that in Eulerian coordinates, the shape will in general be influenced by the parametrization used for the characteristics when going back from Lagrangian variables in accordance with Definition 2.

Furthermore, a closer look at Figure 5 reveals that the numerical solution is strictly increasing to the left of the former plateau, while there emerges a small peak to the right of it. An explanation for this behavior is based on the prediction of wave breaking, which has been discussed in detail for the non-periodic setting in [16, Theorem 1.1]. We will briefly summarize the moral of the story: To the right of the plateau the initial data is strictly decreasing with an excessively negative slope. Thus one expects the solution to break along characteristics close and to the right of the plateau in the nearby future, and in particular the wave profile changes from decreasing to increasing, giving rise to the small spike. On the other hand, the initial data to the left of the plateau is strictly increasing with an especially positive slope. This indicates that wave breaking occurred recently along characteristics close to the plateau and in particular the function cannot change from decreasing to increasing anytime soon. Hence there cannot turn up a spike to the left of the plateau.

4. Conservative and non-conservative traveling waves on the real line

In this final section, we want to show that the results obtained in the periodic case also carry over to the cuspon and stumpon with decay. Since both the cuspon and the stumpon with decay have nonvanishing asymptotics, we have to combine results from [21, 22, 18] to be able to apply the same methods as in the periodic case with only slight modifications.

On the real line, every conservative solution is given through a pair \((u, \mu)\) such that \((u(t), \mu(t)) \in \mathcal{D}\) for all \(t \in \mathbb{R}\), where

\[
\mathcal{D} := \{(u, \mu) \mid (u - m) \in H^1(\mathbb{R}), \mu \in \mathcal{M}^+, \mu_{\text{ac}} = ((u - m)^2 + u_x^2) \, dx\}.
\]

Here \(m\) denotes a constant, \(\mathcal{M}^+\) denotes the set of positive and finite Radon measures on \(\mathbb{R}\), while \(\mu_{\text{ac}}\) denotes the absolutely continuous part of a measure \(\mu\).

The system describing weak, conservative solutions reads

\[
\begin{align*}
\frac{u_t}{u} + uu_x &= -P_x, \\
\mu_t + (u\mu)_x &= (u^3 - mu^2 + m^2u - 2P(u - m))_x \\
&= ((u - m)^3 + 2m(u - m)^2 + 2m^2(u - m) + m^3 - 2P(u - m))_x,
\end{align*}
\]

where

\[
P(t, x) = \frac{1}{4} \int_{\mathbb{R}} e^{-|x-z|}(u^2 + 2mu - m^2)(t, z) \, dz + \frac{1}{4} \int_{\mathbb{R}} e^{-|x-z|} \, d\mu(t, z).
\]

As in the periodic case, the question arises whether or not cuspons and stumpons are conservative solutions in the sense of [18].

The proof of Theorem 4.1 does not rely on the periodicity, but only on the parameters \(m, s,\) and \(M\) (recall that \(z\) depends on the three other parameters). Thus keeping in mind that the only difference in parameters is that \(z = m\) for the cuspon and stumpon with decay, one can follow the same lines to obtain the following result.

Theorem 4.1. Stumpons with decay, unlike cuspons with decay, are not conservative solutions of the Camassa–Holm equation, since they do not satisfy the conservation law [5] in the weak sense.
Next we want to investigate how the conservative solution with stumpon initial data looks like. We will show the following result.

**Proposition 4.2.** Let \( \psi \) be the decaying wave profile of a traveling wave stumpon with a plateau of positive width. Then, for the conservative solution of the Camassa–Holm equation with initial data \( u_0(x) = \psi(x) \), the plateau will not persist.

Again the proof relies heavily on the method of characteristics as introduced in [22] and the ideas from the periodic case. Instead of presenting all the details we will give an outline, which uses representations that can be seen as the limit of the formulas from the periodic case, when \( L_\phi \to \infty \) or equivalently \( z \to m \).

**Definition 3.** For any \((u, \mu) \in \mathcal{D}\), let \((y, U, H)\) on \( \mathbb{R} \) be given by

\[
\begin{align*}
(55a) \quad y(\xi) &= \sup\{ x \in \mathbb{R} \mid x + \mu((-\infty, x)) < \xi + \mu((-\infty, 0]) \}, \\
(55b) \quad U(\xi) &= u(y(\xi)), \\
(55c) \quad H(\xi) &= \xi - y(\xi).
\end{align*}
\]

The evolution equations yielding conservative solutions are then given by

\[
\begin{align*}
(56a) \quad y_t &= U, \\
(56b) \quad U_t &= -Q, \\
(56c) \quad H_t &= U^3 - mU^2 + m^2U - 2P(U - m) \\
(56d) \quad &= (U - m)^3 + 2m(U - m)^2 + 2m^2(U - m) + m^3 - 2P(U - m), \\
\end{align*}
\]

where

\[
\begin{align*}
(57a) \quad P(t, \xi) &= \frac{1}{4} \int_{\mathbb{R}} e^{-|y(t, \xi) - y(t, \eta)|}((U^2 + 2mU - m^2)y_\xi + H_\xi)(t, \eta) \, d\eta, \\
(57b) \quad Q(t, \xi) &= -\frac{1}{4} \int_{\mathbb{R}} \text{sgn}(\xi - \eta)e^{-|y(t, \xi) - y(t, \eta)|}((U^2 + 2mU - m^2)y_\xi + H_\xi)(t, \eta) \, d\eta.
\end{align*}
\]

Going back to Eulerian coordinates, one can apply the following mapping, which is taken from [18].

**Definition 4.** Given \((y, U, H)\), define \((u, \mu) \in \mathcal{D}\) as follows

\[
\begin{align*}
u(x) &= U(\xi) \text{ for any } \xi \text{ such that } x = y(\xi), \\
\mu &= y_\#(H_\xi \, d\xi).
\end{align*}
\]

Following the same lines as in the last section, one obtains that the equalities [14]–[18] also hold for the stumpon and the cuspon with decay, if one replaces the interval \(-L_\phi - E_\phi \leq \xi \leq 0\) and \(0 \leq \xi \leq L_\phi + E_\phi\) with \(\xi \leq 0\) and \(0 \leq \xi\), respectively.

Following once more the proof of existence and continuity of \(Q_t\) for the cuspon with decay in [17], one can show that \(Q_t\) exists and is given by

\[
\begin{align*}
Q_t(t, \xi) &= \frac{1}{4} \int_{\mathbb{R}} \left((U(t, \xi) - U(t, \eta))e^{-|y(t, \xi) - y(t, \eta)|}((U^2 + 2mU - m^2)y_\xi + H_\xi)(t, \eta) \, d\eta \\
- \frac{1}{4} \int_{\mathbb{R}} \text{sgn}(\xi - \eta)e^{-|y(t, \xi) - y(t, \eta)|}(4U^2U_\xi - 4UQy_\xi - 2PU_\xi)(t, \eta) \, d\eta.
\end{align*}
\]

In particular, one has, cf. [17], that the cuspon with decay satisfies

\[
Q_{\phi,t}(0, 0) = \frac{1}{2}(M - s)(s - m)^2 \neq 0.
\]
Again we would like to find a relation between $Q_{\phi, t}(0, 0)$ and $Q_{\psi, t}(0, \xi)$ for $\xi \in (-1 + (s - m)^2) \ell, (1 + (s - m)^2) \ell)$. In this case we note that the symmetry properties (50) are valid for $k \in \mathbb{R}$ and we can therefore write

$$Q_{\phi, t}(0, 0) = \frac{1}{2} \int_{-\infty}^{0} (U_{\phi}(0, 0) - U_{\phi}(0, \eta)) e^{\psi(0, \eta)} ((U_{\phi}^2 + 2mU_{\phi} - m^2)y_{\phi, \xi} + H_{\phi, \xi})(0, \eta) \, d\eta$$

$$- \frac{1}{2} \int_{-\infty}^{0} e^{\psi(0, \eta)} (4U_{\phi}^2 U_{\phi, \xi} - 4U_{\phi}Q_{\phi}y_{\phi, \xi} - 2P_{\phi}U_{\phi, \xi})(0, \eta) \, d\eta$$

$$= \frac{1}{2} \int_{0}^{\infty} (U_{\phi}(0, 0) - U_{\phi}(0, \eta)) e^{-\psi(0, \eta)} ((U_{\phi}^2 + 2mU_{\phi} - m^2)y_{\phi, \xi} + H_{\phi, \xi})(0, \eta) \, d\eta$$

$$- \frac{1}{2} \int_{0}^{\infty} e^{-\psi(0, \eta)} (4U_{\phi}^2 U_{\phi, \xi} - 4U_{\phi}Q_{\phi}y_{\phi, \xi} - 2P_{\phi}U_{\phi, \xi})(0, \eta) \, d\eta.$$

Carrying out the same calculations as in the periodic case with only slight modifications, we end up with

$$Q_{\psi, t}(0, \xi) = e^{-\ell} \cosh(y_{\psi}(0, \xi)) Q_{\phi, t}(0, 0)$$

$$= \frac{e^{-\ell} \cosh(y_{\psi}(0, \xi))}{2} (M - s)(s - m)^2,$$

which is either positive or negative, depending on whether we have an upward- or a downward-pointing stumpon initially, i.e., whether the stumpon is “constructed” from a cuspon of type (f) or (f'), respectively.

We underline that it is not only the above calculations which are very similar for the stumpon with decay and the periodic stumpon. As mentioned earlier, the decaying stumpon can be seen as the limit of the periodic case, by keeping $\ell$ fixed in $L_{\psi} = L_{\phi} + \ell$ and either letting $L_{\phi} \to \infty$ or $z \to m$. To be precise, we consider the half-period $L_{\phi}$ for the cuspon given by (26). If $L_{\phi}$ is to be unbounded, the final integral must diverge, but for all cuspons one has $|M - \phi|^{-1} \geq |M - s|^{-1} > 0$. Therefore, the only way this can happen is to have $z \to m$. Furthermore, we can fix a point $x$ away from the plateau so that the identity (25) holds. Then, as sending $L_{\phi} \to \infty$ sends $z \to m$, we of course obtain (22), so the slope of the wave profile must also agree in the limit.

There are also other quantities for the two types of stumpons which agree in the limit. Recall that we can write $Q_{\psi, t}(0, \xi)$ on the plateau in the periodic case, cf. (51), as

$$Q_{\psi, t}(0, \xi) = \frac{1}{2} \int_{0}^{L_{\phi}} \frac{e^{L_{\phi}} - e^{-L_{\phi}}}{e^{L_{\phi} + \ell} - e^{-L_{\phi} - \ell}} \cosh(y_{\psi}(0, \xi))(M - s)(s - m)(s - z)$$

$$= \frac{1}{2} \int_{0}^{L_{\phi}} \frac{e^{L_{\phi}} - e^{-L_{\phi}}}{1 - e^{-2L_{\phi} - 2\ell}} \cosh(y_{\psi}(0, \xi))(M - s)(s - m)(s - z).$$

This expression tends to (58) as $L_{\phi} \to \infty$, $z \to m$, and the periodic initial characteristics $y_{\psi}(0, \xi)$ given through (39b) tend to the non-periodic ones defined by (55a). Thus one can expect the plateau to evolve rather similarly for the two cases.

To summarize, from a qualitative point of view the behavior of the weak conservative solution for periodic and decaying stumpon initial data should be rather similar.
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