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Abstract. We study the rate of convergence to equilibrium for a collisionless (Knudsen) gas enclosed in a vessel in dimension \( n \in \{2, 3\} \). By semigroup arguments, we prove that in the \( L^1 \) norm, the polynomial rate of convergence given in [25], [17] and [18] can be extended to any \( C^2 \) domain, with standard assumptions on the initial data. This is to our knowledge, the first quantitative result in collisionless kinetic theory in dimension equal to or larger than 2 relying on deterministic arguments that does not require any symmetry of the domain, nor a monokinetic regime. The dependency of the rate with respect to the initial distribution is detailed. Our study includes the case where the temperature at the boundary varies. The demonstrations are adapted from a deterministic version of a subgeometric Harris’ theorem recently established by Cañizo and Mischler [7]. We also compare our model with a free-transport equation with absorbing boundary.

1. Introduction.

Model. In this paper, we study the kinetic free-transport equation with Maxwell boundary conditions inside a domain \( D \) in \( \mathbb{R}^n \) having closure \( \overline{D} \), with \( n \in \{2, 3\} \):

\[
\begin{aligned}
&\partial_t f + v \cdot \nabla_x f = 0, & (t, x, v) &\in \mathbb{R}^*_+ \times G, \\
&\gamma_- f(t, x, v) = K \gamma_+ f(t, x, v), & (t, x, v) &\in \mathbb{R}^*_+ \times \partial_- G, \\
&f|_{t=0}(x, v) = f_0(x, v), & (x, v) &\in G,
\end{aligned}
\]

where we use the notations \( G := D \times \mathbb{R}^n \), and, denoting \( n_x \) the unit inward normal vector at \( x \in \partial D \),

\[
\begin{aligned}
\partial_+ G &:= \{(x, v) \in \partial D \times \mathbb{R}^n, v \cdot n_x < 0\}, \\
\partial_- G &:= \{(x, v) \in \partial D \times \mathbb{R}^n, -(v \cdot n_x) < 0\}.
\end{aligned}
\]

Given a function \( \phi \) on \( (0, \infty) \times \mathbb{R}^n \), \( \gamma_+ \phi \) denotes its trace on \( (0, \infty) \times \partial_+ G \), provided this object is well-defined. The boundary operator \( K \) is defined, for all \( (t, x, v) \in \mathbb{R}^*_+ \times \partial_- G \) and for \( \phi \) supported on \( (0, \infty) \times \partial_+ G \) such that \( \phi(t, x, \cdot) \) belongs to \( L^1(\{v': v' \cdot n_x < 0\}) \), by

\[
K \phi(t, x, v) = \alpha(x) M(x, v) \int_{\{v' \in \mathbb{R}^n, v' \cdot n_x < 0\}} \phi(t, x, v') |v' \cdot n_x| dv' + (1 - \alpha(x)) \phi(t, x, v - 2(v \cdot n_x)n_x).
\]
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In this paper, we consider the standard (and physically relevant) case of the Maxwellian distribution at the boundary \( \partial D \),

\[
M(x,v) = \tilde{c}(x) \frac{1}{(2\pi \theta(x))^{\frac{n}{2}}} e^{-\frac{\|v\|^2}{2\theta(x)}}, \quad x \in \partial D, v \in \mathbb{R}^n,
\]

where, for all \( x \in \partial D \), for \( z \in \partial D \),

\[
\tilde{c}(x) = \left( \int_{\{v \cdot n_x < 0\}} \frac{1}{(2\pi \theta(x))^{\frac{n}{2}}} e^{-\frac{\|v\|^2}{2\theta(x)}} |v \cdot n_z| dv \right)^{-1},
\]

which is independent of the choice of \( z \) since the integrand is radial, so that

\[
\int_{\{v \cdot n_x < 0\}} M(x,v)|v \cdot n_x| dv = 1.
\]

The parameter \( \theta(x) \) corresponds physically to the temperature at the point \( x \in \partial D \) of the boundary wall considered at rest.

**Physical motivations.** This problem models the evolution of a Knudsen (collisionless) gas enclosed in the vessel \( D \). For such diluted gases, the Lebesgue measure of the set of collisions between particles is 0, hence the collision operator of the Boltzmann equation describing statistically the dynamic, as introduced by Maxwell [20], vanishes. Particles in \( D \) move according to the free-transport dynamic until they meet with the boundary. They are reflected at the boundary \( \partial D \) in a diffuse or specular manner, corresponding to the two terms in the definition of \( K \): at a point \( x \in \partial D \), a fraction \( 1 - \alpha(x) \) of the gas particles is specularly reflected, i.e., if \( v \in \mathbb{R}^n \) is the initial velocity, the outgoing velocity is given by

\[
\eta_x(v) := v - 2(v \cdot n_x)n_x.
\]

The remaining fraction \( \alpha(x) \) is diffusively reflected (and thus thermalized). The latter corresponds, physically, to the case where the particle is adsorbed by the wall before being re-emitted inside the domain according to a new velocity distribution defined through \( M \). More details on the derivation of this boundary condition can for instance be find in the monograph of Cercignani, Illner and Pulvirenti [8, Chapter 8]. For this model, the distribution function of the gas, \( f(t,x,v) \), representing the density of particles in position \( x \in \bar{D} \) with velocity \( v \in \mathbb{R}^n \) at time \( t \geq 0 \), satisfies (1).

**Link with the Boltzmann equation and convergence rate for (1).** We study the rate of convergence towards equilibrium of (1). Taking \( \theta \equiv \Theta \) for some \( \Theta > 0 \) so that \( M \) only depends on \( v \), the existence of a steady state and the convergence towards it (at least in a restricted context) is known since the work of Arkeryd and Cercignani [2]. This equilibrium is given by, assuming the initial data to be of mass 1,

\[
f_\infty(x,v) = \frac{e^{-\frac{\|v\|^2}{2\Theta}}}{|D|(2\pi\Theta)^\frac{n}{2}}, \quad (x,v) \in G,
\]

where \( |D| \) denotes the volume of \( D \). In the collisional case, for instance when one studies the space-homogeneous Boltzmann equation with the same boundary condition as in (1), the famous H-theorem of Boltzmann gives a starting point from which Boltzmann [6] gave plausible arguments for the convergence towards an equilibrium as time goes to infinity. Once this convergence is established, a key question is the rate at which it occurs. Physically, one would also like to obtain an explicit form for the constant playing a role in the convergence rate, to avoid insignificant values as one can find when working with the Poincaré recurrence
Regarding Boltzmann equation with Maxwell boundary condition (or diffuse boundary condition, i.e. with $\alpha \equiv 1$) and constant temperature, there are strong reasons to believe that the convergence occurs at an exponential rate, i.e., that there exist $\lambda, C > 0$ such that if $f_t$ denotes the solution at time $t > 0$, for all $t \geq 0$,

$$\|f_t - f_\infty\|_{L^1} \leq C e^{-\lambda t},$$

where $f_\infty$ is the Maxwellian corresponding to the equilibrium of the system. On this matter, see for instance Villani [26, 18.5], where it is established that the convergence rate is equal to, or better, than $t^{-\infty}$ in some Sobolev norm assuming some strong regularity estimates. However those estimates may not hold true in a non-convex setting, see [13] for a discussion on those issues in a general context. When the initial data is close to the equilibrium, Guo [14, Theorem 4] proved the exponential convergence towards equilibrium.

This (expected) dissipative property of the previously mentioned Boltzmann equation is a consequence of two factors: the interactions with the boundary wall and the collision operator. On the other hand the model corresponding to (1) only deals with the interactions with the boundary wall. This leads to several natural questions.

i) Can we still prove a convergence towards an equilibrium? In particular in the case where $\theta$ is not constant?

ii) Is the rate at which this convergence occurs exponential, as expected for the Boltzmann equation with similar boundary conditions? If not, can we characterize this rate in a precise manner?

iii) Can we compute the corresponding constants explicitly?

Well-posedness and qualitative convergence. Arkeryd and Cercignani [2] established the well-posedness of (1) in the $L^1$ setting. This allows one to associate a semigroup $(S_t)_{t \geq 0}$ to the evolution equation, so that given an initial datum $f_0$, $S_tf_0$ is the solution of (1) at time $t \geq 0$. The decay property of the distance with respect to the equilibrium, and thus the answer to the three questions above, can then be read at the level of the associated semigroup. The fact that the answer to i) is positive is physically intuitive and has been established qualitatively in the convex setting and in dimension 3 by Arkeryd and Nouri [3]. In the general setting, the obtention of a rate to answer ii) will provide an a posteriori answer for question i) as well.

Known results for question ii). Question ii) was first addressed numerically by Tsuji, Aoki and Golse [25]. They gave strong arguments to support the intuition that the rate of convergence in the $L^1$ norm will no more be exponential in this case, but rather polynomial of order $\frac{1}{t^n}$, where $n$ is the dimension of the problem. The absence of a spectral gap for the sole free-transport operator is a natural reason to think that the exponential rate cannot be reached for this model. Later, Aoki and Golse [1] proved that the rate of convergence is better than $\frac{1}{t}$ in the $L^1$ distance, with an additional assumption of symmetry of the domain and of the initial data, by means of Feller’s renewal theory. Still with this symmetry assumption on the domain and in dimensions 1 to 3, the problem was studied via probabilistic methods by Kuo, Liu and Tsai [17], see also [18] for the case where $\theta$ varies, with the sole diffuse condition, which corresponds to $\alpha \equiv 1$ with our notations. The key idea is that the symmetry of the domain allows one to consider the intervals in time between two rebounds of a particle as independent and identically distributed random variables, and to deduce a law of large numbers from which one can control the flux of the
solution at the boundary in the $L^\infty$ norm. Kuo [19] later extended this result with similar tools to the case of the Maxwell boundary condition, in dimension 2. Finally let us mention that Mokhtar-Kharroubi and Seifert [22] recently obtained an explicit polynomial rate in slab geometry (dimension 1). Their proof relies on a quantified version of Ingham’s tauberian theorem.

**Hypothesis and main result.** While the methods used in [1], [17], [18] and [19] are difficult to adapt to a nonsymmetric setting, it seems intuitive to expect that the rate of convergence will be of the same order without this assumption. In this work, we give, using a slightly modified version of the subgeometric Doeblin-Harris theory of Cañizo and Mischler [7], an answer to questions i) and ii) and a partial answer to question iii) in the larger context of $C^2$ domains.

Let us introduce some assumptions and key notations and present our main result. The dimension $n$ belongs to $\{2, 3\}$. We endow $\mathbb{R}^n$ and $\mathbb{R}$ with the Lebesgue measure. The symbols $dx, dv, \ldots$ denote this measure. We assume that the domain $(open, connected) D \subset \mathbb{R}^n$ is bounded and $C^2$ with closure $\overline{D}$, and that the map $x \mapsto n_x$ can be extended to the whole set $\overline{D}$ as a $W^{1, \infty}$ map, where $W^{1, \infty}$ denotes the corresponding Sobolev space. For any $k \in \mathbb{N}^\ast$, we use the Euclidian norm in $\mathbb{R}^k$. We write $d(D)$ for the diameter of $D$

$$d(D) = \sup_{(x,y) \in D^2} \|x - y\|.$$  

On $\bar{D} \times \mathbb{R}^n$, setting

$$\partial_0 G := \{(x,v) \in \partial D \times \mathbb{R}^n, v \cdot n_x = 0\},$$

we define the map $\sigma$ by:

$$\sigma(x, v) = \begin{cases} \inf\{t > 0, x + tv \in \partial D\}, & (x, v) \in \partial_- G \cup G, \\ 0, & (x, v) \in \partial_+ G \cup \partial_0 G, \end{cases} \quad (8)$$

which corresponds to the time of the first collision with the boundary for a particle in position $x$ with velocity $v$ at time $t = 0$. The $L^1$ space on $G$, denoted $L^1(G)$ is the space of measurable $\mathbb{R}$-valued functions $f$ such that

$$\|f\|_{L^1} := \int_G |f(x,v)|dvdx < \infty.$$ 

For any non-negative measurable function $w$ defined on $G$, we introduce the weighted $L^1$ space $L^1_w(G) = \{f \in L^1(G), \|fw\|_{L^1} < \infty\}$ endowed with the norm defined by $\|f\|_w := \|fw\|_{L^1}$. For any function $f \in L^1(G)$, we define the mean of $f$ by

$$\langle f \rangle := \int_G f(x,v)dvdx. \quad (9)$$

For the function $\alpha : \partial D \to [0, 1]$ playing a role in the boundary condition, we assume that there exists a constant $c_0 \in (0, 1)$ such that

$$\alpha(x) \geq c_0, \quad \forall x \in \partial D. \quad (10)$$

This condition implies that $1 - \alpha(x) \leq 1 - c_0$ for all $x \in \partial D$, a fact that will allow us to control the contribution of the specular component of the reflection at the boundary.

**Remark 1.** In the case of the diffuse boundary condition, that is, when $\alpha \equiv 1$, our condition implies that one has to choose some $c_0 \in (0, 1)$ rather than the value 1 itself. Any value $c_0 \in (0, 1)$ will satisfy (10) in this case.
We define the constant $c_4 \in (0, 1)$ by the equation
\[(1 - c_4)^4 = (1 - c_0),\] (11)
so that, for $i \in [1, 4],
\[(1 - c_4)^i \geq (1 - c_0).\]

Finally, we assume that the temperature function $\theta : \partial D \to \mathbb{R}_+$ is continuous, positive on $\partial D$ compact, so that $(x, v) \to M(x, v)$ is continuous and positive. We introduce the weights $\omega_i$ for $i \in \{1, \ldots, 4\}$ defined by setting, for all $(x, v) \in \bar{D} \times \mathbb{R}^n,$
\[
\omega_i(x, v) = \left(e^2 + \frac{d(D)}{\|v\|c_4} - \sigma(x, -v)\right)^i \ln \left(e^2 + \frac{d(D)}{\|v\|c_4} - \sigma(x, -v)\right)^{-1.6}. \tag{12}
\]

Note that $2 > 1.6 > \frac{n+1}{n}$ for $n \in \{2, 3\}$. The idea behind this choice is that we will be able to interpolate a first result for $\omega_{n+1}$ by considering the weight $\omega_{n+1}^{n+1}$, and that the exponent of the logarithmic factor will still be smaller than $-1$. Our main results are the following.

**Theorem 1.1.** There exists a constant $C > 0$ such that for all $t \geq 0$, for all $f, g \in L_{\omega_{n+1}}^1(G)$ with $\langle f \rangle = \langle g \rangle$, there holds
\[
\|S_t(f - g)\|_{L^1} \leq C \ln(1 + t)^{n+2} \|f - g\|_{\omega_{n+1}}.
\]

For $i \in [n - 1, n + 1]$, we define the weight $m_i$ by setting, for all $(x, v) \in \bar{D} \times \mathbb{R}^n,$
\[
m_i(x, v) = \left(e^2 + \frac{d(D)}{\|v\|c_4} - \sigma(x, -v)\right)^i \ln \left(e^2 + \frac{d(D)}{\|v\|c_4} - \sigma(x, -v)\right)^{-1.6} \tag{13}
\]

A second theorem, which relies on similar arguments, answers question i) above even in the case where $\theta$ is not constant.

**Theorem 1.2.** There exists a unique $f_\infty \in L_{m_n}^1(G)$ such that $0 \leq f_\infty$, $\langle f_\infty \rangle = 1$ satisfying
\[
v \cdot \nabla_x f_\infty(x, v) = 0, \quad (x, v) \in G,
\]
\[
\gamma f_\infty(x, v) = K^\gamma f_\infty(x, v), \quad (x, v) \in \partial G.
\]

Regarding the convergence towards equilibrium, we obtain by interpolation the following corollary from Theorem 1.1.

**Corollary 1.** There exists a constant $C' > 0$ such that for all $t \geq 0$, for all $f \in L_{m_n}^1(G)$ with $\langle f \rangle = 1$, for $f_\infty$ given by Theorem 1.2,
\[
\|S_t(f - f_\infty)\|_{L^1} \leq C' \ln(1 + t)^{n+1} \|f - f_\infty\|_{m_n}.
\]

We make several remarks on those results.

**Remark 2** (About question iii). The constants $C, C'$ in Theorem 1.1 and Corollary 1 are explicit (constructive) in the easy case of the unit disk. We believe that for any given domain $D$, one may find explicit constants using the geometry of $D$. The measure given by Doolin-Harris condition is the only part of the proof where one may lose the constructive property of the constants, see Remark 8 for more details.
Remark 3. In general, we do not have \( f_\infty \in L_{m+1}^1(G) \). In particular, in the case where \( \theta \equiv \Theta \) with \( \Theta > 0 \) constant, \( f_\infty \) is explicit and given by (7), and \( f_\infty \in L_m^1(G) \setminus L_{m+1}^1(G) \). Therefore, one cannot apply Theorem 1.1 to study the convergence towards equilibrium. This limiting role of the equilibrium distribution when computing a rate of convergence is well-known in the probabilistic version of the Doeblin-Harris theory used in this paper, see for instance Douc, Fort and Guillin [9] and Hairer [15].

Remark 4. To complete the previous remark, note that \( f_\infty \notin L_m^1(G) \) for a weight \( m \) such that \( m(x,v) \sim C \frac{1}{\|v\|^\theta} \) for some constant \( C > 0 \). This is a slight drawback of the method, which prevents us from obtaining the optimal rate \( \frac{1}{(t+\epsilon)^\theta} \) from Kuo, Liu and Tsai [17, 18, 19]. However, the rate obtained here is almost optimal in the sense that it is better than \( \frac{1}{(t+\epsilon)^\theta} \) for all \( \epsilon > 0 \). Moreover, even in the unit ball of dimension \( n \), our result is slightly different from the one of Kuo et al.: the space of initial data is not the same. Their space of initial data \( L_{m,\mu}^\infty(G) \) is included in \( L_m^1(G) \), while the converse is not true, as exemplified by the function of \( L_m^1(G) \setminus L_{m,\mu}^\infty(G) \) given by:

\[
f(x,v) = \frac{1}{|D|} \frac{\ln(\|v\|)^{1.6(1+\theta)/|\theta|-1}}{1 + \|v\|^{n+1}}, \quad (x,v) \in G.
\]

Remark 5. The existence result in Theorem 1.2 (in particular in the case where \( \theta \) varies) can also be seen as a consequence of the explicit formula for the equilibrium \( f_\infty \) obtained by Sone, see the monograph [24, Chapter 2, Section 2.5, Equation (2.48)] in the form of an infinite series. In this paper, we deduce the result from Theorem 1.1 and do not make use of this explicit form of \( f_\infty \).

Remark 6. The hypothesis \( f \in L_m^1(G) \) is quite general even if \( f \) charges 0, since \( m_n(x,v) \sim C \frac{1}{\|v\|^{\theta} \ln(\|v\|)^{\theta}} \) for some \( C > 0 \). For instance if one considers, as in [1], \( \theta \equiv 1 \) so that \( m \) is independent of \( x \) and \( f \in L_m^1(G) \) with \( 0 \leq f(x,v) \lesssim M(v) \) on \( D \times \mathbb{R}^n \), the assumption is satisfied.

Remark 7. The boundary condition prevents one from considering higher-order moments, with weight exponents of order larger than \( n+1 \). Hence Theorem 1.1 cannot be improved by considering a weight \( \omega_{n+2} \) with \( \omega_{n+2}(x,v) \sim C \frac{1}{\|v\|^n \ln(\|v\|)^{\theta}} \) for some \( C > 0 \). Indeed, the boundary condition becomes a limiting factor for the Lyapunov condition that we will use (see Section 3 below for more details): to be compatible with our proof, a weight \( w \) must satisfy, for all \( x \in \partial D \),

\[
\int_{\mathbb{R}^n} M(x,v) |v| n_x w(x,v) dv < \infty.
\]

In [5], the authors study a similar model with probabilistic tools, more precisely they use a coupling of two Markov processes to derive a rate similar (up to logarithmic factors) to the one of Corollary 1. This method allows one to treat, in the space of measures, various choices of \( M \) independent of \( x \). Indeed, they only assume that \( M \) is radial, with a first order moment and that \( M \) is lower bounded by a continuous positive function in a ball around 0. The domain is again assumed to be \( C^2 \).
Comparison with absorbing boundary condition. We conclude the paper by studying the following close problem
\[
\begin{align*}
\partial_t f + v \cdot \nabla_x f &= 0, \\
\gamma_-(t, x, v) &= 0, \\
f|_{t=0}(x, v) &= f_0(x, v),
\end{align*}
\] (14)
i.e., we take \( K \equiv 0 \) in (1). We set, for \( \nu > 0 \),
\[
\rho \nu (x, v) = (1 + \sigma(x, v)) \nu,(x, v) \in \bar{G}.
\] (15)
We refer to Theorem 7.1 for precise results on (14). The rough conclusions of the comparison between the two models are the following.
1) For very regular initial data, typically if \( f \in L^1(G) \) with \( f_{11}\|v\|\leq \epsilon = 0 \) for some \( \epsilon > 0 \), the convergence rate is exponential in (14) while it is only of order \( n+1 \) (up to log factors) in (1), because of the influence of the boundary condition.
2) With the assumption \( f, g \in L^1_{\nu+1}(G) \), the convergence rate of \( f_t - g_t \), with obvious notations, is polynomial with, roughly, exponent \( n+1 \) for both problems.
3) More generally, for \( f \in L^1_{\nu}(G) \), \( g \in L^1_{\nu-\delta}(G) \) with \( \nu - \delta > 1, \delta > 0 \), the exponent of the polynomial rate of convergence is \( \nu - \delta \) in (14). In particular, if \( f \in L^1_{\nu+1}(G) \), \( g \in L^1_{\nu-\delta}(G) \) with \( \nu - \delta > 1, \delta > 0 \), the exponent of the polynomial convergence rate towards equilibrium is roughly \( n+1 \) in (14) since the equilibrium 0 belongs to \( L^1_{\nu+1}(G) \) while it is only \( n \) (up to log factors) in (1) since the equilibrium \( f_\infty \) belongs to \( L^1_{\nu-\delta}(G) \) \( \setminus L^1_{\nu+1}(G) \).

Proof strategy. Our proof of Theorem 1.1 is purely deterministic. While this proof is also self contained, it is adapted from the method introduced in [7]. Let us elaborate on the strategy. The first step towards the obtention of a Harris’ theorem is to prove that, setting \( L \) the operator such that the evolution problem (1) rewrites as a Cauchy problem,
\[
\begin{align*}
\partial_t f &= L f \quad \text{in } \bar{D} \times \mathbb{R}^n, \\
f(0, \cdot) &= f_0(\cdot) \quad \text{in } G,
\end{align*}
\] (16)
we have the inequality
\[
L^* \omega_{n+1} \leq -\omega_n + \kappa,
\] (17)
with \( \kappa > 0 \) constant and \( L^* \) the adjoint operator of \( L \), and that such inequality also holds by considering various couples of weights instead of \( (\omega_{n+1}, \omega_n) \). It turns out that, since in our model the whole dissipative component is localized at the boundary, (17) is very difficult and perhaps impossible to obtain. On the other hand, using that
\[
v \cdot \nabla_x \sigma(x, v) = -1 \quad \text{in } G,
\] one can prove an integrated version of (17), namely that there exist \( C_1, b_1 > 0 \) such that for all \( T > 0, f \in L^1_{\omega_{n+1}}(G) \),
\[
\|S_T f\|_{\omega_{n+1}} + C_1 \int_0^T \|S_s f\|_{\omega_n} ds \leq \|f\|_{\omega_{n+1}} \leq b_1 (1 + T)\|f\|_{L^1},
\] (18)
and that this inequality also holds for various couples of weights.
As a second step, we prove a positivity result (Doeblin-Harris condition) for the semigroup \((S_t)_{t \geq 0} \), Theorem 4.2. By following the characteristics of (1) backward,
we prove that there exists \( R_0 > 0 \) such that for all \( R > R_0 \), there exist \( T(R) > 0 \) and a non-negative measure \( \nu \) on \( \mathbb{D} \times \mathbb{R}^n \) with \( \nu \neq 0 \) such that for all \((x,v) \in G\),

\[
S_{T(R)}f(x,v) \geq \nu(x,v) \int_{\{(y,w) \in \mathbb{D} \times \mathbb{R}^n : \sigma(y,w) \leq R\}} f(y,w) dwdy. \tag{19}
\]

The measure \( \nu \) depends on \( \mathbb{D} \) and whether or not it is constructive is the key point for question iii), see Remark 8 below. As already mentioned, if \( \nu \) is explicit, the constants \( C, C' \) of Theorem 1.1 and Corollary 1 are constructive.

To obtain the proof of Theorem 1.1, we assume without loss of generality that \( g = 0 \) and that \( f \in L^1_{\omega_{n+1}}(G) \) with \( \langle f \rangle = 0 \). We fix \( T > 0 \) large enough and introduce some modified norm

\[
\| \cdot \|_{\omega_{n+1}} = \| \cdot \|_{L^1} + \beta \| \cdot \|_{\omega_{n+1}} + \alpha \| \cdot \|_{\omega_n},
\]

for two well-chosen constants \( \alpha, \beta > 0 \) depending on \( T \). We prove, with the help of (18) and of the Doeblin-Harris condition, that

\[
\| S_T f \|_{\omega_{n+1}} \leq \| f \|_{\omega_{n+1}}. \tag{20}
\]

We then introduce some further weights \( w_0, w_1 \) such that \( 1 \leq w_0 \leq w_1 \leq \omega_{n+1} \). With a similar argument, we find that, for some modified norm \( \| \cdot \|_{w_1} \), for \( T \) as above and \( \bar{\alpha} > 0 \) well-chosen,

\[
\| S_T f \|_{w_1} + 2\bar{\alpha} \| f \|_{w_0} \leq \| f \|_{w_1}. \tag{21}
\]

We use repeatedly (20) and (21), along with the inequalities satisfied by the weights, to conclude.

Theorem 1.2 is obtained from Theorem 1.1 and a refined version of (20) with the couple \( (m_{n+1}, m_n) \) instead of \( (\omega_{n+1}, \omega_n) \). Once Theorem 1.2 is established, Corollary 1 follows from Theorem 1.1 by an interpolation argument.

**Proof strategy for the study of (14).** To compute the convergence rate towards equilibrium of \((14)\), we use a method introduced by Hairer [15] which is much more direct than the previous strategy. This proof can not be easily applied to study (1) because of the boundary condition and its impact on the derivation of the Lyapunov inequality. On the other hand the strategy to prove Theorem 1.1 can not be adapted easily here because the Doeblin-Harris condition, Theorem 4.2, does not hold. The proof in the case of an exponential weight is a straightforward application of Gronwall’s lemma. In the polynomial case, i.e. when the initial data \( f \in L^1_{r_{\nu}}(G) \) for some \( \nu > 1 \), the idea is to prove that,

\[
B^* r_{\nu} \leq -\phi(r_{\nu}),
\]

where \( B \) is the generator of the semigroup which can be associated to (14) and where \( \phi(x) = \nu x^{\frac{1}{\nu} - 1} \) for all \( x \geq 1 \) is a concave function. We then define, for \( t \geq 0, u \geq 1, \)

\[
\psi(t,u) = (H(u) + t + 1)^{\nu},
\]

with \( H(u) = \int_1^u \frac{1}{s^{1/\nu}} ds = u^{1/\nu} - 1 \) for all \( u \geq 1 \) and prove that \( t \to \| S_t f \|_{\psi(t,r_{\nu})} \) is non-increasing in \( \mathbb{R}_+ \) using the differential properties of \( \psi \), where \( (S_t)_{t \geq 0} \) is now the semigroup associated to (14). To conclude, we have for all \( t \geq 0, \)

\[
(t + 1)^{\nu} \| S_t f \|_{L^1} \leq \| S_t f \|_{\psi(t,r_{\nu})} \leq \| f \|_{\psi(0,r_{\nu})} = \| f \|_{r_{\nu}},
\]

and the polynomial rate \((t + 1)^{-\nu}\) follows. In both cases, the constants are constructive.
Plan of the paper. In Section 2 we introduce a few notations and recall some basic properties of (1). In Section 3 we prove the Lyapunov inequality (18) for several couples of weights. In Section 4 we prove the Doeblin-Harris condition satisfied by the semigroup $(S_t)_{t \geq 0}$, (19). In Section 5 we recall some interpolation results for $L^1$-weighted space and give very slight extensions in the case of spaces defined through a projection. The proof of Theorem 1.1, Theorem 1.2 and Corollary 1 is done in Section 6 using the previous results. Section 7 is devoted to the study of the case of an absorbing boundary condition with the strategy detailed above.

2. Setting and first properties.

2.1. Notations and associated semigroup. We first set some notations. For any set $B$, we write $\bar{B}$ for the closure of $B$. For any space $E$, we write $\mathcal{D}(E) = C^1_c(E)$ the space of test functions ($C^1$ with compact support) on $E$. We write $d\zeta(x)$ for the surface measure at $x \in \partial D$. We denote by $\mathcal{H}$ the $n-1$ dimensional Hausdorff measure.

For a function $f \in L^\infty([0, \infty); L^1(\bar{D} \times \mathbb{R}^n))$, admitting a trace $\gamma f$ at the boundary we write $\gamma_{\pm} f$ for its restriction to $(0, \infty) \times \partial_{\pm} G$. This corresponds to the trace obtained in Green’s formula, see Mischler [21]. If $f$ is a solution to (1) with initial data $f_0 \in L^1(G)$ the traces are well-defined, see Arkeryd and Cercignani [2, Section 3].

Lemma 2.1. The boundary operator $K$ defined by (2) is non-negative and satisfies, for all $t \geq 0$, $x \in \partial D$, for all $f$ solution to (1) with $f_0 \in L^1(G)$, $f$ regular enough so that both integrals are well-defined,

$$\int_{\{v \cdot n_x > 0\}} K \gamma f(t, x, v)(v \cdot n_x) dv = \int_{\{v \cdot n_x < 0\}} \gamma f(t, x, v)|v \cdot n_x| dv. \quad (22)$$

Proof. The non-negativity of $K$ is straightforward from (2). Since, for all $x \in \partial D$,

$$\int_{\{v \cdot n_x > 0\}} M(x, v)|v \cdot n_x| dv = 1$$

by (5), we have, for all $t \geq 0$, recalling the notation $\eta_x$ from (6),

$$\int_{\{v \cdot n_x > 0\}} K \gamma f(t, x, v)(v \cdot n_x) dv = \int_{\{v \cdot n_x > 0\}} \alpha(x) M(x, v)|v \cdot n_x| dv$$

$$\times \int_{\{v' \cdot n_x < 0\}} \gamma f(t, x, v')|v' \cdot n_x| dv'$$

$$+ \int_{\{v \cdot n_x > 0\}} (1 - \alpha(x)) \gamma f(t, x, \eta_x(v))|v \cdot n_x| dv,$$

and, using the involutive change of variable $w = \eta_x(v)$ and that $w \cdot n_x = -v \cdot n_x$,

$$\int_{\{v \cdot n_x > 0\}} K \gamma f(t, x, v)(v \cdot n_x) dv = \alpha(x) \left( \int_{\{v' \cdot n_x < 0\}} \gamma f(t, x, v')|v' \cdot n_x| dv' \right)$$

$$+ (1 - \alpha(x)) \int_{\{v \cdot n_x < 0\}} \gamma f(t, x, v)|v \cdot n_x| dv.$$

The result follows.

As a consequence, $||K|| = 1$ and (1) is well posed in the $L^1$ setting, see Arkeryd and Cercignani [2, Theorem 3.6]. Therefore we can associate to the equation a strongly continuous semigroup $(S_t)_{t \geq 0}$ of linear operators, such that, for $f_0 \in L^1(G)$,
for all $t \geq 0$, $S_t f_0 = f(t, \cdot)$ is the unique solution in $L^\infty([0, \infty): L^1(\bar{D} \times \mathbb{R}^n))$ to (1) taken at time $t$. Decay properties of the equation will be studied at the level of this semigroup.

2.2. Positivity and mass conservation. We gather in the next theorem several key properties of (1). For $f \in L^1(G)$, recall the notation $\langle f \rangle$ from (9).

**Theorem 2.2.** Let $f \in L^1(G)$. For all $t \geq 0$, $\langle S_t f \rangle = \langle f \rangle$. Moreover, we have

$$\|S_t f\|_{L^1} \leq \|f\|_{L^1},$$

and if $f$ is non-negative, so is $S_t f$.

**Proof.** We sketch the proof with the additional assumption that $f$ and the trace $\gamma f$ are sufficiently regular so that all the integrals are well-defined, and refer to [2] for a rigorous derivation of the result.

**Step 1.** We write $f(t, x, v)$ for $S_t f(x, v)$ for all $(t, x, v) \in [0, \infty) \times G$, $\gamma f$ for the corresponding trace on $(0, \infty) \times \partial D \times \mathbb{R}^n$. Using Green’s formula, we have, for all $t \geq 0$,

$$\frac{d}{dt} \int_G f(t, x, v) dv = - \int_G v \cdot \nabla_x f(t, x, v) dv = \int_{\partial D \times \mathbb{R}^n} \gamma f(t, x, v)(v \cdot n_x) dv \cdot (x),$$

recalling that $n_x$ is pointing towards $D$ for all $x \in \partial D$. Since $\gamma_- f = K \gamma_+ f$, we conclude by (22) that

$$\frac{d}{dt} \langle S_t f \rangle = 0.$$

**Step 2.** To establish the contraction result, note first that, by triangle inequality, for almost all $t \geq 0$, $x \in \partial D$,

$$\int_{\{v \cdot n_x > 0\}} |v \cdot n_x| K \gamma_+ f(t, x, v) dv \leq (1 - \alpha(x)) \int_{\{v \cdot n_x > 0\}} |v \cdot n_x| \gamma_+(t, x, \eta_x(v)) dv$$

$$+ \alpha(x) \int_{\{v \cdot n_x < 0\}} |v \cdot n_x| M(x, v) \int_{\{v \cdot n_x < 0\}} |\gamma_+(t, x, v')| |v' \cdot n_x| dv'.$$

We deduce that

$$\int_{\{v \cdot n_x > 0\}} |v \cdot n_x| K \gamma_+ f(t, x, v) dv \leq \int_{\{v \cdot n_x > 0\}} |v \cdot n_x| K \gamma_+ f(t, x, v) dv,$$

and applying (22) with $|\gamma_+ f|$, we conclude that

$$\int_{\{v \cdot n_x > 0\}} |v \cdot n_x| K \gamma_+ f(t, x, v) dv \leq \int_{\{v \cdot n_x < 0\}} |v \cdot n_x| \gamma_+ f(t, x, v) dv. \ (23)$$

**Step 3.** With similar computations to those of Step 1, one obtains,

$$\frac{d}{dt} \int_G |S_t f| dv = \int_{\partial G} |\gamma_+ f(t)| (v \cdot n_x) dv \cdot (x) + \int_{\partial G} |\gamma_- f(t)| (v \cdot n_x) dv \cdot (x).$$

According to the boundary condition in (1), we have $\gamma_-(t, x, v) = K \gamma_+(t, x, v)$. We conclude that

$$\frac{d}{dt} \|S_t f\|_{L^1} \leq 0,$$

using (23).
**Step 4.** To prove the positivity property, we use the previous results and the fact that \( \langle S_t f \rangle_\infty = \frac{|S_t f| - S_t \bar{f}}{2} \). Assuming \( f \geq 0 \), we have \( f_\infty = 0 \) and, for all \( t \geq 0 \), since \( \langle S_t f \rangle = \langle f \rangle \) and since \( S_t \) is a contraction in \( L^1 \),
\[
\| (S_t f)_\infty \|_{L^1} = \int_G \frac{|S_t f| - S_t \bar{f}}{2} \, d\nu dx \\
= \frac{1}{2} \left( \| S_t f \|_{L^1} - \langle S_t f \rangle \right) \\
\leq \frac{1}{2} \left( \| f \|_{L^1} - \langle f \rangle \right) = \int_G \frac{|f| - f}{2} \, d\nu dx = \| f_\infty \|_{L^1} = 0
\]
and since \( (S_t f)_\infty \geq 0 \) almost everywhere (a.e.) on \( G \) we deduce that \( (S_t f)_\infty = 0 \) a.e. on \( G \).

3. **Subgeometric Lyapunov condition.** In this section, we derive several subgeometric Lyapunov inequalities that will play a key role in our proof of Theorem 1.1. Recall the definition (8) of \( \sigma \). We first introduce a notation.

**Notation.** We define the map \( q \) from \( \bar{D} \times \mathbb{R}^n \) to \( \partial D \) by
\[
q(x, v) := x + \sigma(x, v)v,
\]
for all \((x, v) \in \bar{D} \times \mathbb{R}^n\).

In terms of characteristics of the free transport equation, for \((x, v) \in \bar{D} \times \mathbb{R}^n\), \( q(x, v) \) corresponds to the right limit in \( \bar{D} \) of the characteristic with origin \( x \) directed by \( v \). The real number \( \sigma(x, v) \) corresponds to the time at which this characteristic reaches the boundary, if it started from \( x \) at time 0 with velocity \( v \) with \( x \in D \) or \( x \in \partial D, v \cdot n_x > 0 \). If \( x \in \partial D \) and \( v \) is not pointing towards the gas region (that is, \((x, v) \) is already the right limit of the corresponding characteristic), \( q(x, v) \) simply denotes \( x \).

We recall a result on the derivative of \( \sigma \) inside \( G \) from Esposito, Guo, Kim and Marra [10, Lemma 2.3]. We parametrize locally \( D \) by a \( C^1 \) map \( \xi : \mathbb{R}^n \to \mathbb{R} \), and \( D \) is locally \( \{ x \in \mathbb{R}^n, \xi(x) < 0 \} \). By definition of \( \sigma(x, v) \), for all \((x, v) \in G\), \( \xi(x + \sigma(x, v)v) = 0 \), and using the implicit function theorem, we find, for all index \( j \in \{1, \ldots, n\} \),
\[
\partial_j \xi + \sum_{i=1}^n \partial_i \xi \cdot \frac{\partial \sigma(x, v)}{\partial x_j} v_i = 0.
\]
Rearranging the terms and by definition of \( n_{q(x, v)} \), we have:
\[
\frac{\partial \sigma(x, v)}{\partial x_j} = \frac{n_{q(x, v)} j}{v \cdot n_{q(x, v)}},
\]
so that
\[
\nabla x \sigma(x, v) = -\frac{n_{q(x, v)}}{v \cdot n_{q(x, v)}} \cdot v \cdot \nabla x \sigma(x, v) = -1.
\]
This minus sign can be understood in the following way: since \( \sigma(x, v) \) is the time needed for a particle in position \( x \in \bar{D} \) with velocity \( v \in \mathbb{R}^n \) at time \( t = 0 \) to hit the boundary, moving the particle from \( x \) along the direction \( v \) reduces this time. Recall from (11) that \( c_4 \in (0, 1) \) is such that \( (1 - c_4)^4 = (1 - c_0) \). For all \((x, v) \in \bar{D} \times \mathbb{R}^n\), we set
\[
\langle x, v \rangle = \left( c_2^2 + \frac{d(D)}{|v| c_4^2 - \sigma(x, -v)} \right).
\]
so that $e^2 \leq \langle x, v \rangle$ and $\langle x, v \rangle \sim \frac{\kappa}{\|v\|}$ for some $\kappa > 0$. Moreover, for all $(x, v) \in \partial_+G$, since $\sigma(x, -v) \leq \frac{d(D)}{\|v\|}$ by definition of $d(D)$, $c_4$ is chosen such a way that we have for all $i \in [1, 4]$,

$$
(1 - c_0) \left( e^2 + \frac{d(D)}{\|v\|c_4} \right) \leq (1 - c_4) \left( e^2 + \frac{d(D)}{\|v\|c_4} \right) \leq e^2 + \frac{d(D)}{\|v\|c_4} - \sigma(x, -v). \quad (26)
$$

We prove the following:

**Lemma 3.1.** For a couple of weights $(m_1, m_0)$, for $\epsilon \in (0, 3)$, with any of the choices

1. $(m_1, m_0) = (\langle x, v \rangle^i \ln(\langle x, v \rangle)^{-1-\epsilon}, \langle x, v \rangle^i \ln(\langle x, v \rangle)^{-1-\epsilon})$, $i \in \{2, n + 1\}$,
2. $(m_1, m_0) = (\langle x, v \rangle^i, \langle x, v \rangle^{i-1})$, $i \in \{\frac{3}{2}, \frac{5}{2}, \ldots, \frac{2n+1}{2}\}$,
3. $(m_1, m_0) = (\langle x, v \rangle \ln(\langle x, v \rangle)^{0.1}, \ln(\langle x, v \rangle)^{0.1})$,

there exist $C > 0, b > 0$ explicit, depending on $(m_1, m_0)$, such that for all $T > 0$, all $f \in L^1_{m_1}(G)$,

$$
||S_T f||_{m_1} + C \int_0^T ||S_n f||_{m_0} ds \leq ||f||_{m_1} + b(1 + T)||f||_{L^1}. \quad (27)
$$

**Proof.**

**Step 1.** Note that, for all $(x, v) \in G$, according to (25) and to the definition of $\langle x, v \rangle, (v \cdot \nabla_x (x, v)) = -1$. We treat case (1) first. For $i \in \{2, n + 1\}$, $\epsilon \in (0, 3)$,

$$(v \cdot \nabla_x)m_1 = (v \cdot \nabla_x)(\langle x, v \rangle^i \ln(\langle x, v \rangle)^{-(1+\epsilon)})$$

$$= i(v \cdot \nabla_x (x, v))(\langle x, v \rangle)^{i-1} \ln(\langle x, v \rangle)^{-(1+\epsilon)}$$

$$+ (v \cdot \nabla_x (x, v))(-1+\epsilon)(\langle x, v \rangle)^{i-1} \ln(\langle x, v \rangle)^{-(2+\epsilon)}$$

$$= (\langle x, v \rangle)^{i-1} \ln(\langle x, v \rangle)^{-(1+\epsilon)} \left(-i + \frac{1+\epsilon}{\ln(\langle x, v \rangle)}\right).$$

Finally, $\ln(\langle x, v \rangle) \geq \ln(e^2) = 2$, hence

$$(v \cdot \nabla_x)m_1 \leq \left(-i + \frac{1+\epsilon}{2}\right)m_0,$$

and we set $C_1 = i - \frac{1+\epsilon}{2} > 0$.

**Step 2.** Let $f \in L^1_{m_1}(G)$. We differentiate the $L^1_{m_1}(G)$ norm of $f$, and use Step 1. We first have, since $n_x$ is the unit normal vector pointing towards the gas region, for $T > 0$, by Green’s formula,

$$
d \int_G |S_T f| m_1 dvdx = \int_G |S_T f|(v \cdot \nabla_x m_1) dvdx + \int_{\partial D \times \mathbb{R}^n} (n_x \cdot v) m_1 |\gamma S_T f| dvdx \zeta(x),$$

where we recall that $d\zeta$ denotes the induced volume form on $\partial D$. We have, according to [21, Corollary 1],

$$|\gamma S_T f(x, v)| = |\gamma S_T f(x, v)| \text{ a.e. in } ((0, \infty) \times \partial_+G) \cup ((0, \infty) \times \partial_-G), \quad (28)$$

hence we will not distinguish between both values in what follows.

Applying Step 1 we find, using the boundary condition and (28),

$$
d \int_G |S_T f| m_1 dvdx$$

$$\leq -C_1 \int_G |S_T f| m_0 dvdx + \int_{\partial D \times \mathbb{R}^n} |\gamma S_T f| m_1 (v \cdot n_x) dvdx \zeta(x)$$
deduce easily, From (26) and (30) we conclude that
for all \((x, v) \in \partial D \times \mathbb{R}^n\). We focus on the third and fourth terms of the last inequality of (29). We use in the third term, for \(x \in \partial D\) fixed, the involutive change of variable \(w = \eta_x(v)\) in the integral in \(v\), so that \(v = \eta_x(w), |w \cdot n_x| = |v \cdot n_x|, \|w\| = \|v\|\) and \(w \cdot n_x < 0\) (since \(v \cdot n_x > 0\)). Hence, for all \(x \in \partial D\),

\[
\int_{\{v \cdot n_x > 0\}} m_1(x, v \cdot n_x) |\gamma| S_T f(x, \eta_x(v)) dv = \int_{\{v \cdot n_x < 0\}} m_1(x, \eta_x(v)) |v \cdot n_x| |\gamma| S_T f(x, v) dv.
\]

For \((x, v) \in \partial_+ G, \sigma(x, -\eta_x(v)) = 0\), therefore the sum of the third and fourth terms of (29) reads

\[
A := \int_{\partial D} \int_{\{v \cdot n_x < 0\}} |v \cdot n_x| |\gamma| S_T f(x, v) \left\{ (1 - \alpha(x)) \left( e^2 + \frac{d(D)}{\|v\|c_4} \right)^i \ln \left( e^2 + \frac{d(D)}{\|v\|c_4} \right)^\epsilon \right. \\
- \left. \left( e^2 + \frac{d(D)}{\|v\|c_4} - \sigma(x, -v) \right)^i \ln \left( e^2 + \frac{d(D)}{\|v\|c_4} - \sigma(x, -v) \right)^\epsilon \right\} dv \zeta(x).
\]

Note that, using \(1 \leq i \leq 4\), we can control for all \((x, v) \in \partial_+ G\) the quantity \(I(x, v)\) defined by

\[
I(x, v) := (1 - \alpha(x)) \left( e^2 + \frac{d(D)}{\|v\|c_4} \right)^i \ln \left( e^2 + \frac{d(D)}{\|v\|c_4} \right)^\epsilon \\
- \left( e^2 + \frac{d(D)}{\|v\|c_4} - \sigma(x, -v) \right)^i \ln \left( e^2 + \frac{d(D)}{\|v\|c_4} - \sigma(x, -v) \right)^\epsilon.
\]

Indeed, by definition of \(c_4\) and since \(\alpha(x) \geq c_0\) for all \(x \in \partial D\),

\[
I(x, v) \leq (1 - c_4)^i \left( e^2 + \frac{d(D)}{\|v\|c_4} \right)^i \ln \left( e^2 + \frac{d(D)}{\|v\|c_4} \right)^\epsilon \\
- \left( e^2 + \frac{d(D)}{\|v\|c_4} - \sigma(x, -v) \right)^i \ln \left( e^2 + \frac{d(D)}{\|v\|c_4} - \sigma(x, -v) \right)^\epsilon \leq \left( (1 - c_4) \left( e^2 + \frac{d(D)}{\|v\|c_4} \right) \right)^i \ln \left( e^2 + \frac{d(D)}{\|v\|c_4} \right)^\epsilon \\
- \left( e^2 + \frac{d(D)}{\|v\|c_4} - \sigma(x, -v) \right)^i \ln \left( e^2 + \frac{d(D)}{\|v\|c_4} - \sigma(x, -v) \right)^\epsilon.
\]

With the obvious bound \(e^2 + \frac{d(D)}{\|v\|c_4} \geq e^2 + \frac{d(D)}{\|v\|c_4} - \sigma(x, -v)\) for all \((x, v) \in \partial_+ G\), we deduce easily,

\[
\ln \left( e^2 + \frac{d(D)}{\|v\|c_4} \right)^\epsilon \leq \ln \left( e^2 + \frac{d(D)}{\|v\|c_4} - \sigma(x, -v) \right)^\epsilon.
\]

From (26) and (30) we conclude that

\[
I(x, v) \leq 0,
\]
for all \((x, v) \in \partial_+ G\), and finally that
\[
A = \int_{\partial_+ G} |v \cdot n_x| (\gamma |S_T f|(x, v)) I(x, v) dv d\zeta(x) \leq 0.
\]

Applying this result to (29) we obtain
\[
\frac{d}{dT} \int_G |S_T f| m_1 dv dx \leq -C_i \int_G |S_T f| m_0 dv dx + \int_{\partial_- G} \alpha(x) M(x, v) m_1(x, v) (v \cdot n_x)
\]
\[
× \left( \int_{\{v' \cdot n_x < 0\}} (\gamma |S_T f|(x, v')) |v' \cdot n_x| dv' \right) dv d\zeta(x).
\]

\[\text{(31)}\]

**Step 3.** We focus on the second term on the right-hand side of (31). We have, for all \(T > 0\),
\[
\partial_t |f| + v \cdot \nabla_x |f| = 0,
\]
\[\text{(32)}\]
a.e. on \((0, T) \times D \times \mathbb{R}^n\). Recall that \(n : x \to n_x\) is a \(W^{1, \infty}\) map on \(\bar{D}\). We multiply (32) by \((v \cdot n_x)\) and integrate it over \((0, T) \times D \times \{v \in \mathbb{R}^n, ||v|| \leq 1\}\) to obtain, using also Green’s formula,
\[
0 = \int_0^T \int_D \int_{\{||v|| \leq 1\}} \left( (\partial_t + v \cdot \nabla_x) |S_t f(x, v)| \right) (v \cdot n_x) dv dx dt
\]
\[
= \left[ \int_{D \times \{||v|| \leq 1\}} |S_t f(x, v)| (v \cdot n_x) dv dx \right]_0^T
\]
\[
- \int_0^T \int_D \int_{\{||v|| \leq 1\}} |S_t f(x, v)| \left( v \cdot \nabla_x (v \cdot n_x) \right) dv dx dt
\]
\[
- \int_0^T \int_{\{||v|| \leq 1\}} \int_{\partial D} (\gamma |S_t f|(x, v)) (v \cdot n_x)^2 d\zeta(x) dv dt,
\]
where the minus sign in the last term comes from our definition of \(n_x\) as a vector pointing towards the gas region. Using the \(L^1\) contraction from Theorem 2.2, we deduce from the previous computation
\[
\int_0^T \int_{\partial D} \int_{\{v \cdot n_x > 0, ||v|| \leq 1\}} (\gamma |S_T f|(x, v)) (v \cdot n_x)^2 dv d\zeta(x) dt \leq 2 \int_G |f(x, v)| dv dx
\]
\[
+ T ||n||_{W^{1, \infty}} \int_G |f(x, v)| dv dx.
\]
\[\text{(33)}\]

As a consequence of the boundary condition, and since \(\alpha \geq c_0\) on \(\partial D\), we obtain,
\[
c_0 \int_0^T \int_{\partial D} \left( \int_{\{v \cdot n_x > 0, ||v|| \leq 1\}} M(x, v) (v \cdot n_x)^2 dv \right)
\]
\[
\times \int_{\{v' \cdot n_x < 0\}} (\gamma |S_T f|(x, v')) |v' \cdot n_x| dv' d\zeta(x) dt \leq (2 + T ||n||_{W^{1, \infty}}) \|f\|_{L^1}.
\]
\[\text{(34)}\]

Note that for a fixed \(x \in \partial D\), \(x \to \int_{\{v \cdot n_x > 0, ||v|| \leq 1\}} M(x, v) (v \cdot n_x)^2 dv\) is continuous and positive since \(x \to M(x, v)\) and \(x \to n_x\) are continuous for all \(v \in \mathbb{R}^n\). Since \(\partial D\) is compact, writing \(\Delta = c_0 \min_{x \in \partial D} \int_{\{v \cdot n_x > 0, ||v|| \leq 1\}} M(x, v) (v \cdot n_x)^2 dv > 0\), we deduce from (34) that
\[
\Delta \int_0^T \int_{\partial_+ G} (\gamma |S_t f|(x, v)) (v \cdot n_x) dv d\zeta(x) dt \leq \max(2, ||n||_{W^{1, \infty}}) (1 + T) \|f\|_{L^1}.
\]
\[\text{(35)}\]
Step 4. We use the previous steps to conclude the proof of case (1). We integrate (31) over $(0, T)$. Using (35) and $\alpha \leq 1$ on $\partial D$, we obtain:

\[
\|S_T f\|_{m_1} + C_i \int_0^T \|S_s f\|_{m_0} ds \\
\leq \|f\|_{m_1} + \int_0^T \int_{\partial D} \left( \int_{\{v \cdot n_x > 0\}} M(x, v) m_1(x, v) |v \cdot n_x| \gamma S_s f(x, v') |v' \cdot n_x| dv' \right) ds.
\]

Note that, for $(x, v) \in \partial D \times \mathbb{R}^n$, $\sigma(x, -v) \leq \frac{d(D)}{\|v\|}$, so that

\[
\int_{\{v \cdot n_x > 0\}} M(x, v) |v \cdot n_x| m_1(x, v) dv \leq \int_{\{v \cdot n_x > 0\}} \left( \max_{x \in \partial D} M(x, v) \right) \|v\| \left( e^2 + \frac{d(D)}{\|v\|c_4} \right)^i \times \ln \left( e^2 + \frac{d(D)}{\|v\|c_4} - \frac{d(D)}{\|v\|} \right)^{-1(i+1)} dv := a_1.
\]

where $a_1$ is independent of $x$ and $f$ and finite by choice of $i, \epsilon$. Hence

\[
\|S_T f\|_{m_1} + C_i \int_0^T \|S_s f\|_{m_0} ds \leq \|f\|_{m_1} + a_1 \int_0^T \int_{\partial D} \gamma S_s f(x, v') |v' \cdot n_x| dv' d\zeta(x) ds.
\]

To conclude, we plug (35) into (37) to find

\[
\|S_T f\|_{m_1} + C_i \int_0^T \|S_s f\|_{m_0} ds \leq \|f\|_{m_1} + \frac{a_1}{\Delta} \max(2, \|n\|_{W^{1, \infty}})(1 + T)\|f\|_{L^1}.
\]

Setting $b = \frac{\alpha}{\Delta} \max(2, \|n\|_{W^{1, \infty}})$ terminates the proof of case (1).

Step 5. In case (2), for all $(x, v) \in G$, $i \in \{\frac{3}{2}, 2, \ldots, \frac{2n+1}{2}\}$, we have

\[
(v \cdot \nabla_x) m_1 = v \cdot \nabla_x (x, v)^i = -i(x, v)^{i-1} = -im_0,
\]

so that we can replicate the previous Steps 1 to 4 with the choice $C_i = i$ and a new value $a_1$ for (36).

Step 6. For case (3), for $\alpha = 0.1$, for all $(x, v) \in G$,

\[
v \cdot \nabla_x (m_1(x, v)) = -\ln((x, v))^\alpha - \alpha \ln((x, v))^{\alpha-1} = -\ln((x, v))^\alpha (1 + \alpha \ln((x, v))^{-1}) \leq -\ln((x, v))^\alpha = -m_0(x, v),
\]

so that again the previous proof can be replicated with the value $C = 1$ and a new value $a_1$ for (36).

4. Doeblin-Harris condition. Recall that $D$ is a $C^2$ bounded domain. In this section, we prove the Doeblin-Harris condition, Theorem 4.2. For any two points $x$ and $y$ at the boundary $\partial D$ of $D$, we write

\[
|x, y| = \{tx + (1-t)y, t \in [0, 1]\}.
\]
Definition 4.1. For \((x, y) \in (\partial D)^2\), we write \(x \leftrightarrow y\) and say that \(x\) and \(y\) see each other if \([x, y] \subset D\), \(n_x \cdot (y - x) > 0\), \(n_y \cdot (x - y) > 0\).

Since \(M\) is radial in the second variable, we write \(M(x, r) = \frac{\tilde{c}(x)}{(2\pi\sigma(x))^\frac{d}{2}} e^{-\frac{r^2}{2\sigma(x)}}\) for all \(r \in \mathbb{R}\), \(x \in \partial D\) see (3) for the definition of \(\tilde{c}\), so that \(M(x, v) = M(x, ||v||)\) for all vector \(v \in \mathbb{R}^n\). Possible ambiguity can always be solved by checking the living space of the variable considered.

We will crucially use this result on \(C^1\) bounded domains from Evans:

Proposition 1 (Proposition 1.7 in [11]). For all \(C^1\) bounded domain \(C\), there exist an integer \(P\) and a finite set \(\Delta' \subset \partial C\) for which the following holds: for all \(z', z'' \in \partial C\), there exist \(z_0, \ldots, z_P\) with \(z' = z_0, z'' = z_P\), \(\{z_1, \ldots, z_{P-1}\} \subset \Delta'\), and \(z_k \leftrightarrow z_{k+1}\) for \(0 \leq k \leq P - 1\).

We now state the main result of this section. Recall that \((S_t)_{t \geq 0}\) is the semigroup associated to (1) as introduced in Section 2.

Theorem 4.2 (Doeblin-Harris condition). For any \(R > 0\), there exist \(T(R) > 0\) and a non-negative measure \(\nu\) on \(G\) with \(\nu \neq 0\) such that for all \((x, v)\) in \(G\), for all \(f_0 \in L^1(G)\), \(f_0 \geq 0\),

\[S_{T(R)}f_0(x, v) \geq \nu(x, v) \int_{B_R} f_0(y, w)dwdy,\]

with \(B_R = \{(y, w) \in G : \sigma(y, w) \leq R\}\). Moreover there exists \(\kappa > 0\) such that for all \(R > 0\), \(T(R) = \kappa R\).

Proof. We only treat the case \(n = 3\), as the case of \(n = 2\) follows from similar (and easier) computations. For all \(t \geq 0\), \((x, v) \in D \times G\), we write \(f(t, x, v) = S_tf_0(x, v)\). For simplicity, we write \(f(t, x, v) = \gamma f(t, x, v)\) for all \((t, x, v) \in (0, \infty) \times \partial D \times \mathbb{R}^n\). Recall that this trace is well-defined, see Section 2.

Step 1. We let \((t, x, v) \in (0, \infty) \times G\) and compute a first inequality for \(f(t, x, v)\). Recall the definition of \(\sigma\), (8) and \(q\), (24). From the characteristic method we have

\[f(t, x, v) = f_0(x - tv, v)1_{\{t < \sigma(x, v)\}} + f(t - \sigma(x, v), q(x, v), v)1_{\{t = \sigma(x, v)\}}.\]

Set \(y_0 = q(x, v), \tau_0 = \sigma(x, v)\). We have, using the boundary condition and the characteristics of the free-transport equation, along with the positivity of \(f_0\), with \(c_0\) given by (10),

\[f(t, x, v) \geq 1_{\{\tau_0 \leq t\}} f(t - \tau_0, y_0, v)\]

\[\geq 1_{\{\tau_0 \leq t\}} c_0 M(y_0, v_0) \int_{\{v_0 \in \mathbb{R}^n, v_0 \cdot n_{y_0} < 0\}} f(t - \tau_0, y_0, v_0) |v_0 \cdot n_{y_0}| dv_0\]

\[\geq 1_{\{\tau_0 \leq t\}} c_0 M(y_0, v) \int_{\{v_0 \cdot n_{y_0} < 0\}} f(t - \tau_0 - \sigma(y_0, -v_0), q(y_0, -v_0), v_0)\]

\[\times 1_{\{\tau_0 + \sigma(y_0, -v_0) \leq t\}} |v_0 \cdot n_{y_0}| dv_0\]

\[\geq 1_{\{\tau_0 \leq t\}} c_0^2 M(y_0, v) \int_{\{v_0 \cdot n_{y_0} < 0\}} M(q(y_0, -v_0), v_0) 1_{\{\tau_0 + \sigma(y_0, -v_0) \leq t\}} |v_0 \cdot n_{y_0}|\]

\[\times \int_{\{v_1 \cdot n_{q(y_0, -v_0)} < 0\}} f(t - \tau_0 - \sigma(y_0, -v_0), q(y_0, -v_0), v_1) |v_1 \cdot n_{q(y_0, -v_0)}| dv_1 dv_0.\]

We write \(v_0\) in spherical coordinates \((r, \phi, \theta) \in \mathbb{R}_+ \times [-\pi, \pi] \times [0, \pi]\) in the space directed by the vector \(n_{y_0}\). We write \(u = u(\phi, \theta)\) for the unit vector corresponding
to the direction of $v_0$. The condition $v_0 \cdot n_{y_0} < 0$ is equivalent to $\phi \in (-\pi, \pi)$ and we obtain, using also that $q(y_0, -v_0) = q(y_0, -u)$ as it is independent of $\|v_0\|$, 

$$f(t, x, v) \geq 1_{\{\tau_0 \leq t\}}^3 M(y_0, v) \int_{0}^{t-\tau_0} \int_{U_{y_0}} M(y_1, y_1 - y_0) |u \cdot n_{y_0}| \frac{\|y_1 - y_0\|^2}{\tau_1^3} \times |u \cdot n_{y_1}||\nabla \xi(y_1)| \int_{\{v_1 \cdot n_{y_1} < 0\}} f(t - \tau_0, y_1, v_1) |v_1 \cdot n_{y_1}| dv_1 dy_1 d\tau_1 \geq 1_{\{\tau_0 \leq t\}}^3 M(y_0, v) \int_{0}^{t-\tau_0} \int_{U_{y_0}} M(y_1, y_1 - y_0) |(y_1 - y_0) \cdot n_{y_0}| |\nabla \xi(y_1)| \int_{\{v_1 \cdot n_{y_1} < 0\}} f(t - \tau_0, y_1 - \sigma(y_1, v_1), q(y_1, v_1), v_1) \times |v_1 \cdot n_{y_1}| 1_{\{\sigma(y_1, -v_1) + \tau_1 + \tau_0 \leq t\}} dv_1 dy_1 d\tau_1.$$

Using again the boundary condition, we have:

$$f(t, x, v)$$

$$\geq 1_{\{\tau_0 \leq t\}}^3 M(y_0, v) \int_{0}^{t-\tau_0} \int_{U_{y_0}} M(y_1, y_1 - y_0) |(y_1 - y_0) \cdot n_{y_0}| \frac{1}{\tau_1^3} \times \int_{\{v_1 \cdot n_{y_1} < 0\}} |v_1 \cdot n_{y_1}| 1_{\{\sigma(y_1, -v_1) + \tau_1 + \tau_0 \leq t\}} M(q(y_1, -v_1), v_1) \times \int_{\{v_2 \cdot n_{q(y_1, -v_1)} < 0\}} f(t - \tau_0, y_1 - \sigma(y_1, v_1), q(y_1, -v_1), v_2) \times |v_2 \cdot n_{q(y_1, -v_1)}| dv_2 dv_1 d\xi(y_1) d\tau_1.$$
with $d\zeta$ the surface measure of $\partial D$, which is given by $d\zeta(y) = \frac{\nabla_\xi(y)}{|\nabla_\xi(y)|} dy$ for any $y \in \partial D$.

**Step 2.** We use the same method as in Step 1 $P - 2$ times and make a change of variable to obtain a first integral over a subset of $D \times \mathbb{R}^n$.

Repeating the previous computation $P - 2$ times, where $P \in \mathbb{Z}^+$ is given by Proposition 1, we obtain,

$$f(t, x, v) \geq 1_{\{t_0 \leq t\}} c_0^{P+1} M(y_0, v) \int_0^{t-t_0} \int_{U_{y_0}} M\left( y_1, y_2 - y_0 \frac{y_1 - y_0}{\tau_1} \right) \left| (y_1 - y_0) \cdot n_{y_0} \right| \frac{1}{\tau_1}$$

$$\times \left| (y_0 - y_1) \cdot n_{y_1} \right| \int_0^{t-t_0} \int_{U_{y_1}} M\left( y_2, y_3 - y_1 \frac{y_2 - y_1}{\tau_2} \right) \left| (y_2 - y_1) \cdot n_{y_1} \right| \frac{1}{\tau_2}$$

$$\times \left| (y_1 - y_2) \cdot n_{y_2} \right| \times \ldots$$

$$\times \int_0^{t-t_0-\ldots-\tau_{P-1}} \int_{U_{y_{P-1}}} M\left( y_P, y_{P+1} - y_1 \frac{y_P - y_{P-1}}{\tau_P} \right) \left| (y_P - y_{P-1}) \cdot n_{y_{P-1}} \right|$$

$$\times \left| (y_{P-1} - y_P) \cdot n_{y_P} \right| \frac{1}{\tau_P}$$

$$\times \int \left| f(t - t_0 - \ldots - \tau_P, y_P, v_P) \right| v_P \cdot n_{y_P} d\tau_P d\zeta(y_P) d\tau \ldots d\zeta(y_1) d\tau_1.$$

We then use that, on $\{t \geq t_0 + \ldots + \tau_P\},$

$$f(t - t_0 - \ldots - \tau_P, y_P, v_P)$$

$$\geq f_0(y_P - (t - t_0 - \ldots - \tau_P) v_P, v_P) 1_{\{t - t_0 - \ldots - \tau_P - \sigma(y_P, -v_P) \leq 0\}},$$

and obtain from the previous inequality,

$$f(t, x, v) \geq 1_{\{t_0 \leq t\}} c_0^{P+1} M(y_0, v) \int_0^{t-t_0} \int_{U_{y_0}} M\left( y_1, y_2 - y_0 \frac{y_1 - y_0}{\tau_1} \right) \left| (y_1 - y_0) \cdot n_{y_0} \right| \frac{1}{\tau_1}$$

$$\times \left| (y_0 - y_1) \cdot n_{y_1} \right| \int_0^{t-t_0-\tau_1} \int_{U_{y_1}} M\left( y_2, y_3 - y_1 \frac{y_2 - y_1}{\tau_2} \right) \left| (y_2 - y_1) \cdot n_{y_1} \right| \frac{1}{\tau_2}$$

$$\times \left| (y_1 - y_2) \cdot n_{y_2} \right| \times \ldots$$

$$\times \int_0^{t-t_0-\ldots-\tau_{P-1}} \int_{U_{y_{P-1}}} M\left( y_P, y_{P+1} - y_1 \frac{y_P - y_{P-1}}{\tau_P} \right) \left| (y_P - y_{P-1}) \cdot n_{y_{P-1}} \right|$$

$$\times \left| (y_{P-1} - y_P) \cdot n_{y_P} \right| \frac{1}{\tau_P} \left( \int_{\{y_P - (t - t_0 - \ldots - \tau_P) v_P, v_P\}} f_0(y_P - (t - t_0 - \ldots - \tau_P) v_P, v_P) \right.$$

$$\times \left. |v_P \cdot n_{y_P}| 1_{\{t_0 + \ldots + \tau_P + \sigma(y_P, -v_P) \leq 0\}} d\tau_P d\tau \ldots d\zeta(y_1) d\tau_1.$$
Using Tonelli’s theorem, we then have

\[ f(t, x, v) \geq 1_{\{t_0 \leq t\}} \epsilon^{p+1} M(y_0, v) \int_{D \times \mathbb{R}^n} f_0(z, v) \]

\[ \times |(y_0 - y_1) \cdot n| \int_{U_{y_0}^{-\tau_1}} M \left( \frac{y_1 - y_0}{\tau_1} \right) |(y_1 - y_0) \cdot n| \frac{1}{\tau_1^n} \]

\[ \times |(y_1 - y_2) \cdot n| \int_{U_{y_1}^{-\tau_2}} M \left( \frac{y_2 - y_1}{\tau_2} \right) |(y_2 - y_1) \cdot n| \frac{1}{\tau_2^n} \]

\[ \times \cdots \]

\[ \times \int_{U_{y_{P-2}^{-\tau_{P-2}}}} M \left( \frac{y_{P-1} - y_{P-2}}{\tau_{P-1}} \right) |(y_{P-1} - y_{P-2}) \cdot n| \frac{1}{\tau_{P-1}^n} \]

\[ \times |(y_{P-2} - y_{P-1}) \cdot n_{P-1}| \int_{U_{y_{P-1}^{-\tau_1}}} M \left( \frac{y_{P-1} - q(z, v)}{\tau_1} \right) |(y_{P-1} - q(z, v)) \cdot n_{q(z,v)}| \]

\[ \times M \left( \frac{y_{P-1} - q(z, v)}{t - \tau_0 - \cdots - \tau_{P-1} - \sigma(z, v)} \right) \]

\[ \times |(q(z, v) - y_{P-1}) \cdot n_{y_{P-1}}| 1_{\{q(z,v) + y_{P-1} \leq t\}} 1_{\{\sigma(z, v) + \tau_{P-1} + \cdots + \tau_0 \leq t\}} \int d\zeta(y_{P-1}) d\tau_{P-1} \cdots d\zeta(y_1) d\tau_1. \]

Using Tonelli’s theorem, we then have

\[ f(t, x, v) \geq 1_{\{t_0 \leq t\}} \epsilon^{p+1} M(y_0, v) \int_{D \times \mathbb{R}^n} f_0(z, v) \]

\[ \times \int_{U_{y_0}^{-\tau_1}} \int_{U_{y_1}^{-\tau_2}} \cdots \int_{U_{y_{P-2}^{-\tau_{P-2}}}} M \left( \frac{y_{P-1} - y_{P-2}}{\tau_{P-1}} \right) |(y_{P-1} - y_{P-2}) \cdot n| \frac{1}{\tau_{P-1}^n} \]

\[ \times |(y_{P-2} - y_{P-1}) \cdot n_{P-1}| \int_{U_{y_{P-1}^{-\tau_1}}} M \left( \frac{y_{P-1} - q(z, v)}{\tau_1} \right) |(y_{P-1} - q(z, v)) \cdot n_{q(z,v)}| \]

\[ \times M \left( \frac{y_{P-1} - q(z, v)}{t - \tau_0 - \cdots - \tau_{P-1} - \sigma(z, v)} \right) \]

\[ \times |(q(z, v) - y_{P-1}) \cdot n_{y_{P-1}}| 1_{\{q(z,v) + y_{P-1} \leq t\}} 1_{\{\sigma(z, v) + \tau_{P-1} + \cdots + \tau_0 \leq t\}} \int d\zeta(y_{P-1}) d\tau_{P-1} \cdots d\zeta(y_1) d\tau_1. \]

**Step 3.** We choose the value of \( t \) and control all the time integrals in (40).

Let \( R > 0 \) and set \( t = (2P + 2)R, \tau_0 \in (R, 2R) \), i.e., for all \((x, v) \in G\) such that \( \sigma(x, -v) \not\in (R, 2R) \), we simply set \( \nu(x, v) = 0 \). Note that for any \( R > 0 \), one can find a couple \((x, v) \in G\) such that \( \sigma(x, -v) \in (R, 2R) \). For all \( i \in \{1, \ldots, P-1\} \), we lower bound the integral with respect to \( \tau_i \) by the integral over \((R, 2R)\). We also lower bound the integral with respect to \((z, v)\) by an integral over \( B_R \), where \( B_R := \{(z, v) \in G : \sigma(z, v) \leq R\} \). For \( \tau_0, \ldots, \tau_{P-1} \in (R, 2R) \), \( \sigma(z, v) \leq R \) and \( t = (2P + 2)R \), we have first
\[(2P + 2)R - 2PR - R = R \leq t - \tau_0 - \tau_1 - \cdots - \tau_{p-1} - \sigma(z,v_p)\]

and thus, with those choices,

\[1\{\tau_0 + \tau_{p-1} + \sigma(z,v_p) \leq t\} = 1.\]

Moreover, recalling that for all \(i \in \{1, \ldots, P - 1\}\), the integration interval for \(\tau_i\) in the equation (40) is \([0, t - \tau_0 - \tau_1 - \cdots - \tau_{i-1}]\), and since

\[t - \tau_0 - \tau_1 - \cdots - \tau_{i-1} \geq (2P + 2)R - 2iR = 2R + 2(P - i)R \geq 2R,\]

the lower bound detailed above using an integral over \([R, 2R]\) for \(\tau_i\) is legitimate. We set for all \(a > 0\),

\[M(a) = \min_{x \in \partial D, \tau \in [R, 2R]} M\left(x, \frac{\alpha}{\tau}\right) > 0 \text{ and } M(a) = \min_{\tau \in [R, (P + 2)R]} M\left(x, \frac{a}{\tau}\right) > 0,\]

where the positivity is obtained by continuity of \(M\) and compactness. Applying those lower bounds, we obtain from (40)

\[f(t, x, v) \geq 1\{\tau_0 \in [R, 2R]\}^c \int_{B_R} f_0(z, v_p)\]

\[\times \int_R \int_{U_{y_0}} \frac{M(||y_1 - y_0||)(y_1 - y_0) \cdot n_{y_0}}{\tau_1^5} ||(y_0 - y_1) \cdot n_{y_1}|\]

\[\times \int_R \int_{U_{y_1}} \frac{M(||y_2 - y_1||)(y_2 - y_1) \cdot n_{y_1}}{\tau_2^5} \times ||(y_1 - y_2) \cdot n_{y_2}| \times \cdots \]

\[\times \int_R \int_{U_{y_{p-1}}} \frac{M(||y_{p-1} - y_{p-2}||)(y_{p-1} - y_{p-2}) \cdot n_{y_{p-2}}}{\tau_{p-1}^5} \times ||(y_{p-2} - y_{p-1}) \cdot n_{y_{p-1}}|| \frac{1}{\tau_{p-1}^5} \]

\[\times \frac{M(||y_{p-1} - q(z, v_p)||)(q(z, v_p) - y_{p-1}) \cdot n_{y_{p-1}}}{((P + 2)R)^5} \times \frac{1}{(q(z, v_p) + y_{p-1})} d\zeta(y_{p-1}) d\tau_{p-1} \cdots d\zeta(y_1) d\tau_1 dv dz.\]

Since, \(\int_R \frac{1}{\tau} dt < \infty\), one finds from (40), with \(\delta > 0\) explicit, depending on \(R\),

\[f(t, x, v) \geq 1\{\tau_0 \in [R, 2R]\}^c \delta M(y_0, v) \int_{B_R} f_0(z, v_p)\]

\[\times \int_{U_{y_0}} \frac{M(||y_1 - y_0||)(y_1 - y_0) \cdot n_{y_0}}{\tau_1^5} ||(y_0 - y_1) \cdot n_{y_1}|\]

\[\times \int_{U_{y_1}} \frac{M(||y_2 - y_1||)(y_2 - y_1) \cdot n_{y_1}}{\tau_2^5} \times ||(y_1 - y_2) \cdot n_{y_2}| \times \cdots \]

\[\times \int_{U_{y_{p-1}}} \frac{M(||y_{p-1} - y_{p-2}||)(y_{p-1} - y_{p-2}) \cdot n_{y_{p-2}}}{\tau_{p-1}^5} \times ||(y_{p-2} - y_{p-1}) \cdot n_{y_{p-1}}|| \frac{1}{\tau_{p-1}^5} \]

\[\times \frac{M(||y_{p-1} - q(z, v_p)||)(q(z, v_p) - y_{p-1}) \cdot n_{y_{p-1}}}{((P + 2)R)^5} \times \frac{1}{(q(z, v_p) + y_{p-1})} d\zeta(y_{p-1}) d\tau_{p-1} \cdots d\zeta(y_1) d\tau_1 dv dz.\]
Step 4. For a couple of points \((a, b) \in (\partial D)^2\), we set
\[
  h_P(a, b) = \int_{U_a} M(\|y_1 - a\|)(y_1 - a) \cdot n_a \|(a - y_1) \cdot n_{y_1} | \\
  \times \int_{U_y} M(\|y_2 - y_1\|)(y_2 - y_1) \cdot n_{y_1} \|(y_1 - y_2) \cdot n_{y_2} | \times \ldots \\
  \times \int_{U_{y_{p-2}}} M(\|y_{p-1} - y_{p-2}\|)(y_{p-1} - y_{p-2}) \cdot n_{y_{p-2}} \|(y_{p-2} - y_{p-1}) \cdot n_{y_{p-1}} | \\
  \times |(y_{p-1} - b) \cdot n_{b} |(b - y_{p-1}) \cdot n_{y_{p-1}} M(\|y_{p-1} - b\|) \\
  \times 1_{\{b \leftrightarrow y_{p-1}\}} d\zeta(y_{p-1}) \ldots d\zeta(y_1).
\]

In this step, we want to show that, for all \(y_0 \in \partial D\), \(b \to h_P(y_0, b)\) is lower semicontinuous and positive. We can rewrite \(h_P\) as
\[
h_P(a, b) = \int_{\{y_1, \ldots, y_{p-1}\} \in \bar{D}(a, b)} N(a, y_1, \ldots, y_{p-1}, b)d\zeta(y_1) \ldots d\zeta(y_{p-1}),
\]
with
\[
\bar{D}(a, b) = \{(y_1, \ldots, y_{p-1}) \in (\partial D)^{p-1} : y_1 \leftrightarrow a, y_2 \leftrightarrow y_1, \ldots, y_{p-1} \leftrightarrow y_{p-2}, b \leftrightarrow y_{p-1}\},
\]
and
\[
N(a, y_1, \ldots, y_{p-1}, b) = M(\|y_1 - a\|)(y_1 - a) \cdot n_a \|(a - y_1) \cdot n_{y_1} | \\
\times M(\|y_2 - y_1\|)(y_2 - y_1) \cdot n_{y_1} \|(y_1 - y_2) \cdot n_{y_2} | \times \ldots \\
\times M(\|y_{p-1} - y_{p-2}\|)(y_{p-1} - y_{p-2}) \cdot n_{y_{p-2}} \|(y_{p-2} - y_{p-1}) \cdot n_{y_{p-1}} | \\
\times |(y_{p-1} - b) \cdot n_{b} |(b - y_{p-1}) \cdot n_{y_{p-1}} M(\|y_{p-1} - b\|).
\]

By regularity assumption, if \((z_1, z_2) \in (\partial D)^2\) with \(z_1 \leftrightarrow z_2\), there exists \(\epsilon > 0\) such that \(B(z_1, \epsilon) \cap \partial D \leftrightarrow B(z_2, \epsilon) \cap \partial D\), i.e.
for all \(p \in B(z_1, \epsilon) \cap \partial D\), all \(q \in B(z_2, \epsilon) \cap \partial D\), we have \(p \leftrightarrow q\), see [5, Lemma 38]. Combining this with the statement of Proposition 1, we find that
\[
\mathcal{H}(\bar{D}(a, b)) > 0,
\]
where we recall that \(\mathcal{H}\) denotes the \(n-1\) dimensional Hausdorff measure.

We set, for all \(a \in \partial D\),
\[
\bar{D}(a) = \{(y_1, \ldots, y_{p-1}) \in (\partial D)^{p-1} : y_1 \leftrightarrow a, y_2 \leftrightarrow y_1, \ldots, y_{p-1} \leftrightarrow y_{p-2}\}.
\]

For \(a \in \partial D\) and \((y_1, \ldots, y_{p-1}) \in \bar{D}(a)\), for all \(b \in \partial D\) such that \(b \leftrightarrow y_{p-1}\), we have \(N(a, y_1, \ldots, y_{p-1}, b) > 0\) according to Definition 4.1. Using (42), one concludes that for all \((a, b) \in (\partial D)^2\), \(h_P(a, b) > 0\). Moreover, the map \(b \to N(a, y_1, \ldots, y_{p-1}, b)\) is continuous according to the definition of \(M\) through \(M\) and since \(z \to n_z\) is continuous.

Note that, according to [11, Lemma 2.3], for any \(z \in \partial D\), the set \(U_z\) is open and non-empty. Hence for all \(y_{p-1} \in \partial D\), \(b \to 1_{U_{y_{p-1}}}(b)\) is lower semicontinuous. We conclude that for all \(a \in \partial D\), \((y_1, \ldots, y_{p-1}) \in \bar{D}(a)\),
\[
b \to N(a, y_1, \ldots, y_{p-1}, b)1_{\{y_{p-1} \leftrightarrow b\}}
\]
is lower semicontinuous. For \( a \in \partial D \), \((b_n)_{n \geq 0}\) a sequence of \( \partial D \) converging towards \( b \in \partial D \), we obtain

\[
0 < h_P(a, b) \leq \liminf_{n \to \infty} N(a, y_1, \ldots, y_{p-1}, b_n) 1_{(y_{p-1} + b_n)} d_z(y_1) \ldots d_z(y_{p-1})
\]

\[
\leq \liminf_{n \to \infty} h_P(a, b_n),
\]

using Fatou’s lemma. Hence \( \partial D \ni b \to h_P(a, b) \) is also lower semicontinuous and positive for all \( a \in \partial D \).

**Step 5.** We conclude the proof using Step 4. Since \( \partial D \) is compact, we deduce from the previous step that for all \( a \in \partial D \),

\[
\mu(a) := \inf_{b \in \partial D} h_P(a, b) > 0.
\]

With this at hand, we have

\[
f(t, x, v) \geq 1_{(\tau_0 \in [R, 2R])} \delta M(y_0, v) \int_{(z, v_p) \in B_R} f_0(z, v_P) h_P(y_0, q(z, v_P)) dv_P dz
\]

\[
\geq 1_{(\tau_0 \in [R, 2R])} \delta M(y_0, v) \mu(y_0) \int_{B_R} f_0(z, w) dw dz,
\]

and, recalling that \( \tau_0 = \sigma(x, -v) \), \( y_0 = q(x, -v) \), we set

\[
\nu(x, v) = \delta M(q(x, -v), v) \mu(q(x, -v)) 1_{(\sigma(x, -v) \in [R, 2R])},
\]

and \( T(R) = t = (2P + 2)R \) to complete the proof. \( \square \)

**Remark 8.** Although we use a compactness argument to derive \( \mu \), for a given domain \( D \), we believe that one may find an explicit lower bound for \( h_P \) defined in Step 4 of the previous proof using the geometry of \( D \). Note however that this computation might be very difficult. With such constructive lower bound, the constants in Theorem 1.1 and Corollary 1 become explicit.

As an example of an easy case where an explicit lower bound on \( h_P \) can be find, assume that \( n = 2 \) and \( D \) is the unit disk, so that \( U_z = \partial D \setminus \{z\} \) for all \( z \in \partial D \).

We can clearly take \( P = 2 \) in Proposition 1 and we have, for all \( (a, b) \in (\partial D)^2 \),

\[
\begin{align*}
&h_P(a, b) \\
&= \int_{\partial D} M(||y - a||)(y - a) \cdot n_a ||(a - y) \cdot n_y |M(||y - b||)(y - b) \cdot n_b ||(b - y) \cdot n_y |dy \\
&\geq \int_{H_{a,b}} M(||y - a||)(y - a) \cdot n_a ||(a - y) \cdot n_y |M(||y - b||)(y - b) \cdot n_b ||(b - y) \cdot n_y |dy \\
&\geq \kappa,
\end{align*}
\]

where

\[
H_{a,b} = \left\{ y \in \partial D, y \cdot a \land y \cdot b \geq \frac{\sqrt{2}}{2} \right\},
\]

is a set whose Hausdorff measure in \( \partial D \) is uniformly bounded from below by \( \frac{1}{2} \), and such that for all \( y \in H(a, b), d(D) \geq ||y - a||, ||y - b|| \geq \sqrt{2 + \sqrt{2}} \) so that \( \kappa \) is a positive constant independent of \( a \) and \( b \).

Recall that \( \langle x, v \rangle = (c^2 + \frac{d(D)}{||v||c_4} - \sigma(x, -v)) \) for all \( (x, v) \in \bar{D} \times \mathbb{R}^n \), with \( c_4 < 1 \).

We conclude this section by stating a similar result for the level sets of \( \langle ., . \rangle \).
Corollary 2. There exists $R_0 > 0$ such that for any $R \geq R_0$, for $T(R) > 0$ and $\nu$ non-negative measure on $G$ given by Theorem 4.2, for all $(x, v)$ in $G$, for all $f_0 \in L^1(G)$, $f_0 \geq 0$, we have

$$S_T f_0(x, v) \geq \nu(x, v) \int_{\Gamma_R} f_0(y, w)dw, \quad (43)$$

with $\Gamma_R = \{(y, w) \in G, (y, w) \leq R\}$. Moreover there exists $\xi > 0$ such that for all $R \geq R_0$, $T(R) = \xi R$.

Proof. Set $R_0 = e^2 + 1$, so that $\lambda(\{(y, w) \in G, (y, w) \leq R_0\}) > 0$ where $\lambda$ denotes the Lebesgue measure on $G$. We have, for all $(x, v) \in D \times \mathbb{R}^n$, by definition of $\sigma(x, v)$

$$\sigma(x, v) + \sigma(x, -v) \leq \frac{d(D)}{\|v\|},$$

and therefore, using $c_4 < 1$,

$$\langle x, v \rangle \geq \frac{d(D)}{\|v\|} - \sigma(x, -v) \geq \sigma(x, v).$$

We conclude that for all $R \geq R_0$, $\Gamma_R \subset B_R$ with $\Gamma_R \neq \emptyset$, and the result follows from Theorem 4.2.

5. Preliminary interpolation results. In this section, we briefly present several results of interpolation theory used in the proof of Theorem 1.1. Those are generalizations of the Riesz-Thorin Theorem for weighted $L^1$ spaces and some of their subspaces. Recall that $G$ denotes $D \times \mathbb{R}^n$. Recall also that for $(x, v) \in D \times \mathbb{R}^n$, we write $\langle x, v \rangle = (e^2 + \frac{d(D)}{\|v\|c_4} - \sigma(x, -v))$, with $c_4$ given by (11). For any weight $w$ on $D \times \mathbb{R}^n$, we set $L^1_{w,0}(G) := \{f \in L^1_w(G), \langle f \rangle = 0\}$ that we endow with the norm $\|\cdot\|_w$ and $L^1_0(G) := \{f \in L^1(G), \langle f \rangle = 0\}$ which inherits the norm $\|\cdot\|_{L^1}$ from $L^1(G)$. For $A, B$ two Banach spaces with respective norms $\|\cdot\|_A$, $\|\cdot\|_B$ and $T : A \to B$ a linear operator, $\|T\|_{A \to B}$ denotes the operator norm of $T$, i.e.

$$\|T\|_{A \to B} = \sup_{v \in A, v \neq 0} \frac{\|Tv\|_B}{\|v\|_A}.$$  

We introduce the Maxwellian of temperature 1 given by

$$M_1(v) = \frac{1}{(2\pi)^{n/2}} e^{-\frac{|v|^2}{2}}, \quad v \in \mathbb{R}^n.$$

Lemma 5.1 (Interpolation of $L^1$-weighted spaces). Let $\phi_1, \phi_2, \tilde{\phi}_1, \tilde{\phi}_2$ four measurable functions on $G$ such that $\phi_1, \phi_2, \tilde{\phi}_1, \tilde{\phi}_2 > 0$ almost everywhere. Let also $A_1 = L^1_{\phi_1}(G)$, $A_2 = L^1_{\phi_2}(G)$, $\tilde{A}_1 = L^1_{\tilde{\phi}_1}(G)$, $\tilde{A}_2 = L^1_{\tilde{\phi}_2}(G)$. Then, if $T$ is a linear operator from $A_1$ to $A_1$ and from $A_2$ to $A_2$ such that

$$\|T\|_{A_1 \to \tilde{A}_1} \leq N_1, \quad \|T\|_{A_2 \to \tilde{A}_2} \leq N_2, \quad (44)$$

for some $N_1, N_2 > 0$, for any $\theta$ in $(0, 1)$, for $\phi_0, \tilde{\phi}_0$ defined on $G$ by $\phi_0 = \phi_1^{\frac{1}{2}} \phi_2^{1-\theta}$ and for $\tilde{\phi}_0 = \tilde{\phi}_1^{\frac{1}{2}} \tilde{\phi}_2^{1-\theta}$, $T$ is a linear operator from $A_0 := L^1_{\phi_0}(G)$ to $\tilde{A}_0 := L^1_{\tilde{\phi}_0}(G)$ satisfying

$$\|T\|_{A_0 \to \tilde{A}_0} \leq N_\theta, \quad (45)$$

for $N_\theta = N_1^{\theta} N_2^{1-\theta} > 0$.
Assume that there exists a bounded projection \( P : (A_i, A_i) \to (A'_i, A'_i) \) for \( i \in \{1, 2\} \) with \( A'_1 \subset A_1, A'_2 \subset A_2 \). Let \( A'_\theta = (A'_1 + A'_2) \cap A_\theta, \ A'_\theta = (A'_1 + A'_2) \cap \tilde{A}_\theta \). Assume that \( T \) is a linear operator from \( A'_1 \) to \( \tilde{A}'_1 \) and from \( A'_2 \) to \( \tilde{A}'_2 \) with
\[
\|T\|_{A'_1 \to \tilde{A}'_1} \leq N_1, \quad \|T\|_{A'_2 \to \tilde{A}'_2} \leq N_2,
\]
for \( N_1, N_2 > 0 \). Then \( T \) is a linear operator from \( A'_\theta \) to \( \tilde{A}'_\theta \) and there exists \( C > 0 \) depending only on \( P \) such that
\[
\|T\|_{A'_\theta \to \tilde{A}'_\theta} \leq CN_\theta^{\gamma} N_2^{1-\theta}.
\]

**Proof.** The couple \((A'_1, A'_2)\) is a complemented subcouple of \((A_1, A_2)\), and as such a so-called \(K\)-subcouple for the \(K\)-method of interpolation. The same thing holds with \((\tilde{A}'_1, \tilde{A}'_2)\) which is a complemented subcouple of \((\tilde{A}_1, \tilde{A}_2)\). This immediately gives the result, see [16, Section 7, Theorem 2.1 and Example 7.1]. We refer to [16] for details about those notions.

We now turn to a second type of interpolation results in \(L^1\) weighted spaces, no more focused on polynomial interpolation.

**Lemma 5.2.** For \((y, v) \in G\), let \( \phi_\gamma \) defined by \( \phi_\gamma(y, v) = (y, v) \). Let \( T \) be a linear operator from \( L^1_{\phi_\gamma}(G) \) to \( L^1_{\phi_\gamma}(G) \) and from \( L^1(G) \) to \( L^1(G) \) such that
\[
\|T\|_{L^1_{\phi_\gamma}(G) \to L^1_{\phi_\gamma}(G)} \leq N_1, \quad \|T\|_{L^1(G) \to L^1(G)} \leq N_2,
\]
for some \( N_1, N_2 > 0 \). Then, for \( R(y, v) = \ln(\phi_\gamma(y, v)) \), \( T \) is a linear operator from \( L^1_R(G) \) to itself and there exists an explicit \( C > 0 \) such that
\[
\|T\|_{L^1_R(G) \to L^1_R(G)} \leq C.
\]

**Proof.** From [12, Chapter 2, Theorem 1], given a weight \( \phi_\gamma \), the space \( L^1_{\phi_\gamma}(G) \) is an interpolation space (and therefore \( \|T\|_{L^1_{\phi_\gamma}(G) \to L^1_{\phi_\gamma}(G)} \leq C \) for some constant \( C > 0 \)) for the couple \((L^1(G), L^1_{\phi_\gamma}(G))\) if \( \phi_\gamma \) satisfies for all \((y, v) \in G\),
\[
\phi_\gamma(y, v) = \int_0^\infty \min(\phi_\gamma(y, v), t) \gamma(dt),
\]
for some positive measure \( \gamma \) on \((0, \infty), \gamma \neq 0 \) and satisfying
\[
\int_0^\infty \min(1, t) \gamma(dt) < \infty.
\]
The constant \( C \) then depends only on \( N_1, N_2 \) and \( \gamma \). In particular, we consider a measure of the form \( \gamma = f \lambda \), with \( \lambda \) the Lebesgue measure on \((0, \infty)\), and
\[
f(t) = \begin{cases} 0 & \text{if } t \in (0, e), \\ \frac{1}{t^2} & \text{if } t \in (e, \infty). \end{cases}
\]
We then have, for all \((y, v) \in G\),
\[
\phi_\gamma(y, v) = \int_0^\infty \frac{dt}{t} + \phi_\gamma(y, v) \int_{\phi_\gamma(y, v)}^\infty \frac{dt}{t^2} = R(\phi_\gamma(y, v)) = R(y, v),
\]
and since \( \phi_\gamma(y, v) = (y, v) \) for all \((y, v) \in G\), the result follows. \( \square \)
Corollary 4. Lemma 5.2 holds when replacing the space $L_w^1(G)$ by $L_{w,0}^1(G)$ for any weight $w$ on $G$ considered, including replacing $L_1^1(G)$ by $L_0^1(G)$.

Proof. We set, for $f \in L_1^1(G)$, for all $(x,v) \in G$,

$$Pf(x,v) := f(x,v) - \frac{M_1(v)}{|D|} \int_G f(y,w)dwdy.$$ 

Then, for $\phi_1 \geq 1$ defined as in Lemma 5.2, we have

$$\| Pf \|_{L_1^1} \leq 2\| f \|_{L_1^1} \quad \text{and} \quad \| Pf \|_{\phi_1} \leq (1+c)\| f \|_{\phi_1},$$

with $c = \int_G M_1(v)\frac{\phi_1(x,v)}{|D|}dvdx < \infty$. The map $P$ is linear, and $P^2 f = Pf$. We conclude as in the proof of Corollary 3 that, setting $\phi_2(x,v) = \ln(\langle x,v \rangle)$ for all $(x,v) \in G$,

$$L_{\phi_2}^1(G) \cap (L_{0}^1(G) + L_{\phi_1}^1(G)) = L_{\phi_2,0}^1(G),$$

is the interpolation space required, i.e. is such that for any $T$ linear from $L_0^1(G)$ to itself and from $L_{\phi_1}^1(G)$ to itself with

$$\| T \|_{L_0^1(G) \rightarrow L_{\phi_1}^1(G)} \leq N_1, \quad \| T \|_{L_{\phi_1}^1(G) \rightarrow L_0^1(G)} \leq N_2,$$

for two constants $N_1, N_2 > 0$, $T$ is a linear operator from $L_{\phi_2}^1(G)$ to itself and there exists $N > 0$ explicit such that

$$\| T \|_{L_{\phi_2,0}^1(G) \rightarrow L_{\phi_2,0}^1(G)} \leq N.$$

6. Proof of Theorem 1.1, Theorem 1.2 and Corollary 1. This section is devoted to the proof of Theorem 1.1, Theorem 1.2 and Corollary 1. We recall the notation $\langle x,v \rangle = (e^2 + \frac{d(D)}{\|v\|_c} - \sigma(x,-v))$ for all $(x,v) \in D \times \mathbb{R}^n$. In this section, the constants are explicit up to the fact that they depend on $\nu$ given by Corollary 2. As already stated, $\nu$ itself may not be explicit, see Remark 8.

In the first subsection, we establish some contraction property for a well-chosen norm. In the second part, we use this property and the previous results to conclude the proof of Theorem 1.1. Subsection 6.3 is devoted to the proof of Theorem 1.2 and Corollary 1.

6.1. Contraction property in well-chosen norm. This subsection is devoted to the proof of the following lemma.

Lemma 6.1. For all $\epsilon \in (0,3)$, setting $\omega_k(x,v) = \langle x,v \rangle^k \ln(\langle x,v \rangle)^{-(1+\epsilon)}$ on $G$ with the value $k = \|n-1, n+1\|$ there exists $T_0 > 0$ such that for all $T \geq T_0$, there exist $\beta(T) > 0$, $\alpha = C_3 \beta(T) T$ with $C_3 > 0$ constant such that, for all $f \in L_{\omega_{n+1}}^1(G)$ with $\langle f \rangle = 0$, we have

$$\| S_T f \|_{L_1^1} + \beta \| S_T f \|_{\omega_{n+1}} + \alpha \| S_T f \|_{\omega_{n}} \leq \| f \|_{L_1^1} + \beta \| f \|_{\omega_{n+1}} + \frac{\alpha}{3} \| f \|_{\omega_{n}},$$

so that, setting

$$\| f \|_{\omega_{n+1}} := \| f \|_{L_1^1} + \beta \| f \|_{\omega_{n+1}} + \alpha \| f \|_{\omega_{n}},$$

there holds $\| S_T f \|_{\omega_{n+1}} \leq \| f \|_{\omega_{n+1}}$. Moreover, there exists $M_{n+1} > 1$ such that for all $f \in L_{\omega_{n+1}}^1(G)$ with $\langle f \rangle = 0$,

$$\| S_T f \|_{\omega_{n+1}} \leq M_{n+1} \| f \|_{\omega_{n+1}}.$$
Finally, setting \( \tilde{w}_i(x,v) = \langle x,v \rangle^{\frac{i}{4} - \frac{1}{2}} \) on \( G \) with \( i \in \{1, \ldots, 4\} \), there exists \( T_0 > 0 \) such that for all \( T \geq T_0 \), there exists \( \tilde{M}_{n+1} > 0 \) such that for all \( f \in L^1_{\tilde{\omega}_{n+1}}(G) \) with \( \langle f \rangle = 0 \),

\[
\|S_T f\|_{\tilde{\omega}_{n+1}} \leq \tilde{M}_{n+1} \|f\|_{\tilde{\omega}_{n+1}}.
\]

Proof. We prove the result on \( \tilde{\omega}_{n+1} \) first, and explain how to adapt the argument for the second statement at the end of the proof.

**Step 1.** We use the Lyapunov condition, Lemma 3.1, case (1), with both \( \tilde{\omega}_{n+1} \) and \( \tilde{\omega}_n \) to deduce a new integral inequality. For any \( T > 0 \), using Lemma 3.1, with \( C_3, C_2, \tilde{b}_3, b_2 > 0 \) constant, for all \( f \in L^1_{\tilde{\omega}_{n+1}}(G) \),

\[
\|S_T f\|_{\tilde{\omega}_{n+1}} + C_3 \int_0^T \|S_t f\|_{\tilde{\omega}_n}dt \leq \|f\|_{\tilde{\omega}_{n+1}} + \tilde{b}_3(1 + T)\|f\|_{L^1}, \tag{47a}
\]

and \( \|S_T f\|_{\tilde{\omega}_n} + C_2 \int_0^T \|S_t f\|_{\tilde{\omega}_n}dt \leq \|f\|_{\tilde{\omega}_n} + b_2(1 + T)\|f\|_{L^1}. \tag{47b} \]

Let \( t \in (0, T) \). From (47b) we deduce

\[
\|S_{T-t} S_t f\|_{\tilde{\omega}_n} \leq \|S_t f\|_{\tilde{\omega}_n} + b_2(1 + T - t)\|S_t f\|_{L^1},
\]

which we rewrite as

\[
\|S_T f\|_{\tilde{\omega}_n} - b_2(1 + T - t)\|S_t f\|_{L^1} \leq \|S_T f\|_{\tilde{\omega}_n}.
\]

We plug this inside (47a) to obtain

\[
\|S_T f\|_{\tilde{\omega}_{n+1}} + C_3 \int_0^T \left( \|S_T f\|_{\tilde{\omega}_n} - b_2(1 + T - t)\|S_t f\|_{L^1} \right) dt \leq \|f\|_{\tilde{\omega}_{n+1}} + \tilde{b}_3(1 + T)\|f\|_{L^1}.
\]

Using the \( L^1 \) contraction result from Theorem 2.2, we conclude

\[
\|S_T f\|_{\tilde{\omega}_{n+1}} + C_3 T\|S_T f\|_{\tilde{\omega}_n} \leq \|f\|_{\tilde{\omega}_{n+1}} + b_3(1 + T + T^2)\|f\|_{L^1}, \tag{48}
\]

with \( b_3 > 0 \) constant.

**Step 2.** From the Doeblin-Harris condition, Theorem 4.2, and more precisely Corollary 2, for all \( \rho > R_0 \), there exist \( T(\rho) = \xi \rho \) for some constant \( \xi > 0 \) and a measure \( \nu \) on \( G \) with \( \nu \neq 0 \) such that

\[
S_{T(\rho)} h \geq \nu \int_{\{\langle x,v \rangle \leq \rho\}} h \ dvdx,
\]

for all \( h \in L^1(G) \) with \( h \geq 0 \).

Recall that by assumption \( f \) is such that \( f \in L^1_{\tilde{\omega}_{n+1}}(G) \), and \( \langle f \rangle = 0 \).

Set for any \( \rho \geq R_0 \), \( \tilde{\omega}_n(\rho) := \rho^n \ln(\rho)^{-(1+\epsilon)} \) and \( \kappa(\rho) = \frac{b_3(1+T+T^2)}{T} \rho \). Since \( T(\rho) = \xi \rho \) for some constant \( \xi > 0 \), \( \kappa(\rho) \sim_{\rho \to \infty} C \rho \) for some \( C > 0 \). Since \( n \in \{2, 3\} \) one can find \( \rho_0 \) such that for all \( \rho \geq \rho_0 \), \( \tilde{\omega}_n(\rho) \geq \frac{12\kappa(\rho)}{C_3} \). We fix \( \rho > \rho_0 \), \( T = T(\rho) > T(\rho_0) \) for the remaining part of the proof. Note that since \( T(\rho) = \xi \rho \) for some given constant \( \xi \), any choice of \( T > T(\rho_0) \) is possible. We set \( A := \tilde{\omega}_n(\rho) \), and define, for all \( \beta > 0 \), the \( \beta \)-norm by:

\[
\|f\|_\beta := \|f\|_{L^1} + \beta \|f\|_{\tilde{\omega}_{n+1}}.
\]
We distinguish two cases. Indeed, we have the alternative
\[ \|f\|_\omega \leq A\|f\|_{L^1}, \tag{49a} \]

or \[ \|f\|_\omega > A\|f\|_{L^1}. \tag{49b} \]

**Step 3.** We prove a convergence result in the \( \beta \)-norm in the case of the first alternative, (49a). Recall that for all \( R > 0 \), \( \Gamma_R = \{(x, v) \in G, \langle x, v \rangle \leq R \} \). Using \( \langle f \rangle = 0 \), we have for all \( (x, v) \in G \),

\[
S_T f_\pm (x, v) \geq \nu(x, v) \int_G f_\pm (x', v') dv' dx' \geq \nu(x, v) \int_{\Gamma_\rho} f_\pm (x', v') dv' dx' \]

\[
\geq \frac{\nu(x, v)}{2} \int_G |f(x', v')| dv' dx' - \nu(x, v) \int_{\Gamma_\rho} |f(x', v')| dv' dx' \]

\[
\geq \frac{\nu(x, v)}{2} \int_G |f(x', v')| dv' dx' - \frac{\nu(x, v)}{4} \int_G |f(x', v')| \omega_n (x', v') dv' dx' \]

\[
= \frac{\nu(x, v)}{4} \int_G |f(x', v')| dv' dx' =: \eta(x, v),
\]

where the third inequality is given by definition of \( \Gamma_\rho \) and \( \omega_n \geq 1 \), using that \( \omega_n (x, v) \leq \bar{\omega}_n (\rho) \) for all \( (x, v) \in \Gamma_\rho \), recalling also that \( \langle x, v \rangle \geq e^2 \). The last inequality is obtained by condition (49a). The final equality stands for a definition of \( \eta(x, v) \) for all \( (x, v) \in G \). Note that \( \eta \geq 0 \) on \( G \). We deduce,

\[
|S_T f| = |S_T f_+ - \eta - (S_T f_- - \eta)| \leq |S_T f_+ - \eta| + |S_T f_- - \eta| = S_T f_+ + S_T f_- - 2\eta = S_T |f| - 2\eta,
\]

and, integrating over \( G \), we obtain, using the mass conservation, that \( \eta = \frac{1}{4} \|f\|_{L^1} \), and that \( \nu \) is non-negative,

\[
\|S_T f\|_{L^1} \leq \|f\|_{L^1} - 2\|\eta\|_{L^1} = \left(1 - \frac{(\nu)}{2}\right)\|f\|_{L^1} = \bar{\eta}\|f\|_{L^1}, \tag{50}\]

with \( \bar{\eta} \in (0, 1) \). Hence, \( S_T \) is a strict contraction in \( L^1 \) in the case where \( f \) satisfies (49a). We use this result along with (48) and the definition of \( \kappa(\rho) \) to derive an inequality on the \( \beta \)-norm of \( S_T f \)

\[
\|S_T f\|_\beta = \|S_T f\|_{L^1} + \beta\|S_T f\|_{\omega_{n+1}} \leq \bar{\eta}\|f\|_{L^1} + \beta(\|f\|_{L^1} + \|\omega_n\|_{L^1} + \|\omega_{n+1}\|_{L^1} + \|\kappa(\rho) T\|f\|_{L^1}) \leq \beta\|f\|_{\omega_{n+1}} + (\bar{\eta} + \kappa(\rho) T\beta)\|f\|_{L^1} - \beta C_\rho T\|S_T f\|_{\omega_n}.
\]

Finally, we choose \( 0 < \beta \leq \frac{1 - \bar{\eta}}{\kappa(\rho) T} \) and deduce

\[
\|S_T f\|_\beta + C_\rho T\|S_T f\|_{\omega_n} \leq \|f\|_\beta. \tag{51}\]

**Step 4.** We prove that a slightly different version of (51) also holds in the case (49b). From (48), using (49b), we have, for \( T, \kappa(\rho) \) fixed as above

\[
\|S_T f\|_{\omega_{n+1}} + C_\rho T\|S_T f\|_{\omega_n} \leq \|f\|_{\omega_{n+1}} + \frac{\kappa(\rho) T}{A}\|f\|_{\omega_n}.
\]
Since $A \geq \frac{3\kappa(\rho)}{C_3}$, it follows that
\[
\|S_T f\|_{\bar{\omega}_{n+1}} + C_3 T \|S_T f\|_{\bar{\omega}_n} \leq \|f\|_{\bar{\omega}_{n+1}} + \frac{C_3 T}{3} \|f\|_{\bar{\omega}_n}.
\]
Using this inequality and the $L^1$ contraction we deduce
\[
\|S_T f\|_{\bar{\omega}_n} = \|S_T f\|_{L^1} + \beta \|S_T f\|_{\bar{\omega}_{n+1}} + C_3 \beta T \|S_T f\|_{\bar{\omega}_n} 
\leq \|f\|_{L^1} + \beta \|f\|_{\bar{\omega}_{n+1}} + \beta \frac{C_3 T}{3} \|f\|_{\bar{\omega}_n} \tag{52}
\]
for some constant $M_{n+1} \geq 1$.

The proof of the second statement follows from similar arguments, note in particular that Step 1 can be adapted by using Lemma 3.1 case (2) instead of case (1), and that the argument giving the existence of $\rho_0$ from the properties of $\bar{\omega}_n$ still applies and gives a new $\bar{\rho}_0$ (hence a $\bar{T}_0$) playing the role of $T_0$ when considering $\bar{\omega}_n$ instead of $\bar{\omega}_n$. The remaining steps follow by straightforward adaptations. \hfill \Box

6.2. Proof of Theorem 1.1. In this subsection, we conclude the proof of Theorem 1.1 using Lemma 6.1. We consider the weights $w_1(x, v) = \langle x, v \rangle \ln(\langle x, v \rangle)^{0,1}$, and $w_0(x, v) = \ln(\langle x, v \rangle)^{0,1}$ for all $(x, v) \in \bar{D} \times \mathbb{R}^n$ Recall the definition of the weights $\omega_i$ from (12) for all $i \in \{1, \ldots, 4\}$. We want to prove a decay rate for $S_i(f-g)$ with $f, g \in L^1_{\omega_{n+1} \rightarrow G}, \langle f \rangle = 0$. We assume without loss of generality that $g \equiv 0$ so that $f \in L^1_{\omega_{n+1} + G}$ with $\langle f \rangle = 0$.

Step 1. Recall that we write $L^1_{\omega, 0}(G) = \{g \in L^1_{\omega}(G), \langle g \rangle = 0\}$, and the notation $M_1$ from Section 5. We introduce the bounded projection $P : L^1(G) \rightarrow L^1_{\omega}(G)$ such that for all $h \in L^1(G)$ and $(x, v) \in G$,
\[
P h(x, v) = h(x, v) - \frac{M_1(v) \|v\|^2}{c_1 |D|} \int_G h(y, w) dy dw, \tag{54}
\]
with $c_1 = \int_{\mathbb{R}^n} M_1(v) \|v\|^2 dv < \infty$, where we recall that $|D|$ denotes the volume of $D$. One can see by a simple use of hyperspherical coordinates that $Ph \in L^1_{\omega_{n+1}+0}(G)$ assuming $h \in L^1_{\omega_{n+1}}(G)$. Note that there exists $C > 0$ so that $\|Ph\|_{\omega_{n+1}} \leq C \|h\|_{\omega_{n+1}}$ for all $h \in L^1_{\omega_{n+1}}(G)$ and $\|Ph\|_{L^1} \leq C \|h\|_{L^1}$, and, since $\langle h \rangle = 0$ implies $Ph = h$, $P$ is a bounded projection as claimed. Let $T > (T_0 \vee \bar{T}_0)$ with $T_0, \bar{T}_0$ given by Lemma 6.1. From Theorem 2.2, we have
\[
\|S_T\|_{L^1_{\omega}(G) \rightarrow L^1_{\omega}(G)} \leq 1,
\]
and from Lemma 6.1,
\[
\|S_T\|_{L^1_{\omega_{n+1}+0}(G) \rightarrow L^1_{\omega_{n+1}+0}(G)} \leq \bar{M}_{n+1}.
\]
We apply Corollary 3 with the projection $P$ and the values:
1. \(A_1 = \tilde{A}_1 = L^1(G)\), and, using the definition of \(P\), \(A_1' = \tilde{A}_1' = L^0_\mu(G)\).

2. \(A_2 = \tilde{A}_2 = L^1_\omega(G)\), and, using the definition of \(P\), \(A_2' = \tilde{A}_2' = L^1_{\omega+1,0}(G)\).

3. \(\theta = \frac{2}{\pi(n+1)} \in (0,1)\) so that \(A_\theta = \tilde{A}_\theta = L^1_\mu(G)\), where \(\mu\) is defined on \(\tilde{D} \times \mathbb{R}^n\) by
   \[
   \mu(x,v) = \langle x,v \rangle = \tilde{\omega}_{n+1}(x,v)\frac{2}{\pi(n+1)},
   \]
   and, using the definition of \(P\), \(\tilde{A}_\theta' = A_\theta' = (A_1' + A_2') \cap A_\theta = L^1_{\mu,0}(G)\).

We conclude that there exists \(C_\mu > 0\) such that
   \[
   \|S_{T}f\|_{\mu} \leq C_\mu \|f\|_{\mu}.
   \]
Using Corollary 4, we obtain, for \(\mu'(x,v) = \ln\langle x,v \rangle\) on \(\tilde{D} \times \mathbb{R}^n\), using that \(f \in L^1_{\mu',0}(G)\), \(\|S_{T}f\|_{\mu'} \leq C_{\mu'} \|f\|_{\mu'}\), for some constant \(C_{\mu'} > 0\). Finally, since \(w_0(x,v) = \mu'(x,v)^{0.1}\) for all \((x,v) \in \tilde{D} \times \mathbb{R}^n\), we apply one more time Corollary 3 with the projection \(P\) to conclude that, for all \(T > (T_0 \lor T_0)\), there exists \(W_0 \geq 1\) such that, using \(f \in L^1_{w_0,0}(G)\),
   \[
   \|S_{T}f\|_{w_0} \leq \tilde{W}_0 \|f\|_{w_0}.
   \]
Since \((S_t)_{t \geq 0}\) is a strongly continuous semigroup of operators on \(L^1_{w_0}(G)\), this implies, using the growth bound of the semigroup, that there exists \(W_0 \geq 1\) such that for all \(t \in (0,T)\), for all \(f \in L^1_{w_0,0}(G)\),
   \[
   \|S_{T}f\|_{w_0} = \|S_{T-ST}f\|_{w_0} \leq W_0 \|S_{T}f\|_{w_0}.
   \]

**Step 2.** Using Lemma 3.1, case (3), and (55), we obtain, for some constants \(C,W_0 > 0\),
   \[
   \|S_{T}f\|_{w_1} + \frac{T}{W_0} \|S_{T}f\|_{w_0} \leq \|f\|_{w_1} + C(1+T)\|f\|_{L^1},
   \]
which rewrites
   \[
   \|S_{T}f\|_{w_1} + \frac{T}{W_0} \|S_{T}f\|_{w_0} \leq \|f\|_{w_1} + \kappa(\rho)T\|f\|_{L^1},
   \]
with, for all \(\rho > 0\), \(\kappa(\rho) = \frac{C(1+T(\rho))}{T\rho}\) so that \(\kappa \leq C'\) for some constant \(C'\) independent of \(\rho\). Set \(w_0(r) = \ln\langle r \rangle^{0.1}\) for \(r \geq 1\). Since \(w_0(\rho) \to \infty\) when \(\rho \to \infty\), one can replicate the arguments of Steps 2 to 4 of the proof of Lemma 6.1. We obtain
   \[
   \|S_{T}f\|_{\beta + 3\alpha} \leq \|f\|_{\beta + \alpha} \|S_{T}f\|_{w_0},
   \]
just as (52), for \(T = T(\rho)\) large enough with \(T > T_0\), \(T > \tilde{T}_0\) where \(T_0,\tilde{T}_0\) are given by Lemma 6.1, with \(\beta > 0\) constant, \(\alpha = \frac{\beta T}{3W_0}\) and
   \[
   \|f\|_{L^1} + \beta \|f\|_{w_1}.
   \]

**Step 3.** We have, from our definition of \(w_i, i \in \{0,1\}\) and of \(\omega_{n+1}\), for \((x,v) \in G\),
   \[
   w_1(x,v) = \langle x,v \rangle \ln\langle (x,v) \rangle^{0.1}
   \]
   \[
   \leq w_0(x,v) \langle x,v \rangle^{0.1} \mathbf{1}_{\{\langle x,v \rangle \leq \lambda\}} + \langle x,v \rangle \ln\langle (x,v) \rangle^{0.1} \mathbf{1}_{\{\langle x,v \rangle \geq \lambda\}}
   \]
   \[
   \leq w_0(x,v) \lambda^n + \langle x,v \rangle^{n+1} \ln\langle (x,v) \rangle^{-1.6} \mathbf{1}_{\{\langle x,v \rangle \geq \lambda\}}
   \]
   \[
   \leq w_0(x,v) \lambda^n + \omega_{n+1}(x,v) \ln\langle \lambda \rangle^{1.7}
   \]
   \[
   \leq w_0(x,v) \lambda^n + \omega_{n+1}(x,v) \epsilon_\lambda,
   \]
for $\lambda$ large enough, with $\epsilon_\lambda = \frac{\ln(\lambda)^{1.7}}{\lambda^\alpha} \to 0$ as $\lambda \to \infty$, where we used that $x \to \frac{\ln(x)^{1.7}}{x^n}$ is non-increasing on $(e^2, \infty)$ and that $\langle x, v \rangle \geq e^2$ for all $(x, v) \in G$. We deduce, since $w_1(x, v) \geq 1$ for $(x, v) \in G$,

$$\frac{1}{\lambda(1 + \beta)} \|f \|_{w_1} = \frac{1}{\lambda(1 + \beta)} (\|f\|_{L^1} + \beta \|f\|_{w_1}) \leq \frac{1}{\lambda} \|f\|_{w_1} \leq \|f\|_{w_0} + \frac{\epsilon_\lambda}{\lambda} \|f\|_{\omega_{n+1}}. \quad (58)$$

Moreover, for $\tilde{\beta}, \tilde{\alpha}$ the positive values used to define $\|.\|_{\omega_{n+1}}$ when applying Lemma 6.1 with $\epsilon = 0.6$, one has, setting $B = \alpha/\tilde{\beta}$,

$$\frac{\alpha \epsilon_\lambda}{\tilde{\beta}} \|S_T f\|_{\omega_{n+1}} = \frac{\alpha \epsilon_\lambda}{\tilde{\beta}} \|S_T f\|_{\omega_{n+1}} \leq B \frac{\epsilon_\lambda}{\tilde{\beta}} \|S_T f\|_{\omega_{n+1}}, \quad (59)$$

with the definition given in Lemma 6.1 for $\|.\|_{\omega_{n+1}}$. Let $\delta := \frac{\alpha}{1 + \beta}$, $Z := 1 + \frac{\lambda}{\epsilon_\lambda} \lambda = 1 + \frac{\delta}{\lambda}$ with $\lambda \geq \lambda_0 \geq 1$, $\lambda_0$ large enough so that $Z \leq 2$. Then

$$Z(\|S_T f\|_{\beta} + \alpha \|S_T f\|_{w_0}) \leq \|S_T f\|_{\beta} + \frac{\alpha}{\lambda(1 + \beta)} \|S_T f\|_{\beta} + Z \alpha \|S_T f\|_{w_0} \leq \|S_T f\|_{\beta} + \alpha \|S_T f\|_{w_0} + \frac{\alpha \epsilon_\lambda}{\tilde{\beta}} \|S_T f\|_{\omega_{n+1}} + Z \alpha \|S_T f\|_{w_0} \leq \|S_T f\|_{\beta} + 3\alpha \|S_T f\|_{w_0} \leq \|S_T f\|_{\beta} + B \frac{\epsilon_\lambda}{\tilde{\beta}} \|S_T f\|_{\omega_{n+1}} \leq \|f\|_{\beta} + \frac{\alpha}{\epsilon_\lambda} \|f\|_{w_0} + \frac{B \epsilon_\lambda}{\tilde{\beta}} \|S_T f\|_{\omega_{n+1}},$$

where we used (56), (58) and (59). We introduce the norm $\|.\|_{w_1}$ defined, for all function $h \in L^1_{w_1}(G)$, by

$$\|h\|_{w_1} := \|h\|_{\beta} + \alpha \|h\|_{w_0},$$

so that the previous inequality rewrites

$$Z \|S_T f\|_{w_1} \leq \|f\|_{w_1} + \frac{B \epsilon_\lambda}{\tilde{\beta}} \|S_T f\|_{\omega_{n+1}}.$$

**Step 4.** We set $u_0 = \|f\|_{w_1}$, and, for $k \geq 1$, $u_k = \|S_T f\|_{w_1}$. We also set $v_0 = \|f\|_{\omega_{n+1}}$ and, for $k \geq 1$, $v_k = \|S_T f\|_{\omega_{n+1}}$. Note that $v_k \leq v_0$ for all $k \geq 1$ by Lemma 6.1. Setting $Y = \frac{B \epsilon_\lambda}{\tilde{\beta}}$, the previous inequality writes,

$$Z u_1 \leq u_0 + Y v_1.$$

Iterating this inequality, we obtain

$$Z^k u_k \leq u_0 + Y \sum_{i=1}^k Z^{i-1} v_i,$$

from which we conclude that

$$u_k \leq Z^{-k} u_0 + \frac{Y Z}{Z - 1} \sup_{i \geq 1} v_i \leq Z^{-k} u_0 + \frac{Y Z}{Z - 1} v_0.$$

From this we deduce, recalling the definition of the $\beta$-norm (57) and that $Z \leq 2$, $w_1 \leq \omega_{n+1}$

$$\|S_T f\|_{w_1} \leq \frac{1}{(1 + \delta/\lambda)^k} (1 + \beta + \alpha) \|f\|_{w_1} + \epsilon_\lambda \frac{2B}{\delta} \|f\|_{\omega_{n+1}} \leq C \left( e^{-\frac{\epsilon \lambda}{\delta}} + \epsilon_\lambda \right) \|f\|_{\omega_{n+1}},$$
with $C > 0$ explicit, where we used that $\| \cdot \|_{\omega_{n+1}} \lesssim \| \cdot \|_{\omega_{n+1}}$. We set $T_1 = kT$ and choose $\lambda = \left( \frac{T_1}{\ln(T_1)} \right)$ with $k \geq k_0$, $k_0 \geq 1$ large enough so that $\lambda > \lambda_0$ and $T_1 > \exp(1)$ to obtain
\[
\| S_{T_1}f \|_{w_1} \leq C'(n) \left( \frac{\ln(T_1)}{T_1} \right)^n \| f \|_{\omega_{n+1}},
\]
for some $C'(n) > 0$ depending explicitly on $C$, independent of $k$, where we used the trivial inequality $\frac{T_1}{\ln(T_1)} \leq T_1$. Upon modifying the definition of $C'(n)$ so that the previous inequality also holds for $k \in \{1, \ldots k_0 - 1\}$, we can rewrite it as
\[
\| S_{kT}f \|_{w_1} \leq C'(n)\Theta(k) \| f \|_{\omega_{n+1}},
\]
with $\Theta(k) = \frac{\ln(kT)^{n+2}}{(kT)^n}$ for all $k \geq 1$.

**Step 5.** With the norm $\| \cdot \|_{w_1}$, (66) rewrites
\[
\| S_{T}f \|_{w_1} + 2\alpha\| S_{k}f \|_{w_0} \leq \| f \|_{w_1}.
\]
By iterating this inequality and summing, we obtain, for $l \geq 1$, writing $[x]$ for the floor of $x \in \mathbb{R}$,
\[
0 \leq \| S_{T}f \|_{w_1} + 2\alpha \sum_{k=[(l-1)/2]+1}^{l} \| S_{k}f \|_{w_0} \leq \| S_{[l/2]}f \|_{w_1}. \tag{61}
\]
Note that for any $1 \leq k \leq l$,
\[
\| S_{T}f \|_{L^1} \leq \| S_{k}f \|_{L^1} \leq \| S_{k}f \|_{w_0}.
\]
Hence, from (60) and (61),
\[
\min(1, 2\alpha) \left( l - \left[ \frac{l}{2} \right] + 1 \right) \| S_{T}f \|_{L^1} \leq C'(n)\Theta\left( \left[ \frac{l}{2} \right] \right) \| f \|_{\omega_{n+1}},
\]
so that, for some $C > 0$
\[
\| S_{T}f \|_{L^1} \leq C \frac{\ln(T)^{n+1}}{(T)^n_{n+1}} \| f \|_{\omega_{n+1}}.
\]
We conclude to the desired rate by standard semigroup properties.

6.3. **Proof of Theorem 1.2 and Corollary 1.** In this subsection, we prove Theorem 1.2 and Corollary 1 using the result of Theorem 1.1. We first show the following lemma, from which we will deduce both the uniqueness property in Theorem 1.2 and Corollary 1. Recall the definition of $m_n$ from (13) and that $m_n \equiv \omega_{n+1}$ on $G$.

**Lemma 6.2.** There exists an explicit constant $C' > 0$ such that for all $t \geq 0$, for all $f, g \in L^1_{\omega_n}(G)$ with $\langle f \rangle = \langle g \rangle$, there holds
\[
\| S_t(f - g) \|_{L^1} \leq C' \frac{\ln(1 + t)^{n+1}}{(1 + t)^n} \| f - g \|_{m_n}.
\]

**Proof.** We set $\tilde{f} := f - g$ so that $\langle \tilde{f} \rangle = 0$ and $\tilde{f} \in L^1_{m_n,0}(G)$. From Theorem 2.2, we have for all $t \geq 0$,
\[
\| S_t \|_{L^1_{\omega}(G) \to L^1_{\omega}(G)} \leq 1,
\]
and from Theorem 1.1,
\[
\| S_t \|_{L^1_{\omega_{n+1},0}(G) \to L^1_{\omega}(G)} \leq C \frac{\ln(1 + t)^{n+2}}{t_{n+1}} = C \Theta(t),
\]
where
\[
\Theta(t) = \frac{\ln(t)^{n+2}}{(t)^{n+1}}.
\]
the last equality standing for a definition of $\tilde{\Theta}(t)$, with $C > 0$ independent of $t$. We introduce the projection $P : L^1(G) \to L^1_0(G)$ given, for $h \in L^1(G)$ by

$$Ph(x, v) = h(x, v) - \frac{M_1(v)}{|D|c_1} \int_G h(y, w)dwdy, \quad (x, v) \in G,$$

with $c_1 = \int_{\mathbb{R}^n} M_1(v)\|v\|^2 dv$ a normalizing constant, see Section 5 for the definition of $M_1$. Note that if $h \in L^1_{\omega_n+1}(G)$, $Ph \in L^1_{\omega_n+1,0}(G)$ as one can check using hyperspherical coordinates, and that $(Ph) = 0$. Moreover, $P$ sends $L^1_r(G)$ to $L^1_{r,0}(G)$ for any weight $1 \leq r \leq \omega_n+1$ and is bounded.

We apply Corollary 3 with the projection $P$ and

i. $A_1 = \tilde{A}_1 = \tilde{A}_2 = L^1(G)$,

ii. $A_2 = L^1_{\omega_n+1}(G)$,

iii. $A_1' = \tilde{A}_1' = \tilde{A}_2' = L^1(G)$, $A_2' = L^1_{\omega_n+1,0}(G)$,

iv. $\theta = \frac{n}{\omega \pi r}$ so that $A_\theta = L^1_{m_n}(G)$, $\tilde{A}_\theta = L^1(G)$,

v. $A_\theta' = (A_1' + A_2')$ and $A_\theta = (\tilde{A}_1' + \tilde{A}_2')$ and $A_\tilde{\theta} = L^1(G)$.

We deduce that for some explicit constant $C' > 0$, for all $t > 0$,

$$\|S_t\|_{L^1_{m_n,0}(G) \to L^1_0(G)} = C'\tilde{\Theta}(t) \frac{\ln(1 + t)^{n+1}}{(1 + t)^n} \leq C'\ln(1 + t)^{n+1}$$

Proof of Theorem 1.2. Step 1: Uniqueness. Assume that there exists two functions $f_\infty, g_\infty$, both belonging to $L^1_{m_n}(G)$, with the desired properties. Applying Lemma 6.2, we have, for some $C > 0$, for all $t \geq 0$,

$$\|S_t(f_\infty - g_\infty)\|_{L^1} \leq C \ln(1 + t)^{n+1} \|f_\infty - g_\infty\|_{m_n}.$$ 

For all $t \geq 0$, we have $S_t f_\infty = f_\infty$ and $S_t g_\infty = g_\infty$. Set $\delta(t) := \frac{C \ln(1 + t)^{n+1}}{(1 + t)^n}$. We deduce that, for all $t \geq 0$,

$$\|f_\infty - g_\infty\|_{L^1} \leq \delta(t)\|f_\infty - g_\infty\|_{m_n}.$$ 

We conclude that $f_\infty = g_\infty$ a.e. on $G$ since $\delta(t) \to 0$ as $t \to \infty$.

Step 2: Existence. Recall that for all $k \in \{n - 1, n + 1\}$, for all $(x, v) \in D \times \mathbb{R}^n$, $m_n(x, v) = (x, v)^k \ln((x, v))^{-1.6\frac{m_n}{\omega \pi r}}$. Let $g \in L^1_{\omega_n+1}(G)$ with $g \geq 0$ and $\langle g \rangle = 1$. We apply Lemma 6.1 with $k = n + 1$ and $\epsilon = 1.6\frac{m_n}{\omega \pi r} - 1 \in (0, 1)$, so that $\omega_{n+1} = m_{n+1}$ and $\tilde{\omega}_n = m_n$ and fix $T \geq T_0$. We set, for all $k \geq 1$,

$$g_k := S_{T_k} g \quad \text{and} \quad f_k := g_{k+1} - g_k.$$

By mass conservation, for all $k \geq 1$, $\langle g_k \rangle = 1$ so that $\langle f_k \rangle = 0$ and $f_k \in L^1_{m_{n+1},0}(G)$. Applying (66), for two constants $\beta, \alpha > 0$, setting $\|\cdot\|_\beta = \|\cdot\|_{L^1} + \beta\|\cdot\|_{m_{n+1}}$, for all $k \geq 1$, we have

$$\|S_T f_k\|_{L^1} + \alpha\|S_T f_k\|_{m_n} \leq \|f_k\|_{L^1} + \beta\|f_k\|_{m_{n+1}}.$$ 

We introduce the modify norm $\|\cdot\|_{\tilde{\alpha}}$ defined by $\|\cdot\|_{\tilde{\alpha}} = \|\cdot\|_\alpha + \frac{\alpha}{3}\|\cdot\|_{m_n}$, so that the previous inequality reads

$$\|S_T f_k\|_{\tilde{\alpha}} + \frac{2\alpha}{3}\|S_T f_k\|_{m_n} \leq \|f_k\|_{\tilde{\alpha}}.$$ 

This implies that

$$\|f_{k+1}\|_{\tilde{\alpha}} \leq \|f_k\|_{\tilde{\alpha}}.$$
for all \( k \geq 1 \), so that the sequence \( (\|f_k\|_{\alpha})_{k \geq 1} \) is non-negative, non-decreasing, and is thus a converging subsequence. We fix \( \epsilon > 0 \). The previous observation implies that for \( N \geq 0 \) large enough, \( p > l \geq N \),
\[
0 \leq \|f_l\|_{\alpha} - \|f_p\|_{\alpha} \leq \frac{2\alpha}{3} \epsilon.
\]

Let \( N \) as before, \( p > l \geq N \). We have, using (62)
\[
\frac{2\alpha}{3} \left\| g_{p+1} - g_{l+1} \right\|_{m_n} = \frac{2\alpha}{3} \left\| \sum_{k=l+1}^{p} f_k \right\|_{m_n}
\leq \sum_{k=l}^{p-1} \frac{2\alpha}{3} \left\| S_T f_k \right\|_{m_n}
\leq \sum_{k=l}^{p-1} \left( \frac{2\alpha}{3} \left\| S_T f_k \right\|_{m_n} + \left\| S_T f_k \right\|_{\alpha} \right) - \sum_{k=l}^{p-1} \left\| S_T f_k \right\|_{\alpha}
\leq \sum_{k=l}^{p-1} \left\| f_k \right\|_{\alpha} - \sum_{k=l}^{p-1} \left\| S_T f_k \right\|_{\alpha} = \|f_l\|_{\alpha} - \|f_p\|_{\alpha} \leq \frac{2\alpha}{3} \epsilon,
\]
by choice of \( p \) and \( l \). We deduce that the sequence \( (g_k)_{k \geq 1} \) is a Cauchy sequence in the Banach space \( L_{m_n}(G) \), hence converges towards a limit \( f_\infty \in L_{m_n}(G) \) with \( \langle f_\infty \rangle = \langle g \rangle = 1 \) by mass conservation. A similar argument to the one in Step 1 can be used to prove that this limit is independent of the choice of \( g \in L_{m_n+1}(G) \) with \( \langle g \rangle = 1 \).

**Proof of Corollary 1.** We simply apply Lemma 6.2 with \( g = f_\infty \), \( f_\infty \) given by Theorem 1.2, to obtain Corollary 1.

7. **Free-transport with absorbing boundary condition.** We consider in this section the free transport equation with absorbing condition at the boundary, which corresponds to (14). We make the same assumptions as before on \( D \), \( n \) and \( x \to n_x \). This problem is well-posed in the \( L^1 \) setting, since the boundary operator has norm 0, see [2, Theorem 3.5]. Assuming \( f_0 \in L^1(G) \), the characteristic method gives an explicit solution for all times \( t \geq 0 \), almost all \( (x, v) \in G \),
\[
f(t, x, v) = f_0(x - tv, v) \mathbf{1}_{\{t < \sigma(x, v, -)\}},
\]
where \( \sigma(x, v) \) is defined by (8) for all \( (x, v) \) in \( \bar{D} \times \mathbb{R}^n \). This explicit formula makes the positivity of (14) clear. Obviously mass is not preserved by this problem. In what follows, we write \( (S_t)_{t \geq 0} \) for the semigroup of linear operators corresponding to this evolution problem. For \( f_0 \in L^1(G) \), and \( f \) the associated solution to (14) on \([0, \infty) \times G \), the trace \( \gamma f(., .) \) is well-defined on \([0, T] \times \partial D \times \mathbb{R}^n \) for any \( T > 0 \), see [21, Theorem 1]. Moreover, from [21, Corollary 1],
\[
|\gamma f(t, x, v)| = |\gamma f(t, x, v)| \quad \text{a.e. in } ((0, \infty) \times \partial_+ G) \cup ((0, \infty) \times \partial_- G).
\]

From the explicit solution (63), one easily deduces the convergence towards the equilibrium distribution given by \( f_\infty(x, v) = 0 \) for all \( (x, v) \in \bar{D} \times \mathbb{R}^n \). We study the convergence rate of (14) towards equilibrium. We recall that the weights \( r_\nu \) for \( \nu > 0 \), are given by
\[
r_\nu(x, v) = (1 + \sigma(x, v))\nu, \quad (x, v) \in \bar{D} \times \mathbb{R}^n.
\]
Theorem 7.1. For any $f \in L^1_m(G)$, $t \geq 0$,
$$
\|S_tf\|_{L^1} \leq \Theta(t)\|f\|_m,
$$
with the following choices

i. $m(x, v) = e^{\sigma(x,v)}$ in $\overline{D} \times G$, $\Theta(t) = e^{-t}$.

ii. $m(x, v) = r_v(x, v)$ in $\overline{D} \times G$, $\Theta(t) = \frac{1}{(t+1)^{\nu}}$, $\nu > 1$.

Proof. Recall that $(v \cdot \nabla_x \sigma(x,v)) = -1$ for all $(x,v) \in G$, see (25). Note that, as a trivial consequence of the boundary condition, $\gamma S_tf = 0$ on $\partial_-G$ for all $f \in L^1(G)$.

For i., we have, by definition of $(S_t)_{t \geq 0}$, using also (64),
$$
\frac{d}{dt} \int_G |S_tf| e^{\sigma(x,v)} \, dv \, dx = \int_G \frac{d}{d\tau} e^{\sigma(x,v)} \, dv \, dx = -\int_G |S_tf| e^{\sigma(x,v)} \, dv \, dx + \int_{\partial D \times \mathbb{R}^n} (v \cdot \nabla_x) |S_tf| e^{\sigma(x,v)} \, dv \, \xi(x)
$$
$$
= -\|S_tf\|_m + 0 - \int_{\partial_+G} |\gamma(S_tf)| |v \cdot n_x| e^{\sigma(x,v)} \, dv \, \xi(x)
$$
$$
\leq -\|S_tf\|_m
$$
where we used Green’s formula (recall that $n_x$ is the unit inward normal vector at $x \in \partial D$) and the boundary condition. We conclude with a straightforward application of Grönwall’s lemma.

To prove ii., we differentiate the $L^1_{r_v}(G)$ norm of $S_tf$ and use the same arguments as in case i. to obtain
$$
\frac{d}{dt} \int_G |S_tf|(1 + \sigma(x, v))^{\nu} \, dv \, dx = \int_G (v \cdot \nabla_x) |S_tf|(1 + \sigma(x, v))^{\nu-1} \, dv \, dx
$$
$$
= -\nu \int_G |S_tf|(1 + \sigma(x, v))^{\nu-1} \, dv \, dx
$$
$$
- \int_{\partial_+G} |\gamma(S_tf)| |v \cdot n_x| r_v(x, v) \, dv \, \xi(x)
$$
$$
\leq -\nu \int_G |S_tf|(1 + \sigma(x, v))^{\nu-1} \, dv \, dx.
$$

Writing $\mathcal{B}$ for the generator of $(S_t)_{t \geq 0}$, we proved
$$
\mathcal{B}^* r_v \leq -\phi(r_v), \quad (66)
$$
with for all $x \geq 1$, $\phi(x) = \nu x^{\nu-1}$, so that $\phi$ is strictly concave. We set for all $u \geq 1$,
$$
H(u) = \int_1^u \frac{ds}{\phi(s)} = (u^{1/\nu} - 1),
$$
so that $H^{-1}(y) = (y + 1)^{\nu}$, $\forall y \geq 0$.

We also set $\forall t \geq 0, u \geq 1$, $\psi(t, u) := H^{-1}(H(u) + t) = (H(u) + t + 1)^{\nu}$, which satisfies, for all $u \geq 1$, for all $t \geq 0$,
$$
\partial_t \psi(t, u) = \nu(H(u) + t + 1)^{\nu-1} = \phi(\psi(t, u)), \quad (67a)
$$
and
$$
\partial_u \psi(t, u) = H'(u)nu(H(u) + t + 1)^{\nu-1} = \frac{\phi(\psi(t, u))}{\phi(u)}. \quad (67b)
$$
We have, for all $t \geq 0$,
\[
\frac{d}{dt} \int_G |S_t f| \psi(t, r_\nu) dv dx = \int_G \mathcal{B} |S_t f| \psi(t, r_\nu) + |S_t f| \partial_t \psi(t, r_\nu) dv dx \\
= \int_G |S_t f| \left( \mathcal{B}^* \psi(t, r_\nu) + \partial_t \psi(t, r_\nu) \right) dv dx \\
= \int_G |S_t f| \left( (\mathcal{B}^* r_\nu) \partial_u \psi(t, r_\nu) + \partial_t \psi(t, r_\nu) \right) dv dx \leq 0,
\]
using (66) along with (67a) and (67b). Finally we use this inequality to conclude:
\[
(t + 1)^\nu \| S_t f \|_{L^1} \leq \int_G |S_t f| (H(r_\nu) + (t + 1)^\nu) dv dx = \| S_t f \|_{\psi(t, r_\nu)} \\
\leq \| f \|_{\psi(0, r_\nu)}.
\]

Remarks. The assumption $f \in L^1_{\sigma(x, v)}(G)$ is very restrictive for $L^1(G)$ functions
positive in a neighborhood of $\{\|v\| = 0\}$. On the other hand, if $f \in L^1_{\sigma(x, v)}(G)$,
the problem is indeed dissipative. For such an initial datum (1) shows only the
convergence rate of Theorem 1.1, of polynomial order. This emphasizes the fact
that the convergence rate in Theorem 1.1 depends both on the regularity (inverse
moments) of the initial data, and on the boundary condition, which becomes the
limiting factor for the rate of convergence with very regular initial data.
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