Abstract—This work presents and experimentally test the framework used by our context-aware, distributed team of small Unmanned Aerial Systems (SUAS) capable of operating in real-time, in an autonomous fashion, and under constrained communications. Our framework relies on three layered approach: (1) Operational layer, where fast temporal and narrow spatial decisions are made; (2) Tactical Layer, where temporal and spatial decisions are made for a team of agents; and (3) Strategical Layer, where slow temporal and wide spatial decisions are made for the team of agents. These three layers are coordinated by an ad-hoc, software-defined communications network, which ensures sparse, but timely delivery of messages amongst groups and teams of agents at each layer even under constrained communications. Experimental results are presented for a team of 10 small unmanned aerial systems tasked with searching and monitoring a person in an open area. At the operational layer, our use case presents an agent autonomously performing searching, detection, localization, classification, identification, tracking, and following of the person, while avoiding malicious collisions. At the tactical layer, our experimental use case presents the cooperative interaction of a group of multiple agents that enable the monitoring of the targeted person over a wider spatial and temporal regions. At the strategic layer, our use case involves the detection of complex behaviours—i.e. the person being followed enters a car and runs away, or the person being followed exits the car and runs away—that requires strategic responses to successfully accomplish the mission.

I. INTRODUCTION

Recent advancements in the fields of Artificial Intelligence [1]–[7], Machine Learning [8]–[11], Robotics [12]–[17], and Signal Processing [18]–[20] have provided humankind with unique set of tools that, for the first time in history, have the potential to address some of the most important problems existing in the field of group autonomy of unmanned systems [21]. Nowadays, group autonomous systems require either direct human control of many systems [22], [23], contract and auction techniques [24], [25], and or coalition methods [26]–[28]. The latter are heavily dependent on the communications channel, which is often constrained in many realistic scenarios. Other approaches based on Markov Decision Processes do not scale linearly with the number of agents and states, and they often result in a slow reaction to unexpected events, [29]–[36].

This paper describes and experimentally validates the framework—used by our context-aware, distributed team of Small Unmanned Aerial Systems (SUAS) to be able to operate in real-time, in an autonomous fashion, and under constrained communications. Our framework relies on three layered approach: (1) Operational layer (fast temporal and narrow spatial scale; partially mimicking functionality of human’s peripheral nervous system) - here a single agent performs on-board detection, localization, classification, identification, tracking, following while avoiding malicious collisions; this layer relies on hardware and software that enable to fuse and sparsify in real-time 4D full motion video, 4D millimeter wave radars, 4D infrared cameras using Deep Learning and 4D (space + time) Compressive Sensing (CS); (2) Tactical Layer (intermediate temporal and spatial scale; partially mimicking functionality of human’s muscular system): here a group multiple autonomous agents collaborate to jointly perform a complex task that cannot be executed by a single agent due to their spatial (navigation) and temporal (perception) limitations; and (3) Strategical Layer (slow temporal and wide spatial scale; partially mimicking functionality of the endocrine system): here teams of multiple autonomous agents cooperate to jointly perform a multi-step complex task that cannot be executed by a group of autonomous agents due to their spatial (navigation), temporal (perception), and energy (endurance) limitations. These three layers are coordinated by an ad-hoc, software-defined communications network, which ensures sparse, but timely delivery of messages amongst groups and teams of agent even under constrained communications.

II. SYSTEM ARCHITECTURE

The hierarchical architecture adopted by our autonomous multi-agent system is the one presented in Fig. 1. From an operator perspective, see the left side of the figure, a general mission is specified for a team of agents that must organize themselves to accomplish a particular mission. In this paper use-case, the general mission is defined as search and monitor people in a given region. Based on this mission, an off-line planner parses a multi-layer policy (controller) to each agent in the network using a top-to-bottom approach. The latter leverages on the use of a set of memory banks, which resemble the different types of memories used by the human body, including: (i) long term strategic, which covers spatial priming memory and temporal procedural memory; (ii) long term tactical, which covers spatial semantic memory
and temporal episodic memory; and (iii) short term memory and sensory memory. The strategic memory is used to load the initial strategic policy, as well as the type of decisions and observations available for the team of agents at this level. A similar functionality is provided to the tactical and operational memory, regarding decisions, observations and policies at its corresponding layer. From an agent perspective, our architecture enables the each unmanned system to reason about its own operation, its tactical relationships with a subgroup of agents with whom it is cooperating in a joint task, and its strategical contribution to the overall mission. This perspective is shown on the right part of Fig. 1, and a thorough description is described in the next section.

III. MULTI-LAYER PERCEPTION

As shown in Fig. 2, the agents (SUAVs) in our network can be equipped with three different type of perception sensors: 4D RGB camera, 4D Infrared camera, and a 4D mmWave radar. At the operational level, the raw data of the three sensors is parsed into a Vector Processing Unit, which runs a fine-tuned Convolutional Neural Network to perform the sensor fusion and to provide a sparse representation of the scene. As it can be seen on the top area of Fig. 2, our dense to sparse perception module is capable of outputting sparse information about the scene at a 5 Hz rate– an enhanced frame rate of 100 to 1000 Hz should be achieved with our current architecture. This output contains a list of targets in the scene (e.g., person, car, etc.), classification confidence level for each target, targets’ bounding boxes in 2D, targets’ ranges from the agent, targets’ angular location relative to the agent’s orientation, as well as 4D GPS Geo-location of both targets and agent. At the tactical level, medium priority observations involving other agents within the same group, jointly performing a particular activity, is sparsely parsed through the ad-hoc network in an asynchronous fashion at a reduced average rate (∼ 0.01 Hz per mission). Similarly, at the strategical level, top priority observations of events that require an update on the team strategy are parsed through the ad-hoc network in an asynchronous fashion at very low average rate (∼ 0.005 Hz per mission).

IV. MULTI-LAYER POLICY

The vector targets at the operational layer is synchronously parsed to our multi-layer policy block (see Fig. 2), which uses a sparse to sparse motion controller to generate motion trajectories based on the agent’s particular state. At the operational level, each drone can simultaneously be active in one or more of the following operational states: idle/sleeping, takeoff/landing, searching, following, tacking, Navigating to a GPS location, returning to base. The latter sparsification at the operational state affords scalability of the Multi-layer policy. At the tactical level, the multi-layer policy handles the information received either by its own operational observations or from another member of its tactical group. The policy enables an asynchronous coordination of the group of agents at the tactical level. When a group of agents are not able to continue a particular group activity, the strategic policy may be able to recruit another group of agents that can finalize the mission in a suitable fashion. The strategic policy observes and controls the strategic perception and actuation channels. The use-case described below will clearly emphasize the type of observations and actions that are provided for each one of the components of the multi-layer policy.

V. MULTI-LAYER DECISIONS

The multi-layer policy creates a sparse vector that encodes the actions needed at the strategical, tactical, and operational level. In the latter, the Operational sparse to sparse encoder shown in Fig. 2 generates the signals needed to control the lower-level motion controller. Our system follows a control approach similar to the one presented in [37]. Specifically,
once target is recognized and localized, the drone will change its state to follow or track the object and update its position, $p$, based on the change in position, $\Delta p$, obtained from its own observations. Position updates can be made by sending the flight controller either local velocity setpoints or local or global position setpoints. By receiving the angle and the distance of the object relative to its current position and orientation, the controller will decide how much to rotate and how to adjust its position. Various uncertainties, $U$, like external forces, $J$ (e.g., wind), can affect the motion of the drone, which the flight controller needs to be capable of compensating for. Changes to the controller can also come from communication with other drones or other swarms, or from recognizing complex behavior or patterns. When a drone recognizes certain behavior occurring among the objects it is seeing (e.g., a person entering a car), it can communicate to the other drones to change their state (e.g., to return home) and to other swarms to begin or change their mission.

VI. RESULTS

At the top of the system is the mission controller, which controls the subsystems in an attempt to achieve the swarm’s objective. Mission objectives for the swarm of drones is typically defined by an area of exploration and a searching objective, e.g., find survivors in a disaster-struck area. To maximize the ability to search an area and understand the environment, the swarm needs to be divided into a specific number of subswarms depending on the environment and objective. For example, the area of exploration can be partitioned into different sections, each of which is searched by a different subswarm. If needed, subswarms can decide to split up into smaller subswarms depending on what is best for the environment it is in. For example, a subswarm may encounter a building or multiple buildings, and need to split up to search these newly encountered parts of the environment. On the smallest scale in this system, individual drones make observations and act on them based on a learned policy. A mission can be ended when the mission level system sends a signal, either based on time or observations, that the mission is over.

This paper brings up the proof of concept of experimenting with drones in navigating, tracking, following, and landing modes with a swarm of ten drones, as represented in Fig. 3. In this experiment, swarm-one, swarm-two and swarm-three have three, four, and three drones, respectively, who are participating in the mission, as it is represented in detail.
in Fig. 4. The tasks for swarm-one are detecting, following the person until he/she is entering into the car (which has been defined as a complex behavior), and finally return to base. The tasks for swarm-two are flying to the predefined GPS locations, and start tracking, which means facing to a direction where the car moves. Until the car stopped and the person went out of the car, which also has been defined as a complex behavior, or received the LAND command from both peers or ground control station, the drones keep on tracking. In this stage, if any of the drone detects the complex behavior, i.e. a person and a car is present, it immediately sends ARM command to the swarm-three to fly around the sending drone. The tasks for swarm-three are flying to the GPS position sent from the drone, and start following the person. The swarm-three looks the person and maintain a constant distance with the person before coming back to the base station. The detailed sequence of the mission, along with some frames captured by the cameras of the drones incorporating their perception, is shown in Fig. 5.

The perception in swarms one and two, which leads to the detection and tracking of the person and car, is performed by a computer vision algorithm based on the pre-trained MobileNet-SSD convolutional neural network [38]. The front RGB camera captures the target within a rectangle. When the midpoint of that rectangle appears deviated from the center of the camera, the flying algorithm promotes the drone to rotate until the target center point meets within the threshold of the tracking pattern. Meanwhile, the depth camera measures the average distance to the target. When the distance increases over a given value $D_0$, the flying algorithm pushes the drone closer to the target and vice-versa.

On the other hand, the perception in swarm three, which leads to the following at a constant distance of the person, is performed by extracting the range distance from the radar 3D point-cloud followed by a negative feedback to the UAV fight controller and moving $-(R - R_0)$ meters in the range direction (the direction of the front-view of the camera), where $R_0$ is the constant following distance and $R$ is the detected range distance by the radar.

Figure 6 shows the performance of the current experiment. For swarm-one, 67% of drones (two out of three) found and detected the person successfully, made the decision to follow them, and finished the following task successfully; it neither lost the target during following nor hit the obstacle accidentally. The other drone failed to finishing its tasks successfully without finding the person; However, at the end, all the drones in swarm-one received the LAND command and returned to base successfully. In the swarm-two, 75% of drones (three out of four drones) reached their predefined GPS points, rotated around their own z-axis and tracked the car as excepted, and one of these three drones finished the complex task, which was defined as detecting the target person entering into the car, and then sending messages to swarm-three to arm and take off. Finally, in the swarm-three, 33% of drones (one out of three drones) received the TAKEOFF message from swarm-two successfully, and done the mission to fly over the GPS point, tracking as well as following tasks successfully. However, the other two did not take off as being supposed to.

### A. Discussion

While testing, if the drone keeps navigating, tracking, following and landing, then the tasks are considered as successful, and they are defined as performed the expected mission. It is observed that tracking in negative areas—such as the dark side of the car,— communication antenna orientation, wind speed, sensor calibration, distance between drones resulting packet loss affect the detection, navigating, and tracking performance for the swarms to perform a desired task.

In addition, when multiple targets are captured by the camera of the drone, such as several people or cars in the same frame, some constraints may limit the drone operation, leading to a possible false tracking. In the presented case, the person or car that first appears in the drone’s field of view is considered as the main target, tracking it without losing or switching it. However, if two people appear on the scene too close or lap over each other, it is possible that the tracker switches the main target, leading to a failed mission. In future experiments, where the requested mission will be much more complex than current experiment, it will be crucial for the team of SUAS to obtain as much as information as possible from the outside environment. For these cases, a multiple objects tracking (MOT) approach is expected to be more reliable in realistic scenarios. This functionality, which will be vital for a team of SUAS to perceive a large-scale environment, is already available with current online MOT methods, such as deepSORT, MHT, bLSTM, and OneShotDA, benefiting the extensibility of our approach to more complex missions.

Moreover, the current mm-wave radar is employed using time-division multiplexing where only one Tx is transmitting at a time, resulting in a possible low signal-to-noise ratio (SNR) at the receiver end and causing a poor detection ac-
accuracy if the object is too far away. Future radar architecture will use spatial multiplexing schemes such as binary-phase-modulation to perform the detection, where all the Txs are transmitting simultaneously to achieve a much higher SNR at the receiver end.

VII. CONCLUSION

This paper has shown an experimental test of a context-aware distributed team of SUAS coordinately working on a multi-step complex mission, capable of operating in real-time, in an autonomous fashion, and under constrained communications. In this experiment, 10 drones divided into three teams perform the complex three-step task of (i) searching, detecting and following a person until enters into a car, (ii) navigating to a specific GPS position and tracking a car until a person leaves the car, and (iii) navigating to a GPS position given by the previous team, and follow a person at a constant distance for a period of time. The proposed framework relies on a three layers approach: operational, tactical, and strategical, corresponding to single agent actions, group of agents collaboration, and teams of multiple groups of agents join cooperation, respectively. The complex mission is carried out based on the continuous loop perception-
Fig. 5. Overall sequence of the whole mission recorded by a stationary ground camera and a drone camera.

Fig. 6. Multi-swarm performance. For each swarm, the right bar is desired performance for each task, while the left bar is the actual performance.
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