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ABSTRACT: We explore, from a theoretical perspective, the effect of particle size on the photocatalytic water splitting activity of TiO₂ rutile (nano)particles by a combination of explicit quantum chemistry calculations on a hydroxylated rutile nanoparticle in a realistic solvation environment and a comparison with the calculated properties of bulk rutile (surfaces) from the literature. Specifically, we use density functional theory (DFT) and time-dependent DFT to calculate the nanoparticle thermodynamic driving force for the water splitting half-reactions and identify in the process the crucial role of self-trapping of the free charge carriers responsible for proton reduction and water oxidation.

INTRODUCTION

TiO₂ nanoparticles are the quintessential photocatalyst, a material that allows a reaction to happen in the presence of light that otherwise would not take place. Loaded with a noble metal cocatalyst (Pd, Pt, Rh), both rutile⁴⁻⁹ and anatase⁵⁻⁷ nanoparticles catalyze the overall splitting of water into molecular hydrogen and oxygen when illuminated with ultraviolet light, while without noble metals they act as photocatalysts for the degradation of organic molecules⁸ and drive the individual water splitting half-reactions in the presence of a suitable electron or hole donor.¹²⁻¹⁴ Some of these reactions are endothermic, and part of the photon energy becomes incorporated in the reaction products (e.g., overall water splitting), a situation commonly referred to as artificial photosynthesis or solar fuel synthesis.¹⁵ In other cases, the photocatalyzed reactions are exothermic in the dark, e.g., organic pollutant degradation, and the illuminated photocatalyst acts as a catalyst in the classical chemical sense and improves the reaction rate.

Even if only active in the ultraviolet part of the solar spectrum, at least in the absence of heavy doping, TiO₂ nanoparticles and related nanostructures, e.g., thin films, are probably the world’s most studied photocatalyst. TiO₂ is hence the natural starting point for computational studies into the fundamental physical and chemical processes that underlie photocatalysis in inorganic solids, work that is needed because even in the case of TiO₂, many fundamental issues are still unresolved. For example, there is an ongoing discussion about the relative position of the (reduction potentials associated with the) conduction band in anatase and rutile,¹⁶⁻²⁰ as well as the defect chemistry of TiO₂ and how this can be used to reduce the optical gap from the ultraviolet to the visible part of the spectrum.¹⁹ Especially, self-trapped exciton formation appears to be very structure sensitive; bulk rutile only has free nontrapped excitons, while in bulk anatase, excitons appear to self-trap.¹⁹⁻³³ Experimentally, self-trapping is observable by the different spectroscopic
signatures of free and trapped states. For example, in the case of excitons, a red shift between the optical gap and the photoluminescence maxima is a signature of a self-trapped exciton.

Modeling such complex processes is not straightforward, especially deciding what to include and what not. However, we believe a number of essential features should be incorporated in the model. Both the free charge carriers (Figure 1A) and the exciton (Figure 1B) can in principle drive the water splitting half-reactions by providing electrons and holes with the necessary chemical potential. Any attempt at modeling a photocatalyst should therefore, in our opinion, consider both free charge carriers and excitons. This is especially true when considering nanoparticles. For many bulk solids the difference between the energy required for creating a pair of free charge carriers and that needed to make an exciton is very small (for example, 4 meV for bulk rutile) and the potentials associated with excitons and free charge carriers thus approximately degenerate. The same is not necessarily true in the case of nanoparticles, and excitons in such systems might be hard(er) to dissociate. Furthermore, because of the known potential for (self)trapping in TiO$_2$ (see above), one ideally should also consider the effect of structural relaxation when studying photocatalysts. Finally, taking into account the need to understand the explicit effect of particle size and the fact that at least in the case of overall water splitting, the photocatalyst will operate immersed in water, it appears sensible to explicitly study hydroxylated nanoparticles, the surface of which is further covered by a monolayer of adsorbed water molecules. The latter explicit description of surface water is possibly used in conjunction with a dielectric continuum solvation model to reproduce the effect of bulk water. Relevant previous work on TiO$_2$ generally did not consider excitons and focused instead on studies of free charge carriers either in periodic 2D slabs or in nanoparticles, while the selected papers that do consider excitons, mostly in the case of nanoparticles, as a rule do not take into account exciton self-trapping and often focus on unhydroxylated naked particles in vacuum.

Following the logic set out above, we report here our first results of DFT/TD-DFT calculations on a ~1 nm hydroxylated rutile nanoparticle (taken from previous work by Freisner and co-workers; see Figure 2), where we explicitly include the effect of solvation and trapping. This nanoparticle structure, even if small compared to rutile nanoparticles synthesized experimentally, is perhaps the smallest rutile particle that still preserves essential features of the bulk structure.

We report a range of optical and excited state properties for this particle including the optical gap, the predicted photoluminescence signal, the sites within the particle on which the exciton self-traps, and the structural distortion associated with the localization. We also calculate the standard reduction potentials of the free charge carriers and exciton in this particle and compare them with those of the water splitting half-reactions to examine the thermodynamic ability of this rutile particle, and small TiO$_2$ nanoparticles in general, to drive the photocatalytic splitting of water. Finally, we use all these data to discuss how the photocatalytic ability of nanoparticles might differ from their larger counterparts and the role of surface flexibility therein.
THEORETICAL PICTURE

In the following section we will discuss a possible theoretical picture of photocatalysis, from the perspective of the reaction that is photocatalyzed and that of the photocatalyst. In the latter we will build on our recent work on photocatalytic polymers.56–58

Water Splitting Reaction Perspective. The overall water splitting reaction is a combination of two half-reactions (both expressed as reductions, in line with convention):

\[
\begin{align*}
2\text{H}^+ + 2e^- & \rightleftharpoons \text{H}_2 \\
\text{O}_2 + 4\text{H}^+ + 4e^- & \rightleftharpoons \text{H}_2\text{O}
\end{align*}
\] (A) (B)

During water splitting half-reaction A, the hydrogen evolution reaction (HER) will run in the forward direction, the reduction of protons to molecular hydrogen, and in reaction B, the oxygen evolution reaction (OER) will run in the direction opposite to that written, oxidation of water to molecular oxygen and protons.

In order for both of these half-reactions to take place and overall water splitting to occur, a photocatalyst will have to provide electrons for the HER and accept electrons, or in other words donate holes, to drive the OER. The (standard) reduction potential of the electrons and holes provided by a photocatalyst should thus straddle those of HER and OER half-reactions (see Figure 1A and Figure 1B). Moreover, as the HER experimentally has a standard reduction potential of 0 V relative to the standard hydrogen electrode (SHE) at pH 0 and the OER a standard reduction potential of 1.23 V, a successful photocatalyst needs therefore to provide at least this amount of potential to split water. In practice, a larger overall potential than 1.23 V (e.g., 1.8 V) is required to overcome energetic losses and kinetic barriers, the difference between the effective and equilibrium potentials being the overpotential. For endergonic overall redox reactions other than water splitting, e.g., reduction of protons in the presence of a sacrificial electron donor, a very similar analysis can be performed.

In the case of overall redox reactions that are exergonic in the dark, the situation is slightly different. As there is no need for the photocatalyst to drive such reactions to make them thermodynamically feasible, the photocatalytic activity arises purely because the photocatalysts allow for larger overpotentials to be overcome than possible in its absence. We plan to discuss the case of endergonic reactions in future work and focus here exclusively on the case of photosynthesis.

Photocatalyst Perspective. As discussed in the Introduction, a photocatalyst can provide electrons and holes to drive redox reactions in the form of free charge carriers (Figure 1A) and (as part of) excitons (Figure 1B). When analyzing the ability of a particle (P) to act as a photocatalyst for the redox reactions discussed above, we thus, following our previous work, need to consider the potentials associated with four different half-reactions (written, again in line with convention, as reductions):

\[
\begin{align*}
P^+ + e^- & \rightleftharpoons P^0 \\
P^0 + e^- & \rightleftharpoons P^- \\
P + e^- & \rightleftharpoons P^- \\
P^+ + e^- & \rightleftharpoons P
\end{align*}
\] (C) (D) (E) (F)

where in half-reactions C and E, the exciton and the free electron, respectively, serve as reductants for species in solution; the particle donates electrons, and the half-reactions will run in the opposite direction to that written above. In the other two half-reactions (D and F), the particle accepts electrons (donates holes) and the exciton and the free holes act as oxidants for species in solution. The reduction potential of half-reaction F is equal to the ionization potential, the free energy required to remove an electron from the top of the photocatalyst’s valence band, and is hence further labeled as IP. Similarly, the reduction potential of half-reaction E equals the electron affinity, the free energy released upon adding one electron to the bottom of the photocatalyst conduction band, and labeled as EA. Finally, the potentials of half-reactions C and D can be thought of as the excited state ionization potential IP*, the free energy required to remove the excited electron from the exciton, and the excited state electron affinity EA*, the free energy released upon adding an electron to the exciton and annihilating the exciton’s hole component, respectively.

The thermodynamic preference for excitons versus free charge carriers can be analyzed in terms of the following nonredox reaction:

\[
P^* + P \rightleftharpoons P^0 + P^-
\] (G)

The (free) energy change associated with reaction G is commonly referred to as the exciton binding energy, the difference between the free energy required for forming a pair of free charge carriers and that needed to form an exciton. Positive values of the exciton binding energy signify that an exciton is more stable than the free charge carriers and that additional energy needs to be invested to dissociate the exciton. This thermodynamic analysis, in the case of the exciton, can be complemented with kinetic arguments about the expected exciton lifetime based on the oscillator strength of the exciton. An alternative source of free charge carriers, beyond simple exciton dissociation described by reaction G, is by byproduct of half-reactions C and D, which can then also be thought of as describing dissociation of the exciton at the particle–water interface.

The potentials, as well as the exciton binding energy and the exciton lifetime, depend on the exact atomic geometry of the nanoparticle. As a result, the nanoparticle’s properties involving free (vertical) and self-trapped (adiabatic) species are generally different. Which of these extremes is most relevant depends on the inherent time scale of the phenomena we are interested in relative to that of nuclear relaxation: much shorter, vertical, and much longer, adiabatic.

METHODS

Here we employ a combination of DFT and TD-DFT to calculate the properties of the photocatalyst nanoparticles in their different states and the potentials associated with them. We use DFT to describe the properties of the P, P+, and P- states and TD-DFT for those of P*. As we are modeling whole nanoparticles, we use a molecular approach, which gives us direct access to the vacuum reference state. This approach furthermore allows for convenient treatment of charged states (P- and P+, particle with a free electron or hole) without the need to introduce further approximations, such as a homogeneous background charge. The potentials are calculated from the DFT/TD-DFT total energies via

\[
E^0 = -\frac{\Delta G(x)}{nF}
\] (1)
\[ G(x) = U(x) + G_{\text{vib}}(x) + G_{\text{sol}}(x) \]  

(2)

where \( n \) is the number of electrons involved in the half-reaction, \( P \) is the Faraday constant, \( U \) is the DFT/TD-DFT electronic total energy, \( G_{\text{vib}} \) is the sum of the vibrational, rotational, and translational contributions to the free energy, and \( G_{\text{sol}} \) is the solvation free energy.

Finally, since both of the water splitting half-reactions involve protons, for which the calculation of the free energy is a challenging task,\(^59,60\) we use the experimentally determined absolute value of the standard hydrogen electrode (4.44 V)\(^61,62\) for the potential of HER half-reaction. We then determine the proton free energy \( G(H^+) \), required for the calculation of the potential of the OER half-reaction, via

\[ G(H^+) = \frac{1}{2} G(H_2) - \Delta G(\text{SHE}) \]  

(3)

Within our computational scheme, we first optimize the geometry of the nanoparticle in the \( P \), \( P^* \), and \( P^* \) states using DFT. Second, we calculate the vertical excitation spectrum at the ground state geometry and subsequently relax the geometry of the nanoparticle in its excited \( P^* \) state (modeled as the lowest singlet, \( S_1 \), excitation) using TD-DFT. Third, we calculate the vertical triplet excitation energies on the \( P \) and \( P^* \) geometries, as well as at an approximate \( T_1 \) minimum-energy geometry obtained by optimizing the particle in its triplet state using DFT (\( \Delta \text{SCF} \)). For the solution reaction potentials, finally we optimize all relevant species using DFT and subsequently perform frequency calculations on the obtained minimum-energy structures to calculate the vibrational contribution to the free energy \( G_{\text{vib}}(x) \) (see eq 2 above). For numerical tractability reasons, calculating the (excited state) frequencies of particles with more than 150 atoms is computationally very expensive, and because our experience in other systems has told us that the effect of neglecting it on the photocatalyst’s potentials is generally very small,\(^56,57\) we ignore \( G_{\text{vib}}(x) \) in the case of the nanoparticle. Finally, in all calculations except when explicitly stated, the effect of bulk water is incorporated through use of a dielectric continuum solvent model, where the properties of the environment are characterized by its relative dielectric permittivity (\( \epsilon \)). This approach allowed us to determine the contribution to the free energy of each species \( G_{\text{sol}}(x) \) (see eq 2 above).

The primary nanoparticle structural model considered in this work corresponds to a solvated and hydroxylated cut of the bulk rutile structure, a 3 × 3 × 3 rutile nanoparticle previously discussed by Friesner and co-workers,\(^36,38,39\) defined by four (110) and two (001) planes, respectively, and with a ~1 nm core. This is perhaps the smallest rutile particle that still preserves essential features of the bulk structure. The central titanium atom in the particle has a bulklike 6-fold coordination environment, while all the other titanium atoms have at least four oxygen atoms in their first coordination sphere, of which at most two are part of a surface hydroxyl. The coordination environments of the titanium atoms at the surface of this particle are further saturated by a monolayer of molecular water. To probe methodological issues, calculations on the rutile nanoparticle were complemented with calculations on a smaller hydrated particle, \( \text{TiO}_2(\text{OH})_x(H_2O)_y \), for which some of the excited state properties were already investigated in our previous works.\(^53,54\)

We focus in this paper on DFT and TD-DFT calculations using the CAM-B3LYP XC potential.\(^63\) Previously, we found that use of range-separated XC potentials, such as CAM-B3LYP, was critical for a correct description of excited state properties in TiO\(_2\) nanoparticles.\(^53,54\) Commonly used XC potentials with no or a low percentage of Hartree–Fock like exchange (HFLE), such as PBE (0%) and B3LYP (20%), in contrast, were observed to yield generally problematic results for these particles, especially in the case of excited state relaxation, due to their inability to correctly describe so-called charge transfer (CT) states.\(^53,54\) The latter corresponds to excitations where there is only (very) limited spatial overlap between the hole and excited electron contributions to the excited state. We complement the CAM-B3LYP calculations with selected B3LYP\(^64\) calculations, results of which can be found in the Supporting Information.

All the DFT/TD-DFT calculations employ the all-electron double-\(\zeta\) DZDP basis set (DZP for oxygen and hydrogen atoms).\(^65\) In the CAM-B3LYP calculations, the solvent effects were approximated with the conductor-like polarizable continuum method (C-PCM)\(^66\) dielectric solvent model, whereas for the B3LYP calculations we employed the COSMO\(^67\) dielectric screening model. The two different approaches lead to similar results (comparisons for the B3LYP results of the test system can be found in the Supporting Information, section ESI-1), as in both cases the \( \epsilon \) was chosen equal to 78, resembling solvation in water, and the solvation cavity for the solute was generated using van der Waals radii of 2.293, 1.72, and 1.3 Å for Ti, O, and H atoms, respectively. In all the calculations, we have considered full geometry optimizations in the presence of solvent effects except in the case of TD-DFT excitations involving the COSMO model, as no COSMO excited state gradients are currently available in the code that we use. For those B3LYP calculations, we optimized the TD-DFT excited state in vacuum and then considered the effect of COSMO as single point calculations on the gas phase excited state minimum geometries. Finally, for all the ground and excited state optimizations, the convergence criteria for the maximum Cartesian component of the gradient is chosen to be equal to \( 1 \times 10^{-3} \) hartree bohr\(^{-1}\).

All the CAM-B3LYP results were obtained using the GAMESS-US code,\(^68\) while Turbomole\(^69–71\) was employed for the calculations using the B3LYP XC potential. Finally, for plotting the relevant orbitals of the nanoparticles the WXMolMolPlt visualization software\(^72\) was used.

### RESULTS AND DISCUSSION

We will now discuss the predicted optical, electronic, and photocatalytic properties of the hydrated rutile nanoparticle and contrast these with those of smaller nanoparticles, as well as bulk TiO\(_2\).

**Free Exciton.** The TD-CAM-B3LYP predicted optical gap of the hydrated rutile nanoparticle, the energy required to make the free S1 exciton, is 4 eV. The rutile nanoparticle is thus clearly predicted to absorb only ultraviolet or higher-energy/shorter-wavelength light, even if TD-CAM-B3LYP probably slightly overestimates the absorption onset.\(^53,54\) The optical gap of the rutile nanoparticle is red-shifted relative to that of smaller hydroxylated nanoparticles\(^53,54\) and blue-shifted relative to that of bulk rutile (3.0 eV).\(^30,34,73\) While the relative size of the optical gap of the rutile nanoparticle is thus suggestive of quantum confinement, one has to be careful that one is comparing like with like (see section ESI-2 of the Supporting Information).
The excitation responsible for the S1 exciton is predicted to have essentially HOMO/VBM $\rightarrow$ LUMO/CBM character. The HOMO/VBM (hole component of the exciton) is found to essentially be delocalized over all the oxygen atoms in the core of the particle and the LUMO/CBM (excited electron component of the exciton) delocalized over the titanium atoms in the middle plane of the particle (see Figure 3). This assignment is supported by the difference between the Löwdin charges of the atoms in the ground and S1 excited state, shown in section ESI-4 of the Supporting Information. These Löwdin S1−S0 charge differences display clear evidence of excess negative charge on the titanium atoms in the middle plane (excited electron component) and excess positive charge (hole component) on the oxygen atoms in the core of the particle.

The predicted oscillator strength of the free S1 exciton is rather low ($7 \times 10^{-6}$). While not dark, the absorption onset is likely to be low in intensity compared to excitonic excitations at higher energy/shorter wavelength. On the basis of this oscillator strength, the lifetime of the free S1 exciton, or at least the lifetime neglecting radiationless de-excitation through internal conversion, can be estimated using the Einstein equation to be approximately 0.2 ms, rather long in line with the low oscillator strength.

**Exciton Self-Trapping.** After excited state relaxation on the S1 potential energy surface, we found an excited state minimum (S1 min) at which the self-trapped S1 exciton (S1/S1 min) is 0.7 eV more stable than at the ground state geometry (S1/S0 min). The vertical singlet photoluminescence (fluorescence) signature of this self-trapped exciton is predicted to be 2.95 eV, red-shifted by $\sim$1.0 eV compared with the optical gap. The considerable excited state relaxation and Stokes’ shift, though smaller than that of the smaller hydrated nanoparticles previously studied, are clearly linked to the significant localization induced by self-trapping. Analysis of S1−S0 Löwdin charge differences for the self-trapped exciton geometry shows that both components of the exciton have become localized on atoms on the top (110) face of the particle (see also section ESI-4 of the Supporting Information, Table S4), and we will henceforth refer to this S1 minimum as that of a self-trapped surface exciton. The majority of the hole component is localized on a two-coordinated oxygen atom and the majority of the excited electron component on two 4 + 1b + 1t

Figure 3. Leading orbital contributions to the lowest TD-CAM-B3LYP S1 excitation for the TiO2 rutile nanoparticle (only orbitals with a contribution larger than 5% are shown). The isodensity plots for the orbitals are calculated at a value of 0.1 au, where the green and purple lobes represent the sign of the wave function (see Figure S1 in section ESI-3 of the Supporting Information for the equivalent figure for the self-trapped exciton).

Figure 4. Geometry of the TD-CAM-B3LYP relaxed S1 excited state minimum (S1/S1 min) for the TiO2 rutile nanoparticle corresponding to the self-trapped surface exciton. Red spheres denote oxygen atoms, whereas gray and white represent titanium and hydrogen atoms, respectively. The green (Ti atoms) and blue (O atoms) spheres represent the atoms that are mostly involved with the exciton (hole and electron) self-trapping.
coordinated titanium atoms adjacent to this oxygen atom (see Figure 4, where 4 + 1b + 1t signifies that these titanium atoms are coordinated by four oxygen atoms, one bridging hydroxyl, and one terminal hydroxyl). The largest structural distortion associated with the exciton localization is the elongation of the bond distances between the two-coordinated oxygen atom and the two adjacent titanium atoms by ~10%.

The oscillator strength of this S1 self-trapped surface exciton (1 × 10^-4) is slightly reduced compared to that of its free counterpart at the ground state geometry. This, together with the resulting predicted relatively long lifetime of the self-trapped exciton (3 ms), again calculated using the Einstein equation, might make the fluorescence hard to observe experimentally. Radiationless de-excitation through internal conversion, possibly coupled with phosphorescence from the lowest triplet state (T1 exciton) populated through intersystem crossing modulated by spin–orbit coupling, is likely to be the more prominent route for the system to relax back to the ground state.

The predicted bright S1 exciton lifetimes, for both the free and the self-trapped surface versions, are roughly 3 orders of magnitudes longer than the overall exciton lifetime determined experimentally for rutile single crystals through transient absorption spectroscopy (<1 ns).74 We cannot practically calculate the dark internal conversion contribution to the exciton de-excitation rate for such large particles. Such a calculation would require surface-hopping excited-state molecular dynamic calculations, which are currently tractable for systems containing ~20 heavy atoms only. However, as the direct gap of bulk rutile goes together with a short exciton lifetime in rutile single crystals and vice versa the nondirect gap in bulk anatase with a long(er) exciton lifetime in anatase single crystals (>10 ns),74 it is likely that the bulk exciton lifetime is dominated by bright de-excitation. In which case, it appears that going from the bulk to nanoparticles at least significantly reduces the bright exciton de-excitation rate.

Excited state relaxation is also a good illustration for the need to employ the range-separated CAM-B3LYP functional when studying TiO₂ particles. As can be seen in section ESI-5 of the Supporting Information, TD-B3LYP predicts a much red-shifted fluorescence signal (1.1 eV) and a much larger energy difference between the free and self-trapped exciton (S1/S0_min and S1/S1_min), i.e., a greater degree of excited state relaxation. Calculation of the A diagnostic developed by Peach et al.75 suggests that, in line with our previous work on smaller nanoparticles,33,34 these large differences relative to what TD-CAM-B3LYP predicts arise from the fact that the lowest singlet exciton obtains a strong charge-transfer (CT) character while relaxing. Nonhybrid XC potentials or hybrid XC potentials with a low percentage of HFLE are known to severely underestimate excitation energies of such excitations with strong CT and local excitation in a balanced manner.

Finally, as previously observed for ZnS nanoparticles,76–77 further self-trapped exciton minima might exist beyond the minimum corresponding to the self-trapped surface exciton discussed above, where the latter additional minima are separated on the S1 potential energy surface from the ground state geometry by an energetic barrier. Indeed S1 relaxation starting from the approximate T1 minimum energy geometry obtained through A-SCF (see below) rather than the ground state geometry finds a second alternative S1 self-trapped exciton minimum energy geometry. This self-trapped exciton, which is a further 0.23 eV more stable than the surface self-trapped exciton, is localized on the center of the particle rather than the surface (for more details see section ESI-6 of the Supporting Information) and will henceforth be referred to as the bulklike exciton, where the latter name makes reference to the coordination of the atoms involved rather than the properties of the exciton.

**Free Electron and Hole.** The rutile nanoparticle is predicted using CAM-B3LYP to have a vertical ionization potential of 7.92 eV and a vertical electron affinity of 3.44 eV. The energy required to make a pair of free charge carriers, the quasiparticle or band gap, therefore is calculated to be 4.48 eV. As a result, our calculations suggest that 0.48 eV is required to ionize the S1 exciton into a free electron on one particle and a free hole on another particle (the rutile nanoparticle is too small for an excited electron and hole to be separated sufficiently far for them to not interact). The predicted vertical EA and IP values for the rutile nanoparticle are similar in magnitude as those calculated for the low-energy (non-hydrated) bulk rutile surfaces using GW/DFT.35 This is especially true in the case of the vertical IP potential (IP_{110} of 7.51 eV), while the vertical EA potential of the nanoparticle is more negative than its predicted bulk analogue (EA_{110} of 4.67 eV).

Just as the S1 exciton, both the excess electron and hole are predicted to strongly and barrierlessly self-trap as small polarons on fragments of the rutile nanoparticle with self-trapping energies of 1.1 and 2.2 eV, respectively. The adiabatic ionization potential therefore at 5.75 eV is significantly reduced relative to its vertical counterpart, while the adiabatic electron affinity is moderately larger than the vertical electron affinity at 4.52 eV. Calculations using the B3LYP XC potential, see section ESI-5 of the Supporting Information, predict similar behavior. More importantly perhaps, dissociation of the (surface self-trapped) exciton into a self-trapped electron on one particle and self-trapped hole on another particle is strongly favored energetically (by 2.10 eV).

On the basis of an analysis of the Löwdin spin population, the free electron self-trapping is associated with a complete localization of the excess electron on the central six-coordinated titanium atom, forming in essence a Ti^{3+} center (see Table S7 in section ESI-7 of the Supporting Information). The latter six-coordinated titanium atom is the same atom on which the excited electron component of the exciton is predicted to localize on in the case of the bulk-like self-trapped exciton. The hole in comparison is predicted to self-trap nearly completely on a two-coordinated oxygen atom on the top (110) face of particle, forming an O⁻ center (see Table S8 in section ESI-7 of the Supporting Information). The latter two-coordinated oxygen atom is the same atom where the hole component of the self-trapped surface exciton is predicted to localize. In both cases the trapping is associated with elongation of the bonds around the atom on which the charge becomes trapped (by 3–5% in the case of the trapped electron and 13.5–14.5% for the trapped hole).

The calculated electron self-trapping energy for the rutile nanoparticle (3 × 3 × 3) is slightly larger than predicted by Friesner and co-workers for its larger S × S × 5 counterpart (0.45 eV).36 The free charge-carrier trapping energies predicted for the rutile nanoparticle are also considerably larger than those previously reported for bulk rutile and (nonhydrated) rutile surfaces,27–29 irrespective of the XC potential used (see...
also section ESI-5 of the Supporting Information), even while similar small polaron Ti^{3+/4+} centers are formed in both the bulk and the nanoparticle. This is especially apparent in the case of the free hole, where the trapping energy found for the rutile nanoparticle is an order of magnitude larger than that calculated for bulk rutile\(^2\) and more than 2 times as large as that predicted for different unhydrated rutile surfaces.\(^2\)

**Triplet Exciton.** A triplet exciton (T1) can be formed from the S1 exciton through intersystem crossing, mediated by spin–orbit coupling. At the ground state geometry the free T1 exciton is effectively degenerate with the free S1 exciton (\(\Delta_{S,T}<5\) meV). We cannot perform a TD-DFT energy minimization for the T1 exciton because the code we use for the TD-CAM-B3LYP calculations lacks analytical TD-DFT gradients for triplet excited states (see section ESI-8 of the Supporting Information for a discussion of \(\Delta_{SCF}\) results). However, as the T1 and S1 excitons are also effectively degenerate at both the S1 surface and bulklike self-trapped exciton geometries (\(\Delta_{S,T}<15\) meV), this singlet/triplet near degeneracy appears to be a global feature of the rutile nanoparticle S1/T1 excited-state potential energy surfaces.

**Redox Potentials.** Using the information discussed above, one can calculate the reduction potentials associated with the free charge carriers and the excitons. Figure 5 shows the (TD-)CAM-B3LYP predicted vertical and adiabatic potentials relative to the standard hydrogen electrode, considering the self-trapped surface exciton in the case of the adiabatic IP* and EA* potentials. Figure 5 also includes the potentials for the reduction of protons and the oxidation of water, as calculated with CAM-B3LYP. While CAM-B3LYP improves the description of excited states in TiO\(_2\) relative to B3LYP, it gives a slightly worse description of the water potentials, overestimating the potential difference associated with the overall water splitting reaction (1.55 V CAM-B3LYP and 1.05 V B3LYP vs 1.23 V experimentally). The potentials for the water half-reaction are given both for the case of pH 0 and pH 7. The latter case is probably most relevant, not only because pH 7 is the pH of fresh water but also because we study here a rutile nanoparticle that is not (de)protonated and pH 7 is closer to the point of zero charge of rutile TiO\(_2\) (~pH 5) than pH 0. A plot of the potentials calculated with (TD-)B3LYP can be found in the Supporting Information (Figure S3 in section ESI-5).

The vertical and adiabatic potentials predicted by (TD-)CAM-B3LYP, in Figure 5, are rather different, something not observed for polymer photocatalysts.\(^5,6,7\) Focusing first on the vertical potentials, there is a clear driving force for water oxidation by both free holes (IP) and the free exciton (EA*) in this case. There is also a small driving force for proton reduction by both the free electron (EA) and free exciton (IP*). The adiabatic potentials, however, suggest that after self-trapping both proton reduction and water oxidation by self-trapped charge carriers are endergonic, while both are strongly exergonic in the case of the self-trapped exciton. This latter is of limited practical use, however, as reduction or oxidation driven by the self-trapped exciton (IP* and EA*, half-reactions C and D) inherently generates the self-trapped free charge carriers discussed above that are chemically inert with respect to water and do not take part in any further reaction. The adiabatic exciton potentials IP* and EA* predicted for the case of the bulklike self-trapped exciton, see Figure S4 in the Supporting Information, are very similar to those in Figure 5 calculated for the self-trapped surface exciton, suggesting that the above observations are relatively insensitive to the exact localization of the self-trapped exciton.

These observations are not unique to (TD-)CAM-B3LYP; the free charge carriers potentials calculated with (TD-)B3LYP in the Supporting Information show very similar behavior (see Figure S3 in section ESI-5 of the Supporting Information; the adiabatic exciton potentials IP* and EA*, in contrast, are rather different because of the problems of TD-B3LYP to accurately describe charge-transfer excitations, discussed above). Potentials for the triplet exciton are not shown in Figures 5 and S4, but because of the observed apparent near degeneracy between
the T1 and S1 exciton, discussed above, they are expected to lie very close if not on top of their S1 equivalents.

Water Splitting and the Effect of Particle Size. The rutile nanoparticle potentials discussed above present an interesting situation, where the system’s thermodynamic ability to drive the water splitting half reactions is significantly different for free and self-trapped electronic states. To a certain extent, the sets of vertical and adiabatic potentials represent two different physical limits. Vertical potentials describe the situation where the rate of the elementary half-reactions driven by the photocatalyst, or the rate of hole and/or electron transport to a cocatalyst, is significantly faster than the nuclear relaxation associated with self-trapping, while adiabatic potentials represent the exact opposite limit. In the absence of the ability to perform ab initio surface-hopping excited-state molecular dynamics calculations on such particles, it is difficult to be sure which situation is most realistic for a working rutile nanoparticle photocatalyst. However, as the rate of any chemical surface reaction is likely to be at best comparable to the rate of nuclear relaxation in the particle, the adiabatic case is probably the most relevant in practice. This would mean that small rutile nanoparticles, like that studied here, are thermodynamically unable to drive the splitting of water.

Building forward on this analysis, one can speculate that the fact that the vertical and adiabatic potentials are significantly different might be one of the reasons behind the experimentally observed change in water splitting activity with particle size. To investigate this hypothesis, we would ideally compare the vertical and adiabatic potentials calculated for the rutile nanoparticles and the rutile bulk. While, as discussed above, calculated vertical potentials for rutile slabs with different surfaces have been reported in the literature, we are not aware of any calculated adiabatic potentials for bulk rutile (surfaces). However, as the difference between the vertical and adiabatic potentials in the case of the free charge carriers (half-reactions E and F, EA and IP) is essentially their respective self-trapping energies, we can use the self-trapping energies predicted for the nanoparticle and the bulk to estimate how the difference between the two sets of potentials might change with particle size.

As discussed above, irrespective of the XC potential used, the free charge carrier self-trapping energies predicted for the rutile nanoparticle are considerably larger than those previously reported for bulk rutile and rutile surfaces, as well as slightly larger than those calculated for a larger rutile nanoparticle. It thus stands to reason that the magnitude of the difference between the adiabatic and vertical potentials will decrease with increasing particle size and will be at its largest for small nanoparticles. Assuming that the vertical potentials are relatively independent of particle size, in line with the observed similarities between our calculated nanoparticle’s vertical potentials and those reported for bulk slabs, this would suggest that the driving forces for reduction and oxidation by self-trapped free charge carriers (IP and EA) are smallest for rutile nanoparticles and will increase with increasing particle size. Following the same logic, and while we lack information on the self-trapping of excitons for bulk rutile (surfaces), it is likely that the difference between the vertical and adiabatic potentials involving the exciton (IP* and EA*) should also decrease with increasing particle size. Assuming again roughly constant vertical potentials, the driving forces for reduction and oxidation by the self-trapped exciton would then be largest for rutile nanoparticles and decrease with increasing particle size. Overall, this approximate analysis thus suggests that on thermodynamic grounds the activity of rutile nanoparticles should decrease when reducing the particle size and that the limiting factor is the decline in the driving forces for oxidation and reduction by the free charge carriers.

The origin of these large differences between the vertical and adiabatic potentials for the nanoparticle, as well as the large underlying self-trapping energies, is most likely the fact that the structure of nanoparticles is much less constrained, more polarizable, compared to that of bulk rutile TiO₂ and even bulk surfaces. The atoms in the nanoparticle are therefore freer to move when accommodating the strain associated with the localization of a free charge carrier or exciton on them, allowing for a larger degree of self-trapping.

CONCLUSIONS

We predict that small rutile TiO₂ nanoparticles are thermodynamically unable to drive photocatalytic water splitting because of the strong self-trapping of free electrons and holes in such nanoparticles. A comparison with the self-trapping energy values calculated for free charge carriers in bulk rutile (surfaces), which are much smaller, further suggests that the experimentally observed reduction in water splitting activity with particle size might be the direct result of the increased stabilization of self-trapped free charge carriers, relative to their nontrapped counterparts, in nanoparticles. The origin of the strong self-trapping of free charge carriers in small nanoparticles is probably related to the fact that the atoms on the surfaces of these nanoparticles are structurally less constrained, even relative to atoms on bulk surfaces.
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