Engineering elliptical spin-excitations by complex anisotropy fields in Fe adatoms and dimers on Cu(111)
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Abstract

We investigate the dynamics of Fe adatoms and dimers deposited on the Cu(111) metallic surface in the presence of spin-orbit coupling, within time-dependent density functional theory. The ab initio results provide material-dependent parameters that can be used in semiclassical approaches, which are used for insightful interpretations of the excitation modes. By manipulating the surroundings of the magnetic elements, we show that elliptical precessional motion may be induced through the modification of the magnetic anisotropy energy. We also demonstrate how different kinds of spin precession are realized, considering the symmetry of the magnetic anisotropy energy, the ferro- or antiferromagnetic nature of the exchange coupling between the impurities, and the strength of the magnetic damping. In particular, the normal modes of a dimer depend on the initial magnetic configuration, changing drastically by going from a ferromagnetic metastable state to the antiferromagnetic ground state. By taking into account the effect of the damping into their resonant frequencies, we reveal that an important contribution arises for strongly biaxial systems and specially for the antiferromagnetic dimers with large exchange couplings. Counter intuitively, our results indicate that the magnetic damping influences the quantum fluctuations by decreasing the zero-point energy of the system.
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I. INTRODUCTION

Future technological devices demand an understanding of quantum mechanisms in nanostructures such as single atoms and small clusters [1, 2]. Recent atomic manipulation and spectroscopy experiments utilizing the scanning tunneling microscope (STM) pushed forward the frontiers of this area by the development of logic operations based on atomic spin manipulation [3], subnanometer-sized sensors [4], magnetic stability of single adatoms [5], and many other atomic-scale realizations [6–11]. Additionally to miniaturizing components, advanced spintronic devices also require ultrafast manipulation of the magnetic units. With that aim, it is natural to investigate the dynamic processes of those magnetic building blocks [11–20].

Many of those atomic-scale investigations are made on insulating surfaces, where the host weakly interacts with the magnetic units (see, e.g., Refs. 5, 6, 11, 18, 21–24). On the other hand, for metallic hosts, the surface and deposited structures hybridize strongly, modifying the original electronic states of the isolated subsystems [15–17, 25, 26]. This strong coupling leads to a noninteger magnetic moment and to broadened spin excitation spectra of the deposited nanostructures. It also affects the magnetic excitations of those systems, changing relaxation times [27] and influencing the polarization of spin currents pumped out of the magnetic unit into the substrate [28]. These spin currents may be used to excite other magnetic units deposited on the surface [29], or, in the presence of spin-orbit coupling, to generate charge currents [30, 31].

When two or more magnetic atoms or clusters are brought together, their mutual interaction can lead to ferromagnetic, collinear antiferromagnetic, or even more complex magnetic structures. Their excitation modes depend on the local environment and also on the exchange coupling between the components. In particular, antiferromagnetic systems have been studied for decades [32–34] and still generate interest in its ground state description and possible excitations [35, 36]. These structures play a central role in the rising and promising field of antiferromagnetic spintronics [37], in which excitations and switching can be induced by spin-orbit torques, when charge currents are applied to adjacent heavy metal layers [38, 39].

In this paper, we investigate magnetic excitations of the smallest possible nanostructures — adatoms and dimers, primer constituents of any ferromagnetic or antiferromagnetic syst-
tem — deposited on metallic surfaces. To correctly capture the mixing effects discussed above, we employ first principles calculations based on time-dependent density functional theory [25, 40, 41] taking the effects of the spin-orbit coupling into account, which can lead to nontrivial magnetic anisotropy fields. We focus on the dynamic transverse magnetic susceptibility that describes the density of spin excitations and is directly related to the measured conductance in inelastic scanning tunneling spectroscopy (ISTS) experiments [42]. This quantity is defined as the magnetic response of the system to an oscillatory transverse magnetic field, as in ferromagnetic resonance experiments. We also make use of a semiclassical model to interpret the features of the precessional modes and to define effective parameters.

We chose a prototypical system composed by Fe adatoms and dimers deposited on the Cu(111) surface, but our results apply more generally to transition metals deposited on other metallic surfaces, in a qualitative way. For a single magnetic adatom, we show how external magnetic fields can stabilize different magnetization directions and drastically change the precession shape of the motion. We also demonstrate how similar effects can be obtained by atomic engineering [6, 43, 44], namely by bringing nonmagnetic Cu atoms to the vicinity of the magnetic Fe atom, and thus modifying the magnetic anisotropy energy landscape of the system. Tilted anisotropies are also important to break the symmetries of spin-orbit torques, leading to deterministic switching of the magnetic unit [45]. When a second magnetic atom is placed close to the first one, the rotational symmetry is naturally broken and a biaxial anisotropy is induced. We also take advantage of the distance-dependent oscillatory exchange interaction [7] to design structures with ferromagnetic (FM) and antiferromagnetic (AFM) alignments, showing how the spin excitations change by varying just the starting magnetic configuration. For such nanosized magnetic structures, zero-point spin fluctuations can be of concern, and so we shall also discuss their role.

This paper is organized as follows. In Sec. II, we describe the first principles approach using time-dependent density functional theory (TDDFT) that we use to obtain the excitation spectra of the magnetic structures. We also derive a phenomenological formalism to aid in the analysis of the ab initio results. By fitting the results of the first-principles calculations to this model, we obtain material-dependent parameters that may be used in semiclassical approaches. Section III is devoted to the single adatom excitations. The magnetization dynamics of 3d adatoms on the Cu(111) surface were explored in Ref. 14. Here we expand this study and explore how the anisotropies affect the magnetization dynamics, focusing
on how they lead to elliptical precession. In Sec. IV, we investigate the excitations of Fe dimers, with large and relatively small interatomic magnetic couplings. In the latter case, we analyze the excitations starting from two different states: when the magnetic moments are aligned ferromagnetically (metastable state) and antiferromagnetically (ground state). We show how a simple change of the starting alignment drastically alters the excitation spectra depending on the coupling, anisotropy, and damping. Finally, in Sec. V we summarize our results.

II. THEORETICAL FRAMEWORK

A. Spin excitations from first-principles

Our first-principles description of spin excitations is based on time-dependent density functional theory, using the linear response approach. The central object is the dynamical magnetic susceptibility, which is closely related to the inelastic tunneling conductance measured experimentally, as explained in Ref. 42. This approach requires two steps: First the self-consistent ground state electronic structure must be found, and then the linear response of the ground state to a magnetic perturbation is evaluated. These steps are briefly outlined below.

The ground state electronic structure is obtained from DFT calculations, based on the Korringa-Kohn-Rostoker Green function method [46] (KKR-GF), in the local spin density approximation (LSDA), as parametrized by Vosko, Wilk, and Nusair [47]. The scattering problem is solved in the atomic sphere approximation (ASA) with \( \ell_{\text{max}} = 3 \) cutoff, with subsequent use of the full charge density. Energy integrations are performed with a rectangular contour in the upper complex energy plane using 40 points, including five Matsubara frequencies with temperature \( T = 50 \text{ K} \) [48].

The electronic structure of the clusters on the Cu(111) surface is calculated in two steps. First the pristine surface is simulated using a 22-layer slab of Cu(111) planes, augmented with two vacuum regions with the thickness of four bulk layers. The in-plane lattice constant is the experimental one, \( a = 3.615/\sqrt{2} \text{ Å} = 2.556 \text{ Å} \). No relaxation of the interlayer distance has been considered for the slab calculation. A \( k \) mesh with 180 \( \times \) 180 points in the whole two-dimensional Brillouin zone is employed. Next, a real-space cluster is embedded
at the surface, including the adatoms and all surrounding nearest-neighbor positions (Cu atoms and vacuum), and treated self-consistently. Structural optimization of the supported nanostructures is accounted for by a vertical relaxation of the structure towards the surface by 14% of the bulk interlayer distance [49, 50].

The key quantity for the description of spin excitations is the dynamical magnetic susceptibility. In linear response, when an external monochromatic magnetic field perturbs the system, this susceptibility describes the linear change to the spin density that it causes

$$\delta M_\mu(r, \omega) = \sum_\nu \int d r' \chi_{\mu\nu}(r, r', \omega) \delta B_\nu(r', \omega) .$$

(1)

Here \(\mu, \nu = x, y, z\) are the cartesian components of the spin density. Within TDDFT, the magnetic susceptibility is related to the one of the Kohn-Sham electrons through the Hartree-exchange-correlation kernel via a Dyson-like equation:

$$\chi(\omega) = \chi^{KS}(\omega) + \chi^{KS}(\omega) K^{Hxc} \chi(\omega) ,$$

(2)

where the spatial dependence has been omitted. The kernel \(K^{Hxc}\) includes the Hartree and the exchange-correlation contributions. The adiabatic LSDA was implied, which leads to a frequency-independent kernel. Further details on the formalism and its implementation can be found in Refs. 14, 25, 41, 51, 52.

Spin-orbit coupling leads to new aspects in the calculation of the dynamical magnetic susceptibility. Let \(M(r)\) be the ground state vector spin density. Then one may define a pointwise transformation of the global cartesian axes such that in this new, so-called local spin frame of reference, the ground state spin density has only one component,

$$M(r) \hat{n}_z = R(r) M(r) .$$

(3)

Throughout this paper, vector components in the global frame \(\{\hat{n}_\alpha'\}\) are primed, while in the local frame \(\{\hat{n}_\alpha\}\) they are unprimed \((\alpha = x, y, z)\). In the local frame, the Dyson-like equation for the dynamic susceptibility has the following matrix structure:

$$\begin{pmatrix} \chi_{TT} & \chi_{TL} \\ \chi_{LT} & \chi_{LL} \end{pmatrix}^{-1} = \begin{pmatrix} \chi^{KS}_{TT} & \chi^{KS}_{TL} \\ \chi^{KS}_{LT} & \chi^{KS}_{LL} \end{pmatrix}^{-1} - \begin{pmatrix} K^{xc}_T & 0 \\ 0 & K^{Hxc}_L \end{pmatrix} ,$$

(4)

where the \(2 \times 2\) blocks correspond to \(T = \{x, y\}\) and \(L = \{z, n\}\), and the index \(n\) pertains to the charge density. Frequency and spatial dependence were omitted for clarity. Note that
the Hartree contribution only appears in the longitudinal part of the kernel, as indicated by the superscript ‘Hxc’. The off-diagonal blocks of the KS susceptibility, $\chi^{\text{KS}}_{\text{LT}}$ and $\chi^{\text{KS}}_{\text{TL}}$, arise due to spin-orbit coupling and/or to noncollinear magnetic structures. If both of these are weak or absent, we can restrict the calculation only to the purely transverse part of the dynamical susceptibility, $\chi_{\text{TT}}$, provided the transformation to the local frame has been performed. This is the situation encountered for the systems described in this work.

The dynamical magnetic susceptibility is a very complex object, containing the information about all kinds of spin excitations as well as their detailed spatial and frequency dependence. A more intuitive physical picture is afforded by defining atomic like quantities, by integrating out the spatial dependence over a region of space assigned to a given magnetic atom $i$ ($j$):

$$\chi_{i\mu,j\nu}(\omega) = \int_{V_i} \int_{V_j} \chi_{\mu\nu}(r,r',\omega).$$

(5)

If the external perturbing magnetic field is taken to be uniform within each atomic volume $V_i$, we arrive at an effective atomic description:

$$\delta M_{i\mu}(\omega) = \sum_{j\nu} \chi_{i\mu,j\nu}(\omega) \delta B_{j\nu}^{\text{ext}}(\omega).$$

(6)

In the low frequency regime, we can hope to make a connection to atomistic spin dynamics, as explained in the following.

B. Phenomenological approach

To interpret the results obtained using the TDDFT formalism described above, we also employ a phenomenological description of the magnetization dynamics given by the Landau-Lifshitz-Gilbert (LLG) equation [27]. The $2 \times 2$ transverse magnetic susceptibility $\chi_{\text{TT}}$ can be obtained by assuming small deviations around the local equilibrium direction, which defines the $\hat{n}_z$ axis. Using this approach, we also extract all the relevant parameters directly from the first-principles dynamical susceptibility [14].

The equation of motion for the magnetic moment of atom $i$ is given by

$$\frac{dM_i}{dt} = -\gamma M_i \times B^{\text{eff}} + \frac{\alpha}{M_i} M_i \times \frac{dM_i}{dt}.$$  

(7)

The first term on the right-hand side represents the torque due to an effective field $B^{\text{eff}}_i = -\partial E/\partial M_i$ obtained from the energy functional $E(\{M_i\})$ of the system. The last term
describes relaxation effects that push the magnetization back to the equilibrium orientation. \( \gamma \) is the gyromagnetic ratio, and the damping is characterized by the Gilbert parameter \( \alpha \). The latter is, in principle, a 3\( \times \)3 matrix that captures its possible anisotropic behavior \[53\]. Nevertheless, for the purpose of the discussion set forth in this work, a scalar quantity is sufficient.

Considering an energy functional that includes magnetic anisotropies, coupling between the different components, and an external magnetic field \( B^{\text{ext}} \) we can write

\[
E(\{M_i\}) = \sum_i E_i(M_i) - \frac{J}{M^2} M_1 \cdot M_2 .
\]

(8)

where \( i = 1, 2 \) labels the magnetic atoms, and

\[
E_i(M_i) = M_i^T \frac{K_i}{M_i^2} M_i - B^{\text{ext}} \cdot M_i
\]

(9)
is the single atom energy containing the local anisotropy and Zeeman energies. For the systems we investigate, the general 3\( \times \)3 matrix describing the on-site anisotropy can always be brought to the diagonal form

\[
K_i = \begin{pmatrix}
K_{ix} & 0 & 0 \\
0 & K_{iy} & 0 \\
0 & 0 & 0
\end{pmatrix}
\]

(10)

by a suitable definition of the local frame of reference, as explained in connection with Eq. (3).

When \( M_i \) is in equilibrium, i.e., pointing along the \( \hat{n}_z \) direction of the local frame of reference, the effective magnetic field is given by

\[
B_i^{\text{eff}} = \left( \frac{J}{M} + B^{\text{ext}} \right) \hat{n}_z ,
\]

(11)

where we assume that the magnetization is aligned with the external field.

The spin excitations can be described by the transverse dynamical magnetic susceptibility. This quantity can be formally derived by calculating the small oscillations of the magnetization \( M_i(t) = M_i \hat{n}_z + \delta M_i(t) \) induced by a transverse oscillatory external field \( \delta B^{\text{ext}}(t) = \delta B_0^{\text{ext}} [\cos(\omega t) \hat{n}_x + \sin(\omega t) \hat{n}_y] \). In the frequency domain, the change in the magnetization is given by Eq. (6). We can then map the results obtained from the first-principles calculations to the analytical phenomenological expressions (listed in Appendix A).
anisotropy constants, exchange coupling, gyromagnetic ratio, and Gilbert damping for each case is obtained by fitting the appropriate functional form to the components of the transverse susceptibility $\chi_{TT}$ calculated using TDDFT close to $\omega = 0$ [14].

It is convenient to work with the local circular basis $\hat{\mathbf{n}}_\pm = \hat{\mathbf{n}}_x \pm i\hat{\mathbf{n}}_y$. Using general complex components containing information on the amplitude and phase of the oscillation, the transverse vectors are then transformed from cartesian $(v_x, v_y)$ to circular $(v_-, v_+)$ as $v_\pm = v_x \pm iv_y$, and

$$v(t) = \text{Re} \left[ (v_x \hat{\mathbf{n}}_x + v_y \hat{\mathbf{n}}_y) e^{-i\omega t} \right]$$

$$= \frac{1}{2} \text{Re} \left[ (v_- \hat{\mathbf{n}}_x + v_+ \hat{\mathbf{n}}_x) e^{-i\omega t} \right] \quad (12)$$

where $v(t)$ represents any of the following: the external perturbing field $\delta \mathbf{B}^{\text{ext}}(t)$, the transverse magnetization components $\delta \mathbf{M}_i(t)$, or the effective field $\delta \mathbf{B}^\text{eff}_i(t)$. Equation (7) can then be written in the form

$$\begin{pmatrix} \delta M_{i-} \\ \delta M_{i+} \end{pmatrix} = \sum_j \begin{pmatrix} \chi_{i-,j+} & \chi_{i-,j-} \\ \chi_{i+,j+} & \chi_{i+,j-} \end{pmatrix} \begin{pmatrix} \delta B^\text{ext}_{j-} \\ \delta B^\text{ext}_{j+} \end{pmatrix} \quad (13)$$

A counterclockwise circularly polarized excitation field is described by the cartesian components $\delta B_{x}^{\text{ext}} = \delta B$ and $\delta B_{y}^{\text{ext}} = i\delta B$, where $\delta B$ is a real value that describes the amplitude of oscillation. In the circular basis, this field is described by $\delta B_{-}^{\text{ext}} = 2\delta B$ and $\delta B_{+}^{\text{ext}} = 0$.

C. Precessional motion

Spin excitations of small magnetic nanostructures can have a complex precessional nature, the most general form being elliptical. In order to gain useful insights, here we explain how the excitations can be described using only three parameters: the amplitude $A$, the eccentricity $e$, and the tilt angle $\phi$, which are all dynamical.

We first begin by writing the time-dependent magnetic moment in the local frame of reference as $\mathbf{M}(t) = M \cos \theta(t) \hat{\mathbf{n}}_z + M \sin \theta(t) [\cos \varphi(t) \hat{\mathbf{n}}_x + \sin \varphi(t) \hat{\mathbf{n}}_y]$, where $\theta, \varphi$ are the usual spherical angles. Assuming small deviations from the equilibrium orientation, this becomes $\mathbf{M}(t) \simeq M \hat{\mathbf{n}}_z + \delta \mathbf{M}(t)$, with the small transverse components $\delta \mathbf{M}(t) = M \delta \theta(t) [\cos \varphi(t) \hat{\mathbf{n}}_x + \sin \varphi(t) \hat{\mathbf{n}}_y]$. We then re-express $\delta \mathbf{M}(t)$ using the circular components of Eq. (12), parametrized as $\delta M_- = M \delta \theta e^{i(\phi_0 - \phi)} \cos \xi$ and $\delta M_+ = M \delta \theta e^{i(\phi_0 + \phi)} \sin \xi$ (see Appendix B). Here, $\delta \theta$ is the small opening angle of the precessional cone, and $\xi$ sets the aspect
ratio of the ellipse: Its semiaxes are \( A_\pm = M\delta\theta(\cos \xi \pm \sin \xi)/2 \). Referring to Fig. 1, the tilt of the ellipse away from the \( x' \) axis is given by \( \phi \) and \( \phi_0 \) is the initial phase of the motion. The main parameters of the ellipse can then be obtained from the circular components as

\[
A_\pm = \frac{|\delta M_-| \pm |\delta M_+|}{2},
\]

\[
\phi = \frac{1}{2} \arg \left( \frac{\delta M_+}{\delta M_-} \right).
\]

(14)

Figure 1: Schematic diagram of the elliptical precession. The time-dependent transverse magnetization vector \( \delta \mathbf{M} \), illustrated in red, performs an elliptical motion starting at an azimuthal angle \( \varphi = \phi_0 \) for \( t = 0 \). The ellipse has major and minor semiaxes given by \( A_\pm = M\delta\theta(\cos \xi \pm \sin \xi)/2 \) and is rotated by an angle \( \phi \) with respect to the \( x' \) axis.

It is instructive to consider the simple scenario where \( \phi = 0 \), i.e., when the axes of the ellipse are aligned with the \( x' \) and \( y' \) directions. For \( \omega > 0 \), the different kinds of precessional motion are: a counterclockwise circular polarization (\( \bigcirc \)) for \( \xi = 0 \), an \( x \) linear polarization (\( \leftrightarrow \)) for \( \xi = \pi/4 \), a clockwise circular polarization (\( \bigcirc \)) for \( \xi = \pi/2 \), and a \( y \) linear polarization (\( \uparrow \)) for \( \xi = 3\pi/4 \). Values of \( \xi \) between these angles represent ellipses with different eccentricities.

Imagine that the magnetic system is disturbed by a counterclockwise circularly polarized magnetic field with angular frequency \( \omega \). Then, the components of the dynamical magnetization are given by Eq. (13), and so the semiaxes of the ellipse and the tilt angle can then
be obtained from the appropriate susceptibilities as

\[ A_\pm = \delta B_0^{\text{ext}} \left( \frac{|\chi_{-+}| \pm |\chi_{++}|}{2} \right) \]
\[ \phi = \frac{1}{2} \arg \left( \frac{\chi_{++}}{\chi_{-+}} \right) \]  

(15)

We shall characterize the elliptical motion by focusing on its frequency-dependent amplitude \( A \) and eccentricity \( e \) defined as

\[ A(\omega) = \sqrt{\frac{A_+^2(\omega) + A_-^2(\omega)}{2}} \]
\[ e(\omega) = \sqrt{1 - \frac{|A_-(\omega)|^2}{|A_+(\omega)|^2}} \]  

(16)

Circular precession is described by \( e = 0 \), while the motion describes a linear oscillation for \( e = 1 \).

In the following sections, we study the results obtained from first principles calculations, by making use of the analytical phenomenological expressions and the generic motion quantities detailed above, to describe the magnetization dynamics of single Fe adatoms and dimers deposited on a Cu(111) surface.

**III. SINGLE MAGNETIC IMPURITY**

We start our investigation with a Fe adatom in three different structures, as depicted in Fig. 2, and how to describe their dynamics.

Figure 2: Diagrams of the three different Fe adatoms configurations deposited on Cu(111). Single Fe adatom without external field (blue), single Fe adatom with large field along \( \hat{n}_y \) (red), and Fe-Cu dimer (green). On the right, we display the global frame of reference.
A. Out-of-plane magnetization

First, consider a single magnetic Fe adatom deposited on the Cu(111) surface. The energy of the system can be mapped into a simple model given by Eq. (9), where the spin magnetic moment is $M = 3.2\mu_B$ while the orbital magnetic moment is $M_{\text{orb}} = 0.55\mu_B$. Due to the $C_{3v}$ symmetry of this system, it presents uniaxial anisotropy with $K_x = K_y = K$. In Fig. 3, we show the band energy variation with respect to a self-consistent calculation for $\mathbf{M}||\hat{n}_z$, i.e., $\Delta E = E^{\text{band}}(\mathbf{M}) - E^{\text{band}}(\mathbf{M}\hat{n}_z)$, as a function of the magnetization direction. Following the magnetic force theorem [54], we find a magnetic anisotropy energy constant of $K^{\Delta E} = 4.95\text{meV}$, which corresponds to an easy axis uniaxial anisotropy, with the easy axis being the normal to the surface. Throughout the text, we use the superscript $\Delta E$ to indicate values obtained from band energy variations.

Figure 3: Variation of the band energy for a single Fe atom on the Cu(111) surface. The energy is plotted as a function of the magnetization direction, taking as a reference the self-consistent calculation where $\mathbf{M}||\hat{n}_z$, i.e., $\Delta E = E^{\text{band}}(\mathbf{M}) - E^{\text{band}}(\mathbf{M}\hat{n}_z)$. The system is schematically illustrated in the central diagram, with dark gray spheres representing Cu atoms, while transparent spheres are vacuum positions around the Fe adatom (red). For such $C_{3v}$ symmetry, the uniaxial anisotropy constant $K^{\Delta E} = 4.95\text{meV}$ defined by the model Hamiltonian given in Eq. (9) can be obtained directly from the variation of the energy when the magnetization is rotated from out-of-plane to in-plane, in the $z'x'$ plane (red circles). There is no energy variation when the magnetization is rotated in the $(x'y')$ surface plane (blue triangles), confirming the uniaxial character of the anisotropy.
We imagine that an STM tip is placed above the Fe adatom and that the tunneling electrons induce spin-flip excitations locally, which then lead to an inelastic contribution to the tunneling current [42]. We associate the dynamical spin excitations driven by this process with the local susceptibility $\chi_{++}$. For the $C_{3v}$ symmetry, the circular components of the effective field simplify to $\delta B_{\text{eff}}^{\pm} = -2K\delta M_{\pm}/M^2 + \delta B_{\text{ext}}^{\pm}$. The equations for $\delta M_+$ and $\delta M_-$ decouple and the susceptibility matrix given in Eq. (13) has only diagonal components

$$
\chi_{-+}(\omega) = \frac{\delta M_-}{\delta B_{\text{ext}}^{\pm}} = \frac{-\gamma_+ M}{(\omega - \gamma_+ B_\parallel)} ,
$$

and $\chi_{++}(\omega) = [\chi_{-+}(-\omega)]^*$, where $\gamma_+ = \frac{\gamma}{1+i\alpha}$ and $B_\parallel = B_{\text{ext}}^z + 2K/M$. Note that each susceptibility has a single pole, located at $\omega^0 = \gamma_+ B_\parallel$ and $\omega^0 = -\gamma_+ B_\parallel$, respectively.

Figure 4(a) (blue curve) shows the density of spin excitations from the TDDFT calculation (obtained from Im $\chi_{-+}$) when no static magnetic field is applied to the sample. This quantity is related to the steplike features in the tunneling conductance measured in ISTS experiments [42].

The values of the anisotropy constant $K$, the effective gyromagnetic ratio $\gamma$, and the damping parameter $\alpha$ can be extracted by fitting the linear behavior of the real and imaginary part of $[\chi_{-+}]^{-1}$, shown in Eq. (A1), close to $\omega = 0$ [14]. These values are listed in Table I. The fitted values of $K$ differ slightly from the ones calculated using the band energy variation — while the latter captures the energy difference between two orthogonal directions of the magnetic moment, the former represents the curvature of the energy around its equilibrium direction. Note, however, that the gyromagnetic factor $\gamma$ shifts considerably from the expected value of 2. This induced delay occurs due to the high hybridization with the surface [14], which leads to large spin currents pumped out of the adatom [28]. This strong hybridization is also responsible for the high value obtained for the Gilbert damping $\alpha$. The shift of the resonance energy to imaginary values, $\text{Im} \gamma_+ B_\parallel = -\frac{\alpha\gamma B_0}{1+\alpha^2}$, is proportional to the damping parameter and is responsible for the broadening of the response functions seen in Fig. 4(a). This effect can also be seen from the time dependence of the transverse magnetization components obtained in Eq. (B7), where this contribution appears as an exponential decay of their amplitude.

Since the susceptibility matrix is diagonal, the amplitude of oscillation $A(\omega) = |A_+(\omega)| = |A_-(\omega)|$, and the eccentricity $e = 0$ for every frequency. These quantities are shown in the
Figure 4: Dynamical excitations of single magnetic impurities. (a) Imaginary part of the transverse dynamical susceptibility $\chi_{-+}$ as a function of the energy. The inset displays a magnification of the responses for negative energies. (b) and (c) illustrate the amplitude $A$ and eccentricity of the precession $e$, as defined in Eq. (16), as a function of the energy when a circularly polarized magnetic field is applied. L, E, and C indicate the regions with linear, elliptical, and circular oscillations. The curves for the three different magnetic adatom structures are color coded as follows: isolated Fe adatom (blue), isolated Fe adatom with in-plane magnetic field (red), Fe adatom with a neighboring Cu adatom (green). See Fig. 2 for an illustration.

blue curves of Figs. 4(b) and (c), and describe a circular precessional motion — reflecting an effective field with equal transverse components acting on the magnetization. The maximum amplitude of oscillation presented in Fig. 4(b) is close to the maximum density of spin excitations obtained in Fig. 4(c), although the former presents a much broader peak due to contribution of the real part of $\chi_{-+}$ in this quantity, see Eq. (15).

B. In-plane magnetization

In the presence of spin-orbit coupling, the symmetry of the system can be broken with external magnetic fields. By applying a large $B^\text{ext}$ along the $\hat{n}_y$ direction of the global frame
Table I: Parameters from the ground state DFT calculations (upper half) and from fitting the TDDFT susceptibility (lower half) for the three different Fe adatom structures deposited on Cu(111) investigated: single Fe adatom without external field, single Fe adatom with large field along $\hat{n}_y$, Fe-Cu dimer. For the adatom in the presence of magnetic field, $\alpha$ is highly anisotropic: $\alpha_{xx} = 0.34$, while $\alpha_{yy} = 0.39$, in the local frame of reference.

|                     | Fe adatom (no $B^\text{ext}$) | Fe adatom (B$^\text{ext}$) | Fe-Cu dimer (no $B^\text{ext}$) |
|---------------------|-------------------------------|-----------------------------|---------------------------------|
| $M \ (\mu_B)$      | 3.24                          | 3.24                        | 3.19                            |
| $M^\text{orb} \ (\mu_B)$ | 0.55                         | 0.24                        | 0.41                            |
| $K^\Delta E_x \ (\text{meV})$ | 4.95                         | 0.02                        | 2.48                            |
| $K^\Delta E_y \ (\text{meV})$ | 4.95                         | -5.46                       | 3.40                            |
| $K_x \ (\text{meV})$ | 4.98                          | 0.07                        | 2.49                            |
| $K_y \ (\text{meV})$ | 4.98                          | -5.43                       | 3.37                            |
| $\gamma$            | 1.72                          | 1.71                        | 1.71                            |
| $\alpha$            | 0.33                          | 0.39*                       | 0.29                            |

of reference, we rotate the magnetization of the adatom to lie in the surface plane along this direction (which defines the local $\hat{n}_z$). We chose a static magnetic field of 90 T such that the spin excitation resonance is similar to the one obtained for the out-of-plane magnetization. Although this represents an artificially large magnetic field, it enables an easy comparison between both cases.

The strong magnetic field has only a minor impact on the ground state properties of the adatom. The spin moment is unchanged, but the orbital moment is less than half of the value of the out-of-plane case. This reduction occurs as the spin moment is now perpendicular to the $C_{3v}$ symmetry axis, which, due to the spin-orbit coupling, leads to a lowering of symmetry. In the local frame of reference, the magnetic anisotropy matrix can now be described by Eq. (10) with $K_x = 0$, $K_y = -K$.

The density of spin excitations is depicted by the red curve of Fig. 4(a). For positive frequencies, the curves are very similar with a slightly larger broadening when the magne-
tization points in the plane. A more detailed picture is provided by the parameters listed in Table I, obtained from the fits of the different components of the inverse susceptibilities to Eq. (A2). The shift of the gyromagnetic factor away from 2 is very similar to the one obtained before, indicating that the spin pumping mechanism is essentially isotropic. In contrast, the damping parameter is substantially anisotropic, with $(\alpha_{xx} - \alpha_{yy})/\alpha_{yy} \sim 13\%$, where $\alpha_{\mu\mu}$ was obtained from the $\chi_{\mu\mu}^{-1}$ component of the susceptibility.

Surprisingly, there appears to be a new excitation peak manifested at negative energies. Even though the value of the response function is small, it represents a fundamental difference in the spin dynamics and in the precessional shape. It originates from the anisotropic effective field along the transversal directions. This can be understood from the expression for the transverse susceptibility matrix, Eq. (A2). We find

$$
\chi_{\perp} = \gamma M \left( \omega + \gamma B_{\parallel}^* \right) \left( \frac{\omega^+ - \omega^-}{\omega - \omega^+} - \frac{1}{\omega - \omega^-} \right),
$$

(18)

where the components of the effective field are $B_{\parallel} = B_{\text{ext}} - K/M$ and $B_{\perp} = K/M$, defining the poles

$$
\omega^\pm = i \text{Im}(\gamma B_{\parallel}) \pm \sqrt{[\text{Re}(\gamma B_{\parallel})]^2 - |\gamma B_{\perp}|^2}.
$$

(19)

This result explains why, besides the resonance at $\omega^+$, there is also a signal at $\omega^-$, as seen in the red curve of the inset of Fig. 4(a). For the uniaxial case ($B_{\perp} = 0$), the second peak is absent because the numerator is proportional to $\omega + \gamma B_{\parallel}^* = \omega - \omega^-$ and so the first term in Eq. (18) becomes a constant. Furthermore, the precession becomes circular. We can then distinguish circular and elliptical precession directly from $\chi_{\perp}$, by inspecting how many resonances it displays. In addition, $B_{\perp}$ reflects the ellipticity of the transverse effective field, and it lowers the resonance frequency in comparison to the uniaxial case. As before, the imaginary part obtained in Eq. (19) is proportional to the damping parameter $\alpha$ and is responsible for the decay of the magnetization back into the equilibrium direction.

As described in Appendix B, even though there are two resonant energies of the system, they both represent a single elliptical precession. The amplitude of the motion followed by the transverse component of the magnetization is illustrated in the red curve of Fig. 4(b). Although the amplitude is smaller than the out-of-plane case at the resonance, the peak is broader and the response is larger for negative frequencies close to $\omega = \omega^-$. In this region, the oscillation is close to linear, as evidenced by the eccentricity close to $e = 1$.
displayed in Fig. 4(c). For higher frequencies, the precession amplitude and eccentricity decays, approaching a circular shape.

For this last scenario, we applied a large magnetic field to rotate the magnetization and make use of different anisotropy energies along the transverse directions to induce elliptical motion of the magnetization precession. In the next section, we show how this can be achieved by manipulating the surroundings of the magnetic unit.

C. Engineering magnetic anisotropy

As an alternative to an external magnetic field, we now explore the impact of a neighboring nonmagnetic Cu atom on the spin excitations of the Fe atom. The rotational symmetry is broken in real space and, due to the spin-orbit coupling, also in spin space, resulting in a tilt of the equilibrium direction of the spin moment away from the surface normal. The spin and orbital magnetic moments decrease compared to the out-of-plane case, reaching \( M = 3.19 \mu_B \) and \( M^{\text{orb}} = 0.41 \mu_B \). The latter represent a 25\% decrease in the orbital moment, which indicates a strong influence from the additional atom. The symmetry lowering is confirmed by the variation of band energy of the system when the magnetization angle is rotated along the three different axes, illustrated in Fig. 5. The intricate energy landscape leads to a tilt of the spin moment of \( \theta \sim 18^\circ \) and \( \phi \sim 177^\circ \), in spherical coordinates, close to the \( x'z' \) plane. In the local frame of reference, \( K_x^{\Delta E} = 2.48 \text{ meV} \) and \( K_y^{\Delta E} = 3.40 \text{ meV} \), which corresponds to a biaxial anisotropy, with the magnitude of the anisotropy constants reduced from the isolated Fe adatom case. Extra Cu atoms decrease their values even more.

This is also reflected on the spin excitation spectra, green curve in Fig. 4(a), in which the resonance is shifted to lower frequencies, leading also to a higher amplitude of precession, Fig. 4(b). The phenomenological parameters are again obtained by fitting the first-principles results to Eq. (A3), with the values listed in Table I. The gyromagnetic factor and the damping parameter are very similar to the out-of-plane adatom case, but the biaxial anisotropy is manifested in the elliptical precession indicated by the peak at negative energies [inset of Fig. 4(a)]. It is also seen from the eccentricity plotted in Fig. 4(c) that reaches close to \( e = 1 \) — linear oscillation — at \( \omega = \omega^\sim \) and decreases away from this frequency. Our results demonstrate that atomic manipulation not only of the magnetic unit but also of its environment can be used to control and tune possible magnetic excitations and may be used
Figure 5: Variation of the band energy for a Fe-Cu dimer on the Cu(111) surface. The energy is plotted as a function of the magnetization direction, taking as a reference the self-consistent calculation where $M \parallel \hat{n}_z'$, i.e., $\Delta E = E^{\text{band}}(M) - E^{\text{band}}(M\hat{n}_z')$. The system is schematically illustrated in the central diagram, with dark gray spheres representing Cu atoms and transparent spheres are vacuum positions around the Fe (1) and Cu (2) dimer. The anisotropy constants defined for the model Hamiltonian given in Eq. (9) are obtained by fitting the energy curves when the magnetization is rotated along the $z'x'$ plane (red circles), the $z'y'$ plane (green squares), and along the $x'y'$ plane (blue triangles). The values of the magnetic anisotropy components in the local frame of reference of the ground state magnetization are listed in Table I.

to operate static and dynamical aspects of nanostructures.

IV. MAGNETIC DIMERS

We focus now on magnetic dimer structures and how their ground state properties affect the possible excitation modes of the system. The energy of these structures may be mapped into a model given by Eq. (8). By manipulating the separation between the Fe adatoms and taking advantage of the distance-dependent oscillatory exchange interaction between the adatoms, we design two different structures:

- Dimer I — adatoms separated by the nearest-neighbor distance on the surface have a strong ferromagnetic coupling.

- Dimer II — adatoms separated by twice the nearest-neighbor distance on the surface
have a weak antiferromagnetic coupling.

For dimer II, we investigate excitations starting from the metastable FM state and from the AFM ground state. The three cases we consider are depicted schematically in Fig. 6.

Figure 6: Diagrams of the three different Fe dimers deposited on Cu(111). Nearest neighbor distance with large ferromagnetic coupling (blue); twice the nearest neighbor distance with small antiferromagnetic coupling, starting from a ferromagnetic state (red) or from an antiferromagnetic state (green).

When bringing two adatoms together to form a dimer, the symmetry is lowered from $C_{3v}$ to $C_s$, leaving only one mirror plane. The system presents a biaxial anisotropy that can be mapped into the $K$ matrix given by Eq. (10). The values of $K_x^{\Delta E}$ and $K_y^{\Delta E}$ (per Fe atom) are obtained from the change of the band energy when the magnetic moments are rotated simultaneously along the different directions.

In dynamical studies of nanostructured systems, a central role is played by the coupling between the magnetic moments. For the dimers considered in this paper, the spin-orbit interaction does not lead to appreciable anisotropic pair interactions, such as the Dzyaloshinskii-Moriya interaction. Their values, obtained from the calculated susceptibilities, are two orders of magnitude smaller than the exchange interaction — as one would expect for systems with low spin-orbit coupling such as Cu. Hence, we consider only the simpler isotropic Heisenberg exchange in our phenomenological model. As there are several ways of estimating $J$, we first provide an overview of the methods before analyzing each dimer structure.

A. Exchange coupling

A first definition of $J$ is given by assuming that the Heisenberg coupling appropriately describes the energetics of our dimers. Identifying the first-principles total energy difference between the antiferro- and the ferromagnetic states with the value expected from the model
we find

\[ 2J^{\Delta E} = E_{\text{AFM}} - E_{\text{FM}}. \]  

(20)

In this convention, a positive (negative) value of \( J^{\Delta E} \) favors a ferromagnetic (antiferromagnetic) ground state.

The mapping between the Heisenberg coupling and the total energy difference of the two magnetic states assumes that the coupling constant (and the electronic structure) is not substantially affected by the angle between the two magnetic moments — which, in practice, may not be a reasonable assumption. To avoid this problem, the exchange coupling may also be derived via infinitesimal rotation of the magnetic moments taking into account the magnetic force theorem [55, 56], which can be written for ferro- and antiferromagnetic alignments as

\[ J_0 = \mp (MK_{\text{xc}}^2)^{2} \chi_{1-2}^{\text{KS}}. \]  

(21)

See Sec. II A for a description of these quantities.

This result, however, does not take into account many-body effects. Here we introduce yet another method to obtain the coupling parameter, based on the mapping of the susceptibilities calculated in TDDFT to those obtained from the LLG model, Eqs. (A4) and (A5). For ferromagnetic or antiferromagnetic ground states, one finds

\[ J = \mp M^2 \left[ \chi^{-1} \right]_{1-2}, \]  

(22)

where 1 and 2 label the two magnetic moments for which the coupling constant is determined, and the sign \(-\) (+) is used for the ferro- (antiferro-) magnetic alignment.

The expressions for the exchange couplings obtained in Eqs. (21) and (22) are related by

\[ J = J_0 \left[ 1 \pm \frac{2J_0}{M^2K_{\text{xc}}^{T}} \right]^{-1}, \]  

(23)

where \(+\) and \(-\) signs account for a FM and an AFM alignment of the two involved magnetic moments, respectively. The form of Eq. (23) has been discussed in the literature [57, 58]: Similar to the connection between \( \chi \) and \( \chi_{\text{KS}}^{\text{KS}} \) via \( K_{\text{xc}}^{T} \), the exchange coupling constant \( J \) can be seen as a renormalization of \( J_0 \) by \( K_{\text{xc}}^{T} \), the exchange-correlation kernel. Since the spin splitting is much larger than the spin excitation energies for the systems we investigate, we expect the values of \( J_0 \) and \( J \) to be quite similar to each other [58]. In the following sections, we analyze the ground state and dynamical properties of the different dimer configurations.
and how the coupling constant and the initial magnetic configuration affect the excitation energies.

B. Dimer I

The spin and orbital magnetic moments per site, $M$ and $M_{\text{orb}}$ are given in Table II. Comparing with the isolated Fe adatom case (see Table I), the spin moment decreases slightly while the orbital moment is drastically reduced by 65%. Due to the broken rotation symmetry in the plane, the system presents biaxial anisotropy — as demonstrated by the band energy variation when the moments are rotated simultaneously along all directions, shown in Fig. 7. The anisotropy constants per atom are listed in Table II. Their magnitudes are 3-4 times smaller than for the isolated adatom and about half of those for the Fe-Cu dimer, revealing the impact of the strong hybridization between the $d$ orbitals of the two Fe atoms.

The strong $d$-$d$ hybridization is also evident in the large values of the ferromagnetic coupling $J$. From the total energy difference, Eq. (20), we obtain $J^{\Delta E} = 239 \text{ meV}$, while from the magnetic force theorem, Eq. (21), $J_0 = 193 \text{ meV}$. This sizable difference reflects the change in the electronic structure going from the FM to the AFM state.

We also obtain the phenomenological parameters by fitting the results to the inverse susceptibility obtained in Eq. (A4). Their values are listed in Table II. The anisotropies are in very good agreement with the ones obtained by the band energy variation, and $J$ is very close to $J_0$, as expected. We obtain relatively small values for the damping parameter, $\alpha = 0.12$, which will be discussed below. The gyromagnetic ratio $\gamma$ is closer to 2 than before, which indicates that the spin pumping mechanism is less efficient.

For a ferromagnetic dimer, we expect two precessional modes: a uniform mode where the magnetic moments precess in-phase (acoustic mode), and one mode where they precess with a phase difference of $\pi$ (optical mode). By linearizing the equation of motion given in Eq. (A4), the poles corresponding to the acoustic and optical mode are

$$\frac{\omega_{\text{ac}}}{\gamma'} = -i\alpha(K_x + K_y) \pm \sqrt{4K_xK_y - \alpha^2(K_x - K_y)^2}$$

$$\frac{\omega_{\text{op}}}{\gamma'} = -i\alpha(K_x + K_y + 2J) \pm \sqrt{4(K_x + J)(K_y + J) - \alpha^2(K_x - K_y)^2}$$

$$\quad, \quad (24)$$
Table II: Parameters from the ground state DFT calculations (upper half) and from fitting the TDDFT susceptibility (bottom half) for the three Fe dimer structures deposited on Cu(111) investigated: nearest neighbor distance and twice the nearest neighbor distance with both ferromagnetic and antiferromagnetic alignments. Values are given per atom.

| Parameter          | Dimer I | Dimer II | Dimer II |
|--------------------|---------|----------|----------|
|                    | ↑↑      | ↑ ↑      | ↑ ↓      |
| $M \ (\mu_B)$      | 3.12    | 3.24     | 3.24     |
| $M^\text{orb} \ (\mu_B)$ | 0.19    | 0.53     | 0.55     |
| $K_x^\Delta E \ (\text{meV})$ | 1.79    | 4.36     | 4.89     |
| $K_y^\Delta E \ (\text{meV})$ | 1.12    | 4.38     | 4.80     |
| $J^\Delta E \ (\text{meV})$ | 239     | -3.9     | -3.9     |
| $J_0 \ (\text{meV})$ | 193     | -2.4     | -3.9     |
| $K_x \ (\text{meV})$ | 1.82    | 4.45     | 4.91     |
| $K_y \ (\text{meV})$ | 1.14    | 4.44     | 4.82     |
| $J \ (\text{meV})$ | 206     | -2.8     | -4.3     |
| $\gamma$           | 1.85    | 1.69     | 1.71     |
| $\alpha$           | 0.12    | 0.32     | 0.30     |

where $\gamma' = \frac{\gamma}{M(1+\alpha^2)}$. Since $J \gg K_x, K_y$, the optical mode is located at $2\gamma J/M \sim 250 \text{meV}$. If $\omega \ll J$, the two spin moments stay parallel to each other, and the system behaves as a macrospin with biaxial magnetic anisotropy. In this case, $\chi_{-+}$ can be described by Eq. (18) with $B_\parallel = (K_x+K_y)/M$ and $B_\perp = (K_x-K_y)/M$, and the excitations follow similar dynamics as the adatom with magnetization in-plane and the Fe-Cu dimer described in Sec. III. The expressions for the acoustic and optical frequencies, Eq. (24), show that in biaxial systems the damping may play an important role, lowering the resonance frequency. These results are not captured by the so-called Kittel’s formula [59], which neglects damping effects.

We imagine that an STM tip is placed above atom 1 and that the tunneling electrons induce spin-flip excitations locally, which then lead to an inelastic contribution to the tunneling current [42]. We associate the dynamical spin excitations driven by this process in atom 1 with the local susceptibility $\chi_{1-1+} \equiv \chi_{-+}$. In Fig. 8(a) we show the imaginary part
Figure 7: Variation of the band energy for the dimer I structure. The energy is plotted as a function of the magnetization direction of the parallel alignment, $\mathbf{M} = (M_1 + M_2)\hat{n}$, taking as a reference the self-consistent calculation where $\mathbf{M}\parallel\hat{n}$, i.e., $\Delta E = E^{\text{band}}(\mathbf{M}) - E^{\text{band}}(M\hat{n})$. The dimer is composed by two nearest-neighbor Fe atoms (1 and 2) on the Cu(111) surface, as illustrated in the central diagram. Dark gray spheres represent Cu atoms and transparent spheres are vacuum positions around the nearest neighbor Fe-Fe dimer. The anisotropy constants are obtained by fitting the energy curves when $\mathbf{M}$ is rotated along the $z'y'$ plane (red circles), the $z'y'$ plane (green squares), and along the $x'y'$ plane (blue triangles). The values of the magnetic anisotropy components in the local frame of reference are listed in Table II.

of the local $\chi_{-+}$ component as a function of the frequency for the nearest neighbor dimer (blue curve). The optical mode is out of the range of the figure. As before, the small peak at negative frequencies reveals an elliptical precession. The properties of the precessional motion can be gleaned from Figs. 8(b) and (c). For the peak at positive frequencies, the amplitude is large, while the movement is slightly elliptical ($\epsilon \sim 0.5$). On the other hand, for the negative resonance, the amplitude is small but significant, while the precession becomes linear for frequencies close to $\omega^-$. The low value of the damping obtained for this dimer leads to a relatively sharp peak in the blue curve of Fig. 8(a). This is due to the strong $d$-$d$ hybridization, which creates bonding and antibonding states, thus lowering the density of states near the Fermi energy. As the damping parameter is very sensitive to the electronic structure around the Fermi energy [52], this explains its reduction to about a third of the values for the Fe adatoms.
Figure 8: Dynamical excitations of dimers. (a) Imaginary part of the local transverse dynamical susceptibility $\chi_{-+}$ as a function of the energy. The inset displays a magnification of the responses for negative energies. (b) and (c) illustrates the amplitude $A$ and eccentricity of the precession $e$, as defined in Eq. (16), as a function of the energy when a circularly polarized magnetic field is applied. L, E, and C indicate the regions with linear, elliptical, and circular oscillations. The curves for the three different dimer structures are color coded as follows: dimer I (blue), dimer II with FM alignment (red), dimer II with AFM alignment (green). See Fig. 6 for an illustration.

In the following section, we uncover the dynamical behavior when the interatomic exchange coupling is now of the same order of magnitude as the magnetic anisotropy constants. The two spin moments are no longer forced to be parallel to each other, and this has important consequences for the precessional motion.

C. Dimer II

When the two Fe atoms are pulled apart, their properties quickly recover those of isolated units. For a separation of twice the nearest neighbor distance, the spin and orbital moments are very close to the ones obtained for the single Fe adatom, as seen in Table II. Their coupling is weakened and even changes sign, as indicated by the value obtained from the
total energy difference $J^\Delta E$ and from the magnetic force theorem $J_0$. As these values are lower than the anisotropy constants of the isolated adatoms, the interplay between these two kinds of magnetic interactions may give rise to a metastable state. This is confirmed by Fig. 9, where we plot the band energy variations starting from two self-consistent states, FM (red curve) and AFM (blue curve), as a function of the angle between the magnetic moments. We see that the AFM alignment is the ground state, but also that the FM alignment is a local minimum of the energy.

![Figure 9](image-url)  
Figure 9: Stability of the two possible magnetic alignments for dimer II from the variation of the band energy. The energy is plotted as a function of the angle between the magnetic moments of the impurities with $\mathbf{M}_1$ fixed to $\mathbf{n}_z'$ while $\mathbf{M}_2$ is rotated in the $x'z'$ plane. We take as a reference the ferromagnetic state, i.e., $\Delta E = E^\text{band}(M_1 \mathbf{n}_z', M_2) - E^\text{band}(M_1 \mathbf{n}_z', M_2 \mathbf{n}_z')$. Red and blue curves are obtained starting from a self-consistent ferromagnetic and antiferromagnetic states, respectively.

As both magnetic states are accessible, we characterize their magnetic anisotropic energy as done before for dimer I. The variation of the energy when the moments are rotated together in the FM or the AFM alignments, shown in Fig. 10, indicates an almost uniaxial magnetic anisotropy energy, with $K_x \simeq K_y$. The obtained values are given in Table II. The anisotropy constants are essentially independent from the magnetic alignment and are very close to the values found for the isolated adatom, which shows that the Fe adatoms weakly disturb each other.

We can access two qualitatively different kinds of spin excitations, by starting either from the AFM ground state or from the FM metastable state. To compare with dimer I, we consider again the local susceptibility $\chi_{-1+} \equiv \chi_{-+}$ and we first analyze the FM case. The
Figure 10: Variation of the band energy for magnetic anisotropy energy of the dimer II structure. (a) The energy is plotted as a function of the magnetization direction of the parallel alignment (as in the central diagram), $\mathbf{M} = (M_1 + M_2)\hat{n}$, taking as a reference the self-consistent calculation where $\mathbf{M}\parallel\hat{n}_x$, i.e., $\Delta E = E^{\text{band}}(\mathbf{M}) - E^{\text{band}}(M\hat{n}_x)$. (b) Change of the band energy as a function of the magnetization direction of the antiparallel alignment (as in the central diagram), $\mathbf{M} = (M_1 - M_2)\hat{n}$, taking as a reference the self-consistent calculation where $\mathbf{M}\parallel\hat{n}_x$, i.e., $\Delta E = E^{\text{band}}(\mathbf{M}) - E^{\text{band}}(M\hat{n}_x)$. The dimer is composed of two Fe atoms (1 and 2) situated at twice the nearest neighbor distance on the Cu(111) surface, as illustrated in the central diagram. Dark gray spheres represent Cu atoms and transparent spheres are vacuum positions around the Fe sites. The anisotropy constants are obtained by fitting the energy curves when the magnetization of both sites are rotated simultaneously along the $z'x'$ plane (red circles), the $z'y'$ plane (green squares), and along the $x'y'$ plane (blue triangles). The values of the magnetic anisotropy components in the local frame of reference are listed in Table II.
corresponding density of spin excitations is the red curve of Fig. 8(a). As before, we have
the two modes, acoustic and optical, described by Eq. (24). Since $J < 0$, the optical mode
has lower energy than the acoustic mode: While the latter is located at $\sim 5$ meV, the former
resonates at $\sim 2$ meV. Note that, unlike the biaxial case of dimer I, no signal can be seen
for negative energies in the inset of Fig. 8(a), indicating a nearly circular precession. The
amplitude of the motion for the optical mode is larger than for the acoustic, see Fig. 8(b).
The eccentricity of precession, represented by the red curve of Fig. 8(c), reaches a maximum
value of $e \sim 0.5$ close to $\omega_{op}$. This confirms that the precession is slightly elliptical.

A completely different excitation spectrum is obtained when the initial state is, instead,
the AFM ground state, as seen in the green curve of Fig. 8(a). Note that even for the almost
uniaxial anisotropy case considered here, the transverse susceptibility presents a peak at
negative energies. However, Fig. 8(b) shows that the amplitude of precession is significant
only for the peak at positive frequencies and is featureless for negative frequencies. In
addition, the precessional motion is only slightly elliptical ($e < 0.5$), see Fig. 8(c).

We can interpret this behavior as reflecting the different preferred precessional senses
of the two Fe atoms composing the dimer. If the two atoms were uncoupled ($J = 0$),
the intrinsic precessional sense of atom 1 would be counterclockwise, while atom 2 (being
antiparallel to atom 1) would naturally precess clockwise, in a common frame of reference.
We assume that the tunneling current is exciting the precessional motion of atom 1. For
positive frequencies, the excitation spectrum of atom 1 is similar to that of the isolated
adatom, cf. Fig. 4(a), which indicates that the coupling $J$ to atom 2 is not playing a
significant role. For negative frequencies, if atom 1 was isolated, we would not expect any
resonant behavior. However, the unfavorable precession driven in atom 1 is transferred to
atom 2 via $J$, triggering its natural precessional motion, which then feeds back to atom
1 (again via $J$) leading to the observed enhanced response. In fact, the presence of the
excitation at negative energies indicates that the classical antiferromagnetic state $|\uparrow\downarrow\rangle$, for
which we obtain the spectra, is not the true ground state of the system [33].

As done for dimer I, we can obtain analytical expressions for the resonances considering
biaxial anisotropy and damping:

\[
\begin{align*}
\frac{\omega^\pm}{\gamma'} &= -i\alpha(K_x + K_y - J) \\
&\pm \sqrt{4K_x(K_y - J) - \alpha^2(J + K_x - K_y)^2} \\
\frac{\omega^\pm}{\gamma'} &= -i\alpha(K_x + K_y - J) \\
&\pm \sqrt{4K_y(K_x - J) - \alpha^2(J - K_x + K_y)^2},
\end{align*}
\]

(25)

where \(\gamma' = \frac{\gamma}{M(1 + \alpha^2)}\). Here, \(K_x, K_y > 0\) and \(J < 0\) for the AFM ground state. There are four solutions that correspond to two distinct precessional modes (the + and – solutions generate the same precessional motion, as explained in Appendix B). If the biaxial character is very weak, \(K_x \sim K_y\), the solutions become degenerate and we observe only two peaks in the spectrum instead of the expected four. This is precisely the behavior that we obtain for dimer II.

The damping plays a much more important role for antiferromagnets than for ferromagnets, especially when the coupling is relatively large. Increasing the damping strength, the resonance frequency lowers, as follows from Eq. (25). For simplicity, we explore this scenario for uniaxial anisotropy, \(K_x = K_y = K\). When \(\alpha > 2\sqrt{K(\langle J \rangle)}/|J|\), one of the modes moves to zero frequency, recovering the Goldstone mode, with the other one moving to the imaginary frequency axis, corresponding to an overdamped precession. Although this condition is not fulfilled for our case, it may happen for dimers with the coupling \(|J| \gg |K|\) (for example, a Mn dimer deposited on metallic substrates).

Finally, we consider the possible impact of the spin excitations on the stability of the classical AFM ground state. In Ref. 35, it was argued that the AFM dimer was able to access the two degenerate Néel states \(|\uparrow\downarrow\rangle\) and \(|\downarrow\uparrow\rangle\), since the zero-point fluctuations (involving the coupling \(J\)) were larger than the energy barrier between them (proportional to \(K\)). In that work, the energy of the zero-point fluctuations was connected to the energy of the lowest spin excitation mode. This description is also in accordance with Ref. 33, where the zero-point energy was found to vanish for an AFM dimer with zero anisotropy. Nevertheless, neither of these works have considered the effects of damping. Our results obtained in Eq. (25) show that the damping reduces the frequency of the lowest excitation mode for antiferromagnetic dimers with large coupling. Counterintuitively, this implies that the zero-point energy is also lowered when the damping increases, following the argument of Ref. 35. This may then
prevent the fluctuations over the energy barrier between the two Néel states and stabilize them. This can be contrasted with the behavior found in Ref. 60, in which the damping increases the zero-point spin fluctuations of single magnetic adatoms deposited on metallic surfaces.

V. CONCLUSIONS

In this paper, we have presented a semiclassical interpretation of the dynamical spin excitations in magnetic nanostructures computed using a first-principles approach. A crucial role is played by the spin-orbit coupling, responsible for nontrivial magnetic anisotropies, which in turn lead to complex precessional motion. A description of the general elliptical precession was provided and connected to the spectral features of the transverse magnetic susceptibility. As the latter is intimately related to the inelastic contribution to the tunneling conductance, we believe this formalism can provide useful insights on the nature and properties of spin excitations detected experimentally.

Considering a single Fe adatom deposited on the Cu(111) surface, we showed how the ground state and also the excitation properties can be controlled by an external magnetic field or by atomic manipulation of its environment (the formation of a Fe-Cu dimer). We found that the signature of noncircular precessional motion is the appearance of a secondary peak at negative frequencies in the density of spin excitations. In the vicinity of this peak, the precession becomes highly elliptical. Our results indicate that the spin pumping mechanism is quite isotropic, while the precessional damping is large, anisotropic and tunable.

We next considered a different kind of atomic manipulation, where the Cu atom is replaced by a second Fe atom. When the two Fe atoms are nearest neighbors, they are strongly ferromagnetically coupled, behaving as a single magnetic unit when the frequency is much lower than their coupling. The magnetic anisotropy is now of biaxial nature, leading to elliptical spin excitations. The dynamical properties can be understood from the strong d-d hybridization, which is responsible for lowering both the spin pumping efficiency and the magnetic damping.

When the Fe adatoms are pulled apart, their coupling weakens and becomes antiferromagnetic, being now comparable in magnitude to the magnetic anisotropy energy. This special configuration gives access to two different magnetic states: the antiferromagnetic
ground state and the metastable ferromagnetic state. The two Fe atoms weakly influence each other, and their local properties are very similar to those of isolated Fe adatoms. The metastable FM state leads to two kinds of spin excitations: an acoustic mode where the spins precess in-phase and an optical mode where they precess in anti-phase. The optical mode actually has lower energy than the acoustic one, as a consequence of the metastable nature of the ferromagnetic alignment. By inverting the spin alignment, we arrive at the antiferromagnetic ground state, which has completely different excitation characteristics. We find only one broad excitation peak at positive energies, instead of the two for the ferromagnetic alignment. The antiparallel Fe atoms have opposite intrinsic precessional motion, which leads to a secondary peak at negative energy. This does not represent elliptical precession, in contrast to the strongly ferromagnetic dimer. We obtain the excitation energies of the system, and show that the damping contribution lowers the resonance frequency, specially for antiferromagnetic dimers with large coupling. The lowest energy mode is connected to the zero-point fluctuation energy, which indicates that this lowering may inhibit fluctuations over the barrier between different Néel states.

Our results shed light on how the spin excitations can be engineered by bringing atoms together or separating them apart. We demonstrate how the external fields, magnetic anisotropy energies, exchange couplings and damping, as well as the initial alignment between the magnetic units can be used to design a diverse range of precessional motions. Two particular outcomes may be used as experimental guidance. First, we propose a pump-probe-like experiment [43] to access the influence of the magnetic alignment on the dynamical spin excitations, while keeping all the other quantities essentially unchanged: The system is put into the metastable state by an initial perturbation (pump) followed by a measurement of its excitations by a probe. They can be compared to the excitations from the ground state, when the pump is switched off. Second, the effect of the damping on the zero-point fluctuation energy indicate that STM experiments made on dimers with similar magnetic interactions but different damping strengths (e.g., deposited on insulators or metals) may present rather different magnetic signals. The effect of the damping on the excitation modes also impacts the field of antiferromagnetic spintronics. A naive expectation is that ultrafast antiferromagnetic devices shall involve large coupling between the units, to make them switch together, and high damping, to quickly relax the magnetization to a new switched state. Our results demonstrate that the correct picture is more subtle, and a combination
of anisotropy, coupling and damping must be taken into account.

The interplay between the different magnetic interactions offers multiple tools to control processing speeds and polarization of magnetic units and emitted spin currents, which may lay the foundations of the building blocks of future devices. Our first-principles description of the dynamical properties of magnetic nanostructures provides a predictive approach to the design and engineering of those building blocks.
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Appendix A: Phenomenological expressions for the dynamical susceptibilities of nanostructures

By linearizing the LLG equation of motion [Eq. (7)], they can be written in the local frame of reference as \( \chi^{-1}(\omega) \delta \mathbf{M} = \delta \mathbf{B}^{\text{ext}} \). In this appendix, we list the inverse susceptibilities \( \chi^{-1} \) used to fit the TDDFT results and obtain the parameters of the phenomenological model. In the following, we use \( \gamma_{\pm} = \frac{\gamma}{1 \pm i \alpha} \).

1. Single atom

For adatoms, \( \delta \mathbf{M} \) and \( \delta \mathbf{B}^{\text{ext}} \) are vectors containing the transverse circular components \(+, -\) of the magnetization and the external field, respectively.

a. Uniaxial, no magnetic field

When the magnetization points perpendicular to the surface, the symmetry of the system is \( C_{3v} \) and the anisotropy is uniaxial — in our convention, \( K_x = K_y = K \) and \( K_z = 0 \). The inverse susceptibility for this case is given by
\[
\chi^{-1}(\omega) = \begin{pmatrix}
\frac{2K}{M^2} + \frac{\omega}{\gamma M} & 0 \\
0 & \frac{2K}{M^2} - \frac{\omega}{\gamma M}
\end{pmatrix}.
\]  

(A1)

b. Uniaxial, magnetic field along \(\hat{n}_y\)

The in-plane magnetic field saturates the magnetization along the \(\hat{n}_y\) direction in the global frame of reference. Transforming to the local frame of reference, where it points along \(\hat{n}_z\), we find \(K_x = K_z = 0\) and \(K_y = -K\). The inverse susceptibility is

\[
\chi^{-1}(\omega) = \begin{pmatrix}
\frac{MB^{\text{ext}}_0 - K}{M^2} + \frac{\omega}{\gamma M} & \frac{K}{M^2} \\
\frac{K}{M^2} & \frac{MB^{\text{ext}}_0 - K}{M^2} - \frac{\omega}{\gamma M}
\end{pmatrix}.
\]  

(A2)

c. Biaxial

Placing a Cu atom close to the Fe adatom, we break the symmetry and change the magnetic anisotropy landscape of the system. By a suitable choice of the local frame of reference, the anisotropy matrix can be written in the diagonal form given in Eq. (10). \(\chi^{-1}\) is then

\[
\chi^{-1}(\omega) = \begin{pmatrix}
\frac{K_x + K_y}{M^2} + \frac{\omega}{\gamma M} & \frac{K_x - K_y}{M^2} \\
\frac{K_x - K_y}{M^2} & \frac{K_x + K_y}{M^2} - \frac{\omega}{\gamma M}
\end{pmatrix}.
\]  

(A3)

2. Dimer

Dimer structures naturally break the symmetry of the system. The linearized equation of motion includes the transverse components of both magnetic units in the global frame of reference, \(\delta \mathbf{M} = (M_{1+}, M_{2+}, M_{1-}, M_{2-})\).
a. Parallel alignment

When the moments are pointing parallel to each other, the inverse susceptibility is

\[
\chi^{-1}(\omega) = \begin{pmatrix}
\frac{(K_x+K_y)+J}{M^2} + \frac{\omega}{\gamma_- M} & -\frac{J}{M^2} & \frac{(K_x-K_y)}{M^2} & 0 \\
-\frac{J}{M^2} & \frac{(K_x+K_y)+J}{M^2} + \frac{\omega}{\gamma_- M} & 0 & \frac{(K_x-K_y)}{M^2} \\
0 & 0 & \frac{(K_x-K_y)}{M^2} & -\frac{J}{M^2} \\
0 & \frac{(K_x-K_y)}{M^2} & -\frac{J}{M^2} & \frac{(K_x+K_y)+J}{M^2} + \frac{\omega}{\gamma_- M}
\end{pmatrix}
\]

(A4)

b. Antiparallel alignment

In the case of antiparallel alignment of the magnetic moments, we have

\[
\chi^{-1}(\omega) = \begin{pmatrix}
\frac{(K_x+K_y)-J}{M^2} + \frac{\omega}{\gamma_- M} & \frac{J}{M^2} & \frac{(K_x-K_y)}{M^2} & 0 \\
\frac{J}{M^2} & \frac{(K_x+K_y)-J}{M^2} - \frac{\omega}{\gamma_- M} & 0 & \frac{(K_x-K_y)}{M^2} \\
\frac{(K_x-K_y)}{M^2} & 0 & \frac{(K_x+K_y)-J}{M^2} - \frac{\omega}{\gamma_- M} & \frac{J}{M^2} \\
0 & \frac{(K_x-K_y)}{M^2} & \frac{J}{M^2} & \frac{(K_x+K_y)-J}{M^2} + \frac{\omega}{\gamma_- M}
\end{pmatrix}
\]

(A5)

Appendix B: Elliptical mode of single atoms in a circular basis

To obtain the natural precessional modes of a single adatom, we linearize the time-dependence of the magnetic moment (see Sec. II C). The small transverse components can be found from the associated LLG equation \( \chi^{-1} \delta \mathbf{M} = \delta \mathbf{B}^{\text{ext}} \). The normal modes of precession are obtained by solving the secular problem \( \delta \mathbf{B}^{\text{ext}} = 0 \), which leads to the eigenvalue problem \( D |u\rangle = \omega |u\rangle \), or

\[
\begin{pmatrix}
\gamma_+ B_\parallel & \gamma_+ B_\perp \\
-\gamma_- B_\parallel^* & -\gamma_- B_\perp^*
\end{pmatrix}
\begin{pmatrix}
u_1 \\
u_2
\end{pmatrix}
= \omega
\begin{pmatrix}
u_1 \\
u_2
\end{pmatrix}
\]

(B1)

\( D \) is the dynamical matrix written in the circular basis with eigenmodes given by the poles of the susceptibility, obtained in Eq. (19). Since \( \omega^- = -(\omega^+)^* \), the eigenvectors are obtained from

\[
|u^+\rangle : (\gamma_+ B_\parallel - \omega^+) u_1^+ + \gamma_+ B_\perp u_2^+ = 0 \\
|u^-\rangle : (\gamma_+ B_\parallel - \omega^+) u_2^- + \gamma_+ B_\perp u_1^- = 0
\]

(B2)
which shows that \( u_2^{\ast} = u_1^{\ast} \) and \( u_1^{\ast} = u_2^+ \). Therefore, we can write for the normalized eigenvectors

\[
|u^+\rangle = \begin{pmatrix} e^{i(\phi_0 - \phi)} \cos \xi \\ e^{i(\phi_0 + \phi)} \sin \xi \end{pmatrix}, \quad |u^-\rangle = \begin{pmatrix} e^{-i(\phi_0 + \phi)} \sin \xi \\ e^{-i(\phi_0 - \phi)} \cos \xi \end{pmatrix},
\]

where we have defined

\[
e^{i(\phi_0 - \phi)} \cos \xi = \frac{-\gamma_+ B_\perp}{\sqrt{\gamma_+ B_\perp^2 + |\gamma_+ B_\parallel - \omega^+|^2}}, \quad e^{i(\phi_0 + \phi)} \sin \xi = \frac{\gamma_+ B_\parallel - \omega^+}{\sqrt{\gamma_+ B_\perp^2 + |\gamma_+ B_\parallel - \omega^+|^2}}.
\]

Notice that, since the dynamical matrix \( D \) is not Hermitian, the eigenvectors \( |u^+\rangle \) and \( |u^-\rangle \) are not orthogonal to each other but rather to the left eigenvectors. These may be obtained by \( \langle v | D = \omega \langle v | \). \n
\[
\langle v^+ | = \begin{pmatrix} e^{-i(\phi_0 - \phi)} \cos \xi & -e^{-i(\phi_0 + \phi)} \sin \xi \end{pmatrix}, \quad \langle v^- | = \begin{pmatrix} -e^{i(\phi_0 + \phi)} \sin \xi & e^{i(\phi_0 - \phi)} \cos \xi \end{pmatrix}.
\]

The left and right eigenvectors are orthogonal, i.e., \( \langle v^+ | u^- \rangle = \langle v^- | u^+ \rangle = 0 \), and \( \langle v^+ | u^- \rangle = \langle v^- | u^+ \rangle = \cos^2 \xi - \sin^2 \xi \). The dynamical matrix can then be written as

\[
D = \omega^+ \frac{|u^+\rangle \langle v^+|}{\langle v^+ | u^+ \rangle} + \omega^- \frac{|u^-\rangle \langle v^-|}{\langle v^- | u^- \rangle}.
\]

Since \( D \) is written in the circular basis, the eigenvectors represent the transverse components of the magnetization \( \delta M_- \) and \( \delta M_+ \). Both \( |u^+\rangle \) and \( |u^-\rangle \) lead to the same time dependence of the magnetization. Making use of Eq. (12), we finally find

\[
\delta \mathbf{M}(t) = \frac{M \delta \theta}{2} \text{Re} \left\{ \left[ (e^{-i\phi} \cos \xi + e^{i\phi} \sin \xi) \hat{n}_x \right. \right.
\]

\[
+ \left\langle \left. i \left( e^{-i\phi} \cos \xi - e^{i\phi} \sin \xi \right) \hat{n}_y \right] e^{i(\phi_0 - \omega' t)} \right\} e^{\omega'' t}.
\]

where we have used \( \omega^\pm = \pm \omega' + i \omega'' \), with \( \omega' \) and \( \omega'' \) the real and imaginary part of the frequency (\( \omega'' < 0 \)), respectively.

In general, the modes are elliptical, as both \( \delta M_+ \) and \( \delta M_- \) are finite. When applying time-dependent magnetic fields, the susceptibility can also be written in terms of the normal
modes as

$$\begin{pmatrix}
\delta M_-
\
\delta M_+
\end{pmatrix} = 
\begin{pmatrix}
M & \frac{|u^+\rangle\langle v^+|}{\omega^+ - \omega} & \frac{M}{\omega^- - \omega} & |u^-\rangle\langle v^-|
\end{pmatrix}
\begin{pmatrix}
\delta B^\text{ext}_-
\
\delta B^\text{ext}_+
\end{pmatrix}.$$  \hspace{1cm} (B8)

A counterclockwise circularly polarized external field $\delta B^\text{ext}_0 \begin{pmatrix} 1 \\ 0 \end{pmatrix}$ is not orthogonal to either $\langle v^+ |$ or $\langle v^- |$ in general, which leads to peaks in the transverse dynamical susceptibility $\chi_{-+}(\omega)$ at both $\omega^+$ and $\omega^-$ (as discussed in Secs. III and IV).

[1] R. Wiesendanger, Rev. Mod. Phys. 81, 1495 (2009).
[2] M. Ternes, Prog. Surf. Sci. 92, 83 (2017).
[3] A. A. Khajetoorians, J. Wiebe, B. Chilian, and R. Wiesendanger, Science 332, 1062 (2011).
[4] T. Choi, W. Paul, S. Rolf-Pissarczyk, A. J. Macdonald, F. D. Natterer, K. Yang, P. Willke, C. P. Lutz, and A. J. Heinrich, Nat. Nanotechnol. 12, 420 (2017).
[5] F. Donati, S. Rusponi, S. Stepanow, C. Wäckerlin, A. Singh, L. Persichetti, R. Baltic, K. Diller, F. Patthey, E. Fernandez, J. Dreiser, Ž. Čičkanin, K. Kummer, C. Nistor, P. Gambardella, and H. Brune, Science 352, 318 (2016).
[6] B. Bryant, A. Spinelli, J. J. T. Wagenaar, M. Gerrits, and A. F. Otte, Phys. Rev. Lett. 111, 127203 (2013).
[7] L. Zhou, J. Wiebe, S. Lounis, E. Vedmedenko, F. Meier, S. Blügel, P. H. Dederichs, and R. Wiesendanger, Nat. Phys. 6, 187 (2010).
[8] J. van Bree and M. E. Flatté, Phys. Rev. Lett. 118, 087601 (2017).
[9] F. D. Natterer, K. Yang, W. Paul, P. Willke, T. Choi, T. Greber, A. J. Heinrich, and C. P. Lutz, Nat. Commun. 543, 226 (2017).
[10] J. Ibañez-Azpíroz, M. dos Santos Dias, B. Schweflinghaus, S. Blügel, and S. Lounis, Phys. Rev. Lett. 119, 017203 (2017).
[11] C. F. Hirjibehedin, C.-Y. Lin, A. F. Otte, M. Ternes, C. P. Lutz, B. A. Jones, and A. J. Heinrich, Science 317, 1199 (2007).
[12] A. J. Heinrich, J. A. Gupta, C. P. Lutz, and D. M. Eigler, Science 306, 466 (2004).
[13] T. Schuh, T. Miyamachi, S. Gerstl, M. Geihlufe, M. Hoffmann, S. Ostanin, W. Hergert, A. Ernst, and W. Wulfhekel, Nano Lett. 12, 4805 (2012).
[14] M. dos Santos Dias, B. Schweflinghaus, S. Blügel, and S. Lounis, Phys. Rev. B 91, 075405 (2015).
[15] A. A. Khajetoorians, S. Lounis, B. Chilian, A. T. Costa, L. Zhou, D. L. Mills, J. Wiebe, and R. Wiesendanger, Phys. Rev. Lett. 106, 037205 (2011).
[16] B. Chilian, A. A. Khajetoorians, S. Lounis, A. T. Costa, D. L. Mills, J. Wiebe, and R. Wiesendanger, Phys. Rev. B 84, 212401 (2011).
[17] A. A. Khajetoorians, B. Baxevanis, C. Hubner, T. Schlenk, S. Krause, T. O. Wehling, S. Lounis, A. Lichtenstein, D. Pfannkuche, J. Wiebe, and R. Wiesendanger, Science 339, 55 (2013).
[18] A. Spinelli, B. Bryant, F. Delgado, J. Fernández-Rossier, and A. F. Otte, Nat. Mater. 13, 782 (2014).
[19] P. Jacobson, T. Herden, M. Muenks, G. Laskin, O. Brovko, V. Stepanyuk, M. Ternes, and K. Kern, Nat. Commun. 6, 8536 (2015).
[20] Q. Dubout, F. Donati, C. Wäckerlin, F. Calleja, M. Etzkorn, A. Lehnert, L. Claude, P. Gambaardella, and H. Brune, Phys. Rev. Lett. 114, 106807 (2015).
[21] J. Fernández-Rossier, Phys. Rev. Lett. 102, 256802 (2009).
[22] M. Persson, Phys. Rev. Lett. 103, 050801 (2009).
[23] J. Fransson, Nano Lett. 9, 2414 (2009).
[24] B. Sothmann and J. König, New J. Phys. 12, 083028 (2010).
[25] S. Lounis, A. T. Costa, R. B. Muniz, and D. L. Mills, Phys. Rev. Lett. 105, 187205 (2010).
[26] A. A. Khajetoorians, T. Schlenk, B. Schweflinghaus, M. dos Santos Dias, M. Steinbrecher, M. Bouhassoune, S. Lounis, J. Wiebe, and R. Wiesendanger, Phys. Rev. Lett. 111, 157204 (2013).
[27] T. L. Gilbert, IEEE Trans. Magn. 40, 3443 (2004).
[28] Y. Tserkovnyak, A. Brataas, and G. E. W. Bauer, Phys. Rev. Lett. 88, 117601 (2002).
[29] F. S. M. Guimarães, D. F. Kirwan, A. T. Costa, R. B. Muniz, D. L. Mills, and M. S. Ferreira, Phys. Rev. B 81, 153408 (2010).
[30] K. Ando, S. Takahashi, J. Ieda, Y. Kajiwara, H. Nakayama, T. Yoshino, K. Harii, Y. Fujikawa, M. Matsuo, S. Maekawa, and E. Saitoh, J. Appl. Phys. 109, 103913 (2011).
[31] H. Jiao and G. E. W. Bauer, Phys. Rev. Lett. 110, 217602 (2013).
[32] P. W. Anderson, Phys. Rev. 83, 1260 (1951).
[33] P. W. Anderson, Phys. Rev. 86, 694 (1952).
[34] F. Keffer and C. Kittel, Phys. Rev. 85, 329 (1952).
[35] S. Holzberger, T. Schuh, S. Blügel, S. Lounis, and W. Wulfhekel, Phys. Rev. Lett. 110, 157206 (2013).
[36] L. M. Sandratskii and P. Buczek, Phys. Rev. B 85, 020406 (2012).
[37] T. Jungwirth, X. Marti, P. Wadley, and J. Wunderlich, Nat. Nanotechnol. 11, 231 (2016).
[38] R. Cheng, D. Xiao, and A. Brataas, Phys. Rev. Lett. 116, 207603 (2016).
[39] F. S. M. Guimarães, S. Lounis, A. T. Costa, and R. B. Muniz, Phys. Rev. B 92, 220410(R) (2015).
[40] E. K. U. Gross and W. Kohn, Phys. Rev. Lett. 55, 2850 (1985).
[41] S. Lounis, A. T. Costa, R. B. Muniz, and D. L. Mills, Phys. Rev. B 83, 035109 (2011).
[42] B. Schweflinghaus, M. dos Santos Dias, A. T. Costa, and S. Lounis, Phys. Rev. B 89, 235439 (2014).
[43] S. Loth, M. Etzkorn, C. P. Lutz, D. M. Eigler, and A. J. Heinrich, Science 329, 1628 (2010).
[44] J. C. Oberg, M. R. Calvo, F. Delgado, M. Moro-Lagares, D. Serrate, D. Jacob, J. Fernandez-Rossier, and C. F. Hirjibehedin, Nat. Nanotechnol. 9, 64 (2013).
[45] L. You, O. Lee, D. Bhowmik, D. Labanowski, J. Hong, J. Bokor, and S. Salahuddin, Proc. Natl. Acad. Sci. USA 112, 10310 (2015).
[46] N. Papanikolaou, R. Zeller, and P. H. Dederichs, J. Phys.: Condens. Matter 14, 2799 (2002).
[47] S. H. Vosko, L. Wilk, and M. Nusair, Can. J. Phys. 58, 1200 (1980).
[48] K. Wildberger, P. Lang, R. Zeller, and P. H. Dederichs, Phys. Rev. B 52, 11502 (1995).
[49] V. S. Stepanyuk, A. N. Baranov, D. V. Tsvilin, W. Hergert, P. Bruno, N. Knorr, M. A. Schneider, and K. Kern, Phys. Rev. B 68, 205410 (2003).
[50] N. N. Negulyaev, V. S. Stepanyuk, W. Hergert, P. Bruno, and J. Kirschner, Phys. Rev. B 77, 085430 (2008).
[51] S. Lounis, B. Schweflinghaus, M. d. S. Dias, M. Bouhassoune, R. B. Muniz, and A. T. Costa, Surf. Sci. 630, 317 (2014).
[52] S. Lounis, M. dos Santos Dias, and B. Schweflinghaus, Phys. Rev. B 91, 104420 (2015).
[53] S. Bhattacharjee, L. Nordström, and J. Fransson, Phys. Rev. Lett. 108, 057204 (2012).
[54] M. Weinert, R. E. Watson, and J. W. Davenport, Phys. Rev. B 32, 2115 (1985).

[55] A. I. Liechtenstein, M. I. Katsnelson, and V. A. Gubanov, J. Phys. F 14, L125 (1984).

[56] V. P. Antropov, J. Magn. Magn. Mater. 262, L192 (2003).

[57] P. Bruno, Phys. Rev. Lett. 90, 087205 (2003).

[58] M. I. Katsnelson and A. I. Lichtenstein, J. Phys.: Condens. Matter 16, 7439 (2004).

[59] M. Farle, Rep. Prog. Phys. 61, 755 (1998).

[60] J. Ibañez-Azpiroz, M. dos Santos Dias, S. Blügel, and S. Lounis, Nano Lett. 16, 4305 (2016).