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Abstract—Recognizing named entities (NEs) is commonly conducted as a classification problem that predicts a class tag for an NE candidate in a sentence. In shallow structures, categorized features are weighted to support the prediction. Recent developments in neural networks have adopted deep structures that map categorized features into continuous representations. This approach unfolds a dense space saturated with high-order abstract semantic information, where the prediction is based on distributed feature representations. In this paper, the regression operation is introduced to locate NEs in a sentence. In this approach, a deep network is first designed to transform an input sentence into recurrent feature maps. Bounding boxes are generated from the feature maps, where a box is an abstract representation of an NE candidate. In addition to the class tag, each bounding box has two parameters denoting the start position and the length of an NE candidate. In the training process, the location offset between a bounding box and a true NE are learned to minimize the location loss. Based on this motivation, a multiobjective learning framework is designed to simultaneously locate entities and predict the class probability. By sharing parameters for locating and predicting, the framework can take full advantage of annotated data and enable more potent nonlinear function approximators to enhance model discriminability. Experiments demonstrate state-of-the-art performance for nested named entities.

I. INTRODUCTION

Named entity (NE) recognition is often modeled as a sequence labeling task, where a sequence model (e.g., conditional random fields (CRF) [21] or long short-term memory (LSTM) [11]) is adopted to output a maximized label sequence. However, NEs in a sentence have more complex structures, and nested NEs are widely used to represent semantic relationships between entities (e.g., affiliation, ownership, hyponymy). The nesting ratio in the GENIA corpus and ACE corpus is 35.27% and 33.90%, respectively [22], [5]. Because sequence models usually assume a flattened structure for an input sentence, it is not effective to find nested NEs. For example, ‘University of Washington’ is an organization NE, where ‘Washington’ is a nested NE indicating the location of the university. A label sequence (e.g., ‘S-I-S’), or ‘S-I-I’ fails to decode this phenomenon.

Sequence models can be revised to support nested NE recognition, e.g., the cascading strategy, layering strategy or joint strategy [1]. In the cascading or layering strategy, each type or each layer of nested NEs is processed by an independent sequence model. In the joint strategy, nested labels are transformed into structured labels. For example, “$S_{GPE}$+$S_{ORG}$” represents that a unit is the start of a geographical name and an organization name at the same time. These strategies have three shortcomings: 1) Nested NEs in the same type or layer still cannot be recognized. 2) They cannot make full use of annotated data. 3) Some units are forced to change their labels in falseness to obtain flattened label sequences. 4) The joint strategy substantially increases the number of entity types, which worsens the performance of NE recognition.

In recent years, many nesting-oriented models have been proposed to handle the nesting problem. They usually transform the nesting structure into a nonsequential structure, e.g., a hypergraph [20] or a tree representation [31]. There are models dividing the recognition process in multistage pipelines, e.g., verifying every fragment [28] or assembling NE boundaries [2]. Others adopt a sequence-to-sequence [29] or an end-to-end framework [36]. Regardless of the approach, they may suffer from several problems, such as a greater dependence on external toolkits (e.g., parsing), an inability to guarantee global optimization (in multistage pipelines) or the lack of fully using annotated information.

This paper proposes an end-to-end architecture to recognize nested NEs, named the boundary regression (BR) model. In this model, each input sentence is first mapped into $recu$ (recurrent) feature maps by a basic network, which can be truncated from a standard neural network for NE recognition. Then, each feature map location is combined with others to generate default bounding boxes at each spatial location and scale. A bounding box is a high-order abstract representation of an NE candidate that mixes information about its semantic dependency and context. In addition to the class category, each bounding box is also marked with its location parameters, which denotes the start position and the length of an NE candidate in a sentence. In the training process, in addition to maximizing bounding box confidence scores to be an entity, a regression layer is added to minimize its location offset relative to a true NE, which enables every bounding box to approach a neighboring true NE. This model is an end-to-end multiobjective learning framework that simultaneously
locales entities and predicts class probabilities. By shared parameters of multitasks, the BR model can benefit from both boundary regression and global optimization. It enables more potent nonlinear function approximators to enhance model discriminability.

The contributions of this paper include the following.
1) Bounding boxes are proposed to represent abstract NE representations. Nested NEs are distinguished by overlapped bounding boxes marked with location parameters. In addition to predicting classification confidence scores, nested NEs can be located from a sentence by the regression operation.
2) An end-to-end multiobjective learning framework is designed. Under this framework, entity locations and class probabilities are simultaneously predicted. By sharing the same network parameters for locating and predicting, it enables more potent nonlinear function approximators for the NE recognition.

The structure of this paper is organized as follows. Before discussing the details of this model, our motivation is first discussed in Section II. Section III presents the definition about boundary regression and the architecture of the BR model. Experiments are conducted in Section IV. In this section, several issues about the BR model are discussed. Finally, the BR model is compared with several state-of-the-art systems. Section V and Section VI introduce related works and the conclusion.

II. MOTIVATION

The BR model is motivated by techniques developed in object detection in computer vision. At first sight, a sentence is a one-dimensional linear textual stream, and an image is a two-dimensional pixel patch. They are totally different in external representation. However, as shown in Figure 1, spatial distribution patterns of entities and objects have similar structures.

![Fig. 1: Similarity between Entities and Objects](image)

The structures can be roughly divided into three categories: flattened, nested and discontinues. Flattened entities (or objects) are spatially separated from each other. In nested structure, two or more entities or objects can be overlapped with each other. The discontinuous structure can be transformed into the nested structure, where discontinuous entities or objects are handled as a whole element. In addition to the structure similarity, there are two differences between them. First, the detection of objects is mainly based on internal features of objects. Therefore, an object can move in an image. It has less influence on the object detection. However, in a sentence, entities have a strong semantic dependency in a sentence. Second, features of the nested object are covered by the upper object. It increases difficulties in detecting the blocked object. On the other hand, in NE recognition, overlapped features are shared by nested entities.

In object detection, a deep neural network is usually adopted to map an input image into abstract representations known as conv feature maps. Then, bounding boxes are generated from feature maps. Bounding boxes are abstract representations of objects. Each box has four parameters denoting its location \((x, y)\) and shape \((\Delta x, \Delta y)\) in an image. These parameters are the key to distinguish nested objects. Finally, in an end-to-end object detection model, a multiobjective learning architecture is designed to simultaneously locate objects and predict class probability.

In recent years, based on deep neural networks, language and vision can be embedded into a distributed representation and mapped into an abstract semantic space. Therefore, the combination of natural language processing and computer vision has become popular in research communities, e.g., the text retrieval approach in videos [27] and multimodal deep learning [34]. Motivated by the success achieved in object detection of computer vision, we present an end-to-end multiobjective learning framework to support NE recognition. The core innovation of the BR model is the introduction of the “bounding box” that is an abstract representation of NEs. Every box has two parameters denoting its location in a sentence, which can distinguish nested NEs. The location parameters can also support the regression operation to locate NEs in a sentence. This concept is visualized in Figure 2.

As shown in Figure 2, an input sentence is first mapped into recur feature maps by a deep neural network. The feature maps can be seen as an abstract representation of an input sentence. Every feature map denotes a representation of an NE boundary, which can be bounded with others to generate bounding boxes (an example \(d_i\) is shown in Figure 2). A bounding box that correctly matches a true NE is referred to as a “true bounding box” (or true box). Every box has two parameters to indicate its position \((s_i)\) and shape (or length) \((l_i)\). The regression operation predicts the position offset and shape offset \((\Delta s_i, \Delta l_i)\) respectively relative to a true box, (e.g., \(g_j\) in Figure 2). Finally, in the output, locations of the recognized NEs are updated as \(d_i = \{s_i + \Delta s_i, l_i + \Delta l_i\}\). Because the outputs of a regression operation are continuous values, they are rounded.
to the nearest word boundary locations.

To design an end-to-end multiobjective learning architecture for NE recognition, we should carefully take the following four issues under consideration:

1) **Representation**: Object detection usually uses stacked convolutional layers to map an image into conv feature maps. In language processing, the recurrent (or attention) neural network is more effective in capturing the semantic dependency in a sentence. In this paper, the abstract representations of input sentences are referred to as **recu** feature maps.

2) **Region proposal**: In the recu feature map, a feature map location can be seen as an abstract representation of a possible entity boundary. It can be bounded with other feature maps to generate default bounding boxes. Every bounding box is an abstract representation of an NE candidate labeled with its location information and class category.

3) **Multiobjective learning**: Because the recurrent neural network can learn the semantic dependency, a bounding box contains semantic information about the whole sentence. In addition to predicting conditional class probabilities on a sentence integrated with semantic dependency information between words. Because images have an invariance property for a zooming operation, object detection can benefit from computing the location offset of an NE candidate relative to a true NE in a sentence. The structure of the BR model is shown in Figure 3.

As Figure 3 shows, six specific issues (referred to as A to F) are highlighted in the BR model. They are discussed as follows.

**A. Basic Network**

The basic network is adopted to map a sentence into a distributed representation, where words (or characters) are embedded into vectors by a lookup table initialized randomly or pretrained with external resources. In the task of NE recognition, the semantic meaning of a word is heavily influenced by its context. Therefore, a recurrent neural network or the attention mechanism can be used to capture the semantic dependency between words.

The basic network can be truncated from a standard architecture of a high-quality sentence labeling task (e.g., an NE recognition or a POS tagging task). In the current BR model, we adopted a basic network consisted of an embedding layer and a Bi-LSTM layer. To simplify the region proposal step, we set the length of the input sentence as a fixed number, denoted as L. Longer or shorter sentences are trimmed or padded, respectively.

**B. Feature Map**

The output of the basic layer is denoted as recu feature maps, which represents high-order abstract features of a sentence integrated with semantic dependency information between words.
multigranularity representations, where the region proposal can be implemented on multiscale feature maps to generate bounding boxes with different scales.

In natural language processing, it is difficult to condense a textual sequence into multigranularity representations. At present, for an input sentence, we only generate a single recu feature map layer. It is a high-order abstract representation of an input sentence. Each feature map location corresponds to a possible entity boundary. To support the regression operation, the lengths of feature map locations are normalized into interval \([0, 1]\) to smooth the learning process.

C. Region Proposal

Each feature map location corresponds to an abstract representation of a possible NE boundary in a sentence. It can be set as a start boundary of an NE and then assembled with the other feature maps to generate default bounding boxes with different lengths. In this paper, a feature map is bounded with \(K\) left feature maps, where the value \(K\) is a predefined parameter corresponding to the longest NE candidate. It outputs \(K\) bounding boxes per feature map location.

The current region proposal is similar to an exhaustive enumeration method, which verifies every possible NE candidate up to a certain length (e.g., Sohrab et al. [28]). However, they are different. Bounding boxes are abstract representations of a possible NE. It has a receptive field across the whole sentence. It is labeled with location information. Therefore, bounding boxes can be used directly to support the classification and boundary regression. Furthermore, in the training process, location parameters of bounding boxes can be used to control the data imbalance problem. For example, the overlapping rate between a bounding box and a true bounding box can be adopted to filter insignificant bounding boxes (discussed in Section III-D). It can be used to reduce computational complexity and decrease the influence caused by negative examples.

D. Default Bounding Boxes

Let \(D\) denote a bounding box set generated from an input sentence \(S\). Each bounding box \(d_i \in D\) has 3 parameters \(d_{l_i}^0, d_{r_i}^0\) and \(c_i\). Parameters \(d_{l_i}^0\) and \(d_{r_i}^0\) are two real numbers denoting the start position and length of \(d_i\) in a sentence, respectively. Parameter \(c_i = (c_{i1}^0, c_{i2}^0, \ldots, c_{iZ}^0)\) is a one-hot vector representing the entity type of \(d_i\), where \(Z\) is the number of entity types. A bounding box \(d_i\) can be referred to as a three-tuple \(d_i = (d_{l_i}^0, d_{r_i}^0, c_i)\). If a bounding box corresponds to a true NE, it is referred to as a ground truth box and represented as \(g_j = (g_{l_j}^0, g_{r_j}^0, c_j)\).

Bounding boxes are marked with the position and shape parameters. This information is useful for selecting specific bounding boxes. Given two bounding boxes (e.g., \(A\) and \(B\)), the Intersection over Union (IoU) between them is formalized as:

\[
IoU(A, B) = \frac{A \cap B}{A \cup B}
\]

Let \(D_{G}\) represent the set of all ground truth boxes in \(D\). We define two sets as follows:

\[
\begin{align*}
D_p &= \{d_i \mid d_i \in D, \exists g_j \in D_{G}(IoU(d_i, g_j) \geq \gamma)\} \\
D_n &= \{d_i \mid d_i \in D, \forall g_j \in D_{G}(IoU(d_i, g_j) < \gamma)\}
\end{align*}
\]

In this paper, \(D_p\) is referred to as the positive bounding box set, and \(D_n\) is referred to as the negative bounding box set. In the region proposal process, a large number of negative bounding boxes will be generated, which lead to a significant data imbalance problem. It is also expensive in computing. In the training process, we collect \(D_p\) and \(D_n\) with a ratio of 1:3 for balancing positive and negative samples. It guarantees a faster optimization and a stable training process.

Given a bounding box \(d_i\), the relative ground truth box is identified as:

\[
g_j = \arg \max_{g_j \in D_{G}} IoU(d_i, g_j)
\]

Given a ground truth box \(g_j\), all bounding boxes of \(D_p\) satisfying Equation 13 are referred to as \(D_{g_j}\). They are the neighborhoods of \(g_j\).

For convenience, Table I lists the definitions about bounding box sets.

| Symbol | Meaning |
|--------|---------|
| \(D\)  | A bounding box set generated from a sentence \(S\) |
| \(D_{G}\) | The set of all ground truth boxes in \(D\) |
| \(D_p\) | The positive bounding box set |
| \(D_n\) | The negative bounding box set |
| \(D_{g_j}\) | The neighborhoods of \(g_j\) |

E. Training Objective

For every \(d_i \in D_p\), the location offset of \(d_i\) relates to a ground truth box that will be predicted by the linear layer.

Let \(d_{l_i}^0 = (g_{l_j}^0 - d_{l_i}^0) / g_{l_j}^0\) and \(d_{r_i}^0 = \log(g_{r_j}^0 / d_{r_i}^0)\) be the normalized position offset and shape offset between \(d_i\) and \(g_j\). Given a bounding box \(d_i\), the BR model outputs 3 parameters: \(\Delta d_{l_i}^0\), \(\Delta d_{r_i}^0\) and \(\bar{c}_i\). \(\Delta d_{l_i}^0\) and \(\Delta d_{r_i}^0\) denote the predicted position offset and shape offset of \(d_i\) relative to \(g_j\). \(\bar{c}_i\) is a confidence score that reflects the confidence that a box contains a true NE. As Figure 3 shows, \(\Delta d_{l_i}^0\) and \(\Delta d_{r_i}^0\) are regressed by a linear layer, while the classification confidence score \(\bar{c}_i = (c_{i1}^0, c_{i2}^0, \ldots, c_{iZ}^0)\) is predicted by a softmax layer.

We define a characteristic function \(E_{ij}^g = \{0, 1\}\) indicating that a default box \(d_i\) is matched to a relative ground truth box \(g_j\) selected by Equation 13. In the training process, the regression operation updates \(\Delta d_{l_i}^0\) and \(\Delta d_{r_i}^0\) for the purpose of approaching \(d_{l_i}^0\) and \(d_{r_i}^0\), respectively. The location loss can be computed as:

\[
L_{loc}(x, s, l) = \sum_{g_j \in D_{G}} \frac{1}{N} \left( \sum_{d_i \in D_{g_j}, h \in \{s, l\}} E_{ij}^g \text{Smooth}_{L_1}(\Delta d_{l_i}^0 - \hat{d}_{l_i}^0) \right)
\]
In the above equation, \( N = |D_g| \) is the cardinality of \( D_g \). It is used to normalize the weight between \( g_j \in D \). Smooth-L1 is a robust \( L_1 \) loss that quantifies the dissimilarity between \( d_i \) and \( g_j \). It is less sensitive to outliers.

Confidence loss is a softmax loss over multiple class confidences. It is given as follows:

\[
L_{con}(x,c) = - \sum_{d_i \in D_p} E^{c_i} \log(\hat{c}_i) - \sum_{d_i \in D_n} \log(c_i^0) \tag{5}
\]

where \( \hat{c}_i = \exp(\hat{c}_i) / \sum_{z=0}^{Z} \exp(\hat{c}_z) \), \( c_i^0 \) is the confidence score indicating that an example is negative. The total loss function combines the location loss and confidence loss.

\[
L(x,s,l,c) = L_{loc}(x,s,l) + \alpha L_{con}(x,c) \tag{6}
\]

where \( \alpha \) is a predefined parameter balancing the weight between the location loss and confidence loss. The training objective is to reduce the total loss of the location offset and class prediction. In the training process, we optimize their locations to improve their matching degree and maximize their confidences.

### F. Non-Maximum Suppression

In the prediction process, the BR model outputs a set of bounding boxes for each input sentence, referred to as \( D = \{d_1, \ldots, d_{|D|}\} \). Every box \( d_i \in D \) has 3 outputs: \( \Delta d_i^s, \Delta d_i^l \) and \( \hat{c}_i \) indicating the position offset, shape offset and class probability of \( d_i \) relative to a truth bounding box, respectively. After \( \Delta d_i^s \) and \( \Delta d_i^l \) are resized as \( \Delta s_i \) and \( \Delta l_i \), an NE can be identified from \( d_i \) as follows: \([s_i + \Delta s_i, l_i + \Delta l_i, \hat{c}_i]\). An example of the output is shown in Figure 3.

The output \( D \) contains a large number of boxes, but many of them are overlapped. Non-maximum suppression (NMS) is implemented in the prediction process to produce the final decision, which selects true boxes from overlapped neighborhoods. The NMS algorithm is shown in Table II.

**TABLE II: The NMS algorithm of the BR Model**

| Input: \( D = \{d_1, \ldots, d_{|D|}\} \), a threshold \( \lambda \). |
| Output: \( D_e \), recognized NEs. |
| 1: While(if \( D \) is not empty){ |
| 2: Select \( d_i \) from \( D \): for \( \forall d_j \in D \), if \( d_j \neq d_i \), \( \hat{c}_j > \hat{c}_i \). |
| 3: Delete \( d_i \) from \( D \). |
| 4: For \( \forall d_j \in D \), if \( \text{IoU}(d_j, d_i) > \lambda \), then delete \( d_j \) from \( D \). |
| 5: Add \( d_i \) to \( D_e \). |}

It is a one-dimensional NMS algorithm that selects multiscale nested NEs from overlapped positive samples. The NMS algorithm searches local maximized elements from overlapping neighborhoods in which a smaller number of high-confidence boxes are collected. The threshold is adopted to control the overlapping ratio between neighborhoods. In our experiments, the value of \( \lambda \) is set as 0.65. The algorithm improvement of NMS is left as our future work.

### IV. Experiments

In our experiments, the ACE 2005 corpus is adopted to evaluate the BR model. This corpus is collected from broadcasts, newswires and weblogs. It is the most popular source of evaluation data for NE recognition and places more emphasis on language understanding. Compared to other corpora, the task to recognize NEs under the ACE annotation is more challenging. For example, “the six” is labeled as an NE in “President Megawati Sukarnoputri has refused clemency for the six and asked for a speedy execution”. As another example, the sentence “the 31-year-old mother of three was convicted” is annotated with a person name of “three”.

The ACE corpus contains three datasets: Chinese, English and Arabic. In this paper, the BR model is mainly evaluated on the ACE Chinese corpus. To show the extensibility of the BR model regarding other languages, it is also evaluated on the ACE English corpus. The result is presented in Section IV-D in detail.

The Chinese ACE corpus contains 633 documents with 7 entity types. It contains 499 Vehicle (VEH), 1,277 Location (LOC), 324 Weapon (WEA), 8,071 Geo-Political (GPE), 11,351 Person (PER), 4,837 Organization (ORG) and 1,194 Facility (FAC) instances, in which 27,553 entity mentions are collected. Approximately 30% of entity mentions are nested with each other.

In the BR model, we use the same settings as Chen et al. [2] to configure the basic neural network. The length of sentence \( L \) is set to 50. The threshold \( \gamma = 0.5 \) is set to collect positive samples. In the total loss function, \( \alpha = 1 \) is used. The parameter for boundary bounding is set to \( K = 6 \). In all experiments, the performance is reported on 7 positive entity types (the micro-average or “Total”) unless explicitly mentioned.

In our setting, recognizing an NE requires that start and end boundaries of an NE are precisely identified. Because the BR model uses a regression operation to locate an NE of a sentence, all entity locations are mapped into interval \([0, 1]\) for a smooth learning gradient. Therefore, the output of BR is rounded to the nearest character location.

#### A. Influence of Word Representation

For a better understanding of the BR performance, we first make a “close” evaluation, where BR adopts a randomly initialized lookup table to implement word embedding. This model is referred to as BR-Random. It is compared with another BR model (referred to as BR-BERT), which adopts a lookup table pretrained from BERT [4]. In the basic network, the dimension of word embedding is 300 dimensions in BR-Random and 768 dimensions in BR-BERT. Word embedding is fed into a Bi-LSTM layer, which outputs a \( 128 \times 2 \) dimensional \textit{recu} feature map. The result is shown in Table III.

The NE recognition task is implemented at sentence level, where a sentence is usually composed with a limited number of words.

---

6The data are available at: https://catalog.ldc.upenn.edu/LDC2006T06

7An entity mention is a phrase referred to as an NE in a sentence.
of words. The task suffers from a serious feature sparsity problem, which worsens the performance of BR-Random. Because neural network is powerful to capture semantic information by using a pre-trained lookup table initialized from external resources, performance of BR-BERT shows a significant improvement. The result indicates a basic network, truncated from a high-quality sentence labeling task, is helpful to support the BR model.

B. Influence of the Boundary Regression

As discussed in Section H I, D is all the bounding boxes generated from an input sentence S. As shown in Table I, several bounding box sets with specific properties are generated from D, e.g., D_p, D_n and D_g. They play different roles in the BR model.

Equation 2 showed that only D_p is used to compute the location loss. D_n is mainly used to train the classifier for recognizing negative NEs. Using D_G and Equation 2, D_p can be partitioned into a set D_p = {D_{g_1}, D_{g_2}, \cdots}. D_p is a partition of D_p, where \forall d_i \in D_p(\exists g_j \in D_G \land d_i \in D_{g_j}). If i \neq j, D_{g_i} \cap D_{g_j} = \emptyset. Therefore, the location offset of d_i \in D_p is only related to a ground truth box. For every ground truth box g_j, its neighborhoods D_{g_j} are used to generate the location loss. This setting is natural because neighborhoods contain sufficient semantic features about an NE for boundary regression.

In the task of NE recognition, a correct identification requires that both the start and end boundaries of an output and a true NE are precisely matched. In the region proposal process, we set all bounding boxes in D_{g_j} with the same class tag as the relative ground truth box g_j. This setting means that a bounding box that does not precisely match a true NE was given a positive class tag. It will lead to chaos in a traditional model. However, for the BR model, during the training process, the offset is valuable to train the linear layer. Then, every bounding box can approach the true NE by the regression operation. To show the influence of boundary regression, Table IV presents two experiments.

With the exception of the linear layer that is “closed”, “MODEL A” and “MODEL B” have the same architecture and settings as the BR model. They only output class confidence scores for all input bounding boxes. The input for “MODEL A” is the same as the BR model, where all bounding boxes in D_{g_j} are labeled with the same class tag as the relative ground truth box g_j. The ratio between D_p and D_n is also 1:3. The result shows that poor performance is obtained (34.04% in the F1 score). As discussed above, the reason is that many bounding boxes in D_p were given false class tags. They disturb the learning process and cannot yield a coherent predication.

In “MODEL B”, only the ground truth boxes are collected as positive instances. If the start and end boundaries of a bounding box are not precisely matched to a true NE, it is labeled as a negative instance. This setting is the same as an exhaustive enumeration method, which verifies every possible NE candidate up to a certain length (e.g., Sohrab et al. [28]). Compared with the BR model, it has lower performance. There may be two reasons that lead to this problem. First, it generate a large number of negative instances, which leads to the data imbalance problem. Second, in the exhaustive enumeration method, many negative bounding boxes are highly overlapped with a ground truth box. These boxes are very ambiguous and may influence the final performance.

C. Comparison with Chinese Models

To compare the performance of BR with other models, we adopt a popular sequence model (Bi-LSTM-CRF) [12]. It consists of an embedding layer, a Bi-LSTM layer, an MLP layer and a CRF layer. The embedding layer and Bi-LSTM layer have the same settings as the basic network of BR. The MLP layer generates a distribution among NE types. The CRF layer outputs a maximized label sequence. If nested NEs occur, only innermost (or outermost) NEs are selected. Because sequence models are not effective in recognizing nested NEs, as discussed in Section II, the cascading strategy and layering strategy are adopted to solve the nesting problem [1].

In the Chinese ACE corpus, BA is a pipeline framework for nested NE recognition that has achieved state-of-the-art performance [2]. The original BA is a “Shallow” model, which uses a CRF model to identify NE boundaries and a maximum entropy model to classify NE candidates. NNBA is a neural network version, where the LSTM-CRF model is adopted to identify NE boundaries, and a multi-LSTM model is adopted to filter NE candidates.

In this experiment, the “Adam” optimizer is adopted. The learning rate, weight decay rate and batch size are set as 0.00005, 0.01 and 30, respectively. Shallow models refer to CRF-based models. All deep models use the BERT word embedding. We conduct these models with the same settings.
and the same data. All entities with lengths larger than 6 are ignored. The results are shown in Table V.

TABLE V: Comparing with Other Methods

| Model     | P(%) | R(%) | F(%) |
|-----------|------|------|------|
| Innermost | 73.60| 45.50| 56.32|
| Outermost | 72.60| 45.54| 55.97|
| Cascading | 76.52| 51.80| 61.80|
| Layering  | 71.93| 56.57| 63.33|
| BA        | 73.98| 62.16| 67.56|

Shallow Models

| Model     | P(%) | R(%) | F(%) |
|-----------|------|------|------|
| Innermost | 82.00| 70.70| 75.93|
| Outermost | 80.45| 69.08| 74.33|
| Cascading | 76.96| 71.39| 74.07|
| Layering  | 78.85| 81.34| 80.07|
| BA        | 80.49| 79.46| 79.97|

Deep Models

| Model     | P(%) | R(%) | F(%) |
|-----------|------|------|------|
| BR        | 85.79| 76.24| 80.73|

In Table V all deep models outperform shallow models because neural networks can effectively use external resources by using a pretrained lookup and have the advantage of learning abstract features from raw input. In deep models, the performance of innermost and outermost models is heavily influenced by a lower recall rate, which is caused by ignoring nested NEs. The deep cascading model also suffers from poor performance because predicting every entity type by an independent classifier is not an effective approach when using annotated data. The deep layering model is impressive. This model is conducted by implementing two independent classifiers that separately recognize the innermost and outermost NEs. It has higher performance, even outperforming the NNBA model. The reason for the improvement is that, in our experiments, entities with a length larger than 6 are ignored, which decreases the nesting ratio. Most of the nested NEs have two layers, which can be handled appropriately by the layering model.

In Table V the BR model has the best performance. Compared with traditional models, the BR model has three advantages. First, bounding boxes of the BR model are labeled with position parameters. In the training process, they can be used to detect negative examples. This technique is helpful in reducing the influence of data imbalance and in decreasing the computational complexity. Second, learning the training objective for the BR model is a multiobjective optimization problem that simultaneously locates NEs and predicts the class probability. Multiobjective learning can share parameters between tasks. The regression operation to locate NEs has the advantage of using supervised information (NE locations) in an annotation corpus. Third, The BR model is an end-to-end model, which has the ability to learn a global optimized solution and avoid the cascading failure.

The Chinese language is hieroglyphic. It has very little morphological information (e.g., the capitalization) to indicate the word usage. Because there is a lack of delimitation between words, it is difficult to distinguish monosyllabic words from monosyllabic morphemes. However, Chinese has two distinctive characteristics. First, Chinese characters have the shape of a square. Their locations are symmetrical. Second, they are known as square-shaped characters.
Overlapped bounding boxes is the key to solve the nested NE problem. In Figure 4(f), the bottom lines of bounding boxes matching the entity “克林顿” (Clinton) are lowered for better understanding, which shows that nested NEs are distinguished appropriately. We have tracked several bounding boxes and found that bounding boxes are not approaching true NEs smoothly and directly. There are some oscillations between them. In the training process, a bounding box may match the true NE perfectly, while moving away in the next iteration. However, in pace with the increase in the number of training steps, the oscillation tends toward stability.

V. RELATED WORK

Because the BR model is motivated by object detection from computer vision, in the following, we divide the related work into two parts: object detection and NE recognition.

Object detection is implemented in a multistage pipeline in the early stage. A typical object detection model is often composed of three stages: segmentation, feature extraction and classification. Segmentation is implemented to generate possible object locations for prediction. Generic algorithms (e.g., selective search) are often adopted to avoid exhaustively searching. Feature extraction is implemented to extract higher-order abstract features from raw input images. The output of this process is often denoted as a feature map. The feature extraction process can be encapsulated as a basic network truncated from a standard architecture for high-quality image classification, including the VGG-16 network [26], GoogLeNet [30], etc. Finally, an output layer (e.g., a linear SVM or a softmax layer) is used to predict confidence scores for each proposed region.

End-to-end object detection models can be optimized globally and share computing between inputs. These models are often similar in the feature extraction layer and output layer, where a basic network is adopted to extract a conv feature map, and two fully connected layers synchronously output class probabilities and object locations. The main difference is the strategy to generate the region proposal. For example, the Faster R-NN adopts anchor boxes to generate region proposals per feature map [23]. Erhan et al. [6] use a single deep neural network to generate a small number of bounding boxes. Redmon et al. [23] divide an image into grids associated with a number of bounding boxes. Liu et al. [19] use a basic

\[
\begin{array}{|l|l|l|l|l|}
\hline
\text{Models} & \text{P(\%)} & \text{R(\%)} & \text{F(\%)} \\
\hline
\text{Ours} & \text{BR} & 86.62 & 86.76 & 86.69 \\
\hline
\end{array}
\]
In the field of NE recognition, neural networks have also received great attention. Early models usually adopt a sequence model to output flattened NEs (e.g., LSTM, Bi-LSTM or Bi-LSTM-CNN). To handle the nesting problem, the sequence model is redesigned. It has three variants: the layering, cascading and joint models [1]. Parsing trees are also widely used to represent nested NEs into a tree structure [8]. For example, Finkel et al. [7] use internal and structural information of parsing trees to flatten nested NEs. Zhang et al. [35] adopted a transition-based parser. Jie et al. [13] tried to capture the global dependency of a parsing tree.

Recently, many models are designed to recognize nested NEs directly. Lu et al. [20] resolve nested NEs into a hypergraph representation. Xu et al. [33] and Sohrab et al. [28] verify every possible fragment up to a certain length. Wang et al. [31] map a sentence with nested mentions to a designated forest. Ju et al. [14] proposed an iterative method that implements a sequence model in the output of a previous model. Lin et al. [18] propose a head-driven structure. Li et al. [17] combined outputs of a Bi-LSTM-CRF network with another Bi-LSTM network. Strakova et al. [29] proposed a sequence-to-sequence model. Zheng et al. [36] proposed an end-to-end boundary-aware neural model.

In Chen et al. [3], a boundary assembling (BA) model is designed to recognize nested NEs. The BA model identifies NE boundaries, assembles them into NE candidates, and picks up the most probable ones. Lately, the BA model was developed into a neural network-based approach, referred to as NNBA [2], which is effective in capturing semantic information of a sentence by pretrained word embedding. Because NE boundaries have smaller granularity, the task to recognize them is less ambiguous and depends more on local features. Therefore, the two models are useful in recognizing nested NEs. The main drawback of them is that both utilize the cascading framework. They cannot guarantee a global optimized solution.

VI. Conclusion and Future Work

In this paper, we proposed a boundary regression model for nested NE recognition. This model is an end-to-end multiobjective learning framework for nested NE recognition. In the future, the BR model can be extended from three aspects: 1) a more sophisticated basic network can be imported to learn high-order abstract features from input sentences. 2) The context of bounding boxes can be explored to improve performance. 3) A new non-maximum suppression algorithm can be developed to select multiscale nested NEs from overlapped positive samples.
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