Inferring gene regulation dynamics from static snapshots of gene expression variability
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Inferring functional relationships within complex networks from static snapshots of a subset of variables is a ubiquitous problem in science. For example, a key challenge of systems biology is to translate cellular heterogeneity data obtained from single-cell sequencing or flow-cytometry experiments into regulatory dynamics. We show how static population snapshots of co-variability can be exploited to rigorously infer properties of gene expression dynamics when gene expression reporters probe their upstream dynamics on separate time-scales. This can be experimentally exploited in dual-reporter experiments with fluorescent proteins of unequal maturation times, thus turning an experimental bug into an analysis feature. We derive correlation conditions that detect the presence of closed-loop feedback regulation in gene regulatory networks. Furthermore, we show how genes with cell-cycle dependent transcription rates can be identified from the variability of co-regulated fluorescent proteins. Similar correlation constraints might prove useful in other areas of science in which static correlation snapshots are used to infer causal connections between dynamically interact- ing components.

I. INTRODUCTION

A large body of experimental work has quantified significant non-genetic variability in living cells [1–8]. Harnessing the information contained in this naturally occurring variability to infer molecular processes in cells without perturbation experiments is a long-standing goal of systems biology. However, measuring the spontaneous non-genetic variability of only one cellular component does not have sufficient discriminatory power to distinguish between models of complex cellular processes with many interacting components [9]. Fortunately, progress in experimental techniques has made it possible to measure multiple components simultaneously. For example, covariances between mRNA and protein levels have been used to test hypotheses about translation rates in bacteria [10].

Despite improvements in experimental methods, it remains technically challenging to measure multiple different types of molecules in the same cell. More feasible, and thus more common, are experiments that measure multiple levels of the same type of molecule, e.g., measuring different mRNA levels using sequencing techniques [11], or measuring abundances of proteins using fluorescence microscopy [12]. Such experiments have motivated “dual reporter” approaches in which correlations between identical copies of reporters responding to a common upstream signal are used to characterize sources of variability within cellular processes [12–14].

Previous work focused on splitting the total observed variability into “intrinsic” and “extrinsic” contributions under the assumption that reporters are identical in all intrinsic properties. However, actual experimental reporters are never exactly identical. For example, commonly used fluorescent proteins differ enormously in their maturation half-lives ranging from minutes to hours [15]. We show that despite such asymmetries, gene expression reporters can be used to rigorously detect closed-loop control networks from correlation measurements. Furthermore, we show that the inherent asymmetry of reporters can in fact be exploited to our advantage. Because reporters that differ in their intrinsic dynamics respond to their shared upstream input on different time-scales, their variability contains information about the unobserved upstream dynamics even when we have only access to static population snapshots. For example, we show how asymmetric dual reporters can be used to distinguish periodically varying deterministic driving from stochastic upstream “noise”.

The utility of these results lies in interpreting experimental data even when only a small part of a complex regulatory process can be observed directly. Instead of trying to model all of the many direct and indirect steps of gene expression regulation, we analyze entire classes of systems in which we specify only some steps but leave all other details unspecified. This approach allows us to derive inequalities that constrain the space of behaviour that could possibly be observed across a population of genetically identical cells within these classes, regardless of the details of the unspecified parts. These inequalities are in terms of coefficients of variation (CVs) and correlation coefficients of reporter levels, \( x \) and \( y \), engineered to readout components-of-interest,

\[
CV_x := \frac{\sqrt{\text{Var}(x)}}{\langle x \rangle} \quad \rho_{xy} := \frac{\text{Cov}(x, y)}{\sqrt{\text{Var}(x)\text{Var}(y)}},
\]

where angular brackets denote population averages. Such population statistics are experimentally accessible from static snapshots of cellular populations that have reached a time-independent distribution of cell-to-cell variability. If a measurement violates our inequalities, one of our assumptions must be false, regardless of how the unspecified part of the system behaves. This way mathematical
constrained can be used to deduce features of gene expression.

While our results are motivated by methods in experimental cell biology to understand gene expression dynamics, they apply to any “reporters” embedded in a dynamic interaction network, subject to the specified production and elimination fluxes considered here and may thus be more broadly applicable.

II. DETECTING GENE REGULATION FEEDBACK FROM STATIC SNAPSHOTS OF POPULATION HETEROGENEITY

Cells employ both open-loop regulation or closed-loop feedback to control cellular processes [16]. Here we show how to infer the presence of closed-loop feedback for any molecule within a network, by introducing an additional reporter molecule into the system. After describing the key theoretical result we detail the experimental set-up to detect feedback control in gene regulation from mRNA levels or fluorescent protein measurements. In brief, our results apply to “dual reporter” genes that are engineered to share an unspecified but identical transcription rate. This assumption defines our class of models and needs to be experimentally ensured through appropriate genetic engineering in combination with self-consistency checks, such as indistinguishable reporter distributions, as for example reported in [4,12,13,17]. Further experimental considerations are discussed in Sec. IV.

A. Mathematical correlation constraints for open-loop “dual reporters”

Motivated by the transcriptional dynamics of co-regulated genes, we consider a generic class of systems in which two cellular components, X and Y, are produced with a common (but unspecified) time-varying rate, and are degraded in a first order reaction, with average lifetimes $\tau_x$ and $\tau_y$, respectively

$$\begin{align*}
\frac{x}{R(u(t))} & \rightarrow x + 1 & \frac{y}{R(u(t))} & \rightarrow y + 1 \\
\frac{x}{\tau_x} & \rightarrow x - 1 & \frac{y}{\tau_y} & \rightarrow y - 1
\end{align*}$$

(1)

where the transcription rate can depend in any way on a cloud of unknown components $u(t)$, which in turn can depend in arbitrary ways on the number of X and Y molecules, denoted by $x$ and $y$. While we characterize the stochastic reactions of X and Y, the dynamics of all other cellular components remain unspecified, see Fig. 1A, and the resulting dynamics need not be Markovian or ergodic in X and Y. A related class of stochastic processes has been previously considered to analyze mRNA-protein correlations in gene expression [9], whereas here we analyze correlations between co-regulated transcripts.

Previous work established universal probability balance relations that constrain the stationary state distributions of stochastic processes [18]. For the above class of systems, these relations translate the specified reactions of Eq. (1) into an underdetermined system of equations for (co)variances (see Appendix A). Though this system of equations cannot be solved due to the unspecified parts of the dynamics, not all dual reporter correlations $\rho_{xy}$ are accessible for all variability ratios $CV_x/CV_y$. For example, the correlation of any system is bounded by the correlation of two reporters that respond deterministically to their upstream input (Appendix A). When the two reporters respond to their upstream input on unequal timescales, their correlations are constrained as illustrated by the dashed orange lines in Fig. 1B that bound all systems for a given value of $T := \tau_y/\tau_x$. In Fig. 1A and throughout the paper, numerical simulations of specific stochastic models and parameters establish that the inequalities are tight, i.e., that the entire bounded regions are accessible. For illustration, we plot a subset of simulations with arbitrarily chosen sampling density, along with the analytically proven constraints.

The space of possible correlations is restricted much further for open-loop systems in which upstream variables regulate the reporter production rates but are not affected by them, corresponding to all possible systems in Fig. 1A in which X and Y do not affect the unspecified cloud. For all such systems, we can derive additional constraints by considering the hypothetical average of an ensemble of stochastic dual reporters conditioned on the history of their upstream influences. While these conditional averages are typically experimentally inaccessible, they mathematically constrain the measurable (co)variances. We find (see Appendix B) that the correlations of cellular components X and Y that are regulated through an open-loop process must satisfy

$$\frac{|CV_x - T CV_y|}{CV_x - CV_y} \leq \rho_{xy} \quad \text{with} \quad T := \tau_y/\tau_x,$$

(2)

where without loss of generality we assume that $T \leq 1$, i.e., that Y is the faster reporter. Fig. 1B shows the above “open-loop constraint” of Eq. (2) as solid orange lines, for specific values of $T$. Note that, in the symmetric limit $T \rightarrow 1$, Eq. (2) reduces to $\rho_{xy} \geq 0$ and $CV_x = CV_y$ as intuitively expected.

Any system whose measured (co)variability falls outside the region defined by Eq. (2) must be regulated through closed-loop feedback. Violations of this constraint can thus be used to experimentally detect the presence of feedback based on static population variability measurements without the need for perturbations. Fig. 1B shows the (co)variability of simulated systems with feedback (grey dots) and without feedback (blue dots), illustrating that only systems with feedback can fall outside the region bounded by solid orange lines, violating the “open-loop constraint” of Eq. (2). The position of a system outside the “open-loop constraint” can be used to quantify a heuristic “feedback strength” and provides additional information to distinguish positive from negative feedback (see Appendix B2).
Feedback in gene regulation affects the space of possible mRNA covariability. A) We consider all stochastic processes in which two components, X and Y, are made with an identical, but unspecified, rate. This rate can depend in any way on a cloud of unknown components \( u(t) \), which in turn can depend in arbitrary ways on the number of X and Y molecules. The shared production rate of X and Y, together with first-order degradation of X and Y with respective lifetimes \( \tau_x \) and \( \tau_y \), are the only specified parts within this arbitrarily large network, as defined in Eq. (1). B) Space of possible covariability for different values of the life-time ratio \( T := \tau_y/\tau_x \). All systems must satisfy \( \rho_{xy}(1 + T) \leq CV_x/CV_y + TCV_y/CV_x \) corresponding to the area below the dashed orange line. Allowing for feedback (grey dots), the entire space below the dashed orange line is accessible. In the absence of feedback (blue dots), \( \rho_{xy} \) is additionally constrained by Eq. (2), corresponding to the region between the solid orange lines. Dots are stochastic simulation data for specific models of co-regulated genes within the class defined in Eq. (1). Plotted are a subset of simulations with arbitrary density to demonstrate the accessibility of the constrained regions. Blue and grey curves are exemplary toy models (Appendix G) that illustrate the effect of decreasing transcription rate variability (blue) or increasing feedback strength (grey). C) Experimental set-up to detect feedback in the regulation of a native gene of interest \( \text{geneX} \). The native and reporter genes are regulated by identical promoters in the same cell. If the covariability of the transcripts X and Y of such genes falls outside the open-loop constraint of Eq. (2), we can conclude that the gene of interest \( \text{geneX} \) regulates its own transcription. To maximize the discriminatory power of the approach the reporter \( \text{geneY} \) should be engineered to be a passive read-out of transcription without significantly affecting gene expression.

B. Experimentally exploiting mRNA correlations to detect feedback

Eq. (2) can be exploited through an experimental set-up analogous to previously engineered circuits in which co-regulated genes reportedly satisfied the assumptions of Eq. (1) and transcripts were counted with single molecule fluorescence in-situ hybridization (smFISH) [17, 19]. To detect feedback regulation of a gene of interest \( \text{geneX} \), a reporter \( \text{geneY} \) should be introduced whose expression is under the control of an identical copy of the promoter of \( \text{geneX} \), see Fig. 1C. The precise sequence of the reporter gene is unimportant as long as its transcript Y is sufficiently different from the transcript X of the gene of interest to avoid cross-hybridization by RNA probes. This can be achieved, e.g., by making the reporter gene sequence a scrambled version of the gene of interest.

Using smFISH, transcripts X and Y can be measured simultaneously at the single cell level [20]. Simple population snapshots of cell-to-cell variability then determine whether experimentally observed \( CV_x, CV_y, \rho_{xy} \) violate Eq. (2). If this open-loop constraint is violated we can conclude that \( \text{geneX} \) must directly or indirectly affect its own production rate.

If a system falls inside the region defined by Eq. (2) we cannot say whether it is regulated through feedback or not, see Fig. 1B. That is because systems with infinitesimally weak feedback are fundamentally indistinguishable from open-loop processes. To detect significant feedback in \( \text{geneX} \), it is advantageous to ensure the reporter \( \text{geneY} \) is not involved in the same feedback regulation. This could, e.g., be achieved by removing the start codon from \( \text{geneY} \) so its mRNA is not translated, thus preventing the protein of \( \text{geneY} \) from exerting any feedback control. Furthermore, by ensuring that the life-time of the second reporter transcript is comparable to that of the gene of interest we can minimize the accessible area defined by Eq. (2) and thus maximize the discriminatory power of the approach.

Note that only relative abundances are necessary to determine \( CV_x, CV_y, \rho_{xy} \). The above steps can thus be applied to data from single cell sequencing techniques. Additionally, severe violations of Eq. (2) can potentially be detected already from sequential rather than simultaneous measurements of X and Y: if their ratio of CVs falls outside the interval \([T, 1]\) then Eq. (2) must be violated regardless of the value of \( \rho_{xy} \). When analyzing genes with potentially unknown mRNA life-time, the ratio of mRNA life-times \( T \) can be inferred from pairwise correlation measurements between three reporter genes, as detailed in Sec. IV.
Figure 2. Feedback in gene regulation affects the possible covariability of fluorescent protein measurements. A) As before X and Y correspond to co-regulated mRNA, but we now explicitly include the dynamics of immature fluorescent proteins denoted as X’ and Y’, as well as mature fluorescent proteins X” and Y”. Because fluorescent proteins are typically stable and are thus effectively diluted with a common “degradation” time set by the cell-cycle, we focus on gene expression dynamics that is symmetric apart from the maturation step. The asymmetry between the co-regulated genes is then entirely characterized by the ratio of average fluorescent maturation times between the two fluorescent proteins (see Appendix E). The “left boundary” of this region is mathematically derived from (co)variability data in such an experimental set-up, we extend our previous class of systems to experimentally exploratory rates. The level of mature fusion protein, X” to X and Y in Fig. 2A, as they are transcribed with identical promoter as geneZ-GFP and geneZ-RFP then correspond to similar constraints can be derived to interpret gene expression data in which fluorescent fusion proteins are used to quantify gene expression [4]. In this case the experimental read-out involves a fluorescent maturation step in addition to transcription and translation. While this maturation step is often well approximated as exponential [15], its life-time differs significantly between commonly used fluorescent proteins. For example, the maturation half-lifes of mCerulean, mEYFP, mEGFP, and mRFP1 are 6.6 min, 9 min, 14.5 min and 21.9 min respectively [15]. In order to detect gene regulatory feedback from (co)variability data in such an experimental set-up, we extend our previous class of systems to explicitly account for protein translation and maturation events, see Fig. 2A. In this parallel cascade system X” and Y” represent the level of mature fluorescent proteins.

Crucially, open-loop systems in which none of the gene products directly, or indirectly, affect their transcription rate must additionally satisfy

\[
\text{max} \left( \frac{T_m CV_{x''}}{CV_{x'''}} \frac{CV_{y''}}{CV_{y'''}} \frac{1-T_m}{0} \right) \leq \rho_{x''y''} \quad \text{and} \quad \frac{CV_{x''}}{CV_{y''}} \leq 1,
\]

(3)

where \( T_m := \tau_{\text{mat,y}}/\tau_{\text{mat,x}} \) is the ratio of maturation times between the two fluorescent proteins (see Appendix E). The “left boundary” of this region is mathematically identical to the previous bound of Eq. (2), but now applied to the statistics of fluorescence levels X” and Y”. The right-hand bound \( CV_{x''} \leq CV_{y''} \) broadens the region accessible to open-loop processes due the additional intrinsic degrees of freedom of this class of systems. Fig. 2B illustrates the tightness of these bounds (solid orange lines) for \( T_m = 0.5 \), where dots correspond to simulated systems with (grey) and without feedback (blue).

Moreover, analogously to the mRNA-correlations, all possible fluorescence correlations for open-loop systems are constrained by \( \rho_{x''y''} \leq 1 \). Correlations of systems with feedback can break this bound, as shown by the grey dots in Fig. 2B. This is because in the limit of infinitesimally small maturation times and mRNA fluctuations, the system becomes identical to Fig. 1A with \( T = 1 \), which has unbounded correlations as shown in Fig. 1B.

Fluorescent proteins can thus be used to detect whether a given gene regulates its own production as follows. Considering geneZ as the native gene of interest, two recombinant genes, geneZ-GFP and geneZ-RFP (or other spectrally distinguishable pairs) would be engineered into an isogenic cell population under the control of the same (but distinct) promoter as geneZ. The transcripts of geneZ-GFP and geneZ-RFP then correspond to X and Y in Fig. 2A, as they are transcribed with identical rates. The level of mature fusion protein, X” and Y”, can be read out at the single-cell level with fluorescence microscopy, and from the observed \( CV_{x''}, CV_{y''} \), and \( \rho_{x''y''} \) we can detect violations of the open-loop constraint Eq. (3).
If necessary, the discriminatory power of this approach can be increased by introducing a third fusion protein with a different fluorescent maturation time to eliminate the unknown internal degrees of freedom, and determine how much variability is generated through transcriptional, translational, or maturation events (see Appendix J 3).

In modeling this parallel cascade system, we assumed the gene expression dynamics of the two fusion proteins is identical apart from the fluorescent maturation step. This is motivated by the experimental set-up in which we use the same native protein fused to two different fluorescent proteins. The absence of further asymmetries, e.g., caused by codon usage, translation initiation, or reporter cross talk, would need to be established experimentally. Traditionally, this has been done by comparing the distributions of reporter variability for reporters that are claimed to be identical in their transcriptional and translational dynamics [4, 12, 13, 17]. Note that the class of systems defined in Fig. 2A is in fact a subset of a much larger class of systems in which the key specified part is that there is a final maturation step in a symmetric but otherwise unspecified intrinsic cascade of arbitrary steps (see Appendix D), thus allowing for a cascade of sequential post translational modifications that occur before the maturation step.

So far we considered arbitrary values of $T$ to allow for the experimental reality that reporters are never completely identical. Our next results show that $T \neq 1$ is not just a nuisance but can be exploited to infer the dynamics of the transcription rate of open-loop systems.

III. DISTINGUISHING STOCHASTIC FROM DETERMINISTIC TRANSCRIPTION RATE VARIABILITY

A fundamental issue when interpreting cell-to-cell variability is that we generally do not know whether a component’s variability is due to stochastic upstream noise or whether a component is driven by deterministic variability [21]. Next, we show how we can distinguish the two types of dynamics from static population snapshots of asymmetric gene expression reporters.

A. Mathematical correlation constraints for stochastic transcriptional noise

Focusing on the class of systems defined in Eq. (1) in the absence of feedback, we next show how snapshots of dual reporters can be used to infer temporal properties of the unobserved production rates. To discuss periodic driving in cells we consider the stationary state autocorrelation of the transcription rate

$$A(s) := \frac{\langle R(t+s)R(t) \rangle - \langle R(t+s) \rangle \langle R(t) \rangle}{\text{Var}[R(t)]}.$$  

We define a production rate as periodic if this autocorrelation $A(s)$ becomes negative for some $s$. In other words, the periodicity of the driving has to be strong enough such that the rate of production is negatively correlated with itself some time later. Conversely, we define upstream variability as stochastic if the auto-correlation of the unobserved transcription rate is non-negative everywhere, see Fig. 3A.

Fourier analysis of the dynamics of $X$ and $Y$ conditioned on the histories of their production rates shows (Appendix C) that not all systems can exhibit fluctuations everywhere within the region defined by Eq. (2). Components that are stochastically driven are additionally constrained by

$$\sqrt{T} \leq \frac{CV_x}{CV_y},$$  \hspace{1cm} (4)

Sequential measurements of $CV_x$ and $CV_y$ from static snapshots of $X$ and $Y$ can thus discriminate between deterministic and stochastic transcription rates when $CV_x < CV_y \sqrt{T}$ without access to time-series data or directly measuring the unobserved upstream dynamics. Fig. 3 illustrate this discriminatory power with simulated systems in which genes that are periodically driven (blue dots) can fill the entire region defined by Eq. (2) (solid yellow lines), whereas genes that are driven stochastically (red dots) are further constrained by Eq. (4) (dashed black line).

A pair of asymmetric ($T < 1$), co-regulated reporters in an open-loop system can exhibit perfect correlations ($\rho_{xy} = 1$) in two distinct regimes, see Fig. 3B. First, when the upstream variability is much slower than both $\tau_x$ and $\tau_y$, the reporters adjust rapidly to their quasi-stationary states such that $y(t) = Tx(t)$ at all times, and thus $CV_x = CV_y$. The second regime occurs when production rates oscillates rapidly, such that the upstream signal enslave the reporters into a transient regime where their different response times simply shift their average dynamics. This second regime is not accessible by reporters that are driven stochastically. Instead, in the limit of infinitely fast stochastic variability, dual reporter systems approach $CV_x/CV_y \rightarrow \sqrt{T}$ corresponding to the bound of Eq. (4). Where on the right-hand side a stochastically driven system falls can be used to infer the time-scale of the upstream fluctuations (Appendix C).

Inferring upstream dynamics from static snapshots is possible because the reporters probe their upstream dynamics on different time-scales. In fact, in the hypothetical limit of an infinite number of reporters responding to an upstream signal on all time-scales, the autocorrelation of the upstream signal is entirely determined by static measurements of its downstream variability. That is because knowing a signal’s downstream variability on all time-scales effectively determines the Laplace transform of its auto-correlation, see Appendix C.
Figure 3. Periodic transcriptional variability can be distinguished from stochastic variability without experimental access to transcription rates and without following individual cells over time. A) In a noisy cellular milieu, the auto-correlation of a periodic signal is not perfectly periodic but decays. We thus operationally define a signal as periodic when its periodicity is strong enough such that its auto-correlation function becomes negative at some point. Conversely, we classify signals with non-negative auto-correlations as stochastic. B) The left-side of the “open-loop” region defined by Eq. (2) is only accessible by mRNA reporters that are driven by oscillatory production rates rather than purely stochastic upstream variability. The boundary (dashed black) line is defined by Eq. (4). C) Sequential measurements of mRNA reporters X and Y, or fluorescent proteins X” and Y”, can be used to discriminate between stochastic and oscillatory transcription rates if a system violates the respective bounds of Eq. (4) or Eq. (5) (indicated by dashed black line). Selected numerical simulation (dots) illustrate the achievability of the constrained regions, and the arrowed curves indicate how specific models (Appendix G) behave as the downstream response becomes slower. For these systems, we find that oscillatory systems cross the black dashed line when $2\pi\sqrt{\tau_x\tau_y}$ or $2\pi\sqrt{\tau_{\text{mat},x}\tau_{\text{mat},y}}$ become slower than the period of the upstream signal. To detect oscillations it is thus advantageous to choose slow reporters. D) Periodic transcription rates of a gene of interest geneZ can be experimentally detected either utilizing mRNA reporters, X and Y (left panel), or fluorescent protein reporters, X” and Y” (right panel), driven by the promoter of geneZ. If experimental reporters violate Eq. (4) or (5), they land to the left of the dashed black line (panel C), and geneZ must be driven by a periodically varying transcription rate.

B. Experimentally exploiting mRNA correlations to detect periodic transcription rates

The constraint of Eq. (4) can be exploited to detect periodic transcription rates, in experiments in which the promoter of a gene of interest is used to independently drive the expression of two non-native passive gene expression reporters [17, 19]. The details of the two reporter genes are not important as long as their transcripts have unequal life-times, and their products are not involved in any cellular control. Both criteria can be satisfied, e.g., by using a random sequence to encode the first reporter, and combining another random sequence with a mRNA stabilizing motif to encode the second reporter. This motif could be a 5’ stem-loop structure in the case of prokaryotic cells or a carbohydrate recognition domain (CRD) sequence in eukaryotes [22, 23]. Transcript levels of the two reporter genes then correspond to our components X and Y. Fig. 3D (left panel) illustrates this mRNA reporter set-up.

Because sequential measurements of $CV_x$ and $CV_y$ suffice to detect violations of Eq. (4), the two reporters X and Y do not need to be expressed simultaneously and can be measured independently at the single cell level, e.g., using smFISH [24]. Systems satisfying Eq. (4) can be either driven by stochastic or periodic transcription rates, but any violation strictly implies the existence of periodic upstream variability. To detect oscillations it is advantageous to use sufficiently long-lived mRNA reporters such that $2\pi\sqrt{\tau_x\tau_y}$ is comparable or larger to the period of the upstream signal. This is demonstrated by the arrowed curves in Fig. 3C corresponding to exemplary oscillating and stochastic systems (defined in Appendix G) for varying $\tau_y$ and fixed $\tau_x$. This oscillating system crosses into the discriminatory region when $2\pi\sqrt{\tau_x\tau_y}$ is greater than the period of the upstream oscillation. Furthermore, Fig. 3C suggests an advantageous range for $T$ to detect oscillations: $0.25 \leq T \leq 0.5$. 
C. Experimentally exploiting fluorescent protein correlations to detect periodic transcription rates

To detect transcriptional oscillations using co-regulated fluorescent reporter proteins we consider systems as defined in Fig. 2A in the absence of feedback. Just like transcript levels, we can prove (see Appendix F) that correlations between non-identical fluorescent proteins in the absence of periodic driving are constrained by

$$\sqrt{T_m} \leq \frac{CV_{x''}}{CV_{y''}}, \quad (5)$$

where $X''$ and $Y''$ denote the fluorescence levels of the two reporter protein levels with a ratio of maturation times $T_m := \tau_{\text{mat}, y}/\tau_{\text{mat}, z}$. In contrast, systems that are periodically driven can fill the entire region defined by Eq. (3). The constraint of Eq. (5) can be used to detect oscillations in transcription rates from measures fluorescent protein variability analogous to the mRNA method discussed above, see Fig. 3C. The corresponding experimental set-up simply requires two different fluorescent proteins under the same transcriptional control as our gene of interest as illustrated in Fig. 3D (right panel).

IV. APPLYING THEORETICAL BOUNDS TO EXPERIMENTAL DATA

The variables in our constraints are experimentally accessible: mRNA dual reporter life-times, CVs, and correlations have been reported \[17, 19\] with measures in the range \[0.14 \leq T \leq 1, \quad 0.3 \leq CV_{x,y} \leq 3, \quad \text{and} \quad 0.056 \leq \rho_{xy} \leq 0.89\]. CVs from fluorescent protein reporters tend to be smaller, with CVs typically ranging from 0.1 to 1 \[4, 12, 13\]. Next we discuss real-world challenges when our constraints meet experimental data and analyze recent gene expression data quantifying population variability of constitutively expressed fluorescent proteins in \textit{E. coli} [15].

A. Unknown life-time ratios

Our constraints depend on the ratio of reporter life-times or maturation times. For many fluorescent proteins, maturation times can be obtained from the literature [15], but mRNA life-times may not be precisely known or might be highly context dependent. This problem can be overcome through the addition of a third reporter: by measuring pairwise correlations between three dual reporter transcripts within the class of Eq. (1), we can determine the ratio of life-times between any pair of three reporters (Appendix J 1). In particular, the ratio $T := \tau_y/\tau_z$ is given by

$$T = \frac{\eta_{xx} - \eta_{ew}}{\eta_{wy} - \eta_{yw}}, \quad (6)$$

where $w$ denotes the abundance of a third co-regulated mRNA reporter (with unknown/arbitrary life-time), and $\eta_{fg} := \text{Cov}(f,g)/\langle\langle f\rangle\rangle\langle\langle g\rangle\rangle$ denote normalized covariances obtained from population snapshots.

Similarly, for fluorescent proteins within the class of Fig. 2A, we can determine the ratio of maturation times $T_m$ by measuring the correlations of $X''$ and $Y''$ with two other fluorescent proteins of known maturation time (see Appendix J 1). Utilizing additional reporters to determine unknown asymmetries between $X$ and $Y$ is a successful general strategy because the number of constraints on a system increases faster than the number of parameters when adding additional reporters and observing their (co)variance. For example, next we specify how unknown constants of proportionality in transcription or experimental detection can be inferred from pairwise correlation measurements with additional reporters.

B. Proportional transcription rates

So far we considered co-regulated genes that have identical (though probabilistic) transcription rates. This is motivated by experimental synthetic reporter systems in which two fluorescent proteins are expressed under two identical copies of a known transcriptional promoter. Additionally, the above results can be extended to co-regulated genes in which the transcription rates are not identical but proportional to each other, i.e., $R_y = \alpha R_x$ for some $\alpha$. Similar bounds hold for this new class of systems (see Appendix I) but they depend on the proportionality factor $\alpha$ which is potentially unknown. For the class of systems defined in Eq. (1) this issue can be resolved by introducing an additional reporter to determine the constant of proportionality between the transcription rates. If the life-time ratio $T$ is not known \textit{a priori}, then four reporters would be needed in order to determine all unknowns. Additionally, for synthetic fluorescent protein reporters, the constant of proportionality in transcription can be inferred from absolute numbers of molecules. If measurements only report relative numbers, $\alpha$ can be inferred through additional reporter correlations or sequential single-color experiments in which the same fluorescent protein is expressed under the two different promoters (see Appendix J 2).

C. Systematic undercounting

Experimental data in cell biology might not reflect absolute abundances. For example, mRNA molecules are often counted using fluorescence in situ hybridization (FISH), a method that can lead to a systematic undercounting of the copy number due to probabilistic binding between mRNA molecules and the fluorescent probes. Similarly, sequencing methods rely on probabilistic amplification steps to detect transcripts. However, as long as each type molecule is experimentally detected with the same probability, the above bounds and accessible regions are strictly unaffected by the detection probabilities (Appendix H). This can be intuitively understood because undercounting corresponds to a binomial read-
Figure 4. Utilizing bounds to analyze concentrations in growing and dividing cells. A) We want to distinguish stochastically varying transcription rates whose average remains constant throughout the cell-cycle (red line) from transcription rates that change periodically during the cell-cycle (exemplified by blue line). Numbers of molecules oscillate in both types of systems but only systems with cell-cycle dependent driving oscillate in concentrations. Our constraints can identify such periodic gene expression from static snapshots of population variability without access to time-series data. B) Solid orange lines denote open-loop constraints proven for systems in which the reporter concentrations are independent of the cell volume, under the assumption that the cell volume grows exponentially between division events. For mRNA reporters (left panel) concentration correlations are then bounded by the same constraints derived for absolute numbers in the absence of feedback. When transcription rates are periodic, the open-loop constraint of Eq. 2 for absolute numbers does not strictly apply to concentrations. Numerical simulations of example systems (blue dots) suggest that such systems only fall fall marginally outside the orange bounds. For fluorescent reporters (right panel), the feedback bounds (orange lines) for concentrations depend on the additional parameter \( T^m_m := (1/\tau_{\text{mat},x} + \ln(2)/\tau_c)/(1/\tau_{\text{mat},y} + \ln(2)/\tau_c) \) where \( \tau_c \) is the average cell-cycle time, see Eq. (7). However, for both mRNA and fluorescence levels, Eqs. (4) and (5) (dashed black lines) can be used to detect cell cycle dependent genes from asynchronous static snapshots of dual reporter concentrations. C) Previously reported gene expression variability data for constitutively expressed fluorescent proteins that exhibit first order maturation dynamics in \textit{E. coli} [15]. Plotted are variability ratios and reporter asymmetries with respect to the observed dynamics of mEYFP. As expected for constitutively expressed fluorescent proteins, the experimental data is consistent with the class of gene expression models that do not exhibit feedback and are not periodically driven (pink region) bounded by Eq.(5) and Eq.(8). With the exception of the indicated mEGFP outlier, all data fall along the right hand boundary that is only accessible for systems whose fluorescence variability is dominated by a translation, maturation, or machine read-out step. The yellow corridor indicates the estimated uncertainty in reported cell-cycle time \( \tau_c = (28.5 \pm 2) \) min and the reference mEYFP maturation half-life \( \tau_{\text{mat},y} \ln(2) = (9.0 \pm 0.7) \) min. Variability ratios with respect to all other reference fluorescence proteins confirm the above picture with the exception of the observed mEGFP variability which violates the expected behaviour, see Appendix L.

out step which de-correlates measurements just like the already accounted for stochastic reaction steps. While reported averages, variances, and correlations strongly depend on detection probabilities, their accessible region is bounded by the same inequalities described above. If different reporters have a different probability of being detected we can generalize the above constraints to account for that and infer the missing parameter from pairwise correlations between three reporters (see Appendix J 2).

D. Concentration measurements instead of absolute numbers

Growing and dividing cells exhibit a natural cycle in which, on average, cell-division “eliminates” half the molecules of a cell while also reducing the cell volume by a factor of two. Instead of considering absolute numbers, many experiments thus report concentrations of molecules which (on average) are unaffected by cell-division. In the preceding discussion, the specified re-

actions describe the birth and death of molecules, but exactly the same constraints of Eqs. (4) and (5) can be used to analyze concentration measures of growing and dividing cells. When using concentrations to determine CVs, violations of Eqs. (4) and (5) can then detect genes whose transcription rate varies periodically during the cell-cycle, see Fig. 4. In this analysis of concentrations we allow for binomial splitting noise, division time fluctuations, and asymmetric divisions, and we assume that cellular volume grows exponentially between divisions (Appendix K).

When reporter concentrations are independent of cell volume, open-loop constraints for concentrations similar to the ones derived for absolute numbers can be analytically proven (Appendix K). For co-regulated mRNA this constraint is exactly identical to Eq. (2), but for fluorescent proteins the equivalent of Eq. (3) changes because concentrations are subject to an additional degradation rate from dilution governed by the average cell-cycle time \( \tau_c \). In the absence of feedback, CVs in fluorescence concentrations that are volume independent are constrained
by
\[
\max \left( \frac{T_m \frac{CV_{x''}}{CV_{y''}} - \frac{CV_{x''}}{CV_{y''}}}{1 - T_m^2}, 0 \right) \leq \rho_{x''y''} \leq \frac{T_m \frac{CV_{x''}}{CV_{y''}} - \frac{CV_{x''}}{CV_{y''}}}{T_m^2 - 1},
\]
where \( T_m = \frac{1}{\tau_{mat,x} + \ln(2)/\tau_c} \) and \( T_m = \frac{1}{\tau_{mat,y} + \ln(2)/\tau_c} \), and these bounds are indicated by the solid orange lines in Fig. 4B (right panel).

Systems in which the reporter concentrations are not independent of the volume are not bound by the above constraints. However, numerical simulations suggest that CVs in concentrations violate inequalities Eqs. (2), (7) only marginally, see blue dots in Fig. 4B. An exact bound can be derived to strictly constrain this class of systems if we have experimental access to a third reporter (see Appendix K 3).

E. Data from constitutively expressed fluorescent proteins fall within the expected bounds

Ultimate proof that our constraints can be used to identify periodically expressed genes will consist of experimentally observing CVs of cell-cycle dependent promoters that violate Eq. (4) or Eq. (5) in physiologically relevant regimes. However, even in the absence of such direct verification, the applicability of our method can be supported through a self-consistency check, i.e., whether data for fluorescent proteins expressed through a constitutive promoter fall into the expected region of gene expression dynamics that is stochastically driven and not subject to feedback control. Such data exists in E. coli for fluorescent proteins with precisely determined maturation dynamics [15]. Here, we analyze this cell-to-cell variability data for fluorescent reporters that exhibited clear first-order maturation dynamics by determining the CV in protein concentration after subtracting volume variability of growing and dividing cells (Appendix L).

In the absence of simultaneous fluorescence measurements, sequential CV measurements in concentrations are constrained by
\[
T_m^c \leq \frac{CV_{x''}}{CV_{y''}} \leq \sqrt{T_m^c \frac{T_m}{T_m^c - 1}}, \tag{8}
\]
which corresponds to the bounds of Eq. (7) when allowing for any value of the correlation coefficient (unobserved for sequential variability measurements). As discussed in the previous section, the no-oscillation constraint of Eq. (5) still applies directly even when we analyze concentrations rather than absolute numbers.

In Fig. 4C we present experimentally determined variability data [15] for fluorescent proteins under control of the constitutive promoter proC in E. coli with mEYFP variability and maturation dynamics as a reference point. As expected for constitutively expressed fluorescent proteins, the data for these biologically “boring” systems is consistent with the class of gene expression models that do not exhibit feedback and are not periodically driven (pink region), bounded by Eq. (5) and Eq. (8). Error bars for \( T_m^c \) in Fig. 4C are taken from [15] with error propagation, and error bars in CVs and their ratios are the standard error of the mean from three independent cell cultures with error propagation respectively. Furthermore, all data (with the exception of mEGFP) follow the right boundary of the allowed region. The observed variability of mEGFP is confirmed as an outlier when using the mEGFP measurements as a reference point for which the observed CV-ratios violate our predicted bounds (see Appendix L). One possible explanation of this outlier would be that mEGFP cells grew more slowly than the experimentally reported 28.5 min cell-division times for all strains.

Data that falls on the right hand boundary is consistent with negligible biological noise upstream of translation or with variability that is dominated by technical measurement noise whose normalized variance decreases with the inverse of the mean population signal (see Appendix L).

F. Measurement noise & technological limitations

Theoretical constraints can be experimentally exploited as long as measurement uncertainties are sufficiently small. While considering the sampling error of cell-to-cell variability, 95% confidence intervals for CVs have been reported to be around 5-10% of the respective CV value [12, 19]. Similarly, experiments have shown high biological reproducibility, e.g., three repeats of identical flow-cytometry experiments exhibited a standard error of the CVs of around 10% [15]. However, a significant limitation remains for current experimental high-throughput methods like flow-cytometry or single-cell sequencing: the measurements techniques themselves introduce significant noise, especially when used with bacteria [25, 26], which means that technical variability can introduce a systematic error in estimates of biological variability. In such cases, one can attempt to deconvolve true biological variability from measurement noise using experimental and analytical techniques, e.g., by using calibration beads [25] or by using noise models [26]. Alternatively, one can opt for methods of lower throughput but greater precision, for example, mRNA measurements by single-molecule FISH (smFISH) are well-suited for validation of our method given its accuracy and high sensitivity [27]. Rapid improvements in high throughput quantification tools such as sequential FISH (seqFISH) will provide exciting opportunities for future applications of our work [28].

V. DISCUSSION

While our results are motivated by the analysis of gene expression dynamics, utilizing correlation constraints to characterize the dynamics within complex processes may prove useful in other areas of science in which systems involve many interacting components whose dynamics is
difficult or impossible to track completely. Our results show that it is possible to rigorously analyze correlations within classes of incompletely specified physical models without resorting to statistical inference methods. Crucially, our approach does not require time-resolved data, which is often unavailable for complex systems. For example, following individual cells over time is much more challenging, and thus less common, than taking static population snapshots of cellular abundances.

Our correlation constraints provide a framework to detect the presence of feedback strictly from observations of a small subset of components within a much larger cellular process. This could, e.g., be utilized to pinpoint molecular components that are involved in feedback regulation of a gene by observing how our proposed signature of feedback is affected in knock-out experiments. Additionally, our results highlight that using unequal reporters can reveal dynamic properties of regulation even in the absence of temporal data. These constraints are fundamentally due to the dynamics of interactions and are not apparent in previous work that considered asymmetric dual reporters as static random variables [29]. For example, we show that theoretically cell-cycle dependent transcription rates can be detected from static population measurements of asymmetric downstream products of gene expression. Additionally, we explicitly show that our mathematical framework can be utilized even when experimental techniques detect individual molecules only probabilistically or when key parameters are unknown. Finally, we report an experimental “negative control” in which we confirm that the measured variability of transcription rates can be detected from static population snapshots of cellular abundances.
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APPENDIX

Here we detail the mathematical derivations and illustrate some of the results in greater depth. Throughout the appendix we denote the normalized (co)variance as

\[ \eta_{fg} := \text{Cov}(f, g)/(\langle f \rangle \langle g \rangle), \]

where the statistical measures are stationary population averages.

First we go over the mathematical framework in which we model reaction networks in cells. The state of an intracellular biochemical network at a given moment in time is given by the integer numbers \( \{x_i\} \) of the chemical species \( \{X_i\} \), which we can write as \( \mathbf{x} = (x_1, \ldots, x_n) \).

\[ \text{This system is dynamic, and so this state } \mathbf{x} \text{ will undergo discreet changes over time as reactions occur. If there are } m \text{ possible reactions in the system, we can write them as} \]

\[ \mathbf{x} \xrightarrow{r_k(x)} \mathbf{x} + \mathbf{d}_k \quad k = 1, \ldots, m \]

where the rate \( r_k(x) \) corresponds to the probability per unit time of the \( k \)-th reaction occurring, and the step size \( \mathbf{d}_k = (d_{1k}, \ldots, d_{nk}) \) corresponds to the change in the chemical species numbers \( \mathbf{x} \) from the \( k \)-th reaction (the \( d_{ik} \) are positive or negative integers). It then follows that the system probability distribution \( P(\mathbf{x}, t) \) evolves according to the chemical master equation [30, 31]:

\[ \frac{d}{dt} P(\mathbf{x}, t) = \sum_k [r_k(\mathbf{x} - \mathbf{d}_k)P(\mathbf{x} - \mathbf{d}_k, t) - r_k(\mathbf{x})P(\mathbf{x}, t)]. \]

Time evolution equations for the moments \( \langle x_i^k \rangle \) of each component \( X_i \) follow directly from the chemical master equation [31].

\section*{Appendix A: Fluctuation balance relations for systems as defined in Eq. (1)}

Previous work established general relations that constrain fluctuations of components within incompletely specified reaction networks [18]. In particular, any two components \( Z_1 \) and \( Z_2 \) in an arbitrarily complex network that reach wide-sense stationarity, must satisfy the following flux balance relations

\[ \langle R_1^+ \rangle = \langle R_2^- \rangle, \quad \text{(A1)} \]

as well as the following fluctuation balance relations

\[ \text{Cov}(z_1, R_2^+ - R_2^-) + \text{Cov}(z_2, R_1^- - R_1^+) = \sum_k d_{1k}d_{2k}\langle r_k \rangle, \quad \text{(A2)} \]

where \( R_i^+ \) and \( R_i^- \) are the net birth and death fluxes of component \( Z_i \), and the summation is over all reactions in the network, with \( r_k \) the rate of the \( k \)-th reaction, and \( d_{ik} \) the step-size of \( Z_i \) of the \( k \)-th reaction. For the class of systems in Eq. (1), Eqs. (A1) and (A2) imply

\[ \langle R \rangle = \langle x \rangle / \tau_x \quad \& \quad \langle R \rangle = \langle y \rangle / \tau_y, \quad \text{(A3)} \]

and

\[ \eta_{xx} = \frac{1}{\langle x \rangle} + \eta_{xR}, \quad \eta_{yy} = \frac{1}{\langle y \rangle} + \eta_{yR}, \quad \text{(A4)} \]

These relations must be satisfied by all systems in the class, regardless of the unspecified details. This allows
us to set general constraints that hold for the entire class of systems. For example, the above relations lead to
\[
\eta_{xy} = \frac{1}{1+T} \left( \eta_{xx} - \frac{1}{\langle x \rangle} \right) + \frac{T}{1+T} \left( \eta_{yy} - \frac{1}{\langle y \rangle} \right)
\]
\[
\leq \frac{1}{1+T} \eta_{xx} + \frac{T}{1+T} \eta_{yy},
\]
where in the 2nd step we used fact that the averages are positive. Dividing this bound by \(\sqrt{\eta_{xx} \eta_{yy}}\) leads to
\[
\rho_{xy}(1+T) \leq \frac{CV_x}{CV_y} + T \frac{CV_y}{CV_x},
\]
which is the bound indicated by the dashed orange line in Fig. 1B. The inequality becomes an equality when \(\frac{1}{\langle x \rangle} \rightarrow 0\), which corresponds to systems where \(X\) and \(Y\) exhibit no intrinsic stochasticity and follow the upstream signal deterministically.

**Appendix B: Constraints on open-loop systems for systems as define in Eq. (1)**

1. **Derivation of the open-loop constraint Eq. (2)**

We consider a hypothetical ensemble of systems from the class of Eq. (1) that all share the same upstream history \(u[-\infty, t]\). We can then consider the average stochastic dual reporters conditioned on the history of their upstream influences [32, 33], which corresponds to the averages at a moment in time in this hypothetical ensemble
\[
\bar{x}(t) = E[X_t|u[-\infty, t]] \quad \text{&} \quad \bar{y}(t) = E[Y_t|u[-\infty, t]].
\]
These are time-dependent variables that depend on the upstream history \(u[-\infty, t]\). We can take averages \(\langle \bar{x} \rangle\) and (co)variances \(\eta_{\bar{x}\bar{x}}\) over the distribution of all possible histories.

This conditional system is not stationary because of the synchronised rate \(R(t) = R(u(t))\), and so the time-evolution of the averages will follow the following differential equations [32]
\[
\frac{d\Delta \bar{x}}{dt} = \Delta R(t) - \Delta \bar{x}(t)/\tau_x, \quad \frac{d\Delta \bar{y}}{dt} = \Delta R(t) - \Delta \bar{y}(t)/\tau_y, \tag{B1}
\]
where \(\Delta \bar{x} = \bar{x} - \langle x \rangle\), \(\Delta \bar{y} = \bar{y} - \langle y \rangle\), and \(\Delta R(t) = R(t) - \langle R \rangle\). These differential equations correspond to a linear response problem in which \(X\) and \(Y\) both respond to \(R(t)\) on different timescales. To relate the results to the actual ensemble we multiply the left differential equation by \(\bar{x}\) and take the expectation over all histories \(u[-\infty, t]\) to get
\[
E \left[ \frac{1}{2} \frac{d\Delta \bar{x}^2}{dt} \right] = E[\Delta \bar{x} R(t)] - E[\Delta \bar{x}^2]/\tau_x.
\]
Note that \(E \left[ \frac{d\Delta \bar{x}^2}{dt} \right] = \frac{d}{dt} E[\Delta \bar{x}^2] = \frac{d}{dt} \text{Var}(\bar{x})\), which equals zero at wide-sense stationarity. We thus have
\[
\text{Cov}(\bar{x}, \Delta R(t)) = \text{Var}(\bar{x})/\tau_x.
\]
Moreover, we have
\[
\text{Cov}(\bar{x}, R(t)) = E[\bar{x} R(t)] - E[\bar{x}] \cdot E[R(t)]
\]
\[
= E[E[X_t|u[-\infty, t]] \cdot R(t)] - \langle x \rangle \langle R \rangle
\]
\[
= E[E[X_t R(u(t))|u[-\infty, t]] - \langle x \rangle \langle R \rangle
\]
\[
= \langle x R \rangle - \langle x \rangle \langle R \rangle = \text{Cov}(X, R).
\]
Putting these results together and normalizing we find
\[
\eta_{\bar{x}\bar{x}} = \eta_{xR} \quad \text{&} \quad \eta_{\bar{y}\bar{y}} = \eta_{yR}, \tag{B2}
\]
where the flux-balance relations Eq. (A3) were used and the expression on the right follows by symmetry. Similarly, it has been shown [32] that \(\eta_{\bar{y}\bar{x}} = \eta_{xy}\). Comparing with the fluctuation-balance relations Eq. (A4), we find
\[
\eta_{xx} = \frac{1}{\langle x \rangle} + \eta_{\bar{x}\bar{x}}, \quad \eta_{yy} = \frac{1}{\langle y \rangle} + \eta_{\bar{y}\bar{y}}, \tag{B3}
\]
These relations allow us to translate results derived from the deterministic dynamics to the stochastic dynamics. We now use Cauchy-Schwarz as follows
\[
\left( \frac{1}{1+T} \eta_{xx} + \frac{T}{1+T} \eta_{yy} \right)^2 = \eta_{\bar{x}\bar{y}}^2 \leq \eta_{xx} \eta_{yy}.
\]
This inequality leads to a quadratic that can be solved to obtain the following inequality
\[
T^2 \eta_{yy} \leq \eta_{\bar{x}\bar{x}} \leq \eta_{\bar{y}\bar{y}}. \tag{B4}
\]
We need to write this inequality in terms of the measurable (co)variances \(\eta_{xx}, \eta_{yy},\) and \(\eta_{xy}\). To do this, note that the flux-balance equations Eq. (A3) and the fluctuation-balance equations Eq. (A4) comprise a linear system of 5 equations and 5 unknowns. We can thus solve for \(\eta_{xR}\) and \(\eta_{yR}\) in terms of the measurable (co)variances
\[
\eta_{xR} = \frac{(1+T)\eta_{xy} - T\eta_{yy} + \eta_{xx}}{2},
\]
\[
\eta_{yR} = \frac{(1+T)\eta_{xy} + T\eta_{yy} - \eta_{xx}}{2T}. \tag{B5}
\]
From Eq. (B2) we find that \(\eta_{\bar{x}\bar{x}} = \eta_{xR}\) and \(\eta_{\bar{y}\bar{y}} = \eta_{yR}\), so we substitute Eq. (B5) into Eq. (B4), which leads to the open-loop constraint of Eq. (2).

2. **Discriminating types of feedback**

The open-loop constraint of Eq. (2) constrains all systems from the class of Eq. (1) in which \(X\) and \(Y\) are not connected in some kind of feedback loop. Here we derive similar constraints on systems where only one of the components undergoes open-loop regulation, while the other can still be connected in a feedback loop. We will also show how co-regulated reporters can be used to
infer whether or not the feedback is negative, and if so, how to measure the noise suppression from this negative feedback using only (co)variance measurements.

First, we consider systems in which there is no feedback in one of the components, say $X$. We can then condition on the history of the upstream variables $u(t)$ and the history of $Y$ — together they make a larger cloud of components that can affect $X$ but are not affected by $X$. Just like the previous section, we then consider the conditional average $\bar{x} = E[X_t|u[-\infty,t],y[-\infty,t]]$, from which we have

$$E[\bar{x}(t)y(t)] − E[\bar{x}]E[y(t)] = \ldots$$

$$= E[E[X_tY_t|u[-\infty,t],y[-\infty,t]]] − (x)(y)$$

$$= E[E[X_tY_t|u[-\infty,t],y[-\infty,t]]] − (x)(y)$$

$$= (xy) − (x)(y) \Rightarrow \eta_{xy} = \eta_{xy}.$$

We can then use the Cauchy-Schwarz inequality in the following way: $\eta_{xy} = \eta_{x}^2 \leq \eta_{\bar{x}}\eta_{yy}$. This inequality bounds systems in which there is no feedback in $X$. We would now like to write it in terms of measurable (co)variances. To do this, we note that the relation $\eta_{\bar{x}} = \eta_{xR}$ from Eq. (B2) still holds here as we made no assumptions about $Y$ in that derivation. We can thus use Eq. (B5) to write $\eta_{\bar{x}}$ in terms of the measurable (co)variances and substitute the results in the above inequality. This leads to the following constraint

$$\rho_{xy}^2 \leq \frac{1}{2} \left( 1 + T \rho_{xy} \frac{CV_y}{CV_x} − T \left( \frac{CV_y}{CV_x} \right)^2 + 1 \right). \quad (B6)$$

Systems that break this constraint must have some kind of feedback in $X$. Similarly, we can derive the analogous constraint on systems with no feedback in $Y$:

$$\rho_{xy}^2 \leq \frac{1}{2T} \left( 1 + T \rho_{xy} \frac{CV_x}{CV_y} + T − \left( \frac{CV_x}{CV_y} \right)^2 \right). \quad (B7)$$

Systems that break this constraint must have some kind of feedback in $Y$. These bounds are plotted in Fig. 5A.

Next, we show how to detect negative feedback. Here we define feedback to be negative when $\eta_{xR} < 0$. That is, the birthrate $R$ acts to suppress noise in $X$ below poisson noise. From Eq. (B5), $\eta_{xR}$ and $\eta_{yR}$ can be solved for in terms of the measurable (co)variances. (Co)variance measurements between co-regulated mRNA can thus be used to measure $\eta_{xR}$ and $\eta_{yR}$ using Eq. (B5), see Fig. 5B. Moreover, we can quantify how strong this negative feedback is through the noise suppression: $\eta_{\bar{x}}/(1/(x)) = \eta_{\bar{x}}/(1/\tau_x)$. As the negative feedback gets stronger, the noise suppression will get smaller and quantifies the strength of the negative feedback.

$$\eta_{\bar{x}} = \frac{1}{\tau_x} \int_0^\infty A(s)e^{-s/\tau_x} \, ds, \quad (C1)$$

where $A(s)$ is the auto-correlation of the time-varying transcription rate $R(t)$ (see below for a detailed derivation). For a given input $R(t)$, $\eta_{\bar{x}}$ depends on $\tau_x$, and so measuring $\tau_x \eta_{\bar{x}}$ as a function of $\tau_x$ effectively determines the Laplace Transform of the auto-correlation of $R(t)$ from static variance measurements of downstream reporters. Our results exploit the fact that knowing static downstream variability for just two values of $\tau_x$ constrains the possible dynamics of $R(t)$.

In particular, with $\tau_y < \tau_x$ we have

$$\eta_{\bar{x}} − T\eta_{yy} = \frac{\eta_{xR}}{\tau_x} \int_0^\infty A(s) \left( e^{-s/\tau_x} − e^{-s/\tau_y} \right) \, ds. \quad (C2)$$

Figure 5. The space of possible covariability between mRNA-levels of co-regulated genes depends on the type of feedback

A) Systems that have no feedback in $X$ must lie in the region bounded by the light-red solid lines which corresponds to the region bounded by Eq. (B6). Systems that lie outside of this region must have feedback in $X$. Similarly, systems that have no feedback in $Y$ must lie in the region bounded by the light-blue solid lines which corresponds to the region bounded by Eq. (B7). B) Here we define feedback to be negative when the mRNA transcription rate is negatively correlated with the mRNA levels: $\eta_{xR} < 0$. This would correspond to highly regulated systems that exhibit noise suppression. Using co-regulated reporters, $\eta_{xR}$ and $\eta_{yR}$ can be measured from static (co)variance measurements of $X$ and $Y$ using Eq. (B5).

Appendix C: Dynamics from static transcript variability

The stationary solution for the variance of $\bar{x}(t)$ follows from the linear response problem Eq. (B1) with

$$\eta_{\bar{x}} = \frac{1}{\tau_x} \int_0^\infty A(s)e^{-s/\tau_x} \, ds, \quad (C1)$$

where $A(s)$ is the auto-correlation of the time-varying transcription rate $R(t)$ (see below for a detailed derivation). For a given input $R(t)$, $\eta_{\bar{x}}$ depends on $\tau_x$, and so measuring $\tau_x \eta_{\bar{x}}$ as a function of $\tau_x$ effectively determines the Laplace Transform of the auto-correlation of $R(t)$ from static variance measurements of downstream reporters. Our results exploit the fact that knowing static downstream variability for just two values of $\tau_x$ constrains the possible dynamics of $R(t)$.
grand of Eq. (C2) is non-negative such that
\[ T \eta \bar{y} \leq \eta \bar{x}. \] (C3)

Eq. (C3) gives the bound of Eq. (4) after substituting \( \eta \bar{x} = 1/(\bar{x}) \) and \( \eta \bar{y} = 1/(\bar{y}) \) together with the flux balance given by Eq. (A3).

We can further bound the class of stochastic systems based on the timescale of the upstream fluctuations. If upstream fluctuations are slower than \( \tau_R \) such that
\[ A(s) \geq e^{-s/\tau_R}, \]
we have
\[ \eta \bar{x} \rightarrow 0, \] and Eq. (C4) converges to Eq. (4). Conversely, if upstream fluctuations are faster than \( \tau_R \), the integrand is symmetric in \( t \), and as \( \fint \rightarrow \infty \), we have
\[ \beta (1 - T) \rho \bar{x} \leq CV_x - T CV_y, \] (C4)

where \( \beta = (1 + T)/(2T(1 + T) + (1 - T)) \).

In the limit where \( \tau_R \rightarrow 0 \) we have \( \beta \rightarrow 0 \), and as a result Eq. (C4) converges to Eq. (4). Conversely, for slow stochastic upstream fluctuations as \( \tau_R \rightarrow \infty \) we have \( \beta \rightarrow 1 \), and Eq. (C4) converges to the right boundary of the open-loop constraint (see Fig. 6). The analytical bound of Eq. (C4) is marginally loose. A tight bound can be derived numerically as presented in the Supplemental Material [34].

**Derivation of Eq. (C1):** Taking the Fourier transforms of Eq. (B1) and using the Wiener-Khinchin theorem [35] which states that the spectral density of a random signal is equal to the Fourier transform of its autocorrelation, we find
\[ \mathcal{F}[\mathcal{R}^\omega] = \mathcal{F}[\mathcal{R}^R]/(1 + \omega^2) \quad \& \quad \mathcal{F}[\mathcal{R}^y] = \mathcal{F}[\mathcal{R}^R]/(1/T^2 + \omega^2), \]

where \( \mathcal{R}^R \) is the autocovariance of \( R \). Since \( \mathcal{R}^R(t) = \Var\{R(t)\} \), the variances can be found by taking the inverse Fourier transforms at \( t = 0 \)
\[ \Var(\bar{x}) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \mathcal{F}[\mathcal{R}^R] d\omega, \]
\[ \Var(\bar{y}) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \mathcal{F}[\mathcal{R}^R] d\omega. \] (C5)

We thus have
\[ \Var(\bar{y}) = \ldots \]
\[ = \frac{1}{2\pi} \int_{-\infty}^{\infty} \mathcal{F}[\mathcal{R}^R]/(1 + (\omega T)^2) d\omega, \]
\[ = \frac{1}{2\pi} \int_{-\infty}^{\infty} \mathcal{R}^R(t) e^{-i\omega t} dt \left( \frac{T^2}{1 + (\omega T)^2} \right) d\omega, \]
\[ = \frac{1}{2\pi} \left[ \int_{-\infty}^{\infty} \mathcal{R}^R(t) \cos(\omega t) dt \left( \frac{T^2}{1 + (\omega T)^2} \right) d\omega \right] \]
\[ = \frac{1}{2\pi} \int_{-\infty}^{\infty} \mathcal{R}^R(t) (\int_{-\infty}^{\infty} \cos(\omega t) \left( \frac{T^2}{1 + (\omega T)^2} \right) d\omega) dt, \]
\[ = \frac{1}{2} \int_{-\infty}^{\infty} \mathcal{R}^R(t) Te^{-|t|/T} dt \]
\[ = \int_{0}^{\infty} \mathcal{R}^R(t) Te^{-|t|/T} dt, \]

where in the third step we use the fact that \( \mathcal{R}^R(t) \) is real and symmetric, and in the last step we use the fact that the integrand is symmetric in \( t \). Normalizing by the averages, we have Eq. (C1). Note that this expression can also be derived by writing down the general solution of \( \Delta \bar{y}(t) \) from the differential equation Eq. (B1), squaring

**Figure 6. The space of possible correlations between co-regulated reporters depends on the timescale of the upstream fluctuations.** A) The timescale of stochastic fluctuations is characterized by how quickly the autocorrelation of the signal (red) decays to zero. By bounding the auto-correlation from below by \( e^{-t/\tau_R} \) (black dashed curve) we set a lower bound on how quickly the signal autocorrelation can decay to zero. This thus sets a lower bound on the “speed” of the signal fluctuations. B) Open-loop systems in which the upstream auto-correlation is bounded below by \( e^{-t/\tau_R} \) are bounded further towards the right. The solid dark red lines correspond to the loose bound given by Eq. (C4), whereas the black dashed lines are given by the stricter numerical bound presented in the supplement [34]. These constraints can be used to gain information on the timescale of upstream fluctuations with only access to static snapshots of dual reporter transcript concentrations obtained, e.g., from single-cell sequencing methods that report snapshots of transcript abundances rather than temporal information.
the solution to get $\Delta \bar{y}(t)^2$, and taking the ensemble average over all histories, where ergodicity is not assumed.

### Setting bounds on the spectral density of upstream influences using co-regulated reporters

Numerical simulations of sinusoidal driving indicate that slow oscillations lie along the right hand side of the open-loop region in Fig. 1B, and move towards the left as the frequency of oscillation increases. Here we derive approximate conditions for how large an oscillation frequency needs to be to break the constraint given by Eq. (4) of the main text. In particular, systems in which the spectral density of the upstream signal $|F[R]|^2(\omega)$ is zero for all $\omega \geq \omega_u$ are bounded by the following inequality

$$
\left( T \frac{CV_y}{CV_x} - \frac{CV_z}{CV_y} \right) \frac{(1 + T)}{(\gamma + T)} \geq (T - \gamma) \rho_{xy}
$$

where $\gamma = \left( \frac{1 + \omega_u^2}{1 + \omega_T^2} \right)$. \hfill (C6)

Systems that break the above inequality cannot satisfy the requirement that $|F[R]|^2(\omega) = 0$ for all $\omega \geq \omega_u$. Similarly, systems in which the spectral density of the upstream signal $|F[R]|^2(\omega)$ is zero for all $\omega \leq \omega_u$ are bounded by the following inequality

$$
(T - \gamma) \rho_{xy} \leq \left( T \frac{CV_y}{CV_x} - \frac{CV_z}{CV_y} \right) \frac{(1 + T)}{(\gamma + T)}
$$

where $\gamma = \left( \frac{1 + \omega_u^2}{1 + \omega_T^2} \right)$. \hfill (C7)

Systems that break the above inequality cannot satisfy the requirement that $|F[R]|^2(\omega) = 0$ for all $\omega \leq \omega_u$.

Eqs. (C6) and (C7) bound fast oscillations towards the left and slow oscillations towards the right of the open-loop region in Fig. 1B. As an oscillatory signal will have a peak in its spectral density centered at the angular frequency of the oscillation, Eqs. (C6) and (C7) provide us with an estimation for how fast an upstream oscillation needs to be relative to the reporter lifetimes in order for the system to cross the no-oscillation line and be fully discriminated from stochastic signals. In particular, setting $\gamma = T$ turns (C7) into the "no-oscillation constraint" given by Eq. (4) of the main text, and turns Eq. (C6) into the opposite constraint which constrains systems to be in the region only accessible by oscillations. This $\gamma = T$ is achieved when $\omega_u = 1/\sqrt{\tau_x \tau_y}$. We thus have the following approximate requirement for how fast the upstream signal needs to oscillate relative to the reporter lifetimes in order to break the no-oscillation bound

$$
\frac{1}{\sqrt{\tau_x \tau_y}} \lesssim \omega_R = 2\pi f_R,
$$

where $f_R$ is the frequency of the upstream oscillation.

We will now derive the bounds that were just presented. We normalize Eq. (C5) by the averages

$$
\eta_{\bar{y}\bar{x}} = \frac{1}{2\pi(x)^2} \int_{-\infty}^{\infty} |F[R]|^2 \frac{1}{1 + \omega^2} \, d\omega,
$$

$$
\eta_{\bar{y}\bar{y}} = \frac{1}{2\pi(x)^2} \int_{-\infty}^{\infty} |F[R]|^2 \frac{1}{1 + \omega^2T^2} \, d\omega,
$$

where without loss of generality we work in units where $\tau_x = 1$ and $\tau_y = T$, and where we use the fact that $\langle y \rangle = T(x)$. We thus have

$$
\eta_{\bar{y}\bar{x}} - \frac{1 + \omega_u^2}{1 + \omega_u^2} \eta_{\bar{y}\bar{y}} \geq 0.
$$

Using Eq. (B2) and Eq. (B5) to write $\eta_{\bar{y}\bar{x}}$ and $\eta_{\bar{y}\bar{y}}$ in terms of measurable (co)variances, this inequality becomes Eq. (C6). Similarly, the same arguments show that systems in which the spectral density of $R$ is zero for all $\omega \leq \omega_u$ must satisfy Eq. (C7).

### Appendix D: The general class of co-regulated fluorescent proteins

For the class of fluorescent proteins defined in Fig. 2A we can derive similar results. First, however, we will define a more general class of systems from which Fig. 2A is a subset. This class consists of the class of systems in Fig. 2A when we don’t make any assumptions about the mRNA intrinsic system, see Fig. 7. Here, $u_x$ and $u_y$ are systems of variables that model the mRNA dynamics after transcription or any post-translational modifications that occur before the maturation step. Together with $u(t)$ these form a larger “cloud” of components that af-
We consider a class of systems identical to Fig. 2A with the exception that we now include multiple unspecified steps in the intrinsic dynamics of gene expression. Here \( u_x \) and \( u_y \) are identical (though independent) systems of components that are affected by the upstream cloud of components \( u(t) \) in the same way. These two smaller clouds of components model the intrinsic steps in gene expression and allow for a wide range of possible mRNA dynamics and post-translational modifications that occur before the maturation step. They are left unspecified except for the fact that we assume they do not form distinct components that can create oscillations, so that any oscillatory variability is caused by the shared environment \( u(t) \). We model the dynamics of immature fluorescent proteins denoted as \( X' \) and \( Y' \), as well as mature fluorescent proteins \( X'' \) and \( Y'' \). The birthrate of \( X' \) and \( Y' \) can now depend on the components in \( u_x \) and \( u_y \) respectively, in an arbitrary way. The asymmetry between the co-regulated genes is characterized by the ratio of average fluorescent maturation times \( T_m := \frac{\tau_{\text{mat},y}}{\tau_{\text{mat},x}} \).

\[
x' \xrightarrow{F(u(t),u_x)} x' + 1 \quad (x',x'') \xrightarrow{\tau_{\text{mat},x}} (x' - 1, x'' + 1) \quad \frac{x''}{\tau''} \xrightarrow{} \frac{x''}{\tau''} + 1
\]

\[
y' \xrightarrow{F(u(t),u_y)} y' + 1 \quad (y',y'') \xrightarrow{\tau_{\text{mat},y}} (y' - 1, y'' + 1) \quad \frac{y''}{\tau''} \xrightarrow{} \frac{y''}{\tau''} + 1
\]

The three solid orange lines in Fig. 2B in the paper. We will first prove these three constraints one at a time, followed by the upper bound on correlations illustrated by the dashed orange line in Fig. 2B. Refer
back to Fig. 7 for illustration of the system being studied.

**Proof of the bottom bound** \( \rho_{x''y''} \geq 0 \): Just like in the previous sections, we consider the average stochastic dual reporter dynamics conditioned on the history of their upstream influences

\[
\bar{x}''(t) = E[X''_t\mid u[-\infty, t]] \quad \& \quad \bar{y}''(t) = E[Y''_t\mid u[-\infty, t]].
\]

When the cloud of components \( u(t) \) is not affected by the downstream components we can write the time evolution of the conditional averages using the chemical master equation of the conditional probability space

\[
\frac{d\Delta \bar{x}'}{dt} = \Delta \bar{x}' - \frac{\Delta y'}{T_m}, \quad \frac{d\Delta y'}{dt} = \Delta \bar{x}' / \tau - \frac{\Delta \bar{y}'}{T_m} - \frac{\Delta y'}{\tau'}
\]

where without loss of generality we work in units where \( \tau_{mat,x} = 1 \) and \( \tau_{mat,y} = T_m \), and where

\[
\Delta \bar{x}' = E[F(u(t), u_x)\mid u[-\infty, t]]
\]

is the translation rate after averaging out the mRNA fluctuations. Note that on the right hand side is from the fact that the unspecified intrinsic systems \( u_x \) and \( u_y \) are identical and thus the conditional averages are the same. Taking the Fourier transform of the above differential equations, and then using the Wiener-Khinchin theorem [35] which states that the spectral density of a random signal is equal to the Fourier transform of its autocorrelation, we find

\[
\mathcal{F}[R_{\bar{x}}] = \mathcal{F}[R_F]\cdot \frac{(1/\tau'\omega^2 + \omega^2)(1 + \omega^2)}{(1/\tau^2 + \omega^2)(1 + \omega^2 T_m^2)}
\]

\[
\mathcal{F}[R_{\bar{y}}] = \mathcal{F}[R_F]\cdot \frac{(1/\tau^2 + \omega^2)(1 + \omega^2 T_m^2)}{(1/\tau'\omega^2 + \omega^2)(1 + \omega^2 T_m^2)}
\]

where \( R_F \) is the autocovariance of \( \bar{F}(t) \). Since \( R_{\bar{x}}(t = 0) = Var(z) \), the variances can be found by taking the inverse Fourier transforms at \( t = 0 \)

\[
Var(\bar{x}'') = \frac{1}{2\pi} \int_{-\infty}^{\infty} \mathcal{F}[R_{\bar{x}}] \cdot \frac{1}{\omega^4} d\omega, \tag{E1}
\]

\[
Var(\bar{y}'') = \frac{1}{2\pi} \int_{-\infty}^{\infty} \mathcal{F}[R_{\bar{y}}] \cdot \frac{1}{\omega^4} d\omega.
\]

Moreover, we then use the Wiener-Khinchin theorem [35] which states that the Fourier transform of the cross power spectral density of two signals is equal to the Fourier transform of their cross-correlation to write

\[
\mathcal{F}[R_{\bar{x}'', \bar{y}''}] = \mathcal{F}[R_F] \cdot \frac{1/\tau + \omega^2}{(1/\tau'\omega^2 + \omega^2)(1 + \omega^2 T_m^2)},
\]

where \( R_{\bar{x}'', \bar{y}''} \) is the cross-covariance of \( \bar{x}''(t) \) and \( \bar{y}''(t) \). Taking the inverse Fourier transform at \( t = 0 \) gives us the covariance

\[
Cov(\bar{x}'', \bar{y}'') = \frac{1}{2\pi} \int_{-\infty}^{\infty} \mathcal{F}[R_F] \cdot \frac{(1/T_m + \omega^2)/T_m}{(1/\tau'\omega^2 + \omega^2)(1 + \omega^2)\left(1/T_m^2 + \omega^2\right)} d\omega,
\]

where the term proportional to \( i\omega \) integrated to zero because it was odd in \( \omega \) whereas the rest of the integrand is even in \( \omega \) through \( \mathcal{F}[R_F] = |\mathcal{F}[\Delta F]|^2 \). We thus have

\[
(1 + T_m)Cov(\bar{x}'', \bar{y}'') = \frac{1}{2\pi} \int_{-\infty}^{\infty} \mathcal{F}[R_F] \cdot \frac{(1 + T_m)(1/T_m + \omega^2)/T_m}{(1/\tau'\omega^2 + \omega^2)(1 + \omega^2)(1/T_m^2 + \omega^2)} d\omega
\]

\[
= \frac{1}{2\pi} \int_{-\infty}^{\infty} \mathcal{F}[R_F] \cdot \frac{1}{(1 + \omega^2)(1/\tau'\omega^2 + \omega^2)} d\omega
\]

\[
= \frac{1}{2\pi} \int_{-\infty}^{\infty} \mathcal{F}[R_F] \cdot \frac{1}{(1 + \omega^2)\left(1/\tau'\omega^2 + \omega^2\right)} d\omega
\]

\[
= Var(\bar{x}'') + T_m Var(\bar{y}'').
\]

Upon normalizing with the averages we have

\[
\eta_{\bar{x}''\bar{y}''} = \frac{1}{1 + T_m} \eta_{\bar{x}''} + \frac{T_m}{1 + T_m} \eta_{\bar{y}''}.
\]

Moreover,

\[
Cov(\bar{x}'', \bar{y}'') \text{ is } \ldots
\]

\[
= E[\mathcal{X}_{\bar{x}''t}\mid u[-\infty, t]] \cdot E[\mathcal{Y}_{\bar{y}''t}\mid u[-\infty, t]]
\]

\[
= E[\mathcal{X}_{\bar{x}''t}\mid u[-\infty, t]] \cdot E[\mathcal{Y}_{\bar{y}''t}\mid u[-\infty, t]]
\]

\[
= \langle \bar{x}''(t) \rangle \langle \bar{y}''(t) \rangle
\]

\[
= \langle \bar{x}''\rangle \langle \bar{y}'' \rangle = Cov(\bar{x}'', \bar{y}''),
\]

where the 3rd step comes from the fact that \( X'' \) and \( Y'' \) are independent when we condition on the upstream history \( u[-\infty, t] \) [33]. Upon normalizing by the averages we have \( \eta_{\bar{x}''\bar{y}''} = \eta_{\bar{x}''} \cdot \eta_{\bar{y}''} \), and so

\[
\eta_{\bar{x}''\bar{y}''} = \frac{1}{1 + T_m} \eta_{\bar{x}''} + \frac{T_m}{1 + T_m} \eta_{\bar{y}''} \geq 0. \tag{E2}
\]

We thus have the lower bound \( \rho_{x''y''} \geq 0 \).

**Proof of the right bound** \( CV_{x''}/CV_{y''} \leq 1 \): Here we will need to consider the average stochastic dual reporter dynamics conditioned on the history of all their upstream influences

\[
\bar{x}''(t) := E[X''_t\mid u[-\infty, t], u_x[-\infty, t]]
\]

\[
\bar{y}''(t) := E[Y''_t\mid u[-\infty, t], u_y[-\infty, t]],
\]

where now we also condition on the trajectory of the mRNA dynamics. When the cloud of components \( u(t) \) does not depend on the downstream components we can write down the time evolution of the conditional averages using the chemical master equation of the conditional
probability space. The time evolution of the conditional averages $\bar{y}'$ and $\bar{y}''$ is given by

$$
\frac{d\bar{y}'}{dt} = F_y(t) - \bar{y}'/T_m \quad \& \quad \frac{d\bar{y}''}{dt} = \bar{y}'/T_m - \bar{y}''/\tau'',
$$

where now $F_y(t)$ corresponds to a particular translation rate trajectory as we no longer average out the mRNA dynamics, and without loss of generality we let $\tau_{mat, x} = 1$ and $\tau_{mat, y} = T_m$. In terms of the deviations from the means these differential equations become

$$
\frac{d\Delta \bar{y}'}{dt} = \Delta F_y(t) - \Delta \bar{y}'/T_m, \\
\frac{d\Delta \bar{y}''}{dt} = \Delta \bar{y}'/T_m - \Delta \bar{y}''/\tau'',
$$

(E3)

Multiplying the left and right equations with $\Delta \bar{y}''$ and $\Delta \bar{y}'$ respectively, summing the results, and taking ensemble averages of the different upstream histories gives us

$$
\mathbb{E}\left[ \frac{d}{dt}(\Delta \bar{y}' \bar{y}'') \right] = \mathbb{E}[\Delta \bar{y}' \Delta F_y] + \mathbb{E}[\Delta \bar{y}'' / T_m - \left( \frac{1}{T_m} + \frac{1}{\tau''} \right) \mathbb{E}[\Delta \bar{y}' \Delta \bar{y}''].
$$

At stationarity the left hand side is zero, so we have

$$
\left( \frac{1}{T_m} + \frac{1}{\tau''} \right) \mathbb{E}[\Delta \bar{y}' \Delta \bar{y}''] = \mathbb{E}[\Delta \bar{y}'' \Delta F_y] + \mathbb{E}[\bar{y}'] / T_m.
$$

Similarly, multiplying the first equation in Eq. (E3) by $\Delta \bar{y}'$, taking the ensemble average, and using the fact that the left hand side will be zero at stationarity, we have

$$
\mathbb{E}[\Delta \bar{y}' \Delta \bar{y}'] = T_m \mathbb{E}[\Delta \bar{y}' \Delta F_y].
$$

Now multiplying the second equation in Eq. (E3) by $\Delta \bar{y}''$ and following the same steps we have

$$
\mathbb{E}[\Delta \bar{y}'' \Delta \bar{y}'] / \tau'' = T_m \mathbb{E}[\bar{y}' \bar{y}''].
$$

Combining these expressions gives us

$$
\left( \frac{1}{T_m} + \frac{1}{\tau''} \right) \mathbb{Var}(\bar{y}'') = \mathbb{Cov}(\bar{y}'', F_y) + \mathbb{Cov}(\bar{y}', F_y).
$$

Now note that

and similarly $\mathbb{Cov}(\bar{y}', F_y) = \mathbb{Cov}(y', F_y)$. Thus, after normalizing with the averages, we have

$$
\eta_{\bar{y}' \bar{y}''} = \frac{1}{1 + \frac{1}{T_m}} \eta_{y' F_y} + \frac{\tau''}{1 + \frac{1}{T_m}} \eta_{y'' F_y}.
$$

This is the expression for $\eta_{y' y''}$ in the fluctuation-balance equations Eq. (D2), and so

$$
\eta_{\bar{x}'' \bar{x}'''} = \eta_{x'' x'''} - 1/\langle x'' \rangle \quad \& \quad \eta_{\bar{y}'' \bar{y}'''} = \eta_{y'' y'''} - 1/\langle y'' \rangle,
$$

(E4)

where the $x''$ expression follows by symmetry. Moreover, we apply the same analysis that was done in the previous proof to write

$$
\text{Var}(\bar{x}'') = \frac{1}{2\pi} \int_{-\infty}^{\infty} \mathcal{F}[\mathcal{R}_{F_x}] \left( \frac{1}{\tau''^2 + \omega^2} \right) (1 + \omega^2) d\omega,
$$

$$
\text{Var}(\bar{y}'') = \frac{1}{2\pi} \int_{-\infty}^{\infty} \mathcal{F}[\mathcal{R}_{F_y}] \left( \frac{1}{\tau''^2 + \omega^2} \right) (1 + \omega^2T_m^2) d\omega,
$$

(E5)

where $\mathcal{R}_{F_x}$ and $\mathcal{R}_{F_y}$ are the autocovariances of the translation rates $F(u(t), u_x)$ and $F(u(t), u_y)$. Note that since the two intrinsic systems $u_x$ and $u_y$ are statistically identical, we have $\mathcal{R}_{F_x} = \mathcal{R}_{F_y}$, and so the $\mathbb{Var}(\bar{y}'')$ expression has a larger integrande for all $\omega$ (recall that $\mathcal{F}[\mathcal{R}_{F_x}] = \mathcal{F}[\mathcal{R}_{F_y}]$ and so is positive). We thus have $\mathbb{Var}(\bar{x}'') < \mathbb{Var}(\bar{y}'')$, which after normalizing gives us $\eta_{\bar{x}'' \bar{x}'''} \leq \eta_{\bar{y}'' \bar{y}'''}$. From Eq. (D1) we have $\langle x'' \rangle = \langle y'' \rangle$, and so by using Eq. (E4) we find the right bound $\mathbb{Cov}(\bar{x}'', \bar{x}''') \leq \mathbb{Cov}(\bar{y}'', \bar{y}''')$.

**Proof of the left bound:** Recall from the previous two proofs we derived the following equations

$$
\eta_{x'' x'''} = \frac{1}{\langle x'' \rangle} + \eta_{\bar{x}'' \bar{x}'''} \quad \eta_{y'' y'''} = \frac{1}{\langle y'' \rangle} + \eta_{\bar{y}'' \bar{y}'''}
$$

$$
\eta_{\bar{x}'' \bar{x}'''} = \eta_{y'' y'''} = \frac{1}{1 + \frac{1}{T_m}} \eta_{\bar{y}'' \bar{y}'''} + \frac{T_m}{1 + \frac{1}{T_m}} \eta_{\bar{y}'' \bar{y}'''}
$$

(E6)

We now use the Cauchy-Schwarz inequality with the last expression

$$
\left( \frac{1}{1 + \frac{1}{T_m}} \eta_{\bar{x}'' \bar{x}'''} + \frac{T_m}{1 + \frac{1}{T_m}} \eta_{\bar{y}'' \bar{y}'''} \right)^2 \leq \eta_{\bar{x}'' \bar{x}'''} \eta_{\bar{y}'' \bar{y}'''}.
$$
which leads to
\[ T_m^2 \eta \eta' \leq \eta \eta' \leq \eta \eta'. \]  
(E7)

Unlike the mRNA system of equations, we cannot solve Eq. (E6) for \( \eta \eta' \) and \( \eta \eta' \) in terms of the measurable (co)variances because the system is underdetermined. This is due to the fact that we have not specified the mRNA intrinsic system. Nevertheless, we can derive an additional bound that will allow us to close the system of equations to write Eq. (E7) in terms of the measurable (co)variances.

From Eqs. (E1) and (E5) we have
\[ \text{Var}(\tilde{x}''') - \text{Var}(\tilde{x}'') = \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{F[R_{F_x} - R_{F_y}]}{(1/\tau'^2 + \omega^2)(1 + \omega^2)} d\omega. \]

Now, note that
\[ R_F(t) = E[E[\Delta F(u(t'), u_x)|u[-\infty, t']]|E[\Delta F(u(t) + t), u_x]|u[-\infty, t + t]] \]
\[ = E[E[\Delta F(u(t'), u_x)|u[-\infty, t']]|E[\Delta F(u(t) + t), u_y]|u[-\infty, t + t]] \]
\[ = E[E[\Delta F(u(t'), u_x) \cdot \Delta F(u(t) + t), u_y]|u[-\infty, t + t]] = \text{Cov}(F_x(t), F_y(t + t)) = R_{F_x, F_y}(t), \]

where the second step comes from the fact that \( F_x \) and \( F_y \) are statistically equivalent and the third step comes from the fact that they are independent when we condition on the upstream history \( u[-\infty, t] \). Taking the autocovariance of \( F_x - F_y \) gives us
\[ R_{F_x - F_y} = 2R_{F_x} - 2R_{F_x, F_y} = 2(R_{F_x} - R_F). \]

Thus the requirement that we make for this class of systems — that the autocorrelation of \( F_x - F_y \) be non-negative — is equivalent to saying that \( R_{F_x} - R_F \) is non-negative. Thus, we have
\[ \text{Var}(\tilde{x}''') - \text{Var}(\tilde{x}'') = \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{F[R_{F_x} - R_F]}{(1/\tau'^2 + \omega^2)(1 + \omega^2)} d\omega \]
\[ \text{Var}(\tilde{y}''') - \text{Var}(\tilde{y}'') = \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{F[R_{F_y} - R_F]}{(1/(\tau'^2 + \omega^2)(1 + T_m^2\omega^2))} d\omega. \]

Since the two intrinsic systems \( u_x \) and \( u_y \) are identical, we have \( R_{F_x} = R_{F_y} \). Defining \( f := R_{F_x} - R_F \), we have
\[ (\text{Var}(\tilde{x}) - \text{Var}(\tilde{x})) - T_m(\text{Var}(\tilde{y}) - \text{Var}(\tilde{y})) = \ldots \]
\[ = \frac{1}{2\pi} \int_{-\infty}^{\infty} F[f] \left\{ \frac{1}{(1 + \omega^2)(1/\tau'^2 + \omega^2)} - \frac{T_m}{(1 + (\omega T_m)^2)(1/\tau'^2 + \omega^2)} \right\} d\omega \]
\[ = \frac{1}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(t) \cos(\omega t) \left\{ \frac{1}{(1/\tau'^2 + \omega^2)(1 + \omega^2)} - \frac{T_m}{(1/\tau'^2 + \omega^2)(1 + (\omega T_m)^2)} \right\} dt d\omega \]
\[ = \frac{1}{2\pi} \int_{-\infty}^{\infty} f(t) \left( \int_{-\infty}^{\infty} \frac{\cos(\omega t)}{(1/\tau'^2 + \omega^2)} \left\{ \frac{1}{(1 + \omega^2)} - \frac{T_m}{1 + (\omega T_m)^2} \right\} d\omega \right) dt \]
\[ = \int_{-\infty}^{\infty} f(t) \tau'^2 \left( e^{-t} - T_m e^{-t/\tau''} e^{-t/\tau''} \right) \frac{T_m e^{-t/T_m} - \tau'' e^{-t/\tau''}}{(T_m - \tau'^2)} dt, \]

where in the second step we used the fact that \( f(t) \) is symmetric which lets us omit the \( \sin(\omega t) \) part of the Fourier transform, and in the fourth step we use the fact that the integrand is symmetric in \( t \). The expression in parentheses is always positive, and since \( f(t) \) is non-negative, this means that \( T_m (\text{Var}(\tilde{y}) - \text{Var}(\tilde{y})) \leq (\text{Var}(\tilde{x}) - \text{Var}(\tilde{x})) \), which in terms of the normalized variances is \( T_m (\eta \eta' - \eta \eta') \leq (\eta \eta' - \eta \eta' \eta') \). Similarly, we can show using the same method that \( (\eta \eta' \eta' - \eta \eta' \eta') \leq (\eta \eta' \eta' - \eta \eta' \eta') \). Combining these two inequalities, we have
\[ T_m \leq \frac{\eta \eta' \eta'}{\eta \eta' \eta' - \eta \eta' \eta'}. \]  
(E8)

With this inequality we can “close” the system of equations Eq. (E6) to set the limits of \( \eta \eta' \eta' \) and \( \eta \eta' \eta' \) in terms of the measurable (co)variances.
We can then substitute these in the open-loop constraint Eq. (E7) to obtain the open-loop constraint in terms of the measurable (co)variances. Doing so we obtain the left bound of Fig. 2B.

**Proof of the upper correlation bound:** We use the law of total variance to write

\[
\eta_{x''x''} = \eta_{int,x''} + \eta_{y''x''} \quad \& \quad \eta_{y''y''} = \eta_{int,y''} + \eta_{y''y''},
\]

where \( \eta_{int,x''} = \frac{1}{(2\pi)^2} \mathbb{E}[\text{Var}(X''|u[-\infty, t])] \) and \( \eta_{int,y''} = \frac{1}{(2\pi)^2} \mathbb{E}[\text{Var}(Y''|u[-\infty, t])] \). Thus we have \( \eta_{x''x''} \geq \eta_{y''x''} \) and \( \eta_{y''y''} \geq \eta_{y''y''} \). Substituting in Eq. (E2) gives

\[
\eta_{x''y''}(1 + T_m) \leq \eta_{x''x''} + T_m \eta_{y''y''},
\]

which after dividing by \( \sqrt{\eta_{x''x''}\eta_{y''y''}} \) results in the upper correlation bound.

\[
\text{Var}(\bar{g}''') = \frac{1}{2\pi} \int_{-\infty}^{\infty} \mathcal{F}[R_{F_y'}] \left( 1 + \left( \frac{1}{\tau'' + 2} \right) \frac{1}{(1 + (\omega T_m)^2)} \right) d\omega,
\]

where the second step comes from the fact that \( R_{F_y}(t) \) is and symmetric so we can omit the \( \sin(\omega t) \) part of the Fourier transform, and the 4th step comes from the fact that the integrand is symmetric in \( t \). We thus have, after normalizing with the averages,

\[
\eta_{\bar{g}'''} = \int_{-\infty}^{\infty} \mathbb{F}[A_{F_y}](t) \left( \frac{\tau'_{mat,x} - \tau'_{mat,y}}{\tau'^2_{mat,x} - \tau'^2_{mat,y}} \right) dt,
\]

\[
\eta_{\bar{g}'''} = \int_{-\infty}^{\infty} \mathbb{F}[A_{F_y}](t) \left( \frac{\tau'_{mat,y} - \tau'_{mat,x}}{\tau'^2_{mat,y} - \tau'^2_{mat,x}} \right) dt.
\]

Appendix F: Dynamics from static fluorescent protein variability

When there is no feedback, we can write down the time-evolution equations for the averages of the conditional probability space, and from these we can derive Eq. (E5)

\[
\text{Var}(\bar{g}''') = \frac{1}{2\pi} \int_{-\infty}^{\infty} \mathcal{F}[R_{F_y'}] \left( 1 + \left( \frac{1}{\tau'' + 2} \right) \frac{1}{(1 + (\omega T_m)^2)} \right) d\omega.
\]

We then have

\[
T_m \eta_{\bar{g}'''} \leq \eta_{\bar{g}'''}.
\]

Using Eq. (E7), and the fact that \( \langle x'' \rangle = \langle y'' \rangle \) from Eq. (D1), the above inequality becomes \( T_m \eta_{y''y''} \leq \eta_{x''x''} \), which in terms of the CVs becomes Eq. (5) of the main text. Note, that the exact same analysis can be used to derive

\[
T_m \eta_{\bar{g}'''} \leq \eta_{\bar{g}'''}.
\]

which constrains the reporter (co)variances when the autocorrelation of \( F(t) = E[F(u(t), u_x)|u[-\infty, t]] \) is stochastic. Note that \( F(t) \) is the translation rate when we
average out all the mRNA intrinsic fluctuations. This latter constraint will be used in the section on stronger constraints on fluorescent reporters using a third reporter.

**Appendix G: Behaviour of specific example systems**

To gain an intuition for where systems fall in the allowable region we present several example systems in the main text. For example, the arrowed curves in Fig. 1B correspond to two toy models subject to an upstream component $Z$ that undergoes Poisson fluctuations

\[
\begin{align*}
 z &\xrightarrow{\lambda} z + 1 \\
 z &\xrightarrow{z/\tau_z} z - 1.
\end{align*}
\]

The blue curve in Fig. 1B corresponds to the system $R(u(t)) = kz$, with $k = 10$, $\tau_x = 1$, $\tau_y = T$, $\langle z \rangle = \tau_z \lambda = 100$. As we increase the speed of the upstream fluctuations by decreasing $\tau_z$, the dual reporter correlations move downwards and left towards the bound of Eq. (4). This makes intuitive sense because in that regime $X$ and $Y$ have little time to adjust to changing $Z$ levels and de-correlate.

In contrast, the grey curve in Fig. 1B corresponds to a system with feedback of $Y$ onto its own production, with $R(u(t)) = k(z + 1 + \epsilon y)$, with $k = 10$, $\tau_x = 1$, $\tau_y = T$, $\tau_z = 1$, and $\langle z \rangle = 100$. For $\epsilon = 0$, we have no feedback and the grey line coincides with the previous system (blue curve) with $\langle x \rangle = \langle y \rangle / T = 1000$. As we increase the strength of the feedback $\epsilon$, the correlations of this example system moves outside the region constrained by Eq. (2) when $\epsilon > 0.0, 0.07, 0.01$ for $T = 1, 0.5, 0.1$ respectively. Maximizing the discriminatory power of the approach corresponds to minimizing the area in which systems without feedback could lie. Choosing $T = 1$ or $T \ll 1$ would thus be ideal to detect feedback in this system.

In Fig. 3C the red curve corresponds to a system stochastically driven through a Poisson variable $Z$ with $\tau_z = 1$, $\langle z \rangle = 100$ and $R(u(t)) = kz$ with $k = 10$ so that $\langle x \rangle = 1000$. In contrast, the blue curve corresponds to a system driven by an oscillation with $R(u(t)) = K(\sin(\omega t + \phi) + 2)$, where $\phi$ is a random variable that de-synchronizes the ensemble and $K = 500$ so that $\langle x \rangle = 1000$. We set the oscillation period $2\pi/\omega = 2\tau_x$ to model an oscillation set by the cell-cycle (for example, the maturation time of mEGFP is roughly half of the E. coli cell-cycle [15]). We analyzed both types of systems for fixed $\tau_z = 1$ while varying $\tau_y$ and $T$ to see which choice of $T$ maximizes the discriminatory power of the constraint. We find that for this particular example, the oscillating system crossed the dashed black curve when $\omega = 1/\sqrt{\tau_x \tau_y}$.

**Appendix H: The effects of stochastic undercounting on dual reporter correlations**

1. Undercounting mRNA

First we analyze the effects of undercounting on mRNA-levels of co-regulated genes. We would like to know how the derived bounds change when the reporter abundances $X$ and $Y$ are detected with fixed probabilities $p_x$ and $p_y$ respectively. This is done by introducing two new variables that correspond to the experimental readouts of the reporter abundances: $X_r$ and $Y_r$. In particular, $X_r$ corresponds to the detected number of $X$ molecules when each molecule is detected with probability $p_x$ (and similarly for $Y_r$ and $p_y$). In terms of these variables, open-loop systems are constrained by the following inequalities

\[
\begin{align*}
 -\left(p_x T - \frac{p_y}{p_x} r_{x,y} \right) &\leq r_{x,y} - \frac{p_y}{p_x} r_{x,x}, \\
 -\left(p_y T - \frac{p_x}{p_y} r_{x,y} \right) &\leq r_{x,y} - \frac{p_x}{p_y} r_{x,x},
\end{align*}
\]

(H1)

Systems that break this inequality must be connected in some kind of feedback loop. When the detection probabilities are the same for both reporters $p_x = p_y$, the constraint reduces to the open-loop constraint given by Eq. (2) of the manuscript. However, when $p_x \neq p_y$, the no-feedback bound differs from Eq. (2) due to the $p_y/p_x$ term. As we will see in a later section, this ratio can be measured using a third reporter.

Moreover, open-loop systems that are driven by a stochastic upstream signal must obey the following inequality

\[
\frac{p_y T - \frac{p_x}{p_y} r_{x,y} \right) + \left(1 + T\right) \left(1 - \frac{p_y}{p_x} \right) \eta_{x,y} \leq \eta_{x,x}.
\]

(H2)

Open-loop systems that break this bound must be driven by some kind of oscillation. Note that when $p_x = p_y$, the constraint reduces Eq. (4) of the manuscript. However, when $p_x \neq p_y$, the no-oscillation bound differs from Eq. (4).

Derivation of Eq. (H1) and Eq. (H2): We consider the following system, which is analogous to the class of systems in Fig. 1A in the paper with the addition of a step which will model a binomial read-out of the components $X$ and $Y$.

**Arbitrary mRNA dynamics**:

\[
\begin{align*}
x &\xrightarrow{R(u(t))} x + 1 \\
y &\xrightarrow{R(u(t))} y + 1
\end{align*}
\]

**Read-out mock process**:

\[
\begin{align*}
x &\xrightarrow{\lambda} x + 1 \\
y &\xrightarrow{\lambda} y + 1
\end{align*}
\]
\[ x_r - \frac{\lambda_x(x-x_r)}{x_r + 1} x_r + 1 \xrightarrow{x_r - 1} x_r - 1 \]
\[ y_r - \frac{\lambda_y(y-y_r)}{y_r + 1} y_r + 1 \xrightarrow{y_r - 1} y_r - 1 \]

Here \( X_r \) and \( Y_r \) correspond to the experimental read-outs of \( X \) and \( Y \) respectively. For large values of \( \lambda_x \) and \( \beta_x \), the components \( X_r \) and \( Y_r \) correspond to binomial read-outs of the mRNA reporters \( X \) and \( Y \), respectively. \( X_r \) has a counting success rate of \( p_x = \lambda_x/(\lambda_x + \beta_x) \), i.e. each \( X \) mRNA molecule has a probability of \( p_x \) to be detected experimentally (similarly for \( Y \) and \( p_y \)). This approach again allows for arbitrary mRNA dynamics and can be solved for relations between (co)variances in exactly the same way as in the previous sections.

In particular, once the first and second moments of this system reach stationarity, general fluctuation balance relations \([18]\) lead to (co)variance relations, which in the limit where \( \beta_x \gg 1/\tau_x \) and \( \beta_y \gg 1/\tau_y \), but where \( p_x \) and \( p_y \) are kept constant (this is not an approximation but is satisfied by construction of the mathematical mock system to define \( X_r \) as a binomial cut of \( X \)), these (co)variance relations are

\[ \eta_{x,x} = \frac{1}{\langle x_r \rangle} + \eta_{x,R}, \quad \eta_{y,y} = \frac{1}{\langle y_r \rangle} + \eta_{y,R}, \]
\[ \eta_{x,y} = \eta_{xy} = \frac{1}{1 + T \eta_{x,x} + \frac{T}{1 + T \eta_{y,y}}}. \quad (H3) \]

These are identical to the (co)variances relations given by Eq. (A4) which are for the variables \( X \) and \( Y \), with the exception of the averages. Undercounting can only serve to further de-correlate the reporter read-outs, and so we would expect for the upper bound on \( \rho_{xy} \) in Fig. 1B to hold for the read-outs. Indeed, from the above equations

\[ \frac{1}{1 + T \eta_{x,x} + \frac{T}{1 + T \eta_{y,y}}} - \left( \frac{1}{\langle x_r \rangle} + \frac{T}{\langle y_r \rangle} \right) \left( \frac{1}{1 + T} \right) \leq \frac{1}{1 + T \eta_{x,x} + \frac{T}{1 + T \eta_{y,y}}}, \]

which corresponds to the bound in Fig. 1B of the paper. Note that the bound holds for all detection probabilities.

Next, we will generalize the open-loop constraints to the system with the binomial read-out step. The constraint on open-loop systems derived for the system without the undercounting steps still holds for the \( X \) and \( Y \) components, as these don’t depend in anyway on \( X_r \) and \( Y_r \). In terms of the conditional averages \( \bar{x} \) and \( \bar{y} \), this bound is given by Eq. (B4). We would now like to write \( \eta_{xx} \) and \( \eta_{yy} \) in terms of the read-out (co)variances to write this inequality in terms of \( \eta_{x,x}, \eta_{y,y}, \) and \( \eta_{x,y} \). Recall from Eq. (B2) that \( \eta_{xx} = \eta_{x,R} \) and \( \eta_{yy} = \eta_{y,R} \), so we need to solve for \( \eta_{x,R} \) and \( \eta_{y,R} \) in terms of the read-out (co)variances. First note that since \( X_r \) is a binomial read-out of \( X \), we have \( \langle x_r \rangle = p_x \langle x \rangle \), and similarly for \( Y \).

As a result, the flux-balance relation given by Eq. (A3) becomes

\[ \frac{\langle y_r \rangle}{\langle x_r \rangle} = \frac{T p_y}{p_x}. \quad (H4) \]

We can now solve Eq. (H3) and Eq. (H4) for \( \eta_{x,R} \) and \( \eta_{y,R} \) as we have 4 equations and 4 unknowns

\[ \eta_{x,R} = \frac{(\eta_{x,y} (1 + T) - T \eta_{y,y}) p_x}{p_y}, \]
\[ \eta_{y,R} = \frac{\eta_{x,y} (1 + T) - \eta_{x,x} + p_y T \eta_{y,y}}{p_x}. \quad (H5) \]

Note that when the detection probabilities are the same for both reporters, these expressions become identical to those that were derived without the undercounting step in Eq. (B5). Recalling that \( \eta_{x,R} = \eta_{xx} \) and \( \eta_{y,R} = \eta_{yy} \), we substitute Eq. (H5) into Eq. (B4) which gives us the open-loop constraint given by Eq. (H1).

Next, we will generalize the no-oscillation bound to the system with the binomial read-out step. In terms of the conditional averages of \( X \) and \( Y \) the no-oscillation bound is given by Eq. (C3). We then substitute the expressions from Eq. (H5) into Eq. (C3) and this bound becomes Eq. (H2).

### 2. Undercounting fluorescent proteins

Next, we analyze the effects of stochastic undercounting on co-regulated fluorescent proteins. This could model, for example, fluorescent proteins with chromophores that sometimes do not undergo maturation properly and thus are not detected. Here we use the same approach as the previous section by adding two additional variables \( X'' \) and \( Y'' \) that correspond to the experimental read-outs of the fluorescent proteins. In particular, \( X'' \) corresponds to the detected number of \( X \) molecules when each molecule is detected with probability \( p_x \), and similarly for \( Y'' \) and \( p_y \). In terms of these variables, open-loop systems are constrained by the following inequalities following constraint...
\[ T_m \left( \min \left( T_m, \frac{p_y}{p_x} \right) \eta_{x''_r y''_r} - \eta_{x''_r x''_r} \right) \leq \eta_{x''_r y''_r} \left( \min \left( T_m, \frac{p_y}{p_x} \right) - T_m^2 \right), \]
\[ \eta_{x''_r x''_r} - \max \left( \frac{p_y}{p_x}, 1 \right) \eta_{x''_r y''_r} \leq \left( 1 - \max \left( \frac{p_y}{p_x}, 1 \right) \right) \eta_{x''_r y''_r}, \]
\[ 0 \leq \eta_{x''_r y''_r}. \]

(H6)

Systems that break this inequality must be connected in some kind of feedback loop. When the detection probabilities are the same for both reporters \( p_x = p_y \), the constraint reduces to Eq. (3) of the main text.

Moreover, open-loop systems that are driven by a stochastic upstream signal must obey the following inequality

\[ \left( T_m - \min \left( T_m, \frac{p_y}{p_x} \right) \right) \eta_{x''_r y''_r} \]
\[ \leq \eta_{x''_r x''_r} - \min \left( T_m, \frac{p_y}{p_x} \right) \eta_{y''_r y''_r}. \]

(H7)

Open-loop systems that break this bound must be driven by some kind of oscillation. When \( p_x = p_y \), the constraint reduces to Eq. (5) of the main text.

**Derivation of Eq. (H6) and Eq. (H7):** We consider the following system, which is analogous to the class of systems in Fig. 7 with the addition of a step which will model a binomial read-out of the components \( X'' \) and \( Y'' \).

Arbitrary fluorescent protein dynamics:

\[ x' \xrightarrow{F(x(t), x)} x' + 1 \quad (x', x'') \xrightarrow{x'/\tau_{mat,x}} (x' - 1, x'' + 1) \]
\[ y' \xrightarrow{F(y(t), y)} y' + 1 \quad (y', y'') \xrightarrow{y'/\tau_{mat,y}} (y' - 1, y'' + 1) \]
\[ x'' \xrightarrow{\alpha''/x''} x'' - 1 \quad y'' \xrightarrow{y''/x''} y'' - 1 \]

Read-out mock process:

\[ x''_r \xrightarrow{\lambda_x(x''_r - z''_r)} x''_r + 1 \quad x'' \xrightarrow{\beta_x x''_r} x''_r - 1 \]
\[ y''_r \xrightarrow{\lambda_y(y''_r - y''_r)} y''_r + 1 \quad y'' \xrightarrow{\beta_y y''_r} y''_r - 1 \]

Just like in the mRNA case, for large values of \( \lambda_i \) and \( \beta_i \) the additional read-out steps model a mock process that turn \( X''_r \) and \( Y''_r \) into instantaneous binomial read-outs of the fluorescent protein abundances \( X'' \) and \( Y'' \). Here \( X''_r \) corresponds to the abundance of FP's that are fluorescing, where each \( X'' \) has a probability \( p_x = \lambda_x/(\lambda_x + \beta_x) \) of having matured properly (similarly for \( Y''_r \)). Following the same steps as in the previous section, we get the following (co)variance relations

\[ \eta_{x''_r y''_r} = \eta_{x''_r y''}, \]
\[ \eta_{x''_r x''_r} = \frac{1}{\langle x''_r \rangle}, \quad \eta_{y''_r y''_r} = \frac{1}{\langle y''_r \rangle}. \]

Moreover, since \( X''_r \) is a binomial read-out of \( X'' \) we have

\[ \langle x''_r \rangle = p_x \langle x'' \rangle, \]
and so from the above and the fluctuation balance equations given by Eq. (4A) we have

\[ \eta_{x''_r x''_r} = \frac{(1 - p_x)}{\langle x''_r \rangle} + \eta_{x''_r} \]
\[ \eta_{y''_r y''_r} = \frac{(1 - p_y)}{\langle y''_r \rangle} + \eta_{y''}. \]

(H8)

As a result we have

\[ \eta_{x''_r y''_r} = \eta_{x''_r y''} \leq \frac{1}{1 + T_m} \eta_{x''_r} + \frac{T_m}{1 + T_m} \eta_{y''_r} \]
\[ \leq \frac{1}{1 + T_m} \eta_{x''_r} + \frac{T_m}{1 + T_m} \eta_{y''_r}, \]

where the second step is from the upper bound in Fig. 2B given by \( \eta_{x''_r y''_r}(1 + T_m) \leq \eta_{x''_r} + T_m \eta_{y''_r} \). In terms of the read-out reporter correlation and CVs the above equations corresponds to the top bound in Fig. 2B of the paper.

Next, we will generalize the open-loop constraints to the system with the binomial read-out step. When there is no feedback we can use Eq. (E6) along with Eq. (H8) and Eq. (H9) to write

\[ \eta_{x''_r y''_r} = \frac{1}{1 + T_m} \eta_{x''_r} + \frac{T_m}{1 + T_m} \eta_{y''_r}, \]
\[ \eta_{x''_r x''_r} = \frac{1}{\langle x''_r \rangle} + \eta_{x''_r}, \quad \eta_{y''_r y''_r} = \frac{1}{\langle y''_r \rangle} + \eta_{y''}. \]

(H10)

Recall that in terms of the conditional averages \( \tilde{x}'' \) and \( \tilde{y}'' \) the open-loop constraint is given by Eq. (E7), which in combination with the first equation on the right in Eq. (H10) can be written as

\[ T_m \eta_{y''_r} \leq \eta_{x''_r y''_r} \leq \eta_{x''_r} + \eta_{y''_r}. \]

(H11)

We generally cannot solve for \( \eta_{x''_r} \) and \( \eta_{y''_r} \) in terms of \( \eta_{x''_r x''_r}, \eta_{y''_r y''_r} \) and \( \eta_{x''_r y''_r} \) like we did for the previous case in Eq. (H5) because the above system of equations is underdetermined. However, we can derive bounds on these extrinsic contributions using the inequality Eq. (E8). Once the reporter averages have reached stationarity, we have \( \langle x''_r \rangle = \frac{p_x}{p_x \langle y''_r \rangle} \). This balance relation, together Eq. (E8) and Eqs. (H10) and (E7) lead to the following bounds on the extrinsic contributions.
Substituting the last two inequalities into Eq. (H11) leads to the constraint given by Eq. (H6).

Next, we will generalize the “no-oscillation” bound to the system with the binomial read-out step. Recall that, in terms of the conditional averages, this bound is given by Eq. (F1). Substituting the second and third inequalities from Eq. (H12) we obtain the inequality given by Eq. (H7).

Appendix I: Genes with proportional transcription rates

Here we consider the more general class of systems in which two components are produced with arbitrary production rates that are proportional with some proportionality constant $\alpha$. We find that the system becomes identical to the same system in which $\alpha = 1$ but where there is systematic undercounting with unequal detection probabilities (see Sec. H). We will first present the derived bounds for the $\alpha \neq 1$ case followed by the derivations. Note that the results will depend on the proportionality constant $\alpha$, which can be measured using a third reporter as shown Appendix. J.

1. mRNA with proportional transcription rates

We consider the following class of systems which is analogous to the class of systems in Fig. 1A in the paper with the exception that now the transcription rates of the two mRNA are not equal but proportional

\[
x \xrightarrow{R(u(t))} x + 1 \quad x \xrightarrow{x/\tau_x} x - 1 \\
y \xrightarrow{\alpha R(u(t))} y + 1 \quad y \xrightarrow{y/\tau_y} y - 1
\]

First we will present the analogue of the constraint on open-loop systems given by Eq. (2) in the paper. In particular, systems from the above class of systems in which the components X and Y do not directly, or indirectly, affect their own transcription rate must satisfy the following inequalities

\[
\alpha T \eta_{yy} + \frac{(1 + T)(1 - \alpha)}{2} \eta_{xy} \leq \eta_{xx}
\]

Open-loop systems that break this bound must be driven by some kind of oscillation. Again, note that this equation is identical to Eq. (H2) with the replacement $p_x/p_y \to \alpha$.

Derivation of Eqs. (I2) and (I3): Once the averages and the (co)variances of the components X and Y reach stationarity, general fluctuation balance relations [18] lead to the following (co)variance relations

\[
\eta_{xx} = \frac{1}{\langle x \rangle} + \eta_{xR}, \quad \eta_{yy} = \frac{1}{\langle y \rangle} + \eta_{yR}, \\
\eta_{xy} = \frac{1}{1 + T} \eta_{xR} + \frac{T}{1 + T} \eta_{yR}.
\]

These are identical to the fluctuation balance equations for the analogous class of system with $\alpha = 1$, given by Eq. (A4), which is intuitively explained from the fact that we are considering normalized (co)variances which cancel out the proportionality constant. In fact, when the components X and Y do not directly, or indirectly, affect their own transcription rate, we can again condition on the upstream history, in which case $\eta_{yy}$ is equal to the same value it would take when $\alpha = 1$, and so the open-loop constraint of Eq. (B4) and the no-oscillation bound
of Eq. (C3) hold for all $\alpha$. However, the averages will not have the same asymmetry as the $\alpha = 1$ case. In particular, once the averages reach stationarity we obtain the following flux balance relations [18]

$$\langle R \rangle = \langle x \rangle / \tau_x \quad & \quad \alpha \langle R \rangle = \langle y \rangle / \tau_y \quad \Rightarrow \quad \frac{\langle y \rangle}{\langle x \rangle} = \alpha T,$$

(14)

which, with the above fluctuation balance relations, is analogous to Eq. (H3) and Eq. (H4) with the exchange $p_x / p_s \rightarrow \alpha$. The following results thus follow

$$\eta_{xx} = \frac{\eta_{xy}(1 + T)\alpha + \eta_{xx} - \alpha T \eta_{yy}}{1 + \alpha},$$

$$\eta_{yy} = \frac{\eta_{xy}(1 + T) - \eta_{xx} + \alpha T \eta_{yy}}{T (1 + \alpha)}.

(15)

Substituting the above expressions into Eq. (B4) gives us Eq. (I2), and substituting the above expressions into Eq. (C3) gives us Eq. (I3).

2. Fluorescent proteins with proportional translation rates

We consider the following class of systems

$$x' = \frac{F(u(t), u_s)}{x'} + 1 \quad (x', x'') \quad \frac{x' / \tau_{max,x}}{x' - 1, x'' + 1},$$

$$y' = \frac{\alpha F(u(t), u_s)}{y'} + 1 \quad (y', y'') \quad \frac{y' / \tau_{max,y}}{y' - 1, y'' + 1},$$

$$x'' / \tau'' \rightarrow x'' - 1 \quad y'' / \tau'' \rightarrow y'' - 1

(16)

which is analogous to the class of systems in Fig. 7 with the exception that now the translation rates of the two fluorescent proteins are not equal but proportional with proportionality constant $\alpha$. First we will present the analogue of the constraint on open-loop systems given by Eq. (3) in the paper. In particular, systems from the above class of systems in which the downstream components $u_x, u_y, X', Y', X'', Y''$ do not directly, or indirectly, affect their own transcription and translation rates must satisfy the following inequalities

$$\min (T_m, \alpha) \eta_{y''y'} - \eta_{x''x'} \leq (F),$$

$$\eta_{x''x'} \leq \max (\alpha, 1) \eta_{y''y'} \leq (1 - \max (\alpha, 1)) \eta_{x''y''} \leq 0 \leq \eta_{y''y''}.

(17)

Systems that break these inequality must be connected in some kind of feedback loop. Note that this equation is identical to Eq. (H6) with the exchange $p_y / p_x \rightarrow \alpha$.

Next we will present the analogue of the constraint on stochastic systems given by Eq. (5) in the paper. In particular, systems from the above class without feedback in which the translation rate is stochastic must satisfy the following inequality

$$(T_m - \min (T_m, \alpha)) \eta_{x''y''} \leq \eta_{x''x''} \min (T_m, \alpha) \eta_{y''y''}.

(18)

Open-loop systems that break this bound must be driven by some kind of oscillation. Again, note that this equation is identical to Eq. (H7) with the exchange $p_y / p_x \rightarrow \alpha$.

Derivation of Eqs. (17) and (18): Following the same analysis that was done in Sec. E, we can derive the exact same equations as Eq. (6), (7), and (8), only now they apply to (co)variances of the class of systems with $\alpha \neq 1$. These equations don’t change when $\alpha \neq 1$ because we are considering normalized (co)variances which cancel out the proportionality constant. The flux balance relation given by Eq. (11) will be different, however, as now one of the averages will be scaled up or down by the factor $\alpha$. In particular, at stationarity we have the following flux balance relations [32]

$$\frac{x''}{\tau''} = \frac{x'}{\tau_{max,x}} = (F),$$

$$\frac{y''}{\tau''} = \frac{y'}{\tau_{max,y}} = \alpha (F) \quad \Rightarrow \quad \frac{y''}{x''} = \alpha.

The system of equations becomes mathematically identical to the system of equations we used to derive the bounds in Sec. H2 with the exchanges $p_x / p_y \rightarrow \alpha$. Eqs. (17) and (18) thus follow from the derivations in that section where we exchange $p_x / p_y \rightarrow \alpha$.

3. Systematic undercounting of systems with proportional transcription rates

We found in the previous sections that the equations from which we derive our bounds when $\alpha \neq 1$ are mathematically identical to the analogous equations when $\alpha = 1$ but where each reporter is detected with a fixed probability such that $\alpha = p_y / p_x$. This is because in both these cases the fluctuation-balance relations between the reporter (co)variances remain unchanged compared to the original class of systems, but the averages will change according to Eq. (H4) and Eq. (H4). Therefore, when $\alpha \neq 1$ and there is systematic undercounting such that $p_y \neq p_x$, the only difference in our equations would be that the averages scale differently. In fact, the equations become analogous to those where there is no systematic undercounting but where the transcription rates are proportional with proportionality factor $\bar{\alpha} = \alpha p_y / p_x$. All the bounds presented in Sec. I thus hold but with the exchange $\alpha \rightarrow \bar{\alpha}$. This “proportionality constant” will often be unknown, and so in the next section we show how it can be measured using a third reporter.
Appendix J: Additional reporters

1. Measuring unknown life-time ratios

First, we will show how to measure the mRNA life-time ratio $T_i$ using a third reporter. Recall, for the class of systems shown in Eq. (1) of the main text, the following fluctuation balance relations given by Eq. (A4) must hold. We now allow for an additional reporter $Z$ in the system, where $Z$ has a life-time of $\tau_Z$, is produced with the same probabilistic birthrate $R(u(t))$, and is allowed to feedback and affect the cloud of components $u(t)$. In such a case, any pair of components in $X$, $Y$, $Z$ will have a fluctuation balance relations like Eq. (A4). In particular, we have

\[
\begin{align*}
\eta_{zx} &= \frac{1}{\langle x \rangle} + \eta_{xZ} \\
\eta_{zy} &= \frac{1}{\langle y \rangle} + \eta_{yZ} \\
\eta_{zz} &= \frac{1}{\langle z \rangle} + \eta_{zZ}
\end{align*}
\]

where $T_{ij} = \tau_i/\tau_j$. Recall that the averages are related here by a flux balance $\langle i \rangle/\langle j \rangle = T_{ij}$, which gives us 3 more equations. If all we can measure are the reporter (co)variances, we are left with 9 unknowns: the three $\eta_{iZ}$, the three averages $\langle i \rangle$, and the three life-time ratios $T_{ij}$. This is a system of 9 linear equations, so we can solve for all unknowns. In particular, we find

\[
T_{ij} = \frac{\eta_{jj} - \eta_{jk}}{\eta_{ii} - \eta_{ik}} \quad \text{for} \quad i, j, k \in \{x, y, z\}.
\]

Note that the above expression depends only on the reporter variances and the covariances. Three separate dual reporter experiments can thus be done to measure all the $\eta_{ij}$ and infer all the life-time ratios. If only one life-time ratio is being measured, then only two experiments are needed as the above expression only involve the covariance between two reporters and their normalized variances.

Next, we would like to derive a similar result for ratios of fluorescent protein maturation times. This can be done by using fluorescent reporters that all share the same (though distinct) promoter. Since such reporters are not involved in their regulation, we can use equation Eq. (E2) which holds for pairs $X''$, $Y''$ of co-regulated fluorescent reporters without feedback

\[
\eta_{x''y''} = \frac{1}{1 + T_{m}} \eta_{x''z''} + \frac{T_{m}}{1 + T_{m}} \eta_{y''y''}.
\]

As we increase the number of reporters, the number of such equations increases faster than the number of unknowns, and eventually we are able to solve for all the unknowns in terms of the reporter (co)variances. Unlike the mRNA case we cannot use the other fluctuation balance equations of the form $\eta_{x''x''} = \langle x'' \rangle + \eta_{x'',y''}$ because each of these equations adds an additional unknown $\eta_{x'',y''}$ to the system of equations. With three reporters we thus do not have enough equations to solve for all the unknowns. With 4 reporters, however, we are able to solve for all maturation life-times given that we have one of the life-time ratios, and with 5 reporters we are able to solve for all life-time ratios.

2. Measuring birthrate proportionality constants and reporter detection probabilities

In Sec. H we have shown how systematic undercounting affects the derived results, and in Sec. I we have shown how proportional production rates affect the derived results. We found that both cases have the same effect and can be treated together in full generality, see Sec. I 3. That is, when both are treated together we found that the constraints presented in the paper change where now they also depend on the factor $\tilde{\alpha} = \alpha_{p_z} p_z$, where $\alpha$ is the proportionality constant between the two production rates and $p_z$ is the ratio of detection probabilities. Here we will show how this $\tilde{\alpha}$ can be measured using three dual reporter experiments. The derived bounds from the previous sections can then be used with asymmetrical systematic undercounting and with naturally occurring proportional transcription rates.

Like the previous subsection, we allow for an additional reporter $Z$ in the system, where the production rate of each reporter is $\alpha_i R$ for $i \in \{x, y, z\}$. Moreover, we allow for stochastic undercounting where each reporter is detected with fixed probability $p_i$ for $i \in \{x, y, z\}$. The reporter read-outs will have the following fluctuation balance relations (see Sec. H and Sec. I).
\[ \eta_{x',x'} = \frac{1}{\langle x' \rangle} + \eta_{xR} \quad \eta_{y',y'} = \frac{1}{\langle y' \rangle} + \eta_{yR} \quad \eta_{z',z'} = \frac{1}{\langle z' \rangle} + \eta_{zR} \]

\[ \eta_{x,y'} = \frac{1}{1 + T_{yx}} \eta_{yR} + \frac{T_{x,y}}{1 + T_{yx}} \eta_{xR} \quad \eta_{y',z'} = \frac{1}{1 + T_{zy}} \eta_{zR} + \frac{T_{z,y}}{1 + T_{zy}} \eta_{zR} \]

where \( T_{ij} = \tau_i / \tau_j \). As explained in Sec. I these are the exact same fluctuation balance equations as Eq. (A4), but now the averages will be related by \( \langle i' \rangle / \langle j' \rangle = T_{ij} \tilde{\alpha}_{ij} \),

\[ \tilde{\alpha}_i \eta_{x',x'} \tilde{\alpha}_j = T_{ji} \left( \tilde{T}_{i,j} T_{ij} \sum \eta_{i',i} \left( (T_{ik} + T_{jk} T_{ij}) \eta_{i',i} \right) - T_{ik}(1 + T_{ij}) \eta_{ij} - (1 + T_{ik}) \eta_{ik} + (1 + T_{jk}) \eta_{jk} \right) \]

\[ (T_{ij} + T_{jk} T_{ij}) \eta_{j',j} - T_{jk}(1 + T_{ij}) \eta_{ij} - (1 + T_{jk}) \eta_{ik} + (1 + T_{jk}) \eta_{ik} ) \]

\( \tilde{\alpha}_i \)

\( \tilde{\alpha}_j \)

for \( i, k \in \{ x, y, z \} \). If the life-time ratios \( T_{ij} \) are not known, then we have 3 more unknowns and we have more unknowns than equations. However, including a fourth reporter gives us 4 new unknowns 4 additional unknowns \( \langle u \rangle, \tilde{\alpha}_u, \tau_u \) and \( \eta_{uR} \) for a fourth reporter \( U \) and 7 additional equations analogous to the ones above, which means we can solve the system of equations for four reporters for all the life-time ratios \( T_{ij} \) and the proportionality constants \( \tilde{\alpha}_i \). Note that only (co)variance measurements are needed, and so 4 separate experiments involving two co-regulated reporters can be done to infer the \( \tilde{\alpha}_i \).

For fluorescent proteins we cannot solve for the \( \tilde{\alpha}_i \) this way because the system of equations will always be underdetermined. However, once the averages reach stationarity, flux balance leads to \( \langle x'' \rangle / \langle y'' \rangle = \alpha \), where the translation rate of \( y' \) is \( \alpha F \) and that of \( x' \) is \( F \). If the experiments report absolute numbers of molecules or concentrations, and the averages can be measured, then \( \alpha \) can be measured. However, averages are often not known because fluorescence measurements involve an unknown scaling factor between the numbers/concentrations and the light intensity. To get by this, one could do two single reporter experiments, where the same fluorescent reporter is used for the two genes. The ratio of the two averages would then cancel out this unknown scaling factor and would result in the actual ratio of components \( \langle x'' \rangle / \langle y'' \rangle = \tilde{\alpha} \), from which \( \tilde{\alpha} \) can be inferred.

3. Stronger constraints on fluorescent reporters using a third reporter

The open-loop constraint for fluorescent proteins given by Eq. (3) in the main text encompasses a larger region in the \( \rho_{xy} \) and \( CV_y/2CV_y \) plane than the equivalent constraint for mRNA reporters given by Eq. (2). This is due to the fact that there are unspecified degrees of freedom in the class of fluorescent protein systems that are unknown given the variability of two downstream reporters. Specifically, the fluctuation-balance relations for open-loop mRNA reporters are given by Eq. (B3)

\[ \eta_{xx} = \eta_{x,int} + \eta_{\bar{e}x} \quad \eta_{yy} = \eta_{y,int} + \eta_{\bar{y}y} \]

\[ \eta_{xy} = \frac{1}{1 + T_{xy} \eta_{xx} + 1 + T_{yx} \eta_{yy}} \]

whereas the equivalent relations for fluorescent proteins are given by

\[ \eta_{x''x''} = \eta_{x'x'} + \eta_{\bar{e}x''} \quad \eta_{y''y''} = \eta_{y'y'} + \eta_{\bar{y}y''} \]

\[ \eta_{x'y''} = \frac{1}{1 + T_{xy} \eta_{x''x''} + 1 + T_{yx} \eta_{y''y''}} \]

In both systems, the open-loop constraint on the conditional averages is identical, see Eqs (B4) and (E7),

\[ T^{2} \eta_{\bar{e}x} \leq \eta_{\bar{e}x} \quad \text{and} \quad T^{2} \eta_{\bar{y}y} \leq \eta_{\bar{y}y} \]

The difference lies in the fact that the intrinsic system for the mRNA reporters is specified as there is only one step downstream from the shared birthrate. Specifically, \( \eta_{x,int} = 1/\langle x \rangle \) and \( \eta_{y,int} = 1/\langle y \rangle \), and so \( \eta_{xy,int} = T \eta_{y,int} \). This last equation allows us to solve Eq. (J3) for \( \eta_{\bar{e}x} \) and \( \eta_{\bar{y}y} \) in terms of the measurable (co)variances which allows us to take full advantage of the open-loop constraint given by Eq. (J5). For fluorescent proteins this is not the case because the mRNA intrinsic systems are not specified (for example, the half-lives of the mRNA are not specified). As a result, we cannot close the system of equations to solve for \( \eta_{x''x''} \) and \( \eta_{y''y''} \) in terms of measurable (co)variances. We can, however, bound the intrinsic noise terms using Eq. (E8), which in addition to the open-loop constraint of Eq. (J5) leads to the broader constrained region shown in the paper. We can visualize this difference by comparing the regions bounded by the open-loop constraints in Fig. 1B and Fig. 2B of the paper. Systems that lie on the \( \rho = 0 \) line are dominated by intrinsic variability. For the mRNA region in Fig. 1B, these
systems must lie at the point \( CV_x/CVy = \sqrt{T} \), whereas for the FP region in Fig. 2B they can lie anywhere within \([\sqrt{T}, 1]\). If the mRNA intrinsic systems were specified, the relation between \( \eta_x^{\prime \prime}, \text{int} \) and \( \eta_y^{\prime \prime}, \text{int} \) would be specified and systems on the \( \rho = 0 \) line would have to be located at some point like in the mRNA class of systems. Here we show how probing the system with a third fluorescent reporter allows us to account for this missing degree of freedom. In particular, we will show how with three reporters we can measure \( \eta_x^{\prime \prime}, \eta_y^{\prime \prime}, \eta_z^{\prime \prime} \) so that we can fully take advantage of the open-loop constraint.

We allow for a third fluorescent protein reporter \( Z^{\prime \prime} \) that shares the same transcription rate and an identical mRNA intrinsic system as \( X^{\prime \prime} \) and \( Y^{\prime \prime} \). We let the maturation time of \( Z^{\prime \prime} \) be \( \tau_{\text{mat}, z} \), and we let \( T_{m, ij} := \tau_{\text{mat}, i}/\tau_{\text{mat}, j} \) for \( i, j \in \{x, y, z\} \). When each reporter does not affect it's own transcription or translation rates, the right-most fluctuation balance relation given by Eq. (J4) holds for each pair of reporters:

\[
\eta_x^{\prime \prime}y^{\prime \prime} = \frac{\eta_x^{\prime \prime}z^{\prime \prime}}{1 + T_{m, xz}} + \frac{\eta_{x, y}^{\prime \prime}y^{\prime \prime}}{1 + T_{m, yx}} \tag{J6}
\]

\[
\eta_y^{\prime \prime}z^{\prime \prime} = \frac{\eta_y^{\prime \prime}z^{\prime \prime}}{1 + T_{m, yz}} + \frac{\eta_{y, z}^{\prime \prime}z^{\prime \prime}}{1 + T_{m, zy}} \tag{J6}
\]

\[
\eta_z^{\prime \prime}z^{\prime \prime} = \frac{\eta_z^{\prime \prime}z^{\prime \prime}}{1 + T_{m, zx}} + \frac{\eta_{z, z}^{\prime \prime}z^{\prime \prime}}{1 + T_{m, zz}}. \tag{J6}
\]

With three separate dual reporter experiments, the three reporter covariances \( \eta_x^{\prime \prime}, \eta_y^{\prime \prime}, \eta_z^{\prime \prime} \) can be measured. If the maturation time ratios \( T_{m, ij} \) are known, we have three equations and three unknowns, and so we can fully solve for \( \eta_x^{\prime \prime}, \eta_y^{\prime \prime}, \eta_z^{\prime \prime} \).

\[
\eta_{x, ij}^{\prime \prime} = \frac{T_{m, ik}(1 + T_{m, ij})\eta_{ij} + (1 + T_{m, ik})\eta_k - (1 + T_{m, jk})\eta_{jk}}{T_{m, ik} + T_{m, jk}T_{m, ik}} \tag{J7}
\]

and so we can fully take advantage of the open-loop constraint given by Eq. (J5).

This is also the case for the constraint on stochastic systems given by Eq. (5) in the paper. In terms of the conditional averages, the strongest form of this constraint is given by Eq. (F1)

\[
T_m\eta_{y, y}^{\prime \prime} \leq \eta_x^{\prime \prime}. \tag{J8}
\]

Using the above approach we can do three separate dual reporter experiments involving 3 pairs of fluorescent reporters to solve for \( \eta_x^{\prime \prime}, \eta_y^{\prime \prime} \) and \( \eta_z^{\prime \prime} \) and fully take advantage of the constraint given by Eq. (J8).

Note that \( \eta_x^{\prime \prime} \) is the variability in \( X^{\prime \prime} \) that originates from the shared cloud of components \( u(t) \), so \( \eta_x^{\prime \prime} - \eta_x^{\prime} \) is the intrinsic noise that originates from the random nature of the transcription, translation, and maturation steps. The variance can also be decomposed as \( \eta_x^{\prime \prime} = \frac{1}{(x^{\prime \prime})^2} + \eta_x^{\prime} \), where \( \frac{1}{(x^{\prime \prime})^2} \) is the intrinsic noise that originates from the translation and maturation steps, and \( \eta_x^{\prime} \) is the variability originating from the intrinsic mRNA fluctuations as well as from the cloud of components \( u(t) \). If the protein abundances can be measured, along with \( \eta_x^{\prime} \), according to the above, then we can determine how much variability is generated through the different steps of gene expression.

Appendix K: Concentrations of growing and dividing cells

1. Derivation of Eq. (2) and Eq. (4) for mRNA concentrations

In growing and dividing cells, the molecular abundances still follow the same production and degradation reactions during the “cell-cycle” but are now affected by cell-division. In particular, considering systems as defined in Eq. (1), X and Y share an unspecified birthrate \( R(u(t), V) \) which can now depend on the cell volume \( V \) and the abundances of the components \( u(t) \). Furthermore, they are assumed to undergo first order degradation with life-times \( r_x \) and \( r_y \) respectively.

However, now the cell volume increases and undergoes cell division at times \( \{t_i\} \), which can vary over the cell ensemble. At these moments the volume is reduced by a factor \( V \rightarrow a_iV \) at \( t_i \), as we follow one of the daughter cells. For perfect symmetric division, for example, we have \( a = 1/2 \). To allow for stochastic division errors in cell volume, we let the \( a_i \) vary over the ensemble and the division times through an unspecified distribution — all we specify is that on average we have \( \langle a_i \rangle = 1/2 \). At the division times the cell content splits between the two daughter cells, and we assume that the mRNA numbers are split according to a binomial distribution with probability \( a_i \). This is summarized as

\[
\begin{align*}
(V, \ x, \ y) & \xrightarrow{\text{At time } t_i} (a_iV, \ B(x, a_i), B(y, a_i)) \\
& \text{for } t_i, \ t_2, \ t_3, \ldots
\end{align*}
\]

We first consider systems in which the cellular components X and Y are affected by, but do not affect, the otherwise unspecified environmental variables \( u(t) \) and \( V \). In this scenario, we can analyze the average stochastic dual reporter dynamics conditioned on the history of their upstream influences [33]: \( \tilde{x}(t) = E[X_i | u[-\infty, t], V[-\infty, t]] \) and \( \tilde{y}(t) = E[Y_i | u[-\infty, t], V[-\infty, t]]. \) Since all these systems have the same volume history, they will all undergo division at the same times \( \{t_i\} \) with the same splitting factors \( \{a_i\} \). When the systems are not at one of these division
points, the time evolution is specified completely by the reactions in Eq. (1). In particular, for \( t_i < t < t_{i+1} \), the time evolution of the conditional averages is given by

\[
\frac{d\bar{x}}{dt} = R(t) - \bar{x}/\tau_x \quad \& \quad \frac{d\bar{y}}{dt} = R(t) - \bar{y}/\tau_y
\]  

(K1)

where \( R(t) = R(u(t)) \). At \( t = t_{i+1} \) we have \( V(t_{i+1}) \rightarrow a_{i+1}V(t_{i+1}), \bar{x}(t_{i+1}) \rightarrow a_{i+1}\bar{x}(t_{i+1}), \) and \( \bar{y}(t_{i+1}) \rightarrow a_{i+1}\bar{y}(t_{i+1}). \) This gives us the boundary conditions for the above differential equation.

Now we consider the stochastic concentrations, defined as \( X_c := X/V \) and \( Y_c := Y/V \). Conditioned on the history of the upstream influences and the volume, we have

\[
\bar{x}_c(t) = \mathbb{E}\left[ \frac{X_c}{V} \mid u[-\infty, t], V[-\infty, t] \right] \\
= \frac{1}{V(t)} \mathbb{E}\left[ X_t \mid u[-\infty, t], V[-\infty, t] \right] = \frac{\bar{x}}{V(t)},
\]

where we can pull out the \( V(t) \) from the expectation brackets because it is specified by the conditioning and becomes equivalent to a constant at time \( t \). In \( t_i < t < t_{i+1} \), we use Eq. (K1) and the product rule to find

\[
\frac{d\bar{x}_c}{dt} = \frac{d}{dt}\left( \frac{\bar{x}}{V(t)} \right) = R_c(t) - \bar{x}_c/\tau_x - \frac{V'(t)}{V(t)}, \quad \text{(K2)}
\]

where \( R_c := R/V \) is interpreted as the production rate of the concentration \( X_c \). At division time \( t_{i+1} \) we have \( \bar{x}_c \rightarrow a_{i+1} \bar{x}_c \rightarrow \bar{x}_c \). Thus \( \bar{x}_c \) is unchanged at the division times and is continuous, meaning Eq. (K2) holds for all \( t \).

Eq. (K2) holds for any volume dynamics. Here we assume that cellular volume grows exponentially, i.e., \( V'(t) = V(t) \cdot \ln(2)/\tau_c \), where \( \tau_c \) is the average cell cycle time of a cell. When this is the case Eq. (K2) becomes

\[
\frac{d\bar{x}_c}{dt} = R_c(t) - \bar{x}_c/\tau_x \quad \& \quad \frac{d\bar{y}_c}{dt} = R_c(t) - \bar{y}_c/\tau_y,
\]

(K3)

where \( \tau_x := \left( \frac{1}{\tau_c} + \frac{\ln(2)}{\tau_c} \right)^{-1} \) is the “life-time” of the concentration \( X_c \), and the right equation follows by symmetry with similarly defined \( \tau_y \).

Eq. (K3) can be understood as a dilution approximation, which is exact for the conditional ensemble average. Because it is mathematically identical to Eq. (B1) the same bounds on the average dynamics follow. To relate the results to the stochastic dynamics of \( X_c \) and \( Y_c \), we use the law of total variance and Eq. (K3) to derive the (co)variance relations

\[
\eta_{x_c, x_c} = \langle x_c/V \rangle \frac{\langle V \rangle}{\langle V \rangle^2} + \eta_{\bar{x}, \bar{x}}, \quad \eta_{y_c, y_c} = \langle y_c/V \rangle \frac{\langle V \rangle}{\langle V \rangle^2} + \eta_{\bar{y}, \bar{y}},
\]

\[
\eta_{x_c, y_c} = \frac{1}{1 + T_c} \eta_{\bar{x}, \bar{x}} + \frac{T_c}{1 + T_c} \eta_{\bar{y}, \bar{y}}.
\]

(K4)

and the flux balance relation

\[
\langle y_c \rangle = T_c \langle x_c \rangle,
\]

(K5)

where \( T_c := \tau_y/\tau_x \). Note that Eq. (K5) is identical to Eqs. (A4) and (A3) from which the constraints derived for \( \bar{x} \) and \( \bar{y} \) are translated to \( X \) and \( Y \). Following the same steps as in Appendix B and C thus gives the same constraints, which concludes the proof that bounds derived for molecular abundances of stochastically driven systems in class Eq. (1) also apply to their cellular concentrations.

When the average dynamics of \( X_c \) and \( Y_c \) is not independent of \( V \), i.e., \( R_c(t) = \text{cell-cycle dependent} \), we cannot close the system of equations given by Eqs. (K4) and (K5). However, with a third reporter we are able to close the system of equations to derive bounds similar to the ones presented in the main text for molecular abundances as discussed in Appendix K3.

Derivation of Eqs. (K4) and (K5): Taking the ensemble average of Eq. (K3) over all possible histories, we get

\[
\mathbb{E}\left[ \frac{d\bar{x}_c}{dt} \right] = \mathbb{E}[R_c(t)] - \mathbb{E}[\bar{x}_c]/\tau_x = \langle R_c \rangle - \langle x_c \rangle/\tau_x.
\]

Note that \( \mathbb{E}\left[ \frac{d\bar{x}_c}{dt} \right] = \frac{d}{dt}\mathbb{E}[\bar{x}_c] = \frac{d}{dt}\langle x_c \rangle \), so once the averages reach stationarity the left hand side goes to zero and we are left with the following flux-balance relations

\[
\langle R_c \rangle = \langle x_c \rangle/\tau_x \quad \& \quad \langle R_c \rangle = \langle y_c \rangle/\tau_y,
\]

(K6)

from which Eq. (K5) follows. Moreover, Eq. (K3) is identical to analogous equations derived for the molecular numbers Eq. (B1), and so we can follow the same analysis to derive the following expression

\[
\eta_{x_c, y_c} = \frac{1}{1 + T_c} \eta_{\bar{x}, \bar{x}} + \frac{T_c}{1 + T_c} \eta_{\bar{y}, \bar{y}}.
\]

We now use the law of total variance to decompose \( \eta_{x_c, x_c} \) and \( \eta_{y_c, y_c} \) into two terms as follows:

\[
\eta_{x_c, x_c} = \mathbb{E}\left[ \text{Var}(X_c[u[-\infty, t], V[-\infty, t]]) \right] \langle x_c \rangle^2 + \text{Var}(\mathbb{E}[X_c[u[-\infty, t], V[-\infty, t]]) \langle x_c \rangle^2
\]

\[
= \eta_{x_c, \text{int}} + \eta_{\bar{x}, \bar{x}},
\]

where we call the first term of the expansion \( \eta_{x_c, \text{int}} \). We thus have the following

\[
\eta_{x_c, x_c} = \eta_{x_c, \text{int}} + \eta_{\bar{x}, \bar{x}}, \quad \eta_{y_c, y_c} = \eta_{y_c, \text{int}} + \eta_{\bar{y}, \bar{y}},
\]

\[
\eta_{x_c, y_c} = \frac{1}{1 + T_c} \eta_{\bar{x}, \bar{x}} + \frac{T_c}{1 + T_c} \eta_{\bar{y}, \bar{y}}.
\]

(K7)
The intrinsic variance is given by \( E[\text{Var}(X_c|u[-\infty,t],V[-\infty,t])] \). That is, it’s the ensemble average of the conditional variance. Consider the conditional variance

\[
\text{Var}(X_c|u[-\infty,t],V[-\infty,t]) = \text{Var} \left( \frac{X}{V} | u[-\infty,t], V[-\infty,t] \right) = \frac{1}{V(t)^2} \text{Var} \left( \frac{X}{V} | u[-\infty,t], V[-\infty,t] \right),
\]

We can thus find the conditional variance of \( X \), divide the result by \( V(t) \), and then take the ensemble average to get the intrinsic variance. To find the conditional variance of \( X \), we consider an ensemble of \( N \) cells with the same histories \( u[-\infty,t] \) and \( V[-\infty,t] \). The variance of one of the cells, say \( X_1 \), will give us \( \text{Var}(X[u[-\infty,t], V[-\infty,t]]) \). To find this variance, we start by considering the total number of molecules in the hypothetical ensemble \( X_T^{(N)} = X_1 + X_2 + \ldots + X_N \). We now use the law of total variance conditioned on \( X_T^{(N)} \)

\[
\text{Var}(X_1) = E[\text{Var}(X_1|X_T^{(N)})] + \text{Var}(E[X_1|X_T^{(N)})]. \tag{K8}
\]

Note that the expectations and variances here are over the hypothetical ensemble of cells with the same history. The trick here is to notice that the death rate of each \( X_i \) is \( x_i/\tau_x \), and so the death rate of \( X_T \) is \( x_T/\tau_x \). This is equivalent to saying that each molecule has a probability per unit time of dying given by \( 1/\tau_x \), and this probability is independent of all other molecules comprising \( X_T \) or any of the \( X_i \). Similarly, each cell in this hypothetical ensemble has the same synchronized birthrate \( B(t) \), so the probability of some molecule in \( X_T \) to have been born in any of the cells is the same and independent of how many \( X \) molecules are in each cell. Lastly, the process by which a molecule is “degraded” due to cell division is also independent of all other molecules in each cell, as we model cell division by a binomial split where each molecule has an equal and independent probability of remaining in the cell. All this to say, each molecule has a probability \( 1/N \) of being in \( X_1 \), and this is independent of how many molecules of \( X_T \) we know are in \( X_1 \). This is a binomial distribution \( P(X_1|X_T^{(N)}) = B(X_T^{(N)}, 1/N) \), therefore \( E[X_1|X_T^{(N)}] = X_T^{(N)}/N \) and \( \text{Var}(X_1|X_T^{(N)}) = E[X_1|X_T^{(N)}](1-1/N) \). Eq. (K8) becomes

\[
\text{Var}(X_1) = (1 - 1/N)(X_1) + \text{Var} \left( \frac{X_T^{(N)}}{N} \right). \tag{K9}
\]

The \( X_i \) are independent and identically distributed random variables. They thus obey the weak law of large numbers, so the second term in Eq. (K9) goes to zero as \( N \to \infty \). Thus \( \text{Var}(X_1) = \langle X_1 \rangle = E[\text{Var}(X[u[-\infty,t], V[-\infty,t])] \), and so

\[
\text{Var}(X_c[u[-\infty,t], V[-\infty,t]]) = \frac{1}{V(t)^2} E[\text{Var}(X[u[-\infty,t], V[-\infty,t])] = E \left[ \frac{X}{V^2} | u[-\infty,t], V[-\infty,t] \right] = E \left[ \frac{X_c}{V} | u[-\infty,t], V[-\infty,t] \right].
\]

We can now calculate the intrinsic variance of the real ensemble which we write in terms of the normalized variances

\[
\eta_{x_c, \text{int}} = \frac{1}{V} \langle x_c \rangle ^2 \quad \text{and} \quad \eta_{y_c, \text{int}} = \frac{1}{V} \langle y_c \rangle ^2, \tag{K10}
\]

which together with Eq. (K7) leads to Eq. (K4). When the reporter concentrations are independent of the cell volume, \( X_c \) will be independent of \( V \), and so \( \langle X_c/V \rangle = \langle x_c \rangle \langle 1/V \rangle \), and similarly for \( y \), which gives us

\[
\eta_{x_c, \text{int}} = \frac{1}{V} \langle x_c \rangle ^2 \quad \text{and} \quad \eta_{y_c, \text{int}} = \frac{1}{V} \langle y_c \rangle ^2. \tag{K11}
\]

This equation, along with Eq. (K3) and Eq. (K7), comprise the exact same equations as Eqs. (A3), (B1), and (B3), from which the bounds for the class of systems in Eq.(1) of the main text were derived. The only difference is that now the (co)variances will be for the molecular concentrations, and the life-times \( \tau_x \) and \( \tau_y \) are for the concentrations as they include a contribution due to dilution from the growing volume. Note that if \( R_c \) is stochastic (non-oscillatory), then it must be independent of the cell volume \( V \), and so the bound on stochastic systems given by Eq. (4) holds in general for concentrations.

2. Derivation of Eq. (5) and Eq. (7) for volume independent fluorescent protein concentrations

Next, we consider the analogue of the class of systems in Fig. 7. The fluorescent protein numbers are still described by the reactions in Fig. 7, with the addition that the mRNA and proteins are also each “degraded” by cell division

\[
(V, z) \overset{\text{At time } t_t\to(a_iV, B(z, a_i))}{\to} t_1, t_2, \ldots, \text{ with } z \in \{x', y', y'', y'''\}.
\]

When the fluorescent protein components \( X', X'', X''' \) do not affect the environmental variables \( u(t) \) and \( V \), we can analyze the average stochastic dual reporter dynamics conditioned on the history of their upstream
influences
\[ \bar{x}'(t) = E[X_t^c|u[\infty, t], V[\infty, t], \bar{u}_x[\infty, t]], \]
\[ \bar{y}'(t) = E[Y_t^c|u[\infty, t], V[\infty, t], \bar{u}_x[\infty, t]], \]
\[ \bar{x}'(t) = E[X_t^c|u[\infty, t], V[\infty, t], \bar{u}_x[\infty, t]], \]
\[ \bar{y}'(t) = E[Y_t^c|u[\infty, t], V[\infty, t], \bar{u}_y[\infty, t]]. \]

We follow the same analysis as was done in the previous section to derive the following differential equations
\[
\frac{d\bar{x}''}{dt} = F_c(t) - \bar{x}' / \tau_{xc}, \quad \frac{d\bar{y}''}{dt} = F_c(t) - \bar{y}' / \tau_{yc}, 
\]
\[
\frac{d\bar{x}''}{dt} = x''/\tau_{mat,x} - \bar{x}' / \tau_{xc}, \quad \frac{d\bar{y}''}{dt} = y''/\tau_{mat,y} - \bar{y}' / \tau_{yc}, 
\]
\[
\frac{d\bar{y}''}{dt} = F_{x,c}(t) - \bar{x}' / \tau_{xc}, \quad \frac{d\bar{x}''}{dt} = F_{y,c}(t) - \bar{y}' / \tau_{yc}. 
\]

where \( \tau_{xc} = (1 / \tau_{mat,x} + n_{x} / \tau_{c})^{-1}, \tau_{yc} = (1 / \tau_{mat,y} + n_{y} / \tau_{c})^{-1} \),
\[ F_c(t) = \sqrt{c_1} E[F(u(t), u_x)[u[\infty, t], V[\infty, t]] \quad \text{and} \quad F_{x,c} = \sqrt{c_1} F(u(t), u_x(t)). \]

We take the ensemble average of Eq. (K12) over the different histories, which once the first moments reach stationarity, leads to the following flux balance relations
\[
\langle x'' \rangle / \tau_{xc} = F_c(c) \quad \text{and} \quad \langle y'' \rangle / \tau_{yc} = F_y(c).
\]

Eqs. (K12) and (K13) are identical to the analogous differential equations derived in the molecular number system, with the exception that the degradation time of \( \bar{x}_c \) is given by \( \tau_{xc} \) instead of \( \tau_{mat,x} \) due to the added degradation that comes from dilution from the growing volume. Nevertheless, we can follow the same analysis to derive the following expression
\[
\eta_{x''c} y''c = \frac{1}{1 + T_m} \eta_{\bar{x}''c} \bar{y}''c + \frac{T_m}{1 + T_m} \eta_{\bar{y}''c} \bar{y}'c, \quad \text{K(15)}
\]
where \( T_m := \tau_{yc} / \tau_{xc} \). The last four equations are mathematically identical to the analogous equations derived for co-regulated fluorescent proteins without feedback, from which, along with Eq. (E4), we derived the bounds in the fluorescent protein system. We thus need to show that an equation identical to Eq. (E4) holds for the reporter concentrations. From there the constraints follow from our previous proofs. To do this, we can use the law of total variance to decompose the variance of \( X_c \) by conditioning on the history of \( u, V \), and \( u_x \), which gives us
\[
\text{Var}(X''c) = E[\text{Var}(X''c|u_x[\infty, t], u[\infty, t], V[\infty, t])] + \text{Var}(\bar{x}'').
\]

We would now like to apply the same analysis as was done for the mRNA concentration system in order to derive an expression for the first term on the right. We thus look at an ensemble of \( N \) cells with the same histories \( u[\infty, t], V[\infty, t], \) and \( u_x[\infty, t], \) which corresponds to each cell having the same synchronized translation rate \( F(t) \). In such a case, we use the same trick as was done for the mRNA system in the previous section to show
\[
E[\text{Var}(X''c|u_x[\infty, t], u[\infty, t], V[\infty, t])] = \left\langle \frac{X''c}{V} \right\rangle.
\]

When the reporter concentrations are independent of the cell volume, we have \( \left\langle \frac{X''c}{V} \right\rangle = \left\langle \frac{Y''c}{V} \right\rangle \left\langle x''c \right\rangle \), and so in terms of the normalized variances we have
\[
\eta_{x''c} y''c = \left\langle \frac{1}{V} \right\rangle \left( \frac{x''c}{V} \right) + \eta_{\bar{x}''c} \bar{y}''c, \quad \text{K(16)}
\]
\[
\eta_{\bar{y}''c} y''c = \left\langle \frac{1}{V} \right\rangle \left( \frac{y''c}{V} \right) + \eta_{\bar{y}''c} \bar{y}'c.
\]

This is the equation that we were seeking as it is mathematically analogous to Eq. (E4). The factor on front of the average terms does not change the analysis as it is only the ratio of these terms that came into our derivations. This ratio is different than in the molecular numbers system due to the added degradation that comes from dilution from the growing volume. In particular
\[
\frac{\eta_{x''c} y''c - \eta_{\bar{x}''c} \bar{y}''c}{\eta_{\bar{y}''c} y''c - \eta_{\bar{y}''c} \bar{y}'c} = \frac{T_m}{T_m}.
\]

We can follow the exact same steps as was done for the fluorescent protein number system to derive the analogous constraints in terms of the reporter concentrations. The only difference would be in the right-most open loop bound which shifts as a result of this added "dilution degradation" of the immature protein concentrations.

3. Volume dependent genes — exact constraints using a third reporter

We were unable to formally prove the open-loop constraint for volume dependent genes. Mathematically, the problem lies in the fact that when the reporter concentrations are volume dependent, the intrinsic terms \( \eta_{x, int} \) and \( \eta_{y, int} \) are given by Eq. (K10) and not by Eq. (K11). These introduce two new unknowns to the system of equations, namely \( \left\langle \frac{X''c}{V} \right\rangle \left( \frac{x''c}{V} \right) \) and \( \left\langle \frac{Y''c}{V} \right\rangle \left( \frac{y''c}{V} \right) \), which makes the system of equations under-determined. When the concentrations are volume independent, Eq. (K6) and Eq. (K11) imply that the ratio of intrinsic noise terms are given by \( \eta_{x, int} / \eta_{y, int} = T_c \), which allows us to close the system of equations and solve for \( \eta_{\bar{x}c} \) and \( \eta_{\bar{y}c} \) in terms of the measurable (co)variances which are bounded by the sought after constraints. Note that \( \sqrt{\eta_{x, int} / \eta_{y, int}} \) sets the point along the \( \rho_{x,y} \) line in Fig. 4B (left panel) where the orange lines converge. For
volume dependent concentrations, numerical simulations show that \( \sqrt{\eta_{x_{c,\text{int}}}/\eta_{y_{c,\text{int}}} \neq \sqrt{T_c}} \), but it holds to good approximation with a divergence of up to around 6% for the specific models that we simulated.

Though we cannot prove the open-loop constraint using two reporters, we can infer the missing degree of freedom by introducing an additional reporter into the system and derive an open-loop constraint on volume dependent genes. In particular, Eq. (B4) and Eq. (C3) still hold in terms of concentrations of growing and dividing cells (similarly for the fluorescent reporters), even when the reporter concentrations are cell volume dependent. It’s only because the \( \eta_{x_{c,\text{int}}} \) and \( \eta_{y_{c,\text{int}}} \) terms become more complicated for volume dependent systems that we cannot close the system of equations and solve for \( \eta_{x_{c,\text{int}}} \) and \( \eta_{y_{c,\text{int}}} \) in terms of the measurable (co)variances. Thus, if we can measure \( \eta_{\bar{x}_c,\bar{x}_c} \) and \( \eta_{\bar{y}_c,\bar{y}_c} \) then we can take full advantage of the constraints. With a third reporter we are able to solve for \( \eta_{x_{c,\bar{x}_c}} \) and \( \eta_{y_{c,\bar{y}_c}} \) in terms of the measurable (co)variances as explained in Sec. J.3. In that section we showed how to measure \( \eta_{x_{c}x_{c}'} \) and \( \eta_{y_{c}y_{c}'} \) using three separate dual reporter experiments involving three dual reporter pairs, but the same exact reasoning can be used to measure \( \eta_{x_{c,\bar{x}_c}} \) and \( \eta_{y_{c,\bar{y}_c}} \) (or the fluorescent protein equivalents), as the same covariance equations used in that section hold exactly for the reporter concentrations. Thus even if we are unable to formally prove the open-loop constraint for volume dependent systems with two reporters, with a third reporter we are able to measure the missing degree of freedom to prove the constraint.

Appendix L: Experimental data analysis

Balleza et al. quantified the maturation dynamics of 50 different fluorescent proteins (FPs) in \( E. coli \) using time-lapse microscopy [15]. Their data show that the maturation step of roughly a third of the tested FPs is limited solely by dilution from the growing and dividing cells, we estimated that the fluorescent protein concentrations are degraded within the region expected for constitutively expressed genes, with the exception of mEGFP. The data fall along the right orange bound given by the right inequality in Eq. (8). According to Eq. (K14), systems that lie along this boundary satisfy \( CV_{x_{c}'}/CV_{y_{c}'} = \sqrt{\langle y_{c}' \rangle / \langle x_{c}' \rangle} \) where \( x_{c}' \) and \( y_{c}' \) denote the concentrations of the fluorescent proteins. Systems that lie along this bound thus have CVs that scale inversely with the square root of the averages. Accordingly, Eq. (K16), the concentration CVs are given by

\[
CV_{x_{c}'}^2 = \left( \frac{1}{\bar{V}} \right) \frac{1}{\langle x_{c}' \rangle^2} \left( \frac{\tau_{mat,x} e^{-t/\tau_{mat,x}} - \tau_{y_{c}'} e^{-t/\tau_{y_{c}'} \tau_{x_{c}'}^2}}{\tau_{y_{c}'}^2} \right) dt,
\]

where \( F_{x_{c}} \) is the production rate of the immature protein concentrations. The first term on the right, which scales inversely to the average, corresponds to noise that originates at the translation step, the maturation step, fluctuations in protein degradation, and binomial splitting of proteins at cell division. The term on the right corresponds to noise that originates from transcription as well as mRNA and translation rate fluctuations. Therefore, data that lie along the right orange boundary in Fig. 8 corresponds to variability with negligible transcription noise contributions.

In order to confirm this observation and also analyze the mEGFP discrepancy, we plot in Fig. 8 the fluorescent protein concentration CVs as a function of their maturation times. In the regime where the the second term on the right of Eq. (L2) is negligible, and where we assume that the fluorescent protein concentrations are degraded solely by dilution from the growing and dividing cells, we can use Eq. (K14) to write

\[
CV_{x_{c}'} = A \sqrt{\frac{\ln(2)}{\tau_{c}}} \left( \frac{\tau_{mat,x}}{\tau_{x_{c}'}^2} + 1 \right), \quad (L3)
\]

where \( A = \sqrt{\langle x_{c}' \rangle / \tau_{x_{c}'}} \) is an unknown parameter. From this equation we see that as the maturation time gets larger, so does the CV. This is because as the maturation time gets larger, the fraction of matured proteins is reduced, which results in larger intrinsic fluctuations that originate from the maturation step and from cell
Figure 8. Utilizing constraints on flow-cytometry data from constitutively expressed fluorescent proteins. Here we plot all of the possible pairs from Table 1 in the Supplemental Material [34]. We plot 9 separate plots instead of combining the data into a single plot because for a given \( T_c \) the right bound given by Eq. (8) is only determined if we specify one of the maturation times. Thus for fixed Y reporter, the right bound is well defined for any given X reporter, with the yellow corridor indicating the estimated uncertainty in \( \tau_c \) and \( \tau_{\text{mat},y} \). Because all fluorescent proteins were constitutively expressed and were not fused to cellular proteins we expect the experimental data to be consistent with the class of gene expression models that do not exhibit feedback and are not periodically driven (pink region). All variability ratios with respect to all reference fluorescence proteins confirm the above picture with the exception for mEGFP (with ratios indicated in red) for which the data violate the expected behaviour. With the exception of the indicated mEGFP outlier all data fall along the right hand boundary.

partitioning of matured proteins. On the other hand, we can look at the regime in which there is negligible translation noise (where the second term on the right of Eq. (L2) dominates). We model the autocorrelation of the protein concentration translation rate as a decaying exponential \( A_{P_{x,c}}(t) = e^{-t/\tau_{x,c}} \), and we assume that the protein concentrations are degraded solely from dilution, in which case we have

\[
CV_{x_{c}'} = B \sqrt{\frac{\tau_{P} (\tau_{c}'' \tau_{x_{c}} + \tau_{P} (\tau_{c}' + \tau_{x_{c}}'))}{(\tau_{P} + \tau_{c}'') (\tau_P + \tau_{x_{c}}') (\tau_{c}'' + \tau_{x_{c}}')}} \tag{L4}
\]

where \( \tau_{x_{c}}'' = \tau_{x_{c}} / \ln(2) \), \( \tau_{x_{c}}' = (1/\tau_{\text{mat},x} + \ln(2)/\tau_{x_{c}})^{-1} \), and \( B = \sqrt{\eta_{FF}} \) is an unknown parameter. In Fig. 9 we plot Eq. (L3) and Eq. (L4) with \( A = 1.3, B = 1.2, \tau_{P} = \tau_{c}/10 \), and \( \tau_{x_{c}} = 28.5 \pm 2 \text{ min} \) (as reported in [15]). We find that the computed CVs from the flow cytometry data sets are well described by Eq. (L3), except for the mEGFP point which displays a CV smaller than the others. The only parameter left in this model to vary is the division time of the cells \( \tau_c \). When this parameter is changed to 35.6 min, the model captures the mEGFP data point as shown by the dashed curve in Fig. 9. The discrepancy between mEGFP and the other 9 fluorescent proteins could thus be explained by a slightly slower growth rate in the cell cultures used for the mEGFP data sets. The blue curve, on the other hand, corresponds to the negligible translation noise model given by Eq. (L4). We find that as the maturation time gets larger, the CV gets smaller, which is expected as fluorescent proteins with large maturation times have less time to adjust to varying upstream fluctuations and inherit less variability.

The previous analysis indicates that the variability is dominated by noise originating from the translation step, maturation step, fluctuations in protein degradation, and noise originating from binomial splitting of protein numbers at cell divisions, which are all described by the first term on the right in Eq. (L2). However, it is possible that measurement noise which scales inversely with the average is contributing to the measured variability. For exam-
ple, in [25] it is shown that flow cytometry measurements contain a significant amount of measurement noise when used with bacteria due to their small size. This measurement noise is shown to scale inversely with the average of the fluorescence signal, meaning it could mask itself as biological variability contributing to the first term on the right of Eq. (L2). In [25] a rigorous method is developed to measure the true CVs using flow cytometry on bacteria, separating measurement noise and autofluorescence contributions using commonly used calibration beads.

Figure 9. The data is best described by a model with negligible transcription noise. Plotted are the concentration CVs from Table 1 of the Supplemental Material [34] as a function of their respective fluorescent protein maturation times. The pink curve corresponds to the model given by Eq. (L3) with \( A = 1.3 \) and \( \tau_c \) as reported in [15]: 28.5 ± 2 min. The pink corridor indicates the result of the uncertainty in \( \tau_c \). The blue curve corresponds to the model given by Eq. (L4) in which translation noise is negligible, with \( B = 1.2 \), \( \tau_F = 28.5/10 \) min, and \( \tau_c = 28.5 ± 2 \) min. We find that the data follows the pink curve and is thus best described by the negligible transcription noise model. The data point with the smallest CV corresponds to mEGFP, and the dashed red curve corresponds to the same model as the pink curve but with \( \tau_c \) increased by a factor of 1.25. A possible explanation for this relatively low CV observed for mEGFP is that the cell cultures expressing mEGFP had slightly slower growth rates.
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1. INFERRING THE TIMESCALE OF UPSTREAM VARIABILITY — NUMERICAL BOUND

Using Eq. (C1), we have

\[ \frac{\eta_{\bar{x}} - a \eta_{\bar{y}}}{\bar{y}} = \int_0^\infty \eta_{RR} A_R(t) \left( \frac{e^{-t/\tau_x}}{\tau_x} - a \frac{e^{-t/\tau_y}}{\tau_y} \right) dt \quad \text{where} \quad T \leq a \leq 1. \]

The expression in parentheses is negative for \( t \leq t^* \) and positive for \( t \geq t^* \), where \( t^* = \ln(a/T) \tau_x \tau_y / (\tau_x - \tau_y) \). We thus have

\[
\begin{align*}
\eta_{\bar{x}} - a \eta_{\bar{y}} &= \int_0^{t^*} \eta_{RR} A_R(t) \left( \frac{e^{-t/\tau_x}}{\tau_x} - a \frac{e^{-t/\tau_y}}{\tau_y} \right) dt + \int_{t^*}^\infty \eta_{RR} A_R(t) \left( \frac{e^{-t/\tau_x}}{\tau_x} - a \frac{e^{-t/\tau_y}}{\tau_y} \right) dt \\
&\geq \int_0^{t^*} \eta_{RR} \left( \frac{e^{-t/\tau_x}}{\tau_x} - a \frac{e^{-t/\tau_y}}{\tau_y} \right) dt + \int_{t^*}^\infty \eta_{RR} A_R(t) \left( \frac{e^{-t/\tau_x}}{\tau_x} - a \frac{e^{-t/\tau_y}}{\tau_y} \right) dt \\
&\geq \int_0^{t^*} \eta_{RR} \left( \frac{e^{-t/\tau_x}}{\tau_x} - a \frac{e^{-t/\tau_y}}{\tau_y} \right) dt + \int_{t^*}^\infty \eta_{RR} e^{-t/\tau_R} \left( \frac{e^{-t/\tau_x}}{\tau_x} - a \frac{e^{-t/\tau_y}}{\tau_y} \right) dt ,
\end{align*}
\]

where in the second step we use the fact that the expression in parentheses is negative and \( A_R(t) \leq 1 \), and the third step comes from the fact that \( A_R(t) \geq e^{-t/\tau_R} \). Without loss of generality we work in units where \( \tau_x = 1 \) and \( \tau_y = T \), in which case we solve the above integral to obtain

\[ \eta_{\bar{x}} - a \eta_{\bar{y}} \geq \eta_{RR} h(a, T, \tau_R) \]

where

\[
h(a, T, \tau_R) = \left( 1 - a + a \left( \frac{a}{T} \right)^{-\frac{1}{1+\tau_R}} - \left( \frac{a}{T} \right)^{-\frac{1}{1+\tau_R}} + \frac{\tau_R \left( \frac{a}{T} \right)^{-\frac{(1+\tau_R)T}{1+\tau_R}}}{1+\tau_R} - a \tau_R \left( \frac{a}{T} \right)^{-\frac{(1+\tau_R)T}{1+\tau_R}} \right) .
\]

Now, we can infer that \( h(a, T, \tau_R) \) is zero for some \( a^* \in [T, 1] \). In particular, for \( a = T \) we have

\[
h(T, T, \tau_R) = \frac{\tau_R}{1+\tau_R} - \frac{T \tau_R}{1+\tau_R} = \frac{\tau_R^2(1-T)}{(1+\tau_R)(T+\tau_R)} > 0 .
\]

Moreover, we note that the \( \tau_R \) dependence of \( h \) comes from the integral on the right in Eq. (1.1), and since the expression in parenthesis in this integral is always positive, the integral will increase as \( \tau_R \) increases. As a result,
$h(a, T, \tau_R)$ is a monotonically increasing function of $\tau_R$ and so $h(1, T, \tau_R) < h(1, T, \tau_R \to \infty) = 0$. Thus, we've shown that $h(a, T, \tau_R)$ is positive for $a = T$ and negative for $a = 1$, and so by the mean value theorem there must exist an $a^* \in [T, 1]$ s.t. $h(a^*, T, \tau_R) = 0$. This $a^*$ can be found numerically for a given $\tau_R$ and $T$, and plugging this $a^*$ into Eq. (1.3) gives us the strictness bound on systems that satisfy $e^{-t/\tau_R} \leq A_R(t)$

$$\eta_{xx} - a^* \eta_{yy} \geq 0 \quad \text{where} \quad h(a^*, T, \tau_R/\tau_x) = 0 \quad ,$$

(1.3)

where the $\tau_x$ factor is added for systems with arbitrary units. We were unable to solve for an analytical solution to $a^*$ given $T$ and $\tau_R$. However, through trial and error, and by looking at the functional form of the solution of systems with exponential auto-correlations, we proposed the ansatz that $\eta_{\text{ansatz}}(0 \leq t/\tau_R \leq 1)$ s.t. $h(\eta_{\text{ansatz}}, T, \tau_R/\tau_x) = 0$, where $\eta_{\text{ansatz}} = (0.9 + T\tau_x/\tau_R)/(0.9 + \tau_x/\tau_R)$. By numerically plotting $h(\eta_{\text{ansatz}}, T, \tau_R/\tau_x)$ over different $T \in [0, 1]$ and $\tau_R \in [0, 100]$ (see Fig. S1), we find that $h(\eta_{\text{ansatz}}, T, \tau_R/\tau_x) \geq 0$ in this regime of parameters, and so through Eq. (1.3) we have the slightly weaker bound

$$\eta_{xx} - a^*_{\text{ansatz}} \eta_{yy} \geq 0 \quad \text{where} \quad a^*_{\text{ansatz}} = \left(\frac{0.9 + \tau_x/\tau_R}{(0.9 + \tau_x/\tau_R)}\right) \quad .$$

(1.4)

Figure S1. Plot of $h(a^*_{\text{ansatz}}, T, \tau_R/\tau_x)$ over different $T$ and $\tau_R/\tau_x$ values, where $a^*_{\text{ansatz}} = (0.9 + T\tau_x/\tau_R)/(0.9 + \tau_x/\tau_R)$. Note that $h$ here is always positive and for most values of the domain it is approximately zero (the peak is $h_{\text{max}} \approx 0.02$).

We recall from Eq. (B2) that $\eta_{xx} = \eta_{xR}$ and $\eta_{yy} = \eta_{yR}$, and we can solve for $\eta_{xR}$ and $\eta_{yR}$ in terms of measurable (co)variances through Eq. (B5). Substituting these into the above inequality gives us

$$(a-T)\rho_{xy} \leq \left(\frac{a + T}{1 + T}\right) \frac{CV_x}{CV_y} \quad \text{where} \quad a = \left(\frac{0.9 + \tau_x/\tau_R}{(0.9 + \tau_x/\tau_R)}\right) \quad .$$

(1.5)

Systems that break the above inequality cannot satisfy $e^{-t/\tau_R} \leq A_R(t)$, and so the upstream variability must fluctuate with timescale smaller than $\tau_R$, see Fig. 6.

For fluorescent protein reporters of the class of systems in Fig. 2A of the paper, we can follow the same analysis as above. In particular, we consider systems in which the following holds

$$e^{-t/\tau_R} \leq A_R(t) \quad \text{where} \quad \bar{F}(t) = \mathbb{E}[F(u(t), u_x)|u[-\infty, t]] \quad .$$

That is, $\bar{F}(t)$ is the translation rate when we average out all the intrinsic fluctuations originating from the mRNA intrinsic system, and so $A_R(t)$ characterizes the timescale of the upstream fluctuations originating from the cloud of components $u(t)$. Similarly to the above, we have

$$\eta_{\tilde{g}^x\tilde{g}^y} - a \eta_{\tilde{g}^x\tilde{g}^y} \geq \int_{g(t) < 0} \eta_{RRg}(t)dt + \int_{g(t) \geq 0} \eta_{RR}e^{-t/\tau_R}g(t)dt$$

where

$$g(t) = \frac{\tau_{mat,x}e^{-t/\tau_{mat,x}} - \tau_{mat,x}e^{-t/\tau''}}{\tau_{mat,x}^2 - \tau''^2} - a \frac{\tau_{mat,y}e^{-t/\tau_{mat,y}} - \tau_{mat,y}e^{-t/\tau''}}{\tau_{mat,y}^2 - \tau''^2} \quad ,$$

In order to find the strongest bound on these systems, the largest $T_m \leq a^* \leq 1$ value that would set the right hand side of the above inequality to zero would need to be found. This can be done numerically, where this $a^*$ value would depend on $\tau_R$, $T$, and $\tau''$. If $\tau'$ is not known, then the largest $a$ that would set the right hand side of the above inequality to be positive for all $\tau'$ can be used. In both of these cases we would end up with

$$a \eta_{\tilde{g}^x\tilde{g}^y} \leq \eta_{\tilde{g}^x\tilde{g}^y} \quad \text{where} \quad a = a^* \quad \text{(see above paragraph)} \quad .$$
When there is no feedback, recall that Eq. (E6) and Eq. (E8) hold. Using these equations with the above inequality we find

\[(a - T_m)\rho_{x''y''} \leq \left( \frac{a + T_m}{1 + T_m} \right) \left( \frac{CV_{x''}}{CV_{y''}} - T_m \frac{CV_{y''}}{CV_{x''}} \right) . \tag{1.6} \]

Systems that break the above inequality must break the inequality given by \(e^{-t/\tau_R} \leq A_F(t)\), and so the upstream variability must fluctuate with timescales smaller than \(\tau_R\).

2. EXAMPLES OF NON-ERGODIC SYSTEMS

Non-ergodic systems are systems where time averages do not correspond to population averages. Though the cloud of components \(u(t)\) in Fig. 1A is dynamic and can vary as a function of time, it is left unspecified and we do not need to assume ergodicity in \(R(u(t))\). As an example, consider the case where \(u(t)\) is such that the rate \(R(u(t))\) evolves from some initial value and eventually reaches one of two values, \(\lambda_1\) or \(\lambda_2\), from which it stays constant, see Fig. S2A. Here, let’s say that the choice of states \(\lambda_1\) or \(\lambda_2\) is random with a probability of 1/2. If we follow any single cell over time from some fixed initial state, the transcription rate will evolve to either \(R = \lambda_1\) or \(R = \lambda_2\) with equal probability, and then stay constant. If we wait for stationarity, in which each system has left the transient state, then we have two sub-populations. Such a system, though not ergodic, will satisfy the constraints presented in the main text. In particular, this exact system will lie along the right boundary of the open-loop constraint given by Eq. (2) of the main text. In previous sections we’ve conditioned on the history of the upstream variables \(u(t)\) for systems without feedback. For the system in Fig. S2A this corresponds to conditioning on \(R = \lambda_1\) or \(R = \lambda_2\). When we take the average over all histories we effectively average over the two \(R\) states.

Figure S2. **Irreversible cell states are non-ergodic processes.** A) Here are possible realizations of the transcription rate \(R(u(t))\) in a particular system within the class of Fig. 1A in which the rate \(R\) either remains at the constant state of \(R = \lambda_1\) or \(R = \lambda_2\) after the initial transient dynamics have decayed. In each realization, the rate has a probability of 1/2 of growing into the \(R = \lambda_1\) state or into the \(R = \lambda_2\) state. This could, for example, model a population of cells in which each cell must irreversibly switch to one of two states. This system is not ergodic, as following an individual cell over time can only provide information on the sub-population that shares that cell’s state, and not the whole population. B) A similar system as A, with one of the states having an oscillating transcription rate and the other a stochastic transcription rate.

We can consider a more general non-ergodic system in which the cells move into one of two states with equal probability, defined by either having a transcription rate \(R_1(t)\) or \(R_2(t)\). For example, \(R_1\) could be a stochastic signal and \(R_2\) could be an oscillation, see Fig. S2B. Here when we condition on the history we are also conditioning on the state of the cell by specifying whether the history is an oscillation or not. When we take the average over all histories we in effect take the average of all histories in each state and then average over each state.

It is worth noting that for such non-ergodic systems with different transcription states, if there is any feedback between the downstream variables \(X\) and \(Y\) and the cloud of components \(u(t)\) in any of the different cell states, then that constitutes feedback in our framework and could break the open-loop constraint given by Eq. (2).

Moreover, the bound on stochastic systems given by Eq. (4) bounds systems with non-negative autocorrelation. The autocorrelation here is the autocorrelation obtained by ensemble averages, defined by

\[A(s) := \frac{\langle R(t + s)R(t) \rangle - \langle R(t + s) \rangle \langle R(t) \rangle}{\text{Var}[R(t)]},\]

where outer brackets are averages over the population, and the variance at the bottom is the variance over the population. For a non-ergodic system of the form in Fig. S2B, this autocorrelation would be an average between the autocorrelations of the two possible transcription rates. It’s thus possible that a system will break the constraint given by Eq. (4) if only one of the sub-populations has an oscillating transcription rate.
3. FLOW CYTOMETRY DATA ANALYSIS

Figure S3. Filtering cells from debris based on scattering and fluorescence profiles. Here we plot a figure illustrating the filtering strategy that was used to filter out debris from the raw flow cytometry datasets. The side (SSC) and forward (FSC) scattering signals were used to separate the cluster of cell-like objects from debris measurements that lie outside the cluster. Additionally, the green (FITC) and cyan (mCFP) signals were used with the scattering signals to separate the cluster of fluorescent objects. On the bottom right is the resulting green fluorescence distribution for mEGFP, with statistics showing the abundance of post-sorted events (with pre-sorted at 10,000), the mean, and the coefficient of variation.

For each fluorescent protein, coefficients of variation (CVs) were obtained for three independent cell cultures according to Fig. S3, and the average was taken with an uncertainty given by the standard error. The CVs that were obtained this way correspond to abundance CVs. In order to obtain the concentration CVs, we used Eq. (L1) as described in Appendix L. Note that CV_V can be estimated from first principles for a given cellular growth dynamics. For example, if we assume that the volume is growing exponentially between divisions with symmetric division times, then CV_V ≈ 0.2 (similarly for a volume growing linearly). This is independent of the cell division time and can be used as a lower bound for CV_V. In general, CV_V will be bigger than 0.2 due to stochastic effects like asymmetric divisions and division times. We thus estimated CV_V using separate data that explicitly quantifies E. coli growth dynamics through time-lapse microscopy [1]. In particular, in [1] individual E. coli cells are followed and their lengths are measured as a function of time for about 100 divisions, see Fig. S4. From the publicly available data we analyzed the length time-traces of the mother cells from one experiment with E. coli MG1655 (CGSC 6300) grown in LB media at 37°C. This includes over 100 length time-traces like the one in Fig. S4, thus constituting approximately 10^4 divisions. We noticed that many time-traces exhibited large fluctuations near the end (Fig. S4), which suggests a systematic error. Therefor, we computed the length CV from the first half of each time-trace, and then took the average, resulting in CV_V = 0.261 ± 0.005.

Of the 50 fluorescent proteins that were studied in [2], varying maturation kinetics were observed, including first-order exponential kinetics as assumed in Fig. 2, second-order kinetics, and other more complex maturation kinetics. As a result, two effective maturation times are reported: \( \tau_{50}^{mat} \) and \( \tau_{90}^{mat} \), corresponding to the time it takes for 50% or 90% of an ensemble of fluorescent proteins to become mature, respectively. The former, \( \tau_{50}^{mat} \), is the maturation half-life, which for first-order maturation kinetics as assumed in Fig. 2 is related to the average maturation time through \( \tau_{50}^{mat} / \tau_{mat} = \ln(2) \), and to \( \tau_{90}^{mat} / \tau_{mat} = \ln(2) / \ln(10) \). In order to pick a subset of fluorescent proteins that are the most closely modelled by a first-order maturation step, we picked the 10 fluorescent proteins for which the experimental ratio \( \tau_{50}^{mat} / \tau_{mat} \) lies closest to \( \ln(2) / \ln(10) \). However, we found that this algorithm would capture a few fluorescent proteins whose maturation curves in [2] were noisy and could possibly also be described by
Figure S4. **Example time-trace of growing and dividing E. coli cells.** Data taken from [1] where individual E. coli cells were followed using time-lapse microscopy and their lengths measured over time. One pixel corresponds to 0.0645 µm. Many of these time-traces exhibited large fluctuations near the end, suggesting a possible systematic error. We therefor computed the CVs of the first half of each time-trace.

a second-order process. Therefore, we picked the 10 fluorescent proteins for which the ratio $\tau_{50}^{\text{mat}}/\tau_{90}^{\text{mat}}$ lies closest to $\ln(2)/\ln(10)$ and that also display a clear first-order trend in the maturation kinetic time-traces reported in [2]. The chosen fluorescent proteins with their $\tau_{50}^{\text{mat}}$ maturation times and their concentration CVs are presented in Table I.

### 4. SIMULATIONS

Though the constraints presented in the main text are analytically proven, we performed gillespie simulations to demonstrate that the entire bounded regions are achievable. Here we summarize what systems were simulated.

To demonstrate the open-loop constraint we performed gillespie simulations of certain systems that are part of the classes of Fig. 1A and Fig. 2A of the paper. The systems that were simulated include those driven by a sinusoidal, those driven by an oscillating step function, those driven by a poisson process, and those driven by the square of a poisson process $z^2$. In all these cases many simulations were performed with varying reporter lifetimes and reporter birthrate parameters (like the sinusoidal amplitude and frequency, or the half-life of the upstream poisson process, etc.). The time (co)variances for these particular system realizations was then computed, and these correspond to the blue dots in the paper figures. For closed-loop systems, we performed gillespie simulations of systems driven by

| FP | $\tau_{50}^{\text{mat}}$ (min) | $\tau_{90}^{\text{mat}}$ (min) | $\tau_{50}^{\text{mat}}/\tau_{90}^{\text{mat}}$ | CV | CV | Ratio | CV | CV |
|----|-------------------------------|-------------------------------|---------------------------------|----|----|-------|----|----|
| mEYFP | 1.0 | 1.0 | 1.0 | | 0.24(0.03) | 0.25(0.03) | 0.27(0.03) | 0.25(0.09) | 0.22(0.005) | 0.27(0.03) | 0.263(0.006) | 0.29(0.009) | 0.48(0.007) |
| mVen | 0.1(0.3) | 0.1(0.3) | 0.5(0.1) | 0.3(0.1) | 0.45(0.07) | 0.45(0.07) | 0.45(0.07) | 0.45(0.07) | 0.45(0.07) | 0.45(0.07) | 0.45(0.07) | 0.45(0.07) | 0.45(0.07) |
| mYPet | 1.0(0.1) | 1.0(0.1) | 1.0(0.1) | 1.0(0.1) | 1.0(0.1) | 1.0(0.1) | 1.0(0.1) | 1.0(0.1) | 1.0(0.1) | 1.0(0.1) | 1.0(0.1) | 1.0(0.1) | 1.0(0.1) |
| mEmerald | 0.40(0.08) | 0.40(0.08) | 0.40(0.08) | 0.40(0.08) | 0.40(0.08) | 0.40(0.08) | 0.40(0.08) | 0.40(0.08) | 0.40(0.08) | 0.40(0.08) | 0.40(0.08) | 0.40(0.08) | 0.40(0.08) |
| mGFP | 0.0(0.0) | 0.0(0.0) | 0.0(0.0) | 0.0(0.0) | 0.0(0.0) | 0.0(0.0) | 0.0(0.0) | 0.0(0.0) | 0.0(0.0) | 0.0(0.0) | 0.0(0.0) | 0.0(0.0) | 0.0(0.0) |
| mEGFP | 0.0(0.0) | 0.0(0.0) | 0.0(0.0) | 0.0(0.0) | 0.0(0.0) | 0.0(0.0) | 0.0(0.0) | 0.0(0.0) | 0.0(0.0) | 0.0(0.0) | 0.0(0.0) | 0.0(0.0) | 0.0(0.0) |
| mTurquoise | 0.0(0.0) | 0.0(0.0) | 0.0(0.0) | 0.0(0.0) | 0.0(0.0) | 0.0(0.0) | 0.0(0.0) | 0.0(0.0) | 0.0(0.0) | 0.0(0.0) | 0.0(0.0) | 0.0(0.0) | 0.0(0.0) |

Table I. Maturation times and concentration CVs for the selected fluorescent proteins. In the top row we present the 10 selected fluorescent proteins from the publicly available data that are most closely modelled by first-order maturation kinetics, along with their maturation half-life (related to the maturation time through $\tau_{50}^{\text{mat}} = \tau_{50}^{\text{mat}}/\ln(2)$), and the concentration CVs computed from the flow cytometry datasets. Numbers in parentheses are the uncertainties, taken from [2] for the maturation times and taken as the standard error of three replicate flow cytometry data sets along with error propagation for the CVs. In the white cells we report the maturation time ratios and the ratio of CVs. Our constraints are unique for a given pair of CVs and maturation times, thus we show only one ratio for a given fluorescent protein pair. Each panel corresponds to a set of reporter pairs where the Y reporter is held fixed and the X reporter is varied (equivalent to varying $\tau_{50}^{X}$ while keeping $\tau_{50}^{Y}$ fixed). Each column corresponds to a panel in Fig. 8.
rates with feedback. In particular, to fill most of the region in the figures, rates of the form \( R(x) \propto (K + x^n)^{-1} \), \( R(y) \propto (K + y^n)^{-1} \), and \( R(y) \propto (K + y^n + x^m)^{-1} \) were done over different \( n \), \( m \), and \( K \). The region outside of the orange lines in Fig. 1B and Fig. 2B near the \( \rho = 1 \) line was only accessible by rates of the form \( R(x, y) \propto U(x - ky) \), where \( U \) is a step function and \( k \) is a parameter that was varied.

To demonstrate the constraint on stochastic systems we performed gillespie simulations of open-loop systems that are known to be stochastic and periodic. These include those driven by a poisson process and those driven by a sinusoidal. We performed many simulations where the parameters of these specified birthrates were varied.

To simulate concentrations of growing and dividing cells, we performed gillespie simulations of molecular numbers that undergo a binomial split at particular times separated by the same period \( \ln(2) \tau_c \). The volume was then modelled as an exponentially growing volume \( V \propto e^{t/\tau_c} \) that is reduced by a factor of 1/2 at the same moments that the molecular numbers undergo a binomial split. The reporter numbers and the cell volume were kept track of, and from these the concentration (co)variances were computed from the time averages of \( x(t)/V(t) \) and \( y(t)/V(t) \). The concentration production rates \( R_c := R/V \) that we simulated include poisson processes, sinusoidals, rates proportional and inversely proportional to the cell volume, and oscillating step functions.
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