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Abstract—Federated learning (FL) has recently emerged as an attractive decentralized solution for wireless networks to collaboratively train a shared model while keeping data localized. As a general approach, existing FL methods tend to assume perfect knowledge of the Channel State Information (CSI) during the training phase, which may not be easy to acquire in case of fast fading channels. Moreover, literature analyses either consider a fixed number of clients participating in the training of the federated model, or simply assume that all clients operate at the maximum achievable rate to transmit model data. In this paper, we fill these gaps by proposing a training process that takes channel statistics as a bias to minimize the convergence time under imperfect CSI. Numerical experiments demonstrate that it is possible to reduce the training time by neglecting model updates from clients that cannot sustain a minimum predefined transmission rate. We also examine the trade-off between the number of clients involved in the training process and model accuracy as a function of different fading regimes.

Index Terms—Federated learning (FL), artificial intelligence, convergence time, channel state information (CSI), 6G.

I. INTRODUCTION

Artificial intelligence (AI) will play a more and more prominent role in the design and optimization of sixth generation (6G) wireless networks [1]. Notably, it is envisioned that the co-design of communications systems and applications running on top of them will facilitate an efficient use of wireless physical resources, thereby enabling future vertical services to fulfill very demanding sets of requirements. In particular, federated learning (FL) has gained a lot of interest as a promising and efficient tool to bring intelligence to the edge, where devices collaborate to maintain fresh learning models rather than uploading raw data to centralized servers [2].

However, implementing FL over wireless networks raises several concerns, mainly due to the noisy nature of the wireless links connecting the end devices, as well as the limited computation and communication resources available at each client. Along these lines, Yang et al., in [3], tried to optimize both wireless and computational resources to minimize the learning training delay, even though considering the whole pool of clients at each round. In turn, FL methods typically select only a subset of devices at each iteration, in order to alleviate the burden of data transmission for distributing model updates. For example, the authors in [3] proposed a method to identify the optimal resource allocation policy as a function of the number of clients participating in the training process, while considering both channel conditions and the significance of their local model updates. The results suggest that the number of clients to be considered at each round should depend on how data are distributed on the local datasets: for independent and identically distributed (iid) data, the best strategy is to sample just one client per round whereas, for a non-iid scenario, the number of clients per iteration should be proportional to how heterogeneously the data are distributed, to avoid fitting locally skewed datasets. Another approach to reduce wireless resource occupancy during training is to compress and send sparse local model updates to the server, rather than quantizing the global model itself [5].

Despite these early results, however, it is still not clear, for non-iid data distributions, how to quantify the trade-off between the number of clients involved in the training of the model and the number of training iterations that are needed to achieve a certain level of accuracy [2]. Moreover, most methods assume perfect knowledge of the Channel State Information (CSI) at each round, which is then leveraged to find the optimal power and resource allocation strategy to minimize the training time. However, perfect CSI may be difficult to obtain in practice, especially in case of fast fading channels. To the best of our knowledge, the only prior work attempting to analyze the FL training process under channel uncertainty is [6], where CSI is inferred using a Gaussian Process (GP) and radio resources are scheduled according to the estimated CSI. However, the analysis does not investigate whether training times are affected by different channel statistics.

Based on this introduction, in this work we propose a novel FL training method, hereby referred to as Fixed Rate Federated Learning (FRFL), working under imperfect CSI\(^1\) with frequency and time constraints. More specifically, we analyze the convergence time as a function of different channel models (i.e., Rayleigh, Nakagami, and Rician, to characterize different fading regimes), data distributions (i.e., iid and non-iid), and the number of clients participating in the training of the model. Our contributions can be summarized as follows.

- We evaluate whether exploiting channel statistics, like the Cumulative Distribution Function (CDF) of the fading distribution, when perfect CSI is not available, can still help identify the optimal resource scheduling approach to minimize the convergence time. To do so, we investigate

\(^{1}\)Unlike in other papers, where the expression imperfect CSI denotes the presence of noise or errors in the channel estimation process, here we use it to mean that the only information available about the channel state is its statistical distribution.
whether preventing clients that cannot sustain a minimum predefined transmission rate from sending model updates results in faster training. Numerical experiments show that, in Rayleigh channels, it is possible to reduce the convergence time by around 80% with 90% accuracy if just half of the clients are able to successfully communicate, compared to a baseline in which all clients adopt the maximum achievable rate to transmit model data.

- We prove that, as expected, while admitting more clients at each round may not significantly affect the convergence time to achieve a certain accuracy, it can dramatically increase the probability of introducing stragglers into the loop. This effect is particularly remarkable in case of Rayleigh fading, compared to Nakagami and Rician, thus demonstrating how channel statistics should be considered as a bias to optimize scheduling policies for FL.

The rest of the paper is organized as follows. In Sec. II we present our system model. In Sec. III we describe the proposed FRFL method to reduce the convergence time in the training process in case of imperfect CSI. In Sec. IV we introduce our simulation settings and parameters, and discuss our numerical results. Finally, Sec. V concludes the analysis with suggestions for future work.

II. SYSTEM MODEL

In FL, $N$ wireless devices cooperatively build a global model $g(\omega)$, stored in a central base station (BS), by sharing learning model updates derived from their local datasets $D_n$, $n = 1, \ldots, N$, which are a partition of the global dataset $D = \cup_n D_n$. The global model parameter vector is randomly initialized to $\omega^0$. The training phase is then organized in rounds, indexed by $t$. At the beginning of each round, the BS broadcasts the global parameters $\omega^t$ to the clients. Once received, each client $n$ can update its local model $g(\omega^t_n)$, using a version of the Stochastic Gradient Descent (SGD) algorithm [2], by optimizing its local loss $F_n(g(\omega^t_n), D_n)$, which is a function of the local model $g(\omega^t_n)$ and its dataset $D_n$ at round $t$. At the end of the local optimization phase, the BS selects a pool of $C^t$ clients, with $C^t \leq N$, to collaboratively upload their local model updates, which are then aggregated to generate a new global model that now exploits the knowledge acquired by the clients. The process continues until convergence.

In this work we consider the situation in which the global model $g(\omega)$ must be trained within a limited amount of time $T$, as described in [7]. For example, when a model is used to monitor/control a safety-critical process, e.g., in an Industrial Internet of Things (IIoT) scenario [8] or for teleoperated driving [9], training data must be shared with low latency to guarantee that collaborative machines are synchronized. The problem can then be reformulated as follows. Assume that $N$ wireless devices are connected to the BS using wireless links in an Orthogonal Frequency Division Multiplexing (OFDM) system. At each round, $C^t$ clients are selected and exclusively assigned an orthogonal channel of bandwidth $B_k$, $k = 1, \ldots, K = C^t \leq N$ [6], [10]. From now on, we will refer to client $k$ as the one associated to the $k$-th channel. Communication links are modeled as slow fading channels. Unlike previous works, we consider the case in which the BS does not have perfect CSI, but can estimate the CDF $F(h)$ of the channel gain $h$. In principle, the maximum rate at which client $k$ can communicate its model parameters with arbitrarily low error probability at round $t$ is given by Shannon’s formula

$$R_k^t = B_k \log_2 \left(1 + h_k^t \frac{p_k^t \phi_k^t}{N_0 B_k}\right), \quad \forall k \in \{1, \ldots, K\},$$

where $h_k^t$ is the channel gain, $p_k^t$ is the power allocated for transmission, and $\phi_k^t$ is the path loss experienced by client $k$ during iteration $t$, whereas $N_0$ is the noise power spectral density. In our analysis, we consider the case in which clients adapt their power $p_k^t$ in such a way that the path loss and the noise are scaled to reach a constant and target quality factor $A$, which defines different SNR regimes, i.e.,

$$A = \frac{p_k^t \phi_k^t}{N_0 B_k}, \quad \forall k \in \{1, \ldots, K\}.$$  

In standard synchronous FL, the BS has to wait until all $C^t$ clients involved in the training process at round $t$ upload their local updates before proceeding to the next round, thus the round duration depends on the time required by the slowest client to complete its local computations and update the model. In this work, in turn, we will only consider communication heterogeneity in FL [11], and impose that each client performs its local computations within a constant time.

III. FEDERATED LEARNING UNDER IMPERFECT CSI: THE PROPOSED SOLUTION

As discussed in Sec. II FL methods typically consider a fixed number of clients $C^t$ to be involved in the training phase at round $t$, and then allocate radio resources in such a way that the time each client takes to upload its model updates within the round is minimized. Different scheduling policies can be adopted depending on whether or not CSI is known a priori, as described in Sec. III-A and III-B, respectively. On one side, it is possible to reduce the number of rounds required for convergence by simply increasing $C^t$. For example, the analysis in [2] shows that, even under non-iid data distribution, increasing at each round the fraction of clients involved in the training process from 10% to 100% could halve the number of training rounds. On the other side, given synchronous FL, the more clients participating at each round, the longer the time required to complete it. Indeed, we can trade the amount of information exchanged at each round, i.e., the client updates, with the total number of rounds that can be completed within a given time $T$. Notably, if the BS knows the CDF of the channel fading distribution, it is possible to quantify how many model updates from the participating clients can be gathered in $T$ seconds.

A. Synchronous Federated Learning (SFL) with Perfect CSI

In situations where fresh model updates must be distributed to the edge network with strict time constraints, the BS should
accept to complete one round even if some of the clients have yet not shared their federated data, thus increasing the overall number of rounds. In a baseline Synchronous Federated Learning (SFL) approach with perfect channel knowledge, each client $k$ during round $t$ would select the optimal rate to communicate over the channel with arbitrarily low error probability as

$$R_k^t = B_k \log_2(1 + h_k^t A). \quad (3)$$

Let $Z$ be the size of the client’s local vector parameter $\omega_k$ (which is equal to that of the global model $\omega$), expressed in bits. The time required by client $k$ to reliably transmit the model updates in one round is then given by $T_k^t = Z/R_k^t$, which depends on the specific realization of the channel gain $h_k^t$, known a priori. With this consideration, we can see that, given the number of clients $C_t$ participating at round $t$, the round duration $T_{\text{round}}$ is equal to

$$T_{\text{round}}^t = \max_{k=1, \ldots, C_t} \left\{ \frac{Z}{R_k^t} \right\}. \quad (4)$$

When $C_t$ is large, $T_{\text{round}}^t$ can rapidly grow out of control. Therefore, in practical SFL applications, we shall set $T_{\text{round}}^t \leq T_{\text{ths}}$, so that $T_{\text{round}}^t$ never exceeds a predefined threshold $T_{\text{ths}}$.

In this perspective, the rate that dominates the communication delay at round $t$ is determined by $h_k^t = \min_k \{h_k^t\}_{k=1}^{C_t}$, whose CDF and Probability Density Function (PDF) can be found, respectively, as

$$F_{\text{min}}(h_m^t) = 1 - \left[ 1 - F(h_m^t) \right]^{C_t}, \quad (5)$$

$$f_{\text{min}}(h_m^t) = \frac{\partial F_{\text{min}}(h_m^t)}{\partial h_m^t} = C_t \left[ 1 - F(h_m^t) \right]^{(C_t - 1)} f(h_m^t), \quad (6)$$

where $F(h_m^t)$ and $f(h_m^t)$ are, respectively, the CDF and the PDF of the channel gain $h_m$ computed in $h_m^t$. The round duration is therefore constrained by the minimum rate $R_{\text{min}}^t = \min_k \{R_k^t\}_{k=1}^{C_t}$, i.e.,

$$T_{\text{round}}^t = \frac{Z}{R_{\text{min}}^t} = \frac{Z}{B_k \log_2(1 + h_k^t A)}. \quad (7)$$

**B. Fixed Rate Federated Learning (FRFL) with Imperfect CSI**

In this section, we generalize the problem in Sec. [III-A] and assume that instantaneous channel information is not available at the server. If CSI is unknown, it is not possible to find the absolute optimal rate to minimize communication errors as in Eq. (3). We then propose a Fixed Rate Federated Learning (FRFL) approach in which each client $k$ involved in the training process adopts a constant global rate $R_k^t = R^*$, $\forall k \in \{1, \ldots, K\}$, $\forall t$, in such a way that it can complete each training round within $T_{\text{round}}^t = T_{\text{round}}^t = Z/R^* \leq T_{\text{ths}}$. From communication theory, it is well known that clients can communicate with rate $R^* \leq B_k \log_2(1 + h_k^t A)$ with arbitrarily low error probability. On the contrary, if the rate is such that $R^* > B_k \log_2(1 + h_k^t A)$, e.g., due to near-far effects or in a moving network, the packet error probability may rapidly grow to one, and the client participating in the training may not be able to communicate its model updates successfully. This situation is also known as *deep fading condition* [12].

In this case, the probability that the server loses the model updates sent from client $k$ at round $t$ is given by

$$\epsilon(R^*) = P[R^* > B_k \log_2(1 + h_k^t A)]$$

$$= \mathbb{P}[h_k^t < \left( \frac{2(R^*/B_k) - 1}{A} \right)] \quad (8)$$

By exploiting the channel statistics, i.e., the CDF $F(h)$ of the fading distribution $h$, the average number of clients $\hat{C}(R^*)$ successfully participating in each round $t$ when global rate $R^*$ is adopted can be quantified as

$$\hat{C}(R^*) = C_t \left[ 1 - \epsilon(R^*) - 1 - F \left( \frac{2(R^*/B_k) - 1}{A} \right) \right], \quad (9)$$

where $C_t$ is the original pool of clients selected by the BS to communicate at round $t$. It appears clear that the choice of the optimal rate $R^*$ dominates the overall training performance. Indeed, $R^*$ can be adapted to include fewer or more clients in the training process, depending on the target number of iterations that must be completed within time $T$, and the average duration of each round. In FRFL, we adopt a heuristic approach. The BS first computes the expected minimum rate $\mathbb{E}[R_{\text{min}}^t]$ experienced by the $C_t$ participating clients, and then selects $R^*$ such that $R^* > \mathbb{E}[R_{\text{min}}^t]$ if the corresponding error $\epsilon(R^*)$ is below an arbitrary threshold that is deemed acceptable low to allow proper accuracy in the training. By the convexity of the function $\psi(R_{\text{min}}^t) = 1/R_{\text{min}}^t$ and Jensen’s inequality, it results that $\mathbb{E}[T_{\text{round}}^t] \geq Z/\mathbb{E}[R_{\text{min}}^t]$; using a fixed rate $R^* = \alpha \mathbb{E}[R_{\text{min}}^t]$, with $\alpha > 1$, results in a reduction of the lower bound for the average round duration compared to the baseline SFL method, as expressed in Eq. (7), by a factor $\alpha$, as we will demonstrate in Sec. IV-C.

We do not preclude more sophisticated methods, e.g., based on mathematical analyses or reinforcement learning, to be adopted for selecting $R^*$, even though this is out of the scope of this paper and will be part of our future work.

**IV. PERFORMANCE RESULTS**

In this section, we describe our simulation settings, i.e., the channel models (Sec. IV-A) and parameters (Sec. IV-B) we adopt, and present our numerical results (Sec. IV-C).

**A. Channel Models**

Unlike most literature analyses, in this work we characterize the FL training performance as a function of different channel models, so as to incorporate the effect of different fading regimes. Let $F(h)$ be the CDF of the channel gain $h$, where

\[\text{Notice that, while Rayleigh fading is generally assumed for transmissions in the legacy bands, 5G and beyond communication systems may operate in new spectrum bands, e.g., the lower part of the millimeter wave (mmWave) bands [13], where a Rician or Nakagami model would better characterize the effect of multi path components, as expected at those frequencies [14].}\]
in the rest of the analysis we omit indices \( k \) and \( t \) to indicate the client and the round, respectively, under the assumption that channel realizations are iid in frequency and time. The following channel models are considered \[12\].

a) Rayleigh channel: The Rayleigh channel model represents a single diffuse component \[15\], and is one of the most widely adopted channel models in wireless communications thanks to its simplicity and mathematical tractability. Let \( \sigma^2 \) denote the average squared channel gain, i.e., \( E[h^2] = \sigma^2 \); the CDF \( F(h) \) of \( h \) is then computed as

\[
F(h) = 1 - e^{-\frac{h^2}{2\sigma^2}}, \quad h \geq 0 \tag{10}
\]

In our experiment, we consider the standard Rayleigh parameterization with \( \sigma^2 = 1 \), as typically considered in legacy communication systems.

b) Rician channel: The Rician distribution is usually adopted to model an additional dominant, specular, multi path component from the transmitter to the receiver \[15\]. The channel is parameterized by the factor \( K = \nu^2/(2\sigma^2) \), where \( \nu^2 \) is the contribution of the multi path component power, and \( \sigma^2 \) is related to the diffuse component, as in the Rayleigh case. The CDF \( F(h) \) of \( h \) is given by

\[
F(h) = 1 - Q_1\left(\frac{\nu}{\sigma}, \frac{h}{\sigma}\right), \quad h \geq 0 \tag{11}
\]

where \( Q_1 \) is the Marcum Q-function. We parameterize the Rician model with \( K = 12 \text{ dB} \) \[16\].

c) Nakagami channel: The Nakagami distribution extends the Rayleigh model to incorporate multiple clusters, and is parameterized by the shape parameter \( m \), which represents the number of iid diffuse components, each modeled as a Rayleigh distribution with mean diffuse power \( \sigma^2 \) \[17\]. The corresponding CDF \( F(h) \) of \( h \) is given by

\[
F(h) = \frac{\gamma(m, \frac{m}{\sigma^2}h^2)}{\Gamma(m)}, \quad h \geq 0 \tag{12}
\]

where \( \gamma(\cdot, \cdot) \) is the lower incomplete Gamma function, and \( \Gamma(\cdot) \) is the Gamma function. In this paper we set \( m = 3 \) \[18\].

In Fig. 1 we plot the average minimum rate \( \mathbb{E}[R_{t_{min}}] \) for different channel distributions, as a function of the quality factor \( A \) and the number of clients \( C_t \) that participate in a generic training round \( t \), when perfect CSI is available. We observe that \( \mathbb{E}[R_{t_{min}}] \) decreases significantly as the number of clients increases, especially when Rayleigh channels are considered. This is expected as the Nakagami and Rician models present a smaller variance. For example, in the presence of poor Rayleigh channel conditions, e.g., \( A = 1 \), the average minimum rate drops by more than 50%, resulting in more than twice the training delay, when only 10 clients are involved in each round. The same effect is observed even in case of strong channels, i.e., \( A = 10 \), and if 40 clients selected to participate.

**B. Simulation Parameters and Setting**

Based on the results in Fig. 1 in our simulations we consider \( N = 100 \) overall wireless clients, while only \( C_t \in \{10, 20, 40\} \) of them are selected to participate in the model updates at generic round \( t \). Each participating client uses an orthogonal channel of 1 MHz of bandwidth in all the investigated configurations. Two different values of \( A \), i.e., 1 and 10, are considered in the Rayleigh case, with iid and non-iid data distributions, whereas \( A = 1 \) is selected for Rician and Nakagami channels. In our experiments we evaluate the performance of the FL training process, specifically the convergence time, comparing two different scheduling strategies: a baseline SFL approach with full channel information (Sec. III-A), and two different versions of the FRFL strategy working under imperfect CSI (Sec. III-B), with \( \epsilon(R^*) = 0.2 \) and 0.5. The two models assume that on average 20% and 50% of the clients, respectively, are not able to communicate their training updates due to bad channel conditions at the selected global rate \( R^* \). In both cases, \( \epsilon(R^*) \) has been selected so that \( R^* > \mathbb{E}[R_{t_{min}}] \) in all simulation scenarios. The training time is set to \( T = 30 \) seconds, which is large enough to let the model be trained with an acceptable level of accuracy.

The simulations are conducted on the MNIST dataset \[19\], which contains 70 000 (60 000 for training and 10 000 for testing) handwritten digits, classified into one of 10 possible classes. While, for iid data distribution, each client has 600 training samples, and classes are uniformly distributed among the local datasets, in the non-iid setting a random number of training samples and classes are distributed among the clients.

The learning model is a Convolutional Neural Network (CNN) with two \( 5 \times 5 \) convolutional layers (with 10 and 20 channels and a \( 2 \times 2 \) max pooling operation after the first layer), followed by one dense layer with 320 neurons and one output layer with 10 units. The activation function for the inner layers is the ReLu function, whereas softmax is used for the output layer. The loss is modeled by the cross-entropy function, which is a standard option in classification problems. Training weights are aggregated at the BS according to the FedAvg aggregator function \[2\]: at the end of round \( t \), the new global vector parameter \( \omega^{t+1} \) is computed as

\[
\omega^{t+1} = \frac{1}{D^t} \sum_{k=1}^{C^t} D_k^t \omega_k^t, \tag{13}
\]
where $D^t = \sum_{k=1}^{C^t} D^t_k$, with $D^t_k$ being the size of the local dataset $D^t_k$, and the local parameter vectors $\{\omega^t_k\}_{k=1}^{C^t}$ are updated using the SGD algorithm with momentum equal to 0.5 and learning rate set to 0.01. Notice that, in FRFL, some clients may not be able to share their local parameter vectors. Therefore, if client $k$ experiences a transmission error during round $t$, $\omega^t_k$ is set to 0 at the BS, and $D^t_k = 0$.

C. Numerical Results

In this section we validate the performance of the proposed FRFL method when imperfect CSI is considered. Fig. 2 plots the average accuracy over time achieved on the test dataset during the federated training process in Rayleigh channels, as a function of the number of clients $C^t$ involved in the training and the channel condition $A$, and assuming iid data.

First, we observe that adding more clients per round does not impact the long-term accuracy even with imperfect CSI, as acknowledged by prior analyses, e.g., in [4]. In fact, FRFL assumes a fixed global rate $R^*$ for all participating clients, which does not affect the transmission delay. On the contrary, in case CSI is available, SFL implies that the more clients involved in the communications rounds, the longer, on average, the time it takes for the server to receive all model updates, which results in slower convergence. For example, at 5 seconds, the accuracy drops from around 95% to 85% when SFL is considered, for $C^t = 10$ and $A = 1$. Fig. 2a,

Fig. 2: Min-to-max and average accuracy (over 5 simulations) during the training process as a function of the time and the number of clients $C^t$ involved in the rounds, considering both SFL and FRFL methods. Rayleigh fading with $A = 1$ (first row) and $A = 10$ (second row), and iid data are considered.

Fig. 3: Min-to-max and average accuracy (over 5 simulations) during the training process as a function of the time and the number of clients $C^t$ involved in the rounds, considering both SFL and FRFL methods. Rayleigh fading with $A = 1$ (first row) and $A = 10$ (second row), and non-iid data are considered.
Fig. 2b and Fig. 2c further demonstrate that considering a weaker channel, i.e., $A = 1$, degrades the long-term accuracy performance of the training, as adding more clients slows down the communications rounds. In case of more robust channels with $A = 10$ (Fig. 2d, Fig. 2e, and Fig. 2f) this effect is mitigated, e.g., at 5 seconds, for $C^t = 10$, the SFL training accuracy increases by around 13% compared to $A = 1$. In any case, FRFL always outperforms SFL, even in the presence of perfect CSI.

In Fig. 3, the SFL vs. FRFL performance is evaluated with non-iid data. In this case, gathering information from a smaller fraction of clients cannot generally sustain sufficiently high levels of accuracy. For example, Fig. 3a presents an accuracy always lower than 95% for $C^t = 10$ in all investigated configurations. Increasing the number of clients may improve the accuracy performance during the whole training time, even though this effect is mitigated in the SFL strategy as the more participating clients imply also longer round durations. Moreover, it is interesting to compare the results for the SFL policy with $C^t = 20$ (Fig. 3b) and the FRFL policy with $C^t = 40$ and $\epsilon(R^*) = 0.5$ (Fig. 3c). In both cases, the training involves 20 participating clients, as FRFL implies that, on average, 50% of the clients do not successfully deliver their model updates on time, i.e., $\hat{C}(R^*) = 20$. Then, even though the FRFL approach achieves better accuracy than SFL despite imperfect CSI (i.e., 95% vs. 90% at the end of the training when $A = 1$), it requires 40 channels to be allocated to the $C^t = 40$ clients, thus consuming twice the frequency resources. However, better performance against SFL can still be guaranteed with $C^t = 20$, that in turn requires 20 orthogonal channels for both policies.

Fig. 4 compares the training time required to obtain 90% and 95% accuracy in Rayleigh channels with $A = 1$ and $A = 10$, when either SFL or FRFL is considered, as a function of the number of clients involved in the rounds. First, we observe that it is possible to converge faster by trading the amount of information collected at each round with the round duration, which in turn increases the total number of possible rounds within $T = 30$ s. For example, Fig. 4a shows that, when $A = 1$ and $C^t = 10$, the training time to reach 90% accuracy can be reduced by almost 80% if the proposed FRFL training method is adopted. Moreover, when $A = 1$, the baseline SFL configuration, which always tends to assign the largest possible rate to its participating clients, is never able to reach 95% accuracy within the training time despite leveraging full CSI. In turn, the FRFL policy with $\epsilon(R^*) = 0.5$ and $C^t = 40$ succeeds in only 20 seconds, on average, with small deviations. The same conclusions can be derived from Fig. 5, which investigates the impact of different channel models, i.e., Nakagami (Fig. 5a) and Rician (Fig. 5b), on the convergence time, for $A = 1$. First, we notice that, even though Rayleigh channels guarantee, on average, higher gains in single-link communications, Nakagami and Rician channels can support faster convergence for both SFL and FRFL policies: with
participating clients operate.

As a function of the dynamics of the environment in which the participants train, the constant rate to all the clients participating in the training is found to be the optimal choice for performance. As a first step, we will design a (learning-based) approach that dynamically returns the optimal choice for $R^\star$ as a function of the dynamics of the environment in which the participating clients operate.

Rician fading, for $C^t = 10$, SFL with perfect CSI obtains 95% accuracy in less than 10 seconds, against the 16 seconds when Rayleigh is adopted. This can be explained by the fact that both Nakagami and Rician fading exhibit lower variance, and can admit more clients per round, without increasing the average delay considerably. Nevertheless, the proposed FRFL policy always achieves faster convergence even with imperfect CSI by configuring faster rounds. Finally, Fig. 6 depicts the training accuracy as a function of the number of rounds, in case of Rayleigh fading with $A = 1$, $C^t = 20$, and non-iid data. It is possible to see that, within the allocated time $T = 30$ s, the FRFL policy with $\epsilon(R^\star) = 0.2$, $\epsilon(R^\star) = 0.5$, is able to operate though 32 (48) rounds, while in turn the SFL policy is limited to 12 rounds, and never achieves 95% accuracy. As a consequence, our analysis demonstrates that it may be convenient to neglect model updates from some participating clients, e.g., the most channel-constrained devices, as per the FRFL strategy, in favor of more round opportunities during training. The same trend is illustrated in Fig. 4a, with $C^t = 20$.

V. CONCLUSIONS AND FUTURE WORKS

Federated learning is emerging as one the most popular distributed learning algorithms in which wireless devices collaboratively learn a global model without sharing training data. In this work we propose a novel federated learning method that decreases the convergence time by assigning a global constant rate to all the clients participating in the training rounds. Notably, the proposed approach does not require CSI availability, unlike most existing analyses. Our simulation results, validated in different channel regimes, demonstrate that the proposed approach, despite considering imperfect CSI, always achieves better training performance compared to a baseline strategy in which the clients always adopt the maximum achievable rate to transmit model data. As part of our future work, we will investigate how to select the global constant rate $R^\star$ in FRFL so as to maximize the training performance. As a first step, we will design a (learning-based) approach that dynamically returns the optimal choice for $R^\star$ as a function of the dynamics of the environment in which the participating clients operate.
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