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ABSTRACT

The spillway is an important structure in the dams, used to pass the flood wave to the downstream safely. In the past decades, Computational fluid dynamics (CFD) has evolved. Research findings have shown the CFD models are a great alternative for laboratory models. According to it, the flow pattern over ogee spillways can be studied in a short time and without paying high expenses. Because the flow over the ogee spillway is turbulent and has a free surface, its properties are complex and often difficult to predict. Therefore, the present paper focuses on the study of turbulence closure models including the standard k-ε, RNG k-ε, k-ω, also, the large-eddy simulation (LES) models, to assess their performance to simulate flow over the spillway. The Flow-3d software with the volume-of-fluid (VOF) algorithm is applied to obtain the free surface for each turbulence model. The results of the analysis show that the LES model yielded better results when compared with laboratory results, while the turbulence closure models result of Reynold average Navier Stocks equations (RANS) was more stable, especially standard k-ε and RNG models.

1. Introduction

The basic purpose of spillways is conveying flood flow from the reservoir to downstream safely (Hong et al., 2018; Reese and Maynard, 1987). The ogee spillway has a curved-crest and is considered important species because of the ability to get rid of flood waves quickly and easily downstream (Ammar et al., 2016). Therefore, ogee spillways are one of the most investigated hydraulics structure studies. Numerical modeling has represented a revolution in most civil engineering disciplines (Tu et al., 2018). The available computer power and the continuous algorithm improvement helped to obtain accurate solutions for a wide range of problems including flow over the spillway.

Today, Numerical models provide hydraulic engineers with a tool to review the primary design of spillways to determine the problems of operation with lower cost, low time, and simple efforts (Salazar et al., 2020). Computational fluid dynamics (CFD) is a scientific approach used to study flow fluids by numerical simulations (Zeng et al., 2017). Runchal, (2012) reported that CFD is undergoing rapid evolution, and could be used in the future for designing spillway without conducting laboratory tests to study the overtopping of other hydraulic structure like dams (Al-Hashimi et al., 2017).

In CFD or numerical models, the continuity of mass and Navier Stocks equations are solved to represent the overflow spillway. In general, these equations are partial nonlinear differential equations and not easy to solve numerically or analytically. In other words, the Navier Stocks equations cannot be solved directly, because of the processing time limitations (its high computational expense) and memory of a computer. Therefore, there are several ways to solve the Navier Stocks equations. Unfortunately, all of these methods are an approximation. Furthermore, there are many models to represent the turbulence in Navier Stokes equations or so-called models of turbulence closure. The turbulence closure models are classified depending on: the differential equations number and the application of their design to develop a relation between turbulence stresses and averaged rates. For example, Flow-3d software contains six turbulence closure models available, such as the one equation, standard k-ε, Renormalized group (RNG) k-ε, Prandtl mixing length, k-ω, and large-eddy simulation (LES) models (also called the problem of sub-grid scales (SGS) modeling).

The turbulence closure standard k-ε, RNG k-ε and k-ω models are utilized to solve the Reynold average Navier Stokes (RANS) equation when the number of unknown variables is quite than the number of the equations. In another word, when Reynold average theory is placed in Navier Stokes equations, a turbulence analysis problem will occur, because the result is that the unknowns are more than equations. RANS models solve the Navier Stocks equations by taking the average properties of the flow (velocity and pressure). The alternative approach for RANS is called large-eddy simulations (LES) which was suggested as early as 1963 by Smagorinisk (Zhiyin, 2015). In this model, the motions of large eddies are computed directly in Navier Stocks equations and only small scale are modeled, resulting in a significant decrease in computational time.

After all, the turbulence closures models of the standard k-ε model (Aydin et al., 2020; Izrooki et al., 2016; Jahad et al., 2018; Tabbara et al., 2005; Wan et al., 2018; Yildiz et al., 2020) and RNG k-ε model (Al-Qudami et al., 2019; Bayon et al., 2016; Dastghieb et al., 2012; Dehdar-beibehaian and Parsaei, 2016; Demițe et al., 2019; Fadaei and Barani, 2014; Ghanbar and Heidarnajad, 2020; Samadi-Boroujeni et al., 2019; Sarwar et al., 2020; Valero et al., 2018) had been used extensively by many researchers, and their results demonstrated high accuracy in simulating the overflow spillway. Tadayon and Ramamurthy, (2009) studied three different turbulence models like the standard k-ε, RNG k-ε, and Reynolds-stress-models (RSM) to analyze the characteristics of flow over the circular spillway. The RNG k-ε and RMS models enable us to obtain reasonably accurate properties for flow over the circular spillway. ALHASHIMI, (2013) conducted a numerical study on several models of...
turbulence (standard $k-e$, $k-\omega$, RNG $k-e$, Realizable $k-e$) to simulate flow over ogee spillway by using 2D-Fluent software. This study was compared only turbulence closures of RANS equations and showed that the RNG $k-e$ turbulent modeled to increase the results accuracy for flow over ogee spillway. Hekmatzadeh et al., (2018) conducted an investigation study to evaluate several RANS turbulence models including ($k-\varepsilon$, RNG $k-e$, $k-\omega$, SST $k-\omega$, and omega Reynolds-stress-model (RSM-$\omega$) for simulation of flow on the stepped spillway. The comparison of numerical results with laboratory data indicated that RSM-$\omega$ and $k-\omega$ models, are superior to the rest of the turbulence models mentioned. Bayon et al., (2018) conducted studies on CFD codes of Flow-3D and OpenFOAM to simulate flow over nm stepped spillway, using diverse turbulence closures like the standard $k-\varepsilon$, RNG $k-e$ and Realizable $k-e$, also the SST $k-\omega$. According to results, the $k-\varepsilon$ family has been confirmed to produce good results in the stepped spillway modeling. Imamian and Mohammadian,(2019) conducted a study using the OpenFOAM program to investigate the performance of flow over ogee spillway at water head significantly higher than the design head by using five turbulence closure models including standard $k-\varepsilon$, RNG $k-e$, and the $k-\omega$ turbulence models to accurately assess the hydraulic jump performance in the stilling basin. They reported, under certain conditions, the $k-\omega$ model mostly provides reliable approximations for specific flow conditions, like pressure gradients or flow near walls boundaries.

All the literature above discussed the use of RANS models to represent flow over the spillway, but the large-eddy simulation (LES) model usage was undiscussed. Therefore, In the present study, we discuss the difference between Reynold average Navier Stocks (RANS) (including slandered $k-\varepsilon$, RNG $k-e$ and $k-\omega$ models) and Large-eddy simulation (LES) models to simulate the flow pattern over the ogee spillway of Mandali dam. The present study uses the Flow-3d platform for comparison of velocity, free surface elevation, and pressure head among models.

2. Theory and governing equations

2.1. Flow equation

Recently, numerical models have become a tool for solving complex problems that are expensive in time and cost in the laboratory. (Dargahi, 2006). The CFD depends on the continuity and Navier Stocks equations to solve complicated flow problems over the spillway. These equations can be expressed for incompressible as follows:

$$\nabla \cdot \mathbf{U} = 0$$

$$\frac{\partial U}{\partial t} + \nabla \cdot \mathbf{U} \cdot \mathbf{n} = -\frac{1}{\rho} \nabla P + \nu \nabla^2 U$$

Where $t$ is the time; $U$ is the velocity; $\rho$ is the density; $p$ is the pressure; and $\nu$ is the dynamic viscosity (Liu and Zhang, 2019). It is worth mentioning that equations of Navier Stocks are set for four coupled; pressure and nonlinear-partial-differential equation of velocity for three components in 3d-space. directly solving the Navier Stocks equations is difficult, if not impossible (Ho and Riddette, 2010). To solve the Navier Stocks equations, the turbulence must be modeled to obtain approximate solutions.

2.2. Turbulent models

Turbulence modeling allows one to simulate the flow over spillways. Turbulence is defined as the unstable fluid motion that occurs when water collides with the walls of the spillway at high Reynolds numbers and appeared in the eddy formation with various sizes (Hajimirzaie and Ansar, 2020). All turbulent flows contain an enormous range of temporal and spatial vortices or scales with the range increasing with increasing Reynolds number. The turbulent flows in spillway modeling involve great difficulties, related to the instantaneous position determination, the accurate computation of the eddy dynamics, and configuration of the free surface (Carvalho et al., 2008).

The direct numerical simulations (DNS) is the most forceful way to solve turbulent in the unsteady 3d Navier Stokes directly, where all motion scales are simulated. DNS model is the most natural approach, where almost 100% of the turbulence flows are resolved, additionally does not require turbulence closure or modeling as RANS. Unfortunately, the DNS is inappropriate for most flows, due to its high computational cost, where the domain of computation must be large enough to capture large scales and the mesh or grid must be sufficiently accurate to capture the smallest scales or eddies (Unnikrishnan et al., 2017). Moreover, the time step should be short to capture the quick time scales related to the smallest eddies. solving the DNS model at a high Reynolds number is difficult.

Even if these could be applied to modeling for engineering applications, the amount of data would be overwhelming. To solve this problem, many models are developed to filter the equations by taken average properties of flow or resolving only intermediate to large scales, thus, another approach was created (Viti et al., 2018).

The LES model was developed by considering large scales are energetic more than small eddies (scales) in the computational domain, thus, the smallest scales in Navier Stocks equations are modeled, whilst the large eddies resolved directly (all details available in Liu and Zhang (2019)). This technique has helped to reduce computational expenses.

The most commonly applied approach to simulation the flows of turbulent is the Reynolds-averaged Navier Stocks (RANS) model. In the RANS statistical approach, the instantaneous values of pressure and velocity are described as the sum of an average and component of fluctuating (Rodi, 1993). The RANS models are taken as time-averaged to remove the small eddies, the result of that is a set of less costly equations containing extra variables (Hewakandamby, 2012).

2.2.1. Reynolds-averaged Navier Stocks (RANS) equations

Turbulent flows have the characteristic of presenting random changes in the pressure and velocity both in time and space. In 1895, a statistical approach was developed by Osborne Reynolds to depict the dynamics of the average flow. In the RANS model, the average of fluctuating velocity and pressure is taken as shown in Fig. 1.

$$\mathbf{U}(x,t) = \mathbf{U}(x) + \mathbf{u}(x,t)$$

Fig. 1. Velocity against time for turbulent flows (Tu et al., 2018).

When terms of this average flow variables are substituted into continuity and Navier Stokes (momentum) equations and a time average is taken, the RANS equation is yielded (Andersson et al., 2011). They can be written as:

$$\frac{\partial \mathbf{U}}{\partial t} + \frac{\partial}{\partial x_i} \mathbf{U} \cdot \nabla \mathbf{U} = -\frac{1}{\rho} \nabla P + \frac{\partial}{\partial x_j} \left( \nu \frac{\partial U_j}{\partial x_i} \right)$$

$$\frac{\partial \mathbf{U}}{\partial t} + \frac{\partial}{\partial x_i} \mathbf{U} \cdot \nabla \mathbf{U} = -\frac{1}{\rho} \nabla P + \frac{\partial}{\partial x_j} \left( \nu \frac{\partial U_j}{\partial x_i} \right) + \frac{1}{\rho} \frac{\partial}{\partial x_j} \left( 2 \nu S_{ij} + \tau_{ij} \right)$$

where $x_j$ ($j = 1, 2, 3$) are cartesian-coordinates; $\mathbf{U}$ are the average velocity of cartesian components; $S_{ij}$ denote to the strain rate tensor; and $\tau_{ij}$ denote to the Reynolds stress tensor.

The Reynolds stress ($\tau_{ij}$) terms in RANS equation must be modeled to close system because the numbers of variables are more than number of equations (Davidson, 2015). These unknowns appear as correlations between the fluctuating quantities. Traditionally, called a closure problem, where turbulence closure models must be applied to approximate the Reynolds stress tensor ($\tau_{ij}$). As a result, many models have appeared to lock the system and solve the RANS equations (Feit et al., 2017). Based on the Boussinesq assumption, the Reynolds stress tensor ($\tau_{ij}$) and strain rate tensor ($S_{ij}$) can be obtained as follows:
\[ S_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) \] ... (5)

\[ \tau_{ij} = 2 \nu_p \sigma_{ij} - \frac{2}{3} k \delta_{ij} \] ... (6)

Here, \( \nu_p \) is the kinematic eddy viscosity; \( \delta_{ij} \) is the Kronecker delta ( \( \delta_{ij} = 1 \) for \( i=j \); and \( \delta_{ij} = 0 \) for \( i \neq j \)); and \( k = \tau_{ij}/2 \) is the turbulent kinetic energy. The kinematic eddy viscosity \( (\nu_p) \) can be found depending on the type of turbulence closure models:

### 2.2.1.1 Standard k-ε model

The k-ε model is one of the strongest turbulence closure models which is widely used in CFD modeling. The model was firstly suggested by (Jones and Launder, 1972) and later by (Launder and Sharma, 1974) supposing that rate between Reynolds effort and the average strain rate is the same in all directions. The k-ε model is considered a semi-empirical model for modeling the kinetic energy (k) transport equation and turbulence dissipation rate (ε) of turbulent flows for an incompressible fluid, are computed from equations (Eqs.7, 8), respectively.

\[ \frac{\partial k}{\partial t} + \frac{\partial}{\partial x_i} \left( \nu + \frac{k}{\sigma_k} \frac{\partial k}{\partial x_i} \right) = \frac{\partial}{\partial x_i} \left( \nu \frac{\partial k}{\partial x_i} \right) + \frac{\partial \left( \tau_{ij} \frac{\partial k}{\partial x_j} \right)}{\partial x_i} - \epsilon \] ... (7)

\[ \frac{\partial \epsilon}{\partial t} + \frac{\partial}{\partial x_i} \left( \nu + \frac{k}{\sigma_\epsilon} \frac{\partial \epsilon}{\partial x_i} \right) = \frac{\partial}{\partial x_i} \left( \nu \frac{\partial \epsilon}{\partial x_i} \right) + \frac{\partial \left( \tau_{ij} \frac{\partial \epsilon}{\partial x_j} \right)}{\partial x_i} - \frac{\epsilon}{k} \left( \frac{\partial k}{\partial x_i} \frac{\partial k}{\partial x_j} \right) \] ... (8)

Thus; the turbulent viscosity is modeled as:

\[ \nu_t = C_{t1} \frac{k^{\mu}}{\epsilon} \] ... (9)

Where \( C_{t1}, C_\mu \) and \( \mu \) are constants and having the following values 1.44, 1.92, and 0.09, respectively. \( \sigma_k \) and \( \sigma_\epsilon \) are the Prandtl number of turbulent for k and \( \epsilon \) and having the following values 1.0 and 1.3, respectively.

### 2.2.1.2 Renormalized group (RNG) k-ε model

To solve the stress tensor of Reynolds for equations (6), the RNG k-ε model was evolved based on transport equations of k-ε model (Eqs.7, 8, 9) with different coefficients. Plus, the variable \( (C_{t2}\mu) \) in equation (Eq.8) replaced by the variable \( (C_{t2}) \); and extracted from equation (Eq.10), the constants in equations (Eqs.7, 8, 10) \( C_{t2}, C_\mu, C_{\epsilon}, k, \beta, a, \sigma_k, \) and \( \sigma_\epsilon \) have the following values 1.42, 1.68, 0.6845, 4.38, 0.0012, 0.7194 and 0.7194, respectively (Yakhot et al., 1992).

\[ C_{t2} = C_{t2} + \frac{C_{t2}(1-\mu^2)}{1 + \mu^2} \] ... (10)

### 2.2.1.3 The k-ω model

Another common two equations model to solve RANS is the k-ω model. The k-ω model was first established by (Kolmogorov, 1942), and later the (Saffman, 1970) and (Wilcox, 1988) have improved the model during the past four decades. It is worth noting, the result of this model demonstrated high accuracy for an ample range of turbulent flows. The characteristic of k-ω model is compared with k-ε model; the k-ω model is high performance in regions with low turbulence when k and \( \omega \) approach zero. Also, this model has good behavior in gradients of adverse pressure and separating of flow (Lee, 2018). The modeled k equation is

\[ \frac{\partial k}{\partial t} + \frac{\partial}{\partial x_i} \left( \nu + \frac{k}{\sigma_k} \frac{\partial k}{\partial x_i} \right) = \frac{\partial}{\partial x_i} \left( \nu \frac{\partial k}{\partial x_i} \right) + \frac{\partial \left( \tau_{ij} \frac{\partial k}{\partial x_j} \right)}{\partial x_i} - \beta k \omega \] ... (11)

\[ \frac{\partial \omega}{\partial t} + \frac{\partial}{\partial x_i} \left( \nu + \frac{k}{\sigma_\omega} \frac{\partial \omega}{\partial x_i} \right) = \frac{\partial}{\partial x_i} \left( \nu \frac{\partial \omega}{\partial x_i} \right) + \frac{\partial \left( \tau_{ij} \frac{\partial \omega}{\partial x_j} \right)}{\partial x_i} - \beta \omega \] ... (12)

\[ \text{and Turbulent viscosity is} \]

\[ \nu_t = \frac{k}{\omega} \] ... (13)

Where \( \sigma_k, \sigma_\omega \) are constants and having same values 0.5; \( \alpha \) is constant 0.52; \( \beta = \frac{\beta_k}{\beta_\omega} \) and \( \beta_\omega \) are constants having the values 0.072, 0.09, respectively (Wilcox, 2006). Other constants can be found from the equations below (Wilcox, 2008):

\[ f_p = \left( \begin{array}{l} \frac{1 + 70x_\omega}{1 + 80x_\omega} \; x_\omega = \frac{\tau_{ij}/\mu_k}{(\hat{\mu}_k\omega)^2} \\ \frac{1 + 680x_\omega^2}{1 + 80x_\omega^2} \; x_\omega > 0 \end{array} \right) \] ...

### 2.2.2 Large-eddy simulation (LES)

The LES model of turbulent flows is derived by performed filtering process on the Navier Stokes equations (Ghosal and Moin, 1995). LES model application to representation and calculation the turbulent flows consists of two detach steps (Zhiyun, 2015). First step, a filtering process applied on the Navier Stokes equations to eject small spatial eddies or scales. Fig. 2 illustrates the explicit filtering for LES model, which is different from the velocity average of RANS.

![Fig. 2. Representation of resolved turbulence scales in a steady turbulent flow](image)

The filtered equations of the continuity and momentum (Navier Stokes equations) for incompressible flows can be expressed as follows:

\[ \frac{\partial \tilde{u}_i}{\partial x_i} = 0 \] ... (15)

\[ \frac{\partial \tilde{u}_i}{\partial t} + \tilde{u}_j \frac{\partial \tilde{u}_i}{\partial x_j} = \frac{1}{\rho} \frac{\partial p}{\partial x_i} + \frac{\partial}{\partial x_j} \left( 2\mu S_{ij} + \tau_{ij} \right) \] ... (16)

Where \( \tilde{u}_i \) is filtered velocity; \( p \) is filtered pressure; \( S_{ij} \) is the resolved, or filtered tensor of scale-strain rate; and \( \tau_{ij} \) is the unknown stress tensor of SGS (scale of sub-grid), also representing the scales that are smaller than the filter.

The second step is modelling the SGS stress tensor (unresolved scales) to solved closure problem in LES arises from the residual stress tensor, \( \tau_{ij} \) as following:

\[ S_{ij} = \left( \frac{1}{2} \left( \frac{\partial \tilde{u}_j}{\partial x_i} + \frac{\partial \tilde{u}_i}{\partial x_j} \right) \right) \] ... (17)

\[ \tau_{ij} = \left( \tilde{u}_j \tilde{u}_i - \tilde{u}_i \tilde{u}_j \right) = 2\nu \tilde{S}_{ij} + \frac{1}{3} \delta_{ij} \tilde{p} \] ... (18)

\[ \tilde{p} = \frac{\partial^2 \tilde{p}}{\partial \tilde{t}^2} \] ... (19)

Here, \( \nu_p \) is the kinematic eddy viscosity (Sagaut, 2006). The remaining problem in solving LES models, is determining the eddy viscosity \( (\nu_p) \) of SGS. Therefore, Smagorinsk was proposed model to determine the eddy viscosity of SGS as present in equation 20. where \( C_5 \) is the constant of Smagorinsk which based on the type of a flow.

\[ \nu_p = (C_5 \Delta^2) S \] ...

### 3. Experiment data

In order to compare the models of turbulence and select the closest model for the laboratory results, the Mandali dam physical model has been selected as a case study. The Mandali dam is located in the east of Iraq in Harran wadi, at the Diyala governorate (33°47'4.98"N, 45°35'34.51"E).
The dam spillway is ogee type with 250 m long, 10 m height and 180 m.a.s.l crest level.

The physical model was tested by the Engineering Consultancy Bureau, University of Al-Mustansiriya (Al-Zubadi et al., 2010). The concrete spillway was designed and constructed with scale 1:50 to investigate the hydraulic performance of Mandali spillway (see Fig. 3). It was 5 m in width and total height 0.3 m above stilling basin. Twenty-six-test applied on the model. The water level and pressure head had been measured for several discharges. Piezometer head gage was installed along the spillway surface with three-group. Each group consists eight points with accuracy nearest to 1mm.

4. Numerical setup

Flow-3d is one of the popular commercial software for solving complex fluid modeling problems, which has been developed by Flow Science Company. The Flow-3d platform solves the 3D equations of Navier Stokes with the volume of fluid (VOF) method (Hirt and Sicilian, 1985) to determine free surfaces. Additionally, the Flow-3d contains the fractional area volume obstacle representation (FAVOR) algorithm for exemplifying curved boundaries (or defining and inserting the model shape into the governing equations) (Hirt and Sicilian, 1985) and six turbulence models. In the present study, the Sketch-up (2019) program has been used to design the spillway model, with the constant concrete roughness of 1mm (Kim and Park, 2005) (see Fig. 4).

In Flow-3d, the mesh block can be defined as uniform or non-uniform (Flow-3d, 2016). Jacobsen and Olsen (2010) stated that the uniform mesh very well suits for the computation of the complex shapes models and free-surface flows, even for hydraulic jump, in addition to that, it is an accurate and stable with time (Uçar and Kumcu, 2018). The present study, uniform mesh was imposed with 20 cm cells size in all directions of control volume, this size enable to increasing the stability and accuracy of results.

As mentioned earlier, the computation domain was assigned as a hexahedral mesh block in the cartesian-coordinates and there are six different boundaries (x_min, x_max, y_max, z_max and z_min) for mesh block must be defined. Where x_max means the spillway upstream; x_min, the downstream of spillway; and y_min, y_max, z_min, and z_max are right, left, bottom and top of spillway indirect the flow, respectively. The boundary conditions defined as presented in Table 1. Where, wall boundary denotes a non-slip condition in Limits (non-porous); and the outflow represents the amount of water out from spillway. The specified pressure condition is able to set at one or more boundaries of control volume, and it is an important and useful numerical tool when giving water levels and no discharge data available. The top of mesh block is air; therefore, it was defined as pressure specifier with the fluid fraction (F) = 0 (no water). The process of comparing pressure between physical and numerical models are extraordinarily difficult. It is also difficult to control the fluctuation of pressure on the surface of the spillway. Therefore, the upstream boundary condition (X-min) has been selected as water head and discharge values of Mandali physical model with four cases shown in Table 2.

5. Results and Discussion

Flow-3d V11.2 Version was used on MSI-GF63 computer. The simulation was performed for Twenty-five seconds for four cases and all the hydraulic information including velocity, pressure and water depth are available. Researchers suggest that a very smooth-grid should be used when simulation using the LES model, unlike RANS models which rely on the type of closure models selected, when implementing an appropriate mesh (Viti et al., 2018). However, when employing this model with the same grid size of RANS models (20 cm mesh size), provided positive performance especially in comparison with a laboratory model results. For velocity distribution at spillway crest, no difference was observed among the model values (see Fig. 5). The pressure and velocity results along the spillway can be seen in Fig. 6 for different turbulence models (RANS package and LES) and at 1802 m/s discharge. Fig. 6 demonstrates that RANS models values provided similar pressure and velocity values, with a slight difference with k-ω closure model. Otherwise, the LES model displays lower values in terms of velocity, especially at the end part of chute spillway.

![Fig. 3. Physical model of Mandali spillway.](image)

![Fig. 4. Spillway model of Mandali dam (Red color indicates to water after simulation).](image)

![Fig. 5. Velocity distribution at crest spillway among turbulence models.](image)

Table 1. Boundary conditions that using in Flow-3d.

| X-min | X-max | Y-min | Y-max | Z-min | Z-max |
|-------|-------|-------|-------|-------|-------|
| Inflow rate | Outflow | wall | wall | wall | Specified pressure |

| Run | Discharge (m³/s) | Water Head (m) |
|-----|-----------------|----------------|
| 1   | 436             | 10.98          |
| 2   | 1179            | 11.78          |
| 3   | 1473            | 12.04          |
| 4   | 1803            | 12.32          |
decision-making. The standard k-ε and RNG turbulence models provide more stable values than other models (as results seen), helping to get correct approach values easily.

Fig. 6. Compression among turbulence models for velocity and pressure along chute spillway.

![Turbulence models comparison](image)

Fig. 7. Turbulence models over time for gauge point 3 (after 2 m from crest)

![Pressure head over time](image)
To investigate the turbulence models accuracy in predict pressure head of flow, the relative error percent (REP%) and root mean square error (RMSE) are using Eqs. (21) and (22), respectively (Azimi et al., 2019).

\[
\text{RMSE}\% = 100 \times \sqrt{\frac{1}{N} \sum_{i=1}^{N} \left( \frac{P_{\text{measured}} - P_{\text{numerical}}}{P_{\text{measured}}} \right)^2}
\]

\[
\text{REP}\% = 100 \times \frac{1}{N} \sum_{i=1}^{N} \left| \frac{P_{\text{measured}} - P_{\text{numerical}}}{P_{\text{measured}}} \right|
\]

where \( P_{\text{measured}} \) and \( P_{\text{numerical}} \) are the pressure head of the laboratory and simulation results, respectively. The REP and RMSE of the experimental and simulated values are presented. According to Table 3, the LES model is the best model when compare with other models. The RMSE and REP of LES models for pressure head over spillway are equal to 1.92% and 1.59%, respectively. The RANS models provide nearly the same prognostication for pressure head with maximum difference average smaller than 1.7%.

![Fig. 8. Turbulence models over time for gauge point 8 (after 8 m from crest).](image)

| Run | \( k-\omega \) | RNG | \( k-\epsilon \) | LES |
|-----|----------------|-----|----------------|-----|
|     | RMSE | REP | RMSE | REP | RMSE | REP | RMSE | REP |
| 1   | 3.57 | 2.96 | 3.73 | 3.18 | 3.71 | 3.04 | 3.49 | 2.91 |
| 2   | 1.73 | 1.53 | 1.73 | 1.54 | 1.73 | 1.54 | 1.52 | 1.32 |
| 3   | 1.19 | 0.95 | 1.18 | 0.96 | 1.19 | 0.96 | 1.12 | 0.89 |
| 4   | 1.61 | 1.38 | 1.52 | 1.25 | 1.56 | 1.56 | 1.53 | 1.25 |
| Average | 2.03 | 1.69 | 2.04 | 1.70 | 2.05 | 1.70 | 1.92 | 1.59 |

It is worth noting, that the \( k-\epsilon \) and RNG models are an extremely close approach with the relative error percent (REP%) arrived at 1.7 for the laboratory and simulation results. This can be seen clearly through Fig. 9, which shows the distribution of free surface head along the spillway channel. Farhadi et al., (2018) stated that the \( k-\omega \) model uses the same turbulence frequency of the LES model. Therefore, As shown in Fig. 10, the \( k-\omega \) and LES models can be described as more disordered than \( k-\epsilon \) and RNG models. The RNG model uses equations analogous to the equations for the standard \( k-\epsilon \) model (Alfonsi, 2009). However, equation constants found through empirical observation in the standard \( k-\epsilon \) model are derived explicitly in the RNG model (Babaali et al., 2015). In general, the standard \( k-\epsilon \) and RNG turbulence models give very close values in all cases as results shown.

![Fig. 9. Comparison of the flow free surface changes among turbulence closure models.](image)
6. Conclusions

CFD modeling have evolved in the last two decades, and its results have become satisfactory compared to the physical model data. Within Eulerian methods, the RANS turbulence closure models are the most widely used in turbulence modeling over spillway from LES model, especially RNG k-ε model. Therefore, the present study focuses on studying the difference between LES and RANS of turbulence closure models in simulation flow pattern over spillways. Flow-3d has been used to modeling flow over spillway with four discharge values. The analysis of the results indicates that LES turbulence model is more accurate than the RANS turbulence closure models; where LES models capture eddies or scales in whole detail, whereas they are modeled in the RANS model. There is a slight difference when comparing the velocity and depth of water among the models over chute spillway. Otherwise, the pressure distribution and the flow depth values were unstable over a stilling basin for the k-ω and LES models. Finally, the results of the modelling show that LES model is a suitable tool to simulating the flow over ogee spillway.
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