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Abstract

Bias estimation or sensor registration is an essential step in ensuring the accuracy of global tracks in multisensor-multitarget tracking. Most previously proposed algorithms for bias estimation rely on local measurements in centralized systems or tracks in distributed systems, along with additional information like covariances, filter gains or targets of opportunity. In addition, it is generally assumed that such data are made available to the fusion center at every sampling time. In practical distributed multisensor tracking systems, where each platform sends local tracks to the fusion center, only state estimates and, perhaps, their covariances are sent to the fusion center at non-consecutive sampling instants or scans. That is, not all the information required for exact bias estimation at the fusion center is available in practical distributed tracking systems. In this paper, a new algorithm that is capable of accurately estimating the biases even in the absence of filter gain information from local platforms is proposed for distributed tracking systems with intermittent track transmission. Through the calculation of the Posterior Cramér–Rao lower bound and various simulation results, it is shown that the performance of the new algorithm, which uses the tracklet idea and does not require track transmission at every sampling time or exchange of filter gains, can approach the performance of the exact bias estimation algorithm that requires local filter gains.
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I. INTRODUCTION

Bias estimation and compensation are essential steps in distributed tracking systems. The objective of sensor registration is to estimate the biases in sensor measurements, such as scaling and offset biases in range and azimuth measurements of a radar, clock bias and/or uncertainties in sensor positions [1]. In a distributed multisensor tracking scenario, each local tracker provides its own estimates of target states for fusion. Local filters can be, e.g., Kalman filters or Interacting Multiple Model (IMM) estimators with different motion models. These local tracks, i.e., state estimate vectors and associated covariance matrices, are sent to the fusion center for further processing. Next, the fusion center carries out track–to–track fusion. The fusion is done sequentially subsequent to the estimation of biases based on common targets that are tracked by various sensors in different locations.

Usually, bias estimation is considered as a two–sensor problem [2], [3] where a stacked vector is assumed with all unknown biases and states target. A drawback of this approach is the computational burden due to increased dimension of the stacked vector. In addition, most of the algorithms proposed for estimating the biases operate on the measurements directly [4]. That is, such methods perform filtering on the measurements received from sensors, which also include the biases. In many practical tracking systems, access to measurements before tracking at the sensor level is not always feasible. That is, sensors may provide only processed tracks to the user for further processing [1]. Thus, methods that can simultaneously handle track–to–track fusion and bias estimation are needed.

Although there are many different methods in the literature for bias estimation and compensation, there is still a need for a method that requires only the local track estimates and associated covariance matrices for bias estimation. In [5] and [6] a joint track-to-track bias estimation and fusion algorithm based on equivalent measurements of the local tracks was proposed. In [7], another approach based on pseudo-measurement along with the Expectation-Maximization (EM) algorithm to perform joint fusion and registration was proposed. A different method that uses a multistart local search to handle the joint track-to-track association and bias estimation problem was introduced in [8]. The concept of pseudo-measurement was used in [9] for exact bias estimation.
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bias estimation with further extensions in [10] and [11]. In order to achieve exact bias estimation, the algorithms in [9]–[11] require the Kalman gains from local trackers, which are not normally sent to the fusion center in practical systems [12]. Moreover, the previously mentioned algorithms assumed that the fusion center receives the local tracks from all sensors at every time step, which is not realistic in systems with bandwidth limitations [13]. In addition, these methods require perfect knowledge about each local filter and its dynamic model. Also, as the number of sensors increases, the bias estimation problem suffers from the curse of dimensionality because of the commonly used stacked bias vector implementation [2]. Finally, as the number of sensors changes over time, the algorithms in [9]–[11] require appropriate pseudo–measurement to be defined for the specific number of sensors.

In this paper, these issues are addressed and a practical solution, which is mathematically sound and computationally feasible, is presented. The new approach is based on reconstructing the Kalman gains of the local trackers at the fusion center. In this approach, the tracklet method [12], [14], [15] along with sequential update as a fusion method is used to provide a low computational cost algorithm for bias estimation. Also, some of the constraints that were discussed above are relaxed in the proposed algorithm. The main contributions of the new algorithm are: a) reconstruction of Kalman gains at the fusion center, b) relaxing the constraints on receiving local tracks at every time step, c) correcting local tracks at the fusion center and d) providing a fused track with low computational cost.

The paper is structured as follows: The bias model and the assumptions for bias estimation are discussed in Section II. In Section III, a review of the exact bias estimation method [9]–[11] is given. The new approach and its mathematical developments are given in Section IV. Section V presents the calculation of the Cramér–Rao Lower Bound (CRLB) for proposed algorithm. Section VI demonstrates the performance of the new algorithm for synchronous sensors and compares it with that of the method in [9] and shows comparisons with the CRLB. Conclusions are discussed in Section VII.

II. PROBLEM FORMULATION

Assume that there are \( M \) sensors reporting range and azimuth measurements\(^1\) in polar coordinates of \( N \) targets in the common surveillance region. Note that \( N \) is not exactly known to the algorithm and that it could be time varying. That is, bias estimation is carried out based on time–varying and possibly erroneous numbers of tracks reported by the local trackers. The model for the measurements originating from a target with biases at time \( k \) in polar coordinates (denoted by superscript \( p \)) for sensor \( s \) is [9]–[11]

\[
z^p_s(k) = \begin{bmatrix} r^p_s(k) \\ \theta^p_s(k) \end{bmatrix} = \begin{bmatrix} \frac{1 + \epsilon^r_s(k)}{1 + \epsilon^\theta_s(k)} r_s(k) + b^r_s(k) + w^r_s(k) \\ \frac{1 + \epsilon^\theta_s(k)}{1 + \epsilon^\theta_s(k)} \theta_s(k) + b^\theta_s(k) + w^\theta_s(k) \end{bmatrix}, \quad s = 1, \ldots, M
\]

where \( r_s(k) \) and \( \theta_s(k) \) are the true range and azimuth, respectively, \( b^r_s(k) \) and \( b^\theta_s(k) \) are the offset biases in the range and azimuth, respectively, \( \epsilon^r_s(k) \) and \( \epsilon^\theta_s(k) \) are the scale biases in the range and azimuth, respectively. The measurement noises \( w^r_s(k) \) and \( w^\theta_s(k) \) in range and bearing are zero-mean with corresponding variances \( \sigma^r_s \) and \( \sigma^\theta_s \), respectively, and are assumed mutually independent.

The bias vector \( \beta_s(k) = \left[ b^r_s(k) \quad b^\theta_s(k) \quad \epsilon^r_s(k) \quad \epsilon^\theta_s(k) \right]^T \) can be modeled as an unknown constant over a certain window of scans (non–random variable). Consequently, the maximum likelihood (ML) estimator [16] or the weighted least squares (LS) estimator [17] can be used for bias estimation. On the other hand, a Gauss-Markov random model [18] can also be used, in which case a Kalman filter can be adopted for bias estimation. We model the measurement as

\[
z^p_s(k) = \begin{bmatrix} r_s(k) \\ \theta_s(k) \end{bmatrix} + C_s(k)\beta_s(k) + \begin{bmatrix} w^r_s(k) \\ w^\theta_s(k) \end{bmatrix}
\]

where

\[
C_s(k) \triangleq \begin{bmatrix} 1 & 0 & r_s(k) & 0 \\ 0 & 1 & 0 & \theta_s(k) \end{bmatrix}
\]

Here, the measured azimuth \( \theta^m_s(k) \) and range \( r^m_s(k) \) can be utilized in (3) without any significant loss of performance [9]–[11].

Estimating the bias vector \( \beta_s(k) \) for all the sensors is the main objective of this paper. After bias estimation, all the biases can be compensated for in the state estimates at the fusion center.

Since target motion is better modeled and most trackers operate in Cartesian coordinates, the polar measurements are converted into Cartesian coordinates. It is assumed that this does not introduce biases [19]; this is verified in the simulations. Then, sensor \( s \) has the measurement equation (with the same \( H_s(k) = H(k) \) for all \( s \))

\[
z_s(k) = H(k)x(k) + B_s(k)C_s(k)\beta_s(k) + w_s(k)
\]

where the state vector \( x(k) = \begin{bmatrix} x(k) \\ \dot{x}(k) \\ y(k) \\ \dot{y}(k) \end{bmatrix}^T \) and \( H(k) \) is the measurement matrix given by

\[
H(k) = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \end{bmatrix} \triangleq H
\]

\(^1\)While this assumes 2–D radars, the extension to 3–D radars is straightforward.
Since distributed tracking systems may cover a large geographical area, the earth can no longer be assumed to be flat and coordinate transformations need to include an earth curvature model like WGS-84 [20], [21].

The matrix \( B_s(k) \) is a nonlinear function with the true range and azimuth as its arguments. A constant \( B_s(k)C_s(k) \) also results in incomplete observability as discussed in [11]. Using the measured azimuth \( \theta^m_s(k) \) and range \( r^m_s(k) \) from sensor \( s \), \( B_s(k) \) can be written as [19]

\[
B_s(k) = \begin{bmatrix}
\cos \theta^m_s(k) & -r^m_s(k) \sin \theta^m_s(k) \\
\sin \theta^m_s(k) & r^m_s(k) \cos \theta^m_s(k)
\end{bmatrix}
\]  

(6)

Finally, the new covariance matrix of the measurement in Cartesian coordinates (omitting index \( k \) in the measurements for clarity) is given by

\[
R_s(k) = \begin{pmatrix}
\sigma^2_r \sin^2 \theta_s & \sigma^2_r \cos^2 \theta_s & (\sigma^2_r - \sigma^2_{\theta}) \sin \theta_s \cos \theta_s \\
\sigma^2_r \sin \theta_s \cos \theta_s & \sigma^2_r \cos^2 \theta_s + \sigma^2_{\theta} & \sigma^2_r \sin^2 \theta_s
\end{pmatrix}
\]  

(7)

where one can use the observed range and azimuth as well.

### III. Review of Synchronous Sensor Registration

In this section, the bias estimation method introduced in [9]–[11] for synchronous sensors with known sensor locations is reviewed. Further, the methods in our previous work [22] are examined in more detail and are extended in this paper with various simulations and the calculation of the lower bounds for bias estimation in multisensor–multitarget scenarios.

Consider a multisensor tracking system with the decentralized architecture [1]. In this case, each local tracker runs its own filtering algorithm and obtains a local state estimate using only its own measurements. Then, all local trackers send their estimates to the fusion center where bias estimation is addressed. Only after bias estimation can the fusion center fuse local estimates correctly to obtain accurate global estimates.

The dynamic equation for the target state is

\[
x(k+1) = F(k)x(k) + v(k)
\]

(8)

where \( F(k) \) is the transition matrix, and \( v(k) \) is a zero-mean additive white Gaussian noise with covariance \( Q(k) \).

Because the local trackers are not able to estimate the biases on their own, they yield inaccurate estimates of tracks by assuming no bias in their measurements. Hence, the state space model considered by local trackers for a specific target \( t \) and sensor \( s \) is

\[
x^t_s(k+1) = F(k)x^t_s(k) + v(k)
\]

(9)

\[
z^t_s(k) = H(k)x^t_s(k) + w_s(k)
\]

(10)

The difference between (1) and (10) is that the latter has no bias term and, as a result, the local tracks are bias-ignorant [9]–[11]. Note that this mismatch should be compensated for.

### A. The pseudo-measurement of the bias vector

In this subsection, a brief discussion on how to find an informative pseudo-measurement by using the local tracks for the case \( M = 2 \) synchronized sensors is presented, based on the method given in [9]–[11]. As in these previous works, it is assumed that the local platforms run a Kalman filter-based tracker, although this assumption may not always be valid. However, as shown in the sequel, multiple-model based trackers can be handled within the proposed framework with some extensions.

In [9]–[11] it was assumed that one has access to the filter gain \( W_1(k+1) \) and the residual \( \nu_1(k+1) \) from the Kalman filter of local tracker 1 [23]. Then, one can write

\[
x_1(k+1 | k+1) = F(k)x_1(k | k) + W_1(k+1)\nu_1(k+1)
\]

\[
= F(k)x_1(k | k) + W_1(k+1)[z_1(k+1) - z^t_1(k+1 | k)]
\]

\[
= [I - W_1(k+1)H(k+1)]F(k)x_1(k | k) + W_1(k+1)H(k+1)
\]

\[
F(k)x_1(k) + H(k+1)v(k) + B_1(k+1)C_1(k+1)\beta_1(k+1) + w_1(k+1)
\]

(11)

Note that the predicted measurement \( z^t_1(k+1 | k) \) is based on the measurement in which no bias is assumed by local tracker 1, i.e., tracker 1 used a bias-ignorant measurement model. Therefore, there is no term related to biases in the predicted measurement.
Hence, if the local state estimate is moved to the left–hand side of (11), and left-multiplied by the left pseudo-inverse \([24]\) of the gain, one has

\[
z_b^1(k + 1) \triangleq W_s^1(k + 1) \left[ \hat{x}_1(k + 1 \mid k + 1) - (I - W_s(k + 1)H(k + 1))F(k)\hat{x}_1(k \mid k) \right]
= H(k + 1)F(k)x(k) + H(k + 1)v(k) + B_1(k + 1)C_1(k + 1)\beta_1(k + 1)
\]
\[
+ w_1(k + 1)
\]
where the pseudo-inverse of the gain is

\[
W_s^1 \triangleq (W_s^T W_s)^{-1} W_s^T
\]

Similarly, one can define

\[
z_b^2(k + 1) \triangleq W_s^2(k + 1) \left[ \hat{x}_2(k + 1 \mid k + 1) - (I - W_2(k + 1)H(k + 1))F(k)\hat{x}_2(k \mid k) \right]
= H(k + 1)F(k)x(k) + H(k + 1)v(k) + B_2(k + 1)C_2(k + 1)\beta_2(k + 1)
\]
\[
+ w_2(k + 1)
\]

It is worth mentioning that \(x(k)\) and \(v(k)\) in (12) and (14) are the same. Thus, a pseudo-measurement of the bias vector, as in [9]–[11], can be defined as follows:

\[
z_b(k + 1) \triangleq z_b^1(k + 1) - z_b^2(k + 1)
\]

for the case of using similar sensors. Then,

\[
z_b(k + 1) = B_1(k + 1)C_1(k + 1)\beta_1(k + 1) - B_2(k + 1)C_2(k + 1)\beta_2(k + 1)
\]
\[
+ w_1(k + 1) - w_2(k + 1)
\]

That is, one has the pseudo-measurement of the bias vector

\[
z_b(k + 1) = H(k + 1)b(k + 1) + \hat{w}(k + 1)
\]

where the pseudo-measurement matrix \(H\), the bias parameter vector \(b\) and the pseudo-measurement noise \(\hat{w}(k + 1)\) are defined as

\[
H(k + 1) \triangleq [B_1(k + 1)C_1(k + 1), -B_2(k + 1)C_2(k + 1)]
\]

\[
b(k + 1) \triangleq \begin{bmatrix} \beta_1(k + 1) \\ \beta_2(k + 1) \end{bmatrix}
\]

and

\[
\hat{w}(k + 1) \triangleq w_1(k + 1) - w_2(k + 1)
\]

The bias pseudo-measurement noises \(\hat{w}\) are additive white Gaussian with zero–mean, and their covariance is

\[
\mathcal{R}(k + 1) = R_1(k + 1) + R_2(k + 1)
\]

The main property of (20) is its whiteness, which results in a bias estimate that is exact [9]–[11]. In this approach, there is no approximation in deriving (17)–(21) unlike the methods previously proposed in [25]–[27]. This was one of the main contributions of [9].

When the measurement matrices \(H_s(k)\) are the same for different local trackers, but only the second sensor has a bias, the following simplifications result:

\[
z_b(k + 1) = z_b^1(k + 1) - z_b^2(k + 1)
\]

\[
b(k + 1) = \beta_2(k + 1)
\]

\[
H(k + 1) = -B_2(k + 1)C_2(k + 1)
\]

\[
\hat{w}(k + 1) = w_1(k + 1) - w_2(k + 1)
\]

\[
\mathcal{R}(k + 1) = R_1(k + 1) + R_2(k + 1)
\]
B. The recursive least square bias estimator

If the biases are constant over a certain window of scans, one can construct a Recursive Least Square (RLS) estimator by using the pseudo-measurement equation (17) [9]. The recursion of the RLS estimator has two stages: the first is to update the bias estimate recursively for different targets and the second is to update it through different time scans.

Assume that at time $k$, one has access to the estimate of the bias vector and its associated covariance matrix up to time $k$ as $\hat{b}_{t-1}(k)$ and $\Sigma_{t-1}(k)$, form on the first $t-1$ targets and all previously updated estimates. Now, the RLS method can be carried out as in Figure 1 to update the bias estimation at time $k$ for all targets [9]–[11].

Note that the covariance update equation in line 5 of Figure 1 may cause $\Sigma_t(k)$ to lose positive definiteness due to numerical errors. To avoid this problem, the Joseph’s form of the covariance update is used [19] as

$$
\Sigma_t(k) = [I - G_t(k)H_t(k)]\Sigma_{t-1}(k) [I - G_t(k)H_t(k)]^T + G_t(k)G_t(k)^T
$$

C. Time-varying bias estimation: The optimal MMSE estimator

In the case of time-varying biases with the standard linear white–Gaussian assumptions one can implement the optimal MMSE estimator based on the pseudo-measurement equation (17) and the dynamic model of the bias [9]. For the stacked bias vector, the dynamics model can be defined as

$$
b(k+1) = F_b(k)b(k) + v_b(k)
$$

in which $F_b(k)$ is the transition matrix of the stacked bias vector $b$, and $v_b(k)$ is the stacked process noise of the bias vector, zero-mean white with covariance $Q_b(k)$.

Assume that at time $k$ one has access to the estimate of the bias vector and its associated covariance matrix up to time $k$ as $\hat{b}_{t-1}(k | k)$ and $\Sigma_{t-1}(k | k)$, respectively. Now, a Kalman filter can be used as in Figure 2 to update the bias estimates at time $k$ for all targets [9]–[11].

IV. THE NEW BIAS ESTIMATION ALGORITHM

The algorithms given in Section III, i.e., Recursive Least Square Bias Estimation (RLSBE, Figure 1) and Optimal MMSE Bias Estimation (OMBE, Figure 2), are dependent on the Kalman gains provided by the local trackers, in addition to the state estimates and the associated covariance matrices at every time step. Moreover, as the number of the sensors increases, the above algorithms face an increase in computational requirements cubic in $M$. This is because a stacked vector of bias parameters is used. In addition, for $M > 2$, it is challenging to extend (15) and (17). The extension of (15) and (17) can be
Based on this method, the equations relating to the equivalent measurement vector, \( u \), the local Kalman gains at the fusion center. It also relaxes the requirements of receiving the local tracks at every time step. From the local tracks and the associated covariance matrices for sequential update in the fusion step and also to reconstruct additional steps is presented.

It is computationally cheaper than parallel update [1]. Finally, the complete algorithm based on these two approaches with sequential update algorithm is proposed for the fusion step. Although it is not an optimal approach for fusing the local tracks, makes it possible to obtain approximate equivalent measurements of the local tracks directly and efficiently without any further processing and it supports updating the bias estimates whenever a new local track is available at the fusion center. In addition, the new algorithm alleviates the problem of the dimensionality by taking advantage of differences. Moreover, these approaches do not address the joint fusion problem as well.

In order to obtain the new algorithm, first, a simple approach to calculate tracklets based on [12] is discussed. This approach makes it possible to obtain approximate equivalent measurements of the local tracks directly and efficiently without any further processing and it supports updating the bias estimates whenever a new local track is available at the fusion center. In addition, it can handle asynchronous updates from different local trackers and map them to a common time [12], [15]. Then, a sequential update algorithm is proposed for the fusion step. Although it is not an optimal approach for fusing the local tracks, it is computationally cheaper than parallel update [1]. Finally, the complete algorithm based on these two approaches with additional steps is presented.

### A. Equivalent measurement computation using the inverse Kalman filter method based tracklet

The main goal in this subsection is to construct a set of approximately uncorrelated equivalent measurements ("tracklets") from the local tracks and the associated covariance matrices for sequential update in the fusion step and also to reconstruct the local Kalman gains at the fusion center. It also relaxes the requirements of receiving the local tracks at every time step. To do so, the “inverse Kalman filter based” tracklet method from [12] is used (for a clear derivation and the reason for its suboptimality, see [1, p. 577]). Based on this method, the equations relating to the equivalent measurement vector, \( u_s(k, k') \), for a local track from platform \( s \) at time frame \( k \), given that the track data was previously sent to the global tracker for time frame \( k' < k \), are as follows:

\[
\mathbf{u}_s(k, k') = \mathbf{x}_s(k \mid k') + \mathbf{A}_s(k \mid k') [\mathbf{x}_s(k \mid k) - \hat{\mathbf{x}}_s(k \mid k')]
\]

(29)
where
\[
\mathbf{u}_s(k, k') = \mathbf{x}(k) + \hat{\mathbf{u}}_s(k | k)
\]
\[
\mathbb{E} \left[ \hat{\mathbf{u}}_s(k, k') | \mathbf{Z}^{k'} \right] = 0
\]
\[
\mathbf{A}_s(k, k') = \mathbf{P}_s(k | k') \left[ \mathbf{D}_s(k, k') \right]^{-1}
\]
\[
\mathbf{D}_s(k, k') = \mathbf{P}_s(k | k') - \mathbf{P}_s(k | k)
\]
where \( \mathbf{Z}^{k'}_s = \left\{ \mathbf{z}_s^{k'}, \ldots, \mathbf{z}_s^{k'} \right\} \), and
\[
\mathbf{U}_s(k, k') = \mathbb{E} \left[ \hat{\mathbf{u}}_s(k, k') \left( \hat{\mathbf{u}}_s(k, k') \right)^T | \mathbf{Z}^{k'}_s \right]
\]
\[
= \mathbf{A}_s(k, k') \mathbf{P}_s(k | k)
\]
\[
= \left[ \mathbf{A}_s(k, k') - \mathbb{I} \right] \mathbf{P}_s(k | k')
\]
(34)

The information that the global tracker or the fusion center uses consists of the calculated equivalent measurement vector \( \mathbf{u}_s(k, k') \) and its error covariance matrix \( \mathbf{U}_s(k, k') \). Note that in order to calculate \( \hat{x}_s(k' | k') \) and \( \mathbf{P}_s(k' | k') \) one needs the estimated target state \( \hat{x}_s(k' | k') \) and its covariance matrix \( \mathbf{P}_s(k' | k') \), in addition to the dynamic models the local trackers used for filtering. Then one needs to compute \( L = k - k' \) prediction steps without any new measurement data to find \( \hat{x}_s(k | k') \) and \( \mathbf{P}_s(k | k') \). Here, it is necessary to consider the \( L \)-step prediction of transition and process noise covariance matrices as \( F(k, k') \) and \( Q(k, k') \), respectively. One can use the concept of missing observations in Kalman filter to find \( F(k, k') \) and \( Q(k, k') \) as in [29, pp. 110]. It should be mentioned that all these computations require that \( \mathbf{P}_s(k' | k') \) and \( [\mathbf{P}_s(k | k) -1 - \mathbf{P}_s(k' | k')^{-1}] \) be non-singular. This method was previously used in [6] for \( k' = k - 1 \) (for which the non-singularity requirement does not hold in general) and with a different approach for sensor registration. For the proof of (34) see Appendix A.

B. Sequential update as fusion method

After calculating the equivalent measurements of the state for each local track at the fusion center, they can be used as new measurements for the estimation of fused state and its covariance matrix. To do this recursively, it should be assumed that the fused state estimate and its covariance matrix at time \( k' \) as \( \mathbf{x}_f(k' | k') \) and \( \mathbf{P}_f(k' | k') \), respectively, are already computed. For \( k' = 1 \), the parameters \( \mathbf{x}_f(k' | k') \) and \( \mathbf{P}_f(k' | k') \) are initialized with \( \mathbf{x}(k' | k') \) and \( \mathbf{P}(k' | k') \), respectively. Then these two can be updated by following the steps in Figure 3. Although the sequential update is sub-optimal [1], it has the advantage of being computationally efficient to implement and, in addition, it is not dependent on the previous equivalent measurements at time \( k' \).

C. Multisensor fusion and track-to-track bias estimation

The first step for implementing a general bias estimation algorithm for radar systems is to find the Kalman gains of each local track at the fusion center, by only using the state estimates and the associated covariance matrices. To do so, first, one must calculate the equivalent measurement and its covariance matrix as in (29) and (34) for sensor \( s \), and at time frame \( k \) (the target index is omitted for simplicity). Since the measurement model here is linear, one has
\[
R_{s,k} = \mathbf{H}(k) \mathbf{U}_s(k, k') \mathbf{H}(k)^T
\]
\[
W_{s,k} = \mathbf{P}_s(k | k') \mathbf{H}(k)^T \left[ \mathbf{H}(k) \mathbf{P}_s(k | k') \mathbf{H}(k)^T + R_{s,k} \right]^{-1}
\]
\[
y_{s,k} = \mathbf{H}(k) \mathbf{u}_s(k, k')
\]
(37)

Note that the reason to keep the position information only is that further in the new bias estimation algorithm we use the corrected positions as new measurements for sequential fusion. Because the equivalent measurements are used for the fused track, the Kalman gain for it (denoted by subscript \( f \)) at time frame \( k \) can be recovered as
\[
R_{f,k} = \mathbf{H}(k) \left[ \sum_{i=1}^{M} \left( \mathbf{U}_i(k, k') \right)^{-1} \right]^{-1} \mathbf{H}(k)^T
\]
\[
W_{f,k} = \mathbf{P}_f(k | k') \mathbf{H}(k)^T \left[ \mathbf{H}(k) \mathbf{P}_f(k | k') \mathbf{H}(k)^T + R_{f,k} \right]^{-1}
\]
(39)

Note that the noises/errors in the equivalent measurements are not white so using a Kalman filter is not optimal. This amounts to the same approximation as in [1, p. 563]. Also in (39), a common coordinate system is used for equivalent measurements. As a result, the use of a common measurement matrix \( \mathbf{H}(k) \) for all the equivalent measurements is feasible.
Now that the scale and offset biases are compensated for, one can go back to Cartesian coordinates as follows:

\[ \hat{\theta} = \arctan \left( \frac{u_s}{u_y} \right) - \hat{b}_y \]

\[ r_b = \sqrt{(u_s)^2 + (u_y)^2} - \hat{b}_r \]

Now that the scale and offset biases are compensated for, one can go back to Cartesian coordinates as follows:

\[ u_x^{b-c} = \lambda_\theta u_x^{b-c} \cos (\hat{\theta}^{b-c}) \]

\[ u_y^{b-c} = \lambda_\theta u_y^{b-c} \sin (\hat{\theta}^{b-c}) \]

\[ \gamma^{b-c} = \left[ u_x^{b-c} \quad u_y^{b-c} \right]^T \]

The sensor registration method proposed here uses the simplified formulas, i.e., (22)–(26). To use these formulas, an approximately bias-compensated fused track needs to be found at the fusion center for the set \( \{S\} \setminus s \), where \( S = 1, 2, \ldots, M \).

The notation \( \{S\} \setminus s \) stands for the set that contains all those elements of \( S \) excluding element \( s \). Then, the bias estimation problem can be reduced to the case of two sensors. The first one is an equivalent sensor with fusion of bias-corrected measurements of the set \( \{S\} \setminus s \), and the second is sensor \( s \) which has bias. Then the bias in sensor \( s \) can be found with either the RLSBE (see Figure 1) or OMBE (see Figure 2) algorithm.

The next step in this approach is to correct the biases in the measurement domain of the sensors (except for sensor \( s \)) and then fuse them together. This can be done by going from the Cartesian coordinate of the radar and correct with the previously estimated biases. Then by correcting the covariance matrix of the new bias compensated measurements, they can be fused by sequentially updating the fused track (excluding the track from sensor \( s \)) by using the Sequential Fusion Algorithm (SFA). Then, the Kalman gain for the fused and the now-corrected track can be calculated using (39).

For the equivalent measurement, define

\[ u_s = \left[ u_x \quad \dot{u}_x \quad u_y \quad \dot{u}_y \right]^T \]

where time and target indexes are omitted for simplicity. Then, to correct the biases in the measurement domain, assuming that the latest–estimated biases are \( \hat{\epsilon}_\theta, \hat{\epsilon}_r, \hat{b}_y \) and \( \hat{b}_r \), one has has\(^2\)

\[ \hat{\theta}^{b-c} = \arctan \left( \frac{u_s}{u_y} \right) - \hat{b}_y \]

\[ r_s^{b-c} = \sqrt{(u_s)^2 + (u_y)^2} - \hat{b}_r \]

Now that the scale and offset biases are compensated for, one can go back to Cartesian coordinates as follows:

\[ u_x^{b-c} = \lambda_\theta u_x^{b-c} \cos (\hat{\theta}^{b-c}) \]

\[ u_y^{b-c} = \lambda_\theta u_y^{b-c} \sin (\hat{\theta}^{b-c}) \]

\[ \gamma^{b-c} = \left[ u_x^{b-c} \quad u_y^{b-c} \right]^T \]

\(^2\)Here, bias-compensated means a fused track, in which the bias-corrected equivalent measurements by using the latest estimated biases are used for fusion.

\(^3\)Here, the superscript “b-c” is used to denote the bias-corrected bearing and range.

---

**Fig. 3:** The Sequential Fusion Algorithm (SFA) with equivalent measurements

| Input: \( x_f(k' \mid k') \) and \( P_f(k' \mid k') \), \( y_{s,k} \) and \( R_{s,k} \) for \( s = 1, \ldots, M \) |
| Output: \( x_f(k \mid k) \) and \( P_f(k \mid k) \) |

1. Compute \( x_f(k' \mid k') \) and \( P_f(k' \mid k') \) according to their dynamic model (prediction step)
2. Assign:
   \[ x_{\text{temp}} = x_f(k \mid k') \]
   \[ P_{\text{temp}} = P_f(k \mid k') \]
3. for \( s = 1, \ldots, M \) do
   4. Update \( x_{\text{temp}} \) and \( P_{\text{temp}} \) with new measurement and its covariance matrix, i.e., \( y_{s,k} \) and \( R_{s,k} \) according to
      \[ x_{\text{temp}} = x_{\text{temp}} + W_{\text{temp}} \hat{y} \]
      \[ W_{\text{temp}} = P_{\text{temp}} H^T (HP_{\text{temp}} H^T + R_{s,k})^{-1} \]
      \[ \hat{y} = y_{s,k} - H x_{\text{temp}} \]
      \[ P_{\text{temp}} = (I - W_{\text{temp}} H) P_{\text{temp}} \]
      \[ H = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \end{bmatrix} \]
5. end for
6. return
   \[ x_f(k \mid k) = x_{\text{temp}} \]
   \[ P_f(k \mid k) = P_{\text{temp}} \]
where

\[ \lambda_\theta = \exp \left( -\frac{\sigma_\theta^2}{2} \right) \]  

(46)

is the compensation factor for the bias in coordinate conversion from polar to Cartesian [30]. The method from [30] is used here because of the fact that bias correction and compensation along with the changes in the covariance matrices and uncertainties may violate the assumptions made for the debaised conversion in Section II. The next step is to update the covariance matrix of the corrected equivalent measurements. In addition to the term (35), the additional uncertainty in the bias estimates, i.e., their associated covariance matrix and the uncertainty in the model of the radar, both in Cartesian coordinates, must be accounted for. The final formula for the covariance matrix with proper conversion from polar to Cartesian coordinate is

\[
R_{s}^{b-c} = H(k)\Sigma_s(k \mid k)H(k)^T + B_{s}^{b-c}(k) \begin{bmatrix} \sigma_r^2 & 0 \\ 0 & \sigma_\theta^2 \end{bmatrix} B_{s}^{b-c}(k)^T + K_{s}^{b-c}(k)\Sigma_{b,s}(k \mid k)K_{s}^{b-c}(k)^T
\]

(47)

where

\[
K_{s}^{b-c}(k) = B_{s}^{b-c}(k)C_{s}^{b-c}(k)
\]

(48)

and \( \Sigma_{b,s}(k \mid k) \) is the latest-updated bias covariance matrix at time \( k \) and for sensor \( s \). Now that all the required formulations and variables are available, the new algorithm to find the bias estimates for all the sensors is given in Figure 4.

---

**Input:** inputs of SFA and RLSBE (defined within the corresponding algorithms).

**Output:** \( b_s(k) \) and \( \Sigma_s(k) \) for \( s = 1, \ldots, M \).

1. At time \( k \)
2. for \( s = 1, \ldots, M \) do
3. Compute \( W_{s,k} \) as in (36) and
4. \[
\hat{z}_{s,t}^t(k) \triangleq W_{s,k}^T [\hat{x}(k \mid k) - (I - W_{s,k}H_{s}(k))F(k, k - L)\hat{x}(k - L \mid k - L)]
\]
5. \( \bar{s} \in \{1, \ldots, M\}\backslash s \)
6. Call SFA with inputs \( x_f^s(k' \mid k') \) and \( P_f^s(k' \mid k') \), \( Y_{\bar{s}}^{b-c}(k \mid k) \) and \( R_{\bar{s}}^{b-c}(k \mid k) \).
7. Compute \( W_{f,k}^s \) as in (39) and
8. \[
\hat{z}_{f,t}^s(k) \triangleq (W_{f,k}^s)^T [\hat{x}_f^s(k \mid k) - (I - W_{f,k}^sH_f(k))F(k, k - L)\hat{x}_f^s(k - L \mid k - L)]
\]
9. Call RLSBE with inputs \( z_{s,t}^s(k) \), \( z_{f,t}^s(k) \) and the last update of the estimated biases and their associated covariance matrix.
10. return \( b_s(k) \) and \( \Sigma_s(k) \)

end for

Fig. 4: The Fused Bias Estimation algorithm (FBEA)

As shown in Figure 4, one only needs to call SFA and RLSBE with new input parameters. One of the advantages of this approach is that in each “for loop” only a low dimensional Kalman filter that is independent of the size of the stacked bias vector and number of the sensors is needed. In addition, the fusion of local tracks can be done by only adding one sequential update for the latest corrected measurement of sensor \( s \) to the previously fused track. It is also important to note that the there is no constraint on the rate of receiving local tracks from the individual sensors. To show how well this new algorithm performs, in the next section, the simulation results on two different scenarios are used to compare its performance with those of the previously proposed algorithm in [9]–[11] for synchronous sensors.

To better illustrate how the new bias estimation algorithm (FBEA) works, a block–diagram representation of the method is shown in Figure 5 for a single time step estimation of the biases for the first sensor. In Figure 5, by receiving the local track estimates from all available sensors at time step \( k \), the first step is to calculate the tracklet for all of them using (29)–(34). Then, the equivalent measurement of the first sensor is sent for Kalman gain recovery using (35) and (36). At the same time, the equivalent measurements of all other sensors are sent to bias correction to first remove the bias from the equivalent measurements by using the previously estimated biases at time step \( k - 1 \) using (41)–(45) and the Kalman gain recovery in (38) and (39). The next step is to fuse the tracks by using SFA algorithm. Then, the fused and corrected estimate is sent to the pseudo–measurement calculation block for each individual sensor. At this point one has a two–sensor problem with only one sensor having biases in the measurement. The output is now sent to the RLSBE algorithm along with the previously estimated biases for the first sensor so that the bias estimates can be updated at time step \( k \) before proceeding to the next time step.
Fig. 5: Block diagram of the new offset and scaling bias estimation algorithm.

V. CRAMÉR-RAO LOWER BOUND FOR SENSOR REGISTRATION

In this section, a step-by-step procedure is given for calculating the CRLB for sensor registration algorithms as the benchmark. Rewriting (4) for the case of two similar sensors, one has

$$z_1(k) - H(k)x(k) = B_1(k)\beta_1(k) + w_1(k)$$  \hspace{1cm} (49)$$

and

$$z_2(k) - H(k)x(k) = B_2(k)\beta_2(k) + w_2(k)$$  \hspace{1cm} (50)$$

If no biases exist, the sensors must point to the same position of the observed target. Consequently, one has

$$z_1(k) - B_1(k)\beta_1(k) - w_1(k) = z_2(k) - B_2(k)\beta_2(k) - w_2(k)$$  \hspace{1cm} (51)$$

and by reordering the measurement terms and using the matrix form, one can rewrite it as

$$[z_1(k) - z_2(k)] = \begin{bmatrix} B_1(k) & -B_2(k) \end{bmatrix} \begin{bmatrix} \beta_1(k) \\ \beta_2(k) \end{bmatrix} + w_{1,2}(k)$$ \hspace{1cm} (52)$$

Further, for future use, one can denote the terms in (52) as

$$Y(k) = B(k)b(k) + w_{1,2}(k)$$ \hspace{1cm} (53)$$

where

$$Y(k) = [z_1(k) - z_2(k)]$$  \hspace{1cm} (54)$$

$$B(k) = \begin{bmatrix} B_1(k) & -B_2(k) \end{bmatrix}$$  \hspace{1cm} (55)$$

$$b(k) = \begin{bmatrix} \beta_1(k) \\ \beta_2(k) \end{bmatrix}$$  \hspace{1cm} (56)$$

and $w_{1,2}(k)$ is additive white Gaussian noise with covariance matrix equal to $R_1(k) + R_2(k)$

A. Calculation of the CRLB

In the case of having two sensors and multiple targets, the CRLB can be calculated as a batch process. Taking all the (linearly independent) $K$ pairs of measurements for $N$ targets in the surveillance region, one can write the measurement equation as

$$Y = gb + u$$ \hspace{1cm} (57)$$

where $Y$, $g$ and $u$ are stacked vectors given by

$$Y = \begin{bmatrix} (Y^1(1))^T & \cdots & (Y^N(1))^T & \cdots & (Y^1(K))^T & \cdots & (Y^N(K))^T \end{bmatrix}^T$$ \hspace{1cm} (58)$$

$$g = \begin{bmatrix} (B^1(1))^T & \cdots & (B^N(1))^T & \cdots & (B^1(K))^T & \cdots & (B^N(K))^T \end{bmatrix}^T$$ \hspace{1cm} (59)$$
and
\[ \mathbf{u} = \left[ (w_{i,2}^1(1))^T \cdots (w_{i,2}^N(1))^T \cdots (w_{i,2}^1(K))^T \cdots (w_{i,2}^N(K))^T \right]^T \]  

(60)

Further, the covariance matrix of the noise vector \( \mathbf{u} \) is
\[ \mathbf{R} = \text{diag} \left( \begin{bmatrix} \mathbf{R}^1(1) & \cdots & \mathbf{R}^N(1) & \cdots & \mathbf{R}^1(K) & \cdots & \mathbf{R}^N(K) \end{bmatrix} \right) \]  

(61)

where \( \mathbf{R}^i(k) = R_{i}^1(k) + R_{i}^2(k) \) and the lower index indicates a specific sensor. As stated in [19], the covariance matrix of an unbiased estimator \( \hat{\mathbf{b}} \) is bounded from below as
\[ \mathbb{E} \left\{ (\hat{\mathbf{b}} - \mathbf{b}) (\hat{\mathbf{b}} - \mathbf{b})^T \right\} \geq \mathbf{J}^{-1} \]  

(62)

In the above, \( \mathbf{J} \) is the Fisher Information Matrix (FIM) given by
\[ \mathbf{J} = \mathbb{E} \left\{ [\nabla_{\mathbf{b}} \ln p(\mathbf{Y} \mid \mathbf{b})] [\nabla_{\mathbf{b}} \ln p(\mathbf{Y} \mid \mathbf{b})]^T \right\}_{\mathbf{b} = \mathbf{b}_{\text{true}}} \]  

\[ = \mathbb{E} \left\{ [\nabla_{\mathbf{b}} \lambda] [\nabla_{\mathbf{b}} \lambda]^T \right\}_{\mathbf{b} = \mathbf{b}_{\text{true}}} \]  

(63)

where \( \mathbf{b}_{\text{true}} \) is the true value of the bias vector \( \mathbf{b} \), \( p(\mathbf{Y} \mid \mathbf{b}) \) is the likelihood function of \( \mathbf{b} \), \( \lambda = -\ln p(\mathbf{Y} \mid \mathbf{b}) \) and \( \nabla \) is gradient operator. From (57), one has
\[ p(\mathbf{Y} \mid \mathbf{b}) = \frac{1}{(2\pi)^K \sqrt{\left| \mathbf{R} \right|}} \exp \left\{ -\frac{1}{2} (\mathbf{Y} - \mathbf{gb})^T \mathbf{R}^{-1} (\mathbf{Y} - \mathbf{gb}) \right\} \]  

(64)

and therefore
\[ \lambda = \text{Const.} + \frac{1}{2} (\mathbf{Y} - \mathbf{gb})^T \mathbf{R}^{-1} (\mathbf{Y} - \mathbf{gb}) \]  

(65)

Using the results from [31] to simplify the differentiations, \( \nabla_{\mathbf{b}} \lambda \) can be written as
\[ \nabla_{\mathbf{b}} \lambda = \mathbf{g}^T \mathbf{R}^{-1} (\mathbf{Y} - \mathbf{gb}) \]  

(66)

which yields
\[ \mathbf{J} = \mathbf{g}^T \mathbf{R}^{-1} \mathbf{g} \]  

(67)

Finally, when calculating the FIM, CRLB of desired elements (here the diagonal) will be
\[ \text{CRLB} \{ (\mathbf{b})_{ii} \} = [\mathbf{J}^{-1}]_{ii} \]  

(68)

for \( i = 1, 2, 3, 4 \).

**B. Multitarget–multisensor CRLB**

When number of the targets is greater than two, the same procedure as the proposed bias estimation algorithm to calculate the CRLB can be used. In this case, one should fuse all the measurements, except for sensor “\( i \)” to create a single pseudo-measurement for this “combined” sensor and then treat the problem as a two–sensor problem. Starting with the calculation of the combined measurement and covariance matrix of the set \( S_i \) as in [1] yields
\[ Z_{\text{comb}} = \mathcal{R}_{\text{comb}} \left( \sum_{j \in (S) \setminus i} (\mathcal{R}_j)^{-1} z_j \right) \]  

(69)

and
\[ \mathcal{R}_{\text{comb}} = \left( \sum_{j \in (S) \setminus i} (\mathcal{R}_j)^{-1} \right)^{-1} \]  

(70)

As in the bias estimation algorithm, it is assumed that only sensor “\( i \)” has bias. This means that in the calculation of CRLB one should have access to the measurements both with and without bias. The next is to calculate \( B_{\text{comb}}(k) \). Similar to the bias estimation algorithm, one should define \( H(k) = -B_{\text{comb}}(k) \) and use the combined covariance and measurement matrices as a bias free measurement to find the CRLB of the bias estimation for sensor “\( i \)”. Finally, \( \mathcal{R}(k) \) can be calculated as
\[ \mathcal{R}(k) = \mathcal{R}_{\text{comb}}(k) + \mathcal{R}_i(k) \]  

(71)

By using (69), (70) and (71), the formulas for two sensors and multiple targets can be modified to calculate the CRLB for the case of multisensor–multitarget scenario.
VI. SIMULATION RESULTS

A. Motion dynamics and measurement parameters

Here, a distributed tracking scenario with five sensors and sixteen targets is considered as shown in Figure 6. It is assumed that all sensors are synchronized. Without loss of generality and to easily compare the results of bias estimation for different sensors, all the biases are assumed as

\[ \beta_s = [20 \text{m} \quad 1 \text{mrad}]^T \]  

(72)

The standard deviations of measurement noises are \( \sigma_r = 10 \text{ m} \) and \( \sigma_\theta = 1 \text{ mrad} \) for target range and azimuth measurements, respectively. In this problem \( r \approx 20000 \). According to [19], \( \frac{\sigma_r^2}{\sigma_\theta^2} = \frac{2 \times 10^4 \times 10^{-6}}{10} = 2 \times 10^{-3} \ll 0.4 \) which is the threshold for polar to Cartesian conversion to be unbiased. Note that this condition holds for \( r \approx 200 \text{km} \) as well.

Scalable biases can be handled by the proposed method as well but ignored for simplicity. The true dynamics of the targets are modeled using the Discretized Continuous White Noise Acceleration (DCWNA) or nearly constant velocity (NCV) model with \( q_x = q_y = 0 \). \( \frac{1}{2} \text{m}^2 \text{s}^{-3} \) and constant turn rate model with rate \( \omega = 0.1 \text{ deg/s} \). As for the filtering in local trackers, DCWNA and Continuous Wiener Process Acceleration (CWPA) are used with various settings to be able to create different scenarios for the simulation (for detail see [19, p. 268 and p. 467]).

B. A two-sensor problem

To compare the results of the new approach with those of the previously proposed algorithm [9]–[11], the case of two sensors (placed at \((0 \text{m}, 0 \text{m})\) and \((5000 \text{m}, 0 \text{m})\) in Cartesian coordinates) is considered with the same kinematics and filter settings as in [9]. The new algorithm that uses the reconstructed Kalman gains detailed in (35) and (36) is denoted as EXL while the previous algorithm in [9]–[11] is denoted as EX. Note that there is no fusion step in this case and the two methods only differ in the Kalman gain calculation, which in the EXL\(^4\) case is reconstructed approximately.

The settings of the variables are as follows. To handle the \( L = 1 \) and non–singularity problem, the “tracklet with decorrelated state estimate”\(^5\) that can be used with only one measurement in the tracklet interval [12] must be selected instead of “tracklet computed using inverse Kalman filter”. The sampling intervals are \( T = 1 \text{s} \). The lag between each update at the fusion center is \( L = k - k' = 1 \). The initial state estimates are the converted measurements from polar coordinate to Cartesian coordinate with zero velocity and covariance matrix [9]–[11]

\[ P_s(0 | 0) = \text{diag} \left[ \begin{array}{ccc} (200 \text{m})^2 & (20 \text{m/s})^2 & (200 \text{m})^2 \end{array} \right] \]

(73)

Finally, the initial bias parameter estimate of all the sensors are zero with initial bias covariance

\[ \Sigma_s(0 | 0) = \text{diag} \left[ \begin{array}{c} (20 \text{m})^2 \end{array} \right] \quad s = 1, 2 \]

(74)

In the simulations, 100 Monte Carlo runs are used over 20 frames. The results of the Root Mean Squared Error (RMSE) in logarithmic scale for offset bias estimates are shown in Figures 7 and 8. From Figures 7 and 8, it can be seen that the performance of the EXL method, which recovers the Kalman gain at the fusion center by taking advantage of tracklet

\(^4\)The EXL algorithm has the luxury of operating without the local Kalman gains.

\(^5\)This is equivalent to the information matrix fusion method, which, for \( L = 1 \), is algebraically equivalent to the Kalman filter (see [1, eq. (8.4.1-14)].)
calculation, is very close to the accuracy of the EX method. The small variations in the results are due to the fact that the logarithmic scale is used to show the convergence rates clearly.

The CPU time for one iteration of bias estimation for a single target is $4.84 \times 10^{-4}$ s for the EX method and $6.02 \times 10^{-4}$ s for the EXL method, which represents a 20% increase in CPU time for the Kalman gain reconstruction. The CPU time over all iterations and targets for bias estimation with the above methods are 0.1526 and 0.1877 s, respectively. All simulations are done on a computer with Intel® Core™ i7-3720Qm 2.60GHz processor and 8GB RAM.

![Fig. 7: RMSE of the bias parameter $b_r$ for sensors 1 and 2 in logarithmic scale (comparison between the previous (EX) and the proposed (EXL) algorithm)](image)

![Fig. 8: RMSE of the bias parameter $b_\theta$ for sensors 1 and 2 in logarithmic scale (comparison between the previous (EX) and the proposed (EXL) algorithm)](image)

C. A five–sensor problem with nearly constant velocity (NCV) Kalman filter as local tracker

In the second case, a scenario with five sensors with the same sixteen targets, $L = k - k' = 10$ and $k = 1, \ldots, 100$ is simulated. The motivation for using 100 time steps is to have enough update steps to demonstrate the convergence results in terms of RMSE. Here the Fused Bias Estimation Algorithm (FBEA, Figure 4) is used to estimate the biases at the fusion center. The results of this simulation are shown in Figure 9.

From Figure 9, it can be seen that the proposed algorithm works well in a scenario with five sensors and with tracklet update at every $L = 10$ steps. Note that the FBEA is using only a two-dimensional state space for the bias estimation step for each sensor. For the same scenario, the previous EX algorithm would require a ten dimensional state space model. At its core, FBEA is a recursive least square (RLS) estimator. The computational complexity of RLS is of the order of $O(n^2)$, where $n$ is number of parameters to be estimated. With $n = 10$ in the simulation, the computational complexity of the EX algorithm will be substantially higher.

To show the performance of the new algorithm in the fusion step, the results in terms of RMSE of the local track estimates for a specific sensor (sensor 1) and the fused estimates are presented in Figure 10 in logarithmic scale. To compare the results, the RMSE values of the local tracks and fused tracks with no biases are also included.

Figure 10 shows that the sequential fusion step used in the proposed bias estimation algorithm (FBEA) is a viable solution to the fusion problem. Clearly, the RMSE of the fused track with corrected measurements is between those of the local track and the fused track of measurements with no biases. This observation indicates that the bias correction and fusion steps work well, which is another feature in the new algorithm, as this correction is done at the fusion center and not at the local trackers. In this case, there is no need for a feedback channel. This reduces the communication requirements.

In order to further evaluate the performance of the proposed algorithm, one can assume that all sensors have scaling and offset biases. Let the value of biases be

$$\beta_s = \begin{bmatrix} 20 \text{m} & 1 \text{mrad} & 0.001 & 0.001 \end{bmatrix}^T$$  \hspace{1cm} (75)

The results in terms of the RMSE of the local track estimates for a specific sensor (sensor 1) and the fused estimates are shown in Figure 11 in logarithmic scale. Figure 11 shows that the proposed algorithm can handle offset and scaling biases at the same time and fuse the corrected tracks in order to achieve better estimates of the targets’ state.
Fig. 9: RMSE of the bias parameter \( b_r \) (left column) and \( b_\theta \) (right column) for all 5 sensors from sensor 1 (top) to sensor 5 (bottom) in logarithmic scale. Note that residual bias RMSE is an order of magnitude below the measurement noise standard deviations, i.e., it becomes negligible.

Fig. 10: RMSE of local track (sensor 1) and the output of the fusion algorithm including offset biases for all sensors in logarithmic scale

**D. A five–sensor problem with a two–NCV IMM as local estimator**

Previously, the noise levels of local tracker filters were assumed to be known. To demonstrate how well the proposed algorithm works when this information is not available, the IMM estimator is used in the next two examples as local tracker filters. To start with, an IMM estimator with two nearly constant velocity (NCV) or DCWNA Kalman filters with different noise intensities are used. The first filter uses \( q_x = q_y = 10 \text{m}^2/\text{s}^3 \) while the second one uses \( q_x = q_y = 2 \text{m}^2/\text{s}^3 \) as intensities in the
east and north directions, respectively. Note that the noise intensity parameters \( q_x \) and \( q_y \) have the same meaning as in [10], i.e., power spectral densities. To ensure accurate bias estimation, parameters of the RLSBE algorithm should be changed to handle the mismatch in the models between local trackers and fusion center which uses only an NCV model for data processing. Although there is no systematic way to select the intensities for the NCV model at the fusion center, \( q \) should be the value of the higher intensity in each coordinate. Figure 12 shows the RMSE results for the bias parameters that are estimated in the case of having NCV–NCV IMM estimators as local trackers and only one NCV model at the fusion center with inflated intensity level.

Figure 12 shows how well the bias estimation can be handled by EXL even when it is not possible to recover the exact Kalman gains that are used at the local trackers. The difference in convergence between the previous example (Figure 9) and Figure 12 is negligible, which shows the effectiveness of the new algorithm in different situations.

E. A five-sensor problem with nearly constant acceleration–nearly constant velocity (NCA–NCV) IMM as local estimators

Next, we demonstrate the effectiveness of the new algorithm in recovering the Kalman gain and estimating the biases and show how well the new algorithm works in the case of mismatch in the models at the fusion center and local trackers. In this example it is assumed that local trackers are using an IMM estimator with one nearly constant acceleration (NCA) and one NCV Kalman filter with \( q_x = q_y = 10 \text{ m}^2 \text{s}^{-3} \) for the NCA model and \( q_x = q_y = 2 \text{ m}^2 \text{s}^{-3} \) for the NCV model. The issue in this case is that the local trackers send only the combined output from the IMM estimator without any information about the acceleration. Figure 13 shows the results on the scenario of this subsection with \( q_x = q_y = 200 \text{ m}^2 \text{s}^{-3} \) at the fusion center.

Simulation results show convergence as in the previous examples (Figures 9 and 12). This demonstrates the robustness of the new algorithm even in the presence of uncertainty about the local trackers.

F. Lower bound and convergence results

The calculation of the CRLB was discussed in Section V. Three different examples are used to demonstrate the performance of the proposed algorithm with respect to the CRLB. The first example is the scenario implemented in Subsection VI-C. The comparison is between the square root of the diagonal elements of the CRLB \( \sqrt{\text{CRLB}} \{ [b]_i \} \), the square root of the diagonal elements of bias estimation covariance matrix \( \sqrt{\Sigma_{ii}} \) and the RMSE of the estimated biases.

Figure 14 shows that both \( \sqrt{\Sigma_{ii}} \) and the RMSE follow the \( \sqrt{\text{CRLB}} \{ [b]_i \} \). The results for the examples in Subsections VI-D and VI-E are shown in Figure 15 and Figure 16, respectively. These are approximately within the 95% probability region around the CRLB [32]. Once again, the figures show that the estimation errors follow the CRLB.

G. Consistency of bias estimation algorithms

In this section, a brief analysis of consistency of the proposed bias estimation algorithms is given. The analysis is based on Normalized Estimation Error Squared (NEES) [19]. First, the results for EXL algorithm are shown in Figure 17 for 100
Fig. 12: RMSE of the bias parameter $b_r$ (left column) and $b_\theta$ (right column) for all 5 sensors from sensor 1 (top) to sensor 5 (bottom) in logarithmic scale. The local trackers use IMM estimators with NCV–NCV models.

TABLE I: Offset bias $b_r$ related RMSE, $\sqrt{\text{CRLB} \{b_i\}}$ and $\sqrt{\Sigma_{ii}}$ at final time-step for three different local filters

|                | Kalman filter | NCV–NCV | NCA–NCV |
|----------------|---------------|---------|---------|
| RMSE           | 0.7621        | 1.002   | 1.105   |
| $\sqrt{\Sigma_{ii}}$ | 1.018        | 1.025   | 1.029   |
| $\sqrt{\text{CRLB} \{b_i\}}$ | 0.8795       | 0.9122  | 0.9350  |
| Upper 95% confidence interval | 1.055        | 1.106   | 1.220   |
| Lower 95% confidence interval | 0.7036       | 0.7666  | 0.7481  |

Monte–Carlo runs. The bounds are for the 95% probability interval which shows that the EXL algorithm is consistent at each time step.

To further examine the consistency of the proposed algorithm, the NEES for FBEA are computed and shown in Figure 18 for three different types of local estimators, i.e., Kalman filter, NCV–NCV IMM and NCA–NCV IMM for 100 Monte–Carlo runs. Here we used one–sided 95% probability interval. The results show that FBEA is a pessimistic filtering approach. This is mostly due to the fact that the use of the pseudo–measurement in a Kalman filter fashion is an approximation because its error and the state prediction error at the fusion center are correlated because of the common process noise.

Finally, in Tables I and II the RMSE, $\sqrt{\text{CRLB} \{b_i\}}$ and $\sqrt{\Sigma_{ii}}$ are compared for both offset bias parameters at their last update for sensor 1. As can be seen from Tables I and II, both RMSE and $\sqrt{\Sigma_{ii}}$ are within the 95% confidence region of $\sqrt{\text{CRLB} \{b_i\}}$, which indicates that the parameter estimates are unbiased.

TABLE II: Offset bias $b_\theta$ related RMSE, $\sqrt{\text{CRLB} \{b_i\}}$ and $\sqrt{\Sigma_{ii}}$ at final time-step for three different local filters

|                | Kalman filter | NCV–NCV | NCA–NCV |
|----------------|---------------|---------|---------|
| RMSE           | $9.266 \times 10^{-3}$ | $7.950 \times 10^{-3}$ | $9.197 \times 10^{-3}$ |
| $\sqrt{\Sigma_{ii}}$ | $9.322 \times 10^{-3}$ | $9.434 \times 10^{-3}$ | $9.198 \times 10^{-3}$ |
| $\sqrt{\text{CRLB} \{b_i\}}$ | $9.826 \times 10^{-5}$ | $9.714 \times 10^{-5}$ | $10.090 \times 10^{-5}$ |
| Upper 95% confidence interval | $11.79 \times 10^{-3}$ | $11.66 \times 10^{-3}$ | $12.10 \times 10^{-3}$ |
| Lower 95% confidence interval | $7.861 \times 10^{-3}$ | $7.771 \times 10^{-3}$ | $8.069 \times 10^{-3}$ |
Fig. 13: RMSE of the bias parameter $b_r$ (left column) and $b_\theta$ (right column) for all 5 sensors from sensor 1 (top) to sensor 5 (bottom) in logarithmic scale. The local trackers use IMM estimators with NCA–NCV models.

Fig. 14: Comparison between the square root of diagonal elements of CRLB ($\sqrt{\text{CRLB} \{b\}}$), square root of diagonal elements of the covariance matrix of bias estimation algorithm ($\sqrt{\Sigma_{ii}}$) and RMSE of the bias estimation for the case of 5 sensors with Kalman filter as local trackers (only the results for the first sensor are shown).
VII. Conclusions

In this paper, a new bias estimation algorithm that works with only the state estimates and their associated covariance matrices from synchronized local trackers at varying reporting rates was presented. The algorithm does not require the stacking of the bias vectors of all the sensors together, which is a problem for previous algorithms with a large number of sensors in the surveillance area. Also, the new algorithm works without the local filter gains, which are not available at the fusion center in practical systems. In addition, it gives a solution to the problem of joint fusion and bias estimation. The results from simulations show that the algorithm works reliably in different scenarios with various numbers of sensors. Furthermore, this algorithm
Fig. 17: NEES for EXL algorithm with Kalman gain recovery instead of using original Kalman gains.

Fig. 18: NEES for FBEA and three different local tracker estimators (Kalman filter, NCV–NCV IMM and NCA–NCV IMM) for sensor 1 (top) to sensor 5 (bottom) compared to the upper–bound of 95% probability interval.

can work with low data rates between the sensors and the data fusion center. Finally, the CRLB for multisensor–multitarget scenarios with bias estimation was presented and the RMSE results matched well with the CRLB. This demonstrates the statistical efficiency and the versatility of the new algorithm.

APPENDIX A
DERIVATION OF THE EQUIVALENT MEASUREMENT COVARIANCE (34)

Using the properties

\[
\mathbb{E}\left[ \hat{u}_s(k, k') \mid Z^k_s \right] = 0
\]

(76)

\[
\mathbb{E}\left[ \hat{u}_s(k, k') \mid Z^k_s \right] \neq 0
\]

(77)

and

\[
\mathbb{E}\left[ \hat{x}(k \mid k) \hat{x}(k \mid k')^T \mid Z^k_s \right] = \mathbb{E}\left[ \mathbb{E}\left[ \left[ x_s(k) - \hat{x}_s(k \mid k) \right] \left[ x_s(k) - \hat{x}_s(k \mid k') \right]^T \mid Z^k_s \right] \mid Z^k_s \right]
\]

(78)

\[
= \mathbb{E}\left[ \mathbb{E}\left[ \left[ x_s(k) - \hat{x}_s(k \mid k) \right] \left[ x_s(k) - \hat{x}_s(k \mid k) \right]^T \mid Z^k_s \right]^T \mid Z^k_s \right]
\]

\[
+ \mathbb{E}\left[ \mathbb{E}\left[ \left[ x_s(k) - \hat{x}_s(k \mid k) \right] \left[ x_s(k) - \hat{x}_s(k \mid k') \right]^T \mid Z^k_s \right] \mid Z^k_s \right]
\]

\[
= P_s(k \mid k)
\]

(79)

\(U_s(k, k')\) can be expanded as

\[
U_s(k, k') = \mathbb{E}\left[ \hat{u}_s(k, k') \hat{u}_s(k, k')^T \mid Z^k_s \right]
\]

\[
= A_s P_s(k \mid k) A_s^T + [A_s - I] P_s(k \mid k') [A_s - I]^T
\]

\[
- A_s P_s(k \mid k) [A_s - I]^T - [A_s - I] P_s(k \mid k) A_s
\]

\[
= [A_s - I] P_s(k \mid k') [A_s - I]^T - A_s P_s(k \mid k) A_s^T + A_s P_s(k \mid k) + P_s(k \mid k) A_s^T
\]

(80)

where the arguments of \(A_s(k, k')\) are dropped for clarity. By using the property

\[
[A_s - I] P_s(k \mid k') = \left[ P_s(k \mid k') [P_s(k \mid k') - P_s(k \mid k)]^{-1} - I \right] P_s(k \mid k')
\]

\[
= P_s(k \mid k') \left[ [P_s(k \mid k') - P_s(k \mid k)]^{-1} - P_s(k \mid k')^{-1} \right] P_s(k \mid k')
\]

\[
= P_s(k \mid k') \left[ [I - P_s(k \mid k') - P_s(k \mid k)] P_s(k \mid k')^{-1} \right] P_s(k \mid k')
\]

\[
= A_s \left[ I - I + P_s(k \mid k) P_s(k \mid k')^{-1} \right] P_s(k \mid k')
\]

\[
= A_s P_s(k \mid k)
\]

(81)

\(U_s(k, k')\) can be further simplified as

\[
U_s(k, k') = A_s P_s(k \mid k) [A_s - I]^T - A_s P_s(k \mid k) A_s^T + A_s P_s(k \mid k) + P_s(k \mid k) A_s^T
\]

\[
= A_s P_s(k \mid k) A_s^T - A_s P_s(k \mid k) - A_s P_s(k \mid k) A_s^T + A_s P_s(k \mid k) + P_s(k \mid k) A_s^T
\]

\[
= P_s(k \mid k) A_s^T
\]

(82)

which yields (34). Note that (81) and (82) are transpose of each other, but, since \(U_s(k, k')\) is symmetric, they are equal to each other.
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