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ABSTRACT

Build accurate DNN models requires training on large labeled, context specific datasets, especially those matching the target scenario. We believe advances in wireless localization, working in unison with cameras, can produce automated annotation of targets on images and videos captured in the wild. Using pedestrian and vehicle detection as examples, we demonstrate the feasibility, benefits, and challenges of an automatic image annotation system. Our work calls for new technical development on passive localization, mobile data analytics, and error-resilient ML models, as well as design issues in user privacy policies.

1 INTRODUCTION

Modern computer vision, in the forms of deep neural networks (DNNs), has promised to revolutionize many intelligent applications, from image and face recognition, to self-driving cars. With dramatically increased expressiveness, DNNs can be tailored to produce inference results of unprecedented accuracy, when they are trained on sufficient dataset.

However, there is a roadblock to the success of DNNs in real applications: building accurate DNN models requires training on large labeled, context-specific datasets (Kang et al., 2017; Andriluka et al., 2018; Wang et al., 2018). DNNs trained on insufficiently labeled data have been reported to perform poorly in multiple applications (Zhu et al., 2012), from sign language recognition (Kim et al., 2017), facial recognition (Kemelmacher-Shlizerman et al., 2016), to urban vision applications for smart-cities (Mallapuram et al., 2017).

Building these training datasets, at least for urban vision tasks, is often challenging for two reasons. First, it requires manually labeling images and videos, an extremely labor-intensive task. While some have proposed using generative models to produce training data for text-based applications (Ratner et al., 2017), annotation of images and videos still relies on manual annotation by humans (Papadopoulos et al., 2017). The human cost is high. For example, 2.3 hours of urban video footage took 400 man-hours to label. Second and more importantly, most existing datasets, labeled or unlabeled, come from curated sources. They have inherent biases that can produce recognition failures when applied to raw data in the wild (Torralba & Efros, 2011). For example, labeled images often come from edited photo streams like Flickr, which introduce biases in lighting conditions, camera angle and placement, or specific subjects. In contrast, models trained on labeled training data from the same domain as classification inputs show significantly higher accuracy and/or run-time efficiency over those trained on curated datasets (Gebru et al., 2017; Kang et al., 2017).

Prior work on transfer learning addresses the first problem of data scarcity, where a “teacher model” trained by a trusted party with access to large-scale data can be shared with many general users, who then use smaller local, targeted training data to incrementally train the final layers of the model, producing a “student model.” Today, transfer learning is recommended by most of the major deep learning frameworks, including Google Cloud ML, Microsoft Cognitive Toolkit, and PyTorch from Facebook.

However, this does little to address the problem of training set bias. For example, a company can customize a large pretrained facial recognition model with images of its employees, but this student model will produce significant recognition errors if it is trained with well-lit, perfectly framed headshots against a white background. This issue of domain bias is a known problem, and there are efforts in the ML community to address it using domain adaptation (Gebru et al., 2017; Luo et al., 2017) and few shot learning (Vinyals et al., 2016; Ravi & Larochelle, 2017).

Automated Annotation during Image Capture. We believe that in many applications, e.g. pedestrian and vehicle detection, models can be extremely sensitive to domain bias, and training on labeled data from the same precise physical context as future inputs can greatly improve classification accuracy. This is a level of sensitivity that exceeds the goals of existing domain transfer tech-
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Wireless device localization has a number of distinct advantages over alternatives. First, this approach requires no active participation from the participant, compared to systems where participants don wear able RFIDs. Second, it has significantly longer range compared to RFIDs and similar devices. Third, wireless devices responding to FTM probes will return a device identifier, which can be used to correlate the same device or user across different images, e.g., temporal correlation of moving users across images in a sequence, or geographic correlation of the same user from images taken from different perspectives. Finally, device identifiers can be used to support “user-driven” privacy policies, including the ability to “opt-out” of image annotation for privacy reasons.

Unlike prior works that transfer labels from other domains (Gebru et al., 2017; Luo et al., 2017), our goal is to automatically generate labeled “ground truth” images in the same domain and setting as future inputs. This minimizes any bias between training data and test data, that if successful, this would provide a low-cost mechanism for generating large volumes of labeled data for tasks such as pedestrian and vehicle detection, object recognition (of connected vehicles), and facial recognition (of wireless users).

Figure 1. Atia: Self-annotating image generation by combining camera with passive wireless localization.

Figure 2. Manually labeling a pedestrian by a bounding box.

Our work makes four key contributions.

- We propose the use of 802.11mc FTM-enabled wireless devices, in coordination with digital cameras, to capture and automatically annotate users and vehicles with wireless devices. This system allows recognition systems to be trained or customized using domain-specific images with minimal bias.
- Using pedestrian and vehicle detection as a case study, we identify practical problems in deploying automated image annotation. We identify four types of mismatch errors between human-labeled image data and automated annotations, and discuss potential efforts to address each.
- Our empirical measurements show that pedestrian detection requires high quality labels beyond the precision of default 802.11 FTM hardware settings. But we show via emulation that the quality of labels improves significantly with tuned hardware settings, indicating the feasibility of our approach in the near future.
- We recognize the seriousness of issues of participant privacy and consent in automated image annotation, and present some initial discussion in §7.

2 Motivation and Related Work

In this section, we perform experiments on real datasets to evaluate the impact of physical context on image recognition accuracy. We then discuss and differentiate our proposal from related work in the space.
2.1 Background: Pedestrian and Vehicle Detection

Our experiments focus on two popular computer vision tasks: pedestrian detection and vehicle detection. Here we briefly introduce them and the corresponding datasets used for ML model training and testing. Both tasks are critical components for modern applications like self-driving vehicles and urban traffic management in smart cities. For both tasks, object annotation is an effort-intensive human task, where training data is created by annotators who mark the boundary of each pedestrian in images using a bounding box (Figure 2).

**Key Datasets.** Table 1 lists the details of the above datasets. For pedestrian detection, the most popular and annotated dataset is the Caltech Pedestrian Dataset (Dollar et al., 2012). It contains 2.3 hours of urban video footage collected by a single car in a day, and took 400 man-hours to label. Another well-known dataset is the Daimler dataset, which is collected by a car camera contributed by Daimler Chrysler (Enzweiler & Gavrila, 2008). For car detection, there are two popular annotated datasets for self-driving car applications: BDD100K (Yu et al., 2018) and Udacity self-driving-car (uda, 2016), both are collected by a single car moving around its local area. In addition, the Sherbrooke dataset targets smart-city surveillance, and uses a static camera (mounted on a street light) to capture video data.

**Performance Metrics.** Our experiment will use two common performance metrics. The first is the average precision (defined as the mean precision at a set of eleven equally spaced recall levels), which is widely used for object detection tasks. Here a higher value means more accurate detection. The second metric is the log-average miss rate on False Positive Per Image (FPPI) in $[10^{-2}, 10^0]$ (Dollar et al., 2012), where the lower the value, the better the model performance.

### Table 1. Summary of evaluated datasets.

| Dataset     | # of images | Collection Method                                      |
|-------------|-------------|--------------------------------------------------------|
| Caltech     | 46,808      | A moving vehicle through regular urban traffic.       |
| Daimler     | 2,179       | A moving vehicle through regular urban traffic.       |
| BDD100K     | 14,318      | Crowdsourced video clips (driving).                   |
| Udacity     | 5,998       | A moving vehicle during daylight conditions.          |
| Sherbrooke  | 900         | One fixed camera mounted meters above the ground.      |

2.2 Impact of Physical Context on Training

Using transfer learning, we perform experiments to quantify the benefits of training using “local” data, i.e., labeled training data with the same physical context as classification inputs. We compare its performance against an un-customized “teacher” model, as well as a “student” model trained with “non-local” data, i.e., data from a different physical context.

**Pedestrian Detection.** The best performing pedestrian detection system today is the Regional Proposal Network (RPN) (Zhang et al., 2016), a model built on Faster R-CNN (Ren et al., 2015) for generic object detection. For our evaluation, the RPN model trained on the generic object dataset (PASCAL VOC (Everingham et al., 2010)) serves as the Teacher model. Next, we use a sampled portion of the Caltech dataset (40K images) to train a student model.

Since our final testing dataset is Daimler, this student model is an example of student models trained using task-specific but non-local data. In the third step, we use a portion of the Daimler dataset (800 images) to further refine the previous model. We refer to this step as the “local refinement.” Finally, we test the above three models: teacher, non-local training, local refinement on the images in the Daimler dataset that were not used during local refinement.

Table 2 shows the pedestrian detection performance (log-avg miss rate). When the student model is trained using task-specific but non-local data, detection performance improves compared to the generic teacher model. More importantly, the biggest performance improvement comes from model refinement by training using the local dataset.

**Vehicle Detection.** We perform a similar process on a vehicle detection task. Here we use both Udacity and Sherbrooke datasets as test datasets. Our teacher model is the Faster R-CNN trained on the PASCAL VOC dataset. We then apply transfer learning on the teacher model, and use the BDD100K dataset to create a student model (trained on task-specific but non-local data). Finally, we use a small portion of the Udacity dataset to refine the above student model (local refinement), and repeat the same for Sherbrooke.

Table 3 lists the average precision and log-avg miss rate values. We observe the same trend as the pedestrian detection example in Table 2. Here the improvement is particularly visible for Sherbrooke, where the precision improves from 40.5% to 94.5%.

Again, the improvements from using “local” training data are extremely large, and underscore the importance of training/customizing models using data with the same physical context as input data.

2.3 Related Work

Our work differs from existing ML directions to reduce reliance on labeled training data, which we summarize below.

**Automatic Annotation.** Some prior works annotate objects or gestures by physically tagging them with RFID-IDs (Kim & Chang, 2010) or magnetic sensors (Garcia-Hernando et al., 2018). These require active
participation by the target and significantly limit scalability and applicable uses.

In contrast, our goal is to scalably produce labeled images of passive targets (e.g., people, pets with collars, vehicles that already carry WiFi devices). Our work also differs from automatic image annotation that uses visual features (e.g., color, texture, shape) to generate image labels. It requires complex generative models that are hard to build (Zhang et al., 2012).

Atia uses target positions reported by wireless localization to annotate them. This differs from existing works (Kang et al., 2017; Zeng et al., 2014) that run a generic detector (e.g., the teacher model) on the local (unlabeled) data to produce its annotations. We compare Atia to the model-generated annotation approach using the Udacity dataset. For latter, we use the teacher model (Faster RCNN with ResNet) to produce model-generated annotations.

Table 4 lists the average precision of vehicle detection using the Udacity dataset. Interestingly, using model-generated annotations to refine the student model actually leads to degraded performance compared to the teacher model. This result demonstrates the importance of using real, accurate annotations.

New Model Architecture.

Transfer learning and semi-supervised learning use local labeled data to adapt well-trained generic models to new scenarios. Self-taught learning and unsupervised feature learning learn features from unlabeled data, but still require a sizable amount of labeled data to train the classifier.

Finally, weakly supervised learning (Zhou, 2017) reduces labeling complexity by using coarse-grained labels (e.g., image-level labels without object bounding box), but has limited applicability. Our work differs by taking a different (and complementary) perspective, i.e. removing labeling overhead via automation.

3 ATIA: AUTOMATED IMAGE ANNOTATION

To enable efficient model training, Atia integrates operations of a camera and a wireless networking infrastructure to automate the process of annotating targets on images captured by the camera. Specifically, Atia reuses (existing) wireless networking infrastructures, e.g. city-wide WiFi networks, to perform passive localization on targets that carry wireless devices, and translates the localization results into annotations on the image captured in cohort.

In this section, we discuss Atia’s basic concept and deployment cost. We also present its benefits over human-based image annotation, its implications on ML application development, and its deployment requirements and limitations.

3.1 Overview

Atia leverages the fact that locations of targets (e.g., pedestrians, cars, buses, bicycles, drones) on a 2D image can be derived from their physical 3D locations w.r.t. the camera. While human locates targets on 2D images, RF localization can directly estimate each target’s 3D physical location, and then label the target on the image by projecting its 3D location to the 2D image. If the target’s physical size is known or can be estimated, we can use the same projection to build its bounding box on the image.

Figure 1 illustrates the process of Atia in the context of pedestrian detection. It is very simple: the system takes as input the 3D location of each pedestrian (derived by wireless localization) and the camera image captured at the same time. Using information of the camera (location, view angle) and the environment (road elevation, etc.), the system first projects each 3D location to a 2D point on the image as the target center. It then crafts a 3D body box based on the average human height and body aspect ratio, and projects it to a 2D bounding box based on the target’s 3D location (depth).

Table 2. The performance of pedestrian detection using the teacher model, the student model trained by task-specific but non-local data, and the student model further refined by local data.

| Dataset | Metric       | Teacher | Non-local training | Local refinement |
|---------|--------------|---------|-------------------|-----------------|
| Daimler | Log avg miss rate | 37.9%   | 10.7%             | 4.71%           |

Table 3. The performance of vehicle detection when using the teacher model, the student model trained by non-local data, and the student model further refined by local data.

| Dataset     | Metric       | Teacher | Non-local training | Local refinement |
|-------------|--------------|---------|-------------------|-----------------|
| Udacity     | Log avg miss rate | 79.6%   | 49.9%             | 29.1%           |
| (moving camera) | Avg precision | 31.0%   | 63.4%             | 83.9%           |
| Sherbrooke  | Log avg miss rate | 60.8%   | 88.6%             | 12.4%           |
| (fixed camera) | Avg precision | 32.3%   | 40.5%             | 94.5%           |

Figure 1: The process of Atia in the context of pedestrian detection.
We note that Atia is not yet a universal solution for annotating the entire image content. It can only label targets identifiable by wireless localization, e.g., a person carrying a smartphone, but not an animal (unless the animal wears a collar that contains a WiFi chip). Since many users do carry smartphones and many vehicles are becoming connected, Atia is particularly applicable to vision tasks like self-driving cars and smart-city video surveillance.

Atia also differs from sensor fusion, e.g. the previously proposed RGB-W feature (Alahi et al., 2015) that combines smartphone’s wireless signal strength data with camera images to improve detection accuracy. Sensor fusion does not address the fundamental problem of image annotation but leverages additional feature input to improve detection accuracy.

Finally, as we mentioned in §1, Atia does not imply that wireless localization will replace camera for certain vision tasks like pedestrian and vehicle detection. This is because wireless localization is not ubiquitous among all the objects, while camera is ubiquitous and will remain as the prevalent technology for many applications.

### 3.2 Practicality and Cost

Atia requires tight coordination between the camera and the localization system. Thus one might question its practicality and deployment cost due to the extra localization system. We show that such overhead can be minimized or even completely removed by reusing wireless networking infrastructures or camera’s on-board wireless radios.

#### “Zero-cost” Localization by Reusing Networking Infrastructure

Advances in mobile computing have made precise localization of wireless devices feasible by reusing existing infrastructure developed for networking, e.g. city-wide WiFi networks. With the recent firmware update (goo), Google Android devices (with Android P) already support a WiFi localization protocol (802.11mc) that achieves meter-level accuracy in both indoor and outdoor environments. In the near future, cellular providers will deploy 5G networks with mmWave radios, enabling localization at a cm-level accuracy. Therefore, by leveraging existing and upcoming wireless networking infrastructure, the cost of localization in Atia could reduce to zero.

#### Direct Deployment on Camera’s On-board Radios

Cameras for self-driving cars and smart-city applications are now equipped with GPUs and wireless networking systems (WiFi and Cellular). This means that Atia can be implemented directly on cameras without requiring external infrastructure.

### 3.3 Benefits

By combining image capture and annotation, Atia offers five unique advantages over human annotation.

#### Volume

As data labeling is fully automated, the size, number and diversity of training data will no longer be constrained by human labor and can become arbitrarily large.

#### Real-time annotation while collecting data

In Atia annotation works in unison with image capturing and thus the two tasks run simultaneously. Thus the annotated images can be immediately feedback to the machine learning model for online refinement.

#### Adding location/depth to Images

Each annotation produced by Atia includes the 3D physical location of the target, thus adding depth to 2D images (using normal cameras). Human annotation cannot do so.

#### Temporal Tracking

With consent, Atia can track each identified target over time, producing fine-grained, context-rich labels on the target. For example, one can infer the moving speed and context of a target from its sequence of location data (e.g., standing, walking, running, biking), and use them to produce fine-grained annotations on the target.

#### Cross-perspective Correlation

Atia can extract hidden identity of the targets that are hard to identify from the camera data. For example, it can use captured WiFi MAC addresses as identity trackers (assume no MAC randomization). After recognizing the same identity across camera and time, one can correlate these images together to build a comprehensive view of the target.

### 3.4 Implications on ML Applications

Aside from boosting the number and size of labeled training data, Atia can also facilitate development of highly complex ML applications. Below are some examples.

#### 3D Face Models

Computer vision tasks like person re-identification and multi-view face detection and recognition face significant challenges since they require training data on each target’s identity with images across frames, cameras, and locations. The labeling task is extremely dif-

| Local refinement | None | using model-generated labels | using RF labels | using accurate labels |
|-------------------|------|-----------------------------|----------------|---------------------|
| Udacity           | 63.4%| 53.2%                        | 82.6%          | 83.99%              |

Table 4. Using model-generated annotations to fine-tune the student model actually leads to performance degradations. Values are average precision.
difficult for human annotators since viewpoint, background, lighting and illumination can change significantly across images. With Atia, we can track targets by their device identities, and automatically build a comprehensive view of the target across many images. This helps to create a large database of 3D, multi-view facial data for individual users.

**Human Action Recognition.** A conventional method for building training data for human activity recognition is to ask volunteers to perform predefined actions in front of cameras (Schuldt et al., 2004), which clearly does not scale. Atia can automatically identify and label activities based on each target’s location data over time. For example, our initial experiments find it can separate bikers and runners from stationary users and walkers based on their moving speeds. It can also use target location (e.g., bike lane vs. side walk) to separate bikers and runners who move at similar speeds.

**Abnormal Event Detection in Video Surveillance.** The physical location and trajectory can also be used to identify and label abnormal events for video surveillance. For example, one can create detailed labels when users stand or run in the middle of the street, or follow an unusual route.

**Scene Recognition.** Atia can label physical objects, from vehicles (cars, buses and trucks), robots and drones that are equipped with RF devices, to doors with WiFi smart video doorbells. The same benefits of adding depth, temporal tracking and across-camera integration can be utilized to recognize and label scenes on images.

### 3.5 Requirements and Limitations

Deploying Atia in practice imposes three key requirements on the underlying localization system. First, to achieve sufficient coverage, the localization system should be passive, not requiring targets to actively communicate or synchronize with the system. Second, it also needs to support a range similar to that of camera (≈ 60m for outdoor clear view (Dollar et al., 2012)). It needs to be time-synchronized with the camera (at the level of camera frame rate). Third, it needs to offer high precision.

Atia also faces two key limitations when compared to human annotation of images. The first is inherent, and the second depends on the performance of the underlying target localization technology.

- **Atia** cannot annotate existing camera datasets (that do not contain localization data);
- **Atia** cannot recognize and label targets that do not have wireless devices, and errors in localization results will translate into erroneous data labels. We further discuss and address this limitation in the following sections.

---

**Figure 3.** Four types of mismatch between objects recognized by camera and those recognized by Atia’s wireless localization.

### 4 The Problem of Label Mismatch

The key performance challenge facing Atia is the potential mismatch between targets captured by camera and that detected by Atia’s wireless localization. We categorize such mismatch into four types (illustrated in Figure 3).

**Type 1: Missing Labels due to Partial Wireless Coverage.** As mentioned earlier, not every target can be detected and localized by wireless localization, e.g., outdoor localization systems can only localize targets who carry the required RF device and are in range. Therefore, Atia could miss some targets.

We expect that these missing labels will have minimal impact on the ML model performance because they can be compensated by annotating more images (easy to achieve by Atia). Of course, this assumes Atia’s wireless localization system either does not impose any bias on targets, or any such bias can be addressed by the DNN model itself, and that training cost does not grow drastically with the number of images.

Using the pedestrian and vehicle detection examples in §2, we study the impact of missing labels and test our hypothesis. For each dataset, given a wireless coverage ratio of \( p \) (%), we create Atia annotations by randomly sampling the “ground truth” annotations in the dataset.

| Dataset   | Coverage \( p \) |
|-----------|------------------|
|           | 30%              | 100%             |
| Caltech   | 22.2%            | 17.3%            |
| Daimler   | 8.60%            | 4.71%            |
| Udacity   | 31.9%            | 29.1%            |

**Table 5.** Detection performance for \( p = 30\% \) and 100%.

Table 5 lists the detection performance (log avg miss rate) for different \( p \) values. For each dataset, we keep the number of training images constant. We see that the impact of missing labels is small for Udacity, but more visible for Daimler and Caltech.
Next, for the Caltech dataset, we study the miss rate of \( p = 30\% \) but vary the number of training images. Figure 4 reconfirms that for a given number of training images, e.g. 10k, lower \( p \) leads to less accurate pedestrian detection. But such degradation can be compensated by adding more annotated images: with 10k more training images (5 minutes of video data), the miss rate reduces to 18%.

We also study the impact of potential bias imposed by Atia. For pedestrian detection, Atia cannot label children since they do not normally carry wireless devices. We verified that today’s pedestrian detection model (Zhang et al., 2016) can detect children accurately even when all labeled pedestrians are adults. This is because the DNN model treats children as a scaled down version of adults.

**Type 2: Extraneous Labels due to Camera Occlusion.** Since wireless signals often can penetrate or go “around” obstacles, Atia may locate and label targets behind obstacles. Yet cameras can only capture the obstacles or parts of the target, i.e., camera occlusion. Since both full and partial occlusions should not be used during model training (Dollar et al., 2012), Atia’s annotation of occluded targets need to be identified and removed.

To detect camera occlusion, one potential direction is to analyze captured wireless signals and localization results over time. Intuitively, obstacle blockage leads to large degradation in signal strength, and the use of NLoS paths will produce much longer range estimation. Figure 5 shows an example where a pedestrian was blocked by an obstacle for a period of time. These artifacts will appear as “anomalies” in the time sequence of signal measurements and localization results, which can be used to detect occlusion.

**Type 3: Missing Size Information.** While a human annotator will draw a bounding box around each detected target, Atia’s wireless localization does not offer such information. For pedestrian detection, this can be overcome by first establishing an estimate of the target size (e.g., the average human height 1.76m (Fryar et al., 2016) and the average aspect ratio 0.41 (Dollar et al., 2012)), and then projecting the physical bounding box to the camera bounding box based on the target’s relative location to the camera. This is a reasonable estimate, because today’s pedestrian detection models (Zhang et al., 2016) also resize the bounding boxes based on the same average aspect ratio (0.41).

A related challenge is how to distinguish between targets that carry the same type of wireless devices, e.g., human with WiFi vs. machines/vehicles with WiFi. One can analyze the MAC address\(^2\) or the physical location and trajectory data obtained via localization. For example, human users will most likely travel on sidewalks while vehicles stay in their lanes. The two will also have different movement patterns.

**Type 4: Noisy Labels due to Localization Errors.** In this case, a target is captured by both Atia’s wireless localization system and the camera. But its annotation derived by Atia deviates from the ground truth label\(^3\) due to localization errors (and bounding box estimation errors). In this case, localization errors include both angular and depth errors. The angular error “shifts” the location of the annotation on the image, while the depth error “modifies” the bounding box size.

5 **Empirical Analysis of Noisy Labels.**

While the first three types of mismatch discussed in §4 are results of inherent difference between camera and wireless

\(^2\)Existing works have shown that one can infer the device type from the Organizational Unique Identifier (OUI) field of the MAC address (Sanchez et al., 2014).

\(^3\)Here we assume that human labeling is always accurate, which is in general not true in reality.
localization, the noisy labels are caused by localization errors of Atia’s underlying wireless localization system. In this section, we empirically analyze the impact of noisy labels using a specific wireless localization system.

5.1 Passive Localization via WiFi FTM

Atia employs a recent development of passive WiFi localization: IEEE 802.11mc with fine timing measurements (FTM) (802, 2016; Banin et al., 2016), or 802.11 FTM in short. 802.11 FTM uses time-of-flight (ToF) for ranging and trilateration for localization. Each camera (or a colocated 802.11 FTM access point) will broadcast FTM beacons continuously. A target that supports FTM, when in range, will automatically respond to these beacons. The camera then estimates the distance to the target by measuring the round-trip time (RTT). Differed from existing works on ToF (e.g., (Adib et al., 2015; Ma et al., 2017; Vasisht et al., 2016; Xiong et al., 2015)), 802.11 FTM operates on simple sine waves. Thus its accuracy depends on the precision of hardware timing and RTT estimation.

It should be noted that 802.11 FTM is a hardware feature and does not require the target to set up network-level connectivity or synchronization4 with the camera (or access point). This feature enables physical layer timing with a picosecond-level accuracy, and thus offers sub-meter-level ranging accuracy. Another important factor is that its ranging/localization accuracy is location-independent, as long as the signal can reach the target. Finally, 802.11 FTM is already supported by off-the-shelf WiFi chipsets, e.g. Intel 8260 and Google Android P (goo). Today, the Intel 8260 chipset costs less than $20, and supports a range of at least 100m (Au, 2016).

Modeling 802.11 FTM Localization Errors. Using detailed testbed measurements, we build an empirical model on the localization error of 802.11 FTM. Our measurements used three Dell XPS 13 laptops with the Intel 8260 chipset (2 as transmitters and 1 as target) placed on typical streets of approximately $5 \times 40 \text{ m}^2$ in size. After analyzing 10,000 testbed measurements with varying target locations, we found that the ranging error follows the (folded) $t$ location-scale distribution ($tlo$) with zero mean and 0.54m standard deviation, and the localization error follows the gamma distribution. Both distributions remain invariant (with 91% confidence) despite changes in weather, target orientation and location, distance to transmitters, and hardware. We also confirmed that the error models match the testbed data in Figure 6.

The above model assumes 2 transmitters, a sampling rate of 256 beacons per localization instance (a hardcoded limit for our testbed hardware). We also simulated more sophisticated hardware configurations by increasing the number of transmitters and the sampling rate and found that they do not change the model distributions, only the model parameters. Table 7 summarizes the model parameters for four different configurations: S0 is our current testbed, S1-S3 are projected values of more sophisticated hardware configurations. For the S3 configuration, the median localization error reduces to 16.2cm.

5.2 Impact of Noisy Labels

Given the above localization error model, we can now evaluate Atia using existing pedestrian detection datasets like Caltech, producing noisy labels of pedestrians on the images. To do so, we first estimate the 3D physical location of each “ground-truth” label in the Caltech dataset (we approximate this value using the pinhole camera model (Hartley & Zisserman, 2004) assuming a pedestrian height of 1.76m (Fryar et al., 2016), and then add 10% random variation). We then inject our model-generated localization error on each instance and project it back to the same 2D image to create noisy labels produced by Atia.

We use these noisy labels to train a pedestrian detection model, and test on other segments of the Caltech dataset. Figure 8 compares the log-average miss rate of the pedestrian detection model trained with 5 minutes and 20 minutes of video images, for different Atia localization configurations (S0-S3). Our baseline is the model trained with 5 minutes of video images with error-free annotations.

We make two key observations. First, for pedestrian detection, the current DNN model is sensitive to noisy labels produced by wireless localization. Under our basic FTM configuration (S0, 1.32m median localization error), the miss rate rises to more than 70% compared to 17.3% under noise-free labels. It drops back to 20% after improving hardware and infrastructure density (S3, 16.2cm median error) and adding more labeled data. This result confirms the initial feasibility of Atia on practical ML tasks.

Second, we found that angular error is the dominant factor for performance degradation (compared to depth error). That is, placing a bounding box at the wrong 2D location on the image leads to much higher damage than wrongly sizing the bounding box. This observation could be further utilized to reduce the impact of noisy labels.

Experimenting with Other Datasets. We focus our evaluation on the Caltech dataset because it includes the detailed information about the camera angle and position so we can accurately inject localization errors into the dataset. The other datasets like Daimler for pedestrian detection and Udacity/BDD100K for car detection do not contain such camera information and thus cannot be used in our current evaluation. As ongoing work, we are working on locating...
these configurations and identifying other feasible datasets, and use them to perform a more comprehensive set of evaluation.

6 DISCUSSION

6.1 Reducing the Impact of Noisy Labels

Our results show that the most immediate challenge facing Atia is noisy labels. We now discuss three orthogonal and complementary directions to address this problem. Further research efforts are needed in these areas.

Advancing Outdoor Localization. For pedestrian detection, Atia requires precise outdoor localization (tens of cm) at a 60m range. Today’s solutions were never designed with this level of accuracy in mind. The straightforward solution to advancing outdoor localization is to motivate industry to increase AP density and upgrade RF hardware, e.g., increasing 802.11 FTM beacon rate from 256 to 5012 per unit (S3 in Table 7), or switching to directional mmWave radios for localization. We can emulate some of these upgrades today, e.g. using multiple 802.11 FTM chipsets to emulate higher beacon rates; or adapt localization methods to focus on minimizing angular errors.

Filtering Out Noisy Labels. Our second approach is using data analysis to identify “bad” localization instances, and ignore the corresponding labels. As a result, each Atia annotated image will miss some labels, which can be compensated by labeling more images (see §4).

There are two potential methods for identifying bad localization instances, depending on the data used for analysis. The first directly identifies bad instances by looking at raw localization data. Recent work achieves this by applying unsupervised feature clustering on large-scale WiFi and cellular RSS localization datasets (Li et al., 2017). The system can effectively identify and remove bad localization instances. It would be interesting to study whether the same approach can be used on FSM localization data.

The second and complementary approach is to cross-validate each RF label using its corresponding visual content, e.g., the image content inside the bounding box. Intuitively, an accurate label will create a bounding box around an object, which “stands out” from the surrounding background. In computer vision, this is captured by a metric called objectness score, which measures how likely a bounding box contains an object (Alexe et al., 2010; Cheng et al., 2014; Ren et al., 2015; Zitnick & Dollar, 2014). This method, however, cannot differentiate between types of objects (e.g. pedestrians vs. trash bins). One can partially compensate by considering a sequence of images and leveraging temporal correlation of pedestrian movement. For example, recent work has leveraged view synthesis (Zhou et al., 2017) to estimate depth and motion of targets, which can be combined with localization results for cross-validation.

Error-Resilient DNN Models. Our third approach is to apply architectural modification to existing models so that they can tolerate noisy labels. This is a well-studied topic in the ML community, especially for classification tasks.

Atia brings new opportunities in this domain, since wireless localization can simultaneously provide multiple forms of labels of different accuracy levels, e.g. minimum number of pedestrians in the image (most accurate), depth of each pedestrian, and 3D physical location of each pedestrian (least accurate). Our RF data analysis can also offer confidence scores for each label (Ratner et al., 2017). How to build robust models for these new scenarios is an interesting open research question.

6.2 Privacy Opt-out via Device-based Localization

For passive annotated imaging to move forward, participant consent and privacy is a critical issue that must be addressed comprehensively. We believe that Atia can utilize device-based localization to help address such privacy concerns. Since only targets carrying a specific wireless device will be recognized and labeled by the system, a user can specify her privacy constraints to the annotation system based on her device identity, e.g., the MAC address.
(using 802.11mc probing). In particular, a user can opt out completely or at specific locations and time periods (since Atia knows the exact user location and time). Such privacy protection cannot be implemented using manual labeling. Finally, while this new feature offers an initial start on user privacy protection, we still need significant research efforts to address the issue of participant privacy and consent.

7 CONCLUSION

We believe advances in localization will make it possible to precisely compute the location of a passive wireless device, thus enabling automated annotation of some targets on images (and other datasets). Using case studies on pedestrian and vehicle detection, we demonstrate the feasibility, benefits, and challenges of such concept. Our work calls for new technical developments on passive localization, mobile data analytics, and error-resilient ML models, as well as privacy protection during ML training. Compared with ongoing efforts in the ML community, this approach tackles the hard challenge of (training) data annotation from a different (and complementary) perspective, i.e. removing annotation overhead via automation.
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