Path-integral approach for nonequilibrium multi-time correlation functions of open quantum systems coupled to Markovian and non-Markovian environments
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Using a real-time path integral approach we develop an algorithm to calculate multi-time correlation functions of open few-level quantum systems that is applicable to highly nonequilibrium dynamics. The calculational scheme fully keeps the non-Markovian memory introduced by the pure-dephasing type coupling to a continuum of oscillators. Furthermore, we discuss how to deal consistently with the simultaneous presence of non-Markovian and Markovian system reservoir interactions. We apply the method to a crucial test case, namely the evaluation of emission spectra of a laser-driven two-level quantum dot coupled to a continuum of longitudinal acoustic phonons, which give rise to non-Markovian dynamics. Here, we also account for the coupling to a photonic environment, which models radiative decay and can be treated as a Markovian bath. The phonon side bands are found on the correct side of the zero phonon line in our calculation, in contrast to known results where the quantum regression theorem is applied naively to non-Markovian dynamics. Combining our algorithm with a recently improved iteration scheme for performing the required sum over paths we demonstrate the numerical feasibility of our approach to systems with more than two levels. Results are shown for the second-order photonic two-time correlation function of a quantum dot-cavity system with seven states on the Jaynes-Cummings ladder taken into account.

I. INTRODUCTION

To understand the dynamics of quantum few-level systems influenced by a huge number of degrees of freedom that one commonly refers to as a bath is of major importance in many areas of physics. Often, matters are further complicated by the fact that baths of many types couple simultaneously to the subsystem of interest. For example, solid state quantum emitters can couple to photonic reservoirs, i.e., free electromagnetic field modes as well as to phonons that are always present in a solid state environment. While the former can usually be approximated in a Markovian fashion to a reasonable extent, the latter is shown to exhibit pronounced non-Markovian behavior. In the case of strongly confined quantum dots that have been proposed as candidates for numerous technological applications in quantum communications, quantum computing, and quantum cryptography as sources of single-photons and entangled photon pairs, the coupling of longitudinal acoustic phonons to the system is usually modeled as being of the pure-dephasing type. The non-Markovian nature of this interaction manifests itself in a finite but not necessarily short memory for the reduced system density matrix.

Multi-time correlation functions contain a huge amount of important information about open quantum systems. They constitute the interface between theory and a large class of measurements. Emission spectra that can easily be obtained in experiment are represented by the Fourier transform of the first-order two-time photon correlation function. In the stationary emission spectrum of a quantum dot for example, it can clearly be seen that the inclusion of the non-Markovian phonon dynamics is essential since it manifests itself in distinct features like an energetically broad phonon side-band at low temperatures. Multi-time correlation functions with two or more time arguments can be recorded in coincidence measurements. Such experiments shed light on photonic properties of the system like, e.g., (anti-) bunching, photon purities or indistinguishabilities. Although the most commonly considered case is the two-time correlation function, multi-time correlation functions with more than two time arguments can also be a valuable tool, e.g., for the characterization of the statistics of photon bundles.

The theoretical analysis of multi-time correlations is a challenging task, especially in systems with extended memory. The most widely used approximate approach is based on the quantum regression theorem (QRT). In the derivation of the QRT it is assumed that the statistical operator factorizes at all times into a system and an environment part. In addition, the environment-induced dynamics is assumed to be Markovian. With these assumptions the two-time correlation function is calculated in two steps: (i) one obtains the dependence of the reduced density matrix on the first time argument by solving the master equation within the Markov approximation and (ii) Then the result of the t-propagation is used to construct suitable initial values for the subsequent propagation in the second argument, which relies on the same dynamical equation. It is tempting to extend this QRT-based approach to treat a system with a non-Markovian environment simply by replacing the Markovian propagator for the t- and r-evolution with the non-Markovian one. Such a naive extension, however, completely neglects the influence of the memory built up during the t-propagation on the subsequent r-evolution since this memory is discarded by starting the r-propagation as an initial value problem. Indeed, it has been recently demonstrated that this approach may lead to
unphysical results. In particular, it predicts phonon sidebands in the emission spectra on the wrong side of the Mollow triplet. In Ref. 25 this problem has been overcome by accounting perturbatively for corrections to the QRT.

Furthermore, the system may couple to Markovian baths simultaneously to the above described interaction with non-Markovian environment. When a bath is known to influence a system only in Markovian ways, it is unnecessary and typically also impractical to account for the system-bath coupling by formulating the Hamiltonian time evolution for the total system. One usually approximates these bath influences by inserting Lindblad-type superoperators into the equation of motion for the system’s reduced density matrix. Therefore, the reduced Markovian dynamics becomes non-Hamiltonian and thus non-unitary. However, the definition of multi-time correlation functions makes use of the Heisenberg picture in order to assign the time arguments to the operators of interest, i.e., it relies on the existence of a unitary time evolution operator. If all baths are Markovian, one can use the QRT and ends up with Lindblad-type contributions for both the t- and the τ-propagation. So the question arises what to do when the QRT cannot be used because of the memory induced by a non-Markovian environment.

In the present paper we present a practical scheme for evaluating multi-time correlation functions based on the path integral (PI) method.36–39 Most importantly, the scheme fully accounts for the non-Markovian memory induced in the system by the pure-dephasing type coupling to a continuum of harmonic oscillators. This allows the inclusion of the memory built up during the t-propagation and start the τ-propagation without assuming an initial value problem, contrary to the QRT approach. In addition, it is shown how to consistently include the impact of non-Hamiltonian Markovian contributions to the dynamics, while keeping the accuracy with respect to the non-Markovian environment. Our approach is a considerable extension of earlier PI-based calculations40 which addressed equilibrium two-time correlation functions that depend only on the time difference τ and which did not consider additional Markovian baths. It also extends PI descriptions where simultaneously Hamiltonian and non-Hamiltonian contributions have been treated for the evaluation of single-time expectation values41 to the case of multi-time functions. Finally, our algorithm can be combined with a recently developed improved iteration scheme for performing the required sum of paths42 which greatly enhances the numerical efficiency such that quantum systems with much more than two levels can be explored. Moreover, we would like to note that recently an article has been brought to our attention in which the path integral algorithm was optimized even further by employing tensor-network techniques.43 Combining this approach with the algorithm presented here may be used to greatly extend the range of applicability of PI methods.

We also would like to mention that a first application of our algorithm beyond the proof of principle calculations shown in the present paper can be found in Ref. 44, where the second-order two-time correlation function \(G^{(2)}(t, \tau)\) has been evaluated for an exciton-biexciton QD system coupled to two cavity modes. Ref. 44 gave only the final results without any description of the used formalism. Here we fill the gap by presenting details of the method in a general formulation that allows one to calculate arbitrary multi-time correlations. As illustrative examples we present results for the two-time correlation function in the photon anti-bunching regime and for emission spectra demonstrating that our algorithm yields phonon sidebands energetically on the correct side.

II. MODEL

To demonstrate the derivation of our algorithm, we choose the probably simplest prototype of an open quantum dissipative system coupled simultaneously to a non-Markovian and a Markovian environment exhibiting a non-stationary driven dynamics, which is provided by an externally driven two-level system with pure-dephasing coupling to an oscillator continuum and an additional reservoir. Since all formal developments of the present paper can be discussed within this showcase model we shall present all derivations explicitly for this case, also to keep the notation simple. Generalizations, e.g., to systems with more levels or further bath couplings are straightforward.

To be specific, we study a strongly confined self-assembled two-level quantum dot (QD) driven by an external laser field and coupled to a continuum of longitudinal acoustic (LA) phonons as well as to a photonic reservoir. The phonon coupling is commonly assumed to be of pure-dephasing type and is known to give rise to non-Markovian features in many cases.1–6 The interaction with a broad photonic reservoir is the origin of radiative decay which is typically to a good approximation represented as a Markovian process.

The Hamiltonian for this system is given by

\[
H(t) = H(t) + H_{\text{Rad}} + H_{\text{QD-Rad}}, \quad (1a)
\]

\[
H_{\text{1}}(t) = H_{\text{QD}} + H_{\text{Ph}} + H_{\text{QD-Ph}}, \quad (1b)
\]

\[
H_{0}(t) = H_{\text{QD}} + H_{\text{driv}}(t), \quad (1c)
\]

where \(H_{0}(t)\) represents the laser driven QD without reservoir coupling which is actually the subsystem of interest. \(H_{\text{1}}(t)\) in addition comprises the interaction with the phonons and, finally \(H(t)\) is the total Hamiltonian where also the coupling to the photonic reservoir is accounted for. In the common dipole and rotating wave approximation in a frame co-rotating with the laser frequency, the two-level and the driving parts of the Hamiltonian

\[
H(t) = H_{\text{1}}(t) + H_{\text{Rad}} + H_{\text{QD-Rad}}, \quad (1a)
\]

\[
H_{\text{1}}(t) = H_{\text{QD}} + H_{\text{Ph}} + H_{\text{QD-Ph}}, \quad (1b)
\]

\[
H_{0}(t) = H_{\text{QD}} + H_{\text{driv}}(t), \quad (1c)
\]
are given by
\[ H_{QD} = \hbar \Delta \omega_{XL} |X\rangle \langle X| \] (2)
and
\[ H_{\text{driv}}(t) = -\frac{\hbar}{2} \left( f(t) |X\rangle \langle G| + f^*(t) |G\rangle \langle X| \right) , \] (3)
respectively, where \(|G\rangle\) denotes the ground and \(|X\rangle\) the excited state of the dot. \(f(t)\) comprises the envelope of the driving laser field that is detuned by \(\Delta \omega_{XL}\) from the ground to excited state transition frequency of the dot as well as the dipole matrix element for the transition. Note that \(H_{\text{driv}}(t)\) introduces an explicit time-dependence and puts the system out of equilibrium. The free evolution of the phonon subsystem is described by
\[ H_{\text{Ph}} = \hbar \sum_q \omega_q b_q^\dagger b_q , \] (4a)
while the dot-phonon coupling reads
\[ H_{QD,\text{Ph}} = \hbar \sum_q \left( \gamma_q^+ b_q^\dagger + \gamma_q^- b_q \right) |X\rangle \langle X| . \] (4b)
Here, the bosonic operator \(b_q^\dagger (b_q)\) creates (destroys) phonons with the frequency \(\omega_q\). \(\gamma_q^\pm\) denotes the deformation-potential-type coupling constant between the exciton state and the \(q\)-th bosonic mode. Finally, the Hamiltonian for the photonic reservoir is given by
\[ H_{\text{Rad}} = \hbar \sum_j \omega_j d_j^\dagger d_j , \] (5a)
and the dot is radiatively coupled to the photons via
\[ H_{QD,\text{Rad}} = \hbar \sum_j \left( \Gamma_j d_j^\dagger |G\rangle \langle X| + \Gamma_j^* d_j^\dagger |X\rangle \langle G| \right) . \] (5b)

\(d_j^\dagger (d_j)\) creates (destroys) a photon with energy \(\hbar \omega_j\), where the coupling constant is \(\Gamma_j\).

Since the characteristic super-ohmic coupling of the phonons leads to pronounced non-Markovian behavior, a simple Born-Markov approximation for the phononic environment is typically insufficient. In contrast, the photonic memory is negligible compared to all time scales of the subsystem of interest. Therefore, it is a good approximation to treat the photonic reservoir as being Markovian. The central result of this paper is to derive a practical algorithm to calculate multi-time correlation functions using PI methods, which is capable of keeping all memory effects induced by the non-Markovian environment (here represented by LA phonons). Apart from discretization errors the scheme does neither introduce approximations with respect to the dot-laser interaction nor to the dot-phonon coupling. Furthermore, we show how additional couplings to Markovian baths (in our example the radiative coupling) can be accounted for consistently with the non-Markovian parts of the dynamics by using a reduced description that eliminates the degrees of freedom corresponding to the Markovian baths.

It is important to note that even when the Markovian interactions are included all memory effects related to the non-Markovian environment are still retained. Furthermore, even though the photon and the phonon coupling are evaluated in the bare state basis of the QD, mutual photonic and phononic renormalizations are nevertheless fully contained in the model. These renormalizations build up during the propagation since dot-phonon and dot-photon interactions do not commute, a property which still holds also for the Lindblad operators that are derived from the dot-photon coupling Hamiltonian.

### III. EVALUATION OF MULTI-TIME CORRELATION FUNCTIONS

A general multi-time correlation function can be defined as
\[ G_{O_1,...,O_{2N}} (t_1, ..., t_N) = \langle O_1(t_1)O_2(t_2)...O_N(t_N)O_{N+1}(t_N)...O_{2N-1}(t_2)O_{2N}(t_1) \rangle , \] (6)
where \(O_1,...,O_{2N}\) are Hilbert space operators of the subsystem of interest (here the QD system) in the Heisenberg picture and the times are ordered as \(t_1 \leq t_2 \leq ... \leq t_N\). Note that this definition covers the common case where operator pairs with the same time argument appear as, e.g., in the second-order two-time polarization correlation function
\[ G^{(2)}(t, \tau) := G_{\sigma+\sigma+\sigma-\sigma-}(t, t + \tau) = \langle \sigma^+(t)\sigma^+(t + \tau)\sigma^-\sigma^-(t + \tau) \rangle . \] (7)

with the polarization operators \(\sigma^+ = |X\rangle \langle G|\) and \(\sigma^- = |G\rangle \langle X|\). Also multi-time functions are covered by this definition, where a given time argument is assigned to only one operator, as applies for the first-order two-time correlation function \(G^{(1)}(t, \tau) := \langle \sigma^+(t + \tau)\sigma^-\sigma^-(t) \rangle . \) The latter can be obtained from the general expression Eq. (6) for \(N = 2\) by setting two of the four appearing operators to the identity operator. Note also that by definition the time dependence of the operators \(O_j(t_\ell)\) refers to the Heisenberg picture and thus presupposes the existence of a unitary time evolution operator.

In the following we consider \(N = 2\) to keep the notation concise and since the major step from one- to multi-time functions is already captured in that case. The generalization to arbitrary \(N\) is straightforward and will be explained at the end of the section.

#### A. Tracing out the Markovian bath

The first step in order to obtain a reduced description of multi-time correlation functions is to eliminate the degrees of freedom corresponding to the Markovian bath (here the photonic bath). This reduction is most
simple when single-time expectation values of operators not acting on the photonic reservoir are considered, since all such expectation values can be evaluated using the reduced density matrix

$$\rho(t) = \text{Tr}_{\text{Rad}}[\rho(t)],$$

(8)

where $\text{Tr}_{\text{Rad}}[\cdot]$ denotes the partial trace over the photonic subspace giving rise to radiative decay. Consider now the following four requirements: (i) the continuum described by $H_{\text{Rad}} + H_{\text{QD-Rad}}$ can be treated within the Markov approximation, (ii) system and environment subspaces factorize initially, i.e., $\rho(0) = \bar{\rho}(0) \otimes \rho_{\text{Rad}}$, where $\rho_{\text{Rad}}$ is a thermal distribution, (iii) $H(t)$ does not depend on $d_i^\dagger$ and $d_j$, and (iv) the frequency renormalization (Lamb shift) induced by the mode continuum can be neglected as well as the finite temperature of the Markovian bath.

As discussed in textbooks, if these requirements are fulfilled, the reduced density matrix obeys the dynamical equation

$$\frac{\partial}{\partial t} \bar{\rho}(t) = L \bar{\rho}(t)$$

(9)

with

$$L = L_1 + L_{\sigma^-}, \gamma,$$

(10)

where $L_1$ is defined by

$$L_1 \bar{\rho} = -\frac{i}{\hbar} [H_1(t), \bar{\rho}]$$

(11)

and describes the Hamiltonian dynamics induced by $H_1(t)$. The second term accounts for the interaction with the Markovian bath by the Lindblad superoperator $L_{\sigma^-}, \gamma$ which is constructed following the well known scheme for Lindblad operators:

$$L_{\sigma^-}, \gamma \rho = \frac{\gamma}{2} (2O \rho O^\dagger - O^\dagger O \rho - \rho O^\dagger O)$$

(12)

with a loss rate $\gamma$ and a system operator $O$. Provided that $L_{\sigma^-}, \gamma$ is non-zero, Eq. (9) represents a non-unitary time evolution in Liouville space. The simultaneous treatment of such non-Hamiltonian and Hamiltonian dynamics within a PI approach for single-time functions is discussed in Ref. 41, where the phonon subspace is traced out keeping its full memory structure. Note that due to condition (iii) the phononic subspace is not affected by tracing out the Markovian bath, i.e., it is still formulated as a Hamiltonian contribution to the dynamics. Introducing the Liouvillian propagator

$$P_{\sigma^-} = \mathcal{T} e^{\int_0^t L(t') dt'}$$

(13)

with the time ordering operator $\mathcal{T}$, the formal solution of Eq. (9) is $\rho(t) = P_{\sigma^-} \rho(0)$.

For the evaluation of two-time functions we start with the definition in Eq. (6) for the case $N = 2$ where the time-evolution of the operators follows from the total Hamiltonian $H(t)$. Using the cyclic property of the trace, which is taken over the entire space considered, we can rearrange this expression to yield

$$G_{O_1 O_2 O_3 O_4}(t_1, t_2) = \text{Tr}_{\text{QD, Ph, Rad}} \left[ O_2(t_2) O_3(t_2) \times O_4(t_1) \rho(0) O_1(0) \right]$$

(14)

where the indices QD, Ph, Rad indicate the decomposition of the total trace into parts referring to the QD, the phonon and the photon degrees of freedom, respectively. Changing the dynamical picture with the help of the unitary time evolution operator $U_{\sigma^-} = e^{-\frac{i}{\hbar} \int_0^t H(t') dt'}$ leads to

$$G_{O_1 O_2 O_3 O_4}(t_1, t_2) =$$

$$\text{Tr}_{\text{QD, Ph, Rad}} \left[ O_2(0) O_3(0) \text{Tr}_{\text{Rad}} \left[ U_{t_1 \to t_2} O_4(0) \rho(t_1) O_1(0) \text{U}_{t_1 \to t_2} \right] \right]$$

(15)

Eq. (15) is the starting point for the standard elimination of the Markovian bath, where the central assumption is made that the total density matrix $\rho(t_1)$ factorizes not only at some initial time $t_0$ but at every single point in time $t_1$ into system and reservoir parts. Furthermore, the reservoir is taken to be static, i.e., it is described by the thermal distribution $\rho_{\text{Rad}}$ for all times. When these conditions are fulfilled to a good approximation, the two-time correlation function can be written as

$$G_{O_1 O_2 O_3 O_4}(t_1, t_2) =$$

$$\text{Tr}_{\text{QD, Ph}} \left[ O_2(0) O_3(0) \text{P}_{t_1 \to t_2} \left[ O_4(0) \rho(t_1) O_1(0) \text{U}_{t_1 \to t_2} \right] \right]$$

(16)

where $\text{P}_{t_1 \to t_2}$ is the Liouville space propagator that has been introduced in Eq. (13). The advantage of using Eq. (16) instead of Eq. (15) is that $\text{P}_{t_1 \to t_2}$ acts in the reduced space, where the operators of the Markovian bath have been eliminated, while the unitary time evolution operators $U_{t_1 \to t_2}$ act in the unreduced total space.

We stress that, up to this point, the phononic environment is treated completely Hamiltonian. In absence of a non-Markovian environment, Eq. (16) would constitute the desired reduced description, which in that case reduces to the QRT.

**B. Path integral treatment of the non-Markovian reservoir**

Eq. (16) is a formal representation of the sought two-time correlation function. The main target of the present paper is to provide a practical algorithm that enables a complete numerical evaluation of $G_{O_1 O_2 O_3 O_4}(t_1, t_2)$. For single-time functions this goal has been reached before with the use of PI methods. The extension to two-time functions is most easily understood after first recalling how the PI approach works for single-time functions. The task to evaluate single-time expectation values of
system operators $O_j$ (QD operators in our example) can be split in first obtaining the reduced density matrix $\tilde{\rho}$ for the QD subsystem and then taking the trace over $O_j \tilde{\rho}$. As usual, the reduced density matrix of the QD subsystem is defined as:

$$\tilde{\rho}(t) = \text{Tr}_{\text{Ph}} \left[ \tilde{\rho}(t) \right],$$

where the trace is taken over the phonon degrees of freedom. In fact, the evaluation of the matrix elements $\tilde{\rho}_{\mu\nu}$ is a special case of Eq. (16), where $t_1 = t_2 = t$, $O_1 = O_3 = O_4 = \text{Id}$ with $\text{Id}$ being the identity operator and $O_1 = |\mu\rangle\langle\nu|$, such that

$$\tilde{\rho}_{\mu\nu}(t) = \text{Tr}_{\text{QD,Ph}} \left[ \mathcal{P}_{0\rightarrow t} \tilde{\rho}(0) |\mu\rangle\langle\nu| \right].$$

The expression in Eq. (18) can be cast into a PI representation by decomposing the Liouvillian propagator according to

$$\mathcal{P}_{0\rightarrow t} = \text{Id}^{(n)} \mathcal{P}_{(n-1)\Delta t \rightarrow n\Delta t} \text{Id}^{(n-1)} \cdots \text{Id}^{(2)} \mathcal{P}_{\Delta t \rightarrow 2\Delta t} \text{Id}^{(1)} \mathcal{P}_{0 \rightarrow \Delta t} \text{Id}^{(0)}.$$  

Here we have subdivided the time interval $[0,t]$ into $n$ equidistant time steps $\Delta t$, such that $n\Delta t = t$. Furthermore, the operators $\text{Id}^{(j)}$ that are inserted after the $j$-th time step are identity operators that according to the completeness relation may be written as

$$\text{Id}^{(j)} = \sum_{\xi_j} |\xi_j\rangle\langle\xi_j|,$$

where $\{|\xi_j\rangle\}$ is a complete set of states in the QD and phonon subspace. Inserting the identity operators in this form replaces the operators $\mathcal{P}_{(j-1)\Delta t \rightarrow j\Delta t}$ by their matrix elements and thus the reduced density matrix in Eq. (18) appears as a sum over paths in configuration space of QD and phonons. It is well known that all parts of these summations involving phonons can be performed analytically for the pure-dephasing coupling model, such that in the numerical treatment only summations over paths in the QD configuration space have to be carried out. Note that the classification of the coupling as being of pure-dephasing type refers to the bare state basis of the QD, where this coupling is diagonal. Working in a QD basis, where the coupling to phonons is diagonal, simplifies greatly the task of analytically performing the required integrations over the phonon degrees of freedom, which eventually leads to the phonon memory kernels. However, even for a two-level system the direct summation over all paths is feasible only for few time steps, since the number of contributions grows exponentially with the number of time steps.

A highly efficient algorithm for performing the sum over paths has been introduced by Makri and Makarov, which makes use of the fact that after integrating out the phonon degrees of freedom, their influence is captured by phonon induced memory kernels that for a continuum of phonons decay on a finite time scale (for LA phonon coupling to a QD typically on the order of a few picoseconds). Note that the phonon induced memory kernels can be evaluated from the knowledge of the phonon coupling constants $\gamma_j^X$ and thus the memory depth is known before starting any path summations. Using the finite memory depth the summation over paths can be carried out by an iterative scheme for the so called augmented density matrix (ADM). The ADM is a $2n_c$ dimensional tensor of weights assigned to each path where $n_c$ is the number of time steps needed to cover the full memory depth. In the case where the Liouville propagator contains simultaneously Hamiltonian and non-Hamiltonian contributions, the calculation of the ADM proceeds according to the following recursion:

$$\tilde{\rho}^{\nu_n \ldots \nu_1 \nu_{n-c+2} \ldots \nu_{n-c+1} \nu_{n-c+1}}_{\nu_{n-c} \ldots \nu_{n-c+1}} = \mathcal{M}^{\nu_n \ldots \nu_1 \nu_{n-c+1} \nu_{n-c+1}}_{\nu_{n-c} \ldots \nu_{n-c+1}}$$

where $S^{\nu_n \ldots \nu_{n-c+1} \nu_{n-c+1}}_{\nu_{n-c} \ldots \nu_{n-c+1}}$ is the phonon influence functional that describes the time-delayed back action of the phononic environment, in short, the phonon-induced memory of the system. $\mathcal{M}^{\nu_n \ldots \nu_1 \nu_{n-c+1} \nu_{n-c+1}}_{\nu_{n-c} \ldots \nu_{n-c+1}}$ is the matrix element of the Liouville propagator $\mathcal{M}_t$ representing the combined time evolution induced in the QD subsystem by $H_0(t)$ and $L_{\sigma \rightarrow \gamma}$ from time step $n-1$ to $n$. For the sake of a self-contained presentation, we repeat the explicitly known expressions for $S^{\nu_n \ldots \nu_{n-c+1} \nu_{n-c+1}}_{\nu_{n-c} \ldots \nu_{n-c+1}}$ and $\mathcal{M}^{\nu_n \ldots \nu_1 \nu_{n-c+1} \nu_{n-c+1}}_{\nu_{n-c} \ldots \nu_{n-c+1}}$ in Appendix A. The iteration is started by calculating the ADM for the first $n_c$ time steps by directly performing the corresponding summations.

To obtain the reduced density matrix $\tilde{\rho}_{\mu\nu}$ from the ADM one has to trace out all indices except those referring to the most recent time step, i.e.,

$$\tilde{\rho}_{\mu\nu} = \sum_{\nu_{n-c} \ldots \nu_{n-c+1} \nu_{n-c+1}} \mathcal{M}^{\nu_{n-c} \ldots \nu_{n-c+1} \nu_{n-c+1}}_{\nu_{n-c} \ldots \nu_{n-c+1}}.$$

In order to develop a PI-based algorithm for the evaluation of the two-time function in Eq. (16) we proceed along the same lines as done for the evaluation of the single-time reduced density matrix, i.e., in a first step we decompose in Eq. (16) both $\mathcal{P}_{0 \rightarrow t_1}$ as well as $\mathcal{P}_{t_1 \rightarrow t_2}$ according to Eq. (19). As for the single-time functions the insertion of identity operators resolved by the completeness relation Eq. (20) casts the expression Eq. (16) into a sum over paths in configuration space. It should be noted that the operators $O_j$ in Eq. (16) act only within the QD subspace and not on the phonon degrees of freedom. Therefore, all integrals over phonon variables that show up after inserting the completeness relation Eq. (20) for the identity operators are identical to those appearing in the corresponding expressions for single-time functions. In particular, all related integrations can be carried out analytically such that the phonon influence again ends up in memory kernels that can be evaluated beforehand and
thus the memory depth is known. For efficiently performing the summations over paths an iterative scheme analogous to Eq. (21) may be set up. To this end we assume a time discretization such that \( n \) equidistant time steps of length \( \Delta t \) are needed to cover the interval \([0, t_1]\) while another \( m \) time steps of the same length connect \( t_1 \) with \( t_2 \), i.e., \( t_1 = n \Delta t \) and \( t_2 = t_1 + m \Delta t \). From Eq. (16) it can be seen that in order to reach \( t_1 \) starting from \( t = 0 \) the ADM can be iterated in the same way as for single-time functions, i.e., according to Eq. (21). Applying the operator \( O_4 \) from the left and \( O_1 \) from the right to the operator \( \mathcal{P}_0 \) is formally equivalent to replacing the operator \( \mathcal{M}_4 \), which describes the time evolution of the QD subsystem without phonon coupling from \( t_1 \) to \( t_1 + \Delta t \), in the \( n \)-th time step by \( O_4 (0) \mathcal{M}_4 (0) \). We can therefore define a modified ADM which for the first \( n \) time steps coincides with the original ADM. At the \( n \)-th time step the modified ADM is defined as:

\[
\bar{\rho}_{O_4 O_1}^{\mu_n \cdots \mu_{n-nc+1}} = \sum_{\nu_n' \cdots \nu_{n-nc}'} (O_4)_{\nu_n' \cdots \nu_{n-nc}'} \mathcal{M}_4^{\nu_n' \cdots \nu_{n-nc}'} (O_1)_{\nu_n' \cdots \nu_{n-nc}'}
\times \sum_{\nu_n - \nu_{n-nc}} \exp \left( \sum_{l=n-nc}^{n} (S_{\nu_l \nu_{l-nc}}) \right) S_{\nu_{n-nc} n} , \tag{23}
\]

where \((O_4)_{\nu_\mu} \) and \((O_4)_{\nu_\mu} \) are the representations of the system operators in the QD basis \( \{ \nu \} \) obtained by inserting the completeness relation with respect to this basis between \( O_1 \) and \( \mathcal{M}_4 \). From Eq. (16) it is evident that after applying the operators \( O_1 \) and \( O_4 \) at time \( t_1 \) there is no further modification compared with the single-time case during the propagation from time \( t_1 \) to \( t_2 = t_1 + \tau_1 \) and thus the modified ADM \( \bar{\rho}_{O_4 O_1} \) obeys the same recursion as the ADM, i.e., Eq. (21), for the subsequent \( m \) time steps covering the interval \([t_1, t_2] \).

Finally, the calculation of the two-time function \( G_{O_1 O_2 O_3 O_4} (t_1, t_2) \) is completed by applying \( O_2 (0) O_3 (0) \) from the left and then taking the trace over the QD degrees of freedom, i.e.,

\[
G_{O_1 O_2 O_3 O_4} (t_1, t_2) = \sum_{\nu_n+\cdots \nu_{n+nc+1}} \left[ O_2 (0) O_3 (0) \right]_{\nu_n+\cdots \nu_{n+nc+1}} \bar{\rho}_{O_4 O_1}^{\mu_n+\cdots \mu_{n+nc+1}} , \tag{24}
\]

where \( \left[ O_2 (0) O_3 (0) \right]_{\nu_\mu} \) is the matrix element of the operator product \( O_2 (0) O_3 (0) \) in the QD basis. It is important to note that for evaluating the two-time function \( G_{O_1 O_2 O_3 O_4} (t_1, t_2) \) for finite delays \( \tau_1 = t_2 - t_1 > 0 \) it is not sufficient to know the reduced density matrix at time \( t_1 \). This is the crucial difference compared with the QRT where the two-time function is propagated with respect to the delay \( \tau_1 \) by solving an initial value problem where the initial values are determined from the reduced density matrix at \( t_1 \). The physical meaning of this difference is that iterating the modified ADM keeps the complete phonon induced memory before and after the time \( t_1 \).

Altogether, the above described iteration scheme for performing a PI-based calculation of the two-time function \( G_{O_1 O_2 O_3 O_4} (t_1, t_2) \) requires \( n + m \) iterations, the effort of which is the same as needed for the iteration of the ADM in the single-time case. Thus, the evaluation of \( G_{O_1 O_2 O_3 O_4} (t_1, t_2) \) for a given pair \( t_1, t_2 \) can be done with the same numerical effort as needed for tracing a single-time function over a time interval \([0, t_1 + \tau_1] \). Of course, this implies that mapping out the dependence on both \( t_1 \) and \( \tau_1 \) is much more demanding than following a single-time function over an extended time interval since the calculation has to be performed anew for each pair \( t_1, \tau_1 \).

Finally, we would like to note that the generalization to an arbitrary multi-time function as defined in Eq. (6) can easily be done by repeating the derivations of subsections III A and III B for every time argument \( t_j \) with \( 2 < j \leq N \) for the subsequent dynamics in \( \tau_j \). This amounts to (i) reordering the operators in Eq. (6) such that operators with equal times appear on either side of the density matrix as in Eq. (14), (ii) then, if present, tracing out Markovian baths which converts the unitary time evolution into a Liouville space propagation described by operators \( \mathcal{P}_j \), (iii) decomposing the operators according to Eq. (19), (iv) obtaining a representation of the multi-time function as a sum over paths in configuration space by resolving the identity operators introduced in the decomposition using the completeness relation Eq. (20), (v) representing the phonon induced memory in terms of memory kernels by performing the integrations over phonon degrees of freedom, (vi) performing the remaining sum over paths in the QD subspace by iterating a modified ADM which at every intermediate time argument \( t_j \) of the \( N \)-time function picks up operators \( O_j \) and \( O_{2N-j+1} \), (vii) finally, after the last time step applying operators \( O_N \) and \( O_{N+1} \) to the modified ADM and taking the sum over all system indices of the modified ADM. Again for a given ordered tuple \( (t_1, \cdots, t_N) \) the numerical demand is identical to the effort of following a single-time function from time \( t = 0 \) to the final time \( t = t_N \). This is due to the fact that - as a simple recipe - the derivation amounts to modifying the Liouvillian propagator \( \mathcal{M}_4 \), that describes the combined Hamiltonian and non-Hamiltonian evolution of the subsystem of interest, at times \( t \in \{ t_1, \ldots, t_{N-1} \} \) in complete analogy to Eq. 23.

IV. NUMERICAL EXAMPLES

In order to illustrate the applicability of our algorithm we first consider a laser driven two-level system coupled to LA phonons and accounting for radiative decay by a Lindblad operator derived from a Markovian photonic bath as described in section II. For the explicit calculation we take a GaAs-based self-assembled dot with a diameter of 6 nm and standard material parameters.\(^{37}\) The laser is tuned in resonance to the two-level transition and,
after being switched on at $t = 0$, has a constant amplitude corresponding to $\hbar f(t)/2 = 39\,\mu eV$. The radiative decay rate is taken to be $\hbar \gamma = 6.6\,\mu eV$. The phonons are assumed to be initially in thermal equilibrium at a temperature of $T = 10\,K$.

Before we discuss two-time correlation functions of this system, we would like to demonstrate that this system indeed exhibits pronounced non-Markovian dynamics for the chosen parameter set. To this end, we show the time derivative of the trace distance $\frac{d}{dt}D(\rho_+, \rho_-)$, as defined in Refs. 25 and 48, in Fig. 1(a), which can be interpreted as a measure of non-Markovianity.\textsuperscript{25,48} According to Ref. 48, the Markovianity of a system implies that $\frac{d}{dt}D(\rho_+, \rho_-)$ be less than zero. In other words, a value larger than zero for this quantity indicates non-Markovian environment influences. There is an intuitive interpretation to this criterion: When the distance, i.e., the distinguishability between two states, increases with time ($\frac{d}{dt}D(\rho_+, \rho_-) > 0$) there has to be a flow of information from the environment to the subsystem of interest. Thus, the system dynamics cannot be Markovian. For the application of this criterion it is sufficient to find a pair of states $\rho_+$ and $\rho_-$ for whom this statement holds. Here, we choose the same states as defined in Ref. 25. Clearly, non-Markovian behavior is established in Fig. 1(a). The origin of the non-Markovian dynamics is the phononic environment as can be seen by switching off the dot-phonon coupling which results in values of $\frac{d}{dt}D(\rho_+, \rho_-)$ strictly lower than zero [cf. the black solid line in Fig. 1(a)].

![FIG. 1. (a) Derivative of the trace distance and (b) incoherent resonance fluorescence, i.e., emission spectrum including phonons initially at $T = 10\,K$, $T = 30\,K$, and without phonons for comparison for a 6 nm GaAs QD with cw excitation. The inset shows the same data on a scale, where the Mollow triplet is visible. The spectra are normalized to the height of the central peak.](image)

A. Emission spectrum of a two-level QD

Next we turn to the calculation of the emission spectrum $S(\omega)$ of our driven two-level system\textsuperscript{19} which we evaluate from the two-time correlation function $G^{(1)}(t, \tau) = \langle \sigma^+(t + \tau)\sigma^-(t) \rangle$ by considering times $t$ long enough such that a stationary nonequilibrium state has been reached. Then the Fourier transform is taken with respect to $\tau$ after subtracting the limiting value $\lim_{t \to \infty} \lim_{\tau \to \infty} G^{(1)}(t, \tau)$ which in Ref. 35 is referred to as coherent part of the emission, i.e.,

$$S(\omega) = \lim_{t \to \infty} \text{Re} \left[ \int_{-\infty}^{\infty} d\tau \left( G^{(1)}(t, \tau) - \lim_{\tau \to \infty} G^{(1)}(t, \tau) \right) e^{-i\omega \tau} \right].$$

(25)

The determination of the emission spectrum can be considered to be a crucial test of our method since in Ref. 25 it has been demonstrated that a naive application of the QRT yields the phonon side band energetically on the wrong side. Our result is shown in Fig. 1(b), where spectra calculated for phonons initially at $T = 10\,K$ and $T = 30\,K$ as well as for the phonon-free case are shown. Clearly, a broad phonon side band is found below the zero phonon line (ZPL) corresponding to transitions involving phonon emission, whereas above the ZPL a tail is found originating from transitions where phonons are absorbed.\textsuperscript{50,51} As expected, the tail is reduced with decreasing temperature while the broad phonon side band remains. Furthermore, the same data plotted on a different scale [cf. inset in Fig. 1(b)] shows the well known Mollow triplet.\textsuperscript{52} The Rabi splitting is due to the strong driving of $\hbar f = 78\,\mu eV$ compared with the radiative decay rate. Also clearly visible is the phonon-induced renor-
The number of elements of the ADM with rising number of excitations and damping of the Rabi oscillations that manifest themselves in the shift of the two side peaks towards the central peak of the Mollow triplet and their broadening, respectively.\cite{4,5,53-56} Altogether, this demonstrates that our method reliably accounts for the phonon induced memory which is reflected by the phonon-induced features in the spectra that appear on the energetically correct side of the ZPL.

**B. Two-time photonic correlation function of a QD-cavity system**

Usually two-level systems are used to showcase the application of PI methods because the rapid increase of the number of elements of the ADM with rising number of levels of the system of interest imposes severe limitations to the size of systems that can be dealt with numerically. For QD systems, which exhibit typically a rather long memory of the order of a few picoseconds, already for single-time functions corresponding calculations have been mostly restricted to two-, three- or four-level systems.\cite{4,5,57-39} Recently, it has been demonstrated in Ref. 42 that for an important class of systems, where the levels of the system of interest can be subdivided into groups with identical phonon coupling within each group, the iterative summation over paths can be speeded up enormously by iterating instead of the full ADM a quantity where the partial sum over states within each group has already been performed. Indeed, in Ref. 42 a QD-cavity system with 41 states of the Jaynes-Cummings ladder coupled to LA phonons and accounting for cavity losses has been treated. This has become possible because in this case the reformulation reduced the numerical effort by more than 15 orders of magnitude without introducing approximations. It is easily seen that the idea of iterating a partially summed ADM can be combined with our algorithm for obtaining multi-time correlation functions without conflict.

To show the feasibility of such an enhanced scheme which paves the way toward numerically complete calculations of multi-time correlation functions for systems beyond the very few level limit, we have considered a laser driven two-level QD with a Jaynes-Cummings type coupling to a cavity mode with photon rising (lowering) operator $a^\dagger (a)$ and deformation potential coupling to LA phonons. This amounts to considering an additional Hamiltonian contribution to the previously defined $H_0$ in the form of

$$H_{\text{Cav}} = \hbar \Delta \omega_{\text{CL}} a^\dagger a + \hbar g \left( a^\dagger |G\rangle \langle X| + a |X\rangle \langle G| \right),$$

where $\Delta \omega_{\text{CL}}$ is the detuning between the cavity mode and the central laser frequency. In addition we account for cavity losses by a Lindblad term $\mathcal{L}_{a,\kappa}$ with a cavity loss rate $\kappa$. Our system of interest consists of the states of the Jaynes-Cummings ladder. We show results where the system is driven by a pulse train $f(t)$ where every $T_{\text{Pulse}} = 2.5$ ns a laser pulse with Gaussian envelope $e(t) = \Theta / (\sqrt{2\pi}\sigma) \exp(-t^2/(2\sigma^2))$ hits the QD, i.e.,

$$f(t) = \sum_{n=0}^{\infty} e(t + nT_{\text{Pulse}}).$$

The pulse area $\Theta$ is set to $\pi$ and the full width at half maximum to 1 ps. The laser is in resonance with the phonon-shifted two-level transition as well as the cavity mode. The dot-cavity coupling is set to $\hbar g = 100$ meV and the cavity loss rate is chosen to be $\hbar \kappa = 6.6$ meV while the temperature is taken to be $T = 4.2$ K. The radiative decay rate is $\hbar \gamma = 6.6$ meV as before. For these parameters converged results are obtained by keeping states with up to three excitations on the Jaynes-Cummings ladder, which is a system with seven levels, namely three pairs of states $|G, n_X\rangle$, $|X, n_X - 1\rangle$ for excitation numbers $n_X$ in the range $1 \leq n_X \leq 3$ and one state $|G, 0\rangle$ for $n_X = 0$. Here, $|G, n\rangle$ and $|X, n\rangle$ denote product states where the dot is in one of its two energy eigenstates ($|G\rangle$ or $|X\rangle$) and $n$ photons are excited. The excitation number $n_X$ refers to the sum of excited photons and excitons. In the Jaynes-Cummings model (i.e., a system without phonons, cavity or radiative losses and without laser driving) $n_X$ is preserved.

The pulse driven QD-cavity systems under discussion are of particular interest concerning applications as single-photon emitters. It is possible to determine the quality of the emitted photons with respect to this goal by examining the nonclassical antibunching behavior of the photonic subsystem. To this end, the second-order two-time correlation function of the cavity photons is

![Figure 2: Averaged two-time photon correlation function at $T = 4.2$ K for a 6 nm GaAs QD embedded in a single-mode microcavity with pulsed excitation accounting for seven states on the Jaynes-Cummings ladder.](image)
often considered both in experiment and in theoretical modeling. It is defined as
\[ G^{(2)}(t, \tau) := \langle a^\dagger(t)a^\dagger(t + \tau)a(t + \tau)a(t) \rangle, \] (28)
i.e., we set \( N = 2 \) in Eq. (6) as well as \( O_1 = O_2 = a^\dagger \), \( O_3 = O_4 = a \), \( t_1 = t \), and \( t_2 = t + \tau \). \( G^{(2)}(t, \tau) \) averaged over the first time argument is shown in Fig. 2. As expected, the dot-cavity system displays pronounced antibunching behavior. The small amplitude modulations on top of the pronounced peak structure occur because we are in the strong coupling limit where the QD-cavity coupling induces Rabi-type oscillations. In contrast to results obtained from the naive application of the quantum regression theorem, which is valid only for systems with Markovian behavior, e.g., nonanalyticities of the spectral density is of the super-Ohmic type (cf. Ref. 39), we would like to mention that various spectral densities describing non-Markovian dynamics can induce power law tails in multi-time correlation functions based on the quantum regression theorem and on the assumption made in the formulation of the latter situation we have shown confirm the feasibility of reliable numerically complete PI calculations for systems noticeably larger than two-level systems.

V. CONCLUSION

We have presented a path-integral based algorithm for evaluating nonequilibrium multi-time correlation functions of a few-level subsystem that has a pure-dephasing type coupling to a continuum of oscillators which may induce non-Markovian dynamics. The algorithm is formulated in a way that allows to account for non-Hamiltonian contributions to the dynamics resulting from further couplings to Markovian baths in addition to the Hamiltonian coupling to the oscillators. In contrast to calculations of multi-time correlation functions based on the quantum regression theorem, which is valid only for systems with Markovian dynamics, our approach keeps the full memory structure induced by the oscillator continuum. The algorithm can be applied to situations with explicit time dependence, e.g., due to external laser driving, as well as to initial value problems. Apart from limitations arising from the assumptions made in the formulation of the model and, if applicable, apart from making use of a Markovian description for some of the bath interactions, no approximations are made in our treatment except for discretization errors. In particular, all interactions are treated completely and non-perturbatively. For example, for a quantum dot coupled to phonons all multi-phonon processes are included as well as the laser driving to all orders in the driving field. We have demonstrated that our method passes the crucial test case of determining the emission spectrum of a two-level quantum dot coupled to LA phonons by showing that the phonon side band appears on the correct side of the zero phonon line in contrast to results obtained from the naive application of the quantum regression theorem. In addition we have shown that the algorithm can be combined with a recent improvement of the iteration scheme for performing the sum over paths which opens up new opportunities by making numerically complete calculations of multi-time correlation functions feasible for systems where the number of relevant levels is considerably larger than two. As an example for the latter situation we have shown converged results for the second-order photonic correlation function evaluated for a seven-level system.
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Appendix A: Explicit expressions for the influence functional and Liouvillian propagator matrices

The following definitions are a repetition of those in Ref. 41 for the sake of a self-contained presentation of the present paper. In the special case where the dot-phonon coupling constants are all either purely real or purely imaginary (which applies to the deformation potential coupling to LA phonons), the phonon influence functional reads
\[ S_{\nu\mu} = -K_{\nu\mu}(t_l - t') \pm K^*_\mu\nu(t_l - t') \]
with the memory kernels
\[ K_{\nu\mu}(\tau) = 2\int_0^\infty d\omega \frac{J_{\nu\mu}(\omega)}{\omega^2}(1 - \cos(\omega\Delta t)) \]
\[ \times \left[ \coth \left( \frac{\hbar\omega}{2k_BT} \right) \cos(\omega\tau) - i \sin(\omega\tau) \right] \]
(A1)
and
\[ K_{\nu\mu}(0) = \int_0^\infty d\omega \frac{J_{\nu\mu}(\omega)}{\omega^2} \]
\[ \times \left[ \coth \left( \frac{\hbar\omega}{2k_BT} \right) (1 - \cos(\omega\Delta t)) + i \sin(\omega\Delta t) - i\omega\Delta t \right]. \]
(A2)
Here, the phonon spectral density
\[ J_{\nu\mu}(\omega) = \sum_q \gamma_q^{\nu*}\gamma_q^\mu \delta(\omega - \omega_q) \]
(A3)
has been introduced. Although in our case the spectral density is of the super-Ohmic type (cf. Ref. 39), we would like to mention that various spectral densities describing vastly different systems may lead to pronounced non-Markovian behavior, e.g., nonanalyticities of the spectral function can induce power law tails in multi-time observables.\(^{60}\)

Defining the combined Hamiltonian and non-Hamiltonian Liouvillian for the subsystem of interest
\[ \mathcal{L}_S = -\frac{i}{\hbar} [H_0(t), \cdot] + \mathcal{L}_{\sigma^{-}} \] (A5)
the propagator

\[ \mathcal{M}_t \rho = \mathcal{T} \exp \left( \int_0^t \mathcal{L}_S dt' \right) \rho \quad (A6) \]

is introduced. The matrix elements

\[ \mathcal{M}^{\nu_l-1 \mu_l-1} = \langle \nu_l | \mathcal{M}_t | \nu_{l-1} \rangle \langle \mu_{l-1} | \mu_l \rangle \quad (A7) \]

are defined as the elements of the operator that is obtained by applying the propagator \( \mathcal{M}_t \) to the canonical basis operator \( |\nu_{l-1}\rangle \langle \mu_{l-1}| \).
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