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Abstract
Thermodynamical properties of the superconducting state in metallic hydrogen were determined on the basis of the model of two compressed hydrogen planes. We took into account both the on-site and the inter-site electronic correlations (U and K), as well as the relevant non-conventional electron-phonon coupling functions (gU and gK). We proved, within the Eliashberg formalism, that the maximum value of the critical temperature of transition into the superconducting state is about 200 K for the harmonic approximation, and about 84 K for the Morse anharmonic approximation. Omission of the electronic correlations results in a considerable overstatement of the T_C value. On the other hand, the T_C value is remarkably understated if the non-conventional interactions are disregarded. Other thermodynamic quantities, such as the order parameter, the jump in the specific heat value, the thermodynamic critical field, and the upper critical field, take the values for which the non-dimensional ratios R/Δ, R_C, R_H and R_H2 do not differ substantially from the predictions of the BCS theory.

Keywords Superconductor · Metallic hydrogen · Non-conventional electron-phonon couplings · Anharmonic effects

1 Introduction
The metal-insulator transition (MIT) in the molecular solid hydrogen at high pressure (p ∼ 25 GPa) was predicted by Wigner and Huntington [1]. Experimental studies did not confirm MIT in solid hydrogen up to 342 GPa [2]. However, Weir et al. reported the observation of MIT in the liquid hydrogen for the value of pressure p = 140 GPa, and the temperature equal to T = 3000 K [3]. The newest theoretical predictions based on the exact-exchange calculations fixed the metallization pressure at 400 GPa [4].

In 1968, Neil Ashcroft put forward that metallic hydrogen could be the high-T_C superconductor (T_C ∼ 290 K) [5]. Ashcroft’s hypothesis was confirmed by later theoretical papers [6–17], [18], and [19].

In 2004, Ashcroft suggested that the hydrogen-rich compounds could be the high-T_C superconductors at lower values of pressure than hydrogen due to the chemical pre-compression [20]. Ten years later Drozdov, Eremets, and Troyan announced the discovery of the superconductivity in the compressed H2S and H3S compounds at 150–203 K [21, 22]. It should be noticed that the existence of the superconducting state in H2S and H3S compounds had been theoretically predicted by Li et al. [23] and Duan et al. [24, 25] before the above-mentioned experiments were carried out.

The superconducting state in the system of compressed hydrogen and sulphur is induced by the electron-phonon interactions. Thermodynamic properties of the considered phase can be successfully described using the Eliashberg formalism and the density functional theory (DFT) [26–31].
In 2018, the superconducting state of the highest, so far, value of the critical temperature, \( T_C = 215 \) K for \( p = 150 \) GPa or \( T_C = 260 \) K for \( p \in (180–200) \) GPa, was experimentally confirmed in the LaH\(_{10}\) compound \([32, 33]\). The properties of the superconducting state in the LaH\(_{10}\) were discussed on the theoretical level in \([34]\). The experimental results achieved by Drozdov et al. \([32]\) were there related to the induction of the superconducting phase in the \( R3m\) structure (\( T_C = 206–223 \) K), and the experimental results obtained by Somayazulu et al. \([33]\) associated with the superconducting state induced in the \( Fm\overline{3}m\) structure, for which the critical temperature can reach the value of 280 K. There exist also strong theoretical indications suggesting that the \( T_C \) value could be risen even higher by doping the LaH\(_{10}\) compound with scandium (\( T_C \sim 294 \) K) or yttrium (\( T_C \sim 274 \) K) \([35]\).

In the present paper we will discuss the properties of the superconducting state in metallic hydrogen in the framework of the model of two compressed hydrogen planes. We took into account both the relevant electron-phonon coupling functions, as well as the on-site and the inter-site electronic correlations. We will show that one can expect induction of the superconducting state with the maximum critical temperature of the order of 80 K around 500 GPa.

### 2 Formalism

We assumed the effective linear electron-phonon coupling for the purpose of our considerations. For the half-filled electron band \((n = 1)\) and \( \mu = 0 \), the statistic operator takes the form \([36]\):

\[
\mathcal{H} = \sum_{k\sigma} \epsilon_k c_{k\sigma}^{\dagger} c_{k\sigma} + \sum_{q} E_q b_{q}^{\dagger} b_{q} + i \sum_{kq\sigma} g_{kq} c_{k+q\sigma}^{\dagger} c_{k\sigma} \phi_q \tag{1}
\]

where \( c_{k\sigma}^{\dagger} \) denotes the annihilation (creation) operator for the electron with momentum \( k \) and spin \( \sigma \in \{\uparrow, \downarrow\} \). The symbol \( \phi_q \) is the phonon annihilation (creation) operator, and \( \phi_q = b_{-q}^{\dagger} + b_{q} \).

Despite the fact that the operator \((1)\) has the form of the conventional Fröhlich Hamiltonian \([37]\), it is actually more general because we included both the on-site \((U)\) and the inter-site \((K)\) Hubbard correlations in the effective electronic dispersion relation: \( \epsilon_k = \epsilon + \tau \cos (kR) + (U/2 + K) \), where \( \epsilon \) represents the electronic orbital energy and \( \tau \) is the electronic hopping integral. Additionally, the effective electron-phonon coupling function takes the form:

\[
g_{kq} = g_U \sin (qR) + g_r \cos \left( \frac{k + q}{2} R \right) \sin \left( \frac{qR}{2} \right) + \left[ \frac{g_{\sigma}}{2} + g_K \right] \sin (qR). \]

The quantities \( g_U \) and \( g_r \) are conventional electron-phonon coupling functions, while \( g_{\sigma} \) and \( g_K \) denote the non-conventional electron-phonon coupling constants corresponding to the \( U \) and \( K \) energies. The functions \( g_k \) and \( g_{kq} \) were obtained after applying the mean-field approximation to the Hamiltonian modeling the system of two compressed hydrogen planes. The initial Hamiltonian included the four-fermion terms representing the pure electronic correlations. The symbol \( E_q \) denotes the phonon dispersion relation: \( E_q = \omega_0 \left[ 1 - \cos (qR) \right] \), where \( \omega_0 \) is to be determined for either the harmonic \((x = H)\) or the anharmonic Morse \((x = M)\) approximation. The equilibrium parameters of the operator \((1)\) were calculated in the variational way, which is presented in detail in the next chapter.

In order to achieve the equations describing the thermodynamics of the system, the necessary calculations were done within the Nambu spinor representation \([38, 39]\):

\[
\Psi_k = \begin{pmatrix} c_{k\uparrow}^{\dagger} \\ c_{-k\downarrow}^{\dagger} \end{pmatrix}, \quad \Psi_k^\dagger = \begin{pmatrix} c_{k\uparrow} & -c_{-k\downarrow} \end{pmatrix},
\]

under the assumption that the spinors meet strictly the anticommutation rule:

\[
[\Psi_k^\dagger, \Psi_k^\dagger]_{+} = \delta_{kk'} \tau_0. \]

The \( \tau_0 \) represents one of the Pauli basis matrices \( \tau_j \). The Hamiltonian \((1)\) in spinor representation takes the form:

\[
\mathcal{H} = \sum_k \epsilon_k \Psi_k^\dagger \tau_3 \Psi_k + \sum_q E_q b_{q}^{\dagger} b_{q} + \sum_{kq} g_{kq} \Psi_{k+q}^\dagger \tau_3 \Psi_k \left( b_{-q}^{\dagger} + b_{q} \right).
\]

The matrix Green function \( G_k (i\omega_n) = \langle \langle \Psi_k | \Psi_{k'}^\dagger \rangle \rangle_{i\omega_n} \) is now expressed by the following matrix:

\[
\begin{pmatrix}
<<c_{k\uparrow}^\dagger c_{k\uparrow}>>_{i\omega_n} & <<c_{k\uparrow}^\dagger c_{-k\downarrow}>>_{i\omega_n} \\
<<c_{-k\downarrow}^\dagger c_{k\uparrow}>>_{i\omega_n} & <<c_{-k\downarrow}^\dagger c_{-k\downarrow}>>_{i\omega_n}
\end{pmatrix},
\]

The diagonal elements of \( G_k (i\omega_n) \) describe the properties of the normal state for temperature values exceeding the critical temperature of transition between the superconducting and the normal state. On the other hand, the antidiagonal elements of Green function allow to determine the properties of the superconducting phase. The symbol \( \omega_0 \) represents the fermionic Matsubara frequency: \( \omega_n = \pi/\beta (2n - 1) \), where \( \beta \) is the inverse temperature (\( \beta = 1/k_BT \)).

The electronic Green function satisfies the Dyson equation \([40]\):

\[
G_k^\dagger (i\omega_n) = G_{0k}^\dagger (i\omega_n) - M_k (i\omega_n),
\]

where \( G_{0k} \) describe the properties of the normal state for temperature values exceeding the critical temperature of transition between the superconducting and the normal state. On the other hand, the antidiagonal elements of Green function allow to determine the properties of the superconducting phase. The symbol \( \omega_0 \) represents the fermionic Matsubara frequency: \( \omega_n = \pi/\beta (2n - 1) \), where \( \beta \) is the inverse temperature (\( \beta = 1/k_BT \)).

The electronic Green function satisfies the Dyson equation \([40]\):

\[
G_k^\dagger (i\omega_n) = G_{0k}^\dagger (i\omega_n) - M_k (i\omega_n),
\]

where \( G_{0k} \) describe the properties of the normal state for temperature values exceeding the critical temperature of transition between the superconducting and the normal state. On the other hand, the antidiagonal elements of Green function allow to determine the properties of the superconducting phase. The symbol \( \omega_0 \) represents the fermionic Matsubara frequency: \( \omega_n = \pi/\beta (2n - 1) \), where \( \beta \) is the inverse temperature (\( \beta = 1/k_BT \)).
where the bare propagator can be written as follows:

\[ G_{0k}(i\omega_n) = \left[ i\omega_n \tau_0 - \xi_k \tau_3 \right]^{-1}. \]

The self-energy takes the form:

\[ M_k(i\omega_n) = \frac{2}{\beta} \sum_{m} \left( \delta \xi_k \tau_3 \right) G_{k-m}(i\omega_n) \tau_3 \left( \frac{E_q}{\omega_n - \omega_m} \right)^2 + \frac{E_q}{\omega_n - \omega_m}. \] (6)

The procedure of achieving self-consistency was applied during the derivation of the Eliashberg equations. The following self-energy distribution in Pauli basis matrix was taken into account:

\[ M_k(i\omega_n) = i\omega_n (1 - Z_k(i\omega_n)) \tau_0 + \phi_k(i\omega_n) \tau_1, \] (7)

where \( Z_k(i\omega_n) \) denotes the wave function renormalisation factor. From the physical point of view, it determines renormalisation of the electron band mass by the effective electron-phonon interaction. The symbol \( \phi_k(i\omega_n) \) represents the real part of the order parameter function. Notice that the order parameter is expressed as \( \Delta_k(i\omega_n) = \phi_k(i\omega_n)/Z_k(i\omega_n) \).

Analytical calculations lead to the Eliashberg-type system of equations [41]:

\[ Z_k(i\omega_n) = 1 + \frac{2}{\beta \omega_n} \sum_q \left( \frac{G_{k-q}(i\omega_n) E_q}{\omega_n - \omega_m} \right)^2 + \frac{E_q}{\omega_n Z_{k-q}(i\omega_n)} [\omega_n Z_{k-q}(i\omega_n)]^2 + \phi_{k-q}(i\omega_n) \]

\[ \phi_k(i\omega_n) = \frac{2}{\beta \sum_q} \left( \frac{G_{k-q}(i\omega_n) E_q}{\omega_n - \omega_m} - \mu(\omega_m) \right) \]

\[ + \frac{\phi_{k-q}(i\omega_n)}{[\omega_n Z_{k-q}(i\omega_n)]^2 + \phi_{k-q}(i\omega_n)}. \] (8–9)

The form of the derived equations is identical to the form of the classic Eliashberg equations [41], with (8)–(9) containing effective functions \((\xi_k, E_q, \text{and } g_{kq})\). Nevertheless, to analyze the system of (8)–(9), one can use all methods normally used in classic Eliashberg formalism. In the present work we will discuss the superconducting properties of the system at the isotropic level.

Let us consider the Eliashberg function being one of input parameters:

\[ \alpha^2 F(\omega) = \frac{1}{N} \sum_k w_k \alpha^2 F(k, \omega) \]

\[ = \frac{1}{N} \sum_k \left( \xi_k \right) \sum_q g_{kq}^2 \delta(\omega - E_q), \] (10)

where \( \alpha^2 F(k, \omega) = \rho(0) \sum_q g_{kq}^2 \delta(\omega - E_q) \) and \( w_k = \delta(\xi_k)/\rho(0) \). The symbol \( \delta \) denotes the Dirac distribution, \( \rho(0) \) is the electronic density of states at the Fermi level.

The second input parameter is the so-called Coulomb pseudopotential \((\mu^*)\) occurring in the function: \( \mu(\omega_m) = \mu^* \theta(1 + \mu \ln(W/\omega_D)) \). It models explicitly the influence of the depairing electronic correlations on the thermodynamic properties of the superconducting state. The Coulomb pseudopotential can be determined with accuracy of the first order with respect to the Coulomb potential \((U)\) by the formula [42]:

\[ \mu^* = \mu/[1 + \mu \ln(W/\omega_D)], \]

where \( \mu = \rho(0) U \). Symbols \( W \) and \( \omega_D \) occurring in the formula denote the half-width of the electronic band and the Debye frequency, respectively. It can be easily seen that \( \mu^* \) differs from \( \mu \) in taking into account the logarithmic reduction of the Coulomb interactions. Physically, it results from the fact that the Coulomb interactions propagate faster than the phonon-mediated interactions. The ratio \( W/\omega_D \) is therefore a good measure of the velocity of the interaction spreading within the considered system. Notice that \( \theta \) is the Heaviside function and \( \omega_D \) determines the cut-off frequency: \( \omega_D = 5\omega_c [43] \).

The parameters of the superconducting state for the isotropic case can be calculated from analytical formulae if both the coupling constant and the Coulomb pseudopotential take low values \((\lambda < 1.5 \text{ and } \mu^* < 0.2)\). The obtained results should be in agreement with the results obtained from the isotropic Eliashberg equations. In particular, the value of the critical temperature can be estimated from the Allen-Dynes formula [44]:

\[ k_B T_C = f_1 f_2 \frac{\omega_c}{1.2} \exp \left[ -\frac{1.04 (1 + \lambda)}{\lambda - 1.62(1 + \mu^*)} \right]. \] (11)

The symbols used in the formula (11) are explained in Table 1.

Additionally, we calculated the non-dimensional ratios, which are equivalents of the universal constants defined within the BCS theory [45, 46]:

\[ R_\Delta = \frac{2\Delta(0)}{k_B T_C}, \]

\[ R_C = \frac{\Delta C(T_C)}{C^N(T_C)}; \]

\[ R_H = \frac{T_mC^N(T_C)}{H_c^2(0)}; \]

\[ R_{H2} = \frac{H_{C2}(0)}{T_C|\frac{dH_C}{dT}|_{T_C}}. \] (12–15)

The values of universal ratios according to the BCS theory are equal to 3.53, 1.43, 0.168, and 0.727. Symbols occurring in formulae (12)–(15) are of the following meaning: \( \Delta(0) \) is the value of the order parameter for the temperature of zero kelvin, \( \Delta C(T_C) \) represents the jump of the specific heat at the critical temperature, \( C^N \) is the value of the specific heat for the normal state, \( H_C \)


Table 1 Parameters $\lambda$, $\omega_{ln}$, and $\omega_0$ represent the electron-phonon coupling constant, the logarithmic phonon frequency, and the second moment of the normalized weight function, respectively. Functions $f_1$ and $f_2$ are the strong-coupling correction function and the shape correction function, respectively.

| Quantity                             | Formula                                                                                               |
|--------------------------------------|-------------------------------------------------------------------------------------------------------|
| $\lambda$                            | $2 \int_0^{+\infty} d\Omega \omega_0^2 F(\Omega)$                                                    |
| $\omega_{ln}$                        | $\exp \left[ \frac{1}{2} \int_0^{+\infty} d\Omega \omega_0^2 F(\Omega) \ln(\Omega) \right]$      |
| $\sqrt{\omega_n^2}$                  | $\left[ \frac{2}{3} \int_0^{+\infty} d\Omega \omega_0^2 F(\Omega) \right]^{1/2}$               |
| $f_1$                                | $1 + \left( \frac{\omega_n}{\omega_f} \right)^2 \frac{1}{2} \left[ 1 + \left( \frac{\omega_n}{\omega_f} \right)^2 \right]$ |
| $f_2$                                | $1 + \left( \frac{\omega_n}{\omega_f} \right)^2 \frac{1}{2} \left[ 1 + \left( \frac{\omega_n}{\omega_f} \right)^2 \right]$ |
| $\Lambda_1$                          | $2.46 \left( 1 + 3.8 \mu^* \right)$                                                                |
| $\Lambda_2$                          | $1.82 \left( 1 + 6.3 \mu^* \right) \left( \sqrt{\omega_n^2/\omega_{ln}} \right)$                 |

The thermodynamic critical field, and $H_{C2}$ is the upper critical field. If one knows the explicit form of the Eliashberg function, the $R_{\Delta}$-$R_{H2}$ ratios should be calculated from [43, 47, 48]:

$$R_{\Delta} = 3.53 \left[ 1 + 12.5 \left( \frac{T_C}{\omega_{ln}} \right)^2 \ln \left( \frac{\omega_{ln}}{3T_C} \right) \right]$$

(16)

$$R_C = 1.43 \left[ 1 + 53 \left( \frac{T_C}{\omega_{ln}} \right)^2 \ln \left( \frac{\omega_{ln}}{3T_C} \right) \right]$$

(17)

$$R_H = 0.168 \left[ 1 - 12.2 \left( \frac{T_C}{\omega_{ln}} \right)^2 \ln \left( \frac{\omega_{ln}}{3T_C} \right) \right]$$

(18)

$$R_{H2} = 0.727 \left[ 1 - 2.7 \left( \frac{T_C}{\omega_{ln}} \right)^2 \ln \left( \frac{\omega_{ln}}{20T_C} \right) \right]$$

(19)

3 Estimation of Hamiltonian $\mathcal{H}$ Parameters

The ground state parameters of Hamiltonian $\mathcal{H}$ were calculated on the basis of the following formula: $H = E_p + E_e + E_f$, where $E_p = 2/R$ represents the energy of the proton-proton repulsion ($R$ is the distance between the protons; $R = |R|$), $E_e$ denotes the lowest energy of the electron eigenstate, and $E_f$ is the term related to the pressure: $E_f = FR$, while $F$ is the external force.

The energy of electronic states was estimated using the extended Hubbard Hamiltonian ($\mathcal{H}_e$), which models all two-site interactions between the nearest atoms of two planes subjected to compression [49]:

$$\mathcal{H}_e = \varepsilon \sum_{j=1}^2 \sum_{\sigma} c_{j\sigma}^\dagger c_{j\sigma} + \frac{1}{2} \sum_{j=1}^2 \left( K - J \right) \sum_{\sigma \neq \sigma'} c_{j\sigma}^\dagger c_{j\sigma'} c_{j\sigma'}^\dagger c_{j\sigma}$$

$$+ U \sum_{j=1}^2 \sum_{\sigma \neq \sigma'} c_{j\sigma}^\dagger c_{j\sigma'} c_{j\sigma'}^\dagger c_{j\sigma}$$

$$+ V \sum_{\sigma} \left( \sum_{j=1}^2 c_{j\sigma}^\dagger c_{j\sigma} \right) \left( \sum_{j \neq \sigma} c_{j\sigma}^\dagger c_{j\sigma} \right)$$

(20)

where $c_{j\sigma}^\dagger$, ($c_{j\sigma}$) is the electron creation (annihilation) operator in the position representation. The spin operator is given by $S_j$, while the scalar product of spin operators is equal to $\hat{S}_1 \hat{S}_2 = \frac{1}{2} \left( \hat{S}_1^z \hat{S}_2^z - \hat{S}_1^x \hat{S}_2^x + \hat{S}_1^y \hat{S}_2^y \right)$, the operator of directing the spin up and down being introduced here, namely, $\hat{S}_j^+ = \hat{c}_{j\uparrow}^\dagger \hat{c}_{j\downarrow}$, $\hat{S}_j^- = \hat{c}_{j\downarrow}^\dagger \hat{c}_{j\uparrow}$, and $\hat{S}_j^z = \frac{1}{2} (\hat{n}_{j\uparrow} - \hat{n}_{j\downarrow})$.

The parameters of our interest which determine the values of the $\varepsilon_k$, $E_k$, and $g_{k\sigma}$ functions in the Hamiltonian $\mathcal{H}$ are expressed by the following integrals:

$$\varepsilon = \int d^3r \Phi_1 (r) \left[ -\nabla^2 - \frac{2}{|r - R_1|} \right] \Phi_1 (r),$$

(21)

$$t = \int d^3r \Phi_1 (r) \left[ -\nabla^2 - \frac{2}{|r - R_2|} \right] \Phi_2 (r),$$

$$U = \int d^3r_1 d^3r_2 \Phi_1^2 (r_1) \frac{2}{|r_1 - r_2|} \Phi_2^2 (r_2),$$

$$K = \int d^3r_1 d^3r_2 \Phi_1^2 (r_1) \frac{2}{|r_1 - r_2|} \Phi_2 (r_2),$$

$$J = \int d^3r_1 d^3r_2 \Phi_1 (r_1) \Phi_2 (r_2) \frac{2}{|r_1 - r_2|} \Phi_1 (r_2) \Phi_2 (r_2),$$

$$V = \int d^3r_1 d^3r_2 \Phi_1^2 (r_1) \frac{2}{|r_1 - r_2|} \Phi_1 (r_1) \Phi_2 (r_2).$$

(22)

The symbol $\Phi_j (r)$ denotes the Wannier function: $\Phi_j (r) = \Phi_j (r) = A \left[ \phi_j (r) - B \phi_1 (r) \right]$, where $\phi_j$ denotes $1s$ Slater-type orbital: $\phi_j (r) = \sqrt{\alpha^3/\pi} \exp \left[ -\alpha |r - R_j| \right]$; and $\alpha$ is the variational parameter. The values of the $A$ and $B$ parameters were selected so that the Wannier function was normalized:

$$A = \frac{1}{\sqrt{\beta}} \sqrt{\frac{1 + \sqrt{1 - S^2}}{1 - S^2}},$$

(23)

$$B = \frac{S}{1 + \sqrt{1 - S^2}}.$$

The atomic overlap ($S$) was calculated from the formula: $S = \int d^3r \phi_1 (r) \phi_2 (r)$.

The physical meaning of the above listed integrals and some of their properties are given hereafter. The quantity $\varepsilon$ is the electronic orbital energy. Its value
tends to 1 Ry when the interplanar distance tends to infinity. The subsequent quantity \( r \) represents the hopping integral, which tends to zero as \( R \to +\infty \). \( U \) denotes the on-site Hubbard integral. It should be noticed that it has no equivalent in electrodynamics, because two conventional charges cannot occupy the same spatial point simultaneously. The symbol \( K \) stands for the inter-site Hubbard integral. This quantity corresponds to the potential energy of the Coulomb interaction \((2/R)\). The value of \( K \) is the closer to the potential energy value, the greater is the distance between hydrogen atoms belonging to two different planes. \( J \) is the Heisenberg exchange integral. The term 
\[
J \left( \hat{c}^\uparrow_{11} \hat{c}^\downarrow_{12} + h.c. \right)
\]
models the hopping of electron singlet pairs. The full interaction of the Heisenberg-Dirac exchange is given by the formula: 
\[
-\frac{\hat{H}_{\text{J}}}{2} = J \left( 2\hat{S}_1 \hat{S}_2 - \frac{1}{2} \hat{n}_1 \hat{n}_2 \right)
\]

Considerations rarely take into account the so-called energy of the correlated hopping \( V \). The process to which it is applicable consists in the hopping of an electron to the neighboring atom, while the other one hops the same way and then returns to the previously occupied site.

The performed numerical calculations let us estimate the electronic parameters of the considered system with an accuracy of six decimal places. The results are gathered in Table 2. It can be seen that the exchange integral and the energy of the correlated hopping take so small values that they can be omitted in further considerations. The on-site and the inter-site Hubbard integrals assume high values, which grow even higher as the force \( F \) increases.

Please notice that we use the concept of the compressive force in this work, but, of course, its value can be related to the value of pressure acting on the considered system. The pressure was calculated on the basis of the estimated distance between hydrogen atoms. For this purpose, the first-principles calculations were performed according to the DFT method [50] as implemented in the Quantum-Espresso package [51, 52]. The calculations were conducted at the gamma point using the Rapppe-Rabe-Kaxiras-Joannopoulos ultrasoft pseudopotential, the energy cut-off value of 80 Ry, and the charge density cutoff of 320 Ry. The threshold value for the total energy change, equal to 10^{-12} Ry, was established in order to ensure the energy convergence. The obtained results are gathered in Table 3, which juxtaposes the values of both the compressive force and the pressure. We added also values of both the equilibrium distance between hydrogen atoms and the variational parameter (equilibrium inverse size of the orbital), as well as values of the ground state energy.

In the numerical calculations we assumed the smallest value of \( F \) equal to 3 Ry/a_0, which corresponds to the pressure of 494 GPa. This value is well above the value of metallization pressure for hydrogen, which is about 400 GPa based on the DFT calculations [4]. In addition, the pressure of 494 GPa correlates well with the experimentally achieved pressure of 495 GPa, for which it has been reported the hydrogen metallization [53, 54]. However, it should be noted that many experienced researchers [55] questions the accuracy of the results contained in the paper [53]. Below the pressure of 494 GPa our model predicts the sharp drop in the critical temperature due to persistently high values of the on-site and inter-site Hubbard integral (see Table 2). The superconducting state disappears for the pressure of 483 GPa.

The vibrational energy levels were calculated on the basis of the enthalpy \( H \). The potential energy in the harmonic approximation is given by 
\[
V_h(R) = E_0 + \frac{1}{2} k_h (R - R_0)^2,
\]
where \( k_h = \left[ d^2 E_0(R)/dR^2 \right]_{R = R_0} \). The Morse harmonic oscillator energy has the well-known form: 
\[
E_p = \omega_0^2 (p + 1/2),
\]
where \( \omega_0 = \sqrt{k_h/m} \). The symbol \( m' \) represents the reduced mass: 
\[
m' = m_p/2 = 918.076336 (m_p \text{ is the proton mass}).
\]
The vibrational energy levels can also be calculated using the Morse potential \( (V_M) \), which approximates the general form of the intermolecular energy curve. The Morse potential for \( F = 0 \) can be written as 
\[
V_M(R) = E_0 + E_D \left[ 1 - \exp(-\alpha_M(R - R_0)) \right]^2,
\]
where \( E_D \) is the dissociation energy measured from the minimum value of \( V_M(R) \), and \( \alpha_M \) represents the measure of the curvature of the potential at its minimum. In the case of \( F > 0 \), the Morse potential should be generalized to the following form: 
\[
V'_M(R) = V_M(R) + \frac{E_D}{R} \left[ 1 - \exp(-2\alpha_M(R - R_0)) \right]^2.
\]
The force constants \( k_m \) or \( k_M \) are given by the following formulas: 
\[
k_M = \left[ d^2 V_M(R)/dR^2 \right]_{R = R_0} \quad \text{and} \quad k'_M = \left[ d^2 V'_M(R)/dR^2 \right]_{R = R_0}.
\]
Additionally, we introduced the Morse energy: 
\[
\omega_0^M = \sqrt{k_M/m'}. \quad \omega_0^{M+} = \sqrt{k'_M/m'}. \quad \text{We gathered the results allowing to get acquainted with the phonon properties of the considered system in Table 4.}
\]
The parameters, \( g_x = \delta x/\delta R \cong dx/dR \), where \( x \in \{ \varepsilon, t, U, K \} \), were calculated in order to determine the electron-phonon interaction. The quantization was performed as follows: 
\[
\delta \mathcal{R} = \sqrt{1/2m'\mathcal{E}(d^t + d)},
\]
where the symbol \( d^t, (d) \) denotes the phonon creation (annihilation) operator. The equilibrium values of the \( g_x \) function are presented in Table 5. The \( g_{ba} \) and \( g_{vo} \) coupling constants were neglected in considerations because they take very low values.

To end this chapter, let us recall that the numerical packages employed for calculations based on the first-principles approach were tested on the hydrogen molecule and its ions. In the case of \( \text{H}_2^+ \), the very advanced numerical analysis performed by Schaad and Hicks allowed to obtain 
\[
R_0 = 1.9972 \text{ a}_0 \quad \text{and} \quad E_0 = -1.205269238 \text{ Ry} [56].
\]
We obtained the results of 
\[
R_0 = 2.003296 \text{ a}_0 \quad \text{and} \quad E_0 = -1.173013 \text{ Ry}.
\]

The equally accurate estimation of \( R_0 \) and \( E_0 \) was conducted for the \( \text{H}_2 \) molecule. The results
Table 2 The values of the electronic Hamiltonian parameters at the equilibrium point for selected values of $F$

| $F$ (Ry/a$_0$) | $\varepsilon_0$ (Ry) | $t_0$ (Ry) | $U_0$ (Ry) | $K_0$ (Ry) | $J_0$ (Ry) | $V_0$ (Ry) |
|---------------|------------------|------------|-------------|-------------|------------|-------------|
| 3             | $-1.335565$      | $-1.862978$ | $2.093394$  | $1.329635$  | $0.030082$ | $-0.017564$ |
| 5             | $-1.136253$      | $-2.196856$ | $2.179692$  | $1.494550$  | $0.032561$ | $-0.019718$ |
| 10            | $-0.785642$      | $-2.716840$ | $2.290790$  | $1.542540$  | $0.033177$ | $-0.023095$ |
| 15            | $-0.546540$      | $-3.042080$ | $2.345404$  | $1.572860$  | $0.033545$ | $-0.025141$ |
| 20            | $-0.367430$      | $-3.274790$ | $2.385120$  | $1.594045$  | $0.033795$ | $-0.027582$ |
| 25            | $-0.226035$      | $-3.596570$ | $2.429820$  | $1.609810$  | $0.033977$ | $-0.029022$ |
| 30            | $-0.110287$      | $-3.7915010$| $2.446660$  | $1.622050$  | $0.034116$ | $-0.029985$ |
| 35            | $-0.013043$      | $-3.901580$ | $2.466370$  | $1.639930$  | $0.034316$ | $-0.030358$ |

received with our method are $R_0 = 1.419680$ a$_0$ and $E_0 = -2.323011$ Ry, while the virtually exact solution given by Kołos and Wolniewicz is $R_0 = 1.3984$ a$_0$ and $E_0 = -2.349$ Ry [57, 58]. Unfortunately, inconsistent data are found in the professional literature for the H$_2^-$ ion. The early theoretical paper by Eyring, Hirschfelder, and Taylor—who used the valence bond technique with two variation parameters—reported the stable ground state with the minimum at $R_0 = 3.40151$ a$_0$ [59]. This result correlates fairly well with our one, which is $R_0 = 3.476828$ a$_0$ ($E_0 = -1.947958$ Ry). However, the paper [60] suggests that the H$_2^-$ ion is not stable and undergoes the autoionization into H$_2$ and an electron at infinity.

4 Characteristics of the Thermodynamic Properties of the Superconducting State

The performed ab initio calculations made possible to determine all significant thermodynamic parameters of the superconducting state induced in the considered system, such as the critical temperature, the order parameter, the jump in the specific heat, the thermodynamic critical field, and the upper critical field.

First, we determined values of the isotropic Eliashberg function defined by the formula (10). It was the basis for determination of the dependence of the electron-phonon coupling constant $\lambda$, the logarithmic vibration frequency $\omega_\ln$ and the second moment of the normalized weight function $\omega_2$ on the value of the compressive force $F$. We also obtained a similar dependence for the Coulomb pseudopotential $\mu^*$ (in both the harmonic approximation ($\mu^*_H$) and the anharmonic Morse approach ($\mu^*_M$)), directly by virtue of its definition. The results are presented in Fig. 1a–d.

As long as the full model is considered (i.e., both $U$ and $K$, and both $g_U$ and $g_K$ are taken into account), the values of the parameter $\lambda$ are not especially high. The considered system is essentially within the region of indirect electron-phonon coupling. Moreover, the electron-phonon coupling constant distinctly decreases with an increase in the compressive force $F$, approaching the values accepted by the mean-field BCS theory ($\lambda \sim 0.3$) [45, 46]. Please notice that the obtained result is found on the account of

Table 3 The values of the compressive force along with the respective values of pressure. Additionally, the values of the equilibrium distance, the equilibrium inverse size of the orbital, and the ground state energy are specified

| $F$ (Ry/a$_0$) | $p$ (GPa) | $R_0$ (a$_0$) | $\alpha_0$ (a$_0^{-1}$) | $E_0$ (Ry) |
|---------------|-----------|--------------|------------------------|------------|
| 3             | 494.36    | 0.653079     | 1.435444               | 0.278461   |
| 5             | 686.00    | 0.542931     | 1.481567               | 1.463626   |
| 10            | 1040.54   | 0.410896     | 1.540640               | 3.800980   |
| 15            | 1307.89   | 0.344713     | 1.571300               | 5.675320   |
| 20            | 1529.32   | 0.302920     | 1.590740               | 7.287630   |
| 25            | 1722.11   | 0.273410     | 1.604374               | 8.724670   |
| 30            | 1894.78   | 0.251130     | 1.614550               | 10.03370   |
| 35            | 2052.67   | 0.233533     | 1.622470               | 11.24370   |
| 45            | 2335.71   | 0.207176     | 1.634090               | 13.43940   |
| 50            | 2464.84   | 0.196948     | 1.638490               | 14.44906   |

 Springer
considering all the significant electron correlations modeled with both the on-site and the inter-site Hubbard integral. Neglecting the depairing electronic correlations leads to distinct overestimation of the electron-phonon coupling constant, as can be seen in Fig. 1a.

The logarithmic phonon frequency \( \omega_{\ln} \) was introduced by Allen and Dynes for better estimation of the critical temperature value characteristic for the metal-superconductor phase transition [44]. It replaced the Debye frequency \( \omega_D \) in the McMillan formula for the critical temperature [61]. The dependence of \( \omega_{\ln} \) on the force \( F \) is plotted in Fig. 1b. One should notice that the values of the logarithmic frequency (as well as of the Debye frequency) are very high. This effect results from the very small mass of the hydrogen atomic core and was first observed by Ashcroft [5]. Please notice that the relationship \( \omega_{\ln} \sim 1/\sqrt{mp} \) is valid as a first approximation. The data in Fig. 1b indicate also that the logarithmic frequency increases with an increase in system compression, what results from the stiffening of the system (both \( k_H \) and \( k_M^+ \) elastic constants increase). Omission of the electronic correlations during the system analysis leads to the significant underestimation of the \( \omega_{\ln} \) value—the misestimation opposite to that in the case of the value of \( \lambda \).

The frequency \( \omega_2 \) does not affect the value of critical temperature as significantly as \( \omega_{\ln} \) (formula (11)). Generally, \( \sqrt{\omega_2} \) is applied for determination of values of the correction functions \( f_1 \) and \( f_2 \). Its values are shown in Fig. 1c. One can see that it grows as the force \( F \) increases.

Figure 1d presents the dependence of the Coulomb pseudopotential \( \mu^* \) on the compressive force. The Coulomb pseudopotential is a significant quantity in the theory of the phonon-induced superconducting state, because it models directly the influence of the depairing electronic correlations on the value of the critical temperature. One can easily see that the change in the compressive force affects \( \mu^* \) only slightly (both in the harmonic and the anharmonic Morse approximation). The average value of the Coulomb pseudopotential is equal to about 0.17. This means that the depairing electron correlations is not very large, what results from the screening of the Coulomb-type interactions in the considered system. The result we came to, however,
The dependence of \( a \) the electron-phonon coupling constant \( \lambda \), \( b \) the logarithmic phonon frequency \( \omega_{\ln} \) (and also the Debye frequency \( \omega_D \)), \( c \) the frequency \( \omega_2 \), and \( d \) the Coulomb pseudopotential \( \mu^* \) (in both the harmonic (\( \mu_{\text{H}}^* \)) and the anharmonic Morse approximation (\( \mu_{\text{M}}^* \))) on the value of the force \( F \) inducing compression of the system is not a standard one for high-pressure superconductors. Calculations performed elsewhere for lithium gave, for example, the values of \( \mu^* \) = [0.22]_{p=22.3 \text{ GPa}} \text{ and } \mu^* = [0.36]_{p=29.7 \text{ GPa}} [62, 63]. If one would like to confirm the result in such a case, he could try to calculate the value of \( \mu^* \) starting from the formula which would include the contributions of the \( U^2 \) order [64]. However, very high values of \( \mu^* \) may as well conceal the induction of the phase being competitive with the superconducting phase [65].

Figure 2 illustrates the dependence of the critical temperature on the applied force \( F \). The critical temperature reaches the maximum value of about either 200 K (for the harmonic approximation and \( F \) ranging from 3 Ry/a_0 to 20 Ry/a_0) or 84 K (for the anharmonic approach and the values of \( F \) close to 3 Ry/a_0), but the results obtained within the anharmonic approach are more exact. For the purpose of comparison, we referred to the results reported in the literature for \( F \sim 3 \text{ Ry/a}_0 \) (i.e., within the pressure range from \( \sim 400 \text{ GPa} \) to \( \sim 500 \text{ GPa} \)). The following estimated values of critical temperature were obtained for the DFT approach within the harmonic approximation: 84 K for 414 GPa [10–13], 179 K for 428 GPa [17, 19], 242 K for 450 GPa [10–12], and 360 K for 539 GPa [6, 14]. These results correspond well with our \( T_C \) value calculated within the harmonic approach, which is equal to about 200 K. However, one should remember that the anharmonic effects significantly reduce the value of \( T_C \).

It is worth noticing that the value of \( T_C \) drops down while compression increases. A similar effect we found also in the H3S hydrogenated compound [29]. Interestingly, our results with respect to the value of \( T_C \) for this compound seem to harmonize relatively well with the maximum values of the critical temperature experimentally measured for H3S or also LaH_{10}, reported to be \( T_C \)_{H3S} = 203 K [22] and \( T_C \)_{LaH_{10}} = 215 K [32] (or else \( T_C \)_{LaH_{10}} = 260 K [33]). The values of the critical temperature for the hydrogenated compounds, higher than those for the metallic hydrogen, result from the presence of heavier elements, which make a noticeable contribution to the Eliashberg function within the range of low frequencies [26, 35].

Please take notice that either neglecting one of the channels of the depairing electronic correlations or the inaccurate determination of the value of the Coulomb...
pseudopotential lead to a significant overestimation of the value of \( T_C \). This effect can be often observed in analyses based on the DFT method, when the harmonic approximation is used and the \( \mu^* \) value is underestimated. On the other hand, elimination of the non-conventional electron-phonon interaction channels \( (g_U \text{ and } g_K) \) leads to the underestimation of the critical temperature.

The results obtained for other thermodynamic quantities characterizing the superconducting state are presented in Fig. 3a–d. The subfigures show the values of the subsequent non-dimensional thermodynamic ratios defined by formulas (12)–(15). Deviations from the BCS theory can be observed only for the low values of the compressive force acting on the system. This range of low values of \( F \) corresponds to the region of the indirect electron-phonon coupling, as expected. So, despite the high value of critical temperature found for the metallic hydrogen, the values of its thermodynamic parameters generally good fit with the predictions of the BCS theory. Note that the omission of \( U \) and \( K \) electron interactions leads to incorrect values of the ratios \( R_{\Delta} - R_{H2} \), significantly different from the predictions of BCS theory. From the physical point of view, the failure to take into account the electron correlation causes the significant overestimation of electron-phonon coupling constant \( \lambda \) and underestimation of logarithmic phonon frequency \( \omega_{\ln} \) (see Fig. 1). Also underestimated or even neglected \( (U = K = 0) \) are the electron depairing effects \( (\mu^*) \). As a result, we obtain too high values of the critical temperature in the area of the relatively strong electron-phonon coupling, which results in strong deviations from the results of the BCS theory.

## 5 Conclusion and Discussion of the Results

The work presents an analysis of properties of the superconducting state which can be potentially induced in metallic hydrogen. The ab initio calculations were carried out for the model of two compressed hydrogen planes in order to overcome the great mathematical complexity of the problem. We took into account all physically important channels of electronic correlations \( (U \text{ and } K) \). Additionally, there were considered the non-conventional electron-phonon coupling functions, \( g_U \) and \( g_K \), related directly to the on-site and the inter-site Hubbard interactions, respectively.

The thermodynamic properties of the superconducting state were determined within the Eliashberg formalism. It is the most advanced approach to the problem, which makes possible the quantitative description of the superconducting phase [41, 43]. We determined the form of the isotropic Eliashberg function, starting from the ab initio calculations, then we found the input parameters to the Allen-Dynes formula [44]. We proved that the superconducting state can be induced in the considered system, its maximum value of critical temperature being equal to about 200 K (in the harmonic approximation) or else 84 K (in the more exact anharmonic approach). The high \( T_C \) value results physically...
from the very high value of the logarithmic phonon frequency, which is in turn related to the very small atomic core mass of hydrogen (a single proton). The electron-phonon coupling constant $\lambda$ takes rather small values within the range of low values of the force $F$. In the case of high compression, its value falls within the range of weak electron-phonon coupling. The obtained results indicate that the range of low values of the force $F$. Please note that the calculated values of the critical temperature correlate well both with the theoretically found values of $T_C$ reported in other publications and with the maximum values of critical temperature experimentally measured for the H$_3$S and LaH$_{10}$ compounds [22, 32, 33].

Despite the high value of the critical temperature in the metallic hydrogen, the thermodynamic parameters of the superconducting state generally take values for which the non-dimensional thermodynamic ratios $R_\Delta$, $R_C$, $R_H$, and $R_{H2}$ only slightly deviate from the values predicted by the mean-field BCS theory.
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