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Abstract—This paper considers an antenna structure where a (non-large) array of radiating elements is placed at short distance in front of a reconfigurable intelligent surface (RIS), herein nicknamed reconfigurable intelligent base station (RIBS). We firstly derive a closed-form expression for the channel between the array of radiating elements and the RIS that captures the near-field effects, and give some considerations on the channel hardening and favorable propagation in this scenario. Focusing on both active and passive RIS, we describe channel estimation and downlink signal processing techniques suitable for the RIBS structure. Additionally, we formulate and solve an optimization problem aimed at maximizing the fairness among the users with respect to the downlink power coefficients and RIS configuration both in the cases of active and passive RIBS. Numerical results show that the proposed structure is effective and capable of outperforming conventional non-RIS aided MIMO systems, especially in the case of active RIBS. The proposed antenna structure is thus shown to be able to approach massive MIMO performance levels in a cost-effective way with reduced hardware resources.

Index Terms—Reconfigurable Intelligent Surface, RIS, massive MIMO, near-field communications.

I. INTRODUCTION

The increasing demand for ubiquitous connectivity along with a high quality of service is driving a rapid technological (r)evolution of the mobile wireless systems. Massive multiple-input multiple-output (mMIMO) is undoubtedly a key physical layer technology for the current fifth generation (5G) of mobile wireless networks [2]. By leveraging the joint coherent transmission/reception from a large number of active antenna elements, and a fully digital baseband processing at the base station (BS), mMIMO enables an aggressive spatial multiplexing of a large number of user equipments (UEs) in the same time-frequency resource. This leads to unprecedented levels of coverage, spectral, and energy efficiency. Moreover, the use of large number of antennas triggers, in most of the propagation environments, pleasant phenomena deriving from the law of the large numbers which simplify signal processing and resource allocation, thus reducing the hardware complexity and the circuit power consumption. Nevertheless, uncontrollably increasing the number of active antenna elements to improve the data rates is an expensive and not energy-efficient solution as the total energy consumption scales linearly with the number of radio frequency (RF) chains while the data rates grows logarithmically utmost [3]. Reconfigurable intelligent surfaces (RISs) constitute an emerging affordable solution to aid other technologies in implementing energy-efficient communications systems, and better coping with harsh propagation environments [4]–[6]. An RIS is a meta-surface consisting of low-cost, typically passive, tiny reflecting elements that can be properly configured on real-time to either focus the energy towards areas where coverage or additional capacity is needed, or to null the interfering energy in specific spatial points. Basically, an RIS has the ability to shape the propagation channel and create a smart radio environment [7] so as to improve the overall performance of the communication system. Technically, each RIS element introduces a configurable phase-shift to an impinging EM wave, so that the resulting reflected beam is steered towards the desired direction. Beamforming is therefore carried out by the environment in addition to the active radiative system where the impinging wave is generated. Initially, available RIS technology enabled the tuning of the phase-shift only of the reflected impinging waves, and this kind of technology has been investigated in the literature to improve the performance of single-user and multiuser MIMO systems by finding the best phase configuration for the passive elements of the RIS [8]–[10]. Subsequently, active RISs have been introduced, with the capability of controlling both the amplitude and the phase of the reflected wave [11], [12]. In this paper we investigate a system where a nonconventional BS which consists of a planar antenna array illuminating a built-in RIS serves multiple UEs in a cellular setup. Such a structure is herein coined as reconfigurable intelligent base station (RIBS). The goal of the paper is to show indeed that thanks to the use of the RIBS the multiplexing capabilities and performance of conventional MIMO systems can be approached with a much smaller number of active antennas and RF chains.

The architecture considered in this paper was firstly designed in the conference paper [1] where we considered uniform linear array (ULA) BS and passive RIS and showed that the performance of mMIMO can be approached with a reduced number of active antennas. A similar architecture is also considered in [13] where the use of a beyond-diagonal RIS is investigated. Active RIS, capable of introducing a

1Notice that the amplification is realized through simple reflection-type amplifiers, and no RF chains are needed (see [11] for further details).
tunable amplification factor to reflected waves, are introduced in [11], [12], where it is discussed how the capacity gains of a passive RIS compared to mMIMO system become negligible in scenarios where the direct paths are heavily obstructed. A fair comparison between active and passive RIS with the same overall power budget is considered in reference [14]. The authors derive the optimal power splitting between the BS’s transmit signal power and active RIS’s output signal power and shows that the active RIS would be superior when the power budget is significant and the number of RIS elements is not very large. Active RISs are currently considered in many applications in the literature, some examples are in references [15]–[17]. A novel stacked intelligent metasurface (SIM) architecture is proposed in [18] consisting of a multilayer metasurface structure deployed at the BS to facilitate transmit beamforming and eliminating the need for conventional digital beamforming and high-resolution digital-to-analog converters at the BS. Most of existing works focused on the joint optimization of the BS precoding vectors and the RIS phase-shifts, and propose effective channel estimation techniques to properly support this joint beamforming [5]–[7], [19]. Reference [20] investigates the ergodic uplink (UL) rate of an RIS-aided system with direct links, assuming maximum-ratio combining (MRC) and zero-forcing (ZF) detector, respectively, with a low-overhead statistical channel state information (CSI)-based design for the RIS passive beamforming. Along this line, [21] proposes three architectures in which either a short-term RIS reconfiguration based on instantaneous CSI or a long-term RIS reconfiguration based on statistical CSI is considered. In [22] a method to estimate the path gain and the angles of arrival is implemented by using limited RIS RF chains and pilots, assuming that some RIS elements are active. The work [23] presents a channel estimation scheme that capitalizes on the statistical characterization of the locations of the UEs for relaxing the need of frequently re-configuring the RIS phase-shifts. The problem of channel estimation in RIS-aided systems is also tackled in references [22], [24], [25].

Wireless communication systems have almost exclusively operated in the far field of antennas and antenna arrays, which is conventionally characterized by having propagation distances beyond the Fraunhofer distance. With the advent of extremely large aperture arrays and holographic mMIMO, the receiver will typically be in the near field of the transmitter [26]. Near-field communications have attracted substantial attention, especially in RIS-aided scenarios where the transmitter or receiver, or even both, operate in the near-field region of the RIS. Hence, the far-field assumptions are no longer applicable for the channel modeling and performance optimization. In [27] and [28] the authors focus on the properties of the near-field over-the-air propagation matrix between a small active multi-antenna feeder and a large RIS, both configured as standard linear arrays and placed in the near field of each other. In [29] an achievable rate optimization of a RIS-aided near-field wideband system is proposed, and in [30] the authors analytically determine the RIS response in the Fresnel zone by leveraging electromagnetic theory. Lastly, [31] studies the resonance to near-field channel estimation for large arrays.

A. Motivation and Contribution

We consider an antenna structure where a (non-large) array of radiating elements is placed at short distance in front of an RIS, here called RIBS. The motivation in considering this kind of architecture to emulate a conventional mMIMO system is given by the technical features that undoubtedly make the practical implementation of such systems a challenging task. In particular, realizing transceivers with many active antenna elements, and thus RF chains, being able to simultaneously serve multiple users and performing digital beamforming, gives rise to a multitude of practical difficulties. For instance, the high fabrication cost, increased power consumption, constrained physical size and shape, and deployment limitations. As already discussed previously, metasurfaces offer a valid alternative to the conventional mMIMO system by providing additional degrees of freedom to improve the communications performance by exploiting less RF chains. The RIBS architecture considered in this paper at a glance can seem similar to dynamic metasurface antennas (DMAs)-aided transmitter [32]–[34]. DMAs consist of a multitude of reconfigurable metamaterial radiating elements placed on a waveguide through which the signals to be transmitted are transferred. The transceiver digital processor is connected to the waveguide through dedicated input and output ports. The RIBS architecture discussed in this paper exploits a wireless channel between the BS and the RIS, thus the communication channel takes into account the different propagation scenario compared to DMAs-aided transmitter. Additionally, the RIBS architecture can be used to enhance the performance by properly integrating RISs on already existing BSs. The goal of investigating RIBS is to achieve mMIMO-like multiplexing gain and performance with lower hardware complexity.

With reference to a single-cell system, we firstly derive a closed-form expression for the near field between the array of radiating elements and the RIS, then develop the signal model for both the cases of active and passive RIS, and provide theoretical considerations on the achievement of favorable propagation and channel hardening for the proposed RIBS structure. Then, we propose a joint optimization of RIS phase-shifts and downlink (DL) transmit powers, for both active and passive RIBS, aimed at maximizing the fairness among the UEs. To address the non-convexity of such a joint optimization problem, we resort to alternate optimization programming. We perform extensive numerical simulations aimed at gaining insight into the performance of the proposed antenna architecture, also in comparison with conventional co-located mMIMO with active antennas and fully digital beamforming. This paper demonstrates that RIBS can replicate conventional mMIMO performance with significantly less hardware complexity.

B. Paper Organization

The paper is organized as follows. Next section contains the description of the considered RIBS architecture, the channel model, and the channel estimation procedure. Section III includes the discussion on the DL data transmission techniques, considerations on the performance measure and the optimization problem formulation. Section IV is devoted to system optimization; in particular, this section addresses configuration of the active and passive RIBS and power allocation, including the power split between the active antenna array and the RIS (for the case of active RIBS). Section VI discusses the numerical results, while findings and conclusions are summarized in Section VII.
C. Notation

We use non-bold letters for scalars, a and A, lowercase boldface letters, a, for vectors and uppercase lowercase letters, A, for matrices. The transpose, the inverse and the conjugate transpose of a matrix A are denoted by $A^T$, $A^{-1}$ and $A^\dagger$, respectively. The trace of the matrix A is denoted as $\text{tr}(A)$. The operator $\text{diag}(\cdot)$ acts differently according to its argument: $A = \text{diag}(a)$ yields a diagonal matrix with the elements of the vector a on the diagonal. Conversely, $a = \text{diag}(A)$ yields a vector given by the diagonal elements of A. The $N$-dimensional identity matrix is denoted as $I_N$, the $(N \times M)$-dimensional matrix with all zero entries is denoted as $0_{N \times M}$ and $I_{N \times M}$ denotes a $(N \times M)$-dimensional matrix with unit entries. The statistical expectation and variance operators are denoted as $E\{\cdot\}$ and $\text{var}\{\cdot\}$ respectively; $\mathcal{CN}(\mu, \sigma^2)$ denotes a complex circularly symmetric Gaussian random variable with mean $\mu$ and variance $\sigma^2$.

II. SYSTEM MODEL

Consider a single-cell network, operating in time division duplexing (TDD) and at the sub-6 GHz frequencies, where $K$ single-antenna UEs are served by a RIBS depicted in Fig. 1a. We denote by $N_A = N_A^x N_A^y$ the elements of the planar antenna array, hereafter simply referred to as BS, with $N_A^x$ and $N_A^y$ being the elements along the horizontal and vertical axis, respectively. This BS transmits a signal that has polarization in the $y$-direction and travels along the $z$-direction. Similarly, we let $N_R = N_R^x N_R^y$, with $N_R > N_A$, be the number of configurable reflective elements of the RIS. The BS antenna elements have size $\Delta_h^x$ along the $x$-axis and $\Delta_h^y$ along the $y$-axis, and are spaced by $d_h^x$ and $d_h^y$ in the $x$- and $y$-axis, respectively. The RIS elements have size $\Delta_r^x$ along the $x$-axis and $\Delta_r^y$ along the $y$-axis, and are spaced by $d_r^x$ and $d_r^y$ in the $x$- and $y$-axis, respectively. Fig. 1b shows the back view of the RIBS in the $xy$-plane, and characterizing the cascaded channel. $D$ is the distance between the RIS and the BS, while $\alpha$ denotes the downtilt angle of the BS with respect to the RIS. The heights of RIS, BS and UE are denoted by $h_{\text{RIS}}$, $h_{\text{BS}}$ and $h_{\text{UE}}$, respectively.

The RIS may be either passive or reflective active.\(^2\) In the former, each element of the RIS solely introduces a tunable phase offset on the impinging waves, and does not alter its amplitude; whereas, in the latter, we assume that each element of the RIS performs an amplify-and-reflect operation, as described in [11], so that the reflected wave is modified both in its amplitude and phase. Such a reflective active RIS is obtained by exclusively integrating an active reflection-type amplifier in each RIS element, and differs from an active RIS equipped with an RF chain per active element. The latter needs higher hardware complexity to support its baseband processing capability, and operates similarly to a decode-and-forward relay [38]–[40]. Conversely an active reflection-type amplifier can be implemented by using low-cost, low-power-consumption components such as cross-coupled structures of transistors [41], multi-layer integrated circuits [42], and current-inverting converters [43]. Regardless of the RIS typology, the effect of the RIS is modeled as a diagonal $(N_R \times N_R)$-dimensional matrix, denoted by $P$. The diagonal entries of $P$ are constrained to have unit modulus in case of passive RIS, whereas they have a tunable magnitude in case of active RIS. The RIS is controlled by the BS which is able to adjust its configuration (i.e., fine-tuning $P$) whenever required.

\(^2\)Transmissive and hybrid active RISs [35]–[37] are out of scope.
### A. Channel Model

The conventional block-fading channel model is considered, and let \( \tau_c \) denote the channel coherence block length in samples. In TDD mode, each coherence block accommodates UL training, UL and DL data transmission, such that \( \tau_c = \tau_p + \tau_{UL} + \tau_{DL} \), where \( \tau_p, \tau_{UL}, \) and \( \tau_{DL} \) are the training duration, the UL and the DL data transmission duration, respectively.

Let \( \mathbf{h}_k \) be the \( N_R \times 1 \) dimensional vector characterizing the UL channel from an arbitrary UE \( k \) to the RIS, and \( \mathbf{H} \) be the \((N_A \times N_R)\) dimensional channel vector characterizing the UL channel from the RIS to the BS. Then, the cascaded UL channel from UE \( k \) to the RISBS is the \( N_A \times 1 \) dimensional vector

\[
\mathbf{h}_k = \mathbf{H} \mathbf{h}_k = \mathbf{H} \mathbf{h}_k \mathbf{p} = \mathbf{G}_k \mathbf{p},
\]

where \( \mathbf{p} = \text{diag}(\mathbf{P}) = \begin{bmatrix} p_1, \ldots, p_{N_A} \end{bmatrix}^T \), \( \mathbf{H}_k = \text{diag}(\mathbf{h}_k) \in \mathbb{C}^{N_A \times N_R} \), and we have defined \( \mathbf{G}_k = \mathbf{H} \mathbf{h}_k \in \mathbb{C}^{N_A \times N_R} \). As per the channel between the UEs and the BS, we assume spatially correlated Rayleigh fading [44], \( \mathbf{h}_k \sim \mathcal{CN}(0, \mathbf{R}_k) \), where \( \mathbf{R}_k \in \mathbb{C}^{N_A \times N_R} \) is the channel covariance matrix of UE \( k \) that captures the effects of pathloss, shadowing and spatial correlations. Moreover, we let \( \beta_k \) be the large-scale fading coefficient (i.e., the average channel gain) of UE \( k \) obtained as \( \beta_k = \text{tr}(\mathbf{R}_k)/N_R \). All the channel statistics are conventionally assumed to be known at the BS in each coherence interval. As per the channel between the BS and the RIS, we consider the following assumptions:

i) The BS does not cause any blockage on the electromagnetic radiation reflected by the RIS. In practical scenarios, the BS can be placed laterally with respect to the RIS so as to simply avoid the blockage problem.

ii) The UEs to be served are placed at the backside of the BS, thus the direct links from the BS to the UEs are neglected as being considerably weaker than those of the cascaded links through the RIS.

iii) Given the short distance between the RIS and the BS, the channel \( \mathbf{H} \) is reasonably modeled as a deterministic quantity, and it is known at the BS.

iv) The mutual coupling between the antenna elements of the BS and between the reflective elements of the RIS are neglected. This assumption is usually met provided that the element spacing at both the BS and the RIS is not smaller than \( \lambda/2 \) [45], with \( \lambda \) being the wavelength.

1) Far-field Zone: We assume that each element of the RIS is in the far-field zone of each element of the BS. However, the RIS as a whole is not required to be in the far-field zone of the whole BS. In this regard, let \( d_{m,n} \) be the distance between the centers of the \( m \)-th BS antenna and the \( n \)-th RIS elements. Then, the far-field condition among an arbitrary pair of BS antenna element \( m \) and RIS element \( n \) is given by \( d_{m,n} > \delta_F = (2/\lambda) \max\{\Delta_A, \Delta_R, \lambda\} \), with \( \Delta_A = \max\{\Delta^h_A, \Delta^\lambda_A\} \) and \( \Delta_R = \max\{\Delta^h_R, \Delta^\lambda_R\} \) [46]. The value \( \delta_F \) is also known as the Fraunhofer distance and it constitutes the limit between the near- and far-field zones. Conversely, the far-field condition among the RIS and the BS is given by \( D > (2/\lambda) \max\{\{N_A d_A\}^2, (N_R d_R)^2\} \) and \( D \gg \max\{N_A d_A, N_R d_R, \lambda\} \). Under this condition and according to the standard electromagnetic radiation theory, the \((m,n)\)-th entry of \( \mathbf{H} \), which denotes the UL channel coefficient from the \( n \)-th element of the RIS to the \( m \)-th BS antenna, can be written as [47]:

\[
[\mathbf{H}]_{m,n} = \sqrt{\rho \lambda^2 G_A G_R}/4\pi d_{m,n} e^{-j2\pi d_{m,n}/\lambda} \sum_{\ell=1}^{2} f(\theta_{\ell,m,n}, \phi_{m,n}),
\]

where \( \rho \leq 1 \) is a real-valued coefficient modeling the RIS efficiency in reflecting the impinging waves, \( f(a, b) = \cos a \cos b \), and

\[
\begin{align*}
\mathbf{G}_A &= (4\pi/\lambda^2) A_{\text{effA}}, \\
\mathbf{G}_R &= (4\pi/\lambda^2) A_{\text{effR}}, \\
A_{\text{effA}} &= \Delta^h_A \Delta^\lambda_A, \\
A_{\text{effR}} &= \Delta^h_R \Delta^\lambda_R,
\end{align*}
\]

where \( \mathbf{G}_A, \mathbf{G}_R, A_{\text{effA}}, A_{\text{effR}} \) are the antenna gains and the effective apertures of the BS and the RIS, respectively. Moreover, letting \( y'_{m,n} \) and \( z'_{m,n} \) be the distance between the centers of BS antenna element \( m \) and RIS element \( n \) along the \( y \)- and \( z \)-axis, respectively, then \( \theta_{1,m,n} = \alpha - \arctan\left(y'_{m,n}/z'_{m,n}\right) \) and \( \theta_{2,m,n} = \pi/2 - \arctan\left(z'_{m,n}/y'_{m,n}\right) \) are the azimuth angles, while the elevation angles are given by \( \phi_{m,n} = \arctan(y'_{m,n}/D) \).

2) Radiative Near-field Zone: We now present a characterization of the channel between the BS and the RIS in the radiative near-field zone. In the radiative near field, namely wherever \( d_{m,n} < d_{m,n} < \delta_F \), with \( \delta_F \) being the distance at which the reactive near field ends, the free-space normalized channel gain between the \( m \)-th antenna element of the BS, with spatial coordinates \( (x^A_m, y^A_m, z^A_m) \), and the \( n \)-th element of the RIS, with spatial coordinates \( (x^R_n, y^R_n, z^R_n) \), is upper bounded, by using the Cauchy-Schwarz inequality [26] (Appendix A), as shown in [6] at the top of next page, where \( 1 < n < N_R, 1 < m < N_A \), the functions \( F_1, F_2, F_3 \) and \( F_4 \) are defined in [7]–[10], and \( r \) is the Euclidean norm of an arbitrary point with spatial coordinates \( (x, y, z) \) located in the Fraunhofer radiation region of the source. In addition, \( \Delta_{m,n} \equiv \Delta_A^h \Delta_R^h \Delta_A^\lambda \Delta_R^\lambda \Delta^2_{m,n} \), where \( \Delta_{m,n} = A^x_m - B^x_m \) and \( \Delta^y_{m,n} = C^y_m - B^y_m \). We also define \( x_1,m,n = [x_{2,m,n} - x_{1,m,n}], \ y_1,m,n = [y_{2,m,n} - y_{1,m,n}], \ x_2,m,n = [x_{3,m,n} - x_{2,m,n}], \ y_2,m,n = [y_{3,m,n} - y_{2,m,n}], \ x_3,m,n = [x_{4,m,n} - x_{3,m,n}], \ y_3,m,n = [y_{4,m,n} - y_{3,m,n}] \), and,

\[
\begin{align*}
x_{1,m,n} &= x^R_{m,n} - \frac{\Delta^h_A}{2} - A^x_m, \quad y_{1,m,n} = y^R_{m,n} - \frac{\Delta^\lambda_A}{2} - C^y_m, \\
x_{2,m,n} &= x^R_{m,n} - \frac{\Delta^h_A}{2} - B^x_m, \quad y_{2,m,n} = y^R_{m,n} - \frac{\Delta^\lambda_A}{2} - B^y_m, \\
x_{3,m,n} &= x^R_{m,n} + \frac{\Delta^h_A}{2} - A^x_m, \quad y_{3,m,n} = y^R_{m,n} + \frac{\Delta^\lambda_A}{2} - C^y_m, \\
x_{4,m,n} &= x^R_{m,n} + \frac{\Delta^h_A}{2} - B^x_m, \quad y_{4,m,n} = y^R_{m,n} + \frac{\Delta^\lambda_A}{2} - B^y_m.
\end{align*}
\]

The quantities \( A^x_m, B^x_m, \) and \( C^y_m, B^y_m \) are the integration extremes related to the position of the BS tilted with respect to the RIS as shown in the Appendix [A]. Specifically, \( A^x_m, B^x_m \) being the upper and lower extreme, respectively, of the \( m \)-th BS antenna in the \( xz \)-plane, and \( C^y_m, B^y_m \) being the upper and lower extreme, respectively, of the \( m \)-th BS antenna in the \( yz \)-plane, with respect to the reference point centered at the \( n \)-th RIS element. These positions have been calculated starting from geometric considerations that mainly include notions of trigonometry. We report their expressions in the Appendix [A].

The right-hand side in [6] is obtained by computing a 4-D integral which, through mathematical manipulations, is transformed into the sum of nine double integrals, reported in
where these nine double integrals by omitting the indices $m$ and $n$ identifying the BS antenna and the RIS element, respectively. The double integral to be computed is

\[
\mathcal{I}_1 = \int_{x_1}^{x_2} \int_{y_1}^{y_2} (x - x_1)(y - y_1) \frac{y^2 + z^2}{(x^2 + y^2 + z^2)^2} \, dx \, dy .
\]  

By solving (11) first with respect to the variable $x$, we obtain:

\[
I_1 = \sum_{x \in A_{x_1}} \int_{y_1}^{y_2} \left[ -z^2 x_1 - 3x_1 (y^2 + z^2) - (y^2 + z^2)^3 \right] dy ,
\]  

then, by solving (12) with respect to the variable $y$, we obtain:

\[
I_1 = \sum_{x \in A_{x_1}} \sum_{y \in A_{y_1}} F_1(x, y, x_1, y_1, z) ,
\]  

where $F_1(x, y, x_1, y_1, z)$ is defined in (7). The $(m, n)$-th entry of the RIS-to-BS $(N_A \times N_R)$-dimensional matrix $\mathbf{H}$ is

\[
[H]_{m,n} = |H|_{m,n} \exp(-j2\pi d_{m,n}/\lambda) .
\]

**Proof:** See Appendix A.

### B. Favorable Propagation and Channel Hardening

Before proceeding to the system design and analysis, some considerations are needed about the channel hardening and favorable propagation. First of all, we note that, given the UE $k$ composite signature in (3), the case of a traditional MIMO array with $N_R = N_A$ active antennas can be obtained by letting $\mathbf{H} = \mathbf{P} = \mathbf{I}_{N_A}$. For such a system, it is well known, under the assumption of uncorrelated fast fading realizations across antennas, both favorable propagation and channel hardening phenomena are observed increasing values of $N_A$. Favorable propagation refers to the fact that the inner product between two different channel signatures converges to zero almost surely as the number of antennas diverges, while channel hardening refers to the fact that the squared magnitudes of the composite signatures converge to a deterministic value (that is the corresponding large scale fading coefficient multiplied by the number of antennas) as the antenna array size grows large. For finite values of the number of antennas, the favorable propagation condition can be checked by verifying that

\[
f_{k,j} \triangleq \text{var} \left( \frac{\overline{h}_{k,j}^* \overline{h}_{j,k}}{\sqrt{\mathbb{E} \{ ||\overline{h}_{k}||^2 \} \mathbb{E} \{ ||\overline{h}_{j}||^2 \}}} \right) \to 0 ,
\]  

for all $k \neq j$, when the number of antennas grow large, while the channel hardening condition is checked by verifying that

\[
f_{k,k} \triangleq \text{var} \{ ||\overline{h}_{k}||^2 / \mathbb{E} \{ ||\overline{h}_{k}||^2 \} \} \to 0 ,
\]  

for all $k$, again in the large array limiting regime. Specifically, it is easy to show that for a conventional mMIMO system (i.e., with no RIS) with $N_A$ antennas, both (15) and (16) are
proportional to $1/N_A$, and vanish as $N_A \to +\infty$. As for the proposed RIBS architecture, letting \( \mathbf{R}_{k,p} = \mathbf{HPR}_{k,p} \mathbf{H}^H \in \mathbb{C}^{N_A \times N_A} \), the term \( f_{k,j} \) is given in closed form as
\[
f_{k,j} = \frac{\text{tr}(\mathbf{R}_{k,p}\mathbf{R}_{j,p})}{\text{tr}(\mathbf{R}_{k,p})} = \frac{\sum_{\ell=1}^{N_A} \lambda_{(j)\ell}^{(k)}}{\sum_{\ell=1}^{N_A} \lambda_{(j)\ell}^{(k)}} \text{tr}(\mathbf{R}_{j,p}), \tag{17}
\]
where \( \lambda_{1}^{(k)}, \ldots, \lambda_{N_A}^{(k)}, \lambda_{1}^{(j)}, \ldots, \lambda_{N_A}^{(j)} \) and \( \lambda_{(j)1}, \ldots, \lambda_{(j)N_A} \) are the non-zero eigenvalues of the matrices \( \mathbf{R}_{k,p}, \mathbf{R}_{j,p}, \mathbf{R}_{k,p}^*, \) and \( \mathbf{R}_{j,p}^* \), respectively.

**Lemma 1**: As for the RIBS setup, \( f_{k,j} \) and \( f_{k,j} \) defined in \( \text{(15)} \) and \( \text{(16)} \), respectively, scale with \( 1/N_A \).

**Proof**: The proof readily follows by finding an upper bound of \( \text{(17)} \) and by using the maximum eigenvalue of matrix \( \mathbf{R}_{k,p} \mathbf{R}_{j,p}, \lambda_{\text{max}}^{(k,j)} \), and the minimum eigenvalue of the matrices \( \mathbf{R}_{k,p} \mathbf{R}_{j,p}^* \) and \( \mathbf{R}_{j,p} \mathbf{R}_{k,p}^* \), respectively.

\[
f_{k,j} \leq \frac{1}{N_A} \lambda_{\text{max}}^{(k,j)}/\lambda_{\text{min}}^{(j)},
\]
where \( \lambda_{\text{max}}^{(k,j)}/\lambda_{\text{min}}^{(j)} \) is the dynamic noise introduced by the active RIS in the DL, with \( \Phi_k \in \mathbb{C}^{K} \), the pilot transmitted during the training phase, assumed to be constant over the interval. Letting \( \mathbf{R}_{k,p}^* \) be the transpose of \( \mathbf{R}_{k,p} \), the proof readily follows by finding an upper bound of \( \text{(17)} \) and by using the maximum eigenvalue of matrix \( \mathbf{R}_{k,p} \mathbf{R}_{j,p}, \lambda_{\text{max}}^{(k,j)} \), and the minimum eigenvalue of the matrices \( \mathbf{R}_{k,p} \mathbf{R}_{j,p}^* \) and \( \mathbf{R}_{j,p} \mathbf{R}_{k,p}^* \), respectively.

**C. UL Training**

The UL training phase consists of \( N_R + 1 \) different pilot transmission intervals, each spanning \( N_R \) channel uses. In each interval, UE \( k \) transmits a known pilot sequence, denoted by \( \varphi_k \in \mathbb{C}^{K} \), with \( ||\varphi_k||^2 = 1 \). The pilots are thus drawn from a set of \( K \) orthonormal sequences. Denoting by \( \eta_y^p \) the UL transmit power of the UE \( k \) during the training phase, assumed to be constant over the interval, the pilot signal received at the BS during the interval \( t, t = 1, \ldots, N_R + 1 \), when the RIS configuration is characterized by \( \mathbf{P}_t = \text{diag}(p_t) \), is given by the \( (N_A \times K) \)-dimensional matrix
\[
\mathbf{y}^p_{k,t} = \sqrt{\frac{1}{N_R + 1}} \sum_{t=0}^{N_R} p_{r,t} \mathbf{G}_{k,t} \varphi_k + \delta \mathbf{H} \mathbf{P}_t \mathbf{N}_{k,t}^p + \mathbf{N}_{k,1}^p \tag{21}
\]
where \( \mathbf{N}_{k,1}^p \) is additive i.i.d. complex Gaussian noise at the BS, while the term \( \delta \mathbf{H} \mathbf{P}_t \mathbf{N}_{k,1}^p \) represents the dynamic noise contribution occurring in the case of active RIS, with the entries of \( \mathbf{N}_{k,1}^p \) being i.i.d. complex Gaussian RVs, and \( \delta \) being a binary coefficient used to distinguish the case of active RIS \( (\delta = 1) \) from the case of passive RIS \( (\delta = 0) \). The columns of \( \mathbf{G}_{k,t} \), \( \mathbf{H} \), \( \mathbf{G}_{k,\tau} \), \( \varphi_k \), and \( \mathbf{P}_t \mathbf{H} \mathbf{P}_t \) correspond to the cascaded channels from UE \( k \) to the BS through each element \( r \) of the RIS. Then, \( \text{(19)} \) can be rewritten as
\[
\mathbf{y}^p_{k,t} = \sum_{k=1}^{K} \sum_{r=1}^{N_R} q_{r,t}[\mathbf{g}_{k,\tau}]_{r} \varphi_k + \delta \mathbf{H} \mathbf{P}_t \mathbf{N}_{k,t}^p + \mathbf{N}_{k,1}^p \tag{20}
\]
considered precoding scheme, i.e., either MMSE or maximum ratio (MR). The MMSE combining vector under pCSI assumption is given by [48] Appendix C.3.2 \( \mathbf{v}_{k, \text{MMSE}}^{\text{pCSI}} = \eta_k^d \mathbf{Y}^{-1} \mathbf{G}_k \), where \( \mathbf{Y} = \sum_{i=1}^{K} \eta_i^d \mathbf{G}_i \mathbf{p}^i \mathbf{w}_i^d + \delta \mathbf{h}^d \mathbf{HPP} \mathbf{H}^d + \sigma^2 \mathbf{I}_N \), and \( \eta_i^d \) is the UL data transmit power of UE \( i \). While, the MR combining vector is \( \mathbf{v}_{k, \text{MR}}^{\text{pCSI}} = \mathbf{G}_k \mathbf{p} \).

A. Spectral Efficiency

Under the assumption of iCSI knowledge at the RIBS, the combining vectors are designed upon the channel estimates, namely \( \mathbf{v}_{k, iCSI}^{\text{pCSI}} = \mathbf{v}_{k, \text{MR}}^{\text{pCSI}} = \mathbf{G}_k \).

Given [27], the DL signal-to-interference-plus-noise ratio (SINR) at the UE \( k \), for any precoding scheme, under the assumption of pCSI knowledge at the RIBS and at the UEs is

\[
\gamma_{d,k}^{\text{pCSI}} (\mathbf{p}, \eta^d, \mathbf{G}) = \frac{\eta_k^d \left| \mathbf{p}^T \mathbf{G}_k^{\text{rCSI}} \mathbf{w}_k^{\text{pCSI}} \right|^2}{\sum_{j \neq k} \eta_j^d \left| \mathbf{p}^T \mathbf{G}_j^{\text{rCSI}} \mathbf{w}_j^{\text{pCSI}} \right|^2 + \delta \left\| \mathbf{p}^T \mathbf{H}_k \right\|^2_2 \sigma^2_R + \sigma^2_\delta},
\]

where \( \eta^d = \left[ \eta_1^d \ldots \eta_K^d \right]^T \). Consequently, assuming infinite-length codewords, an achievable ergodic spectral efficiency (SE), in bit/s/Hz, for the UE \( k \) is obtained by using the classical Shannon expression

\[
\text{SE}_{d,k}^{\text{pCSI}} = \xi \mathbb{E} \left\{ \log_2 \left( 1 + \gamma_{d,k}^{\text{pCSI}} (\mathbf{p}, \eta^d, \mathbf{G}) \right) \right\},
\]

where \( 0 < \xi < 1 \) accounts for the fraction of the coherence block used for the DL data transmission, and the expectation is taken with respect to the small-scale fading quantities.

By assuming iCSI knowledge at the BS and genie-aided UEs that know the instantaneous channel gain, an upper bound on the DL achievable SE can be obtained by [49]

\[
\text{SE}_{d,k}^{\text{p-aided}} = \xi \mathbb{E} \left\{ \log_2 \left( 1 + \gamma_{d,k}^{\text{iCSI}} (\mathbf{p}, \eta^d, \mathbf{G}) \right) \right\},
\]

where the prelog factor \( 0 < \xi < 1 \) accounts for the fraction of the coherence interval used for DL data transmission, and for the pilot overhead as \( \xi = \xi [1 - K (N_R + 1) / \tau_c] \). In (30), the SINR value \( \gamma_{d,k}^{\text{iCSI}} \) is obtained from the r.h.s. of (28) but replacing \( \{ \mathbf{w}_k^{\text{pCSI}} \} \) with \( \{ \mathbf{w}_k^{\text{iCSI}} \} \), and the expectation is taken with respect to the small-scale fading quantities.

B. Minimum-SE Maximization Problem

The SE depends on the RIS configuration, through the vector \( \mathbf{p} \), on the DL power control coefficients \( \eta^d \) and on the precoding vectors \( \{ \mathbf{w}_k \} \). In this paper, in order to show the potentialities of the proposed RIBS architecture, we consider the joint optimization of the RIS configuration and of the transmit power coefficients to maximize the minimum per-UE SE throughout all the network, under power budget and hardware constraints. The optimization problem formulates as

\[
\begin{align*}
\text{maximize} \quad & \min_k \gamma_{d,k}^{\text{iCSI}} (\mathbf{p}, \eta^d, \mathbf{G}) \quad \text{(31a)} \\
\text{s.t.} \quad & \sum_{k=1}^{K} \eta_k^d \leq (1 - \varepsilon) P_{\text{Tx,max}}^{\text{dl}}, \quad \text{(31b)} \\
& P_{\text{Tx,RIS}} (\mathbf{p}, \eta^d) \leq \varepsilon P_{\text{Tx,max}}^{\text{dl}}, \quad \text{(31c)} \\
& \| \mathbf{p} \|_1 \leq \alpha_{\text{max}}, \quad \forall i = 1, \ldots, N_R, \quad \text{(31d)} \\
& \eta_k^d \geq 0, \quad \forall k = 1, \ldots, K, \quad \text{(31e)} \\
& 0 < \varepsilon < 1, \quad \text{(31f)}
\end{align*}
\]

where \( \mathbf{X} = \{ \text{pCSI, iCSI} \} \) and \( \mathbf{G} = \{ \mathbf{G}, \mathbf{G}_k \} \), according to the information available at the BS. The available overall DL transmit power budget is denoted by \( P_{\text{Tx,max}}^{\text{dl}} \) and \( \alpha_{\text{max}} \) denotes the maximum amplification factor of the single RIS element. In the case of active RIBS, the DL power budget should be optimally split between the RIS and the BS. Hence, the optimization is also carried out with respect to \( \varepsilon \) defined as the fraction of \( P_{\text{Tx,max}}^{\text{dl}} \) allocated to the RIS and \( (1 - \varepsilon) P_{\text{Tx,max}}^{\text{dl}} \) represents the transmit power available at the BS. While, \( P_{\text{Tx,RIS}}^{\text{dl}} (\mathbf{p}, \eta^d) \) denotes the effective transmit power at the RIS, which is function of both \( \mathbf{p} \) and \( \eta^d \). In the case of passive RIBS, \( P_{\text{Tx,max}}^{\text{dl}} \) is entirely allocated at the BS, thus \( \varepsilon = 0 \) and the constraints (31c), (31f) are deactivated. Moreover, it holds that the entries of \( \mathbf{p} \) must have unit modulus, i.e., \( a_{\text{max}} = 1 \).

Ideally, the optimization of the RIS phase-shifts and of the DL transmit powers should be joint. However, such a joint optimization leads to a well-known non-convex problem with respect to \( \mathbf{p} \) and \( \eta^d \). To circumvent this limitation, in the next section we propose a practical solution to Problem (31), for both active and passive RIS configurations.

IV. System Optimization

We resort to the alternating optimization approach [50] to solve Problem (31). We firstly initialize the values of \( \eta^d \) and solve the problem with respect to \( \mathbf{p} \). Then, given the optimal values of \( \mathbf{p} \), we solve the problem with respect to \( \eta^d \). The process repeats until the objective function converges or the maximum number of iterations is reached.

A. Optimization of the RIS Phase-shifts

While in a traditional communication system UEs’ channels are fully determined by the propagation environment, in a RIS-aided communication system the propagation environment can be conveniently shaped by fine-tuning the elements of the RIS. The BS is in charge of the RIS fine-tuning, which is carried out upon the acquired CSI to maximize the minimum per-UE SE throughout all the network. If perfect CSI knowledge is assumed, then the BS is able to exactly compute (29) upon the information available and to optimize the RIS configuration accordingly. If imperfect CSI knowledge is assumed, then the BS is not able to exactly compute (29), as \( \mathbf{G} \) is not available. In this regard, we assume that the BS cooks up its own SE metric upon the channel estimates as

\[
\text{SE}_{d,k}^{\text{iCSI}} = \xi \mathbb{E} \left\{ \log_2 \left( 1 + \gamma_{d,k}^{\text{iCSI}} (\mathbf{p}, \eta^d, \mathbf{G}) \right) \right\},
\]

where \( \gamma_{d,k}^{\text{iCSI}} \) is the UL data transmit power of UE \( i \) and \( \hat{\mathbf{G}}_k \) is the least-squares solution of the system of equations \( \hat{\mathbf{H}}_k \mathbf{r}_i \mathbf{H}_i = \hat{\mathbf{G}}_k \mathbf{r}_i \). The SE expression in (32) is used by the BS only as a support to the RIS optimization in case of iCSI knowledge.
1) Passive RIS: In this case, the entries of \( p \) must have unit modulus (i.e., hardware constraint), and \( \delta = 0 \). Hence, the optimization problem is formulated as

\[
\begin{align*}
\operatorname{maximize} & \quad p, \varrho \\
\text{s.t.} & \quad \gamma_{d,k}^x(p, G) \geq \varrho, \\
& \quad ||p||_1 \leq 1, \quad \forall i = 1, \ldots, N_R.
\end{align*}
\]

The power coefficients \( \eta^d \) are constant and pre-determined at this stage. Problem (34) is nonconvex, due to both the nonconvexity of the objective function and of the constraints. Firstly, we relax the constraint by setting \( ||p||_1 \leq 1, \forall i = 1, \ldots, N_R \). The optimal solution will be finally normalized so as to meet the element-wise unit modulus constraint. Then, we rewrite (34) in epigraph form as

\[
\begin{align*}
\operatorname{maximize} & \quad \varrho \\
\text{s.t.} & \quad \gamma_{d,k}^x(p, G) \geq \varrho, \\
& \quad ||p||_1 \leq 1, \quad \forall i = 1, \ldots, N_R.
\end{align*}
\]

Problem (35) can be efficiently solved with respect to \( \varrho \) via bisection method [51], but it is still nonconvex in \( p \). Next, we convexify the constraint (35b). Let \( \text{num}(p, G) \) and \( \text{den}(p, G) \) be the numerator and the denominator of the effective SINR, \( \gamma_{d,k}^x(p, G) \). Then, (35b) can be written as

\[
\varrho \text{ den}(p, G) - \text{num}(p, G) \leq 0.
\]

Let us enforce the precoding vectors to be constant with respect to \( p \). Under these circumstances, both \( \text{num}(p, G) \) and \( \text{den}(p, G) \) are quadratic functions, hence convex functions, in \( p \). However, even for a fixed value of \( \varrho \) (i.e., for each iteration of the bisection search), (36) is still nonconvex since it is the difference of two convex functions. As any convex function is lower-bounded by its Taylor expansion around any given point, \( p_0 \), a convex constraint is obtained by replacing \( \text{num}(p, G) \) with its first-order Taylor expansion \( \text{num}(p_0, G) \) in (36) as

\[
\varrho \text{ den}(p, G) - \text{num}(p_0, G) \leq 0,
\]

where

\[
\begin{align*}
\text{num}(p_n, p_0, G) &= p_0^T A_{k,k} p_0^* + 2R \left\{ p_0^T A_{k,k} (p - p_0) \right\}, \\
\text{den}(p_n, G) &= \text{det}(G_k - \delta^2 G_{k,k} (p_n - p_0)).
\end{align*}
\]

Algorithm 1 Optimization of the passive RIS phase-shifts

**Input:** A feasible \( p_0 \), \( n = 1 \), tolerance \( \epsilon > 0 \), \( \eta^d \), CSI to compute \( \gamma_{d,k}(p_0, G) \) and \( \eta_{\text{min}} \) selected from the range of relevant values of \( \gamma_{d,k}^x(p_0, G) \);

1. Compute \( \{w_n^k\} \) upon \( p_0 \) and \( \{A_{k,k}^{(0)}\} \) accordingly;
2. repeat % Bisection algorithm
3. \( \varrho \leftarrow (\eta_{\text{min}} + \eta_{\text{max}}) / 2 \);
4. Solve feasibility problem (39);
5. if (39) is unfeasible then \( \eta_{\text{max}} \leftarrow \varrho \),
6. else \( \eta_{\text{min}} \leftarrow \varrho \),
7. \( p^n \leftarrow p^n \)
8. Compute \( \{w_n^k\} \) upon \( p_n \) and \( \{A_{k,k}^{(n)}\} \) accordingly;
9. until \( \eta_{\text{max}} - \eta_{\text{min}} \leq \epsilon \)

**Output:** \( p = \exp(j \arg(p^*)) \).

2) Active RIS: In this case, the entries of \( p \) are constrained to have modulus smaller than a maximum value, denoted by \( \alpha_{\text{max}} \), and \( \delta = 1 \). In addition, the active RIS is subject to a power constraint that is function of \( p \). In line with the power consumption model presented in [52], we define \( P_r \) as the power consumed by the \( r \)-th reflecting element of the active RIS with \( r = 1, \ldots, N_R \), given by the sum of a traffic-independent component (TIP) and a traffic-dependent component (TDP). The former includes the switch and control circuit power consumption, \( P_c \), and the digital converter biasing power consumption, \( P_{dc} \). The latter is a linear function of the active RIS transmit power \( P_{tx,r}(p, \eta^d) \). Hence, the total power consumption at the active RIS, assuming \( N_R \) identical reflecting elements, is given by

\[
P_{\text{RIS}} = \sum_{r=1}^{N_R} P_r = N_R (P_c + P_{dc}) + \sum_{r=1}^{N_R} P_{tx,r}(p, \eta^d),
\]

where \( \eta \) is the efficiency of the amplifiers. \( P_{tx,r}(p, \eta^d) \) is the only term of (33) being dependent on \( p \) and \( \eta^d \), and thereby involved in the optimization. We can omit the dependence on \( \eta^d \) at this stage, and compute \( P_{\text{RIS}}(p) \). In the DL, the received
Algorithm 2 Optimization of the active RIS phase-shifts

Input: A feasible $p_0$, $n = 1$, tolerance $\epsilon > 0$, $\eta^d$, CSI to compute $\gamma_{\delta,k}(p_0, G)$, $\gamma_{\text{max}}$ and $\gamma_{\text{min}}$ selected from the range of relevant values of $\gamma_{\delta,k}(p_0, G)$, $\gamma_{\text{max}}$, $\epsilon F_{\text{tx, max}}$

1: Compute $\{w_k^e\}$ upon $p_0$ and $\{A_k^{(n)}\}$ accordingly;
2: repeat % Bisection algorithm
3: $\phi \leftarrow (\gamma_{\text{max}} + \gamma_{\text{min}}) / 2$;
4: Solve feasibility problem (48);
5: if (48) is feasible then $\phi_{\text{min}} \leftarrow \phi$;
6: else
7: $\phi_{\text{max}} \leftarrow \phi$;
8: $p^* \leftarrow p_n$;
9: Compute $\{w_k^e\}$ upon $p_n$ and $\{A_k^{(n)}\}$ accordingly;
10: $n \leftarrow n + 1$;
11: end if
12: until $\phi_{\text{max}} - \phi_{\text{min}} \leq \epsilon$

Output: $p^*$.

Algorithm 3 Optimal power control with passive RIS

Input: Pre-determined value of $p$, CSI to compute $\gamma_{\delta,k}(\eta^d, G)$, $\gamma_{\text{max}}$ and $\gamma_{\text{min}}$ selected from the range of relevant values of $\gamma_{\delta,k}(\eta^d, G)$, tolerance $\nu > 0$.

1: repeat % Bisection algorithm
2: $\phi \leftarrow (\gamma_{\text{max}} + \gamma_{\text{min}}) / 2$;
3: Solve feasibility problem (54);
4: if (54) is feasible then $\phi_{\text{min}} \leftarrow \phi$ else $\phi_{\text{max}} \leftarrow \phi$;
5: until $\phi_{\text{max}} - \phi_{\text{min}} \leq \nu$

Output: $\eta^d$.

B. Optimization of the DL Transmit Power

We now consider the problem of optimizing the DL transmit powers, $\eta^d$, while the RIS phase-shifts are pre-determined.

1) Passive RIS: In this case $\delta = 0$, hence the optimization problem is formulated as

maximize $\eta^d$ subject to $\gamma_{\delta,k}(\eta^d, G)$

s.t. $\sum_{k=1}^{K} \eta^d_k \leq \epsilon F_{\text{tx, max}}$

where $\gamma_{\delta,k}(\eta^d, G)$ is the SE maximization problem.

2) Active RIS: In this case, the available DL transmit power budget, $\epsilon F_{\text{tx, max}}$, must be properly split between BS and RIS.
Algorithm 4 Optimal power control with active RIS

Input: Pre-determined value of \( p \), CSI to compute \( \gamma_{d,k}^a(\eta^d, G) \), \( \vartheta_{\text{max}} \) and \( \vartheta_{\text{min}} \) selected from the range of relevant values of \( \gamma_{d,k}^a(\eta^d, G) \), tolerance \( \nu > \nu_{\text{tol}} \).\( P_{\text{tx,max}} \).

1: repeat % Bisection algorithm
2: \( \vartheta \leftarrow (\vartheta_{\text{min}} + \vartheta_{\text{max}})/2 \);
3: Solve feasibility problem (55);
4: if (55) is unfeasible then \( \vartheta_{\text{max}} \leftarrow \vartheta \) else \( \vartheta_{\text{min}} \leftarrow \vartheta \);
5: until \( \vartheta_{\text{max}} - \vartheta_{\text{min}} \leq \nu \)

Output: \( \eta^d, \vartheta \).

Algorithm 5 Joint allocation of RIS phases & DL powers

Input: CSI to compute \( \gamma_{d,k}^a(\eta^d, G) \), \( P_{\text{tx,max}} \), \( \vartheta_{\text{max}} \), initial power split \( \varepsilon_0 \), max number of iterations \( I_{\text{max}} \), \( \chi = 0.001 \).

%% Initialization
1: Draw a random \( p_0 \) and scale it according to (42) or (49);
2: \( \eta_0^d \leftarrow K \cdot [(1-\varepsilon_0)P_{\text{tx,max}}/K] \);
3: if \( \varepsilon_0 = 0 \) then either adjust \( p_0 \) via (50) or \( \eta_0^d \) via (51);
4: Compute SINR \( \eta^d,\vartheta,\varepsilon \).
5: repeat % Alternate Optimization
6: \( i \leftarrow i + 1 \);
7: Run Alg. 1 or Alg. 2 Let \( p_i \) denote its output;
8: Run Alg. 3 or Alg. 4 Let \( \eta_i^d, \vartheta_i, \varepsilon_i \) denote its output;
9: Compute SINR \( \eta^d,\vartheta,\varepsilon \), \( \min_{k \in K} \gamma_{d,k}^a(\eta_i, \vartheta_i, G) \);
10: until \( |\text{SINR}_i - \text{SINR}_{i-1}| \leq \chi \) or \( i = I_{\text{max}} \)

Output: \( p_i, \eta_i^d, \vartheta_i, \varepsilon, \gamma_{d,k}^a(\eta_i, \vartheta_i, G), \forall k = 1, \ldots, K \).

To this end, a joint optimization of \( \varepsilon \) and \( \eta^d \) is thus necessary. All this translates into the following feasibility problem:

\[
\begin{align*}
\text{find } & \eta^d, \varepsilon, \\
\text{s.t. } & \eta^d_{k,j} g_{k,j} - \sum_{j \neq k}^{K} \eta^d_{j,k} g_{k,j} - \delta h_{k} - \sigma_k^2 \geq 0, \quad (55a) \\
& \sum_{k=1}^{K} \eta^d_{k} \leq (1-\varepsilon) P_{\text{tx,max}}, \quad (55b) \\
& \eta^d_{k} \geq 0, \quad \forall k = 1, \ldots, K, \quad (55c) \\
& 0 < \varepsilon < 1, \quad (55d)
\end{align*}
\]

where we recall that \( B \) is a linear function of the entries of \( \eta^d \), as shown in (46). Algorithm 3 summarizes the steps taken to optimize the power split between the BS and the active RIS, and the transmit powers of the RIBS.

C. RIS Phase-Shifts and DL Powers Alternate Optimization

Algorithm 5 describes the alternate optimization of the RIS phase-shifts and the DL transmit powers. The initialization step consists in randomly drawing the phase-shifts vector \( p_0 \) and scale its value either according to (42) or (49) in case of passive, respectively, active RIS. In addition, the transmit powers \( \eta^d \) are simply initialized dividing the available power budget at the BS, \( (1-\varepsilon_0) P_{\text{tx,max}} \), by the number of UEs. We notice that \( \varepsilon_0 = 0 \) in case of passive RIS. Hence, nonzero values of \( \varepsilon_0 \) imply that we are in case of active RIS. In this case, the values of either \( p_0 \) or \( \eta^d_0 \) must be further adjusted via (50) or (51), respectively, to meet the power constraint (48a) at the active RIS. The alternate optimization step consists in iteratively running either Algorithm 4 and Algorithm 5 in case of passive RIS or Algorithm 2 and Algorithm 4 in case of active RIS. The Algorithm for the RIS phase-shifts optimization requires the following input: \( \eta^d, \vartheta, \varepsilon \) (equal to 1 in case of passive RIS), \( P_{\text{tx,max}}^d \), and \( \varepsilon \) (equal to 0 in case of passive RIS). Its output, \( p \), constitutes the input to the Algorithm for the transmit power optimization. The latter returns the optimal values of \( \eta^d \) and \( \varepsilon \) (in case of active RIS), which in turn, are the inputs to the Algorithm for the RIS phase-shift optimization at the next iteration of the alternate optimization routine. The convergence of Algorithm 5 is guaranteed by the alternate optimization framework. In each step, the algorithm fixes one set of variables (either the RIS phase-shifts or the DL transmit powers) and optimizes the other. This ensures that the minimum SINR is non-decreasing at each iteration. Since the SINR is bounded from below and above (it cannot increase indefinitely), the alternating optimization process will eventually converge to a local optimum, not necessarily the global optimum, yet to a solution where further improvements are not possible. Lastly, Algorithm 5 uses a stopping criterion based on the convergence of the SINR or reaching a maximum number of iterations. This ensures that the algorithm does not run indefinitely and terminates when the improvement in SINR becomes negligible or when a predefined iteration limit is reached.

Computational Complexity Analysis: As for the phase-shift optimization, both Algorithms 1 and 2 require to solve quadratically constrained quadratic programs (QCQPs), i.e., (43) and (48), respectively. The computational complexity of a QCQP grows polynomially in the number of optimization variables, \( N_R \), that is the size of the vector \( p \). Hence, the complexity of Algorithm 1 and 2 coincides and is given by

\[
O \left( \log_2 \left( \frac{\vartheta_{\text{max}} - \vartheta_{\text{min}}}{\nu} \right) N_R^2 \right),
\]

where the logarithmic factor denotes the number of iterations for convergence of the bisection search, while \( \vartheta \) is a parameter depending on the implementation of the interior point method (e.g., \( \vartheta = 3.5 \)). As for the DL transmit power optimization, Algorithm 5 requires to solve a convex linear problem in \( K \) optimization variables, whereas Algorithm 5 requires to solve a convex quadratic optimization problem in \( K+1 \) optimization variables with a convex quadratic constraint (55a). Generalizing the complexity of the DL power optimization is

\[
O \left( \log_2 \left( \frac{\vartheta_{\text{max}} - \vartheta_{\text{min}}}{\nu} \right) K \right),
\]

where \( \tilde{K} = K - \text{Algorithm 3} \) and \( \tilde{K} = (K+1)^{\vartheta} \) for Algorithm 5. By combining the above results, the overall complexity of Algorithm 5 is given by

\[
O \left( \sum_{k=1}^{\tilde{K}} \log_2 \left( \frac{\vartheta_{\text{max}} - \vartheta_{\text{min}}}{\nu} \right) K + \log_2 \left( \frac{\vartheta_{\text{max}} - \vartheta_{\text{min}}}{\nu} \right) N_R^2 \right),
\]

where \( \mathcal{I}_{\text{eff}} \) represents the effective number of iterations until the minimum SINR converges (likely much smaller than \( I_{\text{max}} \)) as we experienced in our simulations.

V. NUMERICAL RESULTS

A. Simulation Scenario and Settings

We consider a BS with \( N_R^B = N_A = 4 \), i.e., \( N_A = 16 \) antennas and an RIS with \( N_R^R = N_R = 8 \), i.e., \( N_A = 64 \), elements serving \( K = 8 \) UEs, unless otherwise stated. The RIS height is \( h_{\text{RIS}} = 10 \) m, while the BS height is \( h_{\text{BS}} = 10.27 \) m. The
two-dimensional location of the RIBS is (0, 0), where the unit is meters, while the UEs are uniformly distributed at random in the 200 m × 200 m area that extends from (0, −100) to (200, 100). We assume that UE’s height is 1.5 m, and the minimum 3D distance between the RIBS and any UE is 20 m. The carrier frequency and the bandwidth are \( f_c = 1.9 \text{ GHz} \) and \( B = 20 \text{ MHz} \), respectively. The large-scale fading coefficients \( \{ \beta_k \} \) are modelled according to (14). The channel correlation matrices \( \{ R_k \} \) are generated by using the local scattering model (21) assuming half-wavelength spaced RIS elements, and jointly Gaussian angular distributions of the multipath components around the nominal azimuth and elevation angles. The random variations in the azimuth and elevation angles are assumed to be independent, and the corresponding angular standard deviations (ASDs) are equal to 15°, which represents strong spatial channel correlation. We set \( P_{\text{UL}}^\text{max} = 40 \text{ W} \), the UL pilot power \( \eta_k^p = \eta_k^p = 200 \text{ mW, } \forall k \). Finally, we assume a noise power spectral density of -174 dBm/Hz, with a 5 dB noise figure of the receiver.

B. Performance Assessment

Firstly, we compare the BS-to-RIS channel gain obtained by using the channel models described in Section II-A. Fig. 2 shows the squared Frobenius norm of the channel matrix \( \mathbf{H} \) as a function of \( D/\lambda \), i.e., the distance from the RIS to the BS normalized by the wavelength. \( \mathbf{H} \) given by (14) captures the near-field effects and generalizes (4), which is only valid for far-field communications. Indeed, we observe that (4) significantly underestimates the channel gain in the near-field zone, that is for values of \( D/\lambda < 20 \), more than one order of magnitude as compared to the channel gain accurately computed via (14). In the far-field zone, i.e., \( D/\lambda > 20 \), the gap between the two channel gains reduces, eventually differing by a multiplicative constant. Importantly, in the considered simulation scenario, we observe that \( \| \mathbf{H} \|_F^2 \) is maximum in correspondence of \( D = 3.21 \lambda \) which gives the optimal relative distance between RIS and BS. Hence, in order to achieve the most positive benefits on the SE, in all the subsequent simulations, we consider \( D = 3.21 \lambda \).

In Figs. 3 and 4 we report the cumulative distribution function (CDF) of the DL SE per UE achieved by the proposed RIBS with either a passive or an active RIS, and using either MR or MMSE precoding, respectively. Moreover, we consider both the SE achieved under perfect CSI (pCSI) and imperfect CSI (iCSI) assumption, obtained from (29) and (30), respectively. As for the active RIBS optimization discussed in Section IV, we show the results obtained by using both the initialization strategies for Algorithm (5) proposed in (50) and (51), for which we used the notation \( (p_0) \) and \( (\eta_k^p) \) in the figure legend, respectively. The former determines a set of feasible RIS phase shifts and power control coefficients, for a given initial value of \( \varepsilon \), by fine-tuning the initial phase shift vector \( p_0 \) so as to meet the power constraint at the RIS. The latter determines a set of feasible RIS phase shifts and power control coefficients, for a given initial value of \( \varepsilon \), by fine-tuning the initial vector of the power control coefficients \( \eta^p \) so as to meet the power constraint at the RIS. The SE achieved by the RIBS is compared with the SE achievable by a co-located mMIMO BS with \( M \) antennas, available overall DL power budget being equal. For the performance comparison to be fair, we consider that mMIMO implements the max-min fairness power control as described in [48, Section 7.1.1]. Moreover, notice that the uplink training duration is \( \tau_p = K \) for the mMIMO case and \( \tau_p = K(N_R + 1) \) for the RIBS case.

RIBS equipped with either a passive or an active RIS, and using either MR or MMSE precoding, respectively. Moreover, we consider both the SE achieved under perfect CSI (pCSI) and imperfect CSI (iCSI) assumption, obtained from (29) and (30), respectively. As for the active RIBS optimization discussed in Section IV, we show the results obtained by using both the initialization strategies for Algorithm (5) proposed in (50) and (51), for which we used the notation \( (p_0) \) and \( (\eta_k^p) \) in the figure legend, respectively. The former determines a set of feasible RIS phase shifts and power control coefficients, for a given initial value of \( \varepsilon \), by fine-tuning the initial phase shift vector \( p_0 \) so as to meet the power constraint at the RIS. The latter determines a set of feasible RIS phase shifts and power control coefficients, for a given initial value of \( \varepsilon \), by fine-tuning the initial vector of the power control coefficients \( \eta^p \) so as to meet the power constraint at the RIS. The SE achieved by the RIBS is compared with the SE achievable by a co-located mMIMO BS with \( M \) antennas, available overall DL power budget being equal. For the performance comparison to be fair, we consider that mMIMO implements the max-min fairness power control as described in [48, Section 7.1.1]. Moreover, notice that the uplink training duration is \( \tau_p = K \) for the mMIMO case and \( \tau_p = K(N_R + 1) \) for the RIBS case.

Fig. 3 shows that, in case of pCSI, the active RIBS outperforms the mMIMO system with 16 and 36 antennas, while the passive RIBS outperforms the mMIMO with 16 antennas. This significant SE improvement is justified by a higher number of degrees of freedom provided by the active RIBS. Under the assumption of iCSI, unfortunately, the minimum SE maximization strategy loses its effectiveness if MR is employed at the RIBS. Let us recall that, in case of iCSI, the SE expression involved in the proposed joint optimization problem is given by (32), computed upon the information available at the RIBS. While, the SE values reported in all the figures are obtained by inserting the optimal solutions of Algorithm (5) into the SE expression in (30). The SE expressions (32) and (30) clearly coincide under the assumption of pCSI. Hence, the negative impact of the channel estimation error on the SE is amplified when using MR, and especially in presence of the dynamic noise introduced by the active RIBS. The ineffectiveness of the max-min fairness SE optimization in case of iCSI and MR motivates the long tail of the SE CDF in Fig. 4 and the inability of equalizing the SE achieved by the UEs with better
conditions in favor of the UEs with worse channel conditions.

On the other hand, MMSE precoding is able to overcome this limitation thanks to its capability of mitigating the interference, including that caused by the channel estimation error and by the dynamic noise in case of active RIBS. This aspect is clearly observable in Fig. 4 which shows the DL achievable SE assuming MMSE. Notably, Fig. 4 also reveals that both mMIMO and active RIBS can largely benefit from a more sophisticated precoding strategy, with the active RIBS uniformly outperforming mMIMO with 16 antennas and providing the same 95%-likely SE achieved by mMIMO with 36 antennas, namely with more than the double of the active antenna elements of the RIBS. Hence, performance being equal, the proposed RIBS architecture, equipped with an active RIS, provides a significant saving in terms of power consumption with respect to co-located mMIMO, since the required extra power for an active RIS reflective element is at most 10 mW [36], while the required power for RF chains and amplifiers of an active array is about 1 W per antenna element [48, Section 5.4]. This leads, in the considered scenario, to the RIBS achieving a power saving of about 20 W compared to mMIMO, basically determined by the difference in the number of antenna elements at the respective active arrays, that is \( M - N_A \). Despite the use of MMSE precoding, the passive RIBS is not able to improve its performance. The latter demonstrates how crucial the fine-tuning of the RIS element amplification factor is to enhance the DL SE. As a final comment, we observe that the initialization strategies for Algorithm 5 proposed in (50) and (51) perform equally well for MMSE, while the strategy in (51) pays off for MR. This result further demonstrates that, even at the first iteration of Algorithm 5, it is more beneficial to constrain the transmit powers than the RIS phase-shifts, which are the only countermeasures to the interference, instead of the opposite. Conversely, the SE achieved by MMSE is less sensitive to the initial feasible set of the optimization problem.

In Fig. 5 we show how the transmit power is split between BS and RIS in an active RIBS, both for MMSE and MR, and considering the two aforementioned initialization strategies. The simulation settings are the same as those used to produce the results in Figs. 3 and 4. Regardless of the precoding scheme, a larger share of power is allocated at the BS rather than at the RIS, as expected. Interestingly, more power is allocated at the RIS in MMSE compared to that in the case of MR. Indeed, MMSE precoding aims at minimizing the interference, which can be achieved only by fully leveraging the degrees of freedom provided by the optimization of the RIS phase-shifts. Conversely, MR aims at maximizing the power of the desired signal which can be attained by employing as much “active” transmit power as possible.

In Fig. 6 we investigate the impact of the downtilt angle of the BS’s UPA with respect to the RIS’s UPA. Here, \( K = 8, N_A = 16, N_R = 64, \alpha = \pi/6 \) and \( \alpha_{\text{max}} = 5 \).
performance variation for the optimal power split value resulting from Algorithm 5 elements, \(N\), beneficial, as shown in Figs. 6 and 7.

On the other hand, increasing \(N\) requires allocating more power at the BS than "reflective" power at the RIS, which, for sufficiently large values of \(\alpha\), may eventually lead to a SE degradation. Indeed, the optimal power split value resulting from Algorithm 5 consistently suggests that allocating more "active" transmit power at the BS than "reflective" power at the RIS is more beneficial, as shown in Figs. 6 and 7.

In Fig. 9, we investigate the impact of the number of RIS elements, \(N_R\), and of the number of UEs, \(K\), on the achievable DL SE per UE. As we may observe, the increase of \(N_R\), from 64 to 100, degrades the SE achieved by the passive RIBS. This degradation is due to two aspects: (i) the channel estimation accuracy which depends on the \(N_A\) active antennas and is negatively influenced by the increase of \(N_R\) and (ii) additional interference caused by an increased number of RIS reflections that becomes harder to mitigate despite the use of MMSE precoding. On the other hand, the increase of \(N_R\), from 64 to 100, has a negligible impact on SE achieved by the active RIBS which can better handle the additional interference via RIS phase-shift optimization by resorting to degrees of freedom provided by the non-unitary RIS element amplification factor. As expected, the increase in the number of UEs, from 8 to 12, uniformly lowers the SE per UE, due to the higher amount of multi-user interference in the network.

This interference may possibly be suppressed by increasing the number of antennas at the BS, \(N_A\), to make MMSE precoding more effective.

VI. CONCLUSIONS AND FUTURE WORKS

We proposed a reconfigurable intelligent base station (RIBS) consisting of a small planar antenna array illuminating a built-in RIS in its near field, along with a multiuser beamforming design achieving comparable performance with that of fully-digital co-located mMIMO systems with larger active arrays, hence resulting in a reduced hardware complexity and thereby leading to a more cost-effective and energy-efficient solution. The key idea is to serve the UEs via reflection by the RIS upon joint optimization of the RIS phase-shifts and DL transmit powers to achieve high gain and high directivity of the beams, and to maximize the minimum SE in the network.

We provided a detailed analysis including: (i) the derivation of a closed-form expression for the BS-to-RIS channel that captures the near-field effects; (ii) the derivation of an achievable DL SE expression accounting for both active and passive RIS and imperfect CSI at the RIBS; (iii) an alternate optimization to jointly determine the RIS phase-shifts, the DL powers, and the fraction of power split between BS and RIS that maximizes the minimum SE in the network; and (iv) insights on favorable propagation and channel hardening concerning the link from the BS to the UE via the RIS.

The key findings of this study are summarized as follows:
- the RIBS with an active RIS greatly outperforms conventional massive MIMO systems, number of RF chains being equal, showing up to a 50% improvement in SE.
- User fairness is especially guaranteed when adopting MMSE precoding thanks to its capability of mitigating the interference, including that caused by the channel estimation error and by the active RIS dynamic noise. The fairness optimization resulted in a 30% gain in SE uniformity across UEs, ensuring that no single user experiences a significant performance drop.
- RIBS with active RIS was shown to achieve better SE due to its ability to both amplify and phase-shift the incoming signals, whereas the passive RIS, while still effective, showed more modest improvements.
- Our analysis demonstrated that channel hardening and favorable propagation, key advantages of massive MIMO systems, can also be approached with the RIBS setup. However, they do not benefit from the use of an RIS.
- A proper and accurate characterization of the near-field channel between RIS and BS enables an optimal design-
ing of the RIBS by selecting the best relative distance between BS and RIS that yields the highest channel gain. The proposed RIBS structure can be reasonably appealing for beyond-5G networks, where high performance is required with reduced energy consumption and lower hardware costs. The RIBS system is particularly suited for dense urban environments or areas with heavy signal blockage, offering improved control over the wireless environment through RIS technology.

Future research could extend the RIBS concept to explore applications such as user localization and tracking, leveraging RIS for precise positioning, thereby enhancing the accuracy of location-based services. Additionally, further exploration of multiuser scenarios, as well as RIS deployment in different environmental settings, could provide deeper insights into the practical deployment and optimization of RIS-aided communication systems. For instance, the proposed RIBS architecture would only be able to serve UEs within a 180-degree range. A possible setup enabling to serve UEs with a 360-degree range would consist in deploying two RIBS back to back or, as an alternative, a simultaneously transmitting and reflecting reconfigurable intelligent surface (STAR-RIS) [58], which is able to reflect and refract (transmit), thus serving UEs on both sides of the transmitter. The analysis of such systems are undoubtedly an interesting research direction for future works. Finally, a valuable extension of our work would consist in investigating well-established optimization methods, such as majorization-minimization, manifold and semidefinite relaxation, for RIBS equipped with active RIS, as their performance and effectiveness in this context remain an open area of research [57].

APPENDIX

BS-TO-RIS NEAR-FIELD CHANNEL

We provide the analytical steps to derive the closed-form expression (6). Here, we assume that the received signal’s phase variations are negligible over the RIS area. Let us begin with considering the expression of the complex-valued channel in the xy-plane from an arbitrary antenna of the BS’s UPA located in $(x_A, y_A, z_A)$ to an arbitrary element of the RIS located in $(x_R, y_R, z_R)$, and placed in its radiative near field [26 Appendix A]. For the sake of brevity, we herein omit the indices $m$ and $n$ that identify the BS antenna and the RIS element, respectively. We consider the following integral:

$$I = \int_{-\delta_X/2}^{\delta_X/2} \int_{-\delta_Y/2}^{\delta_Y/2} \int_{A_x}^{C_x} f(x, y, \bar{x}, \bar{y}) \, dx \, dy \, dx \, dy \, dx \, dy,$$

where

$$f(x, y, \bar{x}, \bar{y}) = \frac{z_A \left[(y - \bar{y})^2 + z_A^2\right]}{\left[(x - \bar{X})^2 + (y - \bar{y})^2 + z_A^2\right]^{5/2}},$$

denotes the channel gain along the z-axis, and

$$A_x = \frac{\Delta_c \sin(\gamma + \Delta_\phi)}{2 \sin(\Delta_\phi/2)}, \quad B_x = \frac{\Delta_c \sin \gamma}{2 \sin(\Delta_\phi/2)}.$$

By using the same approach as in [58], we rotate the integration domain by 90 degrees. This step allows us to reformulate (58) as the sum of nine two-dimensional integrals, as shown in (59) at the top of the this page. Notice that $x_1, \ldots, x_4$ and $y_1, \ldots, y_4$ in (59) were defined in Section II-A for an arbitrary BS antenna $m$ and RIS element $n$. These integrals can be computed in closed form yielding (6).
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