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Abstract
We study the problem of computing energy density in one-dimensional quantum systems. We show that the ground-state energy per site or per bond can be computed in time (i) independent of the system size and subexponential in the desired precision if the ground state satisfies area laws for the Renyi entanglement entropy (this is the first rigorous formulation of the folklore that area laws imply efficient matrix-product-state algorithms); (ii) independent of the system size and polynomial in the desired precision if the system is gapped. As a by-product, we prove that in the presence of area laws (or even an energy gap) the ground state can be approximated by a positive semidefinite matrix product operator of bond dimension independent of the system size and subpolynomial in the desired precision of local properties.

1 Introduction
The quantum PCP conjecture [2] is an assertion about the computational complexity of the ground-state energy per bond on general interaction graphs [6]. It is one of the most prominent open problems for theoretical computer scientists in the emerging field of quantum Hamiltonian complexity [14]. Furthermore, computing energy density on regular lattices is a fundamental problem in condensed matter physics. Here we present a comprehensive study of this problem in one-dimensional (1D) quantum systems.

Consider a Hamiltonian $H = \sum_{i=1}^{n-1} H_i$ on a chain of $n$ spins (qudits), where $H_i$ acts on the spins $i$ and $i + 1$ (nearest-neighbor interaction). Without loss of generality, assume $\|H_i\| \leq 1$ and $\lambda(H_i) = 0$, where $\lambda(\cdots)$ denotes the ground-state energy of a Hamiltonian. We would like to compute the energy density $\lambda(H)/n$ to precision $\delta$, where $\delta = \Theta(1)$ is an (arbitrarily small) constant. We begin with a general result.

Lemma 1. $\lambda(H)/n \pm \delta$ can be computed in time $2^{O(1/\delta)}$ with probability at least 0.999.

Proof. We divide the system into $n\delta/2$ blocks, each of which consists of $2/\delta$ spins (we assume both $n\delta/2$ and $2/\delta$ are integers for convenience). In particular, define $H' = \sum_{i=1}^{n\delta/2} H'_i$ with $H'_i = \sum_{j=1}^{2/\delta-1} H_{2i/\delta+j}$ acting on the spins $2i/\delta + 1, 2i/\delta + 2, \ldots, 2(i+1)/\delta$. Let $i_1, i_2, \ldots, i_m$ with $m =$
O(1/\delta^2) be independent uniform random variables on \{1, 2, \ldots, n\delta/2\}. The Chernoff bound implies

\[ \|H - H'\| = \left\| \sum_{i=1}^{n\delta/2} H_{2i/\delta} \right\| \leq n\delta/2 \Rightarrow 0 \leq \lambda(H)/n - \lambda(H')/n \leq \delta/2 \]

\[ \Rightarrow \Pr \left( \left\| \lambda(H)/n - \frac{\delta}{2m} \sum_{k=1}^{m} \lambda(H'_{ik}) \right\| \geq \delta \right) \leq \Pr \left( \left\| \lambda(H')/n - \frac{\delta}{2m} \sum_{k=1}^{m} \lambda(H'_{ik}) \right\| \geq \delta/2 \right) \]

\[ \leq \exp(-\Omega(m\delta^2)) \leq 0.001. \]  

As each \( \lambda(H'_{ik}) \) can be computed by exact diagonalization, and the running time of the algorithm is \( m \exp(O(1/\delta)) = \exp(O(1/\delta)) \).

\[ \]

\( \square \)

**Remark.** This algorithm is an efficient polynomial-time randomized approximation scheme (EPRAS) but not a fully polynomial-time randomized approximation scheme (FPRAS). Here, a randomized \( f(1/\delta) \) poly\((n)\)-time algorithm is an EPRAS \((f \) can be any function), and a randomized \( \text{poly}(n/\delta) \)-time algorithm is an FPRAS. As computing \( \lambda(H) \) to precision \( \delta = 1/\text{poly}(n) \) is QMA-complete \([3, 4]\), an FPRAS in general 1D quantum systems is believed to be impossible.

The algorithm of Lemma 1 is inefficient both in theory and in practice because its running time grows exponentially with \( 1/\delta \). In this paper, we improve the scaling in \( 1/\delta \) in the presence of area laws for entanglement or even an energy gap.

## 2 Computing energy density in the presence of area laws

A folklore in condensed matter physics is that in 1D a (ground) state can be efficiently represented by a matrix product state (MPS) if it satisfies an area law for entanglement; then, it is likely that the MPS representation of the ground state can be found efficiently using the (heuristic) DMRG algorithm \([19, 20]\). In this section, we give the first rigorous formulation of this folklore. In particular, we show that the ground-state energy density \( \lambda(H)/n \) can be computed to precision \( \delta \) in time independent of \( n \) and subexponential in \( 1/\delta \) if the ground state satisfies area laws for the Renyi entanglement entropy (a function \( f(x) \) is subexponential if \( f(x) = o(\exp(x^c)) \) for any constant \( c > 0 \)). As a by-product, we prove that in the presence of area laws the ground state can be approximated by a positive semidefinite matrix product operator (MPO) of bond dimension independent of \( n \) and subpolynomial in the precision of local properties.

We use the Renyi entanglement entropy because an area law for (or even logarithmic divergence of) the Renyi entanglement entropy \( R_\alpha(0 < \alpha < 1) \) implies efficient MPS representations \([15]\). In contrast, an area law for the von Neumann entanglement entropy does not necessarily imply efficient MPS representations (see \([17]\) for a counterexample), although the von Neumann entanglement entropy is the most popular measure of entanglement (for pure states) in quantum information and condensed matter theory.

### 2.1 Preliminaries

MPS is a data structure underlying DMRG-like algorithms.

**Definition 1** (Matrix product state (MPS) \([15, 8]\)). Let \( d = \Theta(1) \) be the local dimension of each spin, and \( \{|jk\}_{j_k=1}^{d} \) be the computational basis of the Hilbert space of the spin \( k \). Suppose \( \{D_k\}_{k=1}^{n+1} \)
with $D_1 = D_{n+1} = 1$ is a sequence of positive integers. An MPS with open boundary conditions takes the form

$$|\psi\rangle = \sum_{j_1, j_2, \ldots, j_n=1}^d A_{j_1}^{[1]} A_{j_2}^{[2]} \cdots A_{j_n}^{[n]} |j_1 j_2 \cdots j_n\rangle,$$

(2)

where $A_{jk}^{[k]}$ is a matrix of size $D_k \times D_{k+1}$. Define $D = \max\{D_k\}_{k=1}^{n+1}$ as the bond dimension of the MPS $|\psi\rangle$.

Remark. Any state can be expressed exactly as an MPS of bond dimension $D = \exp(O(n))$, and an MPS representation is efficient if $D = \text{poly}(n)$.

Any MPS can be transformed into the so-called canonical form [15] with the same bond dimension such that

$$\sum_{j=1}^d A_j^{[k]} A_j^{[k]^\dagger} = I, \quad \sum_{j=1}^d A_j^{[k]^\dagger} \Lambda^{[k]} A_j^{[k]} = \Lambda^{[k+1]},$$

(3)

where $\Lambda^{[k]} = \text{diag}\{(\lambda_1^{[k]}), (\lambda_2^{[k]}), \ldots\}$ with $\lambda_1^{[k]} \geq \lambda_2^{[k]} \geq \cdots > 0$ the Schmidt coefficients across the cut $k-1/k$ in nonascending order. In the remainder of this section, we will use the canonical condition [3] extensively.

MPO is the operator analog of MPS.

**Definition 2** (Matrix product operator (MPO)). Let $\{\sigma_{jk}\}_{jk=1}^{d^2}$ be a basis of the space of operators on the spin $k$. Suppose $\{D_k\}_{k=1}^{n+1}$ with $D_1 = D_{n+1} = 1$ is a sequence of positive integers. An MPO with open boundary conditions takes the form

$$K = \sum_{j_1, j_2, \ldots, j_n=1}^{d^2} \left(A_{j_1}^{[1]} A_{j_2}^{[2]} \cdots A_{j_n}^{[n]}\right) \sigma_{j_1} \otimes \sigma_{j_2} \otimes \cdots \otimes \sigma_{j_n},$$

(4)

where $A_{jk}^{[k]}$ is a matrix of size $D_k \times D_{k+1}$. Similarly, define $D = \max\{D_k\}_{k=1}^{n+1}$ as the bond dimension of the MPO $K$.

Remark. Any operator can be expressed exactly as an MPO of bond dimension $D = \exp(O(n))$.

**Definition 3** (Entanglement entropy). The Renyi entanglement entropy $R_\alpha(0 < \alpha < 1)$ of a bipartite (pure) quantum state $\rho_{AB}$ is defined as

$$R_\alpha(\rho_A) = (1 - \alpha)^{-1} \log \text{tr} \rho_A^{\alpha},$$

(5)

where $\rho_A = \text{tr}_B \rho_{AB}$ is the reduced density matrix. The von Neumann entanglement entropy is defined as

$$S(\rho_A) = -\text{tr}(\rho_A \log \rho_A) = \lim_{\alpha \to 1-} R_\alpha(\rho_A).$$

(6)

Remark. As $R_\alpha$ is a monotonically decreasing function of $\alpha$, an area law for $R_\alpha$ implies that for $R_\beta$ if $\alpha \leq \beta$.

Fixing a cut, the truncation error can be upper bounded as follows.

**Lemma 2** ([18]). Let $\lambda_1 \geq \lambda_2 \geq \cdots > 0$ with $\sum_j \lambda_j^2 = 1$ be the Schmidt coefficients across the cut in nonascending order. Then,

$$\varepsilon_D := \sum_{j \geq D+1} \lambda_j^2 \leq \exp((1 - \alpha)(R_\alpha - \log D)/\alpha).$$

(7)
Minimizing the energy over MPS of constant bond dimension can be done efficiently by dynamic
programming (or the transfer matrix method in statistical mechanics).

**Lemma 3** ([16,1]). Let \( \mathcal{MPS}_D \) be the set of all normalized MPS of bond dimension \( D \), and \( H \) be a local Hamiltonian on a chain of \( n \) spins. Then \( \min_{|\psi\rangle \in \mathcal{MPS}_D} \langle \psi | H | \psi \rangle \) can be computed to precision \( 1/\text{poly}(n) \) in time \( n^{O(D^2)} \).

### 2.2 Approximation of local properties

As errors may accumulate while truncating each bond, it is unlikely that the ground-state wave
function can be approximated up to a small constant error (measured by fidelity) by an MPS of
bond dimension independent of the system size, even if there is an energy gap. In this subsection,
we prove that in the presence of area laws the ground state can be approximated by a positive
semidefinite MPO of bond dimension independent of the system size and subpolynomial in the
precision of local properties (a function \( f(x) \) is subpolynomial if \( f(x) = o(x^c) \) for any constant
\( c > 0 \), i.e., it grows slower than any power of \( x \)).

**Lemma 4.** There exists a positive semidefinite MPO \( \rho_D \) of bond dimension \( D^2 \) such that
\[
\left| \langle \psi | \hat{O} | \psi \rangle - \text{tr} \left( \rho_D \hat{O} \right) \right| \leq O(\sqrt{\varepsilon_D}), \quad \varepsilon_D := \max_{j \geq D+1} \left( \lambda_j^{[k]} \right)^2
\]
for any local operator \( \hat{O} \) with bounded norm, where \( \{\lambda_j^{[k]}\}_{j \geq 1} \) are the Schmidt coefficients of \( |\psi\rangle \)
across the cut \( k \) in nonascending order.

**Proof.** We express \( |\psi\rangle \) exactly as an MPS [2] of bond dimension \( \exp(O(n)) \) in the canonical form
(3), and define an MPO \( \rho_D \) of bond dimension \( D^2 \) as
\[
\rho_D = \sum_{i_1, j_1, i_2, j_2, \ldots, i_n, j_n = 1}^{d} B_{i_1,j_1}^{[1]} B_{i_2,j_2}^{[2]} \cdots B_{i_n,j_n}^{[n]} |i_1 i_2 \cdots i_n\rangle \langle j_1 j_2 \cdots j_n|.
\]
In the bulk, \( B_{i,j}^{[k]} \) is a matrix of size \( D^2 \times D^2 \); at the boundaries, \( B_{i_1,j_1}^{[1]} \) and \( B_{i_n,j_n}^{[n]} \) are row
and column vectors of length \( D^2 \), respectively. Without loss of generality, we will only work
in the bulk in the remainder of this proof. The rows of \( B_{i,j}^{[k]} \) are labeled by two indices \( \alpha, \alpha' \) for
\( \alpha, \alpha' = 1,2,\ldots,D \), and the columns of \( B_{i,j}^{[k]} \) are labeled by \( \beta, \beta' \) for \( \beta, \beta' = 1,2,\ldots,D \). Let
\( A_j^{[k]} := (\lambda_j^{[k]})^2 \) and \( S:= \{1, D+1, D+2, \ldots\} \). Define \( x_s^{[k]} = \sqrt{A_s^{[k]}/\sum_{t \in S} A_t^{[k]}} \) if \( s \in S \) and \( x_s^{[k]} = 1 \)
otherwise. The matrix elements of \( B_{i,j}^{[k]} \) are given by
\[
B_{i,j}^{[k]}(\alpha = \alpha' = 1; \beta = \beta' = 1) = \sum_{s,t \in S} A_i^{[k]}(s,t) A_j^{[k]}(s,t) \left( x_s^{[k]} \right)^2,
\]
\[
B_{i,j}^{[k]}(\alpha = \alpha' = 1; \beta + \beta' \geq 3) = \sum_{s \in S} A_i^{[k]}(s,\beta) A_j^{[k]}(s,\beta') \left( x_s^{[k]} \right)^2,
\]
\[
B_{i,j}^{[k]}(\alpha + \alpha' \geq 3; \beta = \beta' = 1) = \sum_{t \in S} A_i^{[k]}(\alpha,t) A_j^{[k]}(\alpha',t) x_{\alpha}^{[k]} x_{\alpha'}^{[k]},
\]
\[
B_{i,j}^{[k]}(\alpha + \alpha' \geq 3; \beta + \beta' \geq 3) = A_i^{[k]}(\alpha,\beta) A_j^{[k]}(\alpha',\beta') x_{\alpha}^{[k]} x_{\alpha'}^{[k]},
\]
where (e.g.) $A_i^k(s,t)$ is the element in the $s$th row and $t$th column of $A_i^k$. Define $\tilde{\Lambda}_s^k = \sum_{t \in S} A_i^k$ if $s \in S$ and $\tilde{\Lambda}_s^k = \Lambda_s^k$ otherwise. The matrices $B_{i,j}^k$ satisfy a pair of conditions similar to (3):

$$\sum_{\beta,\beta'} B_{i,i}^k(\alpha, \alpha'; \beta, \beta') \delta_{\beta\beta'} = \delta_{\alpha\alpha'}, \quad \sum_{\alpha, \alpha'} B_{i,i}^k(\alpha, \alpha'; \beta, \beta') \delta_{\alpha\alpha'} \tilde{\Lambda}_s^k = \delta_{\beta\beta'} \tilde{\Lambda}_s^{k+1}. \quad (11)$$

Indeed,

$$\sum_{\beta,\beta'} B_{i,i}^k(\alpha = \alpha' = 1; \beta, \beta') \delta_{\beta\beta'} = \sum_{s \in S, i} A_i^k(s,t) A_i^k(s,t) \left( x_s^k \right)^2 = \sum_{s \in S} \left( x_s^k \right)^2 = 1, \quad (12)$$

$$\sum_{\beta,\beta'} B_{i,i}^k(\alpha + \alpha' \geq 3; \beta, \beta') \delta_{\beta\beta'} = \sum_{t,i} A_i^k(\alpha, t) A_i^k(\alpha', t) x_{\alpha}^k x_{\alpha'}^k = \delta_{\alpha\alpha'} x_{\alpha}^k x_{\alpha'}^k = \delta_{\alpha\alpha'}, \quad (13)$$

$$\sum_{\alpha, \alpha', i} B_{i,i}^k(\alpha, \alpha'; \beta = \beta' = 1) \delta_{\alpha\alpha'} \tilde{\Lambda}_s^k = \sum_{s, i} A_i^k(s,t) A_i^k(s,t) \left( x_s^k \right)^2 \tilde{\Lambda}_s^k = \sum_{t \in S, s,i} A_i^k(s,t) A_i^k(s,t) \left( x_s^k \right)^2 \tilde{\Lambda}_s^k, \quad (14)$$

$$\sum_{\alpha, \alpha', i} B_{i,i}^k(\alpha, \alpha'; \beta + \beta' \geq 3) \delta_{\alpha\alpha'} \tilde{\Lambda}_s^k = \sum_{s, i} A_i^k(s, \beta) A_i^k(s, \beta') \left( x_s^k \right)^2 \tilde{\Lambda}_s^k = \sum_{s, i} A_i^k(s, \beta) A_i^k(s, \beta') \left( x_s^k \right)^2 \tilde{\Lambda}_s^k. \quad (15)$$

Assume without loss of generality that $\hat{O}$ is a 2-local operator on the spins $k-1$ and $k$. Let $\{ | \tilde{i}^k \rangle \}_{i=1}^d$ be the computational basis of the Hilbert space of the spin $k$. The matrix elements of the reduced density matrix $\rho_D^{[k-1,k]}$ of $\rho_D$ on the support of $\hat{O}$ are

$$\rho_D^{[k-1,k]}(j, j'; i, i') := \langle j^{[k-1]}_{\tilde{i}} | j'^{[k]}_{\tilde{i}} \rangle \rho_D^{[k-1,k]} | j^{[k-1]}_{\tilde{i}} \rangle \langle j'^{[k]}_{\tilde{i}} |,$n

$$= \sum_{s', t' \in S, s,t \geq 1} A_i^{k-1}(s, t') A_i^{k-1}(s, t') \Lambda_s^{k-1} A_i^k(s, t) A_i^k(s, t) \left( x_s^k \right)^2 \delta_{\beta\beta'},$$

$$+ \sum_{\alpha + \beta \geq 3, s,t} A_i^{k-1}(s, \alpha) A_i^{k-1}(s, \beta) \Lambda_s^{k-1} A_i^k(\alpha, t) A_i^k(\beta, t) x_{\alpha}^k x_{\beta}^k,$$

$$= s_0^j \delta_{j,j'} + s_1^j \delta_{j,j'},$$

(16)

where

$$s_0^j \delta_{j,j'} = \sum_{s, t, \alpha, \beta} A_i^{k-1}(s, \alpha) A_i^{k-1}(s, \beta) \Lambda_s^{k-1} A_i^k(\alpha, t) A_i^k(\beta, t) x_{\alpha}^k x_{\beta}^k,$$

(17)

$$s_1^j \delta_{j,j'} = \sum_{s', t', s' + t' \geq 3, s, t} A_i^{k-1}(s, t') A_i^{k-1}(s, t') \Lambda_s^{k-1} A_i^k(s, t) A_i^k(s, t) \left( x_s^k \right)^2.$$

(18)

Let

$$L_{s,t,s',t'} := A_i^{k-1}(s, t') \sqrt{\Lambda_s^{k-1} A_i^k(s, t) x_s^k},$$

(19)
such that

\[
    s_{j,j';i,i'}^{s_1} = \sum_{s',t', s' + t' \geq 3, s, t} L_{s,t,s',t', s', t'}^i \Rightarrow |s_{j,j';i,i'}^{s_1}| \leq \frac{1}{2} \sum_{s', t', s' + t' \geq 3, s, t} |L_{s,t,s',t'}^{i,i'}|^2 + |L_{s,t,s',t'}^{j,j'}|^2
\]

\[
    \Rightarrow \sum_{i,i', j,j'} |s_{j,j';i,i'}^{s_1}| \leq \sum_{s', t', s' + t' \geq 3, s, t} L_{s,t,s',t'}^{i,i'} L_{s,t,s',t'}^{j,j'}
\]

\[
    = d^2 \sum_{s', t', s' + t' \geq 3, s, t, i, i'} A_i^{[k-1]}(s, t') A_s^{[k-1]}(s', t) A_{i'}^{[k]}(s, t) \left( x_{s'} \right)^2
\]

\[
    = d^2 \sum_{s', t' \geq 3, s, t} A_{i'}^{[k]}(x_{s'})^2 = \frac{d^2 \sum_{s', t' \geq 3} A_{i'}^{[k]} A_s^{[k]} \Lambda_s^{[k]} \sum_{r \in S} \Lambda_r^{[k]}}{d^2 \sum_{s \geq D+1} \Lambda_s^{[k]} \leq 2d^2 \sum_{s \geq D+1} \Lambda_s^{[k]} \leq 2d^2 \varepsilon D. \tag{20}
\]

Let \( P = \text{diag}\{1, 1, \ldots, 1, 0, 0, \ldots\} \) with \( tr\, P = D \) and \( P_1 = \text{diag}\{1, 0, 0, \ldots\} \leq P \). The matrix elements of the reduced density matrix \( \rho^{[k-1,k]} \) of \( |\psi \rangle \langle \psi| \) on the support of \( \tilde{O} \) are

\[
    \rho^{[k-1,k]}(j, j'; i, i') := \langle j^{[k-1]} | j^{[k]} | i^{[k-1]} | i^{[k]} \rangle = \text{tr} \left( A_i^{[k-1]} \Lambda_{i}^{[k-1]} A_{i'}^{[k]} A_{j'}^{[k] \dagger} \right)
\]

\[
    = r_0^{j,j';i,i'} + r_1^{j,j';i,i'} + r_2^{j,j';i,i'}, \tag{21}
\]

where

\[
    r_0^{j,j';i,i'} = \text{tr} \left( A_i^{[k-1]} \Lambda_{i}^{[k-1]} A_{i'}^{[k]} A_{j'}^{[k] \dagger} \right),
\]

\[
    r_1^{j,j';i,i'} = \text{tr} \left( A_i^{[k-1]} \Lambda_{i}^{[k-1]} A_{i'}^{[k]} A_{j'}^{[k] \dagger} (1 - P) \right),
\]

\[
    r_2^{j,j';i,i'} = \text{tr} \left( A_i^{[k-1]} \Lambda_{i}^{[k-1]} A_{i'}^{[k]} (1 - P) A_{j'}^{[k] \dagger} \right). \tag{22}
\]

Using the Cauchy-Schwarz inequality,

\[
    \sum_{i,i', j,j'} |r_1^{i,i' ; j,j'}| = \sum_{i,i', j,j'} \left| \text{tr} \left( \sqrt{\Lambda_{i}^{[k-1]} A_i^{[k-1]} A_{i'}^{[k]} A_{j'}^{[k] \dagger} (1 - P) A_{j'}^{[k]} \Lambda_{i}^{[k-1]} A_i^{[k-1]} A_{i'}^{[k] \dagger} \right) \right|
\]

\[
    \leq \sqrt{\sum_{i,i', j,j'} \text{tr} \left( A_i^{[k]} A_{i'}^{[k] \dagger} \Lambda_{i}^{[k-1]} A_i^{[k-1]} A_{i'}^{[k] \dagger} \right) \text{tr} \left( A_i^{[k]} A_{i'}^{[k] \dagger} \Lambda_{i}^{[k-1]} A_i^{[k-1]} A_{i'}^{[k] \dagger} \right)}
\]

\[
    \times \sqrt{\sum_{i,i', j,j'} \text{tr} \left( A_{j'}^{[k]} (1 - P) A_{j'}^{[k]} \Lambda_{i}^{[k-1]} A_i^{[k-1]} A_{j'}^{[k]} (1 - P) A_{j'}^{[k]} \right)}
\]

\[
    \leq \sqrt{d^2 \text{tr}(P \Lambda^{[k]} P) d^2 \text{tr}((1 - P) \Lambda^{[k]} (1 - P))} = d^2 \sqrt{\sum_{s \leq D} \Lambda_s^{[k]} \sum_{s \geq D+1} \Lambda_s^{[k]} \leq d^2 \sum_{s \geq D+1} \Lambda_s^{[k]} \leq d^2 \varepsilon D. \tag{23}
\]

Similarly,

\[
    \sum_{i,i', j,j'} |r_2^{i,i' ; j,j'}| \leq \sqrt{d^2 \text{tr}(\Lambda^{[k]} \Lambda^{[k]} (1 - P))} = d^2 \sqrt{\sum_{s \geq D+1} \Lambda_s^{[k]} \leq d^2 \varepsilon D. \tag{24}
\]
Using the Cauchy-Schwarz inequality,
\[
\rho_0^{i,j';i',i''} = \sum_{\alpha, \beta \leq D,s,t} A_i^{[k-1]}(s, \alpha) A_j^{[k-1]}(s, \beta) \Lambda^{[k-1]}_{s,\alpha} A_i^{[k]}(\alpha, t) A_j^{[k]}(\beta, t)
\]
\[
\Rightarrow \sum_{i,j',j''} |\rho_0^{i,j';i',i''} - \rho_{0}^{i,j';i',i'''}| 
\leq \sum_{\alpha, \beta \leq D,s,t,i,i',i''} \left| A_i^{[k-1]}(s, \alpha) A_j^{[k-1]}(s, \beta) \Lambda^{[k-1]}_{s,\alpha} A_i^{[k]}(\alpha, t) A_j^{[k]}(\beta, t) \right| \left( 1 - x_{[k]}^{[s]} \right)
\leq \sum_{\alpha, \beta \leq D,s,t,i,i',i''} \left| A_i^{[k-1]}(s, \alpha) A_j^{[k-1]}(s, \beta) \Lambda^{[k-1]}_{s,\alpha} A_i^{[k]}(\alpha, t) A_j^{[k]}(\beta, t) \right| \left( 1 - x_{[k]}^{[s]} + 1 - x_{[k]} \right)
\leq \left( 1 - x_{[k]}^{[s]} \right) \left( d^2 \sqrt{\Lambda^{[k]}_{s}} \sum_{s \leq D} A_{s}^{[k]} + d^2 \sqrt{\Lambda^{[k]}_{s}} \sum_{s \leq D} A_{s}^{[k]} \right) \leq 2d^2 \sqrt{\Lambda^{[k]}_{1}} \left( 1 - x_{[k]}^{[s]} \right)
\leq 2d^2 \frac{\lambda_{[k]}^{[1]} \left( 1 - \lambda_{[k]}^{[1]} / \sqrt{\left( \lambda_{[1]}^{[1]} \right)^2 + \varepsilon_D} \right)}{\lambda_{[k]}^{[1]} + \varepsilon_D / \lambda_{[1]}^{[1]} + \sqrt{\left( \lambda_{[1]}^{[1]} \right)^2 + \varepsilon_D}}
\leq 2d^2 \lambda_{[k]}^{[1]} \leq 2d^2 \varepsilon_D / \left( 2\lambda_{[k]}^{[1]} + \varepsilon_D / \lambda_{[1]}^{[1]} \right).
\] (25)

Finally, \( \rho_0^{[k-1]} \) follows from

\[
\sum_{i,j',j''} \left| \rho_{[k-1]}^{[k-1]}(j, j'; i, i'') - \rho_{[k-1]}^{[k-1]}(j, j'; i, i') \right| 
\leq \sum_{i,j',j''} \left| \rho_0^{i,j';i',i''} + r_0^{i,j';i',i''} - s_{[k]}^{i,j';i',i''} \right| 
\leq d^2 \varepsilon_D + d^2 \varepsilon_D + d^2 \varepsilon_D + 2d^2 \varepsilon_D = O(\varepsilon_D)
\Rightarrow \left\| \rho_{[k-1]}^{[k-1]} - \rho_{[k-1]}^{[k-1]} \right\| = O(\varepsilon_D).
\] (26)

as \( d = \Theta(1) \) is an absolute constant.

**Theorem 1.** Suppose \( |\psi \rangle \) satisfies an area law for the Renyi entanglement entropy \( R_\alpha \) (across any cut). Then there exists an MPO \( \rho \) of bond dimension \( \exp(2R_\alpha)O(1/\delta)^{4\alpha/(1-\alpha)} \) such that

\[
\left| \langle \psi | \hat{O} | \psi \rangle - \text{tr} \left( \rho \hat{O} \right) \right| \leq \delta
\] (27)

for any local operator \( \hat{O} \) with bounded norm.

**Proof.** This is an immediate consequence of Lemmas 2, 4. In particular,

\[
\delta = O(\varepsilon_D) \leq O(\exp((1 - \alpha)(R_\alpha - \log D) / (2\alpha))) \Rightarrow D^2 = \exp(2R_\alpha)O(1/\delta)^{4\alpha/(1-\alpha)}.
\] (28)

**Remark.** If \( |\psi \rangle \) satisfies area laws for the Renyi entanglement entropy \( R_\psi \), then the bond dimension is independent of \( n \) and subpolynomial in \( 1/\delta \).
2.3 Algorithm and analysis

**Theorem 2.** Suppose the ground state $|\psi\rangle$ of a local Hamiltonian $H$ on a chain of $n$ spins satisfies an area law for the Renyi entanglement entropy $R_\alpha$ (across any cut). Then there exists an MPS $|\phi\rangle$ of bond dimension $D = \exp(R_\alpha)O(1/\delta)^{2\alpha/(1-\alpha)}$ such that

$$
\langle \phi | H | \phi \rangle \leq \lambda(H) + n\delta. \quad (29)
$$

**Proof.** Recall that $\rho_D$ is an MPO of bond dimension $D^2$ such that for any local operator $\hat{O}$ with bounded norm,

$$
\text{tr} \left( \rho_D \hat{O} \right) \leq \langle \psi | \hat{O} | \psi \rangle + \delta \Rightarrow \text{tr}(\rho_D H) \leq \langle \psi | H | \psi \rangle + n\delta. \quad (30)
$$

The matrices defined in $\cite{10}$ can be expressed as a sum of many terms: $B_{i,j}^{[k]} = \sum_{p,q} C_{i,j,p,q}^{[k]}$, where $C_{i,j,p,q}^{[k]}$ is a matrix of size $D^2 \times D^2$ (except at the boundaries). In particular, the matrix elements of $C_{i,j,p,q}^{[k]}$ are given by

$$
C_{i,j,p,q}^{[k]}(\alpha,\alpha';\beta,\beta') = A_i^{[k]}(\alpha,\beta)A_j^{[k]}(\alpha',\beta')x_{\alpha}^{[k]}x_{\alpha'}^{[k]}, \quad (31)
$$

$$
C_{i,j,p,q}^{[k]}(\alpha,\alpha';\beta,\beta') = A_i^{[k]}(\alpha,\beta)A_j^{[k]}(\alpha',\beta')x_{\alpha}^{[k]}x_{\alpha'}^{[k]}, \quad (32)
$$

$$
C_{i,j,p,q}^{[k]}(\alpha,\alpha';\beta,\beta') = A_i^{[k]}(\alpha,\beta)A_j^{[k]}(\alpha',\beta')x_{\alpha}^{[k]}x_{\alpha'}^{[k]}, \quad (33)
$$

$$
C_{i,j,p,q}^{[k]}(\alpha,\alpha';\beta,\beta') = A_i^{[k]}(\alpha,\beta)A_j^{[k]}(\alpha',\beta')x_{\alpha}^{[k]}x_{\alpha'}^{[k]}, \quad (34)
$$

$$
C_{i,j,p,q}^{[k]}(\alpha,\alpha';\beta,\beta') = A_i^{[k]}(\alpha,\beta)A_j^{[k]}(\alpha',\beta')x_{\alpha}^{[k]}x_{\alpha'}^{[k]}, \quad (35)
$$

Thus, the MPO $\rho_D$ can be expressed as a sum of many MPO of bond dimension $D^2$:

$$
\rho_D = \sum_{p_1,q_1,p_2,q_2,\ldots} P_{p_1,q_1,p_2,q_2,\ldots} \rho_D^{p_1,q_1,p_2,q_2,\ldots}, \quad (36)
$$

where

$$
\rho_D^{p_1,q_1,p_2,q_2,\ldots} = \sum_{i_1,j_1,i_2,j_2,\ldots} \left( C_{i_1,j_1,p_1,q_1}^{[1]} C_{i_2,j_2,p_2,q_2}^{[2]} \cdots C_{i_n,j_n,p_n,q_n}^{[n]} \right) |i_1i_2\cdots i_n\rangle \langle j_1j_2\cdots j_n|. \quad (37)
$$

We observe that each $\rho_D^{p_1,q_1,p_2,q_2,\ldots}$ is the density matrix of an unnormalized (pure) MPS of bond dimension $D$. Hence $\cite{30}$ implies that one of them (still denoted by $\rho_D^{p_1,q_1,p_2,q_2,\ldots}$) satisfies

$$
\text{tr}(\rho_D^{p_1,q_1,p_2,q_2,\ldots} H)/\text{tr} \rho_D^{p_1,q_1,p_2,q_2,\ldots} \leq \langle \psi | H | \psi \rangle + n\delta, \quad (38)
$$

and we complete the proof by normalizing $\rho_D^{p_1,q_1,p_2,q_2,\ldots}$.

Let $\hat{O}(x) := O(x \text{ poly log } x)$ hide a polylogarithmic factor.

**Theorem 3.** Suppose the ground state $|\psi\rangle$ of a local Hamiltonian $H$ on a chain of $n$ spins satisfies an area law for the Renyi entanglement entropy $R_\alpha$ (across any cut). Then $\lambda(H)/n \pm \delta$ can be computed in time $\exp(\exp(2R_\alpha)\hat{O}(1/\delta)^{4\alpha/(1-\alpha)})$ with probability at least 0.999.
Proof. We divide the system into \( n\delta/2 \) blocks, each of which consists of \( 2/\delta \) spins. In particular, define \( H' = \sum_{i=1}^{n\delta/2} H'_i \) with \( H'_i = \sum_{j=1}^{2^{i-1}} H_{2i/\delta + j} \) acting on the spins \( 2i/\delta + 1, 2i/\delta + 2, \ldots, 2(i+1)/\delta \). Theorem 2 implies an MPS \( |\phi\rangle \) of bond dimension \( D = \exp(R_\alpha)\tilde{O}(1/\delta)^{2\alpha/(1-\alpha)} \) such that

\[
\langle \phi | H | \phi \rangle \leq \lambda(H) + n\delta/2.
\]

The Schmidt decomposition of \( |\phi\rangle \) across the cut \( 2i/\delta | 2i/\delta + 1 \) implies

\[
|\phi\rangle = \sum_{j=1}^{D} \lambda_j |L_j\rangle |R_j\rangle \Rightarrow \langle \phi | H'_i | \phi \rangle = \sum_{j=1}^{D} \lambda_j^2 \langle R_j | H'_i | R_j \rangle \Rightarrow \exists k_i, \text{ s. t. } \langle R_k | H'_i | R_k \rangle \leq \langle \phi | H'_i | \phi \rangle.
\]

As \( |R_k\rangle \) is an MPS of bond dimension \( D \), the Schmidt decomposition across the cut \( 2(i+1)/\delta | 2(i+1)/\delta + 1 \) implies

\[
|R'_{k_i}\rangle = \sum_{j=1}^{D} \lambda_j |L'_j\rangle |R'_j\rangle \Rightarrow \langle R_k | H'_i | R_k \rangle = \sum_{j=1}^{D} \lambda_j^2 \langle L'_j | H'_i | L'_j \rangle
\]

\[
\Rightarrow \exists k'_i, \text{ s. t. } \langle L'_k | H'_i | L'_k \rangle \leq \langle R_k | H'_i | R_k \rangle \leq \langle \phi | H'_i | \phi \rangle
\]

\[
\Rightarrow \lambda(H) - n\delta/2 \leq \lambda(H') = \sum_{i=1}^{n\delta/2} \lambda(H'_i) \leq \sum_{i=1}^{n\delta/2} \langle L'_k | H'_i | L'_k \rangle \leq \sum_{i=1}^{n\delta/2} \langle \phi | H'_i | \phi \rangle
\]

\[
\Rightarrow \langle \phi | H'_i | \phi \rangle \leq \langle \phi | H | \phi \rangle \leq \lambda(H) + n\delta/2.
\]

As \( |L'_k\rangle \) is an MPS of bond dimension \( D \), Lemma 3 implies that a number between \( \lambda(H'_i) \) and \( \langle L'_k | H'_i | L'_k \rangle \) can be computed in time \( (1/\delta)^{O(D^2)} \). Finally, a randomized algorithm with running time \( O(1/\delta^2)(1/\delta)^{O(D^2)} = \exp(\exp(2R_\alpha)\tilde{O}(1/\delta)^{4\alpha/(1-\alpha)}) \) follows from the proof of Lemma 4. \( \square \)

Remark. If \( |\psi\rangle \) satisfies area laws for the Renyi entanglement entropy \( R_{\psi_\alpha} \), then the running time is independent of \( n \) and subexponential in \( 1/\delta \).

3 Computing energy density in the presence of an energy gap

3.1 Introduction

As an energy gap implies area laws for the Renyi entanglement entropy \( R_{\psi_\alpha} \), all results in Section 2 apply. In particular, to approximate local properties the bond dimension of the MPO is subpolynomial in \( 1/\delta \) (Theorem 7), and to compute the ground-state energy density the running time of the algorithm is subexponential in \( 1/\delta \) (Theorem 8). Indeed, the scaling in \( 1/\delta \) can be obtained precisely.

Let \( |\Psi_0\rangle \) and \( \epsilon \) be the ground state and the energy gap of \( H \), respectively. Since we are interested in the regime \( 1/\delta \) is large, we assume \( 1/\delta \gg 1/\epsilon \). Some \( \epsilon \)-dependent subpolynomial (e.g., \( 2^{\tilde{O}(\epsilon^{-1/4}\log^{3/4}(1/\delta))} \)) and constant (e.g., \( 2^{\tilde{O}(1/\epsilon)} \)) factors will appear below. If not dominant (e.g., accompanied with \( \text{poly}(1/\delta) \)), depending on the context they may be neglected or kept for simplicity or clarity, respectively.

Let \( \tilde{\Omega}(x) := \Omega(x/\text{poly log } x) \) hide a polylogarithmic factor. As a by-product of the proof of the area law for entanglement, the truncation error can be upper bounded as follows.
Lemma 5 ([10]). Let \( \{\lambda_i\} \) be the Schmidt coefficients of \( |\Psi_0\rangle \) across a cut. Then,
\[
D = 2^{O(1/\epsilon + \epsilon^{-1/4} \log^{3/4}(1/\epsilon D))}, \quad \epsilon_D := \sum_{i \geq D+1} \lambda_i^2.
\]

Then, it is straightforward to obtain a pair of corollaries.

Corollary 1. There exists a positive semidefinite MPO \( \rho \) of bond dimension \( 2^{O(1/\epsilon + \epsilon^{-1/4} \log^{3/4}(1/\delta))} \) such that
\[
|\langle \psi | \hat{O} | \psi \rangle - \text{tr} (\rho \hat{O})| \leq \delta
\]
for any local operator \( \hat{O} \) with bounded norm.

Corollary 2. \( \lambda(H)/n \pm \delta \) can be computed in time \( 2^{O(\epsilon^{-1/4} \log^{3/4}(1/\delta))} \) with probability at least 0.999.

Our goal is to improve the scaling in \( 1/\delta \). The main result of this section is

Theorem 4 (FPRAS for computing ground-state energy density of 1D gapped Hamiltonians). \( \lambda(H)/n \pm O(\delta) \) can be computed in time \( (1/\delta)^{O(1)} \) with probability at least 0.999.

Proof. Recall \( H = \sum_{i=1}^{n-1} H_i \), where \( 0 \leq H_i \leq 1 \) acts on the spins \( i \) and \( i+1 \). Following the proof of Lemma [11] we divide \( H \) the system into \( n \delta \) blocks, each of which consists of \( 1/\delta \) spins. In particular, define \( H' = \sum_{i=1}^{n \delta} H_i' \) with \( H_i' = \sum_{j=1}^{1/\delta - 1} H_{i/\delta+j} \) acting on the spins \( i/\delta + 1, i/\delta + 2, \ldots, (i+1)/\delta \). Then, it suffices to prove Lemma [11].

Let \( \mathcal{H} \) be the Hilbert space \( (\mathbb{C}^d)^\otimes n \) of the system \( n \) qudits and \( \mathcal{H}_{[i_l,i_r]} = (\mathbb{C}^d)^\otimes (i_r - i_l + 1) \) be the Hilbert space of the spins with indices in the interval \([i_l,i_r]\). Let \( \epsilon_L = \lambda(\sum_{j=1}^{i_l-s} H_j) \) and \( \epsilon_R = \lambda(\sum_{j=i_r+s+1}^{n-1} H_j) \). Define
\[
H^\leq_L := \left( \sum_{j=1}^{i_l-s-1} H_j - \epsilon_L \right) P^\leq_L + t (1 - P^\leq_L),
\]
where \( P^\leq_L \) is the projection onto the subspace spanned by the eigenstates of \( \sum_{j=1}^{i_l-s-1} H_j \) with energies at most \( \epsilon_L + t \); similarly we define \( H^\leq_R \). Let
\[
H^\leq := H^\leq_L + H_{i_l-s} + H_{i_l-s+1} + \cdots + H_{i_r+s} + H^\leq_R \leq i_r - i_l + 2s + 2t + 1.
\]
be a 1D Hamiltonian which is local on \( \mathcal{H}_{[i_l-s+1,i_r+s]} \). Let \( |\Psi'_0\rangle \) and \( \epsilon' \) be the ground state and the energy gap of \( H^\leq \), respectively.

Lemma 6 ([10]). For \( t \geq O(\log \epsilon^{-1}) \),
(a) \( 0 \leq \lambda(H) - \lambda(H^\leq) - \epsilon_L - \epsilon_R \leq 2^{-\Omega(t)} \);
(b) \( |\langle \Psi'_0 | \Psi_0 \rangle| \geq 1 - 2^{-\Omega(t)} \);
(c) \( \epsilon' \geq \epsilon / 10 \).

Definition 4 (support set). For any interval \([i_l,i_r]\), \( S \subseteq \mathcal{H}_{[i_l,i_r]} \) with \( k \leq \epsilon \) is a \((k,s,b,\Delta_e \text{ or } \Delta_f)\)-support set if there exists a state \( |\psi\rangle \in \mathcal{H} \) (called a witness for \( S \)) such that
(i) the reduced density matrix of \( |\psi\rangle \) on \( \mathcal{H}_{[i_l,i_r]} \) is supported on span \( S \);
(ii) \( |S| \leq s \);
(iv) all elements in \( S \) are MPS of bond dimension at most \( b \);
(iii) \( |\langle \psi | \Psi'_0 \rangle| \geq 1 - \Delta_f \) or \( |\langle \psi | H^\leq |\psi\rangle| \leq \lambda(H^\leq) + \Delta_e \epsilon' \) (depending on the context either \( \Delta_e \) or \( \Delta_f \) is used as the precision parameter).
Table 1: Evolution of the parameters in each iteration. The asterisks mark the parameter that is reduced at every step.

| Method                          | $k$   | $p$  | $b$   | $\Delta_f$ | $\Delta_e$ |
|---------------------------------|-------|------|-------|-------------|-------------|
| start                           | $k-1$ | $p_1p_3$ | $p_2p_3$ | n/a         | $ce^{14}$   |
| extension                       | $k$   | $dp_1p_3$ | $p_2p_3$ | n/a         | $ce^{14}$   |
| cardinality reduction           | $k$   | $p_1^*$ | $dp_1p_2p_3^2$ | 1/1000    | 1/1000     |
| bond truncation                 | $k$   | $p_1$  | $p_2^*$ | 1/20        | n/a         |
| error reduction                 | $k$   | $p_1p_3$ | $p_2p_3$ | n/a         | $ce^{14*}$  |

**Lemma 7.** A number $e_i$ between $\lambda(H_i')$ and $\lambda(H_i') + 3$ can be computed in time $(1/\delta)^{O(1)}$.

**Proof sketch.** Set $i_t = i/\delta + 1$ and $i_r = (i + 1)/\delta$. Our algorithm is a “local” variant of and thus very similar to the polynomial-time algorithm for computing the ground-state wave function in 1D gapped systems [12, 10, 7]. In particular, it iteratively constructs a $(k, p_1p_3, p_2p_3, \Delta_e = ce^{14})$-support set $S_k$ for $k = i_t, i_t+1, \ldots, i_r$, where $p_1, p_2, p_3$ are (upper bounded by) $k$-independent and $\epsilon$-dependent polynomials in $1/\delta$, and $c$ is a sufficiently small absolute constant. After the last iteration, we solve the convex program $e_i = \min \text{tr}(\sigma H_i')$, whose variable $\sigma$ is a density matrix on span $S_{i_r}$. This convex program is of polynomial (in $1/\delta$) size because (i) span $S_{i_r}$ is of polynomial dimension; (ii) any element in span $S_{i_r}$ is an MPS of polynomial bond dimension. Clearly, $e_i \geq \lambda(H_i')$. By definition, there exists a state $|\psi_i\rangle \in \mathcal{H}$ such that (i) $\langle \psi_i | H^{\leq \delta} | \psi_i \rangle \leq \lambda(H^{\leq \delta}) + ce^{\epsilon} \leq \lambda(H^{\leq \delta}) + 1$; (ii) its reduced density matrix on $\mathcal{H}_{[i_t, i_r]}$ is supported on span $S_{i_r}$. Property (ii) implies $e_i \leq \lambda(H_i')$ and (i) implies $\langle \psi_i | H_i' | \psi_i \rangle \leq \lambda(H_i') + 3$. Indeed, let $|\phi_L\rangle, |\phi_i\rangle, |\phi_R\rangle$ be the ground states of $H_L^+ = H_L^{\leq \delta} + \sum_{j=i_t-s}^{i_t+s} H_j, H_i', H_R^+ = \sum_{j=i_r-s}^{i_r+s} H_j + H_R^{\leq \delta}$, respectively. Then,

$$
\langle \phi_L | H_L^+ | \phi_L \rangle + \langle \phi_i | H_i' | \phi_i \rangle + \langle \phi_R | H_R^+ | \phi_R \rangle + 2 \geq \langle \phi_L \phi_i \phi_R | H^{\leq \delta} | \phi_L \phi_i \phi_R \rangle \geq \lambda(H^{\leq \delta})
$$

$$
\geq \langle \psi_i | H^{\leq \delta} | \psi_i \rangle - 1 \geq \langle \psi_i | H_L^+ | \psi_i \rangle + \langle \psi_i | H_i' | \psi_i \rangle + \langle \psi_i | H_R^+ | \psi_i \rangle - 1
$$

$$
\geq \langle \phi_L | H_L^+ | \phi_L \rangle + \langle \psi_i | H_i' | \psi_i \rangle + \langle \phi_R | H_R^+ | \phi_R \rangle - 1. \quad (46)
$$

Each iteration consists of four steps: extension, cardinality reduction, bond truncation, and error reduction. Table 1 summarizes the evolution of the parameters $s, b, \Delta_f$ or $\Delta_e$ in each iteration of our algorithm.

The analysis below gives

$$
p_1 = 2^{O((1/\epsilon)^2), p_2 = O(1/\delta)^{2^{O(1/\delta)^{3/4}(1/\delta)}}, p_3 = (1/\delta)^{O(1)}}. \quad (47)
$$

The running time of the algorithm is a polynomial in $p_1, p_2, p_3$ so that Lemma 7 follows. The remainder of this section explains each step in detail.

3.2 Preliminaries

**Lemma 8.** (a) $\langle \psi | H^{\leq \delta} | \psi \rangle \leq \lambda(H^{\leq \delta}) + \eta c$ implies $\langle \psi | \Psi_0' \rangle \geq |\langle \psi | \Psi_0' \rangle|^2 \geq 1 - \eta$; (b) $|\langle \phi_1 | \phi_2 \rangle| \geq 1 - \eta_1$ and $|\langle \phi_2 | \phi_2 \rangle| \geq 1 - \eta_2$ imply $|\langle \phi_1 | \phi_2 \rangle| \geq 1 - 2(\eta_1 + \eta_2)$; (c) $|\langle \psi | \phi \rangle| \geq 1 - \eta$ implies $|\langle \psi | O | \phi \rangle| \leq 2\sqrt{2\eta}$ for any operator $O$ with $\|O\| \leq 1$.

**Proof.** Just a few lines of algebra. \hfill $\square$
Proof. This is a by-product of the proof of the area law for entanglement [10].

Lemma 10 ([12]). Suppose $|\phi\rangle \in \mathcal{H}$ is a state of Schmidt rank $D$ (across the cut $i|i + 1$).

$$|\langle \text{trunc}_{D/\eta}|\phi\rangle| \geq |\langle \psi|\phi\rangle| - \eta, \forall \eta > 0, \psi \in \mathcal{H}.$$  (48)

Fix a cut $i|i + 1$ with $i_{t} \leq i \leq i_{r} - 1$ in the definition (45) of $H^{\leq t}$.

Lemma 11. Set $s \geq \tilde{O}(\varepsilon^{-1}) + O(\varepsilon^{-1/4} \log^{3/4}(1/\eta))$. Then,  $\langle \psi|\Psi_{b}'\rangle \geq 1 - \eta$ for $|\psi\rangle = \text{trunc}_{B_{\eta}}|\Psi_{b}'\rangle = \text{trunc}_{B_{\eta}}|\Psi_{b}'\rangle$, where $B_{\eta} = 2\tilde{O}(1/c + \varepsilon^{-1/4} \log^{3/4}(1/\eta))$.

Proof. This is a by-product of the proof of the area law for entanglement [10].

Lemma 12 ([12]). $\langle \psi|H^{\leq t}|\psi\rangle \leq \lambda(H^{\leq t}) + \eta'$ and $\eta \leq 1/10$ imply $\langle \psi'|H^{\leq t}|\psi'\rangle \leq \lambda(H^{\leq t}) + 25\sqrt{\eta}$ for $|\psi'\rangle = \text{trunc}_{B_{\eta}}|\psi\rangle = \text{trunc}_{B_{\eta}}|\psi\rangle$.

3.3 Algorithm and analysis

In the $(k - i_{t})$th iteration the algorithm constructs a $(k, p_{1}p_{3}, p_{2}p_{3}, \Delta_{e} = c\varepsilon^{14})$-support set $S_{k}$ from a $(k - 1, p_{1}p_{3}, p_{2}p_{3}, \Delta_{e} = c\varepsilon^{14})$-support set $S_{k-1}$ returned in the previous iteration. Extension is trivial (see [12]), and constructs a $(k, d_{1}p_{3}, p_{2}p_{3}, \Delta_{e} = c\varepsilon^{14})$-support set $S_{k}^{(1)}$.

3.3.1 Cardinality reduction

Let $\text{tr}_{[i,j]} \rho$ denote the partial trace over $\mathcal{H}_{[i,j]}$ of a density matrix $\rho$ on $\mathcal{H}$.

Definition 6 (boundary contraction). Let $|\psi\rangle = \sum_{j=1}^{B} \lambda_{j}\langle l_{j}|l_{j}'\rangle|r_{j}\rangle|r_{j}'\rangle = \sum_{j=1}^{B} \lambda_{j}^{[k+1]}|l_{j}^{[k+1]}\rangle|r_{j}^{[k+1]}\rangle$ be the Schmidt decompositions of a state $|\psi\rangle \in \mathcal{H}$ across the cuts $i_{t} - 1|i_{l}$ and $k|k + 1$, respectively. Let $\{|j\rangle\}_{j=1}^{B}$ be the computational basis of $\mathcal{C}$. Let $U_{R}(\psi) : \mathcal{C} \rightarrow \mathcal{H}_{[k,n-1]}$ be the isometry specified by $U_{R}(\psi)(j) = |r_{j}^{[k+1]}\rangle$ such that $U_{R}^{-1}(\psi)|\psi\rangle = \sum_{j=1}^{B} \lambda_{j}^{[k+1]}|l_{j}^{[k+1]}\rangle|j\rangle \in \mathcal{H}_{[1,k]} \otimes \mathcal{C}$. The right boundary contraction $C_{R}(\psi)$ is a density matrix on $\mathcal{H}_{[k,k]} \otimes \mathcal{C}$:

$$C_{R}(\psi) := U_{R}^{-1}(\psi) \text{tr}_{[1,k-1]}(|\psi\rangle\langle \psi|)U_{R}(\psi).$$  (49)

Similarly, let $U_{L}(\psi) : \mathcal{C} \rightarrow \mathcal{H}_{[i,n-1]}$ be the isometry specified by $U_{L}(\psi)(j) = |l_{j}^{[i]}\rangle$ such that $U_{L}^{-1}(\psi)|\psi\rangle = \sum_{j=1}^{B} \lambda_{j}^{[i]}|l_{j}^{[i]}\rangle|j\rangle \in \mathcal{C} \otimes \mathcal{H}_{[i,n]}$. The left boundary contraction $C_{L}(\psi)$ is a density matrix on $\mathcal{C} \otimes \mathcal{H}_{[i,i]}$:

$$C_{L}(\psi) := U_{L}^{-1}(\psi) \text{tr}_{[i+1,n]}(|\psi\rangle\langle \psi|)U_{L}(\psi).$$  (50)

Let $H_{L} := H_{L}^{\leq t} + \sum_{j=i-2}^{i-1} H_{j}, H_{M} := \sum_{j=i}^{k-1} H_{j}, H_{R} := \sum_{j=k+1}^{i+s} H_{j} + H_{R}^{\leq t}$. Define $H_{L}' = H_{L} - \lambda(H_{L}), H_{M}' := H_{M} - \lambda(H_{M}), H_{R}' := H_{R} - \lambda(H_{R})$ so that $\lambda(H_{L}') = \lambda(H_{M}') = \lambda(H_{R}') = 0$. 

12
Lemma 13. Let \( \rho \) be a density matrix on \( C^B \otimes H_{[i,k]} \otimes C^B \), and \( |\psi\rangle = \sum_{j}^{B} \lambda_j |j_i| |j_i| |r_i| = \sum_{j=1}^{B} \lambda_j^{[k+1]} |j_j^{[k+1]}| |r_j^{[k+1]}| \) be the Schmidt decompositions of a state \( |\psi\rangle \in H \) across the cuts \( i - 1| i \) and \( k|k + 1 \), respectively. The density matrix \( \rho' := U_L(|\psi\rangle U_R(\psi) |\psi\rangle U_R^{-1}(\psi) U_L^{-1}(\psi) \) on \( H \) has energy

\[
\text{tr}(\rho' H^{\leq}) \leq \text{tr}(\rho H_M) + \langle \psi | (H_L + H_{i-1} + H_k + H_R) |\psi\rangle \\
+ \| \text{tr}_{[i+1,k]} \rho - C_L(|\psi\rangle) \|_1 \left( 1 + \max_{|l\rangle \in \text{span}\{\rho_{[i]}^{[k+1]}\}} \| H_L^l |l\rangle \| \right) \\
+ \| \text{tr}_{B \otimes [i,k-1]} \rho - C_R(|\psi\rangle) \|_1 \left( 1 + \max_{|r\rangle \in \text{span}\{\rho_{[k]}^{[k+1]}\}} \| H_R^r |r\rangle \| \right),
\]

(51)

where \( \text{tr}_{[i+1,k]} \rho \) denotes the partial trace over \( H_{[i+1,k]} \otimes C^B \), and similarly for \( \text{tr}_{B \otimes [i,k-1]} \rho \).

Proof. Write \( \text{tr}(\rho' H^{\leq}) = \text{tr}(\rho' H_M) + \text{tr}(\rho' (H_L + H_{i-1})) + \text{tr}(\rho' (H_k + H_R)) \). For the first term, \( \text{tr}(\rho' H_M) = \text{tr}(\rho H_M) \) as \( U_L(\psi), U_R(\psi) \) are isometries. For the third term,

\[
\text{tr}(\rho' (H_k + H_R)) - \langle \psi | (H_k + H_R) |\psi\rangle = \text{tr}[(\rho' - |\psi\rangle \langle \psi|)(H_k + H_R)] \\
= \text{tr}[(\rho' - |\psi\rangle \langle \psi|)H_k + H_R^l] = \text{tr}[tr_{[1,k-1]}(\rho' - |\psi\rangle \langle \psi|)(H_k + H_R^l)] \\
= \text{tr}[U_R^{-1}(\psi) tr_{[1,k-1]}(\rho' - |\psi\rangle \langle \psi|)U_R(\psi) U_R^{-1}(\psi)(H_k + H_R^l) U_R(\psi)] \\
= \text{tr}[(tr_{B \otimes [i,k-1]} \rho - C_R(\psi)) U_R^{-1}(\psi)(H_k + H_R^l) U_R(\psi)] \\
\leq \| \text{tr}_{B \otimes [i,k-1]} \rho - C_R(\psi) \|_1 \| U_R^{-1}(\psi) H_k U_R(\psi) + U_R^{-1}(\psi) H_R^l U_R(\psi) \| \\
\leq \| \text{tr}_{B \otimes [i,k-1]} \rho - C_R(\psi) \|_1 \left( 1 + \max_{|r\rangle \in \text{span}\{\rho_{[k]}^{[k+1]}\}} \| H_R^r |r\rangle \| \right).
\]

(52)

Similarly, for the second term,

\[
\text{tr}(\rho' (H_L + H_{i-1})) - \langle \psi | (H_L + H_{i-1}) |\psi\rangle \leq \| \text{tr}_{[i+1,k]} \rho - C_L(\psi) \|_1 \left( 1 + \max_{|l\rangle \in \text{span}\{\rho_{[i]}^{[k+1]}\}} \| H_L^l |l\rangle \| \right).
\]

(53)

Let \( N_l \) and \( N_r \) be, respectively, \( \xi \)-nets with \( \xi = \Theta(\epsilon) \) for the trace norm over the space of left and right boundary contractions of bond dimension \( B_{10 \sqrt{\xi^{1/6}}} = 2^{O(1/\xi)} \) such that \( |N_l| = |N_r| = (B/\xi)^{O(B)} = 2^{O(1/\xi)} \). It is straightforward to construct \( N_l \) and \( N_r \) in time \( \text{poly} |N_l| = \text{poly} |N_r| = 2^{O(1/\xi)} \).

Cardinality reduction convex program and bond truncation

0. Let the variable \( \rho \) be a density matrix on \( C^{B_{10 \sqrt{\xi^{1/6}}} \otimes \text{span} S^{(1)} \otimes C^{B_{10 \sqrt{\xi^{1/6}}}} \subseteq C^{B_{10 \sqrt{\xi^{1/6}}} \otimes H_{[i,k]} \otimes C^{B_{10 \sqrt{\xi^{1/6}}}} \subseteq} \)

1. For each \( X_l \in N_l \) and each \( X_r \in N_r \), solve the convex program:

\[
\min \| \text{tr}_{[i+1,k]} \rho - X_l \|_1 \leq \xi, \| \text{tr}_{B \otimes [i,k-1]} \rho - X_r \|_1 \leq \xi, \text{ tr } \rho = 1, \rho \geq 0.
\]

(54)
2. Let $|\varphi\rangle = \sum_{j_{i},j_{r}} |j_{i}\rangle |\varphi_{j_{i},j_{r}}\rangle |j_{r}\rangle$ be the eigenvector of the solution $\rho$ with the largest eigenvalue.
3. Let $|\varphi'\rangle = \sum_{j_{i},j_{r}} |j_{i}\rangle |\varphi'_{j_{i},j_{r}}\rangle |j_{r}\rangle$ be the state obtained by truncating each bond (in whatever order) of $|\varphi\rangle$ to $p_{2}$.
4. $S_{k}^{(3)}$ consists of the MPS representations of all $|\varphi'_{j_{i},j_{r}}\rangle$.

Let $P_{t'}$ be the projection onto the subspace $(H_{[1,i]-1} \otimes H_{[k+1,n]})_{\leq t'}$ spanned by the eigenvectors of $H'_{L} + H'_{R}$ with eigenvalues at most $t'$, and let $Q_{t'}$ be the projection onto the subspace spanned by the eigenvectors of $H'_{L} + H'_{R} + H'_{M}$ with eigenvalues at most $t'$.

**Lemma 14** (truncation lemma). \[ \| (1 - P_{t'})|\Psi_{0}\rangle \| \leq \| (1 - Q_{t'})|\Psi_{0}\rangle \| \leq 100 \cdot 2^{-t'/20}. \] \[ \text{(55)} \]

**Proof.** The first inequality is obvious: $P_{t'} \geq Q_{t'}$ as $[H'_{L} + H'_{R}, H'_{M}] = 0$ and $H'_{M} \geq 0$. The second inequality was proved in \[5\]. \[
\]

Let $t' = O(\log(1/\epsilon))$ such that $100 \cdot 2^{-t'/20} \leq c\epsilon^{14}$.

**Lemma 15.** There exists a state $|\psi\rangle \in H'_{[1,i]-1} \otimes \text{span} S_{k}^{(1)} \otimes H'_{[k+1,n]}$ such that (i) its Schmidt ranks across the cuts $i_{1} - 1|i_{1}$ and $k|k+1$ are upper bounded by $B_{100\sqrt{c\epsilon}^{14}}$; (ii) $\langle \psi | H'_{\leq t} | \psi \rangle \leq \lambda(H'_{\leq t}) + 250c^{1/8} \epsilon$.

**Proof.** Let $|\phi\rangle$ be a witness for $S_{k}^{(1)}$. Since $S_{k}^{(1)}$ is a $(k, d_{p_{1}p_{3}}, d_{p_{2}p_{3}}, \Delta_{e} = c(1/\epsilon))$ support set. Lemma \[3\](a) implies $|\langle \phi | \Psi_{0}\rangle\| \geq 1 - c\epsilon^{14}$. Lemma \[3\](c) implies

\[
\langle \phi | (H'_{i_{1}-1} + H_{k}) | \phi \rangle \geq \langle \Psi_{0}^{\prime} | (H_{i_{1}-1} + H_{k}) | \Psi_{0}^{\prime} \rangle - 4\sqrt{c\epsilon}\sqrt{t'}
\]

\[
\Rightarrow \langle \phi | (H'_{L} + H'_{M} + H'_{R}) | \phi \rangle \leq \langle \Psi_{0}^{\prime} | (H'_{L} + H'_{M} + H'_{R}) | \Psi_{0}^{\prime} \rangle + 4\sqrt{c\epsilon}\sqrt{t'} + c\epsilon^{14}.
\]

Let $|\phi'\rangle = P_{t'}|\phi\rangle/\| P_{t'}|\phi\rangle \|$ so that $|\phi'\rangle \in (H'_{[1,i]-1} \otimes H'_{[k+1,n]})_{\leq t'} \otimes \text{span} S_{k}^{(1)} \subseteq H'_{[1,i]-1} \otimes \text{span} S_{k}^{(1)} \otimes H'_{[k+1,n]}$ by construction.

\[
\| (\phi' | \Psi_{0}' \rangle \| \geq \| \langle \phi | P_{t'} | \Psi_{0}' \rangle \| \geq \| \langle \phi | \Psi_{0}' \rangle \| - \| \langle \phi | (1 - P_{t'}) | \Psi_{0}' \rangle \| \geq 1 - c\epsilon^{14} - \| (1 - P_{t'}) | \Psi_{0}' \rangle \| \geq 1 - c\epsilon^{14} - 100 \cdot 2^{-t'/20} \geq 1 - 2c\epsilon^{14}
\]

\[
\Rightarrow \langle \phi' | (H'_{i_{1}-1} + H_{k}) | \phi' \rangle \leq \langle \Psi_{0}^{\prime} | (H_{i_{1}-1} + H_{k}) | \Psi_{0}^{\prime} \rangle + 4\sqrt{c\epsilon}\sqrt{t'}
\]

\[
\langle \Psi_{0}^{\prime} | (H'_{L} + H'_{M} + H'_{R}) | \Psi_{0}^{\prime} \rangle + 6\sqrt{c\epsilon}\sqrt{t'} \geq \langle \phi | (H'_{L} + H'_{M} + H'_{R}) | \phi \rangle
\]

\[
= \langle \phi | P_{t'} (H'_{L} + H'_{M} + H'_{R}) P_{t'} | \phi \rangle + \langle \phi | (1 - P_{t'}) (H'_{L} + H'_{M} + H'_{R}) (1 - P_{t'}) | \phi \rangle
\]

\[
\geq \langle \phi | (H'_{L} + H'_{M} + H'_{R}) | \phi \rangle \| P_{t'} | \phi \rangle \|^{2} + t' \| (1 - P_{t'}) | \phi \rangle \|^{2}
\]

\[\text{(56)}\]

Clearly, $\lambda(H'_{L} + H'_{i_{1}-1} + H'_{M} + H_{k} + H'_{R}) \leq \| H_{i_{1}-1} + H_{k} \| \leq 2$. Hence, $\langle \Psi_{0}^{\prime} | (H'_{L} + H'_{M} + H'_{R}) | \Psi_{0}^{\prime} \rangle \leq 2$ as $H_{i_{1}-1}, H_{k} \geq 0$, and

\[
\geq \langle \phi | (H'_{L} + H'_{M} + H'_{R}) | \phi \rangle \leq \lambda(H'_{\leq t}) + 6\sqrt{c\epsilon}\sqrt{t'} + 6\sqrt{c\epsilon}\sqrt{t'} \leq \lambda(H'_{\leq t}) + 10\sqrt{c\epsilon}\sqrt{t'}.
\]

\[\text{(57)}\]

**Lemma 12** implies that the state $|\phi''\rangle := \text{trunc}_{B_{100\sqrt{c\epsilon}^{14}}} | \phi' \rangle/\| \text{trunc}_{B_{100\sqrt{c\epsilon}^{14}}} | \phi' \rangle \| \in H'_{[1,i]-1} \otimes \text{span} S_{k}^{(1)} \otimes H'_{[k+1,n]}$ (the truncation is across the cut $i_{1} - 1|i_{1}$) has energy $\langle \phi'' | H'_{\leq t} | \phi'' \rangle \leq \lambda(H'_{\leq t}) + 100c^{1/4}\epsilon^{3}$. Once again, the state $|\phi\rangle := \text{trunc}_{B_{100c^{1/4}\epsilon^{2}}} | \phi'' \rangle/\| \text{trunc}_{B_{100c^{1/4}\epsilon^{2}}} | \phi'' \rangle \| \in H'_{[1,i]-1} \otimes \text{span} S_{k}^{(1)} \otimes H'_{[k+1,n]}$ (the truncation is across the cut $k|k + 1$) has energy $\langle \phi | H'_{\leq t} | \phi \rangle \leq \lambda(H'_{\leq t}) + 250c^{1/8}\epsilon$. \[\square\]
Lemma 16. $S_k^{(2)}$ is a $(k, p_1, dp_1, dp_2, \Delta_3 = 1/1000)$-support set, where $S_k^{(2)}$ consists of the MPS representations of all $|\varphi_{j_1, j_2}\rangle$.

Proof. Since $N_l$ and $N_r$ are $\xi$-nets, there are elements $X_l \in N_l$ and $X_r \in N_r$ such that $| - C_L(\psi) - X_l | \leq \xi$ and $|C_R(\psi) - X_r | \leq \xi$, respectively. Clearly, $\text{tr}(\rho H_M) \leq \langle \psi|H_M|\psi \rangle$ as $U_L(\psi)U_R(\psi)|\psi \rangle \langle U_R^{-1}U_L^{-1}(\psi)$ is a feasible solution to the convex program [54]. Let $\sigma = U_L(\psi)U_R(\psi)|\rho U_R^{-1}(\psi)|L^{-1}(\psi)$, and set $t = \Omega(\epsilon)$ such that $4\xi(1 + t') \leq \epsilon'/400$. Lemma [13] implies

$$\text{tr}(\sigma H^{\leq t}) \leq \text{tr}(\rho H_M) + |\langle \psi|(H_L + H_{i-1} + H_k + H_R)|\psi \rangle|$$

$$+ \| \text{tr}_{[i+1, k]}(\rho - C_L(\psi)|1 \geq \max_{|l| \in \text{span}\{|j\rangle\}} \|H_L'|l\|\|$$

$$+ \| \text{tr}_{B \otimes [i, k-1]}(\rho - C_R(\psi)|1 \geq \max_{|r| \in \text{span}\{|j|\}} \|H_R'|r\|\|$$

$$\leq \langle \psi|(H_L + H_{i-1} + H_M + H_k + H_R)|\psi \rangle + 2\xi \left(2 \geq \int_{[i, i-1]} \|H_L'|l\| + \max_{|r| \in \text{span}\{|j|\}} \|H_R'|r\|\right)$$

$$\leq \langle \psi|H^{\leq t}|\psi \rangle + 4\xi(1 + t') \leq \lambda(H^{\leq t}) + 250c^{1/8} \epsilon' + \epsilon'/400 \leq \lambda(H^{\leq t}) + \epsilon'/2000$$

(59)

for sufficiently small constant $c$. We observe that

(1) there exists at least an eigenstate of $\sigma$ with energy (with respect to $H^{\leq t}$) at most $\lambda(H^{\leq t}) + \epsilon'/1000$;

(2) there is at most one such eigenstate as Lemma [3] (a) implies that such an eigenstate is close to $|\Psi_0\rangle$;

(3) this eigenstate (denoted by $|\Phi\rangle$) has the largest eigenvalue due to Markov’s inequality in probability theory;

(4) $|\Phi\rangle = U_L(\psi)U_R(\psi)|\varphi \rangle \in H^{\leq t}_{[i, i-1]} \otimes \text{span} S_k^{(1)} \otimes \text{span} S_k^{(2)}$ is a witness for $S_k^{(2)}$ as a $(k, p_1, dp_1, dp_2, \Delta_3 = 1/1000)$-support set with $p_1 = B^2_{10\sqrt{\epsilon}\sigma}|N| = 2\omega(1/\xi)$.

3.3.2 Bond truncation

Lemma 17. There exists a state $|\psi\rangle$ such that (i) $|\langle \psi|\Psi_0^{'}\rangle| > 1 - 1/1000$; (ii) the Schmidt rank of $|\psi\rangle$ across the cut $j|j + 1$ is upper bounded by $r = 2\Omega(\epsilon^{-1/4} \log^{3/4}(1/\delta))$ for any $i_t \leq j \leq k - 1$.

Proof. We express $|\Psi_0^{'}\rangle$ exactly as an MPS [2] in the canonical form [3] with bond dimension $\exp(O(n))$. Let $P = \text{diag}\{1, 1, \ldots, 1, 0, 0, \ldots\}$ with $trP = r$. We define the unnormalized state $|\psi^{'}\rangle$ as

$$|\psi^{'}\rangle = \sum_{j_1, j_2, \ldots, j_n=1}^d A_{j_1}^{[1]}A_{j_2}^{[2]} \ldots A_{j_i-1}^{[i-1]} A_{j_i}^{[i]} A_{j_{i+1}}^{[i+1]} P \ldots P A_{j_{k-1}}^{[k-1]} A_{j_k}^{[k]} \ldots A_{j_n}^{[n]} |j_1 j_2 \ldots j_n\rangle.$$  (60)

Clearly, the Schmidt rank of $|\psi^{'}\rangle$ across the cut $j|j + 1$ is upper bounded by $r$ for any $i_t \leq j \leq k - 1$. Let $E[i](X) := \sum_{j=1}^d A_j^{[i]} X A_j^{[i]}$ be a completely positive trace-preserving (CPTP) linear map. Then,

$$\langle \psi^{'}|\Psi_0^{'}\rangle = \text{tr}_{k+1}, \quad X_{j+1} := E[j](X_j P), \quad j = i_t + 1, i_t + 2, \ldots, k, \quad X_{i+1} := \Lambda^{[i+1]}.$$  (61)
As a CPTP linear map is nonexpansive with respect to the trace norm,
\[
\|E^{[j]}(X)\|_1 \leq \|X\|_1 \Rightarrow \|\Lambda[j+1] - X_{j+1}\|_1 \leq \|\Lambda[j] - X_j P\|_1 \leq \|\Lambda[j](1-P)\|_1 + \|\Lambda[j] - X_j\|_1
\]
\[
\Rightarrow 1 - \langle \psi' | \Psi_0 \rangle = \text{tr}(\Lambda[k+1] - X_{k+1}) \leq \|\Lambda[k+1] - X_{k+1}\|_1 \leq \varepsilon_r (k - i_t) \leq \varepsilon_r / \delta \leq 1/1000, \quad (62)
\]
where \(\varepsilon_r = \delta / 1000\) for \(r = 2^{O(e^{-1/4} \log^{3/4} \delta^{-1})}\).

Similarly,
\[
\langle \psi'| \psi' \rangle = \text{tr}(\Lambda[k+1] - X_{k+1}) \leq \|\Lambda[k+1] - X_{k+1}\|_1 \leq \varepsilon_r (k - i_t) \leq \varepsilon_r / \delta \leq 1/1000, \quad (63)
\]
Hence \(|\psi\rangle := \langle \psi'| \psi\rangle \|\psi\|\) satisfies \(\langle \psi | \Psi_0 \rangle \geq 999/1000\).

**Lemma 18.** \(S_k^{(3)}\) is a \((k, p_1, p_2, \Delta_f = 1/20)\)-support set.

**Proof.** Since \(|\Phi\rangle\) is a witness for \(S_k^{(2)}\) with energy \(\|\Phi| H^{\leq t} \Phi\rangle\| \leq \lambda(H^{\leq t}) + \epsilon' / 1000\). Lemma \(S(a)\) implies \(\|\Phi| \Psi_0\rangle\| \geq 999/1000\). Lemma \(S(b)\) implies \(\|\Phi\psi\| \geq 249/250\). Let \(\Phi'\) be the state obtained by truncating the each bond \(j'| j + 1\) for \(j = i_t, \ldots, k - 1\) of \(\Psi\) to \(p_2 = 1000r / \delta\). Then Lemma \(S\) implies \(\|\Phi'\| \geq 199/200\). Lemma \(S(b)\) implies \(\|\Phi_0 \Phi'\rangle\| \geq 49/50\). Hence \(\Phi' = U_L(\psi)U_R(\psi) |\phi'\rangle\) is a witness for \(S_k^{(3)}\) as a \((k, p_1, p_2, \Delta_f = 1/20)\)-support set.

### 3.3.3 Error reduction

Let \(\eta = c \epsilon'^{14}\). Assume for the moment that we have an estimate \(\epsilon'_0\) of \(\lambda(H^{\leq t})\) in the sense that \(\xi := |\epsilon'_0 - \lambda(H^{\leq t})| \leq \epsilon'/\sqrt{q} \leq \epsilon' / 2\), where \(q = 4 \log(1/\eta) + 24\). Let
\[
A := \exp \left( -\frac{q(H^{\leq t} - \epsilon'_0)^2}{2\epsilon'^2} \right) \frac{\epsilon'}{\sqrt{2\pi q}} \int_{-\infty}^{+\infty} \exp \left( -\frac{\epsilon'^2 \tau^2}{2q} - i(H^{\leq t} - \epsilon'_0) \tau \right) d\tau. \quad (64)
\]
Recall that \(|\Phi'\rangle\) is a witness for \(S_k^{(3)}\) such that \(\|\Phi'_0 |\Phi'\| \geq 19/20\).

**Lemma 19.** \(\langle \phi | H^{\leq t} | \phi \rangle \leq \lambda(H^{\leq t}) + \eta \epsilon' / 100\) for \(|\phi\rangle = A |\Phi'\rangle / \|A |\Phi'\rangle\|\).

Let \(K\) be an MPO of bond dimension \(D\) across the cuts \(j| j + 1\) for \(j = i_t - 1, i_t, \ldots, k\) (its bond dimension across other cuts may be very large). It is straightforward to decompose \(K\) as a sum of \(D^2\) terms:
\[
K = \sum_{j_t, j_r = 1}^{D} K_{j_t}^L \otimes K_{j_t, j_r}^M \otimes K_{j_r}^R, \quad (65)
\]
where \(K_{j_t}^L, K_{j_r}^R\) are MPO on \(H_{[1, i_t - 1]}, H_{[k + 1, n]}\), respectively, and \(K_{j_t, j_r}^M\) is an MPO of bond dimension \(D\) on \(H_{[i_t, k]}\).

**Lemma 20.** There is an MPO \(K_T\) such that (i) \(\|K_T - \exp(-iH^{\leq t}T)\| \leq \zeta';\) (ii) the bond dimension across the cuts \(j| j + 1\) for \(i_t - 1 \leq j \leq k\) is upper bounded by \(2^{O(T)} / \text{poly}(\delta\zeta')\); (iii) \(K_{j_t, j_r}^M\)’s in the decomposition \(\Box\) for \(K_T\) can be constructed in time \(2^{O(T)} / \text{poly}(\delta\zeta')\).

**Proof.** We give a constructive proof so that (iii) will be apparent. Recall that \(H^{\leq t}\) is local on \(H_{[i_t - s + 1, i_r + s]}\) and has bounded norm on the left and the right of this region. Following \(\Box\), for each \(i_t - s / 2 \leq j \leq i_r + s / 2\) consider the unitary operator
\[
V(T) := \exp \left( -iH_{L}^{\leq t}T - i \sum_{l = i_t - s}^{j - 1} H_lT \right) \exp \left( -i \sum_{l = j + 1}^{i_r + s} H_lT - iH_{R}^{\leq t}T \right) \exp(iH^{\leq t}T). \quad (66)
\]
It is straightforward to verify that \( V(T) = \mathcal{T} \exp \left( -i \int_0^T L(\tau) d\tau \right) \) is the time-evolution operator of the “Hamiltonian” \( L(\tau) = \exp(-iH_{\leq t} \tau)H_j \exp(iH_{\leq t} \tau) \), where \( \mathcal{T} \) is the time-ordering operator. Define \( V'(T) = \mathcal{T} \exp \left( -i \int_0^T L'(\tau) d\tau \right) \) with

\[
L'(\tau) = \exp \left( -i \sum_{l=j-s'+1}^{j+s'-1} H_l \tau \right) H_j \exp \left( i \sum_{l=j-s'+1}^{j+s'-1} H_l \tau \right), \quad s' \leq s/4. \tag{67}
\]

Since the “Hamiltonian” \( L'(\tau) \) acts on \( \mathcal{H}_{[j-s'+1,j+s']} \), \( V'(T) \) also acts on \( \mathcal{H}_{[j-s'+1,j+s']} \). Moreover, as a consequence of the Lieb-Robinson bound (see Ref. 24 in [13] for a simple direct proof)

\[
\| L(T) - L'(T) \| = \exp(-\Omega(s')) \Rightarrow \| V(T) - V'(T) \| = T \exp(-\Omega(s')) = \exp(-\Omega(s')) \tag{68}
\]

for \( s' > O(T) \). Hence,

\[
\exp(iH_{\leq t} T) = \exp \left( iH_E T + i \sum_{l=i-2+2ms'}^{i-2} H_l T \right) \exp \left( i \sum_{l=i+2(m-1)s'}^{i} H_l T + iH_{\leq t} T \right) V'(T) + \exp(-\Omega(s')). \tag{69}
\]

Using this decomposition sequentially for \( j = i_l - 1 + 2ms', \ m = 0, 1, 2, \ldots, m_0 \) with \( m_0 = \left[ \frac{i_l - i_l - 2ms'}{2} \right] + 1 \), we obtain

\[
\exp(iH_{\leq t} T) = \prod_{m=0}^{m_0+1} U_m \prod_{m=0}^{m_0} V_m + m_0 \exp(-\Omega(s')),
\]

\[
U_{1 \leq m \leq m_0} = \exp \left( i \sum_{l=i_l+2(m-1)s'}^{i_l+2ms'} H_l T \right),
\]

\[
U_0 = \exp \left( iH_E T + i \sum_{l=i_l-2}^{i_l-2+2ms'} H_l T \right), \quad U_{m_0+1} = \exp \left( i \sum_{l=i_l+2+2ms'}^{i_l+2+2ms'} H_l T + iH_{\leq t} T \right), \tag{70}
\]

and \( V_m \) is an operator acting on \( \mathcal{H}_{(i_l+[2m-1)s',i_l+(2m+1)s'-1)} \). Let \( K_T = \prod_{m=0}^{m_0+1} U_m \prod_{m=0}^{m_0} V_m \) with \( s' = O(T + \log(m_0/\epsilon')) \) such that (i) holds. Clearly, the bond dimension of \( K_T \) across the cut \( j|j+1 \) for each \( i_l - 1 \leq j \leq k \) is upper bounded by \( 2^O(s') = 2^{O(T)/\log(\delta/\epsilon')} \).

**Lemma 21.** There is an MPO \( K \) such that (i) \( \| K - A \| \leq \eta \delta/1000 =: \eta' \); (ii) the bond dimension across the cuts \( j|j+1 \) for \( i_l - 1 \leq j \leq k \) is upper bounded by \( D = (1/\delta)^{O(1 + \sqrt{\log(1/\eta)/\log(1/\delta)}/\epsilon)} \); (iii) \( K_{j|j',r} \)'s in the decomposition \( (59) \) for \( K \) can be constructed in time \( \text{poly}(D) \).

**Proof.** Following [9], we truncate and discretize the integral in the definition of \( A \). Let \( t_j = \tau j \) with \( j = 0, \pm 1, \ldots, T/\tau, \) and replace the integral by a sum over \( t_j \). The truncation error is of order \( \exp \left( -\frac{\epsilon^2/\tau^2}{2\gamma} \right) \leq \eta' / 3 \) for \( T = O(\sqrt{q \log(1/\eta')/\epsilon'}) \). The discretization error is of order \( \epsilon^2 \| H_{\leq t} \| T / \sqrt{2q \eta} \leq \eta' / 3 \) for \( \tau = O \left( \frac{\sqrt{q \log(1/\eta')/\epsilon'}}{\epsilon'} \right) \). For each \( t_j \), Lemma 20 implies that the propagator \( \exp(-iH_{\leq t} - \epsilon^2 \epsilon | t_j) \) can be approximated to error \( \eta' / 3 \) by an MPO of bond dimension \( 2^O(t_j) \) \( \text{poly} \left( \delta/\eta' \right) = 2^{O(T)} \) \( \text{poly} \left( \delta/\eta' \right) = 2^{O(\sqrt{q \log(1/\eta')/\epsilon'}) \text{poly} \left( \delta/\eta' \right) \) across the cuts \( j|j+1 \) for \( i_l - 1 \leq j \leq k \). The number of terms is \( 2T/\tau + 1 = O \left( \frac{\sqrt{q \log(1/\eta')/\epsilon'}}{\delta \epsilon} \right) \). Hence the bond
dimension across the cut \( j+1 \) of the MPO \( K \) for \( i_{t-1} \leq j \leq k \) is upper bounded by \( D = (1/\delta)^{O(1+\sqrt{\log(1/\eta)}/\log(1/\delta)/\epsilon)} \). The efficiency of constructing \( K_{j_l,j_r}^M \)'s in the decomposition (65) for \( K \) follows from Lemma 20(iii).

Lemmas 19, 21 imply \( \langle \phi' | H^{\leq t} | \phi' \rangle \leq \lambda(H^{\leq t}) + \eta \epsilon' \) for \( |\phi'\rangle = K|\Phi'\rangle/\|K|\Phi'\rangle\| \). It is easy to see that \( S_k := \{K_{j_l,j_r}^M | \psi\rangle : \forall j_l,j_r, |\psi\rangle \in S_k^{(3)} \} \) is a \((k,D^2p_1,Dp_2,\Delta_e = \eta)\)-support set. Hence, \( p_3 = (1/\delta)^{O(1+\sqrt{\log(1/\eta)/\log(1/\delta)/\epsilon})} = (1/\delta)^{O(1)} \).

We briefly comment on the assumption that we have an estimate \( \epsilon'_0 \) of \( \lambda(H^{\leq t}) \) to error \( \xi \). Since \( 0 \leq \lambda(H^{\leq t}) \leq 1/\delta + 2s + 2t + 1 = O(1/\delta) \), we run the whole algorithm (for \( H^{\leq t} \)) with \( \epsilon'_0 = j_\xi \) and obtain a “candidate \( e_i \)” (cf. Lemma 7) for each \( j = 0, 1, \ldots, O(\delta^{-1}/\epsilon) \). The minimum of these candidates is identified as the “final \( e_i \).” This completes our algorithm.
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