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Abstract—This paper proposes a deep learning approach to the adaptive and sequential beamforming design problem for the initial access phase in a mmWave environment with a single-path channel. For a single-user scenario where the problem is equivalent to designing the sequence of sensing beamformers to learn the angle of arrival (AoA) of the dominant path, we propose a novel deep neural network (DNN) that designs the adaptive sensing vectors sequentially based on the available information so far at the base station (BS). By recognizing that the AoA posterior distribution is a sufficient statistic for solving the initial access problem, we use the posterior distribution as the input to the proposed DNN for designing the adaptive sensing strategy. However, computing the posterior distribution can be computationally challenging when the channel fading coefficient is unknown. To address this issue, this paper proposes to use an estimate of the fading coefficient to compute an approximation of the posterior distribution. Further, this paper shows that the proposed DNN can deal with practical beamforming constraints such as the constant modulus constraint. Numerical results demonstrate that compared to the existing adaptive and non-adaptive beamforming schemes, the proposed DNN-based adaptive sensing strategy achieves a significantly better AoA acquisition performance.

Index Terms—Active learning, adaptive beamforming, angle of arrival estimation, deep learning, millimeter wave.

I. INTRODUCTION

Millimeter-wave (mmWave) communication is expected to be one of the key enablers of future wireless communication systems [1], [2]. Operating at mmWave frequencies allows exploiting the underutilized multi-gigabit bandwidth available at the mmWave spectrum, which can be used to address the ever-increasing demand for higher data rates in future wireless systems. Further, thanks to the shorter wavelength of mmWave signals, we can deploy large-scale antenna arrays in relatively small areas. This leads to the advent of the massive multiple-input multiple-output (MIMO) concept for mmWave communications, in which the transceivers with large-scale antenna arrays form highly directional beamformers in order to combat the poor propagation characteristics of mmWave channels [3]. However, constructing such directional beamformers requires an accurate estimate of the channel state information (CSI) that must be obtained in the initial access phase. The CSI acquisition for massive MIMO systems is a challenging task. This is especially so in practical systems where the number of radio-frequency (RF) chains is typically smaller than the number of antennas, due to cost and power consumption considerations. In this paper, we focus on the directional beam alignment problem for massive MIMO systems and illustrate the role of machine learning for the CSI acquisition problem in this context. In particular, we treat the simplest scenario, in which a base station (BS) with a single RF chain communicates with a single-antenna user in a mmWave environment with a single dominant path channel model. For such a system, the initial alignment problem is equivalent to actively learning the angle of arrival (AoA). The AoA obtained at the BS in the initial access phase can then be used for different purposes, including user localization based on AoA fingerprint [4] and downlink beamforming for time division duplex (TDD) systems [5].

The problem of designing the optimal adaptive sensing strategy for AoA acquisition, in general, is quite challenging. To make such an AoA acquisition problem more tractable, the existing state-of-the-art methods in the literature advocate selecting the analog sensing vectors from a pre-designed set of sensing vectors called beamforming codebook [6]–[8], typically designed based on sequential bisection of the AoA range. However, in this paper, we make an observation that codebook-free adaptive beamforming can significantly outperform the state-of-the-art codebook-based adaptive beamforming methods for AoA acquisition in the initial access phase of a mmWave communication. In particular, this paper shows that a deep learning framework can play a crucial role in the effective design of such a codebook-free adaptive beamforming approach. The main reason that deep learning is well-suited for this design is that it can learn how to directly map all the available information at the BS to the sequence of adaptive sensing vectors without restricting them to be selected from a particular pre-designed codebook.

Further, for RF-chain-limited systems, it is desirable from the practical point of view that the designed sensing vectors in the initial access phase are realizable using simple analog components such as analog phase shifters. Accordingly, in practice, we are interested in designing sensing vectors that satisfy the constant modulus constraint [9]–[11]. This paper shows that while the existing codebook-based hierarchical beamformer design struggles to include such practical constraints, the proposed deep learning framework can easily consider the constant modulus constraint. Thus, while conventional codebook-based hierarchical beamforming would have the advantage of requiring less hardware programmability, the proposed codebook-free beamforming approach has the advantage that it can more readily account for the implementation constraints of RF-chain limited systems.
A. Prior Work

The early practical works on the mmWave initial access problem consider the exhaustive linear beam search strategies, which scan over all possible beam directions to select the best beam, e.g., \cite{12}. Such beam searching strategies, which have been proposed in IEEE 802.15 standards, require a long initial access phase where the initial access time grows linearly with the AoA estimation resolution. The follow-up works show that the delay for AoA acquisition in the initial access phase can be significantly reduced by using carefully designed hashing functions \cite{13} or by adopting iterative search strategies, e.g., \cite{6, 14}. In particular, \cite{13} proposes a non-adaptive beamforming strategy based on random hash functions to generate sensing vectors and shows that in the high signal-to-noise-ratio (SNR) regime, the AoA acquisition time grows only logarithmically with the AoA estimation resolution. The paper \cite{6} develops a codebook-based adaptive beamforming approach in which the AoA acquisition time in the high SNR regime also scales logarithmically with the AoA estimation resolution. In doing so, \cite{6} proposes a hierarchical codebook that, in the noiseless setting, allows for an adaptive bisection search over the angular space.

By utilizing the same hierarchical beamforming codebook in \cite{6}, the authors of \cite{15} propose an alternative adaptive beamforming strategy, called hierarchical posterior matching (hiePM), which accounts for the measurement noise statistics and selects the beamforming vectors from the hierarchical codebook based on the AoA posterior distribution. It is shown that the hiePM algorithm in \cite{15}, which is mainly devised from the algorithms for sequential noisy search strategies in \cite{16} and active learning from imperfect labelers in \cite{17}, can achieve better performance as compared to the bisection algorithm in \cite{6}. While the original hiePM algorithm is restricted to the scenario in which the fading coefficient of the single-path channel is known at the BS, recently proposed variants of hiePM extend the results to the more realistic case in which the fading coefficient is unknown, either by using Kalman filter tracking of the fading coefficient in \cite{18} or by using the variational Bayesian inference framework in \cite{19}.

Nevertheless, the hiePM algorithms in \cite{15, 18, 19} still employ the hierarchical codebook, and as a result, their overall performances are governed by the quality of this codebook. This paper aims to show that it is possible to design a better adaptive beamforming strategy by employing a codebook-free deep learning approach. In particular, we propose a deep neural network (DNN) that adaptively designs the sensing vectors based on the currently available information at the BS in order to optimize the final AoA acquisition performance.

B. Main Contributions

Similar to the state-of-the-art adaptive beamforming works \cite{6, 15, 18, 19} for the initial access phase, we first consider the AoA detection problem under the simplifying assumption that the AoA is taken from a finite-size grid set. Under this assumption, we formulate the AoA acquisition task as a classification problem in which the sequence of sensing vectors needs to be designed to minimize the AoA detection error. Motivated by the fact that fully connected neural networks are universal function approximators \cite{20}, we propose a DNN architecture to undertake this design. Further, inspired by the posterior matching methods \cite{15, 18, 19}, which show that the AoA posterior mass function (PMF) is a sufficient statistic for adaptive sensing, we use the AoA posterior distribution as the main input feature to the proposed DNN. However, as shown in \cite{15}, the exact computation of the AoA posterior distribution involves several multi-dimensional integrals; this makes the use of the exact posterior distribution computationally infeasible. To address this issue, this paper proposes first to estimate the fading coefficient to compute an approximation of the AoA posterior distribution, then to consider the approximated AoA posterior distribution as the input to the proposed DNN. This paper investigates two different estimation strategies for estimating the fading coefficients, the minimum mean squared error (MMSE) estimation and the Kalman filter. Numerical results show that the proposed deep learning based adaptive beamforming approach leads to a lower detection error probability as compared to the existing beamforming strategies for the on-grid AoA detection problem. Further, we observe that both the MMSE and the Kalman filter approaches to fading coefficient estimation lead to excellent AoA detection performance, but the Kalman filter approach requires lower storage and computational complexity and is thus preferable.

We further extend the proposed deep learning framework to deal with the more practical gridless AoA estimation problem with an MMSE objective. In this case, the posterior distribution is no longer in the form of a PMF over a finite-size real vector; instead, it is now in the form of a posterior density function (PDF) over a real interval. Accordingly, we approximate the posterior probabilities that the AoA lies within some small intervals and pass them as inputs to the DNN. Numerical results show that the proposed DNN-based adaptive beamforming method also outperforms the existing beamforming strategies for the gridless AoA estimation problem with the MMSE objective.

By recognizing that the practical analog sensing vectors are implemented with simple analog phase shifters, we further show how the proposed DNN architecture can take the constant modulus norm constraint into account. In particular, we propose an appropriate normalization layer that enforces the constant modulus constraint to the sensing matrix elements. Numerical experiments show that while the conventional codebook-based sensing vectors cannot be accurately implemented under constant modulus norm constraint, the proposed DNN with or without the fading information achieves excellent AoA acquisition performance, indicating that the proposed deep learning framework can efficiently deal with the practical constant modulus constraint.

We note that deep learning has shown great potential in dealing with complex optimization problems in various wireless communications settings, e.g., for power control in cellular systems \cite{21}, for MIMO beamforming, \cite{22, 23}, and for reconfigurable intelligent surface design \cite{24, 25}. More closely to the topic of this paper, the application of deep learning for mmWave beam alignment and beam selection has
been adopted in some recent works, e.g., [27], [28]. However, these works only focus on mapping the available information at the BS, in the form of received signals [27] or location information [28], to the final downlink beamformer while assuming that the sensing vectors are fixed. To the best of our knowledge, this paper is among the first to address the adaptive sensing design problem for initial beam alignment by employing machine learning methods and show the advantages of optimized sensing over the conventional codebook-based adaptive beamforming methods. We would like to acknowledge a similar approach [29] that also develops a deep learning architecture to tackle the beam alignment problem.

C. Paper Organization and Notations

The remainder of this paper is organized as follows. Section II introduces the system model and the problem formulation for designing an optimal adaptive beamforming strategy for AoA acquisition in a single-path mmWave environment. Section III motivates the use of deep learning for solving the initial alignment problem by providing a simple one-stage design example. Section IV presents the proposed deep learning framework for designing a codebook-free adaptive beamforming strategy under the assumption that the AoA is taken from a grid set. Section V extends the proposed deep learning framework to deal with the more practical gridless AoA estimation problem. Section VI provides the implementation details and simulation results. Finally, conclusions are drawn in Section VII.

This paper uses lower-case letters for scalar variables, lower-case bold-face letters for vectors, and upper-case bold-face letters for matrices. The real part and the imaginary part of a complex matrix \( V \) are respectively given by \( \Re(V) \) and \( \Im(V) \). The element-wise absolute value and the element-wise phase from the \( \Re \) and \( \Im \) of a complex vector \( v \) are respectively given by \( |v| \) and \( \angle v \). The notation \( \oplus \) and \( (\cdot)^\oplus \) for the complex vector \( v \) denote the division-element-wise phase and the element-wise square, respectively. Further, we use \( (\cdot)^T \) and \( (\cdot)^H \) for the transposition and the Hermitian transpose, the inverse, and the pseudo-inverse of a matrix, respectively. The identity matrix with appropriate dimensions is denoted by \( I \); the all-ones vector with appropriate dimension is denoted by \( 1 \); \( \mathbb{R}^{m \times n} \) denotes an \( m \times n \) real matrix; \( \mathbb{C}^{m \times n} \) denotes an \( m \times n \) complex matrix; \( \mathcal{CN}(0, \mathbf{I}) \) and \( \mathcal{CN}(0, \mathbf{R}) \) respectively represent the zero-mean circularly symmetric complex and real Gaussian distributions with covariance matrix \( \mathbf{R} \). The notations \( \text{Tr}(), \log_2(\cdot), \log_3(\cdot), \) and \( \mathbb{E}[\cdot] \) represent the trace, binary logarithm, decimal logarithm, and expectation operators, respectively. Finally, \( \| \cdot \|_2 \) indicates the Euclidean norm of a vector.

II. SYSTEM MODEL AND PROBLEM FORMULATION

Consider a mmWave communications setup in which a BS with \( M \) antennas and a single RF chain serves a single-antenna user. To establish a reliable link between the BS and the user, a uplink pilot channel training procedure consisting of \( \tau \) time frames is used, where the user transmits uplink pilots \( \{x_t\}_{t=1}^\tau \), satisfying the power constraint \( |x_t|^2 \leq P \). Due to the single RF chain constraint, the BS observes the baseband received pilot signals after combining analog signals at the antennas by employing analog beamforming (or sensing) vectors \( \{w_t\}_{t=1}^\tau \), i.e.,

\[
y_t = w_t^H h x_t + w_t^H z_t, \quad \forall t \in \{1, \ldots, \tau\},
\]

where \( h \in \mathbb{C}^N \) is the vector of channel gains between the BS and the user, \( z_t \sim \mathcal{CN}(0, \mathbf{I}) \) is the additive white Gaussian noise, and without loss of generality the uplink pilots are set to \( x_t = \sqrt{P}, \forall t \), and the beamforming vectors are assumed to have unit norm \( \|w_t\|_2^2 = 1, \forall t \). Note that the analog beamformer \( w_t \) in RF-chain-limited systems is typically implemented via a network of phase shifters, and accordingly, \( w_t \) needs to further satisfy the constant modulus constraint, i.e., \( |w_i(t)| = 1/M, \forall i, t \) where \( w_i(t) \) is the \( i \)-th element of \( w_t \). In this paper, we consider two scenarios both with and without the constant modulus constraint.

We further assume that the mmWave channel between the BS and the user can be modeled by a single dominant path [6], i.e.,

\[
h = \alpha a(\phi),
\]

where \( \alpha \sim \mathcal{CN}(0, 1) \) is the complex fading coefficient, \( \phi \) is the angle of arrival (AoA), and \( a(\cdot) \) is the array response vector. In a uniform linear array configuration with \( M \) antenna elements, the array response vector can be modeled as:

\[
a(\phi) = \begin{bmatrix} 1, e^{j2\pi d \sin \phi}, \ldots, e^{j(M-1)2\pi d \sin \phi} \end{bmatrix}^T, \tag{3}
\]

where \( \lambda \) is the wavelength and \( d \) is the antenna spacing.

For many communications applications including localization [4] and downlink beamforming for time division duplex (TDD) systems [3], the BS needs to estimate the AoA, \( \phi \), from the \( \tau \) baseband received signals, i.e., \( \{y_t\}_{t=1}^\tau \). This procedure, which is called initial beam alignment, involves the BS sequentially designing the best sensing vectors \( w_t \) at each time frame \( t = 1, 2, \ldots, \tau \), possibly in an adaptive manner in order to optimize the quality of the eventual AoA estimation. This means that the beamforming vector in time frame \( t + 1 \) can be considered as a mapping from the past observations, i.e., the measurements and the beamforming vectors prior to time frame \( t + 1 \), as:

\[
w_{t+1} = \tilde{G}_t(y_{1:t}, w_{1:t}), \quad \forall t \in \{0, \ldots, \tau - 1\}, \tag{4}
\]

where \( \tilde{G}_t : \mathbb{C}^{1} \times \mathbb{C}^M \rightarrow \mathbb{C}^M \) is the adaptive beamforming (sensing) strategy that satisfies the beamforming power constraint.\(^1\) However, instead of designing the beamforming vector based on all past observations, in this paper, we follow the same strategy as in [15], where \( w_{t+1} \) is designed based on the AoA posterior distribution at time \( t \), which is a sufficient statistic for the AoA estimation problem. Mathematically, if we denote the AoA posterior distribution at time frame \( t \) by

\(^1\)Note that since no prior observation is available at \( t = 0 \), we use an initial \( w_1 = G_0(\emptyset, \emptyset) \), where \( \emptyset \) denotes that \( G_0(\cdot, \cdot) \) accepts no inputs while it always outputs the same initial vector \( w_1 \).
\( \pi_t^{(\phi)} \), then the sensing vector for the next measurement can be written as:

\[
\mathbf{w}_{t+1} = \mathcal{G}_t \left( \pi_t^{(\phi)} \right),
\]

where \( \mathcal{G}_t(\cdot) \) is the function that determines the adaptive beamforming strategy in time frame \( t+1 \) based on the AoA posterior distribution in time \( t \).

The final AoA estimate \( \hat{\phi} \) is obtained as a function of the sensing vectors and the baseband received signals in \( \tau \) time frames as:

\[
\hat{\phi} = \mathcal{F} \left( \pi_t^{(\phi)} \right).
\]

Further, in this setup, the task of the BS is to declare one of the candidates in the grid set as the AoA. The hierarchical beamforming codebook, initially developed in [6], can be efficiently used to sequentially design the sensing vectors in the initial beam alignment procedure of a mmWave communication system. In this section, we first discuss the potential gains of the sequential design of sensing vectors. In the second part of this section, we show the benefits of utilizing the deep learning framework for the initial alignment problem by analyzing a simpler version of problem (9), in which the sensing vector is designed once.

### III. Motivation for Using Deep Learning

This paper aims to show that the deep learning framework can be efficiently used to sequentially design the sensing vectors in the initial beam alignment procedure of a mmWave communication system. In this section, we first discuss the potential gains of the sequential design of sensing vectors. In the second part of this section, we show the benefits of utilizing the deep learning framework for the initial alignment problem by analyzing a simpler version of problem (9), in which the sensing vector is designed once.

#### A. Motivation for Sequential Adaptive Sensing

For general estimation problems, sequential adaptive design of sensing vectors can lead to better estimation performance compared to non-adaptive schemes. For instance, consider the adaptive compressed sensing problem, where the data is approximately recover a \( K \)-sparse vector \( \mathbf{x} \in \mathbb{R}^N \) from \( \tau \) linear measurements of the form \( \mathbf{y} = \mathbf{A} \mathbf{x} + \mathbf{z} \), where the sensing vectors, i.e., rows of \( \mathbf{A} \), can be adaptively designed. It is shown in [30] for the noiseless setting that the required measurements to accurately recover \( \mathbf{x} \) can be reduced from \( O \left( K \log \left( \frac{N}{K} \right) \right) \) in the non-adaptive case to \( O \left( K \log \log \left( \frac{N}{K} \right) \right) \) in the adaptive sensing design. Further, in the noisy measurement setup, [31] shows that adaptive compressed sensing enables recovery of sparse signals at lower SNRs as compared to traditional non-adaptive compressed sensing approaches, although we remark that there is also evidence in the literature [32] showing that in a different setting, for the exact sparse recovery problem, the difference between adaptive and non-adaptive sensing is minimal. Thus, the benefit of adaptive sensing does depend on the problem setting.

In the adaptive sensing problem for mmWave initial alignment under consideration in this paper, we deal with a nonlinear measurement model as in (4), where we are interested in estimating the AoA parameter \( \phi \). Earlier works on the beam alignment problem have already shown the benefits of...
an adaptive sensing design for AoA estimation, e.g., [6], [15], [18], [19], which narrows down the range of the AoA using a hierarchical codebook. The numerical results in this paper confirm the performance benefits of more general adaptive strategies.

B. Motivation for Deep Learning

We now motivate the use of machine learning for adaptive sensing design by studying the beamforming design problem in one step of the initial alignment procedure. For simplicity, in this part, we assume that the fading coefficient is known, and it is set to $\alpha = 1$. Further, we restrict attention to the case of MSE criterion without constant modulus constraint.

Consider a simple one-step problem of designing the sensing vector $w_\tau$ to minimize the expected MSE of the AoA estimate, given the current posterior distribution $\pi_{\tau-1}(\phi)$. If we fix the sensing vector to $w_\tau$ and observe the measurement $y_\tau$, then the subsequent posterior distribution can be computed by applying the Bayes’ rule to the measurement model in (1) as:

$$\pi_\tau(\phi) = \frac{\pi_{\tau-1}(\phi) e^{-|y_\tau - \sqrt{P}w_\tau^H a(\phi)|^2}}{\int_{\phi_{\text{min}}}^{\phi_{\text{max}}} \pi_{\tau-1}(\phi) e^{-|y_\tau - \sqrt{P}w_\tau^H a(\phi)|^2} d\phi}.$$

(10)

Given this AoA posterior distribution, the best MSE estimate for $\phi$ is given by the conditional expectation of $\phi$ given $y_\tau$ as:

$$\hat{\phi}(w_\tau, y_\tau) = \mathbb{E}[\phi|y_\tau] = \frac{\int_{\phi_{\text{min}}}^{\phi_{\text{max}}} \phi \pi_{\tau-1}(\phi) e^{-|y_\tau - \sqrt{P}w_\tau^H a(\phi)|^2} d\phi}{\int_{\phi_{\text{min}}}^{\phi_{\text{max}}} \pi_{\tau-1}(\phi) e^{-|y_\tau - \sqrt{P}w_\tau^H a(\phi)|^2} d\phi}.$$

(11)

Now, assuming that the true AoA is $\phi_0$, the squared error (SE) of the AoA estimate in (11) can be computed as:

$$\text{SE}(w_\tau, y_\tau, \phi_0) = \left(\hat{\phi}(w_\tau, y_\tau) - \phi_0\right)^2.$$

(12)

The objective function of the beam alignment problem, denoted by $g(w_\tau)$, can then be computed by taking the expectation of the SE in (12) over the joint distribution of $y_\tau$ and $\phi_0$. 

---

Fig. 1: Comparison between different methods for a toy example of designing the sensing vector in time frame $\tau$. 

(a) Posterior distribution in time frame $\tau - 1$. 

(b) The sensing filter designed by the CD algorithm. 

(c) The sensing filter designed by searching over a 4-stage hierarchical codebook with 30 sensing vectors. 

(d) The sensing filter designed by the proposed deep learning framework.
The codebook-based beamforming approaches in the literature aim to reduce this computational burden by searching over a predetermined codebook. To investigate the performance of such codebook-based beamforming schemes for the considered problem, we employ a 4-stage hierarchical codebook containing 30 beamforming vectors designed according to \([6]\). The best sensing vector selected from this hierarchical codebook, i.e., \(\mathbf{w}_{r,(\text{hie})}\), achieves the expected MSE of \(9.78 \times 10^{-4}\), and the filter shape of this design is illustrated in Fig. 1c. From this experiment, we observe that although utilizing the hierarchical codebook significantly reduces the computational complexity, its achieved expected MSE is 70 times higher than the expected MSE of the CD algorithm. This experiment indicates that the codebook-based beamforming schemes fail to reach the optimal design for the initial beam alignment problem.

Finally, we introduce a deep learning framework to design \(\mathbf{w}_r\). In particular, we propose to employ an \(L\)-layer fully connected DNN that takes the non-zero elements of the current posterior distribution \(\pi_{\tau-1}\), denoted by \(\bar{\pi}_{\tau-1}\), and outputs the design for the next sensing vector \(\mathbf{w}_r\), i.e.,

\[
\bar{\mathbf{w}}_r = \bar{\sigma}_L \left( \bar{A}_L \bar{\sigma}_{L-1} \left( \cdots \bar{\sigma}_1 \left( \bar{A}_1 \bar{\pi}_{\tau-1} + \bar{b}_1 \right) \cdots \right) + \bar{b}_L \right),
\]

where \(\{\bar{A}_L, \bar{b}_L\}_L\) is the set of the trainable weights and biases of the DNN, \(\bar{\sigma}_L\) is the activation function of the \(L\)-th layer with \(\bar{\sigma}_L(\cdot) = \frac{1}{1+e^{-\cdot}}\), and \(\bar{\mathbf{w}}_r\) is the real representation of \(\mathbf{w}_r\), i.e., \(\bar{\mathbf{w}}_r = [\Re(\mathbf{w}_r^T), \Im(\mathbf{w}_r^T)]^T\). The output of the DNN can then be used to take the next measurement, to update the posterior distribution, and finally to compute the AoA estimate; see the overall network in Fig. 2. To train such a network, we can employ a stochastic gradient descent (SGD) algorithm to minimize the expected MSE. In the training phase, we generate a random \(\pi_{\tau-1}\) for each mini-batch of size \(10^4\), then generate the true AoAs within each mini-batch according to the distribution \(\pi_{\tau-1}\). In the test phase, we consider the posterior distribution in Fig. 1a and obtain the designed sensing vector \(\mathbf{w}_{r,(\text{DNN})}\) from the output of the trained DNN. From this experiment, we observe that the expected MSE of a trained DNN with \(L = 4\) layers is \(1.4 \times 10^{-5}\), which is almost identical to the optimal performance achieved by the CD algorithm. Further, we observe that for this toy example, the proposed DNN can be trained in a few minutes (on a NVIDIA GeForce RTX 2080 GPU), and once the network is trained, the sensing vector design can be obtained in almost real time by following the simple computations in (15). The other advantage of the proposed deep learning

\[
\phi_0 \text{ as:}
\]

\[
g(w_r) = \int_{\phi_{\text{min}}}^{\phi_{\text{max}}} \frac{1}{C} e^{-|y_r - \sqrt{P}w_r^H\alpha(\phi_0)|^2} \pi_{\tau-1}(\phi_0) dw_d d\phi_0
\]

The shape of the sensing filter for this design, i.e., \([w_{r,(\text{CD})}^H\alpha(\phi_0)]\), is illustrated in Fig. 1b. While the expected MSE achieved by the CD algorithm is excellent, it takes several days for this algorithm to converge to the solution on a 4GHz Intel Core(TM) i7-8086K CPU.
framework is the generalizability of the trained DNN for different posterior distributions \( \pi_{t-1} \). In particular, unlike the conventional methods, which require solving the problem from scratch for each realization of the posterior distribution in time frame \( \tau \), the trained DNN is capable of designing the sensing vector for a class of posterior distributions used in the training phase. These features of the deep learning approach motivate us to employ deep learning for the general beam alignment problem \( \pi \).

IV. CODEBOOK-FREE ADAPTIVE BEAMFORMING FOR ON-GRID AOA DETECTION

In this section, we extend the proposed deep learning framework in the previous section to obtain the codebook-free adaptive beamforming strategy for the on-grid AoA detection problem in \( \psi \), where the AoA is taken from an \( N \)-point grid set. As the first step and to fix ideas, we make the simplifying (and unrealistic) assumption that the fading coefficient \( \alpha \) is perfectly known at the BS (similar to \( \phi \)). This assumption is removed in Section \( \gamma \), where we consider a more practical setup in which only the statistical information of \( \alpha \) is available.

A. KNOWN FADING COEFFICIENT SCENARIO

We begin by tackling the AoA detection problem in \( \psi \) for the case that the complex fading coefficient \( \alpha \) is assumed to be fully known at the BS. As discussed earlier, under the on-grid assumption, the posterior distribution in time frame \( t \) can be represented by an \( N \)-dimensional vector \( \pi_t \). By applying the Bayes’ rule to the measurement model in \( \phi \) under the assumption that the fading coefficient \( \alpha \) is known, the posterior distribution in time frame \( t + 1 \) can be computed as follows:

\[
\pi_i^{(t+1)} = \frac{\pi_i^{(t)} f(y_{t+1}\mid \phi = \phi_i, w_{t+1} = \tilde{G}_t(\pi_t))}{\sum_{j=1}^{N} \pi_j^{(t)} f(y_{t+1}\mid \phi = \phi_j, w_{t+1} = \tilde{G}_t(\pi_t))},
\]

(16)

where

\[
f(y_{t+1}\mid \phi = \phi_i, w_{t+1} = \tilde{G}_t(\pi_t)) = \frac{1}{\sqrt{2\pi} \sigma_{t}} \exp\left(-\frac{(y_{t+1} - \tilde{G}_t(\phi_i))^2}{2\sigma_{t}^2}\right)
\]

is the conditional distribution of the measurement \( y_{t+1} \) given the AoA and the beamforming vector in time frame \( t + 1 \). Once the pilot training phase is completed at the end of the time frame \( \tau \), we declare the angle in the grid set with the maximum posterior probability as the final estimate of \( \phi \), i.e.,

\[
\hat{\phi} = \phi_{i^*}, \quad \text{where}\; i^* = \arg\max_i \pi_i^{(\tau)}.
\]

(17)

In the above active AoA detection procedure, the only remaining part to design is the function \( \tilde{G}_t(\cdot) \) which maps the AoA posterior distribution to the next sensing vector. Following the proposed idea in Section \( \phi \) we use a data-driven framework to undertake this design. In particular, we propose an \( L \)-layer fully connected DNN that takes the current posterior distribution together with the other available system parameters as the input, i.e.,

\[
v_t = [\pi_t^T, P, t]^T,
\]

(18)

and outputs the beamforming vector for the next measurement as:

\[
\tilde{w}_{t+1} = \sigma_L(A_L\sigma_L-1(\cdots \sigma_1(A_1v_i + b_1)\cdots) + b_L),
\]

(19)

where \( \{A_i, b_i\}_{i=1}^{L} \) is the set of the trainable weights and biases of the DNN, \( \sigma_L \) is the activation function of the \( L \)-th layer, and \( \tilde{w}_{t+1} \) is the real representation of the beamforming vector in time frame \( t + 1 \). Further, in order to ensure that the beamforming vector satisfies the prescribed beamforming constraint, we employ an appropriate normalization layer at the last layer of the DNN. In particular, with only a unit norm constraint, we choose the last layer’s activation function as:

\[
\sigma_L(u) = \frac{u}{\|u\|_2}, \quad \forall u \in \mathbb{R}^{2M},
\]

(20)

and for the constant modulus constraint scenario, we set the last activation function as:

\[
\sigma_L(u) = \frac{1}{\sqrt{M}} \left[ |u_1^T + u_2^T|, u_1^T \oplus u_2^T \right]^T,
\]

(21)

where \( u = [u_1^T, u_2^T]^T \) with \( u_1, u_2 \in \mathbb{R}^M \).

Note that in the proposed DNN architecture, it would be possible to employ different weights and biases for different time frames. However, in this paper, we propose using a common set of DNN weights and biases for all the time frames, and instead, we consider the time frame index as the input to the DNN. The primary motivation for this consideration is that such a common DNN structure can potentially lead to a more scalable and faster training procedure by reducing the number of trainable parameters.

The block diagram of the overall proposed on-grid AoA detection strategy is illustrated in Fig. \( \psi \). As it can be seen from Fig. \( \psi \), the adaptive beamforming module implemented by the DNN as in \( \phi \) and the posterior distribution update computed by \( \psi \) interact with each other to accurately find the AoA at the end of the time frame \( \tau \). Since we assume that there is no prior information available about the AoA distribution, we start the algorithm with a uniform posterior distribution at the time frame \( t = 0 \), i.e., \( \pi_0 = \frac{1}{N} \mathbf{1} \).

By unrolling the loop in the proposed adaptive detection algorithm in Fig. \( \phi \) we can think of the proposed end-to-end architecture as a very deep neural network architecture shown in Fig. \( \phi \). The ultimate goal of the DNN network in
where the expectation is over all the stochastic parameters of AoA is the average cross-entropy between the final posterior distribution and the one-hot representation of the actual AoA, i.e., \( \hat{\alpha}_{i,t} \), which has been derived for a given AoA value. This detection estimate of the fading coefficient is used to compute an approximate of the AoA posterior distribution. In particular, we investigate two different estimation strategies: i) MMSE estimator, and ii) Kalman Filter.

1) Fading Coefficient Estimation via MMSE: Assuming that the actual AoA is \( \phi_t \), we first seek to estimate the fading coefficient at time frame \( t \) from the available measurements, i.e.,

\[
y_t = c_{i,t} \alpha + n_t,
\]

where \( y_t = [y_1, \ldots, y_T]^T \), \( c_{i,t} = \sqrt{P}W_{i,t}^H a(\phi_t) \) with \( W_{i,t} \triangleq [w_1, \ldots, w_n] \), and \( n_t \sim CN(0, I) \). Given that the fading coefficient has the standard complex Gaussian distribution, i.e., \( \alpha \sim CN(0, 1) \), the best MSE estimate of the fading coefficient at time frame \( t \) can be computed as:

\[
\hat{\alpha}_{i,t} = (c_{i,t} c_{i,t} + 1)^{-1} c_{i,t}^H y_t.
\]

The MMSE estimate of the fading coefficient in (24) can then be used to approximate the AoA posterior distribution. In particular, we propose to approximate the AoA posterior distribution by regarding the MMSE estimate for \( \hat{\alpha}_{i,t} \) as the actual value of the fading coefficient. With this approximation in place, we can show that the \( i \)-th element of the AoA posterior distribution at time frame \( t + 1 \) can be computed as:

\[
\pi_i^{(t+1)} = \frac{\prod_{l=1}^{t+1} e^{-|y_l - \sqrt{P} \hat{\alpha}_{i,l} w_l^H a(\phi_l)|^2}}{\sum_{j=1}^{N} \prod_{l=1}^{t+1} e^{-|y_l - \sqrt{P} \hat{\alpha}_{j,l} w_l^H a(\phi_l)|^2}}.
\]

Note that the estimate \( \hat{\alpha}_{i,t} \) is based on all the available measurements so far, so it is the most accurate estimate of the fading coefficient. Thus, in (25), we compute the posterior in time frame \( t + 1 \) based on \( \hat{\alpha}_{i,t} \). Once the approximated posterior distribution is obtained using (25), analogous to the known fading scenario in Section IV-A, we employ a DNN that directly maps the approximated posterior distribution and other available system parameters to the next sensing vector. Therefore, the overall proposed AoA detection strategy for the unknown fading coefficient scenario can also be illustrated as in Fig. 3 but in this case the step of updating the posterior distribution further involves estimating the fading coefficients.

In the simulations, we observe that the proposed MMSE approach for fading estimation leads to an excellent performance. However, this approach requires relatively high memory usage to store all the received signals so far and the designed sensing vectors, i.e., \( y_t \) and \( W_t \), in addition to the high
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computational resources for computing the estimate of the fading component and the posterior distributions, according to (24) and (25), respectively, in each time frame. In particular, it can be shown that, in the above MMSE estimation method, the overall complexity of computing the posterior in time frame \( t \) given the fading coefficient estimates is \( O(tMN) \), leading to a computational complexity of \( O(\tau^2MN) \) for computing the posterior distributions in all \( \tau \) time frames. In the next subsection, we aim to address these challenges of the MMSE estimation method by proposing an alternative estimation algorithm with lower storage and computational complexity based on the Kalman filtering idea.

2) Fading Coefficient Tracking via Kalman Filter: In this approach, the proposed strategy for sequential detection of AoA is complemented by estimating the fading coefficient via a Kalman filter. In this method, we first assume that the conditional probability density of the fading coefficient given the AoA \( \phi_i \) and the received signal \( y_i \) is complex Gaussian with mean \( \mu_{\alpha,i}^{(t)} \) and variance \( \gamma_{\alpha,i}^{(t)} \). Then, we exploit the idea of Kalman filtering to estimate those means and variances in each time frame. In particular, upon receiving a new observation \( y_{t+1} \), the mean and variance of the fading distribution for a presumed AoA \( \phi_i \) are updated by Kalman filter according to (33):

\[
\begin{align}
\mu_{\alpha,i}^{(t+1)} &= \mu_{\alpha,i}^{(t)} + \frac{\gamma_{\alpha,i}^{(t)} g_{i,t+1}}{\gamma_{\alpha,i}^{(t)} g_{i,t+1}^2 + 1} (y_{t+1} - \mu_{\alpha,i}^{(t)} g_{i,t+1}), \\
\gamma_{\alpha,i}^{(t+1)} &= \gamma_{\alpha,i}^{(t)} \frac{1}{\gamma_{\alpha,i}^{(t)} g_{i,t+1}^2 + 1},
\end{align}
\]

where \( g_{i,t+1} = \sqrt{P} w_{i+1}^H a_i(\phi_i) \). Considering that the actual fading coefficient comes from a standard complex Gaussian distribution, we initialize the means and variances in time frame \( t = 0 \) as \( \mu_{\alpha,i}^{(0)} = 0 \) and \( \gamma_{\alpha,i}^{(0)} = 1 \), \( \forall i \). With the above assumptions in place, the conditional distribution of the measurement \( y_{t+1} \) can now be computed as (18):

\[
f(y_{t+1}|\phi = \phi_i, \mathbf{w}_{t+1} = \mathbf{G}_i(\pi_t)) = \frac{1}{2} e^{-\frac{-|y_{t+1} - \mu_{\alpha,i}^{(t+1)} g_{i,t+1}|^2}{\gamma_{\alpha,i}^{(t+1)} g_{i,t+1}^2 + 1}}. \]

Finally, we can use the Bayes’ rule in (16) in order to compute the AoA posterior distributions in each time frame as:

\[
\pi_{i}^{(t+1)} = \frac{\pi_{i}^{(t)} e^{-\frac{-|y_{t+1} - \mu_{\alpha,i}^{(t+1)} g_{i,t+1}|^2}{\gamma_{\alpha,i}^{(t+1)} g_{i,t+1}^2 + 1}}}{\sum_{j=1}^{N} \pi_{j}^{(t)} e^{-\frac{-|y_{t+1} - \mu_{\alpha,j}^{(t+1)} g_{i,t+1}|^2}{\gamma_{\alpha,j}^{(t+1)} g_{i,t+1}^2 + 1}}}.
\]

From the above equations, we can see that the parameters of the fading coefficient in (26) and the posterior distribution in (28) are updated sequentially without the need for storing the entire set of past sensing vectors \( \mathbf{W}_i \), and the corresponding received measurement \( y_i \). Further, it can be shown that the complexity of computing the posterior in each time frame is \( O(MN) \), leading to the computational complexity of \( O(\tau^2MN) \) for computing the posterior distributions in all \( \tau \) time frames. This means that the posterior update phase in the Kalman filtering method is computationally more efficient than the MMSE estimation method, which has a complexity of \( O(\tau^2MN) \). Such storage and computational benefits provided by the Kalman filter method make it a promising candidate, especially when integrated with the deep learning framework.

V. CODEBOOK-FREE ADAPTIVE BEAMFORMING FOR GRIDLESS AOA ESTIMATION

In the previous section, we make the simplifying assumption that the AoA belongs to a grid set of size \( N \), and accordingly, develop a deep active AoA learning scheme, which utilizes the \( N \)-dimensional AoA posterior distribution to design the sequence of sensing vectors. This section aims to further extend the proposed active AoA learning scheme to a more realistic setup, where the AoA can be any real number in the range \([\phi_{\text{min}}, \phi_{\text{max}}]\). Similar to Section IV as the first step to fix ideas, we begin with the simplified scenario in which the fading coefficient is known at the BS.

When the AoA is a continuous variable, the posterior distribution can no longer be represented with an \( N \)-dimensional PMF. Instead, the posterior distribution is now in the form of a PDF whose value at any given \( \phi \in [\phi_{\text{min}}, \phi_{\text{max}}] \) is potentially non-zero. In principle, in this scenario, we need to consider this posterior PDF as the input to the DNN. However, since an accurate representation of a generic PDF requires infinitely many samples, it may not be feasible to feed the AoA posterior distribution to the DNN directly. To overcome this issue, instead of passing the AoA distribution to the DNN, we propose to use the posterior probabilities that the AoA lies within finite intervals. In particular, the entire range of valid AoAs is divided into \( N_c \) intervals, where the \( i \)-th interval is denoted by:

\[
\varphi^i = \{ \phi \mid \phi \in [\phi_i^{\text{min}}, \phi_i^{\text{max}}] \},
\]

with

\[
\begin{align}
\phi_i^{\text{min}} &= \phi_{\text{min}} + (i - 1) \Delta \phi_c, \\
\phi_i^{\text{max}} &= \phi_{\text{min}} + i \Delta \phi_c, \\
\Delta \phi_c &= \frac{\phi_{\text{max}} - \phi_{\text{min}}}{N_c}.
\end{align}
\]

Now, the posterior probability (in time frame \( t \)) that the true AoA \( \phi \) belongs to the interval \( \varphi^i \) can be computed as:

\[
\pi_i(t) = \mathbb{P}(\phi \in \varphi^i \mid t) = \int_{\varphi^i} \pi_i(\phi) d\phi, \quad \forall i \in \{1, \ldots, N_c\},
\]

where \( \pi_i(\phi) \) is the AoA posterior PDF in time frame \( t \). By stacking all \( N_c \) posterior interval probabilities in (31), we can form the posterior probability vector, i.e., \( \pi_t = [\pi_1(t), \ldots, \pi_{N_c}(t)]^T \), that can be considered as the input to the DNN to design the sensing vector in time \( t + 1 \). However, having an integral operation in (31) within the DNN framework makes the back-propagation step in the SGD-based training methods complicated and computationally expensive. To deal with this issue, we approximate the integral in (31) using the midpoint rule as follows:

\[
\pi_i(t) \approx \sum_{j=1}^{N_c} \pi_{i,j}^{(t)},
\]

where
where for a known $\alpha$ we have:

$$\pi_t^{(t)} = \frac{\pi_t^{(\phi_{i,j})}}{\sum_{i=1}^{N_x} \sum_{j=1}^{N_s} \pi_{t-1}^{(\phi_{i,j})}} e^{-|y_t - \sqrt{T_{a,w}^H} a(\phi_{i,j})|^2} \Delta \phi_s$$

$$\Delta \phi_s = \phi_{\text{max}} - \phi_{\text{min}} = 2\phi_{\text{max}} - 2\phi_{\text{min}} + 2j - 1 \Delta \phi_s, \text{ and } N_S$$

where (a) is due to the midpoint approximation rule in which $\Delta \phi_s$ is the definition of $\pi_{t-1}^{(t-1)}$. An example of the above procedure to construct the part of the DNN input that depends on the AoA posterior distribution is illustrated in Fig. 5.

We note that the choices for the number of AoA intervals $N_c$ and the number of samples within each interval $N_s$ in the above procedure provide an accuracy-complexity trade-off, i.e., larger values for $N_c$ and $N_s$ render the approximation in (33) more accurate, but at the computational complexity cost. We emphasize that when the posterior distribution is more skewed, we need to sample more heavily, i.e., choose higher $N_c$ and $N_s$, to capture such a distribution. The skewed AoA distribution phenomenon typically happens in the high SNR regime, where after sufficient number of time frames, the posterior distribution is almost zero everywhere except around the actual AoA. However, for a practical mmWave communication in which the SNR is typically low or moderate, we numerically observe that a relatively small sampling rate, e.g., $N_c = 128$ and $N_s = 20$, is sufficient to capture the AoA distribution with the proposed approximation technique.

The other element of the proposed AoA detection strategy in Fig. 3 that needs to be modified for the gridless AoA estimation problem is the last stage of the algorithm that provides the final AoA estimation $\hat{\phi}$. Since we consider the MMSE as the metric for the quality of the AoA estimation, i.e., $\mathcal{L} = \mathbb{E} \left[ (\phi - \hat{\phi})^2 \right]$, the optimal solution is given by the conditional expectation:

$$\hat{\phi} = \int_{\phi_{\text{min}}}^{\phi_{\text{max}}} \phi \pi_{t}^{(\phi)} d\phi.$$  (34)

Analogous to the previous part, we can approximate this conditional expectation by using the midpoint rule as:

$$\hat{\phi} \approx \sum_{i=1}^{N_c} \sum_{j=1}^{N_s} \phi_{i,j} \pi_{t}^{(\phi_{i,j})} \Delta \phi_s = \sum_{i=1}^{N_c} \sum_{j=1}^{N_s} \phi_{i,j} \pi_{t}^{(\phi_{i,j})}.$$  (35)

This means that the AoA MMSE solution can be approximated with the linear combination of the posterior probabilities computed at $N_c \times N_s$ points. In this paper, instead of fixing the weights of this linear combination as in (35), we use a fully connected layer with trainable linear activation function that maps $\pi_{t}^{(\phi_{i,j})}$’s to the final AoA estimation.

Finally, we remark that we can easily extend the proposed AoA estimation framework to the scenario where the fading coefficient $\alpha$ is unknown. To do so, we can employ the proposed fading coefficient estimation methods in Section 1V-B. By incorporating such fading estimation techniques, the overall proposed gridless AoA estimation can be illustrated as in Fig. 6.

VI. NUMERICAL RESULTS

This section illustrates the performance of the proposed deep learning based adaptive beamforming method for initial beam alignment in a mmWave environment. We compare the performance of the proposed method against several existing schemes in the literature. Before presenting the numerical results, we first briefly explain each of the considered AoA detection baselines when the AoA is assumed to be taken from an $N$-point grid set.

1) Compressive sensing (CS) with fixed beamforming: In this approach, we randomly generate the sensing vectors for all $\tau$ frames satisfying the power constraint. Denoting the collection of all sensing vectors by $W = [w_1, \ldots, w_\tau]$ and the collection of response vectors for all $N$ possible AOA...
by $\mathbf{A}_{BS} = [\mathbf{a}(\phi_1), \ldots, \mathbf{a}(\phi_N)]$, the received signal at the BS in $\tau$ time frames can be written as $\mathbf{y}_\tau = \mathbf{W}^H \mathbf{A}_{BS} \mathbf{x} + \mathbf{n}_\tau$, where $\mathbf{x}$ is an unknown 1-sparse vector. The AoA detection problem can now be cast as finding the support of $\mathbf{x}$. This sparse recovery problem can be tackled by employing CS techniques. Here, we adopt a widely-used CS algorithm called orthogonal matching pursuit (OMP) \cite{OMP}.

2) Hierarchical codebook with bisection search (hieBS) \cite{hieBS}:
This adaptive beamforming method employs a hierarchical codebook with $S = \log_2(N)$ levels of beam patterns such that each level $s$ consists of a set of $2^s$ sensing vectors which partition the AoA search space, i.e., $[\phi_{\min}, \phi_{\max}]$, into $2^s$ sectors. The beamformer for each sector is designed such that the beamforming gain is almost constant for AoAs within that probing sector, and nearly zero otherwise. In particular, the $k$-th sensing vector in stage $s$ of the hierarchical codebook is obtained as:

$$w_{s,k} = \frac{A_{BS}^s g_{s,k}}{\|A_{BS}^s g_{s,k}\|_2},$$ \hspace{1cm} (36)

where $g_{s,k}$ is an $N$-dimension vector containing 1’s in the entries $\{k - 1\frac{N}{2^s} + 1, \ldots, k\frac{N}{2^s}\}$, and zeros in the other entries. Further, the sensing vector in each time frame is selected from such a hierarchical codebook using a binary search algorithm, which requires $\tau = 2S = 2 \log_2(N)$ time frames for AoA detection from an $N$-point grid set.

3) Hierarchical codebook with posterior matching (hiePM) \cite{hiePM}:
This design also adopts the hierarchical codebook in \cite{hieBS}. However, unlike \cite{hieBS}, the proposed method in \cite{hiePM} selects the beamforming vectors from the hierarchical beamforming codebook based on the AoA posterior distribution. It should be mentioned that this approach assumes that the fading coefficient value is known at the BS, so that the AoA posterior distribution can be accurately computed.

We first examine the performance of the proposed method and the above baselines when the AoA is uniformly drawn from a grid set of size $N = 128$ with $\phi_{\min} = -60^\circ$ and $\phi_{\max} = 60^\circ$. In this experiment, we consider that the BS is equipped with $M = 64$ antennas. To fairly compare our proposed methods with other baselines, we set the number of uplink pilot transmission as $\tau = 2 \log_2(N) = 14$. Further, we implement the proposed network on TensorFlow \cite{TensorFlow} and Keras \cite{Keras} by employing Adam optimizer \cite{Adam} with a learning rate progressively decreasing from $10^{-3}$ to $10^{-5}$. We consider 4-layer neural networks with dense layers of widths $[1024, 1024, 1024, 2M]$, respectively. For faster convergence, each dense layer is preceded by a batch normalization layer \cite{BatchNorm}. We consider 10 batches per epoch, each of which contains at most $212^2$ samples. To investigate the ultimate performance of the proposed approach, we assume that we can generate as many data samples as needed for training the DNN. We monitor the performance of the DNN during training by computing the loss function for a validation data set of $10^5$ samples and keep the model parameters that have achieved the best performance so far. The training procedure is terminated when the performance for the validation set has not improved over 300 epochs.

In Fig. 7 we plot the empirical error probability in AoA detection for different methods against the signal-to-noise-ratio, i.e., $\text{SNR} \triangleq \log_{10}(P)$, over $10^5$ Monte Carlo trials. It can be seen that the OMP algorithm using random fixed beamforming and the hieBS algorithm both suffer from an error floor in the high SNR regime. However, the detection performance of the proposed deep learning approach and the hiePM algorithm, both of which design the sensing vectors based on the AoA posterior distribution, continuously improves as the SNR increases. This observation matches the conclusion in \cite{hiePM} that exploiting the measurement noise statistics via posterior matching can indeed improve the AoA detection performance. Furthermore, Fig. 7 shows that the proposed approach for the known fading coefficient scenario can significantly outperform (by about 5dB in this example) the hiePM algorithm in \cite{hiePM}, which is developed based on the assumption that the fading component is given. This indicates that the proposed DNN can indeed design a better adaptive beamforming strategy as compared to the hiePM that employs the hierarchical codebook. Further, we can see that both estimation techniques proposed in Section \ref{sec: estim tech} to deal with the unknown fading coefficient scenario, i.e., MMSE estimation and Kalman filtering, are indeed effective. In particular, the proposed DNN utilizing either of these two fading estimation techniques performs almost the same as hiePM, which assumes the knowledge of the actual value of $\alpha$. Note that since the Kalman filtering approach has lower storage complexity than the MMSE estimation approach, Kalman filtering would be preferable in practice.

In the next experiment, we consider a more realistic setup where the AoA is a continuous variable, uniformly taken from the interval $[\phi_{\min}, \phi_{\max}] = [-60^\circ, 60^\circ]$. The other system parameters remain the same as in the previous experiment, i.e., $M = 64$ and $\tau = 14$. For the proposed method, we consider $N_c = 128$ posterior probability intervals and $N_c = 20$ midpoint samples in each interval. For the baselines
employing the hierarchical codebook, we use a hierarchical codebook with \( \tau = 7 \) stages consisting of 254 sensing vectors. Further, for the OMP method and the hiePM algorithm, which have the on-grid AoA assumption, we set their grid size as \( N = N_c \times N_s = 2560 \). In Fig. 8 we plot the empirical average MSE, computed over \( 10^5 \) Monte Carlo runs, for different methods, as functions of SNR. Fig. 8 shows that, under the known fading coefficient assumption, there is a significant gap, i.e., about 5dB, between the performance of the proposed DNN and that of the hiePM method. This indicates that the proposed strategy to deal with the AoA estimation problem for continuous-domain AoA is indeed effective. Further, we can see that the proposed DNN using either MMSE estimation or Kalman filter for estimating the fading coefficient achieves almost the same performance as the best baseline, which is the hiePM with the known fading assumption. This indicates that the proposed deep learning framework is superior to the state-of-the-art beamforming strategies for mmWave initial access.

As the final experiment, we consider a scenario where the analog sensing vectors are realized using a network of phase shifters, thus satisfying the constant modulus constraint. Accordingly, we need to enforce this constraint for the sensing vectors in all different methods. In the proposed DNN, we account for this constraint by employing a normalization layer as in [21]. For the OMP algorithm, we can simply generate a random matrix that satisfies such a constant modulus constraint. Accounting for the constant modulus constraint is, however, more challenging for methods using the hierarchical codebook. To deal with the constant modulus constraint in the hierarchical codebook, [6] suggests first designing relaxed \( \tau \)-th sensing vector in stage \( s \) of the hierarchical codebook under constant modulus constraint can be written as:

\[
\hat{w}^{(\text{CM})}_{s,k} = \frac{1}{\sqrt{M}} e^{j \phi_{s,k}},
\]

where \( w_{s,k} \) is the corresponding beamformer under the \( 2 \)-norm constraint given by (36). However, our numerical results show that the design in (37) cannot preserve the hierarchical codebook’s fundamental property, i.e., providing a constant beamforming gain for AoAs within the probing sector and nearly zero elsewhere. For example, Fig. 9 which illustrates the shape of the sensing filter for \( w_{s,k} \) and \( \hat{w}^{(\text{CM})}_{s,k} \), shows that while \( w_{s,k} \) provides a nearly constant beamforming gain in the probing range and zero outside that region, \( \hat{w}^{(\text{CM})}_{s,k} \) fails to do so.

To design a better hierarchical codebook under the constant modulus constraint. We recognize that the solution for a hierarchical codeword in [21] is the least squares solution of the set of linear equations \( \tilde{A}^H_{\text{BS}}w = g_{s,k} \). Thus, in order to obtain the corresponding sensing vector under the constant modulus constraint, we need to solve the following optimization problem:

\[
\hat{w}^{(\text{CM})}_{s,k} = \arg\min_w \| \tilde{A}^H_{\text{BS}}w - g_{s,k} \|_2^2 \quad \text{s.t.} \quad |w_i| = \frac{1}{\sqrt{M}}, \forall i.
\]

This is a challenging non-convex problem due to the constant modulus constraints. However, the decoupled nature of the constraints enables us to use the iterative coordinate descent algorithm in [10]. In particular, it can be shown that the closed-form optimal solution for \( w_i \) can be obtained when the other elements of the sensing vector are fixed. This observation enables us to employ an iterative algorithm that starts with an initial feasible sensing vector, i.e., \( \hat{w}^{(\text{CM})}_{s,k} \), then sequentially updates each element of the sensing vector until the algorithm converges. Note that since in each update step
of this algorithm, the objective function of (38a) decreases, the convergence of the algorithm is guaranteed. It can be seen from Fig. 9 that the above procedure can indeed improve the filter shape of the hierarchical codebook. However, the beamforming gain in the probing region under constant modulus constraint is still much smaller than the beamforming gain without the constant modulus constraint. This suggests that the performance of the hierarchical codebook-based methods may be significantly degraded under the constant modulus constraint.

We now evaluate the average MSE performance of different methods under the constant modulus constraint. Fig. 10 shows that even the OMP algorithm with fixed beamforming can outperform the hiePM and hieBS algorithms, both of which utilize the hierarchical codebook. This is aligned with our previous observation that an analog sensing vector implemented via simple analog phase shifters fails to accurately implement the idea of the hierarchical codebook. In contrast, we can see that the proposed DNN with or without the fading coefficient achieves excellent performance, indicating that the proposed deep learning framework can efficiently deal with practical constraints such as the constant modulus constraint.

Finally, we provide a discussion about the computational complexity of the proposed deep learning framework compared to the hiePM algorithm. We note that the computation comparison between the traditional optimization based methods and the proposed deep learning based approach is not straightforward since it is not clear how to account for the computations performed in the DNN training phase. Therefore, we only compare the computational complexity of the proposed deep learning approach in the operational phase with that of the hiePM algorithm. In this discussion, we consider a practical setup in which the fading coefficient \( \alpha \) is not known a priori, hence both methods need to obtain the estimate for \( \alpha \) using the Kalman filtering or MMSE estimation. Since both methods exploit the posterior distribution, their computational complexities for updating the posterior distribution are the same. As discussed in Section [IV-B], the computational cost of the posterior update in time frame \( t \) is in the order of \( O(tMN) \) if we use MMSE estimation or \( O(MN) \) if we use the Kalman filter. For the adaptive beamforming design, the computational cost of the proposed DNN depends on the dimension and the number of layers adopted in the DNN architecture. Let \( d_{\ell} \) denote the width of the \( \ell \)-th layer in an \( L \)-layer fully connected DNN. Then, the computational complexity of the forward propagation is in the order of \( O \left( \sum_{\ell=0}^{L} d_{\ell} d_{\ell+1} \right) \), but the practical run time of the DNN can be much less if it is implemented on a graphics processing unit (GPU). Further, we remark that in the numerical experiments in this paper, the hidden layers’ widths are set to be \( d_{\ell} = 1024, \forall \ell \in \{1, 2, 3\} \). However, we numerically observe that with a much narrower DNN with only 128 neurons per hidden layer, almost the same performance can be achieved. To compare with hiePM, we expect that the overall run time of the proposed DNN and that of hiePM to be in the same order since; i) the computational complexity of estimating the fading coefficient, which is common for both methods, is a non-negligible portion of the overall computational cost, ii) the computations needed for running the DNN in the operational phase can be highly parallelized which is not the case for the tree-search algorithm used in hiePM.

VII. CONCLUSION

This paper develops a deep learning framework for active learning of the angle-of-arrival of the channel’s dominant path by adaptively designing the sequence of sensing vectors in the initial access phase of a mmWave communication. In particular, this paper proposes a DNN that directly maps the current AoA posterior distribution to the sensing vector of the next measurement. Further, to alleviate the computational burden of computing the AoA posterior distribution, this paper uses an estimate of the fading coefficient to obtain an approximation of the AoA posterior distribution. This paper investigates two estimation strategies for the fading coefficient estimation, namely MMSE estimation and Kalman filter. This paper also proposes a modified DNN architecture to deal with the practical beamforming constant modulus constraint. Numerical results indicate the proposed codebook-free deep learning based approach significantly outperforms the existing adaptive beam alignment techniques that utilize predefined codebooks.
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