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Abstract

Topology recognition and leader election are fundamental tasks in distributed computing in networks. The first of them requires each node to find a labeled isomorphic copy of the network, while the result of the second one consists in a single node adopting the label 1 (leader), with all other nodes adopting the label 0 and learning a path to the leader. We consider both these problems in networks whose nodes are equipped with not necessarily distinct labels called colors, and ports at each node of degree \(d\) are arbitrarily numbered \(0, 1, \ldots, d - 1\). Colored networks are generalizations both of labeled networks, in which nodes have distinct labels, and of anonymous networks, in which nodes do not have labels (all nodes have the same color).

In colored networks, topology recognition and leader election are not always feasible. Hence we study two more general problems. Consider a colored network and an input \(I\) given to its nodes. The aim of the problem \(\text{TOP}\), for this colored network and for \(I\), is to solve topology recognition in this network, if this is possible under input \(I\), and to have all nodes answer “unsolvable” otherwise. Likewise, the aim of the problem \(\text{LE}\) is to solve leader election in this network, if this is possible under input \(I\), and to have all nodes answer “unsolvable” otherwise.

We show that nodes of a network can solve problems \(\text{TOP}\) and \(\text{LE}\), if they are given, as input \(I\), an upper bound \(k\) on the number of nodes of a given color, called the size of this color. On the other hand we show that, if the nodes are given an input that does not bound the size of any color, then the answer to \(\text{TOP}\) and \(\text{LE}\) must be “unsolvable”, even for the class of rings.

Under the assumption that nodes are given an upper bound \(k\) on the size of a given color, we study the time of solving problems \(\text{TOP}\) and \(\text{LE}\) in the \(\text{LOCAL}\) model in which, during each round, each node can exchange arbitrary messages with all its neighbors and perform arbitrary local computations. We give an algorithm to solve each of these problems in arbitrary networks in time \(O(kD + D\log(n/D))\), where \(D\) is the diameter of the network and \(n\) is its size. We also show that this time is optimal, by exhibiting classes of networks in which every algorithm solving problems \(\text{TOP}\) or \(\text{LE}\) must use time \(\Omega(kD + D\log(n/D))\).
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1 Introduction

1.1 The model and the problem

Topology recognition and leader election are fundamental tasks in distributed computing in networks. The goal of topology recognition is for each node of the network to acquire a faithful map of it (an isomorphic copy of the underlying network with all nodes having distinct identifiers), with the position of the node marked in the map. If nodes can solve this problem, any other distributed task, such as leader election [27, 38], minimum weight spanning tree construction [5], renaming [2], etc. can be performed by them using only local computations. Thus topology recognition converts all distributed problems to centralized ones, in the sense that nodes can solve any distributed problem simulating a central monitor.

Leader election, first stated in [32], is likewise of fundamental importance. Each node of the network has a Boolean variable initialized to 0 and, after the election, exactly one node, called the leader, should change this value to 1. All other nodes should know which one becomes the leader by discovering a path to it. Notice that the above two problems are equivalent: having a map of the network with distinct node labels, nodes can elect...
the node with the smallest label as the leader, and conversely, knowing a leader, nodes can construct a map of the network using the leader as a stationary token, cf. [11].

It should be noted that formulations of the leader election problem vary across the literature (cf. [33]). In a weak formulation, every node should only know if it is the leader or not. (In [34], this task was called selection, by contrast to election). In a strong formulation, every node should moreover get to know who is the leader. We adopt the latter formulation of the leader election problem. When nodes have distinct identities, knowing who is the leader means outputting its identity. In our scenario distinct identities need not exist, hence knowing who is the leader means that every node outputs a path to the leader, coded as a sequence of ports. This formulation of leader election was used, e.g., in [24] for anonymous networks.

A network is modeled as a simple undirected connected graph. As commonly done in the literature, cf., e.g. [43] or \( KT_0 \) model in [6], we assume that ports at a node of degree \( d \) have arbitrary fixed labelings \( 0, \ldots, d - 1 \). We do not assume any coherence between port labelings at various nodes. As for nodes, we assume that they are equipped with not necessarily distinct labels called colors. In applications, colors may be types of the devices interconnected by the network, such as workstations, servers, laptops, or mobile phones. Networks with colored nodes are generalizations both of labeled networks in which nodes have distinct labels, and of anonymous networks, in which nodes do not have labels (all nodes have the same color). Nodes communicate by exchanging arbitrary messages along links. A node sending a message through a given port appends the port number to the message, and a node receiving a message through a port is aware of the port number by which the message is received.

If nodes have distinct identities, both topology recognition and leader election are easily accomplished in any network. By contrast, it is well known that, in the absence of distinct node labels, these tasks are often impossible, if no additional information about the network is provided to nodes. In fact, even the less demanding task of reconstructing an unlabeled isomorphic copy of the network is sometimes impossible. For example, in an anonymous ring whose each edge has port numbers 0 and 1 at its endpoints, not only topology recognition and leader election cannot be achieved but even the size of the ring cannot be learned by nodes. Providing the size of the network as input is not a remedy either: the authors of [43] give examples of two (anonymous) non-isomorphic graphs of size 6 whose nodes cannot decide in which of these two graphs they are.

Due to these impossibilities, we consider two problems more general than topology recognition and leader election, respectively. Consider a colored network and an input \( I \) given to its nodes. The aim of the problem TOP, for this colored network and for \( I \), is to solve topology recognition in this network, if this is possible under input \( I \), and to have all nodes answer “unsolvable” otherwise. Likewise, the aim of the problem LE is to solve leader election in this network, if this is possible under input \( I \), and to have all nodes answer “unsolvable” otherwise.

Our goal is to find out what type of input has to be given to the nodes of a colored network in order to enable them to solve problems TOP and LE, and what is the minimal time in which they can solve these problems, if this input is provided. To investigate time, we use the extensively studied \( \text{LOCAL} \) model [37]. In this model, communication proceeds in synchronous rounds and all nodes start simultaneously. In each round each node can exchange arbitrary messages with all its neighbors and perform arbitrary local computations. The time of completing a task is the number of rounds it takes.

1.2 Our results

We first show that nodes of a network can solve problems TOP and LE, if they are given an upper bound \( k \) on the number of nodes of a given color, called the size of this color. This means that, if such an upper bound is known to all nodes (even if they do not know any upper bound on the total number of nodes or on the number of colors), then they can correctly decide if leader election and topology recognition are feasible in the given network, and if so, they can perform these tasks. On the other hand, if the nodes are given an input that does not bound the size of any color, then the answer to TOP and LE must be “unsolvable”, even for the class of rings.

Hence, providing all nodes with an upper bound on the size of some color is the weakest assumption under which problems TOP and LE can be meaningfully solved. This justifies the use of this assumption in our algorithms.

Next, assuming that all nodes have an upper bound \( k \) on the size of a given color, we study the time of solving problems TOP and LE in the \( \text{LOCAL} \) model. We give an algorithm to solve each of these problems in arbitrary networks in time \( O(kD + D\log(n/D)) \), where \( D \) is the diameter of the network and \( n \) is its size. We also show that this time is optimal, by exhibiting classes of networks in which every algorithm solving problems TOP or LE must use time \( \Omega(kD + D\log(n/D)) \).
1.3 Related work

Early studies of leader election in networks mostly concerned the scenario where all nodes have distinct labels. This task was first studied for rings. A synchronous algorithm, based on comparisons of labels, and using \(O(n \log n)\) messages was given in [27]. It was proved in [20] that this complexity is optimal for comparison-based algorithms. On the other hand, the authors showed an algorithm using a linear number of messages but requiring a very large running time. An asynchronous algorithm using \(O(n \log n)\) messages was given, e.g., in [43] and the optimality of this message complexity was shown in [9]. Deterministic leader election in radio networks has been studied, e.g., in [28, 29, 35] and randomized leader election, e.g., in [40]. In [25] the leader election problem is approached in a model based on mobile agents for networks with labeled nodes.

Many authors [1, 3, 4, 8, 17, 30, 31, 39, 41, 43] studied leader election and other computational problems in anonymous networks. In particular, [7, 43] characterize message passing networks in which leader election can be achieved when nodes are anonymous. The authors assume that nodes know an upper bound on the size of the network. In [22] the authors study the problem of leader election in general networks, under the assumption that labels are not unique. They characterize networks in which this can be done and give an algorithm which performs the election when it is feasible. They assume that the number of nodes of the network is known to all nodes. In [19] the authors study feasibility and message complexity of sorting and leader election in rings with nonunique labels, where the number of nodes of the network is known to all nodes. In [9] optimality of this message complexity was shown in [9]. Deterministic leader election in radio networks has been approached in a model based on mobile agents for networks with labeled nodes.

Feasibility of topology recognition for anonymous networks with adversarial port labelings was studied in [43], under the assumption that nodes know an upper bound on the size of the network. The problem of efficiency of map construction by a mobile agent, equipped with a token and exploring an anonymous network, has been studied in [11]. In [15], we will often omit the node of the view, is clear from the context. The same

2 Preliminaries

In this section we introduce some basic terminology and provide preliminary results known from the literature. Let \(G\) be a simple connected undirected network with the set of nodes \(V\), and let \(c\) be a positive integer. Consider any surjective function \(f : V \rightarrow \{1, \ldots, c\}\). The couple \((G, f)\) is called a colored network, the function \(f\) is called a coloring of this network, and \(f(v)\) is called the color of node \(v\).

We will use the following notion from [43]. Let \(G\) be a network and \(v\) a node of \(G\). We first define, for any \(l \geq 0\), the truncated view \(\mathcal{V}^l(v)\) at depth \(l\), by induction on \(l\). \(\mathcal{V}^0(v)\) is a tree consisting of a single node \(x_0\). If \(\mathcal{V}^l(u)\) is defined for any node \(u\) in the network, then \(\mathcal{V}^{l+1}(v)\) is the port-labeled tree rooted at \(x_0\) and defined as follows. For every node \(v_i, i = 1, \ldots, k\), adjacent to \(v\), there is a child \(x_i\) of \(x_0\) in \(\mathcal{V}^{l+1}(v)\) such that the port number at \(v\) corresponding to edge \(v_i, v\) is the same as the port number at \(x_0\) corresponding to edge \(v_i, x_0\), and the port number at \(v_i\) corresponding to edge \(x_0, v_i\) is the same as the port number at \(x_i\) corresponding to edge \(x_0, x_i\). We say that the node \(x_i\) represents node \(v_i\). Now node \(x_i\), for \(i = 1, \ldots, k\), becomes the root of the truncated view \(\mathcal{V}^l(v_i)\). The view of \(v\) is the infinite rooted tree \(\mathcal{V}(v)\) with labeled ports, such that \(\mathcal{V}(v)\) is its truncation to depth \(l\), for each \(l \geq 0\).

We will also use a notion similar to that of the view but corresponding to colored networks (cf. [55]). Consider a colored network \((G, f)\). Let \(v\) be any node of \(G\). Let \(f^* : \mathcal{V}(v) \rightarrow \{1, \ldots, c\}\) be the function defined as follows: \(f^*(x) = f(v)\), where \(x\) is a node of \(\mathcal{V}(v)\) representing node \(v\). The couple \((\mathcal{V}(v), f^*)\) is called the colored view of node \(v\). Thus, the colored view of a node additionally marks colors of nodes represented in it. The couple \((\mathcal{V}(v), f^*_l)\), where \(f^*_l\) is the truncation of \(f^*\) to \(\mathcal{V}^l(v)\), is called a truncated colored view of node \(v\).

For the (truncated) views of a node \(v\), we will often omit the node \(v\) in the notation, thus writing \(\mathcal{V}\) instead of \(\mathcal{V}(v)\) and \(\mathcal{V}^l\) instead of \(\mathcal{V}^l(v)\), if the node \(v\), called the root of the view, is clear from the context. The same
convention applies to colored (truncated) views. The level \( l \) of a view \( V \), denoted \( \text{lev}(V) \), is the set of all its nodes at distance \( l \) (in \( V \)) from the root of the view. For nodes \( u \) and \( v \) in the truncated view \( V' \), we denote by \( P(V', u, v) \) the unique path in \( V' \) from \( u \) to \( v \), defined as a sequence of nodes in this truncated view. We denote by \( P(V', v) \) the unique path from the root of the view to \( v \). For such a path \( P \), we denote by \( |P| \) the length of this path, defined as the number of edges in it. For a truncated view \( V' \) and a node \( z \) in this view, we denote by \( V'[z] \) the subtree of \( V' \) rooted at \( z \).

The following proposition was proved in [26].

**Proposition 2.1** For a \( n \)-node network of diameter \( D \), \( V(u) = V(v) \), if and only if \( V^h(u) = V^h(v) \), for some \( h \in \Theta(D \log(n/D)) \).

The following proposition that follows from [14] shows that the truncation level \( h \) from Proposition 2.1 is the smallest possible, up to constant factors.

**Proposition 2.2** For any integers \( D \leq n \), there exists a network \( G \) of size \( \Theta(n) \) and diameter \( \Theta(D) \), with nodes \( u \) and \( v \), both with unique views, such that \( V(u) \neq V(v) \) but \( V^{h}(u) = V^{h}(v) \), for some \( h' \in \Theta(D \log(n/D)) \). Moreover, there exists a network \( G' \) having the same size and diameter as that of \( G \), with a node \( u' \), such that \( V^{h'}(u') = V^{h'}(u) \).

Propositions 2.1 and 2.2 remain valid, when views are replaced by colored views.

Define the following equivalence relations on the set of nodes of a colored network \((G, f)\). Let \( u \sim v \) if and only if \((V(u), f_u) = (V(v), f_v)\), and let also \( u \sim' v \) if and only if \((V(u), f_u) = (V(v), f_v)\). Let \( \Pi \) be the partition of all nodes into equivalence classes of \( \sim \), and \( \Pi_t \), the corresponding partition for \( \sim_t \). It follows from [43] that all equivalence classes in \( \Pi \) are of equal size \( \sigma \). In view of Proposition 2.1, this is also the case for \( \Pi_t \), for some \( t \in \Theta(D \log(n/D)) \). On the other hand, for smaller \( t \), equivalence classes in \( \Pi_t \) may be of different sizes. Every equivalence class in \( \Pi_t \) is a union of some equivalence classes in \( \Pi_{t'} \), for \( t < t' \). The following result was proved in [36]. It says that if the sequence of partitions \( \Pi_t \) stops changing at some point, it will never change again.

**Proposition 2.3** If \( \Pi_{t'} = \Pi_{t+1} \), then \( \Pi_t = \Pi \).

The following proposition, easily proved by induction on \( T \), implies that if \( V^T(u) = V^T(v) \) for some nodes \( u \) and \( v \), and all nodes are given the same information about the network, then any algorithm solving TOP or LE in time at most \( T \) must give the same output, when executed by \( u \) and by \( v \).

**Proposition 2.4** Let \( u \) be a node in a colored network \( G \) and \( u' \) a node in a colored network \( G' \). Suppose that initially all nodes of \( G \) and \( G' \) have the same input. Let \( T \) be a positive integer and assume that \( V^T(u) = V^T(u') \). For any \( t \leq T \), let \( M \) be the message received by \( u \) through port \( p \) in round \( t \). Then, message \( M \) is received by \( u' \) through port \( p \) in round \( t \).

Next, we define the notion of a colored quotient graph, which is a generalization of the notion of quotient graph introduced in [43]. Given a colored network \((G, f)\), its colored quotient graph \((Q, \mathcal{F})\) is defined as follows. Nodes of \( Q \) are equivalence classes of the above defined relation \( \sim \). If \( a \) and \( b \) are two such classes, there is an edge joining \( a \) and \( b \) in \( Q \), with port number \( p \) at \( a \) and \( q \) at \( b \), if and only if there is an edge joining nodes \( a \) and \( b \) in \( G \), with port number \( p \) at \( a \) and \( q \) at \( v \), where \( u \) belongs to the class \( a \) and \( v \) belongs to the class \( b \). (Hence, unlike \( G \), the graph \( Q \) can have self-loops and multiple edges.) The function \( \mathcal{F} \) is defined on all nodes of \( Q \) by the formula \( \mathcal{F}(a) = f(u) \), where \( u \) belongs to the class \( a \).

Finally, we give the formal definitions of the main problems TOP and LE considered in this paper. Both these problems are to be solved in an unknown colored graph. For each of these problems, all nodes are given some common input \( I \). In order to solve the problem LE, every node has to output a sequence of port numbers leading from this node to a single node, called the leader, if this task is possible to perform using input \( I \); otherwise, all nodes must output the answer “unsolvable”. In order to solve the problem TOP, every node \( v \) has to output an isomorphic copy \( C_v \) of the underlying graph, with all nodes labeled by distinct identifiers, and the node \( v \) correctly marked in \( C_v \), if this task is possible to perform using input \( I \); otherwise, all nodes must output the answer “unsolvable”.

4
3 The algorithm and its analysis

In this section we describe and analyze an algorithm for solving the problems TOP and LE, assuming that some bound $k$ on the size of one of the colors is known. This color will be denoted by $\alpha$. Recall that, by definition, there exists at least one node with color $\alpha$ in the network.

The algorithm aims at computing the colored quotient graph. Once this is achieved, the solutions to TOP and LE will follow easily. The task of computing the colored quotient graph is divided into three procedures called TestRepetition, ComputeView and ComputeQuotientGraph. Procedure ComputeView computes the truncated colored view of the executing node up to a certain depth $l$. This depth $l$ depends on the answers returned by several calls to TestRepetition in procedure ComputeView. Finally, procedure ComputeQuotientGraph uses the view and, by further extending it to an appropriate depth, obtains the colored quotient graph. We now give the detailed description of the above procedures. They are all formulated for an executing node $w$. We write $V$ and $V'$ instead of $V(w)$ and $V'(w)$, respectively.

Procedure TestRepetition uses the following notion of distance between colors and nodes. Given a truncated colored view $(V', f)$ and a node $v$ belonging to it, the distance from $v$ to color $\alpha$ is the length of the shortest path in $V'[v]$ that connects $v$ with some node with color $\alpha$. Given a view $V'$ and a node $v$ belonging to it, we say that $v$ has a high copy in $V'$ if $\exists u \in V'[v] \ni d_u < 2(k+1)(d' + 1)$ for any color $\alpha$ in $V'[u]$ and then $v$ has a high copy in $V'$. Additionally, if $|P(V', v)| < |P(V', u)|$, then we say that $v$ has a high copy in $V'$.

Before giving the pseudocode of procedure TestRepetition, we describe its high-level idea. Given a truncated colored view $(V', f)$ and a node $v$ in it as an input, the goal of this procedure is to return true if $v$ has a high copy in $V'$. This is done by exploiting the only tool available to the algorithm: counting nodes in $V'[u]$ for each node $u \in P(V', v)$, the procedure computes the distance from $u$ to color $\alpha$ in $V'[u]$ and then it takes the maximum over all such distances, denoted by $d'$. If no node with the color $\alpha$ is observed in $V'[u]$, then $d_u$ is set to $\infty$ which results in $d' = \infty$ and the procedure returns false. As proven below (cf. Lemma 3.1), checking whether the distance from the root to $v$ in $V'$ is at least $2(k+1)(d' + 1)$ is sufficient for procedure TestRepetition to return true. Note that there exist networks such that $|P(V', v)|$ is smaller than $2(k+1)(d' + 1)$ but $v$ still has a high copy in $V'$. However, in such cases the procedure TestRepetition is unable to certify that and, thanks to later calls to TestRepetition in our algorithm, several descendants of $v$ will be recognized to have high copies.

Procedure TestRepetition($V', f, v$)

Input: Truncated colored view $(V', f)$, $l \geq 1$, a node $v$ in $V'$.

Output: true or false.

for all $u \in P(V', v)$ do
  $d_u \leftarrow$ distance from $u$ to color $\alpha$ in $(V'[u], f)$;
  (Possibly $d_u = \infty$ if $\alpha$ does not appear in $(V'[u], f)$.)
end for

$d' \leftarrow \max \{d_u \mid u \in P(V', v)\}$

if $|P(V', v)| \geq 2(k+1)(d' + 1)$ then
  return true
else
  return false
end if

Lemma 3.1 Let $k$ be an upper bound on the size of the color $\alpha$ in the network and let $v$ be a node in the network. Let $d'$ be the maximum distance from a node $u$ to color $\alpha$ in $V'(u)$ taken over all nodes $u$ in $P(V', v)$. If $|P(V', v)| \geq 2(k+1)(d' + 1)$, then $v$ has a high copy in $V'$.

Proof: Find an ancestor $u$ of $v$ in $V'$ such that the length of the path from the root to $u$ is exactly $2(k+1)(d' + 1)$. Let $u_0, \ldots, u_{k+1}$ be such nodes in the path $P(V', u)$ that $u_i$ is at distance $2i(d' + 1)$ from the root. Note that $u_{k+1} = u$. For each $i \in \{1, \ldots, k+1\}$, let $z_i$ be a node with color $\alpha$ at distance at most $d'$ from $u_i$ in $V'[u_i]$. Such a node $z_i$ exists by definition of $d'$ and by the fact that $d' \neq \infty$, for any $i \in \{1, \ldots, k+1\}$. The latter follows from $|P(V', v)| \geq 2(k+1)(d' + 1)$.

Since the size of color $\alpha$ is at most $k$, there exist $i, i' \in \{1, \ldots, k+1\}$, $i < i'$, such that $z_i$ and $z_{i'}$ represent the same node of the network. Consider the sequence of ports that is a concatenation of the sequences of ports of the
following paths: \( P(V^l, z_i) \) and \( P(V^l, z_j, u_{k+1}) \). This sequence of ports gives a valid path from the root to some node \( u' \) in the colored view \( V \), since \( z_i \) and \( z_j \) represent the same node of the network. We bound the length \( l' \) of \( P(V, u') \) as follows. Note that the first part of \( P(V, u') \) of length \( |P(V, z_i)| \) equals \( P(V, z_i) \). Thus, the length of this first part is at most
\[
|P(V^l, u_i)| + |P(V^l, u_i, z_i)| \leq 2(\ell d' + 1) + d'.
\]
The length of the second part, i.e., the length of \( P(V^l, z_i, u_{k+1}) \) is at most
\[
|P(V^l, u'_j)| + |P(V^l, u'_j, u_{k+1})| \leq d' + 2(k + 1 - i')(d' + 1).
\]
Therefore, since \( i < i' \), we obtain
\[
|P(V, u')| \leq 2d' + 2(\ell d' + 1) + 2(k + 1 - i')(d' + 1) < 2(k + 1)(d' + 1).
\]
Thus, \( u' \) belongs to \( \mathcal{V}^{2(k+c)(d' + 1) - 1} \), or in other words, the node \( u \) that belongs to level \( 2(k + 1)(d' + 1) \) of \( \mathcal{V}^l \) has a high copy in \( \mathcal{V}^{2(k+c)(d' + 1) - 1} \). Since either \( u = v \) or \( u \) is an ancestor of \( v \), we obtain that \( v \) has a high copy in \( \mathcal{V}^l \), as required.

\[\blacksquare\]

**Corollary 3.1** Consider a truncated colored view \( (\mathcal{V}', f) \) and a node \( v \) in this view. If procedure \( \text{TestRepetition} \) returns \( \text{true} \) for input \( \mathcal{V}', f \) and \( v \), then \( v \) has a high copy in \( \mathcal{V}' \).

We have proved that if procedure \( \text{TestRepetition} \) returns \( \text{true} \), then this guarantees that the input node \( v \) has a high copy. However, for the correctness of our final algorithm we need to ensure that each infinite simple path in \( V \) originating from the root contains a node \( v \) that has a high copy, and that this fact will be detected by procedure \( \text{TestRepetition} \). Moreover, in order to bound the time of our final algorithm, we need to estimate the distance from such \( v \) to the root, which is done in the next lemma.

**Lemma 3.2** Let \( (\mathcal{V}', f) \) be a truncated colored view and let \( v \) be a node in it. If \( l = 2(k + 1)(D + 1) + D \) and \( v \) belongs to level \( 2(k + 1)(D + 1) \) of \( \mathcal{V}' \), then procedure \( \text{TestRepetition} \) executed for \( \mathcal{V}', f \) and \( v \) returns \( \text{true} \).

**Proof:** For each node \( u \) of the path \( P(\mathcal{V}'(v)) \), the node of the network represented by it is at distance at most \( D \) (in the network) from some node with color \( \alpha \). This implies that \( d_u \leq D \) for each such node \( u \). Thus, \( d' \leq D \). We obtain that
\[
|P(\mathcal{V}', v)| = 2(k + 1)(D + 1) \geq 2(k + 1)(d' + 1),
\]
which implies that procedure \( \text{TestRepetition} \) returns \( \text{true} \).

Before describing the next procedure, we introduce some more notation. A truncated colored view \( (\mathcal{V}', f) \) **covers the network** if, for each node \( x \) of the network, there exists a node \( u \) of \( \mathcal{V}' \) such that \( u \) represents \( x \). We define procedure \( \text{communicate} \) which sends the currently acquired truncated colored view \( (\mathcal{V}', f) \) to all neighbors and receives the messages containing currently acquired colored views of the same depth \( t \) from all neighbors. Note that after all nodes have performed \( \text{communicate} \) \( t \) times, each node can compute its truncated colored view \( \mathcal{V}' \).

We now describe procedure \( \text{ComputeView} \). Again, we start with an informal description. In each iteration, the 'while' loop increments the depth of the view currently stored at the executing node. This is done by communicating with each neighbor. The crucial part is to decide when to stop. At some point, procedure \( \text{ComputeView} \) detects that the currently possessed truncated colored view \( (\mathcal{V}', f) \) covers the network and this view is then returned. The above is achieved (see Lemma 3.3 below for a proof) by maintaining a set \( M \), that is initially empty, consisting of nodes having high copies. Procedure \( \text{ComputeView} \) stops when each leaf of \( \mathcal{V}' \) is in \( M \), which guarantees that \( \mathcal{V}' \) covers the network, as required.

**Lemma 3.3** Procedure \( \text{ComputeView} \) returns the truncated colored view \( (\mathcal{V}', f) \) of the executing node, such that \( \mathcal{V}' \) **covers the network** and \( l \leq 2(k + 1)(D + 1) + D \).
**Procedure** ComputeView

**Input:** None.

**Output:** Truncated colored view \((V^l, f)\).

\[
\begin{aligned}
l &\leftarrow 1 \\
M &\leftarrow \emptyset \\
\text{while there exists a leaf in } V^l \text{ that is not in } M &\text{ do} \\
&\text{for all } v \text{ in } V^l \text{ do} \\
&\quad \text{if TestRepetition}(V^l, v) \text{ returns true then} \\
&\quad \quad \text{Add to } M \text{ the node } v \text{ and all its descendants in } V^l. \\
&\quad \text{end if} \\
&\text{end for} \\
&\text{communicate \{This extends \((V^l, f)\) to \((V^{l+1}, f)\).\}} \\
l &\leftarrow l + 1 \\
\text{end while} \\
\text{return } (V^l, f)
\end{aligned}
\]

**Proof:** Lemma 3.2 implies that there exists \(l \leq 2(k + 1)(D + 1) + D\) such that all leaves of \(V^l\) are in \(M\) and hence the number of iterations of the ‘while’ loop of procedure TestRepetition is at most \(l\). The latter relies on the fact that if a node having a high copy is detected by procedure TestRepetition, then procedure ComputeView adds to \(M\) this node with all its descendants in the current truncated view.

Consider the view \(V^l\) of the executing node, and let \(u\) be any node in \(V\). We argue that \(u\) has a copy in \(V^l\). Suppose for a contradiction that this is not the case and select \(u\) to be a node that does not have a copy in \(V^l\) and is closest to the root in \(V\). Let \(l'\) be the level of \(u\) in \(V\). (Clearly \(l' > l\).) Since \(\text{lev}_l(V^l) \subseteq M\), there exists an ancestor \(v\) of \(u\) such that \(v \in \text{lev}_l(V^l), i \leq l\), and procedure TestRepetition returns true when executed for \(V^l, f\) and \(v\). By Corollary 3.1, \(v\) has a copy \(v'\) in \(V^{l-1}\). Thus, \(u\) has a copy \(u'\) in \(V^{l-1}\). But then, by the minimality of \(l'\), \(u'\) has a copy in \(V^l\), which is also a copy of \(u\). This is a contradiction because, by definition, \(u\) and \(u'\) represent the same node of the network. \(\square\)

Procedure ComputeQuotientGraph computes the colored quotient graph \((Q, g)\) of the network, provided that a colored view \((V^l, f)\) that covers the network is given as an input. This is done by finding the minimum index \(i\) such that \(\Pi_{i-1} = \Pi_i\). Note that this requires that each node learn its colored view till depth \(l + i\), by exchanging messages with its neighbors.

**Procedure** ComputeQuotientGraph\((V^l, f)\)

**Input:** Truncated colored view \((V^l, f), l \geq 1\).

**Output:** The colored quotient graph \((Q, g)\).

\[
\begin{aligned}
\Pi_{l-1} &\leftarrow \emptyset \\
\Pi_0 &\leftarrow \{(V^l(v), f) \mid v \in V^l\} \\
i &\leftarrow 0 \\
\text{while } \Pi_i \neq \Pi_{i-1} &\text{ do} \\
&\quad i \leftarrow i + 1 \\
&\quad \text{communicate} \\
&\quad \text{Compute } \Pi_i \\
\text{end while} \\
\text{Compute the labeled quotient graph } (Q, g) \text{ using } \Pi_i \text{ and } V^{l+i} \\
\text{return } (Q, g)
\end{aligned}
\]

We prove the following.

**Lemma 3.4** Let \((V^l, f)\) be the truncated colored view computed by procedure ComputeView. Procedure ComputeQuotientGraph called for \((V^l, f)\) correctly computes the colored quotient graph of the network.
Proof: By Lemma 3.3, \( V' \) covers the network. Thus, \( \Pi_i \) contains all nodes of the network. By Proposition 2.3, the partition \( \Pi_i \) obtained in the last iteration of the ‘while’ loop of procedure ComputeQuotientGraph equals \( \Pi \). Hence, this partition \( \Pi_i \) is the set of all nodes of the colored quotient graph. This implies that the quotient graph can be computed on the basis of \( \Pi_i \) and ‘\( V' \)’ as follows. The color of a node of the quotient graph is set to the color of its elements in the truncated colored view. The edges and port numbers are added as in the definition of the quotient graph.

In the formulation of our main algorithm we will use the following integer that each node can compute once it has the colored quotient graph \( (Q, g) \). For any node \( u \) of the quotient graph, let \( \xi_u \) be the sum of running times of procedures ComputeView and ComputeQuotientGraph\( (V', f) \), where \( (V', f) \) is computed by ComputeView. Let \( \Xi \) be the maximum of \( \xi_u \) over all nodes \( u \) of the quotient graph.

We are ready to state our main algorithm for solving the problems LE and TOP. We formulate it as a single procedure, since all steps leading to the computation of the colored quotient graph are identical in both cases.

| Algorithm Solve-LE-and-TOP\( (k, \alpha) \) |
|---------------------------------------------|
| **Input:** An upper bound \( k \) on the size of color \( \alpha \). |
| **Output:** For LE — a sequence of port numbers leading from the executing node to the leader, or unsolvable, if leader election is impossible. For TOP — the topology of the network, or unsolvable, if topology recognition is impossible. |
| \((V', f) \leftarrow \text{ComputeView}\) |
| \((Q, g) \leftarrow \text{ComputeQuotientGraph}(V', f)\) |
| Perform communicate \( \Xi \) times. |
| if the number of nodes with color \( \alpha \) in \( (Q, g) \) is at most \( \lfloor k/2 \rfloor \) and \( Q \) is not a tree then |
| return unsolvable |
| else |
| For LE — return a sequence of port numbers of the path \( P(V', v) \), where \( v \) (which is the leader) corresponds to the node of \( (Q, g) \) whose colored view is lexicographically smallest (if the executing node is the leader, then the path is empty). |
| For TOP — return \((Q, g)\). |
| end if |

Theorem 3.1 If a bound \( k \) on the size of a given color \( \alpha \) is provided as an input, then Algorithm Solve-LE-and-TOP correctly solves problems LE and TOP in time \( O(kD + D \log(n/D)) \), where \( n \) is the size of the network and \( D \) is its diameter.

Proof: First note that Algorithm Solve-LE-and-TOP correctly computes the colored quotient graph. Indeed, by Lemma 3.3, Algorithm Solve-LE-and-TOP obtains the colored quotient graph \( (Q, g) \) as a result of the call to procedure ComputeQuotientGraph. This is ensured by the fact that each node performs at least \( \Xi \) calls to communicate and therefore every node \( u \) can compute \( V'^\alpha \), which is enough to compute the colored quotient graph, by definition of \( \xi_u \).

Once the colored quotient graph is computed by all nodes of the network, the correctness of Algorithm Solve-LE-and-TOP essentially follows from 43. For completeness we include the short argument.

Assume that the colored quotient graph has at most \( \lfloor k/2 \rfloor \) nodes with color \( \alpha \) and it is not a tree (i.e., a graph that has cycles, multiple edges or self-loops). Then, topology recognition cannot be solved since there exist two non-isomorphic networks of size \( 2[k/2] \) having \((Q, g)\) as a quotient graph. Any potential topology recognition algorithm in these networks must have the same execution for each pair of nodes with the same colored views and thus such an algorithm must be incorrect. Hence, Algorithm Solve-LE-and-TOP correctly returns unsolvable for the problem TOP. For the problem of leader election, take any network of size \( 2[k/2] \) having \((Q, g)\) as a quotient graph. Two distinct nodes \( u \) and \( v \) in this network have the same colored view. Thus, any potential leader election algorithm incorrectly elects at least two leaders in this network. Hence, Algorithm Solve-LE-and-TOP correctly returns unsolvable for the problem LE as well.

Otherwise, i.e., if the colored quotient graph has more than \( \lfloor k/2 \rfloor \) nodes with color \( \alpha \) or it is a tree, then the network is isomorphic to \((Q, g)\) and hence Algorithm Solve-LE-and-TOP gives a correct solution to the problem TOP. As for leader election, each node has a unique colored view under this assumption. Hence, the node with the lexicographically smallest colored view is unambiguously elected as the leader by each node.
It remains to bound the time of computation. It is at most \( l + i + \Xi \), where \( l \) and \( i \) are the numbers of iterations of the ‘while’ loop of procedure ComputeView and ComputeQuotientGraph, respectively. By Lemma 3.2 and the formulation of procedure ComputeView, \( l \in O(kD) \). By Proposition 2.1, \( i \in O(D \log(n/D)) \). Thus, by definition, \( \Xi \in O(kD + D \log(n/D)) \), which completes the proof.

**Corollary 3.2** Let \( (G, f) \) be a colored network and let \( k \) be a bound on the size of color \( \alpha \). If all nodes of \( (G, f) \) have pairwise different colored views and the size of color \( \alpha \) is strictly greater than \( \lfloor k/2 \rfloor \), then topology recognition and leader election are possible in \( G \).

4 Negative results

In this section we present our negative results. The first of them is an impossibility result indicating that if no upper bound on the size of any color is given to nodes, then problems TOP and LE must have answer “unsolvable”, even if other restrictions on the possible sizes of colors are known. In order to express this result in full generality, we formalize such possible restrictions as a set \( R \in \mathbb{N}^\alpha \), where \( \mathbb{N} \) denotes the set of positive integers and \( r \) is the number of colors. We translate the property that no upper bound on the size of any color is known, to the statement that for any point \((x_1, x_2, \ldots, x_r) \in \mathbb{N}^r \) there exists a point \((y_1, y_2, \ldots, y_r) \) in the restriction set \( R \), such that \( y_i \geq x_i \), for all \( i \leq r \). Such a set \( R \) will be called unbounded. (An example of an input defining an unbounded restriction set is: there are three colors and the sizes of all of them are prime integers.) To make the impossibility result even stronger, we prove that it holds even for a very simple class of networks: on rings.

**Proposition 4.1** Let \( (C, g) \) be any colored ring. Consider an input \( I \) defining an unbounded restriction set \( R \). Then, problems TOP and LE must have answer “unsolvable”.

**Proof**: Take any algorithm, call it \( A \), that correctly solves problem TOP or problem LE in any colored ring under input \( I \). Let \( r \) be the number of different colors that appear in the network, and let \( x_i \) be the size of color \( i \), \( i \in \{1, \ldots, r\} \). Denote the nodes of \( C \) by \( v_0, \ldots, v_{n-1} \), where \( n = x_1 + \cdots + x_r \) and \( v_i \) is adjacent to \( v_{(i+1) \mod r} \), for each \( i \in \{0, \ldots, n-1\} \).

![Figure 1](image-url)

Let \( v_0 \) be any node of \( C \). Let \( T \) be the time after which \( A \) produces the answer. Since the restriction set \( R \) is unbounded, there exists \((x'_1, \ldots, x'_r) \in R \) such that \( x'_i \geq 2x_i[T/n] + x_i \) for each \( i \in \{1, \ldots, r\} \). We construct a colored ring \((C', g')\) on \( n' = x'_1 + \cdots + x'_r \) nodes \( v'_0, \ldots, v'_{n'-1} \) such that:

- \( v'_i \) is adjacent to \( v'_{(i+1) \mod n'} \), \( i \in \{0, \ldots, n'-1\} \),
- the port numbers of the edge \([v'_i, v'_{i+1}]\) at \( v'_i \) and \( v'_{i+1} \) are equal to the port numbers of the edge \([v_{i \mod n}, v_{(i+1) \mod n}]\) at \( v_{i \mod n} \) and \( v_{(i+1) \mod n} \), respectively, \( i \in \{0, \ldots, 2n[T/n] + n - 1\} \), in \( C \),
- the port numbers of the remaining edges are set arbitrarily in a way that guarantees proper port labeling.

Moreover, the colors are assigned to the nodes of \( C' \) as follows:

\[
g'(v'_i) = g(v_{i \mod n}), \quad i \in \{0, \ldots, 2n[T/n] + n - 1\}.
\]
and the remaining nodes, i.e., the ones in \( X = \{v'_0, v'_1, \ldots, v'_{n'}\} \), receive colors in any way that ensures that the size of color \( j \in \{1, \ldots, r\} \) in \( C' \) is \( x_j \). See Figure 1 for an example of the construction of \( (C', g') \). The colored view of depth \( T \) of \( v_0 \) in \( (C, g) \) is the same as the colored views of depth \( T \) of \( v'_{nT/n}\) and of \( v'_{nT/n}+n \) in \( (C', g') \) because \( T \leq nT/n \).

Consider the problem \( \text{TOP} \). If the answer produced by \( A \) in \( (C, g) \) is “unsolvable”, then the lemma follows. Hence, we may assume that \( A \) returns the topology of \( (C, g) \). By Proposition 2.4, the algorithm \( A \) executed by \( v'_{nT/n} \) in \( (C', g') \) stops after time \( T \) and produces the same answer as for \( v_0 \) in \( (C, g) \). Thus, \( A \) must also return the topology of \( (C, g) \) when executed by \( v'_{nT/n} \) in \( (C', g') \). Since \( C \) and \( C' \) are of different sizes, we obtain a contradiction, as required.

Next consider the problem \( \text{LE} \). If the answer produced by \( A \) in \( (C, g) \) is “unsolvable”, then the lemma follows. Hence, we may assume that \( A \) elects a leader in \( (C, g) \). By Proposition 2.4, the algorithm \( A \) executed by \( v'_{nT/n} \) and \( v'_{nT/n}+n \) in \( (C', g') \) stops after time \( T \) and produces the same answer as in \( (C, g) \). Thus, these two nodes elect different leaders — a contradiction.

We next turn attention to the issue of time needed to solve problems \( \text{TOP} \) and \( \text{LE} \), assuming that an upper bound \( k \) on the size of some color is given to all nodes. We give a lower bound showing that the time \( \Theta(kD + D \log(n/D)) \) of our algorithm is optimal. We first construct a class of networks, for which time \( \Theta(kD) \) cannot be improved.

**Proposition 4.2** Let \( k, D \leq n \) be arbitrary positive integers. There exists a network of size \( \Theta(n) \) and diameter \( \Theta(D) \), whose nodes, if they are given as input an upper bound \( k \) on the size of one color \( \alpha \) and have no other information on the network, need time \( \Omega(kD) \) to solve the problems \( \text{TOP} \) and \( \text{LE} \).

**Proof:** For any \( n' \) and \( d < n'/2 \), we define a \( n' \)-node graph \( G(n', d) \) (called a chordal ring). Denote by \( v_0, \ldots, v_{n'-1} \) the nodes of \( G(n', d) \). For each \( i \in \{0, \ldots, n'-1\} \) and \( j \in \{1, \ldots, d\} \), let \( \{v_i, v_{i+j}\} \) be an edge of \( G(n', d) \), where the port number of this edge at \( v_i \) is \( j-1 \) and the port number at \( v_{i+j} \) is \( d+j-1 \). Note that the diameter of \( G(n', d) \) is \( \Theta(n'/d) \).

Since our result holds asymptotically, we may assume that \( D \geq 3 \) and \( k \geq 12 \). Consider an algorithm \( A \) for solving problem \( \text{TOP} \) or \( \text{LE} \) in any network. Let \( d = \lfloor n/D \rfloor \). (Note that \( D \geq 3 \) implies \( d < n'/2 \), as required in the construction of \( G(n, d) \).) Let \( u \) be any node of \( G(n, d) \). Let \( G(n, d), g \) be the colored network in which \( g(u) = \alpha \), and all other nodes of \( G(n, d) \) have the same color \( \alpha' \), different from \( \alpha \). Note that the diameter of \( G(n, d) \) is \( \Theta(D) \).

We run the algorithm \( A \) in the colored network \( (G(n, d), g) \). We argue that \( A \) should run for time \( \Omega(kD) \). Suppose for a contradiction that \( A \) stops and produces an answer in round \( T < \lfloor k/3 \rfloor D \).

Consider the network \( G(kn, d) \) on the set of nodes \( \{v'_0, \ldots, v'_{kn-1}\} \). Construct a network \( G' \) by adding a pendant edge to the node \( v'_0 \) of \( G(kn, d) \), i.e., add an extra node of degree 1 and attach it to \( v'_0 \). Let \( u' = v'_{k/2} \). Let \( G'(g') \) be a colored network in which \( g'(v'_j) = \alpha \) for each \( j \in \{0, \ldots, k-1\} \), while all other nodes of this network have color \( \alpha' \). By construction of \( G' \), the distance between \( u' \) and \( v'_0 \) in \( G' \) is greater than \( T \). Thus, the truncated colored view \( V(u')(v'_j) \) in \( (G', g') \) is the same as the truncated colored view \( V(u)(v'_j) \) in \( (G(n, d), g) \). Now, we run \( A \) in the colored network \( (G', g') \).

Suppose that \( A \) is an algorithm solving the problem \( \text{TOP} \). By Proposition 2.4, \( A \) executed on \( u \) and \( u' \) produces the same answer to problem \( \text{TOP} \) in \( G(n, d) \) and \( G' \), respectively. If the answer on \( u \) is the topology of \( G(n, d) \), then we immediately have a contradiction since the two networks are not isomorphic. On the other hand, if the answer is “unsolvable”, then this answer is incorrect for \( G' \). The latter is due to Corollary 3.2.

Let now \( A \) be an algorithm solving the problem \( \text{LE} \). Let \( v' \rightarrow v'_{k/2} \). The distance from \( v' \) to \( v'_0 \) in \( G' \) is at least \( \lfloor (k/2) - 1 \rfloor n/D \geq n/D \cdot k/3 \geq Dk/3 \geq T \) for \( k \geq 12 \). Thus, \( V(u') = V(v') \). By Proposition 2.4, \( A \) produces the same output at \( u' \) and \( v' \) after time \( T \). By Corollary 3.2, the algorithm \( A \) cannot output “unsolvable” because all nodes of \( G' \) have unique views and the size of color \( \alpha \) is \( k \) in \( (G', g') \). Thus, \( u' \) and \( v' \) elect different leaders — a contradiction.

The other part of our lower bound follows from [14].

**Proposition 4.3** Let \( D \leq n \) be arbitrary positive integers. There exists a network of size \( \Theta(n) \) and diameter \( \Theta(D) \), whose nodes need time at least \( \Omega(D \log(n/D)) \) to solve problems \( \text{TOP} \) and \( \text{LE} \), even if all nodes have the same color and they are given the size and the diameter of the network.

**Proof:** By Proposition 2.2, there exists a network \( G \) of size \( \Theta(n) \) and diameter \( \Theta(D) \), with nodes \( u \) and \( v \), both with unique views, such that \( V(u) \neq V(v) \) but \( V(u) = V(v') \) for some \( h' \in \Theta(D \log(n/D)) \). Thus, by Proposition
any algorithm $A$ that stops after at most $h'$ steps and produces an answer to problem LE, gives the same answer at $u$ and $v$. Thus, this answer must be “unsolvable”. (Otherwise, two distinct leaders would be elected.) However, since the nodes of $G$ have pairwise different views and the size of the network is known, Corollary 3.2 implies that leader election is possible in this network. Thus, any algorithm solving problem LE needs time $\Omega(D \log(n/D))$ in $G$.

Now consider the problem TOP and let $A$ be any algorithm solving this problem. Suppose for a contradiction that $A$ stops after at most $h'$ steps. By Proposition 2.2 there exists a network $G'$, different than $G$, with the same size and diameter as $G$, with a node $u'$, such that $V^h(u') = V^h_i(u)$. Thus, by Proposition 2.4 $A$ returns the same answer at $u$ and $u'$. Since $G$ and $G'$ are different, this answer must be “unsolvable”. Since all nodes in $G$ have pairwise different views, by Proposition 2.4 (where $k$ is taken to be the size of $G$), TOP is possible in $G$ — a contradiction. □

Theorem 3.1, together with Propositions 4.2 and 4.3 imply the following corollary showing that our algorithm is time-optimal.

**Corollary 4.1** The optimal time to solve problems TOP and LE on $n$-node networks with diameter $D$, assuming that nodes know only an upper bound $k$ on the size of a given color, is $\Theta(kD + D \log(n/D))$.

5 **Conclusion**

We showed that nodes of a colored network can solve problems TOP and LE, if they are given an upper bound on the number of nodes of a given color, and we studied the time of solving these problems in the $\text{LOCAL}$ model, under this assumption.

Notice that the synchronous behavior of the $\text{LOCAL}$ model can be easily reproduced in an asynchronous network, by defining, for each node $u$ separately, an asynchronous round $i$ consisting of the following actions of this node: node $u$ performs local computations, then sends messages stamped with integer $i$ to all its neighbors, and waits for messages stamped $i$ from all neighbors. In order to implement this, every node must send a message with all consecutive stamps, until termination, some of the messages possibly empty. Our results concerning time of solving problems TOP and LE can be translated for asynchronous networks by replacing “the number of rounds” by “the maximum number of asynchronous rounds, over all nodes”.

Let $D$ be the diameter of the network. If nodes have distinct labels, then time $D + 1$ in the $\text{LOCAL}$ model is enough to solve any problem solvable on a given network, as after this time all nodes solve topology recognition. By contrast, in our scenario of colored nodes, time $D + 1$ is often not enough, for example to elect a leader, or to perform topology recognition, even if these tasks are feasible. This is due to the fact that after time $t \leq D + 1$ each node may learn only all colored paths of length $t$ originating at it. Acquiring this information does not imply getting a picture of the radius $t$ colored neighborhood of the node. This is because a node $v$ may not know if two paths originating at it have the same other endpoint or not. We showed that these ambiguities may force time much larger than $D$ to solve problems TOP and LE.

As it is always assumed in the $\text{LOCAL}$ model, we allowed arbitrarily large messages to be sent in each round. Bounding the size of messages to logarithmic in the size of the network, as it is assumed in the alternative $\text{CONGEST}$ model, would likely have an important impact on the time of solving problems TOP and LE. Hence an interesting open question is to establish the best time of solving these problems in the latter model.
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