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1 Introduction

Subordinacy theory was first developed in the setting of continuum half-line Schrödinger operators by Gilbert and Pearson [11]. Its primary aim is to relate the spectral decomposition of the operator in question to the behavior of the solutions to the associated generalized eigenvalue equation. The following correspondence is obvious: a value \( E \) of the spectral parameter is an eigenvalue of the operator \( H \) if and only if the equation \( Hu = Eu \) admits a non-zero solution \( u \) that belongs to the domain of the operator. Modulo a suitable regularity property, this means that \( u \) satisfies the designated boundary condition at the origin and is square-integrable at \(+\infty\). Since the pure point part of any spectral measure of \( H \) is supported by the set of eigenvalues, it follows that we can extract the pure point part of any spectral measure by restricting this measure to the set of \( E \)'s for which the solution that obeys the boundary condition at the origin is square-integrable. Similarly, we extract the continuous part by restriction to the set of \( E \)'s for which the solution that obeys the boundary condition at the origin is not square-integrable. Gilbert-Pearson’s subordinacy theory provides a similar partition related to the split between the singular part and the absolutely continuous part of a spectral measure: the crucial question is now whether the solution that obeys the boundary condition at the origin is subordinate.

A follow-up paper by Gilbert [9] developed subordinacy theory for continuum Schrödinger operators on the whole line, and the resulting theory is completely analogous if one replaces “obeying the boundary condition at the origin” by “being square-integrable/subordinate at \(-\infty\)” in the discussion above.

*Corresponding author
Subsequently, subordinacy theory was developed in other settings as well: for Jacobi matrices by Khan and Pearson [18] and for CMV matrices by Simon [26]. Furthermore, there were simplifications and extensions of subordinacy theory by Remling [22], Jitomirskaya and Last [14,15], Damanik et al. [5] and Killip et al. [19].

The papers mentioned above establish subordinacy theory for half-line and whole-line Schrödinger operators, for half-line and whole-line Jacobi matrices, and for standard (i.e., half-line) CMV matrices. There is no subordinacy theory yet for extended (i.e., whole-line) CMV matrices, and it is the purpose of this paper to fill this gap in the literature.

Thus we are naturally motivated by the fact that subordinacy theory is a fundamental result to be established for any operator family for which such a theory exists. It is usually the most convenient way to perform a spectral analysis of a given operator, precisely because the behavior of generalized eigenfunctions is easier to study than other properties of the operator in question that are relevant to the identification of its spectral type. We expect our work to be useful in the study of spectral properties for many classes of extended CMV matrices.

The rest of this paper is structured as follows. We describe the setting, the main result, and some consequences of it in Section 2. Some known results that will be used in the proofs are presented in Section 3. Section 4 develops the version of the Jitomirskaya-Last inequalities from [26] that we need to analyze the left half-line of a given extended CMV matrix. The main subordinacy result is then proved in Section 5 and its applications are discussed in Section 6.

2 The setting and the main result

In this section, we describe the setting in which we work and state the main result, a description of supports of the parts of spectral measures of extended CMV matrices in terms of solutions, along with some corollaries. We refer the reader to [25,26] for the general background, and we follow largely the notation from these monographs.

Let \( \mu \) be a non-trivial probability measure on the unit circle \( \partial\mathbb{D} = \{ z \in \mathbb{C} : |z| = 1 \} \), which means the support of \( \mu \) contains infinitely many points. By the non-triviality assumption, the functions \( 1, z, z^2, \ldots \) are linearly independent in the Hilbert space \( \mathcal{H} = L^2(\partial\mathbb{D}, d\mu) \), and hence one can form, by the Gram-Schmidt procedure, the monic orthogonal polynomials \( \Phi_n(z) \), whose Szegő dual is defined by \( \Phi_n^*(z) = z^n \Phi_n(1/\overline{z}) \). There are constants \( \{\alpha_n\}_{n \in \mathbb{N}_0} \) in \( D = \{ z \in \mathbb{C} : |z| < 1 \} \), called the Verblunsky coefficients, so that

\[
\Phi_{n+1}(z) = z\Phi_n(z) - \alpha_n \Phi_n^*(z) \quad \text{for} \quad n \in \mathbb{N}_0,
\]

which is the so-called Szegő recurrence. Conversely, every sequence \( \{\alpha_n\}_{n \in \mathbb{N}_0} \) in \( D \) arises as a sequence of recurrence coefficients corresponding to a Gram-Schmidt procedure on a non-trivial probability measure on \( \partial\mathbb{D} \).

In fact, if we normalize the monic orthogonal polynomials \( \Phi_n(z) \) by

\[
\varphi(z, n) = \frac{\Phi_n(z)}{\|\Phi_n(z)\|_\mu},
\]

where \( \| \cdot \|_\mu \) is the norm of \( \mathcal{H} \), it is easy to see that (2.1) is equivalent to

\[
\rho_n(x)\varphi(z, n + 1) = z\varphi(z, n) - \alpha_n \varphi^*(z, n),
\]

where \( \rho_n = (1 - |\alpha_n|^2)^{1/2} \).

Define

\[
S(\alpha, z) = \frac{1}{\rho} \begin{pmatrix} z & -\overline{\alpha} \\ -\alpha z & 1 \end{pmatrix},
\]

where \( \rho = (1 - |\alpha|^2)^{1/2} \).
The Szegö recursion can be written in a matrix form as follows:

\[
\begin{pmatrix}
\varphi(z, n + 1) \\
\varphi^*(z, n + 1)
\end{pmatrix} = S(\alpha_n, z) \begin{pmatrix}
\varphi(z, n) \\
\varphi^*(z, n)
\end{pmatrix}.
\]

(2.3)

Alternatively, one can consider a different initial condition and derive the orthogonal polynomials of the second kind, by setting \(\psi(z, 0) = 1\) and then

\[
\begin{pmatrix}
\psi(z, n + 1) \\
-\psi^*(z, n + 1)
\end{pmatrix} = S(\alpha_n, z) \begin{pmatrix}
\psi(z, n) \\
-\psi^*(z, n)
\end{pmatrix}.
\]

The orthogonal polynomials may or may not form a basis of \(\mathcal{H}\). However, if we apply the Gram-Schmidt procedure to \(1, z, z^{-1}, z^2, z^{-2}, \ldots\), we will obtain a basis—called the CMV basis. In this basis, multiplication by the independent variable \(z\) in \(\mathcal{H}\) has the matrix representation

\[
\mathcal{C} = \begin{pmatrix}
\overline{\alpha}_0 & \overline{\alpha}_1 \rho_0 & \rho_1 \rho_0 & 0 & 0 & \cdots \\
\rho_0 - \overline{\alpha}_1 \alpha_0 - \rho_1 \alpha_0 & 0 & 0 & \cdots \\
0 & \overline{\alpha}_2 \rho_1 - \overline{\alpha}_2 \alpha_1 & \overline{\alpha}_3 \rho_2 & \rho_3 \rho_2 & \cdots \\
0 & \rho_2 \rho_1 - \rho_2 \alpha_1 & -\overline{\alpha}_3 \alpha_2 & -\rho_3 \alpha_2 & \cdots \\
0 & 0 & 0 & \overline{\alpha}_4 \rho_3 - \overline{\alpha}_4 \alpha_3 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix},
\]

(2.4)

where \(\alpha = \{\alpha_n\}_{n \in \mathbb{N}_0} \subset \mathbb{D}\) and \(\rho_n = \sqrt{1 - |\alpha_n|^2}\) for \(n \in \mathbb{N}_0\). A matrix of this form is called a CMV matrix.

Furthermore, an extended CMV matrix is a special five-diagonal doubly infinite matrix in the standard basis of \(\ell^2(\mathbb{Z})\) according to [25, Subsection 4.5] and [26, Subsection 10.5], written as

\[
\mathcal{E} = \begin{pmatrix}
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\cdots & -\overline{\alpha}_0 \alpha_{-1} & \overline{\alpha}_1 \rho_0 & \rho_1 \rho_0 & 0 & 0 & \cdots \\
\cdots & -\rho_0 \alpha_{-1} & -\overline{\alpha}_1 \alpha_0 & -\rho_1 \alpha_0 & 0 & 0 & \cdots \\
\cdots & 0 & \overline{\alpha}_2 \rho_1 & -\overline{\alpha}_2 \alpha_1 & \overline{\alpha}_3 \rho_2 & \rho_3 \rho_2 & \cdots \\
\cdots & 0 & \rho_2 \rho_1 & -\rho_2 \alpha_1 & -\overline{\alpha}_3 \alpha_2 & -\rho_3 \alpha_2 & \cdots \\
\cdots & 0 & 0 & \overline{\alpha}_4 \rho_3 & -\overline{\alpha}_4 \alpha_3 & \cdots & \cdots \\
\cdots & \vdots & \vdots & \vdots & \vdots & \ddots & \ddots
\end{pmatrix},
\]

(2.5)

where \(\alpha = \{\alpha_n\}_{n \in \mathbb{Z}} \subset \mathbb{D}\) and \(\rho_n = \sqrt{1 - |\alpha_n|^2}\) for \(n \in \mathbb{Z}\). In some settings, it is more natural to consider extended CMV matrices, rather than standard CMV matrices. This is the case, for example, where the Verblunsky coefficients are generated by an invertible ergodic dynamical system. This class of coefficients contains the important special cases of almost periodic and random coefficients and some important parts of the theory for ergodic coefficients, for example Kotani theory [6, 7, 26], require the consideration of the two-sided case.

The main goal of this paper is to provide a general approach to the study of the spectral properties of a given extended CMV matrix \(\mathcal{E}\) via the properties of the solutions to the associated generalized eigenvalue equation. To this end, let us first discuss the canonical spectral measure and then the generalized eigenvalue equation.

Given an extended CMV matrix \(\mathcal{E}\), the canonical spectral measure \(\Lambda\) is given by the sum of the spectral measures of \(\mathcal{E}\) relative to the vectors \(\delta_0\) and \(\delta_1\). It is well known that \(\{\delta_0, \delta_1\}\) forms a spectral basis for the operator \(\mathcal{E}\) (see, e.g., [20, Lemma 3]) and hence for every \(\psi \in \ell^2(\mathbb{Z})\), the spectral measure corresponding to \(\mathcal{E}\) and \(\psi\) is absolutely continuous with respect to \(\Lambda\).
Consider the Lebesgue decomposition of $\Lambda$ into its pure point, singular continuous, and absolutely continuous parts,

$$\Lambda = \Lambda_{pp} + \Lambda_{sc} + \Lambda_{ac},$$

i.e., $\Lambda_{pp}$ is supported by a countable set, $\Lambda_{sc}$ gives no weight to countable sets but is supported by some set of zero Lebesgue measure, and $\Lambda_{ac}$ gives no weight to sets of zero Lebesgue measure. Here, we refer to the standard arc length measure on $\partial D$ as the Lebesgue measure on $\partial D$.

We also consider the singular part of $\Lambda$, $\Lambda_s = \Lambda_{pp} + \Lambda_{sc}$ and the continuous part of $\Lambda$, $\Lambda_c = \Lambda_{sc} + \Lambda_{ac}$.

Consider the corresponding eigenvalue equation

$$Eu = zu$$

with boundary conditions

$$
\begin{pmatrix}
\varphi_\omega(0) & \psi_\omega(0) \\
\varphi_\omega^*(0) & -\psi_\omega^*(0)
\end{pmatrix} =
\begin{pmatrix}
\cos \omega + i\sin \omega & \cos \omega + i\sin \omega \\
\cos \omega - i\sin \omega & -\cos \omega + i\sin \omega
\end{pmatrix}
$$

(2.7)

Here is the fundamental definition of subordinacy, introduced by Gilbert and Pearson [11] in the Schrödinger case, adapted to the CMV setting.

**Definition 2.1.**  (a) Define for a sequence $a_0, a_1, \ldots$ and $x \in (0, \infty)$,

$$\|a\|_x^2 = \sum_{j=0}^{[x]} |a_j|^2 + (x - [x])|a_{[x]+1}|^2,$$

where $[x]$ denotes the greatest integer less than or equal to $x$. An analogous expression defines $\|a\|_x^2$ for $a_{-1}, a_{-2}, \ldots$ and $x \in (-\infty, -1)$. Then

$$\|a\|_x^2 = \sum_{j=[x]}^{-1} |a_j|^2 + ([x] - x)|a_{[x]-1}|^2,$$

where $[x]$ denotes the least integer greater than or equal to $x$.

(b) Let $z \in \partial D$. A solution $u$ to (2.6) is called *subordinate at $+\infty$* if it does not vanish identically and obeys

$$\lim_{x \to +\infty} \frac{\|u\|_x}{\|p\|_x} = 0$$

for any linearly independent solution $p$ to (2.6).

Similarly, a solution $u$ to (2.6) is called *subordinate at $-\infty$* if it does not vanish identically and obeys

$$\lim_{x \to -\infty} \frac{\|u\|_x}{\|p\|_x} = 0$$

for any linearly independent solution $p$ to (2.6).

We are now ready to state the main result of this paper.

**Theorem 2.2.**  Let $E$ be an extended CMV matrix in $\ell^2(\mathbb{Z})$ and denote by $\Lambda$ its canonical spectral measure. Then, the three parts of the canonical spectral measure have the following supports defined in terms of the behavior of the solutions to (2.6):

(a) Let

$$\mathcal{P} = \{z \in \partial D : (2.6) \text{ has a solution that is square-summable at } \pm \infty\}.$$

Then $\Lambda_{pp}(\partial D \setminus \mathcal{P}) = 0$ and $\Lambda_c(\mathcal{P}) = 0$.

(b) Let

$$\mathcal{S} = \{z \in \partial D : (2.6) \text{ has a solution that is subordinate at } \pm \infty\}.$$
Then $\Lambda_\omega(\partial \mathbb{D} \setminus S) = 0$ and $\Lambda_{ac}(S) = 0$. In particular, we have

$$\Lambda_{ac}(\partial \mathbb{D} \setminus (S \setminus \mathcal{P})) = 0 \quad \text{and} \quad (\Lambda_{pp} + \Lambda_{ac})(S \setminus \mathcal{P}) = 0.$$ 

(c) Let

$$\mathcal{A}_\pm = \{ z \in \partial \mathbb{D} : (2.6) \text{ has no solution that is subordinate at } \pm \infty \} \quad (2.8)$$

and

$$\mathcal{A} = \mathcal{A}_+ \cup \mathcal{A}_-.$$ 

Then $\Lambda_{ac}(\partial \mathbb{D} \setminus \mathcal{A}) = 0$ and $\Lambda_\omega(\mathcal{A}) = 0$. Moreover, $\mathcal{A}$ is an essential support of $\Lambda_{ac}$, i.e., for any measurable set $\mathcal{A}'$ with $\Lambda_{ac}(\partial \mathbb{D} \setminus \mathcal{A}') = 0$, we have $\text{Leb}(\mathcal{A} \setminus \mathcal{A}') = 0$.

**Remark 2.3.** Theorem 2.2(a) is well known and stated here for completeness. The statement follows quickly from the spectral theorem; see, for example, the proof of [28, Theorem 7.27(a)] for the derivation in the self-adjoint case—the argument is analogous in the unitary case. Indeed, as discussed in Section 1, the philosophy behind subordinacy theory is to identify a type of solution behavior that discriminates between the absolutely continuous and singular parts of spectral measures, just as square-summability discriminates between the continuous and pure point parts of spectral measures.

Typical applications of this result rely on sufficient conditions for the absence or presence of subordinate solutions. For example, the absence of subordinate solutions follows from the boundedness of the transfer matrices, which are defined as follows:

$$A(n, z) = \begin{cases} S(\alpha_n, z) \times \cdots \times S(\alpha_0, z), & n \geq 0, \\ S(-\pi_{n-2}, z) \times S(-\pi_{n-1}, z) \times \cdots \times S(-\pi_2, z), & n \leq -1, \end{cases}$$

where $S(\cdot, z)$ is given by (2.2). We will give more details in Section 4. Specifically, we have the following statement.

**Corollary 2.4.** Let

$$B_\pm = \left\{ z \in \partial \mathbb{D} : \sup_{n \in \mathbb{Z}} \| A(n, z) \| < \infty \right\}.$$ 

Then, $B_\pm \subseteq A_\pm$ with $A_\pm$ as defined in (2.8). In particular, the restriction of $\Lambda$ to each of $B_\pm$ is purely absolutely continuous.

In many cases of interest, the Verblunsky coefficients are dynamically defined. As a result, the associated Szegő recursion can be expressed in terms of $\text{SU}(1,1)$-valued cocycles over the base dynamical system in question. The boundedness property that feeds into Corollary 2.4 is then often established via a suitable reducibility result. Let us state another corollary in the dynamically defined setting that implements this connection.

**Corollary 2.5.** Suppose $T : \Omega \to \Omega$ is invertible and $f : \Omega \to \mathbb{D}$. This gives rise to $\omega$-dependent Verblunsky coefficients

$$\alpha_n(\omega) = f(T^n \omega), \quad \omega \in \Omega, \quad n \in \mathbb{Z}$$

and $\omega$-dependent extended CMV matrices $E(\omega) = E(\{ \alpha_n(\omega) \})$. Moreover, for each $z \in \partial \mathbb{D}$, consider the map $A_z : \Omega \to \text{SU}(1,1)$ given by $A_z(\omega) = z^{-1/2}S(f(\omega), z)$, where $S(\cdot, z)$ is given by (2.2).

Denote by $\mathcal{R}$ the set of $z \in \partial \mathbb{D}$ for which there exist $B_z : \Omega \to \text{SU}(1,1)$ bounded and $A_z^{(0)} \in \text{SU}(1,1)$ elliptic such that for every $\omega \in \Omega$, we have $A_z(\omega) = B_z(\omega)A_z^{(0)}B_z(\omega)^{-1}$.

Then, for every $\omega \in \Omega$, the canonical spectral measure associated with $E(\omega)$ and $\Lambda(\omega)$, is purely absolutely continuous on $\mathcal{R}$.

Recall that an $\text{SU}(1,1)$ matrix is called elliptic if its trace belongs to the real interval $(-2, 2)$ (in this context it is useful to remind the reader that $\text{SU}(1,1)$ and $\text{SL}(2, \mathbb{R})$ are canonically conjugate [26, Equation (10.4.27)]). The assumptions of Corollary 2.5 can be verified in a variety of situations, in analogy to the extensive literature on reducibility for quasi-periodic $\text{SL}(2, \mathbb{R})$ cocycles of sufficient regularity (see,
for example, [1, 2, 12] and the references therein). This connection is presently being worked out by Long Li\textsuperscript{1)}.

We conclude this section with two applications of the description of the singular part of an extended CMV matrix in terms of subordinate solutions. Both of these applications are known via different methods, but the approach via subordinacy theory provides an interesting additional angle. Since these results are not new, we will not state them as formal corollaries.

The first application is the following statement: any extended CMV matrix $E$ has the simple singular spectrum. In the setting of extended CMV matrices, this result was first proved by Simon [24]. However, a statement of this kind had been obtained earlier for second-order differential operators, originally proved by Kac [16,17] and then proved via subordinacy theory by Gilbert [10]. The present paper provides the basis for Gilbert’s approach to this result in the setting of extended CMV matrices.

Another application concerns a version of the Ishii-Pastur theorem for ergodic extended CMV matrices, proved via subordinacy theory, an approach proposed in the setting of Schrödinger operators by Buschmann [3]. Again we will not state this as a formal corollary since the result is already known (see [6, Theorem B.2]), and merely point out that the Ishii-Pastur theorem is the inclusion $\subseteq$ in the identity stated in [6, Theorem B.2], and that this inclusion can be proved along similar lines to those in [3] by using Theorem 2.2 above.

3 Preliminaries

3.1 Carathéodory functions

A Carathéodory function is a holomorphic map from $D$ to the right half plane $\{z : \Re z > 0\}$. We also say a function is an anti-Carathéodory function when its negative is a Carathéodory function. If we modify $\alpha(n_0) = -1$, then (2.5) becomes the direct sum of matrices acting on $\ell^2([n_0 + 1, \infty) \cap \mathbb{Z})$ and $\ell^2((-\infty, n_0] \cap \mathbb{Z})$ of the form (2.4). We label the halves as $C_{+}^{(n_0+1)}$ and $C_{-}^{(n_0)}$, respectively. We consider the case where $n_0 = -1$. Concretely, (2.5) becomes the direct sum of matrices acting on $\ell^2(Z_+)$ and $\ell^2(Z_-)$ of the form (2.4), where we write $Z_+ := [0, \infty) \cap \mathbb{Z}$ and $Z_- := [-1, -\infty) \cap \mathbb{Z}$. One can find the correspondence between a given CMV matrix and its Carathéodory function in [25, Subsection 1.3]. Specifically, a Carathéodory function is the CMV analog of the $m$-function in the theory of Jacobi matrices, and is connected to the spectral theory of the CMV matrices.

Denote the Carathéodory function corresponding to $C_{+}^{(0)}$ by

$$F_{+}(z, 0) = \int_{\partial D} \frac{\zeta + z}{\zeta - z} d\Lambda_{+}(\zeta, 0)$$

and $C_{-}^{(-1)}$ by

$$F_{-}(z, -1) = -\int_{\partial D} \frac{\zeta + z}{\zeta - z} d\Lambda_{-}(\zeta, -1),$$

where $\Lambda_{+}(\zeta, 0)$ and $\Lambda_{-}(\zeta, -1)$ are the spectral measures of $C_{+}^{(0)}$ and $C_{-}^{(-1)}$, respectively.

The Carathéodory function for $E$ is given by the formula

$$F(z) = \int e^{i\theta} + z e^{i\theta} - z d\Lambda(\theta),$$

where as above $\Lambda$ is the sum of the spectral measures of $E$ relative to the vectors $\delta_0$ and $\delta_1$.

3.2 Gesztesy-Zinchenko description

The Gesztesy-Zinchenko (GZ) matrix from [8] is a key tool to encode the behavior of solutions to (2.6). As we follow the conventions from [25,26], let us point out that there are some differences between the notations in [8] and ours, which are as follows: $\alpha_n = -\bar{\alpha}_{n-1}$, $U(\{\alpha_n\}) = E(\{-\bar{\alpha}_{n-1}\})$, $U_{+,0}(\{\alpha_n\}) =$

\textsuperscript{1)Li L. Private communication}
\(\mathcal{C}_n^{(0)^+}\{\{-\pi n-1\}\})\), \(u_\pm(z,n) = s_\pm(z,n)\) and \(v_\pm(z,n) = s_\pm(z,n)\), where the left-hand sides are their notations and the right-hand sides are our notations.

First, recall that any extended CMV matrix \(\mathcal{E}\) can be factorized into direct sums of \(2 \times 2\) matrices of the form

\[
\Theta = \begin{pmatrix} \pi & \rho \\ \rho & -\alpha \end{pmatrix}.
\]

Let

\[
\mathcal{L} := \bigoplus_{j \in \mathbb{Z}} \Theta(\alpha_{2j}) \quad \text{and} \quad \mathcal{M} := \bigoplus_{j \in \mathbb{Z}} \Theta(\alpha_{2j+1}).
\]

Then \(\mathcal{E} = \mathcal{LM}\).

Set

\[
P(\alpha, z) := \frac{1}{\rho} \begin{pmatrix} -\alpha & z^{-1} \\ z & -\pi \end{pmatrix} \quad \text{and} \quad Q(\alpha, z) := \frac{1}{\rho} \begin{pmatrix} -\pi & 1 \\ 1 & -\alpha \end{pmatrix}
\]

for \(z \in \mathbb{C}\setminus\{0\}\).

Now, if \(u\) is a complex sequence such that \(\mathcal{E}u = zu\) and \(v = \mathcal{M}u\), one can easily see that \(\mathcal{E}^T v = zv\) holds.

By [4, Proposition 2.1], the following equation holds for \(n \in \mathbb{N}_0\), which can be extended to \(n \in \mathbb{Z}\),

\[
\begin{pmatrix} u(n+1) \\ v(n+1) \end{pmatrix} = T(n,z) \begin{pmatrix} u(n) \\ v(n) \end{pmatrix},
\]

where

\[
T(n,z) = \begin{cases} P(\alpha_n, z), & n \text{ is even,} \\
Q(\alpha_n, z), & n \text{ is odd.} \end{cases}
\]

**Definition 3.1.** We denote by

\[
\begin{pmatrix} u_+(z,n,n_0) \\ v_+(z,n,n_0) \end{pmatrix}_{n \geq n_0} \quad \text{and} \quad \begin{pmatrix} p_+(z,n,n_0) \\ q_+(z,n,n_0) \end{pmatrix}_{n \geq n_0}
\]

for \(z \in \mathbb{C}\setminus\{0\}\), two linearly independent solutions to (3.1) for \(n \geq 0\) with the following initial conditions:

\[
\begin{pmatrix} u_+(z,n_0,n_0) \\ v_+(z,n_0,n_0) \end{pmatrix} = \begin{cases} \begin{pmatrix} 1 \\ 1 \end{pmatrix}, & n_0 \text{ is even,} \\
\begin{pmatrix} 1 \\ z \end{pmatrix}, & n_0 \text{ is odd,} \end{cases}
\]

\[
\begin{pmatrix} p_+(z,n_0,n_0) \\ q_+(z,n_0,n_0) \end{pmatrix} = \begin{cases} \begin{pmatrix} 1 \\ -1 \end{pmatrix}, & n_0 \text{ is even,} \\
\begin{pmatrix} -1 \\ z \end{pmatrix}, & n_0 \text{ is odd.} \end{cases}
\]

Similarly, we denote by

\[
\begin{pmatrix} u_-(z,n,n_0) \\ v_-(z,n,n_0) \end{pmatrix}_{n \leq n_0} \quad \text{and} \quad \begin{pmatrix} p_-(z,n,n_0) \\ q_-(z,n,n_0) \end{pmatrix}_{n \leq n_0}
\]

for \(z \in \mathbb{C}\setminus\{0\}\), two linearly independent solutions to (3.1) for \(n \leq -1\) with the following initial conditions:

\[
\begin{pmatrix} u_-(z,n_0,n_0) \\ v_-(z,n_0,n_0) \end{pmatrix} = \begin{cases} \begin{pmatrix} 1 \\ -z \end{pmatrix}, & n_0 \text{ is even,} \\
\begin{pmatrix} -1 \\ 1 \end{pmatrix}, & n_0 \text{ is odd,} \end{cases}
\]
Lemma 3.3

It follows that (3.4) and (3.5) hold.

Remark 3.2. The above definition is from [8, Definition 2.4]. Here, our \( u_\pm, v_\pm, p_\pm \) and \( q_\pm \) are their \( r_\pm, p_\pm, s_\pm \) and \( q_\pm \), respectively. By (2.3) and (3.1), we have

\[
\begin{align*}
   u_+(z, n) &= \begin{cases} 
   z^{-\frac{n+1}{2}} \phi^*(z, n), & n \text{ is odd}, \\
   z^{-\frac{n}{2}} \phi(z, n), & n \text{ is even},
   \end{cases} \tag{3.4} \\
   v_+(z, n) &= \begin{cases} 
   z^{-\frac{n-1}{2}} \phi(z, n), & n \text{ is odd}, \\
   z^{-\frac{n}{2}} \phi^*(z, n), & n \text{ is even},
   \end{cases} \tag{3.5} \\
   p_+(z, n) &= \begin{cases} 
   -z^{-\frac{n+1}{2}} \psi^*(z, n), & n \text{ is odd}, \\
   z^{-\frac{n}{2}} \psi(z, n), & n \text{ is even},
   \end{cases} \tag{3.6} \\
   q_+(z, n) &= \begin{cases} 
   z^{-\frac{n-1}{2}} \psi(z, n), & n \text{ is odd}, \\
   -z^{-\frac{n}{2}} \psi^*(z, n), & n \text{ is even}
   \end{cases} \tag{3.7}
\end{align*}
\]

for \( z \in \partial \mathbb{D} \).

For simplicity to check (3.4)-(3.7), we rewrite the equation for \( \{\phi(z, n)\}_{n \in \mathbb{N}_0}, \{\psi(z, n)\}_{n \in \mathbb{N}_0}, \{u_+(z, n)\}_{n \in \mathbb{N}_0}, \) and \( \{v_+(z, n)\}_{n \in \mathbb{N}_0} \). Once we have (3.4) and (3.5), (3.6) and (3.7) hold immediately. Indeed, for \( \{\phi(z, n)\}_{n \in \mathbb{N}_0} \) and \( \{\psi(z, n)\}_{n \in \mathbb{N}_0} \), we have

\[
\rho_n \phi(z, n + 1) = z \phi(z, n) - \bar{\sigma}_n \phi^*(z, n), \\
\rho_n \phi^*(z, n + 1) = -\alpha_n z \phi(z, n) + \phi^*(z, n).
\]

For \( \{u_+(z, n)\}_{n \in \mathbb{N}_0} \) and \( \{v_+(z, n)\}_{n \in \mathbb{N}_0} \), when \( n \) is even,

\[
\rho_n u_+(z, n + 1) = -\alpha_n u_+(z, n) + z^{-1} v_+(z, n), \\
\rho_n v_+(z, n + 1) = z u_+(z, n) - \bar{\sigma}_n v(z, n);
\]

when \( n \) is odd,

\[
\rho_n u_+(z, n + 1) = -\bar{\sigma}_n u_+(z, n) + v_+(z, n), \\
\rho_n v_+(z, n + 1) = u_+(z, n) - \alpha_n v_+(z, n).
\]

It follows that (3.4) and (3.5) hold.

Lemma 3.3 (See [8, Corollary 2.16]). There are solutions \( \left( s_\pm(z, \cdot) \right)_{n \in \mathbb{Z}} \) to (3.1), unique up to constant multiples so that for \( z \in \mathbb{C} \setminus (\partial \mathbb{D} \cup \{0\}) \),

\[
\left( s_+(z, \cdot), t_+(z, \cdot) \right) \in \ell^2(\mathbb{Z}_+)^2, \quad \left( s_-(z, \cdot), t_-(z, \cdot) \right) \in \ell^2(\mathbb{Z}_-)^2.
\]

Lemma 3.4 (See [23, Theorem 5.3]). Let \( z \in \mathbb{D} \). Then

\[
\sum_{n=0}^{\infty} \left| \left( \psi(z, n) - \psi^*(z, n) \right) + \beta \left( \phi(z, n) - \phi^*(z, n) \right) \right|^2 < \infty
\]

if and only if \( \beta = F_+(z, 0) \).
Let
\[ \eta_+(z, n) = \psi(z, n) + F_+(z, 0)\varphi(z, n) \]
and
\[ \eta_+^\#(z, n) = -\psi^*(z, n) + F_+(z, 0)\varphi^*(z, n). \]
Consider the equation
\[ \Xi_n = S_n(z)\Xi_0 \]
with the boundary condition
\[ \Xi_0 = \begin{pmatrix} 1 + F_+(z, 0) \\ 1 + F_+(z, 0) \end{pmatrix}, \]
where \( S_n(z) = S(\alpha_{n-1}, z) \cdots S(\alpha_0, z). \) Then \( \eta_+^\#(z, n) \) is the unique \( \ell^2 \) solution to (3.8).

The Green function \( G \) (or the resolvent function \((E-z)^{-1}\)) for \( E \) is computed by using formal eigenvalues of \( C_\pm \) and \( C_\pm^T \). For \( k \in \mathbb{Z} \), define
\[ a_k = 1 - \overline{\alpha}_k, \quad b_k = 1 + \overline{\alpha}_k, \]
where \( \alpha_k \)'s are Verblunsky coefficients associated with the CMV matrix \( E \).

**Lemma 3.5 (See [8, Lemma 3.1]).** For \( z \in \mathbb{C}\setminus(\partial D \cup \{0\}) \), let \( M_-(z, 0) \) be an anti-Carathéodory function in \( [8, (2.139)] \), which is related to \( F_-(z, -1) \) by
\[ M_-(z, 0) = \frac{\text{Re}(a_{-1}) + i\text{Im}(b_{-1})}{i\text{Im}(a_{-1}) + \text{Re}(b_{-1})}F_-(z, -1). \]

Let \( s_\pm \) be \( \ell^2 \) solutions to \((C_\pm - z)s = 0\), and let \( t_\pm \) be \( \ell^2 \) solutions to \((C_\pm^T - z)t = 0\), normalized by
\[ s_+(z, 0) = 1 + F_+(z, 0), \quad s_-(z, 0) = 1 + M_-(z, 0), \]
\[ t_+(z, 0) = -1 + F_+(z, 0), \quad t_-(z, 0) = 1 - M_-(z, 0). \]
These \( s_\pm \) and \( t_\pm \) are equivalent to the ones in Lemma 3.3. We may extend these solutions to solutions to \((E - z)w = 0 \) and \((E^T - z)w = 0 \).

Then the resolvent function \((E - z)^{-1}(x, y)\) can be expressed as
\[ \frac{-1}{2z(F_+(z, 0) - M_-(z, 0))} = \begin{cases} \frac{t_-(z, m)s_+(z, n)}{2\rho_0(z + \rho_0)} + \frac{1}{\rho_0}(z - \rho_0)M_-(z, 0), & \text{if } m < n \text{ or } m = n \text{ and } m \text{ is odd}, \\ \frac{t_+(z, m)s_-(z, n)}{2\rho_0(z - \rho_0)} + \frac{1}{\rho_0}(z - \rho_0)M_-(z, 0), & \text{if } m > n \text{ or } m = n \text{ and } m \text{ is even}. \end{cases} \]

From [8, p.181, the table], we are in the case of \( k_0 = 0 \) and obtain
\[ t_-(z, 1) = \frac{1}{\rho_0}(z + \rho_0), \quad s_+(z, 1) = \frac{1}{\rho_0}(z - \rho_0)M_-(z, 0). \]
Notice that our \( s_\pm \) and \( t_\pm \) are their \( v_\pm \) and \( u_\pm \), respectively.

### 3.3 Green and Carathéodory functions

One can write \( G_{00} + G_{11} \) as
\[ G_{00} + G_{11} = -\frac{(-1 + F_+(z, 0))(1 + M_-(z, 0))}{2z(F_+(z, 0) - M_-(z, 0))} - \frac{[z + \rho_0 + M_-(z, 0)(z - \rho_0)][-\alpha_0z + F_+(z, 0)(1 - \alpha_0z)]}{2\rho_0^2z^2(F_+(z, 0) - M_-(z, 0))} = \frac{\rho_0^2z(1 - F_+(z, 0) + M_-(z, 0) - F_+(z, 0)M_-(z, 0)) + (z + \rho_0)(1 + \alpha_0z)}{2\rho_0^2z^2(F_+(z, 0) - M_-(z, 0))}. \]
It follows that

\[
2z(G_{00}(z) + G_{11}(z)) = -2 + \frac{(\overline{\alpha} + 2z + \alpha z^2) + (\alpha z^2 - \overline{\alpha})(M_-(z,0) + F_+(z,0))}{\rho_0^2 z^2(F_+(z,0) - M_-(z,0))} + \frac{(\overline{\alpha} - 2z + \alpha z^2)M_-(z,0)F_+(z,0)}{\rho_0^2 z^2(F_+(z,0) - M_-(z,0))}.
\]  

Finally we note the connection between \(G_{00} + G_{11}\) and the Carathéodory function \(F\) corresponding to \(\mathcal{E}\) and \(d\Lambda\). We have by definition

\[
F(z) = \int \frac{e^{i\theta} + z}{e^{i\theta} - z} \, d\Lambda(\theta).
\]

Define

\[
d\Lambda_r(\theta) = \text{Re} \, F(re^{i\theta}) \frac{d\theta}{2\pi}.
\]

It is well known that \(d\Lambda_r\) converges to \(d\Lambda\) weakly as \(r \uparrow 1\). Moreover,

\[
F(z) = \int \frac{e^{i\theta} + z}{e^{i\theta} - z} \, d\Lambda(\theta) = 1 + 2z \int \frac{1}{e^{i\theta} - z} \, d\Lambda(\theta) = 1 + 2z(G_{00}(z) + G_{11}(z)).
\]

4 Jitomirskaya-Last inequalities

In this section, we obtain a suitable version of the Jitomirskaya-Last inequality for the left half-line CMV matrix

\[
C_- = \begin{pmatrix}
\cdots & \cdots & \cdots & \cdots & \cdots \\
\cdots & \overline{\alpha}_4 \rho_{-5} & -\overline{\alpha}_4 \alpha_{-5} & \overline{\alpha}_3 \rho_{-4} & \rho_{-3} \rho_{-4} & 0 \\
\cdots & \rho_{-4} \rho_{-5} & -\rho_{-4} \alpha_{-5} & -\overline{\alpha}_3 \alpha_{-4} & -\rho_{-3} \alpha_{-4} & 0 \\
\cdots & 0 & 0 & \overline{\alpha}_{-2} \rho_{-3} & -\overline{\alpha}_{-2} \alpha_{-3} & \overline{\alpha}_{-1} \rho_{-2} \\
\cdots & 0 & 0 & \rho_{-2} \rho_{-3} & -\rho_{-2} \alpha_{-3} & -\overline{\alpha}_{-1} \alpha_{-2}
\end{pmatrix}
\]
via a relation between the eigenfunctions of $\mathcal{C}_-$ and the associated right half-line CMV matrix $\tilde{\mathcal{C}}_+ = \mathcal{C}_+^{(0)}(\{\tilde{\alpha}_n\}_{n\geq 0})$, where $\tilde{\alpha}_n = -\rho_{-(n+2)}$ and $\tilde{\alpha}_{-1} = -1$.

First, recall the Jitomirskaya-Last inequality for a right half-line CMV matrix. With the solutions to (2.6) obeying (2.7) with $\omega = 0$ and the local $\ell^2$ norms from Definition 2.1, we have the following lemma.

**Lemma 4.1** (See [25, Theorem 10.8.2]). For $z \in \partial \mathbb{D}$ and $r \in [0, 1)$, define $x(r) \in (0, \infty)$ to be the unique solution to

$$(1 - r)\|\varphi(z)\|_{x(r)}\|\psi(z)\|_{x(r)} = \sqrt{2}.$$  

Then

$$A^{-1}|F_+(rz, 0)| \leq \frac{\|\psi(z)\|_{x(r)}}{\|\varphi(z)\|_{x(r)}} \leq A|F_+(rz, 0)|,$$

(4.1)

where $A$ is a universal constant in $(1, \infty)$.

**Remark 4.2.** By Remark 3.2, (4.1) is equivalent to

$$A^{-1}|F_+(rz, 0)| \leq \frac{\|p_+(z)\|_{x(r)}}{\|u_+(z)\|_{x(r)}} \leq A|F_+(rz, 0)|,$$  

(4.2)

where $A \in (1, \infty)$ is a universal constant.

Next, we address the relation between $\mathcal{C}_-$ and $\tilde{\mathcal{C}}_+$. Let $J$ be the matrix with elements

$$J_{i, j} = \begin{cases} 1, & \text{if } i = -j - 1, \\ 0, & \text{otherwise} \end{cases}$$

for $i = -1, -2, -3, \ldots$ and $j = 0, 1, 2, \ldots$ Let $\tilde{J}$ be the matrix with elements

$$\tilde{J}_{i, j} = \begin{cases} 1, & \text{if } i = -j - 1, \\ 0, & \text{otherwise} \end{cases}$$

for $i = 0, 1, 2, \ldots$ and $j = -1, -2, -3, \ldots$.

Define the operator $U : \ell^2(\mathbb{Z}) \to \ell^2(\mathbb{Z})$ that maps $\ell^2(\mathbb{Z}_-) \to \ell^2(\mathbb{Z}_+)$ as follows:

$$U = \begin{pmatrix} 0 & J \\ J & 0 \end{pmatrix},$$

where $0$ is the zero matrix, i.e., $U\delta_n = \delta_{-n-1}$ for $n \in \mathbb{N}_0$.

A direct calculation implies

$$U\mathcal{C}_-U^* = \begin{pmatrix} -\alpha_{-1} & -\rho_{-1} \alpha_{-2} & -\rho_{-2} \alpha_{-3} & \rho_{-3} & 0 & 0 & \cdots \\ -\rho_{-2} & -\alpha_{-2} & -\rho_{-1} \alpha_{-3} & -\rho_{-2} \alpha_{-3} & 0 & 0 & \cdots \\ -\rho_{-3} & -\rho_{-3} \alpha_{-4} & -\rho_{-4} \alpha_{-4} & -\rho_{-4} \alpha_{-5} & 0 & 0 & \cdots \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \cdots \end{pmatrix}.$$

Set $\tilde{\alpha}_n = -\alpha_{-(n+2)}$ and $\tilde{\alpha}_{-1} = -1$. Then $\tilde{\rho}_n = \rho_{-(n+2)}$ and $\tilde{\mathcal{C}}_+ = U\mathcal{C}_-U^*$.

For $\tilde{\mathcal{C}}_+$, denote $\tilde{\varphi}$ and $\tilde{\psi}$ to be the orthogonal polynomials and the orthogonal polynomials of the second kind, respectively. Denote $u_-$ and $\tilde{u}_-$ ($p_-$ and $\tilde{p}_-$) to be the eigenfunctions for $\mathcal{C}_-$ and $\tilde{\mathcal{C}}_+$, respectively, and $v_-$ and $\tilde{v}_+$ ($q_-$ and $\tilde{q}_+$) to be the eigenfunctions for $\mathcal{C}_+^\Gamma$ and $\tilde{\mathcal{C}}_+^\Gamma$, respectively. Since $\tilde{\mathcal{C}}_+ = U\mathcal{C}_-U^*$, $\tilde{u}_+(n) = u_-(-(n+1))$ for $n \in \mathbb{N}_0$.

We have

$$u_-(z, -n - 1) = \tilde{u}_+(z, n) = \begin{cases} z^{-(n+1)} \tilde{\varphi}(z, n), & \text{if } n \text{ is odd}, \\ -z^{-n} \tilde{\varphi}(z, n), & \text{if } n \text{ is even}, \end{cases}$$
With these definitions the following generalization of Lemma 3.4 holds. Define
\[ v_-(z, -n - 1) = \tilde{\psi}^+(z, n) = \begin{cases} -z^{-(n+1)} \tilde{\phi}(z, n), & n \text{ is odd}, \\ z^{-(n+1)} \tilde{\phi}^*(z, n), & n \text{ is even}, \end{cases} \]
\[ p_-(z, -n - 1) = \tilde{\psi}^+(z, n) = \begin{cases} -z^{-(n+1)} \psi^*(z, n), & n \text{ is odd}, \\ z^{-(n+1)} \psi(z, n), & n \text{ is even}, \end{cases} \]
\[ q_-(z, -n - 1) = \tilde{\phi}^+(z, n) = \begin{cases} -z^{-(n+1)} \phi(z, n), & n \text{ is odd}, \\ z^{-(n+1)} \phi^*(z, n), & n \text{ is even}, \end{cases} \]
for \( z \in \partial\mathbb{D} \). Thus the initial conditions (3.3) with \( n_0 = -1 \) are equivalent to
\[
\begin{pmatrix} -\tilde{\phi}(z, 0) \\ \tilde{\phi}^*(z, 0) \end{pmatrix} = \begin{pmatrix} -1 \\ 1 \end{pmatrix}, \quad \begin{pmatrix} \psi(z, 0) \\ \psi^*(z, 0) \end{pmatrix} = \begin{pmatrix} 1 \\ 1 \end{pmatrix}.
\] (4.3)

Since \( z \in \partial\mathbb{D}, \|u_-(z)\|_{x(r) - 1} = \|\tilde{\phi}(z)\|_{x(r)} \) and \( \|p_-(z)\|_{x(r) - 1} = \|\tilde{\psi}(z)\|_{x(r)} \), where \( x(r) \) is as in Lemma 4.1. Due to Lemma 3.4, there must then be a unique \( \hat{F}_+(z) \) such that
\[
\begin{pmatrix} -\tilde{\phi}(z, n) + \hat{F}_+(z) \tilde{\psi}(z, n) \\ \tilde{\phi}^*(z, n) + \hat{F}_+(z) \psi^*(z, n) \end{pmatrix} \in \ell^2(\mathbb{Z}_+).
\]

Due to the unitarity of \( U \), \( F_-(z, -1) = -\hat{F}_+(z, 0) \), where \( \hat{F}_+(z, 0) \) is the Carathéodory function for \( \hat{C}_+ \). Hence, the Jitomirskaya-Last inequality holds for \( C_- \). For \( z \in \partial\mathbb{D} \) and \( r \in [0, 1) \), define \( x_1(r) \in (-\infty, -1) \) to be the unique solution to
\[
(1 - r)\|u_-(z)\|_{x_1(r)}\|p_-(z)\|_{x_1(r)} = \sqrt{2}.
\]
Then
\[
A^{-1}|F_-(rz, -1)| \leq \|u_-(z)\|_{x_1(r)} \|p_-(z)\|_{x_1(r)} \leq A|F_-(rz, -1)|,
\] (4.4)
where \( A \) is a universal constant in \((1, \infty)\).

Next, we extend the Jitomirskaya-Last inequality, which holds for the boundary condition \( \phi(z, 0) = 1 \), to a general boundary condition of the form
\[
\phi(z, 0)(\cos \omega - i \sin \omega) - \phi^*(z, 0)(\cos \omega + i \sin \omega) = 0.
\] (4.5)

Given \( z \in \mathbb{D} \) and \( \omega \in [0, \pi] \), let \( \{\xi^+_\omega(z, n)\} \) and \( \{\xi^-_\omega(z, n)\} \) denote the solutions to (3.8) obeying (2.7). Thus, \( \{\xi^+_\omega(z, n)\} \) obeys the boundary condition (4.5) and \( \{\xi^-_\omega(z, n)\} \) obeys the orthogonal boundary condition.

Define \( u_\omega(z, n) \) and \( p_\omega(z, n) \) to be the solutions to (2.6), subject to the boundary conditions (2.7). For \( r \in [0, 1) \), define \( x(r) \) to be the unique solution to
\[
(1 - r)\|u_\omega(z)\|_{x(r)}\|p_\omega(z)\|_{x(r)} = \sqrt{2}.
\] (4.6)
By [8, Theorem 2.18], there are a unique \( F^\omega_+(z, 0) \) such that
\[
\xi^+_\omega(z, n, 0) = p_\omega(z, n) + F^\omega_+(z, 0) u_\omega(z, n)
\]
is \( \ell^2 \) at infinity and a unique \( M^-_\omega(z, 0) \) such that
\[
\xi^-_\omega(z, n, 0) = p_\omega(z, n) + M^-_\omega(z, 0) u_\omega(z, n)
\]
is \( \ell^2 \) at \(-\infty\). By (3.4) and (3.6), we have
\[
\xi^+_\omega(z, 0, 0) = \psi_\omega(z, 0) + F^\omega_+(z, 0)\phi_\omega(z, 0), \quad \xi^-_\omega(z, 0, 0) = \psi_\omega(z, 0) + M^-_\omega(z, 0)\phi_\omega(z, 0).
\]
Define
\[
\xi^{\ast}_\omega(z, 0, 0) = -\psi^*_\omega(z, 0) + F^\omega_+(z, 0)\phi_\omega(z, 0), \quad \xi^{\ast}_\omega(z, 0, 0) = -\psi^*_\omega(z, 0) + M^-_\omega(z, 0)\phi_\omega(z, 0).
\]
With these definitions the following generalization of Lemma 3.4 holds.
Lemma 4.3. For \( z \in \partial \mathbb{D} \), define \( x(r) \in (0, \infty) \) to be the unique solution to
\[
(1 - r)\|u_\omega(z)\|_{\mathbb{D}(r)}\|p_\omega(z)\|_{\mathbb{D}(r)} = \sqrt{2}.
\]
Then we have
\[
A_1^{-1}|F_+^r(rz, 0)| \leq \frac{\|p_\omega(z)\|_{\mathbb{D}(r)}}{\|u_\omega(z)\|_{\mathbb{D}(r)}} \leq A_1|F_+^r(rz, 0)|,
\]
where \( A_1 \) is a universal constant in \((1, \infty)\). Similarly, define \( x_1(r) \in (-\infty, -1) \) to be the unique solution to
\[
(1 - r)\|u_\omega(z)\|_{\mathbb{D}(r)}\|p_\omega(z)\|_{\mathbb{D}(r)} = \sqrt{2}.
\]
Then we have
\[
A_2^{-1}|F_-^r(rz, 0)| \leq \frac{\|p_\omega(z)\|_{\mathbb{D}(r)}}{\|u_\omega(z)\|_{\mathbb{D}(r)}} \leq A_2|F_-^r(rz, 0)|,
\]
where \( A_2 \) is a universal constant in \((1, \infty)\).

Proof. In order to follow the proof of [26, Theorem 10.8.2], define \( T_n \) as
\[
T_n = \frac{1}{2} \left( e^{-i\omega} (\varphi_\omega(n) + \psi_\omega(n)) \quad e^{i\omega} (\varphi_\omega(n) - \psi_\omega(n)) \right) \left( e^{-i\omega} (\varphi_\omega^*(n) - \psi_\omega^*(n)) \quad e^{i\omega} (\varphi_\omega^*(n) + \psi_\omega^*(n)) \right).
\]
This is from [25, (3.2.27)] with the boundary conditions \((-e^{i\omega})\) and \((-e^{-i\omega})\). By [25, (3.2.28)], det \( T_n = z^n \).

We have
\[
T_{n-1}^{-1} = \frac{1}{2z} \left( e^{i\omega} (\varphi_\omega^*(l) + \psi_\omega^*(l)) \quad -e^{i\omega} (\varphi_\omega(l) - \psi_\omega(l)) \right) \left( -e^{-i\omega} (\varphi_\omega^*(l) - \psi_\omega^*(l)) \quad e^{-i\omega} (\varphi_\omega(l) + \psi_\omega(l)) \right).
\]
A direct calculation shows that \( T_{n+1} = T_n T_{n-1}^{-1} \) which is the same as \( T_{n+1} \) in [26, (10.8.8)]. The remaining proof is the same as the proof of [26, Theorem 10.8.2]. We can then conclude that (4.7) holds.

Lemma 4.4. Let \( \theta \in [0, 2\pi) \) be given.

1. One has \( \lim_{r \uparrow 1} F_+ \left( r e^{i\theta}, 0 \right) = -i \cot \omega \) for some \( \omega \in [0, \pi) \) if and only if \( u_\omega \) is subordinate at \( +\infty \).
2. One has \( \lim_{r \uparrow 1} M_- \left( r e^{i\theta}, 0 \right) = -i \cot \omega \) for some \( \omega \in [0, \pi) \) if and only if \( u_\omega \) is subordinate at \( -\infty \).
3. The difference equation (2.6) enjoys a subordinate solution at \( +\infty \) if and only if
\[
\lim_{r \uparrow 1} F_+ \left( r e^{i\theta}, 0 \right) \in i[\mathbb{R} \cup \{ \infty \}].
\]
4. The difference equation (2.6) enjoys a subordinate solution at \( -\infty \) if and only if
\[
\lim_{r \uparrow 1} M_- \left( r e^{i\theta}, 0 \right) \in i[\mathbb{R} \cup \{ \infty \}].
\]
5. The difference equation (2.6) enjoys a solution that is subordinate at \( \pm\infty \) if and only if
\[
\lim_{r \uparrow 1} F_+ \left( r e^{i\theta}, 0 \right) = \lim_{r \uparrow 1} M_- \left( r e^{i\theta}, 0 \right).
\]

Proof. (1) Consider the \( m \)-function for orthogonal polynomials on the unit circle (OPUC) of the form
\[
m_0(r e^{i\theta}) = \frac{\xi_0\left( r e^{i\theta}, 0, 0 \right)}{\xi_0\left( r e^{i\theta}, 0, 0 \right)}.
\]
By Lemma 3.3,
\[
m_0(r e^{i\theta}) = \frac{\xi \left( r e^{i\theta}, 0, 0 \right)}{\xi \left( r e^{i\theta}, 0, 0 \right)}
\]
implies
\[
\frac{-\psi \left( r e^{i\theta}, 0 \right) + F_+ \left( r e^{i\theta}, 0 \right) \varphi \left( r e^{i\theta}, 0 \right)}{\psi \left( r e^{i\theta}, 0 \right) + F_+ \left( r e^{i\theta}, 0 \right) \varphi \left( r e^{i\theta}, 0 \right)} = \frac{-\psi^* \left( r e^{i\theta}, 0 \right) + F_- \left( r e^{i\theta}, 0 \right) \varphi^* \left( r e^{i\theta}, 0 \right)}{\psi^* \left( r e^{i\theta}, 0 \right) + F_- \left( r e^{i\theta}, 0 \right) \varphi^* \left( r e^{i\theta}, 0 \right)}.
\]
For simplicity, write \( \varphi_\omega(re^{\iota \theta}, 0) \) and \( \psi_\omega(re^{\iota \theta}, 0) \) as \( \varphi_\omega \) and \( \psi_\omega \), respectively. It follows that

\[
-1 + F_+(re^{\iota \theta}, 0) = \frac{-\psi_\omega^* + F_\omega^+(re^{\iota \theta}, 0)\varphi_\omega}{\psi_\omega + F_\omega^+(re^{\iota \theta}, 0)\varphi_\omega},
\]

and then

\[
F_\omega^+(re^{\iota \theta}, 0) = \frac{-\psi_\omega^* + \psi_\omega - F_+(re^{\iota \theta}, 0)(\psi_\omega^* + \psi_\omega)}{-(\varphi_\omega + \varphi_\omega^*) + F_+(re^{\iota \theta}, 0)(\varphi_\omega - \varphi_\omega^*)}.
\]

By (2.7), we have

\[
F_\omega^+(re^{\iota \theta}, 0) = \frac{i \sin \omega - F_+(re^{\iota \theta}, 0) \cos \omega}{- \cos \omega + i F_+(re^{\iota \theta}, 0) \sin \omega}
\]  \hspace{1cm} (4.9)

We see that \( \lim_{r \uparrow 1} |F_\omega^+(re^{\iota \theta}, 0)| = \infty \) if and only if

\[
\lim_{r \uparrow 1} F_+(re^{\iota \theta}, 0) = -i \cot \omega.
\]

By Lemma 4.3, \( \lim_{r \uparrow 1} |F_\omega^+(re^{\iota \theta}, 0)| = \infty \) if and only if \( u_\omega \) is subordinate at \( +\infty \). By putting the two equivalences together, (1) follows.

(2) Consider the \( m \)-function for the left half-line CMV matrix \( \tilde{\mathcal{C}}_+ \) as

\[
\mathcal{m}^-(re^{\iota \theta}) = \frac{\xi_{0+}^0(re^{\iota \theta}, 0, 0)}{\xi_{0-}^0(re^{\iota \theta}, 0, 0)}.
\]

It implies

\[
\frac{-\psi^*(re^{\iota \theta}, 0) + M_-(re^{\iota \theta}, 0)\varphi^*(re^{\iota \theta}, 0)}{\psi(re^{\iota \theta}, 0) + M_-(re^{\iota \theta}, 0)\varphi(re^{\iota \theta}, 0)} = \frac{-\psi_\omega^* + M_-^\omega(re^{\iota \theta}, 0)\varphi_\omega}{\psi_\omega(re^{\iota \theta}, 0) + M_-^\omega(re^{\iota \theta}, 0)\varphi_\omega(re^{\iota \theta}, 0)}.
\]

A direct calculation gives

\[
M_-^\omega(re^{\iota \theta}, 0) = \frac{i \sin \omega - M_-(re^{\iota \theta}, 0) \cos \omega}{- \cos \omega + i M_-(re^{\iota \theta}, 0) \sin \omega},
\]  \hspace{1cm} (4.10)

Since the \( \ell^2 \) solution is unique up to a non-zero constant \( C \), by [8, Remark 2.19], we have

\[
C \xi_-(z, 0, 0) = p_-(z, 0, 0) + F_-(z, 0)u_-(z, 0, 0),
\]

which implies that

\[
C(1 + M_-(z, 0)) = 1 + F_-(z, 0), \quad (4.11)
\]

where \( F_-(z, 0) \) is the Carathéodory function for \( C_- \) acting on \( L^2([0, -\infty) \cap \mathbb{Z}) \) with \( |a_0| = 1 \). Thus,

\[
-M_-(z, 0) = 1 - C^{-1}(1 + F_-(z, 0)),
\]

which means \( \lim_{r \uparrow 1} |M_-(re^{\iota \theta}, 0)| = \infty \) if and only if \( \lim_{r \uparrow 1} |F_-(re^{\iota \theta}, 0)| = \infty \). We see that

\[
\lim_{r \uparrow 1} |M_-^\omega(re^{\iota \theta}, 0)| = \infty
\]

if and only if \( \lim_{r \uparrow 1} M_-(re^{\iota \theta}, 0) = -i \cot \omega \). By the Jitomirskaya-Last inequalities, \( \lim_{r \uparrow 1} |F_\omega^+(re^{\iota \theta}, 0)| = \infty \) if and only if \( u_\omega \) is subordinate at \( -\infty \). By putting the three equivalences together, (2) follows.

We observe that (3) and (4) follow immediately from (1) and (2). Recall now that \( F_+(re^{\iota \theta}, 0) \) is a Carathéodory function and \( M_-(re^{\iota \theta}, 0) \) is an anti-Carathéodory function. Thus (5) follows immediately from (3) and (4) by noting that \( \lim_{r \uparrow 1} F_+(re^{\iota \theta}, 0) = \lim_{r \uparrow 1} M_-(re^{\iota \theta}, 0) \) forces the common limit to belong to \( i(\mathbb{R} \cup \{\infty\}) \).

\[\square\]
5 Proof of Theorem 2.2

In this section, we prove Theorem 2.2. We will make use of the preparatory work in the previous sections, culminating in Lemmas 4.3 and 4.4.

Proof of Theorem 2.2. (a) As discussed in Remark 2.3, this statement is well known and a proof can be given by arguments similar to those in the proof of [28, Theorem 7.27(a)].

Before turning our attention to the statements (b) and (c) in Theorem 2.2, let us recall that $F$ is the Borel transform of the canonical spectral measure $\Lambda$ and it can be expressed as follows:

$$F(z) = 1 + 2z(G_{00}(z) + G_{11}(z))$$
$$= -1 + \frac{\overline{\rho}_0(z, 0) - M_-(z, 0)}{\rho_0(z, 0) - M_-(z, 0)} \frac{\rho_0(z, 0) - M_-(z, 0)}{\rho_0(z, 0) - M_-(z, 0)}$$

$$= -1 + \frac{\overline{\rho}_0(z, 0) - M_-(z, 0)}{\rho_0(z, 0) - M_-(z, 0)} + \frac{\rho_0(z, 0) - M_-(z, 0)}{\rho_0(z, 0) - M_-(z, 0)}.$$  \hspace{1cm} \text{(5.1a)}$$

$$\frac{\overline{\rho}_0(z, 0) - M_-(z, 0)}{\rho_0(z, 0) - M_-(z, 0)} + \frac{\rho_0(z, 0) - M_-(z, 0)}{\rho_0(z, 0) - M_-(z, 0)} \frac{\rho_0(z, 0) - M_-(z, 0)}{\rho_0(z, 0) - M_-(z, 0)}.$$  \hspace{1cm} \text{(5.1b)}$$

From [25, Subsection 1.3.5], recall that $\Lambda_S$ is supported on

$$\mathcal{S}_\Lambda = \left\{ \theta : \lim_{\theta \uparrow 1} \Re F(re^{i\theta}) = \infty \right\},$$

and an essential support of $\Lambda_{ac}$ is given by

$$\mathcal{A}_\Lambda = \left\{ \theta : 0 < \lim_{\theta \uparrow 1} \Re F(re^{i\theta}) < \infty \right\}.$$  

With these preliminaries out of the way, we can now address Theorems 2.2(b) and 2.2(c).

(b) It suffices to show that $\Lambda_S(S \setminus S) = 0$. Consider $\theta \in S$, i.e., $\lim_{\theta \uparrow 1} \Re F(re^{i\theta})$ exists and is infinite. In particular, we also have $\lim_{\theta \uparrow 1} |F(re^{i\theta})| = \infty$. There are the following three cases:

1. $\lim_{\theta \uparrow 1} F_+(re^{i\theta}, 0)$ and $\lim_{\theta \uparrow 1} M_-(re^{i\theta}, 0)$ both exist (with $\infty$ being an admissible limit).
2. Exactly one of $\lim_{\theta \uparrow 1} F_+(re^{i\theta}, 0)$ and $\lim_{\theta \uparrow 1} M_-(re^{i\theta}, 0)$ exists.
3. Neither of them exists.

We will show that $\theta$’s that are in Case (1) belong to $S$, Case (2) is impossible, and $\theta$’s in Case (3) have the zero measure with respect to $\Lambda_S$. Combining these three statements, we obtain the desired $\Lambda_S(S \setminus S) = 0$.

Case (1) Suppose the limits $\lim_{\theta \uparrow 1} F_+(re^{i\theta}, 0)$ and $\lim_{\theta \uparrow 1} M_-(re^{i\theta}, 0)$ both exist (with $\infty$ being an admissible limit). By (5.1a), as $r \uparrow 1$, we must have

$$|F_+(re^{i\theta}, 0) - M_-(re^{i\theta}, 0)| \rightarrow 0$$  \hspace{1cm} \text{(5.2)}$$

or

$$|\rho_0(z, 0) - M_-(re^{i\theta}, 0)| \rightarrow 0.$$  \hspace{1cm} \text{(5.3)}$$

Let us consider the first case where $|F_+(re^{i\theta}, 0) - M_-(re^{i\theta}, 0)| \rightarrow 0$, which implies that

$$\lim_{\theta \uparrow 1} F_+(re^{i\theta}, 0) = \lim_{\theta \uparrow 1} M_-(re^{i\theta}, 0).$$

If $\lim_{\theta \uparrow 1} |F_+(re^{i\theta}, 0)| = \lim_{\theta \uparrow 1} |M_-(re^{i\theta}, 0)|$ is finite, by Lemma 4.4(5), there is a solution $u_-$ that is subordinate at $\pm \infty$ with non-zero $\omega$. If $\lim_{\theta \uparrow 1} |F_+(re^{i\theta}, 0)| = \lim_{\theta \uparrow 1} |M_-(re^{i\theta}, 0)|$ is infinite, $\lim_{\theta \uparrow 1} |F_-(re^{i\theta}, 0)|$ is infinite by (4.11). Thus, $u_+(e^{i\theta})$ is a subordinate solution at $\infty$ and $u_-(e^{i\theta})$ is a subordinate solution.
at \(-\infty\). From Lemmas 4.4(1) and 4.4(2), we have \(F_+(r e^{i\theta}, 0) = -i \cot \omega_1\) and \(M_-(r e^{i\theta}, 0) = -i \cot \omega_2\), so \(\omega_1 = \omega_2 = 0\), which means that there is a subordinate solution \(u_0(e^{i\theta})\) at \(\pm \infty\).

Now, we consider the second case, which means \(|M_-(r e^{i\theta}, 0)F_+(r e^{i\theta}, 0)| \to \infty\), \(|F_+(r e^{i\theta}, 0)| \to \infty\) or \(|M_-(r e^{i\theta}, 0)| \to \infty\). In this case, if one of \(|M_-(r e^{i\theta}, 0)|\) and \(|F_+(r e^{i\theta}, 0)|\) goes to infinity while the other one goes to a constant, then \(|F(r e^{i\theta})|\) cannot go to infinity.

Therefore, both \(|M_-(r e^{i\theta}, 0)|\) and \(|F_+(r e^{i\theta}, 0)|\) go to infinity. As in the first case, there is a subordinate solution \(u_0(e^{i\theta})\) at \(\pm \infty\).

Case (2) Suppose exactly one of \(\lim_{r \uparrow 1} F_+(r, e^{i\theta}, 0)\) and \(\lim_{r \uparrow 1} M_-(r, e^{i\theta}, 0)\) exists, i.e., \(\lim_{r \uparrow 1} F_+(r, e^{i\theta}, 0)\) exists. As in Case (1), one of (5.2) and (5.3) must hold true. First, consider the case where (5.2) holds. It implies that if \(\lim_{r \uparrow 1} |F_+(r, e^{i\theta}, 0)|\) exists, then \(\lim_{r \uparrow 1} M_-(r, e^{i\theta}, 0)\) also exists, which leads to a contradiction. Now, consider the case where (5.3) holds, which implies \(\lim_{r \uparrow 1} |F_+(r, e^{i\theta}, 0)| = \infty\). By (5.1b), \(|M_-(r e^{i\theta}, 0)|\) must go to infinity as \(r \uparrow 1\), which leads to a contradiction. Thus, Case (2) is impossible.

Case (3) Suppose that neither \(\lim_{r \uparrow 1} F_+(r, e^{i\theta}, 0)\) nor \(\lim_{r \uparrow 1} M_-(r, e^{i\theta}, 0)\) exists. Therefore,

\[
\liminf_{r \uparrow 1} F_+(r, e^{i\theta}, 0) \quad \text{and} \quad \liminf_{r \uparrow 1} M_-(r, e^{i\theta}, 0)
\]

are finite. We can thus choose a sequence \(r_n \uparrow 1\) in such a way that the limits

\[
\ell_+ := \lim_{r \uparrow 1} F_+(r_n e^{i\theta}, 0) \quad \text{and} \quad \ell_- = \lim_{r \uparrow 1} M_-(r_n e^{i\theta}, 0)
\]

exist, and \(\ell_+\) is finite. Following a similar argument to that in Case (1), since \(\lim_{r \uparrow 1} |F(r e^{i\theta})| = \infty\), \(\ell_- = \ell_+ \in \mathbb{R}\), which means that all accumulation points of \(\{F_+(r e^{i\theta}, 0)\}_{0 < r < 1}\) and \(\{M_-(r e^{i\theta}, 0)\}_{0 < r < 1}\) are either 0 or purely imaginary numbers. Thus \(\Re \ell_+ = 0\).

Since \(|M_-(r e^{i\theta}, 0)|\) is an anti-Carathéodory function, it is analytic in \(\mathbb{D}\). If \(a, b \in \mathbb{R}\) are two different accumulation points of \(|M_-(r e^{i\theta}, 0)|\), by the intermediate value theorem and the fact that all accumulation points are imaginary, we can find a sequence of \(\{r'_n\}\) such that \(|M_-(r'_n e^{i\theta}, 0)|\) goes to 0 for any \(c \in (a, b)\) as \(r'_n \uparrow 1\). We thus observe that since the limits do not exist and the real parts of accumulation points are zero, \(|M_-(r e^{i\theta}, 0)|\) has uncountably many accumulation points.

So we can choose \(r_n\) and \(t_n\) in such a way that

\[
\lim_{r \uparrow 1} M_-(r e^{i\theta}, 0) = \ell_1, \quad \lim_{t \uparrow 1} M_-(t e^{i\theta}, 0) = \ell_2, \quad \lim_{r \uparrow 1} F_+(r e^{i\theta}, 0) = \ell_1, \quad \lim_{t \uparrow 1} F_+(t e^{i\theta}, 0) = \ell_2,
\]

where \(\ell_1 \neq \ell_2\) and \(\ell_1, \ell_2 \in \mathbb{R}\). Let \(\Lambda_0\) denote the \(\delta_0\)-spectral measure of \(E\), given by

\[
\langle \delta_0, (E + z I) (E - z I)^{-1} \delta_0 \rangle = \int_{\partial \mathbb{D}} \frac{e^{i\theta} + z}{e^{i\theta} - z} d\Lambda_0 =: M_0, \quad z \in \mathbb{C} \setminus \partial \mathbb{D}.
\]

By [8, (3.25)], \(M_0\) is of the form

\[
M_0(z) = 1 + \frac{[1 - a_0 - (1 + a_0)F_+(z, 0)] [1 - \overline{a_0} + (1 + \overline{a_0})M_-(z, 0)]}{p_0^2(F_+(z, 0) - M_-(z, 0))}.
\]

By defining \(\Lambda_1\) and \(M_{11}\) similarly, the canonical spectral measure is \(\Lambda = \Lambda_0 + \Lambda_1\). Since \(\Lambda_0 \ll \Lambda\) and \(F(z) = \int \frac{e^{i\theta} + z}{e^{i\theta} - z} d\Lambda(\theta)\), the corresponding Radon-Nikodym derivative satisfies

\[
\frac{d\Lambda_0}{d\Lambda}(\theta) = \lim_{r \uparrow 1} \frac{M_0(r e^{i\theta})}{F(r e^{i\theta})} (5.4)
\]

for \(\Lambda_0\)-almost every \(\theta\).

This follows from Poltoratskii’s theorem [13, 21]. We are grateful to Jake Fillman for the idea to use Poltoratskii’s theorem to simplify this part of the proof. The version we use can be found in [27, Remark
after Proposition 3.1], which says that for any complex Borel measure \( \mu \) on \( \partial D \) and any \( g \in L^1(\partial D, d\mu) \) we have that for almost any \( e^{i\theta} \) with respect to \( d\mu_a \) (but not for \( d\mu_{ac} \)),

\[
\lim_{r \uparrow 1} \frac{\int_{\partial D} e^{i\theta} + re^{i\theta'} f(\theta) d\mu(\theta)}{\int_{\partial D} e^{i\theta} + re^{i\theta'} d\mu(\theta)} = f(\theta').
\]

Due to our choices of \( r_n, t_n \) and \( \ell_1 \neq \ell_2 \), we obtain

\[
\lim_{n \to \infty} \frac{M_{00}(r_n e^{i\theta})}{F(r_n e^{i\theta})} \neq \lim_{n \to \infty} \frac{M_{00}(t_n e^{i\theta})}{F(t_n e^{i\theta})}.
\]

Thus, the \( \theta \)'s in Case (3) are contained in the set where (5.4) fails, which has the zero \( \Lambda_{ac} \)-measure.

(c) Since \( \Lambda_{ac} \) gives the zero weight to sets of zero Lebesgue measure and \( N_{\Lambda} \) is an essential support, it suffices to show that

\[
\text{Leb}(\mathcal{A} \setminus \mathcal{A}_{\Lambda}) = 0 \tag{5.5}
\]

and

\[
\text{Leb}(\mathcal{A}_{\Lambda} \setminus \mathcal{A}) = 0 \tag{5.6}
\]

Assume that \( \lim_{r \uparrow 1} F(re^{i\theta}), \lim_{r \uparrow 1} F_+(re^{i\theta}, 0) \) and \( \lim_{r \uparrow 1} M_-(re^{i\theta}, 0) \) all have finite boundary values as \( r \uparrow 1 \) for all \( z = e^{i\theta} \) in question.

To prove (5.5), we consider \( \theta \in \mathcal{A}_{\Lambda} \) for which \( \lim_{r \uparrow 1} |F(re^{i\theta})|, \lim_{r \uparrow 1} |F_+(re^{i\theta}, 0)| \) and \( \lim_{r \uparrow 1} |M_-(re^{i\theta}, 0)| \) exist and are finite, and show that \( z = e^{i\theta} \in \mathcal{A} \).

Let us first consider the possibility that \( \lim_{r \uparrow 1} F_+(re^{i\theta}, 0) \) and \( \lim_{r \uparrow 1} M_-(re^{i\theta}, 0) \) are both purely imaginary. Specifically, let \( \lim_{r \uparrow 1} F_+(re^{i\theta}, 0) = i\alpha \) and \( \lim_{r \uparrow 1} M_-(re^{i\theta}, 0) = ib \), where \( a \neq b \in \mathbb{R} \).

Since \( F(re^{i\theta}) = 1 + 2z(G_{00} + G_{11}) \), we firstly consider and \( 1 + 2zG_{00} \). We have

\[
1 + 2zG_{00} = \frac{i(a - b) - (-1 + ia)(1 + ib)}{i(a - b)} = \frac{1 + ab}{i(a - b)},
\]

which is a purely imaginary number. Consider \( 2zG_{11} \), which is

\[
2zG_{11} = \frac{[z + \alpha_{\Lambda} + ib(z - \alpha_{\Lambda})][\alpha - \alpha_{\Lambda} + ia(1 - \alpha_{\Lambda}z)]}{i\rho_0^2z(a - b)}.
\]

Thus,

\[
\text{Re}(-2\rho_0^2(a - b)zG_{11}) = \text{Re}(i\overline{\alpha_{\Lambda}}z^{-1} - \alpha_{\Lambda}z - i\alpha_{\Lambda}z^2 + iab\overline{\alpha_{\Lambda}}z^{-1} - iab\alpha_{\Lambda}z + (a - b)\rho_0^2)
\]

\[
+ b\overline{\alpha_{\Lambda}}z^{-1} - b\alpha_{\Lambda}z + a\overline{\alpha_{\Lambda}}z^{-1} - a\alpha_{\Lambda}z)
\]

\[
= (1 - ab)\text{Re}(i\overline{\alpha_{\Lambda}}z^{-1} + i\alpha_{\Lambda}z) + (a + b)\text{Re}(\overline{\alpha_{\Lambda}}z^{-1} - \alpha_{\Lambda}z)
\]
With $z = re^{i\theta}$, we have
\[
\text{Re}(\overline{\alpha_0}r^{-1}e^{-i\theta} + i\alpha_0re^{i\theta}) \rightarrow \text{Re}(i(\overline{\alpha_0}e^{i\theta} + \alpha_0e^{i\theta})) = 0
\]
and
\[
\text{Re}(\overline{\alpha_0}r^{-1}e^{-i\theta} - \alpha_0re^{i\theta}) \rightarrow \text{Re}(\alpha_0e^{i\theta} - \alpha_0e^{i\theta}) = 0
\]
as $r \uparrow 1$.

Putting these together, we have $\lim_{r \uparrow 1} \text{Re}(F(re^{i\theta})) = -1$, which is impossible. If $a = b$, $\lim_{r \uparrow 1} \text{Re}(F(re^{i\theta})) = \infty$, which is also impossible. We conclude that $\lim_{r \uparrow 1} F_+(re^{i\theta}, 0)$ and $\lim_{r \uparrow 1} M_-(re^{i\theta}, 0)$ cannot both be purely imaginary.

Without loss of generality, we assume that $\lim_{r \uparrow 1} F_+(re^{i\theta}, 0)$ is not a purely imaginary number, which implies that there is no subordinate solution at $+\infty$ by Lemma 4.4(3). Thus, $z = e^{i\theta} \in A_+$. Therefore, $z = e^{i\theta} \in \mathcal{A}$.

To prove (5.6), we consider $z = e^{i\theta} \in \mathcal{A}$ for which
\[
\lim_{r \uparrow 1} |F(re^{i\theta})|, \quad \lim_{r \uparrow 1} |F_+(re^{i\theta}, 0)| \quad \text{and} \quad \lim_{r \uparrow 1} |M_-(re^{i\theta}, 0)|
\]
eexist and are finite, and show that $\theta \in \mathcal{A}_\Lambda$. Without loss of generality, assume that $z = e^{i\theta} \in A_+$, so (2.6) has no solution that is subordinate at $+\infty$. Then Lemma 4.4 implies that $\lim_{r \uparrow 1} F_+(re^{i\theta}, 0)$ cannot be purely imaginary, which implies that $0 < \lim_{r \uparrow 1} \text{Re} F_+(re^{i\theta}, 0) < \infty$. Since $\lim_{r \uparrow 1} M_-(re^{i\theta}, 0)$ also exists and must belong to $\mathbb{C}_\ell = \{z \in \mathbb{C} | \text{Re}(z) < 0\}$, we have $0 < \lim_{r \uparrow 1} \text{Re}(F(re^{i\theta})) < \infty$. Therefore, $\theta \in \mathcal{A}_\Lambda$.

\[\Box\]

6 Proofs of the corollaries

In this section, we prove Corollaries 2.4 and 2.5.

Proof of Corollary 2.4. Suppose that $z \in B_+$, i.e., $z \in \partial \mathbb{D}$ is such that
\[
\sup_{n \in \mathbb{Z}_+} ||A(n, z)|| < \infty.
\]
By an extension of the discussion in the proof of [26, Corollary 10.8.4], it follows from the Jitomirskaya-Last inequality that (2.6) has no solution that is subordinate at $+\infty$, and hence $z \in \mathcal{A}_+$. Specifically, due to (3.4)–(3.7), we have
\[
|u_+(z, n)| = |\varphi_n(z)| \quad \text{and} \quad |p_+(z, n)| = |\psi_n(z)|, \quad \text{when } n \text{ is even},
\]
\[
|v_+(z, n)| = |\varphi_n(z)| \quad \text{and} \quad |q_+(z, n)| = |\psi_n(z)|, \quad \text{when } n \text{ is odd}.
\]
Let $c = \sup_{n \in \mathbb{Z}_+} ||A(n, z)||$. Then $|u_+(z, n)| \leq c$ if $n$ is even and $|v_+(z, n)| \leq c$ if $n$ is odd. By [26, (3.2.23)], $|p_+(z, n)| \geq c^{-1}$ if $n$ is even and $|q_+(z, n)| \geq c^{-1}$ if $n$ is odd. Thus,
\[
c^{-2} \leq \frac{||u_+(z, n)||_{x(r)}}{||p_+(z, n)||_{x(r)}} \leq c^2, \quad \text{when } n \text{ is even},
\]
\[
c^{-2} \leq \frac{||v_+(z, n)||_{x(r)}}{||q_+(z, n)||_{x(r)}} \leq c^2, \quad \text{when } n \text{ is odd}.
\]
It follows that $B_+ \subseteq \mathcal{A}_+$. The inclusion $B_- \subseteq \mathcal{A}_-$ is proved in a similar way. In Section 4, we have proved $\mathcal{C}_-$ conjugates to $\mathcal{C}_+$ with $-\pi_{-(n+2)} = \tilde{\alpha}_n$ for $n \in N_0$. Hence, we can rewrite the representation of $A(n, z)$ for $n \leq -1$ as
\[
S(\tilde{\alpha}_{-n}, z) \times S(\tilde{\alpha}_{-n+1}, z) \times \cdots \times S(\tilde{\alpha}_0, z).
\]
From the above statements, $\tilde{C}_+ \setminus C_+$ has no solution that is subordinate at $+\infty$. Due to the conjugation, (2.6) has no solution that is subordinate at $-\infty$. It follows that $\bar{B}_- \subseteq A_-$. The fact that the restriction of $A$ to each of $B_\pm$ is purely absolutely continuous now follows from Theorem 2.2(c).

**Proof of Corollary 2.5.** If $z \in \mathcal{R}$, then it follows from the definition of $\mathcal{R}$ that there exist $B_z : \Omega \to SU(1,1)$ bounded and $A_z^{(\omega)} \in SU(1,1)$ elliptic such that for every $\omega \in \Omega$, we have $A_z(\omega) = B_z(T\omega)A_z^{(\omega)}B_z(\omega)^{-1}$. This in turn shows that for $n \geq 2$, we have

$$A_z(T^n\omega) \times \cdots \times A_z(T\omega)A_z(\omega) = B_z(T^n\omega)A_z^{(\omega)}B_z(T^{n-1}\omega)^{-1} \times \cdots \times B_z(T^2\omega)A_z^{(\omega)}B_z(T\omega)^{-1}B_z(T\omega)A_z^{(\omega)}B_z(\omega)^{-1} = B_z(T^n\omega)(A_z^{(\omega)})^nB_z(\omega)^{-1}.$$  

(6.1)

Given that the matrix on the left-hand side has the same norm as $A(n,z;\omega)$ (it is obtained from that matrix by multiplication with the unimodular number $z^{-n/2}$) and the right-hand side remains bounded as $n \to \infty$ since $A_z^{(\omega)}$ is elliptic and $B_z : \Omega \to SU(1,1)$ is bounded, we find that

$$\mathcal{R} \subseteq B_+(\omega).$$

We note in passing that a similar analysis can be applied to the left half-line and yield $\mathcal{R} \subseteq B_-(\omega)$.

Here, we denote the matrices $A(n,z)$ and the sets $B_\pm$ introduced earlier for a fixed extended CMV matrix $\mathcal{E}$ by $A(n,z;\omega)$ and $B_\pm(\omega)$ if they are associated with the dynamically defined extended CMV matrix $\mathcal{E}(\omega)$.

The assertion of Corollary 2.5 now follows from (6.1), which as discussed above holds for every $\omega \in \Omega$, and Corollary 2.4.

**Acknowledgements** The third author was supported by the Fundamental Research Grant Scheme from the Malaysian Ministry of Education (Grant No. FRGS/1/2018/STG06/XMU/02/1) and Xiamen University Malaysia Research Fund (Grant No. XMUMRF/2020-C5/IMAT/0011). The first author was supported by China Scholarship Council (Grant No. 201906330008) and National Natural Science Foundation of China (Grant No. 11571327). The second author was supported by National Science Foundation of USA (Grant No. DMS-1700131) and Alexander von Humboldt Foundation.

**References**

1. Avila A. Almost reducibility and absolute continuity I. arXiv:1006.0704, 2010
2. Avila A, Krikorian R. Reducibility or nonuniform hyperbolicity for quasiperiodic Schrödinger cocycles. Ann of Math (2), 2006, 164: 911–940
3. Buschmann D. A proof of the Ishii-Pastur theorem by the method of subordinacy. Univ Iagel Acta Math, 1997, 34: 29–34
4. Damanik D, Killip R, Lenz D. Uniform spectral properties of one-dimensional quasicrystals, III. \(\alpha\)-continuity. Comm Math Phys, 2000, 212: 191–204
5. Fang L, Damanik D, Guo S. Generic spectral results for CMV matrices with dynamically defined Verblunsky coefficients. J Funct Anal, 2020, 279: 108803
6. Geronimo J, Teplyaev A. A difference equation arising from the trigonometric moment problem having random reflection coefficients—an operator-theoretic approach. J Funct Anal, 1994, 123: 12–45
7. Gesztesy F, Zinchenko M. Weyl-Titchmarsh theory for CMV operators associated with orthogonal polynomials on the unit circle. J Approx Theory, 2006, 139: 172–213
8. Gilbert D. On subordinacy and analysis of the spectrum of Schrödinger operators with two singular endpoints. Proc Roy Soc Edinburgh Sect A, 1989, 112: 213–229
9. Gilbert D. On subordinacy and spectral multiplicity for a class of singular differential operators. Proc Roy Soc Edinburgh Sect A, 1998, 128: 549–584
10. Gilbert D, Pearson D. On subordinacy and analysis of the spectrum of one-dimensional Schrödinger operators. J Math Anal Appl, 1987, 128: 30–56
12 Hadj Amor S. Hölder continuity of the rotation number for quasi-periodic co-cycles in \( SL(2, \mathbb{R}) \). Comm Math Phys, 2009, 287: 565–588
13 Jakšić V, Last Y. A new proof of Poltoratskii’s theorem. J Funct Anal, 2004, 215: 103–110
14 Jitomirskaya S, Last Y. Power-law subordinacy and singular spectra I. Half-line operators. Acta Math, 1999, 183: 171–189
15 Jitomirskaya S, Last Y. Power-law subordinacy and singular spectra. II. Line operators. Comm Math Phys, 2000, 211: 643–658
16 Kac I. On the multiplicity of the spectrum of a second-order differential operator. Soviet Math Dokl, 1962, 3: 1035–1039
17 Kac I. Spectral multiplicity of a second-order differential operator and expansion in eigenfunction. Izv Akad Nauk SSSR Ser Mat, 1963, 27: 1081–1112. Erratum, Izv Akad Nauk SSSR Ser Mat, 1964, 28: 951–952
18 Khan S, Pearson D. Subordinacy and spectral theory for infinite matrices. Helv Phys Acta, 1992, 65: 505–527
19 Killip R, Kiselev A, Last Y. Dynamical upper bounds on wavepacket spreading. Amer J Math, 2003, 125: 1165–1198
20 Munger P, Ong D. The Hölder continuity of spectral measures of an extended CMV matrix. J Math Phys, 2014, 55: 093507
21 Poltoratskii A G. Boundary behavior of pseudocontinuable functions. St Petersburg Math J, 1994, 5: 389–406
22 Remling C. Relationships between the \( m \)-function and subordinate solutions of second order differential operators. J Math Anal Appl, 1997, 206: 352–363
23 Simon B. Analogs of the \( m \)-function in the theory of orthogonal polynomials on the unit circle. J Comput Appl Math, 2004, 171: 411–424
24 Simon B. On a theorem of Kac and Gilbert. J Funct Anal, 2005, 223: 109–115
25 Simon B. Orthogonal Polynomials on the Unit Circle. Part 1: Classical Theory. Providence: Amer Math Soc, 2005
26 Simon B. Orthogonal Polynomials on the Unit Circle. Part 2: Spectral Theory. Providence: Amer Math Soc, 2005
27 Simon B. Aizenman’s theorem for orthogonal polynomials on the unit circle. Constr Approx, 2006, 23: 229–240
28 Weidmann J. Linear Operators in Hilbert Spaces. Graduate Texts in Mathematics, vol. 68. New York-Heidelberg-Berlin: Springer-Verlag, 1980