We study the problem of estimating the temperature of Gaussian systems with feasible measurements, namely Gaussian and photodetection-like measurements. For Gaussian measurements, we develop a general method to identify the optimal measurement numerically, and derive the analytical solutions in some relevant cases. For a class of single-mode states that includes thermal ones, the optimal Gaussian measurement is either Heterodyne or Homodyne, depending on the temperature regime. This is in contrast to the general setting, in which a projective measurement in the eigenbasis of the Hamiltonian is optimal regardless of temperature. In the general multi-mode case, and unlike the general unrestricted scenario where joint measurements are not helpful for thermometry (nor for any parameter estimation task), it is open whether joint Gaussian measurements provide an advantage over local ones. We conjecture that they are not useful for thermal systems, supported by partial analytical and numerical evidence. We further show that Gaussian measurements become optimal in the limit of large temperatures, while on/off photodetection-like measurements do it for when the temperature tends to zero. Our results therefore pave the way for effective thermometry of Gaussian quantum systems using experimentally realizable measurements.
1 Introduction and motivation

The high precision required for the operation of quantum devices demands for the estimation of their parameters with minimum possible error. In particular, estimating temperature is a problem that has attained substantial popularity in recent years [1, 2], since it is a parameter that highly impacts the technological usage of quantum systems. Thermometry process, like any other parameter estimation problem, can be seen as different stages of (i) preparation of a probe or thermometer, (ii) interaction of the probe with the sample, and (iii) measurement of the probe and data analysis [3–5], see also Fig. 1. When there are no restrictions on any of these stages, one finds the ultimate limits on thermometry precision [1, 2]. These limits have deeply increased our understanding of fundamental restrictions/possibilities in any thermometry procedure [6]. Nonetheless, one also needs to address frameworks that are experimentally feasible, hence revisit the fundamental limits subject to experimental restrictions on the different stages above. In this work, we are in particular concerned with restrictions on the performed measurements, stage (iii) above. To our knowledge, there have been so far few works addressing measurement restrictions, such as limited resolution [7] or coarse grained measurements [8], in thermometry applications.

Our main goal is to study the use of experimentally feasible measurements in thermometry processes using continuous variable (CV) Gaussian systems. CV Gaussian models are very successful at describing various physical systems of relevance, such as Bosonic gases, electromagnetic fields, mechanical oscillators and Josephson junctions, to name a few. This makes them versatile candidates for several quantum information processing as well as quantum simulation tasks [9–14]. When there is no limitation on the performed measurements, thermometry (and more generally metrology) of Gaussian CV systems is characterized readily, in particular the optimal measurement and the ultimate precision can be found analytically [15–17]. Nonetheless, a rigorous analysis of quantum metrology with realistic measurements, namely Gaussian as well as two-outcome photo-detection measurements, is missing. Our work addresses this question in the context of temperature estimation.

Several previous theoretical works have already focused on thermometry via Gaussian probes, e.g., exploiting Bosonic impurities embedded in cold gases, or light modes that interact with an external field [18–23]. Unfortunately, in these systems the optimal measurement for thermometry can be experimentally very demanding and effectively out of reach. For example, consider a scenario where a light mode is used as thermometer. After interacting with a sample with an unknown temperature $T$, the light mode can relax to a thermal state with the same temperature. By performing measurements on the light mode one aims to estimate the temperature. The maximally informative measurement in this case is an energy measurement. This corresponds to ideal photon-counting, which is extremely difficult. It is thus advisable to investigate experimentally realisable measurements, such as realistic on/off photo-detection or Gaussian measurements and benchmark their performance by comparing them with the known optimal measurement. In this work, we follow this approach and first consider single-mode systems. We analytically prove that the optimal Gaussian measurement corresponds to a homodyne or heterodyne measurement, depending on the temperature. We investigate the conditions under which the ultimate bound on thermometry precision is attained. The appendix is there for self-containedness.... We find that at high temperatures Gaussian measurements are almost optimal, while they perform poorly in the low-temperature regime, where, in turn, on/off photo-detection is close to optimal. We then move to the multi-mode scenario. While in the case where measurements are not restricted the additivity of the Fisher information implies that the optimal measurement consist of the independent application of the optimal measurement for single modes, whether the same holds true when restricting the measurements to be Gaussian is open. We conjecture—supported by numerical evidence—that this is indeed the case, and analytically prove it for special cases.

2 Preliminaries: The Phase-space formalism

We start by setting up the notation and introducing the necessary tools from the phase-space formalism, such as Gaussian systems and Gaussian measurements. For additional details, we refer the interested
reader to the more complete references [12, 24, 25]. The basics of parameter estimation in Gaussian systems is discussed in the next section, where we also present some of our results.

2.1 Gaussian States and Measurements

Every trace class operator defined in a Hilbert space has an equivalent representation in terms of $S$-ordered Phase-space Quasi-probability Distributions (S-PQDs), which are distributions defined over a real symplectic space that is referred to as phase-space. In order to characterize this representation, we first define the frame operators. These operators are denoted by $\Delta(z)$ and are often used to define the $S$-ordered quasi-probability distributions $W(O, z) := \text{tr}[O \Delta(z)]$ corresponding to the operator $O$, that can either be an observable or a density operator in the Hilbert space.

First we note that, for a given quantum state $\rho$ and any set of POVM operators $\{M_{a|x}\}$—with $x$ labeling the specific choice of POVM and $a$ the different outcomes for that given choice—the outcome probabilities for the measurements are given by the Born rule,

$$P(a|\rho, s) = \text{tr}[\rho M_{a|x}].$$

To show how any $m$-mode operator like $\rho$ can be represented by (S)-PQDs in phase-space, we start by expanding $\rho$ in terms of the canonical displacement operators,

$$\rho = \frac{1}{(2\pi)^m} \int d^2m \text{tr}[\rho D(y)] D(-y)$$

where $D(y) = \exp(-iy^T \Omega R)$ is the displacement (or Weyl) operator, $R^T = (q_1, p_1, \ldots, q_m, p_m)$ is the vector of canonical quadrature operators, $[q_j, p_k] = i\delta_{jk}$, and $y, z \in \mathbb{R}^{2m}$, and $\Omega = \bigoplus_{i=1}^m \left( \begin{array}{ll} 0 & 1 \\ -1 & 0 \end{array} \right)$ is the symplectic form enforcing the uncertainty relations in phase-space.

The $\Delta(z)$ operators are defined as the Fourier transforms of the displacement operator

$$\Delta(z) := \int \frac{d^2m}{(2\pi)^{2m}} D(y) e^{-iz^T \Omega y},$$

where the integral is intended to converge in the weak operator topology. The Wigner function for the density operator $\rho$ is then given by

$$W(z|\rho) = \text{tr}[\rho \Delta(z)] = \int \frac{d^2m}{(2\pi)^{2m}} \text{tr}[\rho D(y)] e^{-i z^T \Omega y},$$

(4)

Since $\text{tr}[D(y)] = (2\pi)^m \delta^{2m}(y)$, the operator $\Delta(z)$ satisfies the following relations:

$$\text{tr}[\Delta(z)] = \int \frac{d^2m}{(2\pi)^{2m}} \text{tr}[D(y)] e^{-i z^T \Omega y} = \frac{1}{(2\pi)^m},$$

(5)

and

$$\int d^2m z \Delta(z) = \int \frac{d^2m}{(2\pi)^{2m}} D(y) \int d^2m z e^{-i z^T \Omega y} = I,$$

(6)

where we have used that

$$\int d^2m z e^{-i z^T \Omega y} = (2\pi)^{2m} \delta^{2m}(y).$$

(7)

By taking the inverse Fourier transform of Eq. (4) and using Eq. (7), one obtains

$$\int d^2m z W(z|\rho) e^{i z^T \Omega y} = \text{tr}[\rho D(y)].$$

(8)

Substituting Eq. (8) into Eq. (2) gives

$$\rho = \frac{1}{(2\pi)^m} \int d^2m z W(z|\rho) \int d^2m y D(-y) e^{iy^T \Omega y}$$

$$= (2\pi)^{2m} \int d^2m z W(z|\rho) \Delta(z).$$

(9)

Finally, by using these results in Eq. (1), we obtain

$$P(a|\rho, s) = \text{tr}[\rho M_{a|x}]$$

$$= (2\pi)^M \int d^2m z W(z|\rho) W(a|s, z),$$

(10)

where $W(a|s, z) = \text{tr}[M_{a|x} \Delta(z)]$ is the Wigner function associated to the POVM measurement operators. From this relation, we see that the information contained in the probabilities given by Eq. (1) is equivalently contained in the integral overlap of the corresponding Wigner functions.

2.1.1 The overlap of two systems

For any two quantum states $\rho_1$ and $\rho_2$ we can use (2) to compute their overlap

$$\text{tr}[\rho_1 \rho_2] = \frac{1}{(2\pi)^m} \int d^2m y \text{tr}[\rho_1 D(y)] \text{tr}[\rho_2 D(-y)],$$

(11)

The only measurement operators we will encounter will be of trace class.
Now, the term $\text{tr}[D(y)\rho_i]$ is nothing but the characteristic function of the $i$th system. That is, by definition,

$$\chi(y|\rho_i) := \text{tr}[D(y)\rho_i].$$

(12)

For Gaussian systems $\rho_i$ with covariance matrices $\sigma_i$ and displacement operators $d_i$, the characteristic function is given by the Gaussian distribution

$$\chi(y|\rho_i) = e^{\frac{i}{2}y^\dagger \Omega \sigma_i \Omega y + i d_i^\dagger \Omega y},$$

(13)

with the displacement vector and the covariance matrix (CM) defined as $d_{ik} = \langle R_k \rangle_{\rho_i}$ and $\sigma_{ik} = \langle \{ R_k, R_i \}_+ \rangle_{\rho_i}/2 - \langle R_k \rangle_{\rho_i} \langle R_i \rangle_{\rho_i}$, where $\langle A \rangle_{\rho_i} := \text{tr}[A\rho_i]$ and $\{ , \}_+$ represents the anti-commutator. Having this form for the Gaussian characteristic function, we can write

$$\text{tr}[\rho_1 \rho_2] = \frac{1}{(2\pi)^m} \int d^{2m} y \text{tr}[\rho_1 D(y)] \text{tr}[\rho_2 D(-y)]$$

$$= \frac{1}{(2\pi)^m} \int d^{2m} y e^{\frac{i}{2} y^\dagger \Omega (\sigma_1 + \sigma_2) \Omega y}$$

$$\times e^{i(d_1 - d_2)^\dagger \Omega y}$$

$$= \frac{1}{(2\pi)^m} \int d^{2m} y e^{\frac{i}{2} y^\dagger \sigma_1 y + i d_1^\dagger y},$$

(14)

where we define $\sigma := \Omega (\sigma_1 + \sigma_2) \Omega$, and $d^\dagger := (d_1 - d_2)^\dagger \Omega$. In order to solve this last integral, we need to find the orthogonal basis of $\sigma$, such that the integration variables decouple. Performing this elementary transformation yields

$$\text{tr}[\rho_1 \rho_2] = \frac{1}{(2\pi)^m} \int d^{2m} y e^{\frac{i}{2} y^\dagger \sigma_1 y + i d_1^\dagger y}$$

$$= \frac{1}{(2\pi)^m} \sqrt{\frac{(2\pi)^m}{\det(\sigma)}} e^{\frac{i}{2} d^\dagger \sigma^{-1} d}$$

$$= e^{-\frac{i}{2}(d_1 - d_2)^\dagger (\sigma_1 + \sigma_2)^{-1} (d_1 - d_2)} / \sqrt{\det(\sigma_1 + \sigma_2)}.$$  

(15)

The Gaussian measurement operators of interest here can be written as displaced Gaussian states $\rho_s^M$, with the displacement vector and the covariance matrix given by $d_s^M$ and $\sigma_s^M$, respectively. We can write

$$M_{a|s} = D(a) \rho_s^M D(a)^\dagger / (2\pi)^m.$$  

(16)

Our aim is then to find the characteristic function of this Gaussian POVM element. By using the cyclic property of the trace, and the properties of the displacement operator $D(y)D(a) = \exp[-iy^\dagger \Omega a/2]D(y + a)$, and $D^\dagger(y) = D(-y)$, we have that

$$\chi(y|M_{a|s}) = \text{tr}[D(a)\rho_s^M D^\dagger(D(y))]/(2\pi)^m$$

$$= e^{ia^\dagger \Omega y} \chi(y|\rho_s^M),$$

(17)

which means that—up to a $1/(2\pi)^m$ constant—$M_{a|s}$ has a Gaussian characteristic function with the same covariance matrix as $\rho_s^M$, but with displacement vector increased by the amount $a$ referring to the measurement outcome. By putting the pieces together, we have that, for a Gaussian measurement performed on a Gaussian state $\rho$ with displacement vector $d$ and CM $\sigma$, the outcome probability distribution takes the (also Gaussian) form

$$P(a|\rho; s) = \text{tr}[\rho M_{a|s}]$$

$$= e^{-\frac{i}{2}(d^M + a - d)^\dagger (\sigma^M + \sigma)^{-1} (d^M + a - d)}$$

$$\times (2\pi)^m \sqrt{\det(\sigma^M + \sigma)},$$

(18)

where $d^M$ and $\sigma^M$ are respectively the displacement vector and the covariance matrix of $\rho^M$, i.e., the Gaussian state of the measurement. The above is the most general form of the probability distribution of the outcome of a Gaussian measurement on a Gaussian state; however, in what follows we shall assume for simplicity that both $\rho$ and $\rho^M$ have vanishing displacements, so that

$$P(a|\rho; s) = \frac{1}{(2\pi)^m \sqrt{\det(\sigma^M + \sigma)}} e^{-\frac{i}{2} a^\dagger (\sigma^M + \sigma)^{-1} a}.$$  

(19)

The normalisation of this probability can be checked easily

$$\int d^{2m} a P(a|\rho; s) = \frac{\int d^{2m} a e^{-\frac{i}{2} a^\dagger (\sigma^M + \sigma)^{-1} a}}{(2\pi)^m \sqrt{\det(\sigma^M + \sigma)}}$$

$$= \frac{\sqrt{(2\pi)^m \det(\sigma^M + \sigma)}}{(2\pi)^m \sqrt{\det(\sigma^M + \sigma)}} = 1.$$  

(20)

See the appendix for a generalisation of Gaussian measurements that incorporates noise and auxiliary modes.

3 Thermometry of Gaussian quantum systems: Optimal vs feasible measurements

As already advanced, we are interested in the measurement part of thermometry protocols. Let us first recall some basics of metrology in quantum systems. Given a quantum system we aim to estimate a parameter like temperature $T$ imprinted on its density matrix denoted by $\rho(T)$. To this end, one performs a POVM measurement with positive elements $\{ M_{a|s} \}$, where $s$ labels the specific measurement and $a$ the different outcomes for that specific measurement. We have $\int d a M_{a|s} = I$ for all $s$, with $I$ being the identity operator. The outcomes of the measurement are then mapped into an estimate of
the true parameter by using an estimator function $T_{\text{est}}(a)$. One can quantify the error on such an estimation process by means of the mean square error

$$\delta^2 T_{\text{est}}(\rho; s) := \int da P(a|\rho; s) (T_{\text{est}}(a) - T)^2,$$

with $P(a|\rho; s)$ being the probability of observing the outcome $a$ conditioned on measuring $s$. Notice that the estimation error depends on the performed measurement. It is well known that for any unbiased estimator, that is, for any estimator satisfying $\int da P(a|\rho; s) T_{\text{est}}(a) = T$, the mean square error is lower bounded by the Cramér-Rao bound

$$\delta^2 T_{\text{est}}(\rho; s) \geq \frac{1}{\mathcal{F}(\rho; s)},$$

with $\mathcal{F}(\rho; s)$ being the (classical) Fisher information given by

$$\mathcal{F}(\rho; s) := \left( |\partial_T \log P(a|\rho; s)|^2 \right) = \int da P(a|\rho; s) [\partial_T \log P(a|\rho; s)]^2. \tag{22}$$

The Cramér-Rao bound can be saturated in the asymptotic limit by choosing the maximum likelihood estimator [26]. A good candidate to quantify the precision of measurements is therefore given by the Fisher information; the larger, the more precise the measurement is therefore given by the Fisher information.

It is a natural and fundamental question to ask: what is the ultimate bound on precision? This is what is the ultimate bound on precision? This is traditionally done in the context of the so-called quantum Fisher information (QFI), which can be formally defined as

$$\mathcal{F}^Q(\rho) := \max_s \mathcal{F}(\rho; s) = \text{tr}[\rho \Lambda^2]. \tag{23}$$

Here, $\Lambda$ is the symmetric logarithmic derivative (SLD), a Hermitian operator defined by

$$2\partial_T \rho(T) = \Lambda \rho(T) + \rho(T) \Lambda. \tag{24}$$

The SLD also characterizes the optimal measurement, which turns out to be projective in the basis of $\Lambda$.

### 3.1 Ultimate bounds on thermometry of Gaussian systems

The problem of finding the ultimate bounds in parameter estimation of Gaussian quantum systems was first addressed in [15, 27], further explored in [16], and extended to multiple parameter estimation in [17]. It was shown that the optimal measurement can be always written as a second order operator in terms of the quadratures, that is

$$\Lambda = \sum_{kl} C_{kl}^{(2)} R_k R_l + \sum_k C_k^{(1)} R_k + C^{(0)}, \tag{25}$$

where $C_{kl}^{(2)}$ is a $2N \times 2N$ matrix of real numbers, $C_k^{(1)}$ is a $2N$ dimensional real vector, and $C^{(0)}$ is a real number. These three quantities are given by the solution of the following equations:

$$\partial_T \sigma = 2\sigma C^{(2)} \sigma + \frac{1}{2} \Omega C^{(2)} \Omega, \tag{26}$$

$$C^{(1)} = \sigma^{-1} \partial_T d - 2C^{(2)} d, \tag{27}$$

$$C^{(0)} = -C^{(1)T} d - \frac{1}{2} \text{Tr}[C^{(2)} \sigma] - d^T C^{(2)} d. \tag{28}$$

In turn, the quantum Fisher information reads

$$\mathcal{F}^Q(\sigma, d) = \partial_T d^T \sigma^{-1} \partial_T d + 2 \text{Tr}[C^{(2)} \sigma C^{(2)} \sigma - \frac{1}{4} C^{(2)} \Omega C^{(2)} \Omega]. \tag{29}$$

Despite its elegant and simple form, the optimal measurement [25] is, unfortunately, often an experimentally challenging one to perform. Thus, we will explore more feasible measurements in the next sections.

It is worth mentioning that the problem of phase estimation by means of Gaussian measurements has been addressed in [28, 29] for a single mode, while using Gaussian measurements in the Bayesian approach to metrology was considered in [30, 31].

### 3.2 Thermometry using Gaussian measurements

Gaussian measurements are an important family of experimentally realisable measurements. They have been defined formally in section 2.1; alternatively, they can be characterized as all those measurements that are realizable by appending ancillas in the vacuum state, applying arbitrary Gaussian unitaries, and performing homodyne detections [32]. We can characterize them by means of their covariance matrix $\sigma_s^M$. Our first observation is that the optimal measurement should have a covariance matrix representing a pure quantum state.

#### 3.2.1 Observation.—Pure Gaussian measurements are always better

To prove this claim, we show that any non-pure Gaussian measurement can be cast as classical post-processing of another pure Gaussian measurement, therefore, not increasing its (classical Fisher) information.

The POVM elements of a Gaussian measurement can be written in the form

$$M_{a,b} = \int \frac{d^{2m} y}{(2\pi)^{2m}} D(y) e^{-y^T \sigma_s^M y / 2 - i a^T \Omega y} \tag{30}$$

If the measurement is not pure, then there exists a pure covariance matrix $\sigma_s^N$ s.t. $\sigma_s^M - \sigma_s^N \geq 0$. This follows directly from Williamson’s theorem [33] (see also [34, Lemma 5] for a direct proof). The POVM measurement elements corresponding to this pure CM are

$$M^t_{a,b} = \int \frac{d^{2m} y}{(2\pi)^{2m}} D(y) e^{-y^T \sigma_s^N y / 2 - i b^T \Omega y}. \tag{31}$$
If $M_{ab}$ can be reproduced by $M_{b|a}$, then we should find the probability measure $\pi(a|b)$, s.t.,

$$M_{ab} = \int \frac{d^2 y}{(2\pi)^m} \pi(a|b) M_{b|a} \forall a.$$  \hfill (32)

By combining (31) and (32) we obtain

$$M_{ab} = \int \frac{d^2 y}{(2\pi)^m} \frac{d^2 y}{(2\pi)^m} \pi(a|b) D(y) \times e^{-y^T \sigma^R y/2 - i b^T \Omega y}.$$ \hfill (33)

If we compare with (30), we should have

$$\int \frac{d^2 y}{(2\pi)^m} \frac{d^2 y}{(2\pi)^m} \pi(a|b) e^{-i b^T \Omega y} = e^{-y^T (\sigma^R - \sigma^M) y/2 - i a^T \Omega y}.$$ \hfill (34)

Finally by taking the inverse Fourier transform we find

$$\pi(a|b) = \frac{e^{\frac{1}{2} (b-a)^T \Omega (\sigma^M - \sigma^R) - (b-a)} \delta}{\sqrt{\det(\sigma^M - \sigma^R)}}.$$ \hfill (35)

Note the fact that the Fourier transform exists owes to the fact that $\sigma^M - \sigma^R \geq 0$.

In this manner, we have proven that the optimal Gaussian measurements should be chosen from the pool of pure covariance matrices, which can always be written as $\sigma^M = S^M (S^M)^T$, with $S^M$ being a symplectic transformation.

### 3.2.2 Classical Fisher information of Gaussian measurements

As we saw in section 2.1, when performing a Gaussian measurement on Gaussian systems the resulting probability distribution, given by (18), is also Gaussian. It is characterized by the displacement vector $d - d^M$ and covariance matrix $V := \sigma^M + \sigma$, with $(d, \sigma)$ and $(d^M, \sigma^M)$ being the (displacement vector, covariance matrix) of the system and the measurement, respectively. The Fisher information of classical Gaussian distributions is well known and reads

$$F^C(d, \sigma; \sigma^M) = \partial_T d^T (\sigma + \sigma^M)^{-1} \partial_T d + \frac{1}{2} \text{Tr} \left[ (\sigma + \sigma^M)^{-1} \partial_T \sigma \right]^2.$$ \hfill (36)

where we explicitly include in the argument that the classical Fisher information is obtained for measurement $\sigma^M$ conditioned on the covariance matrix of the system being $\sigma$. In what follows we focus on systems with zero first-order moments, and use the convention $F^C(\sigma; \sigma^M) \equiv F^C(0; \sigma; \sigma^M)$.

This is motivated by the fact that, at thermal equilibrium, one can always change the basis with a temperature-independent transformation to one with zero displacements. Moreover, in most non-thermal scenarios the quadratic nature of the system-sample Hamiltonian is such that the displacement vector of the system vanishes [18–20, 35, 36]. The proof of Eq. (36) can be found, e.g., in Refs. [15, 37]; in the appendix we also present a simple proof for the case with zero displacement.

### 3.2.3 Homodyne detection and equivalence with the error propagation

Homodyne detection is a projective measurement in the basis of one of the quadratures. For example, consider a single-mode Gaussian system, and assume that we want to measure it in the position basis. The measurement covariance matrix can be written as $\sigma^M = \lim_{r \to \infty} \text{diag}[1/r, r]$. By replacing in (36) one finds the classical Fisher Information for the position measurement

$$F^C(\sigma; \sigma^M) = \lim_{r \to \infty} \frac{1}{2} \text{Tr} \left[ (\sigma + \text{diag}[1/r, r])^{-1} \partial_T \sigma \right]^2 = \frac{|\partial_T \sigma(1)|^2}{2\sigma_{11}}.$$ \hfill (37)

Often times, the inverse of the error propagation is an alternative way of characterising the precision. The error propagation characterizes the estimation error when using some observable $O$ and is defined as

$$\delta^2 T(\rho; O)_{EP} = \frac{1}{2} \frac{\text{Var}(O)}{|\partial_T (O)|^2}.$$ \hfill (38)

Regarding position measurement, if we replace the observable with the square of the position operator, i.e., $\sigma^M$, then by using Wick’s theorem and Eqs. (37) and (38) one finds that

$$\delta^2 T(\rho; R^2)_{EP} = \frac{1}{2 F^C(\sigma; \sigma^M)}.$$ \hfill (39)

This equivalence between the error propagation of the squared quadratures and the inverse of classical Fisher information holds for any parameter estimation problem. Needless to say that, in case we were to measure the momentum, we just need to replace $R_1 \to R_2$ and $s_{11} \to s_{22}$. Note that this result holds regardless of the basis, and in particular for rotated quadrature measurements as well; one just needs to rewrite the covariance matrix of the system $\sigma$ in the rotated basis. The equivalence between the error propagation and the inverse of the classical Fisher information does not necessarily hold in multimode scenario. Nonetheless, for the trivial case with a tensor product state in a basis that does not depend on the parameter—where the classical Fisher information becomes additive—the same result holds. That is to say if the system covariance matrix satisfies $\sigma = \otimes k \sigma^k$, and $\partial_T \sigma = \otimes k \partial_T \sigma^k$, then any local measurement in the form of $\sigma^M = \otimes k \sigma^M_{k, HD}$, where $\sigma_{k, HD}$ is an arbitrary Homodyne detection on the $k$th mode—has a classical Fisher information that 
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is equivalent to the inverse of the error propagation for \( O = \otimes_k \langle R_k \rangle_{\text{HD}}^2 \) — where \( R_k \) is the local quadrature in the Hilbert space of the \( k \)th mode corresponding to \( \sigma^M_{r \text{HD}} \).

Before proceeding to the next section, let us point out that often performing a perfect homodyne detection requires infinite energy. In Appendix D we briefly address such a scenario. In particular, we show that there will be a bias in our temperature estimate, which vanishes linearly as one increases the energy in the local oscillator.

### 3.2.4 Heterodyne detection

A Heterodyne measurement can be represented—in the single-mode case—by the covariance matrix \( \sigma^M_{\text{Het}} = \text{diag}[1,1] \), which remains the same under local rotation of the quadratures. One can find the corresponding classical Fisher information by replacing this in Eq. (36). If the system’s covariance matrix and its derivative can be diagonalised in the same basis, i.e., \( \sigma = \sigma_{11} \sigma_{22} \), and \( \partial_T \sigma = \text{diag}[\partial_T \sigma_{11}, \partial_T \sigma_{22}] \) then the classical Fisher information gets a simple form

\[
\mathcal{F}^C(\sigma; \sigma^M_{\text{Het}}) = \frac{1}{2} \left( \frac{1}{1 + \sigma_{11}} \right)^2 + \left( \frac{1}{1 + \sigma_{22}} \right)^2. \tag{40}
\]

If the system is at thermal equilibrium, its covariance matrix is diagonal in a basis that is independent of temperature, and therefore the above equation is useful. Otherwise, if one deals with non-thermal states (such as, e.g., steady states that are non-thermal\([18–20, 35, 36]\) or dynamical non-thermal states \([6]\), one should avoid using this, and directly use Eq. (36).

### 3.2.5 The optimal Gaussian measurement

Given a covariance matrix and its derivative, it is a natural question to find the Gaussian measurement with the maximum Fisher information

\[
\sigma^M_{\text{max}} := \arg \max_{\sigma^M} \frac{1}{2} \text{Tr} \left[ (\sigma + \sigma^M)^{-1} \partial_T \sigma \right]^2, \tag{41}
\]

\[
\sigma^M_{\text{min}} := \arg \min_{\sigma^M} \frac{1}{2} \text{Tr} \left[ (\sigma + \sigma^M)^{-1} \partial_T \sigma \right]^2. \tag{42}
\]

As already advanced, \( \sigma^M_{\text{max}} \) should represent a pure state. We also defined \( \sigma^M_{\text{min}} \) as the covariance matrix of the pure measurement with minimum Fisher information. If the covariance matrix of the system and its derivative are proportional to identity (e.g., if we have a thermal state), then it is easy to find the optimal Gaussian measurement in the single-mode case. Let \( \sigma = \nu I_2 \), and \( \partial_T \sigma = \nu I_2 \). Then, we also note that the measurement covariance matrix can be cast as \( \sigma^M = O \sigma^M O^T \), with \( O \) being an orthogonal transformation, and \( \sigma^M = \text{diag}[r, 1/r] \) with the squeezing parameter \( r \in [0, \infty) \). The classical Fisher information does not depend on the orthogonal rotation \( O \), and reads

\[
\mathcal{F}^C(\sigma; \sigma^M) = \frac{(\nu^2)}{2} \left[ \frac{1}{(\nu + r)^2} + \frac{1}{(\nu + 1/r)^2} \right]. \tag{43}
\]

Note that this does not change by the transformation \( r \rightarrow 1/r \), and therefore, we can limit the domain to \( r \in [1, \infty) \). We can find the value of \( r \) corresponding to the minimum and maximum of the Fisher information by simple algebra, which is summarised in Table 1. For example, the maximum is given by the expression

\[
\mathcal{F}^C(\sigma; \sigma^M_{\text{max}}) = \max_{r \geq 1} \mathcal{F}^C(\sigma; \sigma^M) = \nu^2 \max \left\{ \frac{1}{2 \nu^2}, \frac{1}{(\nu + 1)^2} \right\}. \tag{44}
\]

It can be seen that the optimal measurement is either Homodyne or Heterodyne detection. The freedom in the orthogonal rotation \( O \) means that one can perform these measurements in an arbitrary basis.

If the state is at thermal equilibrium, then \( \nu = \coth(\omega/2T) \), with \( \omega \) being the energy of the Bosonic mode and \( T \) being the temperature. The fact that the optimal Gaussian measurement depends on temperature is interesting; on the contrary, the optimal non-Gaussian measurement is always performed in the basis of the system Hamiltonian, regardless of the temperature. Furthermore, our result shows not only that at high temperatures the Heterodyne detection is the best Gaussian measurement, but also that its performance approaches that of the optimal measurement. To see this, note that the quantum Fisher information of a single Bosonic mode (that is a Harmonic oscillator) at thermal equilibrium is given by \([6]\)

\[
\mathcal{F}^Q(\text{HO}) = \frac{\omega^2}{4T^3 \sinh^2(\omega/2T)}, \tag{45}
\]

and thus at \( T \to \infty \) the leading order behaves as \( \mathcal{F}^Q(\text{HO}) = 1/T^2 \). Similarly, one can see that at the same asymptotic limit, the leading order of the Fisher information of Heterodyne measurement behaves as

\[
\mathcal{F}^C(\sigma; \sigma^M_{\text{max}}) = \mathcal{F}^C(\sigma; \sigma^M_{\text{Het}}) = 1/T^2.
\]

In Figure 2 the Fisher information of Gaussian measurements is depicted versus temperature. We compare this to the quantum Fisher information. Unlike in the high-temperature regime, where Gaussian measurements (Heterodyne specifically) are close to optimal, at low temperatures they perform rather poorly. In Section 3.3 we will see that on/off photo-detection measurements are a viable alternative in this latter case, and specifically that they perform close to optimal at low temperatures.

### 3.2.6 Optimal Gaussian measurements on multimode systems

When dealing with a multimode scenario, the problem becomes harder, and we were unable to derive an
Table 1: Maximal and minimal values of the CFI $\mathcal{F}^C(\sigma;\sigma^M_{\text{min}})$ for Gaussian measurements in one-mode thermal states parametrized by $\nu$, and the measurements that achieve them with the squeezing parameter $r$. Only pure measurements are considered. The optimal measurement is either Homodyne detection (for the low-temperature regime) or Heterodyne detection (for high temperatures). This is contrary to the optimal [non-Gaussian] measurement, which is a projective measurement in the energy basis regardless of the temperature.

| Consideration | $r_{\text{min}}$ | $\mathcal{F}^C(\sigma;\sigma^M_{\text{min}})$ | $r_{\text{max}}$ | $\mathcal{F}^C(\sigma;\sigma^M_{\text{max}})$ |
|---------------|-----------------|---------------------------------|-----------------|---------------------------------|
| $1 \leq \nu \leq 2$ | 1 | $\frac{\nu}{1+\nu}$ | $\infty$ | $\frac{\nu^2}{2(\nu+1)}$ |
| $2 \leq \nu \leq 1 + \sqrt{2}$ | $\frac{\nu(\nu^2-3)}{2}$ | $\frac{\nu^2(\nu^2-2)}{(\nu+1)^2}$ | $\infty$ | $\frac{\nu^4}{2(\nu+1)^2}$ |
| $1 + \sqrt{2} \leq \nu$ | $\frac{\nu(\nu^2-3)}{2}$ | $\frac{\nu^2(\nu^2-2)}{(\nu+1)^2}$ | 1 | $\frac{\nu^4}{2(\nu+1)^2}$ |

Figure 2: Temperature estimation of single-mode thermal systems at thermal equilibrium. We compare the ultimate limit on thermometry precision posed by the Quantum Fisher Information (dashed black line) and the precision achieved by the optimal Gaussian measurement (solid red), the worst pure Gaussian measurement (dotted red) and single-mode on/off photo-detection (blue) versus the temperature $T$. The shaded area represents the precision achievable by the set of single-mode Gaussian measurement. We also show the performance of on/off photo-detection including imperfect detectors, characterized by the parameter $P_D$ (dashed and dotted blue lines).

3.2.7 Multimode Gaussian states at thermal equilibrium: Local versus global Gaussian measurements

If the system is at thermal equilibrium, one can always diagonalise its covariance matrix by means of some temperature-independent symplectic transformation—i.e., to write it in the normal-mode basis. The symplectic transformation is a Gaussian process, and can be considered as part of the Gaussian measurement which we will optimise anyway. Therefore, we can focus only on initial thermal states with an uncorrelated covariance matrix $\sigma = \bigoplus_k \nu_k I_2$. As for the measurement, one can first perform a joint Gaussian symplectic transformation on all modes—s.t., $\sigma \rightarrow S^M_{\sigma} \sigma (S^M_{\sigma})^\dagger$—and then perform a local Gaussian measurement $\sigma^M_{\sigma} = \bigoplus_k \sigma^M_{\sigma_k}$. The idea is to find the optimal $S^M_{\sigma}$ and $\sigma^M_{\sigma_k} \forall k$.

Let us start by a scenario that only allows for local Gaussian measurements, i.e., $S^M_{\sigma} = I_{2m}$. In this case, one can easily check that the classical Fisher
information is additive, that is
\[ \mathcal{F}^C(\oplus_k \sigma_k; \oplus_k \sigma^M_k) = \sum_k \mathcal{F}^C(\sigma_k; \sigma^M_k). \]  
(46)

Therefore, when we optimise over local Gaussian measurements, we have the optimal Fisher information
\[ \mathcal{F}^C(\oplus_k \sigma_k; \oplus_k \sigma^M_k) = \sum_k \mathcal{F}^C(\sigma_k; \sigma^M_k), \]

that is the sum of optimal Fisher information of individual modes. The question that remains to be answered is: can the performance of Gaussian measurements get better if we allow for joint measurements, i.e., if \( S_s \neq I_{m \times m} \)?

As depicted in Fig. 3, the global Gaussian measurements can be seen as the operation of some joint Gaussian unitary on all modes—namely an \( m \)-mode symplectic transformation—followed by local measurements. The question is then whether the joint Gaussian operation can be beneficial. Mathematically, we know that \( \mathcal{F}^C(\oplus_k \sigma_k; \sigma^M_k) \geq \mathcal{F}^C(\oplus_k \sigma_k; \oplus_k \sigma^M_k) \), since the local measurements are a subset of global ones. We now wonder whether this inequality is in fact an equality, i.e., if
\[ \mathcal{F}^C(\oplus_k \sigma_k; \sigma^M_k) = \mathcal{F}^C(\oplus_k \sigma_k; \oplus_k \sigma^M_k). \]  
(47)

Note that, if we were not restricted to Gaussian measurements and could perform arbitrary measurements, then the equality would always hold. This is so because in this case the optimal Fisher information would reduce to the quantum Fisher information, which is additive and can be achieved by locally optical measurements, that is
\[ \mathcal{F}^C(\oplus_k \sigma_k; M_{\max}) = \mathcal{F}^C(\oplus_k \sigma_k; \oplus_k M_{k,\max}) \]
\[ = \mathcal{F}^Q(\sigma_k) = \sum_k \mathcal{F}^Q(\sigma_k), \]  
(48)

with \( M_{\max} \) being the optimal joint measurement—that is not necessarily Gaussian—performed on all modes, while \( M_{k,\max} \) is the optimal local measurement—again not necessarily Gaussian—performed on mode \( k \).

Unfortunately, we cannot prove the equivalence Eq. (17) in the general case. However, in the appendix we prove it analytically when all modes have identical covariance matrices—i.e., when \( \sigma_k = \sigma_j \forall j,k \). Furthermore, our numerical simulations support the equivalence for arbitrary product states. Based on these observations we conjecture this is generally true, however, a rigorous proof is missing currently.

3.3 On/Off Photo-Detection

Another type of measurement that will be shown to be relevant for thermometry and which can be of interest for experimental implementation is on/off photo-detection. This is a 2-outcome (detected or not detected) measurement and therefore it is not Gaussian. However, a link can be made between this type of photon-detection’s POVM elements and the POVM elements of a Gaussian measurement, characterized in Section 2. In what follows we consider realistic photo-detection, in which we allow for a probability \( P_D \) of random counts—see e.g., [38, 39] for the error sources contributing to the random counts. For a
single-mode system the POVM elements can then be written as

\[ M_{0|\text{rpd}} = (1 - P_D)|0\rangle\langle 0|, \]
\[ M_{\bar{0}|\text{rpd}} = I - M_{0|\text{rpd}}, \]

(49)

where \(|0\rangle\langle 0|\) is merely the vacuum state, and \(I\) is the identity operator in the Hilbert space of the quantum system (not to be mistaken with \(I_2\)). The vacuum itself is a pure Gaussian state with a CM equal to identity \(\sigma^M_{\text{vac}} = I_2\) and null displacement vector. The probability of finding any Gaussian system—with density matrix \(\rho\), covariance matrix \(\sigma\) and a vanishing displacement vector—in vacuum is then given by

\[ P(0|\sigma; \text{rpd}) = \text{Tr}[\rho M_{0|\text{rpd}}] = (1 - P_D) \text{Tr}[\rho|0\rangle\langle 0|] = \frac{1 - P_D}{\sqrt{\text{det}(I_2 + \sigma)}}, \]

(50)

where we use Eq. (15). Of course we also find the probability of detection to be \(P(0|\text{rpd}; \sigma) = 1 - P(0|\text{rpd}; \sigma)\). The Classical Fisher Information associated to this probability distribution can be simply found from (22) and reads

\[ \mathcal{F}^C(\sigma; \text{rpd}) = \frac{[\partial_{\sigma} P(0|\sigma; \text{rpd})]^2}{P(0|\sigma; \text{rpd}) P(0|\sigma; \text{rpd})}. \]

(51)

As an example, we can use on/off photo-detection for thermometry of a single mode at thermal equilibrium, with \(\sigma = \coth(\omega/2T)I_2\). Using (50) one finds \(P(0|\sigma; \text{rpd}) = (1 - P_D) P_0\) with \(P_0 = (1 - \exp[-\omega/T])^{-1}\). Thus the Fisher information is given by

\[ \mathcal{F}^C(\sigma; \text{rpd}) = \frac{(1 - P_D)[\partial_{\sigma} P_0]^2}{P_0 [1 - (1 - P_D) P_0]} \]

(52)

In Fig. 2 we plot the classical Fisher information of realistic on/off photo-detection for various \(P_D\), and benchmark it against the optimal measurement and the optimal Gaussian measurement. Ideal on/off photo-detection performs close to optimal specifically at low temperatures. However, as soon as detection error is introduced and \(P_D > 0\), the optimality at low temperatures is lost. The intuition behind this type of measurement being optimal is as follows: Firstly, we note that at thermal equilibrium the optimal measurement is in the basis of Hamiltonian, i.e., projection in the number basis. Secondly, at very low \(T\) the system is basically frozen in its lowest energy eigenstates, namely it is in the vacuum state with some probability of populating the first excited state. As such, the projection in the number basis can be well approximated by ideal on/off photo-detection. Since the probability of observing the system in an excited state is already very low, then any random count will hugely impact our statistics and therefore realistic on/off photo-detection will eventually fail to estimate low enough temperatures. This argument can be made rigorous mathematically as well. At low temperature, one can see

\[ \mathcal{F}^C(\sigma; \text{rpd}) \approx \frac{\omega^2 e^{-\omega/T}}{(1 - P_D)^2 e^{-\omega/T} P_D^4}, \quad P_D = 0 \]

(53)

Note that the exponential term in the case \(P_D \neq 0\) vanishes more rapidly, which is why realistic on/off photo-detection performs far from optimal for small enough \(T\). Moreover, by using Eq. (45) one can confirm that the leading order of quantum Fisher information at \(T \to 0\) has the same value as the idealized detection, i.e., to the leading order \(\mathcal{F}^Q(\sigma) \approx \omega^2 \exp[-\omega/T]/T^4\).

3.3.1 Multimode photo-detection

For general \(m\)-mode systems, we can perform on/off photo-detection individually on each mode. The \(2^m\) POVM elements can then be written as tensor product \(M_{0|\text{rpd}} = M_{0_1|\text{rpd}} \otimes M_{0_2|\text{rpd}} \otimes \cdots \otimes M_{0_m|\text{rpd}}\) where \(a_i \in \{0, 1\}\forall i\). In what follows, we use \(0\) to denote the vector of all zeros, \(0_k\) to denote the vector of all zeros except the \(k\)th element being 0, \(0_k \neq k\) to denote the vector of all zeros except elements \(k\) and \(l\) which are 0 and so on. Given an \(m\)-mode Gaussian system \(\rho\) with the covariance matrix \(\sigma\), the probability of finding, for example, all modes in the vacuum state is (recall that all first moments of the system vanish)

\[ P(0|\text{rpd}; \sigma) = \text{Tr}[\rho M_{0|\text{rpd}}] = \frac{\Pi_i (1 - P_{D_i})}{\sqrt{\text{det}(I_{2m} + \sigma)}} \]

(54)

where \(P_{D_i}\) is the probability of random count for mode \(i\), and \(I_{2m}\) is the \(2 \times 2m\) identity matrix. Similarly, by using \(M_{0|\text{rpd}} = M_{0_1|\text{rpd}} \otimes \cdots \otimes (I - M_{k|\text{rpd}}) \otimes \cdots \otimes M_{0_m|\text{rpd}}\) the probability of finding the \(k\)th mode in an excited state while all the other modes at vacuum reads

\[ P(0_k|\text{rpd}; \sigma) = \frac{\Pi_{i \neq k} (1 - P_{D_i})}{\sqrt{\text{det}(\text{tr}[I_{2m} + \sigma])}} - P(0|\text{rpd}; \sigma), \]

(55)

where, for any covariance matrix \(\sigma\), the operation \(\text{tr}_k[\sigma]\) is understood as eliminating the \(k\)th row and columns associated to the mode \(k\). Following similar steps one can find the probability of other outcomes as well. However, one can restrict to a simplified version of on/off photo-detection with \(m + 2\) POVM elements, \(M_{0|\text{rpd}} = M_{0|\text{rpd}}, M_{I_1|\text{rpd}} = M_{0_k|\text{rpd}}, \forall k\) and \(M_{I_1|\text{rpd}} = I - M_{I_1|\text{rpd}} - \sum_k M_{I_k|\text{rpd}}\). One can consider yet simpler version, in which one does not distinguish what mode is excited therefore we have only three POVM elements with \(M_{I_1|\text{rpd}} = \sum_k M_{I_k|\text{rpd}}\) while the other two elements remain the same. These simplified versions should be fairly comparable to the non-simplified version at low temperatures, because at these temperatures the other POVM elements should not play a significant role anyway.
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4 Conclusions

The problem of thermometry of Gaussian states with experimentally feasible measurements was addressed. The classical Fisher information of Gaussian measurements was characterized. Finding the best Gaussian measurement can be expressed as an optimization problem in which one looks for a pure covariance matrix that maximizes the classical Fisher information \((36)\). This may be done numerically in general. For thermal states one may find analytical solutions. In particular, for single-mode states at thermal equilibrium the optimal Gaussian measurement was found analytically to be either Homodyne or Heterodyne detection depending on the temperature. This is unlike the optimal non-Gaussian measurement, which is always a projection in the eigenbasis of the Hamiltonian of the system, regardless of the temperature. For a multimode scenario at thermal equilibrium we conjecture that the optimal Gaussian measurement is composed of a Gaussian unitary that brings the system into its normal modes basis, followed by a local optimal measurement on each of the normal modes. The proof of this is equivalent to proving Eq. \((47)\), which remains an open question. Our numerical results support this conjecture, and we have proven this analytically for a scenario with all normal modes being equal.

We further compare the performance of the Gaussian measurements as well as photo-detection-like measurements with the quantum Fisher information, for systems at thermal equilibrium. We see that at low temperatures on/off photo-detection-like measurements perform almost optimally, whereas at high temperatures Gaussian measurements are close to optimal and saturate the quantum Cramér-Rao bound. We expect that for systems that are out of thermal equilibrium these results do not hold. For example, it is shown in \([18, 20, 36]\) that at ultracold temperatures and for non-equilibrium systems, sometimes position measurement—which is a Gaussian measurement—is optimal. A deeper investigation in this direction will be the subject of future works.

Lastly, it would be interesting to consider the problem of thermometry with Gaussian measurements in the context of the Bayesian formalism, which has been the subject of few recent works \([40–43]\). In particular, since the optimal Gaussian measurement is temperature dependent, this adds an extra challenge into designing optimal thermometry protocols when initial uncertainty about the true temperature is non negligible.
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A More about Gaussian measurements

In this Appendix we present some of the details of the toolboxes that were used in the main text. Please note that these results are only presented for self-containment and are not our original contributions.

A.1 General form of Gaussian measurements

In general, Gaussian measurements can be performed over an output state of any Gaussian map on the system \(\rho_s^M\), which is in general not a pure state, and will then be represented by more general POVM elements that read \([44–46]\)

\[
M_{a|s} = \int \frac{d^2w}{(2\pi)^2m} D(yT_s) e^{-y^\dagger N_s y^\dagger /2 - i a \Omega y},
\]

(56)
where the complete positivity condition $N_s - iT_s \Omega_s T_s^\dagger / 2 \geq 0$ must hold. The outcome probabilities of this Gaussian measurement are then given by

$$p(a|s, \rho) = \text{tr}[\rho M_{a|s}] = \int \frac{d^2m \vec{y}}{(2\pi)^2m} \text{tr} [D(yT_s) \rho] e^{-\vec{y}^T N_s \vec{y} / 2 - i\vec{a}^\dagger \Omega \vec{y}}$$

$$= \int \frac{d^2m \vec{y}}{(2\pi)^2m} e^{\vec{y}^T \vec{\sigma} \vec{y} / 2 + id^\dagger \vec{\Omega} \vec{y}} e^{-\vec{y}^T N_s \vec{y} / 2 - i\vec{a}^\dagger \Omega \vec{y}}$$

(57)

$$= \frac{1}{(2\pi)^m} \int d^2m \vec{y} e^{\vec{y}^T \vec{\sigma} \vec{y} + id^\dagger \vec{\Omega} \vec{y}}.$$  (58)

where we have defined $\vec{\sigma} = T_s \Omega_s \Omega_s T_s^\dagger + N_s$ and $d^\dagger = d^\dagger \Omega - \vec{a}^\dagger \Omega$. Integration gives

$$p(a|s, \rho) = \frac{1}{(2\pi)^m \sqrt{\text{det} \vec{\sigma}}} e^{\frac{1}{2} d^\dagger \vec{a}^{-1} d}.$$  (59)

The previous scenario is revived by choosing $N_s = \Omega \sigma_s M \Omega$ and $T_s = I_m$.

A.2 Local Gaussian measurements, reduced states and covariance matrices

Suppose we have a multi-mode state and we perform a Gaussian measurement on a subsystem. What is the post measurement state of the remaining modes? In principle, after performing some POVM on the system and observing an outcome associated with the element $M_{a|s}$, the post measurement state is—up to a unitary—described by the density matrix

$$\rho(a|s) = \frac{\sqrt{M_{a|s}} \rho \sqrt{M_{a|s}}}{\text{tr}[\sqrt{M_{a|s}} \rho \sqrt{M_{a|s}}]} = \frac{\sqrt{M_{a|s}} \rho \sqrt{M_{a|s}}}{P(a|s, \rho)},$$  (60)

Despite the unitary freedom in the post measurement state, the reduced state of the modes over which we did not perform the measurement is independent of this unitary.

Suppose we have a two-party density operator, $\rho_{AB}$, of $n + m$ modes, where party $A$ has access to the first $m$ modes and party $B$ has the remaining $n$ modes. A POVM measurement $\{M_{b|s}\}$ is performed on part $B$. That is, the overall POVM elements are given by $\{I_A \otimes M_{b|s}\}$. Given that we observe the result $b$, the post-measurement [reduced] state of party $A$ reads

$$\rho_A(b, s) := \text{tr}_B[\rho_{AB}(b|s)] = \frac{\text{tr}_B[I_A \otimes M_{b|s}\rho_{AB}]}{P(b|s, \rho_{AB})}.$$  (61)

We are interested in knowing the covariance matrix of this reduced state. To this aim, we need to find the characteristic function, from which one can identify the covariance matrix.

Characteristic function of the reduced density matrix

By definition, we have

$$\chi(y|\rho_A(b, s)) = \text{tr}_A[D_A(y)\rho_A(b, s)] = \frac{\text{tr}[D_A(y) \otimes M_{b|s}\rho_{AB}]}{P(b|s, \rho_{AB})}.$$  (62)

Let us focus on the numerator since the denominator is only a normalisation factor independent of $y$. By noting that $D_B(0) = I_B$, this can be written as

$$\text{tr}[D_A(y) \otimes M_{b|s}\rho_{AB}] = \text{tr}[D_A(y) \otimes D_B(0) I_A \otimes M_{b|s}\rho_{AB}] =: \text{tr}[D_{AB}(y, 0) \varrho_{AB}\rho_{AB}],$$  (63)

where we denote $D_{AB}(y, z) = D_A(y) \otimes D_B(z)$, and $\varrho_{AB} = I_A \otimes M_{b|s}$. We can expand both $\varrho_{AB}$ and $\rho_{AB}$ in terms of the displacement operator by using Eq. (2), such that

$$\varrho_{AB}\rho_{AB} = \frac{1}{(2\pi)^m} \int d^{2(n+m)} \vec{x} d^{2(n+m)} \vec{z} \text{tr}[\varrho_{AB} D(\vec{x})] \text{tr}[\rho_{AB} D(\vec{z})] D^\dagger(\vec{x}) D^\dagger(\vec{z})$$

$$= \frac{1}{(2\pi)^{n+m}} \int d^{2(n+m)} \vec{x} d^{2(n+m)} \vec{z} \chi(\vec{x}|\varrho_{AB}) \chi(\vec{z}|\rho_{AB}) D^\dagger(\vec{x}) D^\dagger(\vec{z}),$$  (64)
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where \( n \) is the number of modes over which we performed the measurement. Thus we can find the characteristic function of \( \varrho_{AB}\rho_{AB} \) using the above expression

\[
\text{tr}[D(y)\varrho_{AB}\rho_{AB}] = \frac{1}{(2\pi)^{n+m}} \int d^{2(n+m)}x d^{2(n+m)}y \chi(x)\chi(y)\text{tr}[D(y)D(x)D^\dagger(z)] \\
= \frac{1}{(2\pi)^{n+m}} \int d^{2(n+m)}x d^{2(n+m)}y \chi(x)\chi(y) \text{tr}[D(y - x - z)] \\
= \int d^{2(n+m)}x \chi(x)\chi(y) \text{tr}[D(y - x - z)] e^{-ia^\dagger \Omega y/2},
\]

where we used that \( \text{tr}[D(a)] = (2\pi)^{n+m} \delta^{2(n+m)}(a) \). Let us denote with \( \{\sigma_{AB}, d_{AB}\} \) and \( \{\sigma^M_s, d^M_s\} \) the covariance matrix and the displacement vectors of \( \rho_{AB} \) and \( \varrho_{AB} \), respectively. Therefore

\[
\text{tr}[D(y)\varrho_{AB}\rho_{AB}] = \int d^{2(n+m)}x e^{\frac{i}{2} x^\dagger \sigma_{AB} x + i d_{AB}^\dagger \sigma_{AB} d_{AB} + d_{AB}^\dagger \sigma^M_s d_{AB}^\dagger} e^{\beta y^\dagger \Omega y/2} \\
= e^{\frac{i}{2} \beta y^\dagger \Omega y} \text{tr}[\sigma_{AB} + \sigma^M_s] e^{\beta y^\dagger \Omega y} \\
= e^{\frac{i}{2} \beta y^\dagger \Omega y} \text{tr}[\sigma_{AB} + \sigma^M_s] e^{\beta y^\dagger \Omega y},
\]

with \( \tilde{\sigma} = (\sigma_{AB} + \sigma^M_s)\Omega \), and \( d^\dagger := ((d^M_s)^\dagger - d_{AB}^\dagger + y^\dagger \Omega_{AB}^\dagger) \Omega \). The integral can also be evaluated using (15), which leads to

\[
\int d^{2(n+m)}x e^{\frac{i}{2} x^\dagger \tilde{\sigma} x + i d^\dagger \tilde{\sigma} d} = \sqrt{\frac{(2\pi)^{2(n+m)}}{\det\tilde{\sigma}}} e^{\frac{i}{2} d\dagger \tilde{\sigma}^{-1} d}. 
\]

For simplicity let us assume that \( d_{AB} = d^M_s = 0 \). Then we have

\[
\text{tr}[D(y)\varrho_{AB}\rho_{AB}] \propto e^{\frac{i}{2} \beta y^\dagger \Omega_{AB}^\dagger \Omega_{AB} y} e^{\frac{i}{2} \beta y^\dagger (I/2 + i\Omega_{AB}^\dagger) \Omega_{AB} (I/2 + i\Omega_{AB})^\dagger y} \\
= \exp \left\{ \frac{i}{2} \beta y^\dagger \left[ \Omega_{AB}^\dagger \Omega_{AB} - (I/2 + i\Omega_{AB}^\dagger) \Omega_{AB} + \sigma^M_s \right]^{-1} (I/2 + i\Omega_{AB})^\dagger y \right\}. 
\]

We can now simply find the post-measurement covariance matrix of party A after the Gaussian measurement \( M_{AB} \) of party B by setting \( D_{AB}(y) \rightarrow D_{AB}(yA,0B) \) in the exponent of the above relation, and by noticing that the covariance matrix of the measurement operator can be written as \( \sigma^M_s = \lim_{r \rightarrow \infty} r I_A \oplus \sigma_{s,B} \). Using the fact that

\[
(\sigma_{AB} + \sigma^M_s)^{-1} = \lim_{r \rightarrow \infty} (\sigma_{AB} + r I_A \oplus \sigma_{s,B})^{-1} = 0_A \oplus (\sigma_{B} + \sigma_{s,B})^{-1}, 
\]

we have

\[
\text{tr}[D(yA,0B)\varrho_{AB}\rho_{AB}] \propto \exp \left\{ \frac{i}{2} \left( yA,0B \right)^\dagger \left[ \Omega_{AB}^\dagger \Omega_{AB} - (I/2 + i\Omega_{AB}^\dagger) \sigma_{AB} + \sigma_s^M \right]^{-1} (I/2 + i\Omega_{AB})^\dagger \right\} (yA,0B) \\
= \exp \left\{ \frac{i}{2} \left( yA,0B \right)^\dagger \left[ \Omega_{AB}^\dagger \Omega_{AB} - (I/2 + i\Omega_{AB}) \left( 0_A \oplus (\sigma_{B} + \sigma_{s,B})^{-1} \right) \right] (I/2 + i\Omega_{AB})^\dagger \right\} (yA,0B) \\
= \exp \left\{ \frac{i}{2} yA^\dagger \Omega_A \left[ \sigma_A - \sigma^\text{corr}_{AB} (\sigma_{B} + \sigma_{s,B})^{-1} \sigma^\text{corr}_{AB} \right] \Omega_A yA \right\}, 
\]

in which \( \sigma^\text{corr}_{AB} \) is the correlation block of the covariance matrix \( \sigma_{AB} \), such that

\[
\sigma_{AB} = \left[ \begin{array}{cc} \sigma^A_{AB} & \sigma^\text{corr}_{AB} \\ \sigma^\text{corr}_{AB}^\dagger & \sigma_B \end{array} \right]. 
\]
Thus, the covariance matrix of $A$, after $B$’s measurement is independent of the outcome and reads

$$
s_{AB} = s_A - s_{AB}^\text{corr}(s_B + s_{s_B})^{-1}(s_{AB}^\text{corr})^T.
$$

(73)

One can check that the same result holds for $d_{AB} \neq d_{s}^d \neq 0$. See Refs. [32, 47] for earlier derivations.

B The classical Fisher information of Gaussian probability distributions

Given a Gaussian probability distribution $p(a|\theta)$ which can be written as

$$p(a|\theta) = \frac{e^{-\frac{1}{2}a^T\sigma^{-1}a}}{(2\pi)^{M}\sqrt{\det{\sigma}}},$$

(74)

we want to find the classical Fisher information. Note that we are assuming that the displacement vector is zero. Similar results are expected if the displacement vector is non zero, but is independent of the parameter. If neither of these are the case, one should use a more complete version of the Fisher information that is given in Eq. (36)—see also refs. [15, 37]. Let us define $\tilde{\sigma} := \sigma^{-1}$. Firstly, note that

$$\partial_\theta \log p(a|\theta) = \frac{\partial_\theta \det{\sigma}}{2\det{\sigma}} - \frac{1}{2} a_k a_l \partial_\theta \tilde{\sigma}_{kl},$$

(75)

where summation over repeated indices is understood. Recall the Jacobi’s formula for the derivative of determinant of [symmetric] matrices

$$\partial_\theta \det{A} = \text{Tr}[A^{-1}\partial_\theta A]\det{A},$$

(76)

$$\partial_\theta \det{A} = A_{kl}^{-1}\partial_\theta A.$$

(77)

By substitution in the expression of classical Fisher information one gets

$$F = \int d^2M_a p(a|\theta)|\partial_\theta \log p(a|\theta)|^2 = \int d^2M_a p(a|\theta) \left[ -\frac{1}{2} \text{Tr}[\tilde{\sigma} \partial_\theta \tilde{\sigma}] - \frac{1}{2} a_k a_l \partial_\theta \tilde{\sigma}_{kl} \right]^2
$$

$$= \frac{1}{4} \int \frac{\text{Tr}[\tilde{\sigma} \partial_\theta \tilde{\sigma}]}{\sqrt{\det{\tilde{\sigma}}}} \left[ \frac{1}{2} \text{Tr}[\tilde{\sigma} \partial_\theta \tilde{\sigma}] - \frac{1}{2} a_k a_l \partial_\theta \tilde{\sigma}_{kl} \right]^2
$$

$$= \frac{1}{4} \int \frac{\text{Tr}[\tilde{\sigma} \partial_\theta \tilde{\sigma}]}{\sqrt{\det{\tilde{\sigma}}}} \left[ \text{Tr}[\tilde{\sigma} \partial_\theta \tilde{\sigma}] - \frac{1}{2} a_k a_l \partial_\theta \tilde{\sigma}_{kl} \right]^2
$$

$$= \frac{1}{4} \int \frac{\text{Tr}[\tilde{\sigma} \partial_\theta \tilde{\sigma}]}{\sqrt{\det{\tilde{\sigma}}}} \left[ \text{Tr}[\tilde{\sigma} \partial_\theta \tilde{\sigma}] - \frac{1}{2} a_k a_l \partial_\theta \tilde{\sigma}_{kl} \right]^2
$$

$$= \frac{1}{4} \int \frac{\text{Tr}[\tilde{\sigma} \partial_\theta \tilde{\sigma}]^2}{\sqrt{\det{\tilde{\sigma}}}} \left[ \text{Tr}[\tilde{\sigma} \partial_\theta \tilde{\sigma}] - \frac{1}{2} a_k a_l \partial_\theta \tilde{\sigma}_{kl} \right]^2
$$

(78)

where we benefited multiple uses of $\partial_\theta \tilde{\sigma} = -\sigma \partial_\theta \sigma$, and also

$$\partial_\sigma_{kl}[\tilde{\sigma}^{-1}]_{kl} = -[\tilde{\sigma}^{-1}]_{kl}[\partial_\sigma_{kl} \tilde{\sigma}^{-1}]_{kl} = -[\tilde{\sigma}^{-1}]_{kl}[\partial_\sigma_{kl} \tilde{\sigma}]_{kl} \partial_\sigma_{kl} \tilde{\sigma}^{-1}_{kl} - [\tilde{\sigma}^{-1}]_{kl}[\partial_\sigma_{kl} \tilde{\sigma}]_{kl} \partial_\sigma_{kl} \tilde{\sigma}^{-1}_{kl}
$$

(79)

C The maximum likelihood estimator

In this Appendix, through an example we provide details on how one can actually process experimental outcomes to assign an estimate to the unknown parameter—namely temperature. In local parameter estimation the
The Likelihood function is defined as the probability of observing the outcome “a” if we performed some measurement $\mathbf{σ}_s^M$ on the state $\mathbf{σ}$. By using Eq. (18) we have

$$L(T|a;\mathbf{σ}(T), d; \mathbf{σ}_s^M) := p(a|\mathbf{σ}(T), d; \mathbf{σ}_s^M) = \frac{e^{-\frac{1}{2}(a-d)^T(\mathbf{σ}(T)+\mathbf{σ}_s^M)^{-1}(a-d)}}{2\pi \det(\mathbf{σ}(T)+\mathbf{σ}_s^M)}.$$  

(80)

The MLE, assigns the estimate $\tilde{T}$ to the unknown parameter that maximises the likelihood or the log likelihood. That is

$$\frac{\partial_T \log L(T|a;\mathbf{σ}(T), d; \mathbf{σ}_s^M)}{\tilde{T}} = 0$$

$$\Rightarrow -\frac{1}{2} \frac{\partial_T \log (\det(\mathbf{σ}(T)+\mathbf{σ}_s^M))}{\tilde{T}} - \frac{1}{2} (a-d)^T \frac{\partial_T (\mathbf{σ}(T)+\mathbf{σ}_s^M)^{-1} (a-d)}{\tilde{T}} = 0$$  

(81)

By using the Jacobie’s formula for derivative of the determinant, and the formula for derivative of inverse matrix, this condition reduces to

$$(a-d)^T(\mathbf{σ}(T)+\mathbf{σ}_s^M)^{-1}[\partial_T \mathbf{σ}(T)][(\mathbf{σ}(T)+\mathbf{σ}_s^M)^{-1}(a-d)]_{\tilde{T}} = \text{Tr}[(\mathbf{σ}(T)+\mathbf{σ}_s^M)^{-1}\partial_T \mathbf{σ}(T)]_{\tilde{T}}.$$  

(82)

Now let’s consider a single mode scenario in which the measurement is Homodyne detection with $\mathbf{σ}_s^M = 1/2 \lim_{r \to 0} \text{diag}[r, 1/r]$. In this case, we are projecting the state into the first quadrature. The above condition reduces to

$$\frac{\partial_T [\mathbf{σ}(T)]_{1,1}}{[\mathbf{σ}(T)]_{1,1}} (a_1 - d_1)^2 |_{\tilde{T}} = \frac{\partial_T [\mathbf{σ}(T)]_{1,1}}{[\mathbf{σ}(T)]_{1,1}} |_{\tilde{T}} \Rightarrow (a_1 - d_1)^2 = [\mathbf{σ}(\tilde{T})]_{1,1},$$  

(83)

which is quite expected.

In order to convert this to a temperature estimate, we can use the parameter dependence of $\mathbf{σ}(T)$. As a relevant example, when the state is at thermal equilibrium, we have $\mathbf{σ}(T) = 1/2 \coth(\omega/2T) \text{diag}[1/\omega^2, 1]$. As such, upon observing some outcome “a1”, we assign the following estimate to the temperature

$$\tilde{T} = \frac{\omega}{2 \coth \left(2\omega^2 (a_1 - d_1)^2 \right)}.$$  

(84)

Similarly, if we repeat the measurement $k$ times, we have

$$\tilde{T} = \frac{\omega}{2 \coth \left(2\omega^2 \langle (a_1 - d_1)^2 \rangle \right)},$$  

(85)

with the angled brackets in $\langle (a_1 - d_1)^2 \rangle$ being the average over the $k$ measurement repetitions. In Fig. 4 we demonstrate a simulation of thermometry of a single mode thermal state by using Homodyne detection. One can observe how the estimate gets closer and closer to the true value of the temperature as we increase $k$—a direct result of the central limit theorem. Moreover, one can see that the estimation error follows the trend of the Cramér-Rao bound.
The solid black line shows a (single) trajectory of the temperature estimate—calculated by simulating the measurement outcomes $a_1$ according to the true temperature $T_0$, and processing the outcomes by using the maximum likelihood estimator. One can clearly see that the estimate converges to the true temperature $T_0$ as we increase the measurement repetitions $k$. In the inset, we depict the relative error $\delta T = (T - T_0)/T_0$ and benchmark it against the Cramér-Rao bound $\delta T_{\text{CRB}} = 1/\sqrt{kF(\sigma(T); \sigma_{\text{HD}})}$. Here we set $\omega = 1$.

### D Imperfect Homodyne detection

Following [50], we note that measuring the quadratures may be implemented by Homodyne detection, that is by interfering the signal and a local oscillator through a balanced beam splitter. The output modes will be photodetected and the currents will be subtracted (see Fig. 5). Perfect quadrature measurement requires a signal that has infinite energy. In many practical situations, the energy of the local oscillator is orders of magnitude higher than the signal which leads to very precise quadrature measurement—see e.g., [51]. Nonetheless, in theory it is not be possible to have unlimited energy; and one can study its impact on the measurement precision. Below we examine the correction due to finite energy.

Firstly, note that the beam splitter is a Gaussian operation which can be represented by the following symplectic transformation

$$S_{\text{BS}} = \frac{1}{\sqrt{2}} \begin{pmatrix} \cos(\theta)I_2 & \sin(\theta)I_2 \\ \sin(\theta)I_2 & -\cos(\theta)I_2 \end{pmatrix},$$

(86)
where $\mathbf{I}_2$ represents the $2 \times 2$ identity matrix. The beam splitter transforms the quadratures as follows

$$R \rightarrow R' = S_{\text{BS}} R = \frac{1}{\sqrt{2}} \begin{bmatrix} \cos(\theta)q_1 + \sin(\theta)q_2 \\ \cos(\theta)p_1 + \sin(\theta)p_2 \\ \sin(\theta)q_1 - \cos(\theta)q_2 \\ \sin(\theta)p_1 - \cos(\theta)p_2 \end{bmatrix},$$

(87)

with the first two quadrature representing the signal, and the second two representing the local oscillator. For a balanced beam splitter we have $\theta = \pi/4$ which leads to

$$S_{\text{BS}} = \frac{1}{\sqrt{2}} \begin{bmatrix} \mathbf{I}_2 & \mathbf{I}_2 \\ \mathbf{I}_2 & -\mathbf{I}_2 \end{bmatrix},$$

(88)

which transforms the quadratures as follows

$$R \rightarrow R' = S_{\text{BS}} R = \frac{1}{\sqrt{2}} \begin{bmatrix} q_1 + q_2 \\ p_1 + p_2 \\ q_1 - q_2 \\ p_1 - p_2 \end{bmatrix},$$

(89)

The operator that represents the difference of the photocurrents from the two arms is given by

$$I := n'_1 - n'_2 = q_1 q_2 + p_1 p_2,$$

(90)

where we defined the number operators $n_k = (q_k - i p_k)(q_k + i p_k)/2$ for $k \in \{1,2\}$ and similarly $n'_k = (q'_k - i p'_k)(q'_k + i p'_k)/2$ for $k \in \{1,2\}$. Note that this operator is generally not Gaussian. Nonetheless, we note that by choosing the local oscillator such that $\langle p_2 \rangle = 0$ we have

$$\langle I \rangle = \langle q_1 \rangle \langle q_2 \rangle,$$

(91)

which up to a constant reproduces the first moment statistics of the position quadrature. However, as we saw in Appendix C, the estimator for thermometry is built upon the second moment, and thus $\text{Var}(q_1)$ plays the most crucial role in quality of Homodyne detection for thermometry at thermal equilibrium. For the second moment, we have

$$\text{Var}(I) = \langle I^2 \rangle - \langle I \rangle^2 = \langle (q_1 q_2 + p_1 p_2)^2 \rangle - \langle q_1 \rangle^2 \langle q_2 \rangle^2$$

$$= \langle q_1^2 q_2^2 + p_1^2 p_2^2 + q_1 p_1 q_2 p_2 + p_1 q_1 p_2 q_2 \rangle - \langle q_1 \rangle^2 \langle q_2 \rangle^2$$

$$= \langle q_1^2 \rangle \langle q_2^2 \rangle + \langle p_1^2 \rangle \langle p_2^2 \rangle - \langle q_1 \rangle^2 \langle q_2 \rangle^2 - \frac{1}{2},$$

(92)

where we used $[q_2,p_2] = i$ and we assumed the local oscillator has a diagonal covariance matrix, i.e., $\langle \{q_2,p_2\} \rangle = 0$.

In the last equation, we have some extra terms in $\text{Var}(I)$ that contain information about the momentum quadrature. To get rid of them, we prepare the local oscillator in a coherent state with the covariance matrix $\sigma_{\text{LO}} = \mathbf{I}/2$ and with the displacement $d_{\text{LO}} = (\langle q_2 \rangle,0)^T$. We have

$$\text{Var}(I) = \text{Var}(q_1) \langle q_2 \rangle^2 + \frac{1}{2} \left( \langle q_1 \rangle^2 + \langle p_1^2 \rangle - 1 \right),$$

(93)

where we used that $\langle p_1^2 \rangle = 1/2$. Equations (91) and (93) suggest that $\langle I \rangle / \langle q_2 \rangle$ has the same mean value as the position quadrature $q_1$, while its variance is modified by an additional $\frac{1}{2 \langle q_2 \rangle^2} \left( \langle q_1 \rangle^2 + \langle p_1^2 \rangle - 1 \right) = \Delta$. In the limit of $\langle q_2 \rangle^2 \rightarrow \infty$ we can reproduce the quadrature statistics perfectly by using $q_1 = \langle I \rangle / \langle q_2 \rangle$. However, this requires the local oscillator to have infinite energy. Nonetheless, for any situation that $\text{Var}(q_1) \gg \Delta$, we can still have a good approximation—in such a case our estimate for temperature will have a bias that is proportional to $\Delta / \text{Var}(q_1)$. While for local metrology schemes one can correct this bias (since we can exactly calculate it), for global thermometry protocols this is not possible.
### E Additivity of the Gaussian-measured Fisher information in a special case

**Proposition 1.** Let $\sigma(T)$ be a single-mode covariance matrix, and assume that $\sigma = \nu I_2$ and $\partial_T \sigma = \mu I_2$ are both proportional to the identity. Then for all $n$ it holds that

$$
\max_{\sigma_n^g} F^C(\sigma_n^g; \sigma^M) = n \max_{\gamma^M} F^C(\sigma; \gamma^M) = n\mu^2 \max \left\{ \frac{1}{\nu^2}, \frac{2}{(1 + \nu)^2} \right\},
$$

(94)

where the optimization on the left-hand side is over all (multimode) covariance matrices of the measurement $\sigma^M$.

**Proof.** Let $\gamma^M$ be an arbitrary covariance matrix of an $n$-mode Gaussian pure state. Then the spectrum of $\gamma^M$ is well known to be of the form $\kappa_1, \ldots, \kappa_n, \kappa_1^{-1}, \ldots, \kappa_n^{-1}$, where $\kappa_1, \ldots, \kappa_n \geq 1$. Thus,

$$
F^C(\sigma; \gamma^M) = \frac{1}{2} \text{Tr} \left[ \left( (\sigma_\otimes n + \gamma^M)^{-1} (\partial_T \sigma_\otimes n) \right)^2 \right]
$$

$$
= \frac{\mu^2}{2} \text{Tr} \left[ (\nu I_{2n} + \gamma^M)^{-2} \right]
$$

$$
= \frac{\mu^2}{2} \sum_{j=1}^{n} \left( (\nu + \kappa_j)^{-2} + (\nu + \kappa_j^{-1})^{-2} \right).
$$

Hence, maximizing over $\gamma^M$, that is to say, maximizing over all choices of $\kappa_j$ subjected to the above constraints, we obtain that

$$
\max_{\sigma_n^g} F^C(\sigma_n^g; \sigma^M) = \max_{\kappa_1, \ldots, \kappa_n \geq 1} \frac{\mu^2}{2} \sum_{j=1}^{n} \left( (\nu + \kappa_j)^{-2} + (\nu + \kappa_j^{-1})^{-2} \right)
$$

$$
= \frac{\mu^2}{2} \sum_{j=1}^{n} \max_{\kappa_j \geq 1} \left( (\nu + \kappa_j)^{-2} + (\nu + \kappa_j^{-1})^{-2} \right)
$$

$$
= \frac{n\mu^2}{2} \max \left\{ \frac{1}{\nu^2}, \frac{2}{(1 + \nu)^2} \right\}
$$

$$
= n \max_{\gamma^M} F^C(\sigma; \gamma^M).
$$

This establishes the additivity of the Gaussian-measured Fisher information in this special case.

### F Numerical optimisation, and the algorithm

We aim to identify the measurement $CM\sigma^M$ that maximises (36). We are dealing with a nonlinear optimisation problem subject to the positive semi-definiteness criterion $\sigma^M + i\Omega \succeq 0$. We already proved that we should have $\sigma^M = S^M(S^M)^\tau$, with some symplectic transformation satisfying $S^M\Omega(S^M)^\tau = \Omega$. One can find the optimal $S^M$ in MATLAB by using the code at the end of this section. Notice that this algorithm works for arbitrary parameter estimation problem and is not limited to thermometry. One just needs to replace “dsigma” with the derivative of the covariance matrix w.r.t. the parameter to be estimated.

#### F.1 Examples of the simulation

As we mentioned in the main text, our numerical simulations support the conjecture (47). Here, we present two such simulations: (i) a scenario with two modes with different frequencies for different temperatures, and (ii) a scenario with several oscillators, each with a different frequency but for a fixed temperature. As one can see in Fig. 6, in either of these simulations global Gaussian measurements have no advantage over local ones.

```matlab
1 function [CFI, sigma_s] = optim_Gaussian(sigma_modes, dsigma_modes, num_modes)
2 %
3 % sigma_modes is the Cov. Mat. of the system, which has
4 % ‘num_modes’ modes
5 % dsigma_modes is the derivative of sigma_modes w.r.t the parameter
6 % The Symplectic form
```
Figure 6: Testing the conjecture (47). Left—Two harmonic oscillators at frequencies $\omega_1 = 0.5\omega$ and $\omega_2 = \omega$. Right—A scenario with $m$ harmonic oscillators, with frequencies $\omega_m = (0.5 + 0.1m)\omega$, and for the fixed temperature $T = 0.3\omega$. Both panels show no advantage in using the global Gaussian operations. Here we have set $\omega = 1$.

8 Omega = [0 1;-1 0];Omega = kron(eye(num_modes),Omega);
9 %Objective: (minus) the Fisher info.
10 %Here, the measurement CM can be written as sigma^M=SS'T
11 fisher = @(S) -1/2*trace( (dsigma_modes...
12 / (sigma_modes + S*transpose(S)))^2 )
13 %The constraint on S, i.e., it should be symplectic
14 nonlequ = @(S) S*Omega*transpose(S)-Omega;
15 %the [] means we don't have inequalities as constraints.
16 %nonlequ(S) is an equality constraint
17 nonlcon = @(S) deal([],nonlequ(S));
18 %Initial guess for the optimisation variable;
19 %Probably a better guess is the locally optimal measurement
20 S0 = eye(2*num_modes);
21 %fmincon options; change to suite your problem, if needed.
22 %Specifically, 'ConstraintTolerance' should be small enough to guarantee
23 %physicality of the answer.
24 options = optimoptions('fmincon', 'StepTolerance', 1e-3,...
25 'FiniteDifferenceStepSize', 1e-3,'MaxFunctionEvaluations',10^5,...
26 'MaxIterations',10^3,'ConstraintTolerance',1e-15,...
27 'Algorithm','interior-point');
28 problem = createOptimProblem('fmincon','objective',
29 fisher,'x0',S0,'nonlcon',nonlcon,'options',options);
30 ms = MultiStart('FunctionTolerance',2e-4,'UseParallel',true);
31 gs = GlobalSearch(ms,'NumTrialPoints',1e4);
32 [S, fval] = run(gs, problem);
33 %The optimal measurement's Cov. Mat.
34 sigma_s = S*transpose(S);
35 %The Fisher information corresponding to the optimal measurement
36 CFI=fval;
37 end
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