Automated Extraction of Human Settlement Patterns From Historical Topographic Map Series Using Weakly Supervised Convolutional Neural Networks
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ABSTRACT Information extraction from historical maps represents a persistent challenge due to inferior graphical quality and the large data volume of digital map archives, which can hold thousands of digitized map sheets. Traditional map processing techniques typically rely on manually collected templates of the symbol of interest, and thus are not suitable for large-scale information extraction. In order to digitally preserve such large amounts of valuable retrospective geographic information, high levels of automation are required. Herein, we propose an automated machine-learning based framework to extract human settlement symbols, such as buildings and urban areas from historical topographic maps in the absence of training data, employing contemporary geospatial data as ancillary data to guide the collection of training samples. These samples are then used to train a convolutional neural network for semantic image segmentation, allowing for the extraction of human settlement patterns in an analysis-ready geospatial vector data format. We test our method on United States Geological Survey historical topographic maps published between 1893 and 1954. The results are promising, indicating high degrees of completeness in the extracted settlement features (i.e., recall of up to 0.96, F-measure of up to 0.79) and will guide the next steps to provide a fully automated operational approach for large-scale geographic feature extraction from a variety of historical map series. Moreover, the proposed framework provides a robust approach for the recognition of objects which are small in size, generalizable to many kinds of visual documents.

INDEX TERMS Convolutional neural networks, digital humanities, digital preservation, document analysis, geospatial analysis, geospatial artificial intelligence, human settlement patterns, image analysis, weakly supervised learning.

I. INTRODUCTION

Historical maps constitute unique sources of retrospective geographic information. Recently, several archives containing historical map series covering large spatial and temporal extents have been systematically scanned and made available to the public (e.g., [1]–[4]). The spatial-temporal information contained in such archives represents valuable information for a myriad of scientific applications [5]. To provide this geographic information in analysis-ready geospatial data formats, it needs to be unlocked from scanned maps using adequate recognition and extraction techniques that can handle very large volumes and varieties of complex data and provide a high degree of automation. Thus, traditional topographic map processing techniques based on manually created templates of the cartographic symbols of interest cannot be applied for information extraction from such large archives, holding map content of high levels of heterogeneity.
The renaissance of convolutional neural networks (CNNs) and the increasing use of other machine learning methods for recognition tasks in computer vision have catalyzed the application of such frameworks for information extraction tasks in the geospatial sciences [6]. In recent years, CNN-based approaches for object detection, scene classification, and semantic segmentation have been applied to remotely sensed geospatial data and have shown promising results that outperform traditional methods [7]. This indicates the potential of applying CNN-based semantic segmentation methods for information extraction from historical maps as well. However, encoder-decoder CNNs (e.g., [8]–[11]), which perform semantic segmentation at a fine level of spatial granularity (i.e., at the pixel level), require large amounts of pixel-level training data. While in remote sensing applications such pixel-level training labels can be generated efficiently, using ancillary spatial data such as land cover data [12], in the case of historical maps, it is more difficult. Often, spatial offsets between geographic features of interest in the map and the ancillary data are caused by inaccurate georeferencing, map distortions, map design or scale-induced displacements and impede the straight-forward generation of pixel-level training labels by overlaying the georeferenced map with ancillary data directly using their geocoordinates and projection metadata. In such cases, weakly supervised learning can be applied. Weak supervision refers to supervised learning when the granularity of annotations used for training is coarser than the granularity of the predicted annotations [13]. This is typically the case when pixel-level semantic segmentation is desired, but the location of the feature of interest in the training data can only be determined approximately, e.g., within a certain spatial range.

In image processing, weakly supervised learning, for example, consists of the training of a CNN for image classification, i.e., learning image patch level annotations, indicating the presence of the object of interest somewhere within an image patch, and subsequent spatially dense inferences based on sliding windows, allowing for pixel-level labelling, typically of the center pixel in each sliding window. The result is a semantically segmented output image (see [14]–[16] for some examples). Thus, weakly supervised learning potentially allows for pixel-level semantic segmentation, in cases when the location of salient features for training can only be determined approximately, e.g., within a subset or patch of the image. However, such weakly supervised segmentation approaches may result in a loss of spatial detail due to heterogeneous image content and the translation invariance property of CNNs, as previous work has demonstrated [17], [18].

Thus, in order to successfully apply a CNN-based semantic segmentation framework for information extraction from historical maps, such a framework needs to 1) reliably and automatically generate sufficiently large amounts of training data and labels for the recognition of geographic features from historical maps, and 2) allow for the extraction of geographic features at sufficiently fine spatial granularity.

In this paper, we present and evaluate an improved approach for the extraction of human settlement features (i.e., building locations and urban area delineations), using publicly available (i.e., down-sampled), early United States Geological Survey (USGS) historical topographic maps published between 1893 and 1949. The proposed method aims to provide a framework for automated, weakly supervised CNN-based feature extraction from historical maps at fine spatial granularity without the availability of pixel-level training labels. To overcome the absence of training data, the proposed framework employs ancillary spatial data to automatically collect training data. Locational settlement information given in the ancillary data enables to spatially constrain the regions in which objects of interest can be found and allows for automated sampling of a map underlying the ancillary locations by cropping the map image at those locations.

However, potential spatial and temporal offsets between map content and ancillary spatial data may result in collected samples being a) not centered at the object of interest (e.g., at a building symbol), or b) being annotated with an erroneous label (e.g., labelled as “building” where the map does not contain a building symbol). These effects are mitigated by a hierarchical, spatially-stratified random sampling scheme in combination with image processing techniques and feature detection and description methods to obtain reliable training samples centered at the object of interest.

The generated training data consist of small samples of each training map (“map patches”) found in proximity of the ancillary locations, cropped around the objects of interest, and corresponding labels describing their content according to a given classification scheme. We then employ these data to train CNNs commonly used for image classification, which we use for subsequent semantic segmentation in a weakly supervised manner. The previous centering of the training patches to the likely location of the objects of interest reduces the loss of spatial granularity when these weakly supervised CNNs are employed for dense, pixel-level inferences to extract human settlement features at fine spatial resolution. Moreover, the proposed method represents a generalizable strategy for the recognition of small objects from visual documents in general.

II. BACKGROUND
A. MAP PROCESSING
Map processing, a branch of document analysis, focuses on developing methods for the extraction and recognition of information in scanned map documents such as printed engineering drawings, floor plans, cadastral and topographic maps published prior to the era of digital cartography and systematic earth observation. It combines elements of computer vision, pattern recognition, geographic information science, cartography, and geoinformatics. The main goal of map processing is to unlock spatial information from those
(mainly historical) scanned map documents, to provide this information in digital, machine-readable data formats and thus to preserve the data digitally, facilitating their use for analytical purposes [5]. The application of recognition methods to map documents often faces specific challenges compared to traditional document analysis due to low graphical quality and complex, human-made map content (e.g., overlapping cartographic symbols) [19]. Example applications of map processing include the extraction of buildings [20]–[22], residential areas [23], road networks [24] contour lines [25], [26], composite forest symbols [27], text [28] as well as the digitization of cadastral maps [29]. Successful map processing requires georeferencing ([30]–[35]) and the alignment of georeferenced maps and ancillary spatial data ([36], [37], see [5], [38] for detailed overviews). Three recent developments are currently changing the field of map processing: 1) An increasing availability of large amounts of scanned, often georeferenced historical maps [39], 2) advances in computer-vision based information extraction using (deep) machine learning [40], and 3) increasing availability of digital geospatial data [41] that can be used as ancillary data to support symbol sample collection.

B. DIGITAL HISTORICAL MAP ARCHIVES

There is an increased availability of large map collections holding thousands of map documents as digital and georeferenced archives hosted by map agencies including the USGS topographic map archive, holding approximately 200,000 topographic maps published between 1884 and 2006 [1], the Sanborn fire insurance map collection which contains approximately 700,000 sheets of large-scale maps of approximately 12,000 cities and towns within the U.S., Canada, Mexico, and Cuba published since 1867 [2], the United Kingdom topographic map archive (>200,000 maps, dating back to the 1840s [3], or the historical map archive of Switzerland (approximately 52,000 maps dating back to 1844 [4]. Moreover, several digital map collections [23,45] and data infrastructure efforts [42] have been established. Given this vast amount of valuable historical information, there is an urgent demand to preserve map contents through efficient information extraction while reducing or eliminating user interaction.

C. CURRENT TRENDS IN HISTORICAL MAP PROCESSING

Deep-learning-based models such as convolutional neural networks (CNNs) have revolutionized many scientific fields and offer great potential for numerous applications in the geospatial sector, such as map processing [43]. Such efforts include the use of deep learning and data mining for automated map georeferencing [44], [45], for text recognition [46], for the extraction of road intersections [47], or for map archive content exploration [48], [49]. Furthermore, training and benchmark datasets tailored to information extraction from scanned maps or plans have increasingly been made available to the public [49]–[51]. Several contributions propose the use of advanced machine learning for information extraction from map documents including topographic maps [52]–[54], cadastral maps [55], [56] or floor plans [57]. The need for large amounts of training data can be overcome by using crowdsourcing [58] or by employing (contemporary) ancillary spatial data [59]–[64]. For example, the use of building footprint data, cadastral parcel data and other settlement-related geospatial databases has proven useful for the extraction of human settlement features from historical topographic maps [17], [18].

III. DATA

The experiment in this study is based on USGS topographic maps, publicly available through the USGS TopoView web application [6], at a spatial resolution of approximately 5 × 5 m, downsampled from original scans by an approximate factor of 5. More specifically, we choose 18 map sheets of scale 1:62,500, organized in six adjacent map quadrangles covering Greater Albany (NY), and three epochs (1893 -1903, 1927 -1938, and 1949 -1954) including the earliest editions of available USGS topographic maps. Since the Albany region is characterized by relatively early settlements, a high proportion of built-up area can be expected and thus, provides a suitable study area to test extraction methods for early cartographic products. These 18 maps are shown in Figure 1, including respective enlargements for the town of Mechanicville (NY).

The ancillary spatial data used for training data collection are settlement locations (i.e., approximate centroids of built-up cadastral parcels) derived from the ZTRAX (Zillow Transaction and Assessment Dataset) data [65], containing approximately 230,000 settlement locations in the study area in 2016. Moreover, we use a metadata file from USGS [7] to extract quadrangle boundary coordinates for each map sheet and perform subsequent map sheet edge removal by clipping the georeferenced maps to the respective quadrangle boundaries. Moreover, we employ a set of building and urban area outlines manually digitized from selected map sheets (i.e., a total number of approximately 4,700 building outlines and urban area delineations) to validate the semantic segmentation results.

IV. METHOD

The method proposed in this study consists of the following stages: a) spatial data preprocessing and automated training data collection at map patch level for building symbols, urban areas, and non-settlement classes using a hierarchical, spatially stratified random sampling scheme; and b) CNN training and semantic segmentation using weakly supervised...
CNNs. The latter stage is motivated by the absence of a-priori knowledge about the precise location of building symbols, impeding the automated generation of pixel-level training labels. Thus, we train CNNs on map patches for image classification and conduct pixel-level semantic segmentation using the trained CNNs in a weakly supervised manner. Lastly, segmentation results are vectorized. Figure 2 illustrates the proposed framework.

A. SPATIAL DATA PREPROCESSING AND AUTOMATED TRAINING DATA COLLECTION

In USGS topographic maps, human settlement is depicted as black polygons for individual building symbols (Figure 3a), or as dotted areas for dense urban settlements (Figure 3b). Herein, the classification problem consists of separating these two settlement classes from non-settlement map content. As previous work has shown, a main challenge is the separation of individual buildings from other black map content, such as text (Figure 3c), whereas the separation from remaining (i.e., non-black) non-settlement related map content (Figure 3d for an example) is expected to be more straightforward. In our classification problem, black and other non-settlement content are considered two separate negative classes. This separation of non-settlement content facilitates the discrimination between building symbols and other black map content (e.g., text elements), since classification tasks are generally easier to solve if intra-class data variability is low [18]. The examples in Figure 3 illustrate that the recognition of buildings and urban area is expected to be challenging, since, in the case of buildings, the salient features are small in size (approximately 5-10 pixels) compared to other map content, and, in the case of urban areas, the salient features (i.e., composite features consisting of regularly spread red dots) are considered poorly-defined background information. In order to extract large amounts of such training samples automatically, we developed a workflow making use of several commonly used image processing techniques. This workflow uses contemporary settlement locations derived from the ZTRAX ancillary data, assuming a certain degree of coherence between these settlement locations and settlement symbols in the underlying maps, resulting in sufficient spatial proximity between the settlement features from the two datasets.

However, positional and temporal offsets and discrepancies between the two datasets need to be taken into account. These include:

- positional inaccuracy inherent in the topographic map, due to paper distortions, scanner miscalibrations, or cartographic displacements,
- positional inaccuracy introduced during georeferencing of the scanned map,
- positional discrepancies due to the nature of the ancillary settlement locations, representing approximate cadastral...
FIGURE 2. The proposed framework for settlement feature extraction from historical topographic maps. The upper part shows the spatial data preprocessing, the middle part illustrates the hierarchical, spatially stratified random sampling scheme for training data collection and label assignment, and the lower part shows the CNN training and feature extraction stage: (a) Original Cohoes (NY) map at scale 1:62,500 from 1893, (b) map sheet after removing the map collar by clipping to the map quadrangle boundaries, (c) the ancillary spatial data (i.e., ZTRAX settlement locations) in blue and $3 \times 3$ km tiles for spatially stratified random sampling, (d) ancillary settlement locations (blue) and derived non-settlement areas (light red), (e) a positive building candidate patch extracted from the sampling tile shown in (f), (g) randomly sampled negative candidate patches for non-black, and (h) for black non-settlement content, (i) a candidate patch containing urban area, (k) the black layer extracted from the patch shown in (e) including an identified SIFT keypoint and the target patch centered around it, (n) corresponding visualization of the negative black candidate patch shown in (h), and (m) examples of target patches (48 $\times$ 48 pixels) for the four classes used as CNN training data. Note that the method for urban area training data collection (blue box in the center left) is illustrated separately in Figures 6 and 7. Section numbers corresponding to each methodical step are shown in parenthesis.

- parcel locations, partially integrated with address point data, and
- temporal offsets between contemporary ancillary settlement locations from the ZTRAX database and the map content, i.e. contemporary settlements that did not exist when the historical maps were created. The number of locations affected by such temporal offsets is assumed to increase towards early map editions.
FIGURE 3. Exemplary map patches of the four training classes: cropped patches (150 x 150 pixels) from a USGS map at scale 1:62,500 for (a) building symbols, (b) urban area, (c) black non-settlement map content, and (d) other non-settlement map content.

FIGURE 4. Examples of (a) spatial offset, and (b) temporal offset between building locations in historical maps and contemporary settlement locations (blue dots) from the ZTRAX ancillary spatial data.

Figures 4a and 4b show examples of spatial and temporal offsets between map and ancillary spatial data. Due to these discrepancies a sample of the map cropped at a contemporary settlement location may contain a building, may contain urban area, or may contain both, or neither of them. The proposed automated training data collection procedure accounts for these uncertainties using a variety of image processing techniques to keep levels of label noise (i.e., mislabeled training samples) to a minimum.

1) SPATIAL DATA PREPROCESSING
Firstly, the collar of each map sheet used for training data collection is removed. This process is automated based on the previously mentioned quadrangle extent data file, and is realized by clipping the georeferenced map to a generated quadrangle polygon (Figure 2a,b). Then, ancillary settlement locations from the ZTRAX database are retrieved for the map quadrangle extent and a regular sampling grid is generated for each input map to partition the map into spatial bins (i.e., tiles) of $3 \times 3km$. These ancillary data and the sampling grid are shown in Figure 2c. The sampling grid is used for spatially stratified random sampling, as described in the following section. Moreover, the ancillary settlement locations are employed to identify likely non-settled sample areas. To do so, all areas within the map quadrangle farther away than 500m from any ancillary settlement location are selected using a spatial buffering operation, which helps avoiding mislabeling in boundary regions between settled and non-settled areas (Figure 2d).

2) COLLECTING BUILDING AND NON-SETTLEMENT TRAINING DATA
To account for potential discrepancies (i.e., spatial and temporal offsets between ancillary data and map content), the training data collection step is designed as a hierarchical process, involving spatial units of three levels of granularity, which we call: sampling tiles, candidate patches, and target patches. Within each sampling tile, a random subset ($N = 500$) of ancillary settlement locations is selected (Figure 2f, blue points). Such a spatially stratified random sampling scheme (i.e., random sampling within fixed spatial bins) makes it possible to obtain a sample of locations equally representative for all sub-regions covered by the map, accounting for density variations of settlement locations between urban and rural areas. This strategy mitigates the imbalance between urban and rural regions, and thus, increases the training data variability and minimizes the probability of generating duplicate or heavily overlapping samples. For each selected settlement location in each $3 \times 3km$ sampling tile (Figure 2f), the underlying map is cropped within $144 \times 144$ pixels (px) (approximately $750 \times 750m$) centered at the ancillary settlement location (i.e., candidate patch). The large patch size is chosen to capture building symbols even if spatial offsets between map and ancillary data exist. These intermediate patches are called candidate patches since they may not contain a building symbol, if the area was not settled during the map edition year, or if spatial offsets between building symbol and ancillary location are too large. In the exemplary candidate patch in Figure 2e, a building symbol is captured with a slight offset with respect to the ancillary settlement location. Whether a candidate patch contains a building or not, is determined using the following procedure:

First, a color-space segmentation of the candidate patches is carried out using k-means clustering with $k = 5$ in the RGB space. While historical USGS topographic maps were initially printed in three colors and later using five colors [66], the texture of the paper and the chosen bit depth during the scanning process artificially increase color complexity in
the scanned document. Thus, color reduction decreases the complexity of the scanned image without losing important information. Since building symbols are expected to be black, the cluster with the centroid closest to \((0,0,0)\) in RGB space (i.e., the “darkest” cluster) is considered the black layer, if \(R < 80 \cap G < 80 \cap B < 80\). Subsequently, the black layer is tested for the presence of dark blobs, potentially representing building symbols. This is done by searching for maxima in the Difference-of-Gaussian scale space (i.e., Scale-Invariant Feature Transform - SIFT keypoint detection, [67]). It has been shown that SIFT keypoints reliably detect dark blobs such as building symbols [17], [18]. If multiple keypoints are detected, only one of them is randomly selected and retained. If such a keypoint is found, a small patch \((48 \times 48\) pixels, approximately \(250 \times 250\)m) is cropped, centered around the keypoint location (see Figure 2k,m). This is the target patch, and its training label is “building”.

To create non-settlement training samples, the map is cropped at random locations within the non-settled areas (Figure 2d). These map patches are called negative sample candidates (Figure 2g,h). To determine whether these patches contain black or other non-settlement related map content, the patches are processed in analogy to the building candidate patches (i.e., color reduction, black layer extraction, SIFT keypoint detection). If no keypoint is found, a target patch is cropped at a random location within the candidate patch, and the target patch is labelled “other non-settlement map content” (Figure 2g,m), otherwise, if a keypoint is found on the black layer, a target patch is cropped at the keypoint location, and the target patch is annotated “negative black” (Figure 2h,m,n). In latter case, the eight patches adjacent to the respective candidate patch are examined for salient negative black content as well, assuming that larger text elements typically extend over multiple candidate patches. Concluding, this unsupervised procedure yields annotated training data of building symbols and the two negative classes, with buildings and negative black map content geometrically centered in the map patches.

3) COLLECTING URBAN AREA TRAINING DATA
Starting from approximately 1950, the USGS depicts densely built-up urban areas using a uniform texture-based signature rather than individual residential buildings or building blocks [68] (see Figure 5 for some examples from different time periods and map scales).

The textural characteristics of map patches containing urban area are expected to differ significantly from non-urban areas (cf. Figure 3). Thus, in order to identify samples representing urban areas from the pool of positive candidate patches (i.e., all candidate patches potentially containing either building symbols or urban area), we apply an unsupervised texture-based classification method to the positive candidate patches, involving texture descriptors based on the local binary patterns (LBP) method [69]. LBP makes use of differences in grey values between a center pixel and its neighbors within a convolving structural element. Signs of the differences to the neighboring pixels are encoded as 0 and 1 and are used to form the binary representation of a number, which is assigned to the center pixel, to generate an LBP surface (see Figure 6, middle row for some examples). It is common practice to use the histogram of the LBP surface as a texture descriptor (Figure 6 bottom row). Thus, the LBP histogram is expected to hold high degrees of discriminatory power with respect to the urban symbols, as can be seen in the histogram of the urban area example (Figure 6a) showing higher frequencies for low LBP values than the other examples.

Figure 7 illustrates the method to extract urban area training samples. For each candidate patch cropped around ancillary settlement locations (blue dots in Figure 7a) and converted to a grayscale image, the LBP histogram is computed (number of histogram bins = 10). This allows to locate each candidate patch in a 10-dimensional LBP space, visualized in two dimensions for a subsample of candidate patches in Figure 7b using t-distributed stochastic neighbor embedding (t-SNE, [70]). T-SNE is a non-linear dimensionality reduction method, allowing for mapping and visualizing high-dimensional data in a low-dimensional space, while the proximity between nearby data points in the mapped space reflects their similarity in the original space. To separate patches containing urban area from non-urban area, the positive candidate patches are grouped into clusters using k-means clustering in the LBP space. We choose \(k = 3\) to account for three textural types occurring in the maps, or for
edge effects caused by patches of mixed textural characteristics sampled at the edges of urban areas. In order to identify the cluster of patches likely to contain urban areas, we compute an average spatial autocorrelation measure across the patches assigned to each cluster.

Spatial autocorrelation is a fundamental concept in geospatial analysis to quantify the similarity between nearby objects in geographic space [71]. While nearby objects exhibiting high levels of similarity are considered positively spatially autocorrelated, a regularly spread grid of dots representing urban areas (Figure 5) is expected to yield negative spatial autocorrelation or at least low degrees of positive spatial autocorrelation, i.e., neighboring pixels have statistically significant differences in gray values. Thus, the average Moran’s I (a common spatial autocorrelation measure, [72]) is computed over all patches per cluster, and the cluster of lowest average Moran’s I (i.e., the cluster of lowest spatial autocorrelation) is assumed to contain the urban areas, as demonstrated by the Moran’s I values reported for the examples in Figure 6 and shown in Figure 7d. Based on this method, we identify candidate patches that are likely to contain urban area (i.e., the patches contained in the cluster of lowest average spatial autocorrelation, cluster 3 in Figure 7c). This method is integrated into the main training data collection process, as illustrated in Figure 2i, showing an exemplary urban candidate patch. Within those urban candidate patches, the urban target patches are cropped at random locations, labelled as “urban area” and added to the pool of training samples (Figure 2i,m).

B. CNN TRAINING, SEMANTIC SEGMENTATION AND FEATURE EXTRACTION

We conduct training data augmentation by rotating and flipping the generated training images in all possible and meaningful combinations of rotations and directions and adding these variants to the pool of training data in order to increase the number of training samples and their variability which is expected to improve the generalizability of the trained CNNs. Underrepresented classes (i.e., classes which are represented by fewer training samples than the class with the highest number of training samples) are randomly oversampled to achieve balanced training samples.
FIGURE 7. The automated workflow to collect urban area training data. (a) Example map overlaid with ancillary settlement locations, (b) illustration of extracted candidate patches potentially containing urban areas, (c) k-means clusters of the candidate patches in LBP space, and (d) corresponding Moran’s I spatial autocorrelation measure for each patch. Figures (b)-(d) are transformed from the original 10-dimensional LBP space into a two-dimensional space using t-SNE. The grey ellipse in (b)-(d) indicates the cluster of lowest average spatial autocorrelation and the respective urban area training samples.

1) CNN TRAINING FOR MAP PATCH CLASSIFICATION

The automatically generated pool of training data for the four classes (i.e., urban areas, buildings, black and other non-settlement content) consists of the extracted target patches and their associated patch-level annotations. Based on these training data, we train CNNs commonly used for image classification (see Section V for details).

2) SEMANTIC SEGMENTATION

We use a CNN trained for image classification to perform pixel-level semantic segmentation in a weakly supervised manner, since the spatial and temporal offsets between map symbols and ancillary spatial data impede the generation of pixel-level training data and thus, hinder an end-to-end feature extraction using fully connected neural networks. Instead, we perform semantic segmentation by cropping patches of the map to be segmented around each pixel using a sliding window, predicting the label of the patch using the trained CNN, and assigning the predicted label to the center pixel of the sliding window (see Figure 2, bottom row). In this step, the labels of the two negative classes (i.e., black and other non-settlement content) are merged. Moreover, the georeference information of the input map is automatically transferred to the segmentation output raster dataset in order to generate a georeferenced segmentation result.

3) FEATURE EXTRACTION

Lastly, the resulting raster dataset containing the segmentation result is vectorized, i.e., generating vector-based polygon objects for contiguous groups of pixels of the building class, and the urban area class, respectively. The extracted polygon objects can then be used in an analytical environment, such as in a Geographic Information System (GIS).

V. EXPERIMENT AND RESULTS

From the multi-temporal set of historical USGS topographic maps from 1893 to 1954 for Greater Albany (NY), USA (see Figure 1) we automatically generate training data at two different target patch sizes i.e. 48 × 48 pixels (approximately 250 × 250m) and 96 × 96 pixels (approximately 500 × 500m). We choose these two patch sizes to evaluate the CNN classification performance for different levels of spatial context given in the training samples. Based on the automated training data collection procedure (Section IV.A), over 130,000 labelled images are generated.
of size $48 \times 48$ px, and over 120,000 labelled images of size $96 \times 96$ px, respectively, both at a map scale 1:62,500. We test and evaluate the proposed method in a variety of ways: 1) We visually assess the automatically generated training data (see Section V.A). 2) We design a set of image classification scenarios using several CNN architectures and input data dimensions, and evaluate them by holding back training data for testing (see Section V.B). 3) We use large amounts of manually digitized building outlines and urban areas from a set of validation maps to be employed as external validation data (see Section V.C). For the two best-performing CNNs, we conduct semantic segmentation of the validation maps, as described in Section IV.B, and use Receiver-Operator-Characteristic (ROC, [73]) diagnostics to assess the suitability of these two CNNs for semantic segmentation of each validation map, and 4) for the CNN yielding best Area-under-the-curve (AUC, [74]) values, we compute a variety of accuracy measures to evaluate the segmentation results across the validation maps using pixel-based and object-based map comparison techniques (see Section V.C). For this experiment, spatial data processing is done in Python, mainly using GDAL/OGR8 and ESRI ArcPy9 geoprocessing python packages. Training data collection is implemented using GDAL/OGR and OpenCV10. CNN training and subsequent inferences are implemented and conducted using Keras11 on an AWS EC212 instance of type g2.8xlarge (4 NVIDIA GRID GPUs, 32 vCPUs, 60 GB of memory).

A. VISUAL TRAINING DATA INSPECTION

The proposed automated training data collection method is unsupervised, and potentially prone to mislabeled training samples due to the mentioned spatial and temporal offsets between maps and ancillary spatial data (Figure 4), as well as due to heterogeneous map content within an extracted candidate patch. Hence, we use a visual inspection method (see [48] for details), arranging the training patches in a two-dimensional space based on color moments derived from the color histogram [75] and t-SNE. These visualizations and respective enlargements for each class (Figure 8) indicate high levels of precision, i.e., small proportions of mislabeled training samples. As Figure 8a suggests, most samples labelled as building are of high quality, i.e., show a building object at the patch center, which is a result of the previously described SIFT keypoint centering. While some false positives (i.e., text elements labeled as buildings) occur, almost no building symbols are mislabeled as “negative black”. However, the texture-based clustering employed to generate the urban class samples falsely labels some patches containing bathymetry lines as urban (Figure 8b). This could be an edge effect (i.e., rivers crossing urban cores), or due to the characteristics of dense bathymetry lines, yielding textural descriptors similar to the urban textural signature, and low levels of spatial autocorrelation.

B. CNN-BASED MAP PATCH CLASSIFICATION

Based on the generated training data (i.e., map patches and corresponding labels describing their content) we test and evaluate the performance of three commonly used CNN architectures, separately for the image classification task and the segmentation task. These three CNNs include the classical LeNet model with 2 convolutional, 2 pooling, and 2 fully connected layers that has shown good performance on simple image recognition tasks [76], AlexNet, consisting of 5 convolutional layers, 3 pooling layers, and 3 fully connected layers [77], and VGGNet-16, consisting of 13 convolutional, 5 pooling, and 3 fully connected layers [78]. To prevent overfitting in case of the deeper CNNs (i.e., AlexNet and VGGNet-16), we used dropout regularization with a rate of 40%. We include LeNet to test the performance of shallow CNNs for the given classification task. The chosen CNN architectures are illustrated in the Appendix. Besides evaluating the different CNN architectures against each other, we use two input sizes ($48 \times 48$ px and $96 \times 96$ px), testing for effects based on different levels of content heterogeneity and spatial context. For the shallower CNNs (LeNet and AlexNet), the training data are provided as RGB color images and as grayscale images, to test for potential effects on classification accuracy. We do this since it can be assumed that the salient features allowing for discriminating between buildings, urban areas, and other map content, are mostly shape and texture based, and likely independent from color information. However, for VGGNet-16, only color input is used, as grayscale images are expected to provide insufficient support to train the 138 million parameters used in VGGNet-16. We train all CNNs from scratch, i.e., using a random weights initialization rather than using pre-trained weights. Table 1 summarizes the experiment configuration used in this paper.

For training and evaluation of the CNN-based patch classification, the input patches are split into 80% training patches and 20% test patches in order to evaluate the internal classification accuracies as shown in Table 2, revealing some interesting details for the different CNN configurations.

Generally, most configurations yield high classification accuracies (average F-measures $>0.8$). As expected, the shallow LeNet achieves lowest accuracy levels (F-measure $= 0.72$ for the large input size and using color images), indicating that the classification problem is too complex to be modelled by LeNet. Most CNNs yield higher classification accuracies for the configurations using large input sizes (i.e., $96 \times 96$ px) compared to the small ones. While with increasing input patch size the heterogeneity in map content is expected to increase and thus, constitutes a more challenging classification task, it is likely that due to the chosen sampling scheme, which includes oversampling of underrepresented classes, the risk of overfitting may be higher, despite the dropout regularization used. Comparing the effects of using RGB input data versus greyscale data,

8 https://pcjericks.github.io/py-gdal-ogr-cookbook
9 https://pro.arcgis.com/en/pro-app/arcpy
10 https://docs.opencv.org/master/d0/de3/tutorial_py_intro.html
11 https://keras.io
12 https://aws.amazon.com/de/ec2
it is notable that in the case of $48 \times 48$px input data, AlexNet performs very differently on the classification of urban area: while it underestimates urban area using grayscale data, it tends to overestimate urban area using color images. This is possibly due to overfitting when using grayscale data. When averaging the results across the two input sizes, VGGNet-16 outperforms the other configurations using color input data. When the results are further averaged across the grayscale-color configurations, VGGNet-16 outperforms AlexNet slightly, in average, which can be explained by deeper architecture and thus, higher learning ability.

C. SEMANTIC SEGMENTATION

In the following, we evaluate the segmentation results for VGGNet-16 only, which achieves the highest accuracy levels for the image classification, averaged across the
TABLE 1. Experiment configuration for CNN-based map patch classification.

| CNN architecture | Training samples | Sample maps | input images | input size [px] | Training epochs | Learning rate |
|------------------|------------------|-------------|--------------|-----------------|----------------|--------------|
| AlexNet          | 130k             | 18          | color        | 48 x 48         | 10             | 1 x 10^-6    |
| LeNet            | 130k             | 18          | color        | 48 x 48         | 10             | 1 x 10^-6    |
| VGGNet16         | 130k             | 18          | color        | 48 x 48         | 3              | 1 x 10^-6    |
| AlexNet          | 130k             | 18          | grayscale    | 48 x 48         | 10             | 1 x 10^-5    |
| LeNet            | 130k             | 18          | grayscale    | 48 x 48         | 10             | 1 x 10^-5    |
| AlexNet          | 120k             | 18          | color        | 96 x 96         | 10             | 1 x 10^-5    |
| LeNet            | 120k             | 18          | color        | 96 x 96         | 20             | 1 x 10^-6    |
| VGGNet16         | 120k             | 18          | color        | 96 x 96         | 5              | 1 x 10^-6    |
| AlexNet          | 120k             | 18          | grayscale    | 96 x 96         | 10             | 1 x 10^-5    |
| LeNet            | 120k             | 18          | grayscale    | 96 x 96         | 10             | 1 x 10^-6    |

TABLE 2. Patch-based classification results for the CNN configurations used in this experiment.

| CNN architecture | input images | input size | Overall accuracy | Average F-measure | Precision (Building) | Recall (Building) | Precision (Urban) | Recall (Urban) |
|------------------|--------------|------------|------------------|-------------------|----------------------|-------------------|------------------|----------------|
| AlexNet          | color        | 48 x 48    | 0.81             | 0.81              | 0.93                 | 0.84              | 0.67             | 0.93           |
| LeNet            | color        | 48 x 48    | 0.79             | 0.79              | 0.82                 | 0.87              | 0.82             | 0.83           |
| VGGNet16         | color        | 48 x 48    | 0.90             | 0.90              | 0.87                 | 0.97              | 0.88             | 0.89           |
| AlexNet          | grayscale    | 48 x 48    | 0.87             | 0.87              | 0.86                 | 0.92              | 1.00             | 0.79           |
| LeNet            | grayscale    | 48 x 48    | 0.78             | 0.77              | 0.81                 | 0.87              | 0.78             | 0.74           |
| AlexNet          | color        | 96 x 96    | 0.97             | 0.97              | 0.95                 | 0.99              | 1.00             | 0.99           |
| LeNet            | color        | 96 x 96    | 0.72             | 0.72              | 0.80                 | 0.82              | 0.74             | 0.78           |
| VGGNet16         | color        | 96 x 96    | 0.95             | 0.95              | 0.97                 | 0.97              | 0.99             | 0.94           |
| AlexNet          | grayscale    | 96 x 96    | 0.96             | 0.96              | 0.95                 | 0.98              | 0.99             | 0.99           |
| LeNet            | grayscale    | 96 x 96    | 0.82             | 0.82              | 0.88                 | 0.91              | 0.85             | 0.79           |
| AlexNet          | color        | average    | 0.89             | 0.89              | 0.94                 | 0.92              | 0.84             | 0.96           |
| LeNet            | color        | average    | 0.76             | 0.76              | 0.81                 | 0.85              | 0.78             | 0.81           |
| VGGNet16         | color        | average    | 0.92             | 0.92              | 0.92                 | 0.97              | 0.94             | 0.92           |
| AlexNet          | grayscale    | average    | 0.92             | 0.92              | 0.91                 | 0.95              | 1.00             | 0.89           |
| LeNet            | grayscale    | average    | 0.80             | 0.80              | 0.85                 | 0.89              | 0.82             | 0.77           |
| LeNet            | average      | average    | 0.78             | 0.78              | 0.83                 | 0.87              | 0.80             | 0.79           |
| AlexNet          | average      | average    | 0.90             | 0.90              | 0.92                 | 0.93              | 0.92             | 0.93           |
| VGGNet16         | color        | average    | 0.92             | 0.93              | 0.92                 | 0.97              | 0.94             | 0.92           |

tested scenarios. To assess the performance of the pixel-wise semantic segmentation based on the weakly supervised (i.e., patch-level trained) CNN, we define three test cases (i.e., maps and study areas). These test cases include:

- A multi-temporal test case, using two maps (i.e., from 1893 and 1949) in a peri-urban environment near Cohoes (NY), see Figure 9a,b,
- an urban test case, using a map covering Troy (NY) from the year 1949 (Figure 9c), and
- a test case on an unseen map (i.e., a map not used for training data collection) of East San José (CA) from 1893 (Figure 9d).

We carried out dense pixel-wise inferences for the two trained VGGNet-16 models, which showed best overall performance in the patch-based classification scenarios. Since dense inferences are computationally intensive, we chose a stride of 2, resulting in probability surfaces of a spatial resolution of approximately 10m. Based on the results of previous experiments [17], [18] the detection sensitivity for buildings can be considered as crucial herein, while we expect the extraction of urban area to be less challenging. We evaluate the sensitivity of VGGNet-16 in detecting building symbols for each of the four test maps using ROC plots, based on the manually digitized validation features as categorical variable and the underlying pixel-wise building class probabilities as continuous variable to which a range of discrimination thresholds is applied.

These ROC plots are shown separately for VGGNet-16 based on 48 x 48px input (Figure 10a) and 96 x 96px input (Figure 10b), respectively. These plots show a clear trend, indicating higher degrees of receptiveness for VGGNet-16 trained on small input images, resulting in an average AUC across the four test maps of 0.85, as compared to 0.73 for the large input image configurations. This supports the observation of possible overfitting of the 96 x 96px input data configurations, possibly due to a smaller amount of originally collected training samples, resulting in lower degrees of complexity in the data, alongside with less representative training data, in particular for underrepresented classes.
Thus, we evaluate the semantic segmentation performance of VGGNet-16 trained on $48 \times 48$ input images in more detail for the three study areas. We measure the performance in two ways: Firstly, we carry out a pixel-wise map comparison between the validation data and the hard classification resulting from the CNN class probability surfaces. Secondly, we perform object-based validation, in order to account for the different levels of spatial granularity in validation data and segmentation results based on the weakly supervised CNN. Figure 11 illustrates this problem and highlights three building groups of different levels of spatial granularity loss.

Thus, besides assessing the pixel-wise agreement between segmentation results and validation data, we generate polygonal vector objects from both datasets based on contiguous patches of the target class using raster vectorization. The vectorization of the segmentation results represents the last step in the proposed processing chain (cf. Figure 2), i.e., the generation of analysis-ready geospatial, polygonal vector data. Spatial intersections of polygonal objects from the predicted and the validation dataset are considered correctly classified regardless the actual number of overlapping pixels. Note that object-based validation is not carried out for the urban areas, since due to their large size, the coarser-grained segmentation results do not affect the pixel-based accuracy measures as much as they do in case of the building objects, which often cover only a few pixels. Table 3 shows the accuracy measures for the four maps and the two validation methods.

The pixel-based validation shows relatively low accuracies for all study areas. Comparing the building class performance to previous experiments ([18], precision of 0.07 and recall of 0.78) remarkable increases in precision are observed (average pixel-based building precision of 0.29), indicating that the centering of the building samples around the SIFT
keypoint reduced effects of translation invariance with respect to buildings, and thus, results in an increase of segmentation granularity, which is a desired effect in this case. Looking at the multi-temporal test case (Figure 12, Cohoes 1895 and 1949 maps) we observe a notable increase in precision and recall of the building class over time. Both maps show good separation between buildings and other black map content such as text. As can be seen in Figure 12c and d, a considerable amount of large buildings are not detected in the 1893 map, but are detected in the 1949 map, likely an effect of increased graphical quality. This effect is also clearly visible when looking at the object-based validation results, where the accuracy measures increase considerably.

The performance of urban area extraction shows a different picture (Figure 13a-d). The recognition of the urban texture seems more challenging than expected, resulting in high
FIGURE 13. Top row: accuracy assessment for the Troy (NY) study area: (a) VGGNet-16 urban area probability surface, (b) building probability surface, (c) corresponding semantic segmentation result, and (d) validation data. Bottom row: Evaluation of VGGNet-16 on a completely unseen map in San José (CA): (e) Building probability surface, (f) black non-settlement content probability surface, (g) corresponding semantic segmentation result, and (h) validation data.

TABLE 3. Pixel-based and object-based validation results.

| Site    | Cohoes (NY) | Cohoes (NY) | Troy (NY) | Troy (NY) | San José (CA) |
|---------|-------------|-------------|-----------|-----------|---------------|
| Year    | 1893        | 1949        | 1949      | 1949      | 1897          |
| Class   | building    | building    | building  | urban     | building      |

|                  | Cohoes (NY) | Cohoes (NY) | Troy (NY) | Troy (NY) | San José (CA) |
|------------------|-------------|-------------|-----------|-----------|---------------|
|                  | 0.20        | 0.38        | 0.18      | 0.50      | 0.43          |
| Pixel-based validation |             |             |           |           |               |
| Precision         | 0.15        | 0.53        | 0.39      | 0.95      | 0.40          |
| Recall            | 0.18        | 0.44        | 0.25      | 0.66      | 0.42          |
| F-measure         | 0.96        | 0.92        | 0.80      | 0.80      | 0.97          |
| Overall accuracy  | 0.15        | 0.40        | 0.50      | 0.50      | 0.40          |
| Kappa             |             |             |           |           |               |
|                    | 0.31        | 0.53        | 0.23      | -         | 0.67          |
| Object-based validation |         |             |           |           |               |
| Precision         | 0.71        | 0.97        | 0.97      | -         | 0.96          |
| Recall            | 0.44        | 0.68        | 0.37      | -         | 0.79          |
| IoU               | 0.28        | 0.52        | 0.23      | -         | 0.65          |

recall values, but lower levels of precision, which may be related to the noise in the training samples in the urban class (cf. Figure 8). Also in this test case, large building blocks are not very well detected. Lastly, we evaluate the performance of the trained VGGNet-16 on the unseen map from San José (CA). Interestingly, building accuracy measures are highest for this map (precision of 0.67 and recall of 0.96 for the object-based validation), indicating remarkable levels of model generalizability. Worth noting is the linear feature in the eastern part of the map misclassified as building (Figure 13g), which represents a brown contour line. We do not observe such misclassifications in large quantity in the Troy and Cohoes maps, possibly indicating that VGGNet-16 has not learned how to classify straight contour lines, since the Albany sampling region is characterized by rather hilly terrain and thus, by more complex contour line geometry.

VI. DISCUSSION AND CONCLUSION

In this study, we described and evaluated a largely automated process chain for information extraction from historical topographic map series using novel training data sampling approaches and deep learning. The application of this
framework to the case of human settlement feature extraction achieved promising results given that a priori no training data was available. The use of ancillary spatial data in a hierarchical, spatially stratified sampling scheme has proven to be an effective and efficient way to generate large amounts of training data automatically, exhibiting low levels of label noise. The results of the conducted extraction experiment show a two-fold picture: while high recall values for the building class were achieved, precision is relatively low, partially due to the weak supervision and resulting spatial inflation of segmentation results.

Additionally, we observed a trend of increasing accuracy over time in the multi-temporal experiment (Figure 12). Such difference in performance could be due to inferior graphical quality of older maps, but also a consequence of increasing temporal discrepancies between contemporary ancillary data and the map data, possibly yielding higher levels of label noise in the training data sampled from older maps. At the same time, we observed increasing precision for the building class in the segmentation results as compared to previous experiments [17], [18], [79], confirming that the centering of building training samples applied herein reduces translation-invariance induced decreases in spatial granularity.

While we observed promising extraction results for small, individual building objects, the proposed method did not perform as expected on large buildings or building blocks. Thus, the training data sampling procedure needs to be improved in order to account for these variations in building symbol size, possibly by considering small buildings, large buildings and building blocks as separate classes. Additionally, a terrain-adaptive training data sampling scheme could be developed and tested, to create representative training data for a wide range of terrain-related features such as contour lines or streams. Furthermore, we will test the combination of weakly supervised semantic segmentation with spatial refinement methods such as superpixel-based methods (i.e., unsupervised color-based segmentation of target maps and estimation of the semantics of each segment using a trained CNN, e.g., [26], [80]) which are expected to further improve classification accuracy.

We will revise the sampling scheme for large training patches (i.e., the 96×96px data) in order to create more representative training data to prevent overfitting, and, ultimately, test a scale-adaptive ensemble CNN approach. Measures to prevent overfitting will also involve fine-tuning the CNN architecture and training setup by systematically modifying regularization techniques, early-stopping techniques or using different dropout ratios. Additionally, we will implement and test a combined extraction method for different kinds of geographic features and map elements (e.g., text elements). Such a multi-class problem could potentially further improve the precision values for building features achieved in these experiments. In such a case, multi-class training data could potentially be generated in an unsupervised manner using an ensemble of different descriptors, besides SIFT and LBP which we employed herein.

In future work, the outputs of spatially refined multi-class semantic segmentation could be used as pixel-level training data for encoder-decoder CNN architectures in order to perform fully supervised semantic segmentation. The manually digitized pixel-level validation data could also be employed to train an encoder-decoder CNN. In addition to that, the observed trends of increasing extraction accuracy over time will be exploited for explicit, sequential multi-temporal modelling, if the change direction of the process of interest is known (i.e., settlements are expected to grow over time),

![FIGURE 14. The CNN layers and their characteristics in LeNet, AlexNet, and VGGNet-16.](image-url)
by sequential processing of temporal stacks of maps chronologically backwards and deriving spatial constraints based on contemporary data (cf. [81], [82]). Such approaches make use of the assumption that spatial and semantic discrepancies between map content and ancillary data are a function of the temporal gap between these datasets, and thus, less prevalent if this temporal gap is small. Hence, sequential retrospective extraction of geographic features starting from the most recent available data could potentially increase the reliability of extracted information and mitigate some of the shortcomings of the presented approaches when applied to earlier maps. Finally, we will test the generalizability of such an approach to other map series. In particular, we will examine the applicability of the presented method for the texture-based training data collection of urban areas on other poorly defined cartographic elements, i.e., composite elements of vaguely defined areal extent, such as forests or swamps.

Lastly, it should be mentioned that we exemplarily applied the proposed framework to human settlement features and historical maps, however, the main concept, which includes the use of contemporary, and possibly publicly available ancillary spatial data for automated training data collection can be transferred to other geographic features of interest, and to other geospatial data sources, such as remote sensing data. The proposed method represents a novel and generalizable strategy for the recognition of small objects in complex visual training data, in cases when only approximate and uncertain a-priori locational information is available to generate graphical examples of the features of interest.

**APPENDIX**

**CNN ARCHITECTURES USED IN THIS WORK**

See Figure 14.
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