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In the long developmental process, China’s agriculture has transformed from organic agriculture to inorganic agriculture. New technologies have made the modernization of agriculture possible. However, most older people who are engaged in agriculture may not completely understand the modernization of agriculture. Based on the limitations of traditional image target detection methods, a deep learning-based pest target detection and recognition method is proposed from a blockchain perspective, to analyze and research agricultural data supervision and governance and explore the effectiveness of deep learning methods in crop pest detection and recognition. The comparative analysis demonstrates that the average precision (AP) of GA-CPN-LAR (global activation-characteristic pyramid network-local activation region) increases by 4.2% compared with other methods. Whether under the Inception or ResNet-50 backbone networks, the AP of GA-CPN-LAR is significantly better than other methods. Compared with the ResNet-50 backbone network, GA-CPN-LAR has higher accuracy and recall rates under Inception. Precision-recall curve measurement shows that the proposed method can significantly reduce the false detection rate and missed detection rate. The GA-CPN-LAR model proposed here has a higher AP value on the MPD dataset than the other target detection methods, which can be increased by 4.2%. Besides, the accuracy and recall of the GA-CPN-LAR method corresponding to two representative pests under the initial feature extractor are higher than the MPD dataset baseline. In addition, the research results of the MPD dataset and AgriPest dataset also show that the pest target detection method based on convolutional neural networks (CNNs) has a good presentation effect and can significantly reduce false detection and missed detection. Moreover, the pest regulation based on blockchain and deep learning comprehensively considers global and local feature extraction and pattern recognition, which positively impacts the conscientization of agricultural data processing and promotes the sustainable development of rural areas.

1. Introduction

In the long-term development process, Chinese agriculture has transformed from organic agriculture to inorganic agriculture. New technologies make it possible to modernize agriculture. However, most older adults working in agriculture may not fully understand the modernization of agriculture. Currently, there are fewer Internet services for agricultural technology and agricultural knowledge. The breadth of geography makes it difficult to achieve the target technology. Therefore, it is very urgent to analyze and study agricultural modernization from the perspective of information technology. Agriculture should develop in the direction of science and intelligence, which is also crucial for the development of smart agriculture [1, 2]. In addition, in recent years, blockchain technology has developed rapidly, which is one of the ten typical technology applications of the Internet. The blockchain is a digital record updated and distributed in chronological order with encryption protection. Compared with a linear blockchain, the blockchain stores information in each block, connects them to each other, and shares the entire network among all participants.
2. Methods

2.1. The Blockchain Technology. It is an intelligent peer-to-peer network. Blockchain can identify and disseminate information through distributed databases [9, 10]. The blockchain ecosystem is developed based on Bitcoin. With the continuous improvement and optimization of algorithms, blockchain has been gradually integrated with different industries. The formation of scalable smart contracts in this process makes the integration of the sharing economy possible, and industrialization can be accomplished. Smart contracts are one of the key elements for mainstream blockchain platforms. This is actually a computer program based on which information can be processed and stored. According to its definition, the blockchain consists of data blocks, and different data blocks correspond to different network transaction information. These blocks can verify the validity of the data information, from which the next block is generated [11]. In general, blockchain is a distributed accounting method under decentralization. Its principal function is to enable different objects participating in it to establish technical trust. The development and maturity of this technology have attracted many parties. The application of this technology in the agricultural field is also very concerned [12]. In essence, blockchain is a value transfer trust protocol and a database under decentralization. This feature of decentralization also makes the technology very secure. Based on the background of agricultural modernization, blockchain is introduced to construct the rural intelligent data supervision and government platform considering that data supervision is important for the intellectual development of agriculture.

In addition, the application of blockchain technology to the sustainable development of rural areas has many advantages, as shown in Figure 2.

It can be found from Figure 2 that the advantages of blockchain technology in the sustainable development of rural areas are mainly reflected in four aspects: decentralization, openness, independence, and security. Decentralization means that blockchain technology does not rely on additional third-party rural management agencies or hardware facilities, and there is no central control. Except for the self-contained blockchain itself, each node realizes information self-verification, delivery, and management through distributed accounting and storage. In addition to the encrypted private information of transaction parties, the blockchain’s data are open to all local people in rural areas. Anyone can query the blockchain data and develop related applications through the open interface, so the information of the entire rural system is highly transparent. Independence means that the entire blockchain system does not rely on other third parties, and all nodes can automatically and securely verify and exchange data within the system without any human intervention. Security indicates that attackers cannot arbitrarily manipulate and modify the network data as long as they cannot control 51% of all data nodes, which makes the blockchain safe and avoids artificial data changes in rural areas.

Figure 3 reveals the operating principle of blockchain technology.
Among the components of the deep learning method, convolutional neural network (CNN) is a type of feedforward neural network. It applies to the processing of data formed by a grid structure [15, 16]. In image processing, CNN can extract and process data features. The core structure of CNN includes the convolutional layer, the pooling layer, the normalization layer, and the fully connected layer. Among them, the convolutional layer is a unique component of CNN [17], and its operational implementation can be expressed as follows:

\[ y(t) = \int x(a)k(t - a)da, \]  

(1)

where \( x \) represents the input vector, \( k \) represents the convolution kernel, and \( t \) represents different moments of the corresponding convolution operation. Among the convolutional layers, the convolution kernel is the most critical component, and the output corresponding to the convolution can be obtained by the convolution kernel through uniform sliding at the moment of dimension. Convolution operations involving multiple dimensions can be expressed as:

\[ Y(i, j) = \sum_{m} \sum_{n} X(m, n)K(i - m, j - n), \]

(2)

where \( X \) represents the two-dimensional input matrix, and \( K \) represents the two-dimensional convolution kernel. The convolutional layer in CNN can reduce the calculation parameters and the amount of calculation significantly.

The major function of the pooling layer is to reduce the dimensionality of the feature map, which can reduce the number of parameters and retain the initial feature information of the image to the greatest extent as well [18]. The convolution operation is a linear operation method with limitations in processing and expressing nonlinear data. Hence, a nonlinear activation function is introduced into the CNN structure to achieve the nonlinear modeling of neural networks [19]. In addition, this activation function can also filter redundant information so that the data features can be retained. The essence of the normalization layer in CNN is the zero-average processing for the convolutional layer structure in the neural network. For images, it is the normalization processing operation for each channel. The nonlinearity of the corresponding data can be reduced.
normalization. During network training, the overall direction of network learning is determined by the loss function, and the correctness of the training process is also inseparable from the loss function. The excellent performance of CNN in many fields is due to these special network composition structures.

CNN has an excellent performance in feature extraction. In the deep learning field, there have been many CNN-based target detection algorithms. In recent years, target detection technology has developed rapidly. However, in the agricultural field, the recognition and detection of crop pests have not yet achieved practical deep learning applications. Traditional pest recognition methods mainly depend on the manual design of features. The feature descriptors involved are color, shape, and texture. Although this method can identify pests, the basis of manual design is not universal. The design of feature descriptors needs to be based on different types of pests and their specific images. The breakthrough of deep learning in image recognition and detection provides possibilities for image target detection. The primary process of pest recognition in the agricultural field includes feature extraction and pattern recognition. Unlike traditional methods, the deep learning method uses CNN for feature extraction. The image target detection based on the deep learning method also shows good performance in pattern recognition. The excellent characteristics of this method in image target detection are also applicable in crop pest recognition and detection. The deep learning method provides a new direction for the detection and recognition of pests. However, there are still some problems in practical applications. In most cases, the feature extractor chooses the backbone network. Nevertheless, due to the serious problem of target occlusion in the virtual image environment, the adaptability of the network for feature extraction is poor. In addition, due to the small size of pests themselves, neural network algorithms, such as Faster Region-CNN (R-CNN), are not effective in detecting small targets. Regardless of this problem, a pest recognition and detection method that integrates global and local features is proposed based on CNN. Given the small-sized detection target, a top-down feature transfer structure is introduced to improve the effective detection of small targets. A global activation-characteristic pyramid network (GA-CPN) is introduced to solve the problem of severe occlusion in pest target detection, achieving the high-quality detection and recognition of pests.

2.3. Design and Establishment of GA-CPN and LAR Models

2.3.1. Design of GA-CPN. LAR includes the channel attention and spatial attention modules. When designing this module, a global pooling operation $F_{sp}$ is introduced in the CNN model, which is specifically expressed as:
where $x_c$ represents the branch tensor of the module, $H_g \times W_g$ represents the channel size of the feature map, and $z_p$ represents the pooling output of the corresponding feature map. Introducing $F_{gp}$ aims to remove the function of the feature map on the feature weights $H_g$ and $W_g$. This operation can remove the effect brought by the spatial information by placing the three-dimensional feature map on a one-dimensional vector. In the meantime, $z_p$ corresponding to each channel can describe the corresponding feature map composition information. On this basis, a two-layer fully connected CNN is introduced to implement feature extraction $U_c$ of $z_p$, which is specifically expressed as:

$$U_c = \sigma_2(P^T_2 \sigma_1(P^T_1 z_p + b_1) + b_2),$$

where $P_1$ represents the learning parameter of the first fully connected layer, $P_2$ is the learning parameter of the second fully connected layer, and $b_1$ and $b_2$ correspond to the bias.

The rectified linear unit (ReLU) is taken as the activation function of the first layer and sigmoid as the activation function of the second layer. The input global feature map corresponding to $X_g$ and the output activation vector corresponding to $U_c$ are subjected to weighted average processing, which is specifically expressed as follows:

$$\bar{x}_c = x_c \cdot u_c,$$

where $x_c$ represents the characteristic activation maps corresponding to different channels.

The main purpose of designing the spatial attention module is to note the small size detection target position and remove some influences brought by the channel information as well. This module is trained based on supervised learning. First, for the removal of each channel information, a global convolution operation $F_{gc}$ is introduced in this module design, which is expressed as follows:

$$z_p = F_{gp}(x_c) = \frac{1}{H_g \times W_g} \sum_{i=1}^{H_g} \sum_{j=1}^{W_g} x_c(i, j),$$

where $K$ represents the convolution kernel corresponding to the operation, its size is $m \times n \times C_{g}$, and $b$ represents the bias. In the global convolution process, the number corresponding to $K$ is 1, the size of the corresponding output feature map is $H_g \times W_g \times 1$, and the number of corresponding channels is 1. At this time, the features at different positions correspond to the spatial features of the image. On this basis, two sets of dilated convolutions with different convolution kernel sizes are used for learning and activating the matrix so that the spatial receptive field can be expanded, which is specifically expressed as follows:

$$U_c = \sigma_2(K_2 \ast \sigma_1(K_1 \ast z_5 + b_1) + b_2),$$

where $K_1$ and $K_2$ represent the convolution kernel, and $b_1$ and $b_2$ represent the bias. In this module, ReLU and sigmoid are also selected as activation functions. In the network training, the pixel set-based cross-entropy loss $PCE$ is introduced as the loss function, which is specifically expressed as follows:

$$PCE(U_S, U_{gt}) = \frac{1}{H_g \times W_g} \sum_{i=1}^{H_g} \sum_{j=1}^{W_g} -U_{gt}(i, j) \log U_S(i, j),$$

where $U_{gt}$ represents the activation map formed at the labeled bounding box, and $U_S$ represents the spatial feature activation matrix. The relevant target information is preserved in the form of exponential operation at each channel to preserve the global information of the feature map. A spatial activation global feature map $X_g$ based on the spatial dimension is finally obtained by stacking the activation feature maps on each channel.

### 2.3.2. Local Activation Region (LAR) module

In the deep learning field, R-CNN has good performance in extracting and expressing local image features, which can classify and detect various images [20, 21]. The network is generated based on the LAR to optimize the performance of R-CNN in image processing. LAR mainly includes two modules: contextual feature enhancement and self-attention activation [22, 23]. The former aims to solve the problem of insufficient target information of small size [24, 25]. For the candidate frames in the standard region generative network, based on Rol pooling, local feature $X_l$ can be extracted from all the candidate frames obtained by training from the global activation feature map $X_g$. The specific expression is as follows:

$$X_l(i, j, c) = k^2 \frac{1}{wh} \sum_{m=1}^{w-2k} \sum_{n=1}^{h-2k} \bar{X}_g(m, n, c),$$

where $k$ represents the size of the output feature map, which takes seven under normal circumstances. The average pooling operation is performed on the cropped subregions obtained by Rol pooling, and finally, the local feature map corresponding to the candidate frame can be output [26, 27]. In this module, the candidate frames in different directions are expanded to contain more contextual information. The quality of the pest information contained in the final local feature map is higher based on this module [28, 29].

The self-attention activation module aims to buffer the insensitivity of the fully connected neural network in the spatial information [30, 31]. The module includes three parallel convolution operations. The local feature maps' output by the three branches can be expressed as follows:

$$f(X_l') = K_f \ast X_l',$$

$$g(X_l') = K_g \ast X_l',$n

$$h(X_l') = K_h \ast X_l',$n

where $K_f, K_g, and K_h$ represent the convolution kernels, and the corresponding size is $1 \times 1 \times C_g$. Based on these three branches, the corresponding feature map can contain the
feature information of each position, thereby completing the interactive processing of the information. The corresponding output $s$ can be expressed as:

$$s = f(X'_j)^Tg(X'_i).$$

(11)

Furthermore, the dimensionality is reduced through convolution operation, and the softmax activation function is used to learn the weight value at each position. Specifically, the activation matrix is expressed as:

$$U_a(i, j) = \frac{\exp(s(i, j))}{\sum_{m=1}^{k}\sum_{n=1}^{k}\exp(s(m, n))}$$

(12)

Under such a training method, the self-attention activation matrix obtained above is merged with the third network branch structure so that the local position information can be noted.

The image target detection method based on the two modules of GA-CPN and LAR is introduced to design and construct the agricultural data supervision and governance model, in an effort to provide a direction for sustainable development in rural areas [32]. The image target detection method that combines the two modules of GA-CPN and LAR is denoted as GA-CPN-LAR.

2.4. Construction of the Agricultural Data Supervision Model. With the continuous development and advancement of agricultural science and technology, the number of data resources has also increased rapidly. However, due to the influence of hierarchical and decentralized factors, fragmented data make the accurate acquisition of data difficult, which has affected the development of agriculture towards science and intelligence [33]. Hence, it is very necessary to find a method suitable for integrating and processing complex agricultural data. A scientific system for agricultural data supervision and governance should follow the principles of truth-seeking, systematicity, timeliness, accuracy, and predictability. From the demand perspective, the scientific supervision of agricultural data and the establishment of the government platform should comprehensively consider factors such as data collection, data organization, data storage, and data sharing [34]. The implementation or smooth progress of this process requires the blessing of data fusion or algorithms. Data workers serving the platform should try their best to participate in the various processes of data processing. Yan et al. [35] quoted blockchain technology and deep learning technology into the dataset and classified it after integrating a large amount of complex data. They found that combining these two technologies has broad applicability, and the data classification processing accuracy is high [35]. The agricultural data supervision and governance model constructed from a blockchain perspective is shown in Figure 5. Among them, the analytical focus is pest detection and recognition, which is implemented through deep learning methods [36–39].

As can be seen from Figure 5, the implementation of agricultural data supervision requires blockchain technology. First, a detailed design of the agricultural supervision and governance plan is carried out. Then, data development, data collection, and data analysis are performed on the set platform. Finally, the effective data are stored in the cloud network disk to use and disseminate the data at any time and integrate new experimental data [40]. For the GA-CPN-LAR target detection method, armyworm (A), corn borer (CB), plant louse (PL), wheat spiders (WS), bollworm (B), and *Mamestra brassicae* Linnaeus (MB) are selected as the research objects [41, 42]. Under the MPD and AgriPest datasets, several target detection methods, namely single-shot multi-box detector (SSD), are used. A single-shot multi-box detector is an object detection algorithm to produce a fixed-size set of bounding boxes and scores of object class instances present in these bounding boxes, followed by a non-maximum suppression step to produce the final detection. SSD consists of two parts: the backbone and the head. The backbone model is usually a pretrained image classification network. The SSD head is one or more convolutional layers added to the backbone. The output is interpreted as the bounding box and category of objects in the spatial location of the last layer of activation. The feature pyramid network (FPN) is a feature extractor designed to improve accuracy and speed. It replaces the feature extractor in detectors such as Faster R-CNN and generates a higher quality feature map pyramid. An FPN consists of bottom-up and top-down paths. The bottom-up path is a commonly used convolutional network for feature extraction. Spatial resolution decreases from bottom to top. The semantic value of each layer increases as higher-level structures are detected. The Faster R-CNN can be simply regarded as an upgraded version of R-CNN and Fast R-CNN or a system of “Regional Generation Network + Fast R-CNN,” which replaces the selective search method in Fast R-CNN with the regional generation network. The AP (average precision) value and precision-recall curve are used as evaluation indicators for the comparison between the above methods and the proposed GA-CPN-LAR.

3. Results and Discussion

3.1. Image Target Detection Based on MPD Dataset. Figure 6 compares SSD, FPN, and Faster R-CNN target detection methods with the GA-CPN-LAR model proposed here on the MPD dataset.

The distribution and change of AP value in Figure 6 suggest that the GA-CPN-LAR model has a higher AP value than the other target detection methods, which is increased by 4.2%. The AP value of each detection method under different CNN backbone networks shows a similar trend. Specifically, the AP value of the SSD method is 51.35. Under the initial backbone network, the AP value of Faster R-CNN is 66.73, and that of FPN is 70.03. In contrast, the AP value of the GA-CPN-LAR model is 71.97. Under the ResNet-50 backbone network, the AP value of the Faster R-CNN, FPN, and GA-CPN-LAR is 70.97, 78.14, and 80.75, respectively. Therefore, the AP value of several target detection methods in the initial state can be increased by 2.1% compared with ResNet-50.

Two crop pests, corn borer and bollworm, are taken as examples. Under the Inception backbone network, the
precision-recall curves of several target detection methods under the MPD dataset are shown in Figures 7(a) and 7(b).

Data changes in Figure 7 suggest that compared with the baseline of the MPD dataset, the accuracy and recall rate of the GA-CPN-LAR method corresponding to the two representative pests under the Inception feature extractor are higher.

The reason is that the proposed target detection method introduces the unique structure of the characteristic pyramid. The proposed GA-CPN-LAR can locate the crop pest target for each multilevel feature map so that the pests can be located more accurately. Introducing global activation features can improve the extraction quality of image features effectively. Introducing a contextual attention mechanism can learn local activation matrices, making the neural network more sensitive to the exact positions of the pests in different regions. This is also the reason for the improvement in the overall detection performance of GA-CPN-LAR proposed in the case of local features. The precision-recall curves show that the GA-CPN-LAR method can reduce the probability of false detection and missed detection for pest detection effectively.

3.2. Image Target Detection Based on AgriPest Dataset. Under the AgriPest dataset, the target detection methods of SSD, FPN, and Faster R-CNN are compared with the proposed GA-CPN-LAR. The results are shown in Figure 8.

Under the AgriPest dataset, the Faster R-CNN target detection method performs unsatisfactorily in detecting pests. In contrast, the proposed GA-CPN-LAR deep target detection method has a better AP value than other target detection methods, which can be increased by 3.2–9.8%.

In addition, two crop pests, corn borer and bollworm, are taken as examples. Under the Inception backbone network, the precision-recall curves of several target detection methods under the AgriPest dataset are shown in Figures 9(a) and 9(b).

Compared with other target detection methods, the proposed GA-CPN-LAR method has higher accuracy and
recall rate. Its overall changing law shows similar changes and distributions to the MPD dataset.

The results under the MPD dataset and the AgriPest dataset suggest that the proposed CNN-based pest target detection method has a good presentation effect and can significantly reduce the false detections and missed detections, pointing out a good direction recognizing and detecting crop pests in the field environment. Besides, the method has a high detection accuracy. The above results reveal that the deep learning-based pest detection GA-CPN-LAR method applies to the agricultural data supervision and governance platform.

3.3. Implementation of the Agricultural Data Supervision and Governance Platform. From the blockchain perspective, the GA-CPN-LAR pest target detection method based on deep learning is introduced into the platform. The
implementation of the agricultural data supervision and governance platform is shown in Figure 10.

This blockchain-based data supervision platform essentially includes the data layer, neural network detection layer, consensus layer, and application layer. Among them, the neural network detection layer is the core. In the process of agricultural modernization and intellectualization, the agricultural data supervision and management platform is vital for the identification and detection of pests. The pest and disease supervision based on blockchain and deep learning comprehensively considers global and local feature extraction and pattern recognition, which has a positive impact on agricultural production and development.

Figure 9: Precision-recall curve based on Inception under the AgriPest dataset: (a) corn borer and (b) bollworm.

Figure 10: Implementation of the agricultural data supervision and governance platform.
impact on promoting the scientization of agricultural data processing and promoting the sustainable development of rural areas. Obviously, blockchain technology and deep learning have great application potential in agricultural data analysis and governance.

4. Conclusions

This work introduces deep learning methods for the design and implementation of agricultural data supervision and governance platforms based on the effectiveness of blockchain technology in network transmission to promote the long-term sustainable development of rural areas. The GA-CPN-LAR pest detection method is put forward. The main conclusions are as follows: (1) With the MPD dataset, GA-CPN-LAR has a higher AP value than other target detection methods, increasing by 4.2%. (2) Compared with the baseline of the MPD dataset, the GA-CPN-LAR method corresponding to two representative pests under the initial feature extractor has higher precision and recall. (3) Under the AgriPest dataset, the Fast R-CNN object detection method performs poorly in detecting pests. In contrast, the AP value of the proposed GA-CPN-LAR deep object detection method outperforms other object detection methods by 3.2%~9.8%. In addition, the results of the MPD and AgriPest datasets show that the CNN-based pest and disease target detection method reported here has a good presentation effect, significantly reducing false detection and missed detection. Therefore, it points out a good direction for identifying and detecting crop pests and diseases in the field environment. Furthermore, the regulation of pests and diseases based on blockchain and deep learning comprehensively considers global and local feature extraction and pattern recognition, which positively impacts the scientization of agricultural data processing and even promotes the sustainable development of rural areas. Therefore, the research results can provide a feasible method for the intelligent and scientific development of agricultural governance.

The agricultural data supervision and governance platform is a very complicated system. However, only pest detection and recognition are analyzed due to the influences of different objective factors. In addition, the size of the selected detection samples is small. Hence, the research samples will be increased to discuss more aspects of agricultural data supervision in future works.

Data Availability

The simulation experiment data used to support the findings of this study are available from the corresponding author upon request.

Conflicts of Interest

The authors declare that there are no conflicts of interest regarding the publication of this article.

References

[1] J. L. Hatfield, M. Cryder, and B. Basso, “Remote sensing: advancing the science and the applications to transform agriculture,” IT Professional, vol. 22, no. 3, pp. 42–45, 2020.
[2] A. E. Johnston and P. R. Poulton, “The importance of long-term experiments in agriculture: their management to ensure continued crop production and soil fertility the rothamsted experience,” European Journal of Soil Science, vol. 69, no. 1, pp. 113–125, 2018.
[3] D. B. Rawat, “Fusion of software defined networking, edge computing, and blockchain technology for wireless network virtualization,” IEEE Communications Magazine, vol. 57, no. 10, pp. 50–55, 2019.
[4] F. Sander, J. Semeijn, and D. Mahr, “The acceptance of blockchain technology in meat traceability and transparency,” British Food Journal, vol. 120, no. 9, pp. 2066–2079, 2018.
[5] L. Xu, P. Tu, and Q. Tang, “Contract design for cloud logistics (cl) based on blockchain technology (BT),” Complexity, vol. 2020, no. 4, 13 pages, Article ID 5305808, 2020.
[6] Y. P. Lin, J. R. Petway, J. Anthony et al., “Blockchain: the evolutionary next step for ICT e-agriculture,” Environments, vol. 4, no. 3, p. 50, 2017.
[7] E. Au, “New blockchain standards for cryptocurrency exchanges [standards],” IEEE Vehicular Technology Magazine, vol. 4, no. 4, pp. 111-112, 2019.
[8] P. W. Khan, Y. C. Byun, and N. Park, “IoT-blockchain enabled optimized provenance system for food industry 4.0 using advanced deep learning,” Sensors, vol. 20, no. 10, p. 2990, 2020.
[9] O. Evsutin and Y. Meshcheryakov, “The use of the blockchain technology and digital watermarking to provide data authenticity on a mining enterprise,” Sensors, vol. 20, no. 12, p. 3443, 2020.
[10] L. Y. Huang, J. F. Cai, T. C. Lee, and M. H. Weng, “A study on the development trends of the energy system with blockchain technology using patent analysis,” Sustainability, vol. 12, no. 5, 2020.
[11] P. Durneva, K. Cousins, and M. Chen, “The current state of research, challenges, and future research directions of blockchain technology in patient care: systematic review,” Journal of Medical Internet Research, vol. 22, no. 7, Article ID e18619, 2020.
[12] S. E. Chang, Y. C. Chen, and T. C. Wu, “Exploring blockchain technology in international trade: business process re-engineering for letter of credit,” Industrial Management & Data Systems, vol. 119, pp. 1712–1733, 2019.
[13] X. Sun, P. Wu, and S. C. H. Hoi, “Face detection using deep learning: an improved faster RCNN approach,” Neurocomputing, vol. 299, no. 7, pp. 42–50, 2018.
[14] K. T. Schiött, H. E. Sauceda, P. J. Kindermans, A. Tkatchenko, and K. R. Müller, “Schnet—a deep learning architecture for molecules and materials,” Journal of Chemical Physics, vol. 148, no. 24, Article ID 241722, 2018.
[15] X. Li, Q. Ding, and J. Q. Sun, “Remaining useful life estimation in prognostics using deep convolution neural networks,” Reliability Engineering & System Safety, vol. 172, no. 4, pp. 1-11, 2018.
[16] D. Pouliot, R. Latifovic, J. Pasher, and J. Duffe, “Landsat super-resolution enhancement using convolution neural networks and sentinel-2 for training,” Remote Sensing, vol. 10, no. 3, p. 394, 2018.
[17] Y. D. Zhang, C. Pan, X. Chen, and F. Wang, “Abnormal breast identification by nine-layer convolutional neural network with parametric rectified linear unit and rank-based stochastic
pooling,” *Journal of Computational Science*, vol. 27, no. 7, pp. 57–68, 2018.

[18] X. Jia, H. Chai, Y. Guo, Y. Huang, and B. Zhao, “Multiscale parallel feature extraction convolution neural network for image denoising,” *Journal of Electronic Imaging*, vol. 27, no. 6, Article ID 063031, 2018.

[19] F. Zhang, N. Cai, J. Wu, G. Cen, H. Wang, and X. Chen, “Image denoising method based on a deep convolution neural network,” *IET Image Processing*, vol. 12, no. 4, pp. 485–493, 2018.

[20] Z. Dong and B. Lin, “Learning a robust CNN-based rotation insensitive model for ship detection in VHR remote sensing images,” *International Journal of Remote Sensing*, vol. 41, no. 9, pp. 3614–3626, 2020.

[21] W. Li, J. Li, K. V. Sarma et al., “Path R-CNN for prostate cancer diagnosis and gleason grading of histological images,” *IEEE Transactions on Medical Imaging*, vol. 38, no. 4, pp. 945–954, 2019.

[22] F. Yin, X. Xue, C. Zhang et al., “Multifidelity genetic transfer: an efficient framework for production optimization,” *SPE Journal*, vol. 26, no. 4, pp. 1614–1635, 2021.

[23] X. Yan, M. Chen, and M. Y. Chen, “Coupling and coordination development of Australian energy, economy, and ecological environment systems from 2007 to 2016,” *Sustainability*, vol. 11, no. 23, p. 6568, 2019.

[24] B. Feng and M. Chen, “The impact of entrepreneurial passion on psychology and behavior of entrepreneurs,” *Frontiers in Psychology*, vol. 11, p. 1733, 2020.

[25] K. Shi, Y. Tang, X. Liu, and S. Zhong, “Secondary delay-evolution with adaptive parameters control for history matching and uncertainty quantification,” *SPE Journal*, vol. 26, no. 2, pp. 993–1010, 2021.

[26] C. Zuo, Q. Chen, L. Tian, L. Waller, and A. Asundi, “Transport of intensity phase retrieval and computational imaging for partially coherent fields: the phase space perspective,” *Optics and Lasers in Engineering*, vol. 71, no. 8, pp. 20–32, 2015.

[27] G. Sun, C. Li, and L. Deng, “An adaptive regeneration framework based on search space adjustment for differential evolution,” *Neural Computing & Applications*, vol. 33, no. 15, pp. 9503–9519, 2021.

[28] K. Shi, Y. Tang, X. Liu, and S. Zhong, “Secondary delay-partition approach on robust performance analysis for uncertain time-varying Lurie nonlinear control system,” *Optimal Control Applications and Methods*, vol. 38, no. 6, pp. 1208–1226, 2017.

[29] S. Yang, J. Wang, X. Hao et al., “BiCoSS: toward large-scale cognition brain with multigranular neuromorphic architecture,” *IEEE Transactions on Neural Networks and Learning Systems*, vol. 28, pp. 1–15, 2021.

[30] S. Yang, T. Gao, J. Wang, B. Deng, B. Lansdell, and B. Linares-Barranco, “Efficient spike-driven learning with dendritic event-based processing,” *Frontiers in Neuroscience*, vol. 15, Article ID 601109, 2021.

[31] Y. Liu and M. Chen, “Applying text similarity algorithm to analyze the triangular citation behavior of scientists,” *Applied Soft Computing*, vol. 107, Article ID 107362, 2021.

[32] X. Deng, X. Guo, Y. J. Wu, and M. Chen, “Perceived environmental dynamism promotes entrepreneurial team member’s innovation: explanations based on the uncertainty reduction theory,” *International Journal of Environmental Research and Public Health*, vol. 18, no. 4, 2021.

[33] M. Chen, Q. Liu, S. Huang, and C. Dang, “Environmental cost control system of manufacturing enterprises using artificial intelligence based on value chain of circular economy,” *Enterprise Information Systems*, vol. 37, pp. 1–20, 2020.

[34] C.-w. Shen, C. Min, and C.-c. Wang, “Analyzing the trend of O2O commerce by bilingual text mining on social media,” *Computers in Human Behavior*, vol. 101, pp. 474–483, 2019.

[35] X. Yan, M. Chen, and M. Y. Chen, “Coupling and coordination development of Australian energy, economy, and ecological environment systems from 2007 to 2016,” *Sustainability*, vol. 11, no. 23, p. 6568, 2019.

[36] B. Feng and M. Chen, “The impact of entrepreneurial passion on psychology and behavior of entrepreneurs,” *Frontiers in Psychology*, vol. 11, p. 1733, 2020.

[37] W. Ndlou, M. Sabine, M. Marizvikuru, and Z. Jethro, “The role of support organisations in promoting organic farming innovations and sustainability,” *Malaysian Journal of Sustainable Agriculture*, vol. 6, no. 1, pp. 44–50, 2022.

[38] D. Tong, Y. Yuan, and X. Wang, “The coupled relationships between land development and land ownership at China’s urban fringe: a structural equation modeling approach,” *Land Use Policy*, vol. 100, 2021.

[39] M. Geng, L. Hong, K. Ma, and K. Wang, “Evolution of urban public space landscape in tianjin port city,” *Journal of Coastal Research*, vol. 104, pp. 142–146, 2020.

[40] X. Liang, T. Lu, and G. Yishake, “How to promote residents’ use of green space: an empirically grounded agent-based modeling approach,” *Urban Forestry and Urban Greening*, vol. 67, Article ID 127435, 2022.

[41] M. Geng, K. Ma, Y. Sun, X. Wo, and K. Wang, “Changes of land use/cover and landscape in Zhalong wetland as red-crowned cranies country,” Heilongjiang province, China,” *Global NEST Journal*, vol. 22, no. 4, pp. 477–483, 2020.

[42] K. C. Pek, F. Ee, and Foo, “Agricultural multifunctionality for sustainable development in Malaysia: a contingent valuation method approach,” *Malaysian Journal of Sustainable Agriculture*, vol. 6, no. 1, pp. 1–6, 2022.