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ABSTRACT

Machine learning techniques allow a direct mapping of atomic positions and nuclear charges to the potential energy surface with almost ab-initio accuracy and the computational efficiency of empirical potentials. In this work we propose a machine learning method for constructing high-dimensional potential energy surfaces based on feed-forward neural networks. As input to the neural network we propose an extendable invariant local molecular descriptor constructed from geometric moments. Their formulation via pairwise distance vectors and tensor contractions allows a very efficient implementation on graphical processing units (GPUs). The atomic species is encoded in the molecular descriptor, which allows the restriction to one neural network for the training of all atomic species in the data set. We demonstrate that the accuracy of the developed approach in representing both chemical and configurational spaces is comparable to the one of several established machine learning models. Due to its high accuracy and efficiency, the proposed machine-learned potentials can be used for any further tasks, for example the optimization of molecular geometries, the calculation of rate constants or molecular dynamics.
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1 Introduction

Most applications in computational chemistry require the use of potential energy surfaces (PES). The PES is a multidimensional real-valued function of atomic coordinates. It can be obtained by the solution of the electronic Schrödinger equation in the Born–Oppenheimer approximation [1]. For the estimation of individual points on the PES different techniques can be used, from ab initio electronic structure theory to empirical fits by force fields. Especially highly accurate estimates are computationally expensive, thus applications that require energies and forces for a large number of atomic configurations, like molecular dynamics (MD) or geometry optimization, require significant amounts of computational time.

MD simulations of big systems, e.g. proteins or other macromolecules, are currently infeasible at the ab-initio level of theory. In such cases empirical force fields provide the necessary computational efficiency at the drawback of limited transferability [2] and their general inability to describe bond-formation and bond-breaking. Therefore, a method which allows a direct mapping of atomic positions and nuclear charges to the PES, i.e. \( f : \{ z_i, \mathbf{r}_i \} \mapsto E \), with maximal accuracy is required.

Machine learning (ML) techniques can be applied for an efficient approximation of the PES, since, once trained, they hold the promise to combine the accuracy of ab-initio electronic structure methods with the efficiency of empirical
force fields. For chemical applications several ML techniques can be used to predict a variety of chemical and physical properties of molecules and solids. The most frequently used approach is feed-forward neural networks (NN).

The construction of a reliable machine-learned mapping from atomic positions to potential energies requires a carefully chosen representation of the input to the ML algorithm defined by the atomic coordinates and nuclear charges. This is because the ML methodology doesn’t exploit any information about the physics of the problem, in our case neither the invariance of a chemical system with respect to translation, reflection, rotation of the whole molecule nor to permutation of atoms with the same nuclear charge (atomic species). Therefore, a transformation to a suitable set of coordinates, i.e. a suitable descriptor, is required in order to obtain the desired accuracy in energy and gradient predictions.

Several descriptors for ML models have been proposed. Some of the approaches split the molecules into atomic contributions and use hand-crafted descriptors, e.g. atom-centered symmetry functions (ACSF) [3,4], power spectra or bispectra of spherical harmonics [5,9], or geometric moments [10,11]. Others use the Coulomb matrix of the whole molecule [12]. A different class of models is referred to as message-passing high-dimensional NNs, which learn to construct invariant features in a data-driven manner [13–18]. Most of the methods based on hand-crafted descriptors are limited to only a few atomic species [3,4,19,20], smaller systems [21,22], or fail to approach the accuracy of 1 kcal/mol with respect to the underlying ab-initio method [23] required for chemical applications.

The requirements of a PES fit for successful application in chemistry are summarized in the following. It has to approximate the PES sufficiently accurately with an error below 1 kcal/mol in the energies with respect to the underlying ab-initio method and a comparable error for the forces. The approximation should be differentiable with respect to the atomic coordinates to allow for the calculation of forces and Hessians. It has to fulfill the invariances mentioned above: translation, rotation, permutation of like atoms. The fit should also be systematically improvable, i.e. the accuracy of predictions should increase with increasing size of the training data set. Finally, the machine learning model should be general, i.e. it should be transferable between similar systems and their configurations [24]. Unfortunately, existing models and respective potential energy surfaces fulfill only a subset of these requirements.

In this work, we introduce a novel, physically inspired molecular descriptor, which can be used as input for any ML algorithm. We refer to it as Gaussian Moments (GM) since it was inspired by Gaussian-type atomic orbitals and derived from geometric moments previously used for pattern recognition [25–28]. We have chosen feed-forward NNs as an ML method for our applications. In addition to the structural description, we encode the information about the atomic species in the molecular representation. This allows us to use a single NN for all atomic species, in contrast to using an individual NN for each species as frequently necessary previously [3,19,7,20,29]. It is shown that the ML potentials built with the GM descriptor match or improve upon the state-of-the-art performance on standard benchmark data sets.

This paper has the following structure: first we formulate the molecular representation based on GMs and explain our machine learning model describing details on its training. Then in Section 3 we apply our machine learning model to the QM9 [30,31], MD17 [21,14,22], and ISO17 [31,15,14] benchmark data sets and compare it to various models published in the literature. Additionally, we use it to predict vibrational frequencies based on a newly generated training set. The concluding remarks are given in Section 4

2 Method

As mentioned above, a suitable descriptor, which converts atomic coordinates into ML input, should ensure the same global invariances as the physical system. These are (1) the global rotation, (2) the translation, and (3) the reflection of a molecular structure, as well as (4) the exchange of atoms of the same atomic species, i.e. with the same nuclear charge $Z$. One simple solution, which satisfies the requirements (1)–(3), can be constructed using just the scalar product of vectors $r_{ij}$ from the position of a central atom $i$ to the positions $j$ of all other atoms, resulting in the Weyl matrix [32] $\Sigma_i$

$$\Sigma_i = \begin{pmatrix}
    r_{i1} \cdot r_{i1} & r_{i1} \cdot r_{i2} & \cdots \\
    r_{i2} \cdot r_{i1} & r_{i2} \cdot r_{i2} & \cdots \\
    \vdots & \vdots & \ddots
\end{pmatrix}.$$  \hspace{1cm} (1)

However, any molecular system is invariant with respect to the exchange of two atoms of the same type. Therefore, a proper molecular representation has to incorporate this property as well. Unfortunately, introducing the permutation invariance into the above representation makes it intractable whenever one deals with large systems and, moreover, can violate the differentiability of the molecular representation [6]. Therefore, the main focus of this section is to introduce a class of molecular representations, which satisfies permutation invariance and is at least a $C^2$ function of the atomic positions, i.e. it is at least twice differentiable.
2.1 Molecular Descriptor

The methodology of this study is based on the fact that the PES is the expectation value of electronic Hamiltonian \( \hat{H} \), i.e. it is a solution of electronic Schrödinger equation

\[ \hat{H} \Psi (r) = E (r) \Psi (r). \]  

(2)

Here \( \Psi \) is the electronic wave function which depends on the atomic position vector \( r \). Thus, the energy of a molecular system is a functional of the electronic wave function

\[ E = \mathcal{F} [\Psi]. \]  

(3)

The electronic wave function can be efficiently expanded into atom-centered Gaussian-type orbitals, which inspired our choice of the molecular descriptors. Note that the descriptor uses exclusively atomic positions rather than electronic coordinates.

We split the descriptor for the whole chemical system into functions, which describe the environment of each atom \( Z_i \) where \( s \) with \( N \) with \( l \) and \( \gamma \). The width of each Gaussian depends on the total number \( N \) of functions used and the cutoff radius \( R_{\text{max}} \). Each Gaussian is centered at \( \gamma \), which is chosen evenly spaced between \( R_{\text{min}} \) and \( R_{\text{max}} \),

\[ \gamma = R_{\text{min}} + \frac{s - 1}{N_{\text{Gauss}} - 1} (R_{\text{max}} - R_{\text{min}}) \]  

(6)

with \( s \) being an index from 1 to \( N_{\text{Gauss}} \). As discussed in Section 3 we typically use \( N_{\text{Gauss}} = 7 \) and \( R_{\text{min}} = 0.5 \) Å. \( R_{\text{max}} \) depends on the specific case. Note that \( \gamma \) is defined for the whole data set. An example of the radial basis functions \( \Phi_s (r) \) is shown in Fig. 1.

Each radial function incorporates a cutoff function \( \Phi_{\text{cut}} (r) \), which restricts the descriptor to the local neighborhood of the atom and decays smoothly to zero at the cutoff radius \( R_{\text{max}} \). In this work we have chosen the cosine cutoff function [3], see Fig. 1.

\[ \Phi_{\text{cut}} (r) = \begin{cases} \frac{1}{2} \left( \cos \left( \pi R_{\text{max}} / R \right) + 1 \right) & r \leq R_{\text{max}}, \\ 0 & r > R_{\text{max}}. \end{cases} \]  

(7)

Periodic boundary conditions are incorporated by including the periodic images of atoms in the local neighborhood. The GM descriptor is constructed from the coordinates of the image atoms and the atoms within the cell. However, a more thorough discussion of periodic calculations is beyond the scope of this work.

In the next step we form a linear combination of the atomic “wave” functions \( \phi_{l_{i}, l_{j}, j} (r) \), similar to the linear combination of atomic orbitals (LCAO), again inspired by quantum chemistry. The total molecular wave function centered at an atom \( i \) reads

\[ \Psi_{i, L, s} = \sum_{j \neq i}^{N_{\text{at}}} \beta_{Z_i, Z_j, L} \phi_{j_{i}, l_{j}, j} (r_{ij}), \]  

(8)

where \( Z_i \) and \( Z_j \) are the nuclear charges of the central atom \( i \) and its atomic neighbors \( j \). The coefficients \( \beta_{Z_i, Z_j, L} \) distinguish between nuclear charges and radial shells. They are optimized in the training procedure. For a given \( i, L, \) and \( s \), \( \Psi_{i, L, s} \) is a tensor of rank \( L \).

Eq. (8) preserves invariances (2) and (4) by construction. \( \Psi_{i, L, s} \) is invariant with respect to translations (2) owing to its dependence on the atomic distance vectors \( r_{ij} \). The invariance with respect to permutation of like atoms (4) is ensured by the sum. However, the pre-factor \( x^{l_{i}} y^{l_{j}} z^{l_{j}} / \mu L \) still violates invariance with respect to rotation and reflection for \( L > 0 \). Consequently, \( \Psi_{i, L, s} \) cannot be used directly as input to ML algorithms and further treatment is necessary.
Figure 1: Radial basis functions $\Phi_s(r)$ (black) and the cutoff function $f_{\text{cut}}(r)$ (red, dashed) for $R_{\text{max}} = 6.0$ Å and $N_{\text{Gauss}} = 7$.

One can interpret $L$ as an angular momentum similar to spherical harmonics. For example, $L = 0$ corresponds to the shape of a spherically symmetric s-orbital, $L = 1$ corresponds to the shape of a p-orbital, $L = 2$ to that of a d-orbital, and so on. To construct a rotationally invariant basis, we look deeper into the mathematical properties of $\Psi_{i,L,s}$. GTO functions in Eq. (4) can be written as a Cartesian tensor. For $L = 0, 1, 2$ we can write $\Psi_{i,L,s}$, when rewriting the angular dependence in terms of atomic distance vectors $r_{ij}$ rather than in terms of its components, as

$$
\Psi_{i,0,s} = \sum_{j \neq i} N_a \beta_{Z_i,Z_j,s} \Phi_s(r_{ij}),
$$

$$
\Psi_{i,1,s} = \sum_{j \neq i} N_a \beta_{Z_i,Z_j,s} \frac{r_{ij}}{r} \Phi_s(r_{ij}),
$$

$$
\Psi_{i,2,s} = \sum_{j \neq i} N_a \beta_{Z_i,Z_j,s} \frac{r_{ij} \otimes r_{ij}}{r^2} \Phi_s(r_{ij}),
$$

where $\otimes$ denotes the tensor product. For an arbitrary angular momentum $L$ one can write

$$
\Psi_{i,L,s} = \sum_{j \neq i} N_a \beta_{Z_i,Z_j,s} \frac{r_{ij} \otimes \cdots \otimes r_{ij}}{r^L} \frac{1}{L!} \Phi_s(r_{ij}).
$$

The tensor $r_{ij} \otimes \cdots \otimes r_{ij}$ has rank $L$ and will, in the following discussion, be referred to as $T_{i_1,i_2,...,i_L} = (r_{ij} \otimes \cdots \otimes r_{ij})_{i_1,i_2,...,i_L}$ to simplify the notation. Since $T_{i_1,i_2,...,i_L}$ is a Cartesian tensor it behaves under rotation ac-
where $R_{\alpha_1,i_1}$ is an arbitrary orthonormal matrix, e.g. a rotation or reflection. From linear algebra it is known that any full contraction of a Cartesian tensor or of a product of Cartesian tensors is a rotationally invariant scalar. The radial function doesn’t affect this property due to its inherent invariance with respect to rotations. The same holds for reflections. Consequently, an invariant basis, which satisfies all the requirements can be constructed by calculating the full contractions of the molecular wave function.

Note that the concept of constructing rotational invariants using contractions of Cartesian tensors was initially introduced by J. Flusser, T. Suk et. al. [25–28], where geometric and Gaussian–Hermite moments were used to address pattern recognition problems. Additionally, geometric moments were used to construct rotationally invariant bases for linear regression in PES construction [10, 11].

Inspired by previous work on invariants obtained using geometric moments [25–28] [10, 11], we will refer to scalars obtained by contracting $\Psi_{i,L,s}$ as Gaussian Moments (GM). To simplify the generation of contractions we employed graphs [27]. Some examples are shown in Fig. 2. However, one can find a direct correspondence to index-matrices [10] and use them instead.

In general for the representation of a molecular structure at least a $(3N_a - 6)$-dimensional descriptor is needed. This can be fulfilled by using only rather few contractions. It turned out to be sufficient to restrict the total angular momentum to $L \leq 3$ and the maximal number of contracted tensors to 3. This results in a total of eight contractions, i.e. Gaussian moments, that we used throughout this work:

\begin{align}
\rho_{i,s_1} &= \Psi_{i,0,s_1}, \\
\rho_{i,s_1,s_2} &= (\Psi_{i,1,s_1})_a (\Psi_{i,1,s_2})_a, \\
\rho_{i,s_1,s_2} &= (\Psi_{i,2,s_1})_{a,b} (\Psi_{i,2,s_2})_{a,b}, \\
\rho_{i,s_1,s_2} &= (\Psi_{i,3,s_1})_{a,b,c} (\Psi_{i,3,s_2})_{a,b,c}, \\
\rho_{i,s_1,s_2,s_3} &= (\Psi_{i,2,s_1})_{a,b} (\Psi_{i,1,s_2})_a (\Psi_{i,1,s_3})_b, \\
\rho_{i,s_1,s_2,s_3} &= (\Psi_{i,2,s_1})_{a,b} (\Psi_{i,2,s_2})_{a,c} (\Psi_{i,2,s_3})_{b,c}, \\
\rho_{i,s_1,s_2,s_3} &= (\Psi_{i,3,s_1})_a (\Psi_{i,3,s_2})_{a,b,c} (\Psi_{i,2,s_3})_{b,c}, \\
\rho_{i,s_1,s_2,s_3} &= (\Psi_{i,3,s_1})_{a,b,c} (\Psi_{i,3,s_2})_{a,b,d} (\Psi_{i,2,s_3})_{c,d}.
\end{align}

Here, Einstein’s notation was used for tensor contractions, i.e. the sum is taken over double indices, to simplify the expressions. All these tensors are symmetric. We use only upper triangular entries as descriptors.

In total using $N_{\text{Gauss}} = 7$ and all contractions given in Eq. (12) we obtained $7 + 28 \cdot 3 + 84 \cdot 4 = 427$ rotationally invariant scalars for each atom. These constitute the molecular descriptor, which was used as input for the NN in Section 3. All elements of the molecular descriptor depend on the atomic species of the central atom and its atomic neighborhood. This dependence is encoded using the coefficients $\beta_{Z_i,Z_j,s}$ which are optimized during training.

Contractions of two wave functions can be related to electronic densities with an angular momentum $L$. Electronic densities were recently used for the construction of a molecular representation in ML [29]. However, the approach presented here is more general than electronic densities as it allows to contract more (and less) than two wave functions to...
construct rotational invariants. Thus, much more insight in the angular and radial distribution of the atomic environment can be incorporated into the machine learning algorithms at the same computational cost.

### 2.2 Atomistic Neural Networks

Artificial neural networks (NN) have been proven to be capable of approximating any non-linear functional relationship [34]. Therefore, they are of particular interest for reproducing high-dimensional potential energy surfaces (PES). Behler and Parrinello suggested a construction, which allows the application of NNs to systems of different sizes [3]. In their approach the total energy \( \hat{E} \) of a molecular system is decomposed into a sum of atomic contributions \( \hat{E}_i \)

\[
\hat{E} = \sum_{i=1}^{N_a} \hat{E}_i = \sum_{i=1}^{N_a} \text{NN}_{Z_i} \left( x_{\text{in}}^{(i)} \right),
\]

where \( \text{NN}_{Z_i} \) denotes the neural network output, and \( x_{\text{in}} \) is a molecular representation. In their approach an individual neural network \( \text{NN}_{Z_i} \) is constructed and trained for each atomic species \( Z_i \). In our approach a similar construction is used. Since the Gaussian moment representation \( \rho_{i,s_1,s_2,\ldots} \) contains the information about the atomic species via the coefficients \( \beta_{Z_i,s_1,s_2,\ldots} \), a single NN is constructed and trained for all species. This results in the expression for the total energy

\[
\hat{E} = \sum_{i=1}^{N_a} \text{NN} \left( x_{\text{in}}^{(i)} = \{ \rho_{i,s_1}, \rho_{i,s_1,s_2}, \ldots \} \right).
\]

The approach presented here is atom-centered and, thus, allows the modeling of molecular systems with a variable number of atoms.

In this work, a feed-forward neural network is used. In a feed-forward NN an input layer is connected to an output layer via one or multiple hidden layers. The information in the network passes only in a single direction towards the output layer. The local molecular descriptor, i.e. \( x_{\text{in}}^{(i)} = \{ \rho_{i,s_1}, \rho_{i,s_1,s_2}, \ldots \} \), provides the values of the neurons in the input layer, while the output of the NN is the atomic energy, \( \hat{E}_i \). A linear transformation is applied to the input data for each layer followed by a non-linear activation function, i.e. for two hidden layers

\[
y_{\text{out}} = \phi_{\text{out}} \left( \phi_{\text{in}} \left( x_{\text{in}} W_1 + b_1 \right) W_2 + b_2 \right) W_{\text{out}} + b_{\text{out}},
\]

where \( W_k \) are the weight matrices, \( b_k \) are the biases, and \( \phi_k \) are activation functions. For the output layer a linear activation function is used, whereas for the hidden layers non-linear activation functions are applied. In this work, a “rectifier”-like function, the soft-plus function \( \phi(x) = \ln(1 + \exp(x)) \), was chosen as the non-linear activation function. We found it to perform better than other standard activation functions for the data sets used here. In order to maximize the use of the non-linear region of the activation functions, the atomic energy is scaled and shifted as \( \hat{E}_i = \sigma_{Z_i} y_{\text{out},i} + \mu_{Z_i} \). The parameters \( \sigma_{Z_i} \) and \( \mu_{Z_i} \) depend on atomic species and are optimized during the training procedure. The initialization of \( \sigma_{Z_i} \) and \( \mu_{Z_i} \) is performed by using the standard deviation and mean of the per-atom average of the reference energies in the training set to improve the convergence of the model.

A schematic representation of an atom-centered feed-forward NN and the computational procedure of the presented GM-model is shown in Fig. 3. First, a neighborhood of all atoms within the cutoff radius \( R_{\text{max}} \) is assigned to each atom \( i \). Next, given the parameters \( r_i \), the radial functions \( \Phi_i (r) \) are evaluated. Using the coefficients \( \beta_{Z_i,s_1,s_2,\ldots} \), which are initialized randomly, the tensor-valued function \( \Psi_i \) centered at the atom \( i \) is constructed. Then, the predefined tensor contractions are applied and the molecular representation \( \rho \) is calculated. It is used as input to the feed-forward NN which outputs scaled atomic energies, \( y_{\text{out},i} \). These are transformed back to non-scaled values, \( \hat{E}_i \), which are summed up to result in the total energy of the system.

In total, two network architectures, a shallow and a deep NN, are constructed to test our model on benchmark data sets in Section 3. The shallow network has two hidden layers with [256, 128] nodes, respectively. The deep network consists of five hidden layers with [1024, 512, 256, 128, 64] nodes each. We will refer to the shallow model as GM-sNN and to the deep model as GM-dNN.

### 2.3 Training

In this work, we are interested in the prediction of energies and forces and possibly Hessians in the future. Therefore, prior to describing the training procedure a few sentences are dedicated to the importance of the incorporation of forces into the training. For quantum chemical training data, obtaining forces for all atoms is about as computationally expensive as obtaining the energy. Thus, forces provide additional training data which are comparably cheap to obtain. Therefore, they are included in the training of the model.
To optimize weights and biases of each layer of the GM-model the training loss function is defined as

$$\mathcal{L} = w_E \| \hat{E} - E_{\text{ref}} \|^2 + \frac{w_F}{3N_{\text{at}}} \sum_{i=1}^{N_{\text{at}}} \sum_{k=1}^{3} \left\| \hat{F}_{i,k} - F_{i,k}^{\text{ref}} \right\|^2.$$  \hfill (16)

To control the energy and force contribution during the training we define the adjustable parameters $w_E$ and $w_F$. The parameters were set to $w_E = 1$ and $w_F = 100 \, \text{Å}^2$ for all models. The higher weight of the force error is motivated by the fact that forces alone determine the dynamics of a chemical system. Consequently, the accurate force prediction is most important for MD simulations. In case the model is trained only on energies the parameter $w_F$ is set to zero. The parameters, $w_E$ and $w_F$, were chosen according to performance tests of the GM-NN model. However, optimal values are likely to depend on the system under study and the parameters should be adjusted accordingly. A more thorough investigation of the dependence of the performance on the parameters is planned for the future works.

The reference values for the force and energy are denoted by $E_{\text{ref}}$ and $F_{\text{ref}}$, respectively. Atomic forces $\hat{\mathbf{F}}$ are calculated from the total energy $\hat{E}$ analytically by taking the partial derivative with respect to atomic positions. For an atom $i$ along the component $k \in \{x, y, z\}$ the atomic force is defined as

$$\hat{F}_{i,k}(Z_1, Z_2, \ldots, Z_{N_{\text{at}}}, \mathbf{r}_1, \mathbf{r}_2, \ldots, \mathbf{r}_{N_{\text{at}}}) = \frac{\partial \hat{E}}{\partial r_{i,k}}(Z_1, Z_2, \ldots, Z_{N_{\text{at}}}, \mathbf{r}_1, \mathbf{r}_2, \ldots, \mathbf{r}_{N_{\text{at}}}).$$  \hfill (17)

All models used in Section 3 were implemented in the Tensorflow \cite{tensorflow2015-whitepaper} framework. Atomic forces were calculated using automatic differentiation \cite{backpropagation}. The training loss in Eq. (16) was minimized using the AMSGrad optimizer \cite{kingma2014adam} with 32 molecules per mini-batch with an exception of the models trained on the ISO17 \cite{iso17, iso17-2, iso17-3} data set, where a
A mini-batch of 128 molecules was used. The learning rate was set to $10^{-3}$ for all models and kept constant throughout the whole training procedure. Each optimization took 5000 training epochs with an exception of the models trained on 1000 MD17 [21,14,22] samples, where we optimized for 10,000 epochs. Overfitting was prevented using the early stopping technique [38]. After each epoch the training loss was evaluated on a validation set. After training, the model that performed best on the validation set was selected for further application on the test sets. So, although the validation data was not used directly in the training procedure, it indirectly influenced models chosen at the end.

2.4 Scalability and Computational Cost

To achieve linear scaling of the computational cost and memory usage, the GM-NN model uses atom neighbor lists as implemented in ASE [39]. This allows the calculation of the energy and gradient for a structure with up to 100,000 atoms in less than 230 s on a single Intel Xeon CPU E5-2670 v0. The memory required for the respective calculations with up to 25,000 atoms is about 9.7 GB. This allows efficient training and inference on typical GPUs for large systems. Further information on the computational cost and memory usage, including details on the trained model, is provided in the Supporting Information.

3 Results

Here, we apply the NN model based on Gaussian Moments (GM-NN) to three well-established quantum chemistry data sets: QM9 [30,31], MD17 [21,14,22], and ISO17 [31,15,14]. These data sets are designed such that different aspects of chemical space are covered. For all data sets, we report the mean absolute error (MAE) and the root mean square error (RMSE) in kcal/mol for the energies and in kcal/mol/Å for the forces.

The deep network model GM-dNN was tested only on large training sets, i.e. 50,000 training samples from the MD17 data set and 400,000 training samples from the ISO17 data set. The reason for this is that for smaller training sets, e.g. 1000 samples from the MD17 data set and the QM9 data set, the shallow GM-sNN model is already sufficient to reach an acceptable accuracy within the given number of training epochs. The deep architecture is prone to overfitting, especially for small training sets. The deep architecture is promising for large and complex training sets, because it is known that the additional hidden layers enhance the capability of neural networks to capture complexity and high non-linearity of functional dependence [40,41].

The input layer for both architectures has 427 neurons as discussed in Section 2.1. The only remaining adjustable parameter of the descriptor is the cutoff radius $R_{\text{max}}$. It was set to 3.0 Å for the QM9 data set and to 4.0 Å for the MD17 and ISO17 data sets. In each experiment, the data set is split into a training set of size $N$ and a validation set containing 2000 structures used for early stopping. The remaining data was used for testing the models.

3.1 QM9

QM9 [30,31] is a widely used benchmark for the prediction of several properties of molecules in equilibrium. Thus, all forces vanish. They were not included into the training loss function. Only shallow GM-sNN models were trained on the QM9 data set.

The QM9 data set consists of 133,885 neutral, closed-shell organic molecules with up to 9 heavy atoms (C, O, N, F) and a varying number of hydrogen (H) atoms. The largest structure in the data set contains 29 atoms in total. Since 3054 molecules from the original QM9 data set failed a consistency test [51], we used only the remaining 130,831 structures in the following experiments.

For QM9 a cutoff radius of $R_{\text{max}} = 3.0$ Å was chosen. This is rather small compared to the 10 Å used in the message-passing architectures, e.g., SchNet [15,16] or PhysNet [13]. However, the sphere defined by the small cutoff radius of 3.0 Å includes already a maximum of 24 neighbors out of 28 possible neighboring atoms for the largest structures in the data set. This holds for central atoms of the respective structures. For the side atoms smaller local environments can be found which can be transferred to the smaller structures in the data set. So, the smaller cutoff improves the ability of the model to generalize. Thus, the cutoff radius has to be increased only in the case some important interactions are neglected, which is not the case for the QM9 data set.

The learning curves of the model are shown in Fig. [4]. They show the dependence of the MAE and the RMSE on the training set size. For training set sizes of 1000, 5000, and 10,000 the results are obtained by averaging over five independent choices of the training set. For 25,000, 50,000, 100,000, and 110,426 structures only three independent choices of the training set are averaged. The GM-sNN trained on 110,426 reference energies predicts energies of
Table 1: MAEs in kcal/mol for the energy prediction on the QM9 data set[30][31] for various models reported in the literature and different sizes of the training set. Results of the GM-sNN model are averaged over three and five independent randomly chosen training data sets, see text.

| Training set size | DTNN [14] | SchNet [15, 16] | PhysNet [13] | HIP-NN [17] | MTM | Ref. [11] | GM-sNN |
|-------------------|-----------|-----------------|--------------|-------------|-----|----------|--------|
| 1000              | ...       | ...             | ...          | ...         | 1.8 | 1.85     | 2.16   |
| 5000              | ...       | ...             | ...          | ...         | 0.90| 0.95     | 0.95   |
| 10,000            | ...       | 1.28\textsuperscript{a} | ...          | ...         | 0.86| 0.73     | 0.71   |
| 25,000            | 1.04      | 0.80\textsuperscript{a} | ...          | ...         | 0.63| 0.55     | 0.47   |
| 50,000            | 0.94      | 0.59            | 0.30         | 0.35        | 0.41| 0.46     | 0.36   |
| 100,000           | 0.84      | 0.34            | 0.19         | 0.26        | 0.41| 0.41     | 0.29   |
| 110,426           | ...       | 0.31            | 0.19         | 0.26        | ... | 0.27     |        |

\textsuperscript{a} As estimated from the graphs in Ref. [16];
\textsuperscript{b} As estimated from the graphs in Ref. [11]
the remaining structures with an MAE of 0.27 kcal/mol and an RMSE of 0.63 kcal/mol. The required accuracy of 1 kcal/mol in the case of the MAE is reached already when training on 5000 reference structures.

A comparison of the GM-sNN model to the various models published in the literature can be found in Table 1. It can be seen that the performance of the GM-sNN model is comparable to all methods shown. However, one can see that the MTM$_{16-28}$ model [11] and the model in Ref. [8] perform slightly better when training on 1000 and 5000 reference samples. The MTM$_{16-28}$ model employs geometric moments to construct rotationally invariant bases for linear regression. The model in Ref. [8] uses NNs as an ML method and the power spectrum of spherical harmonics as a structural descriptor. In both methods atomic species and environment are encoded simultaneously. With increasing number of training samples the GM-sNN model outperforms the MTM$_{16-28}$ model and the model in Ref. [8]. The GM-sNN model reaches an accuracy comparable to the message-passing models, e.g., SchNet [15][16], HIP-NN [17], and PhysNet [13]. The message-passing models learn to construct invariant features from nuclear charges and interatomic distances in a data-driven manner. This approach was first introduced by the DTNN [14].

We also investigated how well a model trained on small molecules transfers to larger systems. For this purpose the QM9 data set was divided into two subsets. The first subset contains molecules with up to 15 atoms and has 24,978 structures in total. The other subset which is used for testing has molecules with more than 15 atoms and has 105,853 structures in total. We used 22,978 structures of the first subset for training and another 2000 for validation. The errors on the test set of all 105,853 structures are averaged over three independent choices of the training set and are: MAE = 1.01 kcal/mol, RMSE = 1.65 kcal/mol. This demonstrates that the trained models can be transferred from small to large structures. However, the performance deteriorates compared with the randomly chosen structures, see Table 1.
All models for the QM9 data set were trained on an NVIDIA Tesla V100-SXM2-32GB GPU. The training of 5000 epochs took from 1 hour (1000 structures) to 3 days (110,426 structures).

### 3.2 MD17

The MD17 data set \[21, 14, 22\] is a collection of structures, energies and atomic forces of eight small organic molecules obtained from ab-initio molecular dynamics (MD). For each molecule a large variety of conformations is covered. The data set varies in size from 150,000 to almost 1,000,000 conformations. It covers energy differences from 20 to 48 kcal/mol and force components ranging from 266 to 570 kcal/mol/Å. The task of this experiment is to predict energies and forces for these molecules using various models.

We have chosen a cutoff radius of \( R_{\text{max}} = 4.0 \, \text{Å} \), since already 19 of the 20 possible neighboring atoms of the central atoms of the aspirin molecule (acetylsalicylic acid), the largest molecule of the MD17 data set, lie within a sphere defined by this cutoff.

In a first test, we investigated the learning curves of the shallow GM-sNN model trained on structures from the MD17 data set. For this purpose we trained the model on 64, 128, 192, 400, 600, 800, and 1000 randomly chosen samples. The respective learning curves for eight small organic molecules are presented in Fig. 5. From the figure it is noticeable that already 64 samples are enough to achieve an accuracy of 1 kcal/mol in energy. For most molecules at least 192 training samples are necessary to achieve an accuracy of 1 kcal/mol/Å of the forces. Aspirin requires 400 samples, but benzene requires only 64 due to its rigid conformation.

It may be noticed that the force learning curves look smoother than the energy learning curves. This is because a large weighting factor of \( w_f = 100 \, \text{Å}^2 \) was used in the loss function for the forces. Thus, most emphasis was given on the force training. In a typical example \( \approx 99.7\% \) of the loss at the end of the training is caused by the forces. However, in all cases training could be continued which would lead to smaller force errors and to a higher impact of energies on the training. Further training would make the energy learning curves smoother.

A comparison of GM-NN models to several models recently published in the literature can be found in Table 2. The GM-sNN models were trained on \( N = 1000 \) and \( N = 50,000 \) samples, the GM-dNN models were trained on \( N = 50,000 \) samples. The results of all models are averaged over three randomly chosen training sets. From Table 2 we see that the GM-NN models yield an accuracy which is comparable with those of all well-established methods. The best training result is written in bold face. The shallow GM-sNN model outperforms the message-passing model SchNet when trained on 1000 and 50,000 reference samples. The deep GM-dNN model reaches the accuracy of the PhysNet model. All mentioned message-passing models have more complicated mathematical forms and deeper NN architectures than our GM-NN models. Therefore, their capability of interpolation can potentially be better.

The GDML model is more accurate than our GM-sNN for the smaller molecules, although even there the difference is small, see Table 2. Note that the GDML \[21\] model was trained on forces only and, in general, scales badly with the number of reference structures due to its kernel nature. For small data sets and complex molecules, like aspirin, our GM-sNN model outperforms all presented methods in the force prediction. The force error on the aspirin data set is smaller by 0.3 kcal/mol/Å than the respective predictions of the GDML and EANN models, and smaller by 0.66 kcal/mol/Å than the SchNet predictions. The EANN model employs density-like descriptors and NNs as an ML method. The errors of GM-sNN in energy prediction could be improved training for more epochs, see the previous discussion.

In addition to the models listed in Table 2 we can compare to sGDML \[22\], an extension of the GDML model that incorporates rigid space group symmetries and dynamic non-rigid symmetries, e.g. methyl group rotations. The performance is similar. For example, the accuracy of the sGDML force prediction is 0.68 kcal/mol/Å for the aspirin data set, while GM-sNN results in 0.69 kcal/mol/Å. The GM-sNN model needs fewer reference structures, less than 400, to achieve an accuracy of 1 kcal/mol/Å, compared to the sGDML model, which needs about 600 reference structures. Note that in this comparison it was assumed that the chosen training data is similarly correlated.

We use the MD17 data set to test the dependence of the performance of the GM-sNN model on the size of our descriptor, the number of Gaussian moments (#GM). Fig. 5 shows that the force error is reduced algebraically with the increasing size of the descriptor. For aspirin and \( N = 1000 \) we obtain an MAE of the forces of about \( 4.145 \cdot (\text{#GM})^{-0.309} \) kcal/mol/Å. A similar algebraic convergence of the error in the energy prediction is illustrated in Fig. S2 of the Supporting Information. To compare the performance with typical hand-crafted descriptors, atom-centered symmetry functions (ACSF) \[3, 4\] were chosen. In Ref. [18] it was shown that a typical Behler–Parrinello model with ACSFs as molecular descriptors is consistently outperformed by the SchNet model. For example, on the aspirin data set an MAE of 1.92 kcal/mol/Å in predicted forces was achieved using 51 ACSF invariant scalars with 1000 training.
Figure 5: Mean absolute error (MAE) and root mean square error (RMSE) in kcal/mol and kcal/mol/Å of energy (top) and force (bottom) predictions, respectively, on the MD17 data set depending on the number of structures in the training data set. All results were obtained using the shallow architecture GM-sNN.
Table 2: Mean absolute errors for energy and force prediction in kcal/mol and kcal/mol/Å, respectively. The results are obtained by averaging over three independent choices of the training sets, their standard deviation is given in parentheses. The GM-NN models are trained on 1000 and 50,000 training samples. All models are trained on energies and forces with the exception of the GDML [21] model, which is trained on forces only.

|                  | N = 1000 |                     | N = 50,000 |                     |
|------------------|----------|---------------------|------------|---------------------|
|                  | GDML [21]| EANN [29]           | SchNet [15]| GM-sNN              | SchNet [15]| PhysNet [13]| GM-sNN       | GM-dNN       |
| Benzene          |          |                     |            |                     |
| energy           | 0.07     | 0.08                | 0.08       | (0.008)             | 0.07       | 0.07 (0.002)| 0.07         | 0.07 (< 0.001) |
| force            | 0.23     | 0.31                | 0.21       | (0.021)             | 0.17       | 0.15 (0.001)| 0.14         | 0.14 (0.001)  |
| Toluene          |          |                     |            |                     |
| energy           | 0.12     | 0.12                | 0.15       | (0.009)             | 0.09       | 0.10 (0.004)| 0.10         | 0.09 (0.003)  |
| force            | 0.24     | 0.38                | 0.34       | (0.012)             | 0.09       | 0.03 (0.002)| 0.10         | 0.06 (< 0.001) |
| Malonaldehyde    |          |                     |            |                     |
| energy           | 0.16     | 0.14                | 0.12       | (0.012)             | 0.08       | 0.07 (< 0.001)| 0.07         | 0.07 (< 0.001) |
| force            | 0.85     | 0.66                | 0.45       | (0.014)             | 0.08       | 0.04 (0.002)| 0.08         | 0.05 (0.006)  |
| Salicylic acid   |          |                     |            |                     |
| energy           | 0.12     | 0.14                | 0.19       | (0.020)             | 0.10       | 0.11 (0.005)| 0.11         | 0.11 (0.002)  |
| force            | 0.28     | 0.51                | 0.49       | (0.021)             | 0.19       | 0.04 (0.001)| 0.14         | 0.08 (0.002)  |
| Aspirin          |          |                     |            |                     |
| energy           | 0.27     | 0.33                | 0.38       | (0.015)             | 0.12       | 0.12 (0.005)| 0.19         | 0.13 (0.004)  |
| force            | 0.99     | 0.99                | 0.69       | (0.025)             | 0.33       | 0.06 (0.002)| 0.26         | 0.12 (0.008)  |
| Ethanol          |          |                     |            |                     |
| energy           | 0.15     | 0.10                | 0.10       | (0.007)             | 0.05       | 0.05 (< 0.001)| 0.05         | 0.05 (0.002)  |
| force            | 0.79     | 0.47                | 0.33       | (0.017)             | 0.05       | 0.03 (< 0.001)| 0.06         | 0.04 (0.001)  |
| Uracil           |          |                     |            |                     |
| energy           | 0.11     | 0.11                | 0.12       | (0.008)             | 0.10       | 0.10 (0.001)| 0.10         | 0.10 (0.001)  |
| force            | 0.24     | 0.35                | 0.33       | (0.016)             | 0.11       | 0.03 (< 0.001)| 0.07         | 0.04 (< 0.001) |
| Naphthalene      |          |                     |            |                     |
| energy           | 0.12     | 0.12                | 0.17       | (0.011)             | 0.11       | 0.12 (0.011)| 0.13         | 0.11 (0.004)  |
| force            | 0.23     | 0.27                | 0.36       | (0.023)             | 0.11       | 0.04 (0.001)| 0.13         | 0.08 (0.008)  |
structures. For comparison, the GM-sNN model achieves an MAE of 1.43 kcal/mol/Å in predicted forces using only 35 GM descriptors, and an MAE of 1.19 kcal/mol/Å with 48 GM descriptors, see Fig. 6. This shows that the proposed descriptor outperforms ACSFs and captures all necessary information about the molecular structure as efficiently as message-passing architectures. Due to their particular mathematical form GMs achieve the desired flexibility and, thus, even GM-sNN outperforms the SchNet model in several tests, see Table 2.

All GM-NN models for the MD17 data set were trained on one NVIDIA Tesla V100-SXM2-32GB GPU each. The training of the GM-sNN model on 1000 structures for 10,000 epochs took 4 hours, and the training on 50,000 structures for 5000 epochs was carried out during 2 days. The GM-dNN model required at most 2 days and 15 hours for the training.

### 3.3 ISO17

The ISO17 data set [31, 15, 14] contains short MD trajectories of 127 isomers with the composition C_{7}O_{2}H_{10}, drawn randomly from the QM9 data set. For all molecules, energies and atomic forces are provided. Each trajectory samples 5000 conformations. In total, the data set contains 635,000 structures.

The experiment was arranged as follows. The data set was split into two subsets. The first subset contained the data of ≈ 80% of all molecules. From this subset 400,000 structures were taken randomly for training and another 4000 structures were used for validation. The remaining 101,000 structures were used for testing the model. This test is referred to as “known molecules / unknown conformations”. Then we applied the trained model to the remaining ≈ 20% of all molecules, those which the model had not seen before. This second test is referred to as “unknown molecules / unknown conformations”. It allows to test the generalization capability of the GM-NN model.
Table 3: Mean absolute errors for energy and force prediction on the two variants of the ISO17 benchmark in kcal/mol and kcal/mol/Å, respectively. The results are obtained by averaging over three independent choices of the training sets, their standard deviation is given in parentheses.

|                         | SchNet [15] | PhysNet [13] | GM-sNN     | GM-dNN     |
|-------------------------|-------------|--------------|------------|------------|
| **known molecules / unknown conformations** |             |              |            |            |
| energy                  | 0.36        | 0.10 (< 0.001) | 0.40 (0.020) | 0.17 (0.003) |
| force                   | 1.00        | 0.12 (0.002)  | 0.65 (0.019) | 0.28 (0.011) |
| **unknown molecules / unknown conformations** |             |              |            |            |
| energy                  | 2.40        | 2.94 (0.260)  | 1.97 (0.414) | 2.71 (0.640) |
| force                   | 2.18        | 1.38 (0.060)  | 1.66 (0.082) | 1.96 (0.189) |
Table 4: Energetic barriers in kcal/mol predicted by machine learned potentials and calculated at the PBE-D3(BJ)/6-31G* level of theory.

|                  | OH | CH₃ |
|------------------|----|-----|
| PBE-D3(BJ)/6-31G*| 2.16 | 1.75 | 1.56 | 3.32 |
| ML@MD17         | 1.00 | 1.09 | 1.17 | 2.98 |
| ML@500K         | 1.19 | 1.76 | 1.58 | 3.28 |
| ML@1000K        | 1.07 | 1.79 | 1.57 | 3.23 |

The results of both tests obtained with the GM-sNN and GM-dNN models are compared to recent literature data in Table 3. The results of the GM-NN models are obtained by averaging over three randomly chosen training sets. From the table it is noticeable that the GM-sNN model outperforms the SchNet model in 3 of the 4 tests. The shallow model also outperforms both message-passing models in the energy prediction for “unknown molecules / unknown conformations”. The energy error is about 0.43 kcal/mol lower than the SchNet prediction and 0.97 kcal/mol lower than the PhysNet prediction. This shows that GM-sNN generalizes better than the models from the literature.

The deep GM-dNN model outperforms the shallow GM-sNN model and approaches the accuracy of PhysNet when applied to the “known molecules / unknown conformations” test. However, using the deep architecture deteriorates the performance on the “unknown molecules / unknown conformations” test. This indicates that the larger, more flexible network learns more details on the “known molecules / unknown conformations” test set on the expense of generalization capabilities, tested on the unknown molecules [42]. This example shows that a thorough choice of the network architecture is of crucial importance for the specific task for which the model is to be designed.

All GM-NN models were trained on one NVIDIA Tesla V100-SXM2-32GB GPU each for 5000 training epochs. The training of the GM-sNN model took ≈ 7 days, the training of the GM-dNN took ≈ 7 days and 6 hours. Note that the results of the PhysNet model were obtained after training for ≈ 1 month [13].

3.4 MD of Ethanol with Ab-Initio Accuracy

The predictive power of the machine-learned potentials was tested on a simple organic molecule, namely ethanol. We calculated the energy profile for the ethanol rotamers, i.e., for the rotation of the OH-group around the C–O bond and the rotation of the CH₃-group around the C–C bond. A comparison of the predictions is made based on machine-learned potentials to the potential energy profile calculated at the PBE-D3(BJ)/6-31G* level of theory [43–46] using Turbomole 7.1 [47] within ChemShell [48, 49] and is shown in Fig. 7.

It is noticeable that the model trained on the MD17 data set for ethanol, ML@MD17, (we took the GM-sNN model trained on 50,000 structures, Section 3.2) shows large deviations in the barrier heights. This is probably caused by the slightly different levels of theory: MD17 used PBE+vdW-TS (we were unable to find information on the basis used to create MD17 [21]). While the functionals are the same, the different treatment of dispersion and the different basis set in the reference may lead to the deviation of the energy profiles.

To ensure the reproducibility of the tests we generated two different data sets for ethanol on the same level of theory as for the respective DFT profile. The data sets were taken from ab-initio MDs at 500 K and 1000 K. In the following we describe the generation of the data sets. Firstly, we performed Born–Oppenheimer MD at 500 K and 1000 K in the NVT ensemble using the Berendsen thermostat with GFN2-xTB [50][51] as the underlying quantum mechanical method. The time step was set to 0.5 fs and the dynamics was run for 50,000 steps resulting in 25.0 ps of dynamics. Every 10 steps a geometry was taken from the dynamics and the energy, as well as atomic forces, were recalculated at the PBE-D3(BJ)/6-31G* level of theory. The MD was performed within ChemShell and for the refinement with DFT we used Turbomole 7.1 within ChemShell. For each data set we obtained in total 5000 structures. The additional data set at 1000 K was created because the barrier for the rotation of the CH₃-group around the C–C bond is way higher than 500 K. Both data sets can be found in a git-repository [52].

The GM-sNN model was trained using 4000 reference structures for 5000 training epochs. Training of the model was performed on an NVIDIA Tesla V100-SXM2-32GB GPU and it took about 4.5 hours for each data set. The remaining 1000 structures were used for validation. We refer to the model trained on the 500K data set as ML@500K and to the one trained on the 1000K data set as ML@1000K. From Fig. 7 it can be seen that the model trained on the generated data sets fits the DFT profile well and all deviations are small. All barriers are given in Table 4.

To test the prediction of frequencies, even though only energies and forces were used for the training, we calculated the vibrational power spectrum of ethanol based on the ML@1000K model using the velocity-velocity autocorrelation...
Figure 7: Potential energy profile of the dihedral angle describing the rotation (top) of the OH-group around the C–O bond and (bottom) of the rotation of the CH$_3$-group around the C–C bond. The GM-sNN model was trained on the MD17 data set, ML@MD17, on the 500 K data set, ML@500K, and on the 1000 K data set, ML@1000K.
Figure 8: Vibrational power spectrum of ethanol obtained via velocity-velocity autocorrelation function and the expression in Eq. (18). The velocities are obtained from MD at 500 K and 100 K using the GM-sNN model trained on the 1000 K data set, see text for details.

In this formalism, the intensity of a transition is proportional to

\[ I \propto \left| \int \langle v(t_0) v(t + t_0) \rangle \exp(-i\omega t) \, dt \right|^2. \]  

(18)

Velocities for the calculation of the power spectrum were obtained by running MD trajectories on the ML@1000K model within ASE [39] using a Langevin thermostat at the temperatures of 500 K and 100 K. The time step was set to 0.5 fs and the dynamics were run for 40 ps. The first 1 ps was ignored. The final spectra obtained from MDs at 100 K and 500 K are shown in Fig. 8.

In Fig. 8, one can, for example, find bands at 3611 cm\(^{-1}\) (500 K) and 3644 cm\(^{-1}\) (100 K) which correspond to the O–H stretching of alcohol. This is very similar to the corresponding harmonic frequency from DFT at the PBE-D3(BJ)/6-31G* level, 3638 cm\(^{-1}\). The experimental values for ethanol in the gas phase range from 3649 cm\(^{-1}\) to 3682 cm\(^{-1}\) [53], which are also close to the values predicted using ML potentials.

4 Conclusions

In the present work, we proposed Gaussian moments as a representation for molecular structures that incorporates global symmetries, i.e. the invariances with respect to rotation and translation of the entire system, and the invariance with respect to permutation of atoms of the same species. The particular advantage of constructing GMs is that the GM
representation can be written in terms of pairwise distance vectors and tensor contractions. This allows for an efficient calculation of them on graphics processing units (GPUs). The representation can easily be extended by generating further rotationally invariant scalars from additional generating graphs. Thus, an even larger basis can be constructed if needed, at almost the same computational cost.

We have demonstrated that the GM descriptor can be used as input for machine learning algorithms. In this work, we used feed-forward NNs as a machine learning method for the regression. We evaluated the GM-NN models on three different quantum-chemical benchmark data sets, which cover both chemical and conformational variability. Based on the performed tests we can argue that the GM-NN models show comparable or better accuracy with respect to the state-of-the-art machine learning models. The performance of GMs with only two hidden layers is similar to that of message-passing models, such as SchNet [15, 16] and PhysNet [13], which have much deeper and mathematically more complicated NN architectures.

We have shown that a GM-model trained on small reference structures is able to generalize to larger structures. Additionally, it was shown that the respective GM descriptor is able to capture all necessary information about the molecular structure so that the machine learns as efficiently as respective models which include all possible symmetries explicitly.

In addition to the benchmark data sets, machine-learned potentials based on Gaussian moments were applied to predict rotamers and the vibrational power spectrum of the ethanol molecule. We have seen that the GM-NN potentials are capable of capturing differences between the gauge and trans conformations of ethanol and to capture vibrational frequencies even though they were trained on energies and forces only.

In summary, we have presented an approach for constructing a machine learning model based on tensor contractions, which fulfills physical constraints and is inspired by the molecular wave function. This model has been proven to be generally applicable to molecular systems and, therefore, can potentially be applied to large scale molecular simulations.

Acknowledgement

The authors acknowledge financial support received in the form of a PhD scholarship from the Studienstiftung des Deutschen Volkes (German National Academic Foundation). We thank the Deutsche Forschungsgemeinschaft (DFG, German Research Foundation) for supporting this work by funding EXC 2075 - 390740016 under Germany’s Excellence Strategy. We acknowledge the support by the Stuttgart Center for Simulation Science (SimTech) and the European Union’s Horizon 2020 research and innovation programme (grant agreement No. 646717, TUNNELCHEM). We also like to acknowledge the support by the Institute for Parallel and Distributed Systems (IPVS) of the University of Stuttgart for providing computer time.

Supporting Information

Additional data on the scalability and the computational cost, as well as a figure showing the decrease of the error in the energy prediction with the increase of the descriptor size are provided free of charge on the ACS Publications website.

References

[1] M. Born and R. Oppenheimer, “Zur quantentheorie der molekeln,” Ann. Phys., vol. 389, pp. 457–484, 1927.
[2] A. D. Mackerell Jr., “Empirical force fields for biological macromolecules: Overview and issues,” J. Comput. Chem., vol. 25, pp. 1584–1604, 2004.
[3] J. Behler and M. Parrinello, “Generalized neural-network representation of high-dimensional potential-energy surfaces,” Phys. Rev. Lett., vol. 98, p. 146401, 2007.
[4] J. Behler, “Atom-centered symmetry functions for constructing high-dimensional neural network potentials,” J. Chem. Phys., vol. 134, p. 074106, 2011.
[5] A. P. Bartók, M. C. Payne, R. Kondor, and G. Csányi, “Gaussian approximation potentials: The accuracy of quantum mechanics, without the electrons,” Phys. Rev. Lett., vol. 104, p. 136403, 2010.
[6] A. P. Bartók, R. Kondor, and G. Csányi, “On representing chemical environments,” Phys. Rev. B, vol. 87, p. 184115, 2013.
[7] A. Khorshidi and A. A. Peterson, “Amp: A modular approach to machine learning in atomistic simulations,” Comput. Phys. Commun., vol. 207, pp. 310 – 324, 2016.
[8] O. T. Unke and M. Meuwly, “A reactive, scalable, and transferable model for molecular energies from a neural network approach based on local information,” J. Chem. Phys., vol. 148, p. 241708, 2018.

[9] E. Kocer, J. K. Mason, and H. Erturk, “A novel approach to describe chemical environments in high-dimensional neural network potentials,” J. Chem. Phys., vol. 150, p. 154102, 2019.

[10] A. V. Shapeev, “Moment tensor potentials: A class of systematically improvable interatomic potentials,” Multiscale Model. Simul., vol. 14, pp. 1153–1173, 2016.

[11] K. Gubaev, E. V. Podryabinkin, and A. V. Shapeev, “Machine learning of molecular properties: Locality and active learning,” J. Chem. Phys., vol. 148, p. 241727, 2018.

[12] M. Rupp, A. Tkatchenko, K.-R. Müller, and O. A. von Lilienfeld, “Fast and accurate modeling of molecular atomization energies with machine learning,” Phys. Rev. Lett., vol. 108, p. 058301, 2012.

[13] O. T. Unke and M. Meuwly, “Physnet: A neural network for predicting energies, forces, dipole moments, and partial charges,” J. Chem. Theory Comput., vol. 15, pp. 3678–3693, 2019.

[14] K. T. Schütt, F. Arbabzadah, S. Chmiela, K. R. Müller, and A. Tkatchenko, “Quantum-chemical insights from deep tensor neural networks,” Nat. Commun., vol. 8, p. 13890, 2017.

[15] K. Schütt, P.-J. Kindermans, H. E. Sauceda Felix, S. Chmiela, A. Tkatchenko, and K.-R. Müller, “Schnet: A continuous-filter convolutional neural network for modeling quantum interactions,” in Advances in Neural Information Processing Systems 30 (I. Guyon, U. V. Luxburg, S. Bengio, H. Wallach, R. Fergus, S. Vishwanathan, and R. Garnett, eds.), pp. 991–1001, Curran Associates, Inc., 2017.

[16] K. T. Schütt, H. E. Sauceda, P.-J. Kindermans, A. Tkatchenko, and K.-R. Müller, “Schnet – a deep learning architecture for molecules and materials,” J. Chem. Phys., vol. 148, p. 241722, 2018.

[17] N. Lubbers, J. S. Smith, and K. Barros, “Hierarchical modeling of molecular energies using a deep neural network,” J. Chem. Phys., vol. 148, p. 241715, 2018.

[18] K. T. Schütt, P. Kessel, M. Gastegger, K. A. Nicoli, A. Tkatchenko, and K.-R. Müller, “Schnetpack: A deep learning toolbox for atomistic systems,” J. Chem. Theory Comput., vol. 15, pp. 448–455, 2019.

[19] N. Artrith, A. Urban, and G. Ceder, “Efficient and accurate machine-learning interpolation of atomic energies in compositions with many species,” Phys. Rev. B, vol. 96, p. 014112, 2017.

[20] K. Yao, J. E. Herr, D. W. Toth, R. Mckintyre, and J. Parkhill, “The tensorsmol-0.1 model chemistry: a neural network augmented with long-range physics,” Chem. Sci., vol. 9, pp. 2261–2269, 2018.

[21] S. Chmiela, A. Tkatchenko, H. E. Sauceda, I. Poltavsky, K. T. Schütt, and K.-R. Müller, “Machine learning of accurate energy-conserving molecular force fields,” Sci. Adv., vol. 3, 2017.

[22] S. Chmiela, H. E. Sauceda, K.-R. Müller, and A. Tkatchenko, “Towards exact molecular dynamics simulations with machine-learned force fields,” Nat. Commun., vol. 9, p. 3887, 2018.

[23] O. A. von Lilienfeld, R. Ramakrishnan, M. Rupp, and A. Knoll, “Fourier series of atomic radial distribution functions: A molecular fingerprint for machine learning models of quantum chemical properties,” Int. J. Quantum Chem., vol. 115, pp. 1084–1093, 2015.

[24] J. Behler, “Neural network potential-energy surfaces in chemistry: a tool for large-scale simulations,” Phys. Chem. Chem. Phys., vol. 13, pp. 17930–17955, 2011.

[25] J. Flusser, T. Suk, and B. Zitová, Moment Invariants to Translation, Rotation and Scaling, ch. 2, pp. 13–47. John Wiley & Sons, Ltd, 2009.

[26] J. Flusser, T. Suk, and B. Zitová, 3D Moment Invariants to Translation, Rotation, and Scaling, ch. 4, pp. 95–162. John Wiley & Sons, Ltd, 2016.

[27] T. Suk and J. Flusser, “Tensor method for constructing 3d moment invariants,” in Computer Analysis of Images and Patterns (P. Real, D. Diaz-Pernil, H. Molina-Abril, A. Berciano, and W. Kropatsch, eds.), (Berlin, Heidelberg), pp. 212–219, Springer Berlin Heidelberg, 2011.

[28] B. Yang, T. Suk, M. Dai, and J. Flusser, “2d and 3d image analysis by gaussian-hermite moments,” Gate to Computer Science and Research, pp. 143–173, 2014.

[29] Y. Zhang, C. Hu, and B. Jiang, “Embedded atom neural network potentials: Efficient and accurate machine learning with a physically inspired representation,” J. Phys. Chem. Lett., vol. 10, pp. 4962–4967, 2019.

[30] L. Ruddigkeit, R. van Deursen, L. C. Blum, and J.-L. Reymond, “Enumeration of 166 billion organic small molecules in the chemical universe database gdb-17,” J. Chem. Inf. Model., vol. 52, pp. 2864–2875, 2012.
[31] R. Ramakrishnan, P. O. Dral, M. Rupp, and O. A. von Lilienfeld, “Quantum chemistry structures and properties of 134 kilo molecules,” Sci. Data, vol. 1, p. 140022, 2014.

[32] H. Weyl, The Classical Groups: Their Invariants and Representations. Princeton, NJ: Princeton University Press, 1966.

[33] S. F. Boys and A. C. Egerton, “Electronic wave functions - i. a general method of calculation for the stationary states of any molecular system,” Proc. R. Soc. Lond. A, vol. 200, pp. 542–554, 1950.

[34] K. Hornik, “Approximation capabilities of multilayer feedforward networks,” Neural Netw., vol. 4, pp. 251 – 257, 1991.

[35] M. Abadi, A. Agarwal, P. Barham, E. Brevdo, Z. Chen, C. Citro, G. S. Corrado, A. Davis, J. Dean, M. Devin, S. Ghemawat, I. Goodfellow, A. Harp, G. Irving, M. Isard, Y. Jia, R. Jozefowicz, L. Kaiser, M. Kudlur, J. Levenberg, D. Mané, R. Monga, D. Murray, C. Olah, M. Schuster, J. Shlens, B. Steiner, I. Sutskever, K. Talwar, P. Tucker, V. Vanhoucke, V. Vasudevan, F. Viégas, O. Vinyals, P. Warden, M. Wattenberg, M. Wicke, Y. Yu, and X. Zheng, “TensorFlow: Large-scale machine learning on heterogeneous systems,” 2015. Software available from tensorflow.org.

[36] A. Baydin, B. A. Pearlmutter, A. A. Radul, and J. M. Siskind, “Automatic differentiation in machine learning: a survey,” J. Mach. Learn. Res., vol. 18, pp. 1–43, 2018.

[37] S. J. Reddi, S. Kale, and S. Kumar, “On the convergence of adam and beyond,” vol. arXiv:1904.09237 [cs.LG], 2019.

[38] L. Prechelt, Early Stopping — But When?, pp. 53–67. Berlin, Heidelberg: Springer Berlin Heidelberg, 2012.

[39] A. H. Larsen, J. J. Mortensen, J. Blomqvist, I. E. Castelli, R. Christensen, M. Dulak, J. Friis, M. N. Groves, B. Hammer, C. Hargus, E. D. Hermes, P. C. Jennings, P. B. Jensen, J. Kermode, J. R. Kitchin, E. L. Kolsbjerg, K. Kubal, K. Kaasbjerg, S. Lysgaard, J. B. Maronsson, T. Olsen, L. Pastewka, A. Peterson, C. Rostgaard, J. Schiøtz, O. Schütt, M. Strange, K. S. Thygesen, T. Vegge, L. Vilhelmsen, M. Walter, Z. Zeng, and K. W. Jacobsen, “The atomic simulation environment—a python library for working with atoms,” J. Phys. Condens. Matter, vol. 29, p. 273002, 2017.

[40] Y. Bengio, P. Lamblin, D. Popovici, and H. Larochelle, “Greedy layer-wise training of deep networks,” in Advances in Neural Information Processing Systems 19 (B. Schölkopf, J. C. Platt, and T. Hoffman, eds.), pp. 153–160, MIT Press, 2007.

[41] A. Krizhevsky, I. Sutskever, and G. E. Hinton, “Imagenet classification with deep convolutional neural networks,” in Advances in Neural Information Processing Systems 25 (F. Pereira, C. J. C. Burges, L. Bottou, and K. Q. Weinberger, eds.), pp. 1097–1105, Curran Associates, Inc., 2012.

[42] B. Neyshabur, R. Tomioka, and N. Srebro, “In search of the real inductive bias: On the role of implicit regularization in deep learning,” vol. arXiv:1412.6614 [cs.LG], 2014.

[43] J. P. Perdew, K. Burke, and M. Ernzerhof, “Generalized gradient approximation made simple,” Phys. Rev. Lett., vol. 77, pp. 3865–3868, 1996.

[44] S. Grimme, J. Antony, S. Ehrlich, and H. Krieg, “A consistent and accurate ab initio parametrization of density functional dispersion correction (dft-d) for the 94 elements h-pu,” J. Chem. Phys., vol. 132, p. 154104, 2010.

[45] S. Grimme, S. Ehrlich, and L. Goerigk, “Effect of the damping function in dispersion corrected density functional theory,” J. Comput. Chem., vol. 32, pp. 1456–1465, 2011.

[46] V. A. Rassolov, J. A. Pople, M. A. Ratner, and T. L. Windus, “6-31g* basis set for atoms k through zn,” J. Chem. Phys., vol. 109, pp. 1223–1229, 1998.

[47] F. Furche, R. Ahlrichs, C. Hättig, W. Klopper, M. Sierka, and F. Weigend, “Turbomole,” WIREs Comput. Mol. Sci., vol. 4, pp. 91–100, 2014.

[48] S. Grimme, C. Bannwarth, and P. Shushkov, “A robust and accurate tight-binding quantum chemical method for structures, vibrational frequencies, and noncovalent interactions of large molecular systems parametrized for all spd-block elements (z = 1–86),” J. Chem. Theory Comput., vol. 13, pp. 1989–2009, 2017.
[51] C. Bannwarth, S. Ehlert, and S. Grimme, “Gfn2-xtb—an accurate and broadly parametrized self-consistent tight-binding quantum chemical method with multipole electrostatics and density-dependent dispersion contributions,” J. Chem. Theory Comput., vol. 15, pp. 1652–1671, 2019.

[52] https://github.com/zaverkin/ethanol_datasets_git

[53] P. J. Linstrom and W. G. Mallard, eds., NIST Chemistry WebBook, NIST Standard Reference Database Number 69. Gaithersburg MD 20899: National Institute of Standards and Technology, 2016.