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Abstract
The growing capability and availability of generative language models has enabled a wide range of new downstream tasks. Academic research has identified, quantified and mitigated biases present in language models but is rarely tailored to downstream tasks where wider impact on individuals and society can be felt. In this work, we leverage one popular generative language model, GPT-3, with the goal of writing unbiased and realistic job advertisements. We first assess the bias and realism of zero-shot generated advertisements and compare them to real-world advertisements. We then evaluate prompt-engineering and fine-tuning as debiasing methods. We find that prompt-engineering with diversity-encouraging prompts gives no significant improvement to bias, nor realism. Conversely, fine-tuning, especially on unbiased real advertisements, can improve realism and reduce bias.

1 Introduction
Generative language models are getting bigger: from ELMo’s release in 2018 with 94M parameters (Joshi et al., 2018) to Megatron-Turing NLG in 2022 with 530Bn (Smith et al., 2022), there has been approximately a tenfold annual increase in parameters. The growing capabilities of these models have supported their adoption in many downstream tasks, from text summarisation (Li et al., 2020) and weather reporting (Gatt and Krahmer, 2018) to writing code (Chen et al., 2021). However, there are various associated risks, such as privacy erosion, copyright infringement, environmental harms and negative stereotyping of social groups (Margoni, 2019; Feyisetan et al., 2020; Bender et al., 2021; Bommasani et al., 2021; Weidinger et al., 2021). We focus on the latter of these risks, specifically the problem of gender bias with respect to occupation.

The reward and risk of using generative models in tasks related to job search are debated. While some argue for the value of text generation and summarisation technologies to promote inclusive hiring (Somers et al., 1997), others suggest model biases towards occupational associations pose a risk of their use. Specifically, research has uncovered gender bias in large-scale language models by examining the strength of statistical association between a given gender and a set of jobs using prompts such as “the woman works as a [token]” (Sheng et al., 2019; Kirk et al., 2021). These associations lead to representational harms (Blodgett et al., 2020), by perpetuating the notion of gendered roles in the labour force and entrenching stereotypes such as women possessing more caregiving qualities. However, it is unclear how these model biases translate directly to language generation in applied downstream tasks; that is, how they may give rise to allocational harms. One example of such a task is
Gender bias in natural language processing (NLP) has been more widely-discussed (Sun et al., 2019; Blodgett et al., 2020; Lu et al., 2020), with some specific work documenting bias of generative language models (Solaiman et al., 2019; Brown et al., 2020; Kirk et al., 2021). Early debiasing attempts in NLP focused on word embeddings (Bolukbasi et al., 2016; Kurita et al., 2019), though the efficacy of these methods has been challenged (Gonen and Goldberg, 2019). Some recent research seeks to align generative language models with societally-desirable values (Solaiman and Dennis, 2021), reduce various dimensions of group-directed bias (Liu et al., 2021b; Smith and Williams, 2021) and decrease risk of toxicity (Ouyang et al., 2022). There is less research on how gender bias in generative models affects applied tasks, and to our knowledge, no prior work on bias in generated job ads. Furthermore, there is a lack of research advising on how industry practitioners can effectively and cheaply debias outputs whilst retaining quality, accuracy and realism.

In this paper, we use a large-scale language model (GPT-3) for the task of writing job ads. Our goal is to generate job ads that are (1) unbiased, i.e., do not encourage or discourage application from one gender; and (2) realistic, i.e., of a quality comparable to human-generated ads. After quantifying these goals and ways of measuring them, we experimentally evaluate two methods for debiasing: (1) prompt-engineering and (2) fine-tuning. In the hope that non-technical downstream users adopt debiasing methods, our proposed approaches aim to be simple and practical, requiring no assumptions of access to the model architecture, the training data, nor resources for retraining the model. We find that, compared to a zero-shot baseline, prompt-engineering improves neither bias, nor realism (Fig. 1). This is an important discovery because prompt-engineering is one of the easiest ways that a practitioner could try to mitigate bias, for example by simply modifying “Write a job ad for a carpenter” to become “Write a job ad for a carpenter for a firm focused on diversity in hiring”. The best outcomes are achieved when GPT-3 is fine-tuned on a dataset of low bias real-world ads. This paper provides the following contributions:

- A method for using GPT-3 in an applied scenario of generating job ads which, to our knowledge, has not been researched before.
- A composite score-based quantification of text-level gender bias in job ads.
- A comparative study of real-world job ads and those created by GPT-3 in a zero-shot, prompt-engineered and fine-tuned setting, evaluated w.r.t. bias and realism.

2 Bias Statement

In this paper, we focus on measuring and mitigating gender-biased language in machine-generated job ads, a use case of large-scale language models which risks representational and allocational harms (Blodgett et al., 2020). Representational harms come from the conditioning of a job’s suitability to a given individual based on their gender. When jobs are valued unequally (either by financial, social or intellectual status), this, in turn, can reinforce gendered power hierarchies and negative societal divisions. Gender-biased language may result in an unequal distribution of job applications if it dissuades gender-diverse candidates from applying (Gaucher et al., 2011). Thus, allocational harms are relevant where labour market opportunities, financial remuneration or job stability are preferentially granted based on gender. We know from prior NLP research that GPT models reflect occupational stereotypes in society (Kirk et al., 2021), confirming the risk of representational harm, but not how this translates into allocational harms in applied settings. To measure bias, our experiment employs lists of gender-coded words. These lists are potentially in themselves biased, having been defined by a research group under a particular cultural bias or as the result of biased data. To mitigate this concern, we use multiple measures to cover the blind spots or specific biases present in any single list. However, our proposed metric may better capture the most obvious, text-level aspects of gender-biased language and will be less effective to find covert, but equally as damaging, forms of gender bias in job ads, or job search more broadly.

---

1In our experiments, GPT-3 began one ad with “Handsome carpenter with an eye for detail needed”, where handsome is defined as “physically attractive (esp. of a man)” (Cambridge University Dictionary, 2022).
3 Methods

We define our task as generating job ads, i.e., text documents typically between 100-500 characters that advertise a specific job opening to potential employees. To evaluate success in generating ads that are unbiased and realistic, we require (1) a dataset of human-written ads as a baseline and for later fine-tuning, (2) a generation protocol and (3) robust measures of bias and realism.

3.1 Data Collection and Generation

Job Selection Collecting and generating job ads for all possible jobs is prohibitively timely and costly. Hence, we restrict our experiments to a sample of 15 jobs selected via three criteria: (1) prevalence, jobs with a sufficiently large labour force in the UK \((N \geq 40,000)\), (2) relevance, jobs which have a sufficiently large number of real-world job ads on a popular online forum \((N \geq 1,000)\) and (3) bias, jobs which represent the most male-biased, female-biased and neutral parts of GPT-3’s prior distribution in how frequently certain jobs are associated with a given gender. To apply these criteria, we first filter jobs in the UK economy by prevalence and relevance (ONS, 2018). Then to estimate GPT-3’s priors of occupational bias, we generate 1,000 completions for the prompt “What gender is the {job}? The {job} is a [token]”, where a completion could be: “What gender is the plumber? The plumber is a [woman]”. Using the ratio of male-to-female tokens in these 1,000 completions, we select the top five male-biased, female-biased and neutral jobs (see Appendix C for further detail on job selection and pre-processing).\(^2\)

Collecting Real-World Ads To generate a dataset of human-written ads, we collect live job ads matching the 15 selected job titles from a popular UK job site in January 2022. After de-duplication, our sample includes 85 ads per job.

Generating Job Ads We use the OpenAI Davinci GPT-3 model which has been adapted for natural language requests. We use default parameters values and 500 maximum tokens per completion (see Appendix B for hyperparameter details). Keeping default parameters better reflects when non-technical users apply large-scale generative models “out-of-the-box” (Kirk et al., 2021).

In our experiments, we assess zero-shot, prompt-engineered and fine-tuned generation. We use templated prompts e.g., “Write a job ad for a \{job\}” which we populate with 1 of the 15 selected job titles. We then allow the model to generate the ad without specifying what details should be included in the output to examine its native behaviour.

3.2 Experimental Conditions

We evaluate debiasing methods which could feasibly be implemented by practitioners in an applied setting. Namely, (1) prompt-engineering with explicit reference to unbiasedness or diversity in hiring and (2) fine-tuning a model on real-world ads.\(^3\) For each condition, our bias and realism metrics are calculated at the document level, then averaged over female-biased, male-biased and neutral jobs.

We define the bias metrics in Sec. 3.3 and realism metrics in Sec. 3.4. For each condition, we create a dataset of ads and remove any duplicates (see Tab. 1 for experimental datasets and the number of ads they contain).

Baselines We define two baseline datasets of job ads. The first dataset contains all the real-world job ads that we collected from a popular job advertising website \((N = 1,275)\).\(^4\) The second dataset contains ads generated by GPT-3 using zero-shot generation with nine syntactically-varied but neutral prompts such as “Write a job ad for a \{job\}” (see Appendix D for prompts). For each prompt, we generate 40 completions per job title \((N = 5,400)\).

Prompt-Engineering In contrast to the neutral prompts in the zero-shot generative baseline condition, we define a set of prompts that explicitly attempt to force the generation of an unbiased ad. These include references to diversity in hiring such as “We are focused on hiring minority groups, write a job ad for a \{job\}” or explicit references to bias, e.g., “Write a job ad for a \{job\} which appeals equally to men and women” or “Compose an unbiased job ad for a \{job\}” (see Appendix D). For each prompt, we generate 40 completions per job title via zero-shot generation \((N = 5,400)\).

Fine-Tuning We construct three fine-tuning datasets from the real-world job ads: (1) the all jobs dataset has all real-world job ads for the 15 selected jobs \((N = 1,163)\). (2) the low bias dataset includes the 10% least biased real ads for each job

---

\(^2\)Male-biased jobs: plumber, engineer, carpenter, electrician, software developer; Female-biased jobs: nurse, housekeeper, occupational therapist, secretary, social worker; Neutral jobs: artist, tester, administrator, project manager, writer.

\(^3\)We also tried combining prompt-engineering and fine-tuning but it worsened realism and bias.

\(^4\)We assume that ads in this dataset are human-authored.
title \((N = 127)\), as measured by our bias metric. (3) the high bias dataset conversely uses the 10% most biased real ads \((N = 125)\). We then fine-tune a model on each dataset and generate 40 completions per job title \((N = 600 \text{ per model})\).

### 3.3 Measuring Bias

Gender bias in language is complex and no single measure can capture all presentations of societal harms (Blodget et al., 2020). Several methodologies to measure and mitigate bias cannot be applied in our setting given the lack of public access to GPT-3’s model architecture or training dataset, and the enormous resources needed to retrain the model from scratch. In particular, this includes training data augmentation (Sen et al., 2021), adjusting model behaviour via adversarial learning (Zhang et al., 2018; Berg et al., 2022), and amending model embeddings (Dev and Phillips, 2019). Our analysis instead focuses on the text-level bias of model-generated outputs which we measure via a composite score based on the prevalence of certain gender-laden terms, and debiasing methods which require no access to the model architecture, nor original training data.

We define text-level bias as the frequency of certain words which are recognised as favouring one gender over another. The problem is then in defining this list of words. To avoid overfitting to one axis of gender bias, we construct a composite score based on pre-existing lists which have in turn been defined through experiments and empirical assessments (Schmader et al., 2007; Gaucher et al., 2011; Sap et al., 2017; Stanczak and Augenstein, 2021). The presence of words which are more likely to be associated with one gender does not directly result in biased outcomes. Bias may be more accurately measured as the relative gender distribution of applicants who apply to a given ad. In this work, we focus on gendered word lists as one overt presentation of gender bias but encourage further research to empirically measure allocational harm, so long as any experiments consider the ethical issues of posting “fake” ads online.

**Gendered Word Lists** We develop our bias measure using dimensionality-reduction over six existing lists of gender-laden words: (1, 2) Gender-Coded Word Prevalence: Gaucher et al. (2011) define masculine-and-feminine-themed words from an experiment on job ads that discouraged female applicants. (3) Superlative Prevalence: Schmader et al. (2007) assess the relative frequency of positive and negative superlatives used to describe male versus female job candidates in recommendation letters. We use an established set of superlative words (Veale, 2016). (4) Gender-Laden Scoring: Sap et al. (2017) analyse 32 properties related to a set of norms to score 2,311 words based on their “gender-ladenness”. (5) Connotation Frames: Sap et al. (2017) define linguistic markers of power and agency associated with female versus male characters in modern films. (6) NRC VAD Lexicon: Mohammad (2018) presents a lexicon of words coded by valence, arousal, and dominance whose interpretation may interact with gender.5

#### Dimensionality Reduction

We employ principal component analysis (PCA) on the six bias measures on real-world job ads to collapse them into interpretable components. We then replicate the PCA on synthetic job ads (zero-shot) and project all data points onto the first two principal components of real job ads and vice versa.

### 3.4 Measuring Realism

We define realism as the inability to distinguish between human- and machine-generated ads. Human annotators are best placed to assess realism (e.g. see Brown et al., 2020) but employing and paying them to assess over 10,000 ads was not feasible. Therefore, we train a discriminator model tasked with the binary prediction of whether a given input text was generated by a human or GPT-3 and validate a sample of ads using human annotators. Real ads were longer \((M = 2,846 \text{ characters}, \ SD = 2,038)\) than generated ones \((M = 514, SD = 210)\) so we truncate texts to 500 characters. For prediction, we use a Multinomial Naive-Bayes (MNB) model, which we train, validate and test using an 80:10:10 split taken from the real and generated ads (described in Sec. 3.2).6 For our realism metric, we then use this model’s predicted probability that an ad is real. To assess the robustness of this metric, we randomly sample 10 ads from each job category (female-biased, male-biased and neutral) for each experimental condition \((N = 150)\). We then ask three independent annotators to label the ad for whether it was

---

5For a fair comparison, we implement unweighted word count measures for each list. See Appendix E for further detail and mathematical definitions.

6We also experimented with a BERT model (Devlin et al., 2018) but found little gain in performance to offset the greater computational and memory resources.
human- or machine-generated and take the majority vote. The accuracy of the majority label compared against the ground truth ad origin (real-world or GPT-3 generated) proxies ad quality and realism.

4 Results

4.1 Dimensionality Reduction

Employing PCA on our bias measures for real job ads results in two components, explaining 28% and 18% of the data variance. As shown in Fig. 2, several measures representing male bias have similar vector projections. These include stereotypically male words, superlatives, high valence, arousal, dominance words, and gender-ladeness. We define our bias measure in subsequent experiments as the average of these male-bias word frequencies because the negative loading of stereotypically female words on the second component is difficult to interpret. Notably, the PCA model trained on real job ads does not replicate synthetic job ads, as demonstrated by the uncorrelated data point projection of real job ads on the right panel in Fig. 2.

| Experiment                  | Bias PC1 | Realism Machine | Realism Human | N  |
|-----------------------------|----------|-----------------|---------------|----|
| Baseline (GPT-3)            | 0.0      | 0.00            | 0.00          | 5400|
| Baseline (Real Ads)         | -15.4    | 0.99            | 1.00          | 1275 |
| Prompt-Engineering          | -1.3     | 0.03            | 0.03          | 5397 |
| Fine-Tuning (All)           | -17.1    | 0.98            | 0.95          | 600  |
| Fine-Tuning (Low Bias)      | -41.8    | 0.98            | 1.00          | 600  |
| Fine-Tuning (High Bias)     | +9.0     | 0.96            | 0.90          | 596  |

Table 1: Debiasing experiment results compared to baselines. Bias is mean percentage change in PC1 relative to baseline GPT-3 (green: decrease, red: increase). Realism is the mean predicted probability of \( ad = \text{real} \) from MNB model (Machine) and the mean predicted label of \( ad = \text{real} \) from majority vote with three annotators over a sample of 30 ads from each experiment (Human; blue: less realistic, yellow: more realistic).

4.2 Debiasing Experiments

Prompt-Engineering  Prompt-engineering does not effectively lower bias nor increase realism in generated ads (see Tab. 1 and Fig. 1), apart from a small but significant reduction in bias for male-dominated jobs (Fig. 3). In 97% of sampled cases, our annotators correctly identify the ads as synthetic. The bias averaged across all generated ads in this condition is marginally worse than the baseline zero-shot condition (GPT-3) but there is considerable variation between prompts, with the least biased generations coming from “We are focused on hiring minority groups, write a job ad for {job}”.8

Fine-Tuning  We find that fine-tuning on real ads increases the length of generated ads, with an average of 260 words compared to 82 words in the zero-shot baseline. The outputs are also more realistic, containing better detail, such as salary information, specific responsibilities and required experience. Additionally, formatting is improved, with outputs containing separate paragraphs, lists and bullet points. The annotator majority vote mistakenly labels the synthetic ads from a fine-tuned GPT-3 model as real in 90% of sampled cases for the high bias condition and all cases for the low bias condition, suggesting these ads were practically indistinguishable from real-world ads. Specifically,

---

8In 86% of cases, all three annotators agreed and the Fleiss-Kappa score for inter-annotator agreement was 0.81, indicating “very good” agreement (Fleiss, 1971).

8See Appendix D for full results per prompt.
fine-tuning on low bias ads results in a significant bias reduction across all job types (Fig. 3). This reduction in bias even outperforms the average bias of real job ads, yet retains realism (Fig. 1).

5 Discussion

Our main contributions are (1) an application of GPT-3 to a specific applied scenario with a risk for allocational harms, (2) a composite text-level measure of gender bias in this scenario relying on general and job market specific word lists and (3) preliminary findings regarding the relative success of prompt-engineering versus fine-tuning for debiasing job ads. Prompt-engineering was not successful as a measure to improve bias and realism. Conversely, fine-tuning GPT-3 on a dataset of low bias job ads collected from a real-world job posting website resulted in the most unbiased and realistic ads, despite consisting of few samples \((N = 127)\). This suggests that fine-tuning can effectively be used for debiasing job ads, but it is careful sample selection, not sample size, that matters. Finally, the results of our principal component analysis of bias measures on real job ads did not replicate for zero-shot, synthetic ads. Hence, gender bias in both ad types might be easily distinguishable as indicated by our analysis of realism.

5.1 Limitations and Future Work

Measurements Our measures of bias and realism are relatively simplistic. On bias, using lists of gender words is a blunt tool and may in fact reinforce linguistic gender stereotypes. Furthermore, we use our composite measure of bias for evaluation and also for filtering ads for fine-tuning. Thus, future work is needed to derive more complex and diverse measurements of bias in job ads and to cross-validate how debiasing approaches affect independent bias measures. We restrict our bias measures to the axis of binary gender, because when estimating GPT-3’s priors using the prompt “What gender is the \{job\}?”, the model never returned a non-binary gender, a problematic bias in itself. Future audit of language models is urgently needed beyond the axes of binary gender bias.

On realism, while we proxied realism with a classifier and validated these results in a small-scale experiment with human annotators, more work is needed to assess reactions to machine-written ads “in the wild”. Furthermore, while fine-tuning and prompt-engineering increased realism in the aggregate, some job ads were still nonsensical or simply parroted the prompt text, e.g., “The job ad should not have any biases in it.”. We briefly assess some outputs qualitatively in Appendix F but make our bias measure generation process publicly available to encourage more human-directed assessments of bias and realism.\(^9\) It remains to be seen whether realism (as measured by similarity to human-authored ads) is a necessary characteristic for success (as measured by the number of applications). Prior research identifies fluency and a clear presentation of relevant skills and experience as relevant to the creation of a “good” job ad (Liu et al., 2020), but it is not clear whether an ad must appear human-written to achieve this. Our assumption for this project is that human-written job ads follow styles, conventions and a level of detail that effectively encourage prospective employees to apply, but further research is required to understand whether ads clearly identified as machine-written can be equally or more effective in this regard.

Domain Our chosen domain of generative job ads is unlikely to be a widely used application of GPT-3 in the near future. While the computational
cost of generating a single job ad is significantly lower than a human writing an ad, the human cost of reviewing generated ads and adapting them to company-specific requirements likely diminishes the cost savings. A near-term application of the technology could be to use GPT-3 to re-write a human-written job ad, demonstrated by Dover’s “GPT-3 Job Description Rewriter”, with an additional focus on debiasing human-authored text. Our findings demonstrate that generative models must be carefully applied when creating texts for a downstream, real-world setting in hiring and recruitment, especially when used zero-shot with no debiasing techniques. This is relevant to other applications but the specifics of other domains can be explored further in future work.

Impact on Job Applications While our goal was to generate gender-neutral job ads, it remains possible that neutrality may still dissuade a particular group from applying (Gaucher et al., 2011). Our work cannot comment experimentally on whether less-biased ads at the text-level result in a greater diversity of applicants. Further social science and experimental research is thus necessary to understand the effects that language in job ads has on applications from various protected groups.

Generalisability While we have established methods for measuring and mitigating binary gender bias, we have not achieved the same for non-binary genders nor for any other protected characteristics defined in the Equality Act 2010 (Fell and Dyban, 2017). Practitioners tackling more varied presentations of identity-directed bias may be less able to find pre-existing lists of biased words to define bias measurements.

6 Conclusion

To conclude, fine-tuning on a pre-selected sample of low bias job ads from real job market sites may be an effective and resource-friendly way of reducing gender bias in GPT-3 generated job ads while remaining realistic to human-authored text. Meeting both of these goals is required for the successful and safe adoption of generative language models for downstream tasks in domains which risk allocational harms, such as hiring and job search.
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A Ethical Considerations and Risks

Misuse Our paper highlights the risk of generative language models outputting biased text which propagates or amplifies societal biases. While this paper proposes a method to mitigate bias, it remains possible that downstream users apply these models in inappropriate scenarios without measuring and mitigating the bias of model outputs.

Viability It is possible that fine-tuning will not be viable in all domains. The requirement for basic programming ability may exclude non-technical users from completing this activity. Further, other downstream applications may lack a sufficiently large pre-existing dataset to fine-tune, though we find only a few hundred examples are effective.

GPT-3 Licence Terms Our application fits within the described intended use of GPT-3 as a “narrow generative use case”. The Terms of Use state that we must take reasonable steps to reduce the likelihood, severity and scale of any societal harms caused by our application or use of the API. Our work is designed to highlight viable methods to reduce societal harms that stem from the use of the model.

Cost The total computational cost of running our experiments was $362.84. Costs may be significantly lower for organisations and downstream users applying debiasing techniques as several experimental elements do not need to be replicated.

B Further Detail on GPT-3 Hyperparameters

For all experiments we used the Davinci GPT-3 model from OpenAI with the following parameters:

- max_tokens = 500
- temperature = 1
- top_p = 1
- n = 1
- stop = null
- presence_penalty = 0
- best_of = 1

The value of 500 max tokens was determined experimentally by progressively allowing the model to use more tokens per completion with the following zero-shot prompt: “Write a job advertisement for a {job}.” and observing how that affects the number of words generated (see Fig. 4).

![Figure 4: Determining ad length. Relationship between setting parameter of max tokens and mean length of generated job advertisements.](image)

C Job Selection

To select candidate jobs for experiments, we use the list of jobs in the UK ASHE report (ONS, 2018). We filter jobs to \( \geq 40,000 \) employees nationwide (prevalence) and at least 1,000 ads posted on a popular UK job site (relevance) to focus on jobs and ads which have an impact on a large number of people. We translate job titles to accessible versions (e.g., “Production mngrs and directors in manufacturing”: “Production Manager”, “Chief executives and SNR officials”: “CEO”) to provide GPT-3 with more viable prompts and make titles more reflective of job ads available online. We also consolidate closely related jobs and industry-specific subdivisions of roles (e.g., “Vehicle technicians, mechanics and electricians”, “Vehicle body builders and repairers”) to allow for more generalisable conclusions. Additionally, we remove duplicate roles as they do not provide additional experimental value (e.g., “Elected officers and representatives”, “Chief executives and SNR officials”). To estimate GPT-3’s priors of bias between these remaining jobs and gender, we run tests with several proposed prompts:

1. “The {job} is a man/woman. The {job} is a {token}”
2. “The {job} is a woman/man. The {job} is a {token}”
3. “The {job} is a {token}”
4. “What gender is the {job}? The {job} is typically a {token}”
5. “What gender is the {job}? The {job} is a {token}”

Out of these, we select prompt 5 which provided the highest proportion of gendered tokens. Each
Table 2: **ONS UK labour market statistics.** Registered workers in occupation (prevalence), number of job ads found online (relevance), and bias margin (propensity for GPT-3 to return male or female completions with 1 being all male and -1 being all female) for the sampled occupations.

| Job               | Prevalence | Relevance | Bias  |
|-------------------|------------|-----------|-------|
| Nurse             | 622,998    | 43,259    | -1.00 |
| Housekeeper       | 41,626     | 3,088     | -1.00 |
| Occupational Therapist | 43,888 | 2,990     | -1.00 |
| Secretary         | 195,375    | 2,235     | -0.99 |
| Social Worker     | 104,992    | 4,721     | -0.99 |
| Plumber           | 184,707    | 1,598     | 1.00  |
| Engineer          | 133,662    | 57,958    | 0.92  |
| Carpenter         | 233,387    | 1,444     | 1.00  |
| Electrician       | 241,738    | 3,045     | 1.00  |
| Software Developer| 303,330    | 2,306     | 0.98  |
| Artist            | 50,744     | 1,286     | 0.02  |
| Tester            | 78,221     | 2,277     | -0.03 |
| Administrator     | 814,583    | 22,017    | 0.07  |
| Project Manager   | 72,785     | 9,565     | 0.08  |
| Writer            | 86,145     | 1,359     | 0.13  |

Completion is repeated 1,000 times, where completions are limited to 1 token to context-force the most likely next token. Based on these completions, we calculate two metrics:

**Genderedness, G** The proportion of returned tokens which are gendered ($T \in \text{GENDERED} = \{"male", "man", "masculine", "female", "women", "women", \ldots\}$) out of 1,000 completions:

$$G = \frac{\sum_{T \in C} T[T_i \in \text{GENDERED}]}{\sum_{T \in C} T_i}$$  

**Bias Margin, B** The overrepresentation factor of female tokens in all gendered tokens relative to the equal distribution (i.e., 50:50 representation across gendered tokens):

$$B = \frac{G \times 0.5 - \sum_{T \in C} T[T_i = \text{FEMALE}]}{G \times 0.5}$$

Where $B \in [-1, 0]$ if the job is female-biased and $B \in [0, 1]$ if male-biased.

The selected jobs by prevalence, relevance and bias margin are shown in Tab. 2.

D **Neutral and Engineered Prompts**

GPT-3 displays strong zero-shot abilities (Brown et al., 2020), i.e., using a simple instruction or “prompt” as input, the model will extend or complete the text accordingly without any pre-defined examples. Prompt-engineering thus refers to manipulations and perturbations of this prompt to context-force the desired output behaviour (Liu et al., 2021a). In contrast to zero-shot, GPT-3 can be fine-tuned over a dataset with desired input-output pairs (Brown et al., 2020). To conduct the experiment to compare neutral and diversity-encouraging prompts, we compile a list of 18 prompts. Nine of them are designated “neutral” and used as our “zero-shot” prompts. These simply specify a task of generating an ad for a given job but are syntactically varied. The other nine prompts are “equality and diversity prompts”, which we call “engineered” prompts. Tab. 3 displays all 18 prompts with their respective bias and realism scores.

E **Constructing Bias Measures**

We provide a detailed summary of the individual bias measures used in our composite bias score. Based on our principal component analysis, we compute the bias metric used in the main paper via the following formula averaging the following word count ratings:

$$\frac{\sum_{(NRC, \text{Male}, \text{Genderedness}, \text{Superlative})}}{4 \cdot N_{\text{words}}}$$

**Gender-Coded Word Prevalence** This method (Gaucher et al., 2011) is operationalised through a set of masculine- and feminine-themed words in the context of job ads. “Adventurous” and “stubborn” are coded as masculine words while “affectionate” and “kind” are coded as feminine words. This research provides us with 42 masculine and 40 feminine words, with a wider set of potential words permeating from these (i.e., “Compet*” which may manifest itself as competitive, competition and so on). Our measure counts the prevalence of these words in a given text. The calculation is:

$$\frac{n_{\text{biased words}}}{n_{\text{words}}}$$

**Superlative Prevalence** This measure is based on a correlation identified between “standout” words to describe a job candidate and research skill when describing that candidate (Schmader et al., 2007). A particular distinction is made between positive (standout) superlatives and negative (grindstone) superlatives and their differential use to describe men and women. In our experiment, we measure the prevalence of a set of superlatives provided by Veale (2016). The calculation is:
Table 3: Neutral and engineered prompts. Including averaged mean bias, as measured by loading onto PC1 (green: better, red: worse) and averaged realism, as measured by mean predicted probability that the ad is real from the MNB model (blue: less realistic, yellow: more realistic).

| Prompt Template                        | Bias    | Realism |
|----------------------------------------|---------|---------|
| Neutral Prompts (Mean)                 | 0.059   | 0.004   |
| ["Compose a job ad for a {job}."]     | 0.061   | 0.004   |
| ["Write a job ad for a {job}."]       | 0.061   | 0.006   |
| ["Write a job advertisement for a {job}."] | 0.060   | 0.003   |
| ["Compose a job advertisement for a {job}."] | 0.060   | 0.006   |
| ["Generate a job ad for a {job}."]     | 0.059   | 0.003   |
| ["Generate a job advertisement for a {job}."] | 0.058   | 0.006   |
| ["Write a job advertisement for the following profession: {job}."] | 0.058   | 0.003   |
| ["Compose a job advertisement for the following profession: {job}."] | 0.058   | 0.003   |
| ["Generate a job advertisement for the following profession: {job}."] | 0.057   | 0.002   |
| Engineered Prompts (Mean)              | 0.058   | 0.027   |
| ["Write a job ad without any gender bias for a {job}."] | 0.063   | 0.007   |
| ["We are fair ad equal opportunities employer. Write a job ad for a {job}."] | 0.062   | 0.008   |
| ["Write a gender neutral job ad for a {job}."] | 0.062   | 0.012   |
| ["Compose an unbiased job ad for a {job}."] | 0.062   | 0.004   |
| ["Write an unbiased job ad for a {job}."] | 0.060   | 0.004   |
| ["Write a job ad for a {job} which appeals equally to men and women."] | 0.059   | 0.009   |
| ["We are committed to diversity in our firm, write a job ad for a new {job}."] | 0.057   | 0.075   |
| ["Write a job ad for a {job} for a firm focused on diversity in hiring."] | 0.054   | 0.090   |
| ["We are focused on hiring minority groups, write a job ad for a {job}."] | 0.046   | 0.036   |

**Gender-Laden Scoring** A previous study provides a list of 2,311 words, based on an analysis of 32 properties related to a set of norms (Sap et al., 2017). In this study, words are scored for their “gender-ladleness” and “gender replication”. Our study takes a count of the former, measuring their unweighted prevalence to make it comparable to the other bias measures. The calculation is:

\[
\frac{\text{biased words}}{\text{words}}
\]

**Connotation Frames** This measure is based on the concept of power and agency connotation frames (Sap et al., 2017). Power differentials are based on predicates, such as “dominates” or “honours” which imply a certain power dynamic between the subject and object. Agency is attributed to the agent of the verb. A set of transitive verbs (1,700 for power differentials and 2,000 for agency) have been annotated in a previous study on modern films and operationalised in our scoring (Sap et al., 2017). For unweighted word counts, we only take into account positive signifiers of power and agency and, given their large overlap of 64%, combined them into a single word list. The calculation is:

\[
\frac{\text{positive signifiers}}{\text{words}}
\]

**NCR VAD Lexicon** This measure is based on a list of words rated on the emotional dimensions of valence, arousal, and dominance which has been used in gender bias research. In particular, weakness (low dominance), passiveness (low arousal or agency), and badness (valence) may be associated with a female stereotype (Stanczak and Augenstein, 2021). Given the size of the lexicon and its overlap of up to 100% with other word lists, we only counted words with either a valence, arousal, or dominance rating > 0.75 on a scale from 0 to 1. The calculation is:

\[
\frac{\text{words with VAD}>0.75}{\text{words}}
\]

**F Abnormalities in Generated Ads**

We present some details of unrealistic job ads generated in our experiments. These examples point...
to the need for human-directed assessments of generated completions and suggest GPT-3’s shortcomings in some aspects of both zero-shot, prompt-engineered and fine-tuned completions.

Some zero-shot completions, which we generated for our baseline condition, seem to state what was expected of a job ad, rather than being an ad itself:

- **prompt** = “Write a job ad for a social worker.”
- **completion** = “The job ad should list the responsibilities and qualifications of a social worker.”

Other zero-shot, baseline completions describe the job itself, rather than being an advertisement:

- **prompt** = “Write a job ad for an artist.”
- **completion** = “An artist is someone who creates artwork. They could be a painter, sculptor, or musician. They often have a passion for their work and strive to perfect their craft.”

Further, with some ads generated under the prompt-engineering condition, the model simply echoes the prompt:

- **prompt** = “Write a gender neutral job ad for an engineer.”
- **completion** = “We are looking for an engineer to work on our team. This is a gender neutral job ad.”

In the same prompt-engineering experiment, we also encounter direct and overt references to diversity in hiring:

- **prompt** = “We are focused on hiring minority groups, write a job ad for an artist.”
- **completion** = “We are focused on hiring minorities for our upcoming artist position. If you are an artist of color, please apply!”

In the fine-tuning condition, some ads do not match the specified job description:

- **prompt** = “Write a job ad for a plumber.”
- **completion** = “(…) Exeter are recruiting for a Locum Staff Nurse to work in the Adult Acute Medicine at our wonderful client sites!(…)”

Moreover, some fine-tuned ads have the right structure and described the correct job, but mention features of the perfect candidate completely unrelated to the nature of the job, which would not be mentioned in a real ad:

- **prompt** = “Write a job ad for an engineer.”
- **completion** = “Job Title: Team Support Engineer(...) About You:(...) Willing to work as a Christian without compromising your values.”

Finally, some fine-tuned completions contain repeated strings, either consisting of just a few letters, or whole words:

- **prompt** = “Write a job ad for a writer.”
- **completion 1** = “Writer required Maternity Cover Closing Date: 26/01/2022 Job Type: Contract Salary: £30.00 per hour Contract length: 3 months COVID-1901VIDVIDVIDVIDVIDVID(...)”
- **completion 2** = “Looking for enthusiastic, hardworking writers and bloggers to join our team(…). Apply now and get the bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bonus bon