The “dark phase” in Sr$_{2}$Ir$_{1-x}$Rh$_{x}$O$_{4}$ revealed by Seebeck and Hall measurements
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It was found that, although isovalent, Rh substituted for Ir in Sr$_2$IrO$_4$ may trap one electron inducing effective hole doping of Ir sites. Transport and thermoelectric measurements on Sr$_2$Ir$_{1-x}$Rh$_x$O$_4$ single crystals presented here reveal the existence of an electron-like contribution to transport, in addition to the hole-doped one. As no electron band shows up in ARPES measurements, this points to the possibility that this hidden electron may delocalize in disordered clusters.

In the perovskite compound Sr$_2$IrO$_4$ - structurally similar to the first discovered cuprate superconductor, (La,Ba)$_2$CuO$_4$ - the strong spin-orbit coupling (SOC) allows for an effective localized state, entangling spin and orbital degrees of freedom, with total angular momentum $J_{eff} = 1/2$. The extended 5d orbitals reduce the electron-electron interaction, but this is compensated by the lifting of degeneracy induced by SOC. The resulting spin-orbital insulating state was early proposed to be the analog of the Mott insulating state found in cuprates[1, 2]. Doping the insulator either by oxygen vacancies[3, 4] or rare earth substitution[5–7] can be done only within a limited range, as compared to cuprates, and possible superconductivity was reported for surface doping only up to now[8]. The isostructural Sr$_2$RhO$_4$ being a paramagnetic metal[9, 10], this motivated the systematic investigation of Sr$_2$Ir$_{1-x}$Rh$_x$O$_4$ in the entire doping range, revealing an antiferromagnetic insulator to a paramagnet transition at $x \approx 0.16$, associated to a strong decrease of the resistivity[11, 12]. While Sr$_2$RhO$_4$ is a metal due to the reduced SOC as compared to Sr$_2$IrO$_4$, the early proposal of an insulator to metal transition (IMT) essentially driven by SOC reduction, while Rh and Ir would have the same valence[11, 13, 14], revealed inadequate, and Ir$^{5+}$ is actually substituted by Rh$^{3+}$ at small $x$ values[5, 12, 13, 14], as was confirmed theoretically[11, 17].

Transport studies in Ref. 11 showed a six order magnitude drop and a metallic temperature dependence of the resistivity for $x = 0.07$. In Ref. 16, it was found that the chemical potential shifts to the lower Hubbard band at $x < 0.05$, while doping with $x = 0.11$ yields a metallic resistivity. Optical spectroscopy[18] indicates a collapse of the Mott gap at $x = 0.055$ and the appearance of a Slater gap (opening below $T_N$) with a Drude peak at $x = 0.07$. As doping directly occurs into the Ir-O$_2$ planes of this two-dimensional material, whether the charges induced by Rh are localized or not is essential for doping. In a local description, it was argued that the charge is first localized on nearby Ir$^{5+}$ site, the transition to the paramagnet being a consequence of 2D bond percolation[12, 17]. When the nearby Ir$^{5+}$ site coordination number is less than a critical value, Rh valence was assumed to be +4[11], so that the average Rh valence continuously increases from +3 to +4 with doping, with Rh$^{+3}$ $\approx$ 80% at $x = 0.15$. Besides this local description for doping, ARPES observed a homogeneous and rigid shift of the band structure towards the Fermi level[7, 10, 20]. The Fermi surface defines a hole pocket containing $x$ holes up to $x=0.15$[20], implying that the holes delocalize on the Ir-O$_2$ lattice. A pseudogap is found at the Fermi level[10, 20], which was tentatively attributed to disorder[21]. This is a situation different from the hole doped Sr$_2$K$_{2}$IrO$_4$, for which ARPES on thin films revealed a complete collapse of the Mott gap and a Fermi surface without pseudogap. While holes would be expected for Rh doping from these previous experiments, our study reveals that electron-like carriers nevertheless show up in the transport properties.

Single crystals of Sr$_2$Ir$_{1-x}$Rh$_x$O$_4$ were grown with a flux method[20, 22]. Their Rh-content was determined by energy dispersion x-ray (EDX) analysis, and found close to the nominal composition. No phase separation was observed from the EDX analysis. Magnetization data showing the decrease of $T_N$ with doping was provided in Ref. 18. The crystals were typically 1 mm long and a few hundred $\mu$m thick. Longitudinal transport and thermoelectric power measurements were performed along the natural growth direction (110), i.e. along the Ir-O-Ir bound. The thermoelectric measurements were performed using two Constantan-Chromel couples about 0.5 mm apart, with an AC thermal gradient, typically 100 K m$^{-1}$. The absolute Seebeck coefficient for the couple metals were calibrated using a platinum reference.
Hall measurements reveal a striking, unexpected feature: while it is positive for the low Rh dopings, as always observed in pure Sr$_2$IrO$_4$ (ref), it becomes negative at high temperature when the doping increases, and even remains entirely negative for $x \geq 0.10-0.12$ (Fig. 1). All data seem to converge to a doping-independent value at high temperature. The Seebeck coefficient ($S$) shows two regimes: for $x \lesssim 0.1$, it displays large, positive values, decreasing with temperature, whereas $S(T)$ is less than 20 $\mu$V K$^{-1}$ for larger doping values (Fig. 2). The low doping behavior is typical of the one for an insulator, as observed in semiconductors and undoped cuprates \cite{22, 24}. At higher doping, the smaller value of $S(T)$ and the linear slope at low temperature are indicative of a metal \cite{23}. The slope is positive at $x = 0.1$ and negative for $x \geq 0.12$, suggesting hole and electron carriers, respectively. Within error bars, $S(T)$ is found negative at $x = 0.16$, which appears to arise from the negative slope at low temperature for $x \geq 0.12$. However, the evolution is non-monotoneous with increasing doping, as $S(T)$ for $x = 0.18$ is again positive, in a re-entrant fashion.

Therefore, both transport and thermoelectric data indicate that there is an electron-like contribution to transport at the higher doping levels, whereas it is usually considered as a hole-doped system. For the highest doping ($x = 0.18$), we observe that the Hall number is temperature-independent with $R_H \simeq 4.5 \times 10^{-10}$ m$^2$ A$^{-1}$ C$^{-1}$, i.e. 1.4 e$^-$ per Ir/Rh site. As this is close to unity, a first possibility would be that hole-doping has induced a collapse of the Mott gap, so that all carriers from the Ir site contribute to transport; not only the $x$ doped ones. Such a transition was observed by Hall measurements in cuprates \cite{22}, and recently by ARPES in Sr$_2$IrO$_4$ films hole-doped with K \cite{27}. The corresponding Fermi Surface would be a simple circle for $x = 0.2$. Yet, ARPES clearly identify hole pockets at this doping with a residual gap of 0.1 eV along $\Gamma M$ at $x = 0.16$ \cite{20}. Moreover, the global evolution of the Hall constant points to a coexistence of holes and electrons, the former dominating at low temperatures up to $x = 0.1$. The number of holes at low temperatures would be unrealistically large in this limit, if it was considered originating from a single carrier (2.8 hole/Ir, for $x = 0.1$). This calls for a two-fluid description for transport, which is rather natural as Rh creates both one hole and one electron. The hole, residing mostly on Ir site, is not perfectly delocalized as evidenced by the ARPES pseudogap, and the electron, believed to be essentially localized at the Rh sites, could hop from site to site when the number of Rh increases.

To gain more insight into this coexistence, we use the conventional expression for the Hall effect for two-carrier Drude model \cite{28}:

$$R_H = \frac{1}{\alpha e} \frac{x_o + x_h - \beta^2 x_e}{[x_o + x_h + \beta x_e]^{2}}$$ \hspace{1cm} (1)

where $x_o$ is the initial hole concentration per Ir atom (of the order of 0.1 %, Ref. \cite{13}), $x_h$ and $x_e$ are the hole and electron doping fraction, $\beta = \mu_e/\mu_h$ is the mobility ratio of carriers, and $\alpha = 9.8 \times 10^{27}$ m$^{-3}$ is the Ir concentration in Sr$_2$IrO$_4$.

We assume a number of holes $x_h \simeq x$, as measured for $x \lesssim 0.2$ \cite{20, 29}. Then, we consider two different situations. In the first one, one hole and one electron per Rh atom are induced by doping ($x_h = x_e = x$), but they may have different mobilities ($\beta$ is doping dependent). In the second one where $\beta$ is a constant, but $x_e$ is doping dependent. To account for our data at the lowest temperature, this yields either a mobility ratio which drops at $x_e \simeq 0.07$, or an electron concentration rising linearly, as $x_e \simeq \gamma (x - x_c)$, where $\gamma = 1$ for $\beta = 1.5$ and lower for larger $\beta$ values (Fig. 3). Both results actually essentially account for the same situation, where electrons are either localized or absent below $x_c$. It is clear from the data in Fig. 1 that thermal activation promotes electron doping, which shows up either in the computed mobility ratio or in electron concentration at high temperatures, depending on the model (Fig. 3 inset). This is in favor of the existence of frozen electron carriers below $x_c$.

We favor a two-phase scenario, where part of the charge of the Ir$^{3+}$/Rh$^{3+}$ defects may be delocalized on the Ir-O$_2$ lattice as holes, and electrons dope the Rh-O$_2$ lattice of Rh clusters. In this scenario, the Seebeck coefficients of the two phases would be mixed roughly in proportion of the phase volume, as is known for 2D binary composite materials \cite{30, 31}. Then, the evolution with doping of the Seebeck coefficient magnitude for each phase could yield a non-monotonic variation for the composite. This two-phase scenario would be consistent with the observation of a re-entrant behavior for $S(T)$, which is on the contrary difficult to reconcile with the growth of an electron pocket with doping.

We now examine the expected structure of such clusters, and their possible contribution to the thermopower.
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4+ critical concentration. Non-magnetic Rh cluster, which lowers by a factor 2 the
lies on the incorporation of Ir
3+ for charge delocalization and make no hypothesis on
x
0.12, and the percolation threshold down to
x ≳ 0.32, i.e. about half the critical percolation concentration (x = 0.59)
(Fig. 12), which is well out of the investigated range. To account for metallic clusters at lower doping, we need to
extend the definition of the clusters, and allow for Rh-Ir-Rh conductive bridges, as depicted in Fig. 4. This
brings the metallic transition of clusters down to x ≈ 0.12, and the percolation threshold down to x ≳ 0.3. In Ref. 12, the disappearance of antiferromagnetism with doping was interpreted as a percolation mechanism, at
x ≈ 0.2. Although we consider here an additional criterion for charge delocalization and make no hypothesis on
the existence of long range antiferromagnetism outside of the clusters, we note that Ref. 17 interpretation also
relies on the incorporation of Ir
3+ atoms to a percolating, non-magnetic Rh cluster, which lowers by a factor 2 the
critical concentration.

The doping levels of these clusters is very much de-
pendent upon their size. Assuming Rh valence rule as in
Ref. 18 (Rh
3+ for isolated Rh and Rh
4+ otherwise), it is clear that doping is essentially provided by insulated Rh
atoms, and that larger clusters (l ≥ a_{ho}) exhibit a larger Rh valence. This is the reason why doping becomes ex-
hausted when x ≳ 0.2 13, 20. As a result, the large clusters are far from being doped with one charge per Rh
atom, and so are not expected to be insulating. We have plotted in Fig. 3 (inset) the average valence for Rh upon
cluster size, for critical Ir coordination 3 and 4.

To substantiate the existence of metallic Rh clusters
incorporating Ir atoms, we performed DFT computations on a Sr_{2}Rh_{(1-x)}Ir_{x}O_{4} supercell. For the pure Rh
compound, it was shown that DFT, including SOC and
on-site repulsion (DFT+SOC+U), correctly accounts for the experimental band structure 10, 35, and we extend these to the case where x is low. Considering the quasi-
two-dimensional nature of the pure compound 8, the supercell Sr_{2}Rh_{0.95}Ir_{0.05}O_{4}, where, in one Rh-O_{2} plane over two, one Rh atom over 8 is substituted with Ir (Ir atoms are separated by 3 Rh atoms, Figure 3) is an
appropriate model for an insulated Ir impurity in an in-
finitie quasi-two-dimensional Rh cluster. We computed
the electronic states using the full-potential linearized aug-
mented plane wave (FP-LAPW) method, as implemented in the Wien2k software 33. As U for Ir spans between
1.6 eV 17 and 2 eV 10, 29, and for Rh a smaller value between 1.2 and 1.4 eV 17, 34, 36 (at odds with consid-
erations for a smaller 4d Rh 37), we used U_{Ir} = 1.6 eV
and U_{Rh} = 1.2 eV 17. As U_{Ir} > U_{Rh}, the on-site repulsion is not expected to stabilize an insulating state.

As may be seen from the Rh density of states (DOS) (Figure 5), the number of states of the conduction band
below E_{F} differs from the one in the pristine material by δ
= +0.02-0.04 e\textsuperscript{−} per Rh, i.e. +0.2 e\textsuperscript{−} per Ir, summing up
all Rh states. This indicates that there is a small electron
doping effect from the Ir impurity, which is in line with
FIG. 5: Total projected orbital atomic Rh and Ir density of states for the supercell plane with Ir, as depicted. The electron number is the integrated density from -1.2 eV to the Fermi level. The pristine Sr$_2$RhO$_4$ Rh DOS is shown as full line.

Refs. 17, 29, where average valence state is far from Ir$^{5+}$. Unlike what was calculated in Rh doped Sr$_2$IrO$_4$ 15, the doping is here not restricted to first neighbors. The DOS for Ir shows that the Ir states overlap strongly with the Rh ones at the Fermi level, indicating that the Ir states contribute to the conduction band. This is also a different situation from the one when Sr$_2$IrO$_4$ is doped with Rh, where a narrow impurity band first appears inside the gap 29.

In this dilute Ir example, the charge transfer per Rh atom is small, as expected when the number of nearest Ir neighbors is small, leaving Rh essentially in the valence state +4. We expect that such large clusters provide a metallic, positive contribution to $\mu$V K$^{-1}$. This is in apparent contradiction with the fact that Sr$_{2-x}$La$_x$RhO$_4$ phase with $x = 0.8$ is still an insulator with holes 38, 59. Such macroscopic arguments must however be considered here with caution, as one deals with nanoscale structures close to the localized regime (Fig. 4), and doping from in-plane Ir is likely very different from the one of the out-of-plane La.

To summarize, in essence, the proposed two-phases scenario points to the importance of the localization of the charge in this compound. Indeed, in the Mott insulator, localization by the dopant yields a bad metal, where holes fail to reach the critical screening to completely close the gap, as observed by ARPES. At the same time, disordered regions host the trapped electrons, which show up only in the incoherent transport properties, whereas they are absent from the band structure of the less disordered ones. These electrons appear to unfreeze in the vicinity of the IMT transition. Although an exact modelization certainly appeals for large scale ab initio computations yet not available, we believe that our observation of an electron-like contribution to transport could be a test for them.
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