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Abstract. Mean convergence of Markovian spherical averages is established for a measure-preserving action of a finitely-generated free group on a probability space. We endow the set of generators with a generalized Markov chain and establish the mean convergence of resulting spherical averages in this case under mild nondegeneracy assumptions on the stochastic matrix $\Pi$ defining our Markov chain. Equivalently, we establish the triviality of the tail sigma-algebra of the corresponding Markov operator. This convergence was previously known only for symmetric Markov chains, while the conditions ensuring convergence in our paper are inequalities rather than equalities, so mean convergence of spherical averages is established for a much larger class of Markov chains.

1. Introduction

Consider a finitely generated free group $\mathbb{F}$ and a probability space $(X, \mu)$.

Let $T : \mathbb{F} \to \text{Aut}(X, \mu)$ denote a homomorphism of $\mathbb{F}$ into the group of measure-preserving transformations of $(X, \mu)$. We consider a finite alphabet $V$ with a labeling map $\mathcal{L} : V \to \mathbb{F}$.

We will study an arbitrary Markov chain with $V$ being its set of states. That is, take a stochastic matrix $\Pi = (\Pi_{v,w})_{v,w \in V}$ with rows and columns indexed by the elements of $V$ (so $\sum_{w} \Pi_{v,w} = 1$ for every $v$). We assume that $\Pi$ has a stationary distribution $\nu : V \to [0, 1]$ with $\nu(v) > 0$ for all $v \in V$. Stationarity means that $\sum_{w} \Pi_{w,v} \nu(w) = \nu(v)$ for any $w$.

Let $G = (V, E)$ denote the directed graph on $V$ with edge set

$$E := \{(w, v) : \Pi_{vw} > 0\}.$$ 

Note $(w, v)$ is the reverse of $(v, w)$ above. This is intentional.

By a directed path in $G$ we mean a sequence $s = (s_1, \ldots, s_n) \in V^n$ of vertices such that $(s_i, s_{i+1}) \in E$ for all $i$. The length of such a path is $|s| := n$. For any such path we denote

$$\mathcal{L}(s) = \mathcal{L}(s_1) \cdots \mathcal{L}(s_n) \in \mathbb{F}, \quad T_s = T_{\mathcal{L}(s)} \in \text{Aut}(X, \mu), \quad \Pi_s = \Pi_{s_n s_{n-1}} \cdots \Pi_{s_2 s_1}.$$ 

Define spherical averages $S_n : L^1(X, \mu) \to L^1(X, \mu)$ by the formula

$$S_n(\phi)(x) := \sum_{s=(s_1,\ldots,s_n)} \nu(s_n) \Pi_s \phi(T_s x)$$ (1)

The goal of this paper is to prove that, under mild additional conditions on $\Pi$, there is a constant $k$ such that the averages $\frac{1}{2k} \sum_{i=0}^{2k-1} S_{n+i}$ are mean ergodic in $L^1$. To state these conditions properly, we need more notation.
Figure 1. A good subgraph with paths $p = (p_1, \ldots, p_k)$ and $q = (q_1, \ldots, q_k)$ from Definition 1. We have used the notation $p^* = (p_1^{-1}, \ldots, p_k^{-1})$ and $q^* = (q_1^{-1}, \ldots, q_k^{-1})$.

Notation 1. If $p \in V^k$ and $q \in V^l$ then we let $pq \in V^{k+l}$ be their concatenation. So if $p = (p_1, \ldots, p_k)$ and $q = (q_1, \ldots, q_l)$ then $pq = (p_1, \ldots, p_k, q_1, \ldots, q_l)$. We let $L(p) = L(p_1) \cdots L(p_k) \in F$ denote the product of the labels.

Definition 1. A subgraph $H \subseteq G$ is good of order $k$ if it consists of vertices $u, w$ and directed paths $p, q, p^*, q^*$ of length $k$ so that
- $upw, uqw, pq^*p, qp^*q$ are directed paths in $G$
- $L(p^*) = L(p)^{-1}$, $L(q^*) = L(q)^{-1}$

Figure 1 illustrates the structure of a good subgraph. We do not require that a good subgraph be induced.

Definition 2. For each $v \in V$, let $\Gamma_v \leq F$ be the subgroup generated by all elements of the form $L(p)$ where $pv$ is a directed path from $v$ to itself in $G$. To be more precise, the condition on $p$ is that it be a directed path of the form $p = (p_1, \ldots, p_n) \in V^n$ such that $p_1 = v$ and $(p_n, v) \in E$ is an edge of $G$.

Definition 3. We will say that $\Pi$ is admissible of order $k$ if
- its associated graph $G$ contains a good subgraph of order $k$,
- $G$ is strongly connected and
- there is some $v \in V$ such that $\Gamma_v = F$.

Theorem 1.1. Suppose $\Pi$ is admissible of order $k$. Then for any probability-measure-preserving action $\mathbb{F} \rtimes (X, \mu)$ and any $f \in L^1(X, \mu)$

$$\frac{1}{2k} \sum_{i=0}^{2k-1} S_{k+i} f$$

converges in $L^1$ to $\mathbb{E}[f|\mathbb{F}]$ as $n \to \infty$, where $\mathbb{E}[f|\mathbb{F}]$ is the conditional expectation on the sigma algebra of $\mathbb{F}$-invariant measurable subsets.
Remark 1. Note that the conditions on \( \Pi \) depend only on which entries are positive and which are zero. In particular, no relations are assumed between the entries of the Markov chain.

In practice, it is a straightforward task to check whether \( \Pi \) is admissible. We note for example, the following special case:

**Proposition 1.2.** Suppose \( V \) is finite and \( \mathcal{L} : V \rightarrow \mathbb{F} \) is injective, so that we may identify \( V \) as a subset of \( \mathbb{F} \). Also suppose \( G \) is strongly connected and for every \((a, b) \in E, (b^{-1}, a^{-1}) \in E\) where the inverse is taken in the group \( \mathbb{F} \). If there exist \( v, w, u \in V \) such that \((v, w), (u, w), (u, v^{-1}) \in E\) (see Figure 2) then \( G \) contains a good subgraph. So if there is some \( v \in V \) such that \( \Gamma_v = \mathbb{F} \) then the conclusion to Theorem 1.1 holds.

**Proof.** Note \((v, u^{-1}), (w^{-1}, v^{-1}) \in E\). Because \( G \) is strongly connected and finite, there exists a \( k \) so that for any ordered pair of vertices of \( G \) there exists a directed path between them of length \( k \). In particular there exists a directed path \( p := (p_1, \ldots, p_k) \) from \( p_1 := w \) to \( p_k := v \) and a directed path \( q := (q_1, \ldots, q_k) \) from \( q_1 := v^{-1} \) to \( q_k := u \). It is now elementary to check that \( upw, uqw, pq^*p, qp^*q \) are directed paths in \( G \) where \( p^* \) is the unique directed path in \( G \) with \( \mathcal{L}(p^*) = \mathcal{L}(p)^{-1} \). \( \square \)

1.1. **Historical remarks.** For two rotations of a sphere, convergence of spherical averages was established by Arnold and Krylov [1], and a general mean ergodic theorem for actions of free groups was proved by Guivarch [23].

A first general pointwise ergodic theorem for convolution averages on a countable group is due to Oseledets [29] who relied on the martingale convergence theorem.

First general pointwise ergodic theorems for free semigroups and groups were given by R.I. Grigorchuk in 1986 [19], where the main result is Cesàro convergence of spherical averages for measure-preserving actions of a free semigroup and group. Convergence of the spherical averages themselves was established by Nevo [25] for functions in \( L_2 \) and Nevo and Stein [27] for functions in \( L_p, p > 1 \) using deep spectral theory methods. Whether uniform spherical averages of an integrable function under the action of a free group converge almost surely remains an open problem (it is tempting to speculate that a counterexample might be possible along the lines of Ornstein’s example [28]). The method of Markov operators in the proof of ergodic theorems for actions of free semigroups and groups was suggested by R. I. Grigorchuk [20], J.-P. Thouvenot (oral communication), and in [10]. In [12] pointwise convergence is proved for Markovian spherical averages under the additional assumption that the Markov
chain be reversible. The key step in [12] is the triviality of the tail sigma-algebra for the corresponding Markov operator; this is proved using Rota’s “Alternierende Verfahren” [30], that is to say, martingale convergence. The reduction of powers of the Markov operator to Rota’s “Alternierende Verfahren” in [12] essentially relies on the reversibility of the Markov chain. In this paper, we show that the triviality of the tail sigma-algebra still holds under much milder assumptions on the underlying chain.

The study of Markovian averages is motivated by the problem of ergodic theorems for general countable groups, specifically, for groups admitting a Markovian coding such as Gromov hyperbolic groups [22] (see e.g. Ghys-de la Harpe [18] for a detailed discussion of the Markovian coding for Gromov hyperbolic groups). First results on convergence of spherical averages for Gromov hyperbolic groups, obtained under strong exponential mixing assumptions on the action, are due to Fujiwara and Nevo [17]. For actions of hyperbolic groups on finite spaces, an ergodic theorem was obtained by Bowen in [3].

Cesàro convergence of spherical averages for all measure-preserving actions of Markov semigroups, and, in particular, Gromov hyperbolic groups, was established by Bufetov, Kliimenko and Khristoforov in [13]. In the special case of hyperbolic groups, a short and very elegant proof of this theorem, using the method of Calegari and Fujiwara [15], was later given by Pollicott and Sharp [31]. Using the method of amenable equivalence relations, Bowen and Nevo [1], [5], [6], [7] established ergodic theorems for “spherical shells” in Gromov hyperbolic groups. The latter do not require any mixing assumptions.

1.2. Examples.

1.2.1. Uniform spherical averages. Consider the special case in which $F = \langle a_1, \ldots, a_r \rangle$ and $V = \{a_1, \ldots, a_r\} \cup \{a_1^{-1}, \ldots, a_r^{-1}\} \subset F$. We let $\mathcal{L} : V \to F$ be the inclusion map and $\Pi_{a,b} = \frac{1}{2r-1}$ if $a \neq b^{-1}$, $\Pi_{a,b} = 0$ otherwise. We let $\nu$ be the stationary distribution that is uniformly distributed on $V$. In this case, $\Pi$ is admissible of order 1 and $S_n$ is the uniform average on the sphere of radius $n$ centered at the identity in $F$. That is,

$$S_n(\phi)(x) = |\{g \in F : |g| = n\}|^{-1} \sum_{|g|=n} \phi(T_g x)$$

for $\phi \in L^1(X,\mu)$ and $x \in X$. So Theorem 1.1 proves the mean ergodic theorem for the averages $S_n S_{n+1}$. This result was first obtained by Guivarc’h [23].

1.2.2. A surface group example. Let $\Lambda = \langle a, b, c, d | [a,b][c,d] = 1 \rangle$ denote the fundamental group of the closed genus 2 surface. There is a natural Markov coding of this group, developed by Bowen-Series [8], that was used in [14] to prove a pointwise ergodic theorem for Cesàro averages of spherical averages (with respect to the word metric on this group). Using this coding and Theorem 1.1 we will show:

**Corollary 1.3.** There exists a sequence $\pi_n$ of probability measures on $\Lambda$ such that

- $\pi_n$ is supported on the union of the spheres of radius $n$ and radius $n+1$ centered at the identity in $\Lambda$ (with respect to the word metric);
Figure 3. This is a distorted view of the region $\mathcal{R}$ in the hyperbolic plane together with all of the geodesics of the tesselation $\mathcal{T}$ incident to $\mathcal{R}$. Every interior angle incident to the inner circle in this diagram is $\pi/4$. There are 48 intervals in $\mathcal{I}$ total. Only 8 special intervals are labeled.

- $\pi_n$ is mean ergodic in $L^1$ in the sense that: if $\Lambda \curvearrowright (X, \mu)$ is any probability-measure-preserving action and $f \in L^1(X, \mu)$ then the averages $\pi_n(f) \in L^1(X, \mu)$ defined by

$$\pi_n(f)(x) = \sum_{g \in \Lambda} \pi_n(g)f(g^{-1}x)$$

converge in $L^1(X, \mu)$ to $\mathbb{E}[f|\Lambda]$, the conditional expectation of $f$ on the sigma-algebra of $\Lambda$-invariant subsets.

To explain the coding, let $\mathcal{R}$ denote a regular octogon in the hyperbolic plane (which we identify with $\mathbb{D}$ the unit disk in the complex plane) with all interior angles equal to $\pi/4$. This is a fundamental domain for an action of $\Lambda$ on $\mathbb{D}$ by isometries. It can be arranged that if $S = \{a, b, c, d, a^{-1}, b^{-1}, c^{-1}, d^{-1}\}$ then $\mathcal{R} \cap s\mathcal{R}$ is an edge of $\mathcal{R}$ for any $s \in S$.

Let $\mathcal{T} = \cup_{g \in \Lambda} g\partial \mathcal{R}$ be the union of the boundaries of $\Lambda$-translates of $\mathcal{R}$. We may think of $\mathcal{T}$ as a union of bi-infinite geodesics. Let $\mathcal{P} \subset \partial \mathbb{D}$ denote the collection of endpoints of those geodesics in $\mathcal{T}$ which meet $\mathcal{R}$ (crucially this includes lines which meet $\partial \mathcal{R}$ only in a vertex of $\mathcal{R}$). The points $\mathcal{P}$ partition $\partial \mathbb{D} \setminus \mathcal{P}$ into connected open intervals; we denote the collection of all these intervals by $\mathcal{I}$. See figure 3.

For $s \in S$, consider the edge $\mathcal{R} \cap s\mathcal{R}$. This edge is contained in a bi-infinite geodesic that separates the hyperbolic plane into two half-spaces. Let $L(s)$ denote the open arc of $\partial \mathbb{D}$ bounding the half space that contains $s\mathcal{R}$. For each $I \in \mathcal{I}$ let $s_I \in S$ be an element such
that \( I \subset L(s_I) \). For each \( J \) there are either one or two choices for \( s_J \). Define \( f : \partial \mathbb{D} \to \partial \mathbb{D} \) by \( f(x) = s_I^{-1} x \) for \( x \in I \). As observed in [8, 32], the map \( f \) is Markov in the sense that for any \( J \), \( f(I) \cap J \neq \emptyset \) implies \( f(I) \supset J \).

Let \( V = \mathcal{I} \), \( E = \{(I, J) \in V \times V : f(I) \supset J\} \), \( G = (V, E) \) be the associated directed graph, \( \mathbb{F} = \langle a, b, c, d \rangle \) be the rank 4 free group, and \( \mathcal{L} : V \to \mathbb{F} \) be the map \( \mathcal{L}(I) = s_I \). We extend \( \mathcal{L} \) to the set of all finite directed paths in \( G \) as explained in the introduction. In [32, Theorem 5.10 and Corollary 5.11] (see also [2, Theorem 2.8]), the following is proven:

**Lemma 1.4.** Let \( \pi : \mathbb{F} \to \Lambda \) be the canonical surjection \( \pi(s) = s \) for \( s \in S \). Then for every \( g \in \Lambda - \{e\} \) there is a unique element \( w \in \mathbb{F} \) such that (a) \( \pi(w) = g \) and (b) there exists some directed path \( p \) in \( G \) such that \( \mathcal{L}(p) = w \). Moreover, the word length of \( w \) is the word length of \( g \).

**Theorem 1.5.** If \( \Pi = (\Pi_{v,w})_{v,w \in V} \) is any stochastic matrix with \( \Pi_{v,w} > 0 \) for all \( (w, v) \in E \) then it is admissible of order 1.

**Proof.** In [14], it is shown that the adjacency matrix of \( G \) is irreducible. Equivalently, \( G \) is strongly connected.

For \( s \in S \), let \( I_s \subset \mathcal{I} = V \) be the unique interval contained in \( \mathcal{L}(s) \setminus \bigcup_{t \neq s} \mathcal{L}(t) \). By direct inspection we see that for any \( s, t \in S \), \( (I_s, I_t) \in E \) if and only if: \( t \neq s \) and \( I_t \) is not adjacent to \( I_{s^{-1}} \). For example, there are directed edges from \( I_a \) to \( I_c, I_{c^{-1}}, I_d \) and \( I_{d^{-1}} \) but there are no directed edges from \( I_a \) to \( I_{a^{-1}}, I_b \) or \( I_{b^{-1}} \). There is also a loop from \( I_a \) to itself. So if \( v = a \) then \( \Gamma_v \) contains \( \mathcal{L}(I_a) = a, \mathcal{L}(I_a, I_c) = ac, \mathcal{L}(I_a, I_d) = adc, \mathcal{L}(I_a, I_d, I_b) = adb \). Since \( a, \alpha, \alpha \alpha, \alpha \beta \) generate \( \mathbb{F}_4 \), we have \( \Gamma_v = \mathbb{F}_4 \).

Let \( u = w = I_a, p = (I_a), q = (I_c), p^* = (I_a^{-1}), q^* = (I_{c^{-1}}) \). Then

- \( up \alpha, wq \alpha, pq^* \alpha, pq^*q \) are directed paths in \( G \);
- \( \mathcal{L}(p^*) = \mathcal{L}(p)^{-1}, \mathcal{L}(q^*) = \mathcal{L}(q)^{-1} \).

So \( G \) contains a good subgraph of order 1. \( \square \)

Corollary 1.3 follows immediately from Lemma 1.4 and Theorems 1.5 and 1.1.

1.3. **Outline of the argument.** We consider the synchronous tail equivalence relation \( R_{\text{sync}} \) on \( V^\mathbb{N} \) given by

\[
R_{\text{sync}} = \{(s, t) \in V^\mathbb{N} \times V^\mathbb{N} : \exists N (s_i = t_i \ \forall i \geq N)\}.
\]

For a natural number \( k > 0 \) we also consider the \( k \)-step asynchronous tail equivalence relation on \( V^\mathbb{N} \) given by

\[
R_k = \{(s, t) \in V^\mathbb{N} \times V^\mathbb{N} : \exists p \in \mathbb{Z}, N \in \mathbb{N} (s_{pk+i} = t_i \ \forall i \geq N)\}.
\]

Let \( \sigma : V^\mathbb{N} \to V^\mathbb{N} \) denote the shift map \( \sigma(s)_i = s_{i+1} \). Observe that \( R_k \) is generated by \( R_{\text{sync}} \) and the orbit-equivalence relation of \( \sigma^k \). So we have the following natural inclusions:

\[
R_{\text{sync}} \subset R_k \subset R_1.
\]

More generally, \( R_k \subset R_d \) if \( d \mid k \). We also have a cocycle \( \alpha : R_1 \to \mathbb{F} \) defined by

\[
\alpha(s, t) = \mathcal{L}(s_1) \cdots \mathcal{L}(s_{N+p}) \cdot (\mathcal{L}(t_1) \cdots \mathcal{L}(t_N))^{-1}
\]

where \( N, p \) are such that \( s_{p+i} = t_i \forall i \geq N \).
Given a measure-preserving action $\mathbb{F} \curvearrowright (X, \mu)$ on a probability space and a subequivalence relation $\mathcal{S}$ of $\mathcal{R}$, we let $\mathcal{S}^X$ denote the skew-product equivalence relation on $V^N \times X$:

$$\mathcal{S}^X = \{((s, x), (t, y)) : s \mathcal{S} t, \alpha(t, s)x = y\}.$$

Given a subequivalence relation $\mathcal{S} \subset \mathcal{R}$, let $\mathcal{F}_S^X$ denote the sigma-algebra of measurable subsets of $V^N \times X$ that are unions of $\mathcal{S}^X$-equivalence classes. In other words, $\mathcal{F}_S^X$ is the $\mathcal{S}^X$-invariant sigma-algebra.

For convenience, we will let $\mathcal{F}_{\text{sync}}, \mathcal{F}_k^X$ denote the $\mathcal{R}_{\text{sync}}^X$ and $\mathcal{R}_k^X$-invariant sigma-algebras respectively. The main technical step in the proof of Theorem 1.1 is:

**Theorem 1.6.** If the directed graph $G$ contains a good subgraph (as in Definition 1) then $\mathcal{F}_{2k}^X = \mathcal{F}_{\text{sync}}^X$ (up to sets of measure zero).

We prove this in the next section and in §3 use it to prove Theorem 1.1.
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2. Proof of Theorem 1.6

Let $u, w \in V$ and $p, q, p^*, q^*$ be directed paths in $G$ satisfying the requirements of Definition 1. We need more notation:

**Notation 2.** If $s \in V^N$ and $n < m$ are natural numbers then we let $s_{[n, m]} = (s_n, s_{n+1}, \ldots, s_m) \in V^{m-n+1}$. We also write $s_{[n, \infty)} = (s_n, s_{n+1}, \ldots) \in V^\infty$.

Let us define

- $\tau_n : V^N \to \mathbb{N}$ so that $\tau_n(s)$ is the $n$-th time of occurrence of either $upq$ or $uqw$. In other words, $\tau_n(s)$ is the smallest natural number so that there exist $i_1 < i_2 < \ldots < i_n$ with $i_n = \tau_n(s)$ so that for each $j$

  $$s_{[i_j, i_j+k+1]} \in \{upw, uqw\}.$$

- $\omega_n : V^N \to V^N$ by

  $$\omega_n(s) = \begin{cases} 
  s_{[1, \tau_n(s)]} p s_{\tau_n(s)+k+1, \infty} & \text{if } s_{[\tau_n(s), \tau_n(s)+k+1]} = upw \\
  s_{[1, \tau_n(s)]} q s_{\tau_n(s)+k+1, \infty} & \text{if } s_{[\tau_n(s), \tau_n(s)+k+1]} = uqw
  \end{cases}$$

- Note that $\omega_n$ is invertible. So we can define $\psi_n : V^N \to V^N$ by

  $$(\psi_n \omega_n(s)) = \begin{cases} 
  \omega_n(s)_{[2k+1, \tau_n(s)+k]} p^* \omega_n(s)_{[\tau_n(s)+1, \infty]} & \text{if } s_{[\tau_n(s), \tau_n(s)+k+1]} = upw \\
  \omega_n(s)_{[2k+1, \tau_n(s)+k]} q^* \omega_n(s)_{[\tau_n(s)+1, \infty]} & \text{if } s_{[\tau_n(s), \tau_n(s)+k+1]} = uqw
  \end{cases}$$
Proof. This implies the graph of Proposition 2.1. Let \( \nu \) be the associated measure on \( V^N \). To be precise, for any \( t_1, \ldots, t_n \in V \),
\[
\tilde{\nu}(\{s \in V^N : s_i = t_i \forall 1 \leq i \leq n\}) = \nu(t_n)\Pi_t = \nu(t_n)^{\Pi_{t_n, t_{n-1}} \cdots \Pi_{t_2, t_1}}.
\]

- \( C > 0 \) be a constant so that almost everywhere holds
\[
C^{-1} \leq \frac{d(\omega_n^{-1})}{d\tilde{\nu}}(s) \leq C, \quad C^{-1} \leq \frac{d((\psi_n\omega_n)^{-1})}{d\tilde{\nu}}(s) \leq C.
\]

The existence of such a constant follows from the finiteness of \( V \) (so that there is a uniform bound on the ratio of any two nonzero entries of \( \Pi \)) and explicit computation using the formulae above.

Recall that \( \sigma : V^N \to V^N \) is defined by \( \sigma(s)_i = s_{i+1} \). Let \( d_{V^N} \) denote the distance function on \( V^N \) defined by \( d_{V^N}(\{s_1, s_2, \ldots, t_1, t_2, \ldots\}) = \frac{1}{n} \) where \( n \) is the largest natural number such that \( s_i = t_i \) for all \( i < n \).

**Proposition 2.1.** For every \( n > 2k + 1 \),
\begin{enumerate}
  
  (1) \( \forall s \in V^N, \ d_{V^N}(\psi_n\omega_n(s), \sigma^{2k}\omega_n(s)) \leq \frac{1}{\tau_n(s)-k} \);
  
  (2) \( \forall s \in V^N, \ d_{V^N}(s, \omega_n s) \leq \frac{1}{\tau_n(s)} \);
  
  (3) the graphs of \( \omega_n \) and \( \psi_n \) are contained in \( R_{\text{sync}} \);
  
  (4) \( \forall s \in A^N, \ \alpha(\psi_n\omega_n s, \omega_n s) = \alpha(\sigma^{2k}\omega_n s, s) \).
  
  (5) \( \forall f \in L^1(A^N), \ ||f \circ \omega_n||_1 \leq C ||f||_1 \) and \( ||f \circ \psi_n||_1 \leq C^2 ||f||_1 \).
\end{enumerate}

**Proof.** Items 1 and 2 are obvious. It is clear that the graph of \( \omega_n \) is contained in \( R_{\text{sync}} \). This implies the graph of \( \psi_n\omega_n \) is contained in \( R_{\text{sync}} \) and therefore, since \( \omega_n \) is invertible, the graph of \( \psi_n \) is contained in \( R_{\text{sync}} \).

For simplicity’s sake, we will drop the subscripts \( n \) in the following computations. So \( \psi = \psi_n, \omega = \omega_n, \tau = \tau_n \).

Suppose that \( s \in V^N \) satisfies \( s_{[\tau(s), \tau(s)+k+1]} = upw \). Let \( N = \tau(s) \). Because \( (\psi\omega(s))_i = \omega(s)_i \) for all \( i > N \) the definition of \( \alpha \) implies
\[
\alpha(\psi\omega, s) = \mathcal{L}(\psi\omega(s)_1) \cdots \mathcal{L}(\psi\omega(s)_N)\left(\mathcal{L}(\omega(s)_1) \cdots \mathcal{L}(\omega(s)_N)\right)^{-1}
\]
\[
= \mathcal{L}(s_1+2k) \cdots \mathcal{L}(s_N)\mathcal{L}(q_1) \cdots \mathcal{L}(q_k)\mathcal{L}(p_1)^{-1} \cdots \mathcal{L}(p_k)^{-1}\left(\mathcal{L}(s_1) \cdots \mathcal{L}(s_N)\right)^{-1}
\]

Because \( (\sigma^{2k}\omega)_i = (\omega s)_i = s_i \) for all \( i > N + k \) the definition of \( \alpha \) implies
\[
\alpha(\sigma^{2k}\omega, s) = \mathcal{L}(\sigma^{2k}\omega(s)_1) \cdots \mathcal{L}(\sigma^{2k}\omega(s)_{N-k})\left(\mathcal{L}(s_1) \cdots \mathcal{L}(s_{N+k})\right)^{-1}
\]
\[
= \mathcal{L}((\omega s)_{1+2k}) \cdots \mathcal{L}((\omega s)_{N+k})\left(\mathcal{L}(s_1) \cdots \mathcal{L}(s_{N+k})\right)^{-1}
\]
\[
= \mathcal{L}(s_1+2k) \cdots \mathcal{L}(s_N)\mathcal{L}(q_1) \cdots \mathcal{L}(q_k)\left(\mathcal{L}(s_1) \cdots \mathcal{L}(s_N)\mathcal{L}(p_1) \cdots \mathcal{L}(p_k)\right)^{-1}
\]
\[
= \alpha(\psi\omega, s).
\]
The case when \( s[\tau(s), \tau(s)+k+1] = uvw \) is similar. This proves item 4.

It follows from the choice of \( C > 0 \) (made right before this proposition) that for every \( f \in L^1(V^N) \),
\[
\|f \circ \omega\|_1 \leq C\|f\|_1, \quad \|f \circ \psi \omega\|_1 \leq C\|f\|_1.
\]
Since \( \omega \) is invertible, this implies
\[
\|f \circ \psi\|_1 = \|f \circ \psi \omega \circ \omega^{-1}\|_1 \leq C\|f \circ \psi \omega\|_1 \leq C^2\|f\|_1.
\]
Here we used that \( \omega = \omega^{-1} \). This establishes the last claim.

\( \square \)

**Definition 4.** Define \( \sigma_X : V^N \times X \to V^N \times X \) by \( \sigma_X(s, x) = (\sigma s, \alpha(\sigma s, s)x) \). Note \( \alpha(\sigma s, s) = s_1^{-1} \). So we can also write \( \sigma_X(s, x) = (\sigma s, s_1^{-1}x) \).

**Lemma 2.2.** There exist measurable maps \( \Phi_n, \Psi_n, \Omega_n : V^N \times X \to V^N \times X \) (for \( n > 2k+1 \)) such that

1. for all \( f \in L^1(V^N \times X) \), \( \lim_{n \to \infty} \|f \circ \Psi_n \circ \Omega_n - f \circ \sigma_{X}^{2k} \circ \Phi_n\|_1 = 0; \)
2. for all \( f \in L^1(V^N \times X) \), \( \lim_{n \to \infty} \|f \circ \Omega_n - f\|_1 = 0; \)
3. the graphs of \( \Phi \) and \( \Psi \) are contained in \( R^X_{\text{sync}} \).

**Proof.** For \( n > 2k+1 \) an integer, let \( \psi_n \) and \( \omega_n \) be as in Proposition 2.1. Define
\[
\Omega_n(s, x) := (\omega_n s, x) \\
\Phi_n(s, x) := (\omega_n s, \alpha(\omega_n s, s)x) \\
\Psi_n(s, x) := (\psi_n s, \alpha(\psi_n s, s)x).
\]

Since the graphs of \( \psi_n \) and \( \omega_n \) are contained in \( R_{\text{sync}} \), the graphs of \( \Phi_n \) and \( \Psi_n \) are contained in \( R^X_{\text{sync}} \). Let \( d_X \) be a metric on \( X \) that induces its Borel structure and makes \( X \) into a compact space. For \( (s, x), (s', x') \in V^N \times X \), define \( d_X((s, x), (s', x')) = d_X(x, x') + d_{V^N}(s, s') \).

By the previous proposition, \( d_X(\Omega_n(s, x), (s, x)) = d_{V^N}(\omega_n(s), s) \leq 1/\tau_n(s) \leq 1/n \). Also by the previous proposition:
\[
\sigma_{X}^{2k} \Phi_n(s, x) = (\sigma_{X}^{2k} \omega_n s, \alpha(\sigma_{X}^{2k} \omega_n s, \omega_n s)x) = (\sigma_{X}^{2k} \omega_n s, \alpha(\sigma_{X}^{2k} \omega_n s, \omega_n s)x) \\
= (\sigma_{X}^{2k} \omega_n s, \alpha(\sigma_{X}^{2k} \omega_n s, \omega_n s)x).
\]

So the previous proposition implies \( d_X(\Psi_n \circ \Omega_n(s, x), \sigma_{X}^{2k} \circ \Phi_n(s, x)) \leq 1/(n - k) \). So if \( f \) is a continuous function on \( V^N \times X \) then the bounded convergence theorem implies
\[
\lim_{n \to \infty} \|f \circ \Psi_n \circ \Omega_n - f \circ \sigma_{X}^{2k} \circ \Phi_n\|_1 = 0 \\
\lim_{n \to \infty} \|f \circ \Omega_n - f\|_1 = 0.
\]

It follows from the previous proposition that the operators \( f \mapsto f \circ \Omega_n, f \mapsto f \circ \Phi_n \) and \( f \mapsto f \circ \Psi_n \) are all bounded for \( f \in L^1(V^N \times X) \) with bound independent of \( n \). It easy to see that \( f \mapsto f \circ \sigma_{X}^{2k} \) is also a bounded operator on \( L^1(V^N \times X) \) (because \( V \) is finite and \( \bar{\nu} \) is the Markov measure). Since the continuous functions are dense in \( L^1(V^N \times X) \), this implies the lemma.

\( \square \)

We can now prove Theorem 1.6.
Proof of Theorem 1.6. Note \( \mathcal{F}_{2k}^X \supset \mathcal{F}_{2k}\mathcal{sync}^X \). So it suffices to show that if \( f \in L^1(V^N \times X) \) is \( \mathcal{R}_{sync}^X \)-invariant then it is \( \mathcal{R}_{2k}^X \)-invariant. Because the map \( \sigma_X^{2k} \) together with \( \mathcal{R}_{sync}^X \) generates \( \mathcal{R}_X^X \), it suffices to show that if \( f \in L^1(V^N \times X) \) is \( \mathcal{R}_{sync}^X \)-invariant then \( f \circ \sigma_X^{2k} = f \).

Let \( \Phi_n, \Psi_n, \Omega_n \) \( (n > 2k + 1) \) be as in the previous lemma. Because \( f \) is \( \mathcal{R}_{sync}^X \)-invariant and the graph of \( \Psi_n \) is contained in \( \mathcal{R}_{sync}^X \) it follows that \( f \circ \Psi_n = f \) for all \( n \). An easy exercise shows that \( \sigma_X \) preserves the equivalence relation in the sense that
\[
\left( (s, x), (t, y) \right) \in \mathcal{R}_{sync} \Rightarrow \left( \sigma_X(s, x), \sigma_X(t, y) \right) \in \mathcal{R}_{sync}.
\]

It follows that \( f \circ \sigma_X^{2k} \) is \( \mathcal{R}_{sync}^X \)-invariant. Since the graph of \( \Phi_n \) is contained in \( \mathcal{R}_{sync}^X \), \( f \circ \sigma_X^{2k} \circ \Phi_n = f \circ \sigma_X^{2k} \) for all \( n \). We now have
\[
\| f - f \circ \sigma_X^{2k} \|_1 = \| f - f \circ \sigma_X^{2k} \circ \Phi_n \|_1 \\
\leq \| f - f \circ \Psi_n \circ \Omega_n \|_1 + \| f \circ \Psi_n \circ \Omega_n - f \circ \sigma_X^{2k} \circ \Phi_n \|_1 \\
= \| f - f \circ \Omega_n \|_1 + \| f \circ \Psi_n \circ \Omega_n - f \circ \sigma_X^{2k} \circ \Phi_n \|_1.
\]

We take the limit as \( n \to \infty \) (using the previous lemma) to obtain \( f = f \circ \sigma_X^{2k} \) as claimed.

3. Proof of Theorem 1.1

Proposition 3.1. Let \( \Pi, V, \mathcal{L} \) be as above. For each \( v \in V \), let \( \Gamma_v \leq \mathbb{F} \) be the subgroup generated by all elements of the form \( \mathcal{L}(p) \) where \( pv \) is a directed path from \( v \) to \( v \) in \( G \). If \( \Gamma_v = \mathbb{F} \) for some \( v \in V \) and \( G \) is strongly connected then \( \mathcal{F}_1^X \) is the \( \sigma \)-algebra generated by all sets of the form \( V^N \times A \) where \( A \subset X \) is a measurable \( \mathbb{F} \)-invariant set. In particular, if \( \mathbb{F} \cap (X, \mu) \) is ergodic then \( \mathcal{F}_1^X \) is trivial.

Proof. By decomposing into ergodic components, we may assume that \( \mathbb{F} \cap (X, \mu) \) is ergodic. Because \( \mathcal{R}_1^X \) is generated by \( \sigma_X \), it suffices to prove \( \sigma_X \) is ergodic.

Let \( Y \subset V^N \times X \) be the set of all \( (s, x) \) such that \( s_1 = v \) where \( v \in V \) is chosen so that \( \Gamma_v = \mathbb{F} \). Let \( T : Y \to Y \) be the induced transformation:
\[
T(s, v) = \sigma_X^n(s, v)
\]
where \( n \geq 1 \) is the smallest natural number such that \( \sigma_X^n(s, v) \in Y \). By Kakutani’s random ergodic theorem [24, Theorem 3 (a) \( \Rightarrow \) (f)], the ergodicity of \( \mathbb{F} \cap (X, \mu) \) implies \( T \) is ergodic.

Now suppose \( Z \subset V^N \times X \) is measurable, \( \sigma_X \)-invariant and has positive measure. Then \( Y \cap Z \) is \( T \)-invariant. Because the graph \( G \) is strongly connected, \( \nu \times \mu(Y \cap Z) > 0 \). Since \( T \) is ergodic, this implies \( Y \cap Z = Y \) up to measure zero. However, \( \bigcup_{i=0}^{\infty} \sigma_X^i Y = V^N \times X \) (up to measure zero) because \( G \) is strongly connected. This implies \( Z \) is conull and therefore \( \sigma_X \) is ergodic as claimed.

Lemma 3.2. For any \( f \in L^1(V^N \times X) \) and any \( k \in \mathbb{N} \),
\[
\frac{1}{k} \sum_{i=0}^{k-1} \mathbb{E}[f \circ \sigma_X^i | \mathcal{F}_k^X] = \mathbb{E}[f | \mathcal{F}_1^X].
\]
Proof. Because $\mathcal{F}_{1}^{X}$ is the sigma-algebra of $\sigma_{X}$-invariant measurable subsets, von Neumann’s mean ergodic theorem implies that

$$\frac{1}{nk} \sum_{i=0}^{nk-1} f \circ \sigma_{X}^{i} \to \mathbb{E}[f|\mathcal{F}_{1}^{X}]$$

in $L^{1}$ as $n \to \infty$. By taking conditional expectations on both sides (and remembering that $\mathcal{F}_{1}^{X} \subset \mathcal{F}_{k}^{X}$), we have

$$\frac{1}{nk} \sum_{i=0}^{nk-1} \mathbb{E}[f \circ \sigma_{X}^{i}|\mathcal{F}_{k}^{X}] \to \mathbb{E}[f|\mathcal{F}_{1}^{X}].$$

Because $\mathcal{F}_{k}^{X}$ is $\sigma_{X}$-invariant, we have $\mathbb{E}[f \circ \sigma_{X}^{i+1}|\mathcal{F}_{k}^{X}] = \mathbb{E}[f \circ \sigma_{X}^{i}|\mathcal{F}_{k}^{X}]$ for any $i$. So for any $n$

$$\frac{1}{nk} \sum_{i=0}^{nk-1} \mathbb{E}[f \circ \sigma_{X}^{i}|\mathcal{F}_{k}^{X}] = \frac{1}{k} \sum_{i=0}^{k-1} \mathbb{E}[f \circ \sigma_{X}^{i}|\mathcal{F}_{k}^{X}].$$

This implies the lemma. □

Proof of Theorem 1.1 from Theorem 1.6. Without loss of generality, we may assume $\mathbb{F} \cap (X,\mu)$ is ergodic. Let $\pi : V^{N} \times X \to V \times X$ denote the projection map $\pi(s,x) = (s_{1},x)$.

Let $\mathcal{B}_{V \times X}$ denote the Borel sigma-algebra on $V \times X$ and let $\mathcal{F}_{k}^{X}$ be the smallest sigma-algebra of $V^{N} \times X$ containing $(\pi \circ \sigma_{X}^{n})^{-1}(\mathcal{B}_{V \times X})$ for every $m \geq n$.

Consider the induced Markov operator $\Pi_{X} : L^{1}(V \times X) \to L^{1}(V \times X)$ given by

$$\Pi_{X}(\varphi)(x,v) = \sum_{w \in V} \Pi_{w,v} \varphi(w,T_{v}x).$$

Observe that for $n \geq 2$

$$\Pi_{X}^{n}(\varphi)(x,v) = \sum_{t_{1},...,t_{n} \in V} \Pi_{(t_{1},...,t_{n},v)} \varphi(t_{1},T(t_{2},...,t_{n},v)x).$$

Thus

$$\Pi_{X}^{n}(\varphi) \circ \pi \circ \sigma_{X}^{n}(s,x) = (\Pi_{X}^{n}(\varphi))(s_{n+1},T_{(s_{1},...,s_{n})}^{-1}x)$$

$$= \sum_{t_{1},...,t_{n} \in V} \Pi_{(t_{1},...,t_{n},s_{n+1})} \varphi(t_{1},T(t_{2},...,t_{n},s_{n+1})T_{(s_{1},...,s_{n})}^{-1}x)$$

$$= \mathbb{E}[\varphi \pi|[\mathcal{F}_{k}^{X}])_{1}(s,x).$$

The reverse martingale convergence theorem yields

$$\mathbb{E}[\varphi \pi|[\mathcal{F}_{k}^{X}])_{1} \to \mathbb{E}[\varphi \pi|[\mathcal{F}_{2k}^{X}])_{1}$$

in $L^{1}(V^{N} \times X)$ as $n \to \infty$. By Theorem 1.6, $\mathcal{F}_{k}^{X} = \mathcal{F}_{2k}^{X}$. Therefore,

$$(\Pi_{X}^{n}) \circ \pi \circ \sigma_{X}^{n} \to \mathbb{E}[\varphi \pi|[\mathcal{F}_{2k}^{X}])_{1}$$

in $L^{1}(V^{N} \times X)$ as $n \to \infty$. Because conditioning on $\mathcal{F}_{2k}^{X}$ commutes with $\sigma_{X}$, for any $i \geq 0$

$$(\Pi_{X}^{n}) \circ \pi \circ \sigma_{X}^{n+i} \to \mathbb{E}[\varphi \pi \circ \sigma_{X}^{n}|\mathcal{F}_{2k}^{X}])_{1}$$
in $L^1(V^N \times X)$ as $n \to \infty$. Since $E[\varphi \pi \circ \sigma^i_X | \mathcal{F}^X_{2k}] = E[\varphi \pi \circ \sigma^{2k-i}_X | \mathcal{F}^X_{2k}]$ we can also write this as: for any $0 \leq i < 2k$,

$$(\Pi^i_X \varphi) \circ \pi \circ \sigma^{n-i}_X \to E[\varphi \pi \circ \sigma^{2k-i}_X | \mathcal{F}^X_{2k}]$$

in $L^1(V^N \times X)$ as $n \to \infty$. Now Lemma 3.2 and Proposition 3.1 imply

$$\frac{1}{2k} \sum_{i=0}^{2k-1} (\Pi^i_X \varphi) \circ \pi \circ \sigma^{n-i}_X \to \frac{1}{2k} \sum_{i=0}^{2k-1} E[\varphi \pi \circ \sigma^i_X | \mathcal{F}^X_{2k}] = E[\varphi \pi | \mathcal{F}^X_1] = \int \varphi \, d\nu \times \mu$$

in $L^1$ as $n \to \infty$. However,

$$(\Pi^i_X \varphi) \circ \pi \circ \sigma^{n-i}_X = (\Pi^i_X \Pi^i_X \varphi) \circ \pi \circ \sigma^{n-i}_X \to E[\Pi^i_X \varphi \pi | \mathcal{F}^X_{2k}]$$

in $L^1(V^N \times X)$ as $n \to \infty$. Similarly,

$$(\Pi^{n+i}_X \varphi) \circ \pi \circ \sigma^n_X \to \Pi^n_X \left( E[\varphi \pi | \mathcal{F}^X_1] \right) = E[\Pi^i_X \varphi \pi | \mathcal{F}^X_{2k}]$$

in $L^1(V^N \times X)$ as $n \to \infty$. So we have

$$\frac{1}{2k} \sum_{i=0}^{2k-1} (\Pi^{n+i}_X \varphi) \circ \pi \circ \sigma^n_X \to \int \varphi \, d\nu \times \mu$$

in $L^1$ as $n \to \infty$.

Without loss of generality, we may assume $\int \varphi \, d\nu \times \mu = 0$ in which case the above implies

$$\left\| \frac{1}{2k} \sum_{i=0}^{2k-1} (\Pi^{n+i}_X \varphi) \circ \pi \circ \sigma^n_X \right\| \to 0$$

as $n \to \infty$. However,

$$\left\| \frac{1}{2k} \sum_{i=0}^{2k-1} (\Pi^{n+i}_X \varphi) \circ \pi \circ \sigma^n_X \right\| = \left\| \frac{1}{2k} \sum_{i=0}^{2k-1} \Pi^{n+i}_X \varphi \right\|.$$

So

$$\frac{1}{2k} \sum_{i=0}^{2k-1} \Pi^{n+i}_X \varphi \to 0$$

in $L^1$ as $n \to \infty$. Next we note that if $\varphi(v, x) = \phi(x)$ for some $\phi \in L^1(X)$ then by a change of variables argument

$$(S_n \phi)(x) = \sum_{s_1, \ldots, s_n} \nu(s_n) \Pi_{(s_1, \ldots,s_n)} \phi(T_{(s_1, \ldots,s_n)} x) = \sum_{v \in V} \sum_{s_1, \ldots, s_{n-1} \in V} \nu(v) \Pi_{(s_1, \ldots,s_{n-1},v)} \phi(T_{(s_1, \ldots,s_{n-1},v)} x) = \sum_{v \in V} \nu(v) (\Pi^v_X \varphi)(v, x).$$

Thus $S_n \phi$ converges to 0 in $L^1$ as $n \to \infty$. \qed
MEAN CONVERGENCE OF MARKOVIAN SPHERICAL AVERAGES

References

[1] V. I. Arnold and A. L. Krylov, Equidistribution of points on a sphere and ergodic properties of solutions of ordinary differential equations in a complex domain, *Dokl. Akad. Nauk SSSR* **148** (1963), 9–12.

[2] J. Birman and C. Series. Dehn's algorithm revisited, with application to simple curves on surfaces. *Combinatorial Group Theory and Topology*, S. Gersten and J. Stallings eds., Ann. of Math. Studies III, Princeton U.P., (1987), 451–478.

[3] L. Bowen, Invariant measures on the space of horofunctions of a word hyperbolic group, *Ergodic Theory Dynam. Systems* **30** (2010), no. 1, 97–129.

[4] L. Bowen and A. Nevo, Geometric covering arguments and ergodic theorems for free groups, *L’Enseignement Mathématique*, Volume **59**, Issue 1/2, 2013, pp. 133–164

[5] L. Bowen and A. Nevo, Amenable equivalence relations and the construction of ergodic averages for group actions, to appear in *Journal d’Analyse Mathématique*.

[6] L. Bowen and A. Nevo, von-Neumann and Birkhoff ergodic theorems for negatively curved groups, to appear in *Annales scientifiques de l’École normale supérieure*.

[7] L. Bowen and A. Nevo, A horospherical ratio ergodic theorem for actions of free groups, *Groups Geom. Dyn.* **8**(2):331–353, 2014.

[8] R. Bowen and C. Series. Markov maps associated with Fuchsian groups. *IHES Publications*, **50**, (1979), 153–170.

[9] A. I. Bufetov, Ergodic theorems for actions of several mappings, (Russian) Uspekhi Mat. Nauk, **54** (1999), no. 4 (328), 159–160, translation in Russian Math. Surveys, **54** (1999), no. 4, 835–836.

[10] A. I. Bufetov, Operator ergodic theorems for actions of free semigroups and groups, *Funct. Anal. Appl.* **34** (2000), 239–251.

[11] A. I. Bufetov, Markov averaging and ergodic theorems for several operators, in *Topology, Ergodic Theory, and Algebraic Geometry*, AMS Transl. **202** (2001), 39–50.

[12] A. I. Bufetov, Convergence of spherical averages for actions of free groups. *Ann. Math.*, **155** (2002), 929–944.

[13] A. I. Bufetov, M. Khristoforov, A. Klimenko, Cesàro convergence of spherical averages for measure-preserving actions of Markov semigroups and groups, *Int. Math. Res. Not. IMRN*, 2012:21 (2012), 4797–4829.

[14] A. I. Bufetov, C. Series, A pointwise ergodic theorem for Fuchsian groups, [arXiv:1010.3362v1 [math.DS]].

[15] D. Calegari, K. Fujiwara, Combable functions, quasimorphisms, and the central limit theorem. Ergodic Theory Dynam. Systems 30 (2010), no. 5, 1343–1369.

[16] J. Cannon, The combinatorial structure of cocompact discrete hyperbolic groups. *Geom. Dedicata*, **16** (1984), no. 2, 123–148.

[17] K. Fujiwara and A. Nevo, Maximal and pointwise ergodic theorems for word-hyperbolic groups, *Ergodic Theory Dynam. Systems* **18** (1998), 843–858.

[18] Sur les groupes hyperboliques d’après Mikhail Gromov. Papers from the Swiss Seminar on Hyperbolic Groups held in Bern, 1988. Edited by É. Ghys and P. de la Harpe. Progress in Mathematics, 83. Birkhäuser Boston, Inc., Boston, MA, 1990.

[19] R. I. Grigorchuk, Pointwise ergodic theorems for actions of free groups, *Proc. Tambov Workshop in the Theory of Functions*, 1986.

[20] R. I. Grigorchuk, Ergodic theorems for actions of free semigroups and groups, *Math. Notes*, **65** (1999), 654–657.

[21] R. I. Grigorchuk. An ergodic theorem for actions of a free semigroup. (Russian) *Tr. Mat. Inst. Steklova* **231** (2000), Din. Sist., Avtom. i Beskon. Gruppy, 119–133; translation in *Proc. Steklov Inst. Math.* **2000**, no. 4 (231), 113–127.

[22] M. Gromov, Hyperbolic groups, in *Essays in Group Theory*, MSRI Publ. **8** (1987), 75–263, Springer-Verlag, New York.

[23] Y. Guivarc’h, Généralisation d’un théorème de von Neumann, *C. R. Acad. Sci. Paris Sér. A–B* **268** (1969), 1020–1023.
[24] S. Kakutani, Random ergodic theorems and Markoff processes with a stable distribution, *Proceedings of the Second Berkeley Symposium on Mathematical Statistics and Probability, 1950*, University of California Press, Berkeley and Los Angeles (1951), 247–261.

[25] A. Nevo, Harmonic analysis and pointwise ergodic theorems for noncommuting transformations, *J. Amer. Math. Soc.* 7 (1994), no. 4, 875–902.

[26] A. Nevo, Pointwise ergodic theorems for actions of groups, in *Handbook of dynamical systems, Vol. 1B*, 871–982, Elsevier B. V., Amsterdam, 2006.

[27] A. Nevo and E. M. Stein, A generalization of Birkhoff’s pointwise ergodic theorem, *Acta Math.* 173 (1994), 135–154.

[28] D. Ornstein, On the pointwise behavior of iterates of a self-adjoint operator, *J. Math. Mech.* 18 (1968/1969) 473–477.

[29] V. I. Oseledets, Markov chains, skew-products, and ergodic theorems for general dynamical systems, *Th. Prob. App.* 10 (1965), 551–557.

[30] G.-C. Rota, An “Alternierende Verfahren” for general positive operators, *Bull. A. M. S.* 68 (1962), 95–102.

[31] Mark Pollicott and Richard Sharp, Ergodic theorems for actions of hyperbolic groups, *Proc. Amer. Math. Soc.* 141 (2013), 1749–1757.

[32] C. Series. Geometrical methods of symbolic coding. In *Ergodic Theory and Symbolic Dynamics in Hyperbolic Spaces*, T. Bedford, M. Keane and C. Series eds., Oxford Univ. Press, (1991).

University of Texas at Austin
*E-mail address*: lpbowen@math.utexas.edu

Aix-Marseille Université, CNRS, Centrale Marseille, I2M, UMR 7373

The Steklov Institute of Mathematics, Moscow

The Institute for Information Transmission Problems, Moscow

National Research University Higher School of Economics, Moscow

Rice University, Houston
*E-mail address*: bufetov@mi.ras.ru

École Normale Supérieure de Lyon

National Research University Higher School of Economics, Moscow
*E-mail address*: olga.romaskevich@ens-lyon.fr