Comparative Analysis of Classification Method for Wart Treatment Method
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Abstract. Wart disease is a benign tumor that grows in all parts of the body with varying amounts. There have been many methods of treatment of wart diseases that are found, but not much research leads to proving which treatments are best at treating wart disease. As a result, Patients sometimes need extra costs and time to cure wart disease because they have to be treated with more than one method. The purpose of this study was to compare the method of data mining classification to predict the best treatment of warts for patients between cryotherapy treatment which is the treatment of warts in general and the treatment of immunotherapy which is the latest treatment. Decision tree, random forest and k-nearest neighbor will be used as a classifier in predicting wart treatment in this study. From the research, the results obtained from the comparison of these three algorithms are amazing and promising with the best prediction accuracy on cryotherapy treatment achieved by the k-nearest neighbor algorithm of 95.66% while the best accuracy for immunotherapy treatment is achieved by random forest algorithm with an accuracy of 88.89%. We also predicted by combining the two datasets into 1 part, the result of the comparison for the three algorithms with the combined dataset it was found that the k-nearest neighbor algorithm was the best classifier to predict the wart treatment method with an accuracy of 88.03%.

1. Introduction

The Data Mining Algorithm (Knowledge Database Discovery) is used to find knowledge or patterns from a set of data. Data Mining algorithm has been widely used to analyze data in the field of medical science [1-10], information retrieval, market basket analysis and others in order to generate knowledge that can support decision making.

Classification, one of the five methods in data mining, is a commonly used method for predicting disease or the best treatment in health [1]. Decision tree [2] [3], random forest [4], naïve bayes [5], k-nearest neighbor, gradient boost tree are examples of algorithms developed in the classification method. With the many algorithms available today, various methods can be applied in one case to achieve the best results in extracting knowledge in areas such as medical science, for example in the prediction of chronic kidney disease [6].

In medical research, the combination of various classification algorithms and data reduction with the same dataset has also been widely performed [7]. For example, several studies conducted with pima Indians diabetes dataset [8] include the use of the C.45 algorithm with an accuracy of 81.27% [9], hybrid prediction model using simple k-means clustering and C4.5 algorithm with an accuracy of 92.38%, to use new proposed support vector machine with 100% classification accuracy [11].
On the other hand, research on the treatment of wart disease is a new field in medical science [12] which is still very minimal in research activities. Although there has been provided a public dataset to support research since 2018 [13] [14], Throughout our best knowledge in making this paper, there is only 1 study that discusses expert systems in predicting the treatment of wart disease [15] by creating expert systems with fuzzy rule algorithms -based system combined with ANFIS to predict whether a treatment is the best treatment to cure wart disease for patients. In this study, the accuracy achieved was 80.00% for cryotherapy treatment prediction and 83.33% for prediction with immunotherapy treatment. But in the field of data mining, there has been no recent research done even though the dataset has been disseminated by researchers since January 2018 ago.

In this study, we conducted a study comparing the analysis of the classification method, the Decision Tree, the Random Forest, and the k-nearest neighbor using immunotherapy datasets [13] and cryotherapy [14] as well as the combined datasets of the two previous datasets in predicting appropriate treatment for patients using the treatment of warts in general, cryotherapy, and the latest treatment of immunotherapy. The purpose of this research is to help researchers and other developers develop a better system in predicting the treatment of wart disease in order to save time and cost for patients with wart disease.

2. Material and Proposed Method
The dataset used in this study was obtained from donations in UCI public repository given by khozeimeh, fahime et al in January 2018. There are 2 donated datasets of cryotherapy [13] and immunotherapy [14]. The Cryotherapy dataset has 7 attributes (6 regular attributes, 1 label) with the number of instances reaching 90, while the Immunotherapy dataset has 8 attributes (7 regular attributes, 1 label) with the number of instances reaching 90.

The researcher will also create a new dataset by combining the two previous datasets. In this study, the two datasets were combined in order to test the robustness of the proposed method. Merging these two datasets is done only in cases that prove successful in each method. Then, the features that are not the same between datasets are not included in this merge. So that the new dataset resulting from this merger has dimensions of 118 cases with 71 case of immunotherapy and 47 case of cryotherapy. Table 1 below shows the feature details of the combined datasets.

| Feature Name                              | Value          |
|-------------------------------------------|----------------|
| Response of Treatment(Label)               | 1-Cryotherapy  |
|                                           | 2-Immunotherapy|
| Gender                                    | 1-Man          |
|                                           | 2-Woman        |
| Age(year)                                 | 15-67          |
| Time Elapsed before Treatment(month)       | 0-12           |
| The number of warts                       | 1-19           |
| Type of Warts                             | 1-Common       |
|                                           | 2-Plantar      |
|                                           | 3-Both         |
| Surface area of warts                     | 4-900          |

In this study, we propose research by applying various kinds of classification algorithms to the obtained dataset ([13] [14] and combined) in order to measure how well the classification algorithm predicts the correct treatment for patients with wart disease. As shown in Figure 1, Before the data is processed, Pre-processing data is performed using a forward selection algorithm to select the best feature to reduce the attribute. Furthermore, the data is divided into 10 parts using 10-fold validation where 9 parts of data will be used as training data and 1 part of the data will be used as testing up to 10 times
testing. The next stage is Information Selection ENN will be used to select the instance of the training dataset for optimal data training. After data passing the pre-processing step and data separation have been done by 10-fold validation, Application of training data of each classification algorithm (Decision Tree, Random Forest, and K-nearest neighbor) is done to make knowledge model. Once the model is obtained, test data is tested against the model that has been formed. This process will run as much as 3 times where each process will use different algorithms i.e. decision tree, random forest, and k-nearest neighbor. Figure 1 shows the detailed research flow in the flowchart.

In this research, process method will be evaluated using classifier effectiveness. Later on, each confusion matrix generated will be used to calculate the performance of each algorithm. Based on the confusion matrix, then the following calculation of the measurement will be done:

(i) Accuracy : classifier ability to select all instances that should be selected (true / TP) and reject all instances that should be rejected (wrong / TN).

\[
\text{Accuracy} = \frac{TP + TN}{(TP + TN + FP + FN)}
\]

(ii) Sensitivity : classifier ability in selecting all instances that should be selected (true / TP).

\[
\text{Sensitivity} = \frac{TP}{(TP + FN)}
\]

(iii) Specificity : classifier ability to reject all instances that should be rejected (wrong / TN).

\[
\text{Specificity} = \frac{TN}{(TN + FP)}
\]

(iv) Informedness : value trade off between sensitivity and specificity.

\[
\text{Informedness} = (\text{Sensitivity} + \text{Specificity}) - 1
\]

As well as ROC Curve measurements will also be used in this study.
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**Figure 1.** Flowchart of Proposed Method

In the end, after obtaining the results of each algorithm, anova test will be performed to see if there is a significant difference between the results of each algorithm. Anova results will be considered significant if probability < \(\alpha\), with \(\alpha\) of 0.5.
3. Experimental Result

The study was conducted using computer calculations with the details of the Intel (R) Core (TM) i7-6500 CPU @ 2.5Ghz (4 CPUs), - 2.6Ghz, DDR3 8 GB RAM, Windows 10 Home 64 bit as operating system and Rapid Miner Version 8.1.0.0 as a data analysis tool. Rapid miner will also produce final calculations such as accuracy and confusion matrix.

The test was performed in 3 stages, test 1 was performed with cryotherapy data [13], test 2 was performed with immunotherapy data [14], and test 3 was performed with synthesized data from both datasets [13] [14]. Measurement The classification performance of each test for each decision Tree, Naïve Bayes, and Random Forest algorithm that has been executed from all datasets is represented in Table 2, Table 3 and Table 7. Table 5 shows the results of the selected features for each test.

| Algorithm                | Accuracy | Sensitivity | Specificity | AUC Value | Informdness |
|--------------------------|----------|-------------|-------------|-----------|-------------|
| Decision Tree            | 92.22%   | 0.952       | 0.895       | 0.628     | 0.847       |
| Random Forest            | 94.44%   | **0.976**   | 0.916       | **0.960** | 0.892       |
| K-Nearest Neighbor       | **95.56%** | 0.928       | **0.979**   | 0.500     | **0.907**   |

| Algorithm                | Accuracy | Sensitivity | Specificity | AUC Value | Informdness |
|--------------------------|----------|-------------|-------------|-----------|-------------|
| Decision Tree            | 87.78%   | **0.971**   | 0.526       | 0.714     | 0.497       |
| Random Forest            | **88.89%** | **0.971**   | 0.578       | 0.657     | 0.549       |
| K-Nearest Neighbor       | 87.78%   | 0.929       | **0.684**   | **0.729** | **0.613**   |

| Expert System            | Accuracy | sensitivity | specificity | AUC Value |
|--------------------------|----------|-------------|-------------|-----------|
| K-Nearest Neighbor       | **95.56%** | 0.928       | **0.979**   | 0.500     |
| Random Forest            | 94.44%   | **0.976**   | 0.916       | **0.960** |
| Decision Tree            | 92.22%   | 0.952       | 0.895       | 0.628     |
| Expert System Using Fuzzy Rule-Based System[15] | 80.00% | 0.820 | 0.770 | 0.902 |

| Expert System            | Accuracy | sensitivity | specificity | AUC Value |
|--------------------------|----------|-------------|-------------|-----------|
| Random Forest            | **88.89%** | **0.971**   | 0.578       | 0.657     |
| K-Nearest Neighbor       | 87.78%   | 0.929       | 0.681       | 0.729     |
| Decision Tree            | 87.77%   | **0.971**   | 0.526       | 0.714     |
| Expert System Using Fuzzy Rule-Based System[15] | 80.00% | 0.820 | 0.770 | **0.902** |

In Tables 1 and 2, each classifier provides a very satisfied performance in predicting the right treatment for patients with wart disease. In the test result 1 in Table 2, k-nearest neighbor is the best algorithm to achieve the accuracy(sensitivity; specificity) of 95.56%(0.928; 0979) with value of k=1, value of k for enn = 8 followed by the random forest that achieved 94.44%(0.976; 0.916) accuracy with criterion used is information gain, number of tree = 9, value of k for enn = 4 and the last decision tree reached accuracy 92.22%(0.952; 0.895) with criterion used is information, value of k for enn = 4. When compared to the performance results of expert systems [15] in table 4 using the cryotherapy dataset, the
three algorithms used in test 1 far exceed the results of previous studies in terms of accuracy, specificity, and auc where k-nearest neighbor algorithm has the values best of accuracy, while for the highest sensitivity is achieved by random forest and the highest specificity is achieved by k-nearest neighbor.

While the result of test 2 in Table 3 shows that random forest algorithm has achieved the best accuracy (sensitivity; specificity) of 88.89% (0.971; 578) with criterion used is gini index, number of tree = 10, value of k for enn = 3 followed by decision tree and k-nearest neighbor which achieves same 87.88% accuracy with details for knn value of k=9 knn, value of k for enn = 5 and for decision tree criterion used is gini index and value of k for enn = 9. When compared to the performance results of expert systems [15] in Table 5 using immunotherapy datasets, the three algorithms used in this study far exceed the results of previous studies in terms of accuracy and sensitivity of classification random forest is best, for the highest value auc is achieved by the k-nearest neighbor whereas expert systems [15] in earlier studies were only capable of beating only in terms of the value of specificity and auc.

| Test | Dataset   | Decision Tree          | Random Forest          | K-nearest Neighbor          |
|------|-----------|------------------------|------------------------|-----------------------------|
| 1    | Cryotherapy| - Area, - Type, - Age, - Result of Treatment | - Area, - Age, - Result of Treatment | - Area, - Type, - Age, - Time, - Gender, - Result of Treatment |
| 2    | Immunotherapy| - Time, - Age, - Induration, - Number, - Gender, - Result of Treatment | - Time, - Age, - Result of Treatment | - Time, - Result of Treatment |
| 3    | Combined  | - Area, - Type, - Age, - Result of Treatment | - Area, - Age, - Result of Treatment | - Area, - Type, - Age, - Time, - Sex, - Result of Treatment |

Table 6 shows the results of the data reduction algorithm using forward selection. In the first test, it appears that the attributes on the dataset are reduced in each of the algorithms tested. In the decision tree algorithm, the attributes of gender, time, and number are omitted while in the random forest algorithm, the attribute type, gender, time, and number are also omitted, and in the knn algorithm, only the attribute number is omitted. The same results are also shown in the second test where the decision tree algorithm, type and area attributes are omitted while in the random forest induration algorithm, gender, type, number and area are omitted and in the knn algorithm, attributes are omitted i.e. age, induration, number, gender, type and area. For the third test, on the decision tree algorithm, the attributes that are set aside are gender, time and number while in the random forest algorithm, attributes that are omitted are gender, time, number and type and in the knn algorithm, the attribute is omitted only number. The result of attribute reduction for each test in each algorithm is shown in the table below.
Table VII. Comparison Performance Each Algorithm with Combined Dataset

| Algorithm                | Accuracy | Sensitivity | Specificity | AUC curve | Informness |
|--------------------------|----------|-------------|-------------|-----------|------------|
| Decision Tree            | 73.79%   | 0.638       | 0.802       | 0.750     | 0.440      |
| Random Forest            | 84.17%   | 0.765       | 0.887       | 0.851     | 0.652      |
| K-Nearest Neighbor       | 88.03%   | 0.936       | 0.845       | 0.500     | 0.781      |

From the test results using the synthesis dataset by combining the two datasets in order to predict more practically without being required to predict patient data one by one to each dataset, K-nearest neighbor is the best algorithm in predicting the right treatment method for patients with wart disease. The k-nearest neighbor algorithm achieved 88.03% accuracy, sensitivity of 0.936, specificity of 0.845, and a roc curve value of 0.500 with value of k=1 and value of k for enn = 6.

In the second rank, the random forest algorithm can predict with accuracy reaching 84.17%, sensitivity of 0.765, specificity of 0.887, and the value of the curve of roc is 0.851 with criterion used is information gain, number of tree = 17, value of k for enn = 4.

While decision tree algorithm only managed to predict the right treatment for patients with wart disease with an accuracy of 73.79%, sensitivity of 0.638, specificity of 0.802, the value of the curve roc of 0.750 with criterion used is gain ration, value of k for enn = 7.

Table VIII. Anova Test Result

| ANOVA | f   | prob | Alpha |
|-------|-----|------|-------|
| Test 1| 0.467 | 0.632 | 0.05  |
| Test 2| 0.056 | 0.954 | 0.05  |
| Test 3| 3.885 | 0.033 | 0.05  |

From the results of anova test in Table 8, In testing the difference of accuracy result from each algorithm got that difference at test 1 and 2 is not significant. While in test 3 using the combined dataset, it appears that probability < alpha so that it can be deduced that there is a significant difference of each result accuracy achieved.

In the end, the research we have done can provide a higher level of accuracy in predicting the best treatment method for patients with wart disease by applying the method of data mining classification compared to previous studies [15] by creating an expert system based on the fuzzy rule-based system combined with ANFIS.

4. Conclusion and Future Work
In this study, some classification algorithm has been applied in 3 experimental simulations to measure the performance of algorithms in predicting the best treatment method for patients with wart disease. After further experiments, it has been proved that the 3 algorithms used in this study can produce better accuracy from expert systems that have been made in previous studies [15]. In test 3 using the synthesis dataset, the accuracy of the k-nearest neighbor algorithm is the best algorithm in comparison with an accuracy of 88.01%. From ANOVA statistic test results also obtained the probability value < alpha in test 3, which proves that there is a significant difference from the performance of each algorithm obtained.

Future work can be focused on reducing features to improve computing efficiency if future datasets increase without reducing the accuracy of the classification algorithm that has been used.
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