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Abstract

The neuronal substrates that implement the free-energy principle and ensuing active inference at the neuron and synapse level have not been fully elucidated. This Review considers possible neuronal substrates underlying the principle. First, the foundations of the free-energy principle are introduced, and then its ability to empirically explain various brain functions and psychological and biological phenomena in terms of Bayesian inference is described. Mathematically, the dynamics of neural activity and plasticity that minimise a cost function can be cast as performing Bayesian inference that minimises variational free energy. This equivalence licenses the adoption of the free-energy principle as a universal characterisation of neural networks. Further, the neural network structure itself represents a generative model under which an agent operates. A virtue of this perspective is that it enables the formal association of neural network properties with prior beliefs that regulate inference and learning. The possible neuronal substrates that implement prior and posterior beliefs and how to empirically examine the theory are discussed. This perspective renders brain activity explainable, leading to a deeper understanding of the neuronal mechanisms underlying basic psychology and psychiatric disorders in terms of an implicit generative model.

1. Introduction

Biological organisms optimise their perceptions and actions to predict the external milieu and achieve preferred outcomes. The mathematical characterisation of such a sentient behaviour is crucial to better understand basic neuropsychology and psychiatric disorders. In neuroscience, two major theoretical modelling approaches exist. One employs dynamical systems derived from the physiological knowledge (or laws) of neural networks. This approach employs simple differential equations that are interpretable in terms of standard neural network architecture, for example, in the form of reservoir networks (Sussillo and Abbott, 2009; Laje and Buonomano, 2013). The other approach is the view of the brain as an agent that performs variational Bayesian inference, as considered in the Bayesian brain hypothesis (Knill and Pouget, 2004; Doya et al., 2007) and the free-energy principle and ensuing active inference (Friston et al., 2006; Friston, 2010). This perspective enables the deployment of the concept of statistical inference—established in machine learning and applied mathematics (Bishop, 2006)—to encapsulate brain functions and biological characteristics. Nevertheless, the correspondence between these two approaches is not completely understood.

Therefore, this Review aims to introduce recent progress in theoretical neurobiology, demonstrating that a class of standard neural networks performs variational Bayesian inference under the form of a generative model (Friston, 2013, 2019; Parr et al., 2020; Isomura and Friston, 2020; Isomura et al., 2022). These works demonstrate that standard neural networks—comprising biologically plausible neural activity and plasticity models—can perform Bayes optimal inference, learning, control, and planning in a self-organising manner. This notion enables to render any neural activity and plasticity ‘explainable’ in terms of Bayesian inference. It further enables the estimation of implicit prior beliefs—under which the neural network of the agent operates. This correspondence is the key to increase the testability of neuronal substrates underlying the free-energy principle. The remainder of the paper describes the foundations of the free-energy principle, formal correspondence to standard neural networks, possible neuronal substrates, and perspectives with regard to computational psychiatry.

2. Overview of the free-energy principle

The free-energy principle, proposed by Friston, explains brain functions in a unified mathematical way under the framework of Bayesian inference (Friston et al., 2006; Friston, 2010). Historically, the basis of this principle is the concept of unconscious inference (Helmholtz, 1925), as espoused by the 19th century physicist and physician Helmholtz. He proposed that humans make unconscious inferences to supplement...
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The insufficient information given the incompleteness of sensory data and that this process underwrites perception. The brain is thus viewed as an agent that unconsciously infers the hidden dynamics underlying sensory inputs. In addition to the conceptual framework, implementations of such inferences have been considered in neuroscience and machine learning literature (Dayan et al., 1995). In particular, predictive coding is a popular scheme in which the brain is considered to update its internal representation by minimising prediction error; this has been applied to model information processing in the visual cortex (Rao and Ballard, 1999) and other brain areas. The free-energy principle formalises unconscious inference in terms of Bayesian inference of external milieu states. Further, the same principle provides a plausible explanation for adaptive behavioural control and decision-making, which is referred to as active inference (Friston et al., 2011, 2016; Friston et al., 2017a). Fig. 1 illustrates how perceptual and active inference operates under the free-energy principle.

The free-energy principle posits that minimisation of input surprise—i.e., the improbability of sensory inputs—is a law governing biological organisms, thereby providing a universal characterisation of their properties. Surprise is defined as the negative log probability of sensory inputs. In this regard, the surprise is large when receiving an unexpected input, and its minimisation indicates better adaptation to a given environment. However, it should be noted that this surprise is a statistically defined measure that is conceptually distinct to the conscious experience of feeling surprised. Given that the calculation of surprise is intractable for neural networks because it involves the marginalisation or integral of the joint probability distribution placed in the logarithm function, neural networks are thought to evaluate an upper bound of input surprise—referred to as variational free energy—as a tractable proxy to compute surprise. The term ‘free-energy principle’ is derived from this concept. Thus, under this framework, neural activity and synaptic strengths are updated and actions are generated to minimise variational free energy. This property is reminiscent of Le Chatelier’s principle in thermodynamics and chemistry. Accordingly, a neural network self-organises to perform variational Bayesian inference of the external milieu states, underwriting various brain functions.

Technically, variational Bayesian inference is the process of updating the prior belief about the external milieu states to the corresponding posterior belief, based on a sequence of sensory inputs or observations (o). Such inference is based on a (hierarchical) generative model that mechanically expresses how external milieu states generate sensory inputs (Friston, 2008). Hereafter, the external milieu states (θ) are defined as a set of hidden states (s), action (or decision) of agent (δ), parameters (θ), and hyper-parameters (λ), denoted as θ = {s, δ, θ, λ} (please note the difference between θ and θ here, one may employ policy π instead of a sequence of actions δ to construct θ). For example, when the external milieu is a discrete state space, it is expressed in the form of a partially observed Markov decision process (Friston et al., 2017a). In many cases, the posterior expectation θ (i.e., an estimator of θ based on observations, or its counterpart) is sufficient to approximate the posterior belief. Hence, variational free energy (F) is given as a function of o and θ as follows:

\[ F(o, θ) = [\text{Prediction error}] + [\text{Complexity}] \]  \hfill (1)

Variational free energy comprises the sum of prediction error and complexity. Prediction error measures the degree to which predictions of states and inputs differ from their actual values, which is reduced to a widely used mean squared error when the background noise is considered as Gaussian (Friston, 2008). Complexity refers to the difference between the prior and posterior distributions, which is usually evaluated using Kullback-Leibler divergence. This term plays the role of regularising the posterior distribution to prevent it from being too far from the corresponding prior distribution. Minimisation of F with respect to components of θ via a gradient descent rule optimises the posterior belief.

---

**Fig. 1. Modelled situation of perceptual and active inference under the free-energy principle.** In this schematic, we consider a dog as an agent exposed to the external world. The dog has a master, and the outcome (o) changes depending on the hidden (mental) states of the master (s). The dog employs the posterior belief of hidden states (s) by inferring the relationship between the hidden states and outcomes, the dog can infer what has occurred in the external (hidden state) milieu and predict what will occur next. This is attained by the Bayesian belief updating, by which the dog finds an optimised hidden state representation that minimises variational free energy F. The generative model that determines how the hidden states generate the observations is parameterised by θ. Thus, for accurate inference, the agent dog further needs to minimise the same variational free energy F with respect to the parameters θ. By learning the posterior belief of θ, the agent can attain a plausible generative model. The same principle can be applied to behavioural control. Under the active inference, the prior preference regarding future outcomes C determines the action or decision of the agent. The agent selects an action to best match future outcomes with the prior preference. Essentially, the agent needs to compute expected free energy G accumulated in the future. Here, π denotes a vector of policies—parameters determining a sequence of actions—that represents the rule for selecting behaviour depending on the state posterior. For instance, if π is 1, the dog selects licking behaviour. By selecting a policy that minimise the expected free energy, the dog attains a treat.
where $\dot{\theta}_i$ indicates the $i$th component of $\dot{\theta}$. This update of $\dot{\theta}$ attains a fixed point (i.e., $\dot{\theta}$ that gives $\dot{\theta} = 0$), which means that the representation and behaviour are Bayes optimal. Thus, the free-energy principle provides unified explanations of inference (i.e., optimisation of $s$), learning (that of $\theta$), adaptive behavioural control (that of $s$), predictions of $o$ and $s$ in the future, and the ensuing planning to minimise the risk associated with future outcomes.

Under this framework, the generative model—which is also referred to as the internal model (Dayan et al., 1995; George and Hawkins, 2009)—represents the agent’s hypothesis about how external milieu states generate sensory inputs, whereby perceptual learning is cast as the optimisation of the generative model. The generative model self-organises to match the actual generative process of sensory inputs; thereby, the activity of the agent’s neural network can accurately infer external milieu states and predict subsequent states and inputs. This yields an information representation referred to as predictive coding (Friston and Ballard, 1999; Friston, 2005). Related to this, the optimisation under some sparse priors yields efficient internal representation, referred to as sparse coding (Olshausen and Field, 1996).

A virtue of the free-energy principle is that it applies Bayesian inference to explain the optimisation of action and planning, i.e., active inference (Friston et al., 2011, 2016; Friston et al., 2017a). When an agent returns feedback responses to the external milieu, the generative process—and the ensuing surprise—become a function of the agent’s action. Thus, the agent generates an action to minimise the expected value of variational free energy in the future, which is referred to as expected free energy ($G$) (Friston et al., 2017a), thereby rendering the actual observation closer to its preferred (i.e., predicted) outcome. This preference is characterised in the form of the preference prior ($C$). For example, the agent (dog) selects a behaviour that minimises the expected free energy to obtain food (Fig. 1).

Active inference occurs when the agent receives sensory inputs differ from what it predicted. For instance, this happens when the agent employs a generative model that differs from the generative process of the external milieu. An action is thus generated to render the external milieu generative process closer to the generative model that the agent employs (Friston et al., 2011). An example of this scenario is birdsong (Kiebel et al., 2008; Friston and Frith, 2015a, b). Once the agent (in this case, a bird) has learnt the state of hearing the song of other birds, the presence of the song minimises surprise. Thus, when the agent does not hear any song, it tries to hear a song, such as by singing itself or by seeking conspecifics, because the absence of the song yields a large surprise. As a consequence of action generation, the agent receives its own prediction (that is, predicted song) as the actual sensory inputs, thus minimising surprise. An extension of this model to a mixture of experts (Wolpert and Kawato, 1998) allows an agent employing multiple generative models to learn to predict and imitate songs of several different birds (Isomura et al., 2019). Note that the bird may re-adapt to the absence of songs prior to action generation. In short, surprise minimisation occurs in two ways: the agent’s internal states may approach the external milieu states, or the agent’s action may make the external milieu states get closer to the internal states. The balance between the learning rate and the threshold for action generation determines whether learning or action generation may occur.

Active inference also underwrites planning (Friston et al., 2016, 2017a). Planning corresponds to the selection of behavioural policies to minimise future uncertainty; i.e., planning as inference (Attias, 2003; Botvinick and Toussaint, 2012; Maisto et al., 2015; Kaplan and Friston, 2018; Millidge, 2020). While action $\delta$ directly affects the external milieu, policy $\pi$ represents future plans, or equivalently a sequence of actions, which corresponds to the parameters that determine actions. The posterior beliefs of policies are proportional to the exponential of negative expected free energies multiplied by precision. Thus, the agent computes the expected free energy associated with each policy and selects the option that provides the minimum expected free energy. Here, the prior preference about future outcomes (which involves information on rewards and punishments) characterises the shape of the expected free energy. In relation to neurophysiology, the optimisations of policies may be associated with post-hoc modulation of synaptic plasticity mediated by various neuromodulators, which will be discussed in the subsequent section.

In active inference, the balance of exploitation and exploration is determined by expected free energy. If a policy gives a much smaller expected free energy than others, the probability of the policy being selected is close to 1, leading to an exploitative strategy. Conversely, if all the policies give similar expected free energies, the agent randomly selects a policy, yielding an explorative behaviour. Furthermore, the precision that controls the magnitude of expected free energy is optimised by minimising variational free energy, where a higher precision renders the agent’s behaviour more exploitative.

In summary, the free-energy principle is a rule that biological organisms follow. The internal representations of organisms are optimised by minimising variational free energy, rendering the brain activity to exhibit predictive coding. The same principle derives active inference, whereby behaviours are optimised to minimise the expected free energy in order to obtain preferred outcomes, providing a plausible explanation for planning and goal-directed behaviour. Thus, both perceptual and active inference contribute to the minimisation of variational free energy, accumulated over either the past or future. This framework provides a universal characterisation of the sentient behaviour of biological organisms.

3. Mathematical equivalence between neural networks and variational Bayes

The free-energy principle is a theory with high abstraction, and its neuronal mechanisms remain to be fully elucidated (Fig. 2), although the state and parameter posteriors are usually associated with neural activity and synaptic strengths (Friston et al., 2006; Friston, 2010) and evidence has been accumulated (Bastos et al., 2012). Generally, the distinction between a biological organism and its surrounding
environment implies the existence of a Markov blanket that statistically separates internal and external states. When a system reaches a (possibly non-equilibrium) steady state, the conditional expectation of the internal states of a biological organism is cast as parameterising posterior beliefs about the external milieu states (Friston, 2013, 2019; Parr et al., 2020). This implies that any (non-equilibrium) steady state realises some Bayesian inference. To rephrase, according to the complete class theorem, there exists at least a set of priors and Bayesian cost functions that can explain any observed behaviour of a biological agent in terms of Bayesian inference (Wald, 1947; Brown, 1981; Berger, 2013). This means that “one might not be able to experimentally refute the hypothesis that the brain acts as a Bayesian observer” (Daunizeau et al., 2010). One might think this property is problematic when designing experimental validations of the principle.

In contrast, theories of brain elements such as neurons and synapses are more well established. Neurons generate spiking activities, and the nonlinear dynamics of neuronal membrane potentials and ion channels are explained by the Hodgkin-Huxley equation (Hodgkin and Huxley, 1952). These complex dynamics can be reduced to a rate-coding model (Adrian and Zotterman, 1926), which determines neural activity as a function of sensory inputs and past network activity. The activity (i.e., firing intensity) is updated by the sum of the leak factor, synaptic inputs (Adrian and Zotterman, 1926), which determines neural activity as a function of sensory inputs and past network activity. Activity-dependent plasticity is governed by the timing between pre- and post-synaptic activities, referred to as spike-timing dependent plasticity (STDP) (Markram et al., 1997; Bi and Poo, 1998). STDP is observed in various brain regions both in vivo and in vitro. When neurons adopt rate coding—which is plausible considering large noise in the brain and a high robustness of rate coding against the noise (London et al., 2010)—STDP is reducible to the Hebbian plasticity rule (Clopath et al., 2010). Hebb’s law (Hebb, 1949) states that synaptic strengths (W) are strengthened when pre- and post-synaptic neurons fire together. This is expressed as the product of pre- and post-synaptic activity: W ∝ pre × post. Here, W denotes the change in synaptic strength. This law enhances the association between (pre-synaptic) causes and (post-synaptic) consequences. Electrophysiological experiments showed that Hebbian plasticity occurs depending on the activity level (Bliss and Lomo, 1973; Malenka and Bear, 2004), spike timings (Markram et al., 1997; Bi and Poo, 1998), or burst timings (Butts et al., 2007) of pre- and post-synaptic neurons. These rules of activity and plasticity provide concise and plausible descriptions of the neural network dynamics.

These basic properties presumably remain unaltered even for neurons integrated into a large network, i.e., in the brain. Further, owing to the difference in the time scales of neural activity and plasticity, there exists a cost function that derives both neural activity and synaptic plasticity (Isomura et al., 2022). Thus, let us consider a simple neural network model wherein the internal states of a neural network (φ) comprise a set of neural activity (x, y), synaptic weights (W), and other free parameters (φ) such as firing threshold factors, denoted as φ = {x, y, W, ϕ}. The dynamics of these internal states are expressed in terms of the gradient descent on a biologically plausible cost function for the neural network L:

$$\phi_i = \frac{\partial L}{\partial \phi_i}$$

where ϕ_i indicates the i-th component of φ. This update rule is a canonical expression of the dynamics of standard neural networks. Here, if ϕ_i is x, this becomes the activity rule; if ϕ_i is W, this becomes the plasticity rule. The form of the cost function L can be identified by simply taking the integral of the neural activity equation, such as the rate coding model, referred to as the reverse-engineering approach (Isomura and Friston, 2020). Crucially, the synaptic update rule derived as the gradient descent on the same cost function L has a biologically plausible form comprising Hebbian plasticity accompanied by a homeostatic plasticity term. Thus, the minimisation of cost function L is sufficient to characterise the computational architecture of the standard neural network. Given this, one may refer to L as complete neural network potential.

However, it remains unclear how these dynamics underneath brain functions; although the free-energy principle provides an empirical explanation, how standard neural networks can implement the principle remains to be fully understood. In this regard, the elucidation of the formal link between the top-down principle and bottom-up physiological phenomena at the neuron and synapse level is essential (Fig. 2). Designing a network that exhibits various functions—while comprising standard activity and plasticity models—enables to better understand circuit mechanisms underlying brain functions, i.e., constructive approach.

To address this issue, recent work has advocated that any neural network cost function L can be cast as variational free energy F (Isomura and Friston, 2020; Isomura et al., 2022). Therefore, the gradient flow on L, depicted in Eq. (3), is mathematically equivalent to that on F, in Eq. (2). This indicates that the dynamics of the standard neural network implicitly performs variational Bayesian inference and learning. Therefore, the neural network interacting with the environment is cast as performing active inference (Fig. 3). This property owes to the complete class theorem that states that any admissible decision rule can be cast as the Bayes optimal solution under at least a pair of Bayesian cost function and prior beliefs (Wald, 1947; Brown, 1981; Berger, 2013). The form of variational free energy is characterised by the generative model under which the agent operates. Thus, this theory argues that for any given neural network that minimises L, there exists a generative model that satisfies

$$F(\phi, \omega) \equiv L(\phi, \omega)$$

Here, the neural network’s internal states φ encode or parameterise the posterior expectation of the external milieu states ω. Please refer to (Isomura and Friston, 2020; Isomura et al., 2022) for technical details and examples of analytically tractable neural network architectures that

---

**Fig. 3.** Schematic of a neural network interacting with the environment and corresponding Bayesian formation. This schematic is adapted from Isomura et al. (2022). The environment is characterised by the dynamics of hidden states (s), and the hidden dynamics generate sensory inputs (o) to the agent. Left: variational Bayes formation. When the environment is characterised by discrete state space, it is expressed as a partially observed Markov decision process model. Here, matrices A, B, C, D, E indicate parameters that characterise the system, and s, o, δ are discrete variables. Right: neural network formation. A neural network consists of three layers: an input layer, a middle layer that comprises a recurrent neural network (x), and an output layer (y) that provides feedback responses to the environment. When neural activity and plasticity minimise the same cost function, such a standard neural network performs active inference.
satisfy Eq. (4).

Under this framework, one can assign the functional meaning of network dynamics in terms of Bayesian inference because all factors in the neural network formally correspond to quantities in Bayesian inference (Fig. 4). This means that although different notations are employed to explain neural networks and Bayesian models, they are homologous. Thus, standard neural networks implicitly employ a specific but generic form of the generative model. This further indicates that the dynamics of neural activity and synaptic plasticity occur in a manner that recapitulates the external dynamics within the neural network. This is an impactful explanation of plasticity and adaptation from the concept of free energy minimisation.

A virtue of this notion is that once the neural network quantities are interpreted to Bayesian inference, the functional meanings of internal states such as synaptic connections and firing thresholds are systematically determined in terms of quantities in Bayesian inference. For example, recurrent connections formally correspond to the state transition matrix, and feedforward connections from the middle to output layer formally correspond to the policy. These formal correspondences increase the explainability of the network architecture and dynamics. This perspective complements conventional approaches using naïve neural network models, whereby it is difficult to interpret the functional meaning of synaptic connections and firing thresholds, which further leads to difficulties in optimising these network parameters.

The equivalence between neural networks and variational Bayes offers the identification of the optimal internal states to best represent the external milieu and generate actions. A gradient flow of the internal states that minimises a common cost function inevitably induces Bayes optimal representation and decision-making after sufficient training. Thus, standard neural networks can, in principle, achieve the Bayes optimal model. This framework provides an interesting perspective that covers multiple time scales in biology, from biochemical reaction to natural selection. For instance, the optimisation of a generative model can be associated with the functional and structural plasticity of synapses, development of an individual, and evolution of a species, depending on its time scale and hierarchy. In contrast, a naïve neural network with a suboptimal prior is unable to perform given tasks well. This occurs when the training is insufficient relative to the update of the prior belief. To rephrase, only neural networks with the optimal implicit prior belief attain the Bayes optimal model.

In this work, a rate-coding neuron was adopted owing to its analytical tractability. The rate-coding model can be derived as a reduction of realistic neuron models through some approximations, indicating its biological plausibility (Isomura et al., 2022). Further, the proposed framework can, in principle, be applied to spiking neuron models, although the identification of the implicit generative model for a given spiking model is a more delicate problem.

Related theories of the brain have been developed in which the brain is considered to maximise information (Linsker, 1988) or reduce redundancy (Barlow, 1961). The relation between the information maximisation (infomax) and free-energy principles has been discussed from multiple perspectives. Under the same generative model, these principles may provide different solutions owing to the difference in their cost functions (Isomura, 2018). Nevertheless, the cost function for the infomax principle can be cast as variational free energy under some generative model with prior beliefs according to the complete class theorem, although identifying the implicit generative model may not be straightforward.

In summary, a class of biologically plausible cost functions for neural networks can be cast as variational free energy. A benefit of this perspective is that it shows that any standard neural network becomes Bayes optimal through adaptation; thus, the dynamics that minimise the cost function render internal states—including neural activity, synaptic strengths, and firing threshold—as the Bayes optimal encoder and controller after sufficient training.

4. Possible neuronal substrates underlying active inference

The above consideration thus implies that neuronal substrates for the free-energy principle and active inference exist ubiquitously because any standard neural networks implicitly minimise variational free energy. This notion is a powerful guide to consider testable predictions.

Detailed correspondences between the canonical microcircuit in the cortex (Haeusler and Maass, 2007) and the hierarchical predictive coding model (Friston, 2008) have been investigated, and testable predictions have been provided from physiological and anatomical viewpoints (Bastos et al., 2012). For instance, the frequency difference in the neurons of the superficial and deep cortical layers suggests that the former and latter encode prediction errors and expectations, respectively. It has also been proposed that the state estimation is conducted in the hippocampus, and subsequently the expected free energy is computed in the ventral prefrontal cortex, which is used to select policies in the striatum (Friston et al., 2017a). A hierarchical computational architecture has been proposed in which the early sensory cortex employs a predictive coding model in a continuous state space and the higher areas adopt a partially observed Markov decision process model in a discrete state space as generative model (Friston et al., 2017b). The recent development of measurement technology will enable the investigation of the circuit architecture and verification of these predictions.

Experimental work has shown that neuronal ensembles in layers 2/3 and 5 of the parietal lobe of rodents encode posterior beliefs about hidden sound cues, which are used to reach a goal in an uncertain environment (Funamizu et al., 2016). Some zebrafish employ neuronal populations encoding state prediction errors, which facilitate fish to reach a goal (Torigoe et al., 2021). These observations suggest that these neurons perform Bayesian (active) inference associated with goal-directed behaviour. Further, according to the free-energy principle, neural circuits minimise variational free energy. Reduction of free energy was observed using in vitro neural networks at the neural circuit level, wherein in vitro networks assimilating sensory inputs self-organised to encode the state posteriors and reduced free energy (Isomura et al., 2015; Isomura and Friston, 2018).
Neuromodulators are possible neuronal substrates that implement implicit prior beliefs that regulate inference and learning (Doya, 2002; Parr and Friston, 2017). Recent studies have shown that various modulatory factors change the magnitude and sign of Hebbian plasticity in a different manner, which yield various associative functions (Pawlak et al., 2010; Frémaux and Gerstner, 2016; Kuśmierz et al., 2017). These are explained as the product of three factors (i.e., pre- and post-synaptic neural activity and modulator), which is referred to as three-factor learning rules (Fig. 5). Modulator may encode a belief—such as about precision of likelihood, prior, or posterior, learning rate, attentional filter, or risk associated with future outcomes—that nuances the form of generative model (Friston, 2008; Friston et al., 2017a; Parr and Friston, 2017; Isomura et al., 2019; Isomura et al., 2022). Various neuromodulators are known to modulate synaptic plasticity, such as dopamine (Reynolds et al., 2001; Zhang et al., 2009; Yagishita et al., 2014), noradrenaline (Salgado et al., 2012; Johansen et al., 2014), muscarine (Seol et al., 2007), and GABA (Paille et al., 2013; Hayama et al., 2013), as well as glial factors (Ben Achour and Pascual, 2010).

Prediction and planning are particularly important for active inference. However, which neural circuits realise planning and how generative models established in the sensory cortex are used for planning remain unclear. To select current actions to minimise future risk, association between different times is essential. In this regard, an important form of implicit prior belief is the expected free energy, or its reduced form, risk function. The (expected) risk is a function of the past decisions of the agent, which involves the role of reward and punishment. After observing outcomes and ensuing risk, the agent can change the evaluation of past decisions in a post-hoc manner, which is sufficient to achieve Bayes optimal decision-making that minimise future risk (Isomura et al., 2022). A possible substrate to enable this association is delayed modification of plasticity. Associative or Hebbian plasticity usually occurs between pre- and post-synaptic neurons based on experiences, wherein ‘pre’ represents the environmental information and ‘post’ the decisions. The post-hoc modulation enables the alteration of the association after observing its outcomes, enabling to associate past and future events through a simple mechanism. Such a post-hoc modulation of the previous associative plasticity is observed with dopamine (Yagishita et al., 2014; Wieland et al., 2015; Brzosko et al., 2017) as well as noradrenaline and serotonin (He et al., 2015).

The equivalence between neuronal circuits and variational Bayesian inference enables to the reverse-engineering of generative models and prior beliefs—that neuronal circuits implicitly employ—from empirical data (Fig. 6). This will enable the systematic estimation of the aim and internal states of animals in terms of variational Bayesian inference. Unlike conventional connectomics approaches that provide functional connectivity structure, the reverse-engineering approach provides a computational architecture including neural activity, plasticity, and action generation, and thus can predict the subsequent learning. This speaks to the predictive validity of the free-energy principle. The aforementioned equivalence offers predictions about what kind of plasticity and adaptation will occur in response to given experiences, wherein synaptic plasticity is cast as Bayesian belief updating to optimise the generative model. This provides a systematic procedure to investigate neuronal substrates that realise the free-energy principle using empirical data. In short, a generative model means a hypothesis that an animal employs. Once the generative model is identified, brain activity and behaviour are, in principle, predictable based on the generative model. This will be useful for designing testable predictions and examining the predictive validity of the free-energy principle.

5. Towards a theory of psychiatric disorders

Under the free-energy principle, the neuronal mechanisms of various psychiatric disorders are uniformly explained in terms of abnormality in inference. These disorders can be attributed to false prior beliefs that modify the perception abnormally. The posterior belief (i.e., neural activity) is determined by the sum of bottom-up sensory evidence and top-down prior beliefs weighted by precisions. Thus, the balance of integrating sensory evidence and prior beliefs is crucial for correctly perceiving the external milieu, whereas a balance break in this process leads to disordered inference and learning. From this perspective, positive symptoms in schizophrenia, such as hallucinations and delusions, can be viewed as a condition where prior beliefs are too strong (Fletcher and Frith, 2009). Autistic symptoms such as hypersensitivity to sensation and learning disabilities can be associated with overfitting or overlearning to a given environment due to abnormal precisions about prior beliefs and sensory evidence (Pellicano and Burr, 2012; Friston et al., 2014).

For instance, this property is illustrated by a force-matching illusion (Adams et al., 2013). In this task, the participant’s hand is touched by a device, and thus they sense an external force. The participants are asked to reproduce the magnitude of the external force by pushing a hand with a finger of the opposite hand. Healthy people underestimate the magnitude of the detected force (i.e., self-pushing power), which results in pushing a hand with a significantly larger power than the power of the
external force, leading to the force-matching illusion. In contrast, patients with schizophrenia can perform this task more accurately. According to the free-energy principle, an attenuation of the sensory precision induces this illusion, which is usually needed to distinguish between one's own action and the external force when people control their hands. In healthy people, this sensory attenuation induces under-estimation of the force generated by themselves. Conversely, this does not occur in patients with schizophrenia, leading to the unbiased inference of the magnitude of the force. However, this can be problematic in practical situations due to its close relation to hallucinations; for example, in auditory hallucinations, participants can confuse their own voice with someone else’s.

The equivalence between neural network dynamics and variational Bayesian inference may enable us to systematically understand the enormous available corpus of physiological data on patients with psychiatric disorders from functional and neuronal viewpoints. The reverse-engineering approach is potentially useful as a guide to identify the neuronal mechanisms that cause these abnormalities in terms of generative models and prior beliefs and to predict the impact of abnormal neuromodulations on behaviour. This leads to characterisations of learning disabilities and biased (i.e., suboptimal) decisions in psychiatric disorder symptoms. An agent that accurately performs a given task is viewed as near Bayes optimal with appropriate prior beliefs—whereas one that fails the task is explained by false beliefs—wherein circuit-level changes are potentially predictable from behavioural-level symptoms, and vice versa. Facilitating this may lead to the establishment of methods for early diagnosis and treatment, which can have a great social impact in terms of improvement of the quality of life for patients with psychiatric disorders.

6. Conclusion

In summary, the free-energy principle underwrites the optimisation of perception, learning, and action. The dynamics of standard neural networks that minimises a common cost function can be cast as Bayesian belief updating. This equivalence indicates that neural activity and synaptic plasticity accompanied by some neuromodulations are sufficient to perform Bayes optimal inference and decision-making. This implies that the recapitulation of external dynamics is an inherent feature of neural networks. Further, this theory offers the identification of the optimal parameters to encode the external milieu and perform decision-making for a wide range of neural networks. Conversely, arbitrarily selected network properties correspond to suboptimal prior beliefs, which lead to biased inference and learning and failure of prediction, thereby leading to attenuation of task performance. Thus, psychiatric disorders are associated with a balance break in the process of integrating prior beliefs and sensory evidence at the circuit level. This notion offers a universal characterisation of neural networks in terms of variational free energy minimisation (i.e., Bayesian neurophysiology) and provides testable predictions about the neuronal mechanisms underlying the sentient behaviour and its disorders. In essence, the equivalence renders brain activity explainable and affords a deeper understanding of basic neuropsychology and psychiatric disorders.
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