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Abstract

Magnetism in heavy-fermion metals is governed by the competition between the Kondo screening, which tends to quench the localized magnetic moments and to form a nonmagnetic ground state, and the Ruderman-Kittel-Kasuya-Yosida (RKKY) coupling mechanism via the conduction electrons, which supports long-range magnetic order. This competition results in an amazingly rich variety of possible ground states. An important ingredient in the $f$-electron system is the strong spin-orbit coupling, which leads to the presence of new eigenstates that may be described in terms of the multipolar moments. Some heavy-fermion materials show long-range ordered multipolar phases, which are invisible to conventional diffraction techniques [1,2]. This so-called “hidden order” has been observed in a variety of compounds containing 4$f$- and 5$f$-elements, like URu$_2$Si$_2$, NpO$_2$, YbRu$_2$Ge$_2$, and CeB$_6$. 
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Unraveling the underlying structure and a wide range of associated phenomena, ranging from quantum criticality to orbital ordering and unconventional superconductivity, requires a deep understanding of the interplay among these degrees of freedom.

The most well-studied member of this family of compounds is cerium hexaboride, CeB$_6$ [3], which is considered a textbook example of a system with magnetically hidden order. As a simple-cubic system with only one $f$ electron per cerium ion, CeB$_6$ is of model character to investigate the interplay of orbital phenomena with magnetism. It is difficult to identify the symmetry of hidden-order states in common x-ray or neutron scattering experiments, as there is no signal in zero field, however alternative techniques like neutron diffraction in external field [4], resonant x-ray scattering [5–8], or ultrasonic investigations [9, 10] can be applied.

Another possible method for characterizing hidden order is to look at the magnetic excitation spectrum, which carries the imprint of the multipolar interactions and the hidden order parameter in its dispersion relations [11, 12]. Using a specific candidate model, the dispersion is calculated and then compared to that measured with inelastic neutron scattering. Until recently, only a limited amount of data which show the presence of dispersing excitations measured along a few high-symmetry directions in an applied magnetic field were available [13]. Early attempts to compare such calculations [14–17] with experiments showed that only strongest modes at high-symmetry points could be identified. The review of recent neutron-scattering results presented in this chapter is intended to satisfy the need of more accurate inelastic neutron-scattering experiments as a function of field and temperature, explicitly mentioned by theoreticians [16], giving us the opportunity to identify existing excitation branches and conclusively compare them with the theoretically predicted multipolar excitations.

### 9.1 Introduction

As cerium hexaboride (CeB$_6$) and its doped relatives exhibit magnetic and orbital order at low temperatures, it is natural that neutron scattering would play a key role in the study of these systems.
Despite the presence of a magnetically-hidden-order phase, which cannot be directly probed by neutron diffraction in zero magnetic field, this technique has still been key in unlocking the mysteries of the low-temperature behavior in hexaborides. In this chapter

**Figure 9.1** Phase diagrams of cerium hexaboride and its solid solutions. (a) The temperature – magnetic-field phase diagram of CeB$_6$, reproduced from Ref. [18]. Squares are for B $\parallel$ [100], circles for B $\parallel$ [110], and triangles for B $\parallel$ [111]. (b) Doping – magnetic-field phase diagram for measurements extrapolated to $T = 0$, adapted from Refs. [4, 19–24]. (c) Temperature – doping phase diagram in zero applied field, adapted from Refs. [19–21, 24–29]. (d) A schematic temperature – magnetic-field – doping phase diagram for the field applied along the $[110]$ direction, reproduced from Ref. [23]. Phases I (clear), II (blue), III (red) and IV (green) are shown, alongside the small superconducting dome of LaB$_6$ in yellow [30]. Quantum critical points are indicated at $x \approx 0.3$ and $x \approx 0.7$ for zero field, with a multi-critical point at $x \approx 0.5$ in an applied field of $\sim 2$ T. Cuts in the field – temperature plane correspond to reported phase diagrams for lanthanum doping [4, 20, 22, 31].
we will discuss the neutron scattering research done on CeB$_6$ and its doped derivatives, Ce$_{1-x}$La$_x$B$_6$ and Ce$_{1-x}$Nd$_x$B$_6$.

The parent compound CeB$_6$ has three low-temperature phases, illustrated in the phase diagram of Fig. 9.1(a). In zero field, the ground state is an antiferromagnetic (AFM) phase, labeled phase III, which persists up to $T_N = 2.4$ K [32]. Above this is phase II, which has been identified as an antiferroquadrupolar (AFQ) phase with a critical temperature of $T_Q = 3.2$ K [33]. At even higher temperatures, the system is in the paramagnetic phase I. Under the application of magnetic field $B$, phase III undergoes a transition to phase III$'$, where changes in the AFM structure occur. Interestingly, the phase II transition temperature $T_Q(B)$ possesses a positive slope at low fields, indicating that this state is stabilized with the application of magnetic field. This positive slope continues to around 35 T, where $T_Q$ has a maximum at 10 K [34]. Beyond this, $T_Q$ is suppressed to about 8 K at 60 T, with the field required to fully suppress this phase not yet known. This phase diagram is mildly dependent on field orientation, with the basic features preserved but the critical fields being dependent on field direction as can be seen for the evolution of the boundary between phases II and III in Fig. 9.1 (a).

Figures 9.1 (b, c) illustrate the changes in the phase diagram upon lanthanum doping, $x$, as a function of field and temperature respectively. At a doping of $x \approx 0.25$, phase IV emerges as the ground state of the system, and it is generally believed that this is an antiferrooctupolar (AFO) phase [35-38]. This is stabilized against the applied field but weakened against temperature with increasing doping to $x = 0.5$, whereupon there is presumably a multicritical point in applied field. Beyond this, the AFO phase is suppressed against field with increasing doping until $x > 0.75$, before the proposed emergence of superconductivity around $x = 1$ [30, 39, 40]. Figure 9.1 (d) shows a schematic representation of the phase diagram in the full temperature-field-doping space [23]. Until recently, it was thought that the stabilization of the AFO phase against field continued beyond $x = 0.5$ [25, 41], but detailed heat-capacity measurements showed more recently that this was not the case, and that phase IV is continuously suppressed against
field with increasing lanthanum doping beyond the multicritical point [24].

### 9.2 Electronic properties and ordering phenomena

#### 9.2.1 Magnetic structure in the antiferromagnetic phases

The appearance of AFM order in CeB$_6$ in zero field takes place at $T_N = 2.4$ K, which was initially deduced by susceptibility measurements [45]. Confirmation of the AFM structure came from neutron diffraction [42–44, 46, 47], which determined the ordering vectors at $\mathbf{q}_1 = (\frac{1}{4} \frac{1}{4} 0)$, $\mathbf{q}_2 = (\frac{1}{4} \frac{1}{4} 0)$ and $\mathbf{q}_1' = (\frac{1}{2} \frac{1}{2} \frac{1}{2})$, $\mathbf{q}_2' = (\frac{1}{2} \frac{1}{2} \frac{1}{2})$. This is a double-$\mathbf{q}$, or $2\mathbf{q}_1 - \mathbf{q}_1'$, structure which exists in three degenerate domains owing to the cubic symmetry of the crystal. Figure 9.2(a) shows the field dependence of peaks in one domain for a mag-
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**Figure 9.2** (a) The field dependence of the magnetic Bragg reflections from phase III and III', reproduced from Ref. [42]. The proposed in-plane spin structures are shown inset. (b) Full 3D magnetic structures for phases III and III', first proposed in Ref. [43]. Reproduced from Effantin et al. [33]. (c) An alternative magnetic structure for phase III, suggested by Zaharko et al. [44].
netic field applied along the \((1\bar{1}1)\) direction, with consecutive data taken in increasing field \([42]\). First, we note that at low fields the intensity of all peaks rises, which is a result of domain selection. As domain selection should not take place for fields applied exactly along one of the \(\langle 111 \rangle\) directions, when domains exist in the \(\langle 001 \rangle\) planes, this selection process was attributed to a slight misalignment which broke the degeneracy. This domain selection was also observed in further measurements within the same study, with a single domain selected for a field applied along a \(\langle 001 \rangle\) direction and two domains selected for a field along a \(\langle 110 \rangle\) direction. In Fig. 9.2 (a) this process continues until around 6 kOe, at which point domain selection is complete and the intensity flattens as a function of field. Following this, on the approach to 10 kOe, the \((1\bar{1}1\bar{1})\) peak undergoes a second increase in spectral weight, followed by a sharp reduction of the \((\bar{1}1\bar{1}0)\) intensity and the extinction of the \((\bar{1}\bar{1}\bar{1}0)\) and \((\bar{1}\bar{1}1\bar{1})\) peaks. This indicates a change to a second, single-\(q\) AFM structure at the transition to phase III’. The authors of this study proposed a specific ordering of the spins in the \(\langle 001 \rangle\) plane for these two phases, which are shown in the inset to the figure. The precise transition point is dependent on the field direction, although the structure of phase III’ remains the same, and its emergence has also been observed in lanthanum-doped samples \([48]\).

Despite the abundance of neutron-scattering data on phase III, determining the precise magnetic structure of this multi-\(q\) phase has proven difficult. The original Effantin model, which is shown in the inset of Fig. 9.2 (a), has spins confined to a \([001]\) plane with moments aligned along the \([110]\) and \([\bar{1}T0]\) directions. This model was expanded in later publications \([43,47]\), and a 3D representation is presented in panel (b). However, the diffraction peaks are consistent with multiple structures, and while this model is consistent with the neutron diffraction data, it was not able to explain later \(\mu\)SR measurements. The model predicts the presence of three muon precession frequencies, whereas eight were found \([49,50]\). A following neutron study by Zaharko et al., utilizing both powder neutron diffraction and neutron spherical polarimetry to investigate the magnetic structure, proposed several different models to explain
the data [44]. Using polarized neutrons allowed the orientation of magnetic moments to be determined, confirming for instance that the moments were perpendicular to the propagation vector for the \((\pm h \ \pm h \ 1)\) reflections. They found the original model to provide a poor fit to their updated data, and their favored model ‘D’, which they find most consistent with both the neutron scattering and \(\mu SR\) data, is reproduced in Fig. 9.2 (c). This model is formed of two perpendicular sublattices, with moments oriented along \((110)\) directions and modulated along the \((001)\) direction as well as in the plane. They found moments of \(\mu = 0.01 \ \mu_B\) and \(0.136(7) \ \mu_B\) for the \(z = 0\) plane and \(\mu = 0.744(16) \ \mu_B\) and \(0.543(16) \ \mu_B\) for the \(z = 1\) plane, and the complexity of this structure is considered due to competition between the dipolar, quadrupolar and octupolar interactions [44]. However, it remains that the available data was not able to completely isolate any single model, and so while the model of Zaharko et al. is best evidenced by the data, the exact structure still remains uncertain.

### 9.2.2 Magnetically hidden order in phase II

One of the key initial problems presented by phase II of CeB\(_6\) was the absence of magnetic signal from neutron diffraction. Detailed analysis of specific-heat data, combined with information from magnetic susceptibility, had lead to the suggestion that this may be a short-range magnetic order phase [18, 51]. However, an early neutron study by Horn et al. found no magnetic Bragg reflections in phase II in their elastic scattering data [46]. Interestingly, they also performed inelastic neutron scattering on this material, however the measurements were performed at 10 K as their aim was to search for crystal-field transitions, and so they did not encounter any of the phenomena which relate to the low-field phases which will be discussed in detail later in this chapter. In the following year, Burlet et al. released a study which presented two seemingly conflicting results, finding the absence of magnetic Bragg peaks in one experiment while a second experiment showed the same Bragg reflections as in phase III [47]. The conclusion from this was that either the transition from phase III to phase II represented a modulated to fully ordered phase transition, or that perhaps
phase II was ferromagnetic. However, following this no further Bragg reflections were found in phase II in zero field from further experiments, and thus it became known as a magnetically hidden order phase.

Despite the lack of magnetic signal in zero field, it was found that a dipolar order can be induced by the application of field with a wave vector of \((\frac{1}{2} \frac{1}{2} \frac{1}{2})\). This was first reported by EFFANTIN et al. [43], although the result was first mentioned in an earlier publication [52], and the distinct difference in ordering vectors clearly separate it from phase III. This observation, alongside NMR measurements [53], allowed Komatsubara et al. to deduce that this phase corresponded to an ordering of the cerium quadrupolar moments [52], and the proposed ordering from Ref. [43] is reproduced in Fig. 9.2 (b). Neutrons cannot scatter from quadrupolar moments [54], which explains why the underlying order to phase II was invisible to neutron diffraction. However, it is possible for the dipoles to be modulated in accordance with the AFQ ordering vector as a result of the Zeeman splitting of the \(I_8\) quartet, the ground state multiplet of the \(f\)-levels, in a magnetic field \(B\). The Zeeman term is given by \(\mathcal{H}_Z = g \mu_B J \cdot B\), where \(g\) is the Landé factor and \(J\) is the total angular momentum. Writing the total angular momentum in terms of the orbital operator \(\tau\) and the spin operator \(\sigma\), the Zeeman term becomes [55]

\[
\mathcal{H}_Z = 2\mu_B \left[ \sigma_x \left( 1 + \frac{8}{7} T^x \right) B_x + \sigma_y \left( 1 + \frac{8}{7} T^y \right) B_y + \sigma_z \left( 1 + \frac{8}{7} T^z \right) B_z \right].
\]  

(9.1)

where

\[
T^x = \frac{\sqrt{3}}{2} \tau^x - \frac{1}{2} \tau^z, \quad T^y = -\frac{\sqrt{3}}{2} \tau^x - \frac{1}{2} \tau^z, \quad T^z = \tau^z.
\]  

(9.2)

In the case, for instance, of \(O_{3z}\)-type quadrupolar order, an AFM dipole moment may be induced along \(z\) for a field applied along the \((110)\) direction [56]. Calculations which supported an AFQ order at this wave vector followed shortly after the initial observation of the field-induced dipolar moment [55, 57], and this remained the general consensus for the order parameter of phase II until it was directly confirmed by resonant x-ray scattering some years later [58, 59].
9.2 Electronic properties and ordering phenomena

Figure 9.3  (a) Temperature dependence of the Bragg intensity at the $\mathbf{Q} = (1\ 1\ 1)$ for $\mathbf{B} \parallel \langle 110 \rangle$ at $B = 1, 1.5$ and 2 T, reproduced from Sera et al. [60]. The inset shows the same temperature dependence at 8 T, reproduced from an earlier study [61]. (b) Field dependence of the same $\mathbf{Q} = (1\ 1\ 1)$ peak intensity at $T = 2.1, 2.7$ and 4 K, reproduced from the same study [60]. The inset shows the field dependence of this peak at $T = 1.65$ and 2.75 K [61].

Determination of the ordering vector was not the only contribution of neutron diffraction to the investigation of the magnetically hidden order phase, and studies of the field and temperature dependence of the induced dipole order revealed unusual behavior [60, 61]. We reproduce some of the results in Fig. 9.3, where in panel (a) we see a nonmonotonic dependence of the $\mathbf{Q} = (1\ 1\ 1)$ Bragg intensity as a function of temperature in phase II, in contrast to the order-parameter-like behavior that one might expect. The intensity rapidly rises after passing below $T_Q$, however it possesses a broad maximum around 3 K, and then most unusually appears to decrease with decreasing temperature. However, this behavior is clearly dependent on field, as only the low-field results exhibit the low-temperature decrease in intensity, whereas the data at 8 T show a much more order-parameter-like dependence. The field dependence of these peaks, shown panel (b), also exhibits unusual behavior and changes between a convex and concave curvature as the temperature is altered. These observations could be explained by considering different models of multipolar order in a mean-field approach [62]. Specifically, the $O_{xy}$-type AFQ ordered state including both AFM exchange and antiferrooctupolar (AFO) interactions...
reproduced this behavior, which was the first evidence that AFO interactions were playing a role under applied field in $f$-electron compounds.

While initial measurements indicated no elastic magnetic scattering in the AFQ phase in zero field, later neutron spin-flip scattering measurements found a signal at the $R(\frac{1}{2} \frac{1}{2} \frac{1}{2})$ point [64]. This appeared already at 7 K, within the paramagnetic phase, and increased with decreasing temperature until it peaked at $T_{\text{AFM}}$ before being suppressed within the AFM phase. This was surprising, as Bragg scattering would not originate from either the paramagnetic state nor from ordered quadrupoles. More recent elastic-scattering measurements, presented in Fig. 9.4 (a), shed light on the origin of this signal [28,63]. The two datasets were taken using two different triple-axis spectrometers, one from the cold-neutron spectrometer IN14 with the neutron wave vector of $k_f = 1.4$ Å$^{-1}$, and another from the thermal-neutron spectrometer IN3 with $k_f = 2.662$ Å$^{-1}$. The cold-neutron spectrometer has a higher resolution, and therefore shows a signal appearing just below 4 K and rising continuously with decreasing temperature. The thermal-neutron spectrometer, which has a lower resolution, records a signal appearing at 7 K, which rises smoothly until entering the AFQ phase, whereupon it rises sharply to a maximum at $T_N$ before being moderately
suppressed in the AFM phase. Such differing behaviors under identical conditions from instruments with differing resolutions indicates that there is more than one contribution to the signal. This would suggest that the instrument with the higher resolution is probing a true Bragg peak, indicating that there is some sort of measurable long-range order at the $R$ point which appears below $T_Q$ in zero field, while the lower-resolution instrument is additionally detecting a quasielastic signal, which will be discussed in a later section. The appearance of Bragg scattering at this wave vector and temperature is, however, intriguing. While this may coincide with the quadrupolar ordering vector, we know that neutrons cannot probe this order parameter, and its temperature dependence indicates that it is unrelated to the magnetic order of phase III. However, its width in $q$-space is similar to that of the AFM Bragg peaks [63], so this does suggest that it represents some sort of magnetic long-range order. Figure 9.4 (b) presents the field dependence of both this signal and the AFM Bragg peak.

We see that the $R$-point signal is both weak and flat within the AFM phase, before rising continuously with field within the AFQ state, as the induced dipole order also possesses this wave vector. The localized models of multipolar order cannot explain the flat intensity with respect to field within phase III, and this suggests a different origin. It has been suggested that this signal is from a spin density wave (SDW) [63], which correlates to the suggestions of Sluchanko et al. from transport and magnetization measurements that a SDW may exist below $T_Q$ [65], and its suppression at $T_Q$ does suggest that it is somehow related to the AFQ state. On the other hand, from the field independence of the intensity below 1.7 T we know that this order parameter cannot be associated with the $O_{3z}$-type quadrupolar order itself, as it is known to result in field-induced dipolar and octupolar ordered moments that would lead to a linear increase of intensity starting from zero field. Judging from this result, the AFQ order parameter does not coexist with the AFM order at base temperature and sets in as a second-order phase transition only after the AFM phase is suppressed in magnetic field. However, at elevated temperatures the transition is broadened, as can be seen in the inset to Fig. 9.3 (b), and a gradual increase of the $R$-point Bragg intensity can be seen starting already from zero
magnetic field. This can be explained by the slow fluctuations of both phases coexisting in the vicinity of the critical point.

9.2.3 Mean-field description of the ordering phenomena in CeB$_6$

In order to understand the relevance and significance of more recent inelastic neutron scattering results, it will be necessary to briefly review some of the earlier results of theoretical descriptions of cerium hexaboride. The available orbital degrees of freedom to compounds with 3$d$ or 4$f$ ions allows for the expression of multipolar order, and constructing a model of the interacting multipoles in CeB$_6$ has been far from simple. The unusual behavior of the AFQ phase, namely its stabilization upon the application of magnetic field, did not possess any obvious explanation, and several scenarios were proposed. Initially, Effantin et al. suggested that the magnetic behavior of CeB$_6$ was governed by the competition between single-site Kondo fluctuations and the interaction between the dipoles and quadrupoles [33]. In this scenario, a dense Kondo state suppresses the interactions which create the AFQ order, and the application of field suppresses the Kondo state leading to an enhancement in $T_Q$. One of the earlier models constructed to describe CeB$_6$ was a study by Hanzawa and Kasuya [57], which assumed a ground-state $\Gamma_7$ doublet and an excited $\Gamma_8$ quartet, where the dominant interaction was a quadrupole–quadrupole coupling between neighboring cerium ions. This description was able to reproduce the behavior of $T_Q$, as well as explain other experimental observations. However it could not reproduce, for instance, the $^{11}$B line spitting seen in NMR measurements, and they ascribed this to an over-simplification of their level scheme. However, it was later determined that the level scheme was incorrect, and the $\Gamma_8$ quartet was in fact the ground state [32, 66, 67], with a 545 K splitting separating it from the excited states.

Alternative explanations to the quadrupole–quadrupole interaction were also proposed. Ohkawa et al. suggested a model consisting of multipoles in the $\Gamma_8$ ground state interacting through the RKKY interaction [55, 68]. Here, higher-order terms resulting from spin and orbital degeneracies caused the enhancement of
$T_Q$ at low fields. Alternatively, a study by Uimin et al. showed that large fluctuations of the quadrupole moment at low fields would also lead to a suppression of the AFQ phase [69]. Following this, Shiina et al. published a model restricting themselves to a $\Gamma_3$ ground state, in which there are 15 allowed multipolar moments, five of which are quadrupolar [56, 70]. From this set, three are of the $\Gamma_5$ type and two are of the $\Gamma_3$-type, and it was predicted that in zero field that only the $\Gamma_5$ ordering would be realized, resulting in $O_{xy}$, $O_{yz}$ and $O_{zx}$-type order. This model is elaborated in detail in Chapter 8 [arXiv:1907.10967]. Further developments of this ap-

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure9.5.png}
\caption{(a) Dipolar excitation spectrum, $S(q, \omega)$, calculated for the AFQ phase in zero field by Thalmeier et al. (b) Same calculation as in (a), but for an applied field along the $\langle 001 \rangle$ direction. Reproduced from Ref. [16]. (c) Comparison of the calculation (solid line) and measured (data points) spectra for the $(0.52 0)$ wave vector, which is near the X point, in an applied field of 6 T along the $\langle 001 \rangle$ direction. (d) Same calculation and measurements as for (b), but taken at the $(0.9 0.9 0)$ wave vector, which is near the $\Gamma$ point. Reproduced from Ref. [14]. © Physical Society of Japan.}
\end{figure}
proach by Saki et al. were able to resolve the long-standing dispute between neutron scattering and NMR results [71]. Including the octupolar interaction in the scenario where the \( O_{xy} \) quadrupoles are selected by a field applied along the \((001)\) direction, they were able to describe the results of both techniques without the triple-\( q \) structure which was proposed from NMR [53, 72].

These mean-field models, which have been able to describe much of the behavior of CeB\(_6\), are also able to predict the formation of collective multipolar modes associated with the quadrupolar ordering. Figure 9.5 shows the results from two separate studies of the excitation spectrum. Panels (a) and (b) present predictions of the excitation spectrum along a path through several high-symmetry points in the Brillouin zone, from a study by Thalmeier et al. [16], who calculated the dipolar scattering function using both the random-phase approximation and the Holstein Primakoff approach. They find a Goldstone mode emanating from the \( \Gamma \) point which forms a dispersion branch that extends across the Brillouin zone [15–17]. All the low-energy modes increase linearly in energy under the application of magnetic field, which can be seen by comparison of the zero-field results of panel (a) with the in-field calculation of panel (b). A comparison of calculations by Shiina et al. [14] to INS measurements in an applied field of 6 T applied along the \([001]\) direction are shown in Figs. 9.5 (c, d). The calculation struggles to reproduce the data near the \( X \) point in panel (c), but gives a reasonable approximation of the data near the zone center in panel (d). It was determined that the calculations were able to describe the leading mode of the spectrum in field, however zero-field experiments found a featureless quasielastic response, which disagreed with the theory. This situation remained until more recent neutron scattering measurements, which will be detailed in the next section, improved the coverage of the neutron data in terms of both exploration of momentum space and the phase diagram.
9.3 Spin excitations in the absence of magnetic field

9.3.1 Collective excitations in the antiferromagnetic phase

Investigation of the spin dynamics of CeB₆ has provided a wealth of information, unearthing multiple unexpected phenomena and challenging the prevailing theories. However, it was not until recent developments in inelastic neutron scattering (INS) that the full picture became clear, as many of the features of interest appeared in unexpected locations in momentum space. Figure 9.6 presents a summary of the INS data from Jang et al. [73], who probed the full Brillouin zone of CeB₆ using time-of-flight (TOF) neutron scattering. Panels (a) and (b) present constant-energy cuts in the \((HHL)\) plane, for an energy transfer of \(\hbar \omega = 0.25\) meV and 0.5 meV respectively. Each panel shows data from the AFM \((T = 1.5\) K) and AFQ \((T = 2.6\) K) phases. Panels (c) and (d) show energy-momentum cuts along the \((11L)\) and \((HHL_1)\) paths in the reciprocal space, respectively, with the data taken in the AFM and AFQ phases.

Within the AFM phase, we can immediately see that the inelastic signal is not dominated by magnon modes emanating from the magnetic ordering vectors, which is indicative of the complex set of competing interactions at low temperature which leads to the corresponding complex low-temperature phase diagram. One of the strongest features is the signal at the \(R\) point [Figs. 9.6 (b, d)], which is especially pronounced in panel (b) at an energy transfer of \(\hbar \omega = 0.5\) meV, and comes from a resonant exciton mode which was initially identified by Friemel et al. [63], as shown in Fig. 9.7. This sharp peak appears with an order-parameter-like behavior below \(T_N\), alongside the appearance of a spin gap below 0.35 meV, and it is similar in nature to the resonant modes observed in some high-\(T_c\) and heavy-fermion superconductors [74–77]. These are considered to be spin excitons that form below the onset of a particle-hole continuum, owing to a divergence in the dynamical spin susceptibility [78–81]. Point-contact spectroscopy measurements found a charge gap in CeB₆ within the AFM phase [82], with a size of \(2\Delta_{AFM} \approx 1.2\) meV, which suggests that the \(R\)-point
mode lies within this gap. However, while the exciton modes observed in the unconventional superconductors tend to be localized to the magnetic propagation vector of their parent compounds, the one observed in CeB$_6$ appears at multiple wave vectors within
Figure 9.7 (a) Inelastic neutron scattering spectrum of CeB$_6$ at $R(\frac{1}{2},\frac{1}{2},\frac{1}{2})$ in the AFM state ($T = 1.5$ K) and AFQ state ($T = 2.5$ K). The horizontal black bar inside the peak shows the experimental energy resolution, the hatched region represents background intensity, and the lines are guides to the eyes. The inset shows constant-energy scans across the peak maximum ($\hbar\omega = 0.5$ meV) along the MRM$'$ line at different temperatures; the dashed line is the background level suggested by the intensity minima at $M(\frac{1}{2},0)$ and $M'(\frac{1}{2},\frac{1}{2})$ within the spin gap ($\hbar\omega = 0.25$ meV). (b) Temperature dependence of the imaginary part of the dynamic spin susceptibility, $\chi''(E)$, at the $R$ point from within the AFM state to the AFQ state, illustrating the gradual development of the spin-exciton peak below the AFM transition. Reproduced from Friemel et al. [63].

The Brillouin zone, and the strong feature at the $R$-point is just a local maximum in intensity. Furthermore, this is not the only hexaboride to possess a resonant exciton, as the topological Kondo insulator SmB$_6$, discussed in Chapter 6, has been demonstrated to exhibit similar excitons at the $X$ and $R$ points at approximately 14 meV [83, 84].

Akbari and Thalmeier [85] proposed an elegant theoretical model for the formation of the $R$-point exciton in CeB$_6$ in the itinerant heavy-quasiparticle picture, where AFQ and AFM order parameters are treated as particle-hole condensates, and the resonant mode from the INS measurements [63] is interpreted as a feedback spin exciton, where the feedback effect results in a change
in magnetic spectral properties across a respective transition due to the appearance of an order parameter. This model is described in detail in Chapter 8 [arXiv:1907.10967]. In the formalism of the random phase approximation (RPA), the dynamic spin susceptibility for the interacting quasiparticles can be written as

\[ \chi_{\text{RPA}}(q, \omega) = \chi_0(q, \omega) / [1 - J_q \chi_0(q, \omega)] \]  

where \( \chi_0(q, \omega) \) is the Lindhard function of the heavy conduction electrons, and the interaction parameter \( J_q \) is assumed to have a Lorentzian form centred at the exciton wavevector \( q_0 \). The charge gaps that appear in the AFQ and AFM phases have the effect of pushing the quasiparticle response to higher energies, and if the condition \( J_{q_0} \chi_0(q_0, \omega) = 1 \) is met, the RPA susceptibility manifests a pole at \( q = q_0 \). It is suggested that this condition is satisfied in the AFM state of CeB\(_6\), which explains the sharp excitation seen at the \( R \) point in neutron spectroscopy (Fig. 9.7).

The exciton mode was not the only unpredicted feature of the INS spectrum in the AFM phase. We see from the data in Fig. 9.6 (c) that there are intense dispersive modes at low energy which emanate from the \((110)\) and \((001)\) zone-center points. The temperature dependence of this mode observed by Jang et al. [73] indicated that it was magnetic in origin, and the dispersion followed the parabola expected for ferromagnons. Surprisingly, these ferromagnetic fluctuations are much more intense than the spin waves associated with the AFM order, which suggests that CeB\(_6\) is very close to a ferromagnetic instability. Interestingly, it has long been considered that ferromagnetic fluctuations are necessary for the observation of an electron spin resonance (ESR) in Kondo lattice systems [86], and CeB\(_6\) has been known to produce a sharp ESR signal [87, 88]. However, the possibility of a ferromagnetic instability and the corresponding fluctuations had largely been ignored in the case of CeB\(_6\) until the recent INS results, because due to the ordered AFM and AFQ phases, all the relevant interactions in the system were assumed to be antiferromagnetic. This assumption represents a dramatic oversimplification of the real situation, as more explicit calculations of the RKKY interaction parameters between dipoles and various multipoles in CeB\(_6\) based on the band-structure theory [89, 90] indicate that the coupling...
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Constants have an oscillatory character in direct space, and up to 8 effective interactions of different sign would have to be considered up to the 3rd-nearest neighbor in a realistic description of the magnetic Hamiltonian. Some of these interactions are frustrated, and therefore a competition among different ground states is entirely plausible.

The conventional magnon (spin-wave) excitations from the AFM order are among the weaker features of the INS spectrum [73]. In Fig. 9.6 (d), they form a cone-shaped dispersion emanating from the ordering vectors $S(\frac{1}{4} \frac{1}{4} \frac{1}{2})$ and $S'(\frac{3}{4} \frac{3}{4} \frac{1}{2})$ of phase III, with a small spin gap of 0.3–0.4 meV, as one would expect for an antiferromagnet with a small spin anisotropy. Peaked at a fairly low energy of around 0.7 meV at the zone boundary, this dispersion results in a narrow magnon bandwidth only twice larger than the spin gap. The spin waves hybridize with the excitations from the $R$-point and ferromagnetic modes to form a continuous magnon band in the energy range from 0.2 to 0.7 meV.

The emergence of so many features in the inelastic scattering data of the AFM phase is an indication of the complexity of CeB$_6$, the nontrivial nature of the interactions which govern its low-temperature behavior, and the competing order parameters which arise as a result. Indeed, the emergence of the $R$-point exciton and the ferromagnetic mode at the $\Gamma$ point in the absence of magnetic field within in phase III could not be explained by the prevailing theories of interacting multipoles which had been developed to describe systems such as CeB$_6$, leading to a development of these models beyond the localized approach.

9.3.2 Quasielastic magnetic scattering

The early theoretical descriptions in the framework of mean-field models were used to predict the formation of collective multipolar excitations associated with the quadrupolar ordering and their corresponding dipolar dynamic structure function. Specifically, calculations by Thalmeier et al. predicted a Goldstone mode at the $\Gamma$ point within phase II, which would form a dispersion branch that stretches across the entire Brillouin zone within the AFQ phase [14–17]. While the predicted excitations under an ap-
plied magnetic field found reasonable agreement with the early INS data [13,91], the predicted zero-field behavior turned out to be in disagreement with the corresponding measurements, which revealed a featureless quasielastic response [13]. However, these data were limited in their coverage of momentum space, while the more recent measurements [63,73], partially represented in Figs. 9.6 and 9.7, encompass the entire Brillouin zone. We can see here that while dispersing modes are indeed absent from the AFQ phase, the quasielastic response both below and above $T_Q$ is far from featureless, with peaks in intensity at the $\Gamma$, $X$, and $R$ points, which also correspond to minima in the spin relaxation rate, determined from the quasielastic line width [73]. The fact that these features correspond with the dominant, intense excitations of the AFM phase indicates that the strongly overdamped quasielastic signal of the AFQ state already contains important information about the ordering vectors and excitations which form at lower temperature. These features in the quasielastic scattering also appear not just at the AFM ordering vectors, but also at several other high-symmetry points of the Brillouin zone ($\Gamma$, $R$, $X$). This suggests that the intense modes seen in the AFM phase are indirectly associated with itinerant quasiparticles. Within the self-consistent renormalization theory for heavy-fermion systems [92], a modulated relaxation rate and dynamic susceptibility are expected from the emergence of the local dynamic susceptibility and intersite interactions in the terms which describe these quantities. The hot spots of intensity in the neutron-scattering data would therefore correspond to maxima in the intersite interaction, which is governed by the band structure according to the RKKY mechanism. This suggests that the scattering function would be dominated by nesting vectors of the Fermi surface, in a similar manner to CeCu$_2$Si$_2$ [93] and potentially URu$_2$Si$_2$ [94]. This conclusion is supported by calculations of the intersite interaction in rare-earth hexaborides, which found maxima at the $R$ point, near the $X$ point, and around the AFM zone center $q'_1 = \left(\frac{1}{4}, \frac{1}{4}, \frac{1}{2}\right)$.

To investigate this further, Koitzsch et al. performed photoemission tomography, i.e. soft x-ray angle-resolved photoemission (ARPES) measurements on several low-index cleavage planes of the crystal [95], to determine the full 3D Fermi surface of CeB$_6$ with
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high accuracy. The aim of this study was to test the hypothesis that the mediation of interactions between magnetic moments through the conduction electrons could lead to magnetic order through the propensity of the electronic structure to nesting instabilities of the Fermi surface. The electronic structure of Ce$_{1-x}$La$_x$B$_6$ had been previously studied by both de Haas–van Alphen (dHvA) measurements [96–104], and ARPES [105,106]. However, these were not detailed enough to provide the required accuracy for the determination of the nesting vectors through Lindhard-function calculations. The improved bulk sensitivity from the use of soft x-ray ARPES, together with the innovative approach of Koitzsch *et al.* [95] that consisted in analyzing the ARPES data measured on samples cleaved along all high-symmetry crystallographic planes (100), (110), and (111), enabled them to reconstruct the complete 3D bulk electronic structure of CeB$_6$ with much better accuracy than typically achievable in theoretical band-structure calculations or conventional ARPES measurements. CeB$_6$ presents some natural complications to this technique, which explains the sparsity of previous stud-
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**Figure 9.8** (a) Fermi surface map in the (100) plane, taken with a photon energy of $h\nu = 700$ eV. (b) A 3D representation of the measured Fermi surface, with the (100) plane indicated. (c) A two-dimensional representation of the Lindhard function for the (HHL) plane (left), compared with the quasielastic magnetic scattering in the same plane, as measured by INS in the AFQ phase. Adapted from Koitzsch *et al.* [95].
Firstly, the electronic structure is fully three-dimensional, yet it is known that in a conventional surface-sensitive ARPES experiment, the momentum resolution in one direction orthogonal to the crystal surface is always inferior to the lateral resolution. Further, hexaborides are prone to surface reconstruction and surface states [107–110], such that the bulk structure may be masked to ARPES. These problems were to a large extent overcome by performing tomographic measurements in the soft x-ray regime, which spans a large $k_z$ interval. Figure 9.8 presents an example of the photoemission tomography results, alongside a calculation of the Lindhard function compared to the INS data in phase II. Figure 9.8 (a) shows the Fermi surface map taken for the $(100)$ plane. By combining the results from all high-symmetry directions in the material, the authors were able to build up a full 3D picture of the Fermi surface, which is shown in Fig. 9.8 (b), with the corresponding $(100)$ plane of panel (a) also illustrated. These results were also consistent with de-Haas–van Alphen measurements, which had indicated ellipsoidal Fermi-surface sheets centered around the $X$ points. From this model of the Fermi surface, the Lindhard function was calculated, with its cross-section in the $(HHL)$ plane shown next to the INS data (quasielastic intensity) in Fig. 9.8 (c). The two maps are exceptionally similar, reproducing not only the peaks in intensity but also the qualitative shape of the dominant features. This demonstrates the itinerant character of the magnetic excitations in CeB$_6$, and suggests that the propagation vector of the AFQ order is determined by the geometry of the Fermi surface. This does not disagree with the conclusion that phase II is AFQ in nature, as the Ce $4f$ states may still be considered local, but rather indicates the role of itinerant electrons in determining the RKKY interactions between the local dipolar and multipolar moments. This interpretation is additionally supported by the new results on La- and Nd-doped CeB$_6$ [23, 111], to be discussed in Sec. 9.5 later in this chapter.
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9.4.1 General remarks

The first INS measurements on CeB$_6$, discussed in Sec. 9.2.2, revealed an appearance of intense dispersive magnon branches induced by magnetic field. Unfortunately, these data were limited to only several high-symmetry directions of the reciprocal space and a few field values, however these measurements motivated the development of theoretical models which could describe the magnetic excitation spectrum in phase II both with and without the application of magnetic field under the assumption of quadrupolar symmetry breaking. To simplify the calculations, RKKY-type interactions between the multipoles were restricted to the nearest neighbors only, and the competing dipolar AFM phase that replaces the AFQ ground state in weak magnetic fields was completely neglected (see Chapter 8 [arXiv:1907.10967] for more details). Comparison of the calculations at certain points of reciprocal space with experiments indicated relatively good agreement only close to the zone center, and the limited number of measured data available at that time did not allow for a convincing identification of the assumed quadrupolar and octupolar order parameters from such a comparison.

Due to the dipole-dipole interaction between the magnetic moments of the unpaired electron spins in the sample and the neutron magnetic moment, neutron scattering became a highly effective probe of condensed matter physics. However, in contrast to the magnetic order formed by electrons’ dipolar moments, ordering phenomena associated with higher-order multipoles are more difficult to characterize. The theory of neutron scattering beyond the dipole approximation, which considers the contribution of the neutron’s interactions with the multipoles to the double-differential cross-section [112, 113], states that neutron scattering is sensitive to all odd-rank magnetic multipoles (such as dipole, octupole, dotriakontapole etc.) [54]. At short scattering vectors, $|Q| \rightarrow 0$, the form factor is expected to suppress all higher-order multipolar contributions, which justifies the so-called dipolar approximation.
that has been employed for calculating the dynamical structure factor even for multipolar-ordered systems. The nonmonotonic form factor of higher-order multipoles vanishes at $Q = 0$ and then starts to increase until reaching a maximum at some finite momentum transfer. This has been established from both theory and experiment for elastic neutron scattering [2, 36, 114–116], but to the best of our knowledge, the highly involved theory of INS beyond the dipolar approximation [112, 113] was never successfully applied to calculate the dynamical response functions for any compound with a multipolar-ordered ground state. On the other hand, experiments clearly demonstrate that the intensity of the $\Gamma$-point excitation in CeB$_6$ increases with wave vector when going from the shortest $\Gamma'$(001) to the second-shortest $\Gamma''(110)$ reciprocal-lattice vector [73], suggesting a nonmonotonic form factor characteristic of multipolar moments that cannot be described in the dipolar approximation. Access to the same excitation at even longer wave vectors is restricted by the worsening of energy resolution imposed by the kinematic constraints, and therefore the actual share of nondipolar spectral weight in the experimental INS spectrum remains unknown. We expect that it should change with the applied magnetic field, as it induces secondary dipolar and octupolar order parameters on top of the primary AFQ order, thereby activating additional magnetic degrees of freedom that are subject to collective fluctuations [117]. The multipolar corrections should increasingly influence the measured intensities of magnetic excitations towards higher $|Q|$, leading to deviations from the established spin-dynamical models.

In order to characterize hidden-order phases, one usually looks at the magnetic excitation spectrum which carries the imprint of the multipolar interactions and the hidden order parameter in its dispersion relations. Using a specific candidate model for the hidden order, the dispersion is usually calculated and then compared to the dynamical structure factor measured by single-crystal INS. Such attempts to describe the hidden-order phase of CeB$_6$ have been made, yet an overall determination of the dispersion in the whole BZ still remains elusive. The absence of systematic investigations of the spin dynamics does not allow us to identify some of the experimentally observed excitation modes, and the
need for more accurate INS experiments as a function of field and temperature, explicitly mentioned by theoreticians, motivated us to extend the data within phase II with high-quality measurements that would cover the complete reciprocal space under various magnetic fields and different field directions, thereby allowing for a detailed quantitative comparison with theoretical models. In contrast to the earlier INS measurements, which yielded only a very fragmented dataset on pure CeB$_6$ and lacked the energy resolution to resolve low-lying magnetic excitations in this system, modern instrumentation allowed us for the first time to obtain systematic and conclusive high-resolution data over the multidimensional parameter space, which will be the topic of the following sections.

9.4.2 Zone-center excitations

We start by presenting the evolution of the ferromagnetic mode in magnetic fields up to $7$ T at $T = 0.5$ K, obtained with the magnetic field $B$ $\parallel$ $[1\overline{1}0]$, because this field direction has been most extensively studied in the past. Figure 9.9 shows energy scans near the zone center $\Gamma''(1+\delta; 1+\delta; 0)$. The sharp resonance reported in Sec. 9.3.1 initially gets suppressed and broadens with the application of an external magnetic field as long as the system remains in the AFM state. The observed signal can be described by a Lorentzian line shape [118],

\[
S(Q, \omega) \propto \frac{\omega}{1 - \exp(-\hbar\omega/k_B T)} \times \frac{\Gamma}{\hbar^2(\omega - \omega_0)^2 + \Gamma^2} + \frac{\Gamma}{\hbar^2(\omega + \omega_0)^2 + \Gamma^2},
\]  

(9.4)

where $\Gamma$ is the half width at half maximum of the Lorentzians centered at $\pm\hbar\omega_0$, whereas $\hbar$ and $k_B$ are the Planck and Boltzmann constants. An even more detailed evolution of the ferromagnetic excitation is shown in Fig. 9.10, which illustrates the nonmonotonic behavior of the zone-center excitation as it initially softens to zero upon entering phase III$'$ [48] and then reappears within phase II at an energy that continuously increases with the applied field.

According to the discussion in Sec. 9.3.1, ESR spectroscopy can also probe the zone-center excitation, therefore experimental
Figure 9.9 INS spectra measured near the zone center $\Gamma''(110)$ at a slightly incommensurate wave vector as indicated in the legend, to avoid contamination from the Bragg tail. The spectra are shifted vertically for clarity with horizontal lines at the left indicating the background baseline for each spectrum. Solid lines represent Lorentzian fits on top of a nonmagnetic background. Reproduced from Ref. [29].

results at the $\Gamma$ point measured with neutron scattering can be directly compared with the ferromagnetic resonance seen earlier using ESR [88, 119, 120]. These measurements have shown that the frequencies of the two observed resonances A and B change
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Figure 9.10  Magnetic-field dependence of the resonance peaks at $\Gamma$ point. Each one-dimensional energy profile obtained by integration of the four-dimensional TOF data [29] within ±0.15 r.l.u. around the $\Gamma$ point. Markers show fitted positions of peak maxima. Dashed lines are guides to the eyes, and the shaded areas at the bottom of the figure mark the resolution cutoff and indicate the field regions corresponding to the AFM (III, III’) and AFQ (II) phases. Reproduced from Ref. [29].

linearly with field within phase II, as shown in Fig. 9.11. We find perfect agreement between the INS data (closed symbols) and the resonance A (open symbols) in the intermediate field range within phase II, suggesting that the same ferromagnetic excitation is probed in both experiments. This comparison nicely demonstrates the complementarity of the ESR and INS methods.

At fields above 12 T, which we did not at first cover in our neutron-scattering experiment, the appearance of a second ESR resonance (resonance B) was observed. The presence of only one resonance, rather than four, within the fourfold degenerate $\Gamma_8$ ground multiplet at relatively low fields, as well as the appearance of the second resonance in the ESR spectrum at high fields above $\sim$12 T was explained by Schlottmann [121–123]. The AFQ ordering in CeB$_6$ introduces two interpenetrating sublattices and simultaneously quenches three out of four resonances for each site. The coherence between sublattices prevents two distinct resonances for each site being occupied simultaneously, thus hybridizing them.
into a single resonance. This scenario successfully explained the presence of only one resonance at 60 GHz. The emergence of the second ESR line at frequencies above 200 GHz was interpreted as the result of a crossover of the excited state to the free-ion limit, as the field at which it appears is comparable with the condensation energy of the AFQ phase, \( \sim 1.75k_B T_Q \) [121, 122].

Since simultaneous observation of the resonance by INS and ESR was previously confirmed, we extended the available neutron-scattering data in order to uncover the second resonance B that escaped direct observation in our previous experiments due to the limited magnetic-field range. We expected to observe the emergence of the resonance B at lower energies relative to the main resonance, as suggested by the ESR data, however a systematic

Figure 9.11  Summary of the magnetic-field dependence of zone-center excitations obtained from both INS and ESR spectra. Solid lines are linear fits of resonances A and B. The inset shows a field dependence of the cavity transmission at 99 GHz and ESR spectrum obtained at 245 GHz using a quasioptical technique as typical examples of unprocessed datasets from which the points in the main plot were obtained. Sharp lines marked as DPPH originate from a small 2,2-diphenyl-1-picrylhydrazyl reference sample. Adapted from Ref. [29], with higher-field INS data from Ref. [117] added (diamond symbols).
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Figure 9.12  Unprocessed INS spectra measured near the zone center Γ′′(110) for B || [110]. Reproduced from Ref. [29].

study of the Γ point, shown in Fig. 9.12, demonstrates that the energy of resonance A increases continuously with the applied field, experiencing a slight broadening. The corresponding energy scans show no signatures of any additional peak in the expected energy range of 0.9–1.1 meV up to the maximal field of 14.5 T. The background in our range of interest is clean and essentially constant, and the energy resolution is sufficiently narrow, so that the tail of the peak corresponding to resonance A does not overlap with the expected position of resonance B at such high magnetic fields. For instance, at 14.5 T the expected peak splitting is 0.35 meV. Therefore, we can conclude that resonance B is not visible to neutrons, possibly due to certain selection rules that are different from those of ESR.

It is important to pay attention to the fact that at higher fields, the excitation that followed the energy dependence of the A resonance starts to deviate towards lower energies, as shown in

---

1The measurements were done at the triple-axis spectrometer FLEXX (Helmholtz-Zentrum Berlin, Germany) with the final wave vector of the neutrons fixed to \( k_f = 1.3 \text{ Å}^{-1} \), and therefore the instrument resolution was less than 0.1 meV [124].
Figure 9.13 Unprocessed INS spectra measured near the zone center $\Gamma$′′(110) for $B \parallel [1\bar{1}0]$. The data are offset vertically for clarity. They illustrate the appearance of resonance C (smaller peak) at a higher energy with respect to resonance A (stronger peak) at magnetic fields above 14 T. Both peak positions shift upwards in energy with increasing field. Solid lines are Lorentzian fits. Reproduced from Ref. [117].

Fig. 9.11. To confirm this unexpected result and exclude the possibility that the observed deviation is a consequence of incorrect magnetic-field calibration, while the second resonance located at a lower energy simply cannot be distinguished from the background due to insufficient statistics, we conducted an additional experiment, where we repeated the same measurements up to 14.5 T at the higher-flux spectrometer ThALES (Institute Laue-Langevin, Grenoble), using the same single crystal and sample environment [117]. The main result of this measurements is shown in Fig. 9.13 (a). The absence of the peak associated with resonance B was reproduced, but extending the spectrum to higher energies revealed a new peak at a higher energy of $\sim$2.25 meV in the 14.5 T
dataset that rapidly vanished when the field was decreased below its maximal value. This result suggests that an additional resonance (resonance C) forms above \( \sim 14 \) T, at approximately the same field as resonance B, but on the opposite side of the intense peak corresponding to resonance A.

In order to avoid any doubt about the magnetic origin of resonance C, it was necessary to extend the measurements to even higher fields. Significant efforts have been made in order to extend the maximal field up to 16.5 T [117]. We used an additional dysprosium “booster”, which concentrates magnetic field lines in a smaller sample volume, so that a higher magnetic field can be achieved at the expense of the smaller sample size. The resulting spectra, shown in Fig. 9.13 (b), show that the energy of both resonances A and C shifts upwards with increasing field with approximately the same slope, which unequivocally confirms the magnetic nature of resonance C.

9.4.3 Dispersion of the field-induced collective modes

At present we have successfully studied the evolution of the resonant mode at the \( \Gamma \) point upon application of the magnetic field along the \([1\overline{1}0]\) crystallographic direction over a broad range of magnetic fields. A strong ferromagnetic mode at the zone center \( \Gamma \) within the AFM phase, which is hybridized with the maximum of intensity at the \( R \) point and the spin-wave modes emanating from the AFM wave vectors, initially softens to zero upon entering the phase III' and then reappears at higher fields. Together they form a continuous dispersive magnon with a bandwidth that continuously increases with the application of magnetic field [73]. At 14 T and above, we clearly observe the onset of the new resonance at the \( \Gamma \) point, which still requires further clarification.

A possible way to shed light on the nature of resonance C is to study its dispersion at a constant magnetic field and to understand its relationship to the features in INS spectra that were observed at other high-symmetry points in the Brillouin zone, as mentioned in Sec. 9.2.3. One piece of information can be found in previous studies [23,29], which show a qualitatively different behavior of the resonance peak at the \( R \) point, illustrated in Fig. 9.14. Increasing the
Figure 9.14  Magnetic field dependence of the resonance peaks at the $R$ point. Every energy profile was obtained by integration of the TOF data within $\pm 0.15$ r.l.u. around the $R$ point. Markers show fitted positions of peak maxima. Dashed lines are guides to the eyes, and the shaded areas at the bottom of the figure mark the resolution cutoff and indicate the field regions corresponding to the AFM (III, III$'$) and AFQ (II) phases. Reproduced from Ref. [29].

Field within phase III keeps the resonance energy constant while it decreases in amplitude and broadens, transferring a significant part of its spectral weight to the second low-energy mode whose tail can be seen above the elastic line already above $\sim 0.5$ T. Upon crossing through the phase III–III$'$ transition, the amplitude of the low-energy mode is maximized, whereas the higher-energy mode shifts up in energy. Both excitations then follow a linear trend with the same slope and approximately equal amplitudes in phase II.

Since the presence of a continuous dispersive magnon band within the AFM phase was previously confirmed, it is logical to assume the presence of similar bands also within the AFQ phase, as it was predicted earlier [14–17] in the calculations shown in Fig. 9.5. The presence of two resonances at the $R$ point at low fields leaves an open question about the detailed evolution of these branches along the $\Gamma$–$R$ line. Another question is the momentum dependence of the resonance C, which emerges above 14 T.
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Figure 9.15 Distribution of INS intensity in energy-momentum space along high-symmetry directions in the AFQ state in a magnetic field of $B = 2.5$ T. Reproduced from Ref. [29].

To get a more complete picture about the momentum dependence of magnetic excitations, we performed a cold-neutron TOF experiment, which is particularly suitable for mapping out the dispersion relationships in the energy-momentum space. Figure 9.15 shows a continuous dispersive magnon band measured at 2.5 T. Its intensity distribution along the main high-symmetry directions of reciprocal space suggests an anomalous nonmonotonic behavior of the dynamic form factor, shown in Fig. 14 in Chapter 8 [arXiv:1907.10967], that is characteristic of multipolar moments [2,36,116], because the signal is more intense around the $\Gamma''(110)$ point rather than at the equivalent $\Gamma'(001)$ or $\Gamma(000)$ positions. A magnetic field of 2.5 T does not change the excitation energy at the zone center with respect to 0 T measurements significantly, but increases the magnon bandwidth twofold, as the dispersion now reaches $\sim 1.4$ meV at the $M$ point in contrast to 0.7 meV in zero field [73]. A second field-induced low-energy mag-
Figure 9.16  INS intensity vs. energy and momentum along straight segments connecting the $R(\frac{1}{2}\frac{1}{2}\frac{1}{2})$, $\Gamma''(110)$, and $M(\frac{1}{2}\frac{1}{2}0)$ points in a magnetic field of 14.5 T, applied along the [110] direction. The color map shows raw data after background subtraction and subsequent smoothing with a one-dimensional Gaussian filter characterized by a FWHM of 0.1 meV (to reduce statistical noise). Darker blue color corresponds to higher INS intensity. Markers show fitted peak positions. Reproduced from Ref. [117].

Magnetic excitation which appears at the AFQ propagation vector, $R(\frac{1}{2}\frac{1}{2}\frac{1}{2})$, merges with the more intense branch emanating from the zone center.

In order to follow the momentum dependence of the resonance C at the $\Gamma$ point, which appears above 14 T, we had to use conventional triple-axis spectrometers, because to the best of our knowledge all magnets that are compatible with TOF spectrom-
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Figure 9.17 Summary of the neutron spectra, plotted as a function of magnetic field at the (a) $R(\frac{1}{2}, \frac{1}{2}, \frac{1}{2})$ and (b) $M(\frac{1}{2}, 0)$ points for $B \parallel [1\bar{1}0]$. Data points mark the fitted peak positions. The dashed line in panel (a) shows the expected position of resonance B seen in ESR data (see text). Dotted lines are guides to the eyes. Reproduced from Ref. [117].

Parameters cannot provide sufficiently high magnetic fields. Therefore we mapped out the dispersion by measuring the $Q$ dependence of the INS spectrum along the $R(\frac{1}{2}, \frac{1}{2}, \frac{1}{2})$ – $\Gamma''(110)$ – $M(\frac{1}{2}, 0)$ polygonal path in momentum space. These data were measured with the maximal field of 14.5 T applied along $[1\bar{1}0]$. Figure 9.16 shows that the more intense higher-energy excitation at the $R$ point appears to be continuously connected to resonance A at the zone center, whereas the weaker low-energy resonance at $R$ seems to cross this branch and re-emerge as resonance C at the $\Gamma$ point. At the same time, both resonances approach each other along the $\Gamma M$ line, so that only a single peak is observed at the $M$ point.

From the earlier results, we know that upon transition into the AFQ phase the magnon bandwidth increases significantly. However, within phase II up to 14.5 T the total magnon bandwidth does not change and stays at approximately 1.2 meV in the whole field range. The bottom of the magnon band is located at the $\Gamma$ point, and the maximum of the dispersion is reached at the $M$ point. Figure 9.17 (a) shows that the two excitations that were observed earlier at the $R(\frac{1}{2}, \frac{1}{2}, \frac{1}{2})$ point in phase II (Fig. 9.14) persist also in...
higher fields, following the same linear trends with an approximately equal slope. The data at $M(\frac{1}{2}\frac{1}{2}0)$ in Fig. 9.17 (b) indicate the presence of at least one excitation, whose energy increases monotonically with the magnetic field. These results clearly demonstrate that the whole spectrum shifts upward in energy with an increasing field.

9.4.4 Anisotropy with respect to the field direction

So far we have shown that both the energy and intensity as well as the number of experimentally observable multipolar excitations changes as a function of field. However, the full mapping of the reciprocal space requires significant efforts. At the moment, most of the TOF spectrometers that are naturally suited for these tasks, have significant limitations on the maximum possible value of the magnetic field. The only option left is to use conventional triple-axis spectrometers, which usually allow us to reach high enough fields. The magnon dispersion measured in this way, as shown in Fig. 9.16, provides a lot of information for characterizing field-induced collective excitations in the hidden-order phase, as it carries the imprint of the multipolar interactions and the hidden order parameter in their dispersion relations. However, the extreme complexity of such measurements, and in particular the large amount of required neutron beam time, would require alternative approaches to be sought.

We have recently proposed another way of analyzing the symmetry of hidden order parameters and multipolar interactions in the magnetic excitation spectrum, which appears to be more promising in providing quantitative information or at least in yielding complementary data for comparison with future theoretical models [117]. Rather than changing continuously the momentum transfer and following the dispersion of multipolar excitations in momentum space, one may fix the wave vector at some high-symmetry point with large INS intensity (e.g. $R$ or $\Gamma$) and instead change the direction and strength of the applied magnetic field. Ideally, the field could be continuously rotated, so that changing the field alone would give access to a three-dimensional parameter space for every single value of the momentum-transfer vector $Q$. 
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However, due to the limited measurement time, we were practically restricted only to several high-symmetry directions of the magnetic field in the available measurements.

From the calculations presented in Chapter 8 [arXiv:1907.10967] by Thalmeier et al., a significant field-angular dependence of the multipolar excitations is expected. Moreover, it has been argued that by keeping the momentum transfer fixed close to the zone

![Figure 9.18](image-url)  
(a) INS spectra measured near the zone center \( \Gamma''(110) \) for \( B \parallel [001] \). A 40 K background scan was subtracted from each spectrum. (b) INS intensity vs. energy and momentum along straight segments connecting the \( \Gamma''(110) \), and \( M(\frac{1}{2}0\frac{1}{2}) \) points in a magnetic field of 10 T, applied along the [001] direction, presented in the same way as the data in Fig. 9.16. Reproduced from Ref. [117].
Thermodynamically, the anisotropy of the critical fields of phase II in CeB$_6$ was found to be determined by the underlying AFQ/AFO hidden order. Therefore, a similar anisotropy in the pattern of collective modes under the field rotation is not at all surprising and can be calculated within the framework of available models. In the following, we demonstrate the usefulness of this new approach for understanding multipolar ordering phenomena by studying the field-angular anisotropy of magnetic excitations in CeB$_6$, which is a canonical example of a hidden-order compound in which the multipolar order parameter is already known from other methods.

In order to study the anisotropy effects in CeB$_6$, we have measured the same single crystal after its crystallographic [001] axis was reoriented parallel to the magnetic field. We observe an appearance of additional spectral lines, as shown in Fig. 9.18 (a). For this field orientation, one can see three peaks that shift as a function of field with a different slope. Qualitative differences are also seen at other points in the BZ. For instance, the dispersion along the $\Gamma M$ direction is depicted in Fig. 9.18 (b). An additional peak is observed at the $M$ point, which appears to correspond to two excitations that split closer to the zone center.

Figure 9.19 (a) summarizes all the data discussed in Sec. 9.4.2 for the field direction $B \parallel [110]$ in the form of a color map. The fitted positions of resonances A and C are shown with red diamonds and black pentagon symbols, respectively. One can see that the energy of both resonances shifts upwards with increasing field with approximately the same slope. The expected position of resonance B, according to ESR results, is shown with a dashed gray line. In the low-field region within phase III, an arrow marks the previously reported feature at twice the AFM charge gap [23]. The behavior of the resonance for the field direction $B \parallel [001]$ is shown for comparison in Fig. 9.19 (d), exhibiting significantly different behavior. At first, in the low-field region, the magnetic field does not soften the energy to zero with the suppression of the AFM order parameter, and its position does not change until the transition to the AFQ phase happens. Then, at higher magnetic fields, the differences
become even more apparent. We observe three spectral lines for $\mathbf{B} \parallel [001]$, which shift as a function of field with different slopes.

The observed excitations have a very clear anisotropy with respect to the field direction. In order to understand this behavior and to determine how the transition from two to three excitations occurs in between the limiting cases when the magnetic field is applied parallel to $[1\bar{1}0]$ or $[001]$ crystallographic axis, we also did systematic measurements of the excitation spectra as a function of magnetic field for several intermediate field directions. Measurements were done with the magnetic field applied parallel to $[1\bar{1}1]$

![Figure 9.19](image-url)

**Figure 9.19** Summary of the neutron spectra, plotted as a function of magnetic field at the $\Gamma''(110)$ point for (a) $\mathbf{B} \parallel [1\bar{1}0]$; (b) $\mathbf{B} \parallel [1\bar{1}1]$; (c) $\mathbf{B} \parallel [1\bar{1}2]$; (d) $\mathbf{B} \parallel [001]$ field directions. Data presented in the same way as the data in Fig. 9.17. Reproduced from Ref. [117].
and [1\bar{1}2] directions, as shown in Fig. 9.19 (b) and (c), respectively. They demonstrate that the deviation of the magnetic-field direction by approximately 35\(\degree\) with respect to [1\bar{1}0] or [001] is sufficient to change the number of observed excitations. In both cases, only one resonance can be clearly identified, and to exclude the possibility of missing additional resonances, all scans were done over a broad energy range.

\[ Q = \Gamma''(1\bar{1}0) \]

**Figure 9.20** Multipolar excitation branches for the \(\Gamma''(1\bar{1}0)\) point in polar representation, where the radial coordinate corresponds to the excitation energy, plotted from 0 to 7.5\(T_0\), and the angular coordinate to the magnetic field direction, continuously rotating from [001] to [1\bar{1}0] in the plane orthogonal to [1\bar{1}0]. The four segments of the figure show results for 4, 7, 10, and 14.5 T. The color map shows the results of the calculation, with the experimental data points along high-symmetry field directions overlayed for comparison. The symbol shapes for different modes are consistent with those in Figs. 9.16, 9.18 (b) and 9.19. Filled symbols correspond to direct measurements of peak position, whereas open symbols are the results of interpolation from the field dependencies plotted in Fig. 9.19. Reproduced from Ref. [117].
This example clearly demonstrates that INS measurements in a rotating field offer additional information about the collective modes. Polar field-angle anisotropy plots of multipolar excitations in CeB$_6$ at high-symmetry points [117] represent a large set of information on mode positions and intensities that may be very useful for comparison with our results. If the model so far accepted for CeB$_6$ is reasonable, some features of the field-anisotropy plots described by Thalmeier et al. should be identified in the INS experiment. Such a comparison is presented in Fig. 9.20.

A reliable comparison with experiment is so far only possible at the \( \Gamma \) point, where detailed field-angular dependences of the INS spectra were obtained. In Fig. 9.20, the corresponding experimental peak positions for the fields of 4, 7, 10, and 14.5 T are plotted on top of the calculated field-angular polar maps for the same magnetic fields. Every segment of the plot covers the same irreducible 90° range of field directions between [001] and [1\( \overline{1} \)0] in the plane orthogonal to [110]. The experimental data points were obtained either by directly fitting the peak positions from measurements at the corresponding field values (closed symbols) or via linear interpolation of the field dependences (open symbols).

We see a remarkably good agreement of the calculation with the field-directional anisotropy of the most intense low-energy mode (resonance A) with a quasi-linear field dependence, which has been followed experimentally over a large field range for all four high-symmetry directions of the magnetic field: \( \mathbf{B} \parallel [001], [1\overline{1}2], [1\overline{1}1], \) and \([1\overline{1}0]\). At high magnetic fields of the order of 10 T, we observe a very considerable anisotropy of \( \sim 60\% \) in the effective \( g \)-factor between its minimal and maximal values reached for the [001] and [1\( \overline{1} \)1] field directions, respectively. For lower fields, however, the anisotropy is reduced, which is a direct consequence of the initially nonlinear field dependence of the low-energy mode. Indeed, the \( g \)-factor anisotropy reported from previous ESR measurements [125–127], which were performed at magnetic fields of \( \sim 3 \) T, is several times smaller and constitutes a relative change of less than 10% between the [100] and [111] field directions. However, the overall shape of the anisotropic \( g \)-factor dependence turns out to be the same in ESR and INS measurements and agrees well with the results of model calculations by Schlottmann [121–123].
Figure 9.20 also shows the positions of the new resonance peaks that have been so far measured only for $\mathbf{B} \parallel [1\overline{1}0]$ and $\mathbf{B} \parallel [001]$ in high magnetic fields. Their energies fall in the range where the theoretical model predicts multiple modes resulting from the hybridization of high- and low-energy excitations. With the available data, it is not possible to assign one of these modes uniquely to the experimentally observed resonances. The model also predicts no additional resonances at the $\Gamma$ point below the energy of resonance $A$, which means that it is unable to explain the appearance of the resonance $B$ in ESR data at fields above 12 T [120]. Theoretical considerations about the possible origin of this high-field resonance were proposed earlier [121–123], but the reason why it cannot be seen in INS measurements remains unclear.

The limited agreement of theory and experiment is not surprising due to several reasons. First of all, to minimize the number of adjustable parameters in the theoretical models, they have so far been restricted to only nearest-neighbor interactions among the multipoles, which is not really justified. Generalized RKKY interactions that are mediated by the conduction electrons are expected to be long-range with an oscillatory character in direct space. Recent calculations of the effective RKKY-type exchange terms between different types of multipoles in CeB$_6$ [89, 90] demonstrate that second-nearest-neighbor contributions are always stronger than the nearest-neighbor ones, and even third-nearest-neighbor terms are not negligible. Another difficulty in comparing the results of neutron scattering experiments with the theoretical models is that the calculated inelastic magnetic response is limited to the dipolar response function, whereas neutron scattering is sensitive to all odd-rank magnetic multipoles.

9.5 Spin dynamics in Ce$_{1-x}$La$_x$B$_6$ and Ce$_{1-x}$Nd$_x$B$_6$

9.5.1 The influence of La and Nd substitution on the electronic structure

In the previous sections, we mainly focused our attention on the collective multipolar excitations and their field dependencies. The resonant mode at the $R$ point with a spin-gap of $\sim$0.5 meV, dis-
cussed in Sec. 9.3.1, seriously questioned the validity of the established localized approach [55, 56, 70] to the description of spin excitations in CeB$_6$, at least in low magnetic fields within phase III. An alternative theory which considers the spin dynamics of itinerant heavy quasiparticles, developed by Akbari and Thalmeier [85], was able to reproduce the above-mentioned resonance as well as its momentum dependence on the qualitative level. However, this theory is not based on the real band structure of CeB$_6$ and overlooks the intense collective mode at the zone center (ferromagnetic resonance at the $\Gamma$ point) that dominates the magnetic excitation spectrum of CeB$_6$.

The itinerant character of magnetic excitations is further supported by a good agreement between the Lindhard susceptibility, calculated from the measured electronic structure, and the distribution of quasielastic magnetic intensity measured by INS [95]. According to discussion in Sec. 9.3.2, itinerant electrons determine the RKKY interactions between Ce 4f multipolar moments, which can be still considered local, and the propagation vector of the AFQ order is determined by the geometry of the Fermi surface and its nesting vectors.

Despite the fact that the angle-resolved photoelectron spectroscopy is the most direct experimental probe of the Fermi surface (unlike macroscopic measurements of quantum oscillations which can be used for an indirect reconstruction of the Fermi-surface geometry), in order to extract the nesting vectors of the Fermi surface from ARPES data, a technically demanding procedure has to be performed, as the whole low-energy band structure has to be first fitted to a tight-binding model. This method is, therefore, rather indirect and can be to some extent model-dependent [111].

Earlier works [93, 134, 135] on magnetic heavy-fermion metals demonstrate that the low-energy dynamic spin susceptibility $\chi(\omega, Q)$, measured with diffuse neutron scattering, provides direct information about the nesting vectors. Unlike ARPES, in which momentum measured perpendicular to the cleavage plane depends on the photon energy, neutron scattering is capable of probing energy-momentum space without any restrictions. This advantage of INS combined with the bulk sensitivity are of particular importance for materials with highly 3-dimensional band structures.
In Ce$_{1-x}$R$_x$B$_6$ (R = La, Nd) solid solutions, the Ce sublattice is randomly diluted by nonmagnetic La ion or another magnetic Nd$^{3+}$ rare-earth ion, adding an extra dimension to the parameter space of the phase diagram, as shown in Fig. 9.21. Suppression of both AFM and AFQ phases, as well as the appearance of a new ordered phase IV upon La-doping of CeB$_6$ was already discussed in Sec. 9.1. In the case of Nd doping, concentration as low as $\sim$10% suppresses the AFQ phase at zero field. At the same time, a new phase V emerges, in which the AFM propagation vector becomes slightly incommensurate. At $x \approx 0.5$, the order finally changes to conventional AFM stacking of ferromagnetic layers with the ordering wave vector $q_0 = (00\frac{1}{2})$, like in the pure NdB$_6$ [27, 129, 131].

It was demonstrated that both La and Nd doping of CeB$_6$ has a notable influence on the Fermi-surface geometry [96, 100, 106, 136]. The shape of the Fermi-surface, the effective mass of charge

![Figure 9.21 Schematic magnetic phase diagram of the solid solutions Ce$_{1-x}$R$_x$B$_6$ (R = La, Nd) after Refs. [21, 23, 25, 27, 31, 41, 128–131] at zero field. Phases II and IV are associated with the two multipolar phases with AFQ and octupolar ordering. The “SC” dome at the bottom-right corner schematically indicates the dubious superconducting phase of the pure LaB$_6$ [30,41,132,133]. Phases III, V and VI are three different types of AFM ordering. Vertical gray lines indicate the available sample compositions. Reproduced from Nikitin et al. [111].](image)
carriers, and the number of conduction electrons per unit cell are very similar for both NdB$_6$ and LaB$_6$ due to a strong localization of 4$f$ electrons in NdB$_6$ [96, 136]. On the other hand, hybridization of Ce 4$f^1$ electrons with the conduction band qualitatively modifies the Fermi surface of CeB$_6$ as compared to LaB$_6$ [106]. Therefore, both La and Nd doping of CeB$_6$ do not simply change the number or magnitude of localized 4$f$ magnetic moments, but also induce an effective hole doping, decreasing the number of conduction electrons and modifying the Fermi surface geometry. In order to verify, to what extent the nesting instabilities of the Fermi surface predetermine the order parameters of AFM and AFQ phases in these compounds, we can make use of the available single crystals of La and Nd-doped Ce$_{1-x}R_x$B$_6$ ($R$ = La, Nd) solid solutions and demonstrate that the doping-induced changes in the electronic structure correlate with the changes of the ordered phases for compounds with various substitution levels. We already confirmed that diffuse neutron scattering may be used as a complementary method for probing the electronic structure, therefore in the next section we will discuss the experimentally observed redistribution of the diffuse magnetic spectral weight across the Brillouin zone upon La and Nd doping, which we associate with the changes in the Fermi-surface nesting properties related to the modified charge-carrier concentration.

### 9.5.2 Momentum-space structure of the diffuse spin fluctuations

According to the linear response theory for an electron gas, the imaginary part of the dynamic spin susceptibility $\chi(q, \omega)$ is proportional to the Lindhard function

$$\chi_q = \sum_k \frac{n_F(\epsilon_k + q) - n_F(\epsilon_k)}{\epsilon_k - \epsilon_k + q}, \quad (9.5)$$

where $\epsilon(k)$ is the dispersion relation for the conduction electrons, and $n_F(\epsilon)$ is the Fermi function. The Lindhard function contains information about Fermi-surface nesting properties, as its real part at $\omega \to 0$ is peaked at the nesting vectors and determines the propensity towards Fermi-surface instabilities in charge- or spin-
density-wave systems \([137–139]\). It also enters the expression for the oscillatory RKKY interaction between localized Kondo spins in metals, which is mediated by the conduction electrons over long distances \([140–145]\). Therefore, when localized magnetic impurities are added to a nonmagnetic metal, they tend to develop short-range dynamic correlations that are seen as quasielastic magnetic scattering (QEMS) in neutron spectroscopy or even lead to a long-range magnetic ordering of the impurity spins \([146, 147]\). The QEMS intensity can therefore develop maxima at the Fermi-surface nesting vectors in \(Q\) space even in dilute Kondo alloys that are far from any ordering instability.

In order to follow the evolution of the Fermi-surface nesting properties upon doping, observed as enhanced QEMS intensity at the above-mentioned points, we performed detailed mapping of the QEMS intensity distribution \([111]\), and the results of our INS measurements are summarized in Figs. 9.22–9.24.

However, before we move further to the discussion of the results, it is necessary to briefly explain several technical details. Despite that fact that the quasielastic magnetic line has its maximum of intensity near zero energy transfer, in order to map out the \(Q\) dependence of QEMS intensity one usually performs measurements at nonzero energy transfer. This is a common procedure, as the quasielastic line is usually broader than the energy resolution \([148]\), but at the position where the maximum of intensity is observed, a strong nonmagnetic background from the incoherent elastic line complicates the measurements. This approach has been successfully applied in many earlier studies of \(f\)-electron compounds \([149–156]\). Here, because of the specifics of the used spectrometer, in addition to the spectroscopic measurements at a preset value of energy transfer, an energy-integrated scattering over the full energy range (except for the preset value of the spectroscopic channel) is measured in parallel. This allows us to collect energy-integrated data in parallel to any spectroscopic measurement at no extra cost in acquisition time.

In our measurements, we chose an energy transfer of 0.2 meV for the spectroscopic channel, which allowed us to map out the QEMS intensity just above the incoherent elastic line. The second channel, which in this case is called diffraction, is not restricted
Figure 9.22 Summary of INS results, measured on Ce$_{1-x}$Nd$_x$B$_6$ with $x = 0.3$ (top) and 0.3 (bottom). (a) Background-subtracted INS intensity measured on Ce$_{0.7}$Nd$_{0.3}$B$_6$ at an energy transfer $\Delta E = 0.2$ meV and in the diffraction channel. (b) INS results for the parent compound CeB$_6$ measured at $T = 3.2$ K. Reproduced from Nikitin et al. [111].
to elastic scattering, but integrates over all neutron energies, thus the amplitude of the magnetic signal in this channel is strongly enhanced due to the broad width of the quasielastic Lorentzian peak as compared to the elastic line. To distinguish the diffuse magnetic signal from nonmagnetic background scattering on the sample and cryogenic environment, we mapped out the same area in momentum space at an elevated temperature and used the high-temperature datasets as background. Since the magnetic intensity in the diffraction channel is strongly dominated by inelastic scattering, whereas the background comes predominantly from the incoherent elastic line, after appropriate subtraction of the high-temperature background in each channel we could obtain clean momentum-space distributions of the magnetic intensity also for the diffraction channel.\footnote{Details of this procedure as well as the comparison of the signal-to-noise ratio in each channel can be found in Ref. \cite{111}.}

Figure 9.23 The background-subtracted data for the Ce$_{0.77}$La$_{0.23}$B$_6$ sample, measured and presented in the same way as the data in Fig. 9.22. Reproduced from Nikitin et al. \cite{111}. 
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Figure 9.24 The background-subtracted data for the two samples of (a) Ce\(_{0.5}\)La\(_{0.5}\)B\(_6\) and (b) Ce\(_{0.25}\)La\(_{0.75}\)B\(_6\), measured and presented in the same way as the data in Fig. 9.22. Reproduced from Nikitin et al. [111].
Now we start with the discussion of the Nd-substituted compound. It is known that pure Nd$_6$B$_6$ develops AFM order with the propagation vector (1/2 0 0), which coincides with the X point [131]. According to the phase diagram shown in Fig. 9.21, this phase persists down to $x \approx 0.5$. One would therefore expect that at high Nd concentrations, critical paramagnon fluctuations of phase VI are expected in Ce$_{1-x}$Nd$_x$B$_6$ around the X point in momentum space above $T_N$. Here we are interested in looking at an intermediate Nd concentration, shortly before reaching phase VI, to see how the spectral-weight transfer to the X point takes place. It is natural to expect a strong rise of intensity at the X point with a simultaneous suppression of excitations at the $\Gamma$ and R points in Ce$_{0.7}$Nd$_{0.3}$B$_6$, which is indeed confirmed by the measurements in Fig. 9.22 (a).

The color map shows the $Q$-dependence of QEMS intensity within the (HHL) plane. The plot below it shows cuts along the ($HH\frac{1}{2}$) direction, obtained by integration within $\pm 0.025$ along the L axis. The left and right parts of the figure show the data obtained in the diffraction and spectroscopic channels, respectively. For comparison, in Fig. 9.22 (b) we show the reference measurement on pure CeB$_6$, obtained by integrating the $T = 2.6$ K TOF data (same as in Figs. 9.10 and 9.8) in the [0.125, 0.275] meV energy window (without subtraction of high-temperature background), symmetrized with respect to the vertical axis.

The QEMS map measured on the pure CeB$_6$ has several distinct local maxima in the following high-symmetry points within the Brillouin zone in pure CeB$_6$: the ferromagnetic $\Gamma$ point, the AFQ propagation vector $R(\frac{1}{2} \frac{1}{2} \frac{1}{2})$ at the corner of the cubic Brillouin zone. Also, one can see a large elliptical hump around the X-point, where no static order is realized, that connects additional weaker peaks at the AFM wavevectors $q_1 = (\pm \frac{1}{4} \pm \frac{1}{4} \frac{1}{2})$, seen as a central maximum with two shoulders at the bottom of Fig. 9.22 (b). Upon Nd doping, one can see a strong reduction of magnetic intensity at the R point, which is consistent with the rapid suppression of the AFQ phase by Nd. Instead, we find a narrow diffuse peak, centered at the X point, that connects the strong intensity maxima at the equivalent AFM wavevectors, $q_1 = (\pm \frac{1}{4} \pm \frac{1}{4} \frac{1}{2})$, and an elongated broad peak extending along ($\frac{1}{4} \frac{1}{2} L$). The presence of extended peaks in momentum space with multiple local maxima
of QEMS intensity is a signature of itinerant frustration in this system, which can explain the proximity of multiple AFM phases in a small region of the phase diagram.

Since it is known that both La and Nd substitutions lead to an effective hole doping and should therefore cause similar changes of the Fermi surface [96, 136], one would expect similar changes in the QEMS intensity distribution on the La-doped side as in the case of Nd substitution. Indeed, Fig. 9.23 shows that 23% La doping strongly suppresses the inelastic-scattering intensity at the zone center and at the AFM wavevectors $q_1 = (\frac{1}{4}, \frac{1}{4}, \frac{1}{2})$ and $q_2 = (\frac{1}{4}, 0)$. Most of the spectral weight is now accumulated around the X point. Figure 9.24 shows that in samples with even higher La concentrations of 50% and 75%, the elliptical feature at the X point dominates the QEMS intensity distribution. In spite of the overall decrease in magnetic intensity as expected for the nonmagnetic dilution with La, the relative accumulated spectral weight at the X point (per mole Ce) goes up. The peak at the R point can be clearly seen up to a rather high La concentration of $x = 0.5$, but gets fully suppressed in the most diluted Ce$_{0.25}$La$_{0.75}$B$_6$ sample.

We see that the substitution of Nd for Ce has a dual effect on the system. First, as already mentioned, it reduces the 4f–5d hybridization and shrinks the electron-like Fermi surfaces, that is equivalent to an effective hole doping. Second, it introduces large magnetic moments of Nd$^{3+}$ into the system, increasing its propensity towards magnetic ordering, which is an opposite effect to the nonmagnetic La$^{3+}$ dilution of the Ce$^{3+}$ moments. As follows from our results in Figs. 9.22–9.24, the evolution of the Fermi-surface nesting properties in both systems is similar, leading to an enhanced QEMS intensity near the X point at the expense of the suppressed peak at the R point. The corresponding fluctuations are observed above $T_N$ as extended diffuse peaks with several local maxima at the corresponding wave vectors. However, dilution of the magnetic moments on the La-rich side of the phase diagram prevents the formation of any (00 ½)-type magnetic order despite the presence of nesting, in contrast to Ce$_{1-x}$Nd$_x$B$_6$, where three distinct AFM phases compete in the intermediate doping range until one of them (phase VI) prevails on the Nd-rich side of the phase diagram. In contrast, Ce$_{1-x}$La$_x$B$_6$ tends to develop an
elusive hidden-order phase IV that vanishes at high La concentrations [24].

These results demonstrate how diffuse neutron scattering can be used to probe the nesting vectors in complex $f$-electron systems directly, without reference to the single-particle band structure, and emphasize the role of Fermi-surface geometry in stabilizing magnetic order in rare-earth hexaborides.

9.5.3 Temperature dependence of the quasielastic magnetic scattering

It is well known that in CeB$_6$, as well as in many other heavy-fermion metals, the half-width of the quasielastic line $\Gamma$ has the following phenomenological temperature dependence:

$$\Gamma(T) = k_B T_K + A \sqrt{T},$$ (9.6)

where $T_K$ is the Kondo temperature, and $A$ is an empirical fitting parameter [148, 157]. This dependence corresponds to the conventional spin relaxation rate typical for the paramagnetic state of most heavy-fermion compounds, such as CeCu$_6$, CeAl$_3$, CePb$_3$, CeRu$_2$Si$_2$, CeB$_6$, and many others. From the theory point of view, a $\sqrt{T}$ scaling of the relaxation rate with temperature is expected for a single Kondo impurity in the high-temperature limit [158, 159]. Despite a long history of examples where this dependence is realized [148], the physical meaning of the parameter $A$ is not yet clear. Also, there have been no systematic studies of the dependence of the neutron-deduced Kondo temperature $T_K$ and the parameter $A$ on doping.

The Kondo temperature $T_K$ arises as a parameter when the problem of conduction electrons scattering on localized magnetic impurities is considered, which is relevant to a number of alloys with magnetic impurities and metallic $f$-electron systems (Kondo lattices). It was found by de Haas et al. [160] that with decreasing temperature, electrical resistivity increases logarithmically, while for a conventional metal one would expect a monotonic decrease. It took 30 years to find an appropriate explanation to this long-standing puzzle, until the work carried out in 1964 by Kondo, who showed that the coupling between the conduction electrons
Table 9.1. Comparison of the Kondo temperatures, determined with various methods for the two limiting cases: (i) the isolated impurity model with very low Ce concentration and (ii) a dense Kondo lattice.

| x in Ce$_{1-x}$La$_x$B$_6$ (at. %) | $T_K$ (K) | Method       | Ref.     |
|-----------------------------------|----------|--------------|----------|
| 0                                 | 5–10     | resistivity  | [18]     |
| 0                                 | 3        | INS$^*$      | [46]     |
| 0 $\leq$ x $\leq$ 75             | 2        | resistivity  | [166]    |
| 97                                | 1        | resistivity  | [166]    |
| 97.10 $\leq$ x $\leq$ 99.39      | 2.8      | magnetic susceptibility | [165] |
| 97.10 $\leq$ x $\leq$ 99.39      | 1.05     | resistivity  | [164]    |
| 99.89 $\leq$ x $\leq$ 99.93      | 1.40 $\pm$ 0.05 | magnetic susceptibility | [165] |
| 98.80 $\leq$ x $\leq$ 99.39      | 1.1 $\pm$ 0.2 | resistivity  | [163]    |

$^*$The INS value from Ref. [46] refers to the low-temperature ($T = 5$ K) residual half-width $\Gamma_0$ of the quasielastic line (so-called neutron-deduced Kondo temperature [157]).

and the $f$ electrons can lead to a term proportional to $\ln(T)$ in the low-temperature resistivity [161, 162]. The temperature at which this characteristic change in electrical resistivity takes place is referred to as the Kondo temperature. Below it, the impurity and the conduction-electron spins bind very strongly and form an overall nonmagnetic singlet state.

The parent compound CeB$_6$ shows a typical Kondo-type behavior, with a resistivity minimum that starts to increase upon cooling. Although CeB$_6$ represents a classical Kondo lattice, its temperature dependence of resistivity is well described with a model valid for the dilute Kondo state, with the corresponding $T_K = 5$–10 K [18]. This result significantly differs from the Kondo temperature of $\sim 3$ K, determined from the lowest-temperature quasielastic line width, measured with INS [46]. Measurements of the other extreme case, with just a few percent of Ce left after dilution with nonmagnetic La, represent the genuine impurity model. They yield much lower values of $T_K$ between 1 and 3 K [163–165].

It is clear that in case of a dense arrangement of impurities, their interactions can no longer be neglected. This effect is observed as a doping dependence of the residual resistivity. According to Sato et al. [66], disregarding coherence effects might lead to an exaggerated value of the Kondo temperature, which might be the case
in the work of Takase et al. [18]. In order to accurately estimate the Kondo temperature, one should fit the data at higher temperatures, at which coherence effects are less pronounced, and extrapolate them to \( T \rightarrow 0 \). By a lucky coincidence, the crystal field splitting in CeB$_6$ is large enough, therefore it will not affect the fit results at temperatures below the characteristic temperature of the \( \Gamma_8-\Gamma_7 \) splitting. Determined in this way, the Kondo temperature from resistivity measurements is claimed to be weakly dependent on La concentration up to a 75% doping level, with the corresponding value of \( T_K = 2 \) K that agrees better with the neutron-deduced Kondo temperature [46]. Further increase of the La concentration gradually lowers the Kondo temperature to 1 K [66, 166]. Kondo temperatures for various La concentrations determined using various techniques are summarized in Table 9.1.

An alternative method to study the doping dependence of the Kondo energy scale is to measure the half-width of the quasielastic line \( \Gamma(T) \) defined by Eq. (9.4) as a function of temperature and extract the neutron-deduced Kondo temperature \( T_K = \Gamma_0/k_B \) from
the residual quasielastic line width $\Gamma_0 = \lim_{T \to 0} \Gamma(T)$ [157]. The availability of the La-doped series of Ce$_{1-x}$La$_x$B$_6$ single crystals gives us an opportunity to address these long-standing open questions and compare $T_K$ determined with neutron scattering with the results summarized in Table 9.1.

The evolution of the quasielastic magnetic scattering signal with temperature for the sample with the 28% La doping measured at the X point is shown in Fig. 9.25. Experimental results can be well described by a quasielastic Lorentzian profile of the form given by Eq. (9.4) [118]. Upon increasing the temperature, we observe a monotonic suppression of the signal, and the line width exhibits a gradual broadening. As will be discussed later, the temperature dependence of the quasielastic line width follows the conventional $\sqrt{T}$ law and is not very different from that for the parent compound.
The temperature dependence of the quasielastic signal for the 50% La doping sample was measured at the R point\(^1\) and is shown in Fig. 9.26. The inconsistency in measuring the R point instead of the X point, unlike in all other cases, was due to the technical limitations on the minimum $2\theta$ angle. In order to accurately extract the width of the quasielastic line, we had to take into account the background scattering originating from the sample environment. Compared with the parent compound, there are half as many Ce atoms, which is further aggravated by the suppression of spectral weight at the R point reported above, and therefore all extrinsic effects\(^2\) have to be carefully considered. Except for the reduced signal strength, there is no difference with respect to the lower doping levels. In consistency with the previous sample, the intensity of the signal is strongly suppressed with doping and accompanied by a corresponding broadening of the line width at higher temperatures.

Finally, measurements on the highly doped compound Ce\(_{0.25}\)La\(_{0.75}\)B\(_6\) are shown in Fig. 9.27. We have already confirmed that elastic scattering from the sample environment may have a significant influence on the determined quasielastic line width. In order to accurately determine the Kondo temperature, every possible effort to suppress unnecessary scattering was made. In particular, the background from an empty cryostat was measured over the full energy range, and the measurements were carried out without He exchange gas. This allowed us to obtain clear evidence of the signal broadening with increasing temperature even in the most magnetically dilute sample with only 25% of Ce ions, which should approximate the Kondo-impurity limit.

The summary of all our measurements on samples with different La-doping concentrations on different instruments and at different wave vectors is presented in Fig. 9.28. All temperature dependencies were fitted to the empirical $T^{1/2}$ law given by Eq. (9.6), and the corresponding Kondo temperatures were determined as

---

\(^1\) According to Fig. 9.24(a), a certain fraction of the spectral weight is present in the R point, and the residual quasielastic line width is within the error the same for both points [167]. Therefore, measurements of the line width at the R point would only require longer counting time.

\(^2\) Scattering from the sample environment is discussed in detail in Ref. [167].
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Figure 9.27 Temperature dependence of the low-energy magnetic scattering for the 75% doped sample. Background signal from the empty cryostat, shown with black stars, has been considered in the global fit of the data. The solid lines are fits with quasielastic Lorentzian profiles. Reproduced from Ref. [167].

$T_K = T_0 / k_B$. As a reference measurement on the parent CeB$_6$ sample, we used the results published in Ref. [46], which we extrapolated to $T \to 0$ to obtain a more accurate reference value of the neutron-deduced Kondo temperature. As one can see, all samples comply with the above-mentioned $T^{1/2}$ law. Upon 28% La dilution, a slight decrease of the quasielastic line width at higher temperatures, compared with the parent compound, can be found. Results for the 50% doped sample show a small deviation from $T^{1/2}$ law scaling, but we consider it an artificial effect.\(^1\) One can still fit the data with the same law and see that the reduction in the line width persists. Upon subsequent increase of La concentration up to 75%, we still observe reliable evidence for the linear

\(^1\)At the time of our measurements, we did not yet fully appreciate the extremely important role of accurate background estimation, therefore as shown in Fig. 9.26, the empty cryostat was measured only in the narrow energy range in the vicinity of the elastic line.
temperature dependence of the quasielastic line width on $\sqrt{T}$, but the low intensity of the signal only allowed us to measure a few temperature points for this particular doping level.

By fitting the data in Fig. 9.28 to Eq. (9.6), we obtain the doping dependence of the linear slope $A$ and the linear offset at $T \rightarrow 0$, which defines the neutron-deduced Kondo temperature $\theta_N$. These results are presented in Fig. 9.29. In the Kondo-lattice limit of pure CeB$_6$, the Kondo temperature essentially coincides with the value obtained from the high-temperature resistivity data by Sato et al. [66, 166]. Even with the large uncertainties of the data points in La-doped samples, it is evident that the Kondo temperature tends to decrease when the Kondo lattice is diluted with nonmagnetic impurities, approaching the value of 1 K obtained by Sato et al. from resistivity measurements on a highly dilute...
9.5 Spin dynamics in \( \text{Ce}_{1-x}\text{La}_x\text{B}_6 \) and \( \text{Ce}_{1-x}\text{Nd}_x\text{B}_6 \)

Figure 9.29  Dependence of the neutron-deduced Kondo temperature, \( T_K = \Gamma_0/k_B \), and the \( A \) parameter defined by Eq. (9.6), on the La concentration in \( \text{Ce}_{1-x}\text{La}_x\text{B}_6 \), adapted from Ref. [167].

sample with only 3% of Ce ions, which can be treated as isolated Kondo impurities [166]. We can therefore conclude that despite all the difficulties that accompanied our attempts to determine the quasielastic line width at high temperatures, we managed to get an unambiguous confirmation of the \( T^{1/2} \) law scaling in a broad range of Ce concentrations. The doping dependence of the neutron-deduced Kondo temperature, extracted from the residual quasielastic line width, is in good agreement with earlier bulk measurements [66, 166], evidencing a slight reduction in \( T_K \) upon nonmagnetic dilution of the Kondo lattice.

Another important result from Fig. 9.28 is the doping dependence of parameter \( A \), which has a pronounced linear dependence on the Ce concentration. To the best of our knowledge, its physical significance is not at all clear. While it reflects how quickly the relaxation rate grows with temperature, we are not aware of any microscopic theoretical model that would relate this parameter with the properties of the electronic structure, electron-electron interactions, or the quality of magnetic scattering centers. Our result suggests that parameter \( A \) is proportional to the concentration of
localized magnetic Ce moments in Ce$_{1-x}$La$_x$B$_6$ and extrapolates to zero in the infinitely dilute limit. It remains to be seen if this conclusion holds generally for other Kondo-lattice systems.

9.5.4 **Field-induced collective excitations in Ce$_{1-x}$La$_x$B$_6**

As explained in Sec. 9.3.1, the localized viewpoint on the dynamical magnetic properties of CeB$_6$ has been challenged by the new INS experiments demonstrating the appearance of a sharp resonant mode at $Q_{AFQ}$ in the AFM phase, centered at an energy of $\hbar \omega_R = 0.48$ meV [63]. It has been successfully explained by Akbari et al. [85] as a pole in the spin susceptibility of the itinerant heavy quasiparticles, calculated within the RPA formalism for the heavy-fermion ground state, signifying a close relationship to the sharp resonant modes observed in the superconducting state of some other heavy-fermion compounds, such as CeCoIn$_5$ [76, 168], CeCu$_2$Si$_2$ [77], or the antiferromagnetic superconductor UPd$_2$Al$_3$ [169–171]. Such sharp magnetic excitations of itinerant origin, which are usually well localized both in energy and momentum, are referred to as spin excitons [78–81] to be distinguished from conventional magnons or crystal-field excitations in localized magnets.

Later Jang et al. [73] established that the $R$-point exciton in CeB$_6$ is continuously connected to a ferromagnetic collective mode, which is much more intense than the spin waves emerging from the AFM wavevectors $q_1$ and $q_2$, putting CeB$_6$ close to a ferromagnetic instability. In Sec. 9.4.3 we already discussed the evolution of both excitations, observed at the $\Gamma$ and $R$ points, upon the application of an external magnetic field. Significant differences in behavior of the two resonances between the AFM phases III and III$'$ further suggest that they may have different origin.

According to the phase diagrams shown in Fig. 9.1, in the absence of magnetic field CeB$_6$ develops two low-temperature ordered phases with the quadrupolar and dipolar order parameters. The AFM phase can be suppressed in a magnetic field of $B_c = 1.05$ T. For $B > B_Q = 1.7$ T, the AFQ phase is established and stabilized up to very high fields, and for $B_c < B < B_Q$, an intermediate magnetic phase III$'$ persists. Substitution with nonmagnetic
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La in $\text{Ce}_{1-x}\text{La}_x\text{B}_6$ also leads to a suppression of the AFM phase with a critical doping level $x_c = 0.3$. This offers an alternative way to investigate the nature of the resonant peak at the $R$ point by following its behavior with an increase in the La concentration.

It has already been shown that the resonance at the $R$ point within the AFM phase exhibits gradual broadening and shifts to lower energies upon warming, until it is transformed into a quasielastic like as soon as the AFM phase is suppressed [63]. It is natural to expect a similar behavior upon the suppression of the AFM order with La doping. The distribution of magnetic spectral weight in momentum space, on the other hand, is much less sensitive to the thermodynamic state of the sample and is mainly determined by the Fermi-surface geometry at the particular doping level. Notable changes in the quasielastic magnetic scattering have been observed within the paramagnetic phase even for the 50%
and 75% La-doped samples, as discussed in Sec. 9.5.2. However, here we will be mostly interested in the magnetic excitation spectrum at low doping levels, $x < x_c$, where the momentum-space redistribution of spectral weight can be neglected.

We start with presenting the spectrum of collective magnetic excitations in the absence of an external magnetic field. Figure 9.30 shows the low-temperature INS spectrum of Ce$_{0.77}$La$_{0.23}$B$_6$, measured by cold-neutron TOF neutron spectroscopy at $T = 60$ mK (within phase III), to be compared with the respective data in

![Figure 9.30](image)

**Figure 9.30** Color maps of the background-corrected INS intensity, $S(Q,\omega)$, measured at the $R$ point for (a) CeB$_6$ and (b)–(d) Ce$_{1-x}$La$_x$B$_6$ with $x = 0.18$, 0.23, and 0.28. The doping level is indicated in every panel together with the Néel temperature of the sample ($T_N$) and the corresponding measurement temperature ($T$). The plotted intensity has been smoothed in order to reduce the statistical noise and enhance readability. The symbols denote peak positions derived from Lorentzian fits.
Fig. 9.6 for the parent CeB$_6$ compound. The spectra are qualitatively similar, and the intensity maxima at the $R$ and $\Gamma$ points are still preserved. The energy of the exciton mode at the $R$ point, $\hbar \omega_R$, is slightly reduced from 0.48 meV in CeB$_6$ to 0.38 meV in Ce$_{0.77}$La$_{0.23}$B$_6$, while the energy of the ferromagnetic resonance at the zone center, $\hbar \omega_{\Gamma} = 0.25$ meV, remains practically unchanged. This result is consistent with the expectation that the spin gap at the $R$ point (which is the propagation vector of the AFO phase) should close at the quantum-critical phase transition to phase IV. It also implies that the behavior of the two resonant modes is qualitatively different or even opposite to the one observed as a function of magnetic field, where the $\Gamma$-point mode softens to zero with the suppression of the AFM phase (Fig. 9.10), while the $R$-point mode stays at a constant energy until a second field-induced mode emerges below it (Fig. 9.14).

Friemel et al. [23] compared the evolution of magnetic excitations at the $R$ point in Ce$_{1-x}$La$_x$B$_6$ samples with $x = 0$, 0.18, 0.23, and 0.28 upon applying the magnetic field along the [110] crystal directions. These results are summarized in Fig. 9.31, where the scattering function $S(Q_{\text{AFQ}}, \omega)$ at the wave vector $Q_{\text{AFQ}} = (\frac{1}{2} \frac{1}{2} \frac{1}{2})$ is plotted vs. energy transfer and magnetic field. The field ranges of phases III, III$,^\prime$, and II are indicated at the bottom of each panel. These excitations were fitted to a Lorentzian line shape given by Eq. (9.4), and the mode energy $\hbar \omega_0$ vs. $B$ is overlayed in Fig. 9.31 as black data points. In zero field, the $x = 0$ ($T_N = 2.4$ K), $x = 0.18$ ($T_N = 1.66$ K), $x = 0.23$ ($T_N = 1.2$ K), and $x = 0.28$ ($T_{N, \text{onset}} \approx 0.32$ K) doped samples exhibit the exciton at $\hbar \omega_R = 0.48, 0.41, 0.25$, and $\lesssim 0.1$ meV, respectively. In addition to the decrease in energy, the peak also broadens upon doping. Consequently, for $x = 0.28$, only a quasielastic line can be observed at low fields. Another, much weaker and broader peak can be also seen near $\hbar \omega_2 = 0.94$ meV in the $x = 0$ and $x = 0.18$ samples.

---

1In order to calculate $S(Q, \omega)$, the background intensity has been subtracted from the data. Details of this procedure can be found in Ref. [23].

2The energy of the $R$-point exciton in the $x = 0.23$ sample is somewhat lower than in Fig. 9.30 because of the higher measurement temperature. The TOF data in Fig. 9.30 were measured at 60 mK, whereas the triple-axis data in Fig. 9.31 were taken at 420 mK, which is only about 2.8 times lower than $T_N$ of this particular sample.
In the AFM phase, spectra of the parent and 18% La-substituted compounds show that the exciton energy stays nearly constant vs. \( B \), see Figs. 9.14 and 9.31 (a, b), while its amplitude shows a gradual suppression. This contrasts with the resonant mode in the SC state of CeCoIn\(_5\), whose energy splits in magnetic field with the main part of the spectral weight carried by the lower Zeeman branch [172]. For neither of the modes do we observe any splitting in magnetic field, which agrees with the complete lifting of the degeneracy within the \( \Gamma_8 \) quartet ground state by the consecutive AFQ and AFM orderings. However, the energy of the high-energy mode \( \hbar \omega_2 \), shown with empty circles in Figs. 9.31 (a, b), diminishes and gets sharper with field with a varying slope between the \( x = 0 \) and \( x = 0.18 \) compounds and a rather concave order-parameter-like field dependence. These facts together with the vanishing of the mode above \( T_N \) let us conclude that it might correspond to the onset of the particle-hole continuum at twice the AFM charge gap. Its magnitude of \( \hbar \omega_2 = (0.94 \pm 0.07) \) meV in zero field for CeB\(_6\) agrees with the \( Q \)-averaged gap size of \( 2\Delta_{\text{AFM}} \approx 1.2 \) meV determined by point-contact spectroscopy [82].

The integrated spectral weight of the exciton, corresponding to the area of the peak, remains nearly constant with field below \( T_N \) for \( x = 0, 0.18, \) and \( 0.23 \). As the system enters the aforementioned phase III’ above \( B_c \), the amplitude increases. The peak position in energy is changing abruptly [Fig. 9.31 (a, b)] or continuously [Fig. 9.31 (c)]. Upon eventually entering the AFQ phase, the excitation starts shifting to higher energies, as seen in the high-field spectra for \( B > 2 \) T. Even for the heavily doped \( x = 0.28 \) sample, a rather broad mode emerges for fields \( B > 6 \) T. This mode (we will denote it here as AFQ\(_1\)) is dominating the spectrum in the AFQ phase for all samples. Its peak intensity changes rather continuously when crossing the III’-II phase boundary at \( B_Q \) and remains nearly constant in the AFQ regime.

Moreover, upon entering phase III’ at \( B_c \), we observe the appearance of the second low-energy mode, which can be seen for the \( x = 0 \) and \( x = 0.18 \) compounds at approximately 0.2 meV in Fig. 9.31 (a, b). This excitation, denoted here as AFQ\(_2\), is very sharp and evolves monotonically and continuously into phase II, its energy increasing in parallel to that of the AFQ\(_1\) mode. The discussion
about the nature of this mode in pure CeB$_6$ can be found in Sec. 9.4; here we only note that it also persists in La-doped samples, demonstrating that the AFM and AFQ phases have clearly distinct spin dynamics. The linear monotonic increase of both the AFQ$_1$ and AFQ$_2$ mode energies with magnetic field in phase II is characterized by a common slope $g = (0.11 \pm 0.004)$ meV/T = (1.90 \pm 0.07)$ $\mu_B$, which is doping independent. This can be qualitatively explained by a transition between two Zeeman-split energy levels, consistent with the purely localized description of the spin dynamics in a mean-field model of ordered multipoles in magnetic field [15, 117], see also Sec. 9.4. The localized model would also naturally explain the increasing line width $\Gamma$ of the AFQ$_1$ mode with La doping, as the La-substitution randomly alters the environment of the Ce$^{3+}$ ion, composed of six nearest neighbors.

It still remains to be clarified how the exciton and the AFQ$_1$ mode are related. One possible scenario [85] describes the exciton as a collective mode below the onset of the particle-hole continuum at $2\Delta_{AFM}$. An alternative approach would understand the exciton as a multipolar excitation, which is overdamped by the coupling to the conduction electrons in the AFQ state $T > T_N$, but emerges as a sharp peak in the AFM state where the damping is removed by the opening of a partial charge gap [63, 73]. On the one hand, it would be an oversimplification to identify the exciton with the AFQ$_1$ mode, according to the second scenario, since the field dependence of the energy and the amplitude is completely different for both excitations. On the other hand, the zero-field extrapolation of the AFQ$_1$ mode energy $E_0$ almost coincides with the exciton energy $\hbar \omega_R$, both following the suppression of the magnetic energy scale, $k_B T_N$, as shown in Fig. 9.32(a).

Another piece of information is given by the doping and field dependencies of the exciton line width, $\Gamma$. Figure 9.32 (b) shows that it increases with the ratio of the exciton energy to the AFM ordering temperature, $\hbar \omega_R / k_B T_N$, which can be considered as a rough measure of the relative distance between the exciton and the onset of the particle-hole continuum under the assumption that the charge gap $\Delta_{AFM}$ is proportional to $T_N$. The points for all samples in which the exciton has been observed appear to fall on the same line, indicating that proximity to the continuum dominates the
Figure 9.32  (a) Zero-field exciton energy, $\hbar \omega_R$, and $B \rightarrow 0$ extrapolation of the AFQ$_1$ mode, $E_0$, as a function of $T_N$. (b) Half width at half maximum of the exciton, $\Gamma$, plotted vs. $\hbar \omega_R/k_B T_N$. (c) The same vs. $T_N(B)$ in the AFM phase for all doping levels. Note the inverted direction of the horizontal axis. (d) $\Gamma$ vs. $T_Q$ for the AFQ$_1$ mode in the AFM phase for all doping levels. The field-dependent transition temperatures $T_N(B)$ and $T_Q(B)$ were determined from measurements of the specific heat or from interpolation of the published phase diagrams ($x = 0$, $x = 0.2$, $x = 0.25$) [21, 22, 27, 33]. $T_N(B)$ for the $x = 0.18$ sample was estimated from the AFM charge gap $\hbar \omega_2$. All lines are guides to the eyes.

mode damping. A similar picture is given in Fig. 9.32(c), where the line width $\Gamma$ is plotted directly vs. $T_N$, whose dependence on the magnetic field has been taken into account. The universality of these dependencies among all the measured samples suggests that the suppression of the AFM order and the associated closing of the partial charge gap lead to a broadening of the exciton, rather than the chemical disorder from the La substitution. This ultimately leads to a quasieelastic line shape in the limit of the absent phase III in zero field, reached either by temperature for $T > T_N$ (point indicated by an arrow) or by doping (for $x = 0.28$), resulting in identical line widths for both cases within the experimental uncertainty. In contrast, the line width of the AFQ$_1$ mode in phase II is independent of the respective AFQ energy scale, $k_B T_Q$, as shown in Fig. 9.32(d). The line widths for $x = 0.18$ and $x = 0.23$ are comparable, which can be explained with the similar disorder effect because of chemical substitution. Were the AFQ$_1$ mode and the exciton of the same origin, we would expect a more similar response to disorder for both. Therefore, the exciton must be derived
from itinerant HF quasiparticles that are not as sensitive to the randomized local molecular field of the Ce\(^{3+}\) ion as the localized AFQ\(_1\) mode. The contrasting field dependencies for the energies for the exciton and the AFQ\(_1\) mode in Fig. 9.31 further substantiate this conclusion.
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