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Considering the natural abundance, the optoelectronic properties, and the electricity production cost, iron pyrite (FeS$_2$) has a strong appeal as a solar cell material. The maximum conversion efficiency of FeS$_2$ solar cells demonstrated to date, however, is below 3%, which is significantly below the theoretical efficiency limit of 25%. This poor conversion efficiency is mainly the result of the poor photovoltage, which has never exceeded 0.2 V with a device having appreciable photocurrent. Several studies have explored the origin of the low photovoltage in FeS$_2$ solar cells, and have improved understanding of the photovoltage loss mechanisms. Fermi level pinning, surface inversion, ionization of bulk donor states, and photocarrier loss have been suggested as the underlying reasons for the photovoltage loss in FeS$_2$. Given the past and more recent scientific data, together with contradictory results to some extent, it is timely to discuss these mechanisms to give an updated view of the present status and remaining challenges. Herein, the current understanding of the origin of low photovoltage in FeS$_2$ solar cells is critically reviewed, preceded by a succinct discussion on the electronic structure and optoelectronic properties. Finally, suggestions of a few research directions are also presented.

1. Introduction

Iron pyrite (FeS$_2$) has electronic and optical properties that seemingly make it a very promising absorber material for solar cell application. For example, it has a bandgap of $\approx 0.95$ eV (to attain a solar energy conversion efficiency up close to the Shockley–Queisser limit), high minority carrier diffusion lengths (100–1000 nm), a high absorption coefficient commensurate with thin film thickness for complete light absorption (a 100 nm thick film absorbs $>90\%$ of sunlight under the bandgap), and an electron mobility of up to 360 cm$^2$ V$^{-1}$ s$^{-1}$ at room temperature. Therefore, FeS$_2$ bears great promises for application in solar cells, particularly, to be used as a thin-film solar cell material alongside currently used thin-film photovoltaic (PV) materials, such as CdTe, CuIn$_{1-x}$Ga$_x$Se$_2$ (CIGS), and hybrid perovskites.

FeS$_2$ offers possibilities of the lowest-priced electricity production among the known solar cell materials. In a comparative study, a list of 23 candidate materials including Si was evaluated in terms of annual electricity production potential (TW) and production cost (¢ per W). FeS$_2$ outstands all of them. Most importantly, FeS$_2$ outweighs Si in every aspects. Some key issues that favor FeS$_2$ over Si are: the energy input for extraction (24 kWh kg$^{-1}$ for Si vs 2 kWh kg$^{-1}$ for Fe), extraction cost ($1.70 per kg for Si vs $0.03 per kg for Fe), photon flux absorption coefficient (FeS$_2$ has two orders of magnitude higher absorption coefficient), and a low levelized cost of the raw material per peak Watt (0.039 ¢ per W for Si vs <0.000002 ¢ per W for FeS$_2$). It is therefore argued that a 4% efficient FeS$_2$ solar cell will produce the output at a comparable price as that of a 19% efficient Si-based solar cell. Notably, the costs of Si production have shown a decreasing trend and new alternative thin film PV materials (hybrid perovskites and copper-zinc-sulfide, CZTS) have emerged. However, the intrinsic materials consumption as well as the extraction cost are still very low for FeS$_2$. If FeS$_2$ is produced in the same country with the same wages, electricity price, and tax policies that are set for Si; the use of FeS$_2$ in a PV technology has predicted to be more cost-effective than Si. With the cost for producing modules with interconnects/framing and additional system costs for installation that scales with solar cell area, however, the power conversion efficiency (PCE) has to be significantly higher than 4% to be competitive. As the raw material cost is a quite small part of the total module and system cost, it is likely that FeS$_2$ has to reach efficiencies close to existing thin film materials to be economically competitive.

Since its first demonstration, despite this high recognition and an intermittent research efforts of over three decades,
however, FeS₂ solar cells never have exceeded a PCE greater than 2.8%. This value was attained in a photoelectrochemical cell with a liquid junction \( \text{I}^{-}/\text{I}_3^- \) electrolyte and any PCE has not yet been certified in an accredited laboratory, while solid-state devices so far show significantly lower PCE. The low PCE is mainly due to the extremely poor open-circuit voltage, \( V_{OC} \) (typically <200 mV).\(^7\) Secondary phases, surface conduction phenomena, and undesired doping have been reported as the key issues behind this poor conversion efficiency\(^9\) that subsequently lead to phenomena, such as surface inversion,\(^8\) ionization of deep donor states,\(^10\) and photocarrier recombination\(^11\) for loss of photovoltage.

It is speculated that if the efficiency would improve to 10%, the estimated production cost of electricity with FeS₂ would be as low as <0.000002 \( \text{e} \) per W, an unbeatable price for any known solar cells materials at this time.\(^14\) Apparently, a 10% efficiency for FeS₂ looks far beyond the reality, and as we argue above from a total module and system cost, the efficiencies would likely need to approach already implemented thin film materials. If the \( V_{OC} \) would be improved to 500 mV, however, a conversion efficiency of \( \approx 20\% \) can be reached.\(^13\) Therefore, a thorough evaluation of the electronic properties and the factors controlling the low \( V_{OC} \) is highly essential to make progress with the conversion efficiency of FeS₂ solar cells.

The article is divided into two parts. In the first part, we concisely discuss fundamental electronic properties, surface state kinetics, and related surface conduction phenomena. This will build a necessary background to the second part where we discuss the provoking mechanisms for photovoltage loss. Finally, we conclude with some future research recommendations for key areas relevant for further understanding and to advance FeS₂ as a candidate thin-film PV material.

2. Fundamentals of Electronic Properties and Surface State Kinetics in FeS₂

Pyrite is a \( d \)-band semiconductor that belongs to the space group \( \text{Pa}-3 \). Its crystal structure comprises of two interpenetrating cation (Fe\(^{3+}\)) and anion (S\(^{2-}\)) in face-centered-cubic (fcc) sublattices. Each Fe\(^{3+}\) ion in the bulk is octahedrally coordinated (symmetry group \( \text{O}_h \)) by one of the sulfur atoms in a \( \text{S}_2^{2-} \) pair and positioned at the face of the cube. Because of a strong ligand field, the metal \( d \) states split into nonbonding, triply degenerate Fe 3d \( t_{2g} \) states (\( d_{xy}, d_{xz}, \text{and } d_{yz} \)), and doubly degenerate Fe 3d \( e_g \) (\( d_{x^2-y^2} \text{ and } d_{z^2} \)) states. The valence band (VB) consists of Fe 3d \( t_{2g} \) states, and the conduction band (CB) minimum consists of Fe 3d \( e_g \) states hybridized with S ppσ* orbitals (see Figure 1).\(^12\) FeS₂ has an indirect bandgap with a direct bandgap very close in energy. In the literature, the reported bandgap of bulk FeS₂ vary between 0.83 and 1.01 eV,\(^16\) while the mostly cited bandgap is \( \approx 0.95 \text{ eV} \).\(^7\)

On a fractured FeS₂, neutral sulfur vacancies (S-vacancies) contribute dominantly in formation of the surface states. Significant concentrations of S-vacancies have been measured in pyrite faces by X-ray diffraction, photoelectron spectroscopy, and thermogravimetric data.\(^3\) Therefore, the degree of off-stoichiometry of FeS₂ may be predicted by the equilibrium concentration of its native defects due to S-vacancies. According to density functional theory (DFT) calculations, the magnitude of the S-vacancies decays almost entirely to zero beyond approximately three atomic layers into the bulk.\(^11\)

Due to S-deficiencies, FeS₂ undergoes a reduction in symmetry from octahedral (\( \text{O}_h \)) toward square pyramidal (\( \text{C}_{4v} \)). This symmetry reduction leads to a loss of degeneracy among the Fe 3d \( t_{2g} \) and bandgap states.\(^18\) Therefore, a reduction in the bandgap was anticipated in the presence of these surface states.\(^3\) Zhang et al. theoretically predicted a maximum bandgap of 0.56–0.71 eV for S-deficient, and 0–0.3 eV for S-rich surfaces.\(^19\) Other authors have theoretically calculated that S-vacancies may turn the bandgap to zero by making the surface metallic.\(^11\) The small \( V_{OC} \) in single crystals FeS₂ solar cell has therefore been associated with S-vacancies.\(^20\)

The kinetics of the formation of S-vacancies was studied by many groups using DFT.\(^11,19,21\) DFT results predicted high formation energies for defects due to S-vacancies. It means that a high concentration of defects formation within the FeS₂ crystal is not probable. This clearly contradicts the experimental finding of considerable amounts of defects and in consequence, the ability for facile S-vacancy formation in FeS₂ needs to be revisited. It is to be noted that synthesis techniques, however, have progressed in a level to synthesize phase pure pyrites.\(^22\) Birkholz et al. reported that pyrite samples are S-deficient up to 13 at%\(^9\) Contrarily, Ellmer and Höpfner have argued that reports of Birkholz et al. are likely to be a measurement error as they believe the S-deficiency of pyrite should be within 1 at%.\(^23\)

---

**Figure 1.** Left) Unit cell structure of cubic pyrite with \( \text{Pa}-3 \) symmetry showing the sulfur pairs, octahedral coordination of Fe–S, and relative octahedral tilting. Right) Fe 3d ligand field splitting due to symmetry reduction from \( \text{O}_h \) to square pyramidal \( \text{C}_{4v} \) at the surface. Ligand field splitting depicted using data from ref. \( [24] \).
Because of this and aforementioned contradictory data, the amount and nature of S-deficiencies in FeS$_2$ remain uncertain. The presence of S-vacancies in FeS$_2$ is undeniable, regardless of the debate whether it appears in high or low concentration. Research has therefore invested in understanding FeS$_2$ surfaces related electronic behavior, notably, the surface conduction in FeS$_2$. The surface conductive layer is commonly assigned with a p-type behavior, while bulk is n-type. This surface inversion suggests pinning of the surface Fermi level near the valence band edge. Bronold et al. reported that the fivefold surface coordination of Fe causes the Fe 3d$^z$ (e$_g$) orbital to fall into the bandgap, and thus creating an intrinsic surface state, which was shown as a likely cause of the origin of the p-type surface and associated Fermi level pinning near the valence band.

### 3. Current Trends in Understanding of the Origin of Low Photovoltage in FeS$_2$ Solar Cells

Extensive research efforts of last 35 years made a significant progress in synthesis and understanding of surface-related electronic and optical properties of FeS$_2$. Nevertheless, solar energy conversion efficiency for FeS$_2$ solar cell has remained below 2.8%. A low $V_{OC}$ in this case is the ultimate reason for this poor efficiency. Therefore, a mechanistic understanding of the photovoltage loss mechanisms is highly essential.

In early nineties of last century, a hypothesis was made that this low $V_{OC}$ could be due to an electronic defect coupled to the material. The intrinsic surface states were postulated to cause Fermi level pinning at the space charge region (SCR) and limit the barrier height in the SCR. Therefore, although not fully understood, surface Fermi level pinning was hypothesized as the major reasons for photovoltage loss in FeS$_2$. This hypothesis gained importance when an investigation revealed that both natural and synthetic crystals were found to be exclusively sulphur deficient.

Later on, it was contested that pinning of surface Fermi level at an energy level to limit the barrier height significantly is unlikely to happen. Instead, it was reported that the Fermi level is intrinsically pinned near the valence band maximum of FeS$_2$ single crystals, due to charge neutrality condition caused by the equilibration of the bulk Fermi level with a high density of surface acceptor states. As a result, band bending (and therefore, the barrier height) should be large. It implies that Fermi level pinning instead should work toward an increase in measured $V_{OC}$. It was further argued that when the Fermi level is pinned, negatively charged surface states should be spatially separated from the positive space charge region—resulting in charge accumulation to form a Schottky buried junction. It consequently would mediate and facilitate the extraction of photogenerated minority carriers across the interface. It means that Fermi level pinning due to surface states only cannot satisfactorily explain the low $V_{OC}$ and limited performance of FeS$_2$ solar cells.

To advance the understanding of photovoltage loss, recently, formation of a hole-rich inversion layer at the surface has been accounted for as a source of photovoltage loss in pyrite photovoltaics (see Figure 2). The low voltage was believed to be caused by thermionic field emission through a thin triangular potential barrier at the surface of the crystal. The symmetry reduction (distorted octahedral to square pyramidal coordination) due to change in iron coordination number (from six to five) at the surface was shown to be the likely origin of this thermionic emission. The symmetry reduction leads to creation of surface states at energies close to the valence band edge. When the Fermi level of the n-type bulk tends to equilibrate with surface states, it creates a strong upward band bending and an inversion layer. As a result, donors near the surface rise above the Fermi level and are ionized. This consequently enhances the surface field to create a thin triangular potential barrier for direct tunneling of majority carriers (Figure 2d). This leaky potential barrier can be a possible origin for the large dark current, and therefore loss of charges and subsequently limiting the $V_{OC}$.

Bronold et al. predicted the likely existence of an inversion layer at the surface of pyrite. Later on, Law et al. made the intensive studies on emergence of surface states induced hole-rich surface inversion/accumulation layer, which is subsequently expounded by Aydil and Leighton et al. Surface conduction in pyrite single crystals dominates at temperatures low enough to freeze out a sufficient fraction of the bulk electrons, while in pyrite thin films, it could happen at all temperatures because of a large surface to volume fraction. The inversion layer is caused by large upward band bending at the surface due to the ionization of holes from a shallow surface acceptor to the valence band. Existence of a hole-rich inversion layer at the surface of the n-type crystals was demonstrated with Hall measurements. Unusual sign changes have also been noticed for the Hall coefficient ($R_H$), see Figure 2c. It was shown that while electrons in the bulk of the crystal are frozen out at low temperatures, the holes in the inversion layer become dominating for the conduction. It indicates that a parallel conduction would be possible with a p-type surface and an n-type bulk, at least at low temperatures. When the temperatures reach close to the $|R_H|$ maximum, a regime of mixed transport between bulk electrons and surface holes appears. In this case, the spatial separation of these charge carriers is maintained by the surface electric field. The inversion layer is therefore electrically isolated from the n-type bulk by a depletion region.

In addition to the concept of surface inversion, an alternative hypothesis based on the ionization of deep donor states at bulk has been proposed for photovoltage loss in FeS$_2$. The origin of these donor states in the bulk is related to the intrinsic sulfur vacancies and reduction of the Fe–S coordination in FeS$_2$. Ionized deep donor states would contribute in recombination of conduction band electrons with photogenerated holes in valence band by direct band–band relaxation or by tunneling toward the interface. Therefore, ionized donor states have shown to affect the homogeneity of charge density distribution in the SCR and the barrier height at the intrinsic surface Fermi level (see Figure 3a,b). Inhomogeneous charge distribution due to deep ionized donor states resulted in SCR with two distinct regimes, namely, nonconstant regime and abrupt regime (see Figure 3b). A nonconstant regime was defined for the potentials within bulk Fermi level and half occupancy (F1/2) of the deep donor band based on the Fermi–Dirac distribution, while an abrupt regime was defined beyond half occupancy (F1/2). Therefore, singly
occupied deep donor states form the nonconstant charge distribution in the SCR, and fully ionized donor states form the abrupt region. Understandably, in the nonconstant regime, charge density follows the ionization of deep donor states, while it equals the concentration of deep donor states in the abrupt regime. The experimental profile of abrupt SCR (1.3 nm)
is accompanied with depletion region (1 nm) and weak inversion region (0.3 nm). These regions govern the charge distribution and width of SCR with the change of the Fermi level position respective to valence band edge. This very narrow abrupt surface charge region has shown to introduce surface tunneling and impose a limitation to barrier height of $\approx 230$ mV, and consequently resulted in a limited $V_{OC}$.

Recently, research efforts have been made to understand the fundamental limitation of $V_{OC}$ by quantifying the photocarrier loss in high quality and phase pure iron pyrite cubes. Photo-carriers are shown to be lost due to fast carrier localization of photoexcited carriers to indirect band edge and shallow trap states. Ligand field theory and molecular orbital theory predict the formation of midgap defect states/band due to S-vacancies. Defect states within the bandgap therefore can influence the carrier dynamics and the optoelectronic performance.

Transient absorption spectroscopy of iron pyrite nanocubes revealed a band edge photo-bleaching and below bandgap photoinduced absorption as representing cases of disorder and defect-assisted charge carrier trapping and recombination (see Figure 3c). The photo-bleaching signal originates from near bandgap stimulated emission of the photogenerated carriers and state-filling of the band edge states, while the below bandgap photoinduced absorption band originates from the localized charge carrier absorption. The observed fast decay of photo-bleaching was interpreted as the localization of

---

**Figure 3.** Space charge region properties of the iron pyrite single crystals. a) Occupancy of surface acceptor states ($N_A$) and deep donor ($N_D$) density of states (DOS) relative to the bulk and surface Fermi level. b) Experimental profile for the apparent charge density in the abrupt space charge region ($N_{SC}$) as a function of the variable abrupt space charge depth ($X_D$) which is shown using a purple double-sided arrow. c) Schematic of the photophysical processes involved in iron pyrite based on optical pump probe spectroscopy. Here, 1: optical excitation of electron from valence to conduction band, 2: rapid carrier localization of the excited carrier to indirect band edge and low lying shallow defect states, 3: slower electron relaxation to midgap deep defect states/band (long lived trap states), and 4: electron recombination process with the valence band holes. a,b) Adapted with permission.[10] Copyright 2014, American Chemical Society. c) Adapted with permission.[14] Copyright 2016, American Chemical Society.
photogenerated charge carrier at the band edge and midgap trap states. The resulted photocarrier losses therefore have been postulated as a dominant reason for the photovoltage loss in iron pyrite.\[16\]

### 4. Conclusions and Future Perspective

We are in a dire need of having earth abundant, nontoxic and low-cost materials made into thin-film technologies beyond widely used Si for next generation solar cells to meet a more sustainable and low energy production approach for residential, commercial, and industrial uses. Regardless of the conversion efficiency, the most important parameter is the cost per Watt of electricity production. To this context, FeS\(_2\) has the true potential to be the deal breaker, but still faces several challenges. The grand challenge is to significantly increase the solar energy conversion efficiency for FeS\(_2\) solar cells to more than 3%. Despite significant progress in synthesis and characterization, the \(V_{OC}\) for a cell with appreciable amount of photocurrent is still limited to <0.2 V. Therefore, a clear understanding of the origin of low \(V_{OC}\) in FeS\(_2\) is highly important to overcome the limitation in the efficiency of next generation pyrite based solar cells.

We have discussed the past debates and current progress in understanding the mechanisms of photovoltage loss in FeS\(_2\), which we believe is essential to unlock the full PV potential of this material. By synthesizing the literature, it might be concluded that available mechanisms to understand photovoltage loss have their own limitations, and eventually cannot stand out solid to definitively explain the origin of low \(V_{OC}\). It is also to be noted at the same time that in the midst of a great volume of fundamental research reports available on FeS\(_2\) (>thousands), there are only few reports (<15) that have demonstrated a photovoltage in a device.\[6,7,10,14,31\] This article may therefore provide the impetus for more advanced and customized studies to unveil the origin of the commonly low \(V_{OC}\) in FeS\(_2\). We here below discuss some challenges remained and new research directions that may be pursued for improved understanding and performance of FeS\(_2\).

Surface and bulk states play significant roles in the photovoltage. Surface inversion, leaky potential barrier, tunneling majority carrier, photocarrier loss, nonconstant charge distribution, very narrow space charge region, and so on, all are related to the surface and bulk states. It is estimated that if donor states could reduce below \(10^{17}\) cm\(^{-3}\), thermionic emission would become insignificant and enhance the maximum \(V_{OC}\) above 450 mV.\[7\] Despite a noticeable progress in synthesis of phase pure pyrite crystals/films,\[7-9,14,28,29,32\] challenges remain in reducing the concentration of surface states and bulk donor states below \(10^{19}\) cm\(^{-3}\). Passivation of surface states and near surface states may be one possible way to overcome this.\[13\]

Depending on the synthesis conditions, pyrite phase of FeS\(_2\) often incorporates one or more of the secondary phases. Sulfur-deficient metallic iron sulfides (e.g., troilite FeS, pyrrhotite Fe\(_{1-x}\)S, smythite Fe\(_{33-x}\)S\(_{11}\), greigite Fe\(_{36-x}\)S\(_{19}\), etc.) and orthorhombic marcasite (FeS\(_2\)) are the most notable secondary phases. However, considering the comparable free energy of formation and small difference in relative stability, coexistence of marcasite with either natural or synthetic pyrite is highly probabilistic.\[12-34\] These secondary phases when present in conjunction with the pyrite structures are supposedly considered detrimental for pyrite-based solar cell performance, while marcasite phase has been reported to be the most deleterious.\[15\]

Traditionally, the smaller bandgap (0.34 eV) of marcasite was believed to impede the development of photovoltage.\[6\] However, there is an inconsistency in the reported values for the bandgap of marcasite which varies between 0.3 and 1.6 eV.\[1,36,37\] Therefore, the low bandgap cannot be faithfully ascribed to be the reason for lower photovoltage developed in pyrite solar cells. In contrast, recently, the coexistence of marcasite with pyrite phase has been reported beneficial for improved photoresponse and photocurrent.\[36\] Because of the band alignment, it was reported that a mixed phase of marcasite/pyrite established a junction that facilitated efficient charge separation.

On the other hand, synthesis of pyrite can be fine-tuned to avoid metallic phases completely,\[38\] and therefore, they are apparently not a matter of high concern.\[15\] The reality is that research has been directed to speculate the impact of the secondary phases. However, these speculations have not yet been supported by real data while measuring the cell efficiency.

Several DFT and experimental studies speculated that the narrowing of the bandgap of the pyrite surface might cause the photovoltage loss in pyrite devices.\[7,11,17,19,1,39\] However, there is the uncertainty in the calculated/measured values of bandgap. More sophisticated experiment needs to be designed (e.g., combining ultraviolet photoemission, inverse photoemission, scanning tunneling spectroscopy, etc.) to definitively establish the bandgap of pyrite surfaces.

The orientation/reorientations of anions in FeS\(_2\) around their average lattice position or ion exchange may result in dynamic disorder in crystal structure. The cooling and transport of photoexcited charge carriers depend on this lattice dynamics. As a result, the coupling between electronic excitations and lattice vibrations (i.e., electron–phonon interactions) is influenced by lattice dynamics.\[40\] Solar cell is an optoelectronic device that interfaces with both optical and electrical properties.\[41\] In nanoscale electronic devices, the dominating source of energy loss comes from impurity scattering associated with extrinsic doping, while electron–phonon coupling is the second largest source of loss in optoelectronic devices and can significantly affect the electronic conductivity and energy efficiency.\[42\] Different from the Coulombic or charge interactions involved with ionized impurity scattering, phonon scattering couples exciton energy into a phonon wave. Therefore, electron–phonon coupling is important for electronic transport properties of optoelectronic devices at the nanoscale and is also connected to the subsequent thermalization process of charge carriers. Nanostructures, because of their confined nature, are more susceptible to electron–phonon coupling down to a size where there are suppression of phonons, where instead under-coordinated surface groups and dangling bonds can give rise to soft-modes and molecular vibrations and other pathways to energy loss. Evidently, bulk phonons and surface vibrations are the most likely sources reducing carrier mobilities, and are unavoidable.\[42\]

Particularly, phonon lifetimes are critically important as they provide insight into both electron–phonon and...
phonon–phonon scattering. For example, if phonons are slow to dissipate heat, it will create nonequilibrium phonon populations that will consequently affect carrier relaxation and scattering processes.[40,41] Therefore, interaction of phonons with charge carriers has substantial effects on the operation of solar cells. Phonons are quantized vibrational mechanical energy, and result in inelastic Raman interactions between photons and the lattice. Raman spectroscopy under near resonant excitation (where the incident photon energy is near the material’s bandgap) should therefore be useful technique to extract electron–phonon coupling strengths.[42] Additionally, neutron scattering measurements may be exploited to deduce the phonon lifetimes in bulk to scale the contribution of specific phonon modes to the thermal conductivity.[40]

We also envisage that efficiency of FeS₂ solar cells might be increased by photon recycling, or by controlling the spectral or angular emission from the cell. These techniques were proven effective for other kinds of solar cells.[44,45] These can be realized by integrating external component in solar cell architecture. For example, adding a selective reflector to a cell, conceptually, can surpass bandgap limitation.[46] The idea is to feed back the band edge emitted photons into the device by the reflectors to build up the effective quasi Fermi level of the electrons that would allow emission above the threshold of bandgap.

However, electron–phonon coupling and photon recycling are recommended here for more advanced research, given that respectable efficiencies are routinely obtained. With careful analysis of previous findings and more detailed investigations and suppression of the energy loss mechanisms, we believe that it would not be impossible to obtain a high photovoltage with FeS₂ solar cells one day.
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