Beam Energy Dependence of Moments of the Net-Charge Multiplicity Distributions in Au + Au Collisions at RHIC
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We report the first measurements of the moments—mean ($M$), variance ($\sigma^2$), skewness ($S$), and kurtosis ($\kappa$)—of the net-charge multiplicity distributions at midrapidity in Au + Au collisions at seven energies, ranging from $\sqrt{s_{NN}} = 7.7$ to 200 GeV, as a part of the Beam Energy Scan program at RHIC. The moments are related to the thermodynamic susceptibilities of net charge, and are sensitive to the location of the QCD critical point. We compare the products of the moments, $\sigma^2/M$, $S\sigma$, and $\kappa\sigma^2$, with the expectations from Poisson and negative binomial distributions (NBDs). The $S\sigma$ values deviate from the Poisson baseline and are close to the NBD baseline, while the $\kappa\sigma^2$ values tend to lie between the two. Within the present uncertainties, our data do not show nonmonotonic behavior as a function of collision energy. These measurements provide a valuable tool to extract the freeze-out parameters in heavy-ion collisions by comparing with theoretical models.

The major goals of the physics program at Brookhaven National Laboratory’s Relativistic Heavy-Ion Collider (RHIC) are the search for and study of a new form of matter known as the quark-gluon plasma (QGP) [1] and the mapping of the quantum chromodynamics (QCD) phase diagram in terms of temperature $T$ and baryon chemical potential $\mu_B$. Lattice QCD calculations indicate that at vanishing $\mu_B$, the transition from the QGP to a hadron gas is a smooth crossover [2–8], while at large $\mu_B$, the phase transition is of first order [4,9]. Therefore, a critical point in the QCD phase diagram is expected at finite $\mu_B$, where the first order transition ends. The location of the critical point has been predicted to be accessible at RHIC [10–12], where the Beam Energy Scan program has been ongoing since 2010. The aim of this program is to map the QCD phase by varying the center-of-mass energy of the colliding ions, thereby scanning a large window in $\mu_B$ and $T$.

One of the characteristic signatures of the QCD critical point is the nonmonotonic behavior in the fluctuations of globally conserved quantities, such as the net-baryon, net-charge, and net strangeness numbers, as a function of beam energy [4–8,10–19]. The event-by-event distributions of the conserved quantities within a limited acceptance are characterized by the moments, such as the mean ($M$), the standard deviation ($\sigma$), the skewness ($S$), which represents the asymmetry of the distribution, and the kurtosis ($\kappa$), which gives the degree to which the distribution is peaked relative to the normal distribution. These moments are related to the corresponding higher-order thermodynamic susceptibilities and to the correlation length of the system [19,20]. At the critical point, thermodynamic susceptibilities and the correlation length of the system are expected to diverge for large samples in equilibrium. But in reality, the phenomenon of critical slowing down in the vicinity of the critical point drives the system away from thermodynamic equilibrium, so the correlation length reaches a maximum value of around 1.5–3 fm [19,21]. Assuming that the signal at freeze-out survives dissipation during the evolution of the fireball from the hadronization stage [22], the higher moments can be used as one of the preferred tools for locating the critical point.

When relating the susceptibilities to the moments, a volume term appears, making it difficult to compare different systems and collision centralities. The products of the moments, such as $\sigma^2/M$, $S\sigma$, and $\kappa\sigma^2$, are constructed in order to cancel the volume term. Lattice QCD calculations have shown that these products go through rapid change near the critical point [4–7]. In addition, the products of the moments of the experimental data can be effectively used to determine the freeze-out points on the QCD phase diagram by comparing directly with first-principle lattice QCD calculations [23]. The net-charge multiplicity distributions are appropriate for all these studies as they directly probe a conserved quantum number [16–18]. Combining these results with the moments of net-proton multiplicity distributions [24], we may be able to extract the freeze-out parameters and probe the critical point.

In this Letter, we report the first measurements of the moments of the net-charge multiplicity distributions in Au + Au collisions at $\sqrt{s_{NN}} = 7.7$, 11.5, 19.6, 27, 39, 62.4, and 200 GeV, corresponding to $\mu_B$ from 410 to 20 MeV [25].

The data were taken by the Solenoid Tracker at RHIC (STAR) experiment in 2010 and 2011, as part of the Beam Energy Scan program at RHIC [12,13,26,27]. With large uniform acceptance and excellent particle identification capabilities, STAR provides an ideal environment for studying event-by-event distributions of charged particles. The Time Projection Chamber (TPC) [28] is the main tracking detector used to identify charged particles and obtain net charge (difference between the number of positive and negative charged particles) on an event-by-event basis. Combination of signals from the zero degree calorimeters [29], vertex position detectors [30], and beam-beam counters [31] are used as the minimum bias trigger. The data analysis has been carried out for collisions occurring within ±30 cm of the TPC center in the beam direction. Interactions of the beam with the beam pipe are rejected by selecting events with a radial vertex position in the transverse plane of less than 2 cm. The charged tracks are selected with more than 20 space points in the TPC out of 45, a distance of closest approach (DCA)
to the primary vertex of less than 1 cm, and the number of hit points used to calculate the specific energy loss greater than 10. The spallation protons, produced due to beam-pipe interactions, affect the charged particle measurement. These are suppressed by removing protons with transverse momentum $p_T$ less than 400 MeV/$c$. To be consistent, antiprotons are also removed within this $p_T$ range. The centrality of the collision is determined by using the total number of charged particles within a pseudorapidity $\eta$ window of $0.5 < |\eta| < 1.0$, chosen to be beyond the analysis window of the net-charge distributions. The centrality is represented by the average number of participating nucleons $\langle N_{\text{part}} \rangle$ as well as the percentage of total cross section, obtained by the Monte Carlo–Glauber simulation [32]. The total numbers of events analyzed are 1.4, 2.4, 15.5, 24, 56, 32, and 75 (all $\times 10^5$) for $\sqrt{s_{NN}} = 7.7, 11.5, 19.6, 27, 39, 62.4$, and 200 GeV, respectively.

The measured positive ($N_+$) and negative ($N_-$) charged particle multiplicities within $|\eta| < 0.5$ and $0.2 < p_T < 2.0$ GeV/$c$ (after removing protons and antiprotons with $p_T < 400$ MeV/$c$) are used to calculate net charge ($N_+ - N_-$) in each event. The net-charge distributions are obtained for different centrality classes. The finite centrality bin width may cause volume variations within a given centrality class and may introduce additional fluctuations. The moments and moments products are calculated at every integer value of the centrality variable. The values shown in the figures are weighted averages in 5% or 10% wide centrality bins compared to narrower (1%) bins. The correction factor on the higher moments for choosing 5% or 10% wide centrality bins compared to narrower (1%) bins is about 2% or less.

Finite reconstruction efficiencies of the charged particles affect the measured moments. The efficiency for each centrality and collision energy is obtained by using the embedding technique [35]. The average efficiencies vary within 63%–66% and 70%–73% for most central (0%–5% bin) and peripheral (70%–80% bin) events, respectively, for all collision energies. The corrections to the moments are based on binomial probability distributions of efficiency [18]. For $\sigma^2$, the efficiency correction factors for all energies and centralities are consistent with unity, whereas for $S\sigma$, these factors vary from 1.4 to 1.0 from peripheral to central collisions for all energies.

The statistical errors of the moments and their products have been calculated using the Delta theorem approach [36] and Bootstrap method [37] for efficiency-uncorrected and efficiency-corrected results, respectively. The statistical uncertainties in the corrected results increase compared with the uncorrected ones because the efficiency corrections involve higher-order cumulants. The systematic uncertainties are obtained by varying the track selection criteria of the charged particles, such as the number of fit points, the DCA, and the number of hit points used to calculate ionization energy loss ($dE/dx$) in the TPC. The final systematic errors were estimated by including an additional 5% uncertainty in the reconstruction efficiency.

In Fig. 1, the efficiency and centrality bin width corrected moments of the net-charge distributions are plotted as a function of $\langle N_{\text{part}} \rangle$ for Au + Au collisions at seven colliding energies. The statistical errors dominate in most cases and the systematic errors are within the symbol size. For all the collision energies, we observe that the $M$ and $\sigma$ values increase, whereas the $S$ and $\kappa$ values decrease with increasing $\langle N_{\text{part}} \rangle$. The dotted lines in the figure are central limit theorem (CLT) calculations of the moments as a function of $\langle N_{\text{part}} \rangle$ [38], which assume independent emission sources. These calculations follow the general trend of the data points. However, deviations from the CLT have been observed for several data points where the $\chi^2$ values are as large as 16.9 for seven degrees of freedom. This may imply correlated emission of particles. The volume dependences of the moments are evident from Fig. 1, plotted as a function of $\langle N_{\text{part}} \rangle$, which are canceled in suitably constructed products of the moments.

In order to understand the nature of the moments and their products, it is essential to compare the experimental results with baseline calculations. Two such calculations, one using the Poisson distribution and the other the

![FIG. 1](color online). The efficiency and centrality bin width corrected (a) mean, (b) standard deviation, (c) skewness, and (d) kurtosis of the net-charge multiplicity distributions as a function of number of participating nucleons $\langle N_{\text{part}} \rangle$ for Au + Au collisions. The dotted lines represent calculations from the central limit theorem. The error bars are statistical and systematic errors are within the symbol sizes.
negative binomial distribution (NBD), have been studied. In case of the Poisson baseline, the positive and negative charged particle multiplicities are randomly sampled from their mean values, resulting in a Skellam net-charge distribution [39]. The NBD baselines are constructed by using both the measured mean values and variances of the positive and negative charged particles [40]. Like the CLT, the Poisson and NBD baselines assume that the event by event multiplicities of positive and negative particles are independent random variables, i.e., completely uncorrelated. The Poisson and NBD assumptions result in different relationships between the moments of positive and negative particles. These baselines may provide adequate references for the moments of the net-charge distributions. Deviations from the baseline values, if any, would help us to observe possible nonmonotonic behavior.

Figures 2 and 3 show the values of $S\sigma$ and $\kappa \sigma^2$, respectively, plotted as functions of $\langle N_{\text{part}} \rangle$ for Au + Au at seven collision energies. The data are corrected for centrality bin width effect and detector efficiencies. Results from Poisson and NBD baselines are superimposed in both figures. The $S\sigma$ values, shown in Fig. 2, systematically decrease with increasing beam energy for all centralities. The Poisson and NBD baselines are close to the data at $\sqrt{s_{NN}} = 200$ GeV. The differences between the baselines and the data increase with decreasing beam energy. For low energies ($\sqrt{s_{NN}} \leq 27$ GeV), the data are systematically above the Poisson baselines by more than 2 standard deviations, whereas the NBD baselines give a better description of the data. Figure 3 shows that the values of $\kappa \sigma^2$ at all energies and centralities are consistently larger than the Poisson baselines and below the NBD baselines. The NBD baselines are closer to the data than the Poisson baselines, but fail to quantitatively reproduce the experimental values. This is an indication of the existence of intraevent correlations of positive and negative charged particles in the data, even within the finite detector acceptance.

In Fig. 4, we compare the beam-energy dependence of $\sigma^2/M$, $S\sigma$, and $\kappa \sigma^2$ for two centrality bins, one corresponding to most central (0%–5% bin) and the other to peripheral (70%–80% bin) collisions. Results from the Poisson and NBD baselines are superimposed for both of the centralities. All of the results shown in this figure are efficiency and centrality bin width corrected. The values of $\sigma^2/M$ increase with increasing beam energy, and are larger for peripheral collisions compared with the central collisions. In general, both the baseline calculations overestimate the data. The $S\sigma$ values are close to zero for $\sqrt{s_{NN}} = 200$ GeV, and increase with decreasing beam energy for both centralities. The Poisson baselines underestimate the $S\sigma$ values in most of the cases, whereas the NBD baselines are closer to the data. The peripheral data are better described by the NBD baselines compared with the central data points. The $\kappa \sigma^2$

FIG. 2 (color online). Centrality dependence of $S\sigma$ in Au + Au collisions at $\sqrt{s_{NN}} = 7.7$ to 200 GeV. The results are efficiency and centrality bin width corrected. Results from the Poisson and NBD baselines are superimposed. The error bars are statistical and the caps represent systematic errors.

FIG. 3 (color online). Centrality dependence of $\kappa \sigma^2$ in Au + Au collisions at $\sqrt{s_{NN}} = 7.7$ to 200 GeV. The results are efficiency and centrality bin width corrected. Results from the Poisson and NBD baselines are superimposed. The error bars are statistical and the caps represent systematic errors.
hadron yields, the first moment of the fluctuations, the chemical freeze-out have been extracted from hadron resonance gas (HRG) models [25,41]. However, higher-order correlation functions should allow stricter tests on the thermal equilibrium in heavy-ion collisions. Calculations of freeze-out parameters based on preliminary experimental data on moments of net-charge distributions have been obtained [42,43]. From the latest lattice [44] and HRG analyses [45] using the STAR net-charge and net-proton results for central Au + Au collisions at 7.7 to 200 GeV, the extracted freeze-out temperatures range from 135 to 151 MeV and $\mu_B$ values range from 326 to 23 MeV. The errors in these calculations increase from 2% to 10% as a function of decreasing beam energy, which is mostly due to the statistical uncertainty in the experimental measurements. More details can be found in Refs. [44,45]. Note that this is the first time that the experimentally measured higher moments have been used to determine the chemical freeze-out conditions in high-energy nuclear collisions. The freeze-out temperatures obtained from the higher moments analysis are lower with respect to the traditional method [25,46]. This difference could indicate a higher sensitivity to freeze-out in the higher moments, which warrants further investigation.

In summary, the first results of the moments of net-charge multiplicity distributions for $|\eta| < 0.5$ as a function of centrality for Au + Au collisions at seven collision energies from $\sqrt{s_{NN}} = 7.7$ to 200 GeV are presented. These data can be used to explore the nature of the QCD phase transition and to locate the QCD critical point. We observe that the $\sigma^2/M$ values increase monotonically with increasing beam energy. Weak centrality dependence is observed for both $S_\sigma$ and $\kappa\sigma^2$ at all energies. The $S_\sigma$ values increase with decreasing beam energy, whereas $\kappa\sigma^2$ values are uniform except at the lowest beam energy. Most of the data points show deviations from the Poisson baselines. The NBD baselines are closer to the data than the Poisson baselines, but do not quantitatively reproduce the data, implying the importance of intraevent correlations of the multiplicities of positive and negative particles in the data. Within the present uncertainties, no nonmonotonic behavior has been observed in the products of moments as a function of collision energy. The measured moments of net-charge multiplicity distributions provide unique information about the freeze-out parameters by directly comparing with theoretical model calculations. Future measurements with high statistics data will be needed for a precise determination of the freeze-out conditions and to make definitive conclusions regarding the critical point.
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