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Abstract—Nanopore sequencing is an emerging DNA sequencing technology that has been proposed for use in DNA storage systems. We propose the noisy nanopore channel model for nanopore sequencing. This model captures duplications, inter-symbol interference, and noisy measurements by concatenating an i.i.d. duplication channel with a finite-state semi-Markov channel. Compared to previous models, this channel models the dominant distortions of the nanopore while remaining tractable. Anticipating future coding schemes, we derive MAP detection algorithms and estimate achievable rates. Given that finite-state semi-Markov channels are a subclass of channels with memory, we conjecture that the achievable rate of the noisy nanopore channel can be optimised using a variation of the generalised Blahut-Arimoto algorithm.

I. INTRODUCTION

Nanopore sequencing [1] has emerged as a promising technology for the sequencing of deoxyribonucleic acid (DNA), however it is limited by many distortions imposed by the physics of the sequencer. Thus far, a complete model of the nanopore sequencer has not been established in the research community, hence the purpose of this paper is to introduce a model that is suitable for the future development of codes that enable reliable data storage in synthetic DNA when using nanopore sequencing for the reading operation [2].

The four molecules adenine (A), cytosine (C), guanine (G) and thymine (T), connected to a sugar-phosphate backbone molecule, form the nucleotides (or bases), which are the primary elements of single-stranded DNA (ssDNA). Abstractly, we can assume \{A, T, C, G\} is the alphabet forming arbitrary length sequences.

The nanopore is a microscopic pore that holds \(\tau\) nucleotides (see Fig. 2) for a random duration determined by a motor protein that shifts nucleotides one by one through the nanopore. Meanwhile, an ionic current electrical flow through the nanopore is uniquely disturbed by the \(\tau\) nucleotides inside it at any given time, and is sampled by the sequencer at a frequency \(f_\text{s}\). Measuring the current through a function \(f\), the nanopore sequencer estimates the state of the system defined by the \(\tau\) bases in the nanopore. Unfortunately, the following distortions reduce the reliability of detection [3]:

- **Random dwell times (sample duplications):** Fluctuations in the motor protein operation results in a random number of samples per nucleotide, since the nucleotide is not being shifted in lockstep with the sampler.
- **Fading:** For each nucleotide, the motor is designed to halt for a duration that facilitates the sampling of a constant current level. However, minor variability in the physical dimensions of the nanopores slightly changes this level. This is similar to a variable fading coefficient depending on the nanopore in use.
- **Inter-symbol interference (ISI):** Given that the electrical current is disturbed by \(\tau\) bases, the detection of a single base is distorted by inter-symbol interference with its neighbours.
- **Noisy measurements:** Finally, each sample is distorted by measurement noise.

From experimental data, the authors of [3] additionally observed backsteps (tandem duplications) and, less frequently, skippings (deletions).

Before information-theoretic methods for the nanopore sequencer can be employed, a tractable channel model that best represents the aforementioned distortions must be chosen. In this regard, the channel proposed in [4] is the closest to ours that we have found in the literature, given that it modelled...
ISI, fading, and deletions. This channel excluded duplications by assuming a perfect segmentation algorithm, since any segmentation errors could be combined with backsteps (tandem-duplications) or deletions, but unfortunately their channel did not include backsteps to justify this decision.

Simpler channel models have been considered to study distortions in isolation, including a noiseless nanopore channel [3], a noisy (tandem-)duplication channel [6], and a memoryless nanopore channel [7]. While these channels highlight interesting properties of the nanopore, they are incomplete.

In contrast, our approach is based on a finite-state Markov channel (FSMC) [8, Chapter 4.6] to model ISI and noisy measurements, which we extend to include duplications. The duplications can be modelled by an i.i.d. duplication channel, but since sample duplications of a Markov chain result in measurements, which we extend to include duplications.

The primary contribution of this work is establishing a tractable channel that models the dominant distortions in nanopore sequencing. Secondary contributions include generalising MAP detection algorithms that have been important tools for coding schemes of finite-state channels. In particular, we generalise the forward-backward algorithm for MAP symbol detection, and the Viterbi algorithm for MAP sequence detection. Aside from detection, the generalised forward-backward algorithm is used to estimate achievable rates using analogous methods to [9], [10], which leads us to conjecture that the generalised Blahut-Arimoto algorithm (GBAA) [9] optimises the Markov source (and, if the conjecture in [9], [11] is true, is capacity-achieving).

This paper is organised as follows. Section II presents preliminaries on (hidden) Markov chains and (hidden) semi-Markov chains. Section III introduces the noisy nanopore channel. Section IV derives the forward-backward algorithm for MAP symbol detection, and a Viterbi algorithm for MAP sequence detection. Section V shows how to compute achievable information rates, and highlights its connection with the generalised Blahut-Arimoto algorithm. Finally, Section VI presents numerical results of computed achievable rates over different channel parameters, using a channel mapping derived from the Scrappie simulator [12].

II. PRELIMINARIES

A. Hidden Markov chains

A discrete-time stochastic process \((S_t)\) with initial probabilities \(\mu_0(i) := P(S_0 = i)\) is said to be a Markov chain if its Markov kernel \(P\) satisfies

\[
P(i, j) := P(S_{t+1} = j | S_0, \ldots, S_t = i) = P(S_{t+1} = j | S_t = i)
\]

for all \(i, j \in \text{supp}(S)\) and for all \(\ell \in \mathbb{N}\). The chain \((S_t, Y_t)\) is said to be a hidden Markov chain if \((S_t)\) is a Markov chain and, for all \(\ell \in \mathbb{N}\), it satisfies

\[
P(Y_{t+1} | S_0, \ldots, S_t) = P(Y_{t+1} | S_t)
\]

B. Hidden semi-Markov chains

The discrete-time stochastic process \((S_t, T_t)\) is said to be a Markov renewal process with jump times \((T_t)\) if, using the parameterisation \(K_{t+1} = T_{t+1} - T_t\), its semi-Markov kernel satisfies [13, Definition 3.2]

\[
Q(i, j, k) := P(S_{t+1} = j, K_{t+1} = k | S_0, \ldots, S_t = i; K_1, \ldots, K_t)
\]

(3) for all \(\ell \in \mathbb{N}\), for all \(i, j \in \text{supp}(S)\), and for all \(k \in \text{supp}(K)\).

The semi-Markov chain \((Z_t)\) represents this Markov renewal chain as \(Z_t = S_t\) if \(T_{t-1} < t \leq T_t\). We note that the main difference between chains \((S_t, K_t)\) and \((Z_t)\) is that the former is a tuple of states and durations, whereas the latter is the actual process that has a defined state at any given time, but they are equivalent. We will switch between them whenever it is convenient to do so throughout this work.

A stochastic process \((Z_t, Y_t)\) is said to be a hidden semi-Markov chain if it satisfies [13, Definition 6.1]

\[
\gamma_{t+1}(i, j) := P(Y_{t+1} = j | Y_1, \ldots, Y_t; Z_1, \ldots, Z_t = i)
\]

\[
= Q(i, j, t - t') \prod_{r=t'+1}^{t} P(Y_r | Z_r = j)
\]

(4) for all \(i, j \in \text{supp}(Z)\) and for all \(t', t \in \text{supp}(T)\) such that \(i \neq j\) and \(t' < t\). Assume the processes \((Y_t)\) and \((K_t)\) are i.i.d. throughout this work.

Our choice of notation is heavily inspired by [14], [13], which gives a more detailed treatment of (hidden) semi-Markov processes. Refer to the concrete example in Fig. 2.

![Fig. 2: Example realisations of Markov chain \(S_t\), semi-Markov chain \(Z_t\), and hidden semi-Markov chain \(Y_t\). Each block holds a realised value of the random variable below it, and the transitions define the probability of each realisation.](image-url)
III. CHANNEL MODEL

We now propose a channel model for the nanopore sequencer based on the concatenation of an i.i.d. duplication channel with a FSSMC. The channel will model random dwell times with i.i.d. duplications, ISI with a finite state-space, and noisy measurements with additive noise. The following makes the components of the illustration in Fig. 1 precise.

Noiseless nanopore channel. Let \( \Omega = \{A,T,C,G\}\) be the state-space of the nanopore sequencer with memory constraint \( \tau \geq 1 \). Given a sequence of bases \( b_\ell^\tau \) in \( \{A,T,C,G\}\), let us model the nanopore as a shift register that stores the subsequence \( b_{\ell-\tau}^\tau = (b_{\ell-\tau-1}, b_{\ell-\tau}, \ldots, b_{\ell}) \) after \( \ell \) bases have been shifted through, where the initial state is some \( (b_{\ell-\tau-1}, b_{\ell-\tau}, \ldots, b_0) \in \Omega \). In addition, let these subsequences induce a mean measurement level by injective mapping \( f : \Omega \to \mathcal{Y} \subseteq \mathbb{R} \), as defined for the noiseless nanopore channel in [5].

Noisy nanopore channel. Let \( S_t = b_{\ell-\tau}^\tau \) be one of \( 4^\tau \) possible states in \( \Omega \), then the subsequent state \( S_{t+1} = b_{\ell-\tau+1}^\tau \) is only conditionally dependent on \( S_t \). Hence, the sequence of states that are stored in the shift register form a Markov chain \( (S_t) \) on \( \Omega \). Now, let us say that we can observe the state of the shift register at deterministic time intervals to yield a sequence of sample states \( (Z_1, Z_2, \ldots) \), however suppose that the bases are shifted in at random time intervals such that each state \( S_t \) is observed for a duration of \( K_t \) samples. In this scenario, we have that \( Z_t = S_t \) for all \( t \) such that \( T_{t-1} = K_1 + \ldots + K_{t-1} < t \leq T_t = K_1 + \ldots + K_{t-1} + K_t \), where \( T_t \) denotes the time when state \( S_t \) is observed for the last time. Hence, the sequence of observed sample states in the shift register at different time instances form a semi-Markov chain \( (Z_t) \) on \( \Omega \). Finally, let us take noisy measurements \( (Y_1, Y_2, \ldots) \) of the hidden sample states \( (Z_1, Z_2, \ldots) \), where \( Y_t = f(Z_t) + N_t \) for zero-mean additive noise \( N_t \). This sequence of measurements form a hidden semi-Markov chain \( (Y_t) \) on \( \mathcal{Y} \subseteq \mathbb{R} \).

We have now defined all components of the channel model, which are summarised in the following definition.

Definition 1 (Noisy nanopore channel). Let us define \( m \) channel-uses of the noisy nanopore channel as \( W^{(m)} : (S_0, S_1, \ldots, S_m) \rightarrow (Y_1, \ldots, Y_{T_1}, Y_{T_1+1}, \ldots, Y_{T_m}) \), where the input \((S_0, S_1, \ldots, S_m)\) is a Markov chain on \( \Omega \), and the output is derived by mapping the semi-Markov chain \((Z_1, \ldots, Z_{T_1}, Z_{T_1+1}, \ldots, Z_{T_m}) \) on \( \Omega \) to the hidden semi-Markov chain \((Y_1, Y_2, \ldots, Y_{T_m}) \) on \( \mathcal{Y} \subseteq \mathbb{R} \), where the dwell times \( K_t = T_t - T_{t-1} \) are defined on \( \Lambda \subseteq \mathbb{N} \setminus \{0\} \). The mapping of the output is the mean measurement level given by \( f \) with zero-mean additive noise.

This natural definition of the noisy nanopore channel has hinted at a new class of channels, namely finite-state semi-Markov channels. If we set \( \Lambda = \{1\} \), then the FSSMC collapses into the classical FSMC, and hence we say that the former generalises the latter. In addition, a FSSMC with geometrically distributed durations is also a FSMC (since the semi-Markov source collapses into a Markov source).

We briefly note that the zero element is removed from the durations \( \text{supp}(K) = \Lambda \) since that would imply concatenation of a deletion channel with deletion probability \( d = \mathbb{P}(K = 0) \), but we do not allow this here. Future work may study a generalisation of this channel, where deletion is allowed.

IV. DETECTION ALGORITHMS

We now generalise two important detection algorithms, namely the forward-backward algorithm and the Viterbi algorithm. In [15], [14], similar algorithms were derived for inference of the sample states \( (Z_t) \) given the observations \( (Y_t) \), but with an unknown number of states. In our case, we know \( m \) channel-uses segments \( (Z_t) \) into \( m \) states of \( S^{(m)}_t \), hence the detection problem is to find which non-overlapping segments of samples in \( (Y_t) \) correspond to which sequence of states.

A. MAP symbol detection

The goal of this section is to derive message passing algorithms to compute \( \mathbb{P}(S_t|Y_1^{T_m}) \) for all \( t \in [m] \). The existing message passing algorithms [15] for hidden semi-Markov chains compute \( \mathbb{P}(Z_t|Y_1^{T_m}) \) and \( \mathbb{P}(Z_t'|Y_1^{T_m}) \), however we are interested in the probability of the \( t \)-th segment being in a particular state given that there are exactly \( m \) segments in total, which includes all sample paths \( Z^{(m)}_t \) with \( Z^{(m)}_{t'} = S_t \) for all \( t', t \in [T_m] \) such that \( t' < t \). Note that the constraint of \( m \) segments effectively adds memory the size of the entire block.

Generalised forward algorithm. Let us now generalise the classical forward algorithm. The initial forward probabilities are defined as

\[
\alpha_{1,t}(s) := \mathbb{P}(Y_1, S_1 = s) \quad \gamma_{1}(s', s) \mu_0(s')
\]

for all \( t \in [T_m] \), and for all \( s \in \Omega \). The inductive forward probabilities are defined as

\[
\alpha_{t,t}(s) := \mathbb{P}(Y_1^t, S_t = s) \quad \gamma_{t+1}(s', s) \alpha_{t-1,t}(s')
\]

for all \( t \in [T_m] \), for all \( \ell \in [m] \setminus \{1\} \), and for all \( s \in \Omega \). Observe that setting \( \Lambda = \{1\} \) yields the classical forward algorithm.

Generalised backward algorithm. Let us now generalise the classical backward algorithm. The initial backward probabilities are defined to be \( \beta_{m,T_m}(s) := 1 \) for all \( s \in \Omega \). The inductive backward probabilities are defined as

\[
\beta_{t,t}(s) := \mathbb{P}(Y_{T_m}^{T_m}, S_{T_m} = s) \quad \gamma_{t+1}(s', s') \beta_{t+1,t}(s')
\]

for all \( t \in [T_m] \), for all \( \ell \in [m - 1] \), and for all \( s \in \Omega \). Once again, setting \( \Lambda = \{1\} \) yields the classical backward algorithm.
Generalised forward-backward algorithm. We now use the generalised forward algorithm and the generalised backward algorithm to compute the posterior probabilities

\[
\psi_t(s) := \mathbb{P}(S_t = s | Y_{1:T}^m)
\]

\[
= \sum_{t \in [T_m]} \mathbb{P}(Y_{t}^1, S_t = s) \mathbb{P}(Y_{t+1:T}^m | S_t = s) \mathbb{P}(Y_{1:T}^m)
\]

\[
= \sum_{t \in [T_m]} \alpha_t(s) \beta_{t+1}(s)
\sum_{s' \in \Omega} \alpha_m(t_m, s')
\]

Similarly, we can also compute the joint posterior probabilities

\[
\psi_t(s', s) := \mathbb{P}(S_{t-1} = s', S_t = s | Y_{1:T}^m)
\]

\[
= \sum_{t, t' \in [T_m]; t' < t} \alpha_{t-1}(s') \gamma_{t+1}(s, s') \beta_{t+1}(s)
\sum_{s'' \in \Omega} \alpha_m(t_m, s'')
\]

Aside from detection, we will use both of these probabilities to estimate achievable rates of the NNC in Section V.

B. MAP sequence detection

The goal of this section is to derive a Viterbi algorithm to compute the sequence of states that maximise the posterior \( \mathbb{P}(Z_{1:T}^m | Y_{1:T}^m) \propto \mathbb{P}(Z_{1:T}^m, Y_{1:T}^m) \). Compared to the classical Viterbi algorithm, we not only sequentially maximise the path of states \( S_{1:T}^m \), but also the sequence of jump times \( T_{1:T}^m \).

Importantly, we require that the first state begins at index \( T_0 = 0 \) and the \( m \)-th state ends at index \( T_m \) known at the decoder, hence we must segment an observation \( Y_{1:T}^m \) into a sequence of \( m \) segments that maximises the posterior.

Generalised Viterbi algorithm. Let us now derive the dynamic program of the generalised Viterbi algorithm as

\[
V(m, t_m) := \max_{s_1, \ldots, s_m \in \Omega} \prod_{1 \leq t_1 < \cdots < t_m \leq t} \gamma_{t_{\ell-1}}(s_{t_{\ell-1}}, s_{t_\ell})
\]

\[
= \max_{s_{m-1}, s_m \in \Omega} \prod_{t_{m-1} \leq t_m \leq t} \gamma_{t_{\ell-1}}(s_{t_{\ell-1}}, s_{t_\ell})
\]

\[
\times \left[ \max_{s_1, \ldots, s_{m-1} \in \Omega} \prod_{1 \leq t_1 < \cdots < t_{m-1} \leq t} \gamma_{t_{\ell-1}}(s_{t_{\ell-1}}, s_{t_\ell}) \right]
\]

\[
= \max_{s_{m-1}, s_m \in \Omega} \prod_{t_{m-1} \leq t_m \leq t} \gamma_{t_{\ell-1}}(s_{t_{\ell-1}}, s_{t_\ell}) V(m-1, t_{m-1})
\]

where \( V(0,0) := 1 \), noting that each \( t_\ell \) is a constant in \( V(t, t) \). The dynamic program of subproblem \( V(t, t) \) jointly maximises the posterior of the sequence of states \( s^t_\ell \) and the sequence of segment jump times \( t^t_{\ell-1} \) such that the \( \ell \)-th segment jumps after time \( t \). Since \( V(t, t) \) depends on other subproblems \( V(t', t') \) for all \( t' < t \) and for all \( t' < t \), it can be shown with some work that standard dynamic programming techniques solve (10) in a worst-case \( O(mT_m^4|\Omega||A|) \) time (note that for the nanopore any state is connected to a maximum of four other states).

V. Achievable Rates

We now turn our attention to computing achievable rates. The ultimate goal is to compute the capacity of Definition 1 constrained to Markov sources, which is given by

\[
C(W) = \sup_{P} I(\mathcal{X}; \mathcal{Y})
\]

\[
= \lim_{m \to \infty} \frac{1}{m} \sup_{P} I(S_1^m; Y_1^T)
\]

in bits per base (or bits per state), where \( P \) is a Markov kernel of Markov source \( S_\ell \) and the resulting achievable rate is \( I(\mathcal{X}; \mathcal{Y}) \). As in the previous section, let us take methods for the FSMC and show analogous methods for the NNC.

In [9], the classical Blahut-Arimoto algorithm for discrete memoryless channels was generalised to compute achievable rates of finite-state channels. It was not rigorously proven to converge to the capacity, however it was strongly suggested based on their numerical results, and later proven to at least converge to a critical point [11]. In this spirit, we show the (almost) direct application of GBAA to the NNC.

GBAA iteratively searches for the Markov kernel that achieves the maximisation of (11), computing achievable rates at each iteration using the method we now describe. Let \( \mu \) be the stationary distribution of some Markov kernel \( P \), then we can write the achievable information rate as

\[
\frac{1}{m} I(S_1^m; Y_1^T) = \frac{1}{m} \sum_{t=1}^{m} H(S_t|S_{t-1}) - \frac{1}{m} \sum_{t=1}^{m} H(S_t|S_{t-1}, Y_1^T).
\]

(12)

The first term has a closed-form, however the second term is significantly more challenging to compute. We decompose the second term identically to [9], which defines the so-called \( T \)-values as

\[
T(i,j) = \lim_{m \to \infty} \frac{1}{m} \sum_{t=1}^{m} \mathbb{E} \left[ \log \frac{\psi_t(i, j)}{\psi_{t-1}(i)} \right],
\]

(13)

then, assuming we can compute these \( T \)-values, the achievable information rate of the NNC is computed as

\[
I(\mathcal{X}; \mathcal{Y}) = \sum_{i,j \in \Omega} \mu(i) P(i,j) \log \frac{1}{P(i,j)} + T(i,j)
\]

(14)

and may be optimised using GBAA [9]. Similarly to [9], [11], we conjecture that this algorithm converges to the capacity since (ergodic) finite-state semi-Markov processes are a subclass of (ergodic) finite-state processes (i.e., processes with memory). Strictly speaking, the capacity of a FSSMC must optimise semi-Markov kernel \( Q \), but since \( P(K) \) is fixed by the duplication channel we need only consider Markov kernel \( P \), where the information contribution of \( K \) is subtracted to give (12) for the NNC and is identical in form to the FSMC.
The $T$-values can be estimated using a variation of the Arnold-Loeliger method \cite{10}, which assumes ergodicity to compute estimates of (13) by applying the classical forward-backward algorithm on a long realisation $y_1^n$. For the NNC, we require the probabilities $\psi_l(i,j)$ and $\psi_{l-1}(i)$, which are (9) and (8), respectively, from Section IV.

VI. Numerical Results

Model parameters. Let us now consider which parameters of the NNC accurately model the actual nanopore channel. Scrappie \cite{12} is a simulator by Oxford Nanopore Technologies that takes input bases $b_l^n$ and outputs tuples $\{x_{l},\sigma_{l}^2\}_{l=1}^{n-\tau+1}$ for the mean and variance of measurements for the $\ell$-th base shifted into the nanopore. The model in Scrappie assumes the memory constraint $\tau$ is large, but we choose $\tau = 5$ since it gives roughly stationary parameters. We generate the channel mapping $f$ by inputting multiple de Bruijn sequences (short sequences that enumerate all 4$^n$ nucleotides) into Scrappie and averaging $x_{l}$ over identical states in each sequence. For simplicity, we use a constant $\sigma^2$ for all states, but all methods described earlier are easily extended. Noisy measurements are distributed as i.i.d. Normal$(f(s),\sigma^2)$ while in state $s \in \Omega$, and durations are distributed as i.i.d. Uniform($\Lambda$).

Although $P$ is sparse for $\tau = 5$, it yields a state-space of $4^5 = 1024$ states that is prohibitive for the algorithms of Section IV. Hence, we reduce the state-space by removing edges in the graph of the Markov source that are not desirable for synchronisation (segmentation), namely the edges that have a jumping distance, $|f(i) - f(j)|$, below a minimum threshold $J_{\text{min}}$, for all $i,j \in \Omega$ with $P(i,j) > 0$. Ensuring the new graph is irreducible, and thus ergodic, we use standard algorithms to compute the list of strongly connected components and take the one with largest entropy. Set $J_{\text{min}} = 1.38$ to get our example state-space graph in Fig. 3.

Achievable rates. We now discuss the achievable information rates in Fig. 4 which are plotted over different values of $\sigma$ and $\Lambda$ to highlight the effect of the minimum duration and the range of durations with respect to measurement noise. The achievable rates are estimated using a limited $m = 10,000$ channel-uses. We choose $\sigma$ to be in the range 0.10 – 0.40, which covers those given by the Scrappie simulator.

We observe the rates with durations $\Lambda = \{1\}$, i.e., the NNC without duplications, which achieve the maximum source entropy $H_{\text{max}} = 0.3063$ over this range of $\sigma$. We further observe that single duplications with $\Lambda = \{1,2\}$ significantly degrade the rates, but fortunately this degradation halts as the range is widened to $\Lambda = \{1,2,\ldots,5\}$, giving identical rates to $\Lambda = \{1,2,\ldots,10\}$ and beyond. Additionally, we observe that shifting the durations by one significantly improves the rate, which is demonstrated from $\Lambda = \{1,2\}$ to $\Lambda = \{2,3\}$, and from $\Lambda = \{1,2,\ldots,5\}$ to $\Lambda = \{2,3,\ldots,6\}$. Note the range effects remain. This observation confirms our intuition that the shortest duration is the most difficult to synchronise in a noisy channel, especially in the high-noise regime.

![Fig. 3: A jump-constrained graph derived from measurement levels in Scrappie \cite{12}](image)

![Fig. 4: Achievable rates using the independent and uniformly distributed (i.u.d.) input distribution for the example in Fig. 3](image)

VII. Conclusion

In summary, we proposed the NNC for modelling the dominant distortions of the nanopore sequencer. We filled the gap in previous works by including duplications in the model, while maintaining tractability. The tractability of the model was demonstrated by the detection algorithms that generalised their classical counterparts. We estimated achievable rates for an example NNC using methods closely tied to GBAA.

This paper established a model with basic tools before coding schemes are considered in our future work. Such coding schemes will have to satisfy the source constraints required for synthesis and sequencing of DNA, all while being efficiently decodable. Our detection algorithms open the possibility of iterative decoding of LDPC codes with the generalised forward-backward algorithm, or sequential decoding of convolutional codes with the generalised Viterbi algorithm. We are hopeful that this avenue of research will lead to reliable nanopore sequencing.
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