GLOBAL EXISTENCE OF A NON-LOCAL SEMILINEAR PARABOLIC EQUATION WITH ADVECTION AND APPLICATIONS TO SHEAR FLOW
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Abstract. In this paper, we consider the following non-local semi-linear parabolic equation with advection: for $1 \leq p < 1 + \frac{2}{N}$ and $N \geq 1$,

$$
\begin{cases}
  u_t + v \cdot \nabla u - \Delta u = |u|^p - \int_{T^N} |u|^p & \text{on } T^N, \\
  u \text{ periodic} & \text{on } \partial T^N
\end{cases}
$$

with initial data $u_0$ defined on $T^N$. Here $v$ is an incompressible flow, and $T^N = [0, 1]^N$ is the $N$-torus.

We first prove local existence of mild solutions for arbitrary data in $L^2$. We then study the global existence of the solutions under the following two scenarios: (1). when $v$ is a mixing flow; (2). when $v$ is a shear flow. More precisely, we show that under these assumptions, there exists a global solution to the above equation in the sense of $L^2$.
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1. Introduction

The dissipation effect appears ubiquitously in different areas, such as marine physics, thermodynamics, hydrodynamics, and medical science. Normally, the dissipation effect is known to homogenize the molecular distribution and reduce the system’s energy. From the mathematical point of view, the dissipation effect corresponds to the presence of a positive operator in a partial differential equation, for
instance, the negative Laplace operator that appears in the heat equation. Correspondingly, the homogenization of molecular and energy dissipation is demonstrated by the solution of the equation converging to a steady state. Many research indicates that presenting the first-order term in such equations may spontaneously enhance the dissipation effect, accelerate energy dumping, and avoid singularity formation appearing under the time evolution.

Physically, for a time evolution equation that describes the movement of massive small particles, the first-order term can be considered as the transporting of the particles. The mechanism behind the dissipation enhancement effect is: the first-order (advection) term rearranges the particles’ distribution to create small-scale structures, which are dumped dramatically by the diffusion. This phenomenon is closely connected with turbulence, which has been studied extensively in the fluid dynamics community. Among them, the authors of [7] first provide a spectrum criterion and examples for dissipation enhancement time-independent first-order term on $\mathbb{T}^d$ for the following standard advection-diffusion equation:

$$\theta_t + v \cdot \nabla \theta = \Delta \theta.$$  

Besides the spectrum consideration, another way to describe such a phenomenon is to treat such small-scale creations as mixing fluids. The study of mixing in the area of partial differential equations dates back to [23, 26], where the authors consider transport equation

$$\eta_t + v \cdot \nabla \eta = 0,$$

and quantify the mixing rate of $v$ in terms of the negative Sobolev norms of $\eta$. Such a framework was followed by many researchers [14, 5, 11]. A significant problem that arises from such a framework is how to construct a smooth and incompressible flow to satisfying the optimal mixing properties, see [32, 27] for more attempts in this direction. It is widely believed that some random flows with simple structures such as alternating sine shear flows would also be the optimal mixing flow [24]. However, we are not aware of any rigorous study on it. We refer to [2] as a pioneering work in this direction.

Beyond the dissipation enhancement, people are also interested in the interaction between the advection, diffusion, and additional nonlinear terms in the time-evolution equations. It has been proved that the presence of an advection term could prevent the solution from forming a singularity. The earliest work trace back to [20], in which the authors proved that the mixing flows with large amplitude prevent blow-up of the Keller-Segel equation. Recently, the authors in [18] showed that simply enhance dissipation to a certain degree (quantified in terms of dissipation time) is sufficient to suppress the formation of singularities, see [13, 10, 12] for more examples in this direction. For practice, the authors also provide flow with arbitrarily short dissipation time by rescaling a general class of smooth cellular flows, which is not mixing, when the diffusive term is the Laplacian.

Another important class of flows is the shear flow. As a particular solution to the Navier-Stokes equation, discovering the stability of shear flow and the interaction with other nonlinear terms induce a great deal of research. One vital direction of these works is the (partial) dissipation enhancement of the shear flow [3, 5, 29, 30] and its application [4, 17, 6]. Since shear flows can be considered as a mixing flow in one direction, it prevents the formation of singularities of nonlinear partial
differential equations from one dimension, see [4] as a typical example based on the Keller-Segel equation.

On the other hand, comparing with the nonlinear time evolution equations such as Keller-Segel equations, another well-known example is the following semilinear parabolic equation:

\[ u_t = \Delta u + u^p, \quad x \in \mathbb{R}^N, \]

here usually we consider the nonnegative solution to such equation. The study of this equation can track back to [9]. Considering the global existence or finite time blow up to such equation, there is a well-known Fujita critical exponent \( p_F = 1 + \frac{2}{N} \), for which it can be shown that (see, [9, 22]):

1. \( p_F \geq p > 1 \), there is no non trivial nonnegative solution for this equation;
2. \( p > p_F \), there exists positive solution to this problem with initial data to be sufficiently small.

In this paper, we will consider a similar equation, with additional non-local term, on the periodic setting, and ignoring the positivity requirement, as follows:

\[
\begin{aligned}
\begin{cases}
 u_t - \Delta u &= |u|^p - \int_{T^N} |u|^p \\
 u &\text{periodic}
\end{cases}
\quad &\text{on } T^N, \\
 u &\text{periodic on } \partial T^N,
\end{aligned}
\]

The problem (1.2) was studied extensively by [19, 25], in which, the authors considered the local existence result with a continuous initial data up to boundary. Moreover, they also showed the global existence to such equations with small \( L^\infty \) initial data. Equation (1.2) is also relevant to the Navier-Stokes equations on an infinite slab (see, e.g., [8]), one may expect that to understand the singularity formation or global existence of the solution to such equation can help us understand the behavior of Navier-Stokes equation.

Following the idea of using advection term to prevent blow-up, we now consider the following non-local semi-linear parabolic equation with advection on torus \( T^N := [0,1]^N \) for some \( N \geq 2 \): for \( 1 \leq p < 1 + \frac{2}{N} \),

\[
\begin{aligned}
\begin{cases}
 u_t + v \cdot \nabla u - \Delta u &= |u|^p - \int_{T^N} |u|^p \\
 u &\text{periodic}
\end{cases}
\quad &\text{on } T^N, \\
 u &\text{periodic on } \partial T^N,
\end{aligned}
\]

with initial condition \( u(x,0) = u_0(x) \) on \( T^N \). Here \( v \) is an incompressible flow. The reason for us to restrict our attention on the case when \( 1 \leq p < 1 + \frac{2}{N} \) will be clear from the explicit computation later. Heuristically, different from the more complicated non-negative solution case (1.1), note that when \( p \) is larger, the right hand side of (1.3) might have many “peaks”, which can possibly prevent the diffusion, this in turns suggests that we have more chance to derive a globally existed solution when \( p \) is small.

The goal of this paper is to study the global existence of (1.3). In particular, our main results can be stated as follows:

**Theorem 1.1.** Let \( N = 2 \) or \( 3 \). For \( 1 \leq p < 1 + \frac{2}{N} \), there exists divergence free \( v(t,x) \in L^\infty([0,\infty),L^\infty) \), depending on \( p, u_0 \), such that the mild solution (see Definition 1.5) to (1.3) exists globally in time.
Theorem 1.2. Let $N = 2$. For $1 \leq p < 2$, if
\[
\int_T \left( \int_T u_0(x_1, x_2) dx_1 \right)^2 dx_2 \ll 1,
\]
then there exists shear flows $v = (v_1(x_2), 0) \in L^\infty$, depending only $p$ and $u_0$ such that the mild solution to \( (1.3) \) exists globally in time.

Remark 1.3. In the sequel, we will study both Theorem 1.1 and Theorem 1.2 in a more precise and quantitative way, see Section 3 and Section 4, respectively.

We start with some basic setup. Given a function $f \in L^p(T^N)$, we denote $\hat{f}(k)$ to be its Fourier coefficient of $f$ at frequency $k \in \mathbb{Z}^N$. Then the inhomogeneous Sobolev space $H^s(T^N), s \in \mathbb{R}$ is defined to be the collection of all measurable functions $f$ on $T^N$, with
\[
\|f\|_{H^s}^2 := \sum_{k \in \mathbb{Z}^N} (1 + |k|^2)^s |\hat{f}(k)|^2 = \left\| (I - \Delta)^{s/2} f \right\|_2^2 < \infty,
\]
while the homogeneous Sobolev space $\dot{H}^s(T^N), s \in \mathbb{R}$ consists of all measurable functions $f$ on $T^N$ with
\[
\|f\|_{\dot{H}^s}^2 := \sum_{k \in \mathbb{Z}^N \setminus \{0\}} |k|^{2s} |\hat{f}(k)|^2 = \left\| (-\Delta)^{s/2} f \right\|_2^2 < \infty.
\]
Note that it is clear that for $f \in L^2(T^N), f \in H^s(T^N)$ if and only if $f \in \dot{H}^s(T^N)$.

Let $e^{t\Delta}$ be the semigroup generated by the Laplacian $\Delta$, namely,
\[
e^{t\Delta} f = \mathcal{F}^{-1} \left( e^{-t|k|^2} \hat{f} \right),
\]
where $\mathcal{F}^{-1}$ is the inverse Fourier transform on $\mathbb{Z}^N$.

Here are some basic properties of the semigroup $e^{t\Delta}$, whose proof are straightforward from the definitions.

Lemma 1.4. The following estimates hold:
\[
(1) \quad \left\| (-\Delta)^{s/2} e^{t\Delta} f \right\|_{L^2} \leq C_s t^{-s/2} \|f\|_{L^2};
\]
\[
(2) \quad \text{For any } 1 \leq p \leq 2, \quad \left(1.4\right) \quad \left\| e^{t\Delta} f \right\|_{L^p} \lesssim t^{-\frac{N(p-1)}{2}} \|f\|_{L^p}.
\]

Proof. The first assertion is straightforward by analysing the Fourier side, and hence we omit it here. While the second assertion follows from interpolation. More precisely, by Hölder’s inequality with the conjugate pair $\left(\frac{1}{2-p}, \frac{1}{p-1}\right)$, we have
\[
\|e^{t\Delta} f\|_{L^2}^2 = \sum_{k \in \mathbb{Z}^N} e^{-2t|k|^2} |\hat{f}(k)|^2 
\leq \left( \sum_{k \in \mathbb{Z}^N} e^{-2t|k|^2} \right)^{p-1} \cdot \left( \sum_{k \in \mathbb{Z}^N} |\hat{f}(k)|^2 \right)^{2-p} 
\lesssim \|f\|_{L^p}^2 \cdot \left( \int_{\mathbb{R}^N} e^{-2t|x|^2} dx \right)^{p-1} \lesssim t^{-\frac{N(p-1)}{2}} \|f\|_{L^p}^2.
\]
which clearly implies the desired estimate (1.4). Here in the above estimate, we
have used the Hausdoff-Young’s inequality on \( T^N \) (or interpolation)
}\[
\| \hat{g} \|_{L^q(T^N)} \lesssim \| g \|_{L^p(T^N)}, \quad q \geq 2,
\]
where \( q = \frac{2}{1 + \frac{2}{p}} \) in our case. \( \Box \)

In this paper, we will mainly consider the mild solution to (1.3), which defines
as follows.

**Definition 1.6.** Let \( u \in L^2(T^N) \), \( v \in L^2(T^N) \), \( T > 0 \) with \( \nabla u(t) \in L^2(T^N) \) for each \( 0 < t < T \), is called a mild solution of (1.3) with initial data \( u_0 \in L^2(T^N) \), if it satisfies
\[
\begin{align*}
u(t) = N(u)(t) &:= e^{t\Delta}u_0 + \int_0^t e^{(t-\tau)\Delta} (|u|^p) \, d\tau - \int_0^t e^{(t-\tau)\Delta} (v \cdot \nabla u) \, d\tau \\
&\quad - \int_0^t \int_{T^N} |u|^p \, dx \, d\tau,
\end{align*}
\]
where the integrals above are in the sense of Böchner integral.

In addition, the definition of the weak solution of (1.3) is as follows.

**Definition 1.5.** Let \( 1 \leq p < 1 + \frac{2}{N} \), \( v(t, x) \in L^\infty([0, T]; L^2(T^N)) \). A function \( u \in C([0, T]; L^2(T^N)) \cap L^\infty([0, T]; H^1(T^N)) \) is called a weak solution of (1.3) on \([0, T]\) with initial value \( u(0) = u_0 \in L^2(T^N) \) if, for all \( \varphi \in C_c^\infty([0, T] \times T^N) \),
\[
\int_{T^N} u_0 \varphi(0) dx + \int_0^T \int_{T^N} u \partial_t \varphi dx dt = \int_0^T \int_{T^N} \varphi (v \cdot \nabla u) dx dt \\
- \int_0^T \int_{T^N} |u|^p \varphi dx dt + \int_0^T \int_{T^N} \nabla u \nabla \varphi dx dt \\
+ \int_0^T \left( \int_{T^N} |u|^p dx \right) \left( \int_{T^N} \varphi dx \right) dt.
\]
(1.5)
and \( \partial_t u \in L^2([0, T]; H^{-1}(T^N)) \).

2. Short-time existence of the mild solution with data in \( L^2 \)

**Definition 2.1.** For any \( 0 < T < 1 \), we let the Banach space \( X_T \) to be
\[
X_T := C([0, T]; L^2(T^N)) \cap \left\{ u: T^N \times \mathbb{R}_+ \to \mathbb{R} \mid \sup_{0 < t \leq T} t^{\frac{1}{2}} \| \nabla u \|_{L^2} < \infty \right\},
\]
with the norm
\[
\| u \|_{X_T} := \max \left( \sup_{0 \leq t \leq T} \| u \|_{L^2}, \sup_{0 < t \leq T} t^{\frac{1}{2}} \| \nabla u \|_{L^2} \right).
\]

We have the following result.

**Theorem 2.2.** Let \( 1 \leq p < 1 + \frac{2}{N} \), \( u_0 \in L^2(T^N) \) and let \( v \in L^\infty(\mathbb{R}_+; L^{\frac{2}{1+\frac{2}{p}}}(T^N)) \).
There exists \( 0 < T \leq 1 \) depending on \( \sup_{t > 0} \| v \|_{L^{\frac{2}{1+\frac{2}{p}}}} \) and \( \| u_0 \|_{L^2} \) such that (1.3) admits a mild solution \( u \) on \([0, T]\), which is unique in \( X_T \).

We divide the proof of Theorem 2.2 into several parts.
Lemma 2.3. Under the assumption of Theorem 2.2, we have for any $0 < T \leq 1$
\[ \mathcal{N}(u) \in C \left([0, T]; L^2(\mathbb{T}^N)\right). \]

Moreover, for each $t \in (0, T]$, there exists some $C_1 = C_1(N, p) > 0$, such that
\[ (2.1) \]
\[ \|\mathcal{N}(u)(t)\|_{L^2} \leq C_1 \left(\|u_0\|_{L^2} + t^{1 - \frac{N(p-1)}{4}} \|u\|^p_{X_T} + t^{\frac{2 - N(p-1)}{4}} \|v\|_{L^\infty(\mathbb{R}_+; L^\frac{2}{p-1})} \|v\|_{X_T}\right). \]

Proof. The first claim follows clearly from the basic properties of semigroups and Böcher integrals, and hence we only focus on proving the estimate (2.1). For any $t \in (0, 1]$, using Lemma 1.4, we have
\[ \|\mathcal{N}(u)(t)\|_{L^2} \lesssim \|e^{t\Delta}u_0\|_{L^2} + \int_0^t \int_{\mathbb{T}^N} |u|^p dx dt + \int_0^t \|e^{(t-\tau)\Delta} (|u(\tau)|^p)\|_{L^2} d\tau \]
\[ + \int_0^t \left\|e^{(t-\tau)\Delta} (v(\tau) \cdot \nabla u(\tau))\right\|_{L^2} d\tau \]
\[ \lesssim \|u_0\|_{L^2} + t \|u\|_{L^p}^p + \int_0^t (t-\tau)^{-\frac{N(p-1)}{4}} \|v(\tau)\|_{L^\frac{2}{p-1}} \|u(\tau)\|_{L^2}^p d\tau \]
\[ + \int_0^t (t-\tau)^{-\frac{N(p-1)}{4}} \|v(\tau) \cdot \nabla u(\tau)\|_{L^p} d\tau \]
\[ = \|u_0\|_{L^2} + t \|u\|_{L^p}^p + \int_0^t (t-\tau)^{-\frac{N(p-1)}{4}} \|u(\tau)\|_{L^2}^p d\tau \]
\[ + \int_0^t (t-\tau)^{-\frac{N(p-1)}{4}} \|v(\tau) \cdot \nabla u(\tau)\|_{L^\frac{2}{p-1}} d\tau. \]

For the first integral in (2.2), using the fact that $1 \leq p < 1 + \frac{2}{N}$, we see that we can bound it by
\[ (2.3) \]
\[ \|u\|_{X_T}^p \cdot \int_0^t (t-\tau)^{-\frac{N(p-1)}{4}} d\tau \lesssim t^{\frac{2 - N(p-1)}{4}} \|u\|_{X_T}^p. \]

While for the second integral (2.2), we can bound it above by
\[ \int_0^t (t-\tau)^{-\frac{N(p-1)}{4}} \|v\|_{L^\frac{2}{p-1}} \|\nabla u(\tau)\|_{L^2} d\tau \]
\[ = \int_0^t (t-\tau)^{-\frac{N(p-1)}{4}} \tau^{-\frac{1}{2}} \|v(\tau)\|_{L^\frac{2}{p-1}} \left(\tau^\frac{1}{2} \|\nabla u(\tau)\|_{L^2}\right) d\tau \]
\[ \leq \|v\|_{L^\infty(\mathbb{R}_+; L^\frac{2}{p-1})} \cdot \|u\|_{X_T} \cdot \int_0^t (t-\tau)^{-\frac{N(p-1)}{4}} \tau^{-\frac{1}{2}} d\tau \]
\[ \lesssim t^{\frac{2 - N(p-1)}{4}} \|v\|_{L^\infty(\mathbb{R}_+; L^\frac{2}{p-1})} \cdot \|u\|_{X_T}. \]

Note that $\frac{2 - N(p-1)}{4} > 0$, which is guaranteed by the assumption $p < 1 + \frac{2}{N}$. Combining the above estimates with (2.3) and (2.2), (2.1) clearly holds. \[\square\]
Lemma 2.4. Under the assumption of Lemma 2.3, we have for each $t \in (0, T]$, there exists some $C_2 = C_2(N, p) > 0$, such that

$$t^\frac{3}{2} \|\nabla N(u)(t)\|_{L^2} \leq C_2 \left( \|u_0\|_{L^2} + t^{1 - \frac{N(p - 1)}{4}} \|u\|_{X_T}^p + t^{\frac{2 - N(p - 1)}{4}} \|v\|_{L^\infty(\mathbb{R}_+; L^2_T)} \|u\|_{X_T} \right).$$

Proof. For any $t \in (0, 1]$,

$$\|\nabla N(u)(t)\|_{L^2} \lesssim \|\nabla e^{t\Delta} u_0\|_{L^2} + \int_0^t \|\nabla e^{(t-\tau)\Delta} (|u|^p)\|_{L^2} \, d\tau$$

$$+ \int_0^t \|\nabla e^{(t-\tau)\Delta} (u \cdot \nabla u)\|_{L^2} \, d\tau$$

$$\lesssim t^{-\frac{3}{2}} \|u_0\|_{L^2} + \int_0^t \|\nabla e^{(t-\tau)\Delta} (|u|^p)\|_{L^2} \, d\tau$$

$$+ \int_0^t \|\nabla e^{(t-\tau)\Delta} (u \cdot \nabla u)\|_{L^2} \, d\tau.$$  (2.5)

We estimate the two integrals in (2.5) as follows. For the first term,

$$\int_0^t \|\nabla e^{(t-\tau)\Delta} (|u|^p)\|_{L^2} \, d\tau$$

$$\leq \int_0^t \|\nabla e^{(t-\tau)^\frac{3}{2}}\|_{L^2} \|e^{(t-\tau)^\frac{3}{2}} (|u|^p)\|_{L^2} \, d\tau$$

$$\lesssim \int_0^t (t-\tau)^{-\frac{3}{2}} (t-\tau)^{-\frac{N(p-1)}{4}} \|u\|_{L^p} \, d\tau$$

$$= \int_0^t (t-\tau)^{-\frac{3}{2}} (t-\tau)^{-\frac{N(p-1)}{4}} \|u(\tau)\|_{L^p} \, d\tau$$

$$\leq \|u\|_{X_T} \int_0^t (t-\tau)^{-\frac{3 + N(p-1)}{4}} \, d\tau \lesssim t^{-\frac{2 + N(p-1)}{4}} \|u\|_{X_T}$$  (2.6)

Now for the second integral, we have

$$\int_0^t \|\nabla e^{(t-\tau)\Delta} (u \cdot \nabla u)\|_{L^2} \, d\tau$$

$$\leq \int_0^t \|\nabla e^{(t-\tau)^\frac{3}{2}}\|_{L^2} \|e^{(t-\tau)^\frac{3}{2}} (v(\tau) \cdot \nabla u(\tau))\|_{L^2} \, d\tau$$

$$\lesssim \int_0^t (t-\tau)^{-\frac{3}{2}} (t-\tau)^{-\frac{N(p-1)}{4}} \|v(\tau) \cdot \nabla u(\tau)\|_{L^p} \, d\tau$$

$$\lesssim \int_0^t (t-\tau)^{-\frac{2 + N(p-1)}{4}} \|v(\tau)\|_{L^p} \|\nabla u(\tau)\|_{L^2} \, d\tau$$

$$\leq \|v\|_{L^\infty(\mathbb{R}_+; L^p_T)} \cdot \|u\|_{X_T} \cdot \int_0^t (t-\tau)^{-\frac{2 + N(p-1)}{4}} \tau^{-\frac{1}{2}} \cdot \left( T^\frac{1}{2} \|\nabla u(\tau)\|_{L^2} \right) \, d\tau$$

$$\leq \|v\|_{L^\infty(\mathbb{R}_+; L^p_T)} \cdot \|u\|_{X_T} \cdot \int_0^t (t-\tau)^{-\frac{2 + N(p-1)}{4}} \tau^{-\frac{1}{2}} \, d\tau$$

$$\lesssim t^{-\frac{N(p-1)}{4}} \cdot \|v\|_{L^\infty(\mathbb{R}_+; L^p_T)} \cdot \|u\|_{X_T}.$$  (2.7)
Then desired estimate (2.4) follows from (2.5), (2.6), (2.7) and the identities
\[
\frac{2 - N(p - 1)}{4} + \frac{1}{2} = 1 - \frac{N(p - 1)}{4}
\]
and
\[
-\frac{N(p - 1)}{4} + \frac{1}{2} = 2 - \frac{N(p - 1)}{4}.
\]
\[\square\]

Combining both Lemma 2.3 and Lemma 2.4, we have the following result.

**Lemma 2.5.** For any \(0 < T \leq 1\). The map \(N : X_T \to X_T\) and there exists some constant \(C = C(N, p) > 0\), such that
\[
\|N(u)\|_{X_T} \leq C \left( \|u_0\|_{L^2} + T^{1 - \frac{N(p - 1)}{4}} \|u\|_{X_T}^p + T^{\frac{2 - N(p - 1)}{4}} \|v\|_{L^\infty(\mathbb{R}_+, L^p_{\mathbb{R}_+})} \|u\|_{X_T} \right).
\]

Our next result shows that the map \(N\) is Lipschitz on \(X_T\).

**Lemma 2.6.** Let \(0 < T \leq 1\). Then exists a constant \(\tilde{C} = \tilde{C}(N, p) > 0\) such that for \(u_1, u_2 \in X_T\),
\[
\|N(u_1) - N(u_2)\|_{X_T} \leq \tilde{C} \left[ T^{1 - \frac{N(p - 1)}{4}} \left( \|u_1\|_{X_T}^{p - 1} + \|u_2\|_{X_T}^{p - 1} \right) + T^{\frac{2 - N(p - 1)}{4}} \|v\|_{L^\infty(\mathbb{R}_+, L^p_{\mathbb{R}_+})} \right] \|u_1 - u_2\|_{X_T}.
\]
\[\text{Proof.}\] The proof of Lemma 2.6 is similar to the one of Lemma 2.5. Here we only include the necessary modification and we would like to leave the details to the interested reader. Clearly, the desired estimate follows from the following two estimates
\[
\|N(u_1)(t) - N(u_2)(t)\|_{L^2} \lesssim_{N, p} \left[ t^{1 - \frac{N(p - 1)}{4}} \left( \|u_1\|_{X_T}^{p - 1} + \|u_2\|_{X_T}^{p - 1} \right) + t^{\frac{2 - N(p - 1)}{4}} \|v\|_{L^\infty(\mathbb{R}_+, L^p_{\mathbb{R}_+})} \right] \|u_1 - u_2\|_{X_T}
\]
and
\[
\|\nabla N(u_1)(t) - \nabla N(u_2)(t)\|_{L^2} \lesssim_{N, p} \left[ t^{\frac{2 - N(p - 1)}{4}} \left( \|u_1\|_{X_T}^{p - 1} + \|u_2\|_{X_T}^{p - 1} \right) + t^{-\frac{N(p - 1)}{4}} \|v\|_{L^\infty(\mathbb{R}_+, L^p_{\mathbb{R}_+})} \right] \|u_1 - u_2\|_{X_T}.
\]
These estimates follows from the proof of Lemma 2.3 and Lemma 2.4 respectively, and the elementary estimate
\[
|a^p - b^p| \lesssim_p (a + b)^{p - 1}|a - b|, \quad a, b \geq 0.
\]
\[\square\]

We are ready to prove Theorem 2.2.
Proof of Theorem 2.2. Let \( C := \max\{C, \bar{C}\} \), where \( C \) and \( \bar{C} \) are defined in Lemma 2.5 and Lemma 2.6, respectively. Let \( M := 10C\|u_0\|_{L^2} \) and we let \( B(0, M) \) be the ball in \( X_T \) centered at origin with radius \( M \). Further, let

\[
0 < T \leq \min \left\{ 1, \frac{1}{(10C^{p-1})^{\frac{1}{p-1}} + \left(10C\|v\|_{L^\infty(\mathbb{R}_+;L^\frac{2}{p-1})}\right)^{\frac{1}{p-1}} - \frac{N(p-1)}{2}} \right\},
\]

It is then easy to check that

\[
\|N(u)\|_{X_T} \leq M, \quad \forall u \in B(0, M)
\]

and

\[
\|N(u_1) - N(u_2)\|_{X_T} \leq \frac{1}{2}\|u_1 - u_2\|_{X_T}, \quad u_1, u_2 \in B(0, M).
\]

Theorem 2.2 then follows clearly from the Banach fixed point theorem.

Corollary 2.7. Under the assumption of Theorem 2.2, if \( T^* \) is the maximal time of existence of the mild solution \( u = N(u) \), then

\[
\limsup_{t \to T^*} \|u(t)\|_{L^2} = \infty.
\]

Otherwise, \( T^* = \infty \).

Proof. Let \( T^* < \infty \) and \( \limsup_{t \to T^*} \|u(t)\|_{L^2} = A < \infty \). Therefore, we can find a \( t_0 < T^* \), such that for all \( t' \), \( t_0 < t' < T^* \), one has \( \|u(t')\|_{L^2} \leq 2A \). Let

\[
0 < T < \min \left\{ 1, \frac{1}{(5 \cdot 2p \cdot C A^{p-1})^{\frac{1}{1-p}} + \left(10C\|v\|_{L^\infty(\mathbb{R}_+;L^\frac{2}{p-1})}\right)^{\frac{1}{p-1}} - \frac{N(p-1)}{2}} \right\}.
\]

Finally, we fix \( t' \in (t_0, T^* - t) \) satisfying \( T > T^* - t' \) (see, e.g., Figure 1).

Now by Theorem 2.2 with initial data \( u(t') \), there exists a mild solution \( \tilde{u} \) on \([t', t' + T]\). Moreover, the uniqueness of the mild solutions suggests that \( u = \tilde{u} \) on \([t', T^*]\), which suggests that the mild solution can be extended by surpassing \( T^* \). This is a contradiction.

Remark 2.8. The assumption of Corollary 2.7 is not trivial and we refer the reader Theorem A.1 for an example where the \( L^2 \) norm of the solution exists only in finite time.
Finally, we show that the mild solution \( u = \mathcal{N}(u) \) constructed on \([0, T]\) coincides the weak solution, under a slightly stronger assumption.

**Theorem 2.9.** Let \( v \in L^\infty(\mathbb{R}_+; L^\infty) \) and \( u = \mathcal{N}(u) \) be the mild solution on \([0, T]\) given in Theorem 2.2 with the initial data \( u_0 \in L^2(\mathbb{T}^N) \) with

\[
\int_{\mathbb{T}^N} u_0 dx = 0.
\]

Then, \( u = \mathcal{N}(u) \) is a weak solution of (1.3), and satisfies the energy identity for any \( 0 \leq t < T \):

\[
\|u_0\|_{L^2}^2 + 2 \int_0^t \int_{\mathbb{T}^N} |u|^p u dx dt = \|u(t)\|_{L^2}^2 + 2 \int_0^t \int_{\mathbb{T}^N} |\nabla u|^2 dx dt.
\]

**Remark 2.10.** Note that the assumption of Theorem 2.9 can be relaxed. More precisely, one can actually prove Theorem 2.9 without assuming (2.8) and under less regularity assumption: \( v \in L^\infty(\mathbb{R}_+; L^q) \) with \( q > \max\{N + 2, \frac{2}{p}\} \) (see, Theorem B.1). Nevertheless, the current Theorem 2.9 has already contained the most interesting cases and suffices for our applications (see, Sections 3 and 4).

**Proof.** We divide the proof into several steps.

**Step I: An alternative representation of \( u = \mathcal{N}(u) \).**

We claim that for any \( 0 < \epsilon \leq t \leq T \), one has

\[
u(t) = e^{(t-\epsilon)\Delta} u(\epsilon) + \int_\epsilon^t e^{(t-\tau)\Delta} (|u|^p - v \cdot \nabla u) d\tau - \int_\epsilon^t \int_{\mathbb{T}^N} |u|^p dx d\tau,
\]

where the above identity is taken in the sense of functions in \( C([\epsilon, T]; L^2(\mathbb{T}^N)) \). Indeed, by Definition 1.5 we have

\[
u(t) - u(\epsilon) = \left( e^{(t-\epsilon)\Delta} - I \right) \left[ e^{\epsilon \Delta} u_0 + \int_0^\epsilon e^{(\epsilon-\tau)\Delta} (|u|^p - v \cdot \nabla u) d\tau \right] + \int_\epsilon^t e^{(t-\tau)\Delta} (|u|^p - v \cdot \nabla u) d\tau - \int_\epsilon^t \int_{\mathbb{T}^N} |u|^p dx d\tau.
\]

Note that

\[
\left( e^{(t-\epsilon)\Delta} - I \right) \left[ \int_0^\epsilon \int_{\mathbb{T}^N} |u|^p dx d\tau \right] = 0.
\]

This together (2.11) gives the desired claim (2.10).

**Step II: For each \( 0 < \epsilon \leq t \), \( u \in L^2(\mathbb{R}_+; H^1(\mathbb{T}^N)) \).**

Indeed, using the fact that \( u \in X_T \), we have for any \( \epsilon \leq \tau \leq t \),

\[
\|u(\tau)\|_{H^1(\mathbb{T}^N)} \lesssim \tau^{-1/2} \cdot \|u\|_{X_T},
\]

this gives

\[
\int_\epsilon^t \|u(\tau)\|_{H^1(\mathbb{T}^N)}^2 d\tau \lesssim (\log T - \log \epsilon) \cdot \|u\|_{X_T}^2.
\]

Note that although the above bound depends on \( \epsilon \), we will finally show that it can be bounded above uniformly in \( \epsilon > 0 \), and therefore we are able to apply the dominated convergence theorem to pass \( \epsilon \) to 0. We will come back to this point later.

**Step III: \( L^2 \) pairing.**
Let $\varphi \in C^\infty ([t, T] \times \mathbb{T}^N)$ and consider the $L^2$ pairing of $\varphi$ with $u$ by using (2.10). This gives

$$
\int_{\mathbb{T}^N} \varphi(t)u(t)\,dx = \int_{\mathbb{T}^N} e^{(t-\tau)\Delta} \varphi(t)u(\tau)\,dx \\
+ \int_e^t \int_{\mathbb{T}^N} e^{(t-\tau)\Delta} \varphi(t) \left( |u(\tau)|^p - v(\tau) \cdot \nabla u(\tau) \right)\,d\tau\,dx \\
- \int_{\mathbb{T}^N} \varphi(t)\,dx \cdot \int_e^t \int_{\mathbb{T}^N} |u(\tau)|^p\,d\tau\,dx,
$$

where we have used Fubini-Tonelli’s Theorem to exchange the order of the order of integration. Now using the fact that $e^{t\Delta}$ is a strongly continuous semigroup on $L^2(\mathbb{T}^N)$ and standard spectral theory, we have

$$
\frac{d}{dt} \int_{\mathbb{T}^N} \varphi(t)u(t)\,dx = \int_{\mathbb{T}^N} \left( e^{(t-\tau)\Delta} \partial_t \varphi(t) + \Delta e^{(t-\tau)\Delta} \varphi(t) \right) u(\tau)\,d\tau \\
+ \int_e^t \int_{\mathbb{T}^N} \left( e^{(t-\tau)\Delta} \partial_t \varphi(t) + \Delta e^{(t-\tau)\Delta} \varphi(t) \right) \left( |u(\tau)|^p - v(\tau) \cdot \nabla u(\tau) \right)\,d\tau\,dx \\
+ \int_{\mathbb{T}^N} \varphi(t) \left( |u(t)|^p - v(t) \cdot \nabla u(t) \right)\,dx - \int_{\mathbb{T}^N} |u(t)|^p\,dx \cdot \int_{\mathbb{T}^N} \varphi(t)\,dx \\
- \int_{\mathbb{T}^N} \partial_t \varphi(t)\,dx \cdot \int_e^t \int_{\mathbb{T}^N} |u(\tau)|^p\,d\tau\,dx.
$$

Using the self-adjointness of $e^{t\Delta}$ and the fact that $\int_{\mathbb{T}^N} \Delta \varphi(t)\,dx = 0$, we find that

$$
\frac{d}{dt} \int_{\mathbb{T}^N} \varphi(t)u(t)\,dx = \int_{\mathbb{T}^N} \partial_t \varphi(t) \left[ e^{(t-\tau)\Delta} u(\tau) + \int_e^t e^{(t-\tau)\Delta} \left( |u(\tau)|^p - v(\tau) \cdot \nabla u(\tau) \right)\,d\tau \right. \\
- \left. \int_e^t \int_{\mathbb{T}^N} |u(\tau)|^p\,d\tau\,dx \right] \,dx \\
+ \int_{\mathbb{T}^N} \Delta \varphi(t) \left[ e^{(t-\tau)\Delta} u(\tau) + \int_e^t e^{(t-\tau)\Delta} \left( |u(\tau)|^p - v(\tau) \cdot \nabla u(\tau) \right)\,d\tau \right. \\
- \left. \int_e^t \int_{\mathbb{T}^N} |u(\tau)|^p\,d\tau\,dx \right] \,dx \\
+ \int_{\mathbb{T}^N} \varphi(t) \left( |u(t)|^p - v(t) \cdot \nabla u(t) \right)\,dx - \int_{\mathbb{T}^N} |u(t)|^p\,dx \cdot \int_{\mathbb{T}^N} \varphi(t)\,dx.
$$

Using (2.10), we see that the above term gives

$$
= \int_{\mathbb{T}^N} (\partial_t \varphi(t) + \Delta \varphi(t)) u(t)\,dx + \int_{\mathbb{T}^N} \varphi(t) \left( |u(t)|^p - v(t) \cdot \nabla u(t) \right)\,dx \\
- \int_{\mathbb{T}^N} |u(t)|^p\,dx \cdot \int_{\mathbb{T}^N} \varphi(t)\,dx.
$$
To this end, we integrate the above expression over \((\epsilon, t)\) for any \(\epsilon < t < T\):
\[
\int_{\epsilon}^{t} \int_{\mathbb{T}^N} \varphi(t) u(t) \, dx - \int_{\epsilon}^{t} \int_{\mathbb{T}^N} \varphi(\epsilon) u(\epsilon) \, dx = \int_{\epsilon}^{t} \int_{\mathbb{T}^N} \partial_t \varphi(\tau) u(\tau) \, dx \, d\tau
- \int_{\epsilon}^{t} \int_{\mathbb{T}^N} \nabla \varphi(\tau) \cdot \nabla u(\tau) \, dx \, d\tau + \int_{\epsilon}^{t} \int_{\mathbb{T}^N} \varphi(\tau) \left( |u(\tau)|^p - v(\tau) \cdot \nabla u(\tau) \right) \, dx \, d\tau
\]
(2.12) \[- \int_{\epsilon}^{t} \left( \int_{\mathbb{T}^N} |u(\tau)|^p \, dx \right) \cdot \left( \int_{\mathbb{T}^N} \varphi(\tau) \, dx \right) \, d\tau\]

**Step IV: Regularity of \(\partial_t u\).**

We claim that \(\partial_t u \in L^2([\epsilon, t]; H^{-1})\). Note that it suffices to show that all the terms in (2.12) are well defined for \(\varphi \in L^2([\epsilon, t]; H^1)\) with \(\partial_t \varphi \in L^2([\epsilon, t]; H^{-1})\).

The key observation here is to show that the term is well-defined
\[
\int_{\epsilon}^{t} \int_{\mathbb{T}^N} \varphi(\tau) \left( |u(\tau)|^p - v(\tau) \cdot \nabla u(\tau) \right) \, dx \, d\tau
\]
(2.13)
\[
= \int_{\epsilon}^{t} \int_{\mathbb{T}^N} \varphi(\tau)|u(\tau)|^p \, dx \, d\tau - \int_{\epsilon}^{t} \int_{\mathbb{T}^N} \varphi(\tau)v(\tau) \cdot \nabla u(\tau) \, dx \, d\tau
\]
is well-defined under such an assumption. To control the second term, we simply use Hölder:
\[
\left| \int_{\epsilon}^{t} \int_{\mathbb{T}^N} \varphi(\tau) v(\tau) \cdot \nabla u(\tau) \, dx \, d\tau \right| \leq \|v\|_{L^\infty([\epsilon, T] \times \mathbb{T}^N)} \|\varphi\|_{L^2([\epsilon, t] \times \mathbb{T}^N)} \|\nabla u\|_{L^2([\epsilon, t] \times \mathbb{T}^N)}.
\]

Next for the first term in (2.13), by Cauchy’s inequality and Gagliardo-Nirenberg’s inequality, we have
\[
\left| \int_{\epsilon}^{t} \int_{\mathbb{T}^N} \varphi(\tau)|u(\tau)|^p \, dx \, d\tau \right| \leq \|\varphi\|_{L^2([\epsilon, t] \times \mathbb{T}^N)} \cdot \left( \int_{\epsilon}^{t} \|u(\tau)\|_{L^{2p}(\mathbb{T}^N)}^2 \, d\tau \right)^{\frac{1}{2}}
\]
\[
\lesssim \|\varphi\|_{L^2([\epsilon, t] \times \mathbb{T}^N)} \cdot \left( \int_{\epsilon}^{t} \|\nabla u(\tau)\|_{L^{N(p-1)}(\mathbb{T}^N)}^{N(p-1)} \cdot \|u(\tau)\|_{L^{2}(\mathbb{T}^N)}^{2p-N(p-1)} \, d\tau \right)^{\frac{1}{2}}
\]
\[
\lesssim \|\varphi\|_{L^2([\epsilon, t] \times \mathbb{T}^N)} \cdot \|u\|_{L^X_T}^{\frac{N(p-1)}{2}} \cdot \left( \int_{\epsilon}^{t} \|\nabla u(\tau)\|_{L^{N(p-1)}(\mathbb{T}^N)}^\frac{N(p-1)}{2} \, d\tau \right)^{\frac{1}{2}}
\]
(2.14)
\[
\lesssim (t - \epsilon)^{\frac{2-N(p-1)}{4}} \|\varphi\|_{L^2([\epsilon, t] \times \mathbb{T}^N)} \cdot \|u\|_{L^X_T}^{\frac{N(p-1)}{2}} \cdot \|u\|_{L^{N(p-1)}_{L^2([\epsilon, T]; H^1)}}
\]

where in the above estimate, we have used the fact that \(u \in X_T, u \in L^2([\epsilon, t], H^1)\) (from Step II) and \(N(p - 1) < 2\).

**Step V: Approximation and energy identity over \([\epsilon, T]\).**

Since \(u \in L^2([\epsilon, t]; H^1)\) with \(\partial_t u \in L^2([\epsilon, t]; H^{-1})\), there exists a sequence \(\{\varphi_n\} \subset C^1([\epsilon, T]; H^1)\) such that \(\varphi_n \rightarrow u\) strongly in \(C([\epsilon, T]; L^2) \cap L^2([\epsilon, T]; H^1)\) as \(n \rightarrow \infty\) and such that \(\partial_t \varphi_n \rightarrow \partial_t u\) weakly in \(L^2([\epsilon, T]; H^{-1})\). Note that by
Hölder’s inequality and the proof of (2.13), we have
\[
\left| \int_t^T \int_{\mathcal{T}N} (u(\tau) - \varphi_n(\tau)) |u(\tau)|^p d\tau d\tau \right|
\leq \|u - \varphi_n\|_{L^2([\epsilon,T] \times \mathcal{T}N)} \cdot \left( \int_{\epsilon}^t \|u(\tau)\|_{L^2(\mathcal{T}N)}^{2p} d\tau \right)^{\frac{1}{2}}
\lesssim T^{\frac{-N(p-1)}{2}} \|u - \varphi_n\|_{L^2([\epsilon,T] \times \mathcal{T}N)} \cdot \|u\|_{X_T}^{\frac{p-1}{2}} \cdot \|u\|_{L^2([\epsilon,T], H^1)},
\]
which clearly converges to zero as \( n \to \infty \). Therefore, (2.15) gives for any \( 0 < \epsilon \)
\[
\text{and then pass to the limit } \epsilon \to 0. \]

To this end, we take \( \varphi_n \) as test functions in (2.12), and then pass to the limit
\( n \to \infty \). This gives
\[
\left. \right| \int_t^T \int_{\mathcal{T}N} (\varphi_n - u(\tau)) v(\tau) \cdot \nabla u(\tau) d\tau d\tau \right|
\]
where we have used the fact that \( \int_{\mathcal{T}N} u(\tau) d\tau = 0 \) for any \( \tau \in [\epsilon,t] \). By the fundamental theorem of Calculus,
\[
\int_{\epsilon}^t \int_{\mathcal{T}N} \partial_t u(\tau) v(\tau) d\tau d\tau = \frac{\|u(t)\|_{L^2}^2 - \|u(\epsilon)\|_{L^2}^2}{2}, \quad \epsilon < t < T.
\]
Therefore, (2.15) gives for any \( 0 < \epsilon \leq t \leq T \),
\[
\int_{\epsilon}^t \int_{\mathcal{T}N} \partial_t u(\tau) v(\tau) d\tau d\tau = \frac{\|u(t)\|_{L^2}^2 - \|u(\epsilon)\|_{L^2}^2}{2} + \int_{\epsilon}^t \int_{\mathcal{T}N} u(\tau) |v(\tau)|^p d\tau d\tau.
\]

**Step VI:** Passing \( \epsilon \to 0 \).

From (2.10), we see that
\[
\int_{\epsilon}^t \int_{\mathcal{T}N} |\nabla u(\tau)|_{L^2}^2 d\tau = \|u(\epsilon)\|_{L^2}^2 - \|u(t)\|_{L^2}^2 + \int_{\epsilon}^t \int_{\mathcal{T}N} |u(\tau)|^{p+1} d\tau d\tau.
\]
Note that by Gagliardo-Nirenberg’s inequality, we have for any \( 0 < \epsilon \leq t \leq T \),
\[
\int_{\epsilon}^t \int_{\mathcal{T}N} |u(\tau)|^{p+1} d\tau d\tau = \int_{\epsilon}^t \|u(\tau)\|_{L^2}^{p+1} d\tau
\leq \int_{\epsilon}^t \|\nabla u(\tau)\|_{L^2}^{\frac{N(p-1)}{2}} \|u(\tau)\|_{L^2}^{p+1 - \frac{N(p-1)}{2}} d\tau
\leq \|u\|_{X_T}^{p+1} \cdot \|\nabla u(\tau)\|_{L^2}^{\frac{N(p-1)}{2}} d\tau
\leq C_{T,p,N} \|u\|_{X_T}^{p+1},
\]
for some absolute constant $C_{T,p,N}$ only depending on $T, p$ and $N$. Note that in the above estimate, we have used the fact that $0 < \frac{N(p-1)}{4} < 1$.

Therefore, by Lebesgue’s Dominated convergence theorem, we are able to let $\epsilon \to 0$ in (2.16), which proves the desired energy identity (2.9). Here, in particular we are using the fact that $\|u(\epsilon)\|_{L^2} \to \|u(0)\|_{L^2}$, which can be easily verified via the definition of the mild solution. Similarly, since $u \in L^2((0,T), H^1)$ (by (2.17) and monotone convergence theorem), the right hand side of (2.12) with $\varphi \in C_\infty([0,T) \times \mathbb{T}^N)$ is uniformly bounded in $\epsilon$, so the left hand side is, which implies $(\partial_t u)_{1,1}^{0,T}$ converges weakly to $\partial_t u$ in $L^2((0,T); H^{-1})$. Therefore, by the Lebesgue’s Dominated convergence theorem again, we can pass to the limit $\epsilon \to 0$ in (2.12), which gives the weak formulation (1.5). Hence $u$ is a weak solution on $[0,T]$. 

3. Global existence with advecting drifts of small dissipation time

As an application of our local existence and regularity results, in this section, we show that if the advecting velocity $v$ has small dissipation time (see, Definition 3.1), then the solution to (1.3) converges to a homogeneous mixing state exponentially fast, which further guarantees the global existence of the mild (also weak) solution to the problem (1.3). It turns out such an existence result can be handled by the general theory developed in [18, Theorem 1.2], and we include the details here for the purpose of being self-contained.

To begin with, we put stronger assumptions on the drift term: we assume the incompressible velocity $v$ is Lipschitz continuous in space uniformly in time, i.e. $v \in L^\infty([0,\infty), W^{1,\infty}([\mathbb{T}^N]))$. For simplicity, we also assume $\bar{u} = 0$, while for the case when $\bar{u} \neq 0$, one can modify the proof by considering $\tilde{u} = u - \bar{u}$.

Let $S_{s,t}, 0 \leq s \leq t$, be the solution operator of the advection-diffusion equation (3.1)

$$\partial_t \theta + v \cdot \nabla \theta - \Delta \theta = 0,$$

that is $\theta(t) = S_{s,t} \theta(s)$.

Next, we introduce the dissipation time of (3.1). Heuristically, it is the smallest time that the system halve the energy, $L^2$ norm, of the solution. The formal definition is given below:

**Definition 3.1.** The dissipation time associated to the solution operator $S_{s,t}, 0 \leq s \leq t$ is defined by

$$\tau_s(v) := \inf \left\{ t \geq 0 \left| \|S_{s,s+t}\|_{L^2_0} \leq \frac{1}{2} \text{ for all } s \geq 0 \right\}. $$

We now describe the work in [18]. Consider the following nonlinear advection-diffusion equation:

$$\partial_t \theta + v \cdot \nabla \theta - \Delta \theta = \mathcal{N}(\theta)$$

on $\mathbb{T}^N$ and with initial data $\theta_0 \in L^2_0(\mathbb{T}^N)$, where $L^2_0(\mathbb{T}^N)$ denotes the collection of all $L^2$ integrable functions on $\mathbb{T}^2$ with mean 0. The velocity $v$ in the advection term is a Lipschitz divergence-free vector field with bounded Lipschitz constant. The non-linear operator $\mathcal{N} : H^1(\mathbb{T}^N) \to L^2_0(\mathbb{T}^N)$ is measurable, and its target space being $L^2_0$ implies the solution to (3.3) remain mean-zero. The authors proved following main theorem:
Theorem 3.2. Assume that $N$ satisfies the following hypotheses (H1) – (H2):

(H1) There exists $c_0 \in (0, 1]$ and an increasing continuous function $F : [0, \infty) \to [0, \infty)$ such that for every $\varphi \in H^1(\mathbb{T}^N)$ we have

$$\left| \int_{\mathbb{T}^d} \varphi N(\varphi) \, dx \right| \leq (1 - c_0)\|\nabla \varphi\|_{L^2}^2 + F(\|\varphi\|_{L^2}).$$

(H2) There exists $C_0 < \infty$ and an increasing continuous function $G : [0, \infty) \to [0, \infty)$ such that for every $\varphi \in H^1(\mathbb{T}^N)$ we have

$$\|N(\varphi)\|_{L^2} \leq C_0\|\nabla \varphi\|_{L^2}^2 + G(\|\varphi\|_{L^2}).$$

Moreover, if the functions $F$ and $G$ from hypotheses (H1) and (H2) respectively, satisfy

$$\|\theta(t)\|_{L^2} \leq 2\|\theta_0\|_{L^2} + 1. \quad \text{and} \quad \limsup_{y \to 0^+} \frac{F(y) + G(y)}{y} < \infty$$

and $T = \infty$, then $\|\theta(t)\|_{L^2} \to 0$ exponentially as $t \to \infty$.

Remark 3.3. The threshold value $\tau_0$ and the exponential decay rate can be computed explicitly in terms of $F, G, c_0$, and $\|\theta_0\|_{L^2}$ through the proof of the theorem.

Notice that equation (1.3) can be formulated into (3.3) with $N(u) = |u|^p - \int_{\mathbb{T}^N} |u|^p$. Therefore to prove the global existence of (1.3) for $v$ with small dissipation time, it suffices for us to check $\mathcal{N}(u)$ satisfies the hypotheses in Theorem 3.2 and the formal conclusion is summarized in the following theorem.

Theorem 3.4. Let $\gamma > 0$ and $u_0 \in L^p_0(\mathbb{T}^N)$. Then for $1 < p < 1 + \frac{4}{N}$ there exists a threshold $\tau_0 = \tau_0(\|u_0\|_{L^2}, p, \gamma)$, such that if $\tau_0(v) \leq \tau_0$, then there exists a constant $C_0 = C_0(\|u_0\|_{L^2}, p, \gamma) > 0$, such that

$$\|u(t)\|_{L^2} \leq C_0 e^{-\gamma t} \|u_0\|_{L^2}.$$ 

on $[0, T]$.

As a consequence of Corollary 3.5 and Theorem 3.4 we can easily obtain the global existence of mild solutions to (1.3):

Corollary 3.5. With the same assumptions of Theorem 3.4, the mild solution $u$ of (1.3) exists on $[0, \infty)$.

Remark 3.6. Here we would like to include several examples when the dissipation time $\tau_0(v)$ can be arbitrarily small.

(1). Our first example is the mixing flow. Recall that from classical theories of dynamical system (see, for instance [Ergodic theory, 5 in annals]), if $v$ is said to be strongly mixing with rate function $h$ if for every $s, t \geq 0$ and $\phi_0, \psi \in H^1(\mathbb{T}^N)$ with $\int_{\mathbb{T}^N} \phi_0 dx = \int_{\mathbb{T}^N} \psi dx = 0$, one has

$$||\phi(s + t), \psi|| \leq h(t)||\phi(s)||_{H^1}||\psi||_{H^1}.$$
Here, \( h(t) : [0, \infty) \to (0, \infty) \) is a continuous decreasing function that vanishes at \( \infty \) and \( \phi(s) := e^{sv} \phi_0 \). [13] Proposition 1.4 suggests the following: let \( v_A(x, t) := Av(x, At) \), then
\[
\tau_\epsilon(v_A) \to 0 \quad \text{as} \quad A \to \infty;
\]

(2). Our second example is the \textit{cellular flow}, which is given by
\[
(3.7) \quad v^A_t(x) := A\nabla^\perp \left( \frac{1}{T} \sin \left( \frac{2\pi}{T} x \right) \sin \left( \frac{2\pi}{T} y \right) \right) = 2\pi A \left( -\sin \left( \frac{2\pi}{T} x \right) \cos \left( \frac{2\pi}{T} y \right) \right) \cos \left( \frac{2\pi}{T} x \sin \left( \frac{2\pi}{T} y \right) \right),
\]
where \( \ell, A > 0 \). Indeed, one can check that \( \tau_\epsilon(v^A) \) can be arbitrarily small with \( \ell \) sufficiently small and \( A \) sufficiently large and we refer the reader [18] for more detailed information.

To our best knowledge, Corollary [3.5] hence provides the first example rather than Keller-Segel equations which satisfy the assumptions in [18] such that one can use cellular flow to prevent the blowup of a physical equation.

Remark 3.7. Corollary [3.5] and Remark [3.6] together conclude Theorem [1.1].

Now we prove Theorem [3.4] by checking the nonlinear term \( N(u) = |u|^p - \int_{\Omega} |u|^p \, dx \) satisfies the hypotheses in Theorem [3.2].

**Proof of Theorem [3.4]** \( \text{Hypotheses (H1):} \) For \( 1 < p < 1 + \frac{2}{N} \) we have:
\[
\left| \int_{\Omega} uN(u) \, dx \right| \leq \|u\|_{L^{p+1}}^{p+1} \lesssim \|u\|_{L^2}^{(p+1)-\left(\frac{2}{N}\right)N} \|\nabla u\|_{L^2}^{\left(\frac{2}{N}\right)N} \lesssim \frac{1}{2} \|\nabla u\|_{L^2}^2 + C\|u\|_{L^2}^{4(p+1)-2(p-1)N} \quad \text{for sufficiently large } A \text{ and } F(y) = Cy^{4(p+1)-2(p-1)N} \quad \text{for } 1 < p < 1 + \frac{2}{N}.
\]

**Hypotheses (H2):**
\[
\left\| N(u) \right\|_{L^2} \lesssim \|u\|_{L^{2p}}^p + \|u\|_{L^p}^p.
\]
For the first term, by the Gagliardo-Nirenberg and Young’s inequalities, for \( 1 < p < 1 + \frac{2}{N} \) we have:
\[
\|u\|_{L^{2p}}^p \lesssim \|\nabla u\|_{L^2}^p \|u\|_{L^2}^{(p-1)N} \lesssim C_0 \|\nabla u\|_{L^2}^2 + C_1 \|u\|_{L^2}^{4p-2(p-1)N}.
\]
Similarly, for the second term we have:
\[
\|u\|_{L^p}^p \lesssim \|\nabla u\|_{L^2}^{\left(\frac{2}{N}\right)N} \|u\|_{L^2}^{-\left(\frac{2}{N}\right)N} \lesssim C_0 \|\nabla u\|_{L^2}^2 + C_2 \|u\|_{L^2}^{4p-2(p-2)N}.
\]
Thus (H2) is satisfied with \( G(y) = C_1 y^{4(p-1)N} + C_2 y^{4p-2(p-2)N} \). Moreover, one can further verify that \( F, G \) satisfy [3.3]. The proof is complete. \( \Box \)
4. Applications to shear flow

In this section, we consider an application of Corollary 2.7 to the case when \( v \) becomes a horizontal shear flow. More precisely, we consider the case when \( N = 2 \) and the flow \( \mathbf{v} \) is given by \( \mathbf{v} = (v_1(x_2), 0) \):

\[
\partial_t u + A v_1(x_2) \partial_{x_1} u - \Delta u = |u|^p - \int_{T^2} |u|^p,
\]

where the parameter \( A > 0 \) is the amplitude of the flow, \( 1 < p < 2, v_1 \in L^\infty(T) \) and \( x = (x_1, x_2) \in T^2 \). By a change of time, we can write the above equation by

\[
\partial_t u + v_1(x_2) \partial_{x_1} u - \nu \Delta u = \nu |u|^p - \nu \int_{T^2} |u|^p, \tag{4.1}
\]

where \( \nu = A^{-1} \). Here, \( \nu \) is the viscosity coefficient, which measures the strength of the dissipation. The goal is to show the global existence of the equation (4.1) under proper assumption on \( \mathbf{v} \) and initial condition \( u_0 \).

For any \( g \in L^2(T^2) \), we denote

\[
\langle g \rangle(t, x_2) = \int_T g(t, x_1, x_2) dx_1 \quad \text{and} \quad g_\#(t, x_1, x_2) = g(t, x_1, x_2) - \langle g \rangle(t, x_2).
\]

Note that

\[
\langle g \rangle \in \text{Ker} (v_1(x_2) \partial_{x_1}) \quad \text{and} \quad g_\# \in \left( \text{Ker} (v_1(x_2) \partial_{x_1}) \right) ^{\bot}.
\]

We have the following property on shear flow \( \mathbf{v} \).

**Proposition 4.1.** \([5\] \) If \( v_1 \) has only finitely many critical points with order at most \( m \), namely, at most \( m - 1 \) derivatives vanishes at these critical points. Then there exists some constant \( C > 0 \), such that

\[
\| e^{-\nu \partial_{x_1}} g_\# \|_{H^{-1}} \leq \frac{C}{(1 + t)^m} \| g_\# \|_{H^1}, \quad t \geq 0,
\]

for any \( g \in L^2_0(T^2) \), or \( L^2 \) function with zero mean.

A direct consequence of the mixing condition above is an enhanced dissipation estimate for its corresponding advection-diffusion model:

**Proposition 4.2.** \( [5\] \) Theorem 2.1] For each \( \nu > 0 \) and \( \mathbf{v} = (v_1(x_2), 0) \), \( v_1 \) satisfies the assumption on Proposition 4.1. Define

\[
H_\nu := -\nu \Delta + v_1(x_2) \partial_{x_1}.
\]

Then for any \( g \in L^2_0(T^2) \), one has for any \( t \geq 0 \),

\[
\| e^{-t H_\nu} g_\# \|_{L^2} \leq 10 c_0 \nu^{\frac{\nu^2}{\nu + \lambda_0}}, \quad \lambda_0 := c_0 \nu^{\frac{\nu^2}{\nu + \lambda_0}},
\]

where \( c_0 > 0 \) is some absolute constant independent of the choice of \( \nu \).

**Theorem 4.3.** Let \( u_0 \in L^2_0(T^2) \) satisfy the following conditions:

The \( L^2 \)-norm of the average of \( u_0 \) along \( x_2 \)-direction is sufficiently small, that is,

\[
0 \leq \| \langle u_0 \rangle \|_{L^2_{x_2}} \ll 1.
\]

Let further, \( \mathbf{v} \in L^\infty(T^2) : [0, 1)^2 \to \mathbb{R} \) be a shear flow satisfies the assumption on Proposition 4.4 with \( m \geq 2 \). Then there exists \( 0 < \nu_0 < 1 \) depending on \( v_1 \) and \( \| u_0 \|_{L^2} \) with the following property: for any \( 0 < \nu < \nu_0 \), there exists a global-in-time weak solution \( u \) of (4.1) with initial data \( u_0 \) such that \( u \in L^\infty([0, \infty); L^2(T^2)) \cap L^2([0, \infty); H^1(T^2)) \).
4.1. Decomposition of the solution. We let $u$ be the weak solution as in Theorem 2.9 and recall that

\[ \langle u \rangle(t, x_2) = \int_T u(t, x_1, x_2) dx_1 \quad \text{and} \quad u_{\mathcal{X}}(t, x_1, x_2) = u(t, x_1, x_2) - \langle u \rangle(t, x_2). \]

By (4.6), it is easy to see that

\[ \langle u \rangle \in L^\infty([0, t_0]; L^2(T^2)) \cap L^2([0, t_0]; H^1(T)) \]

and

\[ u_{\mathcal{X}} \in L^\infty([0, t_0]; L^2(T^2)) \cap L^2([0, t_0]; H^1(T^2)). \]

Moreover, formally, by integrating (4.1) in $x_1$ and subtracting it from (4.1), one may notice that $\langle u \rangle$ and $u_{\mathcal{X}}$ satisfy the following system of coupled equations:

\[ \partial_t \langle u \rangle - \nu \partial_{x_2}^2 \langle u \rangle = \nu \int_T |\langle u \rangle + u_{\mathcal{X}}|^p dx_1 - \nu \int_T |\langle u \rangle + u_{\mathcal{X}}|^p dx_1 dx_2 \]

and

\[ \partial_t u_{\mathcal{X}} + v_1(x_2) \partial_{x_1} u_{\mathcal{X}} - \nu \Delta u_{\mathcal{X}} = \nu |\langle u \rangle + u_{\mathcal{X}}|^p - \nu \int_T |\langle u \rangle + u_{\mathcal{X}}|^p dx_1. \]

Nevertheless, parallel to Definition 4.5, we also have the two corresponding parts of mild solution to (4.1) satisfies the following equations:

\[ \langle u \rangle(t) = e^{-\nu \partial^2_{x_2}} \langle (u)(0) \rangle + \nu \int_0^t e^{-(t-\tau)\partial^2_{x_2}} \left( \int_T |\langle u \rangle(\tau) + u_{\mathcal{X}}(\tau)|^p dx_1 \right) \]

\[ - \nu \int_0^t \int_{T^2} |\langle u \rangle(\tau) + u_{\mathcal{X}}(\tau)|^p dx_1 dx_2 d\tau. \]
Proof.\( \parallel \) depends on the dimension. \( \parallel \) small time \( 0 \)

prove some prior estimates for \( u \), Bootstrap assumption.

4.2. By the energy identity corresponding to Proof.\( \parallel \) only depends on the dimension. (4.13) \( \tilde{\imath} \) Here, \( \parallel \) \reset\( \parallel \) our bootstrap argument.

Lemma 4.5. Under the assumption of Proposition 4.2, there exists a sufficiently small time \( 0 < \tilde{t}_{0,1} \leq t_0 \), such that for any \( 0 \leq s < t \leq \tilde{t}_{0,1} \), there holds

\[
\| u_\theta(t) \|_{L^p} \leq e^{-\frac{\lambda_\nu (t-s)}{2}} \| u_\theta(s) \|_{L^p} + \nu(t - s)^\frac{1}{2} \left( \int_s^t \| u(\tau) \|_{L^{2p}}^2 d\tau \right)^\frac{1}{2},
\]

where in the last inequality, we have used the estimate 4.14 and the proof of (2.14) with \( N = 2 \), respectively. The desired claim then follows by letting \( \tilde{t}_{0,1} \) be sufficiently small.

Lemma 4.6. There exists a sufficiently small time \( 0 < \tilde{t}_{0,2} \leq t_0 \), such that for any \( 0 \leq s < t \leq \tilde{t}_{0,2} \), there holds

\[
\nu \int_s^t \| \nabla u_\theta(\tau) \|_{L^2}^2 d\tau \leq \| u_\theta(s) \|_{L^2}^2.
\]

Here, \( \tilde{t}_{0,2} \) can depend on \( \nu, \| u \|_{X_{\nu}}, \| u \|_{L^2([0,t_0];H^1)} \), and the implicit constant in (4.13) only depends on the dimension.

Proof. By the energy identity corresponding to \( u_\theta \), we see that for any \( 0 \leq \tau \leq t_0 \),

\[
\frac{1}{2} \frac{d}{dt} \| u_\theta(\tau) \|_{L^2}^2 + \nu \| \nabla u_\theta(\tau) \|_{L^2}^2 = \nu \int_{\mathbb{T}^2} u_\theta(\tau) \left( \langle u(\tau) \rangle + u_\theta(\tau) \right)^p dx_1 dx_2 - \nu \int_T \left[ \int_{\mathbb{T}^2} \langle u(\tau) \rangle^p dx_1 \cdot \int_T u_\theta(\tau) dx_1 \right] dx_2 \leq 2\nu \| u_\theta(\tau) \|_{L^2} \cdot \| u(\tau) \|_{L^2}^p \leq \nu \| u_\theta(\tau) \|_{L^2}^2 + \nu \| u(\tau) \|_{L^2}^{2p}.
\]
Integrating the above estimate with respect to the interval \([s, t]\), we have
\[
\frac{\|u_\nu(t)\|^2_{L^2}}{2} + \nu \int_s^t \|\nabla u_\nu(\tau)\|^2_{L^2} d\tau \\
\leq \frac{\|u_\nu(s)\|^2_{L^2}}{2} + \nu \int_s^t \left(\|u_\nu(\tau)\|^2_{L^2} + \|u(\tau)\|^2_{L^{2p}}\right) d\tau \\
\lesssim \|u_\nu(s)\|^2_{L^2} + \nu(t-s)\|u\|^2_{X_{t_0}} + \nu(t-s)^{2-p} \cdot \|u\|^2_{X_{t_0}} \|u\|^{2(p-1)}_{L^2([0,t_0],H^1)},
\]
where in the last estimate, we have used the proof of (2.14) with \(N = 2\) again.

The desired estimate (4.13) holds if \(\tilde{t}_{0,2}\) is sufficiently small.

The estimates (4.12) and (4.13) suggests that we can make the following bootstrap assumptions: for any \(\nu > 0\) and \(0 \leq s \leq t \leq \tilde{t}_0\),
1. \(\|u_\nu(t)\|_{L^2} \leq 20e^{-\frac{\nu}{2}(t-s)}\|u_\nu(s)\|_{L^2}\),
2. \(\nu \int_s^t \|\nabla u_\nu(\tau)\|^2_{L^2} d\tau \leq 10\|u_\nu(s)\|^2_{L^2}\).

Here \(\tilde{t}_0 > 0\) is the maximal time such that the estimates above hold on \([0, \tilde{t}_0]\).

Remark 4.7. The exact values of the coefficients in the above assumption are not important, while what is important for us is that once such a choice is fixed, then if we assume \(\nu\) is sufficiently small, such an assumption can improve itself by replacing the coefficients 20 and 10, respectively, into smaller ones, which, together with Corollary 2.7, will “force” \(t_0\) to take the value \(\infty\).

4.3. Uniform bounds of \(\langle u \rangle\). In the third part of this section, we are aiming to show the terms
\[
\|\langle u \rangle(t)\|^2_{L^2} \quad \text{and} \quad \nu \int_0^t \|\partial_{x_2} \langle u \rangle(\tau)\|^2_{L^2} d\tau
\]
can be bounded above uniformly for all \(t \in [0, \tilde{t}_0]\), under the bootstrap assumption and sufficiently small \(\nu\).

Before we proceed, we would like include a comparison between our approach and the one in [6] by Colti Zeltati, Dolce, Feng and Mazzucato, in which, they considered the two-dimensional Kuramoto-Sivashinsky equation with a shear flow. Their study of the average part of the solution along the \(x_2\)-direction (namely, let \(\psi = \partial_{x_2} \langle \phi \rangle\)) reduces to study the following 1-dimensional ODE
\[
\partial_t \psi + \frac{\nu}{2} \int \partial_{x_2} |\nabla_\theta \theta|^2 dx_1 + \nu \langle u \rangle \partial_{x_2} \psi + \nu \partial_{x_2}^4 \psi + \nu \partial_{x_2}^5 \psi = 0,
\]
whose energy estimate has the form:
\[
\frac{1}{2} \frac{d}{dt} \|\psi\|^2_{L^2} + \nu \|\partial_{x_2}^2 \psi\|^2_{L^2} = \nu \|\partial_{x_2} \psi\|^2_{L^2} + \nu \int \|\nabla_\theta \theta\|^2 \partial_{x_2} \psi dx_1.
\]
One crucial step to handle the above estimate is to use the one-dimensional Poincaré’s inequality to absorb term \(\|\partial_{x_2} \psi\|^2_{L^2}\) by \(\|\partial_{x_2}^2 \psi\|^2_{L^2}\), and this leads to a uniform bound of the term \(\|\psi\|^2_{L^2}\) by the initial data (see, [6] Section 2). To our best knowledge, this approach cleverly uses the full strength of the structure of the Kuramoto-Sivashinsky equation, however, it might not work for other situation, for example, if the term \(\partial_{x_2}^2 \psi\) is replaced by \(\partial_{x_2}^4 \psi\).
A similar situation also happens for the energy estimate of equation (4.9), in which and heuristically, the term $\nu \|\partial_x \psi\|_{L_x^2}^2$ is replaced by $\nu \|\langle u \rangle\|_{L_x^2}^{2p}$, which suggests that the Poincaré technique might not work directly. Here we overcome this difficulty by applying a version of small energy method to shear flows, and our method is motivated by [25, Section 5].

We now turn to the details and we begin with the following prior estimate.

**Lemma 4.8** (A prior estimate). Assume the bootstrap assumption and moreover, there exists a positive number $0 < T \leq \tilde{t}_0$, such that

\begin{equation}
\int_T \langle u_0 \rangle(x_2)dx_2 = 0
\end{equation}

and

\begin{equation}
\|\langle u \rangle(t, \cdot)\|_{L_x^2} \leq K, \quad \text{for all } t \in [0, T],
\end{equation}

where

\begin{equation}
K \leq \left( \frac{\lambda_1}{4C_p} \right) ^{\frac{p-1}{p(p-1)}}.
\end{equation}

Here, $\lambda_1$ is the smallest positive eigenvalue of $-\Delta$ on $\mathbb{T}$ and $C_p$ is an absolute constant which only depends on $p$.

Then the following estimate holds

\begin{equation}
\|\langle u \rangle(T, \cdot)\|_{L_x^2}^2 \leq \exp \left( C_{p,\nu} \|u_0\|_{L_x^2}^p \right) \cdot \left[ \|\langle u \rangle(0, \cdot)\|_{L_x^2}^2 + C_{p,\nu} \|u_0\|_{L_x^2}^p \right],
\end{equation}

where

\[ C_{p,\nu} := 20C_p \cdot 10^{\frac{p-1}{2}} \left[ 2(3-p) \right]^{\frac{3-p}{2}} \cdot \nu \left( \frac{\nu}{\lambda_1} \right)^{\frac{3-p}{2}}. \]

**Remark 4.9.** Note that $C_{p,\nu}$ is increasing with respect to $\nu$ and also

\[ \lim_{\nu \to 0} C_{p,\nu} = 0. \]

These properties are clear from the definition of $\lambda_\nu$ (see, (4.4)).

**Proof of Lemma 4.8.** We start with commenting that the constant $C_p$ used in the proof of this result might differ from line by line, which, however, will depend only on $p$. Next observe that

\begin{equation}
\int_T \langle u \rangle(t, x_2)dx_2 = 0 \quad \text{for any } t \geq 0.
\end{equation}

Indeed, by (4.17), we know $u_0$ has mean zero on $\mathbb{T}^2$, which implies $u(t, \cdot)$ has mean zero on $\mathbb{T}^2$ for any $t \geq 0$. 


Using the energy identity of \( \langle u \rangle \), we find that
\[
\frac{1}{2} \frac{d}{dt} \int_\mathbb{T} |\langle u \rangle|^2 \, dx + \nu \int_\mathbb{T} |\partial_x \langle u \rangle|^2 \, dx = \nu \int_\mathbb{T} \langle u \rangle \langle x_2 \rangle \left| \langle u \rangle + u_\lambda \right|^p \, dx_1 dx_2
\]
\[\leq C_p \nu \int_\mathbb{T} |\langle u \rangle(x_2)\rangle \left( |\langle u \rangle(x_2)\rangle|^p + |u_\lambda(x_1, x_2)\rangle|^p \right) \, dx_1 dx_2 \]
\[= C_p \nu \int_\mathbb{T} |\langle u \rangle|^{p+1} \, dx + C_p \nu \int_\mathbb{T} |\langle u \rangle \langle x_2 \rangle| \left| u_\lambda(x_1, x_2) \right|^p \, dx_1 dx_2 \]
\[\leq C_p \nu \int_\mathbb{T} |\langle u \rangle|^{p+1} \, dx + C_p \nu \| \langle u \rangle \|_{L^2_{\mathbb{T}}} \| u_\lambda \|_{L^{2p}_{\mathbb{T}}} \]
(4.22)
\[:= A + B. \]

**Estimation of \( A \).** By the Gagliardo–Nirenberg’s inequality, we see that
\[
A = C_p \nu \| \langle u \rangle \|^p_{L^\frac{p+1}{D} \mathbb{T}^D} \leq C_p \nu \left( \| \partial_x \langle u \rangle \|^p_{L^2 \mathbb{T}^D} \cdot \| \langle u \rangle \|^p_{L^2 \mathbb{T}^D} \right)^{p+1}
\]
\[= C_p \nu \left( \frac{\nu}{5} \| \partial_x \langle u \rangle \|^2_{L^2 \mathbb{T}^D} + C_p \nu \cdot \| \langle u \rangle \|^2_{L^2 \mathbb{T}^D} \right)^{1+\frac{p}{4}}
\]
\[\leq \frac{\nu}{2} \| \partial_x \langle u \rangle \|^2_{L^2 \mathbb{T}^D} + C_p \nu \cdot \| \langle u \rangle \|^2_{L^2 \mathbb{T}^D}, \]
where in the last inequality, we use the assumption (4.19).

**Estimation of \( B \).** Using the Gagliardo–Nirenberg’s inequality again, we obtain that
\[
B \leq C_p \nu \cdot \| \langle u \rangle \|_{L^2 \mathbb{T}^D} \left[ \| \nabla u_\lambda \|_{L^2 \mathbb{T}^D}^{p-1} \cdot \| u_\lambda \|_{L^2 \mathbb{T}^D} \right]
\]
\[\leq C_p \nu \left[ \| \nabla u_\lambda \|_{L^2 \mathbb{T}^D}^{p-1} \cdot \| u_\lambda \|_{L^2 \mathbb{T}^D} + \| \nabla u_\lambda \|_{L^2 \mathbb{T}^D}^{p-1} \cdot \| u_\lambda \|_{L^2 \mathbb{T}^D} \right]. \]

Combining both estimates of \( A \) and \( B \), (4.22) reduces to
\[
\frac{1}{2} \frac{d}{dt} \int_\mathbb{T} |\langle u \rangle(x_2)\rangle|^2 \, dx_2 + \nu \int_\mathbb{T} |\partial_x \langle u \rangle(x_2)\rangle|^2 \, dx_2 \leq C_p \nu K^{\frac{4p-1}{4p}} \| \langle u \rangle \|_{L^2_{\mathbb{T}}}^2
\]
\[+ C_p \nu \left[ \| \nabla u_\lambda \|_{L^2 \mathbb{T}^D}^{p-1} \cdot \| u_\lambda \|_{L^2 \mathbb{T}^D} + \| \nabla u_\lambda \|_{L^2 \mathbb{T}^D}^{p-1} \cdot \| u_\lambda \|_{L^2 \mathbb{T}^D} \right]. \]
(4.23)

Hence, by the one-dimensional Poincaré’s inequality and (4.19), we have
\[
C_p \nu K^{\frac{4p-1}{4p}} \| \langle u \rangle \|_{L^2_{\mathbb{T}}} \leq C_p \nu \cdot \frac{\lambda_1}{4C_p} \| \langle u \rangle \|_{L^2_{\mathbb{T}}}^2 \leq \frac{\nu}{4} \| \partial_x \langle u \rangle \|^2_{L^2_{\mathbb{T}}} ,
\]
where we recall that \( \lambda_1 \) is the smallest eigenvalue of \( -\Delta \) on \( \mathbb{T} \). Therefore, we can further reduce (4.23) by
\[
\frac{1}{2} \frac{d}{dt} \int_\mathbb{T} |\langle u \rangle(x_2)\rangle|^2 \, dx_2 + \frac{\nu}{4} \int_\mathbb{T} |\partial_x \langle u \rangle(x_2)\rangle|^2 \, dx_2 \leq C_p \nu \left[ \| \nabla u_\lambda \|_{L^2 \mathbb{T}^D}^{p-1} \cdot \| u_\lambda \|_{L^2 \mathbb{T}^D} + \| \nabla u_\lambda \|_{L^2 \mathbb{T}^D}^{p-1} \cdot \| u_\lambda \|_{L^2 \mathbb{T}^D} \right], \]
(4.24)
\[\leq C_p \nu \left[ \| \nabla u_\lambda \|_{L^2 \mathbb{T}^D}^{p-1} \cdot \| u_\lambda \|_{L^2 \mathbb{T}^D} + \| \nabla u_\lambda \|_{L^2 \mathbb{T}^D}^{p-1} \cdot \| u_\lambda \|_{L^2 \mathbb{T}^D} \right]. \]
which gives the ODE
\[ \frac{1}{2} \frac{d}{dt} \| \langle u \rangle \|^2_{L^2} \leq C_p \nu \left[ \| \nabla u_\theta \|^2_{L^2} \cdot \| u_\theta \|_{L^2} + \| \nabla u_\theta \|^p_{L^2} \cdot \| u_\theta \|_{L^2} \right]. \]

Let
\[ \rho(t) := \exp \left( -C_p \nu \int_0^t \| \nabla u_\theta(\tau) \|_{L^2} \cdot \| u_\theta(\tau) \|_{L^2} \, d\tau \right) \]
be the integrating factor, and solving the ODE (4.25), we have
\[ \int_T \| \langle u \rangle(T, x_2) \|^2_{L^2} \leq \frac{1}{\rho(T)} \int_T \| \langle u \rangle(0, x_2) \|^2_{L^2} \]
\[ + \frac{C_p \nu}{\rho(T)} \int_0^T \rho(\tau) \| \nabla u_\theta(\tau) \|_{L^2} \cdot \| u_\theta(\tau) \|_{L^2} \, d\tau. \]

By the bootstrap assumption, we estimate \( \frac{1}{\rho(T)} \) as follows:
\[ \frac{1}{\rho(T)} = \exp \left( C_p \nu \int_0^T \| \nabla u_\theta(\tau) \|_{L^2} \cdot \| u_\theta(\tau) \|_{L^2} \, d\tau \right) \]
\[ \leq \exp \left( 20C_p \nu \cdot \| u_\theta(0) \|_{L^2} \int_0^T \| \nabla u_\theta(\tau) \|_{L^2} \cdot e^{-\frac{\lambda_\nu}{2} \tau} \, d\tau \right). \]

Applying Hölder’s inequality, we see that
\[ \int_0^T \| \nabla u_\theta(\tau) \|_{L^2} \cdot e^{-\frac{\lambda_\nu}{2} \tau} \, d\tau \leq \left( \int_0^T \| \nabla u_\theta(\tau) \|^2_{L^2} \, d\tau \right)^{\frac{p-1}{2}} \cdot \left( \int_0^T e^{-\frac{\lambda_\nu}{2} \tau} \, d\tau \right)^{\frac{3-p}{2}} \]
\[ = \left( \nu \int_0^T \| \nabla u_\theta(\tau) \|^2_{L^2} \, d\tau \right)^{\frac{p-1}{2}} \cdot \nu^{\frac{3-p}{2}} \cdot \left( \int_0^T e^{-\frac{\lambda_\nu}{2} \tau} \, d\tau \right)^{\frac{3-p}{2}} \]
\[ \leq \nu^{\frac{3-p}{2}} \cdot 10^{\frac{3-p}{2}} \cdot \| u_\theta(0) \|_{L^2}^{p-1} \cdot \frac{[2(3-p)]^{\frac{3-p}{2}}}{\lambda_\nu}. \]

Therefore,
\[ \frac{1}{\rho(T)} \leq \exp \left( 20C_p \nu \cdot \| u_\theta(0) \|_{L^2} \cdot \nu^{\frac{3-p}{2}} \cdot 10^{\frac{3-p}{2}} \cdot \| u_\theta(0) \|_{L^2}^{p-1} \cdot \frac{[2(3-p)]^{\frac{3-p}{2}}}{\lambda_\nu} \right) \]
\[ = \exp \left( 20C_p \cdot 10^{\frac{3-p}{2}} \cdot [2(3-p)]^{\frac{3-p}{2}} \cdot \left( \nu \frac{2}{\lambda_\nu} \right)^{\frac{3-p}{2}} \cdot \| u_\theta(0) \|_{L^2} \right) \]
\[ = \exp \left( C_{p,\nu} \cdot \| u_\theta(0) \|_{L^2}^p \right). \]

This estimate together with (4.20) yields
\[ \| \langle u \rangle(T) \|^2_{L^2} \leq \exp \left( C_{p,\nu} \cdot \| u_\theta(0) \|_{L^2}^p \right) \]
\[ \cdot \left[ \| \langle u \rangle(0) \|^2_{L^2} + C_p \nu \int_0^T \| \nabla u_\theta(\tau) \|_{L^2} \cdot \| u_\theta(\tau) \|_{L^2} \, d\tau \right] \]
\[ \leq \exp \left( C_{p,\nu} \cdot \| u_\theta(0) \|_{L^2}^p \right) \cdot \left[ \| \langle u \rangle(0) \|^2_{L^2} + C_{p,\nu} \cdot \| u_\theta(0) \|_{L^2}^p \right]. \]

The desired result is proved. \( \square \)
We are now ready to bound the two terms in (4.15) uniformly for all $t \in [0, \tilde{t}_0]$. Here is the main result.

**Proposition 4.10.** Assume the bootstrap assumption. Then there exists a $\tilde{\nu} > 0$, which only depends on $p$ and $\|u(0)\|_{L^2}$, such that for any $0 < \nu < \tilde{\nu}$ and for any initial data $\langle u(0, \cdot) \rangle$ of (4.9) with mean zero and satisfying

$$
\|\langle u(0, \cdot) \rangle \|_{L^2} \leq \frac{1}{4} \cdot \left( \frac{\lambda_1}{4C_p} \right)^{\frac{5-p}{2p-1}}
$$

the mild solution of (4.9) satisfies the following estimates: for any $0 \leq t \leq \tilde{t}_0$,

1. $$
\|\langle u(t, \cdot) \rangle \|_{L^2} \leq \frac{1}{2} \cdot \left( \frac{\lambda_1}{4C_p} \right)^{\frac{5-p}{2p-1}}
$$
2. $$
\nu \int_0^t \|\partial_{x^2} \langle u(\tau, \cdot) \rangle \|_{L^2}^2 \, d\tau \leq 4 + 4 \left( \frac{\lambda_1}{4C_p} \right)^{\frac{5-p}{2p-1}}.
$$

Here, $\lambda_1$ and $C_p$ are the constants defined as in Lemma 4.8.

**Proof.** (1). Recall from Remark 4.9 that $\lim_{\nu \to 0} C_{p, \nu} = 0$, this allows us to choose a $\tilde{\nu}$ sufficiently small (but only depends on $p$ and $\|u(0)\|_{L^2}$, such that for any $0 < \nu < \tilde{\nu}$, we have

$$
\exp \left( C_{p, \nu} \|u(0)\|_{L^2}^p \right) < 2
$$

and

$$
C_{p, \nu} \exp \left( C_{p, \nu} \|u(0)\|_{L^2}^p \right) \|u(0)\|_{L^2}^p < \frac{1}{8} \cdot \left( \frac{\lambda_1}{4C_p} \right)^{\frac{5-p}{2p-1}}.
$$

Let

$$
K := \frac{1}{2} \cdot \left( \frac{\lambda_1}{4C_p} \right)^{\frac{5-p}{2p-1}}
$$

in Lemma 4.8 and $T$ be the maximal time such that $\|\langle u(t) \rangle \|_{L^2} \leq K$ on $[0, T]$. By the continuity of $L^2$ norm of the mild solution, $T > 0$. Our goal is to show that $T = \tilde{t}_0$. Otherwise, assume $0 < T < \tilde{t}_0$. By Lemma 4.8 and (4.28), this means

$$
\frac{1}{4} \cdot \left( \frac{\lambda_1}{4C_p} \right)^{\frac{5-p}{2p-1}} = K^2 = \|\langle u(T) \rangle \|_{L^2}^2
\leq \exp \left( C_{p, \nu} \|u(0)\|_{L^2}^p \right) \cdot \left[ \|\langle u(T) \rangle \|_{L^2}^2 + C_{p, \nu} \|u(0)\|_{L^2}^p \right]
\leq \frac{2}{16} \cdot \left( \frac{\lambda_1}{4C_p} \right)^{\frac{5-p}{2p-1}} + \frac{1}{8} \cdot \left( \frac{\lambda_1}{4C_p} \right)^{\frac{5-p}{2p-1}}
= \frac{1}{4} \cdot \left( \frac{\lambda_1}{4C_p} \right)^{\frac{5-p}{2p-1}},
$$

which is a contradiction. This means that (4.29) has to be true until the maximal time, that is $T = \tilde{t}_0$. 

(2). As a consequence of (1.29), we see that the condition (1.18) in Lemma 4.8 is satisfied, therefore, (1.24) is valid, that is,
\[
\frac{1}{2} \frac{d}{dt} \int_0^T |u|^2 \, dx + \nu \frac{1}{4} \int_0^T |\partial_x \bar{u}(u)|^2 \, dx \leq C_p \nu \left[ \left\| \nabla \bar{u} \right\|_{L^2}^{p-1} \cdot \left\| \bar{u} \right\|_{L^2} + \left\| \nabla \bar{u} \right\|_{L^2}^{p-1} \cdot \left\| \bar{u} \right\|_{L^2} \left\| u \right\|_{L^2}^2 \right].
\]

Integrating the above equation with respect to the interval \([0, t]\), we find that
\[
\frac{\nu}{4} \int_0^T \left\| \partial_x \bar{u}(u) \right\|_{L^2}^2 \, d\tau \leq \frac{1}{2} \int_0^T \left\| \bar{u}(0, x) \right\|^2 \, dx + C_p \nu \int_0^t \left\| \nabla \bar{u} \right\|_{L^2}^{p-1} \left\| \bar{u} \right\|_{L^2} \, d\tau + C_p \nu \int_0^t \left\| \nabla \bar{u} \right\|_{L^2}^{p-1} \left\| \bar{u} \right\|_{L^2} \left\| u \right\|_{L^2} \left\| u \right\|_{L^2}^2 \, d\tau.
\]

Now by (4.28) and (4.29), we can further bound the above right hand side by
\[
\left[ 1 + \frac{1}{4} \cdot \left( \frac{\lambda_1}{4C_p} \right)^{\frac{2}{p-1}} \right] \cdot C_p \nu \int_0^t \left\| \nabla \bar{u} \right\|_{L^2}^{p-1} \left\| \bar{u} \right\|_{L^2} \, d\tau + \frac{1}{32} \cdot \left( \frac{\lambda_1}{4C_p} \right)^{\frac{2}{p-1}}.
\]

To this end, we control the integral in the above term by following exactly the same steps as in (4.27) to see that
\[
\frac{\nu}{4} \int_0^T \left\| \partial_x \bar{u}(u) \right\|_{L^2}^2 \, d\tau \leq \left[ 1 + \frac{1}{4} \cdot \left( \frac{\lambda_1}{4C_p} \right)^{\frac{2}{p-1}} \right] \cdot C_p \nu \left\| \bar{u} \left( 0 \right) \right\|_{L^2}^p + \frac{1}{32} \cdot \left( \frac{\lambda_1}{4C_p} \right)^{\frac{2}{p-1}} \left\| \bar{u} \right\|_{L^2}^2 \left\| u \right\|_{L^2}^2.
\]

which clearly implies the desired estimate (1.30). Here in the last estimate, we have used the estimate (4.31). The proof is complete. \(\square\)

4.4. Bootstrap estimates. The next step is to show that for sufficiently small \(\nu\), the bootstrap assumption can be self-improved. More precisely, we will show that under the assumption of Theorem 4.3 (or, 4.28) and the bootstrap assumption, we have for \(\nu\) sufficiently small and \(0 \leq s \leq t \leq t_0\),

(1). \(\left\| \bar{u}(t) \right\|_{L^2} \leq 15\nu^{-\frac{2}{p-1}} \left\| \bar{u}(s) \right\|_{L^2} ;\)

(2). \(\nu \int_s^t \left\| \nabla \bar{u} \right\|_{L^2}^2 \, d\tau \leq 5 \left\| \bar{u}(s) \right\|_{L^2}^2 .\)

The above estimates are referred as the bootstrap estimates.

Let us include some motivation before we proceed. Heuristically, Proposition 4.10 suggests that the \(L^2_{x,t}\)-norm of \((u)(t, \cdot)\) behaves like a “constant” for large \(t\), while \(\left\| \bar{u}(t) \right\|_{L^2} \) possesses an exponential decay as \(t\) increases. This suggests to prove the refined bootstrap estimates, we need to “eliminate” the contribution of the term \((u)\). More precisely, for \(\bar{u}\), instead of working directly on the energy
estimate of (4.10), we modify it a little bit and study the corresponding energy identity:
\[ \begin{aligned}
\partial_t u_{\psi} + v_1(x_2)\partial_{x_1} u_{\psi} - \nu \Delta u_{\psi} &= \nu \left( |\langle u \rangle + u_{\psi}|^p - |\langle u \rangle|^p \right) \\
&\quad - \nu \int_{\mathbb{T}} \left( |\langle u \rangle + u_{\psi}|^p - |\langle u \rangle|^p \right) dx_1.
\end{aligned} \]

(4.32)

We need the following simple lemma, which plays an important role to “cancel” the contribution \( \langle u \rangle \) in our coming proof.

**Lemma 4.11.** For any \( a, b \in \mathbb{R} \) and \( p \geq 1 \),
\[ |(a + b)^p - b^p| \leq (p - 1) \max \{1, 2^{p-2}\} \cdot |a| \cdot (|a|^{p-1} + |b|^{p-1}) . \]

Proof. The proof follows clearly by the mean value theorem and the elementary estimate
\[ |(a + b)^p - b^p| \leq (p - 1) \max \{1, 2^{p-2}\} \cdot |a|^{p-1} \cdot |b|^{p-1} , \]
and hence we omit it here. \( \square \)

We are now ready to prove the second estimate in the bootstrap estimate.

**Proposition 4.12.** Assume the bootstrap assumption, \( u_0 \in L^2_0 \), (4.2) and (4.28). Then there exists a \( \nu_1 > 0 \) which only depends on \( p \) and \( \|u_{\psi}(0)\|_{L^2} \), such that for any \( 0 < \nu < \nu_1 \) and any \( 0 \leq s \leq t \leq t_0 \),
\[ \nu \int_s^t \|\nabla u_{\psi}(\tau)\|^2_{L^2} d\tau \leq 5 \|u_{\psi}(s)\|^2_{L^2} . \]

(4.34)

Proof. We begin with commenting that the constant \( C'_p \) in the proof of this lemma might change from line by line, which, however, will only depend on \( p \). By the energy identity corresponding to (4.32), we have
\[ \begin{aligned}
\frac{1}{2} \frac{d}{dt} \|u_{\psi}\|^2_{L^2} + \nu \|\nabla u_{\psi}\|^2_{L^2} &= \nu \int_{\mathbb{T}} u_{\psi} \left( |\langle u \rangle + u_{\psi}|^p - |\langle u \rangle|^p \right) dx_1 dx_2 \\
&\quad \leq \nu \int_{\mathbb{T}} u_{\psi} \left( |\langle u \rangle + u_{\psi}|^p - |\langle u \rangle|^p \right) dx_1 dx_2 \\
&\quad \leq C'_p \nu \int_{\mathbb{T}} u_{\psi} \left( |\langle u \rangle|^{p-1} + |u_{\psi}|^{p-1} \right) dx_1 dx_2 \\
&\quad \leq C'_p \nu \int_{\mathbb{T}} |u_{\psi}|^{p+1} dx_1 dx_2 + C'_p \nu \int_{\mathbb{T}} |u_{\psi}|^2 |\langle u \rangle|^{p-1} dx_1 dx_2 ,
\end{aligned} \]

(4.35)

where in the first estimate, we have used the fact that
\[ \int_{\mathbb{T}} u_{\psi}(t, x_1, x_2) dx_1 = 0 . \]

For the second integral in the (4.35), we further bound it as
\[ \begin{aligned}
\int_{\mathbb{T}} |u_{\psi}|^2 |\langle u \rangle|^{p-1} dx_1 dx_2 &= \int_{\mathbb{T}} \left[ |\langle u \rangle|^{p-1} \cdot \int_{\mathbb{T}} |u_{\psi}|^2 dx_1 \right] dx_2 \\
&\quad \leq \left( \int_{\mathbb{T}} |\langle u \rangle|^{p+1} dx_2 \right)^{\frac{p}{p+1}} \cdot \left( \int_{\mathbb{T}} \int_{\mathbb{T}} |u_{\psi}|^2 dx_1 \right)^{\frac{1}{p+1}} dx_2 \\
&\quad \leq \|\langle u \rangle\|_{L^{p+1}}^{p-1} \cdot \|u_{\psi}\|^2_{L^{p+1}} ,
\end{aligned} \]
where in the last estimate follows from the Minkowski’s inequality. Therefore, combining the above estimates yields

\[
\frac{1}{2} \frac{d}{dt} \| u_\# \|^2_{L^2} + \nu \| \nabla u_\# \|^2_{L^2} \leq C_p^\nu \| u_\# \|^2_{L^{p+1}} \left[ \| \langle u \rangle \|_{L^{p+1}}^{p-1} + \| u_\# \|_{L^{p+1}}^{p-1} \right].
\]

Integrating the above estimate with respect to the interval \([s, t]\), we get

\[
\nu \int_s^t \| \nabla u_\#(\tau) \|^2_{L^2} d\tau \leq \frac{\| u_\#(s) \|^2_{L^2}}{2} + C_p^\nu \int_s^t \| u_\#(\tau) \|_{L^{p+1}}^{p+1} d\tau + C_p^\nu \int_s^t \| u_\#(\tau) \|^2_{L^{p+1}} \| \langle u \rangle(\tau) \|_{L^{p+1}}^{p-1} d\tau.
\]

(4.37)

Now we use Gagliardo–Nirenberg’s inequality, the bootstrap assumption and Proposition 1.10 to estimate the two integrals in (4.37). More precisely, for the first integral

\[
\int_s^t \| u_\#(\tau) \|_{L^{p+1}}^{p+1} d\tau \leq \int_s^t \left( \| \nabla u_\#(\tau) \|_{L^2} \cdot \| u_\#(\tau) \|_{L^{p+1}} \right)^{p+1} d\tau
\]

\[
= C_p^\nu \| u_\#(s) \|^2_{L^2} \cdot \int_s^t e^{-\lambda \nu^\frac{(p-1)}{2}} \cdot \| \nabla u_\#(\tau) \|_{L^2}^{p-1} d\tau
\]

\[
\leq C_p^\nu \| u_\#(s) \|^2_{L^2} \cdot \left( \int_s^t e^{-\lambda \nu^\frac{(p-1)}{2}} d\tau \right)^\frac{p-1}{2}
\]

\[
\cdot \nu^\frac{(p-1)}{2} \cdot \left( \nu \int_s^t \| \nabla u_\#(\tau) \|_{L^2}^2 d\tau \right)^\frac{p-1}{2}
\]

(4.38)

where in the last estimate, we have used the first estimate of the bootstrap assumption on the interval \([0, s]\). Next we estimate the second integral in (4.37). To begin with, we let

\[
(p + 1, 4(p + 1)(p - 1)^2, D_p)
\]

be a Hölder-triple, that is \(\frac{p+1}{p-1} + \frac{(p-1)^2}{4(p+1)} + \frac{1}{2} = 1\). Here, the value of \(D_p\), which is \(\frac{4(p+1)}{8-(p-1)^2}\) but it is not particularly important, and all we need to know is that
Now for the second integral, we have
\[
\int_{s}^{t} \left( \| \nabla u_{\theta} (\tau) \|_{L^{p+1}} \right)^{2} \left( \| u_{\theta} (\tau) \|_{L^{p+1}} \right) d\tau
\]
\[
\leq \int_{s}^{t} \left( \| \nabla u_{\theta} (\tau) \|_{L^{p+1}} \right)^{2} \left( \| u_{\theta} (\tau) \|_{L^{p+1}} \right) d\tau
\]
\[
= C'_{p} \int_{s}^{t} \left( \| \nabla u_{\theta} (\tau) \|_{L^{p+1}} \right)^{2} \left( \| u_{\theta} (\tau) \|_{L^{p+1}} \right) d\tau
\]
\[
\leq C'_{p} \int_{s}^{t} \left( \| \nabla u_{\theta} (\tau) \|_{L^{p+1}} \right)^{2} \left( \| u_{\theta} (\tau) \|_{L^{p+1}} \right) d\tau
\]
\[
\leq C'_{p} \| u_{\theta} (s) \|_{L^{p+1}} \int_{s}^{t} \left( \| \nabla u_{\theta} (\tau) \|_{L^{p+1}} \right)^{2} \left( \| u_{\theta} (\tau) \|_{L^{p+1}} \right) d\tau
\]
Applying the Hölder’s inequality with the triple in (4.39), we bound the integral in the last line above by
\[
\left( \int_{s}^{t} \left( \| \nabla u_{\theta} (\tau) \|_{L^{p+1}} \right)^{2} d\tau \right)^{1/2} \cdot \left( \int_{s}^{t} \left( \| u_{\theta} (\tau) \|_{L^{p+1}} \right)^{2} d\tau \right)^{1/2} \cdot \left( \int_{s}^{t} \left( \| \nabla u_{\theta} (\tau) \|_{L^{p+1}} \right)^{2} d\tau \right)^{1/2}
\]
which, by the bootstrap assumption and Proposition 4.10, can be further controlled by
\[
\frac{C'_{p} \nu^{-1+\frac{2}{p}}}{{\lambda_{\nu}^{\frac{1}{p}}}} \nu \int_{s}^{t} \left( \| \nabla u_{\theta} (\tau) \|_{L^{2}} \right)^{2} d\tau \cdot \left( \| u_{\theta} (\tau) \|_{L^{2}} \right)^{2} d\tau
\]
which implies
\[
(4.40) \quad \int_{s}^{t} \left( \| u_{\theta} (\tau) \|_{L^{p+1}} \right)^{2} d\tau \leq \frac{C'_{p} \nu^{-1+\frac{2}{p}}}{{\lambda_{\nu}^{\frac{1}{p}}}} \| u_{\theta} (s) \|_{L^{2}}^{2}.
\]
Finally, combining (4.37), (4.38) and (4.40), we get
\[
\nu \int_{s}^{t} \left( \| \nabla u_{\theta} (\tau) \|_{L^{2}} \right)^{2} d\tau \leq \left[ \frac{1}{2} + 2C'_{p} \left( \nu \right)^{-\frac{1}{p}} \right] \| u_{\theta} (0) \|_{L^{2}}^{p-1}
\]
\[
+ 2C'_{p} \left( \nu \right)^{-\frac{1}{p}} \| u_{\theta} (s) \|_{L^{2}}^{2}.
\]
This clearly implies the desired estimate (4.33) as long as we choose \( \nu \in (0, \nu_{1}) \), where \( \nu_{1} \) satisfies \( 0 < \nu_{1} < \tilde{\nu} \) with \( \tilde{\nu} \) being defined in Proposition 4.10 and
\[
2C'_{p} \left( \frac{\nu_{1}}{\lambda_{\nu_{1}}} \right)^{-\frac{2}{p}} \| u_{\theta} (0) \|_{L^{2}}^{p-1} + 2C'_{p} \left( \frac{\nu_{1}}{\lambda_{\nu_{1}}} \right)^{-\frac{1}{p}} \leq 4.
\]
Note that here we have implicitly used the fact that \( \frac{\nu}{\lambda_{\nu}} \to 0 \) as \( \nu \to 0 \). □
Now we turn to the proof of the first inequality in the bootstrap estimates. The strategy to prove such an improved estimate is to apply iteration. We need the following two lemmas.

**Lemma 4.13.** Assume the bootstrap assumption, \( u_0 \in L^2_0 \), (4.2) and (4.28). Then there exists a \( \nu_2 > 0 \), which only depends on \( p \) and \( \| u_\theta(0) \|_{L^2} \), such that for any \( 0 < \nu < \nu_2 \) and any \( 0 \leq s \leq t \leq \tilde{t}_0 \),

\[
\| u_\theta(t) \|_{L^2} \leq \frac{3}{2} \| u_\theta(s) \|_{L^2}.
\]

**Proof.** The proof of this lemma is immediate from the proof of Proposition 4.12. Indeed, the estimate (4.36) also implies

\[
\frac{\| u_\theta(t) \|_{L^2}^2}{2} \leq \frac{\| u_\theta(s) \|_{L^2}^2}{2} + 2C_p'\nu \int_s^t \| u_\theta(\tau) \|_{L_p}^{p+1} d\tau
\]

\[+ 2C_p'\nu \int_s^t \| u_\theta(\tau) \|_{L_p}^2 \| \langle u \rangle(\tau) \|_{L_p}^{p-1} d\tau.
\]

The desired claim then follows exactly by the same approach to control the right hand side of the estimate (4.37), with a proper choice of \( \nu_2 \). \qed

**Lemma 4.14.** Assume the bootstrap assumption, \( u_0 \in L^2_0 \), (4.2) and (4.28). Let \( \tau^* := \frac{1}{\lambda^p} \). If \( \tilde{t}_0 \geq \tau^* \), then there exists a \( \nu_3 > 0 \), which only depends on \( p \) and \( \| u_\theta(0) \|_{L^2} \), such that any \( s \in [0, \tilde{t}_0 - \tau^*] \) and any \( 0 < \nu < \nu_3 \), one has

\[
\| u_\theta(\tau^* + s) \|_{L^2} \leq \frac{1}{e} \| u_\theta(s) \|_{L^2}.
\]

**Proof.** Again, we start with commenting that the constant \( C_p'' \) that we will use in the proof of this lemma might change from line by line, but it will only depend on \( p \).

Note that the major difference between the estimates (4.41) and (4.42) is that the coefficient in the later estimate is strictly smaller than 1, and hence the proof of Lemma 4.13 does not work here. The idea is to use the mild solution of \( u_\theta \). For the same reason as in (4.32), we write the mild solution (4.11) of \( u_\theta \) as follows:

\[
u \int_s^t \| \langle u \rangle(\tau) + u_\theta(\tau) |^p - |\langle u \rangle(\tau) |^p d\tau.
\]
Taking $L^2$-norm on both sides of the above estimate, and by (4.4) and Lemma 3.11 we see that

\[
\|u_\#(\tau^* + s)\|_{L^2} \leq \|S_{\tau^*}(u_\#(s))\|_{L^2} + \nu \int_s^{\tau^* + s} \left|\langle u(\tau) + u_\#(\tau)\rangle^p - \langle u(\tau)\rangle^p\right| d\tau
\]

\[
- \int_{\mathbb{T}} \left[\langle u(\tau) + u_\#(\tau)\rangle^p - \langle u(\tau)\rangle^p\right] dx_1 \, d\tau
\]

\[
\leq \frac{10}{\epsilon^4} \cdot \|u_\#(s)\|_{L^2} + \nu \int_s^{\tau^* + s} \left|\langle u(\tau) + u_\#(\tau)\rangle^p - \langle u(\tau)\rangle^p\right| d\tau
\]

\[
- \int_{\mathbb{T}} \left[\langle u(\tau) + u_\#(\tau)\rangle^p - \langle u(\tau)\rangle^p\right] dx_1 \, d\tau
\]

\[
\leq \frac{10}{\epsilon^4} \cdot \|u_\#(s)\|_{L^2} + 2\nu \int_s^{\tau^* + s} \left|\langle u(\tau) + u_\#(\tau)\rangle^p - \langle u(\tau)\rangle^p\right|_{L^2} \, d\tau
\]

\[
\leq \frac{10}{\epsilon^4} \cdot \|u_\#(s)\|_{L^2} + C_p''' \nu \int_s^{\tau^* + s} \left|\langle u_\#(\tau)\rangle^p \left(\langle \langle u(\tau)\rangle^{p-1} + \langle u_\#(\tau)\rangle^{p-1}\right)\right|_{L^2} \, d\tau
\]

\[
\leq \frac{10}{\epsilon^4} \cdot \|u_\#(s)\|_{L^2} + C_p''' \nu \int_s^{\tau^* + s} \left|\langle u_\#(\tau)\rangle^p\right|_{L^2} \, d\tau
\]

\[
(4.43)
\]

Next we control the last two integrals in (4.43) by following a similar approach as in the estimate (4.37). Note that in (4.37), the Gagliardo–Nirenberg’s inequality is applied to control the $L^{p+1}$-norm, while here for $L^{2p}$-norm. We now turn to the details. We estimate the first integral as follows:

\[
\int_s^{\tau^* + s} \left|\langle u_\#(\tau)\rangle^p\right|_{L^{2p}} \, d\tau \leq \int_s^{\tau^* + s} \left(\left\|\nabla u_\#(\tau)\right\|_{L^2}^{\frac{1}{2}} \cdot \left\|u_\#(\tau)\right\|_{L^2}^{\frac{1}{2}}\right)^p \, d\tau
\]

\[
= \int_s^{\tau^* + s} \left(\left\|\nabla u_\#(\tau)\right\|_{L^2}^{\frac{1}{2}} \cdot \left\|u_\#(\tau)\right\|_{L^2}^{\frac{1}{2}}\right)^p \, d\tau
\]

\[
= C_p''' \|u_\#(s)\|_{L^2} \cdot \int_s^{\tau^* + s} \left(\nu e^{-\frac{\lambda_2^{(\tau^* - s)}}{p-2}} \left\|\nabla u_\#(\tau)\right\|_{L^2}^{\frac{3-p}{2}} \right)
\]

\[
\leq C_p''' \|u_\#(s)\|_{L^2} \cdot \left(\nu \int_s^{\tau^* + s} \left\|\nabla u_\#(\tau)\right\|_{L^2}^{\frac{3-p}{2}} \right)^{\frac{p-1}{2}}
\]

\[
\leq C_p''' \|u_\#(s)\|_{L^2} \cdot \left(\nu \int_s^{\tau^* + s} \left\|\nabla u_\#(\tau)\right\|_{L^2}^{2} \right)^{\frac{p-1}{2}}
\]

\[
(4.44)
\]
While for the second one, we have

\[
\int_s^{\tau + s} \left\| u_\tau (\tau) \right\|_{L^2}^2 \, d\tau \\
= \int_s^{\tau + s} \left[ \int_{\mathbb{T}_2} |u_\tau (\tau)|^2 \, dx_1 \, dx_2 \right]^{\frac{1}{2}} \, d\tau \\
= \int_s^{\tau + s} \left[ \int_{\mathbb{T}_2} |u_\tau (\tau)|^2 \left( \int_{\mathbb{T}} |u_\tau (\tau)|^2 \, dx_1 \right) \, dx_2 \right]^{\frac{1}{2}} \, d\tau \\
\leq \int_s^{\tau + s} \left[ \int_{\mathbb{T}} |u_\tau (\tau)|^2 \, dx_2 \right]^{\frac{p-1}{2p}} \, \left[ \int_{\mathbb{T}} |u_\tau (\tau)|^{2p} \, dx_2 \right]^{\frac{1}{2p}} \, d\tau \\
\leq \int_s^{\tau + s} \left\| u_\tau (\tau) \right\|_{L^2} \cdot \left\| u_\tau (\tau) \right\|_{L^{2p}} \, d\tau \\
\leq C_p'' \int_s^{\tau + s} \left\| \partial x_2 (u_\tau (\tau)) \right\|_{L^2}^{\frac{p-1}{2p}} \cdot \left\| u_\tau (\tau) \right\|_{L^{2p}} \cdot \left\| u_\tau (\tau) \right\|_{L^{2p}} \cdot \left\| \nabla u_\tau (\tau) \right\|_{L^2} \, d\tau \\
\leq C_p'' \left\| u_\tau (s) \right\|_{L^2}^{\frac{1}{2}} \int_s^{\tau + s} e^{-\frac{\lambda_0 (\tau - s)}{4p}} \cdot \left\| \partial x_2 (u_\tau (\tau)) \right\|_{L^2}^{\frac{p-1}{2p}} \cdot \left\| \nabla u_\tau (\tau) \right\|_{L^2} \, d\tau.
\]

Let

\[
\left( \frac{4p}{(p - 1)^2} \cdot \frac{2p}{p - 1} \cdot E_p \right)
\]

be a Hölder-triple, where \( E_p = \frac{4p}{2p + 2(p - 1)^2} > 1 \). Then

\[
(4.45) \leq C_p'' \left\| u_\tau (s) \right\|_{L^2}^{\frac{1}{2}} \cdot \left( \int_s^{\tau + s} \left\| \partial x_2 (u_\tau (\tau)) \right\|_{L^2}^2 \, d\tau \right)^{\frac{(p-1)^2}{4p}} \cdot \left( \int_s^{\tau + s} \left\| \nabla u_\tau (\tau) \right\|_{L^2}^2 \, d\tau \right)^{\frac{1}{4p}}
\]

\[
\leq C_p'' \cdot \nu^{-1 + \frac{1}{4p}} \cdot \left\| u_\tau (s) \right\|_{L^2}^{\frac{1}{2}} \cdot \left( \nu \int_s^{\tau + s} \left\| \partial x_2 (u_\tau (\tau)) \right\|_{L^2}^2 \, d\tau \right)^{\frac{p-1}{2p}} \cdot \left( \int_s^{\tau + s} \left\| \nabla u_\tau (\tau) \right\|_{L^2}^2 \, d\tau \right)^{\frac{1}{4p}}
\]

\[
\leq C_p'' \cdot \nu^{-1 + \frac{1}{4p}} \cdot \left\| u_\tau (s) \right\|_{L^2}^{\frac{1}{2}} \cdot \left\| u_\tau (s) \right\|_{L^2}^{\frac{p-1}{2p}} \cdot \left\| u_\tau (s) \right\|_{L^2}^{\frac{1}{2}} = C_p'' \cdot \nu^{-1 + \frac{1}{4p}} \cdot \left\| u_\tau (s) \right\|_{L^2}.
\]
Finally, combining (4.43), (4.44), (4.45) and (4.46), we get
\[
\|u_\theta(\tau^* + s)\|_{L^2} \leq \frac{10}{e^4} \|u_\theta(s)\|_{L^2} + C_p'' \left( \frac{\nu}{\lambda^p} \right)^{\frac{3-p}{2}} \|u_\theta(0)\|_{L^2}^{p-1} \cdot \|u_\theta(s)\|_{L^2} + C_p'' \left( \frac{\nu}{\lambda^p} \right)^{\frac{1-p}{2}} \|u_\theta(s)\|_{L^2}.
\]
It is clear that the desired estimate (4.47) follows from the above estimate, as long as we take $\nu \in (0, \nu_3)$, where $0 < \nu_3 < \tilde{\nu}$, where $\tilde{\nu}$ is defined in Proposition 4.10.

The proof is complete. \(\square\)

We are now ready to prove the first inequality in the bootstrap estimates.

**Proposition 4.15.** Assume the bootstrap assumption, $u_0 \in L^2_0$, (4.2) and (4.23). Then there exists a $\nu^* > 0$ which only depends on $p$ and $\|u_\theta(0)\|_{L^2}$, such that for any $0 < \nu < \nu^*$ and any $0 \leq s \leq t \leq \tilde{t}_0$,

\[
\|u_\theta(t)\|_{L^2} \leq 15e^{\frac{\lambda_0(t-s)}{4}} \|u_\theta(s)\|_{L^2}.
\]

**Proof.** Let $0 < \nu^* \leq \min\{\tilde{\nu}, \nu_1, \nu_2, \nu_3\}$, so that all the restrictions in Proposition 4.10, Proposition 4.12, Lemma 4.13 and Lemma 4.14 hold. If $\tilde{t}_0 < \tau^*$, then we have $t - s \leq \tau^* = \frac{4}{3\nu}$, and hence by Lemma 4.13,

\[
\|u_\theta(t)\|_{L^2} \leq \frac{3}{2} \|u_\theta(s)\|_{L^2} \leq \frac{15}{e} \|u_\theta(s)\|_{L^2} \leq 15e^{\frac{\lambda_0(t-s)}{4}} \|u_\theta(s)\|_{L^2},
\]

which implies the desired estimate (4.47). If $\tilde{t}_0 \geq \tau^*$, then for any $0 \leq s \leq \tau \leq \tilde{t}_0$, we can find some $n \in \mathbb{Z}_+$, such that $t \in [n\tau^* + s, (n + 1)\tau^* + s)$. Then by Lemma 4.13 and Lemma 4.14 we have

\[
\|u_\theta(t)\|_{L^2} \leq \frac{3}{2} \cdot \|u_\theta(n\tau^* + s)\|_{L^2} \leq \frac{3}{2e^n} \cdot \|u_\theta(s)\|_{L^2} \leq \frac{3}{2} e^{1 - \frac{(t-s)}{\tau^*}} \cdot \|u_\theta(s)\|_{L^2} \leq 15e^{\frac{\lambda_0(t-s)}{4}} \|u_\theta(s)\|_{L^2}.
\]

This concludes the proof of the proposition. \(\square\)

### 4.5. Proof of Theorem 4.3

Note that it suffices to show the maximal time $\tilde{t}_0$ has to be infinity. The regularity of the solution $u$ follows clearly from the bootstrap assumption and Proposition 4.10. Assume that $\tilde{t}_0 < \infty$. Then on one hand, the bootstrap estimates hold on the interval $[0, \tilde{t}_0]$. On the other hand, by the first inequality in the bootstrap estimate and Proposition 4.10, we have for any $0 \leq t \leq \tilde{t}_0$

\[
\|u(t, \cdot)\|_{L^2} < \infty,
\]

which, by Corollary 2.7, implies that $\tilde{t}_0$ is not the maximal time of existence of $u$. Therefore, by continuity and the bootstrap estimate, we can find a sufficiently small $\varepsilon > 0$ (which may depend on the continuity at $\tilde{t}_0$), such that for any $0 \leq s \leq t \leq \tilde{t}_0 + \varepsilon$,

\[
(1). \quad \|u_\theta(t)\|_{L^2} \leq 18e^{\frac{\lambda_0(t-s)}{4}} \|u_\theta(s)\|_{L^2};
\]
(2). \( \nu \int_s^t \| \nabla u_\mu (\tau) \|^2_{L^2} d\tau \leq 8 \| u_\mu (s) \|^2_{L^2} \).

This is clearly a contradiction and hence \( \tilde{t}_0 = \infty \).

**Appendix A. Energetic criterion for blow-up in the non-advective case**

We have already shown the global existence of the solution (in the sense of \( L^2 \)) to the problem (1.3) under the assumption when the flow \( v \) has a small dissipation time or \( v \) is a shear flow. However, the global existence is not always true for an arbitrary flow and the goal of this appendix is to include such an example. Note that such examples have been well studied by El Soufi, Jazar and Monneau [25] (see, also [19]), and here we would like to follow their presentation.

Let us consider the easiest case when the flow \( v \equiv 0 \), that is:

\[
\begin{cases}
  u_t - \Delta u = |u|^p - \int_\Omega |u|^p & \text{on } \mathbb{T}^N, \\
  u \text{ periodic} & \text{on } \partial \Omega,
\end{cases}
\]

(A.1)

where \( 1 < p \leq 2 \) and \( u(x, 0) = u_0 \in C(\mathbb{T}^N) \) with mean zero. We have the following result.

**Theorem A.1.** [25, Theorem 1.1] Let

\[
E(u_0) := \int_{\mathbb{T}^N} \left( \frac{1}{2} |\nabla u_0|^2 - \frac{1}{p + 1} |u_0|^{p+1} \right) dx < 0,
\]

then the solution \( u \) to the problem (A.1) does not exist in \( L^2(\mathbb{T}^N) \) for all \( t > 0 \). Moreover, there exists \( T > 0 \), such that if \( u \in L^\infty_{\text{loc}}([0,T];L^2(\Omega)) \), then

\[
\lim_{t \to T^-} \| u(t) \|_{L^2(\mathbb{T}^N)} = +\infty.
\]

**Remark A.2.** The problem (A.1) was originally stated for any uniformly \( C^2 \) regular bounded domain in \( \mathbb{R}^N \) with Neumann boundary conditions. Nevertheless, it is not hard to check that their proof still works under the periodic boundary conditions.

**Appendix B. A generalization of Theorem 2.9**

In the second appendix, we show that the assumptions in Theorem 2.9 can be relaxed.

**Theorem B.1.** For \( \alpha \geq 2 \), \( 1 < p < 1 + \frac{\alpha}{N+2} \), let \( v \in L^\infty (\mathbb{R}_+; L^\infty_{\text{loc}}) \) and \( u = N(u) \) be the mild solution on \( [0,T] \) given in Theorem 2.9 with the initial data \( u_0 \in L^2(\mathbb{T}^N) \). Then, \( u = N(u) \) is a weak solution of (1.3), and satisfies the energy identity for any \( 0 \leq t < T \):

\[
\| u_0 \|^2_{L^2} + 2 \int_0^t \int_{\mathbb{T}^N} |u|^p udxdt - 2 \int_0^t \left( \int_{\mathbb{T}^N} |u|^p dx \right) \left( \int_{\mathbb{T}^N} u dx \right) dt
\]

\[
= \| u(t) \|^2_{L^2} + 2 \int_0^t \int_{\mathbb{T}^N} |\nabla u|^2 dxdt.
\]

(B.1)
Proof: The proof remains the same as Theorem 2.9 for the first three steps. While in Step IV, we need to re-estimate the term \( \int_0^T \int_{[t,T]} \phi_\tau v(\tau) \cdot \nabla u(\tau) dx dt \) as follows. By using Hölder inequality with the triple \( \left( \frac{2\alpha}{\alpha-2p+2}, \frac{\alpha}{p-1}, 2 \right) \), we have
\[
\int_0^T \int_{[t,T]} \phi(\tau) v(\tau) \cdot \nabla u(\tau) dx dt \leq ||\phi||_{L^{\frac{2\alpha}{\alpha-2p+2}}([t,T] \times \mathbb{T}^N)} ||v||_{L^{\frac{\alpha}{p-1}}([t,T] \times \mathbb{T}^N)} \cdot ||\nabla u||_{L^2([t,T] \times \mathbb{T}^N)}
\]
While for the term \( ||\phi||_{L^{\frac{2\alpha}{\alpha-2p+2}}([t,T] \times \mathbb{T}^N)} \), we use Gagliardo-Nirenberg inequality in dimension \( N + 1 \) to get
\[
||\phi||_{L^{\frac{2\alpha}{\alpha-2p+2}}([t,T] \times \mathbb{T}^N)} \leq C \left( ||D\phi||_{L^2([t,T] \times \mathbb{T}^N)} ||\phi||_{L^2([t,T] \times \mathbb{T}^N)} \right)
\]
Note that \( 0 < \frac{(N+1)(p-1)}{2} < 1 \), which is guaranteed by \( 1 < p < 1 + \frac{\alpha}{N+2} \).

Next, we include some necessary modification in Step V. By the Gagliardo-Nirenberg inequality on \( \mathbb{T}^N \)
\[
||\phi||_{L^{\frac{2\alpha}{\alpha-2p+2}}(\mathbb{T}^N)} \leq C \left( ||D\phi||_{L^2(\mathbb{T}^N)} ||\phi||_{L^2(\mathbb{T}^N)} \right),
\]
we can re-estimate the term \( \int_0^T \int_{\mathbb{T}^N} |\phi_\tau - u|^{\frac{2\alpha}{\alpha-2p+2}} dx dt \) in the following way:
\[
\int_0^T \int_{\mathbb{T}^N} |\phi_\tau - u|^{\frac{2\alpha}{\alpha-2p+2}} dx dt = \int_0^T \int_{\mathbb{T}^N} \left( ||\phi_\tau(\tau) - u(\tau)||_{L^{\frac{2\alpha}{\alpha-2p+2}}(\mathbb{T}^N)} + ||\phi(\tau) - u(\tau)||_{L^{\frac{2\alpha}{\alpha-2p+2}}(\mathbb{T}^N)} \right) dx dt
\]
\[
\leq \int_0^T \int_{\mathbb{T}^N} \left( ||\phi_\tau(\tau) - u(\tau)||_{L^{\frac{2\alpha}{\alpha-2p+2}}(\mathbb{T}^N)} + ||\phi(\tau) - u(\tau)||_{L^{\frac{2\alpha}{\alpha-2p+2}}(\mathbb{T}^N)} \right) dx dt
\]
Note that the restriction \( 0 < \frac{(p-1)N}{\alpha-2p+2} < 1 \) is guaranteed by \( 1 < p < 1 + \frac{\alpha}{N+2} \).

Finally, in Step VI we have
\[
\int_0^T \int_{\mathbb{T}^N} |u(\tau)|^{p+1} dx dt \leq \int_0^T \int_{\mathbb{T}^N} \left( \tau^{-\frac{N+1}{\alpha-2p+2}} ||\nabla u||_{L^2(\mathbb{T}^N)}^{\frac{N(p-1)}{\alpha-2p+2}} + \tau^{-\frac{N+1}{\alpha-2p+2}} \left( ||\nabla u||_{L^2(\mathbb{T}^N)}^{\frac{N(p-1)}{\alpha-2p+2}} \right)^\frac{1}{2} \right) dx dt + (t - \epsilon) ||u||_{X_T}^{p+1}
\]
\[
\leq C_{T,p,N} ||u||_{X_T}^{p+1},
\]
The other parts of the proof remain the same as Theorem 2.9. □
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