Localization phenomena in interacting Rydberg lattice gases with position disorder
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Disordered systems provide paradigmatic instances of ergodicity breaking and localization phenomena. Here we explore the dynamics of excitations in a system of Rydberg atoms held in optical tweezers. The finite temperature produces an intrinsic uncertainty in the atomic positions, which translates into quenched correlated disorder in the interatomic interaction strengths. In a simple approach, the dynamics in the many-body Hilbert space can be understood in terms of a one-dimensional Anderson-like model with disorder on every other site, featuring both localized and delocalized states. We conduct an experiment on an eight-atom chain and observe a clear suppression of excitation transfer. Our experiment accesses a regime which is described by a two-dimensional Anderson model on a “trimmed” square lattice. Our results thus provide a concrete example in which the absence of excitation propagation in a many-body system is directly related to Anderson-like localization in the Hilbert space, which is believed to be the mechanism underlying many-body localization.

I. INTRODUCTION

In his seminal work Anderson showed [1] that the spectrum of a free electron subject to a sufficiently strongly disordered potential consists solely of spatially localized wavefunctions, a phenomenon subsequently coined Anderson localization. In one dimension, all states are localized even for arbitrarily small disorder, which prevents any charge transport [2,3]. Anderson localization has been now observed experimentally in a number of physical systems, such as electron gases [4], cold atoms in a speckle potential both in one [5,6] and three [7] dimensions, thin film topological insulators [8] or molecular rotors [9].

An ongoing problem is the extension of the Anderson paradigm to many-body systems [10–14] including systems with long-range interactions [15–18]. In [11,12] it is argued that for weakly-interacting electrons there is a temperature-driven metal-to-insulator transition, which can be interpreted as Anderson-like localization of many-body wave functions in the Fock basis. The localization of these wavefunctions then becomes a crucial element in understanding phenomena like ergodicity breaking and the emergence of so-called many-body localized phases. Here, contrary to the central assumption of statistical mechanics, a many-body system retains memory of its initial conditions even at long times [16,19,20]. Only very recently experiments have started to probe this physics in systems of cold fermions [20] and ions [18].

In this work we employ Rydberg atoms in a chain of optical tweezers to explore a many-body system whose dynamical properties are governed by Anderson localization in Fock space, much like the mechanism envisioned for weakly interacting electron gases in Ref. [12]. Remarkably, a connection arises between the Rydberg system and a one- or two-dimensional variant of the Anderson model. These models feature correlated and site-dependent disorder, the origin of which lies in the intrinsic uncertainty of the atomic positions within the tweezers. The spectrum of the generalized Anderson models includes localized as well as delocalized many-body wave functions on the Fock basis. In the one-dimensional case localization in Fock space translates into localization in real space; for the 2D case this is not necessarily true, and a richer structure emerges. We study experimentally the resulting suppression of excitation transfer in an elementary example of two atoms as well as in a chain of eight atoms.

II. EXPERIMENTAL SETUP AND MODEL

We consider a chain of tight optical traps, where each trap is loaded with a single atom [21–24]. In Fig. 1(a) we show an example of such a setting for two atoms. We label the Cartesian coordinates with an index \(i = 1, 2, 3\) and fix them in such a way that the chain lies along direction 3. The average separation between contiguous traps is \(r_0 = (0, 0, r_0)\). We describe the Rydberg atoms as effective two-level systems [25] consisting of the electronic ground state \(|\downarrow\rangle\) and a Rydberg excited state (or “excitation”) \(|\uparrow\rangle\). In the following, we shall refer to the product states of \(|\uparrow\rangle\) and \(|\downarrow\rangle\) spins as our “Fock basis”. The atoms are driven by laser light with Rabi frequency \(\Omega\) and relative detuning \(\Delta\). A cartoon of a two-atom level structure is shown in Fig. 1(b,c). The excitations mutually interact via a van-de-Waals potential \(V(|r|) = C_6/|r|^6\) [25,26]. The Hamiltonian of the system, in a rotating wave approximation, reads

\[
H = \sum_k \left[ \frac{\Omega}{2} \sigma_k^x + \Delta n_k + \sum_{l>k} V(|r_k - r_l|) n_k n_l \right]
\]

where \(\sigma_k^x = |\uparrow\rangle\langle\downarrow| + |\downarrow\rangle\langle\uparrow|\) and \(n_k = |\uparrow\rangle\langle\uparrow|\). Setting the origin in the center of the first trap, we can express the \(k\)-th atom position as \(r_k = (k - 1)r_0 + \delta r_k\).
For later purposes, we also introduce the energy displacements that are not independent: for instance, both nearest-neighbor interactions $V_{\text{NN}}$ and $V_{\text{DD}}$ are shown as full circles in panels (d,e) for the resonant and facilitated conditions respectively. The data are averaged over at least 100 realizations of the disorder, and the standard errors are smaller than the data points. The solid lines show the analytical solutions obtained by numerically solving the dynamics and averaging over 30 realizations of the disorder. The experiment is performed on two traps at distance $r_0 = 14.2\,\mu m$, each loaded with a single $^{87}\text{Rb}$ atom. The measured atom temperature $T = 50\,\mu K$, $\sigma_1 = 1\,\mu m$ and $\sigma_2 = 120\,\text{nm}$. The internal levels are $|\downarrow\rangle = |5S_{1/2}, F = 2, M = 2\rangle$ and $|\uparrow\rangle = |10D_{3/2}, F = 3, M = 3\rangle$ with $C_0 = -2\pi \times 7.3 \times 10^7\,\text{MHz}\mu\text{m}^3$. Consequently, $V_{\text{NN}} = C_0/r_0^2 = -2\pi \times 8.9\,\text{MHz}$, while the typical energy displacement is $|\delta V| \sim 2\pi \times 0.64\,\text{MHz}$. The Rabi frequency of the driving laser is $\Omega = 2\pi \times 1.25\,\text{MHz}$.

The displacements $\delta r_k$ originate from the finite temperature $T$ of the atoms and constitute an intrinsic source of randomness. If $T$ is sufficiently low, the atoms, which are frozen during the experiment, mostly occupy the harmonic part of the traps. Hence, their distribution is approximately a Gaussian with widths $\sigma_i = \sqrt{\delta r_k T/(m\omega_i^2)}$ along the directions $i = 1, 2, 3$, where $m$ is the mass of a single atom and $\omega_i$ the trapping frequency (see Appendix A). The randomness thereby appears in equation (1) via the interaction term, which depends on the random distances $d_{k,l} = |\mathbf{r}_{k+l} - \mathbf{r}_k| = |\delta \mathbf{r}_k + \delta \mathbf{r}_{k+l} - \delta \mathbf{r}_l|$. For later purposes, we also introduce the energy displacements $\delta V_k \equiv V(d_{k,l}) - V(r_0)$. Note that these differences are not independent: for instance, both $d_{k+1,l}$ and $d_{k,l}$ on $r_{k+1}$, which generates correlation between them (we further address this issue in Appendix B).

### III. TWO-ATOM CASE

We start by illustrating the effect of the randomness in a two-atom setting. Considering first $\Delta = 0$ (atomic level structure shown in Fig. 1(b)), the two atomic states $|\downarrow\rangle$ and $|\uparrow\rangle$ are resonant with $|\downarrow\uparrow\rangle$, while the interaction brings $|\uparrow\uparrow\rangle$ off resonance and thus decouples it from the dynamics. Since the disorder only acts on $|\uparrow\uparrow\rangle$, a dynamics starting from $|\downarrow\downarrow\rangle$, $|\downarrow\uparrow\rangle$, $|\uparrow\downarrow\rangle$, or combinations thereof, is not affected by it. In the experiment, after preparing the system in the $|\uparrow\downarrow\rangle$ state (22), the evolution resembles a coherent oscillation of the initial excitation between the two atoms. This is shown in Fig. 1(d), where we display the excitation probabilities $P_{\uparrow\downarrow} = \langle n_1 (1 - n_2)\rangle$, $P_{\uparrow\downarrow} = \langle (1 - n_1) n_2\rangle$ as functions of time. The presence of the disorder becomes apparent instead when driving the system through the $|\uparrow\uparrow\rangle$ resonance. This is achieved by setting $\Delta = -V_{\text{NN}}$, the so-called “facilitation condition” (27–31), where $V_{\text{NN}} = V(r_0)$ is the nearest-neighbor interaction energy in the absence of disorder, Fig. 1(c). Here, the amplitude of the oscillations of $P_{\uparrow\downarrow}$ and $P_{\uparrow\downarrow}$ is clearly suppressed, Fig. 1(e). This means that the displacements $\delta r_1$, $\delta r_2$ are on average sufficiently large to bring the $|\uparrow\uparrow\rangle$ state off-resonance and in turn inhibit the propagation of the initial excitation (see Appendix B for more details).

### IV. GENERALIZATION TO MANY ATOMS

In the following we will focus on the dynamics within a chain of atoms. To gain insight on the expected phenomena we will consider a simplified setting before turning to the actual experiment. The Fock space for the model at hand can be depicted as a complex network of states. This is sketched in Fig. 2(a) for three atoms: Only states which differ by a single spin flip are connected by Hamiltonian (1) via the “flipping” ($\propto \Omega$) term. Momentarily not accounting for the disorder, the states organize into energy layers, where we dub $V_{\text{NN}} = V(2r_0)$ the next-nearest-neighbor interactions and assume we can neglect all terms beyond this distance (i.e., we neglect $V(nr_0)$ for $n > 2$).

In the following we fix the facilitation condition $\Delta = -V_{\text{NN}}$, which allows us to investigate the propagation of excitations in the presence of disorder. A remarkable simplification of the description ensues if we assume: (i) large detuning ($\Delta \gg \Omega$). This strongly suppresses unfacilitated transitions, i.e., spin flips not in the presence of a single excitation nearby. (ii) strong next-nearest neigh-
The two main differences to the “canonical” Anderson model lie in the absence of disorder on odd sites and the fact that the $h_b$ are identically distributed, but not independent random variables.

V. LOCALIZATION IN THE 1D GENERALIZED ANDERSON MODEL

Henceforth for simplicity we measure all energies and (inverse) times in units of (half) the Rabi frequency, setting $\Omega = 2$. We approach the problem with a transfer matrix formalism: expressing the quantum state in the restricted Fock basis $|b\rangle$, $|\psi\rangle = \sum_b a_b |b\rangle$, the Schrödinger equation $H_A |\psi\rangle = E |\psi\rangle$ reduces to the recursion equation

$$
\begin{pmatrix}
    a_{b+1} \\
    a_b
\end{pmatrix}
= \begin{pmatrix}
    E - h_b & -1 \\
    1 & 0
\end{pmatrix}
\begin{pmatrix}
    a_l \\
    a_{b-1}
\end{pmatrix}
\equiv M_b
\begin{pmatrix}
    a_{b+1} \\
    a_b
\end{pmatrix},
$$

(3)

where $M_b = M_b(E)$ is an energy-dependent transfer matrix which progressively reconstructs the wave function amplitudes from left to right. The values of $E$ belonging to the spectrum of the Hamiltonian are identified by the boundary conditions $a_{2L} = a_0 = 0$.

The localization length $l$ can be expressed in terms of the Lyapunov exponent [32, 33],

$$
\gamma(E) \equiv \lim_{n \to \infty} \frac{1}{n} \log \left\| \prod_{b=n}^{1} M_b(E) \right\|_\text{op} \equiv l^{-1}
$$

(4)

(for the existence of the limit see [34]). The amplitude of a wavefunction corresponding to an eigenvalue $E$ of $H_A$ is concentrated within a region of width $\propto l$. Outside of this region it decays as $\sim e^{-r/l}$ with the distance $r$. Wavefunctions with $\gamma > 0$ are therefore localized, while delocalized states are characterized by $\gamma = 0$. To illustrate this in our case, we report in Fig. 3 a numerical study of the Lyapunov exponent for a (rather idealized) chain of length $L = 25000$ sites. We find that $\gamma$ is positive $\forall E \neq 0$, while $\gamma(E = 0) = 0$, signaling the presence of a
VI. EXPERIMENT AND LOCALIZATION IN THE 2D GENERALIZED ANDERSON MODEL

Turning back to the experiment with Rydberg atoms tightly confined in optical tweezers, we now study experimentally an excitation propagating in a chain of 8 atoms using the setup described in [24]. We focus on the evolution of the local densities \( n_k(t) \) starting from a single excitation at one end of the chain \( |\psi_\text{in}\rangle = |\uparrow\downarrow\downarrow\downarrow\downarrow\rangle \).

The results are reported in Fig. 4(a) and show no appreciable propagation beyond the second site, indicating suppression of transport. To make it more evident we compare the experiment with numerical integration of the dynamics for the Hamiltonian \( H \). In the presence of disorder, Fig. 4(b), the numerical results are comparable with the experimental ones, while the case without randomness, Fig. 4(c), clearly features propagation.

In this specific experimental situation (see the caption of Fig. 4 for details), the condition (ii) of strong next-nearest neighbour blockade, \( V_{\text{NNN}} \gg \delta V_k \), is not satisfied (note that \( V_{\text{NNN}} = V_{\text{NN}}/64 \)). It is thereby possible to grow clusters beyond the two-excitation limit. This breaks the chain-like structure highlighted in Fig. 4(b) and gives rise instead, for a single cluster \( \langle N_{\text{cl}} \rangle = 1 \), to a two-dimensional square lattice with \( N = L(L+1)/2 \) states (sketched in Fig. 4(f) for four atoms), as previously found in [39] as well. We remark that the two bottommost rows correspond precisely to the previous one-dimensional chain. The dynamics on this “triangle” of states can then be described by a 2D tight-binding Anderson model similar to Eq. (2) (see Appendix C for the derivation). Interestingly, in this regime the chain of atoms can be thought of as a quantum simulator of a synthetic dimension [10,45]; it is also worth mentioning that, increasing the number of clusters \( \langle N_{\text{cl}} \rangle > 1 \), one can go even further and obtain higher-dimensional instances. We report in Fig. 4(d)-(e) a numerical study of the dynamics for \( \langle N_{\text{cl}} \rangle = 1 \) which shows reasonable agreement with both the experiment and the full Hamiltonian dynamics.

These results suggest again the presence of localized states governing the evolution; analogously to the previous case, we focus on the spreading of an eigenstate...
states with system-spanning clusters. The present experiment, however, highlights suppressed transfer and thus implies that the initial condition has, for its most part, component on states which are localized in real space as well.

VII. OUTLOOK

We have shown that the facilitation dynamics in disordered Rydberg lattices is governed by certain classes of tight binding Anderson models. The simplest one is a 1D Anderson model with disorder on every other site for which we have established a thorough connection. In experimentally relevant parameter regimes we still find inhibition of transport, and interpret it in terms of the physics of a 2D Anderson model with correlated disorder, whose behavior is largely unexplored. This connection can be used to shed light on how Fock space localization influences real space localization, which is a subtle and interesting open problem. Our work suggests that this issue can be now addressed experimentally with Rydberg atoms and provides theoretical grounds for future investigations.
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Appendix A: Approximate Gaussian distribution of the atomic positions

Here we recall how the Gaussian distribution of the atomic positions arises. As a first approximation, we assume the motional degrees of freedom to be classical, so that we can describe the position of the atom by the Boltzmann distribution \( f(\mathbf{r}, \mathbf{p}) = \exp(-\beta H_{\text{motion}}(\mathbf{r}, \mathbf{p})) \). For low enough temperatures, the atoms have only access to the harmonic part of the potential and \( H_{\text{motion}}(\mathbf{r}, \mathbf{p}) \approx \sum_i p_i^2/(2m) + \sum_i \omega_i^2 r_i^2 \). The distribution of the positions \( p_{pos} = (\int d^3 p f)/(\int d^3 p d^3 r f) \) can be read off directly and is a Gaussian with zero mean and variances \( \sigma_i^2 = 1/(m \omega_i^2 \beta) \). The complete three-dimensional distribution is then simply a product of \( p_{pos}(x_i) \) along the three directions. For an atom in a trap centered at position \( \mathbf{r}_0 = (0,0,kr_0) \) with \( k \) an integer, it is straightforwardly generalized to

\[
P_{pos}^{(k)}(\mathbf{r}) = \frac{1}{(2\pi)^{3/2} \sigma_1 \sigma_2 \sigma_3} e^{-\frac{x_1^2}{2\sigma_1^2} - \frac{x_2^2}{2\sigma_2^2} - \frac{(x_3-k\sigma_3)^2}{2\sigma_3^2}}.
\]  

We remark that the indices in the expression above distinguish between Cartesian components only, e.g., \( r_1 \) and \( r_2 \) are the components along \( x \) and \( y \) of the same atomic position. In the following, whenever necessary to display both, the trap index will always appear before the component one, e.g., \( r_{k,i} \) is the \( i \)-th component of the \( k \)-th atom’s position.

Appendix B: Correlation of the distances and typical interaction displacements

In this section we explain how the independent atomic positions lead to correlated inter-atomic distances and, in turn, to correlated energy fluctuations. We comment on the respective probability distributions.

In our numerical simulations, each atomic position \( \mathbf{r}_k \) is independently generated according to the distribution \( [A1] \) relative to its own trap. As explained in the main text, the nearest-neighbour differences \( \mathbf{d}_{i} = r_{k+1} - r_k = (d_{k,1}, d_{k,2}, d_{k,3}) \) are not independent - for example, both \( \mathbf{d}_1 \) and \( \mathbf{d}_2 \) depend on the position of the second atom. The joint distribution of \( \mathbf{d}_s \) can be obtained from the atomic positions distribution as
the asymmetry of the distribution
of both the Lyapunov exponent (for the 1D case) and the
interaction (of the distance between them)
with two neighboring traps. The facilitation radius
corresponds to the distance at which the detuning \( \Delta \) ex-
国网: \[ \frac{1}{\sqrt{L}} \left( \sigma_1 \sigma_2 \sigma_3 \right)^{1/L} e^{-\frac{1}{2} \sum_{k,q} \left( \frac{1}{\pi} \delta_{k,q} A_{kq} d_{k,q,1} - \frac{1}{\pi^2} \delta_{k,q} A_{kq} d_{k,q,2} - \frac{1}{\pi^3} (d_{k,q} - r_0) A_{kq} (d_{k,q} - r_0) \right) } \]
the second sum above can be restricted to \( l = k + 1, k + 2 \). Second, the relative displacement between NNNs is suppressed by a factor \( 2^6 = 64 \) with respect to the noise between nearest neighbors and can therefore also be discarded. After these basic approximations, \( H \) takes the form

\[
H = \sum_k \left[ \frac{\Omega}{2} \sigma^x_k + \Delta n_k + (V_{NN} + \delta V_k)n_k n_{k+1} + V_{N_{NN}} n_k n_{k+2} \right] = \\
= \sum_k \left[ \frac{\Omega}{2} \sigma^x_k + \Delta n_k (1 - n_{k+1}) + \delta V_k n_k n_{k+1} + V_{N_{NN}} n_k n_{k+2} \right]
\]

(C2)

where we used the facilitation constraint \( V_{NN} = -\Delta \).

Note that the sum runs over \( k = 1 \ldots L \) and, for later convenience, we fix four auxiliary variables \( n_{-1} = n_0 = n_{L+1} = n_{L+2} \equiv 0 \). We now enforce condition (i) \( \Delta \gg \Omega \).

This implies that spin flips are strongly suppressed if not in the presence of a single excited neighbor; we further approximate our Hamiltonian by making this a hard constraint. In other words, the transitions \( \left| \downarrow \uparrow \downarrow \downarrow \right\rangle \leftrightarrow \left| \uparrow \uparrow \uparrow \uparrow \right\rangle \) are prohibited. If we now define a “cluster” as an uninterrupted sequence of \( \uparrow \) spins (for instance, the state \( \left| \downarrow \uparrow \uparrow \downarrow \uparrow \downarrow \uparrow \right\rangle \) has three highlighted clusters), we see that these structures cannot appear or disappear, nor can they merge or split. Hence, as pointed out in [39], as well, the number \( N_{cl} \) of these clusters is conserved. In particular, having fixed \( n_{L+1} = 0 \), the number of clusters corresponds to the number of right kinks \( \left| \uparrow \downarrow \right\rangle \), i.e., \( N_{cl} = \sum_{k=1}^{L} n_k (1 - n_{k+1}) \).

The Hamiltonian now reads

\[
H = \Delta N_{cl} + \sum_k \left[ \frac{\Omega}{2} \sigma^x_k P_k^{(i)} + \delta V_k n_k n_{k+1} + V_{N_{NN}} n_k n_{k+2} \right]
\]

(C3)

with the projector \( P_k^{(i)} = n_{k-1} + n_{k+1} - 2 n_{k-1} n_{k+1} \).

If we consider now the special case \( N_{cl} = 1 \), we notice that the states with a single cluster can be labeled by two indices: the starting position of the cluster (\( \mu = 1 \ldots L \)) and the ending one \( \nu = \mu \ldots L \). In order to enforce the condition \( \nu \geq \mu \geq 0 \) and avoid spurious boundary terms, we formally use the projection \( \Theta \) \( | \mu, \nu \rangle = \theta(\nu - \mu) \theta(\nu) \theta(\nu - L) \theta(\nu - \nu) \mid \mu, \nu \rangle \) on the valid states, where \( \theta(x) = 0 \) is the Heaviside step function (\( \theta(x > 0) = 1 \) and \( \theta(x < 0) = 0 \)). Since clusters only grow/shrink at the edges, the Hamiltonian can be recast in the form

\[
H_B = \Omega \Theta H_B' \Theta \quad \text{with} \quad \Theta
\]

with

\[
H_B' = \sum_{\mu, \nu = 1}^{L} \left[ \frac{1}{2} \left( | \mu, \nu \rangle \langle \mu + 1, \nu | + | \mu, \nu \rangle \langle \mu, \nu + 1 | \right) + h.c. \right] + \\

\left( \delta v_{\mu \nu} + (\nu - \mu - 2) \theta(\nu - \mu - 2) \frac{V_{NN}}{\Omega} \right) | \mu, \nu \rangle \langle \mu, \nu |.
\]

(C4a)

(C4b)

where \( \delta v_{\mu \nu} = \sum_{k=\mu}^{\nu-1} \delta V_k / \Omega \) and for simplicity we subtracted the additive constant \( \Delta \). In this notation, one can regard \( H_B \) as a hopping Hamiltonian on half a square lattice (since we take \( \nu \geq \mu \)), as reported in the main text.

Each site feels a random potential \( \delta v_{\mu \nu} \), and a deterministic one originating from the NNN interactions (provided of course, that there are more than two \( \uparrow \) spins in the cluster). It is therefore reminiscent of a 2D Anderson problem, the main difference being in the peculiar form of the noise, which appears as the sum of at most \( L - 1 \) random variables and makes it non-trivially correlated between different sites.

The 1D Anderson-like model we introduce in our main text is obtained when condition (ii) \( V_{NN} \gg \Omega \) also holds. By approximating this as a hard constraint (i.e., assuming the limit \( V_{NN} / \Omega \rightarrow \infty \)) the number of next-nearest-neighbor excitations \( N_{NNN} \) becomes a conserved quantity. The Hamiltonian then reads

\[
H = \Delta N_{cl} + N_{NNN} V_{NNN} + \sum_k \left[ \frac{\Omega}{2} \sigma^x_k P_k^{(ii)} + \delta V_k n_k n_{k+1} \right]
\]

(C5)

with the additional projector \( P_k^{(ii)} = (1 - n_{k-2}) (1 - n_{k+3}) \).

Note that under these conditions spins neighboring a pair of excitations cannot flip (e.g., \( \left| \uparrow \uparrow \downarrow \right\rangle \leftrightarrow \left| \uparrow \uparrow \uparrow \downarrow \right\rangle \) is suppressed). Similarly, different clusters cannot grow to a distance smaller than two now (i.e., transitions such as \( \left| \uparrow \downarrow \uparrow \right\rangle \leftrightarrow \left| \uparrow \uparrow \downarrow \right\rangle \) are prohibited as well). This means that any longer-than-two cluster is a stable local configuration (i.e., invariant under the dynamics generated by \( \mathcal{C}_5 \)) which cuts the chain of atoms into two dynamically-disconnected parts. Each of these parts can be read as a subsystem subject to the same Hamiltonian \( \mathcal{C}_5 \) but with lower \( N_{NNN} \). Therefore, the analysis can be restricted, without conceptual loss, to the case \( N_{NNN} = 0 \).

The description becomes particularly simple for \( N_{cl} = 1 \), since the states can be labeled simply by \( b = 2p - 1 \), with \( p \) the position of the “center of mass” of the clusters:

\[
| \uparrow \downarrow \ldots \rangle \equiv |1\rangle \quad \text{(C6)}
\]

\[
| \uparrow \ldots \rangle \equiv \left| \frac{2}{2} - 1 \right\rangle = |2\rangle \quad \text{(C7)}
\]

\[
| \downarrow \ldots \rangle \equiv |3\rangle \quad \text{(C8)}
\]

\[
\ldots \quad \text{(C9)}
\]

The advantage of this labeling is that the states are now sequentially connected by the Hamiltonian, i.e., with \( | b \rangle H | b \rangle \neq 0 \Leftrightarrow (b - b') = 0, \pm 1 \) and thus naturally define a chain. Subtracting the additive constant \( \Delta \), one then finds again equation (2) of the main text, i.e.,

\[
H_A = \frac{\Omega}{2} \sum_{k=1}^{2L-2} \left[ b | b + 1 \rangle \langle b | + b | b \rangle \langle b + 1 | \right] + h_b | b \rangle \langle b |.
\]

(C10)

where

\[
h_b = \begin{cases} 
0 & \text{(if } b \text{ odd)} \\
2 \delta V_{b/2} / \Omega & \text{(if } b \text{ even)}
\end{cases}
\]

(C11)