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ABSTRACT
In this paper a novel incremental dimensionality reduction (DR) technique called incremental accelerated kernel discriminant analysis (IAKDA) is proposed. Consisting of the eigenvalue decomposition of a relatively small-size matrix and the recursive block Cholesky factorization of the kernel matrix, a nonlinear DR transformation is efficiently computed at each incremental step. Moreover, employing factorization techniques of excellent numerical stability, IAKDA effectively removes data nonlinearity in the low dimensional subspace. Experimental evaluation on various multimedia tasks and datasets confirms that the proposed approach combined with linear support vector machines (LSVMs) offers improved mean average precision (MAP) and provides an impressive training time speedup over batch KDA and also over traditional LSVM and kernel SVM (K SVM).
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1 INTRODUCTION
Kernel discriminant analysis (KDA) is one of the most popular dimensionality reduction techniques with important applications, among others, in multimedia analysis, computer vision and visualization [1, 2, 4, 13, 16, 22, 31, 42]. This method learns a nonlinear transformation by first applying a nonlinear mapping from the input space to a new feature space and then solving a generalized eigenproblem (GEP) defined by the between- and within-scatter matrices. Despite its success in many challenging problems, its difficulty to scale well with the number of training observations has restricted the widespread use of this technology in today’s Big Data problems. This limitation is much more intense in incremental learning problems [37, 53], where new training observations arrive sequentially one at a time, or in larger groups called chunks, as shown in Figure 1. For instance, in video event detection applications [8, 14, 47–49] where usually the videos of the event are scarce and the event detectors are initially trained using only a few of them, the use of KDA to learn a new transformation matrix each time a new positive video example becomes available would have severe implications in the time-efficiency and usefulness of the overall approach.

During the past few years, a quite large variety of incremental linear discriminant analysis (LDA) algorithms have been developed. For instance, in [37], the between- and within-class scatter matrices are updated and their generalized eigenvalue decomposition is computed at every incremental step. A sequential DR method based on a rank-one QR updating algorithm [19] and the adaptive computation of the desired scatter matrices is presented in [55]. An extension of the above approach so that it can deal with chunks of incoming data is provided in [39]. In [56], the projection and total scatter matrices are updated using a variant of the generalized singular value decomposition. Assuming centered data, in [28, 54], the indicator, class-means and projection matrices are updated at each incremental step using a least-square-based algorithm. In [52], the above method is extended for real-time streaming applications. In [9], an adaptive LDA method based on the incremental estimation
of the square root of the inverse covariance matrix is proposed. Due to the slow convergence of this approach, in [33] a quasi-Newton algorithm is applied to accelerate the estimation of the above matrix. In [15, 32], an explicit cost function and the Newton-Raphson or Gradient Descent algorithms are employed to provide a further speedup of the method presented in [9]. The sufficient set spanning approximation is used in [24] for updating the scatter and linear transformation matrices each time new observations are fetched. This approach is among the most efficient and accurate incremental variants of LDA.

The major drawback of the above methods is that they can not be successfully applied to nonlinear problems. The sequential variant of spectral regression KDA (SRKDA) presented in [6] is one of the few nonlinear incremental variants of LDA in the literature. This method computes a discriminant subspace using the Gram-Schmidt orthogonalization and spectral regression. However, it requires the centering of the data in the feature space, which may significantly increase its computational cost and round-off errors. Moreover, due to the centering operation, the assumption of SRKDA and its incremental variant that the kernel matrix is nonsingular is always violated, breaking down the theoretical development of the method [31, 38].

In [17, 18], accelerated KDA (AKDA) is presented in order to overcome the deficiencies of SRKDA and achieve state-of-the-art training time performance. Specifically, AKDA utilizes a novel matrix factorization and a simultaneous diagonalization framework to efficiently derive the DR transformation matrix without requiring normalized data. However, despite its efficiency this method is not appropriate for incremental learning problems. To this end, incremental AKDA (IAKDA) is proposed here that exploits the framework introduced in [17, 18] to initialize the DR transformation matrix, and the recursive block Cholesky factorization [19] to update this matrix incrementally. The proposed method offers several advantages over the incremental approaches described above, more importantly, it can effectively deal with data nonlinearities and does not require any data normalization. The experimental evaluation on various image and video classification datasets [2, 45, 46] shows that the proposed approach achieves improved accuracy and an impressive speedup over linear and kernel DA, and their incremental variants. Moreover, as shown by the experimental results, the combination of IAKDA with pre-trained convolutional neural networks (CNNs) for feature representation provides excellent classification performance and several orders of magnitude faster training times in comparison to retraining CNNs at each incremental step. In summary, the main contributions of this paper are:

- A novel incremental nonlinear DR method is proposed, which in contrast to the previous approaches deals effectively with nonlinear learning problems and does not require zero mean data normalization.
- As demonstrated by the experimental evaluation, the proposed method achieves state-of-the-art training time performance and improved detection accuracy in various multimedia tasks.

The rest of the paper is structured as follows: The problem formulation is given in Section 2. Section 3 describes the application of traditional batch KDA in the incremental learning problem, while the proposed IAKDA is presented in Section 4. In Section 5, evaluation results on various datasets are provided. Finally, conclusions are drawn in Section 6.

### 2 PROBLEM FORMULATION

In incremental learning, at each time $t$ the overall dataset $X_t$ consists of a previously existing dataset, $\tilde{X}_t = [\tilde{x}_1, \ldots, \tilde{x}_{\tilde{N}_t}]$, and a new dataset $\check{X}_t = [\check{x}_1, \ldots, \check{x}_{\check{N}_t}]$ containing the observations fetched at time $t$, where, $\tilde{x}_k, \check{x}_k \in \mathbb{R}^L$, $L$ is the dimensionality of the input space $\mathbb{R}^L$, and $\tilde{N}_t, \check{N}_t$ are the number of observations in $\tilde{X}_t$ and $\check{X}_t$, respectively. Thus, the total number of observations at time $t$ is $N_t = \tilde{N}_t + \check{N}_t$, and the entire dataset can be represented as

$$X_t = [\tilde{X}_t, \check{X}_t] = [\tilde{x}_1, \ldots, \tilde{x}_{\tilde{N}_t}, \check{x}_1, \ldots, \check{x}_{\check{N}_t}] = [\tilde{x}_1, \ldots, x_{\tilde{N}_t}, \check{x}_1, \ldots, \check{x}_{\check{N}_t}].$$

We assume that the dataset is annotated, that is, each observation $x_k$ is paired with a label $y_k \in \{1, \ldots, C_t\}$, where $C_t$ is the number of classes at time $t$. The target in incremental DR is to compute the DR transformation matrix at time $t$ by exploiting the previously computed quantities at time $t - 1$, and the new dataset $X_t$. This contrasts batch DR learning where the entire set $X_t$ is used as a whole ignoring the time information.

### 3 BATCH KDA

Conventional KDA [4, 31, 42], called hereafter batch KDA, is not designed for incremental learning problems. That is, for learning the DR transformation matrix at time $t$ it uses the entire dataset $X_t$ (1), ignoring any computed quantities at time $t - 1$. To deal with nonlinearly-separable classes, the batch KDA utilizes a nonlinear kernel function evaluations [21, 30]. Given $X_t$, it then seeks the linear transformation $\Gamma_t \in \mathbb{R}^{F \times D_t}$, $D_t \ll F$, that maximizes the following criterion

$$\argmax_{\Gamma_t} \text{tr}((\Gamma_t^T \Sigma_{w,t} \Gamma_t)^T \Gamma_t^T \Sigma_{b,t} \Gamma_t),$$

where, $\text{tr}(A)$, $A^T$ and $A'$ denote trace, transpose and pseudoinverse of matrix $A$, respectively. In (2), $\Sigma_{w,t}$ and $\Sigma_{b,t}$ are the between- and within-class scatter matrices at time $t$,

$$\Sigma_{b,t} = \sum_{i=1}^{C_t} N_{i,t} (\mu_{i,t} - \mu_t)(\mu_{i,t} - \mu_t)^T,$$

$$\Sigma_{w,t} = \sum_{i=1}^{C_t} \sum_{k=1}^{N_i} \sum_{y_k=i}^{N_t} (\phi_k - \mu_{i,t})(\phi_k - \mu_{i,t})^T,$$

and $\phi_k, N_{i,t}, \mu_{i,t}, \mu_t$, are the $k$th observation in $\mathbb{R}^F$, the number of observations and estimated sample mean of class $i$, and sample mean of the entire dataset, respectively. The optimization problem

\[\text{argmax}_{\Gamma_t} \text{tr}((\Gamma_t^T \Sigma_{w,t} \Gamma_t)^T \Gamma_t^T \Sigma_{b,t} \Gamma_t),\]

is solved by exploiting the previously computed quantities at time $t - 1$, and the new dataset $X_t$. This contrasts batch DR learning where the entire set $X_t$ is used as a whole ignoring the time information.
in (2) is equivalent to finding the nonzero eigenpairs (NZEP) of the following generalized eigenproblem (GEP)

\[ \Sigma_{b,t} \Gamma_t = \Sigma_{w,t} \Gamma_t \Lambda_t, \]

where, \( \Gamma_t \)'s columns are the eigenvectors of the matrix pencil \((\Sigma_{b,t}, \Sigma_{w,t})\), \( \Lambda_t \in \mathbb{R}^{D_t \times D_t} \) is the diagonal eigenvalue matrix whose diagonal elements are sorted in descending order, and \( D_t = \text{rank}(\Sigma_{b,t}) \).

To avoid working directly in \( \mathbb{R}^T \), which may be of very high or infinity dimensionality, the transformation matrix is expressed as \( \Gamma_t = \Phi_t \Psi_t \), where,

\[ \Phi_t = [\phi_1, \ldots, \phi_{N_t}] \in \mathbb{R}^{F \times N_t} \]

are the mapped training data, and \( \Psi_t \in \mathbb{R}^{N_t \times D_t} \) is the expansion coefficient matrix. The following GEP is then considered

\[ S_{b,t} \Psi_t = S_{w,t} \Gamma_t \Lambda_t, \]

which under mild condition [34] is equivalent to the one in (5). That is, we now need to identify the NZEP \((\Phi_t, \Lambda_t)\) of the matrix pencil \((S_{b,t}, S_{w,t})\), where, \( S_{b,t}, S_{w,t} \), are the kernel matrices associated with the between- and within-class variability

\[ S_{b,t} = \sum_{i=1}^{C_t} N_{i,t} (\eta_{i,t} - \eta_t)(\eta_{i,t} - \eta_t)^T, \]

\[ S_{w,t} = \sum_{i=1}^{N_t} \sum_{k=1}^{N_{i,t}} (k_k - \eta_{i,t})(k_k - \eta_{i,t})^T, \]

\[ \eta_{i,t} = K_{i,t} \mathbf{1}_{N_{i,t}}, \quad \eta_t = K_{t} \mathbf{1}_{N_t} \]

\[ \mathbf{1}_{N_{i,t}} = \mathbf{1}_{N_t}, \quad \mathbf{1}_{N_t} = \mathbf{1}_{N_t} \]

Above, \( K_{i,t} \), \( K_t \) are the all-one vector, \( \Phi_{i,t} = \Phi_t \Phi_{i,t} \), \( \Phi_{i,t} \in \mathbb{R}^{F \times N_{i,t}} \) contains the observations of the \( i \)-th class, \( k_k = [k(x_1, x_k), \ldots, k(x_{N_t}, x_k)]^T \) is the kernel vector associated with the \( x \)-th training observation, and \( K_{i,t} \) is the kernel matrix of the training observations.

\[ K_{i,t} = \Phi_{i,t} \Phi_{i,t} = [k_1, \ldots, k_{N_t}] \]

We should note that \( \Sigma_{w,t} \) and \( S_{w,t} \) are often replaced by their total scatter matrix counterparts,

\[ \Sigma_{m,t} = \sum_{n=1}^{N_t} (\phi_n - \mu_t)(\phi_n - \mu_t)^T, \]

\[ S_{m,t} = \sum_{k=1}^{N_{i,t}} (k_k - \eta_{i,t})(k_k - \eta_{i,t})^T, \]

respectively. Typically, the GEP in (6) is solved using techniques that compute the simultaneous diagonalization of \( S_{b,t} \) and \( S_{w,t} \) (or \( S_{m,t} \)) [19, 38]. Given the identified linear transformation \( \Psi_t \), the projection \( z \in \mathbb{R}^{D_t} \) of a test vector \( x \in \mathbb{R}^L \) can then be computed using \( z = \Gamma_t^T \phi = \Psi_t \Gamma_t \phi = \Psi_t \phi \), where

\[ \phi = [k(x_1, x), \ldots, k(x_{N_t}, x)]^T. \]

We observe that using the batch KDA approach described above, the various scatter matrices in (7), (8), (11), and the GEP in (6) need to be computed for each point in time \( t \) that a new chunk of observations is fetched. Taking into account that the computational cost of KDA at each time period \( t \) is approximately \( 40N_t^3 \) [17, 18], we can easily conclude that the use of this method in incremental learning applications is impractical.

4 PROPOSED IAKDA

Given \( X_t \) at time \( t \), IAKDA computes the coefficient matrix \( V_t \) satisfying the following simultaneous diagonalization [17, 18]

\[ W_t^T \Sigma_{b,t} W_t = I_{C_t - 1}, \]

\[ W_t^T \Sigma_{w,t} W_t = 0_{C_t - 1}, \]

\[ W_t^T \Sigma_{m,t} W_t = I_{C_t - 1}, \]

where, \( 0_{C_t - 1} \in \mathbb{R}^{C_r \times (C_t - 1)} \) is the all-zero matrix, and \( W_t = \Phi_t V_t \). That is, the computed \( W_t \) satisfies the KDA optimization criterion presented in (2) [17, 18, 31, 38]. IAKDA consists of an initialization and an incremental updating part, as described in the following subsections.

4.1 Initialization

The initialization step of IAKDA is based on AKDA [17, 18]. Let \( X_t = [x_1, \ldots, x_{N_t}] \), where \( t = 1, \ldots \), be the initial dataset fetched by the learning system. Following AKDA, the respective scatter matrices \( \Sigma_{b,t}(3), \Sigma_{w,t}(4) \) and \( \Sigma_{m,t}(10) \), can be factorized as

\[ \Sigma_{b,t} = \Phi_t C_{b,t} \Phi_t^T, \]

\[ \Sigma_{w,t} = \Phi_t C_{w,t} \Phi_t^T, \]

\[ \Sigma_{m,t} = \Phi_t C_{m,t} \Phi_t^T, \]

where,

\[ C_{b,t} = R_t N_t^{-1/2} O_t N_t^{-1/2} R_t^T, \]

\[ C_{w,t} = I_{N_t} - R_t N_t^{-1/2} R_t^T, \]

\[ C_{m,t} = I_{N_t} - \frac{1}{n_t} J_{N_t} \]

\[ n_t = [N_{1,t}, \ldots, N_{C_t,t}]^T, \]

\[ N_t = \text{diag}(N_{1,t}, \ldots, N_{C_t,t}) \]

\[ [R_t]_{n,i} = \begin{cases} 1 & \text{if } y_k = i, \\ 0 & \text{else.} \end{cases} \]

and, \( J_{N_t}, I_{N_t} \in \mathbb{R}^{N_t \times N_t} \) are the all-one matrix and identity matrices. Above, \( n_t, N_t \) are the so-called strength vector and matrix, \( [R_t]_{n,i} \) is the element in the \( n \)-th row and \( i \)-th column of the class indicator matrix \( R_t \in \mathbb{R}^{N_t \times C_t} \), and \( N_{1/2} = \text{diag}(N_{1,t}, \ldots, N_{C_t,t}) \). Moreover, in (15), \( O_t \) is the so-called core matrix, defined as

\[ O_t = I_{C_t} - \frac{n_{1/2}}{n_{1/2}} n_{1/2}^T n_{1/2}, \]

where \( n_{1/2}^{T/2} \) denotes the transpose of \( n_{1/2}^{1/2} \). Let \( \Theta_t \in \mathbb{R}^{N_t \times D_t} \) be the matrix defined as follows

\[ \Theta_t = R_t N_t^{-1/2} \Xi_t, \]

where the columns of \( \Xi_t \in \mathbb{R}^{C_t \times (C_t - 1)} \) are the eigenvectors of \( O_t \) corresponding to its nonzero eigenvalues. As shown in [17, 18], \( \Theta_t \) provides the simultaneous diagonalization of \( C_{b,t}, C_{w,t} \) and \( C_{m,t} \). The expansion coefficient matrix \( V_t \) can then be computed by solving the following linear system

\[ K_{i,t} V_i = \Theta_i. \]

It can be verified that the respective transformation \( W_t \) provides the desired simultaneous diagonalization presented in (12), (13), (14).
For more details on the mathematical derivations the interested reader is referred to [17, 18]. The kernel matrix $K_{t,t}$ is always symmetric positive definite or symmetric positive semidefinite. To this end, its Cholesky factorization is used to efficiently solve the linear system in (21). The overall procedure for the initialization of IAKDA is summarized in Algorithm 1. We should note that based on AKDA, the initialization step of IAKDA is very efficient offering an approximately $O(N^2)$ computational complexity dominated by the Cholesky factorization of $K_{t,t}$ [17–19]. More importantly, as we see in the next subsection, the above framework facilitates the design of an incremental updating step, offering a further speedup over batch KDA as well as AKDA.

**Algorithm 1 IAKDA: Initialization**

**Input:** $X_t$, $k(\cdot,\cdot)$

**Output:** $V_t$, $X_t$, $R_t$, $n_t$, $N_t$, $K_{t,1}$, $L_t$

1. Compute the elementary matrices $R_t$ (18), $n_t$ (16), $N_t$ (17)
2. Compute $O_1$ (19) and its eigenvector matrix $\Xi_1$
3. Compute the eigenvector matrix $\Theta_t$ (20)
4. Compute $K_{t,1}$ (9) and its Cholesky factor $L_t$
5. Solve the linear system in (21) to obtain $V_t$

### 4.2 Incremental updating

As defined in (1), let $X_t = [x_1, \ldots, x_m]$ and $\hat{X}_t = [\hat{x}_1, \ldots, \hat{x}_m]$ be the existing and new dataset at time $t$, respectively. Thus, the overall dataset at time $t$ is formed as follows

$$X_t = [X_t, \hat{X}_t].$$

In AKDA the overall dataset $X_t$ is used to obtain $V_t$ as shown in the initialization step above and described in more detail in [17, 18]. In contrary, IAKDA computes $V_t$ very efficiently using the precomputed arrays at $t-1$ and the new dataset $\hat{X}_t$, as explained in the following. The indicator matrix and the strength vector and matrix can be efficiently updated as follows

$$K_t = [\hat{R}_t \Phi_t \hat{R}_t^T],$$

$$n_t = \hat{n}_t + n_t,$$

$$N_t = \hat{N}_t + N_t,$$

where, $\hat{R}_t$, $\hat{n}_t$, $\hat{N}_t$ and $\hat{R}_t$, $n_t$, $N_t$ are the indicator matrix, strength vector and strength matrix associated with $X_t$ and $\hat{X}_t$, respectively. In case that not all existing classes $C_t$ are represented in $\hat{X}_t$, or when new classes are introduced in $\hat{X}_t$, the corresponding arrays in (22), (23) and (24) are padded with zeros accordingly, in order to allow the execution of the respective matrix operations. Utilizing the updated $n_t$, the core matrix $O_t$ can be computed using (19) and subsequently its eigenvector matrix $\Xi_t$ can be easily retrieved. Similarly, utilizing the updated $R_t$, $N_t$ and $\Xi_t$, the eigenvector matrix $\Theta_t$ is obtained using (20). The kernel matrix $K_{t,t}$ can be represented as

$$K_{t,t} = \begin{bmatrix} \tilde{K}_{t,t} & \tilde{K}_{t,t} \tilde{K}_{t,t} \tilde{K}_{t,t} \end{bmatrix},$$

where, $\Phi_t = [\Phi_t, \Phi_t]$, $\Phi_t$, $\Phi_t$ are the feature space representation of $X_t$ and $\hat{X}_t$, respectively, $\tilde{K}_{t,t} = \tilde{\Phi}_t^T \tilde{\Phi}_t$ is the existing kernel matrix, already computed in time $t-1$, $\tilde{K}_{t,t} = \tilde{\Phi}_t^T \tilde{\Phi}_t$, and $\tilde{K}_{t,t} = \tilde{\Phi}_t^T \tilde{\Phi}_t$. Based on the above formulation, the Cholesky factor update is computed using a block Cholesky framework [19] as explained in the following. Suppose that the lower triangular Cholesky factor $L_t$ of $K_{t,t}$ is expressed in block format as

$$L_t = \begin{bmatrix} L_{1,1} & \bar{\Theta}_t & \bar{\Theta}_t \bar{\Theta}_t \bar{\Theta}_t \\ L_{2,1} & L_{2,2} & L_{2,3} & L_{2,3} \bar{\Theta}_t \\ L_{3,1} & L_{3,2} & L_{3,3} \bar{\Theta}_t \\ L_{4,1} & L_{4,2} & L_{4,3} \bar{\Theta}_t \bar{\Theta}_t \bar{\Theta}_t \bar{\Theta}_t \\ \end{bmatrix},$$

where, the blocks $L_{1,1} \in \mathbb{R}^{N_t \times N_t}$, $L_{2,2} \in \mathbb{R}^{N_t \times N_t}$, $L_{3,3} \in \mathbb{R}^{N_t \times N_t}$ are lower triangular matrices needed to be identified, and $\bar{\Theta}_t$ is the $N_t \times N_t$ all-zero matrix. Using (26), $K_{t,t}$ can be expressed as

$$K_{t,t} = L_t L_t^T = \begin{bmatrix} L_{1,1} L_{1,1}^T & \bar{\Theta}_t L_{1,1}^T & \bar{\Theta}_t \bar{\Theta}_t L_{1,1}^T \\ \bar{\Theta}_t L_{1,1}^T & L_{2,2} L_{2,2}^T + L_{3,3} \bar{\Theta}_t L_{3,3} \bar{\Theta}_t \\ \bar{\Theta}_t \bar{\Theta}_t L_{1,1}^T & L_{3,3} \bar{\Theta}_t L_{3,3} \bar{\Theta}_t \\ \end{bmatrix}. \tag{27}$$

Equating blocks between (25) and (27) we get

$$\tilde{K}_{t,t} = L_{1,1} L_{1,1}^T,$$
$$\tilde{K}_{t,t} = L_{2,2} L_{2,2}^T + L_{3,3} \tilde{L}_{3,3} L_{3,3} \tilde{L}_{3,3}, \tag{28}$$
$$\tilde{K}_{t,t} = L_{2,2} L_{2,2}^T + L_{3,3} \tilde{L}_{3,3} L_{3,3} \tilde{L}_{3,3}, \tag{29}$$
$$\tilde{K}_{t,t} = L_{2,2} L_{2,2}^T + L_{3,3} \tilde{L}_{3,3} L_{3,3} \tilde{L}_{3,3}. \tag{30}$$

From (28) we observe that $L_{1,1} \tilde{L}_{1,1}^T$ is identical to the Cholesky factor $L_t$ of $K_{t,t}$, which has been already computed in the previous time period

$$L_{1,1} \tilde{L}_{1,1}^T = L_t.$$

The next block of the Cholesky factor can then be easily retrieved by solving the triangular system in (29) yielding

$$L_{2,2} = \tilde{K}_{t,t} - \tilde{K}_{t,t} L_{1,1} \tilde{L}_{1,1}^T L_t,$$

where $A^{-T}$ denotes the inverse of any matrix $A^T$. Finally, by the following reformulation of (30),

$$\tilde{K}_{t,t} = \tilde{K}_{t,t} - \tilde{K}_{t,t} L_{1,1} \tilde{L}_{1,1}^T L_t,$$

we observe that $L_{3,3}$ is the Cholesky factor of $\tilde{K}_{t,t} - \tilde{K}_{t,t} L_{1,1} \tilde{L}_{1,1}^T L_t$. Using the computed $\Theta_t$ and $L_t$, the linear transformation $V_t$ is then retrieved by solving the following two triangular linear systems

$$L_t V_t = \Theta_t,$$
$$L_t V_t = Y_t. \tag{31}$$

The incremental updating part of IAKDA is depicted in Algorithm 2. In summary, we see that $R_t$ (22), $n_t$ (23), $N_t$ (24), $K_{t,t}$ (25) and $L_t$ (26) are computed by fully exploiting their respective counterparts in the previous period of time, thus achieving a significant speedup over the application of KDA or AKDA in the incremental learning problem. We also observe that in overall IAKDA has very good numerical properties due to the fact that it consists of a

**Algorithm 2 IAKDA: Incremental updating**

**Input:** $X_t$, $\hat{X}_t$, $\hat{R}_t$, $\hat{n}_t$, $\hat{N}_t$, $K_{t,t}$, $L_t$, $k(\cdot,\cdot)$

**Output:** $V_t$, $X_t$, $R_t$, $n_t$, $N_t$, $K_{t,t}$, $L_t$

1. Update elementary matrices $R_t$ (22), $n_t$ (23), $N_t$ (24)
2. Compute $O_t$ (19) and its eigenvector matrix $\Xi_t$
3. Compute the eigenvector matrix $\Theta_t$ (20)
4. Update the kernel matrix $K_{t,t}$ (25)
5. Update the Cholesky factor $L_t$ (26)
6. Solve the two triangular systems in (31), (32) to obtain $V_t$
few elementary matrix operations and very stable decomposition algorithms.

5 EXPERIMENTAL EVALUATION

The proposed methods are evaluated using various datasets for the tasks of object, concept and event detection in images and videos, as described in the next subsections.

5.1 Datasets

For the evaluation the following 7 datasets are used: a) AwA [25]: provides images matching the 50 animal categories in Osherson’s animal/attribute matrix, b) Ayahoo [12]: consists of various object and concept images collected using the Yahoo! image search engine, c) Caltech101 [27]: contains images belonging to a wide variety of categories, such as airplane, chair and crocodile, d) Eth80 [26]: consists of 8 object classes, recorded from 41 different views, e) Imagenet [10]: this is a large-scale concept detection dataset, f) Med10 [20, 36]: contains videos belonging to one of 3 real-world environments captured using a webcam and a digital LSR camera. From each of the 6 latter datasets 3 images are depicted in Figure 2 (representative images from AwA dataset are not shown due to copyright reasons). In the med10 dataset, videos are represented in the input space $\mathbb{R}^{101376}$ using the improved dense trajectory features [2, 51]. For the rest of the datasets, the image descriptors corresponding to the 4096 neurons of DeCAF’s 6-th layer [11] provided in [45, 46] are used.

5.2 Experimental setup

For the evaluation in the task of event detection, the med10 dataset is already divided into 1744 training and 1742 testing videos. For the rest of the datasets, we randomly selected 100 observations from each class to create a training set, and used the rest of the observations to form the testing set. Moreover, classes of less than 200 observations were equally divided to training and testing sets. The evaluation results in terms of MAP and training time speedup over KDA for each method and along all time periods are shown in Figures 3, 5 and 6. The MAP and training time speedup for the first, 5th and 10th time period is measured using the MAP measure, and the training time speedup over KDA for each method and along all time periods is measured using the training time parameter space is used.

The performance of the $m$th method at each dataset and time period is measured using the MAP measure, $\theta_m = \frac{1}{C} \sum_{i=1}^{C} \theta_{m,i}$, and the training time speedup over KDA, $\theta_m = \theta_{KDA}/\theta_{m}$, where $\theta_{m,i}$ is the average precision [41] of the $i$th class, and $\theta_m$ is the training time of method $m$ along $C$ classes in the dataset.

The evaluation was performed using Intel i7 3770K@3.5Ghz CPU, 32 GB RAM workstations with 64-bit Windows 7.

5.3 Results

The evaluation results in terms of MAP and training time speedup over KDA for each method and along all time periods are shown in Figures 3, 5 and 6. The MAP and training time speedup for the 1st, 5th and 10th time period (i.e. for the first 10th, half and the whole training dataset) are recorded in Tables 2 and 3, respectively.

| Table 1: Train/test observations per dataset |
|---------------------------------------------|
| AwA | ayahoo | caltech101 | eth80 | imagenet | office |
| t train | 4941 | 988 | 3539 | 1680 | 11762 | 2075 |
| t test | 25792 | 1249 | 5192 | 1600 | 153836 | 2039 |

| Table 2: MAP rates at $t = 1, 5, 10$ |
|--------------------------------------|
|          | LDA | ILDA | LSVM | KDA | AKDA | IAKDA | KSVM |
| AwA – 1  | 26.3% | 26.3% | 34.5% | 37.6% | 39.3% | 39.1% | 38.2% |
| AwA – 5  | 25.6% | 23.1% | 47.2% | 52.4% | 56.3% | 56.4% | 53.7% |
| Smile – 10 | 28.8% | 27.2% | 52.7% | 57.4% | 63.3% | 63.5% | 60.4% |
| Ayahoo – 1 | 67% | 66.9% | 70.4% | 70.7% | 71.3% | 70.9% | 70.7% |
| Ayahoo – 5 | 71.3% | 71.3% | 79.6% | 79.4% | 81.7% | 81.6% | 81.8% |
| Eth80 – 10 | 71.5% | 72.1% | 84.2% | 82.6% | 87.1% | 87.7% | 85.4% |
| Caltech101 – 1 | 29.2% | 28.9% | 59.3% | 59% | 57.5% | 58% | 57.4% |
| Caltech101 – 5 | 62.6% | 62% | 73.3% | 76.8% | 76.1% | 76% | 74.6% |
| Caltech101 – 10 | 60.3% | 60.1% | 76.2% | 80.7% | 82.6% | 82.7% | 78% |
| Eth80 – 1 | 25.4% | 11.9% | 68.2% | 63.2% | 62.7% | 62.3% | 68.7% |
| Eth80 – 5 | 76% | 79.6% | 83.8% | 74.9% | 85.7% | 84.8% | 83.6% |
| Eth80 – 10 | 73.2% | 83.6% | 84.4% | 77.8% | 87.5% | 88.6% | 84.3% |
| Imagenet – 1 | 12.6% | 15.8% | 29.4% | 32.1% | 37% | 36.6% | 34.3% |
| Imagenet – 5 | 12.7% | 22.3% | 46.6% | 55.8% | 57.9% | 57.6% | 51.1% |
| Imagenet – 10 | 31.7% | 31.8% | 49.7% | 60.3% | 63.2% | 63.5% | 57.2% |
| Med10 – 1 | 30.7% | 30.8% | 30.2% | 30.5% | 30.6% | 29.8% | 29.8% |
| Med10 – 5 | 52% | 52% | 51.9% | 48.5% | 51.9% | 51.9% | 50.1% |
| Med10 – 10 | 56.4% | 55.9% | 56.2% | 54.8% | 57.6% | 57% | 54.2% |
| Office – 1 | 60.1% | 60.3% | 59.9% | 57.1% | 64.4% | 63.3% | 63.4% |
| Office – 5 | 69.9% | 66% | 74.9% | 69.9% | 79% | 78.9% | 77.4% |
| Office – 10 | 66.2% | 76% | 80.5% | 74.9% | 85.3% | 85.5% | 83.2% |
Finally, the speedup diagrams depicting the speedup achieved from IAKDA over AKDA along all time periods in the different datasets are provided in Figure 4. From the obtained results we conclude the following:

i) In the majority of the datasets and time periods, IAKDA and AKDA provide the best performance in terms of MAP. For example, in the two larger datasets, AwA and imagenet, at the 10th time period, IAKDA attains a MAP gain over the third best approach of more than 3%. This is due to the very good numerical properties of both methods, which in comparison to the other DR methods, consist of few elementary matrix operations and very stable decomposition algorithms.

ii) In AwA, ayahoo, imagenet, and to a smaller extent in caltech101, we observe that the kernel DR methods (KDA, AKDA and

Table 3: Speedup rates at $t = 1, 5, 10$

| Dataset | LDA | ILDA | LDA | KDA | AKDA | IAKDA | KSVK |
|---------|-----|------|-----|-----|------|-------|------|
| AwA - 1 | 2.1 | 1 | 0.3 | 1 | 4.3 | 4.1 | 0.06 |
| AwA - 5 | 5.4 | 2 | 1.4 | 1 | 21.8 | 32.3 | 0.2 |
| AwA - 10 | 9.9 | 7 | 3.2 | 1 | 44.1 | 94.6 | 0.4 |
| ayahoo - 1 | 1.2 | 1 | 0.3 | 1 | 1.4 | 1.4 | 0.2 |
| ayahoo - 5 | 2.7 | 1.4 | 0.2 | 1 | 5.4 | 6 | 0.09 |
| ayahoo - 10 | 2.8 | 1.4 | 0.3 | 1 | 7.6 | 11.8 | 0.1 |
| caltech101 - 1 | 1.9 | 0.9 | 0.3 | 1 | 1.9 | 2.2 | 0.1 |
| caltech101 - 5 | 5.1 | 1.9 | 1.8 | 1 | 16.6 | 23.1 | 0.6 |
| caltech101 - 10 | 6.3 | 4.1 | 4.7 | 1 | 33.7 | 68.6 | 1.5 |
| eth80 - 1 | 1.8 | 0.8 | 0.5 | 1 | 0.8 | 1 | 0.5 |
| eth80 - 5 | 3.2 | 1.6 | 1.2 | 1 | 7.6 | 8.8 | 0.8 |
| eth80 - 10 | 4.9 | 4.3 | 2.7 | 1 | 16.4 | 29 | 2 |
| imagenet - 1 | 3.3 | 1.3 | 0.9 | 1 | 10.2 | 18.3 | 0.1 |
| imagenet - 5 | 59.3 | 5.3 | 5.8 | 1 | 47.6 | 78.5 | 0.4 |
| imagenet - 10 | 310.6 | 41.1 | 13.4 | 1 | 81.8 | 195.3 | 0.8 |
| med10 - 1 | 0.7 | 0.4 | 0.04 | 1 | 1.1 | 1.1 | 0.02 |
| med10 - 5 | 0.7 | 0.4 | 0.02 | 1 | 1.4 | 1.8 | 0.01 |
| med10 - 10 | 0.8 | 0.6 | 0.03 | 1 | 2 | 4.3 | 0.01 |
| office - 1 | 1.5 | 0.8 | 0.3 | 1 | 2.4 | 2 | 0.2 |
| office - 5 | 3.5 | 1.7 | 0.8 | 1 | 10.4 | 12 | 0.5 |
| office - 10 | 5.9 | 2.9 | 1.9 | 1 | 22.2 | 40.9 | 1.3 |
IAKDA) as well as the LSVM and KSVM applied directly in the input space, achieve a large MAP gain over the linear DR approaches (LDA, ILDA). This shows that the classification tasks in the above datasets are nonlinear, and, thus, the linear DR approaches fail to discover an adequate linear discriminant subspace. The same is true for the office and eth80 datasets, however, with the difference that now KDA underperforms as well. We observe that in this case the number of observations is relatively low, and therefore the small sample size problem is quite intense. In consequence, the KDA scatter matrices are severely ill-posed, which explains the poor performance of this approach in these two datasets. Finally, in the med10 we observe that all methods have quite similar MAP performance. To this end, we conclude that the use of improved dense trajectories has effectively removed nonlinearities in this dataset.

Specifically, only LDA in the imagenet dataset provides a better performance after the 7th incremental step, which is expected due to the fact that for large-scale datasets (i.e. when \( N \gg L \)) such as this one, LDA has a \( O(L^3) \) complexity.

iv) An impressive training time speedup of IAKDA over the batch KDA is attained in all datasets. For instance, IAKDA is approximately 195, 95 and 69 times faster than KDA in the imagenet, AwA and caltech101 datasets, respectively. As shown in the various figures, this speedup is the aggregation of the speedup offered by the base method (AKDA) plus the additional speedup achieved by the proposed incremental variant (IAKDA).

v) As shown in Figure 4, a linear speedup of IAKDA over its base method, AKDA, is attained. For instance, in the majority of the datasets at the 10th incremental step, IAKDA is already 2 times faster than AKDA. Considering the impressive training time efficiency of the base AKDA method [17, 18], this is a considerable further improvement. Moreover, we observe that this improvement

\[ \text{Figure 5: MAP and speedup rates on AwA, ayahoo and imagenet} \]
...is achieved without sacrificing the detection performance at any of the datasets.

vi) In comparison to deep learning, the proposed approach, i.e. the combination of IAKDA with pre-trained CNNs, is several orders of magnitude faster and it can be applied more efficiently to incremental learning problems. For instance, in our internal evaluations the computation of the initialization step for learning the TRECVID SIN 2013 concepts [3] required a few minutes, versus several hours for fine-tuning the pre-trained GoogleNet [44]. Moreover, preliminary results have shown that using the weights of pre-trained CNNs together with KDA-class algorithms for feature representation and LSVMs for classification outperforms the use of CNNs in the tasks of event and concept detection [1, 29].

Finally, we should note that the most intensive parts of IAKDA can be parallelized using appropriate computing architectures, as for instance is shown in [1, 2, 19], providing even greater training time efficiency.

6 CONCLUSIONS
In this paper, IAKDA was proposed that exploits the simultaneous diagonalization framework presented in [17, 18] and a variant of the block recursive Cholesky factorization to devise an incremental learning algorithm for dimensionality reduction. The experimental evaluation on various image/video datasets demonstrated the effectiveness of IAKDA in both learning time and classification accuracy. Future work includes the investigation of techniques for the efficient simultaneous optimization of IAKDA and CNNs [35] and the use of appropriate fine-tuning approaches, similarly to [40], to further improve performance.
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