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ABSTRACT

Inspired by the close-proximity pair of planets in the Kepler-36 system, we consider two effects that may have important ramifications for the development of life in similar systems where a pair of planets may reside entirely in the habitable zone of the hosting star. Specifically, we run numerical simulations to determine whether strong, resonant (or non-resonant) planet–planet interactions can cause large variations in planet obliquity—thereby inducing large variations in climate. We also determine whether or not resonant interactions affect the rate of lithopanspermia between the planet pair—which could facilitate the growth and maintenance of life on both planets. We find that first-order resonances do not cause larger obliquity variations when compared with non-resonant cases. We also find that these resonant interactions are not a primary consideration in lithopanspermia. Lithopanspermia is enhanced significantly as the planet orbits come closer together—reaching nearly the same rate as ejected material falling back to the surface of the originating planet (assuming that the ejected material makes it out to the location of our initial conditions). Thus, in both cases our results indicate that close-proximity planet pairs in multi-habitable systems are conducive to life in the system.
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1. INTRODUCTION

NASA’s Kepler mission has discovered several thousand candidate exoplanet systems, including many hundreds with multiple planets (Borucki et al. 2010; Steffen et al. 2010; Batalha et al. 2013; Burke et al. 2014; Mullally et al. 2015; Rowe et al. 2015). Among the many interesting systems identified by this mission is Kepler-36, which has two planets orbiting near the 7:6 mean motion resonance (MMR; Carter et al. 2012). These two planets have orbital periods of 13.8 and 16.2 days, have masses of 4.5 and 8.1 $M_\oplus$, and have radii of 1.5 and 3.7 $R_\oplus$ for the inner and outer planets, respectively. It is striking to note that these two planets (with densities differing by a factor of 8) orbit at distances that differ by only 10%. And while Kepler-36 is among the most extreme cases currently known, several other pairs of planets lie near first-order MMRs with similarly high indices such as the 6:5 and 5:4.

Given the context of a mission designed to measure the number of habitable planets in the galaxy and the alien nature of many of the systems that Kepler has found (e.g., circumbinary planets [Doyle et al. 2011; Welsh et al. 2012], planetary systems orbiting each component of a binary pair, such as Kepler-132 [Lissauer et al. 2014], systems with planets near chains of MMRs such as Kepler-80 [Xie 2013] and Kepler-223 [Lissauer et al. 2011], and systems with pairs of planets in strongly interacting orbits [and for the case of Kepler-36, manifestly chaotic orbits; Deck et al. 2012], it is not much of a stretch to consider systems with multiple planets that orbit in the habitable zone of their host stars, including pairs in or near MMR.

Here we consider two issues that have been raised regarding life on Earth, but in the context of these Kepler-36-inspired multi-habitable systems. First, we consider whether or not close planetary orbits or resonant interactions cause any significant variations in planet obliquities—the angle between the planet’s spin and orbital axes. Obliquity variation plays a major role in the modulation of climate, since it determines the latitudinal distribution of solar radiation. For the case of Mars (an ocean-free, atmosphere-ice-regolith system), the obliquity changes would result in drastic variations of atmospheric pressure caused by runaway sublimation of CO2 ice (Toon et al. 1980; Fanale et al. 1982; Pollack & Toon 1982; Francois et al. 1990; Nakamura & Tajika 2003; Soto et al. 2012).

For Earth-like planets (planets partially covered by oceans) the change of climate depends on the specific land-sea distribution and on the position within the habitable zone around the star. The ice ages on the Earth, for example, are closely associated with the variation in insolation at high latitudes, which depends on the orbital eccentricity and orientation of the spin axis according to the Milankovitch theory (e.g., Hays et al. 1976; Weertman 1976; Imbrie 1982). While it is debatable whether the variation in obliquity truly renders a planet uninhabitable (obliquity variations may, in some cases, actually increase the habitability of a planet [Armstrong et al. 2014], though civilizations that rely on agriculture may struggle), it is clear that the climate can change drastically as the obliquity varies (Williams & Kasting 1997; Chandler & Sohl 2000; Jenkins 2000; Spiegel et al. 2009).

The spin-axis dynamics of planets in the solar system has been extensively studied in the literature. At present, the obliquity variation of the Earth is regular and only undergoes small oscillations between 22°1 and 24°5, with a 41,000-year period (e.g., Vernekar 1972, p. 228; Laskar & Robutel 1993). Without the moon, the obliquity of the hypothetical Earth is chaotic, but is constrained between 0° and 45° over billion-year timescales (Laskar et al. 1993; Lissauer et al. 2012; Li & Batygin 2014a)—though Lissauer et al. (2012) showed some conditions where the obliquity of the Earth can be stable in the absence of the moon. The Earth’s obliquity remained stable as...
the moon moved outward before late heavy bombardment (Li & Batygin 2014b), yet Martian obliquity is thought to have been chaotic throughout the solar system’s lifetime (Ward 1973; Laskar et al. 1993; Touma & Wisdom 1993; Brasser & Walsh 2011). If strong planet–planet interactions in multi-habitable systems cause or preclude large obliquity variations, then the development of intelligent life would be hampered or aided by its effects on climate.

The second issue we address, which is perhaps more rich in consequences, is understanding how biological material might be exchanged between planets in a multi-habitable system through the process of lithopanspermia (hereafter simply “panspermia”). Panspermia in the solar system has been studied at some length (e.g., Melosh & Tonks 1993; Gladman et al. 1996; Worth et al. 2013; see last reference for a good historical review). And from observations of meteorites, some hypothesize that a fraction of life on Earth may have originated on Mars (which may have supported life sooner than the Earth (e.g., McKay et al. 1996)). The survival of life on collision ejecta, both at the time of collision (Melosh 1988) and over the subsequent extended trajectory was studied by Milediokowsky et al. (2000), who found that successful transfer (especially from Mars to Earth) was highly probable.

Two Earth-like planets in Kepler-36-like orbits would likely have a much greater opportunity to exchange such material than the terrestrial planets in the solar system—similar scenarios for multi-habitable systems were briefly discussed in Heller & Armstrong (2014). The planets would sublend over 25× the solid angle at conjunction than the Earth does from Mars and the relative velocities of the planets, and hence the ejecta particles, could be much less. This scenario allows more of the ejected particles (especially with low relative velocities) to successfully make the trip between planets. The close proximity of the two planets reduces the reliance on the effects of secular resonances to successfully transfer particles (Donets et al. 1999). (For the solar system, secular resonances excite orbital eccentricities of the ejected particles and facilitate their transfer over large distances.)

Consider the scales over which biological material may be transmitted via collision ejecta (see Figure 1); on the shortest scales, individual habitable planets may have barriers such as oceans and mountain ranges that could be traversed by ejecta from a planet falling back onto the same planet, “auto-panspermia” (which has been shown as a viable means of seeding life across the Earth (Wells et al. 2003)).” The distances involved would be ~0.1 → 10^4 km. Binary planets or a single planet with multiple habitable moons are on a somewhat larger scale, perhaps 10^5 → 10^7 km. On the largest scales one can (and has) consider interstellar panspermia within a star cluster or within the galaxy (10^{13} → 10^{19} km) (Melosh 2003; Belbruno et al. 2012). Between these extremes lie habitable planets orbiting different components of a stellar binary (10^{10} → 10^{12} km). And finally, there are multi-habitable systems (10^8 → 10^9 km), which we consider here.

This paper is organized as follows. In the next section we briefly discuss the properties of the model systems we consider. Section 3 presents the evolution of planet obliquities in the model systems. Section 4 shows the results of our panspermia simulations. We discuss some of the implications of our work in Section 5 and give concluding remarks in Section 6.

2. PLANETARY SYSTEM MODELS

For this investigation, we construct a sample of systems in first-order MMR along with systems that have nearly identical period ratios but that are not in MMR. The systems in MMR were created following the methods of Lee & Peale (2002) and Batygin & Brown (2010). Specifically, we set the planets slightly outside of their resonant location, and integrate the system using a Burlisch–Stoer integrator. We evolve the planets under semimajor axis and eccentricity damping in addition to the Newtonian N-body interaction.

In these simulations, the central star has a mass of one solar mass, and the planets each have masses of 1.0 × 10^{-6} M_\odot (about 1/3 of an Earth mass). The planet masses were chosen arbitrarily, and our results should not depend strongly on this quantity. We ran a large number of simulations with different semimajor axis and eccentricity decay rates, and selected the final state of the systems where the planets are in MMR at the end of the simulations. The corresponding non-resonant configurations are obtained by setting the longitude of pericenter, the longitude of ascending node, and the mean anomaly to zero for both planets. A third set of non-resonant initial conditions was also chosen for the purposes of differentiating the effects due to resonance and the effects due to initial conditions. All of our initial conditions are given in Table 2 in the Appendix.

3. OBLIQUITY EVOLUTION

The obliquity variation in a planet arises largely as a consequence of the underlying resonant structure (Laskar 1996). Specifically, the spin axis of the planet may exhibit complex behavior if its precession resonates with the inclination variation. The former is controlled primarily by the stellar torques, whereas the latter is forced by planet–planet interactions. When the precession frequency of the planetary spin axis from stellar torque coincides with the frequency of inclination variation from planetary interactions, the resonance occurs.
For our systems, the stellar torque for both the resonant and the non-resonant systems are essentially the same, since the two systems only differ in the orbital orientation. To calculate the frequency of the orbital inclination variation for the systems, we integrate the orbital elements numerically using the HYBRID integrator in the MERCURY package (Chambers 1999). The Fourier spectrum of the planetary orbital parameter (i.e$^{(1)}$), where $i$ is the orbital inclination, and $\Omega$ is the longitude of ascending node, is shown in Figure 2. The amplitudes and frequencies of the inclination variations are approximately the same. This fact indicates that first-order mean motion resonances do not affect obliquity variations—otherwise the resonant case would be different from the non-resonant ones. The black lines show the precession of the inner and the outer planets, assuming the planets have Earth-like properties.

To illustrate how the obliquity variation occurs, we calculate the obliquity as a function of time following the Hamiltonian that describes its evolution (e.g., Colombo 1966; Kinoshita 1972; Laskar et al. 1993; Touma & Wisdom 1993; Neron de Surgy & Laskar 1997; Armstrong et al. 2004). (The detailed equations are given in the Appendix.) We set the planetary system configuration to be the case of “3:2 non-resonant I” (the red dashed line) shown in Figure 2 and described in Section 4.2, the dynamical ellipticity of the planet is set to that of Earth ($E_d = 3 \times 10^{-3}$), and the rotation period of the planet is 12 hr. This rotation period is somewhat arbitrary, as we only require that the precession rate of the inner planet’s spin axis, $\alpha \cos(\epsilon)$ (where $\alpha$ is the precession coefficient and $\epsilon$ is the obliquity—see the Appendix for details), matches the inclination variation frequency when $\epsilon \sim 62^\circ$. Figure 3 shows the maximum, the minimum, and the mean of the obliquity variation as a function of the initial obliquity for $m_1$ in $\sim 10$ Myr. This scenario, where the inclination and precession rates coincide, corresponds to the region where the obliquity of the planet varies with moderate amplitude. The evolution of the orbital elements for the resonant case is shown in Figure 4.

We briefly consider two additional scenarios relating to obliquity variation in a planetary system, though a detailed study of these scenarios lies beyond the scope of this work. First, we consider the case where the Earth, embedded in the solar system, is replaced by a pair of near-resonant planets with equal masses in order to determine whether or not the size of the obliquity variations differ significantly form those of a moonless Earth. Second, we consider the case where a habitable Mars-mass planet lives in a system with a near-resonant planet pair.

To illustrate the obliquity variation for systems involving closely separated planets, we compared the variation of a moonless Earth in the solar system with an analogous solar system where the Earth is replaced with two planets of mass $m_1 = m_2 = 1 \times 10^{-6} M_\oplus$, located at $a_1 = 0.974 A_U$ and $a_2 = 1.553 A_U$, respectively. The blue dotted line represents the case when the two planets are in resonance, the red dashed line represents the case when the two planets are not in resonance, and the angle variables (longitude of pericenter, longitude of ascending node, and mean anomaly) are set to $0^\circ$, $120^\circ$, and $240^\circ$ respectively, and the purple line represents the case when the angle variables are set to zero. The maximum high-amplitude frequencies are approximately the same for the three cases. The black lines show the precession of the inner and the outer planets, assuming the planets have Earth-like properties.
\[ a_2 = 1.068 \text{ AU (with period ratio 6/7)} \]. Different from the case of
the solar system, one of the frequencies of the inclination
modes peaks at \( \sim 15'5 \text{ yr}^{-1} \), and the mode at \( \sim 20\text{''}\text{ yr}^{-1} \) is
lower in amplitude for \( m_1 \) and \( m_2 \).

The obliquity variation of the planets depends upon their
precession coefficients, which we assume to be the same for
both planets. The obliquity variations of this “split Earth”
scenario are shown in Figure 5 and are compared with
variations of the true Earth. When the precession coefficients
of the planets are \( 21.8 \text{ yr}^{-1} \), the variation is stronger for the true
Earth where the initial obliquity is in the range of \( \sim 0\text{°}–20\text{°} \), and
is weaker when in the range of \( \sim 45\text{°}–65\text{°} \). The variation is quite
similar between the true and split Earth scenarios when the
initial obliquity is between \( \sim 20\text{°} \) and \( 45\text{°} \).

Using the same split Earth modification to the solar system,
we also tested the variation of the obliquity of Mars. This
investigation addresses the issue of a habitable planet residing
in the same system as a close pair of planets. In this case we
found that the obliquity variations of Mars were not strongly
affected by the near-resonant pair.

These results show that climate change due to obliquity
variations for multi-habitable systems embedded in the solar
system would be comparable to but not larger than the
variations of a moonless Earth. The same is true for habitable
planets residing in a system with a close-proximity pair where
the planet–planet interactions do not affect obliquity variations
in any material way. Only in relatively rare instances, where
orbital parameters are somewhat fine-tuned (so that the
timescales of inclination variation and spin precession coin-
cide), do a planet’s obliquity vary significantly.

Brasser et al. (2014) showed that spin–orbit resonances
could exist in exoplanet systems. And systems may be driven
to such couplings through some damping mechanism (e.g.,
tides). However, the scenarios that more readily produce spin–
orbit couplings would likely be closer to the host star than the
typical habitable zone (e.g., near the orbit of Mercury rather
than Earth). Thus, barring other influences, we can expect
stable climates for planets in systems with resonant or near-
resonant planet pairs at the same rate as stable climates in
systems without them.

\[ \| \text{max-mean/min} \| \text{ in 30 Myr. The precession}
\]}

\[ \text{frequency matches that of the inclination variation at } \epsilon \sim 62\text{°} \text{ and causes the}
obliquity variation at around 62°.}

4. LHOPANSPEERMIA

Now we consider panspermia in these systems—the
transmission of collision ejecta containing biological material
from one planet to the other. As we study panspermia in this
context, there are a few dynamical points worth making. First,
since collision ejecta come from a highly localized source and
since the particles are collisionless (widely dispersed) follow-
ing the initial impact, the available phase space for the particles
is restricted (by Liouville’s theorem). Consequently, collision
ejecta are dynamically very cold—having a very low, and ever
decreasing, velocity dispersion. The stream of debris will
therefore be concentrated in phase space sheets that fold and
twist as the system evolves (see, e.g., Sikivie 1998)—forming
causets or cold flows, or “caustic flows,” the term we will use.

The fact that the debris evolves in this manner means that
when one piece of debris strikes a planet, there is excess
probability that additional pieces will also strike the planet
and within a relatively short amount of time. A consequence of this
effect would be seen in the distribution of intercollision times.
If the debris were randomly spread in the vicinity of the planets
then the distribution of intercollision times would be
approximately exponential (the collisions being a Poisson
process). Here, the deviations from Poisson behavior would
come primarily from long-term reduction of the ejceta
distribution through collisions or ejections. On the other hand,
the collision time intervals from caustic flows would have an
excess of collisions separated by short times. An overall
Poisson behavior would be visible only over long times as the
planets pass through the various flows. We investigate these
effects below.

Another issue to consider is the strong dependence of the
results of any panspermia calculation on the chosen distribution
of initial velocities. With relative ease one can choose a
velocity distribution where all of the particles are ejected from
the system—leaving only a single epoch for dynamical
encounters between the destination planet and the ejecta
(effectively eliminating the probability of a successful transfer).
However, if the typical ejection velocities put the particles on
orbits with periods comparable to the destination planet (or
slightly more or less than the escape velocity from the
originating planet) then successful transfers are more likely to
occur.

4.1. Setup

For our panspermia simulations we consider both when the
inner planet and the outer planet act as the source. We take each
planetary system and evolve it over one synodic time to select a
set of 10 initial configurations of the system that are roughly
equidistant in the relative longitudes of the two planets. We
then rotate these initial configurations so that the longitude of
the source planet is always equal to zero. This transformation
gives a common substellar point on the source planet for
analysis purposes.

For each initial configuration we divide the surface of the
source planet into 768 locations using Hierarchical Equal Area
isoLatitude Pixelisation (Górska et al. 2005). Each location is
the source of three ejecta particles with randomly assigned
velocities directed radially outward from the surface. The
starting position of each particle is located one Hill radius from
the planet above the geometric center of each pixel. The choice
to start at one Hill radius is to eliminate potential numerical
artifacts related to the planet surface. Thus, for each planetary system and for each source planet in that system we had 10 initial planet locations, each with 768 ejecta starting locations, each with 3 initial velocities giving 23,040 particles per simulation.

For each velocity, we choose a uniformly distributed number between 0.5 and 0.5 $v_p$, where $v_p$ is the escape velocity from the planet (beginning at one Hill radius) and $v_\star$ is the escape velocity from the star at the orbital distance of the inner planet (all set to 1 AU). This random number $R$ is then substituted into the formula:

$$v = v_p \sqrt{1 + R^2}. \tag{1}$$

This particular form for the function that defines the velocities is quite arbitrary and was motivated by the desire to have roughly the appropriate energy scale for the escaped particles in the system (between just escaping from the planet and just escaping from the star). When added to the orbital motion of the planet, some of the highest velocity particles along the direction of orbital motion escape the system, especially when the outer planet is the source. Throughout the simulations the collision ejecta were treated as test particles and did not affect the orbits of the planets. We integrated each system for 10 million years using MERCURY—employing the HYBRID integrator.

### 4.2. Resonant and Non-resonant Planet Pairs

The first test is to identify any differences between resonant and non-resonant systems. We ran simulations as described above for both resonant and non-resonant planet pairs and for both inner and outer planets as the source. The four resonances we consider are the 7:6, 6:5, 4:3, and 3:2 MMRs. For these systems the time dependences of the successful transfers were very similar, generally giving results of the order of 1000 events. However, we noticed that the non-resonant systems consistently had a $\sim 20\%$ higher success rate regardless of the planet source or MMR.

We ran a set of five simulations for the 6:5 non-resonant case in order to estimate the variations that we could expect from different initial conditions for the velocities of the ejected particles. The results show that the variation over the course of the whole integration is typical of Poisson fluctuations in the successful transfers (statistical variations of only a few percent given our $\sim 1000$ successes). This fact implies that the differences between the resonant and non-resonant success rates are quite significant—generally between $2.5\sigma$ and $6\sigma$ for the different MMRs.

This result may have been due to the fact that the angle variables (longitude of pericenter, longitude of ascending node, and mean anomaly) were all set to zero—giving a highly specialized initial condition. Consequently, we ran additional simulations for the 4:3 and 3:2 MMRs with non-resonant planet...
pairs, where the longitudes of pericenter and ascending node, and the mean anomaly for the inner planet were set to 0°, 120°, and 240° respectively (these are the “I” cases, as shown in Figure 2). For these new non-resonant cases the number of successful transfers were either similar to, or somewhat less than, the resonant cases (and significantly below the original non-resonant case).

That the transfer rate from the second set of non-resonant simulations differed significantly from the original set shows that the planetary initial conditions play a strong role in panspermia (imagine two planets with very different orbital inclinations). The variations that arise from changing a few orbital angles are comparable to or larger than the variations between resonant and non-resonant systems. This fact suggests that the primary cause of the observed differences between the resonant and non-resonant simulations may be primarily due to the initial conditions of the planets rather than their resonant behavior, or lack thereof. A definitive statement in this regard, since its effects must be very small (≤1%), would require a study that lies beyond our scope. Nevertheless, since the ejecta themselves are unlikely to be in resonance with the destination planet, it would not be surprising that the resonance behavior of the planets is of little consequence.

4.3. Variations with Longitude

In our simulations we found that the successful transfers depended somewhat on the initial longitude of the particles. When the outer planet was the source, more successfully transferred particles were ejected opposite the direction of motion. When the inner planet was the source, more successfully transferred particles were ejected from the substellar and antistellar points. This longitudinal variation should depend upon the distribution of initial velocities. Considering the inner planet source, in the extreme where the particles barely escape the planet, only the particles in the direction of motion would have sufficient energy to reach the orbit of the outer planet. In the other extreme, with high-velocity ejecta, only particles that directly face the outer planet at the time of the collision would transfer successfully.

To demonstrate this effect, we ran a suite of simulations using a different initial velocity distribution. In this case the velocities were again assigned using Equation (1) but with the random number being chosen from an exponential distribution with a scale parameter of $\lambda = 0.1 \nu_v/\nu_p$. We call this the “restricted” velocity distribution, as it has a much smaller range of values for the assigned particle velocities. The motivation for this distribution was simply to have a contrasting example. Using these simulations we examine three observable consequences for successfully transferred particles and compare them with the results of the “standard” velocity distribution from before. These observables are: (1) the longitudinal dependence of the successful transfers, (2) the transfer rate as a function of the separation of the planetary orbits, and (3) the inter-arrival time of the collisions (testing the Poisson nature of the collision rate).

Figure 6 shows an example of the original spatial locations of the transferred particles for both the standard and the restricted velocity distributions. The bottom two panels show the locations of the initial ejecta on the inner planet for the two velocity distributions. The top panel, which is a histogram of the initial longitudes only, had a small random number added to the true longitude values. The reason for this addition was to enable more reliable statistical tests—since the initial locations of the ejecta were discrete, statistical tests that rely on the empirical distribution (e.g., the Anderson–Darling test) are compromised because there are large jumps whenever multiple particles from the same longitude are considered. These large jumps yield anomalously large differences between the empirical and comparison distributions. The added random numbers were normally distributed with zero mean and a standard deviation of $2\pi/64$ (there are 32 initial locations around the equator of the source planet and this quantity is half of their separations).

Table 1 shows the Anderson–Darling $p$-values comparing the distribution of the initial longitudes for the two initial velocity distributions both to a uniform distribution and to each other. For all MMRs, and for both planet sources, a uniform distribution cannot be excluded for the restricted velocity distribution. For the standard velocity distribution, a uniform distribution is excluded with high confidence for most cases (there is some variation in these values depending upon the random numbers added to each longitude, but the changes do not affect the order of magnitude of the $p$-values).
For the successful transfers using the standard velocity distribution, there is also a dependence on the velocity that varies with longitude. Figure 7 shows the distribution of the initial longitudes of the particles as a function of their initial velocities for both the inner planet and the outer planet as sources (the case shown is for a pair near the 4:3 MMR). As one may expect, when the outer planet is the source, the particles simply need to lose sufficient energy to cross the inner planet orbit and the range of initial velocities is much larger away from the direction of motion than the range of velocities toward the direction of motion. A similar, somewhat more interesting effect can be seen when the inner planet is the source where there is a wide range of successful initial velocities in the substellar and antistellar directions. Similar results occur for other MMRs. However, since the restricted velocity distribution is much more narrow than the standard distribution, the same structure does not appear.

In addition to the differences in longitudes of successful transfers between the two velocity distributions, we look at changes in the transfer rate that depend upon the difference in semimajor axis of the two planets. The actual transfer rates are much higher for the restricted velocity distribution (by about a factor of three). This difference is due in part to the more densely occupied phase space of the particles, there being far less spread in the velocities. However, Gladman et al. (1996) showed that the Martian meteorites on Earth also showed evidence for initial velocities near the escape velocity from Mars—a result consistent with our statement.

Regardless of the overall rates, the relative rates for the different MMRs between these two velocity distributions are quite similar. Figure 8 shows the relative fraction of successful transfers for both velocity distributions as a function of the difference in semimajor axes of the two planetary orbits. (That is, for example, the number of successful transfers near the 7:6 or 6:5 MMR divided by the total number of successful transfers for all MMRs—$N_{j+1,j}/N_{all}$.) Recall that the estimated fractional uncertainties in these rates are only a few percent and could not explain the observed behavior. Power-law fits to the two sets of points both yield declining efficiency that scales approximately as $\sim(a_2 - a_1)^{-2/3}$ (shown for reference). This apparent similarity between the results of the two velocity distributions is somewhat coincidental, since one can construct limiting cases where there are no successful transfers at all (by having very small velocities) or where the rate falls as $(a_2 - a_1)^{-2}$ (by having very large ones).
Another issue that we investigate with our simulations is the ratio of the ejecta that is recaptured on the source planet to the ejecta that is successfully transferred to the other planet. These results are shown in Figure 9. There we see that the recapture rate is similar to the transfer rate—the ratio being between unity and a few. The ratio is within a factor of two when the planets are near the 6:5 or 7:6 MMR. This fact implies that for multi-habitable systems, biological transfer from one planet to another is similar in importance to auto-panspemaria where biological material is transferred across the surface of a planet by its own collision ejecta—at least that portion of the ejecta that initially escapes the planet.

4.4. Effects of Caustic Flows

One of our earlier claims is that there should be an excess of successive collisions separated by only a short time interval. Figure 10 shows the distribution of separation times between successive collisions for two example cases—the non-resonant 3:2 pair using the outer planet as the source and the 6:5 pair using the inner planet as the source. We examine results from both the standard velocity distribution and the restricted distribution. Also shown is the best-fitting exponential distribution to the standard velocity case. For the most part, near the long-separation tail of the distribution, the time differences do follow an exponential distribution—showing that a portion of the time distribution follows from Poisson fluctuations. At short separations there is a slight to significant excess, indicating a non-Poisson component consistent with caustic flows. The simulations that used the restricted velocity distribution show a very large excess of short time intervals between collisions. This result is due to the much higher concentration of the particle velocities—which give a phase space that is much more densely filled. Such flows would imply that multiple successful transfers are likely to occur in quick succession, spreading any biological material—which came from the same location of the source planet—across a range of locations on the destination planet.
5. DISCUSSION

Given our results above, we offer a few observations about life in multi-habitable systems. Both issues considered here turned out to be favorable for life and its transfer among multiple bodies in the nominal habitable zone of a multi-habitable system. Only in special situations do the orbital obliquity of the close-proximity planets vary by large amounts. Simultaneously, the probability of material being shared between the planets is much larger than it is for the solar system.

The different dependencies that we observed in our simulations (especially the preference for low ejection velocities) bodes well for the successful transfer of biological material for several reasons. First, since smaller velocity particles are more readily transferred to the other planet, the collision that produces the ejecta can be less energetic—reducing the risk of destroying important material. Second, lower particle velocities mean that more of the surface of the planet is effective as a source for the ejecta (high-velocity particles had large changes in success rates that varied with longitude, while low-velocity particles were uniformly distributed in longitude).

Third, since the ejecta forms caustics with phase space sheets with high particle densities, the successful transfer of one particle implies an increased probability that additional particles will also transfer successfully and within a relatively short amount of time. Thus, one can imagine material from one part of the source planet being distributed almost simultaneously across much of the surface of the destination planet—giving the seeds of life a greater chance of taking hold. The same effect is less likely to occur in more widely separated planetary systems (such as in the solar system), which rely on secular resonances to excite orbital eccentricities, because chaotic behavior near those resonances would, over long timescales, cause neighboring orbits to diverge.

Not only will panspermia be more common in a multi-habitable system than in the solar system, but the close proximity of the planets to each other within the habitable zone of the host star allows for the real possibility of the planets having regions of similar climate—perhaps allowing the microbiological family tree to extend across the system. There are many things to consider in multi-habitable systems, especially in the cases where intelligent life emerges.

For panspermia in a multi-habitable system, the transfer rate of ejecta from one planet to the other is comparable to the rate of auto-panspermia. In all of our simulations, the rate at which material is recaptured by the source planet is a factor of one to a few times the rate that material transfers between the two planets (see Figure 9), but the ratio is not 10 or 100. Thus, in these systems one may find a significant amount of exchange between the two planet surfaces.

6. CONCLUSIONS

The prospect of planetary systems containing multiple habitable planets is intriguing. And given some of the results of the Kepler mission, we may expect that such systems exist. As a full census of habitable zone planets comes ever closer to reality, we may have the opportunity to study one or a few of these systems in some detail. There are many issues that have an impact on life in a planetary system. Here we have only considered the effects of large obliquity variations due to strong dynamical interactions—which could hamper or preclude the development of intelligent life due to its associated changes in climate—and the possibility of frequent lithopanspermia in each system. We note that our models did not consider possible effects of tides, spin–orbit resonances, or the potentially strong effect of inclination resonances in the systems.

We found that obliquity variations are generally not affected by the close proximity of the planets in a multi-habitable system. Also, obliquity variations of close pairs embedded in the solar system or of potentially habitable planets in a system with a close pair were not sufficient to significantly reduce the probability of having a stable climate. Only in cases where the inclination modal frequencies coincide with the planetary precession frequency did large obliquity variation arise.

At the same time, we expect to find relatively high rates of panspermia in these systems. The nearer the planets are to one another the higher the success rate of ejecta transfer—coming quite close to the same rate as ejecta falling back to the surface of the originating planet. Also, we found that the smaller the velocity of the ejected material the more uniformly they can be sourced across the originating planet. With high-velocity ejecta, the range of initial longitudes is constrained relative to the direction of motion.

MMR did not have as strong of an effect on the collision rate as the variations that occur from changes to the initial orbital parameters of the planets. By way of comparison, changes to the initial conditions of the collision ejecta (within the parameters of the velocity distribution) produced variations consistent with Poisson fluctuations over the 10 million year integration time. That is, for a given set of planet initial conditions, the transfer rate was robust given our simulation method.

Finally, we claimed that the restricted phase space of the ejected particles (due to their originating from a highly localized source and their collisionless nature) implies that the particles should form caustic flows of high-density sheets of ejecta. A consequence of such a dynamical state is non-Poisson fluctuations in the transfer rate occurring at short time intervals. We observe these fluctuations, which are especially pronounced for the restricted velocity dispersion where the phase space is much more densely sampled by our particles.

We thank Konstantin Batygin for many useful discussions in the preparation of this work. J.H.S. acknowledges support from the Lindheimer Fellowship at CIERA, Northwestern, and from NASA under grant NNX08AR04G, issued through the Kepler Participating Scientist Program.

APPENDIX A
HAMILTONIAN EQUATIONS

The Hamiltonian we use for our simulations (e.g., Colombo 1966; Kinoshita 1972; Laskar et al. 1993; Touma & Wisdom 1993; Neron de Surgy & Laskar 1997; Armstrong et al. 2004) is given by

$$H(\chi, \psi, t) = \frac{1}{2} \alpha \chi^2 + \sqrt{1 - \chi^2} (A(t) \sin \psi + B(t) \cos \psi), \quad (2)$$

where \(\chi = \cos \epsilon\), \(\epsilon\) is the obliquity, \(\psi\) is the longitude of the spin axis, \(\alpha\) is the precession coefficient defined as (Neron de
\[ \alpha = \frac{3G m_*}{2\omega (a \sqrt{1 - e^2})^3} E_d, \]  

and

\[ A(t) = 2(\dot{q} + p (qp - p\dot{q}))/\sqrt{1 - p^2 - q^2}, \]

\[ B(t) = 2(\dot{p} - q (qp - p\dot{q}))/\sqrt{1 - p^2 - q^2}, \]

where \( p = \sin i/2 \sin \omega \) and \( q = \sin i/2 \cos \omega \). \( A(t) \) and \( B(t) \) are obtained using the aforementioned results of the orbital elements from our MERCURY simulations. In the expression for \( \alpha \), \( m_* \) is the mass of the star, \( a \) and \( e \) are the semimajor axis and the eccentricity of the planet’s orbit, \( \omega \) is the spin rate of the planet, \( \Omega \) is the longitude of ascending node, and \( E_d \) is the dynamical ellipticity of the planet.

### APPENDIX B

**INITIAL CONDITIONS**

Table 2 shows the initial orbital elements we used for our simulations. Prior to including the test particle ejecta we transformed the positions and velocities such that the orbital distance of the inner planet was 1 AU. In all simulations, the mass of the central star is \( 1 M_\odot \), the masses of the planets are \( 1.0 \times 10^{-6} M_\odot \) and the planet densities are 1 g/cc.
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