Abstract—Direct reconstruction methods have been developed to estimate parametric images directly from the measured PET sinograms by combining the PET imaging model and tracer kinetics in an integrated framework. Due to limited counts received, signal-to-noise-ratio (SNR) and resolution of parametric images produced by direct reconstruction frameworks are still limited. Recently supervised deep learning methods have been successfully applied to medical imaging denoising/reconstruction when large number of high-quality training labels are available. For static PET imaging, high-quality training labels can be acquired by extending the scanning time. However, this is not feasible for dynamic PET imaging, where the scanning time is already long enough. In this work, we proposed an unsupervised deep learning framework for direct parametric reconstruction from dynamic PET, which was tested on the Patlak model and the relative equilibrium Logan model. The training objective function was based on the PET statistical model. The patient’s anatomical prior image, which is readily available from PET/CT or PET/MR scans, was supplied as the network input to provide a manifold constraint, and also utilized to construct a kernel layer to perform non-local feature denoising. The linear kinetic model was embedded in the network structure as a $1 \times 1$ convolution layer. Evaluations based on dynamic datasets of $^{18}$F-FDG and $^{11}$C-PiB tracers show that the proposed framework can outperform the traditional and the kernel method-based direct reconstruction methods.
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I. INTRODUCTION

Positron Emission Tomography (PET) is an important imaging modality with essential roles in oncology, neurology and cardiology studies. In vivo physiology activities inside the tissue can be revealed noninvasively through the injection of specifically designed PET tracers. Compared to the widely employed static PET protocol, dynamic PET acquires multiple time frames and accordingly each voxel/region-of-interest (ROI) has multiple temporal measurements instead of one. The voxel-wise PET parametric map can be derived from the temporal measurements according to a pre-selected kinetic model, which can provide quantitative spatial distribution of metabolism, receptor binding or blood flow. It can achieve better performance than static PET for lesion detection [1], [2]. Due to various physical degradation factors, the image quality of PET is inferior to other imaging modalities. The ill-conditionness of solving kinetic models further challenges PET parametric imaging. All of these compromise the accuracy and potentials of PET parametric imaging for early detection, staging and longitudinal monitoring. Developing advanced processing/reconstruction methods to improve the accuracy of PET parametric imaging is greatly needed.

The conventional way to calculate PET parametric maps is to first reconstruct sequential dynamic images from frame-wise projection data, and then estimate the kinetic parameters based on pixel-wise fitting of the time activity curves (TACs). However, it is difficult to accurately model the noise in the image space through this indirect reconstruction approach. Direct reconstruction methods were proposed to estimate kinetic parameters directly from raw measurement in one step [3]–[9], and thus generate parametric maps with improved signal-to-noise ratio (SNR) due to better noise modeling. However, due to limited counts received and the physical degradation factors, further improvement in image quality of direct reconstruction is still desirable. Various approaches have been proposed to further improve direct PET image reconstruction based on joint-entropy [10], Bowsher prior-based penalty function [11], dictionary learning [12] and the kernel method [13].

Deep learning methods have been widely applied to PET image denoising [14]–[21], reconstruction [22]–[25], and direct sinogram-to-image mapping [26]–[29]. One challenge of applying deep learning to dynamic PET is the lack of high-quality training labels. For static PET, training labels can be obtained by prolonging the scan time. However, this is not feasible for dynamic PET, where the scan time is already too long. To address this training-label challenge, an alternative approach is the deep image prior (DIP) proposed by Ulyanov et al. based on the observation that convolutional neural networks (CNNs) have the intrinsic ability to regularize a variety of ill-posed inverse problems [30]. Under the original DIP framework, random noise was supplied as the network input and the noisy image itself was used as the training label to generate denoised images. For PET imaging, anatomical priors from Magnetic Resonance (MR) or Computed Tomography (CT) exist and have been proposed to be supplied as the network input to further improve the original DIP framework [16], [31].
Recently Wang et al proposed the nonlocal neural networks \[32\] to improve the video classification accuracy, which was achieved by feature denoising through the nonlocal operation inside the network. In this framework, the nonlocal layer calculation was based on the features extracted from the previous layer, whose function is similar to the attention mechanism. For PET imaging, similar to the kernel method \[33\], the nonlocal layer can be calculated from the anatomical prior instead of the extracted features, which has lower image noise and higher spatial resolution. It can also reduce the number of trainable parameters and thus reduce the training difficulty, which is essential for unsupervised deep learning.

In this work, we proposed a novel direct reconstruction framework inspired by the DIP framework and the nonlocal concept. No high-quality training labels were needed in this proposed framework, the patient’s anatomical prior image was utilized as the network input, and the final training objective function was formulated based on the Poisson distribution of the dynamic PET sinograms. Two linear kinetic models, the Patlak model \[34\] and the Relative Equilibrium (RE) Logan model \[35\], were employed in this study to test the feasibility of the proposed framework. Regarding the network structure, 3D U-net \[36\] was employed as the backbone and the kinetic model was embedded into the network structure as a kinetic-model layer. Furthermore, a nonlocal layer based on the patient’ anatomical prior image was designed to perform feature denoising and facilitate the modeling of long-range pixel dependencies. Regarding the implementation, the alternating direction method of multipliers (ADMM) algorithm \[37\] was utilized to optimize the whole objective function and the L-BFGS algorithm \[38\] was employed for the network training subproblem. In addition, for the RE Logan model, a new dynamic-data binning strategy was proposed to preserve the independent and identically distributed (i.i.d.) assumption of the dynamic sinograms.

The major contributions of this work include: (1) a novel unsupervised deep learning-based direct PET image reconstruction framework was proposed; (2) a specifically designed network structure which includes the kinetic-model layer and the nonlocal layer was developed for the proposed framework; (3) clinical dynamic 18F-FDG and 11C-PiB datasets were utilized to test the feasibility of the proposed framework based on the Patlak and RE Logan models. This paper is organized as follows. Section 2 introduces the related background, the discussions in section 5. Finally, conclusions are drawn in Section 6.

II. METHODS

A. Direct PET image reconstruction

Let us denote the unknown dynamic PET images after decay correction as \( x \in \mathbb{R}^{N \times T} = [x_1, ..., x_T] \) and the measured dynamic data as \( y \in \mathbb{R}^{M \times T} = [y_1, ..., y_T] \), where \( N, M \) and \( T \) are the numbers of voxels, lines-of-responses (LORs) and dynamic frames, respectively. The image intensity in the \( k \)th frame after decay correction, \( x_k \in \mathbb{R}^N \), can be expressed as

\[
x_k(\theta) = \int_{t_{s,k}}^{t_{e,k}} c(\tau; \theta) d\tau,
\]

(1)

where \( t_{s,k} \) and \( t_{e,k} \) are the start time and end time of frame \( k \), and \( c(t; \theta) \) is the tracer concentration image at time \( t \) whose formula is based on the kinetic parameters \( \theta \) and the chosen kinetic model.

Conventionally, images are reconstructed frame-by-frame and then the kinetic parameters are estimated by fitting the time activity curves to the specific kinetic model. Here we use the direct reconstruction framework, which directly estimate the parametric image \( \theta \) from the measured dynamic data \( y \). The mean of measured dynamic data \( \bar{y} \in \mathbb{R}^{M \times T} \) can be expressed as \[39\]

\[
\bar{y}(\theta) = Px(\theta) + r,
\]

(2)

where \( P \in \mathbb{R}^{M \times N} \) models the radioactive decay, photon attenuation, and detector efficiency as well as the detection-probability and motion-transformation matrices, and \( r \in \mathbb{R}^{M \times T} \) represents the expectation of randoms and scatter. The log-likelihood function based on the i.i.d. Poisson-distribution assumption of \( y \) can be written as

\[
L(y|\theta) \propto \sum_{k=1}^{T} \sum_{i=1}^{M} (y_k)_i \log((\bar{y}(\theta)_k)_i - (y(\theta)_k)_i).
\]

(3)

B. Proposed framework for the Patlak model

1) Patlak model: Based on the Patlak model \[34\], for tracers with at least one irreversible compartment, after reaching a steady time \( t^* \), \( c(t; \theta) \) can be approximated as \[34\]

\[
c(t; \theta) = \kappa \int_{0}^{t^*} C_p(\tau) d\tau + b C_p(t), \quad t \geq t^*,
\]

(4)

where \( C_p(t) \) is the tracer concentration in the plasma, \( \kappa \in \mathbb{R}^N \) and \( b \in \mathbb{R}^N \) are the Patlak slope and intercept images, respectively. Correspondingly, \( \theta = [\kappa, b] \). Embedding equation \[4\] into \[1\], \( x_k \) can be expressed as

\[
x_k = \kappa \int_{t_{s,k}}^{t_{e,k}} \int_{0}^{T} C_p(\tau_1) d\tau_1 d\tau + b \int_{t_{s,k}}^{t_{e,k}} C_p(t) d\tau.
\]

(5)

Putting \( T \) time frames together, we can have the matrix format of equation \[5\] as

\[
x(\theta) = \theta A^T_p,
\]

(6)
where $A_p \in \mathbb{R}^{T \times 2}$ denotes the Patlak temporal matrix, with the $i$th row of $A_p$ being $[\int_{t_i}^{t_{i+1}} C_p(\tau_1) d\tau_1, \int_{t_i}^{t_{i+1}} C_p(\tau) d\tau]$. 

2) Proposed framework: Previously we have developed a direct Patlak reconstruction method based on the linear kernel representation: $\theta = K \delta$, where $K \in \mathbb{R}^{N \times N}$ is the kernel matrix calculated based on the prior image and $\delta \in \mathbb{R}^{N \times 2}$ stands for the kernel-coefficient images. The main idea is to represent the unknown parametric images by a linear combination of transformed features calculated from the prior information. Recently it was shown that instead of exploiting linear representation, nonlinear image representation using CNN can generate better results [31]. In this work, we proposed to represent the dynamic PET images generated based on the Patlak model by a CNN as

$$\theta A_p^T = f(\alpha | z),$$

where $f : \mathbb{R}^N \rightarrow \mathbb{R}^{N \times T}$ represents the neural network, $\alpha \in \mathbb{R}^S$ are the unknown neural network parameters, and $z \in \mathbb{R}^N$ denotes the prior image from the same patient which was supplied as the network input. Note that for the network $f(\alpha | z)$, it can generate parametric images as the intermediate output and the final output will be dynamic PET images (more details explained in Sec. II-D). Based on (2), the dynamic PET system model can thus be rewritten as

$$\tilde{y}(\alpha) = Pf(\alpha | z) + r.$$  

Through the CNN representation shown in (7), the task of reconstructing the unknown parametric image $\tilde{y}$ was transferred to finding the network parameters $\alpha$ that maximized the likelihood function

$$L(y | \alpha) \propto \sum_{k=1}^{T} \sum_{i=1}^{M} (y_k)_i \log(\tilde{y}(\alpha)_k)_i - (\tilde{y}(\alpha)_k)_i.$$  

In $L(y | \alpha)$, the system matrix $P$ is coupled with the CNN $f(\alpha | z)$, which is difficult to implement as $P$ needs to be embedded in the network graph. In addition, the training speed will be slow as PET forward and backward projections are very time-consuming. The ADMM algorithm was employed to decouple $P$ and $f(\alpha | z)$. By introducing an auxiliary variable $v \in \mathbb{R}^{N \times T}$, the original optimization in (9) can be transferred to

$$\max_{\alpha, v} L(y | v), \ s.t. \ v = f(\alpha | z).$$

The constrained problem (10) can be further transferred to an unconstrained optimization, solved through alternatively solving the following three subproblems:

$$v^{n+1} = \arg \max_v L(y | v) + Q(v)$$

$$\alpha^{n+1} = \arg \min_{\alpha} ||f(\alpha | z) - (v^{n+1} + \mu^n)||^2,$$

$$\mu^{n+1} = \mu^n + v^{n+1} - f(\alpha^{n+1} | z),$$

where

$$Q(v) = -\frac{\rho}{2} ||v - f(\alpha^n | z) + \mu^n||^2.$$  

Note that subproblem (11) is a frame-by-frame penalized image reconstruction problem, which can be solved using existing PET static reconstruction algorithms. Optimization transfer [40] was chosen to solve it in our work. The surrogate function for $L(y | v)$ regarding frame $t$ and voxel $j$ is

$$\varphi(v_j | v^n) = p_j (\tilde{v}_{j, \text{EM}}^{n+1} \log v_j - v_j),$$

where $p_j = \sum_{i=1}^{M} P_{ij}$ and $\tilde{v}_{j, \text{EM}}^{n+1}$ was calculated by

$$\tilde{v}_{j, \text{EM}}^{n+1} = \frac{v_j}{p_j} \sum_{i=1}^{M} P_{ij} \frac{\hat{y}_i}{|P v^n|_{jt} + r_{jt}}.$$  

The final iterative update equation for Subproblem (12) can thus be obtained by setting the first gradient of $\varphi(v_j | v^n) + Q(v_j)$ to $0$. Subproblem (12) is a network training problem based on a L2-norm loss. In our work, the L-BFGS algorithm was employed for the network training problem (running 20 epochs per loop) due to its monotonic property.
C. Proposed framework for the RE Logan model

1) RE Logan model: For reversible tracers, the Logan model \([41]\) is widely used. According to the Logan model, after reaching a steady time \(t^*_1\), the tracer concentration image \(c(t; \theta)\) can be written as

\[
\frac{\int_0^t c(\tau; \theta) d\tau}{C_{\text{ref}}(t)} = DV \frac{\int_0^t \frac{C_{\text{ref}}(\tau)}{C_{\text{ref}}(t)} d\tau}{c(t; \theta)} + q, t \geq t^*_1
\]

where the division operation is element-wise, \(DV \in \mathbb{R}^N\) denotes the distribution volume (DV) image, \(q \in \mathbb{R}^N\) is the intercept image, \(C_{\text{ref}}(t)\) is the tracer concentration of the reference region, and \(\theta = [DV, q]\). Different from the Patlak model, directly embedding the Logan model into the direct reconstruction framework is difficult as \(c(t; \theta)\) is coupled across different time frames due to the integration process. Here we used the relative equilibrium version of the Logan model, the RE Logan model \([35]\), as it can be easily embedded into the direct reconstruction framework. The RE Logan model is based on the assumption that there exists \(t^*_2\) such that the tracer concentrations in all tissue compartments reach equilibrium relative to plasma input for \(t \geq t^*_2\). Based on the RE Logan model,

\[
\frac{\int_0^t c(\tau; \theta) d\tau}{C_{\text{ref}}(t)} = DV \frac{\int_0^t \frac{C_{\text{ref}}(\tau)}{C_{\text{ref}}(t)} d\tau}{C_{\text{ref}}(t)} + q, t \geq t^*_2.
\]

Based on \([18]\), we can further get

\[
\sum_{i=1}^k x_i = DV \int_0^{t_{e,k}} C_{\text{ref}}(\tau) d\tau + qC_{\text{ref}}(t_{e,k}).
\]

2) Proposed framework: One way to embed \([19]\) into the direct reconstruction framework is through combining sinograms from frame 1 to \(k\) for the corresponding \(\sum_{i=1}^k x_i\) image. However, this will violate the i.i.d. assumption of the sinogram events. To solve this issue, we first proposed to combine the frames from \(t = 0\) to \(t = t^*_2\) as the new \(x_1\). This new framing strategy is further explained in Fig. 1. Based on this new framing, we proposed a direct reconstruction framework for the RE Logan model based on the following constrained optimization

\[
\argmax L(y|v), \quad \text{s.t. } vB = \theta A_r^T,
\]

where

\[
B = \begin{bmatrix} 1 & 1 & \cdots & 1 \\ 0 & 1 & \cdots & 1 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 1 \end{bmatrix}
\]

is a \(T \times T\) matrix to combine different time frames, and \(A_r \in \mathbb{R}^{T \times 2}\) denotes the RE Logan temporal matrix, with the \(i\)th row of \(A_r\) being \([\int_0^{t_r} C_{\text{ref}}(\tau) d\tau, C_{\text{ref}}(t_r)]\).

In this work, to leverage the high-quality prior image, similar to the Patlak model, we proposed to represent the dynamic PET images generated through the RE Logan model by the output of a CNN as \(\theta A_r^T = f(\alpha|z)\). The objective function of the proposed direct RE Logan reconstruction in \([20]\) can be written as

\[
\argmax L(y|v), \quad \text{s.t. } vB = f(\alpha|z).
\]

Based on the ADMM algorithm, \([21]\) can be decomposed into the following subproblems as:

\[
\begin{align*}
\alpha^{n+1} &= \arg \min_{\alpha} L(y|v) + Q(v), \\
\mu^{n+1} &= \arg \min_{\mu} \|f(\alpha|z) - v^{n+1} - B - \mu^n\|^2,
\end{align*}
\]

For Subproblem \([22]\), due to the time-domain coupling (\(vB\) part), frame-by-frame reconstruction cannot be conducted directly. The optimization transfer algorithm was used to transfer it to pixel-by-pixel and frame-by-frame reconstruction. For \(Q(v)\), the surrogate function chosen at iteration \(n\) for voxel \(j\) and frame \(t\) is

\[
\Psi(v_{jt}|v^n) = -\frac{\rho^2}{2} \sum_{i=1}^T b_{ij} v_{ij} - \left(\frac{v^n B_{ij}}{v^n_{jt}} - v^n_{jt}\right)^2 + \mu^n_{jt}.
\]

The final iterative update equation for Subproblem \([22]\) can thus be obtained by setting the first gradient of \(\phi(v_{jt}|v^n) + \Psi(v_{jt}|v^n)\) to 0, where \(\phi(v_{jt}|v^n)\) is given in \([15]\). Subproblem \([23]\) is a network training problem based on an L2-norm loss similar to \([12]\), which was also solved with the L-BFGS algorithm running 20 epochs per loop.

D. Network structure

The schematic plot of the network structure \(f(\alpha|z)\) is presented in Fig. 2. It consists of a 3D U-net structure with a proposed kernel layer embedded to generate the parametric images, and a kinetic model-based convolution layer to output the dynamic PET images. The input to the network \(z\) is the
T1-weighted MR image from the same patient. More detailed explanations about the network design are as follows.

For the operation of \( \theta A^T \), \( A \in \mathbb{R}^{2 \times T} \), it can be interpreted as a convolution operation with a \( 1 \times 1 \times 2 \times T \) convolution kernel. For the Patlak model and the RE Logan model, \( A \) is \( A_p \) and \( A_r \), respectively. Based on this observation, the linear kinetic models can be implemented as convolution layers with pre-calculated weights in the network graph. These kinetic-model layers need to be deployed as the last layer before the network output so that the network \( f(\alpha|z) \) can generate the parametric images as the intermediate output.

The 3D Unet structure [36] was adopted as the backbone of \( f(\alpha|z) \) in this work. We further designed a kernel layer, inspired by the kernel method [42], to better leverage the high-resolution prior image \( z \) widely available in PET imaging. The kernel method has been successfully applied to various prior image-guided PET image reconstruction problems, where the unknown image \( x \) is represented as \( x = K\delta \). If the kernel matrix \( K \) is constructed by the radial basis function, the operation of \( K\delta \) is equivalent to a nonlocal denoising operation. Inspired by this, we proposed to construct a kernel layer to perform nonlocal feature denoising as

\[
x_{out} = K x_{in},
\]

where \( x_{in} \in \mathbb{R}^{N \times C} \) is the kernel-layer input with \( C \) being the feature size, \( x_{out} \in \mathbb{R}^{N \times C} \) is the kernel-layer output, and \( K \in \mathbb{R}^{N \times N} \) is the kernel matrix which contains the similarity coefficients constructed from the prior structural image \( z \). Note that the same prior image \( z \) was also supplied as the network input. The \((i,j)\)th element of the kernel matrix \( K \) was calculated as

\[
k_{ij} = \exp \left( -\frac{||f_i - f_j||^2}{2N_f\sigma^2} \right),
\]

where \( f_i \in \mathbb{R}^{N_f} \) and \( f_j \in \mathbb{R}^{N_f} \) are the feature vectors of voxel \( i \) and voxel \( j \) from the prior image \( z \), respectively, \( \sigma^2 \) is the variance of \( z \) and \( N_f \) is the number of voxels in a feature vector. A \( 3 \times 3 \times 3 \) local patch was extracted for each voxel to construct the feature vector \( (N_f = 27) \). Instead of saving all the \( k_{ij} \) elements, the kernel matrix was constructed using a \( K\)-Nearest-Neighbor (KNN) search in a \( 7 \times 7 \times 7 \) search window with 50 elements saved to make \( K \) sparse. \( K^T \) was also calculated to enable back-propagation of the kernel layer. One concern of utilizing MR prior is the potential mismatch regions between PET and MR images. Thus, instead of putting the kernel layer at the end of the network, we push it inside the network several more blocks to help better recover potential mismatch regions.

The nonlocal operation in the proposed kernel layer has several differences compared to that in Wang et al’s work of nonlocal neural networks [32]. Firstly, in [32], the similarity was calculated from the feature vectors extracted from the previous layer. In the proposed kernel layer, the similarity was calculated based on the fixed prior image, which is widely available in PET imaging and has higher resolution and SNR than the extracted features. Secondly, the focus of [32] is on image classification and the nonlocal operation was located close to the final network output, where the spatial size is much smaller than the original image. For denoising applications, the spatial size of the nonlocal operation should be similar to the original image in order to be effective. However, for large spatial size, accurately learning the large-size embedding weights proposed in [32] is difficult due to training-data and GPU memory limits. In this work, the similarity calculation was based on the radial basis function. It did not involve training parameters and can be pre-calculated, which is especially suitable for unsupervised learning frameworks (no training data) and 3D denoising applications (large spatial size).

E. Reference methods

For the Patlak model, the direct reconstruction based on the nested EM algorithm with Gaussian post-filtering [43] was adopted as the baseline method, denoted as EM + filter. Additionally, the kernel method-based direct reconstruction was also utilized for comparison [13], denoted as KMRI, where the kernel matrix was calculated the same as in the kernel layer. For the RE Logan model, the direct reconstruction based on the objective function in [20] was adopted as the baseline method, denoted as Direct + filter. Based on the ADMM algorithm, the subproblems involved are similar to the proposed method by replacing the neural network representation \( f(\alpha|z) \) with the parametric image itself. The kernel method was also developed for the direct RE Logan model as a reference method, denoted as KMRI. The subproblems involved are also similar to the proposed method by replacing the neural network representation \( f(\alpha|z) \) with the kernel representation. The proposed network was implemented based on TensorFlow 1.16 on GPU V100.
Fig. 5: Different views of the reconstructed Patlak slope image using different methods for the simulation study. The first column is the ground-truth image.

Fig. 6: CRC vs. STD for (left) the gray matter ROIs and (right) the artificially inserted tumor regions at different iteration numbers.

III. EXPERIMENT

A. Simulation study for the Patlak model

A 3D brain phantom from the Brainweb [44] was used in the simulation study based on the Siemens mCT scanner [45]. The system matrix $P$ was computed using the multi-ray tracing method [46]. The time activity curves of the gray matter and white matter were generated mimicking an FDG scan using the same set-up as in [13]. Twelve hot spheres of diameter 16 mm, not visible in the MR image, were inserted into the PET image as tumor regions to simulate mismatches between the MR and PET images. The dynamic PET scan was divided into 24 time frames: $4 \times 20$ s, $4 \times 40$ s, $4 \times 60$ s, $4 \times 180$ s, and $8 \times 300$ s. Noise-free sinogram data were generated by forward-projecting the ground-truth images using the system matrix and the attenuation map. Uniform random events were simulated and accounted for 30 percent of the noise free data in all time frames. Poisson noise was then introduced to the noise-free data by setting the total count level to be equivalent to an 1-hour 18F-FDG scan with 5 mCi injection. The reconstructed image has a matrix size of $125 \times 125 \times 105$ and a voxel size of $2 \times 2 \times 2$ mm$^3$. For the direct Patlak reconstruction, only the last 5 frames for a total duration of 25 minutes were used ($t^* = 35$ min). The contrast recovery coefficient (CRC) and the standard deviation (STD) based on 20 noise realizations were calculated the same way as in [13] for the gray matter and the tumor ROIs to perform quantitative comparisons.

B. Real data for the Patlak model

To validate the proposed method for the Patlak model, a 70-minutes low-dose dynamic 18F-FDG PET dataset with total counts equivalent to 1 mCi dose injection was used. The dataset was acquired from the Siemens Brain MR-PET scanner. The dynamic PET data was divided into 25 frames: $4 \times 20$ s, $4 \times 40$ s, $4 \times 60$ s, $4 \times 180$ s, $8 \times 300$ s and $1 \times 600$ s. For quantitative comparison in the case where MRI and PET information does not match, an artificial spherical lesion of diameter 12.5 mm was inserted to the PET data (invisible...
Fig. 7: Different views of the reconstructed Patlak slope image using different methods. The first column shows the corresponding T1-weighted MR prior image.

Fig. 8: Regional uptake vs. STD for (left) the left caudate ROI and (right) the artificially inserted tumor region at different iteration numbers.

in the MRI image). For the direct Patlak reconstruction, the last six frames were used \((t^* = 30 \text{ min})\). The data were reconstructed into an image array of \(256 \times 256 \times 153\) voxels with a voxel size of \(1.25 \times 1.25 \times 1.25 \text{ mm}^3\). To obtain the blood input function, blood regions were segmented from a simultaneously acquired T1-weighted MRI image. Uptake in the inserted tumor and the left caudate region were measured. The image noise was calculated as the mean standard deviation of eleven circular background ROIs (diameter = 12.5 mm, 10 pixels) from the white matter.

C. Real data for the RE Logan model

To validate the proposed method for the RE Logan model, 60-minutes dynamic 11C-PiB PET scans of four mild cognitive impairment (MCI) patients were acquired on the GE DMI PET-CT scanner after 555 MBq bolus injection. T1-weighted anatomical images were acquired on the 3T Siemens MAGNETOM Trio MR scanner. The dynamic PET data were divided into 39 frames: \(8 \times 15 \text{ s}, 4 \times 60 \text{ s}, \text{ and } 27 \times 120 \text{ s}\). The data were reconstructed into an image array of \(256 \times 256 \times 89\) voxels with a voxel size of \(1.17 \times 1.17 \times 2.8 \text{ mm}^3\). Fig. 3 shows that for the 11C-PiB tracer, the slope for the Logan and the RE Logan model is very close to each other for the precuneus and superior frontal cortices. Based on Fig. 3, we have chosen the last 7 frames (44 min - 60 min, \(t^*_2 = 46 \text{ min}\)) for direct reconstruction. Rigid registration was performed using ANTs [47] to map the PET and MR images, as well as motion correction of the dynamic PET series. The motion transformation
matrix was included in the direct image reconstruction for all methods. FreeSurfer [48] was used for MR parcellation to get brain ROIs. Cerebellum cortex was chosen as the reference region. Eleven circular regions (diameter = 11.7 mm) drawn from the white matter with approximately uniform uptakes were chosen as the background ROIs. Inferior parietal, precuneus, posterior cingulate, rostral anterior cingulate, superior frontal and supramarginal, the widely used ROIs for amyloid burden quantification [49], were chosen for the contrast-to-noise (CNR) calculation, which was defined as

\[
\text{CNR} = \frac{\text{DV}_{\text{cortical}} - \text{DV}_{\text{back}}}{\text{STD}},
\]

(29)

where \(\text{DV}_{\text{brain}}\) is the DV value of the cortical ROI, \(\text{DV}_{\text{back}}\) is the mean DV value of the background ROIs, and STD is the mean standard deviation of the background ROIs.

IV. RESULTS

A. Simulation results

We first tested the effectiveness of the proposed kernel layer by performing the network training using the network with and without the kernel layer. The training epoch is 1000 based on the L-BFGS optimizer. The results are shown in Fig. 4. We can observe that the proposed kernel layer can further reduce the image noise while also better preserving the brain structures. Fig. 5 shows three views of the Patlak-slope images reconstructed using different methods along with the ground-truth image. It can be observed that adding the anatomical prior information based on the kernel method and the proposed method can both reduce the image noise and better resolve the cortical details. Compared to the kernel method, the proposed method has better recoveries of the cortical details. In addition, the shape of the inserted tumor regions, where there are mismatches between PET and MR prior images, were better preserved by the proposed method. Fig. 6 shows the quantification results of the gray matter region and the inserted tumor region for different methods at different iteration numbers. The proposed method has the best performance regarding the bias vs. noise trade-off.

B. Real data results for the Patlak model

Fig. 8 shows three views of the reconstructed Patlak-slope images along with the MR prior image. The direct reconstruction results based on the EM + filter baseline method are still noisy due to limited counts. Both the kernel method and the proposed method can improve the image quality by leveraging the high-quality MR prior image. The images obtained by the proposed method show the highest lesion contrast with clearer cortical structures as compared with other methods. Fig. 9 shows the uptake vs. noise curves for different methods at different iteration numbers. It can be observed that the proposed method has the best performance for both the left-caudate and tumor ROIs.
Patlak and RE Logan models were investigated in this work to demonstrate the feasibility of the proposed framework for irreversible and reversible tracers. Simulation and real data results show that the proposed framework has better performance than other reference methods. It should be noted that the prior MR images needed for this framework can come from either a simultaneous PET/MR acquisition as presented in Fig. 8 or a stand-alone MR acquisition as shown in Fig. 9.

As for the network structure, 3D Unet was adopted as the backbone in our work due to its strong representation power. To better utilize the anatomical prior information, an additional nonlocal operation based on the proposed kernel layer was embedded in the network to yield additional feature denoising. Results shown in Fig. 4 demonstrate the effectiveness of this nonlocal operation. This proposed kernel layer does not introduce additional training parameters and is computationally efficient through the pre-calculation of the kernel matrix. Further developing more advanced network structures to enable better parametric generation is one of our future works.

Furthermore, the Patlak and RE Logan models were embedded in the network graph as kinetic-model layers to generate the final dynamic PET image series based on the parametric images generated through the 3D Unet. For the RE Logan model, we proposed a new binning strategy and a constrained-optimization approach to preserve the i.i.d. assumption of the PET raw data. Though dynamic frames were thus coupled, the image reconstruction algorithm developed in this work based on the optimization transfer framework still enabled efficient frame-by-frame reconstruction. For other nonlinear kinetic models, such as the two-tissue compartment model (2TCM) and the simplified reference tissue model (SRTM), they can also be embedded into the network graph by defining the gradients with respect to each parametric parameter to enable back-propagation, which is one of our future works.

VI. Conclusion

In this work, we proposed a nonlocal deep image prior-based approach for direct parametric reconstruction based on the Patlak and the RE Logan model. The nonlocal operation was achieved by a kernel matrix layer and the kinetic model was embedded as a convolutional layer in the network. Computer simulation and real data evaluations demonstrate the effectiveness of the proposed method over other reference methods. Future work will focus on more quantitative evaluations.
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