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Abstract—Image processing and machine learning applications benefit tremendously from hardware acceleration, but existing compilers target either FPGAs, which sacrifice power and performance for flexible hardware, or ASICs, which rapidly become obsolete as applications change. Programmable domain-specific accelerators have emerged as a promising middle-ground between these two extremes, but such architectures have traditionally been difficult compiler targets.

The main obstacle is that these accelerators often use a different memory abstraction than CPUs and GPUs: push memories that send a data stream from one computation kernel to other kernels, possibly reordered. To address the compilation challenges caused by push memories, we propose that the representation of memory in the middle and backend of the compiler be altered to combine storage with address generation and control logic in a single structure—a unified buffer. We show that this compiler abstraction can be implemented efficiently on a programmable accelerator, and design a memory mapping algorithm that combines polyhedral analysis and software vectorization techniques to target our accelerator.

Our evaluation shows that the compiler supports programmability while maintaining high performance. It can compile a wide range of image processing and machine learning applications to our accelerator with 4.7× better runtime and 4.3× better energy-efficiency as compared to an FPGA.

I. INTRODUCTION

Image processing and machine learning applications benefit tremendously from hardware acceleration, but existing compilers target either FPGAs [5], [18], which sacrifice power and performance by using flexible hardware, or directly compile applications to ASICs [22], which rapidly become obsolete as applications change. Programmable domain-specific accelerators like those shown in Table I avoid these issues, but have historically been difficult compiler targets.

A key challenge is that these accelerators use a different memory abstraction than CPUs and GPUs. In their execution models, data streams through the execution units, and the memory units push a (possibly reordered) data stream from one computation kernel to other kernels [27]. This type of storage is often referred to as a push memory, since it pushes data to the computational units instead of passively waiting for reads. Since the push memories control both temporary storage and the flow of data, they account for a large fraction of the chip area and power in domain-specific accelerators, as shown in Table I. Therefore, these accelerators typically use push memory structures optimized for specific applications, or classes of applications, to minimize area and energy.

These memory optimizations force the compiler to target a different memory abstraction for every application. We address this problem by creating a new push memory abstraction, which we call a unified buffer since it unifies push buffers. It enables efficient push memories by bundling control and address generation with storage, allowing both the compiler and hardware generator to create more optimized solutions. We also describe a compiler that can harvest these efficiencies by translating applications that assume a simple von Neumann model of computation into complex data flow streams connected through optimized unified buffers.

Our compiler compiles statically analyzable stencil and dense linear algebra programs expressed in Halide [30] to push memory accelerators. The design is based on a simple observation: successful compilers refine a program from a high-level, coarse-grained description to a low-level, fine-grained description. This obvious statement has a profound implication for compiling to programmable push memory accelerators: if the target hardware contains more complex push memory primitives, then every stage in the compiler that deals with memory must become more coarse-grained.

In particular, we propose that the representation of memory in the compiler must be altered to combine storage, address generation, and control logic in a single structure—the unified buffer. Unified buffers serve as an interface inside the compiler between the application and the architecture. They define both the intermediate representation (IR) used by the compiler during memory mapping and the logical behavior that the hardware architects must implement. Specifically, our contributions are:

- A compiler abstraction of push memories, called a unified buffer, that represents data storage, address generation, and control in the same structure.
- A memory primitive, called a physical unified buffer, that efficiently implements unified buffers on programmable accelerators.
- A memory mapping algorithm that combines polyhedral analysis with software vectorization to translate unified buffers into configurations of physical unified buffers.
- An evaluation of our compiler that shows that it can compile a wide range of programs to a programmable accelerator with physical unified buffers and obtain superior performance and energy-efficiency compared to FPGAs on image processing and machine learning applications.
TABLE I: Programmable domain-specific accelerators typically have push memories, and these account for a significant percentage of chip area and power.

| Domain     | Accelerator       | Memory Type | Area (%) | Power |
|------------|-------------------|-------------|----------|-------|
| DNN        | TPU [15]          | Push        | 37%      | N/A   |
| DNN        | Eyeriss [18]      | Push        | 67%      | 36–44%|
| DNN        | Simba PE Array [32]| Push       | 41%      | 56%   |
| Sparse DNN | EIE [9]           | Push        | 93%      | 59%   |
| Multiple   | Plasticine [28]   | Push        | 30.2%    | N/A   |

In this paper we give an overview of our architecture and compiler, describe the unified buffer abstraction that serves as an interface between the compiler and the architecture, explain the phases of our compiler in detail, and evaluate our compiler and architecture on several applications compared to an FPGA.

II. OVERVIEW

We have extended the Halide compiler with a new backend that targets programmable push memories. Our push memory backend takes as input the Halide IR [30] after schedules have been applied to determine the loop ordering and where intermediate values are stored. Figure 1 shows an overview of the full compiler pipeline from Halide programs to programmed compositions of physical unified buffers. There are three main steps: scheduling, buffer extraction, and buffer mapping. The scheduling step lowers Halide programs to intermediate values are stored. For this we use the polyhedral model, which provides a well-studied, compact way of storage, so a compact representation of values and the times when they appear is required. For this we use the polyhedral model, which provides a well-studied, compact way to represent schedules and memory access patterns as integer sets and relations.

The buffer extraction step extracts unified buffers from the Halide IR. This involves polyhedral techniques that determine the necessary ports, summarize the statement instances that use each port and the values they write to or read from the port, and calculate a map from those instances to the times when they use the port.

The buffer mapping step takes as input an abstract unified buffer specification and derives an efficient implementation. The implementation takes in values on the input port at the specified times, and stores them until the time when the specification requires them to be emitted on each output port. Buffer mapping calculates these storage durations from the port specifications, and it may combine registers, SRAMs, and other hardware that we describe in Section IV to implement the unified buffer.

III. THE UNIFIED BUFFER ABSTRACTION

Since the unified buffer separates the part of the compiler that analyzes the program to determine how values flow through memory from the part that is concerned with creating physical memories to implement that data movement, it has two objectives:

1) provide a precise description of the requirements of a push memory at its interfaces, and
2) maximize opportunities for independent optimization on each side of the interface: the compiler and the architecture.

The first objective maintains the functionality of the application, while the second is needed to compile to efficient implementations. Since push memories are fundamentally defined by the streams they accept and generate, we chose to define a unified buffer by the specification of its I/O streams.

Exhaustively listing the values that appear on each port during any real sized program would require enormous amounts of storage, so a compact representation of values and the times when they appear is required. For this we use the polyhedral model, which provides a well-studied, compact way to represent schedules and memory access patterns as integer sets and relations.

Figure 2 shows the unified buffer that is generated to support communication between the brighten and blur stages of the
Fig. 2: The unified buffer abstraction for the data communication from the brighten and blur functions in the example from Figure 1. Each port is specified by the polyhedral iteration domain and access map that describe the data written to or read from the buffer, as well as a schedule that describes when those values arrive at the port. From the port specifications, the internal route each data item takes to the ports is calculated, including the distance it travels in cycles.

Example in Figure 1: This buffer accepts one pixel each cycle from the brighten compute kernel and delivers a 2 × 2 window of pixels each cycle (after an initial startup delay) to the blur compute kernel.

To accommodate this bandwidth, the unified buffer has 5 ports: 1 input port and 4 output ports. The data stream on each port is specified with three pieces of information:

- **The iteration domain** of the statement instances (operations) that use the port.
- **The access map** for all operations. This function maps points of the iteration domain to the value they read or write on the port.
- **The schedule of all operations** in the iteration domain. This schedule is cycle-accurate as it specifies the exact time in cycles after reset when each operation occurs.

These integer sets and relations are implemented using the polyhedral analysis tool ISL [35]. For our input port the iteration domain is the set:

\[ \{(x, y) \mid 0 \leq x \leq 63 \land 0 \leq y \leq 63\} \]

Since the brighten operation, which is the only user of that port, is surrounded by a two-dimensional loop, the iteration domain has two index variables, \(x\) and \(y\). In the above example \(y\) is the outermost variable, while \(x\) is the innermost variable.

The unified buffer must not just specify what operations use a port. To synthesize address generation code and optimize memory sizes, it must also specify what memory locations in the buffer are accessed by those operations. To specify these memory locations, each port has an access map. For example the brighten buffer’s second output port has the access map \((x, y) \rightarrow \text{brighten}(x + 1, y)\), which means the accessed value is the one to the right of the point in the iteration space of the operation. The other output ports have slightly different maps, allowing them to collectively fetch the required 2 × 2 stencil.

Conventional polyhedral schedules, such as those produced by Feautrier’s algorithm [8] or PLUTO [1], map elements of the iteration domain to multidimensional timestamps. Thus, they effectively map the original loops in the program to a new set of loops that implement the new timestamps. The schedules used by the unified buffer, however, do not map from one sequence of loop nests to another. Instead, they map from a sequence of loop nests to cycle times in a hardware design. That is, they map the operations of the multidimensional iteration domain of the Halide program to scalar values that represent the number of cycles after reset when the operation begins. Since the hardware design is pipelined, several operations will have the same timestamp. So the schedule for the input port is the integer function:

\[ (x, y) \rightarrow 64y + x \] (1)

This function indicates that the first brighten operation (and thus the first write to the brighten buffer input port), at coordinate \((0, 0)\), happens \(64 \times 0 + 1 \times 0 = 0\) cycles after execution begins, and that the second brighten operation, at coordinate \((1, 0)\), happens after \(64 \times 0 + 1 \times 1 = 1\) cycle. Furthermore, the output ports emit their first value after \(65 + 64 \times 0 + 0 = 65\) cycles, which is the time it takes the first value to travel through the unified buffer. Note that these timestamps impose a requirement that the exact timing of all operations be known, and thus stalls and variable-latency execution are not permitted. Our system respects this limitation by buffering tiles of data required by the accelerator into a large memory (global buffer shown in Figure 12) before running the accelerator. In this way, our system schedules the timestamps of operations within the accelerator, and allows for ready/valid interfaces at boundaries using the global buffer.

Taken together, the unified buffer interface describes the observed behavior of the memory at its interface in terms of the operations in the original program. However, the unified buffer does not specify the internal implementation of this behavior. Only externally visible scheduling and binding decisions are expressed. Crucially, the physical capacity of the memory and the physical mapping of pieces of data to locations in memory are omitted. This produces a precise specification in terms of familiar data structures for a compiler—relations and sets encoded in the polyhedral model—and leaves the architects considerable room to optimize the design. Next, we discuss how architects can exploit this interface to design a high-performance, programmable push memory for dense linear algebra applications.

**IV. Physical Unified Buffers**

A physical unified buffer implementation contains the sequencing hardware and storage required to implement a unified buffer abstraction. Since each implementation has a finite capacity and number of ports, buffer implementations support being chained together to create larger capacity memories, higher bandwidth memories, or both. Each implementation may also restrict the type of maps from iteration space to address space that can be performed. The compiler gathers
information about the supported iteration spaces and map complexity from the available components and uses it to schedule and map operations, as described in Section V-C.

The unified buffer abstraction, by creating a clear interface between the compiler and underlying hardware, gives the hardware architect the freedom to create a physical unified buffer that implements this interface in a way that is both area and energy efficient. To explore this hardware design space, we have created a flexible unified buffer hardware generator. The hardware generator creates both the logical design of the physical unified buffers and the compiler components that map a unified buffer abstraction to configuration registers in the hardware.

A. Dual-Port SRAM

The simplest hardware implementation of a unified buffer wraps a dual-port SRAM with logic that computes the addresses and sequences of read/write enables for the iteration domain at each port, as shown in Figure 3. It also contains logic dedicated to chaining together multiple physical unified buffers into a larger buffer.

To support implementing the unified buffer abstraction, we instantiate three modules at each input and output port of the memory. These modules are IterationDomain (ID), AddressGenerator (AG), and ScheduleGenerator (SG), and they provide implementations of the corresponding components on the ports of the unified buffer abstraction. The IterationDomain module implements counters corresponding to a set of for loops, while the AddressGenerator and ScheduleGenerator modules implement the mapping logic from an IterationDomain module to an address and a read/write enable for the associated memory port. For the examples in this paper, we limit address maps and schedules to affine functions in keeping with the polyhedral model.

While dual-port SRAMs are the type of hardware that might be generated by a high-level synthesis (HLS) tool for an FPGA or an ASIC, they do not implement an efficient push memory for two reasons: First, dual-port SRAMs are inefficient and can be over two times larger than their single-port counterparts for the same storage capacity while consuming 40% more energy per access [25]. Second, energy per byte per access is often lower if more data is fetched from an SRAM on each cycle [34]. Thus, in custom-designed push memories, wide-fetch memories are typically used to emulate multiple ports and improve energy per access. Implementing wide-fetch memories requires two small additional memories that we describe next.

B. Wide-Fetch Single-Port SRAM

To support a wide-fetch SRAM, we create a unified buffer that contains three unified buffers inside, where two of the buffers have small capacity—four to eight words per port when a four word fetch SRAM is used—and can be implemented using registers/register files. A buffer between the input port and the SRAM serves as a serial-to-parallel converter (aggregator (AGG)) and a buffer between the SRAM and the output port serves as a parallel-to-serial converter (transpose buffer (TB)). The software vectorization rules in Section V-C provide transformations from the original set of iteration domains and access maps to a set of domains and access maps that treat each individual memory (the SRAM, the AGG, and TB register files) as separate physical unified buffers.

To support multiple input and output ports in a physical unified buffer implemented with a single-port SRAM, we need some logic to allow for port sharing prescribed by the schedule. This support for port sharing is achieved by instantiating an ID and AG at the select line of a multiplexer that chooses which port accesses the SRAM at any given time. Figure 4 shows a high-level block diagram of the physical implementation of a push memory with 2 input ports and 2 output ports. Since the hardware implementation is only responsible for meeting the interface of a unified buffer abstraction, architects are free to optimize the design.

C. Optimizations

We focus on two types of optimizations for creating efficient hardware implementations of unified buffers. These optimizations are topology-based resource sharing and the exploitation of recurrence in affine functions.

The topology-based resource sharing optimization comes from a key observation about unified buffers: sources and sinks have tightly coupled scheduling as any read from a memory ends in a write to a downstream memory in a statically
determined number of cycles. In the case of our hardware design, we note that we only need one schedule generator to drive reads from the aggregator and subsequent writes to the SRAM. On the output side, this sharing is also possible, but a delay stage must be added between the schedule for SRAM reads and writes to the transpose buffer since the SRAMs we use have a delay of one cycle for reads. Figure [11] shows the resource sharing optimization applied on the buffer from Figure [4].

The AddressGenerator and ScheduleGenerator modules can be described as affine functions of the loop iterators in the iteration domain. Figure [10] shows an example of a two-dimensional affine function \((s_x * x + s_y * y + \text{offset})\). A naïve hardware implementation of such a two-dimensional affine function would use the design with two multipliers and two adders shown in Figure 5a. This implementation explicitly computes the affine function of the raw loop iterator values \(x\) and \(y\). To eliminate the expensive multiplies, we can replace each multiplier with a register and an adder that simply increments the register by the configured stride when the respective iterator in the iteration domain increments. This optimization, with four adders and two registers, is shown in Figure 5b. Note that while the implementation in Figure 5a relies on the raw loop variables, the optimization in Figure 5b only needs to know when the loop variables are incremented \((\text{inc}_x, \text{inc}_y)\) or when they hit their boundaries in the iteration domain \((r_x, r_y)\), denoted by \(\text{clr}_x\) and \(\text{clr}_y\). Accordingly, when \(\text{clr}_x/\text{clr}_y\) is high, the respective register \((\text{addr}_x, \text{addr}_y)\) is cleared along with the loop variable.

We can achieve another level of optimization by first noting that an explicit affine function of a set of loop variables can be formulated as a recurrence relation. Whereas the explicit formulation is:

\[
(x, y) \rightarrow s_x * x + s_y * y + \text{offset}
\]
a recurrence relation can be set up as follows:

\[
(x, y)_{i+1} = (x, y)_i + (\text{inc}_y?d_y : \text{inc}_x?d_x : 0)
\]

where

\[
(x, y)_0 = \text{offset}
\]

An example of the relation between the strides, ranges, and deltas is shown for a simple downsample-by-2 traversal of an 8×8 image in Figure 6. This shift from an explicit to a recurrent representation of the affine function makes it easy to optimize the hardware implementation even further from Figure 5b. Since we only need the delta for one loop variable at any time, we now only require a single adder and a register along with a multiplexer to increment the running address by the delta of the outermost loop variable that is incremented. This final hardware implementation is shown in Figure 5c.
V. Compiler Design

Users of our system specify their applications in Halide, a high-level domain-specific language (DSL), to define computations and tiling structure. Halide separates the algorithm from the schedule to isolate computation from optimizations in execution [30]. The algorithm specifies the computation to get an output, while the schedule specifies the order in which the computation should be performed.

Our compiler divides the problem of compiling the read-write buffers in Halide programs to push-buffer implementations into three steps:

1) The first step is the Halide scheduling system itself, whose scheduling language controls loop transformations and that we extend with accelerator commands.

2) The second step uses polyhedral techniques to turn the multidimensional iteration spaces of Halide loops into one-dimensional cycle times at every buffer port, thus yielding pipeline parallelism. The same step then uses polyhedral techniques to extract the full specification of each buffer port in the unified buffer abstraction, as shown in Figure 2.

3) The final step maps the abstract unified buffers to physical unified buffers built from low-level hardware primitives.

We chose to keep the Halide scheduling language for tiling instead of placing it in the second step (like the PLUTO scheduling algorithm [1]). The reason is that a high-quality general-purpose tiling algorithm for all dense linear algebra applications has not yet been found. As a result, we believe tiling is best left to either performance experts through a scheduling language or to domain-specific search procedures such as [37]. Thus, we limit our use of polyhedral techniques to memory analysis and semantic-preserving loop fusion.

A. Halide Scheduling

We extended the Halide scheduling language, which lets users define loop tiling but has no notion of push memories, to include a command to define what portion of an application should be placed on the accelerator. Figure 1 shows an example. The placement is done by defining the accelerator output with hw_accelerate and each of the accelerator inputs with stream_to_accelerator. After tiling a loop, the user can define which buffer variables should be defined as memories as opposed to fused with adjacent kernels by using store_at and compute_at, along the lines of [29]. Finally, the user specifies with unroll if some loops should be parallelized as opposed to run iteratively in several cycles. After these scheduling directives, all following optimizations and mapping are performed automatically without user input.

Additional simplifications are done in the frontend prior to buffer extraction. The frontend inlines constant arrays into the compute kernels to reduce the number of extracted buffers. This results in the mapped hardware using registers in the compute rather than instantiating these as memories. Another optimization is combining update statements, such as a series ofadds in a reduction, to a single statement in order to reduce unneeded memory operations for our memory analysis. The Halide compiler then separates the Halide IR used for memories from the IR used for computation. The compute kernels are represented as a graph of operators and are used during the finishing steps.

B. Unified Buffer Extraction

The buffer extraction step analyzes the Halide IR to turn both loops and arrays in the Halide program into push memories expressed using the unified buffer abstraction. That is, Halide programs describe computation as operations on arrays over iteration domains defined by index variables. To compile them to optimized push memories, buffer extraction analyzes buffer reads and writes to trace movement of values through memories. It then uses this information to distribute the control flow across the address generators in push memories themselves.

Unified buffer extraction converts every Halide buffer into a unified buffer. Each memory reference to the Halide buffer is given a unique port on the corresponding unified buffer. For each port, buffer extraction then computes an iteration domain, an access map, and a schedule. The iteration domain is the Cartesian product of the bounds of the loops surrounding the memory reference in the Halide IR, and the access map is the address expression of the corresponding memory reference. The main work of unified buffer extraction is thus in defining the cycle-accurate schedule that maps operations in the Halide program to the cycle-times when they will happen in hardware.

Our cycle-accurate scheduler is designed to automatically exploit pipeline parallelism in two broad classes of workloads: stencil pipelines from classical image processing and deep neural networks (DNNs). In classical image processing applications such as Harris corner detection, the application consists of many stencil operations that each produce output pixels from small windows of input pixels. No one stage dominates the compute cost of the application and every pixel in a given stage depends on a small number of pixels in prior stages, making it easy to parallelize the execution of producer and consumer stages. In DNN pipelines, on the other hand, a single stage containing a large compute unit, typically a
systolic array, dominates the compute cost of the application, and pixels produced by that stage depend on large groups of pixels from prior stages, making it difficult to parallelize across stages.

Our scheduler detects and handles each of these pipeline types separately. The scheduler selects the scheduling policy that will be used with a simple rule: If every reduction loop is fully unrolled, then it uses a scheduling strategy that is tailored to stencil pipelines, and that produces a schedule that can be implemented efficiently using line-buffers. Otherwise, if there are any reduction loops that are not fully unrolled, it uses an algorithm tailored to the DNN-style pipeline that uses coarse-grained pipeline parallelism and double buffering to maximize utilization of the most expensive compute unit as seen in Figure 7. Both scheduling policies use the polyhedral analysis tool ISL [35] to compute data dependencies between operations and to solve the optimization problems used in formulating the schedule.

DNN Pipeline The DNN-style scheduler creates a schedule for a double-buffered pipeline. This pipeline is coarse grained: operations on one tile of an image proceed sequentially, but are overlapped with operations on the next tile of the image. So, for example, while a convolution is being computed on a tile that has already been loaded onto the CGRA, the next tile is being loaded onto the CGRA. The first step in this scheduler is to identify the tile loops that will be overlapped to form the coarse-grained pipeline. Our scheduler walks from the root of the program inward and collects loop nests up to and including the innermost loop of the application whose body is not a single perfect loop. These perfectly nested loops form the outer coarse-grained pipeline. We refer to the operations inside the pipeline as pipeline stages, but it is important to note that these stages are themselves typically loop nests. For instance, in the DNN pipeline pseudo code shown in Figure 7, the outer coarse-grained pipeline is the for loop on line 1 and it contains three pipeline stages.

With the coarse-grained pipeline loops selected, the scheduler independently creates a cycle-accurate schedule for each pipeline stage using a standard HLS loop scheduler in the style of [40]. It then starts the creation of the coarse-grained pipeline by laying out each pipeline stage sequentially, and setting the initiation intervals (IIs) of the coarse-grained pipeline loops to values that correspond to sequential execution. Finally it reduces the IIs of the coarse-grained pipeline loops by binary searching over their IIs until the compute unit of the largest reduction stage is at 100% utilization and all data dependencies are respected. If the latency of operations in the DNN pipeline from Figure 7 are 2, 4, 2 cycles respectively, the schedule will have coarse-grained pipeline II = 4.

Stencil Pipeline If the pipeline is classified as a stencil pipeline we apply the scheduling algorithm described in [12]. This algorithm produces a cycle accurate schedule in two stages. First it fuses all loop nests in the application into a single perfect loop nest. Then it computes a cycle accurate schedule for the fused, perfect loop nest at an initiation interval of one. The fusion is done incrementally, from the outermost loop levels to the innermost. The fusion procedure uses an SDF-style constraint problem to set the relative rates and delays of each operation in a way that makes dependence distances as small and uniform as possible. Once fusion is finished, we compute a cycle accurate schedule for the loop nest using the same HLS scheduler that is used for the pipeline stages of the double-buffered pipeline.

With scheduling finished, all operations have been assigned to clock cycles (one-dimensional affine schedules) and the bandwidth requirement of each memory is known. Now the task of the compiler is to synthesize the abstract unified buffers into buffer implementations built out of the available physical primitives.

C. Unified Buffer Mapping

The next step in compilation is to map the unified buffers and compute kernels in the application graph to physical unified buffers and compute units on the accelerator. This mapping produces the configuration bits for each physical unified buffer and compute unit used in the design.

In principle, the unified buffers extracted from the Halide IR can be mapped directly to physical unified buffers on the target accelerator. In practice, however, this is rarely possible for the following reasons:

- **Physical unified buffer bandwidth** The physical unified buffers on the accelerator may not have sufficient bandwidth. For example, one version of our accelerator only has a single 4 word-wide SRAM in each physical unified buffer meaning that, even with balanced numbers of reads and writes, each buffer can only support up to 4 memory operations per cycle. However, unified buffers such as the `brighten` buffer from our example need to perform 5 memory operations per cycle, and many common image processing patterns, such as the $3 \times 3$ convolution, need 9 reads and 1 write per cycle in their steady state if the convolution kernel is unrolled.
- **Wide fetch width** Accesses in Halide programs may have any integer bit width, but accesses in physical unified buffers can have a vectorized fixed width that is wider than the individual pixels in a Halide application. For example, accesses to the 4 word-wide SRAM in the physical unified buffers we built are done in vectors of four 16 bit integers, with 4 word-wide data vectors buffered in the aggregator and the transpose buffer between writes and reads to the SRAM.

- **Multidimensional address** Physical memory is linear with a single dimension, but our unified buffer abstraction can support arbitrary data dimensions.

- **High capacity** The cycle-accurate scheduler reduces storage requirements by improving locality, but even after storage minimization, unified buffers may need more space than what is available in a single physical unified buffer.

**Shift Register Optimization and Banking**

To address the need for high bandwidth, each unified buffer must be broken down into smaller unified buffers that can each be mapped to a single physical unified buffer. Our compiler has two strategies for servicing high bandwidth accesses: shift register introduction and banking. Shift register introduction is possible whenever the dependence distance between one port (the source) and another (the destination) is constant, and the set of values that appear on the source is a superset of the values that appear on the destination. Our compiler performs an exhaustive shift register analysis that finds all opportunities to convert output ports into shift registers fed from other ports (Figure 8a). For instance, according to Figure 2, the buffer feeding the $2 \times 2$ blur kernel has four output ports, whose dependence distances to the input port are 0, 1, 64, 65 respectively. As shown in Figure 8b, this example can be implemented with two shift registers and a memory that delays by 64 cycles.

After shift register introduction is complete, any remaining ports must be serviced from banks of memory with address generators (Figure 8b). Our compiler uses a simplified version of an optimal banking algorithm for stencil computations to find legal banking schemes for the remaining ports.

**Vectorization** To make efficient use of physical unified buffers with wide-fetch SRAMs, the access patterns of the buffers must be broken into sub-sequences with the same length as the SRAM fetch width. At each input port of the buffer, this sub-sequence is assembled serially by the aggregator (AGG). Once the aggregator is full, the sub-sequence is written to the SRAM. At each output port, when the transpose buffer (TB) is empty, it receives a sub-sequence from the SRAM, which it then sends out serially on the output port.

We can think of the introduction of the AGG, SRAM, and TB components as strip-mining the innermost loops of the original program and introducing wide fetch-width loads and stores to these components. As an example, Figure 9 shows a unified buffer where the buffer MEM adds a 64 cycle delay between input and output streams. It has a two-dimensional iteration domain with index variables $x$ and $y$. We apply the following transformation to strip-mine its iteration domain:

\[ (x, y) \rightarrow (x \mod \text{FW}, \lfloor \frac{x}{\text{FW}} \rfloor, y) \]  

(2)

where FW is the fetch width of the wide-fetch SRAM. This transformation creates a third dimension in the iteration domain for data aggregation and data serialization in AGG and TB respectively.

Next, we apply the following iteration domain transformation on the ports of the SRAM to allow wide writes and reads:

\[ (x, y) \rightarrow (\lfloor \frac{x}{\text{FW}} \rfloor, y) \]  

(3)

As shown in Figure 9, our compiler automatically creates the access maps and schedules at the SRAM ports and records them in the abstract unified buffer. It also adjusts the schedules of aggregator to SRAM and SRAM to transpose buffer transactions to minimize the storage requirement in AGG and TB while respecting all data dependencies. Finally, it maps the rewritten access map and schedule to the address generation and scheduling hardware shown in Figure 4.

**Address Linearization** The access pattern in a unified buffer supports an arbitrary number of data dimensions, but the physical unified buffer requires the N-dimensional addresses to be converted to a single dimension. So, first, as shown in the following equation, an inner product is applied between each N-dimensional address $\vec{a}$ and an offset vector $\vec{o}$, which encodes the memory layout.

\[ \text{MEM}(a_0, a_1, ..., a_{N-1}) \rightarrow \text{MEM}([\sum a_i \cdot o_j]) \]  

(4)

Consider the memory in the previous section as an example. The blur kernel’s input image size is $64 \times 64$. Polyhedral
Fig. 10: Architectural modifications to the buffer from Figure 3 to support chaining multiple physical unified buffers. The figure shows the changes for writing to the memory, similar modifications exist for reading.

analysis identifies that there are a maximum of 64 live pixels. Storage minimization infers that a circular buffer must be implemented, so the compiler calculates the inner product of \( \{x, y\} \) and the offset vector \( \{1, 64\} \text{ mod } 64 = \{1, 0\} \), which results in the linear address \( x \times 1 + y \times 0 = x \).

**Chaining** To map unified buffers with higher capacity than that of one physical unified buffer, we use a strategy called chaining to couple several buffers into a single logical buffer (Figure 8). The hardware implementation of chaining is depicted in Figure 10. In this implementation, each memory tile on the CGRA is assigned a unique tile ID. Our compiler statically analyzes the access map and the schedule of the unified buffer, and partitions the access map into pieces to be implemented by separate physical buffers chained together. Equations 5 and Equation 6 transform a logical address, \( a \), in the access map into a tile ID and a physical address in the memory tile, using the capacity \( C \) of the memory tile.

\[
\text{MEM}[a] \rightarrow \text{Tiled}[\text{floor}(a/C)] \tag{5}
\]

\[
\text{MEM}[a] \rightarrow \text{PhysicalAddress}[a \text{ mod } C] \tag{6}
\]

For example, assume a SRAM macro with a capacity of 32 words (unrealistic, but used for demonstrating chaining). Our delay buffer from the brighten and blur application is then implemented by chaining two memories. Thus TileID \((x, y) = \text{floor}(x/32)\) and the physical address is PhysicalAddress \((x, y) = x \mod 32\). This expression is later mapped down to configurations in the AG and SG shown in Figure 5.

**Finishing Steps** Finally, we map the compute kernels produced by the Halide front end to processing elements (PEs) on the CGRA. We place and route (PnR) this mapped graph of PEs and physical unified buffers on the CGRA following standard multi-stage optimization with global PnR followed by detailed PnR to obtain the final configuration bitstream.

VI. EVALUATION

To evaluate our compiler, we use it to map applications to both a Zynq UltraScale+ 7EV FPGA and a coarse-grained reconfigurable array (CGRA). When targeting the FPGA, our compiler outputs synthesizable C that is fed into Xilinx’s Vivado system which synthesizes, places, and routes the resulting design at 200 MHz. We include Vivado’s report of the resources, performance, and energy.

The CGRA, shown in Figure 11, resembles an island-style FPGA, with LUTs replaced by processing element (PE) tiles with 16 bit integer ALUs and BRAMs replaced by memory (MEM) tiles containing physical unified buffers. As shown in Figure 12 the CGRA is a part of a full system-on-chip (SoC) where it connects to a large multi-banked, double-buffered memory called the global buffer. The data tiles required by the CGRA are first brought into the global buffer and then are streamed into the CGRA from there. This allows computation on the current tile in the CGRA to be overlapped with the movement of the next tile into the global buffer. The global buffer provides a deterministic access latency to the CGRA and hides the non-deterministic latency of the main memory. If the computation on the current tile completes before the next tile is brought into the global buffer, the whole CGRA is stalled until the data tile becomes available. Such coarse-grained stalling does not hamper the performance of compute-dominated image processing and machine learning applications and allows the compiler to perform fully static scheduling on the CGRA.

When targeting the CGRA, our compiler outputs a logical description of the design which uses custom mapping, place
Fig. 12: SoC consisting of the CGRA and the global buffer, which provides a deterministic access latency to the CGRA.

TABLE II: Three different implementations of a physical unified buffer (UB): a dual-port (DP) SRAM with PEs for address generation (AG), a DP SRAM with optimized AG, and our final physical UB with a single-port (SP) SRAM with fetch width of 4, aggregator, and transpose buffer each with their AGs. The total area and energy needed for a $3 \times 3$ convolution decreases as we specialize the physical unified buffer.

| Implementation          | MEM Area ($\mu m^2$) | SRAM Area (%) | Total Area | Energy (pJ / access) |
|-------------------------|----------------------|----------------|------------|---------------------|
| DP SRAM + PEs (Baseline) | 19k                  | 82             | 34k        | 4.8                 |
| DP SRAM + AG            | 23k                  | 70             | 23k        | 3.6                 |
| 4 Wide SP SRAM + AGG + TB + AGs | 17k              | 32             | 17k        | 2.5                 |

and route tools designed for this CGRA. Once an application has been created in Halide, all further steps happen automatically without manual annotation. To generate power and area numbers, we created a complete design of this CGRA and used Cadence Genus and Innovus tools to synthesize and place and route the physical unified buffers and processing elements of the CGRA in TSMC 16nm technology. We then extracted power and area numbers from this completed design.

A. Benefit of the Physical Unified Buffer Primitive

A physical unified buffer includes address generation and control logic in addition to the SRAM storage array. While this logic adds area, it is far more efficient than using the processing elements (PEs) on a CGRA for addressing and control as shown in the second row of Table II. Adding this logic to a dual-port 2048×16 bit SRAM (Figure 3) does decrease the array efficiency of the memory tile, but reduces the area and energy by 32% and 25% respectively, compared to the version where the addressing and control is implemented on PEs (baseline).

Further improvements are possible by removing the need for dual-port SRAMs. The area of the dual-port 2048×16-bit SRAM is around 2.5× larger than the single-port 512×64-bit SRAM. Thus, as the third row of Table II shows, even though the array efficiency of using a single-port SRAM with extra aggregation and transpose logic as described in Section IV-B is only half of the prior versions, it again results in a buffer that is a 26% smaller and 30% lower energy than the best dual-port version. Integrating the address generation and using efficient SRAM macros yields a buffer that is half the area and energy of the original design, and leaves our unified buffer with energy costs that are dominated by the fetch energy of the underlying SRAMs.

B. Performance, Power, and Utilization for Applications

We use our compiler to compile the applications listed in Table III to both FPGA and CGRA targets. The compiler frontend transforms each Halide application to a polyhedral IR. From this IR, our compiler can generate FPGA and CGRA bitstreams. To generate an FPGA bitstream, it generates synthesizable C code that feeds into Vivado HLS to produce full rate designs (II=1). To generate a CGRA bitstream, it uses the CGRA backend from Section V-C. Table IV shows the resource utilization for applications mapped to an FPGA and CGRA using our framework. Since our results do not depend on the size of the application, to minimize time spent running the power analysis tools, we used smaller problem sizes, which leads to the modest number of resources shown.

Figure 13 shows the resulting energy/op consumed on both the FPGA and the CGRA. The more efficient unified buffer implementation and optimized 16 bit logic mean that the CGRA is 4.3× more efficient than the FPGA.

Figure 14 shows the applications’ runtime on the CGRA, FPGA, and a CPU. Our CPU comparison is an Intel Xeon 4214 with 16.5 MB cache with a 2.2 GHz base frequency. We use the same Halide application code for each backend, and then validate the output images against each other. Even though we are using modest hardware resources, the CGRA is able to outperform the Intel CPU. The CGRA dominates the FPGA due to its higher clock frequency (900 MHz).

C. Application Schedule Exploration

Using Halide, we can modify the schedule to trade throughput for area to meet different design requirements. For example, by using Halide’s store_at primitive, we can choose which buffers should be created in an application. We show the resource consumption and runtime for six different schedules of Harris in Table V after running through the compiler.

1The camera application does not fit on our CGRA, so we estimated its power based on the PE power consumption in our other stencil applications.
TABLE IV: Area results for various applications on FPGA and CGRA.

| Application | FPGA Usage (#) | CGRA Usage (#) |
|-------------|----------------|----------------|
|             | BRAM DSP FF LUT | PEs MEMs       |
| gaussian    | 0 1 437 863     | 19 1           |
| harris      | 0 2 2449 4138   | 83 5           |
| upsample    | 1 3 848 1923    | 0 1            |
| unsharp     | 8 6 1954 2784   | 56 6           |
| camera      | 5 7 1542 4448   | 397 8          |
| resnet      | 16 64 11100 6957| 128 81         |
| mobilenet   | 0 48 5100 5692  | 114 7          |

Fig. 13: Comparison of the energy per operation (op) for running applications on a CGRA vs FPGA.

D. Effectiveness of Memory Mapping Optimizations

Our memory mapping algorithm is designed to maximize compute utilization while also keeping application latency and memory use low. Table VI shows the effect of our hardware pipeline scheduling algorithm on application completion time compared to a naïve strategy that executes each kernel sequentially and does not pipeline any of the loops. Speedups range from around $3 \times$ for resnet to $22 \times$ for harris and camera. Gaussian, harris, unsharp, and camera all have very different numbers of stages, which is reflected in the fact that in sequential scheduling harris takes more than three times as many cycles as gaussian. Using our scheduling algorithm, all four of these applications have completion times that are nearly identical, because with appropriate pipelining the latency cost of an additional stage in a stencil pipeline is proportional to the number of additional lines of the image that the stage must wait for to start, while without cross-stage pipelining the cost of the stage is proportional to the latency of the entire stage. For applications that do not lend themselves to fine-grained cross-stage pipelining (such as resnet) the speedup is less dramatic, but still noticeable at $3 \times$.

Table VII shows the effect of our scheduling optimizations on locality by measuring the required SRAM capacity (in 16 bit words) for the sequentially scheduled applications versus the applications scheduled using our pipeline scheduler. Here the results are similar to the results for overall completion time. The image processing pipelines see dramatic decreases in memory requirements of between $28 \times$ and $300 \times$. This is
LegUp\cite{49}, Catapult\cite{21} and others\cite{13},\cite{19}, are designed ports to the compute units. The compiler must generate instructions using efficient push memories, however, memory, address state that the compiler must manage is the register file. When they assume that the most important piece of architectural that separates control, data access, and arithmetic. That is, such as LLVM, are built around an intermediate representation of programming languages that assume a von Neumann machine, target push memories. Conventional compilers for imperative compilers nor existing hardware compilers are well-suited to accelerator generators. Frameworks, push memory abstractions, and domain-specific contributions to FPGA and ASIC toolchains, they do not address the problem of targeting a programmable push memory accelerators, where the architectural primitives are much more coarse-grained than a typical RISC instruction, this approach does not work. Academic languages such as Spatial\cite{16} and HeteroCL\cite{17} provide a more abstract programming model for accelerators, but offload the work of defining the memory micro-architecture to the user. Though HeteroCL uses a unified DSL to describe their memory optimization and spatial architecture, their backend implementation still depends on separate templates. Whereas, our compilation is general enough to map both stencil applications and deep neural networks onto hardware accelerator with unified buffers.

While HLS tools can translate the Halide IR directly to hardware, they do not support the memory optimizations we describe. Modern HLS tools such as Vivado HLS or Catapult are well suited to arithmetic mapping and exploiting pipeline parallelism within the bodies of individual loops\cite{20}. However, they perform limited memory\cite{29} and cross-loop optimizations\cite{41}. As a result, they are not good at exploiting pipeline parallelism across different loop nests in a computation, and require a great deal of manual effort by users to create high quality code for deep pipelines\cite{17}.

The success of HLS tools has led to a generation of high-level compilers for hardware. These include polyhedral compilers which perform source-to-source transformations on HLS C code\cite{29},\cite{41} and others which start from high level DSLs and emit HLS C++ such as Halide-HLS\cite{29}, Hetero-Halide\cite{18}, and PolyMage-FPGA\cite{5}. While these are important contributions to FPGA and ASIC toolchains, they depend on a conventional HLS tool as a code generator, and thus do not address the problem of targeting a programmable push memory accelerator. Our approach adds a unified buffer abstraction, which enables our compiler to use polyhedral analysis to map to accelerators using push memories.

Push Memory Abstractions Our unified buffer borrows from Buffets\cite{27}, a buffer implementation idiom that can be reused across multiple domains with explicit data orchestration. Buffets are a hardware primitive, not a compiler abstraction, while our unified buffer is both. Our hardware includes addressing and sequencing control, which enables a compiler to better optimize the storage requirements before being mapped to hardware. It also enables a set of optimizations when generating the hardware. In addition, we reduce manual design effort and improve productivity by using systematic analysis conducted by our tool chain to extract and optimize

### Table VII: The effect of our hardware pipeline scheduling optimizations on required SRAM capacity.

| Application | Sequential Schedule Words | Final SRAM Words | Memory Reduction Factor |
|-------------|----------------------------|------------------|-------------------------|
| gaussian    | 11784                      | 128              | 92.06                   |
| harris      | 41080                      | 640              | 64.19                   |
| upsample    | 20480                      | 67               | 305.67                  |
| unsharp     | 23584                      | 834              | 28.28                   |
| camera      | 37972                      | 518              | 73.31                   |
| resnet      | 14048                      | 14048            | 1.00                    |
| mobilenet   | 9136                       | 1240             | 7.37                    |

because the working sets of stencil operations when appropriately pipelined are only a few lines of the input image for each stage. But when stages are executed sequentially, the inter-stage buffers must be large enough to hold the entire output image created by the producer stage. Mobilenet sees a similar, but less dramatic decrease in its memory requirements since it is structurally similar to a stencil pipeline. ResNet sees no change in its memory demands since adjacent stages cannot be fused, so it only pipelines the individual kernels and then executes each one sequentially.

## VII. Related Work

Creating tools to support application-tailored accelerators is an active area of research, and our system builds on much of this work. We break this work into three areas: compiler frameworks, push memory abstractions, and domain-specific accelerator generators.

### Compiler Frameworks

Neither conventional software compilers nor existing hardware compilers are well-suited to target push memories. Conventional compilers for imperative programming languages that assume a von Neumann machine, such as LLVM, are built around an intermediate representation that separates control, data access, and arithmetic. That is, they assume that the most important piece of architectural state that the compiler must manage is the register file. When using efficient push memories, however, memory, address generation, and control are grouped into a single unit that the compiler must generate instructions for, and then connect its ports to the compute units.

High level synthesis (HLS) tools such as Vivado\cite{36}, LegUp\cite{2}, Catapult\cite{21} and others\cite{13},\cite{19}, are designed to solve scheduling and resource binding problems at a finer granularity than those seen when compiling to push memories. HLS tools compile C or C++ programs using conventional software compiler frontends and intermediate representations (IRs) (the Edison design group C++ frontend for Catapult and clang+LLVM for Vivado and LegUp). They then schedule the instructions in the standard software IR, assign instructions to functional units, and emit code. This strategy works well when targeting FPGAs or ASIC technology libraries, because the architectural primitives (such as registers and LUTs) are more fine-grained than the instructions in the compiler IR that is scheduled. When compiling to programmable push memory accelerators, where the architectural primitives are much more coarse-grained than a typical RISC instruction, this approach does not work. Academic languages such as Spatial\cite{16} and HeteroCL\cite{17} provide a more abstract programming model for accelerators, but offload the work of defining the memory micro-architecture to the user. Though HeteroCL uses a unified DSL to describe their memory optimization and spatial architecture, their backend implementation still depends on separate templates. Whereas, our compilation is general enough to map both stencil applications and deep neural networks onto hardware accelerator with unified buffers.

While HLS tools can translate the Halide IR directly to hardware, they do not support the memory optimizations we describe. Modern HLS tools such as Vivado HLS or Catapult are well suited to arithmetic mapping and exploiting pipeline parallelism within the bodies of individual loops\cite{20}. However, they perform limited memory\cite{29} and cross-loop optimizations\cite{41}. As a result, they are not good at exploiting pipeline parallelism across different loop nests in a computation, and require a great deal of manual effort by users to create high quality code for deep pipelines\cite{17}.

The success of HLS tools has led to a generation of high-level compilers for hardware. These include polyhedral compilers which perform source-to-source transformations on HLS C code\cite{29},\cite{41} and others which start from high level DSLs and emit HLS C++ such as Halide-HLS\cite{29}, Hetero-Halide\cite{18}, and PolyMage-FPGA\cite{5}. While these are important contributions to FPGA and ASIC toolchains, they depend on a conventional HLS tool as a code generator, and thus do not address the problem of targeting a programmable push memory accelerator. Our approach adds a unified buffer abstraction, which enables our compiler to use polyhedral analysis to map to accelerators using push memories.

### Push Memory Abstractions

Our unified buffer borrows from Buffets\cite{27}, a buffer implementation idiom that can be reused across multiple domains with explicit data orchestration. Buffets are a hardware primitive, not a compiler abstraction, while our unified buffer is both. Our hardware includes addressing and sequencing control, which enables a compiler to better optimize the storage requirements before being mapped to hardware. It also enables a set of optimizations when generating the hardware. In addition, we reduce manual design effort and improve productivity by using systematic analysis conducted by our tool chain to extract and optimize
the buffer parameters used in the unified buffer. Plasticine [28] also supports push memories by creating addressing units associated with their memories. Spatial [16] provides a high-level programming language for this push-memory architecture, but requires users to explicitly orchestrate data movement between different memories. Nowatzki et al. proposed a low-level programming model for stream dataflow accelerators [26]. Since their memory architecture is a global scratchpad, which is not distributed across the chip, their memory ISA contains dynamic scheduling which may not suitable for push memory accelerators. Moreover, our access pattern is more general, which can support an arbitrary number of dimensions.

**Domain-Specific Accelerator Generators** There has also been work to automate domain-specific accelerator design. Image processing accelerator generation languages such as Darkroom [10], Rigel [11], Aetherling [6], Hetero-Halide [18], HIPACC-FPGA [31], PolyMage-FPGA [5], SODA [4] and Halide-HLS [29] can automatically generate FPGA implementations of image processing pipelines. These systems either target FPGAs, or ASICs, which either have large overheads, or are inflexible.

To efficiently execute DNNs, Zhang et al. [38] optimize DNN data blocking using double buffer structures and synthesize a pipelined FPGA accelerator from Caffe [14]. DNNWeaver [33] also generates synthesizable designs automatically from Caffe, with support for more types of layer implementations. DNNBuilder [39] proposes a fine-grained layer-based pipeline architecture with a line-buffer-based scheme to reduce FPGA on-chip memory usage. However, such library-based frameworks heavily rely on their backend implementation. With the architectures being predetermined, extending them to support fast-moving domains would require significant development effort from domain experts. VTA [23], [24] provides a full hardware-software stack for DNN acceleration using a modified version of Halide IR. It proposes an ISA to map DNN layers onto optimized operators and offloads these computations to their proposed FPGA accelerator. VTA uses a CPU-style pull memory with instruction fetching, which adds both computation and energy overhead. In contrast, our unified buffer accelerator generator offloads memory analysis to the software compiler to generate an optimized hardware memory design and computation pipeline. These domain-specific hardware generators reduce design effort when building ASIC or FPGA designs even more than classical HLS, but like classical HLS tools they cannot target programmable accelerators based on push memories.

**VIII. Conclusion**

In this paper, we have presented a new abstraction for push memories which supports efficient hardware realization. This abstraction—unified buffer—presents a tractable target for an optimizing compiler, and we describe one such compiler. We believe that our work will become increasingly important as push memory accelerators are required to improve power and performance in image processing, machine learning, and other dense linear algebra programs.
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