SYMMETRY BREAKING FOR AN ELLIPTIC EQUATION INVOLVING THE FRACTIONAL LAPLACIAN

PABLO L. DE NÁPOLI

Abstract. We study the symmetry breaking phenomenon for an elliptic equation involving the fractional Laplacian in a large ball. Our main tool is an extension of the Strauss radial lemma involving the fractional Laplacian, which might be of independent interest; and from which we derive compact embedding theorems for a Sobolev-type space of radial functions with power weights.

1. Introduction

Recently, elliptic problems involving the fractional Laplacian operator \((-\Delta)^s\) (see section 2 for its definition) have received a great deal of attention. Due to the rotation invariance of the fractional Laplacian it makes sense to ask if the solutions of equations of the form

\[ -(-\Delta)^s u = f(|x|, u) \]

in a radially symmetric domain (for instance, with homogeneous Dirichlet conditions are necessary radial or not.

In this work, we investigate the problem

\[ -(-\Delta)^s u + |x|^a |u|^{q-2}u = |x|^b |u|^{p-2}u \]

with \(a, b > 0\), and \(u\) in the natural energy space for this problem, \(H_q^{a,b}(\mathbb{R}^n)\) (see section 2 for the precise definitions), and analogous problems in a ball \(B_R = \{x \in \mathbb{R}^n : |x| < R\}\) (for \(q = 2\)).

Our aim is to extend to the fractional Laplacian setting, the results on existence of radial solutions and symmetry breaking obtained by P. Sintzoff in [25] on this equation (2) for the case \(s = 1\) (that of the usual Laplacian). Namely, our main result on symmetry breaking reads as follows:

Theorem 1.1. Let \(n \geq 2, 1/2 < s < 1, 2 < p < 2^* = \frac{2n}{n-2s}, 0 < a < n\) and \(b > \frac{ap}{2}\). If in addition,

\[ a(p - 2 - 2ps) + 4bs < 2s(p - 2)(n - 1) \]
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Then for every $R > 0$ large enough, problem

\[
\begin{aligned}
&\begin{cases}
\frac{1}{\alpha}(-\Delta)^{s}u + |x|^\alpha u = |x|^b u^{p-1} & \text{in } B_R \\
u > 0 \text{ a.e. in } B_R, \quad u \equiv 0 \text{ in } \mathbb{R}^n - B_R
\end{cases}
\end{aligned}
\]

has a nontrivial radial weak solution and a nonradial one (in the natural energy space $H^{s}_{q,a,0,rad}(B_R)$ for this problem, see section 2).

This result extends theorem 3.1 in [25] to the fractional Laplacian setting. We follow the proof there, which is based in the comparison of the energy levels for the radial and non radial ground states (minimizers of the associated energy functional). However, some technical difficulties arises from the non local character of the fractional Laplacian. For instance, we shall require a technical lemma from [21] in order to perform the arguments based on cut-off functions. Moreover, we shall need to prove a version of Strauss inequality adapted to this problem (see the discussion below).

There is a large literature on the subject of radial symmetry of solutions of elliptic equations, starting from the now classical result of B. Gidas, W.M. Ni and L. Nirenberg, [16] on the radial symmetry of positive solutions of (1) in a ball, for the usual Laplacian ($s = 1$). Hence, we cannot attempt to give a complete list of references here. In that work, the authors employed the moving plane method of A. D. Alexandrov and J. Serrin. We recall that this kind of result typically requires $f$ to be decreasing as a function of $|x|$ (see theorem 1' of [16]). For the fractional Laplacian, the radial symmetry of positive solutions of some equations like (1) has been investigated by using the moving plane method in [13] and [12] (in both cases for $f$ independent of $x$).

On the other hand, when $f$ is not decreasing as a function of $|x|$, a symmetry breaking phenomenon may occur: equations of the form (1) may admit positive non-radial solutions. A case that has been extensively studied is that of the Henón equation

\[-\Delta u = |x|^b u^{p-1} \quad b > 0\]

in a ball ([27], [26]). Hence it is reasonable to expect equation (2) to exhibit a similar behavior. Other related results on symmetry breaking for non-linear elliptic equations include [6] (for a singular elliptic equation related to the Caffarelli-Kohn-Nirenberg inequalities), [14] and [18] (where the symmetry breaking phenomenon is investigated for the minimizer of the trace inequality), and [17] where the results of [25] were extended to equations involving the $p$-Laplacian.

There is also an increasing literature on Schrödinger equations with the fractional Laplacian ([23], [23], [12], [15], [11] among other works). However, the question of symmetry breaking for the ground states for (1) (or related equations involving the fractional Laplacian) seem not to have been studied before.
As usual, when studying problems in $\mathbb{R}^n$ by variational methods, it is essential to get some compactness. It is well known that the Sobolev embedding

$$H^s(\mathbb{R}^n) \subset L^p(\mathbb{R}^n), \quad 2 \leq p \leq 2^* = \frac{ns}{n - 2s}$$

is not compact, due to the translation invariance of the norms of those spaces. However, starting by the pioneering work of W. Strauss [29], it is known that one can get compactness (for $2 < p << 2^*$) by restricting the problem to the subspace of radial functions. More precisely, W. Strauss proved in [29] that the following inequality holds for all \textit{radially symmetric} functions in $H^1(\mathbb{R}^n)$.

$$\|u\| \leq C |x|^{-\frac{n-1}{2}} \|u\|_{H^1(\mathbb{R}^n)} \quad n \geq 2, |x| \geq 1$$

This inequality means that radially symmetric functions in $H^1(\mathbb{R}^n)$ necessarily have a certain decay rate at infinity, and implies the required compactness in [29]. Strauss result was later generalized in many directions, see [3] for a survey of related results and elementary proofs of some of them within the framework of potential spaces.

In this work, our main tool will be a version of the Strauss inequality for the energy space $H^s_{q,a}(\mathbb{R}^n)$ of our problem (Theorem 3.1) that we prove using methods from harmonic analysis, and which might be of independent interest. The proof is completely different from the analogous result for the case of a local operator ($s = 1$) in [25], which was based on a simple integration by parts argument. Instead, we use some ideas from harmonic analysis, namely: we split the function into a high and a low frequency part. As a Strauss-type inequality implies the continuity of radial functions in that functional space outside the origin, we cannot expect this type of result to hold unless $s > 1/2$, and that is why this restriction appears in theorem 1.1.

This paper is organized as follows: In section 2 we collect the basic definitions and notations that we use. In section 3 we state and prove the generalization of Strauss inequality for the space $H^s_{q,a}(\mathbb{R}^n)$. In section 4, we show that the same type of estimates allows us to prove the Hölder continuity of the functions in that space, outside the origin. This will be useful to us in order to be able to use the Arzela-Ascoli theorem for the compactness arguments. In section 5, we derive from our Strauss-type inequality, a compact embedding result for radial functions in $H^s_{q,a}(\mathbb{R}^n)$ into $L^p$ spaces with power weights. As a corollary, we obtain some existence results for radial solutions of (2) in the whole space $\mathbb{R}^b$. Finally, in section 6 we prove theorem 1.1.

2. Basic definitions and notations

In this section, we define the functional spaces that we are going to work with, and recall some basic facts about the fractional Laplacian.
The fractional Laplacian \((-\Delta)^s\) can be defined for functions \(u \in S(\mathbb{R}^n)\) (the Schwartz class) and \(0 < s < 1\) by means of the Fourier transform as

\[
(-\Delta)^s u(\omega) = |\omega|^{2s} \hat{u}(\omega)
\]

Alternatively, we may define the fractional Laplacian by a hypersingular integral

\[
(-\Delta)^s u(x) = C(n, s) \text{ P.V.} \int_{\mathbb{R}^n} \frac{u(x) - u(y)}{|x - y|^{n+2s}} \, dy
\]

where

\[
C(n, s) = \left( \int_{\mathbb{R}^n} \frac{1 - \cos(\zeta_1)}{|\zeta|^{n+2s}} \, d\zeta \right)^{-1}
\]

is a normalization constant. It is also possible to define the fractional Laplacian by means of an extension problem (see [5]).

For \(0 < s < 1\), we consider the Gagliardo seminorm,

\[
[u]_{H^s} = \|(-\Delta)^{s/2} u\|_{L^2} = \left( \frac{C(n, s)}{2} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{|u(x) - u(y)|^2}{|x - y|^{n+2s}} \, dx \, dy \right)^{1/2}
\]

which, for \(u \in S(\mathbb{R}^n)\), can be also expressed in terms of the Fourier transform

\[
[u]_{H^s} = \left( \int_{\mathbb{R}^n} |\omega|^{2s} |\hat{u}(\omega)|^2 \, d\omega \right)^{1/2}
\]

We refer to [10] for more details.

We denote by \(L^q_a(\mathbb{R}^n)\) the weighted Lebesgue space with the norm as

\[
\|u\|_{L^q_a} = \left( \int_{\mathbb{R}^n} |u(x)|^q |x|^a \, dx \right)^{1/q}
\]

Then, we define the space \(H^{s,q,a}(\mathbb{R}^n)\), which will be the natural energy space for problem (2), as the completion of \(C^\infty_0(\mathbb{R}^n)\) with respect to the norm

\[
\|u\|_{H^{s,q,a}} = \left( [u]_{H^s}^2 + \|u\|_{L^q_a}^2 \right)^{1/2}
\]

Moreover, we denote by \(H^{s,q,a,rad}(\mathbb{R}^n)\) the subspace of radial functions in \(H^{s,q,a}(\mathbb{R}^n)\).

In a similar way, given a domain \(\Omega \subset \mathbb{R}^n\) we denote by \(H^{s,q,a,0}(\Omega)\) the closure of \(C^\infty(\Omega)\) in \(H^{s,q,a}(\mathbb{R}^n)\). And by \(H^{s,q,a,0,rad}(\Omega)\) its subspace consisting of radial functions, when \(\Omega\) is radially symmetric.

When \(q = 2\) and \(a = 0\), we have that \(H^{s,q,a}(\mathbb{R}^n) = H^s(\mathbb{R}^n)\) (the usual fractional Sobolev space, sometimes also denoted by \(W^{s,2}(\Omega)\), see [10].

We recall that we have the following fractional Sobolev inequality (see for instance [10], theorem 6.5):
Theorem 2.1. Let $0 < s < \min\left(\frac{n}{2}, 1\right)$ and define the Sobolev critical exponent
$$2^* = 2^* (n, s) = \frac{2n}{n - 2s}.$$Then, there exist $C = C(n, s)$ such that
$$\|u\|_{L^{2^*}} \leq C \|u\|_{H^s} \quad \text{for all} \quad u \in H^s(\mathbb{R}^n).$$

Corollary 2.2. Let $b \geq 0$ and $0 < s < \min\left(\frac{n}{2}, 1\right)$. Then
$$H^s_{2, a}(\mathbb{R}^n) \subset H^s(\mathbb{R}^n).$$

Proof. It suffice to show that
\begin{equation}
\|u\|_{L^2} \leq C[u]_{H^s} \quad \forall \ u \in C_0^\infty(\mathbb{R}^n)
\end{equation}
However,
$$\int_{|x| > 1} u^2 \, dx \leq \int_{|x| > 1} |x|^2 u^2 \, dx$$
and
$$\int_{|x| \leq 1} u^2 \, dx \leq C \left( \int_{|x| \leq 1} u^{2^*} \, dx \right)^{2/2^*} \leq C[u]_{H^s}.$$Inequality (8) follows. \qed

Since we are going to use variational methods, it is natural to interpret our solutions in a weak sense:

Definition 2.3. We say that $u \in H^s_{q,a,0}(\Omega)$ is a weak solution of
$$\begin{cases}
-(-\Delta)^s u + |x|^a |u|^{q-2} u = |x|^b |u|^{p-2} u & \text{in} \ \Omega \\
u \equiv 0 & \text{in} \ \mathbb{R}^n - \Omega
\end{cases}$$provided that
$$C(n, s) \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{(u(x) - u(y)) \cdot (\varphi(x) - \varphi(y)) \, dx \, dy + \int_{\Omega} |x|^a |u|^{q-2} u \varphi \, dx}{|x - y|^{n+2s}} = \int_{\Omega} |x|^b |u|^{p-2} u \varphi \, dx$$holds for any test function $\varphi \in C_0^\infty(\Omega)$.

Remark 2.4. It is important to notice that different notions of fractional Laplacian in domains $\Omega \subset \mathbb{R}^n$, with different interpretations of the Dirichlet boundary conditions, have been defined in the literature, which should not be confused.
We may consider equations with the standard fractional Laplacian on \( \mathbb{R}^n \) and require that the solutions vanish outside \( \Omega \). The associated Dirichlet form is

\[
\mathcal{E}_{\mathbb{R}^n}(u, v) = \frac{C(n, s)}{2} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{(u(x) - u(y)) \cdot (v(x) - v(y))}{|x - y|^{n+2s}} \, dx \, dy
\]

In probabilistic terms, the associated stochastic process is the standard symmetric \( \alpha \)-stable Lévy process (with \( \alpha = 2s \)), killed upon leaving \( \Omega \). This is the operator that we consider in definition 2.3 and theorem 1.1 and it has been also used for instance in [19] (in even a more general form, called there the fractional \( p \)-Laplacian).

ii) A second option is to consider the so called regional fractional Laplacian, which is defined from the spectral decomposition. This coincides with the operator obtained from the Caffarelli-Silvestre extension on a cylinder based in \( \Omega \) (see [2]). The associated stochastic process is the subordinate killed Brownian motion studied in [31].

We don’t know if the analogue of theorem 1.1 hold for the fractional Laplacian in \( \Omega \) in the sense of ii) or iii).

We shall need the following strong minimum principle for weak supersolutions, which can be found in [3]. We start by a definition:

**Definition 2.5.** We say that \( u \in H^{s,2}_0(\Omega) \) is a weak supersolution of

\[
(-\Delta)^s u = 0 \quad \text{in } \Omega \quad u \equiv 0 \quad \text{in } \Omega - \mathbb{R}^n
\]

if

\[
\int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{(u(x) - u(y)) \cdot (\varphi(x) - \varphi(y))}{|x - y|^{n+2s}} \, dx \, dy \geq 0
\]

for all \( \varphi \in C^\infty_0(\Omega) \), \( \varphi \geq 0 \).

Then we may state the result:

**Theorem 2.6** ([3], theorem A.1, case \( p = 2 \)). Let \( \Omega \subset \mathbb{R}^n \) be an open bounded set, which is connected. Let \( s \in (0,1) \) and \( u \in H^s_0(\Omega) \) be a weak supersolution of (9) in the sense of the previous definition such that \( u \geq 0 \) in \( \Omega \). Let us suppose that

\[
u \not\equiv 0 \quad \text{in } \Omega
\]

Then \( u > 0 \) almost everywhere in \( \Omega \).
We shall need also the following elementary calculus lemma, which proof is straightforward

**Lemma 2.7.** Consider the function \( f : (0, \infty) \to \mathbb{R} \)

\[
f(\lambda) = C_1 \lambda^{\epsilon_1} + C_2 \lambda^{-\epsilon_2}
\]

where \( C_1, C_2, \epsilon_1, \epsilon_2 > 0 \). Then \( f \) archives its minimum at the point

\[
\lambda_0 = \left( \frac{C_2 \epsilon_2}{C_1 \epsilon_1} \right)^{1/(\epsilon_1 + \epsilon_2)}
\]

and

\[
f(\lambda_0) = C_1^{\epsilon_2/(\epsilon_1 + \epsilon_2)} C_2^{\epsilon_1/(\epsilon_1 + \epsilon_2)} k(\epsilon_1, \epsilon_2)
\]

where \( k(\epsilon_1, \epsilon_2) \) depends only on the exponents \( k_1 \) and \( k_2 \).

3. A generalization of Strauss Radial Lemma

In this section, we shall prove a version of Strauss radial lemma for the space \( H^{s,q,a,\text{rad}}(\mathbb{R}^n) \), generalizing lemma 2.2 in [25].

**Theorem 3.1.** Assume that \( s > \frac{1}{2} \), and that \(- (n-1) \leq a < n(q-1)\) Define the exponents

\[
\theta = \theta(s, q) = \frac{2}{2sq + 2 - q} \quad (0 < \theta < 1)
\]

and

\[
\sigma = \theta \frac{n-1}{2} + (1 - \theta) \frac{n-1+a}{q} = \frac{2as + 2ns - a - 2s}{2qs - q + 2}
\]

For any radial function \( u \in H^{s,q,a,\text{rad}}(\mathbb{R}^n) \), we have that

\[
|u(x)| \leq C(n, s, q, a) |x|^{-\sigma} \|u\|_{H^s} \|u\|^{1-\theta}_{L^q}
\]

As a consequence, any function \( u \in H^{s,q,a,\text{rad}}(\mathbb{R}^n) \) is equal a.e. to a continuous function in \( \mathbb{R}^n - \{0\} \) and we have that

\[
|u(x)| \leq C(n, s, q, a) |x|^{-\sigma} \|u\|_{H^{s,a}}
\]

For the proof we need the following lemmas,

**Lemma 3.2** ([28], theorem 3.3 of chapter IV). Let \( u \in L^{1}_{\text{rad}}(\mathbb{R}^n) \) be a radial function, \( u(x) = u_0(|x|) \). Then its Fourier transform \( \hat{u} \) is also radial, and it is given by:

\[
\hat{u}(\omega) = (2\pi)^{n/2} |\omega|^{-\nu} \int_0^{\infty} u_0(r) J_{\nu}(r|\omega|) r^{n/2} \, dr
\]

where \( \nu = \frac{n}{2} - 1 \) and \( J_{\nu} \) denotes the Bessel function of order \( \nu \).
Remark 3.3. If $u$ is a radial function, in particular is even ($u(-x) = u(x)$).

It follows than the inverse Fourier transform of $u$, coincides with the Fourier transform. In other words, for radial functions $u \in L^1_{rad}(\mathbb{R}^n)$, we can write Fourier inversion formula as:

\begin{equation}
 u(x) = (2\pi)^{n/2} |x|^{-\nu} \int_0^\infty (\hat{u})_0(r) J_{\nu}(r|x|) r^{n/2} \, dr
\end{equation}

Lemma 3.4 (Asymptotics of Bessel functions, [28], lemma 3.1 of chapter IV). If $\lambda > -1/2$, then

\begin{equation}
 |J_\lambda(r)| \leq C r^{-1/2}
\end{equation}

Lemma 3.5. Let $\gamma > n - \frac{1}{p}$ and consider the operator

\[ S_\gamma f(x) = \int_{\mathbb{R}^n} \frac{f(y)}{(1 + |x - y|^2)^{\gamma/2}} \, dy \]

Then if $-\frac{n-1}{p} < \alpha < \frac{n}{p}$, there exists $C > 0$ such that for any radial function $f$,

\[ |S_\gamma f(x)| \leq C |x|^{-(n-1)/p-\alpha} \|x^\alpha f\|_{L^p} \]

Proof. This is a special case $\beta = -\frac{n-1}{p} - \alpha$, $q = \infty$ and $\tilde{p} = \tilde{q} = p$ of lemma 2.3 in [9]. \hfill \square

Now we proceed to the proof of theorem 3.1

Proof. Let $u \in H^{s,q,a}_{q,a,rad}(\mathbb{R}^n)$. We choose a radial function $\psi \in C_0^\infty(\mathbb{R}^n)$ such that $\psi \equiv 1$ in the ball $B(0,1)$. Moreover, we consider $\phi = \hat{\psi}$ which will be a radial function in the Schwartz class $\mathcal{S}(\mathbb{R}^n)$, and we use it to split $u$ into low and high frequency parts, as

\[ u(x) = h(x) + l(x) \]

where $l(x) = (u * \phi_t)(x)$ with $\phi_t(x) = t^{-n}\phi(x/t)$ (Since $u \in L^1(\mathbb{R}^n)$, as $a < q(n-1)$, $l$ and $h$ are well defined). We call $l$ the low frequency part of $u$, since its Fourier transform

\[ \hat{l}(\omega) = \hat{u}(\omega)\psi(t\omega) \]

is supported in the ball $B(0,1/t)$. In a similar way,

\begin{equation}
 \hat{h}(\omega) = \hat{u}(\omega)(1 - \psi(t\omega))
\end{equation}

is supported in the region $|\omega| \geq 1/t$. 

For the high frequency part, \( h \) we use an estimate on the frequency side. Indeed, writing the Fourier inversion formula (12) for \( h \), and using the bound (13) for the Bessel functions, we get that: have that

\[
\|h(x)\| \leq C_n \|x\|^{-\frac{n-1}{2}} \int_0^\infty |\hat{h}(r)| r^{\frac{n-1}{2}} \, dr
\]

Hence, using the Cauchy-Schwarz inequality and (14), we see that

\[
|h(x)| \leq C_n |x|^{-\frac{n-1}{2}} \left( \int_0^\infty |(\tilde{u})(r)|^2 r^{2s} r^{n-1} \, dr \right)^{1/2} \left( \int_0^\infty |1 - \psi_0(tr)|^2 r^{-2s} \, dr \right)^{1/2}
\]

\[
\leq C_n |x|^{-\frac{n-1}{2}} \left( \int_{\mathbb{R}^n} |\tilde{u}(\omega)|^2 |\omega|^{2s} \, d\omega \right)^{1/2} \left( \int_{1/t}^\infty |1 - \psi_0(tz)|^2 z^{-2s} \, dz \right)^{1/2}
\]

\[
\leq C_n |x|^{-\frac{n-1}{2}} t^{s-\frac{1}{2}} \|u\|_{H^s} \left( \int_1^\infty |1 - \psi_0(z)|^2 z^{-2s} \, dz \right)^{1/2}
\]

\[
\leq C |x|^{-\frac{n-1}{2}} t^{s-\frac{1}{2}} \|u\|_{H^s}
\]
as the last integral is finite, since \( s > 1/2 \) by hypothesis.

Now we consider the low frequency part, and we use an estimate on the space side. We fix \( \gamma > (n-1-a)/q \). Then, since \( \phi \in \mathcal{S}(\mathbb{R}^n) \), there exist \( C > 0 \) such that

\[
|\phi(x)| \leq C(1 + |x|^2)^{-\gamma/2}
\]

Then we estimate \( l \) as follows,

\[
|l(x)| \leq |u(x)| * |\phi_t(x)| \leq C \int_{\mathbb{R}^n} \frac{1}{|t^n|} \frac{|u(y)|}{(1 + |x-y|/t)^{\gamma/2}} \, dy
\]

\[
\leq C \int_{\mathbb{R}^n} \left| \frac{u(tz)}{1 + \left| \frac{y}{t} - z \right|^2} \right| \, dz \quad (y = tz)
\]

\[
\leq C S_\gamma(u_t) \left( \frac{x}{t} \right) \quad \text{where } u_t(z) = u(tz)
\]

\[
\leq C \left| x \right|^{-\frac{(n-1+a)}{q}} \left( \int_{\mathbb{R}^n} |u(y)|^q \left| \frac{y}{t} \right|^{q} \, dy \right)^{1/q} \quad \text{by lemma 3.5 (with } p = q, \alpha = a/q \text{)}
\]

\[
\leq C t^{\frac{(n-1+a)}{q}} |x|^{-\frac{(n-1+a)}{q}} \left( \int_{\mathbb{R}^n} |u(y)|^q \left| \frac{y}{t} \right|^{q} \, dy \right)^{1/q}
\]

\[
\leq C t^{-1/q} |x|^{-\frac{(n-1+a)}{q}} \|u\|_{L^q_t}
\]

Therefore, collecting our estimates, we have that

\[
|u(x)| \leq |h(x)| + |l(x)|
\]

\[
\leq C \left[ |x|^{-\frac{(n-1)}{2}} t^{s-\frac{1}{2}} \|u\|_{H^s} + |x|^{-\frac{(n-1+a)}{q}} t^{-1/q} \|u\|_{L^q_t} \right]
\]
We choose \( t \) in order to minimize the right hand side of this expression, using lemma 2.7 with
\[
e_1 = s - 1/2
\]
\[
e_2 = 1/q
\]
\[
C_1 = |x|^{-(n-1)/2} [u]_{H^s}
\]
\[
C_2 = |x|^{-(n-1+q)/q} \|u\|_{L_q^q}
\]
We obtain (10), and (11) follows immediately.

Now let \( u \in H^s_{q,a,rad}(\mathbb{R}^n) \) and consider a sequence \((u_n)\) in \( C_0^\infty(\mathbb{R}^n) \) that \( u_n \to u \) in \( H^s_{q,a,rad}(\mathbb{R}^n) \). Then,
\[
|u_n(x) - u_m(x)| \leq C |x|^{-\sigma} \|u_n - u_m\|_{H^s_{q,a}}
\]
It follows that \((u_n)\) converges uniformly on compact subsets of \( \mathbb{R}^n \setminus \{0\} \) to a continuous function, which can be taken as a continuous representative of \( u \).

**Remark 3.6.** When \( p = 2 \) and \( a = 0 \), we get the Strauss inequality for the usual fractional Sobolev space \( H^s(\mathbb{R}^n) \) (for \( s > \frac{1}{2} \))
\[
|u(x)| \leq C(n, s) |x|^{-(n-1)/2} \left[ \left( \int_0^\infty |\hat{u}(r)|^2 r^{n-1} dr \right)^{1/2} \right]^{1/2}
\]
and as consequence
\[
|u(x)| \leq C(n, s) |x|^{-(n-1)/2} \|u\|_{H^s(\mathbb{R}^n)}
\]
Indeed in this particular case, the above proof can be simplified. We can take \( \psi(x) \) as the characteristic function of the unit ball (which is not \( C^\infty \), but we don’t need it for this alternative proof), and estimate the low frequency part \( l \) on the Fourier side, by using lemma 3.2, lemma 3.4 and Plancherel theorem (as we did before for \( h \)).
\[
|l(x)| \leq C_n |x|^{-(n-1)/2} \int_0^\infty |\hat{l}(r)| r^{(n-1)/2} dr
\]
\[
\leq C_n |x|^{-(n-1)/2} \int_0^{1/t} |\widehat{(u)}(r)| r^{(n-1)/2} dr
\]
\[
\leq C_n |x|^{-(n-1)/2} t^{-1/2} \left( \int_0^{1/t} |\widehat{(u)}(r)|^2 r^{n-1} dr \right)^{1/2}
\]
\[
\leq C_n |x|^{-(n-1)/2} t^{-1/2} \|\widehat{u}\|_{L^2}
\]
\[
\leq C_n |x|^{-(n-1)/2} t^{-1/2} \|u\|_{L^2}
\]
and we have arrived to the same estimate for \( l \) as before, but without using lemma 3.5. This is essentially the argument that we have used in \( \S \) to derive (16). A technique similar to the ours, has been used by Y. Cho and T. Ozawa [4] to derive various related Sobolev inequalities with symmetries.
However, this simpler approach does not work in the general case of theorem 3.1.

The inequality (17) is a particular case of the results of W. Sickel and L. Skrzypczak [30], who proved a version of Strauss lemma for Besov and Tribel-Lizorkin spaces, since $H^s(\mathbb{R}^n)$ coincides with the Tribel-Lizorkin space $F^s_{p,2}(\mathbb{R}^n)$. However, the above proof is much simpler than the proof in [30], which is based on an atomic decomposition.

Remark 3.7. When $s = 1$, $H^s_{q,a}(\mathbb{R}^n)$ coincides with the space $X$ considered by Sintzoff [25], and as said before, our result (partially) extends lemma 2.2 in [25] to the fractional case $s > 1/2$.

However, Sintzoff's proof (which is based like the original proof in [29] in an integration by parts argument), does not have the restriction $a < (n-1)q$ (that comes from the use of lemma 3.5). We conjecture that this restriction is not necessary for theorem 3.1 to hold, but we have not been able to remove it.

4. Hölder continuity estimates

In this section, we show that the same kind of estimates in the proof of theorem 3.1 can be used to obtain local Hölder continuity of the functions in $H^s_{q,a,rad}(\mathbb{R}^n)$. This fact will be useful later for proving compactness of the embedding of this space into weighted $L^p$ spaces.

Theorem 4.1. Let $\Omega_\varepsilon = \{x \in \mathbb{R}^n : |x| \geq \varepsilon\}$. Then the continuous representative of a function $u \in H^s_{q,a,rad}(\mathbb{R}^n)$ is Hölder continuous in $\Omega_\varepsilon$, and moreover there exists a constant $C_\varepsilon > 0$ such that

$$|u(x_1) - u(x_2)| \leq C_\varepsilon |x_1 - x_2|^\alpha \|u\|_{H^s_{q,a}(\mathbb{R}^n)}$$

with

$$\alpha = \frac{s - 1/2}{s + 1/q - 1/2}$$

Proof. We use the same decomposition $u = h + l$ as in the proof of theorem 3.1. For the low frequency part $l$, we know that $\nabla l(x) = u * \nabla(\phi_t)(x)$. Hence,

$$|\nabla l(x)| \leq C \frac{1}{t^{n+1}} \int_{\mathbb{R}^n} |u(y)| \left| \nabla \phi \left( \frac{x - y}{t} \right) \right| dy$$

Now all the partial derivatives $\frac{\partial \phi}{\partial x_i}$ are also in $\mathcal{S}(\mathbb{R}^n)$. Hence estimating this integral using lemma 3.3 as before, we get:

$$|\nabla l(x)| \leq C t^{-1/q-1} |x|^{-(n-1+a)/q} \|u\|_{L^q_a}$$

Recalling that $l$ is radial, and using the mean value theorem, we get

$$|l_0(\rho_1) - l_0(\rho_2)| \leq C_\varepsilon t^{-1/q-1} |\rho_1 - \rho_2| \|u\|_{L^q_a} \text{ for all } \rho_1, \rho_2 \geq \varepsilon$$
Now, for the high frequency part, using the estimates in the proof of theorem 3.1, we have that
\[ |h_0(\rho_1) - h_0(\rho_2)| \leq |h(\rho_1)| + |h(\rho_2)| \leq C_\varepsilon t^{s-1/2} [u]_{H^s} \]
Collecting our estimates, we find that
\[ |u_0(\rho_1) - u_0(\rho_2)| \leq C_\varepsilon \left[ t^{s-1/2} [u]_{H^s} + t^{-1/q-1} |\rho_1 - \rho_2| \|u\|_{L^q} \right] \]
Choosing \( t \) to minimize the right hand side according to lemma 2.7 as before, gives
\[ |u_0(\rho_1) - u_0(\rho_2)| \leq C_\varepsilon \|\rho_1 - \rho_2\| [u]_{H^s} \]
and as a consequence, we obtain 18.

5. Embedding theorems

In this section, we prove some embedding theorems for spaces of radial functions. We remark that the power weight \(|x|^c\) produces the presence of a shifted Sobolev critical exponent \(2^*_b\) in all of them.

The following lemma is an special case of the result of [7], that state here in our present notation for convenience of the reader, and generalizes a result due to Rother [22] (that corresponds to the case \(s = 1\)).

**Lemma 5.1.** Let \(0 < s < \frac{n}{2}, \ c > -2s, \ c(1 - 2s) \leq 2s(n - 1), \ 2 \leq q = 2^*_c := \frac{2(n+c)}{n-2s}\). Then we have that
\[ \left( \int_{\mathbb{R}^n} |x|^c |u|^q \right)^{1/q} \leq C [u]_{H^s} \]
for any radial function \(u \in C_0^\infty(\mathbb{R}^n)\).

**Proof.** Take \(\gamma = n - s, \ p = 2, \ \alpha = 0, \ \beta = -c/q\) in the result of [7] (theorem 1.2), and recall that \(T_{n-s}u = C(-\Delta)^{-s/2}u\), where \(T_{\gamma}\) denotes the fractional integral
\[ T_{\gamma}u(x) = \int_{\mathbb{R}^n} \frac{u(y)}{|x-y|^\gamma} \, dy \]

We start by proving a Gagliardo-Nirenberg type inequality

**Lemma 5.2.** Assume that \(\max(q,2) < p < 2^*_b = \frac{2(n+b)}{n-2s}, \ a < n(q-1)\) and
\[ a(p - 2 - 2ps) + b(2qs - q + 2) < 2s(p - q)(n - 1) \]
Then, there exist \( \eta = \eta(n, s, p, q, a, b) \) with \( 0 < \eta < 1 \) such that for any radial function \( u \in C_0^\infty(\mathbb{R}^n) \)

\[
(21) \quad \left( \int_{\mathbb{R}^n} |x|^b |u|^p \, dx \right)^{1/p} \leq C \left[ u \right]_{H^s}^\eta \left( \int_{\mathbb{R}^n} |x|^q |u|^q \, dx \right)^{(1-\eta)/q}
\]

Proof. We divide the integral in \( |x| \leq \lambda \), and \( |x| \geq \lambda \). We define \( c \) by \( p = \frac{2(n+c)}{n-2s} \). The hypothesis \( p < 2^* \) gives that \( c < b \). Moreover \( c > -2s \) since \( p > 2 \). Then lemma \([5.1]\) gives that

\[
\int_{|x| \leq \lambda} |x|^b |u|^p \, dx \leq C\lambda^{b-c} \left[ u \right]_{H^s}^p
\]

On the other hand, using theorem \([3.1]\) we have that

\[
\int_{|x| > \lambda} |x|^b |u|^p \, dx = \int_{|x| > \lambda} |x|^a |u|^q |x|^{b-a} |u|^{p-q} \, dx
\]

\[
\leq C \int_{|x| > \lambda} |x|^a |u|^q |x|^{b-a-\sigma(p-q)} \left[ u \right]_{H^s}^{\theta(p-q)} \|u\|_{L^q_\lambda}^{(1-\theta)(p-q)} \, dx
\]

\[
\leq C\lambda^{b-a-\sigma(p-q)} \left[ u \right]_{H^s}^{\theta(p-q)} \|u\|_{L^q_\lambda}^{(1-\theta)(p-q)+q}
\]

with

\[
\sigma = \frac{2as + 2ns - a - 2s}{2qs - q + 2}, \quad \theta = \frac{2}{2sq + 2 - q} \quad (0 < \theta < 1)
\]

provided that \( b - a < \sigma(p-q) \) which is equivalent to \([20]\).

We collect our estimates

\[
\int_{\mathbb{R}^n} |x|^b |u|^p \, dx \leq C \left[ \lambda^{b-c} \left[ u \right]_{H^s}^p + \lambda^{b-a-\sigma(p-q)} \left[ u \right]_{H^s}^{\theta(p-q)} \|u\|_{L^q_\lambda}^{(1-\theta)(p-q)+q} \right]
\]

and optimize for \( \lambda \) using lemma \([2.7]\) with

\[
e_1 = b - c
\]

\[
e_2 = \sigma(p-q) - (b-a)
\]

\[
C_1 = \left[ u \right]_{H^s}^p
\]

\[
C_2 = \left[ u \right]_{H^s}^{\theta(p-q)} \|u\|_{L^q_\lambda}^{(1-\theta)(p-q)+q}
\]

Hence we get \([21]\) with

\[
\eta = \frac{e_2}{e_1 + e_2} + \theta(1 - q/p) \left( \frac{e_1}{e_1 + e_2} \right)
\]

\[
\square
\]

**Theorem 5.3.** If \( 1 < q < p, \ 2 < p < 2^* = \frac{2(n+b)}{n-2s}, \ a < n(q-1) \) and

\[
(22) \quad a(p - 2 - 2ps) + b(2qs - q + 2) < 2s (p-q)(n-1)
\]

then we have a continuous and compact embedding

\[
H^s_{q,a,rad}(\mathbb{R}^n) \subset L^p(\mathbb{R}^n, |x|^b \, dx)
\]
Proof. The continuity of the embedding follows from lemma 5.2. To prove the compactness, we shall follow the argument employed by Sintzoff in [25], with some modifications.

Since \( H_{q,a}^s(\mathbb{R}^n) \) is reflexive, it is enough to see that for every given sequence \((u_n)\) that converges weakly to 0 in \( H_{q,a}^s(\mathbb{R}^n) \), we have that \( \|u_n\|_{L^b_p} \to 0 \).

Since \((u_n)\) is weakly convergent, \((u_n)\) is bounded in \( H_{q,a}^s(\mathbb{R}^n) \),

\[ \|u_n\|_{H_{q,a}^s} \leq M \]

Given \( \varepsilon > 0 \), we divide the domain \( \mathbb{R}^n \) in three parts:

\[ (23) \]

\[ \|u_n\|_{L^b_p}^p = \int_{|x| \leq \lambda} |x|^b |u_n|^p \, dx + \int_{|x| > \lambda} |x|^b |u_n|^p \, dx + \int_{\lambda \leq |x| \leq \frac{1}{\lambda}} |x|^b |u_n|^p \, dx \]

where \( \lambda = \lambda(\varepsilon) \) will be chosen later.

**First term:**
As before, we define \( c \) by \( p = \frac{2(n+c)}{n-2s} \), where \( c < b \). Then by lemma 5.1, we deduce that

\[ \int_{|x| \leq \lambda} |x|^b |u_n|^p \, dx \leq C\lambda^{b-c} [u_n]_{H^s}^p \leq C\lambda^{b-c} M^p < \frac{\varepsilon}{3} \] for \( \lambda \geq \lambda_0(\varepsilon) \).

**Second term:** Again, we use theorem 3.1 in this part, recalling that \( b - a < \sigma(p - q) \) is equivalent to (22):

\[
\int_{|x| > \lambda} |x|^b |u_n|^p \, dx = \int_{|x| > \lambda} |x|^a |u_n|^q |x|^{b-a} |u_n|^{p-q} \, dx \\
\leq C \int_{|x| > \lambda} |x|^a |u_n|^q |x|^{b-a-\sigma(p-q)} [u_n]_{H^s}^{\sigma(p-q)} \|u_n\|_{L^q_{b-a}}^{(1-\sigma)(p-q)} \, dx \\
\leq C\lambda^{b-a-\sigma(q-p)} M^{p-q} \\
< \frac{\varepsilon}{3} \text{ for } \lambda \geq \lambda_1(\varepsilon). \]

**Third term:** Finally, we fix \( \lambda = \max(\lambda_0(\varepsilon), \lambda_1(\varepsilon)) \).

Consider then, any subsequence \((u_{n_k})\) of \((u_n)\). From theorems 3.1 and 4.1, \((u_n)\) is equibounded and equicontinuous in \( A_\lambda = \{ x \in \mathbb{R}^n : \lambda \leq |x| \leq \frac{1}{\lambda} \} \). From the Arzela-Ascoli theorem, \( u_{n_k} \) admits a subsequence \( u_{n_{k_j}} \) such that \( u_{n_{k_j}} \) converges uniformly in \( A_\lambda \).

Therefore, the whole sequence \((u_n)\) converges uniformly to 0 in \( \Omega_\varepsilon \), and hence

\[ \int_{A_\varepsilon} |x|^b |u_n|^p \, dx < \frac{\varepsilon}{3} \text{ if } n \geq n_0(\varepsilon) \]

and hence \( \|u_n\| < \varepsilon \) if \( n \geq n_0 \).

Therefore \( u_n \to 0 \) in \( L^b_p(\mathbb{R}^n) \), and we conclude the proof. □
Using this theorem with $q = 2$, the Lagrange multiplier rule and the symmetric criticality principle \[20\] \((\mathcal{H}^s_{2,a,\text{rad}}(\mathbb{R}^n))\) is the invariant subspace of \(\mathcal{H}^s_{2,a}(\mathbb{R}^n)\) under the action of the orthogonal group \(O(n)\), which is a compact Lie group), we immediately get:

**Corollary 5.4.** Let 
\[
2 < p < \frac{2(n+b)}{n-2s}, \quad a < n \quad \text{and} \quad a(p-2-2ps) + 4bs < 2s(p-2)(n-1)
\]

Let us consider the minimization problem
\[
m = \inf \left\{ [u]^2_{\mathcal{H}^s} + \int_{\mathbb{R}^n} |x|^a u^2 \, dx : u \in \mathcal{H}^s_{2,a,\text{rad}}(\mathbb{R}^n), \int_{\mathbb{R}^n} |x|^b (u^+)^p = 1 \right\}
\]

Then \(m = m(a,b,p,s) > 0\) and is achieved. Hence, problem
\[
-(\Delta)^s u + |x|^a u^2 = |x|^b u^{p-1} \quad u \in \mathcal{H}^s_{2,a,\text{rad}}(\mathbb{R}^n)
\]

admits a non negative radial solution.

Moreover, using symmetric versions of the Mountain pass theorem as in \[25\], applied to the functional
\[
\Phi(u) = \frac{1}{2} [u]^2_{\mathcal{H}^s} + \frac{1}{q} \|u\|^q_{L^q} - \frac{1}{p} \|u\|^p_{L^p} \quad u \in \mathcal{H}^s_{q,a,\text{rad}}(\mathbb{R}^n)
\]

we can also prove:

**Corollary 5.5.** Let \(n \geq 3\), \(q > 1\), \(s > n/2\), \(\max(2,q) < p < \frac{2(n+b)}{n-2s}\)
and \(a(p-2-2ps) + b(2qs - q + 2) < 2s(p-q)(n-1)\)

Then problem
\[
-(\Delta)^s u + |x|^a |u|^{q-2} u = |x|^b u^{p-1} \quad u \in \mathcal{H}^s_{2,a,\text{rad}}(\mathbb{R}^n)
\]

admits a non negative radial solution, and infinitely many radial solutions \(u_k\) such that \(\Phi(u_k) \to +\infty\)

The proofs of these corollaries are exactly as in \[25\]. Hence, they are of omitted.

### 6. Proof of the Symmetry Breaking Result

In this section, we prove theorem \[11\] on symmetry breaking for problem \[4\] in a large ball. For the proof, we need the following lemma which allows us to carry the arguments involving cut-off functions in the setting of the fractional Laplacian.

**Lemma 6.1.** Let \(0 < s < 1\) and \(\eta \in C^\infty(\mathbb{R})\) such that \(\eta = 1\) on \((-\infty, 1/2)\), \(0 \leq \eta \leq 1\) and \(\sup(\eta) \subset (-\infty, 1]\). Set
\[
\eta_R(x) = \eta(|x|/R)
\]

Then, if \(u \in \mathcal{H}^s(\mathbb{R}^n)\), then
\[
\eta_R \cdot u \to u \quad \text{in} \quad \mathcal{H}^s(\mathbb{R}^n) \quad \text{as} \quad R \to \infty
\]
Moreover if \( s < \min(1, \frac{n}{2}) \), \( u \in H^{s}_{q,a}(\mathbb{R}^n) \) then
\[
\eta_{R} \cdot u \to u \quad \text{in} \quad H^{s}_{q,a}(\mathbb{R}^n) \quad \text{as} \quad R \to \infty
\]

**Proof.** A simple proof of the first assertion is given in [21], which is based on a bounded convergence argument. The second assertion follows immediately, likewise (recall corollary 2.2). \( \square \)

Now we are ready to give the proof of the symmetry breaking result.

**Proof.** Following the idea of [25], we consider the minimization problems:

\[
M(R) = \inf \left\{ [u]^{2}_{H^{s}} + \int_{B_{R}} |x|^a u^2 \, dx : u \in H^{s}_{2,a,0}(B_{R}), \int_{B_{R}} |x|^b (u^+)^p = 1 \right\}
\]

\[
m(R) = \inf \left\{ [u]^{2}_{H^{s}} + \int_{B_{R}} |x|^a u^2 \, dx : u \in H^{s}_{2,a,0,rad}(B_{R}), \int_{B_{R}} |x|^b (u^+)^p = 1 \right\}
\]

and the corresponding minimization problems for \( \mathbb{R}^n \)

\[
M(\infty) = \inf \left\{ [u]^{2}_{H^{s}} + \int_{\mathbb{R}^n} |x|^a u^2 \, dx : u \in H^{s}_{2,a,0}(\mathbb{R}^n), \int_{\mathbb{R}^n} |x|^b (u^+)^p = 1 \right\}
\]

\[
m(\infty) = \inf \left\{ [u]^{2}_{H^{s}} + \int_{\mathbb{R}^n} |x|^a u^2 \, dx : u \in H^{s}_{2,a,0,rad}(\mathbb{R}^n), \int_{\mathbb{R}^n} |x|^b (u^+)^p = 1 \right\}
\]

where the Gagliardo \([\cdot]_{H^{s}}\) is always taken in \( \mathbb{R}^n \), i.e. is given by (6) in both cases.

The main idea of the proof is to compare the minimum energy levels for those problems.

First we consider the minimization problems \( m(R) \) and \( M(R) \), for the ball \( B_{R} \). We note that we have a continuous embedding

\[
H^{s}_{2,a,0}(B_{R}) \hookrightarrow H^{s}_{0}(B_{R})
\]

hence \( m(R) \) and \( M(R) \) are well defined. Moreover since \( p < 2^* \), by Rellich theorem, the embedding \( H^{s}_{2,a,0}(B_{R}) \hookrightarrow L^{p}(B_{R}) \) is compact. It follows that \( m(R) \) and \( M(R) \) are achieved, and are positive for every \( R > 0 \). Moreover, since for every \( u \in H^{s}_{2,a,0}(B_{R}) \), \( u^+ \) is in the same space and we have that

\[
[u^+]_{H^{s}} \leq [u]_{H^{s}}
\]

we see that they have non negative minimizer, which by the Lagrange multiplier rule (and the symmetric criticality principle [20] in the case of \( m(R) \)) are weak solutions of in the sense of definition 2.3 of

\[
-(\Delta)^s u + |x|^a u = \lambda |x|^b u^{p-1} \quad \text{in} \quad B_{R}
\]

\[
u \geq 0 \quad \text{a.e. in} \quad B_{R}, \quad u \equiv 0 \quad \text{in} \quad \mathbb{R}^n - B_{R}
\]

(24)
for some $\lambda$. Using $u$ itself as a test function, we see that $\lambda = M(R) > 0$ (respectively $\lambda = m(R) > 0$), so since $p \neq 2$, by replacing $u$ by some positive multiple, we can get solutions of (24) with $\lambda = 1$. Moreover, by the strong minimum principle (Theorem 2.6) those minimizers are strictly positive almost everywhere in $B_R$.

Next we consider the minimization problems $m(\infty)$ and $M(\infty)$ for the whole space $\mathbb{R}^n$. In a similar way as before, it follows from Theorem 5.3 (with $q = 2$), that $m(\infty)$ is achieved and is positive. We remark that the condition $b - a < \sigma(n,s,2,a)(p - 2)$ in that theorem is equivalent to (3).

However, we claim that $M(\infty) = 0$. To see that, choose $u \in C_0^\infty(B_1)$, $u \not\equiv 0$, $u \geq 0$ and consider the translated functions $u_t(x) = u(x - tv)$ for a fixed unitary vector $v \in \mathbb{R}^n$. Then,

$$ M(\infty) \leq \frac{[u_t]^2_{H^s} + \int_{\mathbb{R}^n} |x|^a u_t^2 \, dx}{(\int_{\mathbb{R}^n} |x|^b u_t^p \, dx)^{2/p}} $$

We have that following estimates

$$ [u_t]_{H^s} = [u]_{H^s} \int_{\mathbb{R}^n} |x|^a u_t^2 \, dx = \int_{B_1} |y + tv|^a u^2(y) \, dy \leq (1 + t)^a \int_{B_1} u^2(y) \, dy $$

$$ \int_{\mathbb{R}^n} |x|^b u_t^p \, dx = \int_{B_1} |y + tv|^b u^p(y) \, dy \geq (t - 1)^b \int_{B_1} u^p(y) \, dy $$

Hence, since $2b > ap$, we see that $M(\infty) = 0$ by letting $t \to +\infty$ in (25).

We claim that

$$ \lim_{R \to +\infty} M(R) = M(\infty) $$

(26)

$$ \lim_{R \to +\infty} m(R) = m(\infty) $$

(27)

It is clear that $M(R) \geq M(\infty)$, $m(R) \geq m(\infty)$. On the other hand, let us prove (26): given $\varepsilon > 0$, choose $u \in H^s_{2,a}(\mathbb{R}^n)$ such that

$$ \int_{\mathbb{R}^n} |x|^b (u^+)^p = 1 $$

and

$$ E(u) := [u]^2_{H^s} + \int_{\mathbb{R}^n} |x|^a u^2 \, dx < M(R) + \varepsilon $$

Consider the cut-off functions $\eta_R$ constructed in Lemma 6.1. Then, from that lemma,

$$ E(\eta_R \cdot u) \to E(u) \quad \text{as} \quad R \to +\infty $$
Since $\eta_R \cdot u \in H^0_0(B_R)$, $M(R) \leq M(\eta_R u)$. We conclude that

$$M(R) \leq M(\infty) + \varepsilon \text{ for } R \geq R_0(\varepsilon).$$

This proves (26). The proof of (27) is similar.

It follows that if $R$ is large enough, $M(R) < m(R)$, and hence for $R$ large enough, the positive minimizers that we have found for $m(R)$ and $M(R)$ are different. Hence, problem (4) admits both a radial positive solution, and a non radial one.
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