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Abstract. We study the following quasilinear elliptic system for all $i = 1, \cdots, m$

$$-\text{div}(\Phi'(|\nabla u_i|^2)\nabla u_i) = H_i(u) \text{ in } \mathbb{R}^n$$

where $u = (u_i)_{i=1}^m: \mathbb{R}^n \to \mathbb{R}^m$ and the nonlinearity $H_i(u) \in C^1(\mathbb{R}^m) \to \mathbb{R}$ is a general nonlinearity. Several celebrated operators such as the prescribed mean curvature, the Laplacian and the $p$-Laplacian operators fit in the above form, for appropriate $\Phi$. We establish a Hamiltonian identity of the following form for all $x_n \in \mathbb{R}$

$$\int_{x_n-1}^{x_n+1} \left( \sum_{i=1}^m \left[ \frac{1}{2} \Phi(|\nabla u_i|^2) - \Phi'(|\nabla u_i|^2) |\partial_{x_n} u_i|^2 \right] - \tilde{H}(u) \right) dx' \equiv C,$$

where $x = (x', x_n) \in \mathbb{R}^n$ and $\tilde{H}$ is the antiderivative of $H = (H_i)_{i=1}^m$. This can be seen as a counterpart of celebrated pointwise inequalities provided by Caffarelli, Garofalo and Segala in [17] and by Modica in [42].

For the case of system of equations, that is when $m \geq 2$, we show that as long as

$$\alpha \geq \alpha^* := \inf_{s>0} \left\{ \frac{2s \Psi(s)}{\Phi(s)} \right\}$$

the function $I_\alpha(r) := \frac{1}{r^{n-1}} \int_{Br} \sum_{i=1}^m \Phi(|\nabla u_i|^2) - 2\tilde{H}(u) \right) dx' \equiv C$, where $x = (x', x_n) \in \mathbb{R}^n$ and $\tilde{H}$ is the antiderivative of $H = (H_i)_{i=1}^m$. This can be seen as a counterpart of celebrated pointwise inequalities provided by Caffarelli, Garofalo and Segala in [17] and by Modica in [42].

For the case of system of equations, that is when $m \geq 2$, we show that as long as

$$\alpha \geq \alpha^* := \inf_{s>0} \left\{ \frac{2s \Psi(s)}{\Phi(s)} \right\}$$

the function $I_\alpha(r) := \frac{1}{r^{n-1}} \int_{Br} \sum_{i=1}^m \Phi(|\nabla u_i|^2) - 2\tilde{H}(u) \right) dx' \equiv C$, where $x = (x', x_n) \in \mathbb{R}^n$ and $\tilde{H}$ is the antiderivative of $H = (H_i)_{i=1}^m$. This can be seen as a counterpart of celebrated pointwise inequalities provided by Caffarelli, Garofalo and Segala in [17] and by Modica in [42].

For the case of system of equations, that is when $m \geq 2$, we show that as long as

$$\alpha \geq \alpha^* := \inf_{s>0} \left\{ \frac{2s \Psi(s)}{\Phi(s)} \right\}$$

the function $I_\alpha(r) := \frac{1}{r^{n-1}} \int_{Br} \sum_{i=1}^m \Phi(|\nabla u_i|^2) - 2\tilde{H}(u) \right) dx' \equiv C$, where $x = (x', x_n) \in \mathbb{R}^n$ and $\tilde{H}$ is the antiderivative of $H = (H_i)_{i=1}^m$. This can be seen as a counterpart of celebrated pointwise inequalities provided by Caffarelli, Garofalo and Segala in [17] and by Modica in [42].

For the case of system of equations, that is when $m \geq 2$, we show that as long as

$$\alpha \geq \alpha^* := \inf_{s>0} \left\{ \frac{2s \Psi(s)}{\Phi(s)} \right\}$$

the function $I_\alpha(r) := \frac{1}{r^{n-1}} \int_{Br} \sum_{i=1}^m \Phi(|\nabla u_i|^2) - 2\tilde{H}(u) \right) dx' \equiv C$, where $x = (x', x_n) \in \mathbb{R}^n$ and $\tilde{H}$ is the antiderivative of $H = (H_i)_{i=1}^m$. This can be seen as a counterpart of celebrated pointwise inequalities provided by Caffarelli, Garofalo and Segala in [17] and by Modica in [42].

We prove De Giorgi type results for $H$-monotone and stable solutions in two and three dimensions when the system is symmetric. The remarkable point is that gradients of all components of solutions are parallel and the angle between vectors $\nabla u_i$ and $\nabla u_j$ is precisely $\arccos \left( \frac{\partial_j H_i}{\partial_j H_i} \right)$. In addition, we provide an optimal Liouville theorem regarding radial stable solutions of the above system with a general nonlinearity when the system is symmetric. We announce several natural open problems in this context as well.

2010 Mathematics Subject Classification. 35J45, 35J93, 35J92, 35J50.

Keywords: Quasilinear elliptic systems, Hamiltonian identity, monotonicity formula, De Giorgi’s conjecture, qualitative properties of solutions, prescribed mean curvature.

1. Introduction
2. Hamiltonian identities and monotonicity formulae
3. Geometric Poincaré and stability inequalities for systems
4. De Giorgi type results for symmetric systems
5. Liouville theorems for symmetric systems

References
1. Introduction

In [17], Caffarelli, Garofalo and Segala studied the following class of quasilinear equations arising in geometry

\[
\text{div}(\Phi'(|\nabla u|^2)\nabla u) = f(u) \quad \text{in} \quad \mathbb{R}^n, 
\]

where \( f \) is a \( C^1(\mathbb{R}) \) and \( \Phi \in C^2(\mathbb{R}^+) \) satisfies certain conditions that follow. Note that for the case of \( \Phi(s) = s \) the above equation is the standard semilinear elliptic equation. The prescribed mean curvature equation and the \( p \)-Laplace equation, i.e.

\[
\text{div}\left( \frac{\nabla u}{\sqrt{1 + |\nabla u|^2}} \right) = f(u) \quad \text{in} \quad \mathbb{R}^n, 
\]

\[
\text{div}\left( (\epsilon + |\nabla u|^2)^{\frac{p-2}{p}} \nabla u \right) = f(u) \quad \text{in} \quad \mathbb{R}^n \quad \text{for} \ \epsilon > 0, 
\]

respectively, fit in the form of (1.1) where \( \Phi \) is given respectively by

\[
\Phi(s) = 2(\sqrt{1 + s} - 1), \\
\Phi(s) = \frac{2}{p} \left( (\epsilon + s)^{\frac{p}{2}} - \epsilon^\frac{p}{2} \right).
\]

Throughout this paper we shall assume that \( \Phi(s), \Phi'(s) \) and \( \Phi'(s) + 2\Phi''(s)s \) are positive when \( s > 0 \).

In addition, without loss of generality let \( \Phi(0) = 0 \). Borrowing notations from [17], we shall refer to the following conditions often in this paper. Note that \( \Phi \) in (1.4) and (1.5) satisfies these conditions, respectively,

- **Condition (A).** There exist positive constants \( C_1, C_2 \) and \( \epsilon \geq 0 \) such that \( \Phi \in C^2(\mathbb{R}^+) \) and for every \( \eta, \zeta \in \mathbb{R}^n \)

  \[
  C_1(\epsilon + |\eta|)^{-1} \leq \Phi'(|\eta|^2) \leq C_2(\epsilon + |\eta|)^{-1}, \\
  C_1(\epsilon + |\eta|)^{-1} |\zeta'|^2 \leq \sum_{i,j=1}^m a_{i,j}(\eta) \zeta_i \zeta_j \leq C_2(\epsilon + |\eta|)^{-1} |\zeta'|^2,
  \]

  where \( \zeta' = (\zeta, \zeta_{n+1}) \in \mathbb{R}^{n+1} \) is orthogonal to the vector \((\eta, 1) \in \mathbb{R}^{n+1}\).

- **Condition (B).** There exist \( p > 1, \ \epsilon \geq 0 \) and positive constants \( C_1, C_2 \) such that \( \Phi \in C^2(\mathbb{R}^+) \) that for every \( \eta, \zeta \in \mathbb{R}^n \)

  \[
  C_1(\epsilon + |\eta|)^{p-2} \leq \Phi'(|\eta|^2) \leq C_2(\epsilon + |\eta|)^{p-2}, \\
  C_1(\epsilon + |\eta|)^{p-2} |\zeta|^2 \leq \sum_{i,j=1}^m a_{i,j}(\eta) \zeta_i \zeta_j \leq C_2(\epsilon + |\eta|)^{p-2} |\zeta|^2,
  \]

  where \( a_{i,j} \) in (1.9) and (1.7) are given by

  \[
  a_{i,j}(\eta) := 2\Phi''(|\eta|^2) \eta_i \eta_j + \Phi'(|\eta|^2) \delta_{ij}.
  \]

One of the main results provided in [17] is the following pointwise inequality. Note that this is a counterpart of the pointwise estimate given by Modica in [42] for the case of \( \Phi(s) = s \).

**Theorem A.** Suppose that \( f \in C^2(\mathbb{R}) \) with \( F \geq 0 \) and suppose that one of the following conditions hold

(i) Condition (A) holds and \( u \in W^{1,p}_{loc}(\mathbb{R}^n) \cap L^\infty(\mathbb{R}^n) \) is a solution to (1.1)

(ii) Condition (B) holds and \( u \in C^2(\mathbb{R}^n) \cap L^\infty(\mathbb{R}^n) \) is a solution to (1.1) and in addition \(|\nabla u| \in L^\infty(\mathbb{R}^n)\).

Then for every \( x \)

\[
2\Phi'(|\nabla u|^2)|\nabla u|^2 - \Phi(|\nabla u|^2) \leq 2F(u).
\]

In particular, the following pointwise estimates hold for specific \( \Phi \).

- **Suppose that \( \Phi(s) = s \), then**

  \[
  |\nabla u|^2 \leq 2F(u) \quad \text{in} \quad \mathbb{R}^n,
  \]

  where \( u \) is a bounded solution of the semilinear equation \( \Delta u = f(u) \) in \( \mathbb{R}^n \), provided by Modica in [42].
where \( \tilde{\Phi}(s) = 2(\sqrt{1 + s} - 1) \). Then

\[
(1.13) \quad \frac{\sqrt{1 + |\nabla u|^2} - 1}{\sqrt{1 + |\nabla u|^2}} \leq F(u) \text{ in } \mathbb{R}^n,
\]

for bounded solutions of the prescribed mean curvature equation that is \( \text{div} \left( \frac{\nabla u}{\sqrt{1 + |\nabla u|^2}} \right) = f(u) \) in \( \mathbb{R}^n \).

Suppose that \( \Phi(s) = \frac{2}{p} s^p \). Then

\[
(1.14) \quad |\nabla u|^p \leq \frac{p}{p-1} F(u) \text{ in } \mathbb{R}^n,
\]

where \( u \) is a bounded solution of the \( p \)-Laplace equation \( \text{div} \left( |\nabla u|^{p-2} \nabla u \right) = f(u) \) in \( \mathbb{R}^n \).

We study classical solutions of the following quasilinear system of equations

\[
(1.15) \quad - \text{div}(\Phi'(|\nabla u_i|^2) \nabla u_i) = H_i(u) \text{ in } \mathbb{R}^n,
\]

where \( u = (u_i)_{i=1}^m : \mathbb{R}^n \to \mathbb{R}^m \) and \( H_i(u) \in C^1(\mathbb{R}^m) \to \mathbb{R} \) for all \( i = 1, \ldots, m \). The above system has variational structure and the associated energy functional is given by

\[
(1.16) \quad E(u) = \int \sum_{i=1}^m \frac{1}{2} \Phi(|\nabla u_i|^2) - \tilde{H}(u),
\]

where \( \tilde{H} \) is defined such that \( \partial_i \tilde{H}(u) = H_i(u) \). Throughout this paper we use the notation \( u = (u_i)_{i=1}^m \), \( H(u) = (H_i(u))_{i=1}^m \) and \( \partial_i H_i(u) = \frac{\partial H_i(u)}{\partial u_i} \). We assume that \( \partial_i H_j(u) \partial_j H_i(u) > 0 \) for \( 1 \leq i \leq j \leq m \). The next definition is the notion of the symmetric systems, introduced by the author in [34]. Symmetric systems play a fundamental role throughout this paper when we deal with the energy functional given in (1.16) and when we study system (1.15) with a general nonlinearity \( H(u) \). Note that for the scalar equation case, that is when \( m = 1 \), (1.15) is clearly symmetric.

**Definition 1.1.** We call system (1.15) symmetric if the matrix of partial derivatives of all components of \( H \) given by

\[
(1.17) \quad \mathbb{H} := (\partial_i H_j(u))_{i,j=1}^m,
\]

is symmetric.

Hamiltonian identities are quite well-known in both mathematics and physics as important tools to study qualitative behaviour of entire solutions of differential equations and systems. They often directly or indirectly lead to certain properties which could be of great importance in the fields as well, such as monotonicity formulae. Consider the following symmetric system of ordinary differential equations that is a particular case of (1.15),

\[
(1.18) \quad -u_i'' = \partial_i \tilde{H}(u) \text{ in } \mathbb{R}.
\]

It is straightforward to see that the following Hamiltonian identity holds for solutions of (1.18)

\[
(1.19) \quad \frac{1}{2} \sum_{i=1}^m u_i'^2 + H(u) \equiv C \text{ in } \mathbb{R},
\]

where \( C \) is a constant. Equivalently, one can rewrite (1.18) in the form of a first order Hamiltonian system

\[
\begin{cases}
- u_i' = \partial_{u_i} \tilde{H}(u, v) \text{ in } \mathbb{R}, \\
- v_i' = -\partial_{u_i} \tilde{H}(u, v) \text{ in } \mathbb{R},
\end{cases}
\]

where \( \tilde{H}(u, v) = \frac{1}{2} \sum_{i=1}^m v_i^2 + H(u) \). Note that \( \tilde{H}(u, v) \equiv C \) on trajectories of solutions. These equations generalize Newton’s third law that is \( F = ma \) to system of equations where the momentum is not simply mass times velocity. The Hamiltonian \( \tilde{H}(u, v) \) normally represents the total energy of the system. We refer interested readers to [7, 40] for some original information regarding physical meaning of the system and to [29, 41] and references therein for variational theory of Hamiltonian systems.
Gui in [39] considered the gradient system $-\Delta u_i = \partial_t H(u)$, that is a higher-dimensional counterpart of (1.18), and established the following Hamiltonian identity,

$$
(1.20) \quad \int_{B^{n-1}} \left[ \frac{1}{2} \sum_{i=1}^{m} (|\nabla_x u_i|^2 - |\partial_x u_i|^2) - H(u(x)) \right] dx' \equiv C,
$$

for $x = (x', x_n) \in \mathbb{R}^{n-1} \times \mathbb{R}$. In this paper, we provide an extension of this inequality for solutions of quasilinear symmetric system (1.15). One might expect, at the first glance, that just replacing derivative terms with $\Phi(|\nabla_x u_i|^2) - \Phi(|\partial_x u_i|^2)$ could simply give the Hamiltonian identity for solutions of (1.15). Instead, the identity follows the structure of the pointwise estimate provided by Caffarelli, Garofalo and Segala in [17] and it is of the form

$$
(1.21) \quad \int_{B^{n-1}} \left( \sum_{i=1}^{m} \frac{1}{2} \Phi(|\nabla u_i|^2) - \Phi'(|\nabla u_i|^2)|\partial_x u_i|^2 \right) dx' \equiv C.
$$

Note that when $\Phi(s) = s$, the identity (1.21) recovers (1.20). This then explains why the difference of partial derivatives that is $|\nabla_x u_i|^2 - |\partial_x u_i|^2$ appears in (1.20).

If we set $\Phi$ to be the ones given in (1.4) and (1.5) we can have the Hamiltonian identity for the prescribed mean curvature equation and the $p$-Laplacian equation, respectively. Let us mention this remarkable point that the Hamiltonian identity (1.21) has a very similar structure as pointwise estimates (1.11) and (1.12), provided by Caffarelli, Garofalo and Segala in [17] and by Modica in [42]. Therefore, (1.21) can be seen as a counterpart of (1.11) for the case of system of equations, i.e. $m \geq 2$.

The Hamiltonian identity (1.21) motivates us to look for a monotonicity formula for solutions of (1.15). So, set

$$
(1.22) \quad I_\alpha(r) := \frac{1}{r^{n-\alpha}} \int_{Br} \left[ \sum_{i=1}^{m} \Phi(|\nabla u_i|^2) - 2\tilde{H}(u) \right].
$$

For the case of scalar equations, that is when $m = 1$, it is proved by Caffarelli, Garofalo and Segala in [17] that when $\Phi$ satisfies one of conditions (A) or (B) then the function $I_\alpha(r)$ is monotone nondecreasing in $r$ when $\alpha \geq 1$. They have used the pointwise inequality (1.11) to establish this monotonicity formula. For the case of $m \geq 2$, we show that $I_\alpha(r)$ is monotone nondecreasing in $r$ when

$$
(1.23) \quad \alpha \geq \alpha^* := \inf_{s > 0} \left\{ \frac{2s\Phi'(s)}{\Phi(s)} \right\}.
$$

We call this a weak monotonicity formula since the constant $\alpha^*$ must be greater than one, due to some general assumptions on $\Phi$. To clarify this, define an auxiliary function $h(s) := -2\Phi'(s)s + \alpha \Phi(s)$ in the light of (1.23). Note that from assumptions on $\Phi$, i.e. $2s\Phi'(s) + \Phi'(s) > 0$ when $s > 0$ and $h(0) = \alpha \Phi(0) = 0$ one can see that $h'(s) = -[2s\Phi''(s) + \Phi'(s)] + (\alpha - 1)\Phi(s)$ is negative when $\alpha \leq 1$. For certain functions $\Phi$, one can get the Laplacian, the $p$-Laplacian and the prescribed mean curvature operators and then the function $I_\alpha(r)$ is monotone in $r$ when $\alpha \geq \alpha^* = 2$, $\alpha \geq \alpha^* = p$ and $\alpha \geq \alpha^* = 2$, respectively, see Corollary (2.2). On the other hand, for both cases of scalar equations and system of equations, i.e. $m \geq 1$, it is shown in Theorem (2.3) that the following upper bound on the energy holds,

$$
(1.24) \quad \int_{B^r} \left[ \sum_{i=1}^{m} \Phi(|\nabla u_i|^2) - 2\tilde{H}(u) + 2\tilde{H}(a) \right] dx \leq CR^{n-1},
$$

where $\lim_{x_n \to \infty} u_i(x', x_n) = a_i$ for all $x = (x', x_n) \in \mathbb{R}^n$ and $a = (a_i)_{i=1}^{m}$. This implies that for the case of system of equations, $m \geq 2$, the strong monotonicity formula, that is when $\alpha \geq 1$, should hold just like in the case of scalar equations for $m = 1$. This remains as an open problem. Note also that conditions (A) and (B) are not necessary for our monotonicity formula when $m \geq 2$.

We apply monotonicity formulae to establish Liouville theorems for solutions of (1.15) with a finite energy. We refer interested readers to Alikakos in [3, 4] and to Alikakos and Fusco in [3], to Caffarelli, Garofalo and Segala in [17] and to Farina in [30, 32] regarding Liouville theorems for various equations and systems with a finite energy. Note that the above monotonicity formulae, in both weak and strong forms, are related to the ones given for harmonic maps by Schoen and Uhlenbeck in [50] and for minimal surfaces by Simon in [51].
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Note that there is an example by del Pino, Kowalczyk and Wei in [24] showing that eight dimensions is the
(natural) assumptions on solutions by Ghoussoub and Gui in [38], by Savin in [47] and references therein.
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three dimensions Ambrosio and Cabrè in [6] and with Alberti in [2] gave a proof to this conjecture not only
conjecture for almost all dimensions. More precisely, for two dimensions Ghoussoub and Gui in [37] and for
equation are one-dimensional solutions at least up to eight dimensions. There is an affirmative answer to this
Giorgi’s conjecture (1978), see [23]. The conjecture states that bounded monotone solutions of Allen-Cahn

Definition 1.2. A solution \( u = (u_k)_{k=1}^n \) of (1.13) is said to be H-monotone if the following holds,
(i) For every \( 1 \leq i \leq m \), each \( u_i \) is strictly monotone in the \( x_n \)-variable (i.e., \( \partial_{x_n} u_i \neq 0 \)).
(ii) For all \( i \leq j \), we have
\[
\partial_j H_i(u) \partial_{x_n} u_i(x) \partial_{x_n} u_j(x) > 0 \text{ for all } x \in \mathbb{R}^n.
\]
See [32, 33] for more details.

Note also that in the assumption (ii) of the H-monotonicity each of \( \partial_j H_i(u) \), \( \partial_{x_n} u_i(x) \) and \( \partial_{x_n} u_j(x) \)
has a fixed sign and the multiplication must be positive. This implies a combinatorial assumption on the
system (1.15). We refer to systems that admit such an assumption as orientable systems. For an example,
consider \( m = 2 \) then for cross type solutions, i.e. \( \partial_{x_n} u_1 > 0 \) and \( \partial_{x_n} u_2 < 0 \), we are required to set
\( \partial_1 H_2(u), \partial_2 H_1(u) < 0 \). If we set \( H_1(u) = H_2(u) = -\frac{1}{4} u_1^2 u_2^2 \) then this gives a two component system of
equations that arises in Bose-Einstein condensates, see [11] and references therein.

The next definition is the notion of stable solutions for the case of system of equations.

Definition 1.3. A solution \( u = (u_k)_{k=1}^n \) of (1.13) is called stable when there exists a sequence of functions
\( \phi = (\phi_k)_{k=1}^m \) such that each \( \phi_i \) does not change sign and \( \partial_j H_i(u) \phi_i \phi_i > 0 \) for all \( i, j = 1, \ldots, m \). In addition, \( \phi \)
satisfies the following
\[
- \text{div}(A(\nabla u_i) \nabla \phi_i) = \sum_{j=1}^m \partial_j H_i(u) \phi_j \quad \text{in } \mathbb{R}^n,
\]
where for any \( \eta \in \mathbb{R}^n \) the matrix \( A(\eta) \) is defined by \( A(\eta) := (a_{i,j}(\eta))_{i,j=1}^n \) for \( a_{i,j}(\eta) \) in (1.10).

Let us mention that the notion of stability can be given for weak solutions as
\[
\int \mathcal{A}(\nabla u_i) \nabla \phi_i \cdot \nabla \zeta_i = \sum_{j=1}^m \partial_j H_i(u) \phi_j \zeta_i,
\]
where \( \zeta = (\zeta_i)_{i=1}^n \) is a sequence of test functions. Accordingly one can see that all results provided in the
present paper are valid for weak solution as well. For the sake of simplicity in notation, we present our
results for classical solutions. We refer to [21] and references therein for the use of stability for nonlinear
elliptic eigenvalue problems.

Since (1.26) is a linearization of (1.15), one can see that every H-monotone solution is a stable solution
differentiating \( H_{i,n} \) with respect to \( x_n \). The notion of stability as well as the monotonicity formula for
\( L_n(r) \) when \( \alpha \geq 1 \) and the pointwise inequality (1.12), provided by Modica, play key role in settling the De
Giorgi’s conjecture (1978), see [23]. The conjecture states that bounded monotone solutions of Allen-Cahn
equation are one-dimensional solutions at least up to eight dimensions. There is an affirmative answer to this
conjecture for almost all dimensions. More precisely, for two dimensions Ghoussoub and Gui in [37] and
for three dimensions Ambrosio and Cabrè in [6] and with Alberti in [2] gave a proof to this conjecture not only
for Allen-Cahn equation but also for any equation of the form \(-\Delta u = f(u)\) where \( f \) is a general nonlinearity
that is locally Lipschitz. For dimensions \( 4 \leq n \leq 8 \) there are various partial results under certain extra
(natural) assumptions on solutions by Ghoussoub and Gui in [38], by Savin in [47] and references therein.
Note that there is an example by del Pino, Kowalczyk and Wei in [24] showing that eight dimensions is the
critical dimension. In two dimensions regarding the De Giorgi’s conjecture, we refer to Farina, Sciunzi and
Valdinoci in [33] for a geometrical approach and to Modica and Mortola in [44] for some partial results under
the additional assumption that the level sets of solutions are the graphs of an equi-Lipschitzian family of functions.

In \cite{17, 22, 33}, authors considered quasilinear scalar equations of the form of (1.15) when $m = 1$ and provided one-dimensional symmetry and De Giorgi type results. Note that Ghoussoub and the author in \cite{33} provided De Giorgi type results for elliptic systems of the form $-\Delta u_i = \partial_i H(u)$ in lower dimensions for a general nonlinearity $H$.

In this paper, we first provide a geometric Poincaré inequality and a linear Liouville theorem for stable and $H$-monotone solutions of the quasilinear system (1.15). Then we apply these to conclude De Giorgi type results for $H$-monotone and stable solutions in two and three dimensions when the system is symmetric. For coupled systems, that is when not all $\partial_j H_i$ vanish for $1 \leq i < j \leq m$, it is natural to expect that there should be a relation between two arbitrary components $u_i$ and $u_j$. In this regard, we show that gradients of all components of solutions are parallel and the angle in between $\nabla u_i$ and $\nabla u_j$ is precisely\ $\arccos\left(\frac{\partial_i H_j}{\sqrt{\partial_i H_i \partial_j H_j}}\right)$ when $\partial_j H_i \neq 0$. This is a consequence of the geometric Poincaré inequality, see Theorem 3.1.

The main focus of the present paper is the study of qualitative properties of solutions of system (1.15) with a general nonlinearity. In this paper, we prove a Liouville theorem for bounded stable solutions of (1.15) in dimensions $n \leq 4$ for a general nonlinearity $H = (H_i)_{i=1}^m$ whenever each $H_i$ is nonnegative. To do so, we suppose that $\Phi$ satisfies either condition (A) or (B). Note that for the case of semilinear equations similar results are given by Dupaing and Farina in [22] and for the case of semilinear systems by Ghoussoub and the author in [33]. In addition, we give a classification of radial stable solutions of symmetric system (1.15) when $\Phi(s) = \frac{2}{p} s^\frac{2}{p}$ for all $m \geq 1$. More precisely, we show that there exists a positive constant $C_{n,m,p}$ such that for any $r_p$, the following pointwise lower bound holds,

\begin{equation}
\sum_{i=1}^m |u_i(r)| \geq C_{n,m,p} \left\{ \begin{array}{ll}
\frac{1}{p} \left(\frac{p+2-n+2\sqrt{n+1}}{p-1}\right), & \text{if } n \neq \frac{4p}{p-1} + p, \\
\log r, & \text{if } n = \frac{4p}{p-1} + p.
\end{array} \right.
\end{equation}

This in particular implies that bounded radial stable solutions must be constant in dimensions $1 \leq n < \frac{4p}{p-1} + p$. The notion of symmetric systems seems to be essential to study (1.15) with a general nonlinearity. Note also that the critical dimension $n = \frac{4p}{p-1} + p$ for radial solutions is much higher than the dimension $n = 4$ derived for not necessarily radial solutions. Let us mention that for the case of semilinear equations, that is $\Phi(s) = s$ and $m = 1$, it is proved by Cabré-Capella [14, 15] and Villegas [52] that any bounded radial stable solution of (1.15) has to be constant provided $1 \leq n < 10$ when $H \in C^4(\mathbb{R})$ is a general nonlinearity. In addition, for the case of scalar equation and when $\Phi(s) = \frac{2}{p} s^\frac{2}{p}$, a counterpart of the above Liouville theorem is provided in [16, 19].

Here is how this paper is organized. Shortly after, in Section 2 we provide a Hamiltonian identity for solutions of system (1.15). We also prove monotonicity formulae and we apply it to establish a Liouville theorem for solutions with finite energy. A few open problems are provided in this section as well. Section 3 is devoted to some estimates needed to prove De Giorgi type results and Liouville theorems in next sections. We start the section with a stability inequality and then we apply this inequality to establish a geometric Poincaré inequality. In Section 4 we establish De Giorgi type results for $H$-monotone and stable solutions of symmetric system (1.15). In addition, we apply the geometric Poincaré inequality, provided in Section 3 to find a relation between gradients of all components of solutions of (1.15). Finally in Section 5 we prove Liouville theorems for stable solutions of (1.15) with a general nonlinearity, with on case requiring the solutions to be also radial. The concept of symmetric systems seems to be crucial to prove such an optimal Liouville theorem for radial solutions.

### 2. Hamiltonian identities and monotonicity formulae

We start this section by the following Hamiltonian identity.

**Theorem 2.1.** Suppose that $u = (u_i)_{i=1}^m$ is a solution of (1.15) and let $x = (x', x_n) \in \mathbb{R}^{n-1} \times \mathbb{R}$. Then there exists a constant $C$ such that the following Hamiltonian identity holds for every $x_n \in \mathbb{R}$

\begin{equation}
\int_{\mathbb{R}^{n-1}} \left( \sum_{i=1}^m \left[ \frac{1}{2} \Phi(|\nabla u_i|^2) - \Phi'(|\nabla u_i|^2)|\partial_{x_n} u_i|^2 \right] - \tilde{H}(u) \right) dx' \equiv C,
\end{equation}

where $\tilde{H}(u)$ is the reduced Hamiltonian.
when the above integral is finite for at least one value of \( x_n \) and in addition the integral in (2.10) below tends to zero as \( R \) goes to infinity along a sequence.

**Proof.** Suppose that \( x = (x', x_n) \in \mathbb{R}^n \) and assume that \( B_R(0) \) is a ball of radius \( R \) in \( \mathbb{R}^{n-1} \). Define \( \Gamma : \mathbb{R} \to \mathbb{R} \) as

\[
\Gamma_R(x_n) := \int_{B_R(0)} \left( \sum_{i=1}^m \left[ \frac{1}{2} \Phi(|\nabla u_i|^2) - \Phi'(|\nabla u_i|^2)|\partial_{x_n} u_i|^2 \right] - \tilde{H}(u) \right) dx'.
\]

Differentiating \( \Gamma \) with respect to \( x_n \) we get

\[
\Gamma'_R(x_n) = \sum_{i=1}^m \int_{B_R(0)} \left\{ \frac{1}{2} \partial_{x_n} \left[ \Phi(|\nabla u_i|^2) \right] - \partial_{x_n} \left[ \Phi'(|\nabla u_i|^2)|\partial_{x_n} u_i|^2 \right] \right\} dx'.
\]

Differentiating \( \Gamma \) with respect to \( x_n \) we get

\[
\Gamma'_R(x_n) = \sum_{i=1}^m \int_{B_R(0)} \left\{ \Gamma^1(x) + \Gamma^2(x) + \Gamma^3(x) \right\} dx'.
\]

In what follows we simplify the above three terms, appeared in the right-hand side of (2.3). Note that

\[
\partial_{x_n} \left[ \Phi(|\nabla u_i|^2) \right] = 2\Phi'(|\nabla u_i|^2)\nabla u_i \cdot \nabla \partial_{x_n} u_i.
\]

Therefore,

\[
\Gamma^1(x) = \Phi'(|\nabla u_i|^2)\nabla u_i \cdot \nabla \partial_{x_n} u_i.
\]

Similarly,

\[
\Gamma^2(x) = -2\Phi''(|\nabla u_i|^2)\nabla u_i \cdot \nabla \partial_{x_n} u_i |\partial_{x_n} u_i|^2
\]

\[
-2\Phi'(|\nabla u_i|^2)\partial_{x_n} u_i \partial_{x_n n} u_i.
\]

We now apply (1.15) to simplify \( \Gamma^3 \),

\[
\Gamma^3(x) = \text{div} (\Phi'(|\nabla u_i|^2) \nabla u_i) \partial_{x_n} u_i = \text{div}_{x'} \left( \Phi'(|\nabla u_i|^2) \nabla_{x'} u_i \right) \partial_{x_n} u_i
\]

\[
+ 2\Phi''(|\nabla u_i|^2) \nabla u_i \cdot \nabla \partial_{x_n} u_i |\partial_{x_n} u_i|^2
\]

\[
+ \Phi'(|\nabla u_i|^2) \partial_{x_n} u_i \partial_{x_n n} u_i.
\]

Adding (2.3), (2.6) and (2.7) we get

\[
\Gamma^1(x) + \Gamma^2(x) + \Gamma^3(x) = \text{div}_{x'} \left( \Phi'(|\nabla u_i|^2) \nabla_{x'} u_i \right) \partial_{x_n} u_i
\]

\[
+ \Phi'(|\nabla u_i|^2) \partial_{x_n} u_i \partial_{x_n n} u_i.
\]

Substituting (2.8) in (2.3) and applying the divergence theorem we obtain

\[
\Gamma'_R(x_n) = \sum_{i=1}^m \int_{\partial B_R(0)} \Phi'(|\nabla u_i|^2) \partial_{\nu_i} u_i \partial_{x_n} u_i.
\]

Suppose that the integral in (2.11) is finite when \( x_n = 0 \). Then,

\[
\Gamma_R(x_n) - \Gamma_R(0) = \sum_{i=1}^m \int_0^{x_n} \int_{\partial B_R(0)} \Phi'(|\nabla u_i|^2) \partial_{\nu_i} u_i \partial_{x_n} u_i.
\]

Taking the limit of the above when \( R \to \infty \) finishes the proof.

\[\square\]

When \( \Phi \) is the identity function, the system of equations (1.15) is a semilinear system of the following form

\[-\Delta u_i = H_i(u) \quad \text{in} \quad \mathbb{R}^n.\]

Therefore, Theorem 2.1 implies that the following Hamiltonian identity holds,

\[
\int_{\mathbb{R}^{n-1}} \left( \sum_{i=1}^m \frac{1}{2} \left[ |\nabla x'u_i|^2 - |\partial_{x_n} u_i|^2 \right] - \tilde{H}(u) \right) dx' \equiv C.
\]
Then, the functional identity holds, as long as conditions of Theorem 2.1 are satisfied, for any $m$

For the case of scalar equation, that is when $m = 1$, let us consider Hamiltonian identities for the mean curvature system as well as the $p$-Laplacian system.

**Corollary 2.1.** Suppose that assumptions of Theorem 2.1 hold.

(i) Let $\Phi(s) = 2(\sqrt{s^2 + 1} - 1)$. Then (2.15) reads

$$- \text{div} \left( \frac{\nabla u_i}{\sqrt{1 + |\nabla u_i|^2}} \right) = H_i(u) \quad \text{in} \quad \mathbb{R}^n.$$  

For any $x_n \in \mathbb{R}$, this Hamiltonian identity holds,

$$(2.12) \quad \int_{\mathbb{R}^{n-1}} \left( \sum_{i=1}^{m} \frac{1 + |\nabla x_i u_i|^2 - \sqrt{1 + |\nabla u_i|^2}}{\sqrt{1 + |\nabla u_i|^2}} \right) - \tilde{H}(u) \right) dx' \equiv C.$$  

(ii) Let $\Phi(s) = \frac{2}{p} s^p$. Then (1.15) reads

$$- \text{div} \left( |\nabla u_i|^{p-2} \nabla u_i \right) = H_i(u) \quad \text{in} \quad \mathbb{R}^n.$$  

For any $x_n \in \mathbb{R}$, this Hamiltonian identity holds,

$$(2.13) \quad \int_{\mathbb{R}^{n-1}} \left( \sum_{i=1}^{m} |\nabla u_i|^{p-2} \left[ \frac{1}{p} |\nabla x_i u_i|^2 - \frac{p-1}{p} |\partial_{x_n} u_i|^2 \right] - \tilde{H}(u) \right) dx' \equiv C.$$  

where $C$ is a constant.

Note that for a specific nonlinearity of the form $H_i(u) = u_i \left( 1 - \sum_{i=1}^{m} u_i^2 \right)$, the original system of equations (1.15) is

$$- \text{div}(\Phi'(|\nabla u_i|^2) \nabla u_i) = u_i \left( 1 - \sum_{i=1}^{m} u_i^2 \right) \quad \text{in} \quad \mathbb{R}^n.$$  

This is a quasilinear Ginzburg-Landau system where $u = (u_i)_{i=1}^{m}$ for $u_i : \mathbb{R}^n \to \mathbb{R}$. For the semilinear case and $m = 2$, see \[12, 32\]. Since $\tilde{H} = -\frac{1}{2}(1 - \sum_{i=1}^{m} u_i^2)^2$ is an antiderivative of $H$, the following Hamiltonian identity holds, as long as conditions of Theorem 2.1 are satisfied, for any $x_n \in \mathbb{R}$

$$(2.14) \quad \int_{\mathbb{R}^{n-1}} \left\{ \sum_{i=1}^{m} \left[ \frac{1}{2} \Phi(|\nabla u_i|^2) - \Phi'(|\nabla u_i|^2) |\partial_{x_n} u_i|^2 \right] + \frac{1}{4} \left( 1 - \sum_{i=1}^{m} u_i^2 \right) \right\} dx' \equiv C.$$  

For the rest of this section we study monotonicity formulae for solutions of system (1.15). Consider the following function $I_\alpha(r)$ for any $r > 0$

$$I_\alpha(r) := \frac{1}{r^{n-\alpha}} \int_{B_r} \sum_{i=1}^{m} |\nabla u_i|^2 - 2\tilde{H}(u).$$  

For the case of scalar equation, that is when $m = 1$, the following monotonicity formula holds. Note that this is a direct consequence of Theorem A.

**Theorem B.** \[17\] Suppose that $m = 1$ and $u$ is a solution of (1.1). In addition, suppose that assumptions of Theorem A hold. Then the functional $I_\alpha(r)$ when $\alpha \geq 1$ is a monotone nondecreasing function of $r$.

For the case of system of equations, that is when $m \geq 2$, we provide a weaker version of the monotonicity formula provided in Theorem B, under certain lower bounds on $\alpha$ depending on $\Phi$.

**Theorem 2.2.** Let $u = (u_i)_{i=1}^{m}$ be a solution of (1.15) when $m \geq 2$ and $\tilde{H}(u) \leq 0$. Suppose that there exists a constant $\alpha$ such that

$$\alpha \geq \alpha^* := \inf_{s > 0} \left\{ \frac{2s \Phi'(s)}{\Phi(s)} \right\}.$$  

Then, the functional $I_\alpha(r)$ is a monotone nondecreasing function of $r$. In particular,

$$I_\alpha'(r) \geq \frac{2}{r^{n-\alpha}} \int_{\partial B_r} \sum_{i=1}^{m} \Phi(|\nabla u_i|^2) (\partial_r u_i)^2 - \frac{2\alpha}{r^{n-\alpha + 1}} \int_{B_r} H(u).$$
Unlike Theorem B, conditions (A) and (B) do not appear in assumptions of the above theorem for the case of system of equations. This implies that Theorem 2.2 is valid for a larger class of nonlinearities $\Phi$ compared to Theorem B. However, as mentioned in Section 1, the constant $\alpha^*$ must be greater than one, due to assumptions on $\Phi$. For the sake of convenience of readers we clarify this here as well. Consider the auxiliary function $h(s) := -2\Phi'(s)s + \alpha\Phi(s)$ regarding terms appeared in (2.11). Note that from assumptions on $\Phi$, i.e. $2s\Phi''(s) + \Phi'(s) > 0$ when $s > 0$ and $h(0) = \alpha\Phi(0) = 0$ one can see that $h'(s) = -2s\Phi'(s) + \Phi'(s) + (\alpha - 1)\Phi'(s)$ is negative when $\alpha \leq 1$. We now compute $\alpha^*$, provided in (2.11), for various choices of $\Phi$.

**Corollary 2.2.** Suppose that $m \geq 2$ and $\hat{H} \leq 0$. Consider the following particular functions $\Phi$.

1. Let $\Phi(s) = s$ and $u = (u_i)_{i=1}^m$ be a solution of the semilinear system of equations

$$-\Delta u_i = H_i(u) \quad \text{in} \quad \mathbb{R}^n. \quad (2.18)$$

Then for all $\alpha \geq \alpha^* = 2$, the function $I_\alpha(r)$ is monotone nondecreasing in $r$.

2. Let $\Phi(s) = 2(\sqrt{1 + s} - 1)$ and $u = (u_i)_{i=1}^m$ be a solution of the mean curvature system of equations

$$-\text{div} \left( \frac{\nabla u_i}{\sqrt{1 + |\nabla u_i|^2}} \right) = H_i(u) \quad \text{in} \quad \mathbb{R}^n. \quad (2.19)$$

Then for all $\alpha \geq \alpha^* = 2$, the function $I_\alpha(r)$ is monotone nondecreasing in $r$.

3. Let $\Phi(s) = \frac{2}{p} s^{p \bar{r}}$ and $u = (u_i)_{i=1}^m$ be a solution of $p$-Laplacian system of equations

$$-\text{div} \left( |\nabla u_i|^{p \bar{r} - 2} \nabla u_i \right) = H_i(u) \quad \text{in} \quad \mathbb{R}^n. \quad (2.20)$$

Then for all $\alpha \geq \alpha^* = p$, the function $I_\alpha(r)$ is monotone nondecreasing in $r$.

To provide a proof for Theorem 2.2 we present a few technical estimates. We follow a classical argument regarding Pohozaev and Rellich type identities [46] to prove the following identity on a ball of radius $r$.

**Lemma 2.1.** Suppose that $u = (u_i)$ is a solution of (1.15) then

$$-n \int_{B_r} \sum_{i=1}^m \Phi(|\nabla u_i|^2) = 2r \int_{\partial B_r} \sum_{i=1}^m \Phi'(|\nabla u_i|^2)(\partial_r u_i)^2 - r \int_{\partial B_r} \sum_{i=1}^m \Phi(|\nabla u_i|^2)$$

$$-2\int_{B_r} \sum_{i=1}^m \Phi'(|\nabla u_i|^2)|\nabla u_i|^2 - 2n \int_{B_r} H(u) + 2r \int_{B_r} H(u).$$

**Proof.** Multiply the $i^{th}$ equation of (1.15) with $x \cdot \nabla u_i$ and then apply the divergence theorem to get

$$\int_{\partial B_r} \Phi(|\nabla u_i|^2) = 2 \int_{\partial B_r} \Phi'(|\nabla u_i|^2)(\partial_r u_i)^2 - 2 \int_{B_r} \Phi'(|\nabla u_i|^2)|\nabla u_i|^2$$

$$-2 \int_{B_r} (x \cdot \nabla u_i) \text{div} \Phi'(|\nabla u_i|^2) \nabla u_i + \frac{n}{r} \int_{B_r} \Phi(|\nabla u_i|^2),$$

for each $i = 1, \cdots, m$. Doing some straightforward computations as well as applying (1.15) gives the desired result.

We are now ready to provide a proof for Theorem 2.2.

**Proof of Theorem 2.2.** Differentiating $I(r)$, given by (2.15), with respect to $r$ gives

$$I'_\alpha(r)r^{n-\alpha+1} = (\alpha - n) \int_{B_r} \sum_{i=1}^m \Phi(|\nabla u_i|^2) - 2 \hat{H}(u)$$

$$+ r \int_{\partial B_r} \sum_{i=1}^m \Phi(|\nabla u_i|^2) - 2 \hat{H}(u).$$
Substituting the value of \(-n \int_{B_r} \sum_{i=1}^{m} \Phi(|\nabla u_i|^2)\), as it is provided in Lemma 2.1, one can show that
\[
I'_\alpha(r)^{n-\alpha+1} = 2r \int_{\partial B_r} \sum_{i=1}^{m} \Phi'(|\nabla u_i|^2) (\partial_r u_i)^2
+ \int_{B_r} \left[ \sum_{i=1}^{m} (-2\Phi'(|\nabla u_i|^2)|\nabla u_i|^2 + \alpha \Phi(|\nabla u_i|^2)) - 2\alpha \tilde{H}(u) \right].
\]

The rest of the proof is straightforward. \(\blacksquare\)

As an immediate consequence of Theorem 2.2 we have the following Liouville theorem for solutions of (1.15) with a finite energy.

**Theorem 2.3.** Suppose that assumptions of Theorem 2.2 hold. Assume also that \(u = (u_i)_{i=1}^{m}\) has a finite energy that is
\[
\int_{\mathbb{R}^n} \left[ \sum_{i=1}^{m} \Phi(|\nabla u_i|^2) - 2 \tilde{H}(u) \right] dx < \infty.
\]  

Then each \(u_i\) must be constant in dimensions \(n \geq \alpha\) for \(i = 1, \cdots, m\).

**Proof.** First suppose that \(n > \alpha\). From Theorem 2.2 for any \(R > r\) we have
\[
0 \leq I_\alpha(r) = \frac{1}{r^{n-\alpha}} \int_{B_r} \left[ \sum_{i=1}^{m} \Phi(|\nabla u_i|^2) - 2 \tilde{H}(u) \right]
\leq \frac{1}{R^{n-\alpha}} \int_{B_R} \left[ \sum_{i=1}^{m} \Phi(|\nabla u_i|^2) - 2 \tilde{H}(u) \right]
\leq \frac{1}{R^{n-\alpha}} \int_{\mathbb{R}^n} \left[ \sum_{i=1}^{m} \Phi(|\nabla u_i|^2) - 2 \tilde{H}(u) \right].
\]

Sending \(R \to \infty\), we get the desired result. Now suppose that \(n = \alpha\). Again from Theorem 2.2 we have
\[
rI'_\alpha(r) \geq -2\alpha \int_{B_r} \tilde{H}(u).
\]

From this for any \(r > \bar{r}\), where \(\bar{r}\) is fixed, we have
\[
I_\alpha(r) \geq I_\alpha(\bar{r}) - 2\alpha \ln \left( \frac{r}{\bar{r}} \right) \int_{B_r} \tilde{H}(u).
\]

Note that (2.21) implies that \(\lim_{r \to \infty} I_\alpha(r) < \infty\). From this and (2.23) we conclude that \(\tilde{H} = 0\). The fact that each component \(u_i\) is harmonic together with (2.21) completes the proof. \(\blacksquare\)

Another consequence of the monotonicity formula, given in (2.17), is the following lower bound on the energy.

**Corollary 2.3.** Suppose that assumptions of Theorem 2.2 hold. Then, the following lower bound holds for the energy functional
\[
\int_{B_R} \left[ \sum_{i=1}^{m} \Phi(|\nabla u_i|^2) - 2 \tilde{H}(u) \right] dx \geq CR^{\alpha-n} \text{ for all } R > 1,
\]
where \(C = I(1)\) is independent from \(R\).

As the next theorem, we prove an upper bound on the energy function.
Theorem 2.4. Suppose that \( u = (u_i)_{i=1}^m \) is a bounded \( H \)-monotone solution of (1.15) such that for each \( i = 1, \ldots, m, \)
\[
(2.25) \quad \lim_{x_n \to \infty} u_i(x', x_n) = a_i, \quad \forall x = (x', x_n) \in \mathbb{R}^n
\]
for some constants \( a_i \). Then
\[
(2.26) \quad J_R(u) := \int_{B_R} \left[ \sum_{i=1}^m \Phi(|\nabla u_i|^2) - 2\tilde{H}(u) + 2\tilde{H}(a) \right] dx \leq CR^{n-1},
\]
where \( a = (a_i)_{i=1}^m \) and \( C \) are independent from \( R \).

Proof. Define the sequence of shift functions \( u^t = (u^t_i)_{i=1}^m \) where \( u^t_i(x) := u_i(x', x_n + t) \) for \( t \in \mathbb{R} \) and \( x = (x', x_n) \in \mathbb{R}^n \). Note that \( u^t = (u^t_i)_{i=1}^m \) satisfies
\[
(2.27) \quad -\text{div}(\Phi(|\nabla u_i|^2)\nabla u_i) = H_i(u^t) \quad \text{in} \quad \mathbb{R}^n.
\]
The fact that \( u^t_i \) is convergent to \( a_i \) pointwise, it is straightforward to see that
\[
(2.28) \quad \int_{B_R} (\tilde{H}(u^t) - \tilde{H}(a)) dx \to 0 \quad \text{when} \quad t \to \infty.
\]

On the other hand, multiply both sides of (2.27) with \( u^t_i - a_i \) and integrate by parts to get
\[
-\int_{B_R} \Phi(|\nabla u_i|^2)\nabla u_i^t \cdot \nabla (u^t_i - a_i) = -\int_{\partial B_R} H_i(u^t)(u^t_i - a_i).
\]
Sending \( t \to \infty \) implies that
\[
\int_{B_R} \Phi(|\nabla u_i|^2)\nabla u_i^t \cdot \nabla u_i^t \to 0.
\]

Note that due to the assumption \( 2s \Phi''(s) + \Phi(s) > 0 \) when \( s > 0 \) and \( \Phi(0) = 0 \) we have \( 0 \leq \Phi(s) \leq 2\Phi'(s)s \)
for any \( s > 0 \). This implies that
\[
(2.29) \quad 0 \leq \int_{B_R} \Phi(|\nabla u_i|^2) \leq 2 \int_{B_R} \Phi(|\nabla u_i|^2) \nabla u_i^t \cdot \nabla u_i^t \to 0 \quad \text{as} \quad t \to 0.
\]

From this and (2.28) we get
\[
(2.30) \quad \lim_{t \to \infty} J_R(u^t) = 0.
\]
We now use \( J_R(u^t) \) to construct an upper bound on \( J_R(u) \). Note that differentiating the energy functional with respect to \( t \), one gets
\[
(2.31) \quad \partial_t J_R(u^t) = \sum_{i=1}^m \int_{B_R} \left[ 2\Phi'(|\nabla u_i|^2)\nabla u_i^t \cdot \nabla (\partial_t u_i^t) - 2H_i(u^t)\partial_t u_i^t \right].
\]

Multiplying the system of equations (2.27) with \( \partial_t u^t_i \) and performing integration by parts we obtain
\[
(2.32) \quad \int_{B_R} H_i(u^t)\partial_t u_i^t = \int_{B_R} \Phi'(|\nabla u_i|^2)\nabla u_i^t \cdot \nabla (\partial_t u_i^t)
\]
\[
- \int_{\partial B_R} \Phi'(|\nabla u_i|^2)\partial_t u_i^t \partial_t u_i^t,
\]
for each \( i = 1, \ldots, m \). From (2.32) and (2.31) we obtain
\[
(2.33) \quad \partial_t E_R(u^t) = \sum_{i=1}^m \int_{\partial B_R} \Phi'(|\nabla u_i|^2)\partial_t u_i^t \partial_t u_i^t.
\]

Note that there exist a constant \( M \) such that \(-M \leq \Phi'(|\nabla u_i|^2)\partial_t u_i^t \leq M \) and \( \partial_t u_i^t > 0 > \partial_t u_j^t \) for \( i \in \bar{I} \) and \( j \in J \). Therefore,
\[
(2.34) \quad \partial_t E_R(u^t) \geq M \int_{\partial B_R} \left( \sum_{j \in J} \partial_t u_j^t - \sum_{i \in I} \partial_t u_i^t \right) dS.
\]
Therefore,

\[ J_R(u) = J_R(u^t) - \int_0^t \partial_t J_R(u^s) ds \]

\[ \leq J_R(u^t) + M \int_0^t \int_{\partial B_R} \left( \sum_{i \in I} \partial_s u^s_i - \sum_{j \in J} \partial_s u^s_j \right) dS ds \]

(2.35)

\[ = J_R(u^t) + M \int_{\partial B_R} \left( \sum_{i \in I} (u^t_i - u_i) + \sum_{j \in J} (u_j^t - u_j) \right) dS. \]

From the definition of \( H \)-monotonicity and the sets of \( \bar{I}, \bar{J} \) we have \( u_i < u^t_i \) and \( u_j < u_j^t \) for all \( i \in \bar{I}, j \in \bar{J} \) and \( t \in R^+ \). Therefore,

(2.36) \[ J_R(u) \leq J_R(u^t) + M \int_{\partial B_R} \left( \sum_{i \in I} (u^t_i - u_i) + \sum_{j \in J} (u_j^t - u_j) \right) dS \] for all \( t \in R^+ \),

where \( M := \max_{i \in I} \{ ||\Phi'(|\nabla u|^2)||_{L^\infty(\mathbb{R}^n)} \} \). The upper bound (2.36) implies

\[ E_R(u) \leq E_R(u^t) + C|\partial B_R| \]

for all \( t \in R^+ \).

Sending \( t \to \infty \) and using (2.36), finally we obtain that

\[ J_R(u) \leq C|\partial B_R| \leq CR^{n-1}. \]

This provides the desired result.

\[ \square \]

Before we finish this section, let us mention a couple of open problems for the system of equations (1.15).

**Open Problem 1.** Under what assumptions on \( H = (H_i)_{i=1}^m \) and solutions, one can provide a counterpart of the pointwise inequalities provided by Modica in \([42]\) and Caffarelli et al. in \([17]\) for solutions of (1.15) when \( m \geq 2 \)?

**Open Problem 2.** In the light of Theorem 2.4, Corollary 2.3 and Theorem B, one might expect that \( I_\alpha(r) \) should be a nondecreasing function of \( r \) when \( \alpha \geq \alpha^* = 1 \) for the case of systems that is when \( m \geq 2 \).

### 3. Geometric Poincaré and stability inequalities for systems

Note that the matrix \( A(\eta) := (a_{i,j}(\eta))_{i,j=1}^m \) where \( a_{i,j}(\eta) \) is defined by

(3.1) \[ a_{i,j}(\eta) := 2\Phi''(|\eta|^2) \eta_i \eta_j + \Phi'(|\eta|^2) \delta_{i,j}. \]

is symmetric and positive definite for every \( \eta \in R^n \). This is because for any \( \zeta \in R^n \),

(3.2) \[ A(\eta)\zeta \cdot \zeta = \sum_{i,j=1}^m 2 \zeta_i \zeta_j \Phi''(|\eta|^2) \eta_i \eta_j + \Phi'(|\eta|^2) \zeta_i \zeta_j \delta_{i,j} = 2 \Phi''(|\eta|^2) |\zeta| \cdot |\zeta| + \Phi'(|\eta|^2) |\zeta|^2. \]

Note that when \( \Phi''(\eta) \) is positive clearly \( A(\eta) \zeta \cdot \zeta \) is positive since \( \Phi' \) is positive and when \( \Phi''(\eta) \) is negative applying Young’s inequality together with \( 2\Phi''(s) + \Phi'(s) > 0 \) when \( s > 0 \) implies that \( A(\eta) \zeta \cdot \zeta \) is positive.

We are now ready to prove the stability inequality for solutions of (1.15). Note that such an inequality for the case of semilinear systems is given in \([21, 34, 35]\).

**Lemma 3.1.** Let \( u = (u_i)_{i=1}^m \) denote a stable solution of (1.15). Then

(3.3) \[ \sum_{i,j=1}^m \int_{R^n} \sqrt{\partial_j H_i(u) \partial_i H_j(u)} \zeta_i \zeta_j \leq \sum_{i=1}^m \int_{R^n} A(\nabla u_i) \nabla \zeta_i \cdot \nabla \zeta_i, \]

for any \( \zeta = (\zeta_i)_{i=1}^m \) where \( \zeta_i \in C^1_c(R^n) \) for \( 1 \leq i \leq m \).
Proof. Since $u$ is a stable solutions, there exists a sequence $\phi = (\phi_i)_n$ that satisfies (1.26). Consider a test function $\zeta = (\zeta_i)_n$ where $\zeta_i \in L^\infty(\mathbb{R}^n) \cap H^1(\mathbb{R}^n)$ with compact support and multiply both sides of (1.26) with $\frac{\zeta_i^2}{\phi_i}$. Integrating by parts we get

\begin{equation}
I_i := \sum_{j=1}^{m} \int_{\mathbb{R}^n} \partial_j H_i(u) \phi_j \frac{\zeta_j^2}{\phi_j} = \int_{\mathbb{R}^n} A(\nabla u_i) \nabla \phi_i \cdot \left( 2
\nabla \zeta_i \frac{\zeta_i}{\phi_i} - \nabla \phi_i \frac{\zeta_i^2}{\phi_i^2} \right) := J_i.
\end{equation}

The fact that $A(\nabla u_i)$ is positive definite we get

\[ 0 \leq A(\nabla u_i) (\phi_i \nabla \zeta_i - \zeta_i \nabla \phi_i) \cdot (\phi_i \nabla \zeta_i - \zeta_i \nabla \phi_i) = \phi_i^2 A(\nabla u_i) \nabla \zeta_i \cdot \nabla \zeta_i + \zeta_i^2 A(\nabla u_i) \nabla \phi_i \cdot \nabla \phi_i - \zeta_i \phi_i A(\nabla u_i) \nabla \phi_i \cdot \nabla \zeta_i. \]

Applying this to (3.4) for each $i$ we obtain

\begin{equation}
J_i \leq \int_{\mathbb{R}^n} A(\nabla u_i) \nabla \zeta_i \cdot \nabla \zeta_i.
\end{equation}

For the left-hand side we have,

\[
\sum_{i=1}^{m} I_i = \sum_{i,j=1}^{m} \int_{\mathbb{R}^n} \partial_j H_i(u) \phi_j \frac{\zeta_j^2}{\phi_j} = \sum_{i,j=1}^{m} \int_{R^n} \partial_j H_i(u) \phi_j \frac{\zeta_j^2}{\phi_j} + \sum_{i,j=1}^{m} \int_{R^n} \partial_i H_i(u) \zeta_i^2 + \sum_{i=1}^{m} \int_{R^n} \partial_i H_i(u) \zeta_i^2
\]

\[
= \sum_{i,j=1}^{m} \int_{R^n} \partial_j H_i(u) \phi_j \frac{\zeta_j^2}{\phi_j} + \sum_{i,j=1}^{m} \int_{R^n} \partial_i H_i(u) \phi_i \frac{\zeta_i^2}{\phi_i} + \sum_{i=1}^{m} \int_{R^n} \partial_i H_i(u) \zeta_i^2
\]

\[
= \sum_{i,j=1}^{m} \int_{R^n} \left( \partial_j H_i(u) \phi_j \frac{\zeta_j^2}{\phi_j} + \partial_i H_i(u) \phi_i \frac{\zeta_i^2}{\phi_i} \right) + \sum_{i=1}^{m} \int_{R^n} \partial_i H_i(u) \zeta_i^2
\]

\[
\geq 2 \sum_{i,j=1}^{m} \int_{R^n} \sqrt{\partial_j H_i(u) \partial_i H_i(u) \zeta_j} + \sum_{i=1}^{m} \int_{R^n} \partial_i H_i(u) \zeta_i^2
\]

\[
= \sum_{i,j=1}^{m} \int_{R^n} \sqrt{\partial_j H_i(u) \partial_i H_i(u) \zeta_j}.
\]

This finishes the proof. \hfill \Box

We now apply the stability inequality to provide a geometric Poincaré inequality of the following form. For the case of scalar equations that is when $m = 1$ this inequality was driven by Sternberg-Zumbrun in [53] and it was applied in this context by Farina-Sciunzi-Valdinoci [33] and references therein to provide De Giorgi type results. Note also that Cabré applied this type inequality to prove regularity of extremal solutions of nonlinear eigenvalue problems in [13]. For the case of system of equations that is when $m \geq 1$ this inequality was first proved by Ghoussoub and the author in [52] and they applied the inequality to conclude De Giorgi type results for system of equations. Let us mention that interested readers can find similar geometric Poincaré inequalities in these references as well [25, 24, 31, 52].
Theorem 3.1. Assume that $m, n \geq 1$ and $u = (u_i)_{i=1}^m$ is a stable solution of (1.15). Then, for any $\eta = (\eta_k)_{k=1}^m \in C_c^1(\mathbb{R}^n)$, the following inequality holds;

$$
\sum_{i \neq j} \int_{\mathbb{R}^n} \left[ \sqrt{\partial_i H_i(u) \partial_j H_j(u)} |\nabla u_i| |\nabla u_j| \eta_i \eta_j - \partial_j H_i(u) \nabla u_i \cdot \nabla u_j \eta_i^2 \right] 
+ \sum_{i=1}^m \int_{\{|\nabla u_i| \neq 0\} \cap \mathbb{R}^n} \Phi'(|\nabla u_i|^2) |\nabla u_i|^2 K_i^2 \eta_i^2 
+ \sum_{i=1}^m \int_{\{|\nabla u_i| \neq 0\} \cap \mathbb{R}^n} \frac{2\Phi''(|\nabla u_i|^2)}{\Phi'(|\nabla u_i|^2)} + \Phi'(|\nabla u_i|^2) |\nabla T_i| |\nabla u_i|^2 \eta_i^2 
\leq \sum_{i=1}^m \int_{\mathbb{R}^n} 2|\nabla u_i|^2 \Phi''(|\nabla u_i|^2) |\nabla u_i| \cdot \eta_i \eta_i^2 + \Phi'(|\nabla u_i|^2) |\nabla u_i|^2 |\nabla \eta_i|^2 ,
$$

where $\nabla T_i$ stands for the tangential gradient along a given level set of $u_i$ and $K_i^2$ for the sum of squares of principal curvatures of such a level set.

Proof. Suppose that $\eta = (\eta_1, \ldots, \eta_m)$ for $\eta_i \in C_c^1(\mathbb{R}^n)$ is a test function. Test the stability inequality (5.8) with $\zeta_i = |\nabla u_i| \eta_i$ to get

$$
\sum_{i=1}^m \int_{\mathbb{R}^n} \partial_i H_i(u) |\nabla u_i|^2 \eta_i^2 
\leq - \sum_{i \neq j} \int_{\mathbb{R}^n} \sqrt{\partial_j H_j(u) \partial_i H_i(u)} |\nabla u_i| |\nabla u_j| \eta_i \eta_j 
+ \sum_{i=1}^m \int_{\mathbb{R}^n} |\nabla u_i|^2 A(\nabla u_i) \nabla \eta_i \cdot \nabla \eta_i 
+ \sum_{i=1}^m \int_{\mathbb{R}^n} \eta_i^2 A(\nabla u_i) \nabla |\nabla u_i| \cdot \nabla |\nabla u_i| 
+ \frac{1}{2} \sum_{i=1}^m \int_{\mathbb{R}^n} A(\nabla u_i) \nabla |\nabla u_i|^2 \cdot \nabla \eta_i^2.
$$

Straightforward calculations show that for each $k$,

$$
\partial_{x_k} (\Phi'(|\nabla u_i|^2) \nabla u_i) = A(\nabla u_i) \nabla \partial_{x_k} u_i.
$$

Applying this and differentiating the $i^{th}$ equation of (1.15) with respect to $x_k$ for each $i = 1, 2, \ldots, m$ we get

$$
- \text{div} (A(\nabla u_i) \nabla \partial_{x_k} u_i) = \sum_{j=1}^m \partial_j H_i(u) \partial_{x_k} u_i.
$$

Multiplying the above with $\eta_i^2 \partial_k u_i$, integrating by parts and taking sum on the indices $i, k$ we get

$$
\sum_{i=1}^m \int_{\mathbb{R}^n} \partial_i H_i(u) |\nabla u_i|^2 \eta_i^2 
= - \sum_{j \neq i} \int_{\mathbb{R}^n} \partial_j H_j(u) \nabla u_i \cdot \nabla u_j \eta_i^2 
+ \sum_{i=1}^m \sum_{k=1}^n \int_{\mathbb{R}^n} A(\nabla u_i) \nabla (\partial_{x_k} u_i) \cdot \nabla (\partial_{x_k} \eta_i^2) 
= - \sum_{j \neq i} \int_{\mathbb{R}^n} \partial_j H_j(u) \nabla u_i \cdot \nabla u_j \eta_i^2 
+ \sum_{i=1}^m \sum_{k=1}^n \int_{\mathbb{R}^n} \eta_i^2 A(\nabla u_i) \nabla (\partial_{x_k} u_i) \cdot \nabla (\partial_{x_k} u_i) 
+ \frac{1}{2} \sum_{i=1}^m \int_{\mathbb{R}^n} A(\nabla u_i) \nabla |\nabla u_i|^2 \cdot \nabla \eta_i^2.
$$
Equating (3.10) and (3.7) we get the following since the term $\frac{1}{2} \sum_{k=1}^{m} \int_{\mathbb{R}^n} A(\nabla u_i) \nabla |\nabla u_i|^2 \cdot \nabla \eta_i^2$ cancels out,

$$\sum_{i \neq j} \int_{\mathbb{R}^n} \left[ \sqrt{\partial_j H_i(u)} \partial_i H_j(u) |\nabla u_i||\nabla u_j| \eta_i \eta_j - \partial_j H_i(u) \nabla u_i \cdot \nabla u_j \eta_j^2 \right]$$

(3.11)

$$+ \sum_{i,k=1}^{m} \int_{\mathbb{R}^n} A(\nabla u_i) \nabla (\partial_{x_k} u_i) \cdot \nabla (\partial_{x_k} u_i) \eta_i$$

(3.12)

$$- \sum_{i=1}^{m} \int_{\mathbb{R}^n} A(\nabla u_i) \nabla |\nabla u_i| \cdot \nabla |\nabla u_i| \eta_i^2$$

(3.13)

$$\leq \sum_{i=1}^{m} \int_{\mathbb{R}^n} |\nabla u_i|^2 A(\nabla u_i) \eta_i \cdot \nabla \eta_i.$$

For the rest of the proof, we simplify two terms (3.12) and (3.13) in the left-hand side of the above inequality. From the definition of the matrix $A$, in the light of (3.2), we get

$$\sum_{k=1}^{n} A(\nabla u_i) \nabla (\partial_{x_k} u_i) \cdot \nabla (\partial_{x_k} u_i) = 2\Phi''(|\nabla u_i|^2) \sum_{k=1}^{n} |\nabla u_i \cdot \nabla \partial_{x_k} u_i|^2$$

(3.15)

$$+ \Phi'(|\nabla u_i|^2) \sum_{k=1}^{n} |\nabla \partial_{x_k} u_i|^2.$$ 

Straightforward calculations show that

$$\sum_{k=1}^{n} |\nabla u_i \cdot \nabla \partial_{x_k} u_i|^2 = \frac{1}{4} |\nabla |\nabla u_i||^2 = |\nabla u_i|^2 |\nabla |\nabla u_i||^2.$$ 

(3.16)

From (3.15) and (3.16) we obtain the following form for the term in (3.12)

$$\sum_{i=1}^{m} \sum_{k=1}^{n} \int_{\mathbb{R}^n} A(\nabla u_i) \nabla (\partial_{x_k} u_i) \cdot \nabla (\partial_{x_k} u_i) \eta_i^2$$

(3.17)

$$= \sum_{i=1}^{m} \int_{\mathbb{R}^n} 2|\nabla u_i|^2 \Phi''(|\nabla u_i|^2) |\nabla |\nabla u_i||^2 \eta_i^2$$

$$+ \sum_{i=1}^{m} \int_{\mathbb{R}^n} \Phi'(|\nabla u_i|^2) \sum_{k=1}^{n} |\nabla \partial_{x_k} u_i|^2 \eta_i.$$ 

Similarly, from the definition of the matrix $A$, i.e. using (3.2), we get

$$A(\nabla u_i) \nabla |\nabla u_i| \cdot \nabla |\nabla u_i| = 2\Phi''(|\nabla u_i|^2) |\nabla u_i \cdot \nabla |\nabla u_i||^2$$

(3.18)

$$+ \Phi'(|\nabla u_i|^2) |\nabla |\nabla u_i||^2.$$ 

This implies that the term in (3.13) is of the form

$$\sum_{i=1}^{m} \int_{\mathbb{R}^n} A(\nabla u_i) \nabla |\nabla u_i| \cdot \nabla |\nabla u_i| \eta_i^2$$

(3.19)

$$= \sum_{i=1}^{m} \int_{\mathbb{R}^n} 2\Phi''(|\nabla u_i|^2) |\nabla u_i \cdot \nabla |\nabla u_i||^2 \eta_i^2$$

$$+ \sum_{i=1}^{m} \int_{\mathbb{R}^n} \Phi'(|\nabla u_i|^2) |\nabla |\nabla u_i||^2 \eta_i.$$ 
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The difference of (3.17) and (3.15), as appeared in (3.13) and (3.12), is

\begin{equation}
\sum_{i=1}^{m} \sum_{k=1}^{n} \int_{\mathbb{R}^n} A(\nabla u_i) \nabla (\partial_{x_k} u_i) \cdot \nabla (\partial_{x_k} u_i) \eta_i^2
\end{equation}

\begin{equation}
- \sum_{i=1}^{m} \int_{\mathbb{R}^n} A(\nabla u_i) \nabla |\nabla u_i| \cdot \nabla |\nabla u_i| \eta_i^2
\end{equation}

\begin{equation}
= 2 \sum_{i=1}^{m} \int_{\Omega} \eta_i^2 |\nabla u_i|^2 \left[ |\nabla |\nabla u_i||^2 - \frac{1}{|\nabla u_i|^2} |\nabla u_i \cdot \nabla |\nabla u_i||^2 \right] \Phi''(|\nabla u_i|^2)
\end{equation}

\begin{equation}
+ \sum_{i=1}^{m} \int_{\Phi} \Phi'(|\nabla u_i|^2) \left[ \sum_{k=1}^{n} |\nabla \partial_{x_k} u_i|^2 - |\nabla |\nabla u_i||^2 \right] \eta_i^2.
\end{equation}

where \( \Omega = \{|\nabla u_i| \neq 0\} \cap \mathbb{R}^n \). We now simplify (3.22) and (3.23) via applying the tangential gradient and curvatures. Suppose that |\nabla u_i| \neq 0 at a point \( x \in \mathbb{R}^n \), then

\begin{equation}
|\nabla_T |\nabla u_i||^2 = |\nabla |\nabla u_i||^2 - \frac{1}{|\nabla u_i|^2} |\nabla u_i \cdot \nabla |\nabla u_i||^2,
\end{equation}

where \( \nabla_T \) denotes the orthogonal projection of the gradient along this level set. In addition, according to formula (2.1) given in [53], the following geometric identity between the tangential gradients and curvatures holds,

\begin{equation}
\sum_{i=1}^{n} |\nabla \partial_k u_i|^2 - |\nabla |\nabla u_i||^2 = |\nabla u_i|^2 \kappa_i^2 + |\nabla_T |\nabla u_i||^2,
\end{equation}

for \( \kappa_i^2 := \sum_{i=1}^{n-1} \kappa_i^2 \) where \( \kappa_i \) is the principal curvatures of the level set of \( u_i \) at \( x \). Substituting (3.24) and (3.25) in (3.22) and (3.23) we get

\begin{equation}
\sum_{i=1}^{m} \sum_{k=1}^{n} \int_{\mathbb{R}^n} A(\nabla u_i) \nabla (\partial_{x_k} u_i) \cdot \nabla (\partial_{x_k} u_i) \eta_i^2
\end{equation}

\begin{equation}
- \sum_{i=1}^{m} \int_{\mathbb{R}^n} A(\nabla u_i) \nabla |\nabla u_i| \cdot \nabla |\nabla u_i| \eta_i^2
\end{equation}

\begin{equation}
= \sum_{i=1}^{m} \int_{|\nabla u_i| \neq 0} |\nabla u_i|^2 \Phi''(|\nabla u_i|^2) |\nabla_T |\nabla u_i||^2 \eta_i^2
\end{equation}

\begin{equation}
+ \sum_{i=1}^{m} \int_{|\nabla u_i| \neq 0} \Phi'(|\nabla u_i|^2) \left[ |\nabla u_i|^2 + |\nabla_T |\nabla u_i||^2 \right] \eta_i^2.
\end{equation}

Finally, substitution of (3.20) in (3.13) and (3.12) completes the proof.

4. De Giorgi type results for symmetric systems

In this section, we provide one dimensional symmetry results for stable and H-monotone solutions of symmetric system (1.15) in lower dimensions with a general nonlinearity. At first let us fix a few notations. Throughout this section we suppose that \( \zeta = (\zeta_i)^{m}_{i=1} \) is a sequence of test functions where \( \zeta_i \in C^2_c(\mathbb{R}^n) \cap [0,1] \) where \( \zeta_i \equiv 1 \) in \( B_1 \) and \( \zeta_i \equiv 0 \) in \( \mathbb{R}^n \setminus B_2 \). Set \( R\Gamma_i(x) := \zeta_i(x) \) and \( R\Gamma = (R\Gamma_i)^{m}_{i=1} \) where \( R\Gamma_i(x) := \nabla \zeta_i(x) \) for any \( R > 1 \). Note that \( \|R\Gamma_i(x)\|_{L^\infty(\mathbb{R}^n)} \leq C \) where \( C \) is independent from \( R \) and \( \nabla R\zeta_i(x) = R^{-1} R\Gamma_i(x) \).

To set up a Liouville theorem for the quotient of partial derivatives of solutions of (1.15), we first state the following technical lemma.
Lemma 4.1. Suppose that $u = (u_i)_{i=1}^m$ is a $H$-monotone solution of \((1.10)\). Set $\phi_i := \partial_{x_i} u_i$ and $\psi_i := \nabla u_i \cdot \eta$ where $\eta = (\eta', 0) \in \mathbb{R}^{n-1} \times \{0\}$ and define $\sigma_i := \frac{\phi_i}{\psi_i}$. Then the sequence of functions $\sigma = (\sigma_i)_{i=1}^m$ satisfies

\[
\text{div} \left[ \phi_i^2 A(\nabla u_i) \nabla \sigma_i \right] + \sum_{j=1}^m \partial_j H_i(u) \phi_i \phi_j (\sigma_j - \sigma_i) \sigma_i = 0 \quad \text{in} \quad \mathbb{R}^n.
\]

Proof. Since the proof is straightforward we omit it here. \qed

The fact that $\sigma = (\sigma_i)_{i=1}^m$ satisfies \((4.1)\) motivates us to provide a Liouville theorem for system \((4.1)\). Applying Caccioppoli type arguments we establish the following Liouville theorem for a slightly more general setting than \((4.1)\). Let us mention that for the case of scalar semilinear equation, $m = 1$ and $\Phi(s) = s$, this type of Liouville theorem was noted by Berestycki, Caffarelli and Nirenberg in \(10\) and used by Ghoussoub and Gui in \(37\) and later by Ambrosio and Cabré in \(6\) to prove the De Giorgi conjecture in dimensions two and three. Also, Ghoussoub and Gui in \(38\) used a slightly stronger version to show that the De Giorgi’s conjecture is true in dimensions four and five for a special class of solutions that satisfy an antisymmetry condition. We also refer interested readers to \(9\) by Barlow, Bass and Gui and to \(8\) by Barlow for some probability based arguments regarding this Liouville theorem.

For the case of scalar quasilinear equation, $m = 1$ and a general $\Phi$, this Liouville theorem is provided by Farina, Sciunzi and Valdinoci in \(33\) and by Danielli and Garofalo in \(22\). For the case of semilinear system of equations, $m \geq 1$ and $\Phi(s) = s$, we refer to \(32\) by Ghoussoub and the author.

Proposition 4.1. Assume that for each $i = 1, \ldots, m$ functions $|\nabla u_i|$ and $\phi_i$ are locally bounded in $\mathbb{R}^n$ where $\phi_i^2 > 0$ and $\sigma_i \in H^1_{loc}(\mathbb{R}^n)$. Let

\[
\sum_{i=1}^m \int_{B_{2R} \setminus B_R} \phi_i^2 \sigma_i^2 A(\nabla u_i) R \Gamma_i \cdot \nabla \Gamma_i \leq CR^2,
\]

where the constant $C$ is independent from $R > 1$. Let $\sigma = (\sigma_i)_{i=1}^m$ satisfy

\[
\sigma_i \text{div} \left[ \phi_i^2 A(\nabla u_i) \nabla \sigma_i \right] + \sum_{j=1}^m h_{ij}(x) f(\sigma_j - \sigma_i) \sigma_i \geq 0 \quad \text{in} \quad \mathbb{R}^n,
\]

where $0 \leq h_{ij} \in L^1_{loc}(\mathbb{R}^n)$, $h_{ij} = h_{ji}$ and $f \in L^1_{loc}(\mathbb{R})$ is an odd function such that $f(s) \geq 0$ for $s \in \mathbb{R}^+$. Then, each function $\sigma_i$ is constant for all $i = 1, ..., m$.

Proof. The proof is strongly motivated by the ideas and methods used in \(2, 10, 32, 33\). Note that

\[
\sum_{i,j=1}^m h_{ij}(x) \sigma_i f(\sigma_j - \sigma_i) = \sum_{i<j} h_{ij} \sigma_i f(\sigma_j - \sigma_i) + \sum_{i>j} h_{ij} \sigma_i f(\sigma_j - \sigma_i)
\]

\[
= \sum_{i<j} h_{ij} \sigma_i f(\sigma_j - \sigma_i) + \sum_{i<j} h_{ij} \sigma_j f(\sigma_i - \sigma_j) \quad \text{since} \quad h_{ij} = h_{ji}
\]

\[
= -\sum_{i<j} h_{ij} (\sigma_j - \sigma_i) f(\sigma_j - \sigma_i) \quad \text{since} \quad f \text{ is odd.}
\]

\[
\leq 0 \quad \text{since} \quad h_{ij} \geq 0 \text{ and } sf(s) \geq 0 \text{ for any } s \in \mathbb{R}.
\]

Multiply \((4.3)\) with a test function $R \zeta_i^2$ and perform integration by parts to get

\[
\sum_{i=1}^m \int_{B_{2R} \setminus B_R} \phi_i^2 A(\nabla u_i) \nabla (\sigma_i R \zeta_i^2) \cdot \nabla \sigma_i \leq \sum_{i,j=1}^m \int_{B_{2R} \setminus B_R} h_{ij}(x) \sigma_i f(\sigma_j - \sigma_i) \leq 0.
\]

Therefore,

\[
\sum_{i=1}^m \int_{\mathbb{R}^n} \phi_i^2 R \zeta_i^2 A(\nabla u_i) \nabla \sigma_i \cdot \nabla \sigma_i \leq -2 \sum_{i=1}^m \int_{B_{2R} \setminus B_R} \phi_i^2 \sigma_i R \zeta_i A(\nabla u_i) R \nabla \zeta_i \cdot \nabla \sigma_i.
\]

In the light of the Cauchy inequality with epsilon, one can see that for any $\epsilon > 0$,

\[
2 |\sigma_i | R \zeta_i A(\nabla u_i) R \nabla \zeta_i \cdot \nabla \sigma_i \leq \epsilon R \zeta_i^2 A(\nabla u_i) \nabla \sigma_i \cdot \nabla \sigma_i + \frac{1}{\epsilon} \sigma_i^2 A(\nabla u_i) R \zeta_i \cdot \nabla R \zeta_i.
\]
From this and (4.4), for every \( R > 1 \), we get

\[
\sum_{i=1}^{m} \int_{\mathbb{R}^n} \phi_i^2 R \zeta_i^2 A(\nabla u_i) \nabla \sigma_i \cdot \nabla \sigma_i \leq \epsilon \sum_{i=1}^{m} \int_{B_{2R} \setminus B_R} \phi_i^2 R \zeta_i^2 A(\nabla u_i) \nabla \sigma_i \cdot \nabla \sigma_i \\
+ \frac{1}{\epsilon} \sum_{i=1}^{m} \int_{B_{2R} \setminus B_R} \phi_i^2 A(\nabla u_i) \nabla R \zeta_i \cdot \nabla R \zeta_i.
\]

From this, (4.2) and the definition of the test function \( R \zeta_i \) we conclude that the following integral is bounded,

\[
\sum_{i=1}^{m} \int_{\mathbb{R}^n} \phi_i^2 A(\nabla u_i) \nabla \sigma_i \cdot \nabla \sigma_i < \infty.
\]

Now, sending \( R \to \infty \) and \( \epsilon \to \infty \) and applying (4.5) and (4.2) show that the integral in (4.6) vanishes for every \( i = 1, \cdots, m \). Finally, the fact that \( A \) is a positive definite matrix implies \( |\nabla \sigma_i| \equiv 0 \) for each \( i = 1, \cdots, m \). This completes the proof.

We are now ready to present the following De Giorgi type results in two dimensions.

**Theorem 4.1.** Suppose that \( u = (u_i)_{i=1}^{m} \) is a classical bounded stable solution of symmetric system (1.15) in two dimensions. Assume also that \( |\nabla u_i| \in L^\infty(\mathbb{R}^2) \cap W^{1,2}_{loc}(\mathbb{R}^2) \). Then each \( u_i \) is a one dimensional function, i.e. there exists \( u_i^*: \mathbb{R} \to \mathbb{R} \) and \( a \in S^1 \) such that \( u_i(x) = u_i^*(a \cdot x) \). In addition, the angle between \( \nabla u_i \) and \( \nabla u_j \) is \( \arccos \sqrt{\frac{|u_i^* u_j^*|}{|u_i^*|^2 |u_j^*|^2}} \).

**Proof.** We apply the geometric Poincaré inequality given as Theorem 3.1 to provide a proof. Ideas and method applied in this proof are strongly motivated by the ones given for the case of the scalar equation by Berestycki, Caffarelli and Nirenberg in [10], Ghoussoub and Gui in [37], Farina, Sciumzi and Valdinoci in [33] and references therein. In addition, for the case of system of equations we refer interested readers to [35, 36] by Ghoussoub, Sire and the author. Note that from boundedness of \( |\nabla u_i| \) and \( \Phi' \in C(\mathbb{R}^+) \) in two dimensions we have

\[
\int_{B_R} \Phi'(|\nabla u_i|^2)|\nabla u_i|^2 \leq CR^2,
\]

for any \( R > 1 \). This can be also proved by multiplying (1.15) by \( R \zeta_i^2 u_i \) and integrating by parts. Straightforward calculations show that for each \( i \) we have

\[
\int_{B_R \setminus B_{\sqrt{R}}} \frac{1}{|x|^2} \Phi'(|\nabla u_i|^2)|\nabla u_i|^2 dx \\
= 2 \int_{B_R \setminus B_{\sqrt{R}}} \int_{|x|}^{R} \tau^{-3} \Phi'(|\nabla u_i|^2)|\nabla u_i|^2 d\tau dx \\
+ \frac{1}{R^2} \int_{B_R \setminus B_{\sqrt{R}}} \Phi'(|\nabla u_i|^2)|\nabla u_i|^2 \\
\leq 2 \int_{B_{\sqrt{R}}} \Phi'(|\nabla u_i|^2)|\nabla u_i|^2 dx \\
+ \frac{1}{R^2} \int_{B_R} \Phi'(|\nabla u_i|^2)|\nabla u_i|^2,
\]

where we have used the Fubini’s theorem. From this and (4.7) we get

\[
\int_{B_R \setminus B_{\sqrt{R}}} \frac{\Phi'(|\nabla u_i|^2)|\nabla u_i|^2}{|x|^2} \leq C \log R.
\]

Now for each \( i \) set \( \eta_i \) to be the following standard test function

\[
\eta_i(x) := \begin{cases} \frac{1}{2}, & \text{if } |x| \leq \sqrt{R}, \\ \frac{\log R - \log |x|}{\log R}, & \text{if } \sqrt{R} < |x| < R, \\ 0, & \text{if } |x| \geq R. \end{cases}
\]
Note that \( \nabla \eta_i(x) = -\frac{e^{-\log R}}{2\pi i x} \) on \( \sqrt{R} < |x| < R \). Therefore, the right-hand side of the inequality given in theorem 3.1 is of the form

\[
\sum_{i=1}^{m} \int_{B_R \setminus B_{\sqrt{R}}} \left| \nabla u_i \right|^2 A(\nabla u_i) \nabla \eta_i \cdot \nabla \eta_i \leq \frac{C}{\log^2 R} \sum_{i=1}^{m} \int_{B_R \setminus B_{\sqrt{R}}} \frac{1}{|x|^2} \left| \nabla u_i \right|^2 A(\nabla u_i) x \cdot x \leq \frac{C}{\log R},
\]

where we have used (4.3) to conclude the last inequality. From this and the geometric inequality given by (3.10) and the fact that the system is symmetric we get

\[
(4.9) \quad \sum_{i \neq j} \int_{B_{\sqrt{R}}} \left| (\partial_j H_i(u)) |\nabla u_i||\nabla u_j| - \partial_j H_i(u) \nabla u_i \cdot \nabla u_j \right| + \sum_{i=1}^{m} \int_{\{|\nabla u_i| \neq 0\} \cap B_{\sqrt{R}}} \Phi'(|\nabla u_i|^2)|\nabla u_i|^2 K_i^2 + \sum_{i=1}^{m} \int_{\{|\nabla u_i| \neq 0\} \cap B_{\sqrt{R}}} \left[ 2\Phi''(|\nabla u_i|^2)|\nabla u_i|^2 |\nabla T_i|\nabla u_i|^2 \right] \leq \frac{C}{\log R}.
\]

Now sending \( R \to \infty \) and the fact that all of the terms in the left-hand side are nonnegative imply that each \( u_i \) is one dimensional function and \( |\partial_j H_i(u)||\nabla u_i||\nabla u_j| = \partial_j H_i(u) \nabla u_i \cdot \nabla u_j \). The latter implies that the angle between \( \nabla u_i \) and \( \nabla u_j \) is precisely \( \arccos \left( \frac{\partial_j H_i(u)}{\partial_j H_i(u)} \right) \) when \( i \neq j \). This completes the proof. \( \square \)

Note that in the statement of Theorem 3.1, \( \Phi \) does not have to satisfy conditions (A) or (B). However in the next theorem that is in regards to three dimensions one of conditions (A) or (B) is needed. For the case of semilinear systems in two dimensions we refer interested readers to [1] for the construction of two dimensional solutions in the absence of stability and \( H \)-monotonicity.

**Theorem 4.2.** Suppose that \( u = (u_i)_{i=1}^{m} \) is a classical bounded \( H \)-monotone solution of symmetric system \( (1.9) \) in three dimensions. Let \( \Phi \) satisfy one of conditions (A) or (B). Assume also that \( |\nabla u_i| \in L^{\infty}(\mathbb{R}^3) \cap W^{-1,2}_{loc}(\mathbb{R}^3) \). Then each \( u_i \) is a one dimensional function. In addition, the angle between \( \nabla u_i \) and \( \nabla u_j \) is \( \arccos \left( \frac{\partial_j H_i}{\partial_j H_i} \right) \).

**Proof.** Methods and ideas applied here are strongly motivated by the ones given by Ambrosio and Cabré in [3] and Alberti, Ambrosio and Cabré in [2] in the case of a single equation and by Ghoussoub and the author in [22] for the case of systems. We first note that \( u \) being \( H \)-monotone means that \( u \) is a stable solution of (1.15). Moreover, the function \( v_i(x_1, x_2) := \lim_{x_3 \to \infty} u_i(x_1, x_2, x_3) \) is also a bounded stable solution for (1.15) in \( \mathbb{R}^2 \). Note also that since \( u \) is an \( H \)-monotone solution, the system (1.15) is then orientable. It follows from Theorem 3.1 that each \( v_i \) is one dimensional and consequently the energy of \( v = (v_i)_{i=1}^{m} \) in a two-dimensional ball of radius \( R \) is bounded by a multiple of \( R \) which implies

\[
(4.10) \quad \limsup_{t \to \infty} E(u^t) \leq CR^2,
\]
where \( u^t(x') := u(x', x_n + t) \) for \( t \in \mathbb{R} \) and

\[
E_R(u) = \int_{B_R} \sum_{i=1}^m \Phi(|\nabla u_i|^2) - \tilde{H}(u) + c_u,
\]

for \( c_u := \max \tilde{H}(u) \). Applying similar arguments as in the proof of Theorem 2.4, we shall show that

\[
\sum_{i=1}^m \int_{B_R} \Phi(|\nabla u_i|^2) \leq CR^2,
\]

where the constant \( C \) is independent from \( R \). Note that shift function \( u^t = (u^t_i)_{i=1}^m \) is also a bounded solution of (1.15) with \( |\nabla u_i^t| \in L^\infty(\mathbb{R}^n) \), i.e.,

\[
- \text{div} \left( \Phi'(|\nabla u_i^t|^2) \nabla u_i^t \right) = H_i(u^t) \text{ in } \mathbb{R}^n,
\]

and also

\[
\partial_t u_i^t > 0 > \partial_t u_j^t \quad \text{for all } i \in \bar{I} \text{ and } j \in \bar{J} \text{ and in } \mathbb{R}^n.
\]

Since \( u_i^t \) converges to \( v_i \) in \( C^{1}_\text{loc}(\mathbb{R}^n) \) for all \( i = 1, \ldots, m \), we have

\[
\lim_{t \to \infty} E(u^t) = E(v).
\]

Now, we claim that the following upper bound for the energy holds, for all \( t \in \mathbb{R}^+ \)

\[
E_R(u) \leq E_R(u^t) + M \int_{\partial B_R} \left( \sum_{i \in \bar{I}} (u_i^t - u_i) + \sum_{j \in \bar{J}} (u_j - u_j^t) \right) dS,
\]

where \( M := \max_{i=1}^m \{ ||\Phi'(|\nabla u_i^t||)\nabla u_i^t||_{L^\infty(\mathbb{R}^n)} \} \). Indeed, by differentiating the energy functional along the path \( u^t \), one gets

\[
\partial_t E_R(u^t) = \sum_{i=1}^m \int_{B_R} 2 \Phi'(|\nabla u_i^t|^2) \nabla u_i^t \cdot \nabla \partial_t u_i^t - 2 H_i(u^t) \partial_t u_i^t.
\]

Now, multiply (1.12) with \( \partial_t u^t \) and integrate by parts to get

\[
\int_{B_R} \Phi'(|\nabla u_i^t|^2) \nabla u_i^t \cdot \nabla \partial_t u_i^t + \int_{\partial B_R} \Phi'(|\nabla u_i^t|^2) \partial_v u_i^t \partial_t u_i^t = \int_{\partial B_R} H_i(u^t) \partial_t u_i^t.
\]

for each \( i = 1, \ldots, m \). From (1.16) and (1.17) we obtain

\[
\partial_t E_R(u^t) = 2 \sum_{i} \int_{\partial B_R} \Phi'(|\nabla u_i^t|^2) \partial_v u_i^t \partial_t u_i^t.
\]

Note that \( -M \leq \Phi'(|\nabla u_i^t|^2) \partial_v u_i^t \leq M \) for each \( i \) and \( \partial_t u_i^t > 0 > \partial_t u_j^t \) for \( i \in \bar{I} \) and \( j \in \bar{J} \). Therefore,

\[
\partial_t E_R(u^t) \geq M \int_{\partial B_R} \left( \sum_{j \in \bar{J}} \partial_v u_j^t - \sum_{i \in \bar{I}} \partial_v u_i^t \right) dS.
\]

On the other hand,

\[
E_R(u) = E_R(u^t) - \int_0^t \partial_t E_R(u^s) ds,
\]

\[
\leq E_R(u^t) + M \int_0^t \int_{\partial B_R} \left( \sum_{i \in \bar{I}} \partial_v u_i^s - \sum_{j \in \bar{J}} \partial_v u_j^s \right) dS ds,
\]

(4.19) \[
E_R(u) = E_R(u^t) + M \int_{\partial B_R} \left( \sum_{i \in \bar{I}} (u_i^t - u_i) + \sum_{j \in \bar{J}} (u_j - u_j^t) \right) dS.
\]
To finish the proof of the theorem just note that $u_i < u_j^t$ and $u_j^t < u_j$ for all $i \in I$, $j \in J$ and $t \in \mathbb{R}^+$. Moreover, from (4.10) we have $\lim_{t \to \infty} E_R(u_i^t) \leq CR^2$. Therefore, (4.19) yields $E_R(u) \leq C|\partial B_R| \leq CR^2$. This proves (4.11).

Now, set $\phi_i := \partial_{x_i} u_i$ and $\psi_i := \nabla u_i \cdot \eta$ where $\eta = (\eta', 0) \in \mathbb{R}^{n-1} \times \{0\}$ and define $\sigma_i := \psi_i / \phi_i$. Lemma 4.3 implies that $\sigma$ satisfies (4.1). Note that $\phi^2_i \sigma_i^2 = \psi_i^2 \leq |\nabla u_i|^2$. From this and the fact that one of conditions (A) or (B) holds there exists a constant $M$ that is independent from $R$ such that

$$\sum_{i=1}^m \int_{B_{2R} \setminus B_R} \phi_i^2 \sigma_i^2 A(\nabla u_i)_R \Gamma_i \cdot R \Gamma_i \leq \sum_{i=1}^m \int_{B_{2R}} |\nabla u_i|^2 A(\nabla u_i)_R \Gamma_i \cdot R \Gamma_i \leq M \sum_{i=1}^m \int_{B_{2R}} \Phi(|\nabla u_i|^2),$$

(4.20)

(4.21)

here we have used the fact that $||R \Gamma_i(x)||_{L^\infty(\mathbb{R}^n)}, ||\nabla u_i||_{L^\infty(\mathbb{R}^n)} \leq C$ for some $C$ that is independent from $R$. We now apply Proposition 4.3 for $h_{ij} = \partial_j H_i(u) \phi_i \phi_j$ and the identity function $f$ to conclude that each $\sigma_i$ is constant. This implies that each $u_i$ is a one-dimensional function. Since $u = (u_i)_{i=1}^m$ is a one-dimensional stable solution of (1.15), Theorem 4.1 implies that the angle between $\nabla u_i$ and $\nabla u_j$ is arccos $\left( \frac{\partial_i H_i}{\partial_j H_j} \right)$.

5. Liouville theorems for symmetric systems

For bounded stable solutions of (1.15) up to four dimensions we have the following Liouville theorem as long as each $H_i(u)$ is nonnegative.

**Theorem 5.1.** Suppose that $u = (u_i)_{i=1}^m$ is a classical bounded stable solution of symmetric system (1.15) where $H_i \geq 0$ for each $i$. Let $\Phi$ satisfy one of conditions (A) or (B). Assume also that $|\nabla u_i| \in L^\infty(\mathbb{R}^n) \cap W^{1,2}_{loc}(\mathbb{R}^n)$. Then each $u_i$ must be constant provided $n \leq 4$.

**Proof.** Multiply both sides of (1.15) with $R \zeta_i^2 |u_i - |u_i||_{L^\infty(\mathbb{R}^n)}$ and use assumptions to get

$$-R \zeta_i^2 |u_i - |u_i||_{L^\infty(\mathbb{R}^n)} \text{div}(\Phi'(\nabla u_i^2)\nabla u_i) \leq 0 \text{ in } \mathbb{R}^n.$$  

(5.1)

Applying integration by parts, for each $i = 1, \ldots, m$ we obtain

$$\int_{B_R} \Phi'(\nabla u_i^2)|\nabla u_i|^2 R \zeta_i^2 \leq 2 \int_{B_R} \Phi'(\nabla u_i^2)|\nabla u_i||\nabla R \zeta_i||u_i||_{L^\infty(\mathbb{R}^n)} - u_i|_{R \zeta_i}$$

(5.2)

From the Cauchy-Schwarz inequality, for any $R > 1$, we get

$$\sum_{i=1}^m \int_{B_R} \Phi'(\nabla u_i^2)|\nabla u_i|^2 \leq CR^{n-2}.$$  

(5.3)

Since $u$ is a stable solution of (1.15) there exists a sequence of functions $\phi = (\phi_i)_{i=1}^m$ that each $\phi_i$ does not change sign. Similar to the proof of Theorem 4.1 set $\psi_i := \nabla u_i \cdot \eta$ where $\eta = (\eta', 0) \in \mathbb{R}^{n-1} \times \{0\}$ and define $\sigma_i := \psi_i / \phi_i$. Lemma 4.3 implies that $\sigma = (\sigma_i)_{i=1}^m$ satisfies (4.1). Note that $\phi_i^2 \sigma_i^2 = \psi_i^2 \leq |\nabla u_i|^2$. From this and the fact that one of conditions (A) or (B) holds there exists a constant $M$ that is independent from $R$ such that

$$\sum_{i=1}^m \int_{B_R} \phi_i^2 \sigma_i^2 A(\nabla u_i)_R \Gamma_i \cdot R \Gamma_i \leq \sum_{i=1}^m \int_{B_{2R}} |\nabla u_i|^2 A(\nabla u_i)_R \Gamma_i \cdot R \Gamma_i \leq M \sum_{i=1}^m \int_{B_{2R}} \Phi(|\nabla u_i|^2),$$

(5.4)

here we have used the fact that $||R \Gamma_i(x)||_{L^\infty(\mathbb{R}^n)}, ||\nabla u_i||_{L^\infty(\mathbb{R}^n)} \leq C$ for some $C$ that is independent from $R$. Note that due to the general assumption $2s \Phi''(s) + \Phi(s) > 0$ when $s > 0$ and $\Phi(0) = 0$ we have $0 \leq \Phi(s) \leq 2\Phi'(s)s$ for any $s > 0$. This implies that

$$0 \leq \int_{B_R} \Phi(|\nabla u_i|^2) \leq 2 \int_{B_{2R}} \Phi'(|\nabla u_i|^2)|\nabla u_i|^2 \text{ in } \mathbb{R}^n.$$  

(5.5)
From (5.5), (5.4) and (5.3) we get

\begin{equation}
(5.6) \quad \sum_{i=1}^{m} \int_{B_{R}} \phi_{i}^{2} \sigma_{i}^{2} A(\nabla u_{i})_{R} \Gamma_{i} \cdot R \Gamma_{i} \leq CR^{n-2}.
\end{equation}

We now apply Proposition 4.1 for an optimal Liouville theorem for radial stable solutions. The critical dimension is $r < n$.

Lemma 5.2. Suppose that $\zeta$ is a radial stable solution of (1.15). Then in the light of (1.27) and (1.26) we have

\begin{equation}
\int_{\mathbb{R}^{n}} |\nabla u_{i}|^{p-2}(\nabla \phi_{i}, \nabla \zeta_{i}) + (p-2) \int_{\mathbb{R}^{n}} |\nabla u_{i}|^{p-4}(\nabla u_{i}, \nabla \phi_{i})(\nabla u_{i}, \nabla \zeta_{i})
= \sum_{j=1}^{m} \int_{\mathbb{R}^{n}} \partial_{j} H_{i}(u) \phi_{j} \zeta_{i}.
\end{equation}

We now provide the stability inequality for solutions of (1.15) with the $p$-Laplacian operator. This is a particular case of Lemma 3.1.

Lemma 5.1. Let $u$ denote a stable solution of (1.15). Then

\begin{equation}
(5.8) \quad \sum_{i=1}^{m} \int_{\mathbb{R}^{n}} \left( \nabla u_{i} \right)^{2} \leq (p-1) \sum_{i=1}^{m} \int_{\mathbb{R}^{n}} |\nabla u_{i}|^{p-2} |\nabla \zeta_{i}|^{2},
\end{equation}

for any $\zeta = (\zeta_{i})_{i=1}^{m}$ where $\zeta_{i} \in L^{\infty}(\mathbb{R}^{n}) \cap W^{1,2}(\mathbb{R}^{n})$ with compact support and $1 \leq i \leq m$.

For radial solutions stability inequality is of the following form.

Lemma 5.2. Suppose that $u$ is a radial stable solution of (1.15). Then

\begin{equation}
(5.9) \quad (n-1) \sum_{i=1}^{m} \int_{\mathbb{R}^{n}} \frac{u_{i}^{p}(|x|)}{|x|^{2}} \phi^{2}(x) dx \leq (p-1) \sum_{i=1}^{m} \int_{\mathbb{R}^{n}} u_{i}^{p}(|x|) |\nabla \phi(x)|^{2} dx
\end{equation}

\begin{equation}
(5.10) \quad + \sum_{i,j=1}^{m} \int_{\mathbb{R}^{n}} \left( \partial_{j} H_{i}(u) - \sqrt{\partial_{j} H_{i}(u) H_{j}(u)} \right) u_{i}'(|x|) u_{j}'(|x|) \phi^{2}(x) dx,
\end{equation}

for all $\phi \in L^{\infty}(\mathbb{R}^{n}) \cap W^{1,2}(\mathbb{R}^{n})$ with compact support.

Proof. Suppose that $u = (u_{i})_{i=1}^{m}$ is a radial solutions of (1.15) that is

\begin{equation}
(5.11) \quad - \frac{n-1}{r} |u_{i}'|^{p-2} u_{i}' - (p-1) |u_{i}'|^{p-2} u_{i}'' = H_{i}(u),
\end{equation}

for $0 < r < 1$ and $i = 1, \ldots, m$. Multiplying the $i^{th}$ equation of (5.11) with $(u_{i}' \phi^{2} r^{n-1})'$ for $\phi \in L^{\infty}(\mathbb{R}^{n}) \cap W^{1,2}(\mathbb{R}^{n})$ with compact support and performing integration by parts we obtain

\begin{equation}
(5.12) \quad \int_{\mathbb{R}^{+}} \sum_{j=1}^{m} \partial_{j} H_{i}(u) u_{i}' u_{j}' \phi^{2} r^{n-1} = - \int_{\mathbb{R}^{+}} \left( \frac{n-1}{r} |u_{i}'|^{p-2} u_{i}' \right)' (u_{i}' \phi^{2} r^{n-1})
\end{equation}

\begin{equation}
+ (p-1) \int_{\mathbb{R}^{+}} |u_{i}'|^{p-2} u_{i}'' (u_{i}' \phi^{2} r^{n-1})'.
\end{equation}
for all $0 < r < 1$ and $i = 1, \cdots, m$. In addition, straightforward calculations show that

\begin{equation}
(5.13) \\
\left( u'_i\phi^2 r^{n-1} \right)' = (u'_i \phi^2)' r^{n-1} + (n-1) r^{n-2} u'_i \phi^2,
\end{equation}

\begin{equation}
(5.14) \\
\left( \frac{n-1}{r} |u'_i|^{p-2} u'_i \right)' = - \frac{n-1}{r^2} |u'_i|^{p-2} u'_i + (p-1) \frac{n-1}{r} |u'_i|^{p-2} u''_i.
\end{equation}

Substituting (5.13) and (5.14) in (5.12) we get

\begin{equation}
(5.15) \\
\int_{\mathbb{R}^+} \sum_{j=1}^m \partial_j H_i(u) u'_j u'_i \phi^2 r^{n-1} = \int_{\mathbb{R}^+} \frac{n-1}{r^2} |u'_i|^{p-2} u'_i \phi^2 r^{n-1} \ \ \ + (p-1) \int_{\mathbb{R}^+} |u'_i|^{p-2} u'_i (u'_i \phi^2)' r^{n-1}.
\end{equation}

Taking sum on the index $i$, we get

\begin{equation}
(5.16) \\
\int_{\mathbb{R}^n} \sum_{i,j=1}^m \partial_j H_i(u) u'_j u'_i \phi^2 = (n-1) \sum_{i=1}^m \int_{\mathbb{R}^n} \frac{|u'_i|^p}{|x|^2} \phi^2 \\ \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \ + (p-1) \sum_{i=1}^m \int_{\mathbb{R}^n} |u'_i|^{p-2} u'_i \cdot \nabla (u'_i \phi^2).
\end{equation}

We now apply the stability inequality (5.8) where $\phi_i$ is replaced by $u'_i \phi$ for a test function $\phi$. Therefore,

\begin{equation}
(5.17) \\
\sum_{i,j=1}^m \int_{\mathbb{R}^n} \sqrt{\partial_j H_i(u) \partial_i H_j(u)} u'_i u'_j \phi^2 \leq (p-1) \sum_{i=1}^m \int_{\mathbb{R}^n} |u'_i|^{p-2} |\nabla (u'_i \phi)|^2.
\end{equation}

Expanding the integrand of the right-hand side we get

\begin{equation}
(p-1)|u'_i|^{p-2} (|\nabla (u'_i \phi)|^2) = (p-1)|u'_i|^{p-2} \left( |u'_i|^2 |\nabla \phi|^2 + |\nabla u'_i|^2 \phi^2 + \frac{1}{2} \nabla \phi^2 \cdot \nabla u'_i^2 \right) \\ = (p-1)|u'_i|^{p-2} \left( |u'_i|^2 |\nabla \phi|^2 + \nabla (\phi^2 u'_i) \cdot \nabla u'_i \right).
\end{equation}

From this, (5.12) and (5.17) we get the desired result.

\[ \square \]

Now, we are ready to classify radial stable solutions of (5.7).

**Theorem 5.2.** Suppose that $p, m \geq 1$ and $u$ is a radial stable solution of symmetric system (1.15) where $H_i \in C^1(\mathbb{R}^m)$ whenever $\partial_j H_i(u) > 0$ for all $i, j = 1, \cdots, m$. Then, there exist positive constants $r_0$ and $C_{n,m,p}$ such that

\begin{equation}
(5.18) \\
\sum_{i=1}^m |u_i(r)| \geq C_{n,m,p} \left\{ \begin{array}{ll}
\frac{r^{(p+2-n+2\sqrt{\frac{p}{p-1}})}}{p} & \text{if } n \neq \frac{4p}{p-1} + 1, \\
\log r & \text{if } n = \frac{4p}{p-1} + 1,
\end{array} \right.
\end{equation}

where $r \geq r_0$ and $C_{n,m,p}$ is independent from $r$. In addition, assuming that each $u_i$ is bounded for $1 \leq i \leq m$, then $n > \frac{4p}{p-1} + 1$ and there is a constant $C_{n,m,p}$ such that

\begin{equation}
(5.19) \\
\sum_{i=1}^m |u_i(r) - u_i^\infty| \geq C_{n,m,p} r^\frac{1}{2} \left( \frac{p+2-n+2\sqrt{\frac{p}{p-1}}}{} \right),
\end{equation}

where $r \geq 1$ and $u_i^\infty := \lim_{r \to \infty} u_i(r)$ for each $i$.

**Proof.** Let $u = (u_i)_{i=1}^m$ be a radial stable solution of symmetric system (5.7). From Lemma 5.2 the stability inequality becomes

\begin{equation}
(5.20) \\
(n-1) \sum_{i=1}^m \int_{\mathbb{R}^n} \frac{u_i^p(|x|)}{|x|^2} \phi^2(x) dx \leq (p-1) \sum_{i=1}^m \int_{\mathbb{R}^n} u_i^p(|x|)|\nabla \phi(x)|^2 dx,
\end{equation}

for all $\phi \in L^\infty(\mathbb{R}^n) \cap W^{1,2}(\mathbb{R}^n)$ with compact support. Note that the nonlinearity $H = (H_i)_{i=1}^m$ does not appear in (5.20). The methods and idea that we apply in this proof are strongly motivated by the ones used
in [14, 16, 19, 54] for the case of a scalar equation, that is when \( m = 1 \), and in [20, 34] for the case of system of equations that is when \( m \geq 2 \). Test this inequality on the following test function \( \phi \in W^{1,2}(\mathbb{R}^+) \cap L^\infty(\mathbb{R}^+) \)

\[
\phi(t) := \begin{cases} 
1, & \text{if } 0 \leq t \leq 1; \\
t^{-\sqrt{\frac{p-1}{p}}}, & \text{if } 1 \leq t \leq r; \\
r^{-\sqrt{\frac{p-1}{p}}}, & \text{if } r \leq t \leq R; \\
0, & \text{if } R \leq t,
\end{cases}
\]

for any \( 1 \leq r \leq R \). Straightforward calculations show that for the given test function \( \phi \), the left-hand side of the stability inequality (5.20) has the following lower bound,

\[
(5.21) \quad (n-1) \int_0^1 \sum_{i=1}^m |u_i'(t)|t^{-n-3}dt + (n-1) \int_1^r \sum_{i=1}^m |u_i'(t)|t^{-2}\sqrt{\frac{n-1}{p}} + n^{-3}dt.
\]

Similarly we can simplify the right-hand side of the stability inequality using the fact that

\[
\phi'(t) = \begin{cases} 
0, & \text{if } 0 \leq t \leq 1; \\
-\sqrt{\frac{p-1}{p}}t^{-\sqrt{\frac{p-1}{p}}-1}, & \text{if } 1 \leq t < r; \\
-\sqrt{\frac{p-1}{p}}r^{-\sqrt{\frac{p-1}{p}}-1}, & \text{if } r \leq t \leq R; \\
0, & \text{if } R \leq t.
\end{cases}
\]

Applying the H"{o}lder’s inequality we obtain

\[
\int_r^R \frac{ds}{s^{n-1}} \leq C_{n,m,p} r^{-2}\sqrt{\frac{n-1}{p}} \forall 1 \leq r \leq R,
\]

where the constant \( C_{n,m,p} \) is independent from \( r, R \) and it is given as

\[
C_{n,m,p} := \left( \frac{p-1}{n-1} \right)^{\frac{1}{p}} \int_0^1 \sum_{i=1}^m |u_i'(t)|t^{-n-3}dt.
\]

Applying the H"{o}lder’s inequality we obtain

\[
\int_r^R \frac{ds}{s^{n-1}} = \int_r^R \frac{\left( \sum_{i=1}^m |u_i'(s)|^p(s) \right)^{\frac{1}{p}}}{s^{\frac{p}{p+1}}} ds 
\leq \left( \int_r^R \frac{ds}{s^{n-1}} \sum_{i=1}^m |u_i'(s)|^p(s) \right)^{\frac{1}{p+1}} \left( \int_r^R \left( \sum_{i=1}^m |u_i'(s)|^p(s) \right)^{\frac{1}{p}} ds \right)^{\frac{p}{p+1}}.
\]

From (5.23) we get

\[
\int_r^R \frac{ds}{s^{n-1}} \leq C_{n,m,p}^\frac{1}{p} r^{-\frac{p}{p+1}} \sqrt{\frac{n-1}{p}} \left( \sum_{i=1}^m \int_r^R |u_i'(s)| ds \right)^{\frac{1}{p+1}}.
\]

Performing straightforward computation for the integral in the left-hand side of (5.25) and taking \( R = 2r \), for any \( n \geq 2 \), one can get

\[
\sum_{i=1}^m |u_i(2r) - u_i(r)| \geq C_{n,m,p}^\frac{1}{p} \left( p+2-n+2\sqrt{\frac{n-1}{p}} \right).
\]
Note that each $u_i$ is bounded. Therefore, (5.26) implies
\[
\sum_{i=1}^{m} |u_i(r) - u_i^\infty| = \sum_{i=1}^{m} \sum_{k=1}^{\infty} |u_i(2^k r) - u_i(2^{k-1} r)| \\
\geq C \sum_{k=1}^{\infty} (2^{k-1} r)^{p+2-n+2\sqrt{\frac{p}{p-1}}},
\]
This proves the second part of the theorem that is (5.19) and $n > \frac{4p}{p-1} + p$. To prove the first part of the theorem that is (5.18), without loss of generality, we assume that $2 \leq n \leq \frac{4p}{p-1} + p$. Define $r = 2^{k-1} r_1$ where $1 \leq r_1 < 2$. Therefore,
\[
\sum_{i=1}^{m} |u_i(r)| = \sum_{i=1}^{m} |u_i(r) - u_i(r_1)| - \sum_{i=1}^{m} |u_i(r_1)| \\
= \sum_{i=1}^{m} \sum_{j=1}^{k-1} |u_i(2^j r_1) - u_i(2^{j-1} r_1)| - \sum_{i=1}^{m} |u_i(r_1)| \\
\geq C_{n,m} \sum_{i=1}^{m} \sum_{j=1}^{k-1} (2^{j-1} r_1)^{p+2-n+2\sqrt{\frac{p}{p-1}}} - \sum_{i=1}^{m} |u_i(r_1)|.
\]
This proves the pointwise bound (5.18) when $1 < n < \frac{4p}{p-1} + p$. Finally, when we have dimension $n = \frac{4p}{p-1} + p$, from the above inequality, we can prove
\[
\sum_{i=1}^{m} |u_i(r)| \geq C_{n,m}(k - 1) - \sum_{i=1}^{m} |u_i(r_1)|.
\]
The fact that $k - 1 = \frac{\log r - \log r_1}{\log 2}$ completes the proof.
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