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Abstract—Predicting the future motion of traffic agents is crucial for safe and efficient autonomous driving. To this end, we present PredictionNet, a deep neural network (DNN) that predicts the motion of all surrounding traffic agents together with the ego-vehicle’s motion. All predictions are probabilistic and are represented in a simple top-down rasterization that allows an arbitrary number of agents. Conditioned on a multi-layer map with lane information, the network outputs future positions, velocities, and backtrace vectors jointly for all agents including the ego-vehicle in a single pass. Trajectories are then extracted from the output. The network can be used to simulate realistic traffic, and it produces competitive results on popular benchmarks. More importantly, it has been used to successfully control a real-world vehicle for hundreds of kilometers, by combining it with a motion planning/control subsystem. The network runs faster than real-time on an embedded GPU, and the system shows good generalization (across sensory modalities and locations) due to the choice of input representation. Furthermore, we demonstrate that by extending the DNN with reinforcement learning (RL), it can better handle rare or unsafe events like aggressive maneuvers and crashes.

1. INTRODUCTION

Safe and effective autonomous driving requires accurately predicting the motion of nearby actors, such as vehicles, pedestrians, and cyclists. An autonomous vehicle needs to anticipate whether a nearby car will keep moving forward at constant speed, brake suddenly, or cut into an adjacent lane. Predicting other agents’ behaviors has been shown beneficial both in adversarial and cooperative domains [1], [2].

Brute-force enumeration of all possible actions leads to combinatorial explosion, creating a computational bottleneck. Similarly, most recent approaches [3], [4], [5], [6], [7], [8] use very deep networks (e.g., ResNet50), predict each agent separately or use batches of cropped feature maps, which precludes real-time operation. We seek a system that jointly predicts the motion of all actors, is not limited to the number of actors, is agnostic to input sensory modality, runs in real-time, and handles rare/unsafe events.

In this paper, we propose a novel system which, to our knowledge, is the first to satisfy these requirements. Our system, called PredictionNet, relies on a simple yet flexible representation for both input and output. The current state (input) is a top-down multi-channel rasterization of the perceived vehicle boundaries and relevant scene context provided by the map’s lane dividers. The method is agnostic to the perception modality as it relies on its own representation created by top-down rasterization. The predicted state (output) is a top-down representation providing the probability density function (PDF) of all traffic actors’ future poses along with estimated velocities and backtrace vectors to aid trajectory extraction. The system is trained on real driving data to simultaneously predict full PDFs of the motion of all observed traffic agents and the ego-vehicle in a single pass. The network can be used for both realistic simulation and closed-loop planning/control (Fig. 1).

We have incorporated PredictionNet into the closed-loop planning/control stack of a real-world autonomous driving system. The network runs faster than real-time, providing sufficient time for the planner to react safely. The network effectively predicts on camera and radar data, despite training only on LiDAR data. We show improvements in real driving behavior compared to an analytical baseline, as well as competitive offline results on both the INTERACTION prediction benchmark [9] and an internal dataset.

The learned network can also be used for real-time traffic simulation. As such, it avoids the common problems of simulators that rely on either hand-coded rules or replay from driving logs. The former cannot capture complex interactions, while the latter cannot be used to study rare or unsafe behaviors, because datasets collected from actual drives necessarily under-represent such events. We use this simulator, together with reinforcement learning (RL), to extend our network with an ego-policy head that encourages collision-free driving beyond the expert dataset distribution.

Our contributions are as follows:

- A deep neural network (DNN) that predicts all traffic agents, including the ego-vehicle, and models their interactions in one pass; the DNN consists of a 2D convolutional neural network (CNN) encoder/decoder and two 2D recursive neural networks (RNNs);

---

1 Video at https://youtu.be/C7Nb3DRJFP0.
• Flexible probabilistic output representation that captures an arbitrary number of traffic agents;
• Faster than real-time performance, and agnostic to input sensory modalities (LiDAR / radar / camera);
• A model-based reinforcement learning extension to handle rare or unsafe events.

II. PREVIOUS WORK

Traffic Prediction. A number of analytical and deep learning approaches to vehicle prediction have been proposed. Analytical methods use heuristics such as lane following with constant velocity. Despite the stability of these methods, DNNs often provide better predictions across diverse traffic scenarios. Specifically, DESIRE [3] uses a conditional variational auto-encoder (CVAE [10]) to get future prediction samples, then uses an RNN for ranking. A top-down LiDAR scan is encoded by a CNN to provide a scene context. PRECOG [4] uses similar input encodings and employs a probabilistic model of future interactions between agents, conditioned on the goal of the ego-actor. MultiPath [5] uses a set of anchors for prediction. Each anchor is a mode in a trajectory distribution and together they form a Gaussian mixture model. VectorNet [11] relies on vectorization of map lanes and past trajectories via a graph neural network (GNN [12]) and uses attention mechanism for predicting. MultiXNet [6] provides object detection jointly with trajectory prediction from LiDAR input. The DNN uses a batch of cropped top-down feature maps encoded by the detector stage to produce multi-modal predictions. ILVM [7] defines the distribution over future trajectories by using implicit latent variable model. The system uses a CNN to encode a scene, crops its feature maps for each actor and then uses GNN for latent learning and prediction. Trajectron++ [8] jointly learns to predict controls for all agents with a GNN and then integrates agent trajectories using vehicle-dynamics models. Most DNN-based approaches predict behavior for each traffic agent separately and only predict behavior for non-ego agents. Therefore, they cannot be used in ego-motion planning. Most systems are too slow for real-time applications.

Traffic Simulation. Simulation is a safe and controllable way to evaluate system performance against diverse scenarios. Rule-based simulators such as CARLA [13] and SUMO [14] are widely used in benchmarks and tests. However, policies learned in these simulators often transfer poorly to reality due to lack of realistic behaviors. Several recent works [15], [16] have been proposed to simulate traffic in a data-driven fashion. TrafficSim [15] uses a GNN and a generative model to synthesize rare scenarios. However, the model runs at 0.5 frames per second (FPS) and therefore hard to use in real-time driving. SimNet [16] trains a single-step action model for realistic simulation to evaluate motion planners.

Planning and Control. There is a large body of literature on the use of traffic predictions for online planning and offline policy learning. Analytical traffic forecasting and hand-coded cost functions [17], [18] are used to satisfy constraints such as traffic rules and collision avoidance. On the other hand, learning-based planning methods [19]–[21] have shown progress on reactive behavior and generalization in complex driving scenarios. Many works [22]–[25] use imitation learning (IL) to mimic driving behaviors. The simplest example is behavior cloning (BC) that suffers from the known distribution-shift problem [26]. Another paradigm is reinforcement learning (RL). Due to the high-dimensional inputs and sparse rewards, model-free RL [27]–[32] approaches are sample inefficient, rendering them impractical for real-world driving. Using model-based RL with learned traffic models allows us to train realistic policies that can learn to react to rare/unsafe events injected in a simulator.

III. METHOD

A. PredictionNet

1) Data representation: Our approach to traffic prediction relies upon a single deep neural network to transform the current traffic scene input into predicted future motion for all traffic agents, including the ego-vehicle; and a post-processing step to extract trajectories (Fig. 2). The traffic scene, which is rasterized in a top-down view, is perceived by a separate system (using camera, radar, and/or LiDAR) to include data for all traffic agents surrounding the ego-vehicle along with the current map (e.g., lane dividers). This approach allows the network to predict the motion of an arbitrary number of traffic agents without any extra compute.

Let \( M_t \in \mathbb{R}^{2 \times h \times w} \) be a rasterized representation of the road geometry, transformed into the ego-vehicle’s frame of reference at the time \( t \) of prediction. The ego-vehicle is at the center, oriented to point upward. Each entry in \( M_t \) indicates one of a discrete number of road line types, depending upon the travel direction allowed, or zero if there is no road line at that pixel; the second channel stores the altitude of each lane divider relative to the ego-vehicle. Similarly, let \( O_t \in \mathbb{R}^{h \times w} \) be a binary image indicating the occupancy map of vehicles, where the vehicles are rendered as oriented rectangles.

Let \( V_t \in \mathbb{R}^{2 \times h \times w} \) represent the rasterized 2D forward velocities of those vehicles on the ground plane. Note that \( O_t(\cdot, \cdot) = 0 \) implies \( V_t(\cdot, \cdot) = 0 \), since only the pixels corresponding to vehicles have non-zero velocities. The dynamic inputs \( O_t \) and \( V_t \) are stacked into a tensor \( x_t^{\text{dynamic}} \in \mathbb{R}^{3 \times h \times w} \), where the 3 channels arise from stacking...
the single-channel occupancy with the two-channel velocity images. The static input is simply $x^\text{static}_{t} = M_{t} \in \mathbb{R}^{2 \times h \times w}$, where the 2 channels represent the lane divider types and altitude.

The output is $y_{t} = (\hat{O}_{t+1}, \hat{V}_{t+1}, \hat{W}_{t+1})$, where $\hat{O}_{t+1} \in \mathbb{R}^{h \times w}$ is the predicted occupancy map for the next timestep, $\hat{V}_{t+1} \in \mathbb{R}^{2 \times h \times w}$ contains the rasterized predicted forward velocities, and $\hat{W}_{t+1} \in \mathbb{R}^{2 \times h \times w}$ contains additional backtrace vectors used to recover trajectories. A pixel in $\hat{V}_{t+1}$ specifies the predicted tangential forward velocity from $t$ to $t+1$ in meters per second. A pixel in $\hat{W}_{t+1}$ specifies the estimated vector from that pixel’s location at $t+1$ to the center of the corresponding vehicle at the previous time $t$. ($\hat{W}$ captures the actual path, not the tangential motion.)

2) Network Architecture and Training: Let $T$ be the history buffer length, and let $\bar{T}$ be the maximum horizon. To summarize the past-present $T$ observations, and to predict $T$ timesteps into the future with a single forward pass, the network architecture is a simple 2D CNN encoder-decoder with two RNNs: one for processing past-present inputs, and another for predicting the future. See Fig. 3.

For notational simplicity, let us treat $t$ as an index. The input to the CNN encoder at time $t$ and offset $k$ is the state $x_{t-k} = (x^\text{static}_{t-k}, x^\text{dynamic}_{t-k})$, where $k = 0, \ldots, \bar{T}-1$. That is, the input dynamic tensor for each of $\bar{T}$ timesteps is processed by an identical encoder. Likewise, the static input for the current time $t$ is processed and added to all processed dynamic inputs for the $\bar{T}$ past-present timesteps. See Table 1 for details.

The encoded output is the latent state $h_{t-k}$. For the past-present timesteps $k = 0, \ldots, \bar{T}-1$, the first RNN transforms $h_{t-k}$ into $h_{t-k+1}$ using $x_{t-k}$. But we do not have access to future observations, i.e., $x_{t+k}$, where $k > 0$. Instead, we note that $h_{t}$ summarizes all of the $\bar{T}$ past-present observations, and thus it can be used for future predictions. Thus, for each timestep $t+k$ after the current time, the encoded $x_{t}$ (that is, the encoded input for the present time) is provided as input context to the second RNN, which outputs $h_{t+k+1}$. Future prediction is unrolled in an open-loop fashion where only the RNN hidden states are passed between timesteps.

The network is trained end-to-end with supervised learning. The latent state $h_{t+k}$ at each timestep is decoded into $y_{t+k}$, where $k = 1-\bar{T}, \ldots, \bar{T}$. We use a combination of focal loss [33] for the occupancy and $L_2$ loss for the predicted backtrace vectors and velocities:

$$L(y_{t}) = \lambda_{0} L_{\text{focal}} (O_{t}, \hat{O}_{t}) + \lambda_{1} \left\| V_{t} - \hat{V}_{t} \right\|^{2}_{2} + \lambda_{2} \left\| W_{t} - \hat{W}_{t} \right\|^{2}_{2},$$  \hspace{1cm} (1)

where $\lambda_{0}, \lambda_{1}, \lambda_{2}$ are scalar weights.

3) Post-processing: The DNN outputs (occupancy, velocity, backtrace vectors) provide a general, non-parametric prediction of future traffic. When discrete trajectories are required, we compute trajectories via post-processing of the raw network outputs. Trajectories begin at the initial position/velocity for each agent and are iteratively rolled out through Euler integration of the DNN’s predicted velocity tensor. At each iteration, time is advanced by a fixed increment, position is advanced by a linear step using the current velocity, and a new velocity is sampled from the DNN’s predicted velocity tensor at the resultant time/position. Additionally, we apply two modifications:

1. Linear fallback: To avoid sampling invalid velocities from regions with no predicted occupancy, we reuse the previous timestep’s velocity if predicted occupancy is low.

2. Drift correction: Accumulation of small errors can cause trajectories to drift around curves, such that the backtrace vector becomes misaligned with the forward velocity vector. To avoid these errors, we apply a small correction step after each linear step, proportional to the difference between the forward velocity vector and the reversed backtrace vector.

Trajectory post-processing uses a small number of parameters set empirically on the training set after the network is trained. Post-processing takes $T$ constant timesteps to complete and runs in parallel for all agents on the GPU.

Fig. 3: Network diagram. Our network uses CNN encoders/decoders and two recursive neural networks (RNN)—one for processing past-present observations, and another for predicting the future. The past-present RNN (yellow) encodes the observed velocities and occupancy along with the map. The latent state is then rolled out by the future RNN (green) to estimate future velocities and occupancy, along with backtrace vectors. The future RNN cells get encoded present input as context. The resulting sequence of future frames is used to extract the trajectories of all vehicles. The past decoders (dashed) are only used for training.
Each episode consists of three cars: a lead car, a neighbor car, and challenges for traditional adaptive cruise control (ACC). The trained RL policy learns to plan ahead, to reduce the gap and avoid cut-ins, and to keep a slower speed and avoid future harsh braking.

B. PredictionNet for Closed-loop Traffic Simulation

After training on real-world data, PredictionNet can be used as a traffic simulation model. We initialize the state of traffic episodes with real data. Then we use closed-loop roll-outs, using the DNN as a stepping function, to simulate traffic offline. The network acts as a learned state-transition dynamics function that can be used to test planners in simulation or learn policies via reinforcement learning (RL).

We use the RNN’s latent encoding at the current time as a proxy for the state $s_t = h_t$. This latent state encodes the traffic history and lane geometry. Let $q_t$ be the configuration of the system, i.e., the positions and velocities of all actors. Given the current action $a_t$, we rasterize $q_t$ and $a_t$ into the input $x_t$, i.e., then encoded into the latent state $s_t$. We then rollout PredictionNet, and use post-processing to fit a unicycle kinematic model to the decoder output $y_{t+1}$. This yields the configuration $q_{t+1}$ to forward the simulation and close the loop with the updated history. Some examples are shown in Fig. 4. Note that whereas most systems provide only single-agent predictions, our DNN provides simultaneous multi-agent predictions conditioned on the ego-vehicle actions and other vehicle behaviors.

C. Extending PredictionNet via Reinforcement Learning

Since PredictionNet is trained with supervised learning, it can be seen as a type of imitation learning. One drawback of imitation learning is its inability to handle rare/unsafe events that are not properly captured in the training data, such as cut-ins and harsh braking that might lead to collisions. To address these issues, we use a model-based RL framework to formulate the driving problem as an MDP, with PredictionNet as the transition model. We train an additional policy head to produce ego actions, and we call this extension PredictionNet-RL.

In this work, we focus primarily on avoiding cut-ins and collisions caused by harsh braking, both of which are challenges for traditional adaptive cruise control (ACC). Each episode consists of three cars: a lead car, a neighbor car, and the ego car. Initial states are randomized. Non-ego cars are controlled by the PredictionNet prediction head, while the ego car is controlled by the RL policy head. In the cut-in task, the neighbor car executes a cut-in move when it observes a gap between the lead car and the ego car. In the collision-avoidance task, the lead car executes a random harsh braking event.

Our goal is to learn a policy $\pi: s_t \mapsto a_t$ that maps the state $s_t$ at time $t$ to an action $a_t$, which is the ego vehicle’s acceleration. The task reward is defined as $r_{\text{acc}} + r_{\text{rare}}$ where $r_{\text{acc}}$ is a sum of manually designed reward terms such as distance to the lead car, acceleration changes, etc., and $r_{\text{rare}}$ is a sparse penalty term accounting for the rare events such as cut-ins and collisions. The trained RL policy learns to plan ahead, to reduce the gap and avoid cut-ins, and to keep a slower speed and avoid future harsh braking.

IV. EXPERIMENTS

We investigate the following questions: (1) How well does PredictionNet perform on trajectory prediction benchmarks and internal datasets? (2) Can PredictionNet be used in a real-world actuated drive, and how does it compare to classical prediction methods? (3) Can we achieve feasible and reactive traffic simulation with PredictionNet? (4) Can we use PredictionNet-RL to improve ego vehicle behavior when encountering rare events?

A. PredictionNet Performance

We summarize the detailed network architecture in Table I. The network is trained on 512 x 512 images as inputs and outputs with 0.33 meter resolution per pixel thus providing $170 \times 170$ m top-down field of view (FoV). The latent space is $64 \times 64 \times 64$. The focal loss weight $\lambda_0 = 0.05$, and other losses use $\lambda_1 = \lambda_2 = 1.0$. We compare our system with an analytical prediction baseline that utilizes kinematic models, assuming constant velocities and lane following. We use the following metrics to measure the prediction accuracy: Average Displacement Error (ADE) between corresponding points on predicted and ground truth trajectories, and Final Displacement Error (FDE) computed using only the final positions. Both are in meters.

| Layer | Layer description | Input | Output dimensions |
|-------|-------------------|-------|-------------------|
| 0a    | Input image (dynamic) | – | $6 \times 3 \times 512 \times 512$ |
| 0b    | Input image (static) | – | $1 \times 3 \times 512 \times 512$ |
| Encoder: | | | |
| 1 | 3D convolution, ReLU | 0a | $6 \times 3 \times 512 \times 512$ |
| 2 | 3D convolution, ReLU | 0b | $1 \times 3 \times 512 \times 512$ |
| 2a | Add | 1.2 | $6 \times 16 \times 256 \times 256$ |
| 3 | ResNet block | 2a | $6 \times 6 \times 32 \times 128 \times 128$ |
| 4 | ResNet block | 3 | $6 \times 6 \times 64 \times 64 \times 64$ |
| 5 | ResNet block | 4 | $6 \times 6 \times 64 \times 64 \times 64$ |
| Decoder: | | | |
| 6-11 | 2D conv RNN, ASPPblock [35], ReLU | 5 | $64 \times 64 \times 64$ |
| 12-29 | 2D conv RNN, ASPPblock [35], ReLU | 11 | $64 \times 64 \times 64$ |

Table I: Network architecture, with $T = 6$ and $T = 18$. Timesteps are separated by 166.7 ms, so the network processes 1 second of past-present data, and predicts 3 seconds into the future.
Our PredictionNet achieves competitive results on the INTERACTION dataset [9], see Table II. We ran the network on both the validation (V) set and the “regular” test set (R). The “generalizability” test set (G) was not available at the time of writing. All published networks are listed. While it is difficult to compare across dataset versions, we would like to stress that our network has demonstrated generalization across locations and sensor modalities in real-world driving. As a result, we believe it is fair to compare our results with those on the generalizability (G) set, where our method is competitive. Note that our system is the only one that is evaluated using a single trajectory (most other systems produce 6 and measure the ADE/FDE of the best one), and ours is the only one that runs in real-time (RT).

We also achieve good results on a large internal driving dataset produced from LiDAR perception data, see Table III. The dataset is a mix of freeway and urban scenarios with both light and heavy traffic, containing more than 5,000 km. Our approach outperforms an analytical baseline that relies on lane following and constant speed heuristics. Fig. 5 shows that the analytical approach diverges considerably beyond 0.7 seconds, and that reducing the size of the latent space to $64 \times 32 \times 32$ improves inference time by 30% but yields larger errors.

B. Real-world Autonomous Driving

We integrated our PredictionNet system into an actuated real-world vehicle. We use the DNN to predict 3 seconds into the future, and then extrapolate the result from 3 to 5 seconds using the analytical predictor. We chose this combination as a trade-off between accuracy and performance: the DNN reacts to important events within the 3 second horizon, while analytical extrapolation reduces run-time latency.

We assume that better prediction leads to better planning and hence more driving comfort by avoiding harsh braking or emergency disengagements. To quantify performance, each route is split into segments of a few seconds each, and the average jerk (derivative of acceleration) is computed for each segment. We classify segments as “comfortable” or “not comfortable” based on a threshold from trials with human drivers. The final score is the percentage of route segments that are comfortable.

This system was used for actuated drives on routes in Washington state and California for approximately 530 km in total. The network consumes perception output from cameras and radars, even though it was trained on LiDAR-derived data. We encountered no network-related safety disengagements. The DNN was able to handle non-mapped areas in the real world thanks to a training procedure that includes random map dropouts. Compared to the analytic baseline, PredictionNet improved the mean comfort score by 15% and reduced standard deviation by 18%.

PredictionNet is also computationally efficient. The DNN inference time is around 5 ms on an embedded NVIDIA’s Drive AGX GPU and 4 ms on a Titan RTX GPU. The pre/post-processing time is 3 ms and 2 ms, respectively. To our knowledge, our system is the fastest DNN-based approach available for real-world traffic prediction. By comparison, our closest competitor MultiPath [5] is an order of magnitude slower, and Trajectron++ [8] is two orders of magnitude slower.

C. Simulation Performance

To measure the adequacy of PredictionNet for simulation, we used it as an environment step function of a standard OpenAI Gym environment [39]. We used our large internal dataset containing dense multi-agent interactions to sample initial traffic states. To measure performance, we focused on collision rates and off-route driving rates, which were computed using the environment’s contact detectors and the lane geometry (to determine non-drivable areas), respectively.

Table IV shows the simulation failure rates among all environment steps for both PredictionNet and an analytical baseline. Log-replay is applied for 1.33 seconds, then all vehicles are controlled for an additional 6.67 seconds by either PredictionNet or the unicycle model [34], the latter of which is applied to vehicle kinematics while maintaining constant heading and speed. Total episode length is 8.0 seconds. Failure is declared when the vehicle leaves the drivable area (“off-road”) or intersects another vehicle (“collision”). Furthermore, for “reactive collision” we apply harsh braking to random agents. We observe that PredictionNet reliably
TABLE IV: Simulation comparison, showing the percentage of failures over all environment steps.

| Model       | Metric              | off-road | collision | reactive collision |
|-------------|---------------------|----------|-----------|--------------------|
| baseline    |                     | 2.1%     | 8.7%      | 7.1%               |
| PredictionNet |                   | 1.4%     | 4.1%      | 5.3%               |

Fig. 6: PredictionNet-RL outperforms both PredictionNet and ACC for the cut-in and harsh braking scenarios. Shown are 3 time slices from left to right for each policy.

avoids collisions and remains in the drivable area. Our approach outperforms the baseline on all metrics by a large margin.

D. Ego-Policy Performance

We use reinforcement learning (RL) to improve handling of rare and unsafe events like cut-ins and harsh-braking. We aim to improve upon both traditional adaptive cruise control (ACC) and imitation learning-based driving policies. Our PredictionNet-RL uses the Soft Actor Critic algorithm (SAC) [40] to train the policy and critic heads, while keeping PredictionNet trunk weights frozen. The latent vector $s_t = h_t$ is fed into three fully convolutional layers to extract features, and each of the policy and critic heads is a three-layer MLP. The MDP discount factor is $\gamma = 0.95$. The ACC reward function is $r_{acc} = \alpha_1 |\Delta_\delta| + \alpha_2 |\Delta_v| + \alpha_3 d$ where $\Delta_\delta, \Delta_v$ denote the changes in acceleration and velocity, and $d$ denotes the distance to the lead car; $\alpha_{1,2,3}$ are tuned to accomplish smooth following in real-world scenarios. We use episodes with randomized initial conditions. An episode ends if a collision or cut-in happens with task-specific penalty $r_{rare} = -1$, or reaches the maximum number (48) of episode steps. We generate and detect cut-ins or braking signals based on agents’ headings and accelerations.

We evaluate our learned policies in separate cut-in and harsh-braking tasks. We compare PredictionNet-RL policy with vanilla PredictionNet ego-prediction that only captures expert driving via supervised learning. We also compare with an internal implementation of ACC. In Table V we test each policy with 10 different runs, observing that PredictionNet-RL reaches the best performance for both tasks.

Fig. 7 shows some qualitative results. In the cut-in scenarios, the neighbor car (blue) attempts to cut in between the lead car (red) and ego car (green). Whereas both ACC and vanilla PredictionNet allow this cut-in, PredictionNet-RL learns to speed up to prevent these aggressive cut-in maneuvers. In the harsh braking case, the lead car (red) performs sudden braking. Whereas both ACC and PredictionNet cause the ego car to come dangerously close to the lead car, the PredictionNet-RL agent learns to slow down to avoid collision with the lead car. Overall, such sparse-reward scenarios are challenging for the baselines since the rare events are underrepresented in the training data.

Fig. 7 visualizes the learned RL value function [41] for 4 possible speed profiles for each of the two tasks, together with sampled top-down timesteps. As traffic speed increases, the ego-vehicle is rewarded for speeding up to discourage cut-in, and for braking quickly to avoid collision.

V. CONCLUSION

In this work, we presented PredictionNet, a real-time DNN for trajectory prediction that can efficiently forecast trajectories of all traffic actors simultaneously. We showed that a well-trained prediction system provides an efficient data-driven traffic simulator that significantly outperforms heuristic-based baselines. Furthermore, our experiments with an RL-based extension show significant improvement for rare events that are not captured in the expert dataset. We validated our approach in simulation, on off-line datasets, and via on-line real-world actuated driving. For future work, we plan to incorporate the direct trajectory regression into the DNN, use live map perception, and transfer our RL experiments to the real vehicle.
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