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Abstract—Online media journalists like tribunnews journalists usually determine the news category when make news input. Unfortunately, often the topic submitted is not in accordance with what is expected by the editor. These errors will make it difficult for news searches by customers. To eliminate these errors, editors can be assisted by an application that able to classify topics. Thus, editors is no longer too dependent on journalist input. This study aims to design application that able to classify topics based on the texts contained in the news. The method used is the K-Nearest Neighbor algorithm. This design has produced a system that able to classify news topics automatically. To measure the accuracy of the application, several test were carried out by comparing between its results and the results of manual classification by the editor. The tests those carried out with several scenarios produce an accuracy rate of 82%.
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I. INTRODUCTION

Tribun Timur Makassar is a daily newspaper that was first published in 2004. This newspaper is a member of the Kompas group. In addition to print media, this media company, through PT. Digital Online Tribune, also manages online media. This online service is named tribunnews. Tribunnews is supported by nearly 500 journalists in 22 important cities in Indonesia. Every reporter has the access to an account that allow them to write the news they get. After a news is input, it will be audited by the editor before being published on the tribunnews.com online news page [1].

In news management of every online media, the news topic classification must always be made. Both reporters and editors of Tribunnews.com also did it. Unfortunately, there often appears to be a less appropriate categorization between news content and the topic of those were done by the reporter. By the amount of news that is very much, the editor may sometimes be negligent, due to not realize the reporter’s mistakes, then publish the news that confusing to the reader, because the search results may not display the desired news [2], [3].The establishment of a content text based automated news topic classification is expected to be a solution of these problem [4].

A method that is commonly used in conducting text-based classification is the K-Nearest Neighbor algorithm. Its advantages are easy-use and self-learning. It is able to study the data structure and do its own categorization [4]. It is better in terms of accuracy results compared to the Jst-lvq and C45 algorithms, although it requires a longer computation time than other algorithms [5]. It has a strong consistency, due to it searches for cases by calculating the similarity between the current and the previous cases [6]. The statement is reinforced by the results of Adeniyi’s (2016) study which shows that the K-Nearest Neighbor method is more transparent, consistent, easy, simple to understand, high tendency to have the desired quality, and easy to implement than most other machine learning techniques, especially when only there is no or only a little prior knowledge about the data distribution [7].

II. METHOD

The design of this system begins with the system architecture as seen in Figure 1. It uses the K-Nearest Neighbor method to determines news topics and headline news classification. The classification is based on previous news database records. There are two actors in it, namely the administrators (journalists and the editor), and the editor in chief. Administrator are users who input the data (news) that has been collected by reporter. The editor in chief is an actor who will receive a classified list of news reports. The system is designed with two parts, namely the front end and back end. The front end is an application that shows the news that has been published, while the back end is an applications that can only be accessed by administrators to do the news input.
Fig. 2. Use case diagram to verify the news by using the K-Nearest Neighbor algorithm

Fig. 3. Class news classification diagram by using the K-Nearest Neighbor algorithm

The user interacts with the system by inputting the news and topic description, running the K-Nearest Neighbor, and publishing the news.

In the training phase, this algorithm only stores feature vectors and classification of sample training data. In the classification phase, the same features are calculated for testing data (the classification is unknown). The distance from this new vector to the entire training sample vector is calculated, and the closest number of K pieces is taken. The new classification point is predicted to be included in the highest classification of these points. To define the distance between two points, namely the point on the training data (x) and point in the testing data (y), the Euclidean formula is used, as given in the equation:

\[ D(x,y) = \sqrt{\sum_{k=1}^{n}(x_k - y_k)^2} \] (1)

The accuracy of the KNN algorithm is determined by the presence or absence of irrelevant features, or if the weight of the feature is equivalent to its relevance to classification. K-Nearest Neighbor Algorithm has the advantage of being able to produce strong and clear data, and effective for used on large data. [5]. Besides these advantages, K-Nearest Neighbor also has several disadvantages, such as: requiring a K value as a parameter; the distance from the experimental data cannot be clear with the type of distance used. To obtain the best results, all attributes or only one definite attribute; and price calculations are very high, because this experiment requires calculating distances from several queries for all experimental data [8]. The algorithm of KNN is shown in Figure 4.

Fig. 4. The K-Nearest Neighbor method Flowchart

The KNN method calculating steps flowchart starts from determining the number of closest neighbors, then calculating the closest distance, subtracting based on distance and determining the data group.

III. RESULT AND DISCUSSION

Figure 5 and 6 show the interface view of the application that has been designed, where there are interactions between the user and the system.
In the list of news topics, various kinds of news topics are inputted according to media needs, as shown in Figure 5. Each topic is then given the training data as references for the classification. The more is inputted into the training data, the more accurate the results of the classification. [8]

All the news that will be published on tribunnews.com, should be first inputted in a form as Figure 6 shows, then the system will perform the classification process automatically. The classification process depend on the previously introduced training data, as shown in figures 8 and 9.

There are 4 stages in the classification process of news topics with the K-Nearest Neighboor algorithm, namely:

1. The first step is to select the news that will be used as training data. In this case, 15 training data are given for each category, after that, the data is grouped based on the words that appear most often, then taken the 20 words that appear most often, as shown in table 1. The last line is data that will be calculated using the K-Nearest Neigboard Method to determine the category of the news.

2. Calculating Distance Using Euclidean

   The First Training Data Distance with the test data is as follows:
   
   \[ D(x, y) = \text{round}\left(\sqrt{(23-49)^2 + (22-20)^2 + (21-19)^2 + (18-17)^2 + (10-8)^2 + (9-8)^2 + (8-8)^2 + (8-8)^2 + (7-8)^2 + (7-8)^2 + (7-4)^2 + (6-4)^2 + (6-4)^2 + (6-4)^2 + (4-3)^2 + (4-3)^2 + (4-3)^2}\right) = 26.93 \]

   So, the Distance of Training Data 1 to 15 Training Data is as follows:
   
   - Data Distance with Sample No. 1: 26.93
   - Data Distance with Sample No. 2: 29.33
   - Data Distance with Sample No. 3: 22.74
   - Data Distance with Sample No. 4: 44.06
   - Data Distance with Sample No. 5: 49.54
   - Data Distance with Sample No. 6: 48.52
   - Data Distance with Sample No. 7: 55.76
   - Data Distance with Sample No. 8: 47.00
   - Data Distance with Sample No. 9: 51.99
   - Data Distance with Sample No. 10: 55.5
   - Data Distance with Sample No. 11: 51.48
   - Data Distance with Sample No. 12: 55.31
   - Data Distance with Sample No. 13: 56.17
   - Data Distance with Sample No. 14: 37.26
   - Data Distance with Sample No. 15: 51.26
Fig. 8. Normalization of learning data

2. Hitung Distance menggunakan ecludian distance

Jarak Data Dengan Sample No 1 ==> 26.92
Jarak Data Dengan Sample No 2 ==> 20.39
Jarak Data Dengan Sample No 3 ==> 22.74
Jarak Data Dengan Sample No 4 ==> 44.06
Jarak Data Dengan Sample No 5 ==> 49.54
Jarak Data Dengan Sample No 6 ==> 48.52
Jarak Data Dengan Sample No 7 ==> 55.76
Jarak Data Dengan Sample No 8 ==> 47
Jarak Data Dengan Sample No 9 ==> 51.99
Jarak Data Dengan Sample No 10 ==> 55.5
Jarak Data Dengan Sample No 11 ==> 51.48
Jarak Data Dengan Sample No 12 ==> 55.31
Jarak Data Dengan Sample No 13 ==> 56.17
Jarak Data Dengan Sample No 14 ==> 37.26
Jarak Data Dengan Sample No 15 ==> 51.26

3. Urutan Data Berdasarkan Jarak [10 Besar Data]

Jarak Data Dengan Sample No 13 ==> 56.17==>Kampus
Jarak Data Dengan Sample No 7 ==> 55.76==>PSM
Jarak Data Dengan Sample No 10 ==> 55.63==>Super Ball
Jarak Data Dengan Sample No 12 ==> 55.31==>Super Ball
Jarak Data Dengan Sample No 9 ==> 51.99==>PSM
Jarak Data Dengan Sample No 11 ==> 51.46==>Super Ball
Jarak Data Dengan Sample No 15 ==> 51.26==>Kampus
Jarak Data Dengan Sample No 5 ==> 49.54==>Bisnis
Jarak Data Dengan Sample No 6 ==> 48.52==>Bisnis
Jarak Data Dengan Sample No 8 ==> 47==>PSM

4. Tentukan klasifikasi menggunakan kategori Mayoritas

Kategori ==> [PSM] ==> 3
Kategori ==> [Super Ball] ==> 3
Kategori ==> [Bisnis] ==> 2
Kategori ==> [Kampus] ==> 2
Maka Kategori Untuk Berita Ini Adalah ==> PSM

Fig. 9. The stages of the process of determining classification by the K-Nearest Neighbor
3. Determining K, in this case, K = 10. After that, the Distances are sequenced based on the smallest distance, os, the data becomes as follows:

| Data Distance with Sample No. | Distance | Category |
|-------------------------------|----------|----------|
| 3                             | 22.74    | News     |
| 1                             | 26.9     | News     |
| 2                             | 29.33    | News     |
| 14                            | 37.26    | Kampus   |
| 4                             | 44.06    | Bisnis   |
| 8                             | 47       | PSM      |
| 6                             | 48.52    | Bisnis   |
| 5                             | 49.54    | Bisnis   |
| 15                            | 51.26    | Kampus   |
| 11                            | 51.48    | Super Ball |

4. Determining Classification Based on Majority. Since the calculation of the category was as follows:

| Category | No. |
|----------|-----|
| [News]   | 3   |
| [Bisnis] | 3   |
| [Kampus] | 2   |
| [PSM]    | 1   |
| [Super Ball] | 1 |

Then, it can be determined that the tested data is included in the News NEWS category.

The classification system that uses K-Nearest Neighbors has successfully classified news with an accuracy rate up to 82%, as shown in Table 1. The tests were conducted by comparing between the results of the system and the editor’s manual classification.

### TABLE 1

| Trial | Training Data | Test Data | Accuracy |
|-------|---------------|-----------|----------|
| I     | 15            | 15        | 67%      |
| II    | 30            | 15        | 71%      |
| III   | 45            | 15        | 78%      |
| IV    | 60            | 15        | 82%      |
| V     | 75            | 15        | 82%      |

The test results show that large training data is needed for improving accuracy to achieve the saturation point (a condition when the treatment of adding training data to subsequent experiments is no longer able to provide increased accuracy). This result also indicate the similarity of the level of accuracy to the research conducted by Andreas Daniel and Suwanto. Daniel has conducted clustering for the text category with K-Nearest Neighbor and resulted in 85% accuracy [9], while Suwanto conducted document grouping using winnowing fingerprint method with K-Nearest Neighbor and produces 80% grouping accuracy value to 10 test documents [10].

### IV. CONCLUSION

This research has established a system that able to classify topics automatically based on the news input. The results and the testing of the design shows that the K-Nearest Neighbor algorithm can do news classification according to the topic categories those have been previously determined with an accuracy rate up to 82%.

The tribunnews that has been running for several years certainly has a lot of digital documents. Those data can be used as the data mining of training data. The more of the training data the more the accuracy will increase.

For further development, two or more algorithms might be combined as a method to improve accuracy in classifying topics.
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