Multi-product multi-vehicle inventory routing problem with vehicle compatibility and site dependency: A case study in the restaurant chain industry
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ABSTRACT

We study an inventory routing problem (IRP) for the restaurant chain. We proposed a model a multi-product multi-vehicle IRP (MMIRP) with multi-compatibility and site-dependency (MMIRP-MCSD). The problem was formulated as a mixed integer programming (MIP). This model is difficult to solve because it is a problem that integrates MMIRP, a multi-compartment vehicle routing problem (MCVRP), and a site dependent VRP (SDVRP), each of which is difficult even by itself. Therefore, in this study, we proposed three-stage Math Heuristics based on the cluster-first and route-second method. In the numerical experiment, verification was performed using actual data, and knowledge on the decision making of the optimum vehicle type was obtained.
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1. Introduction

Logistics is a social infrastructure that supports industrial competitiveness and wealthy lives of people, and thus must never be interrupted. However, economies with decreasing and aging populations make it difficult to maintain the infrastructure in many countries. For example, with cases in Japan, the population has started to decline since 2011, and is expected to continue to decline. The working-age population is also expected to decline in the future. The aging of truck drivers and the shortage of labor are already becoming serious, and there is a possibility of substantial lack of the workforce in the future. Further, in an area where demand is small, such as a depopulated area, a decrease in the amount of cargo makes delivery to the area difficult. On the other hand, the number of freight movements is rapidly increasing along with the growth of e-commerce and omni-channel, and there is a concern that transportation efficiency will decrease due to smaller and more frequent transportations. In addition, the needs for logistics have also changed significantly, such as a same-delivery option. In the future, as the needs for logistics become more complex, the logistics crisis can become the bottleneck of the economy. The improvement efforts of individual companies are already reaching their limits, and in order to dramatically improve delivery efficiency, it is necessary to work on optimization of the entire supply chain based on cooperation between organizations.

The Inventory Routing Problem (IRP) is one of the studies on improving delivery efficiency based on such cooperation. IRP is a problem in which a logistics company and a customer work together to make a decision that integrates the customer's inventory management and the logistics company's delivery plan. Specifically, three decisions are made: (1) when to deliver, (2) how much to deliver, and (3) by what route. When each customer independently places a delivery request to a logistics company, the delivery timing is randomly dispersed, which forces individualized delivery, leading to frequent small-quantity delivery and reducing delivery efficiency. Therefore, it can be expected that high delivery efficiency will be achieved by coordinating the delivery timing with the customer and the logistics company. IRP has a history of more than 30 years, originating from the work of Bell et al. (1983). A survey paper is Coelho et al. (2013). The various variations of the model include a combination of features as shown in Table 1.
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In this study, we conduct the following case studies based on interviews with a leading restaurant chain, which is expanding its business all over the world. There is one Regional DCs, from which it delivers to multiple stores. Each store handles items in three temperature zones: dry (room temperature), chilled, and frozen. Examples of frozen items include meat, examples of refrigerated items include vegetables, and examples of room dry items include packaging materials. Each store receives multiple deliveries during a week. Dry items, chilled items, and dry items must be replenished so that they will not run out of stock. The same pattern is repeated every week. To determine the delivery pattern, the demand forecast for each item at each store on each day of the week is used. The demand for each item is aggregated into standard packaging units for each temperature zone. The demand of each store is different for each day of the week. In addition, although the actual delivery amount is different from the predicted value, if it cannot be carried by the delivery pattern obtained in this study, it is delivered by using another vehicle.

In this study, we consider the decision to select the most appropriate one from among the four vehicle types shown in Table 1 based on interviews with restaurant chains. This raises two new operational challenges. The first challenge is the consideration of multiple temperature zones. Vehicle type are three-temperature-zone vehicles and can deliver items in all temperature zones. On the other hand, vehicle type is room temperature vehicles and can only deliver dry items at room temperature. Generally, if the car size is the same, the room-temperature car is cheaper. However, since room-temperature vehicles cannot deliver chilled and frozen items, it is necessary for three temperature zone vehicles to deliver frozen and chilled items to the same store at different timings. Therefore, it is necessary to consider the trade-off: should we use three temperature zone vehicles to deliver items in each temperature zone to the same store at once, or should we use room temperature vehicles and deliver to the same store at different timings for each temperature zone? Fig. 1 shows an example illustrating the inventory routing decision with and without a room temperature vehicle. Figure 1 (a) shows an example of delivery using only three temperature zones. Fig. 1 (b) is an example when both the three temperature zones and the room temperature car are used. At t = 1, only normal temperature items are delivered using a normal temperature vehicle. On the other hand, at t = 2 and 3, only frozen and refrigerated products are delivered using a three-temperature zone vehicle.

### Table 1
Structural Variance of IRP (Coelho et al. 2013) and assumptions in this research (in bold)

| Characteristics | Options |
|-----------------|---------|
| Time horizon    | Finite / Infinite |
| Structure       | One to Many / Many to One / Many to Many |
| Routing         | Direct / Multiple / Continuous |
| Inventory Policy| Maximum Level / Order-up-to / Optimal |
| Inventory Decisions | Lost Sales / Back-order / Nonnegative |
| Vehicle Type    | Homogeneous / Heterogeneous |
| Number of Vehicles | Single / Multiple / Unconstrained |

### Table 2
Vehicle type to consider

| r  | Vehicle size | Temperature zone      | Dry | Chilled | Frozen |
|----|--------------|-----------------------|-----|---------|--------|
| 1  | Medium       | Three-temperature-zone| ✓   | ✓       | ✓      |
| 2  | Medium       | Room-temperature      | ✓   |         |        |
| 3  | Large        | Three-temperature-zone| ✓   | ✓       | ✓      |
| 4  | Large        | Room-temperature      | ✓   |         |        |

(a) A case where only three-temperature vehicles are used
The second challenge is vehicle type restrictions. As shown in Table 2, this research deals with two types of vehicles, large and medium. In general, when compared on a per-weight basis, large vehicles are less costly. On the other hand, there are stores that large vehicles cannot enter or park in, mainly in stores in the downtown area. Therefore, it is necessary to consider the trade-off between cost and delivery availability. Fig. 2 shows an example of a delivery plan with and without a large vehicle. In this example, Fig. 2 (a) uses only medium vehicles for delivery. Although the distance between each route is short, the number of stores delivering within one route is small due to the constraint on loading capacity. On the other hand, Fig. 2 (b) uses both small and large vehicles for delivery. By using a large vehicle, more stores can be delivered by one route, but the delivery distance is longer.

2. Literature review

This section discusses related studies. Section 2.1 summarizes research on IRP. Section 2.2 summarizes the Multi-Product Multi-Vehicle IRP. Section 2.3 discusses the contribution of this research.

2.1 IRP

IRP has a history of more than 30 years of research, and various variants of models have been proposed. In addition, many application examples have been published, such as chemical products (Dauzere-Peres et al., 2007), oil and gas (Song & Furman, 2013) and other applications in the maritime industry, food (Gaur and Fisher, 2004), cement (Christiansen et al., 2011), Gasoline (Popovic et al., 2012), blood (Hemmelmayr et al., 2009), organs (Oppen et al., 2010) and waste oil (Aksen et al., 2012). IRP is a difficult problem that integrates inventory planning and delivery planning, and much research has been done on how to solve it. The exact solution is Branch-and-cut (Archetti et al., 2007, Coelho and Laporte, 2013, Desaulniers, 2016, Avella et al., 2018) and Dynamic programming (Kleywegt et al., 2004) have been proposed. Approximate solutions include Tabu search (Cousineau-Ouimet, 2002), variable neighborhood search (Liu & Lee, 2011; Liu & Chen, 2012, Mjirda et al., 2014), genetic algorithms (Park et al., 2016) has been applied. In recent years, math-heuristics that combine mathematical programming and metaheuristics have been proposed. Guerrero et al. (2013) studied the Location Inventory Routing Problem, and in the first stage, the location, inventory, and supply depot for each customer were determined by MIP. We proposed a method using Local Search in two steps. Cordeau et al. (2015) proposed the problem of determining
delivery timing and delivery volume in the first stage and determining the delivery route in the second stage. The first stage proposes a method of resolving the problem using Lagrange relaxation. Su et al. (2020) proposed mass heuristics using local search for route search, MIP for delivery timing, and LP for delivery volume determination.

2.2 MMIRP

The IRPs that handle multiple items are as follows. Speranza and Ukovich (1994) studied the multi-product IRP in a single customer with a fixed delivery frequency. Bertazzi et al. (1997) dealt with the problem of supplying multiple types of fuel and extended it to the problem of multiple customers. Morin et al. (2011) dealt with the issue of shipping from multiple suppliers to a single customer. MJirda et al. (2012) addressed the issue of shipping from multiple suppliers to multiple customers. Ronen (2002) applied multi-product IRP to the maritime shipping industry. Mirzapour and Rekik (2014), Tretil et al. (2014), Akkawaleet et al. (2014) proposed a model that considers carbon dioxide emissions. Rahimi et al. (2017) proposed a multi-objective optimization model that takes customer satisfaction into account. Lmarioiuh et al. (2017) studied models that supply bottled water of different sizes. Benoist et al. (2011), Coelho and Laporte (2013), Cordeau et al. (2015), Ercan and Cinar (2017) studied MMIRP with multiple vehicles. Branch-and-Cut of Laporte (2013) has been proposed as an exact solution, but even in the largest instance, 5 items, 5 units per model, 3 periods Since there were 30 customers, heuristics would need to be applied in order to apply to larger issues.

On the other hand, Heterogeneous VRP has been studied for more than 30 years for delivery plans using multiple vehicle types. Baldacci (2008) and Koc (2016) are detailed as survey papers. In particular, those closely related to this study are the Multi-Compartment VRP (Wang et al., 2014) and Site-Dependent VRP (Chao et al., 1999; Nag et al., 1988). Considering these requirements, it is difficult to solve the delivery plan alone, and as far as we know, there are no studies considering it in combination with IRP.

2.3 Contribution of the work

The contributions of this research are as follows:

1. The first novelty is that we proposed a model that incorporates vehicle compatibility and site dependency into the MMIRP, which have not been considered previously in the MMIRP, based on the case of a restaurant chain with multiple temperature zones and multiple vehicle types of delivery. When considering both, it is necessary to clarify when, which items, which vehicle type, which store, and how much of the item is transported, but the previous research has not clarified these points.

2. The second novelty is that we proposed a solution to the above problem. In this study, we propose a three-stage heuristic that applies the idea of cluster-first and root-post method. In the first stage, a model called Multi-Product Multi-Vehicle Inventory Problem (MMIP) is proposed and the delivery destinations are clustered by delivery day and vehicle type. In the second stage, we solve the Vehicle Location Problem to cluster the delivery destinations by delivery vehicles. In the third step, by solving the Travelling Salesman Problem (TSP) for each delivery vehicle, the delivery routes are determined. In this way, the original problem, which is difficult to solve, is decomposed into solvable partial decisions, making it possible to apply the method to problems of a scale that could not be solved in the past.

3. The third novelty of this research is that it was verified using actual data from a restaurant chain. Although IRP has been applied to various industries, this is the first time it has been applied to the restaurant industry. In particular, it is an unprecedented achievement that we have clarified the ideal of an inventory delivery plan that combines multiple vehicle types and its effectiveness in a numerical experiment.

3. The proposed model

Let $G = (V, A)$ denote a graph, $V = \{i | i = 0, \cdots, n\}$ denote a set of nodes, and $A = \{(i, j) | i, j \in N\}$ denote a set of arcs. Node 0 is the warehouse and node 1, \cdots, n are the store nodes. Let $V' = V \setminus \{0\}$ denote a set of store nodes. We aggregate items by the temperature zone. Let $S = \{s | s = 1, \cdots, 3\}$ denote a set of items grouped by the temperature zone, $s = 1$ is the dry (or room-temperature) items, $s = 2$ is the chilled items, and $s = 3$ is the frozen items. Let $T = \{1, \cdots, 7\}$ denote a set of periods and corresponds to the day of the week as Monday ($t = 1$) to Sunday ($t = 7$), respectively. Let $d_{its}$ denote the demand of item $s$ in period $t$ at the store $i$. Weekly demand is stable, and we can expect $d_{its} = d_{i(t+7)s}$, that is, to repeat the same cycle of demand. Let $l_{its}$ denote the end-of-period inventory amount of item $s$ in period $t$ at the store $i$, and no shortages or backlogs are allowed. Each store $i \in V'$ has a storage capacity of $W_{it}$ of item $s$.

Let $R = \{r | r = 1, \cdots, 4\}$ denote a set of the vehicle types. Let $g_{ir}$ denote a binary constant indicating 1 if vehicle type $r$ can load item $s$, and 0 otherwise. $g_{1r} = g_{2r} = g_{3r} = 1$ for the three-temperature vehicle, $g_{1r} = 1, g_{2r} = g_{3r} = 0$ for the room-temperature vehicle. Also, let $h_{ir}$ denote a binary constant indicating 1 if the vehicle type $r$ can load the item $s$, and 0 otherwise. Let $Q_{r}$ denote the loading limit for vehicle type $r$. Let $c^f_{jr}$ denote the fixed cost of vehicle type $r$, and $c^l_{jr}$...
denote the variable cost of moving arc \((i, j)\) with vehicle type \(r\). Let \(K = \{1, \cdots, m\}\) denote a set of vehicles. Also, \(K_r = \{\sum_{r=1}^{r-1} m_r + 1, \cdots, \sum_{r=1}^m m_r\} \subseteq K\) is a set of vehicles of vehicle type \(r\), and \(m_r\) is the number of vehicles of vehicle type \(r\). For each vehicle \(k \in K_r\), loading limit \(Q_k\), fixed cost \(c_k\), variable cost \(c_{ijk}\), item deliverability \(g_{ks}\), site-dependency \(h_{ik}\) inherits the parameters of vehicle type \(r\).

Let \(x_{ijtk}\) denote a binary variable that takes 1 if vehicle \(k\) travels arc \((i, j)\) in period \(t\), otherwise 0. Let \(y_{itk}\) denote a binary variable that takes 1 if vehicle \(k\) visits the store \(i\) in period \(t\), otherwise 0. Also, let \(q_{itsk}\) denote the delivery amount of item \(s\) to store \(i\) by vehicle \(k\) in period \(t\).

Set
\[V = \{i | i = 0, \cdots, n\}: \text{A set of nodes}\]
\[T = \{t | t = 1, \cdots, T\}: \text{A set of periods}\]
\[S = \{s | s = 1, \cdots, 3\}: \text{A set of products}\]
\[K = \{k | k = 1, \cdots, m\}: \text{A set of vehicles}\]

Parameters
\[d_{its}: \text{Demand of item } s \text{ in period } t \text{ of the store } i.\]
\[W_{is}: \text{Storage capacity of item } s \text{ at store } i.\]
\[Q_k: \text{loading limit of vehicle } k.\]
\[c_k: \text{Fixed cost of vehicle } k.\]
\[c_{ijk}: \text{Variable cost for vehicle } k \text{ to travel arc } (i, j).\]
\[g_{ks}: \text{Binary constant indicating whether item } s \text{ can be loaded by vehicle } k.\]
\[h_{ik}: \text{Binary constant indicating whether store } i \text{ can be visited by vehicle } k.\]

Decision variables
\[x_{ijtk}: \text{Binary variable indicating whether vehicle } k \text{ travels arc } (i, j) \text{ in period } t.\]
\[q_{itsk}: \text{Delivery amount of item } s \text{ to store } i \text{ by vehicle } k \text{ in period } t.\]
\[l_{its}: \text{End-of-period inventory amount of item } s \text{ in period } t \text{ at the store } i.\]
\[y_{itk}: \text{Binary variable indicating whether vehicle } k \text{ visits the store } i \text{ in period } t.\]

\[
\text{min. } \sum_{j \in V} \sum_{t \in T} \sum_{k \in K} c_k^f x_{0jk} + \sum_{i \in V} \sum_{j \in V} \sum_{t \in T} \sum_{k \in K} c_{ij}^v x_{ijtk} \tag{1a}
\]
subject to
\[
l_{its} = l_{is(t-1)s} + \sum_{k \in K} g_{ks} h_{itk} q_{itsk} - d_{its} \quad \forall i \in V', \forall t \in T, \forall s \in S \tag{1b}
\]
\[
l_{its} \leq W_{is}, \quad \forall i \in V', \forall s \in S \tag{1c}
\]
\[
q_{itsk} \leq W_{is} y_{itk}, \quad \forall i \in V', \forall t \in T, \forall s \in S, \forall k \in K \tag{1d}
\]
\[
\sum_{i \in V'} q_{itsk} \leq Q_k y_{itk}, \quad \forall s \in S, \forall k \in K \tag{1e}
\]
\[
\sum_{j \in V} x_{ijtk} = \sum_{j \in V} y_{itk}, \quad \forall i \in V', \forall t \in T, \forall k \in K \tag{1f}
\]
\[
\sum_{i \in V} x_{ijtk} \leq |X| - 1, \quad \forall X \subseteq \{2, \cdots, n\}, \forall k \in K \tag{1g}
\]
\[
l_{its} \geq 0, \quad \forall i \in V', \forall s \in S \tag{1h}
\]
\[
q_{itsk} \geq 0, \quad \forall i \in V', \forall s \in S, \forall k \in K \tag{1i}
\]
\[
x_{ijtk} \in \{0, 1\}, \quad \forall (i, j) \in A, \forall s \in S, \forall k \in K \tag{1j}
\]
\[
y_{itk} \in \{0, 1\}, \quad \forall i \in N, \forall k \in K \tag{1k}
\]

The objective function (1a) is the minimization of shipping costs, which consists of fixed and variable costs. The constraint (1b) indicates the inventory update formula. It is assumed that the weekly inventory delivery pattern is the same, and \(l_{0is} = l_{its}\). The constraint (1c) indicates the upper limit of the store's storage capacity. The constraint (1d) indicates that the delivery volume will be 0 on days when delivery is not performed. The constraint (1e) indicates the load limit for each vehicle. The constraint (1f) indicates the integrity of the route. The constraint (1g) indicates the removal of the sub tour. The constraint (1h) (1i) indicates the non-negative condition of \(l_{its}, q_{itsk}\). The constraint (1j)(1k) indicates the binary condition of \(x_{ijtk}, y_{itk}\).
4. The proposed method

The problem (1) is a difficult problem that integrates inventory planning and delivery planning. Therefore, in this study, we propose three-stage Math Heuristics based on the cluster-first and route-second method. In the first stage, delivery day of the week, delivery vehicle type, and delivery amount for each store are determined so that the fixed vehicle cost is minimized while satisfying the upper and lower limit constraints of inventory. In this study, this is called the Multi-product Multi-Vehicle Inventory Problem (MMIP). From the output of MMIP, delivery clusters can be created for each delivery day and delivery vehicle type. Fig. 3 shows an example of clustering obtained from the first stage MMIP. In this example, there are 10 stores, with stores 1-5 being large stores and stores 6-10 being small stores. At t = 1, all stores are assigned to medium-sized vehicles in the three temperature zones. At t = 2, the normal temperature of stores 1-4 is assigned to normal temperature large vehicles. The normal temperature of stores 5-6 is assigned to normal temperature medium-sized vehicles. In addition, frozen and refrigerated products in stores 4-8 are assigned to medium-sized vehicles in the three temperature zones. Other stores / items will not be delivered. At t = 3, all items in stores 1-4 are assigned to large vehicles in the three temperature zones. In addition, all temperature zones in store 7 and frozen / refrigerated products in stores 8-10 are assigned to medium-sized vehicles in the three temperature zones. Room temperature products in stores 8-10 are assigned to normal temperature medium-sized vehicles. Other stores / items will not be delivered.

For these clusters, the optimum vehicle allocation and delivery route can be obtained by solving the VRP (Vehicle Routing Problem). Since the VRP needs to be solved for each of the clusters, the computation time could be longer. Therefore, we use Locational-based Heuristics, which is one of the effective heuristics that can solve VRP fast, and further decompose the problem into the store clustering (second stage) and routing (third stage) for each delivery vehicle. In the second stage, the vehicle location problem (VIP) is solved to determine the delivery vehicle for each store so that the approximate delivery variable cost is minimized. The output of this VLP creates a delivery destination cluster for each delivery vehicle. In the third stage, the Traveling Salesman Problem (TSP) is solved to determine the delivery route.

4.1 First stage: Multi-Product Multi-Vehicle Inventory Problem

In the first stage, the delivery day, the delivery vehicle type, and the delivery amount are determined for each store to cluster the stores by the delivery day and the delivery vehicle type. Let \( y_i \) denote a binary variable that takes 1 if the store \( i \) is visited in period \( t \) by the vehicle of type \( r \), otherwise 0. Let \( q_{isr} \) denote the delivery amount of item \( s \) to store \( i \) by vehicle of type \( r \) in period \( t \). Let \( v_r \) be the number of vehicles of type \( r \) in period \( t \).

\[
\begin{align*}
\min & \sum_{t \in T} \sum_{r \in R} c_{fr} v_r \\
\text{subject to} & \\
I_{ts} &= I_{i(t-1)s} + \sum_{r \in R} g_{rs} h_{ir} q_{isr} - d_{its}, \quad \forall i \in V', \forall t \in T, \forall s \in S \\
I_{tsr} &\leq W_{is}, \quad \forall i \in V', \forall t \in T, \forall s \in S \\
q_{it} &\leq W_{is} v_{isr}, \quad \forall i \in V', t \in T, s \in S, r \in R \\
\sum_{i \in V'} \sum_{s \in S} q_{it} &\leq Q_r v_r, \quad \forall t \in T, \forall r \in R \\
\sum_{s \in S} q_{it} &\leq Q, \quad \forall i \in V', \forall t \in T, \forall r \in R 
\end{align*}
\]
Also, for non-seed store \( j \), let \( \bar{x}_{ijtr} \) denote a binary variable that takes 1 if store \( j \) insert into store \( i \) in period \( t \), and 0 otherwise. Let \( c_{ijtr} \) denote the cost of inserting the store \( j \) into the seed point \( i \) in cluster \( C_{tr} \), and is set as follows,

\[
c_{ijtr} = c_{ij} + c_{i0} + c_{j0r}
\]

The objective function (2a) shows the sum of fixed costs. The constraint (2b) indicates the inventory update formula. The constraint (2c) indicates the upper limit of the store's storage capacity. The constraint (2d) indicates that the delivery volume be 0 on days when delivery is not performed. The constraint (2e) indicates that the total load of each vehicle type does not exceed the total load limit of each vehicle type. The constraint (2f) indicates that the amount of one delivery to the store by each vehicle type does not exceed the load limit of each vehicle type. The constraint (2g)-(2h) indicate the non-negativity condition of \( l_{it} \) and \( q_{it} \). The constraint (2i) indicates an integer condition of \( \bar{y}_{it} \). The constraint (2j) indicates the binary condition of \( \bar{y}_{it} \).

By the first stage clustering, it can be decomposed into clusters \( C_{tr} \). Let \( V_{tr} \) denote the set of stores contained in the cluster \( C_{tr} \), and let \( V_{tr} = V_{tr} \cup \{0\} \). \( X_{itk} \) can be obtained by solving \( (VRP_{tr}) \) for each cluster \( C_{tr} \) shown in the Eq. (3).

\[
\begin{align*}
\min \quad & \sum_{i \in V_{tr}} \sum_{j \in V_{tr} \cup \{0\}} \sum_{k \in K} c_{ijk} x_{ijtk} \\
\text{subject to} \quad & \sum_{i \in V_{tr}} \sum_{j \in V_{tr} \cup \{0\}} q_{it} \leq Q_k y_{itk}, \quad \forall k \in K_r \\
& \sum_{j \in V_{tr}} x_{ijtk} = \sum_{j \in V_{tr}} x_{jtk} = y_{itk}, \quad \forall k \in K_r \\
& \sum_{i,j} x_{ijtk} \leq |X| - 1, \quad \forall X \subseteq \{2, \ldots, n\}, \forall k \in K_r \\
& x_{ijtk} \in \{0,1\}, \quad \forall i, j \in V_{tr}, \forall k \in K_r \\
& y_{itk} \in \{0,1\}, \quad \forall i \in V_{tr}, \forall k \in K_r \\
\end{align*}
\]

The objective function (3a) indicates the minimization of variable costs. The constraint (3b) indicates the load limit. The constraint (3c) indicates the flow conservation of the route. The constraint (3d) indicates the removal of the sub tour. The constraint (3e)(3f) indicates the binary condition of \( \bar{x}_{ijtk}, \bar{y}_{itk} \).

In this study, it takes a lot of calculation time to solve VRP (3) for each cluster. Therefore, we apply Locational-based Heuristics, which can derive good solutions in a short time. LBH is a type of cluster-first route-second method, and is an algorithm that clusters the customers into each vehicle and obtains a delivery route for each cluster. In the second stage, delivery destinations are clustered for each vehicle by solving an optimization problem called a Vehicle Location Problem (VLP) that is reduced to the Facility Location Problem (FLP). Some stores are selected as seed points and a virtual route (cluster) that goes back and forth between the depot and the seed points is created. Then, clustering is performed by inserting the remaining stores into one of the routes so as to satisfy the capacity constraint of each vehicle. By interpreting the round-trip cost between the depot and the seed point is regarded as the location cost and the insertion cost as transportation cost, the problem of minimizing the sum of both costs is regarded as FLP. FLP is an NP-hard problem, but it can also be applied to large-scale problems because there is an efficient solution based on Lagrange relaxation. In the third stage, the delivery route for each cluster is determined by solving the Traveling Salesman Problem (TSP).

4.2 Second stage: Vehicle Location Problem

In the second stage, the delivery vehicle for each store is determined. Let \( \bar{y}_{it} \) denote a binary variable that takes 1 if the delivery to the store \( i \) in period \( t \) by vehicle of type \( r \) is selected as a seed point, and 0 otherwise. Let \( c^\delta_{it} \) denote the cost when the delivery to the store \( i \) in period \( t \) by vehicle of type \( r \) is selected as a seed point. It is set as the round-trip cost between store \( i \) and the depot, as follows,

\[
c^\delta_{it} = c^\delta_{it} + c^\delta_{i0} + c^\delta_{0tr}
\]

Also, for non-seed store \( j \), let \( \bar{x}_{ijt} \) denote a binary variable that takes 1 if store \( j \) insert into store \( i \) in period \( t \), and 0 otherwise. Let \( c^\prime_{ijt} \) denote the cost of inserting the store \( j \) into the seed point \( i \) in cluster \( C_{tr} \), and is set as follows,

\[
c^\prime_{ijt} = c^\prime_{ij} + c^\prime_{i0} + c^\prime_{0jr}
\]
Using these decision variables and parameters, the problem \((VLP_{tr})\) in cluster \(C_{tr}\) can be formulated as Eq. (4).

\[
\begin{align*}
\text{min.} & \quad \sum_{i \in V_{tr}} c_{i} y_{i} + \sum_{j \in V_{tr}} \sum_{j \in J_{tr}} c_{ij} x_{ij} \\
\text{subject to} & \quad \sum_{j \in V_{tr}} x_{ij} = 1, \quad \forall i \in V_{tr} \tag{4a} \\
& \quad \sum_{j \in V_{tr}} \hat{x}_{ij} \hat{y}_{ij} \leq Q_{ij} \hat{y}_{ij}, \quad \forall i \in V', \tag{4b} \\
& \quad \hat{y}_{ij} \leq \hat{y}_{ij}, \quad \forall i \in V', \forall j \in V', \forall s \in S. \tag{4c}
\end{align*}
\]

The objective function (4a) shows the sum of the seed point installation cost and the store insertion cost, respectively. The constraint (4b) indicates that each store in the cluster \(C_{tr}\) is assigned to one of the seed points. The constraint (4c) indicates the load limit for each vehicle. The constraint (4d) indicates that each store cannot be assigned to non-seed points. The constraint (4e)(4f) indicates the binary condition of \(x_{ij}, y_{ij}\).

4.3 Third stage: Traveling Salesman Problem

By the second stage clustering, stores can be clustered into clusters by vehicle \(k\) in period \(t\), denoted as \(C_{tk}\). Let \(V_{tk}\) denote a set of stores contained in cluster \(C_{tk}\). The routing decision for cluster \(C_{tk}\) can be obtained by solving the problem \((TSP_{tk})\) formulated as Eq. (5).

\[
\begin{align*}
\text{min.} & \quad \sum_{i \in V_{tk}} \sum_{j \in V_{tk}} c_{ij} x_{ijk} \\
\text{subject to} & \quad \sum_{i \in V_{tk}} x_{ijk} = 1, \quad \forall j \in V_{tk} \tag{5a} \\
& \quad \sum_{j \in V_{tk}} x_{ijk} = 1, \quad \forall i \in V_{tk} \tag{5b} \\
& \quad x_{ijk} + x_{jik} \leq 2, \quad \forall i \in V_{tk} \tag{5c} \\
& \quad \sum_{i \in V_{tk}} x_{ijk} \leq |X| - 1 \tag{5d} \\
& \quad x_{ijk} \in \{0,1\}, \quad \forall i, \forall j \in V_{tk} \tag{5e}
\end{align*}
\]

The objective function (5a) indicates the minimization of variable costs. The constraint (5b)(5c) indicates that each node is visited once. The constraint (5d) indicates the flow conservation of the route. The constraint (5e) indicates the sub tour elimination. The constraint (5f) indicates the binary condition of \(x_{ijk}\). The problem (5) is a Symmetric-TSP with \(c_{ij} = c_{ji}\), and an efficient exact method to a large-scale problem has been proposed. TSPLIB, which is a typical benchmark problem, reports the optimal solution for instances of \(n > 10^5\) or more.

5. Numerical example

This section shows application examples. In this study, we conducted numerical experiments based on actual data in the restaurant chain.

5.1 Experimental setting and datasets

The data set used in this experiment is as follows. For confidentiality reasons, demand, storage capacity, and sanctions limits have been normalized to \([0 - 1]\).

- Number of stores: \(n = 300\)
- Stores where large vehicles can enter: \(n_{S} = 150\)
- Demand: Table 3
- Store storage capacity: Table 4
- Fixed / variable / loading restrictions for vehicles: Table 5

The experimental environment is Intel (R) Core (TM) i7-8700T CPU 2.4GHz, 2.4GHz, 8.00GB memory. The optimization solver used was Gurobi Optimizer. The exact solution technique using Lazy Cuts (Applegate 2006) was applied to the TSP.
Table 3
Demand Statistics

| Item                  | Day                  | Mean  | Std. Dev. |
|-----------------------|----------------------|-------|-----------|
| Dry \((s = 1)\)       | Weekday \((t = 1, \ldots, 5)\) | 0.039 | 0.015     |
| Dry \((s = 1)\)       | Weekend \((t = 6, 7)\)   | 0.072 | 0.028     |
| Chilled \((s = 2)\)   | Weekday \((t = 1, \ldots, 5)\) | 0.015 | 0.006     |
| Chilled \((s = 2)\)   | Weekend \((t = 6, 7)\)  | 0.027 | 0.011     |
| Frozen \((s = 3)\)    | Weekday \((t = 1, \ldots, 5)\) | 0.033 | 0.013     |
| Frozen \((s = 3)\)    | Weekend \((t = 6, 7)\)  | 0.059 | 0.023     |

Table 4
Capacity Statistics

| Item                  | Mean  | Std. Dev. |
|-----------------------|-------|-----------|
| Dry \((s = 1)\)       | 0.26  | 0.12      |
| Chilled \((s = 2)\)   | 0.30  | 0.15      |
| Frozen \((s = 3)\)    | 0.52  | 0.19      |

Table 5
Vehicle type parameters

| r | Size | Temp. Zone | Fixed Cost | Variable Cost | Capacity |
|---|------|------------|------------|---------------|----------|
| 1 | Middle | Three Temp. | 90 | 0.59 | 0.56 |
| 2 | Middle | Room Temp. | 83 | 0.54 | 0.60 |
| 3 | Large  | Three Temp. | 92 | 0.65 | 0.95 |
| 4 | Large  | Room Temp. | 85 | 0.54 | 1.00 |

5.2 Results

As a benchmark, we compared with the following two-stage methods that are being used in the real-world operation. In the first stage, the delivery day and delivery amount are determined. The initial inventory on Monday is set as, the replenishment occurs right before the period when the inventory is negative up-to the inventory level again. In the second stage, the VRP is solved to get the optimal route. The vehicle type is selected by using a large three-temperature zone vehicle for large intrudable stores and a medium-sized three-temperature zone vehicle for other stores.

The experimental results are shown in Table 6. In addition, the breakdown of the number of vehicles used for each vehicle type is shown in Table 7. Here, let be the number of vehicles used for vehicle type, and let denote the total number of vehicles used. From table 6, both the cost and the number of vehicles of the proposed technique are reduced. On the other hand, the number of deliveries for each store is increased. It is considered that this is because the comparison technique places orders for each store in a disorderly manner, whereas the proposed technique places orders for stores that are spatially close to each other on the same day as long as possible. Also, from table 7, in case #0, all vehicle types are used, while in case #1, by combining room-temperature vehicles, the number of deliveries can be reduced.

From this result, it is implied that even if the number of deliveries increases, the overall cost and number of vehicles can be reduced by using a room-temperature vehicle, which is cheaper than using a three-temperature vehicle to deliver items in each temperature zone to the same store all at once.

Table 6
Cost, average number of deliveries, number of vehicles of current state and proposed method

| # | Model | Fixed Cost ($\) | Variable Cost ($\) | Total Cost ($\) | Average Number of Deliveries (Times/week) | Number of Vehicles |
|---|-------|-----------------|--------------------|-----------------|------------------------------------------|-------------------|
| #0 | Present | 4,720           | 4,807              | 9,527           | 2.50                                     | 52                |
| #1 | Proposed | 2,463           | 4,734              | 7,197           | 3.09                                     | 29                |

Table 7
Breakdown of the number of vehicles used by

| # | Model | M_1 | M_2 | M_3 | M_4 | M_5 |
|---|-------|-----|-----|-----|-----|-----|
| #0 | Present | 52  | 32  | 0   | 20  | 0   |
| #1 | Proposed | 29  | 5   | 18  | 0   | 6   |

5.3 Effect of using multiple vehicle types

In order to clarify the effect of using multiple vehicle types together, experiments were conducted by changing the vehicle type used. Case #2 is for medium-sized vehicles only \((R = \{1, 2\})\), and case #3 is for medium-sized three-temperature vehicles only \((R = \{1\})\). The results are shown in Table 6 and Table 7. From Table 8, the more vehicle type options, the smaller the cost, average number of deliveries, and number of vehicles. In addition, from the Table 9, in case #1, by utilizing a large room-temperature vehicle, the number of medium-sized three-temperature vehicles and medium-sized room-temperature vehicles can be reduced, compared with cases #2 and #3. These results indicate the effectiveness of
optimization of inventory routing decisions with multiple vehicle types with different characteristics is validated.

Table 8
Cost Average Delivery Frequency, Number of Vehicles when the available vehicle types are changed

| #   | Model                                      | Fixed Cost ($) | Variable Cost ($) | Total Cost ($) | Average Number of Deliveries (Times/week) | Number of Vehicles |
|-----|--------------------------------------------|----------------|-------------------|----------------|------------------------------------------|-------------------|
| #1  | All Vehicle Type (\(R = \{1,2,3,4\}\))    | 246300         | 473413            | 719713         | 3.09                                     | 29                |
| #2  | Middle Sized Vehicle (\(R = \{1,2\}\))    | 305800         | 551705            | 857505         | 3.36                                     | 36                |
| #3  | Middle Sized Three-temp. Vehicle (\(R = \{1\}\)) | 351000         | 562921            | 913921         | 3.47                                     | 39                |

Table 9
Breakdown of the number of vehicles by type when the available vehicle types are changed

| #   | Model                                      | \(M\) | \(M_1\) | \(M_2\) | \(M_3\) | \(M_4\) |
|-----|--------------------------------------------|-------|--------|--------|--------|--------|
| #1  | All Vehicle Type (\(R = \{1,2,3,4\}\))    | 29    | 5      | 18     | 0      | 6      |
| #2  | Middle Sized Vehicle (\(R = \{1,2\}\))    | 36    | 10     | 26     | 0      | 0      |
| #3  | Middle Sized Three-temp. Vehicle (\(R = \{1\}\)) | 39    | 39     | 0      | 0      | 0      |

5.4 Effect of Site dependency

In order to see the effect of site dependency, we conducted an experiment by changing the number of stores where large vehicles could visit. \(n_o\) is the number of stores that large vehicles can visit. We changed this parameter as \(n_o = 0, 75, 150, 225, 300\). The results are shown in the Table 10 and Table 11. It can be confirmed that the total number of vehicles used is decreasing as the number of stores where large vehicles can visit increases. It can also be seen that the types of vehicles used are also changing. In cases #1 and #5, medium-sized vehicles occupy the majority, and large three-temperature zone vehicles are not used. On the other hand, in case #6, all vehicle types are used in a well-balanced manner. Furthermore, in case #7, medium-sized three-temperature vehicles are not used, and large vehicles account for most deliveries.

From this result, the optimum vehicle type depends on the ratio of stores where large vehicles can visit. It is implied that a significant cost reduction can be achieved by selecting an appropriate vehicle type. It implies that the necessity and effectiveness of the optimization approach with multi-vehicle options could be verified.

Table 10
Cost, average number of deliveries, number of vehicles when changing the site dependency

| #   | Model | Fixed Cost ($) | Variable Cost ($) | Total Cost ($) | Average Number of Deliveries (Times/week) | Number of Vehicles |
|-----|-------|----------------|-------------------|----------------|------------------------------------------|-------------------|
| #4  | 0     | 304400         | 560531            | 864931         | 3.68                                     | 40                |
| #5  | 75    | 305200         | 522779            | 827979         | 3.28                                     | 34                |
| (#1)| 150   | 246300         | 473413            | 719713         | 3.09                                     | 29                |
| #6  | 225   | 239600         | 426242            | 665842         | 3.24                                     | 28                |
| #7  | 300   | 205200         | 439784            | 644984         | 2.84                                     | 22                |

Table 11
Breakdown of the number of vehicles when changing the site dependency

| #   | Model | \(M\) | \(M_1\) | \(M_2\) | \(M_3\) | \(M_4\) |
|-----|-------|-------|--------|--------|--------|--------|
| #4  | 0     | 40    | 8      | 32     | 0      | 0      |
| #5  | 75    | 34    | 9      | 22     | 0      | 3      |
| (#1)| 150   | 29    | 5      | 18     | 0      | 6      |
| #6  | 225   | 28    | 7      | 9      | 3      | 9      |
| #7  | 300   | 22    | 0      | 4      | 9      | 9      |

6. Conclusions

By collaborating with the logistics company and the customer to make a decision that integrates the customer’s inventory management and the delivery plan of the logistics company, a dramatic improvement in delivery efficiency can be expected. Against this background, this study conducted a study of IRP considering multiple temperature zones and multiple vehicle types for restaurant chains. The problem was formulated as a Multi-Product Multi-Vehicle IRP.
Since MMIRP is a difficult problem to solve, it was difficult to apply it to large-scale problems. Therefore, in this study, we proposed three-step Math Heuristics based on the cluster destination and post-root method. In the first stage, by solving the Multi-item Multi-vehicle Inventory Problem (MMP), the delivery day, delivery vehicle type, delivery day, delivery vehicle type, etc. for each store so that the vehicle fixed cost is minimized while satisfying the upper and lower limit constraints of inventory. Determine the delivery amount. From the output of this MMIP, a delivery destination cluster can be created for each delivery day and delivery vehicle type. In the second stage, the vehicle location problem (VIP) is solved to determine the delivery vehicle for each store so that the approximate delivery variable cost is minimized. The output of this VLP creates a delivery destination cluster for each delivery vehicle. In the third stage, the Traveling Salesman Problem (TSP) is used to determine the delivery route.

In the numerical experiment, verification was performed using actual data. It was concluded that large-sized / three-temperature vehicles would be used for large stores, and medium-sized / three-temperature vehicles and medium-sized / room-temperature vehicles would be used together for medium-sized stores. We got the need for IRP and useful suggestions for solutions. In addition, a sensitivity analysis was conducted to consider the effects of changes in vehicle type, total number of vehicles, and demand on the results.

As a future issue, application to further large-scale problems can be considered. In particular, the proposed MMIP could be solved, but it becomes difficult to solve it as the number of stores, items, and vehicle types increases. As one method, a method using Lagrange relaxation can be considered. By relaxing each constraint, MMIP can be broken down into store-by-store decisions. Moreover, the decomposed problem can be solved efficiently by using the dynamic programming method.
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