Facilitating Corpus Usage: Making Icelandic Corpora More Accessible for Researchers and Language Users

Steinþór Steingrímsson, Starkaður Barkarson, Gunnar Thor Örnólfsson
The Árni Magnússon Institute for Icelandic Studies
steinthor.steingrimsson@arnastofnun.is, starkadur.barkarson@arnastofnun.is, gunnar.thor.ornolfsson@arnastofnun.is

Abstract
We introduce an array of open and accessible tools to facilitate the use of the Icelandic Gigaword Corpus, in the field of Natural Language Processing (NLP), and in order to achieve better performance, larger datasets have to be compiled. This is especially important with the rise in popularity of neural networks and various word embedding techniques, such as word2vec (Mikolov et al., 2013a; Mikolov et al., 2013b), GloVe (Pennington et al., 2014), fastText (Bojanowski et al., 2017), Joulin et al., (2017) and contextual embeddings like ELMo (Peters et al., 2018) and BERT (Devlin et al., 2019).
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1. Introduction
The need for large text corpora has become increasingly urgent in recent years. As data-oriented methods have come to dominate the field of Natural Language Processing (NLP), and in order to achieve better performance, larger datasets have to be compiled. This is especially important with the rise in popularity of neural networks and various word embedding techniques, such as word2vec (Mikolov et al., 2013a; Mikolov et al., 2013b), GloVe (Pennington et al., 2014), fastText (Bojanowski et al., 2017), Joulin et al., (2017) and contextual embeddings like ELMo (Peters et al., 2018) and BERT (Devlin et al., 2019). Large corpora are also useful for other fields of research. Corpus-based linguistics is a fast-growing methodology in linguistics (see e.g. Gries, 2009), used prominently in syntax research, but also in other fields of linguistics like semantics, morphology and phonology. Lexicographers have for a long time used corpora in one form or another, mostly for research, but also in other fields of linguistics like semantics, morphology and phonology. Lexicographers have for a long time used corpora in one form or another, mostly for research, but also in other fields of linguistics like semantics, morphology and phonology. Lexicographers have for a long time used corpora in one form or another, mostly for research, but also in other fields of linguistics like semantics, morphology and phonology. Lexicographers have for a long time used corpora in one form or another, mostly for research, but also in other fields of linguistics like semantics, morphology and phonology. Lexicographers have for a long time used corpora in one form or another, mostly for research, but also in other fields of linguistics like semantics, morphology and phonology.

2. The Icelandic Gigaword Corpus
The IGC is a collection of Icelandic texts. They are divided into subcorpora, based on the text source, and have been tokenized, pos-tagged and lemmatized. It was first published in 2018 (Steingrímsson et al., 2018) but as the collection is ongoing, a new version is published every year with more texts and reprocessed using state-of-the-art methods. The version published in 2019 contains almost 1.4 billion words. The majority of the texts, 65%, are from news media and 25% from public administration (parliamentary speeches, laws, and adjudications), see Table 1 for a full list of text types in the corpus. Almost 90% of the texts are

Michel et al., (2011) established a method of study they coined culturomics when launching Google N-gram viewer in 2010. By studying word usage over time, researchers can get insight into the spirit of the times, and such data can also be useful for journalists or others who may need to know when particular subjects were noticeable in public discourse and when they were not. Data on word frequency in different subcorpora can be useful in various fields of NLP, like topic modeling, machine translation or building chatbots. But such information is also important when building study material for the language classroom (see e.g. Gabrialatos, 2005).

Compiled corpora are commonly made available for download, either freely or for a price. Sometimes corpora are at the same time made available with an online KWIC tool. But it is unusual to make corpora available with a comprehensive set of tools to facilitate usage in different fields of research. The Icelandic Gigaword Corpus (IGC) is the largest existing text corpus for Icelandic. The collection work is ongoing and a new version is published every year. The corpus is freely available for download, but also accessible in different ways. It can be searched using a slightly modified version of Korp (Borin et al., 2012), word usage can be studied over time in an n-grams viewer, various frequency information can be accessed through an online frequency dictionary and pre-trained language models are available for download, to promote the use of such models in Icelandic NLP tools and projects. We introduce and describe these interconnected resources. In Section 2 we briefly depict the IGC, Section 3 describes how Korp is adapted to the Icelandic data, Section 4 outlines the n-gram viewer, the frequency dictionary is introduced in Section 5 and in Section 6 we list the language models and pre-trained word embeddings, built from the corpus data, and describe how they were trained.
Table 1: Retrieved texts for the IGC 2018

| Subcorpora                  | Words      | %       |
|-----------------------------|------------|---------|
| Newspaper Articles          | 896,871,188| 64.85%  |
| Parliamentary Speeches      | 215,130,146| 15.55%  |
| Adjudications               | 99,711,682 | 7.21%   |
| Transcribed Radio/Tv News   | 59,957,217 | 4.34%   |
| Sports News Websites        | 51,756,928 | 3.74%   |
| Regulations                 | 26,924,359 | 1.95%   |
| Current Affair Blogs        | 11,916,998 | 0.86%   |
| Informational Articles      | 11,424,311 | 0.83%   |
| Published Books             | 5,247,476  | 0.38%   |
| Lifestyle                   | 4,137,539  | 0.30%   |
| Total                       | 1,383,077,844| 100.00%|

The texts have either a CC BY licence or a MIM licence, which was specially created for The Tagged Icelandic Corpus (MÍM) (Helgadóttir et al., 2012) and later adapted for IGC. For further discussions about licences see Steingrimsson et al., 2018.

A pipeline has been set up to collect new texts and automatically clean them, annotate and extract metadata. No manual post-editing is performed.

The annotation phase consists of sentence segmentation, tokenization, morphosyntactic tagging and lemmatization. After morphosyntactic tagging and lemmatization, the texts, together with the relevant metadata, are converted into TEI-conformant XML format (TEI Consortium, 2017). Sentence segmentation and tokenization is performed with the Reynir Tokenizer. For tagging, a BiLSTM tagger (Steingrimsson et al., 2019) is used. A corpus made by concatenating the IFD corpus (Pind et al., 1991) and the MIM-GOLD corpus (Lofsson et al., 2010; Helgadóttir et al., 2012; Steingrimsson et al., 2015) were used to train the tagger and it was augmented with a morphological lexicon, The Database of Icelandic Infections (Bjarnadóttir et al., 2019). The tagset used is a revised version of the tagset used for the IFD corpus, containing more than 670 possible morphosyntactic tags of which 559 are found in the corpus.

3. Using and Modifying Korp

Korp is a concordance search engine for large text corpora developed by researchers at the Swedish language bank, Språkbanken (Borin et al., 2012). In our work, we adapted Korp to our data, facilitating search by all the various inflectional categories of Icelandic.

3.1. Engine - CWB

Korp interacts with corpus data via the Stuttgart Corpus WorkBench (CWB) toolkit, which is designed to manage annotated text corpora of up to 2 billion words (Evert and Hardie, 2011). Queries in CWB are prompted by requests to a RESTful web API.

3.2. User Interface

Korp provides three search interfaces. A simple string literal search, a card-based search whereby you can build complex queries on all the linguistic features coded in the database, and an input for CWB’s query processor where users can directly type queries.

We made various small adjustments to the UI of Korp. In addition to several cosmetic changes, we introduced search by lemma to the simple search, since the simple search interface is the most frequently used and the rich inflection of Icelandic necessitates the use of canonical forms in search. We also simplified the use of word gaps in search queries, as seen in Figure 1 due to user feedback indicating that such queries were frequent enough to warrant a dedicated UI element. Additionally, various UI features for representing data not present in the IGC were disabled, e.g. the Map feature which displays texts’ geolocation tags on a map and a visualisation based on dependency annotation.

4. N-gram viewer

One of the services accompanying the IGC is n-stæðuskoðari, n-gram viewer. This is an application comparable to the Google Ngram Viewer (Michel et al., 2011; Lin et al., 2012). Our n-gram viewer is based on the NB-N-gram viewer published by the Norwegian National Library (Breder Birkenes et al., 2015).

The study of human behaviour and cultural trends through quantitative analysis of digitized texts, ’culturomics’, has been gaining increased popularity in recent years. Critics of the Google Ngrams corpus have pointed out that studying large masses of text where all of them are given the same weight leads to a biased sample (Pechenick et al., 2015). They have pointed out that OCR-errors can lead to wrong results and that as all texts are treated equally, the prominence of scientific literature in recent decades leads to scientific texts being heavily sampled. We try to avoid that pitfall by allowing the users to select subcorpora from our corpus and thus focus only on certain text domains or text sources. The results are also linked to the KWIC tool for the IGC, see Section 3 so users can easily see where the counts come from and study them in context, if they so wish.

With our tool, users can chart the data by year and type of text, and see the frequency with which any word or short phrase shows up in the Icelandic Gigaword Corpus or a subcorpus thereof. The results can show how words, concepts or certain persons rise and wane in popularity over time. Although the n-gram viewer is limited in regards to the data, most of our data being from a 25-year period from the end of the 20th century and to the present year, it shows that only within this short time period there are surprising changes in word use and this can be helpful in studying current cultural phenomena, recent history and linguistics.

For the n-gram viewer, uni-, bi- and trigrams were generated from the IGC data. We created datasets for each subcorpus of the IGC, in order for the user to be able to control

https://github.com/NationalLibraryOfNorway/NB-N-gram
the queries better. N-grams were created for both lowercased lemmas and word forms as they appear in the text. Bigrams and trigrams are only searchable in the viewer if they appear three times or more in the corpus. Table 2 shows counts for the different types of n-grams present in IGC on one hand and the N-gram viewer on the other hand. The n-grams in the viewer, as well as a reduced set of 4- and 5-grams, are also available for download (see Section 6.1).

Table 2: Total count for different n-grams in the IGC. All uni-, bi- and trigrams are available for download, while the reduced set is searchable in the n-gram viewer. The reduced set of 4-, and 5-grams are available for download.

| N | Total Count | Words Reduced Count | Lemmas Reduced Count |
|---|-------------|---------------------|----------------------|
| 1 | 4,857,022   | 4,857,022           | 3,656,788            |
| 2 | 69,847,262  | 17,957,728          | 11,622,531           |
| 3 | 184,358,368 | 29,332,568          | 33,711,545           |
| 4 | 434,294,430 | 41,368,873          | 37,590,912           |
| 5 | 490,084,803 | 26,742,205          | 29,607,900           |

4.1. User Interface

The central element in the user interface is the chart. The chart can show the frequency of the n-grams over time given as relative frequencies (see Figure 2), or as absolute numbers. By default, the tool searches for n-grams made of word forms, but users can select an option to search for lemmas. The two are both useful in search depending on what the user is studying, as Icelandic is an inflected language. For example, when searching for unique words (unigrams), or for names, lemma search would usually give the users better results. But when searching for certain phrases, word forms would usually be a better choice.

In order to give users better control over their research, they can either select the subcorpus or subcorpora to search or search all at once. This can help users deal with bias that texts from some subcorpora can have on the data.

The search functions are in line with the search functions of

Figure 1: An example of a card-based search with word gaps. Here we look for the phrase "vísaa << á dyr" (e. show << the door), where << matches any sequence of 1-4 tokens.

Figure 2: Screenshot from the n-gram viewer showing relative frequencies for two unigrams, máltækni (language technology) and málfraði (grammar).
In recent years neural network architectures have become state-of-the-art techniques for a range of NLP tasks, sentiment analysis (Socher et al., 2013; Kim, 2014), parsing (See Fig. 3). The frequency dictionary is accessible on the user of the composition of the corpus they are examining. The relative sizes of the chosen subcorpora is displayed to inform the user of the composition of the corpus they are examining. To help users interpret the results, they can click on the points in the graph for each year to get detailed information on the token counts and percentage of each subcorpus. They can also click on the points in the graph for each year to get detailed information on the token counts and percentage of each subcorpus. How the data is prepared for training word embeddings can affect the resulting embeddings. (Hellrich and Hahn, 2016) showed that due to the non-determinism of the embedding methods the models have reliability problems and two models trained on the same texts with the same hyperparameters can provide inconsistent results. By providing and using pre-trained embeddings the replicability problem is diminished.

Word frequency is a useful metric in many fields, including linguistics, psychology and pedagogy. A word frequency dictionary for Icelandic was created in 1991, using a corpus of about 500,000 word tokens, sourced from novels, biographies and educational texts (Pind et al., 1991). Using the IGC, we have derived a new word frequency database, which spans more than 1.4 billion tokens. It contains word frequency statistics for both lexemes and inflected forms, computed for each subcorpus as well as on aggregate. Homographs are disambiguated using their respective lemmas and morphosyntactic tags. All corpora are biased by their composition. Legal documents will not have the same word frequency distribution as a sports bulletin. This is evident in IGC, since over 90% of the text comes from either news media (64%) or public administration (26.5%). To enable users to ameliorate or investigate these biases, we allow them to limit their search to entire sentences, see e.g. (Jurafsky and Martin, 2019, Chapter 3). A variety of NLP applications take advantage of n-grams, speech recognition, handwriting recognition, spelling correction, machine translation, autocomplete features of messaging apps and more.

6. Language Models and Embeddings

N-gram models are the simplest models that assign probabilities to sentences and sequences of words. They can be used to estimate the probability of the last word of an n-gram given the previous words or to assign probabilities to entire sentences, see e.g. (Jurafsky and Martin, 2019, Chapter 3). A variety of NLP applications take advantage of n-grams, speech recognition, handwriting recognition, spelling correction, machine translation, autocomplete features of messaging apps and more. The n-grams created for the n-gram viewer (see Section 5) are available for download. Additionally, we have created and made available 4-grams and 5-grams that occur three times or more in the IGC. The n-grams made from lemmas and word forms as they appear in the texts.

6.2. word2vec

Word2vec (Mikolov et al., 2013a) takes as its input a large corpus of text and produces vectors, with each unique word in the corpus being assigned a vector in the space. The vectors in the vector space are positioned so that words that share common traits are located close to each other. Instead of counting how a given word w appears close to another...
word \( w \), a classifier is trained on a binary classification task: "Is word \( w \) likely to show up near word \( x \)?" The learned classifier weights then give us the embeddings as vectors (see e.g. Jurafsky and Martin, 2019, Chapter 6.8).

Word2vec models use one of two model architectures: continuous bag-of-words (CBOW) or continuous skip-gram. In the continuous bag-of-words architecture, the model predicts the current word from a window of surrounding words and the order of the words does not influence prediction, the context is trained on the word. In the continuous skip-gram architecture, the model uses the current word to predict the surrounding window of words, weighing nearby words more heavily than more distant ones, effectively training the word on the context (Mikolov et al., 2013a). We train models employing both architectures and train both on word forms and lemmas, resulting in four word2vec models.

6.3. GloVe

The main difference between word2vec and GloVe is that word2vec is a predictive model, doing incremental training by repeatedly iterating over the training corpus. GloVe, on the other hand, is global log-bilinear regression model. It creates the vectors based on ratios of co-occurrence probabilities by building a large co-occurrence matrix, which can be used to count how frequently each word is seen in a given context in the training corpus (Pennington et al., 2014). As for word2vec we train models both on word forms and lemmas.

6.4. fastText

The intuition behind fastText is that while continuous word representations, like word2vec and GloVe, trained on large unlabeled corpora can be useful for many tasks, they ignore morphology. FastText confronts that limitation by creating character n-grams from each word and learning a representation for each n-gram. One of the main advantages of the approach is that it gives better vector representations for rare words and can give representations for out-of-vocabulary words (Bojanowski et al., 2017). FastText can be trained both using a skip-gram and a CBOW model. We have pre-trained fastText models in a similar fashion as we did with word2vec, using both types of models and on both word forms and lemmas, resulting in four different embeddings models.

6.5. ELMo

The models discussed above all output just one vector for each word. This means that no matter the sense of the word in the given context, the vector is always the same. On the other hand, ELMo can generate different embeddings for a word, depending on its context. The word vectors are learned functions of the internal states of a deep bidirectional language model (biLSTM), which is pre-trained on a large text corpus (Peters et al., 2018). This means that it is possible to get one vector for each word, just like with the other models, by feeding the ELMo model single words. But to take full advantage of ELMo’s potentials, it should be used to generate a vector for a word in context.

Training an ELMo model using the IGC data is under way. The model will be made available for download in January 2020.

7. Availability and licensing

All datasets trained on the IGC, n-grams and word embeddings, are available under a CC BY 4.0 license. They are available for download from the IGC page on Málöng, a repository web site for Icelandic language resources. The tools are open and freely accessible for everyone to use. The KWIC at malheildir.arnastofnun.is, the n-gram viewer at n.arnastofnun.is and the frequency dictionary at ordtidni.arnastofnun.is.

8. Future Work and Conclusion

We have described tools and datasets created to facilitate the use of the IGC corpus for a wide range of purposes and disciplines.

The IGC work is ongoing. Text collection continues, a larger version will be published every year, and as better processing tools become available the corpus is also reprocessed. Work on the tools introduced in this paper will also continue, as new methods in working with corpus data emerge and as we get feedback from our users. We have plans to add features available in Korp like word picture, which gives a list of the most common subjects and objects of a verb being searched, modifiers to nouns and other information on collocates. For this dependency parsing needs to be done on the data. The word embeddings will be retrained with each new version of the corpus. As we do not currently have any datasets to evaluate the accuracy of the word embeddings, creating such evaluation sets is a priority. We also have plans for building a small web application where users can explore and compare different pre-trained embeddings on-line. Recently a new type of embeddings, BERT (Devlin et al., 2019), has been outperforming all others on most downstream NLP tasks. Multilingual BERT models have been published by Google Research. They do not perform well for Icelandic, so following the lead of others, e.g. Finnish and French researchers, building BERT models for Icelandic could be a constructive step.
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