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Abstract—In this paper, we investigate the construction of polar codes by Gaussian approximation (GA) and develop an approach based on piecewise Gaussian approximation (PGA). In particular, with the piecewise approach we obtain a function that replaces the original GA function with a more accurate approximation, which results in significant gain in performance. The proposed PGA design of polar codes is presented in its integral form as well as an alternative approximation that does not rely on the integral form. Simulations results show that the proposed PGA design outperforms the standard GA for several examples of polar codes and rates.
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I. INTRODUCTION

Polar codes were originally proposed by Arikan in [1]. Due to their low complexity encoding and decoding characteristics, polar codes have quickly become popular and were selected by the 3GPP Group for the uplink/downlink channel control in the 5G [2] standard.

The construction of polar codes consists of how to choose the best channels to transmit bits of information [1], called noiseless channels, or the other way around, find the noisy channels. Several design methods have been proposed in the last decade such as parameter Bhattacharyya and Monte Carlo [1]; density evolution (DE) [3], [4], [5]; Gaussian approximation (GA) of density evolution [6], [7]; and the polarization weight (PW) [8], [9]. In particular, the Gaussian approximation (GA) has become the most adopted construction approach due to its low computational complexity when compared to the other methods.

The GA construction method was originally proposed in [6] for LDPC codes and in [7] we have its first application for polar codes. Alternatively to its integral format and complex integration required, the authors in [6] and [10] proposed approximate GA (AGA) for reducing the computational complexity. The authors in [11], [12] and [13] proposed improved Gaussian approximations for long blocks with better performance than AGA. Examples of algorithms for implementing the GA can be found in [14] and [15].

In this paper, we investigate the construction of polar codes by Gaussian approximation (GA) and develop an approach based on piecewise Gaussian approximation (PGA). In particular, with the piecewise approach method we obtain a function that replaces the original GA function with a more accurate approximation, which results in significant gain in performance. The proposed PGA design of polar codes is presented in its integral form as well as an alternative approximation that does not rely on the integral form. The PGA design can have an impact on the design of rate-compatible polar codes [16], [17], [18], [19]; which are techniques that use GA in their construction. Simulations results show that the proposed PGA design outperforms the standard GA for several examples of polar codes and rates.

This article is structured with the following sections. In Section II, we have the basic definitions of PC, the notation used, the method of encoding and decoding and a brief summary of GA construction. In Section III, we present the construction of polar codes by approximate Gaussian approximation. In Section IV, we show the comparative simulations and a Section V we find the conclusions of this work.

II. POLAR CODES

Given a symmetric binary-input, discrete and memoryless channels (B-DMC) $W : \mathcal{X} \to \mathcal{Y}$, where $\mathcal{X} \in \{0, 1\}$ and $\mathcal{Y} \in \mathbb{R}$, we have that $W(y|x)$ is the channel transition probability, with $x \in \mathcal{X}$ and $y \in \mathcal{Y}$. In order to transmit the information bits, the most reliable sub-channels are chosen, represented by $K$, $A$ is the set of $K$ indices. In turn, $\mathcal{A}^c$ is its complementary set, containing the indices of the least reliable channels (frozen bit sequence). Polar codes can be completely specified by three parameters, $PC(N, K, A^c)$, where $N$ is the codeblock length, $K$ the length of the information sequence. Define rate as $R = K/N$.

Denote $W^N : \mathcal{X}^N \to \mathcal{Y}^N$ with

$$W^N(y_1^N | x_1^N) = \prod_{i=1}^{N} W(y_i|x_i)$$

The mutual information is defined by [1]

$$I(W) = \sum_{y \in \mathcal{Y}} \sum_{x \in \mathcal{X}} \frac{1}{2} W(y|x) \log \frac{W(y|x)}{\frac{1}{2} W(y|0) + \frac{1}{2} W(y|1)}.$$  

where the base-2 logarithm $0 \leq I(W) \leq 1$ is employed.

On the $N$ independent channels of $W$ we apply the polarization process [1], we obtain a set of polarized channels...
\( W_N^{(i)} : \mathcal{X} \rightarrow \mathcal{Y} \times \mathcal{X}^{i-1}, i = 1, 2, \ldots, N. \) As defined in [1], this channel transition probability is given by
\[
W_N^{(i)}(y_N^1, u_1^{(i-1)}|u_i) = \sum_{u_{i+1}^N} \frac{1}{2^{N-i}} W_N(y_N^1|u_N^i). \quad (3)
\]
According to [1], \( N \rightarrow \infty, I(W_N^{(i)}) \) tends to 0 or 1.

![Fig. 1. The Channel \( W_2 \)](image)

In Fig. 1 we show the process of creating the channel \( W_2 \): recursion step of combining two copies of \( W \) independent, that is, \( \mathcal{X}^2 \rightarrow \mathcal{Y}^2 \) which has the transition probabilities given by
\[
W_2^{(1)}(y_2^1|u_1) = \sum_{u_2} \frac{1}{2} W(y_1|u_1 \oplus u_2) W(y_2|u_2). \quad (4)
\]
\[
W_2^{(2)}(y_2^1|u_1 u_2) = \frac{1}{2} W(y_1 u_1 \oplus u_2) W(y_2|u_2). \quad (5)
\]

A. Encoding

The encoding is given by \( x_N^1 = u_N^i G_N \), where \( G_N \) is the transformation matrix. \( u_N^i \in \{0,1\}^N \) is the input block. \( x_N^1 \in \{0,1\}^N \) is the codeword, where \( u_N^i = [u_A, u_{A^C}] \), with \( u_A \) are bits of information and \( u_{A^C} \) are frozen bits. We define \( G_N = B_N F_2^{\otimes n} \), where \( \otimes \) denotes the Kronecker product, \( F_2 = \begin{bmatrix} 1 & 0 \\ 1 & 1 \end{bmatrix} \) and \( B_N \) is the bit-reversal permutation matrix. A simplification without loss of generalization is the omission of \( B_N \).

B. Decoding

Given the received vector \( y_N^1 = (y_1, \ldots, y_N) \in \mathbb{R}^N \), the objective of the decoder is to obtain estimates of the input of the channel \( u_N^1 \in \{0,1\}^N \) that is given in vector form as \( \hat{u}_N^i = (\hat{u}_1, \ldots, \hat{u}_N) \). The likelihood ratio (LR) of \( u_i \), \( \text{LR}(u_i) = \frac{W_2^{(2)}(y_2^1|u_N^i \oplus u_i)}{W_2^{(2)}(y_2^1|u_N^i \oplus u_i)} \) using Successive Cancellation (SC) decoding [1]. Then, the value of the \( \hat{u}_i \) is:
\[
\hat{u}_i = \begin{cases} h_i(y_N^1, \hat{u}_1^{i-1}), & \text{if } i \in A, \\ u_i, & \text{if } i \in A^C, \end{cases} \quad (6)
\]
where \( h_i : \mathcal{Y}^N \times \mathcal{X}^{i-1} \rightarrow \mathcal{X}, i \in A, \) are decision functions defined as
\[
h_i(y_N^1, \hat{u}_1^{i-1}) = \begin{cases} 0, & \text{if } \frac{W_2^{(1)}(y_N^1, \hat{u}_1^{i-1} = u_i|y_N^1)}{W_2^{(1)}(y_N^1, \hat{u}_1^{i-1} = u_{i-1}|y_N^1)} \geq 1 \\ 1, & \text{otherwise}, \end{cases} \quad (7)
\]
for \( y_N^1 \in \mathcal{Y}^N, \hat{u}_1^{i-1} \in \mathcal{X}^{i-1}. \)

We denote \( L(i, j) \) as LR node, \( i \) being the line and \( j \) being the stage, following mapping of the decoding tree [1]. The values assumed by \( L(i, j) \) can be obtained recursively [1] using the equations:
\[
L(i, j+1) = \begin{cases} f(L(i, j), L(i + n/2^{j+1}, j)), & \text{if } j = 0 \\ g(L(i + n/2^{j+1}, j), L(i, j), \hat{u}_{sum}), & \text{if } j > 0. \end{cases} \quad (8)
\]
where \( f \) and \( g \) functions were defined in [1] as:
\[
f(a, b) = \frac{1 + a b}{a + b} \quad (9)
\]
\[
g(a, b, \hat{u}_{sum}) = a^{1-2\hat{u}_{sum}} b \quad (10)
\]
where \( \hat{u}_{sum} \) is the previous decoded bits. The \( \hat{u}_{sum} \) estimated value is given by [6]. So, the decision \( g \) nodes depends on the estimate of \( f \) nodes given by [9], that is, of previously decoded bits. Message passing decoding that has found numerous applications in wireless communications [21], [22], [23], [24], [25], [26], [27], [28], [29], [30], [32], [31], [33], [34], [35], [36], [37], [38], [39], [40], [41], [42], [43], [44], [45], [46], [47], [48] can also be considered.

C. Construction by Gaussian Approximation

The Gaussian approximation (GA) construction method [6,7] is given by
\[
E(L^{(2i-1)}_N) = \phi^{-1}(1 - (1 - \phi(E(L^{(2i)}_N))))^2 \quad (11)
\]
\[
E(L^{(2i)}_N) = 2E(L^{(i)}_N/2), \quad (12)
\]
with
\[
L^{(i)}_N = \frac{2}{\sigma^2} \quad (13)
\]
The \( L^{(i)}_N \) to denote the LLR of the subchannel \( W^{(i)}_N \), \( \sigma^2 \) is the variance and \( E[\cdot] \) represents the mean. In practice and for building the algorithm, \( E[L^{(i)}_N] = L^{(i)}_N \). The function \( \phi(x) \) is defined as:
\[
\phi(x) = \begin{cases} 1 - \frac{1}{\sqrt{4 \pi} x} \int_{-\infty}^{+\infty} \tanh \left( \frac{u}{2} \right) e^{-\frac{(u-x)^2}{4x}} du & x > 0 \\ 1 & x = 0 \end{cases} \quad (14)
\]
Due to the integral form, we call it an exact Gaussian approximation (EGA).

In the polar codes construction we generate the parameter \( A^C \), depending on \( N, K \), the type of channel, the target signal-to-noise ratio (SNR), called design-SNR, and the type of decoder. All construction methods covered in this paper are specific to the Additive White Gaussian Noise (AWGN) channel and the SC decoder but can be extended to other types of channels and other type of decoders.

III. PROPOSED CONSTRUCTION BASED ON PIECEWISE GAUSSIAN APPROXIMATION

Observing equation (14), we define a new function for analysis:
\[
\psi(x, u) = \tanh \left( \frac{u}{2} \right) \frac{1}{\sqrt{4\pi} x} e^{-\frac{(u-x)^2}{4x}} \quad (15)
\]
we have that the function is the product of a Gaussian function with a hyperbolic tangent function (tanh). Fig. 2 shows the two functions, tanh and Gaussian.

We observe that the tanh function is an odd and zero-centered function. In Fig. 3 we can see the compound function \( \psi \) in (15), which we will call the modified Gaussian and its behavior when we vary the mean, since tanh does not depend on the mean. Each curve is a Gaussian function with a mean ranging from 0 to 15. We can see that the tanh function is dominant over the Gaussian function for \( u < 1 \). And with the increase in the mean value, the final behavior tends to be a purely Gaussian function. As noted earlier, with an increase in the mean the Gaussian part becomes more relevant. And the tanh function is dominant over the Gaussian one for a small mean and tends to zero.

We propose the PGA, a piecewise approximation for the function \( \phi \) in (14), which is slightly modified to improve the performance of the GA construction for polar codes. To this end, a new function is proposed to replace the tanh function. For this approximation we will use the exponential function in the following way, \( a \cdot e^{(b \cdot x)} \).

The proposed piecewise \( \phi_p \) function optimized for PC is

\[
\phi_p(x) = \begin{cases} 
1 - \frac{1}{\sqrt{4\pi} e} \int_{-\infty}^{+\infty} f(u) e^{-\frac{(u-x)^2}{4e}} du & x > 0 \\
1 & x = 0 
\end{cases}
\]

with

\[
f(x) = \begin{cases} 
a \cdot e^{(b \cdot x)} + c \cdot e^{(d \cdot x)} & x \geq -3.1 \ e \ x \leq 3.1 \\
+1 & x > +3.1 \\
-1 & x < -3.1 
\end{cases}
\]

The parameters are: \( a = 1.9e + 07 \), \( b = 8.4e - 09 \), \( c = -1.8e + 07 \) and \( d = -8.5e - 09 \); in its integral form. Using the same format and limits proposed by [10], we develop an approximation to the proposed function \( \phi_p \) in (16) given by

\[
\phi_p(x) \approx \begin{cases} 
e^{-0.484x^2 - 0.3258x} & 0 \leq x < 0.867861 \\
e^{-0.4777x(0.8512) + 0.1094} & 0.867861 \leq x < 10 \\
\sqrt{x(1 - 1.509)}e^{-x(3.936)} & x \geq 10 
\end{cases}
\]

In Fig. 4 and Fig. 5, we can see the functions in (11) with the \( \phi \) for GA in (14) and the \( \phi_p \) for PGA in (16).

This difference observed between these functions provides a performance improvement that we will see in the next section. In Algorithm 1 we have the description of the proposed PGA construction algorithm with \( \phi_p \) in (16). For the calculation of the function \( \phi_p^{-1} \), inverse function of (16), by the bisection method, an approach optimized is presented in Algorithm 2.

**IV. Simulations**

In this section, we evaluate the proposed PGA construction algorithm and compare it against existing approaches for several scenarios. Initially, we present in table 1 the difference
in channels between the GA construction and the proposed PGA construction, for \( R \in \{1/2, 1/3, 2/3\} \) and design-SNR of 1dB and AWGN channel. This difference in channels is due to the adjustment provided by the piecewise method applied directly to the polar code construction.

We also observed in table 1 that the difference in channels tends to be greater with the increase in the codeblock length \( N \). In the following, we illustrate the results of Monte Carlo simulations using the AFF3CT toolbox as a library [20]. The simulations employ Binary Phase shift keying (BPSK) modulation and the AWGN channel, the SC decoder and code designs with design-SNR of 1dB. The simulation loops had as stop criterion the target Frame Error Rate (FER), FER = 200.

In Fig. 6, we have compared the proposed PGA with GA for \( R = 1/2 \) and several codeblock lengths. We can notice that for \( N \geq 128 \) the PGA has an increasing gain in FER for all codeblock lengths, which can reach 0.25 dB for \( N = 2048 \).

In Fig. 7, we compare the proposed PGA with GA for \( R = 1/3 \) and various codeblock lengths. We observe that the PGA has a FER gain for codeblock lengths \( N \geq 256 \), reaching 0.15dB for \( N = 2048 \). In the block length \( N = 128 \) there is no channel difference between the PGA and GA constructions, as can be seen in table 1.

In Fig. 8, the same comparison between PGA and GA is made, now for \( R = 2/3 \) and several block lengths. In this scenario, we verify that PGA has a FER gain from \( N \geq 512 \), reaching 0.25dB for \( N = 2048 \). At codeblock length \( N = 128 \) there is no channel difference between PGA and GA constructions, as can be seen in table 1. For codeblock length \( N = 256 \), even with a difference of 2 channels according to table 1, the performance is the same between PGA and GA constructions.

In general, as the codeblock length \( N \) increases, we observe
a continuous improvement in the performance FER provided by PGA when compared to GA, and for short codeblock length $N$, in cases where there is a difference in channels, there is no difference in FER performance. For $N = 1024$ and $N = 2048$, $R = 1/2$; in Fig. 9 we compare the proposed PGA, GA and the methods for long blocks proposed by Fang [11], Dai [12] and Ochiai [13]. The results show that the methods for long blocks proposed by Fang [11], Dai [12] and Ochiai [13] have the same FER performance as GA.

V. Conclusions

We have presented the construction of polar codes based on the PGA approach. In particular, with the piecewise approach we obtain a function that replaces the original GA function with a more accurate approximation, which results in significant gain in performance. The proposed PGA design of polar codes is presented in its integral form as well as an alternative approximation that does not rely on the integral form. The results show that the proposed PGA design outperforms the standard GA for several examples of polar codes and rates.

![Fig. 7. Comparative FER performance between GA and PGA, for $R = 1/3$.](image1)

![Fig. 8. Comparative FER performance between GA and PGA, for $R = 2/3$.](image2)

![Fig. 9. FER performance between GA, PGA, Fang [11], Dai [12] and Ochiai [13] for $R = 1/2$.](image3)
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