First measurement using a nuclear emulsion detector of the $\nu_\mu$ charged-current cross section on iron around the 1 GeV energy region
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We report the flux-averaged $\nu_\mu$ charged-current cross sections on iron using an emulsion-based detector exposed to the T2K neutrino beam in the J-PARC neutrino facility. The data samples correspond to $4.0 \times 10^{19}$ protons on target, and the neutrino mean energy is 1.49 GeV. The cross section was measured to be $\sigma_{Fe}^{CC} = (1.28 \pm 0.11 \text{stat.}^{+0.13}_{-0.12} \text{syst.}) \times 10^{-38} \text{cm}^2/\text{nucleon}$. The cross section in a limited kinematic phase space of induced muons, $\theta_\mu < 45^\circ$ and $p_\mu > 400 \text{MeV}/c$, on iron was $\sigma_{Fe}^{CC \text{ phase space}} = (0.84 \pm 0.07 \text{stat.}^{+0.07}_{-0.06} \text{syst.}) \times 10^{-38} \text{cm}^2/\text{nucleon}$. These results are consistent with previous values obtained via different techniques using the same beamline, and it is well reproduced by current neutrino interaction models. These results represent a significant advance for precise measurements of the neutrino-nucleus interactions around the 1 GeV energy region.
1. Introduction

Long-baseline neutrino oscillation experiments, such as T2K [1], are typically performed in the vicinity of 1 GeV. It is essential to understand neutrino-nucleus interactions for future neutrino oscillation experiments because the experimental precision will be limited by uncertainties of neutrino interaction models. In this energy region, the dominant modes of neutrino charged-current interactions are quasi-elastic scattering and resonant pion production. In addition, the existence of two-particle-two-hole excitations has been posited. Measuring the multiplicity and kinematics of protons and pions from neutrino interactions is important for constructing reliable neutrino interaction models, but it is a difficult task because the produced hadrons have low energies. It is especially difficult to observe all these protons in detectors that use scintillators because their momentum thresholds are below the required sensitivity.

The NINJA experiment uses emulsion-based detectors to study the interactions between neutrinos and nuclei for energies ranging from hundreds of MeV to several GeV. Nuclear emulsion is well suited for performing high precision measurements of the positions and angles of charged particles emitted from neutrino interactions because it provides sub-micron spatial resolution. Since 2014, a series of pilot experiments [2–4] has been run using the emulsion-based detectors. The emulsion detector is capable of detecting slow protons with momenta as low as 200 MeV/c, representing a distinct advantage compared to other detectors with higher proton momentum thresholds of approximately 400–700 MeV/c [5–7]. This paper reports a measurement of the flux-averaged cross section of $\nu_\mu$ charged-current interaction using an emulsion detector combined with a 65-kg iron target. This represents a significant advance for the precise studies of neutrino-nucleus interactions using an emulsion detector.

2. Detector configuration and data samples

The detector is located in the near detector hall of the T2K experiment at J-PARC. Figure 1 shows a schematic view of the detector. The detector is a hybrid apparatus composed of an iron target emulsion cloud chamber (ECC), an emulsion multi-stage shifter (Shifter) [8–10], and interactive neutrino grid (INGRID) detector [11]. The ECC consists of 12 basic units called bricks, which are made of emulsion films interleaved with iron plates. The ECC bricks and the Shifter are installed upstream of the INGRID module, which is one of the near detectors in the T2K experiment. The Shifter adds timing information to each track observed in an ECC brick, which helps to match the tracks with a corresponding muon track in INGRID. The ECC bricks and the Shifter are enclosed in a cooling shelter to maintain a temperature of approximately 10 $^\circ$C and protect the emulsion films from sensitivity degradation and fading. In this study, INGRID is used as a muon range detector, from which $\nu_\mu$ charged-current interactions are selected. In the following, the X- and Y-axes are defined as the horizontal and vertical directions perpendicular to the beam direction (Z-axis), respectively.

2.1. J-PARC neutrino beamline

The J-PARC accelerator provides a high-intensity 30 GeV proton beam. Each proton beam spill consists of eight bunches. The width of each bunch is approximately 58 ns, while the interval between the bunches is approximately 581 ns. These spills are delivered to a graphite target every 2.48 s. Hadrons, mainly pions, are produced by the interaction of protons with...
the target. The charged pions are parallel focused by three magnetic horns. During their flight in the decay volume, they decay primarily into muons and muon-neutrinos. By changing the polarity of the magnetic horns, the neutrino and anti-neutrino beam modes can be switched. Thus, an almost pure $\nu_\mu$ beam is delivered to the neutrino near detector hall. The neutrino beam has energies ranging from hundreds of MeV to a few GeV at the detector location, with a peak at approximately 1 GeV. Further details of the J-PARC neutrino beamline can be found in Ref. [12].

2.2. INGRID

INGRID is the on-axis near detector for the T2K experiment located at 280 m downstream from the proton target [1, 11]. Figure 2 top shows the position of the 14 INGRID modules arranged in a cross shape. One of the horizontal modules next to the central module serves as a muon range detector in this measurement. Each INGRID module comprises 11 scintillator planes interleaved with nine iron plates, as shown in the bottom half of Fig. 2. Each iron plate measures $124 \text{ cm} \times 124 \text{ cm} \times 6.5 \text{ cm}$. Each of the 11 scintillator planes features $24 \times 2$ plastic scintillator bars, with alternated X- and Y- directions. This structure makes it possible to reconstruct three-dimensional muon tracks. The dimensions of each scintillator bar are $5 \text{ cm} \times 1 \text{ cm} \times 120 \text{ cm}$, and the scintillation light is collected by a wavelength-shifting fiber, which is inserted into a hole in the center of the scintillator strip. One end of the fiber is attached to a multi-pixel photon counter (MPPC) with an optical connector, and the light is read out using the MPPC.
2.3. ECC

The nuclear emulsion comprises AgBr crystals embedded in gelatin. The crystal volume occupancy of the emulsion used in this experiment is 45%. Properties of this emulsion are described in Refs. [13, 14]. The area and thickness of the emulsion film are 25 cm × 25 cm and 300 µm, respectively. Each emulsion film is a 180 µm polystyrene sheet with a 60-µm thick nuclear emulsion layer on each face. Charged particle trajectories are leaving latent images in the emulsion which are transformed into visible rows of grains during development. The rows of grains are measured using an optical microscope. Figure 3 shows an image of charged particles emitted from a neutrino-iron interaction in an emulsion layer, which was acquired using a microscope system called fine track selector (FTS) [15, 16]. The black lines in Fig. 3 represent the charged particle tracks.

As shown in Fig. 4, the ECC brick is composed of 23 emulsion films interleaved with 22 iron plates, each of which measures 25 cm × 25 cm × 0.05 cm. The iron plates are made of stainless steel (SUS304) instead of pure iron which causes chemical reactions in contact with emulsion films. It consists of iron (72.3%), chromium (18.1%), nickel (8.0%), and other contaminations,
including manganese, silicon, phosphorus, and sulfur (1.6% in total). Numbers of neutrons and protons in nuclei composing the stainless steel are close to those in iron. Furthermore, the neutron to proton number ratio in the stainless steel is 1.149, compared to 1.150 for iron. Therefore, in the following analysis, the target material in the ECC bricks is treated as iron. For this pilot experiment, the ECC comprised 12 bricks, with the iron plates having a total mass of 65 kg.

As shown in Fig. 5, four ECC bricks were placed in the XY-plane in a square configuration, with another two bricks placed behind them along the Z-direction, i.e., the four-brick square was three bricks deep. In addition, a subsidiary emulsion film was placed between the ECC bricks as well as on the brick face farthest downstream to facilitate track connection, as shown in the right-hand schematic of Fig. 5. One of the bricks was taken out from the detector about one month after the beginning of the exposure and developed to check the emulsion quality. This brick was not used in the following analysis.

![Fig. 3](image)

**Fig. 3** FTS image of charged particles emitted from a neutrino-iron interaction in an emulsion layer. The black lines are the charged particle tracks, with the white arrows showing the direction of each track.

### 2.4. Shifter

The emulsion shifter technique was originally developed for a balloon experiment to study cosmic-ray electrons [17] and was introduced into the GRAINE experiment [9, 18]. The Shifter is composed of three stages (S1, S2, S3), as shown in Fig. 6. Seven films, each with an area of 25 cm × 30 cm, are mounted on the three stages in a 2:3:2 ratio. Stages S1 and
S2 are separated by a gap of 3 mm, while S2 and S3 are separated by a gap of 2 mm. Each stage is driven at a different speed along the Y-direction in order to add timing information to ECC tracks. Figure 7 shows the respective positions of each stage over time: S1 has a cyclical motion pattern, moving at a speed of 0.553 \( \mu \text{m/s} \) and a stroke of 3000 \( \mu \text{m} \); S2 shifts at each instant when S1 changes direction, and is driven by a stepping motor with a step size of 150 \( \mu \text{m} \) and a stroke of 7500 \( \mu \text{m} \) (it has a repetition time of 1.51 h); S3 shifts when S2 changes direction, and is driven by a stepping motor with a step of 150 \( \mu \text{m} \) (it has a repetition time of 3.1 days). A full cycle of the Shifter operation lasts about 155 days. The Shifter allows the addition of time information to the ECC tracks up to 155 days.

2.5. Data samples
The ECC bricks and the Shifter were exposed to the neutrino beam between February and May 2016. The neutrino beamline was operated in both neutrino and anti-neutrino beam modes. There were two periods of exposure in the neutrino beam mode: the first was from February 1–3, and the second was from May 19–27. After live-time correction of the detectors, we analyzed data samples in the neutrino beam mode, corresponding to \( 4.0 \times 10^{19} \) protons on target (POT).

3. Monte Carlo simulation
The signal and background events, neutrino flux, and detection efficiency were estimated using Monte Carlo (MC) simulations. These MC simulations consisted of three parts: (i) JNUBEAM [12] to predict the neutrino flux, (ii) NEUT [19, 20] to model the interactions between neutrinos and nuclei, and (iii) a GEANT4 [21–23]-based framework to simulate the
Fig. 5  (Left) Front view and (right) side view of the ECC bricks. Four ECC bricks were placed in the XY-plane, with this configuration repeated to produce a structure that was three bricks deep along the Z-direction.

Fig. 6  Elevational structure of the Shifter. Two emulsion films are mounted on both S1 and S3, with three mounted on S2.

detector response. The MC predictions were normalized with respect to the POT value and the target mass.
3.1. Neutrino beam

The neutrino flux at the NINJA detector is estimated using JNUBEAM. JNUBEAM was developed to predict the flux and spectrum of neutrinos at the T2K detectors and is based on a GEANT3 framework [24]. We used JNUBEAM version 13av6.1. In addition, FLUKA2011.2 [25, 26] was used to simulate the hadronic interactions of primary protons on the graphite target. Then, JNUBEAM takes the secondary particle information simulated using FLUKA, and models their propagation, interaction, and decay events. The hadronic interaction simulation was tuned using hadron production data from experiments such as CERN NA61/SHINE [27], where a combination of measurements with a replica of the T2K target [28, 29] and a thin graphite target [30–33] was used. In the neutrino beam mode, the mean energy and fraction of $\nu_\mu$ components are 1.49 GeV and 94.9%. The fraction of $\bar{\nu}_\mu$ components is 4.3%, with $\nu_e$ and $\bar{\nu}_e$ components representing the remaining 0.8%. Figure 8
shows the neutrino energy spectrum of each beam component at the NINJA detector in the neutrino beam mode.

Fig. 8  Neutrino energy spectrum of each beam component at the NINJA detector in the neutrino beam mode. These spectra were predicted using JNUBEAM.

3.2. Event generation
The Super-Kamiokande [34] and T2K experiments use the NEUT neutrino event generator. In addition to simulating primary neutrino interactions, NEUT also simulates final state interactions (FSIs), such as scattering, absorption, particle production, and charge-exchange of hadrons produced by neutrino interactions in the nuclear medium prior to escape. We used version 5.4.0 of NEUT. To predict the signal and background events in the ECC bricks, $\nu_\mu$, $\bar{\nu}_\mu$, $\nu_e$, and $\bar{\nu}_e$ interactions on iron were generated using NEUT. The MC prediction for an iron target was adapted to the stainless steel target using the difference in the fractions of protons and neutrons between iron and the stainless steel. In addition, neutrino interactions in the upstream wall of the detector hall and the INGRID modules were generated as background sources. The neutrino interaction models and nominal parameters used in NEUT are listed in Table 1. Charged-current (CC) quasi-elastic (QE) and neutral-current (NC) elastic scatterings, two-particle-two-hole (2p2h) excitations, CC and NC resonant interactions (RES), coherent pion productions (COH $\pi$), and deep inelastic scatterings (DIS) were simulated. The one-particle-one-hole (1p1h) model by Nieves et al. [35, 36] was used to simulate the CCQE. In this model, a local Fermi gas (LFG) model with random phase approximation (RPA) corrections is used for the nuclear model, and the axial mass $M_{A}^{QE}$ is set to 1.05 GeV/$c^2$. Nieves et al. have also modeled the 2p2h interaction [37]. The RES was simulated using the Rein-Sehgal model [38], and the axial mass $M_{A}^{RES}$ is set to 0.95 GeV/$c^2$. In addition, we used the COH $\pi$ model described by Rein-Sehgal model in Refs. [39, 40]. To describe DIS, we applied parton distribution function (PDF) GRV98 with Bodek and Yang
correction [41–43]. NEUT models the FSI for hadrons using a semi-classical intra-nuclear cascade model [20, 44, 45]. Figure 9 shows the neutrino-nucleus cross sections per nucleon of an iron nucleus predicted by NEUT.

### Table 1 Neutrino interaction models used in the nominal MC simulation.

| Interaction | Model                                                                 |
|-------------|-----------------------------------------------------------------------|
| CCQE        | 1p1h model by Nieves et al. [35, 36]                                   |
|             | LFG with RPA correction ($M_{A}^{QE} = 1.05$ GeV/$c^2$)               |
| 2p2h        | 2p2h model by Nieves et al. [37]                                      |
| RES         | Model described by Rein-Sehgal [38] ($M_{A}^{RES} = 0.95$ GeV/$c^2$)  |
| COH $\pi$  | Model described by Rein-Sehgal [39, 40]                                |
| DIS         | GRV98 PDF with Bodek and Yang correction [41–43]                     |
| FSI         | Semi-classical intra-nuclear cascade model [20, 44, 45]               |

**Fig. 9** Neutrino-nucleus cross sections per nucleon of an iron nucleus predicted by NEUT.

### 3.3. Detector response

The detector simulation for the particles was developed with a GEANT4 framework. We used GEANT4 version 9.2.1 and the QGSP BERT physics list [46]. The geometry of the ECC bricks, Shifter, INGRID modules, and wall of the detector hall were modeled for the detector simulation. The base track (described in Sec. 4.1) was reconstructed using the positions that charged particles pass through on both faces of the polystyrene sheet. Therefore, the detection efficiency of the base tracks evaluated by the data can be incorporated in the
MC simulation. A volume pulse height (VPH) [47] corresponding to an energy deposit in the emulsion film is reconstructed on the basis of the correlation between a given slope, momentum, and VPH in the data. This process is repeated for the MC simulation of the track connections between the films in individual ECC bricks, between the ECC bricks, and between the ECC bricks and INGRID. For the track connections between the ECC bricks and the Shifter, we used the connection efficiency based on the data. The background events produced by cosmic rays and misconnected events between the ECC bricks, the Shifter, and INGRID were estimated using the data rather than the MC simulation.

4. Event reconstruction

4.1. Track reconstruction in the ECC bricks

The track pieces recorded in an emulsion layer are called “micro tracks.” The positions \((x, y)\) and slopes \((\tan \theta_x, \tan \theta_y)\) of the micro tracks were measured using the hyper-track selector (HTS) [48]. The HTS recognizes a series of grains on a straight line as a micro track by taking 16 tomographic images in the emulsion layer. The slope acceptance of the HTS was set to \(|\tan \theta_x(\theta_y)| < 1.7\) (\(|\theta_x(\theta_y)| \lesssim 60^\circ\)). The track angle \(\theta\) is defined as the angle with respect to the Z-direction. The pulse height (PH) [49] and VPH were measured, revealing a strong correlation with the blackness of the track. The PH is defined as the number of tomographic images that have pixels associated with the track, while the VPH is the total number of pixels associated with the track in all 16 tomographic images. A single scan covers an area of 130 mm \(\times\) 90 mm, with each emulsion film covered by six scans. After scanning, the tracks are reconstructed via a NETSCAN [50, 51]-based procedure. The tracks connecting the positions of micro tracks on both sides of the polystyrene sheet are called “base tracks,” and are used as track segments in this analysis. The base track detection efficiency ranges between 95 and 99%, with variation caused by individual film differences. After reconstructing the base tracks, the rotation, slant, parallel translation, and gap between emulsion films are adjusted. This alignment process determines the relative positions of the films during the beam exposure. Following the alignment process, the ECC tracks are reconstructed by connecting the base tracks both in adjacent films and in films separated by one or two films. The slope- and position-related tolerances associated with the base track connections are defined as functions of the track slope. The connection efficiency exceeds 99%. In this analysis, the ECC tracks are required to pass through at least one iron plate and two emulsion films.

4.2. Time-stamping to the ECC tracks

As shown in Sec. 2.4, the Shifter comprises seven emulsion films mounted on three stages. The scanning area and the slope acceptance of the films in the Shifter are equivalent to those of the ECC brick films. Each Shifter film is covered by eight scanning areas. The Shifter tracks were also reconstructed using the NETSCAN software package. Next, the tracks in the ECC bricks and the Shifter are connected in order to add timing information to the ECC tracks. First, the ECC bricks are aligned with each of the Shifter stages using as reference the fixed position of the stages for one week after the Shifter has completed its operation. After this alignment, the tracks between the ECC bricks and each Shifter stage are connected in the following order: first, the tracks between the most downstream film of
the ECC brick and S3 are connected; then, the tracks between S3 and S2 are connected; finally, the tracks between S2 and S1 are connected. The tracks are connected using slope- and position-based matching, with slope- and position-related tolerances set to 0.025 and 75 µm in the XZ- and YZ-planes, respectively. Thus, the Shifter combines the ECC track data and time information.

4.3. Track reconstruction in INGRID
The track reconstruction and selection processes used in this analysis for the INGRID detector are similar to those used in the T2K experiment [52, 53]. Each track is composed of a series of hits, where a hit is defined as an MPPC channel that exceeds a signal equivalent to 2.5 photoelectrons. The hits are clustered within ±50 ns from the average hit time. A tracking plane that contains at least one hit in both X- (horizontal) and Y- (vertical) layers is defined as an active plane. Events are required to have at least three active planes, corresponding to a muon momentum threshold of approximately 300 MeV/c. Two-dimensional tracks in the XZ- and YZ-planes are reconstructed independently using a track reconstruction algorithm based on cellular automaton [54], while three-dimensional tracks are reconstructed by merging track pairs in the XZ- and YZ-planes. Events are selected within ±100 ns from the event timing, which is defined as the hit timing of the channel with the largest number of photoelectrons. In this analysis, the INGRID tracks are required to start at the most upstream plane.

4.4. Track matching
After connecting the tracks between the ECC bricks and the Shifter, track matching between the ECC bricks and the INGRID module is performed. The ECC tracks are extrapolated to the most upstream plane of INGRID and matched with an INGRID track using the slope, position, and timing information. Each ECC event is required to have a time residual within 200 s from the INGRID event timing. The slope- and position-related tolerances are set to 0.100 and 5.0 cm in the XZ- and YZ-planes, respectively. Figure 10 shows the time residuals between the ECC and INGRID events. The standard deviation of the time residuals distribution represents the Shifter time resolution, which was approximately 50 s in this study. The connection efficiencies of muon tracks among the ECC bricks, the Shifter, and INGRID are shown in Fig. 11. Furthermore, events with more than one possible connections, representing approximately 4% of the total, were not used.

5. Event selection
In this analysis, the $\nu_\mu$ CC interactions in the iron target are defined as signal events. Each step of the event selection process is described below.

(1) ECC–Shifter–INGRID track matching
The ECC tracks that are matched between the ECC bricks, Shifter, and INGRID were selected as muon candidates from $\nu_\mu$ CC interactions. A total of 9 397 such events were selected.
Fig. 10  Time residuals between the ECC events and INGRID events. The data samples are all events that occurred during the Shifter operation. The standard deviation of the time residuals distribution (approximately 50 s) corresponds to the estimated time resolution of the Shifter. The black lines and arrows represent the time tolerance for the ECC–INGRID track matching.

(2) Scanback
The muon candidates were traced back from INGRID to the neutrino interaction vertices in the ECC bricks. This procedure is known as the scanback method [50, 55–58]. In this method, if no track satisfying slope- and position-related tolerances is found in three consecutive films, the most upstream track segment of a muon candidate is defined as its starting segment. The iron plate on the upstream side of the starting segment is defined as the interaction plate.

(3) Fiducial volume cut
Most of the muon candidates are so-called sand muons, which are produced by neutrino interactions in the upstream wall of the detector hall. An escaping edge originates from the escape of sand muons and cosmic rays across the scanning area, and is located at a position 1–2 mm from the border of the scanning area. An area 5 mm inside from the escaping edges is excluded from the fiducial scanning areas, with the average fiducial scanning area of each film measuring 116 mm × 78 mm. In the Z-axis direction, the fiducial volume (FV) is defined as the volume between the fourth film from the upstream face and the second film from the downstream face of each ECC brick. As a result, the target mass in the FV is 42 kg. The muon candidate tracks were extrapolated from the starting segment positions to the positions in the three upstream films and defined as outbound FV tracks if they are escaping from the fiducial area. If a muon
Fig. 11 Connection efficiencies of the muon tracks among the ECC bricks, the Shifter, and INGRID as a function of $\tan\theta$. The black and red markers represent the connection efficiencies, and their vertical errors represent statistical errors. The gray histogram represents with an arbitrary normalization the expected $\tan\theta$ distribution of muons emitted from $\nu_\mu$ CC interactions in the ECC fiducial volume described in Sec. 5.

candidate started from a film that is damaged by scratches or within three films downstream of the damaged film, it was excluded from the neutrino interaction candidates in the FV. Each film features four 3-mm diameter holes to facilitate film development. If the muon candidates passed through holes when the tracks were extrapolated from the starting segments to the three upstream films, they were excluded from the interaction candidates in the FV. After these cuts, 236 events remained as interaction candidates occurring in the FV of the ECC bricks.

(4) Manual microscope check
A process called “manual check” consists in a careful examination with a microscope of the region around the starting segment of the muon candidates. First, the film just upstream of the starting segment is examined. If a base track is found that can be connected to the starting segment, it is defined as the new starting segment. The FV cuts are applied to this new starting segment and some additional events are rejected as possible sand muons. The other role of the manual check is to determine in which material the neutrino interaction took place. If the track is starting inside the emulsion layer, the interaction is considered as occurring in the emulsion. If the track is observed only in the emulsion layer on the downstream side of the polystyrene sheet, the interaction is considered as occurring in the polystyrene. The other events are classified as interactions in the iron target. As a result of the manual check, 203 events were defined as interactions in the iron target, 13 events as interactions in the emulsion
and 14 events as interactions in the polystyrene. In addition, 6 events were excluded as possible sand muon tracks. The relative rates of interactions in the different materials are consistent with their mass ratios within the statistical uncertainty. In the MC simulations, the efficiency of the manual check is assumed to be 100%.

(5) Partner track search

The tracks attached to the muon candidates are charged hadrons from the neutrino interactions and are called “partner tracks.” In this study, we defined partner tracks with VPH \(< 150\) as thin tracks, whereas tracks with VPH \(\geq 150\) were defined as black tracks. Our search for partner tracks was performed under the following conditions: for thin tracks, the minimum distance between the muon candidate and its partner track had to be less than 50 \(\mu m\). For black tracks, this minimum distance had to be less than 60 \(\mu m\). In both cases, the distance along the Z-direction between the starting segment and the position of closest approach had to be less than 800 \(\mu m\). Moreover, we required the thin tracks to have at least three track segments, while the black tracks were required to have at least two track segments. If multiple tracks for a particular event were connected to INGRID, the track with the highest momentum (see sub-section 7) was assumed to be the muon candidate. For duplicate events, whereby two tracks were connected to INGRID, one of the events was discarded.

(6) Kink event cut

Two track events for which the opening angle \(\alpha\) of the track pair is almost 180° typically represent background events from sand muons or cosmic rays. If a charged particle coming from the wall exceeds the track connection tolerance, the resulting event looks like a two-track event, consisting of a forward track and a backward track connected at a vertex. Such events are called “kink events.” Kink events are characterized by their large opening angle: in the region \(\cos \alpha < -0.96\), the background fraction is 98.2% according to our MC study. Next, we conducted a particle identification process [4, 59] based on the momentum and the VPH of the partner track, which allows to separate pion-like and proton-like tracks. Two-track events consisting of a muon candidate and a pion-like track with an opening angle in the region of \(\cos \alpha < -0.96\) were assumed as kink events, and were discarded. In contrast, two-track events consisting of a muon candidate and a proton-like track were kept. As a result of the kink cut process, 7 events were rejected.

(7) Momentum consistency check

There are two methods for estimating the momentum of a muon. One involves measuring its multiple Coulomb scattering in the ECC bricks, while the other is to measure its energy from the track range in the ECC bricks and the INGRID detector. The values measured by the two methods can be compared to exclude misconnected backgrounds. Muons were considered to exhibit momentum inconsistencies if they met the following criteria: if the momentum estimated by an angular scattering measurement [60] was greater (smaller) than 218% (17%) of that measured by the range; if the momentum estimated by a positional scattering measurement [61] was greater (smaller) than 352% (45%) of that measured by the range. The maximum and minimum limits were
based on the two-sigma confidence interval of the momentum measurement accuracy. In the case of muons passing through or side-escaping INGRID, only the minimum limits were considered. The momentum consistency check led to the exclusion of 12 events. These events can be mainly due to misconnection of the ECC track to INGRID or to cosmic muon coming from downstream and stopping in an ECC brick.

Figure 12 shows the display of a selected neutrino-iron interaction candidate. The event contains a muon and a proton-like track. The number of selected events remaining after each selection step is summarized in Table 2. The purity is defined as the fraction of $\nu_\mu$ CC interactions on iron in the MC sample. Finally, a total of 183 events were confirmed as $\nu_\mu$ CC interactions on the iron target, corresponding to 188.8 events in the MC sample, in good agreement within the statistical uncertainty. The events predicted by the MC simulation were categorized as follows: 88.2% of the events were signals produced by $\nu_\mu$ CC interactions, 4.8% were misconnected backgrounds, 3.4% were hadron interactions caused by neutrons, protons and charged pions emitted from the neutrino interactions in the upstream wall, 2.7% were events arising from $\bar{\nu}_\mu$ interactions, and 0.8% were events caused by $\nu_\mu$ NC interactions. The other sources of background contribute for less than 0.1%.

Figure 13 shows the selection efficiency of the $\nu_\mu$ CC interactions as a function of the neutrino energy as estimated by the MC simulation. The selection efficiency was evaluated
Table 2  Number of selected events remaining after each selection check described in Sec. 5. The purity indicates the fraction of $\nu_\mu$ CC interactions in the MC prediction. Comparisons of the data with the MC prediction are only possible for numbers of neutrino-iron interactions which occurred inside the ECC bricks.

| Step                             | Data  | MC    | Purity |
|----------------------------------|-------|-------|--------|
| ECC–Shifter–INGRID track matching| 9397  | -     | -      |
| Fiducial volume cut              | 236   | -     | -      |
| Manual microscope check          | 203   | -     | -      |
| Partner track search             | 202   | 207.6 | 81.7%  |
| Kink event cut                   | 195   | 198.1 | 85.5%  |
| Momentum consistency check       | 183   | 188.8 | 88.2%  |

using the number of $\nu_\mu$ CC interactions in the FV as the denominator and the number of selected events as the numerator. The profile of selection efficiency curve is determined by the following factors: the connection efficiency between the ECC bricks and the Shifter, and between the ECC bricks and INGRID; the muon momentum threshold of the ECC–INGRID track matching. The mean selection efficiency is 25.3%.

Fig. 13  Selection efficiency of the $\nu_\mu$ CC interactions as a function of the neutrino energy. The selection efficiency was evaluated using the number of $\nu_\mu$ CC interactions in the FV as the denominator and the number of selected events as the numerator. The neutrino energy spectrum of the CC interactions in the FV is shown in gray.
6. Cross-section measurement

The flux-averaged $\nu_\mu$ CC inclusive cross section is measured from the number of selected events after background subtraction and efficiency correction. The flux-averaged cross section is expressed as

$$\sigma_{\text{CC}} = \frac{N_{\text{sel}} - N_{\text{bkg}}}{\phi T \varepsilon}, \quad (1)$$

where $N_{\text{sel}}$ is the number of events selected from the data, $N_{\text{bkg}}$ is the number of background events predicted by the MC simulation, $T$ is the number of target nucleons in the FV, $\phi$ is the integrated $\nu_\mu$ flux for the ECC bricks, and $\varepsilon$ is the selection efficiency predicted by the MC simulation. The values used in the cross-section measurement are summarized in Table 3.

| $N_{\text{sel}}$ | $N_{\text{bkg}}$ | $\phi$ (cm$^{-2}$) | $T$ (nucleons) | $\varepsilon$ (%) |
|------------------|------------------|-------------------|---------------|------------------|
| 183 | 22.3 | $1.94 \times 10^{12}$ | $2.56 \times 10^{28}$ | 25.3 |

7. Systematic uncertainties

The sources of systematic uncertainties in the cross-section measurement can be categorized into four groups: neutrino flux, neutrino interaction models, background estimation and detector response.

7.1. Neutrino flux

Uncertainties in the neutrino flux are due to uncertainties in hadron production and neutrino beam line optics. A covariance matrix at the detector position was prepared following the same procedure as for the T2K experiment [12], with the relative errors in each energy bin shown in Fig. 14. In the cross-section measurement, the neutrino flux is made to fluctuate according to the covariance matrix and the $\pm 1\sigma$ change of the cross-section result is taken as the systematic uncertainty. The cross-section uncertainty resulting from the flux uncertainties is found to be $-5.8\%$/$+6.6\%$.

7.2. Neutrino interaction

Table 4 summarizes the parameters [62, 63] used for modeling the neutrino interactions and the FSI in NEUT. It lists the nominal values and the $1\sigma$ uncertainties for all the parameters. These uncertainties affect the number of background events and the selection efficiency predicted by the MC simulation. The systematic uncertainties on the cross-section arising from the neutrino interaction models are listed in Table 5. The combined uncertainty is $-4.1\%$/$+4.6\%$.

7.3. Background estimation

For the background estimation, the uncertainties associated with the wall backgrounds and the misconnected backgrounds are considered. The number of sand muons in the MC simulation was found to be 30% smaller than in the data. To estimate the background, we used the
Fig. 14  Neutrino flux uncertainties at the location of the detector arising from the hadron production uncertainties and the T2K beamline uncertainties.

Table 4  Nominal parameter values and their uncertainties in the neutrino interaction models. Detailed descriptions of the parameters are given in Refs. [62, 63].

| Parameter                     | Nominal value | Uncertainty(1σ) |
|-------------------------------|---------------|-----------------|
| $M_{qe}^{RE}$                 | 1.05 GeV/$c^2$| 0.20 GeV/$c^2$  |
| $M_{res}^{RES}$               | 0.95 GeV/$c^2$| 0.15 GeV/$c^2$  |
| $C_A^A(0)$                    | 1.01          | 0.12            |
| Isospin $\frac{1}{2}$BG      | 1.30          | 0.20            |
| CC other shape                | 0             | 0.40            |
| CC coherent normalization     | 100%          | 100%            |
| NC other normalization        | 100%          | 30%             |
| NC coherent normalization     | 100%          | 30%             |
| 2p2h normalization            | 100%          | 100%            |
| Fermi momentum $P_F$          | 250 MeV/$c$   | 30 MeV/$c$      |
| Binding energy $E_b$          | 33 MeV        | 9 MeV           |
| Pion absorption normalization | 1.1           | 50%             |
| Pion charge exchange normalization ($p_π < 500$ MeV/$c$) | 1.0 | 50% |
| Pion charge exchange normalization ($p_π > 500$ MeV/$c$) | 1.8 | 30% |
| Pion quasi elastic normalization ($p_π < 500$ MeV/$c$) | 1.0 | 50% |
| Pion quasi elastic normalization ($p_π > 500$ MeV/$c$) | 1.8 | 30% |
| Pion inelastic normalization  | 1.0           | 50%             |
observed number of sand muons and considered the 30% difference as a systematic uncertainty which reflects our lack of understanding of the flux and the materials surrounding the detector hall. The uncertainty attributed to misconnected events was evaluated using mock data, which are the combination of the nominal and fake data in which the time information of the ECC tracks is shifted. This uncertainty is asymmetric because the misconnection rate of the beam-induced tracks and that of the cosmic-ray tracks are different. The positive and negative uncertainties corresponding to the number of misconnected events were +24% and −39%, respectively. The corresponding uncertainties on the cross-section result are listed in Table 5. The combined uncertainty is −1.8%/+2.4%, which is smaller than the other uncertainties.

7.4. Detector response
The uncertainties associated with the detector response were estimated using the data and the MC simulation. We considered the contributions of the following uncertainties: the detection efficiency of the base tracks, the track reconstruction in the ECC brick, the track connection between the ECC bricks, the track connection between the ECC bricks and the Shifter, the track matching between the ECC bricks and INGRID, the track reconstruction in the INGRID module, the kink cut, the momentum consistency check, the target mass, and the difference between iron and the stainless steel. To evaluate the effect of the detector response uncertainties on the cross section, the MC simulations were run using each of the detector responses with their 1σ uncertainty applied. The difference between the cross-section result and its nominal result was defined as the systematic uncertainty for each detector response. These uncertainties are collected in Table 5. The effect on the cross-section measurement due to using the stainless steel plates instead of iron plates was estimated to be 0.3%. The main uncertainty components are the track matching between the ECC bricks and the Shifter, and the ECC bricks and INGRID, both of which were found to be 2–3%. In total, the uncertainty associated with the detector response on the cross-section result is −4.2%/+4.4%.

7.5. Summary of the systematic uncertainties
Table 5 summarizes the uncertainties involved in the cross-section measurement. The total systematic uncertainty involved in the cross-section measurement was −8.5%/+9.4%.

8. Results and discussion
The measured flux-averaged $\nu_\mu$ CC inclusive cross section on iron is

$$\sigma_{CC}^{Fe} = (1.28 \pm 0.11{stat.})_{-0.11}^{+0.12}{syst.}) \times 10^{-38} \text{ cm}^2/\text{nucleon}, \quad (2)$$

at a mean neutrino energy of 1.49 GeV. This is the cross section per nucleon for an iron nucleus. Figure 15 shows the cross-section result obtained in this study as well as those reported by other experiments. The result measured by the emulsion-based detector is consistent with the T2K measurements using INGRID on the same beamline[52, 53]. The measured cross section agrees well with the MC prediction of $1.30 \times 10^{-38}$ cm$^2$. Furthermore, the cross section for a restricted phase space of induced muons, $\theta_\mu < 45^\circ$ and $p_\mu > 400$ MeV/c, on iron
Table 5  Summary of the systematic uncertainties involved in the cross-section measurement.

| Item                                         | $\sigma_{\text{Fe}}^{\text{CC}}$ |
|----------------------------------------------|-----------------------------------|
| Neutrino flux                                 | −5.8% +6.6%                       |
| $M_{\text{Fe}}^{2E}$                         | −0.0% +1.5%                       |
| $M_{\text{A}}^{\text{RES}}$                  | −0.0% +0.1%                       |
| $C_{5}^{A}(0)$                                | −1.2% +1.1%                       |
| Isospin $\frac{1}{2}$BG                       | −0.9% +0.8%                       |
| CC other shape                                | −0.6% +0.5%                       |
| CC coherent normalization                     | −1.5% +1.6%                       |
| NC other normalization                        | −1.0% +1.0%                       |
| NC coherent normalization                     | −0.8% +0.0%                       |
| 2p2h normalization                            | −2.5% +2.8%                       |
| Fermi momentum $P_{F}$                        | −1.1% +1.0%                       |
| Binding energy $E_{b}$                        | −0.9% +0.0%                       |
| Pion absorption normalization                  | −0.9% +1.0%                       |
| Pion charge exchange normalization ($p_{\pi} < 500$ MeV/c) | −0.0% +0.8%                      |
| Pion charge exchange normalization ($p_{\pi} > 500$ MeV/c) | −0.0% +0.8%                      |
| Pion quasi elastic normalization ($p_{\pi} < 500$ MeV/c) | −0.8% +0.7%                      |
| Pion quasi elastic normalization ($p_{\pi} > 500$ MeV/c) | −0.0% +0.8%                      |
| Pion inelastic normalization                   | −0.8% +0.7%                       |
| Uncertainty for wall backgrounds               | −1.1% +1.1%                       |
| Uncertainty for ECC–Shifter–INGRID misconnection backgrounds | −1.4% +2.2%                      |
| Base track detection efficiency               | −0.3% +0.1%                       |
| ECC track reconstruction                      | −0.1% +0.1%                       |
| ECC bricks track connection                   | −0.1% +0.1%                       |
| ECC–Shifter track connection                  | −2.3% +2.4%                       |
| ECC–INGRID track connection                   | −3.0% +3.2%                       |
| INGRID track reconstruction                   | −0.7% +0.8%                       |
| Kink event cut                                | −0.6% +0.5%                       |
| Momentum consistency check                    | −1.3% +1.3%                       |
| Target mass                                   | −0.6% +0.6%                       |
| Difference between iron and the stainless steel| −0.3% +0.3%                      |
| Total                                        | −8.5% +9.4%                       |

\[
\sigma_{\text{CC phase space}}^{\text{Fe}} = (0.84 \pm 0.07(\text{stat.})^{+0.07}(\text{syst.})) \times 10^{-38} \text{ cm}^2/\text{nucleon.} \tag{3}
\]

This result is also consistent with the T2K measurement using INGRID with the same phase space[63] as well as the MC prediction of $0.87 \times 10^{-38}$ cm$^2$. These results demonstrate the reliability of our detector and our data analysis.
Fig. 15  Flux-averaged $\nu_\mu$ CC inclusive cross section on iron. Our data point is plotted at the mean flux energy. The vertical error bar represents the total (statistical and systematic) uncertainty and the horizontal bar represents 68% of the flux at each side of the mean energy. The MINOS and T2K results are also plotted. The MINOS results [64] are the $\nu_\mu$ CC inclusive cross sections on iron. The T2K results are the flux-averaged $\nu_\mu$ CC inclusive cross section [52] and the $\nu_\mu$ CC inclusive cross sections [53] on iron. The neutrino flux at the detector position is shown in gray.

9. Conclusions

In this study, we report the first $\nu_\mu$ cross-section measurement using an iron-target emulsion detector in the NINJA pilot experiment. The measurement was performed by exposing a 65-kg iron target to the neutrino beam at J-PARC. From the data acquired during the $4.0 \times 10^{19}$ POT exposure, the flux-averaged $\nu_\mu$ CC inclusive cross sections on iron at a mean neutrino energy of 1.49 GeV were measured. We have reported the measurement of cross sections in the full phase space and a limited phase space for the kinematics of the induced muons with $\theta_\mu < 45^\circ$ and $p_\mu > 400$ MeV/$c$. The results of the cross-section measurement agree closely with the T2K measurements as well as current neutrino interaction models, demonstrating that we have a good understanding of the events occurring in the detector. The emulsion detector provides sub-micron spatial resolution and a low momentum threshold for the protons and charged pions produced by neutrino interactions. These results represent an important step for the precise measurement of these particles. Our future work will conduct a detailed study of the neutrino interactions in the 1 GeV energy region using...
emulsion detectors. This study will be important for future long-baseline neutrino oscillation experiments.
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