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Abstract—Future industrial applications will encompass compelling new use cases requiring stringent performance guarantees over multiple key performance indicators, such as reliability, dependability, latency, time synchronization, security, etc. Achieving such stringent and diverse service requirements necessitates the design of a special-purpose Industrial-Internet-of-Things (IIoT) network comprising a multitude of specialized functionalities and technological enablers. This article proposes an innovative architecture for such a special-purpose sixth generation (6G) IIoT network incorporating seven functional building blocks categorized into special-purpose functionalities and enabling technologies. The former consists of Wireless Environment Control, Traffic/Channel Prediction, Proactive Resource Management, and End-to-End Optimization functions, whereas the latter includes Synchronization and Coordination, Machine Learning and Artificial Intelligence Algorithms, and Auxiliary Functions. The proposed architecture aims at providing a resource-efficient and holistic solution for the complex and dynamically challenging requirements imposed by future 6G industrial use cases. Selected test scenarios are provided and assessed to illustrate cross-functional collaboration and demonstrate the applicability of the proposed architecture in a wireless IIoT network.

Index Terms—Artificial intelligence (AI), beyond fifth generation (5G), Industrial Internet of Things (IIoT), machine learning (ML), reconfigurable intelligent surfaces (RISs), sixth generation (6G), special-purpose networks, ultra-reliable low-latency communications.

I. INTRODUCTION

Wireless network evolution follows a trend of having a new generation every decade. Following this trend, the fifth generation (5G) New Radio (NR) introduced in the 2020s is expected to be succeeded by the sixth generation (6G) wireless network around 2030. The International Telecommunications Union, which is responsible for defining International Mobile Telecommunications (IMT) systems, has already started to examine future technology trends for “IMT towards 2030 and beyond”1; with the first set of definitions expected to be available around mid-2024. The standardization body 3GPP also plans to initiate studies into 6G requirements from mid-2024 with the first basic 6G standard anticipated to be defined around 2027.

Alongside conventional human-type communications, 5G NR has incorporated two dedicated service classes to support machine type communications (MTC), namely massive MTC and ultra-reliable low-latency communications (URLLC). MTC will play a dominant role in future beyond 5G/6G systems owing to its huge potential for business and technological innovations. From a business perspective, the ability to automate communications between machines paves the way toward connectivity as a service business model, thereby enabling a wide range of novel applications and use cases [1], [2]. New technological innovations are also urgently needed to allow intelligent, scalable, and energy efficient solutions that can meet the challenging requirements of future MTC networks [3].

Industrial Internet of Things (IIoT) primarily caters to MTC applications with requirements from an industrial network such as a manufacturing setup and control systems for railways and energy management [3], [4]. IIoT converges information and communication technology with operational technology and is an integral component of the fourth industrial revolution (Industry 4.0), where cyber-physical systems utilize reliable and fast control loops between sensors and actuators to automate delicate control tasks [5]. Communications networks designed to provide seamless connectivity for various IIoT applications are realized using a wide range of, mostly proprietary, wired and wireless solutions [1]. In many cases, such solutions are customized to the local use case motivated by security considerations, technology limitations, and legacy design, which limit their scalability and adaptability to different situations [5]. The flexibility and mass customization of production envisioned by Industry 4.0 requires agile and open connectivity solutions while maintaining the high performance guarantees accorded by existing customized solutions [6]. The introduction of URLLC service class in 5G
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1Beyond 5G: What’s next for IMT? [Online]. Available: https://www.itu.int/en/ITU-News/2021/02/02/09/20/Beyond-5G-IMT-2020-update-new-Recommendation
NR is the first step toward having an universal wireless standard to meet these needs.

Although the 5G NR URLLC solutions have made progress in enabling wireless connectivity for IIoT use cases, the true vision of replacing proprietary connectivity solutions with a universal wireless system in industrial networks is yet to be realized [7]. Moreover, emerging use cases in the coming decade will impose new requirements that were not considered in 5G NR. A robust, scalable, and efficient 6G network is thus necessary to meet the diverse requirements of the upcoming decade. Research efforts toward defining 6G have been pursued by academic researchers [2], [8]–[10], major international research projects [11], and key industrial players [12], [13]. Due to the diversity of use cases and application areas, 6G is expected to be a “network of networks” that will aggregate multiple types of resources connecting at different scales [11].

This article contributes to the ongoing efforts in defining 6G by proposing an integrated functional architecture for a 6G special-purpose IIoT network. In particular, we focus on wireless IIoT networks motivated by the demand for robust wireless communication technologies that can seamlessly replace wired connections in the IIoT domain [1]. A transmission failure in an IIoT network may lead to downtime, which is costly in terms of money and efforts. Hence, there is an enormous value—not only in terms of academic research, but also from a commercial perspective—in designing robust IIoT networks.

We propose an architecture consisting of seven specialized functions grouped into special-purpose functionalities and key enabling technologies. Such an architecture will allow optimizing the implementation of the key functionalities through dedicated network components. We envision that the proposed 6G special-purpose IIoT network will be a part of the wider 6G ecosystem of Network of networks. The foundation for such networks dedicated to specific use cases like IIoT is rooted in the Non-public (i.e. private) networks (NPN) feature in the 3GPP Release-16 standard [3], [14], and the URLLC/IoT enhancements features to be finalized in the forthcoming Release 17. Although some of the special-purpose functionalities and enabling technologies presented in this article have already been discussed in several 6G related articles, to the best of our knowledge, there is no existing literature discussing a framework integrating all these functionalities into a system concept and highlighting the tight integration among them. Furthermore, a few of the functionalities presented in this article, such as high-accuracy positioning through integrated communications and sensing, are rather novel concepts that have started being discussed in the literature just recently [15]. The novel contributions of this work with respect to the state of the art can be summarized as follows.

1) We take a clean slate approach and present a functional architecture for 6G special-purpose IIoT networks that can efficiently meet the stringent and diverse design goals. We believe that the distribution of different enabling technology components across different functionalities within the proposed architecture make its management and integration agile and seamless.

2) The tight integration among the presented functionalities enabling them to meet the stringent requirements of the future industrial communications networks is detailed. We limit ourselves to a selected set of features relevant for IIoT applications since designing a complete system architecture requires multidisciplinary expertise and collaboration that is beyond the scope of this work.

3) We demonstrate the feasibility of the proposed functional architecture through numerical evaluations, thus moving beyond merely presenting the concepts in generic terms.

The rest of the article begins with an overview of the key requirements of a 6G IIoT special-purpose network in Section II. Each of the functional blocks in the proposed architecture is then elaborated in Section III. The effectiveness of the proposed architecture in enhancing the network performance is demonstrated with an example use case in Section IV, describing how the different blocks interact for the sake of controlling the radio environment to improve IIoT connectivity. Finally, Section V concludes this article.

II. KEY REQUIREMENTS OF 6G IIoT NETWORKS

The notion of multiservice communications introduced in 5G is expected to expand further in 6G with the emergence of new use cases and service classes driven by advances in communications and other technologies such as sensing, imaging, and artificial intelligence (AI) [2], [13]. The potential use cases and expected key performance indicators (KPIs) of future 6G networks have recently been considered by various authors (e.g., [2], [8], [9], [12]). The diverse set of expected 6G use cases can be described in terms of a set of KPIs representing 1) ultra-reliability, 2) low-latency, 3) high data-rate, 4) massive access, 5) energy-efficiency, and 6) localization and sensing accuracy. However, all of these—sometimes conflicting—requirements are not needed to be met simultaneously in a single system. Ultra-reliability, low-latency, localization, and sensing accuracy, and to a certain extent high data-rate, will be the most important KPIs for future 6G IIoT networks, which is the focus application in this work.

This section briefly summarizes some use cases and requirements relevant to future 6G IIoT networks.

The key requirements and expected KPIs of a 6G IIoT special-purpose network stem from its various potential use cases. For instance, the application of digital twins (DT), which provide a real-time representation of physical objects in the virtual world, will be further extended to include digital representation of the (wireless propagation) environment and assets beyond manufacturing—leading to the massive DT use case [11]. This will require a new class of URLLC with high data rates, thereby imposing novel design challenges. As another example, wirelessly connected multirobot systems in smart factories with highly reliable driving systems (i.e. navigation, collision avoidance, sensing, etc.) will increase the demand on the scale, complexity, and quality of service (QoS) of the connectivity requirement [6], [16]. 6G will bring further advances in private networks [3], [17], where the ownership of the network infrastructure and data belongs to the entity that is using it to support its own applications. Special-purpose networks often go hand in hand with private networks. IIoT is a typical example where special-purpose networks are used, since it is often a good context for the use of special-purpose networks.
TABLE I
COMPARISON OF SELECTED MTC KPIs IN 5G AND 6G

| KPI                                      | 5G target   | 6G target   |
|------------------------------------------|-------------|-------------|
| Per radio link reliability [21]          | $1 - 10^{-5}$ | $1 - 10^{-9}$ |
| Application level E2E reliability [1]    | not considered | $1 - 10^{-6}$ |
| Per radio link latency [21]              | 1 ms        | 0.1 ms      |
| Application level E2E latency [1]        | 5 ms        | < 1 ms      |
| Connection set-up time [1]               | not considered | < 1 ms      |
| Connection density [2]                   | 1 device/m² | up to 10 device/m³ |
| Spectral efficiency (downlink)           | ~ 25 bpcu   | ~ 40 bpcu   |
| Device lifetime [2]                      | 10 years    | 40 years    |
| Energy consumption [2]                   | low         | ultra-low   |
| Positioning accuracy [15]                | 30 cm       | 1 cm/5 mm   |
| Jitter [22]                              | 1 μs        | < 0.1 μs    |
| E2E optimization [1], [6]                | not considered | relevant   |
| Dependability [21]                       | not considered | relevant   |

The diverse set of 6G KPIs will either evolve from the main 5G KPIs or are novel ones introduced in 6G. Important 5G KPIs such as reliability and latency will be further extended in 6G to consider the broader concept of dependability, whose main attributes are availability, reliability, safety, integrity, and security [18], [19]. Similarly, emerging applications like connectivity for multirobot systems including unmanned aerial objects will render connectivity requirements to be measured in volumetric unit. In addition, 6G will witness a number of novel KPIs coming to the fore. Many emerging applications requiring precise localization will render localization accuracy an important KPI [15]. Alongside, sophisticated industrial control applications will require tight synchronization, low jitter, and time-sensitive communications [3], [20]. A summary of the prospective IIoT relevant KPIs in 6G and their comparison with 5G KPIs is presented in Table I.

III. KEY FUNCTIONAL BLOCKS

This section presents the proposed functional architecture for a 6G IIoT network, comprising of seven specialized functional blocks, as illustrated in Fig. 1. The 6G network is divided into four sections [user equipment (UE), radio access network (RAN), core network (CN), and external services]. The proposed architecture is categorized into special-purpose functionalities and enabling technologies. The former includes Wireless Environment Control, Traffic/Channel Prediction, Proactive Resource Management, and End-to-End (E2E) Optimization. The Wireless Environment Control functionality deals mainly with the air interface, that is, the part of the UE and RAN directly related to radio communications. The Traffic/Channel Prediction functionality analyzes the traffic occurring both in the air interface and internal interfaces within the network, which is closely related to the services provided over the network. The Proactive Resource Management functionality orchestrates the resources in the 6G network, such as the scarce radio resources and computing nodes in the RAN and the CN. The E2E Optimization functionality monitors and improves all the elements in all the sections of the network in order to provide service-specific optimizations and increase the E2E QoS. On the other hand, the special-purpose functionalities rely on a set of enabling technologies that provide the computational tools [Machine Learning (ML) and AI Algorithms] and services (Auxiliary Functions) that compose their operation, as well as a Synchronization and Coordination functionality that orchestrates their work, overviews their effects, and prevents conflicts. The proposed architecture focuses on the lower layers of the open systems interconnect (OSI) protocol layer, and higher layer...
network management functionalities are beyond the scope of this work. The proposed special-purpose 6G IIoT network is envisioned to be a private network deployed in a industrial setting. For instance, it can be a completely private network deployed, owned, and operated by the factory owner; a private network deployed and (partially) operated by a network operator, network equipment vendor, or a third party at the premise of, and in collaboration with, the factory owner; or a virtual private network operating on a sliced portion of a public commercial cellular network [1]. Such a special-purpose 6G IIoT network will be supported by the envisaged spectrum usage scenarios for future 6G networks, where spectrum may be allocated to a confined area in line with the Network of networks concept [17].

SPECIAL-PURPOSE FUNCTIONALITIES

A. Wireless Environment Control

a) Functionality definition: The stochastic nature of the wireless environment and random interference are among the key challenges when ensuring high reliability in wireless communications. We envision a dedicated functionality addressing these challenges. Generally, fluctuation of the received signal power due to fast fading is tackled through diversity techniques, such as multiconnectivity [23]. However, not all forms of diversity solutions are applicable in industrial scenarios. In order to tame the random fading in wireless channels, novel approaches that can track, predict, and even favorably shape the propagation condition are anticipated toward 6G.

b) Research directions and enabling techniques: Modeling the wireless environment through a DT and/or with the assistance radio frequency (RF; e.g., ray-tracing), non-RF technologies (e.g., color and depth images) and integrated sensing and communications techniques can be used to better track and predict the channel behavior [15]. An accurate wireless map can provide deterministic knowledge of the path loss and also allow better prediction of the channel fading [24]. Similarly, preceding RF signals and depth-images can be exploited for received power prediction in wireless channels, so that resulting outages due to deep fades or channel blockages can be predicted beforehand and managed proactively. Recently, reconfigurable intelligent surface (RIS)-aided wireless communication is gaining widespread attention as a means to engineer the propagation environment [25]. An RIS is made of meta-materials with adjustable phase shift and amplitude response. By adjusting these, an RIS can passively transform the random wireless environment into a controllable channel, thereby rendering the signal propagation more deterministic. Additionally, centralized information about the activities of different transmitters can lead to better information about the interference generation and its variation across time and space. Advanced ML and AI algorithms can be applied to reliably track the interference variation and predict its future values. Thus, guarantees on the interference experienced by different receivers can be provided with high accuracy, which leads to better performance guarantees and efficiency [26].

c) Interaction with other functionalities: This functional block closely interacts with and aids the implementation of Proactive Resource Management and E2E Optimization functionalities, whereas itself is enabled by the Auxiliary Functions (e.g., localization) and, to a certain extend, ML and AI Algorithms.

B. Traffic/Channel Prediction

a) Functionality definition: IIoT devices vary widely in their functionalities, leading to diverse traffic types in the industrial network. The traffic generated by a given node can be temporally and/or spatially correlated. A detailed modeling of such spatio-temporal traffic correlation, and possibly collating it with other contextual information, can be utilized to better predict the arrival of the source traffic. This in turn leads to more efficient access to the shared wireless media, better resource utilization, lower latency, and higher reliability.

b) Research challenges and enabling techniques: Traffic in IIoT networks can be broadly categorized as periodic and event-triggered. Predicting periodic traffic arrival requires identifying the exact time instance when the traffic will be generated and its size. There is a rich body of literature investigating mathematical models for such traffic behavior, such as the nonhomogeneous Poisson process model and Markovian processes and frequency-based analysis [27] for long-term correlation modeling. However, such linear prediction models are not well suited to predict event-driven IIoT traffic. ML-based prediction methods have recently emerged as viable solutions to capture the complex and nonlinear spatiotemporal dependence structure of the event-driven traffic generation. The list of the proposed solutions include deep belief network-based prediction method, applying a long short-term memory structure [28], and applying deep convolutional neural networks to model the spatial and temporal traffic dependence [29]. Despite their demonstrated performance under specific scenarios, most ML-based solutions are very much scenario-specific, dependent on large training data, and not easily amenable to interpretation. To address this, the main operational goal for the proposed prediction functionality is to integrate learning-based prediction with accurate modeling of the spatial-temporal traffic correlation considering the available domain knowledge and contextual information. Such an approach in 6G will likely lead to more accurate and explainable prediction models in 6G.

c) Interaction with other functionalities: We envision this functional block to be receiving data from multiple UEs, RAN elements such as access points, and the CN interfaces, while interacting with the Auxiliary Functions and the ML and AI Algorithms as the key enablers. The traffic patterns predicted by this functionality will serve as inputs to the Proactive Resource Management and E2E Optimization functionalities.

C. Proactive Resource Management

a) Functionality definition: The preceding two blocks discuss methods to predict the traffic arrival, and track the channel and interference variation. The Proactive Resource Management block explores tools and techniques to utilize the predicted traffic and interference information in designing scheduling and interference management techniques. The main goals are to reduce the access and transmission latency through prompt
scheduling, ensure high reliability through intelligent interference management schemes and guarantee efficient utilization of scarce resources. Toward this end, network intelligence technologies running at different elements across the network that fully automate the network operations will become the standard in 6G [3], [30].

b) Research challenges and enabling techniques: Conventional reactive resource management principles, where traffic is served on-demand and transmission failures are addressed through retransmissions, are not well suited to meet the stringent latency and reliability requirements of many IIoT use cases. Instead, intelligent mechanisms that proactively allocate resources by predicting the traffic demand and the channel conditions beforehand are needed [3]. Scheduling and assignment of transmission resources, e.g., transmit power, bandwidth, etc., are the two main aspects of resource management at the physical and the access layers. A mismatch between the traffic arrival and the allocated slots for existing proactive scheduling techniques like semipersistent scheduling leads to underutilized resources or additional access latency. Such concerns can be addressed by dynamically grouping users based on their predicted traffic profile and allocating resources accordingly. For example, users with low-traffic correlation may access the same channel using grant-free schemes, leading to significantly reduced collision probability.

Predictive resource allocation is more challenging than scheduling, especially in the case of an interfered network. Predicting the received signal and interference strength can result in a more accurate prediction of the future signal-to-interference plus noise ratio (SINR), which in turn leads to improved link adaptation [26]. In the case of centralized resource allocation or coordination between base stations (BS), the predicted strongly interfering BS can be proactively requested to manage the interference through muting or silencing a specific resource block. The proactive resource allocation paradigm extends beyond the lower layers to include proactive allocation of network slicing and edge-computing resources. Resource allocation for network slicing is particularly challenging since the physical network and edge-computing resources can be particularly scarce, and due to the limitations imposed by the mobility requirements of the end-user [30], [31]. In this context, proactive resource allocation by forecasting the end-user demand and dynamically matching it with the available resources leads to better QoS, and fairer and more efficient allocation of the scarce resources [3], [32].

c) Interaction with other functionalities: The Proactive Resource Management functionality logically lies at the center of the proposed functional architecture. On one hand, it is driven by system requirements including E2E optimization constraints and the network traffic profiles. On the other hand, it relies upon the Synchronization and Coordination, Wireless Environment Control, and Auxiliary Functions to implement the outputs of its ML and AI-powered algorithms.

D. E2E Optimization

a) Functionality definition: A cellular network is a very complex system with each deployed hardware and software element having numerous configuration parameters, whose optimization is a multidimensional problem. Once an optimal configuration point is achieved, it must be actively maintained, since the environmental conditions of the network change over time and some elements may malfunction. Optimization involves iteratively adjusting the parameters of interest until reaching a desired performance. This scheme can target functionalities at different levels, for instance, at the RAN, the CN, or the radio interface level.

b) Research challenges and enabling techniques: The latest network optimization trends include an E2E perspective, where the monitored performance indicators cover specific data sessions or application classes, and represent the QoS at the application layer. At the same time, the optimized parameters affect all the network elements that serve the corresponding application [33]. E2E optimization also gains relevance with functions such as Multiaccess Edge Computing [34], where network computing resources are moved “closer” to the end-users to reduce the response time of certain services. With the help of ML/AI functions running on Big Data resources of the block described in Section III-B2, these functions can be implemented, replicated for diverse applications, and reused for novel optimization loops.

Current E2E optimization functions cover the communication channels between the endpoints of a data session. Nevertheless, the problems and suboptimal behavior may come from the configuration of the end devices. The detection of such issues can be very important to discard nonexisting network problems that may reflect in certain performance indicators (such as the data throughput). In the future, standardized interfaces may even allow the network to propose configuration improvements to the endpoints, such as buffer sizes or priority queue parameters. The full-scale E2E connectivity landscape will also include integration of wired and wireless networks to support the multitude of challenging QoS requirements [1].

c) Interaction with other functionalities: Since the E2E communication link spans across the entire network, the E2E Optimization functionality has to interact with all other functionalities, including the enabling technologies.

ENABLING TECHNOLOGIES

E. Synchronization and Coordination

Traditionally, wireless communication systems distribute time reference among BSs using the global navigation satellite system (GNSS) infrastructure, which is enough to meet present-day time requirements [35]. 5G NR implements two main procedures to propagate time reference across communicating devices, namely the typical GNSS-based approach and over-the-air synchronization. 5G NR synchronization requirements are not necessarily more restrictive, though high-accuracy time synchronization has become a critical aspect owing to the frame structure and advanced radio resource algorithms. GNSS/global positioning system time synchronization provides a reasonable time reference, though the performance deteriorates in canyon or indoor deployment scenarios. In this regard, transport network over-the-air synchronization becomes a promising alternative. Moreover, 5G NR coordinated RAN features such
as coordinated multipoint transmission, beamspace processing, and time-of-flight-based positioning demand much tighter time synchronization.

In order to provide reliable data transport, as well as seamless connectivity of sensors, actuators, and controllers, special-purpose IoT networks demand accurate time and clock synchronization so as to harmonize time among often independent and distributed clocks. For example, programmable logical controllers are typically employed in sequential processes and thus need very tight clock synchronization with time variation limited to at most 1 μs. Legacy industrial settings are typically deployed through wired networks implementing time-sensitive networking (TSN) standards [1]. Hence, the proper integration of 5G and TSN requires E2E time synchronization to support time-critical industrial applications, which can be implemented via generic precision time protocol [35].

F. ML and AI Algorithms

The ML and AI Algorithms functional block performs actions to solve a problem based on information extracted from an environment that is either too complex or has too many variables to be efficiently solved by conventional optimization algorithms. This is precisely the case for many problems in the 6G network, where management functionality is bound to have both complex and large datasets given the great amount of users, service transactions, and infrastructure components [3]. In ML algorithms, the operation can be separated in a learning and an exploitation phase. The learning phase is usually slow, requires large datasets and is computationally costly, whereas the exploitation, that is, using the model to obtain new outputs based on unobserved inputs, is usually based on simple and fast operations. For the learning phase, there are three main possible locations: 1) distributed (i.e., running in the terminals, using only the dataset visible to the computing node), 2) federated (i.e., the algorithm runs in the devices and no data are shared among the nodes, but models are shared, improving the information available at each node), or 3) centralized (data are sent to the cloud, where the ML algorithms run). For the exploitation, that is, the use of the learned model to obtain new estimations, the algorithm can either run in the device, where it will produce fast results at relatively low computational cost, or in the 6G CN or network edge [6].

The objective of this block is to simplify the development and deployment of novel ML-based applications. Centralizing the learning phase within the 6G network will have several advantages; first, the management of learning datasets is easier and enables the creation of novel functions quickly. Furthermore, it allows access to a larger dataset compared to a decentralized implementation. Second, the possibility of creating libraries and reusing code increases the productivity of future development. Finally, centralization allows for more efficient usage of computing resources, including Big Data technologies [36], such as Cloud Computing, schema-free databases, etc. The exploitation phase can be done, as earlier indicated, in the network edge or even in the terminals, so response times of ML-based services are not compromised [30].

As time has progressed, ML has been adopted in a wider set of applications in many diverse fields. This has led to the emergence of a need for trustworthiness. While classical ML algorithms act as a black box, which takes datasets as input and produce a model as an output, there is a growing demand for explainable ML [37], i.e., that the produced model is somehow justified. There are two approaches for achieving this; either using glass box (or white box) ML algorithms, that is, algorithms that are self-explanatory, or using algorithms that, attached to a black box ML algorithm can obtain a human-understandable explanation. The development and use of these systems in 6G (and, therefore, in the present block) are key for a widespread adoption, based on the trust of operators and end-users.

G. Auxiliary Functions

5G NR offers very promising features such as large bandwidth, very high carrier frequency, massive antenna arrays, and densification. B5G/6G systems are expected to continue this trend and further develop them. This will be enabled by advanced RAN infrastructure and auxiliary network functionalities beyond communication technologies. Future wireless networks will thus increasingly rely on auxiliary side-information for their overall operation and performance optimization. These include high-accuracy localization and high-resolution environment mapping through integrated sensing and communications to support adaptive resource allocation [15], dynamic/intelligent spectrum management, as well as security enablers at the lower layers of the protocol stack.

As depicted in the functional architecture in Fig. 1, this block will gather relevant information and then implement such auxiliary functions. In this context, new ML/AI solutions have the potential to leverage the availability of sensing information to streamline operational procedures and optimize the overall performance. Thus, aiming to support very high reliability and extreme low latency, real-time and accurate sensing becomes a crucial component. In this aspect, the research challenges are related to tradeoffs between sensing and communications, dual-functional (sensing and communications) waveform design, and signal-processing algorithms to address mutual interference cancellation [15]. Similarly, ML/AI-enabled intelligent spectrum management has the potential to not only cope with spectrum scarcity and harsh interference, but also to significantly improve spectrum allocation, especially in the context of NPNs and licensed shared access [1]. In such deployments, collaborative- and edge-computing will become increasingly indispensable thus raising concern about the proper implementation of privacy, security, and trust. In particular, the network need to be made more resilient to security vulnerabilities at the CN-edge-RAN communication links, privacy issues in private networks (especially with shared network infrastructure), and advanced attacks employing ML/AI techniques [3], [38].

DEPLOYMENT SCENARIOS AND IMPLEMENTATION COSTS

One of the main advantages of the proposed functional architecture is that it is modular, i.e., each block can be implemented independently while still being interconnected with the other
blocks. Hence, the proposed functionalities can be placed centrally or distributed across the network. The blocks that require more prompt actions, such as wireless environment control, can be located in close proximity to the end devices, e.g. on an edge cloud. On the other hand, functionalities operating over a more relaxed time scale can eventually run in a central cloud, therefore benefiting from higher computational capacity, besides offloading the edge cloud. As many of the functionalities may rely on ML and AI algorithms, the models can eventually be trained in the central cloud and then transferred to the edge cloud for their prompt execution. The models can be then further optimized online by relying on persistent connections between the edge and the central cloud. By offloading complex computing tasks and data storage from the devices to the edge and/or the cloud, edge computing further enhances the operation of limited terminals not only as a way to reduce latency, but also to save energy and carry out highly demanding computational procedures. There are, of course, several tradeoffs in exchange of this advantage, which are as follows.

1) The proposed architecture will not be readily applicable in other scenarios, e.g., massive IoT networks. Different configurations and functionalities of 6G will have to be adapted to those uses.

2) There is an added communication overhead, especially when implemented as a distributed architecture. This overhead affects both the devices (that will have more functionalities available, but also will need to rely more on the network connectivity), and the network elements (edge computing nodes, remote servers, etc.).

3) The computational cost for the network operator will be higher and the operator has to dedicate more resources to automatic functions that allow for deploying, maintaining, and optimizing a much more complex network than prior generations.

Nevertheless, these tradeoffs allow devices to have more functionalities available from the network and efficient development of new services. Hence, the computational and communication costs of the proposed architecture can be very efficiently managed while reaping its advantages.

IV. Example of Usage of Proposed Architecture

Novel technologies like the use of RIS are introducing a paradigm shift by allowing to shape the propagation characteristics favorably and hence are poised to be an integral part of future 6G systems [25], [39]. An RIS-assisted wireless link allows the components of the received signal at a target receiver to add constructively resulting in boosting the received signal-to-noise ratio (SNR). In this section, we illustrate how the proposed architecture works for the usage and optimization of phase shifts of an RIS to improve the connectivity quality of an IIoT network.

A. Application of the Wireless Environment Control Block

In the first illustrative example, we demonstrate how an RIS can be used to control the wireless environment. We assume an ideal scenario where the BS, which controls the RIS elements, has full CSI of the BS–RIS and the RIS–actuator channels. The BS optimizes the phase shifts of each of the $N$ RIS elements such that the phases of complex baseband received signals coming from the BS–RIS and the RIS–actuator channels add constructively at the receiver end. We further consider the possibility of optimizing the reflection phases without any discretization error, i.e., the phases of the RIS elements are able to take any value in the continuous range $(0, 2\pi]$ and the absence of any loss due to absorption or coupling between the RIS elements [41]. Such
strong assumptions allow assessing the full potential of RIS and the corresponding results serve as performance upper bounds.

In the case of single-antenna BS and actuator, the received narrowband signal at the actuator in the presence of an RIS with $N$ elements at time instant $t$ is given by

$$ y(t) = \left[ f(t) + g(t) H(t) h(t) \right] s(t) + n(t) $$  \hspace{1cm} (1)

where $f(t), g(t) \in \mathbb{C}^{N \times 1}$ and $h(t) \in \mathbb{C}^{N \times 1}$ represent the combined effects of the small-scale fading and the distance-dependent path loss of the BS–actuator, RIS–actuator, and BS–RIS channels, respectively. The $N$-dimensional square matrix $\Theta(t) = \text{diag}(\beta_1 e^{j\theta_1}, \beta_2 e^{j\theta_2}, \ldots, \beta_N e^{j\theta_N})$ represents the RIS elements with $\beta_n \in [0,1]$ being the amplitude attenuation and $\theta_n \in (0, 2\pi)$ being the phase shifts, $\forall n \in \{1, 2, \ldots, N\}$.

Fig. 3 presents the cumulative distribution function (cdf) of received SNR at the actuator in the presence of an RIS. The number of elements in the RIS, $N = 512$, and the path loss in decibel is given by $\text{PL} = 34.53 + 38 \log_{10}(d)$, where $d$ is the transmitter–receiver separation distance in meters. We consider a scenario where the BS, the RIS, and the actuator are located at points $(0, 0)$, $(10, 10)$, and $(100,0)$ on the $(x, y)$ grid (in meters), respectively. Four different cases are presented in Fig. 3. The SNR distribution when the RIS merely acts as a relay with static phase shifts ($\theta_n = 0 \forall n$) considering the absence ($f(t) = 0$) and presence ($f(t) \neq 0$) of the direct link are shown by the dashed lines. The solid lines represent the SNR distribution through an RIS with optimum phase shift, $\theta^*_n = -(\xi_n + \zeta_n) \forall n$, where $\xi_n$ and $\zeta_n$ are the phase shifts of the $n$th element of $g(t)$ and $h(t)$, respectively.

The median and the range of the SNR, in decibel, for the four different cases presented in Fig. 3 are tabulated in Table II. By comparing the values corresponding to the cases without the direct link (black lines), we observe that optimizing the RIS elements’ phase shifts results in a significant improvement in the SNR, with a gain of over $25$ dB in the median value. Furthermore, the variation in the SNR is greatly reduced, as indicated by the steep slope of the cdf plot and the range values in Table II. The lesser is the variation in the received SNR through a given channel, the more deterministic is that channel—which implies higher dependability. Hence, the use of RIS in controlling the wireless environment has important positive implications for industrial scenarios requiring dependable communications. The gains from employing RIS are less pronounced in the presence of the direct source–destination link with a modest gain of less than $4$ dB in the median value. This is because the compound source–RIS–destination channel is reported to decay with the product of the source–RIS and RIS–destination distances, which leads to a much higher path loss compared to the direct channel [41]. Thus, the SNR gain accorded by the RIS is masked by the significantly stronger source–destination path. Nonetheless, the range of the SNR distribution is still significantly reduced by around $20$ dB, thus making the channel more deterministic.

### B. Application of the Traffic/Channel Prediction Block

The results presented in Section IV-A consider an ideal scenario and give an indication of the general performance trends. In order to evaluate the benefits of controlling the wireless environment using RIS in realistic scenarios, we evaluate the performance under nonideal assumptions in this section. The perfect CSI assumption is relaxed. In practice, an RIS contains a large number of elements that increases the number of links whose CSI are to be estimated, resulting in an unacceptably large pilot overhead. In addition, the RIS itself is a passive component, and hence, the channel can only be sensed at a receiver by sounding the channel from a transmitter. This implies the need to estimate the channels $g$ and $h$ in (1) from the observation of the cascaded effect of $g H h$ [42].

The overhead and complexity of channel estimation in an RIS-assisted wireless systems can be reduced by implementing specific algorithms in the Traffic/Channel Prediction block. The unique properties of the RIS channel can be exploited for this purpose. For instance, given the fixed locations of the BS and RIS, the BS–RIS channel $g$ usually remains unchanged over a longer period and hence can be estimated less often compared to the RIS–actuator channel $h$ [42]. In the case of multiple actuators, the fact that the BS–RIS channel is the same for all users results in the cascaded channels associated with different users having some correlation among them, which can be exploited to reduce the estimation overhead. Similarly, the channel through the RIS can be transformed and tested for sparsity in the angular domain, which may arise in scenarios with limited propagation paths. In the case of such sparsity, the channel estimation problem can be formulated as a sparse signal recovery problem and subsequently solved using the rich body of knowledge available on solving compressed sensing problems [43]. The application of ML-based approaches to directly observe the impact of the RIS elements phase shifts on the achievable rate (or other performance metrics) without estimating the channel itself has also been proposed as an alternative solution [44], which is further investigated in Section IV-C.
Fig. 4 illustrates the power of the BS–RIS–receiver link (i.e., $\|g(t)^H\Theta(t)h(t)\|^2$) when there is a mismatch in the phase shifts of the RIS elements, $\Theta(t)$, due to channel estimation error. The power is normalized by the ideal case corresponding to perfect CSI estimation. The mismatch is modeled as a random variable uniformly distributed between 0 and the maximum phase mismatch. The number of RIS elements $N$ is 1024. The first two bar plots, respectively, present the continuous phase and the case where the phase shifts of the RIS elements are assumed to take discrete values from a finite set, whose members are determined by the number of quantization bits. For instance, a 2-b quantization corresponds to four different phase shift values.

In both cases, the error stems from estimating the cascaded effect of $g$ and $h$ collectively. The last two bar plots represent the cases where the estimation error only occurs at either of these two channels. It is observed from Fig. 4 that the loss due to CSI estimation error is minimal for smaller estimation error values; it is less than 10% for a phase mismatch of up to $\pi/3$. Furthermore, the impact of the CSI estimation error on the power gain of the RIS-assisted link will be further minimized when considered together with other non-idealities such as quantization error, absorption loss (i.e., $\beta_n < 1$), and mutual coupling between the RIS elements. This is evident from the plots corresponding to “2-b phase,” where we observe that some of the phase error due to channel estimation error is positively offset by the quantization error resulting in a slightly better performance compared to the “continuous phase” case. Although not reported here, a similar trend is observed for other values of $N$.

C. Application of the ML and AI Algorithms Block

In this last section, we extend the investigation scenario to multiple actuators and consider nonideal RIS with absorption and mutual coupling loss and RIS phase shifts quantized into four levels, i.e., represented by 2 b. The amplitude of the RIS phase response is modeled following the empirical model presented in [45]. The amplitude $\beta_n$, which is a function of $\theta_n$, is given as [45, (5)]

$$\beta_n(\theta_n) = (1 - \beta_{\text{min}}) \left( \frac{\sin(\theta_n - \phi) + 1}{2} \right)^{\alpha} + \beta_{\text{min}}$$

(2)

where $\phi$ and $\alpha$ are constants related to the specific circuit implementation. We have set $\beta_{\text{min}} = 0.8$. A multiantenna BS concurrently serves four single-antenna actuators placed in an indoor factory area at the points $(135, 105)$, $(105, 135)$, $(120, 90)$, and $(90, 120)$, respectively. The BS is positioned at $(75, 75)$ and the RIS is located at the edge at $(150, 150)$. The (quantized) phase shifts of the RIS elements are chosen such that the sum rate at the four actuators is optimized, subject to a stringent outage probability constraint of $10^{-6}$ at each of the actuators. The ensuing optimization problem is not solvable using conventional methods due to the mutual interference coupling among the different actuators. Given the complexity of the optimization problem, we apply ML algorithms to solve it. In short, the Twin Delayed Deep Deterministic Policy Gradient (TD3) deep reinforcement learning algorithm [46] is applied where the set of RIS phase shift values form the action space $\mathcal{A}$, and the sum rate considering the outage probability constraint is the reward function $R$. The Shannon rate and the finite blocklength (FBL) rate [47] for a blocklength of 20 channel uses are considered. The latter is a more accurate representation of the achievable rate in factory automation use cases transmitting short but critical status update messages. The application of ML and AI Algorithms block to solve the complex problem of optimizing the RIS elements’ phase shifts also absolves the BS from needing to estimate the CSI of the involved channels.

Fig. 5 presents the moving average (averaged over the past 50 samples) of the sum rate at the four actuators as a function of the training episodes. The Shannon rate and the FBL rate considering an ideal RIS (i.e., continuous phase shifts), as well as nonideal RIS with $\beta_{\text{min}} = 0.8$ and 2-b quantized phase shifts, are shown by the blue and the black curves, respectively. The shadow represents the variation in the rate given by one standard deviation of the averaging samples. The limited number of samples to average over for Episodes $< 50$ results in the discontinuity observed around Episode $= 50$. We also see that there is a nonnegligible loss in the sum rate of less than 10% in the converged state resulting from the nonideal assumptions, though the performance trend is the same. A significant gain in terms of the average sum rate is attained by optimizing the RIS elements’ phase shifts through the ML and AI algorithms block. Approximate Shannon (FBL) rate gains of up to 50% (90%) and 75% (130%) are observed for ideal and nonideal RIS elements, respectively. However, it must be noted that such gains are obtained when the ML algorithms converge over hundreds of episodes, which incurs nonnegligible computational latency. Applications requiring low latency will impose constraints on the maximum number of episodes, and hence, the obtained phase shift values may lead to more modest performance gains.

D. Summary

The results presented in this section highlight the applicability of proposed system architecture in meeting the stringent QoS requirements of an IIoT network. We illustrated how an RIS can be employed to control the wireless environment and render the propagation condition more favorable. We have demonstrated how the Wireless Environment Control block represented by an
RIS would need to interact with other blocks, namely the Traffic/Channel Prediction and the ML and AI Algorithms blocks, to realize reliable and robust wireless links. Although not outlined here, the other blocks in the proposed functional architecture will be required to play a role in a more complex scenario. For instance, the Proactive Resource Management and the E2E Optimization blocks can introduce higher layer aspects, which are not considered in the physical layer analysis presented here.

V. CONCLUSION

This article proposed an innovative functional architecture for 6G special-purpose IIoT networks comprising four distinct special-purpose functionalities and three enabling technologies. The special-purpose functionalities are made up of RAN functions such as Wireless Environment Control and Traffic/Channel Prediction; and cross-layer optimized functionalities such as Proactive Resource Management and E2E Optimization. The enabling technologies for these special-purpose functionalities include Synchronization and Coordination, ML and AI Algorithms, and Auxiliary Functions. The proposed architecture was designed to enable resource-efficient solutions to the complex and dynamically changing requirement of emerging IIoT applications. All these functionalities come at the cost of manageable communications overhead and a higher computational cost from the side of the network, which, thanks to cloud and edge computing technologies, can be very efficiently managed. The applicability of the proposed architecture was demonstrated in an RIS-assisted wireless IIoT network where the phase shifts of the RIS elements residing in the Wireless Environment Control block were optimized with the help of the Traffic/Channel Prediction and ML and AI blocks to improve the sum rate performance under a stringent outage constraint. The numerical results demonstrated a sum throughput gain of over 100% under realistic assumptions for the FBL rate.
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