An Adaptive Sampling and Edge Detection Approach for Encoding Static Images for Spiking Neural Networks

Peyton Chandarana, Junlin Ou, Ramtin Zand

Abstract—Current state-of-the-art methods of image classification using convolutional neural networks are often constrained by both latency and power consumption. This places a limit on the devices, particularly low-power edge devices, that can employ these methods. Spiking neural networks (SNNs) are considered to be the third generation of artificial neural networks which aim to address these latency and power constraints by taking inspiration from biological neuronal communication processes. Before data such as images can be input into an SNN, however, they must be first encoded into spike trains. Herein, we propose a method for encoding static images into temporal spike trains using edge detection and an adaptive signal sampling method for use in SNNs. The edge detection process consists of first performing Canny edge detection on the 2D static images and then converting the edge detected images into two X and Y signals using an image-to-signal conversion method. The adaptive signaling approach consists of sampling the signals such that the signals maintain enough detail and are sensitive to abrupt changes in the signal. Temporal encoding mechanisms such as threshold-based representation (TBR) and step-forward (SF) are then able to be used to convert the sampled signals into spike trains. We use various error and indicator metrics to optimize and evaluate the efficiency and precision of the proposed image encoding approach. Comparison results between the original and reconstructed signals from spike trains generated using edge-detection and adaptive temporal encoding mechanism exhibit 18× and 7× reduction in average root mean square error (RMSE) compared to the conventional SF and TBR encoding, respectively, while used for encoding MNIST dataset.

I. INTRODUCTION

Neural encoding plays an important role in the brain-inspired neuromorphic systems, which use trains of action potentials, i.e., spike trains, to process the input information. Neural encoding refers to the process of representing stimulus features in the form of spike trains. Before any type of learning or training can occur in spiking neural networks (SNNs), these spike trains must first be produced from input data using particular encoding mechanisms. As also mentioned in [1], the study of neural coding can be divided into three questions, what is being encoded? how is it being encoded? and what is the precision of the encoding?

In this paper, we are focusing on the encoding of static images for image classification with SNNs into spike trains. Two of the well-known methods for encoding static images are firing rate-based encoding [2]-[4] and population rank order encoding [5], [6]. In the rate-based encoding, each input is a Poisson spike train with a firing rate proportional to the intensity of the of the corresponding pixel in the image [4]. Although this approach has shown to be effective in practice, it normally requires very high firing rates, therefore it is not computationally efficient [7], [8]. The population rank order encoding utilizes receptive fields to distribute input over several neurons, each of which fires only once during the coding interval based on the extent an input value belongs to its corresponding receptive field [9], [10]. This method drastically reduces the spikes that should be processed by network, however it significantly increases the network size. Another common approach is to represent the pixels of the image themselves as spikes and represent each pixel as a separate neuron in the input layer of the SNN [11]. This approach, however, requires a large network of neurons compared to the even the aforementioned approaches. Even with some feature reduction in the images the network is still non-ideal in its size and immutable input size [11]. Herein, we use temporal coding, which is traditionally suitable for encoding time-series and streaming data, to encode static images. Temporal encoding is an efficient and fast method that generates spikes at exact points in time based on the change in the input stimulus signal.

To encode static images into the signals needed as input to the previously mentioned encoding algorithms, we use edge detection along with a conversion algorithm to convert the static images into two signals which will then be converted into two separate spike trains to be input into an SNN. As mentioned above, one of the important questions that needs to be addressed in the neural coding is the precision of the encoding [1]. The objective here is to generate spike trains with reduced number of spikes without losing the important information content of the signal. Therefore, evaluating the efficiency of the temporal encoding mechanism becomes very important. In this paper, in order to assess our proposed approach, we use MNIST handwritten digits [12] as representative static images, convert them to signals, encode the signal into spike trains, reconstruct the signals and compare them with original signals, and eventually reconstruct the static MNIST images.

The remainder of this work is organized as follows. Section 2 discusses the image-to-signal conversion approach using an edge detection algorithm. Section 3 describes the adaptive
II. IMAGE-TO-SIGNAL CONVERSION METHOD

In image processing, edge detection is used to find the edges of objects or shapes in images. This process, in general, consists of identifying where there is an abrupt change in the pattern of pixel intensities. The edge of an object represents the object’s general shape or contour and therefore aids in identifying that object. This idea that an object’s edges may contain enough information to classify an image, is what led us to investigate if encoding the edges of an image instead of the image itself would lead to a reduction in spikes in spike trains.

From here, we implemented a Python program which employs the OpenCV Canny edge detection to find the edges of the MNIST handwritten digit dataset [13]. Canny edge detection consists of four different image processing steps: (1) Gaussian Filter, (2) Sobel Filters, (3) Non-maximum Suppression, and (4) Hysteresis Thresholding.

The first two steps in the Canny edge detection process involve applying two filters to the image using convolution. Convolution allows neighboring pixels around a central input pixel to be weighted and then summed up to determine the intensity of the central output pixel in the same location as the input pixel. In the case of Canny edge detection, a 5x5 Gaussian filter is first applied to smoothen the image and reduce the image noise [13].

The Sobel filter is then applied to the smoothened image to get a preliminary edge detected image. Applying the Sobel filter computes the first derivative in both the horizontal and vertical directions which corresponds to two output images. These two output images, horizontal and vertical, are then used to find the edge gradient and the direction of the line perpendicular to the tangent line of the edge [13]. The result is an image which has pixels with higher intensities roughly where the edges were located.

While the resulting image from applying the Sobel filter process gives us the edges of the image, these edges are not ideal and the number of edge pixels are not minimized. This is not ideal because we wish to minimize the number of pixels that represent the edges so that the signal length and consequently spike train length is minimized. The next steps in Canny edge detection aid in minimizing the edge pixels.

In the third step, a non-maximum suppression algorithm is used to suppress certain pixels that are not actually part of an edge. The algorithm looks at the pixels in the output of the second step and then, using the direction from the second step, analyzes the pixel and its surrounding pixels to determine if it is on the edge. If the pixel is determined to not be on the edge, then its intensity is set to zero [13].

The final step in the Canny edge detection is to use hysteresis thresholding to eliminate any remaining pixels which are not actual edge pixels and output an image with semi-connected thin edges. The algorithm, specifically, looks for pixels which have intensities higher than a given threshold and determines them as edge pixels. If the pixel has an intensity smaller than a given lower threshold, then it is determined to not be on the edge. Finally, if the pixel is between the upper and lower intensity thresholds, then pixel is determined to be on the edge if and only if it is connected to an already determined edge pixel [13].
After applying the Canny edge detection process, the edges of the original image in Figure 1 (a) are detected and Figure 1 (b) is generated. Figure 1 (b) is then passed into Algorithm 1 to extract the X and Y coordinates of the edge pixels in the image and create the X and Y signals which will be later encoded into spike trains. As shown in Figure 1 (c) and (d), there is a significant reduction in the length of the X and Y encoded into spike trains. As shown in Figure 1 (c) and (d), there is a 41.7% reduction in the length of the signal for edge images compared to the original images.

In this section, we evaluate our adaptive temporal encoding approach, which works as a preprocessing step for temporal encoding mechanisms.

The objective of the adaptive sampling is to increase the sampling rate when there are abrupt changes to the signal and reduce the sampling rate when the signal exhibits more gradual variations. The adaptive sampling algorithm for temporal encoding is presented in Algorithm 2. The algorithm first samples the signal with fixed intervals and then calculates how many more samples, (count in Algorithm 2), are required between two consecutive points based on the change in signal between the two points. Next, the signal is sampled again, this time based on the number of samples calculated in the previous step, inserting more points for higher signal resolution based on the rate of change. Finally, the adaptively-sampled signal is converted to a spike train using any temporal encoding mechanisms such as threshold-based representation (TBR), SF, etc. [9], as shown in line 11 of the Algorithm 2.

The adaptive sampling approach includes a sampling threshold which defines the sensitivity of the algorithm to changes in the signal. The lower the threshold value is, the more samples will be taken (Line 3 of the Algorithm 2) between two consecutive points. This adaptive sampling thus optimizes the average firing rate (AFR) to be seen in section IV for minimal spikes in the resulting spike trains without compromising accuracy.

Decoding the spike trains generated by adaptive sampling-based temporal encoding approaches requires a preprocessing step that is described in Algorithm 3. Once the spike trains are decoded using normal decoding methods for spike trains [9] (Line 1 of Algorithm 3), the sample counts stored in the count array during the adaptive sampling will be used to reconstruct the original signal. Here, without loss of generality, we used the adaptive sampling approach along with SF and TBR methods to develop an adaptive temporal encoding mechanism for static images. The TBR and SF encoding algorithms and their corresponding decoding algorithm is provided in Appendix A.

### III. Adaptive Temporal Encoding

Once the static images are converted to signals, as described in the previous section, temporal encoding mechanisms can be used to generate spike trains from the produced signals. In this step, selection and optimization of temporal encoding methods play an important role to achieve a high precision signal-to-spike train conversion. In our initial experiments, we used the known step-forward (SF) encoding [9] method to encode the X and Y signals obtained from edge detection. However, we noticed that using a fixed sampling rate to encode the signal will lead to either an overestimation (with high sampling rate) or an underestimation (with low sampling rate), which leads to high computation cost or low encoding precision, respectively. Thus, in this work, we propose an adaptive sampling approach, which works as a preprocessing step for temporal encoding mechanisms.

In this section, we evaluate our adaptive temporal encoding approach by using MNIST handwritten digits [12] as representative static images, convert them to signals, encode the signal into spike trains, reconstruct the signals and compare them with original signals using various indicator and error metrics. For samples of complete encoding-to-reconstruction process
A. Error and indicator Metrics

Here, the difference between the original and reconstructed signals is considered to assess the precision and efficiency of the encoding methods. We use root mean square error (RMSE) and signal-to-noise ratio (SNR) metrics to assess the precision of the encoding approaches. SNR is defined as

$$SNR = 20 \cdot \log \frac{Power(s)}{Power(s - r)} [dB]$$  (1)

where $s$ is the original signal, $r$ is the reconstructed signal, and $Power$ is calculated as

$$Power(s) = \frac{1}{N} \sum_{k=0}^{N-1} |s(k)|^2$$  (2)

on MNIST 0-9 digits images, readers can refer to Appendix B.
where \( N \) is the number of samples. RMSE is defined as

\[
RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (s_i - r_i)^2}
\]  

(3)

On the other hand, average firing rate (AFR) and spike count metrics are utilized to evaluate the computational efficiency of encoding methods. AFR indicates how saturated the spike train is and is defined as

\[
AFR = \frac{\sum_{i=1}^{N} |sp_i|}{N}
\]  

(4)

where \( sp \) is the number of all spikes in a given spike train \(^9\). Here, the objective is increasing the SNR while decreasing RMSE, AFR and spike count. Figures 2 and 3 exhibit the performance metrics for the adaptive and edge detected SF and TBR encoding experiments, respectively, with encoding and sampling thresholds ranging from 0.1 to 2.0 with 0.1 intervals.

**B. Threshold Optimization**

To co-optimize the sampling threshold in the adaptive sampling algorithm and encoding threshold in the temporal encoding mechanisms (see Appendix A), we introduce a Fitness function that combines several of the aforementioned metrics, as expressed in \(^5\). The higher Fitness value represents better reconstruction.

\[
Fitness = \frac{SNR}{RMSE} \times \text{SpikeCount}
\]  

(5)

Figure 4 shows the reconstruction fitness of the adaptive SF and TBR encoding methods for various sampling and encoding thresholds ranging from 0.1 to 2.0. The maximum fitness values for adaptive SF and TBR encoding methods are achieved at \((\text{SamplingThreshold}, \text{EncodingThreshold})\) equals \((0.1, 0.2)\) for SF and \((1.0, 0.9)\) for TBR, respectively. By contrast, the optimal \(\text{EncodingThreshold}\) for non-adaptively sampled experiments are 2.0 (X) and 1.2 (Y) for SF and 2.0 (X) and 0.9 (Y) for TBR. Table I provides a comparison between adaptive SF and TBR encoding with the optimized threshold values mentioned above. As listed in the table, TBR is more efficient in terms of spike count, but the SF exhibits a greater SNR and smaller RMSE making it more desirable for precise reconstruction. It should be noted, however, that the average number of spikes is greatly increased due to the adaptive sampling increasing the resolution of the signal. It is worth noting that the fitness function can be adjusted, using \(m\) and \(n\) parameters in \(^6\), based on the specific application requirement to emphasize on the precision or computation efficiency:

\[
Fitness(m, n) = \frac{SNR}{RMSE^{(m)} \times \text{SpikeCount}^{(n)}}
\]  

(6)

As can be seen in table II, the lowest RMSE values occur in the experiments where adaptive sampling was used versus without adaptive sampling. The average number of spikes in all cases where edge detection was used does marginally reduce the number of spikes.

![Fig. 4: Fitness plots. (a)-(b) The X signal. (c)-(d) The Y signal. (a) and (c) use SF encoding. (b) and (d) use TBR encoding.](image)

**TABLE I: Performance comparison of the adaptive SF and TBR encoding with optimized thresholds for the x and y signals.**

| Method               | Encoding | RMSE | AFR  | SNR   | Avg. Spike | Fitness |
|----------------------|----------|------|------|-------|------------|---------|
| Adaptive Sampling w/| SF       | 0.12 | 0.49 | 84.33 | 1538.7     | 0.47    |
| Edge Detection       |          |      |      |       |            |         |
| TBR                  |          |      |      |       |            |         |
| Adaptive Sampling w/o| SF       | 0.08 | 0.5  | 101.39| 95.1       | 12.82   |
| Edge Detection       |          |      |      |       |            |         |
| TBR                  |          |      |      |       |            |         |
| Only Edge Detection  | SF       | 1.26 | 1.0  | 42.92 | 311.98     | 0.14    |
| TBR                  |          | 1.1  | 1.0  | 45.63 | 20.02      | 2.16    |
| Conventional SF      |          |      |      |       |            |         |
| TBR                  |          |      |      |       |            |         |

**V. CONCLUSION AND FUTURE WORK**

In this paper, we proposed an adaptive temporal encoding method to convert the static images into spike trains. The proposed encoding approach aims to allow static images to be processed by SNNs with smaller networks, using only two inputs x and y. However, when it comes to temporal encoding, the encoding precision becomes very important. Therefore, we performed intensive simulations to evaluate and optimize our proposed encoding approach. We introduced a novel fitness function which combines the accuracy and efficiency metrics to optimize the hyperparameters of the proposed adaptive temporal encoding. The results obtained exhibit an accurate spike encoding of MNIST handwritten digits as representative static images. Future work includes evaluating the effectiveness of the proposed approach for the whole SNN application through...
implementing it on neuromorphic hardware, e.g. Loihi [14], for image classification application on a variety of datasets.
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APPENDIX A
TEMPORAL ENCODING ALGORITHMS
The TBR and SF encoding algorithms and their corresponding decoding algorithm are as follows [9].

Algorithm 4: SF Encoding
\begin{algorithm}
\caption{SF Encoding}
\begin{algorithmic}[1]
\State Input: $s$ signal, $EncodingThreshold$
\State Output: out, startpoint
\EndComment
\State 1: startpoint = $s[0]$
\State 2: out = zeros(length($s$))
\State 3: base = $s[0]$
\State 4: for $t = 1$ to length($s$) do
\State 5: \hspace{1em} if $s[t] > base + EncodingThreshold$ then
\State 6: \hspace{2em} out[$t$] = 1
\State 7: \hspace{2em} base = base + EncodingThreshold
\State 8: \hspace{1em} else if $s[t] < base - EncodingThreshold$ then
\State 9: \hspace{2em} out[$t$] = -1
\State 10: \hspace{1em} base = base - EncodingThreshold
\EndComment
\end{algorithmic}
\end{algorithm}

Algorithm 5: TBR Encoding
\begin{algorithm}
\caption{TBR Encoding}
\begin{algorithmic}[1]
\State Input: $s$ signal, $EncodingThreshold$
\State Output: out
\EndComment
\State 1: startpoint = $s[0]$
\State 2: diff = zeros(len($s$))
\State 3: for $t = 0$ to len($s$) - 1 do
\State 4: \hspace{1em} diff[$t$] = $s(t+1) - s(t)$
\State 5: \hspace{1em} diff[len($s$) - 1] = diff[len($s$) - 2]
\State 6: out = zeros(len($s$))
\State 7: for $t = 0$ to len($s$) do
\State 8: \hspace{1em} if diff[$t$] > $EncodingThreshold$ then
\State 9: \hspace{2em} out[$t$] = 1
\State 10: \hspace{1em} else if diff[$t$] > $-EncodingThreshold$ then
\State 11: \hspace{2em} out[$t$] = -1
\EndComment
\end{algorithmic}
\end{algorithm}

APPENDIX B
IMAGE ENCODING-TO-RECONSTRUCTION EXAMPLES

Algorithm 6: Temporal Decoding
\begin{algorithm}
\caption{Temporal Decoding}
\begin{algorithmic}[1]
\State Input: spikes, $EncodingThreshold$, startpoint
\State Output: recon
\EndComment
\State 1: recon = zeros(length(spikes))
\State 2: recon[0] = startpoint
\State 3: for $t = 1$ to length(spikes) do
\State 4: \hspace{1em} if spikes[$t$] == 1 then
\State 5: \hspace{2em} recon[$t$] = recon[$t-1$] + $EncodingThreshold$
\State 6: \hspace{1em} else if spikes[$t$] == -1 then
\State 7: \hspace{2em} recon[$t$] = recon[$t-1$] - $EncodingThreshold$
\State 8: \hspace{1em} else
\State 9: \hspace{3em} recon[$t$] = recon[$t-1$]
\EndComment
\end{algorithmic}
\end{algorithm}
Fig. 5: (a)-(j) Sample of all digits, 0-9, using the optimized sampling and encoding thresholds with SF and TBR encoding. In the reconstructed signal plots, the red and blue lines correspond to the reconstructed and original signals, respectively.
Fig. 5: (a)-(j) Sample of all digits, 0-9, using the optimized sampling and encoding thresholds with SF and TBR Encoding. In the reconstructed signal plots, the red and blue lines correspond to the reconstructed and original signals, respectively.