Spectral unmixing for exoplanet direct detection in hyperspectral data
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ABSTRACT

Context. The direct detection of faint exoplanets with high-contrast instruments can be boosted by combining it with high spectral resolution. For integral field spectrographs yielding hyperspectral data, this means that the majority of the field of view consists of diffracted starlight spectra and a spatially localized planet. Observation analysis usually relies on classic cross-correlation with theoretical spectra, maximized at the position and with the properties of the planet. In a purely blind-search context, this supervised strategy can be biased with model mismatch and/or be computationally inefficient.

Aims. Using an approach that is inspired by the analysis of hyperspectral data within the remote-sensing community, we aim to propose an alternative to cross-correlation that is fully data-driven, which decomposes the data into a set of individual spectra and their corresponding spatial distributions. This strategy is called spectral unmixing.

Methods. We used an orthogonal subspace projection to identify the most distinct spectra in the field of view. Their spatial distribution maps were then obtained by inverting the data. These spectra were then used to break the original hyperspectral images into their corresponding spatial distribution maps via non-negative least squares. A matched filter with the instrument point-spread function (or visual inspection) was then used to detect the planet on one of the maps. The performance of our method was evaluated and compared with a cross-correlation using simulated hyperspectral data with medium resolution from the ELT/HARMONI integral field spectrograph.

Results. We show that spectral unmixing effectively leads to a planet detection solely based on spectral dissimilarities at significantly reduced computational cost. The extracted spectrum holds significant signatures of the planet while being not perfectly separated from residual starlight. The sensitivity of the supervised cross-correlation is three to four times higher than with unsupervised spectral unmixing, the gap is biased toward the former because the injected and correlated spectrum match perfectly. The algorithm was furthermore vetted on real data obtained with VLT/SINFONI of the β Pictoris system. This led to the detection of β Pictoris b with a signal-to-noise ratio of 28.5.

Conclusions. Spectral unmixing is a viable alternative strategy to a cross-correlation to search for and characterize exoplanets in hyperspectral data in a purely data-driven approach. The advent of large data from the forthcoming IFS on board JWST and future ELTs motivates further algorithm development along this path.
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1. Introduction

Direct detection of extrasolar planets relies on a combination of high angular resolution to spatially resolve the point-like planet to its host star at the subarcsecond level, high contrast to suppress the starlight, which is several orders of magnitudes brighter than the exoplanet, and optimized wavefront control to attenuate the diffracted starlight. The sensitivity to faint and/or close-in exoplanets is nevertheless plagued by residual starlight stemming from uncalibrated instrumental aberrations, and for ground-based facilities, Earth’s atmospheric turbulence. Disentangling the exoplanet from these so-called speckles is commonly achieved with differential observing techniques. Most of these strategies introduce relative spatial motion, azimuthal (ADI) and/or radial (SDI), between an astrophysical source and the speckle field (Racine et al. 1999; Marois et al. 2003). This spatial diversity is the central concept of post-processing algorithms of different complexities that model and subtract the speckles while preserving the signal of any planet (Marois et al. 2006; Lafrenière et al. 2007; Soummer et al. 2012; Amara & Quanz 2012; Gomez Gonzalez et al. 2016; Ren et al. 2018; Flasseau et al. 2018; Samland et al. 2020).

The ground-based extreme adaptive-optics systems Gemini/GPI (Macintosh et al. 2014), the Very Large Telescopes VLT/SPHERE (Beuzit et al. 2019), Subaru/SCExAO-CHARIS (Jovanovic et al. 2015), and the LBTI with ALES (Esposito et al. 2011; Skemer et al. 2015) make best use of the high performance of these key aspects to detect exoplanets and infer their individual and population properties (e.g., Macintosh et al. 2015; Chauvin et al. 2017; Kepller et al. 2018; Nielsen et al. 2019; Vigan et al. 2021). They are in particular equipped with an integral field spectrograph (IFS), providing two spatial and one spectral dimensional images, or hyperspectral data. The spectral range (∆λ ~ 0.3–1.5 μm) is large enough to benefit from the radial motion of the speckle field with the diffraction to improve its subtraction and hence the sensitivity to faint exoplanets (Mesa et al. 2015; Wang et al. 2015; Ruffio et al. 2017; Brandt et al. 2017; Galicher et al. 2018). The IFS further plays a key role in studying the atmosphere of the planets by providing a spectrum with low spectral resolution (R = λ/Δλ ~ 20–75) of
each detection. At this resolution, broad molecular absorption bands can be identified, and the pseudo-continuum holds information about the pressure–temperature profile and clouds (e.g., De Rosa et al. 2016; Bonnefoy et al. 2016, 2018; Chilcote et al. 2017; Rajan et al. 2017; Delorme et al. 2017; Samland et al. 2017; Greenbaum et al. 2018; Müller et al. 2018; Chauvin et al. 2018; Currie et al. 2018; Uyama et al. 2020; Stone et al. 2020; Ward-Duong et al. 2021).

A higher spectral resolution ($R > 5000$–100,000) is a way to proceed in our understanding of the physical, chemical, and orbital properties of imaged exoplanets. Resolving the absorption lines augments the information content of the spectra and provides access to radial velocity (Snellen et al. 2014; Wang et al. 2018; Ruffio et al. 2019), spin (Snellen et al. 2014; Schwartz et al. 2016; Bryan et al. 2018), element abundances (Konopacky et al. 2013; Barman et al. 2015; Wilkom et al. 2020; Petrus et al. 2021), or accretion tracers (Haffert et al. 2019). The combination of high spectral resolution and high contrast can also significantly enhance the sensitivity to faint exoplanets (Sparks & Ford 2002; Riaud & Schneider 2007; Kawahara et al. 2014; Snellen et al. 2015; Louis et al. 2017; Wang et al. 2017). The technique assumes that the planet spectrum and that of the residual starlight can be separated through distinct absorption lines and/or different Doppler shifts that are due to orbital motion. The detection algorithm relies on straightforward cross-correlations of the signal with model spectra of the planet, which sum all common lines and cancel out nonplanetary features. The method has been proven to be very efficient even on instruments that were not designed to reach high contrast: the slit spectrographs VLT/CRIRES and Keck/NIRSpec (Snellen et al. 2014; Wang et al. 2018), and the medium-resolution IFS Keck/OSIRIS and VLT/Spectrograph for INtegral Field Observations in the Near-Infrared SINFONI (Barman et al. 2011, 2015; Konopacky et al. 2013; Hoeijmakers et al. 2018; Petit dit de la Roche et al. 2018; Ruffio et al. 2019; Wilcomb et al. 2020; Petrus et al. 2021). This strategy fuels the development of a new generation of instruments on existing 8- to 10-m-class telescopes (Kuntschner et al. 2014; Vigan et al. 2018; Mawet et al. 2018) and on future extremely large telescopes (ELTs; McGregor et al. 2012; Thatte et al. 2016; Brandl et al. 2018).

As of today, the cross-correlation technique has been applied on previously identified exoplanets. It was employed to extract new measurements of different planet characteristics that are accessible at medium to high spectral resolution. It has not been used for pure detection purposes. The prior knowledge of the planet that is searched for is a serious advantage in narrowing down the grid search of model spectra that are to be cross-correlated with the signal. Without such priors, the library should be large enough to encompass all possible spectral signatures, in particular to explore a wide range of effective temperatures and surface gravities that drive the emitted spectrum of a given molecule as well as radial velocities that control the positions of the lines. Still, the method relies on theoretical models that must resemble true planet spectra (e.g., Petrus et al. 2021). In this sense, it falls into the regime of supervised source-detection algorithms. It can also quickly become computationally time consuming for large libraries and/or large detectors. For these two reasons, unsupervised and fast alternative algorithms should be investigated to provide an alternative to the cross-correlation technique. The advent of large hyperspectral data with the IFS on board the JWST (Rieke et al. 2015; Bagnasco et al. 2007) and even more with ELTs-IFS such as the High Angular Resolution Monolithic Optical and Near-Infrared Integral field spectrograph HARMONI (Thatte et al. 2016), METIS (Brandl et al. 2018), GMTIFS (McGregor et al. 2012), and IRIS (Larkin et al. 2016), motivates this development.

Blind source-detection in hyperspectral data, or spectral unmixing for this type of data, represents a long-standing problem beyond astronomy, notably in Earth remote-sensing and microscopy. The dedicated algorithms aim at separating various sources in the field of view from their distinct spectral morphologies in a purely data-driven approach. Spectral unmixing is a very active research field to develop powerful algorithms with growing complexities and specific features for a given science case, especially for Earth observations (see a review of the main methods from Bioucas-Dias et al. 2012, and references therein). In astronomy, spectral unmixing has been used to analyze IFS data from Spitzer, Herschel, or planetary probes. Some applications include velocity maps of interstellar clouds (Juvela et al. 1996), interstellar dust spectral inference (Rapacioli et al. 2005; Berné et al. 2007; Moussaoui et al. 2008; Gratier et al. 2017; Foschino et al. 2019; Boulais et al. 2021; Forni et al. 2005; Hauksson et al. 2006; Themelis et al. 2012; Liu et al. 2018). Beyond these examples, methods like this are rare in astronomy to our knowledge despite the amount of existing and forthcoming hyperspectral data, and they have never been tested for exoplanet science.

In this paper, we explore the use of unsupervised spectral unmixing as an alternative to the supervised cross-correlation technique to directly detect an exoplanet and extract its spectrum from medium-resolution data. We test one algorithm on synthetic $R \sim 7000$ $K$-band HARMONI data to evaluate its performances. We then apply it on on-sky $R \sim 5000$ $K$-band SINFONI data of β Pictoris and show that spectral unmixing can effectively detect β Pictoris b in less than a minute on a regular laptop. The paper is organized as follows. In Sect. 2, we motivate the unmixing approach for direct exoplanet detection in hyperspectral data and provide the mathematical framework of the adopted algorithm. In Sect. 3, we describe the simulations of the HARMONI data and demonstrate the algorithm on a simple test case, after which detection sensitivity and spectral fidelity are discussed and compared to the cross-correlation technique in Sect. 4. In Sect. 5, the algorithm is applied on the SINFONI data. Advantages and limitations of the algorithm are discussed in Sect. 6, followed with concluding remarks and proposals for improvement.

2. Source separation from spectral decomposition

2.1. Statement of the problem

A typical hyperspectral exoplanet imaging dataset contains two sources: the star and the orbiting planet. The two astrophysical objects have different $T_\text{eff}$, from $2800 \text{~K}$ to $10\times 10^4 \text{~K}$ for the former, and $<2000 \text{~K}$ for the latter. The temperature drives the formation of elements in their atmospheres (hydrogen- and metal-bearing ions, atoms, and molecules for stars, and $\text{H}_2\text{O}$, carbon- and nitrogen-bearing molecules for planets), which hence plays a key role in the appearance of the emitted spectra. As illustrated in Fig. 1 in the K band, the two spectra are distinct at low frequency by the blackbody emission and the broad absorption bands and at high frequency by the various absorption lines. This dissimilarity can be exploited to separate the two sources in the hyperspectral data.

---

1 “Frequency” is used here and throughout to describe the shape of spectra at different spectral scalings, and it should not be confused with the inverse of the unit wavelength.
While the planet is spatially localized in the image, the stellar spectrum is spatially replicated over the image via the diffracted residual starlight. A given spaxel $d_i$ in the hyperspectral data can be modeled with a linear statement, such that

$$d_i = \sum_{j=1}^{p} s_j \alpha_{ji} + \epsilon_i,$$

where $s_j$ is the spectrum of the $j$th source, $\alpha_{ji}$ is the corresponding weight at the $i$th spatial location, and $\epsilon_i$ is an additive noise term. When we assume that the source spectra are spatially invariant in the image, that is, all pixels can be expressed a linear combination of the same $p$ spectra, Eq. (1) can be rewritten in compact matrix form as

$$D = SA + E,$$

where $D \in \mathbb{R}^{n \times m}$ is the column-vectorized hyperspectral images where the columns contain the $m = n_s \times n_y$ spaxels in any order of $n_s$ spectral channels, $S \in \mathbb{R}^{m \times p}$ is a matrix of $p$ source spectra, $A \in \mathbb{R}^{m \times n}$ is the matrix of their corresponding spatial weight maps, and $E$ the uncorrelated noise. Equation (2) is the typical linear mixture model assumed for spectral unmixing. $S$ contains the so-called endmembers, and $A$ contains the abundance maps (Bioucas-Dias et al. 2012).

The decomposition requires three steps: (i) the estimation of the dimensions of $S$ and $A$, that is, the number $p$ of spectra in the data, (ii) the extraction of the spectra, and (iii) the evaluation of the weight maps. Each step is detailed in the following.

### 2.2. Estimation of the number of sample spectra

The initial hypothesis of only two sources, the star and the planet, does not hold in high-contrast data. The speckles act as modulators of the stellar spectrum as a function of position and wavelength, as illustrated in Fig. 2 for synthetic HARMONI data (see Sect. 3 for details on the simulation). Therefore, the effective number of samples in our hyperspectral data can be as high as the number of speckles in the field of view. This number might further be augmented by the spatially variable imperfect calibration of the data (wavelength, crosstalk, and bad pixels) or line spread function, as in VLT/MUSE data (Xie et al. 2020)\(^2\).

Estimating the number of sources in hyperspectral data is a difficult task in spectral unmixing and subject to regular algorithm development. Several techniques have been proposed to exploit the fact that the inherent structure of high-dimension hyperspectral data usually lies in a lower-dimensional subspace (e.g., Chang & Du 2004; Bioucas-Dias & Nascimento 2008; Acito et al. 2009; Luo et al. 2013; Deville et al. 2014; Halimi et al. 2015; Drumetz 2016). These methods were designed for the low-contrast regime, however, and are sensitive to outliers, noise, and spectral variation across the field of view (referred to as variability) (Drumetz et al. 2020, and references therein).

Because of these limitations and because only the extraction and identification of the planet component matters, the maximum number of effective samples $p$ is at the moment set empirically by the user. Because the algorithm has a low time complexity (see below), we recommend running a first trial with a large $p$ of 15–20 or more in case of large images (making sure

\(^2\) Because of these variations, nonplanetary sample spectra should be interpreted with caution and are not to be considered as perfect stellar spectra.
The space linearly spanned by projects each spaxel \( d \), therefore most distant to the subspace spanned by the other \( U \) spectra enables spectral unmixing in the high-frequency example following Hoeijmakers et al. 2018 in Fig. 2). However, the effective number of samples. As a consequence, this procedure also removes the continuum of the planet spectrum (see the example following Hoeijmakers et al. 2018 in Fig. 2). However, the distinct and multiple absorption lines between the different spectra enables spectral unmixing in the high-frequency components.

Following Eq. (2) and with \( p \ll n_1 \), all spaxels live in a low-dimensional subspace, or simplex, whose vertices (geometrical corners) are represented by the sample spectra. A given vertex is therefore most distant to the subspace spanned by the other \( p - 1 \) vertices. An orthogonal space projection (OSP) approach can be used to identify the vertices (e.g., Harsanyi & Chang 1994; Chein-I Chang 2005).

Let \( s_0 \) be the first sample spectrum. The sparsity of the planet over the diffracted starlight in the field of view motivates the choice of \( s_0 \) as the spectrum of the median spaxel. Let \( U \) be the spectral sample matrix, which at this step only contains \( s_0 \), such that \( U = [s_0] \). The orthogonal projector from \( U \), denoted \( P^U \), is defined as

\[
P^U = I - U(U^TU)^{-1}U^T,
\]

with \( I \) a \( n \times n \) identity matrix, \( U^T \) the transpose of \( U \), and \( (U^TU)^{-1}U^T \) the pseudo-inverse of \( U \). The dot product \( P^U d \), projects each spaxel \( d \), in \((s_0)^2\), the subspace orthogonal to the space linearly spanned by \( s_0 \). Iterating over all spaxels, a second sample spectrum, set as \( s_1 \), is flagged as the most distant spaxel to \( s_0 \). The projection distance is chosen to be the sum of the squared residuals after removing from \( d \), the projection of \( d \) onto \( s_0 \), or

\[
(P^U d)\bar{d} (P^U d). \tag{4}
\]

A new orthogonal subspace projector \( P^U \) can be defined from the linear subspace spanned with \( U = [s_0,s_1] \) and applied to the remaining spaxels. The third sample spectrum is identified as the one with the maximum absolute orthogonal projection in the subspace \((s_0,s_1)\). The process is repeated until \( p \) sample spectra are exhausted to build up \( S \). To prevent bad or hot pixels from being flagged as sample spectra because they differ by construction from the remaining spaxels, they must be properly corrected for during data preprocessing.

2.4. Evaluation of the weight maps

From the extraction of the matrix \( S \) of sample spectra, the determination of the spatial weight matrix \( A \) from Eq. (2) is an inverse problem, which can be solved with least-squares means. The problem can be further constrained because all spaxels in our hyperspectral data are a positive linear combination of the sample spectra, that is, \( A \geq 0 \). Therefore the non-negative least-squares estimate of \( A \) is done for each spaxel \( d \), by finding

\[
\text{arg min}_{a_i} \| S a_i - d \|_2, \text{ subject to } a_i \geq 0,
\]

where \( \| \cdot \|_2 \) denotes the Euclidian norm.

We used the optimize.nnls module from scipy to solve the problem. In practice, this iterative algorithm is very slow to converge. Because in our case the number of coefficients is much smaller than the number of wavelength channels, that is, \( p \ll n_1 \), the solution proposed by Bro & De Jong (1997, proofs therein) can be used such that solving the non-negative least-squares problem is accelerated by replacing \( S \) with a \( p \times p \) matrix following

\[
\text{arg min}_{a_i} \| (D^TS) a_i - S^T d \|_2, \text{ subject to } a_i \geq 0. \tag{5}
\]

Repeating the resolution over the entire image builds \( A \). Reshaping the matrix into the original 2D spatial dimensions finally generates \( p \) weight maps corresponding to the decomposition of the input hyperspectral image \( D \).

2.5. Planet detection and summary of the algorithm

The weight maps provide the spatial distribution of each sample in the data in an undetermined way; the map associated with the planet component has to be identified posteriori. The spatial signature of the planet is defined by the point-spread function (PSF) with a finite spatial extent (the full width at half maximum, FWHM) that is typically larger than a single pixel. Planet vetting can be performed visually because the number of maps is usually small, or it can be conducted automatically using a matched filter (Cantalloube et al. 2015; Ruffio et al. 2017).

The algorithm based on spectral unmixing for detecting a planet in hyperspectral data is summarized below:

\footnote{The sample spectra do not form an orthogonal basis, \( ^{\perp} \) denotes the orthogonality of the space to the origin vectors.}
1. Set \( p \) as the number of effective sample spectra in the data \((p > 2 \text{ due to spatial variability}), \ p = 15–20 \) might be a good first guess to prevent missing any planet, while a higher value is recommended for very large images. For the data explored in this work, \( p = 8–10 \) is appropriate;
2. Remove the continuum for every spaxel to keep the high-frequency components;
3. Vectorize the hyperspectral data \( D \) in a 1D spatial plus 1D spectral matrix;
4. Set the first sample \( s_0 \) as the closest spectrum to the median spaxel and define \( U = [s_0] \) the subspace spanned by \( s_0 \);
5. Project each spaxel onto the linear subspace spanned by \( U \) with the orthogonal projector \( P_U \) defined in Eq. (3);
6. Find the spaxel with the extremal projection (see Eq. (4)), which corresponds to a new sample spectrum, \( s_{\text{new}} \);
7. Append \( U \) with \( s_{\text{new}} \);
8. Repeat steps 5-7 until all \( p \) spectra are extracted;
9. Invert \( D \) with fast non-negative constrained least squares (see Eq. (5)) to compute the spatial distribution of each sample spectrum \( A \);
10. Expand \( A \) in \( p \) 2D spatial maps to search for a planet.

3. Application on synthetic data

In this section, the capability of the proposed unsupervised spectral unmixing algorithm is first tested on synthetic high-contrast hyperspectral HARMONI data. Then we compare it with classic cross-correlation.

3.1. Simulations of ELT/HARMONI data

HARMONI will be the first-light IFS on the ELT offering diffraction-limited hyperspectral images at medium spectral resolution (3500–18 000) in the optical and near-infrared (Thatte et al. 2016). A module consisting of an apodized pupil coronagraph and a ZELDA wavefront sensor will supplement the single conjugate adaptive optics of the core instrument and give access to high contrast (\( > 10^{-5} \)) at very short separations (\( \geq 50 \text{ mas} \)) in the Nyquist-sampled \( 0.61'' \times 0.86'' \) field of view with a spatial scale of 4 mas pixel\(^{-1} \) (Carlotti et al. 2018).

A synthetic coronagraphic sequence is computed with a dedicated end-to-end simulator with the following configuration: 4 h of observations with one-minute-long exposures in angular differential imaging for a star at a declination of –15° under median seeing condition (0.7–0.8°) at \( K \) band (1.951–2.469 \( \mu \text{m} \), \( R = 7104 \)) with the shaped pupil SP1 (working angles in the 5–20 \( \lambda/D \) range) and the partly opaque focal plane mask FPM1. This enables direct calibration with the attenuated (\( 10^{-4} \)) central star. All details of the simulator are presented in Carlotti et al. (2018) and in Appendix A.

Planets can further be injected into the mock data cubes. The off-axis simulated PSF is used as a template for a simulated planet, and a BT-Settl model spectrum (Allard 2014) with an effective temperature of \( 1700 \text{ K} \) and \( \log g = 4.0 \text{ dex} \) is assumed by default in the following, unless specified. These parameters are typical of known L-type young giant exoplanets (HIP 65426 b, \( \beta \) Pictoris b). For simplicity, no Doppler shift is assumed. The planet has the same radial velocity as the central star. Contrast and atmospheric transmission are calibrated with the attenuated central star. These settings are kept constant for all the following simulations, only contrast and injected position vary. To speed up the injection and recovery processes in the following, a 2 h subset of the simulated data was used and the central 100 \( \times \) 100 pixels were cropped in each frame, resulting in 100 \( \times \) 100 \( \times \) 1665 \( \times \) 120 cubes for a total of 16 Gb.

3.2. Single test case

A test case was generated to give a first impression of our spectral unmixing algorithm. A simulated planet with a contrast of \( 5 \times 10^{-4} \) was injected at 100 mas and a position angle of 315° into the simulated data cube. For each cube, the stellar halo was subtracted in the spectral direction in each data cube following Hoeijmakers et al. (2018), as suggested in Sect. 2. The frames were then aligned north along the vertical axis and averaged over the temporal axis. The final 3D data cube was decomposed into eight sample spectra and their corresponding spatial maps through spectral unmixing following the steps given in Sect. 2. To compare the result with a spectrum-based detection algorithm, each spaxel in the final 3D data cube was cross-correlated with the injected model spectrum, whose pseudo-continuum was subtracted beforehand with a convolution with a Gaussian line-spread function corresponding to a spectral resolution of 100. The cross-correlation used a customized version of Crosscorr RV\(^5 \) to include normalization with the variance of the model and the data. A perfect match yields 1.

Figure 3 shows the final images using the cross-correlation and spectral unmixing algorithms. Spectral unmixing can clearly separate the speckles from the planetary signal. The field of view is further decomposed into several regions that correspond to the variation of the stellar spectrum around the outer working angle, partial coverage of some pixels by the asymmetric focal plane mask after derotation and stack, or interpolation effects close to the mask (dominantly yellow regions). The pixels at the location of the planet have zero weight in the corresponding maps. We computed the S/N of the planet and the background pixels at the same separation, following the definition with small sample statistics correction of Mawet et al. (2014), to assess the detection. We used an aperture size of 2.6 pixels, which is the average FWHM measured on the off-axis PSF. The S/N with the cross-correlation is 23.6, while the S/N with the spectral unmixing is 12.6. The distribution of the values in the cross-correlation and the weight maps are given in Appendix B. If the decomposition were exact, all pixels in the background would have zero weights, which would cause the S/N to become infinite. Figure 3 shows the extracted spectrum corresponding to the planet, compared with the injected model. The match is visually reasonable, in particular the bandheads of the first overtone of CO at 2.295 \( \mu \text{m} \) and at 2.324 \( \mu \text{m} \), which are well recovered. The distribution of the difference between the two spectra as shown in the bottom panel of Fig. 4 is Gaussian and almost constant on zero (\( \sim 0.28 \)). Residual noise from the subtraction of the diffracted halo contaminates the inferred spectrum of the planet by construction. These residuals are in common with that of the spaxels in the background at the same separation, explaining their small but nonzero weights. To further show that the extracted spectrum holds information about the true planet spectrum, the amplitude of the cross-correlation with the injected model is 0.15, which is close to the amplitude (0.17) at the planet location in the cross-correlation map, as expected. Cross-correlating the \( p – 1 \) nonplanetary spectra with the injected model yields 0.025 ± 0.010 on average. This confirms that the planetary information content is gathered in a single spectrum.

\(^5\) \url{https://pyastronomy.readthedocs.io/en/latest/pyaslDoc/asiDoc/crosscorr.html}
The cross-correlation leads to an S/N that is about twice as high as with spectral unmixing in this test case. However, the case is ideal for supervised detection techniques such as a cross-correlation because the searching template is the same as the injected one. Only contrast and noise matter. The lower S/N with the unsupervised spectral unmixing approach does not prevent the detection of the planet, and the extracted spectrum can be analyzed directly. In Sect. 4, we test whether this holds true with fainter planets. Nevertheless, spectral unmixing provides a prior-free alternative to classic cross-correlation.

4. Performance

4.1. Method

In order to explore the properties of spectral unmixing in more detail and compare it with classic cross-correlation beyond a single test case, we computed the detection sensitivity in the central region, which is expressed in the star-to-planet contrast as a function of the separation. Simulated planets were injected from 68 to 132 mas with steps of 12 mas (\(\sim 1 \lambda/D\)) every 60° along a spiral. The injection was independently repeated six times by rotating the spiral by 60° increments. For each set of injections, the contrast was enhanced from \(1 \times 10^{-7}\) to \(1 \times 10^{-5}\), with steps of \(5 \times 10^{-7}\) first and then refined with steps of \(1 \times 10^{-7}\) around the limits. The detection limit is built upon the minimum contrast that yields 95% of the injected simulated planets at a given separation, to be detected above a threshold of 5 in S/N (Jensen-Clem et al. 2018). The process was repeated with spectral unmixing with \(p = 10\) and a cross-correlation with the same template.

4.2. Effect of contrast and separation

The 95% completeness curves are shown in Fig. 5. Spectral unmixing is able to both flag planet-like spectra and lead to significant planet detections down to \(4 \times 10^{-6}\) in this set of synthetic HARMONI data. The detection limit achieved with ideal supervised cross-correlation is more than four times deeper than with spectral unmixing at all separations. The question then arises whether the lower limit with spectral unmixing is reached because the S/N is below the adopted threshold or because the algorithm fails to glean the planet spectrum. The S/N hits a hard floor around three down to a contrast of \(3 \times 10^{-6}\). Fainter planets cannot be flagged in any of the spatial weight maps corresponding to the \(p = 10\) identified sample spectra; augmenting \(p\) up to high values does not help. This critical step therefore limits the
performance of spectral unmixing. To corroborate this, a data set with planets with a contrast $9 \times 10^{-7}$ was decomposed into $p = 10$ samples. The planet model template was further added as an eleventh spectrum, and the data were inverted following Eq. (5). The corresponding spatial weight map and its S/N map are displayed in Fig. 6. All six planets can be spotted in the maps, with a high S/N for all but the two innermost ones. The weight corresponding to each planet is lower than $5 \times 10^{-3}$%, however, meaning that these spaxels are highly mixed and that the planetary component is too weak to be extracted with Eqs. (3) and (4).

Spectral fidelity can also be investigated as a function of contrast. The planet spectrum as extracted with spectral unmixing was cross-correlated with the injected template. The amplitude linearly decreases from 0.15 to 0.07 with contrasts from $10^{-5}$ to $3 \times 10^{-6}$. This is more than three times the amplitude of the cross-correlation of all other $10^{-1}$ spectra with the planet template, which is stable around $0.027 \pm 0.005$.

4.3. Effect of the planet spectrum

The previous results hold for the planet spectrum at 1700 K, or L-type planets. However, changes in the intrinsic properties of the absorbing molecules (e.g., temperature, pressure, or abundance) alter the number and depth of the lines in the planet spectrum. As the S/N achieved with cross-correlation at first order scales with these two parameters (Snellen et al. 2015), we might expect that they might also help pushing the limits with spectral unmixing.

We used a significantly different model spectrum with an effective temperature of 700 K. This is illustrative of known T-type planets (e.g., 51 Eri b). The atmosphere is now cool enough such that methane can form and produce many absorption lines, particularly in the $K$ band, in addition to the lines due to water and carbon monoxide. The injection and recovery process was repeated with this new template to build the 95% completeness curves for spectral unmixing and the cross-correlation.

The resulting curves are shown in Fig. 5. Spectral unmixing can detect fainter T-type planets than L-type planets, the limiting contrast being improved by 55% down to $1.8 \times 10^{-6}$. The sensitivity is also boosted with the cross-correlation, as predicted. T-type planets with contrast as faint as $5 \times 10^{-7}$ can be detected, which is an improvement of 45% compared with L-type planets. A switch from L-type to T-type spectra yields a higher gain for spectral unmixing and thus reduces the gap between the two methods from 4.4 to 3.6. This difference might be even further reduced for real planets. Model spectra do not perfectly reproduce observed spectra, therefore template mismatch will degrade the performance of the cross-correlation, while spectral unmixing should remain unchanged.

It has to be noted that the completeness curves presented here do not predict the ultimate sensitivity of HARMONI. They explore a very limited range of planet properties and post-processing algorithms. This is not the goal of the present work.

5. Validation on real VLT/SINFONI data

The spectral unmixing algorithm was further vetted with real VLT/SINFONI data. Although SINFONI was not designed as a high-contrast instrument, it delivers medium-resolution hyperspectral data such that our method can be used.

5.1. Data and preprocessing

The data set of β Pictoris and its planetary companion β Pictoris b (Lagrange et al. 2010) obtained on September 10, 2014, was used (Hoeijmakers et al. 2018; Bonnefoy et al., in prep.). Observations were made in angular differential imaging mode at
$K$ band (1.929–2.472 $\mu$m, $R \sim 5000$) with the high spatial resolution mode. This provided a 0.8" × 0.8" field of view with a scale of 12.5 × 25 mas$^2$ pixel$^{-1}$. The adaptive optics system was locked on the primary star, yielding a Strehl ratio of 17–29% under median seeing conditions (0.7–0.9″). The star was kept outside the field of view during the sequence in order to prevent saturation. Twenty-four cubes with an integration time of 60s were obtained. Data cubes were initially built from the 2D raw detector images with the SINFONI data-handling pipeline v.3.2.3 (Abuter et al. 2006). The pipeline calibrated and corrected the instrument transmission and the distortion, identified and interpolated hot and nonlinear pixels, retrieved the position of the 32 dispersed slitlets in the raw frames, achieved the wavelength calibration, and finally built the 3D spatial-spectral cubes. We used the TExTRIS package (Petrus et al. 2021; Bonnefoy et al., in prep.) prior to the ESO pipeline to correct the raw frames for various electronic noises. TExTRIS was also used to correct the data cubes for the improper estimates of the slitlet edges provided by the pipeline and for residual wavelength shifts. It computed the parallactic angles and retrieved the position of the star outside of the field of view. The diffracted starlight was then removed from each cube following Hoeijmakers et al. (2018). All cubes were aligned with north up and averaged at each wavelength slice to produce a single hyperspectral data cube. Further details can be found in Petrus et al. (2021) and Bonnefoy et al. (in prep).

5.2. Results

$\beta$ Pictoris b (known contrast of 2.1 × 10$^{-4}$, separation of ~360 mas at the time of the observations, Bonnefoy et al. 2011; Lagrange et al. 2019) was searched for in the hyperspectral data cube with cross-correlation and spectral unmixing. The cross-correlation was performed over a range of radial velocities of ±100 km s$^{-1}$ with respect to the star with steps of ±10 km s$^{-1}$. The template spectrum was a continuum-removed BT-Settl model that matched the effective temperature (~1700 K) and surface gravity (−4.0 dex) of the planet (Chilcote et al. 2017; Nowak et al. 2020). For the spectral unmixing, the data were assumed to be decomposed into at least $p = 10$ sample spectra, in the same way as for the HARMONI data. Figure 7 shows the resulting images with the two algorithms. Spectral unmixing clearly unveils the planet, while the majority of the background pixels have zero weight with the planet spectrum. The CCF peaks at the planet position in the central velocity bin (0 km s$^{-1}$), as found by Hoeijmakers et al. (2018). Because the reconstructed field of view is asymmetrical, a pseudo-S/N was computed from the mean flux and standard deviation of all resolution elements in the whole field of view, with a diameter of 4 pixels. $\beta$ Pictoris b has a pseudo-S/N of 28.5 with spectral unmixing, and this value is 8.2 with the cross-correlation.

The spectrum corresponding to $\beta$ Pictoris b in the spatial weight map in Fig. 7 is displayed in Fig. 8. A visual comparison can be established with the BT-Settl model spectrum. Although it is not a perfect model of the planet, several common lines can be spotted, including two headbands of the first overtone of CO at 2.295 $\mu$m and at 2.324 $\mu$m. The histogram of the residuals does not exhibit a prominent bias ($\mu = −0.15$ ADU), but shows a large spread ($\sigma = 2.98$ ADU). This is supported by the cross-correlation of the model spectrum with the extracted planet spectrum, which yields 0.33 (the cross-correlation with the seven other extracted spectra gives 0.07 ± 0.05). However, the region beyond 2.34 $\mu$m is noticeably polluted by residuals that are not properly decomposed from the planet spectrum. Again, this is expected given the hypothesis of spectral unmixing, which is discussed in Sect. 6.

6. Discussion and concluding remarks

6.1. Limitations and benefits

Several limitations to spectral unmixing have been identified throughout this work. First, the algorithm fails to detect a planet as faint as with the classic cross-correlation in synthetic data, which is favored by the injection and recovery process using the same model spectrum. However, as experimented on the real SINFONI data, for which it led to a higher S/N for $\beta$ Pictoris b, the sensitivity gap between the two methods may be reduced because the cross-correlation is affected by template mismatch. The extraction steps were shown to be responsible for this (see Sect. 4). The orthogonal projection distance was used as a metric to quantify spectral dissimilarities between the tested spaxels. Alternative distances might be used. Cross-correlation and spectral angle mapper, a common metric in hyperspectral remote sensing, defined the angle between two vectors formed by two spectra (Kruse et al. 1993), were tested but they led to worse performances (see Appendix C). For faint planets, the spectrum of the planet has a very small weight on the corresponding
To conclude, we have introduce a new strategy for analyzing high-contrast medium spectral resolution data aiming at directly detecting and characterizing exoplanets. We used the dissimilarities between the spectrum of a planet and that of the remaining field of view, which are mostly variations in the spectrum of the central star. The approach comes from remote-sensing research, in which the spectral diversity is a driver of algorithm development, namely all methods in the class of spectral unmixing. A classic algorithm based on orthogonal subspace projection and non-negative least-squares inversion was proposed. It was demonstrated to be viable to simultaneously detect a planet and extract spectral information content in synthetic and real hyperspectral data. This approach is fully data-driven as opposed to a cross-correlation that relies on theoretical templates, which is commonly adopted to analyze such data. The unsupervised nature of spectral unmixing comes at the price of a reduced sensitivity compared to the supervised cross-correlation in the ideal case of synthetic data with the adopted stellar and planet models, but this may not be the case for different settings and real data. Nevertheless, the algorithm benefits from low computational cost, making it suitable for real-time processing in a purely blind search scenario.

The spectral unmixing algorithm presented in this work is solely based on spectral dissimilarities between spaxels in the field of view. This basic assessment is enough to demonstrate the potential of this class of strategies in decomposing hyperspectral data aiming at simultaneously detecting and characterizing exoplanets. Additional constraints and more expensive formulations of the decomposition based on the knowledge of the data are possible. Spectral unmixing is a very active field of research, therefore we point out only a few directions of high interest. Spatial regularizer, taking into account the size of the PSF, can be added because nearby pixels share a similar spectral signature, and the decomposition of neighboring pixels might be forced to be comparable for the same sample spectra (e.g., Zhang et al. 2018). Furthermore, the planet signal is sparse in spatial and spectral dimensions, while the remaining field of view is low dimensional in the spectral direction. Low-rank and sparse unmixing can thus be foreseen (e.g., Tsinos et al. 2017;
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Appendix A: Simulations of ELT/HARMONI synthetic data

In this appendix, we briefly summarize the main characteristics of the simulation of the synthetic hyperspectral data with ELT/HARMONI. The single conjugate adaptive optics subsystem provides a Strehl ratio of 75–80% at K band, leaving aside residuals that also take the primary mirror aberrations into account (island effect, wind shake). Additional aberrations come from the elements in the optical train toward the focal plane mask, including chromatic beam shift (due to the absence of atmospheric dispersion correction in HARMONI) and rotation of the optics in the relay system (HARMONI is mounted on the Nasmyth platform). The high-contrast module yields 80 nm RMS residual aberrations in this configuration on average. The simulator produces coronagraphic PSFs for each exposure and wavelength, which are assembled in 240 data cubes of 215 × 215 × 1665 pixels for a total volume of 70Gb. An off-axis PSF is also generated.

Astrophysical signal, throughput, background, and random and systematic noise were incorporated into the optical simulations to create mock-observed data cubes, following the HSIM pipeline (Zieleniewski et al. 2015). An input scene was modeled with a central point-like young A6 star with a K = 6 magnitude, with a BT-Nextgen spectrum at 8000 K and a logarithm of the surface gravity of log g = 4.0 dex (Allard et al. 2012). The spectrum was convolved with a Gaussian line-spread function to match the resolution of the HARMONI data and was flux calibrated by the end-to-end throughput. The ESO Skycal sky model6 was used to compute the transmission of the terrestrial atmosphere at the observed airmass, further multiplied by the transmission of the ELT mirrors, the optical relay system, the instrument optics and the K-band grating, and the detector quantum efficiency7. The input scene was convolved with the coronagraphic PSFs for each wavelength and each exposure. Background noise was further added to the data cubes, including the sky (from the same ESO Skycal sky models), the telescope wa modeled as a gray body whereby the thermal emission at the site temperature (280.5 K) was multiplied with a constant emissivity), the relay system and the instrument both emitting as pure blackbodies (260.5 and 130 K, respectively). Finally, Poisson noise from the observed star and the background was added along with the detector dark current (0.0053 e− s−1), also subject to photon noise, and the read-out noise (12 e−). Detector crosstalk (2%) with the four contiguous pixels to each pixel was also simulated in both spatial and spectral directions, as well as broadband diffusion (0.5%). Figure A.1 shows a simulated exposure at 2 μm, with the attenuated central star and the diffracted starlight, whose amplitude is minimized in the central region that is corrected by the adaptive optics.

Appendix B: Distributions in the detection maps

To further illustrate the significance of the detection of the planets with spectral unmixing and cross-correlation, we built the distributions of the values in their respective maps. Figure B.2 shows the histograms corresponding to the maps for the single test case on the synthetic HARMONI data, as displayed in Fig. 3. Figure B.1 illustrates the case of the on-sky SINFONI data.

6 http://www.eso.org/observing/etc/bin/gen/form?INS.MODE=swspectr+INS.NAME=SKYCALC
7 All curves and constants are given in the HSIM source code https://github.com/HARMONI-ELT/HSIM

Fig. A.1. Simulated coronagraphic ELT/HARMONI image at 2.0 μm for an exposure of 60 s with the SP1 apodizer. The central star is attenuated by the focal plane mask, which is asymmetric to take the atmospheric dispersion into account. The remaining field of view is plagued by diffracted starlight. The white line marks the adaptive optics corrected area, the region where the speckle intensity is minimized. The intensity scale is linear.

Fig. B.1. Distributions of spatial weights (top) and cross-correlation strengths (bottom) after processing synthetic HARMONI data with a simulated planet at a contrast of 5 × 10−6. The values at the location of the planet are highlighted in green in each histogram. The peak is enhanced for the cross-correlation for clarity. The parameters of a Gaussian fit to the distribution of the cross-correlation strengths are given.
The cross-correlation histograms are best reproduced with a normal distribution centered on zero with very small width, although the distribution for the SINFONI shows large tails that arise from the bright structures in the map around the planet (see Fig. 7). In both cases, the peak value at the planet location clearly stands out from the remaining pixels.

### Appendix C: Spectral distances

With spectral unmixing, sample spectra are identified based on the dissimilarities between the spaxels within the field of view. Three metrics are commonly used in remote-sensing research: the orthogonal projection distance following Eq. (4), the cross-correlation, and the spectral angle mapper, which is defined as

$$\text{SAM}(s_i, s_j) = \arccos\left(\frac{\langle s_i, s_j \rangle}{\|s_i\| \|s_j\|}\right) \text{[rd]}.$$ 

The metric with the best spectral discriminatory power is the one that leads to the highest ratio between two similar and two distinct spectra (Chein-I Chang 2000).

In order to assess that the orthogonal projection distance is the most appropriate for our purpose, we computed this ratio for the three metrics. We used the hyperspectral simulated data cube from Sect. 3. $s_j$ was set as the spectrum corresponding to the spaxel at the peak of the planet PSF. Each metric was first computed with $s_i$ being the spectrum of a spaxel within the core of the planet, targeting a very similar spectrum to $s_j$. The metric was also computed 20 times with $s_i$ as a random spectrum among all other spaxels, and then averaged to obtain a representative value for distinct spectra. The ratio of the two measurements was then calculated for all three metrics. We obtain 5.76 with the orthogonal projection distance, 4.82 with the cross-correlation, and 1.18 with SAM. Therefore, the orthogonal projection distance is 18% and nearly five times more effective than cross-correlation and SAM, respectively, to distinguish between any two spectral signatures relative to the planet spectrum.