Evaluating hospital performance based on excess cause-specific incidence
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Formal evaluation of hospital performance in specific types of care is becoming an indispensable tool for quality assurance in the health care system. When the prime concern lies in reducing the risk of a cause-specific event, we propose to evaluate performance in terms of an average excess cumulative incidence, referring to the center’s observed patient mix. Its intuitive interpretation helps give meaning to the evaluation results and facilitates the determination of important benchmarks for hospital performance. We apply it to the evaluation of cerebrovascular deaths after stroke in Swedish stroke centers, using data from Riksstroke, the Swedish stroke registry.
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1. Introduction

1.1. Health care provider evaluations

As health records are gathered on an ever larger scale, the quality of care provided can be monitored more systematically [1]. This allows the identification of best practices as well as weaknesses in the care process and hence points to room for improvement. It has been shown to improve health care [2, 3] and reduce costs [4], guiding policy makers towards a targeted distribution of funds. With public dissemination, it could inform patients on their choice of provider [5].

Acceptance of such assessments depends critically on their credibility, including perceived fairness and transparency [4]. The principal issue here is an adequate and well-understood risk adjustment, which avoids patient characteristics (such as age, gender, comorbidity, and severity of illness at hospital admission) confounding the hospital’s outcome evaluation. The need for such adjustment is well recognized, for example, for hospitals with a specific demographic composition. When specialized facilities attract severely ill patients, without adequate risk adjustment, the more negative outlook of the high-risk patients might erroneously be ascribed to lower center effectiveness, seemingly contradicting the expert status.

For benchmarking, objective bounds are required, on which meaningful consensus is best reached if the metric used has a clear and practical interpretation. This challenge grows when results are publicized to a broad audience. Standardized mortality ratios (SMRs) or risk ratios emphasize relative differences, with unclear practical importance [6]. Directly standardized rates evaluate different centers as if they acted on the same (hypothetical) patient population, thereby allowing for direct comparisons. Unfortunately, they may not play a straightforward practical role – counterfactual or otherwise – and could firmly extrapolate the data: there is no guarantee that a center serving its low-risk patients well will perform equally well in a more diverse standard population. Indirectly standardized rates on the other hand evaluate each center
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on its own patient population and compare its own outcome to how a typical (average) center would perform on the same patients. This also entails some extrapolation, but the question answered may be more relevant to policy makers pondering the impact of possible interventions.

While the previously mentioned metrics have a proven track record, more specific, targeted summary measures may better guide the process improvement. Therefore, we will work towards an indirectly standardized outcome on an additive scale, referring to a specific death cause of interest, and with clear, practical implications. We thus hope to promote both acceptance of the method and the inclination to act upon the results.

1.2. The competing risks setting

When a non-negligible proportion of patients dies from causes unrelated to the disease under study, all-cause mortality analyses (using e.g. SMRs or the Cox model) suffer diminished discriminatory power [7]. Through disease-specific event analyses, one may not only recover power but also gain insight [8]. In what follows, we refer to the various competing risks as ‘deaths from different causes’, although in general they need not refer to mortality endpoints.

With competing risks, one often assumes the cause-specific hazards (i.e., the rate of occurrence of a specific event at a given time point \( t \), conditional on survival up to \( t \)) to be proportional, similar to the Cox model for overall survival. Pitfalls exist when interpreting a (cause-specific) hazard ratio as a causal effect or as the sole output of a survival model [9]. Nevertheless, the cause-specific hazard, which represents an observable instantaneous risk among patients who survived so far, is closely linked to the practical clinical experience. It sheds light on the dynamics underlying the force of mortality within a population, even if it does not readily imply observables over an extended period, as the direct competition with other causes intervenes. Surprisingly, even when good treatment postpones a cause-specific event, its incidence may increase if at the same time fewer competing events occur, thus leaving more patients at risk [8]. Vice versa, a cardiology unit that neglects basic hygienic measures may see fewer patients die from heart disease, simply because many of them succumb to nosocomial infections first. Cumulative incidences (i.e., the probability of dying from a given cause prior to a given time \( t \)) will however reflect this and may thus be more relevant when one is interested in the occurrence of events over time.

1.3. An average excess cumulative incidence measure

We will build on the proportional cause-specific hazards assumptions to obtain cumulative incidence predictions based on patients’ measured baseline covariates. Using these expected patient risks, we will contrast for each patient the outcome predicted in his own center with the expected outcome should he be treated at a randomly chosen center. Averaging this contrast over all patients in a given center then yields an ‘excess’ outcome for that center: How much higher is their population’s risk than what it could expect across all centers? By directly referring to the patient mix of the center under study, the excess represents the predicted additional percentage of deaths from the specific disease by time \( t \) in the center, because of being treated in that center. As such, it may be used to compute ‘observable’ quantities such as expected reduction in (cause-specific) mortality or expected cost reduction.

This excess cannot be seen in isolation of the competing cause incidence and is best presented with a careful interpretation in this light. These issues (and others) are discussed in Sections 3 and 4.

In Section 2, we set up the theoretical framework for the evaluation and develop an estimator for the center-specific excess outcome. While we use proportional cause-specific hazards models, other models (like the Fine and Gray model, [10]) leading to cumulative incidence estimates can be used (see the discussion), without fundamentally changing the construction and interpretation of our proposed outcome measure. We discuss the meaning of the excess outcome and propose an extension to evaluate its behavior over time. Technical results on variance estimation are deferred to the Supporting information, together with a small simulation exercise.

In Section 3, the approach is applied to evaluate quality of care in Swedish stroke care centers, based on a database containing information on 187 264 patients from the Swedish stroke registry, Riksstroke. Additional output for the Riksstroke data is presented in the Supporting information. The final section provides conclusions and a discussion.
2. Developing an excess measure in the competing risks setting

2.1. Notation and model assumptions

We consider a sample of \(n\) patients treated in \(m\) health care centers, as indicated by center indicators \(X_{ij} (X_{ij} = 1 \text{ for patient } i \text{ in center } j, X_{ij} = 0 \text{ elsewhere, for } i = 1, \ldots, n \text{ and } j = 1, \ldots, m)\), with \(X_i = (X_{i1}, \ldots, X_{im})\). The reference center \(m\) is typically chosen to be a large-enough center. Without loss of generality, we consider only two possible failure types \(F_j\); one from the cause of interest \(F_i = dfd\) (for death from disease) and one from all other causes combined \(F_j = oc\) (for other causes). The time after admission until failure of either type, \(T_i\), may be censored at time \(C_i\) yielding observed time \(\tilde{T}_i = \min(T_i, C_i)\) until failure or censoring.

We further assume that model covariates include the necessary confounders for the relation between hospital choice and event occurrence. In practice, information on many of the strongest prognostic factors (typically gender, age, some measure of severity of illness at admission, and so on) tends to be available from hospital records or registries. The prognostic factors for the event of interest are denoted \(Z_{dfd}\), those for the other causes \(Z_{oc}\), where both sets may overlap. Although our method technically allows for time-varying covariates, prediction of the cumulative incidence function at time \(t\) then requires knowledge of the entire covariate history up to \(t\), which is not available for each patient (e.g., those who died or were lost to follow-up before \(t\), or with only partial measurements of clinical predictors like blood pressure). One should also avoid to naively correct for covariates whose time evolution may be influenced by the choice of hospital and the care received there, as this removes part of the total hospital effect [11].

For each cause, we assume proportionality at the level of the individual cause-specific hazards

\[
\lambda_j(t; X, Z_{dfd}, Z_{oc}) = \lim_{\Delta t \to 0} \frac{1}{\Delta t} P(T < t + \Delta t, F = j | T \geq t; X, Z_{dfd}, Z_{oc}) \quad \text{with } f \in \{dfd, oc\},
\]

so that

\[
\begin{align*}
\hat{\lambda}_{dfd}(t; X, Z_{dfd}, Z_{oc}) &= \hat{\lambda}_{dfd,0}(t) \exp \left( \beta_{dfd}^T Z_{dfd} + \gamma_{dfd}^T X \right), \\
\hat{\lambda}_{oc}(t; X, Z_{dfd}, Z_{oc}) &= \hat{\lambda}_{oc,0}(t) \exp \left( \beta_{oc}^T Z_{oc} + \gamma_{oc}^T X \right). \\
\end{align*}
\]

The covariate effects on the cause-specific hazard are thus represented by the column vector of regression coefficients \(\beta_{dfd}\), while \(\beta_{oc}\) represents the effects on the competing risks hazard. Center effects are given by \(\gamma_{dfd}\) and \(\gamma_{oc}\), respectively.

Censoring is assumed to be independent (conditional on the model covariates, including center choice) in the sense that the compensators of both cause-specific counting processes are assumed to be unchanged by the presence of censoring (as clarified in [12]).

2.2. Estimating the excess cumulative incidence and its variance

The predicted death-from-disease-specific cumulative incidence at time \(t\) for given covariate values \((x, z_{dfd}, z_{oc})\) is

\[
\hat{F}_{dfd}(t; x, z_{dfd}, z_{oc}) = \hat{P}(T \leq t, F = dfd | x, z_{dfd}, z_{oc}) = \int_0^t \hat{S}(u; x, z_{dfd}, z_{oc}) \hat{\lambda}_{dfd}(u; x, z_{dfd}, z_{oc}) du,
\]

with the estimated overall survival

\[
\hat{S}(u; x, z_{dfd}, z_{oc}) = \exp \left\{ - \exp \left( \hat{\beta}_{dfd}^T z_{dfd} + \hat{\gamma}_{dfd}^T x \right) \int_0^u \hat{\lambda}_{dfd,0}(s) ds - \exp \left( \hat{\beta}_{oc}^T z_{oc} + \hat{\gamma}_{oc}^T x \right) \int_0^u \hat{\lambda}_{oc,0}(s) ds \right\}.
\]

Equations (2) and (3) use the effect estimates \((\hat{\gamma}_{dfd}, \hat{\gamma}_{oc}, \hat{\beta}_{dfd}, \hat{\beta}_{oc})\) together with estimates for the baseline cumulative cause-specific hazards (e.g., Breslow estimates).

We then define the excess cumulative incidence \(E_{jd}\) for patient \(i\)'s profile in the actually visited center \(j\) and the average of his expected cumulative incidences over all centers:

\[
\hat{E}_{jd}(t) = \hat{F}_{jd}(t; x, z_{jd,1}, z_{oc}) - \frac{1}{m} \sum_{c=1}^m \hat{F}_{jd}(t; x_c \equiv 1, z_{jd,c}, z_{oc,1}),
\]

\[\text{Statist. Med. 2015, 34:1334–1350}\]
where \( x_c \equiv 1 \) is to be interpreted as \( x_c = 1 \), and \( x_c = 0 \) for \( c' \neq c \), thus indicating that we plug in the effect of center \( c \), regardless of whether the patient was treated there.

The excess cause-specific cumulative incidence (which we call the ECSCI) for center \( j \) is then the average excess over all \( n_j \) patients in center \( j \):

\[
E_j(t) = \frac{\sum_{i \in \text{center } j} \hat{E}_{j,i}(t)}{n_j}.
\]  

(5)

This compares the expected risk of the patients under current conditions with what is estimated to take place under a reference level of care, which could be interpreted as the level of care expected if center choice was random, among all centers under study.

A pointwise 95% confidence interval for \( E_j(t) \) can be based on asymptotic normality, using a variance \( V_j(t) \) developed along the lines of [13]. This variance incorporates the variances of, and the covariances between, the patient-specific predicted cumulative incidences. Because of the elaborate formulae, we defer the expression for \( V_j(t) \) to the Supporting information. Implementing the complex expression for \( V_j(t) \) is intricate, however, and asymptotic approximations may not hold in finite samples (as indicated by a small simulation in the Supporting information). Variance estimates may therefore rely on alternative techniques such as a wild bootstrap [14] or a jackknife estimate [15, 16]. We apply a parametric bootstrap [17], essentially by fitting our semi-parametric model to the observed data, followed by repeated simulations from the estimated cumulative baseline cause-specific hazards and fitted model parameters, and refitting of the model. The parameters of interest (i.e., the patient-level or hospital-level ECSCIs) can each time be recomputed based on the refitted models, and the empirical covariance matrix over all simulations estimates the true covariance matrix. Under the model assumptions, this approach is relatively simple, fast, and reliable. When model validity is an issue, nonparametric alternatives may be needed, for example, bootstrapping complete observations or paired cause-specific martingale residuals, or alternatively perhaps pseudo-values when using the Fine and Gray model (along the lines of [18]).

More detail on how to perform simulations in the competing risks setting can be found in [19, 20], or [21]. While we used self-written functions switching between SAS and R, implementation of the entire analysis in standard software packages can use for example the mstate package in R [22] or the CumInc and CumIncv macros in SAS [23].

### 2.3. Interpretation and alternative excess definitions

\( E_j(t) \) gives the absolute percentage of additional events of interest that are expected to occur prior to \( t \) in center \( j \), over and above to the risk center \( j \)'s population would experience on average over all centers. It is intuitively interpreted from an intervention perspective as the proportion of a center’s patients that would be saved, were they to be directed to any of the available treatment centers at random. Therefore, a positive ECSCI indicates an increased cause-specific mortality.

This interpretation is illustrated by the toy example in Table I. In a population of three centers, we study center 1 that has seen two patients with profiles \((z_{d|d}, z_{oc|d}, x_1 = 1)\) and \((z_{d|d}, z_{oc|d}, x_2 = 0)\). The evaluation of center 1 is based on the predicted incidence for its two patients; in center 1 on the one hand (0.10 and 0.16, respectively) and averaged over the three centers on the other (0.09 and 0.14, respectively). The ECSCI of center 1 is 1.5%, indicating that the patients in center 1 are expected to have a 1-year \( d|d \)-specific cumulative incidence that is 1.5 percentage points higher than what is expected if they were to visit a randomly chosen center.

| Table I. Numerical example of the composition of an excess cumulative incidence. |
|---------------------------------|--------|--------|
| Center 1 | \( \hat{E}_{d|d}(t = 1; z_{d|d}, z_{oc|1}, x_1 = 1) \) | 0.10   | 0.16   |
| Center 2 | \( \hat{E}_{d|d}(t = 1; z_{d|d}, z_{oc|2}, x_2 = 1) \) | 0.09   | 0.11   |
| Center 3 | \( \hat{E}_{d|d}(t = 1; z_{d|d}, z_{oc|1}, x_2 = 0) \) | 0.08   | 0.15   |
|         | \( \frac{1}{2}(0.1 + 0.09 + 0.08) = 0.01 \) | \( \frac{1}{3}(0.16 + 0.16 + 0.15) = 0.02 \) |
|         | \( \hat{E}_{1|1}(t = 1) = 0.02 \) | \( E_1(t = 1) = 0.015 \) |
Definition (4) contrasts the performance of the hospital under study to that of the complete population of hospitals. The excess can be redefined by changing the comparator term to reflect the difference with an external benchmark, a specific reference center, or another ‘average’ of centers (e.g., weighted by number of patients to reflect the higher chance of patients of turning to the larger center).

Alternatively, one could easily compare with what is expected in ‘a hospital’ that lies centered in the observed log cause-specific hazard ratio space by using effect-coded hospital dummies (as shown in the Supporting information). It is however harder to imagine what kind of center this reference would be. Alternatively, a known target benchmark could provide a natural comparator. However, patient profile-specific benchmarks in incidence terms are typically not available, prohibiting effective risk adjustment. Therefore, the incidence based on some prespecified quantile (e.g., the 75th percentile, as in [24]) of the log cause-specific hazard ratios is sometimes used.

As an indirectly standardized outcome, the ECSCIs for different centers relate to different underlying populations (those actually observed in each center). Therefore, direct comparisons of excesses, or the comparison of one excess against a quantile of the overall excess distribution, should be treated with care. Alternatively, one could sum over the whole patient population in Equation (5), leading to a directly standardized excess. Comparisons then seem more readily made, as parameters refer to the same population, although there is no guarantee that a hospital’s performance carries over to a different patient mix. This extrapolates the expected performance to the full study population, with likely different compositions than the originally treated one. Changing the summation in Equation (5) further can address a center’s potential performance in a specific patient subset, for example, in older patients and patients with diabetes.

A ‘deleted’ excess, averaging over all centers except for the one under study, may better distinguish excesses that are truly different from 0. This could then be interpreted as the expectation should the current center be closed and patients randomly distributed over the remaining centers. To reflect such closure more realistically, one could use weights reflecting the propensity of patients for redistribution to nearby centers. In such case, one should account for possible effects of distance to hospital in the risk adjustment and always correct the value of this risk factor in the various terms of the summation in Equation (4).

Finally, ceiling effects may occur in extremely high-risk or low-risk populations. When virtually everyone (no one) experiences the event of interest, the cumulative incidence quickly approaches 1 (0), leaving little room for an additional increase (decrease) in incidence due to hospital performance. This gives a practical upper (lower) bound close to zero on the excess. Differences in excess will then be small, reflecting that the choice of hospital matters little in this respect. The direct comparison of excesses should be carefully interpreted in this light when populations are extremely diverse. Furthermore, this emphasizes the importance of discriminatory power when choosing an appropriate outcome to evaluate quality of care. Ceiling effects may be mitigated by using a relative measure of attributable incidence, for example, along the lines of the excess fraction of Greenland and Robins [25].

2.4. The excess risk building up over time

In many diseases and for many routinely used clinical parameters, consensus exists about the time over which information is to be accrued, for example, a 5-year survival among breast cancer patients or a 30-day survival in intensive care units. This choice of evaluation time is important when using the ECSCI. Enough time should elapse to allow the quality of treatment to play its role, but it should also not stretch too far into the follow-up, as center differences may disappear under the natural course of disease. An optimal evaluation time depends on the expected cause-specific hazards and their evolution over time, interpreted in light of the character of the disease and its treatment. For this choice, it may be instructive to assess the buildup of the ECSCI $\hat{E}_i(t)$ over an extended period of follow-up.

Because cumulative incidences build up over time, the ECSCIs (and any differences between them) will change with $t$, even if the (relative) quality of care remains constant. This comes in part from the interplay of the baseline cause-specific hazards changing over time while being scaled by the appropriate hazard ratios. Also, with different baseline patient populations between centers, the differential selection of less frail patients with $t$ matters.

Capturing real center-specific changes in performance over the course of disease (e.g., because of the provided care trajectory) requires more flexible models than model (1). With enough data on all centers,
one could use models stratified by center. However, in many realistic settings, small centers appear, where the performance of such analysis may suffer from a limited number of events. Including parametric time-varying center effects may then offer an alternative:

\[ \lambda_f(t; \mathbf{X}, \mathbf{Z}_f) = \lambda_{f,0}(t) \exp \left( \beta_f^T \mathbf{Z}_f + \gamma_f^T(t) \mathbf{X} \right) \quad f \in \{ df, oc \}. \] (6)

In practice, simple parametric models (such as piecewise constant models) for the center effect as a function of time often provide sufficient flexibility while at least approximating the real changes over patient time. Selection of the number and position of change points may use both subject knowledge (e.g., when inpatient care only lasts for a fixed period) and formal model selection strategies (e.g., by minimizing a cross-validated partial likelihood [26]). More flexible options (e.g., through cubic splines) may require more events in each center, which may be infeasible.

While being slightly more involved, the computation of the ECSCI function can largely proceed as before. The resulting plots of the various \( \hat{E}_j(t) \) should be interpreted with care. Even if the underlying cause-specific hazard ratios suddenly change, changes in the cumulative incidence will lag behind as event rates need to accrue over time. Furthermore, many diseases evolve slowly, and the cause-specific hazards may only react to detrimental therapeutic events years after the fact.

2.5. The presence of small centers

In general screening or surveillance of hospitals, centers with only few patients may appear. This may lead to extreme, and unstable, estimates or even fitting problems as monotonicity of the partial likelihood becomes an issue. This may be avoided with an appropriate likelihood penalization, such as the Firth correction [27, 28]. While this reduces the bias for the cause-specific log hazard ratios, such reduction for the derived ECSCI is less clear.

The shrinkage that results from the Firth correction, from other penalizations [29], or with popular hierarchical models, such as random effects models [30, 31], will typically reduce the power to detect abnormal excesses [32]. This is most severe in smaller centers, which may be especially problematic if volume effects are suspected. Recent research suggests that the Firth correction stabilizes the estimates, while shrinking them less than for example normal random effects models do [24, 33]. Other attempts to restore the power have been proposed, for example, by setting up a whole investigative framework [34].

In the Riksstroke application of Section 3, these issues do not play, as all centers there are large enough. Therefore, we do not apply any regularization technique.

3. The Swedish Riksstroke registry

3.1. Introduction to the data

Our method is applied to analyze data from the Swedish stroke registry, Riksstroke (http://www. riksstroke.org/eng/), which contains information from all Swedish hospitals admitting patients with acute stroke, with the aim of monitoring and supporting the quality of care for stroke patients [35]. Our goal here is to evaluate the centers’ performance in terms of the newly proposed ECSCI measure, evaluated at 1 year after admission for acute stroke, and to compare this with other, more commonly used, approaches.

The original data set contained both patient-level and center-level covariates for 219 573 acute stroke admissions to 90 hospitals, conveying information on patient mix, treatment received, and hospital type. Consciousness at admission was used as a proxy for disease severity. After restricting ourselves to first admissions between January 1, 2001 and December 31, 2009 (removing 32 103 admissions) and removing a limited number (206) of observations with clear data entry errors, the final database-contained information on 187 264 patients was distributed evenly over time (although slightly fewer patients are registered during the summer months). Among these, 14 464 patients had one or more covariate values missing, mainly in the smoking indicator (14.1%). No pattern was found in the distribution of missingness across centers, although the missingness rates for some variables decreased over time. We added covariate-specific missingness indicators as separate predictors in the model, as missingness was sometimes associated to unconsciousness at admission and thus appeared to be explained in these cases. Tables II and III offer a summary description of the categorical data, and Figure 1 shows the age distribution. Lindmark et al. [36] provide more background information on the Riksstroke registry.
Table II. Distribution of the binary covariates in the Riksstroke data set, in percent.

| Coding          | 0    | 1    | Missing |
|-----------------|------|------|---------|
| Sex             | Women/men | 49.7 | 50.3    | 0       |
| Previous stroke | No/yes | 79.9 | 18.2    | 2.8     |
| Diabetes        | No/yes | 79.0 | 19.7    | 1.2     |
| Atrial fibrillation | No/yes | 72.0 | 25.9    | 2.1     |
| Dependence in personal activities of daily living | No/yes | 88.9 | 9.3     | 1.8     |
| Treatment for high blood pressure | No/yes | 46.6 | 51.2    | 2.3     |
| Current smoker  | No/yes | 72.5 | 13.4    | 14.1    |
| Institutional living | No/yes | 90.8 | 8.6     | 0.7     |
| Living alone    | No/yes | 50.1 | 49.0    | 0.9     |

Table III. Summary of the categorical covariates in the Riksstroke data set, in percent.

| Stroke subtype | ICD I61 | ICD I63 | ICD I64 | Missing |
|----------------|--------|--------|--------|---------|
|                | 11.9   | 83.6   | 4.6    | 0       |
| Consciousness at admission | Alert | Drowsy | Unconscious | Missing |
|                | 81.0   | 12.4   | 5.4    | 1.1     |
| Education      | Primary | Secondary | University | Missing |
|                | 41.0   | 26.5   | 10.3   | 22.2    |

ICD, International Classification of Diseases.

Figure 1. The distribution of the ages in the data set.

We consider two types of death cause: cerebrovascular diseases (International Classification of Diseases coding I60–69) and all others combined, referred to as death from disease (dfd) and other cause (oc), respectively. Follow-up ended on December 31, 2010, with a median of 5.5 years, for a total of 1,030,312 years of follow-up, during which 36,578 patients died from cerebrovascular disease and 59,076 died from other causes. The overall survival was estimated at 75.0%, 61.4%, and 49.7%, after 1, 3, and 5 years, respectively (standard error < 0.26% for all).

Only administrative censoring occurs (in 91,610 observations), as the use of the personal identification number allows linkage to the Swedish cause-of-death register, managed by the Swedish National Board of Health and Welfare. However, in other settings, linkage to a death register may not be possible or may only be performed irregularly. Using models that cannot deal with censoring would effectively prohibit yearly reporting in such settings. By evaluating at 1 year after admission in this paper, the death status of all patients is known. For the purpose of this paper, this allows the calculation of quality measures that cannot easily cope with censoring (e.g., based on logistic regression), for comparison with our ECSCI outcome.
3.2. Model building

When risk adjustment was needed, we applied forward model building referring to the two-sided 5% significance level. For the continuous age and income variables, various modeling options were investigated: linear effects, piecewise constant effects with various cut points (inspired by percentiles and residuals), and piecewise linear models with attached knots.

Eventually, for all models (logistic and cause-specific proportional hazards), all categorical covariates of Tables II and III were included (with missing as a separate category, if applicable). Separate dummies for each year were included, as were health care center indicators. The month of admission was dichotomized to indicate winter months (defined as November, December, January, and February), but was not retained in the proportional other cause-specific hazard model because of a lack of significance.

Income (adjusted to the 2009 consumer price index) was consistently modeled through a piecewise constant log hazard ratio at 81,500, 123,600, and 224,200 Swedish Kronor (SEK) (the approximate 10th, 50th, and 90th percentiles). Missing and negative incomes constituted separate categories with constant risk levels. Age was modeled by a piecewise linear model with attached knots at ages 50, 60, and 70 years (the 3rd, 11th, and 27th percentiles). At age 80 years (59th percentile), a disjoint knot allowed for an additional effect of the missingness of education level above this age (as described in [36]), and a final attached knot was applied at age 90 years (88th percentile). The Supporting information shows a schematic of the age dependence allowed by the model.

3.3. Two standard analyses

A first impression of the data per hospital is given by two often-used outcomes: first, the observed mortality at 1 year after admission, and second, a risk-adjusted (indirectly) SMR (RSMR). In the presence of censoring, the former would require a Kaplan–Meier estimate. For the latter, risk adjustment proceeds through a logistic regression model for the death status at 1 year, with the RSMR calculated as

\[
RSMR = \frac{\sum \exp(\hat{\beta} z)}{1 + \exp(\hat{\beta} z)} \frac{1}{\sum \exp(\hat{\beta} z_0)},
\]

where summations run over all patients in the center under study, \(z\) generically represents the complete set of predictors (including hospital indicators), \(\hat{\beta}\) the parameter estimates from the logistic regression, and \(z_0\) the set of predictors, with hospital indicators changed in such a way that the hospital log odds ratio becomes the average over all hospitals of all estimated log odds ratios. In this way, the numerator reflects the number of predicted deaths in the observed hospital, under its current care level, while the denominator reflects an expected number of deaths in the observed hospital, but under the average care level observed over all hospitals. We estimate the uncertainty on the RSMR using a parametric bootstrap with 100 replications.

Often, RSMRs are based on hierarchical logistic regression models [37], mainly to overcome fitting problems related to small centers. This can however decrease the power to detect signals and introduces additional assumptions. Because sample size is not an issue in our data, we simply avoid these issues by using plain logistic regression.

Figure 2(a) shows that the two analyses are clearly correlated, reflecting that the difference between a crude and a risk-adjusted view of the mortality is often small. This is due to stroke being an acute illness for which patients rush to the nearest hospital. This leads to limited selectivity, thus to largely similar case mixes across hospitals, and to summations over roughly similar populations in the RSMRs for all hospitals. This would also lead to some correspondence between direct and indirect standardizations results.

For the crude mortality, a typical analysis flags the top and bottom 10th percentile centers. For the RSMR, results often focus on significance. Figure 2 shows both approaches, where a center is seen in orange if it is either one of the top 9 (mortality under 21.15%) or bottom 9 (mortality above 28.9%) centers in terms of observed mortality, or if its RSMR is significantly different from 1. If both criteria are met, it is represented in red.

In one center (indicated by an arrow in Figure 2(a)), both outcomes clearly differ: the observed mortality is very low, while the RSMR is very high. This is due to a very specific case mix, with more young patients with high socioeconomic status, who are mostly conscious at admission. This results in a low
observed mortality, although it is higher than what could be expected in a similar population receiving average care.

3.4. An additional quality measure: the all-cause excess

Before analyzing the ECSCIs, we present an all-cause excess for a given center \( j \), defined as

\[
E_j(t) = \frac{\sum_{i \in \text{center}_j} \left( F(t; x_i, z_i) - \frac{1}{m} \sum_{c=1}^{m} F(t; x_{i,c} \equiv 1, z_i) \right)}{n_j},
\]

where \( z \) holds the risk factors for all-cause mortality, \( x_{i,c} \equiv 1 \) is to be interpreted as ‘\( x_{i,c} = 1 \), and all other \( x_{i,c'} = 0 \)’, and where the all-cause cumulative incidence at time \( t \), \( F(t; x_i, z_i) \) can be derived from an all-cause proportional hazards model (as in our Riksstroke analysis later) or from separate cause-specific proportional hazards models. While this all-cause excess is considerably less complex than the ECSCIs, variance expressions are still difficult and are most easily obtained through bootstrapping.

Arguably, such an excess all-cause incidence is more of direct interest to patients concerned with their lives than the ECSCIs. Furthermore, in some sense, it bridges the gap between the RSMR on the one hand (being a relative measure of all-cause outcomes) and the two ECSCIs on the other (measuring absolute cause-specific differences).

For the Riksstroke data, a relatively strong correlation exists between this all-cause excess (calculated at 1 year of follow-up) and the RSMR, as shown in Figure 2(b). Even so, some large RSMRs lead to limited expected excess deaths and vice versa. For patients, the all-cause excess may be more intuitive: It gives the number of deaths expected above or below the expected average, in 100 treated patients, while the RSMR reflects a proportional change in an unspecified base mortality.

3.5. Analysis of the ECSCIs

Figure 3 shows the observed cumulative incidences for both causes in the first year after stroke, revealing the relative importance of both death causes. Initially, cerebrovascular deaths occur more often than other-cause deaths, but after a few months, the rate of cerebrovascular deaths drops, and after 1 year, the cumulative incidence of both death types is roughly similar (13.1% for cerebrovascular deaths and 11.8% for the other causes).

The two cause-specific proportional hazards models were built as described earlier. Time-varying covariate effects were not pursued after informal assessment of the Schoenfeld residuals. The two models were identical apart from the omission of the winter month indicator in the other cause model. Results are summarized in Tables 3, 4, 5, and 6 in the Supporting information. For some covariates that are self-reported at admission (e.g., smoking), the hazard in the ‘missing’ category is much higher. The missingness there may in part be related to the severity of the stroke or even the patients’ early death.
Figure 3. Comparison of both observed cumulative incidences. Full line, cerebrovascular deaths; striped line, other cause deaths.

Figure 4. Funnel plot of the stroke-related ECSCIs. The inner lines represent 5% significance tests, and the outer ones 0.2%.

Excess cause-specific cumulative incidences are estimated at 1 year after admission. Their uncertainty is estimated using 100 parametric bootstrap samples, which appeared to be sufficient to yield stable variance estimates.

When objective benchmarks for performance are desired, results are often presented in a funnel plot (Figure 4). Lacking an interpretable parameter that unambiguously drives the variance (which would typically be the center size), we plot the excesses against their bootstrap-estimated standard errors. This reverses the direction of the x-axis, compared with a typical funnel plot, and leads to straight 95% and 99.8% reference lines in Figure 4. By not referring directly to the size of centers on the x-axis, this further protects their anonymity, should this be an issue. More stringent reference levels can be used to protect against inflated family-wise error rates or allow for overdispersion.

With a 1-year cerebrovascular death incidence of approximately 13%, the spread in ECSCIs from plus to minus 5% (with prime concern for high positive values showing increased stroke-related mortality) represents substantial variation between centers. The funnel plot further shows that many more estimates fall outside the boundaries than expected under their respective significance test levels. This is not uncommon for health care evaluation outcomes [38] and reflects the existence of a substantial between-center variation component, even after the initial risk adjustment. Parallel to the difference between statistical and practical significance, the question now becomes, which deviations are acceptable and which are not? Here, the interpretability of the excess outcome proves useful and helps in achieving consensus on
Figure 5. Funnel plot showing the possible overlap between the 95% confidence intervals for the ECSCIs and a target excess level of 5%, and the different regions of evidence.

A well-understood target excess level, deemed important enough to lead to a (provisional) labeling of the center. This level could be added to the funnel plot as a horizontal line.

The choice of such an appropriate level typically depends on many factors, including disease under study, outcome of interest, baseline risk, and so on. With an observed population risk of 13%, an intuitive argument with practical implications could be that a surplus incidence below 5% is acceptable; otherwise, immediate action is needed. Another argument could use the health economic impact of certain excess incidence levels.

Standard hypothesis tests (as in e.g. [39]) exclusively control the type I error. Nevertheless, the cost of not detecting suboptimal performance might be high, a concern that becomes more pressing when low volume centers are at risk of lesser performance. Also, for very large centers, very small observed effects may become significant but may still be far from clinically relevant. One simplified way to address this checks whether 95% confidence intervals fall below a prespecified level of clinically important excess incidence, overlap with such level, or surpass it completely, as already carried out in the context of clinical trials [40]. This leads to different areas of performance on the funnel plot in Figure 5, where 5% ECSCIs are targeted. Confidence intervals lie completely between the two target levels of 5% and −5% in the white area, overlap with at least one of these two levels in the light gray area (red intervals), or lie completely beyond one target level in the dark gray area. Although the confidence intervals add little information to the plot, they clarify that the confidence intervals of significant ECSCIs do not always overlap with the target 5% level. Conversely, for the outer right excess (highest standard error), there is an overlap, reflecting that, with this substantial uncertainty, the true ECSCI value may actually be of the clinically interesting 5% level. This approach may be particularly appropriate for screening purposes, where multiple testing issues [38] force one to consider target rates for different errors explicitly. The discussion further points to a method that can provide a chosen balance between power and type I error in this setting.

3.6. Comparing different-cause excesses

As with cumulative incidences, one should be careful in drawing conclusions from the ECSCI for one death cause in isolation. An increased ECSCI of one event type may indeed result from poor treatment to avoid this event, but could also result from a more efficient treatment against other causes. Therefore, competing risks should be inspected, either through their separate excess, their cumulative incidence, or perhaps even at the level of the cause-specific hazard ratios (and accounting for the relative importance of both cause-specific hazards).

Figure 6 shows the ECSCI of interest as a function of the other cause ECSCI. Most concern lies with the upper right corner where the incidence of both causes is increased, while it is decreased for both causes in the lower left corner. The figure reveals that the magnitude of the excesses of other cause deaths is substantially smaller than that of the cerebrovascular deaths. This suggests that treatment quality differs between hospitals, affecting the probability of (primarily early) stroke death, while the short-term hospitalization has less impact on the long run (primarily other cause) death probability. While some hospitals see a negative excess on one cause, together with a positive excess on the other,
Figure 6. Comparison of the excess measures for both death types, with indication of the local average (full line) and null effects (striped lines).

Figure 7. Comparison of the various analyses. Reference lines are drawn at 0% for the two ECSCIs, at 1 for the RSMR and at the 10th and 90th percentile for the observed mortality. The nine centers with the highest, and the nine with the lowest, observed mortality are shown in red; the centers discussed in the text in green.

this is not systematically so. Ergo, there are centers whose improved stroke care also results in higher overall survival.

3.7. Comparison of the ECSCIs and the two standard analyses

Figure 7 shows no overwhelming correlation between the risk-adjusted excesses (named ECSCI_dfd and ECSCI_oc here) that only reflect cause-specific events and the crude overall mortality. Because the other-cause excesses vary less than the stroke-related death excesses, they form the smaller part of the observed variation in crude mortality, leading to a smaller correlation, also with the RSMR.
The added value of the ECSCIs is further illustrated in Figure 7. Hospital 1 (big green dot, lower left corner of the RSMR versus crude mortality panel) scores well both on observed mortality (19.96%) and RSMR (0.734). The ECSCIs suggest that this is mainly due to excellent performance in terms of stroke-related mortality (ECSCI_dfd=-5.73%), while it is more average for the other causes, with an excess of only −0.5%. Hospital 2 (big green dot, upper right corner of the RSMR versus crude mortality panel) has a very high observed mortality (29.62%) and the highest RSMR of all hospitals (1.22). The ECSCIs reveal that it does actually better than average for other causes (with an excess of −0.54%), while the number of stroke-related deaths is strongly increased: with an excess of 3.72%, per 100 patients treated for acute stroke almost four more are expected to have suffered stroke-related deaths after 1 year than under average care.

Apart from specifying which part of the care process is likely running exceptionally well or poor, the ECSCIs’ values are also more directly informative than the RSMRs. Hospital 3 lies central in the RSMR versus crude mortality panel and is not significant in terms of RSMR nor is it in either of the outer 10th percentiles of crude mortality. However, looking at the two ECSCIs, it shows both one of the largest stroke-related excesses (2.79%) and one of the largest negative other-cause excesses (−1.20%). These largely offset each other when recombined into an all-cause analysis. While ECSCIs allow such direct comparison of the effect sizes on the two causes, this is more difficult with for example two cause-specific SMRs. Still, evaluations like these, distinguishing among deaths causes, are important in guiding processes evaluations in a hospital.

3.8. Comparison of the ECSCIs and the all-cause excess incidence

The combined information in the cause-specific ECSCIs matches that available in an all-cause excess, as evidenced by the correlation of 97.7% between the all-cause excess and the sum of the two ECSCIs. Furthermore, the values of the two are very close (as seen in Figure 5 in the Supporting information). Small deviations arise from differences in the underlying models.

While the all-cause excess incidence is appealing to patients, for policy makers, a decomposition into cause-specific excesses may be useful, as it localizes problems with delivered care more precisely. The comparison between the two separate ECSCIs and the all-cause excess in Figure 8 shows this.

For example, Figure 8(a) shows one center (indicated by an arrow) with very low all-cause excess (indicating decreased mortality), while its dfd-specific ECSCI is rather average. This indicates that it is mainly the general care in this facility that is excellent (as panel (b) confirms), while the stroke specific care is merely up to standard. In another indicated center, the all-cause excess is practically 0, masking the fact that the stroke-related mortality is in fact one of the lowest, while it is the other-cause mortality that is increased, possibly indicating problems with the general care.

3.9. Using the cause-specific hazard ratios as evaluation criteria

Contrasting the ECSCIs with the log cause-specific hazard ratios (the $\gamma$s) may be interesting, because they are alternative quality measures that are much easier to calculate. Still, while these hazard ratios
offer a purer perspective on underlying effects playing primarily on one type of outcome, their meaning is hard to operationalize and often leads to confusion [41–43].

The dependence between both measures is clear in our setting, as illustrated by a correlation of 99.1% between the excess stroke-specific incidence and the log stroke-specific hazard ratios \( (\gamma_{de}) \) associated to the various centers, and a correlation of 90.9% between the excess other cause-specific incidences and the log other cause-specific hazard ratios \( (\gamma_{oc}) \). The latter correlation is weaker, as the other-cause effects are less variable. The comparison of these various quantities is shown in Figure 7 of the Supporting information.

Because the agreement between both approaches is not perfect and depends on the setting, and because the interpretation of the excesses is more directly useful by relating to an observable risk, we feel that it is worth reporting the ECSCI, instead of (or at least next to) the cause-specific hazard ratios.

4. Discussion of the methodology and concluding remarks

We have presented a novel approach to the evaluation of disease-specific outcomes among health care providers, based on a cumulative incidence in excess of the expected incidence for the same population, under the average care level across all hospitals. The contribution of this new measure (which we call an ECSCI) lies in its intuitive interpretation, grounded in the clinical experience with a hospital’s observed patient mix: it is directly relevant to clinical practice and provides a basis for meaningful discussion among stakeholders, for example, on appropriate benchmarks and standards to strive for. Building the measure on standard cause-specific hazards models facilitates the statistical approach to case-mix adjustment.

Compared with SMRs, a considerable advantage of our measure is its additive nature on the probability scale. In the relative SMR measure, large effects may still refer to a minor impact on numbers of deaths, when the baseline is low. As such, these do not necessarily indicate clinically important differences.

Generally speaking, an excess incidence does not necessarily indicate a number of ‘avoidable deaths’, an issue that may sometimes be misunderstood [44]. There is always the caveat that baseline risk adjustment may not be adequate; for example, socioeconomic factors and comorbidities are rarely fully accounted for. Even with adequate risk adjustment, observed death numbers are subject to random fluctuations. Furthermore, a careful follow-up analysis (that goes beyond a purely statistical investigation) should identify factors involved when a high excess is observed. While some of these factors may be influenced through hospital policy, this is not always the case, and there may not always be room for improvement. Nevertheless, we feel that from a technical, statistical perspective, naming our outcome an ‘excess’ seems appropriate, and warn against overly simplified and far-reaching interpretations.

In risk adjustment models, covariate-by-center interactions locate care improvement needs in specific patient groups, but their inclusion also quickly leads to computational problems. Very recent research [45] shows that, when patient mixes are roughly similar between centers, omitting existing interactions from a risk adjustment model has little impact on derived standardized mortalities (be it direct or indirect standardization). We expect that ECSCIs behave similarly, allaying concerns about possible unmodeled interactions in the Riksstroke setting, where patient mixes are similar because of the acute need for treatment after stroke. When interactions are present in the model, separate ECSCIs for different patient groups illustrate that, while excellent care saves lives in one patient group, lives are lost by suboptimal care in another. Such ECSCIs are obtained by restricting the summation in Equation (5) to the relevant patients. Similarly, the individual patient ECSCIs from Equation (4) can be plotted against continuous risk factors (e.g., age).

Although our presentation focused on the use of proportional cause-specific hazards models, the proposed excess measure is generic and can use any model to obtain the cumulative incidence. When the proportional cause-specific hazards assumption is deemed incorrect, one could use extensions of the Cox model (e.g., including time-varying effects) or apply an additive hazards model. One obvious alternative is the Fine and Gray model [10], which assumes proportionality on the sub-distribution hazard scale. Vertical modeling also allows the modeling of the cumulative incidence in a more direct way, by explicitly separating the modeling of event time and event type [46]. When focusing on the evaluation at one specific time point \( t \), one could fit models by minimizing the prediction error at \( t \) [47]. A decisive criterion to choose between options may be their predictive strength at time \( t \). Finally, having reliable diagnoses of death causes is essential to cause-specific analyses. In practice, however, administrative and diagnostic
errors happen. When their prevalence is known, the excess evaluation can proceed using the correction method in [48].

The excess measure forms a useful basis for health economic evaluations. When the one-time cost to patient, hospital, or society linked to the occurrence of a specific event is known, multiplying the ECSCI with that expected cost and the number of patients in a center translates into monetary value lost (or gained) due to center performance. When the repercussion of the occurrence of an event is accumulating over time, viewing the excess as a function of time allows one to estimate a total number of event-free years gained and the associated cost benefits (as in [49]). Similarly, with an appropriate weighting scheme, the quality-adjusted life years gained can be estimated. However, as the single-cause excess does not translate exactly into life years gained, one will need to integrate over both cause-specific excess measures.

While we have restricted ourselves to a health care setting, quality evaluations with similar issues arise in other settings. Education evaluations may, for example, study the time to reach a specific educational attainment as a measure of quality. When dropout for various reasons comes into play (e.g., [50]), the developed methodology could serve there as well.

Future work will focus on the most appropriate way to track hospital performance over calendar time. Choosing an appropriate benchmark is challenging, as the comparison of excesses over different years requires a relatively stable reference. Depending on the choice made (e.g., an average over all centers admitting patients in a 5-year window), correlations between excesses may complicate their formal comparison. One may base the comparator on the past performance record of the center under study, rather than on the average contemporary performance over all other centers. Again, the covariances appearing in such a longitudinal development need to be studied in more detail.

The formal benchmarking of health care quality is another open challenge. The current focus lies on standard hypothesis tests (e.g., [51] or [52]), which are primarily concerned with the protection against type I errors, that is, not wrongly labeling a center as ‘different from the norm’. However, missing poor quality of care is at least as important when seeking care improvement, highlighting a concern for type II errors. The relative importance of both types of error also depends on their impact in the setting at hand, for example, depending on the resulting action (either confidential feedback or public dissemination of results), or on the outcome under study (e.g., weight loss after a gastric bypass or mortality after cardiac surgery). Furthermore, a p-value-driven approach may not always target outcomes with practical importance, either by selecting small effects measured with great precision or by not picking up large effects measured in small centers. A so-called balanced test [53] can address such issues in a flexible way, by striking a desired balance between type I and type II errors for a meaningful effect size. This would use the more informative approach to specify in advance what amount of t-year excess risk is reasonably acceptable for a given disease in a given setting and then targets detection of ‘significant’ deviations from this. Because of its intuitive interpretation, the ECSCI presented here is well suited for the specification of such effect size of interest.

The excess measure presented in this paper hopes to provide a useful addition to the currently used methodology. The promise of care improvement through evaluations is enhanced when clear and intuitive outcomes are used, allowing for meaningful discussions on relevant deviations from the norm.
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