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Abstract

One reason for the emergence of bias in AI systems is biased data – datasets that may not be true representations of the underlying distributions – and may over or under-represent groups with respect to protected attributes such as gender or race. We consider the problem of correcting such biases and learning distributions that are “fair”, with respect to measures such as proportional representation and statistical parity, from the given samples. Our approach is based on a novel formulation of the problem of learning a fair distribution as a maximum entropy optimization problem with a given expectation vector and a prior distribution. Technically, our main contributions are: (1) a new second-order method to compute the (dual of the) maximum entropy distribution over an exponentially-sized discrete domain that turns out to be faster than previous methods, and (2) methods to construct prior distributions and expectation vectors that provably guarantee that the learned distributions satisfy a wide class of fairness criteria. Our results also come with quantitative bounds on the total variation distance between the empirical distribution obtained from the samples and the learned fair distribution. Our experimental results include testing our approach on the COMPAS dataset and showing that the fair distributions not only improve disparate impact values but when used to train classifiers only incur a small loss of accuracy.
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1 Introduction

Datasets that under or over represent certain populations can be an important source of bias and discrimination in ML and AI systems that use such datasets for training or end-use \[20, 5, 17\]. The class of pre-processing methods to control bias in AI systems aim to “correct” for these sampling biases across protected attributes such as gender and race. The general goal therein is to either ensure that the representation of protected populations in the datasets is consistent with the ground truth, or in the case of supervised learning (when the data points come with additional class labels) to ensure that the dataset satisfies statistical parity-like or group fairness conditions. A more general goal, and the focus of this paper, is to learn a distribution that does not suffer from these biases while being as “close” as possible to the distribution from which the given samples were drawn.

Prior approaches towards these goals include modification of protected attributes \[14\], weight assignment to samples \[4\], probabilistic transformation of the dataset \[6\], and new sample generation via generative adversarial networks (GAN) \[19, 21, 24\]. The approach of \[4, 14\] involves either removing sensitive attribute information or relabelling/re-weighting samples to ensure they are fair. While the resulting dataset satisfies the fairness constraints, this method cannot be used in scenarios where the classifier is insensitive to noise or does not accept weighted samples. \[4\] also suggest a randomized transformation of the samples based on the solution of an optimization problem they formulate to learn a fair distribution using the samples. Their method assumes the availability of the prior distribution or a large number of samples. It also involves enumeration of probabilities for the points in the domain and, hence, can be infeasible for larger domains. The GAN-based approaches \[19, 21, 24\] are inherently designed to simulate continuous distributions and are not optimized for discrete domains that we consider in this paper. While \[8, 24\] suggest methods to round the final samples to the discrete domain, it is not clear whether such rounding procedures preserve the distribution for larger domains. A recent work of \[6\] presents an optimization-based approach to the problem of learning a distribution that is close to the empirical distribution induced by the samples subject to group and individual fairness constraints. While their approach is theoretically founded and general, it is not feasible for large domains as the running time of the distribution is at least the size of the domain, which can be exponential in the dimension of the data.

We propose a novel approach to learning a “fair” distribution that relies on the maximum entropy optimization framework. The maximum entropy framework is widely used to learn a probabilistic model of data from samples by finding the distribution over the domain that minimizes the KL-divergence with respect to a prior that is consistent with the statistics, such as the expectation vector, of the observed samples \[10\]. When the prior distribution is uniform, the distribution that minimizes KL-divergence maximizes entropy; hence the name. A remarkable feature of this framework is that by passing to the dual optimization problem, one can represent optimal distributions over exponentially-sized (in dimension of the data) domains using a small number of variables \[22\]. Leveraging on the recent theoretical developments on the computational aspects of this problem \[22, 23\], along with new algorithmic and structural results about maximum entropy distributions, we show that our framework addresses multiple problems faced in prior work – 1) it can generate unseen data points, 2) it comes with “knobs”, in the form of the expectation vector and the prior distribution, that allows one to control and provably guarantee the extent of representation and statistical parity fairness, 3) it supports discrete distributions, and 4) it comes with a new provably efficient second-order algorithm. We also provide quantitative bounds on the total variation distance between the empirical distribution obtained from the samples and the learned fair distribution (Section \[10\]).

Unlike the re-labeling/re-weighting approach of \[14\], we do not modify the original dataset but rather try to learn the underlying distribution of the dataset with modified marginals of the
distribution to ensure fairness. Since the max-entropy distribution can be efficiently represented using the dual program, our framework does not suffer from the enumeration problem of [4] and the inefficiency for large domains as in [6]. Finally, we do not need to employ any kind of rounding procedures used in [8, 24] and are guaranteed that the final distribution is restricted to the domain we choose.

We evaluate the fairness and accuracy of the datasets generated using our framework on the COMPAS dataset, with gender as the protected attribute. To ensure high disparate impact of the output dataset, we use a prior that assigns weights in a particular way to samples in the dataset. The expectation vector input to the maximum entropy program is either the weighted mean of the dataset or the uniform mean with balanced sensitive attribute. The distribution obtained using the above parameters not only has high disparate impact values (close to 1), and high gender ratio (close to 1). We further show that classifiers trained on such simulated datasets are more fair with respect to disparate impact, and the loss in accuracy as compared to using the raw data is small. In fact, this approach outperforms the state-of-the-art data debiasing methods in [6] and [14].

Other related work. The literature on algorithmic fairness is vast and roughly divided into: preprocessing, in-processing and post-processing methods. Preprocessing methods discussed earlier modifies the data before it is used in any machine learning algorithm. Thus they can be used in a variety of different tasks with existing frameworks which make it the most versatile among the three approaches. The in-processing methods usually change the loss function minimized during training to include fairness constraints. These methods require modification of existing optimization problems and the algorithms used, but they directly enforce fairness in the resulting system. Some examples of these methods include [7, 25, 16]. The post-processing methods modify the outcome of the existing machine learning models by changing the decision boundary. These methods require minimal modification to existing models but their effectiveness can be limited with respect to other methods. Some examples of these methods include [11, 15]. While there is also a vast amount of literature on using maximum entropy models in machine learning (see [10, 22] and the references therein), to the best of our knowledge, our framework is the first usage of maximum entropy distributions for fair machine learning, and the first second order method to compute these distributions; see also [2, 9].

2 Preliminaries

Domain. We are given a dataset from a domain \( \Omega := \mathcal{X} \times \mathcal{Y} \times \mathcal{Z} \) where \( \mathcal{X} \) denotes the domain of non-protected feature vectors, \( \mathcal{Y} \) denotes the domain of outcomes or class labels (considered for fairness metric evaluation), and \( \mathcal{Z} \) denotes the domain of protected attributes, such as gender or race. We focus on the case when each attribute is either binary or categorical with domain \( \Omega_1, \ldots, \Omega_d \). If binary, \( \Omega_i \) is encoded as \( \{0, 1\} \) and if categorical with \( k \) possible values, it can be either encoded as \( \Delta_k \) for some \( k \in \mathbb{Z}^+ \), where \( \Delta_k \) denotes the probability simplex used for one-hot encoding of categorical variables, or as the set of \( k \) values of the feature, \( \{a_1, a_2, \ldots, a_k\} \). For example, if \( \Omega_i \) is a categorical attribute with three values, then the one-hot encoding is \( \Omega_i = \{\{1, 0, 0\}, \{0, 1, 0\}, \{0, 0, 1\}\} \). Thus, \( \Omega := \Omega_1 \times \cdots \times \Omega_d \). (Partition of \( \Omega \) into individual attributes)

For a domain \( \Omega = \Omega_1 \times \cdots \times \Omega_d \), the convex hull of \( \Omega \), denoted by \( \text{conv}(\Omega) \), is defined as \( \text{conv}(\Omega_1) \times \cdots \times \text{conv}(\Omega_d) \), where for each \( i \), \( \text{conv}(\Omega_i) \) is a probability simplex of dimension \( |\Omega_i| \). Thus, \( \text{conv}(\Omega) \subseteq \mathbb{R}^n \) where \( n := \sum_{i=1}^d |\Omega_i| \). We also require partition of \( [d] \) to three index sets \( I_x, I_y, \) and \( I_z \) where \( I_z \) denotes the indices of protected attributes, \( I_y \) denotes the indices of non-protected attributes with respect to which we compute fairness metrics such as recidivism result, and \( I_x \) denotes the
remaining non-protected attributes. We denote the corresponding dimensions with $X := \times_{i \in I_o} \Omega_i$, $Y := \times_{i \in I_y} \Omega_i$, and $Z := \times_{i \in I_z} \Omega_i$, i.e.,

$$\Omega = X \times Y \times Z.$$  (Partition of $\Omega$ into non-protected, output, and protected attributes)

**Notions of fairness.** To quantify how “fair” a distribution is, we use the following two notions, the first does not rely on a class label, but the second one does.

**Definition 2.1 (Representation rate).** For $\tau \in (0, 1]$, a distribution $p : \Omega \to [0, 1]$ is said to have representation rate $\tau$ w.r.t. a protected attribute $\ell \in I_z$ if $\forall z_i, z_j \in \Omega_{\ell}$, $\frac{p[Z=z]}{p[Z=z]} \geq \tau$, where $Z$ is distributed according to the marginal of $p$ restricted to $\Omega_{\ell}$.

**Definition 2.2 (Statistical rate and disparate impact).** For $\tau \in (0, 1]$, a distribution $p : \Omega \to [0, 1]$ is said to have statistical rate $\tau$ w.r.t. a protected attribute $\ell \in I_z$ and for a class label $y \in Y$ if $\forall z_i, z_j \in \Omega_{\ell}$, $\frac{p[Y=y \mid Z=z]}{p[Y=y \mid Z=z]} \geq \tau$, where $Y$ is the random variable when $p$ is restricted to $Y$ and $Z$ corresponds to the random variable when $p$ is restricted to $\Omega_{\ell}$. If $p$ has statistical rate 1 w.r.t. $\Omega_{\ell}$ and $y$, then it is said to have no disparate impact w.r.t. $\Omega_{\ell}$ and $y$.

**Remark 2.3.** In certain cases it might be desirable to have an upper and lower bound on the probabilities in the definitions above rather than requiring all of them be close to each other. For a distribution $p : \Omega \to [0, 1]$, a protected attribute $r \in I_z$, and numbers $l = \{l_z\}_{z \in \Omega_r}$ and $u = \{u_z\}_{z \in \Omega_r}$, say that:

1. $p$ is $(l, u)$-representative for $\Omega_r$, if for all $z \in \Omega_r$, $l_z \leq p[Z=z] \leq u_z$, and
2. $p$ is $(l, u)$-statistical for $\Omega_r$, if for any fixed class label $y \in Y$ and for all $z \in \Omega_r$, $l_z \leq p[Y=y \mid Z=z] \leq u_z$.

**Our framework extends to these two definitions, we omit the details from this version of the paper.**

**Maximum entropy distributions.** Given $\Omega \subseteq \mathbb{R}^n$, a prior distribution $q : \Omega \to [0, 1]$ and a expectation or marginal vector $\theta \in \text{conv}(\Omega)$, the maximum entropy distribution $p^* : \Omega \to [0, 1]$ is the maximizer of the following concave program,

$$\sup_{p \in \mathbb{R}^n_{\geq 0}} \sum_{\alpha \in \Omega} p(\alpha) \log \frac{q(\alpha)}{p(\alpha)}, \text{ s.t. } \sum_{\alpha \in \Omega} \alpha p(\alpha) = \theta, \text{ and } \sum_{\alpha \in \Omega} p(\alpha) = 1. \quad \text{(primal-MaxEnt)}$$

The objective can also be viewed as minimizing the KL-divergence w.r.t. the prior $q$. The domain $\Omega$ is exponentially large in $n$, making (primal-MaxEnt) computationally infeasible to solve due to an equal number of variables. One observation is that the dual of (primal-MaxEnt) is convex, has only $n$ variables, and it sufficient to solve it provided $\theta$ lies in the relative interior of $\text{conv}(\Omega)$ [22].

$$\inf_{\lambda \in \mathbb{R}^n} h_{\theta, q}(\lambda) := \log \left( \sum_{\alpha \in \Omega} q(\alpha) e^{(\alpha - \theta, \lambda)} \right), \quad \text{(dual-MaxEnt)}$$

where the function $h_{\theta, q} : \mathbb{R}^n \to \mathbb{R}$ denotes the dual max entropy program. If $\lambda^*$ is a global minimizer of $h_{\theta, q}$, then $p^*$ can be computed as $p^*(\alpha) = \frac{q(\alpha)e^{(\lambda^*, \alpha)}}{\sum_{\beta \in \Omega} q(\beta)e^{(\lambda^*, \beta)}},$ see [10] [22].

---

5
3 Our framework

Entropy maximizing distributions. In our framework, the basic input consists of $\Omega_i$ for $i = 1, \ldots, d$ and $N$ samples $S := \{\alpha_i\}_{i=1}^N$ from $\Omega = \Omega_1 \times \cdots \times \Omega_d \in \mathbb{R}^n$. We use the following starting probabilistic model for the dataset: the entropy maximizing distribution $p^*$ on $\Omega$ corresponding to a uniform prior ($q(\cdot) = 1$) and $\theta = \hat{\theta} := \frac{1}{N} \sum_{i=1}^N \alpha_i$. Such distributions are used widely as probabilistic models of data \cite{10} and are inspired by the maximum-entropy principle \cite{12, 13}.

However, since we expect $N$ to be much smaller than $|\Omega|$, it is desirable to have a way to move from a distribution that is supported only on $S$ to that on all of $\Omega$ in a “smooth” manner. Towards this, we introduce a parameter $C \in [0, 1]$ that results in a prior $q_C(\alpha) = \frac{C}{|\Omega|} + (1 - C) \sum_{i=1}^N \mathbbm{1}(\alpha_i = \alpha)$, where $\mathbbm{1}(\cdot)$ is the indicator function. Note that the smoothing parameter $C$ controls the importance given to unseen points over the samples in $S$; if $C = 0$, the points in $\Omega \setminus S$ are assigned zero probability mass and the corresponding distribution $q_C$ assigns non-zero probability only to points in $S$, while if $C = 1$, then all the points in $\Omega$ are assigned equal probability.

Representationally fair distributions. To ensure that the learned distribution has representation rate $\tau$ with respect to a protected attribute $\Omega_\ell$ and a fixed $y \in Y$, for a given $\tau$, $\ell$ and $y$, we use a property of the entropy maximizing distribution corresponding to $\theta$ that $p^*(Z = z) = \theta(Z = z)$; see \cite{22}. Thus, if it is true that $\hat{\theta}(Z = z_i)/\theta(Z = z_j) \geq \tau$ for all $z_i, z_j \in \Omega$ (said to be $\tau$-balanced), it follows that if we compute $p^*$ using $\hat{\theta}$, $p^*(Z = z_i)/p^*(Z = z_j) \geq \tau$; see first bullet of Theorem 4.5. However, if $\hat{\theta}$ does not satisfy this property, then our framework allows one to input a $\theta$ that satisfies this property. Alternatively, we can set $\theta$ to be the closest point to $\hat{\theta}$ in $\text{conv}(\Omega)$ that is $\tau$-balanced.

Statistically fair distributions. Ensuring that the learned distribution has statistical rate $\tau$ is more complicated. One of the issues is that the prior distribution $q$ may be far from having statistical rate $\tau$. We first give a method to rescale the weights of the samples ($w_i$ for $\alpha_i$) in the prior distribution to ensure that the resulting distribution satisfies statistical parity with rate 1 (see Lemma 4.4):

$$q_C^w(\alpha) = \frac{C}{|\Omega|} + (1 - C) \sum_{i=1}^N \mathbbm{1}(\alpha_i = \alpha) \cdot w_i. \tag{1}$$

Our main structural result is to show that the entropy maximizing distribution corresponding to this prior is approximately $\tau$-statistically fair; see second bullet of Theorem 4.5.

Computability of maximum entropy distributions. All of our approaches reduce the problem of learning “fair” distribution from (potentially biased) samples to that of solving primal-MaxEnt for an appropriate choice of $q$ and $\theta$. Since the prior distribution $q(\cdot)$ is not uniform in general, the optimal distribution $p^*$ is not a product distribution. Thus, even in the simplest case when $\Omega_i = \{0, 1\}$ for each $i \in [d]$, the number of variables in primal-MaxEnt is $|\Omega| = 2^d$, exponential in $d$.

Thus, like previous works on the computability of maximum entropy distributions, we focus on the computability of dual-MaxEnt. Recent prior works have deployed the ellipsoid algorithm based framework whose running time depends 1) polynomially on the $\|\lambda^*\|_2$, and 2) an efficient algorithm (polynomial in $d$) to evaluate $h_{\theta,q}$. Both of these are non-trivial problems – (1) was resolved very recently in \cite{23} and we can use their bound directly. Towards (2), we show that our prior distribution $q_C^w$ has this nice property that not only one can evaluate $h_{\theta,q}$, but also its gradient and hessian (Lemma 4.3). Our main technical contribution is a second-order method to solve dual-MaxEnt that comes with provable guarantees (Theorem 4.1) and scales well in practice. The following summarizes our framework.
exists an algorithm such that, given sets $\Omega_1, \ldots, \Omega_d$, $N$ samples from $\Omega \subseteq \mathbb{R}^n$, smoothing parameter $C > 0$ and error margin $\varepsilon > 0$, it can compute $\lambda \in \mathbb{R}^n$ that is $\varepsilon$-approximate solution to dual-MaxEnt with $\hat{O} \left( \left( N + cd + n^{2-\varepsilon} \log \left( \frac{n}{\varepsilon} \right) \right) n^4 \log \left( \frac{1}{C\varepsilon} \right) \right)$ arithmetic operations where $c := \max_{i \in [d]} |\Omega_i|$ and $\omega \sim 2.3 \cdots$ is the matrix multiplication coefficient.

The algorithm is based on a second-order framework suggested by [2, 9] for the special case of matrix scaling. It requires a convex function, $f$, with a unique global minimizer, to be “second order robust”\(^1\) and an $R_\varepsilon$ such that the $\ell_1$-ball of radius $R_\varepsilon$ contains an $\varepsilon$-approximate minimizer of $f$. The second-order robustness condition allows one to give lower and upper bound for the Taylor approximation of $f$ in a small ball using the gradient and the Hessian of $f$ that leads to provable guarantee on the decrease of $f(x)$ at each iteration; see Algorithm 1. The correctness and run-time of Algorithm 1 follows with minimal modification to original proof of [2, 1] and is presented in Section 7. A key observation, missing from prior work, is that the dual maximum entropy program is second-order robust function in order to apply the box-constrained Newton method.

**Lemma 4.2 (Second-order robustness of the dual-MaxEnt function).** Given $\Omega \subseteq \mathbb{R}^n$ with $D_\Omega := \max_{\alpha, \beta \in \Omega} \|\alpha - \beta\|_1$, a $q : \Omega \to [0, 1]$ and the target expected vector $\theta \in \text{conv}(\Omega)$, the dual maximum entropy function $h_{\theta, q}(\lambda) := \log \left( \sum_{\alpha \in \Omega} q(\alpha)e^{\langle \lambda, \alpha - \theta \rangle} \right)$ is $4D_\Omega$-second order robust.

The proof of this lemma appears in Section 8. The unique global minimizer condition can be satisfied by adding an $\ell_2$-regularization term with sufficiently small coefficient; we apply algorithm 1 to the function $f_\varepsilon(\lambda) := h_{\theta, q}(\lambda) + \frac{\varepsilon}{nR_\varepsilon} \|\lambda\|_2^2$, where $R_\varepsilon := O(n d \log (n \max_{i \in [d]} |\Omega_i|/C\varepsilon))$. Any $\varepsilon$-approximate minimizer of $h_{\theta, q}$ in the $\ell_1$-ball of radius $R_\varepsilon$ is $2\varepsilon$-minimizer of $f_\varepsilon$. The proof follows from Lemma 9.5, which provides a bound on the size of approximate solutions of dual-MaxEnt.

Crucially, we show that one can efficiently compute the value of dual-MaxEnt, its gradient, and its Hessian from given samples. If $S_{q, \lambda, \alpha} \leftarrow \sum_{\alpha \in \Omega} f(\alpha) \cdot q(\alpha)e^{\langle \lambda, \alpha \rangle}$, then one needs to compute the exponential sums $S_{q^c, \lambda, x}, S_{q^c, \lambda, xx^\top}$ for given $x$.

**Lemma 4.3 (Oracles for the dual objective function).** Given $\Omega = \Omega_1 \times \cdots \times \Omega_d \subseteq \mathbb{R}^n$, $C \in [0, 1]$, samples $\mathcal{S} := \{\alpha_i\}_{i \in [N]} \subseteq \Omega$ with normalizing weights $w \in \Delta_{N-1}$, and $\lambda \in \mathbb{R}^n$, one can compute $S_{q^c, \lambda, x}, S_{q^c, \lambda, xx^\top}$ with $O(n^2(N + d \max_{i \in [d]} |\Omega_i|))$ arithmetic operations where $q^c_{\Omega_i}$ is the prior distribution estimated from $\mathcal{S}, w$ and $C$ as in Eq. (1).\(^1\)

---

\(^1\)A convex function $f : \mathbb{R}^n \to \mathbb{R}$ is said to be $\alpha$-second order robust, if for all $x, y \in \mathbb{R}^n$ with $\|y\|_\infty \leq 1$ satisfies $|D^3 f(x)[y, y, y]| \leq \alpha D^2 f(x)[y, y]$ where $D^k f(x)[y, \ldots, y] := \left. \frac{d^k}{dt^k} f(x + ty) \right|_{t=0}$.
Algorithm 1 Box constrained Newton’s method. \cite{2}

1: \textbf{Input:} first and second order oracle access to $\alpha$-second-order robust function $f : \mathbb{R}^n \rightarrow \mathbb{R}$, starting point $x \in \mathbb{R}^n$, promise of $\ell_1$ ball of radius $R_\varepsilon$ that contains $\varepsilon$-approximate minimizer of $f$, $\varepsilon > 0$, and number of iterations $T$

2: \textbf{for} $i = 1$ \textbf{to} $T$ \textbf{do}
3: \hspace{1em} compute a $\frac{\varepsilon}{2\alpha R_\varepsilon}$-approximate minimizer $y_\varepsilon$ of the following convex quadratic program,

\[ \inf_{y \in \mathbb{R}^n} \langle \nabla f_x, y \rangle + \frac{1}{2\alpha} y^\top \nabla^2 f_x y \quad \text{s.t.} \quad \|y\|_\infty \leq \frac{1}{\alpha} \quad \text{and} \quad \|x + y\|_\infty \leq R_\varepsilon \]

\[ (2) \]

\hspace{1em} where $f_x(y) := f(x + y)$.
4: \hspace{1em} $x \leftarrow x + y_\varepsilon$.
5: \textbf{end for}

Fairness guarantees. Let $\Omega_\ell$ be a protected attribute and $y \in \mathcal{Y}$. Let $Y$ denote the random variable when $p^*$ is restricted to $\mathcal{Y}$ and let $Z$ when $p^*$ is restricted to $\Omega_\ell$. Then, $p^*(Y = y | Z = z_1) = p^*(Y = y, Z = z_1)$, $p^*(Z = z_2)$ can be controlled using the expected value $\theta$ taken as input to the program, since $p^*(Z = z) = \theta(Z = z)$. Therefore, to ensure a particular statistical rate, we need to ensure that $p^*(Y = y, Z = z)$ is roughly equal for all values $z \in \Omega_\ell$.

To ensure that $p^*(Y = y, Z = z)$ is equal (or approximately equal) for all values $z \in \Omega_\ell$, we choose a prior distribution which satisfies this property. The first and obvious choice for the weights $\{w_i\}_{i=1}^N$ in Eq. (1) of prior distribution is the uniform weights to all samples. We can show that for this choice of weights, the probability $p(Y = y, Z = z)$ is not equal for all $z \in \Omega_\ell$ and depends on the samples chosen; see Section 12. We propose a prior with different weights to ensure that the above property is satisfied. To make the probability $q_C(Z = z, Y = y)$ independent of the count $c(y, z)$, we can assign weights inversely proportional to $c(y, z)$. Algorithm 2 describes our approach for estimating desired weights from samples. The following lemma establishes the correctness of Algorithm 2

Lemma 4.4 (Joint distribution is fair in case of weights obtained from Algorithm 2) see Section 11. Let $q_C^w$ be the prior distribution computed according to Eq. (1) and using the weights obtained from Algorithm 2. Let $Y$ denote the random variable when $p^*$ is restricted to $\mathcal{Y}$ and let $Z$ denote the random variable when $p^*$ is restricted to $\Omega_\ell$. Then, for a fixed $y \in \mathcal{Y}$ and $\forall z_1, \ldots, z_k \in \Omega_\ell$,

\[ q_C^w(Z = z_1, Y = y) = q_C^w(Z = z_2, Y = y) = \cdots = q_C^w(Z = z_k, Y = y). \]

As mentioned earlier, given that the joint probability of $y$ and $z$ does not vary for different values of $z$, we can control the statistical rate of the max-entropy distribution using the expected vector $\theta$. Using the prior distribution $q_C^w$, with weights from Algorithm 2 and $\theta$, we can prove the following bound on the fairness of max-entropy distributions.

Theorem 4.5 (Main Result 2: Fairness guarantees on the output distribution). Given samples $\mathcal{S} \subseteq \Omega \subseteq \mathbb{R}^n$ and parameters $\tau, C \in [0, 1]$, let $q_C^w$ be the prior distribution computed using the weights obtained from Algorithm 3. Let $D_\Omega$ denote the $\ell_2$-diameter of $\Omega$, i.e., $D_\Omega = \max_{\alpha, \beta \in \Omega} ||\alpha - \beta||_2$. Let $\theta$ denote the given expected vector and $\theta_C$ denote the expected vector corresponding to $q_C^w$. Let $p^*$ denote the max-entropy distribution obtained corresponding to the prior distribution $q_C^w$ and expected value $\theta$. Let $Y$ denote the random variable when $p^*$ is restricted to $\mathcal{Y}$ and let $Z$ denote the random variable when $p^*$ is restricted to the domain of the protected attribute $\Omega_\ell$. Then, the max-entropy distribution $p^*$ satisfies the following bounds:
Algorithm 2: Reweighing samples to construct the prior distribution

1: **Input**: samples \( S := \{(X_i, Y_i, Z_i)\}_{i \in N} \subseteq \mathcal{X} \times \mathcal{Y} \times \mathcal{Z} \)
2: **for** \( y \in \mathcal{Y}, z \in \mathcal{Z} \) **do**
3: \( c(y) \leftarrow \sum_{i \in [N]} 1_{Y_i = y} \)
4: \( c(y, z) \leftarrow \sum_{i \in [N]} 1_{Y_i = y, Z_i = z} \)
5: **end for**
6: **for** \( i = 1 \) **to** \( N \) **do**
7: \( w_i \leftarrow c(y_i)/c(y_i, z_i) \)
8: **end for**
9: \( W \leftarrow \sum_{i \in [N]} w_i \)
10: return \( \{w_i/W\}_{i \in [N]} \)

- **(Representation rate)** If \( \theta \) satisfies the property that \( \theta(Z = z_i)/\theta(Z = z_j) \geq \tau \), then \( \frac{\theta^*(Z = z_i)}{\theta^*(Z = z_j)} \geq \tau \).
- **(Statistical rate)** If \( \theta \) satisfies the property that \( \theta(Z = z_i)/\theta(Z = z_j) \geq \tau \), for all values \( z_i, z_j \in \Omega_\ell \) and \( ||\theta - \theta_C||_1 \leq \varepsilon_\theta \), then for a fixed class label \( y \in \mathcal{Y} \)
  \[
  \frac{\theta^*[Y = y|Z = z_i]}{\theta^*[Y = y|Z = z_j]} \geq \tau \left( 1 - \frac{2\sqrt{R \varepsilon_\theta |\Omega_\ell| |\mathcal{Y}|}}{C - \varepsilon_\theta |\Omega_\ell| |\mathcal{Y}|} \right).
  \]

In all the above bounds, \( R = O(n^{3/2} \cdot (\log |\Omega|/C + \log |\mathcal{D}|/\varepsilon_\theta)) \).

Thus, one can pick \( C \) to be small enough to ensure that \( \varepsilon_\theta \) is small and that the statistical rate of \( \theta^* \) is close to \( \tau \). The proof of the above theorem is presented in the Section 11. Theorem 4.5 shows the one can control the statistical rate or ensure bounded fairness of the output distribution using the expected value, up to a certain error margin.

**Price of fairness.** Using the recent results of [23], we are also able to bound the distance of the max-entropy distribution from the prior distribution as a function of the input expected vector; this can be interpreted as price of fairness. We provide details in Section 10.

5 Empirical results

**Datasets:** We evaluate our approach on the COMPAS dataset [3, 18], which contains information on criminal defendants at the time of trial (including crime history, age, sex, and race), and then tracked defendants for a period post-trial to record instances of recidivism (in this case marked as re-arrest). In our simulations we use two versions of the dataset: The small dataset contains sex, race, age, priors count, and charge degree as features, and uses a binary marker of recidivism within two years as the label. The age attribute is categorized into three categories, younger than 25, between 25 and 45, and older than 45, and the priors count attribute is categorized in to three categories (no prior crime, between 1 and 3, and more than 3). We only consider data for convicted criminals labeled as being either White or Black. Consequently, the domain \( \Omega_S \) for this version is \( \{0, 1\}^4 \times \Delta_3 \) and contains 144 possible unique points. The large dataset consists of 19 attributes and samples from 6 different racial categories and included additional features such as the type of prior and juvenile prior counts. Overall, the domain contains approximately \( 1.4 \times 10^{11} \) possible unique points, and the results are presented in Section 14. We use gender as the protected attribute, and take “no recidivism” to be the favorable outcome.

**Algorithms and Baselines:** Given training data \( S \subseteq \Omega \), we estimate different maximum entropy distributions with given parameters using \( S \). We use two kinds of prior distributions: (1)
Figure 1: Comparison of max-entropy distributions with different priors and expectation vectors. Note that a value of $C = 1$ effectively would result in sampling uniformly at random from the entire domain. Hence, as expected, we see fairness increase and accuracy decrease as $C$ increases. (a) Data disparate impact. We observe that using $q_c^{\text{rewt}}$ is more fair with respect to disparate impact than using $q_c^{\text{data}}$. Surprisingly, the value of $C$ does not significantly affect the results for $q_c^{\text{rewt}}$. (b) KL-divergence between the empirical distributions as compared with the raw data. We observe that this value is smaller when using the expected vector $\theta_{\text{data}}$. (c) Classifier disparate impact. Similar to before, we observe that using the $q_c^{\text{rewt}}$ prior results in a fairer outcome. Here there is a slight increase in fairness as $C$ is increased even for $q_c^{\text{rewt}}$. (d) Classifier accuracy. We observe that there is no significant difference in accuracy across different metrics and priors. This is surprising, especially in light of the significant differences with respect to how well they capture the raw data as depicted in Figure 1(b).

$q_c^{\text{data}}$ assigns uniform weights to the samples, i.e., $w = \{1/N\}_{i=1}^N$. (2) $q_c^{\text{rewt}}$ assigns weights returned by the Algorithm 2. We use three kinds of expectation vectors: (a) The expected value of the dataset $S$, $\theta_{\text{data}} := \left(\sum_{i \in [N]} \frac{1}{N} X_i, \sum_{i \in [N]} \frac{1}{N} Y_i, \sum_{i \in [N]} \frac{1}{N} Z_i \right)$. The resulting max-entropy distribution is our best guess for the underlying distribution without any modification for fairness. (b) The same as above except that the marginal of the sensitive attribute is changed to ensure balanced representation, i.e., $\theta_{\text{bal}} := \left(\sum_{i \in [N]} \frac{1}{N} X_i, \sum_{i \in [N]} \frac{1}{N} Y_i, \sum_{z \in Z} \frac{1}{|Z|} \right)$. (c) The weighted mean of the samples, i.e., $\theta_{\text{rewt}} := \left(\sum_{i \in [N]} w_i X_i, \sum_{i \in [N]} w_i Y_i, \sum_{i \in [N]} w_i Z_i \right)$, as obtained from Algorithm 2.

This results in six distributions; we generate a synthetic dataset from each distribution to use in our evaluation. We also compare against the raw data, another reweighting method [14], and an optimized preprocessing method [6]. For classification-based metrics, we used a decision tree classifier (with gini information criterion as splitting rule). We also evaluated a Gaussian naive Bayes classifier; the results were similar and are presented in Section 13.

**Metrics:** We evaluate both the simulated datasets and the classifiers trained on these datasets with respect to metrics of fairness and accuracy. We consider disparate impact, the ratio between the probability of observing a favourable outcome given unprivileged group membership and the probability of observing a favorable outcome given privileged group membership, as a metric of data fairness. More precisely, $\min \left\{ \frac{P[Y=1|Z=0]}{P[Y=1|Z=1]}, \frac{P[Y=1|Z=1]}{P[Y=1|Z=0]} \right\}$. We also consider the overall gender ratio of the simulated data, i.e., $\min \left\{ \frac{P[Z=0]}{P[Z=1]}, \frac{P[Z=1]}{P[Z=0]} \right\}$. For both metrics, the a value closer to 1 is considered “more fair”. To evaluate the fit of the simulated dataset with the original data using the KL-divergence of the empirical distributions of the datasets. The smaller the
Table 1: Comparison of max-entropy distribution with the state-of-the-art. The max-entropy distribution uses parameter $C = 0.5$, prior $q_{\text{rewt}}^C$ and expected value $\theta_{\text{rewt}}$ or $\theta_{\text{bal}}$. "DI" denotes Disparate Impact. The first column shows that the max-entropy distribution has high DI. The gender ratio of the max-entropy distribution dataset is also much higher than other output dataset, due to the balanced marginals used. The DI of the decision tree classifier is high for the max-entropy dataset as well. Despite the fact that the KL-divergence of the max-entropy distributions from the raw data is high, it does not affect the classifier accuracy significantly.

| Dataset                      | Data DI | KL-div | Gender Ratio | Class. DI | Class. Accuracy |
|------------------------------|---------|--------|--------------|-----------|-----------------|
| Raw Data                     | 0.73    | 0      | 0.24         | 0.74      | 0.67            |
| Max-Entropy using $q_{\text{rewt}}^C$, $\theta_{\text{rewt}}$ | 0.95    | 0.35   | 0.98         | 0.95      | 0.66            |
| Max-Entropy using $q_{\text{rewt}}^C$, $\theta_{\text{bal}}$ | 0.97    | 0.35   | 0.99         | 0.97      | 0.65            |
| Optimized pre-processing [6] | 0.87    | 0.02   | 0.24         | 0.93      | 0.66            |
| Re-weighting samples [14]    | 0.99    | 0.14   | 0.24         | 0.97      | 0.67            |

value of KL-divergence, the closer the simulated distribution resembles the oroginal data.

For the classifier trained on the generated data, we again compute the disparate impact using predictions to evaluate the effects of different training data on the fairness of the classifier. Let $\hat{Y}$ be the random variable corresponding to the classifier prediction, then the disparate impact with respect to the classifier is 

$$\min \left\{ \frac{P[\hat{Y}=1|Z=0]}{P[\hat{Y}=1|Z=1]}, \frac{P[\hat{Y}=1|Z=1]}{P[\hat{Y}=1|Z=0]} \right\}.$$ 

In addition, we report the classifier accuracy when trained on each simulated dataset.

**Evaluation:** We perform five fold cross-validation. For each dataset, we fit six different model of maximum entropy distribution as discussed earlier with different $C$ values, the parameter that controls the amount of uniformly distributed mass. We used $C$ values in the range [0, 1] with increments 0.1.

### 5.1 Results

**Comparison across priors and expected value vectors:** We first evaluate the dataset generated using max-entropy distributions with different combinations of prior weights and expected value mentioned earlier. The results for this evaluation are present in Figure 1.

Figure 1 shows that the max-entropy distributions obtained using prior $q_{\text{rewt}}^C$ achieve higher disparate impact values than the distributions obtained using $q_{\text{data}}^C$. However, the KL-divergence of the max-entropy distributions obtained using expected value $\theta_{\text{rewt}}$ or $\theta_{\text{bal}}$ are higher as well, as seen in Figure 1b. As the samples in the raw dataset are unbalanced with respect to gender, the distributions using balanced marginal distributions are expected to have a larger divergence from the empirical distribution of raw data than the distributions using the expected value of data. The gender ratio of the distributions using $\theta_{\text{rewt}}$ or $\theta_{\text{bal}}$ are also high, as seen in Figure 2 in the Section 13.

The classifier results are presented in Figure 1c and Figure 1d. Once again the the max-entropy distributions obtained using prior distribution $q_{\text{rewt}}^C$ achieve higher classifier disparate impact values than the distributions obtained using $q_{\text{data}}^C$. The accuracy of the classifiers trained on datasets obtained using prior distribution $q_{\text{rewt}}^C$ is slightly lower than the accuracy of the classifiers trained on distributions obtained using sample uniform weights. However, it is interesting to note that the significant difference in “accuracy” of the data all but dissapears when passed through the classifier.
Importantly, the accuracy drops sharply as the value of $C$ increases as $C = 1$ assigns equal probability mass to all points in the domain and ignores the original samples. This suggests a $C$ value in the low-to-mid range would likely optimize accuracy and disparate impact simultaneously.

**Comparison with the state-of-the-art:** Table 1 presents the comparison of the dataset generated from the max-entropy distribution using prior distribution $d_{C}^{\text{rewt}}$, expected value $\theta_{\text{rewt}}$ or $\theta_{\text{bal}}$ and $C = 0.5$ with the state-of-the-art. The max-entropy distributions have better disparate impact values (close to 1) than the raw data or data from the optimized pre-processing algorithm [6]. Even though it has worse KL-divergence from the empirical distribution from raw data than other algorithms, it does not affect the accuracy of the classifier trained on the generated data, which is only slightly smaller than the accuracy of the classifier trained on raw data. The gender ratio of the dataset generated from the max-entropy distribution (close to 1) is also much higher than other algorithms. In conjunction, this suggests that using our approach to generate simulated datasets for use in training can lead to fairer classifiers without a significant loss to accuracy.

6 Limitations and future work

This paper provides an approach to control the fairness properties of an output distribution by changing the inputs (i.e., the expected vector and prior distribution) to the max-entropy program. The max-entropy framework can, however, be utilized in many different ways to satisfy various other properties. Firstly, one could also consider the usage of other prior distributions and re-weighting algorithms to satisfy various other kinds of group fairness constraints. More generally, our current fairness definitions support conditioning on a single sensitive attribute. While the presentation considered sensitive attributes with a binary value, it trivially generalizes to the multiple-value case (for a single attribute).

Given multiple sensitive attributes, one could pool them together to form a larger categorical sensitive attribute that captures intersectional types. This would allow us to control for fairness across intersectional types in the same manner by treating each one as a different value of the same sensitive attribute, and hence the method can be used to address fairness across intersectional types. However, if we want to consider fairness across multiple sensitive attributes separately, then this approach would likely not suffice, and we would need to provide constraints on second-order (or larger) moments in addition to the existing constraints. This results in an optimization problem that is significantly harder and would be an interesting direction for future work.

7 Second order box-constrained Newton’s method

Given a second-order robust function, we expand upon the details of finding the approximate minimizer using Algorithm 1. We first look at the number of iterations required by Algorithm 1 to return an approximate minimizer of an $\alpha$-second order robust function and then bound the time taken by each iteration.

7.1 Bounding the number of iterations of Algorithm 1

The algorithm is based on a second-order optimization framework recently suggested by [2, 9] for the special case of matrix scaling. In particular, we can prove the following theorem regarding the number of iterations of the algorithm. The correctness and run-time of this algorithm follows with minimal modification to original proof of [2].
Theorem 7.1 (Run time of the Box constrained Newton’s method, [2]). Given access to the first and second order oracles for \( \alpha \)-second order robust function \( f : \mathbb{R}^n \to \mathbb{R} \) with unique global minimum, promise of \( \ell_\infty \) ball of radius \( R_\varepsilon \) contains \( \varepsilon \)-approximate minimizer of \( f \), starting point \( x \in \mathbb{R}^n \) with \( \|x\|_\infty \leq R_\varepsilon \), and \( \varepsilon > 0 \), algorithm \( 1 \) runs for \( O\left( \alpha R_\varepsilon \log\left( \frac{\var_{R_\varepsilon}(f)}{\varepsilon} \right) \right) \) iterations and outputs \( 3\varepsilon \)-approximate minimizer of \( f \) where \( \var_{R_\varepsilon}(f) := \max_{x,y: \|x\|_1, \|y\|_1 \leq R_\varepsilon} f(x) - f(y) \).

In order to prove Theorem 7.1 we need following simple lemma by [1] about the lower and upper bounds on the second order Taylor approximation of a second order robust univariate function.

Lemma 7.2 (Bounds for second order Taylor approximation[1]). If \( f : \mathbb{R}^m \to \mathbb{R} \) is an \( \alpha \)-second order convex function, then for any \( y \in \mathbb{R}^m \) and \( x \in \mathbb{R}^m \) with \( \|x\|_\infty \leq s \), the univariate function \( f_{x,y}(t) := f(x + ty) \) satisfies

\[
\forall|t| \leq \frac{1}{\alpha}, \quad f_{x,y}(0) + f'_{x,y}(0)t + \frac{1}{2\alpha} f''_{x,y}(0)t^2 \leq f_{x,y}(t) \tag{3}
\]

and

\[
\forall|t| \leq \frac{1}{\alpha}, \quad f_{x,y}(t) \leq f_{x,y}(0) + f'_{x,y}(0)t + \frac{e}{2} f''_{x,y}(0)t^2 \tag{4}
\]

where \( f'_{x,y} \) and \( f''_{x,y} \) are first and second derivatives of \( f_{x,y} \), respectively.

Next, we present a lemma to quantify progress made by algorithm \( 1 \) at each iteration. We remark that the lemma and its proof is the modification of Lemma C.4 presented by [1].

Lemma 7.3. Let \( x_\varepsilon \in \mathbb{R}^n \) be \( \varepsilon \)-approximate minimizer of \( \alpha \)-second order robust function \( f \) for given \( \varepsilon > 0 \) with \( \|x_\varepsilon\|_\infty \leq R_\varepsilon \). If one iteration of algorithm \( 1 \) applied to point \( x_0 \in \mathbb{R}^n \) with \( \|x_0\|_\infty \leq R_\varepsilon \), then resulting point \( x_1 \) satisfies

\[
f(x_1) - f(x_\varepsilon) \leq \left( 1 - \frac{1}{2e^2\alpha R_\varepsilon} \right) (f(x_0) - f(x_\varepsilon)) + \frac{\varepsilon}{2e^2\alpha R_\varepsilon}.
\]

Proof. Let us denote the update toward \( x_\varepsilon \) with \( y_\varepsilon := x_\varepsilon - x_0 \). By our assumption \( \|x_\varepsilon\|_\infty \leq R_\varepsilon \) and therefore, \( \|x_0 + y_\varepsilon\|_\infty \leq R_\varepsilon \). In particular, for any constant \( \beta \in [0, 1] \), \( \|x_0 + \beta y_\varepsilon\|_\infty \leq R_\varepsilon \) since \( \|x_0\|_\infty \leq R_\varepsilon \). Thus, there is a feasible vector for the inner optimization problem \( 2 \) in the direction of \( y^* \). Since, \( \|x_0\|_\infty \leq R_\varepsilon \), we also have \( \|y_\varepsilon\|_\infty = \|x_\varepsilon - x_0\|_\infty \leq 2R_\varepsilon \). Thus, a desired solution to the inner optimization problem \( y_\varepsilon := \frac{y_\varepsilon}{2\alpha R_\varepsilon} \) is feasible. Similarly for any \( y \in \mathbb{R}^m \) with \( \|y\|_\infty \leq R_\varepsilon \), if \( y = x - x_0 \), then \( \|y\|_\infty \leq 2R_\varepsilon \). If \( \beta := \min \left( 1, \frac{1}{\alpha \|y\|_\infty} \right) \), then \( x' := \beta x \) is a feasible direction. Let us define the univariate function \( f_{x_0,y}(t) := f_{x_0}(ty) = f((x_0 + ty) \). \( f_{x_0,y} \) is a convex function since it is a restriction of a convex function \( f \) to a line. Hence

\[
f_{x_0}(0) - f_{x_0} \left( \frac{y}{2\alpha R_\varepsilon} \right) = f_{x_0,y}(0) - f_{x_0,y} \left( \frac{1}{2\alpha R_\varepsilon} \right) \\
\geq \frac{1}{2\alpha R_\varepsilon} (f_{x_0,y}(0) - f_{x_0,y}(1)) \\
= \frac{1}{2\alpha R_\varepsilon} (f_{x_0}(0) - f_{x_0}(y)) \tag{5}
\]
by the convexity of $f_{x_0,y}$. Let us denote the gradient of $f$ at $x_0$ with $g$ and the Hessian of $f$ at $x_0$ with $H$. If we apply Lemma 7.2 to $f_{x_0,y}$, then we get

$$
\langle g, y' \rangle + \frac{1}{2e} y' H y' = \langle g, y \rangle + \frac{1}{2e} y' H y \beta^2 \\
\leq f_{x_0}(\beta y) - f_{x_0}(0) \\
= f_{x_0}(y') - f_{x_0}(0),
$$

(6)

$$
\langle g, y' \rangle + \frac{e}{2} y' H y' = \langle g, y \rangle + \frac{e}{2} y' H y \beta^2 \\
\geq f_{x_0}(\beta y) - f_{x_0}(0) \\
= f_{x_0}(y') - f_{x_0}(0).
$$

(7)

Let us denote $\epsilon/(2\alpha R)$-approximate minimizer of the inner optimization problem (2) by $y^\ast$. Since $y^\ast$ is a feasible vector, we have

$$
\langle g, y^\ast \rangle + \frac{1}{2e} (y^\ast)^	op H y^\ast \leq \frac{\epsilon}{2\alpha R} + \langle g, y'_\epsilon \rangle + \frac{1}{2e} y'_\epsilon H y'_\epsilon
$$

(8)

Combining (8) with (6) for a desired solution $y'_\epsilon$, we get

$$
\langle g, y^\ast \rangle + \frac{1}{2e} (y^\ast)^	op H y^\ast \leq -(f_{x_0}(0) - f_{x_0}(y'_\epsilon)) + \frac{\epsilon}{2\alpha R} \\
\geq - \frac{1}{2\alpha R} (f_{x_0}(0) - f_{x_0}(y'_\epsilon) - \epsilon) \\
= - \frac{1}{2\alpha R} (f(x_0) - f(x_\epsilon) - \epsilon).
$$

(9)

Combining (8) with (7) for the approximate solution $y^\ast$, we get

$$
\langle g, y^\ast \rangle + \frac{1}{2e} (y^\ast)^	op H y^\ast = e^2 \left( \langle g, y^\ast \rangle + \frac{e}{2} \frac{(y^\ast)^	op}{e^2} H y^\ast \right) \\
\geq - e^2 \left( f_{x_0}(0) - f_{x_0} \left( \frac{y^\ast}{e^2} \right) \right) \\
= - e^2 (f(x_0) f(x_1)).
$$

(10)

Combining (9) and (10), we get

$$
- \frac{1}{2\alpha R} (f(x_0) - f(x_\epsilon)) + \frac{\epsilon}{2\alpha R} \geq - e^2 (f(x_0) - f(x_1)).
$$

Equivalently,

$$
f(x_1) - f(x_\epsilon) \leq \left(1 - \frac{1}{2e^2 \alpha R} \right) (f(x_0) - f(x_\epsilon)) + \frac{\epsilon}{2e^2 \alpha R}.
$$

Proof of Theorem 7.1. Let $x_0, x_1, \ldots$ be the sequence of points generated by the algorithm. We note that by construction $\|x_i\|_\infty \leq R_\epsilon$ for any $i \in \mathbb{Z}_{\geq 0}$. Thus, we can apply Lemma 7.3 if $x_\epsilon$ is a $\epsilon$
approximate minimizer of \( f \) with \( \|x_\varepsilon\|_\infty \leq R_\varepsilon \), then

\[
f(x_{t+1}) - f(x_\varepsilon) \leq \left(1 - \frac{1}{2e^2 \alpha R_\varepsilon}\right)^t (f(x_0) - f(x_\varepsilon)) + \left(\frac{\varepsilon}{2e^2 \alpha R_\varepsilon}\right) \sum_{i=0}^{t} \left(1 - \frac{1}{2e^2 \alpha R_\varepsilon}\right)^i
\]

\[
\leq \left(1 - \frac{1}{2e^2 \alpha R_\varepsilon}\right)^t (f(x_0) - f(x_\varepsilon)) + \left(\frac{\varepsilon}{2e^2 \alpha R_\varepsilon}\right) \sum_{i=0}^{\infty} \left(1 - \frac{1}{2e^2 \alpha R_\varepsilon}\right)^i
\]

\[
= \left(1 - \frac{1}{2e^2 \alpha R_\varepsilon}\right)^t (f(x_0) - f(x_\varepsilon)) + 2e^2 \alpha R_\varepsilon \left(\frac{\varepsilon}{2e^2 \alpha R_\varepsilon}\right)
\]

\[
= \left(1 - \frac{1}{2e^2 \alpha R_\varepsilon}\right)^t (f(x_0) - f(x_\varepsilon)) + \varepsilon
\]

\[
\leq \left(1 - \frac{1}{2e^2 \alpha R_\varepsilon}\right)^t \var R_\varepsilon(f) + \varepsilon
\]

Thus, if \( T := O \left(\alpha R_\varepsilon \log \left(\frac{\var R_\varepsilon(f)\varepsilon}{\varepsilon}\right)\right) \), then \( x_T \) satisfies

\[
f(x_T) - f(x_\varepsilon) \leq 2\varepsilon.
\]

Consequently, \( x_T \) is \( 3\varepsilon \)-approximate minimizer of \( f \).

\[
\]

7.2 Solving the inner optimization problem

We next bound the time taken by each iteration. Note that the inner optimization program, i.e., the program [2] is a convex quadratic optimization problem since \( f \) is a convex function, thus it can be solved with standard convex optimization techniques, in particular using primal path following algorithm. We have the following standard run-time bound for the primal path-following algorithm.

**Theorem 7.4 (Convex quadratic optimization).** There is a primal path following algorithm, given positive definite matrix \( A \in \mathbb{R}^{n \times n} \), a vector \( b \), bounds \( L, U \in \mathbb{R}^n \) and \( \varepsilon > 0 \) outputs a \( \varepsilon \)-approximate minimizer of

\[
\inf_{x \in \mathbb{R}^n} \frac{1}{2} x^\top A x + b^\top x
\]

\[
s.t. \quad L \leq x \leq U
\]

with \( O \left(n^{1/2+\omega} \log \left(\frac{\|A\|_2 \|b\|_r \varepsilon}{\varepsilon}\right)\right) \) arithmetic operations where \( r := \max_{j \in [n]} U_j - L_j \), \( \omega \) is the fast matrix multiplication coefficient, and \( \|A\|_2 \) denotes the largest eigenvalue of \( A \).

Using Theorem 7.4 and Theorem 7.4 we get a bound on the runtime of the box-constrained Newton’s method, given access to first and second order oracles.

8 Proof of second-order robustness: Proof of Lemma 4.2

We use \( S_{\theta,\lambda}[f] \) to denote \( \sum_{\alpha \in \Omega} q(\alpha) f(\alpha) e^{\lambda,\alpha} \) for given prior distribution \( q : \Omega \to [0, 1] \) and vector \( \lambda \in \mathbb{R}^n \) for brevity in the remainder of this section. We recall Lemma 4.2

**Lemma 8.1 (Second-order robustness of the dual-MaxEnt function).** Given \( \Omega \subseteq \mathbb{R}^n \) with

\[
D_\Omega := \max_{\alpha, \beta \in \Omega} \|\alpha - \beta\|_1, \quad q : \Omega \to [0, 1] \text{ and the target expected vector } \theta \in \text{conv}(\Omega), \text{ the dual maximum entropy function } h_{\theta, q}(\lambda) := \log \left(\sum_{\alpha \in \Omega} q(\alpha) e^{\lambda, \alpha - \theta}\right) \text{ is } 4D_\Omega\text{-second order robust.}
Before proving the lemma, we state and prove the following general claim in the proof.

**Claim 8.2.** Let \(X\) be a real valued random variable over the discrete set \(\Omega\) with \(|X| \leq r\) for some constant \(r \in \mathbb{R}_+\). Then,
\[
|\mathbb{E}[X^3] - \mathbb{E}[X^2] \mathbb{E}[X]| \leq 2r(\mathbb{E}[X^2] - \mathbb{E}[X]^2).
\]

**Proof.** Let us denote the probability mass function of \(X\) with \(p\). Then,
\[
\begin{align*}
\mathbb{E}[X^3] - \mathbb{E}[X^2] \mathbb{E}[X] &= \sum_{\alpha \in \Omega} X(\alpha)^3 p(\alpha) - \sum_{\alpha, \beta \in \Omega} X(\alpha)^2 X(\beta) p(\alpha) p(\beta) \\
&= \frac{1}{2} \sum_{\alpha, \beta \in \Omega} (X(\alpha)^3 - (X(\alpha)^2)(X(\beta)) p(\alpha) p(\beta) \\
&\quad + \frac{1}{2} \sum_{\alpha, \beta \in \Omega} (X(\beta)^3 - X(\alpha)(X(\beta)^2) p(\alpha) p(\beta) \\
&= \frac{1}{2} \sum_{\alpha, \beta \in \Omega} (X(\alpha) - X(\beta))^2 (X(\alpha) + X(\beta)) p(\alpha) p(\beta).
\end{align*}
\]
We also note that \(|X(\alpha) + X(\beta)| \leq 2r\) for any \(\alpha, \beta \in \Omega\) as \(|X| \leq r\). Therefore,
\[
|\mathbb{E}[X^3] - \mathbb{E}[X^2] \mathbb{E}[X]| = \frac{1}{2} \left| \sum_{\alpha, \beta \in \Omega} (X(\alpha) - X(\beta))^2 (X(\alpha) + X(\beta)) p(\alpha) p(\beta) \right| \\
\leq r \sum_{\alpha, \beta \in \Omega} (X(\alpha) - X(\beta))^2 p(\alpha) p(\beta) \\
= 2r(\mathbb{E}[X^2] - \mathbb{E}[X]^2).
\]
\(\square\)

**Proof of Lemma 4.2.** Let us fix a point \(\lambda_0 \in \mathbb{R}^n\) and a direction \(\lambda_1 \in \mathbb{R}^n\) with \(\|\lambda_1\|_{\infty} \leq 1\). We need to verify that
\[
|D^2 h_{\theta,q}(\lambda_0)[\lambda_1, \lambda_1]| \leq 4D\Omega D^2 h_{\theta,q}(\lambda_0)[\lambda_1, \lambda_1] \tag{11}
\]
to show that \(h_{\theta,q}\) is \(4D\Omega\)-second order robust. A simple calculation shows that
\[
\begin{align*}
D^2 h_{\theta,q}(\lambda_0)[\lambda_1, \lambda_1] &= \frac{S_{q, \lambda_0}[(x, \lambda_1)^2]}{S_{q, \lambda_0}[1]} - \frac{S_{q, \lambda_0}[(x, \lambda_1)]^2}{S_{q, \lambda_0}[1]^2}, \\
D^3 h_{\theta,q}(\lambda_0)[\lambda_1, \lambda_1, \lambda_1] &= \frac{S_{q, \lambda_0}[(x, \lambda_1)^3]}{S_{q, \lambda_0}[1]} + \frac{2S_{q, \lambda_0}[(x, \lambda_1)^2]}{S_{q, \lambda_0}[1]^3} - \frac{3S_{q, \lambda_0}[(x, \lambda_1)]^3}{S_{q, \lambda_0}[1]^2} - \frac{3S_{q, \lambda_0}[(x, \lambda_1)]S_{q, \lambda_0}[(x, \lambda_1)^2]}{S_{q, \lambda_0}[1]^2}.
\end{align*}
\]
We note that shifting \(\Omega\) by a vector does not affect the function \(h_{\theta,q}\) as \(\theta\) would be also shifted by the same vector. Hence without loss of generality we assume that \(0 \in \Omega\), which implies that \(\|\alpha\|_1 \leq D\Omega\) for \(\alpha \in \Omega\). Consequently, we have
\[
\begin{align*}
\left| \frac{S_{q, \lambda_0}[(x, \lambda_1)^3]}{S_{q, \lambda_0}[1]^3} - \frac{S_{q, \lambda_0}[(x, \lambda_1)^2]S_{q, \lambda_0}[(x, \lambda_1)]}{S_{q, \lambda_0}[1]^2} \right| &= \left| \frac{S_{q, \lambda_0}[(x, \lambda_1)]}{S_{q, \lambda_0}[1]} \right| D^2 h_{\theta,q}(\lambda_0)[\lambda_1, \lambda_1] \\
&\leq D\Omega D^2 h_{\theta,q}(\lambda_0)[\lambda_1, \lambda_1] \tag{12}
\end{align*}
\]
as \(|\alpha, \lambda_1| \leq ||\alpha||_1||\lambda||_\infty \leq D_\Omega\) by Cauchy-Schwartz inequality for any \(\alpha \in \Omega\). On the other hand, if we define the probability distribution \(p_\lambda(\alpha) := q(\alpha)e^{(\lambda, \alpha)}/S_{q, \lambda}[1]\), then \(S_{q, \lambda}[f]/S_{q, \lambda}[1] = E[p_\lambda][f]\).

Using Claim 8.2 we get

\[|E[p_{\lambda_0}][\langle \lambda_1, x\rangle^3] - E[p_{\lambda_0}][\langle \lambda_1, x\rangle^2]| \leq 2D_\Omega(E[p_{\lambda_0}][\langle \lambda_1, x\rangle^2] - E[p_{\lambda_0}][\langle \lambda_1, x\rangle^2])\]
or equivalently

\[
\left| \frac{S_{q, \lambda_0}[\langle x, \lambda_1 \rangle^3]}{S_{q, \lambda_0}[1]} - \frac{S_{q, \lambda_0}[\langle x, \lambda_1 \rangle^2]}{S_{q, \lambda_0}[1]^2} \right| \leq 2D_\Omega D^2 h_{\theta, q}(\lambda_0)[\lambda_1, \lambda_1] \tag{13}
\]

Combining (12) and (13) with the triangle inequality, we get (11). Therefore, \(h_{\theta, q}\) is a \(4D_\Omega\) second-order robust function.

\section{Fast computation of max-entropy distribution: Proof of Theorem 4.1}

In this Section we present a proof of Theorem 4.1 using the second-order robustness of the max-entropy distribution and the run-time bounds of the box-constrained Newton’s method. However, we will need fast first and second-order oracles to the dual program. Hence, we first prove Lemma 4.3.

\subsection{Computability of the gradient and hessian of dual program}

The main reason for employing Laplace smoothing is one can efficiently compute the value of dual maximum entropy program, its gradient, and its Hessian from given samples. For simplicity of notation, we drop the subscript \(w\) from the \(q\). If \(S_{q, \lambda}[f]\) denotes \(\sum_{\alpha \in \Omega} f(\alpha) \cdot q(\alpha)e^{(\lambda, \alpha)}\), then one needs \(S_{qC, \lambda}[1], S_{qC, \lambda}[x], S_{qC, \lambda}[xx^\top]\), i.e., generalized counting oracles, to compute the gradient and the Hessian.

\begin{lemma}[Oracles for the dual objective function] Given \(\Omega = \Omega_1 \times \cdots \times \Omega_d \subseteq \mathbb{R}^n\), \(C \in [0, 1]\), samples \(S := \{\alpha_i\}_{i \in [N]} \subseteq \Omega\) with normalizing weights \(w \in \Delta_{N-1}\), and \(\lambda \in \mathbb{R}^n\), one can compute \(S_{qC, \lambda}[1], S_{qC, \lambda}[x], S_{qC, \lambda}[xx^\top]\) with \(O(n^2(N + d\max_{i\in[d]}|\Omega_i|))\) arithmetic operations where \(q_C\) is the prior distribution estimated from, \(S, w\) and \(C\) as in Eq. (1).
\end{lemma}

\begin{proof}
Let \(u\) be the uniform distribution over \(\Omega\) and let us treat \(w\) as a distribution over \(\Omega\) by combining weights of duplicate samples in \(S\). We note that, \(S_{qC, \lambda}[f] = (1 - C)S_{w, \lambda}[f] + CS_{w, \lambda}[f]\) for any function \(f\). Since \(w\) is non-zero for at most \(N\) points, one can directly compute \(S_{w, \lambda}[f]\) by evaluating \(f\) at \(N\) points. In particular, one can compute \(S_{w, \lambda}[1], S_{w, \lambda}[x]\) and \(S_{w, \lambda}[xx^\top]\) with \(O(n^2N)\) arithmetic operations.

We note that uniform part splits over \(\Omega_1, \ldots, \Omega_d\). Let us write \(\lambda\) as \((\lambda_1, \ldots, \lambda_d)\), where \(\lambda_i\) corresponds to \(i\)th attribute and let us define variables

\[
\bar{\alpha}_i := (0, \ldots, 0, \alpha_i, 0, \ldots, 0) \in \mathbb{R}^n,
\]

\[
s^0_i := \sum_{\alpha_i \in \Omega_i} e^{(\lambda_i, \alpha_i)},
\]

\[
s^1_i := \sum_{\alpha_i \in \Omega_i} \bar{\alpha}_i e^{(\lambda_i, \alpha_i)},
\]

\[
s^2_i := \sum_{\alpha_i \in \Omega_i} \bar{\alpha}_i \bar{\alpha}_i^\top e^{(\lambda_i, \alpha_i)}.
\]
for all $i \in [d]$ and $\alpha_i \in \Omega_i$. Then, we have
\[
S_{u,\lambda}[1] = \frac{1}{|\Omega|} \prod_{i \in [d]} s_i^0, \\
S_{u,\lambda}[x] = \frac{1}{|\Omega|} \sum_{i \in [d]} \left( s_i^1 \prod_{j \neq i} s_j^0 \right), \\
S_{u,\lambda}[xx^\top] = \frac{1}{|\Omega|} \sum_{i \in [d]} \left[ s_i^2 \prod_{j \neq i} s_j^0 + \sum_{j \neq i} s_i^1(s_j^1)^\top \prod_{k \neq i,j} s_k^0 \right].
\]

Clearly, we can compute variable $s_1^0, s_i^1, s_i^2$ with $O(n^2 \max_{i \in [d]}|\Omega_i|)$ arithmetic operations. Therefore, one can compute $S_{q_c,\lambda}[1]$, $S_{q_c,\lambda}[x]$, and $S_{q_c,\lambda}[xx^\top]$ with $O(n^2(N + d \max_{i \in [d]}|\Omega_i|))$ arithmetic operations. 

\[ \square \]

9.2 Runtime of primal path following algorithm

In order to conclude the run time of primal path following algorithm when it used to minimize (2) with $f := f_\varepsilon$, we need following simple bounds on the gradient and Hessian of $h_{\theta,\varepsilon}$.

**Lemma 9.2 (Size of gradient and Hessian of dual maximum entropy program).** Given a finite domain $\Omega \subseteq \mathbb{R}^n$ with $D_\Omega := \max_{\alpha,\beta \in \Omega} \|\alpha - \beta\|_1$, expected value $\theta \in \text{conv}(\Omega)$, prior distribution $q : \Omega \to [0, 1]$, and a point $\lambda \in \mathbb{R}^n$, $h_{\theta,q}$ satisfies

1. $\|\nabla h_{\theta,q}(\lambda)\|_2 \leq D_\Omega \sqrt{n}$,
2. $\|\nabla^2 h_{\theta,q}(\lambda)\|_2 \leq D_\Omega^2$, and
3. $|h_{\theta,q}(\lambda)| \leq D_\Omega \|\lambda\|_\infty$.

**Proof.** Without loss of generality, we assume that $\max_{\alpha \in \Omega}\|\alpha\|_1 \leq D_\Omega$. This assumption does not effect the generality of the statement, as the value of $h_{\theta,q}$, as well as its first and second derivatives are invariant under translation of the points in $\Omega$ with a common vector. Let us assume that $D_\Omega = \|\alpha_1 - \alpha_0\|_1$ for some $\alpha_0, \alpha_1 \in \Omega$. Then, we consider $\tilde{\Omega} := \{ \tilde{\alpha} := \alpha - \alpha_0 \mid \alpha \in \Omega \}$ instead of $\Omega$. We note that

\[
h_{\tilde{\theta},q}(\lambda) = \log \left( \sum_{\tilde{\alpha} \in \tilde{\Omega}} q(\alpha)e^{\langle \tilde{\lambda}, \tilde{\alpha} - \tilde{\theta} \rangle} \right) \\
= \log \left( \sum_{\alpha \in \Omega} q(\alpha)e^{\langle \lambda, \alpha - \theta \rangle} \right) = h_{\theta,q}(\lambda).
\]

Thus, $k$th order derivative of $h_{\tilde{\theta}}$ is equal to the $k$th order derivative of $h_\theta$. Furthermore,

\[
\max_{\tilde{\alpha} \in \tilde{\Omega}} \|\tilde{\alpha}\|_1 = \max_{\alpha \in \Omega} \|\alpha - \alpha_0\|_1 \leq \max_{\alpha,\beta \in \Omega} \|\alpha - \beta\|_1 = D_\Omega.
\]

Therefore, we can assume without loss of generality that $\max_{\alpha \in \Omega}\|\alpha\|_1 \leq D_\Omega$. 

18
1. A simple calculation shows that

\[ \nabla h_{\theta,q}(\lambda) = \frac{\sum_{\alpha \in \Omega} (\alpha - \theta) q(\alpha) e^{(\lambda,\alpha)}}{\sum_{\alpha \in \Omega} q(\alpha) e^{(\lambda,\alpha)}} - \theta. \]

We remark that

\[ \left| \sum_{\alpha \in \Omega} (\alpha - \theta) q(\alpha) e^{(\lambda,\alpha)} \right| \leq D_{\Omega} \sum_{\alpha \in \Omega} q(\alpha) e^{(\lambda,\alpha)}, \]

for each \( j \in [n] \) as \( |\alpha_j - \theta_j| \leq \|\alpha - \theta\|_1 \leq D_{\Omega} \) for any \( \alpha \in \Omega \). Therefore, we have \( \|\nabla h_{\theta,q}(\lambda)\|_\infty \leq D_{\Omega} \) and \( \|\nabla h_{\theta,q}(\lambda)\|_2 \leq D_{\Omega} \sqrt{n} \).

2. A simple calculation shows that

\[ \nabla^2 h_{\theta,q}(\lambda) = \frac{\sum_{\alpha \in \Omega} \alpha \alpha^T q(\alpha) e^{(\lambda,\alpha)}}{\sum_{\alpha \in \Omega} q(\alpha) e^{(\lambda,\alpha)}} - \left( \frac{\sum_{\alpha \in \Omega} \alpha q(\alpha) e^{(\lambda,\alpha)}}{\sum_{\alpha \in \Omega} q(\alpha) e^{(\lambda,\alpha)}} \right)^T \left( \frac{\sum_{\alpha \in \Omega} \alpha q(\alpha) e^{(\lambda,\alpha)}}{\sum_{\alpha \in \Omega} q(\alpha) e^{(\lambda,\alpha)}} \right) \]

which is bounded above by

\[ \frac{\sum_{\alpha \in \Omega} \alpha \alpha^T q(\alpha) e^{(\lambda,\alpha)}}{\sum_{\alpha \in \Omega} q(\alpha) e^{(\lambda,\alpha)}}. \]

This matrix is a positive semidefinite matrix, hence its largest eigenvalue is smaller than its trace. Therefore, we have

\[ \|\nabla^2 h_{\theta,q}(\lambda)\|_2 \leq \text{Tr} \left[ \frac{\sum_{\alpha \in \Omega} \alpha \alpha^T q(\alpha) e^{(\lambda,\alpha)}}{\sum_{\alpha \in \Omega} q(\alpha) e^{(\lambda,\alpha)}} \right] \]

\[ = \sum_{\beta \in \Omega} \text{Tr} \left[ \frac{\beta \beta^T p(\beta) e^{-\langle \beta, y \rangle}}{\sum_{\alpha \in \Omega} p(\alpha) e^{-\langle \alpha, y \rangle}} \right] \]

\[ = \sum_{\beta \in \Omega} \frac{\|\beta\|^2 p(\beta) e^{-\langle \beta, y \rangle}}{\sum_{\alpha \in \Omega} p(\alpha) e^{-\langle \alpha, y \rangle}} \]

\[ \leq D_{\Omega}^2 \]

as \( \|\beta\|^2 \leq \|\beta\|_1^2 \leq D_{\Omega}^2 \) for \( \beta \in \Omega \).

3. We note that \( |\langle \lambda, \alpha - \theta \rangle| \leq \|\lambda\|_\infty \|\alpha - \theta\|_1 \leq D_{\Omega} \|\lambda\|_\infty \) by Cauchy-Schwartz inequality for any \( \alpha \in \Omega \). Thus, we have

\[ -D_{\Omega} \|\lambda\|_\infty = \log \left( \sum_{\alpha \in \Omega} q(\alpha) e^{-D_{\Omega} \|\lambda\|_\infty} \right) \]

\[ \leq \log \left( \sum_{\alpha \in \Omega} q(\alpha) e^{(\lambda,\alpha)} \right) \]

\[ \leq \log \left( \sum_{\alpha \in \Omega} q(\alpha) e^{D_{\Omega} \|\lambda\|_\infty} \right) = D_{\Omega} \|\lambda\|_\infty. \]

Therefore, \( |h_{\theta,q}(\lambda)| \leq D_{\Omega} \|\lambda\|_\infty. \)

\qed
9.3 Proof of runtime of max-entropy distribution computation

Combining second order robustness of $h_{\theta,q}$, size of its gradient and Hessian with primal path following algorithm and box-constrained Newton methods, we get a fast algorithm to minimize $h_{\theta,q}$. We start by stating a slightly more general result than Theorem 4.1.

**Theorem 9.3 (Fast second-order algorithm for dual-MaxEnt — general).** There exists an algorithm given a finite domain $\Omega \subseteq \mathbb{R}^n$ with $D_{\Omega} := \max_{\alpha,\beta \in \Omega} \|\alpha - \beta\|_1$, prior distribution $q : \Omega \to [0,1]$, $\theta \in \text{conv}(\Omega)$, $\varepsilon > 0$, and the promise of $\ell_1$ ball of radius $R_{\varepsilon}$ which contains $\varepsilon$-approximate minimizer of $h_{\theta,q}$, outputs a $6\varepsilon$-approximate minimizer of $h_{\theta,q}$ with at most

$$\tilde{O}\left(\left(\mathcal{T}_H + n^{1/2+\omega} \log(nD_{\Omega}/\varepsilon)\right) D_{\Omega} R_{\varepsilon} \log(D_{\Omega} R_{\varepsilon}/\varepsilon)\right)$$

many arithmetic operations where $\mathcal{T}_H$ is number of arithmetic operations required to compute the gradient and the Hessian of $h_{\theta,q}$.

**Proof.** The proof of this theorem follows directly from Theorem 7.4 and Theorem 7.1. The time taken by each primal path-following computation iteration is $n^{1/2+\omega} \log(nD_{\Omega}/\varepsilon)$, using the $\varepsilon$-value in Algorithm 1 and gradient and Hessian bounds from Lemma 9.2. Also in each iteration, we need to compute the gradient and Hessian, which takes $\mathcal{T}_H$ operations.

For the max-entropy dual function, $\|h_{\theta,q}(\lambda)\|_\infty$ from Lemma 9.2. Therefore, $\var_\mathcal{R}(f)$ in this case is $O(D_{\Omega} \cdot R_{\varepsilon})$. Combining these bounds, we get the above theorem. \qed

We now provide the bit complexity of approximate minimizers of (dual-MaxEnt) when Laplace smoothed prior distribution is used. To provide bounds on the size of approximate solutions of dual program, we will use the following result from [23], who showed that in a large class of polytopes a $\varepsilon$-approximate solution can be found in a small $\ell_1$ ball around the origin.

**Theorem 9.4 (Size of approximate minimizers of dual maximum entropy program, [23], Theorem 5.1).** If $\Omega \subseteq \mathbb{R}^n$ is a finite set whose convex hull can be represented as $\{x \in \mathbb{R}^n \mid \forall i \in I, (a_i, x) \leq b_i\}$ for some integers $a_i, b_i \in \mathbb{Z}$ with $|a_i| \leq M$ for each $i \in I$, then given prior distribution $q : \Omega \to [0,1]$, expected value $\theta$ and error parameter $\varepsilon > 0$, there is an $\varepsilon$-approximate minimizer of $h_{\theta,q}$ in $\ell_1$ ball of radius $R_{\varepsilon} := O\left(nM \log\left(\frac{|\Omega|}{\varepsilon}\right)\right)$ where $\kappa := \max_{\alpha \in \Omega} q(\alpha)/\min_{\alpha \in \Omega} q(\alpha)$.

**Lemma 9.5 (Size of approximate solutions of dual maximum entropy program).** Given a finite domain $\Omega := \Omega_1 \times \ldots \Omega_d \subseteq [0,1]^n$ that corresponds to $n$-dimensional encodings of numerical, binary, and categorical $d$ attributes, $N$ samples from $\Omega$, uniformly distributed mass, $C > 0$, target expected value $\theta$, and $\varepsilon > 0$, if $q_C$ denotes the corresponding Laplace smoothed prior distribution, then there exists an $\varepsilon$ approximate minimizer of $h_{\theta,q_C}$ in $\ell_1$ ball of radius $R_{\varepsilon} := O\left(nd \log\left(n\max_{\alpha \in [d]|\Omega_\alpha|/C\varepsilon}\right)\right)$.

**Proof.** We note that domain $\Omega$ is the Cartesian product of intervals and standard simplices by construction. Each interval can be represented by two inequality constraints of form $0 \leq (\varepsilon_i, x) \leq 1$ and simplices can be represented with the constraints of the form $\langle \sum_{i \in I} \varepsilon_i, x \rangle = 1$ where $\varepsilon_i$ is the standard basis element for $\mathbb{R}^n$ and $I \subseteq [n]$ is an index set. Thus, the parameter $M$ in Theorem 9.4 is 1. We also note that, $|\Omega| = \prod_{i \in [d]} |\Omega_i| \leq (\max_{\alpha \in [d]|\Omega_i|)^d$. On the other hand, if the estimated prior distribution is $q$, then $q(\alpha) \leq 1$ for any $\alpha \in \Omega$ and $q(\alpha) \geq C/|\Omega|$ by construction. Therefore,

$$R_{\varepsilon} = O\left(nM \log\left(|\Omega|^{\kappa}/\varepsilon\right)\right) = O\left(nd \log\left(n\max_{\alpha \in [d]|\Omega_\alpha|/C\varepsilon}\right)\right)$$

where $\kappa = \max_{\alpha \in \Omega} q(\alpha)/\min_{\alpha \in \Omega} q(\alpha)$. \qed
We are now ready to prove Theorem 4.1. We recall it for completeness.

**Theorem 9.6 (Fast second-order algorithm for dual-MaxEnt).** There exists an algorithm such that, given sets $\Omega_1, \ldots, \Omega_d$, $N$ samples from $\Omega \subseteq \mathbb{R}^n$, smoothing parameter $C > 0$ and error margin $\varepsilon > 0$, it can compute $\hat{\lambda} \in \mathbb{R}^n$ that is $\varepsilon$-approximate solution to dual-MaxEnt with $\tilde{O} \left( \left( N + cd + n^{w-\frac{3}{2}} \log \left( \frac{n}{\varepsilon} \right) \right) n^d \log \left( \frac{1}{C\varepsilon} \right)^2 \right)$ arithmetic operations where $c := \max_{i \in [d]} |\Omega_i|$ and $\omega \sim 2.3 \cdots$ is the matrix multiplication coefficient.

**Proof.** Let $q_C$ denote the Laplace smoothed prior distribution. By Lemma 4.3, one can compute $S_{qC, \lambda}[1], S_{qC, \lambda}[x]$, and $S_{qC, \lambda}[xx^\top]$ with $O(n^2(N + d \max_{i \in [d]} |\Omega_i|))$ many arithmetic operations where $S_{qC, \lambda}[f] := \sum_{\alpha \in \Omega} f(\alpha) \cdot q_C(\alpha)e^{\langle \lambda, \alpha \rangle}$. We note that given $\theta \in \text{conv}(\Omega)$, the gradient of $h_{\theta, qC}$ is

$$\nabla h_{\theta, qC} = \nabla q_C \cdot \sum_{\alpha \in \Omega} f(\alpha) \cdot q_C(\alpha)e^{\langle \lambda, \alpha \rangle} - \theta,$$

and the Hessian of $h_{\theta, qC}$ is

$$\nabla^2 h_{\theta, qC} = \nabla^2 q_C \cdot \sum_{\alpha \in \Omega} f(\alpha) \cdot q_C(\alpha)e^{\langle \lambda, \alpha \rangle} - \theta.$$

Thus, the computation of the gradient and Hessian of $h_{\theta, qC}$ requires $O(n^2(N + d \max_{i \in [d]} |\Omega_i|))$ many arithmetic operations. We substitute the values of $R_\varepsilon, D_{\Omega} = O(n)$ and $T_H$ in Theorem 9.3 to get the following bound,

$$\tilde{O} \left( \left( N + cd + n^{w-\frac{3}{2}} \log \left( \frac{n}{\varepsilon} \right) \right) n^d \log \left( \frac{1}{C\varepsilon} \right)^2 \right)$$

many arithmetic operations by Theorem 9.3.

10 Price of fairness

The ideal choice of $\theta$ to be used in the max-entropy program is the expected value of the prior distribution $q_C$. However, we allow the user to vary the value of $\theta$ to ensure different statistical rates of the max-entropy distribution. In this section, we quantify and bound the change in the max-entropy distribution due to the change in the expected value $\theta$. This quantity is referred to as the “price of fairness” in our framework. We use the recent work of [23] on the stability of max-entropy distributions to achieve a bound on the price of fairness. We often drop the superscript $w$ from $q_C^w$ for brevity of notation.

For the prior distribution $q_C$, let $\theta_C$ denote the expected value of this distribution. We have the following general bound on the price of fairness.

**Theorem 10.1 (Distance between output and prior distribution in terms of input expected value).** Given samples $\mathcal{S} \subseteq \Omega \subseteq \mathbb{R}^n$ and $0 \leq C \leq 1$, let $q_C$ be the prior distribution defined in Eq. (1). Let $D_{\Omega}$ denote the diameter of $\Omega$, i.e. $D_{\Omega} = \max_{\alpha, \beta \in \Omega} \|\alpha - \beta\|_2$. Let $\theta$ denote the desired expected value (taken as input to the framework) and let $\theta_C$ denote the expected value of distribution $q_C$.

For every $\varepsilon \geq 0$, if $\|\theta - \theta_C\|_1 \leq \varepsilon$ then

$$\|p^* - q_C\|_1 \leq \sqrt{R \cdot \varepsilon},$$

where $p^*$ is the max-entropy distribution obtained using prior distribution $q_C$ and expected value $\theta$ and $R = O(n^{3/2} \cdot \left( \log \left( \frac{|\Omega|}{C\varepsilon} \right) + \log \frac{nD_{\Omega}}{\varepsilon} \right))$. 
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We will use the results of [23] to obtain the above bound. They prove the following general theorem regarding the stability of max-entropy distributions.

**Theorem 10.2 (Stability of max-entropy distributions [23])**. Given a domain \( \Omega \subseteq \mathbb{Z}^n \) and let \( R_\Omega \) denote the \( \ell_2 \)-diameter of \( \Omega \). Let \( fc(\Omega) \) denote the unary facet complexity of \( \text{conv}(\Omega) \). Then for every function \( q : \Omega \to [0,1] \) and for every \( \varepsilon > 0 \), there exists a number \( R = O(n^{3/2} \cdot fc(\Omega) \cdot (L_q + \log |\Omega| + \log n/\varepsilon)) \) such that for every \( \theta_1, \theta_2 \in \text{conv}(\Omega) \), if \( \|\theta_1 - \theta_2\|_1 \leq \varepsilon \) then

\[
\| p^{\theta_1} - p^{\theta_2} \|_1 \leq \sqrt{R} \cdot \varepsilon,
\]

where \( p^\theta \) is the max-entropy distribution corresponding to prior \( q \) and expected value \( \theta \) and \( L_q := \max_{\alpha \in \Omega} |\log q(\alpha)|. \)

Informally, the unary facet complexity of a polytope is the smallest number \( M \in \mathbb{N} \) such that the polytope (\( \text{conv}(\Omega) \)) can be described by linear inequalities with coefficients in \( \{-M, \ldots, 0, \ldots, M\} \). We refer the reader to [23] for a detailed discussion on unary facet complexity.

**Proof of Theorem 10.1** The domain and the prior used in Theorem 10.1 satisfy the conditions of Theorem 10.2. Since the domain \( \Omega \) has only binary or categorical attributes, the polytope can be described using linear inequalities with \( O(1) \) coefficients. Therefore \( fc(\Omega) = O(1) \).

We next compute \( L_{q_C} := \max_{\alpha \in \Omega} |\log q_C(\alpha)|. \) Since \( q_C \) is a probability distribution, its value is upper bounded by 1. To find the maximum of absolute value of log of \( q_C \), we need a lower bound on the probability value. From the definition of \( q_C \), we know that

\[
q_C(\alpha) \geq \frac{C}{|\Omega|}.
\]

Therefore,

\[
L_{q_C} := \max_{\alpha \in \Omega} |\log q_C(\alpha)| \leq \log \frac{|\Omega|}{C}.
\]

Since \( C < 1 \), \( \log \frac{|\Omega|}{C} + \log |\Omega| \) is \( O(\log \frac{|\Omega|}{C}) \). Furthermore note that the max-entropy distribution with prior \( q_C \) and expected value \( \theta_C \) is the distribution \( q_C \) itself. Substituting these values in Theorem 10.2 we get the bound mentioned in Theorem 10.1.

We are specifically interested in the case when the input specifies the desired statistical rate. Suppose that the input expected value \( \theta \) has the same value as \( \theta_C \) (expected value of \( q_C \)) for all indices other than \( I_Z \), i.e., the sensitive attributes, and for the sensitive attribute, \( \theta \) satisfies the condition \( \theta(Z = z_1)/\theta(Z = z_2) \geq \tau \), for all values \( z_1, z_2 \) of any sensitive attribute \( Z \).

Consider the case of a single binary sensitive attribute \( Z \) for which the input \( \theta_1 \) satisfies the above condition for a given \( \tau \). It can be shown that in this case \( \tau/2 \leq \theta(Z = 1), \theta(Z = 0) \leq 1/2\tau \). Therefore in this case \( \|\theta - \theta_C\|_1 \leq \max\{|\theta_C(Z = 1) - 1/2\tau|, |\theta_C(Z = 1) - \tau/2|\} + \max\{|\theta_C(Z = 0) - 1/2\tau|, |\theta_C(Z = 0) - \tau/2|\}. \) Using this bound, we can obtain a \( \tau \)-dependent bound on the price of fairness in this case.

We can similarly obtain a \( \tau \)-dependent bound on the price of fairness in the general case as a corollary of the above theorem.

**Corollary 10.3 (\( \tau \)-dependent price of fairness bound)**. Let \( \Omega \subseteq \mathbb{R}^n \) be the domain and let \( \Omega_\ell \) denote the domain of a sensitive attribute.
Given samples $S \subseteq \Omega \subseteq \mathbb{R}^n$ and $0 \leq C, \tau \leq 1$, let $q_C$ be the prior distribution defined in Eq. (1). Let $D_\Omega$ denote the $\ell_2$-diameter of $\Omega$. Let $\theta$ denote the desired expected value (taken as input to the framework) and let $\theta_C$ denote the expected value of distribution $q_C$. Suppose that $\theta$ and $\theta_C$ have the same value for all indices other than $I_\ell$, i.e., the sensitive attributes and $\theta$ satisfies the condition $\theta(Z=z_1)/\theta(Z=z_2) \geq \tau$, for all values $z_1, z_2 \in \Omega_\ell$. Then

$$
\|p^* - q_C\|_1 \leq \sqrt{R \cdot M},
$$

where $p^*$ is the max-entropy distribution obtained using prior distribution $q_C$ and expected value $R = O(n^{3/2} \cdot (\log \frac{R}{\varepsilon} + \log \frac{nD_\Omega}{\varepsilon}))$ and $M = \sum_{z \in \Omega_\ell} \max\{|\theta_C(Z = z) - 1/|\Omega_\ell|\}, |\theta_C(Z = z) - \tau/|\Omega_\ell|\}$. 

**Proof.** From the input distribution $\theta(Z) \geq \tau$, for all values $z_1, z_2 \in \Omega_\ell$. Since $\sum_{z \in \Omega_\ell} \theta(Z = z) = 1$, we get that for all $z \in \Omega_\ell$,

$$
\frac{\tau}{|\Omega_\ell|} \leq \theta(Z = z) \leq \frac{1}{\tau|\Omega_\ell|}.
$$

Therefore, the difference between $\theta$ and $\theta_C$ is

$$
\|\theta - \theta_C\|_1 \leq \sum_{z \in \Omega_\ell} \max\{|\theta_C(Z = z) - 1/|\Omega_\ell|\}, |\theta_C(Z = z) - \tau/|\Omega_\ell|\}.
$$

Substituting the above term in place of $\varepsilon$ in Theorem 10.1 gives us the bound in the corollary. \qed

## 11 Fairness guarantees - Proof of Theorem 4.5

We first recall our main theorem on fairness guarantees. Again, we drop the superscript $w$ from $q^w_C$ for brevity.

**Theorem 11.1 (Fairness guarantees on the output distribution).** Given samples $S \subseteq \Omega \subseteq \mathbb{R}^n$ and parameters $\tau, C \in [0, 1]$, let $q_C$ be the prior distribution computed using the weights obtained from Algorithm 2. Let $D_\Omega$ denote the $\ell_2$-diameter of $\Omega$, i.e., $D_\Omega = \max_{\alpha, \beta \in \Omega} \|\alpha - \beta\|_2$. Let $\theta$ denote the given expected vector and $\theta_C$ denote the expected vector corresponding to $q_C$. Let $p^*$ denote the max-entropy distribution obtained corresponding to the prior distribution $q_C$ and expected value $\theta$. Let $Y$ denote the random variable when $p^*$ is restricted to the domain of the protected attribute $\Omega_\ell$. Then, the max-entropy distribution $p^*$ satisfies the following bounds:

- **(Representation rate)** If $\theta$ satisfies the property that $\theta(Z=z_1)/\theta(Z=z_2) \geq \tau$, then $E^*(Z=z_1)/E^*(Z=z_2) \geq \tau$.

- **(Statistical rate)** If $\theta$ satisfies the property that $\theta(Z=z_1)/\theta(Z=z_2) \geq \tau$, for all values $z_1, z_2 \in \Omega_\ell$ and $\|\theta - \theta_C\|_1 \leq \varepsilon_\theta$, then for a fixed class label $y \in \mathcal{Y}$

$$
\frac{p^*[Y=y|Z=z_1]}{p^*[Y=y|Z=z_2]} \geq \tau \left(1 - \frac{2\sqrt{R \cdot \varepsilon_\theta \cdot |\Omega_\ell| \cdot |\mathcal{Y}|}}{C - \sqrt{R \cdot \varepsilon_\theta \cdot |\Omega_\ell| \cdot |\mathcal{Y}|}}\right).
$$

In all the above bounds, $R = O(n^{3/2} \cdot (\log \frac{\Omega_\ell}{\varepsilon} + \log \frac{nD_\Omega}{\varepsilon}))$. 

We will need the following lemma and Theorem 10.1 for the proof.

**Lemma 11.2 (Joint distribution is fair in case of weights obtained from Algorithm 2).** Let $q_C$ be the prior distribution computed according to Eq. (1) and using the weights obtained from Algorithm 3. Let $Y, Z$ denote the random variables for class label and sensitive attribute respectively. Then for a given $y \in \mathcal{Y}$ and for all values $z_1, z_2, \ldots, z_k \in \Omega_\ell$,

$$
q_C(Z = z_1, Y = y) = q_C(Z = z_2, Y = y) = \cdots = q_C(Z = z_k, Y = y).
$$
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Proof of Lemma 11.2. For any value $z_i \in \Omega_\ell$, 

$$
q_C(Z = z_i, Y = y) = q_C(Z = z_i, Y = y) \\
= \sum_{\alpha \in \Omega | y(\alpha) = y, z(\alpha) = z_i} q_C(\alpha) \\
= \left( \sum_{\alpha \in S | y(\alpha) = y, z(\alpha) = z_i} q_C(\alpha) + \sum_{\alpha \in \Omega \setminus S | y(\alpha) = y, z(\alpha) = z_i} q_C(\alpha) \right).
$$

We analyze each of the two parts individually. From Algorithm 2,

$$
\sum_{\alpha \in S | y(\alpha) = y, z(\alpha) = z_i} q_C(\alpha) = \sum_{\alpha \in S | y(\alpha) = y, z(\alpha) = z_i} \frac{C}{|\Omega|} + \frac{1 - C}{W} \frac{c(y)}{c(y, z_i)} \\
= \frac{C}{|\Omega|} c(y, z_i) + \frac{1 - C}{W} \frac{c(y)}{c(y, z_i)} \\
= \frac{C}{|\Omega|} c(y, z_i) + \frac{(1 - C) \cdot c(y)}{W}.
$$

$$
\sum_{\alpha \notin S | y(\alpha) = y, z(\alpha) = z_i} q_C(\alpha) = \sum_{\alpha \notin S | y(\alpha) = y, z(\alpha) = z_i} \frac{C}{|\Omega|} \\
= \frac{C}{|\Omega|} c'(y, z_i).
$$

where $c'(y, z_i)$ is the number of elements not in $S$ with class label $y$ and sensitive attribute $z_i$. Therefore,

$$
\sum_{\alpha | y(\alpha) = y, z(\alpha) = z_i} q_C(\alpha) = \sum_{\alpha \in S | y(\alpha) = y, z(\alpha) = z_i} q_C(\alpha) + \sum_{\alpha \notin S | y(\alpha) = y, z(\alpha) = z_i} q_C(\alpha) \\
= \frac{C}{|\Omega|} c(y, z_i) + \frac{(1 - C) \cdot c(y)}{W} + \frac{C}{|\Omega|} c'(y, z_i) \\
= \frac{C}{|\Omega|} (c(y, z_i) + c'(y, z_i)) + \frac{(1 - C) \cdot c(y)}{W} \\
= \frac{C}{|\Omega|} \cdot |\Omega_\ell| + \frac{(1 - C) \cdot c(y)}{W}.
$$

Note that first part of the above term is independent of $y$ and $z_i$ as it counts all possible elements with class label $y$ and sensitive attribute $z_i$. Hence $q_C(Z = z_i, Y = y)$ is independent of the sensitive attribute $z_i$.

We are now ready to prove Theorem 11.1.

Proof of Theorem 11.1. (1) The first bound follows from the definition of max-entropy distribution and the constraints in the program.

(2) For the second bound, suppose we are given that $\|p^* - q_C\|_1 \leq D$. The total variation distance between two distributions is defined as

$$
\delta_{TV}(p, q) = \max_{\Omega' \subseteq \Omega} |p(\Omega') - q(\Omega')|.
$$
We also know that
\[ \delta_{TV}(p^*, q_C) = \frac{1}{2} \| p^* - q_C \|_1 \leq \frac{D}{2}. \]

Let \( \Omega' \) be the domain of all point \( \alpha \in \Omega \) with class label \( y \) and sensitive attribute \( z \). Then
\[
q_C(Y = y, Z = z) - D \leq p^*(Y = y, Z = z) \leq q_C(Y = y, Z = z) + D.
\]

From Lemma 11.2, we know that \( q_C(Z = z, Y = y) \) is equal for a fixed \( y \) and all \( z \). Therefore, for any two values \( z_1, z_2 \)
\[
|p^*(Z = z_1, Y = y) - p^*(Z = z_2, Y = y)| \leq 2D.
\]

We can bound the ratio of these quantities as
\[
\frac{p^*(Z = z_1, Y = y)}{p^*(Z = z_2, Y = y)} \geq 1 - \frac{2D}{\max_z p^*(Y = y, Z = z)}.
\]

We next attempt to lower bound \( \max_z p^*(Y = y, Z = z) \). Once again
\[
p^*(Z = z, Y = y) \geq q_C(Y = y, Z = z) - D
\]
\[
\geq \sum_{\alpha|y(\alpha) = y, z(\alpha) = z} q_C(\alpha) - D
\]
\[
\geq \sum_{\alpha|y(\alpha) = y, z(\alpha) = z} C |\Omega| - D
\]
\[
= \frac{C}{|\Omega|} \cdot |\Omega| - |\Omega_{\ell}| \cdot |\mathcal{Y}| - D = \frac{C}{|\Omega_{\ell}| \cdot |\mathcal{Y}|} - D.
\]

Therefore,
\[
\frac{p^*(Z = z_1, Y = y)}{p^*(Z = z_2, Y = y)} \geq 1 - \frac{2D \cdot |\Omega_{\ell}| \cdot |\mathcal{Y}|}{C - D \cdot |\Omega_{\ell}| \cdot |\mathcal{Y}|},
\]
and if \( \theta(Z = z_i)/\theta(Z = z_j) \geq \tau \), for all values \( z_i, z_j \) of \( Z \), then we get
\[
\frac{p^*[Y = y \mid Z = z_i]}{p^*[Y = y \mid Z = z_j]} \geq \tau \left( 1 - \frac{2D \cdot |\Omega_{\ell}| \cdot |\mathcal{Y}|}{C - D \cdot |\Omega_{\ell}| \cdot |\mathcal{Y}|} \right).
\]

Using \( \| \theta - \theta_C \|_1 \leq \varepsilon_\theta \), by plugging in the upper bound on \( D \) from Theorem 10.1 we get the statistical rate bound in the theorem.

\[ \square \]

12 Using uniform weights in the prior distribution

As mentioned earlier, using uniform weights \( w_i = 1/N \), for all \( i \in [N] \), does not lead to a fair prior distribution. We formalize this argument with the lemma stated below.

**Lemma 12.1 (Joint distribution is not fair in case of uniform weights).** Let \( q_C \) be the prior distribution computed using the uniform weights, i.e, \( w_i = 1/N \), for all \( i \in [N] \). Let \( Y, Z \) denote the random variables for class label and sensitive attribute respectively. Then for a given \( y \in \mathcal{Y} \) and \( z \in \Omega_{\ell} \),
\[
q_C(Z = z, Y = y) = \frac{C}{|\Omega_{\ell}| \cdot |\mathcal{Y}|} + \frac{(1 - C) \cdot c(y, z)}{N},
\]
where \( c(y, z) \) is the count of the number of samples in \( S \) with class label \( y \) and sensitive attribute \( z \).
Proof. For any value $z_i$ of $Z$,

$$q_C(Z = z_i, Y = y) = q_C(Z = z_i, Y = y)$$

$$= \sum_{\alpha \in \Omega \mid y(\alpha) = y, z(\alpha) = z_i} q_C(\alpha)$$

$$= \left( \sum_{\alpha \in S \mid y(\alpha) = y, z(\alpha) = z_i} q_C(\alpha) + \sum_{\alpha \in \Omega \setminus S \mid y(\alpha) = y, z(\alpha) = z_i} q_C(\alpha) \right).$$

We analyze each of the two parts individually. From Algorithm 2,

$$\sum_{\alpha \in S \mid y(\alpha) = y, z(\alpha) = z_i} q_C(\alpha) = \frac{C}{|\Omega|} c(y, z_i) + \frac{1 - C}{N} c(y, z_i).$$

$$\sum_{\alpha \notin S \mid y(\alpha) = y, z(\alpha) = z_i} q_C(\alpha) = \frac{C}{|\Omega|} c'(y, z_i).$$

where $c'(y, z_i)$ is the number of elements not in $S$ with class label $y$ and sensitive attribute $z_i$. Therefore,

$$\sum_{\alpha \mid y(\alpha) = y, z(\alpha) = z_i} q_C(\alpha) = \sum_{\alpha \in S \mid y(\alpha) = y, z(\alpha) = z_i} q_C(\alpha) + \sum_{\alpha \notin S \mid y(\alpha) = y, z(\alpha) = z_i} q_C(\alpha)$$

$$= \frac{C}{|\Omega|} c(y, z_i) + \frac{1 - C}{N} c(y, z_i) + \frac{C}{|\Omega|} c'(y, z_i)$$

$$= \frac{C}{|\Omega|} \left( c(y, z_i) + c'(y, z_i) \right) + \frac{1 - C}{N} c(y, z_i)$$

$$= \frac{C}{|\mathcal{Y}| \cdot |\Omega|} + \frac{1 - C}{N} c(y, z_i).$$

The above lemma shows that the joint probability for a given $y$ and $z$ depends on the number of samples with those values in $S$ when the weights are uniform and hence is not fair in the general case.

13 Other experiments on smaller COMPAS dataset

Figure 2 shows the variation of gender ratio and Gaussian Naive Bayes classifier disparate impact and accuracy, when trained using different max-entropy distributions.
Figure 2: The figures show the comparison of max-entropy distributions with different prior distributions and expected values. The first figure show the gender ratio of different max-entropy distribution. The second and third figure show the disparate impact and accuracy of Gaussian Naive Bayes classifier trained on the output distribution.

Figure 3: Comparison of disparate impact, gender ratio and KL-divergence from empirical distribution of raw data for max-entropy distributions with different priors and expected values.

14 Experiments on larger COMPAS dataset

In this section, we present the experiments on the larger version of the COMPAS dataset. This dataset consists of attributes sex, race, age, juvenile felony count, juvenile misdemeanor count, juvenile other count, months in jail, priors count, decile score, charge degree, violent crime, violent recidivism, drug related crime, firearm involved, minor involved, road safety hazard, sex offense, fraud and petty crime, with recidivism as the label. We did not exclude any samples and we did not categorize any attributes. The original data contains samples from 6 different races whose age ranged from 18 to 96 with at most 40 prior counts, juvenile felony count, juvenile misdemeanor count, and juvenile other count.

Thus, we model the domain $\Omega$ for this version as $\{0,1\}^8 \times \{0,1,2\}^3 \times \{0,1,\ldots,5\} \times \Delta_6 \times \{0,1,\ldots,7\}^2 \times \{0,1,\ldots,10\}^2 \times \{0,1,\ldots,11\} \times \{0,1,\ldots,13\}$. Overall the domain contains approximately $1.4 \times 10^{11}$ different points.
14.1 Evaluating the disparate impact and accuracy of generated dataset

We evaluate the dataset generated using different max-entropy algorithms. We run the algorithm with different combinations of prior weights and expected value mentioned earlier. We vary the $C$ value for our framework and measure the disparate impact of the output distribution. We also consider a metric to check how well the max-entropy distribution preserves the pairwise correlation between features. To calculate this, we first calculate the covariance matrix of the output dataset, say $\text{Cov}_{\text{output}}$ and the original raw dataset $\text{Cov}_{\text{data}}$, and then report the Frobenius norm of the difference of these matrices, i.e., $\|\text{Cov}_{\text{output}} - \text{Cov}_{\text{data}}\|_F$. The lower the value of the norm, the better the output distribution preserves the pairwise correlation. The results for this evaluation are present in Figure 3. Here again the first part of the figure shows that the max-entropy distributions obtained using prior $q_C^{\text{rewt}}$ and expected value $\theta_{\text{rewt}}$ or $\theta_{\text{bal}}$ achieve higher disparate impact values than the distributions obtained from max-entropy distribution obtained using uniform weights on samples. Similarly the gender ratio of max-entropy distributions using prior distribution $q_C^{\text{rewt}}$ and expected value $\theta_{\text{rewt}}$ or $\theta_{\text{bal}}$ are close to 1.0.
Table 2: Comparison of max-entropy distribution on large COMPAS dataset with the state-of-the-art. The max-entropy distribution uses parameter $C = 0.5$, prior $q^{\text{rewt}}_C$ and expected value $\theta^{\text{rewt}}_C$ or $\theta^{\text{bal}}_C$. "DI" denotes Disparate Impact. The first column shows that the max-entropy distribution has high DI value. The gender ratio of the max-entropy distribution dataset is also much higher than other output dataset, due to the balanced marginals used. The DI of the decision tree classifier is high for the max-entropy dataset as well.

| Data source                                     | Data DI | Correlation matrix difference norm | Gender Ratio | Classifier DI | Classifier Accuracy |
|-------------------------------------------------|---------|-------------------------------------|--------------|---------------|---------------------|
| Raw Data                                        | 0.71    | 0                                   | 0.24         | 0.71          | 0.66                |
| Max-Entropy Distribution using $q^{\text{rewt}}_C$, $\theta^{\text{rewt}}_C$ | 0.98    | **3.2**                             | 0.97         | 0.85          | **0.63**            |
| Max-Entropy Distribution using $q^{\text{rewt}}_C$, $\theta^{\text{bal}}_C$ | 0.99    | 5.12                                | **0.99**     | **0.86**      | 0.62                |
| Re-weighting samples [14]                       | 1.0     | 0.14                                | 0.26         | 0.79          | 0.62                |

14.2 Evaluating the disparate impact and accuracy of classifier trained on generated dataset

As mentioned earlier, we use the generated datasets to train a Gaussian Naive Bayes and the Decision Tree Classifier and evaluate the fairness and the accuracy of the resulting classifier.

Firstly, we again vary the $C$ value for our framework and measure the disparate impact of the output of the classifier as well as the accuracy. The results for this evaluation using Gaussian Naive Bayes are present in Figure 4 and using Decision Tree Classifier are present in Figure 5. As expected, once again the the max-entropy distributions obtained using prior distribution $q^{\text{rewt}}_C$ achieve higher disparate impact values than the distributions obtained from max-entropy distribution obtained using uniform weights on samples. The accuracy also drops as the value of $C$ tends to 1. This is again because the prior distribution in case of $C = 1$ assigns equal probability mass to all points in the domain.

14.3 Comparison with other algorithms

We compare the performance of the max-entropy distributions with the raw data and re-weighting algorithm [14]. The results are presented in Table 2. From the table, one can see that the correlation matrix norm difference is smallest for the max-entropy distribution. At the same time the data and classifier disparate impact are high.
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