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Abstract

We extend a classical relation by Crooks to quantum systems and show that it unifies the Crooks transient fluctuation theorem and the Kawasaki non-linear response relation, which leads to the standard linear response theory. We also show that the Green-Kubo formula for a system in a steady state driven by a *time-independent* driving force is always expressed in terms of the *symmetrized* correlation function for a quantity induced by the driving force and that a generalized entropy for systems in steady heat conduction states satisfies extensions of the Clausius and the Gibbs relations *exactly*.
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I. Introduction

Since 1993, a number of exact relations including the fluctuation theorems [1 – 4] and the Jarzynski equality [5] have been derived first for classical systems driven out of equilibrium and later for quantum systems [6]. For classical stochastic systems, Crooks [7] has derived a relation, which we will call the Crooks-Kawasaki relation (CKR), from what is equivalent to the detailed fluctuation theorem [4] and shown that its special cases include the Crooks transient fluctuation theorem [2], the integral fluctuation theorem [3], from which the Jarzynski equality follows, and the Kawasaki non-linear response relation [3 (a), 8].

For quantum systems, the Crooks transient fluctuation theorem [9], the integral fluctuation theorem [3 (b), 9 (a), 9 (c) – (e), 10], the Jarzynski equality [9 (a), 9 (b), 9 (d), 9 (e), 9 (h), 9 (i), 9 (k), 10 (b), 11, 12 (b)], and the fluctuation theorem for currents of energy and particles in a system driven to a steady state by contact with heat and particle reservoirs [12 (a), 12 (c)] have been derived through various routes all involving the principle of microreversibility [6]. For an isolated system driven by a time-dependent external field, Bochkov and Kuzovlev [12 (e)] have derived a general relation whose special case can be regarded as a quantum extension of the Kawasaki non-linear response relation, which Andrew and Gaspard [12 (c)] have also derived and employed to recover the standard linear response theory [12 (d)], where the Green-Kubo formula for a linear response coefficient [12 (e)] is expressed in terms of the canonical correlation function for a quantity induced by the external field.

II. Summary of our results

For quantum systems, using the Crooks transient fluctuation theorem, we can derive the integral fluctuation theorem, the Jarzynski equality, and the fluctuation theorem for the currents, but not the Kawasaki non-linear response relation, from which we cannot derive the Crooks transient fluctuation theorem either. A question is then whether there exists a unifying relation
whose special cases include both the Crooks transient fluctuation theorem and the Kawasaki non-linear response relation.

In this article, we will show that a quantum extension of the CKR, Eq. (5.1) below, which follows directly from the principle of microreversibility, is indeed such a unifying relation whose special cases include both the Crooks transient fluctuation theorem and the Kawasaki non-linear response relation. Furthermore, we will show that the fluctuation theorem for currents of heat and particles also follows directly from a special case of the quantum CKR so that we can greatly simplify its proof. The quantum CKR therefore not only makes the derivations of all these results simple and transparent but also provides a succinct synthesis of all the results that follow from the Crooks transient fluctuation theorem and the standard linear response theory derived from the Kawasaki non-linear response relation. Although not discussed in this article, the CKR can be also extended to continuously monitored quantum systems [9 (j), 11 (e)]. As the results in this article can be readily modified for classical systems, the CKR is in fact a unifying relation for both classical and quantum systems driven out of equilibrium.

In addition, for quantum systems in steady states, we will present two new results derived from the CKR. First, we will show that for a system driven to a steady state by a time-independent driving force, we can always prove the fluctuation theorem for a quantity induced by the driving force so that the Green-Kubo formula for its linear response coefficient is always expressed in terms of the symmetrized correlation function of the induced quantity. For a system driven to a steady heat conduction state by a temperature difference between two heat reservoirs, we will show that the fluctuation theorem for the heat current allows us to express the Green-Kubo formula for its thermal conductivity in terms of the symmetrized correlation function for the heat current density operator. Furthermore, as an example for systems with steady inputs of work, we will consider a fluid driven to a steady shear flow state by a constant velocity of a plate moving above the fluid. Using the CKR, we will prove the fluctuation theorem for the shear stress on the fluid and obtain the Green-Kubo formula for its shear viscosity in terms of the symmetrized correlation function for its shear stress operator.
Secondly, for systems in steady heat conduction states, we will show that a generalized entropy used by Tasaki [9 (b)] for quantum systems driven out of equilibrium is in fact a state variable for the steady states and exactly satisfies extensions of the Clausius and the Gibbs relations, which suggests that this generalized entropy may be a more natural extension of equilibrium entropy to steady heat conduction states than a different entropy recently shown to satisfy extensions of the Clausius and the Gibbs relations up to the second order in the heat current [13].

III. The total Hamiltonian and its eigenstates

A. The total Hamiltonian

As the CKR is a general universal relation for both isolated systems and systems attached to heat and/or particle reservoirs, we will use an adjective “total” when our discussion applies to the both types of systems. By switching on a perturbation term in its total Hamiltonian, we can drive a system out of its initial equilibrium state and let it go through a non-equilibrium forward process over a time interval \([0, \tau] \) . During this time interval, the total system evolves according to its total Hamiltonian \(H(t)\), which may consists of three terms: \(H^s(t)\) for the system subject to a time-dependent external field, \(H^r\) for the reservoirs attached to the system, and \(H^{\text{int}}\) for a coupling between the system and the reservoirs. Generally, we will not assume \(H^{\text{int}}\) to be weak compared to \(H^s(t) + H^r\).

B. The initial eigenstate

Before the initial time \(t = 0\), we set \(H^{\text{int}} = 0\) so that the system is detached from the reservoirs. Just before \(t = 0\), through a measurement of both the energy and the number of particles in the system as well as those in the reservoirs, we find the total system to be in an initial state \(|i\rangle\), which is selected by an equilibrium density matrix \(\tilde{\rho}_m\) from the eigenstates of
$H^r(0) + H^r$ and the particle number operators, $\tilde{N}^s$ and $\tilde{N}^r$, for the system and the reservoirs. Depending on how we prepare the initial equilibrium state for the system and the reservoirs, we choose an appropriate equilibrium density matrix $\tilde{\rho}_{in}$.

For example, consider a system attached to two reservoirs, A and B, which will be discussed in Sec.IX. For simplicity, let us assume the system Hamiltonian $H^s$ as well as the reservoir Hamiltonians, $H^A$ and $H^B$, to be all time-independent. Before $t = 0$, we keep the system in equilibrium with a heat and particle reservoir whose inverse temperature and chemical potential are set at $\beta^s$ and $\mu^s$ while keeping the $k$-th reservoir ($k = A,B$) in equilibrium with a heat and particle reservoir whose inverse temperature and chemical potential are set at $\beta^k$ and $\mu^k$.

Just before $t = 0$, through a measurement of both the energy and the number of particles in the system, we find the system to be in an initial state $|i^s\rangle$, which is selected from the eigenstates of the system Hamiltonian $H^s$ and the system particle number operator $\tilde{N}^s$ by an initial density matrix $\tilde{\rho}^s_{in}$ corresponding to a grand canonical ensemble specified by $\beta^s$ and $\mu^s$. Also through a measurement of both the energy and the number of particles in the reservoirs, we find the $k$-th reservoir to be in an initial state $|i^k\rangle$, which is selected from the eigenstates of the reservoir Hamiltonian $H^k$ and the reservoir particle number operator $\tilde{N}^k$ by an initial density matrix $\tilde{\rho}^k_{in}$ corresponding to a grand canonical ensemble specified by $\beta^k$ and $\mu^k$. The initial eigenstate $|i\rangle$ for the total system is then $|i\rangle = |i^s\rangle|i^A\rangle|i^B\rangle$ and the initial density matrix $\tilde{\rho}_{in}$ for the total system is $\tilde{\rho}_{in} = \tilde{\rho}^s_{in}\tilde{\rho}^A_{in}\tilde{\rho}^B_{in}$.

**C. The final eigenstate**

After the final time $t = \tau$, we also set $H^{int} = 0$ so that the system is detached from the reservoirs. Just after $t = \tau$, through a measurement of both the energy and the number of particles in the system and those in the reservoirs, we find the total system to be in a final state $|f\rangle$, which is an eigenstate of $H^r(\tau) + H^r$, $\tilde{N}^s$, and $\tilde{N}^r$.

For the system attached to two reservoirs, A and B, discussed above, just after $t = \tau$, through a measurement of both the energy and the number of particles in the system and those in the
reservoirs, we find the system to be in an eigenstate \( |f^s\rangle \) of the system Hamiltonian \( H^s \) and the system particle number operator \( \hat{N}^s \) while we find the \( k \)-th reservoir to be in an eigenstate \( |f^k\rangle \) of the reservoir Hamiltonian \( H^k \) and the reservoir particle number operator \( \hat{N}^k \). The final eigenstate \( |f\rangle \) for the total system is then \( |f\rangle = |f^s\rangle |f^k\rangle |f^{\text{init}}\rangle \).

### IV. Time-reversed process and the principle of microreversibility

During \([0, \tau]\), the state \( |\Psi(t)\rangle \) of the total system evolves according to the Schrödinger equation with \( H(t) \) so that its final state is related to its initial state by \( |\Psi(\tau)\rangle = U |\Psi(0)\rangle \), where \( U \) is the time evolution operator at \( t = \tau \). Since the time reversal operator \( \Theta \) satisfies \( i \Theta = -\Theta i \) and \( \Theta \Theta^\dagger = \Theta^\dagger \Theta = I \), the time-reversed state, \( |\Psi_r(t)\rangle = \Theta |\Psi(\tau - t)\rangle \), evolves according to the Schrödinger equation with the time-reversed Hamiltonian,

\[
\Theta H(\tau - t) \equiv \Theta H(\tau - t) \Theta^\dagger, \tag{4.1}
\]

and the final state of the time-reversed backward process is related to its initial state by \( |\Psi_r(\tau)\rangle = \Theta U |\Psi_r(0)\rangle \), where \( \Theta U \) is the time evolution operator at the end of the backward process. We do not assume \( H(t) \) to be invariant with respect to time reversal so that \( H(t) \) does not need to be equal to \( \Theta H(t) \Theta^\dagger \). For any \( |\Psi(0)\rangle \) we then find

\[
\Theta |\Psi(0)\rangle = |\Psi_r(\tau)\rangle = \Theta U |\Psi_r(0)\rangle = \Theta U \Theta |\Psi(\tau)\rangle = \Theta U \Theta U |\Psi(0)\rangle \tag{4.2}
\]

so that

\[
\Theta U = \Theta U^\dagger \Theta^\dagger, \tag{4.3}
\]

which is called the principle of microreversibility and is the basis for the CKR.
Using this equation, we can show that the transition probability for the forward process from an initial eigenstate $|i\rangle$ to its final eigenstate $|f\rangle$ is equal to the transition probability for the backward process from $|^{\Theta}f\rangle \equiv \Theta|f\rangle$ to $|^{\Theta}i\rangle \equiv \Theta|i\rangle$:

$$K_f[U] = |\langle^{\Theta}i|^{\Theta}U|^{\Theta}f\rangle|^2,$$

which follows from

$$\langle^{\Theta}i|^{\Theta}U|^{\Theta}f\rangle = (\Theta|i\rangle, \Theta U^\dagger|f\rangle) = (U^\dagger|f\rangle, |i\rangle) = \langle f|U|i\rangle,$$

where $\Theta$ is anti-unitary so that for any pair of states, $|\alpha\rangle$ and $|\alpha'\rangle$, $\Theta$ satisfies

$$(\Theta|\alpha\rangle, \Theta|\alpha'\rangle) = (|\alpha\rangle, |\alpha'\rangle),$$

where $(|\alpha\rangle, |\alpha'\rangle)$ is the inner product between $|\alpha\rangle$ and $|\alpha'\rangle$.

The following property of $\Theta$ will be also useful. If $|n\rangle$ is an eigenstate of an observable $A$ with a real eigenvalue $a(n)$ so that $A|n\rangle = a(n)|n\rangle$, then $|^{\Theta}n\rangle \equiv \Theta|n\rangle$ is an eigenstate of $^{\Theta}A \equiv \Theta A \Theta^\dagger$ so that $^{\Theta}A |^{\Theta}n\rangle = ^{\Theta}a(|^{\Theta}n\rangle)$ and $^{\Theta}a(|^{\Theta}n\rangle) = a(n)$ because

$$^{\Theta}A |^{\Theta}n\rangle = \Theta A |n\rangle = a(n)\Theta |n\rangle = a(n) |^{\Theta}n\rangle.$$

V. The Crooks-Kawasaki relation and the total entropy production

A. The Crooks-Kawasaki relation

The Crooks-Kawasaki relation (CKR) relates the forward process average involving a quantity $C(i,f)$ that depends on the initial and final eigenstates, $|i\rangle$ and $|f\rangle$, of the total system to its average over the backward process from $|^{\Theta}f\rangle$ to $|^{\Theta}i\rangle$ by

$$\left\langle \left\langle C(i,f) \exp\left(-\Delta S_T/k_B\right) \right\rangle \rightangle_f = \left\langle \left\langle C(i,f) \right\rangle \right\rangle_r,$$
where \( k_B \) is the Boltzmann constant, the forward process average is defined by

\[
\langle \langle C \exp(-\Delta S_F / k_B) \rangle \rangle_f \equiv \sum_{i,f} C(i,f) \exp(-\Delta S_F / k_B) P_f(f|i)
\]  

(5.2)

with

\[
P_f(f|i) = \langle f | \mathcal{U} | i \rangle^\dagger \rho_{\text{in}}(i),
\]  

(5.3)

where \( \tilde{\rho}_{\text{in}}(i) = \rho_{\text{in}}(i)|i \rangle \). The backward process average is defined by

\[
\langle \langle C \rangle \rangle_R = \sum_{\Theta_i, \Theta_f} C(\Theta_i, \Theta_f) P_R(\Theta_i | \Theta_f)
\]  

(5.4)

with

\[
P_R(\Theta_i | \Theta_f) \equiv \langle \Theta_i | \mathcal{U} | \Theta_f \rangle^\dagger \rho_{\text{in}}(\Theta_f).
\]  

(5.5)

For any density matrix \( \tilde{\rho}_{\text{fin}} \) for the final eigenstate \( |f\rangle \) of the total system, we can show that an operator \( ^\Theta \tilde{\rho}_{\text{fin}} \) defined by \( ^\Theta \tilde{\rho}_{\text{fin}} = \Theta \tilde{\rho}_{\text{fin}} \Theta^\dagger \) is a density matrix for \( |\Theta_f\rangle \). We then define \( ^\Theta \rho_{\text{fin}}(\Theta_f) \) as an eigenvalue of \( ^\Theta \tilde{\rho}_{\text{fin}} \) satisfying \( ^\Theta \tilde{\rho}_{\text{fin}}(\Theta_f) = ^\Theta \rho_{\text{fin}}(\Theta_f) |\Theta_f\rangle \) so that \( ^\Theta \rho_{\text{fin}}(\Theta_f) \) is a statistical distribution for \( |\Theta_f\rangle \). We can also show \( ^\Theta \rho_{\text{fin}}(\Theta_f) = \rho_{\text{fin}}(f) \) since \( ^\Theta \tilde{\rho}_{\text{fin}}(\Theta_f) = \rho_{\text{fin}}(f) |\Theta_f\rangle \), where we have used \( \tilde{\rho}_{\text{fin}}(f) = \rho_{\text{fin}}(f) |f\rangle \). Note that we can choose \( \tilde{\rho}_{\text{fin}} \) almost freely as long as it can serve as a density matrix for all the eigenstates of \( H^\tau + H^\sigma, \tilde{N}^\tau, \) and \( \tilde{N}^\sigma \).

\( \Delta S_F \), which we will call the total entropy production, is defined by

\[
\exp(-\Delta S_F / k_B) \equiv \frac{\rho_{\text{fin}}(f)}{\rho_{\text{in}}(i)}
\]  

(5.6)

so that

\[
\Delta S_F = -k_B \ln \left| \frac{\rho_{\text{fin}}(f)}{\rho_{\text{in}}(i)} \right|.
\]  

(5.7)

We can readily show the CKR using
\[ P_r(\theta | \theta f) = \exp(-\Delta S_F / k_B) P_F(\theta | \theta f), \tag{5.8} \]

which follows directly from \[ \langle f | U | i \rangle^2 = \langle \theta f | \theta U | \theta f \rangle \] and \( \rho_{\text{in}}(\theta f) = \rho_{\text{in}}(f) \).

**B. The total entropy production for a system attached to a heat reservoir**

The above definition for the total entropy production \( \Delta S_F \) is rather formal. To show that the above definition leads to a more familiar expression for \( \Delta S_F \), let us consider a system that exchanges only heat with a heat reservoir at an inverse temperature \( \beta \).

Before \( t = 0 \), we detach the system from the reservoir by setting the coupling between the system and the reservoir \( H_{\text{int}} \) to be zero and keep the system in equilibrium with a heat reservoir whose inverse temperature is set at \( \beta \) while keeping the reservoir in equilibrium with another heat reservoir whose inverse temperature is also set at \( \beta \).

Just before \( t = 0 \), through a measurement of the energy in the system, we find the system to be in an initial state \( |i_s \rangle \), which is selected from the eigenstates of the system Hamiltonian \( H^s(0) \) by an initial density matrix \( \tilde{\rho}_{\text{in}}^s \) corresponding to a canonical ensemble specified by \( \beta \).

Through a measurement of the energy in the reservoir, we also find the reservoir to be in an initial state \( |i_r \rangle \), which is selected from the eigenstates of the reservoir Hamiltonian \( H^r \) by an initial density matrix \( \tilde{\rho}_{\text{in}}^r \) corresponding to a canonical ensemble specified by \( \beta \).

The initial state \( |i \rangle \) for the total system is then \( |i \rangle = |i_s \rangle |i_r \rangle \) and the initial density matrix \( \tilde{\rho}_{\text{in}} \) for the total system is \( \tilde{\rho}_{\text{in}} = \tilde{\rho}_{\text{in}}^s \tilde{\rho}_{\text{in}}^r \) so that the corresponding statistical distribution for the initial state for the total system is

\[ \rho_{\text{in}}(i) = \exp\left[ \beta \left( F_{\text{in}}^s - \langle E^s | i_s \rangle \right) \right] \exp\left[ \beta \left( F_{\text{in}}^r - \langle E^r | i_r \rangle \right) \right], \tag{5.9} \]

where \( E^s(i_s) \) and \( E^r(i_r) \) are eigenvalues of \( H^s(0) \) and \( H^r \), respectively, while \( F_{\text{in}}^s \) and \( F^r \) are the corresponding Helmholtz free energies.
Just after $t = \tau$, we detach the system from the reservoir by setting the coupling between the system and the reservoir $H^\text{int}$ to be zero. Through a measurement of the energy in the system, we then find the system to be in a final state $|f^s\rangle$, which is an eigenstate of the system Hamiltonian $H^s(\tau)$. Through a measurement of the energy in the reservoir, we also find the reservoir to be in a final state $|f^r\rangle$, which is an eigenstate of the reservoir Hamiltonian $H^r$.

The final state $|f\rangle$ for the total system is then $|f\rangle = |f^s\rangle |f^r\rangle$. We choose $\rho_\text{fin}$ to be the following canonical distribution:

$$
\rho_\text{fin}(f) = \exp\left[\beta \left( F^s_\text{fin} - E^s(f^s) \right) \right] \exp\left[\beta \left( F^r - E^r(f^r) \right) \right] \quad (5.10)
$$

where $E^s(f^s)$ and $E^r(f^r)$ are eigenvalues of $H^s(\tau)$ and $H^r$, respectively, while $F^s_\text{fin}$ is the Helmholtz free energy corresponding to $H^s(\tau)$.

Assuming a weak coupling between the system and the reservoir, we define the work done on the system by

$$
W \equiv \left\{ E^s(f^s) + E^r(f^r) \right\} - \left\{ E^s(i^s) + E^r(i^r) \right\} \quad (5.11)
$$

and find the total entropy production to be

$$
\exp(-\Delta S/F) = \rho_\text{fin}(f) / \rho_\text{in}(i) = \exp(\beta \Delta F^s) \exp(-\beta W), \quad (5.12)
$$

where $\Delta F^s \equiv F^s_\text{fin} - F^s_\text{in}$. Using the integral fluctuation theorem, $\langle \exp(-\Delta S/k_B) \rangle = 1$, which will be shown in Sec.VIII, this leads to the following Jarzynski equality for the total system:

$$
\langle \exp(-\beta W) \rangle = \exp(-\beta \Delta F^s). \quad (5.13)
$$
VI. The Crooks transient fluctuation theorem

The Crooks transient fluctuation theorem,

\[
\frac{p_R(\Delta S_R = -\Sigma)}{p_F(\Delta S_F = \Sigma)} = \exp(-\Sigma/k_B),
\]

(6.1)

which relates the probability \( p_F \) for \( \Delta S_F \) to take a value of \( \Sigma \) after a forward process to the probability \( p_R \) for the total entropy production for the backward process,

\[
\Delta S_R \equiv -k_B \ln \left[ \frac{\hat{\rho}_m^{(i)}}{\hat{\rho}_m^{(f)}} \right] = -\Delta S_F,
\]

(6.2)

to take a value of \(-\Sigma\), follows from Eq. (5.1) with \( C = \delta(\Delta S_r - \Sigma) \) as shown by Crooks for classical systems [7]. If a quantity \( C(i, f) \) in Eq. (5.1) is a function of \( \Delta S_F \) so that \( C = C(\Delta S_F) \), then we can rewrite Eq. (5.1) as

\[
\sum_\Sigma C(\Sigma) \exp(-\Sigma/k_B) p_F(\Delta S_F = \Sigma) = \sum_\Sigma C(\Sigma) p_R(\Delta S_r = -\Sigma).
\]

(6.3)

VII. The Kawasaki non-linear response relation

The Kawasaki non-linear response relation for an observable \( A \) (Eq. (18) in [12 (b)]) used by Andrieux and Gaspard to recover the standard linear response theory can be generalized as

\[
\langle A_F(\tau) \exp\left(-\frac{\Delta S}{k_B}\right) \rangle_F = \langle \hat{\rho} \rangle^\theta A_R,
\]

(7.1)

where \( \langle A \rangle_F \equiv \text{Tr} \left[ \hat{\rho}_m A \right] \), \( \langle A \rangle_R \equiv \text{Tr} \left[ \hat{\rho}_m^\theta A \right] \), \( A_F(\tau) \equiv U^\dagger A U \), \( \hat{\rho}_m^\theta = \Theta A \Theta^\dagger \), and

\[
\exp\left(-\frac{\Delta S}{k_B}\right) \equiv (U^\dagger \hat{\rho}_m U)(U \hat{\rho}_m^\theta).
\]

(7.2)
We can derive this relation using the CKR with

\[ C(i, f) = \frac{\langle i | U^+ A | f \rangle}{\langle i | U^+ | f \rangle} \]  \hspace{1em} (7.3)

and noting

\[ \langle C \exp(-\Delta S_f / k_B) \rangle_f = \langle A_\tau (\tau) \exp(-\Delta \hat{S} / k_B) \rangle_f \]  \hspace{1em} (7.4)

and \( \langle C \rangle = \langle 0 A \rangle \). As this \( C(i, f) \) is not a function of \( \Delta S \), the Kawasaki non-linear response relation cannot be derived from the Crooks transient fluctuation theorem.

**VIII. The integral fluctuation theorem and the Jarzynski equality**

The integral fluctuation theorem,

\[ \langle \langle \exp(-\Delta S_f / k_B) \rangle \rangle_f = 1, \]  \hspace{1em} (8.1)

also follows from Eq. (5.1) with \( C = 1 \) as shown by Crooks for classical systems [7] or from the Crooks transient fluctuation theorem [9 (a), 9 (c) – (e), 10 (a)] as

\[ \sum_\Sigma \exp(-\Sigma / k_B) p_f (\Delta S_f = \Sigma) = \sum_\Sigma p_f (\Delta S_r = -\Sigma) = 1 \]  \hspace{1em} (8.2)

or from the Kawasaki non-linear response relation with \( A = I \).

All the results obtained so far are independent of particular forms of \( \rho_{in}(i) \) and \( \rho_{in}(f) \) as long as they can serve as density matrices for the initial and final eigenstates of the total system. For each particular choice of \( \rho_{in}(i) \) and \( \rho_{in}(f) \), we can then derive a *Jarzynski equality* from the
integral fluctuation theorem as shown in [9 (d), 9 (e)] or from the Crooks transient fluctuation theorem as shown in [9 (h), 9 (i), 9 (k), 11 (c)].

IX. The CKR for steady heat and particle conduction states

A. The total Hamiltonian

Consider a system driven to a steady state with constant currents of heat and particles by its contact with two reservoirs, A and B, at different inverse temperatures ($\beta^B > \beta^A$) and chemical potentials ($\mu^A > \mu^B$). The total system is subject to a constant magnetic field $B$ and the total Hamiltonian is defined by

$$H_B \equiv H_B^s + H_B^A + H_B^B + H_{\text{int}} = H_B^{(0)} + H_{\text{int}}, \quad (9.1)$$

where $H_B^s$ and $H_B^k$ are the Hamiltonians for the system and the $k$-th reservoir while $H_{\text{int}}$ is a weak coupling between the system and the reservoirs. Before $t = 0$ and after $t = \tau$, we set $H_{\text{int}} = 0$ so that the system is detached from the reservoirs. We assume that $H_B$ satisfies

$$^\Theta H_B = \Theta H_B \Theta^\dagger = H_{-B}, \quad (9.2)$$

so that

$$^\Theta U_B = \Theta U_B^\dagger \Theta^\dagger = U_{-B}. \quad (9.3)$$

We define the total particle number operator by

$$\hat{N} = \hat{N}^s + \hat{N}^A + \hat{N}^B, \quad (9.4)$$
where \( \tilde{N}^s \) is the particle number operator for the system and \( \tilde{N}^k \) is the particle number operator for the \( k \)-th reservoir. We assume that \( H_B \) and \( \tilde{N} \) commute so that the eigenvalue of \( \tilde{N} \) remains constant after each forward process.

**B. The initial eigenstate**

This total system has been discussed in Sec.III.B and Sec.III.C as an example. Just before \( t = 0 \), the system is detached from the reservoirs and through a measurement of both the energy and the number of particles in the system, we find the system to be in an initial state \( |i_B^s \rangle \), which is selected from the eigenstates of the system Hamiltonian \( H_B^s \) and \( \tilde{N}^s \) by an initial density matrix \( \tilde{\rho}_B^s \) corresponding to a grand canonical ensemble specified by \( \tilde{\beta} \) and \( \tilde{\mu} \), which we choose to be

\[
\tilde{\beta} \equiv \frac{\beta^\Lambda + \beta^\eta}{2} \quad \text{(9.5)}
\]

and

\[
\tilde{\mu} \equiv \frac{\mu^\Lambda + \mu^\eta}{2}. \quad \text{(9.6)}
\]

We choose these values for the initial inverse temperature and chemical potential for the system so that we can later simplify the expression for the total entropy production for the total system. Note that after a long time interval, the steady state for the system should be independent of the choice of its initial equilibrium state. We then find the statistical distribution for the initial eigenstate of the system to be

\[
\tilde{\rho}_B^s(i_B^s) = \exp \left[ \frac{\beta^\Lambda \{ \Omega_B^s - E_B^s(i_B^s) + \mu N_B^s(i_B^s) \} }{2} \right], \quad \text{(9.7)}
\]

where \( \Omega_B^s \) is the thermodynamic potential for the system while \( E_B^s(i_B^s) \) and \( N_B^s(i_B^s) \) are the initial eigenvalues of \( H_B^s \) and \( \tilde{N}^s \) for the system.
Just before $t = 0$, through a measurement of both the energy and the number of particles in the reservoirs, we find the $k$-th reservoir to be in an initial state $|i^k_B\rangle$, which is selected from the eigenstates of the reservoir Hamiltonian $H^k_B$ and $\tilde{N}^k$ by an initial density matrix $\tilde{\rho}^k_B$ corresponding to a grand canonical ensemble specified by $\beta^k$ and $\mu^k$. We then find the statistical distribution for the initial eigenstate of the $k$-th reservoir ($k = A, B$) to be

$$\rho^k_B(i^k_B) = \exp\left\{\beta^k \{\Omega^k_B - E^k_B(i^k_B) + \mu^k N^k(i^k_B)\}\right\}$$

(9.8)

where $\Omega^k_B$ is the thermodynamic potential for the reservoir while $E^k_B(i^k_B)$ and $N^k(i^k_B)$ are the initial eigenvalues of $H^k_B$ and $N^k$ for the reservoir.

The initial eigenstate $|i_B\rangle$ for the total system is then $|i_B\rangle = |i^A_B\rangle |i^B_B\rangle$ and the initial density matrix $\tilde{\rho}_B$ for the total system is $\tilde{\rho}_B = \tilde{\rho}^A_B \tilde{\rho}^B_B = \tilde{\rho}^B_B$, which then satisfies

$$\Theta \tilde{\rho}_B = \Theta \tilde{\rho}_B \Theta^+ = \tilde{\rho}_B.$$

(9.9)

**C. The final eigenstate**

Just after $t = \tau$, the system is detached from the reservoirs and through a measurement of both the energy and the number of particles in the system and those in the reservoirs, we find the system to be in an eigenstate $|f^s_B\rangle$ of the system Hamiltonian $H^s_B$ and $\tilde{N}^s$ while we find the $k$-th reservoir to be in an eigenstate $|f^s_k\rangle$ of the reservoir Hamiltonian $H^k$ and $\tilde{N}^k$. The final state $|f_B\rangle$ for the total system is then $|f_B\rangle = |f^A_B\rangle |f^B_B\rangle$. We choose the density matrix $\tilde{\rho}_{\text{fin}}$ for the final eigenstate of the total system to be

$$\tilde{\rho}_{\text{fin}} = \tilde{\rho}_B = \tilde{\rho}^A_B \tilde{\rho}^B_B$$

(9.10)

so that $\rho_B(f_B) = \rho^s_B(f^s_B) \rho^A_B(f^A_B) \rho^B_B(f^B_B)$. 
D. The Crooks-Kawasaki relation

The CKR then becomes

\[ \langle C(f_B, i_B) \exp(-\Delta S_f / k_B) \rangle_{f_B, i_B} = \langle C(f_B, i_B) \rangle_{f_{-B}, i_{-B}} \]  

(9.11)

where

\[ \langle C(f_B, i_B) \rangle_{f_{-B}, i_{-B}} = \sum_{i_{-B}, f_{-B}} C(f_B, i_B) P_{f_{-B}, i_{-B}} \]  

(9.12)

as \( P_{r_{-B}} = P_{f_{-B}} \).

By applying the first-order time-dependent perturbation theory, where we assume \( H^{int} \) to be weak, we find that \( \langle U_B \overline{V_B} | i_B \rangle^2 \) is appreciable only when

\[ \left\{ E_B^a(f_B) + E_B^A(f_B^A) + E_B^B(f_B^B) \right\} - \left\{ E_B^a(i_B) + E_B^A(i_B^A) + E_B^B(i_B^B) \right\} \frac{2\pi}{\tau}. \]  

(9.13)

For sufficiently long \( \tau \), we can then assume

\[ W \equiv \Delta E_B^a + \Delta E_B^A + \Delta E_B^B = 0, \]  

(9.14)

where we define the work \( W \) done on the system using \( \Delta E_B^a \equiv E_B^a(f_B^a) - E_B^a(i_B^a) \) and \( \Delta E_B^k \equiv E_B^k(f_B^k) - E_B^k(i_B^k) \). Using \( W = 0 \) and \( N(f_B) = N(i_B) \), we find

\[ \exp(-\Delta S_f / k_B) = \exp\left[ -\tau \left( \Delta \beta Q_B^G + \bar{\beta} \Delta \mu \gamma_B \right) \right], \]  

(9.15)

where \( \Delta \beta \equiv \beta^a - \beta^k \) and \( \Delta \mu \equiv \mu^A - \mu^B \). The average heat and particle currents are defined by

\[ j_B^G = \frac{Q_B^A - Q_B^B}{2\tau} \]  

(9.16)

and
\[ J^B_{\tau} = \frac{\Delta N^B_{\tau} - \Delta N^B_{\tau}}{2\tau}, \]  
(9.17)

where the heat transferred from the \( k \)-th reservoir into the system is defined by

\[ Q^k_B \equiv -(\Delta E^k_B - \mu^k \Delta N^k_B), \]  
(9.18)

and the number of particles transferred from the \( k \)-th reservoir into the system is defined by

\[ \Delta N^k_B \equiv N^k(f^k_B) - N^k(i^k_B), \]  
(9.19)

so that \( \Delta E^s_B \) satisfies

\[ \Delta E^s_B = -\Delta E^A_B - \Delta E^B_B = (Q^A_B + Q^B_B) + W^c_B, \]  
(9.20)

where \( W^c_B \equiv \mu^A(-\Delta N^A_B) + \mu^B(-\Delta N^B_B) \) is the “chemical work” done on the system by transfer of particles from the reservoirs.

**X. The fluctuation theorem for the currents**

We define the cumulant generating function for the currents by

\[
G\left(\{\lambda^O, \lambda^N\} \{\Delta \beta, \Delta \mu\} \{B\} \right) \equiv -\lim_{\tau \to \infty} \frac{1}{\tau} \ln \left\langle \exp\left[ -\tau (\lambda^O_B J^O_B + \lambda^N_B J^N_B) \right] \right\rangle_{F,B}. \]

(10.1)

Substituting \( C = \exp[\tau (\lambda^O_B J^O_B + \lambda^N_B J^N_B)] \) into the CKR, we can prove the fluctuation theorem for the currents:
\[ G(\{\Delta \beta - \lambda_Q, \beta \Delta \mu - \lambda_N\} \{\Delta \beta, \bar{\beta} \Delta \mu\} \mathcal{B}) = G(\{\lambda_Q, \lambda_N\} \{\Delta \beta, \bar{\beta} \Delta \mu\} \mathcal{B}) \] (10.2)

because

\[
\left\langle \left\langle \exp\left[\tau(\lambda_Q \tilde{J}_B^Q + \lambda_N \tilde{J}_B^N)\right] \exp\left[-\tau(\Delta \beta \tilde{J}_B^Q + \bar{\beta} \Delta \mu \tilde{J}_B^N)\right] \right\rangle_{F, B}\right\rangle_{F, -B} = \left\langle \left\langle \exp\left[-\tau(\lambda_Q \tilde{J}_B^Q + \bar{\lambda}_N \tilde{J}_B^N)\right] \right\rangle_{F, B}\right\rangle_{F, -B}.
\] (10.3)

As both \( C \) and \( \Delta S_F = k_B \tau(\Delta \beta \tilde{J}_B^Q + \bar{\beta} \Delta \mu \tilde{J}_B^N) \) are functions of \( \tilde{J}_B^Q \) and \( \tilde{J}_B^N \), we can also obtain this relation from the following variant of the Crooks transient fluctuation theorem:

\[
\frac{p_{F, -B}(\tilde{J}_B^Q = -\tilde{J}_B^Q, \tilde{J}_B^N = -\tilde{J}_B^N)}{p_{F, B}(\tilde{J}_B^Q = \tilde{J}_B^Q, \tilde{J}_B^N = \tilde{J}_B^N)} = \exp\left[-\Delta S_F (\tilde{J}_B^Q, \tilde{J}_B^N) / k_B \right].
\] (10.4)

Using the CKR, we can also prove the fluctuation theorem for the currents for the generating function for average energy and particle currents [12 (c)] and for the generating function used in full counting statistics [12 (a)].

**XI. The Green-Kubo relation**

The forward process average of the \( i \)-th current \((i = Q, N)\) is obtained by

\[
\left\langle \left\langle \tilde{J}_B^i \right\rangle \right\rangle_{F, B} = \frac{\partial G}{\partial \lambda_i} \bigg|_{\lambda_Q = \lambda_N = 0}.
\] (11.1)

For the affinities defined by \( a_Q \equiv \Delta \beta \) and \( a_N \equiv \bar{\beta} \Delta \mu \), we then find the linear response coefficients by
\[ L_{ij}(B) = \frac{\partial J_i(B)}{\partial a_j} \bigg|_{a_i=a_j=a_k=0} = \frac{\partial^2 G}{\partial a_i \partial \lambda_i} \bigg|_{\lambda_i=a_i=a_k=0} \quad (i,j = Q,N), \quad (11.2) \]

where
\[ J_i(B) = \lim_{t \to \infty} \langle \langle J_i^t \rangle \rangle_{F,B} \equiv L_{ii}(B)a_i + L_{ij}(B)a_j. \quad (11.3) \]

Using the fluctuation theorem for the currents and its corollary,
\[ G\{\{\Delta \beta \Delta \mu \}_{F,B} \{\Delta \beta \Delta \mu \}_{F,B} \} = 0, \quad (11.4) \]

we can then derive \[12 (c)]\ the Green-Kubo relation,
\[ L_{ii}(B) = L_{ii}(-B) = \lim_{t \to \infty} \frac{t}{2} \left\langle \left\langle (J_i^t)^2 \right\rangle \right\rangle_{eq,B}, \quad (11.5) \]

where “eq” indicates that the average is taken with \( \Delta \beta = \bar{\beta} \Delta \mu = 0 \).

XII. The Green-Kubo formula for thermal conductivity

Consider a system that is not subject to a magnetic field and exchanges heat with two reservoirs at two temperatures satisfying \( T^A > T^B \). The linear response relation for the average heat current \( J_Q \) is
\[ J_Q = \kappa A \frac{T^A - T^B}{L}, \quad (12.1) \]

where \( \kappa, A, \) and \( L \) are the thermal conductivity, the cross-sectional area, and the length of the system. Using the equation for \( L_{QQ} \) given above, we find
\[ \kappa = \frac{V}{2 k_B T^2} \lim_{\tau \to \infty} \tau \left\langle \left( j^Q \right)^2 \right\rangle_{eq}, \quad (12.2) \]

where \( V = A L \),

\[ j^Q \equiv \frac{J^Q}{A} = \frac{Q^A - Q^B}{2 A \tau}, \quad (12.3) \]

and

\[ \Delta \beta \equiv \frac{T^A - T^B}{k_B T^2} \]

with \( k_B \beta = \frac{1}{T} \).

Recalling \( Q^k = -\Delta E^k = -\{E^k(f) - E^k(i)\} \), we can then show

\[ \left\langle \left( j^Q \right)^2 \right\rangle_{eq} = \frac{1}{(2 A \tau)^2} \text{Tr} \left[ \tilde{\rho}_{eq} \left[ \{H^A_F(\tau) - H^A_F(0)\} - \{H^B_F(\tau) - H^B_F(0)\} \right] \right], \quad (12.4) \]

where

\[ \tilde{\rho}_{eq} \equiv \exp \left[ \beta \left( F^s - H^s \right) \right] \exp \left[ \beta \left( F^A - H^A \right) \right] \exp \left[ \beta \left( F^B - H^B \right) \right], \quad (12.5) \]

where \( F^s \) and \( F^k \) are the Helmholtz free energies of the system and the \( k \)-th reservoir in their equilibrium states, and we have also used \( \left[ H^A_F(0), H^B_F(0) \right] = \left[ H^A_F(\tau), H^B_F(\tau) \right] = 0 \) and \( \left[ \tilde{\rho}_{eq}, H^k_F(0) \right] = 0 \). We define the heat current density operator in the Heisenberg picture by

\[ \tilde{j}^\alpha(t) \equiv \left( \frac{1}{2 A} \right) \left( \frac{dH^\alpha_F}{dt} - \frac{dH^\alpha_F}{dt} \right), \quad (12.6) \]

where

\[ i \hbar \frac{dH^k_F}{dt} = \left[ H^k_F(t), H_F(t) \right], \quad (12.7) \]

so that

\[ \int_0^\tau \tilde{j}^\alpha(t) dt = \frac{1}{2 A} \left[ \{H^\alpha_F(\tau) - H^\alpha_F(0)\} - \{H^\alpha_F(\tau) - H^\alpha_F(0)\} \right] \quad (12.8) \]

We then obtain
\[ \kappa = \frac{V}{2k_B T^2} \lim_{\tau \to \infty} \frac{1}{\tau} \text{Tr} \left[ \rho_{\text{eq}} \left\{ \int_0^\tau d\tilde{j}_F^Q(t) \right\}^2 \right]. \]  

(12.9)

Assuming \( U(t_2) \hat{\rho}_{\text{eq}} U(t_2)^\dagger = \hat{\rho}_{\text{eq}} \), where \( U(t_2) \) is the time evolution operator at \( t_2 \), we obtain the Green-Kubo formula for \( \kappa \),

\[ \kappa = \frac{V}{k_B T^2} \int_0^\infty dt \tilde{C}_Q(t), \]  

(12.10)

where

\[ \tilde{C}_Q \equiv \text{Tr} \left[ \hat{\rho}_{\text{eq}} \frac{1}{2} \left\{ \tilde{j}_F^Q(i)\tilde{j}_F^Q(0) + \tilde{j}_F^Q(0)\tilde{j}_F^Q(i) \right\} \right]. \]

(12.11)

is assumed to satisfy

\[ \lim_{\tau \to \infty} \frac{1}{\tau} \int_0^\tau dt \tilde{C}_Q(t) = 0. \]  

(12.12)

### XIII. Extensions of the Clausius and the Gibbs relations to steady heat conduction states

#### A. Generalized entropy and an extension of the second law

For a quantum system driven out of equilibrium, Tasaki [9 (b)] derived

\[ \langle \Delta S_F \rangle_F \geq 0 \]  

(13.1)

from \( \langle \exp(-\Delta S_F/k_B) \rangle_F = 1 \) using Jensen’s inequality, \( \langle \exp(C) \rangle_F \geq \exp(\langle C \rangle_F) \), and \( e^{-x} \geq 1 - x \). Defining a generalized entropy for the final non-equilibrium state by
\[ S_{\text{fin}} = -k_B \langle \ln \rho_{\text{fin}}(f) \rangle_f = -k_B \text{Tr}[\tilde{\rho}(\tau) \ln \tilde{\rho}_{\text{fin}}], \]  

(13.2)

where \( \tilde{\rho}(\tau) = U \tilde{\rho}_m U^\dagger \), and noting that the entropy for the initial equilibrium state satisfies

\[ S_{\text{eq}} = -k_B \langle \ln \rho_m(i) \rangle_f = -k_B \text{Tr}[\tilde{\rho}_m \ln \tilde{\rho}_m] = -k_B \text{Tr}[\tilde{\rho}(\tau) \ln \tilde{\rho}(\tau)], \]  

(13.3)

he found \( \langle \Delta S_f \rangle_f = S_{\text{fin}} - S_{\text{eq}} \geq 0 \), which is consistent with \( \langle \Delta S_f \rangle_f / k_B \) being a non-negative relative entropy \( [9 \, (b), \, 14] \),

\[ \langle \Delta S_f \rangle_f / k_B = \text{Tr}[\tilde{\rho}(\tau) \{ \ln \tilde{\rho}(\tau) - \ln \tilde{\rho}_{\text{fin}} \}] \geq 0. \]  

(13.4)

\( S_{\text{fin}} \geq S_{\text{eq}} \) can be considered as an extension of the second law to forward transient processes as Tasaki showed that it is reduced to the second law for an isolated system going through an adiabatic process.

**B. Internal energy of the system and the excess heat from the reservoirs**

Consider a system that exchanges heat with two reservoirs whose inverse temperatures are fixed by their average \( \bar{\beta} \) and their difference \( \Delta \beta \). Suppose the system starts in an equilibrium state at \( \bar{\beta} = 1/(k_B T) \) and, after a sufficiently long time \( \tau \), settles into a steady state with a constant average heat current. Both its volume \( V \) and its number of particles are kept constant. Assuming a weak coupling between the system and the reservoirs, we find

\[ 0 = \Delta E^s + \Delta E^A + \Delta E^B = \Delta E^s - (Q^A + Q^B) \]  

(13.5)

as justified earlier so that

\[ U_{\text{st}}^s = U_{\text{eq}}^s + Q, \]  

(13.6)
where $Q \equiv \langle Q^A + Q^B \rangle_F$ is the total amount of heat transferred into the system while $U_{st}^\rho \equiv \langle E^\rho (f) \rangle_F$ and $U_{eq}^\rho \equiv \langle E^\rho (i) \rangle_F$ are the system’s internal energies for its final steady state and for its initial equilibrium state. As $\tau$ increases, the average heat current $\langle J_k^\rho \rangle_F$ from the $k$-th reservoir becomes independent of $\tau$ so that $\lim_{\tau \to \infty} \langle J_k^\rho \rangle_F = J_{st}^k$. Since $U_{st}^\rho$ also becomes independent of $\tau$, so does $Q$. We then find

$$J_{st}^A + J_{st}^B = \lim_{\tau \to \infty} \frac{Q}{\tau} = 0.$$  

(13.7)

By defining the “excess heat” [15] from the $k$-th reservoir by

$$\langle Q_{ex}^k \rangle_F = \langle Q^k \rangle_F - \tau J_{st}^k,$$  

(13.8)

we then obtain

$$Q_{ex} = \langle Q_{ex}^A + Q_{ex}^B \rangle_F = Q$$  

(13.9)

so that

$$U_{st}^\rho = U_{eq}^\rho + Q_{ex}.$$  

(13.10)

As $U_{st}^\rho$ is a function of $\beta$, $\Delta \beta$, and $V$ and therefore it is a state variable for the final steady state, the total excess heat $Q_{ex}$ is also a state variable.

C. Generalized entropies of the system and the reservoirs and the excess heat

We can divide $\langle \langle \Delta S_F \rangle \rangle_F$ into two parts, one for the system and the other for the reservoirs:

$$\langle \langle \Delta S_F \rangle \rangle_F = \Delta S^s + \Delta S^r \geq 0,$$  

where

$$\Delta S^s \equiv -k_B \ln \left[ \frac{\rho_{st}^s (f)}{\rho_{in}^s (i)} \right]_F$$  

(13.11)
and

\[ \Delta S^s \equiv -k_B \left\langle \ln \left[ \frac{\rho_{\text{fin}}^A(f)\rho_{\text{fin}}^B(f)}{\rho_{\text{fin}}^A(i)\rho_{\text{fin}}^B(i)} \right] \right\rangle_F. \tag{13.12} \]

We assume

\[ \tilde{\rho}_{\text{fin}}^s = \tilde{\rho}_{\text{fin}}^s = \tilde{\rho}^s = \exp \left[ \beta \left( \mathcal{F}^s - H^s \right) \right] \tag{13.13} \]

for the system and

\[ \tilde{\rho}_{\text{fin}}^k = \tilde{\rho}_{\text{fin}}^k = \tilde{\rho}^k = \exp \left[ \beta^k \left( \mathcal{F}^k - H^k \right) \right] \tag{13.14} \]

for the \( k \)-th reservoir. \( \mathcal{F}^s \) and \( \mathcal{F}^k \) are the Helmholtz free energies of the system and the \( k \)-th reservoir in their respective initial equilibrium states and satisfy \( \mathcal{F}^s = U_{\text{eq}}^s - TS_{\text{eq}}^s \), where \( S_{\text{eq}}^s \) is the entropy of the system in its initial equilibrium state, and \( \mathcal{F}^k = U_{\text{eq}}^k - T^k S_{\text{eq}}^k \), where \( T^k \), \( U_{\text{eq}}^k \), and \( S_{\text{eq}}^k \) are the temperature, the internal energy, and the entropy of the \( k \)-th reservoir in its initial equilibrium state.

Defining the generalized entropy for the system in its final steady state by

\[ S_{\text{st}}^s \equiv -k_B \left\langle \ln \rho^s(f) \right\rangle_F, \]

we find

\[ S_{\text{st}}^s - S_{\text{eq}}^s = \Delta S^s = -k_B \left\langle \ln \left[ \frac{\exp \left[ \beta \left( \mathcal{F}^s - E^s(f) \right) \right]}{\exp \left[ \beta \left( \mathcal{F}^s - E^s(i) \right) \right]} \right] \right\rangle_F = \frac{U_{\text{st}}^s - U_{\text{eq}}^s}{T} = \frac{Q_{\text{ex}}}{T} \tag{13.15} \]

so that

\[ S_{\text{st}}^s = S_{\text{eq}}^s + \frac{Q_{\text{ex}}}{T}, \tag{13.16} \]

where \( S_{\text{eq}}^s \equiv -k_B \left\langle \ln \rho^s(i) \right\rangle_F \). \( S_{\text{st}}^s \) is thus a state variable for the steady state.
For the reservoirs, we also find
\[ \Delta S^r = -k_B \sum_k \beta_k \left\langle \delta Q^r \right\rangle_F = -\frac{Q_{ex}}{T} + k_B \tau \Delta \beta \left\langle \delta J^r \right\rangle_F \] (13.17)
so that
\[ \left\langle \Delta S^r \right\rangle_F = k_B \tau \Delta \beta \left\langle \delta J^r \right\rangle_F . \] (13.18)

We can then obtain the average steady heat current from the rate of the average total entropy production as
\[ J_{st} = \lim_{\tau \to \infty} \left\langle \delta J^r \right\rangle_F = \frac{1}{k_B \Delta \beta} \lim_{\tau \to \infty} \frac{\left\langle \Delta S^r \right\rangle_F}{\tau} . \] (13.19)

D. Extensions of the Clausius and the Gibbs relations
\[ \Delta S^s = Q_{ex}/T \] is an extension of the Clausius relation, \[ \Delta S^s_{eq} = Q^s_{eq}/T , \] for a system that accepts heat \[ Q^s_{eq} \] through a quasi-static isothermal process at temperature \( T \). With fixed \( T \) and \( V \), the transient process from the equilibrium state with \( \Delta \beta = 0 \) to the final steady state with \( \Delta \beta \neq 0 \) is then analogous to a quasi-static isothermal process. More generally, using \[ S^s_{st} = S^s_{eq} + Q_{ex}/T , \] we find an extension of the Clausius relation to an infinitesimal process from a steady state at \( (T, \Delta \beta, V, n) \) to another at \( (T + dT, \Delta \beta + d(\Delta \beta), V + dV, n) \) to be
\[ dS^s_{st} = \frac{\delta Q^s_{ex}}{T} + d \left( \frac{Q_{ex}}{T} \right) , \] (13.20)
where \( \delta Q^s_{ex} \) is the heat transferred into the system during a quasi-static process from an equilibrium state at \( (T, V, n) \) to another at \( (T + dT, V + dV, n) \) and satisfies \( dS^s_{eq} = \delta Q^s_{eq}/T \). Using \( dQ_{ex} = dU^s_{st} - dU^s_{eq} \) together with \( dU^s_{eq} = T dS^s_{eq} - P^s_{eq} dV \), where \( P^s_{eq} \) is the system’s equilibrium pressure, we then obtain an extension of the Gibbs relation,
\[
dS^s_{\alpha} = \frac{1}{T} dU^s_{\alpha} + \frac{P^s_{\alpha}}{T} dV - \frac{Q^s_{\alpha}}{T^2} d\mathcal{T}.
\]  

(13.21)

XIV. Steady states driven by work: the shear viscosity of a fluid

Finally, we consider a fluid driven to a steady state with a shear flow. The fluid is placed between two plates both perpendicular to the \(y\)-axis and each with a surface area \(A\) and the depth of the fluid along the \(y\)-axis is \(h\). The fluid is also attached to a heat reservoir at an inverse temperature \(\beta\). While the plate under the fluid is at rest, the plate above is moving at a constant velocity \(v\) in the \(x\)-direction to induce the shear flow in the fluid during \([0, \tau]\). On the macroscopic level, the average work done on the fluid by the moving plate is \(\bar{W} = A\bar{P}_{yx}v \tau\), where \(\bar{P}_{yx}\) is the average shear stress exerted on the fluid by the plate. For small \(|v|\), we define the shear viscosity \(\eta\) of the fluid by a linear response relation,

\[
\bar{P}_{yx} \equiv \eta v/h. 
\]

(14.1)

The total Hamiltonian is

\[
H(t, v) = H^{(0)} + H^{\text{int}} \left\{ r_a + (vt)\hat{\mathbf{c}} \right\}_a 
\]

(14.2)

where \(H^{\text{int}}\) is the potential energy due to the interactions between the particles in the fluid and those in the moving plate while \(H^{(0)}\) is the rest of the total Hamiltonian. \(r_a + (vt)\hat{\mathbf{c}}\) is the position vector for the \(a\)-th atom in the moving plate. For the fluid and the plates, we impose periodic boundary conditions at the boundaries perpendicular to the \(x\) axis. We assume that the moving plate returns to its initial position at \(t = \tau\) so that \(H(0, v) = H(\tau, v)\). We also assume that

\[
\Theta H(t, v) \equiv \Theta H(t, v) \Theta^\dagger = H(t, -v).
\]

(14.3)
If we assume
\[ \rho_{\mathfrak{i}}(i) \equiv \exp[\beta\{F - E(i)\}] \tag{14.4} \]
and
\[ \rho_{\mathfrak{f}}(f) = \exp[\beta\{F - E(f)\}] \tag{14.5} \]
where \( E(i) \) and \( E(f) \) are the eigenvalues of \( H(0,v) \) and \( H(\tau,v) \), and define the work done on the system by
\[ W \equiv E(f) - E(i) \tag{14.6} \]
and the process-dependent shear stress by
\[ P_{yx} \equiv \frac{W}{Av\tau} \tag{14.7} \]
the CKR becomes
\[ \langle\langle C(i,f)\exp(-\Delta S f/k_B)\rangle\rangle_{F,v} = \langle\langle C(f,i)\rangle\rangle_{F,-v} \tag{14.8} \]
with
\[ \exp(-\Delta S f/k_B) = \exp(-\beta W) = \exp(-\tau A\beta v P_{yx}) \tag{14.9} \]
We define the cumulant generating function for the shear stress by
\[ G_P(\lambda_{sp},\nu) \equiv -\lim_{\tau \to \infty} \frac{1}{\tau} \ln\langle\langle \exp(-\tau\lambda_{sp} P_{yx})\rangle\rangle_{F,v} \tag{14.10} \]
with which we obtain the average shear stress by
\[
\langle \langle P_{yx} \rangle \rangle_F = \left. \frac{\partial G_F}{\partial \lambda_p} \right|_{\lambda_p = 0} \tag{14.11}
\]

and the shear viscosity by
\[
\eta = h \left. \frac{\partial \langle \langle P_{yx} \rangle \rangle_F}{\partial v} \right|_{v = 0} = h \left. \frac{\partial^2 G_F}{\partial v \partial \lambda_p} \right|_{\lambda_p = 0} \tag{14.15}
\]

The fluctuation theorem for the shear stress,
\[
G_F(A\beta v - \lambda_p, v) = G_F(-\lambda_p, -v), \tag{14.15}
\]
follows from the CKR with \( C = \exp (\tau \lambda_p P_{yx}) \) because
\[
\langle \langle \exp (\tau \lambda_p P_{yx}) \exp (-\tau A \beta v P_{yx}) \rangle \rangle_{F,v} = \langle \langle \exp (\tau \lambda_p P_{yx}) \rangle \rangle_{F,-v}. \tag{14.16}
\]

Using \( G_F(A\beta v, v) = 0 \), which follows from \( G_F(A\beta v - \lambda_p, v) = G_F(-\lambda_p, -v) \), we can show
\[
\eta = \frac{V}{2 k_B T} \lim_{\tau \to \infty} \langle \langle P_{yx}^2 \rangle \rangle_{\text{eq}}, \tag{14.17}
\]

where \( V = Ah, \ k_B T = 1/\beta \), and “eq” indicates that the average is taken with \( v = 0 \). Using
\[
H_F(\tau, v) - H_F(0, v) = v \int_0^\tau dt \sum_a \left( \frac{\partial H^{\text{int}}}{\partial \lambda_a} \right)_F \equiv Av \int_0^\tau dt \tilde{P}_F(t), \tag{14.18}
\]

where \( H_F(\tau, v) = U^\dagger H(\tau, v) U \) and the shear stress operator \( \tilde{P} \) is defined, we obtain
Following steps similar to those for the thermal conductivity, we then obtain the Green-Kubo formula for \( \eta \),

\[
\eta = \frac{V}{k_B T} \int_0^\infty dt \tilde{C}_p(t), \quad (14.20)
\]

where

\[
\tilde{C}_p \equiv \text{Tr} \left[ \tilde{\rho}_m \frac{1}{2} \left\{ \tilde{P}_F(t) \tilde{P}_F(0) + \tilde{P}_F(0) \tilde{P}_F(t) \right\} \right]. \quad (14.21)
\]

**XV. Conclusions**

In this article, we have extended the Crooks-Kawasaki relation (CKR) to general quantum systems driven out of equilibrium and shown that it unifies all the results derived from the Crooks transient fluctuation theorem and the standard linear response theory derived from the Kawasaki non-linear response relation. As the CKR and the results derived from it can be readily modified for classical systems, the CKR is a unifying relation for both classical and quantum systems driven out of equilibrium.

**Acknowledgments**

I wish to thank Michele Bock for constant support and encouragement and Richard F. Martin, Jr. and other members of the physics department at Illinois State University for creating a supportive academic environment.
References

[1] D. J. Evans, E. G. D. Cohen, and G. P. Morriss, Phys. Rev. Lett. 71, 2401 (1993); D. J. Evans and D. J. Searles, Phys. Rev. E 50, 1645 (1994); G. Gallavotti and E. G. D. Cohen, Phys. Rev. Lett. 74, 2694 (1995); G. Gallavotti, Phys. Rev. Lett. 77, 4334 (1996); J. Kurchan, J. Phys. A 31, 3719 (1998); J. L. Lebowitz and H. Spohn, J. Stat. Phys. 95, 333 (1999); C. Maes, J. Stat. Phys. 95, 367 (1999).

[2] G. E. Crooks, Phys. Rev. E 60, 2721 (1999).

[3] (a) K. Kawasaki and J. D. Gunton, Phys. Rev. A 8, 2048 (1973); (b) B. Piechocinska, Phys. Rev. A 61, 062314 (2000); (c) C. Maes, Sém. Poincaré 2, 29 (2003); (d) U. Seifert, Phys. Rev. Lett. 95, 040602 (2005).

[4] C. Jarzynski, J. Stat. Phys. 98, 77 (2000).

[5] C. Jarzynski, Phys. Rev. Lett. 78, 2690 (1997).

[6] For reviews, see M. Esposito, U. Harbola, and S. Mukamel, Rev. Mod. Phys. 81, 1665 (2009) and M. Campisi, P. Hänggi, and P. Talkner, Rev. Mod. Phys. 83, 771 (2011).

[7] G. E. Crooks, Phys. Rev. E 61, 2361 (2000).

[8] T. Yamada and K. Kawasaki, Prog. Theor. Phys. 38, 1031 (1967); G. P. Morriss and D. J. Evans, Mol. Phys. 54, 629 (1985); D. J. Evans and D. J. Searles, Phys. Rev. E 52, 5839 (1995); K. Hayashi and S. Sasa, Physica A 370, 407 (2006).

[9] (a) J. Kurchan, arXiv: cond-mat/0007360; (b) H. Tasaki, arXiv: cond-mat/0009244; (c) C. Jarzynski and D. K. Wojcik, Phys. Rev. Lett. 92, 230602 (2004); (d) T. Monnai, Phys. Rev. E 72, 027102 (2005); (e) M. Esposito and S. Mukamel, Phys. Rev. E 73, 046129 (2006); (f) W. De Roeck, C. R. Physique 8, 674(2007); (g) P. Talkner, P. Hänggi, and M. Morillo, Phys. Rev. E 77, 051131 (2008); (h) P. Talkner, M. Campisi, and P. Hänggi, J. Stat. Mech.: Theor. Exp. P02025 (2009); (i) M. Campisi, P. Talkner, and P. Hänggi, Phys. Rev. Lett. 102, 210401 (2009); (j) M. Campisi, P. Talkner, and P. Hänggi, Phys. Rev. Lett. 105, 140601 (2010); (k) S. Deffner, M. Brunner, and E. Lutz, arXiv: 0902.1858.
[10] (a) M. Esposito, U. Harbola, and S. Mukamel, Phys. Rev. E 76, 031132 (2007); (b) M. F. Gelin and D. S. Kosov, Phys. Rev. E 78, 011116 (2008); (c) S. Deffner and E. Lutz, arXiv: 1103.4775.

[11] (a) S. Yukawa, J. Phys. Soc. Jpn. 69, 2367 (2000); (b) S. Mukamel, Phys. Rev. Lett. 90, 170604 (2003); (c) W. De Roeck and C. Maes, Phys. Rev. E 69, 026115 (2004); (d) P. Talkner, E. Lutz, and P. Hänggi, Phys. Rev. E 75, 050102 (2007); (e) G. E. Crooks, J. Stat. Mech.: Theor. Exp. P10023 (2008).

[12] (a) K. Saito and A. Dhar, Phys. Rev. Lett. 99, 180601(2007); K. Saito and Y. Utsumi, arXiv: 0709.4128; Phys. Rev. B 78,115429(2008); (b) D. Andrieux and P. Gaspard, Phys. Rev. Lett. 100, 230404 (2008); (c) D. Andrieux, P. Gaspard, T. Monnai, and S. Tasaki, New J, Phys. 11, 043014 (2009); (d) R. Kubo, M. Toda, and N. Hashitsume, Statistical Physics II: Nonequilibrium Statistical Mechanics (Springer-Verlag, Berlin, 1991); (e) M. S. Green, J. Chem. Phys. 20, 1281 (1952); 22, 398 (1954); R. Kubo, J. Phy. Soc. Jpn. 12, 570 (1957); (f) G. N. Bochkov and Yu. E. Kuzovlev, Sov. Phys. JETP 45, 125 (1977).

[13] T. S. Komatsu, N. Nakagawa, S. Sasa, and H. Tasaki, Phys. Rev. Lett. 100, 230602 (2008); arXiv: 1009.0970; K. Saito and H. Tasaki, arXiv: 1105.2168; D. Ruelle, Proc. Natl. Acad. Sci. U.S.A. 100, 3054 (2003).

[14] R. Kawai, J. M. R. Parrondo, C. van den Broeck, Phys. Rev. Lett. 98, 080602 (2007); J. M. R. Parrondo, C. van den Broeck, and R. Kawai, New J. Phys. 11, 073008 (2009); S. Vaikuntanathan and C. Jarzynski, Europhys. Lett. 87, 60005 (2009); S. Deffner and E. Lutz, Phys. Rev. Lett. 105, 170402 (2010); M. Esposito, K. Lindenberg, and C. van den Broeck, New J. Phys. 12, 013013 (2010).

[15] Y. Oono and M. Paniconi, Prog. Theor. Phys. Suppl. 130, 29 (1998); T. Hatano and S. Sasa, Phys. Rev. Lett. 86, 003463 (2001).