Enabling Total Process Digital Twin in Sugar Refining through the Integration of Secondary Crystallization Influences
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Abstract: Crystallization is the main thermal process resulting in the formation of solid products and, therefore, is widely spread in all kinds of industries, from fine chemicals to foods and drugs. For these high-performance products, a quality by design (QbD) approach is applied to maintain high product purity and steady product parameters. In this QbD-context, especially demanded in the foods and drugs industry, the significance of models to deepen process understanding and moving toward automated operation is steadily rising. To reach these aspired goals, besides major process influences like crystallization temperature, other impacting parameters have to be evaluated and a model describing these influences is sought-after. In this work, the suitability of a population balance-based physico-chemical process model for the production of sugar is investigated. A model overview is given and the resulting model is compared to a statistical DoE scheme. The resulting process model is able to picture the effects of secondary process parameters, alongside temperature or temperature gradients, the influences of seed crystal size and amount, stirrer speed, and additives.
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1. Introduction

Crystallization, as a process, plays a major role in the purification and formulation of most pharmaceutical products and the food and nutrition sector [1]. Its importance in purification mainly results from the formation of pure crystals from mixed solutions [1] and has been used in the production of sugar for centuries [2].

There are two different production processes for sucrose, based on the crops sugar cane and sugar beets [2]. These processes, however, differ mainly in the extraction and initial purification steps, e.g., the lime treatment in the production of beet sugar. Crystallization, on the other hand, is the basis for purification and formulation in both processes [2].

The main cost driver in the production of sugar is the solid–liquid separation of sugar crystals from the mother liquor. This is the reason why, in the context of automation, major advances were made in modeling and optimization of centrifugal processes [3–5]. As one of the main influences on the results and economics of a centrifugal process is particle size and particle size distribution, it is an important quality attribute of sugar crystals [6]. Hence, in combination with centrifugation a deepened process understanding of the crystallization process is needed to evaluate a total process optimum.

To answer the increased demand for high-purity natural products, resulting from changing patterns of consumption in developing countries, as well as the demand for medicines of natural origin, it is called for an efficient total process design based on a quality-by-design approach [7,8]. For the production of sugar, the potential for optimization of extraction processes via a digital twin and the resulting increased process understanding has already been shown [9]. Furthermore, other process steps in the production of sugar have sophisticated process models [3–5,10]. An overview of the potential total process modeling is given in Figure 1. Process models for the extraction of sugar from beets have been shown...
to accurately model the hydrodynamic and substance transfer in the extraction process, as shown by Both et al. [9]. Furthermore, evaporation and centrifugal modeling were recently discussed in the ISJ World Sugar Yearbook by Foxon and Lehnberger, respectively [11,12]. This work shows a model-based approach to link the evaporation and centrifugal models with a sophisticated crystallization model.

Figure 1. Visualization for the total process modeling the sugar production process.

For crystallization in general, modeling crystal growth and thereby crystallization end times dependent on the main influence—temperature—has widely been successful [13–18] in some cases also including agglomeration or crystal attrition. Other factors, however, such as seed crystal size, amount, or the addition of additives such as esters are likely to influence an industrial sucrose process [2].

The aim of this paper is to propose a validated physio-chemical process model as digital twin, which is able to evaluate the different influences of these factors and lead to a deepened process understanding. Validation was achieved through the comparison with the Design of Experiments (DoE) scheme, as suggested in the literature [19,20]. Additionally, this model is compared to a statistical DoE to highlight the advantages of this method.

2. Materials and Methods

2.1. Materials

Store-bought sucrose was used in the crystallization experiments. For seed crystals, sucrose was ground with a Grindomix® 200 knife mill (Retsch GmbH, Haan, Germany). After grinding, the seed crystals were sieved into three size classes (50–100 µm, 100–150 µm, and 150–250 µm). Water was used as ultra-pure water (arium® pro, Sartorius AG, Göttingen, Germany). To suspend the seed crystals, isopropanol was used (EMSURE®, EMSURE, Merck KGaA, Darmstadt, Germany). As a crystallization additive, we used Esterin A 08 (EHG Ingredients, Kiev, Ukraine).

2.2. Size Distribution

The crystal sizes were measured using the Axiolab A (Zeiss, Oberkochen, Germany) light microscope. The feret max was used as the characteristic crystal size. \( q_3 \) distributions were calculated from the \( q_0 \) distributions obtained via microscopy. The \( q_0 \) distribution
indicates the number of crystals in each size class, while the \( q_3 \) distribution indicates the crystal mass or volume found in each size class and can be calculated using Equation (1).

\[
q_3(x) = \frac{x^3 q_0(x)}{\int_{x_{\text{min}}}^{x_{\text{max}}} x^3 q_0(x) \, dx}
\]  

(1)

To evaluate the effects on particle size and particle size distribution, a method to simplify the description of the particle size distribution was needed. A simple method to quantify these parameters is the evaluation of the measured \( q_0 \) and \( q_3 \) distributions as a RRSB (Rosin, Rammler, Sperling, and Bennet) distribution, also known as Weibull distribution, which is widely used in mechanical process engineering to describe particle size distributions [21]. Equation (2) allows obtaining \( d' \) as the reciprocal grain size parameter of the 63rd—percentile and the form parameter \( k \) from the measured probability in the size class \( x_1 \) to \( x_2 \) [21,22]. The form parameter \( k \) typically varies between 0 and 5, where 0 is a maximum skewed distribution and values over 3.5 give distributions of vanishing skewness close to a normal distribution.

\[
q(x_1, x_2) = d'^{-k} x_2^{-k} e^{-d'^{-k} x_2^{-k}} \left( d' x_2 \right)^k - d'^{-k} x_1^{-k} e^{-d'^{-k} x_1^{-k}} \left( d' x_1 \right)^k
\]

(2)

This method of simplifying the particle size distribution into the parameter \( k \) enables the evaluation via DoE; this also leads to the circumstance that the results of the DoE are not as easily comparable to the results of the mass balance.

2.3. Crystallization

Crystallization was conducted in a 1 L stirred double jacketed vessel, during which crystallization turbidity and temperature was measured using an EXcell 230 (Exner, Recklinghausen, Germany) turbidity sensor and a PT-100 thermometer. The crystallization vessel was stirred using a ViskoPakt®-rheo 110 (HiTec Zang, Herzogenrath, Germany) stirrer in combination with a four-blade axial flow polytetrafluoroethylene stirrer, also known as a paddler. During crystallization temperature, turbidity, torque, and RPM were recorded.

For the crystallization experiments, 800 g sugar were solved in 200 g (s) of water at 90 °C, after turbidity reaches zero supersaturation is achieved by evaporating 56 g water. The evaporated water was condensed and caught in a weighted beaker to monitor the supersaturation. After each crystallization, crystals were analyzed in suspension using the microscope.

Crystallization end time is difficult to measure reproducibly. To get around this problem in this study, we defined the crystallization to be finished, when 95% of the final turbidity was reached. To find this value and, therefore, find the crystallization end time, we fitted a sigmoid function to the turbidity curve.

2.4. Design of Experiments (DoE)

Based on the generally acknowledged quality-by-design (QbD) approach, firstly, critical quality attributes (CQA) have to be defined to determine the impact of different process parameters on these attributes [19,23]. As the sugar crystals need to be narrowly distributed, the large crystals were decided on by these CQAs, as discussed previously. We also added crystallization time, as an economically important attribute for the crystallization process. Probable influences on the CQAs were commonly identified using an Ishikawa diagram. A general Ishikawa diagram for the crystallization process is given in Figure 2. For the design of our model, we decided on excluding “equipment” and “material” effects since sugar crystallization is an established process and sugar has excellent solubility in water, allowing for an economical process design. For the process parameters, we decided to exclude the temperature influence in our DoE; in the model, however, a temperature influence could be easily be integrated via the crystallization growth speed and sugar solubility discussed in Section 2.5.
This results in the process parameters of stirring speed, seeding crystal size, mass, and additives for our DoE. These variables were changed in a three-step, full-factorial DoE scheme. The center point was repeated three times.

Seeding crystal size was varied in the aforementioned sieving classes and the seeding crystal amount was varied in 100 mg, 200 mg, and 300 mg. Stirring speed was varied in three steps 100 rpm, 200 rpm, and 300 rpm, and the additive amount was varied in 0 mL, 1 mL, and 2 mL steps.

2.5. Modeling of Crystallization

Crystallization was modeled using a population balance model, modeling crystal growth, agglomeration, and aggregation as described in the literature [13,15,16,24] written in Equation (3). Crystal nucleation was neglected. As seeding crystals were used, secondary nucleation is the dominant mode to be expected [25].

\[
\frac{\partial n}{\partial t} = \frac{\partial Gn}{\partial L} - D(L) + B(L) \tag{3}
\]

This balance describes the change of the number density \( n \) over time, which results from the growth rate of a single crystal \( G \), the crystal death rate \( D \) and the crystal birth rate \( B \) for crystals of a size \( L \). The crystal growth rate is given by Equation (4). Since the observed experimental space temperature is kept constant, this equation is simplified to (5) [13,24].

\[
G = k_3 \cdot e^{-\frac{k_2}{T}} \cdot S^{k_3} \tag{4}
\]

\[
k_{12} \cdot S^{k_3} \tag{5}
\]

\( k_{12} \) and \( k_3 \) are the kinetic constants of crystal growth. \( S \) is the supersaturation defined in Equation (6) [13,24], with the sugar concentration in equilibrium \( c_{eq} \) which is given by Equation (7) [2] and is correlated from \( A_{eq} \) and \( B_{eq} \) which are determined to be \( A_{eq} = 0.0857 \) and \( B_{eq} = 0.0106 \) to give equilibrium concentration in \( \frac{k_{Growth}}{k_{Reactor}} \) based on literature data [2].

\[
S = \frac{c - c_{eq}}{c_{eq}} \tag{6}
\]

\[
c_{eq} = A_{eq} \cdot e^{B_{eq} \cdot T} \tag{7}
\]
The change in concentration in solution is expressed with Equation (8) [17] where \( k_v \) is the shape factor, \( \sigma_S \) the crystal density, \( m_L \) the mass of water and \( L \) the characteristic length of the crystal. The shape factor is assumed to be \( k_v = 0.87 \frac{\pi}{6} \) based on literature [26].

\[
\frac{\partial c}{\partial t} = -3 \ast \sigma_S \ast \frac{k_v}{m_L} \ast G \ast \int_0^\infty L^2 n \, dL
\]  

Equation (8)

The birth and death terms in the population balance result from the effects of agglomeration and attrition. Agglomeration can be modeled with different stochastic approaches [13,16]. The birth and death terms resulting from agglomeration are given in Equation (9) and Equation (10) [13].

\[
B_A = \frac{L^2}{2} \int_0^L \beta \left( \frac{(L^3 - \lambda^3)^{1/3}}{\lambda^3} \right) n \left( \frac{(L^3 - \lambda^3)^{1/3}}{\lambda^3} \right) n(\lambda) \, d\lambda
\]  

Equation (9)

\[
D_A = n(L) \int_0^\infty \beta(L, \lambda) n(\lambda) \, d\lambda
\]  

Equation (10)

These equations describe the agglomeration between two crystals with the sizes \( L \) and \( \lambda \). The two-dimensional matrix \( \beta(L, \lambda) \) describes the number of collisions per time for two crystals of the aforementioned sizes and is modeled as a triangle matrix according to Equation (11) [13].

\[
\beta(L, \lambda) = \frac{1}{W_{eff}} \frac{2kT}{3\eta L} \left( \frac{1}{\lambda} + \frac{1}{L} \right)
\]  

Equation (11)

In Equation (11) \( W_{eff} \) describes the agglomeration efficiency, which can be correlated for submicron particles according to Stokes–Einstein as the collision efficiency [16]. Since the observed crystals in this work are not submicron, \( W_{eff} \) is determined using the obtained experimental data. \( k \) is the Boltzmann constant and \( \eta L \) the viscosity of the solution. For highly concentrated sugar solution correlations for the viscosity are available [2].

The birth and death terms resulting from the effects of attrition are modeled based on different approaches. Either it is assumed that two different size crystals are birthed from an attrition process or more than two same size crystals are birthed from it [16,27]. In this work, it is assumed that three same-size crystals result from attrition as this best describes the experimental data. To model attrition, Equations (12) and (13) are used.

\[
B_B(L) = w \ast D_B(L)
\]  

Equation (12)

\[
D_B(L) = r_{Br} \ast n(L)
\]  

Equation (13)

In these, \( w \) is the number of crystals obtained from the attrition process and \( r_{Br} \) is the breakage rate calculated according to Equation (14) with \( \gamma \) and \( \Lambda \) being breakage constants and \( E \) being the specific energy input through stirring, calculated from the torque and rpm measured in the experiments;

\[
r_{Br} = \gamma E^\Lambda
\]  

Equation (14)

2.6. Parameter Determination and Model Solution

To solve the differential equation system described in 2.5, we used Aspen Custom Modeler V 11 (Aspen Technology Inc., Bedford, MA, USA). Discretization was done according to a 1st-order backward finite difference method. We used a mixed Newton nonlinear solver and the gear integrator with a variable step size.

Most parameters are measured in the experiments or taken from literature data, as described above. There are however \( k_{12} \), \( k_3 \), \( L \) and \( W_{eff} \), which are determined using a NL2SOL least squares solver on the experimental data. NL2SOL is a least squares nonlinear solver employing a variation on Newton’s method. For the identification, we
used least-squares as the optimization function. To identify the expected range, we used an unrestrained Nelder–Mead method and then decided on the limits given in Table 1.

| Parameter | Lower Limit | Upper Limit |
|-----------|-------------|-------------|
| $k_{12}$  | $1 \times 10^{-37}$ | $1 \times 10^{-4}$ |
| $k_3$     | $1 \times 10^{-37}$ | $1 \times 10^{-4}$ |
| $L$       | 0.5         | 2           |
| $W_{eff}$ | $1 \times 10^{-37}$ | $1 \times 10^{37}$ |

As training data, the concentration course was given for ten equidistant time points. The particle size was given as the measured $q_0$ distributions from the microscopic measurements.

3. Results

3.1. Design of Experiments

In Figure 3, examples for the experimental results are given. In (a), a very skewed distribution can be observed. This is represented by the above-mentioned parameter $k$ giving a value of 3.22. The $x_{63}$ is 866 $\mu$m. In comparison, (b) shows a very even distribution around 1308 $\mu$m with a form factor of 5.38. For the evaluation of each experiment, 300 crystals were evaluated. To better the understanding for these arbitrary metrics, we gave the corresponding Weibull distributions in (d–f). Particles above 1500 $\mu$m were not observed, hence, the graph is shortened.

![Figure 3](image_url)

**Figure 3.** Crystallization results of three experiments in the DoE (a–c). In (d–f), the corresponding particle size densities are given. Here, the blue line is the $q_0$ distribution, and the red is the $q_{3}$ distribution.

For this process, the DoE yields some satisfying results depicted in Figure 4. The prediction for the particle size distribution, given in (b), shows a good correlation of the observed effects to the input parameters with an $R^2$ of 0.97 and a $p$-value of 0.0041. For the particle size ($x_{63}$) shown in (a) the prediction is not as good, while remaining statistically significant with an $R^2$ of 0.92 and a $p$-value of 0.038. Crystallization end time does not show
a statistically significant correlation, with an $R^2$ of 0.78 and a $p$-value of 0.78. This is, to a large extent, due to the three center points (marked with green circle), which cannot be mapped by the statistical model.

![Graphs](image)

**Figure 4.** Results of the linear DoE scheme for (a) particle size ($x_{63}$), (b) skewness of the particle size distribution ($k$), and (c) crystallization endtime. The blue line shows ideal fit, the red dashed lines 95% confidence intervals, and the black dashed line the average.

In Table 2, the parameter influence on the skewness of the particle size distribution is given, ranked by the statistical influence on the distribution. Additive volume, for example, correlates most significantly with a more even distribution of particle sizes, the second most important influence is the diameter of the seeding crystals. The largest negative correlation is the interaction of seeding crystal mass and its diameter. The significant influences on the distribution skewness are marked with a star.

**Table 2.** Parameter influence on the crystal size distribution. The terms marked with a star (*) are statistically significant.

| Term                                      | Parameter | Std.-Error | t-Value | Prob > |t| |
|-------------------------------------------|-----------|------------|---------|--------|---|
| Additive volume                           | 0.816514  | 0.122635   | 6.66    | 0.0012 *|
| Diameter seeding crystals (SC)             | 0.768486  | 0.122635   | 6.27    | 0.0015 *|
| Mass SC * Diameter SC                     | −0.76224  | 0.122635   | −6.22   | 0.0016 *|
| RPM * additive volume                     | 0.494736  | 0.122635   | 4.03    | 0.0100 *|
| Mass SC                                  | −0.38546  | 0.110978   | −3.47   | 0.0178 *|
| RPM * mass SC                             | 0.345264  | 0.122635   | 2.82    | 0.0373 *|
| Additive volume * diameter SC             | 0.317236  | 0.122635   | 2.59    | 0.0490 *|
| Additive volume * Mass SC                 | 0.089736  | 0.122635   | 0.73    | 0.4972 |
| RPM                                       | −0.07651  | 0.122635   | −0.62   | 0.56   |
| RPM * diameter SC                         | −0.02724  | 0.122635   | −0.22   | 0.833  |

In Table 3, the parameter influence on the crystal size is given. Different parameters correlate to the $x_{63}$ crystal size, when compared to the size distribution. However, the most significant correlation to the crystal size is still the diameter of the seeding crystals as well as the volume of additive. Crystal mass has the largest negative correlation, which can be easily explained, with the higher amount of resulting sugar crystals and, therefore, smaller crystals in general as the supersaturation does not change.
Table 3. Parameter influence on the crystal size ($x_{63}$). The terms marked with a star (*) are statistically significant.

| Term                        | Parameter | Std.-Error | t-Value | Prob $>|t|$ |
|-----------------------------|-----------|------------|---------|-------------|
| Diameter Seeding crystals (SC) | 166.9049  | 37.74014   | 4.42    | 0.0069 *    |
| Additive volume $\times$ Diameter SC | 151.0299  | 37.74014   | 4       | 0.0103 *    |
| Mass SC                     | –95.2148  | 34.15285   | –2.79   | 0.0385 *    |
| RPM $\times$ Mass SC        | –99.2799  | 37.74014   | –2.63   | 0.0465 *    |
| Additive Volume              | 81.84507  | 37.74014   | 2.17    | 0.0823      |
| RPM $\times$ Diameter SC    | 76.22007  | 37.74014   | 2.02    | 0.0994      |
| RPM $\times$ Additive Volume| 66.90493  | 37.74014   | 1.77    | 0.1365      |
| Additive volume $\times$ Mass SC | –31.7201  | 37.74014   | –0.84   | 0.4390      |
| Mass SC $\times$ Diameter SC| –2.02993  | 37.74014   | –0.05   | 0.9592      |
| RPM $\times$ Additive Volume| 1.77993   | 37.74014   | 0.05    | 0.9642      |

On the evaluation of the DoE, a failure mode and effect analysis (FMEA) can be based, as the impact of failures in the secondary process parameters can be assessed. The resulting FMEA is given in Figure 5. Green influences are the process parameter influences based on the DoE. Occurrence is based on prior knowledge. For example, the additive volume has shown a high impact on the crystallization process, however, in the scale of 1 mL additive per 1 L crystallization volume, it is easily dosed in industrial scales. The grey failures are other possible influences not evaluated in this study which can be expected to have a significant influence, however, solutions to these are already employed in the industrial processes or their occurrence and influence are low. For example, the particle load would have a high relative impact, as it could start the crystallization uncontrollably, this, however, is mitigated by a prior filtration. Supersaturation would have a high impact, however, the occurrence is relatively low, as evaporation is a well-controlled process.

Figure 5. FMEA for the sugar crystallization process.

3.2. Results of the Physico-Chemical Model

Parameter determination was done for the experiments with 0, 1, and 2 mL additive separately, as there is at this point no possibility to model the effects of the additive. The aim of this is to identify the parameters which depend on the additive, whether it changes kinetics, breakage, or agglomeration. In Table 4, the results of the parameter determination are given. For $\Lambda$ in the center point, the routine returns 0, which is due to the design of the DoE scheme. This parameter scales the influence of stirrer speed on the occurrence of breakage events, and as there was no difference in stirrer speed, the parameter cannot have any influence on breakage, as the breakage events are now reduced to $\gamma$ according to Equation (14).
Table 4. Results of the parameter determination for the three different additive classes 0, 1, and 2 mL.

| Parameter | Value 0 mL | Value 1 mL | Value 2 mL |
|-----------|------------|------------|------------|
| $k_{12}$  | $1.44 \times 10^{-5}$ | $2.34 \times 10^{-6}$ | $7.85 \times 10^{-5}$ |
| $k_3$     | 1.87       | 1.11       | 2.30       |
| $\gamma$  | $7.81 \times 10^{-5}$ | $5.71 \times 10^{-5}$ | $2.40 \times 10^{-5}$ |
| $\Lambda$ | $2.25 \times 10^{-3}$ | 0          | $5.49 \times 10^{-1}$ |
| $W_{eff}$ | $3.86 \times 10^{-8}$ | $6.61 \times 10^{-1}$ | $5.85 \times 10^{-2}$ |

To evaluate the quality of the determined parameters in Table 5, a statistical evaluation of the training is given. The root-mean square error (RMSE) shows the average error is relatively small, while the result of the overall F-test demonstrates that the effects explained by the model far outweigh the residuals.

Table 5. Statistical evaluation of the determined parameters.

|           | Value 0 mL | Value 1 mL | Value 2 mL |
|-----------|------------|------------|------------|
| RMSE      | $6.746 \times 10^{-2}$ | $3.48 \times 10^{-2}$ | $5.538 \times 10^{-2}$ |
| F-test    | $5.429 \times 10^4$ | $1.02 \times 10^5$ | $6.581 \times 10^4$ |

To visualize these in Figure 6, examples of the parameter estimation are given. The model is able to depict the distribution broadening resulting from changing seed crystals and stirrer speeds. A large extent of the observed errors results from the measurement deviations as can be observed in (b). Here the model would expect a large concentration of crystals in class 3, however, much of the counted crystals are of class 4. In other experiments, as shown in (a), the smaller crystals are overrepresented in the data compared to the model. This is probably due to the smaller crystals are easier to count. Methods to rectify this effect are further discussed in Part 4.

**Figure 6.** Results of the model for two different experiments (a,b) given as orange lines in comparison to the experiment data, given as blue columns.

The fit of the concentration courses was also satisfying. In Figure 7, the concentration courses of two different experiments are given. Comparing (a) and (b) the range of crystallization times in the DoE, resulting from the secondary effects becomes obvious. The model allows for a good representation of the concentration course, even as the crystallization times change from 5000 to 15,000 s. Experiments shown here are from the 0 mL additive determination scheme, as such, the effects in particle size distribution and crystallization times that can be observed, solely result from the changed initial variables, which are seed crystal mass, size, and stirrer speed.
Figure 7. The concentration courses for two different experiments (a,b). Green crosses are measured data, the dark blue line is the sigmoid function fit described in the methods, the orange line is the result of the model.

4. Discussion

Based on the reported data, it is clear that a physico-chemical model holds a significant advantage over a simple statistical evaluation. On the one side, the results of the physico-chemical model are more detailed, especially considering the concentration course, as it not only gives the crystallization end time as a result. On the other hand, the particle size distribution allows for a more complex distribution to take place, i.e., binary density maxima, which is not possible when working with a Weibull probability curve. In addition to these advantages, it should be pointed out that if a validated model is at hand, it can be trained from the same experimental data as the DoE, and therefore does not demand any extra experiments. This is, however, not the case if nucleation should be a factor in the crystallization process [13,16]. Then, polythermal experiments at different stirring rates are needed to evaluate the borders of the metastable area [24]. In this context, it should be noted that the use of primary crystallization and, therefore, nucleation is not widely spread in industrial crystallization due to the resulting challenges for solid–liquid separation [25], which plays a major role in process economics, as described above.

As we set out in the Introduction, the aim of this work is to design a model which can be used to describe the course of an industrial sugar crystallization process given a defined starting point. This enables the model to be used as a predictive tool to alter the starting point and optimize the process outcome. This qualifies the model as a Digital Twin, as opposed to a digital shadow [28]. However, as fluid, mechanically the stirring tank differs significantly from an industrial crystallizer and the parameters have to be adjusted with the help of industrial crystallization data.

The lack of fit of the probability density curves given by the Weibull fit, and to an extent the lack of fit of the physico-chemical model to the experimental data, most probably results from the employed methods to measure the experimental results. The variance of counted crystals for neighboring size classes would call for a higher crystal count to be evaluated. This, however, would be most optimally done dynamically during the crystallization process, as in this way, the data set for parameter determination would be larger and more spread over the process time and may result in easier model convergence. This data would also enable the ability to better compare a physical and cyber state. As the size distribution is described by the skewness in the DoE, the comparison to the digital twin results is lacking. The simplification of the digital twin results to the Weibull-parameters was not feasible as the lack of fit of the Weibull curve is significant when calculated from the digital twin results. A method to obtain a smoother particle size distribution would be inline, in situ particle size measurements, already employed in wide parts of the industry,
and which effects will be evaluated in future work, allowing us to improve parameter determination and model validation.
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