Self-diffusiophoresis of Janus particles that release ions
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Catalytic Janus swimmers demonstrate a diffusio-phoretic motion by self-generating the gradients of concentrations and electric potential. Recent work has focused on simplified cases, such as a release of solely one type of ions or low surface fluxes of ions, with limited theoretical guidance. Here, we consider the experimentally relevant case of particles that release both types of ions, and obtain a simple expression for a particle velocity in the limit of thin electrostatic diffuse layer. Our approximate expression is very accurate even when ion fluxes and surface potentials are large, and allows one to interpret a number of intriguing phenomena, such as the reverse in the direction of the particle motion in response to variations of the salt concentration or self-diffusiophoresis of uncharged particles.

I. INTRODUCTION

Catalytic swimmers have received a lot of attention in recent years. They serve as a model system to study collective behavior of active particles and have potential applications in drug delivery and nano-robotics. The propulsion mechanism of Janus catalytic swimmers is associated with an inhomogeneous production of species at the particle surface. A part of the particle is chemically active and catalyzes a reaction with the consequent flux of the reaction products from the surface to the surrounding solution. In contrast, another part of the particle is chemically inert or catalyzes a reverse reaction. The resulting concentration gradient of products induces a directed migration of the particle relative to a fluid referred to as a self-diffusiophoresis. Since the reaction products often represent ions of different diffusion rates, they induce an electric field at distances comparable to the particle radius. Such a field slows down (speeds up) ions with greater (smaller) diffusion coefficients, that naturally impacts the self-electrophoretic velocity of particles.

The most known examples of catalytic swimmers are bi-metallic particles in a hydrogen peroxide solution, which are known to release solely one type of ions (namely, H⁺). However, rapid development of enzymatic motors has raised interest in swimmers that can produce both anions and cations (NH₄⁺, HCO₃⁻ for urease motors, Ag⁺ and Cl⁻ for AgCl particles). Despite at least a decade of intense research on this kind of motors, a body of theoretical publications remain rather scarce, and their quantitative understanding is still challenging.

A theoretical description of catalytic swimming involves the solution of the Nernst-Planck equations for the concentration of ionic species, the Poisson equation for an electric potential generated by an inhomogeneous charge distribution, and the Stokes equation describing the fluid flow with the appropriate boundary conditions. A solution containing ions builds up a so-called electrostatic diffuse layer (EDL) close to the charged particle, where the surface charge is balanced by the cloud of counterions. The extension of the EDL is defined by the screening length of an electrolyte solution, which is typically below a hundred of nm. Far from the particle we deal with an outer electroneutral region (i.e. a bulk electrolyte). For microparticles the EDL is thin compared to their radius. In this situation the problem can be solved analytically by using the method of matched asymptotic expansions. An outer solution is constructed at distances of the order of the particle size and allows one to obtain the values of concentrations and an electric field at the outer edge of the inner region defined within the EDL. Their gradients determine a flow within EDL. Since the EDL is much thinner than radius, it appears macroscopically that the outer liquid slips over the surface. For this reason, the outer velocity is often termed an apparent diffusio-osmotic slip velocity. The velocity of the particle itself then can be evaluated by integrating the local apparent slip velocity over the particle surface. Such an approach has been widely applied for systems that release one type of ions only. Some analytical solutions are known for the case when the Nernst-Planck equations can be linearized, which is justified provided the variations of concentrations due to surface flux are low. However, the outer problem in the non-linear case has been previously solved only numerically.

Finally, we mention that the boundary conditions generally reflect the kinetics of chemical reactions at the surface. Basically, two approaches to modeling chemical activity of particles have been used. In an approach termed kinetic-based the fluxes depend on the instant local concentrations of ions. Thus, a detailed information on chemical reaction rates is required. A simpler flux-based approach we will use here assumes that the fluxes of the reaction products are prescribed.

In this paper we present a theory of diffusio-phoretic motion of a Janus particle that simultaneously releases...
II. MODEL AND GOVERNING EQUATIONS

The basic assumptions of our model are as follows. We consider a charged spherical particle of radius $a$ immersed in a 1:1 bulk electrolyte solution of permittivity $\epsilon$ and constant concentration $c_\infty$ as sketched in Fig. 1. The dimensionless (scaled by $k_B T/e$, where $e$ is the elementary positive charge, $k_B$ is the Boltzmann constant, and $T$ is the temperature) electrostatic potential $\phi_s$ of its surface is uniform, but a chemically active portion of the particle releases monovalent cations and anions with a surface concentration $c^*$ in the vicinity of the particle.

In spherical coordinates the boundary conditions at $r = 1$ take the form

$$\partial_r c_\pm \pm c_\pm \partial_r \phi = -\frac{J_j(\theta)}{D_\pm}, \quad (2)$$

Here we introduced the function $j(\theta) \geq 0$ that determines a distribution of the chemically active portions of the particle. This function is assumed here to be axisymmetric and satisfying

$$\int_0^\pi j(\theta) \sin \theta d\theta = 1. \quad (3)$$

Since far from the surface we deal with the bulk electrolyte solution, the boundary conditions there are set as

$$r \to \infty: \quad c^+ = c^- = c_\infty, \quad \phi = 0. \quad (4)$$

It is now convenient to introduce a characteristic concentration $c^*$ in the vicinity of the particle

$$c^* = c_\infty (1 + Da), \quad (5)$$

where

$$Da = \frac{Ja}{Dc_\infty}, \quad D = \frac{2D_+D_-}{D_+ + D_-}. \quad (6)$$

Here the Damköhler number $Da$ is characteristics of the excess of ions near the particle. When $Da \ll 1$, the surface flux is weak, and the system is close to equilibrium, so that $c^* \simeq c_\infty$. However, if $Da \gg 1$, the concentration of the released ions significantly exceeds the bulk one, and we deal with a highly non-equilibrium system.

At any point $r$ the potential $\phi$ satisfies the Poisson equation

$$\Delta \phi = \lambda^{-2} \frac{c^+ - c^-}{2c^*}, \quad (7)$$

where the new dimensionless parameter $\lambda = \Lambda a^{-1}$ represents the ratio of the screening length $\Lambda = (8\pi \varepsilon^2 e^*/k_B T)^{1/2}$ to the particle radius. Here $\Lambda$ is defined similarly to the Debye length of the bulk electrolyte, but we use $c^*$ instead of $c_\infty$. Additional assumption is that we only consider a thin EDL limit, $\lambda \ll 1$.

The (diffusio-osmotic) fluid flow satisfies the Stokes equations with an electrostatic body force $\mathbf{f}$,

$$\nabla \cdot \mathbf{v} = 0, \quad \nabla p - \nabla \phi = \mathbf{f}, \quad (8)$$

where $\mathbf{v}$ is the dimensionless (scaled by $\varepsilon k_B T^2/4\pi \varepsilon^2 a$) velocity, $p$ the dimensionless pressure and $\mathbf{f} = -\Delta \phi \nabla \phi$ is the body force that drives the flow.

We apply the no-slip boundary condition at the particle surface, $\mathbf{v} = \mathbf{v}_p$, where $\mathbf{v}_p$ is still unknown particle velocity. Our results thus apply only to hydrophilic (poorly wetted) particles, but not to hydrophobic ones where the hydrodynamic slip is expected24,25.
We stress that to determine the velocity of a freely moving in the $x-$direction particle it is not necessary to solve the Stokes equations \[8\] since it can be found by using the reciprocal theorem\[26,27\]:

$$v_p = -\frac{1}{6\pi\eta} \int_{V_i} \mathbf{f} \cdot (\mathbf{v}_1 - \mathbf{e}_x) \, dV$$ \tag{9}$$

The integral in the latter equation is evaluated over the whole fluid volume $V_i$ and $\mathbf{v}_1$ represents the velocity field for the particle of the same radius that translates with the velocity $\mathbf{e}_x$ in a stagnant fluid (Stokes solution):

$$\mathbf{v}_1 = \left( \frac{3}{2r} - \frac{1}{2r^3} \right) \cos \theta \mathbf{e}_r - \left( \frac{3}{4r} + \frac{1}{4r^3} \right) \sin \theta \mathbf{e}_\theta.$$ \tag{10}$$

Therefore, once the coupled equations \[11\] and \[7\] for the ion concentrations and the electric field are solved, the velocity of the phoretic Janus swimmer can be obtained by integrating Eq. (9).

III. THEORY

In this section we describe the theory of self-diffusiophoresis of a catalytic Janus particle. An accurate approximation to the solution to a system of governing equations described in Sec. II is constructed by using the method of matched asymptotic expansions. The two domains of different length scales are schematically depicted in Fig. 2. The length scale of the outer region is the particle radius $a$, but for the inner region it is the screening length $\Lambda$. For convenience we will below denote the outer dimensionless potential as $\Phi$, by keeping the former notation $\phi$ only for an inner domain. We recall that the dimensionless parameter $\lambda$ defined above is considered to be small.

A. Outer solution

Let us denote by $C$ the dimensionless (scaled by $c^*$) concentration in the outer region and rewrite the Poisson equation, Eq. (7), as

$$\Delta \Phi = \lambda^2 \frac{C_+ - C_-}{2}.$$ \tag{11}$$

Since $\lambda \ll 1$, the leading-order solution of \[11\] is $C_+ = C_- = C$, i.e. the electroneutrality holds to $O(\lambda^2)$. However, one should take into account the small charge $C_+ - C_- = O(\lambda^2)$, since it induces a finite potential difference in the outer region. Eqs. (11) then may be re-expressed as

$$\Delta C - \nabla \cdot (C \nabla \Phi) = 0,$$ \tag{12}$$

$$\Delta C + \nabla \cdot (C \nabla \Phi) = 0.$$ \tag{13}$$

Summing up and subtracting Eqs. (12) and (13), and applying \[2\] we obtain

$$\Delta C = 0,$$ \tag{14}$$

$$\nabla \cdot (C \nabla \Phi) = 0,$$ \tag{15}$$

with the boundary conditions at $r = 1$:

$$\partial_r C = -(1 - C_\infty) j(\theta),$$ \tag{16}$$

$$C \partial_r \Phi = \beta (1 - C_\infty) j(\theta),$$ \tag{17}$$

where

$$\beta = \frac{D_+ - D_-}{D_+ + D_-}, \quad C_\infty = \frac{c_\infty}{c_*} = \frac{1}{1 + D_0}.$$ \tag{18}$$

We stress that the above dimensionless parameters are limited, namely $|\beta| \leq 1$ and $0 \leq C_\infty \leq 1$.

While Eqs. (14) and (15) are identical to those derived before for a Pt-insulator Janus swimmer\[21,22\], when cations only are released from the surface, the boundary conditions \[16\] and \[17\] are different. In the present case they correspond to a release of both types of ions with an equal surface flux.

The solution of Eq. (14) with the imposed boundary conditions \[16\] can be readily expressed in terms of Legendre polynomials,

$$C = C_\infty + (1 - C_\infty) \sum_{n=0}^{\infty} \frac{j_n}{n+1} P_n(\cos \theta) r^{-n-1},$$ \tag{19}$$

where

$$j_n = (n + 1/2) \int_0^\pi j(\theta) P_n(\cos \theta) \sin \theta d\theta.$$ \tag{20}$$

The general solution of Eq. (15) for the electric potential is still challenging. Simple expressions have been proposed before only for a situation when the surface flux is weak, $D_0 \ll 1$, and concentration disturbances are small\[21,22\]. In this case $C \simeq 1$ and Eq. (15) can be linearized, by reducing to the Laplace equation for the potential. However, it is easy to verify that the function

$$\nabla \Phi = -\beta C \nabla C = -\beta \nabla (\ln C).$$ \tag{21}$$

satisfies non-linear \[18\] with boundary condition \[14\]. Equation (21) is equivalent to the condition of zero flux, $\mathbf{J}_+ - \mathbf{J}_- = 0$. Such a zero flux condition is traditionally applied for the tangent component of the flux at the outer
edge of the inner domain.¹ We stress that our Eq. (21) remains applicable in the entire outer region. A corollary from this result is that besides the potential gradient, it is possible to find the potential itself by applying the boundary condition

$$\Phi = -\beta [\ln (C) - \ln (C_\infty)].$$  

(22)

From Eq. (11) it follows then that the concentration profile satisfies

$$C_+ - C_- = 2\lambda^2 \Delta \Phi = -2\beta \lambda^2 \Delta (\ln C).$$

Equation (22) predicts that the outer potential is large when $C_\infty$ is small, which follows from the asymptotic behavior of $C$ and $\Phi$ at large distances, $r \gg 1$. Indeed, the leading terms of the solutions (19) and (21) are

$$C \simeq C_\infty + \frac{(1 - C_\infty)j_0}{r},$$

(23)

$$\nabla \Phi \simeq -\frac{\beta(1 - C_\infty)j_0}{r [rC_\infty + (1 - C_\infty)j_0]} \mathbf{e}_r.$$  

(24)

Therefore, the electric field decays as $r^{-2}$. However, if $C_\infty$ is small, such an asymptotic behavior could happen only at $r \gg C_\infty^{-1}$. In the situation when $1 \ll r \ll C_\infty^{-1}$, the field should decay as $r^{-1}$, i.e. slower. The latter asymptotic expression, when integrated over $r$, gives for the potential near the particle $\Phi \simeq \beta \ln (C_\infty) \gg 1$. Thus, although the electric field is low, it is of very long range, and this range grows with a decrease of $C_\infty$. Note, however, that the limiting case of vanishing $C_\infty$ cannot be attained in steady state, due to a finite flux from the particle.

The outer solution provides us with the concentration $C_s$ and the potential $\Phi_s$ at the border with the inner region. In other words, these inner limits of the outer solution are to be used as the outer limits for the inner problem. Mathematically they can be formulated as

$$r \to 1 + 0: \quad \Phi = \Phi (1, \theta) = \Phi_s (\theta),$$

$$C = C (1, \theta) = C_s (\theta).$$

(25)

Thus, the outer solution affects the inner one due to gradients of both concentration and potential induced at the border between regions. The effect is, of course, small, when $D\alpha \ll 1$ and the problem can be linearized (see Sec. III C). However, it becomes significant in the non-linear case, especially when $D\alpha \gg 1$. If so, $C_\infty \ll 1$ and $\Phi_s \gg 1$ that follows from Eqs. (18) and (22).

B. Inner solution

The inner solution can be constructed by using a stretched coordinate $\rho = (r - 1)/\lambda$. The dimensionless potential and concentrations in the inner region are sought in the form $\phi = \Phi_s + \varphi (\rho, \theta)$ and $C = C_s \xi_\pm (\rho, \theta)$, respectively. The outer limits of the inner solution are obtained by matching with the inner limits of the outer solution, Eq. (25),

$$\rho \to \infty: \quad \varphi = 0, \quad \xi_\pm = 1.$$  

(26)

The ion fluxes in terms of $\rho$ read $\lambda^{-1} (C_s \partial_\rho \xi_\pm \pm C_s \xi_\pm \partial_\rho \varphi)$, so they are of the order of $\lambda^{-1}$ or much greater than the surface fluxes $\frac{J_j(\theta)a}{D_\pm} = O (1)$. Therefore, in the inner region the latter can safely be neglected, and we can then consider that the ion concentration fields satisfy the Boltzmann distribution

$$\xi_\pm = \exp (\mp \varphi),$$

(27)

and, consequently, that the potential obeys the Poisson-Boltzmann equation

$$\partial_{pp} \varphi = C_s \sinh \varphi.$$  

(28)

At the surface, $\rho = 0$, the boundary condition reads

$$\varphi (0, \theta) = \phi_s - \Phi_s (\theta) \equiv \psi (\theta).$$

(29)

Here $\psi$ is the potential jump in the inner region. As a side note, this is similar, but not fully identical to a so-called zeta, or electrokinetic potential, which for hydrophilic surfaces represents itself a potential jump in a whole EDL and is equal to $\phi_s$.

To calculate the velocity of the particle $v_p$ using the reciprocal theorem, we have to take the integral in Eq. (4) over the whole fluid volume that includes both regions. The contributions of the outer and the inner regions into the volume force in (4) can be decomposed

$$f = -\Delta \Phi \nabla \Phi - \Delta \varphi \nabla (\Phi + \varphi) - \Delta \Phi \nabla \varphi.$$  

(30)

The first and second terms are associated with the outer and inner regions, correspondingly. We remark that $\Delta \Phi$ is small compared to $\Delta \varphi$ inside the EDL, while $\nabla \varphi$ is negligible in the outer domain. Therefore, the last term in (30) can safely be neglected in both regions and the particle velocity represent a superimposition of two velocities,

$$v_p = v_{po} + v_{pi},$$

(31)

that correspond to the contributions of the outer and inner regions to the integral (4).

The first term in (30) can be rewritten as

$$f_o = -\Delta \Phi \nabla \Phi = -\beta^2 \frac{(\nabla C)^2 \nabla C}{C^3},$$

indicating that the contribution of the outer region to the particle velocity is quadratic in $\beta$ and cubic in concentration gradient:

$$v_{po} = -\frac{\beta^2}{6\pi} \int_{V_f} \frac{(\nabla C)^2 \nabla C \cdot (v_1 - e_s)}{C^3} dV.$$  

(32)
Here the integral for a given \( j(\theta) \) depends on \( C_\infty \) only. Later we shall see (see Sec. IV) that this contribution is small compared to that of the inner region.

As shown in Sec. IV, the contribution to the particle velocity from the inner region can be found by integrating the diffusio-osmotic slip velocity (defined at the outer edge of the EDL) over the surface,

\[
v_{pi} = \frac{1}{S} \int_{S_p} (v_s \cdot \mathbf{e}_s) \, dS = -\frac{1}{2} \int_0^\pi v_s \sin^2 \theta d\theta,
\]

where \( S_p \) is the particle surface, and \( v_s \) is given by

\[
v_s = v_s e_\theta, \quad v_s = \partial_\theta (\ln C_s) \left\{ -\beta \psi + 4 \ln \left( \cosh \left( \frac{\psi}{4} \right) \right) \right\},
\]

where \( \psi \) is defined by Eq. (24). We recall that \( \psi \) can differ significantly from \( \phi_s \) since \( \Phi_s \) is finite. Moreover, later we show that it can be quite large when \( C_\infty \) is small (see Sec. IV).

The velocity \( v_{pi} \) depends on three main dimensionless parameters, \( \beta, C_\infty \) and \( \phi_s \). We can infer from (22), (33) and (34) that the velocity remains the same when both \( \beta \) and \( \phi_s \) change the signs:

\[
v_{pi} (-\beta, C_\infty, -\phi_s) = v_{pi} (\beta, C_\infty, \phi_s).
\]

The contribution of the inner region to the particle velocity can be also estimated in terms of the reciprocal concentration due to ion release is much smaller than the bulk concentration, \( Da \ll 1 \), or equivalently, \( 1 - C_\infty \ll 1 \), but \( \phi_s \) is finite. In this case we have \( |\Phi_s/\phi_s| \ll 1 \) and \( \psi \simeq \phi_s \). Therefore, the linear approximation takes into account the concentration gradient \( \partial_\theta C_s \), but neglects the variation of the potential \( \Phi_s \).

The derivative in Eq. (34) can be approximated by

\[
\partial_\theta (\ln C_s) \simeq \partial_\theta C_s = -(1 - C_\infty) \sum_{n=0}^\infty \frac{j_n \sin \theta}{n+1} P_n'(\cos \theta).
\]

After substituting (37) into Eq. (33), we can conclude that only the term with \( n = 1 \) of Legendre expansion contributes to the integral, while for \( n \neq 1 \) we have:

\[
-\int_0^\pi P_n'(\cos \theta) \sin^3 \theta d\theta = \int_{-1}^1 P_n P_1 dx = 0.
\]

\[\text{Figure 3. (a) Distribution of concentration } C \text{ (color) and electric field } -\nabla \Phi \text{ (arrows) in the outer region calculated using } \beta = 0.5 \text{ and } C_\infty = 0.01. \text{ (b) The radial component of the electric field (solid curves) at } \theta = \pi/2 \text{ as a function of radial coordinate. From left to right } C_\infty = 0.1, 0.01, \text{ and } 0.001. \text{ Dashed lines show the far-field asymptotes obtained from } \Phi. \text{ The dash-dotted line corresponds to the } r^{-1} \text{ scaling.}
\]

\[\text{Contribution of the outer region to the integral } (39) \text{ is } O \left( (1 - C_\infty)^3 \right) \text{ (see Eq. (32)) and can be neglected. By using (37) we can then obtain}
\]

\[v_p = (1 - C_\infty) \left\{ \phi_s \beta - 4 \ln \left( \cosh \left( \frac{\phi_s}{4} \right) \right) \right\} \frac{j_1}{3}.
\]

Below we show that this linear solution represents a sensible approximation of the exact results up to \( 1 - C_\infty \simeq 0.5 \).

\[\text{IV. RESULTS AND DISCUSSION}
\]

To illustrate the predictions of the general theory, we analyze a Janus particle with a piecewise constant distribution of the flux in Eq. (2):

\[q(\theta) = \begin{cases} 0, & \theta \leq \pi/2, \\ 2, & \pi/2 < \theta \leq \pi. \end{cases}
\]

We first evaluate the concentration field in the outer region and use Eqs. (19), (20) truncating the sum at
$N = 34$, which approximates the surface flux distribution \[ \Phi \] with a sufficient accuracy. Then the electric potential $\Phi$ and the electric field $\mathbf{E} = -\nabla \Phi$ are calculated using Eqs. (22) and (24).

Figure (4a) shows the distribution of the concentration and the electric field in the outer region. The calculations are made for a low bulk concentration $C_\infty = 0.01$ and $\beta = 0.5$. We see that the inhomogeneous surface flux $\Phi_s$ generates large gradients of concentration and electric field near the left (chemically active) side of the Janus particle both in the normal and tangent directions.

The decay of the electric field $\mathbf{E}$ in a far-field region, $r \gg 1$, is plotted in Fig. (4b) in a log-log scale. For these numerical examples several concentrations of the bulk electrolyte are used. Also included are asymptotic results calculated from Eq. (24) and a line corresponding to an inversely proportional to $r$ decay of the electric field. It can be seen that for a largest concentration used, $C_\infty = 0.1$, the electric field decreases as $r^{-1}$ at $r = O(1)$ and begins to decay as $r^{-2}$ already at $r > 50$. The decrease in bulk concentration has the effect of slower decay of $\mathbf{E}$. If $C_\infty = 0.001$, the $r^{-1}$ branch extends to $r = O(100)$ and a quadratic-law decay is observed only at distances that are nearly four order of magnitudes larger than the particle radius.

The angular distributions of concentration $C_s(\theta)$ and electric potential $\Phi_s(\theta)$, obtained for several $C_\infty$, are shown in Fig. (4). We see that in the limit $C_\infty \to 1$ (small surface flux), $C_s \simeq C_\infty$ and at any $\theta$ the potential $\Phi_s$ practically vanishes. On reducing $C_\infty$, the function $C_s(\theta) - 1$ increases with $\theta$ and becomes antisymmetric.

Its variations are greater at smaller $C_\infty$. However, the average concentration is always equal to unity due to our choice of $C^*$.

The potential $\Phi_s$ monotonously decreases with $\theta$, and its average value of the potential depends on $C_\infty$,

$$\overline{\Phi_s} = \int_0^\pi \Phi_s(\theta) \sin \theta d\theta \simeq \beta \ln(C_\infty),$$

i.e. grows logarithmically with $C_\infty$ when the latter is sufficiently small. The function $\Phi_s(\theta) - \beta \ln(C_\infty)$ is also nearly antisymmetric.

Once the outer distributions of the ion concentration and the electric potential are determined, we can evaluate the particle velocity using Eqs. (31), (32), and (33). The surface integral Eq. (33) is calculated by applying a trapezoid rule on a uniform grid in $\theta$ with $N_\theta = 500$ nodes. To calculate the volume integral, Eq. (32), we use the same grid in $\theta$ and a non-uniform grid in $R$ (with a grid step varying as $R^2$) with $N_r = 100$ nodes and a cut-off radius $R_{out} = 100$.

The dependence of $v_{ps}$ (scaled by $\beta^2$) on $1-C_\infty$ is illustrated in Fig. (5a). The magnitude of this scaled velocity grows on increasing $1-C_\infty$, but remains extremely small (it is well seen that $v_{ps}/\beta^2$ is below 0.025 at $C_\infty = 0$).

The magnitude of $v_{ps}$ is much larger (see Fig. (5b)). If $\beta$ and $\phi_s$ are positive, the velocity grows upon increasing $\phi_s$ and $1-C_\infty$. One striking result is that even an uncharged particle ($\phi_s = 0$) can induce $v_{ps} = O(1)$ pro-
Figure 6. (a) The velocity $v_{pi}$ as a function of $\phi_s$ calculated using $\beta = 0.5$ and $C_\infty = 0.01$, 0.1, and 0.5 (solid, dashed, and dotted curves, correspondingly). The large squares correspond to $\phi_s = \Phi_s$, circles show calculations from Eq. (42). (b) The velocity $v_{pi}$ plotted as a function of $\phi_s - \Phi_s$. Calculations are made for $C_\infty = 0.01$ using $\beta = -0.9$, −0.5, 0.5, and 0.9 (dotted, dashed, solid, dash-doted curves, correspondingly).

Figure 7. Average electric potential at the border of the inner region vs. $\beta \ln C_\infty$ calculated using $\beta = 0.5$. Triangles correspond to $\Phi_s$ calculated numerically, the solid line are calculations from Eq. (41).

If we keep $\beta = 0.5$ fixed, but vary $\phi_s$ in a large range, we move to a situation shown in Fig. 6(a). These calculations are made using three different concentrations $C_\infty$, and we have marked with large squares the points that correspond to $\phi_s = \Phi_s$. When $\phi_s$ is negative, the velocity $v_{pi}$ is rather small and reverse its sign at $\phi_s \simeq \Phi_s$. Thus, it is clear that the direction of the particle motion is controlled by the difference $\phi_s - \Phi_s$. In Fig. 6(b) we plot $v_{pi}$ as a function of $\phi_s - \Phi_s$. These results are obtained for $C_\infty = 0.01$ and $\beta = \pm 0.5$, ±0.9. Overall, these calculations confirm that the velocity reversal occurs when becomes equal to a surface potential. They also illustrate well Eq. (35).

Finally, we check the validity of approximate Eq. (11). Figure 7 plots $\Phi_s$ as a function of $\beta \ln C_\infty$. We see that the approximation $\Phi_s \approx \beta \ln C_\infty$ is quite accurate in a very wide range of $C_\infty$. This reflects the fact that the variations of $\Phi_s$ are much smaller than its average value which grows logarithmically as $C_\infty \to 0$.

We can thus suggest the following approximate formula for the diffusio-phoretic velocity of the catalytic Janus particle

$$v_p = \left\{ \frac{\beta \psi_s}{2} - 2 \ln \left( \frac{\psi_s}{4} \right) \right\} \int_0^\pi \partial_\theta (\ln C_s) \sin^2 \theta d\theta. \tag{42}$$

where $\psi_s = \phi_s - \beta \ln(C_\infty)$ and the integral can be readily evaluated by using Eqs. (14) and (20). This equation takes into account both variations of the concentration gradient and the electric field along the particle surface. The calculations from Eq. (42) are included into Figs. 5 and 6. A general conclusion from this plot is that approximate equation (42) is in excellent agreement with the numerical results, confirming the validity of our theoretical description.

V. CONCLUSION

We proposed a theory of a self-diffusiophoresis of the Janus particle that release ions. The theory is valid in the limit of a thin electrostatic diffuse layer and employs the method of matched asymptotic expansions. We derived the analytic solution for both the concentration and the electric field in the outer region. Our analysis and numerical calculations show that while the direct contribution of the outer region to the particle velocity can be neglected, an inhomogeneous ion distribution generates a finite potential at the outer edge of the inner region. As a result, even uncharged particles can migrate with a finite velocity. We also showed that particles can reverse the direction of motion in response to changes in bulk concentration of ions. Finally, we proposed a simple formula for a particle velocity, which was found to be in excellent agreement with the numerical solution of the asymptotic equations.
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Appendix A: Equivalence of the reciprocal theorem and the slip-velocity formula in thin EDL

We evaluate the contribution of the inner region to the particle velocity, i.e., calculate the integral \(\int_{\text{V}_{\text{EDL}}} \).

The auxiliary velocity field \(\mathbf{v}_1 - \mathbf{e}_x\) can be presented in terms of stretched variable \(\rho\) as

\[\mathbf{v}_1 - \mathbf{e}_x \simeq -\frac{3}{2} \rho \lambda^2 \cos \theta \mathbf{e}_r + \frac{3}{2} \rho \lambda \sin \theta \mathbf{e}_\theta,\]

i.e., the velocity is small in the inner region. However, the derivatives of \(\varphi\) with respect to \(\rho\) are large: \(\Delta \varphi \simeq \lambda^{-2} \partial_{\rho} \varphi, \nabla \varphi = \lambda^{-1} \partial_{\rho} \varphi \mathbf{e}_r + \partial_{\theta} \varphi \mathbf{e}_\theta\). As a result, the integral \(\int_0^\pi \varphi d\theta\) is finite:

\[v_{pi} = \frac{1}{6\pi} \int_{\text{V}_{\text{EDL}}} f_i \cdot (\mathbf{v}_1 - \mathbf{e}_x) \, dV \simeq -\frac{1}{2} \int_0^\pi \int_0^\infty \partial_{\rho} \varphi \left[ \partial_{\rho} \varphi \rho^2 \cos \theta - \partial_{\theta} (\Phi_s + \varphi) \rho \sin \theta \right] d\rho d\theta d\theta. \quad (A1)\]

We integrate the first term in the square brackets over \(\rho\) using integration by parts:

\[-\frac{\sin 2\theta}{2} \int_0^\infty \partial_{\rho} \varphi \partial_{\rho} \varphi \rho^2 d\rho = -\frac{\sin 2\theta}{2} \int_0^\infty \rho^2 d\left[ (\partial_{\rho} \varphi / 2)^2 \right] = C_s \sin 2\theta \int_0^\infty (\cosh \varphi - 1) \rho d\rho. \quad (A2)\]

The term proportional to \(\partial_\theta \Phi_s\) in \(A1\) integrated over \(\rho\) gives the usual electrophoretic slip velocity,

\[\partial_\theta \Phi_s \int_0^\infty \rho \partial_{\rho} \varphi \rho d\rho = \partial_\theta \Phi_s \int_0^\infty \rho d\partial_\rho \varphi = -\partial_\theta \Phi_s (\phi_s - \Phi_s). \quad (A3)\]

To calculate the term proportional to \(\partial_{\theta} \varphi\), we first integrate over \(\theta\) using Poisson-Boltzmann equation \(28\) and integration by parts:

\[\rho \int_0^\pi C_s \sinh \varphi \partial_\theta \varphi \sin^2 \theta d\theta = -\rho \int_0^\pi (\cosh \varphi - 1) \sin 2\theta C_s d\theta - \rho \int_0^\pi (\cosh \varphi - 1) \sin^2 \theta \partial_\theta C_s d\theta. \quad (A4)\]

Then the integral of the first term in \(A4\) over \(\rho\) and the integral of \(A2\) over \(\theta\) cancel out. In the second term in \(A4\), \(\rho (\cosh \varphi - 1)\) only depends on \(\rho\). To calculate its integral over \(\rho\) we use the equality \((\partial_{\rho} \varphi)^2 = 2C_s (\cosh \varphi - 1)\), which follows from Eq. \(28\), and the variable change \(d\rho = d\varphi / \sqrt{2C_s (\cosh \varphi - 1)} = d\varphi / (\sqrt{C_s \sinh (\varphi/2)})\):

\[\int_0^\infty \rho (\cosh \varphi - 1) d\rho = \int_0^\infty \rho \frac{\sinh (\varphi/2)}{\sqrt{C_s}} d\varphi = -\int_0^\infty \frac{2}{\sqrt{C_s}} (\cosh (\varphi/2) - 1) d\rho = -\int_0^\infty \frac{\cosh (\varphi/2) - 1}{C_s \sinh (\varphi/2)} d\varphi \quad (A5)\]

Then

\[= -\int_0^\infty \frac{\sinh (\varphi/4)}{C_s \cosh (\varphi/4)} d\varphi = \frac{4}{C_s} \ln \cosh (\zeta/4). \quad (A6)\]

Finally, collecting all the terms from Eqs. \(A1\), \(A3\), \(A4\) and \(A6\), we obtain the following formula for the particle velocity:

\[v_{pi} = -\frac{1}{2} \int_0^\pi \left[ \psi \partial_\theta \Phi_s + 4\partial_\theta (\ln C_s) \ln \cosh (\psi/4) \right] \sin^2 \theta d\theta, \quad (A7)\]

with

\[\psi(\theta) = \phi_s - \Phi_s(\theta),\]

which is fully equivalent to \(33\).

REFERENCES

1. K. K. Dey and A. Sen. Chemically propelled molecules and machines. J. Am. Chem. Soc., 139(23):7666–7676, 2017.

2. J. L. Moran and J. D. Posner. Phoretic self-propulsion. Annu.
1. Buttinoni, J. Bialké, F. Kümmer, H. Löwen, C. Bechinger, and T. Speck. Dynamical clustering and phase separation in suspensions of self-propelled colloidal particles. Phys. Rev. Lett., 110(23):238301, 2013.

2. M. Hu, X. Ge, X. Chen, W. Mao, X. Qian, and W.-E. Yuan. Micro/nanorobot: A promising targeted drug delivery system. Pharmaceutics, 12(7):665, 2020.

3. I. Buttinoni, J. Bialké, F. Kümmer, H. Löwen, C. Bechinger, and T. Speck. Dynamical clustering and phase separation in suspensions of self-propelled colloidal particles. Phys. Rev. Lett., 110(23):238301, 2013.

4. R. Golestanian, T. B. Liverpool, and A. Ajdari. Propulsion of a molecular machine by asymmetric distribution of reaction products. Phys. Rev. Lett., 94(22):220801, 2005.

5. R. Golestanian, T. B. Liverpool, and A. Ajdari. Designing phoretic micro- and nano-swimmers. New J. Phys., 9(5):126, 2007.

6. W. F. Paxton, A. Sen, and T. E. Mallouk. Motility of catalytic nanoparticles through self-generated forces. Chem. Eur. J., 11(22):6462–6470, 2005.

7. J. L. Moran, P. M. Wheat, and J. D. Posner. Locomotion of electrocatalytic nanomotors due to reaction induced charge autoelectrophoresis. Phys. Rev. E, 81(6):065302, 2010.

8. W. F. Paxton, K. C. Kistler, C. C. Olmeda, A. Sen, S. K. St. Angelo, Y. Cao, T. E. Mallouk, P. E. Lammert, and V. H. Crespi. Catalytic nanomotors: autonomous movement of striped nanorods. J. Am. Chem. Soc., 126(41):13424–13431, 2004.

9. Y. Wang, R. M. Hernandez, D. J. Bartlett, J. M. Bingham, T. R. Kline, A. Sen, and T. E. Mallouk. Bipolar electrochemical mechanism for the propulsion of catalytic nanomotors in hydrogen peroxide solutions. Langmuir, 22(25):10451–10456, 2006.

10. S. Hermanová and M. Pumera. Biocatalytic micro- and nanomotors. Chem. Eur. J., 26(49):11085–11092, 2020.

11. T. Patiño, X. Arqué, R. Mestre, L. Palacios, and S. Sánchez. Fundamental aspects of enzyme-powered micro- and nanoswimmers. Acc. Chem. Res., 51(11):2662–2671, 2018.

12. M. Ibele, T. E. Mallouk, and A. Sen. Schooling behavior of light-powered autonomous micromotors in water. Angew. Chem., 121(18):3358–3362, 2009.

13. C. Zhou, H.P. Zhang, J. Tang, and W. Wang. Photochemically powered AgCl Janus micromotors as a model system to understand ionic self-diffusiophoresis. Langmuir, 34(10):3289–3295, 2018.

14. M. De Corato, X. Arqué, T. Patiño, M. Arroyo, S. Sánchez, and I. Pagonabarraga. Self-propulsion of active colloids via ion release: theory and experiments. Phys. Rev. Lett., 124(10):108001, 2020.

15. D. Andelman. Soft condensed matter physics in molecular and cell biology, chapter 6. Introduction to Electrostatics in Soft and Biological Matter. CRC Press, Boca Raton, 1st edition, 2006.

16. D. C. Prievé, J. L. Anderson, J. P. Ebel, and M. E. Lowell. Motion of a particle generated by chemical gradients. part 2. electrolytes. J. Fluid Mech., 148:247–269, 1984.

17. J. L. Anderson. Colloid transport by interfacial forces. Annu. Rev. Fluid Mech., 21:61–99, 1989.

18. E. Ya’ir. Electrokinetic self-propulsion by inhomogeneous surface kinetics. Proc. Math. Phys., 467(2130):1645–1664, 2011.

19. B. Sabass and U. Seifert. Nonlinear, electrocatalytic swimming in the presence of salt. J. Chem. Phys., 136(21):214507, 2012.

20. A. Nourhani, P. E. Lammert, V. H. Crespi, and A. Borhan. A general flux-based analysis for spherical electrocatalytic nanomotors. Phys. Fluids, 27(1):012001, 2015.

21. Y. Ibrahim, R. Golestanian, and T. B. Liverpool. Multiple phoretic mechanisms in the self-propulsion of a Pt-insulator Janus swimmer. J. Fluid Mech., 828:318–352, 2017.

22. J. L. Moran and J. D. Posner. Electrokinetic locomotion due to reaction-induced charge auto-electrophoresis. J. Fluid Mech., 680:31–66, 2011.

23. O. I. Vinogradova. Slippage of water over hydrophobic surfaces. Int. J. Miner. Process., 56:31–60, 1999.

24. O. I. Vinogradova and A. V. Belyaev. Wetting, roughness and flow boundary conditions. J. Phys.: Condens. Matter, 23:184104, 2011.

25. M. Teubner. The motion of charged colloidal particles in electric fields. J. Chem. Phys., 76(11):5564–5573, 1982.

26. H. Masoud and H. A. Stone. The reciprocal theorem in fluid dynamics and transport phenomena. J. Fluid Mech., 879, 2019.