A Comparison of Various Bottom-Up Urban Energy Simulation Methods Using a Case Study in Hangzhou, China
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Abstract: Urban energy simulation can provide valuable information to urban planning, urban energy management, and urban emission reduction. Therefore, urban energy simulation has become an active research discipline. Various urban energy simulation methods and techniques have been developed and applied to cities on different scales. A review is conducted to categorize these methods and techniques and to analyze their pros and cons. Several representative methods and techniques are compared for their data inputs, suitable scales, accuracy, and computing speeds. Hangzhou South Railway Station area, which contains 522 buildings, is used as the case to evaluate the effectiveness and challenges of different urban energy simulation methods.
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1. Introduction

It is already well known that carbon dioxide is a major contributor to global climate change [1]. CO2 emissions from human activities have been increasing globally since the late 18th century [2]. Cities, due to their high levels of population and human activities produce an enormous amount of carbon dioxide as well as other emissions such as HC and nitrogen oxides. Another existing trend is that more people from rural areas are now moving into cities to improve their living quality [3]. According to data collected in 2014, 54% of the global population were living in cities, and this number is predicted to increase to 66% by 2050 [4]. With the current prevailing population growth and urbanization rate, by 2030, the global urban area will triple compared with that at the beginning of the 20th century [5]. Linking these two developments, human activities in urban areas now constitute the primary source of anthropogenic greenhouse gas emissions [6]. Due to this phenomenon, cities are consuming over three-quarters of society’s primary energy [7–9], with urban emissions accounting for 75% of overall global carbon dioxide emissions [10]. Within cities, buildings are one of the top energy consumers (accounting for over 40% of energy consumption and one-third of greenhouse gas emissions) [11,12]. Therefore, it is extremely important to have a better understanding of how
buildings in cities are using energy, and a popular method to achieve this is the use of urban energy simulation models [13–18].

The urban energy simulation model is a valuable and powerful tool for calculating, visualizing, and analyzing the energy consumption of buildings at either district or urban levels [19]. It enhances the development of green, ecological, and low-carbon urban planning and also provides guidance on developing urban energy management policies [20]. Urban energy simulation models only started to be used some years ago [21]. However, due to the urgent requirement of reducing urban energy consumption, they have captured the attention of researchers [21]. When using this method, dynamic building performance simulation packages, such as EnergyPlus [22], TRANSYS [23], and DOE-2 [24], are commonly adopted for calculating the energy consumption of individual buildings, and the calculation results are then allocated to urban/district scales to show the energy distribution of buildings within the area under investigation [25].

When developing urban energy simulation models, several approaches have been adopted by researchers and, basically, they can be classified as either top-down [26] or bottom-up [27]. The top-down approach uses macro-statistical data to estimate the urban energy consumption of overall industrial and administrative areas, treating the buildings within an area as a single energy entity. Therefore, it cannot reflect the different levels of energy performance between individual buildings. This approach calculates the urban energy consumption through a long-term relationship between the energy use of possible major drivers, such as GDP, energy price, population, household size, technologies and practices, and weather conditions [28–30]. According to whether energy data is the only data type required for calculating urban energy consumption, this approach can be divided into statistical methods or other methods, and the statistical analysis method can be further classified into many sub-methods, such as the economic variables method and the physical variables method [31]. The bottom-up approach simulates urban energy consumption based on the calculated energy consumption of individual buildings within the area [32]; therefore, it can better reflect the spatial energy distribution and has a higher accuracy than the top-down approach [28]. Based on how the energy consumption of individual buildings is calculated, this approach can be further classified as a physical model method, data-driven model method, or hybrid model method [27], where the physical model method is used most commonly due to its transparency in modeling building energy consumption and its capability to link calculated urban energy simulation with urban morphological aspects, such as building archetypes. This method can be further classified as an archetype method or detailed model method, depending on whether archetype buildings are used to represent hundreds or even thousands of buildings within the area. Figure 1 depicts this basic classification of urban energy simulation methodology.

![Classification of urban energy simulation methodology.](image)

In urban energy simulations, there may be some major challenges. Firstly, the computational load required is significantly higher than that needed to simulate individual buildings, as an urban energy simulation task often involves hundreds or even thousands of buildings. Secondly, the information and data required for conducting an urban energy simulation are multi-dimensional and difficult to
collect. Thirdly, conducting an urban energy simulation often involves multiple program packages and cross-platform operations [33]. Additionally, due to the existence of different methods to do this task, as introduced above, it is important to understand the performance of each method and identify its advantages and disadvantages. This will greatly help when selecting the most appropriate method in real applications. Due to the better representation of spatial distribution and the higher accuracy of the bottom-up approach, it was specifically considered in this study. Section 2 of this paper introduces some basic knowledge about the bottom-up approach and its sub-methods. Section 3 presents the basic methodology used in this study, including a field case study with 522 buildings and model development processes. Section 4 compares the results simulated by different methods from three different angles, namely urban energy consumption patterns, dynamic nature, and simulation performance, and provides appropriate discussions. At the end, the major findings from this study are presented, with discussions on possible policy implications.

2. Bottom-Up Approach for Urban Energy Simulation

Top-down approaches have a fast processing speed and are easy to integrate with policies, but they cannot be combined with the spatial form and have a low level of accuracy. The top-down approach often employs energy-economy interactions to estimate urban energy consumption. Bentzen and Engsted [34] used a simple regression model to simulate Danish energy consumption. They found a close coupling relationship between energy consumption, household income, and energy prices. In addition to economic variables, some top-down models also consider physical factors such as weather or climatic conditions. Zhang [35] incorporated climate change to calculate and compare residential energy consumption in China, Japan, the United States, and Canada. They combined the energy consumption of electricity, coal gas, liquefied petroleum gas, and natural gas to estimate residential energy consumption. The bottom-up approach simulates urban energy at the building level, which is easy to combine with the spatial form and has a higher level of accuracy. The bottom-up approach includes three methods, namely, the physical model method, the hybrid method, and the data-driven method.

2.1. Physical Model Method

The physical model method is the most commonly used bottom-up approach to model urban energy. The simulation relies on a building thermal model to calculate the energy consumption or load of individual buildings and then integrates these factors to obtain the corresponding information at the urban level [36]. Typical representative methods are the archetype model method and the detailed model method [31,36].

Reinhart [37] used the archetype model method to calculate the energy consumption in Boston. In the archetype model method, the energy consumption calculation of the individual building follows a complex, dynamic, and detailed model, and massive urban buildings are summarized into several architectural prototypes with common energy consumption rules, thereby calculating the building energy consumption of the entire city [31]. Chen et al. used the City Building Energy Saver (CityBES) method to simulate urban energy consumption in San Francisco. In the CityBES model, the energy consumption calculation of an individual building is done using a complex, dynamic, and sophisticated model to simulate all urban buildings within the study area, and each building is modeled respectively [12,31]. Another detailed model method, also referred to as the 3D CityGML method, which is introduced below, is a city energy consumption simulation method based on the CityGML data set method that can simulate comprehensive urban information [38,39].

The physical model method uses existing technical knowledge as the input, such as building type, building area, building geometry and non-geometric information. At present, the main challenges are the following three points: First of all, the basic data on urban buildings are difficult to obtain. The basic data on urban buildings include the shape of the building, the height, the heat transfer coefficient of the envelope, and the ratio of the window. The non-geometric information, such as
the heat transfer coefficient of the envelope required in the modeling process, is difficult to obtain. The second challenge is that there is currently no software available for urban energy simulation. The biggest difficulty in software development is determining how to couple urban building geometry information, non-geometric information, and energy simulation software [3]. Third, no scholars have studied the simulation speed and accuracy of different urban energy consumption simulation methods at different city scales, thus providing a selective reference for urban designers.

2.2. Data-Driven Model Method

The data-driven model method uses the statistical regression method to obtain a calculation model for urban energy consumption at the very foundation of the measured energy consumption data. This method is a relatively accurate prediction model. However, depending on the quantity and quality of measured data, the scalability is limited, and it is difficult to integrate the model with urban planning and urban design [36,40,41].

Based on the analysis and processing of the measured data, Jimeno and Arno [36] used the data-driven model method to calculate the energy consumption requirements of each building. This method can simulate the energy consumption of building groups without loss. Moreover, the energy consumption simulation results of each building can be compared with the energy consumption information displayed in the current statistics. Parti [42] analyzed the residential electricity use in San Diego. In this study, regression methods were used to estimate the utilization rate of residential appliances (such as dishwashers, freezers, and televisions). Thus, the level of energy consumption was projected by surveys of 5286 households and utilities that provided monthly electric billing data. The artificial intelligence method predicts energy consumption, which consists of four parts: data collection, data preprocessing, model training, and model testing [43]. The artificial neural network (ANN) is a common artificial intelligence method for predicting urban energy consumption [12,44]. The ANN [45] is a mathematical model that uses historical data to represent the performance of the system, which simulates the biological neural network. Supervised learning is the most common method used in the literature of building energy prediction [46].

The data-driven model method bridges the gap between detailed individual energy consumption and regional or national econometric indicators. The main limitation of the data-driven model method is that it cannot be combined with the spatial change of an urban area because of the simulation of the statistical urban area. Data-driven models require a database to be built to train models and then predict energy consumption. However, data privacy policies and economic benefits make the data collection process difficult, and the degree of data detail often affects the quality of the final results. The Geographic Information System (GIS) provides users with a user-friendly allocation model [47–53], which has become an important resource for the development of large-scale building energy models. However, few urban geographic information system databases contain information related to the understanding of urban energy performance, such as censuses [49], national resources [47,49], normative data [47,49], national and local surveys [47–53], questionnaires [48], and meteorological data.

2.3. Hybrid Model Method

The hybrid model method literally lies in between the physical model method and the data-driven model method. It uses measured energy consumption data combined with the physical model to calculate the urban energy consumption [54–57]. In hybrid models, building stock is represented by an analogy with an electrical circuit, where a reduced order resistance–capacitance circuit is able to describe the energy behavior of the building [58]. The hybrid model was first introduced in the 1990s to improve the efficiency of the HVAC control system. There are three possible hybrid model methods.

- A hybrid of engineering and artificial intelligence models: This model involves the estimation of optimal physical parameters of the machine learning algorithm and the combination of the optimized one-dimensional heat transfer models (usually genetic algorithms).
• Hybrid of artificial intelligence and statistical models: This model includes a learning model describing residential behavior by statistical methods.

• Hybrid of engineering and statistics models: This model combines physical models and statistical models when physical models are inadequate or inaccurate.

A typical case of the hybrid model method is the Canadian Hybrid Residential End-use Energy and Emission Model (CHREM) [59,60]. The model consists of two energy modeling components, namely statistical and physics-based models. The models can be used to estimate the energy consumption of household appliances and lighting equipment, household hot water, space heating, and refrigeration for the main end user groups. CHREM [59,60] relies on 17,000 detailed housing records and uses a calibrated neural network model to estimate electrical appliances, lighting, and household hot water loads, as they are predominately influenced by occupant behavior [20,61]. Since no relevant historical data can be used for the statistical analysis of new technologies, high-resolution building performance simulation software is used to estimate the thermal load and cooling load. Znouda et al. [62] coupled an energy simulation engine with a genetic algorithm to assist with energy performance optimization of Mediterranean buildings in design stage. The energy simulation engine was well adapted to the Mediterranean climate, and the genetic algorithm was developed for obtaining optimum architectural and physical configurations to improve buildings’ energy performance in this model. Similarly, Tuhus-Dubrow and Krarti [63] combined a genetic algorithm with another energy simulation engine (DOE-2) to optimize envelope design for residential buildings. Especially, building shapes, including rectangle, L, T, U, H, and trapezoid, were investigated as part of the envelope optimization. And they found that the rectangle and the trapezoid were consistently the optimal shapes.

The hybrid model can interpret the energy performance of buildings from a physical perspective, even without detailed geometric and non-geometric information of buildings [12]. And it is a good alternative to regression models, when the available parameters number or data samples are limited [64]. However, hybrid models require high computational cost and possible extra technical support due to its complexity of combining two distinct kinds of approaches. The characteristics of the bottom-up approaches are summarized in Table 1.

| Methods | Data-Driven Model Method | Hybrid Model Method | Physical Model Method (Simplified) | Physical Model Method (Archetype) | Physical Model Method (Detailed) |
|---------|--------------------------|---------------------|-----------------------------------|----------------------------------|----------------------------------|
| Advantages | • Accurate prediction  • Statistical regression method | • Fast processing speed  • Small simulation load | • Small workload  • Fast processing speed | • Moderate workload  • Fast calculation speed  • Good accuracy at a large scale  • Ignorance of the heterogeneity of same buildings  • Insufficient accuracy | • High accuracy and good universality  • Suitable for macro, meso, and micro scale  • Large workload  • Slow calculation speed  • High data requirements |
| Limitations | • Limited scalability  • Difficult to integrate with urban forms | • Limited scalability  • General accuracy | • General precision  • Building parameters ignorance | | |
3. Methodology

3.1. The Case: Hangzhou South Railway Station (HSRS) Area

Hangzhou is a major city located in the Yangtze River Delta region of China that is home to 9.806 million people. The local government commissioned the urban design of an area of 3.5 km² surrounding the HSRS. The HSRS area is located in Xiaoshan District of Hangzhou. It is also an important railway station on the south bank of Hangzhou Qiantang River, as shown in Figure 2. The project has a high-speed railway station area as its core, with residential and official areas, a mountain conservation area, a livable life area, and cultural and official areas on the west side and a business area, central business area, and livable life area on the east side. (Figure 3).

![Figure 2. Location of the research area.](image)

![Figure 3. Functional area of Hangzhou South Station.](image)
3.2. Urban Geometric Model

The establishment of the urban geometric model includes three steps: plane modeling, elevation modeling, and urban three-dimensional (3D) model extrusion. In order to effectively calculate urban energy consumption, this paper provides a modeling method for the urban building energy consumption model, which is divided into two parts including plane modeling and elevation modeling (Figure 4).

![Figure 4. Plane and elevation modeling principles of the urban energy consumption model: (a) plane before modeling and after modeling; (b) elevation before modeling and after modeling.](image)

Plane modeling is used to import graphic data from urban buildings and model the outline of each building to eliminate concave and convex outlines.

- In plane modeling, the modeling strategy is used to model the zigzag extension edge of the same side of the contour line to a neat edge line and model each bump edge in the same curve extension edge in the contour to a smooth curve. If the span of a single concave wall or convex wall exceeds the span threshold value, the walls on both sides adjacent to the concave wall or convex wall are considered to be discontinuous walls.

- When modeling the zigzag extension sideline of the same side of the contour line to a neat sideline, it is necessary to merge and align each convex or concave sideline to the basic straight sideline. The basic straight sideline is the flat sideline with the longest length proportion in the sideline of the same side, as shown in the dotted box at a, d, e, f, g, h, and i in Figure 4. When modeling the convex and concave sidelines in the same curve extension sideline in the contour line to a smooth curve, it is necessary to merge and align the convex or concave sidelines to the curved continuous sideline, and the merging position, and the curve continuous sideline should maintain the same curve extension to form a smooth curve sideline, as shown in the dotted box at b and c in Figure 4.

For elevation modeling, before the calculation of the equal volume modeling algorithm, it is necessary to divide single buildings into multi-storey buildings and high-rise buildings and then use the equal volume modeling algorithm to model all single multi-storey buildings as a single multi-storey building and model all single high-rise buildings as a single high-rise building. Finally, the modeled building layers of the multi-storey buildings and the high-rise buildings are obtained. The elevation is modeled, and the modeled building storeys are calculated by using the equal volume modeling algorithm in the height direction. The modeled formula for calculating the number of storeys of each multi-storey building and high-rise building by using the equal volume modeling algorithm is as follows:

\[ b = \frac{S_1 \times a_1 \times b_1 + S_2 \times a_2 \times b_2 + \ldots + S_n \times a_n \times b_n}{S \times a} \quad (i = 1, 2, 3, \ldots, n) \]
where $S$ is the modeled building area; $a$ is the modeled building floor height; $b$ is the modeled building storey number; $S_i$ is the building area of each building before modeling; $a_i$ is the building floor height of each building before modeling; and $b_i$ is the building floor number of each building before modeling.

The modeled polygon of each building and the corresponding modeled floor number are used to build the 3D model of each building. In rhino software, the *. dwg format CAD file is imported, and the python script editing function in the tool tab is used to realize the automatic modeling of the 3D model of urban buildings. As shown in Figure 4, the comparison diagram shows the plane and elevation before and after modeling, and the number in the closed contour line represents the number of floors before modeling the single building.

### 3.3. Physical Model Method (Multi-Zone)

The physical model method is based on the theoretical model and method of the building energy simulation, relying on big data of urban buildings such as the volume, transparency ratio, enclosed structure, occupancy, energy-use system, operation mode, and climate to simulate the urban energy consumption scientifically, accurately, and efficiently. The physical model method uses Grasshopper to search EnergyPlus to simulate the urban energy consumption, as shown in Figure 5. Due to the large number, types, various structures, and complex facilities of urban buildings, it is difficult to simulate energy consumption.

#### 3.3.1. The Components of the Physical Model

The physical model method is a system for simulating urban building energy consumption, which is divided into three parts: building the urban energy consumption model, simulating the urban energy consumption model, and visualizing the urban energy consumption model. The visualization of the urban energy consumption model integrates the simulation results of urban energy consumption into other types of basic information about the city on the GIS platform and presents them as a visual digital map. The components of the simulation module are shown in Figure 6. The following describes the parameter settings in each module: The EnergyPlus running module is used to receive the meteorological files of a typical meteorological year in EPW format, and the schedule module is generated when the connected Boolean setting module inputs the true value, and the honeybee EnergyPlus zone loads setting module is imported into the IDF file. Finally, EnergyPlus runs the IDF file to obtain the CSV result file of the EnergyPlus simulation results.
3.3.2. Parameter Settings of the Physical Model

In this study, the building types in the study area are divided into residential buildings and public buildings. According to the building types, parameters such as the glazing ratio, enclosure load, and internal heat source are set. The specific parameter values are shown in Tables 2–4. The equipment generating schedule of residential buildings is shown as number 1 and number 2 in Table 3, and the schedule of public buildings is shown as number 3 and number 4 in Table 3; the decimal value represents the percentage of equipment usage. The ventilation schedule of residential buildings is shown as number 5 and number 6 in Table 3, and the schedule of public buildings is shown as number 7 and number 8 in Table 3. The number 0 indicates that the fresh air exchanger is not on, and 1 indicates that it is on. The occupancy generating schedule of residential buildings is shown as number 9 and number 10 in Table 3, and the schedule of public buildings is shown as number 11 and number 4 in Table 3; the decimal value represents the percentage of staff in the room. The lighting generating schedule of residential buildings is shown as number 12 and number 13 in Table 3, and the schedule of public buildings is shown as number 11 and number 4 in Table 3; the decimal value represents the percentage of lighting usage. The cooling set point schedule of residential buildings is shown as number 1 and number 2 in Table 4, and the schedule of public buildings is shown as number 3 and number 4 in Table 4. The number 26 means that the air conditioner is turned on when the temperature reaches 26 °C. The number 60 means that the air conditioner is turned on when the temperature reaches 60 °C. Because the temperature is usually lower than 60, 60 means that the air conditioner is off. The heating set point schedule of residential buildings is shown as number 5 and number 6 in Table 4, and the schedule of public buildings is shown as number 7 and number 8 in Table 4. The number 20 means that the air conditioner is turned on when the temperature reaches 20 °C. The number
−40 means that the air conditioner is turned on when the temperature reaches −40 °C. Because the temperature is usually higher than −40, −40 means that the air conditioner is off.

### Table 2. EnergyPlus Parameter Settings.

| Building Type          | Glazing Ratio | Lighting Load | Equipment Load | Occupant Density | Air Infiltration | Fresh Air Volume |
|------------------------|---------------|---------------|----------------|------------------|------------------|------------------|
| Residential buildings  | 0.17 0.22 0.07 0.19 | 7 w/m² | 4.3 w/m² | 0.05 people/m² | 0.00025 m³/s·m⁻² | / |
| Public buildings       | 0.17 0.3 0.07 0.25 | 10 w/m² | 7.64 w/m² | 0.325 people/m² | 0.00021 m³/s·m⁻² | 0.0002 m³/s·m⁻² |

### Table 3. The equipment schedule.

| Schedule Number | Hours | Schedule Number | Hours |
|-----------------|-------|-----------------|-------|
| 1               | 0.5   | 2               | 0.5   |
| 3               | 0.00  | 4               | 0.00  |
| 5               | 0.00  | 6               | 0.00  |
| 7               | 0.00  | 8               | 0.00  |
| 9               | 1.0   | 10              | 1.0   |
| 11              | 0.00  | 12              | 0.00  |
| 13              | 0.00  |                 |       |

Without *: Schedule on workday; With *: Schedule at weekend.

### Table 4. Temperature control points of the air conditioner.

| Schedule Number | Hours | Schedule Number | Hours |
|-----------------|-------|-----------------|-------|
| 1               | 26    | 2               | 26    |
| 3               | 0.00  | 4               | 0.00  |
| 5               | 0.00  | 6               | 0.00  |
| 7               | −40   | 8               | −40   |

Without *: Schedule on workday; With *: Schedule at weekend.

The multi-zone model is a physical model method. The multi-zone model is used to simulate the building energy consumption in the HSRS area. The default floor height of all buildings is three meters. Based on the height, the whole building is divided into floors, and each floor of the building is set as a single thermal zone for the energy simulation.

#### 3.4. Physical Model Method (Single-Zone)

The single-zone model is also a kind of physical model, in which the simulation system is the same as that for the multi-zone model. The biggest difference between the single-zone model and the multi-zone model is that the single-zone model sets each building as a thermal zone, while the multi-zone model sets each floor of a building as a thermal zone.

In order to improve the calculation speed, the single-zone model removes the module involving breps massing into floors of the multi-zone model. The single-zone model does not divide the building based on its height but sets the whole building as a thermal zone. When setting parameters, such as the transparency ratio, lighting load, and occupant density, the whole building is regarded as a one-story
building. The energy consumption of lighting and equipment calculated by the single-zone model is equal to the energy consumption value of one floor in the multi-zone model. However, air conditioning energy consumption is affected by many factors. The air conditioning energy consumption calculated by this method is not directly equal to the air conditioning energy consumption value of one floor in the multi-zone model, but it needs to be multiplied by the correction coefficient. In the visualization part, the difference between multi-zone and single-zone models is that it is necessary to do a simple formula calculation of the urban energy simulation results before integrating them with other basic urban information.

When calculating the building energy consumption in the HSRS area with a single-zone model, the buildings are also divided into residential buildings and public buildings, and each whole building is set as a thermal zone for simulation. The lighting and equipment energy consumption calculated by the single-zone model is taken as the energy consumption of one floor in the multi-zone model; hence, the number of building stories is a significant type of data. Meanwhile, the air conditioning energy consumption calculated by the method needs to be multiplied by the correction coefficient, and the correction coefficient estimated by the simulation result of the HSRS area is 3.6. The equation of each building’s energy consumption is obtained as follows:

\[ y = a_1(x_1 + x_2) + a_2x_3 \]  

(2)

In the equation, \( y \) is the energy consumption of each building, \( x_1 \) is the lighting energy consumption, \( x_2 \) is the equipment energy consumption based on the number of building floors, \( x_3 \) is the air conditioning energy consumption, \( a_1 \) is the number of building floors, and \( a_2 \) is the correction coefficient with a value of 3.6.

3.5. Data-Driven Model Method (Regression)

The regression method is a kind of data-driven model method. To use the regression method to predict energy consumption, first, the training data need to be prepared. Then, training samples are used to regress the linear equation, and finally, the accuracy of the model is verified.

3.5.1. Urban Energy Consumption Data

This study collected 2628 civil building energy efficiency evaluation data points as training samples, including 1380 residential buildings and 1248 public buildings. The database was compiled from the evaluation report of the theoretical value of civil building energy efficiency of the Jiangsu civil building energy efficiency evaluation institution.

3.5.2. Regression Model for Individual Buildings

This study used the linear regression algorithm in MATLAB to acquire a linear equation. The 2628 civil building energy efficiency evaluation data points were normalized first using the following normalization formula:

\[ x_{\text{return}} = \frac{|x - x_{\text{min}}|}{x_{\text{max}} - x_{\text{min}}} \]  

(3)

Then, using the linear regression algorithm in MATLAB, the energy consumption per unit area was set as the dependent variable, and other factors were set as independent variables. The linear correlation coefficient and intercept of each independent variable were obtained, and the linear equation of the energy consumption per unit area was obtained as follows:

\[ y = 0.039x_1 - 0.388x_2 - 0.068x_3 + 0.175x_4 - 0.087x_5 + 0.019x_6 - 0.407x_7 + 0.404x_8 - 0.011x_9 + 0.305 \]  

(4)

In the equation, \( y \) is the energy consumption per unit area of each building, \( x_1 \) is the building area, \( x_2 \) is the number of building floors, \( x_3 \) is the eastern window ratio, \( x_4 \) is the western window ratio,
$x_5$ is the southern window ratio, $x_6$ is the northern window ratio, $x_7$ is the shape factor, $x_8$ is the building height, and $x_9$ is the heat transfer coefficient of the window.

In order to ensure the reliability of the training data, 80% of the training data were selected. Finally, the original dataset was divided into 2102 groups for training and 526 groups for testing. The correlation coefficient $R^2$ of the final training data was 0.375, and the comparison between the test value and the predicted value is shown in Figure 7. The results show that there was no strong linear correlation between the nine selected energy consumption factors and energy consumption, so this paper used the neural network for further nonlinear training.

![Figure 7](image)

**Figure 7.** Comparisons of the multi-zone method and single-zone method.

### 3.5.3. Urban Energy Simulation Using the Regression Model

In this study, the data from the HSRS area were also sorted into two categories: residential and public buildings. The information in the HSRS area dataset also included the energy consumption per unit area, building area, number of floors, window ratio (East, West, South, and North), body shape coefficient, building height, and heat transfer coefficient of the outer window. Then, we put the building dataset of HSRS into Equation (3) to calculate the energy consumption of the HSRS area.

### 3.6. Data-Driven Model Method (Artificial Neural Network)

The artificial neural network (ANN) method is one kind of data-driven model method. The artificial neural network is a commonly used artificial intelligence algorithm. The process of using artificial intelligence to predict energy consumption is usually divided into four steps, namely data collection, data preprocessing, model training, and model validation.

#### 3.6.1. Urban Energy Consumption Data

For this type of training data, there were also 2628 civil building energy efficiency evaluation data points used in the regression method. The information included the energy consumption per unit area, building area, number of floors, window ratio (East, West, South, and North), body shape coefficient, building height, and the heat transfer coefficient of the outer window. The building energy consumption is the simulated energy consumption calculated by building energy efficiency evaluation software such as EEFC and DeST. The energy consumption and buildings in the database were mostly built after 2010.
3.6.1. Urban Energy Consumption Data

For this type of training data, there were also 2628 civil building energy efficiency evaluation data points collected were used as a training sample to train a data-driven model. Firstly, the energy efficiency evaluation data collected from 2628 civil buildings were divided into residential buildings and public buildings. The information also included the energy consumption per unit area, the building area, the number of floors, the window ratio (East, West, South, and North), the body shape coefficient, the building height, and the heat transfer coefficient of the outer window. Then, these data were normalized with the normalization processing formula shown in Equation (2). As with the regression method, 80% of the training data were also used when the neural network was used for training. The correlation coefficient $R^2$ of the final training data was 0.632, and the comparison between the test set and the predicted value is shown in Figure 8. The results show that after training with the BP neural network, the correlations between influencing factors and energy consumption became stronger, which shows that neural network can be used as a method of energy consumption prediction.

\begin{figure}[h]
\centering
\includegraphics[width=0.6\textwidth]{graphs/figure8.png}
\caption{Comparisons of the multi-zone method and single-zone method.}
\end{figure}

3.6.2. Training of the ANN for Individual Energy Consumption

This study also used the BP neural network in MATLAB for programming to train an ANN model to determine the individual building energy consumption. The BP algorithm is the basis of the neural network training algorithm. The 2628 civil building energy efficiency evaluation data points collected were used as a training sample to train a data-driven model. Firstly, the energy efficiency evaluation data collected from 2628 civil buildings were divided into residential buildings and public buildings. The information also included the energy consumption per unit area, the building area, the number of floors, the window ratio (East, West, South, and North), the body shape coefficient, the building height, and the heat transfer coefficient of the outer window. Then, these data were normalized with the normalization processing formula shown in Equation (2). As with the regression method, 80% of the training data were also used when the neural network was used for training. The correlation coefficient $R^2$ of the final training data was 0.632, and the comparison between the test set and the predicted value is shown in Figure 8. The results show that after training with the BP neural network, the correlations between influencing factors and energy consumption became stronger, which shows that neural network can be used as a method of energy consumption prediction.

3.6.3. Urban Energy Simulation Using the ANN

After the training of the ANN for individual building energy consumption, this study used MATLAB for programming to simulate the energy consumption in the HSRS area. The dataset of the HSRS area was input, and the energy consumption per unit area of each building in the HSRS area was calculated.

4. Results and Analysis

In this paper, building energy consumption in HSRS area was simulated using the multi-zone model, single-zone model, regression method, and artificial neural network method. Next, the four methods were compared and analyzed from three aspects: urban energy consumption patterns, dynamic nature, and simulation performance.
4.1. Urban Energy Consumption Patterns

4.1.1. Comparison of the Urban Energy Consumption

This paper compares the results calculated by four different methods, including the annual total energy consumption, the annual total energy consumption of residential buildings, the annual total energy consumption of public buildings, the energy consumption per unit area, the energy consumption per unit area of residential buildings, and the energy consumption per unit area of public buildings. In terms of the annual total energy consumption, the calculated values of the multi-zone and single-zone were the largest, and the calculated values of the linear regression were the smallest; meanwhile, the calculated values of the multi-zone and single-zone were similar, and the calculated values of the linear regression and ANN were similar. The average value was $2.9 \times 10^8$ kw·h, and the calculated results for the multi-zone, single-zone, and ANN were closer to the average value. When considering the total annual energy consumption of residential buildings, the calculated value of the single-zone was the largest, and the calculated value of the ANN was the smallest. In addition, the calculated values of the multi-zone and single-zone were similar, and the calculated value of the linear regression was similar to that of the ANN. The average values were similar among the four calculated results. As for the total annual energy consumption of public buildings, the calculation value of the multi-zone was the largest, and the calculation value of the linear regression was the smallest. The calculation results of the multi-zone, single-zone, and ANN were closer to the average value. In view of the energy consumption per unit area, the energy consumption per unit area of residential buildings, and the energy consumption per unit area of public buildings, the calculation value of the single-zone was the largest, and the calculation value of the linear regression and ANN was smaller. The average values were 53.51, 44.95, and 63.31 kw·h/m², respectively, so the calculation value of the multi-zone was close to the average value (as shown in Table 5).

### Table 5. The indicators of energy consumption.

| Indicators                              | Multi-Zone   | Single-Zone  | Linear Regression | ANN          | Average Value |
|-----------------------------------------|--------------|--------------|------------------|--------------|---------------|
| Total annual energy consumption (kW·h)  | $3.3 \times 10^8$ | $3.3 \times 10^8$ | $2.3 \times 10^8$ | $2.6 \times 10^8$ | $2.9 \times 10^8$ |
| Total annual residential energy consumption (kW·h) | $8.0 \times 10^7$ | $8.5 \times 10^7$ | $6.9 \times 10^7$ | $6.3 \times 10^7$ | $7.4 \times 10^7$ |
| Total annual energy consumption of public buildings (kW·h) | $2.5 \times 10^8$ | $2.4 \times 10^8$ | $1.6 \times 10^8$ | $2.0 \times 10^8$ | $2.1 \times 10^8$ |
| Energy consumption per unit area (kW·h/m²) | 60.72        | 71.34        | 40.86            | 41.11        | 53.51         |
| Energy consumption per unit area of residential buildings (kW·h/m²) | 50.28        | 54.42        | 39.90            | 35.20        | 44.95         |
| Energy consumption per unit area of public buildings (kW·h/m²) | 72.66        | 90.70        | 41.96            | 47.90        | 63.31         |

4.1.2. Comparison of the Urban Energy Consumption

Because public buildings and residential buildings differ in terms of their transparency ratios, schedules, and other parameters, this study divided buildings into residential buildings and public buildings to calculate energy consumption. The following results can be intuitively obtained from Figure 9. Firstly, we compared the calculated results for the energy consumption intensity of the four methods. The average values of the multi-zone and single-zone were large, while the average values of the linear regression and the ANN were small. Secondly, from the median and the space between the upper and lower four digits of each box plot, it can be seen that the distribution of the calculated values of the linear regression was very symmetrical, while the calculated values of other methods were mostly distributed above the average. In addition, the simulation values of the multi-zone and single-zone were scattered, and the linear regression and ANN calculations were more
concentrated. Finally, there were extremely few outliers when compared with the public building calculation results of the multi-zone and linear regression methods, while in the calculation results of the residential buildings, the linear regression and ANN had extremely large outliers.

Figure 9. Comparison of energy consumption per unit area of four calculation methods: (a) dispersion of energy consumption intensity of public buildings; (b) dispersion of energy consumption intensity of residential buildings.

4.2. Dynamic Nature of Energy Consumption

4.2.1. The Analyze of Multi-Zone and Single-Zone Model

The multi-zone model takes into account the influences of the different floors of the building, while the single-zone model regards a building as a thermal zone, which directly led to the difference in air-conditioning energy consumption observed between the two methods. When building energy consumption simulation software is used to directly simulate urban energy consumption, detailed building datasets are needed. The building dataset adopted in this study was modeled to a certain extent, just as an archetype of buildings using the same transparency ratio, the same heat transfer coefficient of the external wall, and the same occupant density. The regression method and artificial neural network method can be used to calculate the annual total energy consumption and unit area energy consumption of each building, but they cannot be used to analyze the monthly, weekly, and hourly energy consumption changes. In urban planning and design, the building scheme changes with the change of the design concept. The multi-zone model and single-zone model can accurately calculate the required energy consumption according to the change in the scheme, which can enable designers to carry out urban design on the basis of low urban energy consumption.

Multi-zone models play an important role in distributed energy, urban energy station, building operation, energy security, real-time monitoring, urban energy management, urban planning and design, urban energy policy and building renovation, etc. The applications of multi-zone models can be summarized into three aspects, including big database, real-time monitoring and building renovation.
• Big database

The data required for multi-zone models can be divided into three categories: three-dimensional geometric data representing the shape of the buildings, non-geometric data with significant impact on energy consumption, and data controlling the process of urban energy simulation. A large number of buildings should be considered in multi-zone models. The number of simulation parameters involved is tens of thousands, most of which can reach million level. Big databases provide corresponding support not only for the researches of urban energy conservation and urban planning, but also for other disciplines including geography, transportation and social sciences.

• Real-time monitoring

Multi-zone models provide dynamic energy information with hourly accuracy and realize real-time energy monitoring of each building. Their electricity consumption behavior can be adjusted by users according to the hourly energy consumption. For example, because of the flexible production schedule of iron and steel enterprises, the enterprises can adjust the working time of some production lines to taking advantage of the valley price of the time-of-use electricity pricing system to reduce the cost.

• Building renovation

The transformation of existing buildings is an effective measure to improve the energy utilization efficiency of buildings, alleviating the greenhouse effect and climate change. City managers should use tools to evaluate and optimize energy-saving measures at city scale in order to design incentives accordingly. Multi-zone models can quickly establish and run the building energy model at urban scale to analyze urban building energy saving strategies. In terms of old city renovation, the energy-saving potential and cost-effectiveness of building energy-saving measures can be evaluated by the results of multi-zone models.

The multi-zone and single-zone models are based on a scientifically mature building energy consumption model that relies on detailed multi-source big data, and, in this study, the simulation results were found to be scientific and accurate. The simulation results of this method were highly correlated with urban space, and the energy consumption could be viewed at different levels and scales.

4.2.2. The Dynamic Nature of the Multi-Zone and Single-Zone Models

The simulation results of the multi-zone and single-zone models could be observed at the hourly level, and the energy consumption change could be presented according to the year, month, day, and hour. The simulation was able to output a variety of energy consumption indicators (extreme, average, total), which can output energy consumption components and could be used for scenario prediction analysis of future urban energy consumption.

Figure 10 shows the monthly, daily, and hourly energy consumption of the HSRS area. The plots of monthly energy consumption show that energy consumption was high in winter and summer, while the energy consumption was low in spring and autumn. As depicted in the pictures of the daily energy consumption changes in January and July, it can be easily seen that the energy consumption of public buildings underwent no energy consumption changes at weekends. In the hourly energy consumption changes on 12 January and 21 July, from 19:00 to 8:00 of the next day, residential buildings consumed energy, and from 20:00 to 23:00, the energy consumption was very high; the public buildings consumed energy from 7:00 to 19:00, and the energy consumption increased first and then decreased. The monthly, daily, and hourly energy consumption changes reflect consistent dynamic trends for the two methods.
Figure 10. Energy consumption of residential and public buildings (MWh/m²·a): (a) monthly energy consumption of residential buildings; (b) monthly energy consumption of public buildings; (c) daily energy consumption of residential buildings in January; (d) daily energy consumption of public buildings in January; (e) daily energy consumption of residential buildings in July; (f) daily energy consumption of public buildings in July; (g) hourly energy consumption of residential buildings on 12 January; (h) hourly energy consumption of public buildings on 12 January; (i) hourly energy consumption of residential buildings on 21 July; (j) hourly energy consumption of public buildings on 21 July.
4.3. Simulation Performance

The simulation performance of the four methods can be embodied by four aspects, namely the data required, the simulation workflow development, the simulation speed, and the vulnerability to errors.

Firstly, the classification of the data, data components, and data formats of the four methods are different in terms of the requirements of data acquisition. When using the physical model method to calculate urban energy consumption, data acquisition and collation work require a lot of time and resources. In data preparation of the multi-zone model and single-zone model, the building dataset that needs to be acquired is mainly divided into geometric data and non-geometric data. Geometric data mainly include 2D footprint polygons and building heights. Geometric data acquisition generally occurs via two methods: one is to provide data by public institutions, the other is to obtain data through maps. Among them, the comprehensiveness and reliability of the data obtained from maps need to be verified. There are many kinds of non-geometric data that affect the energy consumption of urban buildings, and the acquisition of each kind of data, such as occupant density, is a challenge. Occupant density data can be divided into commercial, official, residential, and other types of building occupant density. The acquisition of measured data regarding the occupant density in each type of building requires a certain amount of time and material resources. In the physical model method, the multi-zone method and single-zone method require the necessary computer technology to process the big data of urban buildings on the GIS platform. Through the use of other suitable software, such as Rhino and Grasshopper, the conversion from GIS data to IDF data can be realized, and then EnergyPlus can be used to process the big data of urban buildings to ensure accuracy and efficiency. The preliminary data used in the regression method and artificial neural network method were data points from the energy efficiency evaluation of 2652 civil buildings. The original format of these data was PDF. In this study, PDF data were converted into TXT files, which made the data into readable text. Then, Visual Studio Code was used for programming. According to different keyword locations, the corresponding data were read and finally written into Excel.

Secondly, the simulation workflow development of the four methods was different. In terms of modeling efficiency, the rhinoceros automatic stretching block program was needed for the modelling of multi-zone and single-zone models, and the ANN and regression model methods also required the use of MATLAB programs. The four methods took almost the same amount of time for the process of coding—about an hour.

Thirdly, from the point of the simulation speed, the buildings in the study area of HSRS were modeled according to the modeling principles of the multi-zone model. The three-dimensional model of the city was simulated by the energy consumption simulation system of urban buildings. In this study, the building block of the HSRS area was divided into eight areas to simulate energy consumption. Each floor of the building was a thermal area. The purpose of the zoning method was to improve the calculation speed. The total calculation time of the HSRS area was about 86.2 h. The calculation time for the single-zone model was 24.2 h. The calculation time for the regression method and neural network method was about 1–1.4 s (as shown in Table 6).

Lastly, there were differences in the vulnerability to errors in the four methods. The above simulation time does not include the time taken to eliminate errors in the simulation process. The multi-zone and single-zone model methods require a high-quality three-dimensional model that must be a closed model. Otherwise, errors will be reported in the simulation process. Geometric models need to be checked after error reporting to identify problems and rebuild models. However, the ANN and regression model methods rarely cause errors when the training data are cleaned well.
Table 6. Comparison of simulation performance of urban energy consumption simulation methods.

| Urban Energy Simulation Method | Data Required                                                                                   | Simulation Workflow Development                                                                 | Intervention Scale          | Simulation Speed (s) |
|--------------------------------|------------------------------------------------------------------------------------------------|-------------------------------------------------------------------------------------------------|-----------------------------|----------------------|
| The multi-zone model           | Geometric data (2D footprint polygons, building heights), non-geometric data (weather documents, occupant density, transparency ratio, etc.) | GIS, Rhino, Grasshopper, EnergyPlus                                                               | micro, meso, macro          | 310,320               |
| The single-zone model          | 2D footprint polygons, building heights, weather documents, occupant density, transparency ratio, etc. | GIS, Rhino, Grasshopper, EnergyPlus                                                               | micro, meso, macro          | 87,120                |
| The regression method          | Building type, building area, construction age, heat transfer coefficient of windows, etc. Measured data | Adobe Acrobat Pro, Visual Studio Code, Excel, Matlab                                              | meso, macro                 | 1–1.4                |
| The artificial neural network method | Building type, building area, construction age, heat transfer coefficient of windows, etc. Measured data | Adobe Acrobat Pro, Visual Studio Code, Excel, Matlab                                              | meso, macro                 | 1–1.4                |

4.4. Limitations and Future Research

HSRS project is an urban design in a limited new site in already urbanized area. There are three transformer substations in the research area, and the geographical load radius of each transformer substation is about 2 km. When dealing with similar design cases, the advantage of the multi-zone models is its accuracy, but the limitation is that it is necessary to determine the design strategy according to the specific local conditions in order to create regional synergy energy value. In future studies, it will be advantageous to propose a catchment area with a certain energy factor should not exceed a certain area and certain energy value, making it more sustainable and energy efficient.

5. Conclusions

Through a literature review and discussion, this paper has summarized the top-down and bottom-up approaches of urban energy simulation methods and classified these methods by analyzing their advantages and disadvantages. This paper also compared the differences in data inputs, suitable scales, accuracy, and computing speed with several representative methods in the HSRS area, providing a selective reference for urban designers.

The advantage of a multi-zone model is that it is easy to operate, and it can run on the established urban energy simulation system to complete the urban energy simulation. This method relies on building simulation tools, so the calculation process takes a long time. The biggest challenge is preparing the building dataset of the city, such as the building form, insulation thickness, and transparency ratio.
In the case of a detailed building dataset, highly accurate energy consumption data, and sufficient time, the multi-zone model can be used. The advantage of the single-zone model is that it has a high level of accuracy and can simulate buildings of any scale. The difference between the single-zone model and multi-zone model is that the calculation speed is greatly improved on the basis of guaranteeing the correct rate. However, the difficulty of this single-zone model is the same as that of the multi-zone model, which is the acquisition of the building dataset. Compared with the multi-zone model, the single-zone model is more suitable for urban planning projects with certain time constraints. The regression method is fast in terms of calculation, but its accuracy level is low, and the interaction between buildings cannot be considered. The regression method is typically used for calculating urban energy consumption. When detailed and reliable statistical data are available and the energy consumption data has a low level of accuracy, this method can be considered. The advantage of the ANN method is that it can simulate buildings of any scale. The buildings do not need to be optimized before being simulated. It is more economical and can compare the simulated energy consumption results and the measured energy consumption data at the level of each building. The shortcomings of this method are the need for low-scale statistical data, disputes over current statistical data, and the need for continuous statistical data to avoid information errors. The artificial neural network algorithm can achieve or even exceed the accuracy of the single-zone model when the training sample data are perfect. The data-driven model method has a fast calculation speed, so it is worth studying and exploring it to improve its accuracy and integration with urban planning software.

The research on urban energy simulation methods needs to be improved in the hope that a big data platform of urban energy consumption can be established in the future with functions of simulation, measurement, and analysis. The urban energy simulation method has been applied to urban planning and urban design and can also explore the relationship between urban form and other factors related to energy consumption. This area of study could explore the mechanisms related to urban spatial form and energy consumption and assess the sensitivity between energy consumption and urban form factors. Urban energy simulation can be used to determine the energy interactions between individual buildings and blocks. Moreover, it can be used to provide guidelines for the achievement of low-energy-oriented urban design to facilitate urban planners and designers in tackling problems at the early stage of their work. Promoting the collaborative application of the big data related to energy consumption, urban energy simulation could be applied for optimization modeling and energy-driven urban design.
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