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Abstract—We present the theoretical analysis and proofs of a recently developed algorithm that allows for optimal planning over long and infinite horizons for achieving multiple independent tasks that are partially observable and evolve over time.

I. BACKGROUND

We focus on the class of problems with $N$ independent tasks that evolve over time, proposed in [1]. The robot should interleave its actions to find an optimal sequence of actions to attend to all the tasks. A POMDP that includes a single task and a robot is called a client POMDP. The $N$ independent client POMDPs are combined into one large POMDP model called an agent POMDP. To compute an optimal solution for all the tasks, one should solve the agent POMDP optimally. We briefly describe the client and agent POMDPs, and how [1] referred to as multi-task planner solves the agent POMDP efficiently.

A. Client POMDP

The client POMDP for task $i$ is represented as a tuple $(S_i, A_i, Z_i, T_i, O_i, R_i, \gamma, H)$. The state space $S_i = SR \times SC_i$ includes the robot’s state, $SR$, and the other state variables that are specific to task $i$, $SC_i$. The action space $A_i$ includes the actions that can be applied by the robot to task $i$ and a special no op action which bears no direct effect on the task (i.e., when executed, task $i$ follows its underlying Hidden Markov Model). $Z_i$ denotes the observation space. The robot takes an action $a \in A_i$ and transitions from a state $s \in S_i$ to $s' \in S_i$ with probability $T_i(s, a, s')$. The robot then observes $z \in Z_i$ and receives a reward $R_i(s, a)$. The function $O_i(s', a, z)$ models the robot’s noisy observations.

In POMDP planning, the robot keeps a distribution over the states, called a belief state, and searches for a policy $\pi : B_i \to A$ that maximizes $\mathbb{E} \left[ \sum_{t=0}^{H} \gamma^t r_{i,t} \right]$ at each belief $b \in B_i$, where $r_{i,t}$ is the reward gained at time $t$ from POMDP $i$, $H$ is the planning horizon, and $\gamma$ is the discount factor. For infinite-horizon problems with discounting, $H = \infty$ and $0 \leq \gamma < 1$. For finite-horizon problems, $H$ is finite and $\gamma = 1.0$. Optimal value $V_i^\ast(b)$ can be computed by iteratively applying the Bellman equation. Similarly, the value of following a trajectory $n$, $V_i^n(b_i)$, can be computed by iteratively applying the Bellman equation and following the remaining trajectory [2]. In our algorithms, $n$ refers to a trajectory consisting of no op actions so $V_i^n(b_i) \leq V_i^\ast(b_i)$.

B. Agent POMDP

A POMDP created from $N$ client POMDPs is called agent POMDP (or robot POMDP). Let $P = \{i \in N : i \leq N\}$. Formally, the agent POMDP is represented by $(N, S, A, Z, T, O, R, \gamma, H)$ where $S = SR \times SC_1 \times \ldots \times SC_N$, $A = Z_1 \times \ldots \times Z_N$ denote the state, action and observation spaces respectively. $T$, $O$ and $R$ are the transition, observation and reward functions respectively. The robot’s action set $A$ (Eq. 1) contains vectors of length $N$ in which except one element, all other elements are no ops.

Using the mathematical definition of the independent tasks, the optimal value of an agent POMDP built from a set of independent client POMDPs $P$ can be iteratively computed as follows where $Pr(z|b, a) = \prod_{k \in P} Pr(z_k|b_k, [a[k]])$ [1].

$$V_i^\ast(b) = \max_{a \in A} \left[ \sum_{s \in S_i} b_i(s) R_i(s, a[i]) + \gamma \sum_{z \in Z} Pr(z|b, a) V_i^{*,-1}(b_i) \right]$$

To compute the value of the current belief state of the robot for a fixed horizon $H$, the planner starts with the robot’s current belief as the root of a tree and builds the tree of all reachable beliefs by considering all possible actions and observations. For each action and observation, a new belief node is added to the tree as a child node of its immediate previous belief. To solve the agent POMDP, a combined belief tree of all tasks is built till horizon $H$. The value of the robot’s current belief is computed by propagating value estimates up from the fringe nodes, to their ancestors, all the way to the root, according to Eq. 2. We call this approach agent POMDP with a fixed horizon or agent-POMDP-FH.

C. Multi-task POMDP Planner (Multi-task-FH)

Note that the agent POMDP approach is impractical if the number of tasks is large. If each client POMDP has $|S|$ states and $|A|$ actions (excluding the no op action), and there are $N$ tasks, the robot should plan over an agent POMDP with $|S|^N$ states and $N \times |A| + 1$ actions which is infeasible.
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Our prior work exploits the observation that in some domains the number of tasks, $k^*$, that the robot can attend to within $H$ is limited [1]. Given this observation, if the robot optimally solves all possible sub-problems of size $k^*$ with different combinations of tasks, it can find the optimal solution to the agent POMDP. In [1], we prove that decomposing the agent POMDP into a series of sub-problems of size $k^*$ and solving all combinations of $k^*$ out of $N$ tasks, $tpls = \{tpl \in \mathcal{P}(P) : |tpl| = k^*\}$ and returning the action with the highest value from them is the optimal solution to the agent POMDP. Symbol $\mathcal{P}$ represents the power set. Note that each member $tpl$ (tuple of size $k^*$) of the set $tpls$ is a sub-problem that can be solved by building a combined POMDP from the POMDPs in $tpl$. The robot assumes that a trajectory of no op actions is being executed on the POMDPs that are not in $tpl$. $k^*$ is provided to the algorithm, but we discuss a way to compute it in [1].

The prior work uses the solutions to the individual client POMDPs to compute lower and upper-bounds on the optimal value of the agent POMDP to prune the $tpls$ set. Different from [1] that only uses the solutions to the single tasks to prune the low-quality tasks, in this work we take a more gradual approach and monotonically improve the bounds to prune the low-quality tasks. We start with single tasks ($k = 1$), but gradually increase $k$ and solve sub-problems of size $k (< k^*)$ to prune the tasks. Since our algorithm gradually improves the bounds to prune as many tasks as possible, it eventually solves less number of sub-problems of size $k^*$ compared to [1]. We first use the single tasks to prune, then pairs, then triplets, and so on. In addition, we use a truncated horizon $h$ ($h < H$) to compute the solutions to the sub-problems of size $k$ rather than the full horizon $H$ which is needed to solve the sub-problems of size $k^*$. This gradual and monotonic improvement of the bounds and planning until a truncated horizon $h$ enables the robot to efficiently and optimally plan over long fixed-length horizons without discounting and infinite-length horizons with discounting rather than planning for a short fixed horizon as done in [1].

II. APPROACH

In this section, we first explain the main ideas that we use to extend the agent POMDP planner (explained in section [1][2]) to be applied on long-horizon problems. We call this new approach agent POMDP with adaptive horizon or agent-POMDP-AH. We then explain how the agent-POMDP-AH is extended to include the key insights and the efficiency of [1] (multi-task-FH explained in section [1][3]. We call our approach multi-task POMDP with adaptive horizon (multi-task-AH) since in addition to leveraging the multiple independent tasks structure, we adapt the horizon (specifically, iteratively increase it) to improve the solution’s quality.

Similar to [1], we use an online planning framework which interleaves planning and execution. Its main loop is in Alg. 1. During the planning phase, the algorithm computes the best action to execute given the robot’s current belief (lines 3-7). In the execution phase, the robot executes the selected action (line 8), updates the belief state (line 9), and replans after each action execution.

A. Agent POMDP with Adaptive Horizon

We adapt the agent-POMDP-FH approach for the class of problems with multiple independent tasks to enable the robot to efficiently plan for long horizons. This approach uses a similar procedure to solve the agent POMDP as agent-POMDP-FH, but modifies it with two main ideas. The key ideas are that instead of expanding the belief tree of all the tasks for the full horizon $H$, the robot 1) builds the belief tree until a truncated but gradually increasing horizon $h$ and 2) computes the lower and upper-bounds on the value of the fringe nodes at the truncated horizon. To compute the bounds for the fringe nodes, the robot only solves the individual tasks for the remaining horizon $H - h$ (or $\infty$ in the infinite-horizon case) and combines their solutions. It then computes the lower and upper-bounds for the non-fringe nodes by propagating the bound values up from the fringe nodes by following the Bellman equation in Eq. 2. Note that when planning with a truncated horizon $h$, the planner expands the combined model of all the tasks only till the truncated horizon $h$, but the individual tasks are solved till the full horizon $H$ to compute the bounds. When the lower and upper-bounds on the value of the robot’s belief become equal, the optimal solution is found and the search is terminated. This enables the robot to terminate the search before reaching the full planning horizon $H$.

We call the agent POMDP solver that follows this process TruncatedAgentPOMDP. For long horizons, solving the individual tasks (to compute the bounds) is much faster than expanding the belief tree of the combined model; thus, this approach is efficient compared to the agent-POMDP-FH.

Instead of planning for a fixed horizon $H$, this algorithm (Alg. 1) performs planning for increasing values of horizon $h$ until one of the following conditions are satisfied: 1) the horizon limit $H$ is reached, or 2) the lower-bound $V$ on the value of the robot’s belief is equal to its upper-bound $V$ (line 4). The first condition assures that the algorithm is terminated when it reaches the maximum horizon $H$ and outputs the same solution as planning for a fixed horizon $H$. The second condition enables the robot to terminate planning before reaching the full planning horizon, thus being more efficient than the agent POMDP approach with a fixed horizon $H$.

Alg. 2 provides the implementation of some of the functions in Alg. 1 for the agent-POMDP-AH approach. The TruncatedAgentPOMDP solver builds a combined model with all the client POMDPs in $P$. It finds the bounds for the fringe nodes using the ComputeBounds function and propagates the bounds up to compute the bounds for the non-fringe nodes. We refer to all the POMDPs in $tpl$ as $tpl_{\alpha}$; for the agent POMDP, $tpl_{\alpha} = P$ (all possible tasks). The intuition behind the lower-bound computation (line 7) is to only consider the best client POMDP from $tpl$ and perform no ops on the other POMDPs. This is similar to taking a greedy approach of always selecting the best task to attend to rather than interleaving the tasks. This is indeed a possible solution, hence it is the lower-bound. The intuition behind
the upper-bound computation is to assume that the robot can address all the client POMDPs (tasks) in \( tpls \) in parallel. We only have one robot so this is an upper-bound.

Since the client POMDPs are solved over and over for different beliefs and horizons during planning to compute the bounds, their solutions are cached and reused in the process.

Algorithm 1: Online Planner with Adaptive Horizon

```
1 MultiTaskAdaptiveHorizonPlanner \( (env,P,h,H) \)
2     while not AllTasksDone() do
3         inps ← InitializeTuples(P,h,H)
4         while \( V \neq V \) or \( h \neq H \) do
5             a,ips,V ← SelectAction(P,h,ips)
6             if \( a \neq \text{ops} \) then
7                 \( h ← h+1 \)
8                 tpls ← RecomputeTuples(h,ips) // this function is only needed in the multi-task-AH approach
9                 \( \text{UpdateBeliefs}(\text{ips}) \)
```

Algorithm 2: Agent POMDP with Adaptive Horizon

```
1 InitializeTuples \( (P,h,H) \) return \( tpls ← \{ (P,0) \} \)
2 SelectAction \( (P,h,H,tpls) \)
3 \( (V_p,V_p) ← \text{TruncatedAgentPOMDP}(h,H,tpls) \)
4 \( a_{\text{best}},tpls,V_p ← \text{action with highest } V_p \)
5 return \( a_{\text{best}},tpls,V_p \)
6 ComputeBounds \( (h,tpls) \) // for the remaining horizon \( H - h \)
7 \( V ← \max_{p \in tpls} \left( V^*_p(b_p) + \sum_{q \in \text{obs}} V^*_q(b_q) \right) \)
8 \( \bar{V} ← \max_{p \in tpls_u} \left( V^*_p \right) \)
9 return \( V,\bar{V} \)
```

**B. Multi-task POMDP with Adaptive Horizon**

We exploit the two key ideas from the previous section and extend the multi-task-FH [1] to address long horizon planning. The multi-task-FH is able to leverage the independent tasks structure in the problem to efficiently solve the agent POMDP, and agent-POMDP-AH speeds up planning for long horizons by terminating the search earlier through the truncated horizon and bound computations. We combine the benefits of the two approaches in the multi-task-AH.

Multi-task-FH exploits the observation that within a fixed horizon \( H \), the robot can only consider a limited number of tasks \( k^* \). Similarly here, we also consider all possible subsets of size \( k^* \) as it is needed to ensure optimality. However, in addition to this, we leverage the observation that within the truncated horizon \( h \leq H \), the robot can only consider \( k \) tasks (\( k \leq k^* \)), and it performs no ops on the other tasks. Intuitively, we use the key idea of [1] twice, once to divide the agent POMDP of size \( P \) into smaller problems of size \( k^* \), and the second time to divide the smaller problems of size \( k^* \) into sub-problems of size \( k \), \( k \leq k^* \), that can be solved more efficiently. Leveraging the truncated horizon to further limit the number of tasks that the robot can attend to enables us to significantly speed up planning. The robot only considers combined models of size \( k \) till horizon \( h \), rather than combined models of size \( k^* \), but computes the lower and upper-bounds on \( k^* \) individual tasks for the remaining horizon \( H - h \). Note that the lower and upper-bound computations are done on the individual tasks till the full horizon \( H \); so their computations should consider all \( k^* \) tasks to ensure similar optimality guarantees as [1] (as the agent can attend to \( k^* \) tasks within horizon \( H \)). Our approach is especially powerful in the infinite-horizon problems with \( N \) tasks. In such problems the number of tasks that the robot can attend to within \( H = \infty \) is \( N, k^* = N \); thus, if \( k \ll N \), the algorithm significantly expedites planning by solving multiple sub-problems of smaller sizes rather than solving the agent POMDP with all the \( N \) tasks. As we increase the truncated horizon \( h \), we might need to increase the size of the subsets, \( i.e., \) increase \( k \). We explain how we address this important aspect of the problem later.

Alg. 3 shows the multi-task-AH algorithm. The function InitializeTuples considers all possible subsets of \( P \) with size \( k^* \) (line 2) and further divides it into subsets of size \( k \) (line 3). Each subset of size \( k^* \) (\( tpls \in tpls \)) is divided into two sets, \( tpls \), with size \( k \) and \( tpls \) with size \( k^* - k \). The truncated agent POMDP is built from the POMDPs in \( tpls \), while executing no ops on the POMDPs in \( tpls \), but the bound computations for the fringe nodes are done on all POMDPs in \( tpls = tpls_u \cup tpls \) to assure valid lower and upper-bounds on the value of the tuple \( tpls \) (TruncatedAgentPOMDP function). The SelectAction function solves a truncated agent POMDP for each \( tpls \) (line 7) to compute its bounds while executing no ops on other POMDPs that are not in \( tpls \) (line 8). It then updates the bounds on the value of the full agent POMDP (line 9). The algorithm then removes the tuples for which the upper-bounds are less than the lower-bound of the agent POMDP and returns the action from the \( tpls \) with the highest upper-bound (lines 10-11).

The size of the sub-problems and their bounds gets updated as the truncated horizon \( h \) increases. Function RecomputeTuples updates the \( tpls \) set as the number of tasks that the robot can attend to within the horizon increases from \( k \) to \( k = \) \( k + 1 \). For each \( tpls \in tpls \), a member of \( tpls \) is removed and added to its \( tpls \) set. We consider removing any element from the \( tpls \) set to generate all possible new tuples. This is to ensure that the optimality guarantees hold as we increase the truncated horizon \( h \).

Algorithm 3: Multi-task POMDP with Adaptive Horizon

```
1 InitializeTuples \( (P,h,H) \)
2 \( k,k^* ← \) the maximum \# tasks the robot can attend to within \( h \) and \( H \); \( T ← \{ tpls : tpls \in \mathbb{P}(P),|tpls| = k^* \} \)
3 tpls' ← \{ \{tpls_c,tpls_l \} : tpls_u \in T, tpls_c \in \mathbb{P}(tpls_u), |tpls_c| = k, tpls_l = tpls_u \setminus tpls_c \}
4 SelectAction \( (P,h,H,tpls) \)
5 for \( tpls \in tpls \) do
6     \( (V_p,V_p) ← \text{TruncatedAgentPOMDP}(h,H,tpls) \)
7     \( (U_p,U_p) ← \text{SelectAction}(P,h,V_p,tpls) \)
8     \( V_p ← \max(V_p,U_p) \); \( U_p ← \max(V_p,U_p) \)
9     \( tpls ← \{ tpls : tpls \in tpls, U_p \geq V_p \} \)
10    \( a_{\text{best}} ← \) action from the \( tpls \) with highest \( U_p \)
11 return \( a_{\text{best}},tpls,V_p \)
12 RecomputeTuples \( (h,tpls) \)
13 \( k,k' ← \) the maximum \# tasks the robot can attend to within \( h - 1 \) and \( h \); \( tpls' ← tpls \)
14 if \( k \neq k' \) then
15     \( tpls ← \{ tpls, tpls' \} : tpls \in tpls, p \in tpls \}
16 return \( tpls' \)
```

Other improvements that can be added to Alg. 3 to further expedite planning include 1) for a given tuple \( tpls \), if \( V_p = V_{tpls} \) do not need to recompute the \( tpls \)’s bounds as it
is already optimal, 2) the tuples can be processed in the
decreasing order of their upper-bounds so if the updated $V_{p,t}$
is greater than the next tuple’s upper-bound, the tuple and
the remaining tuples in the list can be discarded, and 3) if desirable, a timeout condition\footnote{Our adaptive horizon algorithm can generate and improve a solution in
an anytime fashion until the optimal solution is achieved.} can also be added to the
conditions on line 4 of Alg. 1 to ensure online performance.

III. Optimality Proofs

In this section, we first prove that agent-POMDP-AH computes an optimal solution. We then prove that multi-task-AH finds the same solution as agent-POMDP-AH. We discuss both the proofs and the intuition behind them. The proofs use the independent tasks definition, as stated in [1].

Notation required for understanding the intuition behind the proofs (mostly borrowed from [1]):

- $V^*_{p,t}$: the optimal value of the client POMDP $p$ at time $t$.
- $V^\pi_{p,t}$: the value of following a trajectory of no ops for the client POMDP $p$ at time $t$.
- $V^\pi_{p,t}$: the optimal value of the agent POMDP created from the POMDPs in $P$ at time $t$ (Eq. 2).
- $V^*_{tpl,t}$: the optimal value of the agent POMDP created from only the client POMDPs in $tpl$ at time $t$.
- $V^h_{tpl,t}(b_{tpl})$, $V^\pi_{tpl,t}(b_{tpl})$: the lower and upper-bound on the value of a belief node $b_{tpl}$ in the belief tree of a truncated agent POMDP created only from the members of $tpl$ till $h$. The bounds on the values of the fringe nodes of the truncated belief tree are computed using Eq. 3 and Eq. 10.

More notation required for understanding the proofs (mostly borrowed from [1]):

- $B^*$: this refers to the Bellman operator.
- $A_{tpl}$: only considers the actions associated with the POMDPs in $tpl$ and performs no op on the other POMDPs (same as Eq. 1 but the union is over $tpl$, not $P$).
- $Q^\pi_{p,t}(b,a)$: the optimal value of the client POMDP $p$ at time $t$ for belief $b$ and action $a$.
- $U^\pi_{tpl,t}$: the optimal value of the agent POMDP built from $P$ with the action set $A_{tpl}$. Intuitively, $U^\pi_{tpl,t}$ considers both the value of the POMDPs in $tpl$ ($V^\pi_{tpl,t}$) and the value of executing no ops on the ones that are not in $tpl$.

A. Lower and upper-bound

We show that the bound computations are valid (Lem. 1 and 2) and monotone (Lem. 3 and 4). The monotonicity property assures that the lower and upper-bounds on the value of a belief node does not change or improves after each iteration of the algorithm (increase in the truncated horizon $h$). The bounds on the value of the fringe nodes are computed for the remaining horizon $H - h$ (or $\infty$ in the infinite-horizon case) using Eq. 3 and Eq. 10. The bounds for the non-fringe nodes are computed by propagating the bound computations of the fringe nodes up to the root belief node. We do not make any assumptions regarding the maximum possible horizon in the bound computations, thus the lemmas also hold for the infinite-horizon problems with discounting. We use mathematical induction to prove Lem. 1 to 4.

Lemma 1. Eq. 3 provides a lower-bound on the value of a tuple $tpl = (tpl_c, tpl_u)$ where $tpl_u = tpl_c \cup tpl_t$.

$$V_{tpl,t}^{\pi}(b_{tpl}) = \max_{p \in tpl_u} \left[ V^\pi_{p,t}(b_p) + \sum_{q \in tpul_u \setminus \{p\}} V^\pi_{q,t}^{\pi}(b_q) \right] \leq V_{tpl,t}^{\pi}(b_{tpl}) \tag{3}$$

Intuition behind proof: Let us consider that only one task from $tpl_u$, $p \in tpl_u$, can be executed till the full horizon ($V^\pi_{p,t}$), and we perform no ops on the other tasks ($\sum V^\pi_{q,t}$). The best task will then be selected as the lower-bound on $V_{tpl,t}$, $\max_p [V^\pi_{p,t} + \sum V^\pi_{q,t}]$.

Proof: The proof goes by mathematical induction. For $h' = 1$, if $\forall p \in P, V^\pi_{p,t}(b_p) = 0$, Eq. 4 follows from Eq. 2.

$$V^\pi_{tpl,t}(b_{tpl}) = \max_{p \in tpl_u} \max_{a \in A_{tpl}} \left[ \sum_{i \in I_{tpl}} \sum_{s \in S_{tpl}} b_i(s) R_i(s, a[i]) \right] \tag{4}$$

If $h' = t - 1$, we assume Eq. 5 and consequently Eq. 6 and show that they both hold for $h' = t$.

$$V^\pi_{tpl,t-1}(b_{tpl}) \geq \max_{p \in tpul_u} [V^\pi_{p,t-1}(b_p) + \sum_{q \in tpul_u \setminus \{p\}} V^\pi_{q,t-1}(b_q)] \tag{5}$$

$$\forall p \in tpul_u: V^\pi_{tpl,t-1}(b_{tpl}) \geq V^\pi_{p,t-1}(b_p) + \sum_{q \in tpul_u \setminus \{p\}} V^\pi_{q,t-1}(b_q) \tag{6}$$

We expand Eq. 3 as follows (b_{tpl} or b):

$$V^\pi_{tpl,t}(b) = \max_{a \in A_{tpl}} \left[ \sum_{i \in I_{tpl}} \sum_{s \in S_{tpl}} b_i(s) R_i(s, a[i]) \right] + \gamma \sum_{z_{q} \in Z_q} \Pr(z_q | b_{q,t-1}, a_{q,t-1}) V^\pi_{tpl,t-1}(b_{z_q}) \tag{7}$$

We substitute Eq. 6 in Eq. 7. Given the independence assumption, for a specific $Z_i$, we can marginalize out the sum over $Z_j$ s ($j \neq i$). $\forall p \in tpul_u$, we obtain:

$$V^\pi_{tpl,t}(b) \geq \max_{a \in A_{tpl}} [Q^\pi_{p,t-1}(b_p, a[p]) + \sum_{q \in tpul_u \setminus \{p\}} Q^\pi_{q,t-1}(b_q, a[q])] \tag{8}$$

Thus, Eq. 9 holds for every $h' = t$. 

\[Q_{nonop}\]
\( V_{tp,l,t}(b) \geq \max_{p \in t_{pl,u}} \left[ V_{p,r,l}(b_p) + \sum_{q \in t_{pl,u} \setminus \{p\}} V_{q,t,l}(b_q) \right] \) \hspace{1cm} (9)

**Lemma 2** Eq. (10) provides an upper-bound on the value of a tuple \( tp_l = (t_{pl,c}, t_{pl,H}) \).

\[
\hat{V}_{tp,l,t}(b_{tp}) = \sum_{p \in t_{pl,u}} V_{p,r,l}(b_p) \geq V_{tp,l,t}(b_{tp}) \quad (10)
\]

**Intuition behind proof:** The idea behind the upper-bound computation is to assume that the robot can attend to all the tasks in \( tp_l, p \in t_{pl,u} \), in parallel (\( \sum V_{p}^{*} \)). We only have one robot, so this is an upper-bound on \( V_{tp}^{*} \).

**Proof:** Similar to Lem. 1, the proof goes by mathematical induction. For \( h' = 1 \), the following equation holds.

\[
V_{tp,l,t}^{*}(b_{tp}) = \max_{a \in A_{tp,l,u}} \left[ \sum_{l \in t_{pl,u}} \sum_{s \in S_{i}} b_{s}(s) R_{i}(s, a[i]) \right]
\]

\[
\leq \sum_{l \in t_{pl,u}} \max_{a \in A_{tp,l,u}} \left[ \sum_{s \in S_{i}} b_{s}(s) R_{i}(s, a[i]) \right] = \sum_{l \in t_{pl,u}} V_{l,t}^{*}(b_{l}) \quad (11)
\]

We assume Eq. (12) holds for \( h' = t - 1 \) (\( p, q, r, \ldots \in t_{pl,u} \)) and show that it also holds for \( h' = t \).

\[
V_{tp,l,t-1}^{*}(b_{tp}) \leq V_{tp,l,t-1}^{*}(b_{tp}) + \ldots + V_{q,t-1}^{*}(b_{q}) + \ldots + V_{r,t-1}^{*}(b_{r}) \quad (12)
\]

Similar to Lem. 1, Eq. (12) is substituted in Eq. (2) and simplified to obtain Eq. (13). Thus, Eq. (10) holds for every \( h' = t \).

\[
V_{tp,l,t}^{*}(b_{tp}) \leq \max_{a \in A_{tp,l,u}} \left[ \sum_{l \in t_{pl,u}} Q_{l,t}(b_{l}, a[i]) \right]
\]

\[
\leq \sum_{l \in t_{pl,u}} \max_{a \in A_{tp,l,u}} Q_{l,t}(b_{l}, a[i]) = \sum_{p \in t_{pl,u}} V_{p,l,t}^{*}(b_{p}) \quad (13)
\]

**Lemma 3** The lower-bound computation is monotone.

\[
V_{tp,l,t}^{h'}(b_{tp}) \leq V_{tp,l,t}^{h}(b_{tp}) \quad \text{where} \quad h < h' \quad \text{and} \quad h, h' \leq H \quad (14)
\]

In both \( V_{tp,l,t}^{h'} \) and \( V_{tp,l,t}^{h} \)'s computations, the belief tree is built till horizon \( h \). To compute \( V_{tp,l,t}^{h'} \), the lower-bound on the value of the fringe belief nodes at horizon \( h \) are computed using Eq. (3) and are propagated up the belief tree. To compute \( V_{tp,l,t}^{h} \), the algorithm expands the tree for \( d \) more steps, \( h' = h + d \), and then uses Eq. (5) to compute the lower-bound for the fringe nodes at depth \( h + d \) and propagates the bounds up the belief tree. In both cases the lower-bound on the value of the fringe nodes are computed using Eq. (5) till the full horizon \( H \). This property guarantees that as the horizon increases, from \( h \) to \( h' \) (\( h < h' \)), the lower-bound on the value of a certain fringe node at horizon \( h \) and consequently the non-fringe nodes are non-decreasing.

**Intuition behind proof:** The main difference between \( V^{h}(b') \) and \( V^{h'}(b') \) for a certain belief node \( b' \) at depth \( h \) (or horizon \( h \)) is that the former uses the trivial lower-bound estimate for the node, but the latter does more computation to expand the belief tree further before using a similar trivial lower-bound estimate for the nodes at depth \( h + d \). To compute the lower-bound for a fringe node at depth \( h \), \( V^{h}(b') \), the algorithm assumes that from there on till \( H \), only one task can be executed and no ops are executed on the other tasks (one possible solution). So, expanding the belief tree (exhaustive search) for \( d \) more steps till horizon \( h + d \) to compute \( V^{h'}(b') \) will only find the same or a better solution than achieving a single task. I.e., the lower-bound on \( b' \) is non-decreasing as we increase the horizon.

**Proof:** For a certain leaf node \( b \) at horizon \( h \), we compare its lower-bound when the truncated agent POMDP is built till \( h \) against when it is built till \( h' \). The proof goes by mathematical induction. First, we show that \( V_{tp,l,H-h}^{*} \leq B_{*} V_{tp,l,H-h-1}^{*} \) holds for \( d = 1 \). We proved this previously when we substitute Eq. (6) in Eq. (7) to get Eq. (8): \( V_{tp,l,H-h} = B_{*} V_{tp,l,H-h-1} \geq B_{*} V_{tp,l,H-h-1}^{*} \quad (15) \)

Now, we assume that for \( h' = h + d \), the following holds for the belief node \( b \): \( V_{tp,l,H-h} \leq B_{*} V_{tp,l,H-h-d} \), and we prove that the same equation also holds if \( h' = h + d + 1 \). For a certain belief \( b \), both \( V_{tp,l,H-h} \leq B_{*} V_{tp,l,H-h-d} \) and \( V_{tp,l,H-h} \leq B_{*} V_{tp,l,H-h-d} \) hold, thus the following equation holds for \( h' = h + d + 1 \):

\[
V_{tp,l,H-h} \geq B_{*} V_{tp,l,H-h-d+1} \geq B_{*} V_{tp,l,H-h-d+1} \quad (16)
\]

**Lemma 4** The upper-bound computation is monotone.

\[
\hat{V}_{tp,l,t}^{h'}(b_{tp}) \geq \hat{V}_{tp,l,t}^{h}(b_{tp}) \quad \text{where} \quad h < h' \quad \text{and} \quad h, h' \leq H \quad (17)
\]

This property guarantees that as the horizon increases, from \( h \) to \( h' \), the upper-bound on the value of a certain fringe node and consequently the non-fringe nodes are non-increasing.

**Intuition behind proof:** Similar to the intuition we gave for the lower-bound’s monotonicity, for a certain belief node \( b' \) at depth \( h \), \( \hat{V}^{h}(b') \) estimates the upper-bound by assuming that all the tasks can be performed in parallel. However, \( \hat{V}^{h'}(b') \) expands the belief tree for \( d \) more steps before assuming that all the tasks can be performed in parallel. Thus, given that \( \hat{V}^{h'}(b') \) uses the Bellman equation during the \( d \) steps, it has a better estimate of the upper-bound than the assumption that all the tasks can be attended to in parallel during that \( d \) steps as assumed in \( \hat{V}^{h}(b') \). I.e., as the horizon increases and more of the belief tree is expanded, the upper-bound on the value of \( b' \) improves (i.e., is non-increasing).
Proof: Similar to Lem. 3’s proof, the proof goes by mathematical induction. First, we show that \( B^* \hat{V}_{tpl,H} \leq \hat{V}_{tpl,H} - \hat{V}_{tpl,H} \) holds for \( d = 1 \). We proved this previously when we substitute Eq. 12 in Eq. 7 to get Eq. 13 thus:

\[
V^*_\text{tpl,H} - \hat{V}_{\text{tpl,H}} \leq \max_{a \in A}\left[ \sum_{i \in \text{tplu}} Q^*_i, H - h - 1 \right]
\]

We assume that for the belief node \( b \) and \( h' = h + d \), \( B^* \hat{V}_{\text{tpl,H}} \leq \hat{V}_{\text{tpl,H}} - \hat{V}_{\text{tpl,H}} \) holds, and we prove it also holds if \( h' = h + d + 1 \). We know both \( B^* \hat{V}_{\text{tpl,H}} \leq \hat{V}_{\text{tpl,H}} \) and \( \bar{B}^* \hat{V}_{\text{tpl,H}} \leq \hat{V}_{\text{tpl,H}} \) hold, thus,

\[
V^*_\text{tpl,H} = B^* \bar{V}_{\text{tpl,H}} \leq \max_{i \in \text{tplu}} \left[ \sum_{i \in \text{tplu}} \bar{Q}_i, H - h - 1 \right]
\]

In summary, we proved that the bound computations are valid and monotone; thus if \(.tpl = (P, \emptyset) \), Lem. 1 to 4 prove the optimality of agent-POMDP-AH. Given the iterative nature of the horizon, in the worst case, the agent-POMDP-AH approach reaches the full horizon \( H \) and obtains the same solution as the agent-POMDP-FH approach.

B. Multi-task-AH

We prove Alg. 3 is optimal. We assume \( k^* \) and \( k \) are the maximum number of tasks that the robot can attend to within \( H \) and the truncated horizon \( H^* \) respectively. \( \hat{V}_P \) denotes the value of the agent POMDP under such assumptions, referred to as limited tasks assumption.

Lemma 5 The lower and upper-bounds on the value of the agent POMDP created from the set \( P \), \( \hat{V}_P \), and \( \hat{V}_P \), can be computed by Eq. 24 and Eq. 27 respectively where \( tpls = \{(tpl \in P) : |tpl| = k^*\} \), and the bounds are monotone. (proof of SelectAction function in Alg. 3)

\[
\hat{V}_{\text{P,t}}(b) = \max_{tpl \in tpls} \left( V_{\text{P,t}}(b) + \sum_{q \in P} V^*_q(b_q) \right) \leq \hat{V}_{\text{P,t}}(b)
\]

\[
\hat{V}_{\text{P,t}}(b) = \max_{tpl \in tpls} \left( \hat{V}_{\text{P,t}}(b) + \sum_{q \in P} V^*_q(b_q) \right) \geq \hat{V}_{\text{P,t}}(b)
\]

Intuition behind proof: In [1], we proved that finding the optimal values of all \( tpls \) \( (V_{tpl}) \) while performing no ops on the other POMDPs \( \left( \sum_{q} V^*_q \right) \) and selecting the best V-value, \( \max_{tpl \in tpls} \left( V_{tpl}^* + \sum_{q} V^*_q \right) \), provides the optimal solution to the agent POMDP. We proved in Lem. 1 to 4 that the lower and upper-bounds on \( V^*_\text{tpl} \) are valid and monotone. The validity and monotonicity of \( \hat{V}_P \) and \( \hat{V}_P \) then simply follow from the validity and monotonicity of \( V^*_\text{tpl} \) and \( \hat{V}_\text{tpl} \).

Proof: We show that the bounds are valid and then argue why they are also monotone. Of course, we know:

\[
\hat{V}_{\text{P,t}}(b) = \max_{tpl \in tpls} U_{\text{P,t}}^*(b)
\]

We proved in Lem. 1 and 2 that \( V_{\text{P,t}}(b_{\text{tpl}}) \leq V_{\text{P,t}}^*(b_{\text{tpl}}) \) and \( \hat{V}_{\text{P,t}}(b_{\text{tpl}}) \geq \hat{V}_{\text{P,t}}^*(b_{\text{tpl}}) \) respectively. Thus, \( U_{\text{P,t}}^*(b) \) and \( \hat{U}_{\text{P,t}}(b) \) computed by substituting \( V_{\text{P,t}}^*(b_{\text{tpl}}) \) by \( V_{\text{P,t}}(b_{\text{tpl}}) \) and \( \hat{V}_{\text{P,t}}^*(b_{\text{tpl}}) \) in Eq. 23 are lower and upper-bounds on \( U_{\text{P,t}}^*(b) \). We substitute \( U_{\text{P,t}}(b) \) and \( \hat{U}_{\text{P,t}}(b) \) in Eq. 23 to prove Eq. 24 and 21. Given that the bound computations for \( V_{\text{P,t}} \) are monotone, \( \sum_{q} V^*_q(b_q) \) does not change for a given tuple as we increase the horizon, and the \( \max \) operator does not change the monotonicity of \( U_{\text{P,t}} \) and \( \hat{U}_{\text{P,t}} \) are monotone.

Lemma 6 Alg. 3 converges to the optimal solution of the agent POMDP in both finite horizon problems without discounting and infinite horizon problems with discounting.

Intuition behind proof: In Lem. 1 to 5, we proved that dividing the agent POMDP into subtasks (\( tpls \)) and computing the lower and upper-bounds for all the tuples in \( tpls \) provide valid and monotone bounds on the value of the agent POMDP. In those lemmas, we assumed that \( k = k^* \), i.e., a combined model of all the \( k \) tasks is expanded till the truncated horizon \( h \) even though we knew that the robot can only attend to \( k \) tasks within \( h \). Differently, in Alg. 3 to efficiently solve each \( tpls \) for a small truncated horizon \( h \), we only consider subsets of size \( k \), but compute the bounds on all the \( k^* \) POMDPs in \( tpls \), so \( k < k^* \). Both cases \( k = k^* \) and \( k < k^* \) use the same lower and upper-bound computations and have the same \( h \) as their truncated horizon. However, in the former we perform the tree expansion on a combined model built from all the POMDPs in the \( tpls \) set, but in the latter we consider all combinations of the tasks with size \( k \) out of the POMDPs in \( tpls \) and perform the tree expansion on those only. The proof uses the same idea as [1]. It uses the assumption that within a certain horizon \( h \), only \( k \) tasks can be attended to, so if we consider all combinations of \( k \) tasks out of the members of the \( tpls \) \( ( tpl_k ) \), we will get the same solution as the combined model of all the tasks in \( tpls \). Given that the bound computations are the same in both cases, when \( k < k^* \), we get the same solution as when \( k = k^* \) (proof for line 3 in Alg. 3 and the RecomputeTuples function), and Alg. 3 computes valid and monotone bounds on the value of the agent POMDP.

Proof: In Lem. 1 to 5, we proved that dividing the agent POMDP into subtasks (\( tpls \)) and computing the lower and upper-bounds for all the members of \( tpls \) provide valid and monotone bounds on the value of the agent POMDP. In those lemmas, we assumed that \( k = k^* \), so line 3 of Alg. 3 would become \( tpls' = \{(tpl, t_pl) : t_pl \in tpls, t pls = t_pl, t pl_0 = \emptyset\} \), and the RecomputeTuples function would not change the \( tpls \) set. However, the benefits of our approach are manifested when the truncated horizon \( h \) is smaller than the full planning horizon \( H \), and consequently
In Alg. 3 we divide each \( t_{pl} \) into two sets, \( t_{pl_c} \) with \( k \) tasks and \( t_{pl_l} \) with \( k^* - k \) tasks (all possible combinations of \( k \) tasks out of \( k^* \) tasks), perform the tree expansion for the POMDPs in \( t_{pl_c} \) while executing no ops on the members of \( t_{pl_l} \), and compute the bounds on all members of \( t_{pl_u} = t_{pl_c} \cup t_{pl_l} \). When \( k < k^* \), if we prove that by using this approach, we get the same solution as when \( k = k^* \), we prove that Alg. 3 computes valid and monotone bounds on the value of the agent POMDP.

Notice that the only difference between \( k = k^* \) and \( k < k^* \) is that in the former we perform the tree expansion on all POMDPs in the \( t_{pl} \) set, but in the latter we consider all combinations of tasks with size \( k \) for the \( t_{pl_c} \) set and perform the tree expansion on the POMDPs in \( t_{pl_c} \) only. The lower and upper-bound computations are the same in both cases.

We use the same idea as [1], Lem. 2 and Asm. 1 in [1]. For a set of tasks called \( t_{pl} \) and the maximum number of tasks that the robot can attend to within the horizon \( h(k) \), the robot can optimally solve the combined model of all tasks by considering all subsets of tasks of size \( k \) (\( t_{pl_c} \) with size \( k \)).

Given the independence between the tasks and the limited tasks assumption, Eq. 24 was proved in [1] for \( t_{pl} = P \) and \( h = H \) (\( k^* \) tasks). Same deductions also apply here to prove Eq. 24.

\[
\hat{V}_{t_{pl,c},t}(b) = \max_{t_{pl}' \in t_{pl'}} V_{t_{pl}',t}(b_{t_{pl}'}) + \sum_{q \in t_{pl}'_l} V_{q,t}(b_q) 
\]

This explains why dividing \( t_{pl} \) further into subsets of size \( k \) (line 3 in Alg. 3) does not change the validity and monotonicity of the bounds and gives us the same bounds as if we were to build a combined model of all the POMDPs in \( t_{pl_u} \).

As we increase \( h, k \) should also increase to ensure that Eq. 24 is still valid. More specifically, we have to update each tuple in the \( t_{pl's} \) set (\( t_{pl}' \in t_{pl's} \)) to have \( k + 1 \) POMDPs in \( t_{pl_c} \) and \( k^* - k - 1 \) POMDPs in \( t_{pl_l} \). This is done by the \text{RecomputeTuples} function. The algorithm simply removes a POMDP from \( t_{pl_l} \) and adds it to the POMDPs in \( t_{pl_c} \) to create a new \( t_{pl_c}' \) set of size \( k + 1 \) and a new \( t_{pl_l}' \) set of size \( k^* - k - 1 \). The algorithm considers removing any POMDP from \( t_{pl_l} \), to create all possible new tuples. Since the new \( t_{pl's} \) set satisfies the limited tasks assumption as we increase the horizon, Eq. 24 holds.

Therefore, all parts of the algorithm preserve the optimality guarantees, and Alg. 3 computes an optimal solution for the agent POMDP. In the worst case, the multi-task-AH approach reaches the full horizon \( H \) and obtains the same solution as the multi-task-FH approach. In infinite-horizon problems with discounting, when \( h \to \infty \), Alg. 3 converges to the optimal solution of the agent POMDP with \( H = \infty \).
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