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Abstract—Due to limited communication resources at the client and a massive number of model parameters, large-scale distributed learning tasks suffer from communication bottleneck. Gradient compression is an effective method to reduce communication load by transmitting compressed gradients. Motivated by the fact that in the scenario of stochastic gradients descent, gradients between adjacent rounds may have a high correlation since they wish to learn the same model, this paper proposes a practical gradient compression scheme for federated learning, which uses historical gradients to compress gradients and is based on Wyner-Ziv coding but without any probabilistic assumption. We also implement our gradient quantization method on the real dataset, and the performance of our method is better than the previous schemes.
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I. INTRODUCTION

Recent years have witnessed a spurt of progress in modern machine learning technology, more effective and complex machine learning models can be trained through large-scale distributed training. However, in each iteration of the distributed optimization, information exchange among distributed nodes will incur enormous communication loads due to the large-scale model parameters.

We focus on federated learning [1], which is a distributed learning framework that can effectively help multiple clients perform data usage and machine learning modeling while meeting user privacy protection and data security requirements. In federated learning clients participating in joint training only need to exchange their own gradients information, without sharing private data. To alleviate the communication bottleneck, gradient compression [2]–[9] and efficient mean estimator [10]–[16] have been investigated to reduce the communication load. However, most of the previous works on compression fail to exploit any historical gradients at the server. In fact, the historical gradients can be viewed as side information to compress source information, which has been widely studied in classical information theory. For example, [17] first studied the setting of lossy source compression with side information in the decoder. Channel coding can obtain practical coding for distributed source coding [18], [19], but the main bottleneck lies on the expensive computational complexity of coding and decoding. Recently, [20] considered the correlation between the data for distributed mean estimation, and obtained the mean estimator of the dependent variance through the lattice coding scheme. [21] studied distributed mean estimation with side information at the server, and proposed Wyner-Ziv estimators that require no probabilistic assumption on the clients’ data. On the other hand, in convex optimization, the use of historical gradients can accelerate convergence, such as heavy ball method, and Nesterov’s Accelerated gradient Descent (NAG) in [22]. Last but not least, for stochastic gradient descent with variance reduction such as stochastic variance reduced gradient (SVRG) [23], historical gradients can also be used to reduce the variance of stochastic gradients. So an interesting question is whether and how historical gradients can be used for gradient compression.

In this paper, we address this question and propose practical gradient compression schemes for federated learning by exploring historical gradients as side information. Our contributions are summarized as follows: 1): Motivated by Wyner-Ziv estimator of [21], we propose a local quantized stochastic gradient descent (LQSGD), which exploits the historical gradients as side information to compress the local gradients. Different from [21], we focus on federated learning with side information instead of distributed mean estimation. In fact, in the scenario of stochastic gradients descent, gradients between adjacent rounds may have a high correlation since they wish to learn the same model. Therefore, we can use historical gradients to compress gradients. 2): We establish an upper bound of the average-squared gradients of our quantization methods. Compared with the case of not using any historical gradients, the average-squared gradients may get a smaller upper bound by using the historical gradients. Besides, We also obtain the convergence rate of our scheme under standard assumptions. 3): We implement our gradient quantization method and compare it with quantized stochastic gradients descent (QSGD) [4] and the uncompressed SGD on real dataset. We use these three schemes to train linear regression model on dataset cpusmall-scale [24] and the classic neural network ResNet18 [25] and cifar10 [26] and cifar100 [26]. The results show that our method is effective and has better performance compared with QSGD.
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II. PROBLEM SETTING

In this article, we consider the scenario of federated learning in which a set of $N$ clients and one server jointly train a model without exchanging clients’ own data, as shown in Fig. 1. Assume that the clients’ communication resources are limited and clients can only communicate with the server. Formally, we deal with the following optimization problem:

$$\min_{\omega \in \mathbb{R}^d} f(\omega) = \frac{1}{N} \sum_{j=1}^{N} f_j(\omega),$$  \hspace{1cm} (1)

where $f_j : \mathbb{R}^d \to \mathbb{R}$ is the local function corresponding to Client $j$ and $\omega$ is the parameter of model. For instance, in statistical machine learning, $f_j$ is usually the local objective function of each Client $j$ which is the expected loss over the set of data points of node $j$, i.e.,

$$f_j(\omega) = \mathbb{E}_{z \sim \mathcal{P}_j} l_j(\omega, z),$$ \hspace{1cm} (2)

where $z$ is a random variable with probability distribution $\mathcal{P}_j$ and $l_j(\omega, \cdot)$ is loss function measuring the performance of the model with parameter $\omega$. Note that the probability distributions of clients may not be necessarily identical. In this paper, we mainly concentrate on homogeneous scenarios where the probability distributions and loss functions of all clients are the same, i.e., $\mathcal{P}_1 = \mathcal{P}_2 = \cdots = \mathcal{P}_N$ and $l_1 = l_2 = \cdots = l_N$. Heterogeneous federated learning with different data distributions and loss functions, of course, is interesting and important. As we will see, the scheme proposed in this paper is also applicable to heterogeneous federated learning, whose analysis is left as future work.

III. FEDERATED AGGREGATION WITH SIDE INFORMATION

In this section, we propose a generalized version of the local quantized stochastic gradient descent (LQSGD) method for federated learning which uses quantized gradients to update model parameters. This method reduces the overall communication overhead by sending fewer bits in each iteration. In Section [III-A], we introduce federated averaging with side information (FedSI) designed for homogeneous settings. Then, in Section [III-B], we propose the detailed compression algorithm which uses side information to quantize data. Eventually, we introduce that how to choose the side information used in our method in Section [III-C].

A. Federated Averaging with Side Information (FedSI)

In federated learning, the aggregation algorithm is used to make full use of the gradients information of each client. Each client sends local gradients information to the server after multiple iterations. The server aggregates the gradients sent by clients and then updates the global model and broadcasts it to each client. Different from the standard federated average algorithm, in FedSI, not only the client sends quantized gradients, but also the global learning rate and local learning rate can be different.

Formally, let $\bar{R}$ be the rounds of communication between server and clients, and $\bar{\tau}$ be the number of local updates performed between two consecutive communication rounds. Further more, we define $\omega^{(r)}$ as the global model at the master in the $r$-th round of communication. At each round $r$, the server sends the global model $\omega^{(r)}$ to the clients. After that, each Client $j$ computes its local stochastic gradients and updates the model by following the update of SGD:

$$\omega^{(c+1, r)} = \omega^{(c, r)} - \eta \tilde{g}_j^{(c, r)}, \text{ for } c = 0, \cdots, \tau - 1,$$  \hspace{1cm} (3)

where $\tilde{g}_j^{(c, r)}$ is the estimation of the gradient $g_j^{(c, r)} \triangleq \nabla f_j(\omega^{(c, r)})$ and $\eta$ is the learning rate. For example, for statistical machine learning, $\tilde{g}_j^{(c, r)} \triangleq \frac{1}{b_j} \sum_{z \in \mathcal{Z}_j^{(c, r)}} \nabla l(\omega^{(c, r)}, z)$, where $\mathcal{Z}_j^{(c, r)}$ is the mini-batch of Client $j$ consisting of $b_j$ samples generated by $\mathcal{P}_j$. Next, each client sends the quantized signal $Q(\sum_{c=0}^{\tau-1} \tilde{g}_j^{(c, r)})$ by applying a compression operator $Q(\cdot)$ defined in the Section [III-B]. When the server receives the signals from all clients, it updates the global model as follows:

$$\omega^{(r+1)} = \omega^{(r)} - \frac{\eta}{N} \sum_{j=1}^{N} \sum_{c=0}^{\tau-1} Q(\tilde{g}_j^{(c, r)}),$$  \hspace{1cm} (4)

where $\gamma$ is the global learning rate. When $\gamma = 1$ and all clients send unquantized signals, (4) becomes the standard federated average algorithm.

B. Compression with Side Information

In this section, we introduce our compression operator $Q(\cdot)$. The operator $Q(\cdot)$ contains two parts: the encoder $Q_e(\cdot)$ and the decoder $Q_d(\cdot)$, where $Q_e(\cdot) : \mathbb{R}^d \to \{0, 1\}^k$, $k \in \mathbb{N}^+$ and $Q_d(\cdot) : \{0, 1\}^k \to \mathbb{R}^d$, $k \in \mathbb{N}^+$.

Now we give a brief introduction about the quantizer $Q_{WZ}$ [21], as it is closely related to work. Since all clients use the same quantizer, only the common quantizer is described. We first describe a modulo quantizer $Q_{M}$ for one-dimension input $x \in \mathbb{R}$ with side information $h \in \mathbb{R}$, then present a modulo quantizer $Q_{M,d}(x, h)$ for $d$-dimension data.
1) Modulo Quantizer ($Q_M$): Given the input $x \in \mathbb{R}$ with side information $h \in \mathbb{R}$, the modulo quantizer $Q_M$ contains parameters including a distance parameter $\Delta'$ where $|x - h| \leq \Delta'$, a resolution parameter $s \in \mathbb{N}^+$ and a lattice parameter $\epsilon$.

Denote the encoder and decoder of $Q_M$ as $Q_M^e(x)$ and $Q_M^d(Q_M^e(x), h)$, respectively. The encoder $Q_M^e(x)$ first computes $[x/\epsilon]$ and $[x/\epsilon]$, then outputs the message $Q_M^e(x) = m$, where

$$m = \begin{cases} 
[x/\epsilon] \mod s, & \text{w.p. } x/\epsilon - [x/\epsilon] \\
[x/\epsilon] \mod s, & \text{w.p. } [x/\epsilon] - x/\epsilon.
\end{cases} \quad (5)$$

The message $m$ has length of $\log s$ bits, which is sent to the decoder. The decoder $Q_M^d$ produces the estimate $\hat{x}$ by finding a point closest to $h$ in the set $\mathbb{Z}_{m, \epsilon} = \{(zs+m) \cdot \epsilon : z \in \mathbb{Z}\}$.

**Lemma 1.** (see [27]) Consider $Q_M$ with parameter $\epsilon$ set to satisfy

$$se \geq 2(\epsilon + \Delta'). \quad (6)$$

Then, for every $x, h \in \mathbb{R}$ such that $|x - h| \leq \Delta'$, the output $Q_M(x)$ satisfies

$$E[Q_M(x)] = x, \quad |x - Q_M(x)| < \epsilon.$$ 

2) $d$-dimensional Modulo Quantizer ($Q_{M,d}$): For $d$-dimensional data, we use $Q_M$ in each dimension. Specifically, given the input $x \in \mathbb{R}^d$ with side information $h \in \mathbb{R}^d$, the modulo quantizer $Q_{M,d}$ contains parameters including a distance parameter $\Delta'$ where $\|x - h\|_\infty \leq \Delta'$, a resolution parameter $s \in \mathbb{N}^+$ and a lattice parameter $\epsilon$. For the $i$-th dimension data, set $h_i$ to be the side information of $x_i$, where $h_i$ and $x_i$ are the $i$-th data of $h$ and $x$ respectively. For each dimension, we compress the data into $\log s$ bits. Therefore, we use $d\log s$ bits to represent the $d$-dimensional data $x$.

We can easily extend Lemma 1 to $d$-dimensional case, which is given in the following corollary.

**Corollary 1.** For $d$-dimensional data, we consider $Q_{M,d}$ with parameter $\epsilon$ set to satisfy

$$se \geq 2(\epsilon + \Delta), \quad (7)$$

Then, for every $x, y \in \mathbb{R}^d$ such that $\|x - y\|_2 \leq \Delta$, the output $Q(x)$ satisfies

$$E[Q(x)] = x, \quad E\|x - Q(x)\|_2 < \epsilon d^2.$$ 

In addition, if we let $\epsilon = \frac{2\Delta}{s - 2}$, we have

$$E\|x - Q(x)\|_2 < \frac{4d\Delta^2}{(s - 2)^2}. \quad (8)$$

**Remark 1.** In the previous works on mean estimation, such as [10] and [27], by preprocessing the $d$-dimensional data, we can get a smaller mean square error. At a high-level, we can rotate the $d$-dimensional data $x$ and $h$ at the same time, for example, $x$ and $h$ are multiplied by $W = \frac{1}{\sqrt{d}}HD$, where $D$ is a random diagonal matrix with i.i.d. Rademacher entries ($\pm 1$ with equal probability) and $H$ is a Walsh-Hadamard matrix [27]. After the data is preprocessed, $\|Wx - Wh\|_\infty$ is much less than $\|Wx - Wh\|_2 = \|x - h\|_2$ with a high probability. This means that we can estimate the data more accurately while keeping the Euclidean distance unchanged. However, this method requires additional matrix calculations, and the time complexity is $O(d \log d)$. Because we concern about the role of side information in federated learning, for convenience, our implementation does not preprocess the data.

C. Select Side Information

In this part, we discuss which data can be chosen as side information for compressing data in federated learning. In convex optimization, historical gradients can accelerate convergence and for stochastic gradient descent with variance reduction, it can also be used to reduce the variance of stochastic gradient. Motivated by the role of historical gradients in accelerating convergence, a natural question is whether the historical gradients can help us compress the current gradients. In fact, gradients between adjacent rounds may have a high correlation since they wish to learn the same model. Therefore, we can regard the historical gradients as the side information of the local gradients.

We let $N$ clients share the same side information, which can effectively save memory space for storing side information when the dimension $d$ is large. Since clients upload quantized gradients, the aggregated gradients broadcasted by the server in the last round may differ greatly from the current local gradients of clients. In this case, using historical gradients as side information would be worse than the standard QSGD quantization scheme. Therefore, we set a threshold $t$ ($0 < t < 1$), and if the ratio of the distance between the current gradients and historical aggregated gradients to the norm of the current gradients is less than $t$, we use historical gradients as side information, otherwise, we do not use any side information. Formally, at the $r$-th round of communication, Client $j$ obtains the local gradients $\sum_{c=0}^{r-1} g_j^{(c,r)}$ and calculates

$$D_j^r = \frac{\|\sum_{c=0}^{r-1} g_j^{(c,r)} - Uq^{r-1}||_2}{\|\sum_{c=0}^{r-1} g_j^{(c,r)}||_2}, \quad (9)$$

where $Uq^{r-1} \triangleq \frac{1}{N} \sum_{j=1}^{N} Q(\sum_{c=0}^{r-1} g_j^{(c,r)-1})$. If $D_j^r$ is less than $t$, Client $j$ uses historical gradients $Uq^{r-1}$ to compress $\sum_{c=0}^{r-1} g_j^{(c,r)}$, otherwise it will not use any side information to compress gradients. For convenience, we use $\alpha_j^r$ to indicate whether Client $j$ uses historical gradients $Uq^{r-1}$ as side information to compress local gradients at $r$-th round, i.e.,

$$\alpha_j^r = \begin{cases} 
1, & D_j^r < t \\
0, & \text{otherwise}.
\end{cases} \quad (10)$$

**Remark 2.** Sending the bin number $m$ of each coordinate is a natural way of transmitting messages. However, this naive implementation is sub-optimal. In fact, we can encode the transmitted values by using universal compression schemes [28], [29]. For each client, the bin number $m$ decoded by the server is the same, because lossless compression is used to compress the bin number $m$. Therefore, we use the natural transmission method for convenience, which means
that, each client simply transmits \(d\log s\) bits in each round of communication.

**Remark 3.** If we set distance parameter \(\Delta'\) as \(||x||_2\) and side information \(h\) as 0, our quantizer becomes standard QSGD. Therefore, QSGD can be regarded as a quantizer without any side information. Similarly, if we set distance parameter \(\Delta'\) as \(||x||_\infty\) and side information \(h\) as 0, our quantizer becomes a variant of QSGD \(\hat{Q}\) (i.e., QSGDinf \(\hat{Q}\)). Since both the client and the server store side information, we can set the distance parameter \(d\) as \(||x - h||_2\) or \(||x - h||_\infty\), and it is necessary for the client to send \(||x - h||_2\) or \(||x - h||_\infty\) to the server. Note that, if the dimension \(d\) is large enough, the communication cost of sending distance parameter is negligible.

We formally describe the method in Algorithm 1.

**Algorithm 1** Federated averaging with side information (FedSI)

**Input:** Number of communication rounds \(R\), number of local updates \(\tau\), learning rates \(\gamma\) and \(\eta\), initial global model \(\omega^{(0)}\), side information \(U_q^{-1} = 0\) and threshold \(t\)

1. for \(0 \leq r \leq R - 1\) do
2. for each client \(j \in [N]\) do
3. Set \(\omega^{(0,r)} = \omega^{(r)}\)
4. for \(0 \leq \tau \leq \tau - 1\) do
5. Sample a minibatch \(Z^{(c,r)}\) and compute \(\tilde{g}^{(c,r)}_j\)
6. \(\omega^{(c+1,r)} = \omega^{(c,r)} - \eta \tilde{g}^{(c,r)}_j\)
7. Compute \(D^c_j = ||\sum_{c=0}^{\tau-1} \tilde{g}^{(c,r)} - U_q^{-1}||_2\)
8. Compute \(\alpha_j^{(c,r)}\) according to (10)
9. Client \(j\) sends \(Q^c(\sum_{c=0}^{\tau-1} \tilde{g}^{(c,r)}_j, \alpha_j^{(c,r)}\) and \(||\sum_{c=0}^{\tau-1} \tilde{g}^{(c,r)}_j - \alpha_j^{(c,r)} U_q^{-1}||_2\)
10. Server computes \(U_q^{-1} = \frac{1}{N} \sum_{j=1}^{N} Q(\sum_{c=0}^{\tau-1} \tilde{g}^{(c,r)}_j)\)
11. Server updates \(\omega^{(\tau+1)} = \omega^{(\tau)} - \eta \gamma U_q^{-1}\) and broadcasts to all clients

**IV. CONVERGENCE ANALYSIS**

Next, we present the convergence analysis of our proposed method. At the beginning of this section, we state our assumptions which are customary in the analysis of methods with compression (same as [9]).

**Assumption 1.** (Smoothness and Lower Boundedness). The local objective function \(f_j\) of \(j\)-th client is differentiable for \(j \in [m]\) and \(L\)-smooth, i.e., \(||\nabla f_j(x) - \nabla f_j(y)|| \leq L||x - y||\). Moreover, the optimal value of objective function \(f(\omega)\) is bounded below by \(f^* = \min_{\omega} f(\omega) > -\infty\).

**Assumption 2.** For all \(j \in [N]\), we can sample an independent mini-batch \(Z_j\) of size \(|Z_j^{(r)}| = b_j\) and compute an unbiased stochastic gradient \(\tilde{g}_j = \nabla f_j(\omega; Z_j)\); \(E_{Z_j}(\tilde{g}_j) = \nabla f(\omega) = g\). Besides, their variance is bounded above by a constant \(\sigma^2\), i.e., \(E||\tilde{g}_j - g||^2 \leq \sigma^2\).

In the following theorem, we state our main theoretical results for FedSI in the homogeneous setting.

**Theorem 1.** For FedSI, given the number of communication rounds \(R\), the number of local updates \(\tau\), learning rates \(\gamma\) and \(\eta\), initial global model \(\omega^{(0)}\), and threshold \(t\), under Assumptions [7] and [2] if the learning rate satisfies

\[
1 \geq \frac{\tau^2 L^2 \eta^2 + \left(\frac{q}{N} + 1\right)\tau \gamma L \eta}{R},
\]

where \(q = \frac{b_j + 1}{2^{k+1}}\), then the average-squared gradients after \(R\) communication rounds is bounded as follows:

\[
\frac{1}{R} \sum_{r=0}^{R-1} ||\nabla f(\omega^{(r)})||^2 \leq \frac{2||f(\omega^{(0)}) - f(\omega^{(\tau)})||}{\tau \gamma \eta R} + \frac{\gamma L N (q \alpha(t-1) + q + 1)}{N} \sigma^2 + \tau L^2 \eta^2 \sigma^2,
\]

where \(\alpha = \frac{1}{\eta \gamma N} \sum_{c,j} \alpha_j^{(c,r)}\).

**Proof.** See Appendix A.

**Remark 4.** Compared with the case where the historical gradients are not used, i.e., \(\alpha = 0\), our upper bound is reduced by \(\frac{\gamma L N (q \alpha(t-1) + q + 1)}{N} \sigma^2\). Obviously, if the learning rates of the two schemes remain the same and \(L, q, \alpha\) and \(\sigma^2\) are huge enough, using historical gradients to compress the gradients will converge faster.

**Remark 5.** If we set \(\eta \gamma = \Theta(\sqrt{\frac{1}{N R^2}})\), the upper bound of the average-squared gradients is \(O\left(\frac{1}{\sqrt{N R^2}} + \frac{1}{R}\right)\). Based on this bound, if we set \(t\) communication rounds \(R = \Theta\left(\frac{1}{\frac{1}{R^2}}\right)\) and the local updates \(\tau = O\left(\frac{1}{\sqrt{N^2}}\right)\), the average-squared gradients can achieve a \(\delta\)-accurate.

**V. EXPERIMENTS**

For the simulations, we consider three real datasets: cpusmall-scale [24], cifar10 [26] and cifar100 [26]. We implement our gradients quantization method, which we call LQSGD for simplicity and compare it with quantized stochastic gradients descent (QSGD) [4] and uncompressed SGD on real dataset. We use these three schemes to train linear regression model on datase cpusmall-scale and the classic neural network ResNet18 [25] on cifar10 and cifar100.

**A. Dataset cpusmall-scale**

The number of samples in the dataset cpusmall-scale is 8192, and the feature dimension \(d\) of each sample is 12. The classic problem of least-squares is as follows: Some matrix\(x\) and target vectors \(b\) are given as input and the purpose is to find \(\omega^\star = \arg \min_{\omega} ||Ax - b||_2^2\). For convenience, we set the number of local updates \(t = 1\), and simulate the scenarios consisting of eight clients. In order to simulate the scenario where each client’s data is sampled from the same distribution, we shuffle the 8192 samples, afterwards assign 1024 samples to each client. We measure the effect on the convergence of the SGD process of the quantization schemes in the next step.
After running three algorithms LQSGD, QSGD, and GD, we record the loss and the number of iterations.

As shown in Fig. 2 when the learning rate is set as 0.1 and the value of each coordinate is compressed into 2 bits, the loss of GD has converged at 250 iterations, the loss of LQSGD decreases faster than QSGD, and LQSGD converges at 1200 iterations, while QSGD converges at 1700 iterations.

We also compare the distance (Euclidean distance) among the model parameters obtained by these methods and the optimal model parameters. As shown in Fig. 3, the model parameters obtained by LQSGD are closer to the optimal parameters than model parameters obtained by QSGD.

**B. Dataset cifar10 and cifar100**

cifar10 has a total of 60000 color images of size 32×32, and these images are divided into 10 categories, each of them with 6000 images. There are 50000 images used for training, forming 5 training batches with 10000 images, the other 10000 are used for testing, forming a single batch. The data of the test batch is taken from each of the 10 categories, and 1000 images are randomly taken from each category. The rest is randomly arranged to form a training batch. cifar100 is similar to cifar10, except that it has 100 classes and each class contains 600 images. Every category has 500 training images and 100 test images. We also simulate the scenario of 8 clients and randomly assign training images to eight clients to ensure that the number of images in each class is the same for each client. We train the classic neural network ResNet18 on datasets. It is impractical to calculate the 2-norm of the gradients because the number of parameters of ResNet18 is about 33 million. In practice, we used the ∞-norm of gradients in LQSGD and QSGD. We train 100 epoches of the model ResNet18 and evaluate the models obtained by using LQSGD, QSGD, and SGD on the testset. The test accuracy is shown in Table 1. As shown in Table 1 on the dataset cifar10, compared with SGD, the test accuracy of QSGD loses 0.42%, while the test accuracy of LQSGD loses 0.08%. Similarly, on the dataset cifar100, compared with SGD, the test accuracy of QSGD loses 0.41%, but the test accuracy of LQSGD is almost the same as that of SGD. It should be noted that the test accuracy of LQSGD is higher than the test accuracy of SGD and this is because our quantization scheme is an unbiased estimate of the gradients, which means that we add additional noise with a mean value of 0 to the gradients. This may cause our test accuracy to be higher than that of SGD.

We also record the relationship between the test accuracy and the number of epoches. The details are shown in Fig. 4 and 5. As shown in Fig. 4 and 5, after about 70 epoches, the test accuracy curves of LQSGD and QSGD are almost above the test accuracy curve of SGD. This means that the performance of our method is better than that of QSGD after about 70 epoches.

**VI. CONCLUSIONS AND FUTURE WORKS**

In this paper, we proposed a gradients quantization method for federated learning, which uses the historical gradients as side information to compress the local gradients. We gave an upper bound of the average-squared gradients of quantization methods and also proved the convergence rate of our scheme under standard assumptions. We not only implemented our gradients quantization method, but also demonstrated the superiority of our scheme over previous work QSGD empirically on deep models and linear regression. In future work, we will extend our scheme to heterogeneous settings and look for ways to use side information more efficiently in federated learning.
Fig. 4. Test accuracy on cifar10 for 8 clients

Fig. 5. Test accuracy on cifar100 for 8 clients
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**APPENDIX A**

**PROOF OF THEOREM 1**

Our proof method is similar to the method in §9, and in our proof we use the intermediate results in §9. Before stating the proof of Theorem 1 we first give the following lemma.

**Lemma 2.** Under Assumptions §2 and Corollary §7 we have the following bound:

\[
\mathbb{E}_{Q,z} \left[ \left| \frac{1}{N} \sum_{j=1}^{N} Q \left( \sum_{c=0}^{\tau-1} g_j^{(c,r)} \right) \right| ^2 \right] \\
\leq \frac{\tau \sigma^2}{N} \left( \frac{q}{N} \sum_{j=1}^{N} (\alpha_j^r(t-1) + 1) + 1 \right) + \frac{\tau}{N} \sum_{j=1}^{N} \left( \frac{g_j^r(t-1) + 1}{N} + 1 \right) \sum_{c=0}^{\tau-1} \left| g_j^{(c,r)} \right|^2.
\]  

(13)

**Proof.** For convenience, let \( \bar{g}_j^r \triangleq \sum_{c=0}^{\tau-1} g_j^{(c,r)} \). \( \tilde{g}_j^r \triangleq \sum_{c=0}^{\tau-1} g_j^{(c,r)} \) and \( \bar{g}_Q \triangleq \frac{1}{N} \sum_{j=1}^{N} \bar{g}_j^r \). Then, we have

\[
\mathbb{E}_{Q,z} \left[ \left| \bar{g}_Q^r \right|^2 \right] = \mathbb{E}_z \left[ \left| \mathbb{E}_Q \left[ \left| \bar{g}_Q^r - \tilde{g}_Q^r \right|^2 \right] + \left| \mathbb{E}_Q \left[ \tilde{g}_Q^r \right]^2 \right] \right]
\]

\[
= \mathbb{E}_z \left[ \left| \frac{q}{N} \sum_{j=1}^{N} (\alpha_j^r(D_j^r - 1) + 1) \right| \left| \tilde{g}_Q^r \right|^2 \right] + \mathbb{E}_z \left[ \frac{1}{N} \sum_{j=1}^{N} \left| \tilde{g}_Q^r \right|^2 \right]
\]

(14)

\[
(\alpha) \leq \mathbb{E}_z \left[ \left| \frac{q}{N} \sum_{j=1}^{N} (\alpha_j^r(D_j^r - 1) + 1) \right| \left| \tilde{g}_Q^r \right|^2 \right] + \frac{q}{N} \sum_{j=1}^{N} \left( \alpha_j^r(D_j^r - 1) + 1 \right) \mathbb{E}_z \left[ \frac{1}{N} \sum_{j=1}^{N} \left| \tilde{g}_Q^r \right|^2 \right]
\]

\[
= \frac{q}{N^2} \sum_{j=1}^{N} (\alpha_j^r(D_j^r - 1) + 1) \mathbb{E}_z \left[ \frac{1}{N} \sum_{j=1}^{N} \left| \tilde{g}_Q^r + \frac{1}{N} \sum_{j=1}^{N} \left| \tilde{g}_Q^r \right|^2 \right]
\]

\[
(\beta) \leq \frac{q}{N^2} \sum_{j=1}^{N} (\alpha_j^r(D_j^r - 1) + 1) \left( \sigma^2 + \left| \tilde{g}_Q^r \right|^2 \right) + \frac{\tau \sigma^2}{N} \sum_{j=1}^{N} \left| \tilde{g}_Q^r \right|^2,
\]

(15)

where (a) follows by the Corollary §7 and the definition of \( \alpha_j^r \), and (b) holds by the assumption §2 and the fact that the sampling process of different clients is independent. In addition, we used the fact that for any random variable \( X \), \( \mathbb{E}[|X|^2] = \mathbb{E}[|X - \mathbb{E}[X]|^2] + \mathbb{E}[|\mathbb{E}[X]|^2] \).

The following two lemmas are used in our proof.

**Lemma 3 (See §9).** Under Assumption §7 the expected inner product between stochastic gradient and full batch gradient can be bounded with:

\[
-\mathbb{E}[\nabla f(\omega(r)), \eta \tilde{g}_Q^r] \leq \frac{\eta^2}{2N} \sum_{j=1}^{N} \left[ \left| \nabla f(\omega(r)) \right|^2 |\nabla f(\omega(c,r))| \right] + L^2 \mathbb{E}[\left| \omega(r) - \omega(c,r) \right|^2].
\]

(15)

**Lemma 4 (See §9).** Under Assumption §7 we have:

\[
\mathbb{E}[\left| \omega(r) - \omega(c,r) \right|^2] \leq \eta^2 \tau \left( \sum_{j=1}^{N} \left| \tilde{g}_Q^{(c,r)} \right|^2 + \sigma^2 \right).
\]

(16)

From the L-smoothness gradient assumption on \( f \), we have:

\[
f(\omega(r+1)) - f(\omega(r)) \leq -\gamma \nabla f(\omega(r)) - \eta \tilde{g}_Q^r + \frac{\gamma^2 \eta^2 L}{2} \left| \tilde{g}_Q^r \right|^2.
\]

(17)

By taking expectation on both sides of (17) over sampling, we get:

\[
\mathbb{E}[f(\omega(r+1)) - f(\omega(r))] \leq \mathbb{E}[\left| -\gamma \nabla f(\omega(r)) - \eta \tilde{g}_Q^r \right|^2 + \frac{\gamma^2 \eta^2 L}{2} \left| \tilde{g}_Q^r \right|^2]
\]

(18)

where (a) follows by the Lemma §2, Lemma §3 and Lemma §4 and (b) holds by the following condition

\[
1 \geq \tau^2 L^2 \eta^2 + \left( \frac{q}{N} + 1 \right) \tau \gamma L \eta,
\]

(19)
and the fact $\frac{\sum_{j=1}^{N} q(\alpha_r^{j}(t-1)+1)}{N} \leq q$.

Summing up (18) for all $R$ communication rounds and rearranging the terms gives:

$$\frac{1}{R} \sum_{r=0}^{R-1} \|\nabla f(\omega_r^{(r)})\|^2 \leq \frac{2(f(\omega(0)) - f(\omega^{(*)}))}{\tau\gamma R}$$

$$+ \frac{\gamma L\eta(q\alpha(t-1)+q+1)}{\sum_{r,j}^{\alpha_r^{j}} \sigma^2 + \tau L^2 \eta^2 \sigma^2},$$

where $\alpha \triangleq \frac{1}{RN} \sum_{r,j}^{\alpha_r^{j}}$. We completed the proof.