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ABSTRACT
Detecting anomalies has been a fundamental approach in detecting potentially fraudulent activities. Tasked with detection of illegal timber trade that threatens ecosystems and economies and association with other illegal activities, we formulate our problem as one of anomaly detection. Among other challenges annotations are unavailable for our large-scale trade data with heterogeneous features (categorical and continuous), that can assist in building automated systems to detect fraudulent transactions. Modelling the task as unsupervised anomaly detection, we propose a novel model Contrastive Learning based Heterogeneous Anomaly Detector to address shortcomings of prior models. Our model uses an asymmetric autoencoder that can effectively handle large arity categorical variables, but avoids assumptions about structure of data in low-dimensional latent space and is robust to changes to hyperparameters. The likelihood of data is approximated through an estimator network, which is jointly trained with the autoencoder, using negative sampling. Further the details and intuition for an effective negative sample generation approach for heterogeneous data are outlined. We provide a qualitative study to showcase the effectiveness of our model in detecting anomalies in timber trade.
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1 INTRODUCTION
Illegal trade in ecologically vulnerable timber is detrimental to not just ever-diminishing biodiversity, but also adversely impacts developing economies and is linked to illicit financial flows [19]. Mislabelling or mis-classification of shipments has been investigated in timber trade [35], and poses a significant problem. With the US being one of the largest importers of timber products, there has been sustained efforts in detecting and thwarting such shipments.

Figure 1: (a) shows an example scenario where data clusters are of arbitrary shape. (b) show the density as learned by GMM and (c) the density learned through contrast using Noise Contrastive Estimation. We can clearly see that the Gaussian assumption made by GMM does not generalize well to such data and thus can significantly affect anomaly detection performance.

Yet an automated system to detect potentially suspicious trades is not readily available due to hurdles in policy and inter-institution (governmental and conservationist) collaboration, absence of annotated data and prohibitively high cost of human annotation for trade data. Our work is part of an effort which is a collaboration with multiple conservationist agencies who are working to address such shipments.

Following prior approaches towards the task of fraud detection, we model the task as unsupervised anomaly detection. However the existing approaches for anomaly detection in mixed or heterogeneous data have a few drawbacks, given the nature of our target data. Firstly, they are not designed for categorical variables with high arity (cardinality). Secondly, model designs often have sensitive hyperparameters such as cluster numbers which are difficult to determine apriori in a true unsupervised scenario. Thirdly, there is often a reliance on various distributional assumptions, which may be not be satisfied by arbitrarily complex real world data. It is imperative to overcome these impediments for our task, and make the model free of such limiting assumptions so as to create a automated fraud detection framework applicable to complex real-world problems like timber trade.

We propose a novel model, Contrastive Learning based Heterogeneous Anomaly Detector (CHAD) that attempts to alleviate these problems. The model uses an autoencoder based architecture to obtain a low-dimensional latent representation of data, with additional network features to handle potentially high arities in categorical variables along with NCE [14] based approach for detecting anomalies. Our contributions are: (1) Direct likelihood estimation,
2 RELATED WORKS
Unsupervised anomaly detection methods for general data have been discussed in detail in surveys such as [6], [12] and [4]. Further, application specific contexts like fraud detection [1] and intrusion detection [16]. We organize our related works as follows:

Traditional approaches approaches include Kernel Density Estimation [18], Principal Component Analysis and Robust PCA [37]. Some other notable methods are Local Outlier Factor [3] and Isolation Forest [20]. A key challenge with such methods is that they are not scalable, and many of them are not effective for sparse high dimensional input features - which are important in our use case.

Clustering based anomaly detection approaches assume normal or expected data to posses proximity to each other along with some latent underlying structure, which has been can be utilized to detect outliers. Recent approaches like Deep Embedded Clustering (DEC) [36] and Deep Clustering Network (DCN) [38] are relevant here. Mixture models like DAGMM [40] which combines a deep autoencoder with Gaussian mixture model to perform anomaly detection can also be considered under clustering methods. An interesting aspect of this approach is a very low dimensional latent representation is augmented with sample reconstruction errors.

Autoencoders utilize a reconstruction-based approach relying on the assumption that anomalous data cannot be represented and reconstructed accurately by a model trained on normal data. Autoencoders and its variants such as denoising autoencoders have been used for anomaly detection in works such as those presented in [29]), [32] and [39], while Chen et al. (2017) use an autoencoder ensemble.

One-class classification based approaches like OCSVM [30] separates the normal data from the anomalies using a hyper-plane of maximal distance from the origin. While another model, the Support Vector Data Description [34] attempts to find the smallest hyper-sphere that contains all normal data. Both methods use a hyperparameter $\gamma$ that helps define the boundary of the hyper-plane or hyper-sphere. Similarly, two recent works employ deep learning along with a one-class objective for anomaly detection. DeepSVDD [28] performs anomaly detection combining deep convolutional network as feature extractor and one-class classification based objective. Oneclass-NN [5] uses a similar formulation, albeit using a hyper-plane instead of a hyper-sphere, and an alternating minimization based training approach. Finally, two recent methods specific to multivariate categorical features are APE [8] and MEAD [9]. Though MEAD uses a trade dataset, it considers only categorical features. Hence is not applicable for our study. Both represent entities in a common embedding space and interactions between them are computed to obtain the likelihood of a record.

Most of the above mentioned approaches make critical assumptions about the data such as cluster numbers, distributional family, etc. These are often specific to a particular kind of data and also it is difficult to obtain necessary domain knowledge to be able to make such choices. In the following section we show a simple conceptual example denoting the disadvantages of making such assumptions about data and propose an alternative non-parametric density estimation method.

3 CONCEPTUAL MOTIVATION
To detect anomalies, a standard approach is to perform clustering that assume the shape of data is elliptical or spherical in space. We provide conceptual proof using a simple scenario with 2-dimensional data as shown in Figure 1 to showcase the limitations of such approaches. Two clusters ($C_1$ and $C_2$) of random data points points are drawn from an arbitrary choice of two independent bi-variate Gamma distributions ($G_1$ and $G_2$). Another two sets of points, which are treated as anomalies are generated using Normal distributions denoted as $N_1$ and $N_2$. Let us model the data using Gaussian Mixture Model (GMM) with $k = 2$ components and also with K-Means with $k = 2$. We estimate the anomalousness of a point as the distance from assigned cluster center for the K-Means model and as the likelihood of a data point conditioned on the estimated model parameters for GMM (similar to DAGMM proposed in [40]).

Scoring the points, we find the average precision (area under the Precision-Recall curve) for GMM to be below 0.5 and 0.86 for K-Means. Here for K-means with $k = 2$ the assumed number of clusters happens to match with true data and hence shows a reasonably good performance. However such knowledge is not readily available in timber trade data of interest to us. The average precision drops significantly to 0.2 when changing the number of clusters to $k = 1$. Such an assumption is made in cases like deepSVDD [28].

There exists literature on estimating the optimal number of clusters for a given dataset such as X-means [25] or Bayesian GMM [27]. However bayesian inference is known to suffer from scalability issues in complex (high dimensional) and big data models. We also note, for a simple scenario like the one considered above, determining the appropriate number of clusters through tests such as silhouette analysis would be easy, but for sparse high dimensional data such analysis is prone to errors.

We can depart from such limiting assumptions if we could approximate a contrastive distribution, whose density is high only in regions where the normal data is absent. Provided $G_1$ and $G_2$ is revealed to us, this can be easily done by sampling from an uniform distribution $U$ over the valid data domain such that $P_{G_i}(u) < \epsilon$ and $P_{G_i}(u) < \epsilon$. Sampling from this distribution, and from the normal data, it is possible to create a discriminator function that can predict which region of space a point belongs, or in other words can estimate the probability of a point belonging to region of normal data following the concept of NCE [14]. Such a model achieves an average precision of 0.92.

This shows a model that estimates the density of normal or expected data using a contrastive distribution can be effectively used for anomaly detection. The key challenge is that in real world data neither is analytical form of data distribution exactly known, nor is it a trivial task to estimate such a contrastive distribution. In the upcoming sections we detail how to overcome this problem and estimate the contrastive distribution through our model.
4 MODEL ARCHITECTURE

Trade data contains heterogeneous features with high arity categorical features such as Harmonized Schedule Codes, ports of lading and unlading, origin and destination along with numerical features such as weight, volume and worth. **Problem Statement:** Given a dataset \( \mathcal{D} \) containing heterogeneous attributes which are assumed to be clean, learn a model \( M(\theta) \) that can predict \( P(x|\theta) \), the likelihood of a test record being drawn from the underlying data distribution. The test records with likelihood below a user-defined threshold are deemed anomalous.

While embedding based architectures have been used in prior works, evidence shows deep autoencoders preserve richer information in a reduced dimension compared to shallow or linear autoencoders [15]. However autoencoder based approaches presented in prior works have a drawback since they use reconstruction error as anomaly scores. This is because if the autoencoder generalizes too well - it can lead to anomalous samples having low reconstruction error [31]. In line with these observations we make use of autoencoders for modeling our data but instead of using reconstruction loss as anomalousness score we use the learned latent representation to build a classifier that learns to discriminate between observed data and random noise. The classifier softmax score is then used as the score in our model. Details of our autoencoder architecture is presented next.

4.1 Asymmetric Autoencoder

Autoencoder generally have symmetric architectures for the encoder and decoder, however we propose the use of an asymmetric architecture. The decoder is a fully connected dense neural network with dropout. An additional embedding (or linear transform) layer is added prior to the fully connected layers of the encoder. This layer is designed to handle the different categorical variables (domains) with potentially high arities.

We can also include a similar (non-)linear transform for the set of all continuous features if the dimensionality is deemed high. This requires decision on part of the practitioner, but we find it helps to add a transform where dimensionality is over 32.

Formally, let \( x \in \mathcal{D} \) be an input. \( x \) is a multidimensional variable, with \( d \) features. Let \( x_1 \), \( x_2 \ldots \), \( x_k \) be categorical features, and \( x_{k+1} \ldots \), \( x_d \) be continuous features. \( x_{k+1} \ldots \), \( x_d \) can be considered as a multivariate feature, denoted as \( x_r \in \mathbb{R}^{d-k} \). Let \( f_i(.) \) denote the linear transform or the identity transform, for \( i^{th} \) categorical field. Let \( g(.) \) denote transformation on \( x_r \). Let \( x_t \) denote the transformed input, which is input to the fully connected layers of the encoder, as shown in Eq. 1. Both the encoder and decoder utilize dropout and a non-linear activation function(tanh), except for the final output where sigmoid is used.

\[
x_t = f_i(x_1) \oplus f_2(x_2) \ldots \oplus f_k(x_k) \oplus g(x_r)
\]  

(1)

The autoencoder is designed to optimize reconstruction of the input vector, which is an auxiliary task in our case since we are interested in the latent representation. We choose Mean Squared Error for the reconstruction Loss, denoted as \( L_R \) as shown in Eq. 2.

\[
L_R = \frac{1}{N} \sum_i (x - \hat{x})^2
\]  

(2)

While it is possible to have separate losses for categorical and numerical features, we do not find any significant performance difference in doing so. In the next section, we detail out how the latent representation is used in the discriminator module to identify data density.

4.2 Density Estimation Network

The core idea here is to learn the density of data through comparison or contrast with an artificially generated noise distribution following Gutmann and Hyvärinen (2010). Let 1 and 0 be the class labels for the normal data and noise respectively. Let us also start following Gutmann and Hyvärinen (2010). Let 1 and 0 be the class labels for the normal data and noise. Let \( P(x|\theta) \) be the training data.

\[
P(x|\theta) \approx \frac{p_d(x;\theta)}{p_d(x;\theta) + p_n(x)} = f(x;\theta)
\]  

(3)

Here \( P(x|\theta) \) is the posterior distribution of class label 1, and \( f(x;\theta) \) is the approximate estimation function. A MLP can be utilized as functional approximator for \( f(x;\theta) \) without loss of generality. We wish to maximize the log likelihood, to find the set of parameters \( \hat{\theta} \) for the model that maximize the likelihood of the training data.

\[
\mathcal{L}(\hat{\theta}) = \arg\max_{\theta} \sum_i C_i ln(P(C = 1|x_i;\theta) + (1 - C_i) ln(P(C = 0|x_i;\theta))
\]

(4)

In the second line of Eq. 4, \( x_k \) refers to the \( k^{th} \) negative sample drawn for each observed instance \( x_i \). This is because we do not have access to actual samples from class 0.

Now, we can replace \( x_i \) with \( x_k \) in Eq. 4, where \( x_k \approx f_{enc}(x_i) \) and \( x_i \in \mathcal{D} \). Here \( f_{enc} \) is the transformation function of the encoder.
in the autoencoder. Specifically, let \( f_{\text{enc}}(\cdot) : \mathbb{R}^d \mapsto \mathbb{R}^p \), such that \( p \) is dimensionality of latent vector. Also, for each \( x_i \), we draw \( K \) negative samples from a noise distribution \( \mathcal{D}_n \), denoted as \( z_i \in \mathbb{R}^d \).

Then, \( z_i^e = f_{\text{enc}}(z_i) \) with \( z_i \in \mathbb{R}^p \). We inject secondary noisy \( n \) to latent representation \( z_e \) of each negative sample drawn from a multivariate Normal distribution, \( n \sim N(0, \mathbb{I}_p) \), where \( \mathbb{I}_p \) is a identity covariance matrix. The noise injection is done to increase variation in negative samples, and improve model performance. Simplifying, we have the following:

\[
L_{\text{est}}(\hat{\theta}) = -y \sum_{x_i \in \mathcal{D}} \ln(f(x_i)) - \ln(1 - \frac{1}{|k|} \sum_k (f(z^e_i) + n)) 
\]

Minimizing this loss we can learn the parameters to capture the distribution of normal data. \( y \), a cost for mis-classifying normal data, is initially set to 1 and slowly increased to a maximum value in the third training phase. However empirically we find that results are not sensitive to \( y \).

We utilize a simple two layered MLP with dropout to estimate \( f(\cdot; \theta) \). It is found to work well in practice, though a more sophisticated estimator network can be designed. The overall loss function to optimize, from Eq. 2 and 5 is as follows.

\[
\text{Loss} = \lambda \ell(t_e) L_{\text{RE}} + \ell(t_e) L_{\text{est}}(\hat{\theta}) 
\]

Here \( 1(t) \) is an indicator variable, that can take values of 0 and 1, depending on the training phase, which will be explained in Section 4.3. The training hyperparameter \( \lambda \) modulates the importance of \( L_{\text{RE}} \), and how it is varied is discussed in the training procedure. The overall architecture of our model, Contrastive Learning based Heterogeneous Anomaly Detector is shown in Figure 2.

4.3 Model Training

We make use of a three phase training procedure to learn our model. The first phase, termed as burn-in phrase, is training the autoencoder only, using reconstruction loss. In this phase the estimator network is not modified. It is essential because we want to first obtain the appropriate latent representation for the data, such that normal data can be correctly reconstructed. Referring to Equation 6, \( \ell(t_e) = 1 \) and \( \ell(t_e) = 0 \). The second phase trains both the autoencoder and the estimator jointly. We notice that the scale of the two losses are significantly different and it is difficult to determine best weight values in an unsupervised setting. Inspired by the training procedure in Gulrajani et al. (2017), the estimator loss is included in alternate mini-batches. That is \( \ell(t_e) = 1 \) for alternate batches, \( \ell(t_e) = 1 \) being constant. This leads to a stable joint training of the two components, avoiding requirement for a sensitive user provided scaling hyperparameter like some other models. Referring to Eq. 6, the scaling hyperparameter \( \lambda \) is set to 1 in first phase. In the second phase it is decayed using \( \exp(-t) \) where \( t \) is the epoch number of the second phase. The third and final phase considers only the estimator loss, and only the estimation network is trained, keeping the encoder parameters fixed. Only \( \ell(t_e) = 1 \) in this phase.

5 GENERATING NEGATIVE SAMPLES

Generating negative samples is key in contrastive estimation of the data distribution. In the case of heterogeneous data, the concept of negative samples is not immediately evident as in other cases such as text or networks. Negative samples should have adequate variation, such that they provide a contrastive background to estimate the data distribution. They should not be entirely comprised of noise or be divergent from target distribution, but have some similarity with the normal data. We propose a random subspace based approach applied to both the categorical and the real valued features in data. While unexpected combination of entities or values might be considered as negative samples, simply perturbing only the categorical features or only the continuous features might not guarantee the resulting record satisfying the aforementioned criteria. Further, we found simply adding noise in the latent space to latent representation of data does not provide good negative samples. Thus we adopt the algorithm which is detailed in Algorithm 1 for obtaining negative samples.

At most half of categorical features are selected, and each entity is replaced by another instance belonging to same category. Let \( a^\omega \) be the arity of the \( w^{th} \) category. The probability of a category to be selected for perturbation is chosen following a multimodal distribution. The probability of \( w \) being selected is the sum normalized value of \( q^\omega \), where \( q^\omega = (a^\omega/\sum_\omega a^\omega)^{0.75} \). The dampening factor 0.75 is added following [21], so that not only the high arity categories are perturbed.

Continuous values are assumed to be scaled with 0-1 normalization. We add uniformly generated random noise to randomly selected \( r/2 \) features, where \( r \) is the number of continuous features. The noise deviation parameter \( \delta \) is used to shift the mean of \( U(0, 1) \). Intuitively using \( \delta = 0.5 \) makes sense, and works well in our case. The range of the noise is set up to be beyond the expected range of the features. This per-feature perturbation forces the feature values for negative samples to spread out over and beyond the range of possible values.

6 EXPERIMENTS AND RESULTS

Our target dataset on timber trade does not have any annotation labels regarding which records are anomalous. As such we provide a qualitative case study of the top-100 anomalies as detected by our model on the timber trade dataset. In order to showcase the efficacy of our proposed model we provide results on multiple large open source datasets with heterogeneous; further details are provided in the Appendix. While these datasets belong to the network intrusion
Though no domain knowledge is used. The datasets used are: (i) **KDDCup99** [11]: The KDDCup99 10 percent dataset has been a benchmark dataset for anomaly detection tasks. We choose the 'Normal' class label as normal data and attack classes are treated as anomalies.

(ii) **KDDCup99-N** [11]: We consider the instances KDDCup99 10 percent data with attack class 'Neptune' to be normal data, and data points with label 'Normal' are considered as be anomalies.

(iii) **UNSW-NB15** [22]: We select data with label Normal as normal data, and rarer attack classes Backdoor, Analysis, Shellcode, Worms as anomalies.

(iv) **NSL-KDD** [33]: The combined train and test partitions of the original dataset is used, with 'Normal' class chosen as normal data and rest as anomalies.

(v) **GureKDD** [26]: The 'Normal' class label is chosen as normal data, and rest as anomalies.

### 6.1 Comparison with Baselines

To understand the effectiveness of our method, we compare the performance of our model against state-of-the-art approaches. Following previous works such as Akoglu et al. (2012) and Chen et al. (2016) average precision, calculated as area under Precision-Recall curve (auPR) is used as the metric. This provides a more complete picture than using F1 scores [10], since the knowledge of threshold - which is the percentage of anomalies - is not assumed. The following baselines are compared against.

**Deep SVDD** [28] proposed deep learning based feature extraction combined with a one class classification approach similar to OCSVM. Anomaly scores are determined as distance from the centre of the hyper-sphere, defined by points in latent space. We modify the image specific architecture to general data using 3 layered fully connected network, which is pretrained as an autoencoder.

**DAGMM** [40] combines a deep autoencoder with Gaussian mixture model to perform anomaly detection. The sample likelihood as estimated by the model is used as anomaly score. The suggested 3 layered network architecture and other parameters for the KDDCup99 data set in original work is used.

**DCN** [38] performs dimensionality reduction through a deep autoencoder and K-means clustering jointly. We use greedy layer-wise pretraining for the autoencoder to improve performance, prior to performing joint optimization. The distance of a point from its assigned cluster center is used as the anomaly score, following prior works. We use architectures similar to DAGMM and tune for the number of clusters and other training parameters.

**Deep Auto Encoder** [7]: A deep autoencoder with dropout with greedy layer-wise pretraining is used, and reconstruction loss is used as anomaly score. Previous works [36] point out that successive layers of dropout achieve a denoising effect. The network architecture used is similar to DCN.

**FAE-r**: We use field aware auto-encoder from our model with reconstruction loss as anomaly score. No any greedy layer-wise pretraining is used and network architecture are used is same as our complete model.

**OCSVM** [30] is a classification based approach, that determines a decision boundary for normal data. We use an exponential kernel for all datasets, and find setting the hyperparameter $\nu$ to 0.1 works best.

For all models, we experiment with various choices for the respective hyper parameters and report the best score. We refer the reader to Section 6.2 for more details. The experimental results are shown in Table 1. We use 10 runs, each time picking a random training and test set. Further we use 5 sets of randomly sampled anomalies for each instance. For our model CHAD, for each observed instance we pick 10 negative samples and optimize the model with Adam [17], setting learning rate to $5 \times 10^{-4}$ and batch size 256 across all datasets. The number of epochs for the three training phases are set to 50, 10 and 25 respectively. We use a generic 3-layered pyramid-like architecture for the autoencoder, with a dropout of 0.2.

In judging average performance we find our model CHAD performs better than the baselines. OCSVM provides comparable performance in some cases. However, it does not perform well for UNSW-NB15 dataset due to higher dimensionality caused by comparatively larger entity count. DAE and DCN also performs well in most cases. DAGMM however does not perform well despite its expected good performance on general data. We observe a high variance, and it can be attributed to the fact that loss metrics augmenting the latent space does not necessarily improve model expressiveness. FAE-r is shown to perform well in many cases, which demonstrates that our autoencoder captures the latent representation well. However, it performs poorly on KDDCup-N, which can be attributed to over generalization issue mentioned earlier. We find our model performs comparably or favorably in majority of cases. Our model does not perform the best for NSL-KDD, however in case of UNSW-NB15 and Gure-KDD it shows a strong advantage. However it is to be noted for all models like OCSVM, DCN we had selected the best hyper-parameters via a validation set, which is not easy to obtain in real-world scenarios. In the next section we discuss about how models like OCSVM are sensitive to bad choices of hyper-parameters.

### 6.2 Comparing the Effect of Hyperparameters

Sensitive hyperparameters, which cannot be determined apriori without a validation set [23], have a significant effect on model performance. We empirically show that competing models are highly sensitive to hyper-parameter values. The experiments are performed on the KDDCup99 dataset where all models perform well. Case in point, for OCSVM, although standard value of $\nu$ is 0.5 is used in available packages and in the original work, we find setting it to 0.1 obtains best results. Further with a smaller number of anomalies to be detected, the hyperparameter setting affects performance more drastically as shown in Figure 3(a). In case of deepSVDD, authors recommend $\nu$ between 0.01 and 0.1, but the model performance varies significantly between those bounds, and beyond that. Moreover, while the one-class objective is shown to consistently perform better in the original work, this is not always true as shown in Figure 3(a). Similarly for DCN and DAGMM, the number of clusters has a significant effect on performance. In training our model with negative samples, the count of negative samples per instance is the most significant hyper-parameter. We train our model with varying number of negative samples per instance, and
Table 1: Performance comparison w.r.t to Average Precision. On average CHAD outperforms all models with an improvement of over 9.2% over second best model. Though CHAD is not the best in KDDCup99 and NSL-KDD datasets it does provide competitive results. For KDDCup99-N, we find there is no single definitive best performing model. Experimentally we find that unlike CHAD the other models are highly sensitive to choice of hyper-parameters (refer Fig. 3) and in absence of labelled data/domain knowledge making a good choice for hyper-parameters will be difficult.

Table 2: Average Precision score of anomaly detection task, at different percentages of anomalies in the test set.

Figure 3: (a) Performance variation of competing methods to changing key hyper-parameters, for anomaly detection on KDD-Cup99 data. The standard or recommended hyperparameter settings are highlighted. (b) Effect of varying number of negative samples per instance on model performance for CHAD for all datasets.

6.4 Importance of Secondary Noise

Adding a secondary instance noise to negative samples at the latent space of the autoencoder helps in building a better model, and our experiments provides empirical evidence that affirms this. This isotropic Gaussian noise helps prevent over-fitting while training the model, which is crucial without validation sets in this unsupervised training scenario. This is evidenced by the fact that omitting the instance noise in some training runs, although the loss converges to a lower value the test time performance is lower. To better understand this, we visualize the negative samples generated for each scenario. The results are reported in Table 2. As expected, it is a more challenging task to detect anomalies when they are rarer; and our model performance improves slightly as the percentage of anomalies increase. However it is also evident that CHAD is effective in cases with very low anomaly percentages.

6.3 Varying Anomaly Content

Given anomalies can be rare, it is important to understand how our model performs with varying percentage of anomalies. For each data set, we increase the percentages of anomalies in the combined test set from 2% to 10%, to understand how our model performs in each scenario. The results are reported in Table 2. As expected, it is a more challenging task to detect anomalies when they are rarer; and our model performance improves slightly as the percentage of anomalies increase. However it is also evident that CHAD is effective in cases with very low anomaly percentages.
with low probability; we refer to the appendix for details. Note that when only few negative samples per instance are used.

Table 3: Average Precision score when using and not using instance noise at the autoencoder latent representation layer.

| Secondary noise | KDD | KDD-N | NB15 | NSL-K | Gure-K |
|-----------------|-----|-------|------|-------|--------|
| Yes             | 0.9723 | 0.9973 | 0.7874 | 0.7682 | 0.7662 |
| No              | 0.9325 | 0.9974 | 0.7887 | 0.6983 | 0.6943 |

addition of this secondary noise, which becomes more pronounced when only few negative samples per instance are used.

7 QUALITATIVE STUDY ON TIMBER TRADE DATA

Transaction data pertaining to international trade is extremely complex, where the challenge of detecting potentially suspicious activities is aggravated by lack of annotations. Our target dataset of United States imports [24] contains over a million rows spanning multiple years and over 70 attributes. With the help of our collaborating domain experts, we select relevant attributes: Carrier, ShipmentOrigin, ShipmentDestination, PortOfUnloading, PortOfLading, HSCode, VolumeTEU, Weight and ValueOfGoods. The last three are continuous attributes, while rest are categorical. Harmonized System (HS) Codes describe the type of goods traded, and help incorporating domain knowledge.

We extract three datasets denoted, where training set and test set are chronologically consecutive parts of the dataset. We filter records using HS Codes to select transactions related to timber products relevant to our use case. Data preprocessing includes removal of very low frequency entities and records with missing values, and ensuring test set contains only previously seen entities. Each of training sets contain around 125k records and categorical attributes have arity in order of hundreds to thousands. We train our model CHAD on each of the three training sets, adding an extra layer to the architecture of the autoencoder while maintaining other training parameters from previous experiments. Due to lack of labels to perform quantitative analysis, we consider the lowest scored 100 records for each test set and investigate them. Our evaluation marks a record correct if it contains entities, values or combination with low probability; we refer to the appendix for details. Note that we are considering only simple checks and more complex anomalies are possibly present, which can be revealed through further investigation. For the three sets we find respectively 77%, 86% and 91% of investigated records satisfy the criteria of the preliminary tests, demonstrating our approach is effective. We discuss some examples to illustrate this. For the record (ID 128270910), the HS Code 440341 tells us the shipment contains timber products from hardwoods such as Meranti/Shorea spp. Neither the carrier has shipped such items previously, nor is this HS Code seen to be from the origin (Chile). Further such items are not seen to be transported by the carrier through the lading port or shipped to destination (PA) previously through the unloading port. Thus the record has multiple interesting yet unexpected patterns, and is correctly scored low by our model. In the record (ID 130826624), we see items with HS Code 441872 originating in Slovenia, being transported through Italy which is an unobserved pattern. Further the carrier (CGPN), is not previously observed to transport such items from lading port (Italy) or to unloading port (NY). Thus this record should be indeed be investigated further, and is correctly pointed out by our algorithm. For the record (ID 131616261) the items have a HS Code 9503, thus can contain timber products. Given the HS Code, lading and unloading ports, the volume, weight and value have very low probability of occurring despite that none of the entities are rare. Thus the record is aptly scored low by our model. Finally, let us consider the record (ID 144960415) where items with HS Code 440799, which can contain coniferous or tropical wood, are seen unexpectedly being shipped from the lading port (Iceland). The lading port is not previously seen to ship from the origin (US), neither is the HS Code seen previously transported by the carrier (EIMU) to and from the ports of lading and unloading. Thus the record has multiple unexpected patterns, and is aptly deemed anomalous. These examples help demonstrate that our model is effective for the intended task.

8 CONCLUSION AND FUTURE WORK

Unsupervised anomaly detection in large scale real-world data is a challenging task. The approach presented in this work tries to address some of the challenges of existing models in a systematic fashion, and improvements are empirically demonstrated. We show our model CHAD, being non-parametric, can generalize to different data distributions and is not sensitive to changes in hyper-parameters. There are however further research questions we would like to address. This research being part of a larger project, our next steps are to explore a human-in-the-loop framework using our model. Also currently our model does not distinguish between rare (and new / unseen instances) and unlikely combinations. It is important to make a difference between such instances to make the system fair and unbiased. Thus moving forward we would like to explore the angle of fairness in anomaly detection. Further research questions pertaining to temporal aspects of trade data, model interpretability and understanding feature importance are also of consequence for our application. Thus these questions motivate multiple continuing future research directions for us.
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APPENDIX

A.1 Data Description
The details of the various datasets used in our experiments are provided in Table 4. All these data sets are open source belonging to network intrusion domain, however no domain knowledge is utilized.

| Data Set    | #Cat. | #Real | Train | Test | Anom. Ratio |
|-------------|-------|-------|-------|------|-------------|
| KDDCup99    | 6(85) | 35    | 68094 | 29183| 1:5         |
| KDDCup99-N  | 6(81) | 34    | 75040 | 32160| 1:5         |
| UNSW-NB15   | 5(158)| 37    | 39200 | 16800| 1:10        |
| NSL-KDD     | 7(92) | 36    | 48646 | 20848| 1:10        |
| Gure-KDD    | 8(48) | 33    | 70000 | 30000| 1:10        |

Table 4: Description of datasets used for experiments. For categorical attributes total entities are placed in parenthesis.

A.2 DAGMM Results
One of the baselines used is Deep Autoencoding Gaussian Mixture Model For Unsupervised Anomaly Detection (DAGMM) (Zong et al. (2018)). We observe a significant amount of variation in results across different runs, and is also found to be sensitive to different settings of hyperparameter as previously discussed. Though Zong et al. (2018) report state-of-art results in terms for F-1 score for KDDCup-99, the same is not seen when using Average precision as the metric. Thus in order to show that we performed faithful comparison, we show the precision, recall and F1 results for KDDCup99 dataset for DAGMM as obtained in our runs. We find that while some of the runs achieve the reported results, as shown in Table 5, the performance is not consistent.

|          | F1-score(K=2) | F1-score(K=5) |
|----------|---------------|---------------|
| Run 1    | 0.7548        | 0.8874        |
| Run 2    | 0.8764        | 0.3671        |
| Run 3    | 0.6333        | 0.9659        |
| Run 4    | 0.7136        | 0.7213        |
| Run 5    | 0.6655        | 0.8992        |
| Run 6    | 0.7985        | 0.8992        |
| Run 7    | 0.6665        | 0.9353        |
| Run 8    | 0.7233        | 0.6713        |
| Run 9    | 0.6996        | 0.8956        |
| Run 10   | 0.9350        | 0.7235        |
| Mean     | 0.7467        | 0.7757        |

Table 5: F1-scores for a set of 10 runs. It is observed the F1-scores reported by the original work are seen on some runs, it is not observed consistently and there is significant variance. The F1-scores that are approximately close to the reported values have been highlighted. The mean values for precision and recall are 0.7074, 0.7996 for K=2, and 0.7585, 0.8003 for K=5 respectively. K is the number of GMM components.

A.3 Further Details on the Qualitative Study
The trade data set of interest to us is from Panjiva Inc. The data for shipments pertaining to US import is of the period 2015 to 2017, with individual records dated by date of arrival at unloading port. Such data is obtained from the Bill of Lading (shipping or cargo manifests) which accompanies each import. A crucial component in this data is Harmonized Tariff Schedule Codes or HS Codes, which are utilized by law enforcement and customs for monitoring purposes. These are 10 digit codes with a staggered granularity. The first six digits are standard across the world, while the last four are country specific. We use the first two and four digits, to filter trade records by HS Codes. This is a high arity attribute, for instance in first dataset the arity is 1545.

The qualitative study we perform performs a conceptually simple evaluation as a first step. This evaluation is comprised of two steps. First we check all entity, pair of entities or a triplet of entities that are present in test records which are highlighted by the algorithm. If an entity is in the lowest quartile in terms of frequency, among other entities in the domain - that record is marked as a positive, since frequency distribution is highly non-uniform (skewed). Also combinations of entities that are in the lowest quartile in terms of frequency, which includes an unforeseen co-occurrence with respect to the training data - are also marked as positive outcome. The second part looks at the combination of numerical and categorical columns. Specifically, given a HS Code, and an entity or a pair of entities, for each numerical column the mean and standard deviation are calculated, provided significant number of such records (over 50) exist. For test records where the values of the numerical columns do not fall within a two standard deviation of of the mean, have values which are surprising or unexpected - and thus those records are marked positive as well. These cumulative sum is tallied against total number of records considered to calculate the “hit rate”. This is not a complete evaluation and more details can be uncovered through further inputs of domain experts, which is part of our ongoing work. But this study demonstrates the efficacy of our approach.

A.4 Programming environment
For all our experiments we use Python 3.7, running on Ubuntu 18.04. The deep learning library used is PyTorch 1.4, along with Scikit-Learn, NumPy and other standard libraries. The hardware used is multi-core CPU and GPU (Nvidia Tesla P100 16GB) for accelerated training.

A.5 Hyperparameter settings
For all data sets, our model CHAD uses the following network architectures and hyperparameters.

- Network architecture: For KDDCup99 and KDDCup99-N the network layer sizes are (64,32,16). For UNSW-NB15, NSL-KDD and Gure-KDD the layer sizes are (48,24,12), (32,16,12), (48,24,12) respectively.
- Autoencoder dropout: 0.2; Scoring MLP dropout: 0.1
- Scoring MLP network architecture used is ([l1,l2],1), with activation function tanh in the intermediate layer and sigmoid for final output. Here l1 is the dimensionality of the latent vector obtained from the autoencoder.
- Batch size: 256; Learning rate: 5 × 10^-4