How periodic driving stabilises and destabilises Anderson localisation on random trees
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Motivated by the link between Anderson localisation on high-dimensional graphs and many-body localisation, we study the effect of periodic driving on Anderson localisation on random trees. The time dependence is eliminated in favour of an extra dimension, resulting in an extended graph wherein the disorder is correlated along the new dimension. The extra dimension increases the number of paths between any two sites and allows for interference between their amplitudes. We study the localisation problem within the forward scattering approximation (FSA) which we adapt to this extended graph. At low frequency, this favours delocalisation as the availability of a large number of extra paths dominates. By contrast, at high frequency, it stabilises localisation compared to the static system. These lead to a regime of re-entrant localisation in the phase diagram. Analysing the statistics of path amplitudes within the FSA, we provide a detailed theoretical picture of the physical mechanisms governing the phase diagram.

Localisation in quantum systems [1–6] renders invalid the framework of statistical mechanics and paves the way to novel quantum phases and order in excited eigenstates [7]. Perhaps the most remarkable examples of these are the discrete time crystals in a periodically-driven (Floquet) setting [8–11]. This spatiotemporal ordering is an inherently non-equilibrium phenomenon [12] apparently impossible in systems governed by static Hamiltonians [13]. While ergodic Floquet systems generically heat up to a featureless “infinite-temperature” state [14, 15], breaking ergodicity robustly via disorder-induced localisation prevents this heat death [16–19].

Understanding the mechanisms that might stabilise or destabilise localisation in the presence of periodic driving is therefore a question of immanent interest.

While the problem of many-body localisation (driven or otherwise) can also be equivalently viewed as one of single-particle localisation on the high-dimensional Fock-space graph, strong correlations in the latter render it qualitatively different from conventional Anderson localisation on such graphs [20, 21]. Nevertheless, a natural step towards a theoretical understanding of the mechanism governing localisation in Floquet systems is to analytically study a simpler problem in a more controlled setting – the fate of Anderson transitions and localisation on high-dimensional graphs. We, therefore, study Floquet tight-binding models defined on random high-dimensional graphs which are generally tree-like locally. In particular, the model we consider is described by a time-periodic (with period $T = 2\pi/\omega$) Hamiltonian,

$$H(t) = H_0 + H_1 \cos(\omega t),$$

with $H_0 = H_{\text{hop}} + H_{\text{dis}}$ and $H_1 = H_{\text{hop}}$. $H_{\text{hop}}$ describes the hopping while $H_{\text{dis}}$ the onsite disorder,

$$H_{\text{hop}} = \Gamma \sum_{(\alpha, \beta)} |\alpha\rangle \langle \beta| + \text{H.c.; } H_{\text{dis}} = \sum_{\alpha} \epsilon_\alpha |\alpha\rangle \langle \alpha|,$$

respectively where $\langle\alpha, \beta|$ denotes links between pairs of sites on the graph, and the random potentials are drawn from a distribution with width $W$. Undriven cousins of

![FIG. 1. (a) The Shirley picture for a driven tight-binding model on a tree. The different copies of the tree are indexed by $n$. The blue line shows the static path between the root site and another, say $\alpha_0$ and $\alpha_d$, whereas the different coloured lines show some of the driving-induced paths between the root site and the same site’s copy, $|\alpha_d, n\rangle$, on other Shirley layers. (b) Schematic of the FSA amplitude on sites $|\alpha_d, n\rangle$ starting from $|\alpha_0, 0\rangle$. The amplitudes on the former can be both positive and negative so they can interfere to give the total amplitude $\psi_{\alpha_d} \propto \sum_n \psi_{\alpha_d, n}$. (c) Summary of the localisation phase diagram in the $(\Gamma, \omega)$ plane for the model in (a). At high frequencies, driving favours localisation and enhances the critical hopping compared to the static case, $\Gamma_c$, whereas at low frequencies, it favours delocalisation and $\Gamma_c$ decreases with decreasing $\omega$.](cond-mat/1201.0018v1)
the model in Eq. 1, i.e. disordered tight-binding models on trees and random regular graphs have long served as archetypes for localisation transitions and related phenomena on high-dimensional graphs, allowing for a remarkable amount of theoretical progress [22–37].

Following the approach pioneered by Shirley [38, 39], the periodic time-dependence of a Hamiltonian of the form (1) can be eliminated in favour of an extra dimension. Generalising the Forward Scattering Approximation (FSA) [40] to this Shirley picture, we focus on the additional paths (compared to the static case) the extra dimension allows for between any two physical sites on the graph. The interplay between these extra paths becoming available and their interference results in an amplification or attenuation of the amplitude relative to that of the static one. We provide analytical estimates for the locations of Anderson transitions in the hopping strength–frequency plane, Fig. 1. The phase diagram exhibits a characteristic re-entrant localised portion.

The remainder of this paper is organised as follows. We first recapitulate the Shirley formalism, showing how the time dependence is eliminated in favour of an extra dimension, then generalise the FSA to this situation. We then provide numerical evidence for the localisation phase diagram (Fig. 1(c)), followed by analytical arguments elucidating the mechanisms underpinning it.

The problem in the Shirley picture maps to a new undriven system on an infinite ladder where each rung corresponds to a copy of the static part of the Hamiltonian $H_0$ with the $n$th rung shifted in energy by $n\omega$, and the driving Hamiltonian, $H_1$, mediating hopping between the rungs. Thus the new system lives on an extended graph with one additional dimension. This time-independent Hamiltonian, for the model described by Eqs. 1 and 2, takes the form

$$H_F = \Gamma \sum_{\langle \alpha, \beta \rangle, n} \sum_{s=0, \pm 1} \left[ |\alpha, n \rangle \langle \beta, n + s | + \text{H.c} \right] + \sum_{\alpha, n} (\epsilon_\alpha + n\omega) |\alpha, n \rangle \langle \alpha, n |,$$

where $|\alpha, n \rangle = |\alpha \rangle \otimes |n \rangle$ denotes a state localised on physical site $\alpha$ and Shirley rung $n$. Solutions of the time-dependent Schrödinger equation $(i\partial_t - H(t)) |\phi(t) \rangle = 0$ can be written as $|\phi_\alpha(t) \rangle = e^{i\Omega \alpha t} \sum_n |\varphi_\alpha^{(n)} \rangle e^{in\omega t}$, where $|\varphi_\alpha^{(n)} \rangle = \sum_{n=-\infty}^{\infty} |\varphi_\alpha^{(n)} \rangle \otimes |n \rangle$ is an eigenstate of the time-independent Hamiltonian (3) with eigenvalue $\Omega_\alpha$ and $|\varphi_\alpha^{(n)} \rangle$ is a state living in a single rung.

Physically, the hopping between different rungs corresponds to the system gaining or losing energy in integer multiples of $\omega$. Thus additional processes, or in the time-independent picture, additional paths are made available to hop and delocalise away from a site $\alpha$ by the driving, see Fig. 1 for a visual representation. The question of localisation for the driven system (1) is now mapped onto one for the time-independent system (3) with one extra dimension, which we will study within the FSA.

We begin by briefly describing the FSA for a static system. For a state initially (in the absence of hopping) localised at $\alpha_0$, the FSA estimates the amplitude on some other site, $\alpha_d$ at distance $d$, upon perturbatively including the effects of hopping by summing over all the shortest paths between the two sites. It is thus a stability analysis of the localised phase at $\Gamma = 0$ for $\Gamma \neq 0$ [40]. The amplitude $\psi_{\alpha_d}$ is

$$\psi_{\alpha_d} = \sum_{p: \alpha_0 - \alpha_d} \prod_{\beta \in p} \frac{\Gamma}{\epsilon_\beta - \epsilon_{\alpha_0}},$$

where the sum is over all the shortest paths from $\alpha_0$ to $\alpha_d$. Breakdown of localisation is indicated by the probability (over disorder realisations) of the state spreading to at least one site at arbitrarily large distance $d$ approaching unity. Defining $|\psi_d|^2 = \max_{\alpha_d} |\psi_{\alpha_d}|^2$, the maximum amplitude over all sites at a given distance, the delocalisation criterion is

$$\lim_{d \to \infty} P \left( \frac{\ln |\psi_d|^2}{2d} > -\xi^{-1} \right) \to 1,$$

where $\xi$ is the localisation length. Defining $A_{\alpha_d} = \ln |\psi_d|^2/2d - \ln (\Gamma/W)$ and $A_d = \max_{\alpha_d} A_{\alpha_d}$, the critical point $(\Gamma/W)_c$ can be expressed, using Eq. 5, as

$$\lim_{d \to \infty} P(A_d > -\ln(\Gamma/W)_c) \to 1 \quad \Rightarrow \quad \lim_{d \to \infty} C(A_d = -\ln(\Gamma/W)_c) \to 1 \quad (6)$$

where $C(A_d)$ is the cumulative distribution and we have used the fact that the localisation length $\xi$ diverges at the transition. In other words, if $P(A_d)$ is peaked at some value $A_d$ then the critical point is at $\ln(\Gamma/W)_c = -(A_d)$. Note that, as in the static case, taking the maximum amplitude over all sites at distance $d$ overestimates the critical disorder, resulting in an upper bound.

For the driven system at the $\Gamma = 0$ limit, the $|\varphi_\alpha \rangle$ are all localised on a single physical site and a single rung. Switching on $\Gamma$ allows for hopping to other sites and rungs. There is however one difference from the static case: for stroboscopic time evolution, $t = kT$ with integer $k$, $|\phi_\alpha(kT) \rangle = e^{i\Omega_\alpha kT} \sum_n |\varphi_\alpha^{(n)} \rangle$. Thus, the amplitude at a physical site $\alpha$ will depend on the amplitudes on all rungs, $\sum_n |\varphi_\alpha^{(n)} \rangle$, implying that the probability amplitude of the state spreading to physical site $\alpha_d$ is $\psi_{\alpha_d} = \sum_n \psi_{\alpha_d,n}$ where $\psi_{\alpha_d,n}$ is the amplitude on site $\alpha_d$ and Shirley rung $n$.

To each path in the static system between two sites, say $\alpha_0 \rightarrow \alpha_1 \rightarrow \cdots \alpha_d$, there correspond $4^d$ paths in the driven system because at each hop in physical space the rung can change by $0$ or $\pm 1$ due to our model being monochromatically driven. Thus, these paths all originate at $|\alpha_0, 0 \rangle$ and terminate at $|\alpha_d, n_d \rangle$ with $n_d \in [-d, d]$ [41].
The total amplitude, \( \psi_{\alpha_d} \) due to all these paths can then be written as

\[
\psi_{\alpha_d} = \sum_{p: \alpha_0 = \alpha_d} \sum_{q=1}^{d^d} \prod_{i \in p} \frac{\Gamma}{\Delta_i + n_i(q) / \omega},
\]  

where \( \Delta_i = \epsilon_{\alpha_i} - \epsilon_{\alpha_0} \), the first sum (over \( p \)) is over the physical paths between \( \alpha_0 \) and \( \alpha_d \), the second sum (over \( q \)) is over the Shirley paths corresponding to the physical path \( p \), \( \alpha_i \) is the physical site on the \( i \)th step of the path, and \( n_i(q) \) is the rung index of the path \( q \) at step \( i \) [42].

The delocalisation criterion for the driven system is then identical to that in Eq. 5 but with the FSA amplitude obtained in the Shirley picture from Eq. 7. In the notation used in Eq. 7, the path present in the static case is the one for which \( n_i(q) = 0 \) for all \( i \).

It is important to distinguish between the various interference effects at play here. For a given \( n \), \( \psi_{\alpha_d,n} \) receives contributions from multiple paths, each of which can be written as \( |\alpha_0, n_0 \rangle \rightarrow \ldots \rightarrow |\alpha_j, n_j \rangle \rightarrow \ldots \rightarrow |\alpha_d, n_d \rangle \) with \( n_0 = 0 \) and \( n_d = n \). In particular, there are (i) different physical paths that follow the same Shirley rungs, so the \( \alpha_j \) are different for each path for \( j \neq 0, d \) but the \( n_j \) the same for all--this is present for the static case too; (ii) the same physical path on different rungs, so the \( \alpha_j \) are the same for all but the \( n_j \) different. In addition, (iii) since \( \psi_{\alpha_d,n} = \sum_n \psi_{\alpha_d,n} \), the FSA amplitudes \( \psi_{\alpha_d,n} \) on different rungs interfere with each other. Crucially, neither of (ii) and (iii) is present for the static case [43]. Eq. 7 manifestly takes all of these kinds of interference into account.

In order to single out the effect of periodic-driving and interference between the Shirley paths, we take our physical graph to be a rooted tree, which has no loops. Then there exists a unique shortest physical path between any two sites of the graph, removing the interference effect labelled (i) above and leaving only the driving-induced effects (ii) and (iii).

For a tree with average branching number \( K \) [44], there are \( K^d \) sites at distance \( d \) from the root and one needs the probability distribution of the maximum amplitude over these \( K^d \) sites, see above Eq. 5. As the amplitudes on each of these sites are independent and identically distributed with \( P \), denoting this distribution by \( P_{\max} (\Lambda_d) \), one finds

\[
P_{\max} (\Lambda_d) = K^d [C(\Lambda_d)]^{K^d-1} P(\Lambda_d),
\]  

with \( P, C \) the distribution and cumulative distribution for a single site. Equivalently, \( C_{\max} (\Lambda_d) = [C(\Lambda_d)]^{K^d} \). It is thus possible to compute \( P_{\max} (\Lambda_d) \) or \( C_{\max} (\Lambda_d) \) for arbitrary \( K \) by considering only single physical paths of length \( d \). We, therefore, use the notation \( \Lambda_d \) for both the amplitude of a single physical path and the maximum amplitude. The FSA for the former in the Shirley picture can be efficiently implemented using a transfer matrix [45].

In Fig. 2 we show the numerical results from the FSA in the Shirley picture. The inset in panel (a) shows that the distributions \( P(\Lambda_d) \) sharpen with increasing \( d \). This is manifested in the cumulative distributions, \( C(\Lambda_d) \) for various \( d \) crossing at a particular value of \( \Lambda_d \) as evidenced in panel (a). The crossing point from Eq. 6 can be inferred to be \( \ln(W/\Gamma_c) \), yielding the critical point. The critical \( \Gamma_c/W \) so obtained is shown as a function of the frequency \( \omega \) in panel (b). There are two crucial features of note: (i) For \( \omega/W \gg 1 \), \( \Gamma_c/W \) is larger than that of the undriven system, \( \Gamma_c/W \). Thus, in this regime, the...
periodic driving enhances the localised phase. (ii) In the regime of $\omega/W \lesssim 1$, $\Gamma_c/W$ decreases with decreasing $\omega$ and is, in fact, much smaller than $\Gamma_r/W$. Hence, in this regime, the driving suppresses the localised phase, favouring delocalisation, and parametrically so with decreasing $\omega$.

In the following we present analytical arguments which give insight into the aforementioned behaviour of $\Gamma_c$ with $\omega$. As the distributions for a system with arbitrary $K$ are simply related to that for a single physical path via Eq. 8, which leads to the qualitative behaviour of $\Gamma_c$ with $\omega$ being the same for all $K$, it suffices to analyse the FSA amplitudes for different Shirley paths corresponding to a single physical path $\alpha_0 \rightarrow \alpha_1 \rightarrow \cdots \alpha_d$. It will be useful to write $\Lambda_d = \ln(|\sum_{q=1}^d w_q|^2)/2d$, where $(\Gamma/W)^d w_q$ is the amplitude of Shirley path $q$. Further, since the distribution of $\Lambda_d$ gets sharper with increasing $d$, one may take $\lim_{d \to \infty} \langle \Lambda_d \rangle = -\ln(\Gamma/W)c$. It will also be useful to decompose $\Lambda_d$ into ‘direct’ and ‘interference’ terms,

$$
\Lambda_d = \frac{1}{2d} \ln \sum_{q} w_q^{*2} + \frac{1}{2d} \ln \left( 1 + \frac{\sum_{q \neq q'} w_q w_{q'}^{*}}{\sum_{q} w_q^{*2}} \right),
$$

We first turn to the low-frequency regime, $\omega/W \ll 1$. We may drop the interference between the paths, approximating $\Lambda_d \approx \Lambda_d^{\text{dir}}$ in this regime. This is justified because [45], firstly, for $\omega/W \ll 1$, $|\Lambda_d^{\text{int}}| \ll |\Lambda_d^{\text{dir}}|$ and secondly $\Lambda_d^{\text{int}} < 0$ so that ignoring it overestimates $(W/\Gamma)c$, consistent with the general bounds placed by the FSA.

For a given path $q$, $|n_{\alpha_i}^{(q)} - n_{\alpha_i+1}^{(q)}| = 0$ or $1$, so a path selected at random from all possible paths is a simple random walk with $\alpha$ playing the role of time. On the other hand, the $\epsilon_{\alpha}$ are uncorrelated for different $\alpha$. We define a physical site $\alpha_i$ to be resonant on Shirley rung $n_{\alpha_i}^{(q)}$ if $|\Delta_i - n_{\alpha_i}^{(q)}\omega| < \omega$ such that all the resonances lie within a strip of width $W/\omega$ in the Shirley direction (see Fig. 3). Hence, for a typical path, the probability of a resonance vanishes after $\gg (W/\omega)^2$ steps since by then the random walk is well outside the strip of resonances. Although in the limit of $d \to \infty$, a fraction tending to 1 of these paths eventually do escape this strip eliminating the possibility of a resonance, driving can still cause delocalisation as $\Lambda_d$ consists of a sum of the contributions of the paths and not an average. One thus needs to consider an effective number of paths $N_q$ which is the sum, over all the paths, of the fraction of each path spent inside the strip.

For simplicity, consider a single path lying entirely within the strip. As it meanders along the strip (Fig. 3) the probability it picks up a resonance per step is constant, $\rho(\omega)$, the same for all steps (due to the uncorrelated nature of the $\epsilon_{\alpha}$). A path of length $d$ will therefore pick up $\mu = \rho(\omega)d$ resonances on average. Over the ensemble of all paths lying entirely in the strip, the probability that a given path has $r$ resonances is Poisson, $P_r = \exp(-\mu/\rho)\mu^r/r!$. Finally, for a given path $q$, $w_q = \prod_{i=1}^d (\Delta_i + n_{\alpha_i}^{(q)})^{-1}$, we replace the factor for $\alpha_i$ with $1/W$ if $\alpha_i$ is off-resonant, $1/\omega$ if resonant; thus a path with $r$ resonances will have $w_q \approx (W/\omega)^{2r}$. From all the above together, we have $\Lambda_d \approx \frac{1}{2d} \ln \left( N_{\text{eff}}^{(q)} \sum_{r=0}^d P_r\frac{w_q^{2r}}{W^q} \right)$. In the limit of $d \to \infty$,

$$
\lim_{d \to \infty} \Lambda_d \approx c - \frac{1}{2} \rho(\omega) \left( 1 - \frac{W^2}{\omega^2} \right),
$$

where $c = \lim_{d \to \infty} \ln(N_{\text{eff}}^{(q)})/2d$ is an $O(1)$ constant [45]. As a site $\alpha_i$ on some path $q$ is resonant when $|\Delta_i + n_{\alpha_i}^{(q)}|$ is within $\omega$, a rough estimate for the probability of a resonance $\rho(\omega)$ is $\omega/W$. With this estimate, the localisation critical point is

$$
(\Gamma/W)c \approx a \exp(-bW/\omega),
$$

where $a$ and $b$ are constants. Thus, in this regime, driving destabilises the localised phase (suppressing $\Gamma_c$) as one might expect [16, 17, 19]. Note that this is a result of the competition between the increase in the number of resonances (since $\rho(\omega) = \omega/W$) and the reduction of their strength $(1/\omega)$ as $\omega$ increases.

Next we turn to the high-frequency regime, $\omega/W \gg 1$, where the driving enhances localisation as indicated by the increase in $\Gamma_c$ compared to $\Gamma_r$. We first note that for $\omega = \infty$, only the static path contributes, the amplitude for which we denote as $w_s$. We will therefore use it as a reference and consider the effect of deviations from it. For large $\omega/W \gg 1$, Shirley paths that deviate from the static path at $x$ sites have an amplitude relative to the static one suppressed parametrically as $O((W/\omega)^x)$. The leading order contribution (at $O((W/\omega)^2)$ ) can be shown to be [45]}

$$
\Lambda_d(\omega) \approx \frac{1}{2d} \ln \left[ w_s^{2} \left( 1 - \frac{4}{\omega^2} \sum_{i=1}^d \Delta_i^2 + \frac{\Delta_{d-1}\Delta_d}{\omega^2} \right) \right].
$$

Equation 12 already shows that $\Lambda_d$ in the presence of driving is smaller than that of the static case, $\Lambda_d^s = \ln w_s^{2}/2d$, for any disorder realisation indicating an enhancement of the localised phase. Using the fact that the $\Delta_i$’s are independent of each other and $\omega/\Delta_i \gg 1$, Eq. 12 gives

$$
\langle \Lambda_4(\omega) \rangle \overset{d \gg 1}{\approx} \langle \Lambda_4^s \rangle - 4W^2/\omega^2.
$$

Since the distribution of $\Lambda_d$ sharpens with increasing $d$ (see Fig. 2(a)), it seems reasonable to assume that $\lim_{d \to \infty} \langle \Lambda_d \rangle = -\ln(\Gamma/W)c$, as such Eq. 13 yields,

$$
\Gamma_c(\omega) \approx \Gamma^s e^{4W^2/\omega^2}.
$$
The result in Eq. 14 explicitly shows the increase in $\Gamma_c$ from $\Gamma^2$ and the enhancement of the localised phase.

The mechanism behind the driving-induced suppression of the total FSA amplitude can be understood as follows. For every site $\alpha_i$ on the physical path, there exists a pair of Shirley paths with $n_\alpha(i) = \pm \delta_{ij}$. If we consider, without loss generality, $\Delta_j > 0$, then $\Delta_i \gtrless \omega \gtrsim 0$ with $|\Delta_i + \omega| > |\Delta_i - \omega|$. Hence, the path whose amplitude has the opposite (same) sign to the static path has a higher (lower) magnitude. The total amplitude is thus suppressed compared to the static case. However, the correction turns out to be $O(1/\omega^2)$ so that one has to take into account all paths which deviate at up to two sites from the static path.

The physical picture and the derivation of Eq. 12 suggest that this generalises to pairs of paths that deviate at multiple sites from the static path, but with opposite signs of the Shirley rung indices. While the quantitative result in Eq. 14 can change upon including higher-order (in $1/\omega$) contributions, localisation enhancement is expected to stay robust; however, a concrete analytical demonstration remains for future work.

In summary, we have addressed the problem of Anderson localisation on driven, disordered trees using the FSA on an extended Shirley graph by eliminating the time-dependence of the Hamiltonian in favour of an extra dimension. The interplay between the availability of additional paths due to the driving and their interference yields a non-trivial localisation phase diagram; in the high-frequency regime, the localised phase is stabilised relative to the undriven case, so that there is localisation for weaker disorder than in the static case, whereas in the low-frequency regime driving destabilises localisation and increases the strength of the disorder required for localisation.

A natural next step towards addressing the stability towards driving of many-body localisation due to either correlations in Fock-space disorder [20] or constraints in the Fock-space graph [46] would be to incorporate the effect of multiple static paths between any two sites, rather than focus on purely tree-like structures as we have done here. It is also conceivable that the framework discussed here can be used to analyse the problem of localisation or lack thereof in quasi-periodically driven systems where one would require multiple Shirley directions, one for each of the frequencies present in the drive.
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Supplementary material: How periodic driving stabilises and destabilises Anderson localisation on random trees

Transfer matrix for FSA in Shirley picture

We briefly describe the transfer matrix implementation of the FSA in the Shirley picture for a single physical path \( \alpha_0 \rightarrow \alpha_1 \rightarrow \cdots \alpha_d \). The transfer matrix acts on a space of \((d + 1) \times (2d + 1)\) sites on the Shirley graph as there are \( d + 1 \) physical sites and \(2d + 1\) Shirley rungs \( n \in [-d, d] \). We first introduce a matrix \( \mathcal{A} \) proportional to the adjacency matrix of the directed Shirley graph. The directed-ness of the graph stems from the fact that amplitude from site \((\alpha_i, n)\) can only be transported to \((\alpha_{i+1}, n+s)\) with \( s = \pm 1, 0 \) and not back. Formally,

\[
\mathcal{A} = \mathcal{D} \sum_{i=0}^{d-1} \sum_{n=-d}^{d} \sum_{s=\pm 1, 0} |\alpha_{i+1}, n+s\rangle \langle \alpha_i, n| .
\] (S1)

Additionally, we introduce a diagonal matrix defined on the vertices of the graph as

\[
\mathcal{D} = \sum_{i=0}^{d} \sum_{n=-d}^{d} (\epsilon_{\alpha_i} + n\omega - \epsilon_{\alpha_0})^{-1} |\alpha_i, n\rangle \langle \alpha_i, n| .
\] (S2)

The transfer matrix then given by

\[
\mathcal{T} = \mathcal{D} \mathcal{A} ,
\] (S3)

such that for the initial state \( |\psi_0\rangle = |\alpha_0, 0\rangle \), we have

\[
\mathcal{T}^\psi |\psi_0\rangle = \sum_{x} |\omega_{\alpha_x, n} \alpha_{x, n}\rangle
\] (S4)

where \( \omega_{\alpha_x, n} \)'s are the FSA amplitudes of interest.

FSA amplitudes at high-frequency

In this section, we present the details of the derivation of Eq. 12 at leading order. Since, the Shirley Hamiltonian \((3)\) is invariant under \( \omega \rightarrow -\omega \), the leading order correction is expected to be \( \mathcal{O}(1/\omega^2) \); hence we consider all the paths that deviate from the static path at at most two sites. As a matter of notation, the amplitude of a path that deviates from the static path at site \( \alpha_i \), such that \( n_{\alpha_i}^{(q)} = \pm 1 \) will be denoted as \( w_{i,\pm} \). The paths that deviate at exactly two sites from the static path are also forced to have \( n_{\alpha_i}^{(q)} = \pm 1 \) except for the two paths where \( n_{\alpha_{d-1}}^{(q)} = \pm 1 \) and \( n_{\alpha_d}^{(q)} = \pm 2 \). We denote the amplitude of paths that deviate at sites \( \alpha_i \) and \( \alpha_j \) with \( n_{\alpha_i}^{(q)} = \pm 1 \) and \( n_{\alpha_j}^{(q)} = \pm 1 \) as \( w_{i,\pm j,\pm} \). Additionally, we denote the amplitudes of the two paths with \( n_{\alpha_d}^{(q)} = \pm 1 \) and \( n_{\alpha_d}^{(p)} = \pm 2 \) as \( w_{d,\pm}^{(2)} \) and \( w_{d,\pm}^{(2)} \) respectively. With this notation, to \( \mathcal{O}(1/\omega^2) \), \( G = (\sum_q w_q)^2 \) can be written as

\[
G = w_s^2 + 2w_s^2 \sum_{i=1}^{d} \left( \frac{\Delta_i}{\omega^2} \right) + 2w_s^2 \sum_{i,j} \frac{\Delta_i \Delta_j}{\omega^2} + 2w_s^2 \sum_{i,j} \frac{\Delta_i \Delta_j}{\omega^2} + \text{higher order terms},
\] (S5a)

\[
+ 2w_s^2 \sum_{i,j} \frac{\Delta_i \Delta_j}{\omega^2} + 2w_s^2 \sum_{i,j} \frac{\Delta_i \Delta_j}{\omega^2} .
\] (S5b)

Using \( \Delta_i \equiv \epsilon_i - \epsilon_0 \), the amplitudes \( w_{i,\pm} \) and \( w_{i,\pm j,\pm} \) can be related to \( w_s \) as

\[
w_{i,\pm} = w_s \frac{\Delta_i}{\omega \pm \Delta_i} , \quad w_{i,\pm j,\pm} = w_s \frac{\Delta_i \Delta_j}{(\Delta_i \pm \omega)(\Delta_j \pm \omega)} .
\] (S6)

and

\[
w_{d,\pm}^{(2)} = w_s \frac{\Delta_{d-1} \Delta_d}{(\Delta_{d-1} \pm \omega)(\Delta_d \pm 2\omega)} .
\] (S7)

Using Eqs. S6 and S7, and \( \omega \gg \Delta_i \) in Eq. S5, we have

\[
G = w_s^2 \left( 1 - \frac{4}{\omega^2} \sum_{i=1}^{d} \frac{\Delta_i^2}{\omega^2} + \frac{\Delta_{d-1} \Delta_d}{\omega^2} \right) ,
\] (S8a)

\[
- 4w_s^2 \sum_{i=1}^{d} \frac{\Delta_i^2}{\omega^2} - 2w_s^2 \sum_{i,j} \frac{\Delta_i \Delta_j}{\omega^2} + w_s^2 \frac{\Delta_{d-1} \Delta_d}{\omega^2} .
\] (S8b)

The terms in Eqs. S8a, S8b, and S8c correspond exactly to their counterparts in Eqs. S5a,S5b, and S5c respectively (The summation in Eq. S5c vanishes.). Equation S8 can be reorganised to yield

\[
G = w_s^2 \left( 1 - \frac{4}{\omega^2} \sum_{i=1}^{d} \frac{\Delta_i^2}{\omega^2} + \frac{\Delta_{d-1} \Delta_d}{\omega^2} \right) ,
\] (S9)

which directly leads to Eq. 12.

More on the statistics of Shirley path amplitudes

In this section, we present some more results on the statistics of Shirley path amplitudes. We first show evidence that with decreasing \( \omega \), the number of paths that contribute to the FSA amplitudes increases qualitatively. To this end, we define an effective inverse participation ratio

\[
\mathcal{I} = \sum_q \left( \frac{|w_q|}{\sum_{q'} |w_{q'}|^2} \right)^2 .
\] (S10)
The total probability that a path is inside the strip of resonances at distance $x$ is given by

$$m_x = \int_{-W/\omega}^{W/\omega} dn \, \mathcal{P}_{n_x}(n) \approx \text{Erf} \left[ \frac{W}{\omega} \sqrt{\frac{3}{2x}} \right]. \quad (S12)$$

Since, the total number of paths is $3^d$, the effective number of paths $N_q^{\text{eff}}$ is

$$N_q^{\text{eff}} = 3^d \frac{1}{d} \int_0^d dx \, m_x, \quad (S13)$$

as such in the limit of $d \to \infty$, we have

$$\lim_{d \to \infty} \frac{1}{2d} \ln N_q^{\text{eff}} = \ln \sqrt{3} \equiv c. \quad (S14)$$

**Effective number of paths in low-frequency regime**

We show, in this section, that $\lim_{d \to \infty} \ln(N_q^{\text{eff}})/2d = c$ where $c$ is a constant and $N_q^{\text{eff}}$ is the total length of all paths spent inside the resonant strip, $|n| < W/\omega$. We compute $N_q^{\text{eff}}$ as follows. At distance $x$, let us the denote the probability that a path passes through rung $n_x$ as $\mathcal{P}_{n_x}$, which is given by the trinomial distribution

$$\mathcal{P}_{n_x}(n) = \sum_{a,b=0}^{x} \frac{\delta_{a-b,n}}{3^x} \frac{x!}{a! \, b! \, (x-a-b)!}, \quad (S11)$$

with $x \geq 1$.
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FIG. S1. (a) The IPR defined in Eq. S10. The scaling with $N = 3^d$ shows that with decreasing $\omega$, qualitatively more paths contribute to the total amplitude. (b) The behaviour of $\langle \Lambda_d \rangle$ (red), $\langle \Lambda_d^{\text{dir}} \rangle$ (green) as a function of $\omega$. The different markers and colour-intensities show $d = 8$ to $d = 16$, all of which are well converged with $d$.

In the limit of $\omega \to 0$, when there is only one path (the static path) with a finite amplitude, we expect $I \sim N^0$ with $N = 3^d$ the total number of paths. On the other hand, in the limit of $\omega \to 0$, where all the Shirley paths are equivalent, we expect $I \sim N^{-1}$. The results shown in Fig. S1(a) suggest that $I \sim N^{-\alpha}$ with $\alpha$ growing with decreasing $\omega$. This implies that the total FSA amplitude is more and more delocalised over all the Shirley paths as $\omega$ is decreased.

In the main text, we had decomposed $\Lambda_d = \Lambda_d^{\text{dir}} + \Lambda_d^{\text{int}}$, where the first term is the direct term and the second term encodes the interferences between the paths. In Fig. S1(b), we show the behaviour of $\langle \Lambda_d \rangle$, $\langle \Lambda_d^{\text{dir}} \rangle$, and $\langle \Lambda_d^{\text{int}} \rangle$ with $\omega$. With increasing $\omega$, since fewer paths contribute and the strength of each resonance also weakens, $\langle \Lambda_d^{\text{dir}} \rangle$ decreases monotonically. On the other hand, $\langle \Lambda_d^{\text{int}} \rangle$ is a non-monotonic function of $\omega$, which leads to the eventual non-monotonicity in $\Gamma_c$ as a function of $\omega$ as explain in the main text. Note that for $\omega/W \ll 1$, $\langle \Lambda_d^{\text{int}} \rangle \ll \langle |\Lambda_d^{\text{dir}}| \rangle$ and also $\langle \Lambda_d^{\text{int}} \rangle < 0$ which justifies approximating $\Lambda_d \approx \Lambda_d^{\text{dir}}$ in the low-frequency regime.