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Abstract. Let $P_1, \ldots, P_m \in \mathbb{Z}[y]$ be polynomials with distinct degrees, each having zero constant term. We show that any subset $A$ of $\{1, \ldots, N\}$ with no nontrivial progressions of the form $x, x + P_1(y), \ldots, x + P_m(y)$ has size $|A| \ll N/(\log \log N)^{c_{P_1,\ldots,P_m}}$. Along the way, we prove a general result controlling weighted counts of polynomial progressions by Gowers norms.

1. Introduction

For any polynomials $P_1, \ldots, P_m \in \mathbb{Z}[y]$, let $r_{P_1,\ldots,P_m}(N)$ denote the size of the largest subset of $[N] := \{1, \ldots, N\}$ containing no progressions of the form $x, x + P_1(y), \ldots, x + P_m(y)$ with $y \neq 0$. Bergelson and Leibman [2] showed that $r_{P_1,\ldots,P_m}(N) = o_{P_1,\ldots,P_m}(N)$ whenever $P_1, \ldots, P_m \in \mathbb{Z}[y]$ all have zero constant term. This is a polynomial generalization of Szemerédi’s theorem [18] on arithmetic progressions, which states that $r_{y,2y,\ldots,(k-1)y}(N) = o_k(N)$ for every $k \in \mathbb{N}$. While quantitative bounds in Szemerédi’s theorem for all $k \in \mathbb{N}$ are known due to work of Gowers [4, 5], no bounds are known in general for the Bergelson–Leibman theorem.

In this paper, we prove quantitative bounds for $r_{P_1,\ldots,P_m}(N)$ whenever $P_1, \ldots, P_m$ have distinct degrees, giving the first quantitative version of the Bergelson–Leibman theorem for this class of progressions.

Theorem 1.1. Let $P_1, \ldots, P_m \in \mathbb{Z}[y]$ be polynomials with distinct degrees, each having zero constant term. We have

$$r_{P_1,\ldots,P_m}(N) \ll \frac{N}{(\log \log N)^{c_{P_1,\ldots,P_m}}}$$

for some $c_{P_1,\ldots,P_m} > 0$.

Quantitative versions of the Bergelson–Leibman theorem were previously known in only four special cases. Any polynomial progression involving only linear polynomials is a sub-progression of some arithmetic progression, so that bounds for Szemerédi’s theorem (such as the current best bounds of Bloom [3] for 3-term progressions, Green and Tao [8] for 4-term progressions, and Gowers [4] for longer progressions) imply bounds for the linear case. Bounds for 2-term progressions were shown by Sárközy [15, 16], Balog, Pelikán, Pintz, and Szemerédi [11], Slijepčević [17], and Lucier [9], with the current best bound due to Rice [14]. Bounds for arithmetic progressions with common difference equal to a perfect power, and thus all subprogressions of such progressions, were shown by Prendiville [13]. Finally, bounds for the progression $x, x + y, x + y^2$ were recently shown by the author and Prendiville [12].

Theorem 1.1 brings our knowledge of the polynomial Szemerédi theorem in the integers more in line with what is known in finite fields. In this setting, the author [11] proved power-saving bounds for the size of subsets of $\mathbb{F}_p$ with no nontrivial polynomial progressions.
$x, x + P_1(y), \ldots, x + P_m(y)$ whenever $P_1, \ldots, P_m \in \mathbb{Z}[y]$ are affine-linearly independent. The proof of Theorem 1.1 involves adapting the central idea of [11] to the integer setting. Such an adaptation was first done in [12] to deal with the special case of the progression $x, x+y, x+y^2$. It turns out that the assumption that $P_1, \ldots, P_m$ have distinct degrees in Theorem 1.1 is the exact condition needed to adapt the argument of [11] to the integers in full. We will say more about why this is the case in Section 3.

We now briefly discuss the proof of Theorem 1.1 in comparison to the arguments in [11] and [12]. The proof of Theorem 1.1 proceeds via a density increment argument where, as in [12], it is shown that any subset of $[N]$ with no nontrivial polynomial progressions has increased density on a long arithmetic progression with very small common difference. This is done by following the strategy for proving quantitative bounds in the polynomial Szemerédi theorem originating in [11], which is to first show that the count of polynomial progressions in a set is controlled by some Gowers $U^s$-norm, and then to show that, in certain situations, one can combine this $U^s$-control with understanding of shorter progressions to deduce $U^{s-1}$-control. We refer to this second part of the argument as a “degree-lowering” result. A key feature of the proof of the degree-lowering result is that, while the $U^s$-norm plays a role in the argument for arbitrarily large $s$, it bypasses the use of any inverse theorems for uniformity norms of degree greater than 2. Starting with control by any $U^s$-norm, one can repeatedly apply the degree-lowering result to deduce control in terms of the $U^2$- or $U^1$-norm, which are much easier to deal with than higher degree uniformity norms.

In contrast to the finite field situation of [11], the main challenge in this paper is to first prove that the count of polynomial progressions is controlled by some $U^s$-norm. By using repeated applications of the van der Corput inequality following Bergelson and Leibman’s PET induction scheme, we can prove control in terms of an average of a certain family of Gowers box norms. In [22], Tao and Ziegler use the results of their paper on concatenation [21] to prove that such an average is qualitatively controlled by a global $U^s$-norm, but with no quantitative bounds. The results of [21] are purely qualitative, and so not suitable for our purposes. In this paper, we prove a new quantitative concatenation result, which we use to control (with polynomial bounds) the averages of Gowers box norms just mentioned by a $U^s$-norm for some $s$ depending only on the degrees of the polynomials involved. In [12], this was done for the special case of the average of Gowers box norms controlling the progression $x, x+y, x+y^2$, which is the simplest case requiring a nontrivial concatenation argument. In the general situation covered by Theorem 1.1, these averages of Gowers box norms can become arbitrarily complex, necessitating a new and more general approach. We must also be more careful during the PET induction step than in previous works in order to produce an average of Gowers box norms of the particular form that our concatenation result can be applied to. Though the proof of Theorem 1.1 only requires a $U^s$-control result for polynomial progressions involving polynomials with distinct degrees, a result for general polynomial progressions can be proved with a little more work using our methods. Since it may be of independent interest, we record this result in Theorem 6.2.

In [12], the author and Prendiville adapted the degree-lowering method of [11] to handle the progression $x, x+y, x+y^2$ in the integer setting. The adaptation in that paper quickly breaks down for essentially all other non-linear progressions, however. To prove a degree-lowering result that works in the generality of Theorem 1.1 we must prove several intermediate degree-lowering results by induction. This induction is intertwined with an induction proving several intermediate “major arc lemmas”. These lemmas are ingredients in the proofs of
the intermediate degree-lowering results whose proofs themselves require other intermediate “major arc lemmas” and degree-lowering results, along with the \( U^s \)-control result mentioned in the previous paragraph. Despite the additional complications of this inductive argument, the proof of each intermediate degree-lowering result (assuming the corresponding major arc lemma) is still based on the proof of the degree-lowering result of [12].

The remainder of this paper is organized as follows. In Section 2 we set notation and recall some basic facts about the Gowers uniformity and box norms. In Section 3 we give a detailed outline of the proof of Theorem 1.1, stating the most important intermediate results needed. In Section 4 we prove that weighted counts of the polynomial progressions we consider are controlled by an average of a certain family of Gowers box norms. In Section 5 we prove our main concatenation result, which we combine with the results of Section 4 to deduce control by uniformity norms in Section 6. In Section 7, we prove several lemmas needed to carry out the proofs of this degree-lowering results, and in Section 8 we prove our general degree-lowering result. We repeatedly combine the degree-lowering result with the \( U^s \)-control result proven in Section 6 to deduce a local \( U^1 \)-control result in Section 9. In Section 10 we use this local \( U^1 \)-control result to carry out the density increment argument, completing the proof of Theorem 1.1.
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2. Notation and preliminaries

For any function \( f : \mathbb{Z}^n \to \mathbb{C} \) and finite subset \( S \subset \mathbb{Z}^n \), we denote the average of \( f \) over \( S \) by \( \mathbb{E}_{x \in S} f(x) := \frac{1}{|S|} \sum_{x \in S} f(x) \), and if \( \mu : \mathbb{Z}^n \to [0, \infty) \) is finitely supported, we similarly denote the average of \( f \) with respect to \( \mu \) by \( \mathbb{E}_{x \in \mathbb{Z}^n} f(x) \mu(x) \). We say that \( f \) is 1-bounded if \( \|f\|_{L^\infty} \leq 1 \). We normalize the \( \ell^p \)-norms on the space of functions \( \mathbb{Z}^n \to \mathbb{C} \) by setting \( \|f\|_p^p := \sum_{x \in \mathbb{Z}^n} |f(x)|^p \). For any \( L > 0 \), we define the weight \( \mu_L : \mathbb{Z} \to [0,1] \) by

\[
\mu_L(h) := \frac{\# \{(h_1, h_2) \in [L]^2 : h_1 - h_2 = h \}}{L^2},
\]

so that \( \text{supp} \mu_L \subset (-L, L) \), \( \|\mu_L\|_1 = 1 \), and \( \|\mu_L\|_2^2 \leq 1/L \).

When \( f : \mathbb{Z} \to \mathbb{C} \) is finitely supported, we define its Fourier transform \( \hat{f} : \mathbb{T} \to \mathbb{C} \) by

\[
\hat{f}(\xi) := \sum_{x \in \mathbb{Z}} f(x) e(-\xi x),
\]

where \( e(x) := e^{2\pi ix} \), and the convolution of \( f \) with another finitely supported function \( g : \mathbb{Z} \to \mathbb{C} \) by

\[
(f * g)(x) := \sum_{y \in \mathbb{Z}} f(y) g(x - y).
\]

With this choice of normalizations, note that \( \hat{f} * \hat{g} = \hat{f} \cdot \hat{g} \).

\[
f(x) = \int_{\mathbb{T}} \hat{f}(\xi) e(\xi x) d\xi
\]
for all \( x \in \mathbb{Z} \), and
\[
\sum_{x \in \mathbb{Z}} f(x)g(x) = \int_T \hat{f}(\xi)\hat{g}(\xi)d\xi.
\]

For any \( f : \mathbb{Z} \to \mathbb{C} \) and \( h \in \mathbb{Z} \), we define functions \( T_hf : \mathbb{Z} \to \mathbb{C} \) and \( \Delta_hf : \mathbb{Z} \to \mathbb{C} \) by \( T_hf(x) = f(x+h) \) and \( \Delta_hf(x) := \overline{f(x)} + \overline{f(x-h)} \), and also define, for \( h_1, \ldots, h_s \), the function \( \Delta_{h_1,\ldots,h_s}f : \mathbb{Z} \to \mathbb{C} \) by \( \Delta_{h_1,\ldots,h_s}f = \Delta_{h_1}\cdots\Delta_{h_s}f \). Note that \( \Delta_{h_1,\ldots,h_s}f = \Delta_{h_2,\Delta_{h_1}h_1}f \) for any \( h_1, h_2 \in \mathbb{Z} \). Thus, for any finite subset \( I \subset \mathbb{Z} \), we may unambiguously define \( \Delta_{(h_i)_{i \in I}}f \) to equal \( \Delta_{h_1,\ldots,h_{|I|}}f \) where \( i_1, \ldots, i_{|I|} \) is any enumeration of the elements of \( I \). In the same vein, we will use the notation \( \Delta_hf \) when \( h = (h_1, \ldots, h_k) \) to denote the function \( \Delta_{h_1,\ldots,h_k}f \). Finally, for any \( (h_1, h_1') \in \mathbb{Z}^2 \) we similarly define \( \Delta'_{(h_1,h_1')}f : \mathbb{Z} \to \mathbb{C} \) by \( \Delta'_{(h_1,h_1')}f(x) := f(x + h_1)f(x + h_1') \), and also define \( \Delta'_{(h_1,h_1'),(h_2,h_2')}f \) and \( \Delta'_{(h_1,h_1'),(h_2,h_2')}f \) analogously to \( \Delta_{h_1,\ldots,h_s}f \) and \( \Delta_{(h_i)_{i \in I}}f \).

We can now define the Gowers box and uniformity norms.

**Definition 2.1.** Let \( d \in \mathbb{N} \), \( Q_1, \ldots, Q_d \subset \mathbb{Z} \) be finite subsets, and \( f : \mathbb{Z} \to \mathbb{C} \) be a function supported on a finite subset \( S \subset \mathbb{Z} \). We define the (normalized) Gowers box norm of \( f \) with respect to \( Q_1, \ldots, Q_d \) by
\[
\|f\|_{\Box^d_{Q_1,\ldots,Q_d}(S)} := \frac{1}{|S|^{d-1}} \sum_{x \in \mathbb{Z}} \mathbb{E}_{h_1, h_1' \in Q_1} \cdots \mathbb{E}_{h_d, h_d' \in Q_d} \Delta_{(h_1,h_1'),\ldots,(h_d,h_d')}f(x).
\]

When \( Q \subset \mathbb{Z} \) is any finite subset, we define the Gowers \( U^s \)-norm of \( f \) with respect to \( Q \) by
\[
\|f\|_{U^s_Q(S)} := \|f\|_{\Box^d_Q(s)}.
\]

We will occasionally use the Gowers–Cauchy–Schwarz inequalities, which we now recall. The following two results are standard, and are both simple consequences of Lemma B.2 of \([7]\), for example.

**Lemma 2.2.** Let \( X_1, \ldots, X_s \) be finite sets, \( f : \prod_{i=1}^s X_i \to \mathbb{C} \), and, for each \( i \in [s] \), \( g_i : \prod_{i=1}^s X_i \to \mathbb{C} \) be a 1-bounded function such that the value of \( g_i(x_1, \ldots, x_s) \) does not depend on \( x_i \). We have
\[
\left| \mathbb{E}_{x_i \in X_i} f(x_1, \ldots, x_s) \prod_{i=1}^s g_i(x_1, \ldots, x_s) \right|^2 \leq \mathbb{E}_{x_i \in X_i} \prod_{i=1}^s g_i(x_1, \ldots, x_s) \prod_{\omega \in \{0,1\}^s} C^{|\omega|} f(x_1^{\omega_1}, \ldots, x_s^{\omega_s}).
\]

**Lemma 2.3.** Let \( Q_1, \ldots, Q_d \subset \mathbb{Z} \) be finite subsets and, for each \( \omega \in \{0,1\}^d \), \( f_\omega : \mathbb{Z} \to \mathbb{C} \) be a function supported on a finite subset \( S \subset \mathbb{Z} \). We have
\[
\left| \frac{1}{|S|} \sum_{x \in \mathbb{Z}} \mathbb{E}_{h_i, h_i' \in Q_i} \prod_{\omega \in \{0,1\}^d} C^{|\omega|} f_\omega(x + h \cdot \omega + -1 \cdot \omega) \right| \leq \prod_{\omega \in \{0,1\}^d} \|f_\omega\|_{\Box^d_{Q_1,\ldots,Q_d}(S)}.
\]

In the above lemmas and elsewhere in the paper, \( C : \mathbb{C} \to \mathbb{C} \) denotes the complex conjugation operator and \( \mathbb{1} \) denotes the tuple with entries all equal to 1, whose dimensions will be clear from context. Similarly, \( \mathbb{0} \) denotes the tuple with entries all equal to 0.

Finally, we will need an inverse theorem for \( U^2 \)-norms of the form \( \| \cdot \|_{U^2_{Q_1,\ldots,Q_d}(S)} \): This is the only inverse result for uniformity norms used in the proof of Theorem 1.1.

**Lemma 2.4.** Let \( L > 0 \). If \( f : \mathbb{Z} \to \mathbb{C} \) is 1-bounded, supported on the interval \([L]\), and satisfies
\[
\|f\|_{U^2_{[L]}([L])} \geq \delta,
\]
then there exists a $\beta \in \mathbb{T}$ such that
\[
|\mathbb{E}_{x \in [L]} f(x)e(\beta x)| \gg (\delta \delta')^{O(1)}.
\]

**Proof.** By making the change of variables $x \mapsto x - h'_1 - h'_2$ in the definition of $\| \cdot \|_{U^2([\delta'L]/L)}$, we have
\[
\frac{1}{L} \sum_{x,h_1,h_2 \in \mathbb{Z}} \Delta_{h_1,h_2} f(x) \mu_{\delta'L}(h_1) \mu_{\delta'L}(h_2) \geq \delta^4.
\]

By Fourier inversion, it follows that
\[
\left( \int_{\mathbb{T}} |\hat{\mu}_{\delta'L}(\xi)| d\xi \right)^2 \cdot \max_{\xi_1,\xi_2 \in \mathbb{T}} \left| \frac{1}{L} \sum_{x,h_1,h_2 \in \mathbb{Z}} \Delta_{h_1,h_2} f(x) e(\xi_1 h_1) e(\xi_2 h_2) \right| \geq \delta^4.
\]

Note that
\[
\int_{\mathbb{T}} |\hat{\mu}_{\delta'L}(\xi)| d\xi = \int_{\mathbb{T}} \frac{1}{(\delta'^2 L)^2} d\xi = \frac{1}{(\delta'^2 L)^2},
\]

since $\mu_{\delta'L} = (1_{[\delta'L]} * 1_{-\delta'[L]})/\delta'^2 L$. Thus,
\[
\left| \frac{1}{L^3} \sum_{x,h_1,h_2 \in \mathbb{Z}} f(x) e((\xi_1 + \xi_2)x) f(x + h_1) e((\xi_1 + h_1)(x + h_1)) f(x + h_2) e((\xi_2 + h_2)(x + h_2)) f(x + h_1 + h_2) \right|
\]
is at least $(\delta')^2 \delta^4$ for some $\xi_1, \xi_2 \in \mathbb{T}$. The result now follows by applying the Gowers–Cauchy–Schwarz inequality and $U^2$-inverse theorem in $\mathbb{Z}/5L\mathbb{Z}$ (see [19], for example, for these standard results).

\[\square\]

3. **Outline of the proof of Theorem 1.1**

As was mentioned in the introduction, Theorem 1.1 is proved using a density increment argument. Let $P_1, \ldots, P_m \in \mathbb{Z}[y]$ be polynomials with distinct degrees, each having zero constant term. We show that if $A \subset [N]$ has density $\alpha$ and contains no nontrivial progressions of the form $x, x + P_1(y), \ldots, x + P_m(y)$, then there exists an arithmetic progression $a + q[N'] \subset [N]$ with $N' \gg_P \cdots \gg_P N$ and $q \ll_P \cdots \ll_P \alpha^{-O_P(1)}$ such that
\[
\frac{|A \cap (a + q[N'])|}{N'} \geq \alpha + \Omega_P \cdots \Omega_P (\alpha^{O_P(1)}).
\]

Note that if $A \subset [N]$ contains no nontrivial progressions of the form $x, x + P_1(y), \ldots, x + P_m(y)$, then the rescaled set $A' := \{ n \in [N'] : a + qn \in A \cap (a + q[N']) \}$ contains no nontrivial progressions of the form
\[
x, x + \frac{P_1(qy)}{q}, \ldots, x + \frac{P_m(qy)}{q}.
\]

and the polynomials $P_i^{(q)}(y) := \frac{P_i(qy)}{q}$ for $i = 1, \ldots, m$ all have integer coefficients and zero constant term.

To continue the density increment argument, we must prove that $A'$ also has increased density on a long arithmetic progression with small common difference. To ensure that our density increment iteration terminates, we want the size of the density increment for $A'$ to depend only on the original polynomials $P_1, \ldots, P_m$, and not on $q$. For this reason, we make the following useful definition.
**Definition 3.1.** A polynomial $P = a_0 y^d + \cdots + a_y$ has $(C, q)$-coefficients if $|a_i| \leq C |a_d|$ for all $i = 1, \ldots, d - 1$ and $a_d = a_d q^{d-1}$ with $0 < |a_d| \leq C$.

Note that any polynomial with $(C, q)$-coefficients has zero constant term by definition, and that any polynomial with zero constant term trivially has $(C, 1)$-coefficients for some $C > 0$. The usefulness of this definition comes from the fact that if $P_1, \ldots, P_m$ all have $(C, r)$-coefficients, then $P_1^{(q)}, \ldots, P_m^{(q)}$ all have $(C, qr)$-coefficients.

We also note that it suffices to prove Theorem 1.1 in the case that $P_1, \ldots, P_m$ all have nonnegative coefficients. Indeed, for arbitrary $P_1, \ldots, P_m \in \mathbb{Z}[y]$, the polynomial

$$P(y) = P_{\ell_1, \ldots, \ell_m}(y) := \max_{j=0}^\infty \max_{i=1}^\ell \deg_i (-P_j) y^i$$

has nonnegative integer coefficients, as do the polynomials $P + P_1, \ldots, P + P_m$, and if $A \subset [N]$ contains a nontrivial progression of the form

$$x, x + P(y), x + P(y) + P_1(y), \ldots, x + P(y) + P_m(y),$$

then it certainly contains one of the form $x, x + P_1(y), \ldots, x + P_m(y)$. We will thus, for the sake of notational simplicity in some of the following results, restrict to this case.

Now we can state our density increment result.

**Theorem 3.2.** Let $N > 0$ and $P_1, \ldots, P_m \in \mathbb{Z}_{\geq 0}[y]$ be polynomials with $(C, q)$-coefficients such that $\deg P_1 < \cdots < \deg P_m$. If $A \subset [N]$ has density $\alpha := |A|/N$ and contains no nontrivial progressions of the form $x, x + P_1(y), \ldots, x + P_m(y)$, then there exist positive integers $q'$ and $N'$ satisfying $q' \ll C, \deg P_m \alpha^{-O_{\deg P_m}(1)}$ and

$$N^{1/\deg P_m} \geq N'/C, \deg P_m, N^{1/\deg P_m} (\alpha/q)^{O_{\deg P_m}(1)}$$

such that

$$|A \cap (a + q' \alpha^{-O_{\deg P_m}(1)} [N'])| / N' \geq \alpha + \Omega_{C, \deg P_m} (\alpha^{O_{\deg P_m}(1)})$$

for some $a + q' \alpha^{-O_{\deg P_m}(1)} \subset [N]$, provided that $N \gg C, \deg P_m (q/\alpha)^{O_{\deg P_m}(1)}$.

Note that, while the length of the progression on which $A$ has increased density in Theorem 3.2 may depend on $q$, the lower bound $\Omega_{C, \deg P_m} (\alpha^{O_{\deg P_m}(1)})$ on the density increment is unchanged when $P_1, \ldots, P_m$ are replaced by $P_1^{(q)}, \ldots, P_m^{(q)}$. We are thus guaranteed that our density increment argument will terminate, yielding the bound in Theorem 1.1.

We prove Theorem 3.2 by studying, for functions $f_0, \ldots, f_\ell : \mathbb{Z} \to \mathbb{C}$ supported in the interval $[N]$ and characters $\psi_{\ell+1}, \ldots, \psi_m : \mathbb{Z} \to S^1$, the following general multilinear average:

$$\Lambda_{A, \ell_{\ell+1}, \ldots, \ell_m}^{N, M}(f_0, \ldots, f_\ell; \psi_{\ell+1}, \ldots, \psi_m) := \frac{1}{NM} \sum_{x \in \mathbb{Z}} \sum_{y \in [M]} f_0(x) f_1(x + P_1(y)) \cdots f_\ell(x + P_\ell(y)) \psi_{\ell+1}(P_{\ell+1}(y)) \cdots \psi_m(P_m(y)).$$

When $m = \ell$ and $f_0 = \cdots = f_m = f$, we denote $\Lambda_{A, \ell_{\ell+1}, \ldots, \ell_m}^{N, M}(f_0, \ldots, f_m)$ by $\Lambda_{A, \ell_{\ell+1}, \ldots, \ell_m}^{N, M}(f)$. Note that for any $A \subset [N]$ and $M$ sufficiently large, the quantity $\Lambda_{A, \ell_{\ell+1}, \ldots, \ell_m}^{N, M}(1_A)$ is $1/NM$ times the number of nontrivial progressions $x, x + P_1(y), \ldots, x + P_m(y)$ in $A$. It is necessary for us to study the more general averages $\Lambda_{A, \ell_{\ell+1}, \ldots, \ell_m}^{N, M}(f_0, \ldots, f_\ell; \psi_{\ell+1}, \ldots, \psi_m)$ in order to run some of the inductive arguments within the proof Theorem 1.1.
Theorem 3.2 is a consequence of the following result, whose proof takes up the bulk of this paper.

**Theorem 3.3.** Let \( N > 0 \) and \( P_1, \ldots, P_m \in \mathbb{Z}_{\geq 0}[y] \) be polynomials with \((C,q)\)-coefficients such that \( \deg P_1 < \cdots < \deg P_m \). Set \( M := (N/q^{\deg P_1 - 1})^{1/\deg P_m} \). If \( f_0, \ldots, f_m : \mathbb{Z} \to \mathbb{C} \) are 1-bounded functions supported on the interval \([N]\) and

\[
\left| \Lambda_{P_1, \ldots, P_m}^{N,M}(f_0, \ldots, f_m) \right| \geq \delta,
\]

then there exist positive integers \( q' \) and \( N' \) satisfying \( q' \ll C, \deg P_m \delta^{-O(\deg P_1)} \) and

\[
M \geq N' \gg C, \deg P_m M(\delta/q)^{O(\deg P_1)}
\]

such that

\[
\frac{1}{N} \sum_{x \in \mathbb{Z}} |E_{y \in [N]} f_1(x + q'y^{O(\deg P_1)} y)| \gg C, \deg P_m \delta^{O(\deg P_1)},
\]

provided \( N \gg C, \deg P_m (q/\delta)^{O(\deg P_1)} \).

As was discussed in the introduction, to prove Theorem 3.3 we must show that the average \( \Lambda_{P_1, \ldots, P_m}^{N,M}(f_0, \ldots, f_\ell, \psi_{\ell+1}, \ldots, \psi_m) \) is controlled by some \( U^s \)-norm of the form \( \| \cdot \|_{U^{s}([x^{1/s}, x^{1}]([L]))} \). We do this by first showing that \( \Lambda_{P_1, \ldots, P_m}^{N,M}(f_0, \ldots, f_\ell, \psi_{\ell+1}, \ldots, \psi_m) \) is controlled by an average of a family of Gowers box norms of a special form, and then proving the main concatenation result of Section 5 and repeatedly applying it to averages of such Gowers box norms.

We now describe the special form of the families of Gowers box norms just mentioned. Let \( \ell, c \in \mathbb{N} \). For each \( j = 0, \ldots, \ell - 1 \), we define a sequence of finite sets \( I_j = I_j(\{k_i : i \in I_{j-1}\}) \), which depend on the choice of \( k_i \in \mathbb{N} \) for each \( i \in I_{j-1} \) when \( j \geq 1 \), and sets of polynomials \( \mathcal{A}_j = \mathcal{A}_j(\ell, c; \{k_i : i \in I_{j-1}\}) = \{p_i : i \in I_j\} \), which are indexed by \( I_j \), recursively as follows:

1. \( I_0 = \{0\} \), \( I_1(\{k_0\}) = \{0, 1\}^{k_0} \setminus \{0\} \), and
2. \( I_j(\{k_i : i \in I_{j-1}\}) := \{0, 1\}^{\{i, r : i \in I_{j-1}, r \in [k_i]\}} \setminus \{0\} \)

for \( j = 2, \ldots, \ell - 1 \), and

\( \mathcal{A}_0(\ell, c) := \{c\} \), \( \mathcal{A}_1(\ell, c; \{k_0\}) := \{(\ell c a^{(1)}_{0,1}, \ldots, \ell c a^{(1)}_{0,k_0}) : \omega : \omega \in I_1(\{k_0\})\} \), and

\( \mathcal{A}_j(\ell, c; \{k_i : i \in I_{j-1}\}) := \{((\ell - (j - 1)) p_i a^{(j)}_{i,r}) : i \in I_{j-1}, r \in [k_i]\} \cdot \omega : \omega \in I_j \)

for \( j = 2, \ldots, \ell - 1 \).

For example, when \( \ell = 3 \), \( c = 1 \), \( k_0 = 2 \), \( k_{0,1} = k_{1,1} = 1 \), and \( k_{1,0} = 2 \), we have \( \mathcal{A}_0(\ell, c) = \{1\} \), \( \mathcal{A}_1(\ell, c; \{k_0\}) = \{3a^{(1)}_{0,1}, 3a^{(1)}_{0,1}, 3a^{(1)}_{0,1} + 3a^{(1)}_{0,2}\} \), and

\( \mathcal{A}_2(\ell, c; \{k_{0,1}, k_{1,0}, k_{1,1}\}) = \{6a^{(1)}_{0,1} a^{(2)}_{(1,1),1}, 6a^{(1)}_{0,2} a^{(2)}_{(0,1),1}, 6a^{(1)}_{0,2} a^{(2)}_{(0,1),2}, 6(a^{(1)}_{0,1} + a^{(1)}_{0,2}) a^{(2)}_{(1,1),1}\} \cdot \omega : \omega \in \{0, 1\}^3 \setminus \{0\} \).

We will show that \( \Lambda_{P_1, \ldots, P_m}^{N,M}(f_0, \ldots, f_\ell, \psi_{\ell+1}, \ldots, \psi_m) \) is controlled by an average of Gowers box norms of the form \( \| \cdot \|_{U^{s}([x^{1/s}, x^{1}]([L]))} \), where \( Q_i(\omega) = p_i(\omega)[\delta' M] \) for suitable \( 0 < \delta' < 1 \).

Note that it suffices to prove such a result in the case when \( \deg P_i = i \) for each \( i = 1, \ldots, m \), for any polynomial progression considered in Theorem 4.1 is a subprogression of such a progression. One may also assume that \( \psi_{\ell+1} = \cdots = \psi_m = 1 \), for the general case follows from this special case by the Cauchy–Schwarz inequality. We thus restrict to this situation in the following proposition for ease of notation.
Proposition 3.4. Let $N, M > 0$ and $P_1, \ldots, P_\ell \in \mathbb{Z}[y]$ be polynomials with $(C, q)$-coefficients such that $\deg P_i = i$ for $i = 1, \ldots, \ell$ and $P_\ell$ has leading coefficient $c_\ell$. There exist positive integers $k_i \ll \ell$ for each $i \in I_j$ and $j = 0, \ldots, \ell - 2$ such that the following holds. If $1/C \leq q^{\ell-1}M^\ell/N \leq C$, $f_0, \ldots, f_\ell : \mathbb{Z} \to \mathbb{C}$ are $1$-bounded functions supported on the interval $[N]$, 
\[
\left| \Lambda_{P_0, \ldots, P_\ell}(f_0, \ldots, f_\ell) \right| \geq \delta,
\]
and $\delta' \ll_{C, \ell} \delta^{O_{\ell}(1)}$, then we have 
\[
\mathbb{E}_{z \in A} \left\| f_\ell \right\|_{\Lambda_{P_0, \ldots, P_\ell}^1([N])} \geq C, \ell \delta^{O_{\ell}(1)},
\]
where $I_{\ell-1} := I_{\ell-1}(\{k_i : i \in I_{\ell-2}\})$ and $A_{\ell-1} := A_{\ell-1}(\ell, c_\ell; \{k_i : i \in I_{\ell-2}\})$ are defined as above and $A := ((-\delta'M, \delta'M) \cap \mathbb{Z})^{\sum_{j=-2}^{\ell-2} \sum_{i \in I_j} k_i}$.

In Section 5, we prove that the averages of Gowers box norms appearing in Proposition 3.4 are controlled by some $U^s$-norm with $s \ll \ell 1$. The most important ingredient of this proof is the following theorem, which is our main concatenation result.

Theorem 3.5. Let $N, M_1, M_2 > 0$ with $M_2 \leq M_1$ and $M_1M_2 \leq N/c$ and $b_1, \ldots, b_s \in [-CN/M_1, CN/M_1] \cap \mathbb{Z}$. If $f : \mathbb{Z} \to \mathbb{C}$ is a $1$-bounded function supported on the interval $[N]$ such that 
\[
\mathbb{E}_{a \in [M_2]} \left\| f \right\|_{\Lambda_{aM_1M_2}^s([N])} \geq \delta,
\]
and $\delta' \ll_{C, s} \delta^{O_s(1)}$, then there exists an $s' \ll_{s} 1$ such that 
\[
\left\| f \right\|_{U^s_{\ell' \delta'M_1M_2}([N])} \geq C, s \delta^{O_s(1)},
\]
provided that $M_1M_2 \gg_{C, s} (\delta\delta')^{-O_s(1)}$.

In the special case when $M_1 = M_2 = N^{1/2}$, $c = 1$, and $b_1, \ldots, b_s = 0$, after an application of Lemma 2.2, Theorem 3.5 implies that the average $\mathbb{E}_{a \in [N^{1/2}]M} \mathbb{E}_{z \in [N]} \mathbb{E}_{x \in [N^{1/2}], h_1, \ldots, h_s \in [N^{1/2}]} \Delta_{a, b_1, \ldots, b_s} f(x)$ of “local Gowers uniformity norms” (as defined in [20]) is controlled by some $U^s$-norm, with polynomial bounds. This thus gives a quantitative version of Proposition 1.26 of [21] for arbitrary $s$, though with a worse dependence of $s'$ on $s$.

We take advantage of the special structure of $A_{\ell-1}$ to prove the following proposition using repeated applications of Theorem 3.5, showing that averages of Gowers box norms of the form appearing in Proposition 3.4 are controlled by $U^s$-norms.

Proposition 3.6. Let $N, M > 0$ and $P_1, \ldots, P_\ell \in \mathbb{Z}[y]$ be polynomials with $(C, q)$-coefficients such that $\deg P_i = i$ for $i = 1, \ldots, \ell$ and $P_\ell$ has leading coefficient $c_\ell$. There exists an $s \ll_{\ell} 1$ such that the following holds. Let $I_{\ell-1}, A_{\ell-1},$ and $A$ be as in Proposition 3.4. If $1/C \leq q^{\ell-1}M^\ell/N \leq C$, $f : \mathbb{Z} \to \mathbb{C}$ is a $1$-bounded function supported on the interval $[N]$, 
\[
\mathbb{E}_{z \in A} \left\| f_\ell \right\|_{\Lambda_{P_0, \ldots, P_\ell}^1([N])} \geq \delta,
\]
and $\delta' \ll_{C, \ell} \delta^{O_{\ell}(1)}$, then we have 
\[
\left\| f \right\|_{U_{\ell' \delta'M_1M_2}^s([N])} \geq C, \ell \delta^{O_{\ell}(1)},
\]
provided that $N \gg_{C, \ell} (q/\delta\delta')^{-O_{\ell}(1)}$. 

Combining Propositions 3.4 and 3.6 we thus deduce using the Cauchy–Schwarz inequality that $\Lambda_{P_1,\ldots,P_m}^{N,M}(f_0, \ldots, f_\ell; \psi_{\ell+1}, \ldots, \psi_m)$ is controlled by an average of $U^s$-norms.

**Theorem 3.7.** Let $N, M > 0$, $1 \leq \ell \leq m$, and $P_1, \ldots, P_m \in \mathbb{Z}[y]$ be polynomials such that $P_1, \ldots, P_\ell$ have $(C, q)$-coefficients, $\deg P_1 < \cdots < \deg P_m$, and $P_\ell$ has leading coefficient $c_\ell$. There exists an $s \ll \deg P_\ell$ such that the following holds. If $1/C \leq q\deg P_\ell^{-1}M^{\deg P_\ell}/N \leq C$, then we have

$$
\|f_\ell\|_{U^s(\deg P_\ell)^{\ell+1}M^{\deg P_\ell}(\{N\})} \gg_{C, \deg P_\ell} \delta^{O_{\deg P_\ell}(1)} ,
$$

provided that $N \gg_{C, \deg P_\ell} (q/\delta)^{O_{\deg P_\ell}(1)}$.

As in [11] and [12], we will next use a Hahn–Banach decomposition result (of the type discussed in [6]) to deduce from Theorem 3.7 control of $\Lambda_{P_1,\ldots,P_m}^{N,M}(f_0, \ldots, f_\ell; \psi_{\ell+1}, \ldots, \psi_m)$ in terms of an average of $U^s$-norms of dual functions.

**Corollary 3.8.** Let $N, M > 0$, $1 \leq \ell \leq m$, and $P_1, \ldots, P_m \in \mathbb{Z}_{\geq 0}[y]$ be polynomials such that $P_1, \ldots, P_\ell$ have $(C, q)$-coefficients, $\deg P_1 < \cdots < \deg P_m$, and $P_\ell$ has leading coefficient $c_\ell$. There exists an $s \ll \deg P_\ell$ such that the following holds. If $1/C \leq q\deg P_\ell^{-1}M^{\deg P_\ell}/N \leq C$, then we have

$$
\|f_\ell\|_{U^s(\deg P_\ell)^{\ell+1}M^{\deg P_\ell}(\{N\})} \gg_{\deg P_\ell, C} \delta^{O_{\deg P_\ell}(1)} ,
$$

provided that $N \gg_{\deg P_\ell, C} (q/\delta)^{O_{\deg P_\ell}(1)}$, where $F_\ell$ is the dual function

$$
F_\ell(x) := \mathbb{E}_{y \in [M]} f_0(x - P_\ell(y)) \cdots f_{\ell-1}(x + P_{\ell-1}(y) - P_\ell(y))\psi_{\ell+1}(P_{\ell+1}(y)) \cdots \psi_m(P_m(y)).
$$

The next step of the proof of Theorem 1.1 is to show our general degree-lowering result.

**Lemma 3.9** (Degree lowering for $\ell$). Let $N, M > 0$, $2 \leq \ell \leq m$, $P_1, \ldots, P_m \in \mathbb{Z}_{\geq 0}[y]$ be polynomials such that $P_1, \ldots, P_\ell$ have $(C, q)$-coefficients, $\deg P_1 < \cdots < \deg P_m$, and $P_\ell$ has leading coefficient $c_\ell$ satisfying $1/C \leq c_\ell/c \leq C$, $f_0, \ldots, f_\ell : \mathbb{Z} \to \mathbb{C}$ be 1-bounded functions supported on the interval $[N]$, and $\psi_{\ell+1}, \ldots, \psi_m : \mathbb{Z} \to S^1$ be characters. Let $F_\ell$ be as in Corollary 3.8. If $s \geq 3$, $1/C \leq cM^{\deg P_\ell}/N \leq C$, $0 < \delta' \leq 1$, and

$$
\|F_\ell\|_{U^s_{c'\delta M^{\deg P_\ell}}(\{CN\})} \geq \delta ,
$$

then

$$
\|F_\ell\|_{U^{s-1}_{c'\delta M^{\deg P_\ell}}(\{CN\})} \gg_{C, \deg P_\ell, s} (\delta \delta')^{O_{\deg P_\ell,s}(1)} ,
$$

provided that $N \gg_{C, \deg P_\ell, s} (q/\delta \delta')^{O_{\deg P_\ell,s}(1)}$.

Lemma 3.9 is labeled as “Degree lowering for $\ell$” because it is proved by induction on $\ell$ using the following lemma.
Lemma 3.10 (Major arc lemma for $\ell$). Let $N, M > 0$, $2 \leq \ell \leq m$, $P_1, \ldots, P_m \in \mathbb{Z}_{\geq 0}[y]$ be polynomials such that $P_1, \ldots, P_\ell$ have $(C, q)$-coefficients, $\deg P_1 < \cdots < \deg P_m$, and $P_\ell$ has leading coefficient $c_\ell$ for $i = 1, \ldots, m$, and $\psi_{\ell, 1}, \ldots, \psi_m : \mathbb{Z} \to S^1$ be characters with $\psi_i(x) = e(\alpha_i x)$ with $\alpha_i \in \mathbb{T}$ for $i = \ell, \ldots, m$. Assume further that $1/C \leq c M^{\deg P_\ell}/N \leq C$. If there exist $1$-bounded functions $f_0, \ldots, f_{\ell - 1} : \mathbb{Z} \to \mathbb{C}$ supported on the interval $[N]$ such that

$$\frac{1}{N/c} \sum_{x \in \mathbb{Z}} F_\ell(cx) \psi_\ell(cx) \geq \delta,$$

where $F_\ell$ is as in Corollary 3.8, then there exists a positive integer $t \ll_{C, \deg P_m} \delta^{-O_{\deg P_m}(1)}$ and a $c' \ll_{C, (cm)^{O_{\deg P_m}(1)}}$ such that

$$\|tc' c_m \alpha_m\| \ll_{C, \deg P_m} \delta^{-O_{\deg P_m}(1)} \frac{M^{\deg P_\ell}/c'}{M^{\deg P_\ell}/c'},$$

provided that $N \gg_{C, \deg P_m} (q/\delta)^{O_{\deg P_m}(1)}$.

The proof of Lemma 3.10 for each $\ell$ is itself part of the inductive proof of Lemma 3.9. We first prove Lemma 3.10 in the $\ell = 2$ case, then show that Lemma 3.10 for $\ell \geq 2$ follows from Lemma 3.10 for $\ell$, and finally show that Lemma 3.10 for $\ell \geq 3$ follows from Lemmas 3.9 and 3.10 for $\ell - 1$. Taken together, this shows that Lemmas 3.9 and 3.10 hold for each $\ell$.

As promised in the introduction, we now discuss why we must assume that $P_1, \ldots, P_m$ have distinct degrees in Theorem 1.1 instead of just requiring them to be linearly independent over $\mathbb{Q}$ as in [11]. The proof of the degree-lowering result in [11] is made simpler by the fact that there is only ever one “major arc” in the finite field setting (the trivial character) and a character of $\mathbb{F}_p$ is either equal to the trivial character or it is not. In contrast, the notion of major arc in the integer setting is more flexible. For the proof of Lemma 3.9, we need the full strength of the conclusion of Lemma 3.10 that $\alpha_m$ is within some factor of $M^{-\deg P_\ell}$ of a rational with small denominator. But if we relax the hypotheses of Lemma 3.10 to allow $P_1, \ldots, P_m$ to be merely linearly independent, then one can only show that $\alpha_m$ is major arc in a quantitatively weaker sense: that $\alpha_m$ is within some factor of $M^{-\deg P_\ell}$ of a rational with small denominator. This is not strong enough to prove a corresponding degree-lowering result.

For the final stage of the proof of Theorem 3.2, we combine Corollary 3.8 with repeated applications of Lemmas 3.9 and 2.4 to show that, when $\Lambda_{P_1, \ldots, P_m}^{N, M}(f_0, \ldots, f_m)$ is large, averages of related multilinear averages with successive $f_i$’s replaced by characters are also large. This is captured in the following lemma.

Lemma 3.11. Let $N, M > 0$, $2 \leq \ell \leq m$, $P_1, \ldots, P_m \in \mathbb{Z}_{\geq 0}[y]$ be polynomials such that $P_1, \ldots, P_\ell$ have $(C, q)$-coefficients, $\deg P_1 < \cdots < \deg P_m$, and $P_\ell$ has leading coefficient $c_\ell$, $f_0, \ldots, f_\ell : \mathbb{Z} \to \mathbb{C}$ be 1-bounded functions supported on the interval $[N]$, and $\psi_{\ell+1}, \ldots, \psi_m : \mathbb{Z} \to S^1$ be characters. If $1/C \leq q^{\deg P_\ell - 1}M^{\deg P_\ell}/N \leq C$ and

$$\left| \Lambda_{P_1, \ldots, P_m}^{N, M}(f_0, \ldots, f_{\ell - 1}; \psi_{\ell + 1}, \ldots, \psi_m) \right| \geq \delta,$$

then

$$E_{0 \leq w < (N/c')/C'N'} \left| \Lambda_{P_1, \ldots, P_m}^{N', M'}(f_0^{u, h, w}, \ldots, f_{\ell - 1}^{u, h, w}; \psi_{\ell + 1, u}, \psi_{\ell + 1, u}, \psi_m) \right| \gg_{C, \deg P_\ell} \delta^{O_{\deg P_\ell}(1)}$$

is captured in the following lemma.
for some characters \( \psi_{\ell,u}: \mathbb{Z} \to S^1 \), where \( C' \gg C \), \( C := (\deg P_\ell)!c_\ell \), \( M' := M/c' \), \( N' := (M')\deg P_{\ell-1}(qC')\deg P_{\ell-1}^{-1} \),

\[
P^h_i(z) := \begin{cases} 
P_i(c'z + h) & i = 1, \ldots, \ell - 1 \\
p_i(c'z + h) - P_i(h) & i = \ell, \ldots, m 
\end{cases}
\]

and

\[
f^{u,h,w}_i(x) := \begin{cases} 
T_{c'N'(c'w-\mu P_i(h)T \cdot T_u}(f_0\psi_{\ell,u})(c'x) \cdot 1_{[C'/N']}(x) & i = 0 \\
T_{c'N'(c'w-\mu P_i(h)T \cdot T_u}(f_0\psi_{\ell,u})(c'x) \cdot 1_{[C'/N']}(x) & i = 1, \ldots, \ell - 1 
\end{cases}
\]

provided that \( N \gg C, \deg P_\ell (q/\delta)\delta^{O_{\deg P_\ell}(1)} \).

Note that if \( P_1, \ldots, P_{\ell-1} \in \mathbb{Z}_{\geq 0}[y] \) have \((C, q)\)-coefficients, then \( P^h_1, \ldots, P^h_{\ell-1} \in \mathbb{Z}_{\geq 0}[y] \), as defined in Lemma \ref{Lemma_4.1}, have \((O_{\deg P_\ell}(C), c'q)\)-coefficients for each \( h \in [c'] \). To prove Theorem \ref{Theorem_3.3}, we repeatedly apply Lemma \ref{Lemma_4.1} and van der Corput’s inequality to deduce that if \( |A_{P_1, \ldots, P_m}(f_0, \ldots, f_m)| \geq \delta \), then an average of multilinear averages of the form \( A_{Q_1, \ldots, Q_m}(g_0, g_1; \psi_2, \ldots, \psi_m) \) is large as well, where \( g_1 \) equals various shifts and scalings of \( f_1 \) and \( \deg Q_i = \deg P_i - (\deg P_i - 1) \). It is not hard to show that, usually, the phases \( \psi_2, \ldots, \psi_m \) must all be major arcs, so that after passing to sufficiently short subprogressions modulo an integer of the form \( q'q^{\delta^{-O_{\deg P_m}(1)}} \) for some \( q' \ll C, \deg P_m \delta^{-O_{\deg P_m}(1)} \) and unraveling the definition of \( g_1 \), we are left with an average of the form appearing in Theorem \ref{Theorem_3.3}.

4. Control by an average of Gowers box norms

As in previous work on the polynomial Szemerédi theorem, we will frequently use van der Corput’s inequality, which we now recall. See, for example, \cite{10}.

\begin{lemma}[van der Corput’s inequality] \label{Lemma_4.1}
Let \( M > H > 0 \) and \( g: \mathbb{Z} \to \mathbb{C} \). We have

\[
|\mathbb{E}_{y \in [M]} g(y)|^2 \leq \frac{M + H}{M} \sum_{h \in \mathbb{Z}} \mu_H(h) \left[ \frac{1}{M} \sum_{y \in [M] \cap ([M] - h)} g(y + h)g(y) \right].
\]

\end{lemma}

As was mentioned in Section \ref{Section_3}, we will use repeated applications of the Cauchy–Schwarz and van der Corput inequalities to control \( \Lambda_{P_1, \ldots, P_m}^{N,M} \) by an average of Gowers box norms of the form appearing in Proposition \ref{Proposition_3.4}. To do this, we follow Bergelson and Leibman’s PET induction scheme \cite{2}. Tao and Ziegler \cite{20, 22} have also used PET induction to prove that counts of polynomial progressions are controlled by averages of Gowers box norms in their work on polynomial progressions in the primes. Our argument differs in that we care about the precise structure of the average of Gowers box norms so that we can apply Theorem \ref{Theorem_3.5}. Thus, we will have to make more careful choices at certain points of the PET induction argument, and also keep track of more information.

We first record, for the sake of convenience, the most common way in which the Cauchy–Schwarz and van der Corput inequalities are combined in this section. Like Lemmas \ref{Lemma_4.2}, \ref{Lemma_4.3}, and \ref{Lemma_4.4} to follow, the statement of Lemma \ref{Lemma_4.2} is long because of the amount of information we will want to keep track of, but its proof is short.

\begin{lemma} \label{Lemma_4.2}
Let \( N, M > 0 \), \( I \) and \( A \subset \mathbb{Z}^n \) be finite sets, \( i_0 \in I \), \( \mu: \mathbb{Z}^n \to [0, \infty) \) be supported on \( A \) with \( \|\mu\|_{L^1} \leq 1 \), \( Q_i \in \mathbb{Z}[a_1, \ldots, a_n][y] \) for each \( i \in I \), and \( f_{\underline{a}, f_i}: \mathbb{Z} \to \mathbb{C} \) be

\end{lemma}
1-bounded functions supported on the interval \([N]\) for each \(a \in A\) and \(i \in I\). Assume that
\[
\min_{i \in I} \max_{a \in A} \max_{y \in [M]} |Q_i(a, y)| \leq CN.
\]
If
\[
\mathbb{E}_{a \in A}^\mu \left| \frac{1}{N} \sum_{x \in \mathbb{Z}} \mathbb{E}_{y \in [M]} f_{\mathbf{a}}(x) \prod_{i \in I} f_i(x + Q_i(a, y)) \right|^2 \geq \gamma,
\]
then for all \(\gamma' \ll_C \gamma\), we have
\[
\mathbb{E}_{a' \in A'}^\mu' \left| \frac{1}{N} \sum_{x \in \mathbb{Z}} \mathbb{E}_{y \in [M]} f_{\mathbf{a}}(x) \prod_{i' \in I'} g_{i'}(x + Q_{i'}(a', y)) \right| \gg \gamma,
\]
where
1. \(I' = (I \times \{0, 1\}) \setminus \{(i_0, 0)\}\),
2. \(A' = A \times (-(\gamma' M, \gamma' M) \cap \mathbb{Z})\),
3. \(\mu'(a') = \mu(a_1, \ldots, a_n)\mu_{\gamma' M}(a_{n+1})\),
4. for each \(i' = (i, \epsilon) \in I'\), we have
\[
Q_{i'}(a', y) = Q_i(a_1, \ldots, a_n, y + ca_{n+1}) - Q_{i_0}(a_1, \ldots, a_n, y),
\]
5. and for each \(i' = (i, \epsilon) \in I'\), we have
\[
g_{i'} = \begin{cases} f_i & \epsilon = 0 \\ \frac{f_i}{H} & \epsilon = 1 \end{cases}
\]
Proof. For each \(a \in A\), we first apply the Cauchy–Schwarz inequality in the \(x\) variable and use that \(f_{\mathbf{a}}\) is 1-bounded and supported on \([N]\) to bound the left-hand side of (1.2) by
\[
\mathbb{E}_{a \in A}^\mu \left| \frac{1}{N} \sum_{x \in \mathbb{Z}} \mathbb{E}_{y \in [M]} \prod_{i \in I} f_i(x + Q_i(a, y)) \right|^2.
\]
Applying van der Corput’s inequality with \(g_{x,a}(y) := \prod_{i \in I} f_i(x + Q_i(a, y))\) and \(H = \gamma' M\) for \(0 < \gamma' < 1\) bounds the above by
\[
\ll \mathbb{E}_{a \in A}^\mu \left| \frac{1}{N} \sum_{x \in \mathbb{Z}} \sum_{a_{n+1} \in \mathbb{Z}} \mu_{\gamma' M}(a_{n+1}) \frac{1}{M} \sum_{y \in [M] \cap (|M| - a_{n+1})} g_{x,a}(y + a_{n+1})g_{x,a}(y) \right|,
\]
where we have used the fact that \(M + H = (1 + \gamma')M \ll M\).

Now, note that \(g_{x,a}\) is 1-bounded because the \(f_i\)'s are 1-bounded and, for each \(a \in A\), \(g_{x,a}\) is identically zero for all \(x \in \mathbb{Z}\) outside of a set of size \(\ll CN\) by the assumption (1.1) since each \(f_i\) is supported on the interval \([N]\). Thus, recalling that \(\mu_{\gamma' M}\) is supported on \(-(\gamma' M, \gamma' M)\) and \(\|\mu_{\gamma' M}\|_{l^1} \leq 1\), for each \(a_{n+1} \in (-(\gamma' M, \gamma' M) \cap \mathbb{Z}\) we may extend the sum over \(y \in [M] \cap (|M| - a_{n+1})\) to a sum over all of \([M]\) at the cost of an error of \(O(C\gamma')\). Thus, as long as \(\gamma' \ll C\gamma\), we have
\[
\mathbb{E}_{a \in A}^\mu \left| \frac{1}{N} \sum_{x \in \mathbb{Z}} \mathbb{E}_{y \in [M]} \prod_{i \in I} f_i(x + Q_i(a_1, \ldots, a_n, y + a_{n+1}))f_i(x + Q_i(a_1, \ldots, a_n, y)) \right| \gg \gamma.
\]
To conclude, we make the change of variables \(x \mapsto x - Q_{i_0}(a, y)\). \qed
To describe the PET induction scheme, we need the notion of a weight vector. This is the 1-dimensional case of the weight matrix of Bergelson and Leibman [2], who also consider more general multidimensional polynomial configurations.

**Definition 4.3.** Let \( n \in \mathbb{N} \), \( I \) be a finite set, and \( Q_i \in \mathbb{Z}[a_1, \ldots, a_n][y] \) for each \( i \in I \). Set \( Q := (Q_i)_{i \in I} \), and let \( L(Q_i) \) denote the leading coefficient of \( Q_i \) for each \( i \in I \). The weight vector of \( Q \) is defined to be

\[
V(Q) := (\#\{L(Q_i) : \deg Q_i = j, i \in I\})_{j=1}^\infty.
\]

We also define the degree of \( Q \) to be \( \max_{i \in I} \deg Q_i \).

Clearly, the weight vector of any finite set of polynomials has only finitely many nonzero entries. One can define an ordering \( \prec \) on the set of weight vectors by saying that \( V(Q) \prec V(Q') \) if there exists a \( d \in \mathbb{N} \) such that \( \#\{L(Q) : \deg Q = d, Q \in Q\} < \#\{L(Q') : \deg Q' = d, Q' \in Q'\} \) and \( \#\{L(Q) : \deg Q = e, Q \in Q\} = \#\{L(Q') : \deg Q' = e, Q' \in Q'\} \) for all \( e > d \).

It is easy to see that \( \prec \) is a well-ordering on the set of weight vectors. PET induction is simply an induction on the weight vector of collections of polynomials using the ordering \( \prec \), with collections of linear polynomials forming the base case of the induction. This method is based on the fact that one can use the Cauchy–Schwarz and van der Corput inequalities to control an average over the polynomial configuration \( (x + Q(y))_{Q \in \mathfrak{Q} \cup \{0\}} \) by an average over a polynomial configuration \( (x + Q'(y))_{Q' \in \mathfrak{Q} \cup \{0\}} \) with \( V(Q') \prec V(Q) \).

As was mentioned in Section 3, if one can control \( \Lambda_{P_1, \ldots, P_n}^{N,M}(f_1, \ldots, f_d) \) by an average of \( U^1 \)-norms, then one can also control \( \Lambda_{P_1, \ldots, P_n}^{N,M}(f_1, \ldots, f_d; \psi_{\ell+1}, \ldots, \psi_m) \) by an average of \( U^{s+1} \)-norms for any characters \( \psi_{\ell+1}, \ldots, \psi_m : \mathbb{Z} \to S^1 \) by using the Cauchy–Schwarz inequality.

The first goal of this section is to control \( \Lambda_{P_1, \ldots, P_n}^{N,M}(f_0, \ldots, f_d) \) in terms of an average of averages over the linear configuration \( (x + p(a)y)_{p \in A_{\ell-1} \cup \{0\}} \), with \( A_{\ell-1} \) as in Proposition 3.4. In order to verify that the linear configuration we get at the end of the PET induction argument has this particular form, it will be necessary to keep track of additional details besides the weight vector. In particular, we will keep track of the set of leading coefficients of polynomials of highest degree \( d \) and the coefficients of their degree \( d - 1 \) terms.

We will now state three basic lemmas on controlling averages over general progressions \( (x + Q(y))_{Q \in \mathfrak{Q} \cup \{0\}} \), which apply in different situations depending on the weight vector of \( Q \). These lemmas have long statements, but each proof is just an application of the Cauchy–Schwarz and van der Corput inequalities followed by a change of variables.

**Lemma 4.4.** Let \( N, M > 0 \), \( I \) and \( A \subset \mathbb{Z}^n \) be finite sets, \( i_0 \in I \), \( \mu : \mathbb{Z}^n \to [0, \infty) \) be supported on \( A \) with \( ||\mu||_{L^1} \leq 1 \) and \( ||\mu||_{L^2} \leq C\frac{1}{|A|} \), \( Q_i \in \mathbb{Z}[a_1, \ldots, a_n][y] \) for each \( i \in I \), and \( f_{a,i} : \mathbb{Z} \to \mathbb{C} \) be 1-bounded functions supported on the interval \([N]\) for each \( a \in A \) and \( i \in I \). Set \( \mathfrak{Q} := (Q_i)_{i \in I} \) and let \( d \) be the degree of \( \mathfrak{Q} \), \( r = V(Q_{i_0}) \), \( \mathcal{C} \) denote the set of leading coefficients of degree \( d \) polynomials in \( \mathfrak{Q} \), \( c_{i_0} \) be the leading coefficient of \( Q_{i_0} \), and \( d' \) be the smallest index such that \( V(Q_{i_0})_{i_0} \neq 0 \). Assume further that

1. \( 1 \leq d' < d \),
2. there exists an \( s \in \mathbb{N} \) such that, for all \( c \in \mathcal{C} \), there are \( s \) degree \( d \) polynomials \( Q \) in \( \mathfrak{Q} \) with leading coefficient \( c \), each having the form
   \[
   c(a_1, \ldots, a_n)y^d + c'_Q(a_1, \ldots, a_n)y^{d-1} + \text{lower degree terms},
   \]
   where the coefficients \( c'_Q(a_1, \ldots, a_n) \) are all distinct,
3. \( \deg Q_{i_0} = d' \),
Then for all \( \gamma' \ll C, C' \), \( \gamma'^2 \), we have

\[
\mathbb{E}_{a' \in A} \frac{1}{N} \sum_{x \in \mathbb{Z}} \mathbb{E}_{y \in [M]} f_{a'}(x) \prod_{i \in I'} g_{i'}(x + Q_{i'}(a', y)) \gg C' \gamma'^2,
\]

\[\text{where}
\]

\( I' = (I \times \{0, 1\}) \setminus \{(i_0, 0)\} \),
\( A' = A \times ((-\gamma'M, \gamma'M) \cap \mathbb{Z}) \),
\( \mu'(a') = \frac{1_{a_0 = \ldots = a_n}}{|A|} \mu_{\gamma'M}(a_{n+1}) \),
\( \mu'(a') \text{ for } i' \in I' \), we have \( Q_{i'}(a', y) = Q_i(a, y + \epsilon a_{n+1}) - Q_i(a, y) \),
\( \mu'_{\gamma'M}(a_{n+1}) \),
\( \text{the set of leading coefficients of degree } d \text{ polynomials in } \mathbb{Q}' := (Q_{i'})_{i' \in I'} \text{ is } \mathbb{C}, \)
\( \text{for each } i' = (i, \epsilon) \in I' \text{ with } \deg Q_i = d \text{ and } Q_i \text{ having leading coefficient } c, \text{ the polynomial } Q_{i'} \text{ has the form} \)

\[
c(a_1, \ldots, a_n)y^d + [c_{Q_i}(a_1, \ldots, a_n) + \epsilon dc(a_1, \ldots, a_n)a_{n+1} - 1_{d_0 = d_1} c_{a_0}(a_1, \ldots, a_n)]y^{d-1} + \text{lower degree terms},
\]

\( V(Q') = (n_1, \ldots, n_{d'-1}, V(Q)_d - 1, V(Q)_{d'+1}, \ldots, V(Q)_d, 0, \ldots) \),
\( n_1 + \cdots + n_{d'-1} < |I'| = 2|I| - 1, \)
\( \text{and, for } i' = (i, \epsilon) \in I', \text{ we have} \)

\[
g_{i'} = \begin{cases} f_i & \epsilon = 0 \ \ \ \ f_i & \epsilon = 1 \end{cases}.
\]

**Proof.** We expand the definition of \( \mathbb{E}^{a'} \) to write the left-hand side of (4.3) as

\[
\sum_{a \in A} \frac{1}{N} \sum_{x \in \mathbb{Z}} \mathbb{E}_{y \in [M]} f_a(x) \prod_{i \in I} f_i(x + Q_i(a, y)) \geq \gamma,
\]

and apply the Cauchy–Schwarz inequality in the \( a \) variable to deduce that

\[
\mathbb{E}_{a \in A} \frac{1}{N} \sum_{x \in \mathbb{Z}} f_a(x) \mathbb{E}_{y \in [M]} \prod_{i \in I} f_i(x + Q_i(a, y)) \geq C' \gamma'^2,
\]

using the assumption \(|\mu|^2 \leq C^{-1} |A|^{-1} \).

We now apply Lemma 4.2 to conclude. Indeed, if \( Q_i \) has degree \( d \) and leading coefficient \( c \), then, by the binomial theorem, \( Q_i(a_1, \ldots, a_n, y + \epsilon a_{n+1}) \) equals

\[
c(a_1, \ldots, a_n)y^d + [c_{Q_i}(a_1, \ldots, a_n) + \epsilon dc(a_1, \ldots, a_n)a_{n+1}]y^{d-1} + \text{lower degree terms}.
\]
In addition, if $Q_i$ has degree $> d'$, then $Q_{(i,\epsilon)}$ (as defined in Lemma 4.2) has the same degree and leading coefficient as $Q_i$, if $Q_i$ has degree $d'$ and leading coefficient equal to $c_{i\epsilon}$, then $Q_{(i,\epsilon)}$ has degree $\leq d' - 1$, and if $Q_i$ has degree $d'$ and leading coefficient $c_i \neq c_{i\epsilon}$, then $Q_{(i,\epsilon)}$ also has degree $d'$ and has leading coefficient $c_i - c_{i\epsilon}$, thus confirming conclusion (7) of the lemma.

\[ \square \]

**Lemma 4.5.** Let $N, M > 0$, $I$ and $A \subset \mathbb{Z}^n$ be finite sets, $i_0 \in I$, $\mu : \mathbb{Z}^n \rightarrow [0, \infty)$ be supported on $A$ with $\|\mu\|_{E^1} \leq 1$ and $\|\mu\|_{E^2}^2 \leq C_A \frac{1}{M}$, $Q_i \in \mathbb{Z}[a_1, \ldots, a_n][y]$ for each $i \in I$, and $f(a_i, f_i : \mathbb{Z} \rightarrow \mathbb{C}$ be 1-bounded functions supported on the interval $[N]$ for each $a_i \in A$ and $i \in I$. Set $Q := (Q_i)_{i \in I}$, and let $d$ be the degree of $Q$ and $r = V(Q)_{d}$. Assume further that

1. $d > 1$ and $r = 1$,
2. $V(Q)_{d} = 0$ for all $d' < d$,
3. the polynomials $Q \in Q$ each have the form
   \[ c(a_1, \ldots, a_n)y^d + c'_Q(a_1, \ldots, a_n)y^{d-1} + \text{lower degree terms}, \]
   where the coefficients $c'_Q(a_1, \ldots, a_n)$ are all distinct,
4. and
   \[ \max_{i \in I} \max_{a_i \in A} \max_{y \in [M]} |Q_i(a, y)| \leq C'N. \]

If

\[ \left| \mathbb{E}_{a_i \in A} \frac{1}{N} \sum_{x \in \mathbb{Z}} \mathbb{E}_{y \in [M]} f_{a_i}(x) \prod_{i \in I} f_i(x + Q_i(a, y)) \right| \geq \gamma, \]

then for all $\gamma' \ll C, C' \gamma^2$, we have

\[ \mathbb{E}_{a_i \in A'} \frac{1}{N} \sum_{x \in \mathbb{Z}} \mathbb{E}_{y \in [M]} f_{i_0}(x) \prod_{i' \in I'} g_{i'}(x + Q_{i'}(a_i, y)) \gg C \gamma^2, \]

where

1. $I' = (I \times \{0, 1\}) \setminus \{(i_0, 0)\},$
2. $A' = A \times ((-\gamma' M, \gamma' M) \cap \mathbb{Z}),$
3. $\mu'(a') = \frac{1}{|A|} \mu(\gamma' M(a_{n+1}))$, 
4. for $i' = (i, \epsilon) \in I'$, we have $Q_{i'}(a'_i, y) = Q_i(a_i, y + \epsilon a_{n+1}) - Q_{i_0}(a_i, y)$,
5. the set $Q' := (Q_{i'}(a'_i) \in I'$ consists of $2|I| - 1$ degree $d - 1$ polynomials, each with distinct leading coefficient, and the set of such coefficients is
   \[ \{c'_{Q_i}(a_1, \ldots, a_n) + \epsilon dc(a_1, \ldots, a_n)a_{n+1} - c'_{Q_{i_0}}(a_1, \ldots, a_n) : (i, \epsilon) \in I' \}, \]
6. we have
   \[ V(Q') = (0, 0, \ldots, 0, 2|I| - 1, 0, \ldots), \]
7. and for $i' = (i, \epsilon) \in I'$, we have
   \[ g_{i'} = \begin{cases} f_i & \epsilon = 0 \\ \overline{f_i} & \epsilon = 1 \end{cases}. \]

**Proof.** Apply the Cauchy–Schwarz inequality and Lemma 4.2 in exactly the same manner as in the proof of Lemma 4.4. \[ \square \]
Lemma 4.6. Let $N, M > 0$, $I$ and $A \subset \mathbb{Z}^n$ be finite sets, $i_0 \in I$, $\mu : \mathbb{Z}^n \to [0, \infty)$ be supported on $A$ with $\|\mu\|_1 \leq 1$ and $\|\mu\|_2^2 \leq C \frac{1}{|I|}$, $Q_i \in \mathbb{Z}[a_1, \ldots, a_n][y]$ for each $i \in I$, and $f_{\omega_i} : \mathbb{Z} \to \mathbb{C}$ be 1-bounded functions supported on the interval $[N]$ for each $\omega_i \in A$ and $i \in I$. Set $Q := \{Q_i\}_{i \in I}$ and let $d$ be the degree of $Q$, $r = V(Q)_d$, $C$ denote the set of leading coefficients of degree $d$ polynomials in $Q$, and $c_{i_0}$ be the leading coefficient of $Q_{i_0}$. Assume further that

(1) $d > 1$ and $r > 1$,
(2) $V(Q)_d = 0$ for all $d' < d$,
(3) there exists an $s \in \mathbb{N}$ such that, for all $c \in C$, there are $s$ degree $d$ polynomials $Q$ in $Q$ with leading coefficient $c$, each having the form

$$c(a_1, \ldots, a_n)y^d + c'_Q(a_1, \ldots, a_n)y^{d-1} + \text{lower degree terms},$$

where the coefficients $c'_Q(a_1, \ldots, a_n)$ are all distinct,

(4) and

$$\max_{i \in I} \max_{\omega \in A} \max_{y \in [M]} |Q_i(\omega, y)| \leq C' N.$$

If

$$\mathbb{E}_{\omega \in A} \frac{1}{N} \sum_{x \in \mathbb{Z}} \mathbb{E}_{y \in [M]} f_{\omega}(x) \prod_{i \in I} f_i(x + Q_i(\omega, y)) \geq \gamma,$$

then for all $\gamma' \ll_{C, C'} \gamma^2$, we have

$$\mathbb{E}_{\omega' \in A'} \frac{1}{N} \sum_{x \in \mathbb{Z}} \mathbb{E}_{y \in [M]} f_{\omega'}(x) \prod_{i' \in I'} g_{i'}(x + Q_{i'}(\omega', y)) \gg C' \gamma^2,$$

where

(1) $I' = (I \times \{0, 1\}) \setminus \{(i_0, 0)\}$,
(2) $A' = A \times ((-\gamma M, \gamma M) \cap \mathbb{Z})$,
(3) $\mu'(\omega') = \frac{1}{A} \sum_{\omega \in A} \mu_{\gamma M}(a_{n+1})$,
(4) for $i' = (i, \epsilon) \in I'$, we have $Q_{i'}(\omega', y) = Q_i(\omega, y + \epsilon a_{n+1}) - Q_{i_0}(\omega, y)$,
(5) the set of leading coefficients of degree $d$ polynomials in $Q' := \{Q_{i'}\}_{i' \in I'}$ is $\{c - c_{i_0} : c \in C\} \setminus \{0\}$,
(6) for each $c \in C \setminus \{c_{i_0}\}$ there are $2s$ degree $d$ polynomials in $Q'$ with leading coefficient

$$c - c_{i_0},$$

and for $i' = (i, \epsilon) \in I'$ with $\deg Q_i = d$ and $Q_i$ having leading coefficient $c$, the polynomial $Q_{i'}(a', y)$ has the form

$$(c - c_{i_0})(a_1, \ldots, a_n)y^d + [c'_Q(a_1, \ldots, a_n) + \epsilon dc(a_1, \ldots, a_n)a_{n+1} - c'_{Q_{i_0}}(a_1, \ldots, a_n)]y^{d-1}$$

+ lower degree terms,

so that the coefficients of the degree $d - 1$ terms of these polynomials are still distinct,

(7) we have

$$V(Q') = (n_1, \ldots, n_d - 1, V(Q)_d - 1, 0, \ldots),$$

where $n_1 + \cdots + n_d - 1 < |I'| = 2|I| - 1$,
(8) and for $i' = (i, \epsilon) \in I'$, we have

$$g_{i'} = \begin{cases} f_i & \epsilon = 0, \\ \frac{1}{f_i} & \epsilon = 1. \end{cases}$$

Proof. As with the previous lemma, the proof is the same as that of Lemma 4.4. \qed
The next two lemmas are proved by many applications of the previous three lemmas, with the choice of $t_0$ in many uses of these lemmas being particularly important. Recall that the set $A_{t-1}$ was defined recursively. Correspondingly, the proof that the average $A_{P_1,\ldots,P_\ell}(f_1,\ldots,f_\ell)$ is controlled by an average of averages over the linear progression $(x+p(a)y)_{p\in A_{t-1}\cup\{0\}}$ proceeds iteratively. Lemma 4.7 produces the initial situation that we will apply Lemma 4.8 to repeatedly.

**Lemma 4.7.** Let $N, M > 0$ and $P_1, \ldots, P_\ell \in \mathbb{Z}[y]$ be polynomials with $(C, q)$-coefficients such that $\deg P_i = i$ for $i = 1, \ldots, \ell$ and $P_\ell$ has leading coefficient $c_\ell$. If $1/C \leq d^{-1}M^\ell/N \leq C$, $f_0, \ldots, f_\ell : \mathbb{Z} \to \mathbb{C}$ are 1-bounded functions supported on the interval $[N]$, and $\gamma' \ll C, \ell \gamma^{O(1)}$, then we have

$$\mathbb{E}_{a \in A} \left[ \frac{1}{N} \sum_{x \in \mathbb{Z}} \mathbb{E}_{y \in [M]} f_\ell(x) \prod_{i \in I} f_i'(x + Q_i(a, y)) \right] \gg C, \ell \gamma^{O(1)},$$

where

1. $I = \{0, 1\}^t \setminus \{0\}$ for some $t \ll \ell 1$,
2. $A = ((-\gamma'M, \gamma'M) \cap \mathbb{Z})^\ell$,
3. $\mu(a_1, \ldots, a_t) = \frac{1}{(2(\lceil M/1\rceil + 1))^{\ell}} \mu_{\gamma'M}(a_t)$,
4. the collection $Q := (Q_i)_{i \in I}$ consists only of polynomials of degree $\ell - 1$, each of which has distinct leading coefficient, and the set of such leading coefficients is

$$(\{\ell c_\ell a_1, \ldots, \ell c_\ell a_t\}) \cdot \omega : \omega \in I,$$

5. we have

$$\max_{i \in I} \max_{a \in A} \max_{y \in [M]} |Q_i|(a, y) \ll_{C, \ell} N,$$

6. and $f_i'$ equals either $f_\ell$ or $\overline{f_\ell}$ for all $i \in I$.

In this lemma and those to follow, if $Q = a_d y^d + \cdots + a_0 \in \mathbb{C}[y]$ is any polynomial, then $|Q|$ denotes the polynomial $|a_d|y^d + \cdots + |a_0|$.

**Proof.** The proof proceeds by applying Lemma 4.4 some number of times depending on $\ell$, and then Lemma 4.5 once. Suppose that $P_\ell$ has degree $\ell - 1$ coefficient $c_\ell$ and $P_{\ell-1}$ has leading coefficient $c_{\ell-1}$. Set $J_0 = [\ell], A_0 = \{0\}, \mu_0 = 1_{\{0\}}, Q_0 = \{P_1, \ldots, P_\ell\}, C_0 = \{c_\ell\}, i_{0,0} = 1$, and $g_{j,0} = f_j$ for $j = 1, \ldots, \ell$. We apply Lemma 4.4 repeatedly to produce a sequence of $t - 1 \ll \ell 1$ finite sets $J_k$ and $A_k$, measures $\mu_k$, collections of polynomials $Q_k \subset \mathbb{Z}[a_1, \ldots, a_k][y]$, sets $C_k \subset \mathbb{Z}[a_1, \ldots, a_k]$ of coefficients of the degree $\ell - 1$ term of degree $\ell$ polynomials in $Q_k$, elements $i_{0,k} \in J_k$, and 1-bounded functions $g_{j,k}$ for each $j \in J_k$ satisfying

1. $J_k = ((J_{k-1} \setminus \{j \in J_{k-1} : \deg Q_j = 0\}) \times \{0, 1\}) \setminus \{(i_{0,k-1}, 0)\}$ for $k = 1, \ldots, t - 1$,
2. $A_k = ((-\gamma'M, \gamma'M) \cap \mathbb{Z})^k$ for $k = 1, \ldots, t - 1$,
3. $\mu_k(a_1, \ldots, a_k) = \frac{1}{(2(\lceil M/1\rceil + 1))^{k}} \mu_{\gamma'M}(a_k)$ for $k = 1, \ldots, t - 1$,
4. $Q_k = (Q_j)_{j \in J_k}$ for $k = 1, \ldots, t - 1$, where, for $j = (j', \epsilon) \in J_k$, we have

$$Q_j(a_1, \ldots, a_k, y) = Q_{j'}(a_1, \ldots, a_{k-1}, y + \epsilon a_k) - Q_{i_{0,k-1}}(a_1, \ldots, a_{k-1}, y),$$

5. $C_k' = \{c_\ell' - \epsilon(k) c_{\ell-1} + \ell c_\ell(a_1, \ldots, a_k) \cdot \omega : \omega \in \{0, 1\}^k\}$ for $k = 1, \ldots, t - 1$, where $\epsilon(k) = 1$ if $1 \ll \ell k \leq t - 1$ and $\epsilon(k) = 0$ otherwise."
(6) for \( j = (j', \epsilon) \in J_k \), we have \( g_{j,k} \) equal to either \( g_{j',k-1} \) or \( \overline{g_{j',k-1}} \).

(7) \( i_{0,k} \in J_k \) is the index of any nonconstant (in \( y \)) polynomial of smallest degree in \( Q_k \) for \( k = 1, \ldots, t - 1 \), and \( i_{0,t-1} \in J_{t-1} \) is the index \( (\ell, \emptyset) \).

(8) and

\[
V(Q_{t-1}) = (0, \ldots, 0, 1, 0, \ldots),
\]

such that

\[
\mathbb{E}_{\mathbf{a} \in A_k} \frac{1}{N} \sum_{x \in \mathbb{Z}} \mathbb{E}_{y \in [M]} f_{\mathbf{a},k}(x) \prod_{j \in J_k, \deg Q_j \neq 0} g_{j,k}(x + Q_j(a_1, \ldots, a_k, y)) \gg_k \gamma Q_k(1),
\]

where

\[
f_{\mathbf{a},k}(x) = g_{i_{0,k-1},k-1}(x) \prod_{j \in J_k, \deg Q_j = 0} g_{j,k}(x + Q_j(a_1, \ldots, a_k, y))
\]

for all \( k = 1, \ldots, t - 1 \), provided that \( \gamma' \ll C, \ell \gamma Q_t(1) \). Indeed, we have that \( \|\mu_k\|_2^2 \leq \frac{3}{|A_{k-1}|^\gamma M} \) for each \( k = 1, \ldots, t - 1 \), and to check that the condition

\[
\max_{j \in J} \max_{\mathbf{a} \in A_j} \max_{y \in [M]} |Q_j(a, y)| \ll C, \ell N
\]

holds for each application of Lemma 4.4 note that

\[
\max_{i=1, \ldots, \ell} \sup_{y \in [-cM, cM]} |P_i(y)| \leq \ell c^3 C^3 N
\]

for any \( c \in \mathbb{N} \) by the assumptions that \( P_1, \ldots, P_\ell \) have \((C, q)\)-coefficients, \( \deg P_i = i \) for \( i = 1, \ldots, \ell \), and \( q^{t-1}M^t \leq CN \), which implies that (4.4) holds by the recursive definition of the \( Q_j \)'s and the triangle inequality.

Note that \( Q_{t-1} \) consists only of constant polynomials (in \( y \)) and polynomials of degree \( \ell \) (in \( y \)), we have \( J_{t-1} \setminus \{j \in J_{t-1} : \deg Q_j = 0\} = \{\ell\} \times \{0, 1\}^{t-1}, i_{0,t-1} \) is the index of the degree \( \ell \) polynomial in \( Q_{t-1} \) whose degree \( \ell - 1 \) term has coefficient \( c_{\ell} = c_{\ell - 1} \), and \( g_{j,t-1} \) equals either \( f_\ell \) or \( \overline{f_\ell} \) for every \( j \in J_k \) such that \( \deg Q_j = \ell \). We may thus apply Lemma 4.5 with \( J_{t-1} \setminus \{j \in J_{t-1} : \deg Q_j = 0\}, A_{t-1}, \mu_{t-1}, i_{0,t-1}, f_{2,t-1}, \) and \( f_j = g_{j,t-1} \) for each \( j \in J_{t-1} \setminus \{j \in J_{t-1} : \deg Q_j = 0\} \), again assuming that \( \gamma' \ll C, \ell \gamma Q_t(1) \). The conclusion of the lemma then follows after relabeling indices in \( [\ell] \times \{0, 1\}^{t-1} \times \{(\ell, \emptyset)\} \) by the corresponding elements of \( \{0, 1\}^t \times \{(\ell, \emptyset)\} \). The bound on \( |Q_i(a, y)| \) follows in the same manner as (4.4) using the triangle inequality. \hfill \( \square \)

Lemma 4.7 may be used, for example, to control the progression \( x, x + y, x + y^2 \) in terms of averages over the progression \( x, x + 3a_1y^2 + 3a_2y + 3a_3y^2, x + 3(a_1 + a_2)y^2 + 3(a_2^2 + a_3^2 + 2a_1a_2)y, \) where we have absorbed the constant (in \( y \)) terms into the definitions of the \( f_\mathbf{a} \)'s for the sake of simplicity.

**Lemma 4.8.** Let \( N, M > 0, I \) and \( A \subset ([-M, M] \cap \mathbb{Z})^n \) be finite sets, \( \mu : \mathbb{Z}^n \rightarrow [0, \infty) \) be supported on \( A \) with \( \|\mu\|_{\ell^1} \leq 1 \) and \( \|\mu\|_2^2 \leq C \frac{1}{|A|} \), \( Q_i \in \mathbb{Z}[a_1, \ldots, a_n][y] \) be degree \( d \geq 2 \) polynomials for each \( i \in I \), \( \mathcal{C} \) be the set of leading coefficients of polynomials in \( \mathcal{Q} := \langle Q_i \rangle_{i \in I} \) with \( m := |\mathcal{C}| \), and \( f, f_i : \mathbb{Z} \rightarrow \mathbb{C} \) be 1-bounded functions supported on the interval \([N]\) for each \( i \in I \). Assume further that
(1) $I$ and $C$ have the form $I = \{0, 1\}^J \setminus \{\emptyset\}$ and
\[
C = \{ (c_j^0(a_1, \ldots, a_n))_{j \in J} : \omega : \omega \in I \}
\]
for some finite set $J$ and polynomials $c_j^0 \in \mathbb{Z}[a_1, \ldots, a_n]$.

(2) $m = |I|$, so that the leading coefficients of elements of $Q$ are all distinct.

(3) we have
\[
\max_{i \in I} \max_{\underline{a} \in A} \max_{y \in [M]} |Q_i(\underline{a}, y)| \leq CN,
\]
(4) and $f_i$ equals either $f$ or $\overline{f}$ for each $i \in I$.

If
\[
\left| \mathbb{E}_{\underline{a} \in A}^{\mu} \frac{1}{N} \sum_{x \in \mathbb{Z}} \mathbb{E}_{y \in [M]} f(x) \prod_{i \in I} f_i(x + Q_i(\underline{a}, y)) \right| \geq \gamma
\]
and $\gamma' \ll_{C, d, m} \gamma^{O(d, m(1))}$, then we have
\[
\mathbb{E}_{\underline{a} \in A'}^{\mu'} \frac{1}{N} \sum_{x \in \mathbb{Z}} \mathbb{E}_{y \in [M]} f(x) \prod_{i' \in I'} f_i'(x + Q_i'(\underline{a}', y)) \gg_{C, d, m} \gamma^{O(d, m(1))},
\]
where
\begin{enumerate}
\item $I' = \{0, 1\}^{(i, r):i \in I, r \in [k_i]} \setminus \{\emptyset\}$ for some $k_i \ll_{d, m} 1$ for each $i \in I$,
\item $A' = A \times ((-\gamma'M, \gamma'M) \cap \mathbb{Z}) \sum_{i \in I} k_i$,
\item $\mu'(\underline{a}, (a_i, r))_{i \in I, r \in [k_i]} = \frac{1}{|A| (2 \gamma'M + 1) \sum_{i \in I} k_i} \mu_{\gamma'M}(a_j, k_j)$ for some $j \in I$,
\item $Q' := (Q_i')_{i' \in I'}$ consists only of polynomials of degree $d - 1$, each of which has distinct leading coefficient, and the set of such leading coefficients is
\[
\{(dc_i(a_1, \ldots, a_n)a_i, r)_{i \in I, r \in [k_i]} : \omega : \omega \in I' \},
\]
\item we have
\[
\max_{i' \in I'} \max_{\underline{a} \in A'} \max_{y \in [M]} |Q_i'(\underline{a}', y)| \ll_{C, d, m} N,
\]
(6) and $f_i'$ equals either $f$ or $\overline{f}$ for every $i' \in I'$.
\end{enumerate}

**Proof.** The proof proceeds by applying Lemma 4.3 once after repeating the following the $m - 1$ times: apply Lemma 4.6 once, and then Lemma 4.4 as many times as necessary with careful choices of distinguished index $i_0$ to produce a bound in terms of an average over a polynomial progression involving only polynomials of degree $d$. Each repetition of this procedure reduces the number of distinct leading coefficients of polynomials of degree $d$ by one.

We first enumerate the elements $c_1, \ldots, c_m$ of $C$ by picking any ordering such that if $k \leq k'$, then $c_k(\underline{a}) = (c_j^0(\underline{a}))_{j \in J} \cdot \omega$ and $c_k(\underline{a}) = (c_j^0(\underline{a}))_{j \in J} \cdot \omega'$ with $|\omega| \leq |\omega'|$. This means that $c_m(\underline{a}) = \sum_{j \in J} c_j^0(\underline{a})$. Enumerate the elements $Q_1, \ldots, Q_m$ of $Q$ similarly, so that $Q_i$ has leading coefficient $c_i(\underline{a})$, and let $c_i'(\underline{a})$ denote the coefficient of the degree $d - 1$ term of $Q_i$ for each $i = 1, \ldots, m$. Set $c_0(\underline{a}) := 0$.

Let $I_0 = [m]$, $A_0 = A$, $\mu_0 = \mu$, $Q_0 = Q$, $C_0 = C$, $C_0^{(k)} = \{c_k^{(0)}\}$ for each $k = 1, \ldots, m$, and $c_{0,0} = 1$. We will show that applying Lemma 4.6 and then Lemma 4.4 repeatedly produces a sequence of $m - 1$ finite sets $I_j$ and $A_j$, measures $\mu_j$ supported on $A_j$, sets $Q_j = (Q_{i,j})_{i \in I_j}$ of degree $d$ polynomials with set of leading coefficients $C_j$, sets $C_j^{(k)}$ of the coefficients of the degree $d - 1$ terms of polynomials in $Q_j$ with leading coefficient $c_k - c_j$ for each $k = j + 1, \ldots, m$, and elements $i_{0,j} \in I_j$ satisfying...
(1) $I_j = \{j + 1, \ldots, m\} \times \{0, 1\}^{\{0 \leq s \leq j, r \in [k, s]\}}$ for some $k, s \ll d,m$ for each $0 \leq s \leq j$ and $j = 1, \ldots, m - 1$, where $k_0,j = 1$,

(2) $A_j = A_{j - 1} \times ((-\gamma'M, \gamma'M) \cap \mathbb{Z})^{k_j + 1}$ for $j = 1, \ldots, m - 1$,

(3) $\mu_j(\{a, (s, r)\}_{0 \leq s \leq j, r \in [k, s]}) = \frac{1}{|A_{j - 1}|(2[\gamma'M] + 1)^{k_j + 1}} \mu_j(\gamma'M(a_j, k_j))$ for $j = 1, \ldots, m - 1$,

(4) $C_j = \{c_{j+1} - c_j, \ldots, c_m - c_j\}$ for $j = 1, \ldots, m - 1$ and, for $i = (s, \omega) \in I_j$, the polynomial $Q_{i,j} \in Q_j$ has leading coefficient $c_s - c_j$,

(5) $C'_{j,k} = \{(c'_k - c'_j)(a) + (d(c_k - c_s)(a)_{s,r})_{0 \leq s \leq j, r \in [k, s]} \cdot \omega : \omega \in \{0, 1\}^{\{s, r\}_{0 \leq s \leq j, r \in [k, s]}}\}$ for each $k = j + 1, \ldots, m$ and $j = 1, \ldots, m - 1$,

(6) we have

$$\max_{i \in I_j} \max_{q \in A_j} \max_{y \in [M]} |Q_{i,j}(a, y)| \ll_{C,d,j} N$$

for $j = 1, \ldots, m - 1$,

(7) and $i_{0,j} \in I_j$ equals the index such that $Q_{i_{0,j},j}$ has leading coefficient $c_{j+1} - c_j$ and degree $d - 1$ coefficient

$$c'_{j,0}(a, (s, r)_{0 \leq s \leq j, r \in [k, s]}) := (c'_{j+1} - c'_j)(a) + \sum_{0 \leq s \leq j} (c_{j+1} - c_s)(a)_{s,r}$$

for $j = 1, \ldots, m - 2$, and $i_{0, m-1} \in I_{m-1}$ equals the index such that $Q_{i_{0, m-1}, m-1}$ has degree $d - 1$ coefficient $(c'_m - c'_{m-1})(a)$ such that

$$\mathbb{E}_{a \in A_j, y \in [M]} f_{x,j}(x) \prod_{i \in I_j} f'_{i}(x + Q_{i}(a, y)) \gg_{C,d,j} \gamma^{O_{d,j}(1)},$$

where $f_{x,j}$ is $1$-bounded for each $a \in A_j$ and $f'_{i}$ equals $f$ or $\overline{f}$ for each $i \in I_j$, provided that $\gamma' \ll_{C,d,m} \gamma^{O_{d,m}(1)}$. Before showing that such a sequence of sets, measures, and elements exist, note that if $\gamma' \ll_{C,d,m} \gamma^{O_{d,m}(1)}$, then the conclusion of the lemma follows from one application of Lemma 11.5 when $j = m - 1$, for as $s$ ranges over $0 \leq s \leq m - 1$, the polynomials $c_m - c_s$ range over all of the $c_j$’s by the assumption (1.5) and our choice of enumeration $c_1, \ldots, c_m$.

It remains to prove that the above sequence exists. As was mentioned earlier, for each $j = 1, \ldots, m - 1$ this will follow from one application of Lemma 11.6 and then repeated applications of Lemma 11.4 as in the proof of Lemma 11.7. Let us assume then that $I_j, A_j, \mu_j, Q_j, C_j, C'_{j,k}$ for $k = j + 1, \ldots, m$ and $i_{0,j}$ satisfying the above conditions exist for some $j = 0, \ldots, m - 2$. We first apply Lemma 11.6, which we may do assuming that $\gamma' \ll_{C,d,m} \gamma^{O_{d,m}(1)}$, to get that

$$\mathbb{E}_{a \in A_{j,0}} f_{x,j}(x) \prod_{i \in I_{j,0}} f'_{i}(x + Q_{i,j,0}(a, y)) \gg_{C,d,j} \gamma^{O_{d,j}(1)},$$

where

(1) $I_{j,0} = (I_j \times \{0, 1\}) \setminus \{(i_{0,j}, 0)\}$,

(2) $A_{j,0} = A_j \times ((-\gamma'M, \gamma'M) \cap \mathbb{Z})$,

(3) $\mu_{j,0}(a) = \frac{1}{|A_j|} \mu(a_j, 0)$,

(4) $Q_{j,0} := (Q_{i,j,0})_{i \in I_{j,0}}$ has set of leading coefficients of degree $d$ polynomials, $C_{j+1}$
(5) $C_{j,0}^{(k)}$, the set of coefficients of the degree $d - 1$ terms of the degree $d$ polynomials in $Q_{j,0}$ with leading coefficient $c_k - c_{j+1}$, equals

$$
\left\{ (c'_k - c'_{j+1})(a) - d \sum_{0 \leq s \leq j} (c_{j+1} - c_s)(a) a_{s,r} + (d(c_k - c_s)(a)a_{s,r})_{0 \leq s \leq j, r \in [k_s,j],} \cdot \omega \right\} \quad : \omega \in \{0, 1\}\{(s,r):0 \leq s \leq j, r \in [k_s,j]\}
$$

for all $k = j + 2, \ldots, m$, where $k_{s,j}, 0 = k_{s,j}$ when $s < j$ and $k_{j,j} = k_{j,j} + 1$.

(6) we have

$$\max \max \max_{i \in I_{j,0} \land \exists A_{j,0} \land y \in [M]} |Q_i| \ll_{C,d,j} N,$$

(7) and $f_i$ equals either $f$ or $\overline{f}$ for all $i \in I_{j,0}$.

Let $Q_{j,0}'$ denote the subset of $Q_{j,0}$ consisting of polynomials of degree $d - 1$. By our assumptions on $Q_j$, the set of leading coefficients of elements of $Q_{j,0}'$ is

$$C_{j,0}' := \{c - c'_{j,0} : c \in C_{j}^{(j+1)}\} \setminus \{0\} = \{(d(c_{j+1} - c_s)(a)a_{s,r})_{0 \leq s \leq j, r \in [k_s,j]} : (\omega - 1) : \omega \in \{0, 1\}\{(s,r):0 \leq s \leq j, r \in [k_s,j]\} \setminus \{1\}\}.$$

Note that if $Q_i \in Q_{j,0}'$, then $i$ has the form $i = (j + 1, \omega) \in I_{j,0}$.

Next, we set $m' := |C_{j}^{(j+1)} \setminus \{c'_{j,0}\}|$ and enumerate the elements $c'_{j,1}, \ldots, c'_{j,m'}$ of $C_{j}^{(j+1)} \setminus \{c'_{j,0}\}$ by picking any ordering such that if $k \leq k'$, then

$$c'_{j,k}(a, (a)a_{s,r})_{0 \leq s \leq j, r \in [k_s,j]} = (c'_{j+1} - c'_{j})(a) + (d(c_{j+1} - c_s)(a)a_{s,r})_{0 \leq s \leq j, r \in [k_s,j]} \cdot \omega$$

and

$$c'_{j,k}(a, (a)a_{s,r})_{0 \leq s \leq j, r \in [k_s,j]} = (c'_{j+1} - c'_{j})(a) + (d(c_{j+1} - c_s)(a)a_{s,r})_{0 \leq s \leq j, r \in [k_s,j]} \cdot \omega'$$

with $|\omega| \geq |\omega'|$ (note that this inequality goes in the opposite direction of the one used for the enumeration of elements of $C$). This means that $c'_{j,m'} = c'_{j+1} - c'_{j}$.

Finally, to verify that we can indeed apply Lemma 1.4 repeatedly as in the proof of Lemma 4.7, we note that if $K$ is any finite set, $B = ((-\gamma, M, \gamma M) \cap \mathbb{Z})^n$ with $u \in \mathbb{N}$ and $0 < \gamma' \leq 1$, $P_k \in \mathbb{Z}[b_1, \ldots, b_u][y]$ for each $k \in K$ is a polynomial of degree at most $d$,

$$\max \max \max_{k \in K} |P_k(b, y)| \leq DN,$$

and $k_0 \in K$, then

$$\max \max \max_{k \in K} |P'_{k,\epsilon}(b, y)| \ll_d DN,$$

where $P'_{k,\epsilon}(b, y) := P_k(b_1, \ldots, b_u, y + \epsilon b_{u+1}) - P_k(b_1, \ldots, b_u, y)$. To see this, just note that

$$|P'_{k,\epsilon}(b, y)| \leq |P_k|(b_1, \ldots, b_u, y + \epsilon b_{u+1}) + |P_k|(b_1, \ldots, b_u, y) \leq |P_k|(b_1, \ldots, b_u, y + \epsilon b_{u+1}) + DN$$

and

$$|P_k|(b_1, \ldots, b_u, y + \epsilon b_{u+1}) \leq |P_k|(b_1, \ldots, b_u, 2M) \leq 2^d DN$$

for all $b \in B \times ((-\gamma, M, \gamma M) \cap \mathbb{Z})$ and $y \in [M]$.

We now assume that $\gamma' \ll_{C,d,m} \gamma^{O_d(m)}$ and apply Lemma 1.4 repeatedly ($t_j' \ll_d m$ 1 times for each $j'$) to produce a sequence of $m'$ finite sets $I_{j,j'}$ and $A_{j,j'}$, measures $\mu_{j,j'}$ supported on $A_{j,j'}$, and sets of polynomials $Q_{j,j'}$ and $Q'_{j,j'}$ satisfying
(1) \( I_{j,j'} = (I_{j,j'} - 1 \{ i \in I_{j,j'} : Q_{i,j,j'} - 1 \in Q_{j,j'} - 1 \} \text{ and } Q_{i,j,j'} - 1 \) has leading coefficient \( c_{j,j'} - c_{j,j'} - 1 \}) \times \{0, 1\}^\nu' \) for some \( t_{j'} \ll d, m \) for \( j' = 1, \ldots, m' \),

(2) \( A_{j,j'} = A_{j,j'} - 1 \times ((-\gamma' M, \gamma' M) \cap \mathbb{Z})^\nu' \) for \( j' = 1, \ldots, m' \),

(3) \( \mu_{j,j'}(a, (s,r)_{0 \leq s \leq j+1, r \in [k_{s,j,j'}]}) = \frac{1_{A_{j,j'} - 1}[a]_{0 \leq s \leq j+1, r \in [k_{s,j,j'}]} \prod_{j' = 1}^{\nu' \mu_{j,j'}}(\gamma' M(a_{j+1,k_{s,j,j'}}, k_{s,j,j'}))}{\prod_{j' = 1}^{\nu' \mu_{j,j'}}(\gamma' M(a_{j+1,k_{s,j,j'}}, k_{s,j,j'}))}, \) where \( k_{s,j,j'} = k_{s,j} \) for \( s < j \), \( k_{j,j,j'} = k_{j,j} + 1 \), and \( k_{j+1,j,j'} = k_{j+1,j,j'} - 1 + O_d, m(1) \) for \( j' = 1, \ldots, m' \),

(4) \( Q_{j,j'} \) consists of all degree \( d - 1 \) polynomials in \( Q_{j,j'} \),

(5) \( Q_{j,j'} \) has a leading coefficient \( c_{j,j'} \) for \( j = 1, \ldots, m \),

(6) \( Q_{j,j'} \) has a leading coefficient \( c_{j,j'} \) for \( j = 1, \ldots, m \),

(7) \( Q_{j,j'} \) has of degree \( d - 1 \) terms of polynomials of degree \( d \) with leading coefficient \( c_{j,j'} \) for \( k = j + 2, \ldots, m \),

(8) \( C_{j,j'}^{(k)} \) is equal to

\[
\{ c_k - c_{j,j'} + (d(c_k - c_{j,j'})(a_1, \ldots, a_n)a_{s,r})_{0 \leq j < j+1, r \in [k_{s,j,j'}]} : \omega : \omega \in \{0, 1\}^\nu' \mu_{j,j'}(a, (s,r)_{0 \leq s \leq j+1, r \in [k_{s,j,j'}]}) \}
\]

for all \( k = j + 2, \ldots, m \) and \( j' = 1, \ldots, m' \),

(9) and

\[
\max_{i \in I_{j,j'}} \max_{a \in A_{j,j'}} \max_{y \in [M]} |Q_{i,j,j'}(a, y)| < C_d, d + 1 N
\]

such that

\[
\mathbb{E}_{a \in A_{j,j'}} \frac{1}{N} \sum_{x \in \mathbb{Z}} \mathbb{E}_{y \in [M]} f_{\nu}(x) \prod_{i \in I_{j,j'}} f_i(x + Q_{i,j,j'}(a, y)) \gg_{C,d,d+1} \gamma^{O_d,d+1}(1),
\]

where \( f_{\nu} \) is 1-bounded for every \( a \in A_{j,j'} \) and \( f_i \) equals either \( f \) or \( \overline{f} \) for every \( i \in I_{j,j'} \), by picking \( t_0 \) corresponding to elements of \( Q_{j,j'} - 1 \) with leading coefficient equal to \( c_{j,j'} - c_{j,j'} - 1 \) for each application of Lemma 4.4. We then take \( I_{j+1} = I_{j,m'} \), \( A_{j+1} = A_{j,m'} \), \( \mu_{j+1} = \mu_{j,m'} \), and \( Q_{j+1} = Q_{j,m'} \).

Continuing the example from after Lemma 4.7, Lemma 4.8 may be used to control an average over the progressions \( x, x + 3a_1 y^2 + 3a_2 y, x + 3a_2 y^2 + 3a_3 y, x + 3(a_1 + a_2) y^2 + 3(a_2^2 + a_2 a_3 + 2a_1 a_2) y \) in terms of an average over progressions of the form

\[
(x + [(6(a_1 + a_2)b_1, 6a_1 b_2, 6a_2 b_3, 6a_3 b_4, \ldots, 6a_2 b_11, \ldots, 6a_2 b_{11}]) \cdot \omega] x_{\omega \in [0,1]}^{11}.
\]

Lemmas 4.7 and 4.8 combined show that \( \Lambda_{P_1, \ldots, P_{\ell}}^{M,N}(f_0, \ldots, f_{\ell}) \) is controlled by an average of averages over the linear progression \( (x + p(a, y)_{p \in A_{\ell} - \{0\}}) \).

**Lemma 4.9.** Let \( N, M > 0 \) and \( P_1, \ldots, P_{\ell} \in \mathbb{Z}[y] \) be polynomials with \( (C, q) \)-coefficients such that \( \deg P_i = i \) for \( i = 1, \ldots, \ell \) and \( P_i \) has leading coefficient \( c_i \). Let \( I_j \) and \( \mathcal{A}_j \) for \( j = 0, \ldots, \ell - 1 \) be defined as in Section 3 with \( c_i \) playing the role of \( c \). There exist \( k_i \ll \ell \) for all \( i \in I_j \) and \( j = 0, \ldots, \ell - 2 \) such that the following holds. If \( 1/C \leq q^{\ell - 1} M^\ell / N \leq C, \) \( f_0, \ldots, f_{\ell} : \mathbb{Z} \to \mathbb{C} \) are 1-bounded functions supported on \( [N] \),

\[
\left| \Lambda_{P_1, \ldots, P_{\ell}}^{M,N}(f_0, \ldots, f_{\ell}) \right| \geq \gamma,
\]

and \( \gamma' \ll C, \ell \gamma^{O(\ell)}(1) \), then we have

\[
\mathbb{E}_{a \in A} \frac{1}{N} \sum_{x \in \mathbb{Z}} \mathbb{E}_{y \in [M]} f_{\ell}(x) \prod_{i \in I_{\ell-1}} f_i(x + L_i(a, y)) \gg_{C, \ell} \gamma^{O(\ell)}(1),
\]

where
(1) \( A = ((-\gamma'M, \gamma'M) \cap \mathbb{Z}) \sum_{j=1}^{\ell-2} \sum_{t_j \in I_j} k_t \),
(2) \( \mu((a_{ij})_{0 \leq i \leq \ell - 1, j \in [k_i]}) = \frac{1_{A}(a)}{(2|\gamma'M|+1)^{-1}} \mu_{\gamma'M}(a_{i,k_i}^{(\ell-1)}) \) for some \( i \in I_{\ell-1} \),
(3) \( L_i \in \mathbb{Z}[a][y] \) is a linear (in \( y \)) polynomial with leading coefficient equal to \( p_i(a) \in A_{\ell-1} \) for all \( i \in I_{\ell-1} \),
(4) we have
\[
\max_{i \in I_{\ell-1}} \max_{a \in A} |L_i|(a,y) \ll c_{\ell} N,
\]
(5) and \( f_i^* \) equals \( f_\ell \) or \( \overline{f_\ell} \) for all \( i \in I_{\ell-1} \).

**Proof.** Apply Lemma 4.7 once and then Lemma 4.8 \((\ell - 2)\) times. \( \square \)

Controlling the averages of linear progressions appearing in Lemma 4.9 by Gowers box norms is standard, and just requires \(|I_{\ell-1}| = 1\) more applications of the Cauchy–Schwarz and van der Corput inequalities.

**Lemma 4.10.** Let \( N, M > 0, L_1, \ldots, L_m \in \mathbb{Z}[y] \) be linear polynomials with zero constant term such that \( L_i \) has leading coefficient \( c_i \), and \( f_0, \ldots, f_m : \mathbb{Z} \to \mathbb{C} \) be \( 1 \)-bounded functions supported on the interval \([N]\). Assume further that
\[
\max_{i=1, \ldots, m} \max_{y \in [M]} |L_i|(y) \leq C N.
\]
If
\[
\left| \Lambda^{N,M}_{L_1, \ldots, L_m}(f_0, \ldots, f_m) \right| \geq \gamma,
\]
and \( \gamma' \ll c_{\ell} \gamma'^{O(m)} \), then we have
\[
\|f_m\|_{\Box^{Q_0, \ldots, Q_{m-1}}([N])} \gg m \gamma'^{O(m)} ,
\]
where \( Q_0 = c_m|\gamma'M| \) and \( Q_i = (c_m - c_i)|\gamma'M| \) for \( i = 1, \ldots, m - 1 \).

**Proof.** This will follow from \( m - 1 \) applications of Lemma 4.2 but applied in a slightly different manner than in the proofs of the other lemmas in this section. When \( \gamma' \ll C \gamma^2 \) we have, by Lemma 4.2, that
\[
\mathbb{E}_{h_0, h_0' \in [\gamma'M]} \frac{1}{N} \sum_x \mathbb{E}_{y \in [M]} \Delta'_{c_1h_0, c_1h_0'} f_1(x) \prod_{i=2}^m \Delta'_{c_ih_0, c_ih_0'} f_i(x + (L_i - L_1)(y)) \gg \gamma^2
\]
by unraveling the definition of \( \mu_{\gamma'M} \) and making the change of variables \( y \mapsto y + h_0' \). Next, we apply Lemma 4.2 again to the quantity inside of the average \( \mathbb{E}_{h_0, h_0' \in [\gamma'M]} \) above and then use the Cauchy–Schwarz inequality (instead of applying Lemma 4.2 to the entire quantity in the left-hand side above, as we did before). Repeating this \( m - 2 \) more times yields the conclusion of the lemma, since \( L_i - L_j \) has leading coefficient \( c_i - c_j \) for all \( i, j \in [m] \). \( \square \)

Finishing our example, we see that Lemma 4.10 can be used to control (4.6), and thus the progression \( x, x + y, x + y^3 \), in terms of an average over \( a_1, a_2, b_1, \ldots, b_{11} \) of the norm \( \| \cdot \|_{\Box^{Q_{\omega}} \mathbb{Z}^{Q_{\omega}} \in \{0,1\}^{11} ([N])} \) where
\[
Q_\omega = ((6(a_1 + a_2)b_1, 6a_1b_2, 6a_1b_3, 6a_2b_4, \ldots, 6a_2b_{11}) \cdot \omega)[\gamma'M]
\]
for each nonzero \( \omega \in \{0,1\}^{11} \).

Now we can prove Proposition 3.4.
Proof of Proposition 3.4. By Lemma 4.9 we have that
\[ \mathbb{E}_{x \in A} \sum_{\alpha \in [\ell]} f(x) \prod_{i \in I_{\ell-1}} f^i(x + L_i \alpha, y) \gg_{\ell, C} \delta^{O(1)} \]
when \( \delta' \ll_{C, \ell} \delta^{O(1)} \), where \( A, I_{\ell-1}, A_{\ell-1}, f^i \) for \( i \in I_{\ell-1} \), and \( L_i \) for \( i \in I_{\ell-1} \) are as in the conclusion of Lemma 4.9.

Set \( m := |I_{\ell-1}| \) and enumerate the elements \( p_1, \ldots, p_m \) of \( A_{\ell-1} \) by picking any ordering such that if \( k \leq k' \), then \( p_k = (p_i(a \alpha_{i,r})_{i \in I_{\ell-2}}, r \in [k] \cdot \omega' \) with \( |\omega| \leq |\omega'| \). This means that \( p_m = \sum_{i \in I_{\ell-2}, r \in [k]} p_i(a \alpha_{i,r}) \). Enumerate the \( L_k \)'s in the same manner, so that \( L_k \) has leading coefficient \( p_k \). Denote the constant term of \( L_k \) by \( p'_k \) for each \( k \in [m] \) as well.

We now apply Lemma 4.2 once to deduce that
\[ \mathbb{E}_{\alpha \in A} \sum_{\alpha \in [\ell]} \sum_{h_0, h_0' \in [\delta' M]} A_{\ell, N, M, y, \ldots, p_m} \left( T_{p_1} \left( \Delta_{p_1, h_0, h_0'} \right) f_1(x), \ldots, T_{p_m} \left( \Delta_{p_m, h_0, h_0'} \right) f_m(x) \right) \gg_{C, \ell} \delta^{O(1)} \]
assuming that \( \delta' \ll_{C, \ell} \delta^{O(1)} \). We now apply, for each fixed \( \alpha \in A \) and \( (h_0, h_0') \in [\delta' M]^2 \), Lemma 4.10 to \( A_{\ell, \delta, N, M, y, \ldots, p_m} \left( T_{p_1} \left( \Delta_{p_1, h_0, h_0'} \right) f_1(x), \ldots, T_{p_m} \left( \Delta_{p_m, h_0, h_0'} \right) f_m(x) \right) \) to get that
\[ \mathbb{E}_{\alpha \in A} \left\| T_{p_m} (\alpha) f_\ell \right\| \ll_{\ell} \delta^{O(1)} \]
again assuming that \( \delta' \ll_{C, \ell} \delta^{O(1)} \) and recalling our choice of enumeration of elements of \( A_{\ell-1} \). To conclude, we note that \( \left\| T_{p_m} (\alpha) f_\ell \right\| = \left\| f_\ell \right\| \ll_{\ell} \delta^{O(1)} \) for each \( \alpha \in A \) by making the change of variables \( x \mapsto x - p'_m (\alpha) \) inside of the definition of the Gowers box norm. \( \square \)

5. Concatenation

The main ingredient in the proof of Theorem 3.5 is the following result, whose proof will occupy the first part of this section.

**Lemma 5.1.** Let \( N, M_1, M_2 > 0 \) with \( M_2 \leq M_1 \) and \( M_1 M_2 \leq N/c, b_1, \ldots, b_s \in \mathbb{Z} \), and \( f : \mathbb{Z} \to \mathbb{C} \) be a \( 1 \)-bounded function supported on the interval \([N] \). If \( \gcd(a + b_i, a + b_j) \ll_s 1/\gamma'' \) for all distinct \( i, j \in [s] \) and \( |a + b_i| \geq \gamma'' M_1 \) for all but a \( O_s (\gamma'') \) proportion of \( a \in [M_1] \),
\[ \mathbb{E}_{a \in [M_1]} \left\| f \right\| ^{s}_{(i \in \delta(a + b_i(M_2))} \geq \gamma, \]
and \( \gamma', \gamma'' \ll_s \gamma^{O_s(1)} \), then there exists an \( s' \ll_s 1 \) such that
\[ \left\| f \right\| _{U_{s'}^{(1)} ([N])} \gg_{s} \gamma^{O_s(1)}, \]
provided that \( M_1 M_2 \gg_{s} (\gamma \gamma')^{-O_s(1)} \).

Before beginning the proof of Lemma 5.1, we record a couple of lemmas.

**Lemma 5.2.** Let \( M > 0 \). For all but a \( O_s (\gamma) \)-proportion of s-tuples \((a_1, \ldots, a_s) \in [M]^s \), we have that
\[ \gcd((a_1, \ldots, a_s) \cdot \omega, (a_1, \ldots, a_s) \cdot \omega') < \gamma^{-1} \]
for all distinct \( \omega, \omega' \in \{0,1\}^s \setminus \{0\} \), and for all but an \( O(s(\gamma)) \)-proportion of pairs of \( s \)-tuples \((a_1, \ldots, a_s, b_1, \ldots, b_s) \in [M]^{2s} \), we have that
\[
\gcd((a_1 - b_1, \ldots, a_s - b_s) \cdot \omega, (a_1 - b_1, \ldots, a_s - b_s) \cdot \omega') < \gamma^{-1}
\]
for all distinct \( \omega, \omega' \in \{0,1\}^s \setminus \{0\} \).

**Proof.** These statements follow easily from the union bound and the fact that \( \gcd(a,a') < \varepsilon^{-1} \) for all but a \( O(\varepsilon) \)-proportion of \( a,a' \in [M] \). Indeed, for each pair of distinct \( \omega, \omega' \in \{0,1\}^s \setminus \{0\} \), the pair \(((a_1, \ldots, a_s) \cdot \omega, (a_1, \ldots, a_s) \cdot \omega')\) ranges over a subset of \([sM]^2\) of density \( \geq 1/s^2 \) as \( a_1, \ldots, a_s \) ranges over \([M]\), and this pair hits each point in its range with multiplicity at most \( M^s-2 \). Thus, the total number of \( s \)-tuples \((a_1, \ldots, a_s) \in [M]^s \) for which \( \gcd((a_1, \ldots, a_s) \cdot \omega, (a_1, \ldots, a_s) \cdot \omega') \geq \gamma^{-1} \) is \( \ll s^2 M^s \). We conclude the first statement by taking the union bound over all \( \ll s \) pairs of distinct \( \omega, \omega' \in \{0,1\}^s \setminus \{0\} \). The proof of the second statement is essentially the same. \( \square \)

As in [12], we will also need an inverse theorem for certain two-dimensional Gowers box norms. The one we prove next holds in greater generality than the inverse theorem in [12], at the cost of a slightly weaker conclusion.

**Lemma 5.3.** Let \( N, M_1, M_2 > 0 \) with \( M_2 \leq M_1 \) and \( M_1 M_2 \leq N/m \) and suppose that \( c,d \in [M_1] \) with \( c \geq \gamma_1 M_1 m \) and \( \gcd(c,d) = m \). Let \( f : \mathbb{Z} \to \mathbb{C} \) be a \( 1 \)-bounded function supported on the interval \([N]\). If
\[
\|f\|_{c_2[\gamma_2 M_2], d[\gamma_2 M_2]}([N]) \geq \gamma
\]
and \( 0 < \gamma_3 < \gamma_2 \leq \gamma_1 \leq 1 \), then there exist \( 1 \)-bounded functions \( l, r : \mathbb{Z} \to \mathbb{C} \) satisfying
\[
\#\{x \in [N] : l(x) \neq l(x + dz) \text{ for some } z \in [\gamma_3 M_2]\} \ll \frac{\gamma_3}{\gamma_2} N
\]
and
\[
\#\{x \in [N] : r(x) \neq r(x + cy) \text{ for some } y \in [\gamma_3 M_2]\} \ll \frac{\gamma_3}{\gamma_2} N
\]
such that
\[
\left| \frac{1}{N} \sum_{x \in \mathbb{Z}} f(x) l(x) r(x) \right| \geq \gamma^4.
\]

**Proof.** By splitting \( \mathbb{Z} \) up into progressions modulo \( m \) and arguing as in the proof of Corollary 5.4 of [12], it suffices to prove the \( m = 1 \) case of the lemma. So, we assume for the remainder of the proof that \( m = 1 \).

Since \( c \) and \( d \) are relatively prime, every \( x \in \mathbb{Z} \) can be expressed uniquely as \( x = cy + dz \) with \( y \in \mathbb{Z} \) and \( z \in [c] \). Thus, \( \|f\|_{c_2[\gamma_2 M_2], d[\gamma_2 M_2]}([N]) \) can be written as
\[
\frac{1}{N} \sum_{u \in \mathbb{Z}} \sum_{v \in [c]} \mathbb{E}_{y,y',z,z' \in [\gamma_2 M_2]}[f(c(y + u) + d(z + v)) f(c(y' + u) + d(z' + v))]
\]
\[
\frac{f(c(y + u) + d(z' + v)) f(c(y' + u) + d(z' + v))}{f(c(y + u) + d(z + v)) f(c(y' + u) + d(z + v))}.
\]
We split \( \mathbb{Z} \) and \([c]\) up into intervals of length \( \gamma_2 M_2 \) to write the above as

\[
\frac{1}{N/\gamma_2^2 M_2^2} \sum_{u'' \in \mathbb{Z}} \mathbb{E}_{y', z', u', v' \in [\gamma_2 M_2]} \left[ f(c(y + u' + \gamma_2 M_2 u'') + d(z + v' + \gamma_2 M_2 v'')) \right.
\]

\[
\left. f(c(y' + u' + \gamma_2 M_2 u'') + d(z + v' + \gamma_2 M_2 v'')) \right]
\]

\[
\left. f(c(y + u' + \gamma_2 M_2 u'') + d(z' + v' + \gamma_2 M_2 v'')) \right]
\]

\[
\left. f(c(y' + u' + \gamma_2 M_2 u'') + d(z' + v' + \gamma_2 M_2 v'')) \right],
\]

using the fact that \( c \geq \gamma_2 M_2 \). By the pigeonhole principle, there thus exist \( y', z', u', v' \in [\gamma_2 M_2] \) such that

\[
\gamma^4 \leq \frac{1}{N/\gamma_2^2 M_2^2} \sum_{u'' \in \mathbb{Z}} \mathbb{E}_{y, z \in [\gamma_2 M_2]} \left[ T_{c(u' + \gamma_2 M_2 u'' + d(v' + \gamma_2 M_2 v'')} f(cy + dz) \right.
\]

\[
\left. T_{c(u' + \gamma_2 M_2 u'' + d(v' + \gamma_2 M_2 v'')} f(cy' + dz') \right]
\]

\[
\left. T_{c(u' + \gamma_2 M_2 u'' + d(v' + \gamma_2 M_2 v'')} f(cy' + d'z') \right]
\]

\[
T_{c(u' + \gamma_2 M_2 u'' + d(v' + \gamma_2 M_2 v'')} f(cy' + d'z').
\]

Fix such \( y', z', u', \) and \( v' \). For each pair of integers \( u'' \) and \( 0 \leq u'' < c/\gamma_2 M_2 \), we define 1-bounded functions \( L_{u'', u'''} : [\gamma_2 M_2] \rightarrow \mathbb{C} \) by setting

\[
L_{u'', u'''}(y) := T_{c(u' + \gamma_2 M_2 u'' + d(v' + \gamma_2 M_2 v'')} f(cy + dz')
\]

and

\[
R_{u'', u'''}(z) := T_{c(u' + \gamma_2 M_2 u'' + d(v' + \gamma_2 M_2 v'')} f(cy' + dz) \cdot T_{c(u' + \gamma_2 M_2 u'' + d(v' + \gamma_2 M_2 v'')} f(cy' + d'z').
\]

We can then define \( l_0, r_0 : \mathbb{Z} \rightarrow \mathbb{C} \) by setting, for each \( x \in \mathbb{Z} \) with \( x = c(y + \gamma_2 M_2 y'') + d(z + \gamma_2 M_2 z'') \) for \( y, z \in [\gamma_2 M_2], y'' \in \mathbb{Z}, \) and \( 0 \leq z'' < c/\gamma_2 M_2 \) an integer, \( l_0(x) := L_{y'', z''}(y) \) and \( r_0(x) = R_{y'', z''}(z) \). Then the above tells us that

\[
(5.1) \quad \frac{1}{N} \sum_{x \in \mathbb{Z}} f(x + cu' + dv') l_0(x) r_0(x) \geq \gamma^4.
\]

Next, we will show that

\[
\#\{x \in (-2N, 2N) \cap \mathbb{Z} : l_0(x) \neq l_0(x + dw) \text{ for some } w \in [\gamma_3 M_2] \} \ll \frac{\gamma_3}{\gamma_2} N.
\]

By our definition of \( l_0 \), the left-hand side of the above is exactly the number of \( x \in (-2N, 2N) \cap \mathbb{Z} \) that can be written as \( x = c(y + \gamma_2 M_2 y'') + d(z + \gamma_2 M_2 z'') \) with \( y \in [\gamma_2 M_2], \) \( z \in [(\gamma_2 - \gamma_3) M_2, \gamma_2 M_2], \) \( y'' \in \mathbb{Z}, \) and \( 0 \leq z'' < c/\gamma_2 M_2 \) an integer. The number of possible choices for \( (y, z) \) is bounded by \( \gamma_2 \gamma_3 M_2^2 \). To count the number of possible choices for \( (y'', z'') \) for each fixed pair \( (y, z) \), note that since \( |cy + dz| \ll \gamma_2 N \) and the map \( \mathbb{Z} \times \{0, c/\gamma_2 M_2\} \cap \mathbb{Z} \) \( \ni (y'', z'') \mapsto cy'' + dz'' \) is injective, the number of possible choices is bounded by the number of integers \( 0 \leq z'' < c/\gamma_2 M_2 \) and \( w'' \in [-O(N/\gamma_2 M_2), O(N/\gamma_2 M_2)] \) such that \( dz'' - w'' \) is divisible by \( c \). This quantity is bounded by \( \ll (c/\gamma_2 M_2)(N/\gamma_2 M_2 \gamma_3), \) so that the number of possible \( (y'', z'') \) is \( \ll N/(\gamma_2 M_2)^2 \). We conclude that the number of such possible \( (y, z, y'', z'') \) is \( \ll \frac{1}{\gamma_2} N \). The same argument shows the corresponding bound for \( r_0 \).
To conclude, we make the change of variables \( x \mapsto x - (cu' + dv') \) in (5.1) and set \( l(x) := l_0(x - (cu' + dv')) \) and \( r(x) := r_0(x - (cu' + dv')) \), and note that since \( |cu' + dv'| \ll N \), \( x - (cu' + dv') \in (-2N, 2N) \) whenever \( x \in [N] \).

The proof of Lemma 5.1 proceeds by induction on \( s \). We first prove the \( s = 1 \) and \( s = 2 \) cases as separate lemmas.

**Lemma 5.4** (\( s = 1 \) case of Lemma 5.1). Let \( N, M_1, M_2 > 0 \) with \( M_2 \leq M_1 \), \( b \in \mathbb{Z} \), and \( f : \mathbb{Z} \to \mathbb{C} \) be a 1-bounded function supported on the interval \([N]\). If 

\[
\mathbb{E}_{a \in [M_1]} \|f\|_{L^1_{c(a + b)[M_2]}([N])}^2 \geq \gamma^4,
\]

and \( 0 < \gamma' \leq 1 \), then

\[
\|f\|_{L^2_{c\gamma[M_1][M_2]}([N])}^2 \gg \gamma^{-O(1)},
\]

provided that \( M_1 M_2 \gg \gamma^{-O(1)} \).

**Proof.** Applying the Cauchy–Schwarz inequality to the average over \( a \in [M_1] \) and expanding the definition of \( \|f\|_{L^2_{c\gamma[M_1][M_2]}([N])}^2 \), we have that

\[
\mathbb{E}_{a \in [M_1]} \frac{1}{N} \sum_{x \in \mathbb{Z}} \mathbb{E}_{h, h' \in [M_2]} f(x + c(a + b)h)\overline{f(x + c(a + b)h')} \geq \gamma^2.
\]

Making the change of variables \( x \mapsto x - c(a + b)h \) and swapping the order of summation, we get from the above that

\[
\frac{1}{N} \sum_{x \in \mathbb{Z}} f(x) \left( \mathbb{E}_{a \in [M_1]} \mathbb{E}_{h, h' \in [M_2]} \overline{f(x + c(a + b)[h' - h])} \right) \geq \gamma^2.
\]

Since \( f \) is 1-bounded and supported on \([N]\), we have by another application of the Cauchy–Schwarz inequality and change of variables that

\[
\frac{1}{N} \sum_{x \in \mathbb{Z}} \mathbb{E}_{a, a' \in [M_1]} \mathbb{E}_{h, h', h'', h''' \in [M_2]} f(x) f(x + c(a + b)[h' - h] - c(a' + b)[h'' - h''']) \geq \gamma^4,
\]

and then, by one more application of the Cauchy–Schwarz inequality and a change of variables, that

\[
\frac{1}{N} \sum_{x \in \mathbb{Z}} \mathbb{E}_{a, a', a'', a''' \in [M_1]} \mathbb{E}_{h, h', h'', h''' \in [M_2]} f(x) f(x + c(a'' - a)[h' - h] - c(a''' - a')[h'' - h''']) \geq \gamma^8.
\]

Note that \( |h' - h|, |h'' - h'''| > \gamma^9 M_2 \) for all but a \( O(\gamma^3) \) proportion of \( (h, h', h'', h''') \in [M_2]^4 \) and, by Lemma 5.2 we have \( \gcd(h' - h, h'' - h''') < \gamma^{-9} \) for all but a \( O(\gamma^3) \) proportion of \( (h, h', h'', h''') \in [M_2]^4 \). Thus, it follows from the above that

\[
\frac{1}{N} \sum_{x \in \mathbb{Z}} \sum_{w \in \mathbb{Z}} f(x) \overline{f(x + cw)} \mu(w) \gg \gamma^8,
\]

is \( \gg \gamma^8 \). We can write this as

\[
\frac{1}{N} \sum_{x \in \mathbb{Z}} \sum_{w \in \mathbb{Z}} f(x) \overline{f(x + cw)} \mu(w) \gg \gamma^8,
\]
where
\[\mu(w) := \mathbb{E}_{a,a',a'',a''' \in [M_1]} \mathbb{E}_{h,h',h'',h''' \in [M_2]} \prod_{|h' - h|, |h''' - h''| > \gamma^9 M_2 \atop \gcd(h' - h, h''' - h'') < \gamma^{-9}} 1_{w = (a'' - a)(h' - h) - (a''' - a')(h''' - h'').}\]

Note that \(\mu\) is supported on the interval \([-2M_1 M_2, 2M_1 M_2] \cap \mathbb{Z}\).

By Fourier inversion, we have
\[
\int_T \hat{\mu}(\xi) \left( \frac{1}{N} \sum_{x \in \mathbb{Z}} \sum_{|w| \leq 2M_1 M_2} f(x) f(x + cw) e(\xi w) \right) d\xi \gg \gamma^8,
\]
so that
\[
\left( \int_T |\hat{\mu}(\xi)| d\xi \right) \cdot \left( \max_{\xi \in T} \left| \frac{1}{N} \sum_{x \in \mathbb{Z}} \sum_{|w| \leq 2M_1 M_2} f(x) f(x + cw) e(\xi w) \right| \right) \gg \gamma^8.
\]

Now, note that
\[
\mu = \mathbb{E}_{h,h',h'',h''' \in [M_2]} \prod_{|h' - h|, |h''' - h''| > \gamma^9 M_2 \atop \gcd(h' - h, h''' - h'') < \gamma^{-9}} \nu_h * \tilde{\nu}_h,
\]
where \(\nu_h(w) = \mathbb{E}_{a,a' \in [M_1]} 1_{w = a(h' - h) - a'(h''' - h'')}\) and \(\tilde{\nu}_h(w) = \nu_h(-w)\). Thus we have
\[
\int_T |\hat{\mu}(\xi)| d\xi = \mathbb{E}_{h,h',h'',h''' \in [M_2]} \prod_{|h' - h|, |h''' - h''| > \gamma^9 M_2 \atop \gcd(h' - h, h''' - h'') < \gamma^{-9}} \int_T |\hat{\nu}_h(\xi)|^2 d\xi = \mathbb{E}_{h,h',h'',h''' \in [M_2]} \prod_{|h' - h|, |h''' - h''| > \gamma^9 M_2 \atop \gcd(h' - h, h''' - h'') < \gamma^{-9}} \sum_{w \in \mathbb{Z}} |\nu_h(\xi)|^2,
\]
by Parseval’s identity. Expanding the definition of \(\nu_h\), the above equals
\[
\# \{a, a', a'', a''' \in [M_1] : (a'' - a)(h' - h) = (a''' - a')(h''' - h''), M_1^4 \}
\]
which is bounded above by \(\frac{1}{M_1} \cdot M_1^2 \cdot \frac{M_1}{\gamma^9 M_2} = \gamma^{-18} \frac{1}{M_1 M_2}\), using the assumption \(M_1 \geq M_2\).

Also note that, for each \(\xi \in \mathbb{T}\), the quantity \(\left| \frac{1}{N} \sum_{x \in \mathbb{Z}} \mathbb{E}_{w \in [2M_1 M_2]} f(x) f(x + cw) e(\xi w) \right|\) is bounded above by \(1 + 2 \left| \frac{1}{N} \sum_{x \in \mathbb{Z}} \mathbb{E}_{w \in [2M_1 M_2]} f(x) f(x + cw) e(\xi w) \right|\) since \(f\) is 1-bounded and supported on \([N]\).

Putting our two observations together, splitting the average over \([2M_1 M_2]\) up into averages over intervals of length \(\gamma' M_1 M_2\), and using the pigeonhole principle, we thus deduce that there exists a \(w' \in [2/\gamma']\) for which
\[
\left| \frac{1}{N} \sum_{x \in \mathbb{Z}} \mathbb{E}_{w \in \gamma'M_1 M_2} f(x) T_{cw'} \gamma' M_1 M_2 f(x + cw) e(\xi w) \right| \gg \gamma^{0(1)},
\]
assuming that \(M_1 M_2 \gg \gamma^{-O(1)}\). Inserting extra averaging in the \(x\) variable by shifting by elements of \(c[\gamma' M_1 M_2]\) and applying the triangle inequality, we deduce from the above that
\[
\left| \frac{1}{N} \sum_{x \in \mathbb{Z}} \mathbb{E}_{z,w \in \gamma'M_1 M_2} f(x + cz) T_{cw'} \gamma' M_1 M_2 f(x + cz + cw) e(\xi w) \right| \gg \gamma^{O(1)}.
\]
It now follows from Lemma 2.2 that \( \| T_{cw'\gamma' M_1 M_2} f \|_{U^5_{\gamma' M_1 M_2}}([N]) \gg \gamma^{O(1)} \). To conclude, we make the change of variables \( x \mapsto x - cw' \gamma' M_1 M_2 \) in the definition of the Gowers box norm.

The \( s = 2 \) case of Lemma 5.1 is a generalization of Lemma 5.5 of [12] (with a slightly weaker conclusion, getting \( U^5 \)-control instead of \( U^4 \)-control), and thus its proof closely follows the corresponding proof from [12].

**Lemma 5.5** \((s = 2 \) case of Lemma 5.1). Let \( N, M_1, M_2 > 0 \) with \( M_2 \leq M_1 \) and \( M_1 M_2 \leq N/c, b_1, b_2 \in \mathbb{Z}, \) and \( f : \mathbb{Z} \to \mathbb{C} \) be a 1-bounded function supported on the interval \([N] \). If \( \gcd(a + b_1, a + b_2) \leq 1/\gamma'' \) and \( |a + b_1| > \gamma'' M_1 \) for all but a \( O(\gamma'') \) proportion of \( a \in [M_1], \)

\[
\mathbb{E}_{a \in [M_1]} \| f \|_{c(a+b_1)M_2,c(a+b_2)M_2}([N]) \geq \gamma',
\]

\( \gamma' \ll (\gamma'')^{O(1)} \), and \( \gamma'' \ll \gamma^{O(1)} \), then

\[
\| f \|_{U^5_{\gamma' M_1 M_2}}([N]) \gg \gamma^{O(1)},
\]

provided that \( M_1 M_2 \gg (\gamma'')^{-O(1)} \).

**Proof.** By splitting \( \mathbb{Z} \) up into arithmetic progressions modulo \( c \) and arguing as in the proof of Corollary 5.6 of [12], it suffices to prove the result in the \( c = 1 \) case. In the \( c = 1 \) case, the proof of Lemma 5.5 of [12] goes through with a small number of changes. Since that proof is seven pages long, we will mostly just indicate the differences. These differences mainly arise from the fact that \( M_1 \) and \( M_2 \) can have very different sizes in this lemma, while in the corresponding lemma in [12], \( M_1 = M_2 = N/2 \).

With a view towards applying Lemma 5.3, let \( U_{b_1, b_2} \) denote the set of all \( a \in [M_1] \) such that \( |a + b_1| > \gamma'' M_2 \) and \( \gcd(a + b_1, a + b_2) \leq 1/\gamma'' \), so that \( |U_{b_1, b_2}| = (1 - O(\gamma'')) M_1 \) by hypothesis. The set \( U_{b_1, b_2} \) will play the same role as the set \( U_b \) does in the proof in [12]. By applying Lemma 5.3 with \( c = a + b_1, d = a + b_2, \) and \( \gamma_1 = \gamma_2 = (\gamma'')^2 \), we then get that

\[
\mathbb{E}_{a \in U_{b_1, b_2}} \frac{1}{N} \sum_{x \in \mathbb{Z}} f(x) l_{a+b_2}(x) r_{a+b_1}(x) \gg \gamma^{O(1)},
\]

where

\[
\# \{ x \in [N] : l_{a+b_2}(x) \neq l_{a+b_2}(x + (a + b_2)z) \text{ for some } z \in [\varepsilon M_2/(\gamma'')^2] \} \ll \frac{\varepsilon}{(\gamma'')^2} N
\]

and

\[
\# \{ x \in [N] : r_{a+b_1}(x) \neq r_{a+b_1}(x + (a + b_1)y) \text{ for some } y \in [\varepsilon M_2/(\gamma'')^2] \} \ll \frac{\varepsilon}{(\gamma'')^2} N
\]

for every \( 0 < \varepsilon \leq (\gamma'')^2 \). Since \( f \) is supported on \([N]\), we may assume without loss of generality that \( l_{a+b_2} \) and \( r_{a+b_1} \) are supported on \([N]\) as well.

Inserting extra averaging in the \( x \) variable in the left-hand side of (5.2) by shifting by elements of \( (a + b_1)[\gamma' M_2] \), taking advantage of the almost-invariance of \( r_{a+b_1} \) under shifts from this progression, and then applying the Cauchy–Schwarz inequality once, we can assume that (5.2) holds (with a worse implied constant in the exponent of \( \gamma \) on the right-hand side) with \( r_{a+b_1} \) replaced by the function \( r'_{a+b_1}(x) := \mathbb{E}_{w' M_2} f(x + (a + b_1)w) l_{a+b_2}(x + (a + b_1)w) \) for each \( a \in U_{b_1, b_2} \). As in [12], we then apply the Cauchy–Schwarz inequality to double the \( a \) variable, take advantage of the almost-invariance of \( l_{a+b_2}, l'_{a+b_2}, \) and \( r'_{a+b_1} \) again to insert
extra averaging by elements of \((a+b_2)[\gamma'M_2], (a'+b_2)[\gamma'M_2],\) and \((a'+b_1)[\gamma'M_2],\) respectively, and then use Lemma 2.2 to get that
\[
\mathbb{E}_{a,a'\in U_{a_1-a_2}} \| r_{a+b_1}' \|_{\gamma'M_2}^8 \gg \gamma^{O(1)},
\]
assuming that \(\gamma' \ll \gamma^{O(1)}.

One can then continue to argue in an almost-identical manner as in [12], with the only differences being that we use Lemma 2.2 in place of the version of the Gowers–Cauchy–Schwarz inequality used in [12] and, instead of the measures \(r_{a,a',\gamma_i}\) (using the notation of that paper) being supported on an interval of length on the order of \(N\), they are supported on an interval of length on the order of \(M_1M_2\), to get that
\[
\mathbb{E}_{a\in [M_1]} \| f_{a_1-a_2} \|_{\gamma'M_1M_2} \gg \gamma^{O(1)}.
\]
Taking advantage of the almost-invariance of \(l_{a+b_2}\) and applying the Cauchy–Schwarz inequality as in the end of the proof of Lemma 5.5 of [12], the above inequality implies that
\[
\mathbb{E}_{h_1,h_1',h_2,h_2',h_3,h_3'\in [\gamma'M_1M_2]} \left[ \mathbb{E}_{a\in [M_1]} \| \Delta_{(h_1, h_1'), (h_2, h_2'), (h_3, h_3')} f \|_{\gamma'M_1M_2} \right] \gg \gamma^{O(1)}.
\]
We can then apply Lemma 5.4 to the inner average to conclude. 

Now we can finally prove Lemma 5.1 in general.

Proof of Lemma 5.1. The proof of the lemma proceeds by induction on \(s\), with \(s = 1\) and \(s = 2\) cases handled in Lemmas 5.4 and 5.5, respectively. So suppose that the result holds for a general \(s \geq 2\), and assume that \(b_1, \ldots, b_{s+1} \in \mathbb{Z}\) satisfy the hypotheses of the lemma. Let \(f : \mathbb{Z} \rightarrow \mathbb{C}\) be a 1-bounded function supported on \([N]\) such that \(\mathbb{E}_{a\in [M_1]} \| f \|_{\gamma'M_1M_2} \geq \gamma\).

For each \(a \in [M_1]\) and \(h, h' \in [M_2]^{s-1}\), we define the function \(g_{a,h,h'} : \mathbb{Z} \rightarrow \mathbb{C}\) by
\[
\Delta'_{(c(a+b_i)(h_i, h_i'))_{i=1}^{s-1}} f(x) = f \left( x + \sum_{i=1}^{s-1} c(a+b_i)h_i \right) g_{a,h,h'}(x).
\]
Note that \(g_{a,h,h'}\) is 1-bounded since \(f\) is 1-bounded. Since \(\gcd(a+b_s, a+b_{s+1}) < 1/\gamma''\) for all but a \(O_{\delta}(\gamma'')\)-proportion of the \(a \in [M_1]\), we can thus apply Lemma 5.3 to deduce that
\[
\mathbb{E}_{a\in [M_1]} \frac{1}{N} \sum_{h_1, \ldots, h_{s+1} \in [M_2]} f(x + \sum_{i=1}^{s-1} c(a+b_i)h_i) g_{a,h,h'}(x) l_{a,h,h'}(x) \gg \gamma^{O_{\delta}(1)},
\]
where, for all \(a \in [M_1]\) and \(h, h' \in [M_2]^{s-1}\), we have
\[
\# \{ x \in [N] : r_{a,h,h'}(x) \neq r_{a,h,h'}(x + (a+b_{s+1})z) \text{ for some } y \in \varepsilon M_2/(\gamma'')^2 \} \ll_s \frac{\varepsilon}{(\gamma'')^2} N
\]
and
\[
\# \{ x \in [N] : l_{a,h,h'}(x) \neq l_{a,h,h'}(x + (a+b_s)z) \text{ for some } z \in \varepsilon M_2/(\gamma'')^2 \} \ll_s \frac{\varepsilon}{(\gamma'')^2} N
\]
for all \(0 < \varepsilon < (\gamma'')^2\). (For the \(O(\gamma'')\) proportion of \(a \in [M_1]\) not satisfying the size or greatest common divisor hypotheses, we can just take \(r_{a,h,h'}\) and \(l_{a,h,h'}\) to be identically zero.)
We rearrange the left-hand side of (5.3) as
\[
\left| \frac{1}{N} \sum_{x \in \mathbb{Z}} \mathbb{E}_{h_1, \ldots, h_{s-1} \in [M_2]} f(x + \sum_{i=1}^{s-1} c(a + b_i) h_i) \left( \mathbb{E}_{h'_1, \ldots, h'_{s-1} \in [M_2]} g_{a, h'_{s-1}}(x) l_{a, h'_{s-1}}(x) r_{a, h'_{s-1}}(x) \right) \right|,
\]
and then apply the Cauchy–Schwarz inequality to get that
\[
\mathbb{E}_{a, a' \in [M_1]} \frac{1}{N} \sum_{x \in \mathbb{Z}} g_{a, h'_s}(x) g_{a', h'_s}(x) l_{a, h'_s}(x) l_{a', h'_s}(x) r_{a, h'_s}(x) r_{a', h'_s}(x) \gg_s \gamma^{O_s(1)},
\]
using that \( f \) is 1-bounded and supported on \([N]\). By the pigeonhole principle, there exists \( h \in [M_2]^{s-1} \) such that
\[
(5.4) \quad \mathbb{E}_{a, a' \in [M_1]} \frac{1}{N} \sum_{x \in \mathbb{Z}} g_{a, h'_s}(x) g_{a', h'_s}(x) l_{a, h'_s}(x) l_{a', h'_s}(x) r_{a, h'_s}(x) r_{a', h'_s}(x) \gg_s \gamma^{O_s(1)}.
\]
Fix this \( h \).

Since the quantity inside of the averages on the left-hand side of (5.4) is \( \ll_s 1 \) for all \( a, a' \in [M_1] \) and \( h'_s, k'_s \in [M_2]^{s-1} \), we have that this quantity is \( \gg_s \gamma^{O_s(1)} \) for a \( \gg_s \gamma^{O_s(1)} \) proportion of \( a, a' \in [M_1] \) and \( h'_s, k'_s \in [M_2]^{s-1} \). For such \( a, a', h'_s, k'_s \), we have that
\[
\gamma^{O_s(1)} \ll_s \frac{1}{N} \sum_{x \in \mathbb{Z}} \mathbb{E}_{\ell_1, \ldots, \ell_4 \in [\gamma^2 M_2]} \left( g_{a, h'_s}^2 g_{a', h'_s}^2 \right) (x + (a + b_s, a' + b_s, a + b_{s+1}, a' + b_{s+1}) \cdot \ell)
\]
\[
\frac{l_{a, h'_s}(x + (a' + b_s, a + b_{s+1}, a' + b_{s+1}) \cdot (\ell_2, \ell_3, \ell_4))}{l_{a', h'_s}(x + (a + b_s, a' + b_s, a' + b_{s+1}) \cdot (\ell_1, \ell_3, \ell_4))}
\]
\[
\frac{r_{a, h'_s}(x + (a + b_s, a' + b_s, a + b_{s+1}) \cdot (\ell_1, \ell_2, \ell_4))}{r_{a', h'_s}(x + (a + b_s, a' + b_s, a + b_{s+1}) \cdot (\ell_1, \ell_2, \ell_3)),}
\]
by almost-invariance of \( l_{a, h'_s}(x), l_{a', h'_s}(x), r_{a, h'_s}(x), r_{a', h'_s}(x) \), and \( r_{a', h'_s}(x) \) under shifts by elements of their corresponding progressions, and then, using Lemma 2.2, we thus deduce that
\[
\mathbb{E}_{\ell_1, \ldots, \ell_4 \in [\gamma^2 M_2]} \frac{1}{N} \sum_{x \in \mathbb{Z}} \Delta'(a+b_s)(\ell_1, \ell_4', (a'+b_s)(\ell_2, \ell_4'), (a+b_{s+1})(\ell_3, \ell_4'), (a'+b_{s+1})(\ell_4, \ell_4')) \left( g_{a, h'_s}^2 g_{a', h'_s}^2 \right) (x) \gg \gamma^{O_s(1)},
\]
assuming that \( \gamma' \ll_s \gamma^{O_s(1)} \).

Expanding the definition of \( g_{a, h'_s} \) and \( g_{a', h'_s} \) and using that the \( \Delta' \) operator distributes over products of functions, it follows that the quantity
\[
\mathbb{E}_{a, a' \in [M_1]} \frac{1}{N} \sum_{x \in \mathbb{Z}} \prod_{\omega \neq 0} \left[ f_{a, a', h'_s \omega}(x + (c(a + b_i))_{i=1}^{s-1} h'_i) \cdot \omega \right] \cdot \omega
\]
\[
\frac{f_{a, a', h'_s \omega}(x + (c(a' + b_i))_{i=1}^{s-1} h'_i) \cdot \omega}{f_{a, a', h'_s \omega}(x + (c(a + b_i))_{i=1}^{s-1} h'_i) \cdot (1 - \omega))}
\]
is \( \gg_s \gamma^{O_s(1)} \), where
\[
f_{a, a', h'_s \omega}(x) := \Delta'(a+b_s)(\ell_1, \ell_1', (a'+b_s)(\ell_2, \ell_2'), (a+b_{s+1})(\ell_3, \ell_3'), (a'+b_{s+1})(\ell_4, \ell_4')) f(x + (c(a+b_i))_{i=1}^{s-1} (1-\omega))
\]
and
\[ f'_{a,a'}(h,h')(x) := \Delta'_{(a+b_1),(h',h'')}f\big(x + (c(a + b_1)h_1)_{i=2}^{s-1}(1 - \omega)\big). \]

Taking the averages over \( h_2', \ldots, h'_{s-1} \in [M_2] \) and \( k'_2, \ldots, k'_{s-1} \in [M_2] \) inside, we can rewrite the average above as
\[
\mathbb{E}_{a,a' \in [M_1], h'_1, k'_1 \in [M_2], \ell_1, \ldots, \ell_4 \in [\gamma M_2], \ell'_1, \ldots, \ell'_4 \in [\gamma M_2]}
\frac{1}{N} \sum_{x \in \mathbb{Z}} \left[ f_{a,a'}(h,h')_0(x + c(a + b_1)h_1')f'_{a,a'}(h,h')(x + c(a + b_1)k'_1) \right].
\]

where \( \omega_0 = (1, 0, \ldots, 0) \) and \( D_{a,a', h'_1, k'_1}(x) \) and \( D'_{a,a', h'_1, k'_1}(x) \) equal
\[
\mathbb{E}_{h_2', \ldots, h'_{s-1} \in [M_2]} \prod_{\omega \in \{0, 1\}^{s-2}} (T_{c(a + b_1)h_2'}f_{a,a', h,h'}, \omega \cdot f'_{a,a', h,h'\omega})(x + (c(a + b_1)h_1')_{i=2}^{s-1} \cdot \omega)
\]
and
\[
\mathbb{E}_{k_2', \ldots, k'_{s-1} \in [M_2]} \prod_{\omega \in \{0, 1\}^{s-2}} (T_{c(a + b_1)k_2'}f'_{a,a', h,h'}, \omega \cdot f'_{a,a', h,h'\omega})(x + (c(a + b_1)k_1')_{i=2}^{s-1} \cdot \omega),
\]
respectively.

Note that, by Lemma 2.2, if \( g : \mathbb{Z} \to \mathbb{C} \) is any function supported on the interval \([N]\) such that \( \left| \frac{1}{N} \sum_{x \in \mathbb{Z}} f(x)D_{a,a', h'_1, k'_1}(x) \right| \geq \delta \), then \( \|f\|_{c(a+b_2)[M_2], \ldots, c(a+b_{s-1})[M_2]}^{s-2}([N]) \geq \delta \). In this situation, we say that \( D_{a,a', h'_1, k'_1} \) is \textit{structured} for the norm \( \| \cdot \|_{c(a+b_2)[M_2], \ldots, c(a+b_{s-1})[M_2]}^{s-2}([N]) \).

Similarly, \( D'_{a,a', h'_1, k'_1} \) is \textit{structured} for the norm \( \| \cdot \|_{c(a+b_2)[M_2], \ldots, c(a+b_{s-1})[M_2]}^{s-2}([N]) \). Using that \( D_{a,a', h'_1, k'_1} \) is structured for \( \| \cdot \|_{c(a+b_2)[M_2], \ldots, c(a+b_{s-1})[M_2]}^{s-2}([N]) \) for every \( a, a' \in [M_1], h'_1 \in [M_2], \) and \( \ell, \ell' \in [\gamma M_2]^4 \), we thus deduce that
\[
\gamma_{O_2(1)} \ll \mathbb{E}_{a,a' \in [M_1], h'_1, k'_1 \in [M_2], \ell_1, \ldots, \ell_4 \in [\gamma M_2], \ell'_1, \ldots, \ell'_4 \in [\gamma M_2], h'_2, \ldots, h'_{s-1} \in [M_2], h''_2, \ldots, h''_{s-1} \in [M_2]} \Delta'_{(c(a+b_1)(h'_2, h''_2))_{i=2}^{s-1}f_{a,a', h,h'}(x + c(a + b_1)h_1')}
\]
\[
\Delta'_{(c(a+b_1)(h''_2, h''''_2))_{i=2}^{s-1}f'_{a,a', h,h'\omega}(x + c(a + b_1)k_1')}
\]
\[
\Delta'_{(c(a+b_1)(h''''_2, h''''''_2))_{i=2}^{s-1}D'_{a,a', h'_1, k'_1}(x)}. \]

We now analyze, for each \( a, a' \in [M_1], k'_1 \in [M_2], \) and \( \ell, \ell' \in [\gamma M_2]^4 \), the function
\[
\Delta'_{(c(a+b_1)(h''''_2, h''''''_2))_{i=2}^{s-1}D'_{a,a', h'_1, k'_1}(x)}, \]
which equals
\[
(5.5) \mathbb{E}_{h_2', \ldots, h'_{s-1} \in [M_2]} \prod_{\omega \in \{0, 1\}^{s-2}} f'_{a,a', h,h', \omega, \omega}(x + (c(a + b_1)h_1)_{i=2}^{s-1} \cdot \omega) \cdot f'_{a,a', h,h'\omega}(x + (c(a + b_1)h_1)_{i=2}^{s-1} \cdot (1 - \omega')).
\]

where \( f'_{a,a', h,h', \omega, \omega}(x) \) equals
\[
(T_{c(a + b_1)k_2'}f_{a,a', h,h', \omega, \omega})(x + (c(a + b_1)h_1)_{i=2}^{s-1} \cdot \omega) \cdot \Delta'_{(c(a+b_1)(h''''_2, h''''''_2))_{i=2}^{s-1} \cdot (1 - \omega')}.
\]
It is not hard to show that any function of the form (5.5) can be approximated by an average of structured functions for the norm \(\|\cdot\|_{\ell^2}^{\simeq} \in \mathcal{O}(\gamma N)\). More specifically, any function of the form

\[
\mathcal{D}(x) := \mathbb{E}_{\kappa \in [M_2]} \prod_{\omega \in \{0,1\}^t} f_{\mathcal{O} \omega}(x + (c(a' + b_i)^{t_{i=1}} k_0) \cdot \omega)
\]

can be approximated by

\[
\mathcal{E}(x) := \mathbb{E}_{\kappa \in [M_2]} \mathbb{E}_{\mathcal{O} \kappa \in [\gamma M_2]} \prod_{\omega \in \{0,1\}^t} f_{\mathcal{O} \omega}(x + (c(a' + b_i)^{t_{i=1}} k_0) \cdot \omega),
\]

where \(f_{\mathcal{O} \omega}(x) := f_{\mathcal{O} \omega}(x + (c(a' + b_i)^{t_{i=1}} k_0) \cdot \omega)\), assuming that \(\gamma' \ll \gamma^{O_1}\) and all of the \(f_{\mathcal{O} \omega}\)'s are \(\mathbb{Z}\)-bounded and supported on an interval of length \(\ll N\).

Indeed, to see that \(\mathcal{E}\) approximates \(\mathcal{D}\), we make the change of variables \(k_0^\omega \rightarrow k_i^\omega + k_0^\omega\) for each \(\omega \in \{0,1\}^t\) and \(i = 1, \ldots, t\) and average over \(k_0^1, \ldots, k_0^t \in [\gamma' M_2]\) to get that \(\mathcal{D}(x)\) equals

\[
\mathbb{E}_{k_0^1, \ldots, k_0^t \in [\gamma' M_2]} \sum_{k_0^1, \ldots, k_0^t \in [\gamma' M_2]} \prod_{i=1}^{t} \frac{1_{[M_2]}}{M_2} \prod_{\omega \in \{0,1\}^t} f_{\mathcal{O} \omega}(x + (c(a' + b_i)^{t_{i=1}} k_0^\omega + k_0^\omega) \cdot \omega).
\]

Note that, for every \(x \in \mathbb{Z}\), one can replace each \(1_{[M_2]}(k_0^\omega + k_0^\omega)\) above with \(1_{[M_2]}(k_0^\omega)\), at the cost of an error of size \(O(\gamma')\), for the functions \(1_{[M_2]}(\cdot)\) and \(1_{[M_2]}(\cdot + \gamma')\) are equal outside of a set of size \(O(\gamma' M_2)\). Hence, \(\mathcal{E}(x) = \mathcal{D}(x) + O_4(\gamma')\) for all \(x \in \mathbb{Z}\). Note too that \(\mathcal{E}(x)\) and \(\mathcal{D}(x)\) are supported on intervals of size \(\ll N\), so that they are in fact both equal to 0 outside of a set of size \(\ll N\). As a consequence, we have that \(\|\mathcal{D} - \mathcal{E}\|_1 \ll \gamma' N\).

In the particular situation we care about, the above argument implies that there exists a finite set \(W\) for which

\[
\mathbb{E} \sum_{x \in \mathbb{Z}} \frac{1}{N} \sum_{a, a' \in [M_1]} \sum_{k_0, k_0' \in [M_2]} \Delta'_{(c(a + b_1))} (h_0, h_0') \prod_{\omega \in W} f_{a, a', h_0, h_0'} \omega \Delta'_{(c(a + b_1))} \prod_{\omega \in W} f_{a, a', h_0, h_0'} \omega (x + c(a + b_1) h_0'),
\]

where \(\Delta'_{(c(a + b_1))} = \prod_{\omega \in W} f_{a, a', h_0, h_0'} \omega (x + c(a + b_1) h_0')\).
is \( \gg_s \gamma^{O_s(1)} \), where each \( D_{a,a',k_1,k_1',h''_i,h''_i'} \) is structured for \( \| \cdot \|_{c(a'+b)\{\gamma' M_2\},...,c(a'+b_{a-1})\{\gamma' M_2\}}([N]) \).

As a consequence, we get that

\[
E_{a,a' \in [M_1]} 1 \sum_{x \in \mathbb{Z}} \left[ \Delta'_{c(a+b_i)(h''_i,h''_i')_{i=1}^{s-1},(c(a'+b_i)(k''_i,k''_i')_{i=1}^{s-1})} f_{a,a',h''_i,h''_i'}(x+c(a+b_i)h'_1) \right]
\]

is \( \gg_s \gamma^{O_s(1)} \). Making the change of variables \( x \mapsto x - c(a'+b_1)k'_1 \), and arguing as in the proof of Lemma \(\text{5.4} \) it follows that

\[
E_{a,a' \in [M_1]} 1 \sum_{x \in \mathbb{Z}} \left[ \Delta'_{c(a+b_i)(h''_i,h''_i')_{i=1}^{s-1},(c(a'+b_i)(k''_i,k''_i')_{i=1}^{s-1})} f_{a,a',h''_i,h''_i'}(x) \right]
\]

is \( \gg_s \gamma^{O_s(1)} \), provided that \( M_1M_2 \gg_s (\gamma'\gamma)^{O_s(1)} \). Recalling the definition of \( f_{a,a',h''_i,h''_i'} \), making the change of variables \( x \mapsto x - (c(a+b_i)h'_1) \cdot (0,1,\ldots,1) \) in the above, using the pigeonhole principle to restrict the \( h''_i \)'s and \( h''_i' \)'s to lie in intervals of length \( \gamma' M_2 \), applying Lemma \(\text{2.3} \) and making a change of variables in \( x \) now yields

\[
\gamma^{O_s(1)} \ll_s E_{a,a' \in [M_1]} \sum_{x \in \mathbb{Z}} \left[ \Delta'_{c(a+b_i)(h''_i,h''_i')_{i=1}^{s-1},(c(a'+b_i)(k''_i,k''_i')_{i=1}^{s-1})} f(x) \right] = E_{a \in [M_1]} \left[ E_{a' \in [M_1]} ||\Delta'_{(c(a+b_i)(k''_i,k''_i')_{i=1}^{s-1})} f ||_{c(a+b)\{\gamma' M_2\}}^{2s}([N]) \right] .
\]

We conclude by applying the induction hypothesis twice.

For the sake of convenience, we record next how to combine Lemmas \(\text{5.1} \) and \(\text{5.2} \) for use in the proof of Theorem \(\text{3.5} \).

**Lemma 5.6.** Let \( N, M_1, M_2 > 0 \) with \( M_2 \leq M_1 \) and \( M_1M_2 \leq N/c \) and \( f : \mathbb{Z} \to \mathbb{C} \) be a 1-bounded function supported on the interval \([N] \). If

\[
E_{h_1,\ldots,h_s \in [M_1]} ||f||_{c(a+b)\{\gamma M_2\}}^{2s-1} [(c(a+b') \omega_{\gamma M_2})_{\omega \in \{0,1\}^s}([N]) \geq \gamma
\]
and $\gamma' \ll_s \gamma^{O_s(1)}$, then there exists an $s' \ll_s 1$ such that

$$\mathbb{E}_{h_1, \ldots, h_{s-1} \in [M]} \mathbb{E}_{\ell_1, \ldots, \ell_{s-1} \in [M]} \left\| \Delta'_{(c(\ell_1, \ell_2))_{s=1}} f \right\|_{L^2[N/c]} \gg_{s} \gamma^{O_s(1)},$$

provided that $M_1 M_2 \gg_s (\gamma \gamma')^{-O_s(1)}$.

Proof. Using Hölder’s inequality and expanding the definition of the Gowers box norm gives

$$\mathbb{E}_{h_1, \ldots, h_s \in [M]} \mathbb{E}_{\ell_1, \ldots, \ell_s \in [M]} \left\| \Delta'_{(c(\ell_1, \ell_2))_{s-1}} f \right\|_{L^2[N/c]} \gg_{s} \gamma^{O_s(1)}.$$

For all but a $O_s(\gamma^{O_s(1)})$ proportion of $h_1, \ldots, h_{s-1}, h_s', \ldots, h_s$, we have $|h_s - h_s' + (h_1 - h_1', \ldots, h_{s-1} - h_{s-1}') \cdot \omega| > \gamma^{O_s(1)} M_1$ for every $\omega \in \{0, 1\}^{s-1}$ for all but a $O_s(\gamma^{O_s(1)})$ proportion of $h_s \in [M]$, and, by Lemma 5.2, we have

$$\text{gcd}(h_s - h_s' + (h_1 - h_1', \ldots, h_{s-1} - h_{s-1}') \cdot \omega, h_s - h_s' + (h_1 - h_1', \ldots, h_{s-1} - h_{s-1}') \cdot \omega') < \gamma^{-O_s(1)}$$

for every pair of distinct $\omega, \omega' \in \{0, 1\}^{s-1}$ for all but a $O_s(\gamma^{O_s(1)})$ proportion of $h_s \in [M_1]$.

Now we can prove Theorem 3.5

Proof of Theorem 3.5. For each pair of $s$-tuples $h, h' \in [M_s]$, we associate linear polynomials $L_{h, h'}' \in \mathbb{Z}^s[a]$ with $L_{h, h'}'(a) := c(h \cdot \omega + h' \cdot (1 - \omega)) a$ and 1-bounded functions $f_{h, h'} : \mathbb{Z} \to \mathbb{C}$ with $f_{h, h'}(\omega) := f_{h, h'}(\omega) := (b_{h, h'})_{s=0}^{(h_1, \ldots, h_s)}(1 - \omega) f$ for each $\omega \in \{0, 1\}^s$. Enumerate the polynomials $L_1, \ldots, L_{2^s}$ in $\{L_{h, h'}' : \omega \in \{0, 1\}^s\}$ and corresponding functions $f_1, \ldots, f_{2^s}$ in $\{f_{h, h'} : \omega \in \{0, 1\}^s\}$ by picking any ordering such that $L_{2^s} = L_{h, h'}', \ldots, L_1$ so that the assumption (3.2) implies that

$$\mathbb{E}_{h_1, \ldots, h_s \in [M]} \mathbb{E}_{\ell_1, \ldots, \ell_s \in [M]} |A_{L_1, \ldots, L_{2^s}}(f_1, \ldots, f_{2^s})| \geq \delta^{O_s(1)}.$$

Then, since $|c(h \cdot \omega + h' \cdot (1 - \omega)) a| \ll_s N$ for all $a \in [M_2]$ and $h, h' \in [M_1]$, we can apply Lemma 4.10 to deduce that

$$\mathbb{E}_{h_1, \ldots, h_s \in [M]} \left\| f \right\|_{L^2[N/c]} \gg_{s} \delta^{O_s(1)},$$

provided $\delta' \ll C_s \delta^{O_s(1)}$. The conclusion of the lemma now follows by $s$ applications of Lemma 5.6.

The following lemma shows how Theorem 3.5 can be used to control averages of Gowers box norms of the type appearing in Proposition 3.4 in terms of averages of slightly simpler Gowers box norms. We will then prove Proposition 3.6 by applying this lemma many times.

Lemma 5.7. Let $N, M_1, M_2 > 0$ with $M_2 \leq M_1$ and $M_1 M_2 \leq N/c$, $I$ and $A \subset \mathbb{Z}^n$ be finite sets, $p_i \in \mathbb{Z}^{[a_1, \ldots, a_n]}$ for each $i \in I$, and $f_a : \mathbb{Z} \to \mathbb{C}$ for each $a \in A$ be 1-bounded functions supported on the interval $[N]$. Let $k_i \in \mathbb{N}$ for each $i \in I$, define finite sets $A_i := (-M_2, M_2) \cap \mathbb{Z}^t$, $I' := \{0, 1\}^{\{i, r\} \in E, r \in [k_i]} \setminus \emptyset$, and $A' \subset \mathbb{Z}^{[a_1, \ldots, a_n]}[a_{i, r} : i \in I, r \in [k_i]]$ by

$$A' := \{(p_i(a_1, \ldots, a_n) a_{i, r})_{i \in I, r \in [k_i]} : \omega : \omega \in I'\},$$

where $p_i(a_1, \ldots, a_n) a_{i, r} : i \in I, r \in [k_i]$.
and set \( p'_i(\alpha_1, \ldots, \alpha_n, (a_i, r)_{i \in I', r \in [k_i]}) := (p_i(a_1, \ldots, a_n) a_i, r)_{i \in I', r \in [k_i]} \cdot \omega \) for each \( \omega \in I' \). Further assume that

\[
\max_{i \in I} \max_{\alpha \in A} |p_i(\alpha)| M_1 M_2 \leq CN.
\]

If

\[
\mathbb{E}_{\alpha \in A} \mathbb{E}_{\alpha' \in A'} f_\alpha \|D_{\omega_1}^{-1} (p_\omega (\omega'))_{\omega \in I'} (\|N\|) \geq \gamma
\]

and \( \gamma' \ll C, t \gamma^{O(1)} \), then for every \((i_0, r_0) \in I \times [k_{i_0}] \), we have

\[
\mathbb{E}_{\alpha \in A} |f_\alpha| \|D_{\omega_1}^{-1} (p_\omega (\omega'))_{j \in j} ([N]) \gg C, t \gamma^{O(1)},
\]

where

1. \( B := ((-M_2, M_2) \cap \mathbb{Z})^{t-1} \),
2. \( J := \{ (i_0, r_0, r') : r' \in [t'] \} \cup \{ (0, 1) \} \) for some \( t' \ll t, 1 \),
3. and we have

\[
Q_j(\alpha, \beta) := \begin{cases} p'_{j(i_0, r_0)}(\alpha, \beta) |M_1| & j \in \{ 0, 1 \} \setminus \{ (i, r) : (i, r) \in I, r \in [k_i] \} \setminus \{ (0, 0) \} \setminus \{ 0 \}, \\ p_{i_0}(\alpha) |M_1 M_2| & j = (i_0, r_0, r') \text{ for some } r' \in [t'] \end{cases}
\]

where \( j(i_0, r_0) = j(i, r) \) when \( (i, r) \neq (i_0, r_0) \), and \( j(i_0, r_0) : (0, 0) \) := 0, provided that \( M_1 M_2 \gg C, t \gamma^{O(1)} \).

Proof. Since \( \|f_\alpha\|_{L_{\gamma^{O(1)}}^1 (p_\omega (\omega'))_{\omega \in I'} (\|N\|)} \leq 1 \) for all \( \alpha \in A \) and \( \alpha' \in A' \), it follows that for at least \( a \gg \gamma \) proportion of \( \alpha \in A \) and \((a_i, r)_{i \in I', r \in [k_i], (i, r) \neq (i_0, r_0)} \in ((-M_2, M_2) \cap \mathbb{Z})^{t-1} \) we have

\[
\mathbb{E}_{|\alpha|_0 < M_2} \|f_\alpha\|_{L_{\gamma^{O(1)}}^1 (p_\omega (\omega'))_{\omega \in I'} (\|N\|)} \gg \gamma.
\]

Expanding the definition of the Gowers box norm, we have that

\[
\mathbb{E}_{|\alpha|_0 < M_2} \frac{1}{N} \sum_{x \in \mathbb{Z}} \mathbb{E}_{h_{\omega}, h'_{\omega} \in [M_1]} \Delta^i (p_{0}(\omega) a_{i_0, r_0} + b_{\omega, h_{\omega}} h_{\omega} a_{i_0, r_0})_{\omega \in I', |\alpha|_0 = 0} f_\alpha(x) \gg \gamma^{O(1)},
\]

which is of the form that Theorem 3.4 can be applied to. Indeed, the left-hand side of (5.7) can be written as

\[
\mathbb{E}_{k_i, r_i, k'_i, r'_i \in [M_1]} \mathbb{E}_{|\alpha|_0 < M_2} \frac{1}{N} \sum_{x \in \mathbb{Z}} \mathbb{E}_{h_{\omega}, h'_{\omega} \in [M_1]} \Delta^i (p_{0}(\omega) a_{i_0, r_0} + b_{\omega, h_{\omega}} h_{\omega} a_{i_0, r_0})_{\omega \in I', |\alpha|_0 = 0} g_{\alpha, k}(x),
\]

where

\[
b_{\omega, h} = (p_i(\omega) a_i, r)_{i \in I, r \in [k_i]} \cdot \omega - p_{i_0}(\alpha) a_{i_0, r_0}
\]

and

\[
g_{\alpha, k} = \Delta_i^i ((p_i(\omega) a_i, r)_{i \in I, r \in [k_i]} \cdot \omega')_{\omega' \in I', |\alpha|_0 = 0} f_\alpha.
\]

The conclusion of the lemma now follows from Theorem 3.4. \[ \square \]

We can now finally prove Proposition 3.6.
Proof of Proposition 3.6. We apply Lemma 5.7 repeatedly, a total of \( \ll \ell \) 1 times. To check that the condition \( \| \cdot \| \) holds for each application, just note that \( \ell!c_{\ell, \ell}M^\ell \ll_{C, \ell} N \). By applying Lemma 5.7 a total of \( \sum_{i \in I_{(\ell-2)-j}} k_i \) times for each \( j = 1, \ldots, \ell - 1 \), once for each \( (i_0, r_0) \in I_{\ell-j} \), we get that

\[
\mathbb{E}_{x \in \mathcal{A}(\ell-1)-j} \| f \| \sum_{i \in I_{(\ell-1)-j}, t_i} \square_{(i+1)\eta_i} \varphi([\delta_{i_j}^{M_j+1}])_{i \in I_{(\ell-1)-j}, t_i \leq t_i} (|N|) \gg_{C, \ell} \delta^{O(1)}
\]

where \( 1 \leq t_i \ll \ell \) for each \( i \in I_{(\ell-1)-j} \), assuming that \( \delta_{i_j}^{M_j+1} \ll_{C, \ell} \delta^{O(1)} \). When \( j = \ell - 1 \), this gives us the conclusion of the proposition.

\[ \square \]

6. Control by uniformity norms

In this section, we combine the results of Sections 4 and 5 to control the general average \( \Lambda_{N,M,P_\ell}^{N,M}(f_0, \ldots, f_\ell; \psi_{\ell+1}, \ldots, \psi_m) \) in terms of \( U^s \)-norms of \( f_\ell \) and \( F_\ell \). We will also state and prove Theorem 6.2 the control result for general polynomial progressions mentioned in the introduction.

Theorem 3.7 follows almost immediately from the results already proven.

Proof of Theorem 3.7. Set \( c' := (\deg P_\ell)!c_\ell \). By making the change of variables \( x \mapsto x + c'z \) in the definition of \( \Lambda_{N,M}^{N,M,P_\ell} \) and averaging over \( z \in [\delta' M^{\deg P_\ell}] \), we have that

\[
\mathbb{E}_{y \in [M]} |P_{\ell+1}(y)| \psi_{\ell+1}(y) \cdots \psi_m(P_m(y)) = \frac{1}{N} \sum_{x \in \mathbb{Z}} \mathbb{E}_{z \in [\delta' M]} f_0(x + c'z) \cdots f_\ell(x + c'z + P_\ell(y)) \geq \delta.
\]

By one application of the Cauchy–Schwarz inequality in the \( x \) and \( y \) variables, we thus get

\[
\mathbb{E}_{z,z' \in [\delta' M]} \Lambda_{N,M,P_\ell}^{N,M}(\Delta_{c'(z',z')} f_0, \ldots, \Delta_{c'(z,z')} f_\ell) \gg_{C, \deg P_\ell} \delta^{2},
\]

so it follows from Propositions 3.4 and 3.6 that

\[
\mathbb{E}_{z,z' \in [\delta' M]} \frac{1}{N} \sum_{x \in \mathbb{Z}} \mathbb{E}_{h_i,h_i' \in [\delta' M]} \prod_{i=1}^s \Delta_{c'(h_{i},h_{i}')} (\Delta_{c'(z,z')} f)(x) \gg_{C, \deg P_\ell} \delta^{O(\deg P_\ell)}
\]

for some \( s \ll \ell \), which gives the conclusion of the theorem.

As in [11] and [12], we deduce control for \( \Lambda_{N,M,P_{\ell}}^{N,M}(f_0, \ldots, f_\ell; \psi_{\ell+1}, \ldots, \psi_m) \) in terms of \( U^s \)-norms of dual functions by using following lemma, whose proof can be found (with slightly different notation) in [11].

Lemma 6.1 (Proposition 2.6 of [11]). Let \( \| \cdot \| \) be any norm on the space of complex-valued functions supported on the interval \([N]\), \( f : \mathbb{Z} \rightarrow \mathbb{C} \) be a function supported on \([N]\) with \( \| f \|_{L^2}^2 \leq 1 \), and \( \varepsilon_1, \varepsilon_2, \varepsilon_3, \varepsilon_4 > 0 \). If \( \varepsilon_1^{-1} \varepsilon_3 + \varepsilon_1 \varepsilon_4^{-1} \leq 1/2 \), then there is a decomposition \( f = g_{str} + g_{sml} + g_{unf} \) into functions supported in \([N]\) satisfying

1. \( \| g_{str} \| \leq \varepsilon_1^{-1} \),
2. \( \| g_{sml} \|_{L^1} \leq \varepsilon_2 \),
3. \( \| g_{unf} \|_{L^\infty} \leq \varepsilon_3^{-1} \), and \( \| g_{unf} \| \leq \varepsilon_4 \),

where \( \| g \| \leq \sup_{|f| \leq 1} |\mathbb{E}_{x \in [N]} g(x) f(x)| \).

Using Lemma 6.1, we can now prove Corollary 3.8.
Proof of Corollary 3.8. We apply Lemma 6.1 with \( \| \cdot \| = \| \cdot \|_{U_s^{(\deg P_1 \ldots \deg P_m)(O_{\deg P_1}(C)N)}} \) defined on the space of complex-valued functions supported on the interval \([O_{\deg P_1}(C)N]\) with \( f = f_\ell \) and with \( \varepsilon_1 = \varepsilon/100, \varepsilon_2 = \delta/2, \varepsilon_3 = \delta/100, \) and \( \varepsilon_4 = \varepsilon \) for \( \varepsilon \ll \deg P_1 \delta_{\deg P_1}(1) \). Note that \( \varepsilon_2 \varepsilon_3 + \varepsilon_1 \varepsilon_4 \leq 1/2 \), so we may indeed apply Lemma 6.1. This gives us a decomposition \( f_\ell = g_{\text{str}} + g_{\text{sm}} + g_{\text{unf}} \) with \( \|g_{\text{str}}\| \leq \varepsilon_1^{-1}, \|g_{\text{sm}}\| L^1 \leq \varepsilon_2, \|g_{\text{unf}}\| L^{\infty} \leq \varepsilon_3^{-1}, \) and \( \|g_{\text{unf}}\| \leq \varepsilon_4 \).

By the multilinearity of \( \Lambda_{P_1, \ldots, P_m}^{N,M} \) and the triangle inequality, we have
\[
\delta \leq |\Lambda_{P_1, \ldots, P_m}^{N,M}(f_0, \ldots, f_{\ell-1}; g_{\text{str}}; \psi_{\ell+1}, \ldots, \psi_m)| + |\Lambda_{P_1, \ldots, P_m}^{N,M}(f_0, \ldots, f_{\ell-1}; g_{\text{sm}}; \psi_{\ell+1}, \ldots, \psi_m)|
+ |\Lambda_{P_1, \ldots, P_m}^{N,M}(f_0, \ldots, f_{\ell-1}; g_{\text{unf}}; \psi_{\ell+1}, \ldots, \psi_m)|.
\]

Using the triangle inequality to control the second term and Theorem 3.7 to control the third term on the right-hand side of the above, the above gives
\[
\delta \ll |\Lambda_{P_1, \ldots, P_m}^{N,M}(f_0, \ldots, f_{\ell-1}; g_{\text{str}}; \psi_{\ell+1}, \ldots, \psi_m)|.
\]

Making the change of variables \( x \mapsto x - P_\ell(y) \) in the definition of \( \Lambda_{P_1, \ldots, P_m}^{N,M} \), we can write the right-hand side of the above as \( \langle F_\ell; \overline{g_{\text{str}}} \rangle \) and use the bound \( \|g_{\text{str}}\| \leq \delta_{\deg P_\ell}(1) \) to conclude that \( \|F_\ell\| \gg_{C, \deg P_\ell} \delta_{\deg P_\ell}(1) \).

\[\square\]

6.1. Control for general polynomial progressions. In this subsection, we prove the following result, whose proof largely follows the proofs of Propositions 3.4 and 3.6.

Theorem 6.2. Let \( N, M > 0, P_1, \ldots, P_m \in \mathbb{Z}[y] \) be polynomials such that \( \deg P_1 \leq \cdots \leq \deg P_m \) and each \( P_i \) has leading coefficient \( c_i \). There exists an \( s \ll_{\deg P_1, \ldots, \deg P_m} 1 \) such that the following holds. If \( m' := \# \{ i \in [m-1] : \deg P_i = \deg P_m \} \), \( 1/C \leq c_i M^{\deg P_m}/N \leq C \) for each \( m - m' \leq i \leq m \), all of the coefficients of \( P_1, \ldots, P_m \) have absolute value bounded by \( C|c_m|, f_0, \ldots, f_m : \mathbb{Z} \to \mathbb{C} \) are 1-bounded functions supported on the interval \([N]\),
\[
|\Lambda_{P_1, \ldots, P_m}(f_0, \ldots, f_m)| \geq \delta,
\]
and \( \delta \ll \delta_{\deg P_1, \ldots, \deg P_m}(1) \), then we have
\[
\|f_m\|_{Q_{1\ldots,j}(N)} \gg_{C, \deg P_1, \ldots, \deg P_m} \delta_{\deg P_1, \ldots, \deg P_m}(1),
\]
where each \( Q_j \) equals (deg \( P_m \)) \( c_m [s'M^{\deg P_m}] \) or (deg \( P_m \)) \( (c_m - c_j)[s'M^{\deg P_m}] \) for some \( m - m' \leq j < m \), provided that \( N \gg_{C, \deg P_1, \ldots, \deg P_m} (c_m/\delta\gamma)^{O_{\deg P_1, \ldots, \deg P_m}(1)} \).

If \( c_m - (m' - 1), \ldots, c_m \) are uniformly bounded, or, more generally, are of the form \( c_j q \) for bounded \( c_j \), then it follows easily from Theorem 6.2 that \( \Lambda_{P_1, \ldots, P_m}(f_0, \ldots, f_m) \) is controlled by a \( U^s \)-norm of \( f_m \). To prove Theorem 6.2, all we need beyond the results of Sections 4 and 5 is a more general version of Lemma 4.1.7 which we now prove.

Lemma 6.3. Let \( N, M > 0 \) and \( P_1, \ldots, P_m \in \mathbb{Z}[y] \) be polynomials such that \( \deg P_1 \leq \cdots \leq \deg P_m \) and each \( P_i \) has leading coefficient \( c_i \). If \( m' := \# \{ i \in [m-1] : \deg P_i = \deg P_m \} \), \( 1/C \leq c_i M^{\deg P_m}/N \leq C \) for each \( m - m' \leq i \leq m \), all of the coefficients of \( P_1, \ldots, P_m \) have absolute value bounded by \( C|c_m|, f_0, \ldots, f_m : \mathbb{Z} \to \mathbb{C} \) are 1-bounded functions supported on the interval \([N]\),
\[
|\Lambda_{P_1, \ldots, P_m}(f_0, \ldots, f_m)| \geq \gamma,
\]
and \( \gamma \ll \gamma_{\deg P_1, \ldots, \deg P_m}(1) \), then we have
\[
\mathbb{E}_{\omega \in \mathcal{A}} \frac{1}{N} \sum_{x \in \mathbb{Z}} \mathbb{E}_{y \in [M]} f_m(x) \prod_{i \in I} f'_i(x + Q_i(\omega, y)) \gg_{C, \deg P_1, \ldots, \deg P_m} \gamma_{\deg P_1, \ldots, \deg P_m}(1),
\]
where \( \omega \) is a random variable, \( \mathcal{A} \) is a set of parameters, and \( Q_i(\omega, y) \) is a function of \( \omega \) and \( y \).
where

\begin{itemize}
  \item $I = \{0, 1\}^t \setminus \{0\}$ for some $t \ll_{\deg P_1, \ldots, \deg P_m} 1$,
  \item $A = \langle (-\gamma' M, \gamma' M) \cap \mathbb{Z} \rangle^t$,
  \item $\mu(a_1, \ldots, a_t) = \frac{1_A(a_1, \ldots, a_t) - \mu_{\gamma' M}(a_t)}{2(\gamma' M + 1)^t}$,
  \item the collection $\mathcal{Q} := \langle Q_i \rangle_{i \in I}$ consists only of polynomials of degree $\deg P_m - 1$, each of which has distinct leading coefficient, and the set of such leading coefficients is

\[
\{(\deg P_m) d_i a_1, \ldots, (\deg P_m) d_i a_t : \omega \in I\},
\]

where each $d_i$ equals $c_m$ or $c_m - c_j$ for some $m - m' \leq j < m$,
  \item we have

\[
\max_{i \in I} \max_{a \in A} \max_{y \in [M]} |Q_i(a, y)| \ll_{C, \deg P_1, \ldots, \deg P_m} N,
\]
  \item and $f_i'$ equals either $f_m$ or $\overline{f_m}$ for all $i \in I$.
\end{itemize}

Proof. Arguing as in the proof of Lemma 4.7, we apply Lemma 4.4 to deduce that

\[
E_{a \in A_0} \frac{1}{N} \sum_{x \in \mathbb{Z}} E_{y \in [M]} f_{\xi, 0}(x) \prod_{j \in J_0, \deg Q_j \neq 0} g_{j, 0}(x + Q_j(a_1, \ldots, a_t, y)) \gg_{t_0} \gamma^{O(t_0)}(1),
\]

where $J_0 \subset [m] \times \{0, 1\}^{t_0}$, $A_0 = \langle (-\gamma' M, \gamma' M) \cap \mathbb{Z} \rangle^{t_0}$, $\mu_1(a_1, \ldots, a_t_0) = \frac{1_{A_0}(a_1, \ldots, a_t_0) - \mu_{\gamma' M}(a_t_0)}{2(\gamma' M + 1)^{t_0}}$, $\mathcal{Q}_0 := \langle Q_{0_j} \rangle_{j \in J_0}$ consists only of polynomials of degree $\deg P_m$ and constant (in $y$) polynomials, the leading coefficients of degree $\deg P_m$ polynomials in $\mathcal{Q}_0$ are $c_{m-m'}$, ... $c_m$, there are $2^{t_0}$ polynomials of degree $\deg P_m$ in $\mathcal{Q}_0$ with leading coefficient equal to $c_i$ for each $m - m' \leq i \leq m$ with set of degree $\deg P_m - 1$ coefficients equal to $\{(c_i a_1, \ldots, c_i a_{t_0}) : \omega \in \{0, 1\}^{t_0}\}$, $f_{\xi, 0}$ is $1$-bounded for each $a \in A_0$, and $g_{j, 0}$ equals either $f_{j'}$ or $\overline{f_j}$ if $Q_j$ has leading coefficient $c_{j'}$, provided that $\gamma' \ll_{C, \deg P_1, \ldots, \deg P_m-m'-1} \gamma^{O_{\deg P_1, \ldots, \deg P_m-m'-1}(1)}$, by arguing exactly as in the proof of Lemma 4.7, except using the assumption that the coefficients of $P_1, \ldots, P_m$ are all bounded in absolute value by $C|\xi|$ in place of the $(C, q)$-coefficients hypothesis.

The conclusion of the lemma now follows by arguing almost exactly as in the proof of Lemma 4.8 with the only differences being that we start with more polynomials of degree $\deg P_m$ with each leading coefficient and we already have an ordering $c_{m-m' - 1}, \ldots, c_m$ of these coefficients (and do not care whether they have any particular structure), by applying Lemma 4.5 after repeating the following $m' - 1$ times: apply Lemma 4.6 once, and then Lemma 4.4 as many times as necessary until we can apply one of Lemmas 4.5 or 4.6.

The proof of Theorem 6.2 is exactly the same as the proof of Theorem 3.7 except that one uses Lemma 6.3 in place of Lemma 4.7 and does not need to do the initial application of the Cauchy–Schwarz inequality done in the proof of Theorem 3.7.

Proof of Theorem 6.2. Following the proof of Proposition 3.4, we apply Lemma 6.3 once, Lemma 4.8 $(\deg P_m - 2)$ times, Lemma 4.10 once, and then, following the proof of Proposition 3.6, Lemma 5.7 $\ll_{\deg P_1, \ldots, \deg P_m} 1$ times.

7. Lemmas for degree-lowering

In this section, we collect and prove various lemmas needed for the proofs of Lemmas 3.9 and 3.10. The first two lemmas are standard results on Weyl sums that can be found, for example, in [19] as Lemmas 1.1.16 and 1.1.14, respectively.
Lemma 7.1. Let \( N > 0 \) and \( P \in \mathbb{R}[y] \) be a polynomial with \( P(y) = a_my^m + \cdots + a_0 \). If

\[
|\sum_{n \in [N]} e(P(y))| \geq \gamma N,
\]

then there exists \( q \in \mathbb{N} \) satisfying \( q \ll \gamma^{-O_m(1)} \) such that

\[
\|qa_i\| \ll \frac{\gamma^{-O_m(1)}}{N^i}
\]

for each \( i = 1, \ldots, m \).

Lemma 7.2. Let \( N, \varepsilon, \gamma > 0 \) with \( \varepsilon \ll 1, \gamma \gg \varepsilon \), and \( N \gg \gamma^{-1} \). If \( \|n\beta\| \leq \varepsilon \) for at least a \( \gamma \)-proportion of \( n \in [-N, N] \cap \mathbb{Z} \), then there exists a positive integer \( q \ll \gamma^{-1} \) such that \( \|q\beta\| \leq \varepsilon q / \gamma N \).

We also record, for the sake of convenience, the following result, which can be found in [12] as Lemma 6.5.

Lemma 7.3. Let \( \alpha \in \mathbb{T} \). If \( a, b \in \mathbb{N} \) are such that

\[
|\alpha - \frac{a}{b}| \leq \gamma,
\]

then, for any \( D \geq 1 \), there exists an integer \( k \) with \( |k| \leq D \) and a \( \theta \in [-1, 1] \) such that

\[
\alpha = \frac{a}{b} + k \frac{\gamma}{D} + \theta \frac{\gamma}{D}.
\]

Before stating and proving the remaining lemmas in this section, we need one more piece of notation. For \( s \in \mathbb{N} \) and \( H \subset \mathbb{Z}^{2s} \), let \( \square_s(H) \) denote the set of \( 3s \)-tuples

\[
(k^{(1)}_1, \ldots, k^{(s)}_s, k^{(2)}_1, \ldots, k^{(2)}_s, k^{(3)}_1, \ldots, k^{(3)}_s) \in \mathbb{Z}^{3s}
\]

such that \( (k^{(1)}_1, \ldots, k^{(s)}_s, k^{(1)}_1(\omega_1+2), \ldots, k^{(s)}_s(\omega_s+2)) \in H \) for all \( \omega \in \{0, 1\}^s \). Note that this is not the same definition of \( \square_s(H) \) that appeared in [12], where \( \square_s(H) \) instead consisted of \( 2s \)-tuples.

The following lemma will play a similar role in the proof of the degree-lowering result in this paper as Lemma 6.3 of [12] played in that paper, and its proof follows the same general strategy, with differences mainly arising from dealing with more general dual functions and from the use of different definitions of the \( U^s \)-norm.

Lemma 7.4. Let \( L, M > 0 \), \( 2 \leq \ell \leq m \), \( H \subset [\gamma L]^{2s} \) with \( |H| \geq \gamma L^{2s} \), \( f_0, \ldots, f_{\ell-1} : \mathbb{Z} \to \mathbb{C} \) be \( 1 \)-bounded functions supported on the interval \([L], \) and \( \psi_{\ell+1}, \ldots, \psi_m : \mathbb{Z} \to S^1 \) be characters. Let \( F_\ell \) be defined as in Corollary 3.8. If

\[
\mathbb{E}_{(h, h') \in H} \left| \frac{1}{L} \sum_{x \in \mathbb{Z}} \Delta'_{(h, h')i=1} F_\ell(x) e(\phi(h, h')x) \right|^2 \geq \gamma
\]

for some \( \phi : H \to \mathbb{T} \), then

\[
\mathbb{E}_{k \in \square_s(H)} \left| \frac{1}{L} \sum_{x \in \mathbb{Z}} G_\ell(k) e(\psi(k)x) \right|^2 \geq (\gamma \gamma')^{-O_s(1)},
\]

where

\[
G_\ell(k) := \mathbb{E}_{y \in [M]} \Delta'_{(k^{(2)}_1, k^{(3)}_1)i=1} f_0(x - P_\ell(y)) \cdots \Delta'_{(k^{(2)}_s, k^{(3)}_s)i=1} f_{\ell-1}(x + P_{\ell-1}(y) - P_\ell(y))
\]
and
\[ \psi(k) := \sum_{\omega \in \{0,1\}^s} (-1)^{\mid \omega \mid} \phi(k_1^{(1)}, \ldots, k_s^{(1)}, k_1^{(\omega_1+2)}, \ldots, k_s^{(\omega_s+2)}). \]

For example, when \( s = 2 \), the function \( \phi(k) \) equals
\[ \phi(k_1^{(1)}, k_2^{(2)} - \phi(k_1^{(1)}, k_2^{(2)}) - \phi(k_1^{(1)}, k_1^{(1)}, k_2^{(2)}) - \phi(k_1^{(1)}, k_1^{(1)}, k_1^{(2)}) + \phi(k_1^{(1)}, k_2^{(1)}, k_1^{(3)}, k_2^{(3)}). \]

**Proof of Lemma 7.4.** Define, for each \( y \in [M] \), the function
\[ F_{\ell,y}(x) := f_0(x - P_\ell(y)) \cdots f_{\ell-1}(x + P_\ell(y)) \psi_{\ell+1}(P_{\ell+1}(y)) \cdots \psi_m(P_m(y)), \]
so that \( F_\ell(x) = \mathbb{E}_{y \in [M]} F_{\ell,y}(x) \). We can thus write the left-hand side of (7.1) as
\[ \mathbb{E}_{y_{\omega_0}, y_{\omega_1} \in [M]} \mathbb{E}_{(h,h') \in H} \frac{1}{L^2} \sum_{x,z \in \mathbb{Z}} e(\phi(h,h')(x-z)) \prod_{\omega \in \{0,1\}^s} [F_{\ell,y_{\omega_0}}(x + h \cdot \omega + h' \cdot (1 - \omega)) \cdot F_{\ell,y_{\omega_1}}(z + h \cdot \omega + h' \cdot (1 - \omega))]. \]

Applying the Cauchy–Schwarz inequality to double the \( h_1' \) variable gives the bound
\[ (\gamma \gamma')^{O(1)} \leq \mathbb{E}_{y_{\omega_0}, y_{\omega_1} \in [M]} \mathbb{E}_{(h,h') \in [\gamma L]^{2s}} \frac{1}{L^{2s+1}} \sum_{\omega \in \{0,1\}^s} \Delta_{h''_1-h_1} F_{\ell,y_{\omega_0}}(x + h \cdot \omega + h' \cdot (1 - \omega)) \cdot \Delta_{h''_1-h_1} F_{\ell,y_{\omega_1}}(z + h \cdot \omega + h' \cdot (1 - \omega)) \cdot e((\phi(h,h') - \phi(h,h''_1,h_2', \ldots, h_s'))(x-z)), \]

by using the fact that \( H \subset [\gamma L]^{2s} \) and \( |H| \geq \gamma L^{2s} \). Note that nothing inside of the above average depends on the variables \( y_{\omega_0}, y_{\omega_1} \) for any \( \omega \in \{0,1\}^s \) with \( \omega_1 = 1 \), so we can restrict the first average to \( y_{\omega_0}, y_{\omega_1} \in [M] \) with \( \omega_1 = 0 \).

We apply the Cauchy–Schwarz inequality \( s \) total times in this manner, doubling the \( h_1' \) variable for each \( i = 1, \ldots, s \), to get that
\[ \mathbb{E}_{y_{\omega_0}, y_{\omega_1} \in [M]} \mathbb{E}_{k \in \square_s(H)} \frac{1}{L^2} \sum_{x,z \in \mathbb{Z}} \Delta'_{(k^{(2)}_i, k^{(3)}_i)_{i=1}} F_{\ell,y_0}(x) \Delta'_{(k^{(2)}_i, k^{(3)}_i)_{i=1}} F_{\ell,y_1}(z) e(\psi(k)(x-z)) \geq (\gamma \gamma')^{O_s(1)}, \]

using the trivial upper bound \( |\square_s(H)| \leq (\gamma L)^{3s} \). Finally, note that the left-hand side of the above inequality equals
\[ \mathbb{E}_{k \in \square_s(H)} \left| \frac{1}{L} \sum_{x \in \mathbb{Z}} G_{\ell,k}(x) e(\psi(k)(x)) \right|^2 \]
by recalling the definition of \( F_{\ell,y} \) and using the fact that the \( \Delta' \) operator distributes over the product of functions (the characters in \( F_{\ell,y} \) cancel since \( s \geq 1 \)).

The final lemma of this section is a generalization of Lemma 6.4 of [12], and its proof is essentially the same as the argument in [12].
Lemma 7.5. Let $L > 0$ and, for each $i = 1, \ldots, s$, let $\phi_i : \mathbb{Z}^{2s} \to \mathbb{T}$ be a function not depending on the $(s + i)^{th}$ variable. If $0 < \gamma' \leq 1$, $f : \mathbb{Z} \to \mathbb{C}$ is 1-bounded and supported on the interval $[L]$, and

\begin{equation}
E_{h,h' \in [\gamma L]^s} \left| \frac{1}{L} \sum_{x \in \mathbb{Z}} \Delta_{(h_i, h'_i)^*}^i f(x) e \left( \sum_{i=1}^s \phi_i(h_i, h'_i) x \right) \right|^2 \geq \gamma,
\end{equation}

then $\|f\|_{L^2(\gamma L)(L)} \gg \gamma^{O_s(1)}$.

Proof. Expanding the square, the left-hand side of (7.2) can be written as

\[ \frac{1}{L^2} \sum_{x, z \in \mathbb{Z}} E_{h, h' \in [\gamma L]^s} \Delta_{(h_i, h'_i)^*}^i f(x) \Delta_{(h_i, h'_i)^*}^i f(z) e \left( \sum_{i=1}^s \phi_i(h_i, h'_i) [x - z] \right), \]

so that applying Lemma 2.2 for each fixed $x, z \in \mathbb{Z}$ and $h \in [\gamma L]^s$ gives

\[ \frac{1}{L^2} \sum_{x, z \in \mathbb{Z}} E_{h, h' \in [\gamma L]^s} \Delta_{(h_i, h'_i)^*}^i f(x) \Delta_{(h_i, h'_i)^*}^i f(z) \geq \gamma^{O_s(1)}. \]

By inserting extra averaging in the $x$ variable and using the pigeonhole principle to fix $z$ (which we may do since $f$ is supported on $[L]$ and $\gamma' \leq 1$), it follows that

\[ \frac{1}{L} \sum_{x \in \mathbb{Z}} E_{h, h'' \in [\gamma L]^s} \Delta_{(h_i, h''_i)^*}^i f(x) E_{w \in [\gamma L]^s} \Delta_{(h_i, h''_i)^*}^i f(x + w) \gg \gamma^{O_s(1)} \]

for some $z \in \mathbb{Z}$. To conclude, we apply the Cauchy–Schwarz inequality to double the $w$ variable, again using that $f$ is supported on $[L]$ and $\gamma' \leq 1$. \qed

8. Degree-lowering

We begin by handling the base case of the inductive proof of Lemmas 3.9 and 3.10.

Lemma 8.1. Let $N, M > 0$, $P_1, \ldots, P_m \in \mathbb{Z}[y]$ be polynomials such that $P_1$ and $P_2$ have $(C, q)$-coefficients, $\deg P_1 < \cdots < \deg P_m$, and $P_1$ has leading coefficient $c_i$ for $i = 1, \ldots, m$, and $\psi_2, \ldots, \psi_m : \mathbb{Z} \to S^1$ be characters such that $\psi_i(x) = e(\alpha_i x)$ with $\alpha_i \in \mathbb{T}$ for $i = 2, \ldots, m$. Assume further that $c_1 M^{\deg P_1} / N \leq C$. If there exist 1-bounded functions $f_0, f_1 : \mathbb{Z} \to \mathbb{C}$ supported on the interval $[N]$ such that

\begin{equation}
\left| \frac{1}{N/c} \sum_{x \in \mathbb{Z}} F_2(cx) \psi_\ell(cx) \right| \geq \gamma,
\end{equation}

where $F_2$ is as in Corollary 3.8 then there exists a positive integer $t \ll_{c, \deg P_m} \gamma^{-O_{\deg P_m}(1)}$ such that

\[ \|t e^{\deg P_m c_m \alpha_m}\| \ll_{c, \deg P_m} \gamma^{-O_{\deg P_m}(1)} \left( \frac{M/c}{\deg P_m} \right), \]

provided that $N \gg_{c, \deg P_m} (q/\gamma)^{O_{\deg P_m}(1)}$.

Note that the hypothesis $c_1 M^{\deg P_1} / N \leq C$ above actually follows from the slightly stronger condition $1/C \leq c M^{\deg P_2} / N \leq C$ in Lemma 3.10 and the assumptions that $P_1$ has $(C, q)$-coefficients, $\deg P_2 > \deg P_1$, and $N \gg_{c, \deg P_m} (q/\gamma)^{O(1)}$. So, this lemma does indeed cover the $\ell = 2$ case of Lemma 3.10.
Proof. Inserting the definition of $F_2$, the inequality (8.1) reads

$$\left| \frac{1}{N/c} \sum_{x \in \mathbb{Z}} \mathbb{E}_{y \in [M]} g_0(cx - P_2(y)) g_1(cz + P_1(y) - P_2(y)) \psi_2(cz) \psi_3(P_3(y) - \psi_m(P_m(y)) \right| \geq \gamma.$$ 

We split the sum over $y \in [M]$ up into progressions modulo $c$ by writing $y = cz + h$ for $h = 0, \ldots, c - 1$ and use the pigeonhole principle to fix an $h$ such that

$$\left| \frac{1}{N/c} \sum_{x \in \mathbb{Z}} \mathbb{E}_{z \in [M]/c} g_0(cx - P_2(cz + h)) g_1(cz + P_1(cz + h) - P_2(cz + h)) \psi_2(cz) \psi_3(P_3(cz + h)) \psi_m(P_m(cz + h)) \right| \gg \gamma,$$

provided that $N \gg \gamma^{-O(1)}$. Note that $P_2(cz + h) - P_2(h) \in \mathbb{Z}[y]$ has $(O_{\deg P_2}(C), cq)$-coefficients since $|h| \leq c$. We make the change of variables $x \mapsto x + \frac{P_2(cz + h) - P_2(h)}{c}$ to get that

$$\left| \frac{1}{N/c} \sum_{x \in \mathbb{Z}} \mathbb{E}_{z \in [M]/c} g_0(x) g_1'(x + P_1'(z)) \psi_2(P_2(cz + h)) \psi_m(P_m(cz + h)) \right| \gg \gamma,$$

where $g_0'(x) := T_{-P_2(h)}(g_0\psi_2)(cx)$, $g_1'(x) := T_{P_1(h) - P_2(h)}g_1(cx)$, and $P_1'(z) := \frac{P_2(cz + h) - P_2(h)}{c}$, which also has $(O_{\deg P_1}(C), cq)$-coefficients. By the assumption $c_1 M^{\deg P_1}/N \leq C$, we can apply Lemma 112 $d := \deg P_1$ times and then the Cauchy–Schwarz inequality once to deduce from the above that

$$\mathbb{E}_{|a_1, \ldots, a_d| < \gamma M/c} \left| \mathbb{E}_{z \in [M]/c} e(Q(a, z)) \right|^2 \gg C, d \gamma^{O_d(1)}$$

whenever $\gamma' \ll C, d \gamma^{O_d(1)}$, where

$$Q(a, z) := \sum_{i=2}^{m} \alpha_i \sum_{\omega \in [0, 1]^d} (-1)^{|\omega|} P_i(cz + a \cdot \omega) - h.$$ 

Thus,

(8.2) $$\left| \mathbb{E}_{z \in [M]/c} e(Q(a, z)) \right| \gg_{C, d} \gamma^{O_d(1)}$$

for a $\gg_{C, d} \gamma^{O_d(1)}$ proportion of integers $|a_1|, \ldots, |a_d| < \gamma' M/c$.

Note that the leading term of $Q(a, z)$ equals $(\deg P_m)^d \cdot (\deg P_m)^{d-1} \cdot \alpha_1 \cdot \cdots \cdot \alpha_d c_m \gamma^{-\deg P_m}$.

By Lemma 7.1, there thus exists a $t_0 \ll_{C, \deg P_m} \gamma^{-O_{\deg P_m}(1)}$ such that for each $d$-tuple of integers $a = (a_1, \ldots, a_d)$ with $|a_i| < \gamma' M/c$ for which (8.2) holds, we have

$$\|t_0 c_{\deg P_m} a_1 \cdots a_d c_m\| \ll_{C, d} \gamma^{-O_{\deg P_m}(1)} (M/c)^{\deg P_m - d}.$$ 

Fixing $\gamma' \gg_{C, d} \gamma^{-O_d(1)}$, the conclusion of the lemma follows by applying Lemma 7.2 $d$ times, once for each $a_i$ appearing in the product $c_{\deg P_m} a_1 \cdots a_d c_m$.

Next, we show that Lemma 8.9 in the general $\ell \geq 2$ case follows from Lemma 3.10 in the $\ell$ case. The overall strategy of the following proof is the same as the proof of Proposition 6.6 in [12], though several small changes need to be made due to the greater generality of Lemma 3.9 and the use of different definitions of the $U^s$-norm in the two papers. We now briefly sketch the structure of the argument. The proof starts by writing the $U^s$-norm of the dual function $F_\ell$ as an average of $U^{2}$-norms of differenced versions of $F_\ell$ (that is,
\[ \Delta'_{(h_i, k_i')} \subset \mathbb{F}_\ell \] in the following proof and \( \Delta_{h_1, \ldots, h_{s-2}} \subset \mathbb{F}_\ell \) in \([12]\). By the inverse theorem for the \( U^2 \)-norm, it follows that, on average, the differentiated versions of \( F_\ell \) have large correlation with some character \( x \mapsto e(\phi(h, k')x) \) depending on \( (h, k') \). One then uses Lemma 3.10 and the pigeonhole principle (along with Lemma 7.3) to show that the function \( \phi(h, k') \) must be very close to a function of the form \( \sum_{i=1}^{s-2} \phi_i(h, k') \) appearing in Lemma 7.2 for many differing parameters \( (h, k') \). The conclusion of the lemma then follows from Lemma 7.5.

**Proof of Lemma 7.9** for \( \ell \) assuming Lemma 3.10 for \( \ell \). Note that, by splitting \( \mathbb{Z} \) up into progressions modulo \( c \), we have

\[
\| F_\ell \|_{U^2([\delta'M^{\deg P_\ell}])}^2 = E_{u=0,\ldots,c-1} E_{h_1,\ldots,h_{s-2} \in [\delta'M^{\deg P_\ell}]} \| \Delta'_{c(h_i, k_i')} \|_{U^2([\delta'M^{\deg P_\ell}])}^2 (T_u F_\ell)(c) \|_{U^2([\delta'M^{\deg P_\ell}])}^2 (CN/c).
\]

Thus, since \( M^{\deg P_\ell} \gg N/c \), Lemma 2.4 tells us that

\[
\frac{1}{N/c} \sum_{x \in \mathbb{Z}} \| \Delta'_{c(h_i, k_i')} \|_{U^2([\delta'M^{\deg P_\ell}])}^2 (T_u F_\ell)(c) e(c\phi_u(h, k')x) \|_{U^2([\delta'M^{\deg P_\ell}])}^2 \gg (\delta\delta')^{O(1)}
\]

for some \( \phi_u : [\delta'M^{\deg P_\ell}]^{2(s-2)} \rightarrow \mathbb{T} \) for each \( u = 0, \ldots, c-1 \). By the pigeonhole principle, there exists an \( H \subset [\delta'M^{\deg P_\ell}]^{2(s-2)} \) with \( |H| \gg (\delta\delta')^{O(1)}(\delta'M^{\deg P_\ell})^{2(s-2)} \) and \( U \subset \{0, \ldots, c-1\} \) with \( |U| \gg (\delta\delta')^{O(1)}c \) such that

\[
\frac{1}{N/c} \sum_{x \in \mathbb{Z}} \| \Delta'_{c(h_i, k_i')} \|_{U^2([\delta'M^{\deg P_\ell}])}^2 (T_u F_\ell)(c) e(c\phi_u(h, k')x) \|_{U^2([\delta'M^{\deg P_\ell}])}^2 \gg (\delta\delta')^{O(1)}
\]

for every \((h, k') \in H \) and \( u \in U \).

Next, we apply Lemma 7.4 with \( L = N/c \), which, since \( M^{\deg P_\ell} \gg N/c \), yields

\[
E_{k \in \Box_{s-2}} (H) \| \frac{1}{N/c} \sum_{x \in \mathbb{Z}} G_{\ell,k}(c) e(c\psi_u(k)x) \|_{U^2([\delta'M^{\deg P_\ell}])}^2 \gg_{C,s} (\delta\delta')^{O_s(1)},
\]

where, as in Lemma 7.4, we have

\[
G_{\ell,k}(x) := E_{y \in \mathbb{M}} \Delta'_{c(k^{(2)}_i, k^{(3)}_i)} T_u f_0(x - P_t(y)) \cdots \Delta'_{c(k^{(2)}_i, k^{(3)}_i)} T_u f_{\ell-1}(x + P_{\ell-1}(y) - P_t(y))
\]

and

\[
\psi_u(k) := \sum_{\omega \in \{0,1\}^{s-2}} (-1)^{\omega} \phi_u(k^{(1)}_1, \ldots, k^{(\omega+2)}_1, \ldots, k^{(\omega+2)}_s).
\]

By the pigeonhole principle again, for each \( u \in U \) there exists a set of \( 3(s-2) \)-tuples \( H'_u \subset \Box_{s-2} \) with \( |H'_u| \gg_{C,s} (\delta\delta')^{O_s(1)}(\delta'M^{\deg P_\ell})^{3(s-2)} \) such that

\[
\frac{1}{N/c} \sum_{x \in \mathbb{Z}} G_{\ell,k}(c) e(c\psi_u(k)x) \|_{U^2([\delta'M^{\deg P_\ell}])}^2 \gg_{C,s} (\delta\delta')^{O_s(1)}
\]

for every \( k \in H'_u \). By applying Lemma 3.10 for \( \ell \) with \( m = \ell \), for each \( k \in H'_u \) there thus exist \( c'_u \ll_{C} (cco)^{O_{\deg P_\ell}(1)} \) and \( t_u \ll_{C,\deg P_\ell,s} (\delta\delta')^{-O_{\deg P_\ell}(1)} \) such that

\[
\| t_u c'_u c_\ell \psi_u(k) \| \ll_{C,\deg P_\ell,s} (\delta\delta')^{-O_{\deg P_\ell,s}(1)}
\]

for every \( \ell \).
By applying Lemma 7.3 with $D \asymp_{\deg P_{\ell,s}} (\delta^{d'})^{-O_{\deg P_{\ell,s}}(1)}$, it follows that for each $k \in H'_u$, there exist integers $a_u(k) \ll_{\deg P_{\ell,s}} (\delta^{d'})^{-O_{\deg P_{\ell,s}}(1)}$ and $|m_u(k)| \ll_{\deg P_{\ell,s}} (\delta^{d'})^{-O_{\deg P_{\ell,s}}(1)}$ and $|\theta_u(k)| \leq 1$ such that

$$c \psi_u(k) = \frac{a_u(k)}{t_u c_u} + \frac{m_u(k)}{(\delta^{d'})^{-O_{\deg P_{\ell,s}}(1)} M_{\deg P_{\ell}}} + \frac{\theta_u(k)}{(\delta^{d'})^{-O_{\deg P_{\ell,s}}(1)} M_{\deg P_{\ell}}}.$$

By the pigeonhole principle yet again, for each $u \in U$ there exists a subset $H''_u \subset H'_u$ of size $|H''_u| \gg_{C,\deg P_{\ell,s}} (\delta^{d'})^{O_{\deg P_{\ell,s}}(1)} |H'_u|$ for which there are $a_u \ll_{\deg P_{\ell,s}} (\delta^{d'})^{-O_{\deg P_{\ell,s}}(1)}$ and $|m_u| \ll_{\deg P_{\ell,s}} (\delta^{d'})^{-O_{\deg P_{\ell,s}}(1)}$ such that for any $k \in H''_u$, we have

$$c \psi_u(k) = \frac{a_u}{t_u c_u} + \frac{m_u}{(\delta^{d'})^{-O_{\deg P_{\ell,s}}(1)} C \ell M_{\deg P_{\ell}}}.$$

Set

$$\phi_{u,1}(k) := (-1)^s \sum_{\omega \neq \omega \in \{0,1\}^{s-2} \atop \omega_1 = 0} (-1)^{|\omega|} \phi_u(k_1^{(1)}, \ldots, k_1^{(1)}, k_1^{(w_1+2)}, \ldots, k_1^{(w_s+2)})$$

and, for $i = 2, \ldots, s-2$, set

$$\phi_{u,i}(k) := (-1)^s \sum_{\omega \neq \omega \in \{0,1\}^{s-2} \atop \omega_1 = \cdots = \omega_{i-1} = 1} (-1)^{|\omega|} \phi_u(k_1^{(1)}, \ldots, k_1^{(1)}, k_1^{(w_1+2)}, \ldots, k_1^{(w_s+2)}).$$

Note that $\phi_{x,i}$ does not depend on $k_i^{(3)}$ and

$$\psi_u(k) = \sum_{i=1}^{s-2} \phi_{u,i}(k) + \frac{\theta_u(k)}{(\delta^{d'})^{-O_{\deg P_{\ell,s}}(1)} C \ell M_{\deg P_{\ell}}}.$$

For any $k \in H''_u$, we thus have

$$|c \psi_u(k) - \frac{1}{C_{\deg P_{\ell,s}}^{-O_{\deg P_{\ell,s}}(1)} M_{\deg P_{\ell}}} \sum_{i=1}^{s-2} \phi_{u,i}(k)| \ll_{C} c \ell,$$

because $c \asymp_{C} c \ell$.

By the pigeonhole principle again, for each $u \in U$ there exist $h'_{u,1}, \ldots, h'_{u,s-2} \in [\delta M_{\deg P_{\ell}}]$ such that the fiber

$$H''_u := \{(h_1, \ldots, h_{s-2}, h_1', \ldots, h_{s-2}') \in H : (h, h', h'') \in H''_u\}$$

has size $|H''_u| \gg_{C,\deg P_{\ell,s}} (\delta^{d'})^{O_{\deg P_{\ell,s}}(1)} (\delta^{d'})^{2(s-2)}$. Fixing such $h'_{u,1}, \ldots, h'_{u,s-2}$, it follows that

$$\mathbb{E}_{(h, h'') \in H''_u} \left| \frac{1}{N/c} \sum_{x \in \mathbb{Z}} \Delta_{(h, h'')_{i=1}^{s-2}} T_u F_{\ell}(cx) e \left( c \sum_{i=1}^{s-2} \phi_{u,i}(h, h', h'') x \right) \right|^2 \gg_{C,\deg P_{\ell,s}} (\delta^{d'})^{O_{\deg P_{\ell,s}}(1)},$$

by the assumption $N/c \ll_{C} M_{\deg P_{\ell}}$. By positivity, for each $u \in U$ we can extend the average over $H''_u$ to an average over all of $[\delta M_{\deg P_{\ell}}]^{2(s-2)}$ using our lower bound on $|H''_u|$ to get that

$$\mathbb{E}_{h, h'' \in [\delta M_{\deg P_{\ell}}]^{s-2}} \left| \frac{1}{N/c} \sum_{x \in \mathbb{Z}} \Delta_{(h, h'')_{i=1}^{s-2}} T_u F_{\ell}(cx) e \left( c \sum_{i=1}^{s-2} \phi_{u,i}(h, h', h'') x \right) \right|^2 \gg_{C,\deg P_{\ell,s}} (\delta^{d'})^{O_{\deg P_{\ell,s}}(1)}.$$
is $\gg C_{\deg P_{t-1}} (\delta \delta')^{O_{\deg P_{t-1}}(1)}$. Applying Lemma [7.3] for each $u \in U$ and using positivity again, we deduce that
\[
E_{u=0,\ldots,c-1}\|T_u F_{t}(c)\|_{[u',\deg P_{t}]}^{2^{c-1}}(\lfloor CN/c \rfloor) \gg C_{\deg P_{t},s} (\delta \delta')^{O_{\deg P_{t},s}(1)},
\]
from which we conclude the lemma by expanding the definition of the Gowers box norm. \hfill \square

Now we show that Lemma [3.10] in the general $\ell \geq 3$ case follows from Lemmas [3.9] and [3.10] in the $\ell - 1$ case.

**Proof of Lemma [3.10] for $\ell$ assuming Lemmas [3.9] and [3.10] for $\ell - 1$.** As in the proof of the base case, we insert the definition of $F_t$ and split the sum over $y \in [M]$ up into progressions modulo $c$ by writing $y = cz + h$ for $h = 0, \ldots, c - 1$, and use the pigeonhole principle to fix an $h$ such that

\[
\left| \frac{1}{N/c} \sum_{x \in \mathbb{Z}} E_{x \in [M/c]} f_0(cx - P_t(cz + h)) \cdots f_{t-1}(cx + P_{t-1}(cz + h) - P_t(cz + h)) \right| \gg \delta,
\]

and then make the change of variables $x \mapsto x + \frac{P_t(cz + h) - P_t(h)}{c}$ to deduce that

\[
(8.3) \quad \left| \Lambda_{P_1',\ldots,P_m'}^{N/c,M/c}(f_0', \ldots, f_{t-1}'; \psi_t, \ldots, \psi_m) \right| \gg \delta,
\]

where

\[
f_i'(x) := \begin{cases} T_{-P_t(h)}(f_0 \psi_t)(cx) & i = 0 \\ T_{P_t(h) - P_t(h)} f_i(cx) & i = 1, \ldots, m \end{cases}
\]

and

\[
P_i'(z) := \begin{cases} \frac{P_t(cz + h) - P_t(h)}{c} & i = 1, \ldots, \ell - 1 \\ P_t(cz + h) - P_t(h) & i = \ell, \ldots, m \end{cases}
\]

Note, as it will be relevant later, that the leading coefficient $c_i'$ of $P_t'$ equals $c_{\deg P_{t-1}} c_i$ when $i = 1, \ldots, \ell - 1$ and equals $c_{\deg P_{t-1}} c_i$ when $i = \ell, \ldots, m$, and the polynomials $P_1', \ldots, P_{t-1}' \in \mathbb{Z}_{\geq 0}[z]$ all have $(O_{\deg P_{t-1}}(C),cq)$-coefficients.

Set $M' := M/c$ and $N' := (M')^{\deg P_{t-1}}(c^q)^{\deg P_{t-1}-1}$. With a view towards applying Corollary [3.8] we rewrite the left-hand side of (8.3) as

\[
\left| \mathbb{E}_{0 \leq w < (N/c)/C'N'} \mathbb{E}_{x \in [M']} T_{C'N'w} f_0'(x) T_{C'N'w} f_1'(x + P_1'(z)) \cdots T_{C'N'w} f_{t-1}'(x + P_{t-1}'(z)) \psi_t(P_1'(z)) \cdots \psi_m(P_m'(z)) \right|
\]

for $C' \asymp C_{\deg P_{t-1}}(1)$ and use the fact that $\max_{x \in [M']} |P_i'(z)| \ll C_{\deg P_{t-1}} N'$ for each $i = 1, \ldots, \ell - 1$ (which is a consequence of each $P_i'$ having $(O_{\deg P_{t-1}}(C),cq)$-coefficients) and the pigeonhole principle to deduce, for suitable $C'$, that

\[
\left| \Lambda_{P_1'',\ldots,P_m''}^{C',N',M'}(f_0'', \ldots, f_{t-1}'', \psi_t, \ldots, \psi_m) \right| \geq \delta,
\]

where $f_i' := T_{C'N'w} f_i' \cdot 1_{[C'N']}$ for some integer $0 \leq w < (N/c)/C'N'$. 


Now, since \((q^c)^{\deg P_{\ell-1}}(M')^{\deg P_{\ell-1}} = N'\) and \(P_1', \ldots, P_{\ell-1}' \in \mathbb{Z}_{\geq 0}[z]\) have \((O_{\deg P_{\ell-1}}(C), q^c)\)-coefficients, we may apply Corollary 3.3 to get that

\[
\|F'_{\ell-1}\|_{u^s_{\deg P_{\ell-1}}} \leq c'_{\ell-1} (\delta')^{\deg P_{\ell-1}} (O_{C, \deg P_{\ell-1}}(1)) \gg C, \deg P_{\ell-1} \delta^{O_{\deg P_{\ell-1}}} (1)
\]

for any \(\delta' \ll_{C, \deg P_{\ell-1}} \delta^{O_{\deg P_{\ell-1}}} (1)\), where \(s \ll_{\deg P_{\ell-1}} 1\) and

\[
F'_{\ell-1}(x) := \sum_{z \in [M']} f''(x - P'_{\ell-1}(z)) \cdots f''(x + P'_{\ell-2}(z) - P_{\ell-1}(z)) \psi_{\ell}(P_{\ell}'(z)) \cdots \psi_{m}(P_{m}'(z)).
\]

Fixing \(\delta' \ll_{C, \deg P_{\ell-1}} \delta^{O_{\deg P_{\ell-1}}} (1)\), it thus follows from repeated applications of Lemma 3.9 in the \(\ell - 1\) case that

\[
\|F'_{\ell-1}\|_{u^2_{\deg P_{\ell-1}}} \leq c'_{\ell-1} (\delta')^{\deg P_{\ell-1}} (O_{C, \deg P_{\ell-1}}(1)) \gg C, \deg P_{\ell-1} \delta^{O_{\deg P_{\ell-1}}} (1)
\]

Set \(c' := (\deg P_{\ell-1})^{c'_{\ell-1}}\). By applying Lemma 2.4 in the same manner as in the previous proof and using the pigeonhole principle, we deduce that there exists a \(u \in [c']\) such that

\[
\left| \frac{1}{N'c'} \sum_{x \in [0, N')] T_u F_{\ell-1}(c'x) \psi_{\ell-1}(c'x) \right| \gg C, \deg P_{\ell-1} \delta^{O_{\deg P_{\ell-1}}} (1)
\]

for some character \(\psi_{\ell-1} : \mathbb{Z} \to S'\). We now apply Lemma 3.10 for \(\ell - 1\) to deduce that there exists a \(c'' \ll_C (c'c_m)^{O_{\deg P_m}(1)} \ll_C (c_m)^{O_{\deg P_m}(1)}\) and \(t \ll_{C, \deg P_m} \delta^{-O_{\deg P_m}(1)}\) such that

\[
\|tc'' \delta^{\deg P_m} c_m \alpha_m\| \ll_{C, \deg P_m} (M/c)^{O_{\deg P_m}(1)} (M'c)^{O_{\deg P_m}(1)}
\]

since the leading coefficient of \(P_m\) is \(c^{\deg P_m} c_m\). This gives the conclusion of the lemma.

Since we have shown that Lemma 3.10 holds in the \(\ell = 2\) case, Lemma 3.10 in the \(\ell\) case implies Lemma 3.9 in the \(\ell\) case, and Lemmas 3.9 and 3.10 in the \(\ell - 1\) case together imply Lemma 3.10 in the \(\ell\) case, it now follows by induction that Lemmas 3.9 and 3.10 hold in general.

9. Local \(U^1\)-control

As was mentioned in Section 3, Theorem 3.3 will be proved using a combination of Corollary 3.3, Lemma 3.9 and Lemma 2.4. For the sake of convenience, before proving Theorem 3.3 we first prove Lemma 3.11, which gives the result of applying Corollary 3.3 once, Lemma 3.9 as many times as necessary, and then Lemma 2.4 once.

Proof of Lemma 3.11. We first apply Corollary 3.3 which tells us that

\[
\|F_{\ell}\|_{u^s_{\deg P_{\ell}}} (O_{\deg P_{\ell}}(C)N) \gg C, \deg P_{\ell} \delta^{O_{\deg P_{\ell}}} (1)
\]

for some \(s \ll_{\deg P_{\ell}} 1\) whenever \(\delta' \ll_{C, \deg P_{\ell}} \delta^{O_{\deg P_{\ell}}} (1)\) and \(N \gg_{C, \deg P_{\ell}} (q/\delta')^{O_{\deg P_{\ell}}} (1)\). Fixing \(\delta' \ll_{C, \deg P_{\ell}} \delta^{O_{\deg P_{\ell}}} (1)\) and then applying Lemma 3.9 repeatedly (which we can do because \((\deg P_{\ell})! / C \leq c' M^{\deg P_{\ell}} / N \leq (\deg P_{\ell})! C^2\) thus yields

\[
\|F_{\ell}\|_{u^2_{\deg P_{\ell}}} (O_{\deg P_{\ell}}(C)N) \gg C, \deg P_{\ell} \delta^{O_{\deg P_{\ell}}} (1)
\]

We now expand the definition of the Gowers box norm and split the sum over \(\mathbb{Z}\) up into progressions modulo \(c'\) as in the proof of Lemmas 3.9 and 3.10 to write the above as

\[
\mathbb{E}_{u = 0, \ldots, c' - 1} \|T_u F_{\ell}(c')\|_{u^2_{\deg P_{\ell}}} (O_{\deg P_{\ell}}(C)N/c') \gg C, \deg P_{\ell} \delta^{O_{\deg P_{\ell}}} (1),
\]
so that, by Lemma 2.4 and the inequality $(\deg P_{\ell})! / C \leq c' M^{\deg P_{\ell}} / N \leq (\deg P_{\ell})! C^2$ again, we have that

$$\mathbb{E}_{u=0,\ldots,c'-1} \left| \frac{1}{N/c'} \sum_{x \in \mathbb{Z}} T_{-u} F_{\ell}(c' x) \psi_{\ell,u}(c' x) \right| \gg C_{\deg P_{\ell}} \delta^{O_{\deg P_{\ell}}(1)}$$

for some characters $\psi_{\ell,u} : \mathbb{Z} \to S^1$. Expanding the definition of $F_{\ell}$, the above inequality says that

$$\mathbb{E}_{u=0,\ldots,c'-1} \left| \frac{1}{N/c'} \sum_{x \in \mathbb{Z}} \mathbb{E}_{y \in [M]} T_{-u} f_0(c' x - P_{\ell}(y)) \cdots T_{-u} f_{\ell-1}(c' x + P_{\ell-1}(y) - P_{\ell}(y)) \psi_{\ell,u}(c' x) \psi_{\ell+1}(P_{\ell+1}(y)) \cdots \psi_m(P_m(y)) \right|$$

is $\gg C_{\deg P_{\ell}} \delta^{O_{\deg P_{\ell}}(1)}$.

Next, as in the proofs of Lemmas 8.1 and 3.10, we split the average over $y \in [M]$ above up into congruence classes modulo $c'$ by setting $y = c' z + h$ for $h = 0,\ldots,c'-1$ and make the change of variables $x \to x + P_{\ell}(c' z + h) - P_{\ell}(h)$ to get, assuming $N \gg C_{\deg P_{\ell}} (q/\delta)^{O_{\deg P_{\ell}}(1)}$, that

$$\mathbb{E}_{u,h=0,\ldots,c'-1} \left| \frac{N/c'}{N/c'} \sum_{x \in \mathbb{Z}} A_{P_{\ell}^u \ldots P_{\ell}^m}^{N/c',M'} (f_0^{u,h}, \ldots, f_{\ell-1}^{u,h}, \psi_{\ell,u}, \psi_{\ell+1}, \ldots, \psi_m) \right| \gg C_{\deg P_{\ell}} \delta^{O_{\deg P_{\ell}}(1)},$$

where

$$f_i^{u,h}(x) := \begin{cases} T_{-P_{\ell}(h)} T_{-u} (f_0^u(x)) \psi_{\ell,u}(c' x) & i = 0 \\ T_{P_{\ell}(h) - P_{\ell}(h)} T_{-u} f_i(c' x) & i = 1, \ldots, \ell - 1. \end{cases}$$

To conclude, we argue as in the proof of Lemma 3.10 using the fact that $\max_{x \in [M']} |P_i^h(x)| = C' N'/2$ for all $|h| \leq c'$ and $i = 1, \ldots, \ell - 1$ whenever $N \gg C_{\deg P_{\ell}} (q/\delta)^{O_{\deg P_{\ell}}(1)}$ to split the sum over $x \in \mathbb{Z}$ in $A_{P_{\ell}^u \ldots P_{\ell}^m}^{N/c',M'} (f_0^{u,h}, \ldots, f_{\ell-1}^{u,h}, \psi_{\ell,u}, \psi_{\ell+1}, \ldots, \psi_m)$ up into intervals of length $C' N'$ and then applying the triangle inequality to get

$$\mathbb{E}_{u,h=0,\ldots,c'-1} \left| A_{P_{\ell}^u \ldots P_{\ell}^m}^{N/c',M'} (f_0^{u,h,w}, \ldots, f_{\ell-1}^{u,h,w}, \psi_{\ell,u}, \psi_{\ell+1}, \ldots, \psi_m) \right| \gg C_{\deg P_{\ell}} \delta^{O_{\deg P_{\ell}}(1)}.$$

Now we can prove Theorem 3.3.

**Proof of Theorem 3.3.** We apply Lemma 3.11 $m - 1$ times to get that

$$\mathbb{E}_{u_1,h_i=0,\ldots,c_i-1} \left| A_{C_{i+1} N_{i+1}/c_i}^{M_{i+2}^{C_{i+1} N_{i+1}/c_i}} \left( f_0^{u_1,h_w}, f_1^{u_1,h_w}, \ldots, f_{\ell-1}^{u_1,h_w}, \psi_{\ell,u}, \psi_{\ell+1}, \ldots, \psi_m \right) \right| \gg C_{\deg P_{\ell}} \delta^{O_{\deg P_{\ell}}(1)},$$

where $C_{m+1} = 1$, $N_{m+1} = N$, $C_i \approx C_{\deg P_{\ell}} P_{\ell}$, $q^{O_{\deg P_{\ell}}(1)}$, $M_i := M / \prod_{j=1}^m c_i$, $C_i \approx C_{\deg P_{\ell}} P_{\ell}$, and $N_i := M_i^{\deg P_{\ell}} (q c_i \cdot c_m) \deg P_{\ell-1}$ for each $i = 2, \ldots, m$, $f_0^{u_1,h,w}$ is 1-bounded and $f_{\ell-1}^{u_1,h,w}(x)$ equals $\mathbb{1}_{[C_{i+2} N_{i+1}/c_i]}(x)$ times

$$T_{\sum_{i=2}^m (c_i+1) \cdots c_m} \left[ w_1, c_i C_i N_i - u_i + P_{h_0}^{h_m \ldots h_i+1}(h_i) - P_{h_0}^{h_m \ldots h_{i+1}}(h_{i+1}) \right] f_1(c_2 \cdots c_m x)$$

for each $u, h \in \prod_{i=2}^m \{0, \ldots, c_i - 1\}$ and $w \in \prod_{i=2}^m \{0, (C_i+1) N_{i+1}/c_i) / C_i N_i) \cap \mathbb{Z}$, where $P_{h_0}^{h_m \ldots h_{i+1}}$ denotes the polynomial $(P_{h_0}^{h_m \ldots h_{i+1}}(h_{i+1})$ using the notation from Lemma 3.11. Each $P_{h_i}^{h_m \ldots h_{i+1}}$ is a polynomial of degree $\deg P_{\ell}$ whose coefficients have magnitude $\ll C_{\deg P_{\ell}} q^{O_{\deg P_{\ell}}(1)}$.
and whose leading coefficient is independent of \( h \), and \( P_k^h \) has leading coefficient of the form 
\[ C'(q_2 \cdots c_m)^{\deg P_m - 1} \] 
for some \( C' \ll C \) and satisfies \( \max_{y \in [M_2]} |P_k^h(y)| \ll C_m \delta_{\deg P_m} N_2 \).

Next, we apply the Cauchy–Schwarz inequality and then the van der Corput inequality with \( H \gg C_{\deg P_m} \delta_{\deg P_m} (1) \) to get that 
\[
E \sum_{0 \leq w \leq (C_1 + N_1 + C_3)/C_1 N_1} |\mu_H(k)| E_{y \in [M_2]} \int_{C_2 N_2} \int_{C_2 N_2} f_{\frac{u}{C_2N_2}} f_{\frac{h}{C_2N_2}} (x + \partial_k P_k^h(y))
\]
\[
\psi_{\frac{u}{C_2N_2}} (\partial_k P_k^h(y)) \cdots \psi_{\frac{w}{C_2N_2}} (\partial_k P_k^h(y))
\]
is \( \gg C_{\deg P_m} \delta_{\deg P_m} (1) \), where \( \partial_k P \) denotes the polynomial \( (y + k) - P(y) \). The contribution to the above from \( k = 0 \) is bounded by \( H^{-1} \) and \( \mu_H \) is supported on \( (-H, H) \), so that when \( H \) is chosen suitably, there exists a nonzero integer \( k \ll C_{\deg P_m} \delta_{\deg P_m} (1) \) such that 
\[
E \sum_{0 \leq w \leq (C_1 + N_1 + C_3)/C_1 N_1} |\Lambda_{C_2 N_2, M_2} (f_{\frac{u}{C_2N_2}} f_{\frac{h}{C_2N_2}}, \psi_{\frac{u}{C_2N_2}} \psi_{\frac{h}{C_2N_2}} \cdots \psi_{\frac{w}{C_2N_2}})| \gg C_{\deg P_m} \delta_{\deg P_m} (1) \,
\]
We repeat this \( \deg P_1 - 2 \) more times to get that 
\[
E \sum_{0 \leq w \leq (C_1 + N_1 + C_3)/C_1 N_1} |\Lambda_{C_2 N_2, M_2} (g_{\frac{u}{C_2N_2}} f_{\frac{h}{C_2N_2}}, \psi_{\frac{u}{C_2N_2}} \psi_{\frac{h}{C_2N_2}} \cdots \psi_{\frac{w}{C_2N_2}})| \gg C_{\deg P_m} \delta_{\deg P_m} (1) \,
\]
where \( g_{\frac{u}{C_2N_2}} \) is \( \delta_{\deg P_m} P_1 - 1 \) and \( \delta_{\deg P_m} P_1 - 1 \) for nonzero integers \( k_j \ll C_{\deg P_m} \delta_{\deg P_m} (1) \) for \( j = 1, \ldots, \deg P_1 - 1 \) for each \( i = 1, \ldots, m \), so that \( \deg Q_j^h = 0 \). Each \( Q_j^h \) has coefficients of magnitude \( \ll C_{\deg P_m} (q/\delta) \delta_{\deg P_m} (1) \), \( Q_1^h = Q_1 \) does not depend on \( h \). \( Q_1 \) has leading coefficient of the form \( C''(q_2 \cdots c_m)^{\deg P_1 - 1} \) for some \( C'' \ll C_{\deg P_m} \delta_{\deg P_m} (1) \), and \( \max_{y \in [M_2]} |Q_1(y)| \ll C_{\deg P_m} \delta_{\deg P_m} (1) \).

For each character \( \psi_{\frac{u}{C_2N_2}} \), let \( \beta_{\frac{u}{C_2N_2}} \in \mathbb{T} \) be such that \( \psi_{\frac{u}{C_2N_2}} (x) = e(\beta_{\frac{u}{C_2N_2}} x) \). We now argue as in the proof of Lemma [8.1] by applying Lemma [4.2] and the Cauchy–Schwarz inequality once to deduce that whenever \( \delta' \ll C_{\deg P_m} \delta_{\deg P_m} (1) \), we have 
\[
E_{|a| < \delta' M_2} |E_{x \in [M_2]} e(Q_{\frac{u}{C_2N_2}}(z + a) - Q_{\frac{u}{C_2N_2}}(z))|^2 \gg C_{\deg P_m} \delta_{\deg P_m} (1) \]
for a \( \gg C_{\deg P_m} \delta_{\deg P_m} (1) \) proportion of \( u, h, \) and \( w \), where 
\[
Q_{\frac{u}{C_2N_2}}(z) := \sum_{i=2}^m \beta_{\frac{u}{C_2N_2}}^i Q_j^h(z).
\]
Setting \( d := \deg P_m - (\deg P_1 - 1) \) and writing \( Q_{\frac{u}{C_2N_2}}(z) = b_d z^d + \cdots + b_1 z \) and \( Q_{\frac{u}{C_2N_2}}(z + a) - Q_{\frac{u}{C_2N_2}}(z) = b_{d-1}(a) z^{d-1} + \cdots + b_1(a) z \), by Lemma [7.2] there thus exists a \( t \ll C_{\deg P_m} \delta_{\deg P_m} (1) \) such that for a \( \gg C_{\deg P_m} \delta_{\deg P_m} (1) \) proportion of \( |a| < \delta' M_2 \) and \( u, h, \) and \( w \) we have \( \|tb_i(a)\| \ll C_{\deg P_m} \delta_{\deg P_m} (1) / M_2 \) for \( i = 1, \ldots, d - 1 \). Note that 
\[
b_i(a) = \sum_{j=i+1}^d \binom{d}{j} b_j a^{j-i} \]
for all \( i = 1, \ldots, d - 1 \). Thus, by picking \( \delta' \ll C_{\deg P_m} \delta_{\deg P_m} (1) \) suitably, it follows from repeated applications of Lemma [7.2] and the triangle inequality that there exists a \( t' \ll C_{\deg P_m} \delta_{\deg P_m} (1) \) such that for
\(\delta^{-O_{\deg P_m}(1)}\) such that \(\|t'q^{O_{\deg P_m}(1)}/M_2^{\deg P_1(\deg P_1-1)}\| \ll_{C,\deg P_m} \delta^{-O_{\deg P_m}(1)}\) for all \(i = 2, \ldots, m\).

Thus, by splitting \(y \in [M_2]\) up into progressions modulo \(t'q^a\) for some \(s \ll_{\deg P_m} 1\) of length \(M'_2 \geq C,\deg P_m \delta^{O_{\deg P_m}(1)} M_2/t'q^{O_{\deg P_m}(1)}\), it follows from (11) that

\[
\mathbb{E}_{u_i, h_i=0, \ldots, c_i-1} \mathbb{E}_{x \in [C_i/M_i]} \mathbb{E}_{z \in [M_2]} E_{u_i h_i} \mathbb{E}_{z \in [M_2]} f_{\delta,\gamma}(x + Q_1(t'q^a(z - M'_2 k_{\delta,\gamma} - k_{\delta,\gamma})) \mathbb{E}_{z \in [M_2]} f_{\delta,\gamma}(x + Q_1(t'q^a(z)))
\]

is \(\gg_{C,\deg P_m} \delta^{O_{\deg P_m}(1)}\), by another application of the triangle inequality. Making the change of variables \(x \mapsto x - Q_1(-t'q^a M'_2 k_{\delta,\gamma} - k_{\delta,\gamma})\) above yields

\[
\mathbb{E}_{u_i, h_i=0, \ldots, c_i-1} \mathbb{E}_{x \in [C_i/M_i]} \mathbb{E}_{z \in [M_2]} f_{\delta,\gamma}(x + t'q^a Q_1(z)) \gg_{C,\deg P_m} \delta^{O_{\deg P_m}(1)}\]

To complete the proof of the theorem, it remains to unravel the definition of \(f_{\delta,\gamma}\). First, we apply the pigeonhole principle to fix an \(h \in \prod_{i=2}^m \{0, \ldots, c_i-1\}\) such that

\[
\mathbb{E}_{u_i, h_i=0, \ldots, c_i-1} \mathbb{E}_{x \in [C_i/M_i]} \mathbb{E}_{z \in [M_2]} f_{\delta,\gamma}(x + t'q^a Q_1(z)) \gg_{C,\deg P_m} \delta^{O_{\deg P_m}(1)}\]

For some \(r_{\delta,\gamma} \ll_{C,\deg P_m} q^{O_{\deg P_m}(1)}\), the left-hand side of the above can thus be written as

\[
\mathbb{E}_{z \in [M_2]} \left| E_{x \in [C_i/M_i]} T_{r_{\delta,\gamma} + \sum_{i=2}^m (c_i+\ldots+c_m)}[w_i C_i N_i - u_i] f_{\delta,\gamma}(c_2 \cdots c_m(x + t'q^a Q_1(z)))\right|.
\]

Since, as \(x, u_i, \) and \(w_i\) for each \(i = 2, \ldots, m\) range over \([C_i/M_i], \{0, \ldots, c_i-1\}\), and \([0, (C_i+\ldots+c_i)/C_i N_i) \cap \mathbb{Z}\), respectively, the quantity

\[
c_2 \cdots c_m x + \sum_{i=2}^m (c_i+\ldots+c_m)[w_i c_i C_i N_i - u_i]
\]

ranges over \(\ll N\) distinct integers lying within the interval \([1, N + O_m(c_2 \cdots c_m C_i N_i)]\), and \(N_m \ll_{C,\deg P_m} q^{N_1-\varepsilon}\) for some \(0 < \varepsilon < 1\) satisfying \(\varepsilon \gg_{C,\deg P_m} 1\), we have that

\[
\frac{1}{N} \sum_{x \in \mathbb{Z}} \left| E_{x \in [M_2]} f_{\delta,\gamma}(x + t'q^a c_2 \cdots c_m Q_1(z) + r_{\delta,\gamma})\right| \gg_{\deg P_m, C} \delta^{O_{\deg P_m}(1)},
\]

provided \(N \gg_{C,\deg P_m} (q/\delta)^{O_{\deg P_m}(1)}\). We conclude by making the change of variables \(x \mapsto x - r_{\delta,\gamma}\).

\[\square\]

10. Density Increment

In this section, we prove Theorem 3.2, which we then use to finally prove Theorem 1.1.

**Proof of Theorem 3.2** Set \(f_A := 1_A - \alpha 1_{[N]}\) and \(M := (N/q^{\deg P_m})^{-1/\deg P_m}\). Note that \(\Lambda_{P_1,\ldots,P_m}^{N,M}(1_A) = 0\) since \(A\) contains only trivial progressions. By the multilinearity of \(\Lambda_{P_1,\ldots,P_m}^{N,M}\) and the identity \(1_A = f_A + \alpha 1_{[N]}\), we have that \(\Lambda_{P_1,\ldots,P_m}^{N,M}(1_A)\) also equals

\[
\Lambda_{P_1,\ldots,P_m}^{N,M}(1_A, f_A, 1_A, \ldots, 1_A) + \alpha \Lambda_{P_1,\ldots,P_m}^{N,M}(1_A, 1_{[N]}, f_A, 1_A, \ldots, 1_A) + \cdots + \alpha^{m+1} \Lambda_{P_1,\ldots,P_m}^{N,M}(1_{[N]}).
\]
Since $\Lambda_{P_1, \ldots, P_m}(1|N) \gg C_{\deg P_m} 1$, we must have that
\[
\left|\Lambda_{P_1, \ldots, P_m}(1, f_A, 1_A, \ldots, 1_A)\right| \gg C_{\deg P_m} \alpha^O_m(1)
\]
for some $i = 1, \ldots, m$. Theorem 3.2 then tells us that there exists a $q' \ll C_{\deg P_m} \alpha^{-O_{\deg P_m}(1)}$ and an $N'$ satisfying $M \geq N' \gg C_{\deg P_m} M(\alpha/q)^{O_{\deg P_m}(1)}$ such that
\[
\frac{1}{N} \sum_{x \in \mathbb{Z}} \mathbb{E}_{y \in [N']} f_A(x + q' q^{O_{\deg P_m}(1)} y) \gg C_{\deg P_m} \alpha^{O_{\deg P_m}(1)},
\]
provided that $N \gg C_{\deg P_m} (q/\alpha)^{O_{\deg P_m}(1)}$.

Note that $f_A$ has mean zero, so \(\frac{1}{N} \sum_{x \in \mathbb{Z}} \mathbb{E}_{y \in [N']} f_A(x + q' q^{O_{\deg P_m}(1)} y) = 0\), which we can add to both sides of the above to get that
\[
\frac{1}{N} \sum_{x \in \mathbb{Z}} \max(0, \mathbb{E}_{y \in [N']} f_A(x + q' q^{O_{\deg P_m}(1)} y)) \gg C_{\deg P_m} \alpha^{O_{\deg P_m}(1)}.
\]

The total contribution to the above coming from $x \in \mathbb{Z}$ such that $x + q' q^{O_{\deg P_m}(1)} [N] \not\subseteq [N]$ is \(\ll q' q^{O_{\deg P_m}(1)} N^{-1+1/\deg P_m}\), so that as long as $N \gg C_{\deg P_m} (q/\alpha)^{O_{\deg P_m}(1)}$, there exists an $a \in [N]$ such that $a + q' q^{O_{\deg P_m}(1)} [N] \subseteq [N]$ and
\[
\mathbb{E}_{y \in [N']} 1_A(a + q' q^{O_{\deg P_m}(1)} y) \geq \alpha + \Omega_{C_{\deg P_m}(\alpha^{O_{\deg P_m}(1)})},
\]
which means that we have the desired density increment. \(\Box\)

Proof of Theorem 1.1. By the discussion in Section 3 we may assume without loss of generality that $P_1, \ldots, P_m \in \mathbb{Z}_{\geq 0}[y]$. Suppose that $A \subseteq [N]$ has density $\alpha$ and contains no nontrivial progressions of the form $x, x + P_1(y), \ldots, x + P_m(y)$. Set $A_0 = A, N_0 = N, \alpha_0 = \alpha, \text{ and } q_0 = 1$. By applying Theorem 3.2 repeatedly, we get a sequence of $A_i$'s, $N_i$'s, $\alpha_i$'s, and $q_i$'s such that
\begin{enumerate}
  \item $A_i \subseteq [N_i]$ with $\alpha_i = |A_i|/N_i$ and $\alpha_i \geq \alpha_{i-1} + \Omega_{P_1, \ldots, P_m}(\alpha_{i-1}^{O_{P_1, \ldots, P_m}(1)})$,
  \item $N_i \gg P_1, \ldots, P_m (\alpha_{i-1}/(q_0 \cdots q_{i-1}))^{O_{P_1, \ldots, P_m}(1)} N_{i-1}^{1/\deg P_m}$,
  \item $q_i \ll P_1, \ldots, P_m (q_0 \cdots q_{i-1}/\alpha_{i-1})^{O_{P_1, \ldots, P_m}(1)}$, and
  \item $A_i$ contains no nontrivial progressions of the form

\[
    x, x + P_1(q_0 \cdots q_i)(y), \ldots, x + P_m(q_0 \cdots q_i)(y),
\]

provided that $N_{i-1} \gg P_1, \ldots, P_m (q_0 \cdots q_{i-1}/\alpha)^{O_{P_1, \ldots, P_m}(1)}$.

Since no set can have density greater than 1, the bound $N_i \gg P_1, \ldots, P_m (q_0 \cdots q_i/\alpha)^{O_{P_1, \ldots, P_m}(1)}$ must fail to hold for some $i \ll P_1, \ldots, P_m \alpha^{-O_{P_1, \ldots, P_m}(1)}$. Thus,
\[
N_i \ll P_1, \ldots, P_m \left(\frac{q_0 \cdots q_i}{\alpha}\right)^{O_{P_1, \ldots, P_m}(1)} \ll P_1, \ldots, P_m \alpha^{-O_{P_1, \ldots, P_m}(\sigma_1^i)}
\]

for some $0 < \sigma_1 \ll P_1, \ldots, P_m 1$ by the upper bound on the $q_i$'s. On the other hand, we also have that $N_i \gg P_1, \ldots, P_m \alpha^{O_{P_1, \ldots, P_m}(\sigma_2^i)} N_{i-1}^{1/\deg P_m}$ for some $0 < \sigma_2 \ll P_1, \ldots, P_m 1$ again by the upper bound on the $q_i$'s. Comparing the upper and lower bounds for $N_i$ thus gives $N \ll P_1, \ldots, P_m \alpha^{-O_{P_1, \ldots, P_m}(\sigma^i)}$ for some $\sigma \ll P_1, \ldots, P_m 1$. Since $i \ll P_1, \ldots, P_m \alpha^{-O_{P_1, \ldots, P_m}(1)}$, we get that $N \ll P_1, \ldots, P_m \alpha^{-O_{P_1, \ldots, P_m}(\sigma_{P_1, \ldots, P_m}(\alpha^{-O_{P_1, \ldots, P_m}(1)})}$, from which the conclusion of the theorem follows. \(\Box\)
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