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I. INTRODUCTION

Prepare-and-measure experiments provide simple situations in which the differences between classical and nonclassical probabilistic theories can be explored. One such difference is related to the generalized notion of noncontextuality, a condition imposed on ontological models that asserts that operationally indistinguishable laboratory operations should be represented identically in the model. Inconsistencies between observed data and the existence of such a model can be understood as a signature of nonclassicality.

Besides its importance for foundations of physics, noncontextuality has been identified as a potential resource responsible for the quantum advantage in several tasks. Hence, it is important to investigate contextuality in arbitrary prepare-and-measure experiments from the perspective of resource theories, which give powerful frameworks for the formal treatment of a physical property as an operational resource.

It is commonly understood, see Refs. for instance, that such theories consist in the specification of three main components: i) a class \( \mathcal{O} \) of objects, that represent those entities one aims to manipulate seeking for some gain or benefit, and that may possess the resource under consideration; ii) a special class \( \mathcal{F} \) of transformations, called the free operations, that fulfills the essential requirement of mapping every resourceless object of the theory into another resourceless object, i.e. a set of transformations that does not create a new resource from a resourceless object; and iii) a measure or a quantifier that outputs the amount of resource a given object contains. For consistency, the fundamental requirement for a function to be a valid quantifier is that of being a monotone with respect to the considered resource: every quantifier is non-increasing under the corresponding free operations.

Resource-theoretic approaches for quantum nonlocality are highly developed and the operational framework of the standard notion of contextuality as a resource has received much attention lately. Nonetheless, a proper treatment for the generalized framework of prepare-and-measure experiments considered in Refs. as a resource is still missing. Here, using the novel generalized-noncontextual polytope, an efficient linear programming characterization for the contextual set of prepared-and-measured statistics presented in Ref., we present a mathematically well structured resource-theoretic approach for generalized contextuality based on a phys-
ically motivated set of free operations with an explicit parametrization. We then adapt known resource quantifiers for contextuality and nonlocality\textsuperscript{20,23,33,35} to obtain natural monotones for generalized contextuality in arbitrary prepare-and-measure experiments.

This work is organized as follows: in Sec. II we review the definition of generalized non-contextuality and the linear programming characterization of the noncontextual set; in Sec. III we introduce the three important components of the resource theory: in Subsec. III A we define the objects of the theory, in Subsec. III B we provide a set of physically motivated free operations for generalized contextuality in prepare-and-measure experiments, and in Subsec. III C we list several contextuality quantifiers and we explicitly prove that they are monotones with respect to the set of free operations defined in Subsec. III B; we finish with discussion and open questions in Sec. IV.

II. GENERALIZED CONTEXTUALITY

A. A glimpse on the theory

We consider a prepare-and-measure experiment with a set of possible preparations $\mathcal{P} = \{P_1, P_2, \ldots, P_I\}$, a set of possible measurements $\mathcal{M} = \{M_1, M_2, \ldots, M_J\}$, each measurement with possible outcomes $\mathcal{D} = \{d_1, d_2, \ldots, d_K\}$. An operational probabilistic theory that describe this prepare-and-measure experiment specifies, for each measurement $M_j$, a probability distribution $p(k|j, i)$ over $\mathcal{D}$ which specifies the probability of obtaining outcome $d_k$ when performing measurement $M_j$, conditioned on the preparation $P_i$. We denote the measurement event of measuring $M_j$ and obtaining outcome $d_k$ as $k|j$.

**Definition 1.** Two preparations $P_i$ and $P_i'$ are operationally equivalent if

$$p(k|j, i) = p(k|j, i') \forall d_k \in \mathcal{D}, M_j \in \mathcal{M}.$$  \hspace{1cm} (1)

In other words, $P_i$ and $P_i'$ are said to be operationally equivalent if they give the same statistics for every measurement. Operational equivalence between $P_i$ and $P_i'$ will be denoted by $P_i \simeq P_i'$.

**Definition 2.** Two measurement events $k|j$ and $k'|j'$ are operationally equivalent if

$$p(k|j, i) = p(k'|j', i) \forall P_i \in \mathcal{P}.$$  \hspace{1cm} (2)
In other words, \( k|j \) and \( k'|j' \) are said to be operationally equivalent whenever they have the same statistics for every preparation in \( \mathcal{P} \). Operational equivalence between \( k|j \) and \( k'|j' \) will be denoted by \( k|j \simeq k'|j' \).

We then specify a set \( \mathcal{E}_P \) of operational equivalences for the preparations

\[
\sum_i \alpha^s_i P_i \simeq \sum_i \beta^s_i P_i, \quad s = 1, \ldots, |\mathcal{E}_P|
\]  

(3)

where \( \sum_i \alpha^s_i P_i \) and \( \sum_i \beta^s_i P_i \) represent convex combinations of the preparations \( P_i \), and a set \( \mathcal{E}_M \) of operational equivalences for the measurement effects

\[
\sum_{k,j} \alpha_{k|j}^r [k|j] \simeq \sum_{k,j} \beta_{k|j}^r [k|j], \quad r = 1, \ldots, |\mathcal{E}_M|
\]  

(4)

where \( \sum_{k,j} \alpha_{k|j}^r [k|j] \) and \( \sum_{k,j} \beta_{k|j}^r [k|j] \) represent convex combinations of measurement events.

**Definition 3.** A prepare-and-measure scenario

\[ \mathcal{S} := \{ \mathcal{P}, \mathcal{M}, \mathcal{D}, \mathcal{E}_P, \mathcal{E}_M \} \]  

(5)

consists of a set of preparations \( \mathcal{P} \), a set of measurements \( \mathcal{M} \), a set of outcomes \( \mathcal{D} \), a set of operational equivalences for the preparations \( \mathcal{E}_P \) and a set of operational equivalences for the measurements \( \mathcal{E}_M \). A prepare-and-measure statistics (more commonly known as behaviours or black-box correlations\(^{36-38} \)) is a set of conditional probability distributions

\[ B := \{ p(k|j,i) \}_{j \in [J], i \in [I], k \in [K]} \]  

(6)

that give the probability of outcome \( d_k \) for each measurement \( M_j \) given the preparation \( P_i \).

A schematic representation of a prepare-and-measure scenario is shown in Fig. \( \square \)

### 1. Ontological models

**Definition 4.** An ontological model for a prepare-and-measure statistics \( B = \{ p(k|j,i) \} \) is a specification of a set of ontic states \( \Lambda \), for each preparation \( P_i \) a probability space \( (\Lambda, \Sigma, \mu_i) \) and for each \( \lambda \in \Lambda \) and each \( M_j \in \mathcal{M} \) a probability distribution \( \{ \xi_{k|j}(\lambda) \} \) over \( \mathcal{D} \), such that

\[
p(k|j,i) = \int_{\Lambda} \xi_{k|j}(\lambda) \mu_i(\lambda).
\]  

(7)
FIG. 1. Schematic drawing of a prepare-and-measure scenario $\mathcal{S}$. Each button out of $|I|$ above the box labeled with a $P$ represents a possible preparation outputted for the box. Analogously each button out of $|J|$ presented above the box labeled with an $M$ represent a choice of measurement. The lamp bulbs below that box mean a possible outcome for each chosen and pressed measurement button. Together with these boxes are given operational equivalences $\mathcal{E}_M$ and $\mathcal{E}_P$. It is the whole structure $\mathcal{S} = \{\{P\}_i, \{M\}_j, \{m\}_k, \mathcal{E}_M, \mathcal{E}_P\}$ which we call a prepare-and-measure scenario.

FIG. 2. Schematic drawing of the geometrical/probabilistic meaning of an ontological model as proposed by the authors in Refs.\textsuperscript{11,3} Each preparation $P_i$ determines a probability space $(\Lambda, \Sigma, \mu_{P_i})$ whose underlying set is $\Lambda$, with $\Sigma$ and $\mu_{P_i}$ being a $\sigma$-algebra in $\mathcal{P}(\Lambda)$ and a probability measure over $\Lambda$, respectively. Roughly speaking, it means that some regions on $\Lambda$ are more likely than others. Now, for each set of measurement events $\{m_k|M_j\}$, and for each ontological state $\lambda \in \Lambda$ there is associate with them a collection of response functions $\{\xi_{1|M_1}(\lambda), \xi_{2|M_1}(\lambda), ..., \xi_{d|M_1}(\lambda), ..., \xi_{d|M_J}(\lambda)\}$, determining the output of the measurement procedure when it is described by the ontological state $\lambda$.

The interpretation of an ontological model is shown in Fig.\textsuperscript{2} The ontic state $\lambda$ is understood as a variable that describes the behavior of the system that may not be accessible experimentally. If preparation $P_i$ is implemented, the ontic state $\lambda$ is sampled according to the associated proba-
bility distribution $\mu_i$. On the other hand, given $\lambda$, for every measurement $M_j$ the outcome $d_k$ is a probabilistic function of $\lambda$, described by the response functions $\xi_{k|j}(\lambda)$. The variable $\lambda$ mediates the correlations between measurements and preparations. From the perspective of causal models\cite{39}, Eq. (7) implies that the prepare-and-measure statistics is consistent with the causal structure shown in Fig. 3.

![Causal structure of an ontological model for a prepare-and-measure experiment.](image)

FIG. 3. Causal structure of an ontological model for a prepare-and-measure experiment. Given a preparation $i$, the ontic state $\lambda$ is sampled according to $\mu_i$. then, for a choice of measurement $j$, the value of $k$ is sampled according to $\xi_{k|j}(\lambda)$. Notice that the variable $\lambda$ mediates the correlations between measurements and preparations.

2. **Noncontextual models**

The generalized notion of noncontextuality introduced in Ref.\cite{1} requires that preparations and measurement events that can not be distinguished operationally are identically represented in the model. This implies that the operational equivalences valid for $\mathcal{P}$ and $\mathcal{M}$ should also be valid for the functions $\mu_i$ and $\xi_{k|j}$, respectively. In terms of the previous definitions, we have:

**Definition 5** (Noncontextual ontological models). An ontological model satisfies preparation noncontextuality if $\mu_i = \mu_i'$ whenever $P_i$ and $P_i'$ are operationally equivalent. An ontological model satisfies measurement noncontextuality if $\xi_{k|j} = \xi_{k'|j'}$ whenever $k|j$ and $k'|j'$ are operationally equivalent. An ontological model is universally noncontextual, or simply noncontextual, if it satisfies both preparation and measurement noncontextuality.

The non-existence of a noncontextual ontological model for the prepare-and-measure statistics $B$ can be interpreted as signature of the nonclassicality of $B$. It is a known fact that some prepare-
and-measure statistics obtained with quantum systems do not admit a noncontextual ontological model.\footnote{1}

**Definition 6.** The prepare-and-measure statistics $B$ is called noncontextual if it has an noncontextual ontological model. The set of all noncontextual prepare-and-measure statistics for the scenario $\mathcal{S}$ will be denoted by $\text{NC}(\mathcal{S})$.

**B. Linear Characterization**

It was shown in Ref.\footnote{2} that if a prepare-and-measure statistics $B$ has a noncontextual ontological model, then it also has a noncontextual ontological model with an ontic state space $\Lambda$ of finite cardinality. This implies that membership in $\text{NC}(\mathcal{S})$ can be formulated in terms of linear programming.

Given an ontic state $\lambda$, the value of the response functions $\xi_{k|j}$ can be represented in a vector

$$\xi(\lambda) := (\xi_{1|1}(\lambda), \ldots, \xi_{K|1}(\lambda), \ldots, \xi_{1|J}(\lambda), \ldots, \xi_{K|J}(\lambda))$$

**Definition 7.** For fixed $\lambda \in \Lambda$, the vectors $\xi(\lambda)$ defined by different choices of response functions $\xi_{m|M}$ satisfying measurement noncontextuality are called noncontextual measurement assignments. The set of all noncontextual measurement assignments is called the noncontextual measurement-assignment polytope.

As shown in Ref.\footnote{2}, fixed $\lambda \in \Lambda$, the set of all noncontextual measurement assignments is indeed a polytope since it is characterized by the following linear restrictions:

$$\xi_{k|j}(\lambda) \geq 0$$

$$\sum_k \xi_{k|j}(\lambda) = 1$$

$$\sum_{k,j} \left( \alpha_{k|j}^r - \beta_{k|j}^r \right) \xi_{k|j}(\lambda) = 0.$$  \footnote{11}

Notice that since these constraints do not depend on $\lambda$, the noncontextual measurement-assignment polytope is the same for every $\lambda$. We denote by $\bar{\xi}(\kappa)$ the extremal points of this polytope, with $\kappa$ a discrete variable ranging over some enumeration of these extremal points.
Proposition 8. A prepare-and-measure statistics $B = \{p(k|j,i)\}$ in the scenario $\mathcal{S}$ has a noncontextual ontological model if, and only if, there is a set of probability distributions $\{\mu_i(\kappa)\}$ over $\kappa$ such that

\begin{align*}
\sum_i (\alpha_i^z - \beta_i^z) \mu_i(\kappa) &= 0 \quad (12) \\
\sum_{\kappa} \sum_{j|j}(\kappa) \mu_i(\kappa) &= p(k|j,i) \quad (13)
\end{align*}

where $\kappa$ ranges over the discrete set of vertices of the measurement-assignment polytope.

This proposition implies that membership in $NC(\mathcal{S})$ can be efficiently tested using linear programming, which in turn implies that some of the quantifiers proposed in Sec. III C can also be computed efficiently using linear programming.

III. RESOURCE THEORY OF GENERALIZED CONTEXTUALITY

A. Objects

We define the set $\mathcal{O}$ of objects as the collection of all allowed prepare-and-measure statistics:

$$B = \{p(k|j,i)\}_{j\in J, i\in I, k\in K}$$

for a prepare-and-measure scenario $\mathcal{S}$. The free objects, or resourceless ones, correspond to those behaviors $B \in NC(\mathcal{S})$ with a universally noncontextual model.

Given two objects $B_1$ and $B_2$ we also allow for a combination of them in order to obtain a third new object, denoted by $B_1 \otimes B_2$. One may think of this such an object $B_1 \otimes B_2$ as representing full access to both $B_1$ and $B_2$ together and at the same time. For our purposes it will be enough to consider that combination as the juxtaposition of two independent behaviours:

Definition 9. Given two behavior $B_1$ and $B_2$ (not necessarily in the same scenario), the juxtaposition of $B_1$ and $B_2$, denoted by $B_1 \otimes B_2$, is the behavior obtained by independently choosing preparation and measurement for $B_1$ and $B_2$. That is, the preparations in $B_1 \otimes B_2$ correspond to a pair of preparations, $i_1$ for $B_1$ and $i_2$ for $B_2$ and analogously for the measurements. The corresponding probability distributions are given by

$$p(k_1k_2|j_1j_2,i_1i_2) = p(k_1|j_1,i_1)p(k_2|j_2,i_2).$$

(15)
As expected, the juxtaposition of two noncontextual behaviors is a noncontextual behavior.

**Theorem 10.** If \( B_1 \) and \( B_2 \) are noncontextual if and only if \( B_1 \otimes B_2 \) is noncontextual.

**Proof.** Let \((\Lambda_1, \Sigma_1, \mu_{i_1})\) and \(\{\xi_{k_1|j_1}\}\) be an ontological model for \( B_1 \) and \((\Lambda_2, \Sigma_2, \mu_{i_2})\) and \(\{\xi_{k_2|j_2}\}\) be an ontological model for \( B_2 \). Then \((\Lambda_1 \times \Lambda_2, \Sigma_1 \times \Sigma_2, \mu_{i_1} \times \mu_{i_2})\) and \(\{\xi_{k_1|j_1} \times \xi_{k_2|j_2}\}\) is an ontological model for \( B_1 \otimes B_2 \). Conversely, if an ontological model for \( B_1 \otimes B_2 \) is given, an ontological model for \( B_1 \) can be obtained by marginalizing over \( B_2 \) and an ontological model for \( B_2 \) can be obtained by marginalizing over \( B_1 \). \( \blacksquare \)

**B. Free Operations**

Given a prepare-and-measure scenario \( \mathcal{S} \), we define the set \( \mathcal{F} \) of free operations in analogy with simulation of communication channels\(^{18}\); the image \( \tilde{B} = T(B) \) of \( B \) through every mapping \( T : \mathcal{O} \rightarrow \mathcal{O} \) in \( \mathcal{F} \) should be viewed as a simulation of a new scenario using one preprocessing for the preparation box \( \mathcal{P} \), another preprocessing for the measurement box \( \mathcal{M} \), and for the last a post-processing for the outcomes \( \mathcal{D} \) of each measurement \( M_j \) (see Fig. 4). More formally, each free operation is a map:

\[
T : \mathcal{O} \rightarrow \mathcal{O}
\]

\[
\{p(k|j,i)\} \mapsto \{p(\tilde{k}|\tilde{j},\tilde{i})\}
\]

where for each \( \tilde{k} \in \tilde{K}, \tilde{i} \in \tilde{I}, \tilde{j} \in \tilde{J} \):

\[
\sum_{k,j,i} q_O(\tilde{k}|k)p(k|j,i)q_P(i|\tilde{i})q_M(j|\tilde{j}),
\]

with \( q_P : \tilde{I} \rightarrow I \), \( q_M : \tilde{J} \rightarrow J \), and \( q_O : K \rightarrow \tilde{K} \) stochastic maps\(^{40}\) from certain input alphabets to another sets of output alphabets. In what follows, the stochastic map \( q_O \) can also depend on the measurement \( \tilde{j} \), that is, different post-processing of the outcomes can be applied to different measurements. Hence, it would be more appropriate to write \( q_O^j \), but we avoid the use of this heavy notation. Eq. \((17)\) shows that, after a suitable relabeling of the indexes, the overall effect of each free operation is a right-multiplication of a stochastic matrix and a left-multiplication of another stochastic matrix on prepare-and-measure statistics \( \{p(k|j,i)\} \), thus each \( T \) in \( \mathcal{F} \) acts as a linear map on the set of objects. We have proved, therefore, the following results:

9
FIG. 4. Schematic drawing of general free operation $T$ in $\mathcal{F}$. The image of $T$ on a particular scheme $B$ is viewed as a simulation of a new scenario $\tilde{B}$, through two preprocessing and one post-processing. In the communication theory parlance, we are applying two steps of encoding, one $\text{enc}_P : I \rightarrow \tilde{I}$ in the preparation step and another $\text{enc}_M : J \rightarrow \tilde{J}$ in the measurement step, followed by an extra step of decoding $\text{dec} : [d] \rightarrow [\tilde{d}]$. The net result of such a procedure being formally described by $\tilde{B} = \text{dec} \circ B \circ (\text{enc}_P \times \text{enc}_M)$.

**Lemma 11.** Let $\mathcal{F}$ be the above defined set of free operations. Given $B, B'$ two prepare-and-measure statistics in $\mathcal{O}$, and given $\pi \in [0, 1]$, one has:

$$T(\pi B + (1 - \pi) B') = \pi T(B) + (1 - \pi) T(B'),$$

(18)

where the sum and multiplication on $\mathcal{O}$ are defined component-wise.

**Lemma 12.** The set $\mathcal{F}$ of free operations is closed under composition.

It remains to show that the transformations belonging to $\mathcal{F}$ really fulfill the requirement of being free operations, i.e. we must show that any element $T$ in $\mathcal{F}$ does not create a resource from a resourceless object – it preserves the set of non-contextual prepare-and-measure statistics. More formally:

**Theorem 13.** Given a free operation $T \in \mathcal{F}$, and a prepare-and-measure statistics $B = \{p(k|j, i)\}$,
if $B$ admits a universally noncontextual model, then $\tilde{B} = T(B)$ also admits a universally noncontextual model.

**Proof.** Since $B$ admits a universally contextual model (w.r.t. to sets $\mathcal{E}_M$ and $\mathcal{E}_P$ of operational equivalences for measurements and preparations), there exist a family of probability spaces $\{\Lambda, \Sigma_i, \mu_i\}_{i}$ one for each preparation $P_i$, and a set of response functions $\{\xi_{k|j}(\lambda)\}$ such that:

\begin{align*}
\forall \lambda, j, k : & \quad \xi_{k|j}(\lambda) \geq 0; \quad (19) \\
\forall \lambda, j : & \quad \sum_{k \in K} \xi_{k|j}(\lambda) = 1; \quad (20) \\
\forall \lambda, r : & \quad \sum_{j \in J, k \in K} (\alpha_{k|j}^r - \beta_{k|j}^r) \xi_{k|j}(\lambda) = 0; \quad (21) \\
\forall \lambda, i : & \quad \mu_i(\lambda) \geq 0; \quad (22) \\
\forall i : & \quad \int_{\Lambda} \mu_i(\lambda) = 1; \quad (23) \\
\forall \lambda, s : & \quad \sum_{i \in I} (\alpha_i^s - \beta_i^s) \mu_i(\lambda) = 0; \quad (24) \\
\forall i, j, k : & \quad \int_{\Lambda} \xi_{k|j}(\lambda) \mu_i(\lambda) = p(k|j,i). \quad (25)
\end{align*}

Therefore:

\begin{align*}
p(\tilde{k}|\tilde{j}, \tilde{i}) := T(p(k|j,i)) \\
&= \sum_{k,j,i} q_0(\tilde{k}|k)p(k|j,i) q_P(i|\tilde{i}) q_M(j|\tilde{j}) \\
&= \sum_{k,j,i} q_0(\tilde{k}|k) \left( \int_{\Lambda} \xi_{k|j}(\lambda) \mu_i(\lambda) \right) q_P(i|\tilde{i}) q_M(j|\tilde{j}) \\
&= \int_{\Lambda} \left( \sum_{k,j} q_0(\tilde{k}|k) \xi_{k|j}(\lambda) q_M(j|\tilde{j}) \right) \left( \sum_{i} \mu_i(\lambda) q_P(i|\tilde{i}) \right) \\
&= \int_{\Lambda} \xi_{k|j}(\lambda) \mu_f(\lambda).
\end{align*}

With these new set of response functions $\{\xi_{k|j}(\lambda)\}$ and probability measures $\{\mu_f\}$ over $\Lambda$, we are going to prove that $\tilde{B}$ admits a universally noncontextual model (w.r.t. the transformed operational equivalences). For clarity we break the remaining of the proof into three statements.
i) The family \( \{ \xi_{k,j}(\lambda) \} \) constitute an admissible set of response functions. On one hand:

\[
\forall k, j, \lambda : \\
\xi_{k,j}(\lambda) := \sum_{k,j} q_O(k|k) \xi_{k,j}(\lambda) q_M(j|j) \\
\geq 0.
\]

On the other hand (see Fig. 5), for all \( \lambda \) belonging to \( \Lambda \):

\[
\sum_k \xi_{k,j}(\lambda) = \sum_k \sum_i q_O(k|i) \xi_{k,j}(\lambda) q_M(j|i) \\
= \sum_k \sum_i q_O(k|i) \xi_{k,j}(\lambda) \sum_j q_M(j|i) \\
:= q_\lambda(k|i) \\
\sum_k q_\lambda(k|i) q_M(j|i) = \sum_k q_\lambda(k|i) = 1.
\]

ii) The family \( \{ \mu_i \} \) constitute a set of probability measures over \( \Lambda \).

It is clear from the definition that each \( \mu_i \) is a non-negative function over \( \Lambda \). In addition, for each \( i \in I \), one has:

\[
\int \mu_i(\lambda) = \int \sum_i q_P(i|i) \mu_i(\lambda) \\
= \sum_i q_P(i|i) \int \mu_i(\lambda) \\
= \sum_i q_P(i|i) = 1.
\]

iii) The operational equivalences \( \mathcal{E}_P \) and \( \mathcal{E}_M \) are lifted, through the action of free operations in \( \mathcal{F} \), onto other sets of operational equivalences \( \mathcal{E}_P \) and \( \mathcal{E}_M \) which in turn also respect the principle of preparation noncontextuality and measurement noncontextuality\(^{11,12} \) respectively.

We prove the result for operational equivalences among preparations, and the result will follow in complete analogy for operational equivalences among measurements. Given one
FIG. 5. Schematic drawing of the net effect for the composition of a preprocessing on the box $M$ and the post-processing on the outcomes. Given every choice of measurement $\tilde{M}_j$ all at least one outcome must be obtained. Again, this wiring is nothing but a composition of a codification and de-codification on a communication channel.  

operational equivalence among preparations for the ordinary prepare-and-measure scenario, labelled by $s$, i.e. an equality

$$\sum_{i \in I} (\alpha^{s}_i - \beta^{s}_i) \mu_i(\lambda) = 0, \forall \lambda \in \Lambda,$$

(40)

we define novel set of coefficients $\{\alpha^{s}_i\}_{i \in I}$ and $\{\beta^{s}_i\}_{i \in I}$ satisfying

$$\forall i \in [I]: \sum_{i} \alpha^{s}_i q_p(i|i) = \alpha^{s}_i,$$

(41)

and

$$\forall i \in [I]: \sum_{i} \beta^{s}_i q_p(i|i) = \beta^{s}_i.$$

(42)

Now, if one defines the new set of operational equivalences for preparations $\mathcal{E}_P$ using Eqs. (41) and (42), it is straightforward to check that

$$\forall s, \lambda : \sum_{i} \alpha^{s}_i \mu_i(\lambda) = \sum_{i} \beta^{s}_i \mu_i(\lambda),$$

(43)

since these novel operational equivalences come from a lift of operational equivalences which are noncontextual in the ordinary (non-)transformed scenario.
C. Monotones

Now that we have defined the sets of objects and free operations, we are in position to verify if the monotones introduced in Refs. 20,23–33,35 can be adapted to the framework of generalized contextuality.

1. Contextual Fraction

The contextual fraction is a contextuality quantifier based on the intuitive notion of what fraction of a given prepare-and-measure statistics admits a noncontextual description. Formally it is defined as follows 33,41–43:

\[ C : \mathcal{O} \longrightarrow [0, 1] \]  
\[ B = \{ p(k|j,i) \} \mapsto C(B) \]

where

\[ 1 - C(B) := \max \lambda \]  
\[ \text{s.t. } B = \lambda B^{\text{NC}} + (1 - \lambda) B' \]  
\[ B^{\text{NC}} \in \text{NC} (\mathcal{S}) \]  
\[ B' \in \mathcal{O}. \]  

(45)

Theorem 14. The contextual-fraction is a resource monotone with respect to \( \mathcal{F} \).

Proof. Let \( B \in \mathcal{O} \) be a given prepare-and-measure statistics, and let \( C(B) \) be equal to \( \lambda_{\text{max}} \) with the following decomposition:

\[ B = \lambda_{\text{max}} B^{\text{max}}_{\text{NC}} + (1 - \lambda_{\text{max}}) B'_{\text{max}}. \]  

(46)
Then:

\[ T(B) = T(\lambda_{\text{max}}B^{\text{NC}}_{\text{max}} + (1 - \lambda_{\text{max}})B'_{\text{max}}) \]

\[ = \lambda_{\text{max}}T(B^{\text{NC}}_{\text{max}}) + (1 - \lambda_{\text{max}})T(B'_{\text{max}}) \]

\[ = \lambda_{\text{max}}B^{\text{NC}}_{\text{max}} + (1 - \lambda_{\text{max}})B'. \]

with \( B^{\text{NC}} = T(B^{\text{NC}}_{\text{max}}) \) a noncontextual box, since \( T \) preserves the noncontextual set, and \( B' \) a valid object. Then \( \lambda_{\text{max}}(T(B)) \geq \lambda_{\text{max}} \). Therefore:

\[ 1 - \mathcal{C}(T(B)) \geq 1 - \mathcal{C}(B) \implies \mathcal{C}(T(B)) \leq \mathcal{C}(B). \]

The contextual fraction is subadditive under independent juxtapositions.

**Theorem 15.** Given two behaviors \( B_1 \) and \( B_2 \), we have that

\[ \mathcal{C}(B_1 \otimes B_2) \leq \mathcal{C}(B_1) + \mathcal{C}(B_2) - \mathcal{C}(B_1)\mathcal{C}(B_2) \leq \mathcal{C}(B_1) + \mathcal{C}(B_2). \]

**Proof.** Let \( B_1^\ast \) and \( B_2^\ast \) be the behaviors achieving the minimum in Eq. (45) for \( B_1 \) and \( B_2 \), respectively, with \( 1 - \mathcal{C}(B_1) = \lambda_1 \) and \( 1 - \mathcal{C}(B_2) = \lambda_2 \). The decomposition in Eq. (45) implies that

\[ p(k_1 | j_1, i_1) \leq \lambda_1 p^\ast(1 | j_1, i_1), \forall i_1, j_1, k_1, \]

\[ p(k_2 | j_2, i_2) \leq \lambda_1 p^\ast(2 | j_2, i_2), \forall i_2, j_2, k_2, \]

which in turn imply that

\[ p(k_1k_2 | j_1j_2, i_1i_2) \leq \lambda_1\lambda_2p^\ast(k_1k_2 | j_1j_2, i_1i_2), \forall i_1, j_1, k_1, i_2, j_2, k_2, \]

where \( p^\ast(k_1k_2 | j_1j_2, i_1i_2) = p^\ast(k_1 | j_1, i_1)p^\ast(k_2 | j_2, i_2) \) are the probabilities given by \( B_1^\ast \otimes B_2^\ast \). From Eq. (54) if follows that there is a behavior \( B' \) such that

\[ B_1 \otimes B_2 = \lambda_1\lambda_2B_1^\ast \otimes B_2^\ast + B'. \]

Hence, we have

\[ 1 - \mathcal{C}(B_1 \otimes B_2) \geq \lambda_1\lambda_2 \]

\[ = (1 - \mathcal{C}(B_1))(1 - \mathcal{C}(B_2)), \]

which in turn implies the desired result. \( \blacksquare \)
2. **Robustness Measures**

Robustness of contextuality is a quantifier based on the intuitive notion of how much noncontextual noise a given prepare-and-measure statistics can sustain before becoming noncontextual. Given a scenario \( \mathcal{S} \) one defines the robustness measure \( R \) as follows:

\[
R : \mathcal{O} \rightarrow [0, 1] \quad \text{(58)}
\]

\[
B \mapsto R(B)
\]

where

\[
R(B) := \min \lambda \quad \text{s.t.} \quad (\lambda B^{NC} + (1 - \lambda)B) \in \text{NC}(\mathcal{S})
\]

\[
B^{NC} \in \text{NC}(\mathcal{S}). \quad \text{(59)}
\]

**Theorem 16.** The robustness measure \( R \) is a resource monotone with respect to the free-operations in \( \mathcal{F} \).

**Proof.** Given \( B \in \mathcal{O} \), let \( \lambda_{\min} \) be the minimum of the optimization problem (59) above, in which

\[
\lambda_{\min}B_{\min}^{NC} + (1 - \lambda_{\min})B = B^*, \quad \text{(60)}
\]

with \( B^* \) noncontextual. Then:

\[
T(B^*) = T(\lambda_{\min}B_{\min}^{NC} + (1 - \lambda_{\min})B)
\]

\[
= \lambda_{\min}T(B_{\min}^{NC}) + (1 - \lambda_{\min})T(B) \quad \text{(61)}
\]

\[
= \lambda_{\min}\tilde{B}_{\min}^{NC} + (1 - \lambda_{\min})T(B). \quad \text{(62)}
\]

Since, \( T \) preserves the noncontextual set, \( T(B^*) \) is noncontextual as well as \( \tilde{B}_{\min}^{NC} \) and therefore \( \lambda_{\min}(T(B^*)) \leq \lambda_{\min} \). □

The robustness is subadditive under independent juxtapositions.

**Theorem 17.** Given two behaviors \( B_1 \) and \( B_2 \), we have that

\[
R(B_1 \otimes B_2) \leq R(B_1) + R(B_2) - R(B_1)R(B_2) \leq R(B_1) + R(B_2). \quad \text{(64)}
\]
Proof. The proof follows the same lines of the proof of Thm. 15.

The proof of Thm. 15 above suggests that for a more restrictive class of free operations, one can relax the assumption present at the constraints of the optimization problem in. (59), and instead of optimizing over all prepare-and-measure statistics which are noncontextual, we could fix a given reference noncontextual prepare-and-measure statistics, say \( B_{\text{ref}} \), and then define the a new robustness measure with respect to that fixed prepare-and-measure statistics:

\[
R_{\text{ref}} : \mathcal{O} \rightarrow [0, 1] \\
B \mapsto R_{\text{ref}}(B)
\]

where

\[
R_{\text{ref}}(B) := \min \lambda \\
\text{s.t. } (\lambda B_{\text{ref}} + (1 - \lambda)B) \in \text{NC}(\mathcal{S}).
\]

This new measure is a monotone whenever \( B_{\text{ref}} \) is preserved upon action of (a more restrictive subset of) free operations. With this on hands it is possible to enunciate the following result:

**Corollary 18.** Let \( \mathcal{F}_{\text{ref}} \subseteq \mathcal{F} \) be all free operations which preserves \( B_{\text{ref}} \in \mathcal{O} \), i.e.

\[
\mathcal{F}_{\text{ref}} := \{ T \in \mathcal{F}; T(B_{\text{ref}}) = B_{\text{ref}} \}.
\]

Under this new set of free operations, \( R_{\text{ref}} \) is a resource monotone.

The proof follows the same lines as the proof of the proof of Thm. 15.

Notice that the proofs of Thms. 14 and 15 rely only on the fact that the operations in \( \mathcal{F} \) are linear and preserve \( \text{NC}(\mathcal{S}) \). The results in Sec. II imply that \( C, R \) and \( R_{\text{ref}} \) can be computed efficiently using linear programming.

**D. Kullback-Liebler divergence**

Given two probability distributions \( p \) and \( q \) in a sample space \( \Omega \), the Kullback-Leibler divergence or relative entropy between \( p \) and \( q \)

\[
D_{KL}(p\|q) = \sum_{i \in \Omega} p_i \log \left( \frac{p_i}{q_i} \right)
\]
is a measure of the difference between the two probability distributions $p$ and $q$. With this, one can define the relative entropy $D_{KL}(B || B')$ between two prepare-and-measure statistics $B = \{ p(\cdot|j,i) \}$ and $B' = \{ p'(\cdot|j,i) \}$ as the relative entropy between the output distributions obtained from $B$ and $B'$ for the optimal choice of preparation and measurement:

$$D_{KL}(B || B') := \max_{i,j} D_{KL}(p(\cdot|j,i) \| p'(\cdot|j,i)).$$

(69)

This quantity measures the distinguishability of $B$ from $B'$. We can now define the relative entropy of contextuality:

$$\mathcal{KL}(B) := \min_{B' \in NC(\mathcal{S})} D_{KL}(B || B'),$$

(70)

which quantifies the distinguishability of $B$ from its closest, with respect to $D_{KL}$, noncontextual prepare-and-measure statistics.

**Theorem 19.** The relative entropy of contextuality $\mathcal{KL}$ is a resource monotone with respect to $\mathcal{T}$.

*Proof.* Given $B \in \mathcal{O}$, let $B^*$ be the noncontextual prepare-and-measure statistics achieving the minimum in Eq. (70). Given $T \in \mathcal{T}$, we have
$$\mathcal{KL}(T(B)) \leq \max_{i,j} D_{KL}(p(\cdot | \tilde{j}, \tilde{i}) \| p^*(\cdot | \tilde{j}, \tilde{i}))$$

(71)

$$= \max_{i,j} \sum_k p(\tilde{k} | \tilde{j}, \tilde{i}) \log \left[ \frac{p(\tilde{k} | \tilde{j}, \tilde{i})}{p^*(\tilde{k} | \tilde{j}, \tilde{i})} \right]$$

(72)

$$= \max_{i,j} \sum_k \sum_{i,j,k} q_O(\tilde{k} | k) p(k | j, i) q_M(j | \tilde{j}) q_P(i | \tilde{i}) \log \left[ \frac{p(k | j, i)}{p^*(k | j, i)} \right]$$

(73)

$$\leq \max_{i,j} \sum_k \sum_{i,j,k} q_O(\tilde{k} | k) p(k | j, i) q_M(j | \tilde{j}) q_P(i | \tilde{i}) \log \left[ \frac{p(k | j, i)}{p^*(k | j, i)} \right]$$

(74)

$$= \max_{i,j} \sum_k p(k | j, i) q_M(j | \tilde{j}) q_P(i | \tilde{i}) \log \left[ \frac{p(k | j, i)}{p^*(k | j, i)} \right]$$

(75)

$$= \max_{i,j} \sum_k q_M(j | \tilde{j}) q_P(i | \tilde{i}) \left( \sum_k p(k | j, i) \log \left[ \frac{p(k | j, i)}{p^*(k | j, i)} \right] \right)$$

(76)

$$\leq \max_{i,j} \sum_k p(k | j, i) \log \left[ \frac{p(k | j, i)}{p^*(k | j, i)} \right]$$

(77)

$$= \mathcal{KL}(B).$$

(78)

Eq. (71) follows form the definition of \(\mathcal{KL}(T(B))\) and the fact that \(T(B^*) \in NC(\mathcal{I})\), Eq. (72) follows from the definition of \(D_{KL}\), Eq. (73) follows from the definition of \(T \in \mathcal{F}\), Eq. (74) follows from the log sum inequality, Eq. (75) follows from basic algebra, Eq. (76) follows from \(\sum_k q_O(\tilde{k} | k) = 1\) and Eq. (77) follows from the fact that the average is smaller than the largest value. 

The relative entropy of contextuality is subadditive under independent juxtapositions.

**Theorem 20.** Given two behaviors \(B_1\) and \(B_2\), we have that

$$\mathcal{KL}(B_1 \otimes B_2) \leq \mathcal{KL}(B_1) + \mathcal{KL}(B_2).$$

(79)

*Proof.* Let \(B_1^*\) and \(B_2^*\) be behaviors achieving the minimum in Eq. (70) for \(B_1\) and \(B_2\), respectively.
Then, we have

$$\mathcal{L} (B_1 \otimes B_2) \leq D_{KL} (B_1 \otimes B_2 || B_1^* \otimes B_2^*)$$

(80)

$$= \max_{i_1, i_2, j_1, j_2} \sum_{k_1, k_2} p(k_1 k_2 | j_1 j_2, i_1 i_2) \log \left( \frac{p(k_1 k_2 | j_1 j_2, i_1 i_2)}{p^*(k_1 k_2 | j_1 j_2, i_1 i_2)} \right)$$

(81)

$$= \max_{i_1, i_2, j_1, j_2} \sum_{k_1, k_2} p(k_1 | j_1, i_1) p(k_2 | j_2, i_2) \log \left( \frac{p(k_1 | j_1, i_1)}{p^*(k_1 | j_1, i_1)} \right) \log \left( \frac{p(k_2 | j_2, i_2)}{p^*(k_2 | j_2, i_2)} \right)$$

(82)

$$= \max_{i_1, j_1} \sum_{k_1} p(k_1 | j_1, i_1) \log \left( \frac{p(k_1 | j_1, i_1)}{p^*(k_1 | j_1, i_1)} \right) + \sum_{k_2} p(k_2 | j_2, i_2) \log \left( \frac{p(k_2 | j_2, i_2)}{p^*(k_2 | j_2, i_2)} \right)$$

(83)

$$\leq \max_{i_1, j_1} \sum_{k_1} p(k_1 | j_1, i_1) \log \left( \frac{p(k_1 | j_1, i_1)}{p^*(k_1 | j_1, i_1)} \right) + \max_{i_2, j_2} \sum_{k_2} p(k_2 | j_2, i_2) \log \left( \frac{p(k_2 | j_2, i_2)}{p^*(k_2 | j_2, i_2)} \right)$$

(84)

$$= \mathcal{L} (B_1) + \mathcal{L} (B_2).$$

(85)

Eq. (80) follows from the definition of \(\mathcal{L} (B_1 \otimes B_2)\), Eq. (81) follows from the definition of \(D_{KL}\) and \(B_1 \otimes B_2\), Eq. (82) follows from additivity of the relative entropy for independent distributions, Eq. (83) follows from basic algebra, and Eq. (84) follows from the fact that \(B_1^*\) and \(B_2^*\) are behaviors achieving the minimum in Eq. (70) for \(B_1\) and \(B_2\), respectively.

E. Distance based monotones

We now introduce contextuality monotones based on geometric distances, in contrast with the previous defined quantifier which is based on entropic distances, replacing the relative entropy by some geometric distance defined over real vector spaces in Eq. (70). Let \(D\) be any distance defined in real vector spaces \(\mathbb{R}^K\). We define the distance between two prepare-and-measure statistics \(B\) and \(B'\) as

$$D (B, B') := \max_{i,j} D (p(\cdot | j, i), p(\cdot | j, i)).$$

(86)

We can now define the \(D\)-contextuality distance

$$\mathcal{D} (B) := \min_{B' \in \mathcal{NC}(\mathcal{Y})} D (B, B'),$$

(87)

20
which quantifies the distance, with respect to $D$, from $B$ to the set of noncontextual prepare-and-measure statistics. We focus here on the contextuality quantifier obtained when we use the $\ell_1$ norm

$$D_1(x, y) = \sum_i |x_i - y_i|.$$  \hfill (88)

**Theorem 21.** The $\ell_1$-contextuality distance is a resource monotone with respect to the free-operations in $\mathcal{F}$.

**Proof.** Given $B \in \mathcal{O}$, let $B^*$ be the noncontextual prepare-and-measure statistics achieving the minimum in Eq. (87). Given $T \in \mathcal{F}$, we have

$$\mathcal{D}(T(B)) \leq \max_{i,j} \sum_k \left| p(\tilde{k}|\tilde{j},\tilde{i}) - p^*(\tilde{k}|\tilde{j},\tilde{i}) \right|$$  \hfill (89)

$$= \max_{i,j} \sum_k \left| \sum_{i,j,k} q_O(\tilde{k}|k) (p(k|j,i) - p^*(k|j,i)) q_M(j|\tilde{j}) q_P(\tilde{i}|\tilde{i}) \right|$$  \hfill (90)

$$\leq \max_{i,j} \sum_k \sum_{i,j,k} q_O(\tilde{k}|k) q_M(j|\tilde{j}) q_P(\tilde{i}|\tilde{i}) |(p(k|j,i) - p^*(k|j,i))|$$  \hfill (91)

$$= \max_{i,j} \sum_k q_M(j|\tilde{j}) q_P(\tilde{i}|\tilde{i}) |(p(k|j,i) - p^*(k|j,i))|$$  \hfill (92)

$$= \max_{i,j} \sum_k |p(k|j,i) - p^*(k|j,i)|$$  \hfill (93)

$$= \mathcal{D}(B).$$  \hfill (94)

Eq. (89) follows from the definition of $\mathcal{D}(T(B))$ and the fact that $T(B^*) \in \text{NC}(\mathcal{S})$, Eq. (90) follows from the definition of $T \in \mathcal{F}$, Eq. (91) follows from the triangular inequality for the $\ell_1$ norm, Eq. (92) follows from $\sum_k q_O(\tilde{k}|k) = 1$ and Eq. (93) follows from the fact that the average is smaller than the largest value. ■

The $\ell_1$-contextuality distance is subadditive under independent juxtapositions.

**Theorem 22.** Given two behaviors $B_1$ and $B_2$, we have that

$$\mathcal{D}(B_1 \otimes B_2) \leq \mathcal{D}(B_1) + \mathcal{D}(B_2).$$  \hfill (95)
Proof. Let $B_1^*$ and $B_2^*$ be the behaviors achieving the minimum in Eq. (87) for $B_1$ and $B_2$, respectively. Then, we have

$$\mathcal{D} (B_1 \otimes B_2) \leq D (B_1 \otimes B_2, B_1^* \otimes B_2^*)$$

(96)

$$= \max_{i_1,i_2,j_1,j_2,k_1,k_2} \sum |p(k_1k_2|j_1j_2,i_1i_2) - p^*(k_1k_2|j_1j_2,i_1i_2)|$$

(97)

$$= \max_{i_1,i_2,j_1,j_2,k_1,k_2} \sum |p(k_1|j_1,i_1)p(k_2|j_2,i_2) - p^*(k_1|j_1,i_1)p^*(k_2|j_2,i_2)|$$

(98)

$$\leq \max_{i_1,i_2,j_1,j_2,k_1,k_2} \sum |p(k_1|j_1,i_1)p(k_2|j_2,i_2) - p^*(k_1|j_1,i_1)p^*(k_2|j_2,i_2)|$$

(99)

$$+ |p^*(k_1|j_1,i_1)p(k_2|j_2,i_2) - p^*(k_1|j_1,i_1)p^*(k_2|j_2,i_2)|$$

(100)

$$\leq \max_{i_1,i_2,j_1,j_2} \left[ \sum_{k_1,k_2} p(k_2|j_2,i_2)|p(k_1|j_1,i_1) - p^*(k_1|j_1,i_1)|$$

$$+ \sum_{k_1,k_2} p^*(k_1|j_1,i_1)|p(k_2|j_2,i_2) - p^*(k_2|j_2,i_2)| \right]$$

(101)

$$= \mathcal{D} (B_1) + \mathcal{D} (B_2)$$

(102)

Eq. (80) follows from the definition of $\mathcal{KL} (B_1 \otimes B_2)$, Eq. (81) follows from the definition of $D_{KL}$ and $B_1 \otimes B_2$, Eq. (82) follows from additivity of the relative entropy for independent distributions, Eq. (83) follows from basic algebra, and Eq. (84) follows from the definition of the fact that $B_1^*$ and $B_2^*$ be the behaviors achieving the minimum in Eq. (70) for $B_1$ and $B_2$, respectively.

\[\quad\]

F. Trace Distance

Instead of taking the maximum over preparations and measurements in Eq. (86), we can take the average value to define the uniform $D$-contextuality distance

$$\mathcal{D}_u(B) := \frac{1}{2IJ} \min_{B' \in \text{NC}(\mathcal{S})} D (B,B')$$

(103)

with $B'$ taken over all noncontextual prepare-and-measure statistics, and $D$ being some distance defined over real vector spaces. Of special importance is the uniform contextuality distance defined
by the trace norm $\ell_1^{35,40,43}$.

Again, the trace distance $D_u$ is subadditive under independent juxtapositions.

**Theorem 23.** Given two behaviors $B_1$ and $B_2$, we have that

$$D_u(B_1 \otimes B_2) \leq D_u(B_1) + D_u(B_2).$$

(104)

**Proof.** The proof is analogous to the proof of Thm. 22.

Although $D_u$ is not a monotone under the entire class of free operations $\mathcal{F}$, it is a suitable contextuality quantifier when the sets of preparations and measurements are fixed, with the advantage that, unlike $L$ and $Dr$, the uniform contextuality distance $D_u$ defined with the $\ell_1$ norm can be computed efficiently using linear programming.

**IV. CONCLUSION**

Motivated by the recognition of contextuality as a potential resource for computation and information processing, we develop a resource theory for generalized contextuality that can be applied to arbitrary prepare-and-measure experiments. We introduce a minimal set of free operations (minimal in the sense that any other possible, and physically meaningful, set of physical operations should contain ours as a subset) with a clear operational interpretation and explicit analytical parametrization and show that several natural contextuality quantifiers are indeed monotones under this class of free operations. With the recognition that membership testing in the set of noncontextual prepare-and-measure statistics can be done efficiently using linear programming, many of these quantifiers can also be computed efficiently in the same way. This framework is useful to classify, quantify, and manipulate contextuality as a formal resource. It would be interesting to investigate whether there is a maximally-contextual single prepare-and-measure statistics that serve as contextuality bits for all scenarios, or to identify what is the simplest scenario admitting inequivalent (not freely interconvertible) classes of contextuality. Another important issue is to investigate protocols for contextuality distillation relying only on the set of free operations. This framework provides a new interpretation of generalized contextuality, now considered a useful resource rather than an odd feature exhibited for quantum physics$^{46,48}$. Indeed, as it has occurred with entangle-
men over the years, we expect that works like the present one can shed new light on the phenomenon, giving to it new insights and making it easier to understand.
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