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Abstract

The existing direct position determinations(DPD) for coherently distributed(CD) sources are mostly applicable for uniform linear array(ULA), which result in a low degree of freedom(DOF), and it is difficult for them to realize the effective positioning in underdetermined condition. In this paper, a novel DPD algorithm for coherently distributed sources based on compressed sensing with a moving nested array is present. In this algorithm, the nested array is introduced to DPD firstly, and a positioning model of signal moving station based on nested array is constructed. Owing to the features of coherently distributed sources, the cost function of compressed sensing is established based on vectorization. For the sake of convenience, unconstrained transformation and convex transformation of cost functions are carried out. Finally, the position coordinates of the distribution source signals are obtained according to the theory of optimization. At the same time, the complexity is analyzed, and the simulation results show that, in comparison with two-step positioning algorithms and subspace-based algorithms, the proposed algorithm effectively solves the positioning problem in underdetermined condition with the same physical element number.
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1. Introduction

Positioning technology is one of the important contents of signal processing in recent years, which is widely applied in earthquake monitoring, smart city, industrial 4.0 and so on [1,2,3,4]. The current positioning technologies are mainly divided into two-step positioning methods and direct position determinations (DPD) methods. The DPD methods establish the cost function directly according to the targets' position and the observation station, which avoids the error propagation and diffusion, and can achieve a higher estimation precision than two-step positioning technologies. So DPD has aroused wide attention of scholars and experts at home and abroad [5,6,7]. However, the existing DPD technologies for multiple signals are mainly based on point source models. These models can only be applied to ideal scenes, such as open or outdoor circumstance without multipath. The effect of large-scale arrays on the localization performance is analysed in [8], and it also presents the bound of wireless localization based on multiple-input multiple-output (MIMO) systems. In the actual environment, due to the loss of propagation path and the obstruction of buildings, trees and other obstacles, spatial signals have the phenomena of scattering, refraction, diffraction and reflection. In these circumstances, the radio signal sources have a certain angle spread, which is equivalent to the distributed source model. According to the different spatial distribution characteristics of the sources, the distributed source models are divided into the coherently distributed source (CD) models [9,10] and the incoherently distributed (ID) source models [11,12]. This paper mainly concentrates on the DPD technology of the coherently distributed sources.

The direction-of-arrival (DOA) estimation model of CD sources is introduced in [13], and a two-dimensional (2-D) DOA estimation of CD non-circular sources via symmetric shift invariance is proposed based on this model. This algorithm takes advantages of the spatial symmetry of the array manifold to enhance the parameter accuracy and improve the complexity. The distributed source model is introduced to DPD in [14], and the maximum likelihood and generalized subspace-based algorithms (GS-DPD) for DPD of coherently distributed sources are given. But limited to the array manifold and the spatial dimension of subspace, DPD methods in ULA can only realize the positioning whose target number is smaller than the number of physical sensors, which is defined as overdetermined condition. In fact, there is not only the situation in which the source number is smaller than the array element number, but also exists the underdetermined condition, where the number of sources is greater than that of sensors. How to use finite physical elements to achieve effective estimation of maximum number of target signals is a new research topic. In order to improve the DOF, LASSO method is used for DOA estimation of point source model [15], based on this, literatures [16–18] use this method to achieve DOA estimation of the distributed sources in undetermined condition, and enhance the estimation performance with the characteristics of non-circular signals, but the degree of freedom (DOF) is still not enough. As a sparse non-uniform array appeared in recent years, coprime array has a higher DOF and is the promising array to solve the problem of location estimation in underdetermined condition. Coprime array is applied to the parameter estimation of the distributed source signals in [19,20], which can greatly enlarges the DOF and improve the estimation precision. A DPD algorithm for distributed sources based on the coprime model is given in [21], but this algorithm is only suitable for the overdetermined condition and can not solve the effective location problem in underdetermined conditions.
To fully expand the array aperture, improve the DOF and achieve the perfect estimation of distributed sources under underdetermined condition, this paper combines the nested array with the DPD model, and utilizes the feature of nested array to realize the high precision positioning. The array aperture is greatly expanded by the vectorization method and the Kronecker product operation, and the array DOF is increased. The effective estimation of the location coordinates for multiple distributed sources in underdetermined condition is realized. The contributions of this paper mainly include the following aspects.

1) This paper introduces nested array to DPD of multiple CD sources. The physical model of DPD for CD sources is changed from the ULA to nested array, which effectively improves the DOF.

2) In this paper, the compressed sensing method based on a moving nested array is proposed to improve the array DOF, which is not only suitable for the overdetermined condition but also suitable for the underdetermined condition.

3) The expression of Cramer Rao lower bound (CRLB) for the established model is derived, which strongly proves the validity of this algorithm. Also, computational complexity comparison and simulation results are given and analyzed in detail.

The rest parts of this paper are organized as follows. Section 2 describes the symbols and operators needed in this paper and establishes the model of CD sources. The method of DPD for multiple CD sources based on compressed sensing with a moving nested array is put forward in Section 3. CRLB of the model is also deduced in this part. Section 4 analyzes the complexity comparison and simulation results, proving the effectiveness of this algorithm. Section 5 summarizes the whole paper.

2. Coherently Distributed Sources Model

2.1 Notation Conventions

In this paper, the notations are defined as follows:

- \( \mathbf{I}_N \) represents the \( N \)-dimensional unit array.
- \( \mathbf{v}_m \) is the \( m \)th element of the vector.
- \( \circ \) represents Hadamard product.
- \( \cup \) stands for the intersection.
- \( \text{vec}[\bullet] \) is the operation of "vectorization", which means turns a matrix into a vector by columns.
- \( \otimes \) stands for the Kronecker product.
- \( E(\bullet) \) denotes the mathematical expectation.
- \( \|\bullet\|_0, \|\bullet\|_1 \) and \( \|\bullet\|_2 \) respectively stand for the 0-norm, 1-norm and 2-norm.
- \( \text{Re}[\bullet] \) and \( \text{Im}[\bullet] \) are the real part and the imaginary part.

2.2 Coherently Distributed Sources Model

Assume that the source number is \( D \), and the corresponding positions of the target sources are \( \mathbf{p}_i = (x_i, y_i) \), \( i \in \{1, 2, \ldots, D\} \). Thus, the position vector of the sources can be given by \( \mathbf{p} = (\mathbf{p}_1, \mathbf{p}_2, \ldots, \mathbf{p}_D) \) and the target signals are uncorrelated with each other. The observation station moves \( L \) locations during the whole measurement, while the \( l \)th observation position
is \( v_i = (x_i, y_i)^T \). It can be assumed that the transmission channel stays the same at the same observation location because the observation station moves very slowly, and the number of snapshots in each observation location is \( K \). With \( N \) path scatter losses and angle diffusions in the course of transmission, the signal to the receiving end is the superposition of all the scattering path, and the angle deviation of the \( n \)th path of the \( l \)th observation station for \( i \)th source is \( \Delta \theta_{l,i,n} \), while the path loss is \( \alpha_{l,i,n} \). The receiving array sensor number is \( M \). According to the array characteristics, it is called overdetermined condition when \( D < M \); correspondingly, it is called underdetermined condition when \( D \geq M \). Geometry of a single moving array and multiple CD sources is shown in Fig. 1.

![Fig. 1. Geometry of a single moving array and multiple coherently distributed sources](image)

The \( k \)th received snapshot of \( i \)th source at the \( l \)th observation location is described as \( s_{l,i}(k) \), and the noise is additive Gauss white noise. As a result, the received vector is

\[
s(k) = \sum_{i=1}^{D} \sum_{s=1}^{N} \alpha_{l,i,s} a(\theta_{l,i,s} + \Delta \theta_{l,i,s}) s_{l,i}(k) + n_{l}(k)
\]

and the steering vector

\[
a(\theta_{l,i,s} + \Delta \theta_{l,i,s}) = \left[ e^{j2\pi \cos(\theta_{l,i,s} + \Delta \theta_{l,i,s})/d} \ldots e^{j2\pi (M-1) \cos(\theta_{l,i,s} + \Delta \theta_{l,i,s})/d} \right]^T
\]

where \( d \) is the array element spacing. It is generally taken that \( d = \lambda/2 \) in the uniform linear array. The angle deviation of the \( n \)th scattering path between the scatter path and the azimuth is \( \Delta \theta_{l,i,n} \), the angle spread is \( \sigma_{l,i} \). When the path number \( N \) is large enough, we can consider that the direction of arrival satisfies the continuous distribution within a certain range according to the large number theorem, so the upper form (1) is equivalent to

\[
s(k) = \sum_{i=1}^{D} \sum_{\theta} \alpha_{l,i} a(\theta) s_{l,i}(\theta,k; \phi_{l,i}) d\theta + n_{l}(k)
\]

\( s_{l,i}(\theta,k; \phi_{l,i}) \) represents the angular signal density function of the \( i \)th CD source, which reflects the contribution of different scattering component to the sending snapshot. With \( \phi_{l,i} = (\theta_{l,i}, \sigma_{l,i}) \), \( \theta_{l,i} \) and \( \sigma_{l,i} \) respectively represent the central DOA and angle spread of the \( i \)th distributed target relative to the \( l \)th observation location. Due to there is only a fixed phase delay and amplitude attenuation in different paths of CD sources, the transmitted signal can be simplified as the flowing representation.
\[ s_{ij}(\theta, \varphi; \rho_{\theta \varphi}) = s_{ij}(k) \rho(\theta, \varphi; \rho_{\theta \varphi}) \]  

\( \rho(\theta, \varphi; \rho_{\theta \varphi}) \) is a deterministic angle distribution function, and \( \int_{-\pi/2}^{\pi/2} \rho(\theta, \varphi; \rho_{\theta \varphi}) \, d\theta = 1 \). So the formula (3) is equivalent to

\[ r_i(k) = \sum_{j=1}^{D} s_{ij}(k) \int_{-\pi/2}^{\pi/2} a(\theta) \rho(\theta, \varphi; \rho_{\theta \varphi}) \, d\theta + n_i(k) = \sum_{j=1}^{D} s_{ij}(k) b(\varphi_{ij}) + n_i(k) \]  

(5)

With

\[ b(\varphi_{ij}) = \int_{-\pi/2}^{\pi/2} a(\theta) \rho(\theta, \varphi; \rho_{\theta \varphi}) \, d\theta . \]  

(6)

Therefore, the array manifold of distributed sources is

\[ B_i = [b(\varphi_{ij}), b(\varphi_{i2}), \ldots, b(\varphi_{in})] \]  

(7)

When the angle expansion is small, \( b(\varphi_{ij}) \) is equal to the form as follow

\[ [b(\varphi_{ij})]_m = [a(\theta_{ij})]_m [g(\varphi_{ij})]_m \]  

(8)

That is

\[ B_i = A_i \odot G_i \]  

(9)

\[ A_i = [a(\theta_{i1}), a(\theta_{i2}), \ldots, a(\theta_{in})] \]  

(10)

\[ G_i = [g(\varphi_{i1}), g(\varphi_{i2}), \ldots, g(\varphi_{in})] \]  

(11)

For different density functions of angle signals, \( [g(\varphi_{ij})]_m \) has different expression forms.

The typical representatives are uniform distribution and Gauss distribution. For the uniform distribution

\[ [g(\varphi_{ij})]_m = \text{sinc} \left( \frac{2d}{\lambda} (m - 1) \sigma_{ij} \cos \theta_{ij} \right) \]  

(12)

And for the Gauss distribution

\[ [g(\varphi_{ij})]_m = e^{-\frac{1}{2} \left( \frac{2d}{\lambda} (m - 1) \sigma_{ij} \cos \theta_{ij} \right)^2} \]  

(13)

When the angle extension \( \sigma_{ij} \) is determined, \( \varphi_{ij} \) contains the only parameter \( \theta_{ij} \), which is expressed directly according to the spatial location relation of station coordinates and source coordinates in DPD,

\[ \theta_{ij} = \arccos \left( \frac{\Delta x_{ij}}{A_{ij}} \right) = \arccos \left( \frac{x_i - x_j}{\sqrt{(x_i - x_j)^2 + (y_i - y_j)^2}} \right) \]  

(14)

3. DPD of CD sources based on compressed sensing under nested array

This chapter introduces the DPD technology based on compressed sensing for coherently distributed sources under nested array. At first, section 3.1 introduces the algorithm of this paper in detail. The steps of this algorithm are summarized in 3.2. The CRLB derivation of DPD for CD targets is given under the nested array in section 3.3.

3.1 DPD for CD sources based on compressed sensing under nested array

The DPD model that contains a moving array is given above. This model is based on ULA, and the array aperture is small. This paper makes full use of nested array to the DPD of
distribution sources, and the array aperture is extended. Nested array is a special form of coprime array. Geometry of nested array is shown in Fig. 2. Subarray 1 contains a uniform array as the sensor spacing is \( d \) with \( d = \lambda / 2 \). Subarray 2 contains a uniform array and the sensor spacing is \( Md \), the whole array contains \( 2M \) sensors [22-24].

![Fig. 2. Geometry of nested array](image)

The location of the \( i \)th array sensor is \( d_j \)

\[
d_j \in \{0,d \cdots (M-1)d \} \cup \{Md \cdots M^2d \}
\]  

(15)

The steering vector of nested array for point source model is expressed as

\[
\omega_{ij} = \begin{bmatrix}
1 & e^{j \frac{2 \pi d (x_i-x_j)}{\lambda}} & \cdots & e^{j \frac{2 \pi d (x_i-x_j)}{\lambda}}
\end{bmatrix}^T
\]

(16)

Define

\[
\gamma_{ij} = g(\phi_{ij}) \in \left[ \frac{\pi \lambda}{\pi \lambda - \pi \lambda}, \frac{\pi \lambda}{\pi \lambda - \pi \lambda} \right]
\]

(17)

Generalized steering vectors of coherently distributed sources is

\[
c_i(p_j) = \omega_{ij} \otimes \gamma_{ij}
\]

(18)

So the received signal is

\[
r_i(k) = \sum_{j=1}^{D} c_i(p_j) s_i(k) + n_i(k)
\]

(19)

For the covariance matrix of the cumulative snapshot is

\[
R_s = \frac{1}{K} \sum_{k=1}^{K} r_i(k) r_i^H(k)
\]

(20)

Vectorization of the received covariance matrix of each observation station is as follows

\[
z_i = \text{vec}(R_s) = H_s(p_i, p_2, \cdots p_D) \xi_i + \sigma_n^2 I_n
\]

(21)

And

\[
H_s(p_i, p_2, \cdots p_D) = \left[ c_i(p_i) \otimes c_i(p_2) \cdots c_i(p_D) \right]
\]

(22)

\( \xi_i \) is the transmitted source power vector, and \( \sigma_n^2 \) is the noise power.

\[
\xi_i = \left[ \sigma_1^2, \sigma_2^2, \cdots \sigma_n^2 \right]^T
\]

(23)

\[
I_n = \left[ c_1^2, c_2^2, \cdots c_n^2 \right]
\]

(24)

\( \sigma_i^2 \) is the transmitting power of the \( i \)th source, \( c_i \) is a unit vector, whose \( i \)th element is 1, and all the other elements are 0.

A complete set \( \Pi = \{ \mathbf{p}_1, \mathbf{p}_2, \cdots \mathbf{p}_D \} \) is constructed, and \( D \gg \mathbf{D} \). \( \Pi \) is the redundant dictionary, which contains all the transmitting information. The sparse model of location estimation for CD sources can be obtained.
\[ z_i = H_i(p'_1, p'_2, \cdots p'_r) \mu_i + \sigma^2_i \mathbf{I} \]  
\[ \mu_i = [\mu_1, \mu_2, \cdots \mu_r]^T \] is the sparse power vector. We can get the non-zero elements of \( \mu_i \) by solving formula (25), and the corresponding vector \( p'_i \) is the target source coordinates \( \mathbf{p} \). For convenience, formula (25) is equivalent to the following form

\[ \min_{\mu_i, \sigma_i} \| H_i(p'_1, p'_2, \cdots p'_r) \mu_i + \sigma^2_i \mathbf{I} \| \quad \text{s.t.} \quad z_i = H_i(p'_1, p'_2, \cdots p'_r) \mu_i + \sigma^2_i \mathbf{I} \]  
(26)

With the help of unconstrained transformation and convex transformation, the equivalent form can be get

\[ \min_{\mu_i, \sigma_i} \frac{1}{2} \| z_i - H_i(p'_1, p'_2, \cdots p'_r) \mu_i - \sigma^2_i \mathbf{I} \| + \eta \| \mu_i \| \]  
(27)

The cost function of the location coordinates for all the CD sources can be obtained by covered the optimization function of each observation location.

\[ \min_{\mu_i, \sigma_i} \frac{1}{2} \sum_{k=1}^K \| z_i - H_i(p'_1, p'_2, \cdots p'_r) \mu_i - \sigma^2_i \mathbf{I} \| + \eta \| \mu_i \| \]  
(28)

Finally, the coordinates of the target signals can be solved by optimization.

### 3.2 Summary of Algorithm Steps

Mainly steps of this algorithm can be summarized as follows:

1) Build the DPD model that contains a moving array based on the characteristics of the CD sources and the nested array structure, as.

2) The covariance matrix for each observation location can be get by formula (20), and vectorize the covariance matrix, then construct the compressed sensing model, as shown in formula (25);

3) Carry out the unconstrained transformation and convex transformation according to the sparse model, as formula (27).

4) Solve the cost function with the help of optimization, and the coordinates of the sources will be obtaind, as formula (28).

### 3.3. CRLB of CD Sources based on Nested Array

CRLB of DPD for CD sources under nested array model is given according to [25-28]. Firstly, \( k \)th received source snapshot vector for all observation positions is

\[ r(k) = [r^T_1(k) \cdots r^T_r(k)]^T \]  
(29)

Assume that the noise vector \( \mathbf{n}(k) \) is of Gaussian distribution. So the vectors of sending sources and the noise can be denoted as

\[ s(k) = [s^T_1(k) \cdots s^T_r(k)]^T \]  
(30)

\[ n(k) = [n^T_1(k) \cdots n^T_r(k)]^T \]  
(31)

with

\[ n(k) = r(k) - Bs(k) \]  
(32)

\[ P(r(1), \cdots, r(K)) = \frac{1}{(2\pi)^{2MK}(\sigma^2_n/2)^{2MK}} e^{-\frac{1}{\sigma^2_n} \sum_{i=1}^K (r(k_i) - \mathbf{n}_i)^H (r(k_i) - \mathbf{n}_i)} \]  
(33)

\( \mathbf{B} \) is the array manifold, and
Take logarithm for formula (31), then logarithm likelihood function is

$$
L(r(1), ..., r(K)) = -2MK \ln(2\pi) - 2MK \ln(\sigma^2) / 2
- \frac{1}{\sigma^2} \sum_{i=1}^{K} (r(k) - Bs(k))^H (r(k) - Bs(k))
$$

(35)

Define $\bar{x}_i = \text{Re}[s(k)]$, $\bar{s}_i = \text{Im}[s(k)]$. Then the Fisher information matrix $\Omega = \left[ E(\psi\psi^T) \right]^{-1}$, where

$$
\psi^T = \partial / \partial \left( \sigma^2 \bar{x}_i^T \bar{s}_i^T \ldots \bar{x}_i^T \bar{s}_i^T \right)
$$

(36)

Finally, CRLB of CD sources can be gotten by the Fisher information matrix above

$$
CRLB(p) = \frac{\sigma^2}{2} \left[ \sum_{i=1}^{K} \partial / \partial \bar{x}_i \partial / \partial \bar{x}_i \right]^{-1}
$$

(37)

where $F_i = I_2 \otimes \text{diag}(s(k))$, $I_2 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}$, $D = \begin{bmatrix} \partial B^H / \partial x_1 & \partial B^H / \partial y_1 & \ldots & \partial B^H / \partial x_D & \partial B^H / \partial y_D \end{bmatrix}$, $P_n = I - P_n = I - B(B^H B)^{-1} B^H$.

4. Performance Analysis

4.1 Complexity Analysis

In this part, the complexity analysis is given to compare the presented algorithm with two-step positioning algorithms and generalized subspace-based algorithms. The representative paper is literature [13] (two-step positioning algorithm) and literature [14] (GS-DPD). The number of nested array sensor for the moving station is $2M$, snapshot number is $K$, source number is $D$, and $J_x$, $J_y$, $J_s$ represents the search grid number for $x$ coordinates, $y$ coordinates and angle spread (or the number of dictionary samples). The computational complexity of this algorithm includes two parts: the first part is to solve the received covariance matrix, and computation complexity is $O(4LKM^2)$; the second part is to vector the covariance matrix above, and to carry out unconstrained transformation and convex transformation, using the LASSO method, and computation complexity is $O(4LKM^2 + LK^3 J_x J_y J_s)$. On the whole, the computational complexity of the presented method is $O(8LKM^2 + LK^3 J_x J_y J_s)$. Computation complexity and DOF comparison between two-step localization method, subspace method and the method of this paper is listed in Table 1.
Table 1. Algorithm complexity and DOF comparison.

| Algorithm                  | Complexity                              | DOF          |
|----------------------------|-----------------------------------------|--------------|
| Proposed algorithm         | $O\left(8LKM^2+LJ^2_jJ^3_jJ^3_{\sigma}\right)$ | $O(M^2)$     |
| Two-step algorithm         | $O\left(8LKM^2+LJ^3_jJ^3_{\sigma}\right)$ | $O(2M-1)$    |
| Subspace bounded algorithm | $O\left(4LM^2+4LJ^2_jJ^3_jJ^3_{\sigma}\right)$ | $O(2M-1)$    |

As can be seen from Table 1, the computation complexity of the two-step positioning method is the lowest. And the computational complexity of the proposed algorithm is slightly higher than that of two-step location algorithm and GS-DPD algorithm. In addition, the proposed method has the highest DOF, and the DOF of two-step positioning method is equivalent to the subspace algorithm.

4.2 Simulation Results

This paper proposed the DPD of CD sources based on compressed sensing with nested array. The noise in the simulation experiments are assumed to be Gauss white noise. To prove the estimation performance of the presented algorithm, we compare the estimation performance with that of the two-step localization method and the subspace method with the help of Monte Carlo experiments. In the experiments, we give the performance simulation of uniform distributed sources and the Gaussian distributed sources respectively. The root mean square error (RMSE) is used to evaluate the positioning performance of this method, which is defined as

$$RMSE = \sqrt{\frac{1}{QD} \sum_{q=1}^{Q} \sum_{i=1}^{D} \| \hat{\mathbf{p}}_i(q) - \mathbf{p}_i \|^2}$$

(38)

$Q$ is the number of Monte Carlo times, $D$ is the source number, $\hat{\mathbf{p}}_i(q)$ is the $i$th source location of $q$th Monte Carlo experiment. The specific simulation parameters are shown in Table 2.

Table 2. Simulation parameters for the experiments

| Simulation Parameters          | Value                                                                 |
|-------------------------------|----------------------------------------------------------------------|
| Speed of light                | $c = 3 \times 10^8 \text{ m/s}$                                      |
| Carrier frequency             | $f = 2.1 \text{ GHz}$                                               |
| Antenna number                | $2M = 8$                                                             |
| Sensor spacing                | $\lambda/2$, $M \lambda/2$                                         |
| Source number                 | $D = 2$                                                             |
| Source locations              | $(-1000, -367), (1342, 167)$                                        |
| Snapshot number               | $K = 2000$                                                          |
| Observation location number   | $L = 4$                                                             |
| Monte Carlo times             | $Q = 500$                                                           |
| Signal-to-noise ratio (SNR)   | $SNR = -10 \sim -20 \text{ dB}$                                    |

Simulation 1: positioning performance of CD sources for this algorithm in underdetermined condition.
To prove the position performance of proposed method in underdetermined condition at different SNRs, the simulation is conducted when SNRs are -10dB and 20dB. The observation positions are (-4500,8000), (-1500,8000), (1500,8000) and (4500,8000), and the source locations are uniform distributed between (-4000,0) and (4000,0), the sources number is 9, which is bigger than sensor number. The simulation results are presented in Fig. 3 and Fig. 4. From the Fig.s we can see that, the presented method has better estimation performance in underdetermined condition at high SNR, and can achieve the CD sources locations estimation successfully at low SNR.

**Fig. 3.** Trajectory of the station movement related to the target sources

**Fig. 4.** Positioning performance of the proposed algorithm (a) SNR=-10dB  (b) SNR=20dB

**Simulation 2:** RMSE comparison of proposed algorithm, two-step location algorithm, subspace algorithm and the CRLB under different SNRs.

RMSE performance of present algorithm, two-step location algorithm and generalized subspace algorithm for Gaussian distributed sources and uniform distributed sources are given respectively (Proposed-GD: proposed algorithm for Gaussian distributed sources; Proposed-ND: proposed algorithm for uniform distributed sources; Two-step-GD: two-step location algorithm for Gaussian distributed sources; Two-step-ND: two-step location algorithm for uniform distributed sources; GS-DSPE-GD: generalized subspace algorithm for Gaussian distributed sources; GS-DSPE-ND: generalized subspace algorithm for uniform distributed sources). The CRLB under uniform array for Gaussian distributed sources (Uniform-CRLB-GD), CRLB for coprime array for Gaussian distributed sources (Coprime-CRLB-GD), CRLB under uniform array for uniform distributed sources (Uniform-CRLB-ND) and CRLB for coprime array for uniform distributed sources (Coprime-CRLB-ND) are also proposed in this simulation. To prove the effect of nested array, LASSO based on uniform array for Gaussian distributed sources(LASSO-GD) uniform
distributed sources (LASSO-ND) are also presented in this experiment. The movement trajectory and the RMSE performance comparison are shown in Fig. 5 and Fig. 6. We can see that the accuracy of the two-step location algorithm is lower than that of the DPD algorithm under the same simulation conditions; the positioning accuracy of nested array is higher than that of ULA for LASSO algorithm; the performance of the presented algorithm is better than that of the two-step location algorithm and slightly lower than that of the subspace-based algorithm; what is more, CRLB of nested array is obviously lower than the ULA. The different distributed sources have a different location precision, and the Gaussian distributed is slightly better than that of the uniform distributed.

![Fig. 5. Trajectory of the station movement related to the target sources](image)

![Fig. 6. RMSE performance comparison under different SNRs. (a) for Gaussian distributed sources. (b) for uniform distributed sources](image)

**Simulation 3:** RMSE comparison of proposed method, two-step location method, subspace method and the CRLB under different number of snapshots.

The snapshot number is one of the key factors influencing the positioning performance. The estimation performance comparison of presented algorithm, two-step location algorithm, subspace algorithm and the CRLB under different number of snapshots are given when SNRs are -10dB and 20dB. From Fig. 7 it can be concluded that, as the number of snapshots increases, RMSE is effectively improved for all the positioning algorithms. DPD performance is better than that of the two-step algorithm under the same condition. Nested array can effectively reduce the CRLB. For the same snapshots, the different distributed sources have a different location precision, and the Gauss distributed is slightly better than that of the uniform distributed.
Fig. 7. RMSE performance of different number of snapshots for Gaussian distribution (a) $SNR=10dB$ (b) $SNR=20dB$

Fig. 8. RMSE performance of different number of snapshots for uniform distribution (a) $SNR=10dB$ (b) $SNR=20dB$

5. Conclusion

To overcome the insufficient DOF of current DPD for CD sources, this paper presents a novel DPD method for CD targets using compressed sensing with a moving nested array, and realizes the effective location in underdetermined condition. This paper firstly constructs the DPD model for CD signals on the basis of nested array, and then uses the vectorization method to establish the compressed sensing cost function. For convenience, unconstrained transformation and convex transformation are conducted. Finally, the location coordinates of the CD sources are obtained according to the optimization theory. Complexity analysis and simulation experiments illustrate that the proposed method performs better than the two-step location method in positioning accuracy, and compared with the generalized subspace-based algorithm, this method achieves the effective location in underdetermined condition under the same physical element number.
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