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Tim Laux
Hausdorff Center for Mathematics and Institute for Applied Mathematics
University of Bonn
Villa Maria, Endenicher Allee 62, 53115 Bonn, Germany

Jona Lelmi†
Hausdorff Center for Mathematics and Institute for Applied Mathematics
University of Bonn
Villa Maria, Endenicher Allee 62, 53115 Bonn, Germany

Editor: Marco Cuturi

Abstract
We prove that the dynamics of the MBO scheme for data clustering converge to a viscosity solution to mean curvature flow. The main ingredients are (i) a new abstract convergence result based on quantitative estimates for heat operators and (ii) the derivation of these estimates in the setting of random geometric graphs.

To implement the scheme in practice, two important parameters are the number of eigenvalues for computing the heat operator and the step size of the scheme. The results of the current paper give a theoretical justification for the choice of these parameters in relation to sample size and interaction width.
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1. Introduction
The MBO scheme was originally introduced by Merriman et al. (1992, 1994) as a numerical method to approximate evolution by mean curvature flow. More recently, van Gennip et al. (2014); Merkurjev et al. (2013, 2014) adapted the scheme to problems in data science such as data clustering. The algorithm is a graph based learning method that produces successive partitions of a data set by alternating between two operations: (i) diffusion through the graph heat operator; and (ii) pointwise thresholding. Due to its conceptual simplicity, the MBO scheme is an efficient and robust algorithm. In its original form, the MBO scheme is used for data clustering, and Merkurjev et al. (2013, 2014); Garcia-Cardona et al. (2014) proved that it has comparable or better accuracy than several algorithms commonly adopted in practice. In recent years, graph based learning methods have gained attention for semi-supervised learning tasks (i.e. classification problems with low labeling rate), and several authors have considered modifications of the MBO scheme that retain its conceptual simplicity while improving its accuracy in classification tasks. For instance, VolumeMBO,
introduced by Jacobs et al. (2018a) and PoissonMBO, introduced by Calder et al. (2020), have both showed better accuracy compared to several more well-known methods. The present paper builds a solid mathematical foundation to the MBO scheme and therefore gives yet another motivation to use this algorithm in applications.

Let us recall how the scheme works in the simple case of two classes, i.e. when the goal is to split a dataset \( V = \{ x_1, ..., x_n \} \) into two subsets. Let \( G = (V, W) \) be a weighted graph with vertex set \( V \) and weight matrix \( W \). Let \( \Delta \) be a suitable graph Laplacian. Assume that \( \chi^0 : V \to \{ 0, 1 \} \) encodes an initial guess for the clustering. After choosing a step-size \( h > 0 \) and the number of iterations \( N \in \mathbb{N} \) that we want to run, for \( 0 \leq l \leq N - 1 \) define inductively a new clustering \( \chi^{l+1} : V \to \{ 0, 1 \} \) by performing the following two steps:

1. **Diffusion.** For \( t > 0 \) define
   \[
   u^l(t) := e^{-t\Delta} \chi^l.
   \]

2. **Thresholding.** Update the clustering by setting
   \[
   \left\{ \chi^{l+1} = 1 \right\} = \left\{ u^l(h) \geq \frac{1}{2} \right\}.
   \]

By a result of Esedoḡlu and Otto (2015), \( \chi^{l+1} \) solves
\[
\chi^{l+1} \in \text{argmin}_{u : V \to [0, 1]} \left\{ E^h_G(u) - E^h_G(u - \chi^l) \right\},
\]
where \( E^h_G \) is the thresholding energy on \( G \) and is defined for \( v : V \to [0, 1] \) as
\[
E^h_G(v) := \frac{1}{\sqrt{h}} \langle (1 - v), e^{-h\Delta} v \rangle_V,
\]
with \( \langle \cdot, \cdot \rangle_V \) denoting an inner product on \( V \) defined so that \( \Delta \) becomes self-adjoint. In Laux and Lelmi (2021) we presented the first rigorous study of the large-data limit of the MBO scheme in data clustering. More precisely, given a sequence of random geometric graphs \( G_n = (V_n, W_n) \) – i.e. such that \( V_n = \{ X_1, ..., X_n \} \) for a family \( \{ X_i \}_{i=1}^{\infty} \) of i.i.d. random points \( X_i \in M \), for a \( k \)-dimensional closed Riemannian submanifold \( M \subset \mathbb{R}^d \) – we studied the \( \Gamma \)-convergence of the family \( \{ E^h_{G_n} \}_{n \in \mathbb{N}, h > 0} \). When the number of iterations of the MBO scheme is very large, its outcome can be thought of as a local minimizer of the thresholding energy, and thus our \( \Gamma \)-convergence result says that this will be qualitatively close to a local minimizer of a suitable variational problem in the continuum. As the selection of the local minimizer strongly depends on the dynamics of the gradient descent followed by the algorithm, the next question is to study the convergence properties of said dynamics. This is the content of the present paper: we study the convergence of the dynamics of the MBO scheme in the two-class setting. In general – i.e. when the number of classes to cluster into is greater than two – this is a much harder problem. In the two-class setting the task is easier because one can use the comparison principle for mean curvature flow, and thus the viscosity solutions setting. After the first works on viscosity solutions of Crandall et al. (1992), the machinery has proven to be a solid way to develop a theory of weak solutions for many problems satisfying a maximum principle – and its use is the base for many fundamental
contributions in geometric PDEs (Chen et al. (1991); Evans and Spruck (1991)) numerical analysis (Barles and Georgelin (1995); Ishii et al. (1999)) and, more recently, for new results in theoretical data science (Calder (2019a,b); Bungert et al. (2021)).

We will always work with a sequence of weighted geometric graphs \( G_n = (V_n, W_n) \), where the vertex sets \( V_n \) are defined by \( V_n := \{ x_i \}_{i=1}^{n} \), where \( \{ x_i \}_{i=1}^{+\infty} \) is a sequence of points on \( M \subset \mathbb{R}^d \) – a \( k \)-dimensional closed Riemannian submanifold of \( \mathbb{R}^d \) – and the weight matrix \( W_n \) is obtained in the by-now-standard way of weighting the edge between two distinct points with a suitable non-increasing function of the Euclidean distance between them, properly rescaled by a localization parameter \( \epsilon_n > 0 \), see Section 3 for the precise construction. In this setting, we study the convergence of the sequence of dynamics of the MBO scheme on these graphs as the data size \( n \) goes to infinity.

This paper can be conceptually thought of as divided into two main results: in the first one, Theorem 4, we work in an abstract setting. First, in the MBO scheme, we replace the heat operators on the graphs with abstract operators \( S_n : (0, +\infty) \times V_n \to V_n \) which are linear in the second variable (here \( V_n \) is the space of real-valued functions defined on the vertex set \( V_n \)) and we show that if the sequence \( \{ S_n \}_{n \in \mathbb{N}} \) approximates well-enough the heat kernel corresponding to a weighted Laplace–Beltrami operator on the manifold, then we have convergence of the dynamics of the MBO scheme on the graphs to the viscosity solution of mean curvature flow on the manifold. The conditions that the operators \( \{ S_n \} \) have to satisfy are three: (i) they should satisfy an approximate maximum principle, (ii) they should approximate the action of the heat kernel on smooth functions in a uniform sense, and (iii) their action on the constant function \( 1 \) should be close enough to the constant \( 1 \). All these properties are made quantitatively precise in Theorem 4.

The second main result is Theorem 6 and Corollary 8, where we check that (i), (ii) and (iii) are satisfied with high probability on random geometric graphs – i.e. when the points \( \{ x_i \}_{i=1}^{+\infty} \) are sampled independently from a probability measure \( \nu = \rho \text{Vol}_M \in \mathcal{P}(M) \), absolutely continuous with respect to the volume form – and when \( S_n \) are chosen to be the heat operators on the graphs or the operators obtained by cutting off frequencies higher than a threshold \( K_n \) defined precisely in Item (iv) in Theorem 6. Let us stress that the latter result is crucial for applications. Indeed, when one implements the MBO scheme on a large dataset, computing the full heat kernel is intractable, and thus one usually works with an approximate version of it obtained by cutting off high frequencies in precisely the way described above. Our result gives a solid mathematical justification for this procedure, proving that the scheme converges in the large data limit to the viscosity solution to mean curvature flow provided the frequency cut-off is chosen according to \( K_n \geq (\log(n))^q \) where \( q \) is a suitable positive real number and \( n \) is the number of data points. We also notice that Theorem 6 gives sufficient conditions on how to choose the length scale \( \epsilon_n \) and the time-step size \( h_n \) in order to ensure convergence of the scheme. In particular, the choice of \( h_n \) is not anymore based solely on rules-of-thumb but has theoretical foundations. Previously, only a negative result ensuring pinning of the scheme was known (van Gennip et al., 2014, Theorem 4.2). However, we point out that the conditions on \( \epsilon_n \) and \( h_n \) are only sufficient, but not sharp. Indeed, we expect that the convergence of the scheme should hold true whenever \( \epsilon_n = o(h_n) \), while our conditions imply that \( \epsilon_n = o(h_n^{3/2}) \). The sharp rate \( \epsilon_n = o(h_n) \) was verified in the simple setting of the deterministic two-dimensional regular grid \( \mathbb{Z}^2 \) by Misiats and Yip (2016), and is based on the explicit expression for the heat kernel on regular grids.
But an extension to the general setting in which we are working requires a different strategy, see also the discussion in Remark 5 to better understand how our result compares to the one in the simple setting of Misiats and Yip (2016).

Let us spend a few words on the strategy of the proofs of Theorem 4 and Theorem 6. For Theorem 4 we follow the general scheme of proof of Barles and Georgelin (1995), also used in Misiats and Yip (2016). The authors prove convergence of the classical MBO scheme to a viscosity solution to mean curvature flow in the Euclidean space. Given a smooth open set \( \Omega \subset M \), the idea is to prove that the upper semicontinuous envelope \( u^* \) and the lower semicontinuous envelope \( u_* \) of the piecewise constant in time interpolations of outcomes of the MBO scheme (with initial values \( \Omega \cap G_n \)) as defined in (2) and (3) are, respectively, a viscosity subsolution and a viscosity supersolution to mean curvature flow on the manifold. After doing that, one has to use the comparison principle in Theorem 16 to compare \( u^* \) and \( u_* \) with the unique viscosity solution \( u \) to mean curvature flow with initial value \( \Omega \) to show that \( \text{sign}(u) \leq u_* \) and \( \text{sign}^*(u) \geq u^* \). In order to check that \( u^* \) and \( u_* \) are, respectively, a viscosity subsolution and a viscosity supersolution to mean curvature flow we have to adapt the strategy in Barles and Georgelin (1995) to our setting: we need to carefully identify admissible error terms for the argument of Barles and Georgelin (1995). The estimate in Item (ii) in Theorem 4 plays a central role in this, as well as the extension of the consistency step to weighted manifolds (Theorem 22). Finally, to apply the comparison principle in Theorem 16, it is crucial to show an ordering of the initial values in the sense that \( \text{sign}_*(u(0, \cdot)) \leq u_*(0, \cdot) \) and \( \text{sign}^*(u(0, \cdot)) \geq u^*(0, \cdot) \). We verify this in the general case of a weighted manifold by carefully checking that one iteration of the MBO scheme with step size \( h \) produces a set whose normal distance from the previous one is of order \( h \) (Theorem 20). This issue seems to have been overlooked in the literature and we believe that our proof fills an important gap in the previous works, even in the Euclidean setting.

For Theorem 6 we draw inspiration from Dunson et al. (2021). There, the authors work on a fixed graph with points sampled independently from a weighted manifold and consider the error in a uniform sense between the restriction of the manifold heat kernel to the graph and the operator obtained by considering the first \( K \) frequencies of the graph heat kernel. Their estimate, however, cannot be applied in our setting because, since we want to take the number of data points to infinity, we have to be able to take the frequency cut-off \( K \) to infinity together with them. For this reason, a careful interplay between the chosen rates of convergence for \( K \), the step size \( h \) and the localization parameter \( \epsilon \) is needed. In Lemma 9 we obtain a new estimate giving precise conditions on the relation between the frequency cut-off and the number of data points. To get this, we make use of recent results on convergence of spectra of graph Laplacians (García Trillos et al. (2020); Calder and García Trillos (2022); Calder et al. (2022)).

After its introduction in this setting, several authors have developed variants of the MBO scheme. For instance, volume-preserving MBO scheme (Jacobs et al. (2018b); Jacobs (2017)) – a version of the algorithm developed by Jacobs, Merkurjev, and Esedoḡlu, where the number of points belonging to each class is invariant through iterations – and poissonMBO – a variant of the scheme for semi-supervised learning at low labeling rates introduced by Calder et al. (2020). When there are just two classes to split the dataset into, we believe that the techniques developed in the present work may be suitably modified to extend the results to these variants of the scheme. One may need to combine our ideas with
the techniques developed by Kim and Kwon (2020), where the authors develop a viscosity solution approach for volume preserving mean curvature flow in Euclidean space.

The rest of the paper is organized as follows: in Section 2 we introduce some notation and the two versions of the MBO scheme that we study – the classical one by Merkurjev et al. (2013, 2014); van Gennip et al. (2014), and a more practical one in which the heat operator in the diffusion step is modified by cutting off high frequencies. In Section 3 we state the main results of the current paper: Theorem 4 gives sufficient conditions for the abstract MBO scheme in Algorithm 3 to converge to a viscosity solution to mean curvature flow on a weighted manifold. In Theorem 6 and its corollary, Corollary 8, we show that these conditions are satisfied for the two versions of the algorithm that we study. In Section 4 we introduce the notion of viscosity solution to mean curvature flow on a weighted manifold by simply extending well-known ideas and results in the literature for mean curvature flow on compact manifolds (Ilmanen (1992)) and Euclidean spaces (Chen et al. (1991); Evans and Spruck (1991); Ambrosio and Dancer (2000)). In Appendix A we introduce the MBO scheme on a weighted manifold and we state Theorem 20, which says that one iteration of MBO produces a set whose normal distance from the previous one is of order \( h \), the chosen step-size. In this appendix, we also give an extension to weighted manifolds of the consistency step in the work of Barles and Georgelin (1995). In Appendix B we present the proofs of the results of the paper. In Appendix C, we collect some results about the behavior of the heat kernel on weighted manifolds and on the asymptotics of the spectra for graph Laplacians which are needed in the proofs.

Notation. In the present work, we make extensive use of the Landau symbols \( o, O \). To explain these, we let \( \{a_\omega\}_{\omega \in \Omega}, \{b_\omega\}_{\omega \in \Omega} \) be two families of real numbers, indexed by \( \omega \in \Omega \subset \mathbb{R} \). Let \( \omega_0 \in \mathbb{R} \cup \{-\infty, +\infty\} \) be a limit point for the set \( \Omega \), which will be clear from the context. We say that \( a_\omega = O(b_\omega) \) if
\[
\limsup_{\omega \to \omega_0} \frac{a_\omega}{b_\omega} < +\infty.
\]
We say that \( a_\omega = o(b_\omega) \) if
\[
\lim_{\omega \to \omega_0} \frac{a_\omega}{b_\omega} = 0.
\]
We also alternatively write \( a_\omega \lesssim b_\omega \) for \( a_\omega = O(b_\omega) \) and \( a_\omega \ll b_\omega \) for \( a_\omega = o(b_\omega) \). In the following, usually \((\Omega, \omega_0)\) will be \((\mathbb{N}, +\infty)\) or \((\mathbb{R}^+, 0)\), and this will be clear from the context.

2. The MBO scheme on graphs
In this section, we describe the MBO algorithm on graphs originally given by Merkurjev et al. (2013); van Gennip et al. (2014); Merkurjev et al. (2014). We refer to Laux and Lelmi (2021) for more information about its use in data clustering. We consider a weighted connected graph \( G = (V, W) \) with \( n \) vertices, with \( w_{ii} = 0 \) for every \( i = 1, \ldots, n \). For each vertex \( x_i \in V, i \in \{1, \ldots, n\} \), we can define
\[
d(x_i) = \frac{1}{n} \sum_{j=1}^{n} w_{ij}.
\]
We define $D := \text{diag}(d(x_1), \ldots, d(x_n))$. We let $\mathcal{V} := \{u|u : V \to \mathbb{R}\}$, the set of functions defined on $V$, which we endow with the inner product

$$\langle u, v \rangle_{\mathcal{V}} := \frac{1}{n} \sum_{i=1}^{n} d(x_i)u(x_i)v(x_i).$$

We define the random walk Laplacian $\Delta : \mathcal{V} \to \mathcal{V}$ as the operator induced by the matrix

$$\Delta := \left( I - \frac{1}{n} D^{-1} W \right).$$

One can check that $\Delta$ is non-negative and self-adjoint with respect to $\langle \cdot, \cdot \rangle_{\mathcal{V}}$, in particular, it has $n$ eigenvalues (counted with multiplicity) which we order in the following way

$$0 = \lambda^1 \leq \ldots \leq \lambda^n.$$  

We denote by $\{v^l\}_{1 \leq l \leq n}$ a basis of corresponding eigenvectors, orthonormal with respect to $\langle \cdot, \cdot \rangle_{\mathcal{V}}$. For $0 < K \leq n$ we define a kernel $H^K : (0, +\infty) \times V \times V \to \mathbb{R}$ via

$$H^K(t, x, y) := \sum_{l=1}^{K} e^{-t\lambda^l} v^l(x)v^l(y) \frac{d(y)}{n}.$$  

The choice $K = n$ corresponds to the heat kernel associated to $\Delta$, which is the unique function $H : (0, +\infty) \times V \times V \to \mathbb{R}$ with the property that for every $u_0 \in \mathcal{V}$, the function $\chi(t, x) := e^{-t\Delta} u_0(x) := \sum_{y \in V} H(t, x, y)u_0(y)$, $x \in V$, $t > 0$ satisfies

$$\begin{cases} \partial_t \chi = -\Delta \chi & \text{on } (0, +\infty) \times V, \\ \lim_{t \downarrow 0} \chi(t, x) = u_0(x) & \text{on } V. \end{cases}$$

We are now ready to introduce the MBO scheme on graphs.

**Algorithm 1 (MBO scheme)** Fix a time-step size $h > 0$ and initial conditions $\chi^0 : V \to \{0, 1\}$. For each $l \in \mathbb{N}$ define inductively $\chi^{l+1} : V \to \{0, 1\}$ as follows:

1. **Diffusion.** Define
   $$u^l := e^{-h\Delta} \chi^l.$$  
2. **Thresholding.** Define $\chi^{l+1}$ by
   $$\left\{ \chi^{l+1} = 1 \right\} = \left\{ u^l \geq \frac{1}{2} \right\}.$$  

We then define the piecewise constant in time, right-continuous interpolation

$$\chi^{h,V}(t, x) = \chi^l(x) \text{ for } t \in [lh, (l + 1)h) \text{ and } x \in V.$$
We are interested in understanding whether this approximation is consistent at the level of the evolution by mean curvature flow on the manifold.

In practice, computing the exact diffusion in the first step of the algorithm may be computationally intractable. For this reason, one usually implements the MBO scheme by considering only a smaller number of eigenvectors of the Laplacian, say \( K \). In other words, one uses the following more efficient variant of MBO.

**Algorithm 2 (Approximate MBO scheme)** Fix a time-step size \( h > 0 \) and initial conditions \( \chi^0 : V \to \{0,1\} \). For each \( l \in \mathbb{N} \) define inductively \( \chi^{l+1} : V \to \{0,1\} \) as follows:

1. **Diffusion.** Define \( u^l(x) := \sum_{y \in V} H^K(h, x, y)\chi^l(y) \).

2. **Thresholding.** Define \( \chi^{l+1} \) by
   \[
   \left\{ \chi^{l+1} = 1 \right\} = \left\{ u^l \geq \frac{1}{2} \right\}.
   \]

Again, we then define the piecewise constant in time, right-continuous interpolation

\[
\chi^{h,V,K}(t, x) = \chi^l(x) \quad \text{for} \quad t \in [lh, (l+1)h) \quad \text{and} \quad x \in V.
\]

At present, the choice of \( h \) and the exact value of \( K \) to pick in order to get a good approximation of the MBO scheme is obtained by trial and error. In this work, under the standard manifold assumption, we rigorously justify that an admissible regime to get a consistent result in the large-data limit is \( K \geq (\log(n))^q, \quad h \gg (\log(n))^{-\alpha} \) for some \( q, \alpha > 0 \) (see Theorem 6 for the precise choices of \( q, \alpha \)). The lower bound on \( K \) is consistent with the common choice used by practitioners, and it is reminiscent of the scaling in Johnson–Lindenstrauss’ Lemma. The requirement on \( h \) is not sharp. However, to avoid pinning (and also to speed up convergence of the scheme towards local minimizers), practitioners tend to use relatively large step sizes.

### 3. Main results

Our convergence analysis is divided into two distinct steps. Our first main result is an abstract convergence theorem providing general criteria for the convergence of an MBO scheme over a discrete structure to mean curvature flow. The second main result verifies the conditions of the abstract statement in the setting of random geometric graphs.

#### 3.1 Abstract convergence result

Hereafter \( M \subset \mathbb{R}^d \) is a \( k \)-dimensional closed Riemannian submanifold. We denote by \( g \) its metric and by \( d_M \) the induced distance. Let \( \{x_i\}_{i=1}^{+\infty} \) be a sequence of points on \( M \). Let \( V_n := \{x_1, \ldots, x_n\} \) be the set of the first \( n \) points, and let \( \mathcal{V}_n \) be the set of real-valued functions defined on \( V_n \). Assume that we are given a sequence of operators \( S_n : (0, +\infty) \times \mathcal{V}_n \to \mathcal{V}_n \) which are linear in the second variable, we then consider the following abstract version of the MBO scheme on \( V_n \).
Algorithm 3 (Abstract MBO scheme) Fix a time-step size $h_n > 0$ and initial conditions $\chi^{0,V_n} : V_n \to \{0, 1\}$. For each $l \in \mathbb{N}$ define inductively $\chi^{l+1,V_n} : V_n \to \{0, 1\}$ as follows:

1. **Diffusion.** Define
   
   $$u_n^l := S_n(h_n, \chi^{l,V_n}).$$

2. **Thresholding.** Define $\chi^{l+1,V_n}$ by
   
   $$\left\{ \chi^{l+1,V_n} = 1 \right\} = \left\{ u_n^l \geq \frac{1}{2} \right\}.$$

We then define $\chi^{h_n,V_n} : [0, +\infty) \times V_n \to \{0, 1\}$ by

$$\chi^{h_n,V_n}(t, x) := \chi^{l,V_n}(x), \ x \in V_n, \ t \in [lh_n, (l+1)h_n).$$

For convenience, we will mostly work with the $\{-1, 1\}$-valued functions

$$u^{h_n,V_n}(t, x) := 2\chi^{h_n,V_n}(t, x) - 1.$$ We also define the upper and lower limits of the family $\{u^{h_n,V_n}\}_{n \in \mathbb{N}}$ as

$$u^*(t, x) := \sup \left\{ \limsup_{n \to +\infty} u^{h_n,V_n}(t_n, x_n) \mid t_n > 0, \lim_{n \to +\infty} t_n = t, \ x_n \in V_n, \ \lim_{n \to +\infty} x_n = x \right\},$$

$$(2)$$

$$u_*(t, x) := \inf \left\{ \liminf_{n \to +\infty} u^{h_n,V_n}(t_n, x_n) \mid t_n > 0, \lim_{n \to +\infty} t_n = t, \ x_n \in V_n, \ \lim_{n \to +\infty} x_n = x \right\},$$

$$(3)$$

Let $\xi > 0$ be a smooth function on the manifold $M$, observe that since we assume the manifold $M$ to be compact, $\xi$ is actually bounded away from zero. Let $\Omega_0 \subset M$ be an open set with smooth boundary $\Gamma_0$. We let $u : [0, +\infty) \times M \to \mathbb{R}$ be the unique viscosity solution of the level set formulation of the mean curvature flow with density $\xi$ (see Section 4 for the details) with initial value $sd(\cdot, \Gamma_0) = d_M(x, \Omega_0^c) - d_M(x, \Omega_0)$, the signed distance function from $\Gamma_0$. For any $t > 0$ we also define

$$\Omega_t := \{ x \in M \mid u(t, x) > 0 \}, \ \Gamma_t = \{ x \in M \mid u(t, x) = 0 \}. \quad (4)$$

Note that by definition, the viscosity solution $u$ is continuous and thus the sets we just introduced are well-defined. Let us denote by $\Delta_\xi$ the weighted Laplacian on $M$ with weight $\mu := \xi \text{Vol}_M$, i.e.,

$$\Delta_\xi f = -\frac{1}{\xi} \text{div} (\xi \nabla f) \quad \text{for} \ f \in C^\infty(M).$$

We denote by $e^{-t\Delta_\xi}$ the corresponding heat semigroup and by $H : (0, +\infty) \times M \times M \to \mathbb{R}$ the corresponding heat kernel.

Our first main result is the following conditional convergence of the abstract formulation of the MBO scheme when the initial data on $V_n$ is chosen to be the set of points contained in $\Omega_0$.
**Theorem 4** Let $\chi_{0,G_n}^n := 1_{V_n \cap \Omega_0}$ for each $n \in \mathbb{N}$. Assume that:

(i) The operators $S_n$ satisfy the maximum principle up to errors $h_n^{3/2}$, i.e., for $n$ large enough and for each $u,v \in V_n$ it holds

$$u \leq v \Rightarrow S_n(h_n, u) \leq S_n(h_n, v) + \left( \max_{V_n} |u| + \max_{V_n} |v| \right) O(h_n^{3/2}).$$

(ii) The operators $S_n$ approximate the heat operator on the manifold, i.e., there exists a constant $\kappa > 0$ such that for every function $f \in C^\infty(M)$ we have

$$\max_{x \in V_n} S_n(h_n, f)(x) - e^{-h_n \kappa \Delta_n} f(x) = (\sup |f|) o(\sqrt{h_n}) + \text{Lip}(f) O(h_n^{3/2}).$$

where the functions $o(\sqrt{h_n}), O(h_n^{3/2})$ are independent of $f$.

(iii) The operators $S_n$ almost preserve the total mass in the sense that

$$\max_{x \in V_n} |S_n(h_n, 1_{V_n})(x) - 1| = O(h_n^{3/2}).$$

Then $u^*$ and $u_*$ defined in (2) and, respectively, (3) satisfy

$$u_*(x,t) = 1 \quad \text{if} \quad x \in \Omega_t, \quad (6)$$

$$u^*(x,t) = -1 \quad \text{if} \quad x \in (\Omega_t \cup \Gamma_t)^c. \quad (7)$$

Here $\Omega_t$ and $\Gamma_t$ are defined as in (4).

**Remark 5** (i) We will be interested in applying Theorem 4 when the set $V_n$ is endowed with a weighted graph structure, and the operator $S_n$ is chosen to be, for instance, the heat semigroup associated to the random walk Laplacian $\Delta_n$. In this context, Item (i) in Theorem 4 holds true without the error term. Indeed, the comparison principle for the heat operator precisely says that for any pair of functions $u, v \in V_n$ it holds that

$$u \leq v \Rightarrow e^{-t \Delta_n} u \leq e^{-t \Delta_n} v \quad \forall t \geq 0. \quad (8)$$

To clarify, we point out that by $u \leq v$ we mean that the inequality $u(x) \leq v(x)$ holds pointwise for all $x \in V_n$. For readers who are not familiar with these PDE methods, we present a short argument for (8). It is easy to see that, by linearity, it suffices to prove the claim for $u = 0$. For this, we show the stronger statement:

$$\begin{cases} \frac{dv}{dt} \geq -\Delta_n v, \\ v(0,\cdot) \geq 0, \end{cases} \Rightarrow v(t,x) \geq 0, \forall x \in V_n, t \geq 0. \quad (9)$$

Claim (9) is proved as follows: First, observe that by adding $t \delta$ and letting $\delta \downarrow 0$ we can reduce to the case where $\frac{dv}{dt} > -\Delta_n v$. In this case, assume the claim does not hold. Then there exist $t_0 > 0$ and $j_0 \in \{1, \ldots, n\}$ such that

$$v(t_0, x_{j_0}) = \min_{x \in V_n} v(t_0, x) < 0, \quad \frac{dv}{dt}(t_0, x_{j_0}) \leq 0.$$
In particular we have, due to the minimality of \( x_{j_0} \),
\[
\Delta_n v(t_0, x_{j_0}) = \sum_{i \neq j_0} \frac{w_{j_0,i}}{n d_n(x_i)} (v(t_0, x_{j_0}) - v(t_0, x_i)) \leq 0.
\]

These two inequalities imply that \( (\frac{d}{dt} v + \Delta_n v)(t_0, x_{j_0}) \leq 0 \), which is a contradiction to \( \frac{d}{dt} v > -\Delta_n v \).

(ii) Let us compare Theorem 4 with Misiats and Yip (2016), where the authors prove convergence of the dynamics of the graph MBO scheme to a viscosity solution to mean curvature flow in the case of regular, two-dimensional grids. More precisely, they work in the following setting: the manifold \( M \) is the standard Euclidean plane \( \mathbb{R}^2 \), and the sets \( V_n \) are given by \( V_n := \epsilon_n \mathbb{Z}^2 \) for a sequence of localization parameters \( \epsilon_n \downarrow 0 \). To put ourselves in a setting that is precisely the one we are working in we could actually work with \( M = \mathbb{T}^2 \), the 2-dimensional torus, and the sequence \( V_n \cap \mathbb{T}^2 \), but to keep the presentation simple we prefer to continue this discussion in the precise setting of Misiats and Yip (2016). Let \( v : \epsilon_n \mathbb{Z}^2 \rightarrow \mathbb{R} \) be a function which is zero outside a compact subset of \( \mathbb{R}^2 \). We denote by \( S_n(t,v) : [0, \infty) \times \epsilon_n \mathbb{Z}^2 \rightarrow \mathbb{R} \) the solution to the discrete heat equation with initial value \( v \), i.e., \( u := S_n(t,v) \) solves
\[
\begin{align*}
\frac{d}{dt} u(t,(i,j)) &= 1 \left[ \frac{1}{\epsilon_n^2} u(t,(i+1,j)) + u(t,(i-1,j)) \\
&\quad + u(t,(i,j+1)) + u(t,(i,j-1)) \right] - 4u(t,(i,j)) \quad \text{for } (i,j) \in \epsilon_n \mathbb{Z}^2,
\end{align*}
\]
\[
\begin{align*}
u(0,(i,j)) &= v((i,j)) \quad \text{for } (i,j) \in \epsilon_n \mathbb{Z}^2.
\end{align*}
\]

By using Fourier analysis methods, it can be shown that for every \( h > 0 \) and every \( (x_1, x_2) \in \epsilon_n \mathbb{Z}^2 \)
\[
S_n(h,v)((x_1, x_2)) = \sum_{(i,j) \in \epsilon_n \mathbb{Z}^2} Q_{1-x_1} \left( \frac{2h}{\epsilon_n^2} \right) Q_{1-x_2} \left( \frac{2h}{\epsilon_n^2} \right) v((i,j)),
\]
where
\[
Q_l(\alpha) := \frac{1}{2\pi} \int_{-\pi}^{\pi} \cos(l\xi)e^{i\alpha(\cos(\xi)-1)} d\xi. \tag{10}
\]

Using the asymptotic expansions (Misiats and Yip, 2016, Proposition 3) for (10) it is not hard to prove that for any smooth, compactly supported function \( f \in C_c^\infty(\mathbb{R}^2) \)
\[
\sup_{(i,j) \in \epsilon_n \mathbb{Z}^2} \left| S_n(h,f)((i,j)) - G^R_f \ast f((i,j)) \right| = \text{Lip}(f) o(\epsilon_n) + \sup |f| O \left( \frac{\epsilon_n^2}{h} \right) \tag{11}
\]
\[
\quad + \sup |f| O \left( \frac{\epsilon_n}{\sqrt{h}} \log \left( \frac{\epsilon_n}{\sqrt{h}} \right) \right),
\]
where \( G^R_h \) denotes the heat kernel in the Euclidean plane at time \( h \). In particular, when \( \epsilon_n = h^\alpha_n \) for \( \alpha \geq \frac{3}{2} \), we see that (11) implies (5). This allows us to use Theorem 4
to recover the results of Misiats and Yip (2016) when $\alpha \geq \frac{3}{2}$. Actually, an inspection of the proof of Theorem 4 shows that to check that $u^*$ and $u_*$ are, respectively, a viscosity subsolution and a viscosity supersolution to mean curvature flow, estimate (5) can be replaced by

$$\max_{x \in V_n} \left| S(h_n, f)(x) - e^{-h_n \Delta_x} f(x) \right| = (\sup |f|) o(\sqrt{h_n}) + \text{Lip}(f) O(h_n)',$$

for some $\gamma > 1$. In particular, we see that in the setting of the two-dimensional regular grid this is satisfied whenever $\epsilon_n = h_n^{\gamma - 1}$. This allows to recover the full parameter range $\gamma > 1$ of Misiats and Yip (2016). We need the slightly stronger assumption $\gamma = \frac{3}{2}$ for checking the initial conditions for $u^*$ and $u_*$, i.e. to verify that

$$\begin{cases}
    u^*(0, x) \leq \text{sign}^*(u(0, x)) & x \in M, \\
    u_*(0, x) \geq \text{sign}_*(u(0, x)) & x \in M.
\end{cases}$$

Inequalities (12) are needed to be able to apply the comparison principle for viscosity solutions to mean curvature flow, which is a crucial ingredient in our proof, as well as in Barles and Georgelin (1995); Misiats and Yip (2016). Again, we point out that this step seems to have been overlooked in the latter works.

3.2 Results on the MBO scheme and on the approximate MBO scheme

Here, we focus on the MBO scheme on weighted graphs, where the operator in the abstract scheme is replaced by the heat operator or a suitable spectral approximation of it. In this case, when the points $\{x_i\}_{i=1}^{\infty}$ are sampled independently from a suitable probability distribution on a $k$-dimensional closed Riemannian submanifold $M \subset \mathbb{R}^d$, we will verify that Items (i), (ii), (iii) in Theorem 4 hold true with high probability, and we will thus conclude the almost sure convergence of the MBO scheme to mean curvature flow. We will work in the following setting. For each $n \in \mathbb{N}$ we define weighted graphs $G_n = (V_n, W_n)$ where the vertex set $V_n$ is given by $\{x_1, \ldots, x_n\}$ and the adjacency matrix $W_n = (w_{ij}^{(n, \epsilon_n)})_{1 \leq i, j \leq n}$ is given by

$$w_{ii}^{(n, \epsilon_n)} = 0 \text{ for } 1 \leq i \leq n,$$

$$w_{ij}^{(n, \epsilon_n)} = \frac{1}{\epsilon_n^k} \eta \left( \frac{\|x_i - x_j\|_d}{\epsilon_n} \right) \text{ for } 1 \leq i, j \leq n, \ i \neq j.$$

Here $\epsilon_n > 0$ are given length scales and $\eta : [0, +\infty) \to [0, +\infty)$ is a non-increasing function with support on the interval $[0, 1]$, whose restriction to the interval $[0, 1]$ is Lipschitz continuous. We define

$$C_1 := \int_{\mathbb{R}^k} \eta(\|y\|_k) dy, \quad C_2 := \int_{\mathbb{R}^k} \eta(\|y\|_k) y^2 dy, \quad \kappa(\eta) := \frac{C_2}{2C_1}.$$

We also define, for every $x \in M$ and every $n \in \mathbb{N},$

$$d_n(x) := \frac{1}{n} \sum_{j=1}^{n} \frac{1}{\epsilon_n^k} \eta \left( \frac{\|x - x_j\|_d}{\epsilon_n} \right) 1_{\{x \neq x_j\}}.$$
Note that, when \( x = x_i \) for some \( 1 \leq i \leq n \), then \( d_n(x) \) is the degree of the \( i \)-th node. We denote by \( D_n := \text{diag}(d_n(x_1), \ldots, d_n(x_n)) \) the diagonal matrix of the degrees. The random walk Laplacian \( \Delta_n \) is the linear operator induced by the \((n \times n)\)-matrix given by

\[
\Delta_n := \frac{1}{\epsilon_n^2} \left( I - \frac{1}{n} D_n^{-1} W_n \right).
\]

We denote by \( \{ v_n^l \}_{1 \leq l \leq n} \) an orthonormal basis (with respect to the inner product \( \langle \cdot, \cdot \rangle_{V_n} \), see (1)) made of eigenvectors for the Laplacian \( \Delta_n \) corresponding to the eigenvalues \( \{ \lambda_n^l \}_{1 \leq l \leq n} \), which are ordered in the following way

\[
0 = \lambda_n^1 \leq \lambda_n^2 \leq \ldots \leq \lambda_n^n.
\]

Like in Section 2, for every \( 0 < K_n \leq n \) we define

\[
H^K_n(t, x, y) = \sum_{l=1}^{K} e^{-t\lambda_n^l} v_n^l(x) v_n^l(y) \frac{d_n(y)}{n},
\]

and we set \( H_n = H_n^n \) when \( K = n \). The MBO scheme as stated in Algorithm 1 corresponds to the choices \( S_n(t, \cdot) = e^{-t\Delta_n(\cdot)} \), the heat semigroup on the \( n \)-th graph, which acts on functions \( u \in V_n \) by

\[
e^{-t\Delta_n(u)}(x) = \sum_{y \in V_n} H_n(t, x, y) u(y).
\]

Let \( 0 < K_n \leq n \) be a sequence of numbers converging to \(+\infty\), then the approximate MBO scheme as stated in Algorithm 2 corresponds to the choices \( S_n = P_n \), where the operators \( P_n \) act on functions \( u \in V_n \) by

\[
P_n(t, u)(x) := \sum_{y \in V_n} H^K_n(t, x, y) u(y).
\]

Our second main result states that on random geometric graphs the operators \( e^{-t\Delta_n(\cdot)} \) and \( P_n \) satisfy the assumptions of Theorem 4 with high probability.

**Theorem 6** Let us assume that \( \nu := \rho \text{Vol}_M \) is a probability measure with a smooth and positive density \( \rho \), and denote by \( \{ \lambda_i \}_{i \in \mathbb{N}} \) the spectrum of the \( \rho^2 \)-weighted Laplacian on \( M \) in non-decreasing order. Assume that the points \( \{ x_i \}_{i=1}^{+\infty} \) in the above construction are i.i.d. random points sampled from \( M \), distributed according to \( \nu \). Assume that \( q > 0, \frac{2q}{K} > s > 0 \) are such that:

(i) \( q > \frac{1}{2-s} \),

(ii) \( \inf_{i \in \mathbb{N}} (\lambda_{i+1} - \lambda_i) > 0. \)

(iii) \( K_n \geq (\log(n))^q \),

(iv) \( h_n \gg (\log(n))^{-\alpha} \), with \( \alpha = -1 + \frac{2q}{K} - sq \geq 0 \),

(v) \( \epsilon_n \ll (\log(n))^{-\beta} \), with \( \beta = -\frac{1}{2} + 4q + \frac{13q}{K} - \frac{sq}{2} \geq 0 \).
(vi) It holds that

$$
\epsilon_n \gtrsim \begin{cases} 
\left(\frac{\log(n)}{n}\right)^{\frac{1}{2}} & \text{if } k \geq 3, \\
\left(\frac{\log(n)}{n}\right)^{\frac{1}{2}} & \text{if } k = 2.
\end{cases}
$$

Then the operators $e^{-t\Delta_n}(\cdot)$ and $P_n$ satisfy conditions (i), (ii) and (iii) in Theorem 4 (with $\xi = \rho^2$ and $\kappa = \kappa(\eta)$) on $G_n$ with probability greater than

$$
1 - C\epsilon_n^{-6k} \exp\left(-\frac{n\epsilon_n^{k+4}}{C}\right) - Cn \exp\left(-\frac{n}{CK^2n}\right).
$$

**Remark 7** Let us comment on this second result.

(i) For each $k \geq 2$, the space of admissible parameters $(s, q)$ in Theorem 6 is quite large. To see this, we plot the space of admissible parameters. The shaded region represents the space of admissible pairs $(s, q)$.
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Figure 1: Parameter space.

(ii) Condition (ii) in Theorem 6 contains two implicit assumptions: the first one is that the eigenvalues of the manifold Laplacian are simple, and the second one is that the gap between the eigenvalues counted without multiplicity is bounded away from zero. The first assumption is of technical nature, and we included it for simplicity of exposition, although we believe that the result can be proved even if the eigenvalues are not simple by working with eigenprojections instead of eigenfunctions. The second assumption concerns the geometry of the manifold $M$ and it is crucial for the proof. It is for example satisfied by the $k$-torus and by the $k$-sphere with standard unit density, see (Chavel, 1984, Chapter II, Section 2) and (Chavel, 1984, Chapter II, Section 4).

(iii) Let us observe that conditions (v) and (vi) in Theorem 6 are compatible, indeed the right-hand side of (v) in Theorem 6 is a rational function of $\log(n)$, while the lower bound in condition (vi) in Theorem 6 converges to zero as a power of $n$, up to a logarithmic factor. We also remark that items (iv) and (v) of Theorem 6 imply in particular

$$
\epsilon_n \lesssim h_n^{3/2},
$$
an estimate that will also be crucial later in the proof. In analogy to the regular grid setting of Misiats and Yip (2016), we expect that the convergence of the scheme should be true up to the critical scaling

$$\epsilon_n \ll h_n.$$  

Observe furthermore that condition (iv) in Theorem 6 gives a lower bound for $h_n$ of the form

$$h_n \gg (\log(\delta_n))^\alpha,$$

where $\delta_n = (\frac{1}{n})^{1/k}$ is the characteristic distance between the nodes of the graph. This is perhaps not too surprising because the diffusion needs some time to smear out the fine details in the graph that appear at its characteristic length scale. A similar condition already appeared in Dunson et al. (2021).

**Corollary 8** In the setting of Theorem 6, if we additionally assume that

$$\epsilon_n \gg \left(\frac{\log(n)}{n}\right)^{\frac{1}{1+k}},$$

then the conclusion of Theorem 4 holds almost surely both for the MBO scheme, Algorithm 1, and the approximate MBO scheme, Algorithm 2.

An important ingredient for the proof of Theorem 6 is the following lemma, which gives an estimate of the distance between the approximate heat kernel on the graph and the heat kernel on the manifold in a uniform sense. Such heat kernel estimates are of independent interest, for example, one should compare with (Dunson et al., 2021, Theorem 3), where the authors obtain a similar estimate when the frequency cut-off $K_n$ and the time-scale $h_n$ are fixed. In Lemma 9 we improve their result by showing how to choose $K_n$ in terms of $n$ as $n \to +\infty$.

**Lemma 9** In the setting of Theorem 6, there exist constants $a_1, a_2, a_3, a_4 > 0$ such that if $n$ is large enough, then, with probability greater than $1 - a_1 \epsilon_n^{6k} \exp(-a_2 n \epsilon_n^{k+4}) - a_3 n \exp(-a_4 n (\lambda K_n + 1)^{-k})$, we have

$$\max_{x,y \in V_n} \left| H_{\epsilon_n}^{K_n}(h_n, x, y) - \frac{\rho(y)}{n} H(\kappa(\eta) h_n, x, y) \right| = o\left(\frac{\sqrt{h_n}}{n}\right).$$

(15)

4. The level set equation for MCF on a weighted manifold

In this section, we provide the basic framework for viscosity solutions to mean curvature flow in weighted Riemannian manifolds.

Hereafter $(M, g)$ is a $k$-dimensional closed Riemannian manifold, and $\xi > 0$ is a smooth function on $M$. Recall that the evolution of a smooth open set $\Omega_0$ by mean curvature follows the trajectory of steepest descent of the area functional (see, for instance, Proposition 1.2.1 in Mantegazza (2011)), which is defined as

$$\Omega \mapsto \int_{\partial \Omega} dS,$$
where Ω ranges over all open sets in M with a smooth boundary. When we consider a weight ξ on the manifold, the correct functional to consider is the weighted-area functional, defined as

$$\Omega \mapsto \int_{\partial \Omega} \xi dS,$$

where Ω ranges over all open sets in M with smooth boundary. We define the evolution of mean curvature flow with density ξ - hereafter denoted as MCF_ξ - as the trajectory of steepest descent of this functional. To derive an equation for MCF_ξ we consider a family \( \{\Omega(t)\}_{0 \leq t < T} \) of smooth open sets evolving smoothly in time with normal velocity vector V. Denote by \( \nu(t) \) a smooth extension of the outer unit normal such that \( g(\nu(t), \nu(t)) = 1 \) in a neighborhood of \( \partial \Omega(t) \). We then have by Gauss’ Theorem

$$\frac{d}{dt} \int_{\partial \Omega(t)} \xi dS = \frac{d}{dt} \int_{\Omega(t)} \frac{1}{\xi} \text{div}(\xi \nu(t)) \xi d\text{Vol}_M$$

$$= \int_{\partial \Omega(t)} \frac{1}{\xi} \text{div}(\xi \nu(t)) g(V(t), \nu(t)) \xi dS + \int_{\Omega(t)} \text{div}(\xi \partial_t \nu(t)) d\text{Vol}_M$$

$$= \int_{\partial \Omega(t)} \frac{1}{\xi} \text{div}(\xi \nu(t)) g(V(t), \nu(t)) \xi dS + \int_{\partial \Omega(t)} \xi g(\partial_t \nu(t), \nu(t)) dS$$

$$= \int_{\partial \Omega(t)} \frac{1}{\xi} \text{div}(\xi \nu(t)) g(V(t), \nu(t)) \xi dS,$$

where in the last line we used that \( g(\partial_t \nu(t), \nu(t)) = \frac{1}{2} \frac{d}{dt} g(\nu(t), \nu(t)) = 0 \) because \( g(\nu(t), \nu(t)) = 1 \) in a neighborhood of \( \partial \Omega(t) \). We thus see that the trajectory of steepest descent is given by

$$g(V, \nu) = -\frac{1}{\xi} \text{div}(\xi \nu).$$

We are thus led to the following definition.

**Definition 10** Let \((M, g)\) be a smooth k-dimensional closed Riemannian manifold. Let \( \xi > 0 \) be a smooth function on M. A family \( \{\Omega_t\}_{t \geq 0} \) of smooth open subsets of M is said to evolve by MCF_ξ if

$$g(V, \nu) = -\frac{1}{\xi} \text{div}(\xi \nu). \quad (16)$$

where \( V \) is the velocity vector field of the evolution and \( \nu \) is the outer unit normal field.

**Remark 11** Let \( N \subset M \) be a \((k - 1)\)-dimensional Riemannian submanifold of M. Recall that the scalar mean curvature of N is the map \( H : N \to \mathbb{R} \) defined for \( x \in N \) as \( H(x) = \text{tr}(s_x) \), where \( \text{tr}(s_x) \) denotes the trace of the second fundamental form of N in M at x. Let \( \{\Omega_t\}_{t \geq 0} \) be as in Definition 10, it can be shown that the mean curvature \( H(t) \) of \( \partial \Omega(t) \) satisfies \( \text{div}(\nu(t)) = H(t) \), equation (16) can thus be rewritten as

$$g(V, \nu) = -H - g \left( \frac{\nabla \xi}{\xi}, \nu \right), \quad (17)$$

which yields the following interpretation for (16): the evolution by MCF_ξ as defined in Definition 10 is driven by the minimization of two quantities, area and density. The first
term on the right-hand side of (17) forces the evolution to follow a trajectory which decreases as much as possible the area of \( \partial \Omega(t) \), whereas the second term on the right-hand side forces the evolution to move towards regions where the density \( \xi \) is low.

We now derive the corresponding level set formulation for the above evolution in the spirit of Evans and Spruck (1991); Chen et al. (1991). Let \( u : [0, +\infty) \times M \to \mathbb{R} \) be a smooth function, assume for this heuristic discussion that \( Du \neq 0 \) everywhere. For any \( s \in \mathbb{R} \) define \( \Omega^s_t := \{ x \in M : u(t, x) > s \} \) and assume that \( \{ \Omega^s_t \}_{t \geq 0} \) evolves by MCF\( _\xi \) defined in Definition 10. Let \( s \in \mathbb{R} \) and let \( x : (0, T) \to M \) a smooth curve such that \( x(t) \in \partial \Omega^s_t \) for every time \( 0 < t < T \). Then

\[
0 = \frac{d}{dt} u(t, x(t)) = (\partial_t u)(t, x(t)) + g(\nabla u(t, x(t)), \dot{x}(t)).
\]

Using the fact that the outer normal to the super level set \( \Omega^s_t \) is given by \( \nu(t, x) = -\frac{\nabla u(t, x)}{|\nabla u(t, x)|} \)
and plugging in (16) we obtain

\[
(\partial_t u)(t, x(t)) = |\nabla u(t, x(t))|g(\nu(t, x(t)), V(t, x(t)))
= -|\nabla u(t, x(t))|\frac{1}{\xi(x(t))} \text{div}(\nu(t, x(t))).
\]

Using the product rule for the divergence and recalling that \( \nu = -\frac{\nabla u}{|\nabla u|} \) we observe that \( u \) solves

\[
\partial_t u = \left\langle g - \frac{Du \otimes Du}{|Du|^2}, D^2 u \right\rangle + g\left( \frac{\nabla \xi}{\xi}, \nabla u \right), \tag{18}
\]

where we denoted by \( \langle \cdot, \cdot \rangle \) the extension of \( g \) to the linear bundle of \( T^*M \otimes T^*M \), i.e. for \( A, B \) sections of \( T^*M \otimes T^*M \) we have in local coordinates

\[
\langle A, B \rangle := \sum_{i,j,k,l=1}^k A_{ij} g^{jk} g^{kl} B_{li}.
\]

From (18) we are led to the following definition.

**Definition 12** Let \( u : (0, T) \times M \to \mathbb{R} \) be a smooth function with \( Du \neq 0 \) everywhere. Then \( u \) is said to solve the level set formulation of MCF\( _\xi \) if (18) holds on \( (0, T) \times M \).

**Remark 13** Another way of deriving directly equation (18) without relying on (16) is by computing the steepest descent of the total variation functional \( \int_M |\nabla u| \xi d\text{Vol}_M \) with respect to the metric

\[
(v, w) = \int_M \left( \frac{v}{|\nabla u|} \right) \left( \frac{w}{|\nabla u|} \right) |\nabla u| \xi d\text{Vol}_M,
\]

which is precisely the metric obtained by integrating the standard \( L^2(\xi dS) \) metric on normal velocities over all level sets of \( u \). This can be made rigorous by using the co-area formula. Indeed, consider a smooth function \( u : (0, T) \times M \to \mathbb{R} \) with \( Du \neq 0 \), we then compute

\[
\frac{d}{dt} \int_M |\nabla u(t, x)| \xi(x) d\text{Vol}_M = \int_M g\left( \frac{\nabla u(x, t)}{|\nabla u(t, x)|}, \nabla \partial_t u(t, x) \right) \xi(x) d\text{Vol}_M
\]
Large data limit of the MBO scheme for data clustering

\[ = - \int_M \text{div} \left( \xi \frac{\nabla u}{|\nabla u|} \right) (t, x) \partial_t u(t, x) d\text{Vol}_M. \]

Thus the steepest descent of the total variation functional with respect to the metric defined above is given by requiring

\[ \partial_t u = |\nabla u| \frac{1}{\xi} \text{div} \left( \xi \frac{\nabla u}{|\nabla u|} \right), \]

which is equivalent to (18).

We are now ready to introduce a weak solution concept for (18) based on the notion of a viscosity solution. This is a way of making sense of equation (18) when \( u \) is just continuous. The equation satisfies a comparison principle like the one we saw in the simple case of the heat equation (see Item (i) in Remark 5), and it thus allows to give an interpretation for (18) in a weak sense. To this aim, let us first observe that a classical solution to (18) is characterized by being both a subsolution and a supersolution (i.e. a smooth function satisfying equation (18) with \( \leq \) and, respectively, \( \geq \)). Thus we need to interpret the notion of subsolution (respectively, supersolution) in a weak sense. We focus on the former. To do this, we want to be able to make sense of the pointwise inequality

\[ \partial_t u \leq \left\langle g - \frac{D_u \otimes D_u}{|D_u|^2}, D^2 u \right\rangle + g \left( \frac{\nabla \xi}{\xi}, \nabla u \right) \]

for an upper semi-continuous function \( u : (0, T) \times M \rightarrow \mathbb{R} \), for which the required differential operators are not well defined. For this, we consider any point \( (t_0, x_0) \in (0, T) \times M \) and observe that if \( \varphi \in C^\infty((0, T) \times M) \) is such that \( \varphi \) touches the graph of \( u \) from above at \( (t_0, x_0) \), then \( u - \varphi \) has there a local maximum (see Figure 2). Thus, if \( u \) was smooth, at \( (t_0, x_0) \) its gradient and its time derivative would coincide with the ones of \( \varphi \) and we would have an ordering for the Hessians. In other words, at \( (t_0, x_0) \), using also that \( u \) is a subsolution

\[ \partial_t \varphi = \partial_t u \leq \left\langle g - \frac{D_u \otimes D_u}{|D_u|^2}, D^2 u \right\rangle + g \left( \frac{\nabla \xi}{\xi}, \nabla u \right) \leq \left\langle g - \frac{D_\varphi \otimes D_\varphi}{|D_\varphi|^2}, D^2 \varphi \right\rangle + g \left( \frac{\nabla \xi}{\xi}, \nabla \varphi \right). \]

Observe that to write down the inequality for \( \varphi \) we do not need smoothness of \( u \), and thus this will become the basis for the definition of viscosity subsolution.

In the context of mean curvature flow with constant density \( \xi = 1 \) viscosity solutions were introduced in Evans and Spruck (1991) and Chen et al. (1991) in the Euclidean case, and in Ilmanen (1992) on curved manifolds. We now provide the rigorous definition we will be using. If \( U \subset (0, T) \times M \) is an open set, \( (t_0, x_0) \in U \) and if \( u : (0, T) \times M \rightarrow \mathbb{R} \) is an upper (lower) semi-continuous function, a smooth function \( \varphi : U \rightarrow \mathbb{R} \) is said to be tangent to \( u \) at \( (t_0, x_0) \) from above (below), if \( u - \varphi \) has a local maximum (minimum) at \( (t_0, x_0) \).

**Definition 14** An upper (lower) semi-continuous function \( u : (0, T) \times M \rightarrow \mathbb{R} \) is said to be a viscosity subsolution (supersolution) for (18) if for every \( (t_0, x_0) \in (0, T) \times M \) and every smooth function \( \varphi \) tangent to \( u \) from above (below):
(i) If $D\varphi(t_0, x_0) \neq 0$ then
\[
\partial_t \varphi \leq \left\langle g - \frac{D\varphi \otimes D\varphi}{|D\varphi|^2}, D^2 \varphi \right\rangle + g \left( \frac{\nabla \xi}{\xi}, \nabla \varphi \right) \geq \text{ at } (t_0, x_0)
\]

(ii) Otherwise there exists $\nu \in T^*_x M$ with $|\nu| \leq 1$ such that
\[
\partial_t \varphi \leq \langle g - \nu \otimes \nu, D^2 \varphi \rangle \geq \text{ at } (t_0, x_0)
\]

We say that $u$ is a viscosity solution if it is both a subsolution and a supersolution.

In Ilmanen (1992) the author introduces the notion of viscosity subsolution/supersolution to mean curvature flow on a manifold (which corresponds to choosing the constant density $\xi = 1$) requiring continuity of the function $u$. We need to work with this slightly more general definition because the functions $u_*$ and $u^*$ in Theorem 4 are not continuous. We recall the following useful characterization of Definition 14, which says that we need to check condition (ii) only when also $D^2 \varphi(t_0, x_0) = 0$.

**Proposition 15** Let $u : (0, T) \times M \to \mathbb{R}$ be an upper (lower) semicontinuous function. Then $u$ is a viscosity subsolution (supersolution) of the level set formulation of $MCF_\xi$ if and only if whenever $\varphi$ is tangent to $u$ at $(t_0, x_0)$ from above (below), (i) is satisfied and if $D\varphi(t_0, x_0) = 0$ and $D^2 \varphi(t_0, x_0) = 0$, then
\[
\partial_t \varphi(t_0, x_0) \leq 0 \geq.
\]

Proposition 15 is proved in the Euclidean case in (Barles and Georgelin, 1995, Proposition 2.2). On a manifold, the proof is analogous and is therefore omitted. We recall the following comparison principle.
Theorem 16 Let $M$ be a closed $k$-dimensional Riemannian manifold. Let $\xi > 0$ be a smooth function on $M$. Let $u$ be a viscosity subsolution of (18) on $(0, T] \times M$ and let $v$ be a viscosity supersolution of (18) on $(0, T] \times M$. Define

$$\overline{u}(x) := \limsup_{y \to x, t \to 0} u(t, y), \quad \underline{v}(x) := \liminf_{y \to x, t \to 0} v(t, y).$$

Assume that $\overline{u} \leq v$ and that either $\overline{u}$ or $v$ is continuous. Then for every $t \in (0, T]$

$$u(t, \cdot) \leq v(t, \cdot).$$

Theorem 16 is proved when $\xi = 1$ is the constant density and the functions $u, v$ are assumed to be continuous in Ilmanen (1992). A careful look at the proof of Ilmanen (1992) reveals that the same argument goes through with the above assumptions. When $M = \mathbb{R}^k$ is the flat Euclidean space, an even more general version of Theorem 16 can be found in (Ambrosio and Dancer, 2000, Theorem 18). We also recall the following result concerning the existence of viscosity solutions, which can be again found in Ilmanen (1992) for the case of a constant density $\xi = 1$, and for which we thus omit the proof.

Theorem 17 Let $M$ be a $k$-dimensional closed Riemannian manifold, and let $\xi > 0$ be a smooth function on $M$. Let $u_0 : M \to \mathbb{R}$ be continuous. Then there exists a unique viscosity solution $u : [0, T) \times M \to \mathbb{R}$ to (18) such that $u(0) = u_0$.

Finally, we recall the following relabeling property.

Lemma 18 Let $M$ be a $k$-dimensional closed Riemannian manifold, and let $\xi > 0$ be a smooth function on $M$. Let $u : [0, T) \times M \to \mathbb{R}$ be a viscosity solution to (18). Then for every continuous map $\Psi : \mathbb{R} \to \mathbb{R}$, the function $v := \Psi \circ u$ is a viscosity solution to (18).

Lemma 18 is proved in Ilmanen (1992) in the case of a constant density $\xi = 1$, and we thus skip the proof.
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Appendix A. MBO scheme on manifolds

As in the previous section, $M$ will denote a $k$-dimensional closed Riemannian manifold and $\xi > 0$ will denote a smooth function on $M$. The following algorithm can be used to approximate the evolution of an open set $\Omega_0 \subset M$ with smooth boundary by MCF$_{\xi}$. The results contained in the present section, i.e. Theorem 20, Corollary 21, and Theorem 22 are proved in Section B.3.

Algorithm 19 (MBO scheme on manifolds) Fix a time-step size $h > 0$, a diffusion coefficient $\kappa > 0$ and a (bounded) drift $f : M \to \mathbb{R}$. Let $\Omega_0 \subset M$ be an open set with a smooth boundary. For each $n \in \mathbb{N}$ define inductively $\Omega_{n+1}$ as follows.

1. **Diffusion.** Define $u_t := e^{-h \kappa \Delta_\xi} 1_{\Omega_{l+1}}$.

2. **Thresholding.** Define $\Omega_{n+1}$ by $\Omega_{l+1} = \left\{ u_t \geq \frac{1}{2} + f \sqrt{h} \right\}$.

Before stating the next result, let us introduce some notation. Given a set $E \subset M$, we denote by $\text{diam}(E)$ its diameter, i.e. the supremum of $d_M(x, y)$ taken over pair of points $x, y \in E$. We denote by inj$(M)$ the injectivity radius of the manifold $M$, which is defined as the quantity such that for any $r < \text{inj}(M)$ and any $x \in M$, the exponential map is a diffeomorphism onto the open ball $B_r(x)$. We then have the following result for one step of MBO.

**Theorem 20** Let $M$, $\xi$ be as above. Let $\Omega_0$ be a smooth open set such that $\text{diam}(\Omega_0) < \frac{\text{inj}(M)}{2}$. Let $\Omega_1$ be obtained by applying one step of MBO with a bounded drift $f : M \to \mathbb{R}$ to $\Omega_0$ with a given step size $h > 0$ and a given diffusion coefficient $\kappa > 0$. Let $x \in \partial \Omega_0$. Let $\nu(x) \in T_x M$ be the outer unit normal to $\partial \Omega_0$ at $x$ and define

$$z(x) := \begin{cases} \sup \left\{ s \in \mathbb{R}^- \mid \exp_x(s \nu(x)) \in \Omega_1 \right\} & \text{if } x \not\in \Omega_1, \\ \inf \left\{ s \in \mathbb{R}^+ \mid \exp_x(s \nu(x)) \not\in \Omega_1 \right\} & \text{if } x \in \Omega_1. \end{cases}$$

Then we have

$$|z(x)| \leq V h,$$

where the constant $V$ depends only on $\kappa$, the $L^\infty$-norm of $f$, the ambient manifold $M$, and the $C^0$-norm of the second fundamental form of $\partial \Omega_0$.

We will apply Theorem 20 in the special case where $\Omega_0 = B_r(x_0)$ is a geodesic ball in the Riemannian manifold $M$. In this case, Theorem 20 specialized to the following corollary.

**Corollary 21** Let $x_0 \in M$ and $R < \frac{\text{inj}(M)}{4}$ be fixed. Then there is a constant $C_R < +\infty$ such that if $\frac{R}{2} < r \leq R$ and, in the above theorem, $\Omega_0 = B_r(x_0)$, then

$$|z(x)| \leq C_R h$$

for every $x \in \partial B_r(x_0)$. 
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Finally, we have the following consistency result, which will be crucial in proving Theorem 4. Hereafter, \( C^{1,2}((0, +\infty) \times M) \) is defined as the space of functions on \((0, +\infty) \times M\) which are \( C^1 \) in the first variable, and \( C^2 \) in the second one. The space \( C^{1,2}((0, +\infty) \times M) \) is endowed with a norm, and thus a notion of convergence, given by

\[
\| f \|_{C^{1,2}((0, +\infty) \times M)} = \| f \|_{C^0((0, +\infty) \times M)} + \| \partial_t f \|_{C^0((0, +\infty) \times M)} \\
+ \| Df \|_{C^0((0, +\infty) \times M)} + \| D^2 f \|_{C^0((0, +\infty) \times M)}.
\]

**Theorem 22** Let \( h_n \) be a sequence of positive real numbers converging to zero. Assume that \( \varphi_{h_n} : (0, +\infty) \times M \to \mathbb{R} \) are \( C^{1,2}((0, +\infty) \times M) \) functions converging in \( C^{1,2}((0, +\infty) \times M) \) to a function \( \varphi : (0, +\infty) \times M \to \mathbb{R} \). Assume that \((s_h, z_h) \in (0, +\infty) \times M\) are converging to a point \((s, z) \in [0, +\infty) \times M\). Assume also that \( \delta_n := \varphi_{h_n}(s_h, z_h) \) are such that

\[
\lim_{n \to +\infty} \frac{\delta_n}{\sqrt{h_n}} = 0. 
\]

Then we have that:

(i) If \( D\varphi(s, z) \neq 0 \) then

\[
\liminf_{n \to +\infty} \frac{1}{\sqrt{\kappa h_n}} \left( \frac{1}{2} - \int_{\{\varphi_{h_n}(s_h, z_h) \geq 0\}} H(\kappa h_n, z_h, y)\xi(y)d\text{Vol}_M \right) \\
\geq \frac{1}{2\sqrt{\pi|D\varphi(s, z)|}} \left( \partial_t \varphi - \left( g - \frac{D\varphi \otimes D\varphi}{|D\varphi|^2}, D^2 \varphi \right) - g \left( \frac{\nabla \xi}{\xi}, \nabla \varphi \right) \right)(s, z).
\]

(ii) Otherwise if \( D\varphi(s, z) = 0, D^2 \varphi(s, z) = 0 \) and

\[
\frac{1}{2} - \int_{\{\varphi_{h_n}(s_h, z_h) \geq 0\}} H(\kappa h_n, z_h, y)\xi(y)d\text{Vol}_M \leq o(\sqrt{h_n}),
\]

then

\[
\partial_t \varphi(s, z) \leq 0.
\]

**Appendix B. Proofs**

**B.1 Conditional convergence: Proof of Theorem 4**

The purpose of this section is the proof of Theorem 4, which is inspired by the works Barles and Georgelin (1995) and Misiats and Yip (2016).

**Proof of Theorem 4.** Let \( u \) be the unique viscosity solution to MCF\(_{\xi}\) from Theorem 17 with \( \xi = \rho^2 \), starting from \( u(0, \cdot) = sd(\cdot, \Gamma_0) := d_M(x, \Omega_0^c) - d_M(x, \Omega_0) \). We will show later that \( u^* \) and \( u_* \) are, respectively, a viscosity subsolution and a viscosity supersolution of the level set formulation of MCF\(_{\xi}\) according to Definition 14. We furthermore claim that for every \( x \in M, \)

\[
u^*(0, x) \leq \text{sign}^*(u(0, x)),
\]
where \( \text{sign}^* \) and \( \text{sign}_* \) are, respectively, the upper semi-continuous envelope and the lower semi-continuous envelope of the sign function.

Once these facts are proved, it follows from Theorem 16 that for every \( x \in M \) and every \( t \geq 0 \),

\[
\begin{align*}
u^*(t, x) &\leq \text{sign}^*(u(t, x)), \\
u_*(t, x) &\geq \text{sign}_*(u(t, x)).
\end{align*}
\]

To see this, we observe that if \( \Psi : \mathbb{R} \to \mathbb{R} \) is a continuous function such that \( \Psi \geq \text{sign}^* \), then the relabeling property in Lemma 18 implies that \( \Psi \circ u \) is a continuous solution to (18) with \( u^*(0, x) \leq \text{sign}^*(u(0, x)) \leq \Psi(u(0, x)) \) for every \( x \in M \), thus Theorem 16 implies that for every \( 0 \leq t \leq T \) and every \( x \in M \)

\[
\begin{align*}
u^*(t, x) &\leq \inf_{\Psi \text{ continuous}, \Psi \geq \text{sign}^*} \Psi(u(t, x)) = \text{sign}^*(u(t, x)).
\end{align*}
\]

A similar argument gives (24). Let us now conclude the proof of the theorem assuming that (23) and (24) hold. If \( x \in \Omega_t \), then \( u(t, x) > 0 \), thus (24) yields \( u^*(t, x) = 1 \). In a similar way (23) implies that \( u_* = -1 \) on \( (\Omega_t \cup \Gamma_t)^c \). We are thus left with proving that \( u^* \) is a subsolution, that \( u_* \) is a supersolution and with verifying the initial conditions (21) and (22).

We now show that indeed \( u^* \) is a viscosity subsolution. Pick a test functions \( \varphi \) tangent to \( u^* \) at \((t_0, x_0) \in (0, +\infty) \times M \) from above. We may assume without loss of generality that

\[
\lim_{t \to +\infty} \max_M \varphi(t, \cdot) = +\infty,
\]

and that \( u^* - \varphi \) has a strict global maximum at \((t_0, x_0)\). Thanks to Proposition 15, we only need to check that

1. Either \( D\varphi(t_0, x_0) \neq 0 \) and

\[
\partial_t \varphi \leq \left( g - \frac{D\varphi \otimes D\varphi}{|D\varphi|^2}, D^2 \varphi \right) + g \left( \frac{\nabla \xi}{\xi} , \nabla \varphi \right) \text{ at } (t_0, x_0).
\]

2. Or \( D\varphi(t_0, x_0) = 0 \), \( D^2 \varphi(t_0, x_0) = 0 \) and

\[
\partial_t \varphi(t_0, x_0) \leq 0.
\]

If \((t_0, x_0) \in \{ u^* = -1 \} \) or \( (t_0, x_0) \in \text{Int} \{ u^* = 1 \} \) the claim is trivial, because in that case \( u^* \) is constant in a neighborhood of \((t_0, x_0)\). We thus assume that \((t_0, x_0) \in \partial \{ u^* = 1 \} \). By definition, there exists a sequence \((t_n, z_n)\) such that \( z_n \in G_{n_j} \) for every \( j \in \mathbb{N} \) and, as \( j \to +\infty \),

\[
\begin{align*}
n_j &\to +\infty, \\
z_n &\to x_0,
\end{align*}
\]
For every $j \in \mathbb{N}$, pick

$$\begin{align*}
(s_j, x_j) \in \arg\max_{x \in G_{n_j}, s \in (0, +\infty)} \left\{ u^{n_j, G_{n_j}}(s, x) - \varphi(s, x) \right\}. \tag{26}
\end{align*}$$

We observe that, up to extracting a subsequence, $(s_j, x_j) \to (t_0, x_0)$ as $j \to +\infty$. Indeed by the compactness of $M$ and the assumption (25), we may assume that the sequence $(s_j, x_j)$ converges to some limit point $(s, x)$. Then by definition of $u^*$, by the choice (26) and by the properties of the points $(t_{n_j}, z_{n_j})$ we must have

$$\begin{align*}
(u^* - \varphi)(s, x) &\geq \limsup_{j \to +\infty} (u^{n_j, G_{n_j}} - \varphi)(s_j, x_j) \\
&\geq \limsup_{j \to +\infty} (u^{n_j, G_{n_j}} - \varphi)(t_{n_j}, z_{n_j}) \\
&= (u^* - \varphi)(t_0, x_0).
\end{align*}$$

This forces $(t_0, x_0) = (s, x)$, because $(t_0, x_0)$ is a strict global maximum for $u^* - \varphi$. It is also easy to check that $u^{n_j, G_{n_j}}(s_j, x_j) = 1$ for $j$ large enough. We now pick a sequence $\delta_j \downarrow 0$ to be determined later, and we define $\theta_j : \mathbb{R} \to [-1, 1]$ to be a smooth function such that

$$\begin{align*}
\theta_j(t) &= \text{sign}(t) \text{ for } |t| \geq \delta_j, \\
\|\theta'_j\|_\infty &\leq \frac{2}{\delta_j}.
\end{align*}$$

We claim that

$$u^{n_j, G_{n_j}}(s, z) \leq \theta_j(\varphi(s, z) - \varphi(s_j, x_j) + \delta_j) \tag{27}$$

for every $j$ large enough, $z \in G_{n_j}$ and $s \in (0, +\infty)$. Indeed, inequality (27) holds trivially if $u^{n_j, G_{n_j}}(s, z) = -1$. If instead $u^{n_j, G_{n_j}}(s, z) = 1$, probing (26) with $(s, z)$, we have

$$\begin{align*}
1 &= u^{n_j, G_{n_j}}(s, z) \\
&\leq u^{n_j, G_{n_j}}(s_j, x_j) - \varphi(s_j, x_j) + \varphi(s, z) \\
&= 1 - \varphi(s_j, x_j) + \varphi(s, z),
\end{align*}$$

where we used that $u^{n_j, G_{n_j}}(s_j, x_j) = 1$ for $j$ large enough. In particular

$$0 \leq -\varphi(s_j, x_j) + \varphi(s, z),$$

which, by definition of $\theta_j$, yields (27).

We now choose $s = s_j - h_{n_j}$ in (27), we apply $S_{n_j}(h_{n_j}, \cdot)$ to both sides of the inequality and we evaluate at $x_j$. Recalling assumption (i) of Theorem 4 we get

$$\begin{align*}
S_{n_j}(h_{n_j}, u^{n_j, G_{n_j}}(s_j - h_{n_j}, \cdot))(x_j) \\
\leq S_{n_j}(h_{n_j}, \theta_j(\varphi(s - h_{n_j}, \cdot) - \varphi(s_j, x_j) + \delta_j))(x_j) + O\left(h_{n_j}^{3/2}\right). 
\end{align*}$$
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We now apply \( \text{sign}^* \) to both sides of the inequality to get
\[
1 = u^{n_j,G_{n_j}}(s_j, x_j) \leq \text{sign}^* \left( S_{n_j}(h_{n_j}, \theta_j(\varphi(s_j - h_{n_j}, \cdot) - \varphi(s_j, x_j) + \delta_j))(x_j) + O(h_{n_j}^{3/2}) \right),
\]
which, by definition of the function \( \text{sign}^* \), implies
\[
0 \leq S_{n_j}(h_{n_j}, \theta_j(\varphi(s_j - h_{n_j}, \cdot) - \varphi(s_j, x_j) + \delta_j))(x_j) + O(h_{n_j}^{3/2}).
\]
We now divide both sides of the previous inequality by 2 and we add 1/2 to both sides of the inequality. Using assumption (iii) of Theorem 4 and the linearity of \( S_n \) in the second variable yields
\[
\frac{1}{2} \leq S_{n_j} \left( h_{n_j}, \left( \frac{1 + \theta_j}{2} \right) (\varphi(s_j - h_{n_j}, \cdot) - \varphi(s_j, x_j) + \delta_j) \right)(x_j) + O(h_{n_j}^{3/2}).
\]
Define
\[
f_j(z) := \left( \frac{1 + \theta_j}{2} \right) \left( \varphi(s_j - h_{n_j}, z) - \varphi(s_j, x_j) + \delta_j \right).
\]
Then by applying the estimate (5) in assumption (ii) in Theorem 4 we obtain
\[
\frac{1}{2} \leq (e^{-h_{n_j} \kappa \Delta_t} f_j)(x_j) + o(h_{n_j}^{1/2}) + \frac{2}{\delta_j} O(h_{n_j}^{3/2}).
\]
In other words, we have
\[
o(h_{n_j}^{1/2}) + \frac{2}{\delta_j} O(h_{n_j}^{3/2}) \geq \frac{1}{2} - \int_M H(h_{n_j}, x_j, y) f_j(y) \xi(y) d \text{Vol}_M(y)
\]
\[
\geq \frac{1}{2} - \int_{\{\varphi(s_j - h_{n_j}, \cdot) - \varphi(s_j, x_j) + \delta_j \geq 0\}} H(h_{n_j}, x_j, y) \xi(y) d \text{Vol}_M(y).
\]
We divide the previous inequality by \( \sqrt{ h_{n_j} \kappa} \), and we choose \( \delta_j = h_{n_j}^{2/3} \) so that on the one hand \( \frac{h_{n_j}}{\delta_j} \to 0 \) and on the other hand we can apply Theorem 22. If \( D \varphi(t_0, x_0) \neq 0 \), then by (i) in Theorem 22,
\[
\left( \partial_t \varphi - \left( g - \frac{D \varphi \otimes D \varphi}{|D \varphi|^2}, D^2 \varphi \right) - g \left( \frac{D \xi}{\xi}, D \varphi \right) \right)(t_0, x_0),
\]
which gives (i) in Definition 14. If \( D \varphi(t_0, x_0) = 0 \) and \( D^2 \varphi(t_0, x_0) = 0 \) then we can apply (ii) in Theorem 22 to get the second item in the equivalent description of viscosity subsolution in Proposition 15. Thus \( u^* \) is a viscosity subsolution. In a similar way one can prove that \( u_* \) is a supersolution.

We are left with checking the initial conditions for \( u^* \) and \( u_* \). Again, we focus on the inequality (21) for \( u^* \), since the argument for \( u_* \) is similar. Observe that
\[
\text{sign}^*(u(0, x)) = \begin{cases} 
1 & \text{if } x \in \overline{\Omega_0} \\
-1 & \text{if } x \in M \setminus \overline{\Omega_0}
\end{cases}
\]
and since \( u^* \in \{-1, 1\} \), we just have to show that \( u^*(0, x) = -1 \) for \( x \in M \setminus \overline{\Omega}_0 \). To this aim, pick a sequence \( (t_n, z_n) \in (0, +\infty) \times G_n \) such that \( t_n \to 0 \) and \( z_n \to x \) as \( n \to +\infty \). We have to show that \( u_n^{G_n}(t_n, z_n) = -1 \) for \( n \) large enough. For \( q \in \mathbb{R} \), denote by \( T^{q,G_n}(h_n)(\Omega_0) \) the outcome of the abstract thresholding scheme with thresholding value given by \( q \) and step size \( h_n \) on the graph \( G_n \) with initial value \( \Omega_0 \cap V_n \). For \( m \in \mathbb{N} \) we also write \( (T^{q,G_n}(h_n))^m \) for \( T^{q,G_n}(h_n) \circ \ldots \circ T^{q,G_n}(h_n) \). Since \( x \in M \setminus \overline{\Omega}_0 \) there exists \( R > 0 \) such that \( B_R(x) \subset M \setminus \overline{\Omega}_0 \). We denote by \( w_n : V_n \to [0, +\infty) \) a sequence of non-negative functions which, for \( n \) large enough and for every \( u, v \in V_n \), satisfy

\[
  u \leq v \Rightarrow S(h_n, u) \leq S(h_n, v) + w_n,
\]

\[
a_n := \|w_n\|_{L^\infty(G_n)} = O(h_n^{3/2}),
\]

\[
  \max_{x \in V_n} |S(h_n, 1_{G_n})(x) - 1| < a_n.
\]

Such functions exist by assumptions (i) and (iii) in Theorem 4. We now check that

\[
V_n \setminus \left( T^{1/2, G_n}(h_n) \right)^m(\Omega_0) \supset \left( T^{1/2+2ma_n, G_n}(h_n) \right)^m(B_R(x)).
\]

To see this, we proceed by induction over \( m \). We treat just the base case \( m = 1 \), the inductive step being analogous. To prove (30) for \( m = 1 \), we show

\[
V_n \setminus T^{1/2,G_n}(h_n)(\Omega_0) \supset T^{1/2+a_n, G_n}(h_n)(M \setminus \Omega_0) \supset T^{1/2+2a_n, G_n}(h_n)(B_R(x)).
\]

To see this, let \( y \in T^{1/2+a_n, G_n}(h_n)(M \setminus \Omega_0) \), observe that by (29) we have

\[
S(h_n, 1_{\Omega_0})(y) + \frac{1}{2} + a_n \leq S(h_n, 1_{\Omega_0})(y) + S(h_n, 1_{M \setminus \Omega_0})(y) < 1 + a_n,
\]

in particular, we have that \( y \in V_n \setminus T^{1/2,G_n}(h_n)(\Omega_0) \). Thus \( V_n \setminus T^{1/2,G_n}(h_n)(\Omega_0) \supset T^{1/2+2a_n, G_n}(M \setminus \Omega_0) \). We now observe that since \( 1_{B_R(x)} \leq 1_{M \setminus \Omega_0} \), (28) yields that for \( y \in T^{1/2+2a_n, G_n}(h_n)(B_R(x)) \)

\[
\frac{1}{2} + 2a_n \leq S(h_n, 1_{B_R(x)})(y) \leq S(h_n, 1_{M \setminus \Omega_0})(y) + a_n,
\]

which yields (31).

We will show that there is a constant \( C < +\infty \) such that

\[
\left( T^{1/2+2\left[\frac{a_n}{h_n}\right]a_n, G_n}(h_n) \right)^{\left[\frac{a_n}{h_n}\right]}(B_R(x)) \supset B_{R-Ct_n}(x) \cap V_n.
\]

Once this is proved, we have that using also (30), since \( t_n \downarrow 0 \),

\[
M \setminus \left( T^{1/2, G_n}(h_n) \right)^{\left[\frac{a_n}{h_n}\right]}(\Omega_0) \supset B_{R}(x)
\]

when \( n \) is large enough. In particular, since \( z_n \) is converging to \( x \), we must have that \( u_n^{G_n}(t_n, z_n) = -1 \) for \( n \) large enough. Finally, to show (32) we argue as follows. Let \( C_R \)
be the constant in Corollary 21. Let \( f \in C_c^\infty(B_R(x)) \) such that \( 1_{B_{R-CR^b_n}(x)} \leq f \leq 1_{B_R(x)} \) with \( \text{Lip}(f) \leq c/h_n \), using assumptions (i) and (ii) in Theorem 4 we have for \( y \in M \cap V_n \)

\[
S_n(h_n, 1_{B_R(x)})(y) \geq S_n(h_n, f)(y) + O(h_n^{3/2}) = e^{-h_n \Delta x} f(y) + O(h_n^2) \geq e^{-h_n \Delta x} 1_{B_{R-CR^b_n}(x)}(y) + O(h_n^{1/2}).
\]

Observe that \( \frac{1}{2} + 2 \left[ \frac{m}{h_n} \right] a_n = \frac{1}{2} + O(h_n^{1/2}) \), in particular, we can apply Corollary 21 to obtain, for \( n \) large enough, whenever \( y \in B_{R-2CR^b_n}(x) \cap V_n \)

\[
e^{-h_n \Delta x} 1_{B_{R-CR^b_n}(x)}(y) + O(h_n^{1/2}) \geq \frac{1}{2} + 2 \left[ \frac{t_n}{h_n} \right] a_n.
\]

By an induction argument we get (32).

\[\square\]

**B.2 Heat kernel estimate in random geometric graphs**

The main purpose of this subsection is the proof of Theorem 6. We first introduce some notation. We denote by \( \{\lambda_i\}_{i=1}^{+\infty} \) the eigenvalues of the weighted Laplacian \( \Delta_{\rho^2} \) on the manifold \((M, g)\), which are ordered in the following way (recall that we are assuming that the eigenvalues are simple)

\[
0 = \lambda_1 < \lambda_2 < \lambda_3 < ... 
\]

We denote by \( \{f_i\}_{i=1}^{+\infty} \) an orthonormal basis (with respect to the \( L^2(\rho^2 \text{Vol}_M) \)-inner product on \( M \)) made of the corresponding eigenvectors. Then, for \( x, y \in M \), the heat kernel on \( M \) can be written as

\[
H(t, x, y) = \sum_{i=1}^{+\infty} e^{-t \lambda_i} f_i(x) f_i(y). \tag{33}
\]

In the proof of Theorem 6 we will assume, for simplicity, that \( K_n = \log(n)^q \in \mathbb{N} \). In this setting we will use condition (v) of Theorem 6 in the form

\[
\epsilon_n \ll \frac{\sqrt{\log(n)}}{K_n^{1+\frac{1}{k} - \frac{2}{q} \left( \lambda_{K_n}^{\frac{k+1}{4}} + 1 \right)} \left( \lambda_{K_n}^{\frac{4+k}{2}} + 1 \right)}. \tag{34}
\]

Observe that condition (v) of Theorem 6 implies (34) because by Weyl’s law we have \( \lambda_n \approx K_n^{2/k} \).

**Proof of Theorem 6.** As we pointed out in Remark 7, in the present proof we will for simplicity assume that \( K_n = \log(n)^q \in \mathbb{N} \). We will indicate by \( \gamma \) the quantity \( \gamma := \inf_{x \in \mathbb{N}} (\lambda_{i+1} - \lambda_i) \), which is positive by Item (ii) in Theorem 6.

Observe that items (i) and (iii) in Theorem 4 hold exactly (i.e. without error) for the choice \( S_n(t, \cdot) = e^{-t \Delta_n(\cdot)} \). To show that these hold true with high probability also for the choice \( S_n = P_n \) defined in (13) we take \( w \in \mathcal{V}_n \) and we consider, for \( x \in \mathcal{V}_n \), the difference

\[
\left| e^{-h_n \Delta_n} w(x) - P_n(h_n, w)(x) \right| = \sum_{y \in \mathcal{V}_n} \sum_{i=K_n+1}^{n} e^{-h_n \lambda_n v_n^i(x)v_n^i(y) \frac{d_n(y)}{n}} w(y)
\]
where in the last line we used the Cauchy–Schwarz inequality. To get items (i) and (iii) in Theorem 6 for \( P_n \), it thus suffices to show that

\[
\mathcal{R}_n := \max_{z \in V_n} d_n(z) \max_{z \in V_n} \frac{1}{n} \max_{l=K_n+1} \sum_{l} e^{-h_n \lambda_n^l (v_n^l(z))^2} = O \left( \frac{h_n^{3/2}}{n} \right).
\]

To show this, we start by observing that for every \( n \in \mathbb{N} \), every \( z \in V_n \) and \( 1 \leq l \leq n \)

\[
1 = \langle v_n^l, v_n^l \rangle_{V_n} \geq d_n(z) \frac{d_n(z)}{n} (v_n^l(z))^2.
\] (35)

By applying Theorem 28 we can also choose \( n \) so large that, with probability greater than \( 1 - Q_6 \epsilon_n^{-k} \exp(-Q_7 n \epsilon_n^{k+2}) \), we have

\[
\max_{z \in V_n} |d_n(z) - C_1 \rho(z)| \leq Q_8 \epsilon_n,
\]

and we can clearly assume that \( n \) is so large that

\[
C_1 \frac{\min_{z \in V_n} \rho(z)}{2} \leq d_n \leq 2C_1 \max_{z \in V_n} \rho(z).
\]

Using (35) and the ordering \( \lambda_n^l \geq \lambda_n^{K_n} \) for \( n \geq l \geq K_n \) we get

\[
\mathcal{R}_n \leq \frac{C}{n} \left( n^2 e^{-\lambda_n^{K_n} h_n} \right)
\]

\[
= \frac{C}{n} \left( n^2 e^{-\kappa(\eta) \lambda_n h_n e^{-\left(\lambda_n^{K_n} - \kappa(\eta) \lambda_n h_n\right)}} \right).
\]

We now use Theorem 27 and Theorem 24 to infer that with probability greater than \( 1 - Q_1 \epsilon_n^{-6k} \exp(-Q_2 n \epsilon_n^{k+4}) - Q_3 n \exp(-Q_4 n (\lambda_n + 1)^{-k}) \) we have

\[
\mathcal{R}_n \leq \frac{C}{n} \left( n^2 e^{-\kappa(\eta) \lambda_n h_n e^{-\left(\lambda_n^{K_n} + 1\right)}} \right).
\]

By Weyl's law we have that \( \lambda_n \sim K_n^{2/k} \), thus

\[
\mathcal{R}_n \leq \frac{C}{n} \left( n^2 e^{-\kappa(\eta) \lambda_n h_n e^{-\left(\lambda_n^{K_n} + 1\right)}} \right).
\]

Recalling the conditions (iv), (v) and (ii) in Theorem 6, as well as the scaling \( K_n = (\log(n))^q \), we get

\[
\mathcal{R}_n \leq \frac{C}{n} \left( n^2 e^{-\kappa(\eta) \lambda_n h_n e^{-\left(\lambda_n^{K_n} + 1\right)}} \right).
\]
where the constants $L$ estimate of Step 1 holds true; this happens with probability greater than 1.

From Lemma 9 we get that the first term on the right-hand side is

$$
\max_{x,y \in V_n} \left| H_{\epsilon_n}^n(h_n, x, y) - \frac{\rho(y)}{n} H(\kappa(\eta)h_n, x, y) \right| = o \left( \frac{\sqrt{h_n}}{n} \right). \tag{36}
$$

To show (36) we pick two points $x, y \in V_n$ and we compute

$$
\left| H_{\epsilon_n}^n(h_n, x, y) - \frac{\rho(y)}{n} H(\kappa(\eta)h_n, x, y) \right| \leq \left| H_{\epsilon_n}^K(h_n, x, y) - \frac{\rho(y)}{n} H(\kappa(\eta)h_n, x, y) \right|
$$

$$
+ \left| \sum_{t=K_{n+1}}^n e^{-h_n\lambda_n t_n} v_t(x) v_t(y) \frac{d_n(y)}{n} \right|.
$$

From Lemma 9 we get that the first term on the right-hand side is $o \left( \frac{\sqrt{h_n}}{n} \right)$ with probability greater than $1 - a_1 \epsilon_n^{-6k} \exp(-a_2 n \epsilon_n^{k+4}) - a_3 n \exp(-a_4 n (\lambda_{K_n} + 1)^{-k})$, while the second term is estimated in the same way as the term $\mathcal{R}_n$ in the previous part of the proof.

Step 2. We choose an optimal transport map

$$
T_n \in \arg\min_{T_n \in \mathcal{P}^n} \sup_{x \in M} d_M(x, T(x)), \quad \theta_n := \sup_{x \in M} d_M(x, T_n(x)).
$$

We claim that, with probability greater than $1 - a_1 \epsilon_n^{-6k} \exp(-a_2 n \epsilon_n^{k+4}) - a_3 n \exp(-a_4 n (\lambda_{K_n} + 1)^{-k})$, we have for every $f \in C^\infty(M)$,

$$
\max_{x \in V_n} \left| e^{-h_n \Delta_n f(x)} - e^{-\kappa(\eta) h_n \Delta f(x)} \right| \leq L_1 \sup_M |f| \frac{\theta_n \epsilon_n^{-2 \sup d_M}}{\sqrt{h_n}} + L_2 \left( \sup_M |f| + \text{Lip}(f) \right) \theta_n \tag{37}
$$

where the constants $L_1, L_2$ and the function in $o(\sqrt{h_n})$ depend only on $M$.

To show (37), we work under the assumption that we are in the event in which the estimate of Step 1 holds true; this happens with probability greater than

$$
1 - a_1 \epsilon_n^{-6k} \exp(-a_2 n \epsilon_n^{k+4}) - a_3 n \exp(-a_4 n (\lambda_{K_n} + 1)^{-k}).
$$

We take $f \in C^\infty(M)$ and $x \in V_n$. Then by using the triangle inequality

$$
|e^{-h_n \Delta f(x)} - e^{-\kappa(\eta) h_n \Delta f(x)}|
$$
By the fundamental theorem of calculus, the Cauchy–Schwarz inequality and the bounded-
ness of \( \rho \),

we obtain

\[
\sum_{y \in V_n} H_{\epsilon_n}^n (h_n, x, y) f(y) - \int_M H(\kappa(\eta)h_n, x, y) f(y) \rho^2(y) d\Vol_M(y)
\]

\[
\leq \sum_{y \in V_n} H_{\epsilon_n}^n (h_n, x, y) f(y) - \frac{\rho(y)}{n} H(\kappa(\eta)h_n, x, y) f(y)
\]

\[
+ \sum_{y \in V_n} \frac{\rho(y)}{n} H(\kappa(\eta)h_n, x, y) f(y) - \int_M H(\kappa(\eta)h_n, x, y) f(y) \rho^2(y) d\Vol_M(y).
\]

For the first term on the right-hand side, we use the estimate in Step 1 to infer

\[
\sum_{y \in V_n} H_{\epsilon_n}^n (h_n, x, y) f(y) - \frac{\rho(y)}{n} H(\kappa(\eta)h_n, x, y) f(y)
\]

\[
\leq n \sup_M |f| o \left( \frac{\sqrt{h_n}}{n} \right)
\]

\[
= \sup_M |f| o(\sqrt{h_n}).
\]

For the second term, we recall that \( (T_n)_{\#} \nu = \nu_n \), thus

\[
\left| \int_M H(\kappa(\eta)h_n, x, y) f(T_n(y)) \rho(T_n(y)) d\nu(y) - \int_M H(\kappa(\eta)h_n, x, y) f(y) \rho(y) d\nu(y) \right|
\]

\[
= \left| \int_M H(\kappa(\eta)h_n, x, y) (f(T_n(y)) \rho(T_n(y)) - f(y) \rho(y)) d\nu(y) \right|
\]

\[
\leq L_2 \left( \sup_M |f| + \text{Lip}(f) \right) \theta_n,
\]

so we are left with showing that

\[
\left| \int_M (H(h_n, x, T_n(y)) - H(h_n, x, y)) f(T_n(y)) \rho(T_n(y)) d\nu(y) \right|
\]

\[
\leq L_1 \sup_M |f| \frac{\theta_n}{\sqrt{h_n}} e^{-\frac{\theta_n \operatorname{diam}(M)}{h_n}}. \tag{38}
\]

To prove (38) we fix \( x, y \in M \) and we consider the length minimizing constant-speed geodesic 
\( \sigma_{n,y} : [0, 1] \to M \) from \( y \) to \( T_n(y) \), i.e.,

\[
\text{Length}(\sigma_{n,y}|_{[0,1]}) = d_M(y, \sigma_{n,y}(s)).
\]

By the fundamental theorem of calculus, the Cauchy–Schwarz inequality and the bounded-
ness of \( \rho \) we obtain

\[
\left| \int_M (H(h_n, x, T_n(y)) - H(h_n, x, y)) f(T_n(y)) \rho(T_n(y)) d\nu(y) \right|
\]

\[
\leq C \sup_M |f| \int_0^1 \int_M |\nabla H(h_n, x, \sigma_{n,y}(s))||\dot{\sigma}_{n,y}(s)||d\nu(y)ds
\]
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\[
\leq C \theta_n \sup_M |f| \int_0^1 \int_M \frac{\dot{Q}_1}{\sqrt{h_n \mu(B_{\sqrt{h_n}}(x))}} \exp \left(- \frac{d^2_M(x, \sigma_n(y(s)))}{Q_2 h_n} \right) d\nu(y) ds,
\]

(39)

where in the last line we used the fact that the speed of the constant-speed geodesic \( \sigma_n \) is equal to its length – which can be bounded by \( C \theta_n \) by definition of \( \theta_n \) – and we estimated the gradient of the heat kernel by an application of Theorem 25. We now observe that by the reverse triangle inequality

\[
|d^2_M(x, \sigma_n(y(s))) - d^2_M(x, y)| = (d_M(x, y) - d_M(x, \sigma_n(y(s))))(d_M(x, \sigma_n(y(s))) + d_M(x, y)) \leq 2 \theta_n d_M(x, y).
\]

Inserting this estimate into (39) and using the Gaussian lower bound for the heat kernel from Theorem 25 yields

\[
\left| \int_M (H(h_n, x, T_n(y)) - H(h_n, x, y)) f(T_n(y)) \rho(T_n(y)) d\nu \right| \\
\leq C \theta_n \sup_M |f| \int_M H(\tilde{Q} h_n, x, y) d\nu(y) \\
\leq L_1 \sup_M |f| \frac{\theta_n}{\sqrt{h_n}} e^{2 \theta_n \frac{\text{diam}(M)}{h_n}}.
\]

Step 3. Conclusion. To conclude the proof of the theorem from (37) one clearly just needs to prove that

\[
\limsup_{n \to +\infty} \frac{\theta_n}{h_n^{3/2}} < +\infty.
\]

We first treat the case \( k \geq 3 \). Observe that, by Theorem 29

\[
\limsup_{n \to +\infty} \frac{n^{1/k} \theta_n}{\log^{1/k}(n)} < +\infty.
\]

In particular, using also assumption (vi)

\[
\limsup_{n \to +\infty} \frac{\theta_n}{h_n^{3/2}} = \limsup_{n \to +\infty} \left( \frac{n^{1/k} \theta_n}{\log^{1/k}(n)} \frac{\log^{1/k}(n)}{\epsilon_n \log^{1/k}(n)} \frac{\epsilon_n}{\epsilon_n h_n^{3/2}} \right) < +\infty,
\]

provided

\[
\limsup_{n \to +\infty} \frac{\epsilon_n}{h_n^{3/2}} < +\infty.
\]

To check that (40) is satisfied, we observe that by the assumptions (iv) and (v) in Theorem 6 we get

\[
\limsup_{n \to +\infty} \frac{\epsilon_n}{h_n^{3/2}} \leq \limsup_{n \to +\infty} (\log(n))^{2 \alpha - \beta},
\]

the right-hand side of which is finite since assumption (i) in Theorem 6 implies \( \frac{3}{2} \alpha - \beta \leq 0 \). For the case \( k = 2 \) we proceed analogously. Recall that by Theorem 29

\[
\limsup_{n \to +\infty} \frac{n^{1/2} \theta_n}{\log^{3/4}(n)} < +\infty.
\]
In particular, using also assumption (vi) in Theorem 6 we obtain
\[
\limsup_{n \to +\infty} \frac{\theta_n}{h_n^{3/2}} = \limsup_{n \to +\infty} \left( \frac{\theta_n n^{1/2}}{\log^{3/4}(n)} \left( \frac{\log(n)}{\epsilon_n n} \right)^{1/2} \frac{\epsilon_n^{4/3}}{h_n^{3/2}} \right) < +\infty,
\]
provided
\[
\limsup_{n \to +\infty} \frac{\epsilon_n^{4/3}}{h_n^{3/2}} < +\infty.
\]
To show this, we estimate \(\epsilon_n\) using assumption (v) in Theorem 6 and estimate \(h_n\) using assumption (iv) in Theorem 6
\[
\limsup_{n \to +\infty} \frac{\epsilon_n^{4/3}}{h_n^{3/2}} \leq \limsup_{n \to +\infty} (\log(n))^{1/4 + \frac{3}{2} \alpha - 4 \beta} < +\infty,
\]
which follows from (i) in Theorem 6.

**Proof of Lemma 9.** In this proof, we denote by \(\gamma\) the quantity \(\gamma := \inf_{i \in \mathbb{N}} (\lambda_{i+1} - \lambda_i)\), which is positive by Item (ii) in Theorem 6.

To show (15), fix two points \(x, y \in V_n\). By using the expansion (33) and the triangle inequality we have
\[
\left| H_{\epsilon_n}^K(h_n, x, y) - \frac{\rho(y)}{n} H(\kappa(\eta)h_n, x, y) \right| \leq I_n + II_n,
\]
where we define
\[
I_n = \left| \sum_{l=1}^{K_n-1} e^{-h_n \lambda_l} v_\lambda^l(x) v_\lambda^l(y) \frac{d_n(y)}{n} - e^{-h_n \kappa(\eta) \lambda} f_1(x) f_1(y) \frac{\rho(y)}{n} \right|,
\]
\[
II_n = \left| \sum_{l=K_n}^{+\infty} e^{-h_n \kappa(\eta) \lambda} f_1(x) f_1(y) \frac{\rho(y)}{n} \right|.
\]

We now proceed to show that these two terms are both of order \(o\left(\frac{\sqrt{h_n}}{n}\right)\).

To control term \(II_n\), we follow the ideas in Dunson et al. (2021) and Bérard et al. (1994). By the Cauchy–Schwarz inequality and by the fact that \(\rho\) is bounded we get
\[
II_n \leq C \max_{n \in M} \sum_{l=K_n}^{+\infty} e^{-h_n \kappa(\eta) \lambda} f_1^2(z).
\]
To control the right hand side, fix \(z \in M\). We define a measure \(\omega_z\) on \(\mathbb{R}\) by
\[
\omega_z := \sum_{l=K_n}^{+\infty} f_1^2(z) \delta_{\lambda_l}(d\lambda).
\]
Then an integration by parts yields
\[
\sum_{l=K_n}^{+\infty} e^{-h_n \kappa(\eta) \lambda} f_1^2(z) = \int_{\mathbb{R}} e^{-\kappa(\eta) h_n \lambda} d\omega_z(d\lambda)
\]
\large
\[ e^{-\kappa(\eta)h_n \omega_2([0, \lambda])} \left[ e^{-\kappa(\eta)h_n \omega_2([0, \lambda])} \right]_{\lambda=0}^{+\infty} + \int_{\mathbb{R}} \kappa(\eta)h_n e^{-\kappa(\eta)h_n \omega_2([0, \lambda])} d\lambda \]

\[ \leq \limsup_{\lambda \to +\infty} \left( e^{-h_n \kappa(\eta)\lambda} \sum_{\lambda K_n \leq \lambda \leq \lambda} f_1^2(z) \right) 
+ \int_{\lambda K_n}^{+\infty} h_n \kappa(\eta)e^{-h_n \kappa(\eta)\lambda} \omega_2([0, \lambda]) d\lambda. \]

Now we use Theorem 25 to show that the first term on the right hand side vanishes. Recalling the notation \( \mu := \xi \operatorname{Vol}_M \), and using the Gaussian upper bounds in Theorem 25 we get in particular

\[ \sum_{\lambda K_n \leq \lambda \leq \lambda} f_1^2(z) \leq e \sum_{0 \leq \lambda \leq \lambda} e^{-\frac{\lambda}{2} f_1^2(z)} \leq eH \left( \frac{1}{\lambda}, z, z \right) \]

\[ \leq \frac{C}{\mu(B_{\lambda^{-1/2}}(x))} \leq C \lambda^{\frac{k}{2}}, \]

so that indeed

\[ \limsup_{\lambda \to +\infty} e^{-h_n \kappa(\eta)\lambda} \sum_{\lambda K_n \leq \lambda \leq \lambda} f_1^2(z) \leq \limsup_{\lambda \to +\infty} e^{-h_n \kappa(\eta)\lambda} C \lambda^{\frac{k}{2}} = 0. \]

We thus obtain, using (41) once more with \( \lambda K_n \) replaced by zero,

\[ \Pi_n \leq \frac{C}{n} \int \int_{\lambda K_n}^{+\infty} h_n \kappa(\eta) e^{-h_n \kappa(\eta)\lambda} \lambda^{k/2} d\lambda \]

\[ = \frac{C}{n} (h_n \kappa(\eta))^{-\frac{k}{2}} \int_{\lambda K_n}^{+\infty} e^{-\lambda \lambda^{k/2}} d\lambda \]

\[ \leq \frac{C}{n} h_n^{-\frac{k}{2}} \int_{ch_n K_n^{2/k}}^{+\infty} e^{-\lambda \lambda^{k/2}} d\lambda, \]

where we used Weyl’s law in the last step. If \( ch_n K_n^{2/k} - \frac{k}{2} \geq 1 \), we can estimate the right hand side by

\[ \frac{C}{n} h_n^{-\frac{k}{2}} \left( ch_n K_n^{2/k} \right)^{\frac{k}{2} + 1} e^{-c h_n K_n^{2/k}} = \frac{\hat{C}}{n} K_n e^{-A A}, \]

where \( A = ch_n K_n^{2/k} \). Now we follow the reasoning in the proof of (Dunson et al., 2021, Theorem 3) to obtain \( K_n A e^{-A} \leq \frac{1}{K_n} e^{-\frac{A}{2}} \) provided \( A \geq 8 \log(K_n) \), which is satisfied because of our assumption (iv) in Theorem 6. Thus, using again our assumptions on \( h_n \)

\[ \Pi_n \leq \frac{\hat{C} \sqrt{h_n}}{n} \left( e^{-c(\log(n))^{2q-\alpha}} \right) \quad \left( \log(n) \right)^{q/\sqrt{h_n}} \]
Since where Theorem 6 and our assumptions on the spectral gap in (ii) of Theorem 6 we clearly have
\[ I \]
From this, we obtain that
\[ I \]
We now proceed at estimating these four terms.

Thus we obtain that
\[ I \]
Regarding the term \( I \), we use the triangle inequality, to decompose this into four terms
\[ I = I^a + I^b + I^c + I^d, \]
where
\[ I^a_n = \sum_{l=1}^{K_n-1} \left| e^{-h_n \lambda l} - e^{-\kappa(\eta) h_n \lambda l} \right| \frac{\rho(y)}{n} f_i(x) f_i(y), \]
\[ I^b_n = \sum_{l=1}^{K_n-1} e^{-h_n \lambda l} \left( C_1 \frac{\rho(y)}{n} - d_n(y) \right) \frac{f_i(x) f_i(y)}{C_1^{1/2}}, \]
\[ I^c_n = \sum_{l=1}^{K_n-1} e^{-h_n \lambda l} d_n(y) \left( \frac{f_i(x)}{C_1^{1/2}} - v_n(x) \right) \frac{f_i(y)}{C_1^{1/2}}, \]
\[ I^d_n = \sum_{l=1}^{K_n-1} e^{-h_n \lambda l} d_n(y) v_n(x) \left( \frac{f_i(y)}{C_1^{1/2}} - v_n(y) \right). \]

We now proceed at estimating these four terms.

Term \( I^a_n \). We observe that \( \lambda^1_n = \lambda^1_1 = 0 \), thus in the sum we can neglect the term corresponding to \( l = 1 \), i.e.
\[ I^a_n \leq \frac{C}{n} \sum_{l=2}^{K_n-1} \left| e^{-h_n \lambda l} - e^{-h_n \kappa(\eta) \lambda l} \right| \left\| f_i \right\|_{C^0(M)}^2, \]
Since \( s \mapsto e^{-s} \) is 1-Lipschitz continuous on \([0, +\infty)\), for every \( 2 \leq l \leq K_n - 1 \) we have
\[ \left| e^{-h_n \lambda l} - e^{-\kappa(\eta) h_n \lambda l} \right| \leq \left| \lambda^l_n - \kappa(\eta) \lambda l \right| h_n \leq Q_5 \frac{\left\| f_i \right\|_{C^0(M)}}{\gamma} h_n, \]
where the last inequality holds with probability greater than \( 1 - Q_1 \epsilon_n^{-6k} \exp(-Q_2 n \epsilon_n^{k+4}) - Q_3 n \exp(-Q_4 n \lambda_n + 1)^{-k} \) because of Theorem 27. In particular using also Theorem 24 to control the \( C^0 \) and \( C^5 \) norm of the eigenfunctions and using the fact that for \( l \leq K_n \) we have \( \lambda_l \leq \lambda_{K_n} \) we can bound
\[ I^a_n \leq \frac{Ch_n}{n} \left( \frac{K_n \left( \lambda_{K_n}^{1+\frac{k}{2}} + 1 \right)^2 \left( \lambda_{K_n}^{4+\frac{k}{2}} + 1 \right) \epsilon_n}{\gamma} \right). \]

From this, we obtain that \( I^a_n = o \left( \frac{\sqrt{h_n}}{n} \right) \), because by our assumptions on \( \epsilon_n \) in (v) of Theorem 6 and our assumptions on the spectral gap in (ii) of Theorem 6 we clearly have
\[ \left( \frac{K_n \left( \lambda_{K_n}^{1+\frac{k}{2}} + 1 \right)^2 \left( \lambda_{K_n}^{4+\frac{k}{2}} + 1 \right) \epsilon_n}{\gamma} \right) = o(1). \]
Term $\mathbf{I}_h^o$. Using Theorem 27, Theorem 28 and Theorem 24 we have that with probability greater than $1 - Q_1 \epsilon_n^{-6 k} \exp(-Q_2 n \epsilon_n^{k+4}) - Q_3 n \exp(-Q_4 n (\lambda_1 + 1)^{-k}) - Q_6 \epsilon_n^{-k} \exp(-Q_7 n \epsilon_n^{k+2})$, for each $1 \leq l \leq K_n - 1$ we can estimate

\[
\left| e^{-h_n \lambda'_l} \left( C_1 \frac{\rho(y)}{n} - \frac{d_n(y)}{n} \right) \frac{f_l(x) f_l(y)}{C_1^{1/2} C_1^{1/2}} \right| 
\leq C e^{-h_n \kappa(n) \lambda'_l} e^{-h_n (\lambda'_l - \kappa(n) \lambda'_l)} \| C_1 \rho - d_n \|_{L^\infty(G_n)} \left\| \frac{f_l}{f_l^{1/2}(M)} \right\|_{L^\infty(M)} 
\leq C e^{-h_n \left( \frac{4}{y} (\lambda_{k_n^2} + 1) \epsilon_n \right)} \left( \frac{1}{\lambda_{K_n^2}^2} + 1 \right)^2 \epsilon_n.
\]

In particular, multiplying and dividing by $\sqrt{h_n}$ and summing over $l = 1, ..., K_n$, we obtain

\[
\mathbf{I}_h^o \leq C \sqrt{h_n} \left( \frac{K_n}{\sqrt{h_n}} \right)^{Ch_n \left( \frac{4}{y} (\lambda_{k_n^2} + 1) \epsilon_n \right)} \left( \frac{1}{\lambda_{K_n^2}^2} + 1 \right)^2 \epsilon_n).
\]

By Weyl’s law and our by assumptions (v), (iv) and (ii) in Theorem 6, this is again an $o\left( \frac{\sqrt{h_n}}{n} \right)$ term.

The terms $\mathbf{I}_h^e, \mathbf{I}_h^d$ are treated similarly. In particular $\mathbf{I}_h = o\left( \frac{\sqrt{h_n}}{n} \right)$ provided we are in the event in which Theorem 27 and Theorem 28 apply. This happens with probability greater than

\[
1 - Q_1 \epsilon_n^{-6 k} \exp(-Q_2 n \epsilon_n^{k+4}) - Q_3 n \exp(-Q_4 n (\lambda_1 + 1)^{-k}) - Q_6 \epsilon_n^{-k} \exp(-Q_7 n \epsilon_n^{k+2}) 
\geq 1 - (Q_1 + Q_6) \epsilon_n^{-6k} \exp(-\min(Q_2, Q_7) n \epsilon_n^{k+4}) - Q_3 n \exp(-Q_4 n (\lambda_1 + 1)^{-k}) 
\geq 1 - a_1 \epsilon_n^{-6k} \exp(-a_2 n \epsilon_n^{k+4}) - a_3 n \exp(-a_4 n (\lambda_{K_n^2} + 1)^{-k}),
\]

provided $n$ is large enough, this concludes our argument for (15). \[\Box\]

**Proof of Corollary 8.** We know from Theorem 6 that for $n$ large enough, assumptions (i), (ii), (iii) of Theorem 4 hold for both the choices of the operators $e^{-t \Delta_n}$ and $P_n$ on the graph $G_n$ on an event $A_n$ such that

\[
\mathbb{P}(A_n) \geq 1 - C \epsilon_n^{-6k} \exp(-\frac{1}{C} n \epsilon_n^{k+4}) - C n \exp(-\frac{n}{C K_n^2}).
\]

For $\pi \in \mathbb{N}$ large enough we consider the set

\[
C_\pi := \bigcap_{n \geq \pi} A_n.
\]

Theorem 4 says that, in the event $C_\pi$, for both the choices of the operators $e^{-t \Delta_n}$ and $P_n$ we have that (6) and (7) hold true. Observe that

\[
\mathbb{P}(C_\pi) \geq 1 - \sum_{n \geq \pi} C \epsilon_n^{-6k} \exp(-\frac{1}{C} n \epsilon_n^{k+4}) - C n \exp(-\frac{n}{C n K_n^{-2}}),
\]

\[
\text{Large data limit of the MBO scheme for data clustering}
\]
In particular, we have that
\[ P\left(\{u^*\text{ and } u_s\text{ satisfy (6) and (7)}\}\right) \geq \lim_{\pi \to +\infty} P( C_\pi ) \]
\[ \geq 1 - \lim_{\pi \to +\infty} \sum_{n \geq \pi} \left( C \epsilon_n^{-6k} \exp\left(-\frac{1}{C} n \epsilon_n^{k+4} \right) - C n \exp\left(-\frac{1}{C} n K_n^{-2} \right) \right). \]

(42)

We thus just need to show that
\[ \lim_{n \to +\infty} \sum_{n \geq \pi} \left( C \epsilon_n^{-6k} \exp\left(-\frac{1}{C} n \epsilon_n^{k+4} \right) - C n \exp\left(-\frac{1}{C} n K_n^{-2} \right) \right) = 0, \]
in other words, we need to prove that the series is convergent. To this end, observe that
\[ C \epsilon_n^{-6k} \exp\left(-\frac{1}{C} n \epsilon_n^{k+4} \right) = C \exp\left(-6k \log(\epsilon_n) - \frac{1}{C} \frac{n \epsilon_n^{k+4}}{\log(n)} \right) \]
\[ = C \exp\left(\log(n) \left(-6k \log(\epsilon_n) - \frac{1}{C} \frac{n \epsilon_n^{k+4}}{\log(n)} \right) \right) \]
\[ = C n \left(-6k \log(\epsilon_n) - \frac{1}{C} \frac{n \epsilon_n^{k+4}}{\log(n)} \right). \]

In a similar way, we have
\[ C n \exp\left(-\frac{1}{C} n (\lambda K_n + 1)^{-k} \right) = C n \left(1 - \frac{1}{C} \frac{n K_n^{-2}}{\log(n)} \right). \]

To prove the convergence of the series appearing in (42) it is sufficient to show
\[ \lim_{n \to +\infty} \left(-6k \log(\epsilon_n) - \frac{1}{C} \frac{n \epsilon_n^{k+4}}{\log(n)} \right) = \lim_{n \to +\infty} \left(1 - \frac{1}{C} \frac{n K_n^{-2}}{\log(n)} \right) = -\infty. \]

The second limit is easily treated by recalling that \( K_n = \log^q(n) \). To treat the first limit, observe that by assumption (14) in Corollary 8 we have
\[ \lim_{n \to +\infty} \frac{n \epsilon_n^{k+4}}{\log(n)} = +\infty. \]

To conclude the proof, we show that
\[ \inf_{n \in \mathbb{N}} \frac{\log(\epsilon_n)}{\log(n)} > -\infty. \]

(43)

Indeed, we have
\[ \frac{\log(\epsilon_n)}{\log(n)} = \frac{\log\left(\frac{\epsilon_n^{1+\frac{1}{k+4}}}{\log^{\frac{1}{k+4}}(n)}\right)}{\log(n)} - \frac{1}{k+4} + \frac{\log\log(n)}{\log(n)}, \]

The first term is bounded from below because it is asymptotically nonnegative by (14). The last term converges to zero as \( n \to +\infty \). Thus (43) holds and the proof is complete.
B.3 MBO on manifolds

In this subsection, we prove the results of Appendix A.

Proof of Theorem 20 We let \( \hat{x} := \exp_{\hat{x}}(z(x)\nu(x)) \). Then we have

\[
\frac{1}{2} + \omega_1 \sqrt{h} = \int_{\Omega_0} e^{-\frac{d_M^2(\hat{x}, y)}{4\kappa h}} v_0(\hat{x}, y)\rho^2(y)d\text{Vol}_M + O(h).
\]

By the Gaussian upper bounds on the heat kernel in Theorem 25, we have that \( d_M(\hat{x}, \partial\Omega_0) \leq \hat{C}\sqrt{h} \), for a fixed constant \( \hat{C} \), independent of \( \Omega_0 \). In particular, we infer from the asymptotic expansion of the heat kernel in Theorem 26 that

\[
\frac{1}{2} + \omega_1 \sqrt{h} = \int_{\tilde{\Omega}_0} e^{-\frac{|y|^2}{4\kappa}} v_0(\hat{x}, \exp_{\hat{x}}(y))\rho^2(\exp_{\hat{x}}(y))dy + O(h),
\]

where \( \tilde{\Omega}_0 := \exp_{\hat{x}}^{-1}(\Omega_0) \). Recalling that \( v_0(\hat{x}, \hat{x}) = \frac{1}{\rho^2(\hat{x})} \), a Taylor expansion of the function \( y \mapsto v_0(\hat{x}, \exp_{\hat{x}}(y))\rho^2(\exp_{\hat{x}}(y)) \) around zero reveals that

\[
\frac{1}{2} + \omega_1 \circ \exp_{\hat{x}} \sqrt{h} = \int_{\tilde{\Omega}_0} e^{-\frac{|y|^2}{4\kappa}} dy + O(\sqrt{h}).
\]

In other words, there exists a bounded function \( \omega_2 \) on \( \mathbb{R}^k \) such that

\[
\frac{1}{2} + \omega_2 \sqrt{h} = \int_{\tilde{\Omega}_0} e^{-\frac{|y|^2}{4\kappa}} dy.
\]

In other words, we have that \( 0 \notin \partial E \), where

\[
E = \left\{ v \in \mathbb{R}^k \mid \frac{1}{2} + \omega_2(v) \sqrt{h} \leq \int_{\tilde{\Omega}_0} e^{-\frac{|y|^2}{4\kappa}} dy \right\},
\]

and thus the normal distance \( z(x) \) coincides with the normal distance of \( \partial \tilde{\Omega}_0 \) and \( E \) at the point \( \exp_{\hat{x}}^{-1}(x) \in \partial \Omega_0 \). The conclusion of the proof is then obtained by applying the following result.

**Proposition 23** Let \( \Omega \subset \mathbb{R}^k \) be a smooth open set. Let \( E \) be obtained by applying one step of MBO with diffusion coefficient \( \kappa > 0 \), bounded drift \( \omega : \mathbb{R}^k \to \mathbb{R} \) and step size \( h > 0 \). Let \( x \in \partial\Omega \). Let \( \nu(x) \) be the outer unit normal to \( \partial\Omega \) at \( x \), define

\[
z(x) := \begin{cases} 
\sup \{ l \in \mathbb{R}^- \mid x + l\nu(x) \in E \} & \text{if } x \notin E \\
\inf \{ l \in \mathbb{R}^+ \mid x + l\nu(x) \notin E \} & \text{if } x \in E.
\end{cases}
\]
Then we have

\[ |z(x)| \leq \tilde{C} h, \]

where the constant \( \tilde{C} \) depends only on \( k, \kappa \) and the \( C^0 \)-norm of the second fundamental form of \( \partial \Omega \).

Proposition 23 is a weaker version of (Fuchs and Laux, 2022, Theorem 4.1), which makes rigorous the original ideas in Mascarenhas (1992). In those works, the authors identify the exact first order coefficient of the expansion of \( z(x) \) in \( h \). Since we do not need this, we present a proof of our weaker statement.

**Proof of Proposition 23.** For ease of notation, we assume that \( \kappa = 1 \). We treat the case when \( z(x) > 0 \), the other case is similar. First of all, we observe that \( z(x) \leq \tilde{C}_k \sqrt{h} \), for a constant \( \tilde{C}_k \) depending just on the dimension \( k \). We now choose a coordinate system in which \( x = 0 \) and \( \nu(x) = e_k \). We may find an open set \( U \) containing the origin and a smooth function \( \zeta : \mathbb{R}^{k-1} \to \mathbb{R} \) such that \( \zeta(0) = 0, D\zeta(0) = 0 \) and

\[
U \cap \Omega = \left\{ v \in \mathbb{R}^k \mid v_k < \zeta(v_1, ..., v_{k-1}) \right\}.
\]

Using the fact that \( z(x) = O(\sqrt{h}) \) and the exponential decay of the heat kernel, we have that there exists a bounded function \( \omega : \mathbb{R}^k \to \mathbb{R} \) such that

\[
\frac{1}{2} + \omega((0, z(x))) \sqrt{h} = \int_{\mathbb{R}^{k-1}} \int_{-\infty}^{\zeta(y)+z(x)} e^{-\frac{|y|^2+|s|^2}{4h}} \frac{dsdy}{(4\pi h)^{k/2}}.
\]  

(45)

Recalling that the Gaussian integrates to 1/2 over half-spaces, we get that (45) reads

\[
\omega((0, z(x))) \sqrt{h} = \int_{\mathbb{R}^{k-1}} \int_0^{\zeta(y)+z(x)} e^{-\frac{|y|^2+|s|^2}{4h}} \frac{dsdy}{(4\pi h)^{k/2}}.
\]

Since \( \zeta(0) = 0 \) and \( D\zeta(0) = y \), there exists a bounded function \( \zeta_1 \) such that \( \zeta(v) = \zeta_1(v) |v|^2 \). We also observe that

\[ e^{-t} \geq 1 - t, \quad t \geq 0. \]

In particular

\[
\omega((0, z(x))) \sqrt{h} \geq \frac{1}{(4\pi h)^{k/2}} \int_{\mathbb{R}^{k-1}} e^{-\frac{|y|^2}{4h}} \int_0^{\zeta(y)+z(x)} \left( 1 - \frac{s^2}{4h} \right) dsdy
\]

\[ = \frac{1}{(4\pi h)^{k/2}} \int_{\mathbb{R}^{k-1}} e^{-\frac{|y|^2}{4h}} \left( \zeta_1(y) |y|^2 + z(x) - \frac{1}{12h} \left( \zeta_1(y) |y|^2 + z(x) \right)^3 \right) dy. \]

By using the change of variable \( y \to \sqrt{h}y \) we obtain

\[
\omega((0, z(x)) \sqrt{h} \geq \frac{1}{h^{1/2}} \left( z(x) + \frac{q_1}{h} z(x)^3 + q_2 h + q_3 h^2 + q_4 z(x)^2 \right),
\]

where \( q_1, q_2, q_3, q_4 \) are coefficients depending on the first six moments of the function \( y \mapsto e^{-|y|^2} \). By multiplying both sides by \( \sqrt{h} \) we get

\[
\omega((0, z(x)) h - (q_2 h + q_3 h^2 + q_4 z(x)^2) \geq z(x) + \frac{q_1}{h} z(x)^3.
\]
By applying (Fuchs and Laux, 2022, Lemma 6.1) (which holds true even if we additionally consider a bounded drift $\omega$), we have that $z(x) = O(h^{3/2})$. In particular, for $h$ small enough

$$\frac{1}{2} < 1 - \frac{q_1}{h} z(x)^2,$$

in other words

$$2\omega((0, z(x))h - 2(q_2 h + q_3 h^2 + q_4 z(x)^2) \geq z(x) \geq 0,$$

from which we conclude that $z(x) = O(h)$.

**Proof of Corollary 21** Denote by $\tilde{C}_{r,x_0}$ the constant obtained by applying Theorem 20 to $\Omega_0 = B_r(x_0)$. Since $\tilde{C}_{r,x_0}$ depends on $\Omega_0$ only through the $C^0$ norm of the second fundamental form $S_{r,x_0}$ of $\partial B_r(x_0)$, it is sufficient to show that this can be bounded independently of $R/2 \leq r \leq R$ and $x_0 \in M$. We clearly have that

$$(0, \text{diam}(M)) \times M \ni (r, x_0) \mapsto \|S_{r,x_0}\|_{C^0}$$

is a continuous function. It is thus bounded on the compact set

$$W := \left\{(r, x) \in (0, +\infty) \times M : \frac{R}{2} \leq r \leq R, x \in M\right\}.$$

This completes the proof of Corollary 21.

**Proof of Theorem 22.** For ease of notation, let us assume that $\kappa = 1$. We start by observing that

$$\int_{M \setminus B_{\frac{1}{\sqrt{h_n}^3}}(z_{h_n})} H(h_n, z_{h_n}, y)\xi(y)d\text{Vol}_M(y) = o\left(\sqrt{h_n}\right).$$

This is proved by using the Gaussian bounds from Theorem 25, as we did in (Laux and Lelmi, 2021, Theorem 3, Step 2). In particular, both in (i) and in (ii) of Theorem 22 we can replace the domain of integration with

$$\{\varphi_{h_n}(s_{h_n} - h_n, \cdot) \geq 0\} \cap B_{\frac{1}{\sqrt{h_n}^3}}(z_{h_n}).$$

In this way, the sequence of integrals can be computed in normal coordinates around $z_{h_n}$, i.e.,

$$\int_{\{\tilde{\varphi}_{h_n}(s_{h_n} - h_n, \cdot) \geq 0\} \cap B_{\frac{1}{\sqrt{h_n}^3}}(z_{h_n})} H(h_n, z_{h_n}, y)\xi(y)d\text{Vol}_M(y)$$

$$= \int_{\{\tilde{\varphi}_{h_n}(s_{h_n} - h_n, \cdot) \geq 0\} \cap B_{\frac{1}{\sqrt{h_n}^3}}(0)} H(h_n, z_{h_n}, \exp_{z_{h_n}}(y))\xi(\exp_{z_{h_n}}(y))\sqrt{\det(g)}dy,$$

where we set

$$\tilde{\varphi}_{h_n}(t, y) := \varphi_{h_n}(t, \exp_{z_{h_n}}(y)), y \in B_{\frac{1}{\sqrt{h_n}^3}}(0).$$

Using the asymptotic expansion for the heat kernel in Theorem 26, it is easy to see that

$$\int_{\{\tilde{\varphi}_{h_n}(s_{h_n} - h_n, \cdot) \geq 0\} \cap B_{\frac{1}{\sqrt{h_n}^3}}(0)} H(h_n, z_{h_n}, \exp_{z_{h_n}}(y))\xi(\exp_{z_{h_n}}(y))\sqrt{\det(g)}dy$$
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In particular, in both (i) and (ii) in Theorem 22 the integrals may be substituted with

\[
\int_{\{\tilde{\varphi}_{h_n}(s_{h_n}, h_n) \geq 0\} \cap B_{\frac{1}{h_n}}(0)} e^{-\frac{|y|^2}{4h_n}} \frac{e^{\sqrt{\theta_n}v_0(z_{h_n}, \exp_{z_{h_n}}(y))\xi(\exp_{z_{h_n}}(y))\sqrt{\det(g)}dy}}{(4\pi h_n)^k/2} + o(\sqrt{h_n}).
\]

These integrals may be furthermore decomposed into the sums \( I_n + II_n \),

\[
I_n := \int_{\{\tilde{\varphi}_{h_n}(s_{h_n}, h_n) \geq 0\} \cap B_{\frac{1}{h_n}}(0)} e^{-\frac{|y|^2}{4h_n}} \frac{e^{\sqrt{\theta_n}v_0(z_{h_n}, \exp_{z_{h_n}}(y))\xi(\exp_{z_{h_n}}(y))\sqrt{\det(g)}dy}}{(4\pi h_n)^k/2} dy,
\]

\[
II_n := \int_{\{\tilde{\varphi}_{h_n}(s_{h_n}, h_n) \geq 0\} \cap B_{\frac{1}{h_n}}(0)} e^{-\frac{|y|^2}{4h_n}} (w_n(y) - 1)dy,
\]

where we define

\[
w_n(y) := v_0(z_{h_n}, \exp_{z_{h_n}}(y))\xi(\exp_{z_{h_n}}(y))\sqrt{\det(g)}.
\]

We claim that

\[
\lim_{n \to +\infty} II_n = \begin{cases} 0 & \text{if } \nabla \varphi(s, z) = 0, \\ \frac{1}{2\sqrt{\pi} |\nabla \varphi(s, z)|} \left( \frac{\nabla \xi}{\xi}(z), \nabla \varphi(s, z) \right) & \text{otherwise.}
\end{cases}
\]

Using (49) we see that

\[
w_n(y) = \sqrt{\frac{\xi(\exp_{z_{h_n}}(y))\det(g)}{\xi(z_{h_n})\det(d_{\exp_{z_{h_n}}(y)}^{-1}(\exp_{z_{h_n}}))}}.
\]

In particular, denoting \( \tilde{\xi}_n = \xi \circ \exp_{z_{h_n}} \) and \( D_n := \det(d_{\exp_{z_{h_n}}(y)}^{-1}(\exp_{z_{h_n}})) \) we get

\[
Dw_n = \frac{1}{2w_n(y)} \left( (D_y \tilde{\xi}_n) \det(g) + \tilde{\xi}_n D_y \det(g))\tilde{\xi}_n(0)D_n - \tilde{\xi}_n \det(g)\tilde{\xi}_n(0)D_y D_n \right) \tilde{\xi}_n(0)^2 D_n^2.
\]

We now recall that, in normal coordinates \( g(z_{h_n}) = Id \), \( Dg(z_{h_n}) = 0 \), in particular

\[
Dw_n(z_{h_n}) = \frac{1}{2} D\tilde{\xi}_n(0),
\]

and by a Taylor expansion

\[
Dw_n(y) = 1 + \frac{1}{2} D\tilde{\xi}_n(0) \cdot y + O(|y|^2);
\]
in particular, we infer that

$$\Pi_n = \frac{1}{2} \frac{D\xi_n}{\xi_n}(0) \cdot \int_{\{\tilde{\varphi}_{hn}(s_{hn} - h_n, \cdot) \geq 0\} \cap B_{h_n^2}(0)} \frac{e^{-\frac{|y|^2}{4h_n}}}{(4\pi h_n)^{k/2}} dy + O(h_n).$$

Now we claim that

$$\lim_{n \to +\infty} \frac{1}{2\sqrt{h_n}} \frac{D\xi_n}{\xi_n}(0) \cdot \int_{\{\tilde{\varphi}_{hn}(s_{hn} - h_n, \cdot) \geq 0\} \cap B_{h_n^2}(0)} \frac{e^{-\frac{|y|^2}{4h_n}}}{(4\pi h_n)^{k/2}} dy = \frac{1}{2\sqrt{\pi} |\nabla \varphi(s, z)|} \frac{D\xi}{\xi}(0) \cdot D\tilde{\varphi}(s, 0),$$

where $\tilde{\xi} = \xi \circ \exp_x$. Of course (47) gives (46).

To see that (47) holds, we start by changing variable in the integral by setting $y = \frac{y}{\sqrt{h_n}}$, which gives that the argument in the limit equals

$$\frac{1}{2} \frac{D\xi_n}{\xi_n}(0) \cdot \int_{\{y \mid \tilde{\varphi}_{hn}(s_{hn} - h_n, \sqrt{h_n} y) \geq 0\} \cap B_{h_n^2}(0)} \frac{e^{-\frac{|y|^2}{4}}}{(4\pi)^{k/2}} dy.$$

We now let $R_n$ be a sequence of orthogonal matrices such that $R_n e_1 = \frac{D\xi_n}{|D\xi_n|}(0)$ and without loss of generality we assume that the sequence converges to an orthogonal matrix $R$. We change variable by setting $y = R_n y$ and we get that the argument of the limit becomes

$$\frac{|D\xi_n(0)|}{2} \int_{C_n \cap B_{h_n^2}(0)} \frac{e^{-\frac{|y|^2}{4}}}{(4\pi)^{k/2}} dy,$$

where we define

$$C_n := \left\{ y \in \mathbb{R}^k \mid \tilde{\varphi}_{hn}(s_{hn} - h_n, R_n \sqrt{h_n} y) \geq 0 \right\}.$$

We now observe that, by Taylor expanding $\tilde{\varphi}_{hn}(t_{hn} - \cdot, \cdot)$ around $(0, 0)$

$$\tilde{\varphi}_{hn}(s_{hn} - h_n, R_n \sqrt{h_n} y) = \delta_{hn} + \sqrt{h_n} R_n^T D\tilde{\varphi}_{hn}(s_{hn}, 0) \cdot y - h_n \partial_s \tilde{\varphi}_{hn}(s_{hn}, 0) + o(|y|^2 + h_n^2),$$

thus

$$C_n = \left\{ y \in \mathbb{R}^k \mid \frac{\delta_{hn}}{h_n} + R_n^T D\tilde{\varphi}_{hn}(s_{hn}, 0) \cdot y \right.$$

$$\left. - \sqrt{h_n} \partial_s \tilde{\varphi}_{hn}(s_{hn}, 0) + o(\sqrt{h_n}|y|^2 + h_n^3) \geq 0 \right\}.$$
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Recalling assumption (19) this re-reads

\[ C_n = \left\{ y \in \mathbb{R}^k \mid R_n^T D\tilde{\varphi}_n(s_{h_n}, 0) \cdot y + o(1) \geq 0 \right\}. \]

Observe also that

\[
R_n D\tilde{\xi}_n(0) = |D\tilde{\xi}_n(0)| e_1
\]

\[
= \sqrt{\langle \nabla \xi(z_{h_n}), \nabla \xi(z_{h_n}) \rangle} e_1 \rightarrow_{n \to +\infty} \sqrt{\langle \nabla \xi(z), \nabla \xi(z) \rangle} e_1,
\]

but also

\[
R_n D\tilde{\xi}_n(0) = D\tilde{\xi} \circ R_n^T(0) = D\xi \circ \exp_{z_{h_n}} \circ R_n^T(0) \rightarrow_{n \to +\infty} RD(\xi \circ \exp_z)(0).
\]

In other words we must have \( D\tilde{\xi}(0) = |D\tilde{\xi}(0)| R^T e_1 \). In particular

\[
\lim_{n \to +\infty} \frac{|D\tilde{\xi}_n(0)|}{2} \int_{C_n \cap B_{h_n^{-1}}} e^{-\frac{|y|^2}{4}} \frac{y dy}{(4\pi)^{k/2}} = \frac{|D\tilde{\xi}(0)|}{2} \int_{\{y \mid y^T D\tilde{\varphi}(s, 0) \cdot y \geq 0\}} e^{-\frac{|y|^2}{4}} \frac{y dy}{(4\pi)^{k/2}}
\]

\[
= \frac{1}{2} \frac{OD\tilde{\xi}}{\xi}(0) \cdot \int_{\{y \mid y_1 \geq 0\}} e^{-\frac{|y|^2}{4}} \frac{y dy}{(4\pi)^{k/2}} = \frac{1}{2} \frac{OD\tilde{\xi}}{\xi}(0) \cdot \frac{1}{\sqrt{\pi}}
\]

\[
\geq \lim_{n \to +\infty} \frac{1}{\sqrt{h_n}} \left( \frac{1}{2} - \mathbb{I}_n - \mathbb{I}_n \right)
\]

\[
\geq \lim_{n \to +\infty} \frac{1}{\sqrt{h_n}} \left( \frac{1}{2} - \mathbb{I}_n \right) - \frac{1}{2\sqrt{\pi}} |D\varphi(s, z)| \left\langle \nabla \frac{\xi}{\xi}(z), \nabla \varphi(s, z) \right\rangle,
\]

where we used (46) in the second line. To estimate

\[
\lim_{n \to +\infty} \frac{1}{\sqrt{h_n}} \left( \frac{1}{2} - \mathbb{I}_n \right)
\]
we can use (Barles and Georgelin, 1995, Proposition 4.1) applied with
\[(t_h, x_h) = (s_h, 0), (t, x) = (s, 0), \phi_h(t, \cdot) = \tilde{\varphi}_h(t, \cdot).\]

The only difference is that here we do not assume that \(\phi(t_h, x_h) = 0\), but \(\phi(t_h, x_h) = o(\sqrt{h})\) - one can check that the result holds true also with this modification by the same proof of (Barles and Georgelin, 1995, Proposition 4.1). In particular, we get
\[
\liminf_{n \to +\infty} \frac{1}{\sqrt{h_n}} \left( \frac{1}{2} - \int \left( \tilde{\varphi}_{h_n}(t, z_n, y) \xi(y) d\text{Vol}_M \right) \right) 
\geq \frac{1}{2 \sqrt{\pi} |\nabla \tilde{\varphi}(s, 0)|} \left( \partial_t \tilde{\varphi} + \Delta \tilde{\varphi} - \frac{D^2 \tilde{\varphi} \cdot D^2 \tilde{\varphi}}{|D^2 \tilde{\varphi}|^2} - \frac{D \tilde{\varphi} \cdot D \tilde{\varphi}}{\xi} \right),
\]
which is equal to the right hand side of (20) because we are using exponential coordinates around \(z\) (recall our convention \(\Delta = - \sum_{i=1}^k \partial_{ii}^2\)).

Item (ii). Once again, by the above discussion, we can assume that
\[
\frac{1}{2} - I_n \leq o(\sqrt{h_n}),
\]
and the result follows by applying (Barles and Georgelin, 1995, Proposition 4.1) with
\[(t_h, x_h) = (s_h, 0), (t, x) = (s, 0), \phi_h(t, \cdot) = \tilde{\varphi}_h(t, \cdot).\]

In this case, there are two differences from the original version (Barles and Georgelin, 1995, Proposition 4.1). First of all, we again do not assume that \(\phi(t_h, x_h) = 0\), but we assume \(\phi(t_h, x_h) = o(\sqrt{h})\). Then, we assume that \(\frac{1}{2} - I_n \leq o(\sqrt{h_n})\) and not the stronger \(\frac{1}{2} - I_n \leq 0\). But a quick inspection of the proof of (Barles and Georgelin, 1995, Proposition 4.1) reveals that these changes are irrelevant for the argument to work.

Appendix C. Miscellaneous results

C.1 Results on weighted manifolds

Hereafter we collect some results about weighted Laplacians and heat kernels on closed manifolds. Let \((M, g)\) be a \(k\)-dimensional, compact Riemannian manifold endowed with a measure \(\mu := \xi \text{Vol}_M\), with \(\xi \in C^\infty(M)\), \(\xi > 0\). We denote by \(\Delta_{\xi}\) the associated Laplacian, which is defined on \(f \in C^\infty(M)\) as
\[
\Delta_{\xi} f := - \frac{1}{\xi} \text{div} (\xi \nabla f).
\]
We denote by \(H\) the corresponding heat kernel, i.e., \(H\) is a real valued function defined on \((0, +\infty) \times M \times M\) such that for any \(u \in L^2(M)\) the function
\[
e^{-t\Delta_{\xi}} u(x) := T(t) u(x) = \int_M H(t, x, y) u(y) d\mu(y),
\]
defined for \((t, x) \in (0, +\infty) \times M\), is the unique solution to the Cauchy problem
\[
\begin{aligned}
\partial_t v &= -\Delta_\xi v \quad \text{in } (0, +\infty) \times M, \\
v(0, x) &= u(x) \quad \text{on } M,
\end{aligned}
\]
where the initial value at \(t = 0\) is attained in the sense that
\[
\lim_{t \downarrow 0} e^{-t\Delta_\xi} u = u \quad \text{in } L^2(M).
\]

We will use the following results.

**Theorem 24** Let \(M, \xi\) be as above. Let \(f\) be an \(L^2(\xi)\)-normalized eigenfunction of \(\Delta_\xi\) corresponding to the eigenvalue \(\lambda\), then for each integer \(m \geq 0\)
\[
\|f\|_{C^m(M)} \leq C_{M,m} \left(\lambda^{m+1+\frac{k}{2}} + 1\right).
\]

**Theorem 25** Let \(M, \xi\) be as above. There exist constants \(Q_1, Q_2, Q_3, \hat{Q}_1, \hat{Q}_2 > 0\) such that for every \(t > 0\) and all \(x, y \in M\),
\[
\frac{Q_1}{\mu(B_{\sqrt{t}}(x))} e^{-\frac{d^2(x,y)}{4t^2}} \leq H(t, x, y) \leq \frac{Q_3}{\mu(B_{\sqrt{t}}(x))} e^{-\frac{d^2(x,y)}{4t^2}}.
\]

\[
|\nabla_x H(t, x, y)| \leq \frac{\hat{Q}_1}{\sqrt{t\mu(B_{\sqrt{t}}(x))}} \exp\left(-\frac{d^2_M(x, y)}{Q_2t}\right).
\]

**Theorem 26** Let \(M, \xi\) be as above. There exist functions \(v_j \in C^\infty(M \times M), j \in \mathbb{N}\), such that for every \(N > l + \frac{k}{2}\) there exists a constant \(\tilde{C}_N < \infty\) such that
\[
\left|\nabla^l \left(H(t, x, y) - \frac{e^{-\frac{d^2_M(x,y)}{4t}}}{(4\pi t)^{k/2}} \sum_{j=0}^{N} v_j(x,y)t^j\right)\right| \leq \tilde{C}_N t^{N+1-\frac{k}{2}}, \quad (48)
\]
provided \(d(x, y) \leq \frac{\text{inj}(M)}{2}\). Moreover we have
\[
v_0(x,y) = \frac{1}{\sqrt{\xi(x)\xi(y) \det(d_{\text{exp}_x^{-1}(y)} \exp_x)}}. \quad (49)
\]

Theorem 24 follows by the Sobolev embedding theorem and the \(L^2\)-regularity theory for elliptic equations on manifolds. Theorem 25 follows from the Li–Yau inequality for weighted manifolds Setti (1992). The asymptotic expansion in Theorem 26 follows by constructing the heat kernel by means of the parametrix method: this construction is technical and we refer to Rosenberg (1997), where this is carried out for the case \(\xi = 1\). Here we just sketch the first part of the construction for a general density \(\xi\), which gives (49). The idea is that when \(x, y\) are close enough, say \(d(x, y) < \frac{\text{inj}(M)}{2}\), a good approximation for the heat kernel should be given by
\[
H_N(t, x, y) := G_t(x, y) \left(v_0(x, y) + \ldots + t^N v_N(x, y)\right), \quad (50)
\]
for smooth functions \( v_j \) and \( t > 0 \). Here

\[
G_t(x, y) := e^{-\frac{d_t^2(x, y)}{4t}} (4\pi t)^{k/2}.
\]

Since the Ansatz (50) should be an approximation of the heat kernel, we would like to have

\[
0 = \partial_t H_N + \Delta_\xi H_N,
\]

(51)

where \( \Delta_\xi \) denotes the weighted Laplacian with respect to the \( y \)-variable. We now compute the right hand side of the above equation by using exponential coordinates around \( x \): we denote them by \((r, \theta) \in [0, R) \times \mathbb{S}^{k-1}\). Observe that

\[
\partial_t H_N = \partial_t G_t(v_0 + ... + t^N v_N) + G_t(v_1 + ... + N t^{N-1} v_N)
\]

\[
= (r^2 \frac{k}{2t} - k) G_t(v_0 + ... + t^N v_N) + G_t(v_1 + ... + N t^{N-1} v_N).
\]

Furthermore

\[
\Delta_\xi H_N = G_t \left( \Delta_\xi v_0 + ... + t^N \Delta_\xi v_N \right)
\]

\[
+ \Delta_\xi G_t(v_0 + ... + t^N v_N) - 2 \langle \nabla G_t, \nabla v_0 + ... + t^N \nabla v_N \rangle.
\]

Using Gauss’ Lemma and the fact that \( G_t \) is independent of \( \theta \) we get

\[
2 \langle \nabla G_t, \nabla v_0 + ... + t^N \nabla v_N \rangle = 2 \partial_r G_t (\partial_r v_0 + ... + t^N \partial_r v_N)
\]

\[
= -\frac{r}{t} G_t (\partial_r v_0 + ... + t^N \partial_r v_N).
\]

We also observe that by definition of \( \Delta_\xi \) and by using again Gauss’ Lemma and the independence of \( G_t \) from \( \theta \)

\[
\Delta_\xi G_t = \Delta G_t - \langle \nabla_\xi, \nabla G_t \rangle = \Delta G_t + \frac{r}{2t} \partial_r \xi G_t.
\]

We define

\[
D(y) := \det(d_{\exp^{-1}(y)} \exp_x).
\]

Using the expression of the Laplacian in spherical coordinates and the invariance of \( G_t \) with respect to \( \theta \) we get

\[
\Delta G_t = -\frac{\partial^2 G_t}{\partial r^2} - \partial_r G_t \left( \frac{\partial_r D}{D} + \frac{k-1}{r} \right) = - \left( \frac{r^2}{4t^2} - \frac{k}{2t} \right) G_t + \frac{r}{2t} \partial_r D G_t.
\]

Putting things together we have

\[
\partial_t H_N + \Delta_\xi H_N = G_t \left( (v_1 + ... + N t^{N-1} v_N) - (\Delta_\xi v_0 + ... + t^N \Delta_\xi v_N) \right.
\]

\[
+ \frac{r}{2t} \partial_r \log(D_\xi)(v_0 + ... + t^N v_N) + \frac{r}{t} (\partial_r v_0 + ... + \partial_r v_N) \right).
\]
Although we cannot get (51) exactly, we can choose \( v \) in such a way that
\[
\partial_t H_N + \Delta_\xi H_N = G_t t^N \Delta_\xi v_N.
\]
In other words, we choose the coefficients in such a way that
\[
j t^{j-1} v_j - t^{j-1} \Delta_\xi v_{j-1} + (j-1)^{-1} t^j \partial_t \log(D_\xi) v_j + rt^{j-1} \partial_t v_j = 0, \quad \text{for } 1 \leq j \leq N.
\]
Once one solves (52), one can show inductively that (53) admits a smooth solution \( v_j \). It is easily seen that (52) can be solved explicitly to give
\[
v_0(x, y) = \frac{1}{\sqrt{\xi(x)\xi(y) \det(d_{\exp^{-1}(y) \exp})}}.
\]
From here, the construction of the heat kernel and the estimate (48) follow verbatim as in Rosenberg (1997).

### C.2 Results on random geometric graphs

In this subsection we use the setting and the notation of Section 3, with the points \( \{x_i\}_{i=1}^{+\infty} \) being given by i.i.d. random points on \( M \), distributed according to a probability distribution \( \nu = \rho \text{Vol}_M \in \mathcal{P}(M) \), with \( \rho \in C^\infty(M) \), \( \rho > 0 \). The following two results are proved in Calder and García Trillos (2022); Calder et al. (2022) for the unnormalized graph Laplacian, but the proof of the statements extends when we work with the random walk Laplacian. Hereafter, given \( l \in \mathbb{N} \), we set
\[
\gamma_l := \inf_{j < l, j \in \mathbb{N}} (\lambda_{j+1} - \lambda_j).
\]

**Theorem 27 (Theorem 2.6 in Calder et al. (2022) for the unnormalized Laplacian)**

*In the above-mentioned setting, if additionally, the eigenvalues of \( \Delta_\rho^2 \) are simple, then for every \( l \in \mathbb{N} \) we have that with probability greater than
\[
1 - Q_1 \epsilon_n^{-6k} \exp(-Q_2 n^{k+1}) - Q_3 \epsilon_n \exp(-Q_4 n (\lambda_l + 1)^{-k})
\]
we have for every \( l \leq \tilde{l} \)
\[
|\lambda_l - \kappa(\eta) \lambda_l| + \max_{z \in V_n} \left| v_l^\eta(z) - f_l(z) \right| C_1^{1/2} \leq \frac{\|f_l\|_C^3(M)}{\gamma_l \epsilon_n}.
\]

**Theorem 28 (Corollary 3.7 in Calder et al. (2022))**

*In the above-mentioned setting, if \( n \) is large enough, with probability greater than \( 1 - Q_6 \epsilon_n^{-k} \exp(-Q_7 n\epsilon_n^{k+2}) \), we have that
\[
\max_{z \in V_n} |d_{\epsilon_n}(z) - C_1 \rho(z)| \leq Q_8 \epsilon_n.
\]

We also recall the following result, which may be easily derived from (García Trillos et al., 2020, Theorem 2).
Theorem 29  Let \((M, g)\) be a \(k\)-dimensional closed Riemannian manifold. Let \(\rho \in C^\infty(M), \rho > 0\) such that \(\nu := \rho \text{Vol}_M \in \mathcal{P}(M)\). Let \(\{X_i\}_{i \in \mathbb{N}}\) be i.i.d. random points in \(M\) distributed according to \(\nu\) and let \(\nu_n := \frac{1}{n} \sum_{i=1}^{n} \delta_{X_i}\) be the associated empirical measures. Then there is a constant \(C > 0\) such that almost surely there exist transport maps \(T_n\) such that \((T_n)_\#\nu = \nu_n\) and

\[
\begin{align*}
\limsup_{n \to +\infty} \frac{n^{1/2} \sup_{x \in M} d_M(x, T_n(x))}{\log^{3/4}(n)} &\leq C \quad \text{if } k = 2, \\
\limsup_{n \to +\infty} \frac{n^{1/k} \sup_{x \in M} d_M(x, T_n(x))}{\log^{1/k}(n)} &\leq C \quad \text{if } k \geq 3.
\end{align*}
\]