Correlated X-ray and optical variability in the O-type supergiant ζ Puppis

JOY S. NICHOLS,1 YAËL NAZÉ,2,* DAVID P. HUENEMOERDER,3 ANTHONY F. J. MOFFAT,4 NATHAN MILLER,5 JENNIFER LAUER,1 RICHARD IGNACE,6 KEN GAYLEY,1 TAHINA RAMIARAMANANTSOA,5 LIDIA OSKINova,7 WOLF-RAINER HAMANN,9 NOEL D. RICHARDSON,10 WAYNE L. WALDRON,11 AND MATTHEW D AhMER12

1Harvard & Smithsonian Center for Astrophysics, 60 Garden St., Cambridge, MA 02138 USA
2Groupe d’Astrophysique des Hautes Energies, STAR, Université de Liège, Quartier Agora (B5c, Institut d’Astrophysique et de Geophysique), Allée du 6 Août 19c, B-4000 Sart Tilmant, Liège, Belgium
3Massachusetts Institute of Technology, 77 Massachusetts Ave., Cambridge, MA 02139, USA
4Dépt. de physique, Univ. de Montréal, C.P. 6128, Succ. C-V, Montréal, QC H3C 3J7, Canada & Centre de Recherche en Astrophysique du Québec
5Department of Physics and Astronomy, University of Wisconsin-Eau Claire, Eau Claire, WI 54701 USA
6Department of Physics & Astronomy, East Tennessee State University, Johnson City, TN 37614, USA
7Department of Physics and Astronomy, University of Iowa, Iowa City, IA 52242 USA
8School of Earth and Space Exploration, Arizona State University, 781 E. Terrace Mall, Tempe, AZ, USA 85287-6004
9Institute for physics and astronomy, University of Potsdam, Karl-Liebknecht-Str. 24/25, 14476, Potsdam, Germany
10Department of Physics and Astronomy, Embry-Riddle Aeronautical University, 3700 Willow Creek Road, Prescott, AZ 86301, USA
11Eureka Scientific, Inc. 2452 Delmer Street Suite 100 Oakland, CA 94602 USA
12Northrop Grumman Corporation 2980 Fairview Park Drive Falls Church, VA 22042 USA†

(Received Aug.30,2020; Revised; Accepted Nov. 11,2020)

Submitted to ApJ

ABSTRACT

Analysis of the recent long exposure Chandra X-ray observation of the early-type O star ζ Pup shows clear variability with a period previously reported in optical photometric studies. These 813 ks of HETG observations taken over a roughly one year time span have two signals of periodic variability: (1) a high significance period of 1.7820 ± 0.0008 d, and (2) a marginal detection of periodic behavior close to either 5 d or 6 d period. A BRITE-Constellation nanosatellite optical photometric monitoring (using near-contemporaneous observations to the Chandra data) confirms a 1.78060 ± 0.00088 d period for this star. The optical period coincides with the new Chandra period within their error ranges, demonstrating a link between these two wavebands and providing a powerful lever for probing the photosphere-wind connection in this star. The phase lag of the X-ray maximum relative to the optical maximum is ̂φ = 0.45, but consideration of secondary maxima in both datasets indicates possibly two “hot” spots on the star with an X-ray phase lag of ̂φ = 0.1 each. The details of this periodic variation of the X-rays are probed by displaying a phased and trailed X-ray spectrum and by constructing phased light curves for wavelength bands within the HETG spectral coverage (ranging down to bands encompassing groups of emission lines). We propose that the 1.78 d period is the stellar rotation period and explore how stellar bright spots and associated co-rotating interacting regions (CIRs) could explain the modulation of this star’s optical and X-ray output and their phase difference.
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1. INTRODUCTION

Massive stars have significant impacts on the abundances, evolution, and energy budgets of the galaxies they inhabit, both through the powerful stellar winds they produce during their lifetimes, and through the supernova explosions which are often their ultimate fate. A complete understanding of the physical mechanisms involved in massive star evolution and their associated winds is still elusive, but their ubiquitous variations can provide an important probe to the underlying mechanisms. Variability of massive stars has been observed on various timescales and with diverse amplitudes, from giant ejections of matter in unstable evolutionary stages (i.e., Luminous Blue Variables) to small-scale stochastic wind variations.

In this context, ζ Pup is a key target of study, as it is the closest, at a distance of $332\pm 11$ pc (Howarth & van Leeuwen 2019), and one of the brightest O-type supergiants, having a spectral type O4If (Sota et al. 2014). The intense scrutiny of this star has led to the detection of several types of variability in multiple wavelengths. First, photospheric optical absorption-line profile variations with an 8.5 h period were reported by Baade (1986) and Reid & Howarth (1996), and interpreted in terms of non-radial pulsations, but the variations appear transient (e.g. Baade 1991). In the ultraviolet (UV), cyclic variability attributed to Discrete Absorption Components (DAs) was detected (Kaper et al. 1999). Between 1989 and 1995 that variability increased in apparent period from $\sim 15$ h to $\sim 19$ h. This change in period in the UV was detected by the International Ultraviolet Explorer IUE UV (Howarth et al. 1995), Hα (Reid & Howarth 1996), and interpreted in terms of non-radial pulsations, but the variations appear transient (e.g. Baade 1991). In the ultraviolet (UV), cyclic variability attributed to Discrete Absorption Components (DAs) was detected (Kaper et al. 1999). Between 1989 and 1995 that variability increased in apparent period from $\sim 15$ h to $\sim 19$ h. This change in period in the UV was detected by the International Ultraviolet Explorer IUE UV (Howarth et al. 1995), Hα (Reid & Howarth 1996), and ROSAT X-rays (Berghoefer et al. 1996). A still longer period of about 5 d was detected in Hα and IUE UV lines (Moffat & Michaud 1981; Howarth et al. 1995) and was proposed to be associated with rotation; but again, repeatability proved to be elusive.

More recently, Howarth & Stevens (2014) reported photometric changes with a 1.78 d period using the Solar Mass Ejection Imager (SMEI) instrument on the Coriolis satellite. The same period was subsequently confirmed in the 5.5 month Bright-star Target Explorer (BRITE) campaign in 2014–2015 by Ramiaramanantsoa et al. (2018) and is still seen in subsequent data up to the present (Ramiaramanantsoa et al., in prep.). Both sets of data from optical space photometry are completely dominated by continuum light from the stellar photosphere. While being of stable period, the shape of the phased 1.78d light curve is not sinusoidal and was seen to change on timescales of weeks or months during the 2014–2015 BRITE campaigns.

Nearly simultaneous cyclical variations of He II $\lambda4686$ Å and other emission lines with the same 1.78 d period were also found from observations in parallel with the BRITE campaign (Ramiaramanantsoa et al. 2018). These show a phase lag which increases to $\sim \phi=0.1$ for the optical emission lines formed furthest from the star. Although Howarth & Stevens (2014) interpret the 1.78 d periodicity variations in terms of non-radial pulsations, Ramiaramanantsoa et al. (2018) link the changes to slowly changing bright spots on the surface potentially driven from below by subsurface convection. The photometric BRITE campaign also demonstrated the presence of stochastic photometric changes of similar amplitude to the periodic variation on the 1.7806 d period. These stochastic variations are only coherent on a multi-hour timescale, and are suspected to arise in the photosphere from the same subsurface activity related to a zone of partial ionization of iron-group elements (Cantiello et al. 2009).

Analysis of a 10-year $\sim 1$Ms XMM-Newton dataset failed to detect significant short-term changes on the order of hours beyond Poisson statistics, thus indicating a highly fragmented wind (Nazé et al. 2013). The XMM-Newton observations also pointed towards the presence of larger, slow modulations of the X-ray flux, with peak-to-valley amplitudes of $\sim 15\%$ over the duration of the individual exposures (typically $\sim 16$ h, Nazé et al. 2013). These changes appeared strongest in the XMM-Newton medium-energy (0.6–1.2 keV; equivalent in energy to the Chandra soft) band (Nazé et al. 2018).

X-ray emission in massive stars is thought to be generated from the natural instabilities of the line-driven stellar wind (Lucy & White 1980; Cassinelli & Swank 1983; Feldmeier et al. 1997). Hot stars have shown a variety of periodic temporal behaviors in their X-ray emission, with some displaying connections between different wavelength regimes. A recent study (Massa et al. 2019) compared XMM-Newton, STIS, and IUE data of $\xi$ Per, finding a consistent 2.086 d period in the datasets and a small time lag that is dependent on the ionization state of each line. CIR relationships were proposed for the O supergiant $\lambda$ Cep (Rauw et al. 2015) and the dwarf $\zeta$ Oph (Oskinova et al. 2001).

In this paper we report a detailed analysis of the 2018–2019 Chandra observing campaign using the Advanced CCD Imaging Spectrometer (ACIS) with the High Energy Transmission Grating (HETG) to characterize the X-ray variability of $\zeta$ Pup. By including in our analysis the near-simultaneous optical BRITE data for this star, we can explore links between these two wavelength bands. Different physical regions are causing the emission in these two wavelength bands, so any connections found between them will have ramifications for understanding the connection between the star’s photosphere and its outflowing wind. The observational data used in these analyses are described in Sect. 2. We began by constructing and analyzing full-band X-ray light curves for all of the HETG data. Potential periods were identified from these light curves. We analyzed these X-ray data and the nearly-simultaneous optical data in concert with one another.
to probe for connections between them (Sect. 3). Light curve analyses of specific wavelength regions for emission lines are presented in Sect. 4. Then, the entire dataset was partitioned into short time intervals of calibrated data, and the variability of lines and continuum were examined using moments (Sect. 5). Sect. 6 is a discussion and interpretation of the results, and the conclusions are presented in Sect. 7.

2. OBSERVATIONS AND DATA ANALYSIS

The Chandra observations of ζ Pup discussed here, with a total exposure time of 813 kiloseconds (ks), used the HETG with the ACIS-S instrument (Canizares et al. 2005). The gratings provide separate Medium Energy Grating (MEG) and High Energy Grating (HEG) spectra simultaneously, with resolutions of 0.023 Å and 0.012 Å respectively. Table 1 lists each observation (ObsID) acquired for this program, and the exposure time.

Spacecraft thermal considerations required most of the observations to use 4–5 CCD chips instead of the full array of 6 chips, truncating the spectral range in the longer wavelengths. There is also one early 2000 Chandra HETG observation of ζ Pup, ObsID 640, that we did not include in this analysis because it was acquired too many cycles ago (18–19 years) to be useful in the context of phasing with a short periodicity due to the accuracy of the ephemeris.

Table 1. List of X-Ray observations divided into summer 2018, winter 2019, and summer 2019 observation groups

| ObsID | Observation Start Time | Exposure (ks) |
|-------|------------------------|---------------|
| 21113 | 2018-07-01T20:18:49    | 17.7          |
| 21112 | 2018-07-02T22:57:54    | 29.7          |
| 20156 | 2018-07-03T16:06:38    | 15.5          |
| 21114 | 2018-07-05T17:00:36    | 19.7          |
| 21111 | 2018-07-06T05:00:09    | 26.9          |
| 21115 | 2018-07-07T03:17:11    | 18.1          |
| 21116 | 2018-07-08T02:20:58    | 43.4          |
| 20158 | 2018-07-30T22:36:40    | 18.4          |
| 21661 | 2018-08-03T11:42:46    | 90.6          |
| 20157 | 2018-08-08T23:32:35    | 76.4          |
| 21659 | 2018-08-22T02:13:29    | 86.3          |
| 21673 | 2018-08-24T18:52:10    | 15.0          |
| 21154 | 2019-01-25T03:21:34    | 47.0          |
| 22049 | 2019-02-01T00:00:55:26 | 27.3          |
| 20155 | 2019-07-15T00:04:38    | 19.7          |
| 22278 | 2019-07-16T16:20:37    | 30.5          |
| 22279 | 2019-07-17T14:52:40    | 26.0          |
| 22280 | 2019-07-20T06:45:30    | 25.5          |
| 22281 | 2019-07-21T13:28       | 41.7          |
| 22076 | 2019-08-01T00:47:34    | 75.1          |
| 21898 | 2019-08-17T03:16:06    | 55.7          |

* Terrestrial Time

Each observation in Table 1 was processed using the TG-Cat software (Huenemoerder et al. 2011), starting with the Level 1 (bias-corrected, unfiltered) event data. TG-Cat software uses CIAO (Fruscione et al. 2006) tools to process the data, yielding filtered Level 2 event data, extracted spectra, and appropriate calibration files. Fig. 1 shows the cumulated spectrum of all observations, along with major emission line identifications.

It is well-known that the Chandra ACIS optical blocking filter has a buildup of molecular contamination, still increasing with time, which degrades the X-ray transmission especially at lower energies. To remove this known effect from count-rate light curves, we evaluated the expected count rates in each band by adopting the mean ζ Pup flux as a model spectrum and folding this through the responses at the epoch of each observation. The mean flux provides an appropriate weighting function vs energy within each band. We fit a linear function to these model rates and used the slope to remove this instrumental trend from the light curves (corrected count rate = original count rate - slope * (HJD-HJDlastObs)) before conducting any timing analysis. See Table 4 for specific values used in each bandpass.

3. BROAD-BAND LIGHT CURVES AND PERIODICITY

3.1. Broad-band light curves

Broad-band light curves were constructed for each ObsID, then combined into a single light curve for the entire Chandra campaign consisting of count rates per 4 ks bin. Counts from HEG and MEG were combined where their spectra overlap in wavelength (3.1–10.3 Å). Then the MEG counts in the range 10.3–20.7 Å were added to this total, providing a total wavelength coverage of 3.1–20.7 Å. The break at 10.3 Å was chosen because some of our ObsIDs did not have HEG coverage beyond this position. This break in wavelength coverage also provides compatible ranges to XMM-Newton hard and XMM-Newton medium bands (note the definitions of “hard” and “medium” differ between XMM-Newton and Chandra; see Table 4). In this paper we will refer to the Chandra definitions of hard, medium, and soft, and an additional band that we call “hybrid-hard” that refers to all of the Chandra medium band and part of the Chandra hard band, in order to directly compare to the XMM-Newton hard band. All times in the light curve were corrected to the barycentric times. The bins are contiguous and exclusive, which means there is always a short time bin at the end of each observation. We binned to 4 ks intervals uniformly from the beginning of each observation. Short end bins (≤50% exposure per bin) were excluded from the timing analysis due to their larger vari-
\[ F_{\text{var}} = \sqrt{S^2 - \sigma_{\text{err}}^2}/X_m, \]

with the mean \( X_m = \sum X_i/N \), \( i \) = bin index, the dispersion \( S^2 = \sum (X_i - X_m)^2/(N - 1) \) and the mean Poisson error \( \sigma_{\text{err}}^2 = \sum \sigma_{\text{err},i}^2/N \). This eliminates the variance that is due to Poisson noise (Edelson et al. 2002). A comparison of the variability in Chandra data and XMM-Newton using these indices is presented in Table 2. Note that both Chandra and XMM-Newton values agree with each other, as found in XMM-Newton data (Naze et al. 2018), the 10.3-20.7 Å band appears more variable than the 3.1-10. Å band in Chandra data (see Table 4).

### 3.2. Period Search

The corrected Chandra light curves were analyzed using a modified Fourier algorithm adapted to datasets with uneven sampling (Heck et al. 1985; Gosset et al. 2001;

Zechmeister & Kürster 2009). Fig. 2 shows the obtained periodogram with a red horizontal line representing the 1% significance level. This level was estimated by two methods, which agree with one another: (1) by performing 2,000 Monte-Carlo simulations drawing at random the individual count rates from a Gaussian distribution with the same mean for all simulations and a standard deviation equal to the dispersion of the observed count rates, and (2) by shuffling the data. The maximum amplitudes reached by the periodograms of the simulated data were recorded and the significance level was fixed at the amplitude above which only 1% of the periodogram maxima lie. This 1% significance level thus provides the amplitude which will be detected in a dataset similar as ours by chance; some may consider it as an upper limit because the simulations include the effects of real variations (two periodicities along with all their many harmonics and aliases), which will enhance the dispersion of the observed count rates beyond that of the Poisson noise level.

![X-ray spectrum over the entire waveband of Chandra HETG ACIS-S including all 813 ks of exposure time taken in 2018 and 2019. Fluxes shortward of 5 Å have been multiplied by a factor of 50 to improve legibility. The highest-energy lines and the high-energy bremsstrahlung continuum were analyzed in Huenemoerder et al. (2020). The spectrum principally consists of lines of Fe XVII, adjacent ionization states of iron, and hydrogen- and helium-like ions of Ne, Mg, S, and Si and O.](image-url)

**Table 2.** Comparison of Chandra and XMM-Newton \( F_{\text{var}} \)

| Mission        | Wavelength | \( F_{\text{var}} \) |
|---------------|------------|----------------------|
| Chandra       | 10.3–20.7 Å| 0.039 ± 0.009        |
| XMM-Newton    | 10.3–20.7 Å| 0.040 ± 0.002        |
| Chandra       | 3.1–10.3 Å | 0.030 ± 0.005        |
| XMM-Newton    | 3.1–10.3 Å | 0.027 ± 0.002        |

2 Three other types of period-search methods were employed on the data: (1) analyses of variances (e.g. AOV, Schwarzenberg-Czerny 1989), (2) conditional entropy (Graham et al. 2013; Cincotta et al. 1999; Cincotta 1999), and (3) Lomb-Scargle periodogram. These methods gave similar results to the modified Fourier method used.
Figure 2. Periodogram of the broad-band corrected *Chandra* light curve of ζ Pup, along with its spectral window and zooms on two important regions discussed in text. The red horizontal line represents the 1% significance level while the green vertical lines correspond to the period detected in optical data (Ramiaramanantsoa et al. 2018). For comparison, the top panel provides the periodogram for the 2018-2019 *BRITE* observing campaign, nearly contemporaneous with the *Chandra* run.
Because the sampling of the Chandra observation is very irregular, many aliases are present in the periodogram (see the spectral window in Fig. 2). In particular, the dataset is composed of short snapshots spread over a year, so any single peak will appear as a broad compound of narrow subpeaks (see zoomed images at the bottom of Fig. 2). In the periodogram, two groups have the highest significant frequencies in units of cycles per day (c/d): near 0.17 c/d\(^{-1}\) and near 0.56 c/d\(^{-1}\). Since the second one has the largest amplitude, we first focus on it. A sum of 10 gaussians were fit to the peaks (see zoomed images at the bottom of Fig. 2). Of the 10 peaks fit, the peak with centroid 0.561147 c/d, indicating a period of 1.7820 d, was chosen as the closest to the BRITE period and therefore the most likely true period.

We estimated the error in the period to be of the order of 1/10T=1/(10 \times 411) d = 0.00024 c/d, with T being the total time interval of all the Chandra observations in days (as in Ramiaramanantsoa et al., in prep.). The method yielded a period error of 0.0008 d. We checked this error value using the Gaussian fits described above, where the uncertainty in the centroid value, the sigma value, and the HWHM are consistent with 10% of the peak width and with our adopted error value.

The highest peak at \(P = 1.7727 \pm 0.0008\) d within this group of subpeaks is not within the errors of the X-ray period of 1.7820 d and is probably due to the irregular sampling; occasionally in such cases, a subpeak or alias (rather than the highest peak) corresponds to the actual signal. The presence of nearly the same periodicity in both optical and X-ray datasets clearly points towards a common origin for both variability phenomena.

Given that the optical BRITE value is consistent from several years of data (see notably Ramiaramanantsoa et al. 2018), we adopt the BRITE ephemeris (period \(P = 1.7806\) d and \(T_0\) is HJD=2,458,425.800) for any calculation of light curve phases related to this period. Using this ephemeris places the optical maximum at phase 0.45. The X-ray light curves are always shown with that ephemeris, in order to compare the light curves directly. Figure 3 shows both X-ray and optical light curves folded with this ephemeris. For the binned X-ray light curve, we calculated averages of data points in 20 phase bins over the 1.7806 d period. Each phase bin is \(\phi=0.05\). The BRITE light curve has been binned in the same manner. The peak-to-valley amplitude of this binned light curve is about 6%, which is remarkably large compared to the optical variations (peak-to-valley amplitude of about 1%).

The light curves in Fig. 3 are notably for several features. The minimum of the X-ray light curve corresponds to the maximum of the optical light curve, approximately. The BRITE light curve has a clear maximum at \(\phi=0.45\) as well as a secondary maximum at about \(\phi=0.8\). The Chandra light curve has a maximum at \(\sim \phi=0.9\) and a secondary maximum at \(\sim \phi=0.55\). The phase of the primary X-ray maximum was determined by cross-correlation between the BRITE light curve and the Chandra light curve, yielding an offset of 0.45 in phase. The secondary X-ray maximum is based on the "point" at 0.55 in phase, but this point represents the mean of 18 time bins from 12 observations that fell in this phase bin after folding on the 1.78 day period. Each point in Fig. 3 was calculated in the same way, but the number of time bins that fell in each phase bin varies from 5 to 21 due to the uneven coverage of the observations. The data point for the secondary X-ray maximum in Fig. 3 is calculated to be somewhat more than 2\(\sigma\) from the mean of the residuals after fitting the light curve with a 2-degree polynomial. Although this is a marginal detection, it nevertheless should be explored and is discussed in Sect. 6.5. A nearby point at about \(\phi=0.65\) has approximately equal count rate as the peak at \(\phi=0.55\), but is less than 1.5\(\sigma\) from the mean of the residuals.

Once we applied the same period and ephemeris to the BRITE data and Chandra data reported here, the peaks of these two light curves did not coincide. The maximum X-ray emission lags by \(\Delta(\phi) \sim 0.45\) behind the maximum optical emission, a value determined by cross-correlation of the two light curves. Such a large time lag would place constraints on the connections between the optical and X-ray emission regions, as will be discussed in more detail in Sect. 6. Alternately, if we take both the primary and secondary maxima in the optical light curve and relate them to the secondary and primary X-ray maxima, we have two optical events with X-ray lags time of \(\sim \phi=0.1\) each.

When taken as a whole, this Chandra data set for \(\zeta\) Pup provides coverage of all phases of a 1.78 period. However, not all phases are covered equally well in all observation segments. This can lead to some limitations. For example, an important question is whether the period detections are stable over time. At first glance, since the Chandra data have been mostly obtained in two observing windows, summer 2018 and summer 2019, they could allow for such a check. Unfortunately, as shown by the observation coverage (Fig. 4), the maximum of the 1.7806 d modulation was not sampled during the second observing window. However, it is important to note that the binned light curves of the two observing windows, when they do overlap in phase, appear compatible, favoring the hypothesis of the periodogram stability.
Figure 3. Folded optical and X-ray light curves. Top: Broad-band X-ray light curve, with data binned at 4 ks as small black dots and more coarsely binned light curve data at 0.05 phase as larger red circles. Error bars are standard error on the mean for each binned point. Each point represents the mean of the time bins that fall in the phase bin. The number of time bins included in a data point vary from 5 to 21 due to the uneven phase coverage. One full cycle is shown, with an additional 0.2 in phase replicated at each end to show continuity with phase. Cyan arrows indicate the maximum of each light curve. Blue arrows indicate the secondary maximum of each light curve. Bottom: BRITE data with the mean subtracted. Binned light curve data at 0.05 phase are shown as green circles. Error bars are standard error on the mean for each binned point.

Figure 4. Diagram showing phase coverage of Chandra ζ Pup observations, assuming phases based on the ephemeris of the prominent 1.7806 d period (see text), as a function of cycle number of the same period with zero-point in the middle of the whole data-set.

XMM-Newton data points in the figure represent a single exposure, the Chandra big dots represent data points at these phases from a combination of the whole campaign. One would not expect exact agreement between XMM-Newton and Chandra because XMM-Newton data are sensitive to softer X-rays than Chandra data, and because of the difference in sensitivity between the XMM-Newton and Chandra instruments. Looking at the small dots of Fig. 5, which represent the individual Chandra 4 ks bins, we see that the XMM-Newton binned light curve appears well within the scattered Chandra points.

To further inquire about the presence of additional coherent signals or of stochastic variability beyond the 1.7806d signal, we once again calculated averages of data points, but this time in 10 phase bins rather than 20; the choice of 10 phase bins per cycle is a compromise between having enough signal in each bin while still allowing us to examine the shape of the phased light curve in detail. Linear interpolations of this binned Chandra light curve were used to remove from the Chandra data the variations associated with the 1.7806d period. Because the light curve does not appear to be a perfect sine wave (see Fig. 6), there must be harmonic content in addition to the fundamental. While an improved data cleaning for this period would take into account the contributions of these additional harmonic components, our periodogram (Fig. 2) does not provide enough information on the

Fig. 5 compares the XMM-Newton calibration observation taken in April 2019 (blue circles) to the Chandra data. The XMM-Newton minimum agrees approximately with the Chandra minimum. The light curve evolution appears different, with a steeper declining slope for the XMM-Newton data. However, one needs to keep in mind that while the string of
harmonic content to allow for this. Hence the choice of the subtraction of the mean light curve.

We then performed a period search on the resulting cleaned light curve (Fig. 6). The overall peak amplitudes appear largely reduced in this periodogram, indicating that the 1.7806d signal dominates the X-ray variability. However, one peak is still significant, at a frequency of 0.16860±0.0002 d−1, corresponding to a period of 5.9312±0.009 d. The next largest peak, only slightly lower significance, lies at 0.1978±0.0003 d−1, corresponding to a period of 5.056±0.008 d. It is actually difficult to choose which one of those two peaks corresponds to the “real” signal. In fact, different processing choices may lead to one or the other peak leading in the cleaned periodograms. This indicates that, most probably, a period of about 5 d or about 6 d is present.

Focusing on the formally significant period only, the corrected light curve, cleaned for the 1.7806 d signal, was folded with a 5.9312 d period and averages in 10 phase bins were then calculated. The original light curve was then cleaned by this average 5.9312 d signal in the same manner as done before for the 1.7806 d case. The periodogram of this newly cleaned light curve is shown in Fig. 7. It is immediately obvious that the 1.7806 d signal remains significant. It is thus important to note that both signals are distinct, i.e. even though they may be close to a harmonic ratio of 3, they appear separate as cleaning by one does not remove the other. As a last trial, we cleaned the original light curve by both averaged curves and performed a period search on the result (Fig. 7). This time, the periodogram amplitudes are very much reduced and no significant signal is detected.

As a final exercise, we calculated the fractional variability amplitudes $F_{\text{var}}$ of the light curves at different stages of cleaning (Sect. 3). $F_{\text{var}}$ was 0.031±0.004 for the original light curve; it decreased to 0.020±0.005 after cleaning for the 1.7806d signal, or 0.024±0.004 after cleaning for the 5.9312 d signal, and finally 0.011±0.007 after cleaning by both signals. The latter value implies that zero (i.e. no variability beyond Poisson noise) is only at 1.2σ. Hence the observed variability of the Chandra light curve can be explained a posteriori by two periodic signals (1.7820 d and 5 or 6 d), with the presence of additional variations, stochastic or coherent, to be confirmed (or excluded) with higher-quality data in the future.

We also plotted in Fig. 8 the Chandra light curve folded on a 5.06 d period which was previously proposed by Moffat & Michaud (1981). This light curve is possibly consistent with the presence an ∼5 d period, although there are several significant outliers. We discuss this potential period in Sect. 6.

Figure 5. Folded and normalized Chandra and XMM-Newton data on 1.7806 d period. XMM-Newton data (blue circles) and errors are from April 2019. Chandra data (red circles) as in Fig. 3. The Chandra data were normalized to the Chandra data mean and the XMM-Newton data were normalized to the XMM-Newton data mean.

Figure 6. Comparison of the initial periodogram and the periodogram once the light curve has been cleaned by the 1.7806 d signal. Green vertical lines as in Fig. 2.

4. SPECTRAL REGION ANALYSIS

In addition to the full-band of Chandra wavelengths, we extracted from each ObsID narrow-band light curves that include specific spectral regions. These light curves contain
X-ray Variability of \( \zeta \) Pup

Figure 7. Left: Chandra light curves folded with the optical ephemeris at different stages of cleaning: initial curve on top panel, curve after cleaning by the 1.780 d signal on second panel, curve after cleaning by a 5.9312 d signal on third panel, curve after cleaning by both signals on bottom panel. Two cycles are shown; data have been replicated, in order to show continuity with phase. Right: Periodograms at different levels of cleaning. Top panel provides the periodogram of the initial light curve, the second panel shows the periodogram after cleaning for the 1.7806 d signal, the third panel shows the periodogram after cleaning for a 5.93 d signal, and the bottom panel presents the resulting periodogram after cleaning by both signals. As before, the red horizontal line represents the 1\% significance level.

Table 4. Limits of the energy bands used for the broad-band lightcurves. "m" indicates that a band include only MEG data.

| Name                      | limits (Å) | \( V \) | \( F'_{\text{unc}} \) | slope (cts s\(^{-1}\) d\(^{-1}\)) | Remarks            |
|---------------------------|------------|---------|------------------------|-------------------------------|--------------------|
| full                      | 3.1–20.7   | 0.13±0.03 | 0.031±0.004 | -2.660e-05 | 0.6–4.0 keV, m |
| Chandra soft band (=XMM-Newton medium) | 10.3–20.7 | 0.25±0.05 | 0.039±0.009 | -1.829e-05 | 0.6–1.2 keV, m |
| Chandra hybrid hard band (=XMM-Newton hard) | 3.1–10.3 | 0.17±0.03 | 0.030±0.005 | -8.310e-06 | 1.2–4.0 keV |
| continuum - line free regions | 3.10–3.80 | 0.32±0.08 | -1.340e-06 |                     |                    |
| He-like                   | 3.88–4.07  | 0.29±0.06 | 0.046±0.008 | -2.903e-06 |                    |
|                           | 4.98–5.16  |          |                       |                               |                    |
|                           | 6.55–6.83+5.62–5.73 |          |                       |                               |                    |
|                           | 9.04–9.40  |          |                       |                               |                    |
|                           | 13.29–13.76|          |                       |                               |                    |
| H-like                    | 6.11–6.25  | 0.41±0.08 | 0.049±0.019 | -3.411e-06 |                    |
|                           | 8.33–8.50  |          |                       |                               |                    |
|                           | 12.03–12.20|          |                       |                               |                    |
|                           | 18.74–19.13|          |                       |                               |                    |
| Fe-complex 1              | 10.31–11.67| 0.35±0.10 | 0.048±0.019 | -5.245e-06 |                    |
| Fe-complex 2              | 14.86–15.52| 0.65±0.09 | 0.080±0.028 | -3.457e-06 |                    |
|                           | 16.59–17.22|          |                       |                               |                    |
| S XV line                 | 4.98–5.16  | 0.71±0.16 | 5.438e-08 |                    |                    |

(1) the sum of H-like lines of Si XIV, Mg XII, Ne X, and O VIII, (2) the sum of He-like lines of Ar XVII, S XV, Si XIII, Mg XI, and Ne IX, (3) continuum (selected line-free regions), (4) Chandra soft wavelength bin (10.3–20.7 Å), (5) Chandra hybrid-hard wavelength bin (3.3–10.3 Å), and (6) two Fe complexes, each containing a mix of Fe ionization states from Fe XVII to very weak Fe XX – Fe XXIII. The definition of these bands is shown in Table 4. Plots of the light curves of these specific wavelength regions are shown in Fig. 9. These light curves were corrected for the response degradation described in Sect. 2 (see slopes in Table 4). The light curve analysis of these other energy bands reveals a significant peak near 1.78 d. The larger noise makes detection much more difficult in these narrower bands, compared to the full-band...
pass. The hardness ratio using the algorithm \( HR = \frac{\text{hard-medium}}{\text{hard+medium}} \) with error propagation produced large errors in this noisy data. There is no evident variability in the hardness ratio, considering the errors, so no plot is shown.

Folding these light curves on the 1.7806 d period, the peak at \( \sim \phi = 0.9 \) appears significantly detected for Fe complex 1 and H-like lines, and less so for He-like lines, Chandra soft, and Chandra hybrid-hard bands. These binned light curves demonstrate the presence of different behaviors (variation in amplitude and phase evolution) between the energy bands. The binned curves display a coherent trend with phase, although the low count rate for the second Fe complex and the \( \text{Si}^{\text{XIV}} \) lines produce unreliable results. Peak-to-valley amplitudes range from 6 to 16%. In particular, the H-like lines curve varies, from peak-to-valley, by 16% while the He-like lines curve only changes by 9%; the Chandra soft band curve varies by 9% while that of the hybrid hard band changes by 6%. It’s not surprising that the different emission line bands can be folded coherently with the 1.78 d period, as most of the flux in the broad-band light curve comes from the emission lines. Regarding curve shapes, the Chandra soft band appears somewhat asymmetric, with a steep increase followed by a long, shallower decrease; the curves appear much more symmetric for the hybrid-hard band.

5. TIME SLICED SPECTRA

To examine variability in fully calibrated spectra, each ObsID in Table 1 was split into multiple pieces using a time filter. The spectral data were then extracted from each piece as though it were a separate observation. The time intervals are generally 9 ks in length, chosen because that time interval fit neatly into most of the exposure times of the ObsIDs, leaving the fewest shorter time slices at the end of each ObsID. Also, 9 ks provided enough counts in most cases for trend analysis. Ninety-one time intervals resulted from the time-slicing. The same products that are available in TGCat for a full ObsID were created for each individual time slice. In particular, Ancillary Response Files (ARFs) and Redistribution Matrix Files (RMFs) were produced and applied for each time interval spectrum. For all analyses described here, the background was not subtracted or otherwise considered in the flux calculations. The background, normally measured in two regions parallel to and offset from the spectral arms, is extremely low above 2 Å relative to the source counts in HETG data (\( \lesssim 1 \) ct per extraction cell per Ms) and can be neglected.

5.1. Dynamic Spectra

To aid in visualization of the time variability of the emission line fluxes, Fig. 10 shows a period-folded, “trailed” spectrum where the vertical axis represents phase of a 1.7806 d period, using the ephemeris in Table 3. All 9 ks, time-sliced and calibrated spectra were used in constructing the dynamic image. These images and residuals allow one to view the variations across the spectrum, including emission lines and continuum. Details are in the caption of Fig. 10.

5.2. Moment Analysis

The Chandra data have modest resolution and significant noise. Line moments of order zero to two were thus estimated for strong isolated lines (\( \text{Si}^{\text{XIV}} \) 6.182 Å, \( \text{Mg}^{\text{XII}} \) 8.421 Å, \( \text{Ne}^{\text{X}} \) 12.132 Å, Fe complex near 11.5 Å, and Fe complex near 15.01 Å)\(^3\). This was done in both real and simulated 9 ks slices.

We evaluated the significance of the results of moments by creating a set of “simulated” data using the same time filter and calibration files as the real data, with a constant model corresponding to the mean of the full data set and Poisson noise applied randomly. We then examined these data with the same techniques as the real data. Because they will have the same gross statistical properties and window function,

\[^{3}\text{Zeroth-order moment represents flux, first-order moment represents line position, second-order moment represents the square of the line width.}\]
Figure 9. Binned light curve of ζ Pup, for several energy bands, folded using the best optical ephemeris and scaled by the average count rate in each band to help visual comparison. Actual data from the light curves are shown as small red dots. Two cycles are shown; data have been replicated in order to show continuity with phase. The plot for SXV shows the data points in distinct horizontal lines, the result of the very low count rate.

analysis of the simulated data in parallel with the actual data gives us another tool to evaluate the reality of any variability we find. $\chi^2$ tests against constancy reveal the moments to be in general significantly (i.e. $SL < 1\%$) variable in real spectra, but not in the simulated dataset, except for line width. Therefore, stellar variability seems to be present at least in flux and centroid values. When phased with the 1.7806 d period, no coherent flux variations are obvious, but this is probably due to the large noise when considering a single line.

To further assess the variations, we derived the cumulative distribution functions of the moments, both for real and simulated data, and tested their difference using a Kolmogorov-Smirnov test. No significant difference between simulated and real data was found with this test. We also determined the Pearson correlation coefficients between moments of the same lines, again for both simulated and real data. These coefficients never reach values beyond 50% and there is no systematic difference between simulated and real data (e.g. systematically larger coefficients for real data), hence we rule out the presence of significant correlations between the different moments of a line (e.g. flux-centroid, flux-width, and centroid-width correlations).

Finally, the same period search algorithms were applied to the moments of order zero through 2, for both real and simulated data. No significant difference was found, i.e. peaks with similar amplitudes are found in both datasets. In this case, moment analyses appear too insensitive to allow detection of periodicities in such noisy data.

6. DISCUSSION

While the core of this paper is the observational timing analysis presented above, this section will describe possible links between the measured variability and its physical causes. Long-term monitoring studies of this star at high cadence and in additional wavebands, as well as detailed modeling, will be needed to make conclusive determinations of the causal mechanisms for the observed variability.

6.1. The 1.78 Day Period

In the full spectral range, a period of 1.7820 d is clearly identified in the X-ray data and is almost certainly closely connected to the previously-measured optical modulation with essentially the same period. The peak-to-valley amplitude in our observations for the $P = 1.7820$ d signal is about 6%, which is remarkably large compared to the optical variations of only 1%. The 1.7820 d period we found in the Chandra full-band data is not peculiar to some small region of the X-ray spectrum, but is relatively general through the whole range of wavelengths (see Fig. 10). It is present in the flux from the H-like lines, He-like lines and a collection of Fe lines. It even appears to be present in the portions of relatively line-free continuum. The light curve characteristics however appear slightly different, both in shape and amplitude, for different bands or lines. A closer investigation of the emission lines (though strongly limited by the small number of photon counts in each line) did not reveal clear periodic changes in line properties other than flux. Moment analysis of a number of emission lines individually does not indicate any correlation between line width and centroid velocity.

Considering only the maxima in the optical ($\phi = 0.45$) and X-ray ($\phi = 0.9$) light curves, the lag of $\phi \sim 0.45$ of a cycle in phase might provide an important clue in untangling the connection between the two bands. Assuming the maximum X-ray flux lags the maximum optical peak is a possible
Figure 10. We show the $\zeta$ Pup spectrum accumulated into phase bins, using the period 1.7806 d, as intensity images in several forms. The top panel shows the flux in a linear intensity scale, with white being high flux and black low flux. Line identifications are as in Fig. 1. The emission lines stand out as bright vertical bars. Using the spectrum summed over phase as a model, we show the residuals of each phase to that model in the center panel. Here we can easily see the flux decrease in the strong lines near phases 0.5–0.7 as a black, or darker vertical region (e.g., in Ne X 12.132 Å). The increase in variance toward longer wavelengths is due to the decreasing signal, due to falling effective area with increasing wavelength in this region. The bottom panel shows an image of the residuals divided by the uncertainty, as determined from the counts in each bin. The scales in the images (top to bottom) are $0–5.5 \times 10^{-3}$ photons cm$^{-2}$ s$^{-1}$ (flux), $-1.0 \times 10^{-3}$ to $1.0 \times 10^{-3}$ photons cm$^{-2}$ s$^{-1}$ (flux residuals), and $-1.5–0.84$ ($\Delta \chi^2$). One can clearly see the flux decrease in mid-phases across the entire spectrum. Using an approximate model for the spectrum, we have verified that these trends and statistical fluctuations are qualitatively reproduced with simulated data having the same counting statistics as the observation, if we impose a 6% peak-to-peak amplitude modulation of the flux with phase.

interpretation of the relation between the optical and X-ray light curves due to the amplitudes of the maxima. However, it is also possible that the X-ray maximum is actually physically related to the secondary optical maximum because the two phenomena occur at almost equivalent phases (secondary optical: $\phi = 0.8$; primary X-ray: $\phi = 0.9$) and the lag time would be $\sim \phi = 0.1$. Also, the secondary maximum in the Chandra light curve may be related to the BRITE maximum (primary optical: $\phi = 0.45$; secondary X-ray: $\phi = 0.55$), again because they are at nearly the same phase. Together, the lag time for this set of features would each be $\sim \phi = 0.1$.

6.2. The Period of 5 d or 6 d

In addition to the main 1.7820 d X-ray period, there is an indication of some periodicity close to 5 d or to 6 d. This periodicity is more difficult to pin down for two reasons: (1) the breadth and complexity of this peak in the periodogram (see Fig. 2, lower left panel), and (2) the lack of any comparable periodicity in the contemporaneous BRITE data. Though
simply choosing the highest peak in this region of the periodicity would favor a period near 6 days, the nearly equally prominent peak near 5 days (see Fig. 8) is particularly interesting because of its proximity to two previously measured periodicities for this star. Moffat & Michaud (1981) claimed a 5.1 d periodicity in the near-central reversal in the Hα emission line, and explained it by excess magnetically-confined plasma. Howarth et al. (1995) found a 5.2 ± 0.7 d period in two solid uninterrupted weeks of IUE UV spectra, described as being of unknown origin. The light curve of Chandra data folded on a 5.056 d period (Fig. 8) suggests that this period is possible, although not as convincingly as the 1.78 d period.

6.3. Stochastic Variability

Finally, a residual stochastic component to the X-ray variability cannot be ruled out. After removing the two periodicities described above from the signal, the scatter in the residual broad-band X-ray light curve is ∼6%, compared to the estimated Poisson noise of 4%. Since there should not be any significant additional instrumental sources of noise, this leaves a net rms scatter of √(6^2 - 4^2) = ∼ 4.5%, which, if real, would be intrinsic to the wind. However, as shown above from the F_{var} determination, the presence of stochastic variability is only a 1.2σ detection; hence the need for confirmation. If confirmed, this might be understood in terms of stochastic shocks throughout the wind leading to random fluctuations at this level in the X-ray flux. The X-ray modulations are 0.03 for the initial dataset, 0.02 after cleaning for one period, and 0.01 after cleaning by both periods, i.e. the 1.78 d and 6 d periods may have similar variability as the remaining variability. A similar ratio of periodic vs stochastic variability was also found in the optical (Ramiaramanantsoa et al. 2018). Nevertheless, because of the Poisson noise, additional data are clearly needed to clarify the presence of such stochastic variability.

Assuming for the moment that this stochastic component exists and will be confirmed in the future, one is thus drawn to the idea that we are seeing similar effects in X-rays as in optical data regarding CIRs and wind clumps. If the X-ray emission showed no intrinsic stochastic emission, it would indicate a scenario of Poisson saturation due to a myriad of clumps. Naze et al. (2013) found that the ζ Pup wind would contain at least 10^5 X-ray-emitting shocks, leaving a relative Poisson fluctuation of ∼ 1√10^5 = 0.3%, well below detection limits of current X-ray telescopes. However, the modeling for this estimate neglects the more likely scenario of a turbulent powerlaw with progressively fewer clumps or shocks of large scale (Moffat 1994). Such rare large clumps/shocks also emit and scatter more photons than their smaller cousins, which may lead to detected stochastic fluctuations, as now seen in ζ Pup in the optical with BRITE, and possibly in X-rays in the observations described here.

6.4. Periodic Variability: Physical Mechanisms

When trying to determine the physical origin of some stable monoperiodicity in the signal received from a star, rotation is of course the most obvious culprit. In addition, the fact that we have now clearly seen the same period in two wavelength bands has other ramifications. If rotation is accepted as the principal motor driving a periodic behavior of the star there must be some way of connecting surface inhomogeneities in the optical photosphere with some sort of modulation of the X-ray emitting and absorbing regions of the wind. This makes it very tempting to invoke CIRs, with the optical (continuum) light curve arising from the bright spot on the stellar surface at the base of the CIR and the X-ray light curve arising from time-varying visibility of shocks in the CIR due to its rotational modulation out in the wind. Qualitatively, this idea fits with intermediate phase lags up to 0.1 in phase seen in three different successive optical recombination lines compared to the continuum light coming from the photosphere (Ramiaramanantsoa et al. 2018). There are two possible mechanisms that could cause a CIR imprint on the X-ray signal: (1) as a CIR sweeps through the unocculted portions of the wind, rotation could modulate the X-ray signal by revealing zones of additional emission, or (2) obscuration of the shocks could be caused by increasingly more or less wind material between the X-ray sources and the observer. If CIRs are indeed causing the modulation of the X-ray signals, there is an interesting interplay between the inclination angle of the star and the physical structure of CIRs. Obviously, if the star is seen exactly pole-on, there would be no rotational modulation of the signal. If the inclination angle of the star could be independently constrained, that knowledge would reveal information about the extent of CIRs in both radius and latitude. At small inclination angles, only X-ray-emitting material very near the star would be noticeably occulted each rotation.

In addition to the X-ray modulation described here, DACs, thought to be an observational manifestation of CIRs, have been observed in the past for this star in the UV. This independent line of evidence indicates that the inclination of ζ Pup must be far enough from pole-on to allow some rotational modulation of the signal. If a low inclination means our line of sight to this star may just clip the high-latitude portions of the CIRs, this may explain why DACs have been more variable in this star than in some other similar stars. It should be noted that while it is difficult to explain any regular periodicity with periods longer than the rotational period, it is relatively easy to explain any shorter period harmonically related to the rotation period of the star. Physically, this would be manifested as having multiple (more or less persistent) structures at different longitudes around the star. If, for instance, there are two CIR footpoints ("hot spots"), the rotation period P_{rot} could be 1.78 d or 2 x 1.78 d
= 3.56 d. This configuration (two structures per 2π) has been discussed as being plausible by Kaper et al. (1999), de Jong et al. (2001), and Massa et al. (2019), and is consistent with the period we determined of 1.7820 d. However if the period is 3.56 d, the two structures must be sufficiently symmetrical that the true rotational fundamental of 3.65 d doesn’t show up strongly in our data or in optical data. Further knowledge of this star’s CIRs is needed to gauge the likelihood of this scenario of very symmetric CIRs separated by exactly 180 degrees. Two rotation possibilities related to the 1.78 d signal can be summarized as follows:

- If \( P_{\text{rot}} = 1.78 \text{ d} \), the star would rotate very close to break-up, which poses questions regarding the wind driving, wind symmetry and the lack of a disk. A star so near break-up would be somewhat oblate. One or more hot spots could be present.

- If \( P_{\text{rot}} = 2 \times 1.78 \text{ d} \), the question is why this period does not show up in the periodogram above noise level. A significant degree of symmetry would be needed between the two hemispheres. This scenario would imply rotation velocity safely below critical and perhaps a more equator-on view. While this rotation period would still comply with the limits posed by \( v \sin i \) and distance, the fit is not as comfortable as for the 1.78 d period.

It might be difficult to discriminate between these two cases because both of these possible rotation periods fit (if just barely for the longer one) in the range of allowable rotation periods in a recent detailed analysis of the fundamental properties of this star. Howarth & van Leeuwen (2019) argue that the “revised” Hipparcos distance of \( d = 332 \pm 11 \) pc is reliable. Using this as their basis, their analysis went on to exclude any period above 3.7 d with 95% confidence. The argument was based on the robust spectroscopic measurements of \( v \sin \theta \times \sin(i) = 213 \pm 7 \text{ km/s} \), and the obvious maximum of \( \sin(i) = 1 \) (equator-on view).

Howarth & van Leeuwen (2019) discuss the consequences of the surprisingly small Hipparcos distance on \( \zeta \) Pup physical properties, namely that it would have a relatively low luminosity and thus mass, atypical for its spectral type. If \( \zeta \) Pup in fact has more normal properties for its spectral type, its true distance is larger and a rotation period of \( 2 \times 1.78 \text{ d} \) is plausible within the limit posed by the measured \( v \sin i \).

If we relax some of these assumed constraints, it is within the realm of possibility that the 5 d or 6 d period apparent in our data is the true rotational period of this star. We however consider this unlikely for the following reasons. First, to have such a long rotational period, the distance to the star must be very much greater than that found by Howarth & van Leeuwen (2019) as described above. Second, it is not clear why the 1.78 d signal would be so strong when it would just be a harmonic of the fundamental (rotation) period. To hypothesize a rotation period in the 5 d or 6 d range, the 1.78 d period would need to be the n=3 harmonic of the fundamental, indicating that the true rotation period would be 5.35 d. The possibility of the 1.78 d period being the n=3 harmonic is discussed in Sect. 3.2. If the 1.78 d period were the 4th harmonic of the rotational period, the rotational period would have to be 7.12 d, outside the range of periods found on the periodogram, and this is of course strongly excluded under the recent distance determination.

To combine these effects into a specific physical example, let us say that the rotational period of the star is indeed three times the 1.78 d period (5.35 d). This would imply a distance of 480 pc or more, which does not look likely in light of the recent work of Howarth & van Leeuwen (2019) described above. We therefore conclude that the “rotation period” (as defined above) is most likely either \( 1 \times 1.78 \text{ d} \) or \( 2 \times 1.78 \text{ d} \).

Finally, there is a note of caution which should be applied when comparing periods (and harmonics) measured for an individual star using different methods and at different epochs. There is no \( a \ priori \) reason why hot stars should be solid body rotators. Howarth & van Leeuwen (2019) proposed anti-solar differential rotation. Structures at different latitudes could be going around at slightly different angular speeds. Alternatively, a structure causing variability in some specific waveband could migrate in latitude over time, causing a change in the measured rotation period. In our case, \( P_{\text{rot}} \) means the rotation period at the latitude where the structures are located that give rise to the observed variability at the epoch of observation.

When evaluating possible physical explanations for these patterns of variability, it is useful to review the evolutionary history of \( \zeta \) Pup. \( \zeta \) Pup is currently believed to be a single, massive runaway star. When it was in a binary system with a more massive primary star, the Roche Lobe Overflow (RLOF) process would have spun up \( \zeta \) Pup in the time before the primary’s SN explosion. After that explosion, the secondary star (now \( \zeta \) Pup) was ejected from the system with high spin-rate in the opposite direction to that of the remnant compact primary. It therefore would not be surprising to find that \( \zeta \) Pup shows rapid rotation. It was noted above that accepting a relatively close distance for \( \zeta \) Pup would indicate that it is under-luminous for a star of its spectral type, but it is possible to explain this discrepancy by appealing to its individual evolutionary history in a mass-exchange binary.

The putative evolutionary history of \( \zeta \) Pup could conceivably make a different contribution to the periodic variability of this system. There is some finite possibility that \( \zeta \) Pup remained bound with at least a part of the debris from the exploding star or material participating in the RLOF. The 5 d or 6 d periodicity could be caused by some sort of low-mass
companion object (of whatever origin) orbiting ζ Pup at a distance of \( \sim 3 \) stellar radii. Rotation is the obvious prime mover for any clock-like periodicity for this star, but orbital motion provides many other options. Orbital motion could explain any stable periods longer than the rotational period. Such orbital motion periods would be expected to have no specific relation to that rotational period. While this scenario is highly speculative, we mention it for the sake of completeness.

An additional source of periodicity could be Non-Radial Pulsations (NRPs). As discussed in Howarth & van Leeuwen (2019), Howarth & Stevens (2014) had applied the theoretical pulsation models of Saio (2011) to this star. Acceptance of the new nearer distance, with its attendant underluminosity, and the individual evolutionary history of ζ Pup make it difficult to apply the Saio (2011) models which are for standard single-star evolutionary tracks. Without detailed modeling based on individual properties of ζ Pup giving specific modes, periods, and amplitudes, it is not possible to evaluate what contributions these pulsations make to the observed periodic variabilities.

6.5. Discussion of phase difference with respect to CIR parameters

Setting aside the determination of the causes of the specific values of the periodicities in the observation, the other extremely interesting aspect of the data is the phase difference between the flux maxima in the X-ray and optical folded light curves. This paper will not attempt detailed modeling, but from a theory perspective a most important clue to the nature of the variability is the fact that most of the roughly 6% (peak-to-peak) X-ray variation is coherent on a period of 1.7806 d over a time of up to a year. If we assume that the maximum of the X-ray signal may not be clearly correlated to the structure of the rotation period. For ζ Pup the ratio of terminal speed to rotation speed is about 10, so the shock forms at much less than 10 stellar radii, possibly even in the range 1-3 where we also expect the bulk of the X-rays to form. Because small spots and low X-ray radii are consistent with a lag in the X-ray emission of no more than about 0.1 of the rotational period, we would have difficulty forming a consistent picture if we thought the X-ray peak was associated with the BRITE peak about \( \phi = 0.45 \) earlier in the rotational period. Thus, either the X-ray peak is associated with the weaker BRITE peak near phase 0.8, or the BRITE signal is created by a dark spot offset by \( \phi = 0.5 \) from our expectation. Although dark spots are equally capable of producing X-ray shocks, because the latter only require a change in terminal speed and dark spots can underload the wind and generate fast streams, Cranmer & Owocki (1996) found that dark spots do not generate DACs. Hence, the most self-consistent interpretation is that the X-ray peak is associated with the second, albeit weaker, BRITE peak. What would be necessary to verify this interpretation is simultaneous X-ray, optical and UV line observations, to test the rotational phase relationships of DACs and CIRs relative to X-ray generation.

Thus, it seems more likely that the two optical light curve maxima represent two different surface hot spots on the star. The Chandra light curve also has two potential maxima. The similarity between the phase lags for each of these X-ray/optical pairs suggests that, rather than a phase difference of \( \phi = 0.45 \) for the primary maxima only, there are two optical features, each with an associated X-ray peak and a lag time of \( \sim \phi = 0.1 \). This value is similar to lag times for other stars comparing X-ray and multiwavelength light curves (Massa et al. 2019). If this is in fact the case, the situation is that the largest optical maximum is associated with a rather small secondary maximum in X-ray, while the secondary optical maximum is associated with the largest feature in the X-ray light curve. We can perhaps understand such a configuration if we consider that the X-ray flux, as mentioned above, depends on the viewing angle of the curved CIR in the wind and on occultation. Thus, the strength of the X-ray signal may not be clearly correlated to the structure of the optical emission from the hot spot itself. A DAC period of about 20 h could be explained if the light curves are interpreted as displaying evidence for two hot spots. DAC periods might fit into this scenario with periods of about 0.8 d which is about half of the rotation period.
7. CONCLUSIONS

Using the large dataset of Chandra HETG observations of ζ Pup we have identified a 1.7820 d period in the X-ray data that is within the errors of the 1.7806 d period identified in optical observations. The maximum of the X-ray light curve is out-of-phase with the optical maximum by \( \sim \phi = 0.45 \). However, if the secondary maxima in the optical and X-ray are considered, the phase lags for these two hot spots/CIRs complexes are about \( \phi \approx 0.1 \) each. In addition, a secondary period of 5 d or 6 d, although marginally detected, may be consistent with some previous UV and optical periods. The data are not inconsistent with, but cannot definitively confirm, the presence of intrinsic stochastic variability. We have explored in detail the difficulties of accepting as the rotation period either 1.78 d, 2x1.78 d, 5 d, or 6 d, but conclude that the rotation period is most likely 1.78 d. Finally an attempt was made to explain the time lag in X-ray and optical light curve maxima. A preliminary calculation shows that, assuming the maximum X-ray emission is formed in the CIR curve, the lag time determined from the observations of \( \phi = 0.45 \) implies a formation position too many stellar radii from the stellar surface to be plausible with current theory. Rather, the possibility of the detection of two hot spots on the star with X-ray emission in the curved CIRs is considered more likely. The new observational phenomena presented in this paper will need significant modeling efforts.

In summary, ζ Pup is now a source with a number of clearly established periodicities, some of which display interesting links across multiple wavebands. Though the physical origin of these variations is still somewhat unclear, the rich data set being developed for this star indicate the usefulness of variability analysis as a probe of connections between the photosphere and wind. Future long term, intensive, multi-wavelength photometric and spectroscopic monitoring of this important astrophysical source is certainly warranted.
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