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Abstract

How can we plan efficiently in a large and complex environment when the time budget is limited? Given the original simulator of the environment, which may be computationally very demanding, we propose to learn online an approximate but much faster simulator that improves over time. To plan reliably and efficiently while the approximate simulator is learning, we develop a method that adaptively decides which simulator to use for every simulation, based on a statistic that measures the accuracy of the approximate simulator. This allows us to use the approximate simulator to replace the original simulator for faster simulations when it is accurate enough under the current context, thus trading off simulation speed and accuracy. Experimental results in two large domains show that when integrated with POMCP, our approach allows to plan with improving efficiency over time.

1 Introduction

Decision making under uncertainty is one of the key problems in artificial intelligence [Kaelbling et al., 1998; Spaan, 2012]. Online planning methods such as POMCP [Silver and Veness, 2010] and DESPOT [Somani et al., 2013] have become popular as they enable highly efficient decision making by focusing the computation on the current context. However, these methods rely heavily on fast simulators that can rapidly perform a large number of Monte Carlo simulations. Unfortunately, many real-world domains are complex and thus slow to simulate, which impedes real-time online planning.

To mitigate the cost of simulation, researchers have explored learning surrogate models that are computationally less expensive [Grzeszczuk et al., 1998; Buesing et al., 2018; Chitnis and Lozano-Pérez, 2020]. However, one disadvantage of these methods is that they learn a model of the entire environment, which may be unnecessary and is often a difficult task. A recent approach by He et al. [2020] builds on the framework of influence-based abstraction to overcome this problem: They propose to exploit the structure of the environment via a so-called influence-augmented local simulator (IALS), which uses a lightweight simulator to capture the local dynamics that surround the agent and learns an influence predictor $\hat{I}_\theta$ that accounts for the interaction between the local dynamics and the rest of the environment.

However, there are three main limitations of this “two-phase” paradigm, in which a simulator is learned offline and then used as-is for online simulation and planning. First, no planning is possible until the offline learning phase finishes, which can take a long time. Second, the separation of learning and planning raises the question of what data collection policy should be used during training to ensure accurate online prediction during planning. We empirically demonstrate that when the training data is collected by a uniform random policy, the learned influence predictors can perform poorly during online planning, due to distribution shift. Third, completely replacing the original simulator with the approximate one after training implies a risk of poor planning performance in certain situations, which is hard to detect in advance.

In this work, we aim to overcome these drawbacks by investigating whether we can learn the influence predictor $\hat{I}_\theta$ used in an IALS online, without any pretraining. As the quality of such an IALS with an untrained influence predictor would be poor initially, we investigate if during online planning, we can selectively use the learned IALS and the accurate but slow global simulator (GS) to balance simulation speed and accuracy. To address this major challenge, we propose a simulator selection mechanism to choose between the GS and IALS based on the latter’s accuracy under the current context, which we estimate online with the simulations of the GS. This enables us to use the fast IALS when it is sufficiently accurate, while reverting back to the GS otherwise.

Our experiments reveal that as the influence predictor becomes more accurate, the simulator selection mechanism starts to use the IALS more and more often, which allows for high-accuracy simulations with increasing speed. Planning with such self-improving simulators speeds up decision making (given a fixed number of simulations) and increases task performance (given a fixed time budget), without pretraining the influence predictor $\hat{I}_\theta$. Moreover, we find that influence predictors that are trained with online data, i.e., coming from online simulations of the GS, can significantly outperform those trained with offline data, both in terms of online prediction accuracy and planning performance.

---

Extended version of this paper with supplementary material is available at https://arxiv.org/abs/2201.11404.
2 Background

POMDPs A Partially Observable Markov Decision Process (POMDP) [Kaelbling et al., 1998] is a tuple \( \mathcal{M} = (\mathcal{S}, \mathcal{A}, \Omega, \mathcal{T}, \mathcal{R}, \mathcal{O}, \gamma) \) where \( \mathcal{S}, \mathcal{A} \) and \( \Omega \) represent the state, action and observation space. At every time step \( t \), the decision making agent takes an action \( a_t \), which causes a transition of the environment state from \( s_t \) to \( s_{t+1} \sim \mathcal{T}(\cdot|s_{t}, a_{t}) \), and receives a reward \( r_t = \mathcal{R}(s_t, a_t) \) and a new observation \( o_{t+1} \sim \mathcal{O}(\cdot|s_{t+1}, a_{t}) \). A policy \( \pi \) of the agent maps an action-observation history \( h_t = (a_0, o_1, \ldots, a_{t-1}, o_{t}) \) to a distribution over actions. The value function \( V^\pi(h_t) \) denotes the expected discounted return \( \mathbb{E}_\pi \left[ \sum_{k=0}^{\infty} \gamma^k r_{t+k} | h_t \right] \) when a history \( h_t \) is observed and a policy \( \pi \) is followed afterwards. The value for taking action \( a_t \) at \( h_t \) and following \( \pi \) thereafter is captured by the action-value function \( Q^\pi(h_t, a_t) \). The optimal action-value function denotes the highest value achievable by any policy \( Q^*(h_t, a_t) = \max_\pi Q^\pi(h_t, a_t) \).

POMCP Classical POMDP techniques [Kaelbling et al., 1998; Spaan, 2012] scale modestly as they explicitly represent the exact beliefs over states. To improve scalability, POMCP [Silver and Veness, 2010] performs online planning based on Monte Carlo Tree Search [Browne et al., 2012] to focus the computation on the current context \( h_t \), while applying particle filtering to avoid representing the full exact belief.

To make a decision after observing history \( h_t \), POMCP repeatedly performs Monte Carlo simulations to incrementally build a lookahead search tree with a generative simulator \( \mathcal{G} \). Each node in the tree represents a simulated history with visit count and average return maintained for every action. POMCP starts simulation \( i \) by sampling a particle \( s^i_0 \) (a possible current environment state) from the root node, which is then used to simulate a trajectory \( \tau_i \). The simulated actions are chosen by the UCB1 algorithm [Auer et al., 2002] to balance exploration and exploitation when the simulated histories are represented in the tree, and otherwise by a random rollout policy. After simulation, the statistics of the tree nodes are updated with the simulated trajectory and exactly one node is added to the tree to represent the first newly encountered history. The whole planning process can be seen as approximating the local optimal action-value function \( Q^*(h_t, .) \). As the result of planning, the action that maximizes the average return \( a_t = \arg \max_a Q^*(h_t, a) \) is returned.

Influence-Augmented Local Simulators While POMCP has led to great improvement in planning efficiency, it does not address the problem of representing a very large POMDP. For concise representations, Factored POMDPs [Hansen and Feng, 2000] formulate a state \( s_t \) as an assignment of state variables and exploit conditional independence between them to compactly represent the transition and reward models with a so-called Two-stage Dynamic Bayesian Network (2DBN) [Boutilier et al., 1999], as illustrated in Figure 1. Such compact representations enable us to represent very large domains with thousands of state variables, but sampling all of them at every simulation is still too costly. By using influence-based abstraction (IBA) [Oliehoek et al., 2021] to abstract away state variables that do not directly affect the agent’s observation and reward, it is possible to simulate and plan more efficiently in large POMDPs [He et al., 2020].

Consider the left 2DBN in Figure 1, a model that can be readily used for simulation, which, however, might be too slow if there are many state variables. Fortunately, in many problems, the agent only directly interacts with a small part of the environment. Formally, we define the local state \( s^\text{local}_t \subseteq s_t \) as the subset of state variables that do directly affect the observation and reward of the agent. Then, the influence source state \( s^\text{src}_t \subseteq s_t \setminus s^\text{local}_t \) is defined as the state variables that directly affect the local state. By combining the observation and reward models with the local transition function that models the transition of the local state \( s^\text{local}_t \sim \mathcal{T}^\text{local}(\cdot|s^\text{local}_t, s^\text{src}_t, a_t) \), an abstract local model can be constructed, which concisely models the agent’s observation and reward with the only external dependency being the influence source state \( s^\text{src}_t \). Figure 1 (Right) illustrates the influence-augmented local simulator (IALS), which consists of a simulator of the local model \( \mathcal{G}^\text{local} \) that can be extracted from the 2DBN, and an influence predictor \( I \). The influence predictor models the influence source distribution \( I(s^\text{src}_t|d_t) \) conditioned on the local states and actions \( d_t = (s^\text{local}_t, a_t, s^\text{local}_{t-1}) \). Note that the latent state variables \( s_t \setminus (s^\text{local}_t \cup s^\text{src}_t) \) are abstracted away in this local simulator, compared to the global simulator that simulates all the state variables in the 2DBN, thereby boosting simulation efficiency (see Table 1 for comparison).

Although the IALS is proven to be unbiased with an exact influence predictor \( I \), i.e., optimal planning performance can still be achieved when replacing the global simulator with the IALS [Oliehoek et al., 2021], the required inference to obtain \( I \) is generally intractable. To address this, He et al. [2020] propose a two-phase approach that first learns an approximate influence predictor with recurrent neural networks (RNNs) [Cho et al., 2014] offline and then uses it as-is as part of the IALS, to replace the global simulator for faster simulations. Experimental results show that this leads to an increase in simulation efficiency, which improves the online planning performance under limited planning budget. Algorithm 2 (appendix) summarizes the procedure of applying this approach.
3 Planning with Self-improving Simulators

To address the limitations of the two-phase approach mentioned before (the need for pre-training, the distribution mismatch between states visited during training and planning, and the risk of catastrophic planning performance implied by replacing the original simulator completely with the approximate one after training), we introduce a new approach that 1) starts planning from the start while collecting the data to train the surrogate model, 2) trains the influence predictor with this data, which is now more pertinent to planning, and 3) reverts back to the global simulator \( G^{\text{g}}_{\text{global}} \) when the IALS is considered inaccurate for the current context (i.e., the current history and future trajectories we are likely to reach). Additionally, by switching back to \( G^{\text{g}}_{\text{global}} \) when the IALS is inaccurate, we provide more training to improve it precisely for those inaccurate contexts. As such the IALS will improve over time, and be used more frequently, such that overall simulation efficiency improves over time. Therefore, we refer to our approach as a self-improving simulator (SIS).

We propose and test the integration of these ideas in POMCP, although the principle is transferable to other planning methods such as DESPOT that also iteratively perform simulations. Algorithm 1 outlines our approach. The planning starts with an arbitrarily initialized influence predictor \( \hat{I}_0 \), which is combined with the local simulator \( G^{\text{l}}_{\text{local}} \) that captures the local dynamics \( (T^{\text{local}}, O, R) \) to form an IALS \( G^{\text{IALS}}_{\text{IALS}} = (G^{\text{local}}, \hat{I}_0) \). For every simulation, a simulator is selected between \( G^{\text{global}} \) and \( G^{\text{IALS}} \) to produce a new trajectory \( \tau_i \) (line 5). This trajectory is processed as in regular POMCP to update statistics and expand one new tree node (line 6), regardless which simulator was used. Note that this means that the constructed tree carries information from both simulators. In line 7, however, only when \( \tau_i \) comes from \( G^{\text{global}} \), we extract and store training data from \( \tau_i \). Action selection (line 9) is the same as in regular POMCP.

The data stored, denoted as \( D = \{ (d_k, s^\text{src}_k) \} \) for any \( 0 \leq k \leq \mathcal{H} - 1 \), can then be used as a replay buffer to further improve \( \hat{I}_0 \) regularly. For example, Algorithm 1 suggests doing so at the end of each real episode. To train the approximate influence predictor, parameterized as a recurrent neural network, we follow [He et al., 2020] and treat it as a sequential classification task where the cross entropy loss is minimized by stochastic gradient descent [Ruder, 2016]:

\[
\mathcal{L}(\theta; D) = - \mathbb{E}_{d_k, s^\text{src}_k \sim D} \log \hat{I}(s^\text{src}_k | d_k).
\]

Overall, we expect to mainly select the global simulator for earlier simulations, since \( \hat{I}_0 \) is not yet very accurate. Over time, we expect the IALS to become more accurate, and thus more frequently used. However, global simulations are needed to assess the accuracy of the IALS, thus leading to a complex exploration/exploitation problem.

| Simulator          | Feature       | State | Simulation                          |
|--------------------|---------------|-------|-------------------------------------|
| the global simulator \( G^{\text{g}}_{\text{global}} \) | accurate & slow | \( s_t \) | \( s_{t+1}, o_{t+1}, \tau_t \sim G^{\text{global}}(s_t, a_t) \) |
| the IALS \( G^{\text{IALS}}_{\text{IALS}} = (G^{\text{local}}, \hat{I}_0) \) | approximate & fast | \( s^\text{IALS}_t = (s^\text{local}_t, d_t) \) | \( s^\text{src}_t \sim I(\hat{I}_0(\cdot | d_t)) \) |

Table 1: Comparison between the global simulator (GS) and the influence-augmented local simulator (IALS).

Algorithm 1 Planning with the Self-improving Simulator

1. initialize the influence predictor \( \hat{I}_0 \)
2. for every real episode do
3. for every time step \( t \) do
4. for every simulation \( i = 0, \ldots, \mathcal{N} \) do
5. select either \( G^{\text{global}} \) or \( G^{\text{IALS}} \) and simulate trajectory \( \tau_i \)
6. update the search tree with \( \tau_i \)
7. if \( G^{\text{global}} \) generated \( \tau_i \), add training data to \( D \)
8. end for
9. take greedy action, and prune tree with new observation
10. end for
11. train the influence predictor \( \hat{I}_0 \) on \( D \) for \( N \) steps
12. end for

4 Online Simulator Selection

The major challenge in our approach is how to select between the simulators online for fast and accurate simulations. Since the decision quality of IALS pivots on the influence source distribution aligning with what is knowable about the actual random influences in the global simulator, our solution begins with an information-theoretic accuracy measure of \( \hat{I}_0 \), which we then show can be estimated online. Subsequently, we describe how to address the exploration/exploitation problem when selecting simulators online with the UCB1 algorithm.

4.1 IALS Accuracy Measure

To address the question of measuring the accuracy of the IALS, one idea is to measure the Kullback–Leibler (KL) divergence between the true influence source distribution and the one predicted by the influence predictor. This is motivated by theory [Congeduti et al., 2021], which shows that the maximum KL divergence \( D_{K L}(I(S_k^{\text{src}}(d_k))| I(\hat{I}(S_k^{\text{src}}(d_k))) \) of any history of local states and actions \( d_k \) can be used to bound the value loss. However, our accuracy measure should not only consider the accuracy of \( \hat{I}_0 \) at the current simulated step but should also take the upcoming simulated steps into account.

Formally, at every real time step \( t \) given the observation-history \( h_t \), we denote the (partial) search tree at the beginning of POMCP simulation \( i \) as \( \pi_{\text{tree}} \), and the tree policy as \( \pi_{\text{tree}} \). For every simulated time step \( k \geq t \), we define \( P_k(D_k| h_t, \pi_{\text{tree}}) \) as the distribution over local histories \( D_k \) at that time step. That is, for a local history \( d_k = (s^\text{local}_0, a_0, s^\text{local}_1, \ldots, s^\text{local}_{k-1}, s^\text{local}_k) \), \( P_k(d_k| h_t, \pi_{\text{tree}}) \) defines the probability of the local history at time step \( k \) being \( d_k \), if the policy \( \pi_{\text{tree}} \) is executed from time step \( t \), knowing that the history at time step \( t \) is \( h_t \). Then, the expected KL divergence between the true influence source distribution \( I \) and

\[D_{K L}(I(S_k^{\text{src}}(d_k))| I(\hat{I}(S_k^{\text{src}}(d_k))) \)

\[D_{K L}(I(S_k^{\text{src}}(d_k))| I(\hat{I}(S_k^{\text{src}}(d_k))) \)
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the approximate one given by $\hat{I}_\theta$ is defined as:

$$L^k_i \triangleq \mathbb{E}_{d_k \sim P_k(\cdot|h,t,\pi_{tree})} D_{KL} \left( I(S_k^{\pi_{tree}}|d_k) \parallel \hat{I}_\theta(S_k^{\pi_{tree}}|d_k) \right)$$

Averaging the expected KL divergence over all simulated time steps, we have $L_i \triangleq \frac{1}{N-1} \sum_{k=t}^{N-1} L^k_i$. The intuition here is that if we are now at real time step $t$ with history $h_t$, and have performed $i-1$ POMCP simulations, then $L_i$ measures the expected average KL divergence between the true influence source distribution and the one approximated by $\hat{I}_\theta$, with the local history $d_k$ under the distribution induced by drawing a new POMCP simulation from an IALS with an exactly accurate influence predictor $I$.

### 4.2 Estimating the Accuracy

While we do not have access to the true influence source distribution, i.e., $I(\cdot|d_k)$, we can use the simulations from the global simulator to construct an estimate of the accuracy.

For every simulated step $t \leq k \leq N-1$ during simulation $i$,

$$L^k_i = \mathbb{E}_{d_k \sim P_k} [I (S_k^{\pi_{tree}}|d_k) \parallel \hat{I}_\theta (S_k^{\pi_{tree}}|d_k)] - H (S_k^{\pi_{tree}}|d_k)],$$

where $I$ is cross entropy and $H$ is entropy.

For the cross entropy part, it is possible to show the expectation of it equals $\mathbb{E}_{d_k, s_k \sim P_k(\cdot|h_t, \pi_{tree})} - \log \hat{I}_\theta (S_k^{\pi_{tree}}|d_k)$, with full derivation in Appendix A.1. This means that this term can be estimated from samples from the global simulator, as long as we keep track of the local history $d_k$ during simulation.

Unlike cross entropy, we cannot directly estimate entropy from samples due to the lack of an unbiased estimator for entropy [Paninski, 2003]. Here we choose to use the entropy of the same distribution but instead conditioned on the global state, as a lower bound of the entropy to estimate (see full derivation in Appendix A.2):

$$\mathbb{E}_{d_k} [H (S_k^{\pi_{tree}}|d_k)] \geq \sum_{s_k-1, a_k-1} [H (S_k^{\pi_{tree}}|s_k-1, a_k-1)],$$

where both expectations are with respect to $P_k(\cdot|h_t, \pi_{tree})$. This inequality holds intuitively because the global state $s_k$, as a Markovian signal, contains more information than the local history $d_k$, on the random variable $S_k^{\pi_{tree}}$. The entropy $H (S_k^{\pi_{tree}}|s_k-1, a_k-1)$ can be directly computed with the 2DBN, which we assume is given. Importantly, the use of a lower bound on the entropy means that we estimate an upper bound on the KL divergence, making sure we do not theoretically underestimate the accuracy of the IALS simulations.

Overall this constructs an upper bound on the expected average KL divergence between the true influence source distribution and the one approximated by $\hat{I}_\theta$, for simulation $i$:

$$L_i \leq \frac{1}{N-1} \sum_{k=t}^{N-1} \mathbb{E}_{d_k, s_k \sim P_k(\cdot|h_t, \pi_{tree})} - \log \hat{I}_\theta (s_k^{\pi_{tree}}|d_k)$$

$$- \mathbb{E}_{s_k-1, a_k-1 \sim P(\cdot|h_t, \pi_{tree})} [H (S_k^{\pi_{tree}}|s_k-1, a_k-1)]$$

As mentioned, the quantity above can be estimated with samples from the global simulator by approximating the state $s_i$ with the history of local states and actions $d_i$. Specifically, to perform a POMCP simulation at time step $t$, we start by sampling a possible pair $(s_i, d_i)$ from the root node. For every simulated step $k$, we first perform the simulation with the global simulator $s_{k+1}$, $r_k, a_{k+1} \sim G_{global}(s_{k}, a_k)$ and then let $d_{k+1} = d_k a_{k+1}$. We denote the simulated trajectory as $\tau_i = (s_i, d_i, a_i, s_{i+1}, r_i, o_{i+1}, \ldots, a_{N-1}, o_{N-1}, o_N)$. The empirical average KL divergence is then:

$$l_i = \frac{1}{N-1} \sum_{k=t}^{N-1} [- \log \hat{I}_\theta (s_k^{\pi_{tree}}|d_k) - H (S_k^{\pi_{tree}}|s_k-1, a_k-1)]$$

### 4.3 Deciding between the Simulators

Finally, we want to use the estimated accuracy to decide whether to use the IALS or the global simulator for a simulation. However, alluded to before, the simulations from the GS will not only be used for planning but also for estimating the accuracy of the IALS, and this will need to be done every time we plan for a decision: Even if in the past we determined that $\hat{I}_\theta$ is accurate for the subtree of the current history $h_t$, it is possible that due to learning for other histories the accuracy for this $h_t$ has decreased. Moreover, due to the constant updating of the search tree during a planning step, the tree policy can change, which can also invalidate past accuracy estimates. As such, we face an ongoing exploration (assessing accuracy) and exploitation (of accurate $\hat{I}_\theta$) problem.

To address this, we propose to model the question of which simulator to use for the $i$-th simulation as a bandit problem, and apply the UCB1 algorithm [Auer et al., 2002]. In the following, we define the values of using the global simulator $G_{global}$ and the IALS $G_{IALS}$ for every simulation $i$:

$$V^G_{IALS} = \hat{L} + c_{\beta} \sqrt{\frac{\log (N_{G_{IALS}}^i)}{i}},$$

$$V^G_{global} = -\lambda + c_{\beta} \sqrt{\frac{\log (N_{G_{global}}^i)}{i}}$$

Here, $N_{G_{global}}^i$ and $N_{G_{IALS}}^i$ are the number of calls to the GS and the IALS, respectively. $\hat{L}$ is an average of the empirical average KL divergence, and $\lambda$ quantifies the extra computation cost of using the global simulator for a simulation, compared to the IALS. In practice, it is treated as a hyperparameter as it also reflects how willingly the user may sacrifice simulation accuracy for efficiency. Note that even though UCB1 is theoretically well understood, bounding the sample complexity here is impossible as both the history-visit distribution and the accuracy of the IALS can continually change.

### 5 Empirical Analysis

In this section, we first evaluate the main premise of our approach: can selecting between a global simulator and an online learning IALS lead to a self-improving simulator? Such improvement can manifest itself in faster decision making (when fixing the number of simulations per real time step), or in better performance (when fixing the time budget for each real time step). We investigate both. We also compare our online learning approach to the existing two-phase approach.
Experimental Setup  We perform the evaluation on two large POMDPs introduced by [He et al., 2020], the Grab A Chair (GAC) domain and the Grid Traffic Control (GTC) domain, of which descriptions can be found in Appendix C.1. In all planning experiments with self-improving simulators, we start with an IALS that makes use of a completely untrained \( \hat{I}_\theta \), implemented by a GRU: after every real episode it is trained for \( 64 \) gradient steps with the accumulated data from the global simulations. The results are averaged over \( 2500 \) and \( 1000 \) individual runs for the GAC and GTC domains, respectively. Further details are provided in Appendix C.

Online Planning with Fixed Number of Simulations  In this experiment, we fix the number of POMCP simulations to 100 per planning step. We ask two questions with this experiment: 1) can planning with self-improving simulators enable increasing planning efficiency? and 2) how does the choice of the hyperparameter \( \lambda \) affect the performance of planning? Since traffic domains have fixed time constraints, we only evaluate on GAC. In addition, GAC as the simpler domain allows us to explore many different settings for lambda \( \lambda \).

Figure 2a shows how many of the 100 simulations are performed using the fast IALS (on average over all real time steps in the episode) for different \( \lambda \). Remember that higher \( \lambda \) implies the planner is more willing to sacrifice the simulation accuracy for efficiency. For moderate \( \lambda \), there is a clear trend that the use of IALS is increasing over time, due to the increasing accuracy of the approximate influence predictor \( \hat{I}_\theta \), which is confirmed by the reduced training loss provided in Appendix D. This translates into the increasing planning speed shown in Figure 2b. Note that large \( \lambda \)s like 1.5 and 3.0 produce very fast planning directly from the first episode. However, as shown in Figure 2c, the price for that is poor performance at the earlier episodes, because they begin by heavily using the IALS with untrained influence predictors. Moreover, Figures 2b and 2c show that planning time for \( \lambda = 1.0 \) becomes comparable to \( \lambda = 1.5 \) and \( \lambda = 3.0 \) after roughly 10 episodes, while having much better performance at that point. This can be explained by the lack of training data caused by not using the global simulator often enough. Importantly, it seems that there is no clear sign of decreasing performance for moderate \( \lambda \)s, which supports our key argument that in this setting, our approach enables planning with increasing speed without sacrificing task performance.

Real-Time Online Planning  In this experiment, we evaluate the performance of our approach under limited time budget. On the one hand, the IALS is an approximate model that introduces errors, certainly when the accuracy of its \( \hat{I}_\theta \) is still poor in early episodes. On the other hand, using the faster IALS means that we can do many more simulations per real time step. As such, we investigate the ability of our proposed simulator selection mechanism to dynamically balance between these possible risks and benefits of the IALS.

We perform planning experiments in both the grab a chair domain and the grid traffic control domain, allowing 1/64 and 1/16 seconds for each decision correspondingly, with results shown in Figure 3. We also compare against the baseline that only uses the global simulator and plot their performance as dotted lines. We see that there is an overhead with using the self-improving simulators, as shown by the differences in the starting number of simulations. This is the cost of the simulator selection method when estimating the KL divergence with the approximate influence predictor \( \hat{I}_\theta \), which can potentially be reduced by a faster implementation of the GRUs. This gap is also expected to diminish in even larger domains.

In the grab a chair domain, we see that the self-improving simulators can perform more simulations for later episodes. This is expected: for later episodes the accuracy of the approximate influence predictor \( \hat{I}_\theta \) improves, which means that the IALS is selected more frequently, thus enabling more simulations per real time step on average. The figure also shows that this larger number of planning simulations translates to better performance: for appropriate values of \( \lambda \), after planning for a number of real episodes, the performance increases to a level that planning with the global simulator alone cannot reach. We stress that, in line with the results in the previous subsection, the increase in return is not only explained by doing more simulations: the quality of the \( \hat{I}_\theta \) does matter, as is clearly demonstrated by \( \lambda = 2.0 \) in GAC: even though it performs many simulations per step from episode 1, its performance only surpasses that of the global simulator baseline after 20 episodes. Overall, these results show that self-improving simulators enables planning with increasing efficiency, and can outperform using an exact global simulator without pre-training an influence predictor.

Further comparison to the two-phase approach  Another limitation of the two-phase approach is: the offline learned influence predictors may generalize poorly when making online predictions due to the distribution shift issue caused by training with data collected by an exploration policy. We investigate if this is a real issue that can affect performance and if learning with online data, as in our approach, can help.

To evaluate the two-phase approach, we reuse the real-time planning setting in GTC. Following [He et al., 2020], we start by collecting a number of datasets of varying sizes with a uniform random policy from the global simulator. We refer to these datasets as the offline data. For comparison, we also construct a number of datasets with different sizes from the replay buffer of the self-improving simulator (with \( \lambda = 0.7 \)), after planning for 1500 episodes. We refer to these datasets as the online data, because the data is generated during actual planning. Then, different influence predictors are trained on these datasets in an offline phase, before they are used as part of the IALSs for online planning, with results shown in Figure 2d. While it seems that more offline training data can be helpful, overall the performance of the influence predictors that are trained with online data completely dominates those that are trained with offline data: with much less online data, we can achieve a level of performance that is impossible with much more offline data. Figure 8 in Appendix shows that this indeed might be caused by a distribution shift issue: when evaluated on a test dataset that is collected by running POMCP on the global simulator, the influence predictors be-

---

2Planning time with \( \lambda = 0.0 \) grows slowly due to the practical issue of memory fragmentation, which can be fixed with the memory pool technique from David Silver’s implementation of POMCP.
Figure 2: (a-c) Simulation controlled planning results for grab a chair. Planning time reduces without significant drop in return for small $\lambda$’s. (d) Time controlled planning results for grid traffic control, with IALSs that make use of influence predictors trained on offline (from a uniform random policy) and online (from self-improving simulator with $\lambda=0.7$) data. This experiment is repeated for 20 times.

Figure 3: Time controlled planning results. Performance improves because of increasingly accurate IALS and more simulations.

6 Related Work
Surrogate models have been widely used in many applications, such as aerodynamic design prediction [Pehlivanoglu and Yagiz, 2012], spacecraft path planning [Peng and Wang, 2016] and satellite reconfiguration [Chen et al., 2020]. It has been proposed as a general approach to constraint optimization problems [Audet et al., 2000].

There is a strong connection between our work and multifidelity methods [Kennedy and O’Hagan, 2000; Peherstorfer et al., 2018], which combine models with varying costs and fidelities to accelerate outer-loop applications such as optimization and inference. In essence, the simulator selection mechanism in our approach does the same: It selects between a slow high-fidelity global simulator and a fast low-fidelity IALS, to accelerate planning. In our case however, the fidelity of the IALS may change over time due to the training of the influence predictor, and also depends on the current context. While our simulator selection mechanism is based on an accuracy measure that is theoretically inspired [Congeduti et al., 2021], future work could incorporate ideas from multi-fidelity methods more explicitly.

There is also a body of work that applies abstraction methods inside MCTS [Hostetler et al., 2014; Jiang et al., 2014; Anand et al., 2015b; Anand et al., 2015a; Anand et al., 2016; Bai et al., 2016]. Such methods perform abstraction on the MCTS search tree: they aggregate search tree nodes, thus reducing the size of search tree. This is complementary to our technique, which speeds up the simulations themselves.

7 Conclusion
In this paper, we investigated two questions. First, given a global simulator (GS) of a complex environment formalized as a factored POMDP, can we learn online a faster approximate model, i.e., a so-called IALS? Second, can we balance between such a learning IALS and the GS for fast and accurate simulations to improve the planning performance?

The answers to these questions lead to a new approach called self-improving simulators, which selects between the online learning IALS and the GS for every simulation, based on an accuracy measure for IALS that can be estimated online with the GS simulations. As the accuracy of the influence predictor $\hat{I}_\theta$ would be poor initially, the GS will be used mainly for simulations in earlier episodes, which can then be used to train $\hat{I}_\theta$. This leads to increasing simulation efficiency as the IALS becomes more accurate and is used more often, which improves planning performance (time and return) over time.

Our approach has three main advantages against the two-phase approach, which trains the influence predictor offline before using it for planning [He et al., 2020]. First, planning can start without pre-training. Second, learning $\hat{I}_\theta$ online prevents the distribution shift issue that occurs when transferring the offline learned $\hat{I}_\theta$ to make online predictions. Third, selecting the simulator online enables reverting back to the GS when the IALS is not sufficiently accurate for the current context. Future work can investigate different ways of estimating the IALS accuracy that make less use of the expensive GS.
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A Full derivation for the estimation of accuracy measure

In the following, we provide full derivation for the results presented in the subsection Estimating the Accuracy.

A.1 Cross entropy estimation

\[
H(I(S^\text{src}_k|d_k), \hat{I}_\theta(S^\text{src}_k|d_k)) = - \sum_{d_k} P_k(d_k|h_t, \pi^\text{tree}) \sum_{s^\text{src}_k} I(s^\text{src}_k|d_k) \log \hat{I}_\theta(s^\text{src}_k|d_k)
\]

\[
= - \sum_{d_k, s^\text{src}_k} P(d_k, s^\text{src}_k|h_t, \pi^\text{tree}) \log \hat{I}_\theta(s^\text{src}_k|d_k)
\]

\[
= - \sum_{d_k, s^\text{src}_k} P(d_k, s_k = s^\text{src}_k, s_k/ s^\text{src}_k > |h_t, \pi^\text{tree}) \log \hat{I}_\theta(s^\text{src}_k|d_k)
\]

\{s_k is the global state that contains all the state variables, including s^\text{src}_k\}

\[
= - \sum_{d_k, s_k} P(d_k, s_k|h_t, \pi^\text{tree}) \log \hat{I}_\theta(s^\text{src}_k|d_k)
\]

\[
= - \mathbb{E}_{d_k \sim P_k(\cdot|h_t, \pi^\text{tree})} \log \hat{I}_\theta(s^\text{src}_k|d_k)
\]

A.2 Entropy estimation

\[
H(I(S^\text{src}_k|d_k)) = H(S^\text{src}_k|D_k, h_t, \pi^\text{tree})
\]

\[
\geq H(S^\text{src}_k|S_{k-1}, A_{k-1}, D_k, h_t, \pi^\text{tree})
\]

\{since adding information does not increase entropy\}

\[
= \sum_{s_{k-1}, a_{k-1}, d_k} P(s_{k-1}, a_{k-1}, d_k|h_t, \pi^\text{tree}) H(S^\text{src}_k|S_{k-1}, A_{k-1}, D_k, h_t, \pi^\text{tree})
\]

\[
= \sum_{s_{k-1}, a_{k-1}, d_k} P(s_{k-1}, a_{k-1}, d_k|h_t, \pi^\text{tree}) H(S^\text{src}_k|S_{k-1}, A_{k-1}, D_k, h_t, \pi^\text{tree})
\]

\{d_{k-1} = \{s_0^\text{local}, a_0, s_1^\text{local}, \ldots, a_{k-2}, s_{k-1}^\text{local}\} adds no extra information due to markov property\}

\[
= \sum_{s_{k-1}, a_{k-1}, d_k} P(s_{k-1}, a_{k-1}, d_k|h_t, \pi^\text{tree}) H(S^\text{src}_k|S_{k-1}, A_{k-1})
\]

\{here we use the assumption there is no inter-stage dependency between state variables\}

\[
= \sum_{s_{k-1}, a_{k-1}} P(s_{k-1}, a_{k-1}|h_t, \pi^\text{tree}) H(S^\text{src}_k|S_{k-1}, A_{k-1})
\]

\[
= \mathbb{E}_{d_k \sim P_k(\cdot|h_t, \pi^\text{tree})} H(S^\text{src}_k|S_{k-1}, A_{k-1})
\]

B Pseudocode for the two-phase approach by [He et al., 2020]

**Algorithm 2 Planning with IALS [He et al., 2020]**

**Offline Training Phase:**
1: collect training data \(D\) with policy \(\pi^\text{explorer}\) from \(G^\text{global}\)
2: train the influence predictor \(\hat{I}_\theta\) on \(D\) to convergence

**Online Planning Phase:**
3: for every real episode do
4: for every time step \(t\) do
5: for every simulation \(i = 0, \ldots\) do
6: simulate a trajectory \(\tau_i\) with \(G^\theta\)
7: update the search tree with \(\tau_i\)
8: end for
9: take the greedy action and prune the tree with new observation
10: end for
11: end for
C Details of the experimental setup

In the following, we describe the further details of the experimental setup, including the planning domains and the hyperparameters that are used.

C.1 Domains

Grab a chair domain In our experiments, we make use of a grab a chair domain that lasts for 10 steps with one planning agent and 64 other agents executing fixed policies. At time step $t$, each agent has two possible actions which are grabbing the chair on its left and right side. When all the decisions are made, every agent which makes the decision to grab a chair that is not targeted by another neighboring agent will get the chair, and receive a reward of 1, otherwise none of the agents get the chair and both of them will receive 0 reward. The agent can only observe whether itself has obtained the chair or not, with a noise rate of 0.2. The fixed policy that is used by the 64 fixed agents make decisions based on the empirical frequency of obtaining a chair on the left and right side, according to their action-observation histories so far. See Figure 4a for an example.

Grid traffic control domain As illustrated by Figure 4b, the grid traffic control domain is made of 9 traffic intersections in total where the planning agent controls the one in the middle. At every time step $t$, the agent can take an action to switch the traffic light of the local intersection that it controls. The agent has access to a sensor data on if there are cars at the four grids that surround the traffic light. The reward of the agent is the negative total number of cars in this intersection at this time step. For the other 8 intersections in this intersection, they use a policy that switches their traffic lights every 9 time steps. New cars will enter the system with a probability 0.7 and cars at the borders of the system will leave with a probability 0.3. Initially, cars are generated with a probability 0.7 in every grid. The horizon of this domain is 50.

C.2 Hyperparameters

Planning with self-improving simulators

The following hyperparameters are used for the experiments that correspond to Figure 2 (a-c) and Figure 3.

Influence Predictor In all experiments, the approximate influence predictor $\hat{I}_\theta$ is parameterized by a gated recurrent unit (GRU) [Cho et al., 2014], a variant of recurrent neural networks, with 8 hidden states. We use Adam [Kingma and Ba, 2014] as the optimizer for training with stochastic gradient descent.

Training The online training of the influence predictors $\hat{I}_\theta$ occurs after every real episode. During every training process, we perform 64 steps of stochastic gradient descent with the Adam optimizer. The data is sampled from the replay buffer that stores all the data collected so far, with a batch size of 128. The learning rates we use for the grab a chair and grid traffic control domains are 0.001 and 0.00025, respectively.

Planning In Table 2 and Table 3 we list the hyperparameters for planning with self-improving simulators in the grab a chair and grid traffic control domains.
D Additional results

D.1 The simulation controlled planning experiments

In Figure 5 we provide the additional results for the planning experiments with fixed number of simulations per step in the grab a chair domain. The left figure shows the learning curves of the influence predictor over real episodes. The right figure shows the estimated inaccuracy for the IALS. As we can see, due to training, generally the estimated inaccuracy is decreasing, which is expected. This leads to the increasing use of the IALS as shown in the main text, thus speeding up planning. We can also see that with $\lambda = 3.0$ and $\lambda = 1.5$, the estimated inaccuracy is much lower in the beginning than the other $\lambda$s. This is because with a large $\lambda$, the accuracy threshold to use the IALS is much lower, which results that the untrained IALSs are used exclusively right from start. This limits the number of global simulations, causing poor accuracy of the inaccuracy estimation itself.

D.2 The (time controlled) real-time planning experiments

In Figure 6 and 7, we provide the additional results for the real-time planning experiments. The common trend is that, over real episodes, the training loss of the approximate influence predictor $\hat{I}_\theta$ (used in the IALS) decreases, which is translated into the decreasing inaccuracy estimate. This leads to more planning time spent on the IALS, which results in more simulations being done within the same time limit, since it is significantly faster than the global simulator.

D.3 The comparison to the two-phase approach

Figure 2d shows that the planning performance is dramatically different when training the influence predictors with the offline and online data. Note that in both cases, the influence predictors are trained offline and then used as-is for online planning. In the following we investigate the issue behind the failure of the influence predictors that are trained with data collected by a uniform random policy. To evaluate the influence predictors, we collect two independent datasets. One contains again the offline data that is collected by a uniform random policy, which should have the same distribution with the offline training data. To understand the behaviour of the influence predictors when they make online predictions during planning, we execute POMCP with the global simulator to collect the second dataset. We consider the POMCP-GS dataset as the test set here because that represents the distribution that we may encounter when planning with an exact simulator. We plot the learning curves of the influence predictors that are trained on $\{10K, 20K, 50K, 100K\}$ episodes of offline data and on the "online" data that

![Figure 5: Additional results for the simulation controlled planning experiments in the grab a chair domain (accompanying Figure 2 (a-c)).](image)

**Table 2:** Hyperparameters for planning with self-improving simulators in the grab a chair domain.

| Parameter                                | Value |
|------------------------------------------|-------|
| Discount factor $\gamma$                | 1.0   |
| Effective Horizon                        | 36    |
| Number of initial particles              | 1000  |
| Exploration constant in the UCB1 algorithm $c$ | 10.0  |
| Meta exploration constant for simulation selection $c^{\text{meta}}$ | 0.1   |

**Table 3:** Hyperparameters for planning with self-improving simulators in the grid traffic control domain.

| Parameter                                | Value |
|------------------------------------------|-------|
| Discount factor $\gamma$                | 0.95  |
| Number of initial particles              | 1000  |
| Exploration constant in the UCB1 algorithm $c$ | 10.0  |
| Meta exploration constant for simulation selection $c^{\text{meta}}$ | 0.1   |
is collected when planning with the self-improving simulator $\lambda = 0.7$, importantly, evaluated on both datasets. The dotted lines with circles represent the evaluations with the offline dataset and the solid lines with triangles represent the evaluations with the POMCP-GS dataset. We can see that first of all, for all the influence predictors that are trained with offline data, there is a trend that as training goes on, the training error (evaluated on the offline dataset) is decreasing while the test error (on the POMCP-GS) dataset is increasing, a classic indicator of overfitting. This is strong evidence that there is indeed a distribution shift when training the influence predictors with data collected offline. Moreover, we see that this is not happening to the influence predictors that are trained with online data from the self-improving simulators. In the end, they can converge to a much lower test error, which can explain their much better planning performance. As such, we can conclude that this experiment demonstrates the distribution shift issue of the two-phase approach by [He et al., 2020], and shows that planning with self-improving simulators can fix the issue.

D.4 Ablation study: the effect of the meta exploration constant

To understand the effect of the meta exploration constant $c_{\text{meta}}$, we repeat the simulation controlled experiment with a set of different values $c_{\text{meta}} = \{0.0, 0.3, 1.0, 2.0\}$. The results are shown in Figure 9. In the main text, we describe that there is an exploration and exploitation problem when selecting the simulators online, which we address with the UCB1 algorithm by formulating it as a bandit problem. Here we investigate the effect of the meta exploration constant on the planning performance. As we can see from Figure 9, with a meta exploration constant $c_{\text{meta}} = 0.0$, which effectively removes the UCB1 action selection, there is a period at the beginning of planning, during which the agent does not perform well, for many values of $\lambda$s. The number of IALS simulations suggests this is due to already using the IALS a lot while it has not been trained much. However, this does not happen to the other values of the meta exploration constant. Our understanding is that this is due to the poor estimation of the IALS inaccuracy, i.e., a lack of exploration. On the other hand, from Figure 9, we can see that the use of a large meta exploration constant $c_{\text{meta}} = 2.0$ results in a limited exploitation of the faster IALS, even when it is sufficiently trained, preventing the planning speed to increase further after reaching certain level.
Figure 7: Additional results for the real-time planning experiments in the grid traffic control domain (accompanying Figure 3b).

Figure 8: Learning curves of the influence predictors that are trained in an offline manner with the offline and online data (accompanying Figure 2d).
Figure 9: Simulation controlled planning experiments in the grab a chair domain with different values of the meta exploration constant.