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Abstract—Multi-exit architectures consist of a backbone and branch classifiers that offer shortened inference pathways to reduce the run-time of deep neural networks. In this paper, we analyze different branching patterns that vary in their allocation of computational complexity for the branch classifiers. Constant-complexity branching keeps all branches the same, while complexity-increasing and complexity-decreasing branching place more complex branches later or earlier in the backbone respectively. Through extensive experimentation on multiple backbones and datasets, we find that complexity-decreasing branches are more effective than constant-complexity or complexity-increasing branches, which achieve the best accuracy-cost trade-off. We investigate a cause by using knowledge consistency to probe the effect of adding branches onto a backbone. Our findings show that complexity-decreasing branching yields the least disruption to the feature abstraction hierarchy of the backbone, which explains the effectiveness of the branching patterns.

Index Terms—multi-exit architectures, knowledge consistency, branch classifiers, model compression and acceleration

I. INTRODUCTION

CONVOLUTIONAL Convolutional neural networks (CNNs) for visual recognition have become progressively more accurate, yet also bigger, deeper, and slower. State-of-the-art CNNs such as ResNet-152 [1] require tens of billions FLOPs to classify a single image, which brings serious limitations for deploying models on resource-constrained platforms. Efficient network design [2], [3] and acceleration methods such as pruning [4]–[6], quantization [7], [8] and low-rank decomposition [9]–[11] can improve CNN inference efficiency. However, it is inevitable that increasing efficiency leads to a decrease in accuracy. Multi-exit architectures [12]–[15] try to minimize this trade-off by allocating computational budget dynamically at inference time. From a backbone network, branch classifiers are added at intermediate layers to exit samples according to classification difficulty. Such a paradigm assumes that "easy" samples can be classified successfully by the branches without passing through the entire network. If these samples can be found reliably, then inference budget can be allocated accordingly.

In developing multi-exit CNNs, feature reuse [12], [14], training strategy [16]–[18] and termination policies [19]–[21] of branch classifiers have been studied. Various branch architectures have been proposed, ranging from simple convolutions [12], [22], [23] to highly elaborate structures [18]. Yet as we will show, branches exhibit complex interactions and interference effects with each other and the backbone. When done naively, this is detrimental and may deteriorate network performance downstream from the branch.

In this paper, we investigate the role of branch complexity for multi-exit frameworks under fixed total FLOP budgets and look at three branching patterns: constant-complexity, complexity-increasing and complexity-decreasing (see Fig. 1). Through extensive experimentation on multiple pre-trained backbones, we find that complexity-decreasing branches offers the best cost-accuracy trade-off. To investigate the cause, we introduce the use of knowledge consistency [24] as a tool to diagnose the impact of the different branching patterns on a backbone network. Our findings show that branching earlier results in architectures with more consistent knowledge to backbone baselines. They are likely to have less disruption to the feature abstraction hierarchy. As such, we advocate using a complexity-decreasing branching pattern for practitioners developing multi-exit frameworks. This finding is consistent to the suggestion that later branch points should have fewer layers in the BranchyNet [25], while our complexity-decreasing branching classifiers are elaborately designed, analyzed and evaluated comprehensively under the setting of a fixed total FLOPs budget. Moreover, our complexity-decreasing branching classifiers are architecture-agnostic to effectively construct early-exit framework for various network architectures (e.g. DenseNets [26] and MobileNetV2 [2]), rather than the simpler networks like LeNet [27] and AlexNet [28].

During training, we find that knowledge distillation can further improve branch classifier accuracy. We formulate a new online weighted ensemble as the teacher which achieves state-of-the-art performance on various backbones and datasets. Compared to other multi-exit classifiers such as MSDNet [12] and SCAN [18]. On the same ResNet backbones, we improve upon their adaptive accuracy by as much as 3.3% with 0.3B less FLOPS.

Our contributions can be summarized as:

1. We propose a novel multi-exit framework to investigate different branching patterns and find that a complexity-decreasing pattern achieves the best accuracy-speed trade-off under the same total FLOP budget of branches.
2. We introduce a method to compare branching patterns via knowledge consistency [24]. Results suggest that
complexity-decreasing branches have less disruption to the feature abstraction hierarchy in the backbone as an explanation for its effectiveness.

3. Using a weighted ensemble for distillation training with complexity-decreasing branches, we achieve state-of-the-art results on ImageNet with higher adaptive accuracies and lower average FLOPS when compared to previous methods [12], [18].

II. RELATED WORK

Early exit. The seminal BranchyNet [25] was first to add early-exit classifiers to a deep network. Bolukbasi et al. [19] extended this concept to multiple networks and proposed a network selection policy for cascades of pre-trained models. As the cascade did not reuse features across classifiers, it required substantial storage overhead. Other improvements on the early-exit framework include feature reuse [12], [29], distillation-based training [16]–[18] and data augmentation [30]. However, branch classifier design was often overlooked; simple convolutions were used and branches were kept the same [12], [16]. Recently, [18] introduced varying branches with highly elaborate branch structures, though their focus was to construct scalable networks. More related works for early exiting can be further reviewed in [31]. We are inspired by them to go beyond simple convolutions for branch architectures and systematically analyze different branching patterns under fixed total FLOP budgets.

Dynamic layer and channel selection. Recently, networks whose parts are selectively executed or skipped at test time have been proposed for efficient inference. The executed parts construct an inference path for a specific input, which is controlled by gating functions [20], [32], [33] or gating policies [34], [35]. Different from these methods, the executed path for data-dependent inference is controlled by the classifiers with different computation cost.

Knowledge distillation. Knowledge distillation can improve the performance of small student networks by transferring “knowledge” from a large teacher network. Knowledge is encoded as extra supervision from either class posterior probabilities [36], [37] or intermediate feature [38]–[40]. Distillation is used in multi-exit frameworks by transferring knowledge from the last branch classifier [16], intermediate attention features [18], or by averaging all branch classifiers [17]. We use a variant of online ensemble-based distillation [41], where the ensemble comes from weighting each of the branch classifiers according to its stage.

III. MULTI-EXIT NETWORKS

A. Basics

Consider a multi-exit network where classifiers 1 to M − 1 are intermediate branch classifiers that segue off the backbone and classifier M is the original classifier at the end of the backbone. Each part of the backbone between branches are stages, where stage m refers to the backbone processing between branch classifiers m − 1 and m. Similar to [18], we add branches where feature maps change in spatial resolution, e.g., on VGG-16 [42], after the second, third and fourth pooling layers. It means that branches are added after the end of each stage, except the first and final ones. A branch at the very first decrease in spatial size is not considered as features are too simple for classification, while the original classifier at final stage has been already existed in backbones.

When considered as an ensemble, the multi-exit network returns M classification outputs, i.e.,

\[
[y_1, \cdots, y_M] = [f_1(Z_1, \theta_1), \cdots, f_M(Z_M, \theta_M)]
\]

\[
= [f_1(g_1(x, \phi_1), \theta_1), \cdots, f_M(g_M(x, \phi_M), \theta_M)],
\]

(1)

where x is the input and \(y_i \in \mathbb{R}^K\) is the soft-max output of the \(i\)th classifier \(f_i\) for a \(K\)-class problem. The intermediate features \(Z_i \in \mathbb{R}^{c_i \times h_i \times w_i}\) are generated by a transformation \(g_i\) between x and their weights \(\phi_i\). Intermediate features \(Z_i, i = 1, \cdots, M\) are inputs to the \(i\)th branch classifier \(f_i\) which has corresponding parameter \(\theta_i\), and also are outputs from the \(i\)th intermediate feature extractor \(g_i\) of backbones or pre-trained models with the corresponding parameter \(\phi_i\). Note that \(\phi_i \subset \phi_j\) if \(i \leq j\), as preceding stages are common to all branches.

B. Training

Usually, multi-exit branch classifiers are trained cooperatively by minimizing a joint loss [12], [25], [43]:

\[
L_{\text{joint}} = \sum_{i=1}^{M} \text{CE}_i(y, y_i) + \sum_{i=1}^{M} \text{CE}_i(y, f_i(g_i(x, \phi_i), \theta_i)),
\]

(2)
where \( y \) is the ground-truth and \( CE_i(\cdot, \cdot) \) denotes the cross-entropy loss of the \( i \)th classifier.

In addition, it has become standard to incorporate knowledge distillation. Here, the teacher used is either the end-stage classifier \( f_M \) or the mean prediction of all classifiers \( \frac{1}{M} \sum_{i=1}^{M} f_i \) while students are the branch classifiers. When knowledge distillation is incorporated, the loss becomes

\[
L_{\text{dist}} = \lambda L_{\text{joint}} + \tau^2 (1 - \lambda) \sum_{i=1}^{M} L_{kl}(\sigma(f_i(Z_i, \theta_i) / \tau), \sigma(y_i / \tau)), \tag{3}
\]

where \( L_{kl}(\cdot, \cdot) \) denotes the Kullback-Leibler (KL) divergence. \( f_i \) and \( y_i \) are the output of \( f_i \) and the teacher’s prediction before the soft-max operation \( \sigma \), respectively. \( \tau \) is a temperature parameter to soften the teacher output, and \( \lambda \) is a weighting hyperparameter. In our experiments, we use \( \tau = 1 \) and \( \lambda = 0.9 \). As we wish to leverage the ensemble effect but also consider the strength of the individual classifiers in the ensemble, we propose a weighted ensemble, i.e. \( y_t = \sum_{j=1}^{M} \alpha_j f_j(x, W_j, \theta_j) \), where \( \alpha_j = j / \sum_{j=1}^{M} j \).

During training, we minimize Eq. (3) via stochastic gradient descent. Backbones and branch classifiers can be learned jointly from random initializations or one can leverage pre-trained networks as backbones.

C. Inference

During inference, \( y_i \) are estimated sequentially from \( i = 1 \) to \( M \), where the decision to estimate \( y_{i+1} \) is based on \( y_i \). We opt for a simple thresholding of \( y_i \); if \( \max(y_i) < \gamma_i \), then we continue to estimate \( y_{i+1} \) with classifier \( f_{i+1} \) at the \( (i+1) \)th stage; otherwise the sample exits the classifier output at the \( i \)th stage. Previous works [44, 45] have shown that soft-max values are not always good indicators of classifier reliability. Nevertheless, as these values are already computed, thresholding is still the favoured approach for determining branch exiting [12, 16, 17]. Our branch classifiers are able to separate correct versus incorrect labels only to some extent. Better measures of model confidence [46] could be substituted, but their utility is often limited by extra computational overhead which negate the gains afforded by dynamic inference.

IV. BRANCH CLASSIFIER DESIGN

A. SE-B Building Block

In this work, we tackle the question of branch architecture, specifically the trade-off between branch depth and classification accuracy. The number of branches and placement have been explored previously in [25]. In our branches, we use a basic building block of a bottleneck structure and a squeeze-excitation module. Bottleneck structures [1] are part of many modern CNNs and offer an excellent accuracy-cost trade-off. Similarly, squeeze-excitation (SE) modules [47] are a cheap form of self-attention that help networks improve feature discriminability. We call this block the SE-bottleneck (SE-B, see Fig. 2(right) and vary the number of blocks to adjust branch complexity. For example, a single block in ResNet-18 requires about 13.7M FLOPs and is highly efficient.

B. Branching Patterns

For convenience of discussion and comparison, we equate branch complexity as the number of composing SE-B blocks and refer to this as the branch level. Lower level branches are simpler and have less blocks, while higher level branches are more complex and have more blocks (see Fig. 2 left). We investigate three branching patterns: constant-complexity branching have branches all of the same level, complexity-increasing branching has branch levels that increase with the stage number, and complexity-decreasing branching has branch levels the decrease with the stage number.

Branch architectures are difficult to compare on an absolute scale since one can always improve performance with higher level branches. We compare instead branching patterns while fixing the total branch levels, i.e. the FLOP budget over all branches. Our branches are designed such that their cost depends only on the number of SE-B blocks regardless of the stage at which they are applied. This is achieved via a variable convolution layer (blue diamonds in Fig. 2) to reduce all incoming \( Z_i \) to the same size as \( Z_{M-1} \) itself undergoes a simple \( 3 \times 3 \) convolution with stride 1 and padding 1 and has no change in resolution. For example if \( \{Z_1, Z_2, Z_3\} \) have 64, 128 and 256 channels respectively, the first convolution layer would be set with kernels of \( 6 \times 6, 4 \times 4 \) and \( 3 \times 3 \) [1]. Following the convolution, the first SE-B reduces the spatial size of the branch input to half of the height and width while increasing the number of input channels by a factor of 2. Subsequent SE-B blocks keep feature map size and the number of channels constant. We take ResNet-18 for example, detailed definitions of the branching architectures are given in Tables [1].
which is due to the disruption of semantic features whatever put in early or late state.

C. Assessing Branching Impact

Methods which visualize CNN features \cite{49,50} have shown that visual concepts are encoded hierarchically over the course of a classifier, from simple to complex. We posit that for multi-exit classifiers to work successfully, the abstraction hierarchy of these visual concepts must be well aligned across all the classifiers, especially in the shared backbone. Adding branches is likely to disrupt the abstraction hierarchy. Directly quantifying the disruption is non-trivial so we propose the use of knowledge consistency \cite{24} indirectly probe the disruption.

Knowledge is defined loosely by \cite{24} as the visual concepts encoded by intermediate layer features. The more similar the concepts for two networks, the more consistent the knowledge. Specifically, for two features $Z^p$ and $Z^q$ derived from input $x$, the consistent parts of $Z^q$ can be reconstructed from $Z^p$ since they both stem from $x$:

$$Z^q = \hat{Z}^q + \epsilon^q = \mathcal{F}_N \circ \cdots \circ \mathcal{F}_1 \circ \mathcal{F}_0(Z^p) + \epsilon^q(N),$$

where $\mathcal{F}_0$ is a linear transformation, $\{\mathcal{F}_1, \ldots, \mathcal{F}_N\}$ are non-linear transformations, and $\epsilon^q$ is the non-consistent part. For simplicity, we use one convolutional layer for $\mathcal{F}_0$ and a convolutional layer with batch normalization and a ReLU for each non-linear $\mathcal{F}_1, \ldots, \mathcal{F}_N$. $\{\mathcal{F}\}$ can be learned by minimizing the MSE between $Z^q$ and $\hat{Z}^q$ over all data samples. If $Z^p$ and $Z^q$ are sufficiently consistent, then the reconstructed $\hat{Z}^q$ can be used to substitute $Z^q$. However, in Eq. (4) $\epsilon_q$ can be adjusted by $N$; presumably, the higher $N$, the smaller the $\epsilon_q$. As such, one needs to interpret results as a whole over multiple $N$, or “fuzziness levels” as per \cite{24}.

We further define $Z^p_i = g^p_i \circ \cdots \circ g^i_1(x)$ as feature outputs of stage $i$ from a backbone baseline with no branches, versus corresponding $Z_i = g_i \circ \cdots \circ g_1(x)$ when branch classifiers are appended. To check for disruptions, the reconstructed $\hat{Z}^q_i = \mathcal{F}_N \circ \cdots \circ \mathcal{F}_0(Z_i)$ are substituted for $Z^q_i$ before applying the remainder of the original baseline $g^p_M \circ \cdots \circ g^b_{i+1}(Z^p_i)$ (see Fig. 3). We compare the final accuracy using $\hat{Z}^q_i$ over different $N$ for consistency. Branched networks with features more aligned hierarchically with the original baseline will have $Z_i$ that are more consistent with $Z^q_i$.

For comparison, we also consider a naive branch architecture inspired by ResNet \cite{1}, GoogLeNet \cite{49} and DenseNet \cite{26}. The (end) classifier of all three architectures use global average pooling and a fully-connected layer; we use the same configuration in the naive branch. However, multi-exit networks with naive branch adding into the intermediate classifiers achieves ultra-low performance (see Section V-B),

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
Layer & Output & ResNet-18 \\
\hline
Conv1 & $112 \times 112$ & 7 \times 7, 64, stride 2 \\
Pooling & $56 \times 56$ & 3 \times 3 max, mod, stride 2 \\
Stage1 & Naive: 1000-d & GAP 1000-d, FC, softmax \\
Level-1: 1000-d & $[6 \times 6, 256] \rightarrow 14 \times 14, 256$ & $[SE-B, 512] \rightarrow 7 \times 7, 512$ \\
 & & $1000-d$, FC, softmax \\
Level-2: 1000-d & $[6 \times 6, 256] \rightarrow 14 \times 14, 256$ & $[SE-B, 512] \rightarrow 7 \times 7, 512$ \\
 & & $1000-d$, FC, softmax \\
Level-3: 1000-d & $[6 \times 6, 256] \rightarrow 14 \times 14, 256$ & $[SE-B, 512] \rightarrow 7 \times 7, 512$ \\
 & & $1000-d$, FC, softmax \\
Level-4: 1000-d & $[6 \times 6, 256] \rightarrow 14 \times 14, 256$ & $[SE-B, 512] \rightarrow 7 \times 7, 512$ \\
 & & $1000-d$, FC, softmax \\
Stage2 & 28 \times 28 & GAP 1000-d, FC, softmax \\
Classifier1 & Naive: 1000-d & GAP 1000-d, FC, softmax \\
Level-1: 1000-d & $[4 \times 4, 256] \rightarrow 14 \times 14, 256$ & $[SE-B, 512] \rightarrow 7 \times 7, 512$ \\
 & & $1000-d$, FC, softmax \\
Level-2: 1000-d & $[4 \times 4, 256] \rightarrow 14 \times 14, 256$ & $[SE-B, 512] \rightarrow 7 \times 7, 512$ \\
 & & $1000-d$, FC, softmax \\
Level-3: 1000-d & $[4 \times 4, 256] \rightarrow 14 \times 14, 256$ & $[SE-B, 512] \rightarrow 7 \times 7, 512$ \\
 & & $1000-d$, FC, softmax \\
Level-4: 1000-d & $[4 \times 4, 256] \rightarrow 14 \times 14, 256$ & $[SE-B, 512] \rightarrow 7 \times 7, 512$ \\
 & & $1000-d$, FC, softmax \\
Stage3 & 14 \times 14 & GAP 1000-d, FC, softmax \\
Classifier3 & Naive: 1000-d & GAP 1000-d, FC, softmax \\
Level-1: 1000-d & $[3 \times 3, 256] \rightarrow 14 \times 14, 256$ & $[SE-B, 512] \rightarrow 7 \times 7, 512$ \\
 & & $1000-d$, FC, softmax \\
Level-2: 1000-d & $[3 \times 3, 256] \rightarrow 14 \times 14, 256$ & $[SE-B, 512] \rightarrow 7 \times 7, 512$ \\
 & & $1000-d$, FC, softmax \\
Level-3: 1000-d & $[3 \times 3, 256] \rightarrow 14 \times 14, 256$ & $[SE-B, 512] \rightarrow 7 \times 7, 512$ \\
 & & $1000-d$, FC, softmax \\
Level-4: 1000-d & $[3 \times 3, 256] \rightarrow 14 \times 14, 256$ & $[SE-B, 512] \rightarrow 7 \times 7, 512$ \\
 & & $1000-d$, FC, softmax \\
Stage4 & 7 \times 7 & GAP 1000-d, FC, softmax \\
Final Classifier & 1 \times 1 & GAP 1000-d, FC, softmax \\
\hline
\end{tabular}
\end{table}
V. EXPERIMENTS

A. Experimental Setup

Backbones and Datasets. We consider as backbones single-path networks (e.g., VGG [42]) and multi-path networks (e.g., GoogLeNet [43], ResNet [1], DenseNet [26] and MobileNetV2 [2]). The task at hand is image classification, which we apply to the CIFAR-100 [51] and ImageNet 2012 [52] datasets. CIFAR-100 contains 50K/10K 32 × 32 training/test images from 100 classes. We apply standard data augmentation methods [1] for training and hold out 5K training images as a validation set. ImageNet 2012 has 1.28M training images over 1K classes and 50K validation images upon which we test. To validate hyper-parameters, we instead hold out 50K images (50 per class) from the training set. For data augmentation on ImageNet, the training images are rescaled to 256 × 256, with a 224 × 224 crop randomly sampled from each image and flipped horizontally. Test accuracy is measured on the validation set using only the central 224 × 224 patch.

Implementation. All models are trained using stochastic gradient descent in PyTorch on NVIDIA RTX 2080Ti GPUs. We train all multi-exit models with an initial learning rate of 0.01 and use momentum and a linear decay [53]. The weight decay and momentum are set to 0.0001 and 0.9 respectively. For CIFAR-100, all the models are trained for 300 epochs in batches of 64. For ImageNet, training is done over 60 epochs in batches of 256, except MobileNetV2 with 90 epochs. We train all multi-exit models with an initial learning rate of 0.01 and a linear decay strategy is used to implement fast convergence by the training with smaller epochs.

For assessing branching impact, we use the same training settings on ImageNet, but with 10 epochs and an initial learning rate of 0.01 with 0.1 decay every 3 epochs. For stage-wise training, each stage and its associated branch are trained with the same number of epochs as the total epochs in cooperative learning. The total training epochs are therefore increased M−fold. For knowledge distillation, we set hyper-parameter λ and τ to 0.9 and 1, respectively. Unless otherwise noted, we use the standard cooperative training given in Eq. 2 without knowledge distillation.

Evaluation. For performance evaluation, we report top-1 accuracy. Accuracy-wise, we consider the individual branch classifiers (f) over all samples in the dataset as well as the Top-1 adaptive accuracy under the multi-exit setting, i.e., by exiting samples according to the threshold γ. For computational cost, we report the total FLOPs (backbone plus all branch classifiers) for each classifier f, individually and the average FLOPS (AF). Like [12, 16], the adaptive average is estimated as the weighted summation of the branches’ based on the percentage of exited samples:

$$AF = \sum_{m=1}^{M} r_m (\gamma_m) \left( FLOPs(f_m) + \sum_{i=1}^{M-1} \{ FLOPs(f_i - B_i) \} \right)$$

where FLOPs(f_m) indicates the number of FLOPs for classifier m, which contains only one branch classifier and backbone at the m-th stage. r_m is percentage of samples exiting at the m-th stage. Note that r_m is controlled by a stage-specific threshold

---

https://github.com/pytorch/examples/tree/master/imagenet

---
In the second summation term, $B_i$ is the backbone architecture of the $i^{th}$ stage; this term accounts for the earlier branch classifiers first traversed by the sample.

### B. Naive Branch Classifiers

We first explore the baseline naive classifier as a branch classifier, using ResNet-18 backbone on ImageNet. We add three branch classifiers ($f_1$ to $f_3$) and organize our combination of classifiers into three patterns: complexity-increasing, constant-complexity and complexity-decreasing branching patterns. Note that $f_4$ (also denoted as Exit-4) is the original final classifier, including global average pooling and one fully-connected layer.

Fig. 4 shows histograms of correctly versus incorrectly classified samples from the validation data based on the highest soft-max value. The histograms show that softmax values for naive branch classifiers in the early stages are much lower than other branch classifiers (e.g. compare (a) n+2+3 and (c) n+n+n with (b) 1+2+3 and (d) 2+2+2 respectively). Furthermore, the correct and incorrect sample distributions overlap for the naive classifiers, so that they are not separable. Separation for the naive classifiers improve if they are used in later classifiers (e.g. see (e) 3+2+n), but a relatively high γ is still necessary, which leaves many samples to be processed by the final classifier and accumulates significant computational cost. This effect is reduced if the naive branch is used in later stages (e.g. the third stage) in the complexity-decreasing pattern, as shown in Fig. 4(c). However, naive branches are still not good choice adding into backbones for early exiting, whose performance is presented in Fig. 6. This is due to the disruption of semantic features when adding the naive classifier into the intermediate features. For other classifiers, they are able to reasonably separate correct and incorrectly samples. Therefore, we no longer discuss the naive classifiers in the remaining analysis for better analyzing the branching patterns under the constraint of the same total FLOPs.

### C. Branching Patterns

For fair comparison, one should consider only the configurations within the same total classifier FLOPs grouping. On ImageNet, we use two different total classifier FLOPs: 2.37B and 17.56B for 6 total SE-B blocks and 2.45B and 17.87B for 9 total SE-B blocks on ResNet-18 and VGG-16, respectively. On CIFAR-100, we use the total classifier FLOPs of 132.8M, 260.2M, 443.18M and 1.52B for 4 total SE-B blocks on ResNet-56, ResNet-110, DenseNet-40-12 and GoogLeNet, respectively. These blocks are organized into complexity increasing, constant-complexity and complexity-decreasing branching patterns.

1) **Individual Branch Classifiers:** As shown in Table I1, we first look only at the branches on ImageNet and find that accuracy is directly proportional to complexity. More SE-B blocks result in more accurate branch classifiers. We also observe, as expected, that branches at higher stages are more accurate. Curiously, for complexity-increasing branches (1+2+3, 2+3+4), $f_3$’s accuracy may even exceeds $f_4$. This likely speaks to the strength of the SE-B blocks. Using the most blocks at the penultimate stage concentrates discriminative processing upon already high-level features, and is therefore comparable or even better than the backbone’s end-stage classifier.

Table III on CIFAR-100 shows that complexity-decreasing branches (3+1) achieves the highest accuracies on the first and second branches compared to complexity-increasing and constant branches. Note that for CIFAR-100, we experiment with only two branch classifiers, i.e. the branch classifier $M = 3$ remains consistent with the original backbone’s classifier. The exception is DenseNet-40-12, where we observe that the accuracy of $f_1$ significantly surpasses $f_3$ on DenseNet-40-12, likely due to the effectiveness of our classifier design with the feature-reuse mechanism of DenseNet. Moreover, the complexity-decreasing branch of 3+1 at the first exit already achieves performance gains over the DenseNet-40-12 baseline.

2) **Percentage of samples exited:** We further explore the percentage of samples exited for different branching patterns under the (approximately) same adaptive accuracy. To do so, we find the combination of γ values for each branch to obtain the lowest average FLOPs. For convenience of discussion, we fix the adaptive accuracy to 68.88% and 73.36% on ResNet-18 and VGG-16, whose results are shown in Fig. 5.

As shown in Figs. 5(a) and 5(b), a large number of samples are exited at $f_1$, 35-71% of the samples are exited at $f_1$ for the ResNet-18 backbone; this significantly surpasses the samples exited at any of the subsequent branches. On the VGG-16 backbone, this percentage is even larger, i.e. 50-85%. Fig. 5(c) and 5(d) shows the corresponding average FLOPS for the branching combinations in Figs. 5(a) and 5(b) respectively. Fig. 5(e) shows that it pays off computationally to use more complex classifiers at $f_1$. With 6 total SE-B blocks, the complexity-decreasing branching pattern of 3+2+1 achieves the lowest average FLOPs of 1.29B, compared to 1.34B using 2+2+2 and 1.42B using 1+2+3. Additionally, using 4+3+2 is preferable to 3+2+1; even though it has more total FLOPs, the average is still lower of 1.20B at the same adaptive accuracy. This is due to an even larger proportion of samples exited at $f_1$. Fig. 5(f) shows similar trends for VGG-16.

Looking at the threshold $\gamma$ (see Figs. 5(e) and 5(f)) we observe that complexity-decreasing branches at the same total FLOPs have the lowest threshold, i.e. allows more samples to be exited earlier, especially at $f_1$. For example, the threshold $\gamma$ at 4+3+2 is set to the lowest values of (0.4, 0.4, 0.45) at $f_1$ to $f_3$, compared to (0.45, 0.45, 0.45) at 3+3+3 and (0.5, 0.45, 0.5) under the relative same adaptive accuracy.

3) **Adaptive Results:** Fig. 6 plots the adaptive accuracy on ImageNet for some fixed average FLOPS. Note that the average FLOPS is controlled by setting different $\gamma$ at each branch. Firstly, we observe that the larger the number of total SE-B blocks, the better adaptive results. For example, for the same average FLOPS, a branching pattern of 2+3+4 achieves the highest adaptive accuracy than a 1+2+3 branching. This trend is consistent also for constant and complexity-decreasing branching. Overall, complexity-decreasing branching achieves the best adaptive results at the same total FLOPs, compared to complexity-increasing and constant complexity branches.
Table II

Comparison of branching patterns with ResNet-18 backbone on ImageNet. \( f_1 \)-\( f_3 \) are branch classifiers with complexity given by levels, while \( f_4 \) is the end-stage classifier from the backbone. Baselines without branches (i.e., ResNet-18 and VGG-16) have accuracies of 69.76% and 73.36% with 1.81B FLOPs and 15.47B FLOPs.

| Level         | ResNet-18 Branch Classifier Accuracy (%) | Branch Classifier FLOPS (B) | VGG-16 Branch Classifier Accuracy (%) | Branch Classifier FLOPS (B) |
|---------------|------------------------------------------|-----------------------------|----------------------------------------|-----------------------------|
| 1+2+3        | 55.34, 65.43, 69.95, 69.11               | 0.74, 1.17, 1.62, 2.37      | 62.04, 71.84, 74.30, 73.07             | 5.32, 10.00, 14.78, 17.56   |
| 2+2+2        | 60.70, 65.43, 69.19, 69.26               | 0.77, 1.17, 1.59,          | 67.39, 71.84, 74.59, 73.33             | 5.42, 10.00, 14.67, 17.56   |
| 3+2+1        | 63.91, 65.34, 67.64, 68.96               | 0.80, 1.17, 1.57          | 69.56, 71.30, 73.01, 73.38             | 5.53, 10.00, 14.57, 17.56   |
| 2+3+4        | 61.03, 67.42, 70.73, 69.19               | 0.77, 1.20, 1.65          | 67.16, 73.04, 76.12, 73.54             | 5.42, 10.10, 14.88, 17.87   |
| 3+3+3        | 64.08, 67.05, 70.01, 69.40               | 0.80, 1.20, 1.62          | 70.12, 73.45, 75.59, 73.47             | 5.53, 10.10, 14.78, 17.87   |
| 4+3+2        | 65.44, 67.06, 69.22, 69.28               | 0.82, 1.20, 1.59          | 71.34, 73.26, 74.86, 73.36             | 5.64, 10.10, 14.67, 17.87   |

Fig. 5. Effect of branching patterns at the fixed adaptive accuracy on ResNet-18 and VGG-16. (a) and (b) are the percentages of samples exited at each branch on ResNet-18 and VGG-16, respectively. (c) and (d) are the corresponding average FLOPs of branch classifiers in (a) and (b) at the relative same adaptive accuracy, respectively. (e) and (f) are the corresponding threshold \( \gamma \) for the former three stages to achieve (a) and (b), respectively. Figure best viewed in colour.

For example, on VGG-16, 4+3+2 achieves the lowest average FLOPs of 7.02B (vs. 7.66B in 3+3+3 and 8.18B in 2+3+4) at the accuracy level of 73.36%. This is possibly due to complexity-decreasing branching having less disruptions to the feature abstraction hierarchy in the backbone. In the following section, we also use this result or combination level as the basis of our remaining analysis for Sections V-D and V-G.

We also experiment the adaptive results on CIFAR-100, as shown in Fig. 4. We find that the complexity-decreasing branching of 3+1 achieves the best performance on ResNet-56/110, DenseNet-40-12 and GoogleNet, compared to that on the complexity constant branching of 2+2 and the complexity-increasing branching of 1+3.

4) The Effect of Squeeze-Excitation (SE) Module on Branches: The squeeze-excitation (SE) modules provide a form of self-attention to the branch classifiers. We perform an ablation study without such a module in our basic SE-B block, i.e. using only the bottleneck component and compare the differences on CIFAR-100 in Table III. Adding the SE module significantly improves the accuracy of intermediate branches for all branching patterns, with a negligible FLOP increase (less than 0.01M FLOPs) in each branch. Overall, SE-module helps to improve the adaptive accuracy and also reduce the average FLOPs.
TABLE III
Comparison of branching patterns with ResNet-56 and ResNet-110 backbones on CIFAR-100. Branchless baselines of ResNet-56, ResNet-110, DenseNet-40-12 and GoogLeNet have accuracies of 71.65%, 71.94%, 73.44% and 78.39% with 125.49M FLOPs, 252.89M FLOPs, 282.96M FLOPs and 1.52B, respectively.

| Level | ResNet-56 | ResNet-110 |
|-------|-----------|------------|
|       | Branch Classifier Accuracy (%) | Branch Classifier Accuracy (%) |
|       | $f_1$ | $f_2$ | $f_3$ | Total | $f_1$ | $f_2$ | $f_3$ | Total |
| 1+3   | 59.87 | 69.20 | 73.02 | 65.89 | 88.52 | 61.53 | 70.03 | 73.65 | 88.36 | 173.46 |
| 2+2   | 64.46 | 69.26 | 72.16 | 46.43 | 87.98 | 132.80 | 64.96 | 70.12 | 73.70 | 88.90 | 172.92 | 260.20 |
| 3+1   | 64.52 | 69.32 | 72.80 | 46.97 | 87.44 | 65.14 | 70.81 | 74.22 | 89.44 | 172.38 |

TABLE IV
Comparisons W & W/O SE-module of branches on CIFAR-100.

| Model | Branch Classifier Accuracy (%) | Branch Classifier FLOPS (M) | Adaptive |
|-------|--------------------------------|-----------------------------|-----------|
| ResNet-56 | $f_1$ | $f_2$ | $f_3$ | Total | Acc% | AP% |
| No | 55.48 | 63.83 | 71.64 | 45.89 | 91.50 | 68.42 | 82.52 |
| Yes | 64.36 | 69.26 | 72.16 | 46.43 | 91.51 | 132.80 | 65.90 |
| ResNet-110 | $f_1$ | $f_2$ | $f_3$ | Total | Acc% | AP% |
| No | 55.48 | 63.83 | 71.64 | 45.89 | 91.50 | 68.42 | 82.52 |
| Yes | 64.36 | 69.26 | 72.16 | 46.43 | 91.51 | 132.80 | 65.90 |
| DenseNet-40-12 | $f_1$ | $f_2$ | $f_3$ | Total | Acc% | AP% |
| No | 57.44 | 66.28 | 72.87 | 46.97 | 91.90 | 68.08 | 77.00 |
| Yes | 64.52 | 69.32 | 72.80 | 46.97 | 91.90 | 132.80 | 65.90 |
| GoogLeNet | $f_1$ | $f_2$ | $f_3$ | Total | Acc% | AP% |
| No | 57.44 | 66.28 | 72.87 | 46.97 | 91.90 | 68.08 | 77.00 |
| Yes | 64.52 | 69.32 | 72.80 | 46.97 | 91.90 | 132.80 | 65.90 |

D. Training and Knowledge Distillation

We compare the effect of different training strategies in Table V and add two naive strategies to give some insight. One is a branches-only training (BO), where $\{\phi_i, \theta_i\}$ for CE$_M$ is learned first and frozen; only $\theta_i$ with $X^{M-1}$ CE$_E$ are learned after. A second variant is stage-wise (SW), in which $\{\phi_i, \theta_i\}$ are learned with CE$_i$ for i sequentially from 1 to M, while keeping shared weights $\phi_i \subset \Phi_{i+1}$ fixed.

We find that the cooperative training (Coop) by minimizing Eq. 2 where all $\{\phi_i, \theta_i\}$ are learned jointly achieves the best performance-cost trade-off. This result is consistent to tree learner [34] for learning all nodes jointly. The naive baselines show that it is important to balance the learning so that the backbone is useful for all branches. In branches only, the backbone is optimized for $f_1$, hence the lower performance for earlier classifiers $f_1$ and $f_2$ and the higher adaptive accuracy cost. In stage-wise training, the backbone parameters learned greedily for each stage, so the incompatibilities compound, hence the much lower $f_2$ and adaptive accuracies.

We also compare in Table V our weighted ensemble distillation (WED) with other distillation methods that use different teachers $y_t$: dark knowledge (DK) [36] uses a pre-trained baseline, OPA uses the end-stage classifier [16] and mean ensemble (MEO) [17] averages all branches. In general, knowledge distillation improves branch and adaptive accuracies while decreasing the adaptive FLOPs. However, improvements are directly tied to the accuracy of the teachers. In the case of GoogLeNet, DK [36] and OPA [16] drops even below the standard cooperative training, due to their low teacher accuracies. In contrast, the ensemble approaches MEO [17] and our WED yield strong teachers. WED’s $y_t$ has an accuracy of over 81%, which are then transferred over to the branches.
(b) ResNet-110
(c) DenseNet-40-12
(d) MobileNetV2 on ImageNet

Fig. 7. Adaptive results of branching patterns on CIFAR-100. The complexity-decreasing branching of 3+1 achieves the best performance, compared to that on the complexity constant branching of 2+2 and the complexity-increasing branching of 1+3.

(a) MSDNet on CIFAR-100
(b) ResNet-56 w & w/o SE on CIFAR-100
(c) MSDNet on ImageNet
(d) MobileNetV2 on ImageNet

Fig. 8. Our branching on different backbones on CIFAR-100 and ImageNet. X+(Y) denotes backbone X with branching (Y); A- indicates the adaptive result.

(a) 1000 classes. (b) Accuracy of each class on original ResNet-18 and our branch (4+3+2).

E. Comparison with Other Branching Methods

We compare with two recent branching architectures from the literature: SCAN [18] and MSDNet [12]. SCAN constructs scalable networks with highly elaborate branch classifiers that use one large convolution-deconvolution attention module followed by bottleneck structure and one convolution with a linear projection. MSDNet features a customized multi-scale backbone with simple branch classifiers that use two convolutions and a linear projection. For fair comparison, we keep backbones the same while comparing our branch classifiers to the others.

CIFAR-100. We compare with MSDNet with their own proposed backbone as well as ResNet-56 and SE-ResNet-56 with SE-blocks. On the MSDNet backbone, we apply 6 of our branches (3+3+2+2+1+1) placed in the same locations as the original MSDNet. On the ResNet backbones, we apply a (3+1) branching. Results from Fig. 8(a) and 8(b) show that relative gains from our branch classifiers on the same backbones are always present. The MSDNet backbone and SE-ResNet-56 are stronger backbones than ResNet-56 and shift the overall performance upwards. For SE-ResNet-56, adding branching improves the adaptive accuracy by 0.16% (vs. SE-ResNet-56) while reducing about 47M FLOPs on average. Compared to MSDNet, we use slightly more FLOPS in the earlier branches, but our accuracy is significantly higher than MSDNet’s reported results (see Fig. 8(b)).

ImageNet. We first compare the branches of MSDNet and branches of SCAN on the same ResNet-18/34/50 backbones and show results in Table VI. It appears incomplete as the original SCAN did not report the ResNet-34 result. We report additionally a baseline with no branching. On all three ResNet backbones, our 4+3+2 branching, when trained with weighted ensemble distillation, achieves the highest accuracy for all the

https://github.com/kalviny/MSDNet-PyTorch
branch classifiers. We also report the highest adaptive accuracy and the lowest average FLOPs. Compared to the baseline, we use only 71.3%, 54.6% and 72.4% of the FLOPs but achieve performance gains of 0.51%, 0.19% and 0.22% improvement over the original ResNet-18, ResNet-34 and ResNet-50 respectively. Compared to the branches used by MSDNet and SCAN, our method achieves the best performance both in each classifier’s accuracy, adaptive accuracy and average FLOPs.

We further investigate by appending our branches onto MSDNet and MobileNetV2 backbones. For the MSDNet backbone, in the same (four) locations as the original MSDNet. We use a (4+3+2+1) branching and as shown in Fig. 8(c), adding our branches to the MSDNet backbone has improved performance with almost negligible increase in FLOPs. The most pronounced difference is on the first exit, which is expected, as we place the deepest branch there. Fig. 8(d) shows that on the compact backbone MobileNetV2, we achieve a reduction of 37M average FLOPs with a negligible accuracy drop, compared to the original MobileNetV2. In particular, the first branch classifier allows 55% samples exiting with 88.86% accuracy (only consider these 55% samples), which significantly higher than the original MobileNetV2 of 71.88%.

F. Visualization

We further explore the visualization of ResNet-18 at different classes using our branch of 4+3+2+1. As shown in Fig. 9, test images at each class on ImageNet 2012 have different sample exiting rates at four branches, which indicates recognition difficulty exits both on inter-class and intra-class images. We also observe that sample exiting rates from $f_1$ to $f_4$ affect the adaptive accuracy at each class. We conjecture the accuracy at each layer is mainly related to the exiting rates of $f_1$.

To evaluate the above assumption, we first sorting the the exiting rates of $f_1$ from all classes in an ascending order. Then, we calculate the average exiting rates of $f_1$ and average accuracy from a group of 50, 100, 200, 300, 400 and 500 classes ranking by the front, as well as the corresponding information ranking by the bottom. As shown in Fig. 10(a), we observe that the more exiting rate at $f_1$ produces higher accuracy both on the ascending and descending sorting. Although the average exiting rates of $f_1$ and average accuracy are positive correlated, it will lead to the significant whole accuracy degeneration if all samples directly exiting at $f_1$ (see in Fig. 10(b)). For comparison, adaptive inference achieves the best trade-off between FLOPs and accuracy. Moreover, dynamic inference are more suitable to the hierarchical understanding of images. As shown in Fig. 11 the dynamic inference system can effectively recognize the easy and difficult images. The easy images can be successfully classified by the shorter inference path, while allocating the longer pathway to recognize the difficult ones.

G. Branching Impact on Backbones

Using non-linear transformations and knowledge consistency as described in Sec. IV-C, we attempt to dig deeper behind the impact of the different branching patterns. We plot in Figs. 12 and 13 the classification accuracy achieved by the baseline ResNet-18 and VGG-16 when substituting features reconstructed from the different branching networks. The gap to reach the original baseline accuracy (dashed magenta) is an indirect measurement of non-consistent knowledge that cannot be reconstructed.

At all three stages, using only a linear transformation ($N = 0$) results in lower accuracies than with non-linear transformations. This is most prominent at the third stage and is likely due to the difficulty of reconstructing specific semantic abstractions (e.g. object parts and shapes) versus low-level features (e.g. color and texture) at earlier stages. Adding
more non-linearities usually leads to improvements, but in some cases, a higher $N$ actual results in a lower accuracy (e.g. 2+3+4 for Stages 2 and 3). Such an observations is in line with [24], who state that reconstructing shallow layers (i.e. earlier stages) was usually more stable than deep layers and that higher $N$ for the deeper layers does not help.

In the first two stages, features from complexity-decreasing branches (4+3+2) seems to be the most consistent with the baseline as they yield the highest classification accuracies. In the third stage, it is comparable for linear and $N = 1$ while for $N = 2$ and $N = 3$, the other branching patterns do better. Based on these findings, we conclude that complexity decreasing branches have lower disruptions to the feature abstraction hierarchy of the backbone than the other two branching patterns.

Although this paper evaluates the effectiveness of complexity-decreasing branch classifiers under the same fixed total FLOP budgets for image classification, more complex pixel-level understanding tasks are unexplored yet. In the future, considering more complex structures in the pixel-level tasks (e.g., Autoencoder in semantic segmentation), we will redesign different branching patterns under the fair comparison to investigate their performance and impacts for feature disruption. Therefore, such research can enable the deployment of deep neural networks onto more resource-limited platforms, as well as more generalized AI applications.

VI. CONCLUSION & FUTURE WORK

In this paper, we have systematically analyzed different branching patterns under fixed total FLOP budgets. We find that using a complexity-decreasing branching pattern achieves the best accuracy-cost trade-off. Through an indirect estimate of knowledge consistency, we speculate that their effectiveness compared to other branching patterns is due to the preservation of the backbone abstraction hierarchy. These findings are validated through extensive experimentation on multiple network backbones. In addition, performance can be further boosted with our weighted ensemble distillation, allowing us to achieve higher accuracy with lower cost compared to current state-of-the-art. Overall, our complexity-decreasing branching classifiers form a versatile plug-and-play module in multi-exit systems and can improve the performance on various weak or strong and compact or dense backbone architectures.
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