Formal Verification of a Distributed Algorithm for Task Execution
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Abstract. In a dynamic environment, the accomplishment of a mission composed of multi-robot tasks is quite a challenging problem. To execute collaborative tasks successfully, robots may need to be present at the location of the task. However, the required robots may not be present at the location of the task. A distributed algorithm has been proposed recently for such task execution. A model checker can analyze the behavior of the algorithm. In this paper, we formally model the algorithm using the PRISM model checker. We identify some interesting safety and liveness properties of the algorithm and perform extensive simulations of the algorithm. The results validate that the behavior of the algorithm is as expected.
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1 Introduction

A growing trend in the robotics community is to use a group of robots working in collaboration with each other (called multi-robot system (MRS) [1]) to accomplish tasks instead of using a single robot. The use of MRS provides better scalability, reliability, flexibility, and helps perform the tasks faster and in a cheaper way than single robot systems. MRS can be beneficial in search and surveillance applications, especially in areas that are difficult or impossible for humans to access. Another benefit of MRS is that they have better spatial distribution.

Execution of certain tasks (e.g., moving a heavy object) requires several robots’ collective effort since no individual robot possesses all the skills required to achieve the task. Such tasks are to be executed in a dynamic environment, where the location and state of the robots change with time, the robots may enter and exit the environment, the location of static objects change with time as well, and no robot has global knowledge. When a task has to be executed in such an environment, the robots required to perform the task may not be available at the location of the task. So the robots should communicate and coordinate with each other in order to gather the required number of robots.
at the location of the task. For this, a distributed algorithm has recently been suggested in [2], and it has been implemented on a multi-robot simulator [14].

The algorithm suggested in [2] forms a coalition on task detection. The process of coalition formation starts on task detection (at runtime), but coalition cannot be formed in every run of the algorithm. The state and location of the robots play an important role in a coalition formation. A multi-robot system deployed in a real-world scenario should behave as expected. Incorrect behavior of the MRS would harm safety aspects and might also cause economic losses. For an MRS supposed to operate in a dynamic environment, it becomes imperative that any probable incorrect behavior is detected before the system is deployed on a real robotics system. Formal verification [3] is a process of checking whether a design satisfies the requirements.

Model-checking is a popular formal verification technique for automatically verifying the correctness properties of finite-state systems. Formal verification technology has been mostly successful and widely used in industry and space applications. Quantitative verification [4,5], allows reasoning in terms of quantitative properties, for instance, can a robot reach the desired location within, say, ten units of time, or what is the probability that a coalition would be formed. PRobabilistic Symbolic Model checker (PRISM) [4,5], a probabilistic model checker, is a tool for formal modeling and analysis of systems that exhibit random or probabilistic behavior. It is used to analyze systems from many different application domains like communication, randomized distributed algorithms, and many others [4,5].

The rest of the paper is structured as follows. The related work is given in Sect. 2. The distributed algorithm [2] is described in Sect. 3. The formal modeling and verification of the algorithm are given in Sect. 4. The verification results are given in Sect. 5. Conclusions are made in Sect. 6.

2 Related Work

There are many model checking tools (e.g., SPIN [6], UPPAAL [7], MCMAS [8], and PRISM [4]) to formally verify different properties of a system. The work [9] considers the application of formal verification for checking whether the robotic application tasks are schedulable with respect to given hardware. The work [10] describes tools that automatically convert autonomy software into formal models that are then verified using model checking. This approach has been applied for task description language for mobile robotic systems. The work [11] considers some languages suitable for the specification and analysis of MRS. A comparison of these languages is made with respect to their ability to express some features of MRS like foraging and flocking.

PRISM based model checking has been done in [12] for verifying a team formation protocol [13] involving a network of interconnected agents with certain resources. We are not aware of any works that use the PRISM model checker for verifying the distributed algorithm for task execution in a multi-robot setting proposed in [2].
3 A Distributed Algorithm for Task Execution in a Dynamic Environment [2]

We consider the formal verification of an existing distributed algorithm for task execution in a dynamic environment [2]. A brief description of the algorithm [2] is given below.

In a dynamic environment $E$, let a robot $i$ detects a task $\tau = \langle \nu, l, t, k, \Psi \rangle$ at location $l$, and the robot $i$ has sub-set of skills, required to execute the task, i.e., $\psi_i \supseteq \tau.\Psi$. The skills set for robots and tasks are represented as $\psi$ and $\Psi$ respectively. The elements of the task $\tau$, i.e., $\nu, l, t, k, \Psi$ are defined as; $\nu$ is the name of a task (e.g., move (carry) box $B$ to location $l'$, lift desk $D$), $l \in L$ is the location where the task is arrived/detected, $t$ is the time at which the task arrived, $k$ is the number of robots required to execute the task, and $\Psi$ is the skill/capability vector required to execute the task.

The task $\tau$ may not be executed by a robot $i$, and hence a team of robots needs to be formed before starting the execution of a task. However, all the robots may not be present at that location. No robot knows the states, locations, and skills of other robots (i.e., the absence of global knowledge). Thus, the robots should communicate among themselves in order to acquire relevant information for task execution without the intervention of any central authority. This necessitates the design of a distributed approach for task execution in such dynamic environments. In order to form a team for the execution of task $\tau$, the robot $i$ that is called an initiator, start the coalition/team formation process—the rest of the robots besides initiators called non-initiator.

An initiator $i$ broadcasts a Request message and waits for some time, say $\Delta$. It is assumed that a broadcast message would be delivered only to the robots present in the environment at that time. A non-initiator $j$, who has the necessary skills, will send either a Willing message or an Engaged message if its state is Idle or Promise respectively. Otherwise, it will ignore the Request message. The initiator increases its counter $c$ when it receives a Willing message. After $\Delta$ time has elapsed, $i$ checks if there are enough robots available to form a team ($c \geq k - 1$). If yes, $i$ select the members for the team and sends Confirm messages to them, Not-Required message to $(c - (k - 1))$ non-initiators, if any. If no, $i$ sends a Not-Required message to all $c$ non-initiators who expressed their willingness to help. Depending on its queue status, $i$ will change its state from Ready to Idle or Promise. The selected non-initiators gather at the task location and start the execution of a task. When robots change their state to Busy from either Ready or Promise, it is assumed that robots jointly start the execution of the task.

A non-initiator robot works as follows. The computations are done based on the current state that may be Idle, Promise, Busy, and Ready. Within a state, the type of message is checked, and appropriate actions are taken. For example, when state is Idle, if a Request message is received, it becomes Promise, the identifier of the sender is enqueued, and $flag$ is set to true; all these actions are done atomically (denoted by $\langle \ldots \rangle$). Now, the robot sends a Willing message to the sender (initiator), and $flag$ is set to false. A robot $j$ maintains a local queue $Q$, which keeps the senders’ identifiers based on the incoming Request messages.
$Q$ is used to avoid starvation since more than one initiator may send Request messages at the same instant of time. The boolean variables flag and flag' are used to control the sending of Willing and Engaged messages respectively.

In order to ensure that the algorithm [2] satisfies some properties, formal verification is required. In this paper, the formal verification of the algorithm is done using PRISM.

4 Formal Verification of the Algorithm [2] with PRISM Model Checker

Model-checking is a formal, automatic technique to verify whether or not system design models satisfy given requirements [3]. In other words, it is a problem of establishing whether or not a given formula $\phi$ is true in a given model $\mathcal{M}$. Model-checking involves three phases:

- Modeling: to convert a design into a formalism so that mathematical computation and logical deduction can be performed.
- Specification: to specify the properties that the model should satisfy.
- Verification: to verify whether the model satisfies the specification [15].

A qualitative model checker gives “yes” or “no” as output. A quantitative (or probabilistic) model checker, on the other hand, gives the result “yes” or “no,” or some probability as an output. In probabilistic model checking, the models encode the probability of making a transition between states instead of simply the existence of such a transition.

4.1 Modeling of the Distributed Algorithm in PRISM

The most important activity of the distributed algorithm for task execution in a dynamic environment is coalition formation. In coalition formation, a robot starts the coalition on task detection, if it cannot execute the task alone. The task cannot be executed until coalition formation. We need to ascertain whether the algorithm described in Sect. 3 satisfies some properties.

4.2 PRISM Model

We model the distributed algorithm [2] using PRISM model checker [4]. In order to demonstrate the procedure clearly, we assume that at some point in time $t$, 5 robots (Robot$_1$ ... Robot$_5$) are present in the environment. In the environment, several tasks ($\tau_1$ ... $\tau_m$) may arrive, and the task may be detected by any robot. The modeling captures the scenarios (given in Fig. 1), where a task $\tau$ can be detected by some robot. The model takes care of possibilities of task detection by different robots at different time. In Fig. 1-a, Robot$_1$ is the initiator robot and it forms the coalition with Robot$_2$ and Robot$_3$. Similarly, in Figs. 1-b, 1-c, 1-d and 1-e, Robot$_2$, Robot$_3$, Robot$_4$ and Robot$_5$ are acting as initiators respectively.
Data Structure: The data structure in the model consists of global variables and local variables. \( p_{\text{Int}} \) is a global variable to denote the probability with which a robot detects a task. The global variable \( p_{\text{Ot}} \) denotes the probability with which an initiator stops its coalition formation process because it does not receive a sufficient number of willing messages within a predefined period. The representation in PRISM is given below.

\[
\text{mdp}
\begin{align*}
\text{const double } & p_{\text{Int}} = .2; & \text{// probability; a robot detects a task} \\
\text{const double } & p_{\text{Ot}} = .1; & \text{// probability of timeout without team formation} \\
\text{const } N = 5; & & \text{// Total no of robots = 5}
\end{align*}
\]

The local variables of each robot are used to control the local aspects of the robots. The variable “\( \text{state} \)” is an integer which is used to capture the states of a robot during the task execution; 0, 1, 2, 3 denotes Idle, Ready, Promise, and Busy respectively. The variable \( q_1 \) is for placing the request received by a robot. The value of variable \( k \), represents the total number of robots required for task execution. The variable \( c \) is used a count the number of Willing messages received by an initiator.

\[
\text{// Robot 1 states, i.e., \{0=Idle, 1=Ready, 2=Promise, 3=Busy\}} \\
\text{state1:[0..3]; // queue} \\
q1:[0..5]; // queue \\
c1:[0..4] init 0; // Variable to records the no. of willing messages \\
k1:[0..3] init 3; // The required no. of robots required to execute a task}
\]
The sending of the messages is controlled by Boolean variables as discussed below. All the Boolean variables are initialized to false. The Boolean variable `Send_request_12` denotes that it is a Request message which is sent from Robot₁ to Robot₂. Similarly, the other variables are constructed. The variable `Send_confirm_12` is used to control the sending of Confirm message, from Robot₁ to Robot₂. Similarly, other message variables are used for sending different messages, i.e., Willing, Not-required and Engaged. The variables `wr21`, `wr31`, `wr41`, and `wr51` are used to keep track of robots, who has sent the Willing to the Robot₁.

```
//The messages
Send_request_12 : bool init false; Send_confirm_12 : bool init false;
Send_request_13 : bool init false; Send_confirm_13 : bool init false;
Send_request_14 : bool init false; Send_confirm_14 : bool init false;
Send_request_15 : bool init false; Send_confirm_15 : bool init false;
Send_willing_12 : bool init false; Send_eng_12 : bool init false;
Send_willing_13 : bool init false; Send_eng_13 : bool init false;
Send_willing_14 : bool init false; Send_eng_14 : bool init false;
Send_willing_15 : bool init false; Send_eng_15 : bool init false;
Send_notreq_12 : bool init false; wr21 : bool init false;
Send_notreq_13 : bool init false; wr31 : bool init false;
Send_notreq_14 : bool init false; wr41 : bool init false;
Send_notreq_15 : bool init false; wr51 : bool init false;
```

**Key Procedure:** We constructed PRISM modules for every robot, present in the environment, and behaving according to the algorithm described in Sect. 3. A PRISM model for task detection by a Robot₁ is given below. The Robot₁ detects a task with probability with, say, 0.2 (pInt). As soon as it detects a task, it changes its state from Idle to Ready and acts as an initiator. In Ready state, the initiator, start the coalition formation process by broadcasting the Request messages to all other robots.

```
//task detection
[](state1 = 0) & (task1_detected = true) -> pInt:(state1' = 1) &
   (Initiator1' = true) + (1-pInt):(state1' = 0);
//broadcasting the request
[](state1 = 1) & (Initiator1 = true) -> (state1' = 1)
   & (Send_request_12' = true) & (Send_request_13' = true) &
   (Send_request_14' = true) & (Send_request_15' = true);
```

After sending the request to all other robots, the initiator receives either Willing or Engaged messages. When an initiator receives the Willing message from a non-initiator, it increments its counter c. If the sufficient number of
Willing messages are received within a specific period of time, then a coalition is formed successfully, as shown below.

// receipt of willing message, but condition is not satisfied
[] (state1 = 1) & (Initiator1 = true) & (Send_willing_21 = true) & (c1 < k1 - 1)
   & (wr21 = false) -> (state1' = 1) & (c1' = c1 + 1) & (wr21' = true);

[] (state1 = 1) & (Initiator1 = true) & (Send_willing_31 = true) & (c1 < k1 - 1)
   & (wr31 = false) -> (state1' = 1) & (c1' = c1 + 1) & (wr31' = true);

[] (state1 = 1) & (Initiator1 = true) & (Send_willing_41 = true) & (c1 < k1 - 1)
   & (wr41 = false) -> (state1' = 1) & (c1' = c1 + 1) & (wr41' = true);

[] (state1 = 1) & (Initiator1 = true) & (Send_willing_51 = true) & (c1 < k1 - 1)
   & (wr51 = false) -> (state1' = 1) & (c1' = c1 + 1) & (wr51' = true);

// receipt of engaged message in any condition, it is just ignored
[] (state1 = 1) & (Initiator1 = true) & (Send_eng_21 = true) -> (state1' = 1);

[] (state1 = 1) & (Initiator1 = true) & (Send_eng_31 = true) -> (state1' = 1);

[] (state1 = 1) & (Initiator1 = true) & (Send_eng_41 = true) -> (state1' = 1);

[] (state1 = 1) & (Initiator1 = true) & (Send_eng_51 = true) -> (state1' = 1);

If a sufficient number of willing messages are received, the initiator sends Confirm or Not-required messages depending on the current situation. The selection of the desired robot for a coalition formation is formed at run time. The PRISM code for coalition formation is given below. The sending of either Confirm or Not-required message is also decided at runtime. Similarly, PRISM code for other robots has been constructed.

5 Verification Results

The efficiency of the distributed algorithm designed for task execution in a dynamic environment (given in Sect. 3) depends on the successful coalition formation process. The coalition formation is done via asynchronous message passing. The efficient coordination via communication is the key to success for the algorithm. In a dynamic environment, if coalitions for tasks are formed quickly, tasks may be executed successfully.

The initial conditions produced by the PRISM model checker is shown in Fig. 2. The initial PRISM snapshot illustrates all the labels present in the model. In addition, the built-in labels “init” and “deadlock” are also included. Selecting a label from the list highlights all states in the current path which satisfy it. It clear from Fig. 2, that the model is properly initialized, and no deadlock is present in the model at this moment in time (Fig. 3). The model is ready for verification.

5.1 Modeling Using PRISM

In order to analyze a PRISM model, it is necessary to specify one or more properties. PRISM’s property specification is based on Computational Tree Logic (CTL) [3].
5.1.1 Computation Tree Logic (CTL)

CTL has a two-stage syntax where formula in CTL are classified into state and path formulas. CTL state formula over the set $AP$ of an atomic proposition are formed according to the following grammar [3].

$$\Phi ::= \text{true} \mid p \in AP \mid \Phi_1 \land \Phi_2 \mid \neg \Phi \mid E\varphi \mid A\varphi$$

where, $AP$ is the set of atomic propositions, $E$ and $A$ are the path quantifiers—“for some path” and “for all path” respectively and $\varphi$ is a path formula. CTL path formula are formed according to the following grammar:

$$\varphi ::= X\Phi \mid F\Phi_1 \mid G\Phi_1 \mid \Phi_1 \cup \Phi_2;$$

where $\Phi$, $\Phi_1$ and $\Phi_2$ are the state formula and $X,F,G,U$ are the temporal operators to denote “next”, “some time in the future”, “always in the future”,

Fig. 2. Initial conditions of the model in PRISM model checker

Fig. 3. A coalition is formed by Robot_5
and “until” operator respectively. $F\Phi$ and $G\Phi$ are dual operators where, $F\Phi = true \cup \Phi$ and $G\Phi = \neg F\neg \Phi$.

Intuitively, state formula express a property of a state, while a path formula express a property of a computation path where a computation path is an infinite sequence of states. For the semantics of CTL we refer to [3].

### 5.1.2 Probabilistic Computation Tree Logic (PCTL)

Probabilistic Computation Tree Logic (PCTL) is an extension of CTL with a probability operator $(P)$ [3]. PCTL is a useful logic for stating soft deadline properties. The state formula of PCTL over the set $AP$ of atomic propositions are defined by the following grammar.

$$\Phi ::= true \mid p \in AP \mid \Phi_1 \land \Phi_2 \mid \neg \Phi \mid P_{\prec k}(\varphi)$$

where, $\varphi$ is a path formula and $\times \in \{<,\leq,>,\geq\}$ and $k \subseteq [0, 1]$ is an interval with rational bounds. PCTL path formulae are formed according to the following grammar:

$$\varphi ::= X\Phi \mid \Phi_1 \cup \Phi_2 \mid \Phi_1 \cup\leq_n\Phi_2$$

Where $\Phi, \Phi_1,$ and $\Phi_2$ are state formula and $\cup\leq_n$ is a “bounded until” operator where $n \in \mathbb{N}$ is a positive integer number reflecting the maximum number of transitions needed to reach a certain state. For the semantics of PCTL we refer to [3].

Some safety and liveness properties for the algorithm, specified in PCTL are given below.

- **Safety property:** Safety property has the form:
  $$P_{\prec k} G (\Phi_1 \rightarrow \Phi_2)$$
  which is equivalent to $P_{\prec k} G ((\neg \Phi_1) \lor \Phi_2)$

  We identified the following safety property for the distributed algorithm designed for task execution in a dynamic environment.

1. Robot$_1$ sends Confirm messages in Ready state, after receiving sufficient number of Willing messages. This property can be expressed in PCTL as:
   $$S_1 : P_{>0} G (((\text{state1}=1) \land ((\text{Send_confirm}_{12}=true) \lor (\text{Send_confirm}_{13}=true)) \lor (\text{Send_confirm}_{14}=true) \lor (\text{Send_confirm}_{15}=true))) \lor (c1>(k1-1)))$$

2. If Robot$_1$ is in Promise state, and it receives a Confirm message, then its next state will be Busy.
   $$S_2 : P_{>0} G (((\text{state1}=2) \land ((\text{Send_confirm}_{21}=true) \lor (\text{Send_confirm}_{31}=true)) \lor (\text{Send_confirm}_{41}=true) \lor (\text{Send_confirm}_{51}=true))) \lor (P_{>0} X(\text{state1}=3)))$$

- **Liveness property:**
  Liveness property has the form:
  $$P_{\prec k} G ((\Phi_1 \rightarrow P_{\prec k} F\Phi_2)$$
  which is equivalent to $P_{\prec k} G ((\neg \Phi_1) \lor P_{\prec k} F\Phi_2))$
1. If Robot\(_1\) broadcasts a request message then eventually it must receive either Willing or Engaged messages.
\[ L_1 : P > 0 \quad G \left( \left( \neg \left( \left( \text{Send request} 12 = \text{true} \right) \lor \text{Send request} 13 = \text{true} \lor \text{Send request} 14 = \text{true} \right) \lor \left( \text{Send request} 15 = \text{true} \right) \right) \lor \right) \quad P > 0 \quad F \left( \left( \text{Send willing} 21 = \text{true} \lor \text{Send willing} 31 = \text{true} \lor \text{Send willing} 41 = \text{true} \lor \text{Send willing} 51 = \text{true} \right) \lor \right) \quad (\text{Send eng} 21 = \text{true} \lor \text{Send eng} 31 = \text{true} \lor \text{Send eng} 41 = \text{true} \lor \text{Send eng} 51 = \text{true} \right) \)

2. If Robot\(_1\) detects a task, eventually it forms the coalition successfully with probability greater than zero. The coalition may not form every time as at some time, other robots might be busy doing other activities, and hence, condition \( (c \geq (k - 1)) \) might not be satisfied.
\[ L_2 : P > 0 \quad \left[ \text{true} \lor (\text{coalition Formation} 1 = \text{true}) \right] \]

3. Every task in the environment is detected by a robot and eventually it is executed by a team of robots with some probability greater than 0. The task \( \tau_1 \) is detected by Robot\(_1\) and eventually Robot\(_1\) goes to Busy state to execute the task. After finishing the task, the label “Task ExecutionFinish1=\text{true}” becomes true.
\[ P > 0 \quad \left[ \text{true} \lor (\text{task1 Executed}) \right] \] can be rewritten as:
\[ L_3 : P > 0 \quad \left[ \text{true} \lor ((\text{Initiator} 1 = \text{true}) \land (\text{Task ExecutionFinish} 1 = \text{true})) \right] \]

The verification of a system that is complex and has a large number of variables is quite challenging. Due to the large state space exploration, the PRISM model checker demands a huge amount of memory to store the explored states. In the case of low memory, the discrete-event simulator built into PRISM can be used to generate approximate results for PRISM properties, a technique called statistical model checking. To verify some of the identified properties (e.g., \( S_1 \), \( L_1 \) and \( L_2 \)), we have used this technique for verification. Essentially, statistical model checking is achieved by sampling: generating a large number of random paths through the model, evaluating the result of the given properties on each run, and using this information to generate an approximately correct result. This approach is particularly useful on very large models when normal model checking is infeasible. This is because the discrete-event simulation is performed using the PRISM language model description, without explicitly constructing the corresponding probabilistic model.

PRISM supports four different methods for performing statistical model checking: CI (Confidence Interval), ACI (Asymptotic Confidence Interval)-for large sample size, APMC (Approximate Probabilistic Model Checking), SPRT (Sequential Probability Ratio Test).

We use ACI sampling methodology for verification; the ACI method uses the Normal distribution. This method is appropriate when the number of samples is significant (because we can get a reliable estimation of the variance from the samples) but maybe less accurate for small samples (Figs. 4 and 5).
Fig. 4. Result for the safety property $S_1$

![Property Details]

(a) Result for $L_2$  
(b) Result for $L_3$

Fig. 5. Results for the liveness properties

6 Conclusion

In this paper, we considered the problem of verifying a distributed algorithm designed for task execution in a dynamic environment. The correctness of the algorithm is guaranteed by formally verifying the algorithm with probabilistic model checking. We identified some important safety and liveness properties of the algorithm. We constructed the algorithm’s model in the PRISM model checker and verified the algorithm’s properties. Extensive experiments were performed with a varying number of agents. The results are quite encouraging, and it confirms the expected execution of the algorithm.
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