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Abstract. This article is devoted to solving the inverse problems of exploration seismology of uniformly oriented macrofractures systems using convolutional neural networks. The use of convolutional neural networks is optimal due to the multidimensionality of the studied data object. A training sample was formed using mathematical modeling. In the numerical solution of direct problems, a grid-characteristic method with interpolation on unstructured triangular meshes was used to form a training sample. The grid-characteristic method most accurately describes the dynamic processes in exploration seismology problems, since it takes into account the nature of wave phenomena. The approach used makes it possible to construct correct computational algorithms at the boundaries and contact boundaries of the integrational domain. Fractures were set discretely in the integration domain in the form of boundaries and contact boundaries. The article presents the results of solving inverse problems with variations in the angle of inclination of fractures, height of fractures, density of fractures in the system, as well as joint variations in the angle of inclination and height of fractures and all three investigated parameters.
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formations, as well as the possible location of the hydrocarbon field. Dense carbonate rocks and deep-lying sandstones account for an increasing share of exploration. Hydrocarbon-containing formations of such rocks are usually penetrated by systems of subvertical, uniformly oriented fractures of various scales, filled with liquid [3,4]. They determine the reservoir properties, being the basis for constructing models of fields to justify their development modes.

One of the founders of the theory of seismic migration was J. F. Claerbout [5,6]. With the advent of modern high-performance computing systems, considerable efforts have been made to develop new high-precision methods [7,8] for solving inverse seismic problems. Initially, all methods were based on an acoustic approach that did not take into account the influence of shear waves. To overcome this drawback, a two-wave elastic model was used [9]. Nowadays the great interest for seismologists is the identification of fractured zones. This is due to the high permeability of the medium and the potentially high content of hydrocarbons. Various mathematical models have been developed taking into account the complex structure of the geological medium [10-12]. Diffracted waves are in the process of a comprehensive study by exploration geophysicists. A large number of scientific papers are devoted to numerical modeling of seismic reactions from fractured media [13,14].

In recent years, machine learning methods, and in particular deep neural networks, have shown impressive results in many areas, such as computer vision, speech recognition, and machine translation. For example, in the field of computer vision, it was possible to solve many problems that were previously unsolved, such as the classification problem [15], the recognition problem [16], and the image generation problem [17].

One of the significant advantages of deep learning methods is that these methods can be transferred to many other areas related to the processing of large amounts of data. One such area is the task of seismic exploration. Several works in this area have already been carried out. In [18], the problem of detecting a fault in 2 dimensions using a deep convolutional neural network was solved. Synthetic data obtained by solving large direct problems were used as data for training the neural network. In [19], a similar problem was solved in 3 dimensions. The great advantage that is highlighted in these works is that the input data for deep learning algorithms do not require special processing and, therefore, such methods can be easier to use than standard seismic methods. Flexibility and relative simplicity make such methods effective to solve practical problems. So, in [20], deep neural networks are used to detect CO₂ emissions, and in [21], these methods are used to detect and classify defects in composite materials.

**Formulation of the Problem**

In this paper, we consider the process of solving the inverse problem of exploration seismology of systems of unidirectional macrofractures (Fig. 1) using convolutional neural networks. The following notation is introduced in the figure: \(\alpha\) – fracture inclination angle, \(h\) – the height of fractures, \(d\) – the distance between fractures (a parameter characterizing the density of fractures at a given horizontal extent of the system). The horizontal dimension in all experiments was considered constant and equal to 1000 m. The angle of inclination of
the fractures varied in the interval from $-15^\circ$ to $+15^\circ$ relative to vertical, the height of fractures varied from 50 to 200 m, the distance between fractures – from 50 to 200 m.

The training set was formed using mathematical modeling of direct two-dimensional problems using the grid-characteristic method on unstructured triangular meshes [22].

In the considered inverse problems, the elastic characteristics of the geological medium were considered known: longitudinal wave velocity 2250 m/s, transverse – 1250 m/s, the density of medium – 1180 kg/m$^3$. The system is placed in depth of 2000 m. A plane wave was excited on the surface of the earth, propagating deep into the geological medium. The response of the reflected and diffracted waves, which were formed when the incident wave front passed through the system of fractures, was recorded on seismic receivers located on the surface above the system of fractures with an interval of 50 m (100 receivers in total).

The problems in which the following parameters were varied were considered:

• the angle of inclination of the fractures;
• the height of the fractures;
• the angle of inclination and the height of the fractures at the same time;
• fracture density (distance between fractures);
• simultaneously, all three parameters - the angle, height and density of fractures.

Qualitatively, the influence of the height and distance between fractures on the response picture was described in [23].

2. MATERIALS AND METHODS
2.1. METHODOLOGY FOR DIRECT PROBLEM SOLVING

The determining equations system of a linearly elastic medium can be represented in the form [24]:

$$\rho \frac{\partial V_i}{\partial t} = \frac{\partial T_{i,j}}{\partial x_j}, \quad \frac{\partial T_{i,j}}{\partial t} = \lambda \left( \sum_{l=1}^{N} \frac{\partial V_l}{\partial x_k} \right) I_{ij} + \mu \left( \frac{\partial V_i}{\partial x_j} + \frac{\partial V_j}{\partial x_i} \right).$$

(1)

where $V_i$ – the velocity component, $T_{i,j}$ – the stress tensor, $\rho$ – the density of medium, $\lambda$ and $\mu$ – the Lame coefficients, $I_{ij}$ – the component of unit tensor. By entering the vector of variables $\tilde{u} = \{V_x, V_y, T_{xx}, T_{xy}, T_{yy}\}$, the system (1) write as:

$$\frac{\partial \tilde{u}}{\partial t} + \sum_{i=1,2} A_i \frac{\partial \tilde{u}}{\partial \xi_i} = 0.$$

(2)

The numerical solution of (2) is found using the grid-characteristic method [25]. We carry out coordinatewise splitting and by changing variables we reduce the system to a system of independent scalar transfer equations in Riemann invariants:

$$\frac{\partial \tilde{w}}{\partial t} + \Omega \frac{\partial \tilde{w}}{\partial \xi_i} = 0, \quad i = 1, 2.$$

(3)

For each transfer equation (3), all nodes of the computational mesh are bypassed, and characteristics are omitted for each node. From the time layer $n$, the corresponding component of the vector $\tilde{w}$ transfer to the time layer $n+1$ as

$$w_k^{n+1}(\xi_i, \tau) = w_k^n(\xi_i, \omega_k \tau),$$

where $\tau$ – the time step.

After all the values are transferred, we go to a reverse transition to the vector of the desired values $\tilde{u}$.

The interpolation on unstructured triangular meshes is considered. Values at each point are found using values at mesh reference points $\tilde{w}(\tilde{r}_{ijkl})$ and their weights $p_{ijkl}(\tilde{r})$ as:

$$\tilde{w}(\tilde{r}) = \sum_{i,j,k,l} p_{ijkl}(\tilde{r}) \tilde{w}(\tilde{r}_{ijkl}).$$

The grid-characteristic method allows the most correct algorithms to be applied at the boundaries and contact boundaries of the integration domain [26,27].

The boundary condition can be written in common view as:

$$D \tilde{u}(\xi_1, \xi_2, t + \tau) = \tilde{d},$$

where $D$ – some matrix $5 \times 2$, $\tilde{d}$ – some vector,

$$\tilde{u}(\xi_1, \xi_2, t + \tau)$$

– the values of the desired
velocity components and the components of the stress tensor at the boundary point at the next time step.

2.2. Mathematical models of fractures
In real exploration seismology problems, one has to deal with heterogeneity in the nature of the interaction of elastic waves with the surface of a fracture as it passes through it. A fracture is a complex heterogeneous structure [4,28]. In places, the flaps of the fractures are at some distance and are separated by a saturating fluid or gas [28], in some points adhesion is observed, the walls are closely adjacent to each other under the action of pressure forces [29]. In addition, fractures can be classified according to the nature of saturation: fluid or gas [28,29].

In the problem under consideration, discrete fractures models based on the concept of an infinitely thin fracture were used. The fracture was defined as a boundary or contact boundary with a certain boundary condition.

a) Gas-saturated fracture
The gas-saturated fracture model simulates well the behavior of fractures filled with air or gas at a shallow depth of 100-150 m [29]. At great depths, under the influence of pressure, fractures with air close, and gas acquires the properties of a liquid.

The fracture is defined as the boundary condition of free reflection on the flap flaps: $T\hat{n} = 0$.

b) Fluid-filled fracture
In most practical problems, fractures are filled with fluid: water, oil, liquefied gas, etc. [22,28,29]. Therefore, it was advisable to develop a model to describe such a situation.

A fluid-filled fracture is defined as a contact boundary with the condition of free sliding [22]:
$$\bar{v}_a \cdot \hat{n} = \bar{v}_b \cdot \hat{n}, \quad \bar{f}_a^r = -\bar{f}_b^r, \quad \bar{f}_a^s = \bar{f}_b^s = 0.$$

Such a contact boundary completely transmits longitudinal vibrations without reflection and completely reflects transverse waves. Such a picture corresponds to the real situation: the values of the propagation velocities of longitudinal waves in liquids and densities are comparable with the values of velocities and densities of geological media; while the rates of transverse vibrations in liquids are close to zero.

c) Glued fracture
At great depths under the influence of pressure, it happens that the flaps of the fractures touch so that the elastic waves almost completely pass through the fracture. In this case, it will optimally use the contact condition of complete adhesion [22]:
$$\bar{v}_a = \bar{v}_b, \quad \bar{f}_a = \bar{f}_b,$$
where $\bar{v}$ are velocities of closed boundary points, $\bar{f}$ – the force acting to the boundary, $a$ and $b$ are the first and the second flaps of fracture.

d) Partially-glued fracture
In real exploration seismology, partially glued fractures can occur [22,29], in which part of the surface of the flaps is sticky and part is separated by a fluid or gas. Such fractures show partial transmission of the elastic wave front, which affects the amplitudes of the response waves in the seismograms.

A model of the fracture was developed, where at different points of the flaps the conditions of gas-saturation (fluid-filling) and complete adhesion were randomly set. The number of certain points was regulated by a weight coefficient – the coefficient of gluing. Such a model made it possible to specify gas-saturated and fluid-filled fractures with a percentage of sticking points from 0 to 100 percent.

2.3. The neural network structure
In all experiments, a similar neural network architecture was used. Samples were generated
During the solution of the direct problem, the structure of the objects supplied to the input of the neural network coincided, the set of target variables differed.

Each object was a set of measurements of the horizontal and vertical components of the velocity \( \left( V_x, V_z \right) \) of vibrations. Velocity data was obtained from a series of evenly spaced sensors and measured at equal time intervals.

Based on this, each sample was transformed into a three-dimensional object (velocity component, number of sensors, number of time measurements) of size \((2, 100, 300)\), respectively (Fig. 2).

To predict the angle of inclination, a convolutional neural network was used. Convolutional networks have worked well in solving problems of classification, regression, segmentation, etc. on visual-, audio- and other data.

The convolutional network differs from other types of neural networks by the presence of convolutional and pooling layers. These layers can significantly reduce the number of network parameters, accelerate the speed of learning.

The following types of layers were used in the current task: convolutional layer, MaxPooling layer, fully connected layer. Experiments were carried out with the addition of Dropout layers, but their use impaired the accuracy of the predictions. Here is a brief description of each of the layers used.

a) Fully connected layer
The fully connected layer is a classic for most types of neural networks. In this layer, each neuron from the previous layer is connected to the neuron of the next layer (Fig. 3). Layers of this group are used in many types of tasks: their advantage is that they take into account the maximum amount of information and connections between neurons. The disadvantage is the large number of parameters, which is equal to the number of edges in conjunction with the number of output neurons. Another drawback is the fact that a large number of parameters can degrade the convergence of the optimized function.

b) Convolutional layer
Convolutional layers are a characteristic feature of the convolutional neural network (Fig. 4). Their feature is that instead of pairwise combining of outgoing and incoming neurons,
only certain local neurons are combined. The next feature is the joint use of the same scales for different ribs, which speeds up and simplifies training. For clarity, the convolutional layer scheme can be represented in the form of a filter sliding along the selected axes (there can be 1, 2, 3 or more). One filter passes through all possible points and forms the next level of neurons by scalar multiplication of the filter values by the values of the object. The number of parameters is equal to the product of the number of filters and the filter size. During the current experiments, two-dimensional convolutional layers were used, in which one axis corresponded to the measurement time and the second to the position of the sensor. Thus, a two-dimensional map of signals is created.

As the advantages of this type of layers it should be noted a small number of parameters that are limited by the size of the filter, the sharing of weights. These factors accelerate the training of the neural network and find specific features of objects along the indicated axes. It is these features that make convolutional neural networks very popular for solving pattern recognition tasks (2 axes - width and height of the image), text analysis (1 axis - letter / word position in the text) or audio (one axis - time, or two axes - time and sound frequency)

Of the disadvantages - the use of this type of layer is limited to certain types of tasks.

c) MAXPOOLING LAYERS

MaxPooling (also called AveragePooling) layers are also typical for convolutional neural networks. These layers are nonparametric, and their work is to select the maximum (or average) value inside the given window and transfer this value to the neuron of the next layer (Fig. 5). Pooling layers allow us to reduce the number of neurons in the next word 4 (9, 16, …) times, thereby reducing the number of weights on the next layers. In practice, these types of layers are almost universally used in the training of convolutional neural networks to improve their convergence.

In neural networks, output signals from neurons pass through a non-linear activation function. Examples include hyperbolic tangent, sigmoid, ReLU (Restricted Linear Unit, function of the form \( y = \max(0, x) \)). Without activation functions, a neural network (or a subset of its layers) would turn into a simple linear function, so the presence of nonlinear activations is an essential component of a neural network. The choice of activation function is left to the discretion of the researcher. In this work, we used the ReLU activation function, the graph of which is shown in Fig. 6.

The general view of the neural network used for the above experiments can be described as follows:

\[
R(z) = \max(0, z)
\]

**Fig. 5.** MaxPooling layer.

**Fig. 6.** The graph of activation function ReLU.
1. Convolutional layer (32 filters (cores), $3 \times 3$ core size, ReLU activation function)
2. MaxPooling layer (size $2 \times 2$, without activation function)
3. Convolutional layer (32 cores, $3 \times 3$ kernel size, ReLU activation function)
4. MaxPooling layer (size $2 \times 2$, without activation function)
5. Fully connected layer (64 neurons, ReLU activation function)
6. The output layer (1, 2, 3 neurons depending on the task)

The output layer for the problems under consideration was different. In the case of the angle of inclination, thickness, density - one neuron, the angle of inclination and thickness - two neurons, all parameters are three neurons. As a loss function (loss function), the value Mean Squared Error (MSE, root mean square error) was used. During the training, the Mean Absolute Error metric (MAE, average modulo error) was also monitored. These metrics can be used both for a one-dimensional quantity and for multidimensional vectors

\[
MAE = \frac{1}{N} \sum_{i=1}^{N} |y_i - \hat{y}_i|, \quad MSE = \frac{1}{N} \sum_{i=1}^{N} (y_i - \hat{y}_i)^2.
\]

**Neural network training**

The neural network was trained in 32 mini-batches. The Adam optimization algorithm (adaptive moment estimation) was chosen. This optimization algorithm has many advantages (low memory requirements, simple and computationally efficient). The Adam algorithm is different from the classical stochastic gradient descent methods, which maintain a constant training speed during training to update weights. In the Adam algorithm, the training rate is updated taking into account the estimates of the first and second moment. This algorithm is well established for optimization of regression problems by neural networks. In these experiments, the initial convergence rate was set to 0.001.

**3. RESULTS**

The neural network was trained and validation was carried out on sets of solutions of the direct problem for the tasks with variations: the angle of inclination of the fractures, the height of the fractures, the angle of inclination and height at the same time, the density of the location of the fractures (the distance between them) and all three parameters at the same time.

**Angle of inclination**

For the problem with a variation in the angle of inclination of fractures in the system in the range from -15 to +15 degrees relative to the vertical (subvertical fractures), training was performed on a set of 4021 solutions of the direct problem and then validation was performed on a set of 1981 control samples. Fig. 7 shows a graph of the dependence of the average error in recognition on the epoch of training (32 epochs in total). It can be seen that a sufficiently low error is achieved – less than 1%.

**Height of fractures**

For a problem with a variation in the height of fractures in a system in the range from 50 to 200 meters, training was performed on a set of 4018 solutions to the direct problem and then validation was performed on a set of 1980 control samples. Fig. 8 shows a graph of the
Simultaneous variation in inclination and fracture height

For the problem with simultaneous variation of the angle of inclination of fractures in the system in the range from -15 to +15 degrees relative to the vertical (subvertical fractures) and the height of fractures in the system in the range from 50 to 200 meters, training was conducted on a set of 4020 solutions of the direct problem and then validation was performed on a set of 1981 control samples. The Fig. 9 shows a graph of the dependence of the average error in recognition on the epoch of training (32 epochs in total). It can be seen that a sufficiently low error is achieved - about 3-4%.

Fracture density (the distance between fractures in system)

For a problem with a variation in the density of fractures (distance between fractures) in a system in the range from 50 to 200 meters, training was conducted on a set of 3350 solutions of the direct problem and then validation was performed on a set of 1650 control samples. Fig. 10 shows a graph of the dependence of the average error in recognition on the epoch of training (total 32 epochs). It can be seen that a sufficiently low error is achieved - about 2%.

Simultaneous variation of all three parameters

For a problem with simultaneous variation of the angle of inclination of fractures in the system in the range from -15 to +15 degrees relative to the vertical (subvertical fractures), the height of fractures in the system in the range of 50 to 200 meters and the density of fractures (distance between fractures) in the system in the range of from 50 to 200 meters, training was conducted on a set of 4020 solutions of the direct problem, and then validation was performed on a set of 1981 control samples. Fig. 11 shows a graph of the
dependence of the average error in recognition on the epoch of training (32 epochs in total). It can be seen that a sufficiently low error is achieved - about 5-7%.

4. CONCLUSION
The research showed good applicability for solving the inverse problems of exploration seismology of macrofractures layers of machine learning techniques, in particular convolutional neural networks, with training sets obtained by solving direct problems by mathematical modeling using the grid-characteristic method. In the most complicated formulation — when varying the three main parameters of a unidirectional fracture system (inclination angle, height and density of location of fractures) on the number of the epoch of training (b),

4. CONCLUSION
The research showed good applicability for solving the inverse problems of exploration seismology of macrofractures layers of machine learning techniques, in particular convolutional neural networks, with training sets obtained by solving direct problems by mathematical modeling using the grid-characteristic method. In the most complicated formulation — when varying the three main parameters of a unidirectional fracture system (inclination angle, height and density of location of fractures) on the number of the epoch of training (b),

Fig. 11. Graphs of the metrics MAE and MSE depending on the number of the training epoch (a) for the training (MAE, MSE) and validation (MAE_val, MSE_val) sets when all three parameters are varied. The dependence of the error in determining the angle of inclination, height and density of location of fractures on the number of the epoch of training (b).

dependence of the average error in recognition on the epoch of training (32 epochs in total). It can be seen that a sufficiently low error is achieved - about 5-7%.

4. CONCLUSION
The research showed good applicability for solving the inverse problems of exploration seismology of macrofractures layers of machine learning techniques, in particular convolutional neural networks, with training sets obtained by solving direct problems by mathematical modeling using the grid-characteristic method. In the most complicated formulation — when varying the three main parameters of a unidirectional fracture system (inclination angle, height and fracture density) — we got a recognition error of only 5-7%, which is a fairly good indicator.

Low error indices make it possible to complicate the task by introducing additional parameters for variation (for example, the spatial position of the system of fractures, as was done for a single fracture in [30]). What will be done in further research.
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