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Abstract

We establish the large deviation principle for the slow variables in slow-fast dynamical system driven by both Brownian noises and Lévy noises. The fast variables evolve at much faster time scale than the slow variables, but they are fully inter-dependent. We study the asymptotics of the logarithmic functionals of the slow variables in the three regimes based on viscosity solutions to the Cauchy problem for a sequence of partial integro-differential equations. We also verify the comparison principle for the related Cauchy problem to show the existence and uniqueness of the limit for viscosity solutions.

Keywords: Large deviations, slow-fast dynamical system, Lévy noises, viscosity solutions, comparison principle.

2020 MSC: 60F10, 49L25, 37H10

1. Introduction

Many nonlinear dynamical systems under random influences often involve the interplay of slow and fast variables. For instance, climate-weather interaction models, geophysical flows, macromolecules and planetary motion\cite{27,29,30}. The slow-fast systems described by stochastic differential equations are thought to be appropriate mathematical models for those perturbed nonlinear dynamical systems.
We consider the following nonlinear slow-fast stochastic dynamical system driven by both Brownian noises and Lévy noises:

\[
\begin{aligned}
&dX_t^{\varepsilon,\delta} = \varepsilon b_1(X_t^{\varepsilon,\delta}, Y_t^{\varepsilon,\delta})dt + \sqrt{2\varepsilon}\sigma_1(X_t^{\varepsilon,\delta}, Y_t^{\varepsilon,\delta})dW_t^{(1)} \\
&\quad + \varepsilon \int_{\mathbb{R}\setminus\{0\}} k_1(X_t^{\varepsilon,\delta}, Y_t^{\varepsilon,\delta}, z)\tilde{N}^{(1)}(dz, dt), \quad X_0^{\varepsilon,\delta} = x_0 \in \mathbb{R}, \\
&dY_t^{\varepsilon,\delta} = \frac{\varepsilon}{\delta}b_2(X_t^{\varepsilon,\delta}, Y_t^{\varepsilon,\delta})dt + \sqrt{\frac{2}{\delta}}\sigma_2(X_t^{\varepsilon,\delta}, Y_t^{\varepsilon,\delta})(\rho dW_t^{(1)} + \sqrt{1 - \rho^2}dW_t^{(2)}) \\
&\quad + \int_{\mathbb{R}\setminus\{0\}} k_2(X_t^{\varepsilon,\delta}, Y_t^{\varepsilon,\delta}, z)\tilde{N}^{(2)}(dz, dt), \quad Y_0^{\varepsilon,\delta} = y_0 \in \mathbb{R},
\end{aligned}
\]

where \(\tilde{N}^{(1)}(\cdot, \cdot), \tilde{N}^{(2)}(\cdot, \cdot)\) are independent compensated Poisson random measures

\[
\tilde{N}^{(1)}(\cdot, \cdot) = N^{(1)}(\cdot, \cdot) - \frac{1}{\varepsilon}\nu_1(dz)dt, \quad \tilde{N}^{(2)}(\cdot, \cdot) = N^{(2)}(\cdot, \cdot) - \frac{\varepsilon}{\delta}\nu_2(dz)dt,
\]

with associated Poisson random measures \(N^{(1)}(\cdot, \cdot), N^{(2)}(\cdot, \cdot)\) and intensity measures \(\frac{1}{\varepsilon}\nu_1(dz)dt, \frac{\varepsilon}{\delta}\nu_2(dz)dt\), in which \(\nu_i, i = 1, 2\) are Lévy measures, i.e., \(\sigma\)-finite measures on \(\mathbb{R}\setminus\{0\}\) such that \(\int_{\mathbb{R}\setminus\{0\}} (1 + z^2)\nu_i(dz) < \infty\). \(W^{(1)}, W^{(2)}\) are independent Brownian motions independent of \(\tilde{N}^{(1)}(\cdot, \cdot), \tilde{N}^{(2)}(\cdot, \cdot)\), with \(\rho \in (-1, 1)\) constant. The two small positive parameters \(\varepsilon, \delta\) describe the separation of time scale between the slow variable \(X_t^{\varepsilon,\delta}\) and the fast variable \(Y_t^{\varepsilon,\delta}\). Indeed, \(Y_t^{\varepsilon,\delta}\) evolves at faster time scale \(s = \frac{\varepsilon}{\delta}\) than \(X_t^{\varepsilon,\delta}\) with \(\delta < \varepsilon \ll 1\).

In the last years, the long time large deviations behavior of slow-fast systems has attracted more and more attention because of the various applications in the fields of statistical physics, engineering, chemistry and financial mathematics \([4, 11, 22]\). The behavior of the slow variables on time-scales that are much longer than that over which the fast variables evolve, can be characterized via a large deviation principle \([16]\).

There exist fruitful results of large deviation principle for slow-fast systems based on Brownian noise \([9, 21, 32, 33]\). Feng, Fouque and Kumar derived a large deviation principle for stochastic volatility models in two regimes where the maturity is small, and deduced asymptotic prices for out-of-the-money call and put options in \([17]\). Moreover, Bardi, Cesaroni and Ghilli \([7]\) proved a large deviation principle for three regimes of stochastic systems affected by a stochastic volatility evolving at a faster time scale, and applied it to the asymptotics of option prices near maturity.

The study of the large deviation principle for slow-fast systems driven by non-Gaussian Lévy noises is still in its infancy, but some interesting works are emerging \([25, 34]\). The large deviations for a specific class of slow-fast
systems, where the slow process is a diffusion and the fast process is a mean-reverting process driven by a Lévy process, was studied in [8]. For system of the form (1.1) with \( \delta = \varepsilon^2 \), in which the slow and fast jump-diffusions are fully inter-dependent, the slow process has small perturbative noise and the fast process is ergodic, a large deviation principle was established in [24]. Their methods based on viscosity solutions to the Cauchy problem for a sequence of partial integro-differential equations and a construction of the sub- and super-solutions to related Cauchy problems.

The viscosity solution theory is an appropriate tool to deal with various interesting partial integro-differential equations for which there exist no classical solutions [3, 6, 28]. In the viscosity method, the comparison principle has been used to prove the convergence of viscosity solutions to the Cauchy problem for partial integro-differential equations [2, 3, 20]. To obtain the large deviation principle for system (1.1), we follow the viscosity solution approach in [14, 17, 18, 24].

The main goal of this work is to analyze in detail the structure of the large deviation principle for the slow variables \( \{X_\varepsilon^t\}_{\varepsilon > 0} \) of system (1.1) with \( \delta = \varepsilon^\alpha, \alpha > 1 \) in three different regimes. Utilizing Bryc’s inverse Varadhan lemma [11, Section 4], the key step is to show that the functionals \( \{U_\varepsilon\}_{\varepsilon > 0} \) satisfying the Cauchy problem (2.12) converge to some quantity independent of \( y \) described by the Cauchy problem (3.16).

We first take the relaxed upper and lower semilimits \( U_\uparrow \) and \( U_\downarrow \) of \( \{U_\varepsilon\}_{\varepsilon > 0} \) for the Cauchy problem (2.12), and then obtain the upper- and lower-semicontinuous functions \( \hat{U} \) and \( \check{U} \), respectively. Subsequently, by using an indexing set \( \lambda \in \Lambda \), we construct a family of operators \( \hat{H}_\lambda \) and \( \check{H}_\lambda \), such that \( \hat{U} \) is a subsolution of the Cauchy problem for the operator \( \hat{H} = \inf_{\lambda \in \Lambda} \{\hat{H}_\lambda\} \), and \( \check{U} \) is a supersolution to the Cauchy problem for operator \( \check{H} = \sup_{\lambda \in \Lambda} \{\check{H}_\lambda\} \). After that we demonstrate a comparison principle between subsolution \( \hat{U} \) and supersolution \( \check{U} \). Finally, we check that this comparison principle implies convergence of solutions \( \{U_\varepsilon\}_{\varepsilon > 0} \) for the Cauchy problem (2.12) with \( H_\varepsilon \) on the compact subsets of \([0, T] \times \mathbb{R} \times \mathbb{R}\) to the unique viscosity solution \( U^0 \) for the Cauchy problem (3.16) with \( H^0 \).

This paper is organized as follows. In Section 2, we provide some precise conditions for the slow-fast system, and describe the Cauchy problem (2.12) satisfied by \( \{U_\varepsilon\}_{\varepsilon > 0} \). In Section 3, we introduce the limit Hamiltonian \( H^0 \) that has different forms in the three regimes depending on \( \alpha > 1 \): supercritical case for \( \alpha > 2 \), critical case for \( \alpha = 2 \) and subcritical case for \( \alpha < 2 \).
Section 4, we derive the comparison principle and present the convergence result for solutions of the Cauchy problem \((2.12)\) with the Hamiltonian \(H^\varepsilon\) identified in Section 2 to the unique viscosity solution of the Cauchy problem \((3.16)\) with the limit Hamiltonian \(H^0\) identified in Section 3. In Section 5, the large deviation principle for the slow variables \(\{X^\varepsilon_t\}_{\varepsilon>0}\) is established, and its application is illustrated with an example. Finally, Section 6 summarizes our findings as well as directions for future study.

2. Preliminaries

Throughout this paper, \((\Omega, \mathcal{F}, \mathbb{P})\) is a probability space. Let \(\mathcal{P}(\mathbb{R})\) denote the space of probability measures on \(\mathbb{R}\). We consider Euclidean space \(\mathbb{R}^d\) endowed with the Borel \(\sigma\)-algebra \(\mathcal{B}(\mathbb{R}^d)\). For a differentiable function \(f: \mathbb{R}^d \to \mathbb{R}\), the partial derivative with respect to \(x\) is denoted by \(\partial_x f\). As usual, \(C^k_b(\mathbb{R}^d)\) is the space of \(k\)-times bounded continuously differentiable functions, \(C_b(\mathbb{R}^d)\) is the space of bounded uniformly continuous functions, and \(C_c(\mathbb{R}^d)\) is the space of the continuous functions with compact support. And we use “:=” as a way of definition.

To keep notation as simple as possible, we restrict ourselves to one-dimensional case. The variables \(X^\varepsilon,\delta_t\) and \(Y^\varepsilon,\delta_t\) in system \((1.1)\) lie in Euclidean state space \(\mathbb{R}\) that is locally compact. Most of the results for multidimensional case can be proved in a similar fashion by considering the coordinates.

We assume the following conditions since both stochastic terms enjoy Itô’s isometry. The nonlinear functions \(b_1(x, y), b_2(x, y), \sigma_1(x, y), \sigma_2(x, y), k_1(x, y, z), k_2(x, y, z)\) in system \((1.1)\) satisfy

\[
(C_1) \text{ Lipschitz condition: } \exists K_1 > 0 \text{ such that, for all } (x_1, y_1), (x_2, y_2) \in \mathbb{R}^2,
\]

\[
|b_1(x_2, y_2) - b_1(x_1, y_1)|^2 + |b_2(x_2, y_2) - b_2(x_1, y_1)|^2 \\
+ |\sigma_1(x_2, y_2) - \sigma_1(x_1, y_1)|^2 + \int_{\mathbb{R}\setminus\{0\}} |k_1(x_2, y_2, z) - k_1(x_1, y_1, z)|^2 \nu_1(dz) \\
+ |\sigma_2(x_2, y_2) - \sigma_2(x_1, y_1)|^2 + \int_{\mathbb{R}\setminus\{0\}} |k_2(x_2, y_2, z) - k_2(x_1, y_1, z)|^2 \nu_2(dz) \\
\leq K_1[(x_2 - x_1)^2 + (y_2 - y_1)^2].
\]
\((C_2)\) **Growth condition:** \(\exists K_2 > 0\) such that, for all \((x, y) \in \mathbb{R}^2\),
\[
|b_1(x, y)|^2 + |b_2(x, y)|^2 + |\sigma_1(x, y)|^2 + |\sigma_2(x, y)|^2 \\
+ \int_{\mathbb{R}\setminus\{0\}} |k_1(x, y, z)|^2 \nu_1(dz) + \int_{\mathbb{R}\setminus\{0\}} |k_2(x, y, z)|^2 \nu_2(dz) \\
\leq K_2 (1 + x^2 + y^2).
\]

Conditions \((C_1)\) and \((C_2)\) ensure that system \((1.1)\) has a unique strong solution, and which is a Markov process; see [1, Chapter 6]. Moreover, if the Lévy measures \(\nu_1, \nu_2\) are finite, the growth condition \((C_2)\) is a consequence of the Lipschitz condition \((C_1)\).

**Remark 1.** We imposed the conditions \((C_1)\) and \((C_2)\) on the mappings \(b_1, b_2, \sigma_1, \sigma_2, k_1\) and \(k_2\) to guarantee that càdlàg solutions of system \((1.1)\) exist. If we take \(k_1 = k_2 = 0\), the Lipschitz condition \((C_1)\) enables us to solve system \((1.1)\). Hence in the case of non-zero \(k_1\) and \(k_2\), in the presence of \((C_1)\), the growth condition \((C_2)\) is equivalent to the requirement that there exists \(K_2 > 0\) such that, for all \((x, y) \in \mathbb{R}^2\),
\[
\int_{\mathbb{R}\setminus\{0\}} |k_1(x, y, z)|^2 \nu_1(dz) + \int_{\mathbb{R}\setminus\{0\}} |k_2(x, y, z)|^2 \nu_2(dz) \leq K_2 (1 + x^2 + y^2).
\]

For each \(f \in C^2_b(\mathbb{R}^2)\), the infinitesimal generator \(L^{\epsilon, \delta}\) of the solution \((X^{\epsilon, \delta}, Y^{\epsilon, \delta})\) for system \((1.1)\) is
\[
L^{\epsilon, \delta} f (x, y) = \epsilon (b_1(x, y) \partial_x f (x, y) + \sigma_1^2(x, y) \partial_{xx}^2 f (x, y)) + \frac{2\epsilon}{\sqrt{\delta}} \rho \sigma_1(x, y) \sigma_2(x, y) \partial_{xy}^2 f (x, y) \\
+ \frac{1}{\epsilon} \int_{\mathbb{R}\setminus\{0\}} (f(x + \epsilon k_1(x, y, z), y) - f(x, y) - \epsilon k_1(x, y, z) \partial_x f (x, y)) \nu_1(dz) \\
+ \frac{\epsilon}{\delta} \int_{\mathbb{R}\setminus\{0\}} (b_2(x, y) \partial_y f (x, y) + \sigma_2^2(x, y) \partial_{yy}^2 f (x, y) \\
+ \int_{\mathbb{R}\setminus\{0\}} (f(x, y + k_2(x, y, z)) - f(x, y) - k_2(x, y, z) \partial_y f (x, y)) \nu_2(dz)\right].
\]

\((2.1)\)

In order to understand the two-scale \(\epsilon, \delta \to 0\) limit behaviors of the slow variables \(X^{\epsilon, \delta}_t\), we introduce the virtual fast process \(Y^{x}_t\), which satisfies
\[
dY^{x}_t = b_2(x, Y^{x}_t) dt + \sqrt{2} \sigma_2(x, Y^{x}_t) \left( \rho dW^{(1)}_t + \sqrt{1 - \rho^2} dW^{(2)}_t \right) \\
+ \int_{\mathbb{R}\setminus\{0\}} k_2(x, Y^{x}_t, z) \tilde{N}^{(2)}(dz, dt), \quad Y^{x}_0 = y_0 \in \mathbb{R},
\]

\((2.2)\)
where $x$ is fixed. The above equation is originated from equation for $Y^{\varepsilon, \delta}_t$ in system (1.1) by setting $X^{\varepsilon, \delta}_t$ to $x$ and rescaling time $t \rightarrow \frac{\delta}{\varepsilon} t$. The infinitesimal generator $L^x$ of $Y^x$ is

$$L^x f(y) = b_2(x, y) \partial_y f(y) + \sigma_2^2(x, y) \partial_{yy}^2 f(y) + \int_{\mathbb{R}\setminus\{0\}} \left( f(y + k_2(x, y, z)) - f(y) - k_2(x, y, z) \partial_y f(y) \right) \nu_2(dz),$$

(2.3)

where $f \in C^2_0(\mathbb{R})$. For fixed $x, p \in \mathbb{R}$, define the following perturbed generator $L^{x,p}$:

$$L^{x,p} f(y) = L^x f(y) + 2\rho \sigma_1(x, y) \sigma_2(x, y) \partial_y f(y)p,$$

(2.4)

and let $Y^{x,p}$ be the process corresponding to the generator $L^{x,p}$ as in (2.4).

If there is no jump term in the right side of (2.2), i.e., without the integral term, then the equation

$$d\tilde{Y}^x_t = b_2(x, \tilde{Y}^x_t)dt + \sqrt{2}\sigma_2(x, \tilde{Y}^x_t)\left( \rho dW^{(1)}_t + \sqrt{1-\rho^2} dW^{(2)}_t \right), \quad \tilde{Y}^x_0 = y_0 \in \mathbb{R},$$

(2.5)

defines a Markov process $\tilde{Y}^x$ with generator $\tilde{L}^x$ as follow:

$$\tilde{L}^x f(y) = b_2(x, y) \partial_y f(y) + \sigma_2^2(x, y) \partial_{yy}^2 f(y), \quad \text{for } f \in C^2_0(\mathbb{R}).$$

(2.6)

The scale and speed measures of the process $\tilde{Y}^x$ in (2.5) are given by

$$s(y) := \exp\{ - \int_{-\infty}^y \frac{b_2(x, r)}{\sigma_2^2(x, r)} dr \}, \quad m(y) := \frac{1}{\sigma_2^2(x, y) s(y)}.$$

Denoting $dS(y) := s(y)dy$ and $dM(y) := m(y)dy$, we have

$$\tilde{L}^x f(y) = \frac{d}{dM} \left( \frac{df(y)}{dS} \right).$$

There exists a unique probability measure

$$\pi(dy) := \frac{m(y)}{\int_{\mathbb{R}} m(y)dy} dy$$

(2.7)

such that $\int_{\mathbb{R}} \tilde{L}^x f(y) \pi(dy) = 0$; see [23, Chapter 15].
Let $g \in C_b(\mathbb{R})$ and define the following functionals:

$$V^{\varepsilon,\delta}(t, x, y) := \mathbb{E}\left[ g(X^{\varepsilon,\delta}_t) \mid X^{\varepsilon,\delta}_0 = x, Y^{\varepsilon,\delta}_0 = y \right].$$  \hspace{1cm} (2.8)

In general, $V^{\varepsilon,\delta} \in C_b([0, T] \times \mathbb{R} \times \mathbb{R})$. Moreover, if $V^{\varepsilon,\delta} \in C^{1,2}([0, T] \times \mathbb{R} \times \mathbb{R})$, then $V^{\varepsilon,\delta}$ solve the following Cauchy problem in the classical sense:

$$\begin{cases}
\partial_t V(t, x, y) = L^{\varepsilon,\delta} V(t, x, y), & (t, x, y) \in (0, T] \times \mathbb{R} \times \mathbb{R}; \\
V(0, x, y) = g(x), & (x, y) \in \mathbb{R} \times \mathbb{R},
\end{cases}$$  \hspace{1cm} (2.9)

where $L^{\varepsilon,\delta}$ as in (2.1). When $g(x) = e^{h(x)}$ with $h \in C_b(\mathbb{R})$, we gain

$$V^{\varepsilon,\delta}(t, x, y) = \mathbb{E}\left[ e^\frac{h(X^{\varepsilon,\delta}_t)}{\varepsilon} \mid X^{\varepsilon,\delta}_0 = x, Y^{\varepsilon,\delta}_0 = y \right].$$  \hspace{1cm} (2.10)

Using the logarithmic transform method in [14, 15], define

$$U^{\varepsilon,\delta}(t, x, y) = \varepsilon \ln V^{\varepsilon,\delta}(t, x, y),$$  \hspace{1cm} (2.11)

where $V^{\varepsilon,\delta}$ are taken from (2.10). Inserting $V^{\varepsilon,\delta}(t, x, y) = e^{U^{\varepsilon,\delta}(t, x, y)}$ into (2.9), at least informally, (2.12) below is satisfied. In the absence of knowledge on smoothness of $V^{\varepsilon,\delta}$, we can only conclude that $U^{\varepsilon,\delta}$ tackle the Cauchy problem (2.12) in the sense of viscosity solution (Definition 2).

**Lemma 1.** For each $h \in C_b(\mathbb{R})$ depending only on the variable $x$, $U^{\varepsilon,\delta}(t, x, y)$ defined by (2.11) is a viscosity solution of the Cauchy problem:

$$\begin{cases}
\partial_t U(t, x, y) = H^{\varepsilon,\delta} U(t, x, y), & (t, x, y) \in (0, T] \times \mathbb{R} \times \mathbb{R}; \\
U(0, x, y) = h(x), & (x, y) \in \mathbb{R} \times \mathbb{R},
\end{cases}$$  \hspace{1cm} (2.12)

In the above, the nonlinear nonlocal operator $H^{\varepsilon,\delta}$ is the exponential generator:
Remark 2. Note that $H^\varepsilon,\delta$ only operates on the spatial variables $x$ and $y$. By utilizing similar arguments as in [14, 17, 24], We could certify for Lemma 7

We want to study the large deviation behaviors of the slow variables $X^\varepsilon,\delta_t$ in system (1.1) as both $\varepsilon$ and $\delta$ go to 0, and we expect different limits behaviors depending on the ratio $\frac{\varepsilon}{\delta}$. Therefore we put $\delta = \varepsilon^\alpha$, $\alpha > 1$, and denote the variables $X_{\varepsilon,\delta}^t$ and $Y_{\varepsilon,\delta}^t$ by $X_{\varepsilon}^t$ and $Y_{\varepsilon}^t$. Thus, the system (1.1) can be rewritten into

\[
\begin{align*}
\left\{ \begin{array}{l}
\frac{dX_{\varepsilon}^t}{dt} = \varepsilon b_1(X_{\varepsilon}^t, Y_{\varepsilon}^t)dt + \sqrt{2\varepsilon}\sigma_1(X_{\varepsilon}^t, Y_{\varepsilon}^t)dB^1_t, \\
\quad + \varepsilon \int_{\mathbb{R}\setminus\{0\}} k_1(X_{\varepsilon}^t, Y_{\varepsilon}^t, z)N^1(dz, dt), \quad X_{\varepsilon}^0 = x_0 \in \mathbb{R}, \\
\frac{dY_{\varepsilon}^t}{dt} = \varepsilon^{1-\alpha} b_2(X_{\varepsilon}^t, Y_{\varepsilon}^t)dt + \sqrt{2\varepsilon^{1-\alpha}}\sigma_2(X_{\varepsilon}^t, Y_{\varepsilon}^t)(\rho dB^1_t + \sqrt{1-\rho^2}dB^2_t) \\
\quad + \int_{\mathbb{R}\setminus\{0\}} k_2(X_{\varepsilon}^t, Y_{\varepsilon}^t, z)N^2(\varepsilon^{1-\alpha}dz, dt), \quad Y_{\varepsilon}^0 = y_0 \in \mathbb{R}.
\end{array} \right.
\end{align*}
\]

(2.14)

Hence, for notational simplicity, we drop the subscript $\delta$, and write $U^\varepsilon$ and $H^\varepsilon$ for $U_{\varepsilon,\delta}^t$ and $H_{\varepsilon,\delta}^t$, respectively.

For each $x$ and $p$ in $\mathbb{R}$, define

\[
V^{x,p}(y) := \sigma_1^2(x, y)p^2 + \int_{\mathbb{R}\setminus\{0\}} \left( e^{k_1(x, y, z)}p - 1 - k_1(x, y, z)p \right)\nu_1(dz).
\]

(2.15)

We suppose that $V^{x,p}$ is bounded from below, i.e., there exists $C^{x,p} > -\infty$ such that

\[
V^{x,p}(y) \geq C^{x,p}, \text{ for any } y \in \mathbb{R}.
\]

(2.16)

In the following we will assume other three system conditions:

(C3) **Periodic condition**: The functions $b_1(x, y)$, $b_2(x, y)$, $\sigma_1(x, y)$, $\sigma_2(x, y)$, $k_1(x, y, z)$, $k_2(x, y, z)$ in system (1.1) are periodic with respect to the variable $y$.

(C4) **Ergodicity condition**: The perturbed fast process $Y^{x,p}$ with generator $L^{x,p}$ in (2.4) is ergodic at every $x$ with respect to it’s unique invariant measure.

(C5) **Lyapunov condition**: For a positive function $\xi(\cdot) \in C^2(\mathbb{R})$ such that $\xi(\cdot)$ has a compact finite level set, and for each $\theta \in (0, 1]$ and compact set $K \subset \mathbb{R}$,
3. Limit Hamiltonian $H^0$

Our goal is to study the limit of the functionals $\{U^\varepsilon\}_{\varepsilon > 0}$ described in (2.12) as $\varepsilon \to 0$. Following the viscosity solution approach for the Cauchy problem of partial integro-differential equations (see [19]), we need to identify a suitable limit Hamiltonian $H^0$, and characterize the limit of $\{U^\varepsilon\}_{\varepsilon > 0}$ as the unique viscosity solution of an appropriate Cauchy problem with the limit Hamiltonian $H^0$.

Below, we will use formal asymptotic expansions tools to discover the limit Hamiltonian $H^0$, which has different forms in the three regimes depending on $\alpha > 1$: supercritical case for $\alpha > 2$, critical case for $\alpha = 2$ and subcritical case for $\alpha < 2$. Those formal derivations are complementary to the rigorous ones [7, 9, 22, 26].

The supercritical case: $\alpha > 2$. Substituting the asymptotic expansion

$$U^\varepsilon(t, x, y) = U^0(t, x) + \varepsilon^{\alpha - 1}W(t, x, y)$$  \hspace{1cm} (3.1)
into the first equation in (2.12), and collecting terms of $O(1)$ in $\varepsilon$, we get

$$
\partial_t U^0(t, x) = \sigma^2_1(x, y) \left( \partial_x U^0(t, x) \right)^2 + b_2(x, y) \partial_y W(t, x, y) + \sigma^2_2(x, y) \partial^2_{yy} W(t, x, y) + \int_{\mathbb{R}\setminus\{0\}} \left( \varepsilon k_1(x, y, z) \partial_z U^0(t, x, y) - 1 - k_1(x, y, z) \partial^2_x U^0(t, x, y) \right) \nu_1(dz)
$$

$$
= \tilde{L}^x W(t, x, y) + V^x \partial_x U^0(t, x, y).
$$

That is,

$$
\tilde{L}^x W(t, x, y) = \partial_t U^0(t, x) - V^x \partial_x U^0(t, x, y),
$$

where both $U^0$ and $W$ are assumed to be independent of $\varepsilon$, and $V^x \partial_x U^0(t, x, y)$ as in (2.15) with $p = \partial_x U^0(t, x)$. The equation (3.3) has a unique solution $W$ with respect to the operator $\tilde{L}^x$ from (2.6) in the $y$ variable.

Moreover,

$$
\partial_t U^0(t, x) = \int_{\mathbb{R}} V^x \partial_x U^0(t, x, y) \pi(dy) = H^0(x, \partial_x U^0(t, x)),
$$

where $\pi(dy)$ as defined in (2.7).

**The critical case: $\alpha = 2$.** The first equation in (2.12) with $\alpha = 2$ becomes

$$
\partial_t U(t, x, y) = \varepsilon \left( b_1(x, y) \partial_x U(t, x, y) + \sigma^2_1(x, y) \partial^2_{xx} U(t, x, y) \right) + \sigma^2_2(x, y) \left( \partial_x U(t, x, y) \right)^2 \\
+ 2 \rho \sigma_1(x, y) \sigma_2(x, y) \left( \varepsilon^{-1} \partial_x U(t, x, y) \partial_y U(t, x, y) + \partial^2_{xy} U(t, x, y) \right) \\
+ \varepsilon^{-1} b_2(x, y) \partial_y U(t, x, y) + \varepsilon^{-2} \sigma^2_2(x, y) \left( \partial_y U(t, x, y) \right)^2 + \varepsilon^{-1} \sigma^2_2(x, y) \partial^2_{yy} U(t, x, y) \\
+ \int_{\mathbb{R}\setminus\{0\}} \left( \varepsilon^{-1} [U(t, x+y+\varepsilon k_2(x, y, z)) - U(t, x, y)] - 1 - k_2(x, y, z) \partial^2_x U(t, x, y) \right) \nu_2(dz) \\
+ \int_{\mathbb{R}\setminus\{0\}} \left( \varepsilon^{-1} [U(t, x,y) + k_2(x, y, z) - U(t, x, y)] - 1 - \varepsilon^{-1} k_2(x, y, z) \partial_y U(t, x, y) \right) \nu_2(dz).
$$

We plug in the equation (3.5) the asymptotic expansion

$$
U^\varepsilon(t, x, y) = U^0(t, x) + \varepsilon W(t, x, y),
$$

(3.6)
and collect terms that are $O(1)$ in $\varepsilon$, we obtain
\[
\partial_t U^0(t, x) = \sigma_1^2(x, y) (\partial_x U^0(t, x))^2 + 2\rho \sigma_1(x, y) \sigma_2(x, y) \partial_x U^0(t, x) \partial_y W(t, x, y)
\]
\[
+ b_2(x, y) \partial_y W(t, x, y) + \sigma_2^2(x, y) \left( \partial_y W(t, x, y) \right)^2 + \sigma_2^2(x, y) \partial_{yy}^2 W(t, x, y)
\]
\[
+ \int_{\mathbb{R} \setminus \{0\}} \left( e^{k_1(x, y, z)} \partial_z U^0(t, x) - 1 - k_1(x, y, z) \partial_z U^0(t, x) \right) \nu_1(dz)
\]
\[
+ \int_{\mathbb{R} \setminus \{0\}} \left( e^{W(t, x, y, z) - W(t, x, y)} - 1 - k_2(x, y, z) \partial_y W(t, x, y) \right) \nu_2(dz)
\]
\[
e^{-W(t, x, y)} L_x \partial_x U^0(t, x) e^{W(t, x, y)} + V_x \partial_x U^0(t, x)(y).
\]
(3.7)

Denote $\partial_t U^0(t, x)$ by $\lambda$ and $\partial_x U^0(t, x)$ by $p$. Fix $t, x$ and hence $\lambda, p$. The equation (3.7) can be rewritten as
\[
e^{-W(t, x, y)} L_x p e^{W(t, x, y)} + V_x p(y) = \lambda,
\]
(3.8)
where $L_x p$ and $V_x p(y)$ are defined by (2.14) and (2.15) respectively. Multiplying both sides of (3.8) by $e^{W(t, x, y)}$, we get the following eigenvalues problem:
\[
(L_x p + V_x p(y)) e^{W(t, x, y)} = \lambda e^{W(t, x, y)}.
\]
(3.9)
Note that the eigenvalue $\lambda$ depends on $x$ and $p$ due to (3.8). Let $H^0(x, p) := \lambda$, then by (3.7), (3.8) and $p = \partial_x U^0(t, x)$, we get
\[
\partial_t U^0(t, x) = H^0(x, \partial_x U^0(t, x)).
\]
(3.10)
We will show (in Section 4.4) rigorously that the limiting operator $H^0$ is the principal eigenvalue $\lambda$ of the operator $L_x p + V_x p(y)$ with eigenfunction $e^{W(t, x, y)}$. In order to obtain the principal eigenvalue $H^0(x, p)$, we use a Donsker-Varadhan variational representation as in [12]. It follows that the principal eigenvalue $H^0(x, p)$ of $L_x p + V_x p(y)$ is given by
\[
H^0(x, p) = \sup_{\mu \in \mathcal{P}(\mathbb{R})} \left[ \int_{\mathbb{R}} V_x p(y) d\mu(y) - J_x^p(\mu) \right].
\]
(3.11)
Here $V_x p(y)$ stems from (2.15), and the rate function $J_x^p(.) : \mathcal{P}(\mathbb{R}) \to \mathbb{R} \cup \{+\infty\}$ is defined by
\[
J_x^p(\mu) := -\inf_{f \in D^+_1(L_x p)} \int_{\mathbb{R}} \frac{L_x p f(y)}{f(y)} d\mu(y),
\]
(3.12)
where \( D^{++}(L^{x,p}) \subset C_b(\mathbb{R}) \) denotes the domain of \( L^{x,p} \) with functions that are strictly bounded below by a positive constant. Finally note that \( H^0(x,p) \) in (3.11) is convex.

**The subcritical case**: \( \alpha < 2 \).

Plugging the asymptotic expansion

\[
U^\varepsilon(t, x, y) = U^0(t, x) + \varepsilon^{\frac{2}{\alpha}} W(t, x, y)
\]

in the first equation in (2.12), we gain

\[
\frac{\partial}{\partial t} U^0(t, x) = \sigma^2 \frac{1}{2} \left( \frac{\partial_x U^0(t, x)}{\sigma^2} \right)^2 + 2\rho \sigma_1(x, y) \frac{\partial_x U^0(t, x) \partial_y W(t, x, y)}{\sigma^2} + \int_{\mathbb{R}\setminus\{0\}} \left( e^{k_1(x,y,z) \partial_x U^0(t, x)} - 1 - k_1(x, y, z) \partial_x U^0(t, x) \right) \nu_1(dz).
\]

We want to eliminate \( W \) and the dependence on \( y \) in (3.14), and remain with the right hand side of the form \( H^0(x, p) \) with \( p = \partial_x U^0(t, x) \).

Denote \( \delta(x, y) := \frac{1}{2} \int_{\mathbb{R}\setminus\{0\}} k^2_2(x, y, z) \nu_2(dz) \), then from

\[
H^0(x, p) = V^{x,p}(y) + 2\rho \sigma_1(x, y) \sigma_2(x, y) p \partial_y W(t, x, y) + [\sigma_2^2(x, y) + \delta(x, y)] (\partial_y W(t, x, y))^2,
\]

we get

\[
\partial_y W(t, x, y) = \frac{\sqrt{H^0(t, x, y) - V^{x,p}(y)} + \rho^2 \sigma_1^2(x, y) \sigma_2^2(x, y) p^2}{\sqrt{\sigma_2^2(x, y) + \delta(x, y)}}.
\]

It follows from (C_3) that \( U^\varepsilon(t, x, y) \) is periodic with respect to the variable \( y \), and then \( W(t, x, y) \) is also periodic in the \( y \) variable. If \( H^0(x, p) \geq V^{x,p}(y) \), we have

\[
\sqrt{H^0(t, x, y) - V^{x,p}(y)} + \rho^2 \frac{\sigma_1^2(x, y) \sigma_2^2(x, y) p^2}{\sigma_2^2(x, y) + \delta(x, y)} = \rho \frac{\sigma_1(x, y) \sigma_2(x, y) p}{\sqrt{\sigma_2^2(x, y) + \delta(x, y)}},
\]

then we obtain

\[
H^0(x, p) = \max_{y \in \mathbb{R}} V^{x,p}(y), \text{ i.e., } H^0(x, \partial_x U^0(t, x)) = \max_{y \in \mathbb{R}} V^{x,\partial_x U^0(t, x)}(y).
\]

(3.15)
We have identified the limit Hamiltonian $H^0$ in the three different regimes: the supercritical case (when $\alpha > 2$), the critical case (when $\alpha = 2$), and the subcritical case (when $\alpha < 2$). According to (3.2), (3.7) and (3.14), it is clear that $U^0(t, x)$ fulfills $\partial_t U^0(t, x) = H^0(x, \partial_x U^0(t, x))$. By the three different expansions (3.1), (3.6) and (3.13), we gain $U^0(0, x) = h(x)$. To summarize, $U^0(\cdot, x)$ satisfies

\[
\begin{aligned}
\partial_t U(t, x) &= H^0(x, \partial_x U(t, x)), \quad (t, x) \in (0, T) \times \mathbb{R}; \\
U(0, x) &= h(x), \quad x \in \mathbb{R},
\end{aligned}
\]

(3.16)

where the limit Hamiltonian $H^0$ is given by (3.4), (3.11) and (3.15).

4. Hamiltonian dynamics

In this section, we deduce the main result of the paper by the comparison principle, namely, the convergence result for solutions of the Cauchy problem (2.12) with the Hamiltonian $H^\varepsilon$ identified in Section 2 on the compact subsets of $[0, T] \times \mathbb{R} \times \mathbb{R}$ to the unique viscosity solution of the Cauchy problem (3.16) with the limit Hamiltonian $H^0$ calculated in Section 3.

4.1. Convergence of partial integro-differential equation

Consider a class of compact sets $\mathcal{K} = \{K \times \Gamma : \text{compact } K, \Gamma \subset \subset \mathbb{R}\}$ in $\mathbb{R} \times \mathbb{R}$. Let $\{H^\varepsilon\}_{\varepsilon > 0}$ denote a sequence of partial integro-differential operators defined on the domain $D_+ \bigcup D_-$ of functions, where

\[D_\pm := \{ \pm f : f \in C^2(\mathbb{R}^2), \lim_{r \to \infty} \inf_{|z| > r} f(z) = +\infty \} .\]

We will separately consider these two domains $D_\pm$ depending on the situation of subsolution or supersolution. Define domains $\mathcal{D}_\pm$ similarly by replacing $\mathbb{R}^2$ with $\mathbb{R}$. Let $\{U^\varepsilon\}_{\varepsilon > 0}$ be the viscosity solutions of the partial integro-differential equation $\partial_t U = H^\varepsilon U$ with initial value $h \in C_b(\mathbb{R})$.

For above $\{U^\varepsilon\}_{\varepsilon > 0}$, the relaxed upper semilimit is

\[U^+_\uparrow := \sup \{ \limsup_{\varepsilon \to 0^+} U^\varepsilon(t_\varepsilon, x_\varepsilon, y) : \exists (t_\varepsilon, x_\varepsilon, y) \in [0, T] \times K \times \Gamma, (t_\varepsilon, x_\varepsilon) \to (t, x), K \times \Gamma \in \mathcal{K} \}.\]

The relaxed lower semilimit $U^+_\downarrow$ can be defined analogously by replacing $\limsup$ with $\liminf$ and $\sup$ with $\inf$. 
Definition 1. Let $\hat{U}$ be the upper semicontinuous regularization of $U_+$, and $\check{U}$ be the lower semicontinuous regularization of $U_+$. That is,

$$
\hat{U}(t, x) = \lim_{\varepsilon \to 0} \sup_{(t_*, x_*) \in B_\varepsilon(t, x)} U_+(t_*, x_*), \quad \check{U}(t, x) = \lim_{\varepsilon \to 0} \inf_{(t_*, x_*) \in B_\varepsilon(t, x)} U_+(t_*, x_*),
$$

where $B_\varepsilon(t, x)$ is the open ball of radius $\varepsilon$ centered at $(t, x)$.

Remark 3. Since $h$ is bounded, the viscosity solutions $\{U^\varepsilon\}_{\varepsilon > 0}$ are equi-bounded. Therefore $\hat{U}$ is bounded upper semicontinuous, and $\check{U}$ is bounded lower semicontinuous.

Let $\Lambda$ be some indexing set, and

$$
\hat{H}^\lambda(x, p) : \mathbb{R} \times \mathbb{R} \to \mathbb{R}, \quad \check{H}^\lambda(x, p) : \mathbb{R} \times \mathbb{R} \to \mathbb{R}, \quad \text{for } \lambda \in \Lambda.
$$

Define the limiting operators $\hat{H}$ and $\check{H}$ on domains $D_+$ and $D_-$ respectively, as follows:

$$
\hat{H}f(x) := \inf_{\lambda \in \Lambda} \hat{H}^\lambda(x, \partial_x f(x)), \quad \text{for } f \in D_+, \quad \check{H}f(x) := \sup_{\lambda \in \Lambda} \check{H}^\lambda(x, \partial_x f(x)), \quad \text{for } f \in D_-,
$$

where

$$
\hat{H}(x, p) := \inf_{\lambda \in \Lambda} \hat{H}^\lambda(x, p) \quad \text{and} \quad \check{H}(x, p) := \sup_{\lambda \in \Lambda} \check{H}^\lambda(x, p).
$$

Definition 2. (Viscosity Subsolution and Supersolution). A bounded upper semicontinuous function $\hat{U}$ is said to be a viscosity subsolution of

$$
\partial_t U(t, x) \leq \hat{H}(x, \partial_x U(t, x)), \quad (4.1)
$$

if for each

$$
\hat{\varphi}(t, x) = \varphi(t) + \hat{f}(x), \quad \text{where } \varphi \in C^1(\mathbb{R}_+), \ \hat{f} \in D_+,
$$

the function $\hat{U} - \hat{\varphi}$ has the global maximum point $\hat{x}$, then

$$
\partial_t \hat{\varphi}(t, x) - \hat{H}(x, \partial_x \hat{\varphi}(t, x)) \leq 0.
$$

Similarly, a bounded lower semicontinuous function $\check{U}$ is said to be a viscosity supersolution of

$$
\partial_t U(t, x) \geq \check{H}(x, \partial_x U(t, x)), \quad (4.2)
$$

if for each

$$
\check{\varphi}(t, x) = \varphi(t) + \check{f}(x), \quad \text{where } \varphi \in C^1(\mathbb{R}_+), \ \check{f} \in D_-,
$$

the function $\check{U} - \check{\varphi}$ has the global minimum point $\check{x}$, then

$$
\partial_t \check{\varphi}(t, x) - \check{H}(x, \partial_x \check{\varphi}(t, x)) \geq 0.
$$
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Remark 4. A viscosity solution is both viscosity subsolution and supersolution when the two solutions \( \hat{U} \) and \( \check{U} \) are equal. Now the inequalities (4.1) and (4.2) in Definition 2 should be equality since the viscosity solution is defined for an equation, not an inequality.

The following condition will be used.

**Condition 1. (Lim sup and Lim inf Convergence of Operators).** For each \( \lambda \in \Lambda, \hat{f} \in D_+ \) and \( \check{f} \in \check{D}_- \), there exist \( \hat{f}_\varepsilon \in D_+ \) and \( \check{f}_\varepsilon \in \check{D}_- \) (which may depend on \( \lambda \)) such that

1. for each \( c > 0 \), there exists \( K \times \Gamma \in K \) satisfying
   \[
   \{(x, y) : H^\varepsilon \hat{f}_\varepsilon(x, y) \geq -c\} \cap \{(x, y) : \hat{f}_\varepsilon(x, y) \leq c\} \subset K \times \Gamma ; \quad (4.3)
   \]
   \[
   \{(x, y) : H^\varepsilon \check{f}_\varepsilon(x, y) \leq c\} \cap \{(x, y) : \check{f}_\varepsilon(x, y) \geq -c\} \subset K \times \Gamma . \quad (4.4)
   \]
2. for each \( K \times \Gamma \in K \),
   \[
   \lim_{\varepsilon \to 0} \sup_{(x, y) \in K \times \Gamma} |\hat{f}_\varepsilon(x, y) - \hat{f}(x)| = 0 ; \quad (4.5)
   \]
   \[
   \lim_{\varepsilon \to 0} \sup_{(x, y) \in K \times \Gamma} |\check{f}(x) - \check{f}_\varepsilon(x, y)| = 0. \quad (4.6)
   \]
3. whenever \( (x_\varepsilon, y_\varepsilon) \in K \times \Gamma \in K \) satisfies \( x_\varepsilon \to x \),
   \[
   \lim sup_{\varepsilon \to 0} H^\varepsilon \hat{f}_\varepsilon(x_\varepsilon, y_\varepsilon) \leq \hat{H}^\lambda(x, \partial_x \hat{f}(x)) ; \quad (4.7)
   \]
   \[
   \lim inf_{\varepsilon \to 0} H^\varepsilon \check{f}_\varepsilon(x_\varepsilon, y_\varepsilon) \geq \check{H}^\lambda(x, \partial_x \check{f}(x)). \quad (4.8)
   \]

In this case the following convergence results for \( \{U^\varepsilon\}_{\varepsilon > 0} \) as \( \varepsilon \to 0 \) hold.

**Lemma 2.** Suppose that \( \sup_{\varepsilon > 0} ||U^\varepsilon||_\infty < \infty \), i.e., the viscosity solutions \( \{U^\varepsilon\}_{\varepsilon > 0} \) of the partial integro-differential equation

\[
\partial_t U(t, x, y) = H^\varepsilon U(t, x, y), \quad U(0, x, y) = h(x) \in C_b(\mathbb{R})
\]

are uniformly bounded. Then, under Condition 1, \( \hat{U} \) is a subsolution of (4.1) and \( \check{U} \) is a supersolution of (4.2) with the same initial values, where \( \hat{U} \) and \( \check{U} \) are given by Definition 1.
Proof. Let \( \hat{\varphi}(t,x) = \varphi(t) + \hat{f}(x) \) with \( \varphi \in C^1(\mathbb{R}_+) \) and \( \hat{f} \in \mathcal{D}_+ \) fixed, and \( \lambda \in \Lambda \) be given. Denote the global maximum of \( \hat{U} - \hat{\varphi} \) by \((\hat{t}, \hat{x})\) with \( \hat{t} > 0 \). Take \( \hat{\varphi}^\varepsilon(t,x,y) = \varphi(t) + \hat{f}_\varepsilon(x,y) \), where \( \hat{f}_\varepsilon \) is the approximate of \( \hat{f} \) in (4.5), then \( \hat{\varphi}^\varepsilon \) has compact level sets. In addition, combining with the boundness of \( U^\varepsilon \), there exists \((t_\varepsilon, x_\varepsilon, y_\varepsilon) \in [0,T] \times \mathbb{R} \times \mathbb{R} \) such that

\[
(U^\varepsilon - \hat{\varphi}^\varepsilon)(t_\varepsilon, x_\varepsilon, y_\varepsilon) \geq (U^\varepsilon - \hat{\varphi}^\varepsilon)(t, x, y), \quad \text{for} \quad (t, x, y) \in [0,T] \times \mathbb{R} \times \mathbb{R} \quad (4.9)
\]

and

\[
\partial_t \varphi(t_\varepsilon) - H^\varepsilon \hat{f}_\varepsilon(x_\varepsilon, y_\varepsilon) \leq 0, \quad (4.10)
\]

which implies

\[
\inf_{\varepsilon > 0} H^\varepsilon \hat{f}_\varepsilon(x_\varepsilon, y_\varepsilon) > -\infty. \quad (4.11)
\]

Take \((t_1, x_1, y_1) \in [0,T] \times \mathbb{R} \times \mathbb{R} \) such that \( \hat{\varphi}(t_1, x_1) < \infty \), then

\[
\hat{\varphi}^\varepsilon(t_1, x_1, y_1) = \varphi(t_1) + \hat{f}_\varepsilon(x_1, y_1) \to \varphi(t_1) + \hat{f}(x_1) = \hat{\varphi}(t_1, x_1) < \infty. \quad (4.12)
\]

Using (4.9) and (4.12), we get

\[
\hat{\varphi}^\varepsilon(t_\varepsilon, x_\varepsilon, y_\varepsilon) \leq 2 \sup_{\varepsilon > 0} ||U^\varepsilon||_\infty + \sup_{\varepsilon > 0} \hat{\varphi}(t_1, x_1, y_1) < \infty,
\]

therefore

\[
\sup_{\varepsilon > 0} \hat{f}_\varepsilon(x_\varepsilon, y_\varepsilon) < \infty. \quad (4.13)
\]

By (4.11) and (4.13), for \( c > 0 \), we have \( H^\varepsilon \hat{f}_\varepsilon(x_\varepsilon, y_\varepsilon) \geq -c \) and \( \hat{f}_\varepsilon(x_\varepsilon, y_\varepsilon) \leq c \).

Based on (4.3) in Condition 1, there exists \( K \times \Gamma \in \mathcal{K} \) such that \((x_\varepsilon, y_\varepsilon) \in K \times \Gamma \).

Since \( K \times \Gamma \) is compact, there exists a subsequence of \( \{(t_\varepsilon, x_\varepsilon, y_\varepsilon)\}_{\varepsilon > 0} \) (for simplify, we still use \( \{(t_\varepsilon, x_\varepsilon, y_\varepsilon)\}_{\varepsilon > 0} \) to index it) and a \((t_*, x_*) \in [0,T] \times \mathbb{R} \) such that \( t_\varepsilon \to t_* \) and \( x_\varepsilon \to x_* \). From the definition of \( \hat{U} \), (4.5) and (4.9), we have

\[
(\hat{U} - \hat{\varphi})(t_*, x_*) \geq (\hat{U} - \hat{\varphi})(t, x),
\]

which indicates that \((t_*, x_*) \) has to be the unique global maximizer \((\hat{t}, \hat{x})\) for \( \hat{U} - \hat{\varphi} \) that appeared earlier. In other words, there exists a subsequence of \( \{(t_\varepsilon, x_\varepsilon, y_\varepsilon)\}_{\varepsilon > 0} \) such that \( t_\varepsilon \to \hat{t} \) and \( x_\varepsilon \to \hat{x} \). From (4.7) and (4.10), we obtain

\[
\partial_t \hat{\varphi}(\hat{t}) \leq \hat{H}^\lambda(\hat{x}, \partial_x \hat{f}(\hat{x})).
\]
Take \( \inf_{\lambda \in \Lambda} \) on both sides, we get
\[
\partial_t \hat{\phi}(\hat{t}, \hat{x}) - \inf_{\lambda \in \Lambda} \hat{H}_\lambda(\hat{x}, \partial_x \hat{\phi}(\hat{t}, \hat{x})) \leq 0,
\]
which shows that \( \hat{U} \) is a subsolution of (4.1). Similarly, we can prove that \( \check{U} \) is a supersolution of (4.2) under Condition 1.

**Lemma 3.** Let \( \hat{U} \) and \( \check{U} \) be defined as in Definition 1. If a comparison principle between subsolution of (4.1) and supersolution of (4.2) holds, that is, if every subsolution of (4.1) is less than or equal to every supersolution of (4.2), then \( \hat{U} = \check{U} \) and \( U^\varepsilon(t, x, y) \to U^0(t, x) \) uniformly over compact subsets of \([0, T] \times \mathbb{R} \times \mathbb{R}\) as \( \varepsilon \to 0 \), where \( U^0 := \hat{U} = \check{U} \).

**Proof.** The comparison principle gives \( \hat{U} \leq \check{U} \), while by construction we have \( \check{U} \leq \hat{U} \). Then we obtain uniform convergence of \( U^\varepsilon \to U^0 := \hat{U} = \check{U} \) over compact subsets of \([0, T] \times \mathbb{R} \times \mathbb{R}\).

4.2. Convergence of \( H^\varepsilon \)

To verify that Condition 1 holds for \( H^\varepsilon \) defined by (2.13), we need to identify the correct indexing set \( \Lambda \), the family of operators \( \hat{H}_\lambda \) and \( \check{H}_\lambda \), and the appropriate test functions \( \hat{f}_\varepsilon \) and \( \check{f}_\varepsilon \) for each given \( \hat{f} \) and \( \check{f} \), respectively.

Now we let
\[
\Lambda := \{ \lambda = (\zeta, \theta) : \zeta \in C^2_c(\mathbb{R}), 0 < \theta < 1 \},
\]
and define two domains
\[
\hat{D}_\pm := \{ f \in C^2(\mathbb{R}) : f(x) = \varphi(x) \pm \beta \ln(1 + x^2), \varphi \in C^2_c(\mathbb{R}), \beta > 0 \}.
\]

The supercritical case \((\alpha > 2)\): For each \( \hat{f} \in \hat{D}_+ \) and \( \lambda = (\zeta, \theta) \in \Lambda \), we let \( g(y) := \zeta(y) + \theta \xi(y) \), where \( \xi \) is the Lyapunov function satisfying \((C_5) - (i)\), and define a sequence of test functions
\[
\hat{f}_\varepsilon(x, y) := \hat{f}(x) + \varepsilon^{\alpha - 1} g(y) = \hat{f}(x) + \varepsilon^{\alpha - 1} \zeta(y) + \varepsilon^{\alpha - 1} \theta \xi(y). \quad (4.14)
\]
Then we obtain

\[ H^\varepsilon \hat{f}_\varepsilon(x, y) = \varepsilon \left( b_1(x, y) \partial_x \hat{f}(x) + \sigma_1^2(x, y) \partial_{xx}^2 \hat{f}(x) \right) + \sigma_1^2(x, y) (\partial_x \hat{f}(x))^2 \]

\[ + \int_{\mathbb{R}\setminus\{0\}} \left( e^{\frac{1}{\varepsilon}|f(x+a k_1(x, y, z)| - f(x)|} - 1 - k_1(x, y, z) \partial_x \hat{f}(x) \right) \nu_1(dz) \]

\[ + 2\varepsilon^{\frac{1}{2}-1} \rho \sigma_1(x, y) \sigma_2(x, y) \partial_x \hat{f}(x) \partial_y g(y) + \varepsilon^{2-\alpha} e^{-\varepsilon^{\alpha-2} g(y)} L^x \varepsilon^{\alpha-2} g(y) \]

\[ = \varepsilon \left( b_1(x, y) \partial_x \hat{f}(x) + \sigma_1^2(x, y) \partial_{xx}^2 \hat{f}(x) \right) + \sigma_1^2(x, y) (\partial_x \hat{f}(x))^2 + b_2(x, y) \partial_y g(y) \]

\[ + 2\varepsilon^{\frac{1}{2}-1} \rho \sigma_1(x, y) \sigma_2(x, y) \partial_x \hat{f}(x) \partial_y g(y) + \varepsilon^{2-2\alpha} \partial_x^2 (x, y) \partial_y g(y) \]

\[ + \int_{\mathbb{R}\setminus\{0\}} \left( e^{\frac{1}{\varepsilon}|f(x+a k_1(x, y, z)| - f(x)|} - 1 - k_1(x, y, z) \partial_x \hat{f}(x) \right) \nu_1(dz) \]

\[ + \varepsilon^{2-\alpha} \int_{\mathbb{R}\setminus\{0\}} \left( e^{-\varepsilon^{\alpha-2} (y+k_2(x, y, z))} - 1 - \varepsilon^{2-\alpha} k_2(x, y, z) \partial_y g(y) \right) \nu_2(dz), \]

(4.15)

where \( L^x \) defined by (2.3). Note that \( ||\partial_x \hat{f}||_\infty + ||\partial_{xx}^2 \hat{f}||_\infty < \infty \) and \( ||\partial_y g||_\infty + ||\partial_{yy}^2 g||_\infty < \infty \), by (C_5) - (i) and (4.14), there exist constants \( C, \tilde{C} > 0 \) such that

\[ H^\varepsilon \hat{f}_\varepsilon(x, y) \leq V^x \partial_x \hat{f}^\varepsilon(y) + b_2(x, y) \partial_y \zeta(y) + \sigma_2^2(x, y) \partial_{yy}^2 \zeta(y) - C \theta \xi(y) + \tilde{C} \varepsilon. \]

We also have \( \hat{f}_\varepsilon(x, y) \geq \hat{f}(x) - \varepsilon^{\alpha-1} ||\zeta||_\infty \), then for each \( c > 0 \), we can find \( K \times \Gamma \in \mathcal{K} \), such that

\[ \{(x, y) : H^\varepsilon \hat{f}_\varepsilon(x, y) \geq -c\} \cap \{(x, y) : \hat{f}_\varepsilon(x, y) \leq c\} \subset K \times \Gamma, \]

which proves (4.3) in Condition 1. By (4.14) and \( \alpha > 1 \),

\[ \hat{f}_\varepsilon(x, y) = \hat{f}(x) + \varepsilon^{\alpha-1} g(y) \to \hat{f}(x) \text{ as } \varepsilon \to 0, \]

we immediately obtain that (4.5) holds. Furthermore, for \( \lambda = (\zeta, \theta) \in \Lambda \), by taking

\[ \hat{H}^\lambda(x, p) = \sup_{y \in \mathbb{R}}\{ V^x \partial_x (y) + b_2(x, y) \partial_y \zeta(y) + \sigma_2^2(x, y) \partial_{yy}^2 \zeta(y) - C \theta \xi(y) \}, \]

(4.16) then for any sequence \( (x_\varepsilon, y_\varepsilon) \in K \times \Gamma \in \mathcal{K} \) satisfying \( x_\varepsilon \to x \), we have

\[ \limsup_{\varepsilon \to 0} H^\varepsilon \hat{f}_\varepsilon(x_\varepsilon, y_\varepsilon) \leq \hat{H}^\lambda(x, \partial_x \hat{f}(x)), \]
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which implies that (4.7) holds.

The rest of Condition (ii) can be verified similarly. Define a sequence of functions

$$\hat{f}_\varepsilon(x, y) = \hat{f}(x) + \varepsilon^{\alpha-1}g(y) \quad \text{with} \quad g(y) := \zeta(y) - \theta\xi(y),$$

for each $\hat{f} \in \hat{D}_-$ and $\lambda = (\zeta, \theta) \in \Lambda$. Notice that (4.4) and (4.6) hold by the same arguments as above. Take

$$\tilde{H}^\lambda(x, p) = \inf_{y \in \mathbb{R}} \{ V^{x,p}(y) + b_2(x, y)\partial_y \zeta(y) + \sigma^2_2(x, y)\partial^2_y \zeta(y) + C\theta\xi(y) \},$$

then for any sequence $(x_\varepsilon, y_\varepsilon) \in K \times \Gamma \in K$ such that $x_\varepsilon \to x$, we get

$$\liminf_{\varepsilon \to 0} H^\ve_\varepsilon \hat{f}_\varepsilon(x_\varepsilon, y_\varepsilon) \geq \tilde{H}^\lambda(x, \partial_x \hat{f}(x)),$$

thus (4.8) holds.

**The critical case ($\alpha = 2$):** For each $\hat{f} \in \hat{D}_+$ and $\lambda = (\zeta, \theta) \in \Lambda$, define a sequence of functions

$$\hat{f}_\varepsilon(x, y) = \hat{f}(x) + \varepsilon g(y),$$

where $g(y) := (1 - \theta)\zeta(y) + \theta\xi(y)$, and $\xi$ is defined as before in (C5) – (ii).

Then

$$H^\ve_\varepsilon \hat{f}_\varepsilon(x, y) = e^{-g(y)}\mathcal{L}^{x, \partial_x \hat{f}(x)} e^{g(y)} + \varepsilon \left( b_1(x, y)\partial_x \hat{f}(x) + \sigma^2_1(x, y)\partial^2_x \hat{f}(x) \right) + \sigma^2_1(x, y)(\partial_x \hat{f}(x))^2$$

$$+ \int_{\mathbb{R}\setminus\{0\}} \left( e^{\varepsilon[\zeta(x) + \varepsilon k_1(x, y, z)] - \hat{f}(x)} - 1 - k_1(x, y, z)\partial_x \hat{f}(x) \right) \nu_1(dz)$$

$$\leq (1 - \theta)e^{-\zeta(y)}\mathcal{L}^{x, \partial_x \hat{f}(x)} e^{\zeta(y)} + \theta e^{-\xi(y)}\mathcal{L}^{x, \partial_x \hat{f}(x)} e^{\xi(y)} + \varepsilon \left( b_1(x, y)\partial_x \hat{f}(x) + \sigma^2_1(x, y)\partial^2_x \hat{f}(x) \right)$$

$$+ \sigma^2_1(x, y)(\partial_x \hat{f}(x))^2 + \int_{\mathbb{R}\setminus\{0\}} \left( e^{\varepsilon[\zeta(x) + \varepsilon k_1(x, y, z)] - \hat{f}(x)} - 1 - k_1(x, y, z)\partial_x \hat{f}(x) \right) \nu_1(dz),$$

(4.19)

where $\mathcal{L}^{x, \partial_x \hat{f}(x)}$ as in (2.4) with $p = \partial_x \hat{f}(x)$. By the choice of domain $\hat{D}_+$, then $\hat{f} \in \hat{D}_+$ has compact level sets in $\mathbb{R}$ and $||\partial_x \hat{f}||_\infty + ||\partial^2_x \hat{f}||_\infty < \infty$.

Based on (C5) – (ii) and $\zeta \in C^2_c(\mathbb{R})$, there exists $C > 0$ such that

$$H^\ve_\varepsilon \hat{f}_\varepsilon(x, y) \leq V^{x, \partial_x \hat{f}(x)}(y) + (1 - \theta)e^{-\zeta(y)}\mathcal{L}^{x, \partial_x \hat{f}(x)} e^{\zeta(y)} + \theta e^{-\xi(y)}\mathcal{L}^{x, \partial_x \hat{f}(x)} e^{\xi(y)} + C\varepsilon.$$
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and $\hat{f}_\varepsilon(x, y) \geq f(x) - \varepsilon||\zeta||_\infty$. For each $c > 0$, we can find $K \times \Gamma \in \mathcal{K}$, such that

$$\{(x, y) : H^\varepsilon \hat{f}_\varepsilon(x, y) \geq -c\} \cap \{(x, y) : \hat{f}_\varepsilon(x, y) \leq c\} \subset K \times \Gamma,$$

which proves (4.3) in Condition 1. From the definition of $\hat{f}_\varepsilon(x, y)$ in (4.18), we immediately obtain that (4.5) holds. Moreover, we define the family of operators $\hat{H}^\lambda(x, p)$ by

$$\hat{H}^\lambda(x, p) = \sup_{y \in \mathbb{R}} \{ V^{x,p}(y) + (1 - \theta)e^{-\zeta(y)} \mathcal{L}^{x,p} e^{\zeta(y)} + \theta e^{-\xi(y)} \mathcal{L}^{x,p} e^{\xi(y)} \},$$

where $\mathcal{L}^{x,p}$ and $V^{x,p}(y)$ are defined by (2.4) and (2.15) respectively. By (4.19), for any sequence $(x_\varepsilon, y_\varepsilon) \in K \times \Gamma \in \mathcal{K}$ satisfying $x_\varepsilon \to x$, we have

$$\limsup_{\varepsilon \to 0} H^\varepsilon \hat{f}_\varepsilon(x_\varepsilon, y_\varepsilon) \leq \hat{H}^\lambda(x, \partial_x \hat{f}(x)),$$

which implies that (4.7) holds.

The proof of the rest of Condition 1 follows by straightforward modifications. Define a sequence of functions

$$\hat{f}_\varepsilon(x, y) = \hat{f}(x) + \varepsilon g(y) \quad \text{with} \quad g(y) := (1 + \theta)\zeta(y) - \theta \xi(y),$$

for each $\hat{f} \in \hat{D}_-$ and $\lambda = (\zeta, \theta) \in \Lambda$. Please remark that (4.4) and (4.6) hold by the same arguments as above. Take

$$\hat{H}^\lambda(x, p) = \inf_{y \in \mathbb{R}} \{ V^{x,p}(y) + (1 + \theta)e^{-\zeta(y)} \mathcal{L}^{x,p} e^{\zeta(y)} - \theta e^{-\xi(y)} \mathcal{L}^{x,p} e^{\xi(y)} \},$$

then for any sequence $(x_\varepsilon, y_\varepsilon) \in K \times \Gamma \in \mathcal{K}$ such that $x_\varepsilon \to x$, we obtain

$$\liminf_{\varepsilon \to 0} H^\varepsilon \hat{f}_\varepsilon(x_\varepsilon, y_\varepsilon) \geq \hat{H}^\lambda(x, \partial_x \hat{f}(x)),$$

Hence (4.8) holds.

The subcritical case ($\alpha < 2$): For each $\hat{f} \in \hat{D}_+$ and $\lambda = (\zeta, \theta) \in \Lambda$, define a sequence of functions

$$\hat{f}_\varepsilon(x, y) = \hat{f}(x) + \varepsilon \hat{\eta}(y),$$

(4.22)
where \( g(y) := (1 - \theta)\zeta(y) + \theta \xi(y) \), and \( \xi \) is the Lyapunov function on \( \mathbb{R} \) satisfying \((C_5) - (\text{iii})\). Then

\[
H^\varepsilon \hat{f}_\varepsilon(x,y) = e^{2\alpha} - e^{-e^{2\alpha} - g(y)} + \varepsilon \left( b_1(x,y)\partial_x \hat{f}(x) + \sigma_1^2(x,y)\partial^2 \hat{f}(x) \right) + \sigma_2^2(x,y)(\partial_x \hat{f}(x))^2 \\
+ 2\rho \sigma_1(x,y)\sigma_2(x,y)\partial_x \hat{f}(x)\partial_y g(y) + \frac{1}{\mathbb{R}\setminus\{0\}} \left( e^{2\varepsilon}[f(x+\varepsilon k_1(x,y,z)) - f(x)] - 1 - k_1(x,y, z)\partial_x \hat{f}(x) \right) \nu_1(dz) \\
= \varepsilon \left( b_1(x,y)\partial_x \hat{f}(x) + \sigma_1^2(x,y)\partial^2 \hat{f}(x) \right) + \sigma_2^2(x,y)(\partial_x \hat{f}(x))^2 + \varepsilon^{1-\alpha} k_2(x,y, z)\partial_y g(y) + \frac{1}{\mathbb{R}\setminus\{0\}} \left( e^{2\varepsilon}[f(x+\varepsilon k_1(x,y,z)) - f(x)] - 1 - k_1(x,y, z)\partial_x \hat{f}(x) \right) \nu_1(dz) \\
+ \varepsilon^{2-\alpha} \int_{\mathbb{R}\setminus\{0\}} \left( e^{2\varepsilon - 1}[g(y+2\varepsilon k_2(x,y,z))] - g(y) \right) - 1 - \varepsilon^{1-\alpha} k_2(x,y, z)\partial_y g(y) \nu_2(dz),
\]

(4.24)

where \( \mathcal{L}^\varepsilon \) as in (2.3). Note that \(||\partial_x \hat{f}(x)||_\infty + ||\partial^2 \hat{f}(x)||_\infty < \infty \) and \(||\partial_y g(x)||_\infty + ||\partial^2 \hat{f}(x)||_\infty < \infty \), by \((C_5) - (\text{iii})\) and (4.24), there exists constant \( C > 0 \) such that

\[
H^\varepsilon \hat{f}_\varepsilon(x,y) \leq V^x,\partial_y \hat{f}(x)(y) + (1 - \theta)[p(x,y)\partial_x \hat{f}(x)\partial_y \zeta(y) + q(x,y)(\partial_y \zeta(y))^2] \\
+ \theta[p(x,y)\partial_x \hat{f}(x)\partial_y \xi(y) + q(x,y)(\partial_y \xi(y))^2] + C\varepsilon,
\]

where

\[
p(x,y) = 2\rho \sigma_1(x,y)\sigma_2(x,y) \quad \text{and} \quad q(x,y) = \sigma_2^2(x,y) + \frac{1}{2} \int_{\mathbb{R}\setminus\{0\}} k_2^2(x,y, z)\nu_2(dz).
\]

We also have \( \hat{f}_\varepsilon(x,y) \geq \hat{f}(x) - \varepsilon^{\alpha} ||\zeta||_\infty \), then for each \( \varepsilon > 0 \), we can find \( K \times \Gamma \in \mathcal{K} \), such that

\[
\{(x,y) : H^\varepsilon \hat{f}_\varepsilon(x,y) \geq -c\} \cap \{(x,y) : \hat{f}_\varepsilon(x,y) \leq c\} \subset K \times \Gamma,
\]

which proves (4.3) in Condition 1. By the definition of \( \hat{f}_\varepsilon(x,y) \) in (4.22), we immediately obtain that (4.3) holds. Furthermore, for \( \lambda = (\zeta, \theta) \in \Lambda \), by taking

\[
\hat{H}^\lambda(x,p) = \sup_{y \in \mathbb{R}} \left\{ V^x,\partial_y (y) + (1 - \theta)[p(x,y)\partial_y \zeta(y)p + q(x,y)(\partial_y \zeta(y))^2] \\
+ \theta[p(x,y)\partial_y \xi(y)p + q(x,y)(\partial_y \xi(y))^2] \right\},
\]

(4.25)
then for any sequence \((x_\varepsilon, y_\varepsilon) \in K \times \Gamma \in \mathcal{K}\) satisfying \(x_\varepsilon \to x\), we have
\[
\limsup_{\varepsilon \to 0} H^\varepsilon \hat{f}_\varepsilon(x_\varepsilon, y_\varepsilon) \leq \hat{H}^\lambda(x, \partial_x \hat{f}(x)),
\]
which implies that \((4.7)\) holds.

The rest of Condition 1 can be treated in a similar manner. Define a sequence of functions
\[
\hat{f}_\varepsilon(x, y) = \hat{f}(x) + \varepsilon \alpha^2 g(y) \quad \text{with} \quad g(y) := (1 + \theta) \zeta(y) - \theta \xi(y),
\]
for each \(\hat{f} \in \hat{D} - \hat{\mathcal{D}}\) and \(\lambda = (\zeta, \theta) \in \Lambda\). Please note that \((4.4)\) and \((4.6)\) hold by the same arguments as above. Take
\[
\hat{H}^\lambda(x, p) = \inf_{y \in \mathbb{R}} \{ V^x,p(y) + (1 + \theta)[p(x, y)\partial_y \zeta(y)p + q(x, y)(\partial_y \zeta(y))^2] \\
- \theta[p(x, y)\partial_y \xi(y)p + q(x, y)(\partial_y \xi(y))^2] \} \tag{4.26}
\]
then for any sequence \((x_\varepsilon, y_\varepsilon) \in K \times \Gamma \in \mathcal{K}\) such that \(x_\varepsilon \to x\), we get
\[
\liminf_{\varepsilon \to 0} H^\varepsilon \hat{f}_\varepsilon(x_\varepsilon, y_\varepsilon) \geq \hat{H}^\lambda(x, \partial_x \hat{f}(x)),
\]
thus \((4.8)\) holds.

4.3. Comparison theorem for \(H^0\)

The comparison theorem among viscosity subsolution and supersolution of \(\partial_t U(t, x) = H^0(x, \partial_x U(t, x))\) in \((3.16)\) will be the crucial tool for proving that the convergence of \(\{U^\varepsilon\}_{\varepsilon > 0}\) described by \((2.12)\) is not only in the weak sense of semilimits but in fact uniform, and the limit is unique.

We need to derive that the comparison principle holds for \(H^0\), which is one of the key conditions for Lemma \((4)\). And employ it afterwards, equation \((3.16)\) has a unique viscosity solution for given initial values \(U(0, \cdot)\) and \(T > 0\).

**Theorem 1.** Let \(\hat{U}\) and \(\hat{\bar{U}}\) be, respectively, a bounded upper semicontinuous viscosity subsolution and a bounded lower semicontinuous viscosity supersolution to \(\partial_t U(t, x) = H^0(x, \partial_x U(t, x))\) such that \(\hat{U}(0, x) \leq \hat{\bar{U}}(0, x)\) for all \(x \in \mathbb{R}\), and \(H^0\) is uniformly continuous on compact sets. Then \(\hat{U}(t, x) \leq \hat{\bar{U}}(t, x)\) for all \((t, x) \in [0, T] \times \mathbb{R}\).
Proof. By contradiction, we assume that there exists $x \in \mathbb{R}$ such that

$$\sup_{t \in [0, T]} \{ \hat{U}(t, x) - \bar{U}(t, x) \} > C > 0.$$  \hfill (4.27)

For $\gamma > 0$, define

$$Q(t, s, x, y) = \hat{U}(t, x) - \bar{U}(s, y) - \frac{|t - s|^2 + |x - y|^2}{2\varepsilon} + \gamma (\ln(1 + |x|^2) + \ln(1 + |y|^2)) - Cs.$$ \hfill (4.28)

For $\varepsilon > 0$ small enough, $Q$ has a maximum point that we denote with $(t', s', x', y')$. Since $\hat{U}, \bar{U}$ are bounded, there exists $R_\gamma > 0$ such that $|x'|, |y'| \leq R_\gamma$.

If either $t'_\varepsilon = 0$ or $s'_\varepsilon = 0$, we get a contradiction with (4.27) by means of the inequality $\hat{U}(0, x) \leq \bar{U}(0, x)$ for all $x \in \mathbb{R}$. So we consider the case $(t'_\varepsilon, s'_\varepsilon, x'_\varepsilon, y'_\varepsilon) \in (0, T] \times (0, T] \times \mathbb{R} \times \mathbb{R}$. Taking $(t, s, x, y) = (t'_\varepsilon, t'_\varepsilon, x'_\varepsilon, x'_\varepsilon)$ in (4.28), we get

$$Q(t'_\varepsilon, t'_\varepsilon, x'_\varepsilon, x'_\varepsilon) = \hat{U}(t'_\varepsilon, x'_\varepsilon) - \bar{U}(t'_\varepsilon, x'_\varepsilon) + 2\gamma \ln(1 + |x'|^2) - Ct'_\varepsilon.$$ 

Similarly, we have

$$Q(s'_\varepsilon, s'_\varepsilon, y'_\varepsilon, y'_\varepsilon) = \hat{U}(s'_\varepsilon, y'_\varepsilon) - \bar{U}(s'_\varepsilon, y'_\varepsilon) + 2\gamma \ln(1 + |y'|^2) - Cs'_\varepsilon.$$ 

Utilizing

$$Q(t'_\varepsilon, t'_\varepsilon, x'_\varepsilon, x'_\varepsilon) + Q(s'_\varepsilon, s'_\varepsilon, y'_\varepsilon, y'_\varepsilon) \leq 2Q(t'_\varepsilon, s'_\varepsilon, x'_\varepsilon, y'_\varepsilon),$$

we obtain

$$\hat{U}(t'_\varepsilon, x'_\varepsilon) + \hat{U}(s'_\varepsilon, y'_\varepsilon) - \bar{U}(t'_\varepsilon, x'_\varepsilon) - \bar{U}(s'_\varepsilon, y'_\varepsilon) + 2\gamma (\ln(1 + |x'|^2) + \ln(1 + |y'|^2)) - C(t'_\varepsilon + s'_\varepsilon)$$

$$\leq 2\hat{U}(t'_\varepsilon, x'_\varepsilon) - 2\hat{U}(s'_\varepsilon, y'_\varepsilon) - \frac{|t'_\varepsilon - s'_\varepsilon|^2 + |x'_\varepsilon - y'_\varepsilon|^2}{\varepsilon} + 2\gamma (\ln(1 + |x'|^2) + \ln(1 + |y'|^2)) - 2Cs'_\varepsilon.$$

Then

$$\frac{|t'_\varepsilon - s'_\varepsilon|^2 + |x'_\varepsilon - y'_\varepsilon|^2}{\varepsilon} \leq \hat{U}(t'_\varepsilon, x'_\varepsilon) - \bar{U}(s'_\varepsilon, y'_\varepsilon) + \hat{U}(t'_\varepsilon, x'_\varepsilon) - \bar{U}(s'_\varepsilon, y'_\varepsilon) + C(t'_\varepsilon - s'_\varepsilon)$$

$$\leq 2||\hat{U}||_\infty + 2||\bar{U}||_\infty + 2Ct : = C_1 < \infty,$$

which implies

$$|t'_\varepsilon - s'_\varepsilon|^2 + |x'_\varepsilon - y'_\varepsilon|^2 \leq C_1 \varepsilon.$$
Hence $|t' - s'|, |x' - y'| \rightarrow 0$ as $\varepsilon \rightarrow 0$.

Let

$$Q_1(t, x) := \bar{U}(s', y') + \frac{|t - s'|^2 + |x - y|^2}{2\varepsilon} - \gamma (\ln(1 + |x|^2) + \ln(1 + |y|^2)) + C s'$$

and

$$Q_2(s, y) := \bar{U}(t', x') - \frac{|t' - s|^2 + |x' - y|^2}{2\varepsilon} + \gamma (\ln(1 + |x'|^2) + \ln(1 + |y|^2)) - Cs.$$ 

From the fact that $(t', s', x', y')$ is the maximum point of $Q$, we get that $Q(t, s', x, y') := \bar{U}(t, x) - Q_1(t, x)$ has a maximum point $(t', x')$, and $-Q(t', s, x', y) := \bar{U}(s, y) - Q_2(s, y)$ has a minimum point $(s', y')$. Using the fact that $\bar{U}$ is a subsolution, we get

$$\frac{t' - s'}{\varepsilon} \leq H^0 \left( x', \frac{x' - y'}{\varepsilon} - \frac{2\gamma x'}{1 + |x'|^2} \right). \tag{4.29}$$

Since $\bar{U}$ is a supersolution, we obtain

$$\frac{t' - s'}{\varepsilon} - C \geq H^0 \left( y', \frac{x' - y'}{\varepsilon} + \frac{2\gamma y'}{1 + |y'|^2} \right). \tag{4.30}$$

Subtracting (4.30) from (4.29), we have

$$C \leq H^0 \left( x', \frac{x' - y'}{\varepsilon} - \frac{2\gamma x'}{1 + |x'|^2} \right) - H^0 \left( y', \frac{x' - y'}{\varepsilon} + \frac{2\gamma y'}{1 + |y'|^2} \right). \tag{4.31}$$

Since $H^0$ is uniformly continuous over compact sets, and $|t' - s'|, |x' - y'| \rightarrow 0$ as $\varepsilon \rightarrow 0$, the right-hand side of (4.31) goes to 0 as $\varepsilon, \gamma$ go to 0. Notice that the terms $\frac{x' - y'}{\varepsilon}, \frac{2\gamma x'}{1 + |x'|^2}$ and $\frac{2\gamma y'}{1 + |y'|^2}$ are bounded and that $|x'|, |y'| \leq R_\gamma$ for each $\gamma$. Taking $\varepsilon \rightarrow 0$ and then $\gamma \rightarrow 0$, we get $C \leq 0$, reaching a contradiction.

**Remark 5.** When $H^0$ can be explicitly calculated, the continuity can be directly verified. Otherwise we may need to prove that the expression on the right-hand side of (4.31) is non-positive by using the specifics for the case at hand.

**Remark 6.** Here $H^0$ is uniformly continuous on compact sets, which is a sufficient condition for the comparison principle for (3.16) to hold; see [27, Corollary 4]. The comparison principle also holds if the coefficients $b_2(x, y)$, $\sigma_2(x, y)$, $k_2(x, y, z)$ are independent on $x$, the coefficient $\sigma_1(x, y)$ is bounded with respect to $y$ for each $x$, and the non-correlation condition $\rho = 0$ holds.
4.4. The convergence result

Next we will show that our problem satisfies the comparison principle in the condition of Lemma 3, this is, every subsolution of
\[ \partial_t U(t, x) \leq \hat{H}(x, p) := \inf_{\lambda \in \Lambda} \hat{H}^\lambda(x, p), \]
where \( \hat{H}^\lambda \) as defined in (4.16), (4.20) and (4.25), is less than or equal to every supersolution of
\[ \partial_t U(t, x) \geq \check{H}(x, p) := \sup_{\lambda \in \Lambda} \check{H}^\lambda(x, p), \]
where \( \check{H}^\lambda \) is as defined in (4.17), (4.21) and (4.26).

An important step is to check that the following operator inequality holds, where \( H^0(x, p) \) is as defined in (3.4), (3.11) and (3.15). With this inequality, we can use the arguments from the proof of the comparison principle presented in [14].

For the critical case \((\alpha = 2)\), we denote
\[ T(t)f(y) := \mathbb{E}[ f(Y^x_t) \mid Y^x_0 = y], \quad f \in C_b(\mathbb{R}), \]
where \( Y^x \) is the \( \mathbb{R} \)-valued Markov process as in (2.2). For each \( f \in D^+(\mathcal{L}^{x,p}) \subset C_b(\mathbb{R}) \), using (C5) – (ii), there exists compact \( K \subset \subset \mathbb{R} \) with
\[
\sup_{y \in \mathbb{R}} \{ V^{x,p}(y) + (1 - \theta) \frac{\mathcal{L}^{x,p} f(y)}{f(y)} + \theta e^{-\xi(y)} \mathcal{L}^{x,p} e^{\xi(y)} \} \\
= \sup_{y \in K} \{ V^{x,p}(y) + (1 - \theta) \frac{\mathcal{L}^{x,p} f(y)}{f(y)} + \theta e^{-\xi(y)} \mathcal{L}^{x,p} e^{\xi(y)} \}. \tag{4.33}
\]
For each \( \varepsilon > 0 \), by truncating and mollifying \( f \), we can find a \( \zeta \in C^2_c(\mathbb{R}) \) such that
\[
\hat{H}^\lambda(x, p) \leq \varepsilon + \sup_{y \in K} \{ V^{x,p}(y) + (1 - \theta) \frac{\mathcal{L}^{x,p} f(y)}{f(y)} + \theta e^{-\xi(y)} \mathcal{L}^{x,p} e^{\xi(y)} \}, \tag{4.34}
\]
where $\hat{H}^\lambda(x,p)$ given by (4.20). Then by (4.33) and (4.34), we have
\[
\inf_{\lambda \in \Lambda} \hat{H}^\lambda(x,p) \leq \inf_{0 < \theta < 1} \sup_{f \in D^{++}(L^{x,p})} \inf_{y \in \mathbb{R}} \{ V^{x,p}(y) + (1-\theta) \frac{L^{x,p}f(y)}{f(y)} + \theta e^{-\xi(y)} L^{x,p}e^{\xi(y)} \}.
\]

(4.35)

Similarly, we obtain
\[
\sup_{\lambda \in \Lambda} \check{H}^\lambda(x,p) \geq \sup_{0 < \theta < 1} \inf_{f \in D^{++}(L^{x,p})} \sup_{y \in \mathbb{R}} \{ V^{x,p}(y) + (1+\theta) \frac{L^{x,p}f(y)}{f(y)} - \theta e^{-\xi(y)} L^{x,p}e^{\xi(y)} \},
\]

(4.36)

where $\check{H}^\lambda(x,p)$ as in (4.21).

We can find a sequence $\{f_n\} \subset D^{++}(L^{x,p})$ by taking $f_n := e^{\xi_n}$, where $\xi_n \in C^2_c(\mathbb{R})$ are some smooth truncations of $\xi$, such that
\[
\int_{\mathbb{R}} e^{-\xi(y)} L^{x,p}e^{\xi(y)} d\mu(y) \geq \limsup_{n \to \infty} \int_{\mathbb{R}} \frac{L^{x,p}f_n(y)}{f_n(y)} d\mu(y), \quad \mu \in \mathcal{P}(\mathbb{R}).
\]

Then we get
\[
\inf_{f \in D^{++}(L^{x,p})} \int_{\mathbb{R}} L^{x,p}f(y) d\mu(y) \wedge \int_{\mathbb{R}} e^{-\xi(y)} L^{x,p}e^{\xi(y)} d\mu(y) = \inf_{f \in D^{++}(L^{x,p})} \int_{\mathbb{R}} \frac{L^{x,p}f(y)}{f(y)} d\mu(y) = \mathcal{H}^{x,p}(\mu),
\]

where $\mathcal{H}^{x,p}(\mu)$ defined in (3.12).

Let $f_1, \ldots, f_m \in D^{++}(L^{x,p})$, $\sum_{i=1}^m \alpha_i = 1$, $\alpha_i \geq 0$, and set
\[
f_h = \frac{1}{h} \int_0^h T(s) \prod_{i=1}^m f_i^{\alpha_i} ds, \quad \text{for} \quad h > 0.
\]

Observing that
\[
T(t) \prod_{i=1}^m f_i^{\alpha_i} \leq \prod_{i=1}^m (T(t)f_i)^{\alpha_i}.
\]

As $h \to 0$, we have
\[
L^{x,p}f_h = \frac{T(h)f_h - f_h}{h} \leq \frac{1}{h} \left( \prod_{i=1}^m (T(h)f_i)^{\alpha_i} - \prod_{i=1}^m f_i^{\alpha_i} \right) \rightarrow \prod_{i=1}^m f_i^{\alpha_i} \sum_{i=1}^m \alpha_i \frac{L^{x,p}f_i}{f_i},
\]
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where the convergence is uniform. It follows that
\[
\inf_{0<\theta<1} \inf_{f \in D^+} \sup_{y \in \mathbb{R}} \left\{ V^{x,p}(y) + (1-\theta) \frac{\mathcal{L}^{x,p} f(y)}{f(y)} + \theta e^{-\xi(y)} \mathcal{L}^{x,p} e^\xi(y) \right\}
\]
\[
\leq \inf_{0<\theta<1} \inf_{\sum_{i=1}^m \alpha_i = 1} \inf_{f_i \in D^+} \sup_{y \in \mathbb{R}} \left\{ V^{x,p}(y) + (1-\theta) \sum_{i=1}^m \alpha_i \frac{\mathcal{L}^{x,p} f_i(y)}{f_i(y)} + \theta e^{-\xi(y)} \mathcal{L}^{x,p} e^\xi(y) \right\}
\]
\[
= \lim_{m \to \infty} \inf_{0<\theta<1} \inf_{\sum_{i=1}^m \alpha_i = 1} \int_\mathbb{R} \left( V^{x,p}(y) + (1-\theta) \sum_{i=1}^m \alpha_i \frac{\mathcal{L}^{x,p} f_i(y)}{f_i(y)} + \theta e^{-\xi(y)} \mathcal{L}^{x,p} e^\xi(y) \right) \mu(dy)
\]
\[
= \lim_{m \to \infty} \sup_{\mu \in \mathcal{P}(\mathbb{R})} \left[ \int_\mathbb{R} V^{x,p}(y) \mu(dy) + (1-\theta) \min_{1 \leq i \leq m} \int_\mathbb{R} \frac{\mathcal{L}^{x,p} f_i(y)}{f_i(y)} \mu(dy) \wedge \int_\mathbb{R} e^{-\xi(y)} \mathcal{L}^{x,p} e^\xi(y) \mu(dy) \right]
\]
\[
= \lim_{\mu \in \mathcal{P}(\mathbb{R})} \left[ \int_\mathbb{R} V^{x,p}(y) \mu(dy) + \min_{1 \leq i \leq m} \int_\mathbb{R} \frac{\mathcal{L}^{x,p} f_i(y)}{f_i(y)} \mu(dy) \wedge \int_\mathbb{R} e^{-\xi(y)} \mathcal{L}^{x,p} e^\xi(y) \mu(dy) \right]
\]
\[
= \sup_{\mu \in \mathcal{P}(\mathbb{R})} \left[ \int_\mathbb{R} V^{x,p}(y) \mu(dy) - J^{x,p}(\mu) \right] = H^0(x,p).
\]

Combined with (4.35), we obtain
\[
\inf_{\lambda \in \Lambda} \hat{H}^\lambda(x,p) \leq H^0(x,p).
\]

Based on (4.36) and [14, Lemma B.10], we have
\[
\sup_{\lambda \in \Lambda} \hat{H}^\lambda(x,p) \geq \inf_{\nu \in \mathcal{P}(\mathbb{R})} \lim_{t \to \infty} \frac{1}{t} \ln \mathbb{E}^\nu \left[ e^{\int_0^t V^{x,p}(Y^{x,p})} ds \right]. \tag{4.37}
\]

Thus in order to prove that
\[
H^0(x,p) \leq \sup_{\lambda \in \Lambda} \hat{H}^\lambda(x,p),
\]
it suffices to check that if
\[
\inf_{\nu \in \mathcal{P}(\mathbb{R})} \lim_{t \to \infty} \frac{1}{t} \ln \mathbb{E}^\nu \left[ e^{\int_0^t V^{x,p}(Y^{x,p})} ds \right] \geq H^0(x,p).
\]

Define the occupation measures of the process $Y^{x,p}$:
\[
\mu^{x,p}_t(\cdot) = \frac{1}{t} \int_0^t 1_{Y^{x,p}(s) \in \cdot} ds \quad \text{for } t > 0.
\]
Since the Euclidean metric space \((\mathbb{R}, d)\) is separable, the Prokhorov metric space \((\mathcal{P}(\mathbb{R}), \tilde{d})\) is also separable. And then convergence of measures in the Prokhorov metric is equivalent to weak convergence of measures. For \(B \in \mathcal{B}(\mathcal{P}(\mathbb{R}))\),
\[
\mathbb{P}_t^{y_0}(B) := \mathbb{P}(\mu_t^{x,p}(\cdot) \in B | Y_0^{x,p} = y_0)
\]
is a probability measure on \(\mathcal{P}(\mathbb{R})\) induced by the occupation measures \(\mu_t^{x,p}\) of the process \(Y^{x,p}\) with initial value \(Y_0^{x,p} = y_0\).

Define \(\varphi: \mathcal{P}(\mathbb{R}) \to \mathbb{R}\) by \(\varphi(\mu) = \int_{\mathbb{R}} V^{x,p}(y) \mu(dy)\). Let \(V^{x,p}_\varepsilon := V^{x,p} \mathbb{1}_{\{V^{x,p} \leq \varepsilon\}} + \varepsilon \mathbb{1}_{\{V^{x,p} \geq \varepsilon\}}\) for \(\varepsilon \geq \inf_{y \in \mathbb{R}} V^{x,p}(y)\), then \(V^{x,p}_\varepsilon\) is bounded. By definition of weak convergence of measures, if \(\mu_n \to \mu\) weakly, we have
\[
\lim_{n \to \infty} \int_{\mathbb{R}} V^{x,p}_\varepsilon(y) \mu_n(dy) = \int_{\mathbb{R}} V^{x,p}_\varepsilon(y) \mu(dy).
\]
Furthermore, using the monotone convergence theorem, we get
\[
\varphi(\mu) = \lim_{\varepsilon \to \infty} \int_{\mathbb{R}} V^{x,p}_\varepsilon(y) \mu(dy) = \lim_{\varepsilon \to \infty} \lim_{n \to \infty} \int_{\mathbb{R}} V^{x,p}_\varepsilon(y) \mu_n(dy)
= \sup_{\varepsilon} \liminf_{n \to \infty} \int_{\mathbb{R}} V^{x,p}_\varepsilon(y) \mu_n(dy) \leq \liminf_{\varepsilon} \sup_{n \to \infty} \int_{\mathbb{R}} V^{x,p}_\varepsilon(y) \mu_n(dy)
= \liminf_{n \to \infty} \int_{\mathbb{R}} V^{x,p}(y) \mu_n(dy) = \liminf_{n \to \infty} \varphi(\mu_n),
\]
which shows that \(\varphi(\mu)\) is a lower semicontinuous function on \(\mathcal{P}(\mathbb{R})\).

Fix \(\nu \in \mathcal{P}(\mathbb{R})\), then there exists a compact set \(K\) in \(\mathbb{R}\) such that \(\nu(K) > 0\). For \(\mu \in \mathcal{P}(\mathbb{R})\), \(B_r(\mu)\) is the open ball in \(\mathcal{P}(\mathbb{R})\) of radius \(r\) centered at \(\mu\). Then
we have
\[
\liminf_{t \to \infty} \frac{1}{t} \ln \mathbb{E}^\nu \left[ e^{\int_0^t V_{x,p}(Y_{x,p}^s) ds} \right] = \liminf_{t \to \infty} \frac{1}{t} \ln \mathbb{E}^\nu \left[ e^{t \varphi(\mu_{t,p})} \right]
\]
\[
\geq \liminf_{t \to \infty} \frac{1}{t} \ln \mathbb{E}^\nu \left[ e^{t \varphi(\mu_{t,p})} 1_{\{Y_{x,p} \in K\}} \right]
\]
\[
\geq \liminf_{t \to \infty} \frac{1}{t} \ln \left[ \inf_{y_0 \in K} \mathbb{E}^{y_0} \left( e^{t \varphi(\mu_{t,p})} \right) \right] + \liminf_{t \to \infty} \frac{1}{t} \ln \nu(K)
\]
\[
= \liminf_{t \to \infty} \frac{1}{t} \ln \left[ \inf_{y_0 \in K} \int_{\tilde{\mu} \in \mathcal{P}(\mathbb{R})} e^{t \varphi(\tilde{\mu})} d\mathbb{P}_t^{y_0}(\tilde{\mu}) \right]
\]
\[
\geq \inf_{\tilde{\mu} \in B_r(\mu)} \varphi(\tilde{\mu}) + \liminf_{t \to \infty} \frac{1}{t} \ln \left[ \inf_{y_0 \in K} \mathbb{P}_t^{y_0}(B_r(\mu)) \right]
\]
\[
\geq \inf_{\tilde{\mu} \in B_r(\mu)} \varphi(\tilde{\mu}) - J_{x,p}(\mu).
\] (4.38)

The last inequality follows from the uniform lower bound of large deviation principle for the occupation measures \( \mu_{t,p} \):
\[
\liminf_{t \to \infty} \frac{1}{t} \ln \left[ \inf_{y_0 \in K} \mathbb{P}_t^{y_0}(B_r(\mu)) \right] \geq -J_{x,p}(\mu),
\]

which can be obtained from [13, Theorem 5.5] under the condition (C4) by the contraction principle.

Because \( \varphi \) is a lower semicontinuous function, by taking limit (4.38) as \( r \to 0 \), we get
\[
\liminf_{t \to \infty} \frac{1}{t} \ln \mathbb{E}^\nu \left[ e^{\int_0^t V_{x,p}(Y_{x,p}^s) ds} \right] \geq \varphi(\mu) - J_{x,p}(\mu).
\]

Since \( \mu \) is arbitrary, moreover, we have
\[
\inf_{\nu \in \mathcal{P}(\mathbb{R})} \liminf_{t \to \infty} \frac{1}{t} \ln \mathbb{E}^\nu \left[ e^{\int_0^t V_{x,p}(Y_{x,p}^s) ds} \right] \geq \sup_{\mu \in \mathcal{P}(\mathbb{R})} \{ \varphi(\mu) - J_{x,p}(\mu) \} = H(x,p).
\]

Then we finished the proof of the operator inequality (4.32) in critical case. For the supercritical case (\( \alpha > 2 \)) and subcritical case (\( \alpha < 2 \)), the operator inequality (4.32) can be proven with similar ideas.

Now we state the main result of the paper, namely, the convergence result for the Cauchy problem for partial integro-differential equations.
Lemma 4. Assumptions (C_1) – (C_5) hold. Suppose the comparison principle holds for the Cauchy problem (3.16). Then the sequence of functions \( \{U^\varepsilon\}_{\varepsilon>0} \) defined in the Cauchy problem (2.12) converge uniformly over compact subsets of \([0, T] \times \mathbb{R} \times \mathbb{R}\) as \( \varepsilon \to 0 \) to the unique continuous viscosity solution \( U^0 \) of (3.16).

Proof. For \( \{U^\varepsilon\}_{\varepsilon>0} \) defined in the Cauchy problem (2.12), we can get the corresponding \( \hat{U} \) and \( \check{U} \) by using Definition 1. It has been checked that Condition 1 holds for \( H^\varepsilon \) defined by (2.13). Applying Lemma 2, \( \hat{U} \) is a subsolution and \( \check{U} \) is a supersolution of the Cauchy problem (3.16). Based on Theorem 1, the comparison principle is valid for the Cauchy problem (3.16). Then from Lemma 3, we have \( \hat{U} = \check{U} \) and \( U^\varepsilon \to U^0 := \hat{U} = \check{U} \) uniformly over compact subsets of \([0, T] \times \mathbb{R} \times \mathbb{R}\).

5. Large deviation principle

The Bryc’s theorem (see [11, p142]) permits to derive the large deviation principle as a consequence of exponential tightness of \( \{X^\varepsilon\}_{\varepsilon>0} \) in system (2.14) and the existence of \( U^0 \) based on (3.16) for every \( h \in C_b(\mathbb{R}) \). We begin with the following lemma.

Lemma 5. The sequence of processes \( \{X^\varepsilon\}_{\varepsilon>0} \) in system (2.14) is exponentially tight.

Proof. Define
\[
f_\varepsilon(x, y) := \begin{cases} f(x) + \varepsilon^{\alpha-1} \xi(y) & \text{for } \alpha \geq 2; \\ f(x) + \varepsilon^2 \xi(y) & \text{for } 1 < \alpha < 2. \end{cases}
\]

Where \( f(x) := \ln(1+x^2) \) and \( \xi(y) \) is the positive Lyapunov function satisfying condition (C_5) with \( \theta = 1 \). Since \( f(x) \) is an increasing function of \(|x|\) and \( \xi(y) > 0 \), we have that for any \( c > 0 \) there exits a compact set \( K_c \subset \mathbb{R} \) such that
\[
f_\varepsilon(x, y) > 0 \quad \text{for } x \notin K_c, \ y \in \mathbb{R}. \tag{5.1}
\]

When \( \alpha > 2 \), we have
\[
H^\varepsilon f_\varepsilon(x, y) = \sigma_1^2(x, y) \left( \partial_x f(x) \right)^2 + \varepsilon \left( b_1(x, y) \partial_x f(x) + \sigma_1^2(x, y) \partial^2_{xx} f(x) \right) + \int_{\mathbb{R}\setminus\{0\}} \left( e^{\frac{1}{2} f(x+\varepsilon k_1(x, y, z))} - f(x) \right) - 1 - k_1(x, y, z) \partial_x f(x) \right) \nu_1(dz) + 2\varepsilon^{\alpha-1} \rho \sigma_1(x, y) \sigma_2(x, y) \partial_x f(x) \partial_y \xi(y) + \varepsilon^{2-\alpha} e^{-\varepsilon^{\alpha-2} \xi(y)} L_x e^{\alpha-2} \xi(y).
\]
For $\alpha = 2$, we get

$$H^\varepsilon f_\varepsilon(x, y) = \sigma_1^2(x, y)(\partial_x f(x))^2 + \varepsilon(b_1(x, y)\partial_x f(x) + \sigma_1^2(x, y)\partial_{xx}^2 f(x))$$

$$+ \int_{\mathbb{R}\setminus\{0\}} \left(e^{\varepsilon f_\varepsilon(x+\varepsilon k_1(x, y, z)) - f_\varepsilon(x)} - 1 - k_1(x, y, z)\partial_x f(x)\right)\nu_1(dz)$$

$$+ 2\rho\sigma_1(x, y)\sigma_2(x, y)\partial_x f(x)\partial_y \xi(y) + e^{-\xi(y)}L^\varepsilon e^{\xi(y)}.$$ 

In the case $1 < \alpha < 2$, we obtain

$$H^\varepsilon f_\varepsilon(x, y) = \sigma_1^2(x, y)(\partial_x f(x))^2 + \varepsilon(b_1(x, y)\partial_x f(x) + \sigma_1^2(x, y)\partial_{xx}^2 f(x))$$

$$+ \int_{\mathbb{R}\setminus\{0\}} \left(e^{\varepsilon f_\varepsilon(x+\varepsilon k_1(x, y, z)) - f_\varepsilon(x)} - 1 - k_1(x, y, z)\partial_x f(x)\right)\nu_1(dz)$$

$$+ 2\rho\sigma_1(x, y)\sigma_2(x, y)\partial_x f(x)\partial_y \xi(y) + \varepsilon^{2-\alpha}e^{-\frac{\varepsilon}{2} - \xi(y)}L^\varepsilon e^{\frac{\varepsilon}{2} - \xi(y)}.$$ 

We observe that $|\partial_x f(x)| + |\partial_{xx}^2 f(x)| < \infty$ and growth condition on the coefficients. By our choice of $\xi$ with bounded first and second derivatives, there exists $C > 0$ such that

$$\sup_{x \in \mathbb{R}, y \in \mathbb{R}} H^\varepsilon f_\varepsilon(x, y) \leq C < \infty, \quad \forall \varepsilon > 0. \quad (5.2)$$

The $\mathbb{P}$ and $\mathbb{E}$ in the following proof denote probability and expectation conditioned on $(X^\varepsilon_t, Y^\varepsilon_t)$ starting at $(x, y)$. Define the process

$$M^\varepsilon_t = \exp \left\{ \frac{f_\varepsilon(X^\varepsilon_t, Y^\varepsilon_t)}{\varepsilon} - \frac{f_\varepsilon(x, y)}{\varepsilon} - \frac{1}{\varepsilon} \int_0^t H^\varepsilon f_\varepsilon(X^\varepsilon_s, Y^\varepsilon_s)ds \right\}$$

Then $M^\varepsilon_t$ is a supermartingale and hence we can apply the optional sampling theorem, that is $\mathbb{E}[M^\varepsilon_t] \leq 1$. So

$$1 \geq \mathbb{E}[M^\varepsilon_t | X^\varepsilon_t \notin K_c] \geq \mathbb{E}e^{\frac{-(c-f_\varepsilon(x, y)-tc)}{\varepsilon}} | X^\varepsilon_t \notin K_c | = \mathbb{P}(X^\varepsilon_t \notin K_c)e^{\frac{-(c-f_\varepsilon(x, y)-tc)}{\varepsilon}},$$

where we have used (5.1) and (5.2) to estimate the first and third term in $M^\varepsilon_t$. Then we get

$$\varepsilon \ln \mathbb{P}(X^\varepsilon_t \notin K_c) \leq tc + f_\varepsilon(x, y) - c$$

and this finally gives us the exponential tightness of $\{X^\varepsilon_t\}_{\varepsilon>0}$. 

We now proceed to argue that a large deviation principle holds for $\{X^\varepsilon_t\}_{\varepsilon>0}$ as $\varepsilon \to 0$ with speed $1/\varepsilon$ and good rate function $I$.
Theorem 2. Let $X_0^x = x_0$, and suppose conditions \((C_1)-(C_5)\) hold. Then \(\{X_t^x\}_{t \geq 0}\) in system \((2.14)\) satisfies a large deviation principle in \(\mathbb{R}\) with respect to \(B(\mathbb{R})\) with good rate function

\[
I(x, x_0, t) = \sup_{h \in C_b(\mathbb{R})} \{h(x) - U^0(t, x_0)\}.
\]

(5.3)

Remark 7. If the coefficients \(b_1(x, y), \sigma_1(x, y), k_1(x, y, z), b_2(x, y), \sigma_2(x, y), k_2(x, y, z)\) are independent of \(x\), then \(H^0(x, p)\) becomes \(H^0(p)\). Using [14, Lemma D.1], we obtain

\[
I(x, x_0, t) = tQ^0\left(\frac{x_0 - x}{t}\right),
\]

(5.4)

where \(Q^0(\cdot)\) is the Legendre transform of the convex function \(H^0(\cdot)\).

Example 1. We consider a family of models of the form

\[
\begin{align*}
\begin{cases}
    dX_t^{\varepsilon, \delta} &= \varepsilon b_1(X_t^{\varepsilon, \delta}, Y_t^{\varepsilon, \delta})dt + \sqrt{2\varepsilon} \sigma_1(X_t^{\varepsilon, \delta}, Y_t^{\varepsilon, \delta})dW_t^{(1)} \\
    &+ \varepsilon k_1(X_t^{\varepsilon, \delta}, Y_t^{\varepsilon, \delta}, z) dL_t^{\alpha_1, \varepsilon, \delta}, \quad X_0^{\varepsilon, \delta} = x_0 \in \mathbb{R}, \\
    dY_t^{\varepsilon, \delta} &= \frac{\varepsilon}{\delta} b_2(X_t^{\varepsilon, \delta}, Y_t^{\varepsilon, \delta})dt + \sqrt{\frac{2\varepsilon}{\delta}} \sigma_2(X_t^{\varepsilon, \delta}, Y_t^{\varepsilon, \delta}) (\rho dW_t^{(1)} + \sqrt{1-\rho^2} dW_t^{(2)}) \\
    &+ \frac{\varepsilon}{\delta} k_2(X_t^{\varepsilon, \delta}, Y_t^{\varepsilon, \delta}, z) dL_t^{\alpha_2, \varepsilon, \delta}, \quad Y_0^{\varepsilon, \delta} = y_0 \in \mathbb{R},
\end{cases}
\end{align*}
\]

(5.5)

where parameters \(\varepsilon, \delta > 0\) and \(\rho \in (-1, 1)\), and coefficients \(b_1(x, y), b_2(x, y), \sigma_1(x, y), \sigma_2(x, y), k_1(x, y, z), k_2(x, y, z)\) with \((x, y) \in \mathbb{R}^2\) and \(|z| > 0\), as noted previously. \(W^{(1)}, W^{(2)}\) are independent Brownian motions independent of two independent \(\alpha\)-stable Lévy processes \(L_t^{\alpha_1, \varepsilon, \delta}, L_t^{\alpha_2, \varepsilon, \delta}\) \((1 < \alpha_1, \alpha_2 < 2)\).

Here \(L_t^{\alpha_1, \varepsilon, \delta} \sim \nu_1(dz) = \frac{1}{\varepsilon |z|^{\alpha_1+1}} dz\), \(L_t^{\alpha_2, \varepsilon, \delta} \sim \nu_2(dz) = \frac{1}{\delta |z|^{\alpha_2+1}} dz\).

The Lévy-Itô decompositions for \(L_t^{\alpha_1, \varepsilon, \delta}, L_t^{\alpha_2, \varepsilon, \delta}\) (see [10, 31]) are

\[
\begin{align*}
L_t^{\alpha_1, \varepsilon, \delta} &= \int_{0<|z|<1} zN^{(1)}(\frac{1}{\varepsilon}, dz, t) + \int_{|z| \geq 1} zN^{(1)}(\frac{1}{\varepsilon}, dz, t) = \int_{\mathbb{R}\setminus\{0\}} z\tilde{N}^{(1)}(\frac{1}{\varepsilon}, dz, t) - \frac{1}{\varepsilon} \int_{|z| \geq 1} z\nu_1(dz), \\
L_t^{\alpha_2, \varepsilon, \delta} &= \int_{0<|z|<1} zN^{(2)}(\frac{1}{\delta}, dz, t) + \int_{|z| \geq 1} zN^{(2)}(\frac{1}{\delta}, dz, t) = \int_{\mathbb{R}\setminus\{0\}} z\tilde{N}^{(2)}(\frac{1}{\delta}, dz, t) - \frac{\delta}{\delta} \int_{|z| \geq 1} z\nu_2(dz).
\end{align*}
\]

Since \(K_{\nu_1} := \frac{1}{\varepsilon} \int_{|z| \geq 1} z\nu_1(dz) < \infty\), \(K_{\nu_2} := \int_{|z| \geq 1} z\nu_2(dz) < \infty\), the system \((5.3)\) can be rewritten into

\[
\begin{align*}
\begin{cases}
    dX_t^{\varepsilon, \delta} &= \varepsilon (b_1(X_t^{\varepsilon, \delta}, Y_t^{\varepsilon, \delta}) + K_{\nu_1}) dt + \sqrt{2\varepsilon} \sigma_1(X_t^{\varepsilon, \delta}, Y_t^{\varepsilon, \delta})dW_t^{(1)} \\
    &+ \varepsilon \int_{\mathbb{R}\setminus\{0\}} k_1(X_t^{\varepsilon, \delta}, Y_t^{\varepsilon, \delta}, z) \tilde{N}^{(1)}(\frac{1}{\varepsilon}, dz, dt), \quad X_0^{\varepsilon, \delta} = x_0 \in \mathbb{R}, \\
    dY_t^{\varepsilon, \delta} &= \frac{\varepsilon}{\delta} (b_2(X_t^{\varepsilon, \delta}, Y_t^{\varepsilon, \delta}) + K_{\nu_2}) dt + \sqrt{\frac{2\varepsilon}{\delta}} \sigma_2(X_t^{\varepsilon, \delta}, Y_t^{\varepsilon, \delta}) (\rho dW_t^{(1)} + \sqrt{1-\rho^2} dW_t^{(2)}) \\
    &+ \frac{\varepsilon}{\delta} \int_{\mathbb{R}\setminus\{0\}} k_2(X_t^{\varepsilon, \delta}, Y_t^{\varepsilon, \delta}, z) \tilde{N}^{(2)}(\frac{1}{\delta}, dz, dt), \quad Y_0^{\varepsilon, \delta} = y_0 \in \mathbb{R}.
\end{cases}
\end{align*}
\]

(5.6)
In order to prove the large deviation principle for the slow variables \( \{X_{t}^{\varepsilon,\delta}\}_{\varepsilon,\delta>0} \) of system (5.5), we can alternatively check that if the system (5.6) satisfies a large deviation principle. The proof can be illustrated with a series of steps that are similar to that of system (1.1).

6. Conclusions and future challenges

In the present work, we analysed the nonlinear slow-fast stochastic dynamical system (1.1) driven by both Brownian noises and Lévy noises. We characterised detailedly the limit Hamiltonian \( H^{0} \) that has different forms in the three regimes depending on \( \alpha > 1 \), i.e., supercritical case for \( \alpha > 2 \), critical case for \( \alpha = 2 \) and subcritical case for \( \alpha < 2 \). We established the comparison principle, and verified that the solutions of the Cauchy problem (2.12) with the Hamiltonian \( H^{\varepsilon} \) converge to the unique viscosity solution of the Cauchy problem (3.16) with the limit Hamiltonian \( H^{0} \). Moreover, and arguably more importantly, we derived the large deviation principle for the slow variables \( \{X_{t}^{\varepsilon}\}_{\varepsilon>0} \) with an application example.

Since the standard Brownian motion and compound Poisson process are special Lévy processes belonging to square-integrable martingales admitting second moments, we restrict ourselves to the large deviations with good rate function characterizing the Legendre transform of the log moment generating function. This can be used to provide a further description of the structure of the large deviation principle. However, Lévy processes are not always integrable where the moment generating function does not exist. Generally, any Lévy process is a semimartingale. It is interesting and challenging to create new methods computing the probability of a large deviation event for the slow variables in the nonlinear slow-fast stochastic dynamical systems.
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