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Abstract—Lane changing and lane merging remains a challenging task for autonomous driving, due to the strong interaction between the controlled vehicle and the uncertain behavior of the surrounding traffic participants. The interaction induces a dependence of the vehicles’ states on the (stochastic) dynamics of the surrounding vehicles, increasing the difficulty of predicting future trajectories. Furthermore, the small relative distances cause traditional robust approaches to become overly conservative, necessitating control methods that are explicitly aware of inter-vehicle interaction. Towards these goals, we propose an interaction-aware stochastic model predictive control (MPC) strategy integrated with an online learning framework, which models a given driver’s cooperation level as an unknown parameter in a state-dependent probability distribution. The online learning framework adaptively estimates the surrounding vehicle’s cooperation level with the vehicle’s past trajectory and combines this with a kinematic vehicle model to predict the probability of a multimodal future state trajectory. The learning is conducted with logistic regression which enables fast online computation. The multi-future prediction is used in the MPC algorithm to compute the optimal control input while satisfying safety constraints. We demonstrate our algorithm in an interactive lane changing scenario with drivers in different randomly selected cooperation levels.

I. INTRODUCTION

The development of autonomous vehicles has been a long-standing endeavour of research and industry due to its potentially far-reaching implications on safety and efficiency of our traffic. Despite significant advances towards this goal, one of the key remaining challenges is the problem of control and planning in close vicinity to surrounding traffic participants. The main sources for these challenges are (i) the inherent uncertainty about the intentions of surrounding drivers; and (ii) the interaction between the behavior of these drivers and that of the controlled vehicle. To address these issues, we propose a stochastic model for human driving behavior in a highway driving scenario, in which the human driver is assumed to repeatedly make a selection out of a finite set of base policies according to a (a priori unknown) probability distribution. In order to model interactive behavior, we will pose the natural assumption that this distribution depends on the joint state of the involved vehicles (e.g., relative positions and velocities). We describe a simple, online scheme for estimating the dependence of the aforementioned probability distribution on the state and include this model in a chance-constrained stochastic model predictive control (MPC) formulation, which can be solved effectively over a scenario tree.

A. Related Work

1) Modeling uncertainty: Existing approaches to MPC under uncertainty on surrounding vehicle motion have can be broadly categorized into robust [1] and stochastic approaches, where the former assumes potentially adversarial behavior of surrounding vehicles, which is accounted for under worst-case assumptions and the latter assumes a stochastic description of the driving behavior, where the expected value of the cost is minimized subject to potentially probabilistic constraints [2]. More recently, risk-averse [3], [4], [5], [6] and distributionally robust [7], [8], [9], [10], [11], [12], [13] approaches have become increasingly popular as they generalize the aforementioned approaches, by accounting for uncertainty in the distribution of the stochastic prediction model.

Most of these existing methods, however, consider the uncertainty to be fully exogenous — the probability distribution does not depend on the state or inputs of the controlled vehicle. This tends to result in reactive and overly conservative behavior (cf. the frozen robot problem [14]).

2) Modeling interaction: A variety of approaches has been proposed to include the interactive behavior in the controller design. Reinforcement learning is applied in [15], [16] to learn an interaction-aware policy directly from data. These methods require little expert knowledge and can typically handle complicated scenarios. However, the resulting policies are usually not easy to introspect, making it difficult to ensure safety or predict failure cases. Furthermore, their quality hinges on the availability of large-scale high-quality datasets. An alternative approach is to combine MPC with predictive models that describe inter-vehicle interaction. The benefit of this approach is that MPC simultaneously allows for a wide range of expressive dynamical models and furthermore directly accounts for safety restrictions through constraints in the optimal control problem.

Several different interaction-aware MPC formulations have been proposed in recent years, such as game-theoretical MPC [17], [18], [19], [20], where each road user is assumed to behave optimally according to some known or estimated cost function.

A more direct approach is to learn the interactive dynamics through supervised learning [21], [22], where given current states of each vehicle, a trained neural network predicts their
future trajectories in a prediction time horizon. Both methods considers uni-modal prediction where the prediction is based on most likely scenario or a predefined policy. As mentioned before, our goal is to additionally account for the inherent uncertainty in the driving behavior, by considering a stochastic interaction model. Our model class is similar to [23]. However, in [23], the (state-dependent) distribution is assumed to be known, whereas we integrate a procedure for adapting a model for these distributions during operation. Similarly, [24] integrates MPC with an online learning technique for a similar use case. However, in [24], human driving behavior is modeled as a weighted sum (with unknown weights) of random policies with known distributions, which depends on an estimate of the human driver’s action-value function (i.e., their long-term costs as a function of the current state and control action). Instead, we assume that the human driver will select one of the predefined number of base policies according to an unknown, state-dependent distribution. This only requires knowledge of these base policies corresponding to possible maneuvers, which provides a very direct and intuitive way of modeling possible behaviors for a given traffic scenario. Furthermore, our formulation allows to reduce excessive conservatism through chance constraints, which allows to discard extremely unlikely scenarios. However, [24] presents an indirect dual adaptive control method for active learning, which could be applicable to the model considered in our work. We leave a more thorough investigation of this possibility for future work.

B. Contribution

We tackle a lane change control problem by utilizing Stochastic MPC (SMPC) [25], where we optimize the control input under a finite number of scenarios under decision-dependent uncertainty. Each scenario is defined with a maneuver-based prediction model [26]. In the machine learning literature, this model class is also known as multi-future prediction [27], [28]. Different from [29], [30], we explicitly consider interaction by introducing a state-dependent distribution. Our contribution is twofold: (i) We integrate our MPC method with a simple learning framework which, during operation, adapts the probabilistic interaction model to the current neighboring driver; and (ii) We present a SMPC method with a smooth, safe approximation of the (originally non-smooth) chance constraints.

Notation

Let $||x||_2$ denote the Euclidean norm of vector $x$ and $||x||_A := x^T A x$ for a positive definite matrix $A > 0$. We use $\text{diag}\{x\}$ to represent a diagonal matrix with diagonal elements equal to the entries of vector $x$. Given a set $C \subseteq \mathbb{R}^n$, $\mathbb{1}_C : \mathbb{R} \ni \mathbf{r} \mapsto \mathbb{1}_C(\mathbf{r}) \in \mathbb{R}$ denotes the function that maps $\mathbf{r}$ to 1 when $\mathbf{r} \in C$ and to 0 otherwise. $U[a, b]$ represents the uniform distribution defined on the closed interval $[a, b] \subset \mathbb{R}$. $\mathcal{N}(\mu, \Sigma)$ denotes the normal distribution with mean $\mu$ and covariance matrix $\Sigma$. Furthermore, for $a < b \in \mathbb{N}$, we denote $\mathbb{N}_a^{[a, b]} := \{ k \mid a \leq k \leq b \}$. We denote by $\Delta_d := \{ p \in \mathbb{R}^d_+ \mid \sum_{i=1}^{d} p_i = 1 \}$ the $d$-dimensional probability simplex. We denote by $\|A\|_F$ the Frobenius norm of the matrix $A$.

II. MODELING AND PROBLEM FORMULATION

Consider a traffic scenario on a highway, consisting of a controlled vehicle (the ego vehicle), referred to by the identifier $E$, and a number of surrounding road vehicles. The task of the ego vehicle is to safely perform a lane-change maneuver to a lane which is occupied by other road users. At the time of initiating the lane change procedure, we consider the nearest vehicle approaching from the rear in the adjacent lane, which we refer to as the target vehicle, and identify with the index $\text{TV}$. Since the behavior of this agent determines whether the lane change can be safely carried out, we will explicitly model the interaction dynamics with this vehicle, and assume that remaining obstacles can be handled using simplified models.

A. Vehicle Dynamics

We model all vehicle dynamics with a kinematic bicycle model [31], illustrated in Fig. 1. Let $p = [p_x, p_y]^T \in \mathbb{R}^2$ describe the position of the center of gravity expressed in a fixed inertial frame, $\psi$ is the orientation of the vehicle, and $v$ is the velocity of the center of gravity. Its control inputs are the acceleration $a$ and the steering angle $\delta$. The continuous time dynamics are given as

\begin{align}
    \dot{p}_x &= v \cos(\psi + \beta) \\
    \dot{p}_y &= v \sin(\psi + \beta) \\
    \dot{v} &= a \\
    \dot{\psi} &= \frac{v}{l_f} \sin \beta
\end{align}

where $\beta$ is the slip angle at the center of gravity:

\[ \beta = \arctan \left( \frac{v}{l_f + \tan \delta} \right). \] (1e)

Denoting the state of vehicle $z := [p_x, p_y, v, \psi]^T \in \mathbb{R}^4$ and the control action $u := [a, \delta]^T \in \mathbb{R}^{n_u}$ ($n_u = 2$), we discretize (1) using the forward Euler method to obtain a discrete-time system consistent with the simulator we used in the experiments, which we compactly denote as

\[ z_{k+1} = f(z_k, u_k). \] (2)

For ease of notation, we will denote the state of the ego vehicle and the target vehicle as $z^E$ and $z^{TV}$, respectively, and we define the concatenated state $z := (z^E, z^{TV}) \in \mathbb{R}^{n_z}$ (with $n_z = 8$).
Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space with countably infinite sample space \(\Omega\), \(\sigma\)-algebra \(\mathcal{F}\) and probability measure \(\mathbb{P} : \mathcal{F} \to [0, 1]\). We model the uncertain behavior of a given target vehicle as a randomized control policy \(\kappa^{TV} : \mathbb{R}^{n_Z} \times \Xi \to \mathbb{R}^2\), where \(\Xi := \{1, \ldots, d\}\) is a finite set corresponding to a number of discrete maneuvers that a driver may perform. We assume that every time step \(t\), the selection of the maneuver \(\xi_t \in \Xi\) is made randomly according to a distribution

\[
P(\xi_t) = (\mathbb{P}\{\xi_t = i \mid z_t\})_{i \in \Xi},
\]

which depends on the (combined) state \(z_t\) of the vehicles at time \(t\). This state-dependent distribution \(P : \mathbb{R}^{n_Z} \to \Delta_J\) will typically differ between different drivers, and can therefore not easily be estimated offline using traditional methods. Instead, we propose a simple online estimation scheme to estimate this distribution online; This is described in Section III-A. Thus, at a given time \(t\), the control action of the target vehicle is a random variable

\[
u^{TV}_t = \kappa^{TV}(z_t, \xi_t), \quad \xi_t \sim P(z_t),
\]

which, combined with (2) results in an autonomous, stochastic system \(z_{t+1}^{TV} = f^{TV}(z_t, \xi_t) := f(z_t^{TV}, \kappa^{TV}(z_t, \xi_t))\), describing the target vehicle motion. For ease of notation, we combine the dynamics of the ego vehicle and the target vehicle, and introduce \(\bar{f} : \mathbb{R}^{n_Z} \times \mathbb{R}^{n_u} \to \mathbb{R}^{n_Z}\)

\[
z_{t+1} = \bar{f}(z_t, u_t, \xi_t) := \begin{bmatrix} f(z_t^{TV}, u_t) \\ f^{TV}(z_t, \xi_t) \end{bmatrix}.
\]

(i) The model uncertainty is concentrated in the behavior, resulting in a restriction to dynamically feasible predicted trajectories; (ii) The choice of considering a fixed number of known policies allows the designer to incorporate a large amount of known structure about the use case at hand into the target vehicle’s behavioral model; (iii) The model is similar to the popular technique of using motion primitives [26], but by using a control policy for the closed-loop model, the predicted trajectories automatically get corrected online using feedback; and (iv) In contrast to similar models in which the distribution of \((\xi_t)_t\) is state-independent, e.g., [12], the proposed model grants considerably more freedom in modeling interaction between vehicles, since the probability of choosing a certain maneuver typically depends on the relative positions and velocities of nearby vehicles.

C. Objective Function

We use the usual quadratic stage cost \(\ell : \mathbb{R}^{n_Z} \times \mathbb{R}^{n_u} \to \mathbb{R}_+\),

\[
\ell(z, u) := \|z^e - z^{ref}\|^2_Q + \|u\|^2_R,
\]

where \(Q \succeq 0\) and \(R > 0\) are given weights for the ego vehicle’s states and inputs, respectively, and \(z^{ref}\) is a given reference state.

D. Input and state constraints

1) Simple state and input bounds: As usual in control applications, we will assume there are hard limits on both the states and the inputs, which we will write as

\[
u_t \in U, \quad z_t \in Z, \quad \forall t \in \mathbb{N},
\]

where \(U \subseteq \mathbb{R}^{n_u}\), \(Z \subseteq \mathbb{R}^{n_z}\) are given, nonempty, closed sets. Since we are only actively controlling the ego vehicle, we will typically take \(Z = Z^e \times \mathbb{R}^4\), with \(Z^e\) a given constraint set for the ego vehicle state. In practice, both \(Z^e\) and \(U\) will often be simple component-wise upper and lower bounds.

2) Slew rate constraints: To ensure comfortable driving behavior and account for unmodeled actuator dynamics, it is common to include slew-rate constraints of the form

\[
|u_k - u_{k-1}| \leq \epsilon_{\delta_u},
\]

where the absolute values and inequality are taken element-wise, and \(\epsilon_{\delta_u} > 0\) is a given constant.

E. Collision Avoidance

Given a vehicle with current state \(z = [p \, v \, \psi]^T\), with \(p \in \mathbb{R}^2\), we – similarly to, e.g., [32] – approximate the area it occupies as the union of \(n_c = 3\) circles with radius \(r = \frac{1}{2} \sqrt{(l/n_c)^2 + w^2}\) and centers \(c_j(z) := p + \frac{r}{2n_c} (2j - n_c - 1) \begin{bmatrix} \cos \psi \\ \sin \psi \end{bmatrix}, \quad j = 1, \ldots, n_c\), as illustrated in Fig. 2.

A sufficient condition for collision avoidance between the vehicles \(E\) and \(TV\), with respective states \(z^E\) and \(z^{TV}\) is then

\[
g_{ij}(z) := 4r^2 - \|c_i(z^E) - c_j(z^{TV})\|^2 \leq 0, \quad \forall i, j \in [n_c].
\]

Note that the functions \(g_{ij} : \mathbb{R}^{n_z} \to \mathbb{R}\) smooth, yet concave, and will thus lead to nonconvex constraints.

Very often, the distribution \(P(z)\) will be concentrated on a small subset of \(\Xi\). For instance, whenever the ego vehicle drives directly in front of the target vehicle. The probability that the target vehicle will heavily accelerate, causing a rear-end collision, will be very low. Imposing collision avoidance constraint (6) for the predicted states under this scenario, would be unreasonably conservative and would in many cases simply lead to infeasibility. To resolve this issue, we will instead aim to impose (6) probabilistically. More specifically, at any time step \(t\), our goal is to impose

\[
\mathbb{P}\{ \max_{i,j \in [n_c]} g_{ij}(z_{z+1}) \leq 0 \mid z_t \} \geq 1 - \gamma,
\]

Fig. 2: Illustration of the collision avoidance constraints.
for a given violation rate $\gamma \in [0,1)$. By definition (3), this constraint depends on the state-dependent maneuver distribution $P$.

F. Nominal optimal control problem

We are now ready to formulate the stochastic optimal control problem, which we ideally would like to solve in a receding horizon fashion to obtain an interaction-aware MPC scheme for the described task. As we will see, however, this problem cannot be solved directly. Instead, Section III is dedicated to proposing suitable approximations to the formulations, resulting in a practical control scheme.

Let $\Pi := \{\mu_k : \mathbb{R}^{n_u} \rightarrow \mathbb{R}^{n_u}, \ k \in \mathbb{N}_{[0,N-1]}\}$ denote the set of all causal $N$-step control policies.

Given an initial state $z$, combine the introduced elements to obtain the (idealized) stochastic optimal control problem

\[
\begin{align*}
\text{minimize} \quad & \mathbb{E}_{\Xi} \left\{ \sum_{k=0}^{N-1} \ell(z_k, u_k) + \ell_N(z_N) \mid \tilde{z} \right\} \\
\text{s. t.} \quad & z_0 = (z_0^0, z_0^T) = \tilde{z}, \quad \xi_k \in \Xi, \quad \forall k \in \mathbb{N}_{[0,N-1]}, \forall \xi_k \in \Xi_{[0,n_u]}, \forall u_k, z_k \in Z, \forall \xi_k, \forall \bar{\xi}_k, \forall \bar{\xi}_k - \xi_k \leq \epsilon_k, \forall \theta, \forall \bar{\theta}, \forall \bar{\theta} - \theta \leq \gamma, \quad \forall k \in \mathbb{N}_{[0,N-1]}, \forall \bar{\xi}_k \in \Xi_{[0,n_u]}, \forall \bar{\xi}_k \in \Xi_{[0,n_u-2]},
\end{align*}
\]

where the qualifier a.s. (almost surely) indicates that the constraint must hold in all realizations that occur with nonzero probability. Of course, as it is stated here, this problem is intractable due to (i) the infinite-dimensional decision variables $(\mu_k)_k$; (ii) the distribution $P$ governing the stochastic process $(\xi_k)_k$ (cf. (3)) being unknown; and (iii) the non-smooth chance constraint (7e). In the next section, we will propose an approximate formulation of (7), addressing these difficulties and resulting in an implementable control scheme.

III. INTERACTION-AWARE MPC

A. Learning the distribution

The state-dependent distribution $P$ introduced in (3) is not known in advance, and furthermore, it cannot be accurately estimated offline, as it may vary significantly between drivers. This necessitates the introduction of an online learning method.

To this end, we use a simple multinomial logistic regression scheme, where we introduce a parameterized model $\hat{P} : \mathbb{R}^{n_o} \times \mathbb{R}^{n_o \times d} \rightarrow \mathbb{R}^d$

\[
\hat{P}(z; \theta) := \left( \frac{\exp(\theta_j^T \varphi(z))}{\sum_{j=1}^{d} \exp(\theta_j^T \varphi(z))} \right)^d
\]

where $\varphi : \mathbb{R}^{n_o} \rightarrow \mathbb{R}^d : z \mapsto (\varphi_1(z))_{i=1}^d$, is a vector-valued feature function, with $\varphi_1 \equiv 1$, which accounts for the bias term, and $\theta = [\theta_1 \ldots \theta_d] \in \mathbb{R}^{n_o \times d}$ is the parameter matrix.

1) Maximum-likelihood estimation: Given a dataset $D_T := \{z_k, \xi_k\}_{k=1}^T$, the parameter $\theta$ is determined by maximizing the log-likelihood [33, §4.4]:

\[
\theta^* = \arg\min_{\theta} -\sum_{k=1}^{T} \log \hat{P}_{\xi_k}(\varphi(z_k); \theta)
\]

If $D_T$ is obtained offline from a collection of different drivers, then it may be used to obtain an initial guess for the driving parameters of a new driver. However, since $\theta$ may vary significantly from one driver to another, we additionally consider an online procedure for updating $\theta$ for the currently neighboring target vehicle.

2) Online Learning: In order to adapt the parameter with measurements obtained during operation, we use a moving horizon estimation update. At every time step $t$, we compute a new estimate

\[
\theta_t = \arg\min_{\theta} \lambda_0(\theta, \theta_{t-1}) - \sum_{k=t-L+1}^{t} \log \hat{P}_{\xi_k}(z_k; \theta),
\]

where $L \in \mathbb{N}$ is a fixed window length, $\lambda > 0$ is a fixed regularization constant and $\rho : (\theta, \theta') \mapsto \|\theta - \theta'\|^2$ penalizes large differences between $\theta$ and the previous estimate $\theta_{t-1}$.

B. Chance constraint approximation

We now move our attention to obtaining approximate reformulations of the problem (7), which can be effectively solved online within an MPC scheme.

Let us first consider the chance constraint (7e). Given a random quantity $\zeta : \Xi \rightarrow \mathbb{R}$, we may write

\[
\mathbb{P} \{ \zeta(\xi_k) > 0 \mid z_k \} = \sum_{\zeta \in \Xi} P_{\xi_k}(z_k) \mathbb{I}_{\mathbb{R}+}(\zeta(\xi_k)).
\]

The function $\mathbb{I}_{\mathbb{R}+}$ is nonconvex, and furthermore, it is discontinuous at 0, making it unsuitable for numerical optimization. To remedy this, we aim to replace it by a continuous and/or smooth approximation. A common choice for such a surrogate function is the average value-at-risk (AVaR) [34], which results in the smallest convex upper approximation of the original chance constraint. However, it may be rather conservative, in particular in the case where the number of outcomes, i.e., $|\Xi| = d$, is small, as we illustrate in Example 1. Due to the collision avoidance constraints and the nonlinear dynamics, (7a) is nonconvex irrespective of the surrogate used for $\mathbb{I}_{\mathbb{R}+}$. Obtaining a convex upper approximation is therefore of limited value. Instead, we replace the right-hand side of (11) by

\[
\sum_{\xi \in \Xi} P_{\xi}(z_k) \mathbb{I}_{\mathbb{R}+}(\zeta(\xi_k)) \leq \sum_{\xi \in \Xi} P_{\xi}(z_k) \sigma(\zeta(\xi_k))
\]

where

\[
\sigma(x) = \frac{\alpha}{1 + \exp(-\alpha(x - \bar{x}))}
\]

is the sigmoid function with parameters $\alpha > 0 \ \alpha > 0$, $\bar{x}$. The larger the $\alpha$, the more accurate the approximation (12) can be made, at the cost of larger gradients and curvature, which tend to impede convergence of numerical solvers. The parameters $\alpha$ or $\bar{x}$ can be selected such that the inequality $\sigma \geq \mathbb{I}_{\mathbb{R}+}$ (and therefore (12)) is satisfied uniformly by
solving $\sigma(0) = 1$. The remaining parameter can be freely selected, e.g., to obtain the least conservative estimate. In Section IV, we simply select $a$ and $\alpha$ as tuning parameters and select $\tau$ to satisfy (12).

We illustrate the potential benefit of using the sigmoid approximation over the popular $\text{AVaR}$ approximation using a simple example.

**Example 1 (Comparison with AVaR):** Consider a random variable $\zeta : \Omega \rightarrow \mathbb{R}$, represented by the discrete outcomes $(\zeta_i)_{i=1}^4$ (uniformly spaced between -5 and 2), with probabilities $\{P\{\zeta = \zeta_i\}\}_{i=1}^4 = [0.6, 0.3, 0.08, 0.02]$, as illustrated in Fig. 3. Suppose that our goal is to ensure $\chi(\zeta) := \{j \in \text{nod}(k+1) | \chi(j) = \zeta\}$ by $\gamma = 0.05$. It is clear from the set-up that $P\{\zeta > 0\} = 0.02$ in this case, so $\zeta$ satisfies our constraint.

The well-known *average value-at-risk* is defined as $\text{AVaR}_{\gamma}(\zeta) := \min_{t \in \mathbb{R}} t + \frac{1}{2} \mathbb{E}\{[\zeta - t]^+\}$, with minimizer $t^\ast$. Then, through the change of variables $c^\ast = -1/t^\ast$, it can be shown that the condition $\text{AVaR}_{\gamma}(\zeta) \leq 0$ is equivalent to $\mathbb{E}\{[1 + c^\ast \zeta_i]\} \leq \gamma$ [35, §6.2.4]. Thus, $\text{AVaR}$ can be interpreted as an approximation of the form (12), but with a piecewise-affine upper bound for the indicator $\text{I}_{\mathbb{R}^+}$. This is shown in Fig. 3 for this particular example of $\zeta$. The compared approximations of the violation probability are thus given as $\sum_{i=1}^4 p_i \nu(\zeta_i)$, for $\nu \in \{[1 + c^\ast \cdot]^+, \sigma\}$, resulting in $0.14$ and $0.037$, for $\text{AVaR}$ and $\sigma$, respectively. Notice that due to the large slope $c^\ast$ obtained for the $\text{AVaR}$ approximation, the value of the largest (highly unlikely) realization of $\zeta$ is heavily overweighted, resulting in an overapproximation of the constraint violation rate by a factor 7, compared to a factor 1.85 for the sigmoid approximation with $\alpha = 10, a = 1.33, \tau = -0.11$.

**C. Optimal control over scenario trees**

1) **Scenario tree notation:** Consider an arbitrary $N$-step policy $(\mu_k)_{k=0}^{N-1} \in \Pi$. Since $\Xi = \{1, \ldots, d\}$ is a finite set, all realizations of the stochastic process $(z_k, u_k)_{k=1}^N$ satisfying (4) with $u_k = \mu_k(z_k)$, and $z_0$ known can be represented on a scenario tree [36] as illustrated in Fig. 4.

A scenario tree is a tree with a unique root node (with index 0) representing the current time step. For all possible outcomes of $\xi_0$, a new node is connected to node 0. The result is a set of nodes representing the outcomes of the process at time 1. Repeating this process $N$ times results in a tree, whose nodes are partitioned into $N + 1$ time steps, or *stages*. We denote the set of all nodes at stage $k \in \mathbb{N}[0,N]$ by $\text{nod}(k)$. By extension, given $a < b \in \mathbb{N}[0,N]$, we denote $\text{nod}(a,b) = \bigcup_{k=a}^{b} \text{nod}(k)$. For a given node $i \in \text{nod}(k)$, $k \in \mathbb{N}[1,N]$, we denote its ancestor as $\text{anc} i \in \text{nod}(k-1)$. Conversely, we define the children of $i \in \text{nod}(k)$, $k \in \mathbb{N}[0,N-1]$ as $\chi(i) := \{j \in \text{nod}(k+1) | \chi(j) = i\}$. A node $i \in \text{nod}(N)$ for which $\chi(i) = \emptyset$ is called a *leaf node*. Each leaf node $i$ corresponds to a scenario $\text{scen}(i) = \{k_j \in \text{nod}(k)\}_{j=0}^\nu$ with $k_0 = 0$, $k_{\nu} = \text{anc}(i)$, which represents a single realization of the underlying stochastic process over $N$ future time steps. We denote a variable $z$ associated to a node $i \in \text{nod}(0, N)$ as $z(i)$, as illustrated in Fig. 4.

2) **Optimal control problem:** Using this structure, we can represent the $N$-step policy $(\mu_k)_{k=0}^{N-1}$ in $\Pi$ (cf. (7)) by a collection $u := (u(i))_{i \in \text{nod}(0,N-1)} \in \mathbb{R}^{n \times M}$ of finite-dimensional control vectors. Here, $M := |\text{nod}(0, N-1)|$ is the number of non-leaf nodes in the scenario tree. Accordingly, the stochastic dynamics (4) can be represented in scenario tree notation as

$$z(i) = f(z(\text{anc} i), u(\text{anc} i), \xi(i)).$$

Now we may decompose the control objective (7a) as follows. For a given parameter (estimate) $\theta$, let $\hat{P}(\cdot, \theta) = (\hat{P}_i(\cdot, \theta))_{\xi \in \Xi}$ denote our estimate of the distribution $P$, as obtained from (8)–(10). Then, for each leaf node $s \in \text{nod}(N)$, the estimated probability of its associated scenario is given as

$$\hat{P}_s(u, \theta) := \prod_{i \in \text{scen}(s)} \hat{P}_i(z(\text{anc} i), \theta),$$

where the predicted state $z(i)$ in node $i \in \text{nod}(0, N-1)$, can be expressed as a function of $u$ and the known initial state $z(0)$ using (14). (We omitted the dependence on $z(0)$ to ease notation.) Using (15), the expected cost (7a) can be expressed on the scenario tree as the function $J_N : \mathbb{R}^{n \times M} \rightarrow \mathbb{R}$

$$J_N(u, \theta) := \sum_{s \in \text{nod}(N)} \hat{P}_s(u, \theta) \left(\ell_N(z(0)) + \sum_{i \in \text{scen}(s)} \ell(z(i), u(i))\right).$$
Combining these ingredients, we obtain our reformulated optimal control problem: Given \( \bar{z} \), and \( \theta \),

\[
\begin{align*}
\text{minimize}_{u \in \mathbb{R}^{n,(b)}} & \quad J_N(u, \theta) \\
\text{s.t.} & \quad z(0) = \bar{z}, \quad (16a) \\
& \quad z(t+) = \mathcal{F}(z(t), u(t), \xi(t+)) \forall t+ \in \text{ch} t, \quad (16b) \\
& \quad \sum_{i+ \in \text{ch} t} \hat{P}_{t+}(z(t), \theta) \sigma_n \left( \mathcal{G}(z(t+)) \right) \leq \gamma, \quad (16c) \\
& \quad u^{(i)}_k \in U, \quad z^{(i)}_k \in Z, \quad (16d) \\
& \quad z(t+N) \in Z, \quad \forall t \in \text{nod } N, \quad (16e) \\
& \quad |u^{(i)}_k - u^{(i)}_l| \leq \epsilon \forall t, \quad (16f) \\
& \quad \forall t \in \text{nod}(0, N-1), \quad (16g)
\end{align*}
\]

where \( \mathcal{G}(z) := \max_{k,l \in \mathbb{N}_{[1,n]}} g_{kl}(z) \). In practice, we avoid this pointwise-maximum and further approximate (16d) using the union bound\(^1\). In particular:

(i) If node \( t \) has more than one child node, we approximate \( \sigma \left( \mathcal{G}(z^{(i+))}) \right) \) with \( \sum_{k,l \in \mathbb{N}_{[1,n]}} \sigma \left( g_{kl}(z^{(i+))}) \right) \);

(ii) If node \( t \) has only one child, i.e., \( \text{ch}(t) = \{ t+ \} \), constraint (7e) reduces to \( g_{kl}(z^{(i+))}) \leq 0 \) \( \forall k,l \in \mathbb{N}_{[1,n]} \).

This problem is a standard nonlinear problem, which can be solved with off-the-shelf numerical solvers.

3) Scenario tree approximations: It is clear that number of scenarios in the tree grows exponentially with the prediction horizon. Several techniques exist to combat this explosive growth while maintaining a sufficiently long prediction horizon for planning complex tasks. For instance, in [37], a scenario tree is dynamically built by repeatedly adding the most likely child node to any of the current leaf nodes, until a desired number of nodes is reached. However, this approach is not directly applicable in our setting, since the transition probabilities are not yet available when constructing the tree, as they depend on the future states over which we need to optimize.

Fig. 5: Different combinations of the branching horizon \( N_b \) and timescale factor \( D \) leading to an approximate scenario tree of horizon \( N \), each with the same number of scenarios.

More direct approaches (illustrated in Fig. 5) involve a combination of the following: (i) Fix a branching horizon \( N_b < N \), after which the modes are kept constant, i.e., set \( \xi_k = \xi_{k-1} \) for all \( k > N_b \) [12]; and (ii) assume that the discrete process \( \xi \) governing the branching, evolves at a slower timescale than the continuous state updates. That is, assume that \( \xi_k \sim P(z_k) \) if \( k \mod D = 0 \), otherwise, \( \xi_k = \xi_{k-1} \) [23]. In general, the most suitable choice depends on the particular application. We have found that for our use case, the resulting behavior is very similar in both cases.

\[^1\] \( \mathbb{P}\{ \bigcup_{i=1}^M E_i \} \leq \sum_{i=1}^n \mathbb{P}\{ E_i \} \) for any set of events \( \{ E_i \in \mathcal{F} \}_{i=1}^n \).

IV. NUMERICAL EXPERIMENTS

We illustrate the proposed control method on a simple lane-change scenario, using the highway-env [38] simulator.

A. Interactive Target Vehicle Behavior

Table I: Target vehicle parameters

| Symbol | Description | Value |
|--------|-------------|-------|
| \( a_{\text{conf}} \) | maximum comfort acceleration | 3 [m/s\(^2\)] |
| \( k_b \), \( k_c \) | control gain in maneuver | 0.7 [-] |
| \( N_p \) | P-IDM prediction horizon | \( U[0.1, 1] \) [s] |
| \( c_{\text{thres}} \) | Decision threshold | \( U[0, 4] \) [m] |

1) Maneuvers: For simplicity, we will assume the target vehicle only moves in the longitudinal direction. Lateral motion is handled internally by the simulator. We consider two base policies, represented by the set \( \Xi = \{ \text{brake}, \text{track} \} \). That is, we assume the (stochastic) target vehicle policy is given as \( \mu^TV(z, \xi) = \left[ \max_{a \in \mathcal{A}} \min_{\text{conf}} aTV(z, \xi) \right] \) \( 0 \) \( \uparrow \) with\(^2\)

\[
dTV(z, \xi) = \begin{cases} 
-k_0 vTV & \text{if } \xi = \text{brake} \\
-k_1 (v_{\max} - vTV) & \text{if } \xi = \text{track}
\end{cases}
\]

2) Interaction model: Following the Predictive Intelligent Driver Model (P-IDM) [39], the target vehicle will predict the ego vehicle’s trajectory with constant velocity to make decisions. If (i) \( p^F_x > p^TV \), and (ii) \( \exists k \in \mathbb{N}[0, N_p] : \| p^F_{\text{h},k} - p^TV_{\text{h},k} \| \leq c_{\text{thres}} \) the target vehicle will choose brake. Otherwise it chooses track. The prediction horizon \( N_p \) and the threshold \( c_{\text{thres}} \) may differ per individual driver. Note that this behavior can be captured quite well using the proposed probabilistic model (8).

B. Simulation Results and Analysis

We consider a straight two-lane highway. Each vehicle is modeled as a box with a length of 5 m and a width of 2 m.

1) Simulation overview: The goal of ego vehicle is to drive in the center of the right lane at the maximum velocity, i.e., the reference state in (5) is \( z^{\text{ref}} = (0, p^0_x, v^{\text{ref}}, 0, 0) \) (cf. Table II). The coordinate system is illustrated in Fig. 6. The two vehicles are initialized on two adjacent lanes with random relative distance \( p^F_{\text{x},0} - p^TV_{\text{x},0} \sim U[0, 5] \) m, \( p^0_{\text{y},0} = p^F_{\text{y},0} - p^TV_{\text{y},0} \sim U[-5, -3] \) m. Over all experiments, the ego vehicle has fixed longitudinal initial position \( p^F_{\text{x},0} = 6 \) m and the target vehicle has fixed lateral initial position \( p^TV_{\text{y},0} = 4 \) m. The initial velocities are drawn randomly as \( v^0_{\text{x},0}, v^0_{\text{y},0} \sim \)

\[^2\] See Table I for the values used to describe the target vehicle behavior.

Fig. 6: Illustration of the coordinate system.
TABLE II: MPC parameters

| Symbol  | Description           | Value       |
|---------|-----------------------|-------------|
| $T_s$   | sampling time         | 0.1 s       |
| $T_{sim}$ | simulation horizon     | 6 s         |
| $Q$     | weights for states    | diag \{1, 0.01, 16/\pi^2\} |
| $R$     | weights for input     | diag \{0.01, 16/\pi^2\} |
| $N$     | prediction horizon    | 20          |
| $r_c$   | circle radius         | 1.3 m       |
| $(\alpha, \gamma)$ | parameters in (13)     | (10, 1.2)   |
| $\gamma$ | threshold in (16d)    | 0.05        |
| $L$     | window length         | 15          |
| $\lambda$ | weight in (10)        | 0.5         |
| $[\psi_{\min}, \psi_{\max}]$ | bounds on lateral position | [-1.5, 5] m |
| $[v_{\min}, v_{\max}]$ | bounds on velocity   | [0.28, 4] m/s |
| $[\psi_{\min}, \psi_{\max}]$ | bounds on heading angle | [-5\pi/2, 5\pi/2] rad |
| $[\delta_{\min}, \delta_{\max}]$ | bounds on steering angle | [-5\pi/2, 5\pi/2] rad |
| $[\epsilon_{\phi}, \epsilon_{\psi}]$ | bounds on slew rate (16h) | [5, 10] rad |

TABLE III: Simulation results. If the ego vehicle is sufficient close to the reference, we record the relative positive of ego vehicle to the target vehicle (front / behind). Otherwise we categorize the run under ‘time-out’.

| method | collision | front | behind | time-out | mean \(Q^2\) |
|--------|-----------|-------|--------|----------|--------------|
| MLE    | 0         | 34    | 5      | 11       | 154.31 \(\pm 163.30\) |
| MLE-P  | 0         | 31    | 11     | 8        | 139.50 \(\pm 161.77\) |
| PRIOR  | 25        | 14    | 14     | 11       | 157.13 \(\pm 165.11\) |
| EMP    | 0         | 34    | 5      | 11       | 154.85 \(\pm 160.26\) |
| UNI    | 0         | 33    | 5      | 12       | 167.89 \(\pm 243.92\) |
| BRA    | 0         | 33    | 1      | 16       | 186.86 \(\pm 302.64\) |
| TRA    | 0         | 25    | 16     | 9        | 159.54 \(\pm 211.21\) |

\[ |p_y^c - p_y^{ref}| \leq 0.1 \text{ and } |\psi_e - \psi^{ref}| \leq 0.01 \]

V. CONCLUSIONS

We presented a control framework based on SMPC for lane changing problem in autonomous driving, where the interaction was accounted for by modeling the behavior of surrounding vehicles using a stochastic policy with state-dependent distribution. We present an approximate reformulation of the resulting nonlinear, chance-constrained optimal control problem and presented a simple moving horizon scheme for learning the parameters describing the driving style of an adjacent driver. Qualitative and quantitative analysis shows that learning the distribution helps to reduce conservatism of the resulting MPC controller.
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