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Abstract

Synchronization and localization are critical challenges for the coherent functioning of a wireless network, which are conventionally solved independently. Recently, various estimators have been proposed for pairwise synchronization between immobile nodes, based on time stamp exchanges via two-way communication. In this paper, we consider a network of mobile nodes for which a novel joint time-range model is presented, treating both unsynchronized clocks and the pairwise distances as a polynomial function of true time. For a set of nodes, a pairwise least squares solution is proposed for estimating the pairwise range parameters between the nodes, in addition to estimating the clock offsets and clock skews. Extending these pairwise solutions to network-wide ranging and clock synchronization, we present a central data fusion based global least squares algorithm. A unique solution is non-existent without a constraint on the cost function (e.g., clock reference node). Ergo, a constrained framework is proposed and a new Constrained Cramér Rao Bound (CCRB) is derived for the joint time-range model. In addition, various constraints are proposed and their effects on the proposed algorithms are studied. Simulations are conducted and the proposed algorithm is shown to approach the theoretical limits.
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I. INTRODUCTION

The coherent functioning of wireless networks relies heavily on time synchronization among nodes [4]. All nodes in a network are equipped with independent clock oscillators, which must be synchronized to a global reference, to facilitate accurate time stamping of data and synchronized communication of processed information. Clock oscillators in these nodes are inherently non-linear [5], however, if calibrated astutely, can be approximated as a linear function for a small measurement time period. The unknown regression coefficients of such a model will be the clock offset and clock skew for an affine clock model. Global time synchronization within the network is then achieved by estimating all clock offsets and clock skews of the nodes and compensating the respective clocks aptly. Furthermore, when nodes are arbitrarily deployed in the field, then position estimation is often equally critical as time synchronization [6]. The intermediate distances between all the nodes in the network (obtained via ranging) is one of the key inputs for almost all localization techniques e.g., Time Of Arrival (TOA), Time Difference of Arrival (TDOA) [6], Multi-Dimensional Scaling (MDS) [7]. When moreover the nodes are mobile, distance estimation using ranging is a challenge, particularly when the clocks of the nodes are unsynchronized.

In this article, we consider an anchorless network of unsynchronized mobile nodes, capable of two-way communication. All the nodes are in motion i.e., mobile during the two-way communication and hence the pairwise distances are time-varying. In addition, all the nodes are equipped with independent clocks, which are unsynchronized w.r.t. some reference time i.e., true time, during the two-way communication. Finally, by the term anchorless, we consider an autonomous and cooperative network with no external (reference) information on either time, distance or position. Hence we assume no a priori knowledge on the nodes initial positions and/or on their respective motion. Thus, our fundamental challenge is to understand the joint variation of local time at each node and time varying pairwise distances between the cluster of nodes. After obtaining the pairwise distances at discrete intervals of time, the relative positions of the nodes at respective time instances can be obtained by applying the MDS [7]. We assume the need for two-way communication between the nodes, but a full mesh network is not always necessary.

A. Framework

We focus our attention on a two-way time stamp exchange framework, which for a fixed network of immobile nodes is a well investigated topic [8], [9]. For a pair of fixed nodes capable of two-way communication with each other, the classical Two Way Ranging (TWR) model contains 2 clock offsets, 2 clock skews and the distance between the nodes, which results in an unsolvable five dimensional problem [10]. However, traditionally, one clock is assumed to be the reference clock which reduces R.T.Rajan is with Netherlands Institute for Radio Astronomy (ASTRON), Dwingeloo, The Netherlands (email: rajan@astron.nl) and TU Delft, Delft, The Netherlands
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the cardinality to 3 and given sufficient measurements, the absolute clock skew and clock offset of the second node, and its pairwise distance from the first node can be estimated. For estimating the clock errors, maximum likelihood estimates and Low Complexity Least Square (LCLS) estimates are proposed in [11] and [12] respectively. A step further, joint estimation of clock parameters and the fixed distances for the entire network of nodes is proposed in [1]. However, all these propositions are based on the two-way ranging data model [8], [13], where the node positions are fixed and thus the pairwise ranges are independent of time. When the nodes are in motion, the pairwise distances are a non-linear function of time and our proposition is to approximate this continuous function as a Taylor series, for a small measurement period. Under this context, the unknown coefficients of this monomial approximation (called range parameters) need to be estimated, which begete he pairwise distances at discrete time intervals. Furthermore, for an unsynchronized network, these range parameters are plagued with clock errors, which must be estimated and the respective clocks calibrated.

B. Application

Our motivation for this work are inaccessible mobile wireless networks, which have partial or no information of absolute coordinates and/or clock references. Such scenarios are prevalent in under-water communication [14], indoor positioning systems [15] and envisioned space based satellite networks with minimal ground segment capability. A particular project of interest is the Orbiting Low Frequency Antennas for Radio astronomy (OLFAR) [16], a Dutch funded program which aims to design and develop a detailed system concept for an interferometric array of $\geq 10$ identical, scalable and autonomous satellites in space to be used as a scientific instrument for ultra low frequency observations (0.3MHz - 30 MHz). The OLFAR cluster will be deployed far from the earth orbiting global positioning systems and hence cooperative network synchronization and localization is one of the key challenges in OLFAR, since no a priori information is available [17]. In comparison to the raw data exchange and the on board correlation in the satellites, the communication of measurements and proposed centralized algorithms have negligible impact, both in terms of communication and computational power.

C. Contributions

One of the main contributions in this paper is a novel joint time-range basis (Section II), which combines the existing affine clock model (Section II-A) with a generalized $(L - 1)$th order non-linear range model (Section II-B) for an anchorless cluster of mobile nodes. To the best of our knowledge, the two-way time stamp exchange between a pair of asynchronous nodes in motion has not been investigated before. In the presence of clock errors, the time varying distance measurements are corrupted with clock skews and clock offsets and the relation is addressed in Section II-B. The proposed joint basis is applied in a TWR framework and a Mobile Pairwise Least Squares (MPLS) solution (Section IV-A) is proposed for a pair of mobile nodes, to estimate the clock skews, offsets and the range parameters of the pairwise distance between the nodes. Furthermore, for the entire network, all the clock skews, offsets and range parameters can be estimated using the proposed Mobile Global Pairwise Least Squares (MGLS) algorithm (Section IV-A). More generally, when the order of distance approximation $L$ is unknown, iterative solutions are proposed for both the pairwise and global solutions. A unique solution is non-existent without a constraint on the cost function (e.g., clock reference node) and hence, a constrained framework is proposed. A new Constrained Cramér Rao Bound (CCRB) (Section V) is derived for the estimated clock and range parameters. In addition, instead of the classic constraint of using a single clock reference, an alternative sum constraint is proposed (Section VI) based on an averaged clock reference, which is shown to yield about a factor better performance on the clock skew and offset estimation. The performance of the proposed algorithms and choice of constraints are analyzed using simulations (VII).

Notation: The element wise matrix Hadamard product is denoted by $\odot$, $(\cdot)^{\otimes N}$ denotes element-wise matrix exponent and $\odot$ indicates the element-wise Hadamard division. The Kronecker product is indicated by $\otimes$ and the transpose operator by $(\cdot)^T$. $\mathbf{1}_N = [1, 1, \ldots, 1]^T$, $\mathbf{0}_N = [0, 0, \ldots, 0]^T \in \mathbb{R}^{N \times 1}$, are vectors of ones and zeros, respectively. $\mathbf{I}_N$ is a $N \times N$ identity matrix, $\mathbf{0}_{M,N}$ is a $M \times N$ matrix of 0, $\text{diag}(\mathbf{a})$ represents a diagonal matrix with elements of vector $\mathbf{a}$ on the diagonal and $\text{var}(\mathbf{a})$ denotes the corresponding variance.

II. Joint Time Range Basis

A. Affine time model

Consider a network of $N$ nodes equipped with independent clock oscillators which, under ideal conditions, are synchronized to the global time. However, in reality, due to various oscillator imperfections and environment conditions the clocks vary independently and are inherently non-linear. Let $t_i$ be the local time at node $i$, then its divergence from the ideal true time $t$ is to first order given by the affine clock model,

$$t_i = \omega_i t + \phi_i \leftrightarrow C_i(t_i) \triangleq t = \alpha_i t_i + \beta_i$$

where $\omega_i \in \mathbb{R}^+$ and $\phi_i \in \mathbb{R}$ are the clock skew and clock offset of node $i$ and the function $C_i(t_i)$ relates the local time $t_i$ to the true time $t \triangleq C_i(t_i)$. In actuality, the clock skew ($\omega_i$) and clock offset ($\phi_i$) are time varying, but we assume they remain constant for small measurement time period (say $\Delta T$), which is often a reasonable assumption [13]. Alternatively,
the 2nd part of (1) shows the translation from local time \( t_i \) to the global time \( t \), where \( [\alpha_i, \beta_i] \triangleq [\omega_i^{-1}, -\phi_i\omega_i^{-1}] \) are the calibration parameters needed to correct the local clock at node \( i \). The clock skew and clock offset parameters for all \( N \) nodes are given by \( \omega = [\omega_1, \omega_2, \ldots, \omega_N]^T \in \mathbb{R}^{N \times 1} \) and \( \phi = [\phi_1, \phi_2, \ldots, \phi_N]^T \in \mathbb{R}^{N \times 1} \) respectively, and similarly the clock calibration parameters of the network are \( \alpha \in \mathbb{R}^{N \times 1} \) and \( \beta \in \mathbb{R}^{N \times 1} \). The unique relation between all the clock parameters is given by

\[
\alpha \triangleq 1_N \otimes \omega \iff \omega \triangleq 1_N \otimes \alpha
\]

\[
\beta \triangleq -\phi \otimes \omega \iff \phi \triangleq -\beta \otimes \alpha
\]

Observe that for an ideal clock, \([\omega_i, \phi_i] = [1, 0]\) immediately implies \([\alpha_i, \beta_i] = [1, 0]\) and vice versa.

**B. Non-linear range model**

In addition to clock variations, the nodes are also in motion with respect to each other. Traditionally, when the nodes are fixed [6], the pairwise propagation delay \( \tau_{ij} \) between a node pair \((i, j)\) is \( \tau_{ij} = c^{-1}d_{ij} \), where \( d_{ij} \) is the fixed distance between the node pair and \( c \) is the speed of the electromagnetic wave in the medium. However, when the nodes are mobile, then the relative distances between the nodes are a non-linear function of time. For a small measurement time period \( \Delta T \), the propagation delay \( \tau_{ij}(t) \) between a node pair \((i, j)\) is then, classically a Taylor series, given by

\[
\tau_{ij}(t) \triangleq c^{-1}R_{ij}(t) \\
\approx c^{-1}(r_{ij}^{(0)} + r_{ij}^{(1)}t + r_{ij}^{(2)}t^2 + \ldots + r_{ij}^{(L-1)}t^{L-1})
\]

where \( R_{ij}(t) \) is the time varying pairwise distance between node pair \((i, j)\) and \( r_{ij} = [r_{ij}^{(0)}, r_{ij}^{(1)}, r_{ij}^{(2)}, \ldots, r_{ij}^{(L-1)}]^T \in \mathbb{R}^{L-1 \times 1} \) contains all the range coefficients of the corresponding Taylor approximation. The order of approximation and the range of these \( L \) coefficients depend on the initial position and the type of motion of the respective nodes. However, the propagation delay between the node pair is not measured at true time, instead by a local node clock, say node \( i \). Hence, substituting the equation of ideal true time \( t \) from (1), we have the propagation delay \( \tau_{ij}(t_i) \) in terms of the local time \( t_i \), i.e.,

\[
\tau_{ij}(t_i) \triangleq c^{-1}R_{ij}(C_i(t_i)) \\
\approx \gamma_{ij}^{(0)} + \gamma_{ij}^{(1)}t_i + \gamma_{ij}^{(2)}t_i^2 + \ldots + \gamma_{ij}^{(L-1)}t_i^{L-1}
\]

where

\[
C_i(t_i) = c^{-1}R_{ij}(G_i(t_i))
\]

(5)

describes the pairwise propagation delay w.r.t. the local time at \( t_i \). The coefficients \( \gamma_{ij} = [\gamma_{ij}^{(0)}, \gamma_{ij}^{(1)}, \gamma_{ij}^{(2)}, \ldots, \gamma_{ij}^{(L-1)}]^T \in \mathbb{R}^{L \times 1} \) are translated range parameters in terms of time, which incorporate the clock discrepancy of node \( i \).

For the entire network, comprising of \( \tilde{N} = \binom{N}{2} \) unique the pairwise links for \( N \) nodes, all the unique range coefficients are given by

\[
R = \begin{bmatrix} r_{12} & \cdots & r_{1N} \\ r_{21} & \cdots & r_{2N} \\ \vdots & \ddots & \vdots \\ r_{N1} & \cdots & r_{NN} \end{bmatrix} \in \mathbb{R}^{N \times L}
\]

(6)

and along similar lines, we have the translated range coefficients

\[
\Gamma = \begin{bmatrix} \gamma_{12} & \cdots & \gamma_{1N} \\ \gamma_{21} & \cdots & \gamma_{2N} \\ \vdots & \ddots & \vdots \\ \gamma_{N1} & \cdots & \gamma_{NN} \end{bmatrix} \in \mathbb{R}^{N \times L}
\]

(7)

where \( r_{ij}^{(l)} \) and \( \gamma_{ij}^{(l)} \) represent the unique \( l \)th order range coefficient for \( 0 \leq l \leq L - 1 \) of the node pair \((i, j)\) respectively.

\(^1\)Without the loss of generality, we assume line of sight communication and hence all physical layer effects such as multi-path and shadowing are beyond the scope of this work. These scenarios can be addressed using existing techniques in literature e.g., [18].
where without loss of generality, the time varying pairwise distance is expressed as a linear function of uncertainties modeled in (2), and its subsequent influence on distance (4), (12) translates to

where the distance between the nodes

which can be combined as

Furthermore, vectorizing these coefficient matrices, we have

Observe that although \( G(\cdot) \) and \( R(\cdot) \) are non-linear functions, \( C_i(t_i) \forall 1 \leq i \leq N \) is an affine translation and thus there exists a linear transformation matrix \( G \in \mathbb{R}^{NL \times NL} \) containing \([\alpha \ \beta]\) such that

The corresponding expression for \( G \) is derived in Appendix A.

C. Time range interrelation

In the following section we present a generalized TWR scenario where the joint time range basis is applied. Furthermore, an estimation process is described to obtain the the network parameters \( \theta = [\alpha, \beta, \gamma]^T \in \mathbb{R}^{M \times 1} \) where \( M = 2N + NL \), that are uniquely related to the desired unknown clock and range parameters \( \eta = [\omega, \phi, r]^T \in \mathbb{R}^{M \times 1} \) by (2) and (9) respectively. Finally the distance at discrete time intervals is obtained using (4).

III. PAIRWISE SYNCHRONIZATION AND RANGING

A. Data Model

Consider a pair of mobile nodes \((i, j)\) with \(i < j\), which are capable of two-way communication with each other as shown in Fig. 1. The two nodes communicate messages back and forth, and the time of transmission and reception are registered independently at respective nodes in respective local time coordinates. The \(k\)th time stamp recorded at node \(i\) when communicating with node \(j\) is denoted by \(T_{ij,k}\) and similarly at node \(j\) the time stamp is \(T_{ji,k}\). Note that the total measurement period in this framework is \(\Delta T = T_{ij,K} - T_{ij,1}\) seconds. The direction of the communication is indicated by \(E_{ij,k}\), where \(E_{ij,k} = +1\) for transmission from node \(i\) to node \(j\) and \(E_{ij,k} = -1\) for transmission from node \(j\) to node \(i\). In contrast to previous cases of TWR [8], [11], [12] where the transmission and reception at a node was alternating, we do not presume any specific transmission/reception sequence [1], [2]. Furthermore, the propagation delay between the nodes at each time instant \(1 \leq k \leq K\) is given by \(\tau_{ij,k} = c^{-1}d_{ij,k}\), where \(K\) is the number of time stamps recorded at each node \(^2\) and \(d_{ij,k}\) is the distance between the nodes at time instant \(k\).

Under ideal circumstances, when the nodes are completely synchronized the noise free \(k\)th communication time markers are related as

\[
T_{ji,k} = \begin{cases} 
T_{ij,k} + c^{-1}d_{ij,k} & \text{for } i \rightarrow j \\
T_{ij,k} - c^{-1}d_{ij,k} & \text{for } i \leftarrow j
\end{cases} \tag{10a}
\]

which can be combined as

\[
T_{ji,k} = T_{ij,k} + c^{-1}E_{ij,k}d_{ij,k} \quad \text{for } i \leftrightarrow j \quad \tag{10b}
\]

\[
T_{ji,k} = T_{ij,k} + c^{-1}E_{ij,k}R_{ij}(T_{ij,k}) \quad \tag{11}
\]

where the distance between the nodes \(d_{ij,k} = c\tau_{ij,k}\) at time instant \(k\) is \(R_{ij}(T_{ij,k})\) defined in (3). However, due to clock uncertainties modeled in (2), and its subsequent influence on distance (4), (12) translates to

\[
C_i(T_{ij,k}) - C_j(T_{ji,k}) + E_{ij,k}G_{ij}(T_{ij,k}) = 0 \quad \tag{13}
\]

where without loss of generality, the time varying pairwise distance is expressed as a linear function of \(t_i\) i.e., time at node \(i\).

\(^2\)For the sake of simplicity, we assume the same \(K\) for all node pairs. The presented model can be easily generalized to different \(K\) for each node pair within the network.
Furthermore, in reality due to measurement noise on the time markers, (13) is (14), where \( \{\eta_{i,k}, \eta_{j,k}\} \) are noise variables plaguing the timing measurements at respective nodes. Rearranging the terms and incorporating the approximate range model for \( \tau_{ij}(t_0) \) from (4) as a function of local time at node \( i \) we have (15), which also includes the error due to Taylor series expansion. Expanding the equation and rearranging the terms begets (16), where \( \eta_{ij,k} \) is the stochastic noise between the node pair \((i,j)\) at the \( k\)th instant.

**Remark 1**: (Mobility of the nodes during two-way communication): In Fig. 1, the curved lines symbolize the independent clock drifts in addition to the time varying distance between the nodes. In traditional TWR, for a fixed pair of nodes (i.e., \( L = 1 \)), the pairwise distance \( d_{ij,k} \) is assumed to be invariant for the total measurement period \( \Delta T = T_{ij,K} - T_{ij,1} \). However, when the nodes are mobile, the distance at each time instance \( k \) is dissimilar. Hence, instead of the classical assertion that the nodes are relatively stable over a time period \( \Delta T \) [8], [11], [12], we suppose that the nodes are relatively stable over a much smaller time period of \( \delta t = |T_{ij,k} - T_{ij,1}| \) i.e., the propagation time of the message. Furthermore, unlike previous cases [8], [11], [12] where the transmission and reception was alternating, the proposed setup imposes no pre-requisites on the sequence or number of two-way communications [11–3].

The curved lines symbolize the independent clock drifts in addition to the time varying distance between the nodes.

### B. Mobile Pairwise Least Squares (MPLS)

Extending (16) for all \( K \) communications, a generalized joint clock and \((L-1)\)th order range model for a pair of nodes is

\[
\begin{bmatrix}
\alpha_i \\
\alpha_j \\
\beta_i \\
\beta_j \\
\gamma_{ij}^{(0)} \\
\gamma_{ij}^{(1)} \\
\gamma_{ij}^{(2)} \\
\vdots \\
\gamma_{ij}^{(L-1)}
\end{bmatrix}
= \eta_{ij}
\]

where

\[
A_{ij,1} = \begin{bmatrix}
t_{ij} & -t_{ji} & 1_K & -1_K
\end{bmatrix},
\]

\[
A_{ij,2} = E_{ij}V_{ij},
\]

\[
V_{ij} = \begin{bmatrix}
t_{ij}^{\odot 0} & t_{ij}^{\odot 1} & \ldots & t_{ij}^{\odot L-1}
\end{bmatrix},
\]

contain the observation vectors

\[
t_{ij} = \begin{bmatrix}
T_{ij,1}, T_{ij,2}, \ldots, T_{ij,K}
\end{bmatrix}^T \in \mathbb{R}^{K \times 1}
\]

\[
E_{ij} = \text{diag}(E_{ij,1}, E_{ij,2}, \ldots, E_{ij,K}) \in \mathbb{R}^{K \times K}.
\]

The time markers recorded at node \( i \) and node \( j \) while communicating with each other are stored in \( t_{ij} \) and \( t_{ji} \) respectively, \( e_{ij} \) is a known vector indicating the transmission direction for each data packet and the noise vector \( \eta_{ij} \in \mathbb{R}^{K \times 1} \) is

\[
\eta_{ij} = \begin{bmatrix}
\eta_{i,j,1} & \eta_{i,j,2} & \ldots & \eta_{i,j,K}
\end{bmatrix}^T \in \mathbb{R}^{K \times 1}.
\]

Given a sufficiently large number of communications \( K \) between the two nodes, the homogeneous system (17) has a non-trivial solution spanning the null space of \([A_{ij,1} A_{ij,2}]\). The known Vandermonde matrix \( V_{ij} \) is full rank for \( K \) sufficiently large. Secondly, in \( A_{ij,1} \) the column vectors \( 1_K \) and \(-1_K \) are completely dependent and although \([t_{ij} - t_{ji}]\) is full rank, it is observed that the matrix \( A_{ij,1} \) is rank deficient by \( 2 \) and the corresponding null space is data dependent [1].

A unique solution can be obtained by assuming either one of \( \{\alpha_i, \alpha_j\} \) and either one of \( \{\beta_i, \beta_j\} \) is known and thus eliminating respective columns in \( A_{ij,1} \), which is in turn accomplished by choosing one of the two nodes as a clock reference.
More generally, we can translate the homogeneous equations into normal equations by asserting one of the two nodes as the reference node, say node $i$ with $[\alpha_i, \beta_i] = [1, 0]$. This gives

$$A_{ji}\theta_{ij} = b_{ij} + \eta_{ij}$$

(24)

where

$$A_{ji} = [-t_{ji} - 1_K, A_{ij,2}] \in \mathbb{R}^{K \times (L+2)},$$

(25)

$$\theta_{ij} = [\alpha_j \beta_j \gamma_{ij}^T]^T \in \mathbb{R}^{(L+2) \times 1},$$

(26)

$$b_{ij} = -u_{ij}.$$  

(27)

The Mobile Pairwise Least Squares (MPLS) solution is then obtained by minimizing the $l_2$ norm,

$$\hat{\theta}_{ij} = \arg\min_{\theta_{ij}} \| A_{ji}\theta_{ij} - b_{ij} \|^2_2 = (A_{ji}^TA_{ji})^{-1}A_{ji}^Tb_{ij}$$

(28)

where $\hat{\theta}_{ij} = [\hat{\alpha}_j \hat{\beta}_j \hat{\gamma}_{ij}]^T$ is an estimate of $\theta$. Following, an estimate of the desired clock and range parameters $[\hat{\omega}_j \hat{\phi}_j \hat{r}_{ij}]^T$ can then be obtained using (2) and (9). An estimate of the approximated distance $d_{ij,k}$ between the nodes at the $k$th time instant is then from (4)

$$d_{ij,k} = c\left(\gamma_{ij}^{(0)} + \gamma_{ij}^{(1)}T_{ij,k} + \gamma_{ij}^{(2)}T_{ij,k}^2 + \ldots + \gamma_{ij}^{(L)}T_{ij,k}^{L-1}\right)$$

(29)

and for all $1 \leq k \leq K$, we have

$$\hat{d}_{ij} = cV_{ij}\hat{\gamma}_{ij}$$

(30)

where $V_{ij}$ is the Vandermonde matrix (20) and $\hat{d}_{ij} = [\hat{d}_{ij,1}, \hat{d}_{ij,2}, \ldots, \hat{d}_{ij,K}]^T \in \mathbb{R}^{K \times 1}$ is the distance estimate between the node pair $(i, j)$ at all $K$ time instances.

More generally, when $L$ is unknown, solutions for increasing $L$ can be estimated using iterative MPLS (iMPLS) (based on order recursive least squares [19]), which we briefly describe in Appendix B for the sake of completeness. This order recursive least squares not only implicitly estimates the unknown $L$ by incrementing the number of columns of the Vandermonde structure $A_{ij}$ iteratively, but also implements computationally economical updates of the inverse and solutions (28).

**Remark 2:** (Feasibility of MPLS solution): The solution (28) is feasible if $A_{ji,L} \in \mathbb{R}^{K \times (L+2)}$ is a square or tall matrix i.e., the number of communications $K \geq (L+2)$. Secondly, to ensure full column rank, we require $e_{ij} \neq -1_K$ and $e_{ij} \neq +1_K$. In other words, among the $K \geq (L+2)$ data exchanges between the two nodes, there must be at least one transmission from $i$ to $j$ and $j$ to $i$ respectively.

Although the MPLS solution is motivated for a mobile network of nodes, it is readily applicable for a network of immobile nodes. In that case, for a given node pair $(i, j)$ the estimated range parameter $\hat{r}_{ij}^{(0)}$ indicates the fixed uncalibrated communication latency during the exchange of time stamps and the higher order range parameters indicate the latency fluctuations during communication.

### IV. Network Synchronization and Ranging

We now extend the pairwise model in (17) to the entire network, i.e., $N \geq 2$, and intend to find a global solution for joint ranging and synchronization. In the process, for the sake of notational simplicity we assume all nodes transmit $K$ messages, which is not mandatory. Secondly, we enforce the same approximation order on both time (first order) and distance (($L-1$)th order) for all node pairs (during the small measurement period). Thus, the proposed solution may not be accurate when the magnitude of the estimation parameters of some nodes vary eccentrically from the rest of the cluster within the approximation time period. As an illustration, Fig. 2 shows a network consisting of $N = 4$ nodes with $\tilde{N} = 6$ pairwise communication links.

#### A. Mobile Global Least Squares (MGLS)

Aggregating (17) for all pairwise links in the network, we have a linear global model of the form

$$\begin{bmatrix} A \\ T \\ H \\ V \end{bmatrix} \begin{bmatrix} \theta \\ \alpha \\ \beta \\ \gamma \end{bmatrix} = \eta$$

(31)

where $V = EV$ and $V \in \mathbb{R}^{NK \times NL}$ is a Vandermonde-like matrix given by

$$V = [1_N \otimes 1_K \ T^{(1)} \ldots \ T^{(L-1)}].$$

(32)
Let us analyze the submatrices of $A$. We find $T$ and $E$ are full column rank since they are block diagonal and subsequently, $V = EV$ is a full rank matrix. $H$ is rank deficient by 1, with a null space spanning $\{1_N\}$. The sparsely populated matrix $T$ containing the time stamp vectors is full rank. However, augmenting $T$ with the matrix $H$ further reduces the rank of $A$ by 1 and hence we require at least 2 constraints. This is expected, since a clock reference is needed to solve for unknown clock and range parameters of the network, as observed in Section III-B.

### B. Equality Constrained Least Squares

Traditionally, a simple constraint would be to choose a random node as the clock reference and thereby eliminating the rank deficiency in $A$. Following which, it is straightforward to formulate a global solution similar to (24), however in this section we will present a generic constrained least squares framework, the benefits of which will be discussed in Section VI-D.

Thus, more generally, the unknown vector $\theta \in \mathbb{R}^{M \times 1}$, where $M = 2N + NL$, can be estimated by minimizing the cost function

$$\min_{\theta} \quad \| A\theta \|^2$$

s.t. $C\theta = b$  

(35)

where $A$ is the (rank-deficient) matrix defined in (31), $C \in \mathbb{R}^{N_2 \times M}$ is a known constraint matrix and $b \in \mathbb{R}^{N_2 \times 1}$, where $N_2$ is the number of constraints. The equation $C\theta = b$ implements the feasibility conditions, enforcing $N_2 \geq 2$ linearly independent constraints on $\theta$. Assuming the constraints are selected such that $[A \ C]_0 \in \mathbb{R}^{(NK+N_2) \times L}$ is non singular and $b \neq 0_{N_2}$ [20], the solution to (35) is obtained by solving the Karush-Kuhn-Tucker (KKT) equations [21] and is given by

$$\begin{bmatrix} \hat{\theta} \\ \lambda \end{bmatrix} = \left[ 2AT \ A^T \ C^T \ 0_{N_2} \ 0_{N_2} \end{bmatrix}^{-1} \begin{bmatrix} 0 \\ b \end{bmatrix}$$

(36)

where $\lambda \in \mathbb{R}^{N_2 \times 1}$ is the Lagrange vector. A detailed discussion on the choice of the constraint matrix $C$ is presented in Section VI.

Given the estimate $\hat{\theta} = [\hat{\alpha}^T, \hat{\beta}^T, \hat{\gamma}^T]^T$, an estimate of the clock parameters $\{\hat{\omega}, \hat{\phi}\}$ is estimated using (2) and the pairwise range parameters $\hat{r}$ between the nodes using (9). Furthermore, all the unique $N$ pairwise distances between the nodes $d = [d_{12}^T, d_{13}^T, \ldots, d_{(N-1)N}^T]^T \in \mathbb{R}^{NK \times 1}$ at all $K$ time instances are given by

$$\hat{d} = \epsilon V \hat{\gamma}$$

(37)
Fig. 2: A network with $N = 4$ nodes, each capable of two-way communication. The clock skews and clock offsets of node 2, 3 and 4 are unknown and are to be estimated, in addition to all unknown range parameters.

Fig. 3: Four networks with $N = 4$ nodes each capable of two-way communication. The node shaded in black is the clock reference. The 4 networks are illustrative examples where MGLS algorithm (and thus the constrained formulation) can be applied for network wide clock synchronization, despite missing communication links and multiple clock references.

where $V$ is defined in (32). Similar to the iterative MPLS (iMPLS) solution (Appendix B), we propose an iterative equality constrained least squares algorithm (iMGLS) in Appendix C to estimate $\theta$ in the presence of unknown $L$.

Remark 3: (Extension to partially connected networks): The closed form solution (36) is for a full mesh network. More in general, if some pairwise communications links are missing then the corresponding rows in the primary matrix $A$ are dropped. Consequently, the pairwise distances between those particular nodes cannot be estimated. However, despite missing links, network wide synchronization is still feasible using the proposed algorithms if the primary matrix in (36) is full rank [1], [2]. A few feasible topologies are illustrated in Fig. 3. For global synchronization, the network must consist of at least $N - 1$ links, where every node has at least a single two-way communication link with one other node in the network.

Remark 4: (Distributed MGLS): It is worth noting that, for $N = 2$, the centralized MGLS is identical to the MPLS solution. However, the MGLS solution yields a more optimal estimate for the clock estimates (when $N > N$ i.e., $N \geq 4$) due to an increase in number of unique pairwise links, which will be discussed in (VII). Furthermore, although suboptimal, the MPLS is a distributed alternative to the centralized MGLS for estimating the clocks and range parameters. For large number of message exchanges and/or a large network of nodes i.e., $KN \gg (L + 2)$, the computational complexity of the MGLS algorithm is $O(KN^2L^2)$, which can be distributed efficiently using prevalent techniques [22].

V. CONSTRAINED CRAMÉR-RAO BOUNDS

A. Noise modeling

In reality, the time markers in (14) are plagued with measurement noise, which for simplicity is here assumed to be Gaussian [9]. Hence the noise on the nodes $\{i, j\}$ at the $k$th time instant in (15) are modeled as $\{\eta_{i,k}, \eta_{j,k}\} \sim N(0, 0.5\sigma^2)$, without loss of generality, we assume the same noise variance on both transmission and reception markers. Subsequently, the cumulative noise vector $\eta_{ij,k}$ for the pairwise link (16), after ignoring the higher order noise terms, is

$$\eta_{ij,k} = \alpha_j \eta_{j,k} - (\alpha_i + E_{ij,k}(\gamma^{(1)}_{ij} + 2\gamma^{(2)}_{ij}T_{ij,k} + \ldots))\eta_{i,k} \quad (38)$$

which is modeled as

$$\eta_{ij,k} \sim N(0, 0.5\sigma^2(\alpha_j^2 + (\alpha_i + \gamma^{(1)}_{ij} + 2\gamma^{(2)}_{ij}T_{ij,k} + \ldots)^2)). \quad (39)$$

Note that the clock skews $\omega_i$ are typically very close to 1 with errors of the order of $10^{-4}$ or so [8]. Hence, $\alpha_j^2 \approx 1 \forall j \leq N$ and such an approximation is satisfactory and is implicitly employed in various literature [1], [10]–[12], [24], [25] for conventional fixed networks. Secondly, for $c = 3 \times 10^8 m/s$ the term $(\gamma_{ij}^{(0)} + 2\gamma_{ij}^{(1)}T_{ij,k} + \ldots)$ is scaled by $c^{-1}$ (by definition of $\gamma$ in (65) and (64) and thus is negligibly small for small measurement periods. Hence, the Gaussian noise is approximated to

$$\eta_{ij,k} \sim N(0, \sigma^2) \quad (40)$$

Elsewhere, the noise on the time markers is also modeled as uniformly random variable (rising from quantization errors) or an exponential distribution [9], [23].
Remark 5: (Distance dependent noise): In reality, the pairwise noise \( \eta_{ij,k} \) is also dependent on the distance between the nodes and the physical communication medium [26], in which case the noise is correlated with both channel effects and range parameters. The presented model can be readily extended to address these scenarios, where a weighted least square solution would be appropriate in contrast to the proposed least squares solution.

**B. Lower Bounds for joint time-range estimation**

In order to verify the performance of the proposed algorithms, we derive a Constrained Cramér Rao lower Bound (CCRB) for the joint affine clock and \( L-1 \)th order range model defined in (31). The error vector \( \eta \) in (31) is Gaussian by assumption and following immediately, the Constrained Cramér Rao Bound (CCRB) on the error variance for an unbiased estimator is given by [27]

\[
\mathbb{E}\left\{ (\hat{\theta} - \theta)(\hat{\theta} - \theta)^T \right\} \geq \Sigma_\theta \cong \begin{bmatrix} \Sigma_\alpha & * & * \\ * & \Sigma_\beta & * \\ * & * & \Sigma_\gamma \end{bmatrix} = U(U^T F U)^{-1} U^T
\]

where \( \Sigma_\theta \) is the Fisher Information Matrix (FIM). Moreover, since the system parameters \( \eta = [\omega \quad \phi \quad r] \) can be uniquely derived from \( \theta \), we have the CRB on the estimates of \( \eta \) from standard error propagation formulas [19] as,

\[
\Sigma_\theta \cong \begin{bmatrix} \Sigma_\omega & * & * \\ * & \Sigma_\phi & * \\ * & * & \Sigma_\gamma \end{bmatrix} = J_{\theta \eta} \Sigma_\theta J_{\theta \eta}^T
\]

where \( \Sigma_\theta \) is given by (41) and \( J_{\theta \eta} \in \mathbb{R}^{M \times M} \) is the Jacobian of the transformation of \( \eta \) from \( \theta \) (Appendix D). Following immediately, given the lower bound on the variance of \( \gamma \) as \( \Sigma_\gamma \in \mathbb{R}^{N_L \times N_L} \), the lower bound on the variance of the distance estimate (37) is

\[
\Sigma_d = c^2 V \Sigma_\gamma V^T
\]

Remark 6: (Generalization of MGLS, CCRB): The global solutions namely, Global Least Squares (GLS) [1], Extended Global Least Squares (EGLS) [2], Extended Global Least Squares \( E^2 \)GLS [3] (and corresponding pairwise solutions \{PLS, EPLS, \( E^2 \)PLS\}) are special cases of MGLS (and MPLS) for the distance approximation of \( L = 1, 2, 3 \) respectively. In addition, the choice of range approximation order \( L \) is automatically estimated using the proposed iterative solutions (iMGLS, iMPLS). Similarly, the new CCRB (41) and the Jacobian \( J_{\theta \eta} \) (79) are also generalizations of the respective lower order models proposed in [1]–[3] for any \( L \geq 1 \).

**VI. ON THE CHOICE OF CLOCK REFERENCE**

Observe that the solution to \( \theta \) in (36) and its corresponding performance (41), (43) is not only data dependent, but also depends on the choice of constraints. The primary matrix \( A \) is rank deficient by 2 and hence, \( N_2 \geq 2 \) feasible constraints are needed on the clock parameters to ensure a unique solution in (36). In view of achieving an optimal solution, we discuss three potential constraints, namely (a) the classic constraint, (b) a nullspace constraint and (c) the sum constraint.

**A. Classic constraint**

The minimum requirement for a feasible solution is to use an arbitrary node \( i \) as a clock reference, i.e., the constraint \( \alpha_i = 1 \) and \( \beta_i = 0 \), which yields the classic constraint,

\[
C_1 = \begin{bmatrix} c_i^T \\ 0_N^T \end{bmatrix} \begin{bmatrix} 0_N^T \\ 0_{N_L}^T \end{bmatrix}, \quad b_1 = \begin{bmatrix} 1 \\ 0 \end{bmatrix}
\]

where

\[
c_i = [0_{i-1}^T, \ 1, \ 0_{N-i}^T] \in \mathbb{R}^{N \times 1}.
\]

Such a constraint is often utilized without further discussion for clock synchronization in a network of fixed nodes [8]–[10] and much of the literature on localization [25].
B. Nullspace constraint

Among the set of all feasible linearly independent constraints, the pseudo-inverse of the unconstrained FIM yields the lowest value for the total variance on all estimated parameters [28]. Let the spectral decomposition of the rank deficient FIM be

\[ \mathbf{F} = [\mathbf{V}_1 \quad \mathbf{V}_2] \begin{bmatrix} \Lambda_1 & 0 \\ 0 & \Lambda_2 \end{bmatrix} [\mathbf{V}_1 \quad \mathbf{V}_2]^T \approx \mathbf{V}_1 \Lambda_1 \mathbf{V}_1^T \]

(47)

where \( \Lambda_1 \) is a diagonal matrix containing the non-zero eigenvalues and \( \mathbf{V}_1 \) the corresponding eigenvectors. Now, let \( \mathbf{C}_2 \) be the nullspace constraint matrix such that the range of \( \mathbf{C}_2^T \) spans the null space of \( \mathbf{F} \) (i.e., in the range of \( \mathbf{V}_2 \)). Subsequently, the orthogonal basis for the null space of \( \mathbf{C}_2 \) i.e., \( \mathbf{U}_2 \) spans the range of \( \mathbf{V}_1 \), and the trace of the CCRB (41) is

\[
\text{Tr} (\Sigma_\theta) = \text{Tr} \left[ \mathbf{U}_2 (\mathbf{U}_2^T \mathbf{F} \mathbf{U}_2)^{-1} \mathbf{U}_2^T \right] \\
= \text{Tr} \left[ \mathbf{V}_1 (\mathbf{V}_1^T (\mathbf{V}_1 \Lambda_1 \mathbf{V}_1^T) \mathbf{V}_1)^{-1} \mathbf{V}_1^T \right] \\
= \text{Tr} \left[ \Lambda_1^{-1} \right] = \text{Tr} [\mathbf{F}^+] 
\]

(48)

where we use the property \( \mathbf{V}_1^T \mathbf{V}_1 = \mathbf{I} \) and exploit the cyclic nature of the trace operator. Hence, the nullspace constraint yields the pseudo-inverse of the unconstrained FIM, which is the lowest achievable total variance on all estimated parameters. This implies that any set of vectors which span the null space of the FIM form an optimal constraint for the system. However, note that while the nullspace constraint guarantees the lowest variance on \( \theta \), it offers little insight on the optimality of the independent parameters \( \alpha, \beta, \gamma \) and subsequently on the translated parameters of interest \( \omega, \phi \) and \( \mathbf{d} \). Furthermore, this constraint is data dependent and presents no physical intuition on the estimated parameters.

C. Sum constraint

In the pursuit of a data independent constraint and inspired by [29], we propose a **sum constraint**, whereby we enforce the sum of all \( \alpha_i \) to be 0 and the sum of all \( \beta_i \) to be 0, i.e., \( \sum_{i}^{N} \alpha_i = 1 \) and \( \sum_{i}^{N} \beta_i = 0 \), which begets a new constraint matrix

\[
\mathbf{C}_2 = \begin{bmatrix} 1^T_N & 0^T_N & 0^T_N & 0^T_{NL} \end{bmatrix}, \quad \mathbf{b}_2 = \begin{bmatrix} 1 \\ 0 \end{bmatrix}.
\]

(49)

The **sum constraint** proposes a virtual “average” clock, which in turn is governed by the clock errors \( \{\alpha, \beta\} \) of all the clocks in the network and thereby alleviates a single clock reference which maybe potentially unstable. In case of the classic constraint with a single clock reference, the variance of the reference clock parameters is artificially put to zero and thereby accruing its variance to all other clock parameter estimates. In comparison, the sum constraint computes the average \( \beta_i \) (and \( \alpha_i \)) for all the nodes, which leads to about a factor 2 reduction in the variance of the estimate of \( \beta_i \) (and \( \alpha_i \)) [29], and subsequent improvement on \( \omega \) and \( \phi \) due to averaging, as observed in the simulations (Section VII).

As shown in (48), any set of constraints that span the null space of the FIM yield an optimal estimate of the unknown parameter. Among the pair of proposed sum constraints on \( \alpha, \beta \), observe that the second constraint \( [0^T_N, 1^T_N, 0^T_{NL}]^T \) indeed lies in the null space of the FIM (42), since \( \mathbf{H}^T \mathbf{1}_N = 0_N \). However, a similar argument cannot be made for the constraint on \( \alpha \), i.e., \( [1^T_N, 0^T_N, 0^T_{NL}]^T \), thus the sum constraint is not yet optimal (unlike the case in [29]), although it is seen to be close to optimum in simulations.

D. Benefits of the constrained formulation

Contrary to the pairwise algorithm MPLS, which was formulated as a least square solution, the global algorithm is structured as a constrained least squares problem. Such a **generic framework** enables the user to incorporate additional a priori information into the constraint matrix \( \mathbf{C} \) and thereby obtain a lower variance on the clock and range estimates. For example, if the network has three reference nodes, say node 1, 3, and 4, which is common in joint TOA localization and synchronization [25], [30] (refer Fig. 3(d)), then by increasing the number of rows \( M_2 \) of the constraint matrix \( \mathbf{C} \), such as

\[
\hat{\mathbf{C}} = \begin{bmatrix} \mathbf{c}_1^T \\ \mathbf{c}_3^T \\ \mathbf{c}_4^T \\ \mathbf{c}_5^T \\ \mathbf{c}_6^T \\ \mathbf{c}_7^T \end{bmatrix}, \quad \mathbf{b} = \begin{bmatrix} \alpha_1 \\ \beta_1 \\ \alpha_3 \\ \beta_3 \\ \alpha_4 \\ \beta_4 \end{bmatrix}
\]

(50)

a more optimal estimate can be obtained for the unknown clock parameters of node 2. As a special case, if there are one-way communication links from the reference nodes to node 2 and the reference nodes directly communicate their true time, then Fig. 3(d) simplifies to the conventional GPS based synchronization and ranging [31]. Likewise, for \( L = 1 \), in a network with adequate known node positions, one can incorporate known pairwise distances in the constraint matrix to yield higher accuracy in overall estimates. The formulation in (35) is thus a convenient framework to incorporate various prevalent scenarios.
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The metric used to evaluate the performance of the estimators is the Root Mean Square Error (RMSE) given by \(\text{RMSE} = \sqrt{\frac{1}{N} \sum_{n=1}^{N} ||\hat{x}(n) - x||^2}\), where \(\hat{x}(n)\) is the \(n\)th estimate of the unknown vector \(x \in \mathbb{R}^{N \times 1}\) to be estimated and the number of experiments is \(N = 1000\). Furthermore, along with the RMSE plots, the square Root of the constrained Cramér Rao Bounds (RCRB) derived in Section V are also plotted for the three constraints discussed in Section VI. In case of the classic constraint, node 1 is assumed to be the reference node without loss of generality.

\[
X = \begin{bmatrix} 615 & -764 & -19 & 823 & 899 & -894 & 994 & 597 & -931 & 815 \\ -130 & 443 & 296 & -973 & -178 & -770 & -757 & 782 & 780 & -445 \end{bmatrix}
\]

\[
\dot{X} = \begin{bmatrix} -7 & -5 & -3 & -7 & -7 & 4 & -4 & 6 & 7 & 1 \\ 9 & 4 & 4 & -9 & -10 & 1 & -8 & -4 & 7 & 9 \end{bmatrix}
\]

\[
\omega = \begin{bmatrix} 1.0000 & 0.9999 & 0.9994 & 1.0005 & 1.0001 & 0.9999 & 1.0009 & 1.0000 & 0.9997 & 1.0006 \end{bmatrix}^T
\]

\[
\phi = \begin{bmatrix} 0 & 9.4215 & 6.9275 & 0.1200 & -4.4225 & 4.9323 & -5.2614 & 9.1469 & 2.4052 & 2.0052 \end{bmatrix}^T
\]

Fig. 4: **Immobile network**: Varying \(K\): RMSEs (and RCRBs) of (a) clock skew, (b) clock offset and (c) distances for varying number of communications \((K)\) between the \(N = 10\) fixed nodes for \(\sigma = 10^{-8}\) seconds

Fig. 5: **Immobile network**: Varying \(\sigma\): RMSEs (and RCRBs) of (a) clock skew, (b) clock offset and (c) distances for a cluster of fixed nodes, for varying noise \((\sigma)\) on the time measurements with \(K = 20\) number of communication

VII. SIMULATIONS

Simulations are conducted to evaluate the performance of the proposed estimators. We consider a network of \(N = 10\) mobile nodes, each capable of two-way communication with each other. The nodes transmit and receive time stamps alternately and thus the direction matrix \(E\) is (34), where \(e_{ij} = [1+1, -1]^T \otimes 10.10\). The transmission time markers \(t_{ij}\) are linearly distributed within a small measurement time interval of \(\Delta t = [-5, 5]\) seconds. All the nodes are equipped with independent clock oscillators, whose clock skews (\(\omega\)) and clock offsets (\(\phi\)) are uniform randomly distributed in the range \([1 - 10\text{ppm}, 1 + 10\text{ppm}]\) and \([-10, +10]\) seconds respectively, which are given by (53) and (54) respectively.

The metric used to evaluate the performance of the estimators is the Root Mean Square Error (RMSE) given by \(\text{RMSE}(\hat{x}, x) = \sqrt{\frac{1}{N} \sum_{n=1}^{N} ||\hat{x}(n) - x||^2}\), where \(\hat{x}(n)\) is the \(n\)th estimate of the unknown vector \(x \in \mathbb{R}^{N \times 1}\) to be estimated and the number of experiments is \(N = 1000\). Furthermore, along with the RMSE plots, the square Root of the constrained Cramér Rao Bounds (RCRB) derived in Section V are also plotted for the three constraints discussed in Section VI. In case of the classic constraint, node 1 is assumed to be the reference node without loss of generality.

\[
\begin{align*}
X &= \begin{bmatrix} 615 & -764 & -19 & 823 & 899 & -894 & 994 & 597 & -931 & 815 \\ -130 & 443 & 296 & -973 & -178 & -770 & -757 & 782 & 780 & -445 \end{bmatrix} \\
\dot{X} &= \begin{bmatrix} -7 & -5 & -3 & -7 & -7 & 4 & -4 & 6 & 7 & 1 \\ 9 & 4 & 4 & -9 & -10 & 1 & -8 & -4 & 7 & 9 \end{bmatrix} \\
\omega &= \begin{bmatrix} 1.0000 & 0.9999 & 0.9994 & 1.0005 & 1.0001 & 0.9999 & 1.0009 & 1.0000 & 0.9997 & 1.0006 \end{bmatrix}^T \\
\phi &= \begin{bmatrix} 0 & 9.4215 & 6.9275 & 0.1200 & -4.4225 & 4.9323 & -5.2614 & 9.1469 & 2.4052 & 2.0052 \end{bmatrix}^T
\end{align*}
\]
The timing error of $\tau_{ij} \triangleq c^{-1} d_{ij} = c^{-1} |x_i - x_j|_2$.

The proposed MPLS algorithm (Section III-B) for $L = 1$ is independently applied, pairwise from node 1 to every other node as in Fig. 3a to estimate all the unknown clock skews ($\omega$), clock offsets ($\phi$), and range parameters ($r$). For the entire network, the proposed MGLS (Section IV-A) algorithm (with $L = 1$) is applied to estimate both the clock parameters ($\omega$ and $\phi$) and the range parameters $r$. Note that for a fixed network $d \triangleq r \in \mathbb{R}^{N \times 1}$, where $d$ contains all $N$ unique pairwise distances within the network. Fig. 4 and Fig.5 show the RMSE plots for varying number of communications $K$, for the clock skew ($\omega$) and the clock offset ($\phi$) and pairwise distances ($d$). The RMSE of clock parameter estimates from the Low Complexity Least Squares (LCLS) solution [12] ($L = 1$) is also presented for clock skew and offset, which not surprisingly performs similar to the MPLS solution for a fixed network [11].

The MGLS estimate outperforms the MPLS estimate, which is expected, since the total number of communication channels available for the MGLS estimate is greater than that for MPLS i.e., $N > (N - 1)$ for $N \geq 2$. Furthermore, the MGLS is shown
Fig. 8: Mobile network: On the choice of $L$ for varying $K$: RMSEs (and RCRBs) of (a) clock skew, (b) clock offset and (c) distances for varying number of communications ($K$) between the $N = 10$ mobile nodes and different orders of approximation $L$.

Fig. 9: Mobile network: On the choice of $L$ for varying $\sigma$: RMSEs (and RCRBs) (a) clock skew, (b) clock offset and (c) distances, for varying noise ($\sigma$) on the time measurements with $K = 20$ and different orders of approximation $L$.

to achieve the CCRB bounds for $L = 1$ for both clock and range parameters since the least square solution is the Minimum Variance Unbiased estimate for the assumed Gaussian noise model. For the given experimental setup, with $10\text{ns} \approx 3.3\text{meters}$ noise on the time measurements, distance accuracies improve by an order for $K = 100$ two-way communications (Figure 4(c)). Secondly, the nullspace and sum constraints are shown to improve the performance of the clock parameter estimates by about a factor 2. A discussion on the lower bound of the distance parameter is presented in Appendix E. It is worth noting that, the RMSE (and RCRBs) of the clock parameters and distance for the sum constraint is nearly the same as the nullspace constraint.

**B. Mobile network**

To investigate the performance of the Least Square solutions for a cluster of mobile nodes, we consider a simple scenario where the nodes are mobile with constant independent velocities. The independent constant velocities of the $N$ nodes are given by $\mathbf{X} = [\mathbf{x}_1, \mathbf{x}_2, \ldots, \mathbf{x}_N] \in \mathbb{R}^{N \times 2}$, which similar to the initial positions, are also arbitrarily chosen as (52). Hence, the true time varying propagation delay $\tau_{ij}(t)$ w.r.t. to the clock in node $i$, between the nodes at time instant $k$, is

$$\tau_{ij,k} \triangleq c^{-1}d_{ij,k} = c^{-1}\| \mathbf{x}_{i,k} - \hat{\mathbf{x}}_{j,k} \|_2$$

(54)

where

$$\hat{\mathbf{x}}_{i,k} = \mathbf{x}_i + \mathbf{x}_i T_{ij,k} \quad \forall \; 1 \leq i \leq N.$$  

(55)

Note that, even though the nodes are in linear motion, the pairwise distance between the nodes is always non-linear (54).

In previous cases [1]–[3], fixed range parameters $\mathbf{r}_{ij} = [r_{ij}^{(0)}, r_{ij}^{(1)}, r_{ij}^{(2)}, \ldots, r_{ij}^{(L-1)}]^T \; \forall i, j \leq N$ were used for simulation.

*Note that the presented model is more general and readily applicable to any motion, as long as $\tau_{ij}(t)$ is a continuous function of time.
ensuring the linearity of the joint-time range model, which is unlike the current experimental setup where distance is inherently non-linear and the order of approximation \( L \) is unknown.

Since \( L \) is unknown, the proposed iMPLS algorithm (Appendix B) is independently applied, pairwise from node 1 to every other node as in Fig. 3a to estimate all the unknown clock skews, clock offsets and range coefficients. For the given input parameters, the iterative algorithms are observed to converge for \( L = 3 \). For the entire network the iMGLS algorithm (Appendix C) is applied to estimate the clock parameters \( [\omega \phi] \) and the distances. Observe that unlike the fixed network (with \( \bar{N} \) unique pairwise distances), the mobile scenario has \( NK \) unique pairwise distances to be estimated, i.e., \( \bar{N} \) unique pairwise distances between the nodes, at all \( K \) discrete time instances during the measurement period \( \Delta T \). As before, we investigate the performance of the proposed algorithms for all the 3 constraints, i.e., the classic constraint, nullspace constraint and the sum constraint. All the corresponding RMSEs of the clock skew, offset and distance estimates are plotted in Fig. 6 and Fig. 7 along with their respective RCRB derived in (43) and (44) for various constraints.

The proposed iMPLS algorithm outperforms the LCLS algorithm [12] for clock skew and offset estimation of a mobile network, as shown in Fig. 6. Recall that the LCLS algorithm assumes a fixed network. In addition, numerous outliers are also observed in case of LCLS, since the approximation error of the time-varying distance dominates the gaussian noise under consideration. Secondly, it is perhaps not surprising that the iMGLS solution achieves the theoretical bounds asymptotically for the clock parameters \( (\alpha, \beta) \) since the linearity of the clock model is ensured via exact parameterization. However, for the non-linear range model in conjunction with the affine clock model, given that the nodes are in independent linear motion (51, 52), the distance parameters achieving the CCRB at \( L = 3 \) confirms the validity of the joint time-range model.

In Fig. 7, where the RMSE of the proposed algorithms are compared against varying noise variance, the iMPLS shows considerable improvement over LCLS for high SNR. For lower SNR however, particularly when \( \sigma > 1 \text{ns} \approx 0.3 \) meters, the difference between the performances of iMPLS and LCLS is negligible. This is because the noise variance exceeds the magnitude of the velocities (few meters/second in the current experimental setup) and hence, the effect of higher order approximation of the time-varying distance is ineffective.

C. Effect of \( L \) on estimation error

The iterative algorithms (MPLS, iMGLS) implicitly choose the distance approximation order \( L \) which minimizes the Least Squares error. To understand the effect of choosing \( L \) on the RMSE of the clock and distance parameters, we investigate the performance of MPLS and MGLS algorithms for \( L = 1, 2, 3 \). Fig. 8 (varying \( K \)) and Fig. 9 (varying \( \sigma \)) show the RMSE and RCRB plots of the proposed algorithm for a single clock reference, i.e., the classic constraint.

For the given experimental setup, the RCRBs of the clock parameters are nearly indistinguishable for \( L = 1, 2, 3 \) (and thus overlay on the plots). However, Fig. 8(a) and 8(b) show a factor improvement in the performance of the MGLS algorithm for clock offset and skew. Furthermore, the disparity between \( L = 1 \) and the optimal \( L = 3 \) increases by an order for higher SNR scenarios as presented in Fig. 9(a) and 9(b). A significant advantage of utilizing the proper \( L \) is observed in RMSE of the distance parameter in Fig. 8(c) and 8(c). As the approximation order increases, the RCRB of the distance (dominated by the Vandermonde-like system) also increases, while the RMSE of the distance estimate steadily decreases with incrementing \( L \). An optimality is achieved at \( L = 3 \), when the RMSE of the distance estimate meets the RCRB. Similar to the performance of the clock parameters, for lower SNR the higher order approximation is redundant. Observe in Fig. 9, for \( \sigma = 10^{-7} \text{seconds} \approx 33 \) meters with \( K = 20 \), the lower bound and the errors of the distance parameter are equivalent for both \( L = 1 \) and \( L = 3 \), which is not surprising given the velocities are a few meters/second.

D. Extension to partially connected networks

The proposed MGLS algorithm caters to a full mesh network and can be extended to partial networks for clock synchronization as discussed in Remark 3. For the given mobile network of \( N = 10 \) nodes, the minimum requirement on the number of links is \( N - 1 = 9 \) (e.g., Fig. 3(b)) and for a full mesh network we have \( N = 45 \) links. We evaluate the performance of the MGLS algorithm for the synchronization in case of a partially connected network, by varying the number of connected links as 9, 15, 25, 37 and 45. The links are arbitrarily chosen such that each node has at least single two-way communication link with one other node in the network, to ensure network wide synchronization. Subsequently, the rows and columns of the corresponding non-existing links are eliminated from the primary matrix \( A \) (31). The MGLS algorithm is implemented for \( L = 3 \) with a single clock reference (i.e., classic constraint) for \( K = 10 \) and \( \sigma = 10 \text{ns} \), and the performance of the clock parameters are presented in Fig. 10, shown by blue colored markers. Not surprisingly, the RMSE of clock parameters deteriorate with the increase in missing links.

In addition, to emphasize the benefits of the constrained formulation (Section VI-D), we assume that first 3 clocks of the 10 node clocks are known in each of the partially connected networks under study. The constraint matrix is then accordingly designed (e.g., (50)) and the performance of the corresponding MGLS solution is presented in Fig. 10, shown by red colored markers. The incorporation of 2 additional reference clocks improves the performance of the clock parameters. Furthermore, observe that a partially connected network with \( N = 37 \) links and 3 reference clocks outperforms the full mesh network of \( N = 45 \) with a single clock. Such observations can be directly interpreted from the CCRB and the proposed algorithm achieves this CCRB asymptotically, catering readily to such partially connected networks with (or without) a priori information.
E. Summary

We validate the joint-time range model by simulating a two-way time stamp exchange framework for an asynchronous cluster of mobile nodes, where the pairwise distances are time varying, and the approximation order of distance $L$ is unknown. The proposed MPLS and MGLS algorithms clearly outperform the prevalent solutions when the nodes are in motion, and in particular for relatively higher SNR on the time markers. More significantly, the variance of the estimated clock parameters and distance achieve the derived CCRB asymptotically. The proposed sum constraint shows an improvement of about factor 2 in contrast to the classic constraint, and is nearly identical to the performance of the “optimal” nullspace constraint, for both mobile and immobile networks. Furthermore, the extension of the proposed algorithms to a partially connected network is simulated for various number of missing links. In addition, the benefits of the constrained framework is shown by studying the effect of multiple clocks in partially connected networks.

VIII. Conclusion

The fundamental challenge has been to jointly estimate clock discrepancies and the time varying distances between a cluster of asynchronous mobile nodes, which is addressed by proposing a novel joint time-range basis. The clock parameters are modeled up to the first order (clock skews, clock offsets) and the pairwise distances between up to a $L-1$th order monomial of true time consisting of $L$ range coefficients for each pairwise link. An elegant linear transformation decouples the clock errors from the estimated range parameters. This joint time-range basis has been applied to the proposed generalized TWR scenario and shown to be a linear system of unknown clock and range parameters. (More generally, the joint basis can be applied to other two-way communication frameworks as well.) Subsequently a global least squares solution (MGLS) is proposed, which is in turn an extension of the corresponding distributed pairwise algorithm (MPLS), to estimate all the clock parameters.
and the pairwise distances at discrete time intervals. Furthermore, when the order $L$ of range approximation is unknown, iterative solutions (iMGLS, iMPLS) are proposed to estimate the apt approximation order for the distance measurement. A novel Constrained Cramér Rao Bound is derived for the presented model and the proposed solutions meet this lower bound asymptotically, which is corroborated by the simulations.

As an alternative to the classical single clock reference constraint, novel Constrained Cramér Rao Bound is derived for the presented model and the proposed solutions meet this lower bound iteratively (iMGLS, iMPLS) are proposed to estimate the apt approximation order for the distance measurement. A feasible despite missing links, including one-way communication. More generally, it can be easily extended to sender-receiver, receiver-receiver, pairwise listening, broadcasting and other prevalent communication schemes (see [10] and references therein).

The presented solutions are suited for autonomous networks with minimal a priori knowledge, where the clock and range parameters at every time instant can be estimated using Multi-Dimensional Scaling. In practice, over longer durations, a Kalman filter [19] can be applied sequentially to track these network parameters, which yields more efficient and optimal estimates with time. The estimated range parameters are viewed merely as coefficients to fit the pairwise distances between the nodes and further investigation on their interpretation is beyond the scope of this article and will be addressed in the followup work [33] [34]. Finally, although the proposed model is targeted towards anchorless networks, it is readily applicable to anchored scenarios of time, distance and position.

**APPENDIX A**

**Range translation matrix $G$**

To find an expression for $G$, we begin by considering the classic case of a static network of immobile nodes i.e., $L = 1$. This is a special case of the dynamic range model in (3), which has been investigated extensively [1] [12] [13]. When the nodes are fixed, the propagation delay $\tau_{ij}(t) \triangleq c^{-1}R_{ij}(t) = c^{-1}r_{ij}^{(0)}$ is invariant with the true time $t$ and following immediately we have

$$r_{ij}^{(0)} \triangleq c\gamma_{ij}^{(0)} \quad (56)$$

A step further, in case of a mobile network, a first order range model is proposed in [2], where the translated range model (4) for $L = 2$ is given by

$$G_{ij}(t_i) = \gamma_{ij}^{(0)} + \gamma_{ij}^{(1)} t_i. \quad (57)$$

Substituting the equation of ideal true time from (1) in (57), the translated range coefficients in terms of $\alpha_i, \beta_j$ and $r_{ij}^{(0)}$ are

$$\gamma_{ij}^{(1)} \triangleq c^{-1} \left( \alpha_i r_{ij}^{(1)} \right) \quad (58a)$$

$$\gamma_{ij}^{(0)} \triangleq c^{-1} \left( r_{ij}^{(0)} + r_{ij}^{(1)} \beta_i \right) \quad (58b)$$

and rearranging the terms,

$$r_{ij}^{(1)} \triangleq c \left( \alpha_i^{-1} \gamma_{ij}^{(1)} \right) \quad (59a)$$

$$r_{ij}^{(0)} \triangleq c \left( \gamma_{ij}^{(0)} - \alpha_i^{-1} \beta_i \gamma_{ij}^{(1)} \right). \quad (59b)$$

Along similar lines, extending the affine range model to a second order model [3] (i.e., $L = 2$), we have

$$G_{ij}(t_i) = \gamma_{ij}^{(0)} + \gamma_{ij}^{(1)} t_i + \gamma_{ij}^{(2)} t_i^2 \quad (60)$$

where an expression for $\gamma_{ij} = [\gamma_{ij}^{(0)} \gamma_{ij}^{(1)} \gamma_{ij}^{(2)}]$ in terms of the true range parameters $r_{ij}$ and clock errors is obtained by substituting for ideal true time from (1) in (60), which yields

$$\gamma_{ij}^{(2)} \triangleq c^{-1} \left( \alpha_i^2 r_{ij}^{(2)} \right) \quad (61a)$$

$$\gamma_{ij}^{(1)} \triangleq c^{-1} \left( \alpha_i r_{ij}^{(1)} + 2\alpha_i \beta_i r_{ij}^{(2)} \right) \quad (61b)$$

$$\gamma_{ij}^{(0)} \triangleq c^{-1} \left( r_{ij}^{(0)} + \beta_i r_{ij}^{(1)} + \beta_i^2 r_{ij}^{(2)} \right) \quad (61c)$$
or alternatively
\[ r_{ij}^{(2)} = c \left( \alpha_i^{-2} \gamma_{ij}^{(2)} \right) \] (62a)
\[ r_{ij}^{(1)} = c \left( \alpha_i^{-1} \gamma_{ij}^{(1)} - 2 \alpha_i^{-2} \beta_i \gamma_{ij}^{(2)} \right) \] (62b)
\[ r_{ij}^{(0)} = c \left( \gamma_{ij}^{(0)} + \alpha_i^{-1} \beta_i \gamma_{ij}^{(1)} - \alpha_i^{-2} \beta_i^2 \gamma_{ij}^{(2)} \right) \] (62c)

More generally, for any \( L \geq 1 \), the \( l \)th order translated range coefficient \( \gamma_{ij}^{(l)} \) for the node pair \( \{i, j\} \) is by symmetry
\[ r_{ij}^{(l)} = c \sum_{l=0}^{L-1} \binom{l}{l} \alpha_i^{-l} (-\beta_i)^{l-l} \gamma_{ij}^{(l)} \quad \forall \ l = 0, 1, \ldots, L \] (63)

which for the sake of notational brevity can be written as
\[ r_{ij} = \tilde{G}_i \gamma_{ij} \iff \gamma_{ij} = \tilde{G}_i^{-1} r_{ij} \] (64)

where \( \tilde{G}_i \in \mathbb{R}^{L \times L}, \forall \ l = 0, 1, \ldots \) and \( \tilde{G}_i = \tilde{G}_i \) for the sake of notational brevity can be written as
\[ \{\tilde{G}_i\}_{l+1,i+1} = c \binom{l}{l} \alpha_i^{-l} (-\beta_i)^{l-l} \] (65)

is a triangular matrix contains the clock discrepancies of node \( i \).

For the entire network of \( \tilde{N} \) unique pairwise links, we have
\[ \tilde{r} = \tilde{G} \tilde{\gamma} \iff \tilde{\gamma} = \tilde{G}^{-1} \tilde{r} \] (66)

where \( \tilde{\gamma} = \text{vec}(\Gamma^T) = P^T \tilde{\gamma} \) and \( \tilde{r} = \text{vec}(R^T) = P^T r \), where \( P \in \mathbb{R}^{\tilde{N}L \times \tilde{N}L} \) is a permutation matrix. The transformation matrix \( \tilde{G} \in \mathbb{R}^{\tilde{N}L \times \tilde{N}L} \) is given by
\[ \tilde{G} = \text{blkdiag}(I_{N-1} \otimes \tilde{G}_1, I_{N-2} \otimes \tilde{G}_2, \ldots, I \otimes \tilde{G}_{N-1}) \] (67)

which is only dependent on the clock calibration parameters \( \{\alpha, \beta\} \) of the network. Finally, defining
\[ G = P \tilde{G} P^T \] (68)

we have
\[ r = G \gamma \iff \gamma = G^{-1} r \] (69)

which gives us a unique relation between the true range parameters and the translated range parameters, in the presence of clock errors. It is evident from (9) that the range parameters can be extracted uniquely from the modified range parameters despite clock discrepancies, provided \( G \) i.e., the clock calibration parameters \( \{\alpha, \beta\} \) are known. Furthermore, in the absence of clock errors, i.e., \( \alpha = 1_N \) and \( \beta = 0_N \), then \( G = c \tilde{G}_N \) and following immediately \( r = c \gamma \). Observe that, for a given node pair \( \{i, j\} \) although the translated parameters \( \gamma_{ij} \) are dependent on the choice of clock reference \( i \) or \( j \), the true range parameters \( r_{ij} \) remain unique to a given node pair.

**APPENDIX B**

**Iterative Mobile Pairwise Least Squares (iMPLS)**

For a given distance approximation order \( l \), the pairwise cost function (28) can be rewritten as
\[ \theta_{ij,l} = \arg \min_{\theta_{ij}} \epsilon_{ij,l} = (A_{ij}^T A_{ij,l})^{-1} A_{ij,l} b_{ij} \] (70)

where
\[ \epsilon_{ij,l} = (A_{ij,l} \theta_{ij,l} - b_{ij})^T (A_{ij,l} \theta_{ij,l} - b_{ij}) \] (71)
\[ A_{ij} = [-t_{ij} - 1_K E_{ij} V_{ij,l}] \] (72)
and \( V_{ij,l} = [t_{ij}^{\ominus 0} t_{ij}^{\ominus 1} \ldots, t_{ij}^{\ominus l-1}] \).

Similarly, for a given location \( l \), the true range parameters \( r_{ij} \) are dependent on the choice of clock reference \( i \) or \( j \), the true range parameters \( r_{ij} \) remain unique to a given node pair.

**APPENDIX C**

**Iterative Mobile Global Least Squares (iMGLS)**

Similar to the pairwise model, we propose an iterative Mobile Global Least Squares solution to dynamically estimate all the clock and range parameters for a cluster of mobile nodes, when the range order is unknown. Note that for a given \( l \), the
Algorithm 1 iterative Mobile Pairwise Least Squares (iMPLS)

Initialize:
1) For \( l = 0 \) define \( \hat{A}_{ji,l} \triangleq A_{ji,0} \) from (72)
2) Define \( \hat{A}_{ji,l} \triangleq \hat{A}_{ji,0} = (\hat{A}_{Tji,0}^T A_{ji,0})^{-1} \)
3) Estimate \( \hat{\theta}_{ji,l} \triangleq \hat{\theta}_{ji,0} \) using (70)
4) Estimate LSE \( \epsilon_{ij,l} \) \( \triangleq \epsilon_{ij,0} \) from (71)
5) Define \( m = 3 \) and \( \delta_0 = \epsilon_{ij,0}/m \)

while \( \delta_l > \delta_{ij,tol} \) do
4) Update inverse \( \hat{A}_{ij,l+1} \) using (73)
5) Estimate \( \hat{\theta}_{ij,l+1} \) from (74)
6) Update least squares error \( \epsilon_{ij,l+1} \) using (70)
7) Update \( \delta_l \leftarrow (\epsilon_{ij,l+1} - \epsilon_{ij,l})/(m + 1) \)
8) Update \( l \leftarrow l + 1, m \leftarrow m + 1, \epsilon_{ij,l} \leftarrow \epsilon_{ij,l+1} \)
end while

\[
\begin{align*}
\hat{A}_{ji,l+1} &= \begin{bmatrix}
\hat{A}_{ji,l} + \frac{\hat{A}_{ji,l}^T a_{ji,l+1}^T a_{ji,l} a_{ji,l+1}^T \hat{A}_{ji,l}}{a_{ji,l+1}^T b_{ji,l+1}} & \frac{\hat{A}_{ji,l}^T a_{ji,l+1}^T a_{ji,l}}{a_{ji,l+1}^T b_{ji,l+1}} \\
\frac{a_{ji,l}^T b_{ji,l}}{a_{ji,l+1}^T b_{ji,l+1}} & 1
\end{bmatrix}
\end{align*}
(73)
\]

\[
\begin{align*}
\hat{\theta}_{ij,l+1} &= \begin{bmatrix}
\hat{\theta}_{ij,l} - \frac{\hat{A}_{ji,l}^T a_{ji,l+1}^T a_{ji,l+1} \hat{A}_{ji,l}}{a_{ji,l+1}^T b_{ji,l+1}} & \frac{\hat{A}_{ji,l}^T a_{ji,l+1}^T}{a_{ji,l+1}^T b_{ji,l+1}} \\
\frac{a_{ji,l}^T b_{ji,l}}{a_{ji,l+1}^T b_{ji,l+1}} & 1
\end{bmatrix},
\end{align*}
(74)
\]

\[
\begin{align*}
\epsilon_{ij,l+1} &= \epsilon_{ij,l} - \frac{(a_{ji,l+1}^T b_{ji,l+1})^2}{a_{ji,l+1}^T b_{ji,l+1}}
\end{align*}
(75)
\]

where
\[
a_{ij,l+1} = e_{ij} \odot t_i^l + 1 \quad \text{and} \quad P_{ij,l} = I - A_{ji,l} \hat{A}_{ji,l} A_{ji,l}^T
\]

KKT solution (36) is

\[
\hat{\theta}_l = \arg\min_{\theta_l} \epsilon_l = B_l^{-1} b
(76)
\]

where

\[
\begin{align*}
\epsilon_l &= (B_l \theta_l - b) (B_l \theta_l - b)^T, \\
B_l &= \begin{bmatrix}
2A_l^T A_l & C_l^T \\
C_l & 0_{N_2, N_2}
\end{bmatrix},
\end{align*}
(77)
\]

\[
A_l = [T \quad H \quad EV_l], \quad V = [I_{N} \otimes I_{K} \quad T^0 \otimes \ldots \otimes T^{L-1}] \quad \text{and} \quad b = [0^T \quad b^T]^T
\]

Algorithm 2 iterative Mobile Global Least Squares (iMGLS)

Initialize:
1) For \( l = 0 \) define \( B_l \triangleq B_0 \) using (78)
2) Estimate \( \hat{\theta}_l \triangleq \hat{\theta}_0 \) using (76)
3) Estimate LSE \( \epsilon_l \triangleq \epsilon_0 \) from (77)
4) Define \( m = 2N + \hat{N} \) and \( \delta_l = \epsilon_0/m \)

while \( \delta_l > \delta_{tol} \) do
4) Estimate \( \hat{\theta}_{l+1} \) using (36)
5) Obtain least squares error \( \epsilon_{l+1} \) using (77)
6) Update \( \delta_l \leftarrow (\epsilon_{l+1} - \epsilon_l)/(m + 1) \)
7) Update \( l \leftarrow l + 1, m \leftarrow m + \hat{N}, \epsilon_l \leftarrow \epsilon_{l+1} \)
end while
The Jacobian \( J_{\theta \eta} \) in (43) is given by

\[
J_{\theta \eta} \triangleq \begin{bmatrix}
\frac{\partial \eta}{\partial \theta^T} \\
\frac{\partial \omega}{\partial \theta^T} \\
\frac{\partial \gamma}{\partial \theta^T} \\
\frac{\partial \nu}{\partial \theta^T}
\end{bmatrix} = \begin{bmatrix}
\frac{\partial \eta}{\partial \alpha^T} & \frac{\partial \eta}{\partial \eta^T} & \frac{\partial \eta}{\partial \gamma^T} \\
\frac{\partial \omega}{\partial \alpha^T} & \frac{\partial \omega}{\partial \eta^T} & \frac{\partial \omega}{\partial \gamma^T} \\
\frac{\partial \gamma}{\partial \alpha^T} & \frac{\partial \gamma}{\partial \eta^T} & \frac{\partial \gamma}{\partial \gamma^T} \\
\frac{\partial \nu}{\partial \alpha^T} & \frac{\partial \nu}{\partial \eta^T} & \frac{\partial \nu}{\partial \gamma^T}
\end{bmatrix}
\]

where \( \mathcal{A} = \text{diag}(\alpha)^{-1} \in \mathbb{R}^{N \times N} \), \( \mathcal{B} = \text{diag}(\beta) \in \mathbb{R}^{N \times N} \), \( G \) is the transformation matrix defined in (68).

The transformation derivatives \( \dot{G}^\alpha \in \mathbb{R}^{NL \times NL} \), \( \dot{G}^\beta \in \mathbb{R}^{NL \times NL} \) are (80) and (81) respectively, where \( \forall \ 1 \leq i \leq N \), \( \dot{G}^\alpha_i \in \mathbb{R}^{L \times L} \) and \( \dot{G}^\beta_i \in \mathbb{R}^{L \times L} \) are

\[
\{ \dot{G}^\alpha_i \}_{i+1,i+1} = c \left( \begin{array}{c}
i \\
i-1 \\
i-2 \\
\vdots
\end{array} \right) (-1)^i (\alpha_i^{-1})(\beta_i)^{-i} \\
\{ \dot{G}^\beta_i \}_{i+1,i+1} = \left\{ \begin{array}{ll}
\left( \begin{array}{c}
i \\
i-1 \\
i-2 \\
\vdots
\end{array} \right) (\beta_i^{-1}) (\beta_i)^{-i} & \text{if } \beta_i \neq 0 \\
\mathbf{0}_{L,L} & \text{if } \beta_i = 0
\end{array} \right.
\]

APPENDIX E

CONSTRAINED CRAMÉR-RAO BOUND ON DISTANCE

The Fisher matrix of \( \theta \) (42) is

\[
F = \begin{bmatrix}
T^T T & T^T H & T^T V \\
H^T T & H^T H & H^T V \\
V^T T & V^T H & V^T V
\end{bmatrix} = \begin{bmatrix}
F_{11} & F_{12}^T \\
F_{12} & F_{22}
\end{bmatrix}
\]

and since all the 3 constraints (discussed in Section VI) are levied on the clock parameters, the orthonormal basis for the null space of these constraints are of the form

\[
U = \begin{bmatrix}
\tilde{U} \\
I_N
\end{bmatrix}
\]

Following immediately, the CCRB on \( \theta \) is

\[
\Sigma_\theta = \sigma^2 U [U^T F U]^{-1} U^T
\]

\[
= \sigma^2 U \begin{bmatrix}
\tilde{U}^T F_{11} \tilde{U} & \tilde{U}^T F_{12}^T \\
F_{12} \tilde{U} & F_{22}
\end{bmatrix}^{-1} U^T
\]

\[
= \sigma^2 \begin{bmatrix}
* & * \\
* & S_2^{-1}
\end{bmatrix} \begin{bmatrix}
* & * \\
* & \Sigma_\gamma
\end{bmatrix}
\]

\[
(83)
\]
where $\Sigma_\gamma$ is the lower bound on $\gamma$ and the Schur complement $S_2$ is given by

$$S_2 = F_{22} - F_{12} \hat{U} \left[ \hat{U}^T F_{11} \hat{U} \right]^{-1} \hat{U}^T F_{12}$$

and subsequently, the CCRB on distance $d$ is given by

$$\Sigma_d = c^2 V \Sigma_\gamma V = c^2 \sigma^2 V S_2^{-1} V^T.$$ 

It is observed that contribution of the term $F_{12} \hat{U} \left[ \hat{U}^T F_{11} \hat{U} \right]^{-1} \hat{U}^T F_{12}$ is insignificant (in all 3 constraint cases) for all practical values of clock, distance and time measurement values under classical two-way time stamp exchange assumption. Hence, the CCRB of distance and the performance of the MGLS solution is observed to be independent of the clock constraints in the simulations.
