Coupling a generative model with a discriminative learning framework for speaker verification
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Abstract— The task of speaker verification (SV) is to decide whether an utterance is spoken by a target or an imposter speaker. In most studies of SV, a log-likelihood ratio (LLR) score is estimated based on a generative probability model on speaker features, and compared with a threshold for making a decision. However, the generative model usually focuses on individual feature distributions, does not have the discriminative feature selection ability, and is easy to be distracted by nuisance features. The SV, as a hypothesis test, could be formulated as a binary discrimination task where neural network based discriminative learning could be applied. In discriminative learning, the nuisance features could be removed with the help of label supervision. However, discriminative learning pays more attention to classification boundaries, and is prone to overfitting to a training set which may result in bad generalization on a test set. In this paper, we propose a hybrid learning framework, i.e., coupling a joint Bayesian (JB) generative model structure and parameters with a neural discriminative learning framework for SV. In the hybrid framework, a two-branch Siamese neural network with based on minimum empirical Bayes risk (EBR) is designed as an objective function in the discriminative learning framework. Moreover, a direct evaluation metric (DEM) in SV based on minimum empirical Bayes risk (EBR) is designed as an objective function in the discriminative learning framework. By initializing the two-branch neural network with the generatively learned model parameters of the JB model, we further train the model parameters with the pairwise samples as a binary discrimination task. Moreover, a direct evaluation metric (DEM) in SV based on minimum empirical Bayes risk (EBR) is designed and integrated as an objective function in the discriminative learning framework. We carried out SV experiments on Speakers in the wild (SITW) and Voxceleb. Experimental results showed that our proposed model improved the performance with a large margin compared with state of the art models for SV.

I. INTRODUCTION

Speaker verification (SV) is a technique to verify whether an acoustic speech is spoken by a target or an imposter speaker. SV is widely used in many speech application systems where speaker information is required from authentication or security perspectives [1], [2], [3]. The basic problem definition of SV is to decide whether two utterances (usually denoted as test and enrollment utterances) are generated from the same or different speakers, i.e., a hypothesis test defined as:

\[ H_S : x_i, x_j \] are spoken by the same speaker
\[ H_D : x_i, x_j \] are spoken by different speakers

where \( H_S \) and \( H_D \) are the two hypotheses as the same and different speaker spaces, respectively. \((x_i, x_j)\) is a tuple with two compared utterances indexed by \( i \) and \( j \). For making a decision, it is necessary to estimate the similarity of the two utterances, either calculated as a log likelihood ratio (LLR) or a distance metric measure, and compare it with a threshold. The conventional pipeline in constructing a SV system for doing the hypothesis test defined in Eq. (1) is composed of front-end speaker feature extraction and backend speaker classifier modeling. Front-end feature extraction tries to extract robust and discriminative features to represent speakers, and backend classifier tries to model speakers with the extracted features based on which the similarity or LLR scores could be estimated.

A. Front-end speaker feature extraction

Historically, in most state of the art frameworks, the front-end speaker feature was based on i-vector representation [3]. In i-vector extraction, speech utterances with variable durations can be converted to fixed dimension vectors with the help of Gaussian mixture models (GMM) on probability distributions of acoustic features. With the resurgence of deep learning techniques, several alternative speaker features have been proposed, e.g., d-vector [4] and X-vector [5]. These features are extracted from a well trained deep neural network with bottleneck layers or statistical pooling. In recent years, X-vector as one of the speaker embedding representations is widely used in most state of the art frameworks [5]. The advantage of X-vector representation is that the model for X-vector extraction could be efficiently trained with a large quantity of speech samples from various speakers. Moreover, in order to explore robust speaker information, data augmentation with various noise types and signal to noise ratios (SNRs) could be easily applied in model training [5]. Since the original front-end feature (e.g., either i-vector or X-vector) encodes various acoustic factors, e.g., speaker factor, channel transmission factor, recording device factor, etc., before classifier modeling, a linear discriminative analysis (LDA), or a local fisher discriminative analysis [6], [7], is usually applied for dimension reduction to eliminate non-speaker specific information.

B. Backend classifier modeling

After speaker features are obtained, how to build a speaker classifier model in backend modeling for SV is important. There are two types of modeling approaches, one is generative modeling, the other is discriminative modeling. In generative modeling, features are regarded as observations from a generation process with certain probability distribution assumptions on the generation variables. Based on the generation model,
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the hypothesis test defined in Eq. (1) is regarded as a statistical inference from the variable probability distributions. For example, probabilistic linear discriminant analysis (PLDA) modeling was originally proposed for face recognition in [8], and was later improved with many variants for biometric authentication [9]. It has been widely used in SV for building classifier or backend models [10], [11]. PLDA can be applied to model the within-speaker and between-speaker variabilities with linear subspace modeling on speaker and noise spaces in generation. However, it is difficult to determine the dimensions of subspaces, which has a large effect on the final performance. As an alternative, joint Bayesian (JB) modelling [12], [13], which is without subspace model assumptions on speaker and noise spaces, is regarded as a much more efficient model than PLDA. Besides using different modelling assumption from that used in PLDA, JB has a quick convergence speed and accuracy in model parameter estimation with expectation-maximization (EM) iterations [12], [13], [14]. The other approach in backend modeling is discriminative modeling. In the early stage, cosine distance metric as a measure of similarity between two compared speaker embedding features was widely used [3]. With proper speaker feature extractions, the performance based on cosine distance may outperform the PLDA based backend modeling [15]. However, the scores estimated based on cosine distance metric need a lot of careful post processing, for example, score normalization or imposter cohort selection. For unknown or unconstraint environments or conditions, the generative probabilistic models are much more suitable for capturing the latent variations of the acoustic environments. Since the hypothesis test defined in Eq. (1) can also be formulated as a binary classification task, a discriminative modeling approach can be applied with supervised learning algorithms. For example, support vector machines (SVM) were proposed to maximize the between class distance [16], [17], and a neural network based discriminative model was applied to directly maximize classification accuracy with labeled training data sets [18]. The first explicit discriminative training based on pairwise i-vector features was proposed as a binary classification task for SV in [19], and later the idea was further developed to connect the PLDA based scoring to kernel classifier in pairwise i-vector space [20].

In recent years, as a discriminative modeling approach, the supervised end-to-end speaker models which integrate the front-end feature extraction and backend speaker classifier modeling in a unified optimization framework also have been proposed [21], [22]. However, in SV tasks, usually many speakers are not registered in the training data, and test utterances may be recorded from different sessions and environments, so it is difficult for the supervised discriminative modeling to work well if the training and testing conditions are not matched. To deal with the unmatched conditions, several backend algorithms have been proposed [23], [24]. No matter how successful the neural network based discriminative modeling in speech and image, current state of the art pipeline for SV is still the speaker embedding feature extraction (e.g. X-vector) with a generative speaker classifier modeling.

In this study, we try to explicitly integrate both the advantages of generative and discriminative modeling approaches in a unified learning framework for SV. The idea of discriminative training with a generative model scoring is not new [19], [20], [25], [26]. The novelty of our work lies in the way of how to exactly coupling the generative model parameters in a discriminative learning framework. Besides, after coupling the generative model parameters in a discriminative learning framework, direct evaluation metrics could be designed as learning objective functions. Our contributions are summarized as follows:

1. We propose a unified neural network backend framework for SV which couples the JB based generative model parameters in a discriminative learning framework. Although hybrid generative and discriminative modelling has been studied in machine learning for fully utilizing labeled and unlabeled samples, and showed improved performance in classification tasks [27], it is difficult to integrate the generative and discriminative models in SV tasks. The main reason is that in most studies...
the generative and discriminative models adopted different modeling structures. In this study, we take the matrix structure of the generative JB model into consideration during the design of a neural network based discriminative modeling framework.

(2) We design a direct evaluation metric based learning objective function which keeps consistency of using the same evaluation metric in both training and testing. In the JB based generative model learning, usually an objective function with negative log-likelihood is minimized, while in a neural network based discriminative model learning, an objective function indicating the classification error rate is minimized. However, the objective for the hypothesis test in SV is different from any of them. In a SV task, the evaluation metric is based on weighting two types of errors (miss and false alarm) \[28, 29\]. In this study, we formulate this type of objective function in the discriminative learning framework.

(3) We analyze the effects of all components in model structure and parameterizations with detailed SV experiments, and reveal their connections to conventional distance metric learning.

The remainder of the paper is organized as follows. Section II introduces the basic theoretical considerations and the proposed hybrid model framework. Section III describes the implementation details and experiments; in particular, we make deep investigations of the effect of model parameters, the implementation details and experiments; in particular, we make deep investigations of the effect of model parameters, and their connections to other related model frameworks. Section IV further checks the effectiveness of the proposed framework on another advanced speaker feature extraction baseline. Conclusions and future work are given in Section V.

II. PROPOSED HYBRID MODEL FRAMEWORK

The generative and discriminative models can be connected with the Bayes theory. Before introducing their connections, we give a brief review of generative and discriminative models.

A. Generative and discriminative models in classification tasks

A generative model tries to capture the data generation process with a fully joint modelling of the relation between feature input and label variables as \( p(\mathbf{x}, y) \), while a discriminative model only tries to model the direct relation between input feature and output label as \( p(y|\mathbf{x}) \), where \( \mathbf{x} \) and \( y \) are feature and label variables, respectively. Although the generative model is not directly used for classification, a classification model can be deduced from the generative model as model inference based on the Bayes theory as:

\[
p(y|\mathbf{x}) = \frac{p(\mathbf{x}, y)}{p(\mathbf{x})} = \frac{p(\mathbf{x}|y)p(y)}{p(\mathbf{x})}, \tag{2}
\]

where \( p(\mathbf{x}|y) \) is the likelihood score of generating feature \( \mathbf{x} \) by given a label \( y \). In practical model parameter learning, generative model parameters usually are estimated based on expectation-maximization (EM) like algorithms while discriminative model parameters (neural network) usually are estimated based on gradient descent algorithms. In the following subsections, we show how to integrate them in a hybrid model with careful formulations.

1) Generative model based classification: Given a training data set \( \{(\mathbf{x}_i, y_i)\}_{i=1,2,...,N}, y_i \in \{1, 2, ..., K\} \) with \( \mathbf{x}_i \) and \( y_i \) as data feature and label, and \( K \) the number of classes, for a classification based on a generative model, based on Eq. (2), the classification model is:

\[
p(y = k|\mathbf{x}) = \frac{p(\mathbf{x}|y = k)p(y = k)}{\sum_{j=1}^{K} p(\mathbf{x}|y = j)p(y = j)}.
\tag{3}
\]

And Eq. (3) is further cast to:

\[
p(y = k|\mathbf{x}) = \frac{1}{1 + \sum_{j=1, j \neq k}^{K} \exp(-r_{k,j}(\mathbf{x}, \Theta_G))},
\tag{4}
\]

where

\[
r_{k,j}(\mathbf{x}, \Theta_G) = \log \frac{p(\mathbf{x}|y = k)p(y = k)}{p(\mathbf{x}|y = j)p(y = j)}.
\tag{5}
\]

is a LLR score based on class generative probability model with \( \Theta_G \) as model parameter set.

2) Discriminative model based classification: Rather than using a generative model, a neural network can be applied to directly approximate the posterior probability function \( p(y|\mathbf{x}) \). A discriminative learning tries to approximate the mapping between input feature and label with a softmax function defined as:

\[
p(y = k|\mathbf{x}) = \frac{\exp(o_k)}{\sum_{j=1}^{K} \exp(o_j)}, \tag{6}
\]

where a network mapping function \( o_j = \phi_j(\mathbf{x}, \Theta_D) \) is defined as the output corresponding to the \( j \)-th class, and \( \Theta_D \) is the neural network parameters. Eq. (6) is further cast to:

\[
p(y = k|\mathbf{x}) = \frac{1}{1 + \sum_{j=1, j \neq k}^{K} \exp(-h_{k,j}(\mathbf{x}, \Theta_D))}, \tag{7}
\]

where

\[
h_{k,j}(\mathbf{x}, \Theta_D) = \phi_k(\mathbf{x}, \Theta_D) - \phi_j(\mathbf{x}, \Theta_D).
\tag{8}
\]

Comparing Eqs. (7), (8) and (4), (5), we can see that \( h_{k,j}(\mathbf{x}, \Theta_D) \) can be connected to the \( r_{k,j}(\mathbf{x}, \Theta_G) \) with the LLR in calculation. This connection inspired us to incorporate the LLR of pairwise samples from a generative model to the neural network discriminative training for SV.

B. Connecting generative and discriminative models through Log likelihood ratio for SV

Based on the generative model, given a hypothesis \( H_S \) or \( H_D \), the joint probability of generating \((\mathbf{x}_i, \mathbf{x}_j)\) is \( p(\mathbf{x}_i, \mathbf{x}_j|H_S) \) or \( p(\mathbf{x}_i, \mathbf{x}_j|H_D) \). In making a decision, the LLR is defined as:

\[
r_{i,j} = r(\mathbf{x}_i, \mathbf{x}_j) = \log \frac{p(\mathbf{x}_i, \mathbf{x}_j|H_S)}{p(\mathbf{x}_i, \mathbf{x}_j|H_D)} \tag{9}
\]

With a given decision threshold, we can decide whether the two observation vectors are from \( H_S \) or \( H_D \) (as defined in Eq. (1)). For convenience of formulation, we define a trial as
a tuple $z_{i,j} = (x_i, x_j)$, and the two hypothesis spaces are constructed from the two data sets as:

$$S = \{z_{i,j} = (x_i, x_j) \in H_S\}$$

$$D = \{z_{i,j} = (x_i, x_j) \in H_D\}$$

We first derive the LLR score calculation based on the JB based generative model.

1) **Joint Bayesian generative model approach**: Given an observation X-vector variable $x$, it is supposed to be generated by a speaker identity variable and a random noise variable (possibly induced by different recording background noise, sessions, or transmission channels, etc.) as:

$$x = u + n$$

where $u$ is a speaker identity vector variable, $n$ represents intra-speaker variation caused by noise. For simplicity, the observation $x$ is mean subtracted, and the speaker identity and intra-speaker variation variables are supposed to be with Gaussian distributions as:

$$u \sim N(0, C_u)$$

$$n \sim N(0, C_n)$$

where $C_u$ and $C_n$ are speaker and noise covariance matrices, respectively. In verification, given a trial with $x_i$ and $x_j$ generated from Eq. (11), based on the assumption in Eq. (12), the two terms $p(x_i, x_j | H_S)$ and $p(x_i, x_j | H_D)$ defined in Eq. (9) satisfy zero-mean Gaussian with covariances as:

$$\text{cov}_S = \begin{bmatrix} C_u + C_n & C_u \\ C_u & C_u + C_n \end{bmatrix}$$

$$\text{cov}_D = \begin{bmatrix} C_u + C_n & 0 \\ 0 & C_u + C_n \end{bmatrix}$$

Based on this formulation, the LLR defined in Eq. (9) could be calculated based on:

$$r(x_i, x_j) = x_i^T A x_i + x_j^T A x_j - 2x_i^T Gx_j,$$  

where

$$A = (C_u+C_n)^{-1} - [(C_u+C_n)-C_u(C_u+C_n)^{-1} C_u]^{-1}$$

$$G = -(2C_u+C_n)^{-1} C_u n^{-1}$$

As seen from Eq. (15), the generative model parameters $\Theta_G$ in estimating LLR are only related to covariance parameters $C_u$ and $C_n$ [12, 13]. Given a training data set, the parameters could be estimated using an EM (or EM-like) learning algorithm based on:

$$\Theta^*_G = \arg \min_{\Theta_G} \sum_i \log p(X_i | \Theta_G)$$

where $\Theta_G = \{C_u, C_n\}$, $X_i$ is a collection of samples for speaker $i$.

2) **Pairwise discriminative model approach**: The binary classification task defined in Eq. (1) can be solved based on discriminative neural network modeling as formulated in Eqs. (6) and (7). In neural network modeling, the parameters are neural weights (affine transform matrices with linear or nonlinear activations). We can connect the model parameters of a generative model with the neural weights and optimize them with an objective function. As a binary classification task, given a trial with two observation X-vector variables $z_{i,j} = (x_i, x_j)$, the classification task is to estimate and compare $p(H_S | z_{i,j})$ and $p(H_D | z_{i,j})$. In the discriminative learning, the label is defined as:

$$y_{i,j} = \begin{cases} 1, & z_{i,j} \in H_S \\ 0, & z_{i,j} \in H_D \end{cases}$$

With reference to Eqs. (7) and (8), the posterior probability is estimated based on:

$$p(y_{i,j} | z_{i,j}) = \begin{cases} \frac{1}{1 + \exp(-h_{H_S} + \mu_D(z_{i,j} | \Theta_D))}, & z_{i,j} \in H_S \\ 1 - \frac{1}{1 + \exp(-h_{H_S} - h_{H_D} | z_{i,j} | \Theta_D)), & z_{i,j} \in H_D \end{cases}$$

As we have revealed from Eqs. (4), (5), and (9), we replace the $h_{H_S}, h_{H_D}$, and $H_{D}$ with a LLR score, and define a mapping as a logistic function with scaled parameters as used in [30, 31]:

$$f(r_{i,j}) \triangleq \frac{1}{1 + \exp(-a r_{i,j} + \beta)}$$

where $r_{i,j} = r(x_i, x_j)$ as defined in Eq. (2), and $a$ and $\beta$ are gain and bias factors used in the regression model. In Eq. (19), we integrated the LLR score estimated from the JB generative model in a discriminative training framework. The probability estimation in Eq. (18) is cast to:

$$\hat{y}_{i,j} \triangleq p(y_{i,j} | z_{i,j}) = \begin{cases} f(r_{i,j}); & z_{i,j} \in H_S \\ 1 - f(r_{i,j}); & z_{i,j} \in H_D \end{cases}$$

The training can be based on optimizing the binary cross entropy defined as:

$$L = - \sum_{z_{i,j} \in \{H_S \cup H_D\}} (y_{i,j} \log f(r_{i,j}) + (1 - y_{i,j}) \log(1 - f(r_{i,j})))$$

In the following subsection, we investigate the neural network architecture for the hybrid model framework.

C. Coupling generative model parameters with neural network architecture

The conventional state of the art framework for SV based on X-vector and JB model is illustrated in Fig. 2. In this figure, the LDA is applied on the X-vector for discriminative feature extraction and dimension reduction. After the LDA, a vector length normalization is used, then a JB based generative model is applied by which the LLR is estimated. In a pairwise discriminative learning framework, the LLR can be used for a binary classification task, and could be implemented with a discriminative neural network model.

We first explain the LDA which will be approximated by an affine transform as used in the neural network modeling.
For input X-vector samples and their corresponding labels \( \{(x_1, y_1), (x_2, y_2), \ldots, (x_M, y_M)\} \), where \( x_i \in \mathbb{R}^l \), and \( M \) is the number of samples, the LDA transform is:

\[
h_i = W^T x_i,
\]

where \( W \in \mathbb{R}^{l \times d} \), \( l \) and \( d \) are the dimensions of the input X-vectors and the transformed feature vectors, respectively. \( W \) is estimated as follows:

\[
W^* = \arg \max_W \text{tr}(W^T S_1 W - W^T S_w W),
\]

(23)

where \( \text{tr}(\cdot) \) denotes the matrix trace operator, \( S_w \) and \( S_1 \) are the intra-class and inter-class covariance matrices. From Eq. (22), we can see that the LDA can be implemented as a linear dense layer in neural network modeling.

We further look at the estimation of the LLR score defined in Eq. (14). In Eq. (14), A and G are negative semi-definite symmetric matrices [12], [13], and they can be decomposed as:

\[
A = -P_A P_A^T, \\
G = -P_G P_G^T
\]

(24)

The LLR score is cast to:

\[
r_{i,j} = 2g_i^T a_i - a_i^T a_i - a_j^T a_j
\]

(25)

with affine linear transforms as:

\[
a_i = P_A^T \tilde{h}_i, a_j = P_A^T \tilde{h}_j, \\
g_i = P_G^T \tilde{h}_i, g_j = P_G^T \tilde{h}_j
\]

(26)

where the input to the JB model is the length normalized output from the LDA processing as:

\[
\tilde{h}_i = \frac{h_i}{\|h_i\|}, \\
\tilde{h}_j = \frac{h_j}{\|h_j\|}
\]

(27)

The transforms in Eq. (26) could be implemented in a neural network as linear dense layers. Based on these formulations, a two-branch Siamese neural network is designed as showed in Fig. 3. In this figure, there are two sub-nets, i.e., “LDA_net” and “JB_net”. The “LDA_net” is a dense layer network with a transform \( W \) according to Eq. (22). In the “JB_net”, the JB model structure is taken into consideration as two-branch \( (P_A, P_G) \) dense layer network according to Eq. (26). In training the Siamese neural network, the “negative” and “positive” samples are constructed as we did in pairwise discriminative training for language recognition task [12]. In the generative model based backend, a length normalization block is often applied with the purpose of variable Gaussianization for the convenience of generative probability modeling [33]. In our proposed Siamese neural network backend model, the length normalization block is also used. The purpose is twofold: the first one is to exactly fit the generative model structure to the proposed discriminative neural network framework, the second one is to stabilize the neural network training by serving as a non-linear transform for dynamic range normalization of neural activations.

**D. Direct evaluation metric (DEM): learning objective function based on minimum empirical Bayes risk (EBR)**

The cross entropy defined in Eq. (21) can be applied for discriminative training in order to measure the classification error. However, the hypothesis test defined in Eq. (1) is different from a classification goal, and the final evaluation metric for SV usually adopts some different criterions. It is better to optimize model parameters directly based on the evaluation metrics. As a hypothesis test, there are two types of errors, i.e., type I and type II errors [28], [29]. The two types of errors are defined as:

Type I error (false alarm): \( z_{i,j} \in H_D, \text{LLR} \geq \theta \)

Type II error (miss): \( z_{i,j} \in H_S, \text{LLR} < \theta \),

(28)

where \( \theta \) is a decision threshold. These two types of errors are further illustrated in Fig. 4 for a SV task. In this figure, the objective for SV is to minimize the target miss \( P_{\text{miss}} \) (or false reject) and false alarm \( P_{\text{fa}} \) (or false accept) in the two hypothesis spaces \( H_S \) and \( H_D \). By selecting different decision thresholds, a detection error tradeoff (DET) graph could be obtained. In real applications, it is better to generalize the classification errors to a weighing of these two types of errors. With consideration of the prior knowledge in a measure.
of empirical Bayes risk (EBR), the evaluation metric for SV adopts a detection cost function (DCF) to measure the hardness of the decisions [28]. It is defined as a weighted loss:

$$C_{\text{det}} \triangleq P_{\text{tar}} C_{\text{miss}} P_{\text{miss}} + (1 - P_{\text{tar}}) C_{\text{fa}} P_{\text{fa}},$$  \(29\)

where \(C_{\text{miss}}\) and \(C_{\text{fa}}\) are user assigned costs for miss and false alarm detections, \(P_{\text{tar}}\) is a prior of target trials, \(P_{\text{miss}}\) and \(P_{\text{fa}}\) are miss and false alarm probabilities defined as:

$$P_{\text{fa}} = \frac{1}{N_{\text{non}}} \sum_{z_{i,j} \in H_D} u(r_{i,j} \geq \theta)$$

$$P_{\text{miss}} = \frac{1}{N_{\text{tar}}} \sum_{z_{i,j} \in H_S} u(r_{i,j} < \theta)  \quad 30\)$$

In Eq. (30), “\(N_{\text{non}}\)” and “\(N_{\text{tar}}\)” are the numbers of non-target and target trials, \(r_{i,j}\) is the LLR estimated from Eq. (25), \(\theta\) is a decision threshold, and \(u(.)\) is an indicator function for counting the number of trials with scores lower or higher than the decision threshold. In order to change the objective function to be differentiable and thus can be used in gradient based neural network learning, Eq. (30) is approximated by:

$$P_{\text{fa}} \approx \frac{1}{N_{\text{non}}} \sum_{z_{i,j} \in \{H_S \cup H_D\}} (1 - y_{i,j}) f(r_{i,j})$$

$$P_{\text{miss}} \approx \frac{1}{N_{\text{tar}}} \sum_{z_{i,j} \in \{H_S \cup H_D\}} y_{i,j} (1 - f(r_{i,j})) \quad 31\)$$

where \(f(r_{i,j})\) is a sigmoid logistic function defined the same as in Eq. (19). With regard to the cross-entropy loss defined in Eq. (21), the weighted binary cross entropy loss (WBCE) can be formulated as:

$$L_{\text{CE}} = w_y L_{\text{CE}} H_S + (1 - w_y) L_{\text{CE}} H_D, \quad 32\)$$

where \(w_y\) is the weighting coefficient (as prior of target trials \(P_{\text{tar}}\)), and the target and non-target cross entropy losses are defined as:

$$L_{\text{CE}} H_S = -\frac{1}{N_{\text{tar}}} \sum_{z_{i,j} \in H_S} y_{i,j} \log f(r_{i,j})$$

$$L_{\text{CE}} H_D = \frac{1}{N_{\text{non}}} \sum_{z_{i,j} \in H_D} (1 - y_{i,j}) \log (1 - f(r_{i,j})) \quad 33\)$$

For a further analysis, we show the loss functions defined in Eqs. (30)–(33) in Fig. 5. From this figure, we can see that the losses defined in Eqs. (31) and (33) have the same monotonic tendency in measuring the loss, and can be regarded as a soft loss of the miss and false alarm as defined in Eq. (30). In addition, from this figure, we can see that the calibrated LLR threshold \(f(\theta)\) in loss score estimation is 0.5. Based on this analysis, the definition of losses in Eq. (29) can be regarded as a generalized weighted loss from the definition of Eq. (32).

For mini-batch based gradient back-propagation (BP) learning, the gradient is still estimated based on the chain rule from composition functions. For convenience of analysis, we reformulate the LLR score defined in Eq. (14) as:

$$r_{i,j} = \hat{h}_{i}^T A \hat{h}_{j} + \hat{h}_{i}^T A \hat{h}_{j} - 2 \hat{h}_{i}^T G \hat{h}_{j} \quad 34\)$$

where \(\hat{h}_{i}\) and \(\hat{h}_{j}\) are the length normalized vectors defined in Eq. (27). Then the gradients for JBnet parameters are derived as:

$$\Delta P_A \propto \frac{\partial C_{\text{det}}}{\partial r_{i,j}} \frac{\partial f(r_{i,j})}{\partial r_{i,j}} \frac{\partial r_{i,j}}{\partial A}$$

$$\Delta P_G \propto \frac{\partial C_{\text{det}}}{\partial r_{i,j}} \frac{\partial f(r_{i,j})}{\partial r_{i,j}} \frac{\partial A}{\partial G} \quad 35\)$$

And the gradients for LDA_net parameters are derived as:

$$\Delta W \propto \frac{\partial C_{\text{det}}}{\partial f(r_{i,j})} \left( \frac{\partial f(r_{i,j})}{\partial h_i} \frac{\partial h_i}{\partial W} + \frac{\partial f(r_{i,j})}{\partial h_j} \frac{\partial h_j}{\partial W} \right) \quad 36\)$$

Following the definition function in each term, the gradients can be deduced which are used in BP based neural network learning.

III. EXPERIMENTS AND RESULTS

We carried out experiments on SV tasks where the test data sets are from Speakers in the wild (SITW) [34] and Voxceleb [35]. The speaker features and models were trained on Voxceleb (sets 1 and 2) [35]. A state of the art pipeline for constructing the SV system is adopted as shown in Fig. 2. In this figure, the “LDA”, “Length Norm”, and “JB” blocks are designed independently rather than optimized jointly. The input speaker features in our pipeline are X-vectors. The X-vectors are extracted based on a well trained neural network model which is designed for a speaker classification task [5]. As backend models, both the well-known PLDA and JB based generative models are implemented in our comparisons.

A. Speaker embedding features based on X-vectors

A speaker embedding model is trained for the X-vector extraction. The neural network architecture of the embedding model is composed of deep time delay neural network (TDNN) layers and statistical pooling layers implemented the same as introduced in [5] and used in Kaldi [30]. In training the

![Fig. 5. Loss functions defined in Eqs. (30), (31) and (33) (a) miss loss, and (b) false alarm loss](image-url)
model, the cross entropy criterion for speaker classification is used as the learning objective function. The training data set includes two data sets from Voxceleb corpus, i.e., the training set of Voxceleb1 corpus from which speakers included in the test set of the SITW are removed, and the training set of Voxceleb2. In total, there are about 7,185 speakers with 1,236,567 utterances used for training. Moreover, data augmentation is applied by adding noise, music, babble with several SNRs, and reverberation with simulated room impulse response is also applied to increase data diversity [50]. Input features for training the speaker embedding model are MFCCs with 30 Mel band bins. The MFCCs are extracted with 25 ms frame length and 10 ms frame shift. Energy based voice activity detection (VAD) is applied to remove silence background regions in speaker feature extraction. More details of feature and model architecture and training procedures were introduced in [5]. The final extracted X-vectors are with 512 dimensions.

B. Backend models

Although X-vectors extracted from the speaker embedding model are supposed to encode speaker discriminative information, they also encode other acoustic factors. In a conventional pipeline as illustrated in Fig. 2, LDA is applied before applying a generative speaker model. In this study, the 512-dimension X-vectors are transformed to 200-dimension vectors by LDA. Correspondingly, in the discriminative neural network model as showed in Fig. 3 a dense layer with 200 neurons is also applied. Moreover, in the discriminative model, two dense layers corresponding to $P_A$ and $P_G$ of the JB model are trained with “positive” and “negative” X-vector pairs (pairs from the same and different speakers). Since the discriminative neural network architecture fits well to the pipeline based on a generative model structure, the dense layer parameters could be initialized with the LDA and JB model parameters in training (according to Eqs. (22) and (26)). By this initialization, the discriminative training starts exactly from the model parameters of backend pipeline including the LDA and the generative model, and further refines the discriminability for the SV task. For comparison, the random initialization method with “he_normal” as widely used in deep neural network learning is also applied in experiments [57]. In model training, the Adam algorithm with an initial learning rate of 0.0005 [38] was used. In order to include enough “negative” and “positive” samples, the mini-batch size was set to 4096. The training X-vectors were splitted to training and validation sets with a ratio of 9 : 1. The model parameters were selected based on the best performance on the validation set.

C. Results

We first carried out SV experiments on the data sets of SITW. Two test sets are used, i.e., development and evaluation sets, and each is used as an independent test set. The evaluation metrics are equal error rate (EER) and minimum decision cost function (minDCF) (with target priors 0.01 and 0.001) [34]. The EER denotes when the type I and type II errors (as defined in Eq. (28)) are equal, and the minDCF is optimized from the DCF defined in Eq. (29) (with $C_{miss} = C_{fa} = 1$). In the optimization of the minDCF, the decision threshold for false alarm and miss error estimations is also jointly optimized. The performance results are showed in Tables I and II. In these two tables, “LDA(200)+PLDA” and “LDA(200)+JB” represent the PLDA and JB generative model based SV systems following the pipeline in Fig. 2 (the dimension for LDA is 200) (replace the block “JB” with “PLDA” for the PLDA based SV system). “Hybrid” denotes the proposed Siamese neural network backend based SV system which takes the JB model structure and parameter coupling in designing the neural model architecture following the pipeline in Fig. 3. And in the “Hybrid” SV system, two model initialization methods are tested in model training as explained in section III-B. From these two tables, we can see that the performance of the JB based generative model is comparable or slightly better than that of the PLDA based model. In the hybrid model, if model parameters (“LDA_net” and “JB_net”) are randomly initialized, the performance is worse than the original generative model based results. However, when the neural network parameters are initialized with the “LDA” and “JB” based model parameters, the performance is significantly improved. These results indicate that the discriminative training could further enhance the discriminative power of the generative model when the model parameters are initialized with the generative model based parameters. Otherwise, random initialization in the discriminative learning does not enhance the performance even when the generative model structure is taken into consideration. Following the same process, the experimental results on voxceleb1 test set are showed in Table III. From this table, we could observe the same tendency as in Tables I and II.

| Methods            | EER (%) | minDCF (0.01) | minDCF (0.001) |
|-------------------|---------|---------------|---------------|
| Hybrid (rand init)| 3.017   | 0.3172        | 0.5198        |
| Hybrid (JB init)  | 2.662   | 0.2972        | 0.4466        |

| Methods            | EER (%) | minDCF (0.01) | minDCF (0.001) |
|-------------------|---------|---------------|---------------|
| Hybrid (rand init)| 3.142   | 0.3075        | 0.4619        |
| Hybrid (JB init)  | 2.837   | 0.3011        | 0.3743        |

| Methods            | EER (%) | minDCF (0.01) | minDCF (0.001) |
|-------------------|---------|---------------|---------------|
| Hybrid (rand init)| 3.103   | 0.3226        | 0.5803        |
| Hybrid (JB init)  | 3.048   | 0.3226        | 0.5619        |

| Methods            | EER (%) | minDCF (0.01) | minDCF (0.001) |
|-------------------|---------|---------------|---------------|
| Hybrid (rand init)| 3.105   | 0.3226        | 0.5803        |
| Hybrid (JB init)  | 3.340   | 0.3778        | 0.4977        |
D. Ablation study

Many factors may contribute to the final performance in the proposed framework. In this paper, we consider two aspects which are directly related to our contributions: one is the hybrid generative and discriminative model architecture design, the other is the optimization objective function design. In the model architecture design, there are two important modeling blocks, i.e., “LDA_net” and “JB_net” as illustrated in Fig. 3. The function of the “LDA_net” is extracting low-dimension discriminative speaker representations from X-vectors, whereas the “JB_net” is applied on the extracted feature vectors for speaker modeling. They were jointly learned in a unified framework. In the optimization objective function design, although the direct evaluation metric could be regarded as a generalization from the weighted binary cross entropy function, the degree of penalty for miss and false alarm errors is different. In this subsection, we investigate their effects on SV performance one by one with ablation studies.

1) Effect of the “LDA_net” in learning: X-vectors are extracted from a TDNN based speaker embedding model which is optimized for speaker classification. After the LDA process, the speaker feature has a strong power for speaker discrimination. In the proposed hybrid model, the LDA model is further jointly optimized for the SV task. We verify the discrimination power of speaker representations on SV performance with random setting of the “JB_net” while only setting the parameters of the “LDA_net” with the following conditions (after setting, the model is not further trained any more): (a) setting the “LDA_net” with the LDA parameters (independent LDA transform), (b) setting the “LDA_net” with the jointly trained LDA parameters. The results are showed in table IV. From these results, we can see that after joint training (in setting (b)), the performance is further improved.

| LDA_net setting | EER (%) | minDCF (0.01) | minDCF (0.001) |
|-----------------|---------|---------------|----------------|
| Setting (a)     | 8.24    | 0.6054        | 0.9454         |
| Setting (b)     | 8.01    | 0.5968        | 0.9720         |

2) Effect of A and G on SV performance: As showed in Eq. (14), the two terms have different effects on the speaker verification performance. In our discriminative training which integrates the LLR of the JB model, the LLR in Eq. (14) is adapted. With different settings of A and G on Eq. (14), we could obtain:

\[
r(x_i, x_j) = \begin{cases} 
  -2x_i^T G x_j; & \text{for } A = 0 \\
  x_i^T A x_j + x_j^T A x_i; & \text{for } G = 0 \\
  (x_i - x_j)^T G (x_i - x_j); & \text{for } A = G \\
  (x_i - x_j)^T A (x_i - x_j); & \text{for } G = A
\end{cases}
\]

Based on this formulation, we could check the different effects of A and G on the SV performance. The two matrices A and G are connected to the two dense layer branches of the hybrid model with weights P_A and P_G (refer to Fig. 3). In our model, the dense layers were first initialized with the parameters from the learned JB based generative model, then the model was further trained with pairwise “negative” and “positive” samples. Only in testing stage, we use different parameter settings for experiments according to Eq. (37), and the results are showed in Tables V and VI for the dev set of SITW before and after discriminative training, respectively.

| Methods          | EER (%) | minDCF (0.01) | minDCF (0.001) |
|------------------|---------|---------------|----------------|
| A (G=0)          | 47.71   | 1.000         | 1.000          |
| G (A=0)          | 6.353   | 0.8261        | 0.9806         |
| A, G (set G to A)| 3.119   | 0.3604        | 0.5844         |
| A, G (set A to G)| 3.504   | 0.3978        | 0.6316         |

In these two tables, by comparing conditions with A = 0 or G = 0, we can see that the cross term contributes more to the SV performance, i.e., the dense layer branch with neural weight P_G contributes the most discriminative information in the SV task. Moreover, when keeping the cross term either by setting A = G or G = A, the performance is better than setting any one of them to be zero. In summary, the contribution of discriminative information from feature self-norm associated with matrix A is less while feature cross-term associated with G contributes most in the SV task.

3) Relation to distance metric learning: Distance metric learning is widely used in discriminative learning with pairwise training samples as input [39], [40]. The Mahalanobis distance metric between two vectors is defined as:

\[
d_{i,j} = d(x_i, x_j) = (x_i - x_j)^T M (x_i - x_j),
\]

where M = PP^T is a positive definite matrix. Based on this distance metric, the binary classification task for SV can be formulated as:

\[
p(y_{i,j}|x_{i,j}) = \sigma(\lambda(d_0 - d_{i,j})),
\]

where \(\sigma(x) = (1 + \exp(-x))^{-1}\) is the sigmoid logistic function, d_0 is a distance decision threshold, and \(\lambda\) is a scale parameter for probability calibration. From Eq. (39), we can see that when the Mahalanobis distance \(d(x_i, x_j) < d_0\), the probability of \(x_i\) and \(x_j\) belonging to the same speaker is high, and vice versa. With pairwise “positive” and “negative” samples, the parameters (M, d_0, and \(\lambda\)) can be learned based on a given training data set as a binary discriminative learning task. Comparing Eqs. (38) and (37), we can see that if we set \(A = G\) or \(G = A\), the LLR and Mahalanobis distance have
the same formulation form (except the difference in matrix as negative or positive definite), i.e., $d(x_i, x_j) \propto -r(x_i, x_j)$. In this sense, the distance metric based discriminative learning framework can be regarded as a special case of the hybrid discriminative framework, and the LLR defined in Eq. (9) is cast to:

$$r(x_i, x_j) = \log \frac{p(\Delta_{i,j}|H_S)}{p(\Delta_{i,j}|H_D)},$$  \hspace{1cm} (40)

where $\Delta_{i,j} = x_i - x_j$. From this definition, we can see that the distance metric based discriminative learning only considers the distribution of the pairwise sample distance space [41]. In our implementation, by merging the two dense layers of the classifier model (“JB_net” with parameters $P_A$ and $P_G$), the proposed hybrid framework is changed to be one branch framework as showed in Fig. 6. In this figure, the “MD_net” is the network dense layer for Mahalanobis distance metric with an affine transform matrix $P$, and it can be initialized with the parameters of the JB based generative model (either $P = P_A$ or $P = P_G$), or with random values (he_normal). We test this one branch model on the dev set of SITW with different settings of the “MD_net” (the “LDA_net” is initialized with the LDA transform based parameters), and show the results in Table VII. From this table, we can see that when the LDA_net and MD_net of the one branch model are initialized with the LDA and $P_A$ parameters, the performance is the best. However, no matter in what conditions, comparing results in Tables I and VII, we can see that the hybrid model framework showed the best performance which confirmed that the model structure inspired by the JB based generative model is helpful in the SV task.

4) LLR distributions for intra- and inter-speaker spaces: As defined in Eq. (9), the performance is measured based on the LLR distributions in two spaces, i.e., the intra-speaker space $H_S$ and inter-speaker space $H_D$. The separability can be visualized as the histogram distributions of pairwise distances in the two spaces. We check the histograms of the LLR on the training and test sets based on the hybrid model (refer to network pipeline in Fig. 3) with different parameter settings, and show them in Fig. 7. From this figure, we can see that with the discriminative training, the separation is further enhanced. In particular, the LLR distribution of “negative” sample pairs becomes much more compact for both training and testing data sets.

5) Effect of objective function design: Different objective function may affect the optimization process and hence may result in different performance. Although the direct evaluation metric (WBCE) defined in Eqs. (32, 33) can be regarded as a generalization of the weighted binary WBCE (defined in Eqs. (32, 33)), theoretically, the performance based on optimizing this WBCE should be better than based on optimizing the WBCE due to the measurement consistency in both training and testing. We carried out experiments to test model performance when the model was optimized with DEM and WBCE based objective functions, and show the results in Tables VIII and IX for the development and evaluation sets of SITW, respectively. In these two tables, the model parameters are initialized from the JB based generative model, and re-trained based on the two objective functions (setting prior of target trials to 0.01). From these two tables, we can confirm that the direct evaluation metric is much more suitable.
in discriminative training for the SV tasks especially in terms of minDCF.

IV. DISCUSSION

As a detection task, the performance of SV could be benefitted from many aspects. For example, effective neural network architectures for X-vector extraction [42], [43], [44], advanced data augmentation for speaker classification training in robust X-vector extraction [5], [45], borrowing the idea of better margin based objective functions from [47] for training speaker embedding models [48], [49]. Particularly, integrating attention models with the most advanced techniques for X-vector extraction shows significant improvement in SV tasks [50]. The improvement is largely due to the effective exploration of the speaker discriminative information in modeling and learning. Since our proposed discriminative learning framework in this paper is also for enhancing the discriminative power for SV, it is natural to wonder: whether the proposed hybrid backend is still effective or not when strong X-vector features are used as inputs. We carried out additional experiments by using X-vectors extracted from ECAPA-TDNN [50] as inputs to our proposed framework. The ECAPA-TDNN was trained using Voxceleb (training sets 1 and 2). Different from the X-vectors extracted in [5], the dimension of X-vectors extracted from ECAPA-TDNN is 192. Before designing the hybrid neural backend framework, we first examined the effective dimensions as used in LDA. The results are showed in Table X (as “LDA (dimension)+JB”). From this table, we can see that using full dimensions achieved the best performance. Therefore, in designing the Siamese neural network for backend modeling according to Fig. 3, the dimensions for LDA_net and JB_net were set to 192 neural nodes. All other settings were kept the same as used in experiments in Section III. The results are showed as “Hybrid (JB init)” in Table X. From these results, we can see that there is a large improvement by using the ECAPA-TDNN based X-vector extraction system, and the proposed neural network based backend still provided significant improvement on this strong baseline system. Our results were better or comparable to the best settings in [50] (EER (%)= 0.87, minDCF (0.01)=0.1066) (please note that the settings in training the X-vector model, especially the backend pipelines were different).

V. CONCLUSION AND FUTURE WORK

The current state of the art pipeline for SV is composed of two building models, i.e., a front-end model for speaker feature extraction, and a generative model based backend model for speaker verification. In this study, the X-vector as a speaker embedding feature is extracted in the front-end model which encodes strong speaker discriminative information. Based on this speaker feature, a JB based generative backend model is applied. The JB model tries to model the probability distributions of speaker features, and could predict the conditional probabilities for utterances even from unknown speakers. But as a generative model, the parameter estimation can be easily distracted with nuisance features in a high dimensional space. As an alternative, the SV task can be also regarded as a binary classification task. Correspondingly, a discriminative learning framework can be applied with “positive” and “negative” sample pairs (as from the same speaker and different speakers). Under a discriminative learning framework, discriminative features can be automatically transformed and modeled in a unified optimization framework. In this study, as our main contribution, we proposed to couple the generative model structure and parameters with the dense layers of a neural network learning framework as a hybrid model. The key point is that we reformulated the LLR estimation in the JB model to a distance metric as used in the discriminative learning framework. In particular, the linear matrices in the JB model are factorized to be the linear affine transforms as implemented in dense layers of the neural network model. And the network parameters are connected to the JB model parameters so that they could be initialized by the generatively learned parameters. Moreover, as our second contribution to the discriminative learning framework, rather than simply learning the hybrid model with a conventional binary discrimination objective function, the direct evaluation metric for hypothesis test with consideration of false alarm and miss errors was applied as an objective function in parameter optimization learning.

In this study, the JB based generative model is based on simple Gaussian probability distribution assumptions of speaker features and noise. In real applications, the probability distributions are much more complex. Although it is difficult for a generative model to fit complex shapes of probability distributions in a high dimensional space, it is relatively easy for a discriminative learning framework to approximate the complex distribution shapes. In the future, we will extend the current study for a hybrid model framework to learn more complex probability distributions in SV tasks.
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