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\textbf{ABSTRACT} Injection-based encoderless control methods are the state-of-the-art solution for estimating the rotor position around zero speed. It is known that stability is a major issue in this category of algorithms. Most of these methods become incapable of tracking the rotor position when the machine is driven into deep magnetic saturation. In recent literature, this behavior is often assumed to be a property of the electrical machine. Thus, recent research in this field has focused on the optimization of the electrical machine. The purpose of the following work is to investigate the impact of injection-based encoderless algorithms on the stability issue in deep magnetic saturation. By investigating various algorithms for a reluctance synchronous machine (RSM), it is shown for the first time that the issue results primarily from the algorithm used. One of the investigated algorithms is capable of working without load limitation, confirming the statement that the algorithm is the source of the problem. The reason for this behavior is analyzed using a novel convergence criterion for the RSM, which is derived and verified. A Finite-Element-Method (FEM)-based simulation procedure is proposed to predict the convergence region with high accuracy. This opens new practical relevant possibilities at the design stage of the system. The investigation demonstrates that a deviation between the real and estimated operating point causes the problem. This deviation results in incorrect parameters and thus leads to the instability of the injection-based model.

\textbf{INDEX TERMS} Sensorless control, encoderless control, reluctance synchronous machine, saturation, magnetic anisotropy, stability, load limitation, convergence region, observability, voltage injection.

\section{I. INTRODUCTION}

Synchronous machines are a focus of current research due to their high efficiency and robustness. Compared to induction machines, the drawback of these machines is that the rotor angle has to be known for efficient control. This additional requirement results in increased costs for the encoder technology, additional space to mount the sensor, and less reliability due to potential encoder failure. However, this issue can be overcome by applying encoderless control methods. Encoderless control, also called sensorless control, was initially based on electromotive force (EMF) methods e.g. \cite{1}, \cite{2}. EMF-based methods use the information included in the induced voltage in order to demodulate the rotor angle and rotor speed. However, these methods have a physical limitation caused by the disappearance of the induced voltage near to zero speed. Therefore, injection-based encoderless control methods were developed e.g. \cite{3}, \cite{4}. Injection-based methods use the position-dependent differential inductance to demodulate the rotor position. This is commonly implemented by injecting high-frequency voltages and measuring the anisotropy-modulated current derivatives.

Since the first use of these injection-based methods, there have been three major problems preventing their widespread use in industry. The first problem is the additional acoustic noise due to the voltage injection. However, this problem has been overcome as shown in \cite{5}–\cite{8}. The accuracy of the methods, when compared to that of a high-resolution resolver,
TABLE 1. Basic nomenclature and notations.

| Symbol  | Description                                      |
|---------|--------------------------------------------------|
| $X, x$  | scalar                                           |
| $x$     | vector                                           |
| $X$     | matrix                                           |

**Dimensions**

Symbol | Description
--- | ---
$s$ | quantity in two-phase stator fixed coordinates
$r$ | quantity in rotor fixed coordinates
$a$ | quantity in anisotropy fixed coordinates
$-1$ | inverse matrix, reversed function, or reciprocal
$\top$ | transposed matrix or vector
$*$ | reference value

**Superscript**

Symbol | Description
--- | ---
$el$ | quantity in electrical units
$m$ | quantity in mechanical units
$n$ | nominal value
$s$ | stator related quantity or sampling in case of a time
$A$ | parameter related to the magnetic anisotropy
$d, q$ | abscissa and ordinate in rotor coordinates

**Subscripts**

Symbol | Description
--- | ---
$L$ | differential inductance
$\hat{L}$ | estimated parameter which might contain an error

**Accents**

Symbol | Description
--- | ---
$\hat{o}$ | transformation $\alpha/\beta \rightarrow d/q$ transformation
$C$ | Clarke transformation
$J$ | counterclockwise rotation of $90^\circ$ ($P(-90^\circ)$)

**Matrices**

Symbol | Description
--- | ---
$I_i$ | unity matrix ($I_i \in \mathbb{R}^3$)
$P(x)$ | $\alpha/\beta \rightarrow d/q$ transformation
$C$ | Clarke transformation
$J$ | counterclockwise rotation of $90^\circ$ ($P(-90^\circ)$)

**Physical quantities**

Symbol | Description
--- | ---
$t, T, f$ | time, time period, and frequency
$\tau$ | time constant
$u, i$ | voltage and current
$\psi$ | flux linkage
$R, L, Y$ | resistance, inductance and admittance
$\theta, \omega, p$ | angle, angular frequency and number of pole pairs
$M, n$ | torque and speed
$\Gamma$ | stability factor

is the second problem and has yet to be resolved. However, the achievable accuracy is sufficient for most applications. The third problem is the overload capability and the impact of strong harmonic anisotropies. Approaches for compensating the impact of harmonic anisotropies were proposed in [9], [10]. The overload capability problem is yet to be described satisfactorily. The schemes tend to become inaccurate and unstable if the machine is operated in deep magnetic saturation. This excludes the use of this method for many applications, e.g., in the automotive sector. Thus, recent research in the area of encoderless control focuses on the overload problem, which is often also denoted in conjunction with the terminologies convergence region, stability, and overload limit.

The authors of [11] investigated the observability of the induction machine and the synchronous machine for encoderless control, by applying the conventional theory of observability. Their criterion guarantees observability when an EMF-based method is used and without taking parameter deviations into account. However, parameter deviations are not to be neglected when using an injection-based encoderless algorithm as shown in [16]. The authors of [12]–[15] also state that the loss in observability is the cause of the problem. However, some of the limits defined in the papers regarding observability can be overcome by considering saturation effects due to estimation errors. The authors of [16] firstly showed that stability and observability have to be considered separately and introduced three criteria for stable operation. The authors of [16] stated that observability is not sufficient for a stable operation of injection-based encoderless algorithms. The authors considered estimation errors to be the cause of the instability. The criteria presented in the paper are assumed to be identical for the different injection-based algorithms. Thus, stability is determined by the properties of the electrical machine in the opinion of [16]. The authors of [17]–[21] attempted to modify existing and developed new models to increase the convergence region. In [22] it is also shown that temperature can influence the stability behavior as well. Based on the widespread assumption that the overload capability is determined by the machine [16], [23], several approaches have been proposed to optimize the machine to improve its stability properties [12], [13], [24]–[26].

However, the following open questions regarding the overload capability problem are still to be answered:

- **Existing convergence criteria developed to predict the convergence region are not reliable for the prediction of the convergence region of different injection-based models. Existing criteria are derived based on an underlying algorithm, which leads to the problem that the derived criterion can only be valid for the injection-based model assumed in the derivation.**
- **There is no comparison between different existing injection-based methods regarding the overload capability problem. Furthermore, the stability issues are often assumed (but not proofed) to be solely a property of the machine.**
- **An FEM-based simulation procedure for the prediction of the convergence region, that can be applied to different injection-based algorithms. Such a procedure could be used to verify early in the design stage of the machine, whether the indented combination...**
of machine and algorithm can achieve the desired torque.
- There is no generally confirmed scientific statement about how to solve the problem. Nevertheless, this is important to develop improved models in the future, that can overcome the overload capability problem.

Following on from the above, the novelty of this paper is the investigation of the impact of the injection-based algorithms on the issue of stability in deep magnetic saturation. The aim is to answer the open questions stated above. Firstly, five different algorithms are investigated by an empirical test regarding their overload capability. Then, from the results of the empirical test, a new stability criterion for the RSM is derived. The experimental verifications of the criterion confirm that it can predict the overload limit of several algorithms. Finally, an FEM-based simulation procedure is proposed, which can precisely predict the convergence region for different injection-based encoderless algorithms.

The results, which are applied to an RSM, show that the overload limit is strongly influenced by the algorithm used. This statement is confirmed by the fact that one of the algorithms investigated functions without becoming unstable at any investigated operating point. The others show strong variations in the overload capability. The investigations give rise to the assumption that deviations in the estimated parameters used in the algorithm are the cause of the overload limit. The deviations in the estimated parameters are caused by the deviation between the real and the assumed operating point of the machine. This behavior is assessed by the new stability criterion.

Frequently used notation and the basic nomenclature in this paper are presented in Table 1. Additional descriptions are introduced in the document.

II. CONVENTIONAL ANISOTROPY MODEL

Injection-based encoderless control algorithms, which are also referred to as anisotropy-based methods, make use of the information included in the current derivatives to estimate rotor speed and angle. As their name implies, most of these methods determine the magnetic anisotropy rather than the actual rotor angle. The anisotropy model is a central element of most methods and is therefore described briefly below. It can be deduced from the voltage equation in the rotor coordinates of the RSM, which is given by:

\[ \mathbf{u}^r_s = R \dot{i}^r_s + L_s^r \frac{d\dot{i}^r_s}{dt} + \omega_d \mathbf{J} \mathbf{\psi}^r_s \]  

\[ \dot{\mathbf{\psi}}^r_s = \begin{bmatrix} L_d & 0 \\ 0 & L_q \end{bmatrix} \dot{i}^r_s \]  

This voltage equation neglects the capacitive behavior of the machine, the effect of iron losses, leakage inductances, and higher flux linkage harmonics. To allow for the effect of cross saturation, the inductance matrix in rotor coordinates includes the coupling elements \( L_s^r = R^r_s : x^r_s \mathbf{x}^r_s \geq 0, \forall x \in \mathbb{R}^2 \).

\[ \dot{\mathbf{\psi}}^r_s = \begin{bmatrix} \frac{\partial \psi_d}{\partial i_d} & \frac{\partial \psi_d}{\partial i_d} \\ \frac{\partial \psi_d}{\partial i_q} & \frac{\partial \psi_d}{\partial i_q} \end{bmatrix} = \begin{bmatrix} \dot{L}_{dd} & \dot{L}_{dq} \\ \dot{L}_{qd} & \dot{L}_{qq} \end{bmatrix} \]  

\( \dot{L}_{dd} \) and \( \dot{L}_{qq} \) are the differential inductances of the \( d \)- and \( q \)-axis and \( \dot{L}_{dq} \) is the cross saturation inductance. The voltage equation in stator coordinates can be found by applying the inverse Park transformation to (1), which results in:

\[ \mathbf{u}^s_s = R \dot{i}^s_s + L_s^s \frac{d\dot{i}^s_s}{dt} + \omega_d \mathbf{J} \mathbf{\psi}^s_s - \dot{L}_s \dot{\mathbf{\psi}}^r_s \]  

where the inductance matrix in stator coordinates is described by:

\[ \dot{L}^s_s = \dot{\mathbf{L}}^s_s \]  

\[ \dot{\mathbf{L}}^s_s = \mathbf{L}^s_s \mathbf{I}_2 + \dot{\mathbf{L}}^s_s \mathbf{S}(\theta_{el}) - \dot{L}_{dq} \mathbf{S}(\theta_{el}) \mathbf{J} \]  

\[ \dot{\mathbf{L}}^s_s = \frac{\dot{L}_{dd} + \dot{L}_{qq}}{2} \]  

\[ \dot{\mathbf{L}}^s_s = \frac{\dot{L}_{dd} - \dot{L}_{qq}}{2} \]  

\[ \mathbf{S}(\theta_{el}) = \begin{bmatrix} \cos(2\theta_{el}) & \sin(2\theta_{el}) \\ \sin(2\theta_{el}) & -\cos(2\theta_{el}) \end{bmatrix} \]  

This inductance matrix can be further compacted using the harmonic addition theorem, resulting in only one angle-dependent term:

\[ \dot{\mathbf{L}}^s_s = \dot{\mathbf{L}}^s_s \mathbf{I}_2 + \dot{\mathbf{L}}^s_s \mathbf{S}(\theta_{el}) \]  

\[ \dot{\mathbf{L}}^s_s = \sqrt{\dot{L}^2_{dd} + \dot{L}^2_{dq}} \]  

\[ \theta_{el} = \theta_{el} + \frac{1}{2} \arctan \left( \frac{\dot{L}_{dq}}{\dot{L}_{dd}} \right) = \theta_{el} + \theta_{el} \]  

Equation (9) describes the magnetic anisotropy with \( \theta_{el} \) being the so-called anisotropy angle. This anisotropy angle (11) depends on the actual rotor angle \( \theta_{el} \) as well as on the misalignment angle \( \theta_{el} \), which describes the shift in angle due to magnetic saturation.

Anisotropy methods have in common that they work based on the principle of injecting a voltage with frequencies higher than the fundamental voltage and evaluating the anisotropy-angle-modulated current derivatives. If the frequency of the injected voltage \( u_{s, inj} \) is chosen sufficiently high, the relationship between the voltage and the current derivative simplifies to:

\[ \frac{d\dot{i}^s_s}{dt} \approx \left( \dot{L}^s_s \right)^{-1} u_{s, inj} \]  

where the inverse inductance is often referred to as the admittance \( \dot{Y}^s_s \). This is done to improve the clarity and comprehensibility of the mathematical description.

\[ \left( \dot{L}^s_s \right)^{-1} = \dot{Y}^s_s = \dot{Y}^s_s \mathbf{I}_2 + \dot{Y}^s_s \mathbf{S}(\theta_{el}) \]
\[
\hat{Y}_\Sigma = \frac{-\hat{L}_\Sigma}{L^2_A - L^2_\Sigma} \tag{14}
\]
\[
\hat{Y}_A = \frac{\hat{L}_A}{L^2_A - L^2_\Sigma} \tag{15}
\]

At the end, it should be registered that the rotor angle differs from the anisotropy angle in a manner that depends on the operating point, as shown in (11). This is a result of magnetic saturation and leads to the problem that the actual rotor angle cannot be determined directly using such a conventional model. Therefore, most algorithms make use of a second algorithm, which compensates for the term \(\theta_\delta = f(\hat{\theta}_A)\) of equation (11). This second algorithm is often referred to as the rotor angle assignment algorithm.

### III. CONVENTIONAL ROTOR ANGLE ASSIGNMENT

The purpose of the rotor angle assignment algorithm is to determine the real rotor angle \(\theta_\delta\) from the measured anisotropy angle \(\theta_A\) (or from a vector related to the anisotropy) using knowledge of the actual estimated or assumed operating point \(\hat{\theta}_A\). For the purposes of this paper, it is not important to describe this rotor angle assignment algorithm in detail. Many such algorithms exist e.g. [9], [10], which all have their own scope of application. However, all of these conventional algorithms rely on the estimated operating point \(\hat{\theta}_A\) of the machine to be able to estimate the actual term \(\theta_\delta = f(\hat{\theta}_A)\). It will be shown, that the use of an estimated or assumed operating point is one of the reasons why conventional injection-based algorithms can become unstable when operating an RSM. The terminology "conventional" is used in the following to refer to the category of algorithms that rely on an estimated or assumed operating-point-dependent rotor angle assignment. It should be noted that there are numerous implementation versions of such a rotor angle assignment algorithm. However, the algorithm used in this investigation considers the misalignment angle as a function of the current amplitude (along the maximum torque per ampere (MTPA) trajectory) \(\theta_\delta = f(\hat{\theta}_A)\). This is probably the most common and simple way of implementing this algorithm.

### IV. ENCODERLESS MODELS

In the following section, four different injection-based models are discussed. Each model has different properties and needs to be implemented differently. By investigating different algorithms it is possible to assess whether the overload capability is dependent on the algorithm used as asserted in the introduction. All algorithms are state of the art and therefore not discussed in detail. However, the necessary equations are briefly discussed to make the results of this work interpretable. The detailed derivations of the models can be found in the given references, which are mentioned in each subsection.

**A. ALTERNATING INJECTION**

The algorithm based on the Alternating Injection [4], [27] model utilizes the current response of the machine to a high-frequency \(\omega_c\) sinusoidal voltage injection with amplitude \(\tilde{u}_c\) into the estimated anisotropy d-axis. The aim is to control the angle in such a way, that the high-frequency current response along the anisotropy q-axis \(i_{A,q}\) disappears. Without the presence of cross saturation, this could be used to directly determine the rotor position. It should be noted, that the convergence of the estimated anisotropy angle towards the actual one does not depend on model parameters. The final equation, which is used for the estimation can be derived from (12). Equation (12) is first transformed into so-called anisotropy coordinates. The transformation from stator into anisotropy coordinates \(x^a\) can be performed using the Park transformation \(P(\theta_A)\) with the anisotropy angle as the argument. The final anisotropy angle estimation is based on the measured anisotropy q-axis current response. According to [28, p. 956], it is given by:

\[
i_{A,q} = \frac{-2\hat{Y}_A\tilde{u}_c}{\omega_c} (\hat{\theta}_A - \theta_A) \tag{16}
\]

The estimation equation (16) is dependent on \(\hat{Y}_A\), which is unknown. This aggravates the tuning of the tracking type filter. Fig. 1 shows the basic structure of common Alternating Injection, consisting of anisotropy detection and rotor position assignment.

**B. CONVENTIONAL ARBITRARY INJECTION-BASED MODEL**

The model based on the conventional Arbitrary Injection approach was first proposed about a decade ago [29], [30] and is discussed in detail in [31]. The aim was to make the encoderless control method independent of the shape of the voltage injection and any filtering. The fundamental behavior (frequency \(\omega_{el}\)) of the machine is eliminated by measuring multiple current and voltage instances. With the assumption of a constant or linearly changing fundamental behavior of the machine over the measuring instances, the high-frequency behavior can be isolated. In this case, the general approach (12) is discretized and adopted based on [32],
mean admittance will be investigated for both approaches for estimating the
stability behavior of the Arbitrary Injection model and stored in a lookup table (LUT). It can also
tance component with voltage. The drawback of this method is that the mean admittance
is commonly described as a function of the currents in the rotor fixed reference frame and the rotor angle

\[ y_s^e = f(\bar{r}_s^e, \theta_{el}). \]

The anisotropy vector \( y_s^e \) can be constructed using the four possible linear combinations of the admittance matrix \([35]\) in stator coordinates:

\[ \hat{Y}_s^a = \begin{bmatrix} \hat{Y}_{\alpha\alpha} & \hat{Y}_{\alpha\beta} \\ \hat{Y}_{\beta\alpha} & \hat{Y}_{\beta\beta} \end{bmatrix} = \hat{Y}_s^\Sigma I_2 + \hat{Y}_A S(\theta_A) \]

whereas the anisotropy vector in this work is constructed from the following two linear combinations:

\[ y_s^e = \frac{1}{2} \begin{bmatrix} \hat{Y}_{\alpha\alpha} - \hat{Y}_{\beta\beta} \\ \hat{Y}_{\alpha\beta} + \hat{Y}_{\beta\alpha} \end{bmatrix} \]

It is well-known, that \( 21 \) is not always reversible over \( \theta_{el} \) (at a fixed current pair) for machines with strong harmonic anisotropies. However, instead of the currents in the rotor fixed reference frame, it can also be described as a function of the currents in the stator fixed reference frame \((24)\). According to \([35]\), the trajectories are monotone over the rotor angle (except at zero current for the RSM) in this case \((y_s^e(\theta_{el}) : \mathbb{R} \to \mathbb{R}^2, \forall \bar{r}_s^e)\):

\[ y_s^e = f(\bar{r}_s^e, \theta_{el}) \rightarrow y_s^e(\bar{r}_s^e, \theta_{el}) \]

The basic aim of \([35]\) is to reverse the model \((24)\) in such a way that the rotor position can be found as a function of the anisotropy vector and the currents in stator coordinates:

\[ \theta_{el} = f(\bar{r}_s^e, y_s^e) \rightarrow \theta_{el}(\bar{r}_s^e, y_s^e) \]

This model benefits from the fact that it relies on measurable quantities only and no estimated parameters are used. Furthermore, it can also use multiple rotor-angle-dependent admittance components for the estimation. This allows estimation even if the anisotropy angle does not correlate with the actual rotor angle anymore. However, the complexity of the trajectories of \((24)\) is one of the drawbacks according to \([35]\). Furthermore, additional measurements are needed in order to derive the relationship \( y_s^e = f(\bar{r}_s^e, \theta_{el}) \rightarrow y_s^e(\bar{r}_s^e, \theta_{el}) \). Fig. 3 shows the basic structure of this method.
D. EXTENDED ELECTROMOTIVE FORCE MODEL

The model based on the extended electromotive force (EEMF) [36], [37] was initially introduced for encoderless control of interior permanent magnet synchronous machines (IPMSMs) in the medium to high-speed range and not for application close to a standstill. However, the authors of [38], [39] recognized that it can also be used close to and at a standstill with additional voltage injection. The model estimates the extended electromotive force (EEMF) \( e^{s,\text{EEMF}} \). The estimated EEMF is finally used to determine the estimated rotor angle \( \hat{\theta}_d \). The authors of the present work propose the extension of the equations presented in [36], [37] by the cross saturation inductance \( L_{\text{dd}} \), which yields:

\[
e^{s,\text{EEMF}} = e^{\text{EEMF}} \begin{bmatrix} \cos (\theta_{dc}) \\ \sin (\theta_{dc}) \end{bmatrix} \quad (26)
\]

\[
e^{s,\text{EEMF}} = u^{s}_i - R \hat{i}^{s}_d - L^{s}_s,\text{EEMF} \frac{d\hat{i}^{s}_d}{dt} \quad \ldots
\]

\[
\ldots - \omega_{el} \left( L^s_{s,\text{EEMF}} - L^s_{s,\text{EEMF}} J \right) \hat{i}^{s}_d \quad (27)
\]

with

\[
e^{\text{EEMF}} = \omega_{el} i_q \left( L_{dd} - L_{dq} \right) + \frac{dL_{dd}}{dt} \left( \dot{L}_{dd} - \dot{L}_{dq} \right) \ldots \]

\[
\ldots + 2L_{dq} \frac{di_q}{dt} \quad (28)
\]

\[
L^s_{s,\text{EEMF}} = \begin{bmatrix} L_{ad} & -L_{dq} \\ L_{dq} & 0 \end{bmatrix} \quad (29)
\]

\[
\dot{L}^s_{s,\text{EEMF}} = \begin{bmatrix} \dot{L}_{QQ} & -L_{dQQ} \\ L_{dQQ} & \dot{L}_{QQ} \end{bmatrix} \quad (30)
\]

The current derivatives included in (28) can be excited using an additional voltage injection to enable rotor position estimation close to a standstill. In the present work, a sinusoidal voltage injection in the estimated d-axis is used. The model can be used to directly estimate the rotor angle, without using a second rotor position assignment algorithm. This circumstance and the resulting entirely different structure of the model is the reason why the authors decided to investigate its overload capability. The model relies on many more estimated parameters than the other models. Fig. 4 shows the basic structure of the EEMF based model without a rotor position assignment algorithm.

V. GENERAL DESCRIPTION OF THE OVERLOAD CAPABILITY PROBLEM

Aside from the loss of general observability [12]–[14] a second phenomenon leads to instability of injection-based methods in deep magnetic saturation. The reason for the phenomenon is estimation errors \( \theta_{\Delta} = \hat{\theta}_d - \theta_d \) that are encountered during operation in deep magnetic saturation, as explained in [16].

Estimation errors consequently lead to a wrongly rotated voltage vector and thus wrongly rotated current vector if the estimated angle is used in field-oriented control (FOC). The rotated current vector leads to a different magnetic saturation of the machine, which can subsequently lead to a greater or smaller estimation error. The stability criterion of [16] was used in an analysis of this effect. However, only the impact on the conventional rotor position assignment algorithm was analyzed. The influence on further estimated parameters, used by the models, is not considered there. Thus, the criterion of [16] is assumed to describe the stability behavior of Alternating Injection well because Alternating Injection only uses estimated parameters in the rotor position assignment. The following investigations are performed with the aim of understanding and assessing models with structures other than the one analyzed in [16].

VI. EMPIRICAL TEST

In the following section, the overload capability of the different models is investigated and compared. This investigation is performed to obtain an impression of the performance of each model. The results are used to reach general conclusions about the overload issue. The investigation is based on the tests described below.

The RSM with the nominal data provided in Table 2 is subjected to the tests. The RSM is operated on the test bench with the control system shown in Fig. 5 b). Fig. 5 b) shows the basic control structure of the current control loop when field-oriented control is applied. The reference currents are generated from the reference torque by means...
of two LUT. The generated reference currents are regarding the MTPA trajectory. The control errors of the currents are fed to two PI controllers, which adjust the reference voltages to decrease the control errors. The time constants of the current control loops, which are first-order elements (machine time constants compensated), are both set to 2 ms. The reference voltages from the PI controllers are applied to the machine using the space vector modulation and the two-level voltage source inverter (VSI). The measured currents of the rotor in the fixed reference frame, which are compared with the reference currents, are calculated using the Park transformation \( P \) and Clarke transformation \( C \). In the case of an encoderless closed-loop control using the estimated rotor position, the Park transformation and its inverse are fed with the estimated rotor angle \( \hat{\theta}_{el} \). The estimated rotor angle is calculated by the specific model, which is implemented in the block "encoderless control scheme". It should be noticed that the RSM has a low harmonic content in the anisotropy, the anisotropy angle is always reversible over the rotor angle, therefore \( \theta_A(\theta_{el}) : \mathbb{R} \rightarrow \mathbb{R}, \forall \theta_{el} \). Thus, general observability of the rotor angle can be assumed according to [16]. The injection amplitudes are chosen to be sufficiently high to ensure that the anisotropy-modulated current derivatives can be measured at any operating point. A clear assignment of the reason for the instability to the estimation error, which is intended to be investigated in this work, is therefore possible.

Control is implemented using a standard microcontroller, which sends the control commands to a two-level VSI. All the models introduced previously were implemented using this platform. The offline parameters were all pre-determined and stored in an LUT with the same quality for each algorithm. The Arbitrary Injection model was implemented and tested twice, once with the online estimation of \( \hat{Y}_C \) according to [33], [34] and once with \( \hat{Y}_C \) being pre-determined and stored in an LUT. For the schemes, which rely on the conventional rotor position assignment algorithm described in Section III, the estimated misalignment angle was stored as a function of the current amplitude only. Consequently, the machine is assumed to work along the MTPA trajectory, for which the misalignment term \( \hat{\theta}_d \) was measured and the current amplitude \( |\hat{i}_{sd}| \) is thus referred to. The relation \( \hat{\theta}_d = f(|\hat{i}_{sd}|) \)

### TABLE 2. Data of the RSM.

| Parameter | Value | Description |
|-----------|-------|-------------|
| \( I_N \) | 4 A   | nominal current |
| \( M_N \) | 9.6 Nm | nominal torque |
| \( n_N \) | 1500 rpm | nominal mechanical speed |
| \( p \)  | 2     | number of pole pairs |
| \( L_{ad} \) | 145 mH | at nominal torque (MTPA) |
| \( L_{qq} \) | 32 mH | at nominal torque (MTPA) |
| \( L_{al} \) | ±8 mH | at nominal torque (MTPA) |

### FIGURE 5. Overview of the system used.

### FIGURE 6. MTPA trajectory of the RSM up to 41 Nm.
FIGURE 7. Overload test of the different models at an electrical speed of \( n_{el} = 100 \) rpm.

is implemented using the structure presented in [31, p. 109]. The MTPA trajectory used is shown in Fig. 6. It should be noted that the q-axis current of the trajectory is limited to a minimum of 3 A in order to maintain the saliency of the machine visible. The final estimation equation used to estimate the rotor position is fed to a phase-locked loop (PLL) structure, which is tuned according to the approach presented in [40]. The resulting gains of the PLL are shown below.

The investigation is performed as follows. The RSM is driven in closed-loop current control mode (using the estimated speed and rotor angle), while its rotor speed is held constant at \( n_{el} = 100 \) rpm by a load machine. The torque command of the RSM is increased in steps and the estimation error \( \theta_1 = \hat{\theta}_{el} - \theta_{el} \) as well as the current amplitude \( |i_s| \) are monitored. The increase in the current amplitude (reference torque) is timed in such a way that each current amplitude is applied while the rotor passes the entire range of 360°. This ensures, that each rotor angle is covered. The entire control is switched off if \( |\theta_1| > 25^\circ \) applies and the recent values are hold. If this maximum allowed deviation is reached, this point is taken to be the overload limit of the specific algorithm. This value is chosen based on experience. Experience has shown that the encoderless control algorithm does not find any stable equilibrium once this limit has been exceeded. In any case, the FOC would be disrupted if such a large estimation error occurred.

Each method is tested twice, once for a PLL time constant of \( \tau_{PLL} = 16 \) ms and once for a low time constant of \( \tau_{PLL} = 7 \) ms in order to investigate the impact of the PLL as well. This results in a gain of \( k_{p,7ms} = 286 \) s\(^{-1}\) for the proportional term and a gain of \( k_{i,7ms} = 20000 \) s\(^{-2}\) for the term of the integrator when a time constant of 7 ms is intended. In the case of a time constant of 16 ms the gains are \( k_{p,16ms} = 125 \) s\(^{-1}\) and \( k_{i,16ms} = 3900 \) s\(^{-2}\). Equation (16) states that the gain of the PLL changes with the operating point when Alternating Injection is used. This additional gain is compensated for Alternating Injection by use of the evolved parameters at the operating point of zero reference torque. The results of the investigation are shown in Fig. 7.

The quality criterion of this test is the maximum current amplitude \( |i_s|_{\text{max}} \) reached before \( |\theta_1| > 25^\circ \) applies. The measurements show strong variations for this quality measure. The results are assessed in the following, starting with the method with the highest overload capability and continuing to the method with the lowest overload capability.

The maximum current amplitude was reached by the model in stator coordinates described in IV-C with the results in
The Alternating Injection of subsection (IV-A) achieved the second-highest current amplitude; its results are shown in Fig. 7 (red). It reached a maximum current amplitude of $|i_s^{\text{LUT}}|_{\text{max}} = 14.7 \, \text{A}$ for $\tau_{\text{PLL}} = 16 \, \text{ms}$ and $|i_s^{\text{LUT}}|_{\text{max}} = 14.3 \, \text{A}$ for $\tau_{\text{PLL}} = 7 \, \text{ms}$. The measurements reveal that the estimation error increases with the current amplitude. Furthermore, the method is dependent on the PLL settings. The settings have less influence on $|i_s^{\text{LUT}}|_{\text{max}}$, but more on the estimation quality in general. This can be explained based on the operating-point-dependent gain, as it is evident from (16).

The results of the Arbitrary Injection (IV-B) with online admittance estimation are shown in Fig. 7 (blue). The algorithm achieves the same maximum current amplitude of $|i_s^{\text{LUT}}|_{\text{max}} = 10.8 \, \text{A}$ for both PLL settings. Its behavior seems to be almost independent on the tracking type filter setup. However, it also shows an increasing estimation error with increasing current amplitude.

The results of the Alternating Injection (IV-B) with LUT-based admittance estimation are shown in Fig. 7 (cyan). It achieves a significantly reduced current amplitude than with the online estimation. $|i_s^{\text{LUT}}|_{\text{max}} = 6.7 \, \text{A}$ for $\tau_{\text{PLL}} = 16 \, \text{ms}$ and $|i_s^{\text{LUT}}|_{\text{max}} = 6.3 \, \text{A}$ for $\tau_{\text{PLL}} = 7 \, \text{ms}$. The estimation error increases with the current amplitude as well.

The measurement results of the EEMF based model (IV-D) are presented in Fig. 7 (magenta). It achieves $|i_s^{\text{EEMF}}|_{\text{max}} = 6.8 \, \text{A}$ for $\tau_{\text{PLL}} = 16 \, \text{ms}$ and $|i_s^{\text{EEMF}}|_{\text{max}} = 6.7 \, \text{A}$ for $\tau_{\text{PLL}} = 7 \, \text{ms}$, almost independent of the PLL setup. This method exhibits a really low noise content in the estimation over the entire test. Nevertheless, the estimation error increases as the current amplitude is increased.

The following conclusions can be reached based on the tests of this section:

- The maximum achievable current amplitude $|i_s^{\text{LUT}}|_{\text{max}}$ is less impacted by the PLL settings, as long as the provided gain factors are meaningfully adapted to the given system and its noise content.
- Small differences in the implementation can make a big difference in the maximum achievable current amplitude, as the implementation versions of the Arbitrary Injection illustrate.
- An assessment based on a stability criterion as proposed in [16] does not ensure success in respect of the prediction of the overload capability of all models. Each performed very differently and the criterion of [16] would have given the same prediction for all models.
- It can be deduced that the overload capability of an RSM is strongly influenced by the encoderless algorithm applied.
- By comparing the maximum achievable current amplitude $|i_s^{\text{LUT}}|_{\text{max}}$ with the structures of the different models, it appears that the more estimated parameters there are in the algorithm, the less $|i_s^{\text{LUT}}|_{\text{max}}$ will be. This is because the estimated parameters become inaccurate if the machine is not operated on the intended trajectory or at the estimated operating point. The method of (IV-C) confirms this conclusion because it was stable at all operating points and it does not rely on estimated parameters at all.

The findings of this section are utilized for further investigations. This is done theoretically in the following section by deriving a new stability criterion.

### VII. CONVERGENCE CRITERION

The measurements in the previous section have shown, that each algorithm performs very differently in deep magnetic saturation. Therefore, criteria that are based on the analysis of a single model, as proposed in the recent literature cannot conclusively explain the results above.

To address this problem, a new and more general stability criterion for the RSM is derived in the following. A deviation between the estimated and real operating point is considered to be the source of the problem. Consequently, the terminology ”operation point” is used to name all input variables on which the parameters of the specific model are dependent. The deviation between the operating points causes deviations of the estimated parameters. The deviations of the parameters can either lead to a greater or lower estimation error. For most injection-based methods applied to an RSM it can be assumed that the operating point is mainly defined by currents. Thus, the current vector deviation, which is the difference between the actual and estimated current vector, can be assumed to be the cause of the problem. Since the current amplitude is always known, the entire deviation results solely from the deviation in the current angle. Therefore, the dependency of the estimation error on the current angle deviation (where ”current angle” refers to the angle that defines the direction of the vector of the current and not the currently existing angle) needs to be assessed by a stability criterion in order to guarantee convergence of the estimation error.

The deviation between the current angles can be defined as follows:

$$\theta_{\Delta,i} = \theta_i - \hat{\theta}_i$$  \hspace{1cm} (31)

These angles are related to the d-q-reference frame (or another unknown rotating reference frame used to store the required model parameters). With $\theta_i$ being the actual current angle, $\hat{\theta}_i$ is the estimated current angle that is used to determine the parameters of the encoderless model or on which the parameters are based. It is of interest for the stability assessment, how the estimation error of the rotor angle develops dependent on the current angle deviation.

Thus, the dependency of the rotor angle error $\theta_{\Delta,i} = \theta_{\text{el}} - \theta_{\text{el}}$ on the current angle deviation $\theta_{\Delta,i}$ is of interest. Here $\theta_{\text{el}}$ is the estimated angle of the specific model, considering all its specificities. The relation between the angles can be approximated by a first-order Maclaurin polynomial under
the assumption of small \( \theta_{\Delta,i} \) and \( \theta_{\Delta} \) being differentiable over \( \theta_{\Delta,i} \) at any operating point. This yields:

\[
\theta_{\Delta} \approx \theta_{\Delta} \bigg|_{\theta_{\Delta,i}=0^\circ} + \theta_{\Delta,i} \cdot \frac{\partial \theta_{\Delta}}{\partial \theta_{\Delta,i}} \bigg|_{\theta_{\Delta,i}=0^\circ} \tag{32}
\]

If the implemented model matches the real system perfectly, the error angle disappears if no current angle deviation is present, which yields:

\[
\theta_{\Delta} \bigg|_{\theta_{\Delta,i}=0^\circ} \approx 0^\circ \tag{33}
\]

and (32) simplifies to:

\[
\theta_{\Delta} \approx \theta_{\Delta,i} \cdot \frac{\partial \theta_{\Delta}}{\partial \theta_{\Delta,i}} \bigg|_{\theta_{\Delta,i}=0^\circ} \tag{34}
\]

It can be assumed, that the current angle deviation \( \theta_{\Delta,i} \) is generally caused by an initial estimation error of the rotor angle \( \theta_{\Delta,\text{init}} \). If it is further assumed that the initial rotor angle estimation error directly influences the current angle (in reality the voltage vector is rotated directly and the current vector angle consequently follows a transient process), it follows:

\[
-\theta_{\Delta,i} \approx \theta_{\Delta,\text{init}} \tag{35}
\]

It is evident, that the initial estimation error must not cause an increased angle error. Thus, the following convergence criterion can be deduced from (34):

\[
\Gamma = \frac{\partial \theta_{\Delta}}{\partial \theta_{\Delta,i}} \bigg|_{\theta_{\Delta,i}=0^\circ} < 1 \quad \forall \theta_{r}, \theta_{\text{el}} \tag{36}
\]

If the criterion is met, the rotor angle error reduces after a current angle deviation. It should be mentioned that the criterion guarantees the convergence of the encoderless model, but not the stability of the entire drive system, which must be assessed separately. Nevertheless, the convergence of the encoderless algorithm is essential for the stability of the entire drive system. The criterion can be assessed with a reasonable amount of effort, either by measurements or by means of an FEM-based simulation procedure as shown in the following sections. However, it also underlies two limitations:

- The derivation of the criterion implies that all model parameters are dependent on the currents only. This can be assumed to be true for machines with distributed windings, as the RSM is. However, the parameters of machines with concentrated windings and strong harmonic anisotropies are rotor angle dependent also. There might be a limitation for such types of machines, therefore.

- The derivation of the criterion does not consider any filter properties. A prediction of the convergence region by FEM results could become inaccurate when applying algorithms with complex filters (e.g. Kalman filter) on the test bench. However, such complex filters are usually less applied in conjunction with injection-based methods (they are commonly applied in conjunction with EMF-based methods). Most injection-based methods rely on filtering, which is based on a PLL. The impact of the PLL filter properties is small regarding the investigated phenomenon as shown in Section VI. If the convergence criterion is measured on the test bench, all the filter properties are considered automatically and the limitation regarding observers is not present.

**VIII. EMPIRICAL VERIFICATION**

This section includes the verification of the stability criterion by an additional measurement procedure. The verification of the criterion is performed around the MTPA trajectory only, and not for each possible current pair \( i_{d} \) and \( i_{q} \). Otherwise, a three-dimensional dependency would have to be assessed if the rotor angle is considered as well. By doing so, stability around the targeted MTPA curve should be guaranteed. The investigated area is illustrated by the shaded area of Fig. 8, which shows the targeted real trajectory (blue) and the trajectories with a five-degree deviation (green/red). The stability factor \( \Gamma \) is measured as follows. At first, the machine is operated directly on the targeted current trajectory (blue MTPA) with the current angle \( \theta_{\text{MTPA}} \) and then on a trajectory with \( \theta_{\text{MTPA}} - 5^\circ \) (red MTPA) while the machine is rotated by the load machine with \( \eta_{\text{el}} = 100 \) rpm. Therefore all possible rotor angles are covered. This procedure is conducted in open-loop mode using the encoder. The estimation error \( \theta_{\Delta} \) is recorded throughout. The parameters of the encoderless methods are only stored along the intended MTPA trajectory at \( \theta_{\text{MTPA}} \) (blue curve in Fig. 8). According to (31), the current angle deviation is \( \theta_{\Delta,i} = -5^\circ \) when operating along the red MTPA curve. The stability factor can then be determined using the discretized form of the criterion:

\[
\Gamma = \frac{\theta_{\Delta} \big( \theta_{\Delta,i} = 0^\circ \big) - \theta_{\Delta} \big( \theta_{\Delta,i} = -5^\circ \big)}{5^\circ} \quad \forall \theta_{\text{el}}, \tilde{i}_{s} \in \text{MTPA} \tag{37}
\]

This process is repeated for different current amplitudes for each algorithm. The results of this measurement procedure are illustrated by the contour plots. It should be noted that the

**FIGURE 8.** Intended MTPA trajectory and trajectories with a deviation from the current angle.
criterion could also be measured in an alternative manner by operating the machine two times along the intended trajectory using an encoder. In this case, the measurements need to be performed once at the correct current angle and once with a rotated current angle used to determine the parameters.

To verify the measurement results of the stability factor, a second measurement procedure is performed. The rotor of the machine is locked in different positions and the reference torque (MTPA) is increased up to the point $|\theta_1| > 25^\circ$. This test is conducted under closed-loop control. The maximum achieved current amplitude $|\overline{R}_i|_{\text{max}}$ is recorded for each measurement $i$. This procedure is repeated four times for each rotor position to ensure reproducibility. From these four measurements the mean maximum current amplitude is calculated as follows:

$$
|\overline{R}_i|_{\text{max}} = \frac{4}{4} \sum_{i=1}^{4} |\overline{R}_i|_{\text{max},i} \tag{38}
$$

and the sample standard deviation is determined by:

$$
s = \sqrt{\frac{4}{4-1} \sum_{i=1}^{4} (|\overline{R}_i|_{\text{max},i} - |\overline{R}_i|_{\text{max}})^2} \tag{39}
$$

Both measurement procedures are visualized together in one single diagram in order to verify the prediction of the criterion. The results of the locked-rotor-test are indicated by the green dots and rectangles in the diagram. The error bars indicate the sample standard deviation of the locked-rotor-test and the contour plots show the measurement results of the stability criteria according to (37).

A. MODEL IN STATOR COORDINATES

The result of the model in stator coordinates is shown in Fig. 9. The stability factor stays nearly constant for all investigated operating points. The maximum value of the stability factor is 0.12 – therefore still far from the limit. The stability criterion predicts the stable operation of the method at all investigated operating points, which is confirmed by the locked rotor test.

B. ALTERNATING INJECTION

The results of the Alternating Injection are shown in Fig. 10. The stability factor deteriorates with increased current amplitude, which confirms the well-known experience of a reduced performance in deep magnetic saturation. The stability criterion predicts the points of instability very well around 17A. The measurements are highly reproducible, which is shown by the low standard deviation. The sinusoidal fluctuation (sixth harmonic) of the stability factor is caused by the winding arrangement of the machine. The results of the new stability criterion and the stability criterion of [16] are compared. The criterion of [16] is shown in Fig. 11. The Factor $k$ must be greater than zero according to the authors of [16]. Both predictions are similar. This was expected because the criterion of [16] analyses exactly the structure of the Alternating Injection model.
C. ARBITRARY INJECTION WITH ONLINE $\dot{Y}_S$ ESTIMATION

The results of the Arbitrary Injection model with online $\dot{Y}_S$ estimation are shown in Fig. 12. The stability factor deteriorates with increased current amplitude, which corresponds to the well-known experience of reduced performance in deep magnetic saturation. The stability criterion predicts the points of instability very well around 13A and it also predicts the periodic fluctuation. The measurements are highly reproducible, as evidenced by the low standard deviation. The fluctuation of the stability factor and the unstable points might be caused by a deviation of $\dot{Y}_S$, which leads to an angle error oscillating with twice the electrical angle. This effect is superimposed by the effect caused by the winding arrangement (sixth harmonic).

D. ARBITRARY INJECTION WITH LUT-BASED $\dot{Y}_S$ ESTIMATION

The results of the Arbitrary Injection with LUT-based $\dot{Y}_S$ estimation are depicted in Fig. 13. The stability factor deteriorates with increasing current amplitude and shows a strong oscillation with twice the electrical angle. The criterion predicts the points of instability very well. The measurements are again, highly reproducible. The periodic fluctuation of the stability factor is caused by a deviation of $\dot{Y}_S$, which can be explained as follows. A deviation between the estimated and actual operating point becomes more significant if $\dot{Y}_S$ is stored in an LUT because it is now dependent on the estimated operating point (different to the case from the online estimation). In this case, the error angle $\theta_\Delta$ has a strong dependency on the mean admittance $Y_S$ (it causes a second harmonic in the angle error), which again is dependent on the current angle deviation $\theta_{\Delta,i}$. However, this effect causes not only a reduction (along the rotor angle) in the maximum current amplitude but also an increase in the achievable current amplitude can occur if the constellation is beneficial.

E. EEMF

The results of the EEMF are shown in Fig. 14. The stability factor deteriorates with increased current amplitude for all rotor angles. The general tendency of the stability criterion fits the points of instability. However, the prediction is not very accurate. This can be explained as follows. On one hand, the assumption made in equation (33) is not fulfilled and the scheme shows strong estimation errors on the targeted current trajectory. This again can be explained by equation (28). (28) infers that parts of the estimation equation disappear at a standstill, resulting in a lower estimation quality. Compared to the results of Fig. 7 (magenta), where the estimation performance was okay, the machine is at a standstill for the green dots. However, the measurements of the stability factor are performed at $n_{el} = 100 \text{ rpm}$. Due to the differences in rotational speed, different results are to be expected. Contrary to the other methods, the stability factor also depends on the speed $\Gamma = f(i_r, \theta_{el}, \omega_{el})$. Thus, the model cannot be considered to be mainly dependent on the current angle operating point as it was assumed when deriving the convergence criterion. The reason why the locked rotor test results are above the prediction of the criterion remains to be investigated further.

From all the measurements of this section (Fig. 9-14), it can be concluded, that the new stability criterion is able to predict the overload limitation of most of the models. It has been proven for the first time that parameter uncertainties due to the deviation between the estimated and actual operating point are the cause of the issue in deep magnetic saturation. The machine itself has only a small impact on this issue. However, up until now this could only be considered true for the RSM and remains to be verified for other types of synchronous machines. By comparing the measurements taken in Section VI with the results of this section, it can be seen that some of the schemes reach slightly higher current amplitudes when the machine is rotating. This can be explained by assuming that the machine overruns the unstable regions when it is rotating. This behavior might be dependent on the
relationship between the PLL settings and the actual electrical speed as well as on the ratio of stable to unstable regions over the entire range of 360°. However, analysis regarding this effect does not form part of this work.

IX. PREDICTION OF THE CONVERGENCE REGION USING FEM SIMULATION RESULTS

FEM simulations are the standard tool for the design of electrical machines and might be useful to predict the convergence region by means of the proposed convergence criterion. The prediction of the convergence region at an early design stage of the machine has a big practical relevance, since it could be used to verify whether the desired torque methods are used along the MTPA curve.

• The second simulation step is carried out to derive the electrical parameters of the machine. The parameters must be determined in dependency on the following independent variables, the rotor position $\theta_{el}$, the current amplitude of the currents, which are referred to the MTPA trajectory $|i_{r,\text{MTPA}}|$, and on the current angle deviation $\theta_{\Delta,i}$. Thus, the simulation must be performed for different combinations of $\theta_{el}$ and $|i_{r,\text{MTPA}}|$ for at least two values of $\theta_{\Delta,i}$ to be able to determine the partial derivative of the convergence criterion (36).

The FEM simulations are used to determine the electrical parameters of the machine with the desired dependencies. However, this is not enough to consider the specificities in the structure of each of the injection-based encoderless algorithms. These specificities must be considered in the third and final calculation process, where the structure of each of the algorithms is considered by a specific estimation equation. This specific estimation equation is intended to emulate the structure of the specific algorithm and how it estimates the rotor position, therefore. The specific estimation equations are kept as simple as possible in the following, without considering filter properties. Ultimately, the equation must emulate the feedback paths due to estimated parameters, as they are shown in blue in Fig. 1-4, since this feedback paths are the main difference between the algorithms.

The simulative prediction is done for three of the algorithms only, the Alternating Injection (IV-A), the Arbitrary Injection with online estimation of the isotropic part, and for the Arbitrary Injection with LUT-based estimation of the isotropic part (both described in IV-B). The model in stator coordinates (IV-C) is not verified, since it has no feedback of estimated quantities in its structure, which could be considered in the specific estimation equation. Thus, the convergence criterion would be zero (zero in the numerator) in any operating point for the model in stator coordinates. The EEMF based model (IV-D) was also not verified by the simulation process, since a further dependency must be considered in the FEM simulation (the speed $\omega_{el}$) to consider all of the feedback, as was discussed in Subsection VIII-E. This speed dependency is not covered by the convergence criterion anyway, that is the reason why the criterion was not predicted simulative for the EEMF.

The specific estimation equations used for the prediction are briefly discussed in the following for each of the three models investigated. The electrical parameters were determined by the FEM simulation process as described above and in [22]. A current angle deviation of $\theta_{\Delta,i} = -8^\circ$ was used in the FEM simulation process to record the dependency on the current angle deviation.

The predicted convergence criteria are shown and compared with the results of the locked rotor test, which are indicated by the green dots and rectangles.
The simulated machine seems to saturate earlier than the underlying saturation curve used in the FEM simulation. The difference between the actual saturation curve of the iron and simulated and measured criteria might be caused by a difference in the FEM simulation results and similar to the measured convergence criterion, which is shown in Fig. 10, the simulation process conducted is near to the results of the locked rotor test.

The structure of the Alternating Injection, as shown in Fig. 1, reveals that estimated parameters are used in the rotor position assignment algorithm only. Therefore, it can be assumed that this algorithm always converges to the correct anisotropy angle $\theta_A$. This means that a rotor position estimation error $\theta_A$ (due to a current angle deviation $\theta_{A,i}$) can only be caused by the rotor position assignment algorithm. Thus, the entire estimation error occurs due to the wrong parameters used to determine the misalignment angle $\theta$ as defined in equation (11) and used in the rotor position assignment algorithm. The convergence criterion can therefore be estimated as follows for the Alternating Injection using the FEM derived inductance parameters (more details in Appendix X-A):

$$\Gamma_{\text{Sim}} = -\frac{\Delta \theta_{A,\text{Alt.}}}{8^\circ} \quad \forall \theta_{\text{cl}}, \hat{\theta}_{\text{cl}} \in \text{MTPA} \quad (40)$$

with the following definition of the numerator:

$$\Delta \theta_{A,\text{Alt.}} = \frac{1}{2} \arctan \left( \frac{\hat{L}_{dq}(\theta_{A,i} = 0^\circ)}{\hat{L}_{d}(\theta_{A,i} = 0^\circ)} \right) \ldots$$

$$\ldots - \frac{1}{2} \arctan \left( \frac{\hat{L}_{dq}(\theta_{A,i} = 8^\circ)}{\hat{L}_{d}(\theta_{A,i} = 8^\circ)} \right) \quad \forall \theta_{\text{cl}}, \hat{\theta}_{\text{cl}} \in \text{MTPA} \quad (41)$$

The result is shown in Fig. 15. Since the prediction of the simulation is near to the results of the locked rotor test and similar to the measured convergence criterion, which is shown in Fig. 10, the simulation process conducted is assumed to be correct. The small differences between the simulated and measured criteria might be caused by a difference between the actual saturation curve of the iron and the underlying saturation curve used in the FEM simulation. The simulated machine seems to saturate earlier than the real one.

### B. ARBITRARY INJECTION WITH ONLINE $\dot{\gamma}_S$, ESTIMATION

The structure of the Arbitrary Injection with online estimation of the isotropic part, as shown in Fig. 2, suggests that estimated parameters are used in the rotor position assignment algorithm only. In Fig. 2 it is assumed that the anisotropy angle is always estimated correctly due to a perfect online estimation of the isotropic part. However, this cannot be expected to be true in reality due to estimation errors of the mean admittance. Therefore, the rotor position estimation error $\theta_A$ occurs not only due to the wrong parameters in the rotor position assignment algorithm but also due to a slight deviation of the isotropic part $\dot{\gamma}_S$. This slight deviation in the isotropic part causes estimation errors in the anisotropy angle $\theta_A$.

In the following, it is assumed that the anisotropy angle is calculated by an atan2 function, once without current angle deviation and once with $\theta_{A,i} = -8^\circ$. The specific estimation equation used in the following is based on the admittance model (13) since it forms the base for the derivation of the Arbitrary Injection (17). The shape of the voltage injection used by the Arbitrary Injection has an influence as well, as the shape of the voltage injection determines which entries of the admittance matrix (13) are “active” and how the current derivatives are modulated, as stated by equation (17). For simplicity, it is assumed that the voltage injection causes the following admittance vector to be “active” (pure alpha injection):

$$\dot{Y}_S = \begin{bmatrix} 0 \\ \dot{Y}_A \end{bmatrix} \left[ \cos \left( 2\theta_A \right) \right]$$

The workflow of the Arbitrary Injection is as follows (Fig. 2). The anisotropy angle is determined by subtracting the estimated mean admittance from the admittance vector first (20) and then applying the atan2 function by the result, this yields:

$$\hat{\theta}_A = \frac{1}{2} \arctan \left( \frac{\dot{Y}_A \sin \left( 2\theta_A \right)}{\dot{Y}_S - \dot{Y}_S + \dot{Y}_A \cos \left( 2\theta_A \right)} \right) \quad (43)$$

Equation (43) shows that a wrongly estimated mean admittance $\dot{Y}_S$ must cause an estimation error of the anisotropy angle.

The estimated mean admittance was set to $\dot{Y}_S = 1.05 \cdot \dot{Y}_C$ to simulate a slight deviation in the estimation of the mean admittance. This $+5\%$ deviation was considered to be present with and without current angle deviation, resulting in the following equation for the estimation of the anisotropy angle by substitution in (43).

$$\hat{\theta}_{A,\text{Sim.}}(\theta_{A,i}) = \frac{1}{2} \arctan \left( \frac{\dot{Y}_A(\theta_{A,i}) \sin \left( 2\theta_A(\theta_{A,i}) \right)}{-0.05 \dot{Y}_S(\theta_{A,i}) + \dot{Y}_A(\theta_{A,i}) \cos \left( 2\theta_A(\theta_{A,i}) \right)} \right) \quad (44)$$

All the inductance parameters as well as the anisotropy angle must be considered to be current angle deviation dependent.
Equation (44) can then be used to estimate the convergence criterion as follows (more details in Appendix X-B):
\[
\Gamma_{\text{Sim}} = -\frac{\Delta \theta_{\Delta, \text{Arb.}}}{8\degree} \quad \forall \theta_{\text{el}}, i_6 \in \text{MTPA}
\]  
with the following definition of the numerator:
\[
\Delta \theta_{\Delta, \text{Arb.}} = \hat{\theta}_{\Delta, \text{Sim.}} (\theta_{\Delta, i} = 0\degree) - \hat{\theta}_{\Delta, \text{Sim.}} (\theta_{\Delta, i} = -8\degree)
\]  

The derivation conducted in Appendix X-B shows that the estimated misalignment angle has no impact on the convergence criterion, if it is stored according to the current amplitude only \((\hat{\theta}_6 = f(i_6_{\text{MTPA}}))\). The convergence criterion shown in Fig. 16 shows a good agreement with the results of the locked rotor test and the measured criterion shown in Fig. 12, this property and the simulation procedure can be assumed to be true, therefore. The simulation results also depict the same weak second harmonic in the convergence region as the locked rotor test. Nevertheless, the simulated criterion seems to be more strict compared to the measured convergence criterion of Fig. 12. This might be caused by a difference between the actual saturation curve of the iron and the one used in the FEM simulation. The simulated machine seems to saturate earlier than the real one, the same tendency can be observed for the results of the Alternating Injection.

**C. ARBITRARY INJECTION WITH LUT-BASED \(\hat{Y}_6\) ESTIMATION**

The measurement results of the convergence criterion have already depicted big differences between the two implementation versions of the Arbitrary Injection. The difference is caused by the implementation of the mean admittance, which is stored (in the following case) for a fixed current trajectory (MTPA) when an LUT is used and does not follow any deviations due to a current angle deviation \(\theta_{\Delta, i}\). The estimated mean admittance can therefore be understood as
\[
\hat{Y}_6 = \hat{Y}_6 (\theta_{\Delta, i} = 0\degree), \text{ independent of the actual current angle deviation.}
\]

\[
\Delta \theta_{\Delta, \text{Arb.}} = \hat{\theta}_{\Delta, \text{Sim.}} (\theta_{\Delta, i} = 0\degree) - \hat{\theta}_{\Delta, \text{Sim.}} (\theta_{\Delta, i} = -8\degree)
\]  

Equation (47) is then inserted in (46) and then in (45) to derive the convergence criterion for Arbitrary Injection with LUT-based estimation of the isotropic part, resulting in the estimated convergence criterion shown in Fig. 17. The simulation is in good agreement with the results of the locked rotor test. It follows the strong variations with twice the electrical speed very well. The simulated one seems to be more strict compared to the measured convergence criterion shown in Fig. 13, which is probably caused by a difference between the underlying magnetic saturation curve and the real one.

**D. INTERPRETATION OF THE SIMULATION RESULTS**

The results of the proposed simulation procedure show good agreement with the results of the test bench. This allows the maximum achievable torque to be estimated at an early design stage of the machine, without the need of testing it on a prototype. Improvements to the system can be considered as early as during the FEM process.
The difficulty in the simulation procedure is finding a proper estimation equation, which can emulate the structure of the specific algorithm. However, the FEM procedure used to determine the parameters is simple and straightforward.

The proposed procedure can be used to get a fast prediction of the convergence criteria once the FEM results are available. Simple post-processing, e.g. in a MATLAB m-file, can be used to calculate the convergence criterion.

An extended simulation procedure could be conducted using the FEM results in a detailed simulation model (e.g. MATLAB Simulink), including the entire control structure. The filter properties (also of observer-based estimators) of the system would be considered in this case. However, such a procedure would be very time-consuming and is therefore not proposed in this work. The proposed simulation procedure was able to predict the behavior on the test bench very well even without considering filter effects.

X. CONCLUSION

This work has analyzed the impact of different injection-based encoderless control algorithms on the overload capability problem. The investigations were based on an RSM. A comparative investigation (Section VI) of different algorithms, regarding their maximum achievable current amplitude, was performed. Such a comparative investigation had not been performed thus far. This basic investigation has already uncovered significant differences between the algorithms. Based on the new findings, a novel stability criterion for the RSM has been derived. The new stability criterion can predict the overload limit of several algorithms by assessing the impact of an operating point deviation between the actual and the estimated operating point. The prediction for several algorithms was not possible based on already existing criteria, because they were based on a specific model.

Based on the new criterion and its good prediction for several algorithms it is generally confirmed, that incorrect estimated parameters are the cause of the overload capability problem. The incorrect parameters are caused by the difference between the actual and estimated operating point of the machine. This behavior is reasonable and can only be avoided by making the parameters independent of an operating point deviation. This conclusion is confirmed by the results of the model in stator coordinates, which always knows the actual parameters.

Finally, an FEM-based simulation procedure was proposed, which can precisely predict the convergence region for different injection-based encoderless algorithms.

The general conclusion can be made that the more estimated parameters are used, the worse the behavior in deep saturation. It is also shown that stable operation is mainly a property of the algorithm used and less of the design of the RSM. An optimization of the machine is therefore only meaningful, if the specificities of the algorithm are considered in the optimization process. The work also demonstrated that even small differences in the implementation, e.g., an LUT stored mean admittance, can have a big impact on the overload capability. This should be considered when the algorithms are implemented.

The following enumeration is intended to briefly summarize the most important contributions of this work and to answer the open subjects stated in the introduction part:

- A new convergence criterion was derived. It reliably predicts the convergence region for several injection-based models, which was not possible with existing criteria.
- An investigation of the overload capability of several injection-based models was conducted, which had not been done in the research literature before. Significant differences between the models could be revealed.
- It has been shown that the prediction of the convergence region is also possible by means of FEM simulation results, opening new possibilities in the practical application. The achievable current amplitude (torque) can already be predicted at an early design stage of the machine. It can be assessed whether the required torque can be reached with the intended combination of machine and encoderless algorithm. Thus, the machine or the algorithm can be modified early in the development process, without building a prototype of the system first. However, the optimization must be carried out considering the specificities of the algorithm.
- The new convergence criterion assesses the dependency of the estimation error on an incorrect current angle, which is used to determine the specific model parameters. Since the predictions are in harmony with the measurement results, the assumptions made during the derivation of the criterion can be taken as true. As a consequence of the correct assumptions, the parameters stored according to an unknown reference system (when operating encoderlessly, e.g., d-q-system) are the cause of the overload capability problem.

In further works, the idea of the operating point deviation could be extended to include the rotor angle dependency of the inductances as well (not just the current angle). It might be possible to find a convergence criterion for machines with strong harmonic anisotropies using such an extension. Furthermore, the proposed criterion was verified on the most popular injection-based models but could be verified for further models and also be extended to different types of observers in the future.

APPENDIX

The appendix includes the derivations of the simulated convergence criteria in a compact form. Please note the difference between estimated and real parameters, which is important for the derivation. The expressions inside the brackets are shortened for a compact illustration, e.g., \( \Delta \theta \left( \Delta \theta_{k} \right) \equiv \Delta \theta_{k} \left( \Delta \theta_{k} = 0 \right) \).
A. SUB-CALCULATION FOR THE SIMULATIVE PREDICTION OF THE ALTERNATING INJECTION

The discrete version of the convergence criterion, as it is depicted in (37), forms the base:

\[
\Gamma_{\text{Sim}} = - \Delta \hat{\theta}_A \Delta \theta_A,1 = - \frac{\theta_A (0^\circ) - \theta_A (-8^\circ)}{0^\circ - -8^\circ}
\]

with the definition of the specific estimation equation of the anisotropy angle (either (44) or (47)) follows:

\[
\hat{\theta}_{A,\text{Sim}} (0^\circ) - \hat{\theta}_{A,\text{Sim}} (-8^\circ)
\]

The rotor position assignment algorithm is implemented in a way that the misalignment angle is always estimated along the intended MTPA trajectory (\(\theta_A (0^\circ)\)). This results in the following criterion which relies on the actual (not the estimated) misalignment angle \(\theta_A\):

\[
\Gamma_{\text{Sim}} = - \frac{\theta_A (0^\circ) - \theta_A (-8^\circ) + \hat{\theta}_A (0^\circ)}{8^\circ}
\]

B. SUB-CALCULATION FOR THE SIMULATIVE PREDICTION OF THE ARBITRARY INJECTION

The discrete version of the convergence criterion, as it is depicted in (37), forms the base:

\[
\Gamma_{\text{Sim}} = - \frac{\theta_A (0^\circ) - \theta_A (-8^\circ)}{0^\circ - -8^\circ}
\]

with the definition of the specific estimation equation of the anisotropy angle (either (44) or (47)) follows:

\[
\hat{\theta}_{A,\text{Sim}} (0^\circ) - \hat{\theta}_{A,\text{Sim}} (-8^\circ)
\]
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