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Abstract—Edge intelligence autonomous driving (EIAD) offers computing resources in autonomous vehicles for training deep neural networks. However, wireless channels between the edge server and the autonomous vehicles are time-varying due to the high-mobility of vehicles. Moreover, the required number of training samples for different data modalities, e.g., images, point-clouds, is diverse. Consequently, when collecting these datasets from vehicles to the edge server, the associated bandwidth and power allocation across all data frames is a large-scale multi-modal optimization problem. This letter proposes a highly computationally efficient algorithm that directly maximizes the quality of training (QoT). The key ingredients include a data-driven model for quantifying the priority of data modality and two first-order methods termed accelerated gradient projection and dual decomposition for low-complexity resource allocation. Finally, high-fidelity simulations in Car Learning to Act (CARLA) show that the proposed algorithm reduces the perception error by 3% and the computation time by 98%.

Index Terms—Autonomous driving, edge intelligence, large-scale optimization.

I. INTRODUCTION

EDGE intelligence autonomous driving (EIAD) is a promising paradigm to ease the conflict between the resource-hungry model training and the resource-limited vehicle platforms [1]. Compared to cloud-assisted approaches, EIAD achieves better privacy protection and lower latency by providing computing resources in close proximity to autonomous vehicles [1]. Among others, model training is the most fundamental task in EIAD systems, which consists of dataset generation, transmission, calibration, annotation, and processing. However, since EIAD systems need to train an ensemble of deep neural networks (DNNs) for learning semantic, geometry, and motion representations, the datasets are multi-modal, and the trained DNNs are heterogeneous [2]. Therefore, the required number of training samples is diverse, disabling conventional throughput-oriented approaches.

Another challenge of EIAD is the time-varying wireless channels between the edge server and the autonomous vehicles due to high mobility, which makes the coherent time (i.e., a unit of time block for resource allocation) very small [3], [4], [5], [6]. Hence given a common data volume of an AD dataset, e.g., 100 GB, the number of time blocks for transmission can be very large. Consequently, EIAD systems require a fast large-scale optimizer for wireless resource allocation, and conventional convex optimization methods, e.g., the interior point method, are no longer suitable.

In this letter, we would like to shed some light on the above important issues. Specifically, this letter presents a new design objective, i.e., quality of training (QoT), for resource allocation, e.g., bandwidth and power allocation, in multi-modal EIAD systems. Specifically, the QoT is defined as the overall perception accuracy (or planning efficiency) of all trained DNNs. The QoT metric is monotonically increasing with the communication throughput, but their relationship is nonlinear. Hence, the QoT-oriented approach directly maximizing the QoT would result in fundamentally different designs, compared with that from conventional throughput-oriented approaches. Furthermore, despite the QoT-oriented problem being nonlinear and non-smooth, we leverage the accelerated gradient projection (AGP) and dual decomposition methods to optimally solve it in a highly efficient way with low complexity. The designed AGP achieves the fastest convergence rate, and the designed dual decomposition yields semi-closed-form solutions. The superior performance of the proposed algorithm has been verified by high-fidelity Car Learning to Act (CARLA) simulator [7].

Finally, we would like to emphasize that QoT-oriented scheduling was studied in [8], [9], [10], [11], which quantifies the importance of data uploaded from different mobile users by fitting a parametric model to experimental data. Our work exploits a similar principle but focuses on domain-specific AD datasets and time-varying channels rather than general-purpose datasets and static channels. In addition, EIAD resource allocation was extensively investigated for emerging scenarios such as multicast, federated learning and space-air-ground networks [3], [4], [5], [6]. However, these methods ignore the multi-modality issue and thus fail in achieving high QoT under resource constraints. In contrast, our method can potentially improve their performance by integrating the QoT-oriented scheduling into the EIAD resource allocation.
II. SYSTEM MODEL AND PROBLEM FORMULATION

As shown in Fig. 1(a), we consider the scheduling of data uploading from \( K \) connected autonomous vehicles (CAVs) to \( L \) edge servers for DNN model training in an EIAD system. In particular, the procedure includes the following four stages: 1) Sensing: each CAV senses the surrounding environment and stores the sensing data locally; 2) Communication: the edge server collects datasets from CAVs via uplink transmission; 3) Training: the edge server annotates the data, trains DNNs with the labeled data, and releases the models to CAVs; and 4) Inference: the performance of the trained DNNs depends on the number of uploaded samples, thus on the bandwidth and power allocated in the communication stage.

The data modality at CAV \( k \) is denoted by \( M_k \) (with \( M_k = 1 \) representing Lidar point cloud and \( M_k = 2 \) representing images) and the size of its data sample is \( D_k \). Each point-cloud with 12800 Kbits is used to train a sparsely embedded convolutional detection (SECOND) network, for Task 1 (object detection). Each image with 5600 Kbits is used to train a convolutional neural network (CNN) for Task 2 (weather classification). The SECOND architecture is shown in Fig. 1b, and the CNN architecture has four layers with \( 32 \times 64 \times 28 \times 10 \) units. Communication time is split into \( N \) time slots, where the duration of each time slot is \( T \). The channels are assumed to be quasi-static during each time slot, and vary in different time slots. All channel power gains are assumed to be predictable, since the CAV routes and the traffic map, i.e., mobility pattern, are known in advance. Let \( h_{l,k,n} \) denote the uplink channel power gain from CAV \( k \) to BS \( l \) at time slot \( n \). The achievable rate between CAV \( k \) and BS \( l \) at time slot \( n \) is

\[
R_{l,k,n}(w_{l,k,n}, q_{l,k,n}) = w_{l,k,n} \log_2 \left( 1 + \frac{h_{l,k,n} q_{l,k,n}}{N_0 w_{l,k,n}} \right),
\]

where \( q_{l,k,n} \) and \( w_{l,k,n} \) denote the transmit power and bandwidth of CAV \( k \) in BS \( l \) at time slot \( n \), respectively, and \( N_0 \) denotes the additive white Gaussian noise (AWGN) power spectral density. Note that there is no inter-cell interference in the denominator of equation (1), as adjacent BSs adopt different frequency bands for multiplexing while remote BSs causes random interference that can be included in AWGN. On the other hand, each CAV can be associated to only one BS at a certain time slot. Due to limited coverage of BSs and high mobility of CAVs, it is necessary to perform handover during the entire dataset collection procedure. To be specific, let \( x_{l,k,n} \in \{0, 1\} \) with \( \sum_l x_{l,k,n} = 1 \) for all \( (k, n) \) denote the association state between CAV \( k \) to BS \( l \) at time slot \( n \), where \( x_{l,k,n} = 1 \) represents connection and \( x_{l,k,n} = 0 \) represents disconnection. Consequently, the number of samples uploaded for the \( k \)-th modality is given by

\[
v_k = \sum_{l=1}^{L} \sum_{n=1}^{N} \frac{T x_{l,k,n} R_{l,k,n}}{ND_k}.
\]

For EIAD perception, the QoT is defined as the perception accuracy or one minus the perception error [1]. Generally, it is difficult to characterize the relationship between the perception error and the number of data samples analytically. Fortunately, based on the research results of [8], [12], this relationship can be approximately characterized by \( \Psi_k \approx a_k v^{b_k}_k \), where \( \Psi_k \) denotes error rate of the DNN at CAV \( k \), and \( a_k, b_k > 0 \) are hyper-parameters representing task difficulty. It is further indicated by [8], [12] that \( a_k, b_k \) can be obtained from the curve fitting of experimental data. Our goal is to optimize the association, bandwidth, and power of all time slots, denoted by \( X = \{x_{l,k,n}\}, W = \{w_{l,k,n}\}, \) and \( Q = \{q_{l,k,n}\} \), respectively, such that the average perception error is minimized. It can be formulated as the following optimization problem.

\[
P_0 : \min_{X, W, Q} \sum_{k=1}^{K} \sum_{l=1}^{L} \sum_{n=1}^{N} \frac{T x_{l,k,n} R_{l,k,n}}{ND_k} - b_k
\]

s.t. \( \frac{1}{N} \sum_{k=1}^{K} \sum_{n=1}^{N} q_{l,k,n} \leq P_k, \quad \forall k, \) \( \sum_{k=1}^{K} \sum_{l=1}^{L} \sum_{n=1}^{N} q_{l,k,n} \leq P_{total}, \) \( \sum_{k=1}^{K} w_{l,k,n} = B_{total}, \) \( \forall l, n, \) \( \sum_{l=1}^{L} x_{l,k,n} = 1, \quad \forall k, n, \) \( \sum_{l=1}^{L} x_{l,k,n} \in \{0, 1\}, \quad \forall l, k, n, \)

where (3a) is the time slot average individual power constraint for each CAV, (3b) is the time slot average total power constraint for all CAVs, and (3c) is the total bandwidth constraint. The challenges of solving \( P_0 \) are two-fold: (1) the discontinuity of the CAV-BS association variables; (2) the curse of dimensionality brought by numerous time slots \( N \).

III. PROPOSED FIRST-ORDER ALGORITHM

A. Optimal CAV-BS Association

In order to address challenge (1), we propose the following proposition.

**Proposition 1**: The optimal \( \{x_{l,k,n}^\star\} \) to \( P_0 \) satisfies \( x_{l,k,n}^\star = 1 \) if \( h_{l,k,n} \neq \max \{h_{l,k,n}\} \) and \( x_{l,k,n}^\star = 0 \) otherwise.

**Proposition 1** can be proved by contradiction. Specifically, assume that there exists some \( x_{l,k,n'}^\star = 1 \) for \( h_{l,k,n'} \neq \max \{h_{l,k,n}\} \). Then, we can always construct another solution by setting \( x_{l,k',n'} = 0 \) and \( x_{l,k',n'} = 1 \) with \( h_{l,k',n'} \neq \max \{h_{l,k,n}\} \) while keeping other variables unchanged. This would reduce the objective of \( P_0 \), which contradicts the optimality of \( \{x_{l,k,n}^\star\} \). Similarly, we can show that the bandwidth \( w_{l,k,n} \) and power \( q_{l,k,n} \) should be zero if \( x_{l,k,n} = 0 \); otherwise those resources can always be allocated to another link.
Based on Proposition 1, we substitute \( x_{i,k,n} = x_{i,k,n}^* \) into \( P_0 \), which would not change the solution of \( P_0 \). By setting \( x_{i,k,n} = \sum_i x_{i,k,n}^*u_{i,k,n} \), \( U = \{ u_{k,n} : u_{k,n} = \sum_i x_{i,k,n}^* u_{i,k,n} \} \), and \( P = \{ p_{k,n} : p_{k,n} = \sum_i x_{i,k,n}^* q_{i,k,n} \} \), PROBLEM \( P_0 \) is equivalently transformed into

\[
P_1 : \min_{U,P} \sum_{k=1}^{K} a_k \left( \sum_{n=1}^{N} T u_{k,n} \log_2 \left( 1 + \frac{g_{k,n}P_{k,n}}{N_0 u_{k,n}} \right) \right)/N D_k \quad -b_k
\]

s.t. \( 1/N \sum_{n=1}^{N} p_{k,n} \leq P_k, \forall k \),

\( 1/N \sum_{n=1}^{N} \sum_{k=1}^{K} p_{k,n} \leq P_{total}, \forall n \)

\( \sum_{k=1}^{K} u_{k,n} = B_{total}, \forall n \)

\( p_{k,n} \geq 0, u_{k,n} \geq 0, \forall k, n \).

PROBLEM \( P_1 \) is convex due to the following reasons:
- All the constraints are linear;
- Function \( a_k(\cdot)^{-b_k} \) is non-increasing and convex;
- Function \( T u_{k,n} \log_2 \left( 1 + \frac{g_{k,n}P_{k,n}}{N_0 u_{k,n}} \right) \) is convex due to the following reasons:

\[ \text{Why Acceleration?} \]

When the bandwidth allocation vectors is \( \{ u_{i,k,n} = u_{i,k,n}^\circ \} \), where \( u_{i,k,n}^\circ \) denotes the given value of bandwidth of the \( k \)-th CAV in BS \( i \) and the \( n \)-th time slot, PROBLEM \( P_1 \) is converted to PROBLEM \( P_3 \) by fixing bandwidth allocation

\[
P_3 : \min_{\{ p_{i,k} \}} \sum_{k=1}^{K} a_k \left( \sum_{n=1}^{N} T u_{k,n} \log_2 \left( 1 + \frac{g_{k,n}P_{k,n}}{N_0 u_{k,n}} \right) \right)/N D_k \quad -b_k
\]

s.t. (3a), (3b), and (3d).

Applying dual decomposition to PROBLEM \( P_3 \) yields

\[ D(\lambda) : \max_{\lambda \geq 0} \min_{\{ p_{i,k} \}} \sum_{k=1}^{K} a_k \left( \sum_{n=1}^{N} T u_{k,n} \log_2 \left( 1 + \frac{g_{k,n}P_{k,n}}{N_0 u_{k,n}} \right) \right) -b_k
\]

\[ + \lambda \left( \frac{1}{N} \sum_{k=1}^{K} \sum_{n=1}^{N} p_{k,n} - P_{total} \right), \]

where \( G_k = \{ p_k : \frac{1}{N} \sum_{n=1}^{N} p_{k,n} \leq P_k, p_{k,n} \geq 0 \} \). The dual of PROBLEM \( P_3 \) is a bilevel optimization problem, where the outer problem is an unconstrained nonsmooth maximization problem and the inner problem is a constrained but decomposable problem. In the outer problem, the dual variable \( \lambda \) can be updated via the sub-gradient descent method as

\[ \lambda[i+1] = \lambda[i] + \xi \left( \frac{1}{N} \sum_{k=1}^{K} \sum_{n=1}^{N} p_{k,n} - P_{total} \right), \]

where \( \lambda[i] \) and \( p_{k,n}^{[i]} \) are dual variable \( \lambda \) and power allocation \( p_{k,n} \) of the \( i \)-th iteration, respectively, and \( \xi \) is the step size. At the \( i \)-th iteration, the inner problem for fixed \( \lambda[i] \) can be
Algorithm 1 Proposed First-Order Algorithm for Solving $\mathcal{P}_1$

1: Initialize $\eta = 10^4$ and $\xi = 10^{-3}$.
2: Repeat
3: Set $i = 1$ and $c[0] = 1$.
4: Repeat
5: Calculate $c[i]$, $Q[i]$, $U[i+1]$ based on (5)-(7).
6: Update $i \leftarrow i + 1$
7: Until: The stop criterion is satisfied.
8: Set $i = 0$ and $\lambda[0] = 0$.
9: Repeat
10: Calculate $P_k[i]^*$ based on (13).
11: Update $\lambda[1+i]$ based on (10).
12: Update $i \leftarrow i + 1$
13: Until: The stop criterion is satisfied.
14: Until: The stop criterion is satisfied.

equivalently decomposed into $K$ sub-problems, given by

$$
P_{i}^{[\cdot]}(k) : \min_{p_k[i] \in G_k} a_k \left( \sum_{n=1}^{N} \frac{T u_{k,n}^{0}}{N D_k} \log_2 \left( 1 + \frac{g_{k,n} P_k^{[i]}}{N_0 u_{k,n}^{0}} \right) \right)^{-b_k} + \lambda[i] t_k
$$

\text{s.t.} (3a), (3d),
$$
\frac{1}{N} \sum_{n=1}^{N} p_{k,n}[i] = t_k.
$$

We have the following proposition on the optimal solution of Problem (12).

Proposition 2: Given $t_k$, the optimal $p_k^*$ to Problem (12) is

$$
p_k^{[i*]}(\mu) = \left[ \frac{\mu N D_k \ln 2 - N_0 u_{k,n}^{0}}{g_{k,n}} \right]^{+}, \forall k, n,
$$

where $\mu > 0$ satisfies $\sum_{n=1}^{N} p_k^{[i*]}(\mu) = N \min(P_k, t_k)$.

Proof: Please refer to [15, Appendix B].

Remark 2: Proposition 1 indicates that the optimal $p_k^*$ can be found via one-dimensional search over $t_k$. Since $t_k \in [0, P_k]$ and the objective function is uni-modal w.r.t. $t_k$, the optimal $t_k^*$ in (13) can be found by bisection search within $[0, P_k]$. The iteration complexity of bisection is $O(\log(1/\epsilon))$.

D. Complexity Analysis

The entire procedure of the proposed method is summarized in Algorithm 1. It can be seen that Algorithm 1 involves two levels of iterations. In the outer-level AO iteration, the AGP method is first adopted to solve $\mathcal{P}_2$, which executes (5)-(7) iteratively. The computation is dominated by equation (5), which requires a complexity of $O(KN^2)$ (computing each element in $\nabla \Xi(Q[i])$) needs a complexity of $O(N)$ and there are $KN$ elements. Consequently, with $O(1/\epsilon)$ iterations, the AGP method costs a complexity of $O(KN^2/\epsilon)$. Then, to solve $\mathcal{P}_1$, dual decomposition is adopted, which executes (13) for all $(k, n)$ and (10) iteratively. The computation cost of (13) for all $(k, n)$ is given by $O(KN)$. Therefore, with $O(1/\epsilon)$ iterations for sub-gradient update and $O(\log(1/\epsilon))$ iterations for bisection search, the dual decomposition method requires a computation complexity of $O(\log(1/\epsilon)KN/\epsilon)$. In summary, the total complexity of Algorithm 1 is given by $O(\text{ITER}(KN^2/\epsilon + \log(1/\epsilon)KN/\epsilon))$, where ITER is the number of iterations for AO to converge.

IV. SIMULATION RESULTS

The simulations were done on the CARLA simulator [7], [16] with $K = 2$, where the first CAV with a 64-line LiDAR on top of the car is a point-cloud data collector, while the second CAV with an RGB camera in front of the car is an image data collector. The Adam optimizer is adopted for training SECOND and CNN. The communication parameters are given by $N = 1000$, $B_{tota}=20$ MHz, $P_1 = P_2 = 1$ W, $P_{total} = 2$ W, $N_0 = -110$ dBm/Hz. We simulate $L = 10$ BSs and the CAV-BS distance is generated randomly from 5 m to 150 m. The channels are generated by using a distance-dependent path-loss model with 30 dB loss at a unit distance of 1 m.

Fig. 2(a) shows the convergence behaviour of the proposed algorithm. It can be seen that the algorithm converges very fast within 10 iterations. Fig. 2(b) compares the computation time of the proposed algorithm and CVX on a desktop with 17-7700 3.6GHz CPU and 64G RAM. The proposed algorithm significantly reduces computation time. Notably, when $N = 1000$, the proposed first-order algorithm reduces the computation time of CVX (i.e., interior-point method) by 98.2%, and the gain increases with the number of time slot $N$.

Next, we compare the proposed algorithm with benchmark schemes as follows: 1) Scheme 1: equally allocating bandwidth and power across all CAVs; 2) Scheme 2: maximizing the total communication throughput via water-filling [4]; 3) Scheme 3: QoT-oriented power optimization with equal bandwidth allocation [8]; 4) Scheme 4: QoT-oriented bandwidth and power allocation ignoring time-varying channels [9]. Figs. 2(c) and 2(d) compare the number of uploaded samples and the average perception error of the proposed algorithm with those of the benchmark schemes, respectively. It can be seen from Fig. 2(c) that the proposed algorithm leads to a significantly smaller perception error, i.e., a higher QoT, than those of other benchmarks as shown in Fig. 2(d).
Compared with Scheme 1, the proposed scheme reduces the perception error by 3%, which implies that resource allocation is crucial to the EIAD systems. Moreover, Scheme 2 leads to the second-worst performance among all the simulated schemes, meaning that the objective function have a more significant impact on EIAD than other factors such as the choice of design variables and the input channels. Finally, by comparing the proposed method with Schemes 4 and 3, we find that ignoring the time-varying feature of wireless channels would degrade the system performance inevitably.

The simulation results of Figs. 2(c) and 2(d) are further visualized in Fig. 3(a) and Fig. 3(b). In particular, no matter which algorithm is chosen, the trained CNNs always distinguish different weather. This is because task 2 has a fast learning process, and tens of images are enough for realizing accurate perception. On the other hand, the SECOND trained with the proposed algorithm successfully detects objects on the road. In contrast, other schemes yield missing or inaccurate detection results due to the insufficient number of point clouds. This is because the proposed algorithm automatically allocates more resources to task 1, which has a more significant learning curve, for QoT maximization.

V. CONCLUSION

This letter has studied the large-scale bandwidth and power allocation problem in EIAD. A first-order accelerated algorithm with linear complexity has been proposed. The proposed algorithm achieved a smaller perception error than the state-of-the-art, and a lower complexity than interior point method.
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