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Abstract

Mispronunciation detection and diagnosis (MDD) technology is a key component of computer-assisted pronunciation training system (CAPT). In the field of assessing the pronunciation quality of constrained speech, the given transcriptions can play the role of a teacher. Conventional methods have fully made use of the transcriptions. The first category is based on confidence measures which are mainly obtained from the system performance, e.g., forced-alignment and extended recognition networks. Recently, some end-to-end based methods attempt to incorporate the prior texts into model training and preliminarily show the effectiveness. However, previous studies mostly consider applying raw attention mechanism to fuse audio representations with text representations, without taking possible text-pronunciation mismatch into account. In this paper, we present a gating strategy that assigns more importance to the relevant audio features while suppressing irrelevant text information. Moreover, given the transcriptions, we design an extra contrastive loss to reduce the gap between the learning objective of phoneme recognition and MDD. We conducted experiments using two publicly available datasets (TIMIT and L2-Arctic) and our best model improved the F1 score from 57.51\% to 61.75\% compared to the baselines. Besides, we provide a detailed analysis to shed light on the effectiveness of gating mechanism and contrastive learning on MDD\textsuperscript{1}.

Index Terms: mispronunciation detection and diagnosis (MDD), computer-aided pronunciation training (CAPT), text-aware, gate mechanism

1. Introduction

Computer-Assisted Pronunciation Training (CAPT) system can meet people’s needs for language learning in fragmented time with flexible devices. Mispronunciation detection and diagnosis system (MDD) is an indispensable component of the CAPT system. Similar to the role of teachers in oral practice lessons, MDD can provide instant feedback about pronunciation problem for users to improve their speaking skills. Considering the rapidly increasing number of language learners, a high-performance MDD is needed to assure the precise diagnosis of pronunciation errors at the phonetic and prosodic levels. Here, we focus on phonetic mispronunciation in second-language learning.

Here, we consider assessing the pronunciation quality of constrained speech, that is, the text uttered by speakers is known to the system. Popular pronunciation error detection framework can be roughly divided into two categories, both of which have fully made use of the transcriptions. The first category is based on confidence measures which are mainly obtained from automatic speech recognition (ASR). Whether the pronunciation is correct or not is decided by calculating the confidence score of the frame/phoneme level with the help of forced alignment \cite{1,2,3}, which is a technique to align acoustic frames with given texts. The second category is based on extended search lattice and one of the most popular approaches is extended recognition network (ERN) \cite{4}. ERN analyzes the text first and then incorporates a finite number of phonetic error patterns into the decoding network based on handcrafted or data-driven rules.

Recent studies have proposed various network architectures to improve the MDD performance \cite{5,6,7,8,9,10}. Similar to conventional methods, a line of studies attempt to leverage the prior linguistic information to provide guidance extracted from the given transcriptions \cite{7,8,9,10}. \cite{8} feeds phoneme sequences into a sentence encoder and then combines with audio features via attention. Frame-level cross-entropy loss is calculated with the help of manually labeled phoneme boundary. \cite{9} designs multiple data augment techniques based on the given transcriptions to alleviate the data sparsity problem. Despite the effective network design, most previous studies directly incorporate textual features into speech representation via a naive attention mechanism. We contend that textual features contribute very differently when they are assigned to attend different acoustic features. For correct pronunciation, transcription can guide the model step towards text-audio joint representation for better inference. However, it is difficult to align prior phonemes with acoustic features when mispronunciation occurs and hence limits the potential performance improvement.

End-to-end MDD shows its success in modeling simplicity and performance improvement. The main idea is to train a phoneme recognition model on L1/L2/L1-L2 hybrid datasets, and then perform MDD by comparing the reference and the inference. However, most previous models are optimized with a sole phoneme recognition objective directly or implicitly constrained by extra error states towards the correct diagnosis. Such a single recognition loss tries to predict each phoneme equally. To some extent, we hope the system can report more mispronunciations with little/no sacrifice of performance on canonicals. Some works utilize an extra error-state-related loss function to carry out MDD implicitly \cite{7}. Due to the gap between the learning objective of phoneme recognition and MDD, previous methods fail to focus on mispronunciations explicitly and thus being less effective in detection and diagnosis.

In this study, we propose a Text-Aware end-to-end model for MDD, which incorporates the prior text modality to learn a good joint representation of acoustic units. We leverage an effective Text-Audio gate control module to effectively fuse prior transcriptions. It can enforce the model to align textual information to the most related acoustic regions while ignoring irrelevant parts automatically. To further unleash the power of prior

\textsuperscript{1}https://github.com/vocaliodmiku/ wav2vec2mdd-text
texts, we refine the loss to bridge the learning objective gap between phoneme recognition and MDD by explicitly discriminating the probability of reference and annotation sequences. We experiment on the L2-Arctic dataset. Results confirm our main hypothesis that modeling text with gate control and explicitly distinguishing the reference and annotation benefit performance.

2. Text-Aware E2E MDD

We first briefly introduce the model structure we used for exploring information control. Then we explain the notion of contrasting learning object which will be performed for E2E MDD. Due to space limitations, we scatter the proposed architecture into Figure 1 and Figure 2. The pre-trained model we used comes from fairseq toolkit [11].

2.1. Audio encoder

In our previous work [12] and work [13] from another group, pretrained acoustic model have achieved great success on MDD. Here we inherit the pretrained model wav2vec2.0 [14] as audio encoder. It consists of a CNN-based encoder network, a transformer-based context network and a vector quantization module. We omit quantization module because it is out of the scope of this paper. The encoder network $f : X \rightarrow Z$ encodes the raw audio sample point $x_i \in X$ into latent speech representation $[z_1, z_2, ..., z_T]$. Combining multiple layer normalization and GELU activation layers, the convolutional module compresses about 25 ms of 16 kHz audio every 20 ms. Then context representations $H_{\text{audio}} = g([z_1, z_2, ..., z_T])$ are obtained by a context network $g : Z \rightarrow H$ which scans over the entire latent speech representations.

Figure 1: An overview of baselines: (left) Baseline comes from [9]. The framework takes phoneme sequences and the fbank feature as inputs and improves the aligned representation learning by performing attention for feature aggregation. (right) Our baseline model. We replace the audio encoder and text encoder with more powerful wav2vec2.0 series and Transformer while keeping the same fusion strategy. Note that only the audio branch is pretrained.

2.2. Text encoder

Although we have included such a powerful acoustic model into our MDD system, there still is room more for improvement by combining with reference texts. A common approach is to convert the reference text into phonemes and transform each phoneme into an N-dimensional linguistic feature vector via a parameterized lookup table. We construct the text encoder with a network of two Transformer layers. Given a canonical phoneme sequence with length $N$, the reference text representation $H_{\text{text}} = [h_1^{\text{text}}, h_2^{\text{text}}, ..., h_N^{\text{text}}]$ can be derived by the text encoder.

2.3. Textual modulation gate

In accordance with the postulates given in the introduction, we design a Textual Modulation Gate based on attention fusion. Compared with the annotation transcription, some phonemes in reference text are replaced with the corresponding prompts which reflect the actual acoustic parameters. The “polluted” reference text is thus not paired with associated audio features. On the textual side, we run an information monitor to filter out texts whose prior knowledge is strong enough to deteriorate the performance. For $H_{\text{text}}$ and $H_{\text{audio}}$, we have:

$$\alpha_{t,n} = \text{sigmoid} (\text{score}(h_{\text{t,n}}^{\text{text}}, h_{\text{t,n}}^{\text{audio}})) \quad (1)$$

$$\text{score}(h_{\text{t,n}}^{\text{text}}, h_{\text{t,n}}^{\text{audio}}) = h_{\text{audio}}^{\text{h}} (h_{\text{t,n}}^{\text{text}})^T \quad (2)$$

$$c_t = \sum_{n=1}^{N} \alpha_{t,n} h_{\text{t,n}}^{\text{text}} \quad (3)$$

$$g = \text{sigmoid} (W \cdot h_{\text{audio}}^{\text{c}} + U \cdot c_t + b) \quad (4)$$

$$y_t = h_{\text{audio}}^{\text{g}} + g \odot c_t \quad (5)$$

where $\odot$ is element-wise product. We compute attention weight between frame $h_{\text{t,n}}^{\text{text}} \in H_{\text{text}}$ and $h_{\text{t,n}}^{\text{audio}} \in H_{\text{audio}}$ which is used for re-weighting the textual representation. Then we choose the implementation of linear projection, summation, and sigmoid activation sequentially to generate the textual gate before feeding them into the Transformer layer for CTC prediction. We refer to the formula above as TextGate. Furthermore, we further explore variants of gate modulating (Figure 2) and conduct experiments to evaluate them.

2.4. Contrastive learning

Based on our experimental results, we found that better phoneme recognition model implementations can not always report better results in the context of MDD. In Figure 4 all the results in terms of phone error rate and F1 score are leaked in advance. As the phone error rate decreases, the F1 score performance trend is hard to conclude. The failure is due to the mismatch of learning objectives between MDD and phoneme recognition. Phoneme recognition aims to infer phonemes from the annotation correctly as much as possible, irrespective of...
whether we should pay more attention to mispronunciations. In this situation, performance improvement in recognition can be achieved by detecting more canonicals in proportion. Given prior texts, we propose an objective base on contrastive learning to bridge the gap. Contrastive learning, a kind of technique that maximizes the intra-class similarity and minimizes the inter-class similarity has been used extensively over the years in various applications [15][16]. In the context of MDD, we can anchor the transcription in order to generate the dissimilarity/similarity.

In order to train the network, we use besides the contrastive loss one additional loss functions:

\[ \mathcal{L}_{\text{contrast}} = \sum_{\pi, \pi' \in B^{-1}(L')} \max \left( \ln p(\pi' | X) - \ln p(\pi | X) + m, 0 \right), \]

where \( \mathcal{L}_{\text{contrast}} \) is a loss for phoneme sequence recognition[1]

In practice, contrastive learning can be realized easily on an attention-based encoder-decoder model for the convenience of accessing phoneme-level likelihoods. Based on our experimental results, we find that the encoder-decoder structure cannot achieve better results and conclude that the data used in this paper is too sparse for the decoder to generalize well. An alternative approach to reducing the gap is to directly optimize the F1 score metric with the reinforcement learning technique [18].

3. Experiments

3.1. Speech corpora and model architecture

Datasets. We use the publicly available datasets TIMIT [19] and L2-arctic [20] to conduct our experiments. TIMIT is a native (L1) English corpus containing 6,300 utterances from 630 speakers. We use its original training subset. The L2-arctic corpus[4] is a non-native English speech corpus that is intended for research in voice conversion, accent conversion, and mispronunciation detection. It contains utterances with mispronunciations of 24 (12 males and 12 females) non-native speakers whose L1 languages include Hindi, Korean, Spanish, Arabic, Vietnamese and Chinese. Following prior works [8][9][12], six speakers (NJS, TLV, TNI, TXHC, YKWK, ZHAA) were selected as the test set while the rest were merged to build the training set. We further generated a subset from the training set as the development set by randomly selecting 20% sentences for each speaker. There was no overlap between training and developing set. For the phone set, we mapped the TIMIT 61phone to 39-phone according to the mapping table from [21] and combined it into L2-arctic phone set.

Implementation Details. For audio encoder, we used two publicly available pre-trained wav2vec2.0 models as our backbones: wav2vec2.0-BASE[4] and wav2vec2.0-XLSR[4]. All models were trained 142 epochs using the Adam optimizer with an initial learning rate of 5\( \times \)10\(^{-5} \) on one RTX3060 GPU. The dimension of attention and gating mechanism was set to 768. The audio encoder was frozen in the first 10,000 steps.

3.2. Performance evaluation

We followed the evaluation metrics of previous studies [22]. For the end-to-end model, the detection of pronunciation errors can be achieved by comparing the prediction sequence and the reference text sequence after alignment. For canonical phones, true accept (TA) means the recognized phone sequence is consistent with the reference text while rejection (FR) means inconsistency. For mispronounced phones, true rejection (TR) indicates the mispronunciation has been detected while false accept (FA) fails to do it. Further, true rejection can be divided into correct diagnosis and diagnosis error. Other metrics like recall (TR/FA + TR), precision (TR/FR + TR) and the F-1 score (2*(metric/metric + 1)) were calculated. The additional objective was defined as follows approximately. m is set to 16 empirically:

\[ \rho_{\text{contrast}} = \frac{\max \left( \ln p(\pi' | X) - \ln p(\pi | X) + m, 0 \right)}{\ln p(\pi | X)}, \quad \rho_{\text{contrast}} = \frac{\max \left( \ln p(\pi' | X) - \ln p(\pi | X) + m, 0 \right)}{\ln p(\pi | X)} \]

In practice, contrastive learning can be realized easily on an attention-based encoder-decoder model for the convenience of accessing phoneme-level likelihoods. Based on our experimental results, we find that the encoder-decoder structure cannot achieve better results and conclude that the data used in this paper is too sparse for the decoder to generalize well. An alternative approach to reducing the gap is to directly optimize the F1 score metric with the reinforcement learning technique [18].

Figure 3: Performance comparison among our experiments. We present Phone Error Rate and F1 score here.
work needs to be carefully designed. We further tried to utilize even incorporating the extra reference text, the fusion frame-brach, reports poor performance. These results suggest that also notice that “AudioGate”, performing control on the audio also performs the baseline methods by +4.24%. Analyses show that per, which corresponds to our discussion — Given the prior text, more powerful representations. For a simple fusion operation, concatenation is better than addition. Note that all our systems except BaselineAdd use add implementation. Tuning to concatenation will bring further improvement. Evaluating Textual Modulation Gate. As expected, the proposed approaches Double Gate and TextGate outperform the Baseline/BaselineAdd method by +0.5%/1.8% and +1.4%/2.7%, respectively. The textual modulation gate successfully plays the role of validating information that comes from texts. Figure 4 shows attention weights output by the TextGate and Baseline model. Since the Textual Modulation Gate can take responsibility for turning on/off textual information flow, attention patterns look neat and natural, while audio-text correlation maps for the model without gate would be chaotic.

Within the TextGate series, the difference in performance between sigmoid and softmax is small. However, tanh gives a lower performance ever compared to the baseline and we also notice that “AudioGate”, performing control on the audio branch, reports poor performance. These results suggest that even incorporating the extra reference text, the fusion framework needs to be carefully designed. We further tried to utilize a more powerful acoustic model (XLSR) for further improvement and attribute the minor difference to the learning object gap. Relevant result analyses are shown below.

Evaluating Contrastive Learning Object. We integrated the proposed TextGate into XLSR model where a contrastive loss was used. As shown in Table 1 (bottom), TextGateXLSR-Contrast obtains a performance gain of 1.5% F1 score compared model TextGateContrast and achieves the best performance with an F1 score of 61.75%, suggesting that our methods work practically well with a contrastive loss. Furthermore, TextGateXLSRContrast reports the lowest False Accept number, which corresponds to our discussion — Given the prior text, the model learns more discriminative features about the reference and annotation phonemes which are hard to distinguish, naturally making the prior transcripts more informative.

4. Conclusion and future work
In this work, we have presented Text-Aware end-to-end model that explicitly incorporates prior transcription in model training and effectively learns a better refined text-audio representation for MDD. With the text-aware module, our best model improves the baseline by +2.8% in absolute F1 score on L2-arctic dataset. Moreover, we notice the existence of differences between current methods and MDD in optimization objectives. Contrastive-based loss is proposed to bridge the gap and outperforms the baseline methods by +4.4%. Analyses show that these simple modifications help the mispronunciation-sensitive representation learning among given reading texts and acoustic inputs. In future work, we will investigate extracting more information from transcriptions, such as transferring phonetic knowledge to constrain the text-audio attention matrix and optimize the learning object toward MDD.
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### Table 1: Comprehensive performance comparison.

| Models               | Canonicals                      | Mispronunciations                  | F1                      |
|----------------------|---------------------------------|------------------------------------|-------------------------|
|                      | True Accept | False Rejection | False Accept | True Rejection | Correct Diag. | Diag. Error |
| Baseline†            | 92.65% (23825) | 7.35% (1889) | 43.88% (1883) | 74.96% (1805) | 25.04% (603) | 56.08%       |
| Baseline‡            | 93.89% (24172) | 6.11% (1574) | 42.87% (1826) | 68.52% (1667) | 31.48% (766) | 58.87%       |
| BaselineAdd          | 94.15% (24239) | 5.85% (1507) | 45.36% (1932) | 63.21% (1471) | 36.79% (856) | 57.51%       |
| Double Gate          | 94.59% (24352) | 5.41% (1594) | 44.00% (1874) | 68.68% (1638) | 31.32% (747) | 59.34%       |
| TextGate             | 94.50% (24330) | 5.50% (1416) | 42.52% (1811) | 68.26% (1671) | 31.74% (777) | 60.27%       |
| TextGateσ            | 94.29% (24277) | 5.71% (1469) | 41.89% (1784) | 69.86% (1729) | 30.14% (746) | 60.34%       |
| TextGateφ            | 94.53% (24337) | 5.47% (1409) | 46.33% (1973) | 64.22% (1468) | 35.78% (818) | 57.48%       |
| TextGateRg           | 95.07% (24477) | 4.93% (1269) | 47.66% (2030) | 63.62% (1418) | 36.38% (811) | 57.47%       |
| TextGateXLSR         | 94.94% (24442) | 5.06% (1304) | 43.72% (1862) | 68.79% (1649) | 31.21% (748) | 60.23%       |
| TextGateContrast     | 93.72% (24130) | 6.28% (1616) | 40.32% (1724) | 60.23% (1471) | 30.23% (767) | 60.23%       |
| TextGateXLSRContrast | 93.18% (24152) | 6.19% (1594) | 38.62% (1645) | 71.08% (1858) | 28.92% (756) | 61.75%       |

† The best results reported in [9]. ‡ Reversed version of TextGate (maybe we can call it AudioGate), $g$ is used to multiply $h_i^o$ instead of $c_i$.
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