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Abstract—Last years have seen a regain of interest for the use of stochastic block modeling (SBM) in recommender systems. These models are seen as a flexible alternative to tensor decomposition techniques that are able to handle labeled data. Recent works proposed to tackle discrete recommendation problems via SBMs by considering larger contexts as input data and by adding second order interactions between contexts’ related elements. In this work, we show that these models are all special cases of a single global framework: the Serialized Interacting Mixed membership Stochastic Block Model (SIMSBM). It allows to model an arbitrarily large context as well as an arbitrarily high order of interactions. We demonstrate that SIMSBM generalizes several recent SBM-based baselines. Besides, we demonstrate that our formulation allows for an increased predictive power on five real-world datasets.

I. INTRODUCTION

Clustering is a core concept of machine learning. Among other applications, it has proven to be especially fit to tackle real-world recommendation problems. A recommendation consists in guessing an output entity based on a given context. This context can often be represented as a high dimensional set of input entities. On retail websites for instance, the context could be the ID of a user, the last product she bought, the last visited page, the current month, and so on. Clustering algorithms look for regularities in these datasets to reduce the dimensionality of the input context to its most defining characteristics. Continuing the online retail example, a well designed algorithm would spot that a mouse, a keyboard and a computer screen are somehow related buys, and that the next buy is likely to be another computer device. Besides, when given a set of users, subsets of users are likely to have similar interest in a given product if their buying history is similar. We can define such groups of people that share similar behaviors using clustering algorithms; this is called collaborative filtering. One of the most widely used approaches to perform this task relies on tensor decomposition.

Tensor decomposition approaches provide a variety of efficient mathematical tools for breaking a tensor into a combination of smaller components. The most popular tensor decomposition methods are Non-negative Matrix Factorization (NMF) and Tensor rank (or Canonical Polyadic) CP decomposition. However, decomposition methods are based on linear decomposition of a real-valued tensor $D$, which is unfit to tackle discrete problems. These methods can efficiently infer continuous outputs (the rating of a movie as in [1] for instance, or the number of buys of a product) but must be tweaked in order to consider discrete outputs (the next buy on an online retail website for instance). In this case, a possible approach consists in mapping all possible discrete outputs as a continuous variable. This is straightforward as in the case of movie ratings, because the set of possible ratings ($1, 2, 3, ...$) can be ordered on a continuous scale. However, if one wants to recommend one of several products (mouse, keyboard, computer, ...), the mapping of possible outputs to
that represents possible input entities, given a context. 

\[ R = \sum_{k} \theta_{f_n,k} = 1 \forall f_n \] (1)

Once the nodes membership is known, the SIMSBM infers the clusters multipartite network, whose weighted hyper-edges stand for the probability of an output \( o \) given a combination of clusters. The hyper-edge corresponding to the clustered context \( \vec{k} = (k_1, \ldots, k_N) \) associated to the output \( o \) is written 

\[ p_{\vec{k}}(o) \in \mathbb{R}^{K_{a(f_1)} \times \ldots \times K_{a(f_N)} \times O} \]

Note that the clustered context \( \vec{k} \) can take any value among all the possible permutations \( \vec{K} = \{ K_1, \ldots, K_N \} \). As we want SIMSBM to infer a distribution over possible outputs in a given context, the edges of the multipartite graph are related by the following constraint: 

\[ \sum_{o} p_{\vec{k}}(o) = 1 \forall \vec{k} \in \vec{K} \] (2)

Finally, the probability of an output \( o \) given a context of input entities \( \vec{f} \) can be written as: 

\[ P(o|\vec{f}) = \sum_{\vec{k} \in \vec{K}} p_{\vec{k}}(o) \prod_{n \in N} \theta_{f_n,k_n}^{(a(f_n))} \] (3)

From Eq.3, we can define the log-likelihood of the model as: 

\[ \ell = \sum_{(\vec{f}, o) \in \mathcal{R}} \log \left( \sum_{\vec{k} \in \vec{K}} p_{\vec{k}}(o) \prod_{n \in N} \theta_{f_n,k_n}^{(a(f_n))} \right) \] (4)

A. Inference

In this section, we derive an Expectation-Maximization algorithm for inferring the model’s parameters \( p, \theta \). Such algorithm guarantees the convergence towards a local maximum of the likelihood function [6].
TABLE I

| NOTATIONS |
|-----------------|
| $f_n$           | An input entity, can take any value in $F_n$ |
| $F_n$           | Set of possible input entities for layer $n$ |
| $\vec{f}$      | Context vector $(f_1, ..., f_N)$ |
| $o$             | Output entity, can take any value in $O$ |
| $N$             | Number of input layers $|\vec{f}|$ |
| $R^v$           | Data, a list of $(N+1)$-plets $(f_1, ..., f_N, o)$ |
| $a(f_n)$        | Type of entity $f_n$ |
| $K_{a(f_n)}$    | Number of available clusters for type $a(f_n)$ |
| $\theta(a(f_n))$ | Membership matrix for entities of type $a(f_n)$ |
| $p(o)$         | Clusters’ multi-partite network for output $o$ |
| $K$            | All clusters permutations $\{k_1, ..., k_N\}$ |
| $\vec{k}$      | One permutation of clusters $\{k_1, ..., k_N\}$ in $K$ |
| $c_0(x)$       | Count of element $x$ in vector $\vec{v}$ |
| $C_{f_n}$      | Total count of $f_n$ in $R^v$ |

1) E-step: Using Jensen’s inequality, we can rewrite Eq.4 as:

$$\ell = \sum_{(f,o) \in R^v} \log \left( \prod_{k \in K} p_k(o) \prod_{n \in N} \frac{\theta(a(f_n))}{\omega_{f,o}(k)} \right)$$

(5)

The inequality holds as an equality when:

$$\omega_{f,o}(k) = \frac{p_k(o) \prod_{n \in N} \theta(a(f_n))}{\sum_{k' \in K} p_{k'}(o) \prod_{n \in N} \theta(a(f_n))}$$

(6)

Eq.6 constitutes the expectation step of the EM algorithm. This derivation is intended as a fast way of deriving the correct result. An alternative method that is more explicit about the underlying concepts used in the derivation is described in the Supplementary Material; the final expression for $\omega_{f,o}(k)$ is however identical.

2) M-step: We take back Eq.4 and add Lagrangian multipliers $\phi$ to account for the constraints on $\theta$. We maximize of the resulting constrained likelihood $\ell_c$ according to each latent variable:

$$\frac{\partial \ell_c}{\partial \phi_{a(m)}(i)} = \frac{\partial}{\partial \phi_{a(m)}(i)} \left[ \ell - \sum_k \phi_k(i) \left( \sum_k g_{ik} - 1 \right) \right]$$

$$\Leftrightarrow \phi_{a(m)}(i) = \sum_{(f,o) \in \partial m} \omega_{f,o}(k) c_k(n)$$

(7)

The term $c_k(n)$ arises because of the non-linearity induced by the interaction between input entities of the same type. Let $i_m$ be the indices where entity $m$ appears in the input vector $\vec{f}$. The corresponding entries of the permutation vector $k$ are noted $k_m$. Then, $c_k(n) = \{1\}k_m = \sum_{i \in i_m} n$ is the count of $n$ in $k_m$. When $n$ appears $c_k(n)$ times in a permutation comprising $k_m$, so will a term log $\theta_{a(m)}(k)$, whose derivative is $c_k(n)\theta_{a(m)}$, hence this term arising. Note that $c_k(n) = 0$ nullifies the contribution of permutations $\vec{k}$ where $n$ does not appear in $k_m$. Therefore we can restrict the sum over $\vec{k}$ in Eq.7 to the set $\partial_m = \{k|k \in K, n \in k_m\}$. We also defined the set $\partial_m = \{(f,o)|(f,o) \in R^v, o \in \partial_m\}$.

Using Eq.1 and Eq.7, we compute $\phi_{m}(a(m))$:

$$\sum_n \phi_{m}(a(m)) = \sum_{k \in K} c_k(n) \omega_{f,o}(\vec{k})$$

(8)

When summing over $n$, $c_k(n)$ successively counts the number of times each $n$ appears in $k_m$, which equals the length of $k_m$. Therefore $\sum n_i = k_m = c(f,m)$ is the number of times input entity $m$ appears in the entry $(f,o)$ considered, which does not depend on $k$. $c_m$ is the total count of $m$ in the dataset. Note that this differs from the derivation proposed in [3], where nonlinear terms are not accounted for.

The derivation of the maximization equation for $p$ is very similar. Let $\partial_s = \{(f,o)|(f,o) \in R^v, o = s\}$. We solve:

$$\frac{\partial \ell_s}{\partial p_{f,o}(s)} = \frac{\partial}{\partial p_{f,o}(s)} \left[ \ell - \sum_k \psi_k \left( \sum_o p_k(o) - 1 \right) \right] = 0$$

$$\Leftrightarrow \psi_{f,o}(s) = \sum_{(f,o) \in \partial s} \omega_{f,o}(\vec{r}) p_{f,o}(s)$$

(9)

Finally, combining Eq.7 with Eq.8, and the two last lines of Eq.9, the maximization equations are:

$$\begin{cases} 
\phi_{m}(a(m)) = \sum_{(f,o) \in \partial m} \omega_{f,o}(k) c_k(n) \\
\psi_{f,o}(s) = \sum_{(f,o) \in \partial s} \omega_{f,o}(\vec{r}) p_{f,o}(s)
\end{cases}$$

(10)

From Eq.10 we can show that for a given number of clusters for each type $(K_{a(f_1)} ..., K_{a(f_N)})$, one iteration of the EM algorithm runs in $O(|R^v|)$. Note however that $|R^v|$ grows exponentially with the context length.

We must define a nomenclature to refer to each special case of the SIMSBM—what input entity types are considered, and how many interactions for each type. We use the notation SIMSBM(number interactions type 1, number interactions type 2, ...). For instance, SIMSBM(2,3) represents a case where the SIMSBM considers two types of input entities, with the first one interacting as pairs with other entities of same type, and the second one interacting as triples with entities of the same type. The corresponding data has a shape $(f_1, f_2, g_1, g_2, g_3, o)$ where $f$ and $g$ are the two considered types.
III. BACKGROUND ON STOCHASTIC BLOCK MODELS

A. Existing works

As stated in the introduction, recent years saw a growing interest for Stochastic Block Models (SBM) to tackle collaborative filtering problems in recommender systems [2]–[4]. These models first cluster input entities together, and then analyze how these clusters relate to each other. Each input entity can be associated either to one cluster only (single-membership SBM) [7]–[9] or to a distribution over available clusters (Mixed Membership SBM, or MMSBM) [10]. While the single-membership SBM has been successfully applied to a range of problems [8], [9], [11], [12], inference is done using greedy algorithms, typically simulated annealing, making it unfit for large scale real-world applications [2].

The Mixed-Membership SBM (MMSBM) is a major extension of Single-Membership SBM that has been proposed in the seminal work [10]. In the frame of collaborative filtering for recommender systems, [2] proposed a bipartite network extension. This model has later been extended to consider triposes of input entities instead of pairs [3]. It assumes that all the entities in a given triple are linked together by a given relation. This boils down to assuming data can be represented in the form of a tripartite network instead of a bipartite network. Another extension of [10] proposes to consider the case of input entities of the same type, modeled as a bipartite graph [4]. This is relevant when trying to guess an output given a pair of input entities of same type – that is when entities carry the same semantic meaning. When considering input entities of the same type, one must consider symmetric clustering; the probability of an output based on the entities pair (A, B) should not differ from the probability of an output based on (B, A). The authors solve the problem by clustering both entities using a same membership matrix, whose components then interact with each other. This differs from other recent works on interaction modeling that do not consider clustering [13], [14] or the non-linearity induced by symmetric interactions [3], [15].

B. SIMSBM generalizes several state-of-the-art models

The formulation of SIMSBM allows to recover several state-of-the-art works. Each of these previous models was introduced as different and novel in their respective publications, whereas they could be presented as simple iterations of SIMSBM instead. Building on this generalization, SIMSBM provides a degree of modeling flexibility that goes beyond the existing literature – modeling arbitrarily large context sizes and interaction order.

Now, we briefly show how our formulation allows to recover several state-of-the-art models. Throughout this section, we denote input entities of different types by different letters (e.g. \( f_1 \) is not of the same type as \( g_1 \)), and the model’s output as \( o \). The set of corresponding membership matrices for each type is noted as \( \Theta = \{ \theta^{(f)}, \theta^{(g)} \} \) and one edge of the multipartite clusters–interaction tensor is noted \( \{ p_{k(f_1),k(f_2),k(g)}(o) \} \) where \( k(f) \) is one of the possible cluster indices for an input entity of type \( f \).

1) Bi-MMSBM [2]: The Bi-MMSBM has first been proposed in [2], and has since been applied on several occasions [3], [16]. In this modeling, data is made of triplets \( (f_1, g_1, o) \). Each entity is associated a node on a side of a bipartite graph \( f_1’s \) on one side, \( g_1’s \) on the other and edges represent the probability of an output \( o \). We recover the Bi-MMSBM with our model by setting \( \Theta = \{ \theta^{(f)}, \theta^{(g)} \} \) and the bipartite clusters network tensor \( \{ p_{k(f_1),k(g)}(o) \} \). This correspond to SIMSBM(1,1).

2) T-MBM [3]: The T-MBM is a model proposed in [3] that goes a step further than [2] by adding a layer to the bipartite network used to model quadruplet data \( (f_1, f_2, g_1, o) \). This model aims at modeling interactions between entities of same type as in [4] by clustering \( f_1 \) and \( f_2 \) using a same membership matrix, but does not account for nonlinear terms. We recover the T-MBM modeling by setting \( \Theta = \{ \theta^{(f)} \} \) and a bipartite clusters network tensor \( \{ p_{k(f_1),k(f_2),k(g)}(o) \} \). Our formulation allows to go further by adding an arbitrary number of layers to the multipartite networks proposed in [2], [3]. This correspond to SIMSBM(2,1).

3) IMMSBM [4]: The IMMSBM proposed in [4] models interactions between entities of the same type to predict an output. The data takes the form \( (f_1, f_2, o) \). Each input entity is still associated to one node on either side of a bipartite graph, except that here the membership matrix is shared between the two layers. The links between each pair of clusters represent the probability of an output \( o \). We recover the IMMSBM with our model by setting \( \Theta = \{ \theta^{(f)} \} \) and the bipartite clusters network tensor \( \{ p_{k(f_1),k(f_2),k(g)}(o) \} \). Importantly, our formulation allows to consider interactions between \( n \) input entities instead of simply pair interactions. This correspond to SIMSBM(2).

4) Indirect generalizations: We did not detail the generalization of other families of block models because our algorithm does not readily fits these cases. However, it is worth mentioning that MMSBM has been developed as an alternative to Single Membership SBM [17] that allows more flexibility [10]. Our model reduces to most existing SBM by modifying the definition of the entries of \( \theta^{(a)} \). In the Single Membership SBM, Eq.1 reads \( \theta^{(a)}_{f_2,k} = \delta_{k,x} \) where \( x \) is one of the \( K_a \) possible values for \( k \) and \( \delta \) is the Kronecker’s delta. This means the membership vector of each input entity equals 1 for one cluster only, and 0 anywhere else. Therefore, the optimization process is not the same as we described. In practice optimization is done with greedy algorithms such as the simulated annealing [12], [16].

IV. EXPERIMENTS

A. Datasets and evaluation protocol

1) Datasets: The datasets we consider here are summarized in Table II and detailed as Supplementary Material. They are made of tuples representing the context and the associated observed output. Each of them is made available along with the implementation of our model on GitHub2.

2) Datasets and implementation available at https://github.com/GaelPouxMedard/SIMSBM
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90% of each dataset’s documents are used as a training set, and the other 10% are used as an evaluation set. Each iteration of the SIMSBM is run 100 times on every dataset. The EM algorithm stops once the relative variation of the likelihood falls below $10^{-4}$ for 30 iterations in a row. We present the average results over all the runs. The number of clusters has been chosen based on the existing literature on similar datasets (Imdb [2], MrBanks [16], Spotify and PubMed [4]).

Finally, when SIMSBM is evaluated on a dataset containing more interactions than it is designed to consider, the model is trained on the lower-order corresponding dataset. For instance, imagine a dataset considering one type interacting three times. This dataset is made of one observation only $(1, 2, 3)$. A SIMSBM iteration that considers pair interactions will then be trained on triplets $(1, 2, o), (1, 3, o)$ and $(2, 3, o)$, and evaluation will be performed accordingly.

2) Baselines and evaluation: Evaluation is done according to the maximum F1 score, the precision at 1 ($P@1$), the area under the ROC (UCROC), the area under the precision-recall curve (UCPR), the F1 score with a 10% threshold (vgF1), the precision at 1 (vgPrec), the recall at 1 (vgRec), the mean average precision (vMap), the average precision at 10 positions (vAP10), the average precision over all positions (vAP), the mean absolute error (vErr), and the mean absolute percentage error (vErrNorm). Evaluation is done according to the maximum F1 score, the precision at 1 ($P@1$), the area under the ROC (UCROC), the area under the precision-recall curve (UCPR), the F1 score with a 10% threshold (vgF1), the precision at 1 (vgPrec), the recall at 1 (vgRec), the mean average precision (vMap), the average precision at 10 positions (vAP10), the average precision over all positions (vAP), the mean absolute error (vErr), and the mean absolute percentage error (vErrNorm).
under the ROC curve, the area under the Precision-Recall curve (or Average Precision); since the problem is about multi-label classification, we consider the weighted version of these metrics –metrics are computed individually for each class, and averaged with each classes’ weight being equal to the number of true instances in the class. The results are averaged over all 100 runs. We also consider the rank average precision and the normalized covering error (only here lower is better). These last two metrics account for label ranking performance.

We compare to several baselines: a naive baseline (predicts outputs according to their frequency), Naive Bayes, K-nearest neighbors, NMF, Tensor Factorization [18], MMSBM [10], Bipartite-MMSBM [2], IMMSBM [4] and T-MBM [3].

B. Discussion

We present our main results in Table III. In this table, we see that our formulation systematically outperforms the proposed baselines, as well as the ones it generalizes. In most cases, the possibility to add a layer or to consider higher-order interactions improves the performance over the existing baselines (MMSBM, Bi-MMSBM, IMMSBM and T-MBM). We further demonstrate the usefulness of SIMSBM by running replication studies for [2] and [16] that are provided as Supplementary Material; we get similar results as these previous works. About the Spotify dataset in Table III, note that artists are often added to a playlist in a row, leading to the probability of the next artist being the same as the one immediately before her to be higher. Adding interaction terms adds noise in the modeling. This explains why the triple interactions version of SIMSBM does not perform better than its pair-interactions [2] or no-interaction [10] iterations.

Besides numerical results, Table III underlines how easy the SIMSBM makes it to design tailored models for a variety of different problems. Using a single framework, we could consider input context sizes ranging from 1 to 4 entries, and interaction orders going from 1 to 3. Model selection (or in this case, SIMSBM iteration selection) becomes simpler as a result, since different input settings can be readily tested. Up to now, adding a new layer (e.g. T-MBM with respect to Bi-MMSBM) or increasing the interaction order (e.g. IMMSBM w.r.t MMSBM) required a new dedicated work to explain the advance; SIMSBM unifies these approaches into one global model, each iteration of which is readily usable in a number of applications, as shown in Table III. To underline this, we ran also ran replication studies of two recent papers [16], [19], given as Supplementary Material.

V. CONCLUSION

In this paper, we developed a global framework, SIMSBM, that generalizes several existing models from the literature. We derived an expectation-maximization algorithm that runs in linear time with the number of observations. We then demonstrated that SIMSBM recovers several models from the literature as special cases, such as Bi-MMSBM, IMMSBM and T-MBM. This results in a highly flexible model that can be applied to a broad range of classification problems, as shown through systematic evaluation of the proposed formulation on several real-world datasets. In particular, we cited throughout the text a number of experimental studies conducted in medicine, social behaviour and recommendation using special cases of our model; using alternative iterations of the SIMSBM framework may help further improve the description and understanding of the interacting processes at stake between an arbitrary greater number of input entities.
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