A Dataset and Application for Facial Recognition of Individual Gorillas in Zoo Environments
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ABSTRACT
We put forward a video dataset with 5k+ facial bounding box annotations across a troop of 7 western lowland gorillas (Gorilla gorilla gorilla) at Bristol Zoo Gardens. Training on this dataset, we implement and evaluate a standard deep learning pipeline on the task of facially recognising individual gorillas in a zoo environment. We show that a basic YOLOv3-powered application is able to perform identifications at 92% mAP when utilising single frames only. Tracking-by-detection-association and identity voting across short tracklets yields an improved robust performance at 97% mAP. To facilitate easy utilisation for enriching the research capabilities of zoo environments, we publish the code, video dataset, weights, and ground-truth annotations at data.bris.ac.uk.

1 INTRODUCTION
Motivation. One important area of focus for zoos and sanctuaries is animal welfare [4] and associated research questions: e.g. does captivity prohibit animals from functioning in a beneficial capacity [2, 14]; and how does captivity affect the ability of animals to be potentially reintroduced into the wild [8]? Answering such questions via prolonged monitoring is particularly relevant for Great Apes where many gorilla species are critically endangered [22]. Manual monitoring by specialists [7], however, is labour intensive.

Contribution. This paper provides a new annotated dataset for Great Ape facial ID and investigates how far YOLOv3 [17] can be used to simultaneously detect and identify individual zoo gorillas based on facial characteristics (see Fig. 1). Our contributions are: (1) Collection and annotation of 5,428 samples of 7 western lowland gorillas (see Fig. 2); (2) Training and evaluation of the YOLOv3 framework for single frame gorilla face localisation and classification, and (3) Implementation of an offline multi-frame video application that delivers robust IDs in a zoo environment.

2 BACKGROUND & RELATED WORK
Human Facial Biometrics. Facial recognition technology for humans has long been a key field within computer vision [20, 21]. Deep convolutional neural networks (CNNs) [11] exemplified in frameworks such as DeepFace [19] form the base of most modern facial biometric frameworks [15].

Great Ape Face Recognition. Great Apes show facial characteristics that are individually distinct (see Fig.2) and not dissimilar to those of humans owing to our close evolutionary lineage [13]. Thus, methodologies in animal biometrics [10] follow approaches for human face recognition closely. Loos et al. [12] developed one of the first chimpanzee facial recognition systems based on traditional machine learning techniques. He also annotated key datasets [12], where further datasets have since been presented by Brust et al. [1] and Schofield et al. [18]. Building on Loos’s work and data, Freytag et al. [5] trained a deep learning object detector, YOLOv2 [16], to localise the faces of chimpanzees. They utilised a second deep CNN for feature extraction (AlexNet [9] and VGGFaces [15]), and a linear support vector machine (SVM) [3] for identification. Later, Brust et al. [1] extended their work utilising a much larger and diverse dataset. Most recently, Schofield et al. [18] presented a pipeline for identification of 23 chimpanzees across a video archive spanning 14 years. Similar to Brust et al. [1], a single-shot object detector, SSD [18], is trained to perform localisation, and a secondary CNN model is trained to perform individual classification. They group video detections into tracklets across which identities are computed from, showing an improvement over single frame operation. In contrast to all discussed systems, in this paper we employ YOLOv3 [17] to perform one-step simultaneous facial detection and individual identification on gorillas, leading to a simpler yet equally effective
pipeline. Details of the existing great ape facial recognition systems and datasets can be found in the following literature; Loos et al. 2011 [13], Loos et al. 2013 [12], Freytag et al. 2016 [5], Brust et al. 2017 [1] and Schofield et al. 2019 [18]

3 DATASET

BristolGorillas2020. The BristolGorillas2020 dataset comprises 628 video segments and 5,428 annotated facial images (sampled from the corresponding video segments). The train-test splits for the images were generated using stratified sampling (see Table 1). The test set for the single-frame and multi-frame detector are the same; each tractlet comprises detections made on the first frame of the ground-truth frames included in the test set. Data used in training is not evaluated during testing of the video application. The dataset GoPro (versions 5 & 7) and Crosstour Action cameras (see Fig. 1) were fitted in the enclosure near enrichment devices [6] to obtain close-up facial footage of the gorillas (see Fig. 3). Data collection took place twice per week (from 11am to 1pm) over 6 weeks to record RGB video at 1280×720 pixels and 30fps. A selection of frames containing front facial images was manually labelled (see Fig. 3, top) with the help of experts from the Primate division at Bristol Zoo to ensure the identities of individual gorillas were labelled correctly.

Table 1: Complete Dataset. The table shows the total number of collected facial image patches, including the number of training and testing patches for each individual gorilla.

| Individual Gorillas | Training | Testing | Total Images |
|---------------------|----------|---------|--------------|
| Aifa                | 674      | 157     | 771          |
| Ayana               | 489      | 126     | 615          |
| Jock                | 387      | 101     | 488          |
| Kala                | 578      | 148     | 726          |
| Kera                | 776      | 196     | 972          |
| Kukuena             | 747      | 190     | 937          |
| Touni               | 732      | 187     | 919          |
| Total               | 4,323    | 1,105   | 5,428        |

4 IMPLEMENTATION

Single-Frame Identification. To train YOLOv3 we employed the open-source and freely available Darknet implementation pre-trained on ImageNet1000 [17]. This network was then fine-tuned using stochastic gradient descent with momentum and a batch size of 32 at an input resolution of 416×416 RGB pixels. Fine-tuning was performed with batch normalisation, data augmentation (see Fig. 3, bottom), and learning rate decay (an initial learning rate of 0.001 reduced by a factor of 10 at 80% and 90% of the total training iterations). We trained against a one-hot encoded class vector, where each vector element represented a gorilla identity. The resulting YOLOv3 network forms the backbone of the facial recognition system by performing one-step multi-instance localisation and identification of gorilla faces.

Multi-Frame Identification. In Phase 2 the network is applied to individual frames of a sequence (i.e. tracklets across video) where $X_t$ denotes the frame at time step $t$. All detections in $X_t$ and $X_{t+1}$ are then input into a simple algorithm that uniquely associates cross-frame detections if they show the highest pairwise intersection-over-union (IoU) and this IoU is also greater than a threshold $\theta = 0.5$. The resulting association chains represent tracklets (see Fig. 4). Their length ranges from a single frame to 10 frames. For each tracklet we evaluate identity classification via two methods: (1) highest single class probability denoted as maximum, or the highest average class probability denoted as average. For each detection we use the IoU assignment to compare the ground truth against the identity assigned to the tracklet containing the detection (where non-detections contribute to false negatives).

Figure 4: Multi-Frame Recognition. The figure exemplifies a tracklet and shows confidence scores for the dominant class ‘Kera’ on a sequence where she swings across from a nest.

5 RESULTS

Single Frame Detector. Figure 5 reports single frame classification performance of YOLOv3 as precision, recall, and mean average precision (mAP) for the test set as well as mAP curves across the training process over 44k steps for both training (red) and test (blue) sets. We noted that the average IoU of this network was 77.92% (see Fig. 6), whilst the average IoU scores for Aifa and Ayana are only 71% and 67%, i.e. 6.92% and 10.92% below the network average, respectively. These are younger members of the troop; they are physically smaller in size and are often in the background rather than directly in front of the camera. This clearly challenged the network with regard to precise localisation and identification. Despite
YOLOv3’s improved detection capabilities [17], ID classification suffers if image patches are too small. For instance, Ayana’s AP score at 74.9% is particularly low which may in part be due to the fact that 64.34% of her ground-truth annotations are smaller than 32 × 32 pixels.

**Multi-Frame Detector.** Table 2 reports multi-frame classification performance via precision, recall, and AP for the test set, where network weights are used which achieved the highest mAP score in single frame detection. The results reported utilise voting across a maximum tracklet size of 5, a stride of 1, and an IoU association threshold of 0.5. The multi-frame detector with maximum voting achieves the highest mAP, however, there is only a marginal difference between the maximum and average voting algorithms with less than 0.5% difference between all three of the reported evaluation metrics. Both multi-frame detection approaches outperform the single frame detector across all metrics. The mAP improvements achieved by the average and maximum voting algorithms when compared with the single-frame detector are 5.2% and 5.4%, respectively.

**Cross Validation.** We perform stratified 5-fold cross-validation on both single-frame and multi-frame identification systems. We train each fold for 24,000 iterations owing to time and computational restrictions. The three identification systems, single-frame and multi-frame identification with average and maximum voting schemes, achieve 89.91%, 95.94% and 96.65% mAP, respectively.

**Table 2: Multi-Frame Detector Performance.** Performance is shown for both average and maximum voting schemes. The performance of the single-frame detector is included for comparison.

| Detection  | mAP (%) | Precision (%) | Recall (%) |
|------------|---------|---------------|------------|
| Single     | 92.1 (± 8.0) | 91.0 (± 5.5) | 87.3 (± 9.9) |
| Average    | 97.3 (± 2.5) | 95.1 (± 4.7) | 91.1 (± 6.5) |
| Maximum    | 97.5 (± 2.2) | 95.4 (± 2.7) | 91.2 (± 7.9) |

6 ABLATION STUDIES

**Ablation Experiments.** We now investigate the effect of tracklet size, stride and association threshold on mAP performance. Produced based on evaluation on the test set the results are shown in Table 3.

![Figure 5: Single Frame YOLOv3 Identification Performance.](image)

The graph shows the mAP scores on training (red) and testing (blue) sets against training iterations. The table depicts testing results for each of the individuals.

![Figure 6: Localisation.](image)

The figure shows examples of ground-truth bounding boxes (red) and predicted bounding boxes (green) for Afia (left), Kukuena (middle) and Kera (right).

All three parameters prove stable with respect to changes. This indicates that the multi-frame identification improvement observed for the task at hand essentially rests with sampling multiple frames irrespective of the details of sampling.

**Table 3: Ablation Experiments for Multi-Frame Detector.** The table presents results produced using the multi-frame detection approach with maximum and average voting schemes varying maximum tracklet length, temporal tracklet stride, and IoU association threshold for generating tracklets, respectively.

| Association Threshold | mAP (%) |
|-----------------------|---------|
| Holdout                | Training |
| 0.25                  | 97.3 (± 2.5) | 97.5 (± 2.9) |
| 0.75                  | 97.3 (± 2.5) | 97.5 (± 2.9) |
| 0.75                  | 97.3 (± 2.5) | 97.5 (± 2.9) |

7 QUALITATIVE DISCUSSION

**Detection Errors.** Most of the observed false-positives are attributable to ground-truths with a small bounding box (less than 32 x 32-pixel resolutions). The majority relate to either Afia or Ayana, the youngest members of the troop, who rarely appear in the forefront of footage and have the largest proportion of small ground truth bounding boxes. This suggests that YOLOv3 is less effective at detecting small objects although there are many other factors to consider. However, most of the remaining false-positive detections appear to be caused by extreme variations in pose.

8 CONCLUSION

**Summary.** We presented a new dataset for the facial identification of Gorillas (Gorilla gorilla gorilla) which contains 5k+ annotated frames. We evaluated a multi-frame deep learning system based on the YOLOv3 framework on the task of facially recognising 7 individual western lowland gorillas in a zoo environment. We showed that the system is able to perform identifications above 92% mAP when operating on single frames and above 97% mAP when operating on tracklets. We conclude that, despite the availability of more complex systems, the proposed straightforward end-to-end application as presented operates sufficiently robustly to be used for enriching the research capabilities of zoo environments as well as their visitor experience.
**Future Work.** We intend to train our system on the dataset compiled by Brust et al [1] and Schofield et al [18] for comparison. Furthermore, preparatory work to install our system as a permanent feature at Bristol Zoo is underway. Footage from a camera fitted in the enclosure will be streamed to a screen in the visitor area and display the identities of individual gorillas. It is hoped that this will improve the visitor experience and help to raise revenue for the zoo to invest in further research or conservation programs.
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