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Abstract

Comparing the potential climate impacts of different technologies is challenging for several reasons, including the fact that any given technology may be associated with emissions of multiple greenhouse gases when evaluated on a life cycle basis. In general, analysts must decide how to aggregate the climatic effects of different technologies, taking into account differences in the properties of the gases (differences in atmospheric lifetimes and instantaneous radiative efficiencies) as well as different technology characteristics (differences in emission factors and technology lifetimes). Available metrics proposed in the literature have incorporated these features in different ways and have arrived at different conclusions. In this paper, we develop a general framework for classifying metrics based on whether they measure: (a) cumulative or end point impacts, (b) impacts over a fixed time horizon or up to a fixed end year, and (c) impacts from a single emissions pulse or from a stream of pulses over multiple years. We then use the comparison between compressed natural gas and gasoline-fueled vehicles to illustrate how the choice of metric can affect conclusions about technologies. Finally, we consider tradeoffs involved in selecting a metric, show how the choice of metric depends on the framework that is assumed for climate change mitigation, and suggest which subset of metrics are likely to be most analytically self-consistent.

1. Introduction

In addition to being used for national and regional greenhouse gas (GHG) accounting, climate metrics are extensively used for life cycle assessment (LCA) of technologies that emit multiple GHGs. Thus, practitioners of LCA must often choose among available climate metrics based on the most relevant notion of impact for a particular application. Recently, several studies have summarized available information about climate metrics for LCA practitioners [1–3]. Some of these reviews reflect findings from a broader effort called the ‘Life Cycle Initiative’ under the United Nations Environment Program and the Society of Environmental Toxicology and Chemistry, which was designed to revise existing methodologies and provide global guidance for environmental impact assessment [4]. A consistent conclusion from these studies is that no single climate metric is likely to be appropriate in all situations. Rather, the applicability of any metric is inherently context-dependent.

Despite advances over the past two decades in developing a broader suite of metrics that capture a wider array of impacts, as well as more recent efforts to comprehensively evaluate available metrics, two broad challenges remain. First, while recent studies have advocated the use of multiple climate metrics [1, 2, 5], a conceptually consistent approach for choosing a manageable subset of metrics when evaluating the role of technologies in climate change mitigation has not been fully articulated. Second the application of climate metrics in LCA, and in technology assessment in particular, introduces other conceptual challenges, such as how to handle multiple timescales (e.g. climate time horizon and technology lifetimes) in the same problem. This has led to the development of customized metrics that effectively use modified forms of the climate metrics as inputs [6, 7]. However, a
general framework into which existing climate metrics could be inserted would enhance transparency and arguably provide greater value to the advancement of LCA practice.

This paper addresses both of the challenges identified above. First, it proposes a general framework for choosing among available physical climate metrics. Among the metrics considered, the global warming potential (GWP) is the most widely used cumulative metric [8, 9], whereas the global temperature change potential (GTP) is the most widely used end point metric [10]. Some have suggested that the GTP and end point metrics in general are more appropriate for comparing different GHGs in the context of global climate stabilization [11–13]. Consistent with these observations, our analysis starts from the premise that the underlying climate change mitigation framework determines which type of climate metric (cumulative or end point) is most appropriate.

A corollary to the findings of [11] is that when the metric is defined with climate stabilization in mind, it should presumably also vary with time as the stabilization objective nears. This realization has led to the development of other physical climate metrics—most recently, the cumulative climate index (CCI) and instantaneous climate index (ICI) [14]—that explicitly vary with time. These metrics are similar to dynamic versions of the GWP [15] and GTP [16], respectively. As discussed later in this paper, a static metric can be defined by fixing the time horizon (following the original GWP and GTP definitions), and a dynamic metric can be defined by fixing the end year (following the CCI and ICI, as well as the dynamic versions of the GWP and GTP).

In light of these considerations, available physical climate metrics can thus be placed into a matrix based on whether they measure cumulative or end point impacts and whether they consider a fixed time horizon or fixed end year (see inset in figure 1). Within a given quadrant of this matrix, it is possible to further distinguish physical metrics by the climate indicator being measured, which could be radiative forcing, temperature change, sea level rise, or something else (see, for example, figure 2 in [2]). Because these indicators tend to be causally linked by the climate system, the choice of quadrant tends to drive more significant differences between metrics than the choice of climate indicator within a quadrant, for a given choice of time horizon or end year. Thus, in this paper, we focus on one metric from each quadrant to illustrate the most relevant differences between the quadrants. A partial list of alternative metrics in each quadrant is provided in online supplementary table S1 available at stacks.iop.org/ERL/12/074022/mmedia.

---

2 The terms ‘cumulative metric’ and ‘end point metric’ are defined formally in the next section.

3 Alongside physical metrics, several economic metrics that draw from the widely-used approaches of cost-benefit and cost-effectiveness analysis have been discussed for over two decades. One such metric is the global damage potential (GDP), which extends the GWP by considering explicit economic (i.e. human welfare) impact, rather than just physical impact (e.g. effect on radiative forcing) [25, 34]. A related metric, the global cost potential (GCP), focuses on marginal abatement costs (associated with a climate stabilization objective) rather than climate damages [36]. Several studies have compared and considered the relationship between the economic and physical metrics [11, 15, 25, 34, 35, 46], with [11] providing the most conceptually complete framework relating the four metrics discussed above (GWP, GTP, GDP and GCP) [11]. Most importantly for our study, [11] show that the GWP can be considered an approximation to the GDP, which follows from a cost-benefit framework, and that the GTP can be considered an approximation to the GCP, which follows from a cost-effectiveness framework.

4 It is worth noting, however, that the uncertainties are magnified as one moves down the causal chain from radiative forcing to temperature and sea level rise [3].
For any given climate indicator in any given quadrant, climate metrics can be further distinguished by differences in time horizons or end years, whether the background state of the climate system is assumed to vary, whether impacts from a pulse emission or sustained emissions are considered, and other mechanical aspects of the calculation, among other differences (see, e.g. figure 1 in [3]). While the choice of timeframe is not the focus of this paper, we discuss this issue briefly in the discussion and in the supplemental material. In addition, because other studies have explicitly considered the time-dependence of metrics that results from changes in the underlying state of the physical system [17–19], we do not discuss this issue here.

Finally, the choice between pulse and sustained emissions relates directly to the second broad challenge identified above. Specifically, we show that the existing suite of climate metrics can be applied directly to dynamic LCA, without further adjustment, thereby simplifying calculations and enhancing transparency relative to approaches that require development of customized climate metrics. Thus, for each climate metric, there is a corresponding technology metric. These technology metrics can be considered climate metrics that account for sustained emissions in a particular context.

In developing a consistent conceptual framework for the selection of climate metrics and their application to LCA, this paper thus operationalizes recent recommendations to conduct greater sensitivity analysis in order to capture both short and longer-term aspects of climate change in LCA. It does so by proposing that these impacts be evaluated simultaneously and consistently in the context of a particular climate mitigation framework, from which the choice of metric type follows. A key practical insight for LCA is that the number of consistent climate and technology assessment metrics can be reduced once the interactions among the choices are understood. An additional insight relevant to climate change mitigation is that the attractiveness of technologies with non-trivial emissions of GHGs whose lifetimes are shorter than CO2 depends significantly on the framework that is used for climate change mitigation more broadly.

The remainder of this paper consists of four sections. Section 2 introduces the metrics that will be compared. Section 3 uses a simple example to illustrate how results can vary with the choice of metric. Section 4 discusses the tradeoffs involved in selecting a metric and introduces the simplifying framework. Section 5 concludes with some broader insights.

2. Methods

The GWP of a greenhouse gas is defined as the cumulative radiative forcing from a given quantity of gas (say 1 kg) over a certain time horizon (TH) after its release into the atmosphere (at \( t = 0 \)), relative to the cumulative radiative forcing over the same time horizon from the release of the same quantity of CO2 [20]. The GTP, is defined as the change in mean surface temperature \( \text{TH} \) years after a pulse emission of a GHG (at \( t = 0 \)), relative to the change in mean surface temperature \( \text{TH} \) years after a pulse emission of CO2 [20] (see online supplementary section S.2 for mathematical definitions of these metrics).

Whereas the GWP is a cumulative measure of climate impact that integrates the radiative forcing over the entire chosen time horizon, GTP is an end point metric that measures the climate impact at the end of the chosen time horizon (see section S.2 for...
discussion). Even though the definitions for GWP and GTP assume an emission pulse at \( t = 0 \), it is straightforward to define these metrics more generally for emissions occurring in future time periods. The value of the metric is unchanged as long as the effective time horizon (the number of years between the time bounds) does not change.

Whereas the time horizon used in the GWP and GTP is independent of when the emissions pulse occurs, other proposed metrics explicitly link the time horizon to the year in which radiative forcing is assumed to stabilize. For example, Edwards and Trancik [14] propose two metrics, the CCI and the ICI. The CCI resembles the GWP as a cumulative metric except that the radiative forcing is integrated from some actual year \( t \) to some year of stabilization \( (t_s) \). Similarly, the ICI resembles the GTP as an end point metric, except that the impact is evaluated at some fixed stabilization year \( (t_s) \) rather than TH years after the pulse emission (see supplementary section S.3 for mathematical definitions).

Figure 1 shows the four metrics (comparing CO\(_2\) to methane (CH\(_4\)) as a function of the year of the pulse emission \( (t) \) for TH equal to 100 years or \( t_s \), assumed to be 100 years from today (see supplementary section S.7 for an alternative in which TH and \( t_s \) are equal to 50 years and related discussion). GWP and GTP do not vary with the time of emission, but they increase as TH decreases (compare figure 1 to figure S2), because the climate impact of CH\(_4\) relative to CO\(_2\) is greater close to the time of emission. CCI and ICI increase as a function of time, as the fixed stabilization year is approached, because the effective time horizon \((t_e-t)\) decreases as a function of the time of emission. These metrics also increase as \( t_s \) decreases (compare figure 1 to figure S2) because the effective time horizon at any given year \( (t) \) decreases.

It is straightforward to use any one of the above metrics to compare the climate impacts of technologically alternative, which may each have life cycle emissions of several GHGs (assumed here to be CO\(_2\) and CH\(_4\)). Such a metric, \( T_X \), where \( X \) is one of the four climate metrics above, can be constructed by summing, for the new technology, the emissions per functional unit (e.g. MJ of energy, km travelled) of CO\(_2\) and CH\(_4\) (multiplying the emissions of CH\(_4\) by the chosen climate metric) and dividing by the same quantity for the incumbent technology. Mathematically, this can be expressed as:

\[
T_X(t, t_s, TH) = \frac{E_{2,CH_4} \cdot X_{CH_4}(t, t_s, TH) + E_{2,CO_2} \cdot X_{CO_2}(t, t_s, TH) + E_{1,CO_2} \cdot X_{CO_2}(t, t_s, TH) + E_{1,CH_4} \cdot X_{CH_4}(t, t_s, TH)}{GWP_{CH_4}(TH) + GTP_{CH_4}(TH) + CCI_{CH_4}(t, t_s) + ICI_{CH_4}(t, t_s)}
\]

where \( X_{CH_4}(t, t_s, TH) = \)

In equation (1), \( E_{1,CH_4} \) and \( E_{1,CO_2} \) are the emission factors for an incumbent technology, and \( E_{2,CH_4} \) and \( E_{2,CO_2} \) are the emission factors for a new technology. When \( T_X \) is less than unity, the climate impact of the new technology in a given year \( t \) is lower than the climate impact of the incumbent technology (subject to the definition of climate impact embedded in the chosen climate metric). An important observation is that \( T_{GWPG} \) and \( T_{GTP} \) are independent of time \( (t) \), because the underlying climate metrics (GWP and GTP) are time-independent, whereas \( T_{CCI} \) and \( T_{ICI} \) are time-varying, since both of the underlying climate metrics (CCI and ICI) depend on the actual year of emission \( (t) \).

Any \( T_X \) metric provides a measure of the relative climate impact of two technologies for a given year of emission, and for this reason may be considered an instantaneous technology metric. Since the lifetime of most energy technologies is generally on the order of decades rather than years, there is often need to make a further judgment about how to combine information about emissions from different years. Such judgments can be important when the instantaneous technology metric changes as a function of time and crosses unity during the period of interest, implying that one technology would have less climate impact over some part of the period and that the other technology would have less climate impact over the remainder of the period.

To provide a means to compare technologies that persist for many years, integrated technology metrics can incorporate information about the emissions over the lifetime of each technology. As shown in equation (2), a generalized integrated technology metric \( (I_X) \) can be constructed by integrating any \( T_X \) metric between some start year, \( t_{start} \), and \( t_{end} \), corresponding to when the commitment to that technology expires. Note that the definition of equation (2) assumes that the emission factors of the technologies remain constant over time. Under these conditions, \( I_{GWPG} \) and \( I_{GTP} \) are time-independent (they depend on neither \( t_{start} \) nor \( t_{end} \)), because \( T_{GWPG} \) and \( T_{GTP} \) are time-independent, whereas \( I_{CCI} \) and \( I_{ICI} \) are time-varying because \( T_{CCI} \) and \( T_{ICI} \) are time-varying. Note that, given the expression below, \( I_X \) is similar to the technology metric defined in equation (1) where the time-dependent climate metric \( X \) has effectively been replaced with a time-invariant climate
metric (Y) that represents the average value of X over the specified commitment period.

\[ I_X(t_{\text{start}}, t_{\text{end}}, \text{TH}, t) = \frac{E_{2, \text{CH}_4} Y_{\text{CH}_4}(t_{\text{start}}, t_{\text{end}}, \text{TH}) + E_{2, \text{CO}_2}}{E_{1, \text{CH}_4} Y_{\text{CH}_4}(t_{\text{start}}, t_{\text{end}}, \text{TH}) + E_{1, \text{CO}_2}} \]

where \( Y_{\text{CH}_4}(t_{\text{start}}, t_{\text{end}}, \text{TH}) \) is defined as:

\[ Y_{\text{CH}_4}(t_{\text{start}}, t_{\text{end}}, \text{TH}) = \frac{\int_{t_{\text{start}}}^{t_{\text{end}}} \text{X} \cdot \text{CH}_4(t') Y(t', \text{TH}) \, dt'}{t_{\text{end}} - t_{\text{start}}} \]

Finally, an additional integrated technology metric, the Technology Warming Potential (TWP) proposed by Alvarez et al. [6] combines features of the different \( I_X \) metrics above. The TWP is an integrated metric, in that sense resembling \( I_{\text{GWP}} \) or \( I_{\text{CCI}} \). Furthermore, the TWP is independent of the year in which the technology transition begins, similar to the \( I_{\text{GWP}} \). However, the time period for evaluating the climate impacts associated with different pulses are allowed to vary, resembling the \( I_{\text{CCI}} \) (see section S.4 for the TWP definition).

3. Results

In order to provide a concrete example of how these metrics can be applied, this section considers the choice between compressed natural gas (CNG) fueled vehicles and gasoline-fueled vehicles for light duty transportation, which has been studied by several papers using different estimates of life cycle GHG emission factors and different climate metrics [6, 14, 21, 22]. An alternative example of technology choice in the power sector is provided in supplementary section S.8. Using information in table S3 about the life cycle GHG transportation, which has been studied by several vehicles and gasoline-fueled vehicles for light duty

If one assumes a time horizon shorter than 100 years, such as 50 years (or a stabilization year that is 50 years from today), then metrics that accumulate impacts of an emission pulse over time, namely \( T_{\text{GWP}} \) and \( T_{\text{CCI}} \), are greater than unity for all years (see figure S3). For the same time horizon of 50 years (or stabilization year that is 50 years from today), however, end point metrics such as \( T_{\text{GTP}} \) and \( T_{\text{CCI}} \) that measure the impact of an emission pulse in a future year are less than unity for at least some future years (see figure S3).

Figure 3 considers the same technology comparison using integrated technology metrics, rather than instantaneous technology metrics, assuming that the lifetimes of the technologies are either 10 years (panel A) or 20 years (panel B). \( I_{\text{GWP}} \) and \( I_{\text{CCI}} \) are identical to the corresponding instantaneous metrics, \( T_{\text{GWP}} \) and \( T_{\text{CCI}} \). Since the instantaneous metrics are not time-varying, including information about future years (through integration) when evaluating the choice in a given start year does not change the value of the metric. The values of \( I_{\text{GWP}} \) and \( I_{\text{CCI}} \) just like \( T_{\text{GWP}} \) and \( T_{\text{CCI}} \) only depend on the assumed time horizon (e.g. \( \text{TH} = 100 \) in figure 3 or \( \text{TH} = 50 \) in figure S4). Additionally, since the GWP is always larger than the GTP for short-lived GHGs, the \( I_{\text{GWP}} \) is always greater than the \( I_{\text{GTP}} \).

The TWP is similar to the \( I_{\text{GWP}} \) in that its value is independent of the start year of the technology transition, as represent by the horizontal line in figure 3. However, as discussed above, it values emission pulses at different times differently. Consequently, the effective ‘average’ time horizon parameter, averaged over all the emission pulses considered, is less than the chosen TH parameter, and this explains why the TWP is larger than the \( I_{\text{GWP}} \) in figure 3 (and figure S4). For a given start year \( (t_{\text{start}}) \), the values of \( I_{\text{CCI}} \) and \( I_{\text{CCI}} \) in figure 3 are larger than the corresponding values of \( T_{\text{CCI}} \) and \( T_{\text{CCI}} \) in figure 2 because the integration incorporates information about future years. In effect, these integrated metrics anticipate the increasing importance of \( \text{CH}_4 \) that is assigned by the underlying instantaneous metrics, as the assumed stabilization year is approached.

The results in figure 3 show that the interpretation about technology again depends on which metric is chosen for the analysis. For instance, in the case of climate stabilization occurring 100 years from the present and a typical vehicle lifetime of 10 years (figure 3(a)), the \( I_{\text{CCI}} \) suggests that CNG vehicles can provide some climate benefits as long as they are introduced within the next \( \sim \)70 years and retired after their lifetime, whereas the \( I_{\text{GWP}} \) suggests that the two technologies are nearly identical in terms of their climate impact regardless of when they are introduced. Increasing the commitment to CNG vehicles beyond 10 years (to 20 years as in figure 3(b)) decreases the window during which their introduction would provide climate benefits relative to gasoline vehicles.
(using the \(I_{\text{CCI}}\)), but the same qualitative differences between the metrics apply.

Overall, analysis using \(I_{\text{CCI}}\) supports previous findings [22] that switching to CNG vehicles in the near term and subsequently transitioning to lower \(\text{CH}_4\)-emitting technology options could provide climate benefits when used in place of gasoline vehicles. However, if one uses other metrics, such as the \(I_{\text{GWP}}\) then the climate benefits of CNG are more ambiguous. When climate stabilization is assumed to occur sooner, say in 50 years (or equivalently the time horizon for evaluating impacts is 50 years), then analysis with the \(I_{\text{CCI}}\) suggests that CNG vehicles provide modest climate benefits relative to gasoline vehicles (figure S4). These examples highlight how the choice of metric can affect conclusions about the climate impacts of different technologies.

4. Discussion

The description of the metrics and the example above suggest that there is not likely to be a single metric that is appropriate for comparing technologies in all situations, a finding that is consistent with prior studies [1–5]. Rather, the choice of metric depends on the context in which it is used. To assist LCA practitioners with this choice, this section reviews several distinct issues that underlie the choice of metric and, for each of these issues, discusses when particular choices are most appropriate. Specifically, this section examines the following issues: (1) when to utilize a cumulative or end point metric; (2) when to evaluate climate impacts over a fixed time horizon (varying end year) or up to a fixed end year (varying time horizon); and (3) when choices about aggregation of emissions over multiple years are most likely to affect the outcome.

From the definitions of the four physical climate metrics discussed above (GWP, GTP, CCI and ICI), it is clear that some metrics (GWP and CCI) are cumulative metrics that consider the total climate impact over some period, whereas others (GTP and ICI) are end point metrics that consider the climate impact in some future year, ignoring impacts prior to that time\(^8\). Fundamentally, as discussed by [11], the choice between a cumulative metric and an end point metric depends on the broader framework in which climate change mitigation is considered. When comparing alternatives in the context of cost-benefit analysis (CBA), then a cumulative metric is most appropriate, because CBA involves the comparison of impact streams, which are integrated (and discounted, if monetized). An explicit assumption in CBA is that the time path (not only the end point) matters. While not an economic metric, the GWP is broadly consistent with this framework, since the impact stream of one action (e.g. the release of a unit emission

\(\text{CH}_4\) to the instantaneous efficiency of \(\text{CO}_2\)\(^{[14]}\).

\(\text{Figure 3. Integrated technology metrics plotted as a function of the start year of the transition (t}_{\text{start}}\) for a hypothetical switch from gasoline-fueled vehicles to CNG-fueled vehicles. A value less then unity implies that integrated emissions from a CNG vehicle over its lifetime have a lower climate impact than the integrated emissions from a gasoline vehicle. \(I_{\text{GWP}}\) and \(I_{\text{GTP}}\) are plotted for an effective time horizon (TH) of 100 years, whereas \(I_{\text{CCI}}\) and \(I_{\text{ICI}}\) are plotted for an effective stabilization year (\(t_s\)) that is 100 years from today \((t_{\text{start}}=0)\). Technology lifetimes \((t_{\text{end}}-t_{\text{start}})\) are assumed to be 10 years (panel A) or 20 years (panel B). Note that for \(I_{\text{CCI}}\) and \(I_{\text{ICI}}\), when \(t > t_s\) the underlying climate metrics are defined to be the ratio of the instantaneous radiative efficiency of \(\text{CH}_4\) to the instantaneous efficiency of \(\text{CO}_2\)\(^{[14]}\).
of CH₄) and a relevant alternative (the release of a unit emission of CO₂) are represented in the numerator and denominator of this metric, respectively.

On the other hand, when comparing alternatives as part of a broader cost-effectiveness analysis in which future stabilization of radiative forcing or temperature is the assumed objective to be achieved at the least cost, then an end point metric is more appropriate, because the future impact of an action today is most relevant to the objective. The GWP is broadly consistent with this framework, since the impact in a given future year of one action (e.g. the release of a unit emission of CH₄) and a relevant alternative (the release of a unit emission of CO₂) are represented in the numerator and denominator of this metric, respectively.

The discussion above may help a practitioner choose between a cumulative metric and an end point metric, but it does not help choose among cumulative metrics (e.g. between the GWP and CCI) or among end point metrics (e.g. between the GTP and ICI). Once again, the assumed analytical framework is important. Cost-effectiveness analysis compares alternative pathways to a given stabilization outcome. For example, the IPCC defines four ‘representative concentration pathways’ (RCPs) that reach 2.6, 4.5, 6.0 and 8.5 W m⁻² [23]. The implied radiative forcing in the lowest of these (RCP 2.6) stabilizes prior to 2050, whereas RCP 4.5 stabilizes prior to 2100 and RCP 6.0 and RCP8.5 do not stabilize before the end of the 21st century. The choice of end point in an end point metric therefore further depends on the specification of the climate change mitigation objective and the year in which that objective is assumed to be achieved [14].

In CBA, the appropriate time horizon or end year is not directly related to an assumption about the climate change mitigation objective. In effect, in the GWP, the time horizon parameter substitutes for explicit discounting, among other factors, and the discount rate does not vary with the assumed objective [24]. In practice, a horizon of 100 years is common for the GWP and generally more consistent with central values of explicit economic estimates of impact (i.e. GDP) to which the GWP can be viewed as an approximation [25, 26].

The discussion above suggests that the first two issues—the choice between a cumulative and end point metric, and the choice between a fixed time horizon and a fixed end year—are conceptually related. Specifically, if a CBA framework is adopted, then the GWP, or a metric that evaluates cumulative impacts over a fixed time horizon, is most consistent with this framework. On the other hand, if a cost-effectiveness framework is adopted in which the assumed objective is stabilization of radiative forcing or temperature in some future year, then the ICI, or a metric that evaluates the impact in the predetermined future year, is most consistent with this framework. Therefore, the set of self-consistent physical climate metrics is reduced to two broad types—specifically, those found in the two diagonal quadrants of the framework matrix (inset in figure 1). The choice among these two broad types then depends on the framework assumed for climate change mitigation.

Finally, in any analytic framework, it is natural to aggregate the effects of an action that is assumed to persist for many years. However, the timescale associated with the lifetime of the technologies being evaluated is distinct from the timescale used for evaluating climate impacts, and this separation highlights an additional parameter choice faced by the practitioner. Using the GWP in a dynamic LCA leads to the I_Climate cumulated GWP (ICCl GWP) which does not depend on assumptions about the lifetimes of the technologies being evaluated because the GWP does not depend on time. While some have argued that this lack of time-dependence highlights an inconsistency within LCA [7, 27], the time horizon parameter in the GWP reflects an economic choice about how to value the impacts of a pulse emission in a given year (i.e. the effective discount rate), which does not depend on the time of emission. In this framework, a pulse emission should have identical ‘value’ regardless of whether it starts at the beginning or end of the time horizon used to describe the technology transition. In contrast, using the ICl in a dynamic LCA leads to the I_Climate cumulated ICI (ICCI) which does depend on assumptions about technology lifetimes because the underlying climate metric is rising over time, so longer technology lifetimes generally increase the value of the technology metric for a given start year.

Figure 4 summarizes the choices involved in selecting a technology metric. First, an analyst must choose between two overarching climate mitigation frameworks: CBA and cost-effectiveness analysis, both of which are common in climate change assessment [28]. If the former framework is adopted, then a cumulative fixed time horizon metric is the technology metric type most consistent with this choice, whereas if the latter framework is adopted, then an end point fixed end year metric is the most consistent. Under each framework, a relevant time parameter must be specified. While this choice is also context-dependent, it is worth noting that the choice of TH = 100 is most consistent with the underlying economic metric (GDP) to which GWP may be considered an approximation, and that the choice of t_i = 50 would be consistent with a stabilization scenario in between RCP 2.6 and RCP 4.5. Finally, in the case of the I_Climate, the choice of technology lifetime can be important in some applications, since the underlying technology metric is time-dependent. While the comparison between any two technologies will depend on many of the choices above, one important generalization is that use of end point, fixed end year metrics such as the I_Climate tend to favor technologies that emit GHGs with lifetimes significantly shorter than CO₂—often called short-lived climate forcers or ‘SLCFs’—in the
near-term and penalize those technologies in the long-term, compared to cumulative, fixed time horizon metrics such as the IGWP.

Although the technology examples considered in this paper focus on emissions of CH₄ and CO₂, the framework presented here is equally applicable to other GHGs, including SLCFs such as black carbon. In fact, based on the response functions suggested by the IPCC, the temperature response following a pulse emission of common SLCFs is similar to that following a pulse emission of CH₄, albeit with faster decay and higher values at the time of emission (see figure 1 of [29]). Recent recommendations to consider the sensitivity of LCA to the inclusion of SLCFs are thus consistent with the approach discussed here, because all of the metrics discussed in this paper can be applied to any GHG.

5. Conclusion

The discussion above highlights the main practical insights of this paper, namely that (a) the choice of climate metric type (cumulative with fixed time horizon or end point with fixed end year) depends on the framework in which climate change mitigation is considered; (b) that either type of climate metric can be used in dynamic LCA; (c) that this choice determines whether the particular $I_X$ metric will be time-dependent; and (d) that other climate metrics such as the static GTP and the CCI (and their associated $I_X$ metrics) are less internally self-consistent. These insights provide a set of principles that can be adopted by LCA practitioners to enhance the consistency of dynamic assessment and technology comparisons, in particular.

Additionally, this analysis provides broader insights about the roles of certain types of technologies in climate change mitigation. The time path of the ICI in figure 1 (or figure S2) suggests that if climate change mitigation is considered from the perspective of climate stabilization (assuming the objective is not attained for several decades in the future), the ‘value’ of mitigating CH₄ (relative to CO₂) in the near-term is relatively small. However, CH₄ emissions closer to stabilization strongly impact the radiative forcing in the assumed stabilization year and thus the ‘value’ of mitigating is substantially greater. This suggests that the impact associated with CH₄-emitting technologies and their role in climate change mitigation depends to a large extent on what is assumed about the underlying mitigation framework.

Finally, the metrics used here can also be used to assess how current technology would have to evolve in order to remain attractive (in an emission sense) compared to alternatives. For example, when the $I_X$
metric begins below unity but rises above it over time, there is a potential opportunity to improve the technology in such a way that it never rises above unity. However, this improvement provides more value when the metric is strongly rising over time (importance of CH$_4$ is increasing), so the choice of framework not only informs technology deployment choices today but also potentially affects the value of innovation in certain areas [22].
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