DIRECT PRODUCTS OF FREE GROUPS AND FREE IDEMPOTENT GENERATED SEMIGROUPS OVER BANDS

IGOR DOLINKA

Abstract. For each group $G$ which decomposes into a finitary direct product of free groups of finite rank we construct a regular band $B$ such that the free idempotent generated semigroup over $B$ contains a maximal subgroup isomorphic to $G$. In particular, there exists a (regular) band $B_0$ with the property that any idempotent generated semigroup whose biordered set is isomorphic to that of $B_0$ must have all its subgroups abelian.

1. Introduction

Let $S$ be a semigroup. The set $E = E(S)$ of all idempotents of $S$ carries a structure of a partial algebra, called the biordered set of $S$, by retaining the products of the so-called basic pairs: these are pairs of idempotents $\{e, f\}$ such that either $ef \in \{e, f\}$ or $fe \in \{e, f\}$ (note that if $ef \in \{e, f\}$ then $fe$ is also an idempotent and the same is true if we interchange the roles of $e$ and $f$). Therefore, if $S$ is an idempotent semigroup (i.e. a band) then its biordered set \cite{10} is in general different from $S$ itself, since not every pair is necessarily basic. The term ‘biordered set’ comes from an alternative approach, when one considers a relational structure over $E(S)$ equipped with two partial orders related to basic pairs; here we shall not pursue this approach, directing instead to \cite{11, 12, 13, 23} for further background.

The class of idempotent generated semigroups is of prime importance in semigroup theory, and it includes a host of natural examples: let us only mention the semigroup of singular (non-bijective) self-maps of a finite set (Howie \cite{19}) and the semigroup of all singular $n \times n$ matrices over a field (Erdos \cite{14}). It is not difficult to show that the category of all idempotent generated semigroups with a fixed biordered set $E$ has an initial object $\text{IG}(E)$, called the free idempotent generated semigroup over $E$ (we shall also say ‘over $S$’ when $E = E(S)$). This semigroup is defined by the presentation

$$\text{IG}(E) = \langle E \mid e \cdot f = ef \text{ such that } \{e, f\} \text{ is a basic pair} \rangle,$$

where $e \cdot f$ is a word of length 2 in the free semigroup $E^+$, while $ef$ is an element of $E$. It has a fundamental part in understanding the structure of idempotent generated semigroups with a prescribed biordered set of idempotents.

For reasons that are intrinsic to semigroup theory \cite{13, 20}, much of that structure depends upon the knowledge of maximal subgroups of $\text{IG}(E)$. It was conjectured for a long time that for any biordered set $E$, each maximal subgroup of $\text{IG}(E)$ is free; although this conjecture was widely circulated back in the eighties of the last century, it was explicitly recorded only in \cite{21}. Indeed, this was proved to be true for a number of particular cases, see e.g. \cite{21, 24, 26}. However, in 2009, Brittenham, Margolis and Meakin \cite{3} came up with an example of a 72-element semigroup $S$ such that $\text{IG}(E(S))$ has a maximal subgroup isomorphic to $\mathbb{Z} \oplus \mathbb{Z}$, the free abelian group of rank 2 (and the fundamental group of the torus). But the biggest breakthrough and surprise came with the seminal paper of Gray and Ruškuc \cite{16} who, using the Reidemeister-Schreier rewriting technique for subgroups.
of semigroups and monoids developed earlier by Ruškuc [23], proved that contrary to the previous conjecture every group arises as a maximal subgroup of $\text{IG}(E(S))$ for a suitably chosen semigroup $S$; if the group in question is finitely presented then a finite $S$ will suffice. This approach was subsequently exploited by Gray and Ruškuc [17] and Dolinka [7] who proved that symmetric groups arise as maximal subgroups of $\text{IG}(E(T_n))$ and $\text{IG}(E(PT_n))$, where $T_n$ and $PT_n$ are the monoids of all transformations and of all partial transformations of an $n$-element set, respectively. Furthermore, a recent contribution by Dolinka and Gray [8] proves that if $M_n(Q)$ denotes the full $n \times n$ matrix monoid over a skew field $Q$, then the maximal subgroups of $\text{IG}(E(M_n(Q)))$ corresponding to $\mathcal{D}$-classes of matrices of rank $r < n/3$ are precisely general linear groups $GL_r(Q)$.

In a slightly different offshoot of this developing theory, the present author initiated in [6] the investigation into maximal subgroups of free idempotent generated semigroups over (bordered set of) bands. (In the following, we are going to abuse the notation slightly and write $\text{IG}(B)$ instead of $\text{IG}(E)$, where $E$ is the bordered set of a band $B$.) As a generalisation of results of Pastijn [23], it was proved in [6] that for a variety of bands $V$ we have that all maximal subgroups of $\text{IG}(B)$ are free for each $B \in V$ if and only if $V$ is contained in one of the varieties $\text{LSNB}$ and $\text{RSNB}$ of left seminormal bands and right seminormal bands, respectively (see [27]). To prove this, one of the main steps was to exhibit a concrete example of a regular band $B$, an idempotent semigroup satisfying the identical law $xyxz = yzx$, such that $\text{IG}(B)$ contains a non-free maximal subgroup. It turned out that a certain 20-element subband $B$ of the rank 4 free object of the variety $\text{RB}$ of regular bands (of which $\text{LSNB}$ and $\text{RSNB}$ are the only maximal subvarieties) has a maximal subgroup isomorphic to $\mathbb{Z} \oplus \mathbb{Z}$. The band $B$ consists of two $\mathcal{D}$-classes, and in Figure 2 it becomes apparent that the (algebraic) action of the ‘upper’ $\mathcal{D}$-class on the ‘lower’ one is precisely (topologically) equivalent to the folding of a square into a torus. Drawing an inspiration from this example, it is the aim of the present note to prove the following result.

**Theorem 1.** Let $n, r_1, \ldots, r_n$ be positive integers. For each finitary direct product of free groups of finite rank

$$G = \prod_{i=1}^{n} F_{r_i}$$

there exists a (finite) regular band $B$ such that $\text{IG}(B)$ contains a maximal subgroup isomorphic to $G$.

Direct products of free groups appear in a variety of contexts in group theory, with an abundance of applications. For example, they have a surprisingly rich and involved subgroup structure [11,2,5,22,28], and arise as fundamental groups of complements of certain line arrangements in the complex plane [13,15,29]. Since to each bordered set $E$ of a semigroup corresponds a complex $GH(E)$, called the Graham-Houghton complex [3], such that the maximal subgroups of $\text{IG}(E)$ coincide with fundamental groups of $GH(E)$ at its various points, in this note we are going to obtain yet another realisation of direct products of free groups as fundamental groups of dimension 2 cell complexes. In particular, we are going to single out an example of a regular band whose bordered set $E$ has the property that for any idempotent generated semigroup $S$ such that $E(S)$ is isomorphic to $E$ any subgroup of $S$ must be abelian.

The remainder of the paper is organised as follows. The necessary notions, definitions and known results are collected in the next section; this includes recalling from [6] the presentation of a maximal subgroup of $\text{IG}(B)$ for a band $B$. The construction of a regular band $B$ required by Theorem 1 and its main properties will be presented in Sect. 3. Finally, the proof of Theorem 1 occupies Sect. 4, along with related discussion.
2. Preliminaries

We refer to [18, 20, 27] for a general background in semigroup theory; still, we recall some of the most important basic notions. First of all, one of the fundamental motifs in studying the structure of a semigroup is classifying its elements according to the (left, right, two-sided) principal ideals they generate. If $S^1$ denotes the monoid obtained from a semigroup $S$ by adjoining an identity element, we define the following Green’s relations:

$$a \mathcal{L} b \iff S^1a = S^1b, \quad a \mathcal{R} b \iff aS^1 = bS^1, \quad a \mathcal{J} b \iff S^1aS^1 = S^1bS^1.$$ 

In addition, $\mathcal{H} = \mathcal{L} \cap \mathcal{R}$, while $\mathcal{D}$ is the least equivalence on $S$ containing both $\mathcal{L}$ and $\mathcal{R}$. For periodic (in particular, for finite) semigroups we always have $\mathcal{D} = \mathcal{J}$. A $\mathcal{D}$-class $D$ of $S$ is regular if all elements of $D$ are (von Neumann) regular; an equivalent statement is that $D$ contains an idempotent. $\mathcal{H}$-classes that contain an idempotent are precisely the maximal subgroups of $S$. All such subgroups contained within the same $\mathcal{D}$-class are isomorphic.

Therefore, the relation $\mathcal{H}$ is trivial on any band $B$, as each $\mathcal{H}$-class is a trivial subgroup of $B$. So, each $\mathcal{D}$-class $D$ of $B$ can be thought of as a rectangular array of elements, where each column represents an $\mathcal{L}$-class, while each row is an $\mathcal{R}$-class; if $a, b \in D$ then the product $ab$ is the unique entry lying in the same row as $a$ and in the same column as $b$ (hence $D$ is a rectangular band). In fact, the relation $\mathcal{D}$ is always a congruence of $B$ and the quotient $B/\mathcal{D}$ is a semilattice called the structure semilattice of $B$.

If $E$ is the bordered set of an idempotent generated semigroup $S$, then by the very definition of $\text{IG}(E)$ there is a natural homomorphism $\phi: \text{IG}(E) \to S$ such that its restriction to $E$ is an isomorphism of bordered sets [12, 23]. Furthermore, $\phi$ induces a bijection between the (regular) $\mathcal{D}$-classes of $\text{IG}(E)$ and $S$, and for each idempotent $e \in E$ it maps the $\mathcal{H}$-class $R_e$ (resp. the $\mathcal{L}$-class $L_e$) in $\text{IG}(E)$ containing $e$ onto the corresponding $\mathcal{H}$-class (resp. $\mathcal{L}$-class) of $S$. Consequently, the restriction of $\phi$ to the maximal subgroup $H_e$ of $\text{IG}(E)$ containing $e$ is a group homomorphism onto the maximal subgroup $H'_e \supseteq e$ of $S$.

If $B$ is a band and $e \in B$, it is precisely this maximal subgroup $H_e$ of $\text{IG}(B)$ that we aim to compute. There is no loss of generality in assuming that the $D_e$, the $\mathcal{D}$-class of $B$ containing $e$, is in fact the (unique) minimal $\mathcal{D}$-class of $B$: otherwise, we may restrict our attention only to those $\mathcal{D}$-classes of $B$ which are greater than or equal to $D_e$ in the induced semilattice order of $B/\mathcal{D}$, thus obtaining a subband $B'$ of $B$. The main general result of [13], Theorem 5, shows that $\mathcal{D}$-classes $D$ such that $D_e \nsubseteq D$ do not influence the presentation of $H_e$ in any way, so that the maximal subgroup of $B'$ containing $e$ will be absolutely the same as that of $B$. However, we shall not invoke here this general result, as it would require additional technical preparations and notions; instead, we focus on the particular case of bordered sets of bands, analysed in detail in [8].

To this end, with all the previous conventions in mind, we shall represent the elements of $D_e$ by pairs from the direct product $I \times J$, where the index sets $I$ and $J$ share a common element $0$; the pair $(0, 0)$ (in the top left corner) will be identified with $e$. Now each element $a$ of $B$ induces a pair of transformations $(\lambda_a, \rho_a)$ on $I$ and $J$, respectively (the former will be written to the left from its argument, and the latter to the right), defined by the rules:

$$a(i, j) = (\lambda_a(i), j), \quad (i, j)a = (i, (j)\rho_a)$$

for all $i \in I$ and $j \in J$. We are finally in position to recall (in our notation) the result describing the presentation of the maximal subgroup of $\text{IG}(B)$ containing $e$.

**Theorem 2** (Corollary 5 of [8]). Let $B$ be a band and $e \in B$. Assume that the set $I$ indexes the $\mathcal{H}$-classes contained in $D_e$, while $J$ does the same for $\mathcal{L}$-classes of $D_e$. Let $0 \in I \cap J$ and assume that $e$ is represented by the coordinates $(0, 0)$. The maximal subgroup $H_e$ of $\text{IG}(B)$ containing $e$ is defined by the presentation $(X \mid R)$ where $X = \{f_{ij} : i \in I, j \in J\}$, while $R$ consists of the relations

$$f_{i0} = f_{0j} = 1$$

(2.1)
for all \( i \in I, j \in J, \) and
\[
f_{ij}^{-1}f_{ij} = f_{kj}^{-1}f_{kj}, \tag{2.2}
\]
where for some \( a \in B \) such that \( D_e \leq D_a \) the indices \( i, k, j, \ell \in J \) satisfy one of the following two conditions:
\[
(a) \quad \lambda_a(i) = i, \quad \lambda_a(k) = k, \quad (j)\rho_a = (\ell)\rho_a = \ell; \\
(b) \quad \lambda_a(i) = \lambda_a(k) = k, \quad (j)\rho_a = j, \quad (\ell)\rho_a = \ell.
\]

In the case when one of the two latter sets of conditions are satisfied we say that the element \( a \) singularises the ‘square’ \((i, j; k, \ell)\). If (a) holds we say that the singularisation is of the left-right type, while in case (b) it is of the up-down type. An equivalent, more compact way of expressing these conditions (that will be of use later) is: (a) \( i, k \in \text{Im } \lambda_a, \quad \ell \in \text{Im } \rho_a, \) \((j, \ell) \in \text{Ker } \rho_a, \) and (b) \( i \in \text{Im } \lambda_a, \quad (i, k) \in \text{Ker } \lambda_a, \quad j, \ell \in \text{Im } \rho_a. \) This follows immediately from the fact that both \( \lambda_a \) and \( \rho_a \) are idempotent transformations of their respective sets. In fact, these conditions may be further simplified. It is this simplified version, described by the following lemma, that will be used throughout the paper, and the terms ‘left-right singular’ and ‘up-down singular’ will also include the squares satisfying the conditions \((a')\) and \((b')\) below.

**Lemma 3.** Theorem 2 holds true if the conditions \((a)\) and \((b)\) are replaced by the following ones:
\[
(a') \quad i, k \in \text{Im } \lambda_a, \quad (j, \ell) \in \text{Ker } \rho_a; \\
(b') \quad (i, k) \in \text{Ker } \lambda_a, \quad j, \ell \in \text{Im } \rho_a.
\]

**Proof.** Assume first that \((i, k; j, \ell)\) is a square satisfying \((a')\). Then \((j)\rho_a = (\ell)\rho_a = j'\) and so \((j')\rho_a = j'\), since \(\rho_a\) is idempotent. Consequently, both squares \((i, k; j, j')\) and \((i, k; j, j')\) are left-right singularised by \(a\), thus the following relations are part of the presentation for \(H_e\) given in Theorem 2
\[
f_{ij}^{-1}f_{ij'} = f_{kj}^{-1}f_{kj'} \quad \text{and} \quad f_{i\ell}^{-1}f_{ij'} = f_{k\ell}^{-1}f_{kj'}.
\]

By multiplying the first relation by the inverse of the second, we get:
\[
f_{ij}^{-1}f_{ij'} = (f_{ij}^{-1}f_{ij'})^{-1}(f_{i\ell}^{-1}f_{ij'})^{-1} = (f_{kj}^{-1}f_{kj'})^{-1} = f_{kj}^{-1}f_{kj'}.
\]

Hence, the relation \([2.2]\) corresponding to the square \((i, k; j, \ell)\) may be added to the presentation without changing the presented group. The condition \((b')\) is handled similarly. \(\square\)

Since we shall be dealing with regular bands, it is appropriate here to record their important feature.

**Lemma 4.** Let \(B\) a regular band, and let \(a, b, c \in B\) such that \(I \times J = D_e \leq D_a = D_b\). Then:
\[
(i) \quad \text{if } a \notdivides b \text{ then } \lambda_a = \lambda_b \text{ and } \text{Ker } \rho_a = \text{Ker } \rho_b; \\
(ii) \quad \text{if } a \notdivides b \text{ then } \rho_a = \rho_b \text{ and } \lambda_a = \lambda_b.
\]

**Proof.** Let \(c = (i, j) \in I \times J\) be arbitrary. The condition \(a \notdivides b\) implies that \(ax = b\) and \(by = a\) for some \(x, y \in B^1\); this is clearly equivalent to \(ab = b\) and \(ba = a\). Also, since \(cac, cbc \in D_c = D_e\) we have \(cac = c(cac)c = c\) and similarly \(cbc = c = bab = b\). By applying the identity \(xyxx = xxyx\) and the equalities just deduced, we obtain:
\[
ac = (bab)ac = babc(ba)c = (bab)(cac) = bc,
\]
so that \(\lambda_a = \lambda_b\).

Furthermore, let \((j, \ell) \in \text{Ker } \rho_a.\) Then \((j)\rho_a = (\ell)\rho_a,\) implying \((j)\rho_b = (j)\rho_a\rho_b = (\ell)\rho_a\rho_b = (\ell)\rho_b,\) so \((j, \ell) \in \text{Ker } \rho_b.\) By exchanging the roles of \(a\) and \(b\), we obtain the converse implication.

The statement \((ii)\) follows analogously. \(\square\)
Remark 5. Actually, the converse of the previous lemma holds as well in the following sense: if $B$ is a band such that the first parts of the conditions (i) and (ii) hold for any pair of comparable $\mathscr{D}$-classes $D_1 \leq D_2 \ni a, b$, then $B$ must be regular, cf. [27, Proposition II.3.6].

In conclusion, if $D$ is a fixed $\mathscr{D}$-class of $B$ such that $D \geq D_e$, then any element $a \in D$ induces the same pair of equivalences $\text{Ker} \lambda_a, \text{Ker} \rho_a$ on $I$ and $J$, respectively; in other words, to each $\mathscr{D}$-class above $D_e$ we can associate a fixed partition $\pi$ of $I$ and a partition $\theta$ of $J$. Keeping track of these partitions will be essential in making our construction work. Also, notice that $\text{Im} \lambda_a$ (resp. $\text{Im} \rho_a$) depends only on the $L$-class (resp. $R$-class) of $a$, and that it is always a cross-section of $\pi$ (resp. $\theta$). Therefore, bearing in mind Lemma 3, the singular squares in the grid $I \times J$ can be ‘clustered’ into what we call singularisation zones. To explain this concept visually, we depict typical zones in Fig. 1.

Here each rectangle labelled by $Z$ represents a piece of a row contained in a fixed class from $J/\theta$, and the rows in question are indexed by the elements of $\text{Im} \lambda_a$ for some $a$. The union of these pieces has the property that each square contained in it is left-right singularised (in the broader sense, suggested by Lemma 3) by some element $a \in B$ (or any other element of the $\mathscr{D}$-class $R_a$). So, this is a left-right singularisation zone induced by $a$. Dually, the union of pieces of columns labelled by $Z'$ (indexed by elements of $\text{Im} \rho_b$ for some $b$) is the up-down singularisation zone induced by $b$, with an analogous property as above.

3. The construction

Given a sequence $r_1, \ldots, r_n$ of ranks of free groups the direct product of which is $G$, we define a band $B(r_1, \ldots, r_n)$ as follows. Its elements will be pairs of $s$-tuples, $1 \leq s \leq n$, written

$$(p_1, \ldots, p_s; q_s, \ldots, q_1)$$

(for notational convenience we enumerate the second tuple backwards), where each $p_m \in \{0, 1\}$ and $0 \leq q_m \leq r_m$ for all $1 \leq m \leq s$. We shall make use of a more compact notation such that for a sequence $u \in \{p, q\}$ and $1 \leq m, m' \leq s$, $u[m, m']$ is a short-hand for $(u_m, \ldots, u_{m'})$. Now the multiplication of these tuples is defined by

$$(p[1, s]; q[s, 1])(p'[1, t]; q'[t, 1]) = \begin{cases} (p[1, s], p'[s + 1, t]; q'[t, 1]) & \text{if } s \leq t, \\ (p[1, s]; q[s, t + 1], q'[t, 1]) & \text{if } s > t. \end{cases}$$

**Figure 1.** Left-right and up-down singularisation zones in a $\mathcal{D}$-class of a regular band
Lemma 6. \( B(r_1, \ldots, r_n) \) is a regular band. Its \( \mathcal{S} \)-classes form a chain \( D_1 > \cdots > D_n, \) where for each \( 1 \leq s \leq n, \) \( D_s \) consists of all pairs \( (p[1, s]; q[s, 1]) \) of sequences of length \( s. \)

Proof. As we have already seen in the proof of Lemma 4, \( (p; q) \mathcal{S} (p'; q') \) holds if and only if \( (p; q)(p'; q') = (p'; q') \) and \( (p'; q')(p; q) = (p; q). \) By the definition of the multiplication in \( B(r_1, \ldots, r_n) \), all sequences \( p, p', q, q' \) must have the same length; the same conclusion follows from the assumption \( (p; q) \mathcal{L} (p'; q') \), and thus from \( (p; q) \mathcal{S} (p'; q') \). Conversely, assume that \( (p[1, s], q[s, 1]), (p'[1, s], q'[s, 1]) \in B(r_1, \ldots, r_n). \) By definition, if \( u, v, u', v' \) are all of the same length, then \( (u; v)(u'; v') = (u; v'). \) Therefore, we conclude that \( (p; q) \mathcal{S} (p'; q') \) holds, and so \( (p; q) \mathcal{S} (p'; q') \).

The fact that \( B(r_1, \ldots, r_n) \) is a band is obvious. The claim that it is regular may be verified by performing the routine task of checking the identity \( xyyxz = xyyzx \) while discussing all possible relations between lengths of pairs of sequences substituted for \( (x, y, z). \)

However, instead of that, we may also apply the criterion from Remark 5; thus let \( (p; q), (p'; q') \in D_s \) and \( (u; v) \in D_t. \) If \( (p; q) \mathcal{S} (p'; q') \) then, as we have basically already seen, \( p = p' \), which implies

\[
(p; q)(u; v) = (p[1, s], u[s + 1, t]; v[t, 1]) = (p'[1, s], u[s + 1, t]; v[t, 1]) = (p'; q')(u; v).
\]

As \( (u; v) \) is arbitrary, we conclude that \( \lambda_{(p; q)} = \lambda_{(p'; q')} \) holds over \( D_t. \) In a dual manner, \( (p; q) \mathcal{L} (p'; q') \) implies \( \rho_{(p; q)} = \rho_{(p'; q')} \) over \( D_t. \) This suffices to confirm that \( B(r_1, \ldots, r_n) \) is a regular band. \( \square \)

Of course, we are going to choose the minimal \( \mathcal{S} \)-class, \( D_n, \) to be the one to which we associate the computed maximal subgroup of \( IG(B(r_1, \ldots, r_n)) \). It already suggests a natural choice for the sets \( I \) and \( J, \) namely, \( I \) will be the set of all sequences \( p[1, n] \) such that \( p_m \in \{0, 1\} \) for all \( 1 \leq m \leq n \) (so that \( |I| = 2^n \)), while \( J \) will be the set of all sequences \( q[n, 1] \) with \( 0 \leq q_m \leq r_m \) for each \( 1 \leq m \leq n, \) implying \( |J| = \prod_{m=1}^{n}(r_m + 1). \)

The sequence of n zeros \( 0 = (0, \ldots, 0) \) will be our highlighted element \( 0 \) from Theorem 2 and \( e = (0; 0). \)

The next lemma describes the kernels and images of \( \lambda \) and \( \rho \)-functions of elements of \( B(r_1, \ldots, r_n) \) belonging to the \( \mathcal{S} \)-class \( D_s. \)

Lemma 7. Let \( 1 \leq s \leq n \) and \( a = (u[1, s]; v[s, 1]) \in B(r_1, \ldots, r_n). \) Then:

1. \( (p'[1, n], p''[1, n]) \in \text{Ker} \lambda_a \) if and only if \( p'[s + 1, n] = p''[s + 1, n]; \)
2. \( (q'[n, 1], q''[n, 1]) \in \text{Ker} \rho_a \) if and only if \( q'[n, s + 1] = q''[n, s + 1]; \)
3. \( \text{Im} \lambda_a = \{u[1, s], p_{s+1}, \ldots, p_{r_m} : p_m \in \{0, 1\} \text{ for all } s + 1 \leq m \leq n\}; \)
4. \( \text{Im} \rho_a = \{q_{s+1}, q'[n, 1], v[s, 1] : 0 \leq q_m \leq r_m \text{ for all } s + 1 \leq m \leq n\}. \)

Proof. We prove only (1) and (3), while (2) and (4) are completely dual, and may be left to the reader as an exercise.

1. \( (p'[1, n], p''[1, n]) \in \text{Ker} \lambda_a \) holds if and only if \( (u; v)(p'; q) = (u; v)(p''; q) \) holds for arbitrary \( q \in J. \) Since \( s \leq n, \) the latter condition is equivalent to

\[
(u[1, s], p'[s + 1, n]) = (u[1, s], p''[s + 1, n]),
\]

and this is obviously equivalent to \( p'[s + 1, n] = p''[s + 1, n]; \)

3. A (binary) sequence belongs to \( \text{Im} \lambda_a \) if and only if it is equal to the left component of the pair resulting from the product \( (u; v)(p'; q') \) for some \( (p'; q') \in D_n. \) By definition, this component is equal to \( (u[1, s], p'[s + 1, n]) = (u[1, s], p'_{s+1}, \ldots, p_{r_m}); \) this completes the proof. \( \square \)

It transpires from the previous lemma that both the left-right and the up-down singularisation zones in \( D_n \) induced by a fixed \( \mathcal{S} \)-class \( D_s, \) \( 1 \leq s \leq n, \) cover the entire grid \( I \times J; \) in fact, each of them defines a tiling of the grid, as each entry belongs to precisely one left-right zone and one up-down zone.

We have now set the stage to take on the main part of the proof of Theorem 1.
4. Proof of Theorem 1 and several open problems

We set out with the presentation described in Theorem 2 and made precise by Lemmata 3 and 4. For $1 \leq s \leq n$ let $u_s$ be the binary sequence whose sole non-zero entry (equal to 1) occurs at position $s$. Furthermore, for $1 \leq r \leq r_s$ let $v_s(r)$ be the sequence all of whose entries are equal to 0 except the one at position $s$ from the right, which is equal to $r$. The general guiding idea of our proof is to eliminate as many generators and relations as possible, until we are left only with the generators

$$\xi^{(s)} = f_{u_s, v_s(r)}$$

and commutation relations

$$\xi^{(s)} \xi^{(s')} = \xi^{(s')} \xi^{(s)}$$

for all pairs of distinct indices $s, s', 1 \leq r \leq r_s, 1 \leq r' \leq r_{s'}$. This is clearly a presentation of the required group $G$.

To achieve this, one of the key notions will be the support $\text{supp}(p; q)$ of the pair of sequences $(p; q)$, both of length $n$, as the set of all indices $s \in \{1, \ldots, n\}$ for which both entries $p_s$ and $q_s$ are nonzero. It will turn out eventually that $f_{p; q}$ depends only on $\text{supp}(p; q)$ and the entries of $q$ placed at positions given by $\text{supp}(p; q)$. The following is one of the main steps towards our goal, describing a crucial part of the topological structure of the complex induced by singular squares in $D_n$.

**Lemma 8.** Let $(p; q) \in D_n$ be such that $\text{supp}(p; q) = \emptyset$. Then $f_{p; q} = 1$ is a consequence of $\mathfrak{R}$.

**Proof.** We are going to show that $(p_0; q_0) = (0, 0)$ and $(p; q)$ can be connected by a sequence of left-right and up-down singular squares, such that $(p_0; q_0)$ is the ‘top-left’ corner of the first square, $(p; q)$ is the ‘bottom-right’ corner of the last square, and any two adjacent squares share a side (that is, a pair of elements of $I \times J$ situated in the same column or in the same row).

To this end, we start by constructing a decreasing sequence

$$\alpha_1 > \beta_1 > \alpha_2 > \beta_2 > \ldots$$

of indices from $\{1, \ldots, n\}$. First of all, let $\alpha_1$ be the position of the rightmost occurrence of 1 in $p$. If such occurrence does not exist, then we already have $p = 0$ and the lemma follows since $f_{0; q} = 1$ is contained in $\mathfrak{R}$. Next, suppose that the initial segment of our sequence $\alpha_1 > \cdots > \alpha_k$ has been constructed for some $k \geq 1$. Let $\beta_k$ be the largest index $\beta_k < \alpha_k$ such that $q_{\beta_k} \neq 0$ (in other words, the position of the leftmost nonzero entry in $q$ prior to position $\alpha_k$ — remember that $q$ is enumerated in reverse manner): if such index does not exist, then our sequence terminates. On the other hand, if the initial segment $\alpha_1 > \cdots > \alpha_k > \beta_k$ has already been constructed for some $k \geq 1$, then we choose $\alpha_{k+1}$ to be the largest index $\alpha_{k+1} < \beta_k$ such that $p_{\alpha_{k+1}} = 1$; again, if such does not exist, then our construction terminates.

Now we define, for $k \geq 1$,

$$p_k = (0, \ldots, 0, p[\beta_k + 1, n]),$$

$$q_k = (q[n, \alpha_k + 1], 0, \ldots, 0),$$

where in the definition of $p_k$ there are $\beta_k$ zeros on the left, and $\alpha_k$ zeros on the right in $q_k$. We claim that for any (available) $k$ we have that

$$(p_{k-1}, p_k; q_{k-1}, q_k)$$

is an up-down singular square in $D_n$, while

$$(p_{k-1}, p_k; q_k, q_{k+1})$$

is a left-right singular square in $D_n$. This completes the proof.
is a left-right singular square in $D_n$. The last step, connecting the last of these squares to $(p,q)$ will be explained later, and there will be two cases depending on whether our sequence of indices ends with $\alpha_m$ or with $\beta_m$ for some $m$

To see this, we use Lemma[7] Let

$$a_k = (0,\ldots,0;0,\ldots,0) \in D_{\alpha_k}.$$ 

We have $p_{k-1}[\alpha_k+1,n] = (0,\ldots,0,p[\beta_{k-1}+1,n])$ since $\beta_{k-1} > \alpha_k$. On the other hand, $p_k[\alpha_k+1,n] = p[\alpha_k+1,n]$ as $\alpha_k > \beta_k$; however, by the very definition of $\alpha_k$ we must have $p_{\alpha_k+1} = \cdots = p_{\beta_k} = 0$, so that $p_{k-1}[\alpha_k+1,n] = p_k[\alpha_k+1,n]$. Therefore, $(p_{k-1},p_k) \in \text{Ker} \lambda_{\alpha_k}$. Furthermore, $q_{k-1}[\alpha_k,1] = (0,\ldots,0) = q_k[\alpha_k,1]$ since $\alpha_{k-1} > \alpha_k$ (for convenience, we may add $\alpha_0 = \beta_0 = n$ to the definition), implying $q_{k-1},q_k \in \text{Im} \rho_{\alpha_k}$

Hence, $a_k$ up-down singularises $(p_{k-1},p_k; q_{k-1},q_k)$. One shows in a similar fashion that the element

$$b_k = (0,\ldots,0;0,\ldots,0) \in D_{\beta_k}$$

left-right singularises the square $(p_{k-1},p_k; q_k, q_{k+1})$.

We now claim that $\mathfrak{R}$ implies $f_{p_k,q_k} = 1$ for each available $k$ (that is, for which both $p_k$ and $q_k$ exist). Indeed, this is immediately clear for $k = 1$, since $(0,p_1;0,q_1)$ is a singular square, so the relation $f_{0,1}^f = f_{p_1,0}^f = f_{0,q_1} = f_{p_1,q_1} = 1$. Proceeding by induction, assume that $f_{p_k,q_k} = 1$ has already been deduced from $\mathfrak{R}$ and that the index $k+1$ is available as well. Then $(p_k,p_{k+1}) \in \text{Ker} \lambda_{\alpha_{k+1}}$ and $q_k \in \text{Im} \rho_{\alpha_k}$. Notice, however, that $\text{Im} \rho_{\alpha_k} \subseteq \text{Im} \rho_{\alpha_{k+1}}$, yielding that the square $(p_k,p_{k+1};0,q_k)$ is (up-down) singularised by $a_{k+1}$. This implies $f_{p_{k+1},q_k} = 1$ as all the other three generators corresponding to the vertices of the latter square are already proved to be equal to 1. Analogously, $b_{k+1}$ (left-right) singularises the square $(0,p_k; q_k, q_{k+1})$, resulting in deduction of the relation $f_{p_{k+1},q_{k+1}} = 1$. Finally, since we already know that the square $(p_k,p_{k+1}; q_k, q_{k+1})$ is singular and thus

$$f_{p_k,q_k}f_{p_{k+1},q_{k+1}} = f_{p_{k+1},q_k}f_{p_k,q_{k+1}}$$

belongs to $\mathfrak{R}$, we obtain the desired relation $f_{p_{k+1},q_{k+1}} = 1$.

It remains to perform the last step, connecting $(p,q)$ to the previous chain of singular squares. As announced, we have two cases to consider. First, assume that our decreasing chain of indices looks as follows:

$$\alpha_1 > \beta_1 > \cdots > \beta_{m-1} > \alpha_m.$$ 

This means that $q_\beta = 0$ for all $\beta < \alpha_m$, so that in fact $q_m = q$. Now we show that $(p_{m-1},p; q_{m-1},q)$ is a singular square. Recall that

$$p = (p[1,\alpha_m],0,\ldots,0,p[\beta_{m-1}+1,n]),$$

while

$$p = (p[\alpha_m],0,\ldots,0,p[\beta_{m-1}+1,n]),$$

whence $(p_{m-1},p) \in \text{Ker} \lambda_{\alpha_m}$. Also,

$$q_{m-1} = (q[n,\alpha_m-1+1],0,\ldots,0),$$

$$q = (q[n,\alpha_m+1],0,\ldots,0),$$

thus $q_{m-1},q \in \text{Im} \rho_{\alpha_m}$, since $\alpha_m < \alpha_m - 1$. It follows that $a_m$ up-down singularises the square $(p_{m-1},p; q_{m-1},q)$. This is also true for $(p_{m-1},p;0,q_{m-1})$. On the other hand, note that the square $(p_{m-2},p_{m-1}; q_{m-1},q_m)$ is left-right singularised by $b_{m-1}$, implying $(q_{m-1},q_m) \in \text{Ker} \rho_{\alpha_m-1}$. As both 0 and $p_{m-1}$ start with $\beta_{m-1}$ zeros, we have 0, $p_{m-1} \in \text{Im} \lambda_{\alpha_{m-1}}$; consequently, $(0,p_{m-1}; q_{m-1},q)$ is left-right singularised by $b_{m-1}$. So, $f_{p_{m-1},q} = f_{p,q_{m-1}} = 1$ follows from $\mathfrak{R}$, which, in the light of the fact that
Lemma 9. Let $f_{p,q}$ be a 'basic frame' for exploiting singular squares in order to find further pairs of generators as $(p; q)$ is singularised, further implies $f_{p,q} = 1$, as required. The other case, when our chain of indices is of the form

$$\alpha_1 > \beta_1 > \cdots > \alpha_m > \beta_m$$

is, in a sense, dual. Namely, now we have $p_n = 0$ for all $\alpha < \beta_m$, so $p_m = p$. Similarly, as above, it turns out that $(p_{m-1}, p; q_{m-1}, q)$ is left-right singularised by $b_m$, as well as $(0, p_{m-1}; q_m, q)$, while $(p_{m-1}, p; 0, q_m)$ is up-down singularised by $a_m$. This renders $f_{p_{m-1}, q} = f_{p, q_m} = 1$ as consequences of $\mathcal{R}$, with the same conclusion $f_{p,q} = 1$ as above. □

The generators from $\mathcal{X}$ we have found in the previous lemma to be equal to 1 will act as a 'basic frame' for exploiting singular squares in order to find further pairs of generators that can be proved equal from $\mathcal{R}$. This is precisely the content of the following lemma, for which the previous one is the initial (and, as it will turn out, the hardest) step.

**Lemma 9.** Let $(p; q) \in D_n$ be such that $\text{supp}(p; q) = \{s_1, \ldots, s_t\} \neq \varnothing$, where $s_1 < \cdots < s_t$. Furthermore, let $u(\mathcal{X})$ be the binary string in which 1's occur exactly at positions $\mathcal{X} = \{s_1, \ldots, s_t\}$, while $v(\mathcal{X}, q)$ is the sequence having $q_{s_i}$ at position $s_i$, 1 $\leq i \leq t$, and 0 elsewhere (that is, $v(\mathcal{X}, q)$ is obtained from $q$ by turning each entry that is not at a position from $\text{supp}(p; q)$ to 0). Then

$$f_{p,q} = f_{u(\mathcal{X}), v(\mathcal{X}, q)}$$

is a consequence of $\mathcal{R}$. In particular, if $t = 1$, that is, if $\text{supp}(p; q) = \{s\}$, then $\mathcal{R}$ implies $f_{p,q} = \xi_{s}\uparrow_{s}$.\]

**Proof.** We induct on $|\text{supp}(p; q)|$, the base of induction being established by the previous lemma. Assume that the statement of the lemma has been proved for all pairs of sequences $p', q'$ such that $|\text{supp}(p'; q')| < t$ and consider two sequences $p, q$ such that $|\text{supp}(p; q)| = t$. For all $1 \leq i \leq t$ define

$$p^{(i)} = (p[1, s_{t-i+1}], \overline{p}),$$

where $\overline{p}$ is the binary string of length $n - s_{t-i+1}$ obtained from $p(s_{t-i+1} + 1, n]$ by turning to 0 all 1's that are not at one of the positions $s_{t-i+2}, \ldots, s_t$. Furthermore, let $q^{(i)}$ be the sequence obtained from $q$ by turning its nonzero entry at position $s_{t-i+1}$ into 0. Finally, let $\overline{\mathcal{X}} = (0, \ldots, 0, q[s_1 - 1, 1])$.

Now by Lemma 7 it follows that the element $(p[1, s_1]; 0, \ldots, 0) \in D_{s_1}$ left-right singularises the square $(p, p^{(i)}; q, q^{(i)})$, while $(p[1, s_{t-i}]; 0, \ldots, 0) \in D_{s_{t-i}}$ left-right singularises $(p^{(i)}, p^{(i+1)}; q, q^{(i+1)})$ for all $1 \leq i < t$. Since

$$\text{supp}(p; q^{(i)}) = \text{supp}(p^{(i)}; q^{(i)}) = \{s_1, \ldots, s_{t-1}\}$$

and

$$\text{supp}(p^{(i)}; q^{(i+1)}) = \text{supp}(p^{(i+1)}; q^{(i+1)}) = \text{supp}(p; q) \setminus \{s_{t-i}\}$$

for all $i < t$, by the induction hypothesis we have that the relations

$$f_{p,q^{(i)}} = f_{p^{(i)}, q^{(i)}} \quad \text{and} \quad f_{p^{(i)}, q^{(i+1)}} = f_{p^{(i+1)}, q^{(i+1)}}$$

follow from $\mathcal{R}$. Bearing in mind the considered singular squares, this implies that

$$f_{p,q} = f_{p^{(i)}, q} = \cdots = f_{p^{(t)}, q}$$

can be deduced from $\mathcal{R}$. Finally, the square $(p^{(i)}, u(\mathcal{X}); q, \overline{\mathcal{X}})$ is up-down singularised by $(0, \ldots, 0; q[s_1 - 1, 1]) \in D_{s_1-1}$ and $\text{supp}(p^{(i)}; \overline{\mathcal{X}}) = \text{supp}(u(\mathcal{X}); \overline{\mathcal{X}}) = \varnothing$, so $f_{p^{(i)}, \overline{\mathcal{X}}} = f_{u(\mathcal{X}), \overline{\mathcal{X}}} = 1$ follows from $\mathcal{R}$ by the previous lemma. Hence, we deduce $f_{p^{(i)}, q} = f_{u(\mathcal{X}), q};$ altogether, we obtain

$$f_{p,q} = f_{u(\mathcal{X}), q}.$$ 

A completely dual argument to the one presented in the previous paragraph would show that

$$f_{u(\mathcal{X}), q} = f_{v(\mathcal{X}), v(\mathcal{X}, q)}$$

is a consequence of $\mathcal{R}$, thus finishing the inductive proof. □
The only remaining major task is to relate the generators of the form $f_{u(\pi),v(\pi,q)}$ (all others are already proved to be redundant) to the ‘renamed’ generators $\xi^{(s)}_{q_{r+1}}$ and to deduce the corresponding commutation relations.

**Lemma 10.** Let $q \in J$ be arbitrary and $\pi = (s_1, \ldots, s_t)$, with all the further notation and conventions as in the previous lemma. Then $R$ implies the relation

$$f_{u(\pi),v(\pi,q)} = \xi^{(s_1)}_{q_{r+1}} \cdots \xi^{(s_t)}_{q_{r+1}}, \quad (4.1)$$

as well as each relation of the form

$$\xi^{(s)}_{q_r} \xi^{(s')}_{q_{r'}} = \xi^{(s')}_{q_{r'}} \xi^{(s)}_{q_r} \quad (4.2)$$

for all $s \neq s'$, $1 \leq r \leq r_s$ and $1 \leq r' \leq r_{s'}$.

**Proof.** Since the case $t = 1$ already follows from the previous lemma, we assume that $t \geq 2$. We first consider the case $t = 2$, establishing the commutation relations (4.2) along the way, and then proceed by induction on $t$.

Let $s < s'$ and $\pi = (s, s')$. Consider the square $(u_{s'}, u_s(s, s'); v_s(q_s), v((s, s'), q))$ since $u_{s'}[s + 1, n] = u_s(s, s')[s + 1, n]$ and $v_s(q_s)[s, 1] = v((s, s'), q)[s, 1]$ it follows that this square is up-down singualised by $(0, \ldots, 0; q_s, 0, \ldots, 0) \in D_s$. As $\text{supp}(u_{s'}; v_s(q_s)) = \emptyset$, $\text{supp}(u_{s'}; v((s, s'), q)) = \{s\}$ and $\text{supp}(u(s, s'); v_s(q_s)) = \{s\}$, the previous two lemmata allow us to obtain the relations

$$f_{u_{s'}, v_s(q_s)} = 1,$$

$$f_{u_{s'}, v((s, s'), q)} = \xi^{(s')}_{q_{r'}},$$

$$f_{u(s, s'), v_s(q_s)} = \xi^{(s)}_{q_r}.$$

Therefore, Theorem 2 and Lemma 3 provide us with the relation

$$f_{u_{s'}, v_s(q_s)}^{-1} f_{u_{s'}, v((s, s'), q)} = f_{u(s, s'), v_s(q_s)}^{-1} f_{u(s, s'), v((s, s'), q)},$$

which yields

$$f_{u(s, s'), v((s, s'), q)} = \xi^{(s)}_{q_r} \xi^{(s')}_{q_{r'}}.$$

On the other hand, the square $(u_s, u_s(s, s'); v_{s'}(q_{s'}), v((s, s'), q))$ is left-right singualised by $(0, \ldots, 0; 1, 0, \ldots, 0) \in D_s$. Since $\text{supp}(u_s; v_{s'}(q_{s'})) = \emptyset$, $\text{supp}(u_s; v((s, s'), q)) = \{s\}$ and $\text{supp}(u(s, s'); v_{s'}(q_{s'})) = \{s'\}$, for the first three generators in the relation

$$f_{u_{s'}, v_{s'}(q_{s'})}^{-1} f_{u_s, v(s, s'), q} = f_{u_{s'}, v((s, s'), q)}^{-1} f_{u(s, s'), v((s, s'), q)},$$

we obtain

$$f_{u_s, v(s, s'), q} = 1,$$

$$f_{u_s, v((s, s'), q)} = \xi^{(s)}_{q_r},$$

yielding

$$f_{u(s, s'), v((s, s'), q)} = \xi^{(s')}_{q_{r'}} \xi^{(s)}_{q_r}.$$

Hence, we get

$$\xi^{(s)}_{q_r} \xi^{(s')}_{q_{r'}} = \xi^{(s')}_{q_{r'}} \xi^{(s)}_{q_r},$$

as a consequence of $R$. As $q \in J$ is arbitrary, it follows that all the commutation relations (4.2) are deduced, and that the first part of the lemma is verified for $t = 2$.

The remaining part of the proof follows by induction on $t$. Consider the sequence of indices $\pi = (s_1, \ldots, s_t)$ while assuming that the lemma holds for all shorter sequences. Let $u(\pi)$ be the binary sequence obtained from $u(\pi)$ by turning its entry $q_{s_1} = 1$ at position
Given the commutation relations (4.2), we instantly get

\[ \text{supp}(u'(\tau); v_{s_1}(q_{s_1})) = \emptyset, \]

\[ \text{supp}(u'(\tau); v(\tau, q)) = \{s_2, \ldots, s_1\}, \]

\[ \text{supp}(u(\tau); v_{s_1}(q_{s_1})) = \{s_1\}, \]

thus by the induction hypothesis and the previous lemmata \( R \) implies

\[ f_{u'(\tau), v_{s_1}(q_{s_1})} = 1, \]

\[ f_{u(\tau), v(\tau, q)} = \xi^{(s_2)} \cdots \xi^{(s_1)}, \]

\[ f_{u(\tau), v_{s_1}(q_{s_1})} = \xi^{(s_1)}. \]

The considered singular square yields the relation

\[ f_{u'(\tau), v_{s_1}(q_{s_1})} f_{u(\tau), v(\tau, q)} = f_{u'(\tau), v_{s_1}(q_{s_1})} f_{u(\tau), v(\tau, q)}, \]

implying

\[ f_{u(\tau), v(\tau, q)} = \xi^{(s_1)} \xi^{(s_2)} \cdots \xi^{(s_1)}, \]

as wanted. \( \square \)

**Proof of Theorem 1.** The combined effect of the previous three lemmata is that any generator \( f_{p, q} \in X \) can be expressed in terms of \( \xi^{(s)}_r \) such that \( 1 \leq s \leq n, 1 \leq r \leq r_s \); in addition, \( \xi^{(s)}_r \) and \( \xi^{(s')}_r \) commute whenever \( s \neq s' \). In turn, we are now going to prove that each relation from \( R \) is implied by (4.1) and (4.2). Indeed, let \( (p, p'; q, q') \) be a singular square in \( D_n \); for the sake of an example, assume it is of the left-right type (the other case is dual). Then for some \( s \) we have \( p[1, s] = p'[1, s] \) and \( q[n, s + 1] = q'[n, s + 1] \). This means that an index \( \sigma > s \) belongs to \( \text{supp}(p; q) \) (resp. \( \text{supp}(p'; q') \)) if and only if it belongs to \( \text{supp}(p; q') \) (resp. \( \text{supp}(p'; q) \)). Therefore, there are four sets of indices \( A, B \subseteq \{1, \ldots, s\} \) and \( X, Y \subseteq \{s + 1, \ldots, n\} \) such that

\[ \text{supp}(p; q) = A \cup X, \quad \text{supp}(p; q') = B \cup X, \]

\[ \text{supp}(p'; q) = A \cup Y, \quad \text{supp}(p'; q') = B \cup Y. \]

This and (4.1) provides us with sufficient information to establish that

\[ f_{p, q} = \prod_{\sigma \in A} \xi^{(\sigma)}_{q_\sigma} \prod_{\tau \in X} \xi^{(\tau)}_{q_{\tau}}, \]

\[ f_{p, q'} = \prod_{\sigma \in B} \xi^{(\sigma)}_{q_\sigma} \prod_{\tau \in X} \xi^{(\tau)}_{q_{\tau}} = \prod_{\sigma \in B} \xi^{(\sigma)}_{q_\sigma} \prod_{\tau \in X} \xi^{(\tau)}_{q_{\tau}}, \]

\[ f_{p', q} = \prod_{\sigma \in A} \xi^{(\sigma)}_{q_\sigma} \prod_{\tau \in Y} \xi^{(\tau)}_{q_{\tau}} = \prod_{\sigma \in A} \xi^{(\sigma)}_{q_\sigma} \prod_{\tau \in Y} \xi^{(\tau)}_{q_{\tau}}, \]

\[ f_{p', q'} = \prod_{\sigma \in B} \xi^{(\sigma)}_{q_\sigma} \prod_{\tau \in Y} \xi^{(\tau)}_{q_{\tau}} = \prod_{\sigma \in B} \xi^{(\sigma)}_{q_\sigma} \prod_{\tau \in Y} \xi^{(\tau)}_{q_{\tau}}. \]

Given the commutation relations (4.2), we instantly get

\[ f_{p, q} f_{p', q'} = \left( \prod_{\sigma \in A} \xi^{(\sigma)}_{q_\sigma} \right)^{-1} \prod_{\sigma \in B} \xi^{(\sigma)}_{q_\sigma} f_{p', q} f_{p', q'} \]

At this point, we have all the necessary ingredients to claim that the presentation \( \langle X \mid R \rangle \) can be transformed, by Tietze transformations, into \( \langle X' \mid C \rangle \), where \( X' = \{ \xi^{(s)}_r : 1 \leq s \leq n, 1 \leq r \leq r_s \} \) and \( C \) is the set of all commutation relations (4.2). However, the
latter transformation obviously defines the direct product \( G = F_{r_1} \times \cdots \times F_{r_n} \), so we are done. \( \square \)

**Corollary 11.** The maximal subgroup of \( \mathcal{I}G(B(1, \ldots, 1)) \) (\( n \) times 1) corresponding to the \( D \)-class \( D_s \) of \( B(1, \ldots, 1) \), \( 1 \leq s \leq n \), is the free abelian group of rank \( s \). Consequently, for any idempotent generated semigroup \( S \) that has the same biordered set of idempotents as \( B(1, \ldots, 1) \), all maximal subgroups of \( \mathcal{I}G(S) \) are abelian.

**Remark 12.** The regular band \( B \) constructed in [6, Proposition 3] is just \( B(1, 1) \). Hence, this proposition follows immediately from the previous corollary.

In view of our Theorem 1, the depiction of the singularisation zones at the end of Sect. 2, and Lemma 7, it is fairly obvious that there is considerable room for generalisation to other torsion-free groups, which may appear as fundamental groups of (Graham-Houghton) complexes of bands, and even the simplest case of regular bands offers possibilities galore for further work. For example, it is not too difficult to see that the methods of this note can be used to obtain groups of the form

\[
\ldots(((F_{r_1} \times F_{r_2}) \ast F_{r_3}) \times F_{r_4}) \ast F_{r_5}) \times \ldots,
\]

where \( \ast \) denotes the free product of groups (at least for some particular values of ranks \( r_3, r_5, \ldots \)), as maximal subgroups of \( \mathcal{I}G(B) \) for a suitably chosen regular band \( B \). So, the following arises rather naturally.

**Question 1.** Which groups assembled from infinite cyclic groups \( \mathbb{Z} \) by means of direct and free products arise as maximal subgroups of \( \mathcal{I}G(B) \) for a (regular) band \( B \)?

Droms et al. [9] remark that the groups described in the previous question are special cases of right-angled Artin groups [4] (that is, graph groups), whose underlying graphs omit the path of length 3 as an induced subgraph (on any four vertices). Thus we may pose a slightly broader question.

**Question 2.** Which right-angled Artin groups arise as maximal subgroups of \( \mathcal{I}G(B) \) for a (regular) band \( B \)?

Also, the following seems both interesting and, at this point, feasible to conjecture.

**Question 3.** Is it true for each (regular) band \( B \) that the maximal subgroups of \( \mathcal{I}G(B) \) must be torsion-free?
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