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SUMMARY The number of IT services that use machine learning (ML) algorithms is continuously and rapidly growing, while many of them are used in practice to make some type of predictions from personal data. Not surprisingly, due to this sudden boom in ML, the way personal data are handled in ML systems are starting to raise serious privacy concerns that were previously unconsidered. Recently, Fredrikson et al. [USENIX 2014] [CCS 2015] proposed a novel attack against ML systems called the model inversion attack that aims to infer sensitive attribute values of a target user. In their work, for the model inversion attack to be successful, the adversary is required to obtain two types of information concerning the target user prior to the attack: the output value (i.e., prediction) of the ML system and all of the non-sensitive values used to learn the output. Therefore, although the attack does raise new privacy concerns, since the adversary is required to know all of the non-sensitive values in advance, it is not completely clear how much risk is incurred by the attack. In particular, even though the users may regard these values as non-sensitive, it may be difficult for the adversary to obtain all of the non-sensitive attribute values prior to the attack, hence making the attack invalid. The goal of this paper is to quantify the risk of model inversion attacks in the case when non-sensitive attributes of a target user are not available to the adversary. To this end, we first propose a general model inversion (GMI) framework, which models the amount of auxiliary information available to the adversary. Our framework captures the model inversion attack of Fredrikson et al. as a special case, while also capturing model inversion attacks that infer sensitive attributes without the knowledge of non-sensitive attributes. For the latter attack, we provide a general methodology on how we can infer sensitive attributes of a target user without knowledge of non-sensitive attributes. At a high level, we use the data poisoning paradigm in a conceptually novel way and inject malicious data into the ML system in order to modify the internal ML model being used into a target ML model; a special type of ML model which allows one to perform model inversion attacks without the knowledge of non-sensitive attributes. Finally, following our general methodology, we cast ML systems that internally use linear regression models into our GMI framework and propose a concrete algorithm for model inversion attacks that does not require knowledge of the non-sensitive attributes. We show the effectiveness of our model inversion attack through experimental evaluation using two real data sets.
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1. Introduction

With the rapid growth of artificial intelligence (AI), countless numbers of IT companies using machine learning (ML) algorithms as a service have emerged in the past few years. In many of these IT services, ML systems** are used to provide some type of predictions using personal data as input. To name a few of these successful ML systems, we have product recommendation [2]–[4], destination prediction [5]–[7], and personalized medicine [8]–[10]. However, while these systems provide meaningful service to the users, it also raises serious privacy concerns. In particular, the data being used by the ML systems are often times personal data that include sensitive information, which the users may want to keep secret (e.g., purchase history of sensitive items, home addresses, genetic markers). Thus, analyzing the vulnerability of ML systems in terms of privacy has recently caught much attention both in academic and business.

Specifically, in this paper, we consider the privacy aspects of online ML systems [11], [12]; a type of ML system where the data becomes available in sequential order and is used to update the current internal prediction model accordingly. Online learning is a common technique used when it is computationally infeasible to learn against the entire dataset in one shot or when the data arrives dynamically and is not known prior to learning the model. Online prediction systems are well motivated by the latter reason, since user data are typically unavailable for learning the model until the users have joined the prediction system***. Due to the practical appeal of online ML systems, it has been attracting research targeting privacy exploits [13], [14] and references therein). We note that since the usage scenario of online ML systems are extremely versatile, there are many attack surface, and hence, a “valid attack” depends greatly on the objective of the adversary and the application in one’s mind.

Recently, Fredrikson et al. [15], [16] proposed a new privacy attack on ML systems called model inversion attacks. The attack aims to expose the sensitive attributes of a target user. At a high level, an adversary given as input an
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output value of the ML model (e.g., recommended item or place), searches the input values corresponding to the output value inversely (i.e., narrows down candidates for the input values). As long as the number of candidates are not large, the adversary will be able to infer sensitive attribute values with high probability. Fredrikson et al. first proposed a model inversion attack for linear regression models [15] and subsequently proposed an model inversion attack for non-linear ML models [16].

However, in the model inversion attack of Fredrikson et al. [15], [16], the adversary is required to obtain all of the non-sensitive attribute values of the target user, which are used as input to the ML model. In other words, if the ML model used non-sensitive attributes along with sensitive attributes to make the predictions, the adversary must obtain all of the non-sensitive attribute values to perform the model inversion attack. Examples of non-sensitive attributes may include demographic information (e.g., age, sex, occupation), purchase histories of commodities, and mobility traces around sighting places. One important observation is that even though the users may consider such attributes as non-sensitive, it may not be always easy for an adversary to obtain all of them.

For example, suppose an ML system that recommends items to users based on their age, sex, occupation, and purchase history. Specifically, input of the ML model is the age, sex, occupation, and purchase history, and the output of the ML model is the recommended item. Assume the users consider their purchase history as sensitive information, and the demographic information (i.e., age, sex, occupation) as non-sensitive information. Now, suppose the users disclose the recommended item to the public (e.g., via SNS). In this case, even if the users consider age, sex, and occupation as non-sensitive attributes, it is not a simple nor easy task for the adversary to obtain all of these information (e.g., the users may disclose these information only to their close friends via SNS; the users may simply not disclose them for some other reason). Therefore, in such a case the adversary will not be able to execute the model inversion attack of [15], [16], since the attack requires a priori the non-sensitive attributes. Thus, ideally speaking (from the adversaries’ point of view), the model inversion attack should work without the knowledge of the non-sensitive attributes of the target users.

The goal of this paper is to quantify the risk of model inversion in the case when non-sensitive attributes of a target user are not available to the adversary. To achieve this goal, we propose a new framework for model inversion attacks that enables the adversary to infer sensitive attribute values without the knowledge of the non-sensitive attributes. More specifically, we focus on online prediction systems, in which users provide their personal data, and a prediction model is updated online based on the personal data. Examples of such systems include item recommendation systems [2]–[4] and destination prediction systems [5]–[7]. Then we propose a general model inversion (GMI) framework for prediction systems, which models the amount of auxiliary information available to the adversary prior to the attack. The GMI framework captures the previous model inversion attack of [15], [16] as a special case. More importantly, the proposed framework also allows us to model a new type of model inversion attack for prediction systems that can be carried out without the knowledge of non-sensitive attributes.

One may think that it is very difficult (or even impossible) to infer the sensitive attribute values of a user without the knowledge of the non-sensitive attribute values (i.e., from only the output value). However, we try to bypass this difficulty by utilizing the fact that the prediction systems can be modified. Note that this is where we crucially rely on the fact that the ML system is online. Specifically, we borrow ideas from the data poisoning paradigm [17]–[28]. Data poisoning has been widely studied mainly to increase the prediction error by injecting malicious training data into the ML model. It has also been studied to boost/reduce the popularity of specific items in item recommendation systems [28]. In this paper, we utilize the data poisoning technique in a novel way to achieve our goal. Specifically, we inject malicious training data into the ML model to modify the ML model into a target ML model without much degradation of the prediction accuracy. Here we try to keep the prediction accuracy unchanged to avoid detection. The target ML model is chosen in such a way that we can perform model inversion attacks without the knowledge of non-sensitive attributes.

Based on the GMI framework, we also propose an algorithm for model inversion attacks against linear regression models. The linear regression model is one of the most basic ML models and is also used for solving the cold start problem of recommendation systems [29]. We show the effectiveness of our proposed algorithm through experimental evaluation using two real data sets: “How Americans Like Their Steak” [30] and MovieLens 1M Dataset [31].

1.1 Our Contributions

Contributions of this paper can be summarized as follows:

- We propose a new framework called the general model inversion (GMI) framework. This framework models the amount of auxiliary information available to the adversary. It includes the model inversion attack in [15], [16] as a special case. It also enables a new type of model inversion attack that infers sensitive attributes without the knowledge of non-sensitive attributes by modifying the ML model into a target ML model via data poisoning (Sect. 3).
We then propose an algorithm for model inversion attacks against linear regression models. The experimental results using two real data sets showed that our model inversion attack, which does not require the knowledge of non-sensitive attributes, performs almost the same way as the model inversion attack in [15], [16], which requires the knowledge of non-sensitive attributes. In addition, the prediction accuracy was not much degraded by injecting malicious data. These results show that the adversary can infer sensitive attributes without the knowledge of non-sensitive attributes by utilizing data poisoning (Sects. 4 and 5).

1.2 Paper Organization

The rest of this paper is organized as follows: In Sect. 2, we review the model inversion attack in [15], [16] and the previous work on data poisoning. In Sect. 3, we propose the general model inversion (GMI) framework. In Sect. 4, we propose an algorithm for model inversion attacks against linear regression models. In Sect. 5, we report the experimental results. In Sect. 6, we conclude the paper.

2. Related Work

In this section, we provide a brief overview on the model inversion attacks introduced by Fredrikson et al. [15], [16], and existing work concerning data poisoning for ML systems.

2.1 Model Inversion Attacks

In 2014 and 2015, Fredrikson et al. [15], [16] proposed a new type of attack on (not necessarily online) ML systems aiming to expose sensitive information of users, called model inversion attacks. At a high level, an adversary exciting the model inversion attack first obtains an output value \( y \) concerning the target user from the ML system. Then, by using the ML system for its unintended purpose, the adversary infers the sensitive attribute values \( x \) that were used to learn the output value \( y \). In the following, we provide a more detailed explanation.

Let \( f \) be an ML model (e.g., linear regression model, decision tree, neural network) that makes a prediction using \( D \) attributes as input, \( X = X_1 \times \cdots \times X_D \) be an input attribute space, and \( Y \) be an output space. Furthermore, we use lower case letters \( x = (x_1, \ldots, x_D) \in X \) and \( y \in Y \) to indicate input attributes and output values of the ML model \( f \), respectively. Here, for some \( T \in \{1, \ldots, D\} \), let \( (x_1, \ldots, x_T) \) be the sensitive attributes and \( (x_{T+1}, \ldots, x_D) \) be the non-sensitive attributes; sensitive attributes are those attributes that the users wish to keep secret. Finally, let \( p = (p_1, \ldots, p_D) \) be the prior distributions of the input attributes and \( \text{err} \) be a Gaussian error function. Then, the model inversion attack of Fredrikson et al. is defined by an algorithm

\[
\text{ModelInversion}\left(f, y, (x_{T+1}, \ldots, x_D), p, \text{err}\right) \rightarrow (x_1, \ldots, x_T).
\]

Here, we like to point out that the attack of Fredrikson et al., requires the adversary to know the non-sensitive attribute values \( (x_{T+1}, \ldots, x_D) \) prior to the attack. In words, the adversary narrow downs the candidate sensitive attribute values \( (x_1, \ldots, x_T) \) by using the ML model \( f \), the output value \( y \), the non-sensitive attributes \( (x_{T+1}, \ldots, x_D) \), and the prior distribution \( p \). In particular, in case the sensitive attribute value is not uniquely defined, the ModelInversion algorithm picks the most likely value by using the maximum a posteriori probability (MAP) estimator with prior distributions \( p \) of the input attributes and the Gaussian error function \( \text{err} \). We provide the concrete algorithm of the model inversion attack of Fredrikson et al. in Algorithm 1 (note that Fredrikson et al. [15], [16] defined \( \text{err} \) as a likelihood; the posterior probability \( r_k \) is proportional to the product of the likelihood \( \text{err}(y, f(\hat{x})) \) and the prior probabilities \( p_1(\hat{x}_1), \ldots, p_D(\hat{x}_D) \).

In their pioneering work, Fredrikson et al. applied the model inversion attack to linear regression models, and in the subsequent work [16] they furthered their attack to nonlinear models such as decision trees and neural networks. In both of their works, they used actual data sets to prove heuristically through experiments that the success probability of recovering the sensitive attributes improve when the adversary is given non-sensitive attributes, apposed to when adversaries are restricted to only information of the prior distribution \( p \). Subsequently, Wu et al. [32] gave a formalization of the model inversion attack of Fredrikson et al. Their formalization only captures the attack scenario where the adversary is given all the knowledge of the non-sensitive attributes of the target user. Even if some or all of the non-sensitive attributes are unknown, the model inversion attack of Algorithm 1 can be executed by regarding the non-sensitive attributes as sensitive attributes; \( T = D \). However, such a method can result in low attack accuracy. In the MAP estimator for the model inversion attack, it is implicitly assumed that input attributes are independent and identically distributed, as it is hard to specify the joint distribution (see [15] for the details). If there is some strong correlation among the attributes, the prior distributions \( p = (p_1, \ldots, p_D) \) may convey little useful information. Intuitively, in this case, the more attributes the adversary would like to recover, the lower the attack success rate will be, due to the lack of information on the correlation. In fact, we show in Sect. 5 that the attack success rate really decreases with increase in the number of recovered attributes, and that the attack success rate is very low when \( T = D \). Therefore, we leverage another approach, i.e., data poisoning, for avoiding the reduction of the attack success rate when non-sensitive attributes are unknown.
2.2 Poisoning to ML systems

Data poisoning is a type of attack that aims to degrade the performance of ML models. It has attracted much attention in the past decade with a long line of interesting research [17]–[28]. In the early stage, the security of data poisoning was theoretically analyzed in terms of probably approximately correct (PAC) learning [17]–[19]. Recently, data poisoning attacks for particular ML models, rather than general ML models, have been extensively studied. Among them, poisoning attacks on support vector machines (SVMs), investigated by Biggio et al. in [20], [21], are one of the recent representative studies. They proposed a data poisoning algorithm that drastically degrades the performance of SVMs by injecting only a few malicious data into the training data. Very recently, Li et al. [28] proposed a poisoning attack on collaborative filtering following a similar approach as Biggio et al. On the other hand, Cao et al. [33] proposed a data poisoning approach on ML models, where data are maliciously removed from the training data, rather than injected. While many methods for data poisoning are known, the common goal shared by all methods is to degrade the performance of the ML model, or to boost/reduce the popularity of specific items in the collaborative filtering system. We note that in the following, we depart from this common goal and use data poisoning with a different objective in mind; we use data poisoning to alter an ML model into a desired ML model, for which we can conduct our model inversion attack. We refer the readers to other survey papers for further details on poisoning attacks [22]–[27].

3. General Model Inversion Framework

In this section, we propose a general model inversion (GMI) framework, which is inspired by the seminal studies of Fredrikson et al. [15], [16]. Our framework captures the scenarios of the previous studies, and also those (previously un-captured) scenarios where the adversary is not in possession of non-sensitive attributes. It should be noted that although non-sensitive attributes are not kept hidden from the users, this does not necessarily mean that such information is disposable to the adversary. In many scenarios, it may be more natural to assume that the adversary will not be able to collect all the non-sensitive attributes prior to the attack. In particular, ideally, we would want the model inversion attack to succeed without requiring to know what the non-sensitive attributes are.

Below, we first define the ML system we intend to attack and propose our formalization of GMI attacks. Then, we provide detailed discussions on the connection with previous studies and how each phase can be implemented.

3.1 Attack Target: Online Prediction Systems

In this paper, we define an ML system as a system that internally uses an ML model to offer services to users. Here, ML models are learning models such as linear regression models, decision trees, neural networks and so on. In our work, we consider a particular type of ML system called the prediction system PredSys as an attack target for our model inversion attack (see Fig. 1). As we have mentioned in Sect. 1, prediction systems are widely deployed for practical applications such as product recommendation systems [2]–[4] and destination prediction systems [5]–[7].

The ML model associated with the prediction system is the prediction model \( f : X \rightarrow Y \) that deterministically maps a \( D \)-dimensional attribute vector \( x \) in the feature space \( X = X_1 \times \cdots \times X_D \) to a value \( y \) in the range \( Y \). An attribute vector \( x \) is divided into sensitive attributes \( (x_1, \ldots, x_T) \) and non-sensitive attributes \( (x_{T+1}, \ldots, x_D) \) for some \( T \in [D] \). We say a prediction model is used for classification (resp. regression) depending on whether \( Y \) is finite (resp. infinite).

Furthermore, we assume the prediction model \( f \) is obtained by supervised learning; the model \( f \) is learned from some training data set \( \{x_i, y_i\}_{i \in \mathbb{N}} = \{(x_i, y_i)\}_{i \in \mathbb{N}} \), where \( \mathbb{N} \) denotes the number of data. To distinguish training data from the actual input/output pair \((x, y)\) of the prediction model, we use subscripts \((x_i, y_i)\) to emphasize that the data are training data. Specifically, in our work, we are interested in online supervised learning. This is a particular type of learning method suited for situations where data become available in a sequential manner, which is often the case in the aforementioned applications for prediction systems. Formally, we define a prediction system \( \text{PredSys} \) for a class of predictive models \( F \):

Definition 1 (Prediction System): Let \( F \) be a class of prediction models, \( X \) be a feature space and \( Y \) be the range of the prediction models. Then, a prediction system \( \text{PredSys} \) for \( F \) is defined by the following two functions (learn, predict):

- \( \text{learn}(z = (x_i, y_i); f) \rightarrow \bot \) : This is the learning function that takes the training data \( z = (x_i, y_i) \) as input and updates internally the current prediction model \( f \in F \) of the prediction system \( \text{PredSys} \) to a prediction model \( f_{\text{opt}} \in F \). It terminates by outputting a null symbol \( \bot \).
- \( \text{predict}(x; f) \rightarrow y \) : This is the predict function that takes an attribute vector \( x \in X \) as input and outputs \( y = f(x) \in Y \) as the prediction, where \( f \in F \) is the current prediction model of the prediction system \( \text{PredSys} \).

We provide some intuition on the above definition. Both functions learn and predict are publicly executable,
where they are both implicitly parameterized by the current prediction model \( f \) of the prediction system \( \text{PredSys} \). This is expressed by the “\( f \)” notation in the input. In other words, one can execute learn and predict without knowledge of the current prediction model \( f \). This captures many of the real-world prediction systems where one does not know exactly how machine learning algorithms are deployed internally in the systems. As an example, even if we do not know the current prediction model \( f \) being used in the prediction system (say a recommendation system), we can add a new user with some initial attributes to the recommendation system to modify the inner prediction model \( f \) (using learn) or we can find out what kind of items are recommended by the model by creating artificial users (using predict).

3.2 General Model Inversion Attack

We formalize the notion of general model inversion (GMI) attacks. Our formalization captures the scenario where an adversary tries to infer the sensitive attributes \( (x_1, \ldots, x_T) \) of the input attributes \( x \in \mathcal{X} \) when provided with only the corresponding output value \( y \in \mathcal{Y} \) of the prediction model \( f \), i.e., \( f(x) = y \). The distinguishing feature between the attack of Fredrikson et al. [15], [16] and ours is that the adversary is not required to know the values of the non-sensitive attributes \( (x_{T+1}, \ldots, x_P) \) of the input attributes \( x \) to execute the attack.

At a high level, our approach is to modify the prediction model \( f \) of the prediction system \( \text{PredSys} \) into a prediction model \( f_{\text{tgt}} \) such that we can recover the sensitive attributes without knowledge of the non-sensitive attributes. To this end, we take full advantage of the public functions (learn, predict) of the prediction system \( \text{PredSys} \). Recall, that (learn, predict) can be run by anybody, including the adversary. Namely, the function predict is used to infer parameters of the current prediction model \( f \) of \( \text{PredSys} \) (e.g., coefficient vectors of linear regression models) and the function learn is used to modify the current prediction model \( f \) into a target prediction model \( f_{\text{tgt}} \), which we know how to exploit. In the following, we present the formalization of our GMI framework and provide a detailed discussion of the syntax and notions used. The overview of our GMI framework is depicted in Fig. 2.

**Definition 2** (General Model Inversion Attacks): Let \( \mathcal{F} \) be a class of prediction models, \( \mathcal{X} \) be a feature space, and \( \mathcal{Y} \) be the range of the prediction models. Let \( \mathcal{F}_{\text{tgt}} \subset \mathcal{F} \) be a class of target prediction models. Then, a (general) model inversion attack for the prediction system \( \text{PredSys} = (\text{learn}, \text{predict}) \) for \( \mathcal{F} \) is defined by the tuple of three algorithms (Setup, Poisoning, ModInversion):

- **Setup**\((\text{init}) \rightarrow (f_{\text{cur}}, \text{par}_{\text{sys}})\): This is the setup algorithm that takes an initialization parameter \( \text{init} \) as input and outputs the current prediction model \( f_{\text{cur}} \in \mathcal{F} \) and some system-specific parameter \( \text{par}_{\text{sys}} \) of the prediction system \( \text{PredSys} \).

- **Poisoning**\((f_{\text{cur}}, \text{par}_{\text{sys}}, \{z_i = (x_{z_i}, y_{z_i})\}_{i=1}^N) \rightarrow f_{\text{tgt}}\): This is the poisoning algorithm that takes the current prediction model \( f_{\text{cur}} \) of the prediction system \( \text{PredSys} \), a system-specific parameter \( \text{par}_{\text{sys}} \), and a set of malicious data \( \{z_i = (x_{z_i}, y_{z_i})\}_{i=1}^N \in (\mathcal{X} \times \mathcal{Y})^N \) for some positive integer \( N \) as input, and updates the current prediction model \( f_{\text{cur}} \in \mathcal{F} \) to some target prediction model \( f_{\text{tgt}} \in \mathcal{F}_{\text{tgt}} \). Finally, it outputs \( f_{\text{tgt}} \).

- **ModInversion**\((f_{\text{tgt}}, y, \text{aux}) \rightarrow (x_1, \ldots, x_T)\): This is the model inversion algorithm that takes a prediction model \( f_{\text{tgt}} \in \mathcal{F}_{\text{tgt}} \), some output \( y \in \mathcal{Y} \) of a user, and some auxiliary information \( \text{aux} \) as input, and outputs a tuple of sensitive attributes \( (x_1, \ldots, x_T) \).

We assume that all algorithms implicitly take the description of \( \text{PredSys} = (\text{learn}, \text{predict}) \) as input, i.e., each algorithm is allowed to run learn and predict as a sub-protocol.

3.3 Discussion of the Formalization

We discuss the formalization of our GMI attack in detail.

- **Algorithm Setup**: The setup algorithm is used to infer the current prediction model \( f_{\text{cur}} \) and some system-specific parameter \( \text{par}_{\text{sys}} \) of the prediction system \( \text{PredSys} \). The initialization parameter \( \text{init} \) is some value specific to the attacking environment. The system-specific parameter \( \text{par}_{\text{sys}} \) is some parameter that is used internally by function learn, e.g., the learning rate or the step size used by to learn the prediction model. In case algorithm Poisoning does not require \( \text{par}_{\text{sys}} \) as input, it can be simply set as \( \text{par}_{\text{sys}} = \perp \).

One way to construct the Setup algorithm is by running the
function predict provided by PredSys. Specifically, we iteratively run the function predict on adaptively-chosen inputs $x \in X$ to obtain the corresponding output $y \in Y$, and narrow the candidates of the prediction model using the input/output pair. A concrete example is provided in the next section. Finally, although algorithm Setup may be run multiple times, we name it Setup to emphasize that it only needs to be run once for our application in mind.

- Algorithm Poisoning: The poisoning algorithm is used to modify the current prediction model $f_{cur}$ of the prediction system PredSys into a target prediction model $f_{tgt}$, i.e., a prediction model that we know how to model invert. Note that we do not necessarily know which target prediction model $f_{tgt} \in \mathcal{F}_{tgt}$ it is modified to. Our high level approach is to use the function learn provided by the prediction system PredSys to inject malicious data into the current prediction model $f_{cur}$. We require $f_{cur}$ and $\mathcal{P}_{sys}$ as input to know the initial state of the prediction system.

- Algorithm ModelInversion: The model inversion algorithm is used to infer the sensitive attributes of a target user. The auxiliary information $aux$ signifies the amount of resource an adversary has. For example, if $aux$ is the non-sensitive attributes $(x_{T+1}, \cdots, x_D)$ and the prior distribution $p$, then we recover the model of Fredrikson et al. [15], [16]. In particular, in case the adversary is not in possession of the non-sensitive attributes, then $aux$ is simply set as the prior distribution $p$.

We may formalize any resource an adversary has by defining $aux$ as an appropriate function $g(x)$ for attributes $x \in X$.

4. Application to Linear Regression Models

In this section, we provide a (general) model inversion attack for prediction systems using the class of linear regression models (i.e., the class of prediction models $F$).

To this end, we introduce the class of target linear regression models (i.e., the class of target prediction models $\mathcal{F}_{tgt}$) that enable inference of sensitive attribute values only from the output value. We also provide a concrete description of our GMI attack defined by the three algorithms (Setup, Poisoning, ModelInversion).

4.1 Prediction Systems Using Linear Regression Models

Following the formalization provided in Sect. 3.1, we define the type of prediction system $\text{PredSys} = (\text{learn}, \text{predict})$ we intend to attack. We begin by defining the class $\mathcal{F}_{Lin}$ of linear regression models. Note that this defines the function predict of the prediction system PredSys.

**Definition 3** (Class of Linear Regression Models): Let $X$ be the feature space and $Y$ be the output space. A linear regression model $f \colon X \to Y$ is defined by following degree-$(D + 1)$ polynomial:

$$f_w(x) = w^\top x = w_0 + w_1 x_1 + \cdots + w_D x_D,$$

where $x = (1, x_1, \cdots, x_D)^\top \in X$ is an attribute vector and $w \in \mathbb{R}^{D+1}$ is the regression coefficients. Then, a class of linear regression models $\mathcal{F}_{Lin}$ is defined as follows:

$$\mathcal{F}_{Lin} = \{f_w \mid \forall w \in \mathbb{R}^{D+1} \}.$$  

Next, we specify the function learn we consider for the prediction system PredSys. As discussed in Sect. 3.1, we consider online sequential supervised learning to be one of the most natural learning algorithms for training the prediction model with our application in mind. In particular, we assume the stochastic gradient descent (SGD) algorithm [34] is used as the learning algorithm.

**Definition 4** (Stochastic Gradient Descent): Let $f$ be a prediction model in the class of linear regression models $\mathcal{F}_{Lin}$. Given a training data set $\{(x_i, y_i)\}_{i \in [N]} = \{(x_0, y_0)\}_{i \in [N]}$, the stochastic gradient descent (SGD) algorithm updates the regression coefficients $w$ of $f$ using the following equation:

$$w^{(i+1)} = w^{(i)} + \eta(y_{dx} - w^{(i)^\top}(x_i))x_i, \quad 1 \leq i \leq N,$$

where $\eta$ is the learning rate and $w^{(1)}$ is initialized to an arbitrary value.

This completes the specification of the type of prediction system $\text{PredSys} = (\text{learn}, \text{predict})$ we consider. Finally, in this paper, we utilize the root mean square error (RMSE) as a measure of the prediction accuracy of linear regression models.

**Definition 5** (Root Mean Square Error): Let $f$ be a model in the class of linear regression models $\mathcal{F}_{Lin}$ and let $\{(x_i, y_i)\}_{i \in [N]}$ be the data set for evaluation, where $N$ is the number of data. Then, the root mean square error (RMSE) of $f$ is defined as:

$$R_f = \frac{1}{N} \sum_{i=1}^{N}(y_i - f(x_i))^2.$$  

4.2 Overview of Our Approach

We provide an overview of our approach before providing the full description of our concrete (general) model inversion attack. We first define the class of target prediction models and provide a high level idea of our data poisoning algorithm Poisoning.

4.2.1 Target Prediction Model

Here, we define the class of target linear regression models $\mathcal{F}_{tgt} \subset \mathcal{F}_{Lin}$ (i.e., the target prediction model). Recall from Sect. 3.2 that a target prediction model allows one to infer the sensitive attributes $(x_1, \cdots, x_T)$ of the input attributes $x = (1, x_1, \cdots, x_D)^\top$ while only using the knowledge of

$^{1}$We assume that the prior distribution $p$ can always be obtained in some particular format as done in previous studies (see for example [15], [16]).

$^{11}$Note that we slightly alter the syntax to cope with the bias term of the linear regression model; the feature space is defined as $X = \{1\} \times X_1 \times \cdots \times X_D.$
the corresponding output \( y \). Intuitively, we would like to define the class of \( F_{\text{tgt}} \) so that the sensitive attributes can be uniquely (and efficiently) retrieved from the output value \( y \). In case of linear regression models, one way to approach this is by ensuring that none of the non-sensitive attributes contribute to the prediction model. In particular, the following target prediction model captures this intuition:

**Definition 6** (Class of Target Prediction Models): Let \( F_{\text{Lin}} \) be a class of linear regression models. Let \( x = (1, x_1, \ldots, x_T, \ldots, x_D)^T \) be a vector in the feature space \( \mathcal{X} \) where \( (x_1, \ldots, x_T) \) are the sensitive attributes and \( (x_{T+1}, \ldots, x_D) \) are the non-sensitive attributes for some \( T \in [D] \). Then, a target prediction model \( f_w \in F_{\text{Lin}} \) is defined as the following polynomial:

\[
f_w(x) = w^T x = w_0 + w_1 x_1 + \cdots + w_T x_T,
\]

where \( w \) is the regression coefficients in the space \( \mathbb{R}^{T+1} \times \{0\}^{D-T} \) (i.e., \( w = (w_0, \ldots, w_T, 0, \ldots, 0)^T \)). Then, a class of target prediction models \( F_{\text{tgt}} \subset F_{\text{Lin}} \) is defined as follows:

\[
F_{\text{tgt}} = \{ f_w \mid w \in \mathbb{R}^{T+1} \times \{0\}^{D-T} \}.
\]

We like to note that even though we defined the target model \( F_{\text{tgt}} \) as described above, there may be other candidates for the target model. One of the criteria to keep in mind is that the target model should be defined so that the output value \( y \) has a small preimage.

### 4.2.2 Poisoning Algorithm

Here, we provide an overview of our data poisoning algorithm Poisoning. Due to our definition of the target prediction model \( f_{\text{tgt}} \in F_{\text{tgt}} \), we must inject malicious data \( z = (x_{\text{sens}}, y) \) into the prediction system PredSys so that the regression coefficients \( (w_{T+1}, \ldots, w_D) \) corresponding to the non-sensitive attributes of the current prediction model \( f_{\text{cur}} \in F_{\text{Lin}} \) are modified to zero. Intuitively, we would like to inject as few malicious data as possible into the prediction system PredSys to accomplish this goal.

In the following, denote \( z_{\text{DB}} = \{ z_i \}_{i=1}^N \) as an actual data set for some positive integer \( N \). For the time being, assume \( z_{\text{DB}} \) is provided. We will discuss later on how to create this data set. To create the malicious data, we first sample \( z \) from \( z_{\text{DB}} \), where \( z = (x_{z}, y) \), \( x_{z} = (1, x_{\text{sens}}, x_{\text{non-sens}})^T \) and \( x_{\text{sens}} \) (resp. \( x_{\text{non-sens}} \)) denotes the sensitive attributes \( (x_{z1}, \ldots, x_{zT}) \) (resp. non-sensitive attributes \( (x_{zT+1}, \ldots, x_{zD}) \)). Next, we view \( x_{\text{non-sens}} \) as variables and solve the following \( D - T \) simultaneous equations for \( x_{\text{non-sens}} \):

\[
0 = w_j + \eta (y - w^T x_z) x_{zj} \quad (T + 1 \leq j \leq D),
\]

where \( \eta \) is the learning rate, which is part of the system-specific parameter \( \text{par}_{\text{sys}} \) (outputted by algorithm Setup) provided to algorithm Poisoning as input.

Looking at Eq. (3), we can see that Eq. (7) is solving for \( x_{\text{non-sens}} \) that would set the regression coefficients of the non-sensitive attributes in the next iteration of the SGD algorithm to zero. Therefore, if we were allowed to inject the malicious data \( \{(x_{\text{sens}}, x_{\text{non-sens}})^T, y\} \) into the prediction system PredSys, we would be able to modify the current prediction model \( f_{\text{cur}} \) into a target prediction model \( f_{\text{tgt}} \) with a malicious data point. However, in general this may not be possible, since the prediction system PredSys may not accept the values of \( x_{\text{non-sens}} \) as input. Namely, if each attribute space had a predefined range, i.e., \( x_j = [x_{j_{\min}}, x_{j_{\max}}] \), we first check whether \( x_j \) falls within this interval. If not, we set the value to either \( x_{j_{\min}} \) or \( x_{j_{\max}} \) depending on whether \( x_j \), is larger than the maximum value or not. Otherwise, \( x_j \) will be accepted as a valid input to the prediction system PredSys.

Now, we discuss the aforementioned issue on how to create an actual data set \( z_{\text{DB}} \). One of the simplest ways of creating this data set is to generate it from scratch. Assuming the prior distribution \( p \) for the attribute vectors is given, we can sample \( x \) from it and simply run \( y \leftarrow \text{predict}(x) \). For example, in case of recommendation systems, this procedure corresponds to creating new dummy users. Another way is to use publicly available data sets that may have some correlations with the data sets we want to acquire. Specifically, we may not obtain the actual data set we desire, it may be possible to format the obtained data set into the desired data set by piecing it together. Continuing on with the example of recommendation systems, even if we cannot obtain full information on who likes what other kinds of items, we can easily collect information on what kind of items are often bought together. Finally, another viable approach is for adversaries to respectively collect actual data from their friends, and collude and pool together the data they have collected. This approach is especially effective when the required number of malicious data is small (e.g., tens, a hundred), as in our experiments in Sect. 5, and/or the data are easily collected through SNS.

Finally, although it is not required, it would be preferable to maintain the prediction accuracy of the target prediction model \( f_{\text{tgt}} \) compared to the original prediction model \( f_{\text{cur}} \). This additional restriction allows to evade detection of a poisoning attack from the prediction system PredSys while conducting the GMI attack. Interestingly, in the next section, we see that for some data sets the prediction accuracy does not degrade as much as anticipated.

### 4.3 Algorithm Construction

In this section, we provide the full description of our model inversion attack (Setup, Poisoning, ModelInversion) for the prediction system PredSys = \( \{\text{learn}, \text{predict}\} \) for the class of linear regression models \( F_{\text{Lin}} \).

#### (1) Algorithm Setup

In order to construct the poisoning algorithm Poisoning based on the strategy discussed in Sect. 4.2, we first need to infer the regression coefficients \( w \) of the current prediction
Given an actual data set \( \mathbf{z}_{\text{DB}} \), the algorithm first samples \( \mathbf{z} = (x_1, \ldots, x_5, \ldots, x_D) \) from \( \mathbf{z}_{\text{DB}} \). Then (viewing the non-sensitive attributes \( x_{\text{non-sen}} = (x_{T+1}, \ldots, x_D) \) as variables) it solves the simultaneous equations of Eq. (7) for \( x_{\text{non-sen}} \), and replaces the non-sensitive attribute values of \( \mathbf{z} \) with the acquired solution \( x_{\text{non-sen}} = (\bar{x}_{T+1}, \ldots, \bar{x}_D) \). In case the solutions fall outside the allowed domain \([x_j^\text{min}, x_j^\text{max}]\) of each attribute space \( X_j \), the algorithm replaces the values with the maximum value \( x_j^\text{max} \) or the minimum value \( x_j^\text{min} \) of each domain. Finally, the malicious data \( \mathbf{z}_{\text{poison}} \) is injected into the prediction system \( \text{PredSys} \) using the function learn. Here, one important observation is that by running function learn we update the current prediction model \( f \). However, nonetheless, we can calculate the updated prediction model \( f \) on our own; we do not have to run the Setup algorithm for the next iteration. This process is iteratively run until \( w_{T+1} = \cdots = w_D = 0 \). In the actual experiment, we set a maximum number of iterations as a hyper-parameter to specify how much poisoning data we are willing to inject to the prediction model \( \text{PredSys} \).

(3) Algorithm ModelInversion

Algorithm 4 is the complete description of our model inversion algorithm. We like to emphasize that we do not require the non-sensitive attributes \( (x_{T+1}, \ldots, x_D) \) of the target user; the auxiliary information \( \mathbf{aux} \) is only the prior distribution \( \mathbf{p} \) and the Gaussian error function \( \text{err} \). As in Fredrikson
et al. [15], [16], we construct the MAP estimator using the prior distribution \( p = (p_1, \ldots, p_T) \) of the sensitive attributes and the Gaussian error function \( \delta \eta \).

5. Experimental Evaluation

5.1 Experimental Setup

In this section, we provide experimental results of our model inversion attack for prediction systems using linear regression models given in Sect. 4. As we have mentioned in Sect. 1, linear regression models are used for resolving the cold start problem of recommendation systems [29] and plays some important roles in prediction systems. We like to think of our experimental result as a proof of concept, rather than a full-fledged analysis of our proposed attack. Our result indicates that model inversion attacks can indeed succeed without the knowledge of the non-sensitive attributes. In the following, we provide the two data sets we used to evaluate the performance of our attack.

- **How Americans Like Their Steak** [30]. We refer to this data set as data set A. Data set A is a survey conducted by FiveThirtyEight. The survey collects the response of Americans for the question “How do you like your steak prepared”, along with their demographic information such as household income, age, and gender. For our experiment, we assume a scenario where a prediction system PredSys using linear regression as the prediction model predicts the steak preference of a user based on the household income, age, gender, drinking habit, and smoking habit. Here, since the household income had five categories, we used the one-hot-encoding (i.e., this attribute was represented by a five-bit binary string). The input/output attributes are provided in Table 1. We used the data of 335 users that did not include a missing value in any attribute. The data of 200 users were used to train the prediction model \( f_w \) and the data of the remaining 135 users were used for performance evaluation.

- **MovieLens 1M Dataset** [31]. We refer to this data set as data set B. Data set B was collected by GroupLens Research, and contains as attributes movie rating, occupation, age, gender, and timestamp. For our experiment, we assume a similar scenario as above, where instead the prediction system predicts the movie rating of a user based on the occupation, age, and gender. Since occupation has 21 categories, we used a 21-bit binary string to represent the values. The input/output attributes are provided in Table 2. We divided data set B into two data sets based on time. The former set consisting of 727,376 ratings were used to train the prediction model \( f_w \) and the latter set consisting of 200 users were used to train the prediction model \( f_w \) for performance evaluation.

For both data sets A and B, we divided the input attributes \( x \) into sensitive attributes and non-sensitive attributes. As we have discussed in Sect. 1, what the users consider as sensitive attributes and non-sensitive attributes may differ. Therefore, in our experiment, we tested several combinations of sensitive and non-sensitive attributes to evaluate the performance. Namely, we selected \( (x_1, \ldots, x_T) \) as sensitive attributes for varying \( T \), where \( T = 5, 6, 7, 8, \) or 9 in data set A, and \( T = 21, 22, \) or 23 in data set B.

We used a fixed value \( \eta = 0.01 \) as the learning rate in both data sets, and trained the prediction model \( f_w \) using the aforementioned training data. We selected random malicious data from the training data (we attempted 20 ways to randomly select malicious data), and performed data poisoning using the algorithms Setup and Poisoning provided in Sect. 4.3. After the data poisoning procedure, we performed our model inversion attack for the evaluation data. Specifically, we inferred, for each evaluation data point, the sensitive attributes from the output using the ModelInversion algorithm.

We evaluated our attack by the number of malicious data, the accuracy of the prediction model \( f_w \), and the accuracy of our model inversion attack. For the accuracy of the prediction model \( f_w \), we used RMSE on the evaluation data. For the accuracy of our model inversion attack, we evaluated the success rate, which we define as the ratio of the number of successful attacks (i.e., attacks in which all of the inferred sensitive attributes coincide with the true sensitive attributes) divided by the number of attacks (i.e., the size of the evaluation data). For comparison, we also evaluated the success rate of the model inversion attack proposed by Fredrikson et al. [15], [16] where the adversary is provided with all the non-sensitive attribute values prior to the attack. We took the average of the number of malicious data, RMSE, and the success rate over all the 20 ways of randomly selecting malicious data to stabilize performance.

### Table 1 Attributes of data set A.

| Attribute | Name         | Value                                                                 |
|-----------|--------------|----------------------------------------------------------------------|
| x_1\text{--}x_8 | Household income | Five-bit binary string (50--$24,999, $25,000--$49,999, $50,000--$99,999, $100,000--$149,999, or larger than $150,000) |
| x_9         | Age          | 0 (18--29), 1 (30--44), 2 (45--60), or 3 (61--)                      |
| x_10        | Gender       | 0 (woman) or 1 (man)                                                 |
| x_11        | Drinking habit | 0 (not drink) or 1 (drink)                                           |
| x_12        | Smoking habit | 0 (not smoke) or 1 (smoke)                                           |
| y           | Preference of steak | 1 (rare), 2 (medium rare), 3 (medium), 4 (medium well), or 5 (well) |

### Table 2 Attributes of data set B.

| Attribute | Name  | Value                     |
|-----------|-------|---------------------------|
| x_1\text{--}x_21 | Occupation | 21-bit binary string (21 categories) |
| x_22      | Age   | 0 (under 18), 1 (18--24), 2 (25--34), 3 (35--44), 4 (45--49), 5 (50--55), or 6 (56--) |
| x_23      | Gender| 0 (woman) or 1 (man)      |
| y         | Rating | 1, 2, 3, 4, or 5          |

\(^1\)The way we chose the sensitive attributes are highly influenced on what we thought should be considered as sensitive. For example, it seemed safe to say that household income \( x_1, \ldots, x_8 \) is considered to be sensitive for most users.
Table 3 Experimental results (data set A).

| Sensitive attributes | Non-sensitive attributes | Average number of malicious data | RMSE | Success rate (Our attack) | Success rate (Attack of Fredrikson et al.) |
|----------------------|--------------------------|----------------------------------|------|---------------------------|-------------------------------------------|
| x₁–x₉                | –                        | –                                | 0.985 | –                         | 0.233                                     |
| x₁–x₈                | x₉                       | 5.9                              | 1.009 | 0.241                     | 0.244                                     |
| x₁–x₇                | x₈–x₉                    | 46.3                             | 1.013 | 0.281                     | 0.274                                     |
| x₁–x₆                | x₇–x₁₀                   | 66.0                             | 1.018 | 0.497                     | 0.504                                     |
| x₁–x₅                | x₆–x₉                    | 79.0                             | 1.040 | 0.752                     | 0.778                                     |

Table 4 Experimental results (data set B).

| Sensitive attributes | Non-sensitive attributes | Average number of malicious data | RMSE | Success rate (Our attack) | Success rate (Attack of Fredrikson et al.) |
|----------------------|--------------------------|----------------------------------|------|---------------------------|-------------------------------------------|
| x₁–x₂₃               | –                        | –                                | 0.953 | –                         | 0.313                                     |
| x₁–x₂₂               | x₂₃                      | 20.0                             | 0.961 | 0.359                     | 0.367                                     |
| x₁–x₂₁               | x₂₂–x₂₃                  | 71.8                             | 0.967 | 0.614                     | 0.618                                     |

5.2 Evaluation Results

Our experimental result is illustrated in Tables 3 and 4. Note that we provide the “average” number of malicious data. This is because we took the average of the number of malicious data over 20 ways of randomly selecting malicious data, as described in Sect. 5.1. Observe that the average number of malicious data was about 80 at most. Although some may think that collecting 80 malicious data is difficult for an adversary, we consider our result as an indication to a realistic and possible threat. In some scenarios where adversaries are colluding, it can be a rather easy task to collect around 100 actual data points by pooling the data from themselves and their friends. As discussed in Sect. 4.2.2, the adversaries can use these pooled data as actual training data, and substitute them as the source data set \(z_{DB} \) for generating the malicious data set.

Tables 3 and 4 show that RMSE were hardly increased by data poisoning. More specifically, when the adversary did not perform the data poisoning, RMSE was 0.985 and 0.953 in data sets A and B, respectively. Bis perform- ing the data poisoning, RMSE only increased at most 0.055 and 0.014 in data sets A and B, respectively. Since the output values were rounded to 1, 2, 3, 4, or 5 in both the data sets, this slight increase of RMSE does not have any significant affect to the output of the model in most cases. Thus, it seems safe to say that the adversary successfully modified the prediction model into a target prediction model without much degradation of the prediction accuracy.

Finally, Tables 3 and 4 indicate that the success rate of our model inversion attack was almost the same as that of the model inversion attack in [15], [16]. We emphasize again that in the model inversion attack in [15], [16], the adversary has to obtain all of the non-sensitive attributes, which may not be an easy task (as described in Sect. 1). On the other hand, our model inversion attack does not require the knowledge of the non-sensitive attributes, and achieves almost the same success rate as the model inversion attack in [15], [16].

Besides, as mentioned in Sect. 2.1, even if the adversary regarded all of the non-sensitive attributes as sensitive ones (i.e., \(T = D\)), the success rate of the model inversion attack in [15], [16] is very low; i.e., 0.233 and 0.313 in the data sets A and B, respectively. On the other hand, the success rate of our proposed attack is very high; e.g., 0.752 and 0.614 in the data sets A and B, respectively. Thus, when some or all of the non-sensitive attributes are unknown, data poisoning is much more effective in terms of attack accuracy than regarding the unknown non-sensitive attributes as sensitive ones.

Therefore, we can conclude that our model inversion attack successfully inferred sensitive attributes without requiring the knowledge of the non-sensitive attributes.

6. Conclusion

In this paper, we proposed a new framework called the general model inversion (GMI) framework, which models the amount of auxiliary information available to the adversary. This framework includes the model inversion attack in [15], [16] as a special case, and enables a new type of model inversion attack that does not require the knowledge of non-sensitive attributes. We then proposed an algorithm for model inversion attacks against linear regression models. The experimental results using two real data sets showed that the adversary using our model inversion attack successfully inferred sensitive attributes without non-sensitive attributes. The results also showed that our model inversion attack did not degrade the prediction accuracy of the prediction model.

Although we successfully removed non-sensitive attributes from the auxiliary information, our model inversion attack still requires the prior distribution \(p\) as auxiliary information (in the same way as the model inversion attack in [15], [16]). We would like to develop a model inversion attack that does not require the prior distribution \(p\) as future work. We would also like to develop a model inversion attack against other ML models than linear regression models, such as SVM, decision tree, and deep neural network.
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