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Abstract—In a practical massive MIMO (multiple-input multiple-output) system, the number of antennas at a base station (BS) is constrained by the space and cost factors, which limits the throughput gain promised by theoretical analysis. This paper thus studies the feasibility of adopting the intelligent reflecting surface (IRS) to further improve the beamforming gain of the uplink communications in a massive MIMO system. Under such a novel system, the central question lies in whether the IRS is able to enhance the network throughput as expected, if the channel estimation overhead is taken into account. In this paper, we first show that the favorable propagation property for the conventional massive MIMO system without IRS, i.e., the channels of arbitrary two users are orthogonal, no longer holds for the IRS-assisted massive MIMO system, due to its special channel property that each IRS element reflects the signals from all the users to the BS via the same channel. As a result, the maximal-ratio combining (MRC) receive beamforming strategy leads to strong inter-user interference and thus even lower user rates than those of the massive MIMO system without IRS. To tackle this challenge, we propose a novel strategy for zero-forcing (ZF) beamforming design at the BS and reflection coefficients design at the IRS to efficiently null the inter-user interference. Under our proposed strategy, it is rigorously shown that even if the channel estimation overhead is considered, the IRS-assisted massive MIMO system can always achieve higher throughput compared to its counterpart without IRS, despite the fact that the favorable propagation property no longer holds.

I. INTRODUCTION

Thanks to the properties of favorable propagation, i.e., user channels are orthogonal, and channel hardening, i.e., the strength of user channels does not fade over time, the massive MIMO (multiple-input multiple-output) technology is envisioned to be the key component in the fifth-generation (5G) cellular networks for improving the user throughput [1]–[3]. Theoretically speaking, the capacity of a massive MIMO system grows monotonically with the number of antennas at the base station (BS) due to the beamforming gain. However, in practice, the number of antennas at the BS is limited by the array dimensions allowed by the site owner, the weight, and the wind load. As a result, it remains an open problem in how to further reap the beamforming gain for improving the network throughput given the fact that it is practically difficult to deploy more than a few hundred of antennas per BS.

In this paper, we study the feasibility of adopting the intelligent reflecting surface (IRS) [4]–[6] to further improve the throughput of the massive MIMO system. When the BS is equipped with a small number of antennas, the joint optimization of the BS beamforming vectors and IRS reflecting coefficients was studied in [7]–[10], where the effectiveness of the IRS in enhancing the user signal-to-interference-plus-noise ratios (SINRs) was verified. However, in the IRS-assisted massive MIMO system, complicated optimization is not allowed considering the complexity issue in large systems. Moreover, network throughput depends on both the user SINRs and channel estimation overhead. However, the effect of the increased channel estimation overhead arising from the new channels related to the IRS [11], [12] on the throughput is not taken into consideration in the above works. Therefore, it is necessary to revisit the role of IRS in massive MIMO systems if complicated optimization is infeasible and channel estimation overhead is considered.

This paper considers the uplink communications in a massive MIMO system, where an IRS is deployed to assist the single-antenna users to send their individual messages to the BS equipped with a large number of antennas. First, we show analytically that the favorable propagation property no longer holds in the considered IRS-assisted massive MIMO system, because of the fact that each IRS element reflects the signals from all the users to the BS via the same channel. Thus, the maximal-ratio combining (MRC) beamforming can no longer cancel the inter-user interference and leads to lower user SINRs than those in the case without IRS. Next, to tackle this issue, we propose a novel design of the zero-forcing (ZF) beamforming vectors at the BS and reflection coefficients at the IRS. Different from [7]–[10] in which the IRS reflection coefficients were studied in [7]–[10], where the effectiveness of the IRS in enhancing the user signal-to-interference-plus-noise ratios (SINRs) was verified. However, in the IRS-assisted massive MIMO system, complicated optimization is not allowed considering the complexity issue in large systems. Moreover, network throughput depends on both the user SINRs and channel estimation overhead. However, the effect of the increased channel estimation overhead arising from the new channels related to the IRS [11], [12] on the throughput is not taken into consideration in the above works. Therefore, it is necessary to revisit the role of IRS in massive MIMO systems if complicated optimization is infeasible and channel estimation overhead is considered.

This paper considers the uplink communications in a massive MIMO system, where an IRS is deployed to assist the single-antenna users to send their individual messages to the BS equipped with a large number of antennas. First, we show analytically that the favorable propagation property no longer holds in the considered IRS-assisted massive MIMO system, because of the fact that each IRS element reflects the signals from all the users to the BS via the same channel. Thus, the maximal-ratio combining (MRC) beamforming can no longer cancel the inter-user interference and leads to lower user SINRs than those in the case without IRS. Next, to tackle this issue, we propose a novel design of the zero-forcing (ZF) beamforming vectors at the BS and reflection coefficients at the IRS. Different from [7]–[10] in which the IRS reflection coefficients were studied in [7]–[10], where the effectiveness of the IRS in enhancing the user signal-to-interference-plus-noise ratios (SINRs) was verified. However, in the IRS-assisted massive MIMO system, complicated optimization is not allowed considering the complexity issue in large systems. Moreover, network throughput depends on both the user SINRs and channel estimation overhead. However, the effect of the increased channel estimation overhead arising from the new channels related to the IRS [11], [12] on the throughput is not taken into consideration in the above works. Therefore, it is necessary to revisit the role of IRS in massive MIMO systems if complicated optimization is infeasible and channel estimation overhead is considered.

This paper considers the uplink communications in a massive MIMO system, where an IRS is deployed to assist the single-antenna users to send their individual messages to the BS equipped with a large number of antennas. First, we show analytically that the favorable propagation property no longer holds in the considered IRS-assisted massive MIMO system, because of the fact that each IRS element reflects the signals from all the users to the BS via the same channel. Thus, the maximal-ratio combining (MRC) beamforming can no longer cancel the inter-user interference and leads to lower user SINRs than those in the case without IRS. Next, to tackle this issue, we propose a novel design of the zero-forcing (ZF) beamforming vectors at the BS and reflection coefficients at the IRS. Different from [7]–[10] in which the IRS reflection coefficients were studied in [7]–[10], where the effectiveness of the IRS in enhancing the user signal-to-interference-plus-noise ratios (SINRs) was verified. However, in the IRS-assisted massive MIMO system, complicated optimization is not allowed considering the complexity issue in large systems. Moreover, network throughput depends on both the user SINRs and channel estimation overhead. However, the effect of the increased channel estimation overhead arising from the new channels related to the IRS [11], [12] on the throughput is not taken into consideration in the above works. Therefore, it is necessary to revisit the role of IRS in massive MIMO systems if complicated optimization is infeasible and channel estimation overhead is considered.
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II. SYSTEM MODEL

We study a massive MIMO system in which $K$ single-antenna users communicate to a BS with $M$ antennas in the uplink. An IRS with $N \gg K$ passive reflecting elements is deployed to enhance the communication performance, as shown in Fig. 1. Define $\phi_n$ with $|\phi_n| \leq 1$ as the reflection coefficient of the $n$th IRS element, $n = 1, \cdots, N$. Through the IRS controller, the IRS elements are able to adjust the phase $\phi = [\phi_1, \cdots, \phi_N]^T$ to re-scatter the signals from the BS to the IRS, where $\forall k$, $\phi_n$ represents the phase shift applied to the $n$th IRS element.

Define $R$ as the overall channel from user $k$ to the BS, $\forall k$, and $R = [r_1, \cdots, r_N]$ as the overall channel from the IRS to the BS. We assume quasi-static block-fading channels, in which all channels remain approximately constant in each fading block with length $T$ symbols. Let $h_{k} = (C_{k}^{B})^{\dagger}h_{k}^{\text{II}} \in \mathbb{C}^{M \times 1}$, $k = 1, \cdots, K$, denote the direct channel from the $k$th user to the BS, where $h_{k}^{\text{II}} \sim \mathcal{CN}(0, \beta_{k}^{\text{BI}}I)$, $\beta_{k}^{\text{BI}}$ denotes the path loss of $h_{k}$, and $C_{k}^{B} \succ 0$ with all diagonal elements being one denotes the BS receive correlation matrix for user $k$. Further, define $r_{n} \in \mathbb{C}^{M \times 1}$ as the channel from the $n$th IRS element to the BS, $\forall n$, and $R = [r_1, \cdots, r_N]$ as the overall channel from the IRS to the BS. The BS, where $h_{k}^{\text{BI}} \sim \mathcal{CN}(0, M^{\beta_{k}^{\text{BI}}}I)$, $\beta_{k}^{\text{BI}}$ denotes the path loss of $r_{n}$’s, $\forall n$, and $C_{k}^{\text{BI}} \succ 0$ and $C_{k}^{I} \succ 0$ with all diagonal elements being one denote the BS receive correlation matrix and IRS transmit correlation matrix for $R$, respectively. Last, define $t_{k,n} \in \mathbb{C}$ as the channel from user $k$ to the $n$th IRS element, $\forall k,n$, and $t_k = [t_{k,1}, \cdots, t_{k,N}]^T$ as the overall channel from user $k$ to the IRS, $\forall k$. We assume that $t_k = (C_{k}^{I})^{\dagger}t_{k}^{\text{III}} \in \mathbb{C}^{1 \times N}$, where $t_{k}^{\text{III}} \sim \mathcal{CN}(0, \beta_{k}^{\text{IU}}I)$, $\beta_{k}^{\text{IU}}$ denotes the path loss of $t_{k,n}$’s, $\forall n$, and $C_{k}^{I} \succ 0$ with all diagonal elements being one denotes the IRS receive correlation matrix for $t_k$. In this paper, it is assumed that the BS uses $\tau < T$ symbols to estimate the useful channels. More information about the channel estimation time will be discussed in Sections III and IV.

Under the above model, the received signal at the BS is

$$
y = \sum_{k=1}^{K} h_{k} \sqrt{p_{s}} \hat{r}_{k,n} + \sum_{k=1}^{K} \sum_{n=1}^{N} \phi_{n} t_{k,n} \sqrt{p_{s}} z_{n} + z$$

$$= \sum_{k=1}^{K} (h_{k} + \sum_{n=1}^{N} \phi_{n} g_{k,n}) \sqrt{p_{s}} z_{n} + z,$$  

(1)

where $s_{k} \sim \mathcal{CN}(0, 1)$ denotes the transmit message of user $k$; $z \sim \mathcal{CN}(0, \sigma^2 I)$ denotes additive white Gaussian noise (AWGN) at the BS; $p$ denotes the identical transmit power of the users; and $\hat{g}_{k,n} = \sqrt{p_{s}} \hat{r}_{k,n}$, $\forall n,k$, denotes the effective channel from the $k$th user to the BS through the $n$th IRS element. Note that for each IRS element $n$, the same $r_{n}$ appears in all of $g_{k,n}$’s, $k = 1, \cdots, K$.

The BS applies a linear beamforming vector $w_{k} \in \mathbb{C}^{M \times 1}$ to decode $s_{k}$, $k = 1, \cdots, K$, i.e.,

$$\hat{y}_{k} = \sum_{j=1}^{K} w_{k}^{H} (h_{j} + \sum_{n=1}^{N} \phi_{n} g_{j,n}) \sqrt{p_{s}} z_{n} + w_{k}^{H} z.$$  

(3)

Then, the SINR for decoding $s_{k}$ is

$$\gamma_{k} = \frac{p \left| w_{k}^{H} (h_{k} + \sum_{n=1}^{N} \phi_{n} g_{k,n}) \right|^2}{p \sum_{j \neq k} \left| w_{k}^{H} \left( h_{j} + \sum_{n=1}^{N} \phi_{n} g_{j,n} \right) \right|^2 + \sigma^2 w_{k} w_{k}^{H}}.$$  

(4)

Moreover, the achievable rate of user $k$ is

$$R_{k} = \frac{T}{\tau} \log_{2}(1 + \gamma_{k}), \quad k = 1, \ldots, K,$$  

(5)

where $\frac{T}{\tau}$ denotes the fraction of time for data transmission.

III. FUNDAMENTAL LIMITATION OF THE MRC STRATEGY

In a traditional massive MIMO system without the existence of an IRS, i.e., $\phi_{n} = 0$, $\forall n$, the so-called favorable propagation property holds, i.e.,

$$\lim_{M \to \infty} \frac{(h_{k}^{H} H_{j})}{M} = 0, \quad \forall j \neq k.$$  

(6)

As a result, a simple MRC receiver, i.e., $w_{k} = h_{k}$, is optimal to maximize the SINR of user $k$, $\forall k$. According to [2], when $M \to \infty$ and the transmit power is set as $p = \frac{E}{\sigma^2}$, where $E$ is fixed, the SINR of user $k$ with MRC converges to

$$\gamma_{k}^{(\text{MRC,I})} = \frac{E}{\sigma^2} \beta_{k}^{\text{BU}}, \quad k = 1, \ldots, K.$$  

(7)

Moreover, the MRC receivers require the knowledge of $h_{k}$’s, which can be obtained via $\tau = K$ time slots in the channel training stage [13]. Thus, under the MRC receivers, the achievable rate of user $k$ when $M$ goes to infinity is

$$R_{k}^{(\text{MRC,I})} = \frac{T}{\tau} \log_{2}(1 + \frac{E}{\sigma^2 \beta_{k}^{\text{BU}}}), \quad k = 1, \ldots, K.$$  

(8)

Motivated by the superiority of the MRC receivers in the conventional massive MIMO system, in the rest of this section, we study their performance in our considered IRS-assisted massive MIMO system. For convenience, define

$$\hat{h}_{k} = h_{k} + \sum_{n=1}^{N} \phi_{n} g_{k,n}, \quad k = 1, \ldots, K,$$  

(9)

as the effective channel between user $k$ and the BS. Then, the MRC beamforming vectors in the IRS-assisted system are $w_{k} = \hat{h}_{k}$, $k = 1, \ldots, K$. With the above MRC receivers, the SINRs given in (4) become

$$\gamma_{k}^{(\text{MRC,II})} = \frac{p \left| \hat{h}_{k}^{H} \hat{h}_{k} \right|^2}{\sum_{j \neq k} p \left| \hat{h}_{k}^{H} \hat{h}_{j} \right|^2 + \sigma^2 \hat{h}_{k}^{H} \hat{h}_{k}}.$$  

(10)
Under the considered channel model introduced in Section [11] it can be shown that as $M \to \infty$, we have
\begin{align}
\lim_{M \to \infty} \frac{\hat{h}_k^H \hat{h}_k}{M} &= \beta_k^{\text{BU}} + \beta_k^{\text{BI}} \eta_k^H(\phi) C^1 \eta_k(\phi), \quad \forall k, \\
\lim_{M \to \infty} \frac{\hat{h}_j^H \hat{h}_j}{M} &= \beta_k^{\text{BI}} \eta_k^H(\phi) C^1 \eta_j(\phi) \neq 0, \quad \forall k \neq j,
\end{align}
where $\eta_k(\phi) = [\phi_1 t_{k,1}, \ldots, \phi_N t_{k,N}]^T$, $\forall k$.

A. Main Result

In the proposed solution, we simply set the reflection coefficients of all the IRS elements as one, i.e.,
$$\phi_n = 1, \quad \forall n.$$ (15)

Then, the effective channel between user $k$ and the BS shown in (9) reduces to
$$\hat{h}_k = h_k + \sum_{n=1}^{N} g_{k,n}, \quad k = 1, \ldots, K.$$ (16)

With the above effective user channels, we aim to design the optimal ZF beamforming to maximize each user’s SINR. Specifically, the ZF beamforming vectors need to satisfy the following constraints: $\hat{h}_j^H w_k = 0$, $\forall k \neq j$. Define $H_{-k} = [h_1, \ldots, h_{k-1}, \hat{h}_{k+1}, \ldots, h_K]^H$, which constitutes all the effective channels except for $\hat{h}_k$, $\forall k$. Then, the above ZF constraints can be expressed as $H_{-k} w_k = 0$, $\forall k$.

Define the singular value decomposition (SVD) of $H_k$ as $H_k = X_k A_k [\tilde{Y}_k, \tilde{Y}_k]^H$, $\forall k$, where $X_k \in \mathbb{C}^{(K-1) \times (K-1)}$, $A_k \in \mathbb{C}^{(K-1) \times M}$, $\tilde{Y}_k \in \mathbb{C}^{M \times (K-1)}$, and $\tilde{Y}_k \in \mathbb{C}^{M \times (M-K+1)}$ with $\tilde{Y}_k \tilde{Y}_k = I$. It can be shown that any ZF beamforming vector that satisfies $H_{-k} w_k = 0$ can be expressed as $w_k = \tilde{Y}_k \tilde{w}_k$, where $\tilde{w}_k \in \mathbb{C}^{(M-K+1) \times 1}$. Given the above general form of the ZF beamforming vectors, the SINR of user $k$ is given in (4) reduces to
$$\gamma_k^{(\text{ZF},1)} = \frac{p \tilde{w}_k^H \tilde{Y}_k^H \hat{h}_k \hat{h}_k^H \tilde{Y}_k \tilde{w}_k}{\sigma^2 \tilde{w}_k^H \tilde{w}_k}, \quad \forall k.$$ (17)

The optimal solution to maximize the above SINRs is $\tilde{w}_k = \tilde{Y}_k^H \hat{h}_k$, $\forall k$. As a result, the optimal ZF beamforming vectors that can maximize the users’ SINRs are
$$w_k^* = \tilde{Y}_k \tilde{w}_k^*, \quad \forall k.$$ (18)

With the above ZF beamforming vectors and IRS reflection coefficients given in (15), the SINR of user $k$ is
$$\gamma_k^{(\text{ZF},1)} = \frac{p \tilde{Y}_k^H \hat{h}_k \hat{h}_k^H \tilde{Y}_k}{\sigma^2}, \quad \forall k.$$ (19)

Note that in the above design, the IRS reflection coefficients are independent with the channels. Moreover, to design the optimal ZF beamforming vectors (18), the BS merely needs to know the user effective channels $\hat{h}_k$’s, which can be estimated using $\tau = K$ time slots [13]. As a result, if the channel estimation time is taken into consideration, under the IRS reflection coefficients given in (15) and the optimal ZF beamforming vectors given in (18), the achievable rate of user $k$ in our considered IRS-assisted massive MIMO system is
$$\tilde{R}_k^{(\text{ZF},1)} = \frac{T - K}{T} \log_2 \left(1 + \gamma_k^{(\text{ZF},1)}\right), \quad \forall k,$$ (20)
where $\gamma_k^{(\text{ZF},1)} = \lim_{M \to \infty} \gamma_k^{(\text{ZF},1)}$. In general, it is hard to get a closed-form expression of each $\tilde{R}_k^{(\text{ZF},1)}$. Nevertheless, the following theorem states one key property of $\tilde{R}_k^{(\text{ZF},1)}$.
Theorem 2: Under the IRS reflection coefficients given in (15) and the optimal ZF beamforming vectors given in (18), the achievable rates of all the users in our considered IRS-assisted massive MIMO system are always larger than those achieved in the massive MIMO system without IRS, i.e.,

$$R_{k}^{(ZF, I)} > R_{k}^{(MRC, I)}, \quad \forall k,$$

(21)

where $R_{k}^{(MRC, I)}$’s are given in [8].

B. Proof of Theorem 2

To prove Theorem 2 in this subsection, we provide a suboptimal ZF beamforming solution given in (15), which can always achieve higher user SINRs than those achieved in the massive MIMO system without IRS shown in (7). The above statement is sufficient to prove Theorem 2 since the optimal ZF beamforming solution given in (18) can achieve higher SINRs than any suboptimal ZF solution. In the following, we show how to find such a suboptimal ZF beamforming solution.

In our proposed suboptimal solution, the received beamforming vectors are given by

$$w_{k} = h_{k} + \sum_{n=1}^{N} \theta_{k,n} g_{k,n}, \quad k = 1, \ldots, K,$$

(22)

where $\theta_{k,n}$’s are designed to null the interference, i.e.,

$$w_{k}^{H} h_{j} = \left( h_{k} + \sum_{n=1}^{N} \theta_{k,n} g_{k,n} \right)^{H} h_{j} = 0, \quad \forall k \neq j.$$

(23)

Note that (23) can be rewritten as

$$A_{k} \theta_{k} = b_{k}, \quad k = 1, \ldots, K,$$

(24)

where $\theta_{k} = [\theta_{k,1}, \ldots, \theta_{k,N}]^{T}$,

$$A_{k} = \begin{bmatrix}
\hat{h}_{1}^{H} g_{k,1}, & \cdots, & \hat{h}_{1}^{H} g_{k,N} \\
\vdots & \ddots & \vdots \\
\hat{h}_{K}^{H} g_{k,1}, & \cdots, & \hat{h}_{K}^{H} g_{k,N}
\end{bmatrix},$$

(25)

and

$$b_{k} = \begin{bmatrix}
\hat{h}_{1}^{H} h_{k}, \ldots, \hat{h}_{k-1}^{H} h_{k}, \hat{h}_{k+1}^{H} h_{k}, \ldots, \hat{h}_{K}^{H} h_{k}
\end{bmatrix}^{T}.$$  

(26)

Next, we consider the linear equations given in (24). Define $\lambda_{k} = \text{rank}(A_{k}) \leq K - 1, \forall k$. Since we have $N > K$ unknown variables in $\theta_{k}$, (24) describes an underdetermined system. As a result, there exist multiple solutions of $\theta_{k}$’s to (24). In this paper, we construct $\theta_{k}$’s in the following way. Define the SVD of $A_{k}/M$ as

$$\frac{A_{k}}{M} = U_{k} \Sigma_{k} V_{k}^{H}, \quad k = 1, \ldots, K.$$

(27)

In (27), $U_{k} \in \mathbb{C}^{(K-1) \times (K-1)}$ and $V_{k}^{H} = [v_{k,1}, \ldots, v_{k,N}]^{H} \in \mathbb{C}^{N \times N}$ are unitary matrices, and $\Sigma_{k} \in \mathbb{C}^{(K-1) \times N}$ is expressed as

$$\Sigma_{k} = \begin{bmatrix}
\Sigma_{k}^{(1)} & 0_{K-1-\lambda_{k},K} \\
0_{\lambda_{k},N-\lambda_{k}} & 0_{K-1-\lambda_{k},N-\lambda_{k}}
\end{bmatrix},$$

(28)

where $0_{i,j}$ is the all-zero matrix with dimension $i \times j$, $\Sigma_{k}^{(1)} = \text{diag}(\delta_{k,1}, \ldots, \delta_{k,\lambda_{k}}^{T})$ with $\text{diag}(x)$ denoting a diagonal matrix whose diagonal entries are given by $x$, and $\delta_{k,i} > 0$’s, $i = 1, \ldots, \lambda_{k}$, are the positive singular values of $A_{k}$.

Since $U_{k}$ is a unitary matrix, (24) is equivalent to

$$\Sigma_{k} V_{k}^{H} \theta_{k} = U_{k}^{H} \frac{b_{k}}{M}, \quad k = 1, \ldots, K.$$  

(29)

For convenience, define

$$\hat{\theta}_{k} = \left[ \hat{\theta}_{k,1}, \ldots, \hat{\theta}_{k,N} \right]^{T} = V_{k}^{H} \theta_{k},$$

(30)

$$\hat{b}_{k} = \left[ \hat{b}_{k,1}, \ldots, \hat{b}_{k,K-1} \right]^{T} = U_{k}^{H} \frac{b_{k}}{M}, \quad \forall k.$$  

(31)

In addition, we define $\hat{\theta}_{k}^{(1)} = \left[ \hat{\theta}_{k,1}, \ldots, \hat{\theta}_{k,\lambda_{k}} \right]^{T} \in \mathbb{C}^{\lambda_{k} \times 1}$, $\theta_{k}^{(2)} = \left[ \hat{\theta}_{k,\lambda_{k}+1}, \ldots, \hat{\theta}_{k,N} \right]^{T} \in \mathbb{C}^{(N-\lambda_{k}) \times 1}$, and $\hat{b}_{k}^{(1)} = \left[ \hat{b}_{k,1}, \ldots, \hat{b}_{k,\lambda_{k}} \right]^{T}$. In this case, (29) requires

$$\Sigma_{k}^{(1)} \hat{\theta}_{k}^{(1)} = \hat{b}_{k}^{(1)}, \quad k = 1, \ldots, K.$$  

(32)

We then have

$$\hat{\theta}_{k}^{(1)} = \left( \Sigma_{k}^{(1)} \right)^{-1} \hat{b}_{k}^{(1)}.$$  

(33)

Further, (29) holds given any $\theta_{k}^{(2)}$’s due to the structure of $\Sigma_{k}$’s shown in (28). In this paper, we construct $\theta_{k}^{(2)}$’s in the following way. Define

$$D_{k} = (C_{k}^{(1)})^{\frac{1}{2}} \text{diag}(t_{k}) V_{k}^{(2)}, \quad \forall k,$$

(34)

where $V_{k}^{(2)} = [v_{k,\lambda_{k}+1}, \ldots, v_{k,N}]$ is a sub-matrix of $V_{k}$ consisting of the last $N - \lambda_{k}$ columns of $V_{k}$. Moreover, define the QR decomposition of $D_{k}$ as $D_{k} = Q_{k} R_{k}, \forall k$, where $Q_{k} \in \mathbb{C}^{N \times (N-\lambda_{k}+1)}$ satisfies $Q_{k}^{H} Q_{k} = I$, and $R_{k} \in \mathbb{C}^{(N-\lambda_{k}+1) \times (N-\lambda_{k}+1)}$ is an upper triangular matrix. Then, $\theta_{k}^{(2)}$’s are given as

$$\theta_{k}^{(2)} = R_{k}^{-1} Q_{k}^{H} C_{k}^{(1)}^{\frac{1}{2}} t_{k}, \quad \forall k.$$  

(35)

At last, given $\hat{\theta}_{k}^{(1)} = \left[ \left( \hat{\theta}_{k}^{(1)} \right)^{T}, \left( \hat{\theta}_{k}^{(2)} \right)^{T} \right]^{T}$’s, under the ZF beamforming design in (22), we can set

$$\theta_{k} = V_{k} \hat{\theta}_{k}, \quad k = 1, \ldots, K.$$  

(36)

Theorem 3: Assume that the transmit power of each user is $p = \frac{P_{t}}{M}$. Then, when $M$ goes to infinity, by setting the IRS reflection coefficients as $\phi_{n} = 1, \forall n$, the SINR of user
\[ k \] achieved by the ZF beamforming vectors in (22) and (36) converges to
\[ \bar{\gamma}_k^{(\text{MRC, I})} = \lim_{M \to \infty} \gamma_k^{(\text{MRC, I})} = \frac{E}{\sigma^2} \mathbf{w}_k^H \mathbf{Q}_k \mathbf{Q}_k^H (\mathbf{C}_1)^{\frac{1}{2}} \mathbf{t}_k, \quad \forall k, \quad (37) \]
where \( \bar{\gamma}_k^{(\text{MRC, I})} \) is the SINR of user \( k \) achieved in the massive MIMO system without IRS, as given in (7).

**Proof:** Please refer to Appendix A.

Theorem 3 indicates that if the IRS reflection coefficients are set as \( \phi_n = 1, \quad \forall n \), and the ZF beamforming vectors are set as (22) and (36), we have
\[ \bar{\gamma}_k^{(\text{ZF, I})} > \bar{\gamma}_k^{(\text{MRC, I})}, \quad \forall k. \quad (38) \]
Moreover, the ZF beamforming solution given in (22) and (36) is sub-optimal. As a result, given the optimal ZF beamforming solution (18), it follows that
\[ \bar{\gamma}_k^{(\text{ZF, I})} \geq \bar{\gamma}_k^{(\text{ZF, II})} > \bar{\gamma}_k^{(\text{MRC, I})}, \quad \forall k. \quad (39) \]
Theorem 2 is thus proved.

V. NUMERICAL EXAMPLES

In this section, we provide a numerical example to compare the network throughput achieved by the following three schemes: IRS-assisted massive MIMO under the optimal ZF beamforming (18), IRS-assisted massive MIMO under the MRC beamforming, and massive MIMO without IRS under MRC beamforming. We assume that the BS is equipped with \( M = 512 \) antennas, the number of users is \( K = 8 \), and the number of IRS elements ranges from \( 10 \leq N \leq 210 \). The transmit power is \( P = \frac{E}{M} \), where \( E \) is set to be 13 dBm in all setups. The channel bandwidth is assumed to be 100 MHz, and the power spectrum density of the AWGN is \( -169 \) dBm/Hz. The fading block length is \( T = 1000 \). In addition, we consider the exponential correlation matrix model (12) to characterize \( C_k^{(B)} \)’s, \( C_k^{(I)} \)’s, \( C_k^{(I)} \)’s, and \( C_k^{(I)} \)’s.

Fig. 2 shows the sum-rate performance of the 8 users versus different numbers of IRS elements under the three schemes. First, it is observed that in the IRS-assisted massive MIMO system, the sum-rate performance of the MRC receivers is even worse than that in the massive MIMO system without IRS, as indicated in Section III. Next, it is observed that under the IRS reflection strategy given in (15) and the optimal ZF beamforming strategy given in (18), the sum-rate achieved in the IRS-assisted massive MIMO system is much larger than that achieved in the massive MIMO system without IRS, as predicted in Theorem 3. Moreover, the sum-rate gain becomes larger as the number of IRS elements increases.

VI. CONCLUSION

This paper studied the feasibility of applying IRS to further improve the user rates in the massive MIMO systems when the channel estimation overhead is taken into consideration. We first showed that in IRS-assisted massive MIMO systems, the MRC beamforming cannot null the inter-user interference as in the conventional massive MIMO systems without IRS. To address this issue, we proposed a novel design of ZF beamforming vectors at the BS and reflection coefficients at the IRS to efficiently null the interference. Under this solution, we showed rigorously that the IRS-assisted massive MIMO system can always use the same channel estimation overhead to achieve higher user SINRs compared to its counterpart without IRS. As a result, IRS is very effective in improving the user rates in the massive MIMO systems.

APPENDIX

A. Proof of Theorem 2

In (4), by setting \( p = \frac{E}{M} \), \( \mathbf{w}_k \)’s as (22) and (36), we have
\[ \bar{\gamma}_k^{(\text{ZF, I})} = \lim_{M \to \infty} \bar{\gamma}_k^{(\text{ZF, II})} = \lim_{M \to \infty} E \left| \mathbf{w}_k^H \mathbf{h}_k / M \right|^2 \]
\[ = \lim_{M \to \infty} \sigma^2 \left( \mathbf{h}_k + \sum_{n=1}^{N} \theta_{k,n} \mathbf{g}_{k,n} \right)^H \left( \mathbf{h}_k + \sum_{n=1}^{N} \theta_{k,n} \mathbf{g}_{k,n} \right) / M \]
\[ = \frac{E}{\sigma^2} \mathbf{t}_k^H \left( \mathbf{Q}_k \mathbf{Q}_k^H (\mathbf{C}_1)^{\frac{1}{2}} \mathbf{t}_k \right)^2, \quad \forall k, \quad (40) \]
where (40) follows from the fact that \( \bar{\gamma}_k^{(\text{ZF, II})} \)’s are continuous functions. It can be shown from (26) that as \( M \) goes to infinity, we have
\[ \lim_{M \to \infty} \frac{b_k}{M} = 0, \quad \forall k. \quad (41) \]
As a result, it follows from (24) that
\[ \lim_{M \to \infty} A_k / M = \lim_{M \to \infty} b_k / M = 0, \quad k = 1, \ldots, K. \quad (42) \]
Moreover, since \( \lim_{M \to \infty} A_k \neq 0 \), \( \forall k \), \( \lambda_k = \text{rank}(\lim_{M \to \infty} A_k) \neq 0 \). As a result, \( \lim_{M \to \infty} \Sigma_k \neq 0 \) is a full rank matrix. (44) then indicates

\[
\lim_{M \to \infty} \hat{\theta}_k(1) = 0. \tag{45}
\]

With (45), (34), and (35), it follows that

\[
\lim_{M \to \infty} \left( C_1 \right)^{1/2} \text{diag}(t_k) \theta_k = \lim_{M \to \infty} \left( C_1 \right)^{1/2} \text{diag}(t_k) V \hat{\theta}_k = \left( C_1 \right)^{1/2} \text{diag}(t_k) V^{(2)} \hat{\theta}_k = Q_k R_k R_k^{-1} Q_k^H \left( C_1 \right)^{1/2} t_k = Q_k Q_k^H \left( C_1 \right)^{1/2} t_k, \quad \forall k. \tag{46}
\]

As a result, the following condition holds

\[
\lim_{M \to \infty} \theta_k^H (\text{diag}(t_k)) H C_1 t_k = \lim_{M \to \infty} \theta_k^H (\text{diag}(t_k)) H C_1 \text{diag}(t_k) \theta_k = t_k^H \left( C_1 \right)^{1/2} Q_k Q_k^H \left( C_1 \right)^{1/2} t_k, \quad \forall k. \tag{50}
\]

By taking (50) and (51) into (40), Theorem 3 is thus proved.
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