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**Abstract**

Quantum sensors can potentially achieve the Heisenberg limit of sensitivity over a large dynamic range using quantum algorithms. The adaptive phase estimation algorithm (PEA) is one example that was proven to achieve such high sensitivities with single-shot readout (SSR) sensors. However, using the adaptive PEA on a non-SSR sensor is not trivial due to the low contrast nature of the measurement. The standard approach to account for the averaged nature of the measurement in this PEA algorithm is to use a method based on 'majority voting'. Although it is easy to implement, this method is more prone to mistakes due to noise in the measurement. To reduce these mistakes, a binomial distribution technique from a batch selection was recently shown theoretically to be superior, as all ranges of outcomes from an averaged measurement are considered. Here we apply, for the first time, real-time non-adaptive PEA on a non-SSR sensor with the binomial distribution approach. We compare the mean square error of the binomial distribution method to the majority-voting approach using the nitrogen-vacancy center in diamond at ambient conditions as a non-SSR sensor. Our results suggest that the binomial distribution approach achieves better accuracy with the same sensing times. To further shorten the sensing time, we propose an adaptive algorithm that controls the readout phase and, therefore, the measurement basis set. We show by numerical simulation that adding the adaptive protocol can further improve the accuracy in a future real-time experiment.

**1. Introduction**

Quantum sensing is a promising technology with many possible applications in fields such as renewable energy [1], condensed matter physics [2–5], biology [6–8], and chemistry [9, 10]. Different quantum systems are studied as quantum sensors [11], and depending on the systems’ interactions with the environment it can be used to sense different physical quantities such as magnetic fields [5], electric fields [8], temperature [12], strain [13], or pressure [14]. One of the advantages of these sensors is the possibility of achieving high sensitivity while overcoming the standard quantum limit (SQL) and reaching the Heisenberg limit (HL) [15].

Recent studies have pushed the sensitivity to the HL using entanglement [16], or quantum algorithms [17]. One algorithm, widely studied, is the phase estimation algorithm (PEA), suggested by Kitaev [18]. This algorithm aims to estimate a phase (\(\phi\)) that a quantum sensor is accumulating due to some interaction with frequency \(f\) with an unknown parameter in the environment. The sensor accumulates the phase at \(K+1\) different sensing times (\(\tau\)) that grow exponentially, \(\tau = 2^k \tau_0\), where \(k\) is an index going from 0 to \(K\). The shortest sensing time \(\tau_0\) limits the dynamic range (DR) of the sensor to
Figure 1. (a) Graphical illustration of the adaptive phase estimation algorithm comprising four steps: (1) A pulse sequence suitable for the estimation of the unknown parameter, given the nature of the interaction between the sensor and the parameter. This pulse sequence will be applied with exponentially growing sensing times. The state of the sensor is measured after every sensing time. (2) Calculating the probability function for the state of the sensor given the unknown parameter. (3) Using Bayes’ Theorem to update the probability function for the parameter. (4) Calculating the optimal variables for extracting maximal information from the next iteration. After $M_k$ iterations for each sensing time, the final distribution will be the estimate of the unknown parameter. (b), (c) Schematic illustration of the measurement outcome of a single-shot (b) or averaged (c) sensor.

The longest sensing time is bounded from above by the dephasing time, $T_2^*$, of the sensor $2^k T_0 < T_2^*$ [19].

The full algorithm is based on a quantum system with multiple quantum bits that carry the process of estimating the phase simultaneously using the quantum Fourier transform [17]. Such multi-qubit systems are still challenging and sometimes not available for every sensing environment. Moreover, a single qubit sensor such as a spin-1/2 offers the ultimate spatial resolution, and any additional gain from entangling it with additional spins is canceled by the increase in sensor size. In these cases, therefore, a system of a single qubit that is incorporated with an adaptive PEA, and making use of quantum–classical interfaces [20, 21], can be of benefit. Here we experimentally demonstrate, in real-time, a non-adaptive PEA scheme in non-ideal but very realistic sensing conditions, and show numerically the advantage of moving this method to an adaptive one.

1.1. Adaptive PEA

The general scheme for applying adaptive PEA (figure 1(a)) consists of a cyclic process of four steps. The first is a pulse sequence applied on the sensor depending on the target frequency, $f$, in question and its interaction with the sensor as expressed in the Hamiltonian, $H(f)$. This pulse sequence will use the same exponentially growing sensing time as in the quantum PEA only in sequential order, from the shortest to the longest, and not simultaneously, similar to the Kitaev’s iterative PEA [22]. After each pulse sequence with one sensing time, the sensor is measured, and the outcome ($u$) can be one of the two states of the sensor—zero or one. This outcome is used in the second step to update the probability function, $P_m(u|f)$, to measure the sensor state, $|0\rangle$ or $|1\rangle$, given that there is interaction with the unknown parameter with frequency $f$. The nature of the sensor’s interaction with the target parameter in the pulse sequence is encoded in the probability function.

The critical step of the algorithm is in step 3, where one applies a Bayesian update to estimate the unknown parameter [23–25]

$$P_{\text{posterior}}(f|u) \propto P_m(u|f)P_{\text{prior}}(f|u)$$

where $P(f|u)$ is the probability function of the measurement outcome given the target parameter, subscript posterior is the new probability after each Bayesian update and prior is the old one from the last update.
\( P(u|f) \) is the probability function of the target parameter given the outcome of the measurement is \( u \), the subscript \( m \) denotes a single outcome. Since the adaptive PEA applies the sensing scheme with different sensing times sequentially, each measurement holds less information about the phase than the quantum PE. The penalty in the full scheme is that each sensing time is measured multiple times by changing one of the sensing variables, as is illustrated in step (3). The number of iterations \( M_k = G + (K - k)F \) for each sensing time grows as the sensing time gets shorter, where \( G \) and \( F \) are optimized parameters, and \( k \) is the index of the sensing time [26]. The adaptive character of the scheme is established in step (2). In this step, the optimal variables for gaining maximal information are calculated based on the last probability function and then transferred to the pulse sequence of the next iteration.

Adaptive PEA has been studied extensively. Theoretical works suggested controlling the sensing phase or the sensing time [27] to enhance sensitivity. Others used numerical simulations [28, 29], and several did experimental studies with different sensors [23, 30] to prove the feasibility and benefits of this protocol. All of these studies were performed with a single-shot readout (SSR) sensor, where the state of the sensor can be measured after one measurement with high fidelity (figure 1(b)). Nevertheless, in some cases, non-SSR sensors are the only possible sensing approach, for instance, for imaging nanoscale biological samples with high special resolution and in ambient conditions. These sensors are characterized by the high ratio of classical noise added in the measurement, for example, low photon collection efficiency in optically read-out systems, compared to the quantum projection noise of the system [11]. This causes the histogram of the measurement outcomes to mix ‘0’ and ‘1’. Therefore, assigning the measurement outcome to one state of the sensor with high fidelity, i.e. in one shot, is impossible (figure 1(c)).

For a non-SSR sensor, the pulse-sequence and the measurement should be applied for many repetitions to assess the sensor state, still with a non-negligible error. This situation requires adjusting the probability function \( P(u|f) \) used in the Bayesian update to the averaged measurement result. The most common and simple solution is to use a threshold that is calculated based on the probability to measure a positive outcome from the sensor at each of the states, which can be a collection of photons for an optically measurable sensor (see appendix ‘Visibility’). In this method the measurement is repeated for \( R \) times and the number of positive outcomes \( r \) is assigned to a state of the sensor, \( u \), based on the calculated threshold; we call this method ‘majority voting’. This approach results in a binary outcome from a large batch of size \( R \) repetitions of the measurement. This method’s benefit is the possibility of using the probability function and Bayesian update as in the SSR sensor scheme [31]. However, it disregards most of the possible outcomes from the \( R \) repetitions by using only a binary span of results. Therefore, it is also more prone to noise, where a noisy measurement can be assigned to the wrong binary option [32].

Since a non-SSR measurement entails repeating the measurement \( R \) times to improve the readout fidelity, we consider the number of positive outcomes, \( r \), out of the full \( R \) batch. This probability distribution, then, is binomial,

\[
P(f|r) = \binom{R}{r} P_d(1|f)^r (1 - P_d(1|f))^{R-r}
\]

(3)

where \( P_d(1|f) \) is the probability of detecting a positive outcome given the sensor state was ‘1’ calculated for the full range of the unknown parameter \( f \). The subscript \( d \) denotes the detection of the positive outcome, and \( r \) is the number of positive outcomes of the measurement [32]. In this case, the information about the phase accumulated due to the external target parameter is encoded in \( P_d \). This method considers the full range of possible outcomes for the averaged measurement. Therefore, a noisy measurement will not result in a mistake but with an error within the range of the noise of the measurement—and therefore leading to a more sensitive estimation [32]. So far, experimental demonstration of the binomial distribution approach and the enhancement in accuracy it offers has not been demonstrated.

1.2. DC magnetometry with non-SSR sensor

In this work, we use the nitrogen-vacancy (NV) center in diamond, a widely used non-SSR sensor at ambient conditions [33, 34]. The NV center is a spin-1 system with a zero field energy splitting between \( m_s = 0 \) and \( m_s = \pm 1 \) spin states of 2.87 GHz (implicitly \( h \) is taken to be equal to \( 1 \)). It is sensitive to DC magnetic fields due to the Zeeman effect \( H(B) = \gamma_e B \cdot S \), where \( \gamma_e \) is the electron gyromagnetic ratio and \( S \) is the spin operator. When the magnetic field is aligned with the \( z \) axis of the spin, the Hamiltonian of the system is simplified to

\[
H_{NV}(B) = DS_z^2 + \gamma_e B_0 S_z.
\]

(4)
This interaction results in an energy splitting between the two ($m_s = \pm 1$) degenerate spin levels of $\Delta \omega = 2\gamma_e B$. Under these conditions and in most instances, each of the two single quantum transitions of the NV center can be practically considered as a two-level spin system (figure 2(a)).

The first step in the PEA scheme is applying the pulse-sequence sensitive to the target field (figure 2(c)). For a DC magnetic field, we use Ramsey interferometry ([35], figure 2(b)). The evolution of the spin in such a pulse-sequence can be simplified when considered in the rotating frame. After initialization to $|0\rangle$, to prepare the sensor, a $\pi/2$ microwave pulse resonant with the eigenenergy of the sensor $\Delta \omega$ is applied, placing the sensor in a superposition state of the two eigenstates $|\psi(t=0)\rangle = \frac{1}{\sqrt{2}}(|0\rangle + e^{-i\gamma_e\Delta B t}|1\rangle)$.

When the sensor interacts with a small external magnetic field $\Delta B$, it will accumulate a relative phase between the two eigenstates in the rotating frame, which is proportional to the external magnetic field $|\psi(t)\rangle = 2^{-1/2}(|0\rangle + e^{-i\gamma_e\Delta B t}|1\rangle) = 2^{-1/2}(|0\rangle + e^{-i2\pi f\Delta B t - \phi}|1\rangle)$, where $\Delta B$ can also be considered as a small frequency detuning from the resonance frequency of the sensor (as illustrated in figure 2(a)), and therefore, throughout in the manuscript we use the two terms interchangeably. When applying another $\pi/2$ microwave pulse, we project the spin to the eigenstates of $\sigma_z$. If this pulse is rotated by an angle $\phi$ from the preparation pulse, we will project the sensor to a rotated spin basis $\sigma_x e^{-i\phi}$, where $\phi$ is the phase we change in the fourth step of the scheme in figure 2(c). This pulse sequence can estimate external magnetic fields that are within the DR of the measurement (equation (1)).

The second step of the PEA (figure 2(c)) is to calculate the probability function according to the prior-measured state of the sensor $u = |0\rangle/|1\rangle$. This probability function is based on the Ramsey interferometry model for sensing a small external magnetic field $\Delta B$ (figure 2(b)),

$$P_m(u|\Delta B) = \frac{1}{2} \left[ 1 + (-1)^r e^{-(t/T_2^*)} \cos(2\pi f\Delta B t - \phi) \right], \quad (5)$$

where $T_2^*$ is the dephasing time of the sensor. This probability function can be used for an SSR sensor, like the NV center at cryogenic conditions [36], or with the majority voting approach for the non-SSR sensor, like the NV center at ambient conditions [31].

However, for the binomial approach we want to use equation (3), which accounts for all $r$ possible outcome of the repeated measurement. This probability function depends on the probability of detecting a
positive outcome given the external target parameter $P_d(1|f)$. As shown in the theoretical derivation from [32], this probability for sensing an external DC magnetic field is

$$P_d(1|f) = \alpha \left[ 1 - V e^{-(t/T_\alpha)^2} \cos(2\pi f_{\Delta} t - \phi) \right]$$

where $\alpha$ is the sensor’s threshold, and $V$ is the visibility of the sensor (see appendix ‘Visibility’).

### 2. Real-time Bayesian update comparison

We report for the first time on the advantage of the binomial approach over the majority voting in a real-time experiment. The experiment was done at ambient conditions setup using an quantum machines operator-X (QM OPX) to conduct real-time calculations (see appendix ‘Experimental setup’). We collected data from a single NV center with a dephasing time of $T_\alpha^2 = 3.5 \mu s$ (see appendix ‘Sample’). We used five sensing times ($K = 4$) with $t_0 = 100$ ns in the Ramsey measurement pulse sequence (First step in figure 2(c)). The probability function estimating the external magnetic field was constructed with a resolution (binning) of 25 kHz. For each external magnetic field, we applied the scheme twice, once with the majority voting probability function (equation (5)) in the second step and once with the binomial distribution probability function (equation (3)). After the Bayesian update (third step in figure 2(c)), we change the phase of the second $\frac{\pi}{2}$ pulse linearly between zero and $\pi$ in a non-adaptive manner following a predetermined measurement sequence [26] (fourth step in figure 2(c)).

Figure 3(a) presents the iteration number of a measurement of a random magnetic field using the approach described above (Bayesian, non-adaptive). The probability function starts as a uniform distribution. The first iterations apply the shortest sensing time, which guides the probability function to a rough estimation of the frequency. As the iterations advance, the sensing time gets longer, and the estimated frequency gets focused and narrower to a more precise estimate. The frequency at the peak of the probability function in the last iteration is the final estimation for this measurement.

We applied the two approaches for a non-SSR sensor in a non-adaptive scheme on 500 randomly chosen magnetic fields $f_{\Delta R}$ in the range $[-2, 2]$ MHz. For more information about the choice of the range, see appendix ‘Choice of range for random detunings’. We applied the external magnetic field as an off-resonance microwave tone relative to the $|0\rangle \rightarrow | -1\rangle$ transition of the NV, $\omega_{-1}$, at an applied magnetic field of 551 Gauss (close to the NV’s excited-state level anti-crossing), corresponding to $\omega_{-1} = 2\pi \times 1.3322$ GHz. All 500 magnetic fields were measured with seven different repetition numbers $R = (100, 250, 500, 750, 1000, 2500, 5000)$. For each detuning we measured the two approaches in a random order and with all repetition numbers also randomized in the order. After each detuning we refocused the frequency and position of the confocal setup.

To compare the two sensing methods, we calculated the mean square error (MSE):

$$\text{MSE} = \sqrt{V_B} = \sqrt{\left\langle \left( \tilde{f}_B - f_B \right)^2 \right\rangle}$$

based on the estimated frequency $\tilde{f}_B$ calculated from the $P(f|r)$ after every iteration. Our results show a reduction of the MSE with the same measurement time when using the binomial distribution approach. The best MSE achieved was $\approx 0.6$ MHz for $R = 2500$ with a total sensing time of $T = 0.75$ s when using the binomial distribution method. The majority voting method reached this value with almost twice the sensing time ($R = 5000$, $T = 1.25$ s). The lowest possible MSE is limited by the decoherence time of the sensor where $\text{MSE} \geq \sqrt{\frac{T}{T_\alpha}}$.

We note that the MSE for larger $R$ does not improve by much, and we attribute this to the slight improvement of the contrast (see appendix ‘Contrast’). The superiority of the binomial distribution approach is evident also for shorter sensing times, starting from $R = 250$ with $T = 0.34$ s (see figure A5 in appendix ‘Contrast’). To see the improvement in MSE, we plot it as a function of the iteration number for the $R = 2500$ case in figure 3(b). It improves as the iterations progress due to significant improvement in the estimation precision, smaller MSE, compared to the addition of the total sensing time needed for this improvement. We see a good agreement between the experiment and a simulation based on the experimental parameters used in the experiment. The small discrepancy between experiment and simulation can be explained by a little uncertainty in the detection probability for the 0 and 1 state, i.e. $P_d(1|m_0)$ and $P_d(1|m_1)$.

The MSEs calculated for each number of repetitions, $R$, are plotted as a function of the contrast, averaged over all 500 frequencies with the same number of repetitions in figure A5 in appendix ‘Contrast’.
3. Adaptive Bayesian update with binomial distribution

As shown with an SSR sensor, using an adaptive scheme where the measurement variables are optimized based on the updated probability function further improves the sensitivity of the method [23]. In DC magnetometry we look for the optimal readout phase \( \phi \). While one can optimize quantities such as the information gain, this is typically quite complex and adds significant computational overhead. Simpler adaptive rules can be obtained through the Cramér–Rao lower bound (CRLB), which represents the minimum reachable variance for any (unbiased) estimator of \( \phi \). As the CRLB of \( \phi \) is inversely proportional to the Fisher information \( I \), one can target the maximization of \( I \) to improve the estimate of \( \phi \). To find this phase we calculate the Fisher information of the probability function as it is written in equation (7a) and maximize it with respect to the phase \( \phi \),

\[
\mathcal{I}(f_{\Delta B}) = E \left[ \left( \frac{\partial}{\partial f_{\Delta B}} \log(P(r|f_{\Delta B})) \right)^2 \right],
\]

(7a)

\[
\frac{\partial}{\partial \phi} \mathcal{I}(f_{\Delta B}) = 0.
\]

(7b)

where \( E \) is the expectation value.
Figure 4. (a) Simulated experiment with the calculated phases for the different methods: non-adaptive (blue) and our adaptive protocol (orange). After reaching the end of the settings determined by the PEA scheme, measurement times $\tau = T_\star^2$, and phases are chosen at random (non-adaptive) or via adaptive algorithm. (b) Comparison between three different phase calculations for a single experiment with detuning of $f_{\Delta B} = -1.3$ MHz: non-adaptive (blue), our adaptive (orange) and the adaptive-optimized (green), the latter showing an improvement in the number of iterations ($=\text{time}$) needed to attain the correct phase (see main text). The vertical lines (different values of $k$) represent the move to the next $\tau$ in the algorithm.

By solving the optimum problem for the phase and taking the solution that results with the maximum, we find the optimal phase,

$$\phi_{\text{opt}} = 2\pi E[f_{\Delta B}] t - \cos^{-1}\left(\frac{-B}{A}\right),$$

where $A = \frac{r^2}{R^2} + (1 - 2R) \alpha$ and $B = (1 - 2R) \alpha V$ (see appendix ‘Adaptive phase calculation’). Using the number of positive results and the expectation value at each iteration with this optimal phase calculation will result in the next readout phase.

To evaluate the benefit of the adaptive scheme compared to the non-adaptive one, we simulated the experiments based on the dephasing time ($T_\star^2$) and threshold ($\alpha$) (see appendix ‘Sample’) of the NV used in the real-time experiment. Simulations were performed by numerically reproducing the experiment, randomly generating a simulated photon number $r$ from a binomial distribution as in equation (6), using experimental parameter ($R = 10^5$, $G = 3$, $F = 2$), and are presented in figure 4(a). We observe two different regimes. The first one where we increase the $\tau$ exponentially, which is the ‘high DR’ regime. Once we reach $T_\star^2$ we measure from that iteration number at $\tau = T_\star^2$, at the SQL, hence the clear change in slope at iteration number (approximately) 30. In both cases (non-adaptive and adaptive), the probability function was calculated based on the binomial distribution approach. In the simulation of the adaptive scheme, the phase of the Ramsey readout pulse in the next iteration was calculated based on the probability function (step 4 in
whereas in the non-adaptive scheme the phase was linearly ramped between zero and \( \pi \) (see figure 4(b)). The phases calculated for the adaptive simulated experiment show convergence of the phase in a small number of iterations, smaller than \( M_k \) iterations determined theoretically for each sensing time (figure 4(b), orange circles). This convergence raises the possibility of reducing the number of iterations for each sensing time by moving to the next sensing phase once the phase remains steady for three iterations with an error of \( \frac{\pi}{2} \) (figure 4(b), green squares). We denote this method as adaptive-optimized. It has the potential to reduce the total measurement time significantly, which will also improve the sensitivity.

The MSE calculated from simulated results of the two methods, non-adaptive and adaptive, is plotted in figure 4(a) as a function of increasing iterations, where each iteration consists of a new value for the phase. Both methods in the simulation used the binomial distribution approach for the probability function to calculate the final estimation, as this approach proved to be more sensitive also in the real-time experiment.

4. Conclusions

We performed a real-time Bayesian update with an NV center, a non-SSR sensor at ambient conditions. We compared the MSE of the sensor between two calculation methods—majority voting and binomial distribution, and showed that the latter approach has better sensitivity than the former.

We showed by simulation that an adaptive scheme can further improve the MSE, and suggested using it to also reduce the total number of iterations and therefore the total sensing time, and offer extra improvement on the sensitivity. Our simulations suggest that these schemes can achieve a sensitivity four times better than the non-adaptive approach.

This work demonstrates how one can use non-SSR sensors as practical tools in adaptive PEA, and serves as a proof of concept for a specific non-SSR sensor, the NV center in diamond. Nevertheless, it could also be implemented in other sensing systems, as the approach is general. This method can also be used in other sensing schemes, such as ac magnetometry using dynamical decoupling [37] for solid state spin sensors.
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Appendices

Sample

The NV layer was created by a 10 keV nitrogen ion \((^{15}\text{N}^+\) ) implantation with a flux of 80 ions per \( \mu \text{m}^2 \) in an electronic grade (e6) CVD diamond, subsequently annealed in vacuum at a temperature of 950 °C for two hours. A nanopillar structure was then etched in the diamond for enhanced photon collection efficiency [39]. All measurements were performed on a single NV center. The dephasing time of the NV center is \( T_2^* = 3.5 \mu \text{s} \), measured with a standard Ramsey (FID) sequence on resonance. The Rabi contrast of the NV center was about 30% with count rate of 80 kcounts per second.

Experimental setup

The NV center was measured on a custom-built (confocal microscope with a 520 nm laser diode for excitation, dichroic mirror for separating excitation and fluorescence, a band-pass filter for fluorescence counting and two avalanche photodiodes in a Hanbury-Brown and Twiss configuration). We used an OPMX to orchestrate all pulse sequence generation, photon readout, real-time Bayesian estimation and adaptive phase calculation. A local oscillator from a Windfreak SynthNV-Pro was mixed (Marki MLIQ-0218L) with two low-frequency (150 MHz) 90° phase-shifted sine signals from the OPX to produce a single-sideband modulated RF, amplified by an EliteRF (M.02006G424550) broadband amplifier.
As opposed to prior works with NVs [30, 31, 40], here the measurements and Bayesian update are performed by an field-programmable gate array (FPGA)-based computer in real-time (QM OPX). Together with on-the-fly pulse sequence generation, each Bayesian Update (in the non-adaptive case) takes only 0.4 ms to complete (for a probability distribution function of length 400, or 1 μs per frequency bin), with a small overhead of <1 μs for the optimal phase calculation (in the adaptive case, equation (8)). The OPX QUA code is available on github.

Measurements for figure 3(b) were taken on a similar setup, previously described by Arshad et al [41], using a laser-written NV center with $T_2^* = 5.5 \mu s$. A single photon count rate of ≈50 kcps was equivalent to $P_d(1|m_1) \approx 0.011$ and $P_d(1|m_0) \approx 0.016$.

Adaptive phase calculation

Taking equation (3) and the Ramsey model (equation (6)), we derive in this appendix the optimal phase in the adaptive case. First, define the model as $L(f_\beta, \theta) = \alpha [1 + V\cos(2\pi f_\beta \tau - \theta)]$ and calculate its derivative

$$L'(f_\beta, \theta) = \frac{\partial}{\partial f_\beta} L(f_\beta, \theta) = -2\alpha V\pi \tau \sin(2\pi f_\beta \tau - \theta).$$

Next, we use the binomial probability distribution to write down the mean and variance,

$$\mu_r = E[r|f_\beta] = R \cdot L(f_\beta, \theta)$$

$$\sigma_r^2 = E[(r - \mu_r)^2|f_\beta] = R \cdot L(f_\beta, \theta) [1 - L(f_\beta, \theta)].$$

We can approximate $L(f_\beta, \theta) \equiv L \approx \frac{r}{R} + \Delta$ if $\Delta \ll 1$, and then get an expression for the variance in leading orders of $\frac{r}{R}$:

$$\sigma_r^2 = R \cdot L(f_\beta, \theta) [1 - L(f_\beta, \theta)] = RL - RL^2 = R \left[ \left( \frac{r}{R} + \Delta \right) - \left( \frac{r}{R} \right)^2 \right]$$

$$= R \left[ \left( \frac{r}{R} + \Delta \right) - \frac{r^2}{R^2} - 2\Delta \frac{r}{R} + \Delta^2 \right] \approx R \left[ \left( \frac{r}{R} + \Delta \right) - \frac{r^2}{R^2} - 2\Delta \frac{r}{R} \right]$$

$$= R \left[ L - \frac{r^2}{R^2} - 2 \left( L - \frac{r}{R} \right) \frac{r}{R} \right] = R \left[ L + \frac{r^2}{R^2} - 2 \frac{r}{R} L \right] = R \left[ L \left( 1 - 2 \frac{r}{R} \right) + \frac{r^2}{R^2} \right].$$

Now we define the logarithm of the model (likelihood) function:

$$K(r, f_\beta) \equiv \log P(r|f_\beta) = \log \left( \frac{R}{r} \right) + r \log L(f_\beta, \theta) + (R - r) \log(1 - L(f_\beta, \theta))$$

and so

$$\frac{\partial}{\partial f_\beta} K(r, f_\beta) = \frac{rL'}{L} - \frac{(R-r)L'}{1-L} = \left[ \frac{r}{L} - \frac{R-r}{1-L} \right] L' = \left[ \frac{r-RL'}{L(1-L)} \right] L' = \frac{R}{\sigma_r^2} (r - \mu_r) L'(f_\beta, \theta).$$

As we wrote in section 3, the Fisher information can now be explicitly calculated,

$$I(f_\beta) = E \left[ \left( \frac{\partial}{\partial f_\beta} K(r, f_\beta) \right)^2 \right] = E \left[ (r - \mu_r)^2 \frac{R^2}{\sigma_r^2} (L'(f_\beta, \theta))^2 \right] = \frac{R^2}{\sigma_r^2} (L'(f_\beta, \theta))^2$$

$$\approx \frac{R^2}{\sigma_r^2} \left( \frac{R L'(f_\beta, \theta)}{2} \right)^2 = 4R^2\alpha^2 V^2 \pi^2 \tau^2 \frac{\sin^2(2\pi f_\beta \tau - \theta)}{\frac{R^2}{\sigma_r^2} (1 - 2\frac{r}{R}) \alpha [1 + V\cos(2\pi f_\beta \tau - \theta)]}.$$

The last term can be written in a more compact form by denoting

$$A = \frac{r^2}{R^2} + \left( 1 - 2 \frac{r}{R} \right) \alpha$$

$$B = \left( 1 - 2 \frac{r}{R} \right) \alpha V$$

$$C = 4R^2\alpha^2 V^2 \pi^2 \tau^2,$$

such that,

$$I(f_\beta) = \frac{C \sin^2(2\pi f_\beta \tau - \theta)}{A + B\cos(2\pi f_\beta \tau - \theta)}.$$
We maximize the Fisher information (or minimize the Cramér–Rao bound):
\[
\frac{\partial}{\partial \theta} I(f_B) = 0
\]
with two solutions. The first one is a minimum with \( \theta = 2\pi f_B \tau \) and the second solution is \( A \cos(2\pi f_B \tau - \theta) + B = 0 \). Using \( \hat{f}_B = E[f_B] \), gives:
\[
\theta_{\text{opt}} = 2\pi \hat{f}_B \tau - \cos^{-1}\left(\frac{-B}{A}\right).
\]

**Contrast**

As defined previously [23], the contrast, \( C \), for \( R \) repetitions scales as
\[
C = \left[ 1 + \frac{2(\alpha_0 + \alpha_1)}{(\alpha_0 - \alpha_1)^2 R} \right]^{-1/2},
\]
where \( \alpha_0 \) is the number of photons per shot when the NV is in the \( m_s = 0 \) state and \( \alpha_1 \) is the number of photons per shot when the NV is in the \( m_s = 1 \) state. In figure A5 we plot the MSE as a function of the contrast, \( C \). The data presented in this figure is from a different dataset than that plotted in figure 3(b), hence the difference in the MSE. Nevertheless, the point regarding the contrast is still valid.

**Visibility**

In equation (6) we introduced two parameters: the threshold, \( \alpha \) and the visibility, \( V \). Following [32] and for self-consistency, we define them here as
\[
\alpha = \frac{1}{2} \left[ P_d(1|m_0) + P_d(1|m_1) \right]
\]
\[
V = \frac{P_d(1|m_0) - P_d(1|m_1)}{P_d(1|m_0) + P_d(1|m_1)} e^{i(\pi/2)j},
\]
where \( P_d(1|m_i) \), for \( i = 0, 1 \), is the probability of a detector click for the spin in the state \( |i\rangle \). Typical values for our setup were \( P_d(1|m_1) = 0.0251 \) and \( P_d(1|m_0) = 0.03419 \).

**Choice of range for random detunings**

As we explained in the main text, the DR of the sensor is bounded in the range \([-\frac{1}{\tau_0}, \frac{1}{\tau_0}] \) which is \([-5, 5]\) MHz in our case. While we saw no discernible change in the conventional Ramsey curve for detunings larger than 2 MHz, the level of noise increased dramatically for the Bayesian update. We therefore limited the range to \([-2, 2]\) MHz when randomly selecting the 500 detuning used in our dataset. The increase in noise for larger detunings is currently being investigated, but we do not think it affects the results we presented in the main text.
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