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Abstract—Existing works have widely studied relay-aided underwater acoustic networks under some specialized relay distributions, e.g., equidistant and rectangular-grid. In this paper, we investigate two fundamental problems that under which conditions a relay should be deployed and where to deploy it if necessary in terms of the energy and delay performance in linear underwater acoustic networks. To address these two problems, we first accurately approximate the complicated effective bandwidth and transmit power in the logarithm domain to formulate an energy minimization problem. By analyzing the formulation, we discover a critical transmission distance, defined as open distance, and explicitly show that a relay should not be deployed if the transmission distance is less than the open distance and should be otherwise. Most importantly, we derive a closed-form and easy-to-calculate expression for the open distance and also strictly prove that the optimal placing position is at the middle point of the link when a relay should be introduced. Moreover, although this paper considers a linear two-hop relay network as the first step, our derived results can be applied to construct energy-efficient and delay-friendly multi-hop networks. Simulation results validate our theoretical analysis and show that properly introducing a relay can dramatically reduce the network energy consumption almost without increasing the end-to-end delay.
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I. INTRODUCTION

As the only effective means for long-range data delivering in extremely hostile undersea environments, acoustic communications have been widely used in various underwater devices and scenarios. However, it is well-known that acoustic channels are quite bandwidth-limited and underwater acoustic transmission is usually energy-expensive, especially in long-range transmission cases [1], [2]. To meet the ever-increasingly high-data-rate and energy-efficient (and thus lifetime-enhanced) demands imposed by real-time or long-term marine applications such as marine rescues and monitoring, a potential solution is to introduce relays between transmitters and receivers to construct multi-hop networks. This is because deploying relays to shorten hop distance can expand the effective bandwidth and reduce the transmit power of each hop [3]–[5]. Nevertheless, relay deployment is a double-edged sword, although having the aforementioned benefits, it may in turn degrade the network performance as the deployed relays will spend extra time on packet forwarding and consume additional energy to receive data [6]–[9]. It is thus important to understand how relay deployment affects the performance of underwater acoustic networks and how to quantify these impacts.

There have been extensive works to investigate relay deployment problems in underwater acoustic networks from different perspectives, e.g., optimizing the relay number [5], [10]–[12] and determining the best relay position [13]–[16]. In [12], Pompili et al. studied the problem of how many sensors at least are required to achieve the optimal sensing and communication coverage in two- and three-dimensional underwater acoustic sensor networks. By minimizing an elaborated cost function, analytical solutions for the optimal number of relays were derived in [5], [10], [11] to evaluate the tradeoffs involved in the design of a linear relay acoustic link. In [13], Cao et al. obtained that the relay location is a much more critical factor with respect to the system capacity than power allocation from simulation results. Leveraging an optimal per-hop distance from numerical observations, Zorzi et al. [14] developed a relay selection routing algorithm to minimize the system’s total energy consumption. Routing scheme and relay replacement were jointly optimized in [15] to improve the energy efficiency of underwater acoustic sensors networks for a given rectangular-grid node distribution. Further, Kam et al. [16] considered a random node distribution scenario and proved that equal spacing from the source to the destination is optimal when using a defined globally optimal frequency.

To summarize, [5], [10]–[15] investigated relay-related performance under some specialized relay distributions, e.g., equidistant and rectangular-grid, but there are not analyses or proofs as to why such distribution is optimal. Although [16] strictly proved that equidistant spacing is optimal for energy efficiency in randomly-placed relay networks, its results hold only for narrow-band signals with bandwidth of 0.1 kHz. Besides, a deceptively-simple but fundamental problem, whether it is necessary to deploy relays in underwater acoustic transmission, still remains unsolved and few works have discussed this problem to the best of our knowledge. If the answer is necessary, a concomitant fundamental problem is what is the optimal relay deployment, e.g., equidistant in [10]–[14], in terms of the selected performance indexes. In view of these, this paper devotes to quantitatively addressing these two fundamental problems, namely under which conditions...
relays should be deployed and where to deploy them if necessary. Assuming that each hop delivers data over its full effective bandwidth, we answer them in terms of the energy consumption and end-to-end delay by considering direct and linear two-hop relay transmission scenarios as the first step. By analyzing our formulated energy minimization problem, we theoretically derive a critical transmission distance with a closed-form expression, defined as the open distance in this paper, which provides an extremely simple way to fast judge whether to deploy a relay. In the case when a relay is needed, we further obtain the optimal relay placing position.

The main contributions of this work are as follows:

- We first accurately approximate the very complicated effective bandwidth and transmit power in the logarithm domain to formulate an energy minimization problem, instead of adopting traditionally numerical evaluation approaches (by which quantitative results can hardly be derived), for comparing the energy consumption and delay performance between direct and linear two-hop relay transmission schemes.
- Based on the formulation, we discover that there exists a critical transmission distance, defined as open distance, which provides an extremely simple method to decide whether a relay should be deployed. Specifically, a relay should not be deployed when the transmission distance is less than the open distance and should be otherwise.
- Most importantly, we leverage the differential analysis to derive a closed-form and easy-to-calculate expression for the open distance and also strictly prove that the optimal placing position is at the middle point of the link when a relay should be introduced.
- Although this paper considers a linear two-hop relay network as the first step, our derived results provide significant guidelines for constructing energy-efficient and delay-friendly multi-hop networks. Specifically, relays are needed to be deployed at the midpoint of each hop for saving energy and maintaining the end-to-end delay until the length between any two adjacent nodes does not exceed the open distance.
- Extensive simulation results validate our theoretical analysis and show that properly introducing a relay can dramatically reduce the network energy consumption (up to 71.77%) almost without increasing the end-to-end delay (less than 1.56%). Furthermore, we apply a polynomial fitting method to derive another precise expression for the open distance through least-squares approximation based on the sufficient realistic data for potential applications.

The remainder of this paper is organized as follows. In Section II, we overview the basic knowledge about underwater acoustic channels. In Section III, we introduce system scenarios, formulate the concerned problem, and present quantitative results. Section IV provides the solution proof and analysis and extensive simulation results are presented in Section V. Finally, we conclude our paper in Section VI.

II. EFFECTIVE BANDWIDTH AND TRANSMIT POWER

In this section, we first introduce the path loss and the ambient noise of an underwater acoustic channel, based on which we obtain the effective bandwidth and required transmit power for a given signal-to-noise ratio (SNR). We then precisely approximate them for more easily characterizing the bandwidth-range and power-range dependent features of the underwater acoustic channel.

A. Path Loss

According to [17], path loss of an underwater acoustic channel over a distance \( l \) in km for a signal at frequency \( f \) in kHz, denoted by dimensionless \( A(l, f) \), can be modeled in dB form as

\[
10 \log_{10} A(l, f) = k \cdot 10 \log_{10}(l \cdot 10^3) + l \cdot 10 \log_{10} a(f) \tag{1}
\]

where \( k \) is the spreading factor that defines the geometry of the acoustic propagation, commonly \( k = 1 \) for cylindrical spreading, \( k = 2 \) for spherical spreading, and \( k = 1.5 \) for practical spreading. In addition, \( 10 \log_{10} a(f) \) represents the absorption coefficient in dB/km, which, from [18], is expressed by the Thorp’s formula as

\[
10 \log_{10} a(f) = \frac{0.11 f^2}{1 + f^2} + \frac{44 f^2}{4100 + f^2} + \frac{2.75 f^2}{10^4} + 0.003. \tag{2}
\]

In [1], the first term on the right side denotes the spreading attenuation that increases with the distance \( l \) and frequency \( f \). As a result, path loss of an underwater acoustic channel is not only dependent on the transmission distance, but also on the signal frequency. This feature distinguishes underwater acoustic from terrestrial radio transmission as the radio suffers negligible absorption loss in the air.

B. Ambient Noise

Ambient noise exists all the time in the ocean, mainly including four parts of turbulence, shipping, waves, and thermal noise and usually showing Gaussian characteristics. From [18], empirically continuous power spectral density (p.s.d.) models of these four parts in \( \mu \) Pa per Hz at a signal frequency \( f \) in kHz, denoted by \( N_t(f) \), \( N_s(f) \), \( N_w(f) \), and \( N_{\text{th}}(f) \), respectively, are given by

\[
\begin{align*}
10 \log_{10} N_t(f) &= 17 - 30 \log_{10} f \\
10 \log_{10} N_s(f) &= 40 + 20(s - 0.5) + 26 \log_{10} f - 60 \log_{10}(f + 0.03) \\
10 \log_{10} N_w(f) &= 50 + 7.5 w^{1/2} + 20 \log_{10} f - 40 \log_{10}(f + 0.4) \tag{3} \\
10 \log_{10} N_{\text{th}}(f) &= -15 + 20 \log_{10} f
\end{align*}
\]

where \( s \) is the shipping activity factor between 0 for low activity and 1 for high activity, and \( w \) is the wind speed in the unit of m/s.

Adding the four components in (3) together, we get the p.s.d. of the overall ambient noise of the system in \( \mu \) Pa per Hz as

\[
N(f) = N_t(f) + N_s(f) + N_w(f) + N_{\text{th}}(f). \tag{4}
\]
Numerical results in [3] show that the turbulence noise produces influences only in the frequency region of $f < 10$ Hz, the noise from distant shipping and wind-driven waves becomes dominant when $f$ lies in 10 Hz–100 Hz and 100 Hz–100 kHz, respectively, and the thermal noise holds the major proportion when $f > 100$ kHz.

C. Effective Bandwidth and Transmit Power

Using the path loss model (1) and ambient noise model (3), the narrow-band SNR, which is a dimensionless measure, is given by

$$\text{SNR}(l, f) = \frac{S_l(f) \Delta f}{A(l, f) N(f)}$$

where $S_l(f)$ is the p.s.d. of the transmit signal and $\Delta f$ is a narrow frequency band around $f$. The denominator $A(l, f) N(f)$, illustrated in Fig. 1, determines the frequency-dependent feature of the narrow-band SNR. From Fig. 1, there exists an optimal frequency $f_0(l)$ for a given transmission distance $l$, where $1/[(A(l, f) N(f))]$ (and thus $\text{SNR}(l, f)$ for a given $S_l(f)$) reaches its maximum. Around the maximum of $1/[(A(l, f) N(f))]$, we adopt the 3-dB bandwidth as the effective bandwidth of the transmission denoted by $B_3(l)$, which is the frequency range that satisfies $\{1/[A(l, f) N(f)]\} > \{1/[2 A(l, f_0(l)) N(f_0(l))]\}$. Suppose the transmitter works on the whole 3-dB bandwidth, then the overall SNR at the receiver.
is given by
\[
\text{SNR}(l, B_l) = \frac{\int_{B_l} S_l(f) A^{-1}(l, f) df}{\int_{B_l} N(f) df},
\]
(6)
Assume that the power of the transmit signal, denoted by \(P_t(l)\) in \(\mu\text{ Pa}\), is equally distributed over the 3-dB bandwidth, the required transmit power to satisfy a target SNR \(\text{SNR}_0\) at a distance \(l\) in km is given by
\[
P_t(l) = 10^3 \cdot B(l) \text{SNR}_0 \frac{\int_{B_l} N(f) df}{\int_{B_l} A^{-1}(l, f) df}
\]
(7)
where \(B(l)\) in kHz is the size of frequency range \(B_3(l)\).

From the numerical evaluations of [3] and [5], both the effective bandwidth \(B(l)\) and the required transmit power \(P_t(l)\) can be precisely approximated as functions of the transmission distance \(l\) for a given SNR as follows
\[
\begin{align*}
B(l) &= \omega l^{-\lambda} \\
P_t(l) &= \delta l^\gamma
\end{align*}
\]
(8)
where the units of \(B(l)\), \(P_t(l)\), and \(l\) are kHz, \(\mu\text{ Pa}\), and km, respectively. Furthermore, from [17], the conversion of the transmit power \(P_t(l)\) in \(\mu\text{ Pa}\) to its corresponding electrical power \(P_T(l)\) in Watt is given by
\[
P_T(l) = P_t(l) \cdot \left(10^{-17.2}/\eta\right) = \psi \cdot l^\Gamma
\]
(9)
where \(10^{-17.2}\) is the conversion factor and \(\eta\) denotes the overall efficiency of the power amplifier and transducer. In [8] and [9], all the model parameters, including the scaling factors \(\omega\) and \(\psi\) as well as the exponential coefficients \(\lambda\) and \(\gamma\), are positive values and can be readily obtained by first-order least-squares polynomial approximation on a logarithmic scale. Following this principle, we fit \(B(l)\) and \(P_T(l)\) under different target SNRs in Fig. 2 and Fig. 3, respectively, from which excellent matches can be reached by (8) and (9).

To further evaluate how the model parameters depend on the target SNR and determine their values, we apply the same approximation method for all those target SNRs of interests and plot their variation tendency with the target SNRs in Fig. 4. From Fig. 4 except that \(\psi\) increases linearly as the target SNR grows, the other parameters are all invariant to the target SNR.

More specifically, the numerical scales of \(\omega\), \(\psi\), \(\lambda\), and \(\gamma\), denoted by sets \(\Omega\), \(\Psi\), \(\Lambda\), and \(\Gamma\), respectively, lie in the following regions
\[
\begin{align*}
\Omega &\colon \omega > 0 \\
\Psi &\colon \psi = 10^{0.1\text{SNR}_0 - 4.9040} \\
\Lambda &\colon 0.5 < \lambda < 0.6 \\
\Gamma &\colon 2.1 < \gamma < 2.3.
\end{align*}
\]
(10)
Eq. (10) is important to solve the optimization problem (16) and will be used throughout the entire derivation process in Section IV to identify the sign of some important expressions. At this point, we have reviewed the channel properties of underwater acoustic propagation including the path loss and the ambient noise. From Figs. [12] and [3] we can further obtain the following two important features regarding the underwater acoustic channels:

- **Bandwidth-range dependent feature.** As shown in Fig. 2, the effective bandwidth of underwater acoustic channels decreases exponentially when the transmission distance grows. For example, the effective bandwidth can reach dozens of kHz when the distance is 1 km, while it becomes less than 10 kHz if the distance exceeds 10 km.

- **Power-range dependent feature.** Opposite to the bandwidth, the required transmit power of an underwater acoustic channel to satisfy a given SNR increases exponentially when the transmission distance grows, as depicted in Fig. 3. For instance, when communicating with a target 1 km away at the SNR of 20 dB, the required transmit power is less than 1 W, but it surges to about 100 W when the distance is 100 km.

These facts, i.e., the bandwidth-range and power-range dependent features of underwater acoustic channels, imply that the transmission performance possibly can be improved by deploying relays along an underwater acoustic link. This is because deploying relays can significantly expand the effective bandwidth and reduce the transmit power through shortening hop distance (see Figs. 2 and 3), and thus may increase the data rate and decrease the network energy consumption in the meantime. However, relay deployment in turn may degrade the network performance as relays will spend extra time on packet forwarding and consume additional energy to receive data. It is thus important to understand under which conditions relays should be introduced and where they are deployed if necessary, which will be quantitatively discussed in Section III.

III. SYSTEM SCENARIOS, PROBLEM FORMULATION, AND QUANTITATIVE RESULTS

In this section, we introduce the considered system scenarios and involved parameters, formulate an energy minimization problem to address the above two fundamental problems, and present quantitative results to answer them.

A. Description of Linear Underwater Acoustic Networks

Consider an underwater acoustic link, as shown in Fig. 5(a), where a packet of \(L\) bits needs to be delivered from the source to the destination, denoted by Tx and Rx and located at the origin and the position \(l\) km (\(l > 0\)) away on the
axis, respectively. In this scenario, we investigate under which conditions a relay should be deployed on the line between the Tx and the Rx and where it should be deployed (i.e., determine the value of \(x\), see Fig. 5(b)) in terms of the overall energy consumption and the end-to-end delay.\(^3\) We refer this kind of architectures as linear underwater acoustic networks, namely either the Tx, the relay, or the Rx is on a straight line.

Specifically, the end-to-end delay is defined as the sum of the duration (i.e., consumed time) of radiating amount of bits from the buffer and that of propagating over a distance [19].\(^4\) Unlike terrestrial radio traveling at the speed of light, sound propagates underwater at a very low speed of about 1500 m/s. As a result, the end-to-end delay of underwater acoustic communications is dominated by the propagating delay, another feature that distinguishes underwater acoustic from terrestrial radio transmission. In the case of the direct transmission (See Fig. 5(a)), the end-to-end delay to deliver a packet of \(L\) bits for a given SNR over a distance of \(l\) km can be calculated as

\[
to(l) = t_{\text{Radiate}} + t_{\text{Propagate}} = \frac{L}{\alpha B(l)} + \frac{l}{c},
\]

where \(c\) is the acoustic speed, about 1500 m/s, and \(\alpha\) is the bandwidth efficiency of the modulation in bps/Hz (e.g., \(\alpha = 1\) bps/Hz for BPSK and \(\alpha = 2\) bps/Hz for QPSK). Accordingly, the overall energy consumption in Joule, defined as the sum of the transmit and receive energy, is modeled as

\[
E_0(l) = E_{\text{Transmit}} + E_{\text{Receive}}
= \frac{1}{\alpha} P_T \left( \frac{L}{\alpha B(l)} + P_R \frac{L}{\alpha B(l)} \right)
= \frac{2}{\alpha \omega} \left[ \psi l^{\lambda+\gamma} + P_R l^\lambda \right].
\]

and the overall energy consumption is\(^3\)

\[
E_1(x) = E_0(x) + E_0(l - x)
= \frac{L}{\alpha B(x)} \left[ \psi x^{\lambda+\gamma} + P_R x^\lambda + \psi(l - x)^{\lambda+\gamma} + P_R(l - x)^\lambda \right].
\]

From (14), we can obtain the following interesting properties with respect to \(E_1(x)\), which are totally in accordance with our intuitional understanding.

- **Positivity:** \(E_1(x) > 0\) holds for all \(x \in (0, l)\). This directly follows the fact that delivering data implies energy consumption.
- **Symmetry:** \(E_1(x)\) is symmetric with respect to \(x = l/2\) as \(E_1(x) = E_1(l - x)\), \(\forall x \in (0, l)\). It thus suffices to consider half of the total distance when investigating the relay-related performance.
- **Inclusivity:** Direct transmission can be seen as a special case of two-hop relay transmission by locating the relay at the source or the destination, because

\[
\lim_{x \to 0^+} E_1(x) = \lim_{x \to l^+} E_1(x) = \frac{L}{\alpha \omega} \left[ \psi l^{\lambda+\gamma} + P_R l^\lambda \right] = E_1(0) = E_1(l) = E_0(l).
\]

**B. Problem Formulation**

From (11) and (12), \(t_0(l)\) and \(E_0(l)\) can be easily calculated. To determine which kind of transmission (direct or two-hop relay) is the best, it is thus needed to know the minimum energy consumption and end-to-end delay of the two-hop relay transmission. Regarding the delay performance, we will discuss it by simulation results in Section V. From the energy consumption perspective, mathematically, the following two questions are required to be quantitatively answered.

1) **Question 1:** When should a relay be introduced? A relay should not be deployed if \(E_0(l) \leq E_1(x)\) for all \(x \in (0, l)\). Otherwise, there at least exists an \(x' \in (0, l)\) such that \(E_0(l) > E_1(x')\). In other words, a proper relay deployment will consume less energy than the direct transmission.

2) **Question 2:** Where should a relay be deployed if necessary? A relay should be deployed at the position \(x_0\) where the energy cost reaches its minimum, i.e., \(E_1(x_0) = \min_x E_1(x)\) or \(x_0 = \arg \min_x E_1(x)\).

Hence, we need to find out the minimum value of \(E_1(x)\) and compare it with \(E_0(l)\) to decide whether a relay is

\(^3\)It is worthwhile to note that the analytical results for single-relay deployment problems are also significant for determining the best deploying schemes in multiple-relay cases, which are extremely complicated and remains unsolved at present. In particular, Section III.D will discuss how to apply our derived results to construct energy-efficient multi-hop networks.

\(^4\)Note that the \(n\)-order derivatives of \(E_2(x)\) may be meaningless at \(x = 0\) and \(x = l\). For rigorous utilization of the differential analysis in Section IV, we also use \(x = 0^+\) and \(x = l^-\) to equivalently represent the locations at the source and the destination, respectively.
necessary, which can be obtained by solving the following 
energy minimization problem

\[
\min_x E_1(x) \\
\text{s.t. } C1: 0 \leq x \leq l
\] (16)

In (16), all involved parameters are in their individual ranges. Specifically, \(\gamma, \omega, \lambda, \) and \(\psi\) used in the fitting models of 
bandwidth \(B(l)\) and transmit power \(P_T(l)\) (see (8) and (9)) are determined by (10), the receive power \(P_R > 0\), the bandwidth efficiency \(\alpha > 0\), and the packet size \(L \in \mathbb{N}^+\).

C. Open Distance

To quantify the optimal solution of the problem (16), we first define a concept of open distance.

**Definition 1.** An open distance, denoted by \(l_{OP}\), determines a largest transmission distance between the Tx and the Rx, below which \(E_0(l) \leq E_1(x)\) for all \(x \in (0, 1)\), otherwise there at least exists an \(x' \in (0, 1)\) such that \(E_0(l) > E_1(x')\).

From the definition, the direct transmission is the optimal 
when \(l \leq l_{OP}\) while the two-hop relay transmission becomes 
the best (i.e., a relay should be deployed) when \(l > l_{OP}\). As a 
consequence, the problem becomes how to calculate \(l_{OP}\) 
and find the optimal position \(x_0\) among all \(x'\) that achieves \(\min_x E_1(x)\), which are quantified by the following theorem, 
proved in Section IV.

**Theorem 1.** For each combination of the receive power \(P_R\) 
and target SNR, there exists an open distance \(l_{OP}\), given by

\[
l_{OP} = \max \left\{ \frac{P_R \lambda(1 - \lambda)}{\psi(\lambda + \gamma)(\lambda + \gamma - 1)}, \frac{P_R (2 - 2^\lambda)}{\psi(2^\lambda - 2 - 2^\gamma)} \right\}.
\] (17)

That is, \(E_1(x)\) achieves its minimum at \(x = 0^+\) or \(x = l^-\) 
if \(l \leq l_{OP}\). Furthermore, \(x_0 = \frac{1}{2}\) is the optimal deploying 
position if \(l > l_{OP}\), i.e., \(E_1(\frac{1}{2}) = \min_x E_1(x)\).

Observe (17), \(l_{OP}\) is affected by three factors: devices’ 
restrictions on the receive power \(P_R\), reliable transmission 
requirements on the target SNR reflected by \(\psi\), and underwater 
acoustic channels reflected by \(\lambda\) and \(\gamma\). Figs. 6(a) and 6(b) 
conclude further intuitively how these factors affect \(l_{OP}\).

**Remark 1.** From (17) and Fig. 6, two important properties 
regarding the open distance can be obtained, both of which 
are totally in accordance with our intuition and will be further 
verified by simulation results in Section V. First, \(l_{OP}\) increases 
as \(P_R\) grows for a given target SNR. This is because a larger 
\(P_R\) implies that more energy cost is needed to deploy a relay, 
which can be canceled by the exponentially increased transmit 
power and decreased bandwidth (see Figs. 2 and 3) only when 
the transmission range becomes longer. Second, \(l_{OP}\) decreases 
as the target SNR increases for a given \(P_R\), following the fact 
that transmit power should be increased to satisfy a larger 
target SNR, but it can be offset by shortening the distance.

Further checking Fig. 6 and (17), we can find that \(l_{OP}\) is 
linearly dependent on \(P_R\) and SNR0 on the logarithm scale. Specifically, through a power operation and a logarithm 
operation on (17), it can be equivalently recast to

\[
\gamma \log_{10} l_{OP} = \log_{10} P_R + 0.1\text{SNR}_0 + c
\] (18)

where

\[
c = \log_{10} \frac{2^\gamma \eta \lambda(1 - \lambda)}{(\lambda + \gamma)(\lambda + \gamma - 1)10^{-4.9528}}
\] (19)

if \(l_{OP} = \sqrt{\frac{P_R(1 - \lambda)}{\psi(\lambda + \gamma)(\lambda + \gamma - 1)}}\) or

\[
c = \log_{10} \frac{\eta(2 - 2^\lambda)}{(2^\lambda - 2 - 2^\gamma)10^{-4.9528}}
\] (20)

if \(l_{OP} = \sqrt{\frac{P_R(2 - 2^\lambda)}{\psi(2^\lambda - 2 - 2^\gamma)}}\). From (18), \(\log_{10} l_{OP}\) is a linear 
function with respect to both \(\log_{10} P_R\) and \(\text{SNR}_0\). This implies 
that \(l_{OP}(P_R, \text{SNR}_0)\) can be approximated through polynomial 
fittings by collecting sufficient points \((\log_{10} P_R, \text{SNR}_0, \log_{10} l_{OP})\), which will be verified in Section V-C.

D. Summary: Direct or Relayed?

Jointly considering Theorem 1 and Eq. (15), we have

\[
\min_x E_1(x) = \begin{cases} 
E_1(0^+) = E_1(l^-) = E_0(l), \text{when } l \leq l_{OP} \\
E_1(l/2), \text{when } l > l_{OP}
\end{cases}
\] (21)

where \(l_{OP}\) is given by (17). Eq. (21) quantitatively answers the 
two questions proposed in Section III-B. More clearly,

- A relay should not be introduced when \(l \leq l_{OP}\), i.e., direct 
  transmission is the best.
- A relay should be introduced when \(l > l_{OP}\) (i.e., two-hop 
  relay transmission is the optimal) and its optimal placing 
  position is the midpoint between the Tx and Rx.
- After a relay is deployed at the midpoint, another question 
  that arises is whether more relays are needed to further cut 
  down the energy expenditure, which can be easily decided 
  utilizing Theorem 1. Specifically, two another relays need 
  to be deployed at the quarter points if \(l/2 > l_{OP}\) and four
more additional relays are further needed at the eighth points if \( l/4 > l_{\text{OP}} \). This process is terminated until the transmission distance of each hop is less than \( l_{\text{OP}} \).

IV. Solution Proof and Analysis

In this section, we strictly elaborate how Theorem 1 is obtained, where the differential analysis is adopted. We first show the bounded and continuous features of \( E_1(x) \), which is the pre-condition of using the differential analysis. We then derive the sign of \( \frac{d^2E_1(x)}{dx^2} \), and \( \frac{dE_2(x)}{dx} \) to obtain the rough figure of \( E_1(x) \), based on which the locally extreme and globally optimal points are found.

A. Preliminary

In the paper, we adopt the differential analysis to find the global minimum of \( E_1(x) \). Since not all functions are suitable for differential analysis, we first present the following lemma, which directly follows the fact that \( E_1(x) \) is a linear combination of several power functions, to support the utilization of this theory.

**Lemma 1.** In the definition field \( x \in (0, l) \), \( E_1(x) \) is a bounded and continuous function with respect to \( x \) and its \( n \)-order (\( n \in \mathbb{N}^+ \)) derivatives make sense.

Lemma 1 indicates that we can decide the global minimum of \( E_1(x) \) by first finding out all its extreme points based on the differential analysis and then comparing their objective values with those achieved by the boundary points (i.e., \( x = 0^+ \) and \( x = l^- \)). The following lemma further shows the sign of the second derivative of \( E_1(x) \), which facilitates us to judge whether a stationary point (where \( \frac{dE_1(x)}{dx} = 0 \)) is an extreme point or not and will be used in the next two subsections.

**Lemma 2.** The second derivative of \( E_1(x) \) with respect to \( x \) for \( x \in (0, l) \) satisfies the following inequality

\[
\frac{d^2E_1(x)}{dx^2} \leq \frac{2L}{\alpha \omega} \left( \frac{l}{2} \right)^{\lambda-2} [\psi(\lambda + \gamma)(\lambda + \gamma - 1)(l/2)^\gamma - P_R\lambda(1 - \lambda)], \forall x \in (0, l).
\]

**Proof:** From (14), the first derivative of \( E_1(x) \) with respect to \( x \) is given by

\[
\frac{dE_1(x)}{dx} = \frac{L}{\alpha \omega} \left\{ \psi(\lambda + \gamma)(x^\lambda \gamma - 1 - (l - x)^\lambda \gamma - 1) + P_R\lambda(x^\lambda - 1 - (l - x)^\lambda)^{-1} \right\}, \forall x \in (0, l).
\]

Initial purpose is to find some \( x^* \) that satisfies \( \frac{dE_1(x^*)}{dx} = 0 \). However, it is hard to judge whether (23) is positive or negative. Nevertheless, it can still ensure the values of some key points

\[
\begin{align*}
\frac{dE_1(x)}{dx} &= \infty, \\
\frac{dE_1(x)}{dx} &= -\infty, \\
\frac{dE_1(x)}{dx} &= 0.
\end{align*}
\]

Furthermore, we calculate the second derivative of \( E_1 \) with respect to \( x \) in \( x \in (0, l) \)

\[
\frac{d^2E_1(x)}{dx^2} = \frac{L}{\alpha \omega} \left\{ -P_R\lambda(1 - \lambda) \left[ x^\lambda - 2 + (l - x)^\lambda - 2 \right] + \psi(\lambda + \gamma)(\lambda + \gamma - 1) \left[ x^\lambda + \gamma - 2 + (l - x)^\lambda + \gamma - 2 \right] \right\}.
\]

Since \( \lambda + \gamma - 2 \in (0, 1) \) and \( \lambda - 2 \in (-2, -1) \) from (10), \( x^\lambda + \gamma - 2 \) and \( x^\lambda - 2 \) are thus a concave function and a convex function, respectively, when \( x \in (0, l) \). As a consequence, we can apply the Jensen’s inequality to obtain the following inequalities

\[
\begin{align*}
x^\lambda + \gamma - 2 + (l - x)^\lambda + \gamma - 2 &\leq 2 \cdot (l/2)^\lambda + \gamma - 2, \\\nx^\lambda + \gamma - 2 + (l - x)^\lambda - 2 &\geq 2 \cdot (l/2)^\lambda - 2.
\end{align*}
\]

Substituting (26) into (25), we can shrink the range of the second derivative of (22).

For notational simplicity, we set \( D = \frac{2L}{\alpha \omega} (l/2)^\lambda - 2 [\psi(\lambda + \gamma)(\lambda + \gamma - 1)(l/2)\gamma - P_R\lambda(1 - \lambda)] \). From Lemma 2, the sign of \( \frac{d^2E_1(x)}{dx} \) depends on two cases of the positivity or negativity of \( D \), which affects the optimal solution of \( E_1(x) \). The next two subsections discuss how to identify the extreme points of \( E_1(x) \) in each of these two cases, respectively.

B. Case 1: \( D \geq 0 \)

In this case, \( \frac{d^2E_1(x)}{dx} = 0 \) holds for all \( x \in (0, l) \) from (22). Based on this fact, we can prove that a stationary point of \( E_1(x) \) is the globally maximum point and the solution of (16) is reached at the two boundary points \( 0^+ \) or \( l^- \). The following theorem quantifies these results.

**Theorem 2.** \( E_1(x) \) gets its global minimum at \( x = 0^+ \) or at \( x = l^- \) when \( l \leq \frac{2\sqrt{P_R\lambda(1 - \lambda)}}{\psi(\lambda + \gamma)(\lambda + \gamma - 1)} \).

**Proof:** Rearranging \( l \leq \frac{2\sqrt{P_R\lambda(1 - \lambda)}}{\psi(\lambda + \gamma)(\lambda + \gamma - 1)} \) yields

\[
\psi(\lambda + \gamma)(\lambda + \gamma - 1)(l/2)\gamma - P_R\lambda(1 - \lambda) \leq 0.
\]

From Lemma 2 (see (22)), \( \frac{d^2E_1(x)}{dx^2} \leq 0 \) holds for all \( x \in (0, l) \) under this condition. Then taking (22) into account, we can roughly draw the variation trend of \( \frac{dE_1(x)}{dx} \) with \( x \), as shown in Fig. 7(a). Further considering the positivity and symmetry properties of \( E_1(x) \), we sketch how \( E_1(x) \) varies with \( x \) in
Fig. (7)(b). Specifically, $E_1(x)$ first increases from $x = 0^+$ to $x = l/2$ and then decreases from $x = l/2$ to $x = l^-$, and thus $x = l/2$ can be ensured as the only extreme point as well as the globally maximum point for $x \in (0, l)$. Moreover, from (15), we can obtain
\[
\{E_1(x)\}_{\text{min}} = E_1(x = 0^+) = E_1(x = l^-) = E_0(l)
\]
\[
\Rightarrow E_0(l) \leq E_1(x), \forall x \in (0, l).
\]
Equation (28)

We complete the proof of Theorem 2.

Remark 2. Theorem 2 indicates that, once the transmission range $l \leq 2\sqrt{\frac{P_N(1-\lambda)}{\psi(\lambda+\gamma)(\lambda+\gamma-1)}}$, the energy consumption of direct transmission is always less than that of two-hop relay transmission, i.e., a relay should not be deployed in this case. In addition, the maximum overall energy cost is reached when the relay is deployed at the midpoint of the link.

C. Case 2: $D > 0$

In this case, $\frac{dE_1^j(x)}{dx^j} \leq 0$ possibly does not hold for some $x \in (0, l)$ (see (22)), and thus a stationary point of $E_1(x)$ may not be an extreme point. In spite of this, we can infer how $E_1(x)$ varies with $x$ successively from the features of $\frac{dE_1^3(x)}{dx^3}$, $\frac{dE_1^2(x)}{dx^2}$, and $\frac{dE_1(x)}{dx}$. The following lemma, which will be used in Theorem 3 and Theorem 4, quantifies all the possible optimal solutions of (16) in this case.

Lemma 3. $E_1(x)$ gets its global minimum at $x = l/2$, $x = 0^+$, or $x = l^-$ when $l > 2\sqrt{\frac{P_N(1-\lambda)}{\psi(\lambda+\gamma)(\lambda+\gamma-1)}}$.

Proof: Similarly, rearranging $l > 2\sqrt{\frac{P_N(1-\lambda)}{\psi(\lambda+\gamma)(\lambda+\gamma-1)}}$ yields
\[
\psi(\lambda+\gamma)(\lambda+\gamma-1)(l/2)^\gamma - P_R(\lambda-1-\lambda) > 0.
\]
(29)

From Lemma 2, $\frac{dE_1^2(x)}{dx^2} \leq 0$ possibly does not hold for some $x \in (0, l)$ under this condition (see (22)). Still, the values of some key points regarding $\frac{dE_1^2(x)}{dx^2}$ can be identified from (23)
\[
\frac{dE_1^2(x)}{dx^2} \bigg|_{x=0^+} = \frac{dE_1^2(x)}{dx^2} \bigg|_{x=l^-} \to -\infty
\]
\[
\frac{dE_1^2(x)}{dx^2} \bigg|_{x=l/2} = (l/2)^\gamma - \frac{2P}{\alpha} \omega \psi(\lambda + \gamma)(\lambda + \gamma - 1)(l/2)^\gamma - P_R(\lambda-1-\lambda) > 0.
\]
(30)

Furthermore, we compute the third derivative of $E_1$ with respect to $x$ as
\[
\frac{dE_1^3(x)}{dx^3} \bigg|_{x=l/2} = \frac{L}{\alpha} \left\{ P_R(\lambda+1-\lambda)(2-\lambda) \left[ x^{\lambda-3} - (l-x)^{\lambda-3} \right] 
\right. 
+ \psi(\lambda+\gamma)(\lambda+\gamma-1)(\lambda+\gamma-2)
\left[ x^{\lambda+\gamma-3} - (l-x)^{\lambda+\gamma-3} \right] \}
\]
where $\lambda - 3 \in (-3, -2)$ and $\lambda + \gamma - 3 \in (-1, 0)$ from (10). Notice that $E_1(x) = E_1(l-x)$, so that we just need to consider the semi-open interval $(0, l/2]$, and the other half can be derived from the symmetry. Moreover, as $\lambda - 3$ and $\lambda + \gamma - 3$ are both negative, $x^{\lambda-3}$ and $x^{\lambda+\gamma-3}$ thus decrease from $x = 0^+$ to $x = l^-$, which implies the following relations
\[
x^{\lambda-3} - (l-x)^{\lambda-3} \geq 0, x \in (0, l/2] 
\]
\[
x^{\lambda+\gamma-3} - (l-x)^{\lambda+\gamma-3} \geq 0, x \in (0, l/2].
\]
(32)
Substituting (32) into (31) yields
\[
\frac{dE_1^3(x)}{dx^3} \geq 0, \forall x \in (0, l/2].
\]
(33)

Combined with (30), the sign of $\frac{dE_1^2(x)}{dx^2}$ for $x \in (0, l/2)$ can be determined as
\[
\frac{dE_1^2(x)}{dx^2} \begin{cases} 
< 0, x \in (0, \xi), \\
= 0, x = \xi, \\
> 0, x \in (\xi, l/2]
\end{cases}
\]
(34)
where $\xi$ is a positive constant less than $l/2$. Fig. (8)(a) sketches the rough curve of $\frac{dE_1^2(x)}{dx^2}$ with $x$.

Based on (24), we can further confirm the sign of $\frac{dE_1(x)}{dx}$ as follows
\[
\frac{dE_1(x)}{dx} \begin{cases} 
> 0, x \in (0, \epsilon), \\
= 0, x = \epsilon, \\
< 0, x \in (\epsilon, l/2]
\end{cases}
\]
(35)
where $\epsilon$ is a positive constant less than $\xi$, and we plot $\frac{dE_1(x)}{dx}$ in Fig. (8)(b). At this point, how $E_1(x)$ varies with $x$ in $(0, l/2]$ becomes clear, which is displayed in Fig. (8)(c). More specifically, $E_1(x)$ first keeps going up from $x = 0^+$ to $x = \epsilon$ and then going down from $x = \epsilon$ to $x = l/2$. According to the symmetric feature of $E_1(x)$, we can easily obtain the rough figure of $E_1(x)$ when $x \in [l/2, l)$ from that of $x \in (0, l/2)$. From the figure, $x = l/2$ is the only locally minimum point while $x = \epsilon$ and $x = l - \epsilon$ are two locally maximum points of $E_1(x)$. Hence, $E_1(x)$ gets the minimum value at $x = l/2$, $x = 0^+$, or $x = l^-$. Since $E_1(0^+) = E_1(l^-)$, Lemma 3 indicates that there are two cases regarding the optimal solution of (16) when $l > 2\sqrt{\frac{P_N(1-\lambda)}{\psi(\lambda+\gamma)(\lambda+\gamma-1)}}$, i.e., it is achieved at $x = 0^+$ and $x = l^-$ or at $x = l/2$. Theorems 3 and 4 further specify these two cases, respectively.

Theorem 3. $E_1(x)$ gets its global minimum at $x = 0^+$ or $x = l^-$ when $l \leq \sqrt{\frac{P_N(2-2^\gamma)}{\psi(2^\gamma-2^{-\gamma})}}$.

Proof: We know that (16) gets its optimal at $x = 0^+$ or at $x = l^-$ if $l \leq \sqrt{\frac{P_N(2-2^\gamma)}{\psi(2^\gamma-2^{-\gamma})}} \leq \sqrt{\frac{P_N(1-\lambda)}{\psi(\lambda+\gamma)(\lambda+\gamma-1)}}$ from Theorem 2. However, when $l > 2\sqrt{\frac{P_N(2-2^\gamma)}{\psi(2^\gamma-2^{-\gamma})}}$, $\frac{dE_1^2(x)}{dx^2} \leq 0$ cannot be ensured and thus Theorem 2 cannot be applied. In this case, we first rearrange the condition $l \leq \sqrt{\frac{P_N(2-2^\gamma)}{\psi(2^\gamma-2^{-\gamma})}}$ as follows
\[
\psi l^\lambda (2^\gamma - 2^{1-\lambda}) - P_R(2-2^\gamma) \leq 0.
\]
(36)
As $l > \sqrt{\frac{P_R \lambda (1-\lambda)}{\psi(\lambda+\gamma)(\lambda+\gamma-1)}}$, $E_1(x)$ gets its global minimum at $x = l/2$, $x = 0^+$, or $x = l^-$ from Lemma 3. Furthermore, from (36), we have the following inequality

$$E_1(0^+) - E_1(l/2) = E_1(l^-) - E_1(l/2)$$

$$= \frac{L}{\alpha \omega} \left\{ \psi t^{\lambda+\gamma} + P_R t^{\lambda} - 2 \cdot \psi l^{\lambda+\gamma} - 2 \cdot P_R l^{\lambda} \right\}$$

$$= \frac{L}{\alpha \omega} \cdot (l/2)^{\gamma} \left\{ \psi t^{\lambda+\gamma} - 2^{1-\lambda} - P_R (2-2^\gamma) \right\} \leq 0$$

Eq. (37) implies that $E_1(x)$ achieves its minimum also at $x = 0^+$ or $x = l^-$ in the case of $2\sqrt{\frac{P_R \lambda (1-\lambda)}{\psi(\lambda+\gamma)(\lambda+\gamma-1)}} < l \leq \sqrt{\frac{P_R (2-2^\gamma)}{\psi(2^{1-\gamma})}}$.

**Remark 3.** Theorem 3 tells that, once the transmission range $l \leq \sqrt{\frac{P_R \lambda (1-\lambda)}{\psi(\lambda+\gamma)(\lambda+\gamma-1)}}$, the energy consumption of direct transmission is also always less than that of two-hop relay transmission, i.e., it should not introduce a relay. It is worthwhile to note that, unlike the case in Theorem 2, the overall energy consumption when deploying the relay at the midpoint of the link is neither the highest nor the lowest in this case (see Fig. 8).}

**Theorem 4.** $E_1(x)$ gets its global minimum at $x = l/2$ when

$$l > \max \left\{ 2\sqrt{\frac{P_R \lambda (1-\lambda)}{\psi(\lambda+\gamma)(\lambda+\gamma-1)}}, \sqrt{\frac{P_R (2-2^\gamma)}{\psi(2^{1-\gamma})}} \right\}.$$

**Proof:** Recall that, when $l > \sqrt{\frac{P_R \lambda (1-\lambda)}{\psi(\lambda+\gamma)(\lambda+\gamma-1)}}$, $E_1(x)$ gets its global minimum at $x = l/2$, $x = 0^+$, or $x = l^-$ from Lemma 3. Rearranging $l > \sqrt{\frac{P_R (2-2^\gamma)}{\psi(2^{1-\gamma})}}$, we obtain

$$\psi t^{\lambda+\gamma} - 2^{1-\lambda} - P_R (2-2^\gamma) > 0.$$ (38)

Leveraging (38), the following inequality can be derived.

$$E_1(0^+) - E_1(l/2) = E_1(l^-) - E_1(l/2)$$

$$= \frac{L}{\alpha \omega} \left\{ \psi t^{\lambda+\gamma} + P_R t^{\lambda} - 2 \cdot \psi l^{\lambda+\gamma} - 2 \cdot P_R l^{\lambda} \right\}$$

$$= \frac{L}{\alpha \omega} \cdot (l/2)^{\gamma} \left\{ \psi t^{\lambda+\gamma} - 2^{1-\lambda} - P_R (2-2^\gamma) \right\} > 0.$$ (39)

Considering these two cases, we can obtain that $E_1(x)$ achieves its minimum at $x = l/2$.

**Remark 4.** Theorem 4 indicates that, it is necessary to deploy a relay once $l > \max \left\{ 2\sqrt{\frac{P_R \lambda (1-\lambda)}{\psi(\lambda+\gamma)(\lambda+\gamma-1)}}, \sqrt{\frac{P_R (2-2^\gamma)}{\psi(2^{1-\gamma})}} \right\}$ and the relay should be deployed at the middle point between the Rx and the Tx to achieve the smallest energy consumption.

To summarize, Theorem 1 is obtained by jointly considering Theorems 2, 3, and 4.

**V. SIMULATION RESULTS AND ANALYSIS**

In this section, we present extensive simulation results to exhibit the performance of relay-aided underwater acoustic networks as well as to verify our derived theoretical results in Theorems 1–4. We adopt Fig. 5 as the simulation scenario, where the packet size $L = 256$ Bytes and BPSK is chosen as the modulation method (and thus the bandwidth efficiency $\alpha = 1$). Typical parameter settings provided in [3, 5, 14] are used throughout the simulation results. Specifically, the overall energy efficiency of the electronic circuitry $\eta = 0.25$, moderate shipping activity ($s = 0.5$) and no wind ($w = 0$) are set for the noise p.s.d. [3], and practical spreading ($k = 1.5$) is used for the path loss model [1].

**A. End-to-End Delay and Overall Energy Consumption**

In Fig. 9 and Fig. 10, we show how the relay position affects the network performance in terms of the end-to-end delay and the overall energy consumption under different transmission distances, where the target SNR and the receive power are set to be $15$ dB and $1.0$ W, respectively.
TABLE I

PERFORMANCE COMPARISON BETWEEN DIRECT TRANSMISSION AND EQUIDISTANT TWO-HOP RELAY TRANSMISSION.

| SNR0/dB | l/km | $E_0(l)/J$ | $E_1(l/2)/J$ | Reduction ratio: $E_0(l) - E_1(l/2)$ | $D_0(l)/s$ | $D_1(l/2)/s$ | Reduction ratio: $D_0(l) - D_1(l/2)$ |
|---------|------|-----------|-------------|-------------------|----------|-------------|-------------------|
| 10      | 10   | 0.1381    | 0.1893      | -27.05%           | 6.9338   | 7.0423      | -1.56%            |
| 10      | 20   | 0.2157    | 0.2762      | -28.05%           | 13.7048  | 13.8675     | -1.19%            |
| 10      | 30   | 0.3198    | 0.3531      | -10.10%           | 20.4450  | 20.6500     | -1.00%            |
| 10      | 40   | 0.4808    | 0.5858      | 9.50%             | 27.1769  | 27.4095     | -0.84%            |
| 15      | 10   | 0.1480    | 0.1926      | -32.57%           | 6.9338   | 7.0423      | -1.56%            |
| 15      | 20   | 0.2807    | 0.2960      | -5.45%            | 13.7048  | 13.8675     | -1.19%            |
| 15      | 30   | 0.5275    | 0.4107      | 22.14%            | 20.4450  | 20.6500     | -1.00%            |
| 15      | 40   | 0.9689    | 0.5614      | 42.06%            | 27.1769  | 27.4095     | -0.84%            |
| 15      | 50   | 1.6759    | 0.7691      | 54.11%            | 33.9107  | 34.1540     | -0.72%            |
| 20      | 10   | 0.1793    | 0.2030      | -13.21%           | 6.9338   | 7.0423      | -1.56%            |
| 20      | 20   | 0.4861    | 0.3583      | 26.25%            | 13.7048  | 13.8675     | -1.19%            |
| 20      | 30   | 1.1869    | 0.5960      | 49.78%            | 20.4450  | 20.6500     | -1.00%            |
| 20      | 40   | 2.5124    | 0.9722      | 61.30%            | 27.1769  | 27.4095     | -0.84%            |
| 20      | 50   | 4.6755    | 1.5448      | 66.96%            | 33.9107  | 34.1540     | -0.72%            |
| 25      | 10   | 0.2781    | 0.2358      | 15.21%            | 6.9338   | 7.0423      | -1.56%            |
| 25      | 20   | 1.1356    | 0.5362      | 51.02%            | 13.7048  | 13.8675     | -1.19%            |
| 25      | 30   | 3.2721    | 1.1820      | 63.88%            | 20.4450  | 20.6500     | -1.00%            |
| 25      | 40   | 7.3933    | 2.2713      | 69.27%            | 27.1769  | 27.4095     | -0.84%            |
| 25      | 50   | 14.1609   | 3.9979      | 71.77%            | 33.9107  | 34.1540     | -0.72%            |

Fig. 10. Examples of the overall energy consumption with respect to relay position and different transmission distance settings, where the target SNR and the receive power are set to be 15 dB and 1.0 W, respectively.

Fig. 11. Optimal relay position under different combinations of the target SNR and receive power to minimize the overall energy consumption of two-hop relay underwater acoustic links.

distances. Specifically, Fig. 9 exhibits that the end-to-end delay in all cases is almost invariant with the relay position, this is because it is dominated by the propagation delay due to the low sound speed (about 1500 m/s underwater). From Fig. 10 all the overall energy consumption curves in cases of $l = 5$–20 km have their maximal values at the corresponding midpoints and reach their minimum at $x = 0^+$ or $x = l^-$, which validates the correctness of Theorem 2. On the contrary, there are two local maximum points and one local minimum point when $l = 25$ km and $l = 30$ km, and the minimum of the overall energy consumption is achieved at $x = 15$ km (when $l = 30$ km) or at $x = 0^+$ and $x = l^-$ (when $l = 25$ km), which verify the correctness of Theorem 3 and Theorem 4 respectively.

Furthermore, we quantitatively compare the network performance of direct transmission with that of equidistant two-hop relay transmission in Table I. It is observed from the table that, properly (i.e., in the case when the transmission distance is larger than the open distance) deploying a relay at the middle point can dramatically reduce the network energy consumption but almost without increasing the end-to-end delay. For example, the energy expenditure is saved by up to 71.77% but with only a 0.72% increase in the delay when $l = 50$ km and $SNR_0 = 25$ dB. Moreover, these data shows that the performance improvement of two-hop relay transmission will become higher with the growth of transmission distance and target SNRs.
B. Open Distance and Error Analysis

In order to verify the existence and properties of the open distance, we also plot the realistic result of the optimal relay position (where the overall energy consumption reaches its minimum) by exhaustive search for each combination of the target SNR and receive power $P_R$ in Fig. 11. Observe that, for all of the six combinations, the optimal relay position first remains at 0 km (i.e., deploying a relay is not needed), and then keeps increasing linearly at a slope of 0.5 (which means that the relay should be located at the midpoint of the transmission link) once the transmission distance exceeds a certain value. These phenomenons prove the existence of the open distance and the correctness of Theorem 1. In addition, as exhibited in Fig. 6 and discussed in Remark 1, Fig. 11 also shows that the theoretical open distance grows with the receive power and decreases with the target SNR.

Furthermore, we extract the turning points of the curves (i.e., realistic open distance) in Fig. 11 for each combination of the target SNR and receive power $P_R$ and compare them with the theoretical open distance in Fig. 12. The figure exhibits that the theoretical curves overall match well with the realistic values under different target SNR settings, which verifies the validity of (17). In the meantime, the obtained results show that their deviations also exist, particularly in some cases with low target SNRs, which are mainly due to the following two factors. First, the modeling error incurred by the numerical approximation for the effective bandwidth (5) and the required transmit power (4). Second, the roundoff error resulted from a series of power operations in (17). In a nutshell, simulation results reveal that (17) matches well with realistic results in the target SNR and receive power ranges of our interest.

Note that realistic results/values in this section are obtained by directly substituting (1)–(7) into (16) without any simplification or approximation (i.e., not using the fitting expressions in (5) and (9)) and solving (16) through exhaustive search over $x \in [0, l]$.

C. Polynomial Fitting for Open Distance

In this subsection, we attempt to obtain another expression for the open distance through least-squares approximation based on the sufficient realistic data obtained by the aforementioned exhaustive search method. From (18), we know that the open distance is linearly dependent on the receive power and target SNR on the logarithm scale. Inspired by this fact, we utilize polynomial fitting methods to approximate the open distance over sufficient realistic values ($\log_{10} P_R$, SNR0, $\log_{10} \log_{10} \text{OP}$), expressed as

$$z(x, y) = \sum_{i=0}^{m} \sum_{j=0}^{n} f_{ij} x^i y^j, i + j \leq \max(m, n) \quad (40)$$

where $z(x, y) = \log_{10} \log_{10} \text{OP}$, $x = \log_{10} P_R$, and $y = \text{SNR}_0$. In addition, $m$ and $n$ are the highest degrees for $x$ and $y$, respectively. However, it is worthwhile to note that (40) no longer has clear physical implications as the theoretical expression (17) does.

To quantitatively measure the accuracy of the above fitting, we adopt the following four widely-used GoF (Goodness of Fit) indexes (22):

- **SSE (Sum of Squares due to Error)**. SSE measures the total deviation of the approximation results from realistic values, with a value closer to 0 indicating a better fitting and vice versa.

### TABLE II

| m  | n  | SSE  | RMSE | $R^2$ | adj-$R^2$ |
|----|----|------|------|-------|-----------|
| 1  | 1  | 0.073 | 0.008 | 0.998 | 0.997     |
| 2  | 3  | 2.887 | 0.025 | 0.998 | 0.998     |
| 3  | 2  | 0.296 | 0.008 | 0.998 | 0.998     |
| 4  | 4  | 0.115 | 0.008 | 0.999 | 0.999     |
| 5  | 5  | 0.036 | 0.008 | 1.000 | 1.000     |
have further adopted a polynomial fitting method to precisely with a negligible cost in the end-to-end delay. Moreover, we relay can dramatically reduce the network energy consumption derived results also shed light on the construction of energy-construction distance exceeds the open distance. Although this paper considers the case of deploying one relay as the first step, our formulated problem. Most importantly, we have strictly proved that a relay should not be introduced if the transmission distance exceeds the open distance. Although this paper considers the case of deploying one relay as the first step, our derived results also shed light on the construction of energy-efficient and delay-friendly multi-hop networks. Extensive simulation results have verified our theoretical results and the obtained data has exhibited that properly deploying a relay can dramatically reduce the network energy consumption with a negligible cost in the end-to-end delay. Moreover, we have further adopted a polynomial fitting method to precisely approximate the open distance based on the sufficient realistic data for future potential applications.

VI. CONCLUSIONS

Unlike terrestrial radio communications, effective bandwidth of an underwater acoustic channel is dependent on the transmission range, which implies that transmission performance possibly can be improved by deploying relays along the transmission link. Following this insight, we have investigated two fundamental problems, namely when should a relay be introduced and where should it be deployed if necessary in terms of the energy and delay performance, in scenarios of direct and linear two-hop relay transmission. Regarding these two problems, we have first accurately approximated the dependence of effective bandwidth and required transmit power on the distance to formulate an energy consumption minimization problem. By the differential analysis, we have then discovered the existence of the open distance and derived a closed-form and easy-to-calculate expression for it to solve our formulated problem. Mostly importantly, we have strictly proved that a relay should not be introduced if the transmission distance is less than the open distance, while a relay should be deployed at the middle point of the link once the transmission distance exceeds the open distance. Although this paper considers the case of deploying one relay as the first step, our derived results also shed light on the construction of energy-efficient and delay-friendly multi-hop networks. Extensive simulation results have verified our theoretical results and the obtained data has exhibited that properly deploying a relay can dramatically reduce the network energy consumption with a negligible cost in the end-to-end delay. Moreover, we have further adopted a polynomial fitting method to precisely approximate the open distance based on the sufficient realistic data for future potential applications.
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F = \begin{pmatrix}
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0.2578 & 0.001888 & 0.001013 & -3.835 \cdot 10^{-5} & 3.698 \cdot 10^{-7} & / \\
-0.07478 & -0.002509 & 0.0003212 & -4.849 \cdot 10^{-6} & / & / \\
-0.01852 & -0.0002022 & 1.783 \cdot 10^{-5} & / & / & / \\
-0.004086 & 6.729 \cdot 10^{-5} & / & / & / & / \\
-0.0002688 & / & / & / & / & / 
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