Abstract—A path-following control algorithm enables a system’s trajectories under its guidance to converge to and evolve along a given geometric desired path. There exist various such algorithms, but many of them can only guarantee local convergence to the desired path in its neighborhood. In contrast, the control algorithms using a well-designed guiding vector field can ensure almost global convergence of trajectories to the desired path. Here, “almost” means that in some cases, a measure-zero set of trajectories converge to the singular set where the vector field becomes zero (with all other trajectories converging to the desired path). In this article, we first generalize the guiding vector field from the Euclidean space to a general smooth Riemannian manifold. This generalization can deal with path-following in some abstract configuration space (such as robot arm joint space). Then, we show several theoretical results from a topological viewpoint. Specifically, we are motivated by the observation that singular points of the guiding vector field exist in many examples where the desired path is homeomorphic to the unit circle, but it is unknown whether the existence of singular points always holds in general (i.e., is inherent in the topology of the desired path). In the $n$-dimensional Euclidean space, we provide an affirmative answer, and conclude that it is not possible to guarantee global convergence to desired paths that are homeomorphic to the unit circle. Furthermore, we show that there always exist nonpath-converging trajectories (i.e., trajectories that do not converge to the desired path) starting from the boundary of a ball containing the desired path in an $n$-dimensional Euclidean space where $n \geq 3$. Examples are provided to illustrate the theoretical results.
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I. INTRODUCTION

In the path-following problem, a desired path is specified as a geometric object rather than a temporal function (c.f. trajectory tracking or output regulation problems [1], [2]) such that the output of a system is required to converge to and propagate along the desired path eventually. To follow a desired path is fundamental in many applications, and there are different algorithms [3], such as pure pursuit, line-of-sight (LOS), nonlinear guidance law, and vector-field guided algorithms. These algorithms are often designed for general mobile robot kinematics models (e.g., single-integrator [4], double-integrator [5], unicycle [6], [7]) and, thus, provide guidance signals as input to the model, and the vehicle-specific inner-loop dynamics control is assumed to be sufficiently fast and accurate to track these guidance signals [8], [9]. Thus, one can consider the guidance layer (e.g., designing a guiding vector field) and the control layer (e.g., designing motor control algorithms) separately. Compared to trajectory tracking or output regulation algorithms, there is a separate interest in the study of path-following algorithms since they are more suitable for some applications, such as fixed-wing aircraft guidance and control [3], [5], [10].

Among various path-following algorithms, the vector-field guided path-following algorithms have been investigated extensively [4], [11]–[14]. In these algorithms, the desired path is usually implicitly or explicitly assumed to be a sufficiently smooth one-dimensional connected submanifold in $\mathbb{R}^n$ for regularity reasons. Thus, desired paths can be conveniently classified into two categories: those homeomorphic to the unit circle $S^1$ if they are compact and those homeomorphic to the real line $\mathbb{R}$ otherwise [15, Th. 5.27]. These algorithms utilize a sufficiently smooth vector field of which the integral curves are proved to converge to the desired path at least asymptotically. Moreover, once any point of a trajectory is on the desired path, the integral curves will keep evolving on the desired path [4], [5].

Note that, most if not all, of the studies assume that the Euclidean space $\mathbb{R}^n$ is the configuration space of the considered ordinary differential equation where the right-hand side is the designed vector field. Although the explicit expressions of vector fields $\chi$ vary in different studies (c.f. [4], [5], [9], [11], [13], [16], [17]), they generally consist of the following two components: a converging component and a propagation component. The converging component enables the integral curves of the vector field to approach the desired path, while the propagation component, orthogonal to the converging component, provides a tangential direction to the desired path, and thus, helps the integral curves
propagate along the desired path. The two-component structure of the vector field is intuitive and effective in solving the path-following problem. In [4], a time-varying component is added to the vector field to deal with a time-varying desired path.

There are several advantages of the vector-field guided path-following algorithms. One of them is the removal of the condition requiring the initial point to be sufficiently close to the desired path, as otherwise commonly required by algorithms such as LOS [18], among others [3]. In addition, the vector-field guided algorithms are shown to achieve the highest path-following accuracy with the least control efforts among several algorithms in benchmark tests to follow a circle and a straight line [3]. However, their major drawback is the existence of singular points where the vector field becomes zero, and the consequences are:

1) the integral curves of the vector field might only be extended in a finite time interval [9];
2) normalization of the vector field, which is common in many practical applications [6], [9], at the singular point is not well defined; and
3) if there are singular points, then the algorithm does not have the desirable property of global convergence to the desired path from any initial conditions, and the analysis becomes more difficult.

Therefore, some existing studies either impose conservative assumptions ruling out attractive singular points or avoid providing detailed analysis for singular points [4], [10], [11], [16]. The study in [9] does not use these assumptions and shows that the integral curves of a 2-D guiding vector field either converge to the desired path or the singular set, which consists of all singular points of the vector field. This dichotomy convergence result has been extended to a 3-D vector field [6], [19]. However, it is unknown whether this dichotomy convergence property holds for guiding vector fields defined on general manifolds, including \( \mathbb{R}^m \) for \( m > 3 \).

In the literature and in practice, vector-field guided path-following examples are typically illustrated with a desired path homeomorphic to the unit circle, such as a circle, an ellipse or a Cassini oval [5], [9]. In these examples, singular points of the guiding vector field exist, which implies that global convergence to the desired path cannot be guaranteed. Therefore, a natural question arises: do singular points of the guiding vector field always exist when the desired path is homeomorphic to the unit circle, and thus, global convergence to the desired path is not guaranteed? This question is simple when the configuration space is the two-dimensional Euclidean space (i.e., \( \mathcal{M} = \mathbb{R}^2 \)). Since the desired path is a closed orbit by construction, the Poincaré–Bendixson theorem concludes that there is at least one singular point of the vector field\(^1\) in the region enclosed by the desired path. Therefore, once a trajectory starts from the singular point, it stays there, and thus, global convergence to the desired path is not possible. However, the Poincaré–Bendixson theorem is only applicable for the planar case \( \mathbb{R}^2 \), while the conclusion for the higher dimensional case \( \mathbb{R}^n \), where \( n > 2 \), and general manifolds is still untreated.

### A. Contributions

This article extends the vector-field guided path-following algorithms to a general smooth Riemannian manifold \( \mathcal{M} \) (see Sections II-A and III). One reason to consider smooth manifolds \( \mathcal{M} \) rather than the Euclidean space is the immediate relevance to potential applications, especially when one deals with mechanical systems [20]. For example, the control of revolute joint angles of a two-joint robot arm corresponds to the case where the manifold is a torus (i.e., \( \mathcal{M} = \mathbb{T}^2 = S^1 \times S^1 \)) in the joint space, and the attitude control of aircraft correspond to the special orthogonal group \( SO(3) \) (see the fourth and fifth examples in Section VI). We show that global convergence from any point in the torus \( \mathbb{T}^2 \) to the desired path \( \mathcal{P} \subset \mathbb{T}^2 \) homeomorphic to the unit circle \( S^1 \) is not possible, but this issue can be solved by lifting the torus \( \mathbb{T}^2 \) to its covering space \( \mathbb{R}^2 \) (see Section VI).

The first contribution of this study arises from the analysis related to the dichotomy convergence, stability and attractiveness for the vector field defined on general manifolds (see Section IV). Specifically, we show that the dichotomy convergence property still holds for the vector-field guided path-following algorithms defined on the general smooth manifold \( \mathcal{M} \). This means that trajectories either converge to the desired path on \( \mathcal{M} \) or the singular set. This result is not only an extension of [9], which only considers \( \mathbb{R}^2 \), but also plays an important role in the subsequent theoretical development (e.g., Corollary 1, Corollary 2, Th. 3). We also prove, under some mild conditions, the asymptotic stability of the desired path \( \mathcal{P} \) (i.e., Corollary 1) and the nonattractiveness\(^2\) of the singular set \( \mathcal{C} \) (i.e., Corollary 2), which are highly desirable properties in any path-following algorithms. However, we show by an example that these two properties alone cannot guarantee the almost-global convergence property of the desired path (i.e., Example 5). All such analysis motivates the subsequent topological analysis.

The second contribution is to answer with respect to initial conditions the question proposed earlier regarding the existence of singular points and the possibility of global convergence (see Section V). We first revisit a topological result (i.e., Lemma 4) revealing the relationship between a compact asymptotically stable embedded submanifold and its domain of attraction, and provide some interpretations along with an outline of our independent proof of this result (i.e., Remark 4). This reveals two essential elements behind the result: the regularity of the desired path (a compact asymptotically stable embedded submanifold) and the continuity of the first hitting time. Notably, we show that when the configuration space is the \( n \)-dimensional Euclidean space (i.e., \( \mathcal{M} = \mathbb{R}^n \)) and the desired path is homeomorphic to the unit circle, singular points of the vector field always exist, and it is impossible to enable trajectories to converge globally to the desired path from all initial conditions in \( \mathbb{R}^n \) (i.e., Theorem 3).

\(^1\)Here, a singular point of the vector field happens to be an equilibrium point of the ordinary differential equation where the right-hand side is the vector field.

\(^2\)A formal definition is provided subsequently, but note that it is possible for some trajectories starting outside a nonattractive set to approach that set in the limit, a fact which is perhaps counter-intuitive. Consider in \( \mathbb{R}^2 \) the system \( \dot{x}_1 = x_1, \dot{x}_2 = -x_2 \), with the origin as the singular set.
This impossibility result further motivates us to show the existence of nonpath-converging trajectories (i.e., trajectories that do not converge to the desired path), which is the third contribution. It turns out that every ball containing the desired path has at least one nonpath-converging trajectory starting from its boundary in \( \mathbb{R}^n \) for \( n \geq 3 \) (i.e., Theorem 4). This topological result is related to the impossibility of global convergence to the destination point of integral curves of a feedback motion planner [21, Ch. 8] in an obstacle-populated environment [22] (see Conjectures 1 and 2).

B. Paper Structure

Section II introduces the guiding vector field on a smooth \( n \)-dimensional Riemannian manifold for path following, and a concrete computation procedure of the vector field defined on manifolds is presented in Section III. Section IV elaborates on the preliminary analysis of the convergence issues. The main results are given in Section V regarding the existence of singular points, global convergence to the desired path and the existence of nonpath-converging trajectories. Several examples are provided in Section VI to verify the theoretical results.

C. Preliminaries on Topological and Differential Manifolds

Some basic concepts about topological and differential manifolds [15], [23] are explained here. Suppose \( X, Y \) are topological spaces. A homeomorphism (diffeomorphism resp.) \( f : X \to Y \) is a continuous (smooth resp.) bijection that has a continuous (smooth resp.) inverse. If there exists a homeomorphism between \( X \) and \( Y \), then \( X \) and \( Y \) are homeomorphic, denoted by \( X \cong Y \).

Let \( f, g : X \to Y \) be continuous maps. A homotopy from \( f \) to \( g \) is a continuous map \( H : X \times [0, 1] \to Y \) such that \( H(x, 0) = f(x) \) and \( H(x, 1) = g(x) \) for all \( x \in X \). If there exists such a homotopy, then \( f \) and \( g \) are homotopic, denoted by \( f \simeq g \).

Let \( h : Y \to X \) be another continuous map. If \( f \circ h \simeq id_X \) and \( h \circ f \simeq id_Y \), where \( id_X \) is the identity map, then \( h \) is a homotopy inverse for \( f \), and \( f \) is called a homotopy equivalence. In this case, \( X \) is homotopy equivalent to \( Y \).

Let \( A \subseteq X \), a continuous map \( r : X \to A \) is a retraction if the restriction of \( r \) to \( A \) is the identity map of \( A \), or equivalently if \( r \circ i_A = i_A \), where \( i_A : A \to X \) is the inclusion map and \( id_A \) is the identity map of \( A \). In this case, \( A \) is called a retract of \( X \). Furthermore, if \( A \) is a retract of \( X \), then \( r \) is homotopic to the identity map of \( X \) (i.e., \( \tau_A \circ r \simeq id_X \)), then \( r \) is a deformation retraction and \( A \) is called a deformation retract of \( X \). Equivalently, \( A \) is a deformation retract of \( X \) if there exists a homotopy \( H : X \times [0, 1] \to X \) that satisfies \( H(x, 0) = x \), \( H(x, 1) \in A \) for all \( x \in X \) and \( H(a, 1) = a \) for all \( a \in A \). In addition, if the homotopy \( H \) is stationary on \( A \), that is, the last equation is replaced by \( H(a, t) = a \) for all \( a \in A \) and all \( t \in [0, 1] \), then \( r \) is a strong deformation retraction and \( A \) is called a strong deformation retract of \( X \). The space \( X \) is called contractible if the identity map of \( X \) is homotopic to a constant map, or equivalently, if any point of \( X \) is a deformation retract of \( X \). This means that the whole space \( X \) can be continuously shrunk to a point.

Let \( M \) and \( N \) be smooth manifolds. The tangent space \( T_p M \) to \( M \) at \( p \in M \) is a linear space of maps \( X_p : C^\infty(p) \to \mathbb{R} \) satisfying the linearity and product rules, where \( C^\infty(p) \) denotes the set of smooth real-valued functions defined on an open neighborhood of \( p \) [24]. Other alternative and equivalent definitions of the tangent space are summarized in [23, pp. 71–73], including the intuitive definition that the tangent space is, roughly speaking, a set of “velocity vectors” tangent to a curve on the manifold. Given a sufficiently smooth map \( F : M \to N \), the tangent map (or differential) of \( F \) at \( p \in M \) is denoted by \( F_p : T_p M \to T_F(p)N \) and satisfies \( F_p(X_p)(f) = X_p(f \circ F) \) for \( X_p \in T_p M \) and \( f \in C^\infty(F(p)) \). The notation \( F_p \) is used interchangeably with \( dF_p \) or \( dF|_p \). If the subscript \( p \) is omitted, then it is a tangent map \( F : T M \to TN \) defined at any \( p \in M \), where the tangent bundle \( T M \) is the disjoint union of the tangent spaces at all points of \( M \) (i.e., \( T M := \bigsqcup_{p \in M} T_p M \)), and \( T N \) is defined analogously. If the tangent map \( F_p \) at \( p \) is surjective, then \( p \) is called a regular point of \( F \). If for every \( p \in F^{-1}(q) \), the tangent map \( F_p \) at \( p \) is surjective, then \( q \in N \) is called a regular value of \( F \). The definition of a tubular neighborhood is in [23, pp. 137–139], and that of an embedded submanifold is in [23, pp. 98–99]. In this article, unless otherwise specified, all the manifolds have no boundaries.

II. GUIDING VECTOR FIELD FOR PATH FOLLOWING

In the literature of path-following problems using a guiding vector field, usually the guiding vector field is defined on the Euclidean space \( \mathbb{R}^n \). In this section, we generalize the discussion to Riemannian manifolds and introduce notions (e.g., the distance) as generalized counterparts of those in the Euclidean space \( \mathbb{R}^n \) for the subsequent analysis. In other words, given a sufficiently smooth guiding vector field \( \chi : M \to TM \), where \( M \) is a Riemannian manifold that also satisfies some regularity conditions presented later and \( TM \) is the tangent bundle [23], we investigate the solutions to the following autonomous ordinary differential equation:

\[
\dot{\xi}(t) = \chi(\xi(t))
\]

where \( \xi(t) \in M \) usually corresponds to a physical quantity such as the position of a mobile robot, and \( \chi(\xi(t)) \) corresponds to the desired velocity of the robot. The manifold \( M \) is called the configuration space. The guiding vector field defined on a Riemannian manifold is introduced in Section II-A and some standard assumptions are presented in Section II-B.

A. Guiding Vector Fields on Riemannian Manifolds

We introduce some concepts first. A Riemannian manifold is denoted by \((M, g)\), where \( g \) is the Riemannian metric [25]. The distance between a point \( p \in M \) and a submanifold \( \mathcal{N} \subseteq M \) is defined by \( dist(p, \mathcal{N}) = dist(N, p) := \inf \{d(p, q) : q \in N\} \), where \( d(\cdot, \cdot) \) is the Riemannian distance of two points in \( M \) [25, p. 36]. The distance between \( \mathcal{N} \) and another submanifold \( \mathcal{N}' \subseteq M \) is defined by \( dist(\mathcal{N}, \mathcal{N}') := dist(N, N') := \inf \{d(r, q) : r \in \mathcal{N}, q \in N'\} \). The tangent space of \( M \) at a point \( p \in M \) is denoted by \( T_p M \), and the length or norm of a tangent vector \( v \in T_p M \) is defined by \( \|v\| = \langle v, v \rangle_g^{1/2} \), where \( \langle \cdot, \cdot \rangle_g \) is the inner product of tangent vectors in \( T_p M \). As a special
case, if \( \mathcal{M} = \mathbb{R}^n \), then the Riemannian metric is replaced by the canonical Riemannian metric (i.e., Euclidean metric) on \( \mathbb{R}^n \), the Riemannian distance by the Euclidean distance and the inner product by the dot product.

Suppose the configuration space of (1) is an \( n \)-dimensional smooth Riemannian manifold \((\mathcal{M}, g)\), which is oriented, connected, and complete [23, p. 340]. Suppose a desired path \( \mathcal{P} \subseteq \mathcal{M} \) is described by the intersection of \((n-1)\) zero-level sets, that is

\[
\mathcal{P} = \{ \xi \in \mathcal{M} : \phi_i(\xi) = 0, \ i = 1, \ldots, n-1 \} \tag{2}
\]

where \( \phi_i : \mathcal{M} \rightarrow \mathbb{R}, \ i = 1, \ldots, n-1 \), called surface functions for convenience, are of differentiability class \( C^2 \). Such a geometric description of the desired path without explicit parametric form is common in the literature when \( \mathcal{M} = \mathbb{R}^n \) [4], [10], [17]. However, the set description of \( \mathcal{P} \) might not be desirable if no further restrictions are imposed; e.g., the set \( \mathcal{P} \) might be disconnected or even empty. Therefore, one usually needs to assume that \( \mathcal{P} \) is a connected one-dimensional submanifold in \( \mathcal{M} \) such that it corresponds to a desired path in practice. One advantage of the level-set description (2) is that the distance of a point \( \xi \in \mathcal{M} \) to the desired path \( \mathcal{P} \) can be approximated by the value of \( ||(\phi_1, \ldots, \phi_{n-1})|| \) under some mild assumptions to be proposed later. Thus, one could avoid the explicit computation of the distance \( \text{dist}(\xi, \mathcal{P}) \), which is difficult even if the desired path is an ellipse in \( \mathbb{R}^2 \).

For simplicity, we first briefly introduce the guiding vector field on \( \mathbb{R}^n \), and later extend it to the general manifold \( \mathcal{M} \). The \( n \)-dimensional vector field \( \chi : \mathbb{R}^n \rightarrow \mathbb{R}^n \) is [6]:

\[
\chi(\xi) = \langle (\nabla \phi_1(\xi), \ldots, \nabla \phi_{n-1}(\xi)) \rangle - \sum_{i=1}^{n-1} k_i \phi_i(\xi) \nabla \phi_i(\xi) \tag{GVF-E}
\]

for \( \xi \in \mathbb{R}^n \), where \( \nabla \phi_i : \mathbb{R}^n \rightarrow \mathbb{R}^n \) is the gradient of \( \phi_i, k_i > 0 \) are constant gains, and \( \wedge : \mathbb{R}^n \times \cdots \times \mathbb{R}^n \rightarrow \mathbb{R}^n \) is the wedge product [23, p. 355]. Note that \( \langle (\nabla \phi_1(\xi), \ldots, \nabla \phi_{n-1}(\xi)) \rangle \) is orthogonal to each of the gradients \( \nabla \phi_i(\xi) \) for \( i = 1, \ldots, n-1 \) [26, Prop. 7.2.1].

We explain the physical interpretation of the vector field in (GVF-E). As mentioned before, the vector field generally consists of two terms: the propagation term and the convergence term. The propagation term \( \langle (\nabla \phi_1, \ldots, \nabla \phi_{n-1}) \rangle \) is orthogonal to each gradient vector \( \nabla \phi_i \) and, thus, is tangent to each \( c \)-level surface described by \( \{ p \in \mathbb{R}^n : \phi_i(p) = c \} \). This enables the trajectory to move along the intersection of these level surfaces, and especially move along the desired path when \( \varepsilon = 0 \). The forward or backward direction of the movement with regard to the desired path can be changed by switching the order of any two of the gradient vectors in the wedge product. The convergence term \( -\sum_{i=1}^{n-1} k_i \phi_i \nabla \phi_i(\xi) \) is a linear combination of the gradient vectors, with the state dependent “weight” \( -k_i \phi_i \). Thus, it provides a direction toward the intersection of the zero-level surfaces, which is the desired path \( \mathcal{P} \).

Now we show how to generalize the former discussion from the Euclidean space \( \mathbb{R}^n \) to the Riemannian manifold \( \mathcal{M} \). Specifically, the gradient \( \nabla \phi_i(\xi) \) and the term \( \langle (\nabla \phi_1(\xi), \ldots, \nabla \phi_{n-1}(\xi)) \rangle \) for \( \xi \in \mathbb{R}^n \) will be replaced by their counterparts denoted by \( \nabla \phi_i(\xi) \) and \( \langle \phi_1(\xi), \ldots, \phi_{n-1}(\xi) \rangle \) respectively for \( \xi \in \mathcal{M} \). The Riemannian gradient \( \nabla \phi_i(\xi) \in T_\xi \mathcal{M} \) is the tangent vector to \( \mathcal{M} \) at \( \xi \in \mathcal{M} \) such that for all tangent vectors \( v \in T_\xi \mathcal{M} \), there holds

\[
\langle \nabla \phi_i(\xi), v \rangle = d\phi_i(\xi)(v) \tag{GVF-M}
\]

where \( d\phi_i(\xi) : T_\xi \mathcal{M} \rightarrow \mathbb{R} \) is the differential of \( \phi_i \) at \( \xi \in \mathcal{M} \) [23, p. 281]. The other term \( \langle \phi_1(\xi), \ldots, \phi_{n-1}(\xi), v \rangle \) is the tangent vector such that for all tangent vectors \( v \in T_\xi \mathcal{M} \), there holds

\[
\langle \phi_1(\xi), \ldots, \phi_{n-1}(\xi), v \rangle = \omega_\xi(\phi_1(\xi), \ldots, \phi_{n-1}(\xi), v) \tag{4}
\]

where \( \omega_\xi \) is the volume form\(^3\) associated with \( \mathcal{M} \) (its properties include skew-symmetry in its arguments) [25, p. 30].

The existence and uniqueness of \( \nabla \phi_i(\xi) \) and \( \langle \phi_1(\xi), \ldots, \phi_{n-1}(\xi) \rangle \) are guaranteed by the Riesz representation theorem [27, Th. 6.42]. The calculations of these two terms are deferred until Section III. The guiding vector field defined on \( \mathcal{M} \) is

\[
\chi(\xi) = -\langle \phi(\xi), -\sum_{i=1}^{n-1} k_i \phi_i(\xi) \nabla \phi_i(\xi) \rangle \tag{GVF-M}
\]

with \( k_i > 0 \). In addition, as in the Euclidean case, the term \( -\langle \phi(\xi), \nabla \phi(\xi) \rangle \) is also orthogonal to each of the gradients \( \phi_i(\xi) \), as formally stated in the following lemma.

**Lemma 1 (Orthogonality):** With definitions as mentioned above, there holds

\[
\langle -\langle \phi(\xi), \nabla \phi(\xi) \rangle, \phi_i(\xi) \rangle = 0 \tag{5}
\]

for \( i = 1, \ldots, n-1 \) and \( \xi \in \mathcal{M} \).

**Proof:** This is an immediate consequence of the skew-symmetric property of the volume form \( \omega_\xi \).

We define \( e : \mathcal{M} \rightarrow \mathbb{R}^{n-1} \) by stacking \( \phi_i \); that is

\[
e(\xi) = (\phi_1(\xi), \ldots, \phi_{n-1}(\xi))^T \tag{5}
\]

Using this notation, the desired path is equivalent to

\[
\mathcal{P} = \{ \xi \in \mathcal{M} : e(\xi) = 0 \} \tag{6}
\]

This definition of the desired path suggests that \( e(\xi) \) can be taken as the path-following error between the point \( \xi \in \mathcal{M} \) and the desired path \( \mathcal{P} \). The singular set is defined by

\[
\mathcal{C} = \{ \xi \in \mathcal{M} : \chi(\xi) = 0 \}
\]

with the second equality following from Lemma 1. Note that the singular set \( \mathcal{C} \) may be empty or nonempty. To illustrate this, we provide the following two examples, respectively.

**Example 1 (Nonempty C):** Consider that the desired path is a 2-D unit circle in the Euclidean space \( \mathbb{R}^2 \) described by \( \phi(x, y) = x^2 + y^2 - 1 = 0 \); then one can obtain the vector field by (GVF-E) and calculate that the singular set \( \mathcal{C} \) is a singleton consisting of the origin; that is, \( \mathcal{C} = \{(0, 0)\} \).

**Example 2 (Empty C):** A simple example is a straight line in the Euclidean space \( \mathbb{R}^2 \) described by \( \phi(x, y) = y = 0 \), which is the \( X \)-axis. One can calculate that the propagation term is a nonzero constant vector (i.e., \( EV\phi = (-1, 0)^T \)), where \( E = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix} \) is the \( 90^\circ \) rotation matrix). Due to the orthogonality of

\[^3\text{The volume form exists since the manifold } \mathcal{M} \text{ is assumed to be oriented.} \]
the propagation term and the convergence term of (GVF-E), this implies that the vector field \( \chi(x, y) \neq 0 \) in \( \mathbb{R}^2 \), and thus, the singular set \( C \) is empty. ▲

Whether or not the singular set is empty may not be straightforward to determine, since one needs to obtain the analytic expression of the vector field and check if any point on the manifold renders it zero.

Remark 1: We emphasize the significance of studying the guiding vector field in (GVF-M). As the guiding vector field (GVF-M) is a generalization of the particular case (GVF-E) defined on the Euclidean space \( \mathbb{R}^n \), which is the space usually considered in the literature, it suffices to explain the importance (or generality) of this particular case (GVF-E). First, different from many existing studies, which restrict consideration to simple desired paths such as a circle or a straight line (or a combination of them) \([3, 12, 28]\), the vector field in (GVF-E) or (GVF-M) is designed for any general sufficiently smooth desired path. Second, many vector fields in the literature are essentially variants of the vector field in (GVF-E). For example, some variants are obtained by adding \( \phi_i \)-dependent gains to the convergence term or (and) the propagation term in (GVF-E) \([9, 16, 17]\), and some by adding time-varying gains or an additional time-varying component \([4, 5]\). Thus, the vector fields in \([9, 16, 17, 29, 30]\) can be regarded as 2-D specializations of (GVF-E), and those in \([6, 11, 19, 14]\) and \([16]\) as 3-D specializations of (GVF-E). Therefore, the study of the basic vector field in (GVF-E) and its generalized counterpart (GVF-M) is of great significance. In addition, to clearly observe the topological properties of the vector field, we do not consider time-varying components, and thus, we focus on the autonomous differential (1) with the vector field (GVF-M).

B. Standing Assumptions

In the remainder of this article, the following assumptions will be made.

Assumption 1: There are no singular points on the desired path. More precisely, \( C \) is empty or otherwise there holds \( \text{dist}(C, P) > 0 \).

Assumption 2: For any given constant \( \kappa > 0 \), there holds \( \text{inf}\{ ||e(\xi)|| : \text{dist}(\xi, P) \geq \kappa \} > 0 \).

Assumption 1 ensures the “regularity” of the desired path \( P \) stated in Lemma 2 as follows.

Lemma 2 (Regularity of P): The zero vector \( 0 \in \mathbb{R}^{n-1} \) is a regular value of the map \( e \) in (5), and hence, the desired path \( P \) is a \( C^2 \) (properly) embedded submanifold in \( M \).

Proof: This is a direct application of the regular level set theorem \([23, \text{Corollary 5.14}]\). □

Assumption 2 implies that as the norm of the path-following error \( ||e(\xi)|| \) approaches zero, the trajectory \( \xi(t) \) approaches the desired path \( P \) \([31]\). These assumptions are vital in the sense that if either of these assumptions is not satisfied, then different choices of surface functions \( \phi_i \) for the same desired path may lead to opposite convergence results, as the following example.

Example 3 (Opposite Convergence Results): We consider a straight line in the 3-D Euclidean space \( \mathbb{R}^3 \). One can choose the surface functions \( \phi_i, i = 1, 2 \), as \( \phi_1(x, y, z) = y, \phi_2(x, y, z) = z \), and the integral curves of the corresponding vector field (GVF-E) converge to the desired straight line [see Fig. 1(a)]. Another design of surface functions \( \phi_i \) is \( \phi_1(x, y, z) = ye^{-x}, \phi_2(x, y, z) = z \). In this case, however, as shown in Fig. 1(b), the trajectory diverges from the desired path, although the norm of the path-following error \( ||e|| \) for this case is also approaching zero along the trajectory [see Fig. 1(c)]. The reason is that the second case violates Assumption 2. This can be observed by considering a straight line \( L \parallel P \) parallel to the desired path but keeping a positive distance \( \text{dist}(L, P) > 0 \). For example, let \( L := \{(x, 1, 0) : x \in \mathbb{R}\} \). Then, the fact that \( \text{inf}\{||e(\xi)|| : \xi \in L\} = 0 \) violates Assumption 2. ▲

III. COMPUTATION OF GUIDING VECTOR FIELDS ON MANIFOLDS

The definitions of the gradient \( \text{grad} \phi_i \) in (3) and the orthogonal term \( -\phi \) in (4) for the guiding vector field on the manifold \( M \) are too abstract for direct computations. We present some general methods to compute these terms in coordinates. To this end, we suppose that the manifold \( M \) considered in (2) is an \( n \)-dimensional smooth submanifold embedded in the Euclidean space \( \mathbb{R}^{n+k} \), where \( n \) is the dimension of the manifold \( M \) and \( k \) is some positive integer\(^4\), and the manifold \( M \) is a regular level set of a smooth function \( F : \mathbb{R}^{n+k} \rightarrow \mathbb{R}^k \). Namely, we assume

\[
M = F^{-1}(0) = \{ x \in \mathbb{R}^{n+k} : f_i(x) = a_i, i = 1, \ldots, k \} \tag{8}
\]

where \( f_i : \mathbb{R}^{n+k} \rightarrow \mathbb{R} \) are smooth component functions of \( F \) and \( a = (a_1, \ldots, a_k) \in \mathbb{R}^k \) is a regular value of \( F \). For example, if the manifold \( M \) is the sphere \( S^2 \), then it is a two-dimensional manifold embedded in \( \mathbb{R}^3 \) and can be described by \( S^2 = \{ x = (x_1, x_2, x_3) \in \mathbb{R}^3 : f_1(x) = x_1^2 + x_2^2 + x_3^2 = 1 \} \). Similar examples can be found for some other common manifolds, such as \( \text{SO}(3) \) and the torus \( T = S^1 \times S^1 \).

\(^{4}\)This is always possible according to the Whitney embedding theorem \([23, \text{Th. 6.15}]\), which concludes that every smooth \( n \)-manifold admits a proper smooth embedding into \( \mathbb{R}^{2n+1} \).
For notational simplicity, let \( m := n + k \). In addition, to distinguish the Riemannian metrics in the Euclidean space \( \mathbb{R}^m \) and in the manifold \( \mathcal{M} \), we adopt the following notations. For \( x \in \mathbb{R}^m \), the Riemannian metric in the Euclidean space \( \mathbb{R}^m \) is the canonical one, denoted by \( \langle \cdot, \cdot \rangle_\mathbb{R} : T_x \mathbb{R}^m \times T_x \mathbb{R}^m \to \mathbb{R} \), while for \( y \in \mathcal{M} \), the Riemannian metric is denoted by \( \langle \cdot, \cdot \rangle : T_y \mathcal{M} \times T_y \mathcal{M} \to \mathbb{R} \). Let \( \phi_i : U \to \mathbb{R} \), where \( U \subseteq \mathbb{R}^m \) is a neighborhood of \( \mathcal{M} \subseteq \mathbb{R}^m \), be an extension of the surface function \( \phi : \mathcal{M} \to \mathbb{R} \) in (2) [23, Lem. 5.34]; that is, the restriction of \( \phi_i \) on \( \mathcal{M} \) is \( \phi_i \big|_{\mathcal{M}} = \phi \).

The following result shows that the gradient defined on the manifold \( \mathcal{M} \) is just the orthogonal projection of the “usual” gradient in the Euclidean space onto the tangent space to the manifold \( \mathcal{M} \) at some point.

**Proposition 1:** For \( x \in \mathcal{M} \subseteq \mathbb{R}^m \), define the orthogonal projection function \( P_{\nu_{\mathcal{M}}} : T_x \mathcal{M} \to T_x \mathcal{M} \). Then, we have

\[
\text{grad} \phi(x) = P_{\nu_{\mathcal{M}}} \left( \nabla \phi(x) \right)
\]

where \( \text{grad} \phi(x) \in T_x \mathcal{M} \) and \( \nabla \phi(x) \in T_x \mathcal{M} \). In particular

\[
\text{grad} \phi(x) = \nabla \phi(x) - \sum_{j=1}^k \frac{\langle \nabla \phi_j(x), \nabla f_j(x) \rangle_{\mathbb{R}^m}}{\| \nabla f_j(x) \|^2} \nabla f_j(x)
\]

where \( f_j, j = 1, \ldots, k \), are functions in (8).

**Proof:** Equation (9) is a standard result [32, pp. 360–362]. Since the manifold \( \mathcal{M} \) is described by (8), we have that \( T_x \mathcal{M} = \text{span} (\nabla f_1(x), \ldots, \nabla f_m(x)) \), hence (10).

Using these computable gradients \( \text{grad} \phi_i, i = 1, \ldots, n-1 \), as in Proposition 1, we can now derive a computable form for the orthogonal term \( \downarrow \phi \) in (4). Before that, recall that for \( p_i = (p_{i1}, p_{i2}, p_{i3})^\top \in \mathbb{R}^3, i = 1, 2 \), the cross product \( p_1 \times p_2 \) is calculated by the following intuitive formal expression involving the matrix determinant [33, pp. 241–242]

\[
p_1 \times p_2 = \begin{bmatrix} b_1 & b_2 & b_3 \\ p_{11} & p_{12} & p_{13} \\ p_{21} & p_{22} & p_{23} \end{bmatrix} = \begin{bmatrix} p_{12} & p_{13} \\ p_{22} & p_{23} \end{bmatrix} b_1
\]

where \( b_j \in \mathbb{R}^3, j = 1, 2, 3 \), are the standard basis vectors and \( | \cdot | \) is the determinant of a square matrix. The second equality is obtained using the cofactor expansion along the first row of the matrix in the first equality, where in evaluating the determinant, the \( b_j \) should initially be regarded as scalars, and in the final evaluation replaced by the basis vectors which they are. This formal expression can be naturally extended to Euclidean spaces of any dimension, a fact utilized as follows.

**Proposition 2:** For \( x \in \mathcal{M} \subseteq \mathbb{R}^m \), the orthogonal term \( \downarrow \phi \) defined in (4) can be computed by the following formal form:

\[
\downarrow \phi(x) = \det \begin{bmatrix} \nabla f_1(x), \ldots, \nabla f_k(x), \text{grad} \phi_1(x), \ldots, \text{grad} \phi_{n-1}(x), \\ \vdots \end{bmatrix} b_m
\]

where \( b_i \in \mathbb{R}^m, i = 1, \ldots, m \), are standard basis vectors, and \( \text{grad} \phi_i, i = 1, \ldots, n-1 \), are calculated from Proposition 1.

**Proof:** We first consider the case for the Euclidean space \( \mathbb{R}^m \), and then extend to that for the manifold \( \mathcal{M} \). For any \( x \in \mathbb{R}^m \), we can pick a volume form \( \omega_x : T_x \mathbb{R}^m \times \cdots \times T_x \mathbb{R}^m \to \mathbb{R} \), which is a skew-symmetric and nondegenerate linear function, such that \( \omega_x \) is smooth with respect to \( x \). Note that the general form of \( \omega_x \) is \( \omega_x = c(x) \cdot dx_1 \wedge \cdots \wedge dx_m \), where \( c : \mathbb{R}^m \to \mathbb{R} \) is a nonzero and smooth function. Specifically, for the column vectors \( a_i = (a_{i1}, \ldots, a_{im})^\top \in \mathbb{R}^m, i = 1, \ldots, m \), it holds that

\[
dx_1 \wedge \cdots \wedge dx_m (a_1, \ldots, a_m) = \det \begin{bmatrix} a_{11} & \cdots & a_{1m} \\ \vdots & \ddots & \vdots \\ a_{m1} & \cdots & a_{mm} \end{bmatrix}
\]

Let \( \omega_x (a_1, \ldots, a_m) := dx_1 \wedge \cdots \wedge dx_m (a_1, \ldots, a_m) \). We can calculate the volume form on the manifold \( \mathcal{M} \), denoted by \( \omega^\mathcal{M} : T_x \mathcal{M} \times \cdots \times T_x \mathcal{M} \to \mathbb{R} \), as follows:

\[
\omega^\mathcal{M}(v_1, \ldots, v_n) = \omega_x (\nabla f_1(x), \ldots, \nabla f_k(x), v_1, \ldots, v_n)
\]

where \( v_j \in T_x \mathcal{M}, j = 1, \ldots, n \). Hence, by (4), we have

\[
\downarrow \phi(x), \downarrow \phi(x) = \omega^\mathcal{M} (\text{grad} \phi(x), \ldots, \text{grad} \phi_{n-1}(x)), \downarrow \phi \big|_{\mathcal{M}} = (\Delta, \gamma)_{\mathcal{M}}, \text{where } \Delta \text{ is the right-hand side of (11)}.
\]

The abovementioned results serve collectively as a general procedure to compute the guiding vector field on \( \mathcal{M} \).

**Example 4 (Guiding vector field on \( S^2 \)):** Suppose the sphere \( S^2 \) is the manifold \( \mathcal{M} \), and the guiding vector field is defined. It is a two-dimensional manifold that can be naturally embedded in the Euclidean space \( \mathbb{R}^3 \), and then (8) becomes

\[
\mathcal{M} = S^2 = \{ (x, y, z) \in \mathbb{R}^3 : f_1(x, y, z) = x^2 + y^2 + z^2 = 1 \}.
\]

The desired path \( P \subseteq \mathcal{M} \) is the unit circle with \( z = 0 \). Therefore, we can let \( \phi_3 : \mathbb{R}^3 \to \mathbb{R} \) be defined by \( \phi_3(x, y, z) = z \), and then \( \phi_1 : \mathbb{R} \to \mathbb{R} \) is just \( \phi_1 = \phi_3 \big|_{\mathcal{M}} \) in (2). We can calculate the gradient term \( \text{grad} \phi_3 \) and the orthogonal term \( \downarrow \phi \) by Propositions 1 and 2, respectively. First, we have \( \nabla \phi_3 = (0, 0, 1)^\top \) and \( \nabla f_1 = (2x, 2y, 2z)^\top \). For any point \( \xi \in \mathcal{M} \), it follows from (10) that

\[
\text{grad} \phi_3(\xi) = \nabla \phi_3(\xi) - \frac{\langle \nabla \phi_3(\xi), \nabla f_1(\xi) \rangle}{\| \nabla f_1(\xi) \|^2} \nabla f_1(\xi)
\]

and from (11) that

\[
\downarrow \phi(\xi) = \det \begin{bmatrix} \nabla f_1(\xi), \text{grad} \phi_3(\xi), b_1 \\ \vdots \end{bmatrix} b_3 = \begin{bmatrix} 2y \\ -2x \\ 0 \end{bmatrix}
\]

Finally, the “computable” guiding vector field on the sphere is obtained by putting these two terms into (GVF-M) as follows: \( \chi(\xi) = \downarrow \phi(\xi) - k_1 \phi_3(\xi) \text{grad} \phi_3(\xi) = (2y + k_1xz^2, -2x + k_1yz^2, k_1z(z^2 - 1)^{1/2})^\top \) for any point \( \xi \in \mathcal{M} \).
The guiding vector field \( \chi \) on the sphere \( M = S^2 \) in Example 4. The red dashed line is the desired path \( P \), which is a circle on the sphere.

\( (x, y, z) \in S^2 \). The vector field is shown in Fig. 2. Interestingly, there are two singular points in this vector field: the north pole and the south pole (i.e., \((0, 0, \pm1)\)). However, as shown in Example 1, if we consider the Euclidean space \( M = \mathbb{R}^2 \), then there is only one singular point: the origin \((0, 0)\).

For the 3-D Euclidean space \( M = \mathbb{R}^3 \), and use the functions \( \phi_1(x, y, z) = x^2 + y^2 - 1 = 0 \) and \( \phi_2(x, y, z) = z = 0 \) to characterize the same unit circle as the desired path, there is now only one singular point and it is at the origin \((0, 0, 0)\). This example shows that corresponding to the same desired path, guiding vector fields (and singular sets) defined on different manifolds are possibly quite different.

### IV. Dichotomy Convergence and Stability Analysis

It is important to analyze the convergence results of the integral curves of the vector field (GVF-M); that is, the trajectories of the differential (1), where the vector field \( \chi(\cdot) \) is defined in (GVF-M). It turns out that the dichotomy convergence property holds not only for the vector field defined on the Euclidean space \( \mathbb{R}^n, n \geq 2 \) [19], but also for that on the Riemannian manifold \( M \). First we define the function \( V : M \to \mathbb{R} \) as

\[
V(\xi) = e^\top(\xi) Ke(\xi)
\]

where \( K := \text{diag}(k_1, \ldots, k_{n-1}) \) is the diagonal matrix with all the positive gains \( k_i, i = 1, \ldots, n - 1 \). The function \( V \) is nonnegative and attains zero if and only if \( \xi \in P \). This function is utilized as a Lyapunov-like function in the analysis subsequently.

We assume until further notice that the desired path \( P \) is homeomorphic to the unit circle (hence compact).

**Assumption 3:** The desired path \( P \) is homeomorphic to the unit circle \( S^1 \) (i.e., \( P \approx S^1 \)).

We can choose \( r > 0 \) sufficiently large such that the open ball \( B_r := \{x \in M : ||x|| < r\} \) contains the desired path \( P \) (i.e., \( P \subset \text{int } B_r \)). Let \( \alpha' := \min_{p \in \partial B_r} V(p) > 0 \), where the minimum is attained on the compact sphere \( \partial B_r \), (i.e., the boundary of the ball \( B_r \)), and it is positive since \( \partial B_r \cap P = \emptyset \). We can choose a positive constant \( \alpha \) such that \( 0 < \alpha < \alpha' \), and the set \( \Omega_\alpha \) defined in the following is compact:

\[
\Omega_\alpha := \{\xi \in B_r : V(\xi) \leq \alpha\}.
\]

Note that \( P \subset \Omega_\alpha \) for any \( \alpha > 0 \). Now we can present the dichotomy convergence result as follows.

**Theorem 1 (Dichotomy convergence):** Consider the autonomous system (1), where the vector field \( \chi : M \to T_M \) is in (GVF-M). Then, the compact set \( \Omega_\alpha \) in (14) is positively invariant. In addition, every trajectory of (1) starting from \( \Omega_\alpha \) converges to either the desired path \( P \), or the singular set \( C \) as \( t \to \infty \) (i.e., the dichotomy convergence property holds).

**Proof:** The proof for a special case \( M = \mathbb{R}^3 \) (but easily generalizable to \( M = \mathbb{R}^n \)) is presented in [19]. It can be further generalized to the case of a Riemannian manifold \( M \) by modifying the involved calculations related to the Riemannian metric. First note that

\[
\langle \nabla \phi_1, \chi(\xi) \rangle_{(GVF-M)^*} = \langle \nabla \phi_1, -\phi(\xi) - \sum_{j=1}^{n-1} k_j \phi_j(\xi) \nabla \phi_j(\xi) \rangle_g
\]

\[
= \langle \nabla \phi_1, -\sum_{j=1}^{n-1} k_j \phi_j(\xi) \nabla \phi_j(\xi) \rangle_g
\]

for \( i = 1, \ldots, n - 1 \), where we have used the orthogonality property (Lemma 1) in the last equation. Now we can calculate the time derivative of the path-following error

\[
\frac{d}{dt}e(\xi(t)) = \begin{bmatrix}
\phi_1(\xi(t)) \\
\phi_{n-1}(\xi(t)) \\
\vdots \\
\phi_n(\xi(t))
\end{bmatrix} = \begin{bmatrix}
\langle \nabla \phi_1, \chi(\xi) \rangle_g \\
\langle \nabla \phi_{n-1}, \chi(\xi) \rangle_g \\
\vdots \\
\langle \nabla \phi_n, \chi(\xi) \rangle_g
\end{bmatrix}
\]

\[
\frac{d}{dt}e(\xi(t)) = \begin{bmatrix}
\langle \nabla \phi_1, -\sum_{j=1}^{n-1} k_j \phi_j(\chi) \nabla \phi_j(\chi) \rangle_g \\
\langle \nabla \phi_{n-1}, -\sum_{j=1}^{n-1} k_j \phi_j(\chi) \nabla \phi_j(\chi) \rangle_g \\
\vdots \\
\langle \nabla \phi_n, -\sum_{j=1}^{n-1} k_j \phi_j(\chi) \nabla \phi_j(\chi) \rangle_g
\end{bmatrix}
\]

(15)

Therefore, the time derivative of the Lyapunov function (13) is

\[
\frac{d}{dt} V = 2 \left( \frac{d}{dt} e \right)^\top K e
\]

\[
\frac{d}{dt} V = \begin{bmatrix}
\langle \nabla \phi_1, -\sum_{j=1}^{n-1} k_j \phi_j(\chi) \nabla \phi_j(\chi) \rangle_g \\
\langle \nabla \phi_{n-1}, -\sum_{j=1}^{n-1} k_j \phi_j(\chi) \nabla \phi_j(\chi) \rangle_g \\
\vdots \\
\langle \nabla \phi_n, -\sum_{j=1}^{n-1} k_j \phi_j(\chi) \nabla \phi_j(\chi) \rangle_g
\end{bmatrix} = -2 \begin{bmatrix}
k_1 \phi_1 \\
\vdots \\
k_{n-1} \phi_{n-1}
\end{bmatrix} \leq 0.
\]

(16)

(17)

Due to the negative semidefiniteness of (17), the compact set \( \Omega_\alpha \) is positively invariant. Next we use the LaSalle’s invariance principle [34, Th. 4.4] to conclude the convergence results. First, we have the following equivalent sets \( \Omega := \{\xi \in M : \frac{d}{dt} V(\xi) = 0\} = \{\xi \in M : \sum_{j=1}^{n-1} k_j \phi_j(\chi) \nabla \phi_j(\chi) = 0\} = P \cup C \). The last equality is justified as follows. If a point \( p \in P \cup C \), then it is obvious that \( p \) is contained in the set on the left-hand side of the equality, and thus \( P \cup C \) is a subset of the set on the left-hand side. If a point \( p \) is in the set of the left-hand side, then we have \( \sum_{j=1}^{n-1} k_j \phi_j(\chi) \nabla \phi_j(\chi) = 0 \). This implies that either all gradients \( \nabla \phi_j(\chi) \) are linearly independent and \( \phi_j(\chi) = 0 \) for all \( j = 1, \ldots, n - 1 \), or the gradients \( \nabla \phi_j(\chi) \) are linearly dependent and hence \( \sum_{j=1}^{n-1} k_j \phi_j(\chi) \nabla \phi_j(\chi) = 0 \). In the former case, \( p \in P \), and in the latter case, \( p \in C \). Therefore, the set on the left-hand side
is a subset of $P \cup C$. Combining these two arguments, the last equality holds.

It is easy to see that the largest invariant set in $I \cap \Omega_a$ is itself: every trajectory of (1) starting from $C \cap \Omega_a$ will remain in $C \cap \Omega_a$ because $C \cap \Omega_a$ consists of equilibrium points of (1), and every trajectory of (1) starting from $P \cap \Omega_a = P$ will remain in $P$ because the GVF-M degenerates to $\chi(\xi) = +\phi(\xi)$ on $P$. Therefore, according to the LaSalle’s invariance principle [34, Th. 4.4], all trajectories starting from the compact and positively invariant set $\Omega_a$ will converge to the largest invariant set $I \cap \Omega_a$.

By Assumption 1, this implies that trajectories either converge to the desired path $P$ or the singular set $C$, hence, the dichotomy convergence property still holds.

We have shown by Theorem 1 that some undesirable phenomena in nonlinear systems, such as chaos, finite-time escape, cannot occur for the system (1) with the vector field (GVF-M).

Now we show another desirable property: the desired path $P$ is attractive, while the singular set $C$ is not.

**Definition 1:** A nonempty closed positively invariant set $A \subseteq M$ is attractive with respect to (1), if there exists an open neighborhood $U$ of $A$ such that every trajectory $\xi(t)$ of (1) that starts within $U$ (i.e., $\xi(0) \in U$) converges (topologically) to $A$ in the sense that for any neighborhood $V$ of $A$, there exists a $T > 0$, such that $\xi(t) \subseteq V$ when $\xi(0) \in U$ (this implies that $\text{dist}(\xi(t), A) \to 0$ as $t \to \infty$). If the set $A$ is not attractive, then it is called nonattractive.

The set of all points for which trajectories start from and converge (topologically) to $A$ is the domain of attraction of $A$ (obviously, $U$ is a subset of the domain of attraction of $A$).

Note that in the definition mentioned above, $A$ is not required to be compact. Note also that a set can be nonattractive and yet trajectories from outside the set can converge to the set; consider for example a time-invariant linear system $\dot{x} = Ax$, where some eigenvalues of $A$ are in the left half plane and some are in the right half plane, resulting in the origin being nonattractive. We can also define the (Lyapunov) stability and asymptotic stability of the set $A$ [35, Def. 4.10] as follows.

**Definition 2:** A nonempty closed positively invariant set $A$ is (Lyapunov) stable with respect to (1), if for every open neighborhood $U$ of $A$, there exists an open neighborhood $U_2 \subseteq U_1$ of $A$, such that every trajectory of (1) stays in $U_1$ once it starts from $U_2$ (i.e., $\xi(t) \in U_1$ for $t \geq 0$ with $\xi(0) \in U_2$). Furthermore, if $A$ is both Lyapunov stable and attractive, then it is called asymptotically stable.

**Corollary 1 (Asymptotic stability of $P$):** The desired path $P$ is asymptotically stable.

**Proof:** Due to Assumptions 1 and 2, there always exists a sufficiently small positive constant $\alpha$ such that $\Omega_a \cap C = \emptyset$. Therefore, by Theorem 1, the desired path $P$ is attractive. To prove that $P$ is asymptotically stable, we need to additionally show that it is (Lyapunov) stable. Define the set $\Gamma_{\alpha} := \{p \in M : ||e(p)|| < \alpha\}$ for some positive constant $\alpha > 0$, and it is obvious that $P \subseteq \Gamma_{\alpha}$. By the Lyapunov argument in (17) and [34, Th. 4.8], the equilibrium point $e = 0$ of the nonautonomous system (16) is uniformly stable. That is, for any $\epsilon > 0$, there is $\delta > 0$ (independent of the initial time instant $t_0$), such that $\xi(t_0) \in \Gamma_\delta \Rightarrow \xi(t) \in \Gamma_\epsilon$, for all $t \geq t_0 \geq 0$. For any open neighborhood $U_1$ of $P$, we can choose a positive constant $\epsilon$ sufficiently small, such that $\Gamma_\epsilon$ is contained in $U_1$ (i.e., $\Gamma_\epsilon \subseteq U_1$). Due to the uniform stability of $e = 0$, there exists $0 < \delta < \epsilon$, such that $\xi(t) \in \Gamma_\delta$, for $t \geq 0$ whenever $\xi(0) \in \Gamma_\delta$. By letting $U_2 = \Gamma_\delta$ in Definition 2, $P$ is asymptotically stable.

**Lemma 3:** Suppose every trajectory starting at any point in $\mathcal{M}$ converges to either the desired path $P$ or the singular set $C$ as $t \to \infty$. Then, the desired path $P$ and the singular set $C$ cannot be both attractive.

**Proof:** If $C = \emptyset$, then $C$ is nonattractive, and the claim is vacuously true. Thus, we assume that $C \neq \emptyset$. We first show that the domain of attraction of a nonempty closed attractive set $A$ of a dynamical system is open, as a generalization of the standard result where this attractive set is replaced by an equilibrium point [37, Prop. 5.44]. Since $A$ is attractive, by Definition 1, there exists some open neighborhood $U$ of $A$ such that for any $x \in U$, the trajectory starting from $x$ converges (topologically) to $A$. Therefore, for any point $y$ in the domain of attraction of $A$, there exists a time $T > 0$ such that $\Psi(T, y) \in U$ (because we choose $U = U_1$ in Definition 2), where $\Psi : \mathbb{R}_{\geq 0} \times M \to M$ denotes the flow of the dynamical system. By the continuity of $\Psi(T, \cdot)$ with respect to the second argument, there is some open neighborhood $B$ of $y$ such that $\Psi(T, B) \subseteq U$. Therefore, for all points $b \in B$, any trajectory starting from $b$ will go through $\Psi(T, b) \in U$ and converge to $A$ (by the existence and uniqueness of trajectory [34, Th. 3.1]), implying that $B$ is an open subset of the domain of attraction of $A$. Therefore, the domain of attraction of the attractive set $A$ is indeed open.

Now we argue by contradiction by assuming that both $C$ and $P$ are attractive. Thus, their domains of attraction are both open.

Therefore, the whole configuration space $M$ consists of only two kinds of points, those converging to $C$ and those to $P$ by the global dichotomy convergence property in Theorem 1. This means that the configuration space $M$ is a union of two disjoint open subsets, which is not possible since $M$ is assumed to be connected.

**Corollary 2 (Nonattractiveness of $C$):** Under the hypotheses of Lemma 3, the singular set $C$ is nonattractive.

**Proof:** By Corollary 1, the desired path $P$ is attractive. Under the hypotheses of Lemma 3, the desired path $P$ and the singular set $C$ cannot be both attractive. Therefore, the singular set $C$ is nonattractive.

**Remark 2:** Corollary 2 is equivalent to saying that if Theorem 1 holds globally (i.e., $\Omega_a$ can be replaced by $M$), then the singular set $C$ is nonattractive. Theorem 1 holds globally, if $M$ is compact, or if $e(\xi)$ is radially unbounded (i.e., $\|e(\xi)\| \to \infty$ as $\|\xi\| \to \infty$). The radial unboundedness of $e(\xi)$ is consistent with physical intuition, and is probably not restrictive in practice (e.g., it is true for Example 1, a typical case in the literature and in practice). Note that Theorem 1 does hold globally for all examples where the desired path is stable, such that $\Gamma_\epsilon$ is contained in $U_1$ (i.e., $\Gamma_\epsilon \subseteq U_1$). Due to the uniform stability of $e = 0$, there exists $0 < \delta < \epsilon$, such that $\xi(t) \in \Gamma_\delta$, for $t \geq 0$ whenever $\xi(0) \in \Gamma_\delta$. By letting $U_2 = \Gamma_\delta$ in Definition 2, $P$ is asymptotically stable.

The existence of $\epsilon$ is guaranteed by the compactness of $P$ and Assumption 2. In fact, Assumption 2 can be dropped, but the set $\Gamma_\epsilon$ should be changed to its component (i.e., the maximal connected subset of $\Gamma_\epsilon$) that contains $P$, and similarly, the set $\Gamma_{\alpha}$ used in the subsequent part of the proof should also be changed to its component that contains $P$.

5The result is similar to [36, Prop. 4.15 in Ch. V], but the latter does not provide a proof.
Example 5. (a) The graph of the smooth nonreal-analytic function \( \phi \) is given in (19). The solid line is the desired path and the dashed line is the boundary of the singular set, which is the unit disk centered at the origin.

Remark 3: If the singular set \( C \) is nonattractive, by Definition 1, it is still possible that some trajectories (commencing outside \( C \)) can converge to the singular set \( C \). Nevertheless, in this case, one can immediately conclude that there must be some other trajectories that do not converge to \( C \), no matter how near they start to the singular set \( C \).

Note that by Theorem 1, Corollary 1, and Corollary 2, we cannot conclude that trajectories converge to the desired path from almost all initial conditions (i.e., almost global convergence to \( \mathcal{P} \)). The claim about almost global convergence to the desired path can be refuted simply by an example in the following where the singular set is of measure nonzero.

Example 5 (\( C \) of measure: nonzero) If the singular set is of measure nonzero, one cannot expect almost global convergence to the desired path since every trajectory starting from the singular set will remain in that set. To construct such a case, first we introduce a smooth but nonreal-analytic function [see Fig. 3(a)] \( b : \mathbb{R}^2 \rightarrow \mathbb{R} \)

\[
b(x,y) = \begin{cases} 
\exp\left(\frac{-1}{x^2 + y^2}\right) & \text{if } x^2 + y^2 > 1 \\
0 & \text{otherwise}
\end{cases}
\] (18)

We can construct the function \( \phi : \mathbb{R}^2 \rightarrow \mathbb{R} \) using (18) as follows:

\[
\phi(x,y) = 4 + (-x^2 - y^2) \cdot b(x,y)
\] (19)

The desired path \( \mathcal{P} = \{(x,y) \in \mathbb{R}^2 : \phi(x,y) = 0\} \) is a circle of radius approximately 2. Moreover, the singular set \( C \) of the vector field derived from \( \phi \) is a disk of radius 1 centered at the origin [see Fig. 3(b)]. In this case, almost global convergence to the desired path is not possible, since the singular set \( C \) has a nonzero measure.

Note that the function \( \phi \) in the example above is not real-analytic. In fact, it is proved in [4] that when all the surface functions \( \phi_i \) are real analytic, then the singular set of the corresponding vector field is of measure zero. However, even if the surface functions \( \phi_i \) are real analytic, we still cannot conclude that the initial conditions such that trajectories converging to the singular set are of measure zero, and thus almost global convergence to the desired path cannot be guaranteed. A well-known example where an equilibrium, which is obviously of measure zero, is nonattractive but almost all trajectories converge to it is presented in [37, p. 186].

The discussion mentioned above shows that it is generally challenging to study the domain of attraction of the desired path \( \mathcal{P} \) or the singular set \( C \): we cannot even guarantee the almost global convergence to the desired path by Corollary 1 and Corollary 2. However, by Theorem 1, if the surface functions \( \phi_i \) are known a priori, then one can numerically check whether the singular set \( C \) is empty or not. If \( C \neq \emptyset \), it obviously follows that global convergence to the desired path \( \mathcal{P} \) is not possible. But this requires the knowledge of the singular set, hence the knowledge of the specific expression of the vector field.

It is our interest to study whether we can obtain a general result about the convergence of the desired path without knowing the specific analytic expressions of the vector field and the singular set. This interest is further motivated by the observation that the singular set is nonempty in many examples in the literature where the desired path is homeomorphic to the unit circle. Example 1 is consistent with this observation.

V. SINGULAR POINTS AND NONPATH-CONVERGING TRAJECTORIES

A. Existence of Singular Points

The following result shows that for the whole space to be the domain of attraction of an attractor, the shapes of the whole space and the attractor should be consistent topologically, independent of the system’s specific form.

Lemma 4: Consider the autonomous system \( \dot{x} = f(x) \), where \( f \) is Lipschitz continuous and \( x \) is defined on a smooth finite-dimensional manifold \( M \). Suppose \( \mathcal{L} \) is a compact asymptotically stable embedded submanifold of \( M \). Then, \( \mathcal{L} \) is a strong deformation retract of its domain of attraction.

Proof: Combine Theorem 5, Corollary 7, and Proposition 10 in [38].

Rather than merely presenting this lemma, we list in the following several key steps behind this lemma, which are of theoretical interest. For convenience, the domain of attraction of \( \mathcal{L} \) is denoted by \( \mathcal{A}(\mathcal{L}) \).

S.1: As \( \mathcal{L} \) is a compact embedded submanifold, there exists a tubular neighborhood \( \mathcal{W} \) of \( \mathcal{L} \), which can be continuously shrunk to \( \mathcal{L} \); precisely, \( \mathcal{L} \) is a strong deformation retract of \( \mathcal{W} \).

S.2: The asymptotic stability of \( \mathcal{L} \) implies the existence of a smooth Lyapunov function \( V \) on \( \mathcal{A}(\mathcal{L}) \) of which the time derivative \( \dot{V} \) is negative definite on \( \mathcal{A}(\mathcal{L}) \) [39, Th. 3.1]. We can choose a constant \( \rho > 0 \) such that the sublevel set \( \mathcal{V}_\rho := \{x \in M : V(x) \leq \rho\} \), which is a smooth manifold [40], is strictly contained in the tubular neighborhood \( \mathcal{W} \). It follows from the negative definiteness of \( \dot{V} \) that the vector field \( f \) in Lemma 4 only crosses the boundary \( \partial \mathcal{V}_\rho \) of the sublevel set \( \mathcal{V}_\rho \) once, or precisely, the vector field is transverse to \( \partial \mathcal{V}_\rho \).

S.3: Define the first hitting time to be the first time instant when the system trajectory starting from \( \bar{x} \in \mathcal{A}(\mathcal{L}) \)....
reaches the sublevel set \( V_\rho \). Then, since the vector field is transverse to \( \partial V_\rho \), it is proved that the first hitting time \( T_\rho(x) \) is continuous with respect to \( x \in A(\mathcal{L}) \).

S.4: The continuity of the first hitting time implies that \( A(\mathcal{L}) \) can be continuously shrunk to \( V_\rho \), precisely, \( V_\rho \) is a strong deformation retract of \( A(\mathcal{L}) \).

S.5: The two continuous deformation processes in S.1 and S.4 imply that \( A(\mathcal{L}) \) can be continuously shrunk to \( \mathcal{L} \). Or precisely, \( \mathcal{L} \) is a strong deformation retract of \( A(\mathcal{L}) \).\(^8\)

Remark 4 (Outline of an alternative proof): We can independently derive the same result as Lemma 4 using the “local triviality” property [23, Ch. 10] and the Wazewski set theorem [41, Th. 2.3]. But due to the space limit, we only briefly introduce our proof technique for its theoretical interest.

The desired path \( P \) (i.e., equivalent to \( \mathcal{L} \) in Lemma 4) being a compact regular level set implies the property called “local triviality” [23, Ch. 10], which shows the “stability” of the topology of level sets near the desired path. This means that other level sets in the vicinity of the desired path look like the desired path, i.e., they are compact and homeomorphic to the desired path. Consequently, this vicinity is homeomorphic to the elliptic solid torus \( D \times S^1 \), where \( D \subseteq \mathbb{R}^{n-1} \) is an ellipsoid centered at \( 0 \in \mathbb{R}^{n-1} \) and is a sublevel set of the Lyapunov function (13). Thus, we can indirectly study the properties of the original vector field \( \chi \) in a neighborhood of the desired path by investigating the vector field \( \chi' \) in this topological space: the elliptic solid torus \( D \times S^1 \).

Then, using the Lyapunov function (13) and its negative definite derivative, it can be shown that the vector field \( \chi' \) is transverse to the boundary \( \mathcal{S} := \partial D \times S^1 \) of the elliptic solid torus \( D \times S^1 \). This implies the continuity of the first hitting time which is the first time instant a trajectory “outside” of the elliptic solid torus reaches the boundary \( \mathcal{S} \). Therefore, one may imagine that the set of all converging trajectories is continuously compressed into the boundary \( \mathcal{S} \), while every point in the boundary \( \mathcal{S} \) remains stationary during the whole continuous deformation process. This can be rigorously proved by the Wazewski set theorem [41, Th. 2.3], where the boundary \( \mathcal{S} \) turns out to be an exit set, which roughly means that every trajectory starting from this boundary will immediately exit from it.

Moreover, as the desired path is an embedded submanifold of \( \mathcal{M} \), it has a tubular neighborhood \( \mathcal{W} \) and this neighborhood can be continuously shrunk onto the desired path [23, Th. 6.24, Prop. 6.25]. Combining this continuous deformation process with the other one mentioned above, it is intuitive to see that the desired path \( P \) is a (strong) deformation retract of its domain of attraction denoted by \( A(\mathcal{P}) \).\(^9\)

Our proof and that of Lemma 4 both revolve around a) the regularity of the desired path (i.e., a compact regular level set, and thus, an embedded submanifold) and b) the continuity of the first hitting time (due to the transversality of the vector field to some surfaces encompassing the desired path). These two aspects turn out to be crucial in deriving the result.

Remark 5: Note that Lemma 4 does not hold if \( \mathcal{L} \) is not compact. In fact, the compactness of \( \mathcal{L} \) (or the desired path) is a crucial assumption in deriving the subsequent results. A counterexample is illustrated in [42].

An implication of Lemma 4 is the following theorem.

Theorem 2 (Homotopy equivalence): The domain of attraction of the desired path \( P \) with respect to (1) is homotopy equivalent to the unit circle \( S^1 \).

Proof: Let \( \mathcal{L} = P \) in Lemma 4 and note that \( \mathcal{P} \approx S^1 \).\(^\Box\)

We explain the potential utility of Theorem 2. One benefit relies on the computability of the related topological invariants. If global convergence to the limit cycle \( P \) holds, then by Theorem 2, the configuration space \( \mathcal{M} \) and the limit cycle \( \mathcal{P} \) are homotopy equivalent. This means that the homotopy equivalence of the configuration space \( \mathcal{M} \) and the limit cycle \( \mathcal{P} \) is a necessary condition for the global convergence. This further implies that to check if global convergence to the limit cycle \( \mathcal{P} \) is possible, we can examine the topological invariants which are invariant under homotopy equivalences. These topological invariants include the Euler characteristic [15, p. 178], homotopy groups [15, p. 208], homology/cohomology groups [15, pp. 339–355, 374–378], etc. Some of these invariants are already known for some important topological spaces, and more are being investigated in the literature. For example, the fundamental group of \( \text{SO}(3) \) is \( \mathbb{Z}/2 \), while that of \( S^1 \) is \( \mathbb{Z} \).\(^10\)

This implies that on the manifold \( \mathcal{M} = \text{SO}(3) \), it is impossible to guarantee global convergence to a compact desired path \( P \subseteq \text{SO}(3) \), which is homeomorphic to the unit circle. In practice, this implies that, for example, a quadcopter for which the orientations are defined on \( \text{SO}(3) \), cannot follow a set of desired orientations defined by \( P \approx S^1 \), from every initial orientation.

Even though homotopy equivalent sets can look very different (compare \( \mathbb{R}^2 \setminus \{0\} \) and \( S^1 \) for example), another benefit of Theorem 2 is that it helps one obtain some intuition of how a domain of attraction looks. It also helps rule out some possibly wrong intuition that one might be misled into initially, especially when some path-converging or nonpath-converging trajectories are of measure zero, and hence it is difficult, if not impossible, to be depicted by computer simulations. We will illustrate by examples in Section VI.

---

\(^8\)Technically, S.1 implies that there exists a homotopy (corresponding to a strong deformation retraction): \( s : \mathcal{W} \times [0, 1] \to \mathcal{W} \) such that \( s(u, 0) = u, s(u, 1) \in \mathcal{L} \) for all \( u \in \mathcal{W} \) and \( s(I, t) = I \) for all \( I \in \mathcal{L} \) and \( t \in [0, 1] \). Similarly, S.4 implies that there exists a homotopy (corresponding to a strong deformation retraction) \( h : A(\mathcal{L}) \times [0, 1] \to A(\mathcal{L}) \) such that \( h(y, 0) = y, h(y, 1) \in \mathcal{V}_\rho \) for all \( y \in A(\mathcal{L}) \) and \( h(v, t) = v \) for all \( v \in \mathcal{V}_\rho \) and \( t \in [0, 1] \). A new homotopy (corresponding to a strong deformation retraction) \( r : A(\mathcal{L}) \times [0, 1] \to A(\mathcal{L}) \) can be constructed as \( r(y, t) = h(y, 2t) \) for \( y \in A(\mathcal{L}) \) and \( t \in [0, 1/2] \), and \( r(y, t) = s(h(y, 1), 2t - 1) \) for \( y \in A(\mathcal{L}) \) and \( t \in [1/2, 1] \). This homotopy \( r \) shows that \( A(\mathcal{L}) \) is indeed a strong deformation retract of \( A(\mathcal{L}) \) [38, Th., 4].

---

\(^9\)Technically, due to the continuity of the first hitting time, we can define a continuous time function \( T : A(\mathcal{P}) \to \mathbb{R} \), such that \( \Psi^{T(p)}(p) \in \mathcal{W} \) for every \( p \in A(\mathcal{P}) \), where \( \Psi : \mathbb{R} \times \mathcal{M} \to \mathcal{M} \) is the flow of the dynamical system (1). Then, we can deform \( A(\mathcal{P}) \) onto \( \mathcal{P} \) by first “squeezing” \( A(\mathcal{P}) \) into \( \mathcal{W} \) via the homotopy \( G(p, s) = \Psi^{s \cdot T(p)}(p) \) with \( s \in [0, 1] \), and then \( \mathcal{W} \) onto \( \mathcal{P} \) via the homotopy \( G(p, t) = H(\Psi^{T(p)}(p), 2t - 1) \) with \( t \in [\frac{1}{2}, 1] \), where \( H \) is a homotopy corresponding to the deformation retraction of \( \mathcal{W} \) onto \( \mathcal{P} \).

\(^10\)We thank W. Jongeneel for correcting a mistake in this expression made in an earlier version of the paper.
The following theorem is particularized to $\mathcal{M} = \mathbb{R}^n$.

**Theorem 3 (Impimibility of global convergence in $\mathbb{R}^n$):** If the configuration space $\mathcal{M}$ is the $n$-dimensional Euclidean space $\mathbb{R}^n$, then global convergence to the desired path $\mathcal{P}$ is not possible. In addition, if the dichotomy convergence property (i.e., Theorem 1) holds globally\(^{11}\), then the singular set $\mathcal{C}$ is nonempty.

**Proof:** Since $\mathcal{M} = \mathbb{R}^n$ is not homotopy equivalent to $\Sigma^1$, the conclusion follows directly from Theorem 2 and the dichotomy result of Theorem 1.

**Remark 6:** A different proof of the impossibility of global convergence of trajectories to desired paths homeomorphic to $\mathbb{S}^1$ is shown in our previous work [43, Prop. 2], which is only applicable for guiding vector fields defined on the Euclidean space $\mathbb{R}^n$.\(^{12}\)

A major motivation of Theorem 3 is the observation that in many examples in the literature [4], [5], [9], [19], the singular sets are nonempty, and hence global convergence to the desired path is simply not possible.\(^{13}\) But is the case that whenever $\mathcal{P} \approx \mathbb{S}^1$, then there is always a nonempty singular set? For the 2-D case, this is true by the Poincaré–Bendixson theorem, concluding that there always exist at least one singular point of the vector field within the region enclosed by the desired path, which is a limit cycle of the autonomous systems. Nevertheless, the Poincaré–Bendixson theorem cannot be straightforwardly extended to higher-dimensional spaces, for which the conclusion is not clear, but Theorem 3 is able to give an affirmative answer.

It is true that if the singular set $\mathcal{C}$ is determined to be nonempty, then global convergence to the desired path $\mathcal{P}$ is not possible by Theorem 1. However, the significance of Theorem 3 is that it gives a more fundamental conclusion in the sense that it does not depend on the specific expressions of the surface functions $\phi_i$ (hence the vector field $\chi$), and avoids the possibly complicated computations of the singular set $\mathcal{C}$ when the system dimensions are large. Most importantly, the independence of Theorem 3 on the surface functions $\phi_i$ implies that even though we can choose different surface functions $\phi_i$ to represent the same desired path $\mathcal{P}$, practically speaking, Theorem 3 simply prevents us from hoping for better performance in terms of global convergence to the desired path by trying different surface functions $\phi_i$.

Note that the root causes of this topological obstacle are: a) the system (1) is autonomous; b) the stable desired path is homeomorphic to the unit circle while $\mathcal{M} = \mathbb{R}^n$. Another implication of Theorem 3 is that if one must achieve a global convergence result, then the only possible approach is to change the topology of the desired path $\mathcal{P}$, if the autonomous system (1) is given. This is possible by, for example, “tearing” and “stretching” the compact desired path along an additional dimension, and thereby transforming it to an unbound one which is homeomorphic to the real line (i.e., $\mathcal{P} \approx \mathbb{R}$). This way, at least, the topological obstruction is removed. See [43], [44] for our recent results along these lines applicable in Euclidean spaces.

### B. Existence of Nonpath-Converging Trajectories

Theorem 3 concludes that global convergence to the desired path in $\mathbb{R}^n$ is not possible when $\mathcal{M} = \mathbb{R}^n$. Thus, it is of significant interest to show the existence of the nonpath-converging trajectories, which do not converge to $\mathcal{P}$. A theorem identifying some of these trajectories follows; the proof involves notions such as covering spaces, lifts, fundamental groups and homology, so we refer to [15, Ch. 7, Ch. 11, and Ch. 13] for an introduction.

Before presenting the main theorem, we first provide some preliminary lemmas and notations. The notation $H_{n-1} \cdot \mathcal{C}$ denotes the $(n-1)$-dimensional homology group $[15, \text{Ch. 13}]$, and $(\cdot)$, denotes the homomorphism between homology groups induced by a continuous map $(\cdot)$. Let $\mathcal{B}^{n-1} := \{x \in \mathbb{R}^{n-1} : \|x\| < 1\}$ be the unit open ball in $\mathbb{R}^{n-1}$ centered at $0$, and $\mathcal{B}^{n-1}_0 := \mathcal{B}^{n-1} \setminus \{0\}$.

**Lemma 5:** There holds $H_{n-1}(\mathcal{B}^{n-1}_0 \times \mathcal{R}) = \{0\}$.

**Proof:** Since $\mathcal{S}^{n-2}$ is a deformation retract of $\mathcal{B}^{n-1}$, and $\mathcal{R}$ is contractible (i.e., homotopy equivalent to a singleton), $\mathcal{B}^{n-1}_0 \times \mathcal{R}$ is homotopy equivalent to $\mathcal{S}^{n-2} \times \{x_0\}$, for a point $x_0 \in \mathcal{R}$. In addition, $\mathcal{S}^{n-2} \times \{x_0\}$ is homomorphic to $\mathcal{S}^{n-2}$. Therefore, we have $H_{n-1}(\mathcal{B}^{n-1}_0 \times \mathcal{R}) = H_{n-1}(\mathcal{S}^{n-2} \times \{x_0\}) = \{0\}$ [15, Th. 13.23]. \(\square\)

**Lemma 6:** Let $i_{\partial \mathcal{B}_R} : \partial \mathcal{B}_R \to \mathbb{R}^n \setminus \mathcal{P}$ be the inclusion map, where $\partial \mathcal{B}_R$ denotes the boundary of a closed ball $\mathcal{B}_R \subseteq \mathbb{R}^n$ of radius $R$ containing the desired path $\mathcal{P}$. The homomorphism $i_{\partial \mathcal{B}_R} : H_{n-1}(\partial \mathcal{B}_R) \to H_{n-1}(\mathbb{R}^n \setminus \mathcal{P})$ induced by $i_{\partial \mathcal{B}_R}$ is nontrivial.\(^{14}\)

**Proof:** Fix $x_0 \in \mathcal{P}$, and denote by $j_{\partial \mathcal{B}_R}$ and $j_{\mathcal{R} \setminus \mathcal{P}}$, respectively, the inclusions of $\partial \mathcal{B}_R$ and $\mathbb{R}^n \setminus \mathcal{P}$ into $\mathbb{R}^n \setminus \{x_0\}$. Then

$$j_{\partial \mathcal{B}_R} = j_{\mathbb{R}^n \setminus \mathcal{P}} \circ i_{\partial \mathcal{B}_R}.$$  \(^{(20)}\)

Since $x_0$ lies inside the ball $\mathcal{B}_R$ of which the boundary is $\partial \mathcal{B}_R$, $\partial \mathcal{B}_R$ is a deformation retract of $\mathbb{R}^n \setminus \{x_0\}$ and hence $i_{\partial \mathcal{B}_R}$ is a homotopy equivalence between $\partial \mathcal{B}_R$ and $\mathbb{R}^n \setminus \{x_0\}$. Thus, $j_{\partial \mathcal{B}_R}$ induces an isomorphism $j_{\partial \mathcal{B}_R} \cdot : H_{n-1}(\partial \mathcal{B}_R) \to H_{n-1}(\mathbb{R}^n \setminus \{x_0\})$ [15, Corollary 13.9]. Since (20) implies [15, Prop. 13.2]

$$j_{\partial \mathcal{B}_R} \cdot : \partial \mathcal{B}_R \to \mathbb{R}^n \setminus \{x_0\}$$

$$j_{\partial \mathcal{B}_R} \cdot = j_{\mathbb{R}^n \setminus \mathcal{P}} \circ i_{\partial \mathcal{B}_R},$$

and $H_{n-1}(\partial \mathcal{B}_R) \simeq H_{n-1}(\mathbb{R}^n \setminus \{x_0\}) \simeq \mathcal{Z}$ [15, Th. 13.23], this implies that $i_{\partial \mathcal{B}_R}$ is nontrivial. \(\square\)

Now we are ready to state the following main theorem.

**Theorem 4 (Existence of nonpath-converging trajectories):** Suppose $n \geq 3$ for the autonomous differential (1), where the desired path $\mathcal{P} \subseteq \mathbb{R}^n$ is an embedded submanifold in $\mathbb{R}^n$ and a (locally) asymptotically stable limit cycle. For any closed ball

\(^{11}\)See Remark 2 regarding when Theorem 1 globally holds.

\(^{12}\)This can be seen from, for example, the fact that the Euler characteristic of $\Sigma^1$ is 0 while that of $\mathbb{R}^n$ is 1.

\(^{13}\)When the singular set is nonempty, every trajectory of (1) starting from the singular set will simply remain stationary in the singular set [since a singular point is an equilibrium point of (1)], and thus, it does not converge to the desired path. Therefore, the global convergence of trajectories to the desired path is simply not possible.

\(^{14}\)A homomorphism $h : G \to G'$ between any two groups (e.g., fundamental groups, homology groups) is called trivial if $h$ maps every element in $G$ to the identity element, denoted by $0$, in $G'$. The homomorphism $h$ is called nontrivial if it is not trivial.
Fig. 4. Relations of continuous maps in Theorem 4. The set $\partial B_R$ is an $(n-1)$-dimensional sphere. The map $p$ is a covering map, $\tilde{g}_T$ is a lift of $g_T$ such that $g_T = p \circ \tilde{g}_T$, and $\Psi^T = i_{\partial B_R} \circ g_T$, where $i_{\partial B_R}$ is an inclusion map. The map $\Psi^T$ is homotopic to the inclusion map $i_{\partial B_R}$. $\overline{B}_R \subseteq \mathbb{R}^n$ that contains $\mathcal{P}$ (precisely, $\mathcal{P} \subseteq \text{int } \overline{B}_R$), there exists at least one trajectory of (1) starting from the boundary $\partial B_R$ of the ball $\overline{B}_R$ that does not converge to $\mathcal{P}$.

**Proof:** Step 1 (construct the map $\Psi^T$): We prove by contradiction. Denote by $\Psi : \mathbb{R} \times \mathbb{R}^n \to \mathbb{R}^n$ the flow of (1), i.e., $\gamma(t) = \Psi^t(x)$ is the solution of (1) with the initial condition $\gamma(0) = x$. Suppose that any trajectory starting from the boundary $\partial B_R$ of the closed ball $\overline{B}_R$ (i.e., $\partial B_R$ is an $(n-1)$-dimensional sphere) converges to the limit cycle $\mathcal{P}$; then for any point $x \in \partial B_R$, there exists some $T_x > 0$ such that $\Psi^t(x) \in \mathcal{O}$ for all $t \leq T_x$, where $\mathcal{O}$ is a tubular neighborhood $\mathcal{O}$ of $\mathcal{P}$ in $\mathbb{R}^n$. By the compactness of $\partial B_R$ and the asymptotic stability of the limit cycle $\mathcal{P}$, one can show that there exists $T > 0$ such that $\Psi^T(\partial B_R) \subseteq \mathcal{O} \setminus \mathcal{P}$.

Step 2 (rewrite $\Psi^T$): We can write $\Psi^T : \partial B_R \to \mathbb{R}^n \setminus \mathcal{P}$ as the composition of two functions as follows:

$$
\Psi^T = i_{\partial B_R} \circ g_T
$$

where $g_T : \partial B_R \to \mathcal{O} \setminus \mathcal{P}$ is simply the codomain restriction of $\Psi^T$, and $i_{\partial B_R} : \mathcal{O} \setminus \mathcal{P} \to \mathbb{R}^n \setminus \mathcal{P}$ is the inclusion map.

Step 3 (construct a covering map): Since $\mathcal{P}$ is an embedded submanifold in $\mathbb{R}^n$, and $\mathcal{O}$ is a tubular neighborhood, there exists a diffeomorphism $\beta : \mathcal{O} \to B^{n-1} \times S^1$ such that $\beta(\mathcal{P}) = \{0\} \times S^1$ [23, Th. 6.24]. Since $\beta$ is a diffeomorphism between $\mathcal{O}$ and $B^{n-1} \times S^1$, and $\beta(\mathcal{P}) = \{0\} \times S^1$, it follows that $\mathcal{O} \setminus \mathcal{P}$ is diffeomorphic to $B^{n-1} \times S^1$.

Therefore, $p : B^{n-1} \times \mathbb{R} \to \mathcal{O} \setminus \mathcal{P}$

$$(u, \theta) \mapsto \beta^{-1}(\beta(u) + e^{i\theta})$$

is a covering map [15, p. 278] with $B^{n-1} \times S^1$ being the covering space of $\mathcal{O} \setminus \mathcal{P}$.

Step 4 (lift $g_T$ and form a contradiction): Since $\partial B_R$ is simply connected and locally path-connected for $n \geq 3$ [15, Th. 7.20], the continuous map $g_T : \partial B_R \to \mathcal{O} \setminus \mathcal{P}$ can be lifted [15, Corollary 11.19]; that is, there exists $\tilde{g}_T : \partial B_R \to B^{n-1} \times \mathbb{R}$ such that $g_T = p \circ \tilde{g}_T$ (see Fig. 4). It follows from Lemma 5 that $\tilde{g}_T \upharpoonright : H_{n-1}(\overline{B}_R) \to H_{n-1}(B^{n-1} \times \mathbb{R})$ is trivial. Therefore, $\Psi^T = i_{\partial B_R} \circ p \circ \tilde{g}_T \upharpoonright$ is trivial [15, Prop. 13.2].

15 Since $\mathcal{P}$ is an embedded submanifold in $\mathbb{R}^n$, a tubular neighborhood $\mathcal{O}$ of $\mathcal{P}$ always exists [23, Th. 6.24].

16 More precisely, the tubular neighborhood $\mathcal{O}$ being diffeomorphic to $B^{n-1} \times S^1$ is because the normal bundle of a loop in $\mathbb{R}^n$ is orientable.

17 A homotopy between $i_{\partial B_R} \circ \partial B_R \to \mathbb{R}^n \setminus \mathcal{P}$ and $\Psi^T : \partial B_R \to \mathbb{R}^n \setminus \mathcal{P}$ is $G : \partial B_R \times [0, 1] \to \mathbb{R}^n \setminus \mathcal{P}$ defined by $G(x, s) = \Psi^{sT}(x)$.
starting from the boundary of the ball \( \partial B_R \) such that it does not converge to the limit cycle \( \mathcal{P} \).

Here the set \( \mathcal{H} \) can be regarded as a collection of holes, and the condition \( \mathcal{H} \cap \text{int} \, B_R \neq \emptyset \) means that there is at least one hole inside the closed ball \( B_R \). Furthermore, as this ball can be shrunk to be arbitrarily close to the “hole,” this indicates that in the close vicinity of the “hole,” such a nonpath-converging trajectory exists. This somehow gives a way to locate where the nonpath-converging trajectories originate from. In practice, this indicates the following conjecture.

**Conjecture 2:** It is impossible for vehicles (e.g., a wheeled robot, a drone) of which the motions are governed by the autonomous system (1) to smoothly converge to a desired configuration (e.g., position, orientation) from every initial configuration in an environment scattered with obstacles.

This is because the vehicles cannot bump into obstacles, and thus these obstacles are regarded as “holes” \( \mathcal{H} \) in the configuration space \( \mathcal{M} \) (e.g., \( \mathcal{M} = \mathbb{R}^2 \) for a wheeled robot moving on a plane or \( \mathcal{M} = SE(3) \) for a drone flying with different poses). This is a general conjecture independent of how the configuration space looks; a similar conclusion was drawn in [22] and [49] for the special case of a sphere world. Conjecture 2 is also consistent with the recent result in [50, Th. 11], which shows that the global asymptotic stabilization of the origin using continuous controllers is not possible in environments with (bounded) obstacles.

**VI. NUMERICAL SIMULATIONS**

We present simulation examples in this section to illustrate the theoretical results in Section V-A. These examples are meant to display the initial conditions under which trajectories do not converge to the desired path. They are consistent with the claim that the domains of attraction of the desired path are indeed homotopy equivalent to the unit circle.

In the first example, we choose \( \phi = x^2/4 + y^2 - 1 \) and the gain is \( k = 1 \) in (GVF-E). For the 2-D case, the wedge product in (GVF-E) is calculated by \( \wedge \phi = E \phi \), where \( E \in SO(2) \) is a 90° rotation matrix. It can be numerically calculated that there is only one singular point \( s_{A1} = (0, 0) \). Since the eigenvalues of the Jacobian matrix of the vector field at this singular point have all positive real parts, the singular point is a source of (1). Therefore, one could conclude that the domain of attraction of the ellipse is \( A_1 := \mathbb{R}^2 \setminus s_{A1} \), and it is indeed homotopy equivalent to the unit circle (see the streamlines in Fig. 5).

In the second example, we choose a Cassini oval, which is characterized by \( \phi = x^4 + y^4 - 2a^2(x^2 - y^2) + a^4 - b^4 \), where \( a = 2, b = 2.1 \). The gain of the vector field (GVF-E) is \( k = 0.1 \). One could calculate that there are three singular points: \( s_{B1} = (0, 0), s_{B2} = (a, 0), s_{B3} = (-a, 0) \). Following the first example, one might think that the domain of attraction of this example is \( A_2 := \mathbb{R}^2 \setminus \{ s_{B1}, s_{B2}, s_{B3} \} \), similar to the case of a circle or an ellipse. A direct computer numerical calculation may also lead one to this conclusion. But this is incorrect by Theorem 2, as \( A_2 \) is not homotopy equivalent to \( S^1 \).

In fact, by examining the eigenvalues of the Jacobian matrices at these three singular points, we find out that \( s_{B1} \) is a saddle point while \( s_{B2} \) and \( s_{B3} \) are unstable sources. By the Hartman-Grobman theorem [37, Th. 7.3], one could conclude that there must be a “line” of points (the stable manifold of \( s_{B1} \)) starting from which the trajectories of (1) converge to the saddle point \( s_{B1} \), and by Theorem 2, this “line” probably connects the other two singular points. In fact, after experimenting with different plotting parameters, we find out that there indeed exists such a “line” \( L_B \) [see the magenta arrows in Fig. 6(a)]. Then, the domain of attraction of the Cassini oval is \( A_2 := \mathbb{R}^2 \setminus L_B \approx S^1 \).

In the third example, a 3-D tilted circle is the desired path, which is the intersection of a rotated (i.e., nonaxis-parallel) right circular cylinder and a rotated plane described by \( \phi_1 = x^2 + 0.5(y + z)^2 - 1 = 0 \) and \( \phi_2 = y - z = 0 \), respectively, [see Fig. 6(b)]. The gains are chosen as \( k_1 = k_2 = 1 \) for the vector field (GVF-E). There is only one singular point at the origin \( s_{C1} = (0, 0, 0) \), and there is only one eigenvalue of the Jacobian matrix with a positive real part. The line of symmetry of the cylinder, denoted by \( L_C := \{ (0, u, -u) \in \mathbb{R}^3 : u \in \mathbb{R} \} \), is normal to the plane. The vector field evaluated at any point \( p \in L_C \) on this line is \( \chi(p) = (0, -2y, 2y) \), where \( y \) is the second coordinate of the point. This vector \( \chi(p) \) aligns with \( L_C \) and points toward the singular point \( s_{C1} \). This is consistent with Theorem 4, since for every ball that contains that desired path, every trajectory starting from the intersection point of the ball

---

18For example, by invoking StreamPlot in Mathematica directly.
19We use StreamPlot in Mathematica and combine figures with different sampling parameters.
A planar robot arm with two revolute joints of which the angles are denoted by \( \theta_1 \) and \( \theta_2 \). The dashed line is the desired path to follow in the Cartesian space \( \mathbb{R}^2 \), which corresponds to \( \phi(\theta_1, \theta_2) = \theta_1 + \theta_2 - \pi/2 = 0 \) in the joint space \( \mathcal{M} = S^1 \times S^1 \). The torus \( \mathcal{M} = S^1 \times S^1 \) is transparent such that trajectories are visible. The red dashed line is the desired path \( \mathcal{P} \subseteq \mathcal{M} \). The blue, green and cyan solid lines are trajectories corresponding to initial conditions \( (\theta_1, \theta_2) = (0,0), (0.3, \pi) \) and \( (1.5\pi, 0.5\pi) \) respectively.

and the line of symmetry \( \mathcal{L}_C \) will move along \( \mathcal{L}_C \) and converge to the singular point rather than the desired path. In addition, the domain of attraction of the tilted circle is \( A_3 := \mathbb{R}^3 \setminus \mathcal{L}_C \), which is also homotopy equivalent to \( S^1 \). This example is the same as that in [5]. Note that, Lawrence et al. [5] cannot claim global convergence, since the initial condition is restricted in a compact set. As shown here, only almost global convergence to the 3-D circle can be achieved.

In the fourth example, we consider a configuration space which is not the Euclidean space. Specifically, we consider the example of a planar robot arm with two revolute joints, and we want to control the angles \( \theta_1, \theta_2 \in S^1 \) of these two revolute joints such that the end-effector of the robot arm follows some desired trajectory [see Fig. 7(a)]. Therefore, the configuration space \( \mathcal{M} = T^2 = S^1 \times S^1 \) is a torus. We aim to let the joint angles follow the desired path \( \mathcal{P} \subseteq \mathcal{M} \) in the joint space as follows:

\[
\mathcal{P} = \{ (\theta_1, \theta_2) \in S^1 \times S^1 : \phi(\theta_1, \theta_2) = 0 \} \tag{21}
\]

where \( \phi(\theta_1, \theta_2) = \theta_1 + \theta_2 - \pi/2 \). The desired path in the joint space described by these two angles corresponds to a circle trajectory of the center of the end-effector in the Cartesian space. In other words, if the joint angles \( \theta_1, \theta_2 \) are controlled to follow \( \mathcal{P} \), then it turns out that the center of the end-effector will follow a circle centered at \( (0, L_2) \) with radius \( L_1 \), where \( L_1 \) and \( L_2 \) are the link lengths of the robot arm. The configuration space \( \mathcal{M} \) and the desired path \( \mathcal{P} \subseteq \mathcal{M} \) are illustrated in Fig. 7(b). Since \( \mathcal{M} = T^2 \) is not homotopy equivalent to \( S^1 \), global convergence from \( \mathcal{M} \) to the desired path \( \mathcal{P} \subseteq \mathcal{M} \) is not possible from Theorem 2. However, one way to achieve global convergence is to lift the problem to the covering space \( [15, \text{pp. 278–287}] \mathbb{R}^2 \) of \( T^2 \) and the simple-closed desired path \( \mathcal{P} \) is thereby transformed to a straight line in \( \mathbb{R}^2 \), which is a deformation retract of \( \mathbb{R}^2 \). Then, the vector-field-guided path-following problem can be solved in the space \( \mathbb{R}^2 \). More specific, we regard the angles in (21) as \( (\theta_1, \theta_2) \in \mathbb{R}^2 \), and the function \( \phi : \mathbb{R}^2 \to \mathbb{R} \), and derive the guiding vector field using (GVF-E). Here, the vector field is no longer defined on \( T^2 \) but on \( \mathbb{R}^2 \). By some computations, one can observe that there are no singular points of the vector field (GVF-E) in \( \mathbb{R}^2 \), and therefore, the global convergence from any point \( (\theta_1, \theta_2) \in \mathbb{R}^2 \) in the covering space to the desired path \( \mathcal{P} \) is expected. As seen from Fig. 7(b), three integral curves of the vector field (GVF-E) all converge to the desired path \( \mathcal{P} \). For more detail about the idea of “lifting” the original configuration space to achieve global convergence to the desired path in the Euclidean space, see [43].

In the fifth example, the manifold \( \mathcal{M} \) is the special orthogonal group \( SO(3) \), which consists of a set of orthogonal matrices whose determinants are 1. Since \( SO(3) \) is an embedded submanifold of \( \mathbb{R}^{3 \times 3} \), we have \( SO(3) = \{ A \in \mathbb{R}^{3 \times 3} : A^T A = I, \det A = 1 \} \). Therefore, we can choose six functions in (8) as follows: \( f_1 = A_1 A_2, f_2 = A_1^3 A_3, f_3 = A_2^2 A_3, f_4 = A_1^2 A_1 - 1, f_5 = A_1 A_2 - 1, f_6 = A_1^3 A_3 - 1 \), and \( \alpha_i = 0 \) for \( i = 1, \ldots, 6 \), in (8), where \( A_j \) is the \( j \)-th column of the matrix \( A \), for \( j = 1, 2, 3 \). Note that the gradient of the function \( f_i \), \( i = 1, \ldots, 6 \), is a column vector consisting of the partial derivatives of \( f_i \) with respect to each of the nine entries of the matrix \( A \in \mathbb{R}^{3 \times 3} \). We choose the desired path

\[
\mathcal{P} = \{ A \in SO(3) : \phi_i(A) = a_{ij} = 0, \phi_2(A) = a_{23} = 0 \} = \{ \text{Rot}_z(\theta) : \theta \in S^1 \} \cup \{ \text{Rot}_x(\pi)\text{Rot}_z(\theta) : \theta \in S^1 \}
\]

where \( a_{ij} \) is the \( i \)-th entry of the matrix \( A \), and \( \text{Rot}_{x,y,z}(\theta) \) is a rotation matrix encoding the rotation of \( \theta \) radians about the \( x \), \( y \), or \( z \)-axis. Since \( \mathcal{P} \) constitutes two disjoint components \( \mathcal{P}_1 \) and \( \mathcal{P}_2 \) in (22), which component a trajectory converges to relies on the initial condition. We choose the initial condition to be \( \xi_0 = \text{Rot}_z(\pi/4)\text{Rot}_y(-\pi/4) \in SO(3) \), and the corresponding trajectory converges to \( \mathcal{P}_1 \). Intuitively, the trajectory in \( SO(3) \) represents continuous pose transitions starting from \( \text{Rot}_x(\pi/4)\text{Rot}_y(-\pi/4) \) to rotations about the \( z \)-axis of the “identity pose” \( \text{I} = \text{Rot}_z(0)\text{Rot}_y(0)\text{Rot}_z(0) \) (see Fig. 8).

**Remark 9:** It might be elusive to design a desired path \( \mathcal{P} \) on \( SO(3) \), which is the zero regular level set of the “stacked” function \( \Phi := (\phi_1, \phi_2) : SO(3) \to \mathbb{R}^2 \). One convenient approach is to introduce two continuous surjective functions \( \mu : SO(3) \to S^2 \subseteq \mathbb{R}^3 \) defined by \( R \to Rv \) with \( v = (0,0,1) \in S^2 \subseteq \mathbb{R}^3 \), and \( \pi_{xy} : S^2 \subseteq \mathbb{R}^3 \to \mathbb{R}^2 \) being the projection of the first two coordinates onto the \( xy \)-plane. One can check that \( \mu \) is a submersion on \( SO(3) \) and \( \pi_{xy} \) is a submersion on \( S^2 \setminus \{(x,y,z) : z = 0, \} \). Let \( \Phi = \pi_{xy} \circ \mu ; \) then every point of the open disk \( \{(x,y) \in \mathbb{R}^2 : x^2 + y^2 < 1 \} \) is a regular point of \( \Phi \). Therefore, the desired path \( \mathcal{P} \) above is the (regular) zero-level set \( \Phi^{-1}((0,0)) = \pi_{xy} \circ \mu^{-1}((0,0)) = \mu^{-1}((0,0,1)) \cup \mu^{-1}((0,0,1)) = \mathcal{P}_1 \cup \mathcal{P}_2 \) in (22). It is of interest to investigate

\[21\] These constraints do not rule out the possibility that \( \det A = -1 \), but once the initial configuration is in \( SO(3) \), then the whole trajectory is always in \( SO(3) \); i.e., the determinant of any matrix of the trajectory is always 1. This is due to the fact that \( \{ A \in O(3) : \det A = -1 \} = SO(3) \) are disjoint.
more complicated desired paths in $SO(3)$ (i.e., pose motions) by specifying different functions $\Phi$.

VII. CONCLUSION AND FUTURE WORK

We investigate some topological aspects of a guiding vector field defined on a general smooth Riemannian manifold for the path-following control problem, and analyze the stability and attractiveness of the desired path and the singular set. Specifically, we first generalize the widely studied guiding vector field concept defined on Euclidean space to one defined on a general smooth manifold such that the new guiding vector field enables asymptotic following of a desired path defined on a manifold, such as a torus for robot arm joint space control applications. Then, motivated by many examples in the literature, we propose a question regarding whether singular points always exist in a guiding vector field when the desired path is homeomorphic to the unit circle. This question is directly related to the possibility of global convergence to the desired path. Since we consider a general smooth $n$-dimensional Riemannian manifold $\mathcal{M}$, the Poincaré–Bendixson theorem is not always applicable.

To answer this question, we first derive the dichotomy convergence property of the new guiding vector field, and conduct stability and attractiveness analysis of the desired path and the singular set. Then, we revisit an existing topological result and provide some interpretations and implications for the vector field guided path-following problem. It turns out that the domain of attraction of the desired path (homeomorphic to the unit circle) is homotopy equivalent to the unit circle. For the particular case when $\mathcal{M} = \mathbb{R}^n$, we conclude that global convergence to the desired path is impossible, and singular points always exist when the dichotomy convergence property holds globally. Motivated by this impossibility result of global convergence to the desired path, we have shown the existence of nonpath-converging trajectories. More specifically, we have proved that for any ball containing the desired path, there always exists at least one nonpath-converging trajectory starting from the boundary of the ball. This result is related to the topological aspect of motion planning problems in obstacle-populated environments. Several numerical examples are provided to illustrate the theoretical results.

One of our results’ implications is that one should retreat to other approaches if global convergence in $\mathbb{R}^n$ is required. A possible solution is to change the topology of the desired path by “tearing” and “stretching” it along a virtual axis, and thus the new desired path is unbounded and homeomorphic to the real line in a possibly higher dimensional space [43, 44]. The detailed proofs of Conjectures 1 and 2 are left for future work.
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