Translating Natural Language Instructions to Computer Programs for Robot Manipulation

Sagar Gubbi Venkatesh\textsuperscript{1,2}, Raviteja Upadrashta\textsuperscript{2}, and Bharadwaj Amrutur\textsuperscript{1,2}

\textbf{Abstract}—It is highly desirable for robots that work alongside humans to be able to understand instructions in natural language. Existing language conditioned imitation learning methods predict the actuator commands from the image observation and the instruction text. Rather than directly predicting actuator commands, we propose translating the natural language instruction to a Python function which when executed queries the scene by accessing the output of the object detector and controls the robot to perform the specified task. This enables the use of non-differentiable modules such as a constraint solver when computing commands to the robot. Moreover, the labels in this setup are significantly more descriptive computer programs rather than teleoperated demonstrations. We show that the proposed method performs better than training a neural network to directly predict the robot actions.

I. INTRODUCTION

A generalist robot that can operate alongside humans and perform a variety of tasks in unconstrained environments is a long standing vision of robotic learning. It is highly desirable for such robots to be capable of understanding instructions in natural language from untrained users\cite{1}. In this paper, we address the problem of programming robots using natural language.

Imitation learning has been used in recent years to learn end-to-end visuomotor policies that directly map pixels to robot actuator commands\cite{2}\cite{3}\cite{4}\cite{5}\cite{6}\cite{7}. However, this is not the only way neural networks can be used for controlling robots. It is also possible to use sensor data such as the camera feed to construct a vector space representation of the world and then to plan a path in this space\cite{8}. For example, an object detector can be used to find all the objects in the scene which can then be used to determine the robot motion necessary to move the objects to particular positions. Although this introduces rigidity in the representation of the world, the advantages of this approach include modularity (the object detector can be replaced without modifying the rest of the system) and interpretability (the output of the object detector can be examined separately).

The majority of recent works on imitation learning have used some input device such as game controller\cite{9}, VR controller\cite{3}, visual odometry based 6-DoF position tracking using smartphones\cite{10}\cite{11}, space mouse\cite{12}, etc. to record experts teleoperating a robot. In this work, we take a different approach to collect expert demonstrations. We give a natural language instruction prompt and have experts write a Python function that controls the robot to accomplish the task specified in the instruction (Fig. 1). This function takes the output of an object detector as its argument and moves the end-effector of the robot arm to perform the specified task (Fig. 2). The dataset collected in this manner is used to train a neural network that takes a natural language instruction as input and predicts a Python function block which controls the robot when executed.

A few examples of the tasks we consider are: (a) Push

\begin{figure}[h]
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\includegraphics[width=0.8\textwidth]{fig1.png}
\caption{The robot receives an instruction in natural language, say “Topple the lock”, observes the scene through the camera, localizes the objects in front of it, translates the natural language instruction to a Python function block, and then executes the function.}
\end{figure}

\begin{figure}[h]
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\includegraphics[width=0.8\textwidth]{fig2.png}
\caption{The instruction in natural language is translated into a Python function block, and the output of the object detector is passed as arguments to the function.}
\end{figure}
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the orange towards the apple, (b) Place the apple between the orange and the apple, (c) Pick up the orange and use it to push the bottle off the edge of the table. Although our robot does not use a force sensor and can only move the end-effector using position control, it is possible to expand the set of primitive instructions of the robot to include complex macro instructions such as peg-in-hole insert instruction that may invoke a separately trained policy network[12]. Our approach is most suitable for “gluing” together simpler commands to compose a more complex program. A potential application for our method is in augmenting teach pendants to accept instructions in natural language.

There are several advantages of having expert demonstrations in the form of program code. One is that the expert program can invoke complex subroutines such as a constraint solver. It can be difficult to train an end-to-end neural network to copy the behavior of such complex modules. The other advantage is that the intention of the expert is clearer and less ambiguous in the program representation than in teleoperated demonstrations. For example, to “push the orange off the table”, the program to perform this task clearly indicates the robot motion for different possible positions of the orange, whereas, we would need many more teleoperated demonstrations each corresponding to a different position of the object to be able to train a neural network to reliably copy the expert behavior. Finally, the program representation is more interpretable and amenable to analysis before it is executed.

Our contributions are:

- We propose an imitation learning setup where the expert demonstrations are in the form of program code and use a neural translation model to translate instructions in English to Python code that controls the robot.
- We show that the proposed method performs better than directly mapping natural language instructions to actuation commands.

The rest of this paper is organised as follows. In the following section, related work is discussed. Section 3 defines the problem statement. In Section 4, the neural network architecture that we use is described in detail. Experimental results are discussed in Section 5, and Section 6 concludes the paper.

II. RELATED WORK

Several recent papers have demonstrated that it is possible to learn visuomotor skills from human demonstrations[6][13][14][12][5][9][7]. Input devices such as VR controller[3], space mouse[12], visual odometry for 6-DoF position tracking using smartphones[10][11], etc. have been used to gather expert demonstrations. What is common to all of these approaches is that some input device is used to enable human experts to teleoperate the robot. In this work, we deviate from that approach by having experts indirectly control the robot by writing Python programs.

Understanding natural language in the context of the visual scene of the robot has been addressed by several papers. In [15], a robot system to pick and place common objects is built where the object is inferred from the input image and grounded language expressions. The problem of referring to objects in an unambiguous manner is addressed in [16]. Although there may be ambiguities in the natural language input, the spatial relationships between objects are used to disambiguate the meaning and resolve the object being referred to. Understanding instructions provided in spoken language with incomplete information based on the context of the input image and common sense reasoning is addressed in [17]. The authors in [18] propose a synthetic dataset for visual question answering to debug and understand weaknesses in different grounded natural language reasoning models. In [19], the Blocks dataset is proposed. This dataset contains instructions to move blocks such as "Move block 6 north of block 8" along with the positions of all the blocks in the scene before and after the instruction has been executed. Our work also has an emphasis on spatial reasoning, but we go beyond moving around a single block or object.

Unlike the above mentioned works, the Learning from Play (LfP) approach in [1] is end-to-end imitation learning with the neural network directly controlling the actuators. This builds on goal-based imitation learning where a neural network prediction is conditioned on the current image observation and the desired target image. Rather than using the target image, [1] replaces it with a latent vector derived from the natural language input. In this paper, we use the more traditional imitation learning approach and have experts translate natural language instructions into Python code.

In Concept2Robot[20], a large dataset of human demonstrations (not teleoperated) is used to learn a video classifier that predicts the task being performed in the video. This classifier is then used as a reward function for reinforcement learning to train another network that takes the natural language instruction and predicts the desired goal pose. In this work, we do not use reinforcement learning or a reward function and instead use the programs written by the expert in a fully supervised learning setting.

Much attention is devoted to object detection in the computer vision literature[21][22][23][24][25]. Although end-to-end imitation learning does not use object detection, it is also possible to use a pipelined approach where object detection is one module. For example, in [26], the pick-and-place task is performed by picking up the object at a grasp point and then bringing it near the camera for classifying to which bin the object should be placed in. In this paper, we use a fully convolutional object detector inspired by [22] to detect the positions and sizes of all the objects in the scene.

The problem of answering queries in natural language using data from a table is addressed in [27]. There are broadly two approaches to this problem. One way is to approach this as a semantic parsing problem and to generate a logical form or a SQL query from the natural language input. The other way is to process the natural language instruction along with the contents of the table to directly predict the answer. The latter approach subsumes the process of running the query into the neural network itself. In this paper, we generate Python function blocks rather than SQL statements.
We consider two different tasks where the task is specified using natural language.

In [28], the authors propose generating code from documentation strings. In [29], a pre-trained model for programming languages is proposed. A “transpiler” that translates code from one language to another is proposed in [30]. Although this paper also proposes generating code from natural language, the end goal of controlling the robot is different. As a result, the evaluation metrics and baselines also differ. Moreover, our primary objective in this work is not to improve on code generation methods, but to show that generating code can outperform direct prediction of actuator commands.

III. TASK DESCRIPTION

In this section, we provide a detailed description of each task, along with sample programs that demonstrate how to implement them using natural language instruction.

A. Arrange task

This task involves taking objects from a tray and placing them at different positions on the table. The instruction in natural language along with the width and height of all the objects are the inputs and the goal is to predict the positions of the objects on the table. The motion planning to pick up the object from the tray and place it at the specified location is performed separately (this is not learnt).

Figures 3 and 4 show sample programs that compute the positions of the objects for the given natural language instruction. The program uses the Cassowary constraint solver (which uses the simplex method) to declaratively specify constraints for the positions of the objects. Note that it’s not entirely declarative and the program can access the intermediate solution before declaring additional constraints.

B. Manipulation task

This task involves manipulating objects on the table as specified by the natural language instruction. Typical tasks involve reaching for an object, pushing an object somewhere, and picking-and-placing an object. To control the robot, the action space is (a) to move the end effector of the robot to the specified position (x, y, z, r), and (b) to control the suction gripper (on/off). The robot can be controlled by emitting

Figures 5 and 6 show sample programs that manipulate objects on the table.

```python
def func(robot, apple, orange, banana, lemon, strawberry):
    # place the apple at the middle of the right edge, the orange at the right-top corner, the strawberry at the specified position
    solver.add_constraint(apple.x == 1)
    solver.add_constraint(orange.x == 0)
    solver.add_constraint(strawberry.x == 0)

    # move the end effector to the specified position
    robot.move_to(strawberry.x, strawberry.y, strawberry.z)
```

Fig. 5. A sample function for the manipulation task that takes the positions and sizes of all the objects on the table and determines the sequence of robot actions to accomplish the goal specified by the natural language instruction (which is shown in the docstring). The program can control the robot by specifying the end-effector position and the suction gripper state (on/off).

```python
def func(robot, apple, strawberry):
    # push the strawberry towards the orange
    theta = math.atan2(strawberry.y-strawberry.y, strawberry.x-strawberry.x)
    r = strawberry.w/2*strawberry.h/2
    robot.move_to((strawberry.x-r*math.cos(theta), strawberry.y-r*math.sin(theta), strawberry.z+strawberry.d/2, theta))
```

Fig. 6. A sample function for manipulation task that uses trigonometric functions in the Python standard library to compute the trajectory of the end-effector of the robot.
a sequence of end effector poses and grip commands. An object detector makes available the positions and sizes of all the objects. The goal is to take the positions and sizes of all the objects on the table and to emit a sequence of end-effector positions and gripper on/off commands.

Figures 5 and 6 show sample programs that control the robot to accomplish the task specified by the natural language instruction. Unlike the previous task, the objects are already on the table. Moreover, the program must not merely specify the desired state, but it must also directly control the robot to get to the desired state. So, the current positions of the objects are used to compute the appropriate actions.

IV. NETWORK ARCHITECTURE

The proposed architecture is shown in Fig. 7. The natural language instruction is taken as input, and the neural machine translation model generates the Python program that performs the task specified by the instruction.

It uses an LSTM based neural machine translation model with attention[31]. Unlike most language vision models, the neural network does not take the image observation as an input. Rather, the program generated by the network accesses the attributes of the objects detected and controls the robot based on that.

The input natural language instruction is tokenized, and the embeddings for the tokens are obtained using a pre-trained BERT model[32]. Note that the BERT layers are frozen and remain unchanged during training. The input sequence embeddings are processed by an encoder LSTM with fixed and remain unchanged during training. The input sequence embeddings are processed by an encoder LSTM with hidden states $h_s$. After all the input tokens are processed, a decoder LSTM predicts the target sequence that is used to construct the Python function body.

At each step of the decoder, the decoder state $h_t$ is used to attend to the input states and infer the context vector $c_t$ that is used to predict the output $y_t$.

The variable length alignment vector $a_t$ of size equal to the number of steps in the input sequence is obtained by comparing the decoder hidden state $h_t$ with each of encoder hidden states $h_s$:

$$a_t(s) = h_t^T W_a h_s$$  \hspace{1cm} (1)

$$a_t(s) = \frac{\exp(a_t(s))}{\sum_{s'} \exp(a_t(s'))}$$ \hspace{1cm} (2)

The context vector $c_t$ is computed as the weighted average of the hidden states of the encoder $h_s$:

$$c_t = \sum_s a_t(s)h_s$$ \hspace{1cm} (3)

The context vector $c_t$ and the decoder state $h_t$ are concatenated and passed through fully connected layers to predict the target sequence token $y_t$.

V. RESULTS

We first evaluate the proposed approach in a simulated environment. Subsequently, we discuss the performance on a real robot arm.

A. Datasets

1) Arrange Dataset: The arrange task involves arranging objects on the table as specified by the instruction in natural language. The object positions may be specified as absolute positions or in terms relative to other objects placed on the table. For this task, we have collected the arrange dataset, a parallel corpus of instructions in English and Python functions. The function takes the object sizes as arguments and sets the position of the objects as indicated in the instruction. Some examples are shown in Figs. 3 and 4. Note that in addition to the object sizes, the function is also given the Cassowary linear constraint solver[1] to specify the positions of objects as constraints to be solved. The arrange dataset has training / development / test split of 102 / 11 / 11 samples.

We also execute each program in the corpus for 20 different random initializations of the sizes of the objects to obtain the positions of the objects given those sizes. This secondary dataset is used for fair comparison with baseline models that directly predict the positions of the objects given the instruction and sizes of the objects.

2) Manipulation Dataset: This task involves manipulating objects already present on the table as specified by the instruction in natural language. Typical manipulation tasks in this dataset are reaching for an object, pushing an object somewhere, and picking-and-placing an object. For this task, we have collected the manipulation dataset, a parallel corpus of instructions in English and Python functions. The function takes the positions and sizes of all the objects on the table and controls the robot through an API that allows it to specify a sequence of end-effector poses and gripper states (on/off). A few examples are shown in Figs. 5 and 6. The manipulation dataset has training / development / test split of 122 / 12 / 12.

For each sample in the manipulation corpus, the Python program is executed for 20 random initializations of the positions and sizes of the objects on table and with a mock robot that records the sequence of end-effector positions and gripper state changes. This is used for fair comparison with baseline models that directly predict the sequence of end-effector poses given the instruction text and the sizes and positions of the objects.

B. Baselines

For the arrange dataset, we use LSTM+FC layers[19] as the baseline. The LSTM encodes the instruction text into a fixed size vector. This is concatenated with the sizes of all the objects and passed through several fully connected layers to directly predict the positions of all the objects.

For the manipulation dataset, we use an encoder LSTM to encode the instruction and a decoder LSTM that, at every timestep, concatenates the decoder state and the attention context vector at that timestep along with the positions and sizes of all the objects on the table, and passes this

$^1$The Cassowary algorithm is used by Apple UIKit to place UI elements in GUIs
def func(solver, apple, orange, banana, lemon, strawberry):
    # place the orange at the center, the strawberry below orange, apple to the right of strawberry and on the right edge, and the lemon to the left of the strawberry and on the left edge
    solver.add_constraint(orange.x == 8)
    solver.add_constraint(orange.y == 0)
    solver.add_constraint(strawberry.x == orange.x)
    solver.add_constraint(strawberry.y+strawberry.h/2 == orange.y)
    solver.add_constraint(apple.x+apple.w/2 == 1)
    solver.add_constraint(apple.y == strawberry.y)
    solver.add_constraint(lemon.x+lemon.w/2 == 1)
    solver.add_constraint(lemon.y == strawberry.y)

def func(robot, apple, banana, lemon):
    # put the apple above the banana and the lemon to the right of the banana
    robot.move_to(apple.x, apple.y, apple.z+apple.d/2, 0)
    robot.grip(True)
    robot.move_to(apple.x, apple.y, apple.z+apple.d/2+0.1, 0)
    robot.move_to(banana.x, banana.y+banana.h/2+apple.h/2, apple.z+apple.d/2+0.1, 0)
    robot.grip(False)
    robot.move_to(lemon.x, lemon.y, lemon.z+lemon.d/2, 0)
    robot.grip(True)
    robot.move_to(lemon.x, lemon.y, lemon.z+lemon.d/2+0.1, 0)
    robot.move_to(banana.x-banana.w/2-banana.y, banana.y, lemon.z+lemon.d/2+0.1, 0)
    robot.grip(False)

C. Evaluation Metric

We use accuracy as the evaluation metric. Each of the predicted programs are executed 20 times with randomized object positions and sizes. For the arrange dataset, we treat the prediction to be “correct” if the absolute difference between the predicted position and ground truth position is less than 10% of the width of the table (on both x and y axes). For the manipulation dataset, the prediction is considered accurate if the absolute difference between the predicted trajectory and the ground truth trajectory is less than 10% of the width of the table at every timestep. This is merely an easy-to-evaluate proxy for whether the robot is truly
accomplishing the task in the instruction. A more thorough evaluation that properly tests whether the task specified was performed successfully is conducted on a few samples with a real robot arm (Section V-E).

D. Discussion of Results

Table I compares the results of the proposed method with the baselines. All the architectures are trained with the Adam optimizer with learning rate 1e-3. For both tasks, the proposed method of generating a Python program and then executing that program outperforms the baselines which directly predict robot actuator commands. Moreover, the predicted programs are interpretable and easier to analyse than end-to-end neural networks that directly predict robot actions. Although this approach is necessarily constrained to those problems for which the solution can easily be expressed as a program, the proposed approach may find use in augmenting teach pendants for industrial robots to generate programs based on verbal instructions.

VI. CONCLUSIONS

Computer programs are a way to precisely specify tasks. We find that programs are rich representations of the expert demonstrations and are beneficial for learning to control robots. We also showed that translating natural language instructions to computer programs outperforms directly predicting the robot actuator commands. Moreover, the predicted programs are interpretable and easier to analyse than end-to-end neural networks that directly predict robot actions. Although this approach is necessarily constrained to those problems for which the solution can easily be expressed as a program, the proposed approach may find use in augmenting teach pendants for industrial robots to generate programs based on verbal instructions.
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