Identifying the true origins of selectivity in chiral phosphoric acid catalyzed N-acyl-azetidine desymmetrizations†
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The first catalytic intermolecular desymmetrization of azetidines was reported by Sun and coworkers in 2015 using a BINOL-derived phosphoric acid catalyst (J. Am. Chem. Soc. 2015, 137, 5895–5898). To uncover the mechanism of the reaction and the origins of the high enantioselectivity, Density Functional Theory (DFT) calculations were performed at the B97D3/6-311+G(2d,2p)/SMID(toluene)//B97D3/6-31G(d,p)/CPCM(toluene) level of theory. Comparison of four possible activation modes confirms that this reaction proceeds through the bifunctional activation of the azetidine nitrogen and the thione tautomer of the 2-mercaptobenzothiazole nucleophile. Upon thorough conformational sampling of the enantiodetermining transition structures (TSs), a free energy difference of 2.0 kcal mol⁻¹ is obtained, accurately reproducing the experimentally measured 88% e.e. at 80 °C. This energy difference is due to both decreased distortion and increased non-covalent interactions in the pro-(S) TS. To uncover the true origins of selectivity, the TSs optimized with the full catalyst were compared to those optimized with a model catalyst through steric maps. It is found that the arrangements displayed by the substrates are controlled by strict primary orbital interaction requirements at the transition complex, and their ability to fit into the catalyst pocket drives the selectivity. A general model of selectivity for phosphoric acid-catalyzed azetidine desymmetrizations is proposed, which is based on the preference of the nucleophile and benzoyl group to occupy empty quadrants of the chiral catalyst pocket.

Qualitative modeling can be computationally expensive due to the requirement of optimizing multiple diastereomeric TSs which can be complicated by the large conformational space of the catalysts, but the resulting visualizations have been shown to provide intricate insights about the structures that can be distilled into chemically-intuitive explanations for the observed selectivity. A different approach to model stereoselective reactions without explicitly computing TSs is the statistical modeling, as popularized by Sigman. Such multivariate analyses allow for excellent quantitative predictions of enantioselectivity based on fitting experimental results to a set of physical organic chemistry descriptors, but their mechanistic interpretation is obfuscated behind complex equations often comprising cross-terms of parameters that have to be redefined for most regressions. Depending on the situation, chemically-intuitive or statistical modeling approaches can each be useful and should be considered as complementary instead of competing tools toward understanding and improving stereoselective transformations.

In the field of enantioselective organocatalysis, chiral phosphoric acids (CPAs) enjoy a strong reputation as versatile and powerful catalysts that are applicable to a variety of chemical reactions. As such, there has been significant effort deployed toward the computational study of asymmetric CPA-catalyzed reactions over the last decades. Reactions involving

Introduction

The importance of chirality in all spheres of chemistry explains the ongoing extraordinary efforts toward developing stereoselective organic transformations. As new catalytic systems were discovered for this purpose throughout the years, models of selectivity were also developed to satisfy the practitioners’ urge to rationalize and predict experimental results, as well as inform future improvements. These qualitative “chemically-intuitive” models, which were at first derived purely from empirical data and then increasingly supported by computational chemistry, focused on describing the principal factors affecting the energy of competing transition structures (TSs) leading to stereoisomers. Only recently, with the rise of electronic structure calculations such as Density Functional Theory (DFT), from which chemically-accurate geometries and energies can be obtained at a reasonable computational cost, can such TSs of asymmetric transformations be routinely computed as the first step in the development of selectivity models.

Qualitative modeling can be computationally expensive due to the requirement of optimizing multiple diastereomeric TSs which can be complicated by the large conformational space of the catalysts, but the resulting visualizations have been shown to provide intricate insights about the structures that can be distilled into chemically-intuitive explanations for the observed selectivity. A different approach to model stereoselective reactions without explicitly computing TSs is the statistical modeling, as popularized by Sigman. Such multivariate analyses allow for excellent quantitative predictions of enantioselectivity based on fitting experimental results to a set of physical organic chemistry descriptors, but their mechanistic interpretation is obfuscated behind complex equations often comprising cross-terms of parameters that have to be redefined for most regressions. Depending on the situation, chemically-intuitive or statistical modeling approaches can each be useful and should be considered as complementary instead of competing tools toward understanding and improving stereoselective transformations.

In the field of enantioselective organocatalysis, chiral phosphoric acids (CPAs) enjoy a strong reputation as versatile and powerful catalysts that are applicable to a variety of chemical reactions. As such, there has been significant effort deployed toward the computational study of asymmetric CPA-catalyzed reactions over the last decades. Reactions involving
imines and other sp³-hybridized carbon electrophiles are particularly well-studied experimentally and computationally (including multivariate analysis), yet few qualitative models have been proposed. Notably, Goodman and coworkers compiled an impressive breadth of quantitative computational data to develop their comprehensive qualitative model for imine additions, which focuses on the features making the TS leading to the major product favorable and explains why this arrangement is unfavorable for the minor enantiomer. The resulting eponymous Goodman model is the gold standard in CPA catalysis, and similar models for other reaction types are highly desirable. One class of reactions that is understudied in CPA catalysis, and similar models for other reaction types are presented a unique opportunity to uncover how its mechanism and statistical analyses on comparing only the stereodetermining TSs, but rarely yield general models of selectivity. We were intrigued that DFT studies of organocatalyzed reactions often provide clear insights about the selectivity-determining TSs, but rarely yield general models of selectivity. We hypothesized that the focus of recent computational studies and statistical analyses on comparing only the stereodetermining TSs prevents the identification of the true origins of selectivity that are necessary to develop chemically-intuitive models. To demonstrate this effect, we present a DFT study of the first catalytic intermolecular desymmetrization of meso-azetidines, which was reported in 2015 by Sun and coworkers. Although the desymmetrization of aziridines and azetidines is an important transformation giving access to chiral amines, Sun’s report is still the only example in this reaction class. Their system is limited to benzoyl-protected azetidines as electrophiles and mercaptobenzothiazoles as nucleophiles, and there are no reported extensions of this methodology. These limitations are not well understood, therefore studying this reaction presented an unique opportunity to uncover how its mechanism is linked to its selectivity, expand our understanding of such reactions, and allow for new developments to occur.

Methods

Fig. 1 reproduces the best optimization result from Sun et al., whereas meso N-acylazetidine I, bearing a benzyloxy substituent at the 3-position, is reacted at 80 °C with 2-mercaptobenzothiazole 2a under catalysis from BINOL-derived (R)-3a, forming (S)-4a in 94% yield and 95% e.e. (system A). To reduce the computational cost associated with this study, we chose instead the example where the benzothiazole is unsubstituted (2b) and the catalyst bears a tris-(isopropyl)phenyl amin substituent (3b), forming product 4b in 99% yield and 88% e.e. (system B). Sun’s results indicate that the benzoyl group on the azetidine’s nitrogen plays a key role in both reactivity and stereinduction. Indeed, electron-poor benzamides were unreactive, while the 3,4,5-trimethoxy substitution pattern is crucial for high enantioselectivity. Electron-rich mercaptobenzothiazoles were required for reactivity, but substitution was only tolerated at the 6-position for high selectivity. The reaction can be catalyzed by a range of BINOL-derived phosphoric acid catalysts, but only those with 2,6-diPr-4-R-C₆H₄ (R = iPr or Ad) groups provided high selectivity. Finally, a wide scope of substituents at the 3-position of the azetidine were tolerated without any impact on the high enantioselectivity, including alkyl or aryl ethers, alkanes, and arenes. Considering this experimental evidence, system B is a representative example of the transformation that did not require any approximations.

DFT geometry optimizations were performed with Gaussian 16 at the B97D3/6-31G(d,p) level of theory, with the CPCM implicit solvation model for toluene. This method has been shown to provide good results in previous DFT studies of CPA-catalyzed reactions and accounts for both dispersive interactions and solvation issues. Conformational sampling of each stationary point was performed using Grimme’s CREST algorithm as implemented in the XTB code. Single-point energy (SPE) refinements were obtained with various methods, solvation models and basis sets, which all agreed on the relative free energies of the key stereodetermining TSs; the values from B97D3/6-311+G(2d,2p) with the SMD solvation model for toluene are presented in the main text as they are the most accurate. Visualizations of the structures were generated using CYLview. Full computational details can be found in the ESL.

Results

Initially, we considered the tautomeric forms of 2-mercaptobenzothiazole 2b (more aptly named benzo[d]thiazole-2(3H)-thione) (Fig. 2A). Our results serve as a reminder that its thiol tautomer (2b-SH) is 8.3 kcal mol⁻¹ less stable than its thione tautomer (2b-NH), thus its ground-state structure is not consistent with its usual drawing in the literature. That the thione tautomer is the major species in solution and the active nucleophile in such reactions has been known from other computational studies involving this nucleophile, and confirmed via ¹³C NMR experiments by Pericás and coworkers.

Then, to study the mechanism of the transformation and the preferred conformations of the transition structures (TS) leading to the (R)- and (S)-products, we used dimethyloxiphosphoric acid (S) as a model truncated catalyst, keeping a fixed conformation in line with the axial chirality of (R)-3. This approach has been used successfully in previous work and the lowest-energy TSs located with the small catalyst often mimicked those obtained with the large BINOL- (or SPINOL-) derived catalyst, indicating that low-energy TS arrangements are independent of the catalyst’s cavity shape (see below). In agreement with the known catalytic behavior of CPAs which predominantly activate both nucleophile and electrophile simultaneously via bifunctional activation, four possible activation modes were explored computationally. These possibilities arise as the acyl-azetidine substrate 1 can be activated by protonation of the nitrogen or oxygen atoms of its amide moiety (Fig. 2B), while nucleophile 2b can be activated from its two
tautomerization of (thiol or thione). Of those possibilities, mode A, where the azetidine ring nitrogen and the thione tautomer are activated, has the lowest activation free energy, followed by mode B where the azetidine is instead activated via the carbonyl.

The PES and rate-determining TSs for these two pathways en route to the major (S)-product are shown in Fig. 2C. In mode A, the reactant complex (RC) exhibits a complete transfer of the phosphoric acid proton to the azetidine nitrogen (6-A, Fig. 2D). The most stable RC located for this system uses mode B (6-B, $-5.9 \text{ kcal mol}^{-1}$), in line with the increased basicity of amide carboxyls versus nitrogens. However, the TS for nucleophilic attack has a lower free energy in mode A (TS 7-A, $\Delta G^\ddagger = 21.0 \text{ kcal mol}^{-1}$), while mode B entails an 8.2 kcal mol$^{-1}$ penalty (TS 7-B, $\Delta G^\ddagger = 29.2 \text{ kcal mol}^{-1}$). The high energy of the TS using mode B is likely related to the unfavorable imidic acid tautomer of the amide which is initially formed using this pathway (8-B (S), 1.0 kcal mol$^{-1}$). The reaction is under kinetic control (irreversible), due to the stability of the product-complex (PC) 8-A (S) ($-15.9 \text{ kcal mol}^{-1}$). TSs using the thiol tautomer of the nucleophile (2b-SH) were significantly higher in energy; thiol and amide nitrogen activation (mode C) is $14.5 \text{ kcal mol}^{-1}$ higher than mode A, while the combination of thiol and oxygen activation (mode D) is $19.9 \text{ kcal mol}^{-1}$ higher (see Fig. S2 for the structures of modes B-D). Overall, these results agree with the preliminary work from Sun$^4$ and confirm that mode A is the only reaction pathway that is operative in this system.

Bifunctional activation, especially with displaced nucleophiles like 2b-NH (i.e. where deprotonation occurs from an atom conjugated with the nucleophilic sulfur), have very strict orbital requirements, or primary orbital interactions. For TS 7-A, nucleophilic attack must occur from the $p_x$ lone pair of sulfur (orthogonal to the aromatic $\pi$ system) into the azetidine’s $\sigma^*_{C,N}$, following the $\sim 180^\circ$ angle prescribed for $S_N2$ reactions. Simultaneously, the azetidinium’s $sp^3$ N–H and the benzothiazole’s $sp^3$ N–H bonds must form hydrogen bonds with two of the phosphate’s oxygen $sp^3$ lone pairs (at a roughly 120$^\circ$ P–O–H angle). These requirements, along with the extent of bond breaking and bond forming due to the position of the TS along the reaction coordinate, make for a highly rigid transition complex (TC, the substrates in their TS geometry). This TC can, however, adopt different arrangements relative to the phosphoric acid’s core structure, in addition to conformations arising from rotation around single bonds.

The arrangements located for TS 7-A (R and S) are depicted in Fig. 2C. For the pro-(S) TS, the best arrangement involves protonation of the azetidine trans from the benzyloxy substituent (see Fig. 2B), with the nucleophile’s benzothiazole ring perpendicular to the phosphoric acid’s structure. For the pro-(R) TS, the best arrangement is similar to the pro-(S) TS, except protonation occurs cis to the substituent now directed toward the catalyst structure, allowing the nucleophile to attack the opposite azetidine carbon. Eight other arrangements of the pro-(R) TC were located (Fig. 3), all of which displaying trans protonation yet at least 1.8 kcal mol$^{-1}$ less favorable than TS 7-A (R). Two higher-energy arrangements were also located for TS 7-A (S). For each arrangement, many conformers were located, some with free energy differences as small as 0.2 kcal mol$^{-1}$ (for other arrangements of TS 7-A (S) and examples of conformers, see Fig. S3–S5†). Overall, despite the varied tridimensional shapes of the arrangements, the primary orbital interactions kept the forming and breaking bond lengths in a narrow range ($S$–C bond between 2.53 and 2.61 Å and C···N bond between 1.96 and 2.02 Å). This indicates that even without the large groups on the BINOL-derived catalyst (R)-3b, the main difference between the pro-(R) and pro-(S) TSs is the orientation of the azetidine during the protonation.

With the mechanism confirmed as operating via amide $N$-protonation (mode A) and under Curtin-Hammett control, the origins of selectivity were investigated by computing the stereodetermining TSs for the reaction using the full catalyst (R)-3b. For the TSs leading to the experimentally preferred (S)-product, 19 unique conformers were located within a free energy span of 4.6 kcal mol$^{-1}$. Of those, only 5 structures were within 1.2 kcal mol$^{-1}$ of the lowest in energy (all within 0.6 kcal mol$^{-1}$) and showed only minor conformational changes to the methoxy groups of the substrate or the isopropyl groups at the 4- and 4’-positions of the catalyst walls (see Fig. S1†). For the pro-(R) TSs, 45 unique conformers were located in a range of

---

**Fig. 1** Selected examples of the enantioselective azetidine desymmetrizations reported by Sun. System A is the best reported system in the experimental study. System B is chosen as a computational target in this study. Ad = adamantyl.
5.3 kcal mol$^{-1}$ and there were 13 structures within 1.2 kcal mol$^{-1}$ with various conformations of the flexible benzylxy substituent at the 3-position of the azetidine. Of note, the substrates, transition structures, and products are strongly stabilized within the pocket of (R)-3b, as displayed in the PES for the full catalyst (Fig. S6†). In particular, the computations predict that the products of the reaction (especially of the minor (R)-enantiomer) bind more strongly than the substrates to the catalyst (the $\Delta G_{\text{binding}}$ of the (R)-product is $-15.3$ kcal mol$^{-1}$, while it is $-10.3$ kcal mol$^{-1}$ for the best reactant complex).
Therefore, the product complexes are the turnover-determining intermediates in this system and significant product inhibition is expected. This is in line with the long reaction times (48 h) at 80 °C that were required for complete conversion. Mode B is around 19 kcal mol⁻¹ higher in free energy than mode A within (R)-3b, further confirming that only mode A is operative within the BINOL-derived catalyst. This is likely because protonation on the azetidine nitrogen ensures the benzoyl protecting group faces away from the catalyst backbone, while protonation of the carbonyl forces the benzoyl group to interfere with the catalyst (Fig. S6†) in addition to generating a worse imidic acid leaving group.

The lowest-energy transition structures leading to the (S)- and (R)-enantiomers of the product (TS 9 (S) and TS 9 (R), respectively) are shown in Fig. 4 as their Goodman projections. As protonation of the azetidine occurs at a roughly 109° angle from the plane of its ring, it is best positioned directly under the phosphoric acid moiety (Fig. 4B and C, top). The nucleophile adopts an orientation parallel to the C₂-symmetric axis of the catalyst in one of its empty quadrants, while the benzamide leaving group occupies the opposite empty quadrant (Fig. 4B and C, bottom). Interestingly, this arrangement of the substrates under the phosphoric acid catalyst is almost identical to what was observed with the model catalyst 5 (compare Fig. 4 to Fig. 2C) and is reminiscent of oxetane, oxirane and aziridine openings. As was identified with the model catalyst, protonation happens trans to the azetidine substituent in TS 9 (S) and cis in TS 9 (R) (Fig. 4B and C, top). The cis approach in TS 9 (R) is accompanied by significant puckering of the C3 position in the ring (dihedral angle of 14° in TS 9 (R), only 5° in TS 9 (S)). In addition, the benzyloxy side chain adopts a partially eclipsed conformation vs. the C3 hydrogen in TS 9 (R) (dihedral angle of 40°), while a perfect staggered conformation is obtained in TS 9 (S) (dihedral angle of 58°). Both of these conformational changes likely occur to prevent clashes between the substituent and the catalyst wall, which are otherwise in close proximity. Overall, the calculations agree that the (S)-product is favored in this reaction, as TS 9 (S) is lower in free energy than TS 9 (R) by 2.0 kcal mol⁻¹. This ΔΔG° value accounts for 89% e.e. at 80 °C, in excellent agreement with the 88% e.e. measured experimentally.

Distortion/interaction (D/I) analysis⁷ of the TSs was performed by treating the structures as binary complexes between an anionic phosphate catalyst, and a cationic transition complex (azetidine + nucleophile, Fig. S8). Due to the charged nature of the fragments, D/I analysis performed under various levels of theory gave different values for each component, although all methods agreed that TS 9 (S) exhibits both lower distortion and stronger interactions than TS 9 (R). The B97D3/6-311+G(2d,2p) level without the solvation model was identified as the best method (Table S2†) for this analysis. At that level of theory, the energy difference (ΔΔE = ΔE(R) – ΔE(S)) of 3.4 kcal mol⁻¹ is split into the distortion energy of the transition complex (azetidinium + benzothiazole, ΔΔE_S=complex = 1.2 kcal mol⁻¹), the interaction energy of the anionic catalyst with that complex (ΔΔE_int = 1.7 kcal mol⁻¹), and the distortion of the catalyst (ΔΔE_{dist-catalyst} = 0.5 kcal mol⁻¹). Therefore, the free energy difference between the two stereodetermining structures is due to a combination of distortion and interactions. The large difference in distortion energy of the transition complex can be tracked down to the above-mentioned conformational changes in the azetidinium ring, since the distortion energy difference for the benzothiazole fragment is 0.0. The large difference in interaction energy is due to unequal non-covalent interactions (NCI) as visualized through NCI plots.
using the Multiwfn software. In both structures, favorable van der Waals (dispersive) interaction zones are found between many regions of the catalyst structure and the benzothiazole, methoxy substituents of the benzamide, azetidine ring methylenes, or benzyloxy group of the substrates (Fig. S9†). For TS 9 (S), larger interaction zones can be seen between the aromatic ring of the benzyloxy group and isopropyl substituent of the catalyst. However, the distortion and non-covalent interactions listed above are specific to substrate 1 and thus cannot be generalized to all substrates that are compatible with this reaction. Although they explain how the stereodetermining TSs studied here have different free energies, they are not the true origins of selectivity.

**Identifying the true origins of selectivity**

The above analysis would indicate that the size of the substituent on the azetidine substrate is driving the selectivity, since that substituent induces distortions raising the free energy of TS 9 (R). However, the scope of the Sun transformation shows that the catalytic system tolerates a wide variety of substituents on the substrate with minimal changes to the enantioselectivity. Similarly, as the trimethoxybenzoyl protecting group on the azetidine rests in the same position in TS 9 (S) and TS 9 (R) (Fig. 4), an obvious conclusion would be that it has no effect on the selectivity. Again, that is incorrect, as less crowded protecting groups on the azetidine lead to lower experimental enantioselectivity. The major issue is that D/I analysis, NCI plots and other conventional approaches focus on the symptoms of the selectivity, namely differences in geometry and energy between the two lowest-energy enantiodetermining TSs. Thus, these approaches do not explain why the two TSs are different. Considering that TS 9 (S) exhibits the best arrangement, with the protonation occurring trans from the substituent, why is the best TS 9 (R) (2.0 kcal mol⁻¹ less favorable than the pro-(S) TS) occurring through an arrangement with the 3-substituent cis to the catalyst instead of any of the available trans arrangements (Fig. 3)? To identify the true origins of selectivity, we believe that we must uncover why TS 9 (S) and TS 9 (R) adopt geometries that are energetically different, and not simply compare their optimized structures.

To illustrate this idea that comparing the optimized TSs leading to the major and minor products only displays the consequences of the true origin of selectivity, we turned to visualizations based on the steric maps pioneered by Cavallaro. Using the SambVca 2.1 tool, the arrangements displayed with the full catalyst (R)-3b were compared to those using the model dimethoxyphosphoric acid catalyst 5. As mentioned above, for the pro-(S) TSs, the lowest-energy structure using the model catalyst has the same arrangement than with the full catalyst, barring minor
conformational changes around the benzyloxy group. When the best model TS (TS 7-A (S), Fig. 5B) is superimposed with the catalyst (Fig. 5A, see SI for details), both the benzothiazole and the trimethoxybenzoyl groups align with empty quadrants of the catalyst pocket (Fig. 5C). Comparing this superimposition to the optimized TS 9 (S) (Fig. 5D) shows that only a minor reorganization of the flexible substituent is required, so the best structure for the (S)-leading TS fits easily in catalyst (R)-3b. This is a clear indication that the arrangements of substrates and catalysts in such TSs are governed by primary orbital interactions that dictate key bond lengths and angles. Fitting of this rigid transition complex in the catalyst pocket needs to happen before conformational changes occur to lower the distortion energy, or favorable non-covalent interactions between the substrates and catalyst are revealed.

To generate the (R)-enantiomer of the product, two main approaches are possible. First, the arrangement with cis protonation can be used, projecting the substituent toward the catalyst as was favored with the model catalyst (TS 7-A (R), Fig. 6A). Superimposition of this model structure into the full catalyst pocket shows a mostly favorable fit, placing all large and rigid groups in empty quadrants of the catalyst structure. TS 9 (R) (Fig. 6B) is very similar to that superimposition, except for conformational changes that alleviate unfavorable contacts between the substituent and crowded catalyst backbone. We then wondered why the trans arrangements did not compete favorably although they would de facto position the substituent away from the catalyst, so we optimized the located trans arrangements shown in Fig. 3 within the full catalyst (R)-3b. The resulting structures are heavily distorted and energetically unfavorable (see Fig. S7† for all structures). The best structure is derived from arrangement 3 (Fig. 6C), rotating the reaction axis (RA, green arrow) away from the phosphoric acid’s C2-symmetric axis (PAA). When this arrangement is superimposed with the catalyst, the nucleophile occupies an empty quadrant (blue arrow #1), but the benzoyl group clashes with the catalyst wall (orange arrow #2). Full optimization of this structure induces large reorganizations, especially in the benzoyl group, and the final structure (Fig. 6D) is 5.1 kcal mol⁻¹ higher in free energy than TS 9 (R). Another approach is derived from arrangement 8, bringing the RA closer to the PAA (Fig. 6E). This positions the nucleophile in an empty quadrant (blue arrow #1), but results in clashes between both the benzyloxy substituent (orange arrow #2) and the benzoyl group (orange arrow #3) with the two walls of the catalyst. The resulting fully-optimized structure (Fig. 6F) is 7.8 kcal mol⁻¹ less stable than TS 9 (R), as it requires significant distortion of the catalyst structure. Therefore, none of the trans arrangements, which should in principle be preferable, actually fit in the catalyst pocket due to the large benzoyl substituent.

Fig. 5  (A) and (B) Steric map visualizations for catalyst (R)-3b and TS 7-A (S), respectively. (C) Superimposition of TS 7-A (S) with catalyst (R)-3b. (D) Steric map visualization of TS 9 (S). See Fig. 4B for the regular visualization of TS 9 (S). Steric maps show the structures with their quadrant projection aligned with the z axis, visualized as a sphere of 10 Å radius with the phosphorus atom as the origin. Distances are in Å, and the distance along the z axis is color-coded from blue (–10 Å) to red (10 Å).
Model of selectivity

To fit into the catalyst pocket, the important features from the transformation’s strict primary orbital requirements are the following: (A) positioning of the TS as to align the $S_n2$ axis with the empty quadrants. The alignment of the reaction axis with the empty quadrant is general to intermolecular openings of strained sp$^3$-hybridized electrophiles, regardless of the nature of the nucleophile.$^{39,50-53}$ (B) Positioning the benzothiazole nucleophile perpendicular to the reaction axis, where it can engage in favorable C–H⋯π interactions$^{86}$ with the catalyst’s binaphthyl backbone (see Fig. 4B and C, top). Interestingly, this would explain why substituents at the 4- or 5-positions of the benzothiazole were not well tolerated in this reaction.$^{43}$ (C) Positioning of the azetidine’s benzoyl group in an empty quadrant. (D) Positioning of the 3-substituent of the meso-azetidine trans from the catalyst structure. DFT studies of similar systems have consistently shown that ring substituents preferentially point away from the catalyst.$^{39,50-53}$ As explained above, these features could only be identified by considering all of the available arrangements of the TS leading to the minor product (Fig. 6), and not from direct comparison of the lowest-energy structures (Fig. 4).

Based on these features, a general model of selectivity for this reaction is proposed in Fig. 7. With the (R)-BINOL- (or (S)-SPINOL-)$^{18,87}$ derived catalysts, the pro-(S) TS meets all criteria and is predicted to be major (Fig. 7B-I). The pro-(R) TS cannot simply mimic the arrangement of TS (S), since major steric repulsions would occur (Fig. 7B-II). This TS is thus disfavored, and will find a new arrangement allowing formation of the (R)-product, albeit at some energetic cost. Fulfilling criteria (A), (B) and (D) (Fig. 7B-IV) is also disfavored due to the important repulsions between the benzoyl group and the catalyst wall. In the specific case we studied here, the best

Fig. 6  (A), (C) and (E) From left to right: quadrant projection and steric map of TS 7-A (R) arrangements, superimposition of the structures on catalyst (R)-3b. (B), (D) and (F) DFT-optimized TS arrangements in the full catalyst. PAA: phosphoric acid C$_2$-symmetric axis; RA: reaction axis (green arrows); DFT: DFT optimization of the structure. Steric maps show the structures with the same orientation, scale and color code as Fig. 5. See Fig. 4B and S7† for the regular visualizations of TS 9 (R) and arrangements.
arrangement for the minor TS involves fulfilling criteria (A), (B) and (C), while positioning the 3-substituent of the azetidine toward the catalyst (Fig. 7B-III).

That the ideal arrangement is not possible for TS (R) does not imply that the lowest-energy (R)-yielding TS will always involve the exact arrangement as shown in Fig. 7B-III. In fact, depending on the nature of the substrates and catalyst, another arrangement could become more stable or new distortions/interactions could impact the energy. To illustrate this point, we have re-optimized TS 9 (S), TS 9 (R), and all other arrangements optimized with (R)-3b, replacing the three methoxy substituents on the azetidine’s benzoyl group with hydrogens. This substrate had been tested by Sun and provided lower selectivity than 1.43 Upon re-optimization, the pro-(R) TS derived from arrangement 3 is only 2.2 kcal mol⁻¹ less stable than the one derived from TS 9 (R), itself only 1.5 kcal mol⁻¹ higher than the one derived from TS 9 (S) (Fig. S10 and Table S3†). This matches the experimental observation of lower selectivity, but also indicates that alternative arrangements are much closer in energy than with the trimethoxybenzoyl group of 1. Thus, although the identity of the lowest-energy structures will depend on each substrate/catalyst combination, the origin of the selectivity remains the same for this reaction: the minor TS cannot accommodate all three bulky groups in their preferred positions, due to the chiral nature of the catalyst pocket. Therefore, the above model can predict which enantiomer is favored and provide a rationale for this behavior, but cannot predict which geometry the minor TS will employ. It also cannot predict a magnitude of selectivity. This is in line with other intuitive organic chemistry models for chiral phosphoric acids,33,51,54 or famous qualitative examples such as the Felkin-Anh88–90 or Corey-Bakshi-Shibata models.91–94

Conclusions

In conclusion, we have studied the chiral phosphoric acid-catalyzed intermolecular desymmetrization of meso-acyl-azetidines reported by Sun, using state-of-the-art DFT calculations. Our results indicate that the reaction is kinetically-controlled and proceeds through bifunctional activation of the azetidine nitrogen and of the thione tautomer of the mercaptothiazole nucleophile. Significant catalyst poisoning explains the low reactivity observed in this system. The calculations accurately reproduce experimental selectivity and the difference in energy between the major pro-(S) and the minor pro-(R) TSs is attributed to a combination of distortions and interactions. We have shown that the true origins of the selectivity cannot be assigned simply by comparing the two stereodetermining TSs to each other since they showcase different arrangements of the substrates relative to the catalyst structure. Instead, a complete analysis of the possible arrangements and conformations was necessary. Our results showed that the transition complexes in this reaction are highly-organized, following strict primary orbital interaction requirements. Using steric maps, we have shown that only the pro-(S) arrangements can fit easily in the chiral pocket of the catalyst. Considering the preferred orientation of the reaction axis in CPA-catalyzed desymmetrizations, the bulky trimethoxybenzoyl group on the azetidine is the main functional group discriminating between potential arrangements of the minor TS, and as such is the main origin of selectivity. Our approach of comparing...
TSs optimized with a model catalyst to the structures optimized with the full catalyst allowed for the development of a general model for this reaction. We anticipate that this approach will be helpful in the study of other types of enantioselective transformations, and work in that direction in ongoing in our group.
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