Robustness against disorder of topological corner modes and application to acoustic networks
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We study the two-dimensional extension of the Su-Schrieffer-Heeger model in its higher order topological insulator phase, which is known to host corner states. Using the separability of the model into a product of one-dimensional Su-Schrieffer-Heeger chains, we analytically describe the eigen-modes, and specifically the zero-energy level, which includes states localized in corners. We then consider networks with disordered hopping coefficients that preserve the chiral (sublattice) symmetry of the model. We show that the corner mode and its localization properties are robust against disorder if the hopping coefficients satisfy a simple geometric condition. We then show how this model with disorder can be realised using an acoustic network of air channels, and confirm the presence of corner modes.
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I. INTRODUCTION

Topological insulators have attracted considerable attention in the recent years, with a wealth of new topological states of matter that have been discovered [1–5]. Moreover, these concepts have been applied in photonics or acoustics as powerful tools to control wave propagation [6, 7]. The hallmark of topological insulators is the presence of boundary states, with robust propagation properties. Two main classes of topological insulators can be distinguished. In strong topological systems, boundary states are immune to disorder, and hence display robust unidirectional propagation [1, 2, 8]. On the contrary, in weak topological systems, which rely on translation invariance [3–9, 10], it is expected that boundary states will lose their propagation properties upon introducing disorder, for instance through Anderson localization.

More recently, a new type of topological insulators was introduced: higher order topological insulators [5, 11–13]. While a d-dimensional topological insulator hosts d – 1-dimensional boundary states, a nth order topological insulator has d – n-dimensional boundary states. For instance, two dimensional systems can host topologically protected localized states at their corners, as was observed in Kagome [14–15] or square lattices [17–20]. However, higher order topological insulators fall into the category of weak topological insulators, and hence, one should expect the topological protection to be broken when adding disorder.

In this work, we analyze a two-dimensional extension of the well-known Su-Schrieffer-Heeger (SSH) model on a square lattice. This model has been studied in various works [21–23], in particular it was shown to be a higher order topological insulator hosting localized states at the corners [24–27], which co-exist with extended bulk ones as bound states imbedded in the continuum [20, 28, 29]. However, the robustness of these corner modes against disorder has not been thoroughly studied so far, in particular when disorder breaks translation invariance. As a weak topological insulator, and because the corner mode is embedded in the continuum, one would expect disorder to hybrydize the corner mode with bulk modes thereby suppressing its localization properties.

On the contrary, we show that a corner mode of the 2D SSH model is robust to a large class of disorder. It is robustly localized if it has support on the same sublattice as in the periodic case. This is guaranteed if the disorder satisfies a simple condition: appropriately defined super plaquettes must have a vanishing flux. We then study an acoustic realisation of the 2D SSH model with disorder hosting corner modes, by extending the setup of [30] that uses networks of air channels to disordered configurations. Note that most acoustic realizations of higher order topological insulators are based on coupled resonators and rely on a tight binding approximation.
This usually restrict the range of validity of the discrete model (such as 2D SSH) to a narrow band of frequency. On the contrary, our approach allows for a broad band correspondence.

The paper is organized as follows. In section II we present the 2D SSH model without disorder (clean network). We discuss analytic solutions and energy level degeneracy in finite rectangular networks. In section III we study the effect of disorder. We derive a general expression of the corner mode in disorder with vanishing fluxes, and then compare the localization properties of the zero energy mode for several disorder types and strengths. In section IV, we present the acoustic setup and confirm the presence of robust corner modes.

II. MODEL AND SEPARABILITY

The 2D SSH system is a natural generalisation of the SSH model \[21\], and consists of a square lattice with staggered hopping coefficients (see Fig. [1](a)): intracell hopping coefficients \(s\) different from intercell ones \(t\). A solution \(\Phi\) with a given energy \(\varepsilon\) solves the eigenvalue problem

\[ H_0 \cdot \Phi = \varepsilon \Phi \]

\[ H_0 = \sum_{m,n} s(m,n;\alpha)\langle m,n;\beta| + t(m,n;\alpha)\langle m,n-1;\beta| + s(m,n;\beta)\langle m,n;\delta| + t(m,n;\beta)\langle m,n+1;\delta| + s(m,n;\delta)\langle m,n;\gamma| + t(m,n;\delta)\langle m,n+1;\gamma| + s(m,n;\gamma)\langle m,n;\alpha| + t(m,n;\gamma)\langle m,n+1;\alpha| + h.c., \]

\[ (1) \]

where \((m,n)\) are the lattice indices and \(\alpha,\beta,\gamma,\delta\) the intracell indices (see Fig. [1](b)). In section IV we will present a simple acoustic realisation of this model based on a network of air channels. Anticipating this realisation, we impose the following restrictions on the hopping coefficients: they are real with \(s > 0, t > 0, 0\), and \(t + s = 1\). Notice however that negative coefficients can be obtained using coupled resonators \[17\] \[19\]. In the following, a solution will be represented either by the vector \(\Phi = \sum_{m,n} \sum_m \phi^{m,n}_\mu \langle m,n;\mu| \) containing all field values, or by a set of 4-vectors \(\Phi^{m,n} = (\phi^{m,n}_A,\phi^{m,n}_B,\phi^{m,n}_C,\phi^{m,n}_D)^T\) gathering the field values of all sites within a unit cell and depending on the cell indices \((m,n)\).

We start by analyzing Bloch wave solutions of an infinite network, \(\Phi^{m,n} = \phi^{m,q_x+imq_y}\), with \(q = (q_x,q_y)\). The corresponding Bloch Hamiltonian then reads

\[ h(q) = \begin{pmatrix} 0 & s + te^{iq_y} & s + te^{-iq_y} & 0 \\ s + te^{iq_y} & 0 & 0 & s + te^{-iq_y} \\ s + te^{-iq_y} & 0 & 0 & s + te^{iq_y} \\ 0 & s + te^{iq_y} & s + te^{-iq_y} & 0 \end{pmatrix}. \]

\[ (2) \]

The eigenvalue problem of the Bloch Hamiltonian gives us the dispersion relation of the network, shown in Fig. [1](c). In fact, this dispersion relation can be cast under a rather simple form:

\[ \varepsilon = \pm |s + te^{iq_x}| \pm |s + te^{iq_y}|, \]

\[ (3) \]

with the four combinations for the \(\pm\)'s giving us the four branches (see Fig. [1](c)). We see that the dispersion relation takes the specific form of a separable system \[21\] \[22\] \[23\], that is \(\varepsilon(q) = \varepsilon_x(q_x) + \varepsilon_y(q_y)\). Moreover, this property extends to the full Hamiltonian of finite (or semi-infinite) networks if the edges of the network are horizontal or vertical, in which case they do not break separability.

A. Finite networks: Eigenmodes

To study the properties of corner modes, we need to introduce the edges of the sample in our description, hence we will now consider finite size networks with open boundary conditions. There are basically two ways to cut a rectangular 2D SSH network. One can either take an integer number of unit cells: \(N_x\) horizontally and \(N_y\) vertically, as shown in Fig. [2](a). We call this a canonical network. In this case there are two different topological phases: if \(s > t\) the network is trivial, without edge waves or corner modes, on the contrary if \(s < t\) the network is topological and there are edge waves on the four edges and corner modes in the four corners \[21\] \[23\]. An alternative is to add an extra vertical and/or horizontal SSH chain at the edge of the network. As we show in Fig. [2](b), we will consider a network with an extra chain on the upper edge and the right edge, which we call an asymmetrized network. This amounts to adding an extra site at the end of the corresponding horizontal and vertical SSH chains. Such chains host a unique edge state (see appendix A for details), and as a result, the network of Fig. [2](b) with \(s < t\) has edge waves only on the left and lower edges, and a unique corner mode at the lower-left corner. This property of having a unique corner mode is rather convenient to single it out from the rest of the midband, and for that reason, we will mostly investigate this type of network. Our main conclusions remain valid for both types of networks nonetheless. In the following, unless otherwise specified we will assume \(s < t\).

In rectangular finite networks, we can classify all eigenmodes using separability and the knowledge of the 1D SSH chain. Indeed, a complete set of solution can subsequently be obtained by looking at vectors under the form of a tensor product:

\[ \Phi^{m,n} = \begin{pmatrix} \phi^{m,n}_A \\ \psi^{m,n}_A \\ \psi^{m,n}_B \end{pmatrix} \]

\[ (4) \]

The vector \(\Phi\) is a solution of the 2D SSH model [1] if both factors \(\psi = \sum_m \sum_n \phi^{m,n}_\mu \langle m;\mu|\) and \(\varphi = \sum_m \sum_n \phi^{m,n}_\mu \langle n;\mu|\) are solutions of a 1D SSH chain: \(\varepsilon_x\psi = H_{xx} \cdot \psi\) and \(\varepsilon_y\varphi = H_{yy} \cdot \varphi\).
\[ \varepsilon_y \varphi = H_{0y} \cdot \varphi, \quad \text{with} \]
\[ H_{0x} = \sum_{n=1}^{N_x} s|m, B\rangle \langle m, A| + t|m, B\rangle \langle m + 1, A| + \text{h.c.}, \]
\[ H_{0y} = \sum_{n=1}^{N_y} s|n, B\rangle \langle n, A| + t|n, B\rangle \langle n + 1, A| + \text{h.c.}, \]  
(5)
and
\[ \varepsilon = \varepsilon_x + \varepsilon_y. \]  
(6)

In other words, the 2D Hamiltonian \( H_0 \) can be written as \( H_0 = H_{0x} \otimes I_{2N_y+1} + I_{2N_x+1} \otimes H_{0y} \) with \( I_N \) the \( N \times N \) identity matrix. Therefore, every rectangular network (possibly infinite in some direction) of 2D SSH can be fully characterized by looking at the two corresponding 1D chains. In appendix A we recall the main properties of SSH chains.

Using separability, the topological structure of the 2D SSH model is directly inherited from that of the SSH chain, and in particular its higher order topological insulator character. The product state \( \Phi = \psi \otimes \varphi \) belongs to one of three classes:

- If both \( \psi \) and \( \varphi \) are (1D) bulk waves, then \( \Phi \) is a bulk propagating wave with the Bloch wave vector \( \mathbf{q} = q_x \mathbf{e}_x + q_y \mathbf{e}_y \).
- If \( \psi \) is a bulk wave and \( \varphi \) is an edge state (\( \varepsilon_y = 0 \)), then \( \Phi \) is an edge wave localized on a horizontal edge. Similarly, if \( \psi \) is an edge state and \( \varphi \) is bulk wave, then \( \Phi \) is an edge wave localized on a vertical edge.
- If both \( \psi \) and \( \varphi \) are edge modes (\( \varepsilon_x = 0 \) and \( \varepsilon_y = 0 \)), then \( \Phi \) is a corner mode.

In Fig. 2(c,d), we show the full spectrum for both configurations: canonical and asymmetrized networks respectively.

**B. Finite networks: level degeneracy**

We now discuss the degeneracy of energy levels, and in particular for edge waves and the zero energy level. We focus on asymmetrized network (Fig. 2(b)), where this can be done explicitly. The main ingredient is that a one-dimensional asymmetrized SSH chain with \( N \) cells has energy levels given by a simple expression:

\[ \varepsilon_j = \pm s + t \exp \left( i \frac{j \pi}{N+1} \right), \]  
(7)

with \( j = 1..N \), plus a unique zero-mode \( \varepsilon_0 = 0 \) (see appendix A). Using separability, the 2D network has energy levels of the form \( \varepsilon = \varepsilon_{j_x} + \varepsilon_{j_y} \) (bulk waves), \( \varepsilon = \varepsilon_{j_x} + 0 \) or \( \varepsilon = 0 + \varepsilon_{j_y} \) (edge waves), and \( \varepsilon = 0 + 0 \) (corner mode), with \( j_x = 1..N_x \) and \( j_y = 1..N_y \).

Let us start discussing edge waves. Using equation (7), we see that degenerate energies for edge waves can only happen if \( \varepsilon_{j_x} = \varepsilon_{j_y} \) for some \( j_x \) and \( j_y \), which corresponds to a left edge wave having the same energy as a down edge wave. If \( N_x = N_y \), this is satisfied by swapping the roles of \( x \) and \( y \) to obtain the same eigenvalue meaning that in that case every edge eigenvalue is doubly degenerate. If \( N_x \neq N_y \), we see that \( \varepsilon_{j_x} = \varepsilon_{j_y} \) only if \( e^{i j_x \pi/(N_x+1)} = e^{i j_y \pi/(N_y+1)} \) (one can use equation \( A2 \)). Hence, we must find \( j_x \in \{1,2..N_x\} \) and \( j_y \in \{1,2..N_y\} \) such that

\[ j_x (N_y + 1) = j_y (N_x + 1). \]  
(8)

We now introduce the greatest common divisor \( N_d = \gcd(N_x+1, N_y+1) \) so that \( N_x + 1 = N_d t_x \) and \( N_y + 1 = \text{gcd}(N_x+1, N_y+1) \) and...
\( N_d n_y \), with \( n_x \) and \( n_y \) co-prime. The above equality becomes \( j_x n_y = j_y n_x \), hence we have the pairs of solutions \((j_x, j_y)\):

\[
\begin{align*}
(n_x, n_y), \\
(2n_x, 2n_y), \\
&\vdots \\
((N_d - 1)n_x, (N_d - 1)n_y),
\end{align*}
\]

and one cannot go further since one would have \( j_x = N_d n_y = N_x + 1 > N_x \). We then conclude that we have \( N_d - 1 \) pairs of doubly degenerate edge modes of positive energy and \( N_d - 1 \) pairs of doubly degenerate edge modes of negative energy.

With a similar line of though, we can obtain the degeneracy of the zero energy level. There is always at least one zero mode: the corner mode of equation (10), corresponding to \( \varepsilon = 0 + 0 \). But we can also have bulk waves with zero energy \( \varepsilon = \varepsilon_{j_x} + \varepsilon_{j_y} \), if \( \varepsilon_x = -\varepsilon_y \). Using chiral symmetry of the spectrum, this leads to the same condition as above. Hence, one can directly conclude that there are \( 2(N_d - 1) \) bulk modes of zero energy \((N_d - 1 \text{ with } \varepsilon_x > 0 \text{ and } N_d - 1 \text{ with } \varepsilon_x < 0)\). Including the corner state, this leaves us with \( 2N_d - 1 \) zero energy modes. This result is well illustrated in Fig. 2(c,d). For the canonical network there is no degeneracy, as we see in Fig. 2(c). For the asymmetrized network, \( N_d = 2 \), and we observe three modes at zero energy: the corner mode and two bulk waves, as shown in Fig. 2(d).

C. Finite networks: corner modes

A key aspect of the SSH model and its 2D generalization is that it is chiral symmetric because it consists of two sublattices with hopping only between each other. One sublattice is made of the \((\alpha, \delta)\) sites and the other of \((\beta, \gamma)\) sites. This bipartite structure leads to a chiral symmetry operator \( \Gamma \) such that \( \Gamma \cdot H_0 + H_0 \cdot \Gamma = 0 \) (see appendix B 5). The main consequences of chiral symmetry are twofold. First, eigenvectors of the Hamiltonian come in pairs of chiral partners with opposite energies. Second, zero energy modes vanish on one of the two sublattices. Remarkably, corner modes have vanishing amplitudes on three sites per unit cell, while chirality imposes only two amplitudes to vanish (as we explain in appendix B 5, this can be seen as the result of horizontal and vertical partial chiral symmetries). For an asymmetrized network (Fig. 2(b)) there is a unique corner mode (noted \( \Phi_0 \)), which has an explicit expression as a product state, as in
Figure 3: (a-c) Modulus of the components of the corner mode for an asymmetrized network (Fig. 2(b,d)) and different values of the hopping coefficients. (a) $s = 0.35$ and $t = 0.65$. (b) $s = 0.25$ and $t = 0.75$. (a) $s = 0.15$ and $t = 0.85$.

\[ \Phi_{m,n}^0 = A \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix} \left( -\frac{s}{t} \right)^{m+n}, \]  

(10)

where $A$ is a normalization constant, fixed by requiring $||\Phi_0|| = 1$. Equation (10) shows that the corner mode has support only on $\alpha$-sites. As we shall see when introducing disorder, this specific sublattice structure of the corner mode is key to its robustness. Moreover, in an asymmetrized network equation (10) automatically satisfies the open boundary conditions.

This corner mode is shown in Fig. 3 for different values of the hopping coefficients. When $s < t$, the upper and right boundaries can be send to infinity and equation (10) gives a localized (exact) solution, i.e. a bound state in the continuum. From this result we also conclude that on a canonical network (Fig. 2(a)) with $s < t$ (topological phase), equation (10) is an approximate solution, with three other solutions of similar form in the three other corners. Finite size effects lift the degeneracy due to evanescent coupling, and the eigenmodes are then given by linear combinations of the four corner modes with appropriate symmetries.

III. EFFECT OF DISORDER ON CORNER MODES

The 2D SSH model has been shown in several works to be a higher order topological insulator. However the robustness of the corner mode is particularly non-trivial since its energy lies inside the middle band, at $\varepsilon = 0$. Therefore, upon introducing disorder, we could expect the corner mode to hybridize with the bulk waves of the mid-band, and lose its localization property as soon as separability is broken. As we shall see, this is not the case, and the corner mode stays robust under a much milder condition: it must have support on the same sublattice as in the clean case.

We now focus the analysis on the properties of the corner mode when disorder is added on the hopping coefficients. This type of disorder, also referred to as off-diagonal disorder, does not break the chiral symmetry of the network, in contrast for example to on-site energy disorder. We consider a finite asymmetrized network as in Fig. 2(b). An advantage of such a network is that there is always at least one zero-energy state even in the presence of disorder. This can be seen by noticing that the first sublattice ($\alpha, \delta$) contains one additional site with respect to the second sublattice ($\beta, \gamma$), and a general property of chiral systems is that if one sublattice contains more sites than the other, there are as many zero energy solutions that vanish on the minority sublattice than the difference in the number of sites [31]. Therefore, upon introducing disorder chirality guarantees that at least one zero energy state is present in asymmetrized networks.

In a clean network, one such zero-energy solution is given by the corner mode of equation (10) as a product of two one-dimensional SSH edge states. However, in square shaped networks ($N_x = N_y$), the zero energy level is highly degenerate, as we saw in section II B. To single out the corner mode, several strategies have been proposed, such as introducing diagonal disorder [28] or dissipation in the bulk [29]. A simpler alternative is to break the symmetry between $x$ and $y$ by considering rectangular networks. From now on, we will assume $N_x = N_y + 1$, in which case we know from section II B that there is always a unique zero energy solution. To investigate the robustness of the localization properties of the corner mode against disorder, we follow the unique zero energy mode and identify under what conditions it is well localized in the corner.

Using the notations of Fig. 1(b), the disordered Hamil-
tonian reads

\[ H = \sum_{m,n} |m, n; \alpha \rangle \langle s_{m,n}^{(1)} (m, n; \beta) + \ell_{m,n-1}^{(1)} (m, n-1; \beta) \rangle \]

\[ + |m, n; \beta \rangle \langle s_{m,n}^{(4)} (m, n; \delta) + \ell_{m-1,n}^{(4)} (m-1, n; \delta) \rangle \]

\[ + |m, n; \delta \rangle \langle s_{m,n}^{(3)} (m, n; \gamma) + \ell_{m,n+1}^{(3)} (m, n+1; \gamma) \rangle \]

\[ + |m, n; \gamma \rangle \langle s_{m,n}^{(2)} (m, n; \alpha) + \ell_{m+1,n}^{(2)} (m+1, n; \alpha) \rangle \]

\[ + \text{h.c.} \quad (11) \]

In the following, we will consider and compare three types of disorder: separable disorder, zero flux disorder, and general unconstrained disorder.

### A. Separable disorder

In general, disorder breaks the separability of the Hamiltonian, and eigenvectors can no longer be found as product states as in equation (1). However, there is a particular disorder structure that maintains the decomposition and hence allows for a simple construction of solutions from that of 1D chains. To see this, we reverse the logic and consider two disordered 1D chains:

\[ H_x = \sum_{m=1}^{N_x} s_{m}^x |m, B \rangle \langle m, A| + t_{m}^{x} |m, B \rangle \langle m+1, A| + \text{h.c.}, \]

(12)

and

\[ H_y = \sum_{n=1}^{N_y} s_{n}^y |n, B \rangle \langle n, A| + t_{n}^{y} |n, B \rangle \langle n+1, A| + \text{h.c.}, \]

(13)

Now, the tensor product \( H_x \otimes I_{2N_y+1} + I_{2N_x+1} \otimes H_y \) gives the 2D Hamiltonian of equation (11) if the hopping coefficients are of the form

\[ s_{m,n}^{(1)} = s_{n}^{x} \quad \text{and} \quad \ell_{m,n}^{(1)} = \ell_{n}^{x}, \]

\[ s_{m,n}^{(2)} = s_{n}^{y} \quad \text{and} \quad \ell_{m,n}^{(2)} = \ell_{n}^{y}, \]

\[ s_{m,n}^{(3)} = s_{n}^{x} \quad \text{and} \quad \ell_{m,n}^{(3)} = \ell_{n}^{x}, \]

\[ s_{m,n}^{(4)} = s_{n}^{y} \quad \text{and} \quad \ell_{m,n}^{(4)} = \ell_{n}^{y}, \]

(14)

which we refer to as “separable disorder”. The above form can be stated in simple geometric terms: hopping coefficients corresponding to horizontal (resp. vertical) links must only depend on the horizontal coordinate \( m \) (resp. vertical coordinate \( n \)).

In this type of disorder, the zero-mode is still given by a product state similar to equation (10):

\[ \Phi_{0}^{m,n} = A \left( \begin{array}{c} 1 \\ 0 \\ 0 \\ 0 \end{array} \right) \prod_{j=1}^{m} \left( -s_{j}^{x} / \ell_{j}^{x} \right) \prod_{j'=1}^{n} \left( -s_{j'}^{y} / \ell_{j'}^{y} \right), \]

(15)

where \( A \) is a normalization constant. Therefore, its localization properties are directly inherited from that of edge states in the corresponding horizontal and vertical SSH chains. Localization at zero energy in chiral one dimensional lattices are relatively well studied \([31–33]\), and many aspects can be understood from the fact that \( \ln | \epsilon_{m}^{0} | \) is a biased random walk. For our purpose, we underline the two main consequences for the corner mode of equation (15) written as a product state. First, as in the clean case it vanishes on all \( \beta, \gamma, \delta \) sites. Second, the field amplitude decreases for increasing \( m \) (resp. \( n \)) if \( \ln | \epsilon_{m}^{0} / \ell_{m}^{y} | < 0 \) (resp. \( \ln | \epsilon_{n}^{0} / \ell_{n}^{y} | < 0 \)) as in the one-dimensional case \([33]\). Note that the average is taken over the different cells, not the disorder realization, but the two become equivalent in the limit of large networks.

### B. Zero flux disorder

The strong robustness of the corner mode against disorder extends far beyond separability, and find its origin in its peculiar sublattice structure, namely having support only on \( a \) sites. To see this, we look for a solution that vanishes on all \( \beta, \gamma, \delta \) sites. Projecting \( H \) of equation (11) with \( \{m, n; \alpha\} \), we see that we must have \( c = 0 \), and hence we are left with only two nontrivial equations

\[ 0 = s_{m,n}^{(2)} \phi_{m,n}^{a} + \ell_{m,n}^{(2)} \phi_{m,n+1}^{a}, \]

(16a)

\[ 0 = s_{m,n}^{(4)} \phi_{m,n}^{a} + \ell_{m,n}^{(4)} \phi_{m+1,n}^{a}. \]

(16b)

To ease the discussion, we refer to the a site of the cell \( (m, n) \) as \( \alpha_{m,n} \) (see Fig. 2b). Equation (16a) gives us the field amplitude on \( \alpha_{m,n+1} \) if we know the amplitude on \( \alpha_{m,n} \). Similarly, equation (16b) allows us to go from \( \alpha_{m,n} \) to \( \alpha_{m+1,n} \). Using the two equations we can now relate the amplitude on \( \alpha_{m+1,n+1} \) to the one on \( \alpha_{m,n} \) in two different ways: either going from \( \alpha_{m,n} \) to \( \alpha_{m+1,n} \) or from \( \alpha_{m,n} \) to \( \alpha_{m,n+1} \) to \( \alpha_{m+1,n+1} \). Having a nontrivial solution of equations (16) requires the two obtained relations to be compatible, which is true if the hopping coefficients satisfy

\[ F_{m,n} = \ln \left( \frac{s_{m,n}^{(1)} \ell_{m+1,n}^{(1)}}{s_{m,n}^{(1)} \ell_{m,n+1}^{(1)}} \right) = 0. \]

(17)

\( F_{m,n} \) represent the flux around a super-plaquette made of neighbouring \( a \)-sites, as illustrated in Fig. 2a. As we showed, to have a corner mode with the same sublattice structure as in the clean case (10), it is necessary that all the fluxes \( F_{m,n} \) be trivial. It turns out that this condition of zero fluxes is also sufficient to have a solution with support on \( a \)-sites only. Indeed, assuming equation (17) holds, then we build the product state

\[ \Phi_{0}^{m,n} = A \left( \begin{array}{c} 1 \\ 0 \\ 0 \end{array} \right) \prod_{j=1}^{m} \left( -s_{j}^{a} / \ell_{j}^{a} \right) \prod_{j'=1}^{n} \left( -s_{j'}^{a} / \ell_{j'}^{a} \right), \]

(18)
In this equation, $C(\alpha_{0,0} \rightarrow \alpha_{m,n})$ is a path in the network going from $\alpha_{0,0}$ to $\alpha_{m,n}$ through neighbouring $\alpha$ sites, as shown in Fig. 4(b). Each step from a site $\alpha_{m',n'}$ to a neighbour $\alpha_{m'+1,n'}$ or $\alpha_{m',n'+1}$ is associated with the corresponding ratio of hopping coefficients $s_{m',n'}/t_{m',n'}$, with $\nu = 1, 2$ that enters in the product of equation (18). Now, the zero flux condition of equation (17) tells us that the result is independent of the chosen path. This construction is illustrated in Fig. 4. It is then straightforward to see that it provides a zero-energy solution of the 2D SSH equations (11), reducing to equations (16), by choosing an appropriate path: ending by $\alpha_{m,n} \rightarrow \alpha_{m,n+1}$ for equation (16a) and by $\alpha_{m,n} \rightarrow \alpha_{m+1,n}$ for equation (16b).

Just like in the clean case, equation (18) always satisfies the boundary conditions in an asymmetrized network (while it only gives an approximate solution for a canonical network in the topological phase, see footnote 2). However, the localization of the mode of equation (18) depends on the average behavior of $\ln |s/t|$. If $\langle \ln |s/t| \rangle$ is negative, the amplitude of equation (18) decreases on average for increasing $(m,n)$, and hence, the mode is localized on the lower left corner. On the contrary, if $\langle \ln |s/t| \rangle$ is positive, equation (18) is localized on the upper right corner. However, for $|\ln |s/t| | < 0$ but large disorder strengths, the lower left values of $\ln |s/t|$ might be positive in some realizations. In that case the amplitude of equation (18) first increases before decreasing, and the zero-mode leaks further away from the corner. In the extreme case of $\langle \ln |s/t| \rangle = 0$ with disorder, the zero-mode of equation (18) is anomalously localized, decreasing like $O(e^{-\lambda \sqrt{m} - \lambda \sqrt{n}})$ [31], but not specifically in the corner. In appendix B.2, we explain how this anomalous localization can be understood from random walks, as in the one-dimensional case.

The corner mode construction developed above turns out to be rather general. For instance, the same zero flux condition in similarly constructed super plaquette has been found in [34] as a condition to preserve a corner mode in the presence of disorder. Furthermore, our construction also applies to other lattice configurations, such as Kagome lattices that display corner modes [13, 16] (this is outlined in appendix B.3).

C. Interactions of the corner mode with bulk waves

We now want to understand how the corner mode interacts with the midband for various types of disorder. Chiral symmetry guarantees that its frequency is robust since as we saw earlier there is a zero-mode for any disorder. However, when turning disorder on, this zero-mode might lose its localization properties by hybridizing with bulk waves. To characterize how localized the zero-mode is, we introduce the Inverse Participation Ratio (IPR) [35]. The IPR of a mode $\Phi$ is defined as

$$I(\Phi) = \sum_{m,n,\mu=\alpha,\beta,\gamma,\delta} |\phi_{\mu,m,n}^\alpha|^4,$$  \hspace{1cm} (19)
where the mode must be normalized, i.e. \( \sum |\phi_{m,n}^{\mu}|^2 = 1 \).

It is easy to see that the IPR is always between 0 and 1. When the mode is spread in the bulk, it has a low IPR, and on the contrary, if the mode has a few nonzero components, its IPR is higher. We will also consider a variant of the IPR, where we add a weight to penalise sites far from the lower-left corner. Explicitly, we define

\[
I_c(\Phi) = \sum_{m,n,\mu=\alpha,\beta,\gamma,\delta} |2\phi_{m,n}^{\mu}|^4 (m+n)^4,
\]

where the factor 2 is here so that the weight is unity for the most lower-left corner \((m,n) = (1,1)\). This weighted IPR will allow us to discriminate whether the mode is localized near the corner or in bulk (due to disorder), in which case \(I_c\) starts to be lower than \(I\).

We now analyze the change of IPR of the zero-mode in disordered networks when continuously increasing the strength of disorder. To discuss this, we build a disordered Hamiltonian \(\tilde{W}\), with coefficients \(s\) and \(t\) randomly and independently picked between 0 and 1. We then look at interpolated Hamiltonians between the clean Hamiltonian \(H_0\) of equation (11) and the fully disordered one \(\tilde{W}\). Here, we investigate a family of disorder Hamiltonians with unconstrained disorder of the form:

\[
H(\Delta) = (1 - \Delta)H_0 + \Delta \tilde{W},
\]

with \(\Delta \in [0,1]\). The constructed Hamiltonian is of the form of equation (11) with random hopping coefficients uniformly distributed over an interval of size \(\Delta\) and of mean values \(\langle s \rangle = (1 - \Delta)s_0 + \Delta/2\) and \(\langle t \rangle = (1 - \Delta)t_0 + \Delta/2\), as represented in Fig. 6. Doing so, the hopping coefficients of \(\tilde{H}\) stay between 0 and 1, in order to be compatible with the acoustic realisation to be presented below. Notice also that the constructed disorder preserves chiral symmetry, that is for any \(\Delta\) we have \(\Gamma \cdot H + H \cdot \Gamma = 0\).

The results are shown in Fig. 5. Because we consider a reasonably small network, the energy spacing near \(\epsilon = 0\) is still appreciable and hence, the zero-mode interacts essentially with the first pair of modes with nonzero energy. When increasing the disorder strength \(\Delta\), the eigenvalues move and repulse each other. This is the usual avoided crossing phenomenon, Fig. 5(a). This applies in particular to the zero-mode (red in Fig. 5(a)) and the pair of
modes with the smallest nonzero energies (we call the one with positive $\varepsilon$ “next mode” and show it in yellow in Fig. 5(a)). What is remarkable is that this avoided crossing is accompanied by a sudden drop of the IPR, as shown in Fig. 5(b). Far from the avoided crossing, the zero-mode is localized in the corner and the next mode is a bulk wave, as in Fig. 5(c-d). Near the crossing, the two modes are swapped: the zero-mode spreads in the bulk while the next mode is localized in the corner, as in Fig. 5(e-f). By interacting with midband modes, the next mode acquired a nonzero energy, despite the fact that the disorder preserves chiral symmetry. In fact, by having a nonzero energy, chiral invariance implies that there is now a pair of corner modes with opposite energy (chiral partners) but with nonzero components on the full lattice, and not only on the $(\alpha, \delta)$-sublattice. This explains why the corresponding IPR is not as high as that of the zero-mode far from the crossing. When the size of the system is larger, the zero mode interacts with more bulk waves, and hence loses its localization properties more rapidly with increasing disorder.

We now compare three types of disorder: separable, with vanishing fluxes $F_{m,n}$ (equation (17)), and unconstrained (but still chiral). In appendix B 4, we explain how the different disorder types are built. In Fig. 7(a-c) we show the IPR of the zero-mode (in red) and compare it to the IPR of all other modes (in blue). For all disorder types, the IPR of all modes but the zero-mode tend to increase with disorder strength $\Delta$, due to wave localization. Moreover, in an unconstrained disorder we see that the zero-mode IPR quickly drops until it becomes comparable to all other modes, meaning that it is no longer localized as a corner mode but rather due to wave localization [31, 32, 36]. On the contrary, for separable disorders and disorders obeying the constraint of equation (17), the zero-mode stays well localized until high values of the disorder strength. This is a manifestation of the robustness of the corner mode against this type of disorder. At higher disorder strengths, the mode is still localized but around a point that can move away...
from the corner, as explained in section III B. This is confirmed by the decrease of $I_c$ compared to $I$ in Fig. 7(a-c). In Fig. 7(d-f), we show the evolution of eigenvalues near zero with the disorder strength $\Delta$. When the disorder is separable, eigenvalues cross without interacting. This is because the corresponding modes do not interact due to the conservation of the transverse wavenumber. When the disorder is not separable but satisfies equation (17), eigenvalues repulse each other as in a general disorder, but crossing can occur at $\varepsilon = 0$. This suggests that bulk waves see a general disorder, but no longer interact with the corner mode. We also point out that the results shown in Fig. 7 are obtained for a single disorder realisation per disorder type, and no average has been performed. Although the exact curves vary for different realisations, the distinct behaviours between the three types of disorder remain.

To further emphasize the robustness in zero flux disorders, we show the zero-mode in Fig. 8(a-c), with the corresponding disordered network shown in Fig. 8(d-f). We see that it is well localized in the corner even at high disorder intensities, although the site of maximum amplitude is away from the corner at very high disorder strengths (see Fig. 8(c)).

D. Topological defect modes

Interestingly, all the results obtained above also applies to defect-like localized modes at the crossing between four networks with different topology. To see this, we can start again from the general zero energy solution of equation (18) to build a defect-like localized solution in the middle of the network by choosing the appropriate average behavior of the hopping coefficients. To do so, we divide the network in four quadrants, and arrange $\langle \ln |s/t| \rangle$ for vertical and horizontal links to change sign in each quadrant such that the amplitude of equation (18) decreases on average when moving away from the center, i.e. when $|m|$ and $|n|$ increase. The general construction is illustrated in Fig. 9(a), and an explicit example of such a network is shown in Fig. 9(c), which possesses the defect mode at $\varepsilon = 0$ shown in Fig. 9(b).

IV. ACOUSTIC REALISATION

In this section, we propose an acoustic realisation of the 2D SSH model with disorder. For this we consider a network of narrow air channels of equal length $L$ but varying cross-sections. The typical transverse length $\ell_\perp$ of the channels is assumed much smaller that its length $L$ ($\ell_\perp \ll L$) so that inside each channel the propagation is monomodal [37–39]. In [30] it was shown that using cross-sections alternating between two values $w$ and $w'$, the system is described by an effective Hamiltonian that coincide with the 2D SSH model with hopping coefficients

$$s = \frac{w}{w + w'} \quad \text{and} \quad t = \frac{w'}{w + w'}.$$  \hspace{1cm} (22)

Here we show how this can be extended to a disordered 2D SSH model by using varying cross-sections for the channels. To see this, let us consider a node on the network, labelled by $a = (m, n, \mu)$ with $\mu \in \{\alpha, \beta, \gamma, \delta \}$. The
acoustic flux must be conserved at that node, implying
\[ \sum_{\langle b,a \rangle} w_{ab} u_b = 0, \quad (23) \]
where \( u_b \) is the acoustic velocity arriving at the node \( a \) from the channel connecting to a neighbouring node \( b \) and \( w_{ab} \) the section of that channel. Hence, the notation \( \langle b,a \rangle \) means that the sum runs over all \( b \) which are nearest neighbours to \( a \). Moreover, pressure is continuous at the node \( a \) and may be related to a neighbouring node \( b \) by integrating the (1D) Helmholtz equation inside the channel. This leads to
\[ \cos(kL)p_a + i \sin(kL)u_b = p_b, \quad (24) \]
Summing over nearest neighbours \( b \) and applying the debit continuity equation \( (23) \) then gives
\[ \epsilon_p a \sum_{\langle c,a \rangle} w_{ac} = 2 \sum_{\langle b,a \rangle} w_{ab} p_b, \quad (25) \]
where \( \epsilon = 2 \cos(k\ell) \) and the factor 2 is here to recover the same model as in preceding sections. In order to recast equation \( (25) \) as an hermitian eigenvalue problem for \( \epsilon \), and apply the results of the preceding sections, we define the field \( \Phi \) as rescaled pressure values:
\[ \phi_a = P_a \sqrt{\sum_{\langle c,a \rangle} w_{ac}}. \quad (26) \]
Equation \( (25) \) then rewrites as \( \epsilon \Phi = H \cdot \Phi \), with the matrix elements of the (hermitian) Hamiltonian
\[ H_{ab} = \frac{2w_{ab}}{\sqrt{\sum_{\langle c,a \rangle} w_{ac} \sum_{\langle c',b \rangle} w_{bc'}}}, \quad (27) \]
for \( a \) and \( b \) nearest neighbours (and 0 otherwise). For a finite network, the open boundary conditions of the 2D SSH model are obtained by adding extra channels with open ends. At the open ends, the acoustic pressure is at equilibrium with the exterior, and hence, must vanish \(^3\). This means that the open ends act as ghost sites where the field amplitudes vanish, reproducing the open boundary conditions (see footnote 2). This ensures that a clean network with staggered cross-section exactly reproduces the 2D SSH model with the hopping coefficients of equation \( (22) \).

We computed the spectrum of the Helmholtz equation in a two-dimensional asymmetrized acoustic network using a finite element method. For commodity, we work in units where the length of each channel is unity (\( L = 1 \)). In Fig. 10(a,b,d,e) we show the obtained corner mode. We start with a clean network with thin channels with transverse lengths \( w/L = 0.015 \) and \( w'/L = 0.085 \) in Fig. 10(a) and the corresponding disordered network with zero fluxes in Fig. 10(d) (disorder construction is detailed in appendix B 4). As predicted by the discrete model of the previous section, the corner mode is well localized and robust to this type of disorder. We notice that two-dimensional effects introduce a small breaking of the chiral symmetry, which manifests itself as a non-zero effective energy of the corner mode, with \( \epsilon_0 = -0.054 \) for the clean case and \( \epsilon_0 = -0.068 \) for the disordered case. We also verify that the mode has support mostly on \( \alpha \) sites. This is quantified using the sublattice polarization \( P_\alpha = \sum_{m,n} |p_\alpha^{m,n}|^2 \) (with normalization \( \sum_{\mu,m,n} |p_\mu^{m,n}|^2 = 1 \), which is above 0.99 for both clean and disordered networks. We also compute the corner mode for a network with transverse length five times larger. We show the results both in the clean case, Fig. 10(b), and disordered case, Fig. 10(e). Although two dimensional effects are more significant, with an effective

\(^3\) We neglect radiative losses at the open ends, which vanish in the limit of small cross-sections.
energy $\varepsilon_0 = -0.274$ for the clean case and $\varepsilon_0 = -0.337$ for the disordered case, the corner mode stays well localized on the $\alpha$-sites, with $P_\alpha > 0.95$. Lastly, to make closer contact with the previous sections, we show the corresponding discrete networks in Fig. 10(c,f).

V. CONCLUSION

In this work we study a two dimensional extension of the SSH model. This model has been shown to be a higher order topological insulator [24–27], hosting localized modes at corners in its topological phase. In this model, the corner modes have the peculiar property of coexisting with bulk waves as bound states embedded in the continuum (BIC). We study the robustness of these corner modes to the introduction of disorder that preserves the chiral symmetry of the model. We show that, while localization is rapidly lost in a general disorder, the corner modes are preserved up to high disorder strengths if the disorder satisfies the geometric constraint of having zero fluxes through appropriately defined super plaquettes (see Fig. 4). We also show that this condition can be seen at the level of the mode itself. We show that it is equivalent to the corner having support on a single site per unit cell, as in the clean case, while the chiral symmetry would only guarantee support of two sites per cell (see equation (18)).
This robustness goes against the intuition about BICs, where they are expected to lose their localization properties by hybridizing with bulk waves as soon as separability is broken. This was already noticed in periodic networks where separability was broken by extra couplings between next-to-nearest neighbour sites [20–21]. In these works, it was however shown that robustness requires the presence of a crystalline symmetry \( (C_{4v}) \) in addition to the chiral symmetry. Our results strengthen this conclusion and extends it to disordered networks, where the crystalline symmetry requirement is replaced by the condition of vanishing fluxes on superplaquettes. It should also be noticed that the geometric condition is rather mild, as can be seen for instance by counting the number of independent parameters compared to a general disorder.

In the last section, we show how this model can be realized in an acoustic network made of air channels arranged in a square lattice. By varying the cross-sections of each channel, the disordered model is realized, with or without the geometric constraint. In the latter case, we confirm the presence of well localized corner modes by finite element simulations of the full network (see Fig. 10). These results open the door to further refined manipulations of sound waves using higher order topological insulators by having localized modes even in the absence of a full bandgap.
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Appendix A: Few results for the 1D SSH chain

In this appendix, we recall a few basic properties of the SSH model (see e.g. [40] for more details). The model is illustrated in Fig. 11 and we assume the same constraint on the hopping coefficient as in the 2D case: \( s > 0, t > 0, \) and \( s + t = 1 \). We first consider an infinite network, where the eigenmodes can be given in terms of Bloch waves \( \Phi^m = e^{imq}\Phi \) (with \( \Phi = (\phi_A, \phi_B)^T \)) obeying \( \varepsilon \Phi = h(q) \cdot \Phi \) with the Bloch Hamiltonian

\[
h(q) = \begin{pmatrix} 0 & s + te^{-iq} \\ s + te^{iq} & 0 \end{pmatrix}, \tag{A1}
\]

The eigenvalues of \( h(q) \) gives us the dispersion relation

\[
\varepsilon^2 = \left| s + te^{iq} \right|^2 = s^2 + t^2 + 2st \cos(q), \tag{A2}
\]

where we see the two bands of the model: \( \varepsilon \in [t - s, 1] \) and \( \varepsilon \in [-1, -(t - s)] \). In one dimension it is also rather easy to obtain the density of states as \( \rho_{1D}(\varepsilon) = 1/(2\pi \partial_q \varepsilon) \), hence

\[
\rho_{1D}(\varepsilon) = \frac{|\varepsilon|}{\pi \sqrt{(1 - \varepsilon^2)(\varepsilon^2 - \Delta^2)}}, \tag{A3}
\]

for \( (t - s)^2 < \varepsilon^2 < 1 \) and zero elsewhere. In appendix B 1, we show how to extend this result to the 2D case.

Now, as discussed at the beginning of section 1.1, in 2D, there are two ways to obtain a finite SSH chain: either taking an integer number \( N \) of unit cells, as in Fig. 11(a), or adding an extra site at the end, as in Fig. 11(b). We first look for bulk wave solutions. They can be conveniently written as a superposition of left and right moving Bloch waves, that is

\[
\Phi^m = \lambda_1 e^{imq} \left( \begin{array}{c} \varepsilon \\ s + te^{iq} \end{array} \right) + \lambda_2 e^{-imq} \left( \begin{array}{c} \varepsilon \\ s + te^{-iq} \end{array} \right), \tag{A4}
\]

where \( \varepsilon \) and \( q \) are related by the dispersion relation \( \text{(A2)} \). Since changing \( q \) into \(-q\) leads to the same global solution, we can restrict ourselves to \( q > 0 \). Using the fact that the chain is finite gives us two boundary conditions (which amounts to adding an extra site on the left/right where amplitude is zero). The one on the left gives \( \lambda_1 + \lambda_2 = 0 \), and the one on the right gives the quantization conditions

\[
\sin(Nq) + \frac{s}{t} \sin((N + 1)q) = 0, \tag{A5}
\]

for a canonical chain (Fig. 11(a)), and

\[
\sin((N + 1)q) = 0, \tag{A6}
\]

for an asymmetrized chain (Fig. 11(b)). Interestingly, for the latter the quantization condition, equation \( \text{(A6)} \) has

![Figure 11: (a-b) Representation of finite one-dimensional SSH chain. We also show the labels used for disordered chain, and used in equation \( \text{(14)} \). (c-d) Energy eigenvalues of a 1D chain \( (N = 20) \) as a function of \( t - s \). (a,c) Canonical chain, (b,d) Asymmetrized chain.](image-url)
a simple set of solutions

\[ q_j = \frac{j\pi}{N+1}, \]  

(A7)

with \( j = 1..N \), and the corresponding energy eigenvalues \( \varepsilon = \pm s + t e^{i q_j} \), while for a canonical chain, equation (A5) has no closed form solution 4. Similarly, edge states are easier to obtain for an asymmetric chain (Fig. 11(b)). Indeed, looking at a zero energy solution, we see that

\[ \Phi^m = \lambda_0 \left( \frac{1}{0} \right) (-s/t)^m, \]  

(A8)

with \( \lambda_0 \) a normalization constant, satisfies both boundary conditions: it vanishes on all \( B \)-sites, and hence on the ghost ones at both ends of the chain. If \( s < t \) it is localized on the left edge, and if \( s > t \) it is localized on the right edge. Moreover, when \( s < t \), we see that this is also the solution of the semi-infinite chain obtained by sending the right boundary to infinity. When adding disorder (see Fig. 11(b)), this expression becomes

\[ \Phi^m = \lambda_0 \left( \frac{1}{0} \right) \prod_{j=1}^{m} (-s_j/t_j). \]  

(A9)

For a clean canonical chain, equation (A8) only gives an approximate solution of an edge mode for \( s < t \), with a second one on the other side and vanishing on \( A \)-sites. Eigenmodes are obtained as symmetric and antisymmetric combination of the two edge modes, and have nonzero exponentially small energies \( \pm \varepsilon_0 \) due to evanescent coupling [40].

### Appendix B: Few results for 2D SSH networks

#### 1. Eigenstate density

In this section we show that the separability of the 2D SSH model allows us to derive explicitly various useful quantities. For instance, in an infinite network, the density of states \( \rho(\varepsilon) \) can be obtained from its one-dimensional counterpart of equation (A3). For this, we write the density of states as \( \rho(\varepsilon) = \sum \delta(\varepsilon - \varepsilon(q)) (dq_x dq_y/(4\pi^2)). \) Using the fact that \( \varepsilon(q) = \varepsilon_x(q_x) + \varepsilon_y(q_y) \), and the change of variables from \( q_x/y \) to \( \varepsilon_x/y \), which involves the 1D state density of equation (A3), we obtain

\[ \rho(\varepsilon) = \int_{-1}^{1} \rho_{1D} \left( \frac{\varepsilon}{2} + \xi \right) \rho_{1D} \left( \frac{\varepsilon}{2} - \xi \right) d\xi. \]  

(B1)

4 We believe that this corrects a typo in [23], where the condition of equation (A7) was incorrectly used for a 2D SSH ribbon with the corresponding transverse chain having a canonical structure (as in Fig. 11(a)). Separability together with equations (A5) and (A6) show that this is the case only if one add an extra chain on one side, similarly to Fig. 2(b).

#### 2. Connection between the corner mode and biased random walks

In the one-dimensional SSH model with disordered hopping coefficients, it is known that the chiral symmetric point (\( \varepsilon = 0 \)) is governed by a random walk dynamics. This lead to the identification of several exotic properties,
such as anomalous localization [31] or density of state singularities [32, 11]. In disordered 2D SSH networks with zero flux (equation (17)), the product state structure of the zero mode found in equation (18) suggests that its properties can also be derived from random walk dynamics. More precisely, the governing equation of the zero mode in disorders with zero flux, namely equation (16), can be recast as two independent random walks. To see this, let us solve equation (16) with separation of variables, writing \( \phi_{m,n} = \phi_{x} \times \phi_{y} \). We then consider the logarithm of the amplitude to obtain the two equations

\[
\ln |\phi_{y}^{n+1}| = \ln |\phi_{y}^{n}| + \ln \left( \frac{s_{m,n}^{(2)}}{s_{n,m}^{(2)}} \right), \\
\ln |\phi_{x}^{n+1}| = \ln |\phi_{x}^{n}| + \ln \left( \frac{s_{m,n}^{(4)}}{s_{n,m}^{(4)}} \right).
\]

Technically, equation (B4a) (resp. equation (B4b)) depends on the value of \( n \) (resp. \( m \)) along which one integrates. However, the condition of zero flux of equation (17) ensures that the result is consistent since the sum \( \ln |\phi_{x}^{n}| + \ln |\phi_{y}^{n}| \) is independent of these choices.

This connection to random walks allows us to easily obtain the zero-mode behavior, as discussed in section III B, after equation (18): if \( \ln |s/t| = 0 \) then there is no preferred direction but the random walks diverge as \( \propto \sqrt{n} \) (diffusive regime), leading to an anomalous localization of the field \( \propto e^{-\lambda \sqrt{s/t} - \lambda \sqrt{n}} \). As a last remark, we point out that these properties inherited from random walks are valid under the constraint of zero fluxes of equation (17). Unconstrained but chiral disorders have dramatically different properties, see e.g. 36, 42 for the studies in the regime \( \langle |s/t| \rangle = 0 \).

3. Corner modes in disordered Kagome lattices

Here we explain how the general construction of the corner mode (18) with the robustness condition, i.e. vanishing fluxes as in (17), can be applied to other situations. We already mentioned the relation to corner modes in Lieb lattices [34]. Corner modes have also drawn significant interest in Kagome lattices [15, 19]. Although Kagome lattices are not chiral, corner modes have a non-trivial sublattice structure, with two sites with vanishing amplitudes out of the three per unit cell. By removing the links that are irrelevant to the corner mode, because they connect sites with zero amplitude, we see that the same structure as in the 2D SSH model appears. Hence the same construction of the corner mode, and its robustness condition (zero fluxes (17)), is illustrated in Fig. 13, to compare with Fig. 1(a).

We also notice that a similar general construction was obtained in periodic networks (where the fluxes of equation (17) are always trivial) in [33].

4. Constructing different types of disorder

In this appendix, we explain how to obtain the different types of disorder, by modifying equation (21).

Separable disorders: To obtain a separable disorder, we pick random hopping coefficients between 0 and 1 for two 1D chains, and obtain a disordered matrix \( W_{\text{sep}} \) using equation (14). We then build the Hamiltonian \( H(\Delta) \) by interpolation between the clean network and that disorder, as in equation (21).

Zero flux disorders: To obtain the disorder with zero fluxes, we start from a general disorder (equation (21)) and compute the flux \( F_{m,n} \): if it is larger than unity, we rescale \( s_{m+1,n}^{(1)} \); if it is smaller than unity, we rescale \( s_{m+1,n}^{(1)} \). Doing so, the corresponding hopping coefficients are lowered, and hence stay between 0 and 1. We also rescale \( s \) rather than \( t \) because lowering the former changes less the statistical spread of. This procedure leads to a continuous family of Hamiltonians \( H(\Delta) \) with a comparable disorder strength than the others for a given value of \( \Delta \).

Acoustic disorders with zero fluxes: In the acoustic realization of section IV, it is trickier to infer the disorder structure from that of the cross-section values. For instance, having the cross-sections depending only on one coordinate (horizontal or vertical) is not enough to obtain the separable disorder described in equation (14).

---

Figure 13: Super plaquettes and corresponding flux in a Kagome lattice, to compare with Fig. 4(a). On the left, we marked with open circles the sites of the lattice where the corner mode (located on the lower left side) has zero amplitude. We also point out that the hopping coefficients for each link are a priori different (although we emphasized the \( s \) and \( t \) types with red and black).
because of the denominator of (27) involving neighbouring cross-sections. We can however obtain disorders with zero fluxes, as in (17). To do so we start by randomly taking the cross-section values around a staggered mean and of spread \( \Delta \), as in equation (21). We then compute the fluxes \( F_{m,n} \), and rescale the appropriate cross-section values to obtain a vanishing flux. Doing so one super plaquette after another however, we also affect previously trivialised fluxes (again due to the denominator of (27)). Hence we proceed iteratively: scanning through each subplaquette and of spread \( \Delta \), as in equation (21). We then compute and all fluxes are zero to numerical precision. Practise after a few tries (about 10) the procedure stops then restarting the procedure until all fluxes are zero. In per plaquette to trivialise the corresponding flux, and of spread \( \Delta \), as in equation (21). We then compute and all fluxes are zero to numerical precision.

Hence, \( \Gamma \) leaves the \( \beta \) defining energy, a corner mode \( \Phi_0 \) on one of the two sublattice. In other words, \( \Phi_0 \) is guaranteed to vanish on one of the two sublattices.

5. Chiral and partial chiral symmetries

Just like its one-dimensional counterpart, the 2D SSH model is chiral symmetric. This means that there is a unitary operator \( \Gamma \) that acts inside each cell (i.e. commutes with translations) such that \( \Gamma^2 = 1 \) and

\[
\Gamma \cdot H \cdot \Gamma = -H. \tag{B5}
\]

In the 2D SSH model, we see that this is satisfied by defining

\[
\Gamma \cdot \begin{pmatrix}
\phi_{m,n}^\alpha \\
\phi_{m,n}^\beta \\
\phi_{m,n}^\gamma \\
\phi_{m,n}^\delta
\end{pmatrix} = \begin{pmatrix}
-\phi_{m,n}^\alpha \\
-\phi_{m,n}^\beta \\
-\phi_{m,n}^\gamma \\
-\phi_{m,n}^\delta
\end{pmatrix}. \tag{B6}
\]

Hence, \( \Gamma \) leaves the \( \beta \) and \( \gamma \) sites (first sublattice) invariant and flips the sign on the \( \alpha \) and \( \delta \) sites (second sublattice). As a consequence, the spectrum is symmetric about \( 0 \): eigenvectors come in pairs \((\Phi, \Gamma \cdot \Phi)\) associated with eigenvalues \((\varepsilon, -\varepsilon)\). Moreover, because it has a vanishing energy, a corner mode \( \Phi_0 \) is chiral invariant, i.e. \( \Gamma \cdot \Phi_0 = \pm \Phi_0 \). In other words, \( \Phi_0 \) is guaranteed to vanish on one of the two sublattices.

In the absence of disorder, the separability of the Hamiltonian into a product of 1D SSH chains leads to additional hidden chiral properties. Indeed, when writing the Hamiltonian as \( H_0 = H_{0x} \otimes I_{2N_y+1} + I_{2N_x+1} \otimes H_{0y} \), each component \( H_{0x} \) and \( H_{0y} \) possesses its own chiral symmetry. Therefore, we define what we call “partial chiral operators” as the chiral operators associated with the corresponding 1D horizontal and vertical chains:

\[
\Gamma_x \cdot \begin{pmatrix}
\phi_{m,n}^\alpha \\
\phi_{m,n}^\beta \\
\phi_{m,n}^\gamma \\
\phi_{m,n}^\delta
\end{pmatrix} = \begin{pmatrix}
\phi_{m,n}^\alpha \\
-\phi_{m,n}^\beta \\
-\phi_{m,n}^\gamma \\
\phi_{m,n}^\delta
\end{pmatrix}, \tag{B7}
\]

and

\[
\Gamma_y \cdot \begin{pmatrix}
\phi_{m,n}^\alpha \\
\phi_{m,n}^\beta \\
\phi_{m,n}^\gamma \\
\phi_{m,n}^\delta
\end{pmatrix} = \begin{pmatrix}
\phi_{m,n}^\alpha \\
\phi_{m,n}^\beta \\
-\phi_{m,n}^\gamma \\
-\phi_{m,n}^\delta
\end{pmatrix}. \tag{B8}
\]

We see that \( \Gamma = \Gamma_x \cdot \Gamma_y \), which is why they are referred to as partial. \( H_0 \) is invariant under neither of these partial chiral operators. However, \( H_{0x} \) (resp. \( H_{0y} \)) is chiral under \( \Gamma_x \) (resp. \( \Gamma_y \)), while it commutes with \( \Gamma_y \) (resp. \( \Gamma_x \)). As a consequence, each bulk eigen-vector of \( H \), written as a product \( \Phi = \psi \otimes \varphi \) is associated with three other bulk eigen-vectors \( \Gamma_x \psi \otimes \varphi, \psi \otimes \Gamma_y \varphi \), and \( \Gamma \Phi = \Gamma_x \psi \otimes \Gamma_y \varphi \).

Similarly, edge waves are invariant under one of the partial chiral operator, and paired with another edge wave using the other partial chiral operator.

Lastly, the corner mode is invariant under both partial chiral operators, i.e. \( \Gamma_x \cdot \Phi_0 = \pm \Phi_0 \) and \( \Gamma_y \cdot \Phi_0 = \pm \Phi_0 \). This last point is crucial to the present discussion, as it implies that the corner mode vanishes on three sites per cell, while chiral symmetry itself only guarantees it to vanish on two sites per cell. As we saw in section III B this peculiar sublattice structure is at the origin of the robustness against disorder.
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