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Abstract

Recent researches on unsupervised domain adaptation (UDA) have demonstrated that end-to-end ensemble learning frameworks serve as a compelling option for UDA tasks. Nevertheless, these end-to-end ensemble learning methods often lack flexibility as any modification to the ensemble requires retraining of their frameworks. To address this problem, we propose a flexible ensemble-distillation framework for performing semantic segmentation based UDA, allowing any arbitrary composition of the members in the ensemble while still maintaining its superior performance. To achieve such flexibility, our framework is designed to be robust against the output inconsistency and the performance variation of the members within the ensemble. To examine the effectiveness and the robustness of our method, we perform an extensive set of experiments on both GTA5→Cityscapes and SYNTHIA→Cityscapes benchmarks to quantitatively inspect the improvements achievable by our method. We further provide detailed analyses to validate that our design choices are practical and beneficial. The experimental evidence validates that the proposed method indeed offer superior performance, robustness and flexibility in semantic segmentation based UDA tasks against contemporary baseline methods.

1 Introduction

In the past few years, semantic segmentation has been attracting the attention of computer vision researchers. Many supervised semantic segmentation methods have been proposed and achieved remarkable performance [1–13]. Typically, those supervised semantic segmentation methods require abundant labeled training data, which are usually expensive to annotate and are commonly unavailable in most real-world scenarios. To resolve this problem, semantic segmentation based unsupervised domain adaptation (UDA) methods [14–36] have been introduced to bridge different domains. These semantic segmentation based UDA models learn to generalize to a target domain by training with the annotated data from a source domain and the unlabeled data from a target domain. Among these works, the authors in [14–25, 31, 37–39] resorted to adversarial domain adaptation (ADA) methods, through which the domain discrepancy is minimized by using their adversarial training schemes. Another branch of works has opted for self-training frameworks [26–30], which aim to improve the stability of their models during deployment by minimizing the entropy of the models’ predictions in a target domain. These ADA and self-training methods have demonstrated how a single model is able to learn to generalize to an annotation-less target domain. However, they only learn from a single distribution, leaving space for further improvements. Recently, in light of the potential benefits of combining multiple UDA models, a
number of works [40, 41] have attempted to borrow the concepts from ensemble learning. These works demonstrated how a group of UDA models can be trained simultaneously in an end-to-end fashion to learn different distributions of semantic information, and meanwhile transferring the knowledge to a compact student model. Despite their successes in bridging the domain gaps with multiple learners, these ensemble learning methods often lack flexibility as any modification to the teacher ensemble requires complete retraining of the whole framework.

To address such a problem, the concept of ensemble-distillation [42–50] can be leveraged since its focus is on designing an effective distillation process instead of a costly end-to-end ensemble learning framework. Typically, these ensemble distillation frameworks view the members in an ensemble as probabilistic models, and transfer the knowledge using expected certainty outputs. Nonetheless, the robustness of these methods is not guaranteed as they do not carefully take into account the followings: (1) the inconsistency in the scale of the output certainty values among the members in an ensemble (abbreviated as the ‘inconsistency issue’ hereafter), and (2) the performance variations across the members in an ensemble (abbreviated as the ‘performance variation issue’ hereafter). An example of these two issues is illustrated in Fig. 1. For the former, since each teacher model in the ensemble can be trained independently using different methods (e.g., ADA, self-training, data augmentation, or compound usage of them), the scale of the output certainty values may not be consistent across the ensemble. This may result in a situation that few members’ decisions with high certainty values dominate the entire ensemble’s output. As a result, the outputs from the members in an ensemble should be treated in an equal manner, as the inconsistency in their certainty values may come from their different training objectives instead of the real data distribution in the target domain. For the latter, since the performance (either per-class or average accuracy) of each teacher model in the ensemble may vary substantially, few underperforming members in the ensemble may cause the quality of the combined prediction to degrade significantly. This problem is especially severe under the context of UDA, since the ground truth labels in the target domain are unavailable, and the performance of the ensemble in the target domain is actually unknown. The above observations suggest that an effective mechanism is necessary to deal with these two issues and prevent them from influencing the quality of the combined predictions.

Being aware of these problems, we introduce a novel ensemble-distillation framework to avoid the aforementioned pitfalls. First, to tackle the certainty inconsistency issue, we introduce an output unification method in the framework to reduce the impact of the inconsistent scales of the certainty outputs. Next, we embrace a new category of fusion function in our framework, named channel-wise fusion, to resolve the performance variation issue. Moreover, we design a method to determine the fusion policy of the proposed channel-wise fusion function to further enhance its effectiveness. To validate our designs, we evaluate the proposed framework with two commonly-adopted metrics, GTA5 [51]→Cityscapes [52] and SYNTHIA [53]→Cityscapes, to demonstrate the effectiveness and robustness of our framework against a number of baselines. The contributions are summarized as follows:

- We introduce a flexible UDA ensemble-distillation framework which is robust against the inconsistency in the scale of the output certainty values and the performance variations among the members in an ensemble.
- We propose a new category of fusion function, called channel-wise fusion, along with a fusion policy selection strategy as well as a conflict resolving mechanism to enhance its effectiveness.
- We evaluate our framework under various configurations, and demonstrate that it is able to outperform the baselines in terms of its robustness and effectiveness.

2 Related Works

Unsupervised Domain Adaptation: A number of methods have been proposed to bridge the discrepancy between different domains. One branch of these works adopted ADA frameworks to learn representations of their target domains [14–25, 31, 37–39]. These approaches typically employ a generator and a discriminator trained against each other to minimize the domain gap, and have shown significant improvements over those trained directly in the source domains. Another line of works has turned their attention to self-training and data augmentation measures to tackle UDA problems. For those works utilizing self-training, the concentration was mainly on preventing overfitting by using regularization [28, 29] or class-balancing [27] when minimizing the uncertainty in their target domains. The authors in [30] extended the concept of self-training and proposed a data augmentation technique. Their proposed method fine-tunes a model with mixed labels generated by combining ground truth annotations from a source domain and pseudo labels from a target domain. Recent researchers employed ensemble learning frameworks to resolve UDA problems [40, 41]. The authors in [41] proposed an end-to-end ensemble framework to solve UDA classification problems. The authors in [40] extended the idea of ensemble learning and proposed a joint learning ensemble framework to solve person re-identification UDA problems. These works showed how the ensemble learning frameworks can be integrated into UDA.

Pseudo Labeling: Pseudo labeling is a self-training method originally proposed to improve the performance of classification networks [54], and is usually accomplished by
minimizing the entropy of a model’s predictions on unseen data. Pseudo labeling enables a better decision boundary to be achieved as the certainty of a model’s prediction increases \cite{54}. This concept has been further extended to the field of semantic segmentation, and has gained success by incorporating the information of unlabeled data. Since self-training via pseudo labeling and UDA share many similar characteristics in terms of their problem formulations, it has recently been used to solve UDA problems \cite{28–30}.

**Ensemble-Distillation Method:** Ensemble-distillation is an extension of knowledge distillation. The authors in \cite{43, 46} studied how the knowledge of a teacher model ensemble can be transferred to a student by training it with the soft predictions of the ensemble. They adopted averaging operation for combining the predictions and used KL-divergence as the loss function to transfer the knowledge. The authors in \cite{50} aimed at resolving the diversity collapse issue in the ensemble-distillation problem. They argued that the averaging operation harms the diversity of the models in an ensemble and proposed to use a prior network \cite{55} to estimate the distributions of their output uncertainties. These works have demonstrated their effectiveness under supervised training settings. However, the existing ensemble-distillation methods are not designed to handle unsupervised tasks, and are susceptible to the issues introduced in Section 1.

3 Preliminary

**Problem Definition:** For semantic segmentation based UDA problems, a model has access to the image-label pairs, $x_{src}, y_{src}$, from a source domain dataset $D_{src}$, but only the images $x_{tgt}$ from a target domain dataset $D_{tgt}$. The training objective is to train the model such that its predictions can best estimate the ground truth labels $y_{tgt}$ in the target domain. In other words, the mean intersection-over-union (mIoU) between the predictions of the model and $y_{tgt}$ should be maximized. In the problem formulation concerned by this paper, a pretrained model ensemble $T$ is given, where each member in $T$ is separately trained using any arbitrary semantic segmentation based UDA method. The goal is to develop an ensemble-distillation strategy that can effectively integrate the knowledge from $T$ and distill it into a single student model, in a way that the mIoU of the student’s predictions for the instances in $D_{tgt}$ is maximized.

**Previous Ensemble-Distillation Method:** In this section, we explain how the concepts of the previous ensemble-distillation works \cite{42–49} can be borrowed to perform semantic segmentation based UDA ensemble-distillation tasks. Typically, these works view $T$ as a set of probabilistic models, and complete the ensemble-distillation process through minimizing the negative log-likelihood loss $L_{KL}$ between the expected outputs from the ensemble and the student model, as depicted in Fig. 2 (b). The distillation process of these methods under the settings of semantic segmentation based UDA can be formulated as:

$$L_{KL} = - \sum_{p \in \mathcal{I}} \sum_{c \in \mathcal{C}} \hat{s}(p,c) \log(s(p,c)), \quad (1)$$

where $\mathcal{I}$ is a set of pixels in an image, $\mathcal{C}$ is a given set of semantic classes, $s(p,c) \in \mathbb{R}^{[\mathcal{I}] \times |\mathcal{C}|}$ is the student’s certainty output, and $\hat{s}(p,c) \in \mathbb{R}^{[\mathcal{I}] \times |\mathcal{C}|}$ represents the expected probabilistic prediction for class $c \in \mathcal{C}$ at pixel $p \in \mathcal{I}$. A common way to capture $\hat{s}$ is through averaging, expressed as follows:

$$\hat{s}(p,c) = \frac{1}{|T|} \sum_{t \in T} s(p,c,t), \quad (2)$$

where $s(p,c,t) \in \mathbb{R}^{[\mathcal{I}] \times |\mathcal{C}| \times |T|}$ is the probabilistic prediction from $t \in T$ for class $c \in \mathcal{C}$ at pixel $p \in \mathcal{I}$ on target instances. As a result, the knowledge of the teacher ensemble can be transferred through minimizing $L_{KL}$ in a target domain.

**Pitfalls:** As discussed in Section 1, directly adopting previous methods to solve semantic segmentation based UDA problems is problematic because of the inconsistency issue and the performance variation issue. For the former, the scale of $\hat{s}$ may vary across the models in $T$ under our problem formulation. This suggests that a direct operation, such as the averaging operation in Eq. (2), is inappropriate as a few $\hat{s}$ with high certainty values may dominate the ensemble’s output decision. For the performance variation issue, the per-class or the average performance of each member in $T$ can vary substantially under our problem formulation. Since the fusion function formulated in Eq. (2) fuses the predictions of all teacher models, the under-performing members in $T$ can influence the quality of the fused results. Therefore, the adoption of such a fusion function is inappropriate as it may be sensitive to the performance variations within $T$.

4 Methodology

To address the aforementioned problems, we introduce a new ensemble-distillation framework, and illustrate it in Fig. 2 (a). The main difference between the proposed method and the previous ones lies in two aspects: Output Unification and Fusion Function. In Sections 4.1 and 4.2, we walk through the designs of the output unification operation...

Figure 2: A comparison between (a) the proposed ensemble-distillation framework and (b) the baseline framework.
We compare two categories of fusion functions: pixel-wise fusion and channel-wise fusion. The latter is the proposed method and is adopted to address the performance variation issue. Both pixel-wise fusion and channel-wise fusion are mapping functions $f : \mathcal{I} \rightarrow \mathcal{C}_0$ that assign a class label $c \in \mathcal{C}_0$ for the pixel $p \in \mathcal{I}$ in the fusion output based on $\hat{y}^{(p,c,t)}$, where $\mathcal{C}_0 := \mathcal{C} \cup \{c_0\}$ is a set that includes all $c \in \mathcal{C}$ as well as the unlabeled symbol $c_0$.

### 4.2 Fusion Function

We next move on to focus on investigating a fusion function that can take advantage of the unified predictions to achieve robustness against the performance variations issue. We compare two categories of fusion functions: pixel-wise fusion and channel-wise fusion. The former is a direct conversion from Eq. (2) and is used as our baseline method. The latter is the proposed method and is adopted to address the performance variation issue. Both pixel-wise fusion and channel-wise fusion are mapping functions $f : \mathcal{I} \rightarrow \mathcal{C}_0$ that assign a class label $c \in \mathcal{C}_0$ for the pixel $p \in \mathcal{I}$ in the fusion output based on $\hat{y}^{(p,c,t)}$, where $\mathcal{C}_0 := \mathcal{C} \cup \{c_0\}$ is a set that includes all $c \in \mathcal{C}$ as well as the unlabeled symbol $c_0$.

#### 4.2.1 Pixel-Wise Fusion

Pixel-wise fusion ($f^{Pixel}$) adopts a statistical view on $\mathcal{T}$, and is designed to capture the average behavior of the ensemble. As depicted in Fig. 3, pixel-wise fusion treats each pixel in a semantic segmentation map as the basic unit of the fusion operation. Specifically, the fused result of each pixel is determined by taking majority voting among the predictions from $\mathcal{T}$, and is implemented as the following:

$$f^{Pixel}(p) = \arg \max_{c \in \mathcal{C}} \sum_{t \in \mathcal{T}} \hat{y}^{(p,c,t)},$$

where $\hat{y}$ is the unified output generated according to Eq. (3).

#### 4.2.2 Channel-Wise Fusion

Based on a different perspective, channel-wise fusion ($f^{Channel}$) treats each class channel as the basis for fusion, as depicted in Fig. 4. Instead of fusing the outputs of all $t \in \mathcal{T}$, channel-wise fusion relies on a fusion policy $\pi : \mathcal{C} \rightarrow \mathcal{T}$, which is a mapping function for recombing the unified outputs from different teacher models. More specifically, for each class $c \in \mathcal{C}$, the fusion policy $\pi$ selects that class channel from the unified output $\hat{y}^{(p,c,t)}$ of a teacher model $t \in \mathcal{T}$, as illustrated in the example shown in Fig. 5. Given such a $\pi$, the channel-wise fusion function is formulated as:

$$f^{Channel}(p) = \begin{cases} 
(i) \; \varepsilon, & \text{if } p \in A_o^\pi \\
(ii) \; c, & \text{if } p \in A_c^\pi \setminus A_o^\pi \\
(iii) \; c_0, & \text{otherwise}
\end{cases},$$

where (i) is the condition that $p$ is labeled by multiple teachers, (ii) is the condition that $p$ labeled as a certain class by a single teacher, and (iii) is the condition that $p$ is unlabeled, as illustrated in Fig. 4. In Eq. (5), $\varepsilon$ denotes a class label to be assigned in scenario (i), $c$ is a class in $\mathcal{C}$ in scenario (ii), and $c_0$ denotes the unlabeled symbol in scenario (iii). $A_o^\pi := \{ p \in \mathcal{T}, \pi(c) = t, \hat{y}^{(p,c,t)}(p,c,t) = 1 \}$ is a set of pixels comprising $\hat{y}^{(p,c,t)}$ for a given class $c$ generated by a teacher $t$ selected according to the given fusion policy $\pi$. Since different $A_o^\pi$ may be produced by different $t \in \mathcal{T}$ for different $c \in \mathcal{C}$, the pixels they cover are not necessarily mutually exclusive. Therefore, $A_o^\pi$ is defined to represent the set of pixels labeled by multiple teachers, expressed as follows:

$$A_o^\pi = \bigcup_{c_1 \neq c_2 \in \mathcal{C}} (A_{c_1}^\pi \cap A_{c_2}^\pi).$$

![Figure 3: A illustration of the pixel-wise and channel-wise fusions.](image)

![Figure 4: An illustrative example of the three scenarios in Eq. (5).](image)

![Figure 5: An illustrative example of $\pi$ used in $f^{Channel}$.](image)
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Figure 6: An illustration of how the quality of a teacher model’s pseudo labels can affect the output certainty values of the student model. If the student model is trained with high-quality pseudo labels (i.e., pseudo labels with high IoU’s w.r.t. $y_{gt}$), it can learn a mapping from input features to the segmentation mask effectively, and generates high-certainty predictions. In contrast, if the student model is trained with low-quality pseudo labels (i.e., pseudo labels with low IoU’s w.r.t. $y_{gt}$) that are mismatched with the input features, the student’s output certainty values are likely to degrade.

The mechanism that assigns the value of $\varepsilon$ for all $p \in A_c^\pi$ is referred as the conflict-resolving mechanism. In this work, we employ a spatially-aware conflict-resolving mechanism that assigns a class label for each pixel in $A_c^\pi$ using majority voting on a kernel. The size of the kernel is denoted as $\kappa$, and the set of pixels covered by the kernel centered at $p$ is referred to as $B_p^\pi$. The mechanism is formulated as follows:

$$\varepsilon = \arg \max_{c \in C} |B_p^\pi \cap A_c^\pi|.$$  

(7)

where $C_p^\pi := \{c | c \in C; p \in A_c^\pi\}$ represents a set of class(es) assigned to a pixel $p$ under $A_c^\pi$.

4.2.3 Theoretical Properties of Channel-Wise Fusion

Let $\Phi(c,t)$ and $\hat{\Phi}(c,\pi(c))$ be the per-class IoU’s w.r.t. $y_{gt}$ for the pseudo labels generated by $t \in T$ and the fused pseudo labels generated by $f_{Channel}$, respectively. Channel-wise fusion conforms to the following properties:

Proposition 1. Consider an arbitrary fusion policy $\pi$. Given a constant $\alpha \in (0, 1)$ and classes $c_1, ..., c_n \in C$. If $\Phi(c, t) \geq \alpha$, $\forall i \in \{1, ..., n\}, \forall t \in T$ and $|A_c| = 0$, we have:

$$\text{mIoU} = \frac{1}{|C|} \sum_{c \in C} \Phi(c, \pi(c)) \geq \frac{n \alpha}{|C|}.$$  

(8)

Proposition 2. Consider an optimal fusion policy $\pi^*(c) = \arg \max_t \{\Phi(c, t)\}$. Assume $|A_c^\pi| = 0$, we have:

$$\text{mIoU} = \frac{1}{|C|} \sum_{c \in C} \Phi(c, \pi^*(c)) \geq \frac{1}{|C|} \sum_{c \in C} \Phi(c, t), \forall t \in T.$$  

(9)

For the detailed elaborations and proofs with regard to these properties, please refer to the supplementary materials. Proposition 1 states the condition when the mIoU lower bound can be ensured. On the other hand, Proposition 2 describes how the effectiveness of channel-wise fusion can be maximized. In the next section, we discuss how an effective $\pi$ can be determined.

Figure 7: The cosine similarity between the per-class IoU of each $t \in T$ and the per-class certainty values of the student evaluated on the training set of Cityscapes, i.e., the cosine similarity between $\Phi(c, t)$ in Proposition 2 and $\rho(c, t)$ in Eq. (10). The experimental results reveal that the two variables are positively correlated to each other, as the cosine similarity values for all $c \in C$ are greater than 0 and close to 1. For the detailed settings, please refer to Section 5.

4.2.4 Certainty-Aware Policy Selection Strategy

Since the fusion policy $\pi$ determines which teacher model is allowed to involve in $f_{Channel}$, choosing an appropriate $\pi$ is therefore crucial to the robustness of our framework. In order to achieve this objective, a suitable measure is necessary for evaluating the quality of each teacher’s predictions in the target domain without using any target domain ground truth. The experimental clue illustrated and explained in Fig. 6 and 7 offers an empirical manner for the above purpose. From Fig. 6, it is observed that the quality of the unified outputs $\hat{y}(p, c, t)$, i.e., the pseudo labels, from $t \in T$ are positively correlated to the output certainty values of distilled student models. This correlation suggests that any low-quality $\hat{y}(p, c, t)$, which might be generated by some under-performing teacher models, can confuse the student model and causes its output certainty values to degrade. This correlation between the quality of the pseudo labels from $t \in T$ and the student’s output certainty values thus shed light on the development of the measure for approximating a teacher model’s performance without using target domain ground truth. In practice, an offline fusion policy selection strategy is adopted. Our framework first performs knowledge distillation on all $t \in T$ and transfers their knowledge to $|T|$ identical student models using the unified outputs. Then, their output certainty values are measured to obtain the approximated performance of their corresponding teacher models. Finally, for each $c \in C$, a $t \in T$ that maximizes the student model’s output certainty values is selected. The fusion policy $\pi$ is written as follows:

$$\pi(c) = \arg \max_{t \in T} \{\rho(c, t)\},$$  

(10)

where $\rho(c, t) \in \mathbb{R}^{|C| 	imes |T|}$ refers to the average certainty outputs of class $c \in C$ from the student model trained with the unified outputs generated by teacher $t \in T$.

4.3 The Proposed Framework

Based on the formulations of output unification and fusion function, the loss function $L_{CE}$ for performing the ensemble-distillation in our framework is defined as follows:

$$L_{CE} = - \sum_{p \in P} \sum_{c \in C} \hat{y}(p, c) \log(y(p, c)),$$  

(11)
where \( \hat{y}(p, c) \in \{0, 1\}^{|J| \times |C|} \) is the fused results, defined as:

\[
\hat{y}(p, c) = \begin{cases} 
1, & \text{if } c = f^{\text{Channel}}(p) \\
0, & \text{otherwise}
\end{cases}
\]  

(12)

The pseudo code of the ensemble-distillation method in our framework is summarized in the supplementary materials.

5 Experimental Setup

Baselines and Evaluation Methods: In this work, we evaluate and compare the experimental results in terms of the effectiveness and the robustness. To examine the effectiveness of the proposed framework, we compare our method against two ensemble-distillation schemes and a number of UDA baselines. The ensemble-distillation schemes include EnD [43] and its recent revision EnD2 [50]. The semantic segmentation based UDA baselines cover APODA [20], PatchAlign [21], AdvEnt [22], FDA-MBT [36], PIT [35], CBST [27], MRKLD [28], R-MRNet [29], and DACS [30]. To examine the robustness of our framework, we select the members for \( T \) based on two criteria: (1) each member in \( T \) is trained with different UDA methods; and (2) there exists large per-class and average performance variations among the members in \( T \). According to these criteria, we select DACS [30] (data augmentation), R-MRNet [29] (adversarial training), MRKLD [28] (self-training), and CBST [27] (self-training) to form \( T \) in our experiments. We evaluate the proposed framework and the baselines on two commonly adopted benchmarks: GTA5 [51] \( \rightarrow \) Cityscapes [52] and SYNTHIA [53] \( \rightarrow \) Cityscapes. For the former, the models have access to 24,966 image-label pairs from the training set of GTA5, and 2,975 images from the training set of Cityscapes. We evaluate the student model’s per-class IoU’s of the 19 semantic classes as well as the its mIoU’s on the validation set of Cityscapes. For the latter, the models have access to 9,400 image-label pairs from the training set of SYNTHIA, and 2,975 images from the training set of Cityscapes. In a similar fashion, we evaluate the student model’s per-class IoU’s of 13 and 16 semantic classes as well as its mIoU’s on the validation set of Cityscapes.

Implementation Details: For the student model, we adopt Deeplabv3+ [12] architecture with DRN-D-54 [1] as our backbone, which is trained using SGD with a learning rate initialized to \( 2.5 \times 10^{-4} \) and decreased with a factor of 0.9. The weight decay is set to \( 5 \times 10^{-3} \), the momentum is set to 0.9, and the batch size is set to 10 for 100K iterations with early stopping. The value of \( \kappa \) in \( f^{\text{Channel}} \) is set to 13. During the process of certainty-aware policy selection strategy, 500 images from the training set of Cityscapes are used for measuring \( \rho(c, t) \), while the other 2475 images are used for training the student. The student model is pre-trained in the source domain, and fine-tuned with \( (x_{src}, y_{src}) \) and \( (x_{tgt}, \hat{y}) \) during the distillation process.

6 Experimental Results

In this section, we present a number of experiments to validate the design of our framework. First, we compare our framework against a number of baselines and demonstrate its superior performance. Next, according to the experimental results, we show that the output unification operation can provide robustness against the inconsistency issue. Then, we present another experiment, in which under-performing members are added to \( T \) to create performance variations, to demonstrate the robustness of our framework with \( f^{\text{Channel}} \) against the performance variation issue. In addition, we perform experiments to validate the effectiveness of the fusion policy selection strategy and analyze how the value of \( \kappa \) in the conflict resolving mechanism can impact the performance. Finally, we explore the flexibility of our framework by adding additional teacher models in an iterative manner, and show that our framework is able to evolve with time.

6.1 Quantitative Results on the Benchmarks

Table 1 first demonstrates the quantitative results of the proposed framework against a number of baselines mentioned in Section 5 on the two benchmarks: GTA5 \( \rightarrow \) Cityscapes and SYNTHIA \( \rightarrow \) Cityscapes. It is observed that the student models trained under our proposed framework with \( f^{\text{Channel}} \) (i.e., ‘Ours (Channel)’) is able to outperform the previous ensemble-distillation baselines, i.e., EnD [43] and EnD2 [50], by a margin of 6.64% mIoU and 6.02% mIoU on GTA5 \( \rightarrow \) Cityscapes, and 6.41% mIoU and 4.57% mIoU on SYNTHIA \( \rightarrow \) Cityscapes, respectively. In addition, it is also observed that the student model trained with the proposed framework with \( f^{\text{Channel}} \) (i.e., ‘Ours (Channel)’) is able to outperform that with the baseline \( f^{\text{Pixel}} \) (i.e., ‘Ours (Pixel)’) by a margin of 4.72% mIoU on GTA5 \( \rightarrow \) Cityscapes, and 4.52% mIoU on SYNTHIA \( \rightarrow \) Cityscapes.

6.2 Robustness of the Proposed Framework

In this section, we validate the robustness of the proposed framework against the two issues discussed in Section 1. First, to verify that the proposed output unification operation can provide robustness against the inconsistency issue, we leverage the insights from an experiment conducted on \( T \), with the members of \( T \) bearing substantial output certainty scale variations, as shown in Fig. 8. The results from Table 1 reveal that the performance of the student models trained with ‘Ours (Pixel)’, which is basically the ensemble-distillation baseline EnD [43] equipped with the proposed output unification method, is able to outperform EnD by a noticeable margin on both benchmarks. This implies that the adoption of the output unification method is able to provide robustness against the inconsistency issue. Nevertheless, as discussed in Section 4.2, ‘Ours (Pixel)’ may still be vulnerable to the performance variations of the members in \( T \).
Table 1: The quantitative evaluations on the GTAS5→Cityscapes and SYNTHIA→Cityscapes benchmarks. The numbers presented in the middle and the last two columns correspond to per-class IoUs, mIoU, and mIoU*, respectively. mIoU* represents the mean IoU over all classes.

| Method           | Road | SideW | Build Wall | Wall* | Fence | Pole* | Lift | Ladder | Sky | Person | Rider | Car | Truck | Bus | Train | Motor | Bike | mIoU | mIoU* |
|------------------|------|-------|------------|-------|-------|-------|------|--------|-----|--------|-------|-----|-------|-----|-------|-------|------|------|
| AFIDDA [20]      | 92.5 | 32.8  | 79.0       | 29.5  | 25.5  | 26.8  | 34.6 | 19.9   | 83.7| 46.6   | 17.9 | 59.2 | 28.1  | 84.6| 34.6  | 49.2 | 3.01 | 32.6 | 45.9 |
| PatchAlign [1]   | 92.3 | 51.9  | 82.1       | 29.2  | 25.1  | 24.5  | 33.8 | 33.0   | 82.4| 32.8   | 82.2 | 58.6 | 27.2  | 84.3| 34.6  | 46.3 | 2.2  | 29.5 | 46.5 |
| AdvEnt [22]      | 89.4 | 33.1  | 81.0       | 26.6  | 26.8  | 27.2  | 33.5 | 24.7   | 83.7| 36.7   | 78.7 | 58.7 | 30.5  | 84.8| 38.5  | 44.5 | 1.7  | 31.6 | 45.5 |
| FDA-MBT [16]     | 92.5 | 53.3  | 82.4       | 26.5  | 27.6  | 36.4  | 40.6 | 38.9   | 82.3| 39.8   | 78.0 | 62.6 | 34.4  | 84.9| 34.1  | 51.3 | 16.9 | 27.7 | 46.4 |
| PET [13]         | 87.5 | 43.4  | 78.8       | 31.2  | 30.2  | 36.3  | 39.9 | 42.0   | 79.2| 37.1   | 79.3 | 65.4 | 37.5  | 83.2| 46.0  | 45.6 | 25.7 | 23.5 | 49.9 |
| CBST [27]        | 91.8 | 53.5  | 80.5       | 32.7  | 32.1  | 34.0  | 28.9 | 20.4   | 83.9| 34.2   | 80.9 | 53.1 | 24.6  | 82.7| 30.3  | 35.9 | 16.0 | 25.0 | 42.8 |
| MRKLD [33]       | 91.0 | 55.4  | 80.0       | 33.7  | 31.4  | 21.4  | 37.3 | 32.9   | 85.0| 34.1   | 80.8 | 57.7 | 24.6  | 84.1| 27.4  | 30.1 | 26.9 | 26.0 | 42.3 |
| R-MRNet* [29]    | 90.4 | 31.2  | 85.1       | 36.9  | 25.6  | 37.5  | 48.8 | 48.5   | 85.3| 34.8   | 81.1 | 64.4 | 36.8  | 86.3| 34.9  | 52.2 | 1.7  | 29.0 | 46.6 |
| DACS [30]        | 89.9 | 39.6  | 87.8       | 30.7  | 39.5  | 38.2  | 46.3 | 32.7   | 87.9| 41.0   | 83.6 | 71.9 | 35.0  | 84.4| 45.3  | 50.9 | 1.0  | 27.2 | 33.0 |

| Source Only      | 57.8 | 21.3  | 56.0       | 8.9   | 23.4  | 32.8  | 34.6 | 24.0   | 58.0| 51.2   | 63.7 | 55.3 | 13.8  | 58.1| 23.9  | 27.8 | 2.6  | 28.1 | 33.0 |
| Sync [43]        | 57.0 | 21.3  | 56.0       | 8.9   | 23.4  | 32.8  | 34.6 | 24.0   | 58.0| 51.2   | 63.7 | 55.3 | 13.8  | 58.1| 23.9  | 27.8 | 2.6  | 28.1 | 33.0 |
| EnD [43]         | 52.0 | 21.3  | 56.0       | 8.9   | 23.4  | 32.8  | 34.6 | 24.0   | 58.0| 51.2   | 63.7 | 55.3 | 13.8  | 58.1| 23.9  | 27.8 | 2.6  | 28.1 | 33.0 |
| EnD [50]         | 52.0 | 21.3  | 56.0       | 8.9   | 23.4  | 32.8  | 34.6 | 24.0   | 58.0| 51.2   | 63.7 | 55.3 | 13.8  | 58.1| 23.9  | 27.8 | 2.6  | 28.1 | 33.0 |
| Ours (Pixel)     | 94.3 | 60.0  | 88.0       | 39.4  | 41.8  | 43.2  | 49.0 | 46.8   | 50.0| 68.0   | 48.3 | 45.2 | 13.7  | 44.5| 47.5  | 50.9 | 1.0  | 40.7 | 53.2 |
| Ours (Channel)   | 94.3 | 60.0  | 88.0       | 39.4  | 41.8  | 43.2  | 49.0 | 46.8   | 50.0| 68.0   | 48.3 | 45.2 | 13.7  | 44.5| 47.5  | 50.9 | 1.0  | 40.7 | 53.2 |

Figure 8: The distribution of the pixel output certainty values from the models in \(T\), which are trained on GTAS5→Cityscapes. Their output certainty values normalized to the range \([0, 1]\) using softmax operation and evaluated on the training set of Cityscapes.

Figure 9: The performance comparison of our framework with \(f_{\text{Channel}}\) (‘Ours (Channel)’), our framework with \(f_{\text{Pixel}}\) (‘Ours (Pixel)’), and the baseline EnD and EnD\(^2\) methods, with under-performing members added to \(T\). In this experiment, the members in \(T\) are evaluated on the GTAS5→Cityscapes benchmark.

To inspect the robustness of the proposed framework with channel-wise fusion (‘Ours (Channel)’) against the performance variation issue, we next look into an experiment that introduces performance variations by adding under-performing members into \(T\). Specifically, we use the models trained using only source domain instances, i.e., ‘Source Only’ in Table 1, as the under-performing members. The analysis is presented in Fig. 9. It is observed that the performance of the students trained with ‘Ours (Pixel)’, EnD, and EnD\(^2\) all degrade when the number of under-performing members increases. In contrast, the students trained using ‘Ours (Channel)’ is able to maintain their performance despite the inclusion of the under-performing members in \(T\). These results demonstrate the significance of preventing clueless incorporation of information from all \(t \in T\), and highlight the effectiveness of \(f_{\text{Channel}}\) in providing robustness against the unfavorable performance variation issue.

6.3 Analysis on Channel-Wise Fusion

Fusion Policy: To examine the effectiveness of \(\pi\) selected according to the strategy described in Section 4.2.4, we design two additional fusion policies, \(\pi_{\text{rand}}\) and \(\pi_{\text{gt}}\), for comparison purposes. \(\pi_{\text{rand}}\) designates a \(t \in T\) for each \(c \in C\) randomly, while \(\pi_{\text{gt}}\) carries out this designation greedily according to the oracle performance of the models in \(T\) in the target domain (i.e., \(\pi^*\) described in Proposition 2). As shown in Table 3, the mIoU of the fused pseudo labels generated based on the \(\pi\) selected according to the proposed strategy is 7.09% higher than that with \(\pi_{\text{rand}}\). It is also observed that the mIoU of the fused pseudo labels generated
Table 2: The mIoU gains of \( f^{\text{Channel}} \) with \( \pi^{\text{rnd}} \) for different \( \kappa \).

| \( \kappa \) | \( \text{mIoU Gains} \) |
|----------|------------------|
| 1        | +0.00            |
| 5        | +0.15            |
| 7        | +0.37            |
| 13       | +0.73            |
| 21       | +0.31            |
| 27       | +0.09            |

Table 3: The mIoU’s of the fused pseudo labels generated by channel-wise fusion \( f^{\text{Channel}} \) under different fusion policies w.r.t. the ground truth annotations of the training set of Cityscapes. \( \pi^{\text{rnd}} \), \( \pi \), and \( \pi^{\text{gt}} \) refer to the fusion policies mentioned in Section 6.3. ‘Ratio’ refers to the average proportion of the overlapped area in an image (i.e., \( \frac{|A_o^\pi|}{|I|} \)). The ‘mIoU gains’ represents the mIoU gains from the adoption of the proposed conflict-resolving mechanism.

| Policy | \( \pi^{\text{rnd}} \) (Random) | \( \pi \) (Ours) | \( \pi^{\text{gt}} \) (Oracle) |
|--------|-------------------------------|----------------|-------------------------------|
| mIoU   | 49.22                         | 56.31          | 56.48                         |
| Overlapped Area | \( |A_o^{\pi^{\text{rnd}}}| \) | \( |A_o^\pi| \) | \( |A_o^{\pi^{\text{gt}}}| \) |
| Ratio  | 4.6%                          | 3.7%           | 2.6%                          |

Table 3: The mIoU’s of the fused pseudo labels generated by channel-wise fusion \( f^{\text{Channel}} \) under different fusion policies w.r.t. the ground truth annotations of the training set of Cityscapes. \( \pi^{\text{rnd}} \), \( \pi \), and \( \pi^{\text{gt}} \) refer to the fusion policies mentioned in Section 6.3. ‘Ratio’ refers to the average proportion of the overlapped area in an image (i.e., \( \frac{|A_o^\pi|}{|I|} \)). The ‘mIoU gains’ represents the mIoU gains from the adoption of the proposed conflict-resolving mechanism.

Conflict-Resolving Mechanism: To investigate the effectiveness of the conflict-resolving mechanism described in Section 4.2 and Eq. (7), we perform parameter analysis on \( f^{\text{Channel}} \) with different choices of \( \kappa \). In this analysis, the fusion policy adopted is \( \pi^{\text{rnd}} \) to ensure that results are independent of the design of \( \pi \). Fig. 10 shows the visualized results of the fused pseudo labels with different \( \kappa \). Table 2 reports the mIoU gained for various \( \kappa \) with respect to the condition \( \kappa = 1 \). It is observed that pixel predictions in the overlapped area can be better determined if a moderate collection of predictions from the neighboring pixels are taken into account. However, if \( \kappa \) becomes too large, an excessive amount of unrelated semantic information is included in the conflict resolving mechanism, and degrades the quality of the fused pseudo labels. Table 3 shows that different policies, e.g., \( \pi \) and \( \pi^{\text{gt}} \), can also benefit from the conflict-resolving mechanism, thus justifying it from a different perspective.

6.4 Flexibility of the Proposed Framework

In comparison to end-to-end UDA ensemble learning methods, our framework is more flexible as the proposed framework can operate on any arbitrary compositions of \( T \). Such flexibility enables our framework to evolve with time as (1) a model trained with any newly developed UDA method can be integrated into \( T \) and further improve its robustness, it therefore pioneers a new direction for future semantic segmentation based UDA researches.
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| Symbol | Definition |
|--------|------------|
| $c$    | A class.   |
| $\mathcal{C}$ | The set of all $c$. |
| $t$    | A teacher model. |
| $\mathcal{T}$ | The set of all $t$. |
| $p$    | A pixel in an image. |
| $\mathcal{I}$ | The set of all $p$. |
| $x_{\text{src}}$ | Source domain image. |
| $y_{\text{src}}$ | Source domain ground truth. |
| $x_{\text{tgt}}$ | Target domain image. |
| $y_{\text{tgt}}$ | Target domain ground truth. |
| $\mathcal{D}_{\text{src}}$ | Source domain dataset. |
| $\mathcal{D}_{\text{tgt}}$ | Target domain dataset. |
| $f_{\text{Pixel}}$ | Pixel-wise fusion. |
| $f_{\text{Channel}}$ | Channel-wise fusion. |
| $\pi$ | A fusion policy. |
| $A$ | A segmentation map. |
| $A_c$ | The segmentation map of class $c$. |
| $A^c_{\text{gt}}$ | The ground truth of $A_c$. |
| $A^c_\pi$ | $A^c_\pi := \{p | p \in \mathcal{I}, \pi(c) = t, \hat{y}(p,c,t) = 1\}$ is the pseudo label of class $c$ selected according to policy $\pi$. |
| $A_\pi^\sigma$ | $A_\pi^\sigma := \bigcup_{c_1 \neq c_2 \in \mathcal{C}} (A^\pi_{c_1} \cap A^\pi_{c_2})$ is the overlapped area between $A^\pi_c$. |
| $A_{\pi,o,c}^\sigma$ | $A_{\pi,o,c}^\sigma := A_\pi^\sigma \cap A^\sigma_c$ is the overlapped area of a class $c$. |
| $\Phi$ | The function that calculates the IoU of a segmentation map with its ground truth annotation. |
| $\tilde{\Phi}$ | The IoU of the fused results generated using $f_{\text{Channel}}$ w.r.t. $y_{\text{tgt}}$. |
| $c_0$ | An unlabeled symbol. |
| $\varepsilon$ | A class label to be assigned in $A^\pi_\sigma$ under the formulation of $f_{\text{Channel}}$. |
| $C^\sigma_p$ | $C_p^\sigma := \{c | c \in \mathcal{C}; p \in A^\pi_c\}$ is the set of class(es) that collects the class label(s) in $p \in A^\pi_c$. |

Table S1: List of commonly-used symbols.
S1 Background Material

In this section, we walk through the background material of the previous semantic segmentation based unsupervised domain adaptation (UDA) methods. We first offer an overview of the concepts behind the adversarial domain adaptation (ADA) methods in Section S1.1. Then, we review the pseudo labeling strategy in Section S1.2. Some commonly used symbols are summarized in Table S1.

S1.1 The Concepts Behind the Adversarial Domain Adaptation Methods

For the semantic segmentation based UDA problem considered in this paper, the models are granted accesses to the image-label pairs \(x_{\text{src}} \in \mathbb{R}^{|I| \times 3}, y_{\text{src}} \in \{0, 1\}^{|I| \times |C|}\) from a source domain dataset \(D_{\text{src}}\), and the images \(x_{\text{tgt}} \in \mathbb{R}^{|I| \times 3}\) from a target domain dataset \(D_{\text{tgt}}\), where \(I\) is the set of pixels in an image, and \(C\) is a given set of semantic classes. The goal is to train a model \(G_{\theta}\) parameterized by \(\theta\), from which the semantic segmentation predictions can best estimate the target domain ground truth \(y_{\text{tgt}}\). For example, in AdaptSegNet [1], a generator \(G_{\theta} : \mathbb{R}^{|I| \times 3} \rightarrow \mathbb{R}^{|I| \times |C|}\) is trained against a discriminator \(D_{\theta} : \mathbb{R}^{|I| \times |C|} \rightarrow \mathbb{R}^2\) using an adversarial training scheme for minimizing the domain gap. The training objective of \(D_{\theta}\) is to distinguish whether the semantic segmentation outputs from \(G_{\theta}\) belong to the source domain or not. In contrast, the training objectives of \(G_{\theta}\) is to confuse the discriminator \(D_{\theta}\) with its predictions. Their loss functions \(L_G, L_D\) are defined as follows, respectively:

\[
L_G = - \sum_{p \in I} \log D^0(\hat{s}_{\text{tgt}}^{(p,c)}), \tag{S1}
\]

\[
L_D = - \sum_{p \in I} (1 - z) \log D^0(\hat{s}_{\text{tgt}}^{(p,c)}) + z \log D^1(\hat{s}_{\text{src}}^{(p,c)}), \tag{S2}
\]

where \(c \in C\) denotes a class, \(p \in I\) denotes a pixel in an image, \(\hat{s}_{\text{src}}^{(p,c)} = G_{\theta}(x_{\text{src}}) \in \mathbb{R}^{|I| \times |C|}\) is the softmax output of \(G_{\theta}\) for \(x_{\text{src}}\), and \(\hat{s}_{\text{tgt}}^{(p,c)} = G_{\theta}(x_{\text{tgt}}) \in \mathbb{R}^{|I| \times |C|}\) is the softmax output of \(G_{\theta}\) for \(x_{\text{tgt}}\). \(D^0, D^1\) denote the first and second output channels of \(D_{\theta}\), which represent the certainty of \(D_{\theta}\) on whether the input is drawn from \(D_{\text{tgt}}\) or \(D_{\text{src}}\), respectively. The binary indicator \(z\) is either zero or one to indicate that the samples are drawn from the target or the source domains, respectively.

S1.2 Pseudo Labeling Strategy

Pseudo labeling was pioneered in [2] for improving the performance of classification tasks. For the semantic segmentation based UDA problem, pseudo labeling is a common measure used in the fine-tuning phase by several self-training methods. During the fine-tuning phase, a model is trained to minimize the loss between the pseudo labels \((\hat{y}_{\text{tgt}})\) and the predictions of the model on target domain instances \((x_{\text{tgt}})\). These pseudo labels are generated by taking the \(\text{arg max}\) operation over the softmax predictions \(\hat{s}_{\text{tgt}}\) of the model, which can be formulated as the following equation:

\[
\hat{y}_{\text{tgt}}^{(p,c)} = \begin{cases} 
1, & \text{if } c = \text{arg max}_{c \in C} \{\hat{s}_{\text{tgt}}^{(p,c)}\} \\
0, & \text{otherwise}
\end{cases}, \tag{S3}
\]

where \(\hat{s}_{\text{tgt}}^{(p,c)} = m_{\theta}(x_{\text{tgt}}) \in \mathbb{R}^{|I| \times |C|}\) is the softmax output from a segmentation model \(m_{\theta} : \mathbb{R}^{|I| \times 3} \rightarrow \mathbb{R}^{|I| \times |C|}\), which is the model parameterized by \(\theta\) to be fine-tuned in the target domain. By reducing the cross-entropy loss between the predictions \(\hat{s}_{\text{tgt}}\) and the one-hot pseudo labels \(\hat{y}_{\text{tgt}}\), the decision boundaries of the model \(m_{\theta}\) are adjusted to lie in low-density regions [2]. This additional fine-tuning stage encourages the model \(m_{\theta}\) to produce high-certainty predictions, and enhances its stability in deployment time.
S2 Theoretical Properties of Channel-Wise Fusion

In this section, we provide detailed descriptions of the theoretical properties of the proposed channel-wise fusion function (i.e., \( f_{\text{Channel}} \)). We first define the evaluation metric for semantic segmentation maps, i.e., \( m\text{IoU} \), in Section S2.1. Next, we elaborate on the differences between \( f_{\text{Channel}} \) and \( f_{\text{Pixel}} \) in Section S2.2. Then, we discuss how the conflict-resolving mechanism can influence the effectiveness of \( f_{\text{Channel}} \) in Section S2.3. Finally, in Section S2.4, we investigate the properties of the proposed \( f_{\text{Channel}} \) under the condition that \(|A^n_o| = 0\), and derive the proofs for Proposition 1 and Proposition 2 mentioned in the main manuscript.

S2.1 Mean Intersection Over Union

In this section, we provide the definition and detailed explanation of the commonly used evaluation metric \( m\text{IoU} \) for semantic segmentation maps. Given a segmentation map \( A \in 2^I \times C \) with \(|C|\) different class channels, its \( m\text{IoU} \) with respect to the ground truth is represented as the following:

\[
\frac{1}{|C|} \sum_{c \in C} \Phi(A_c),
\]

(S4)

where \( \Phi : 2^I \rightarrow \mathbb{R} \) is the IoU function that calculates the per-class IoU of a segmentation map, and \( A_c := \{p | p \in I \text{ and the predicted label of } p \text{ is } c\} \in 2^I \) is the segmentation map of a class \( c \in C \). The IoU with respect to the ground truth of a class is calculated by dividing the overlapped regions between the predicted segmentation and the ground truth, by the union of them. Therefore, given the ground truth segmentation map \( A_{gt} := \{p | p \in I \text{ and the ground truth label of } p \text{ is } c\} \in 2^I \) of a class \( c \), \( \Phi(A_c) \) can be represented as the following:

\[
\Phi(A_c) = \frac{|A_{gt} \cap A_c|}{|A_{gt} \cup A_c|}.
\]

(S5)

S2.2 Differences between Channel-Wise Fusion and Pixel-Wise Fusion

Channel-wise fusion (\( f_{\text{Channel}} \)) differs from pixel-wise fusion (\( f_{\text{Pixel}} \)) in that the \( m\text{IoU}s \) of the fused pseudo labels from \( f_{\text{Channel}} \) are dependent on two additional factors: (1) the fusion policy \( \pi \), and (2) the conflict-resolving mechanism that assigns the value of \( \varepsilon \). For (1), since the fusion policy \( \pi : C \rightarrow T \) is a mapping function that assigns each \( c \in C \) to a teacher model \( t \in T \), there may exist \(|T||C|\) possible mappings for \( \pi \). For (2), since the conflict-resolving mechanism assigns a class label \( \varepsilon \in C_\pi \cup \{c_0\} \) to each of the pixels in \( A^n_\pi \) given a \( \pi \), there may exist \(|C_\pi \cup \{c_0\}| |A^n_\pi| \) possible fusion outcomes. In order to examine how these factors can impact the \( m\text{IoU}s \) of the fused pseudo labels generated by \( f_{\text{Channel}} \), in the following section, we analyze the scenarios when the effectiveness of \( f_{\text{Channel}} \) is maximized and when it is minimized.

S2.3 Influences of the Conflict-Resolving Mechanism

The conflict-resolving mechanism is a method that assigns a class label for \( \varepsilon \in C_\pi \cup \{c_0\} \). Based on the definition of IoU and the formulation of \( f_{\text{Channel}} \), the IoU’s of the fused pseudo labels generated using \( f_{\text{Channel}} \) w.r.t. \( y_{tgt} \) for a given class \( c \in C \) and an arbitrary fusion policy \( \pi \) are maximized when the following conditions are met. An illustration of these conditions is plotted in Fig. S1 (a).

- **Condition a.1:** The conflict-resolving mechanism assigns class label \( c \) to the pixels under the area \( A^n_{o_1,c} := A^n_o \cap A^n_c \), where \( A^n_o := A^n_o \cap A^n_T \) is the overlapped area of class \( c \) and the other class(es).
The conflict-resolving mechanism assigns class label \( c' \in \mathbb{C}^p \cup \{c_0\}, c' \neq c \) to the pixels under the area \( A_{02,c}^\pi := A_{01,c}^\pi \setminus A_{gt}^c \).

Under such conditions, the IoU w.r.t. the target domain ground truth (\( y_{tgt} \)) for class \( c \) is given by:

\[
\hat{\Phi}^s(c, \pi(c)) := \frac{|A_{gt}^c \cap (A_c^\pi \setminus A_{02,c}^\pi)|}{|A_{gt}^c \cup (A_c^\pi \setminus A_{02,c}^\pi)|}
\]

Eq. (S6) suggests that \( \hat{\Phi}^s(c, \pi(c)) \geq \Phi(c, \pi(c)), \forall c \in \mathbb{C} \), where \( \Phi(c, \pi(c)) := \Phi(A_c^\pi) = \frac{|A_{gt}^c \cap A_c^\pi|}{|A_{gt}^c \cup A_c^\pi|} \) is the IoU w.r.t. \( y_{tgt} \) for class \( c \) before applying the conflict resolving mechanism.

In contrast, the IoU’s of the fused pseudo labels generated using \( f^{\text{Channel}} \) w.r.t. \( y_{tgt} \) for a given class \( c \in \mathbb{C} \) and an arbitrary fusion policy \( \pi \) are minimized when the following conditions are met. An illustration of these conditions is plotted in Fig. S1 (b).

- **Condition a.2**: The conflict-resolving mechanism assigns the class label \( c' \in \mathbb{C}^p \cup \{c_0\}, c' \neq c \) to pixels under the area \( A_{01,c}^\pi \).
- **Condition b.2**: The conflict-resolving mechanism assigns the class label \( c \) to pixels under the area \( A_{02,c}^\pi \).

Under such conditions, the IoU w.r.t. the target domain ground truth (\( y_{tgt} \)) for class \( c \) is given by:

\[
\hat{\Phi}'(c, \pi(c)) := \frac{|A_{gt}^c \cap (A_c^\pi \setminus A_{01,c}^\pi)|}{|A_{gt}^c \cup (A_c^\pi \setminus A_{01,c}^\pi)|}
\]

Based on the definition in Eq. (S7), the inequality \( \hat{\Phi}'(c, \pi(c)) \leq \Phi(c, \pi(c)), \forall c \in \mathbb{C} \) holds.

**Proposition S1.** \( \forall c \in \mathbb{C}, \hat{\Phi}^s(c, \pi(c)) = \Phi(c, \pi(c)) = \hat{\Phi}'(c, \pi(c)) \) if and only if \( |A_c^\pi| = 0 \).

**Proof.** \( \Rightarrow \forall c \in \mathbb{C}, \hat{\Phi}^s(c, \pi(c)) = \Phi(c, \pi(c)) = \hat{\Phi}'(c, \pi(c)) \), the following equality holds:

\[
\forall c \in \mathbb{C}, \hat{\Phi}^s(c, \pi(c)) = \frac{|A_{gt}^c \cap A_c^\pi|}{|A_{gt}^c \cup (A_c^\pi \setminus A_{02,c}^\pi)|} = \frac{|A_{gt}^c \cap (A_c^\pi \setminus A_{01,c}^\pi)|}{|A_{gt}^c \cup (A_c^\pi \setminus A_{01,c}^\pi)|} = \hat{\Phi}'(c, \pi(c))
\]

\[
\Rightarrow \forall c \in \mathbb{C}, |A_{gt}^c \cap A_c^\pi| = |A_{gt}^c \cup (A_c^\pi \setminus A_{02,c}^\pi)| = |A_{gt}^c \cup (A_c^\pi \setminus A_{01,c}^\pi)|
\]
Based on the definition of $A_{c_{1},c}^{T}$ and $A_{c_{2},c}^{T}$, the above equation can be re-formulated as follows:

$\forall c \in C, |A_{c}^{Tf} \cap A_{c}^{T}| = |A_{c}^{Tf} \cap A_{c}^{T}| = (|A_{c}^{Tf} \cap A_{c}^{T}| - |A_{c_{1},c}^{T}|) (|A_{c_{1},c}^{Tf} \cap A_{c_{1},c}^{T}| - |A_{c_{2},c}^{T}|)$

$\Rightarrow \forall c \in C, |A_{c_{1},c}^{T}| = |A_{c_{1},c}^{T}| = |A_{c_{1},c}^{T}| + |A_{c_{2},c}^{T}| (|A_{c_{1},c}^{Tf} \cap A_{c_{1},c}^{T}| - |A_{c_{2},c}^{T}|)$

Since $|A_{c}^{Tf} \cap A_{c}^{T}| > |A_{c_{1},c}^{T}|$ and $(|A_{c}^{Tf} \cap A_{c}^{T}| - |A_{c}^{Tf} \cap A_{c}^{T}|) > 0$, $|A_{c_{1},c}^{T}| = |A_{c_{2},c}^{T}| = 0, \forall c \in C$. This implies $|A_{c}^{T}| = 0$, as $A_{c}^{T} = \bigcup_{c \in C} A_{c}^{T} = \bigcup_{c \in C} (A_{c_{1},c}^{T} \cup A_{c_{2},c}^{T})$.

$\Rightarrow$ If $|A_{c}^{T}| = 0$, then $\forall c \in C, |A_{c_{1},c}^{T}| = |A_{c_{2},c}^{T}| = 0$. This implies the following:

$\forall c \in C, \tilde{\Phi}^{(c,\pi(c))} = \frac{|A_{c}^{Tf} \cap A_{c}^{T}|}{|A_{c}^{Tf} \cup A_{c}^{T}|} = \frac{|A_{c}^{Tf} \cap A_{c}^{T}|}{|A_{c}^{Tf} \cup A_{c}^{T}|} = \tilde{\Phi}^{(c,\pi(c))}$.

Therefore, the equality $\tilde{\Phi}^{(c,\pi(c))} = \phi^{(c,\pi(c))} = \tilde{\Phi}^{(c,\pi(c))}, \forall c \in C$ holds. This also implies that, under such a condition, the IoU $\tilde{\Phi}^{(c,\pi(c))}$ of the fused results achieved by $f_{Channel}$ is solely determined by the fusion policy $\pi$.

**S2.4 Proofs for the Propositions in the Main Manuscript**

In this section, we provide proofs for the two propositions in Section 4.2.3 of the main manuscript based on the discussions in Section S2.3.

**Proposition 1.** Consider an arbitrary fusion policy $\pi$. Given a constant $\alpha \in (0, 1)$ and classes $c_{1}, ..., c_{n} \in C$. If $\tilde{\Phi}^{(c_{i},t)} \geq \alpha, \forall i \in \{1, ..., n\}, \forall t \in T$ and $|A_{c}^{T}| = 0$, we have:

$$\text{mIoU} = \frac{1}{|C|} \sum_{c \in C} \tilde{\Phi}^{(c,\pi(c))} \geq \frac{n\alpha}{|C|}. \quad (S8)$$
Proof. As discussed in Proposition S1, given an arbitrary fusion policy \( \pi \), if \( |A_\pi^o| = 0 \), then the IoU \( \tilde{\Phi} \) of the fused results achieved by \( f_{Channel} \) is solely determined by \( \pi \) since \( \tilde{\Phi}^*(c, \pi(c)) = \Phi(c, \pi(c)) = \tilde{\Phi}^*(c, \pi(c)) \). Therefore, \( \tilde{\Phi}^*(c, \pi(c)) = \Phi(c, \pi(c)) \) holds for all \( c \in C \). If \( \Phi(c, t) \geq \alpha, i \in \{1, ..., n\}, \forall t \in T \), the mIoU of the fused results according to Eq. (S4) and the definition of \( \pi \) can be expressed as the following:

\[
\frac{1}{|C|} \sum_{c \in C} \tilde{\Phi}(c, \pi^*(c)) = \frac{1}{|C|} \sum_{c \in C} \Phi(c, \pi^*(c)) \geq \frac{1}{|C|} (n\alpha + \sum_{c \in C \setminus \{c_1, ..., c_n\}} \Phi(c, \pi(c))) \geq \frac{n\alpha}{|C|}.
\]  

(S9)

As a result, the mIoU achieved by \( f_{Channel} \) with any \( \pi \) is ensured to be greater than or equal to \( \frac{n\alpha}{|C|} \).

On the other hand, the mIoU’s achieved by either averaging or \( f_{Pixel} \) are not guaranteed to be greater than \( \frac{n\alpha}{|C|} \) under the same condition (i.e., \( \Phi(c, t) \geq \alpha, i \in \{1, ..., n\}, \forall t \in T \)). As demonstrated in the counter example in Fig. S2, the IoU’s of class ‘\( c_1 \)’ for every teacher model ‘\( t_1 \)’, ‘\( t_2 \)’, ‘\( t_3 \)’ are greater than a constant \( \alpha \in (0, 1) \). However, the mIoU’s of the fused results generated by averaging and \( f_{Pixel} \) are below \( \frac{n\alpha}{|C|} \).

Proposition 2. Consider an optimal fusion policy \( \pi^*(c) = \arg \max_{t \in T} \{ \Phi(c, t) \} \). Assume \( |A_0^\pi| = 0 \), we have:

\[
mIoU = \frac{1}{|C|} \sum_{c \in C} \tilde{\Phi}(c, \pi^*(c)) = \frac{1}{|C|} \sum_{c \in C} \Phi(c, \pi^*(c)), \forall t \in T.
\]  

(S10)

Proof. As discussed in Proposition S1, given an arbitrary fusion policy \( \pi \), if \( |A_\pi^0| = 0 \), then the IoU \( \tilde{\Phi} \) of the fused results achieved by \( f_{Channel} \) is solely determined by \( \pi \) since \( \tilde{\Phi}^*(c, \pi(c)) = \Phi(c, \pi(c)) = \tilde{\Phi}^*(c, \pi(c)) \). Therefore, \( \tilde{\Phi}(c, \pi(c)) = \Phi(c, \pi(c)) \) holds for all \( c \in C \). Under such a condition, the optimal IoU’s for every class can be reached by following a policy \( \pi^*(c) = \arg \max_{t \in T} \{ \Phi(c, t) \} \). Such a policy is a greedy one that selects \( t \in T \) to maximize the target domain per-class IoU’s \( \Phi(c, t) \) w.r.t. \( y_{tgt} \) for all \( c \in C \). This suggests that the inequality Eq. (S10) holds for \( t \in T \), since:

\[
\frac{1}{|C|} \sum_{c \in C} \tilde{\Phi}(c, \pi^*(c)) = \frac{1}{|C|} \sum_{c \in C} \Phi(c, \pi^*(c)) \geq \frac{1}{|C|} \sum_{c \in C} \Phi(c, t), \forall t \in T.
\]  

(S11)

\[\square\]
| Hyperparameter Settings          | CBST [3]                                                                 |
|---------------------------------|--------------------------------------------------------------------------|
| Learning Rate                   | $1 \times 10^{-4}$                                                       |
| Weight Decay Factor             | $5 \times 10^{-3}$                                                       |
| Momentum                        | 0.9                                                                      |
| Batch Size                      | 2                                                                        |
| Epochs                          | 6 with early stopping                                                    |
| Image Crop Size                 | $500 \times 500$                                                        |
| Data Augmentation               | Random Multi-scale Resizing (0.7~1.3) and Horizontal Flip                |
| Class Balancing Maximum Weighting| 7                                                                        |

| MRKLD [4]                        |                                                                          |
| Learning Rate (Phase 1)          | $1 \times 10^{-3}$                                                       |
| Learning Rate (Phase 2)          | $1 \times 10^{-4}$                                                       |
| Weight Decay Factor             | $5 \times 10^{-4}$                                                       |
| Momentum                        | 0.9                                                                      |
| Batch Size                      | 32                                                                       |
| Epochs                          | 6 with early stopping                                                    |
| Image Crop Size                 | $500 \times 500$                                                        |
| Data Augmentation               | Random Cropping, Multi-scale Resizing (0.7~1.3) and Horizontal Flip      |

| R-MRNet [5]                      |                                                                          |
| Learning Rate                   | $1 \times 10^{-4}$                                                       |
| Weight Decay Factor             | $5 \times 10^{-3}$                                                       |
| Momentum                        | 0.9                                                                      |
| Dropout Rate                    | 0.5                                                                      |
| Batch Size                      | 9                                                                        |
| Epochs                          | 35 with early stopping                                                   |
| Image Crop Size                 | $512 \times 250$                                                         |
| Data Augmentation               | Random Cropping, Multi-scale Resizing (0.8~1.2) and Horizontal Flip      |
| Inference Re-weighting Factor ($\alpha$) | 1                                          |
| Inference Re-weighting Factor ($\beta$) | 0.5                                                                      |

| DACS [6]                         |                                                                          |
| Learning Rate                   | $2.5 \times 10^{-4}$                                                     |
| Weight Decay Factor             | $5 \times 10^{-3}$                                                       |
| Momentum                        | 0.9                                                                      |
| Batch Size                      | 9 (For Both the Source and the Target Domain)                            |
| Epochs                          | 80 with early stopping                                                   |
| Image Crop Size                 | $512 \times 512$                                                        |
| Data Augmentation               | Random Cropping                                                          |

| EnD [7] and EnD² [8]             |                                                                          |
| Learning Rate                   | $2.5 \times 10^{-4}$                                                     |
| Weight Decay Factor             | $5 \times 10^{-3}$                                                       |
| Momentum                        | 0.9                                                                      |
| Batch Size                      | 10                                                                       |
| Epochs                          | 35 with early stopping                                                   |
| Image Crop Size                 | Original Image Size ($1024 \times 2048$ For Cityscapes)                 |
| Data Augmentation               | Random Horizontal Flip                                                   |
| Temperature ($T$)               | 1                                                                        |

| Ours                            |                                                                          |
| Learning Rate                   | $2.5 \times 10^{-4}$                                                     |
| Weight Decay Factor             | $5 \times 10^{-3}$                                                       |
| Momentum                        | 0.9                                                                      |
| Batch Size                      | 10                                                                       |
| Epochs                          | 35 with early stopping                                                   |
| Image Crop Size                 | Original Image Size ($1024 \times 2048$ For Cityscapes)                 |
| Data Augmentation               | Random Horizontal Flip                                                   |
| Kernel Size ($\kappa$)          | 13                                                                       |

Table S2: A summary of the hyperparameters used in the proposed method and the baseline methods.
S3  A Detailed Training Guide for Reproduction

In this section, we provide a detailed training guide for reproducing our work. In Section S3.1, we offer the pseudo code as well as the link to the source code for training the proposed framework. Then, in Section S3.2, we summarize the hyper-parameters for training the proposed framework and the baselines.

S3.1  Pseudo Code and Source Code

The pseudo code for training the proposed framework is presented in Algorithm S1. For more details about the source codes, please refer to the GitHub repository: https://github.com/Chao-Chen-Hao/Rethinking-EnD-SegUDA.

Algorithm S1 The Proposed Ensemble-Distillation Method

1: **Input:** Ensemble $T$, and dataset $D_{tgt}$
2: **Output:** Student model $m_\theta$

   // Certainty-Aware Policy Selection Strategy
3: Split $D_{tgt}$ into $D_{tgt}^{train}$ and $D_{tgt}^{val}$
4: for $t \in T$ do
5:   Initialize the weights of a student model $m_\theta$.
6:   Sample $x_{tgt}$ from $D_{tgt}^{train}$, and generate the fused pseudo labels $\tilde{y}^{(p,c)}$ using $f_{\text{Channel}}$ with the constant policy $\forall c \in C, \pi^{\text{const}}(c) = t$.
7:   Train $m_\theta$ with the loss in Eq. (9) in the manuscript.
8:   Evaluate the average per-class output certainty values $\rho^{(c,t)}$ of $m_\theta$ with instances in $D_{tgt}^{val}$.
9: end for

// Ensemble-Distillation
10: Initialize the weights of a student model $m_\theta$.
11: Sample $x_{tgt}$ from $D_{tgt}$, and generate the fused pseudo labels $\tilde{y}^{(p,c)}$ using $f_{\text{Channel}}$ with $\pi$ selected based on Eq. (8) in the manuscript.
12: Train $m_\theta$ with the loss in Eq. (9) in the manuscript.

S3.2  Detailed Hyper-Parameter Settings

The detailed hyperparameters for training each of the teacher models in $T$, EnD [7], EnD² [8], and the proposed framework are summarized in Table S2.

S4  Additional Experimental Results

In this section, we report the additional experimental results and provide discussions on them. We first demonstrate the performance of the proposed framework under different backbone settings in Section S4.1. Next, we showcase the reproducibility and the stability of the proposed framework in Section S4.2. Finally, we present some additional visualized results of our framework in Section S4.3.

S4.1  A Comparison of the Backbone of the Student Model

Table S3 compares the performance of our framework using different backbone architectures in the student model. The first, second, and third columns correspond to the backbone architectures, the number of trainable parameters, and the average inference speed (denoted as $IS$), respectively. The column ‘Before Distillation’ denotes the mIoU of the fused pseudo labels generated by $f_{\text{Channel}}$. The column ‘After Distillation’ refers to the student model’s performance after being trained with the fused pseudo labels. As suggested in [9],
Table S3: A comparison of the performance of the proposed framework using different backbone architectures (ResNet-101, DRN-D-54, and MobileNetV2) in the student model. The numerical results are evaluated on the GTA5→Cityscapes benchmark. The inference speed is derived based on the average over 500 inferences. ‘I$\mathcal{S}$’ denotes the inference speed evaluated on an NVIDIA GTX TITAN V GPU. ‘mIoU (train)’ refers to the mIoU evaluated on the training set of Cityscapes, which includes 2975 instances. ‘mIoU (val)’ represents the mIoU evaluated on the validation set of Cityscapes, which includes 500 instances. The column ‘Before Distillation’ refers to the mIoU of the fused pseudo labels generated by $f_{\text{Channel}}$, while ‘After Distillation’ represents the mIoU of the student’s predictions. ‘Oracle’ refers to the experimental setting that the student is trained directly with $y_{gt}$ in the training set of Cityscapes and evaluated on the validation set of Cityscapes.

| Model (Backbone) | Parameters | IS | Before Distillation | After Distillation | Oracle |
|------------------|------------|----|---------------------|--------------------|--------|
|                  |            |    | mIoU (train)         | mIoU (train)       | mIoU (val) |
| DeepLabv2 (ResNet-101) | 43.9 M | 33.1 ms | 55.46 | 57.98 | 56.31 | 51.76 | 52.29 | 52.07 | 62.54 |
| DeepLabv2 (DRN-D-54)   | 35.6 M | 18.8 ms | 51.18 | 54.75 | 52.75 | 54.14 | 55.25 | 50.48 | 70.25 |
| DeepLabv2 (MobileNetV2) | 2.0 M | 16.5 ms | 48.83 | 50.98 | 54.66 | 55.46 | 57.98 | 60.18 |
| DeepLabv3+ (ResNet-101) | 59.3 M | 35.1 ms | 51.71 | 54.75 | 56.25 | 51.71 | 54.75 | 56.25 | 67.43 |
| DeepLabv3+ (DRN-D-54)   | 40.7 M | 22.1 ms | 55.46 | 57.98 | 57.98 | 55.46 | 57.98 | 57.98 | 72.32 |
| DeepLabv3+ (MobileNetV2) | 5.8 M | 20.9 ms | 52.75 | 54.00 | 65.25 | 52.75 | 54.00 | 65.25 |

Table S4: Validation of the stability and the reproducibility for the proposed framework on the GTA5→Cityscapes and the SYNTHIA→Cityscapes benchmarks. The middle columns and the last column report the per-class IoU’s and the mIoU’s, respectively. Different rows correspond to different backbone configurations. Each of the numerical results are obtained from five models trained with different initial random seeds without early-stopping.

| Model (Backbone) | Parameters | IS | Before Distillation | After Distillation | Oracle |
|------------------|------------|----|---------------------|--------------------|--------|
|                  |            |    | mIoU (train)         | mIoU (train)       | mIoU (val) |
| DeepLabv2 (ResNet-101) | 88.64 | 47.04 | 88.72 | 46.91 | 56.31 | 88.72 | 46.91 | 56.31 | 88.25 | 60.18 |
| DeepLabv2 (DRN-D-54)   | 87.83 | 43.42 | 87.83 | 43.42 | 56.31 | 87.83 | 43.42 | 56.31 | 87.83 | 63.35 |
| DeepLabv2 (MobileNetV2) | 87.83 | 43.42 | 87.83 | 43.42 | 56.31 | 87.83 | 43.42 | 56.31 | 87.83 | 63.35 |
| DeepLabv3+ (ResNet-101) | 88.64 | 47.04 | 88.64 | 47.04 | 56.31 | 88.64 | 47.04 | 56.31 | 88.64 | 67.06 |
| DeepLabv3+ (DRN-D-54)   | 88.64 | 47.04 | 88.64 | 47.04 | 56.31 | 88.64 | 47.04 | 56.31 | 88.64 | 67.06 |
| DeepLabv3+ (MobileNetV2) | 88.64 | 47.04 | 88.64 | 47.04 | 56.31 | 88.64 | 47.04 | 56.31 | 88.64 | 67.06 |

Table S4: Validation of the stability and the reproducibility for the proposed framework on the GTA5→Cityscapes and the SYNTHIA→Cityscapes benchmarks. The middle columns and the last column report the per-class IoU’s and the mIoU’s, respectively. Different rows correspond to different backbone configurations. Each of the numerical results are obtained from five models trained with different initial random seeds without early-stopping.

the distillation process typically requires a larger backbone to fully learn the knowledge from the teachers. However, adopting a larger backbone contradicts the core idea of ensemble-distillation, as the objective is to reduce the model size so that the computational cost at deployment time is affordable. Therefore, in our experiments, a stronger backbone ‘DeepLabv3+ (DRN-D-54)’ is adopted, as its number of parameters is comparable with ‘DeepLabv2 (ResNet-101)’ adopted by the members in $\mathcal{T}$, while performing predictions with better effectiveness. Under such a setting, it is observed that the student model is able to effectively approximate the fused pseudo labels, as mIoU’s (train) only degrade slightly (0.85%) after distillation.
S4.2 The Reproducibility and the Stability of the Proposed Framework

Table S4 demonstrates the reproducibility and the stability of the proposed ensemble-distillation framework. Each row in the table corresponds to a backbone configuration. Each of the numerical results is obtained from five models trained with different initial random seeds. From Table S4, it is observed that both the per-class IoU’s and the mIoU’s show only slight fluctuations in terms of their variances, indicating that the proposed method is relatively stable and thus is reproducible.

S4.3 Visualization

Fig. S3 shows a few additional visualized results that qualitatively demonstrate the effectiveness of the proposed framework.

Figure S3: The visualized results evaluated on the validation set of Cityscapes. These figures are presented for qualitatively comparing the student models trained by EnD [7], EnD2 [8], as well as those trained by the proposed framework with pixel-wise fusion (i.e., Ours (Pixel)) and channel-wise fusion (i.e., Ours (Channel)).
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