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Abstract
Detecting stance on Twitter is especially challenging because of the short length of each tweet, the continuous coinage of new terminology and hashtags, and the deviation of sentence structure from standard prose. Fine-tuned language models using large-scale in-domain data have been shown to be the new state-of-the-art for many NLP tasks, including stance detection. In this paper, we propose a novel BERT-based fine-tuning method that enhances the masked language model for stance detection. Instead of random token masking, we propose using a weighted log-odds-ratio to identify words with high stance distinguishability and then model an attention mechanism that focuses on these words. We show that our proposed approach outperforms the state of the art for stance detection on Twitter data about the 2020 US Presidential election.

1 Introduction
Stance detection refers to the task of classifying a piece of text as either being in support, opposition, or neutral towards a given target. While this type of labeling is useful for a wide range of opinion research, it is particularly important for understanding the public’s perception of given targets, for example, candidates during an election. For this reason, our focus in this paper is on detecting stance towards political entities, namely Joe Biden and Donald Trump during the 2020 US Presidential election.

Stance detection is related to, but distinct from the task of sentiment analysis, which aims to extract whether the general tone of a piece of text is positive, negative, or neutral. Sobhani and colleagues (Sobhani et al., 2016) show that measures of stance and sentiment are only 60% correlated. For example, the following sample tweet\textsuperscript{1} has an obvious positive sentiment, but an opposing stance towards Donald Trump.

\textit{I’m so happy Biden beat Trump in the debate.}

Stance detection is an especially difficult problem on Twitter. A large part of this difficulty comes from the fact that Twitter content is short, highly dynamic, continually generating new hashtags and abbreviations, and deviates from standard prose sentence structure. Recently, learning models using pre-training (Peters et al., 2018; Radford et al., 2018; Devlin et al., 2019; Yang et al., 2019) have shown a strong ability to learn semantic representation and outperform many state-of-the-art approaches across different natural language processing (NLP) tasks. This is also true for stance detection. The strongest models for stance detection on Twitter use pre-trained BERT (Ghosh et al., 2019; Sen et al., 2018).

A recent study that proposed models for sentiment analysis (Tian et al., 2020) showed that focusing the learning model on some relevant words, i.e. sentiment words extracted using Pointwise Mutual Information (PMI) (Bouma, 2009), performed better than using the standard pre-trained BERT model. We are interested in understanding whether or not focusing attention on specific stance-relevant vocabulary during the learning process will improve stance detection. To accomplish this, we consider the following two questions. First, how do we identify the most important stance-relevant words within a data set? And second, how much attention needs to be paid to these words versus random domain words? Toward that end, we propose building different knowledge enhanced learning models that integrate an understanding of important context-specific stance words into the pre-training process.

\textsuperscript{1}All of the sample tweets in this paper are invented by the authors. They are representative of real data, but do not correspond to any actual tweet in the data set in order to preserve the privacy of Twitter users.
While we consider PMI as a way to identify important stance words, we find that using the log-odds ratio performs better.

We also consider different options for fine-tuning an attention-based language model. To fine-tune an attention-based language model to a specific task, the most common approach is to fine-tune using unlabeled data with random masking (Devlin et al., 2019; Liu et al., 2019). Because of the noise within social media posts, random tokens that are not task-relevant can impact sentence representation negatively. Therefore, instead of letting the model pay attention to random tokens, we introduce Knowledge Enhanced Masked Language Modeling (KE-MLM), where significant tokens generated using the log-odds ratio are incorporated into the learning process and used to improve a downstream classification task. To the best of our knowledge, this is the first work that identifies significant tokens using log-odds-ratio for a specific task and integrates those tokens into an attention-based learning process for better classification performance.

In summary, we study stance detection on English tweets and our contributions are as follows. (i) We propose using the log-odds-ratio with Dirichlet prior for knowledge mining to identify the most distinguishable stance words. (ii) We propose a novel method to fine-tune a pre-trained masked language model for stance detection that incorporates background knowledge about the stance task. (iii) We show that our proposed knowledge mining approach and our learning model outperform the fine-tuned BERT in a low resource setting in which the data set contains 2500 labeled tweets about the 2020 US Presidential election. (iv) We release our labeled stance data to help the research community continue to make progress on stance detection methods.2

2 Related Work

In the NLP community, sentiment analysis is a more established task that has received more attention than stance detection. A sub-domain of sentiment analysis is target-directed or aspect-specific sentiment, which refers to the tone with which an author writes about a specific target/entity or an aspect of a target (Mitchell et al., 2013; Jiang et al., 2011). One common use case is breaking down sentiment toward different aspects of a product in reviews, e.g., the price of a laptop versus its CPU performance (Schmitt et al., 2018; Chen et al., 2017; Poddar et al., 2017; Tian et al., 2020). Different approaches have been proposed to tackle this problem. Chen and colleagues combine attention with recurrent neural networks (Chen et al., 2017). Schmitt and colleagues propose combining a convolutional neural network and fastText embeddings (Schmitt et al., 2018). A recent study proposes modifying the learning objective of the masked language model to pay attention to a specific set of sentiment words extracted by PMI (Tian et al., 2020). The model achieves new state-of-the-art results on most of the test data sets. Because stance is a different task,3 we will adjust their target-directed sentiment approach for stance and compare to it in our empirical evaluation.

The most well-known data for political stance detection is published by the SemEval 2016 (Mohammad et al., 2016b; Aldayel and Magdy, 2019). The paper describing the data set provides a high-level review of approaches to stance detection using Twitter data. The best user-submitted system was a neural classifier from MITRE (Zarrella and Marsh, 2016) which utilized a pre-trained language model on a large amount of unlabeled data. An important contribution of this study was using pre-trained word embeddings from an auxiliary task where a language model was trained to predict a missing hashtag from a given tweet. The runner-up model was a convolutional neural network for text classification (Wei et al., 2016).

Following the MITRE model, there were a number of both traditional and neural models proposed for stance detection. A study focusing on traditional classifiers proposed using a support vector machine (SVM) with lexicon-based features, sentiment features and textual entailment feature (Sen et al., 2018). Another SVM-based model consisted of two-step SVMs (Dey et al., 2017). In the first step, the model predicts whether an input sequence is relevant to a given target. The next step detects the stance if the input sequence is relevant. Target-specific attention neural network (TAN) is a novel bidirectional LSTM-based attention model. In this study, Dey and colleagues trained it on unpublished unlabeled data to learn the domain context (Du et al., 2017). Recently,

---

3Stance detection aims to detect the opinion s to the specific target e, aspect-based sentiment focuses on extracting the aspect a towards the target e and corresponding opinion s (Wang et al., 2019).

---

2https://github.com/GU-DataLab/stance-detection-KE-MLM
a neural ensemble model consisting of bi-LSTM, nested LSTMs, and an attention model was proposed for stance detection on Twitter (Siddiqua et al., 2019). The model’s embedding weights were initialized with the pre-trained embeddings from fastText (Bojanowski et al., 2017).

The emergence of transformer-based deep learning models has led to high levels of improvement for many NLP tasks, including stance detection (Ghosh et al., 2019; Küçük and Can, 2020; AlDayel and Magdy, 2020). BERT (Devlin et al., 2019) is the most used deep transformer encoder. More specifically, BERT uses Masked Language Modeling (MLM) to pre-train a transformer encoder by predicting masked tokens in order to learn the semantic representation of a corpus. Ghosh and colleagues (Ghosh et al., 2019) show that the original pre-trained BERT without any further fine-tuning outperforms other former state-of-the-art models on the SemEval set including the model that utilizes both text and user information (Del Tredici et al., 2019). Because we are interested in the 2020 US Presidential election and many temporal factors relevant to stance exist (e.g., political topics), we introduce a new Election 2020 data set. For our empirical analysis, we will use this data set, and compare our approach to other state-of-the-art methods that used the SemEval data set. Our data sets are described in Section 5.1.

Inspired by BERT, different variations of BERT have been proposed to solve different specific NLP tasks. SpanBERT (Joshi et al., 2019) masks tokens within a given span range. ERNIE (Sun et al., 2019) finds and masks entity tokens achieving new state-of-the-art results on many Chinese NLP tasks, including sentiment analysis. GlossBERT (Huang et al., 2019) uses gloss knowledge (sense definition) to improve performance on a word sense disambiguation task. SenseBERT (Levine et al., 2020) aims to predict both masked words and the WordNet super-sense to improve word-in-context tasks. Zhang and colleagues introduce entity token masking (Zhang et al., 2019) for relation classification where the goal is to classify relation labels of given entity pairs based on context. A number of studies have been working on adjusting transformers for sentiment analysis tasks. A recent study (Tian et al., 2020) proposes a sentiment knowledge enhanced pre-training method (SKEP). It shows that masking sentiment words extracted by PMI guides the language model to learn more sentiment knowledge resulting in better sentiment classification performance. SentiLARE (Ke et al., 2020) uses an alternative approach that injects word-level linguistic knowledge, including part-of-speech tags and sentiment polarity scores obtained by SentiWordNet (Guerini et al., 2013), into the pre-training process. Following these works, SENTIX (Zhou et al., 2020) was proposed to incorporate domain-invariant sentiment knowledge for cross-domain sentiment data sets. Our work differs because our task is stance detection and we employ a novel knowledge mining step that uses log-odds-ratio to determine significant tokens that need to be masked.

3 KE-MLM: Knowledge Enhanced Masked Language Modeling

We propose Knowledge Enhanced Masked Language Modeling (KE-MLM), which integrates knowledge that enhances the classification task in the fine-tuning process. We identify task-relevant tokens using text mining (Section 3.1). We then use these discovered tokens within a masked language model (Section 3.2).

3.1 Knowledge Mining for Classification

While TF-IDF is the preferred method for identifying important words in a corpus, we are interested in identifying important words for distinguishing stance, not just words that are important within the corpus. Therefore, we propose using the weighted log-odds-ratio technique with informed Dirichlet priors proposed by Monroe and colleagues (Monroe et al., 2008) to compute significant words for each stance class. Intuitively, this measure attempts to account for the amount of variance in a word’s frequency and uses word frequencies from a background corpus as priors to reduce the noise generated by rare words. This technique has been shown to outperform other methods that were designed to find significant words within a corpus such as PMI and TF-IDF (Monroe et al., 2008; Jurafsky et al., 2014; Budak, 2019).

More formally, we compute the usage difference for word \( w \) among two corpora using the log-odds-ratio with informative Dirichlet priors as shown in the Equation 1, where \( n^i \) is the size of corpus \( i \) and \( n^j \) is the size of corpus \( j \). \( y^i_w \) and \( y^j_w \) indicate the word count of \( w \) in corpus \( i \) and \( j \), respectively. \( \alpha_0 \) is the size of the background corpus and \( \alpha_w \) is the word count of \( w \) in the background corpus.
There are two main approaches to train a transformer encoder, Causal Language Modeling (CLM) and Masked Language Modeling (MLM). CLM has a standard language modeling objective, predicting the next token given all previous tokens in the input sequence. This means that it needs to learn tokens in order and can only see the previous tokens. On the other hand, MLM uses a masking technique that is more flexible, allowing researchers to explicitly assign which tokens to mask. The other tokens are used for masked token recovery. Intuitively, a language model that learns to recover a specific set of tokens well will tend to produce a better semantic representation for sequences containing those tokens (Tian et al., 2020; Ke et al., 2020; Zhou et al., 2020). Generally, randomly masking tokens is preferred when the task requires the language model to learn to recover all tokens equally. This tends to result in a semantic representation that is equally good for any input sequences.

In many BERT-based models, when training the transformer encoder with masked language modeling, the input sequence is modified by randomly substituting tokens of the sequence. Specifically, BERT uniformly chooses 15% of input tokens of which 80% are replaced with a special masked token [MASK], 10% are replaced with a random token, and 10% are not replaced and remain unchanged. The goal of significant token masking is to produce a corrupted version of the input sequence by masking the significant tokens rather than random tokens. We keep the same ratio of masked tokens by masking up to 15% of the significant tokens. If fewer than 15% of the tokens are significant, we randomly mask other tokens to fill up to 15%.\(^4\)

Formally, significant word masking creates a corrupted version \( \tilde{X} \) for an input sequence \( X \) that is influenced by the extracted knowledge \( G \). Tokens of sequences \( X \) and \( \tilde{X} \) are denoted by \( x_i \) and \( \tilde{x}_i \), respectively. In the fine-tuning process, the transformer encoder is trained using a masked word prediction objective that is supervised by recovering masked significant words using the final state of the encoder \( \tilde{x}_1, \ldots, \tilde{x}_n \), where \( n \) is the length of the sequence.

After constructing this corrupted version of the sequence, MLM aims to predict the masked tokens to recover the original tokens. In this paper, we inject knowledge for our specific classification task during MLM, causing the model to pay more attention to stance tokens instead of random tokens.

\(^4\)With a set of 20-40 significant words, their word counts are roughly 1% of the total number of tokens of the unlabeled data that we trained the language model on. 

\[ \delta_{w}^{(i-j)} = \log \frac{y_w + \alpha_w}{n^i + \alpha_0 - y_w - \alpha_w} \]

\[ \log \frac{y_w + \alpha_w}{n^j + \alpha_0 - y_w - \alpha_w} \]

To measure the significance of each word, we first compute the variance \((\sigma^2)\) of the log-odds-ratio using Equation 2, and then compute the Z-score using Equation 3. A higher score indicates more significance of word \( w \) within corpus \( i \) compared to corpus \( j \). A lower score means more significance of word \( w \) within corpus \( j \) compared to corpus \( i \).

\[ \sigma^2(\delta_{w}^{(i-j)}) \approx \frac{1}{y_w + \alpha_w} + \frac{1}{y_w + \alpha_w} \]

\[ Z = \frac{\delta_{w}^{(i-j)}}{\sqrt{\sigma^2(\delta_{w}^{(i-j)})}} \]

Since stance has three different classes (support, opposition and neutral), we need to adjust the log-odds-ratio technique in order to obtain a set of significant stance words. Using a training set, we find stance tokens which are significant tokens for support/non-support or opposition/non-opposition as follows:

- **Supportive & Non-supportive tokens** are the highest and lowest Z-score tokens, respectively when \( i \) only contains the support class and \( j \) contains only the opposition and neutral classes.

- **Opposing & Non-opposing tokens** are the highest and lowest Z-score tokens, respectively when \( i \) only contains the opposition class and \( j \) only contains the support and neutral classes.

We select the highest and lowest \( k \) tokens based on Z-score from each token list above. This results in four \( k \)-token lists. The combined tokens of these lists after removing duplicates are defined to be the stance tokens. We hypothesize that these stance tokens will play a key role during stance detection.

### 3.2 Significant Token Masking

There are two main approaches to train a transformer encoder, Causal Language Modeling (CLM) and Masked Language Modeling (MLM). CLM has
Table 1: Example sets of strong supportive and opposing tokens for both candidates on Twitter.

|         | Biden                                                                 | Trump                                                                 |
|---------|------------------------------------------------------------------------|----------------------------------------------------------------------|
| Support | administration, ballot, bluewave, early, kamala, rule, safe, show, trust, voteblue | americafirst, follow, help, ifbap, kag, maga, patriots, retweet, thanks, votedred |
| Oppose  | bernie, black, blah, cities, kag, maga, money, patriots, woman, wwg1wga | bluewave, consequences, demconvention, division, liar, make, republicans, resist, stand |

These results are based on real data. Tokens are sorted alphabetically.

Formally, we get an embedding vector $\tilde{x}_i$ from the transformer encoder by feeding the corrupted version $\hat{X}$ of input sequence $X$. Next, the embedding vector is fed into a single layer of neural network with a softmax activation layer in order to produce a normalized probability vector $\hat{y}_i$ over the entire vocabulary as shown in Equation 4, where $W$ is a weight vector and $b$ is a bias vector. Therefore, the prediction objective $L$ is to maximize the probability of original token $x_i$ computed in Equation 5, where $m_i = 1$ if the token at the $i$-th position is masked, otherwise $m_i = 0$ and $y_i$ is a one-hot representation of the original token.

$$\hat{y}_i = \text{softmax}(\tilde{x}_i W + b) \quad (4)$$

$$L = -\sum_{i=1}^{n} m_i \times y_i \log \hat{y}_i \quad (5)$$

Finally, we fine-tune a pre-trained BERT with unlabeled in-domain (election 2020) data. The representation learned by the language model is expected to be customized for the stance detection task.

4 Experimental Design

In this section we describe our experimental design, beginning with the knowledge mining decisions, followed by the decisions and parameters used for the language models.

4.1 Stance Knowledge Mining

We begin by determining the number of significant stance words to identify. Based on a sensitivity analysis, we set $k = 10$ to extract the top-10 significant words for each stance category as described in Section 3.1 (support, non-support, oppose, non-oppose). Examples of significant tokens from the strong supportive/opposing stance are shown in Table 1. Our stance detection models are independently trained for each candidate, so overlapping tokens are allowed (e.g. the word patriots tends to support Trump but oppose Biden). Once we have a set of tokens for the four categories, we union these four token sets. After removing duplicates, there are roughly 30 stance tokens for each candidate.

4.2 Language Models

Because the state-of-the-art models for stance detection are neural models with pre-trained language models on a large amount of in-domain data, (Zarrella and Marsh, 2016; Küçük and Can, 2020), we use both original pre-trained BERT and BERT fine-tuned on the unlabeled election data as our benchmarks. We fine-tuned BERT for two epochs since it gives the best perplexity score. For KE-MLM, we first initialize the weights of the model using the same values as the original BERT, then we fine-tune the model with unlabeled election data using the identified stance tokens masked. We exhaustively fine-tuned KE-MLM to produce the language model that focuses attention on the stance tokens from the training set.

Because BERT’s tokenizer uses WordPiece (Wu et al., 2016), a subword segmentation algorithm, it cannot learn new tokens after the pre-training is finished without explicitly specifying it. However, adding new tokens with random embedding weights would cause the pre-trained model to work differently since it was not pre-trained with those new tokens. We realize that some significant tokens for the stance of Election 2020 are new to the BERT and were not in the original BERT pre-training process. Therefore, we consider adding all the stance words to the BERT tokenizer. We hypothesize that adding such a small number of tokens will barely affect the pre-trained model. To test the effect of adding stance tokens into the normal fine-tuning process, we train language models in which stance tokens are added, but we fine-tune them with the normal random masking method. We refer to this model as $a$-BERT, where stance tokens

Perplexity is a performance measurement of the masked language model, a lower score is better.
are added to the BERT tokenizer, but only the standard fine-tuning method is performed. To compare our performance to the sentiment knowledge-enhanced pre-training method or SKEP (Tian et al., 2020), we use the pre-training method proposed in their paper and then fine-tune the model using our election 2020 data (SKEP).

We hypothesize that applying KE-MLM may guide the language model to focus too much attention on the stance knowledge and learn less semantic information about the election itself. Therefore, we consider a hybrid fine-tuning strategy. We begin by fine-tuning BERT for one epoch. Then we fine-tune using KE-MLM in the next epoch. This hybrid strategy forces the model to continually learn stance knowledge along with semantic information about the election. We expect that this dual learning will construct a language model biased toward necessary semantic information about the election, as well as the necessary embedded stance knowledge. We refer to this approach as our KE-MLM (with continuous fine-tuning), while KE-MLM— refers to a model that is overly fine-tuned with only stance token masking.

To summarize, the language models we will evaluate are as follows: the original pre-trained BERT (o-BERT), a normally fine-tuned BERT that uses our election data (f-BERT), a normally fine-tuned BERT that uses stance tokens as part of its tokenizer (a-BERT), a fine-tuned BERT using the SKEP method (Tian et al., 2020) (SKEP), our overly fine-tuned model (KE-MLM—), and our hybrid fine-tuned model (KE-MLM). For all the language models, we truncate the size of an input sequence to 512 tokens. The learning rate is constant at $1e - 4$ and the batch size is 16.

4.3 Classification Models

In masked language modeling, we fine-tune the model using a neural layer on top with the learning objective to predict masked tokens. In this step, we substitute that layer with a new neural layer as a stance classifier layer. Its weights are arbitrarily initialized. The prediction equation is similar to Equation 4 but now the input is not corrupted, and the output is a vector of the normalized probability of the three stance classes. We use a cross-entropy loss function and the objective is to minimize it. We use the Adam optimizer (Kingma and Ba, 2015) with five different learning rates, including $2e - 5$, $1e - 5$, $5e - 6$, $2e - 6$ and $1e - 6$. The batch size is constantly set to 32 during the classification learning process.

We train and test our models on each candidate independently with five different learning rates. The best model is determined by the best macro average F1 score over three classes among five learning rates. Because the weights of the classifier layer are randomly initialized, we run each model five times. The average F1 score is reported in Table 2 as the classification performance.

5 Empirical Evaluation

After describing our data set (Section 5.1), we present our experimental evaluation, both quantitative (Section 5.2), and qualitative (Section 5.3).

5.1 Data Sets

For this study, our research team collected English tweets related to the 2020 US Presidential election. Through the Twitter Streaming API, we collected data using election-related hashtags and keywords. Between January 2020 and September 2020, we collected over 5 million tweets, not including quotes and retweets. These unlabeled tweets were used to fine-tune all of our language models.

Our specific stance task is to determine the stance for the two presidential candidates, Joe Biden and Donald Trump. For each candidate, we had three stance classes: support, opposition, and neutral. We consider two stance-labeled data sets, one for each candidate, Biden and Trump. Our data were labeled using Amazon Mechanical Turk (MTurk) workers (Crowston, 2012). These workers were not trained. Instead, we provided a set of examples for each stance category that they could refer to as they conducted the labeling task. Examples of statements presented to MTurk workers are presented in Table 3. We asked annotators to carefully review each tweet $t_{c}^{i}$ from the tweet set $T_{C} = \{t_{c}^{1}, t_{c}^{2}, \ldots\}$ and determine whether the tweet $t_{c}^{i}$ is (i) clearly in support of $C$, (ii) clearly in opposition to $C$ or (iii) not clearly in support or opposition to $C$, where $t_{c}^{i} \in T_{C}$ and $C \in \{Donald$ Trump, Joe Biden$\}$. To increase the labeling yield, we verify that two tweet sets $T_{C=Donald$ Trump} and $T_{C=Joe$ Biden} are mutually exclusive. Each tweet was labeled by three annotators and the majority vote is considered to be the true label. If all three annotators vote for three differ-

---

*Our definition of stance labels is consistent with the definition from (Mohammad et al., 2016a)*
Table 2: The average F1 scores over five runs. The confidence intervals for the macro F1 scores are computed based on a significance level of 0.05, meaning a 95% confidence level. The highest scores are shown in boldface.

| Model     | F1-Support | F1-Oppose | F1-Neutral | F1-macro | F1-Support | F1-Oppose | F1-Neutral | F1-macro |
|------------|------------|-----------|------------|----------|------------|-----------|------------|----------|
| o-BERT     | 0.7324     | 0.6875    | 0.7151     | 0.7117 (±0.0063) | 0.7574     | 0.8101    | 0.6955     | 0.7543 (±0.0069) |
| f-BERT     | 0.7743     | 0.7226    | 0.7347     | 0.7439 (±0.0049) | 0.7921     | 0.8147    | 0.6961     | 0.7677 (±0.0084) |
| a-BERT     | 0.7905     | 0.7234    | 0.7432     | 0.7523 (±0.0049) | 0.8090     | 0.8154    | 0.6926     | 0.7724 (±0.0078) |
| SKEP       | 0.7923     | 0.7153    | 0.7349     | 0.7475 (±0.0047) | 0.7852     | 0.8169    | 0.7151     | 0.7724 (±0.0067) |
| KE-MLM–    | 0.7618     | 0.7303    | 0.7380     | 0.7434 (±0.0040) | 0.7854     | 0.7968    | 0.7083     | 0.7635 (±0.0081) |
| KE-MLM     | 0.7927     | 0.7329    | 0.7475     | 0.7577 (±0.0032) | 0.8094     | 0.8184    | 0.7354     | 0.7877 (±0.0075) |

Table 3: Sample of stance examples presented to MTurk labelers.

| Candidate | Statement                        | Stance   |
|-----------|----------------------------------|----------|
| Biden     | Biden will be a great president. I am voting for him in November. | Support  |
|           | Biden has handled the pandemic poorly. | Oppose   |
|           | Biden spoke in Pennsylvania.      | Neutral  |
| Trump     | Trump has been a great president. I am voting for him in November. | Support  |
|           | Trump has handled the pandemic poorly. | Oppose   |
|           | Trump held a rally yesterday.     | Neutral  |

ent classes, we assume the tweet’s label is neutral because the stance is ambiguous.

Our data set contains 1250 stance-labeled tweets for each candidate. The stance label distributions are shown in Table 4. The distributions of both candidates are skewed towards the opposition label. Overall, the stance class proportions vary from 27% to 39%. The inter-annotator agreement scores from different metrics are shown in Table 5. The task-based and worker-based metrics are recommended by the MTurk official site (Amazon, 2011), given their annotating mechanism. All scores are range from 86% up to 89%, indicating the high inter-rater reliability for these data sets.

Table 4: Stance distribution for Biden and Trump.

|       | %SUPPORT | %OPPOSE | %NEUTRAL |
|-------|----------|---------|----------|
| Biden | 31.3     | 39.0    | 29.8     |
| Trump | 27.3     | 39.9    | 32.8     |

Table 5: Mechanical Turk inter-annotator agreement for Biden and Trump.

| Metric      | Biden  | Trump  |
|-------------|--------|--------|
| Task-based  | 0.8693 | 0.8920 |
| Worker-based| 0.8915 | 0.8969 |

5.2 Experimental Results

We conducted experiments on train-test sets using a 70:30 split for both the Biden and Trump data sets. We evaluate the classification performance using the macro-average F1 score along with the F1 score of each class. The results presented in Table 2 show the average F1 scores over five runs with different random seeds. The highest score for each evaluation metric is highlighted in bold.

For Biden-stance, every fine-tuning method (f-BERT, a-BERT, SKEP, KE-MLM– and KE-MLM) improves the average F1 score from the original pre-trained model by 3.2%, 4.1%, 3.6%, 3.2% and 4.6%, respectively. For Trump-stance, the average F1 scores are also improved by 1.3%, 1.8%, 1.8%, 0.9% and 3.3%. The improvement is twice as much for Biden than for Trump. This is an indication that the additional background knowledge is more important for detecting stance for Biden than for Trump. In general, our knowledge enhanced model performs better than all the other models and outperforms the original BERT by three to five percent. a-BERT performs similarly to SKEP for Trump, but its performance is better for Biden. The model’s overall performances are second-best with only a difference of 0.5% and 1.5% in the average F1-macro score when compared to KE-MLM for Biden and Trump, respectively. These results further highlight the importance of incorporating stance tokens into the tokenizer. While adding stance to the tokenization is important, the additional improvement of KE-MLM comes from focusing attention on both the stance tokens and the general election data. The result also supports our hypothesis that training KE-MLM– alone for two epochs would result in better accuracy than original BERT (o-BERT), but a lower accuracy than normally fine-tuned BERT (f-BERT) because it learns stance knowledge but lacks in-domain election knowledge.

To better understand the robustness of our models, we analyze the variance in the F1 scores across

7Because we do not have sufficient unlabeled election data from 2016, we cannot fairly test our model with the SemEval 2016 stance data.
the different runs. Figure 1 shows the box plots of the macro average F1 scores for each model. The scores of both candidates follow a similar pattern. For Biden, the highest F1 score and the lowest variance is KE-MLM. For Trump, the highest F1 score is KE-MLM, but the variance is comparable to the other models. The model with the lowest variance is SKEP. These figures further emphasize KE-MLM’s ability to detect stance better than normally fine-tuning methods. Interestingly, a-BERT performs second-best (see gray boxes in Figure 1), further highlighting the importance of not ignoring stance tokens. Forcefully adding unseen stance tokens to the BERT tokenizer with random initial weights benefits overall classification performance.

![Figure 1](image)

Figure 1: The distribution of macro average F1 scores from five independent runs.

Additionally, we conducted a sensitivity analysis on different sizes of unlabeled data for pretraining to verify that the large unlabeled data is actually beneficial. We fine-tune f-BERT using different sizes of data (100K, 500K, 1M, 2M) and compare the results to those of BERT with zero-fine-tuning (o-BERT) and fine-tuning using the entire 5M tweets (f-BERT). We train each pre-trained language model on training and test on testing data set five times. The average F1 scores are shown in Fig 2. For Biden, the average F1 score is 3% lower when there is no fine-tuning compared to using all 5M tweets. For Trump, the score only improves a little over 1%. Interestingly, as the size of the unlabeled data increases, the F1 score also increases even though the increase is not always large. Therefore, pre-training using a smaller size unlabeled data set does still produce benefits, but when possible, using a large sample does lead to improvement.

![Figure 2](image)

Figure 2: The model performance by f-BERT pre-trained on different sizes of unlabeled data. We train each model five times and report the average F1 scores.

5.3 Qualitative Analysis of the Effect of Stance Knowledge

While we see from Table 2 that KE-MLM outperforms all baselines on average, we are interested in understanding when there is labeling disagreement between other methods and KE-MLM, what features are driving the disagreement. Therefore, we manually investigate samples in which f-BERT and a-BERT produced incorrect predictions, while KE-MLM produced correct ones. On average over multiple runs, 28.8% and 38.5% of misclassified tweets by f-BERT are correctly predicted by KE-MLM for Biden and Trump, respectively. For a-BERT, they are 22.5% and 25.7% on average. As a case example, Table 6 illustrates the attention distribution of the sequence representation learned by each language model for a few mislabeled tweets. Significant words are colored. The color darkness is determined by the attention weights of the representation learned for the classification token. The representation of classification tokens produced by a transformer encoder is usually referred to as [CLS]. Please see (Devlin et al., 2019) for details about the attention weight calculation.
darker the color the more important the word. From the selected samples, we know from the knowledge mining step that the word "maga" and "demconvention" are two of the most distinguishing stance words (see Table 1), but both f-BERT and a-BERT fail to identify these strong stance words and therefore, produced incorrect predictions. In contrast, KE-MLM produces the correct predictions by paying reasonable attention to the stance information, further supporting the notion that KE-MLM is using meaningful, interpretable tokens.

6 Conclusions and Future Directions

Intuitively, a language model fine-tuned using in-domain unlabeled data should result in better classification performance than using the vanilla pre-trained BERT. Since our goal is to maximize the accuracy of a specific classification task, we train an attention-based language model to pay attention to words that help distinguish between the classes. We have shown that for stance detection, using the log-odds-ratio to identify significant tokens that separate the classes is important knowledge for this classification task. Once these important tokens are identified, forcing the language model to pay attention to these tokens further improves the performance when compared to using standard data for fine-tuning. To the best of our knowledge, our approach is better than the other state-of-the-art approaches for stance detection. Additionally, we are releasing our dataset to the community to help other researchers continue to make progress on the stance detection task. We believe this is the first stance-labeled Twitter data for the 2020 US Presidential election.

There are several future directions of this work. First, to relax the trade-off between learning election semantics in general and learning stance knowledge, instead of fine-tuning one epoch with the normal fine-tuning method and another epoch with KE-MLM, we could reduce the masking probability of stance distinguishing words from 100% to something lower based on the distinguishability of the token. Theoretically, this would give a higher weight to tokens that are more polarizing. This also relaxes the potential overfitting that may occur when learning only stance knowledge and lets the model randomly learn more tokens. Another future direction is to test our language modeling method on other classification tasks (e.g. sentiment analysis, spam detection). Also, this paper uses BERT as the base language model. There are many variations of BERT that can be further investigated (e.g. RoBERTa). Finally, we view stance as an important task for understanding public opinion. As our models get stronger, using them to gain insight into public opinion on issues of the day is another important future direction.
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