Analytic continuation via ‘domain-knowledge free’ machine learning
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We present a machine-learning approach to a long-standing issue in quantum many-body physics, namely, analytic continuation. This notorious ill-conditioned problem of obtaining spectral function from imaginary time Green’s function has been a focus of new method developments for past decades. Here we demonstrate the usefulness of modern machine-learning techniques including convolutional neural networks and the variants of stochastic gradient descent optimiser. Machine-learning continuation kernel is successfully realized without any ‘domain knowledge’ and the outstanding performance is achieved for both insulating and metallic band structure. Our machine-learning-based approach not only provides the more accurate spectrum than the conventional methods in terms of peak positions and heights, but is also more robust against the noise which is the required key feature for any continuation technique to be successful. Furthermore, its computation speed is $10^4$–$10^5$ times faster than maximum entropy method.
1 Introduction

Matsubara Green’s function method is a useful theoretical tool for quantum many-body problems. While the calculation often becomes much more tractable in the imaginary time (or equivalently, frequency) domain, working with Matsubara function inevitably introduces other theoretical difficulties. One of the most typical cases happens when one tries to obtain a spectral function (or any other measurable quantity), which is defined in real space, from imaginary Green’s function. This procedure is known as ‘analytic continuation’ and poses a notorious ill-conditioned inverse problem. The severe noise sensitivity significantly undermines the predictability and the usefulness of theoretical methods such as quantum Monte Carlo (QMC). Many different approaches have been suggested to solve this problem including Padé approximation\(^1\), maximum entropy (MEM)\(^2\), and stochastic method\(^7\). All these methods are based on the physical knowledge or utilize the pre-understanding of the problem which are expressed in their own assumptions and fitting parameters. In other words, all these methods heavily rely on ‘domain knowledge’.

Machine-learning (ML) approach is based on a different philosophy. The ML procedure is to develop a machinery which can self-learn the governing rule(s) of a given system or problem through the massive dataset ‘training’\(^8\). Due to the remarkable progress in both hardware and software engineering, ML technique overwhelms the state-of-the-art human-designed algorithms in many different areas\(^10\)\(^11\). Recently, it becomes more and more popular in physics research. ML proves its capability in many different fields ranging from materials science\(^12\)\(^13\) and statistical physics\(^14\)\(^15\) to quantum many-body problems\(^16\)\(^18\) and quantum informations\(^19\)\(^20\).
In this paper, we apply modern ML techniques\textsuperscript{21} to the long-standing physics problem of analytic continuation. By using convolutional neural network (CNN)\textsuperscript{22} and stochastic gradient descent based optimizer (\textit{i.e.}, stochastic gradient descent, \textit{Adadelta}, \textit{Adagrad})\textsuperscript{23,25}, we successfully construct the ML kernel which can generate the real space spectral function from imaginary Green’s function. We emphasize that our method does not require any ‘domain-knowledge’\textsuperscript{26}. In comparison to the conventional techniques, ML-based algorithm demonstrates its superiority in terms of accuracy and computation speed. The spectral weights and peak positions are in better agreement, and the computation speed is $10^4$–$10^5$ faster. Further, ML-based method is more robust against the noise which is inevitably introduced in Monte-Carlo calculation for example. Our results show that the domain-knowledge free ML approach can be a new promising way to solve the long-standing physics problem that has not been well understood based on the currently available techniques.

2 Result and Discussion

Description of the problem and machine learning Matsubara frequency Green’s function $G(i\omega_n)$ is analytically continued to the real frequency $G(\omega)$. For a given $G(i\omega_n)$, the spectral function is $A(\omega) = -\frac{1}{\pi} \text{Im} G(\omega + i0^+)$. Note that calculating the Green’s function for a given spectral function is straightforward, not ill-conditioned. On the other hand, the spectral function is obtained by
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inverting the integral equation

\[ G(i\omega_n) = \int d\omega \frac{A(\omega)}{i\omega_n - \omega} \]

\[ = \int d\omega K(i\omega_n, \omega)A(\omega) \]

where the kernel \( K(i\omega_n, \omega) \) has different forms for different problems. This continuation process is an ill-posed problem, and the direct inverse \( A = K^{-1}G \) is hardly feasible due to the high condition number. The key question is how to deal with intrinsic noises.

Here we note that many techniques to handle this kind of ill-posed problems have been actively developed in the ML field of research for more than last two decades. Crucially required are the efficient data representation in high-dimensional space and the practical algorithm to optimize massive variables in deep neural networks. In spite of the challenging features of the problems, notable achievements can be found in many different areas.

In the current study, we adopted ‘fully connected layer (FCL)’ and CNN, and try to perform analytic continuation within high-dimensional space. In order to systematically check the input noise dependence, we considered several different sets of random noise inputs and examined the output spectra. The uniformly distributed random noise \( N(i\omega_n) \in [-\lambda, \lambda] \) are used for our main presentation and the noise strength \( \lambda \) is varied from 0 to 0.5. The noised input is then defined as \( G(i\omega_n)_{\text{noise}} = G(i\omega_n) + \lambda(N(i\omega_n)) \). We also considered the other types of noise character. In particular, the frequency-dependent \( \lambda(i\omega_n) \) has been carefully checked since it is often the case of QMC-DMFT (dynamical mean-field theory) calculations. Gaussian-type noise is also tested. While we mainly present the uniform random noise, any part of our conclusion is not changed by
Figure 1: **FCL neural network.** An illustration of our neural network architecture which consists only of FCLs. The input $G(i\omega_n)$ is an array of complex numbers. Re[$G(i\omega_n)$] and Im[$G(i\omega_n)$] are arranged as a 1D array to be inserted into the neural-net input. The dropout layers are located in between all the FCLs to improve the overfitting of neural networks (not shown). The green box represents the output layer of $A(\omega)$. The blue neural network lines are the schematic representation of activated connections.

this choice of noise type.

**Fully connected layers** As the first step toward ML-based analytic continuation, we consider the neural network composed of FCLs which may be regarded as an early-stage ML approach.
Figure 2: **Analytic continuation result of FCL.** The input Green’s functions and the output spectra calculated by the FCL neural network kernel (without CNN layer). (a, b) $Re[G(i\omega_n)]$ and $Im[G(i\omega_n)]$ are presented in (a) and (b), respectively. The blue curves are generated from the ideal spectrum shown by the black line in (c). The magenta lines show the noised input $G(i\omega_n)^{in}$ with $\lambda = 0.3$ (see the main text for more details). (c) The calculated spectral functions are presented by blue-solid ($\lambda=0$; noise-free) and magenta-dashed curve ($\lambda=0.3$) in comparison to the ideal spectrum (black-solid line).

Roughly, the use of single FCL can be regarded as one multiplication process of an inversion matrix to the input Green’s function $^{31}$H. Having more FCLs thus corresponds to the increased number of matrix multiplications to represent the inversion. Practically it is not expected to achieve a notable improvement just by increasing the number of hidden layers $^{27, 28}$H. After testing many different numbers of hidden layer sets, we indeed found that the performance is not much enhanced. Thus, in the below, we focus on the results of three layers (Fig[1]).
Figure 2 presents the result of analytic continuation by using FCLs neural network. The black line in Fig. 2(c) is the spectrum from which imaginary Green’s functions of Fig. 2(a) and (b) (blue lines) are generated. Therefore, if the continuation procedure is perfect, the continued spectrum should be identical with the black line in Fig. 2(c). Note that the process of obtaining $G(i\omega_n)$ from $A(\omega)$ is not ill-conditioned. Once $G(i\omega_n)$ is calculated, one can perform the continuation and compare the result of $A(\omega)$ with the original one, namely the ideal spectrum.

The FCL continuation results are shown in Fig. 2(c). The blue-solid and magenta-dashed line corresponds to $\lambda=0$ and $\lambda=0.3$, respectively. It is clearly noted that the continued spectra are not smooth and significantly deformed in comparison to the ideal black line. This result demonstrates the challenging nature of the problem. At the same time, however, we also note that the overall shape of spectrum is captured by our FCL neural network although the unexpected wriggles are found, and they become worse as the noise level increases. We emphasize that this level of performance is hardly achievable through the direct matrix inversion of Eq. (2). This promising aspect is largely attributed to the ‘dropout’ and the regularization procedure which prevent overfittings. In this regard, while not satisfactory at all, our FCL result shows a possibility of neural network approach for the analytic continuation.

Convolutional neural network Many techniques have been suggested to overcome the deficiency of FCL. One key idea is to identify the essential features of a problem and to reconstruct them in a higher dimensional space. Principal component analysis (PCA) is an example which proved to be powerful for data compression and dimensionality reduction. Unfortunately, however, PCA
Figure 3: **CNN neural network.** An illustration of the neural network architecture which consists of both FCLs and CNN. Two convolution layers (blue and red squares) and one pooling layer (green squares) are placed in between the FCLs. Colored neural network lines are the schematic representations of activated connections.

can only be used in rank 1 (vector) and rank 2 (matrix) for most of the cases. While some techniques for tensor PCA have been proposed, they seem to need further developments. A typical fundamental limitation of PCA is that each principal component is given by a linear combination of original variables whereas non-linearity is essential for ill-posed problems. In this regard, CNN is a useful advanced technique leading the modern machine-learning era. The performance of CNN image processing surpasses the human-designed algorithms based on 'domain knowledge'. Due to its outstanding feature selection in tensor space, CNN is widely adopted by high-dimensional noise filters for auto-encoder and sound/video data.

In analytic continuation, input/output data are represented by a certain set of numbers. Thus
it can be regarded as an inverse problem that has to be performed within a dimension corresponding to those numbers. With this observation, we applied CNN technique to the long-standing ill-posed problem of analytic continuation. Figure 3 shows our neural network structure. We aim to create a minimal model with the smallest possible number of layers. Thus our neural network is designed to contain CNN layers in between two FCLs since we learned in the above that three FCLs could capture the basic features of spectra. While it is conventional to have CNN layers just next to the input layer in the image processing (e.g., AlexNet 29, VGG 30, GoogleNet 40, and ResNet 41), we take a different strategy of inserting the CNN layer after the matrix operation through FCL. It is because the full information of input Green’s function needs to be utilized in our problem. The total number of parameters in our neural network is $\sim 600,000$ and $\sim 500,000$ for including and excluding CNN, respectively. It is noted that the network size is not much increased by having CNN layers. We have adopted modern optimization algorithm, namely ‘Adadelta’ 23, to optimize this large number of neural networks parameters.

Figure 4 shows the continuation result of using CNN. The model spectrum (black line in Fig. 4(c)) is designed to mimic a Mott-Hubbard insulator consisted of two distinct Hubbard bands with different peak heights. The outstanding performance of CNN can clearly be seen from that the continuation results are significantly improved in comparison to the FCL-only data in Fig. 2. The overall shape, peak positions and relative peak heights are well reproduced without any undesirable wriggle. Importantly, the reproducibility remains quite robust against the noise even if the deviation from the ideal spectrum (black) becomes noticeable as the noise level increases (from light-blue-solid lines to dark-blue-dashed and to red-dashed).
Figure 4: Analytic continuation result of CNN. (a, b) Re\([G(i\omega_n)]\) and Im\([G(i\omega_n)]\) are presented in (a) and (b), respectively. The light-blue curves are generated from the ideal spectrum shown by the black line in (c). Three different noise levels are presented in light-blue (\(\lambda=0\)), dark-blue (\(\lambda=0.1\)) and red lines (\(\lambda=0.5\)). (c) Analytic continuation result of CNN-ML kernel for \(\lambda=0\) (noise-free; light-blue-solid), \(\lambda=0.1\) (dark-blue-dashed), and \(\lambda=0.5\) (red-dashed) along with the ideal spectrum (black-solid line).

The robustness against the input noise is a crucially required feature for the reliable analytic continuation since the noise is unavoidably present in stochastic approaches. As shown in Fig.4(c), the overall features and the detailed shapes of the spectrum are well maintained even for the case of significant noise levels. This result shows the powerfulness of ML-based analytic continuation kernel.

The performance of ML kernel is further demonstrated by the comparison to the conventional
Figure 5: **Analytic continuation result of MEM.** (a, b) Input Green’s function of $\text{Re}[G(i\omega_n)]$ and $\text{Im}[G(i\omega_n)]$ are presented in (a) and (b), respectively. The light blue curves are generated from the ideal spectrum shown by the black line in (c). Four different noise levels are presented in light-blue ($\lambda=0$), dark-blue ($\lambda=0.1$), yellow ($\lambda=0.2$), and magenta lines ($\lambda=0.3$). (c) Analytic continuation result of conventional MEM for $\lambda=0.1$ (dark-blue-dashed), $\lambda=0.2$ (yellow-dashed), and $\lambda=0.3$ (magenta-dashed) along with the ideal spectrum (black-solid line).

continuation techniques. Fig. 5 shows the result of MEM which is one of the most widely-used methods for analytic continuation. It is clearly noted that, even at a significantly lower noise level, the MEM result is markedly deviated from the ideal spectrum in terms of peak position and height. It is in a sharp contrast to the ML-based result of Fig. 4 in which the spectrum is well preserved even at $\lambda = 0.5$.

Figure 6 shows the result of ML kernel for metallic spectrum having coherent as well as
Figure 6: Analytic continuation result of CNN for metallic spectrum. (a, b) Input Green’s function of Re\[G(i\omega_n)] and Im\[G(i\omega_n)] are presented in (a) and (b), respectively. The light-blue curves are generated from the ideal spectrum shown by the black line in (c). Three different noise levels are presented in light-blue (\(\lambda=0\)), dark-blue (\(\lambda=0.1\)) and red lines (\(\lambda=0.5\)). (c) Analytic continuation result of CNN-ML kernel for \(\lambda=0\) (noise-free; light-blue-solid), \(\lambda=0.1\) (dark-blue-dashed), and \(\lambda=0.5\) (red-dashed) along with the ideal spectrum (black-solid line).

incoherent peaks. Once again, our machine-learning kernel well reproduces the original spectrum. The robustness against noise is also excellent as in the insulating case. In particular, the coherent peak is considerably well reproduced while the incoherent states are moderately affected by the noises. It is a good indication for predicting the phase from a given Green’s function.

Finally, we emphasize the efficiency of ML-based analytic continuation. Once the ML kernel is well trained, the continuation process can be performed at a speed of \(\sim 10,000\) Green’s
functions/sec, which is at least $10^4$–$10^5$ faster than the conventional MEM.

## 3 Discussion

Modern ML technique proves its usefulness for a long-standing physics problem of analytic continuation. Its superiority over the conventional technique is demonstrated in the accuracy, speed, and the robustness against noise. For both insulating and metallic spectrum, our CNN-based ML kernel gives better agreement with the ideal spectrum in terms of peak position and height. Up to the high level of random noises, at which MEM fails to produce the reliable results, ML technique retains its accuracy. In terms of computation speed, the trained kernel is $10^4$–$10^5$ times faster than the conventional method. Our result suggests that ML approach can be promising for many of long-standing physics problem in which the conventional ‘domain knowledge’ does not properly work.

### Methods

We constructed the ML-based analytic continuation kernel by using widely-adopted open-source deep-learning framework, namely, ‘keras’\(^43\) with ‘tensorflow’\(^44\) backend. For continuation problem, training process is straightforward since the calculation of $G(i\omega_n)$ from a given $A(\omega)$ is not ill-conditioned. Our training sets consist of $\sim 105,000$ different combinations of peak number, heights and positions. Among these various types of spectra, more training sets were used for the case of single-, double-, and triple-peak spectral functions since they are more relevant to the applications. It is straightforward to extend the number of training sets to an arbitrary number. The validation
set consists of 10,000 different types of peaks with different random sequences. The energy range, peak height and peak width vary from $-10$ to $10$, $0.2$ to $1$ and $0.3$ to $1.2$, respectively. Neural networks are trained by using ‘Adadelta’ optimizer. We found that ‘stochastic gradient decent (SGD)’ and even ‘RMSprop’ optimizer quite often suffer from the ‘gradient vanishing problem’; i.e., all variables of a neural net are quickly set to zero. On the other hand, the recently-developed adaptive stochastic variant optimizers (such as ‘Adadelta’, ‘Adagrad’ , ‘Adam’ and ‘Adamax’) produce the reliable results. We eventually chose ‘Adadelta’ as it clearly exhibits the best performance. For the activation function, we chose a combination of rectified linear unit (ReLU) and scaled exponential linear unit (SeLU). It is found that $\sim 8000$ epochs are mostly enough for neural network training.
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