Bathtub vortex in superfluid $^4$He
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We have investigated the structure of macroscopic suction flows in superfluid $^4$He. In this study, we primarily analyze the structure of the quantized vortex bundle that appears to play an important role in such systems. Our study is motivated by a series of recent experiments conducted by a research group in Osaka City University [Yano et al., J. Phys. Conf. Ser. 969, 012002 (2018)]; they created a suction vortex using a rotor in superfluid $^4$He. They also reported that up to $10^4$ quantized vortices accumulated in the central region of the rotating flow. The quantized vortices in such macroscopic flows are assumed to form a bundle structure; however, the mechanism has not yet been fully investigated. Therefore, we prescribe a macroscopic suction flow to the normal fluid and discuss the evolution of a giant vortex (i.e., one with a circulation quantum number exceeding unity) and a bundle of singly quantized vortices from a small number of seed vortices. Then, using numerical simulations, we discuss several possible characteristic structures of the bundle in such a flow, and we suggest that the actual steady-state bundle structure in the experiment can be verified by measuring the diffusion constant of the vortex bundle after the macroscopic normal flow has been switched off. By applying extensive knowledge of the superfluid $^4$He system, we elucidate a new type of macroscopic superfluid flow and identify a novel structure of quantized vortices.

I. INTRODUCTION

We often encounter “vortices” of various length scales: the dropping of milk into coffee, whirlpools, the Great Red Spot on the surface of Jupiter, and so on. The suction vortex, also referred to as the “bathtub vortex,” is one of the most familiar classical vortices; it can be easily produced by unplugging a bathtub filled with water. However, this vortex’s simple generation procedure does not entail that its structure can be easily understood. Indeed, despite several attempts, no theory of the vortex has yet been completed [1–3]. In this paper, we elucidate the bathtub vortex from a different perspective: that of a bathtub vortex in superfluid $^4$He.

Liquid $^4$He, at a saturated evaporation pressure below the lambda point $T_\lambda \approx 2.17$ K, exhibits superfluidity; in this state, its sheer viscosity vanishes and a number of classic phenomena (e.g., fountain and capillary effects) can be observed. These effects are often explained using a phenomenological model (the so-called “two-fluid model” [4,5]), in which the superfluid $^4$He at $0 < T < T_\lambda$ features two fluid components: an inviscid superfluid with density $\rho_s(T)$ and a viscous normal-fluid with density $\rho_n(T)$. One of the most notable properties of superfluids is that their circulation $\kappa = \int \mathbf{v} \cdot d\mathbf{c}$ can be quantized as

$$\kappa = \frac{h}{m} n, \quad (1)$$

where $n$ is an integer, $h$ is Planck’s constant, and $m$ is the mass of a $^4$He atom. This quantization assumes that the path $L$ encloses a filamentary topological defect in the superfluid. The topological defects with a quantized circulation always form closed loops or terminate their ends at boundaries, and thus they are called quantized vortex loops or lines [7]. In a bulk superfluid, the kinetic energy per unit length of the vortex line $\kappa$ is proportional to $n^2$; thus, it is more energetically stable to have two vortices with $n = 1$ than one vortex with $n = 2$. The superfluid system is very clean and offers an ideal experimental environment for many fields of physics; thus, it has been extensively studied over the decades by researchers hoping to understand various physical phenomena, including turbulence [8–11], the Kibble–Zurek mechanism [12–14], and pulsar glitches in neutron stars [15,16].

In the experiments conducted by a research group at Osaka City University (OCU), Yano et al. created a macroscopic bathtub vortex by sucking superfluid $^4$He (temperature: $T = 1.6$ K) out of a cylindrical container via a drain hole at the bottom, using a rotor (see the schematic overview in Fig. 1 and the figures given in Refs. [17,18]). The rotor rotated below the drain hole and induced a pressure difference; this allowed normal- and super-fluids to flow. When the fluid achieved a steady state, it mimicked the flow of a classical fluid [17] (as it does under steady solid-body rotation), by forming a vortex lattice [19,24]. The normal fluid has a viscosity; thus, it can be reasonably assumed that its steady-state flow profile resembles the profile discussed in Refs. [1,2]; that is, the down-flow is narrowly confined in the central region, forming a flow tube above the drain hole. It is classically understood that an up-flow surrounds the down-flow, owing to the vorticity generated near the central region [2]. However, the vorticity of the superfluid is only carried by quantized vortices; therefore, this might not apply in the non-classical case, and the formation of classical-like macroscopic suction flows is not trivial. Moreover, from observations of second sound attenuation, the vortex line density $L_v$ at the core region (radius
study is to qualitatively understand the formation of giant vortices and vortex bundles in macroscopic suction flows, and to discuss the bundles’ structures. We divide the superfluid bathtub vortex into three regions, as shown in Fig. 1. In Sec. II we briefly review the two numerical models used to simulate vortex dynamics: the 2D vortex point model (VPM) and 3D vortex filament model (VFM). In Sec. III the process of giant vortex production is discussed. Then, we discuss how vortices are transported from Region I to Region II, using VFM simulations. In Sec. IV we show that, depending on the geometry of the normal fluid flow, two characteristic vortex bundle structures are possible in Region II: a linear-vortex structure and a cylindrical vortex-layer-like structure. In Sec. V we qualitatively estimate the characteristic diffusion time scale of the vortex bundles. Finally, in Sec. VI we summarize the overall structure of a bathtub vortex.

II. EQUATION OF MOTION FOR VORTICES

The core radius of a quantized vortex in superfluid $^4$He is of the order of $A$, and a vortex segment carries a potential flow of velocity $v_s \propto 1/r$ around it, where $r$ is the radial distance from the vortex core. Thus, quantized vortices are often treated as having a delta-function-like vorticity at position $s(\xi)$, using the arc length parameterization $\xi$. Thus, the motion of a quantized vortex obeys the Helmholtz’s theorems and follows the local superfluid flow $v_s(\xi)$. However, at finite temperatures, the temperature-dependent mutual friction terms $\alpha$ and $\alpha'$ become significant, and the equation of motion is [26]

$$\frac{ds(\xi, t)}{dt} = v_s + \alpha s'(\xi) \times (v_n - v_s) - \alpha' s'(\xi) \times [s'(\xi) \times (v_n - v_s)],$$

where $v_s$ and $v_n$ are the velocity fields of super- and normal-fluids, respectively; the prime symbol ‘$'$' denotes the derivative with respect to arc length $\xi$. In the following subsections, we rewrite Eq. (2) into suitable forms for VPM and VFM calculations.

A. Numerical Method: Vortex Filament Model

First, we consider a 3D vortex line configuration, discretizing it into segments of length $d\xi$. A vortex segment at $s(\xi)$ tends to move with velocity $v_s(s(\xi))$. The term $v_s(s(\xi))$ can be decomposed into three contributions: the velocity $v_{s,0}$, which is induced by all vortices in the system; the velocity $v_{s,\text{ext}}$, which is imposed externally; and the velocity $v_{s,\text{b}}$, which is induced by the boundaries. The superfluid velocity $v_{s,0}$ at $\xi$ is obtained by calculat-
ing the following Biot–Savart integral:

\[ v_{s,0}(ξ) = \frac{κ}{4π} \int_{L} \frac{s'(ξi) \times (s(ξ) - s(ξi))}{|s(ξ) - s(ξi)|^3} \, dξi \]

(3)

\[ = v_{s,loc} + v_{s,non-loc}. \]

The integral (3) diverges as \( ξi \to ξ \), because we neglect the core radius \( a \) of the vortex. Computationally, we avoid the divergence by separating out the local term from the total integration path \( L \), to obtain \( v_{s,loc} \) and \( v_{s,non-loc} \). Applying the local induction approximation, \( v_{s,loc} \) can be evaluated as \( v_{s,loc} \approx β s' \times s'' \), where \( β = (κ/4π) ln(R/a) \). To solve Eq. (2) and perform the simulation, the path \( L \) is divided into segments of \( Δξ \), and the integration in Eq. (3) is calculated for each segment and at every time step \( Δt \) in the fourth-order Runge–Kutta scheme.

B. Numerical Method: Vortex Point Model

In the VPM, we treat vortices as points on a 2-dimensional plane. Letting \( r_i \) represent the position of the \( i^{th} \) vortex, the velocity integral in Eq. (3) simply becomes a summation over all the \( N \) points (excluding itself) (27); thus,

\[ v_{s,0}(r) = \frac{1}{2π} \sum_{i=1,i\neq j}^{N} \frac{κ_i (r_j - r_i)}{|r_j - r_i|^2}, \]

(4)

where \( κ_i \) is the circulation \( h/m \) and is denoted with a plus or minus. \( \hat{z} \) is a unit vector in the \( z \)-direction. Substituting Eq. (4) into Eq. (2), the equation of motion simplifies to

\[ \frac{d{r}_j}{dt} = v_{s}(r_j) + ακ_i \hat{z} \times (v_n - v_s(r_i)) - \alpha' (v_n - v_s(r_i)), \]

(5)

where \( v_s \) is the sum of three velocity components: \( v_{s,0} \), induced by the point vortices; \( v_{s,ind} \), imposed by the external environment; and \( v_{s,b} \), induced by the boundaries. Here, we have used the fact that \( s'(ξ) = ±1 \) in this geometry. Again, the time integral can be solved by adopting the fourth-order Runge–Kutta scheme after calculating the velocity of each vortex point.

Compared with the VFM, the VPM requires considerably fewer computational resources to conduct the simulation, because it avoids computing the Biot–Savart integral in Eq. (3). However, in reality, the situations in which the VPM can be applied are limited; for example, in 3D spaces with a negligibly small height or those featuring straight vortex lines along the \( z \)-axis. In the analysis in Sec. IV, we apply the VPM to the system shown in Fig. 4(b), which differs from the conventional systems in which the VPM is applicable.

We assume a cylindrical container aligned along the \( z \)-axis and filled with superfluid \( ^4\text{He} \) at \( T = 1.6 \) K. For simplicity, we consider a symmetrically rotating flow of normal fluid along the \( z \)-axis; that is, the normal fluid component takes a Rankine-vortex-like velocity profile that depends on radial distance \( r \) as

\[ v_n(r, φ, z) = \begin{cases} \frac{Γ_n}{2πr} & \text{for } r < R_0, \\ 0 & \text{for } r > R_0, \end{cases} \]

(6)

\[ v_n(r, φ, z) = \begin{cases} \frac{Γ_n}{2πr} & \text{for } r < R_0, \\ 0 & \text{for } r > R_0. \end{cases} \]

(7)

where \( R_0 \) is the radius of the down-flow tube (which is the same size as the drain hole at the bottom of the container), and \( Γ_n \) is the circulation of the normal fluid. Here, the superfluid contribution from the external and boundary effects are neglected; that is, \( v_{s,ind} = 0 \) and \( v_{s,b} = 0 \); hence, the only contribution to the superfluid velocity field is \( v_{s,0} \). As an initial state, we assume concentric vortex rings oriented perpendicular to the \( z \)-axis. We take the \( xz \)-plane at \( y = 0 \) (or equivalently, the \( rz \)-plane at \( φ = 0 \) and \( φ = π \) in the cylindrical coordinate system) and apply the VPM. Because the \( i^{th} \) vortex ring now has a local curvature \( 1/r_i \), we add a correction term, which is the local induction approximation term in Eq. (3); that is,

\[ v_s = v_{s,0} + v_{s,loc}. \]

III. GIANT VORTEX AND VORTEX TRANSPORT IN REGION I

The steady bathtub vortex in \(^4\text{He} \) features a deep cavity in the central region. The shape of the cavity indicates that the azimuthal velocities of both the super-
and normal-fluids are inversely proportional to the radial distance $r$ around it. This implies that, for a fully developed bathtub vortex, the cavity behaves like a giant vortex; that is, a quantized vortex with a circulation quantum number $n > 1$.

Here, we consider how the giant vortex grows. One of the most conceivable scenarios of giant vortex production in the initial stages of bathtub vortex evolution is as follows: First, the vorticity of the normal fluid accumulates in the central region along the $z$-axis, and the quantized vortices are also transported toward the central region from the surrounding bulk fluid. As these gather, they start to exhibit a collective rotational motion, forming some type of lattice structure; this is analogous to the triangular-lattice formation observed in solid-body rotating superfluid helium [28], BEC [21–24], and superconducting currents [29]. Then, the surface of the superfluid $^4$He gradually starts to deform in the central region, due to the pressure difference and down-flow. The surface becomes increasingly deformed and generates a cavity of depth $h_\infty - h_0$ (as measured from the height of the stationary surface $h_\infty$ at $r \to \infty$) as the vorticity of the normal fluid accumulates and vertical vortices enter the vicinity; we can identify this as a giant vortex of circulation quantum number $n_{\text{giant}} > 1$. Taking the cavity depth $h$ as a function of radial distance $r$, $h(0) = h_0$ and $\lim_{r \to \infty} h(r) = h_\infty$; thus, the quantum number $n_{\text{giant}}$ at $h(r)$ can be identified as the number of singly quantized vortex lines attached below the surface, as shown in Fig. 2(c). In a steady state, the macroscopic flow profiles of the super- and normal-fluids coincide with each other, to minimize the mutual friction; this means that the circulation of each fluid around the entire system is equal; that is, $\Gamma_n = \Gamma_s + \kappa N_{\text{vor}}$. Here, $\Gamma_s = \kappa n_{\text{giant}}$ with $\kappa = h/m$, and $N_{\text{vor}}$ is the number of freely floating vortex lines.

If the system is ideally clean (i.e., no remnant vortex rings exist), then after a sufficiently long time, $\Gamma_n = \Gamma_s$ and $\kappa N_{\text{vor}} = 0$ are satisfied, because all the singly quantized vortices are “absorbed” into the giant one. However, because of the geometry of the experimental setup, vortex rings can be constantly transported to the central regions from the side, under the macroscopic flow generated by the rotor (see Fig. 1(c)). We conducted numerical simulations to qualitatively assess the vortex line distributions in the presence of flows proportional to $1/r$; that is, the azimuthal velocity profiles for normal- and super-fluids were $v_n = \Gamma_n/2\pi r$ and $v_s = \Gamma_s/2\pi r$, respectively, for an $r$ outside the giant vortex (radius: 0.25 cm).

We consider the case in which the normal fluid velocity is steady, but the giant vortex of the superfluid is still growing; that is, $\Gamma_n > \Gamma_s$. Figure 3 shows a series of snapshots of the simulation, conducted with the parameters $\Gamma_n = 5.0 \times 10^{-4}$ m$^2$/s and $\Gamma_s = 4.5 \times 10^{-4}$ m$^2$/s; the prescribed vertical normal velocity component $v_z = -3.0$ mm/s and zero outside and inside the cylinder, respectively. The cylinder drawn in each panel represents the surface of the superfluid $^4$He, where the giant vortex (with circulation $\Gamma_s$) is assumed to exist. Initially, three vortex lines exhibiting a Kelvin wave excitation are placed around the giant vortex. The vortex lines and giant vortex are aligned mutually parallel, hence they tend to repel each other. However, because $\Gamma_n > \Gamma_s$, the singly quantized vortex lines are pulled toward the cylinder under mutual friction. In the presence of external flows proportional to $1/r$, the vortices are stretched and spiraled in toward the cylindrical surface, as shown in Fig. 3. Locally, the orientation of the vortex line near the wall is almost parallel to that of the wall; eventually, the tip of the vortex reached the surface.

In this simulation, special attention must be paid when handling the reconnection events between the singly quantized vortices and the giant vortex. When a vortex line approaches and hits the surface of the hollow cylinder.
of the giant vortex, a reconnection event is highly likely; this is thought to be a crucial mechanism that sustains the growth of the circulation $\Gamma_s$ when $\Gamma_n > \Gamma_s$. However, the conventional method of managing these events algorithmically may not be valid in this system, because the boundary condition at the surface of the giant vortex is unknown. We can assume that the singly quantized vortex lines must intersect the surface of the giant vortex perpendicularly, so that the superfluid does not flow out of the fluid through the boundary. The perpendicularity of the vortices at the reconnecting points is approximately attained by introducing an "effective friction" to the ends of the vortex lines where they meet the wall of the giant vortex. In the numerical simulation, we simply set the azimuthal and vertical velocity components of the vortex segment to be zero when it enters the cylinder through the wall. The reconnected segments circles around the giant vortex, and the remaining vortex lines are wound around the cylinder; this can be observed in the panels in Fig. 4 and in the video found in Ref. [31]. However, in the presence of the vertical normal flow, only the vortex segments whose orientations are such that they induces an increasing superfluid flow along the normal flow grow selectively; meanwhile, those with the opposite orientation tend to diminish gradually through mutual friction, which is similar to the vortex mill discussed by Schwarz in Ref. [31].

Through the processes discussed in this section, quantized vortices with a specific orientation were selectively produced in Region I; they then travelled to Region II. As vortex lines continue to wind around the giant vortex, the value of the circulation $\Gamma_s$ increases. When the value of $\Gamma_s$ becomes sufficiently close to that of $\Gamma_n$, the giant vortex no longer attracts the free vortices, and the vortices enter a quasi-stable equilibrium state. The vortices generated through mutual friction. One factor that characterizes the vortex bundle structure is the ratio of the vertical velocity $v_z$ to the azimuthal velocity $v_\phi$ of the normal fluid. To observe the effects of this factor, we consider a helical vortex line $s(\xi)$ with arc length parametrization $\xi \in \mathbb{R}$:

$$s(\xi) = \begin{pmatrix} x(\xi) \\ y(\xi) \\ z(\xi) \end{pmatrix} = \begin{pmatrix} X_0 \cos k_0 \xi \\ Y_0 \sin k_0 \xi \\ \xi \end{pmatrix}. \quad (9)$$

On the right-hand side of Eq. (2), we neglect all terms except the one proportional to $v_n$ (the second term); then, the equation of motion for $r > R_0$ simplifies to:

$$\dot{s}(\xi, t) \approx \alpha s' \times v_n$$

$$= A \begin{pmatrix} k_0 v_z \frac{X_0}{Y_0} - \frac{\Gamma}{2\pi R_0^2} \frac{\Gamma}{k_0} \frac{X_0}{Y_0} y \\ k_0 v_z \frac{X_0}{Y_0} - \frac{\Gamma}{2\pi R_0^2} \frac{\Gamma}{k_0} \frac{X_0}{Y_0} x \\ \frac{\Gamma}{2\pi R_0^2} \frac{\Gamma}{k_0} \frac{X_0}{Y_0} - \frac{X_0}{Y_0} \end{pmatrix}, \quad (10)$$

where $A = \frac{\alpha}{\sqrt{k_0^2(X_0^2 + Y_0^2) + 1}}$. When $X_0 = Y_0$, the equation of motion for the helix amplitude $r = \sqrt{x^2 + y^2}$ is simply

$$\dot{r} = \left( k_0 v_z - \frac{\Gamma}{2\pi R_0^2} \right) r. \quad (11)$$

Equation (11) indicates that when $\frac{\Gamma}{2\pi R_0^2} > k_0 v_z$, the right-hand side of Eq. (11) becomes negative, and the amplitude $r$ diminishes. Assuming that the maximum wavelength of a vortex line in such a rotating normal fluid tube (radius: $R_0$) is at most $\lambda_{\text{max}} \equiv 2\pi/k_{0,\text{min}} \sim 2R_0$, then the criterion for the helical excitation on the vortex line to diminish becomes

$$\frac{v_\phi}{v_z} \gtrsim \pi, \quad (12)$$

where $v_\phi \equiv \Gamma_n / 2\pi R_0$ is the azimuthal velocity at radial distance $r = R_0$. The validity of the criterion is confirmed through numerical simulations of the VFM in Sec. IVB. Furthermore, we consider the case in which $v_z$ is much greater than $v_\phi$ in Sec. IVD. We analyze the VFM simulations and discuss our inferences from the computational results.

### A. VFM simulations for Region II

We consider the dynamics of six seed vortex rings randomly placed near the central region of radius $R_0$; this is

![Fig. 4. Series of magnified snapshots of VFM simulation at $t = 6.1, 6.2, 6.3$, and 6.4 s from left to right, respectively (color online). The panels are shaded to render more clearly the growth of the helical structure, which is caused by the motion of the reconnected vortices.](image-url)
schematically shown as the shaded region in Fig. 1(b). In numerical simulations, we set the radius $R_0 = 2.5$ mm and $v_z = -10$ mm/s, and we adjust the circulation of normal fluid $\Gamma_n$ such that $v_\phi = 10 \times \pi$ and $1 \times \pi$ mm/s. Figure 6 (a) and the video in Ref. 32 show the case in which $v_\phi/v_z = \pi$. Small excitations/Kelvin waves in the horizontal direction on the vortex lines are visibly damped, and straight vortex lines tend to align themselves and lengthen in the central region along the $z$-axis, as the rough estimate in Eq. 12 indicates. However, when the ratio was sufficiently small, the amplitudes of the Kelvin waves are amplified; this can be seen in Fig. 5 (b) and in the video found in Ref. 32. A helical excitation is amplified in the flow cylinder of radius $R_0$. However, when the radius of the excitation exceeds $R_0$, it ceases to grow because of the absence of normal flow, which transfers energy through mutual friction. As more helical excitations are generated, vortices are repelled from the central region; these formed a “vortex layer” surrounding the cylinder of radius $R_0$. The instability of the vortex layer when the vertical velocity $v_z$ considerably exceeds the azimuthal velocity $v_\phi$ is discussed in the next subsection, in terms of the VPM simulations.

In both cases, the growth of the vortices along the $z$-axis appeared to be indefinite while the steady normal flow profile is prescribed; however, in simulations, the maximum vortex line density is limited by the computational resolution $\Delta \xi$. Furthermore, in reality, the dense vortex bundle would significantly deform the normal profile, and our method will eventually break down. We note that our above analysis only applies to the initially growing state of the bundle; however, it is crucial for understanding the structure of the bundle.

B. VPM simulations for Region II

When $v_z$ significantly exceeds $v_\phi$, the amplitude of perturbations on the vortex lines is magnified, and a helical structure develops along the $z$-axis. By adopting the two-dimensional VPM, we investigated the behaviors of vortex lines in the limit where the tangent vector of the vortices $s'(\xi)$ lies in the $r\phi$-plane. In this limit, the only normal fluid component that affects the motion of a vortex point is $v_z$.

Figure 6 shows the results of a numerical simulation of 2000 point vortices in a system featuring a periodic boundary condition along the $z$-direction. Here, the vertical normal fluid velocity is $v_z = 4$ cm/s for $|x| < R_0 = 0.25$ cm and $v_z = 0$ cm/s elsewhere. The color blue (or red) represents the sign of the circulation, as $+$ (or $-$); these are placed symmetrically such that the vortices with positive (or negative) signs in the right-hand plane correspond to those with negative (or positive) signs in the left-hand plane after a 180° rotation about the $z$-axis. A quantitative discussion is not possible using our simulation, because of the lack of detailed knowledge of the actual experimental setup; however, we can infer the following scenario from the qualitative discussion: The point vortices within the region of radius $R_0$ are pushed toward or away from the axis (depending on their sign) owing to mutual friction; this creates a vortex layer and thereby induces a superfluid velocity field with is aligned parallel to the normal fluid for $|x| < R_0$ and serves to minimize the friction. However, the Kelvin–Helmholtz instability 33–35 becomes significant in the dynamics of this system. As the system evolves, the point vortices tend to form a cluster, or bundle (in 3D). In our numerical model, a point vortex can have a local induced velocity $v_{s,\text{loc}}$ which is inversely proportional to the radial distance, as described in Sec. 113. Even though the magnitude of the self-induced velocity of an individual point vortex is $v_{s,\text{loc}} \sim \kappa/R_0 \approx 4 \times 10^{-3}$ cm/s, once a cluster of several hundreds or thousands of vortices is formed, the “self-induced velocity of the cluster” $v_{\text{cluster}}$ becomes comparable to that of the normal fluid $v_z$.

The cluster [or bundle (in 3D)] of vortex rings [or helical vortex lines (in 3D)] formed in Region II travel semi-
stably if the perturbations in the normal fluid profile remain negligible. Microscopically speaking, this assumption does not hold. Recent studies [37–40] have shown that the normal fluid profile is non-trivially modulated by the presence of quantized vortices, through mutual friction on the scale of the inter-vortex distance. However, in the above analyses, we only considered the macroscopic vortex bundle structure that develops in the macroscopic steady normal flow; a study of the characteristic small-scale structures that emerge due to coupled dynamics remains a future work to be dealt with, and will deepen our knowledge of bathtub vortex systems.

V. ESTIMATION OF DIFFUSION TIME SCALE

The bundle in the steady state is energetically sustained by the normal fluid; thus, when the rotor is stopped, the normal flow slows down and the bundle diffuses. The diffusion constant $D$ of a homogeneous vortex tangle is reported to be of the order of the circulation quantum number $\kappa = h/m$ [41–43]. However, in our case, the bundle is assumed to possess an ordered structure; this would allow the system to have a structure-dependent diffusion constant, which is an experimentally measurable quantity.

We consider a system of $N$ vertical, mutually parallel quantized vortices distributed evenly within a cylindrical region of radius $R_0 = 0.25$ mm. The height of the system is set to 2.0 mm, and the bottom and top surfaces are subject to the periodic boundary condition. The normal fluid component is set to be stationary; thus, the vortices tend to move farther apart from each other through mutual friction. When all the vortices are straight and perpendicular to the $z$-axis ($n_{\text{twist}} = 0$) (as shown in Fig. 7 (b)), the scenario is relatively simple: The vortices form a triangular lattice as the radius $R$ of the occupied cross-sectional area grows from its initial value $R_0$. Then, the superfluid velocity within the radius $R$ mimics a rigid rotation. However, when the bundle is “twisted” such that all the vortices are helically deformed (as in Fig. 7 (c)), the situation becomes more complex.

First, to qualitatively understand the diffusion process in this system, we consider the kinetic energy $E_R$ of a bundle of $N$ vertical vortex lines confined in a region of radius $R$. For simplicity, we assume that the vortices are not twisted (i.e., $n_{\text{twist}} = 0$) and that the superfluid velocity profile induced by the vortices is given (in cylindrical polar coordinates) as

$$v_s(r, \phi, z) = \begin{cases} \frac{E_s}{2\pi} \frac{r}{R^2} & \text{for } r < R, \end{cases}$$

and

$$v_s(r, \phi, z) = \begin{cases} \frac{E_s}{2\pi} \frac{1}{r} & \text{for } r > R, \end{cases}$$

where $E_s = \kappa N$. Then, the kinetic energy per unit height can be calculated as $E_R/L_z = (\rho_s/2\pi) \int_0^{R_{\text{max}}} dr r v_s^2$. Substituting Eqs. (13) and (14) into the integral, the energy is expressed as

$$E_R \frac{L_z}{L_z} = \frac{\Gamma^2}{4\pi} \rho_s \frac{1}{4} + \ln R_{\text{max}} - \ln R,$$

where $R_{\text{max}}$ is the radius of the cylindrical container. In terms of the area $A \equiv \pi R^2$, the time derivative of Eq. (40) is

$$\frac{d}{dt} E_R \frac{L_z}{L_z} = -\frac{\Gamma^2}{8\pi} \frac{\dot{A}}{A}.$$

We can also estimate the energy dissipation rate $\dot{\varepsilon}$ from the mutual friction per unit length between the resting normal fluid and the vortex lines. In the first-order approximation, the frictional force $f$ per unit length of a vortex segment is known to be proportional to its velocity, and the proportionality constant $\gamma_0$ depends on the temperature $T$ [44]. Therefore, we obtain

$$\dot{\varepsilon} = f \cdot v_s = \frac{\gamma_0 \Gamma^2}{4\pi} \sum_{i=1}^{N} \frac{r_i^2}{R^4} \approx \frac{\gamma_0 \Gamma^2 N}{8\pi A}.$$

The sum $\sum_{i=1}^{N} r_i^2$ in the second line is approximately evaluated as $NR^2/2$, assuming an even distribution. The only major factor determining energy loss in the system is the mutual friction; thus, we equate Eq. (41) and Eq. (47) to finally obtain

$$A(t) = A_0 + \frac{\gamma_0 N}{\rho_s} t.$$

FIG. 6. Snapshots of VPM simulation at $t = 0$, 20, 40, and 60 s from left to right, respectively (color online). A dot represents a point vortex of circulation $\kappa = \pm h/m$. Initially, 1000 point vortices with positive circulations (in blue) and 1000 point vortices with negative circulations (in red) are arranged symmetrically about the $z$-axis. A vortex point is removed algorithmically once it approaches another point vortex with the opposite sign (within a cut off distance $\varepsilon$), or when it approaches the $z$-axis (within the distance $\varepsilon$). At $t = 60$ s, a total of 644 point vortices are present, forming a giant dipole vortex pair/vortex ring. See Ref. [36] for a video.
\[ N = 2\pi \int_0^\infty r n(r,t) dr \] is the total number of vortices. The radius \( R \) of the cross-sectional area of the bundle is characterized by the exponential function in Eq. (19), and \( R \sim \sqrt{4D_t} \). Combining this result with Eq. (18), we obtain the final expression:

\[ D \approx \frac{\gamma_0 N}{4\pi \rho_s}. \] (20)

In the experiment at OCU, because the temperature \( T \) was 1.6 K and the number of vortices \( N \) was of order \( 10^4 \), the diffusion constant was approximately \( D \approx 8 \text{ mm}^2/\text{s} \). The values of the temperature-dependent quantities \( \gamma_0 \) and \( \rho_s \) can be found in Ref. [46].

If we linearly extrapolate our computational results for the simplified system, then the diffusion constant measurable in the experiment is \( \sim 2 \text{ mm}^2/\text{s} \) if the vortex bundle is twisted. In our above analysis, the normal fluid is assumed to be at rest for the sake of simplicity; however, in the case of an experiment where \( 10^4 \) vortices are present, this assumption may not be valid. If the bundle of vortices and the normal flow co-rotate about the \( z \)-axis, then the energy loss via mutual friction in Eq. (17) is reduced; this would lead to further reduction of the diffusion constant.

VI. CONCLUSIONS AND DISCUSSION

Motivated by an experimental report on the “bathtub” vortex of superfluid \( ^4 \text{He} \), we discussed the structure of the quantized vortex bundle that can be formed in such a macroscopic flow, based on numerical simulations using the VFM and VPM. The superfluid bathtub vortex system was investigated by separating it into three regions. The top region (Region I) is assumed to contain a giant vortex with multiply quantized circulation. By analogy with the rotating superfluid \( ^4 \text{He} \), we illustrated the giant vortex’s development process. In Region I, a vortex bundle can develop alongside the giant vortex. The bundle that formed around the giant vortex appeared to be a major source of the vortices that were transferred to Region II; thus, it can be considered as a “vortex-line bath.” Region II is the region in which the boundary effect of the vessel bottom is negligible and a vortex-line bath is present. Because the normal fluid has an intrinsic viscosity, we assume that it establishes a macroscopic steady flow. The steady normal flow “stirs” the transferred vortex loops; this presumably deforms the bundle structurally, reflecting the geometry of the normal flow. Then, the bundle settles in a steady state such that the mutual friction between the two fluids is minimized.

The velocity profile of the normal fluid in our analysis is that of a Rankine-vortex-like flow, containing a vertical flow within a radius \( R_0 \) along the \( z \)-axis, as described in Eqs. (40) and (41). In such environments, the vortices that constitute a bundle either (a) align themselves parallelly along the \( z \)-axis or (b) wind around the down-flow region of radius \( R_0 \) and form a cylindrical vortex layer. Whether...

Figure 7 (a) plots the computationally obtained values for the properly normalized areas of the bundle cross-section (i.e., \( (A(t) - A_0)/\rho_s/\gamma_0 Nt \)) as functions of time \( t \). It can be clearly seen that when \( n = 0 \), the values agree with Eq. (18). However, they start to diverge as time elapses; thus, higher-order estimates are needed for a more precise discussion. Interestingly, when \( n_{\text{twist}} > 1 \), the diffusion of the bundle is strongly suppressed. Although a clear relationship between the number of twists \( n_{\text{twist}} \) and the reduction from unity in Fig. 7 (a) has not yet been established, the significant suppression of vortex bundle diffusion can be expected in the experiments if the bundle is twisted.

The expression in Eq. (18) relates to the diffusion constant \( D \) in conventional 2-dimensional diffusion problems; that is, \( \dot{n} = D \nabla^2 n \). A solution to the partial differential equation, using an instantaneous delta function-like source at time \( t = 0 \), takes the form

\[ n(r,t) = \frac{N}{4\pi D t} \exp \left( -\frac{r^2}{4Dt} \right), \] (19)

where \( n(r,t) \) is the vortex number density such that...
the bundle takes the structure (a) or (b) depends on the ratio of the vertical velocity $v_z$ to the azimuthal velocity $v_{\phi}$ of the normal fluid. Because of the complexity of the experimental setup, no direct experimental data are currently available to indicate size of the ratio. Instead of measuring the ratio, we proposed that the structure could be elucidated indirectly, by measuring the decay of the vortex bundle. In the OCU experiment, the expected vortex diffusion constant $D$ was approximately 8 mm$^2$/s, if the bundle was not twisted along the $z$-axis. A series of VFM simulations indicate that the diffusion constant is significantly reduced if the bundle is twisted. By experimentally measuring the extent to which the diffusion constant diverges from its expected value, we can further our understanding of the structures of vortex bundles in macroscopic bathtub vortices.
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Eq. (2) is given as

\[ \gamma_0 = \frac{\rho_n \rho_s}{2\rho} \frac{\kappa \alpha}{(1 - \alpha' \rho_n / 2\rho)^2 + \alpha^2 \rho_n^2 / 4\rho^2} \]

and

\[ \gamma_0' = \frac{\rho_n \rho_s}{2\rho} \frac{\alpha^2 \rho_n / 2\rho - \alpha'(1 - \alpha' \rho_n / 2\rho)}{(1 - \alpha' \rho_n / 2\rho)^2 + \alpha^2 \rho_n^2 / 4\rho^2} \]

[45] , see Supplemental Material 4 at ... for the VFM simulation for the vortex bundle diffusion.

[46] C. F. Barenghi, R. J. Donnelly, and Vinen, J. Low Temp. Phys. 52, 189 (1983).