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Abstract—The recent development of integrated sensing and communications (ISAC) technology offers new opportunities to meet high-throughput and low-latency communication as well as high-resolution localization requirements in vehicular networks. However, considering the limited transmit power of the road site units (RSUs) and the relatively small radar cross section (RCS) of vehicles with random reflection coefficients, the power of echo signals may be too weak to be utilized for effective target detection and tracking. Moreover, high-frequency signals usually suffer from large fading loss when penetrating vehicles, which seriously degrades the communication service quality of users inside vehicles. To handle this issue, we propose a novel sensing-assisted communication scheme by employing an intelligent omni-surface (IOS) on the surface of vehicles to enhance both sensing and communication (S&C) performance. To this end, we first propose a two-stage ISAC protocol, including the joint S&C stage and the communication-only stage, to fulfill more efficient communication performance improvements benefited from sensing. The achievable communication rate maximization problem is formulated by jointly optimizing the transmit beamforming, the IOS phase shifts, and the duration of the joint S&C stage. However, solving this ISAC optimization problem is highly non-trivial since inaccurate estimation and measurement information renders the achievable rate lack of closed-form expression. To handle this issue, we first derive a closed-form expression of the approximate achievable rate under uncertain location information, and then unveil a sufficient and necessary condition for the existence of the joint S&C stage to offer useful insights for practical system design. Moreover, two typical scenarios including interference-limited and noise-limited cases are analyzed to provide a performance bound and a low-complexity algorithm for the considered systems. Finally, simulation results demonstrate the effectiveness of the proposed sensing-assisted communication scheme in achieving a higher achievable rate with lower transmit power requirements.

Index Terms—Intelligent surface, integrated sensing and communication, sensing-assisted communication, beamforming, phase shift design, vehicular networks.

I. INTRODUCTION

VEHICLE-TO-EVERYTHING (V2X) communications are expected to play an important role in next-generation wireless networks to support promising applications [1], [2], such as autonomous driving, traffic management, intelligent transportation, etc. In addition to providing high-quality information transmission, the environment sensing capability of vehicles is also of great importance due to the stringent requirements of positioning accuracy and latency in V2X networks, especially for high-density and high-mobility vehicular scenarios [3], [4]. Although the global positioning system (GPS) can provide mobile users with location and velocity information, it may not meet the accuracy requirement and could even become unavailable due to the potential signal block or interference, especially for urban environments with dense obstructions [5]. Fortunately, recent advances in multiple-input and multiple-output (MIMO) and millimeter-wave (mmWave)/terahertz (THz) technologies offer new opportunities to simultaneously provide high-throughput and low-latency wireless communications, as well as ultra-accurate and high-resolution wireless sensing by sharing the same spectrum resources and wireless infrastructure [6], [7]. Following the above-mentioned advantages, the investigation on integrated sensing and communications (ISAC) technology is well underway [8], [9]. By simultaneously conveying information to the receiver and extracting information from the scattered echoes, ISAC offers exciting opportunities for higher spectral efficiency and lower hardware costs [10], [11].

On the one hand, through the joint design of sensing and communication (S&C) on the same infrastructure, ISAC can exploit the integration gain to achieve a flexible trade-off between S&C over time-, frequency-, code-, and spatial-domain resources [12], [13]. To pursue such an integration gain, most existing works mainly focus on the investigation of waveform design, resource allocation, antenna deployment, etc. [14], [15]. On the other hand, the synergy between S&C offers the potential to achieve the coordination gain in V2X networks, e.g., sensing-assisted communication and communication-assisted sensing. In particular, some useful sensing-assisted communication mechanisms in vehicular networks are proposed to reduce the overhead caused by the high manoeuvrability of vehicles [4], [16], [17]. For example, the authors in [16] proposed a novel extended Kalman filtering (EKF) framework to predict the kinematic parameters of vehicles and allocate the transmit power of the road site units (RSUs) according to the S&C requirements, which helps reduce the overhead of the communication beam...
tracking. In [17], the beamwidth was dynamically changed to exploit the beamforming gain of massive antennas of the RSU in a more flexible way, where a narrower beam is designed towards the communication receiver during the communication-only stage while a wider beam is utilized to cover the target during the sensing stage. A novel beamforming scheme based on probabilistic prediction was proposed in [4], where a distribution of the estimated parameters is constructed based on the echo signals and the state transition models of the vehicles. However, the echo signals may be too weak to achieve effective target detection and tracking, since the radar cross section (RCS) of the served vehicles in urban environments is generally small and the transmit power of RSUs would be limited. Moreover, high-frequency signals generally suffer from severe fading loss when penetrating into vehicles, which seriously degrades the communication performance of users inside vehicles.

Recently, intelligent reflecting surfaces (IRSs) have been a promising technology to change signal propagation by exploiting the massive low-cost reflecting elements [18], [19]. However, IRSs can only provide services when both the source and destination nodes lie on the same side of the IRS [20], [21]. To address this, intelligent omni-surfaces (IOSs) are proposed to achieve more flexible S&C coverage [22], [23]. Specifically, the signal received at the IOS can be reflected towards the incident side and/or refracted towards the other side of the IOS, thereby achieving a more flexible way to reconfigure wireless channels [24]. From the perspective of target sensing, it is also demonstrated that the RCS of the IOS can be effectively changed by controlling its phase shifts [25]. Most existing works mainly focused on exploiting IOSs/IRSs to improve the communication performance of static or low-mobility users, where one or more surfaces are deployed in fixed locations, such as buildings or billboards [24], [26]. For instance, in [26], an IRS-aided channel estimation method was proposed for V2X networks, where one IRS is deployed on the roadside and one RSU periodically transmits pilot symbols to analyze the correlations of the time-varying frequency-selective channels. However, the communication performance under such deployment strategies may be constrained for high-mobility vehicles due to the severe penetration loss of signals and the limited coverage of IOSs. To resolve this issue, in a most recent work [23], an intelligent refracting surface was deployed on the surface of a high-speed vehicle to aid its data transmission, where a training-based channel estimation technique is adopted to transform the channels from fast fading to slow fading for more reliable transmission. However, the signalling overhead for joint estimation of the massive MIMO channel matrix parameters is relatively high, which would induce transmission delays and limit its practical application in vehicular networks. Overall, how to efficiently reduce signalling overhead and provide stable and efficient data transmission in high-mobility communication scenarios is still an open issue.

In this article, we propose a novel sensing-assisted communication scheme by employing an IOS on the surface of vehicles to enhance both the S&C performance, as shown in Fig. 1. On the one hand, deploying an IOS on the surface of vehicles can focus the refracted signals toward users inside the vehicles and thereby improve the communication performance; on the other hand, the boosted echo signals reflected by the IOSs can be exploited at the RSU receivers to enhance the detection and tracking performance, and the controllability of echo signals can also reduce potential interference to other wireless systems in the same frequency. Furthermore, by utilizing the sensing results extracted from reflected echoes, the transmit beamforming and IOS phase shifts can be designed more effectively. To fulfill more effective communication improvements brought by sensing, we propose a two-stage ISAC protocol, including the joint S&C stage and the communication-only stage. Specifically, during the joint S&C stage, the IOS divides the signal power incident the IOS elements towards the RSU and the communication user respectively, so as to improve both S&C services; during the communication-only stage, the signal power is concentrated to the communication user with the exploitation of the sensing results obtained in the former stage. This naturally leads to a fundamental trade-off between sensing accuracy and achievable rate. Specifically, if the IOS phase shift design aims at the maximization of the RSU’s received power for a longer duration, the estimation/prediction accuracy is higher, which could benefit the subsequent communication; whereas this inevitably reduces the remaining time for communication services. On the other hand, higher signal power reflected towards the RSU can enhance the sensing accuracy and further improve the communication performance during the communication-only stage, while the achievable rate during the former stage inevitably decreases. Thus, it is important to properly allocate time and power resources to achieve an effective balance between S&C and further provide a better sensing-assisted communication performance improvement.

To investigate the communication improvement brought by sensing, the achievable rate is maximized by jointly optimizing the transmit beamforming, the IOS phase shifts, and the duration of the joint S&C stage. However, solving this ISAC optimization problem is highly non-trivial since there is no closed-form expression of the rate due to the inaccurate location information of vehicles. To handle this issue, we first derive a closed-form expression under a sufficiently large number of IOS elements, which is verified to achieve a good approximation by Monte Carlo simulations under practical setups. Furthermore, we present analysis for two typical scenarios including interference-limited and noise-limited cases to provide useful information for practical applications.

![Fig. 1. Scenarios of sensing-assisted vehicular communication.](image-url)
insights. The main contributions of this article can be summarized as follows:

- We propose a novel IOS-aided sensing-assisted communication scheme for vehicle communication systems, where an IOS is deployed on vehicles to enhance communication performance by jointly optimizing the transmit beamforming, the phase shift vectors, and the joint S&C stage ratio. Based on the proposed two-stage protocol, the state estimation and measurement results during the joint S&C stage are effectively utilized for communication improvement during the communication-only stage.

- We derive a closed-form expression of the achievable rate under uncertain angle information, where the relationship between beamforming gain and angle variance is provided. By properly allocating time and power resources to achieve an efficient balance between S&C, communication improvements brought by sensing can be extremely enhanced. We further derive a sufficient and necessary condition for the existence of the joint S&C stage, which can offer useful insights for practical system design.

- We propose an alternating optimization (AO) algorithm to jointly optimize the transmit power, the IOS phase shift, and the S&C stage ratio for multi-vehicle cases. Two typical scenarios including interference-limited and noise-limited cases are analyzed to provide a performance bound for the considered systems.

- Finally, our simulation results verify the trade-off between S&C performance for IOS-enabled ISAC systems and validate the superiority of the proposed schemes over benchmark schemes. The results reveal that deploying IOS on vehicles can effectively improve the S&C coverage of the RSU and reduce the requirements of transmit power.

Notations: \(\text{diag}(x)\) denotes a diagonal matrix whose main diagonal elements are the elements of \(x\). For a general matrix \(X\), \(X^\dagger\), \(X^T\), and \(X^H\) respectively denote its conjugate, transpose, and conjugate transpose. \(\mathbb{E}_x[\cdot]\) denotes statistical expectation on the random variable \(x\). \(j\) in \(e^{j\theta}\) denotes the imaginary unit. The distribution of a circularly symmetric complex Gaussian (CSCG) random variable with mean \(x\) and variance \(\sigma^2\) is denoted by \(CN(x, \sigma^2)\).

II. System Model and Problem Formulation

As shown in Fig. 1, we consider an IOS-aided sensing-assisted system, where one RSU provides ISAC services for \(K\) IOS-mounted mobile vehicles, indexed by \(k \in K = \{1, \ldots, K\}\). Without loss of generality, it is assumed that the RSU employs a general uniform linear array (ULA) with \(M_t\) transmit antennas along the \(x\)-axis, and two perpendicular ULAs with \(M_r\) receive antennas along the \(x\)- and \(y\)-axis, respectively, as shown in Fig. 1, and the vehicles drive along a straight road that is parallel to the \(x\)-axis.\(^1\) The IOS is deployed on the top surface of each vehicle to replace the metal panel incurring high penetration loss. In this case, signals arriving at the IOS are partially refracted through the vehicle to improve the communication performance of a device (e.g., an onboard communication device or a mobile phone carried by a passenger), while the remaining parts are reflected towards the RSU to improve the sensing performance (e.g., angle estimation and target localization). In the considered system, the motion parameters, e.g., angles, distances, and velocities of the vehicles, can be estimated by analyzing the echo signals reflected from the IOSs. These parameters can be deemed as functions of time \(t \in [0, T]\), with \(T\) being the maximum served duration within the available coverage of the RSU. For notational convenience, the time period \(T\) is divided into multiple small time slots with equal lengths of \(\Delta T\), where the time slot is indexed by \(n \in N = \{1, \ldots, N\}\), and \(N = \frac{T}{\Delta T}\). In general, the time slot length \(\Delta T\) is set short enough, and thus it is practically assumed that the motion parameters keep constant within each time slot \([16], [27]\). Specifically, during the \(n\)th time slot, the vehicle \(k\)'s direction is defined by \(\{\psi_{k,n}^x, \psi_{k,n}^z\}\), where \(\psi_{k,n}^x\) and \(\psi_{k,n}^z\) are respectively the azimuth and elevation angles of the geometric path connecting the IOS of vehicle \(k\) (namely IOS \(k\)) and the RSU, as shown in Fig. 2. The Doppler frequency and the round-trip delay of echo signals reflected from IOS \(k\) are denoted by \(\mu_{k,n}\) and \(\tau_{k,n}\), respectively.

A. Channel Model

As shown in Fig. 1, the estimated angles of vehicle \(k\) relative to the ULAs along the \(x\)- and \(y\)-axis are denoted by \(\varphi_{k,n}\) and \(\phi_{k,n}\), respectively, which are transmitted to the IOS controller for phase shift design.\(^2\) A uniform planar array (UPA) is equipped at the IOS. The number of IOS elements equipped on each vehicle is denoted by \(L = L_x \times L_y\), where \(L_x\) and \(L_y\) denote the number of elements along the \(x\)- and \(y\)-axis, respectively. The half-wavelength antenna spacing is assumed for the UPA and ULAs. The channel between the RSU and IOS \(k\) follows the free-space pathloss model and the corresponding channel power gain can be expressed as \(\beta_{G,k,n} = \beta_0 d_{k,n}^{-2}\), where \(\beta_0\) is the channel power at the reference distance 1 m (m), and \(d_{k,n}\) represents the distance from the RSU to IOS \(k\) during the \(n\)th time slot.

\(^1\)By adding a fixed offset to the tracked angles based on the relative location information between the road and the ULA, the proposed scheme can be readily extended to other roads with general geometry.

\(^2\)It is worth noting that the estimated angles are not the exact azimuth and elevation angles between the IOS and the RSU (i.e., \(\psi_{i,n}^x\) and \(\psi_{i,n}^z\)), which is illustrated in Fig. 2, and the relationship of these angle values is given below (1).
time slot, $H^\text{UL}_{k,n} \in \mathbb{C}^{M_t \times L}$ is the downlink channel matrix from the RSU to IOS $k$, given by

$$H^\text{UL}_{k,n} = \sqrt{\beta} G_x^{k,n} a_{\Theta} (\phi, \theta, \beta) a^T_{\text{RSU}} (\varphi, \kappa),$$

(1)

where $a_{\text{RSU}}(\varphi, \kappa) = [1, \ldots, e^{-j\pi(M_t-1)\cos(\varphi, \kappa)}]^T$, $a_{\Theta}(\phi, \theta, \beta) = [1, \ldots, e^{-j\pi(\theta-1)\cos(\phi, \theta)}]^T \cos(\varphi, \kappa) = \sin(\psi_{k,n}^{x}) \cos(u_{k,n}^{x})$, $\cos(\varphi, \kappa) = \sin(\psi_{k,n}^{x}) \sin(u_{k,n}^{x})$, and $\varphi$ denotes the Kronecker product. $H^\text{UL}_{x,k,n} \in \mathbb{C}^{L \times M_t}$ are the uplink channel matrices from IOS $k$ to the receive antennas along the $x$- and $y$-axis, respectively, given by

$$H^\text{UL}_{x,k,n} = \sqrt{\beta} G_x^{k,n} b_{\text{RSU}} (\varphi, \kappa) a^T_{\text{IOS}} (\phi, \theta),$$

(2)

$$H^\text{UL}_{y,k,n} = \sqrt{\beta} G_x^{k,n} b_{\text{RSU}} (\varphi, \kappa) a^T_{\text{IOS}} (\phi, \theta),$$

(3)

where $b_{\text{RSU}}(\varphi, \kappa) = [1, \ldots, e^{-j\pi(M_t-1)\cos(\varphi, \kappa)}]^T$. Since the IOS and the communication device inside the vehicle remain relatively stationary and the distance between them is short, the IOS-device channel changes much more slowly as compared to the RSU-IOS channel. Thus, it can be approximately considered to be the line-of-sight (LoS) channel during each transmission frame, which is given by $h_k = \sqrt{\beta} h_k [1, \ldots, e^{-j\pi(M_t-1)\cos(\varphi, \kappa)}]^T \cos(\varphi, \kappa)$, where $\Phi^k \triangleq \sin(\psi_{k,n}^{x}) \cos(u_{k,n}^{x})$, $\Omega^u \triangleq \sin(\psi_{k,n}^{x}) \sin(u_{k,n}^{x})$, and $\beta_{h,k} = \sqrt{\beta}d_{h,k}^{-2}$, where $d_{h,k}$ represents the distance from IOS $k$ to communication device $k$. The device’s direction is defined by $(\varphi_{k,n}^{x}, \varphi_{k,n}^{y})$, where $\varphi_{k,n}^{x}$ and $\varphi_{k,n}^{y}$ are respectively the azimuth and elevation angles of the geometric path connecting IOS $k$ and communication device $k$, and they can be obtained based on the device location or conventional channel estimation methods [28].

### B. Sensing-Assisted Communication Framework

To effectively balance the S&C performance and fully exploit the communication improvement brought by sensing, we design a two-stage sensing-assisted communication scheme to maximize the achievable rate of the high-mobility users. Specifically, each time slot is divided into two stages with a time splitting ratio of $\eta$ and $1 - \eta$, where both S&C services are provided in the former stage by splitting the signals incident on the IOS into two different directions, i.e., refracted signals and reflected signals, while the latter stage is solely designed for communication improvement by setting the IOS to be a totally refracting state, as shown in Fig. 3. More specifically, during the joint S&C stage, parts of the signals incident on the IOS are refracted into the vehicle for information converting while the others are reflected towards the RSU for the state measurements of the vehicles. After obtaining the measurements during the joint S&C stage, the motion parameters in the current time slot can be estimated more efficiently to further improve beam tracking and communication performance during the communication-only stage. Specifically, for IOS $k$, the incident signal power on each element is generally split into two parts during the $n$th time slot: the power of the refracted and reflected signals with a splitting ratio of $\beta^T_{k,n} \in [0, 1]$ and $\beta^R_{k,n} \in [0, 1]$, where $\xi \in \{\text{S&C}, \text{C}\}$ represents the state of the stages, i.e., the joint S&C stage and the communication-only stage. Here, $\beta_{k,n}^T + \beta_{k,n}^R = 1$ and $\beta_{k,n}^T \in [0, 1]$, $\beta_{k,n}^R \in [0, 1]$. Then, during the $\xi$ stage, the refracting- and reflection-coefficient matrices of IOS $k$ are given by

$$\Theta_{k,n}^T = \text{diag}(\beta_{k,n}^T, \ldots, \beta_{k,n}^T),$$

and

$$\Theta_{k,n}^R = \text{diag}(\beta_{k,n}^R, \ldots, \beta_{k,n}^R),$$

where $\beta_{k,n}^T \in [0, 2\pi)$ and $\beta_{k,n}^R \in [0, 2\pi)$, respectively. Overall, the number of
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Fig. 3. Illustration of the proposed two-stage sensing-assisted protocol.

As illustrated in Fig. 3, during the joint S&C/communication-only stage, the RSU beamforming and IOS phase shift vectors are jointly designed based on the state estimation/state tracking results, i.e., the channel state information required in our proposed scheme is composed of estimation information (also named prediction information) and measurement information. Specifically, the state evolution model of vehicle $k$ can be given by [16]

$$\begin{align*}
\begin{bmatrix}
\varphi_{k,n-1} \\
\phi_{k,n-1} \\
d_{k,n-1}
\end{bmatrix} &=
\begin{bmatrix}
\varphi_{k,n} \\
\phi_{k,n} \\
d_{k,n}
\end{bmatrix}
- \Delta T
\begin{bmatrix}
\sin(\varphi_{k,n}) \\
\sin(\phi_{k,n}) \\
\omega_z
\end{bmatrix} + \begin{bmatrix}
\omega_x \\
\omega_y \\
\omega_z
\end{bmatrix} \\
\begin{bmatrix}
\varphi_{k,n} \\
\phi_{k,n} \\
d_{k,n}
\end{bmatrix} &=
\begin{bmatrix}
\varphi_{k,n} \\
\phi_{k,n} \\
d_{k,n}
\end{bmatrix}
+ \Delta T
\begin{bmatrix}
\sin(\varphi_{k,n}) \\
\sin(\phi_{k,n}) \\
\omega_z
\end{bmatrix}
\end{align*}$$

(4)

The covariance matrix of $\omega_x$, $\omega_y$, $\omega_z$, and $\omega_z$ is $Q_\omega$. Let $x_{k,n} = [\varphi_{k,n}, \phi_{k,n}, d_{k,n}, v_{k,n}]$. The state evaluation model can be given by $x_{k,n} = g(x_{k,n} - \omega) + \omega$, where $\omega = [\omega_x, \omega_y, \omega_z]^T$. Then, Kalman filtering is adopted for beam prediction and tracking. By denoting the state variables as $x_{k,n} = [\varphi_{k,n}, \phi_{k,n}, d_{k,n}, v_{k,n}]$ and the measured variables as $y_{k,n} = [\hat{\varphi}_{k,n}, \hat{\phi}_{k,n}, \hat{d}_{k,n}, \hat{v}_{k,n}]$ at the $n$th time slot, the measurement model of vehicle $k$ can be formulated as $y_{k,n} = x_{k,n} + z_{k,n}$, where $z_{k,n} \in \mathcal{N}(0, Q_{z_{k,n}})$ and $Q_{z_{k,n}} = \text{diag}(\sigma^2_{z_{k,n}}, \sigma^2_{z_{k,n}}, \sigma^2_{z_{k,n}}, \sigma^2_{z_{k,n}})$. Overall, the number of

\[\text{The state-of-the-art technology can successfully realize separately controlling the reflection phase-shift and refraction phase-shift of each element [29], [30], and there are some related work investigating how to effectively realize the phase shift control in practice [25], [31]. It has been demonstrated that compared to independent phase shift control, there is only 1% performance loss for the coupled phase shift design mechanism in reference [32]. The IOS can be powered by a dedicated/onboard lithium batter, and its power consumption is negligible compared to the power consumption of vehicles.}
channel state information variables required per time slot is $8K$. Accordingly, the prediction MSE matrix can be expressed as $M_{k,n|n-1} = G_{k,n-1}M_{k,n-1}G_{k,n-1}^H + Q_{ww}$, where $G_{k,n-1} = \frac{\partial q}{\partial x} = x_k^{*}$. Finally, the state tracking variable is $\hat{x}_{k,n} = [\hat{\varphi}_{k,n}, \hat{\psi}_{k,n}, \hat{d}_{k,n}, \hat{v}_{k,n}]$, given by

$$\hat{x}_{k,n} = x_{k,n|n-1} + K_{k,n} (y_{k,n} - x_{k,n|n-1}),$$

where $K_{k,n} = M_{k,n|n-1}(Q_x + M_{k,n|n-1})^{-1}$.

C. Radar Measurement Model

During the joint S&C stage, the transmitted ISAC signals at the RSU can be expressed as a weighted sum of ISAC beams, i.e., $s_{n}(t) = \sum_{k=1}^{K} f_{k,n}^{S&C} s_{k}(t)$, where $s_{k}(t)$ is the ISAC signals for communication device $k$. It is assumed that the ISAC signals $\{s_{k}(t)\}$ of different users are independent random variables, with zero mean and unit variance, i.e., $E\{s_{k,n}[n]s_{j,n}[n]\} = 0$, where $k \neq j$, and $k,j \in K$. To maximize the achievable rate of vehicles, a low-complexity beamforming method is adopted by aligning the transmit beamforming vectors towards vehicles based on the estimation and measurement results. Hence, the transmit beamforming vectors during the joint S&C stage and the communication-only stage are respectively given by $f_{k,n}^{S&C} = \sqrt{\frac{\alpha_{RSU}}{\sigma_{C}^{2}}} \Theta_{k,n}^{-1} \varphi_{k,n|n-1}$ and $f_{k,n}^{C} = \sqrt{\frac{\alpha_{RSU}}{\sigma_{C}^{2}}} \Theta_{k,n}^{-1} \varphi_{k,n|n-1}$, where $\varphi_{k,n|n-1}$ denotes the estimated angle based on the state evolution model and $\hat{\varphi}_{k,n}$ is the state tracking angle (c.f., (5)). Similarly, the receive beamforming filter of the ULAs along the $x$- and $y$-axis are respectively given by $v_{k,n}^{x} = \sqrt{\frac{1}{\gamma_{x}} b_{RSU}(\varphi_{k,n|n-1})}$ and $v_{k,n}^{y} = \sqrt{\frac{1}{\gamma_{y}} b_{RSU}(\varphi_{k,n|n-1})}$, where $b_{RSU}(\varphi_{k,n|n-1})$ is the beamforming gain of the RSU antennas along the $x$- and $y$-axis. Overall, the transmit beamforming and receive filter at the RSU are designed based on the estimation and measurement results, respectively. At the $n$th time slot, the ULAs antennas along the $x$-axis receives the echoes contributed by the IOSs, expressed as

$$r_{n}^{T}(t) = \sum_{k=1}^{K} \sum_{j=1}^{K} e^{j2\pi \mu_{j,n} t} H_{j,n}^{UL,x} \Theta_{k,n}^{S&C,R} H_{j,n}^{DL,x} f_{k,n}^{S&C} \times s_{k,n}(t - \tau_{k,n}) + z_{r}(t),$$

where $z_{r}(t)$ denotes the noise at the receive ULAs. The resolved ranges and velocities in the delay-Doppler domain can be determined by utilizing the standard matched-filtering techniques [16]. It is assumed that the vehicles can be distinguished in the delay-Doppler domain. Then, for the receive ULAs along the $x$-axis, the output of the matched filter for vehicle $k$ is expressed as

$$\tilde{r}_{k,n}^{x} = \beta_{G,k,n} \sqrt{W}(v_{k,n}^{x})^H b_{RSU}(\varphi_{k,n}) a_{C}^{TOS}(\varphi_{k,n}, -\varphi_{k,n}) \times \Theta_{k,n}^{S&C,R} a_{IOS}(\varphi_{k,n}, -\varphi_{k,n}) a_{RSU}^{T}(\varphi_{k,n}) f_{k,n}^{S&C} \times \delta(\tau - \tau_{k,n}, \mu - \mu_{k,n}) + \tilde{z}_{r},$$

where $\delta(\tau - \tau_{k,n}, \mu - \mu_{k,n})$ is the normalized matched-filtering output function obtained by time and frequency reversing and conjugating its own waveform for the complex transmit ISAC signal $s_{k,n}(t)$. In (7), $\tilde{z}_{r}$ denotes the normalized measurement noise, and $W$ denotes the matched-filtering gain, which is equal to the number of symbols used for matched-filtering. The angle $\varphi_{k,n}$ can be readily measured by the maximum likelihood estimation (MLE) [33] or super-resolution algorithms like multiple signal classification (MUSIC) [34]. Besides, angle $\phi_{k,n}$ can be estimated based on the received echo at the ULA along the $y$-axis in a similar way. As given in Section II-B, the AoA estimation results $\hat{\phi}_{k,n} = \varphi_{k,n} + \hat{z}_{\phi_{k,n}}$ and $\hat{\phi}_{k,n} = \varphi_{k,n} + \hat{z}_{\phi_{k,n}}$, where $\hat{z}_{\phi_{k,n}}$ represents the angle estimation errors, $\hat{z}_{\phi_{k,n}} \in CN(0, \sigma_{\phi_{k,n}}^{2})$ and $\hat{z}_{\phi_{k,n}} \in CN(0, \sigma_{\phi_{k,n}}^{2})$. Generally, the estimation error is inversely proportional to the received echo power at the RSU [35], i.e.,

$$\sigma_{\hat{\phi}_{k,n}}^{2} \propto \left(\gamma_{k,n}^{RISO} \sin^{2}\varphi_{k,n}\right)^{-1}, \sigma_{\hat{\phi}_{k,n}}^{2} \propto \left(\gamma_{k,n}^{RISO} \sin^{2}\varphi_{k,n}\right)^{-1},$$

where $\gamma_{k,n}^{RISO}$ and $\gamma_{k,n}^{RISO}$ respectively denote the signal-to-noise ratio (SNR) at the receive antennas along the $x$- and $y$-axis after match-filtering. Due to the uncertain estimation information, at the $n$th time slot, the SNR of the received echoes at the $x$-axis ULA is given in expectation form, i.e.,

$$\gamma_{k,n}^{RISO} = \frac{\eta_{n} \Delta T}{\Delta v^{2}} \beta_{G,k,n}^{2} \Theta_{k,n}^{S&C,R} v_{k,n|n-1,} \Theta_{k,n}^{S&C,R} a_{IOS}(\varphi_{k,n}, -\varphi_{k,n}) \times a_{IOS}^{T}(\varphi_{k,n} - \varphi_{k,n}) \Theta_{k,n}^{S&C,R} a_{IOS}(\varphi_{k,n}, -\varphi_{k,n})^{H} b_{RSU}(\varphi_{k,n}) \frac{v_{r}^{T}(t)}{\sqrt{\sigma_{x}^{2}}} \times \Theta_{k,n}^{S&C,R} a_{IOS}(\varphi_{k,n}, -\varphi_{k,n}) \Theta_{k,n}^{S&C,R} a_{IOS}(\varphi_{k,n}, -\varphi_{k,n})^{H} b_{RSU}(\varphi_{k,n}) \frac{v_{r}^{T}(t)}{\sqrt{\sigma_{y}^{2}}},$$

where $\sigma_{x}^{2}$ is the noise power at the receive antennas of the RSU, $\Delta T$ is the duration of one symbol, $\frac{\eta_{n} \Delta T}{\Delta v^{2}}$ represents the number of symbols used for matched-filtering during the joint S&C stage. In (9), the SNR at the RSU can be deemed as three MIMO beamforming gains: the transmit beamforming gain of the RSU, the passive beamforming gain of the IOS, and the receive beamforming gain of the RSU. For notational convenience, variables $\{\varphi_{k,n|n-1}, \varphi_{k,n}\}$ and $\{\phi_{k,n|n-1}, \phi_{k,n}\}$ in expectation operation $E[\cdot]$ are replaced as $\varphi$ and $\phi$, respectively. Similarly, $\gamma_{s_{k,n}} = \frac{W_{s_{k,n}}}{\sigma_{z_{r}}^{2}} \sin^{2} \varphi_{k,n} \sin^{2} \varphi_{k,n} b_{RSU}(\varphi_{k,n})^{H} b_{RSU}(\varphi_{k,n})$.

D. Communication Model

The communication device inside each vehicle mainly receives signals via the RSU-IOS-device link, since other non-line-of-sight (NLOS) links between the RSU and communication devices are practically assumed to be negligible due to severe penetration loss, especially for mmWave signals. During the joint S&C stage, the signal received at communication device $k$ can be expressed as $y_{k,n} = h_{k,n}^{T} \Theta_{k,n}^{S&C,T} H_{j,n}^{UL,x} \Theta_{k,n}^{S&C,R} s_{k,n}(t) + z_{k,n}(t)$, where $z_{k,n}(t)$ denotes the noise at the receive antennas.\(^{4}\) The signal-to-interference-plus-noise ratio (SINR) of user

\(^{4}\)It is assumed that the Doppler effect induced by the vehicle mobility could generally be compensated at the communication receivers, which is generally presented in vehicular communication networks [36].
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during the joint S&C stage is denoted by $\gamma_{k,n}^{S&C}$, and the approximate achievable rate during this stage can be given by $R_{k,n}^{S&C}$, i.e.,

$$R_{k,n}^{S&C} = \mathbb{E}_{\varphi,\phi} \left[ \log_2 \left( 1 + \gamma_{k,n}^{S&C} \right) \right]$$

where (a) holds based on Jensen’s inequality, i.e., $\mathbb{E} [\log (x)] \leq \log (\mathbb{E}[x])$. During the communication-only stage, the signal received at communication device $k$ can be written as $y_{k,n}^{C}(t) = h_{k,n}^{T} T_{R}^{T} H_{k,n}^{DL} f_{k,n}^{C}(t) + \sum_{j \neq k} h_{k,j}^{T} T_{R}^{T} H_{k,n}^{DL} f_{k,j,n}^{C}(t) + z_{k}(t)$, where $f_{k,n}^{C}$ denotes the beamforming vector of the RSU during the communication-only stage at the $n$th time slot. Similarly, the approximate achievable rate is given by $R_{k,n}^{C}$, i.e.,

$$R_{k,n}^{C} = \mathbb{E}_{\varphi,\phi} \left[ \log_2 \left( 1 + \gamma_{k,n}^{C} \right) \right]$$

where $\gamma_{k,n}^{C}$ denotes the SINR of communication device $k$ during the communication-only stage. Then, at the $n$th time slot, the approximate achievable rate of communication device $k$ is given by

$$R_{k,n} = \eta R_{k,n}^{S&C} + (1 - \eta) R_{k,n}^{C}.$$  

**E. Problem Formulation**

At each time slot, we aim to maximize the minimum approximate rate among the communication devices in the considered system by jointly optimizing the beamforming vectors of the RSU, the communication devices, and the duration of the joint S&C stage. The optimization problem is formulated as

$$\begin{align*}
\text{max} & \quad \min \ R_{k,n} \\
\text{s.t.} & \quad \theta_{k,n}^{T}, \theta_{k,n}^{R} \in [0, 2\pi), \forall k, \xi, \\
& \quad \beta_{k,n}^{T}, \beta_{k,n}^{R} \in [0, 1], \beta_{k,n}^{T} + \beta_{k,n}^{R} = 1, \forall k, \xi, \\
& \quad \sum_{k=1}^{K} P_{k,n}^{S&C} \leq P_{\text{max}}^{S&C}, \\
& \quad \sum_{k=1}^{K} P_{k,n}^{C} \leq P_{\text{max}}^{C}, \\
& \quad P_{k,n}^{S&C} \geq 0, P_{k,n}^{C} \geq 0, \forall k, \\
& \quad \eta \in [0, 1],
\end{align*}$$

where $P_{k,n}^{S&C} = [P_{1,1}^{S&C}, \ldots, P_{K,n}^{S&C}]$ and $P_{k,n}^{C} = [P_{k,1}^{C}, \ldots, P_{k,K}^{C}]$. Solving (P1) optimally is non-trivial due to the lack of the closed-form objective function and closely coupled variables. To tackle this issue, we first derive an approximate achievable rate in closed form for single-vehicle cases in Section III. Then, an efficient AO algorithm is proposed to solve the problem in multi-vehicle cases in Section IV.

**III. SINGLE-VEHICLE CASE**

In this section, we consider the single-vehicle setup, i.e., $K = 1$, to draw useful insights into the optimal IOS phase shift and S&C duration ratio design. In this case, (P1) is simplified by (dropping the communication device index) maximizing $R_{n}$ at the $n$th time slot, i.e.,

$$\begin{align*}
\text{max} & \quad \Theta_{k,n}^{T}, \Theta_{k,n}^{R} \\
\text{s.t.} & \quad \theta_{k,n}^{T}, \theta_{k,n}^{R} \in [0, 2\pi), \forall k, \xi, \\
& \quad \beta_{k,n}^{T}, \beta_{k,n}^{R} \in [0, 1], \beta_{k,n}^{T} + \beta_{k,n}^{R} = 1, \forall k, \xi, \\
& \quad \eta \in [0, 1].
\end{align*}$$

However, it is challenging to solve (P2) optimally since there is no closed-form expression of $R_{n}$. To tackle this issue, we will first derive an approximate expression of $R_{n}$ in closed form, based on which, a sufficient and necessary condition for the existence of the joint S&C stage will be presented to solve (P2) more efficiently.

**A. Closed-Form Expression of Achievable Rate and Proposed Solution**

In this subsection, the optimal phase shift is given first, based on which, a closed-form expression of $R_{n}$ is derived.

**Lemma 1:** At the optimal solution of (P2), during the joint S&C stage, the reflecting and refracting phase shifts, $\theta_{k_{n}(1-1),l_{n} \xi_{y} + l_{n} \xi}$ and $\theta_{k_{n}(1-1),l_{n} \xi_{y} + l_{n} \xi}$, of the $(l_{n} \xi_{y})$th (the $l_{n} \xi_{y}$th row and the $l_{n} \xi_{y}$th column) element of the IOS is obtained by

$$\begin{align*}
\theta_{k_{n}(1-1),l_{n} \xi_{y} + l_{n} \xi} & = (l_{n} \xi_{y} - 1)q_{x}^{R} + \pi (l_{n} \xi_{y} - 1)q_{y}^{R} + \theta_{0}, \\
\theta_{k_{n}(1-1),l_{n} \xi_{y} + l_{n} \xi} & = (l_{n} \xi_{y} - 1)q_{x}^{R} + \pi (l_{n} \xi_{y} - 1)q_{y}^{R} + \theta_{0},
\end{align*}$$

where $\theta_{0}$ is the reference phase at the origin of the coordinates, $q_{x}^{R} = -2 \cos(\phi_{n(1-1)})$, $q_{y}^{R} = 2 \cos(\phi_{n(1-1)})$, $q_{x}^{T} = -\cos(\phi_{n(1-1)}) + \sin(\psi_{n(1-1)}^{u,x})$, and $q_{y}^{T} = \cos(\phi_{n(1-1)}) + \sin(\psi_{n(1-1)}^{u,x}) \sin(\psi_{n(1-1)}^{u,x})$.

**Proof:** Please refer to Appendix A.

According to Lemma 1, the phase shifts of all IOS elements are designed to align the reflecting beam toward the RSU. Similar to Lemma 1, the optimal phase gradients $q_{x}$ and $q_{y}$ during the communication-only stage are given by $q_{x} = -\cos(\phi_{n(1-1)}) + \sin(\psi_{n(1-1)}^{u,x})$, and $q_{y} = \cos(\phi_{n(1-1)}) + \sin(\psi_{n(1-1)}^{u,x}) \sin(\psi_{n(1-1)}^{u,x})$.

**Lemma 2:** At the optimal solution of (P2), $\beta_{k_{n},l_{n} \xi_{y}}^{T} = \beta_{k_{n},l_{n} \xi_{y}}^{R}$, $\beta_{k_{n},l_{n} \xi_{y}}^{T} = \beta_{k_{n},l_{n} \xi_{y}}^{R}$, where $\xi \in \{S&C, C\}$, $l \neq l'$, and $l, l' \in L$.

**Proof:** Please refer to Appendix B.
According to Lemma 2, all IOS elements share the same refracted and reflected power splitting ratio, denoted by $\beta^{C,T}$ and $\beta^{R}$. In particular, during the communication-only stage, $\beta^{C,R} = 0$ and $\beta^{C,T} = 1$. For notational simplification, $\beta^{S\&C,R}$ and $\beta^{S\&C,T}$ are respectively replaced by $\beta^{R}$ and $\beta^{T}$ in the following analysis. The transmit beamforming gain in (9) can be expressed as

$$\left| a_{RSU}^{H}(\varphi_{n}) f_{n}^{S\&C}\right|^{2} = \max_{M_{t}} \sum_{m=1}^{M_{t}} e^{j\pi m\left(\cos(\varphi_{n}) - \cos(\varphi_{n-1})\right)^{2}} \Delta \right. \geq \max_{M_{t}} F_{M_{t}} \left(\cos(\varphi_{n}) - \cos(\varphi_{n-1})\right),$$

where $\Delta$ is the transmit beamforming gain in (9) can be expressed as

$$\left| a_{RSU}^{H}(\varphi_{n}) f_{n}^{S\&C}\right|^{2} = \max_{M_{t}} \sum_{m=1}^{M_{t}} e^{j\pi m\left(\cos(\varphi_{n}) - \cos(\varphi_{n-1})\right)^{2}} \Delta \right. \geq \max_{M_{t}} F_{M_{t}} \left(\cos(\varphi_{n}) - \cos(\varphi_{n-1})\right),$$

where $\Delta$ is the receive beamforming gain in (9) can be expressed as

$$\left| a_{OS}^{H}(\varphi_{n}) f_{n}^{S\&C}\right|^{2} = \max_{M_{t}} \sum_{m=1}^{M_{t}} e^{j\pi m\left(\cos(\varphi_{n}) - \cos(\varphi_{n-1})\right)^{2}} \Delta \right. \geq \max_{M_{t}} F_{M_{t}} \left(\cos(\varphi_{n}) - \cos(\varphi_{n-1})\right).$$

Based on Lemmas 1 and 2, the passive beamforming gain achieved by the IOS is given by

$$\gamma_{S,x}^{n} = \frac{\eta_{\Delta T} E_{\varphi} \left[ (\sigma_{\varphi_{n}}^{T})^{H} H_{n}^{DL,x} \Theta_{S\&C,T}^{H} H_{n}^{DL} f_{n}^{S\&C} \right]}{\Delta \sigma_{t}^{2}}$$

where $\Delta \cos \varphi_{n} = \cos(\varphi_{n}) - \cos(\varphi_{n-1}) - \cos(\varphi_{n}).$ For the receive ULA along the x-axis, the SNR of the received echoes can be given by

$$\gamma_{S,x}^{n} \approx \gamma_{S,y}^{n} = \frac{\max \left\{ M_{t} \left| a_{RSU}^{H}(\varphi_{n}) f_{n}^{S\&C}\right|^{2} \right\}}{\Delta \sigma_{t}^{2}} = \frac{\beta^{R} \Delta \max \left\{ F_{L_{x}} (\Delta \cos \varphi_{n}) F_{M_{t}} (\Delta \cos \varphi_{n}) \right\}}{\Delta \sigma_{t}^{2}} \times F_{M_{t}} (\Delta \cos \varphi_{n}) \Delta \sigma_{t}^{2}.$$
more useful insights, performance analysis is further provided to illustrate the benefits between S&C in the next section.

B. Sensing Effectiveness Analysis

In this subsection, some practical approximations are adopted to draw useful insights. In \( h(x, y) \) (defined in Proposition 1), it is easy to verify that the term \( e^{-\frac{2(x^2+y^2)}{\sigma^2_y}} + e^{-\frac{2((x-\bar{x})^2+(y-\bar{y})^2)}{\sigma^2_y}} \) is negligible when \( i \geq 1 \) or \( i \leq -1 \), and thus, we have

\[
h(x, y) \approx \frac{1}{\sqrt{2\pi y \sin^2(x)}} \left( 1 + e^{-\frac{2(x^2+y^2)}{\sigma^2_y}} \right) \Delta \hat{h}(x, y).
\]  

(25)

This approximation is practical since the variance of the estimated angle is generally much less than \( 2\pi \). As such, the rate during the S&C and communication-only stages can be respectively expressed as

\[
\tilde{R}_{n \text{S&C}} = \log_2 \left( 1 + C_0 \left( 1 - \beta^R \right) \hat{h}(\phi_{n|n-1}, \sigma^2_{\phi_n}, \hat{h}(\phi_{n|n-1}, \sigma^2_{\phi_n}) \right)
\]

and

\[
\tilde{R}_n \text{C} = \log_2 \left( 1 + C_0 \hat{h}(\phi_n, \sigma^2_{\phi_n}) \hat{h}(\phi_n, \sigma^2_{\phi_n}) \right). 
\]  

(26)

Then, the average rate can be approximately given by \( \tilde{R}_n = \eta \tilde{R}_{n \text{S&C}} + (1 - \eta) \tilde{R}_n \text{C} \).

Lemma 3: As \( \eta \beta^R \) increases, \( \tilde{R}_n \text{C} \) increases monotonically.

Proof: First, it is observed that the monotonicity of the rate \( \tilde{R}_n \text{C} \) and the product value \( \eta \beta^R \) can be verified by determining the monotonicity of the function \( \tilde{h}(\phi_{n|n-1}, \sigma^2_{\phi_n}) \) with respect to (w.r.t) \( \eta \beta^R \) (similar for \( \hat{h}(\phi_{n|n-1}, \sigma^2_{\phi_n}) \)), since \( \tilde{R}_n \text{C} \) is a monotonically increasing function of \( \tilde{h}(\phi_{n|n-1}, \sigma^2_{\phi_n}) \). Note that, with any given \( \phi_n \), \( \hat{h}(\phi_n, \sigma^2_{\phi_n}) = \frac{1}{\sqrt{2\pi y \sin^2(\phi_n)}} (1 + e^{-2(\pi - \phi_n)^2}) \Delta \),

\[
\frac{(1 + \pi^2 \eta \beta^R)}{(1 + \pi^2 \eta \beta^R)^2} \tilde{C}_1 f(C_2 g(\eta \beta^R)),
\]

where \( g(\eta \beta^R) = \frac{\sigma^2_{\phi_n} A_{\phi_n}}{\sigma^2_{\phi_n} + A_{\phi_n}} \), \( C_1 = \frac{1}{\sqrt{2\pi y \sin^2(\phi_n)}} > 0 \), and \( C_2 = 2(\pi - \phi_n)^2 > 0 \).

Then, we only need to verify \( f(z) \) is a monotonically increasing function of \( z \) since \( \hat{h}(\phi_n, \sigma^2_{\phi_n}) \) and \( g(\eta \beta^R) \) are affine transformations of \( f(z) \) and \( \eta \beta^R \), respectively. The derivative of \( f(z) \) is expressed as

\[
f'(z) = \frac{1}{\sqrt{2\pi}} \left( 1 - e^{-z} \right) - \frac{z}{\sqrt{2\pi}} e^{-z} = \frac{1}{\sqrt{2\pi}} \left( 1 - \frac{1}{2} z \right) e^{-z}
\]

\[
= \frac{1}{\sqrt{2\pi}} \left( 1 - \frac{1}{e} \left( 1 - \frac{1}{2} z \right) e^{\frac{1}{e} z} \right)
\]

\[
\geq \frac{1}{\sqrt{2\pi}} \left( 1 - \frac{1}{e} \right) > 0,
\]

(28)

where \( b \) holds due to the inequality \( ze^z \geq -\frac{1}{e} \) [39]. This thus completes the proof. 

Remark 2: According to Lemma 3, \( \tilde{R}_{n \text{S&C}} \leq \tilde{R}_n \text{C} \) since \( \sigma^2_{\phi_n} = \frac{1}{\sigma^2_{\phi_n} + A_{\phi_n}} \geq \sigma^2_{\phi_n} \). Moreover, when the reflected power \( \beta^R \) and the sensing time ratio \( \eta \) increases, the rate during the communication-only stage can be improved due to the decreased angle variances \( \sigma^2_{\phi_n} \) and \( \sigma^2_{\phi_n} \). However, higher sensing power inevitably decreases the rate during the joint S&C stage, and longer sensing time reduces the duration of the communication-only stage, which may unfavourably reduce the total achievable rate. Thus, it requires an effective balance for \( \beta^R \) and \( \eta \) to improve the sensing-assisted communication performance.

Remark 2 unveils a fundamental trade-off between S&C performance. Furthermore, a condition that specifies whether it is necessary and sufficient for the IOS to reflect signals for sensing is derived in the following. For \( x \in [\Delta, \pi - \Delta] \) with \( \frac{\Delta}{\pi} \gg 1 \), we have \( e^{-\frac{2(x^2+y^2)}{\sigma^2_y}} \ll 1 \), since \( 2(\pi - \phi_n)^2 \gg \sigma^2_{\phi_n} \) holds under general parameter setups. In this case, \( \tilde{R}_n \) can be further approximated as

\[
\tilde{R}_n = \eta \log_2 \left( 1 + C_1 \left( 1 - \beta^R \right) \right) + (1 - \eta) \times \log_2 \left( 1 + C_2 \sqrt{\frac{(\sigma^2_{\phi_n} \eta \beta^R + A_{\phi_n})(\sigma^2_{\phi_n} \eta \beta^R + A_{\phi_n})}{A_{\phi_n} A_{\phi_n}}} \right),
\]

(29)

where \( C_1 = \frac{2 \max_{\Delta \beta G_n} \beta G_n \beta L M_{\text{IL}}}{\pi \sin(\eta \beta^R) \sin(\beta L M_{\text{IL}})} \). Then, this approximate achievable rate is further analyzed to gain more useful insights for system design. In this case, (P2) is simplified to (P3), i.e.,

\[
\begin{align*}
(P3) : \ \max_{\eta \beta^R} \tilde{R}_n \\
\text{s.t.} \ \beta^R \in [0, 1], \ \eta \in [0, 1].
\end{align*}
\]  

(30a)

Theorem 1: At the optimal solution of (P3), \( \eta^* > 0 \) if and only if \( \frac{\sigma^2_{\phi_n}}{A_{\phi_n}} + \frac{\sigma^2_{\phi_n}}{A_{\phi_n}} > 2 \).

Proof: Please refer to Appendix E. 

Theorem 1 provides a sufficient and necessary condition on whether the joint S&C stage is needed. In practice, it tends to be satisfied when the accuracy of estimated angles \( \{\phi_{n|n-1}, \phi_{n|n-1}\} \) is lower or the accuracy of measured angles \( \{\hat{\phi}_n, \hat{\phi}_n\} \) is higher. Intuitively, if \( \frac{\sigma^2_{\phi_n}}{A_{\phi_n}} + \frac{\sigma^2_{\phi_n}}{A_{\phi_n}} \leq 2 \), the communication performance gain brought by sensing cannot compensate for the performance loss caused by the time and power consumption for sensing during the joint S&C stage. Thus, when the condition in Theorem 1 is not satisfied, \( \tilde{R}_n \) tends to be higher if the joint S&C stage is removed to increase the duration of the communication-only stage. During every frame, it can be dynamically determined whether sensing is needed to improve communication performance based on Theorem 1.

IV. MULTI-VEHICLE CASE

In this section, we first derive the close-form expression of the communication for multi-vehicle cases and then propose an efficient AO algorithm to solve problem (P1). Then, the interference-limited and noise-limited cases are analyzed to provide a performance bound and a low-complexity algorithm for the considered systems.
A. Closed-Form Expression of Achievable Rate and Proposed Solution

Based on the analysis under single-vehicle cases in Section III, the closed-form expression of the approximate achievable rate for multi-vehicle cases is derived. First, the interference between different vehicles is analyzed. During the joint S&C stage, the interference of signal $s_j$ to vehicle $k$ can be given by

$$E_{\psi,\phi} \left[ h_k^T \Theta_{k,n}^{SKC,T} H_{k,n}^T f_{j,n}^T \right]^2$$

$$\geq \log p - \sigma$$

(35b)

$$R, \quad \forall j, n$$

(35)

$$A_{\psi,k,n} = \Delta T \beta_{\psi,k} \sigma_{\psi} \left( \cos(\varphi_{j,n}) - \cos(\varphi_{j,n|-1}) \right)$$

(31)

where ($c$) holds since the angles $\psi_{k,n}$, $\varphi_{k,n}$ and $\varphi_{j,n|-1}$ are independent with each other. According to Proposition 2, we have

$$E_{\psi} [F_{L_k} (\Delta \cos \psi_{k,n}) E_{\phi} [F_{L_k} (\Delta \cos \phi_{k,n})]] = 4h (\varphi_{k,n}, \sigma_{\psi}^2)h(\delta_{k,n}, \sigma_{\phi_2})$$

(Proposition 4: The term $E_{\psi,\phi} [F_{M_k} (\cos(\varphi_{k,n}) - \cos(\varphi_{j,n|-1}))]$ in (31) can be approximated by

$$E_{\psi,\phi} [F_{M_k} (\cos(\varphi_{k,n}) - \cos(\varphi_{j,n|-1}))] = I(\varphi_{k,n}, \varphi_{j,n|-1}, \sigma_{\psi_2}^2),$$

(32)

where

$$I(x, y, z) = \frac{2}{\sqrt{2\pi \sin(z)}} \sum_{i=-\infty}^{\infty} \left( e^{-\frac{(2z - 2\pi - \pi z)^2}{\pi z^2}^2} + e^{-\frac{(2z - 2\pi - \pi z)^2}{\pi z^2}^2} \right) \Delta I(x, y, z).$$

Proof: Please refer to Appendix F.

In Lemma 4, the interference term $I(x, y, z)$ can be simplified in a similar way as given in Section III-B, i.e., $I(x, y, z) \approx \frac{1}{\sqrt{2\pi \sin(z)}} \sum_{i=-\infty}^{\infty} \left( e^{-\frac{(x-y-i\pi z)^2}{\pi z^2}^2} + e^{-\frac{(x-y+i\pi z)^2}{\pi z^2}^2} \right) \Delta I(x, y, z).$ Similar to (21) and (23), the angle $\varphi_{k,n}$ in (32) can be practically approximated by $\varphi_{k,n|-1}$. Interestingly, if $\varphi_{j,n} = -\varphi_{k,n}$, the approximate interference between vehicles $j$ and $k$ is equal to each other, i.e., $I(\varphi_{j,n}, \varphi_{k,n|-1}, \sigma_{\psi_2}^2) = I(\varphi_{k,n}, \varphi_{j,n|-1}, \sigma_{\psi_2}^2)$. Therefore, the solution to this problem. Specifically, let $A_{\psi,k} = \Delta \beta_{\psi,k}$ and $A_{\phi,k} = \beta_{\phi,k}$, $\forall k, j \in K$, then $\sigma_{\phi,k}^2 = \sigma_{\phi,k}^2$ and $\sigma_{\phi,j,n}^2 = \sigma_{\phi,j,n}^2$. In this case, an AO algorithm is proposed to solve (P4) by partitioning the remaining variables into three blocks and iteratively optimizing them, i.e., transmit power $p^C_j$, time splitting ratio $\eta$, and reflecting power ratio $\beta^R_j$.

1) Transmit Power: With any given $\eta$ and $\beta^R_k$, the successive convex approximation technique is adopted to handle (35a). A lower bound of $R_{\psi,k,n}^C$ can be given as follows:

$$R_{\psi,k,n}^C \geq -\log \left( \sum_{j \neq k} p^C_j \beta_{\psi,j,n}^R \right) + 4p^C_M \eta \left( I(\varphi_{k,n|-1}, \varphi_{j,n|-1}, \sigma_{\phi,j,n}^2) + C_{\psi,k,n}^C \right)$$

(33)

and

$$R_{\phi,k,n}^C \geq -\log \left( \sum_{j \neq k} p^C_j \beta_{\phi,j,n}^R \right) + 4p^C_M \eta \left( I(\varphi_{k,n|-1}, \varphi_{j,n|-1}, \sigma_{\phi,j,n}^2) + C_{\phi,k,n}^C \right)$$

(34)

where

$$C_{\psi,k,n}^C = \frac{1}{2} \left( \beta_{G,n} - \beta_{h,k} \right) \Delta \sigma_{\psi}^2 \log p (\varphi_{k,n|-1}, \varphi_{j,n|-1})$$

and

$$C_{\phi,k,n}^C = \frac{1}{2} \left( \beta_{G,n} - \beta_{h,k} \right) \Delta \sigma_{\phi}^2 \log p (\varphi_{k,n|-1}, \varphi_{j,n|-1})$$

(35)

s.t. (13c)–(13f),

$$\eta R_{\psi,k,n}^C + (1 - \eta) R_{\phi,k,n}^C \geq R, \forall k,$$

(35a)

$$\beta_{\psi,k}^R \in [0, 1], \forall k,$$

(35b)

where $\beta^R = [\beta^R_1, \ldots, \beta^R_K]$. However, it is still challenging to solve (P1) due to the non-convex constraints and the closely coupled variables in (35a). According to Lemma 3, the rate during the communication-only stage depends mainly on the sensing performance, i.e., the variances $\sigma_{\phi,j,n}^2$ and $\sigma_{\phi,j,n}^2$. Thus, a low-complexity power allocation method during the joint S&C stage is adopted, where the sensing performance of different vehicles is designed to be equal, thereby simplifying the solution to this problem. Specifically, let $A_{\psi,k} = \Delta \beta_{\psi,k}$ and $A_{\phi,k} = \beta_{\phi,k}$, $\forall k, j \in K$, then $\sigma_{\phi,k}^2 = \sigma_{\phi,j,n}^2$ and $\sigma_{\phi,j,n}^2 = \sigma_{\phi,j,n}^2$. In this case, an AO algorithm is proposed to solve (P4) by partitioning the remaining variables into three blocks and iteratively optimizing them, i.e., transmit power $p^C_j$, time splitting ratio $\eta$, and reflecting power ratio $\beta^R_j$. 
updated by solving (P4.1) as follows.

\[
\begin{align*}
(P4.1) : & \quad \max_{p^C} R \\
\text{s.t.} & \quad (13c) - (13f), (35b), \\
& \eta_R^{S&k} + (1 - \eta) R_{k,n}^C \geq R, \forall k. 
\end{align*}
\]

Note that (P4.1) is a convex optimization problem about \( p^C \), which can be optimally solved by standard CVX tools.

2) Sensing Time: With any given \( p^C \), and \( \beta^R \), the optimal solution of \( \eta \) can be obtained by one-dimension search within \([0, 1]\).

3) Reflecting Power: Similarly, with any given \( \eta \) and \( p^C \), the optimal solution of \( \beta^R \) can be obtained by one-dimension search within \([0, 1]\).

The objective function of (P4) is non-increasing over each iteration during applying the AO method and the objective of (P4) is upper bounded due to the limited transmit power \( P_{\text{max}} \). Thus, by alternately solving three block variables, it is guaranteed to converge. To gain more design insights, some typical cases of the considered system are further investigated in the next section.

The complexity of the proposed AO algorithm for general multi-vehicle cases can be analyzed as follows. In the inner layer, the main complexity is caused by the computation of \( p^C \), i.e., \( \mathcal{O}((K + 1)^3) \) [41], where \( K + 1 \) is the number of variables in problem (P4.1). Thus, the complexity of the proposed algorithm for the inner layer is \( \mathcal{O}((K + 1)^3) \), and its overall complexity depends on the number of iterations required for reaching convergence in the outer layer.

B. Interference-Limited and Noise-Limited Cases

In this subsection, two typical scenarios for V2X networks are investigated to draw more useful insights, including interference-limited cases and noise-limited cases.

1) Interference Limited (IL): When some vehicles are relatively close or the transmit power of the RSU is relatively large, co-channel interference is the main bottleneck of communication performance. In this case, it is practically assumed that the noise power is negligible. To draw useful insights, we present the analysis under a high transmit power region, where the sensing results are assumed to be relatively accurate due to the high SNR of echo signals, i.e., \( \sigma^2_{\omega,k,n} \rightarrow 0 \). In this case, the optimal reflecting power ratio \( \beta^R_{k,n} \) and the SINR can be approximately expressed by the signal-to-interference-ratio (SIR) at the communication device, then the achievable rate during two stages can be respectively approximated as

\[
R_{k,n}^{IL, S&k} = \log_2 \left( 1 + \frac{p_k^{S&k} M_i}{\sum_{j \neq k} p_j^{S&k} f_{\varphi, j}^n(\varphi_{k,n,n-1}, \varphi_{k,n,n-1}, \sigma^2_{\omega,k,n})} \right),
\]

and

\[
R_{k,n}^{IL, C} = \log_2 \left( 1 + \frac{p_k^C M_i}{\sum_{j \neq k} p_j^C f_{\varphi, j}^n(\varphi_{k,n}) - \cos(\varphi_j)} \right).
\]

Then, (P4) can be simplified to (P4.2), given by

\[
\begin{align*}
(P4.2) : & \quad \max_{p^{S&k}, p^C, \beta^R, \eta} R \\
\text{s.t.} & \quad (13c) - (13f), (35b), \\
& \eta_R^{IL, S&k} + (1 - \eta) R_{k,n}^{IL, C} \geq R, \forall k. 
\end{align*}
\]

\textbf{Proposition 4:} When the maximum transmit power \( P_{\text{max}} \) is larger than a saturation point, an upper bound of the rate of (P4.2) can be given by

\[
R_n = \log_2 \left( 1 + \frac{M_i}{\min_k \sum_{j \neq k} F_{M_i}(\cos(\varphi_{k,n}), \cos(\varphi_{j,n}))} \right).
\]

\textbf{Proof:} Please refer to Appendix G.

Proposition 4 illustrates that when high transmit power regions, there exists a performance ceiling regardless of \( P_{\text{max}} \). Intuitively, as the transmit power increases, the received signal power and the corresponding interference will increase by the same scale. Thus, the SIR of the communication device keeps constant when the transmit power increases to a certain saturation point. In this case, the upper bound of the communication performance is affected by the minimum interference of the communication devices. An AO method similar to the proposed algorithm in Section IV-A can be adopted to iteratively optimize the transmit power, the reflecting power ratio, and the time splitting ratio, and the details are omitted for brevity.

2) Noise Limited (NL): When the number of antennas \( M_i \) increases, the interference between different users decreases, and it can be ignored when the number of antennas is sufficiently large [42]. Also, when the distance between vehicles is relatively large, the potential interference among vehicles is negligible. In this case, the achievable rate during the joint S&C stage and the communication-only stage can be respectively approximated as

\[
R_{k,n}^{NL, S&k} = \log_2 \left( 1 + C_2 p_k^{S&k}(1 - \beta^R) h(\varphi_{k,n}, \sigma^2_{\omega,k,n}) \right),
\]

and

\[
R_{k,n}^{NL, C} = \log_2 \left( 1 + C_2 p_k^C h(\varphi_{k,n}, \sigma^2_{\omega,k,n}) \right),
\]

where \( C_2 = \frac{A_{k,n} h_{k,n} \lambda M_i}{\sigma^2_{\omega,k,n}} \). If \( \eta' = 0 \) and \( \beta^R = 0 \), the problem is reduced to a power control problem, which can be solved by the water-filling algorithm [43]. Then, if the obtained transmit power \( p^{S&k} \) and \( p^C \) via the water-filling algorithm do not satisfy the condition in Theorem 1, i.e., \( \sigma^2_{\omega,k,n} + \sigma^2_{\omega,k,n} \leq 2, \forall k \in K \), \( p^{S&k} \) and \( p^C \) are the optimal solution under noise-limited cases. Otherwise, (P4) can be rewritten as

\[
\begin{align*}
(P4.3) : & \quad \max_{p^{S&k}, p^C, \beta^R, \eta} R \\
\text{s.t.} & \quad (13c) - (13f), (35b)
\end{align*}
\]
Fig. 4. Evaluation of the closed-form expressions in this work. (a) SNR of echo signals in Proposition 1. (b) Interference term in Lemma 4. (c) Achievable rate in Proposition 2.

A. Evaluation of Closed-Form Expression

Fig. 4 illustrates the effectiveness of the derived closed-form expression in this work, with $L_y = 1$. Specifically, in Fig. 4(a), the SNR $\gamma_{\eta,x}^{\eta,S,j,C}$ of Monte Carlo simulation with $L_x = 40$ approaches to the closed-form expression of the SNR derived in Proposition 1, which confirms the goodness of this approximation. In Fig. 4(b), the approximate interference under different numbers of transmit antennas is evaluated with $\sigma_2^2 = 0.02$. It can be seen that the interference decreases as the angle difference increases and the interference is negligible when the angle difference is larger than $0.25 \text{ rd}$ in this case. Fig. 4(c), with $\sigma_2^2 = 0.02$, the closed-form expression of the approximate achievable rate in Proposition 2 is evaluated under different transmit power, and the Monte Carlo simulation results also confirm the validity of the approximation since the achievable rate of Monte Carlo simulations with $L_x = 40$ approaches to the closed-form expression of the achievable rate derived in Proposition 2.

To show the impact of discrete phase shifts, we quantize the obtained continuous IOS phase shifts to the nearest values, as adopted in reference [20]. Here, let $b$ denote the number of bits, which represents the resolution levels of IOS. Then, the discrete phase shift, denoted by $\hat{\theta}$, can be derived from $\hat{\theta} = \arg \min_{\nu \in B} |\nu - \theta|$, where $B = \{0, 2\pi/2^b, \ldots, 2\pi(2^b - 1)/2^b\}$, and $\theta$ represents the $l$-th IOS phase shift obtained by solving the resource allocation problem for the proposed sensing-assisted communication scheme. Fig. 7 shows the power of echo signals versus estimation variance with $L_y = 1$, where both $b = 1$ and $b = 3$ for the discrete phase shift schemes are considered at the IOS. It can be observed that a 3-bit phase shifter achieves much better performance than a 1-bit phase shifter. Specifically, with $L_x = 200$, there is a power loss of around $0.3/6 \text{ dB}$ from the $3/1$-bit phase shifter. Also, the performance loss with $L_y = 200$ is larger than that with $L_x = 20$, which is consistent with the analytical result in [20]. Thus, the performance loss is negligible for the quantization scheme with $b = 3$, and the continuous phase shift designs could provide a simpler way to explore the performance upper bounds of the sensing-assisted communication scheme.

V. SIMULATION RESULTS

In this section, simulation results are provided for characterizing the performance of the proposed sensing scheme and for gaining insight into the design and implementation of IOS-assisted ISAC systems. The main system parameters are listed in Table I. The coordinate of the RSU is $(0 \text{ m}, 0 \text{ m}, 20 \text{ m})$, the vehicle drives from $(−100 \text{ m}, 20 \text{ m}, 0 \text{ m})$ to $(100 \text{ m}, 20 \text{ m}, 0 \text{ m})$, and the vehicle’s speed is $20 \text{ m/s}$. We compare the proposed schemes with three benchmarks:

- Refraction optimization: The reflecting phase shifts $\Theta_{R}^{\xi,S,j,R}$ are random, with the optimal $\eta_i, \beta_{k,R}^i$, and $\Theta_{R}^{\xi,T,R}$.
- Prediction: The beamforming and phase shifts are designed only based on the state estimation, i.e., $\eta = 0$.
- Beam Training: The RSU transmits multiple training beams sequentially, and then the vehicle sends the index of the beam with the maximum received power to the RSU.

With any given $\eta$ and $\beta^R$, the optimization of transmit power $p_{S,k,C}^R$ and $p_C$ is a convex problem, and it can be solved by the interior-point method [43]. Then, the AO algorithm proposed in Section IV-A can be extended to solve (P4.3) by iteratively optimizing the transmit power, the time splitting ratio, and the reflecting power in a similar way.

### TABLE I

| Parameter | Value | Parameter | Value | Parameter | Value |
|-----------|-------|-----------|-------|-----------|-------|
| $K$       | 5     | $N$       | 200   | $M_t$     | 8     |
| $M_x$     | 8     | $L_x$     | 200   | $L_y$     | 80    |
| $\sigma_2^2$ | $10^{-1}$ | $\rho_{\text{max}}$ | 0.1 W | $\beta_0$ | $-30 \text{ dB}$ |
| $\sigma_3^2$ | $-70 \text{ dBm}$ | $\sigma_{\text{out}}^2$ | 0.1 | $\Delta t$ | $0.1 \mu\text{s}$ |
| $\sigma_c^2$ | $-70 \text{ dBm}$ | $f_c$ | 30 GHz | $\Delta T'$ | $0.02 \text{ s}$ |

$\eta_{P_{k,n}}^{\text{NL,S,j,C}} + (1 - \eta) R_{k,n}^{\text{NL,C}} \geq R_i, \forall k$. (44a)
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Fig. 5. Optimal variable values for different estimation variances.

In Fig. 5, when the variances of estimated angles $\sigma_{\omega_\phi}^2$ and $\sigma_{\omega_\psi}^2$ are larger than $10^{-3}$, the necessary condition of the existence of the joint S&C stage is satisfied (i.e., $\eta > 0$), which confirms the analysis in Theorem 1. As $\sigma_{\omega_\phi}^2$ and $\sigma_{\omega_\psi}^2$ increase, the optimal reflecting power $\beta_R^*$ and the optimal product value $\eta \beta_R^*$ monotonically increase. Intuitively, at lower estimation accuracy, the sensing results can more efficiently improve the achievable rate during the communication-only stage, and thus the average communication performance can be enhanced by properly allocating the time and power resources.

Moreover, Fig. 6 shows the rate of the proposed scheme under different reflecting power $\beta_R$ and time splitting ratio $\eta$. Specifically, the red dot in Fig. 6 represents the optimal solution of (P2), i.e., $\eta^* = 0.16$ and $\beta_R^* = 0.81$. It can be seen that with any given $\beta_R^*$, the rate tends to first increase and then decreases with the increase of the S&C stage ratio $\eta$. The main reason is that an appropriate increase in the sensing duration can reduce the variance of parameter measurements and improve the beamforming gain, however, the communication performance gain brought by sensing cannot compensate for the performance loss caused by excessive sensing time and power consumption during the joint S&C stage, especially for ratio $\eta$ approaching one.

B. Power and Time Allocation

In Fig. 5, when the variances of estimated angles $\sigma_{\omega_\phi}^2$ and $\sigma_{\omega_\psi}^2$ are larger than $10^{-3}$, the necessary condition of the existence of the joint S&C stage is satisfied (i.e., $\eta > 0$), which confirms the analysis in Theorem 1. As $\sigma_{\omega_\phi}^2$ and $\sigma_{\omega_\psi}^2$ increase, the optimal reflecting power $\beta_R^*$ and the optimal product value $\eta \beta_R^*$ monotonically increase. Intuitively, at lower estimation accuracy, the sensing results can more efficiently improve the achievable rate during the communication-only stage, and thus the average communication performance can be enhanced by properly allocating the time and power resources.

Moreover, Fig. 6 shows the rate of the proposed scheme under different reflecting power $\beta_R$ and time splitting ratio $\eta$. Specifically, the red dot in Fig. 6 represents the optimal solution of (P2), i.e., $\eta^* = 0.16$ and $\beta_R^* = 0.81$. It can be seen that with any given $\beta_R^*$, the rate tends to first increase and then decreases with the increase of the S&C stage ratio $\eta$. The main reason is that an appropriate increase in the sensing duration can reduce the variance of parameter measurements and improve the beamforming gain, however, the communication performance gain brought by sensing cannot compensate for the performance loss caused by excessive sensing time and power consumption during the joint S&C stage, especially for ratio $\eta$ approaching one.

C. Achievable Rate Comparison for Single-Vehicle Cases

In Fig. 8, it can be seen that the achievable rate of the prediction and refraction schemes fluctuates greatly since the state estimation error of the vehicle location is relatively large, resulting in a significant performance loss due to the misalignment of the transmit beam of the RSU and the refracted beam of the IOS. The main reason is that when the number of IOS elements or RSU antennas is large, a slight angular deviation would bring a relatively large beamforming performance loss at the RSU or the IOS. The beam training scheme provides a relatively stable rate, but its communication performance is about 20% lower than that of the proposed scheme due to the high overhead of the beam pattern training as well as the quantization error of the beam direction. The proposed method provides higher throughput and stable data transmission for the communication device. The main reason is that both the state estimation and measurement results are exploited to improve the communication performance, and the optimal ratios of sensing time and reflecting power are taken to achieve a better balance between S&C performance, thereby leading to an effective communication improvement benefited from sensing. Compared to the perfect baseline with accurate location information, the performance loss of the proposed scheme mainly originates from the estimation and measurement...
noises and the extra power consumption used to improve the sensing performance.

In Fig. 9, the average rate during the whole period is compared under different transmit power and different numbers of IOS elements for single-vehicle cases. Specifically, the rate of the proposed scheme is significantly improved compared to the benchmark schemes, mainly because the optimal power- and time-splitting ratios can effectively enlarge the sensing-assisted communication performance improvement. Moreover, to achieve the same rate, the proposed scheme can significantly reduce the transmit power requirements. For instance, to achieve a 20 bps/Hz rate, the transmit power of the proposed scheme can be reduced by at least four times compared with the benchmark schemes. The main reason is that proper power and time allocation for sensing can effectively improve the ability of beam alignment even in lower transmit power regions, thereby providing a larger beamforming gain during the communication-only stage. Therefore, deploying IOS on vehicles can effectively reduce the requirements of transmit power, and also improve both S&C coverages of the RSU.

To evaluate the impact of vehicle speed, the average rate during the whole period is compared under different vehicle speed. To ensure that the channel state can be assumed approximately constant within a time slot, we set the length of the time slots according to the vehicle speeds, i.e., $\Delta T \propto \frac{1}{v_{speed}}$. It can be seen from Fig. 10 that the proposed scheme, refraction optimization scheme, and prediction scheme achieve worse communication performance with an increased velocity. The main reason is that within a shorter time slot, the remaining communication for pure communication will be reduced under the same sensing slot length. On the other hand, shorter time slot lengths lead to more limited sensing resources, which thus further reduces the average rate of the whole trajectory.

D. Achievable Rate Comparison for Multi-Vehicle Cases

In Fig. 11, the rate of the proposed scheme is compared with the benchmark schemes for multi-vehicle cases. The rate with $K = 5$ is greatly reduced as compared to that with $K = 3$ due to more severe interference between the vehicles. It is worth noting that as the transmit power $P_{max}$ increases to a saturation point, the rate of (P4) will not increase, which confirms the analysis in Proposition 4. For instance, with $K = 3$, the rate reaches the performance ceiling when the transmit power $P_{max}$ is greater than 0.02 W, which is referred to as the transmit power saturation value. Moreover, it can be seen that the transmit power saturation value with $K = 3$ is larger than that with $K = 5$. The main reason is that the potential interference tends to be larger under more vehicles, and the corresponding noise can be ignored under smaller transmit power regions.

Fig. 12 shows the performance comparison between the proposed AO algorithm in Section IV-A (refer to “Proposed AO”) and the proposed algorithm for NL cases in Section IV-B2 (refer to “Proposed NL”). Specifically, as the number of antennas increases, the performance gap between these two algorithms decreases. Intuitively, the beamwidth tends to be narrower and the potential interference between vehicles would be reduced as the number of antennas increases. On the other hand, the performance ceiling will be mainly affected by noise and the impact of interference would be relatively negligible when the number of antennas is sufficiently large.
VI. CONCLUSIONS AND FUTURE WORKS

In this article, we investigated a new type of IOS-enabled sensing-assisted communication system and proposed a two-stage ISAC protocol to fulfill a more efficient balance and synergy between S&C. The transmit beamforming, the IOS phase shift, and the duration of the joint S&C stage were jointly optimized to maximize the minimum rate among the vehicles. A closed-form expression of the rate under uncertain locations was derived to significantly facilitate resource allocation of the considered systems. Furthermore, a sufficient and necessary condition for the existence of the joint S&C stage is presented to further simplify the problem. Moreover, we propose a AO algorithm by exploiting the characteristics of performance limitation. The numerical results validated the efficiency of our design over the benchmark schemes and also confirmed the benefits of the sensing-assisted communication framework. The more general cases considering the effects caused by imperfectly compensated Doppler arbitrarily are worthwhile future works.

APPENDIX A

PROOF OF LEMMA 1

It can be readily proved that the phase shift optimization problem for maximizing the SNR of the echo signals in (9) is equivalent to the problem of the IOS beamforming gain maximization at each time slot as follows: 

$$\gamma_{k,n} = \frac{E_{\text{RSU}}}{\Delta \sigma} \left| \frac{a_{\text{IOS}}(\varphi_{k,n} - \psi_{k,n})}{\Theta^{S,C,R}_{k,n}} \right|^2 \mathbf{a}_{\text{RSU}}^T(\varphi_{k,n}) \mathbf{f}_{k,n}. $$

Then, the IOS beamforming gain maximization problem is expressed as

$$\max_{\Theta^{S,C,R}_{k,n}} \left| a_{\text{IOS}}^T(\varphi_n - \varphi_{n-1}) \Theta^{S,C,R}_{k,n} a_{\text{IOS}}(\varphi_n - \varphi_{n-1}) \right|^2. \quad (45)$$

We have

$$\Theta^{S,C,R}_{k,n} a_{\text{IOS}}(\varphi_n - \varphi_{n-1}) = \Theta^{S,C,R}_{n,R} a_{\text{IOS}}(\varphi_n - \varphi_{n-1}) \circ a_{\text{IOS}}(\varphi_n - \varphi_{n-1})$$

according to $\mathbf{A}^T \mathbf{X} \mathbf{B} = \mathbf{A}^T (\mathbf{A} \circ \mathbf{B})$ with $X = \text{diag}(x)$, where $\Theta^{S,C,R}_{n,R} = [\Theta^{S,C,R}_{1,R}, \ldots, \Theta^{S,C,R}_{L,R}]$ and $\circ$ denotes the Hadamard product. The received power at the RSU is maximized when the echo reflected from the IOS is directed towards the RSU, i.e.,

$$\theta^R_{(i-1)L_y + l_y} = -2\pi(l_y - 1) \cos(\varphi_{n-1}) + 2\pi(l_y - 1) \cos(\varphi_{n-1}) + \theta_0,$$

where $\theta_0$ is the reference phase at the origin of the coordinates. Similarly, for the phase shift optimization problem of maximizing the SNR of the communication device, the optimal phase shift can be given by $\theta^T_{(i-1)L_y + l_y} = \pi(l_y - 1) (\sin(\psi_{n-1}^m \cos(\varphi_{n-1}) - \cos(\varphi_{n-1})) + \pi(l_y - 1) (\cos(\varphi_{n-1}) + \sin(\psi_{n-1}^m \sin(\psi_{n-1})) + \theta_0$. Thus, the proof is completed.

APPENDIX B

PROOF OF LEMMA 2

Without loss of generality, at the optimal solution of (P2), the total reflected power is assumed to be $\sum_{l=1}^L \beta^R_{l+n} = X_R$. According to Cauchy-Buniakowsky-Schwartz inequality, the total received power at the RSU satisfies the following conditions:

$$\left( \sum_{l=1}^L \beta^R_{l+n} \right)^2 \leq \sum_{l=1}^L \beta^R_{l+n} + \sum_{l=1}^L \sum_{l' \neq l} \beta^R_{l+n} \beta^R_{l'+n}.$$

where the equality in (46) holds if and only if $\beta^R_{l+n} = \beta^R_{l+n}, \forall l, l' \in L$. Thus, with any given total reflected power, the SNR of the echo signals is maximized when $\beta^R_{l+n} = \beta^R_{l+n}, \forall l, l' \in L$.

APPENDIX C

PROOF OF PROPOSITION 1

Before proving Proposition 1, we first introduce a Lemma to facilitate the derivation of the closed-form SNR.

**Lemma 5:** Let $\sigma_M(x) = \frac{1}{2\pi} \int_{-a}^a g(x+u) F_M(u) du$, where $F_M(u) = \frac{1}{M} \left( \int_{-\infty}^{\infty} g(x-u) F_M(u) du \right)$ is a real valued, continuous function with period $2a$, $\sigma_M(x)$ converges uniformly to $g(x)$ when $M \to \infty$, i.e.,

$$\frac{1}{2a} \int_{-a}^a g(x+u) F_M(u) du \to g(x) \frac{1}{2a} \int_{-a}^a F_M(u) du = 0.$$  

**Proof:** The detailed proof can be referred to Theorem 3.6 in [37].

According to Lemma 5, we have $\lim_{M \to \infty} \frac{1}{2a} \int_{-a}^a g(x+u) \tilde{F}_M(u) du \to g(x)$, and thus, it follows that

$$\lim_{M \to \infty} \frac{1}{2a} \int_{-a}^a g(u) \tilde{F}_M(u) du \to g(0). \quad (48)$$

Furthermore, let $y = 2 \cos(\varphi_{n-1} - \varphi_n) - 2 \cos(\varphi_n)$, where $\varphi_{n-1} = \varphi_n + \omega_\varphi$ and $\omega_\varphi \in C \mathcal{N}(0, \sigma^2_\omega)$, then the probability density function (PDF) of $y$ is given in (49), as shown at the bottom of the next page. In (49), $G(\cdot)$ is the cumulative distribution function
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During the communication-only stage, all the signal will be refracted toward the direction of the device for communication improvement, i.e., $\beta^C,R = 0$ and $\beta^C,T = 1$. The proof is similar to that of Proposition 1, for which the details are omitted for brevity.

**APPENDIX E**

**PROOF OF THEOREM 1**

It is not difficult to verify that with any given $\eta$, $\bar{R}_n$ defined in (29) is concave about $\beta$. Similarly, with any given $\beta^R$, $\bar{R}_n$ is concave about $\eta$. Then, $\bar{R}$ can be given as a function w.r.t. $\eta$ and $\beta^R$, i.e.,

$$
\bar{R}(\eta, \beta^R) = \eta \log_2 \left(1 + C_1 (1 - \beta^R)\right) + (1 - \eta) \log_2 \left(1 + D_1 \sqrt{\eta \beta^R_k + D_2} (\eta \beta^R_k + D_3)\right),
$$

where $D_1 = C_1 \sqrt{\frac{\sigma_2^2}{\tilde{A}_\phi} \tilde{A}_\eta} \tilde{A}_{\beta^R}$, $D_2 = A_{\tilde{A}_\phi} \tilde{A}_{\eta} \tilde{A}_{\beta^R}$, and $D_3 = \tilde{A}_{\eta} \tilde{A}_{\beta^R}$. Then, the partial derivative of $\bar{R}(\eta, \beta^R)$ w.r.t. $\eta$ can be given by

$$
\frac{\partial \bar{R}(\eta, \beta^R)}{\partial \eta} = \log_2 \left(1 + C_1 (1 - \beta^R)\right) + \frac{D_1(1 - \eta)}{\sqrt{\eta \beta^R_k + D_2} (\eta \beta^R_k + D_3) \ln 2} \log_2 \left(1 + D_1 \sqrt{\eta \beta^R_k + D_2} (\eta \beta^R_k + D_3)\right) + \frac{D_1(1 - \eta) (2 \beta^R_k + D_2) (1 + D_1 \sqrt{\eta \beta^R_k + D_2} (\eta \beta^R_k + D_3) \ln 2)}{2 \sqrt{\eta \beta^R_k + D_2} (1 + D_1 \sqrt{\eta \beta^R_k + D_2} (\eta \beta^R_k + D_3)) \ln 2} \log_2 \left(1 + D_1 \sqrt{\eta \beta^R_k + D_2} (\eta \beta^R_k + D_3)\right).
$$

With any given $\beta^R$, if $\frac{\partial \bar{R}(\eta, \beta^R)}{\partial \eta}|_{\eta = 0} \leq 0$ always holds, we have $\bar{R}_n(\eta, \beta^R) \leq \bar{R}_n(0, \beta^R)$, and $\eta^* = 0$ at the optimal solution of (P3). In the following, it will be proved that $\frac{\partial \bar{R}_n(\eta, \beta^R)}{\partial \eta}|_{\eta = 0} \leq 0$ always holds if and only if $\frac{\sigma_2^2}{\tilde{A}_\phi} + \frac{\sigma_2^2}{\tilde{A}_\eta} \leq 2$. When $\eta = 0$, the partial derivative of $\bar{R}_n(\eta, \beta^R)$ w.r.t. $\eta$ is given by

$$
\frac{\partial \bar{R}_n(\eta, \beta^R)}{\partial \eta} \bigg|_{\eta = 0} = \log_2 \left(1 + C_1 (1 - \beta^R)\right) - \log_2 \left(1 + D_1 \sqrt{D_2} D_3\right) + \frac{D_1(1 - \eta) (2 \beta^R_k + D_2) (1 + D_1 \sqrt{\eta \beta^R_k + D_2} (\eta \beta^R_k + D_3) \ln 2)}{2 \sqrt{D_2} D_3 (1 + D_1 \sqrt{\eta \beta^R_k + D_2} (\eta \beta^R_k + D_3)) \ln 2} \log_2 \left(1 + D_1 \sqrt{\eta \beta^R_k + D_2} (\eta \beta^R_k + D_3)\right).$$

It can be verified that $g(\beta^R)$ is concave about $\beta^R$. If $g'(0) \leq 0$, $g(\beta^R) \leq g(0) = 0$, i.e., $\frac{\partial R(\eta, \beta^R)}{\partial \eta}|_{\eta = 0} \leq 0$ always holds, where $g'(\beta^R) = \frac{1}{\ln 2} \frac{C_1}{1 + C_1 (1 - \beta^R)} + \frac{D_1(1 - \eta)}{2 \sqrt{D_2} D_3 (1 + D_1 \sqrt{\eta \beta^R_k + D_2} (\eta \beta^R_k + D_3)) \ln 2} \log_2 \left(1 + D_1 \sqrt{\eta \beta^R_k + D_2} (\eta \beta^R_k + D_3)\right)$. Therefore, when $g'(0) = \frac{1}{\ln 2} \frac{C_1}{1 + C_1} + \frac{D_1(1 - \eta)}{2 \sqrt{D_2} D_3 (1 + D_1 \sqrt{\eta \beta^R_k + D_2} (\eta \beta^R_k + D_3)) \ln 2} \leq 0$, we have $\frac{\sigma_2^2}{\tilde{A}_\phi} + \frac{\sigma_2^2}{\tilde{A}_\eta} \leq 2$, and thus $\eta^* = 0$ at the optimal solution of (P3).
since \( \frac{\partial R(\eta, \beta^R)}{\partial \eta} |_{\eta=0} \leq 0 \) always hold in this case. Otherwise, there always exist \( \beta^R \) making \( g(\beta^R) > 0 \), i.e., \( \hat{R}(\eta, \beta^R) > \hat{R}(0, \beta^R) \) for \( \eta > 0 \). In this case, at the optimal solution of (P3), \( \eta^* > 0 \). Thus, the proof is completed.

**APPENDIX F**

**PROOF OF LEMMA 4**

Similar to the proof of Proposition 1, let \( y = \cos(\varphi_{k,n}) - \cos(\varphi_{j,n|n-1}) \). When \( M_t \to \infty \), it follows that

\[
\mathbb{E}_{\varphi_{j,n|n-1}} \left[ F_{M_t} \left( \cos(\varphi_{k,n}) - \cos(\varphi_{j,n|n-1}) \right) \right] = \int_{-1}^{1} \int_{-1}^{1} \left( F_{L_x}(y) F_{M_t}(y) F_{M_r}(y) P_{\epsilon}(y) \right) dy
data
\]}

\[
= \frac{1}{\sqrt{2\pi\sigma^2_{\varphi}}} \sum_{i=-\infty}^{\infty} \exp \left( \frac{(\varphi_{k,n} - \varphi_{j,n|n-1})^2}{2\sigma^2_{\varphi}} \right)
\]}

and thus completes the proof.

**APPENDIX G**

**PROOF OF PROPOSITION 4**

Before proving Proposition 4, we first introduce a Lemma to facilitate its derivation.

**Lemma 6:** When the maximum transmit power \( P_{\max} \) is larger than a saturation point, the optimal communication of (P4) will not increase when \( P_{\max} \) increases.

**Proof:** First, it can be readily proved that the optimal achievable rate is a non-decreasing function about \( P_{\max} \), since the optimal solution under \( P_{\max} \) always satisfies all the constraints of (P4) under \( P_{\max} + \Delta P \) with \( \Delta P > 0 \). When the transmit power is sufficiently large, (P4) is equivalent to (P4.2) since the noise is negligible. Without loss of generality, the saturation value of the transmit power is denoted by \( P_{\max} \) when \( P_{\max} \) is equivalent to (P4.2). Under a given transmit power \( P_{\max} > P_{\max} \), the optimal solution of (P4) is denoted by \( \{ p^{S_kC_s}, p^{C_s}, \beta^{R_k}, \eta^* \} \). With another transmit power \( \rho P_{\max} \) larger than the saturation point, where \( \rho \leq 1 \), we can construct another solution \( \{ p^{S_kC_s}, p^{C_s}, \beta^{R_k}, \eta^* \} \), the corresponding SIR in (38) and (39) is equal to that of the solution \( \{ p^{S_kC_s}, p^{C_s}, \beta^{R_k}, \eta^* \} \). Thus, when the maximum transmit power \( P_{\max} \) is larger than a saturation point, the optimal communication of (P4) will not increase when \( P_{\max} \) increases.

Under the high transmit power region, \( \eta \tilde{R}_{k,n|k}^{S_kC_s} + (1-\eta) \tilde{R}_{k,n}^{C_s} \leq \tilde{R}_{k,n}^{C_s} \) due to \( \tilde{R}_{k,n|k}^{S_kC_s} \leq \tilde{R}_{k,n}^{C_s} \). Then, we further find the upper bound of \( \max_k \tilde{R}_{k,n}^{C_s} \). It can be readily proved that, at the optimal solution of \( \max_k \tilde{R}_{k,n}^{C_s} \), the optimal SIR of each communication device is equal, i.e., \( \gamma^*_k = \gamma^*_j \). Then, it follows that

\[
\frac{\sum_{j \neq k} P_{f,k,j}^{C} \tilde{R}_{k,n}^{C_s}}{ \sum_{k=1}^{K} \sum_{j \neq k} P_{f,k,j}^{C} \tilde{R}_{k,n}^{C_s} } , \forall k \in K, \tag{56}
\]}

and

\[
\sum_{k=1}^{K} P_{f,j}^{C} = P_{\max}^{C} . \tag{57}
\]}

Then, the optimal solution of \( \max_k \tilde{R}_{k,n}^{C_s} \) is given by

\[
\hat{R} = \log_2 \left( 1 + \frac{p_{\max}^{C} M_t}{\sum_{k=1}^{K} \sum_{j \neq k} P_{f,k,j}^{C} \cos(\varphi_{k,n}), \cos(\varphi_{j,n})} \right), \tag{58}
\]}

where \( P_{f,j}^{C} \) is obtained by solving the equations in (56). Then, we have

\[
\frac{\sum_{k=1}^{K} \sum_{j \neq k} P_{f,k,j}^{C} \tilde{R}_{k,n}^{C_s} \cos(\varphi_{k,n}), \cos(\varphi_{j,n})}{\sum_{k=1}^{K} \sum_{j \neq k} P_{f,k,j}^{C} \tilde{R}_{k,n}^{C_s} } \leq \min_k \tilde{R}_{k,n}^{C_s} \cos(\varphi_{k,n}), \cos(\varphi_{j,n}) \sum_{k=1}^{K} P_{f,k,j}^{C} \]

\[
= \min_k \tilde{R}_{k,n}^{C_s} \cos(\varphi_{k,n}), \cos(\varphi_{j,n}) \sum_{k=1}^{K} P_{f,k,j}^{C} \tilde{R}_{k,n}^{C_s} \]

and thus completes the proof.

**REFERENCES**

[1] S. Gyawali, S. Xu, Y. Qian, and R. Q. Hu, “Challenges and solutions for cellular based V2X communications,” *IEEE Commun. Surv. Tutor.*, vol. 23, no. 1, pp. 225–255, Firstquarter 2021.

[2] K. Abboud, H. A. Omar, and W. Zhuang, “Interworking of DSRC and cellular network technologies for V2X communications: A survey,” *IEEE Trans. Veh. Technol.*, vol. 65, no. 12, pp. 9457–9470, Dec. 2016.

[3] S. Huang, M. Zhang, Y. Gao, and Z. Feng, “MIMO radar aided mmWave time-varying channel estimation in MU-MIMO V2X communications,” *IEEE Trans. Wireless Commun.*, vol. 20, no. 11, pp. 7581–7594, Nov. 2021.

[4] W. Yuan, F. Liu, C. Masoursou, J. Yuan, D. W. K. Ng, and N. González-Prelcic, “Bayesian predictive beamforming for vehicular networks: A low-overhead joint radar-communication approach,” *IEEE Trans. Wireless Commun.*, vol. 20, no. 3, pp. 1442–1456, Mar. 2021.

[5] W. Liu et al., “Design a novel target to improve positioning accuracy of autonomous vehicular navigation system in GPS denied environments,” *IEEE Trans. Ind. Inform.*, vol. 17, no. 11, pp. 7575–7588, Nov. 2021.

[6] J. A. Zhang et al., “An overview of signal processing techniques for joint communication and radar sensing,” *IEEE J. Sel. Top. Signal Process.*, vol. 15, no. 6, pp. 1295–1315, Nov. 2021.

[7] A. R. Chiriyath, B. Paul, and D. W. Bliss, “Radar-communications convergence: Coexistence, cooperation, and co-design,” *IEEE Trans. Cognt. Commun. Netw.*, vol. 3, no. 1, pp. 1–12, Mar. 2017.

[8] Y. Cui, F. Liu, X. Jing, and J. Mu, “Integrating sensing and communications for ubiquitous IoT: Applications, trends, and challenges,” *IEEE Netw.*, vol. 35, no. 5, pp. 158–167, Sep./Oct. 2021.

[9] Ericsson, “A research outlook towards 6G,” White Paper, Jan. 2021.

[10] W. Yuan, Z. Wei, S. Li, J. Yuan, and D. W. K. Ng, “Integrated sensing and communication-assisted orthogonal time frequency space transmission for vehicular networks,” *IEEE J. Sel. Top. Signal Process.*, vol. 15, no. 6, pp. 1515–1528, Nov. 2021.

[11] K. Meng, Q. Wu, S. Ma, W. Chen, K. Wang, and J. Li, “Throughput maximization for UAV-enabled integrated periodic sensing and communication,” *IEEE Trans. Wireless Commun.*, vol. 22, no. 1, pp. 671–687, Jan. 2023.

[12] P. Ren, A. Munari, and M. Petrova, “Performance tradeoffs of joint radar-communication networks,” *IEEE Wireless Commun. Lett.*, vol. 8, no. 1, pp. 165–168, Feb. 2019.
IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 73, NO. 1, JANUARY 2024

[13] N. C. Luong, X. Lu, D. T. Hoang, D. Niyato, and D. I. Kim, “Radio resource management in joint radar and communication: A comprehensive survey,” IEEE Commun. Surv. Tut., vol. 23, no. 2, pp. 780–814, Secondquarter 2021.

[14] W. Liu, T. Huang, N. Shlezinger, Y. Liu, J. Zhou, and Y. C. Eldar, “Joint transmit beamforming for multiuser MIMO communications and MIMO radar,” IEEE Trans. Signal Process., vol. 68, pp. 3929–3944, 2020.

[15] B. Liu, J. Liu, and N. Kato, “Optimal beamformer design for millimeter wave dual-functional radar-communication based V2X systems,” IEEE J. Sel. Areas Commun., vol. 40, no. 10, pp. 2980–2993, Oct. 2022.

[16] F. Liu, W. Yuan, C. Masouros, and J. Yuan, “Radar-aided predictive beamforming for vehicular links: Communication served by sensing,” IEEE Trans. Wireless Commun., vol. 19, no. 11, pp. 7704–7719, Nov. 2020.

[17] Z. Du, F. Liu, W. Yuan, C. Masouros, Z. Zhang, and G. Caire, “Integrated sensing and communications for V2I networks: Dynamic predictive beamforming for extended vehicle targets,” IEEE Trans. Commun., vol. 22, no. 6, pp. 3612–3627, Jun. 2023.

[18] B. Zheng, C. You, W. Mei, and R. Zhang, “A survey on channel estimation and practical passive beamforming design for intelligent reflecting surface aided wireless communications,” IEEE Commun. Surv. Tut., vol. 24, no. 2, pp. 1035–1071, Secondquarter 2022.

[19] G. Chen, Q. Wu, C. He, W. Chen, J. Tang, and S. Jin, “Active IRS aided multiple access for energy-constrained IoT systems,” IEEE Trans. Wireless Commun., vol. 22, no. 3, pp. 1677–1694, Mar. 2023.

[20] Q. Wu and R. Zhang, “Beamforming optimization for wireless network aided by intelligent reflecting surface with discrete phase shifts,” IEEE Trans. Commun., vol. 68, no. 3, pp. 1838–1851, Mar. 2019.

[21] M. Hua, Q. Wu, D. W. K. Ng, J. Zhao, and L. Yang, “Intelligent reflecting surface-augmented joint processing coordinated multi-point transmission,” IEEE Trans. Commun., vol. 69, no. 3, pp. 1650–1665, Mar. 2021.

[22] J. Xu et al., “Simultaneously transmitting and reflecting intelligent omni-surfaces: Modeling and implementation,” IEEE Veh. Technol. Mag., vol. 17, no. 2, pp. 46–54, Jun. 2022.

[23] Z. Huang, B. Zheng, and R. Zhang, “Transforming fading channel from fast to slow: Intelligent refracting surface aided high-gain communication,” IEEE Trans. Wireless Commun., vol. 21, no. 7, pp. 4989–5003, Jul. 2022.

[24] X. Mu et al., “Simultaneously transmitting and reflecting (STAR) RIS aided wireless communications,” IEEE Trans. Wireless Commun., vol. 21, no. 5, pp. 3083–3098, May 2022.

[25] L. Zhang et al., “Transmission-reflection-integrated multifunctional coding metasurface for full-space controls of electromagnetic waves,” Adv. Funct. Mater., vol. 28, no. 33, 2018, Art. no. 1802205.

[26] C. Xu et al., “Channel estimation for reconfigurable intelligent surface assisted high-mobility wireless systems,” IEEE Trans. Veh. Technol., vol. 72, no. 1, pp. 718–734, Jan. 2023.

[27] S. Jayaprakasam, X. Ma, J. W. Choi, and S. Jin, “Robust beam-tracking for mmWave mobile communications,” IEEE Commun. Lett., vol. 21, no. 12, pp. 2654–2657, Dec. 2017.

[28] B. Zheng, C. You, and R. Zhang, “Intelligent reflecting surface assisted multi-user OFDMA: Channel estimation and training design,” IEEE Trans. Wireless Commun., vol. 19, no. 12, pp. 8315–8329, Dec. 2020.

[29] F. Yang, R. Deng, S. Xu, and M. Li, “Design and experiment of a near-zero-thickness high-gain transmit-reflect-array antenna using anisotropic meta-surface,” IEEE Trans. Antennas Propag., vol. 66, no. 6, pp. 2853–2861, Jun. 2018.

[30] T. Cai et al., “High-efficiency and full-space manipulation of electromagnetic wave fronts with metasurfaces,” Phys. Rev. Appl., vol. 8, no. 3, 2017, Art. no. 034033.

[31] L. Biao, Q. Ma, R. Y. Wu, X. Fu, J. Wu, and T. J. Cui, “Programmable reflection–transmission shared-aperture metasurface for real-time control of electromagnetic waves in full space,” Adv. Sci., vol. 8, no. 15, 2021, Art. no. 2100149.

[32] Z. Wang, X. Ma, Y. Liu, and R. Schober, “Coupled phase-shift STAR-RIS: A general optimization framework,” IEEE Wireless Commun. Lett., vol. 12, no. 2, pp. 207–211, Feb. 2023.

[33] J. Li and R. Compton, “Maximum likelihood angle estimation for signals with known waveforms,” IEEE Trans. Signal Process., vol. 41, no. 9, pp. 2850–2862, Sep. 1993.

[34] R. Schmidt, “Multiple emitter location and signal parameter estimation,” IEEE Trans. Antennas Propag., vol. 34, no. 3, pp. 276–280, Mar. 1986.

[35] A. Liu et al., “A survey on fundamental limits of integrated sensing and communication,” IEEE Commun. Surv. Tut., vol. 24, no. 2, pp. 994–1034, Secondquarter 2022.

[36] R. Alicieiv, T. Hehn, A. Kwocek, and T. Kürner, “Predictive communication and its application to vehicular environments: Doppler-shift compensation,” IEEE Trans. Veh. Technol., vol. 67, no. 8, pp. 7380–7393, Aug. 2018.

[37] B. Rust, “Convergence of Fourier series,” Univ. Chicago REU, Chicago, Illinois, 2013.

[38] Q. Wu and R. Zhang, “Intelligent reflecting surface enhanced wireless network via joint active and passive beamforming,” IEEE Trans. Wireless Commun., vol. 18, no. 11, pp. 5394–5409, Nov. 2019.

[39] R. M. Corless, G. H. Gonnet, D. E. Hare, D. J. Jeffrey, and D. E. Knuth, “On the LambertW function,” Adv. Comput. Math., vol. 5, no. 1, pp. 329–396, 1996.

[40] Q. Wu, Y. Zeng, and R. Zhang, “Joint trajectory and communication design for multi-UAV enabled wireless networks,” IEEE Trans. Wireless Commun., vol. 18, no. 2, pp. 1376–1389, Feb. 2019.

[41] H. Q. Ngo, Massive MIMO: Fundamentals and System Designs, vol. 1642. Linkping, Sweden: Linköping Electronic Press, 2015.

[42] S. Boyd, S. P. Boyd, and L. Vandenberghe, Convex Optimization. Cambridge, U.K.: Cambridge Univ. Press, 2004.

Kaitao Meng (Member, IEEE) received the B.E. and Ph.D degrees from the School of Electronic Information, Wuhan University, Wuhan, China, in 2016 and 2021, respectively. From 2021 to 2023, he was a Postdoctoral Researcher with the State Key Laboratory of Internet of Things for Smart City, University of Macau, Macau, China. He is currently a Marie Sklodowska-Curie Actions (MSCA) Postdoctoral Fellow with the Department of Electronic and Electrical Engineering, University College London, London, U.K. His current research interests mainly include integrated sensing and communication, cooperative sensing, intelligent surfaces, and multi-UAV collaboration.

Qingwu Wu (Senior Member, IEEE) is currently an Associate Professor with Shanghai Jiao Tong University, Shanghai, China. He has coauthored more than 100 IEEE journal papers with 30 ESI highly cited papers and nine ESI hot papers, which have received more than 20000 Google citations. His current research interests include intelligent reflecting surface (IRS), unmanned aerial vehicle (UAV) communications, and MIMO transceiver design. He has listed as the Clarivate ESI Highly Cited Researcher in 2022 and 2021, the Most Influential Scholar Award in AI-2000 by Aminer in 2021 and World’s Top 2% Scientist by Stanford University in 2020 and 2021. He was the recipient of the IEEE Communications Society Fred Ellersick Prize, IEEE Best Tutorial Paper Award in 2023, Asia-Pacific Best Young Researcher Award and Outstanding Paper Award in 2022, Young Author Best Paper Award in 2021, the Outstanding Ph.D. Thesis Award of China Institute of Communications in 2017, the IEEE ICC C Best Paper Award in 2021, and IEEE WCSP Best Paper Award in 2015. He was the Exemplary Editor of IEEE COMMUNICATIONS LETTERS in 2019 and the Exemplary Reviewer of several IEEE journals. He is an Associate Editor for IEEE TRANSACTIONS ON COMMUNICATIONS, IEEE COMMUNICATIONS LETTERS, and IEEE WIRELESS COMMUNICATIONS LETTERS. He is the Lead Guest Editor for IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS. He is the workshop Co-Chair for IEEE ICC 2019–2023 and IEEE GLOBECOM 2020. He is the Workshops and Symposia Officer of Reconfigurable Intelligent Surfaces Emerging Technology Initiative and Research Blog Officer of Aerial Communications Emerging Technology Initiative. He is the IEEE Communications Society Young Professional Chair in Asia Pacific Region.
Wen Chen (Senior Member, IEEE) is currently a tenured Professor with the Department of Electronic Engineering, Shanghai Jiao Tong University, Shanghai, China, where he is the Director of Broadband Access Network Laboratory. He has authored or coauthored more than 130 papers in IEEE journals and more than 120 papers in IEEE Conferences, with citations more than 9000 in google scholar. His research interests include multiple access, wireless AI and meta-surface communications. He is a Fellow of Chinese Institute of Electronics and the distinguished lecturers of IEEE Communications Society and IEEE Vehicular Technology Society. He is the Shanghai Chapter Chair of IEEE Vehicular Technology Society, Editors of IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, IEEE TRANSACTIONS ON COMMUNICATIONS, IEEE ACCESS, and IEEE OPEN JOURNAL OF VEHICULAR TECHNOLOGY.

Deshi Li received the Ph.D. degree in computer application technology from Wuhan University, Wuhan, China, in 2001. He was a Visiting Scholar with the Network Laboratory, University of California at Davis, Davis, CA, USA. He is currently a Professor with the Electronic Information School, Wuhan University. He is also the Associate Chief Scientist in space communication area of the Collaborative Innovation Center of Geospatial Technology. He has authored or coauthored more than 100 research articles. His research interests include wireless communications, Internet of Things, intelligence systems, and SOC design. His recent research projects include the National Science and Technology Major Project of China (973 Program), the National High Technology Program of China (863 Program), and the National Natural Science Foundation of China (NSFC). Prof. Li is a member for the Internet of Things Expert Committee and a member for the Education Committee of Chinese Institute of Electronics. He is an Executive Trustee Member of the China Cloud System Pioneer Strategic Alliance. He is a reviewer for many international academic journals and an Expert Evaluator of the Ministry of Science and Technology of China, Ministry of Education of China, and NSF China.