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Abstract
We discuss approximations of the relative limit densities of descendants in Galton–Watson processes that follow from the Karlin–McGregor near-constancy phenomena. These approximations are based on the fast exponentially decaying Fourier coefficients of Karlin–McGregor functions and the binomial coefficients. The approximations are sufficiently simple and show good agreement between approximate and exact values, which is demonstrated by several numerical examples.
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1 Introduction
The near-constancy phenomenon indicates that the tail of limit distributions of simple branching processes has a power-law asymptotic perturbed by extremely small oscillations. This phenomenon has a long history starting from the works [1, 2] and then continues to be actively studied in [3–5]. Note also interesting and important applications in physics and biology, see [6–8]. Most of the research is devoted to the martingale limit, see, e.g. [9], for branching processes, which represents a continuous function of a real argument. For this function, the power-law asymptotic multiplied by some multiplicatively periodic factor is proven. In our research, we focus on Taylor coefficients of another limit distribution, which satisfies some Schröder functional equation. The analysis of the asymptotic of the power-series coefficients of solutions of functional equations is difficult and may strongly depend on the functional equation itself, see [10–13]. For a sufficiently general type of Schröder functional equations, we provide an approximation formula for the Taylor coefficients of the solutions of these equations. The approximation formula is based on special binomial coefficients, from the asymptotic of which one may extract the leading power-law term and periodic oscillations with small amplitudes. There are two main differences between this study and other similar
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ones: (1) we derive a complete asymptotic; (2) all the procedures are implemented numerically.

The Galton–Watson process is defined by

\[ X_{t+1} = \sum_{j=1}^{X_t} \xi_{j,t}, \quad X_0 = 1, \quad t \in \mathbb{N} \cup \{0\}, \tag{1} \]

where all \( \xi_{j,t} \) are independent and identically-distributed natural number-valued random variables with the probability generating function

\[ P(z) := E[z^\xi] = p_0 + p_1 z + p_2 z^2 + p_3 z^3 + \ldots. \tag{2} \]

It is well known, see [14], that

\[ E[z^{X_t}] = \underbrace{P \circ \ldots \circ P}_{t}(z), \quad t \in \mathbb{N}. \tag{3} \]

For simplicity, let us assume that \( P \) is a polynomial of degree \( N \geq 2 \), which is commonly the case in practice. Another assumption is \( p_0 = 0 \) and \( p_1 \neq 0 \). To avoid complications due to periodicity, we assume also the existence of \( k \) such that \( p_k p_{k+1} \neq 0 \), see Remark at the end of this Section. Note that the case \( p_0 \neq 0 \) can usually be reduced to the (supercritical) case \( p_0 = 0 \) with the help of Harris-Sevastyanov transformation, see [15]. The so-called Böttcher case \( p_0 = p_1 = 0 \) is completely different. Both cases are discussed in the final Remark of Sect. 3.

Under the assumptions \( p_0 = 0 \) and \( 0 < p_1 < 1 \), we can define

\[ \Phi(z) = \lim_{t \to \infty} p_1^{-t} \underbrace{P \circ \ldots \circ P}_{t}(z), \tag{4} \]

which is analytic at least for \( |z| < 1 \). In fact, \( \Phi(z) \) is analytic inside an open component of the filled Julia set for \( P(z) \) containing the ball \( B_1 := \{z \in \mathbb{C} : |z| < 1\} \), since \( |P(z)| < |z| \) for \( z \in B_1 \). Recall that the points \( z \in \mathbb{C} \) with the bounded orbits \( \{P \circ \ldots \circ P(z)\}_{t \geq 0} \) form the filled Julia set. The boundary of the filled Julia set is called the Julia set. Various properties and precise definitions of the objects related to holomorphic dynamics are available in a nice introductory book [16].

The function \( \Phi \) satisfies the Scröder-type functional equation

\[ \Phi(P(z)) = p_1 \Phi(z), \quad \Phi(0) = 0, \quad \Phi'(0) = 1. \tag{5} \]

Due to (2)–(4), the Taylor coefficients \( \varphi_n \) of

\[ \Phi(z) = z + \varphi_2 z^2 + \varphi_3 z^3 + \ldots \tag{6} \]

describe the relative limit densities of the number of descendants

\[ \varphi_n = \lim_{t \to +\infty} \frac{P[Z_t = n]}{P[Z_t = 1]}. \tag{7} \]

Our goal is to find simple approximations of \( \varphi_n \). The first moment

\[ E := P'(1) = \sum_{j=1}^{N} j p_j \tag{8} \]
satisfies $E > 1$, since $\sum_{j=1}^{N} p_j = 1$ and $0 < p_1 < 1$. Thus, we can define

$$\Psi(z) = \lim_{t \to \infty} E^t (1 - P^{-1} \circ \cdots \circ P^{-1}(z)), \quad (9)$$

which is analytic in some neighborhood of $z = 1$. In fact, it is not difficult to show that $\Psi$ is analytic on $(0, 1)$, including its neighborhood, since $P$ is strictly monotonic on this interval and $P(0) = 0$, $P(1) = 1$. The function $\Psi$ also satisfies the Schröder-type functional equation

$$\Psi(P(z)) = E \Psi(z), \quad \Psi(1) = 0, \quad \Psi'(1) = -1. \quad (10)$$

Everything is ready to define

$$\Theta(z) = \Phi(z) \Psi(z) \frac{-\ln p_1}{\ln E}, \quad (11)$$

which is analytic on $(0, 1)$. Moreover, it satisfies the functional equation

$$\Theta(P(z)) = \Theta(z), \quad (12)$$

see (5), (10), and (11). The “polynomially” periodic function $\Theta$ can be considered as some precursor of the multiplicatively periodic Karlin–McGregor function $K(z) = \Theta(\Psi^{-1}(z))$, see (10) and (12). The function $\Psi^{-1}$ can be defined as

$$\Pi(z) := \Psi^{-1}(z) = \lim_{t \to +\infty} P \circ \cdots \circ P (1 - E^{-t} z), \quad (13)$$

see (9). The function $\Pi(z)$ is an entire function satisfying the Poincaré-type functional equation

$$P(\Pi(z)) = \Pi(Ez), \quad \Pi(0) = 1, \quad \Pi'(0) = -1. \quad (14)$$

The next step is to introduce

$$K^*(z) := K(Ez) = \Theta(\Pi(Ez)) = \Phi(\Pi(Ez)) p_1^{-z}, \quad (15)$$

which is an 1-periodic function defined on some strip $\{ z : |\Im z| < \vartheta^* \}$ with $\vartheta^* > 0$. Thus, we have the Fourier series

$$K^*(z) = \sum_{m=-\infty}^{+\infty} \theta_m e^{2\pi i m z}, \quad |\Im z| < \vartheta^* \quad (16)$$

with the exponentially rapidly decreasing coefficients $\theta_m = \overline{\theta_{-m}}$. We denote $i = \sqrt{-1}$. Using the definitions $\Psi^{-1} = \Pi$ and (15), along with (16) we obtain

$$\Theta(z) = \sum_{m=-\infty}^{+\infty} \theta_m \Psi(z) \frac{2\pi i m z}{\ln E}, \quad (17)$$

which with (11) leads to

$$\Phi(z) = \sum_{m=-\infty}^{+\infty} \theta_m \Psi(z) \frac{2\pi i m + \ln p_1}{\ln E}. \quad (18)$$
There are two main ideas: (1) the amplitudes of oscillations $\theta_m$ are usually extremely small; (2) $z = 1$ is a unique singular point for $\Phi(z)$ on the unit circle, see Remark at the end of this Section. Thus, we can take few terms to obtain a good approximation

$$\Phi(z) \approx \sum_{m=-M}^{M} \theta_m \Psi(z) \frac{2\pi im + \ln p_1}{\ln E}.$$  

(19)

After that, we substitute the expansion of $\Psi(z)$ near $z = 1$, see (9) and (10),

$$\Psi(z) = 1 - z + O((1 - z)^2) \quad \text{or} \quad \Psi(z) = 1 - z + \frac{P''(1)}{2(E^2 - E)}(1 - z)^2 + \ldots + O((1 - z)^R)$$

(20)

into (19) to obtain

$$\Phi(z) \approx \sum_{m=-M}^{M} \theta_m (1 - z + \ldots) \frac{2\pi im + \ln p_1}{\ln E}.$$  

(21)

In comparison to the computations of $\phi_n$, the Taylor coefficients of RHS in (21) can be computed easily. For example, if we take the first approximation in (20) only, then (21) becomes

$$\Phi(z) \approx \sum_{m=-M}^{M} \theta_m (1 - z) \frac{2\pi im + \ln p_1}{\ln E} = \sum_{n=0}^{+\infty} z^n \sum_{m=-M}^{M} (-1)^n \left( \frac{2\pi im + \ln p_1}{\ln E} \right) \theta_m,$$

(22)

which gives an approximation

$$\phi_n \approx \phi_n^M := (-1)^n \sum_{m=-M}^{M} \left( \frac{2\pi im + \ln p_1}{\ln E} \right) \theta_m,$$

(23)

where the generalized binomial coefficients

$$\binom{k}{n} = \frac{k(k - 1)(k - 2)\ldots(k - n + 1)}{n!}, \quad n \geq 1$$

(24)

are Taylor coefficients of $(1 + z)^k$ for arbitrary $k$. Using the asymptotic

$$\binom{k}{n} \approx \frac{(-1)^n}{\Gamma(-k)n^{k+1}}, \quad n \to +\infty,$$

(25)

and the Stirling approximation

$$\Gamma(-k) \approx C_m e^{-\frac{\pi^2|m|}{\ln E} - \frac{\ln p_1}{\ln E} - \frac{1}{2}}$$

(26)

for some bounded constants $C_m$, and $k = \frac{2\pi im + \ln p_1}{\ln E}$, see (23), with $m \to \infty$, we obtain the approximation

$$(-1)^n \left( \frac{2\pi im + \ln p_1}{\ln E} \right) \theta_m \approx C_m^{-1} \theta_m e^{\frac{\pi^2|m|}{\ln E} + \frac{\ln p_1}{\ln E} + \frac{1}{2}n - k - 1},$$

(27)

for large $n$ and $m$. While this approximation is very rough and we do not use it directly, it allows us to estimate the possible order of growths of terms in (23). Below, we discuss some other details related to (27).
Remark on exponential decaying \( \theta_m \). If \( z = x + iy \) for \( x \to -\infty \) and \( y \in \mathbb{R} \), then 
\[
\Pi(E^z) = 1 - E^x e^{iy \ln E} + o(E^x),
\]
since \( \Pi(0) = 1 \) and \( \Pi'(0) = -1 \). Thus, 
\[
K^*(z) = \Phi(1 - E^x e^{iy \ln E} + o(E^x)) p_1^{-x-iy}. \tag{28}
\]

As is mentioned above, the function \( \Phi \) is defined in the open filled Julia set for the polynomial \( P \) which contains the unit ball. Hence, the maximal \( y \) for which \( K^*(z) \) is defined is at least \( \frac{\pi}{2 \ln E} \) for \( x \to -\infty \), see (28), since the unit circle intersects real axis at the angle \( \frac{\pi}{2} \). Thus, the maximal width of the strip where the 1-periodic function \( K^* \) is defined satisfies \( 2\vartheta^* \geq \frac{\pi}{2 \ln E} \). Moreover, at the edges of the smaller strip with the width of \( \frac{\pi}{2 \ln E} \), the function \( K^* \) is bounded by some value \( C_P \), since the open filled Julia set for the polynomial \( P \) contains a segment of the line \( \{1 + iy, \ y \in \mathbb{R} \} \) located near \( z = 1 \), except this unique point \( z = 1 \). For instance, this can be verified by applying the polynomial \( P \) iteratively to the points of this segment. For small \( y \), each next iteration decreases the real part of the points 
\[
P(1 + iy) = 1 + Eiy - \frac{P''(1)}{2} y^2 + O(y^3), \tag{29}
\]
and at some step the points are inside the unit ball. The modified Karlin-McGregor function 
\[
K^*\left(\frac{\ln z}{2\pi i}\right) = \sum_{m=-\infty}^{+\infty} \vartheta_m z^m \tag{30}
\]
is analytic in the ring \( \{z : e^{-2\pi \vartheta^*} < |z| < e^{2\pi \vartheta^*}\} \). Using \( \vartheta^* > \frac{\pi}{2 \ln E} \) and applying Cauchy estimates for this smaller ring we obtain 
\[
|\vartheta_m| \leq C_P e^{-|m|\frac{\pi}{2 \ln E}}, \quad m \in \mathbb{Z}, \tag{31}
\]
which shows rapid exponential decaying of \( \vartheta_m \). Unfortunately, the binomial factor in (23) may compensate this exponential decaying, see (27). However, the factor \( |m|\frac{\ln p_1}{\ln E} + \frac{1}{2} \) in (27) and, especially, the exact value of \( \vartheta^* \), which is often greater than \( \frac{\pi}{2 \ln E} \), allow us to hope for a very rapid decrease of terms in (23). (Note that (23) converges anyway, see (28) below.) As an example, we draw the Julia set for the polynomial \( P(z) = 0.1z + 0.5z^2 + 0.4z^3 \), see Fig. 1, where the so-called “critical angle” is strictly less than \( \pi \), which leads to \( \vartheta^* > \frac{\pi}{2 \ln E} \), see the explanations above (29). The “critical angle” is the minimal angle in the neighborhood of 1, the exterior of which asymptotically belongs to the filled Julia set when the radius tends to 0.

For practical implementations, it is useful to compute Fourier coefficients of \( K^*(x - \frac{i\pi}{2 \ln E}) \) instead of \( K^*(x) \), because they contain already the exponential factor \( e^{\frac{m x}{\ln E}} \). After that, \( e^{\frac{m x}{\ln E}} \) should be subtracted from \( \ln \left( \frac{2\pi \ln m + \ln p_1}{\ln E} \right) \) before taking the exponent. This procedure leads to stable and accurate computations of the terms in (23) for positive \( m \). It is not necessary to compute the terms with negative \( m \), since they are conjugations of “positive” ones. We actively use this trick for the computations in the examples Section.

Remark on computation of \( \vartheta_m \) Approximations (19)-(23) are based on the computation of \( \vartheta_m, \ m \in \mathbb{Z} \), or also \( e^{\frac{m x}{\ln E}} \vartheta_m, \ m \in \mathbb{N} \). Thus we should compute \( K^*(z) \), since it is periodic and 
\[
\vartheta_m = \int_0^1 K^*(x)e^{-2\pi imx} \text{ or } e^{\frac{m x}{\ln E}} \vartheta_m = \int_0^1 K^*(x - \frac{i\pi}{2 \ln E}) e^{-2\pi imx} dx. \tag{32}
\]
Fig. 1 Julia set for the polynomial $P(z) = 0.1z + 0.5z^2 + 0.4z^3$. It is the boundary of the open filled Julia set, which is the domain of definition for the analytic function $\Phi$, see (4) and (5). The unit ball belongs to the filled Julia set. The critical angle $\vartheta^* = 2(\pi - \vartheta^* \ln E)$ is computed approximately.

In the end, the calculation of $K^*(z) = \Phi(\Pi(E^z))p_1^{-z}$ is reduced to the calculation of $\Phi$ and $\Pi$, see (15). Recall that

$$P(z) = p_1z + p_2z^2 + \cdots + p_Nz^N, \quad 0 < p_1 < 1,$$

see below (2). By induction, let us define

$$\Phi_0(z) = z, \quad \Phi_{t+1}(z) = p_1^{t-1} \Phi_t(z) = p_1^{t-1} p_1^{-1} P(\Phi_t(z))$$

$$= \Phi_t(z) + \sum_{j=2}^N p_j p_1^{(j-1)t-1} P(\Phi_t(z))^j,$$

see (34). The recurrence formula (35) provides an exponentially fast convergence $\Phi_t(z) \to \Phi(z)$, since $p_1^{(j-1)t-1} \to 0$ for $t \to +\infty$ exponentially fast when $j \geq 2$.

To compute $\Pi(z)$, we rewrite (34) as

$$P(z) = 1 - E(1 - z) + q_2(1 - z)^2 + \cdots + q_N(1 - z)^N,$$

see (8). By induction, let us define

$$\Pi_0(z) = z, \quad \Pi_{t+1}(z) = P \circ \cdots \circ P(1 - E^{-t-1}z) = P \circ \cdots \circ P\left(P(1 - E^{-t-1}z)\right)$$

$$= P \circ \cdots \circ P(1 - E^{-t}(z - \sum_{j=2}^N q_j E^{-(j-1)t-j} z^j))$$

$$= \Pi_t(z - \sum_{j=2}^N q_j E^{-(j-1)t-j} z^j).$$
The type of the recurrence formula (37) differs from that of (35), but (37) also provides the exponentially fast convergence \( \Pi_t(z) \to \Pi(z) \) for \( t \to +\infty \), since \( E^{-(j-1)t-j} \to 0 \) for \( t \to +\infty \) exponentially fast when \( j \geq 2 \). In the examples below, we use numerical procedures based on (35) and (37).

**Remark on the approximations** For fixed \( n \), the series (23) and (42) converge when \( M \to +\infty \), since \( \theta_m \) decay exponentially fast, while the binomial coefficients are polynomials of \( m \), see (24). Using (16) and (23), one can express the best among \( \{ \tilde{\phi}_n^M \}_{M \geq 0} \) approximation \( \tilde{\phi}_n^\infty \) through the derivatives of \( K^* \), namely

\[
\tilde{\phi}_n^\infty = (-1)^n \left( \frac{\frac{p_1}{\ln E} + \ln p_1}{n} \right) K^*(z)|_{z=0}, \quad (38)
\]

since the derivative of \( K^* \) leads to the multiplication of each coefficient \( \theta_m \) by \( 2\pi i m \).

**Remark on the periodicity** It is necessary to take into account the well known fact that, in some cases, we should be careful using the approximations. For example, if all \( p_{2n} = 0 \), then all \( \phi_{2n} = 0 \) as well. In such cases, the approximation procedure (19)-(23) should be modified. The modification is not very difficult. One of the options is to take into account all the singularities of \( \Phi(z) \) on the unit circle, not only \( z = 1 \). These singularities coincide with the intersections of the Julia set with the unit circle. Suppose that \( p_k p_{k+1} \neq 0 \) for some \( k \). If \( |z| = 1 \) and \( z \neq 1 \), then

\[
|P(z)| \leq |p_1 z + \ldots + p_{k-1} z^{k-1} + p_k z^k + p_{k+1} z^{k+1}| + |p_{k+2} z^{k+2} + \ldots + p_N z^N|
\]

\[
\leq p_1 + \ldots + p_{k-1} + |p_k + z p_{k+1}| + p_{k+2} + \ldots + p_N
\]

\[
= 1 - p_k - p_{k+1} + |p_k + z p_{k+1}|
\]

< 1,

and, hence, there are no points of the Julia set belonging to the unit circle except one unique \( z = 1 \). Thus, this unique point is the only singularity of \( \Phi(z) \) in the closed unit ball. The same arguments lead to the inequality \( |P(z)| < |z| \) for \( |z| \leq 1 \) and \( z \neq 1 \), which means that \( z = 0 \) is the unique attractor for \( P \) in the unit ball.

We now move on to examples in Sect.2, the complete asymptotic expansion will be considered in Sect.3, see identities (58)–(61), the conclusion will be given in Sect.4.

### 2 Examples

If \( \frac{\ln p_1}{\ln E} > -2 \), then \( M = 0 \) or \( M = 1 \) in (23) already give a good approximation of \( \phi_n \). The more interesting case is when \( p_1 \) is small. Let us assume that

\[
-3 < \frac{\ln p_1}{\ln E} \leq -2. \quad (39)
\]

In this case, we take two terms in the Taylor expansion for \( \Psi(z) \), since \( (1 - z) \frac{2\pi i m + \ln p_1}{m E} \) and \( (1 - z) \frac{2\pi i m + \ln p_1}{m E} \) give power-series with non-attenuating coefficients, while the coefficients of \( (1 - z)^2 \frac{2\pi i m + \ln p_1}{m E} \) already tend to 0. Thus, we have

\[
\Psi(z) \frac{2\pi i m + \ln p_1}{m E} = \left( 1 - z + \frac{P''(1)}{2(E^2 - E)(1 - z)^2 + O((1 - z)^3)} \right) \frac{2\pi i m + \ln p_1}{m E}
\]
which leads to the approximation

\[
\Phi(z) \approx \sum_{m=-M}^{M} \left( (1 - z) + \frac{P''(1)(2\pi im + \ln p_1)}{2(E^2 - E) \ln E} \right) \theta_m, \quad (41)
\]

see (19), which, in turn, leads to

\[
\varphi_n \approx \varphi_n^M := (-1)^n \sum_{m=-M}^{M} \left( \frac{2\pi im + \ln p_1}{\ln n} \right) + \frac{P''(1)(2\pi im + \ln p_1)}{2(E^2 - E) \ln E} \left( 1 + \frac{2\pi im + \ln p_1}{\ln n} \right) \theta_m. \quad (42)
\]

It is useful to compare (23) with (42), where the new correction terms appear. These new terms are not leading, but they improve the approximation significantly.

It is possible to extract the conceptual behavior - the power factor and the oscillations - of \(\varphi_n^M\) from (42). It is enough to take two terms in the asymptotic of binomial coefficients

\[
\binom{k}{n} \simeq \frac{(-1)^n}{\Gamma(-k)n^{k+1}} + \frac{(-1)^n k (k + 1)}{2\Gamma(-k)n^{k+2}} + \ldots, \quad (43)
\]

since the next terms already tend to zero for \(n \to \infty\) and \(|k| > -3\). Using (43) in (42) along with \(\Gamma(k + 1) = k\Gamma(k)\), we obtain

\[
\varphi_n \approx \varphi_n^M := n^{-\ln p_1 - 1} \sum_{m=-M}^{M} \frac{\theta_m e^{2\pi im \ln n / \ln E}}{\Gamma(-2\pi im / \ln E)} + \frac{n^{-\ln p_1 - 2}(P''(1) + E - E^2)}{2(E^2 - E) \ln E} \sum_{m=-M}^{M} \frac{2\pi im + \ln p_1}{2\pi im / \ln E} \theta_m e^{2\pi im \ln n / \ln E} \Gamma(-2\pi im / \ln E - 1). \quad (44)
\]

Indeed, (44) consists of the terms \(n^d\text{Periodic}(\log_E n)\) that is very useful for understanding the conceptual behavior of \(\varphi_n\).

Let us discuss how to compute exact values \(\varphi_n\) for the cubic polynomial \(P(z) = p_1 z + p_2 z^2 + p_3 z^3\). Substituting (6) into (5), we obtain

\[
\sum_{n=1}^{+\infty} \varphi_n (p_1 z + p_2 z^2 + p_3 z^3)^n = p_1 \sum_{n=1}^{+\infty} \varphi_n z^n, \quad \varphi_1 = 1, \quad (45)
\]

which can be rewritten in the form

\[
\sum_{n=1}^{+\infty} \varphi_n \sum_{i+j+k=n} \frac{n! p_1^i p_2^j p_3^k z^{i+2j+3k}}{i! j! k!} = p_1 \sum_{n=1}^{+\infty} \varphi_n z^n, \quad \varphi_1 = 1, \quad (46)
\]
which, in turn, leads to

\[ +\infty \sum_{n=1}^{3n} \varphi_n \sum_{r=n}^{+\infty} c_{n,r} z^r = p_1 \sum_{n=1}^{+\infty} \varphi_n z^n, \quad \varphi_1 = 1, \]

\[ c_{n,r} := \sum_{k=0}^{r-n} \frac{n! p_1^{2n+k-r} p_2^{r-n-2k} p_3^k}{(2n+k-r)!(r-n-2k)!k!}, \quad (47) \]

which, finally, gives the recurrence formula

\[ \varphi_n = \frac{1}{p_1 - p_2^2} \sum_{j=1}^{2n} c_{n-j,n} \varphi_{n-j}, \quad \varphi_1 = 1 \quad (48) \]

that allows us to compute all \( \varphi_n \) recurrently. Yes, even for cubic polynomials, the computation of exact values \( \varphi_n \) is much harder than the computation of their approximations, as is seen from the comparison of (47) and (48) with (42) and (44).

### 2.1 Example \( p_1 = 0.2, p_2 = 0.6, p_3 = 0.2 \)

We plot exact values (48) and their approximations (42) and (23) for the cubic polynomial \( P(z) = 0.2z + 0.6z^2 + 0.2z^3 \), see Figs. 2 and 3. The simple approximations \( \varphi_0^1 \) and \( \varphi_0^0 \) give already good results, see Fig. 2a. They show the dominant power-law growth \( \frac{-\ln p_1}{\ln E} \approx 2.32, \quad \theta_0 \approx 1.94, \quad e^{\frac{\pi^2}{\ln E}} \theta_1 \approx 0.16 - 1.3i, \quad e^{\frac{2\pi^2}{\ln E}} \theta_2 \approx -0.0036 + 0.04i, \quad e^{\frac{\pi^2}{\ln E}} \approx 1.5 \cdot 10^6. \)

### 2.2 Example \( p_1 = 0.1, p_2 = 0.5, p_3 = 0.4 \)

As another example, we compute \( \varphi_n \) and their approximations for the polynomial \( P(z) = 0.1z + 0.5z^2 + 0.4z^3 \), see Figs. 5 and 6. Some important characteristics for this example are

\[ -\ln p_1 \approx 2.76, \quad \theta_0 \approx 2.887, \quad e^{\frac{\pi^2}{\ln E}} \theta_1 \approx 9.94 - 0.62i, \quad e^{\frac{2\pi^2}{\ln E}} \theta_2 \approx 1.21 + 1.66i, \quad e^{\frac{\pi^2}{\ln E}} \approx 1.4 \cdot 10^6. \]

### 2.3 Example \( p_1 = 0.25, p_2 = 0.5, p_3 = 0.25 \)

In fact, I made a lot of tests, not only for cubic polynomials. All of them confirm the main observations obtained in the previous examples. To finish this Section, I made one example, which complements some results from [17] (see Fig. 3 there). Namely, the approximations
For the polynomial $P(z) = 0.2z + 0.6z^2 + 0.2z^3$, Tailor coefficients $\varphi_n$ (black curve) and their approximations $\varphi_n^M$ (red, blue, and green curves) for $M = 0, 1, 2$ are plotted in (a), the differences $\varphi_n^M - \varphi_n$ (red, blue, and green curves) are plotted in (b) (Color figure online).

$\varphi_1^n$ and $\varphi_2^n$ improve $\varphi_0^n$ significantly, see Fig. 7. This example is my main personal motivation for this work. Some important characteristics for this example are

$$\frac{-\ln p_1}{\ln E} = 2, \quad \theta_0 \approx 1.46, \quad e^{\frac{\pi^2}{2\pi}} \theta_1 \approx 0.12 + 0.01i,$$

$$e^{2\frac{\pi^2}{2\pi}} \theta_2 \approx 0.002 + 0.0001i, \quad e^{\frac{\pi^2}{2\pi}} \approx 1.5 \cdot 10^6.$$  

### 3 General case

In this section, we consider some methods, allowing us to determine the complete asymptotic of $\varphi_n$ for $n \to +\infty$, up to terms that tend to 0. Following the ideas presented in the first part of this article, one may write

$$\Psi(z) = \sum_{j=0}^{+\infty} R_j(2\pi im)(1 - z)^{\frac{2\pi im + \ln p_1}{mE}} + j, \quad (49)$$

where the polynomials $R_j(x)$ have real coefficients determined from the functional equation for $\Psi$, see (10) and (40),

$$R_0(x) = 1, \quad R_1(x) = \frac{P''(1)(x + \ln p_1)}{2(E^2 - E) \ln E}, \quad ... \quad (50)$$
Fig. 3 For the polynomial $P(z) = 0.2z + 0.6z^2 + 0.2z^3$, the differences $\varphi_n^M - \varphi_n$ and $\varphi_n^M - \varphi_n$ (blue and green curves) are plotted in (a) and (b) respectively (Color figure online)

The next step is the use of expansions

$$\left(1 - z\right) \frac{2\pi im + \ln p_1}{\ln E} + j = \sum_{n=0}^{+\infty} (-1)^n \left( \frac{2\pi im + \ln p_1}{\ln E} + j \right) z^n$$

in (49), which leads to

$$\Psi(z) \frac{2\pi im + \ln p_1}{\ln E} = \sum_{n=0}^{+\infty} z^n \sum_{j=0}^{+\infty} R_j(2\pi im)(-1)^n \left( \frac{2\pi im + \ln p_1}{\ln E} + j \right).$$

Then, using (52) along with (18) and (6), we deduce that

$$\varphi_n = \sum_{j=0}^{+\infty} \sum_{m=-\infty}^{+\infty} \theta_m R_j(2\pi im)(-1)^n \left( \frac{2\pi im + \ln p_1}{\ln E} + j \right).$$

The next step is the approximation of the binomial coefficients

$$(-1)^n \binom{k}{n} \simeq n^{-k-1} \sum_{r=0}^{+\infty} \frac{S_{2r}(k)}{n^r},$$

with polynomials $S_{2r}$ of the degree $2r$. These polynomials can be determined explicitly from the identity

$$\left(1 - \frac{k + 1}{n + 1}\right)(-1)^n \binom{k}{n} = (-1)^{n+1} \binom{k}{n+1}.$$
For the polynomial $P(z) = 0.2z + 0.6z^2 + 0.2z^3$, the differences $\tilde{\varphi}/\Gamma_1, M_n - \varphi_n$ and $\varphi/Gamma_1, M_n - \varphi_n$ (blue and green curves) are plotted in (a) and (b) respectively. The $\Gamma$-approximations $\tilde{\varphi}/\Gamma_1, M_n$ and $\varphi/Gamma_1, M_n$ are given by (23) and (43) respectively, where, in the first case, the binomial coefficients are replaced by their approximations (24) (Color figure online).

which leads to the formal identities

$$\left(1 - \frac{k + 1}{n} + \frac{k + 1}{n^2} - \ldots\right) \sum_{r=0}^{+\infty} \frac{S_{2r}(k)}{\Gamma(-k)n^{r+k+1}}$$

$$= \sum_{r=0}^{+\infty} \frac{S_{2r}(k)}{\Gamma(-k)(n + 1)^{r+k+1}}$$

$$= \sum_{r=0}^{+\infty} \frac{S_{2r}(k)}{\Gamma(-k)n^{r+k+1}} \sum_{p=0}^{+\infty} \frac{1}{n^p} \left(-r - k - 1 \right).$$

(Eq. 56)

Equating the terms with the same power of $n$ and using $S_0 \equiv 1$, we can determine $S_{2r}(k)$:

$$S_2(k) = \frac{k(k + 1)}{2}, \quad S_4(k) = \frac{k(k + 1)(k + 2)(3k + 1)}{24}, \ldots$$

(Eq. 57)

These polynomials resemble those from the ratio of two Gamma functions, see [18]. Using (54) in (53) leads to

$$\varphi_n \simeq \sum_{j=0}^{+\infty} \sum_{m=-\infty}^{+\infty} \theta_m R_j(2\pi i m) \sum_{r=0}^{+\infty} \frac{S_{2r}\left(\frac{2\pi i m + \ln p_1}{\ln E} + j\right)}{\Gamma\left(-\frac{2\pi i m + \ln p_1}{\ln E} - j\right)n^{r+j+1} + j + 1}. \quad (Eq. 58)$$

 Springer
Fig. 5 For the polynomial \( P(z) = 0.1z + 0.5z^2 + 0.4z^3 \), Tailor coefficients \( \varphi_n \) (black curve) and their approximations \( \varphi_n^M \) (red, blue, and green curves) for \( M = 0, 1, 2 \) are plotted in (a), the differences \( \varphi_n^M - \varphi_n \) (red, blue, and green curves) are plotted in (b) (Color figure online)

To obtain the main part of the asymptotic for \( n \to +\infty \), we should take the terms with non-negative powers of \( n \):

\[
\varphi_n \approx \varphi_n^A = \sum_{0 \leq r + j \leq -\ln p_1 \ln E - 1} n^{-\ln p_1 \ln E - 1 - r - j} S_{2r}(\frac{2\pi im + \ln p_1}{\ln E}) + j) R_j(2\pi im)\theta_m e^{2\pi im - \frac{\ln n}{\ln E}}.
\]

Introducing periodic functions

\[
K_j(z) = \sum_{m=-\infty}^{+\infty} \frac{\theta_m e^{2\pi imz}}{\Gamma(-\frac{2\pi im + \ln p_1}{\ln E} - j)},
\]

we rewrite (59) as

\[
\varphi_n \approx \varphi_n^A = \sum_{0 \leq r + j \leq -\ln p_1 \ln E - 1} n^{-\ln p_1 \ln E - 1 - r - j} S_{2r}(\frac{\partial}{\partial x} + \frac{\ln p_1}{\ln E} + j) R_j(\frac{\partial}{\partial x}) K_j(x)|_{x=-\ln n \ln E},
\]

since \( \partial / \partial x \) leads to the multiplication of the \( m \)-th Fourier coefficient by \( 2\pi im \). The asymptotic (61) contains explicitly the power-terms and periodic factors. As an interesting exercise, one may rewrite (60) as a convolution of two functions. In this exercise, it is useful to take into account the symmetry \( \theta_m = \overline{\theta_{-m}} \), and the exponential decaying of \( \theta_m \), when \( m \to \pm \infty \). As
For the polynomial $P(z) = 0.1z + 0.5z^2 + 0.4z^3$, the differences $\tilde{\varphi}_M^{\beta} - \varphi_n$ and $\varphi_M^{\beta} - \varphi_n$ (blue and green curves) are plotted in (a) and (b) respectively (Color figure online).

is already mentioned above, (61) is very useful in the conceptual context, since it consists of a finite number of explicit terms of the form $n^\alpha \text{Periodic}(\log n)$.

Remark on the cases $p_0 \neq 0$ and $p_0 = p_1 = 0$. If $p_0 \neq 0$, then the role of $\Phi(z)$, see (4), plays

$$\Phi(z) := \lim_{t \to \infty} P'(q)^{-t} (P \circ \ldots \circ P(z) - q),$$

where the extinction probability $q$ is the minimal root of $P(z) - z$. If $E > 1$, see (8), then the ideas presented in the main part of this work are applicable to the case $p_0 \neq 0$ as well. If $E \leq 1$, then the situation is more complex since $z = 1$ is no longer a repelling point. However, if $E$ is strictly less than 1, then there are still two marked points: attracting $z = q = 1$ and repelling $z = \tilde{q} > 1$, where $\tilde{q} = P(\tilde{q})$ is the second positive root of $P(z) - z$. Thus, the presented ideas are still applicable if we use

$$\Psi(z) := \lim_{t \to \infty} P'(\tilde{q})^t (\tilde{q} - P^{-1} \circ \ldots \circ P^{-1}(z))$$

instead of (9). Expansions (20), (49), etc. are assumed near $z = \tilde{q}$ instead of $z = 1$. Recall that we should always check the condition: is the repelling point a single singularity for $\Phi$ in the corresponding ball? Another general note is that the choice of the extinction probability $q$ as the center of the ball for the power series of $\Phi$, see (62), leads to an analysis very similar to the one presented in the main part of the article. However, in this case, (7) is not fulfilled.
Fig. 7 For the polynomial $P(z) = 0.25z + 0.5z^2 + 0.25z^3$, Tailor coefficients $\varphi_n$ (black curve) and their approximations $\varphi_M^n$ (red, blue, and green curves) for $M = 0, 1, 2$ are plotted in (a), the differences $\varphi_M^n - \varphi_n$ (red, blue, and green curves) are plotted in (b) (Color figure online)

for $\varphi_n$ given by

$$\Phi(z) = (z - q) + \varphi_2(z - q)^2 + \varphi_3(z - q)^3 + ....$$

The case $p_0 = p_1 = 0$ is very different. There are no more direct analogs of (7), but we can try to analyze power-series expansions of another type of functions. Let $L(\geq 2)$ be the minimal number for which $p_L \neq 0$. Then we can define

$$\Phi(z) := (P \circ \ldots \circ P(z))^{L-1},$$

which satisfies the functional equation

$$\Phi(P(z)) = \Phi(z)^L, \quad \Phi(0) = 0. \quad (65)$$

The first serious issue is that the domain of definition for $\Phi$ can be smaller than the filled Julia set for $P$, and, hence, $z = 1$ can be not a minimal singular point for $\Phi(z)$. In principle, we can define an analog of the periodic function $K^*$, namely,

$$K^*(z) := \Phi(\Pi(E^z))^{L-1},$$

see (15). Then, taking another periodic function

$$K_1^*(z) := \ln K^*(z) = \sum_{m=-\infty}^{m=+\infty} \theta_{1m} e^{2\pi i m z},$$

$$\text{(67)}$$
we can rewrite (66) as
\[
\ln \Phi(z) = \sum_{m=-\infty}^{m=+\infty} \theta_{1m} \Psi(z)^{\frac{2n\ln n + \ln L}{\ln E}},
\]
which is similar to (18). However, the difference is that \(\ln \Phi(z)\) has a singular part \(\ln z\) when \(z \to 0\). Possibly more promising will be a direct analysis of another expansion, which follows from (64):
\[
\ln \Phi(z) = \ln z + \ln pL \frac{L}{L - 1} + \ln \frac{Q(z)}{L} + \ln \frac{Q(P(z))}{L^2} + \ln \frac{Q(P(P(z)))}{L^3} + \ldots,
\]
where the polynomial \(Q\) satisfies \(P(z) = pL z^L Q(z)\) and \(Q(0) = 1\). Note that
\[
P \circ \ldots \circ P \sim \frac{p_{L-1}}{L-1} z^L, \quad z \to 0
\]
and series (69) converge very fast. Let
\[
\ln \Phi(z) = \ln z + \ln pL \frac{L}{L - 1} + \sum_{n=1}^{+\infty} \varphi_{1n} z^n
\]
be a power-series expansion of LHS in (69). Denoting all the zeros of the corresponding polynomials in RHS of (69) as
\[
\{z_{tj}\}_{j=1}^{N(N-L)} := P^{-1} \circ \ldots \circ P^{-1}(0),
\]
and using (70), we write an explicit expression for the power-series coefficients
\[
\varphi_{1n} = \frac{-1}{n} \sum_{0 \leq t \leq \frac{\ln n}{\ln L}} \frac{1}{L^{t}+1} \sum_{j=1}^{N(N-L)} z_{tj}^{-n}.
\]
Further consideration of (73) consists of different cases. Let us assume that the root of \(Q\) with the minimal norm is unique, say it is \(z_{01}\). We assume also that its norm \(|z_{01}| < 1\). Taking into account the inequality \(|P(z)| < |z|\) for \(|z| < 1\), see Remark at the end of Sect. 1, we can write \(|z_{01}| < r < |z_{tj}|\) for some \(r > 0\) and all \(t, j\) except \(t = 0\) and \(j = 1\). Thus,
\[
\varphi_{1n} - \frac{-z_{01}^{-n}}{nL} \leq N \frac{r^{-n}}{nL} \cdot n \frac{\ln n - \ln L}{\ln L},
\]
see (73), that means \(\varphi_{1n} \sim \frac{-z_{01}^{-n}}{nL}\). A similar analysis is possible when \(Q\) has several roots closest to 0 with the same norm less than 1. More asymptotic terms can also be obtained. The difficulty appears when this norm is equal to or greater than 1. The asymptotic analysis of harmonic measures related to the corresponding Julia set may be required in this case.

4 Conclusion

For the solutions of Schröder-type functional equations, we provide simple approximations of the corresponding power-series coefficients. A good agreement between the exact values
of Taylor coefficients and their approximations is demonstrated by several numerical examples. The complete asymptotic of Taylor coefficients consisting of a finite number of terms $n^{\alpha}$ $\text{Periodic}(\log_2 n)$ is also discussed. However, at the moment, I do not have rigorous estimates showing how good the asymptotic is. The analysis of the Böchner case $p_0 = p_1 = 0$, presented in the current work, is incomplete.

**Funding** Open Access funding enabled and organized by Projekt DEAL. This paper is a contribution to the project M3 of the Collaborative Research Centre TRR 181 “Energy Transfer in Atmosphere and Ocean” funded by the Deutsche Forschungsgemeinschaft (DFG, German Research Foundation) - Projektnummer 274762653. I would like to thank also editors of JSP and anonymous reviewers for very useful discussions that improve the quality of the manuscript.

**Data Availability** Data sharing not applicable to this article as no datasets were generated or analyzed during the current study. The program code for procedures and functions considered in the article is available from the corresponding author on reasonable request.

**Declarations**

**Conflict of interest** This study has no conflicts of interest.

**Open Access** This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder.

To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

**References**

1. Karlin, S., McGregor, J.: Embeddability of discrete-time branching processes into continuous-time branching processes. Trans. Amer. Math. Soc. **132**, 115–136 (1968)
2. Karlin, S., McGregor, J.: Embedding iterates of analytic functions with two fixed points into continuous groups. Trans. Amer. Math. Soc. **132**, 137–145 (1968)
3. Dubuc, S.: Etude théorique et numérique de la fonction de Karlin-McGregor. J. Analyse Math. **42**, 15–37 (1982)
4. Biggings, J.D., Bingham, N.H.: Near-constancy phenomena in branching processes. Math. Proc. Cambridge Phil. Soc. **110**, 545–558 (1991)
5. Fleischmann, K., Wachtel, V.: Lower deviation probabilities for supercritical Galton–Watson processes. Ann. Inst. Henri Poincaré Probab. Stat. **43**, 233–255 (2007)
6. Derrida, B., Itzykson, C., Luck, J.M.: Oscillatory critical amplitudes in hierarchical models. Comm. Math. Phys. **94**, 115–132 (1984)
7. Derrida, B., Manrubia, S.C., Zanette, D.H.: Distribution of repetitions of ancestors in genealogical trees. Physica A **281**, 1–16 (2000)
8. Costin, O., Giacomin, G.: Oscillatory critical amplitudes in hierarchical models and the Harris function of branching processes. J. Stat. Phys. **150**, 471–486 (2013)
9. Sidorova, N.: Small deviations of a Galton–Watson process with immigration. Bernoulli **24**, 3494–3521 (2018)
10. Odlyzko, A.M.: Periodic oscillations of coefficients of power series that satisfy functional equations. Adv. Math. **44**, 180–205 (1982)
11. de Bruijn, N.G.: An asymptotic problem on iterated functions. Indag. Math. **82**, 105–110 (1979)
12. Flajolet, P., Odlyzko, A.M.: Singularity analysis of generating functions. SIAM J. Discrete Math. **3**, 216–240 (1990)
13. Kuczma, K.: “Functional equations in a single variable”. Monog. Mat. **46**, PWN, Warsaw, (1968)
14. Harris, T.E.: Branching processes. Ann. Math. Statist. **41**, 474–494 (1948)
15. Bingham, N.H.: On the limit of a supercritical branching process. J. Appl. Probab. **25**, 215–228 (1988)
16. Milnor, J.: Dynamics in one complex variable. University Press, Princeton (2006)
17. Kutsenko, A. A.: “Exponential stochastic compression of one-dimensional space and 146 percent”. arXiv:2202.04032v3, (2022)
18. Tricomi, F., Erdélyi, A.: The asymptotic expansion of a ratio of Gamma functions. Pac. J. Math. 1, 133–142 (1951)

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.