3D-StyleGAN: A Style-Based Generative Adversarial Network for Generative Modeling of Three-Dimensional Medical Images
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Abstract. Image synthesis via Generative Adversarial Networks (GANs) of three-dimensional (3D) medical images has great potential that can be extended to many medical applications, such as, image enhancement and disease progression modeling. However, current GAN technologies for 3D medical image synthesis need to be significantly improved to be readily adapted to real-world medical problems. In this paper, we extend the state-of-the-art StyleGAN2 model, which natively works with two-dimensional images, to enable 3D image synthesis. In addition to the image synthesis, we investigate the controllability and interpretability of the 3D-StyleGAN via style vectors inherited form the original StyleGAN2 that are highly suitable for medical applications: (i) the latent space projection and reconstruction of unseen real images, and (ii) style mixing. We demonstrate the 3D-StyleGAN’s performance and feasibility with ∼12,000 three-dimensional full brain MR T1 images, although it can be applied to any 3D volumetric images. Furthermore, we explore different configurations of hyperparameters to investigate potential improvement of the image synthesis with larger networks. The codes and pre-trained networks are available online: https://github.com/sh4174/3DStyleGAN.

1 Introduction

Generative modeling via Generative Adversarial Networks (GAN) has achieved remarkable improvements with respect to the quality of generated images [3,4,11,21,32]. StyleGAN2, a style-based generative adversarial network, has been recently proposed for synthesizing highly realistic and diverse natural images. It progressively accounts for multi-resolution information of images during training, and controls image synthesis using style vectors that are fed at each block of a style-based generator network [18,21]. It showed the outstanding quality of...
generated images and the enhanced control and interpretability on image synthesis compared to previous generative models [3, 4, 20, 21]. Although it has great potential for medical applications due to its enhanced performance and controllability, it has not been extended to the generative modeling of 3D medical images in our best knowledge.

One of the challenges of using generative models such as GANs for medical applications is that medical images are often three-dimensional (3D) and have a significantly higher number of voxels compared to two-dimensional natural images. Due to the high-memory requirements of GANs, it is often not feasible to directly apply large networks for 3D image synthesis [4, 22, 30]. To address this issue, some models for 3D image synthesis generate the image in successive 2D slices, which are then combined to render a 3D image while accounting for slice-wise relationship [30]. However, these methods often result in discontinuity between slices, and the interpretation and manipulation of the slice-specific latent vectors is complicated in this setting [30].

In this paper, we present 3D-StyleGAN to enable synthesis of high-quality 3D medical images by extending the StyleGAN2. We made several changes to the original StyleGAN2 architecture: (1) we replaced 2D operations, layers, and noise inputs with 3D, and (2) significantly decreased the depths of filter maps and latent vector sizes. We trained different configurations of 3D-StyleGAN on a collection of ~12,000 T1 MRI brain scans from [6]. We additionally make the following contributions: (1) we show the possibility of synthesizing realistic 3D brain MRIs at 2mm resolution, corresponding to 80x96x112 voxels, (2) we show that projection of unseen test images to the latent space can be achieved and results in reconstructions of high fidelity to the input images by a projection function suitable for medical images and (3) we demonstrate how StyleGAN2’s style-mixing can be used to “transfer” anatomical variation across images. We discuss the performance and feasibility of the 3D-StyleGAN with limited filter depths and latent vector sizes for 1mm isotropic resolution full brain T1 MR images. The source code and pre-trained networks are publicly available in https://github.com/sh4174/3DStyleGAN.

2 Methods

Figure 1 illustrates the architecture of the 3D-StyleGAN. A style-based generator was first suggested in [20] and updated in [21]. We will briefly introduce the style-based generator suggested in [21] and then summarize the changes we made for enabling 3D image synthesis.

**StyleGAN2**: A latent vector $\mathbf{z} \in \mathbb{Z}$ is first normalized and then mapped by a mapping network $m$ to $\mathbf{w} = m(\mathbf{z})$, $\mathbf{w} \in \mathbb{W}$. A synthesis network $g$ starts with a constant layer with a base size $\mathbf{B} \in \mathbb{R}^d$, where $d$ is the input dimension (two for natural images). The transformed $A(\mathbf{w})$ is modulated (Mod) with trainable convolution weights $\mathbf{w}$ and then demodulated (Demod), which act as instance normalization to reduce artifacts caused by arbitrary amplification of certain feature maps. Noise inputs scaled by a trainable factor $B$ and a bias $b$ are added
Fig. 1: The style-based generator architecture of 3D-StyleGAN. The mapping network \( m \), made of 8 fully-convolutional layers, maps a normalized latent vector \( z \) to an intermediate latent vector \( w \). This is then transformed by a learned feature-wise affine transform \( A \) at each layer, then further used by modulation (Mod) and demodulation (Demod) operations that are applied on the weights of each convolution layer \([8, 17]\). The synthesis network starts with a constant 5x6x7 block and applies successive convolutions with modulated weights, upsampling, and activations with Leaky ReLU. 3D noise maps, downscaled to the corresponding layer resolutions, are added before each nonlinear activation by LReLU. At the final layer, the output is convolved by a 1x1x1 convolution to generate the final image. \( B \) is the size of base layer (5x6x7). The discriminator network (3D-ResNet) was omitted due to space constraint.

Loss Functions and Optimization: For the generator loss function, StyleGAN2 uses the logistic loss function with the path length regularization \([21]\): 
\[
E_{w,y \sim \mathcal{N}(0,1)}(||\nabla_w (g(w) \cdot y)||_2 - a)^2,
\] (1)
where \( w \) is a mapped latent vector, \( g \) is a generator, \( y \) is a random image following a normal intensity distribution with the identity covariance matrix, and \( a \) is the dynamic constant learned as the running exponential average of the first term over iterations \([21]\). It regularizes the gradient magnitude of a generated image \( g(w) \) projected on \( y \) to be similar to the running exponential average to make the (mapped) latent space \( W \) smoother. The generator regularization was applied once in every 16 minibatches following the lazy regularization strategy.
For the discriminator loss function, StyleGAN2 uses the standard logistic loss function with $R_1$ or $R_2$ regularizations.

### 2.1 3D-StyleGAN

We modified StyleGAN2 for 3D image synthesis by replacing the 2D convolutions, upsampling and downsampling with 3D operations. We started from StyleGAN2 configuration F (see [21]), but switched back to the original StyleGAN generator with (De)Mod operators, as it showed best performances in preliminary results for 3D images [13, 14, 21]. We used the 3D residual network for the discriminator. We used the standard logistic loss function without regularization for the discriminator loss function that showed the best empirical results.

**Image Projection:** An image (either generated or real) can be projected to the latent space by finding $w$ and stochastic noise $n$ at each layer that minimize a distance between an input image $I$ and a generated image $g(w, n)$. In the original StyleGAN2, LPIPS distance was used [31]. However, the LPIPS distance uses the VGG16 network trained with 2D natural images, which is not straightforwardly applicable to 3D images [29]. Instead, we used two mean squared error (MSE) losses, one computed at full resolution, and the other at an (x8) downsampled resolution. The second loss was added for stability, and to ensure that the optimization does not converge to a local minimum.

**Configurations:** We tested different resolutions, filter depths, latent vector sizes, minibatch sizes, which are all summarized in Table 1. Because of the high-dimensionality of 3D images, the filter map depths of the 3D-StyleGAN needed to be significantly lower than in the 2D version. We tested five different feature depths: 16, 32, 64, and 96, with 2mm isotropic resolution brain MR images to investigate how different filter depths would affect the quality of generated images. For 1mm isotropic images, we used the filter depth of 16 for the generator and discriminator, 32 filter depth for the mapping network, and 32 latent vector size that our computational resource allowed.

**Slice-wise Fréchet Inception Distance Metric:** Conventionally, the Fréchet Inception Distance (FID) score is measured by comparing the distributions of randomly sampled real images from a training set and generated images [15]. Because FID relies on the Inception V3 network that was pre-trained with 2D natural images, it is not directly applicable to 3D images [29]. Instead, we measured the Fréchet Inception Distance (FID) scores on the middle slices on axial, coronal, and sagittal planes of the generated 3D images [15].

**Additional Evaluation Metrics:** In addition to the slice-wise FID metric, we evaluated the quality of generated images with the batch-wise squared Maximum Mean Discrepancy (bMMD$^2$) as suggested in [22] and [30]. Briefly, MMD$^2$ measures the distance between two distributions with finite sample estimates with kernel functions in the reproducing kernel Hilbert space [12]. The bMMD$^2$ measures the discrepancy between images in a batch with a dot product as a kernel [22, 30]. To measure the diversity of generated images, we used the pair-wise Multi-Scale Structural Similarity (MS-SSIM) [22, 30]. It measures the perceptual
Table 1: The list of configurations of 3D-StyleGAN with different filter map depths, latent vector sizes and minibatch sizes.

| Config. | Filter Depth | Latent Vector Size | Minibatch Size | # trainable params |
|---------|--------------|--------------------|----------------|--------------------|
| 2mm-fd96 | 96           | 96                 | {32, 32, 16, 16} | 6.6M               |
| 2mm-fd64 | 64           | 64                 | {32, 32, 16, 16} | 3.0M               |
| 2mm-fd32 | 32           | 128                | {32, 32, 16, 16} | 0.9M               |
| 2mm-fd16 | 16           | 64                 | {32, 32, 16, 16} | 0.2M               |
| 1mm-fd16 | 16           | 64                 | {64, 64, 32, 16} | 0.2M               |

diversity of generated images by measuring the mean of the MS-SSIM scores of pairs of generated image [28].

3 Results

For all experiments, we used 11,820 brain MR T1 images from multiple publicly available datasets: ADNI, OASIS, ABIDE, ADHD2000, MCIC, PPMI, HABS, and Harvard GSP [5–7, 10, 16, 24–27]. All images were skull-stripped, affine-aligned, resampled to 1mm isotropic resolution, and trimmed to 160×192×224 size using FreeSurfer [6, 9]. For the experiments with 2mm isotropic resolution, the images were resampled to an image size of 80×96×112. Among those images, 7,392 images were used for training. The rest of 4,329 images were used for evaluation. The base layer was set to $B=5 \times 6 \times 7$ to account for the input image size. For each experiment, we used four NVIDIA Titan Xp GPUs for the training with 2mm-resolution images, and eight GPUs for the training with 1mm-resolution images. The codes were implemented with Tensorflow 1.15 and Python 3.6 [1].

3D Image Synthesis at 2mm Isotropic Resolution: Figure 2 shows randomly generated 2mm-resolution 3D images using 3D-StyleGAN that was trained with the configuration fd-96 with the filter map depth of 96 (see Table 1 for all configurations). Each model was trained for the average of ~2 days. We can observe that anatomical structures are generated correctly and coherently located.

In Table 2, we show the bMMD$^2$, MS-SSIM, and FIDs for the middle sagittal (FID-Sag), axial (FID-Ax) and coronal (FID-Cor) slices calculated using 4,000 generated images with respect to the unseen test images. One interesting observation was that the slice-wise FIDs of middle sagittal and axial slices of the network trained with the filter map depth of 64 were lower than the one with the filter map depth of 94. Figure 3 shows a qualitative comparison between images generated by networks with a filter map depth of 64 vs 96. Networks with a filter depth of 64 produce sharper boundaries in the cerebellum and sulci, but the overall brain structures are not as coherent as in the images with filter depth of 94. This is possibly caused by the characteristics of the FID score that focuses on the texture of the generated images, rather than taking into account the overall structures of the brain [31]. The network with filter map depth of 32 showed the best bMMD$^2$ result while the distributions of the metrics were
Fig. 2: Uncurated randomly generated 3D images by the 3D-StyleGAN. The images are generated by the network trained with configuration 2mm-fd96. The middle slices of sagittal, axial, and coronal axes of five 3D images were presented.

Fig. 3: The qualitative comparison between the networks trained with the filter map depths of (a) 96 (2mm-fd96) and (b) 64 (2mm-fd64). While the generated images of the 2mm-fd64 are sharper, e.g., cerebellum and sulci, the overall brain structures are not as coherent as those in the images generated with 2mm-fd96.

largely overlapped between fd-32, fd-64, and fd-96. The MS-SSIM showed that the network with filter mpa depth of 64 showed the most diversity in generated images. This may indicate that the better FID metrics of the fd-64 configuration was due to the diversity of generated images and the fd-96 configuration could be overfitted that did not cover the large variability of real images.

**Image Projection:** Figure 4 shows the results of projecting unseen images into the space of latent vector \( \mathbf{w} \) and noise map \( \mathbf{n} \). Top row shows the real, unseen image, while the bottom row shows the reconstruction from the projected embedding. Reconstructed images are almost identical to the input images, a
Fig. 4: Results of projecting real, unseen 3D images to the latent space. Top row shows the real image, and bottom row shows the reconstruction from the projected embedding. Configuration used was 2mm-fd96. The middle sagittal, axial and coronal slices of the 3D images are displayed. The differences between the real and reconstructed images are indistinguishable other than lattice-like artifacts caused by the generator.

Table 2: The quantitative evaluation results of generated images with different configurations. The Maximum Mean Discrepancy ($\text{bMMD}^2$) and Multi-Scale Structural Similarity Index (MS-SSIM) were calculated on each set of 3D generated and training real images. The slice-wise Fréchet Inception Distance (FID) of the middle slices (Sag: Sagittal, Ax:Axial, and Cor:Coronal) of generated and training real images with respect to test unseen real images were summarized.

| Configurations  | $\text{bMMD}^2$ | MS-SSIM | FID-Sag | FID-Ax | FID-Cor |
|-----------------|-----------------|----------|---------|--------|---------|
| 2mm-fd16        | 7026 (555.79)   | 0.96 (0.03) | 145.6   | 153.6  | 164.1   |
| 2mm-fd32        | 4470 (532.65)   | 0.94 (0.07) | 129.3   | 144.3  | 128.8   |
| 2mm-fd64        | 4497 (898.53)   | 0.93 (0.12) | 106.9   | 71.3   | 90.2    |
| 2mm-fd96        | 4475 (539.38)   | 0.96 (0.04) | 138.3   | 83.2   | 88.5    |
| 2mm-Real        | 449 (121.43)    | 0.85 (0.002)| 3.0     | 2.1    | 2.9     |

result that has also been observed by [2] on other datasets, likely due to the over-parameterization of the latent space of StyleGAN2.

**Style Mixing:** Figure 5 shows the result of using 3D-StyleGAN’s style mixing capability. The images at the top row and the first column are randomly generated from the trained 3D-StyleGAN with the configuration 2mm-fd96. The style vectors of the images at the top row were fed into the high resolution style blocks (i.e., the 5th to 9th). The style vector of the image at the first column is fed into the low resolution style blocks (i.e., the 1st to 4th). We observed that high-level anatomical variations, such as the size of a ventricle and a brain outline, were controlled by the style vectors of the image at the first column mixed to the lower-resolution style blocks. These results indicate that the style vectors at different resolution levels could potentially control different levels of anatomical variability although our results are preliminary and need further investigation.
Fig. 5: Style-mixing example. The style vectors of two 3D images at the top row at the high resolution (5th-9th) style blocks were mixed with the style vectors at the low resolution (1st-4th) style blocks of an image at the first column were mixed and generated new images. Higher-level anatomical variations, such as the size of a ventricle and corpus callosum (red boxes), were controlled by the lower-resolution style blocks and the detailed variations, such as sulci and cerebellum structures (yellow boxes) by the higher-resolution style blocks. Three input images were randomly generated full 3D images and displayed on the (a) sagittal and (b) coronal views of the respective middle slices.

Failure Cases: We trained the 3D-StyleGAN for the image synthesis of 1mm isotropic resolution images. The depths of filter map and latent vectors sizes were set to 16 and 32, respectively, because of the limited GPU memory (12GB). The model was trained for ~5 days. Figure 6 (a) shows the examples of generated 1mm-resolution images on the sagittal view after 320 iterations. The results showed the substantially lower quality of generated images compared to those from the networks trained with deeper filter depths for 2mm-resolution images. Figure 6 (b) shows the image generation result for 2mm-resolution images with the same filter depth, 16. Compared to the generated images shown in Figure 2, the quality of generated images is also substantially lower. This experiment showed that the filter map depth of generator and discriminator networks need to be above certain thresholds to assure the high quality of generated images.

4 Discussion

We presented 3D-StyleGAN, an extension of StyleGAN2 for the generative modeling of 3D medical images. In addition to the high quality of generated images of 3D-StyleGAN, we believe the latent space projection of unseen real images and the control of anatomical variability through style vectors can be utilized to tackle clinically important problems. One limitation of our paper is in the use of limited evaluation metrics. The evaluation metrics did not match with qualitative evaluations on the generated image qualities. We used FIDs that only
Fig. 6: Failure cases of 1mm and 2mm isotropic resolution with the filter map depth of 16. The low filter map depth resulted in the low quality of images.

worked on 2D slices due to their reliance on the 2D VGG network. We plan to address 3D quantitative evaluation metrics on perceptual similarity with a large 3D network in future work. Another limitation of our work is the limited sizes of the training data and the trained networks. We plan to address this in future work through extensive augmentation of the training images and investigating memory-efficient network structures. We believe our work will enable important downstream tasks to be done directly in 3D via generative modeling, such as super-resolution, motion correction, conditional atlas estimation, and image progression modeling with respect to clinical attributes.
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