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Abstract—The recently introduced coder based on region-adaptive hierarchical transform (RAHT) for the compression of point clouds attributes [1], was shown to have a performance competitive with the state-of-the-art, while being much less complex. In [1], top performance was achieved using arithmetic coding (AC), while adaptive run-length Golomb-Rice (RLGR) coding was presented as a lower-performance lower-complexity alternative. However, we have found that by reordering the RAHT coefficients we can largely increase the runs of zeros and significantly increase the performance of the RLGR-based RAHT coder. As a result, the new coder, using ordered coefficients, was shown to outperform all other coders, including AC-based RAHT, at an even lower computational cost. We present new results and plots that should enhance those in [1] to include the new results for RLGR-RAHT with sorted coefficients is the new state-of-the-art in point cloud compression.
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I. INTRODUCTION

The region-adaptive hierarchical transform (RAHT) was recently introduced [1] in order to compress color information and other attributes of point clouds. The RAHT is a hierarchical sub-band transform that resembles an adaptive variation of a Haar wavelet. It uses an entropy coder to encode RAHT coefficients based on arithmetic coding (AC). The reported results demonstrate a performance which is comparable to that of the then state-of-the-art graph transform (GT) based coder [2], but at a much lower complexity. Adaptive run-length Golomb-Rice encoding (RLGR) [3], which is a much less complex entropy encoder, was also tested with RAHT. Results were shown [1] that RLGR-based RAHT (or RLGR-RAHT) was noticeably inferior to AC-based RAHT (AC-RAHT), although at a lower complexity.

We want to show that by rearranging RAHT coefficients, one may improve the RLGR-RAHT performance to the point of outperforming not only RLGR-RAHT in [1] but also the AC-RAHT. With the RLGR-RAHT with sorted coefficients we will show that its performance improves over the state-of-the-art in point cloud compression at a reduced cost compared to AC-RAHT or GT-based coders [2],[4].

II. RAHT COEFFICIENT ORDERING

RAHT is implemented by following backwards the octtree scan, from individual voxels to the entire voxel space, at each step recombing voxels into larger ones until reaching the root (see Fig. 1). In Fig. 1 we start at level 4. If neighbor voxels in the same branch are occupied their colors are combined through a linear transformation ([1], Eq. (6)) and promoted to level 3. If a voxel does not have a neighbor in the same branch it is promoted straight to level 3. This process is repeated at each level until reaching level 0, the octtree root. In the figure, once a pair of coefficients (or voxels) is transformed it generates a high-pass coefficient which is ready to be quantized and encoded, and a low-pass coefficient which is passed along to the next level of the tree. The decoder needs the DC coefficient (tree root) and all the high-pass coefficients generated during the transform. There exists numerous ways to order the coefficients. RAHT original implementation sends the DC component first, as shown in Fig. 1 and traverses the leftmost branches until arriving at a leaf. It then repeats the scan towards the right side. Effectively it scans the high-passes from left to the right of the tree generating an unsorted list of coefficients. We can also scan the high-pass coefficients sorted by depth of the tree or sorted by weights (a weight of a coefficient represents how many voxels were involved in generating it).

The linear transformation of the voxel pair produces a low- and high-pass component, similar to the Haar transform. Hence, RAHT coefficients generated deeper in the tree (from root to leaves) represent higher frequencies. For natural images, however, we expect the high frequency components to have lower amplitude than low frequency ones. Thus, quantizing high frequency coefficients may lead to a larger number of zero-valued quantized coefficients compared to low-frequency ones.

We propose to reorder the RAHT coefficients in ascending order according to their associated depth (depth of the octtree where they were generated) and to entropy encode the quantized and reordered coefficients using RLGR. The idea of reordering the RAHT coefficients prior to entropy encode is not new and was also proposed in [5]. In [5], RAHT coefficients were sorted by their weight in descending order and encoded using RLGR.

III. EXPERIMENTAL RESULTS

The proposed ordering induces the generation of longer zero sequences. Figure 2 compares the average zero-run-length for the 7 test point clouds used in [1] when subject to RAHT and
given quantizer step, for three different sorting methods: by weight, depth and unsorted. One can easily see that tree-depth ordering yields longer zero-run-lengths. Furthermore, RLGR is an adaptive algorithm that continuously updates its parameters. Figure 3 compares unsorted and sorted coefficients for frame “Phil”, where we can expect that the better-behaved decaying pattern in the depth-sorted case may lead to faster adaptation and better compression with the RLGR algorithm.

Tables I and II compare sorting criteria in RLGR-RAHT. In them, and the rest of this work, rate is given in bits per occupied voxel (bpv) and distortion in peak signal-to-noise ratio (PSNR in dB) comparing the luminance component of the original and reconstructed frames.

We can see from the tables that the proposed depth-ordered sorting of the RAHT coefficients yields better performance compared to weight-ordered or unordered methods. In light of this, we run the proposed depth-ordered RLGR-RAHT for all images and quantizer steps in the previous work and we believe that Figs. 6, 7 and 8(a) in [1] should be replaced with the improved results in Figs. 4 and 5 in this work.

From the many rate-distortion curves, it is clear that depth-ordered RLGR-RAHT yields the best performance, even outperforming the GT-based coder.
IV. CONCLUSION

We have presented an ordering criteria to improve the performance of the RAHT entropy coder for 3D point cloud attributes. This transform has an almost linear complexity and can be easily computed in real time. The RLGR also has low complexity. The proposed method has a competitive performance, even outperforming the much more complex GT-based point cloud coder. We believe the proposed depth-ordered RLGR-RAHT encoder presents the best performance so far in the compression of voxelized point clouds, with better rate-distortion trade-offs and lower complexity than rival approaches.
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Fig. 5. Rate-distortion curves, for different point clouds and coders.