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1. Introduction

The theory of elasto-plasticity provides a common framework to model the behaviour of materials displaying permanent deformations when a critical stress threshold is reached, even if these deformations could be caused by many different physical mechanisms: for instance, for crystalline materials, such as metals, plastic deformation is mainly due to dislocations, atomic defects inside the lattice, while for granular materials like concrete, rocks, and soils it is mostly the result of relative sliding of the microparticles composing them. Such intrinsic difference between materials reflects in the choice of the elasto-plastic model to adopt; in particular, granular materials (we refer to them also as geomaterials) usually undergo permanent volumetric changes, in contrast to crystalline materials.

The general setting of elasto-plasticity, in small-strain assumptions, is based on an additive decomposition of the total strain $E_u \in \mathbb{M}^{n \times n}_{sym}$, that is the symmetrized gradient of the displacement field $u: \Omega \to \mathbb{R}^n$, $\Omega \subset \mathbb{R}^n$ being the reference domain, into elastic strain and plastic strain:

$$E_u = e + p.$$ 

The stress tensor $\sigma: \Omega \to \mathbb{M}^{n \times n}_{sym}$ depends linearly on $e$ according to Hooke’s law

$$\sigma = C e,$$

$C$ being the fourth order positive definite Hooke’s tensor, it is constrained to lie in a fixed closed and convex set $K \subset \mathbb{M}^{n \times n}_{sym}$, referred to as constraint set, and satisfies equilibrium conditions involving the external loads. When $\sigma$ is in the interior of $K$, the deformations are reversible (after a loading cycle the material has the same configuration), so the behaviour is elastic and
no plasticity is produced. Conversely, a plastic flow may be produced when \( \sigma \in \partial K \) (that is, \( \sigma \) reaches the yield surface); if plasticity flows in the cone of normal directions to \( K \) at \( \sigma \in \partial K \), that is \( p \in N_K(\sigma) \), the plasticity is said associative, otherwise non associative (e.g., if \( p \in N_{K\sigma}(\sigma) \), for \( \sigma \in \partial K \) and \( K, \hat{K}(\sigma) \subset \mathbb{M}_0^{n \times n} \) different closed convex sets).

Associative plasticity is largely employed for crystalline materials. Moreover, these materials usually do not develop permanent volumetric changes: then \( \frac{\partial K}{\partial n} \), the hydrostatic part of \( p \) related to irreversible volumetric deformation, is null and \( K \) does not depend on the mean stress \( \sigma_m := \frac{\int \sigma}{n} \in \mathbb{R} \), but only on \( \sigma_D := \sigma - \sigma_m \mathrm{Id} \in \mathbb{M}_D^{n \times n} \) (here \( \mathrm{tr} \) denotes the trace of a matrix and \( \mathbb{M}_D^{n \times n} \) the deviatoric matrices, that is the matrices with null trace). For these materials thus \( K \subset \mathbb{M}_D^{n \times n} \), and the corresponding associative models are said of Prandtl-Reuss type (we refer to [20] for their reference mathematical treatment).

Differently, granular materials display volumetric plastic deformations, depending on the hydrostatic pressure. In fact, an irreversible rearrangement of the microparticles may be caused by applying a triaxial test, namely a shear compression plus a compression normal to the shear plane; as a result, for geomaterials the volume could increase even in compression, providing an example of dilatance. In the shear compression, the volume may increase with that of the internal voids between the microparticles, interpreted as microcracks, due to a less efficient particle organisation; in the normal compression a part of these microcracks may be closed, preventing a free sliding and thus the free relaxation to the initial configuration in unloading.

Most of the models for geomaterials are formulated in the realm of non associative plasticity, see e.g. [35, 20, 18, 55]. (We refer the reader to the variational treatment of non associative plasticity in [21, 6, 30] and to the related [54].) The reason to put aside associative plasticity is that, when modifying Prandtl-Reuss plasticity accounting for the dependence of \( \sigma_m \), too important dilatancy effects appear, regardless of the form of \( K \).

A different approach to the modelling of geomaterials has been proposed by Mariog and Kazymyrenko in [39]. Basing on a micromechanical analysis, they consider the coupling of an associative elasto-plastic model with damage, tuning kinematical hardening. The damage variable \( \alpha: [0, T] \rightarrow [0, 1] \) is associated to the distribution density of closed microcracks, and reflects into an internal blocked energy depending on plastic strain, being related to irreversible deformations. Assuming Coulomb law for the sliding with friction between the lips of closed microcracks, plasticity follows a Drucker–Prager law, that is

\[
K = \{ \sigma \in \mathbb{M}_0^{n \times n}: \tau \sigma_m + |\sigma_D| - k \leq 0 \},
\]

for \( \tau, k > 0 \). Then the plastic dissipation from a plastic strain \( q \) is the relaxation of

\[
\int_{\Omega} H(p(t) - q) \, dx, \quad H(\xi) = \sup_{\sigma \in K} \xi
\]

for \( p(t) \) a bounded Radon measure and the stored energy at time \( t \) is the sum of the elastic energy of the sound material plus the kinematical hardening term (depending on \( \alpha \))

\[
Q(e(t)) + \hat{Q}(\alpha(t), p(t)) = \frac{1}{2} \int_{\Omega} C(e(x)) : e(x) \, dx + \int_{\Omega} C_1(\alpha(x)) p(x) : p(x) \, dx,
\]

for \( C_1 \) a fourth-order tensor positive definite except for \( \alpha = 0 \), corresponding to the fully damaged material, while formally \( C_1 \) is \( +\infty \) for \( \alpha = 1 \), meaning that the sound material does not display plasticity. The growth of the microcracks is modelled by the terms usually present in gradient damage models, corresponding to Ambrosio-Tortorelli approximation for a fixed thickness parameter

\[
D(\alpha(t)) + \| \nabla \alpha(t) \|_{L^2}^2,
\]

cf. [48], [1] Section 4, [39] Remark 3.1, and the coupling between Coulomb law for the sliding of crack lips with Griffith law for crack propagation in [5, 50]. Damage is assumed to be an irreversible process, consequently \( \alpha \) is nonincreasing in time. The reference experiment is the triaxial test; here the external loading is represented by a suitable duality between the displacement and a loading term \( L(t) \). Remarkably, the simulations discussed in [39] reproduce well the phenomena expected for geomaterials, in particular the dilatance.
The main result of the present work is the proof of existence of quasistatic evolutions for the model of \[39\], fulfilling the notion of energetic solutions à la Mielke-Theil (cf. \[16, 47, 14\]). This notion is based on a global stability condition (qs1), which prescribes that at each time the current configuration minimises the sum of the total internal energy and the dissipation potential, and on an energy-dissipation balance (qs2) between the total variation in time of the internal energy, the total dissipated energy, and the work of the external loadings. The precise assumptions and the functional framework of the existence result stated below, are described in Section 3.

**Theorem 1.1.** Assume the conditions \[15, 8, 7, 1, 55\], \([\text{Load}]\), \([\text{IC}]\), and the definitions in Section 2. Then there exists an evolution \(\alpha: [0, T] \rightarrow H^1(\Omega), u: [0, T] \rightarrow BD(\Omega), e: [0, T] \rightarrow L^2(\Omega; M_{sym}^{n \times n}), p: [0, T] \rightarrow M_b(\Omega \cup \partial \Omega; M_{sym}^{n \times n})\), such that

(qs0) \(\alpha(s) \leq \alpha(t)\) a.e. in \(\Omega\) for every \(0 \leq s \leq t \leq T\);

(qs1) \((u(t), e(t), p(t)) \in A(u(t))\) for every \(t \in [0, T]\) and

\[
Q(e(t)) + D(\alpha(t)) + \|\nabla \alpha(t)\|_{L^2}^2 + \tilde{Q}(\alpha(t), p(t)) - \langle \mathcal{L}(t), u(t) \rangle \\
\leq Q(\eta) + D(\beta) + \|\nabla \beta\|_{L^2}^2 + \tilde{Q}(\beta, q) + H(q - p(t)) - \langle \mathcal{L}(t), v \rangle
\]

for every \(\beta \leq \alpha(t), \beta \geq 0, (v, \eta, q) \in A(u(t))\);

(qs2) \(Q\) for every \(t \in [0, T]\)

\[
Q(e(t)) + D(\alpha(t)) + \|\nabla \alpha(t)\|_{L^2}^2 + \tilde{Q}(\alpha(t), p(t)) + V_H(p; 0, t) - \langle \mathcal{L}(t), u(t) \rangle
\]

\[
= Q(e_0) + D(\alpha_0) + \|\nabla \alpha_0\|_{L^2}^2 + \tilde{Q}(\alpha_0, p_0) - \langle \mathcal{L}_0, u_0 \rangle + \int_0^t (\sigma(s), E\dot{w}(s)) \, ds
\]

\[- \int_0^t \{(\mathcal{L}(s), u(s)) + \langle \mathcal{L}(s), \dot{w}(s) \rangle\} \, ds.
\]

Moreover, for every \(t \in [0, T]\), except at most countable many, it holds that: \(\alpha\) and \(e\) are strongly continuous from \([0, T]\) into \(H^1(\Omega)\) and \(L^2(\Omega; M_{sym}^{n \times n})\); \(u\) and \(p\) are weakly* continuous in \(BD(\Omega)\) and \(M_b(\Omega \cup \partial \Omega; M_{sym}^{n \times n})\); \(\mathcal{C}_1(\alpha(\cdot)) p(\cdot)\) is strongly continuous in \(L^2(\Omega; M_{sym}^{n \times n})\).

We point out that we are exactly in the setting proposed in \[39\] for the variational formulation. In particular, \(C_1(0) = 0\) and the gradient damage term is taken in the \(L^2\) norm. These constitutive choices give weaker regularity than in other coupled damage-plasticity models, which requires a careful mathematical treatment.

The degeneracy of \(C_1\) at the maximal damage state corresponds to complete damage. For this model, it means that in \(\{\alpha = 0\}\) the material satisfies Drucker-Prager perfect plasticity and \(p\) is a bounded Radon measure, since it is controlled only linearly. Such assumption is then crucial to observe plastic shear bands, otherwise one would have a kinematical hardening even in \(\{\alpha = 0\}\) and no concentration of plastic strain. Furthermore, the \(L^2\) damage gradient term is the one usually adopted in simulations and in mechanical models, e.g. \[8, 48, 15\]; the fact that the damage field is not continuous but only in \(H^1\) is a source of analytical issues, since it in general multiplies some functions of the measure \(p\), which is in duality with continuous fields. We remark that it could be also interesting for future applications to deal with the case where the switching between perfect plasticity and plasticity with hardening is governed by the values of a Sobolev field, as in the present framework.

In previous treatises of quasistatic evolutions for coupled small-strain plasticity-damage models \[12, 13, 15\] and in many elasticity-damage models (see e.g. \[43, 53, 37, 36\]) the damage is assumed incomplete: in those works the Hooke’s tensor \(C\), depending on \(\alpha\), is positive definite for any \(\alpha \in [0, 1]\). Here \(C\) is independent of \(\alpha\) but the relevant mixed term including the damage variable degenerates. Restricting to elasticity-damage models, in \[8, 45, 11, 33\] some cases of complete damage are addressed, and also in the dynamic plasticity-damage model \[22\] Hooke’s tensor is only positive semidefinite. Moreover, in plasticity-damage models the \(L^2\) regularisation in the damage gradient is at the moment not enough, unless having the presence of strain gradient \[13\] or further assumptions on elastic strain \[10\]: an \(L^p\) regularisation is required for \(p > n\) \[12, 22\] or for \(p = n\) \[15\].
Following De Giorgi’s Minimising Movement approach to quasistatic evolutions [2], time-continuous evolutions are approximated by discrete-time ones, constructed by solving incremental minimisation problems. The interaction between damage in $H^1$ and plasticity plays a crucial role in the lower semicontinuity of the kinematical hardening term (see Theorem 3.1), needed in incremental minimisation problems and both in passing to the limit the discrete stability to get (qs1) and in the lower energy inequality in (qs2); moreover, it enters also in a continuity condition to get (qs1), see Theorem 4.1.

Theorems 3.1 and 4.1 are the main intermediate results needed to prove Theorem 1.1. Their proof strategies employ fine properties of Sobolev functions, derived from capacitary continuity condition to get (qs1), see Theorem 4.1. Indeed, we observe that even the definition of $\tilde{Q}$ is well posed since $p$ could concentrate on sets of dimension at least $n-1$, and the capacitary precise representative $\tilde{\alpha}$ of $\alpha$ is well defined up to sets of dimension $s$ for any $s > n-2$.

In Theorem 4.1 we use a blow-up procedure, at every $x_0 \in \Omega$ with $\alpha(x_0) > 0$. If the rescaled damage variables $\beta_k$ converge uniformly to $\alpha(x_0) > 0$, then the rescaled plastic strains $q_k$ (for which $\int_{B_1} C_1(\beta_k) q_k : q_k \, dx$ is bounded) would be bounded in $L^2$ and the semicontinuity would be direct from Ioffe-Olech Theorem. Since $\beta_k$ converge weakly in $H^1$ to $\alpha(x_0)$, the convergence is uniform up to an exceptional set of small $s$-capacity, $s \in (1, 2)$. The idea is to combine the fact that the exceptional set could be taken with small perimeter, following Lahti [38], with the theory of GSBD functions [19], namely those corresponding to displacements for linearly elastic materials outside a $(n-1)$-dimensional crack. We see the boundary of the exceptional set of small capacity as a discontinuity surface of the rescaled displacements $v_k$, that are regarded as functions equibounded in GSBD, since the absolutely continuous parts of their symmetric gradients are bound in $L^2$ and their discontinuity sets have bounded surface measure. Using lower semicontinuity results in GSBD we get lower semicontinuity outside the exceptional set.

Furthermore, to exclude that the measure $p$ concentrates on $\{\alpha > 0\}$, we resort to a slicing argument. Also here, the result would be direct under uniform convergence of damage $\alpha_k$ to $\alpha$, using that the sets $\{\alpha > \delta\}$ are open and well approximated by $\{\alpha_k > \delta\}$. We stress the fact that in non associative plasticity regularity assumptions are needed even to solve the minimisation problems [6] or to prove existence of weak evolutions [30]; these are obtained through convolutions with fixed kernels.

The GSBD-lower semicontinuity together with Lahti’s capacitary estimate is applied also in Theorem 4.1 without blow-up. We believe that this strategy could be useful in other problems in plasticity-damage and for other couplings in different contexts.

Another issue arising when following the framework of [39] is that the triaxial test requires mixed Dirichlet-Neumann boundary conditions. These mixed conditions could be imposed trough a suitable notion of stress-plastic strain duality, well defined when the constraint set $K$ is bounded in the direction of deviatoric matrices, see e.g. [20]. Conversely, this is a problem when dealing with geomaterials, so that fully Dirichlet boundary conditions are usually considered in mathematical works, see [7, Introduction]. Here, besides safe load condition, we require a further assumption on the external loads; remarkably, this is satisfied in the case of triaxial test. These assumptions guarantee coercivity in $p$ in the incremental minimisation problems and permit us to obtain a weak formulation of evolution accounting for Neumann conditions in an integral form. In the last part of the paper we show that, under regularity assumptions on the evolution, one recovers the differential properties in [39], to which we refer for the full set of conditions and for further details on their mechanical interpretation.

We notice that we follow [39], but with the same techniques one could treat the case of a $L^7$ gradient damage regularisation, $\gamma > 1$, in place of $L^2$. Moreover, taking $C_1(0)$ positive definite or $C_1(1) < +\infty$ simplifies the analysis.

One could also repeat the same arguments for the existence of evolutions when adding a plastic strain gradient term of the type $\|\nabla p\|_{L^2}^2$ in the total energy (starting by minimising the functional in (3.1) plus $\|\nabla p\|_{L^2}^2$); actually, this term simplifies the analysis since it improves the regularity of $p$. Moreover, a strain gradient regularisation seems also suitable to improve time regularity. In the current setting, quasistatic evolutions are not proven to be absolutely
continuous in time, as usual in coupled plasticity-damage models. Different notions of evolutions have been proposed to deal with time discontinuity, such as the one of $BV$ solutions [42], obtained through a vanishing-viscosity technique à la Efendiev-Mielke [27] (see [13] [17] for plasticity-damage models). We plan to address these variants of the model in future works.

2. Preliminaries

Mathematical preliminaries. For every $x \in \mathbb{R}^n$ and $\varrho > 0$, let $B_\varrho(x) \subset \mathbb{R}^n$ be the open ball with center $x$ and radius $\varrho$, and let $Q_\varrho(\varrho) = x + (-\varrho, \varrho)^n$, $Q_\varrho^\perp(x) = Q_\varrho(x) \cap \{x \in \mathbb{R}^n : \pm x_1 > 0\}$. For $\nu \in S^{n-1} := \{x \in \mathbb{R}^n : |x| = 1\}$, we let also $Q_\varrho^\nu(x)$ the cube with "center" $x$, sidelength $\varrho$ and with a face in a plane orthogonal to $\nu$. We omit to write the dependence on $x$ when $x = 0$. (For $x, y \in \mathbb{R}^n$, we use the notation $x \cdot y$ for the scalar product and $|x|$ for the Euclidean norm.) By $\mathcal{M}^{n \times n}, \mathcal{M}^{n \times n}_{sym}$ and $\mathcal{M}^{n \times n}_{skew}$ we denote the set of $n \times n$ matrices, symmetric matrices, and skew-symmetric matrices, respectively. We write $\chi_E$ for the indicator function of any $E \subset \mathbb{R}^n$, which is 1 on $E$ and 0 otherwise. If $E$ is a set of finite perimeter, we denote its essential boundary by $\partial^* E$, see [4] Definition 3.60]. We indicate the minimum and maximum value between $a, b \in \mathbb{R}$ by $a \land b$ and $a \lor b$, respectively.

The Lebesgue measure on $\mathbb{R}^n$ is denoted by $\mathcal{L}^n$ and the $(n-1)$-dimensional Hausdorff measure by $\mathcal{H}^{n-1}$. The space of bounded $X$-valued Radon measures on $B$ is denoted by $M_b(B; X)$, for a locally compact subset $B$ of $\mathbb{R}^n$ and a finite dimensional Hilbert space $X$. The indication of the space $X$ is omitted when $X = \mathbb{R}$, and we write $M_b(B)$ for the subspace of positive measures of $M_b(B)$. The space $M_b(B; X)$ is endowed with the norm $\|\mu\|_1 := |\mu|(B)$, where $|\mu| \in M_b(B)$ is the variation of the measure $\mu$, and it is identified with the dual of $C_0(B; X)$, the space of continuous functions $\varphi : B \rightarrow X$ such that $\{|\varphi| \geq \varepsilon\}$ is compact for every $\varepsilon > 0$, by the Riesz Representation Theorem (see, e.g., [43] Theorem 6.19]). The weak* topology of $M_b(B; X)$ is defined using this duality.

The space $L^1(B; X)$ of $X$-valued $\mathcal{L}^n$-integrable functions is regarded as a subspace of $M_b(B; X)$, with the induced norm. The $L^p$ norm, $1 \leq p \leq \infty$ is denoted by $\| \cdot \|_p$, while the brackets $\langle \cdot, \cdot \rangle$ denote the duality product between conjugate $L^p$ spaces.

The space $M^{n \times n}_{sym}$ is endowed with the Euclidean scalar product $\langle \xi, \eta \rangle := \sum_{i,j} \xi_{ij} \eta_{ij}$ and with the corresponding Euclidean norm $|\xi| := \langle \xi, \xi \rangle^{1/2}$. The symbol for the space of trace free matrices in $M^{n \times n}_{sym}$ is $M_{sym}^{n \times n}$. For every $\xi \in M^{n \times n}_{sym}$ the orthogonal projection of $\xi$ on $RI$ is $\frac{1}{n} tr(\xi) I$. Therefore the orthogonal projection on $M^{n \times n}_{sym}$, called the deviator of $\xi$, is

$$\xi_D := \xi - \frac{1}{n}(tr \xi) I.$$ 

We denote also

$$\xi_m := \frac{1}{n}(tr \xi).$$

The symmetrized tensor product $a \circ b$ of two vectors $a, b \in \mathbb{R}^n$ is the symmetric matrix with entries $(a_i b_j + a_j b_i)/2$. If $X_1, X_2$ are Banach spaces, $\text{Lin}(X_1; X_2)$ is the space of linear operators from $X_1$ into $X_2$, endowed with the usual operator norm.

For every $u \in L^1(U; \mathbb{R}^n)$, with $U$ open in $\mathbb{R}^n$, let $E u$ be the $M^{n \times n}_{sym}$-valued distribution on $U$ whose components are defined by $E_{ij} u = \frac{1}{2}(D_{ij} u + D_{ji} u)$. The space $BD(U)$ of functions with bounded deformation is the space of all $u \in L^1(U; \mathbb{R}^n)$ such that $E u \in M_b(U; M^{n \times n}_{sym})$.

It is easy to see that $BD(U)$ is a Banach space with the norm $\|u\|_1 + \|E u\|_1$. It is possible to prove that $BD(U)$ is the dual of a normed space (see [52] and [40]), and this defines the weak* topology of $BD(U)$. A sequence $u_k$ converges to $u$ weakly* in $BD(U)$ if and only if $u_k \rightarrow u$ strongly in $L^1(U; \mathbb{R}^n)$ and $E u_k \rightarrow E u$ weakly* in $M_b(U; M^{n \times n}_{sym})$. If $U$ is a bounded open set with Lipschitz boundary, for every function $u \in BD(U)$ the trace of $u$ on $\partial U$ belongs to $L^1(\partial U; \mathbb{R}^n)$. It will always be denoted by the same symbol $u$. If $u_k, u \in BD(U)$, $u_k \rightarrow u$ strongly in $L^1(U; \mathbb{R}^n)$, and $\|E u_k\|_1 \rightarrow \|E u\|_1$, then $u_k \rightarrow u$ strongly in $L^1(\partial U; \mathbb{R}^n)$ (see [51] Chapter II, Theorem 3.1]). Moreover (see [51] Proposition 2.4 and Remark 2.5), there exists a constant $C > 0$, depending on $U$, such that

$$\|u\|_{1,U} \leq C \|u\|_{1,\partial U} + C \|E u\|_{1,U},$$

(2.1)
\[ \| \cdot \|_{p,B} \text{ being the } L^p \text{ norm of a function with domain a Borel set } B. \]

It is well known (see \[3, 51\]) that for \( v \in BD(U) \) the jump set \( J_v \) is countably \((\mathcal{H}^{n-1}, n-1)\) rectifiable, and that

\[ E_v = E^a v + E^s v + E^j v, \]

where \( E^a v \) is absolutely continuous with respect to \( L^a \), \( E^s v \) is singular with respect to \( L^n \) and such that \( |E^s v|(B) = 0 \) if \( \mathcal{H}^{n-1}(B) < \infty \), while \( E^j v \) is concentrated on \( J_v \). The density of \( E^a v \) with respect to \( L^n \) is denoted by \( \mathcal{E}(v) \).

The space \( SBD(U) \) is the subspace of all functions \( v \in BD(U) \) such that \( |\partial v| \) is finite (\( p \in (1, \infty) \), we define \( SBD^p(U) := \{ v \in BD(U) : \mathcal{E}(v) \in L^p(\Omega; \mathbb{M}^{n \times n}_{\text{sym}}), \mathcal{H}^{n-1}(J_v) < \infty \} \). For a complete treatment of BD and SBD functions, we refer to \[3, 51\].

The spaces \( GBD(U) \) of generalized functions of bounded deformation and \( GSB\mathcal{D}(U) \) of generalized special functions of bounded deformation have been introduced in \[19\] (cf. \[19\] Definitions 4.1 and 4.2). We recall that every \( v \in GBD(U) \) has an approximate symmetric gradient \( \mathcal{E}(v) \in L^1(\Omega; \mathbb{M}^{n \times n}_{\text{sym}}) \) and an approximate jump set \( J_v \) which is still countably \((\mathcal{H}^{n-1}, n-1)\) rectifiable (cf. \[19\] Theorem 9.1, Theorem 6.2).

The notation for \( \mathcal{E}(v) \) and \( J_v \), which is the same as that one in the SBD case, is consistent: in fact, if \( v \) lies in \( SBD(U) \), the objects coincide (up to negligible sets of points with respect to \( L^a \) and \( \mathcal{H}^{n-1} \), respectively). For \( 1 < p < \infty \), the space \( GSB\mathcal{D}^p(U) \) is given by

\[ GSB\mathcal{D}^p(U) := \{ v \in GSB\mathcal{D}(U) : \mathcal{E}(v) \in L^p(\Omega; \mathbb{M}^{n \times n}_{\text{sym}}), \mathcal{H}^{n-1}(J_v) < \infty \}. \]

The theory of \( GSB\mathcal{D} \) functions has been developed with many contributions in recent years, we refer e.g. to \[31, \text{Section 3}\] for a general picture; in this paper we employ compactness in \( GSB\mathcal{D} \) from \[11\], see also \[19\] Theorem 11.3.

The reference configuration. Throughout the paper the reference configuration \( \Omega \) is a bounded connected open set in \( \mathbb{R}^n, n \geq 2 \), with Lipschitz boundary. We assume that Dirichlet and possibly Neumann boundary conditions are imposed, corresponding to two subsets \( \partial_D \Omega \neq \emptyset \) and \( \partial_N \Omega \) of \( \partial \Omega \) satisfying

\[ \partial \Omega = \partial_D \Omega \cup \partial_N \Omega, \quad \partial_D \Omega \cap \partial_N \Omega = \emptyset, \quad \text{(BC.1)} \]

\( \partial_D \Omega \) being the part of \( \partial \Omega \) where the displacement is prescribed, while traction forces are applied on \( \partial_N \Omega \). Here \( \partial_D \Omega \) and \( \partial_N \Omega \) are open (in the relative topology), with the same boundary \( \Gamma \) such that

\[ \mathcal{H}^{n-2}(\Gamma) < +\infty. \quad \text{(BC.2)} \]

Along the paper we deal with the general case, intending that the case of pure Dirichlet boundary conditions corresponds to formally consider \( \partial_D \Omega = \partial \Omega \) in \( \text{(BC.1)} \).

The elastic and plastic strains. In our problem \( u \in BD(\Omega; \mathbb{R}^n) \) represents the displacement of an elasto-plastic body and \( Eu \) is the corresponding linearised strain. We now introduce the coupled elasto-plastic damage model. As for modelling plasticity, we follow \[20\] and use the corresponding notations.

Given a displacement \( u \in BD(\Omega; \mathbb{R}^n) \) and a boundary datum \( w \in H^1(\mathbb{R}^n; \mathbb{R}^n) \), the elastic and plastic strains \( e \in L^2(\Omega; \mathbb{M}^{n \times n}_{\text{sym}}) \) and \( p \in M_k(\Omega \cup \partial_D \Omega; \mathbb{M}^{n \times n}_{\text{sym}}) \) satisfy the equations (weak kinematic compatibility conditions)

\[ Eu = e + p \quad \text{a.e. in } \Omega, \quad \text{(2.2)} \]

Given \( w \in H^1(\mathbb{R}^n; \mathbb{R}^n) \), the set of admissible displacements and strains for the boundary datum \( w \) on \( \partial_D \Omega \) is defined, with the same meaning and notation of \[20\], as

\[ \Lambda(w) := \{ (u, e, p) \in BD(\Omega; \mathbb{R}^n) \times L^2(\Omega; \mathbb{M}^{n \times n}_{\text{sym}}) \times M_k(\Omega \cup \partial_D \Omega; \mathbb{M}^{n \times n}_{\text{sym}}) : \text{(2.2) holds} \} \]

\[ \text{and } p = (w - u) \circ \nu \mathcal{H}^{n-1} L \partial_D \Omega. \quad \text{(2.3)} \]

Differently from \[20\], here \( p \) has not null trace in general, so that \( w - u \) could also have a non null normal component on \( \partial_D \Omega \). If \( \partial_N \Omega = \emptyset \), \( \text{(2.3)} \) reduces to the space of admissible configurations defined in \[7, \text{Section 6}\].
The damage variable and the associated dissipation. In addition to $u$, $e$, and $p$, we consider an internal variable $\alpha : \Omega \to [0, 1]$, which represents the damage state of the body. At a given point $x \in \Omega$, as $\alpha(x)$ decreases from 1 to 0, the material point $x$ passes from a sound state to a fully damaged one. During the evolution, the damage variable is forced to decrease.

In the total energy we consider a term which accounts for the energy dissipated by the body during the damage process. The dissipation term is a functional

$$D : L^1(\Omega) \to \mathbb{R}^+ \cup \{0\}$$

strongly continuous. (D)

We do not require that $D$ is nonincreasing or positively one-homogeneous, because it is not needed to prove our result. However, such assumptions would be natural, since $D$ represents a dissipation. In [39] $D$ is linear in $\alpha$.

The total energy includes also a damage gradient term $\|\nabla \alpha\|_2^2$ on the damage variable, cf. (3.1). In particular, whenever the energy is finite the damage variable will be in $H^1(\Omega)$. The introduction of damage gradient term is recurrent in the study of evolution for damage models trough variational methods (see for instance [48] and [1, Section 4]).

Capacity. For the notion of capacity we refer, e.g., to [29, 34]. We recall here the definition and some properties.

Let $1 \leq \gamma < +\infty$ and let $\Omega$ be a bounded, open subset of $\mathbb{R}^n$. For every subset $B \subset \Omega$, the $\gamma$-capacity of $E$ in $\Omega$ is defined by

$$\text{Cap}_{\gamma}(E, \Omega) := \inf \left\{ \int_{\Omega} |\nabla v|^{\gamma} \, dx : v \in W^{1,\gamma}_0(\Omega), \, v \geq 1 \text{ a.e. in a neighbourhood of } E \right\}.$$ 

A set $E \subset \Omega$ has $\gamma$-capacity zero if $\text{Cap}_{\gamma}(E, \Omega) = 0$ (actually, the definition does not depend on the open set $\Omega$ containing $E$). A property is said to hold $\text{Cap}_{\gamma}$-quasi everywhere (abbreviated as $\text{Cap}_{\gamma}$-q.e.) if it holds for a set of $\gamma$-capacity zero.

If $1 < \gamma \leq n$ and $E$ has $\gamma$-capacity zero, then $H^s(\Omega) = 0$ for every $s > n - \gamma$.

A function $\alpha : \Omega \to \mathbb{R}$ is $\text{Cap}_{\gamma}$-quasicontinuous if for every $\varepsilon > 0$ there exists a set $E_\varepsilon \subset \Omega$ with $\text{Cap}_{\gamma}(E_\varepsilon, \Omega) < \varepsilon$ such that the restriction $\alpha|_{\Omega \setminus E_\varepsilon}$ is continuous. Note that if $\gamma > n$, a function $\alpha$ is $\text{Cap}_{\gamma}$-quasicontinuous if and only if it is continuous.

Every function $\alpha \in W^{1,\gamma}(\Omega)$ admits a $\text{Cap}_{\gamma}$-quasicontinuous representative $\tilde{\alpha}$, i.e., a $\text{Cap}_{\gamma}$-quasicontinuous function $\tilde{\alpha}$ such that $\tilde{\alpha} = \alpha$ $L^n$-a.e. in $\Omega$. The $\text{Cap}_{\gamma}$-quasicontinuous representative is essentially unique, that is, if $\tilde{\beta}$ is another $\text{Cap}_{\gamma}$-quasicontinuous representative of $\alpha$, then $\tilde{\beta} = \tilde{\alpha}$ $\text{Cap}_{\gamma}$-q.e. in $\Omega$. It satisfies (see [29, Theorem 4.8.1])

$$\lim_{\rho \to 0} \frac{1}{|B_{\rho}(x_0)|} \int_{B_{\rho}(x_0)} |\alpha(x) - \tilde{\alpha}(x_0)| \, dx = 0 \quad \text{for } \text{Cap}_{\gamma}$q.e. \, x_0 \in \Omega. \quad (2.4)$$

Recalling [28, Theorem 7], if $\alpha_k \to \alpha$ in $W^{1,\gamma}(\Omega)$, up to passing to a subsequence we have that for every $\tilde{\gamma} \in [1, \gamma)$ and every $\varepsilon > 0$ there exists a relatively open set $E_\varepsilon \subset \Omega$ such that

$$\tilde{\alpha}_k \to \tilde{\alpha} \quad \text{uniformly on } \Omega \setminus E_\varepsilon, \quad \text{Cap}_{\gamma}(E_\varepsilon, \Omega) < \varepsilon. \quad (2.5)$$

The stored energy. The stored energy is the sum of two contributions: besides the classical expression of the elastic energy depending only on the elastic strain through Hooke’s tensor, the model devised in [39] displays a further term depending both on the damage variable and the plastic strain.

The elastic energy of the sound material. For every $e \in L^2(\Omega, M^{n \times n}_{sym})$, when the damage variable assumes constant value 0, the elastic energy is given by

$$Q(e) := \frac{1}{2} \int_{\Omega} C e(x) : e(x) \, dx = \frac{1}{2} \langle C e, e \rangle_{L^2(\Omega, M^{n \times n}_{sym})},$$

with $C$ the Hooke’s tensor, or any fourth order tensor satisfying the symmetry conditions

$$C_{ijkl} = C_{klij} = C_{jikl} \quad \text{for all } i, j, k, l \in \{1, \ldots, n\} \quad (C.1)$$
and the coercivity-continuity assumption
\[ γ_1|\xi|^2 ≤ C_ξ : \xi ≤ γ_2|\xi|^2 \quad \text{for every } \xi ∈ M^{n×n}_{\text{sym}}, \tag{C.2} \]
where γ₁, γ₂ are positive constants. In particular, this implies
\[ |C_ξ| ≤ 2γ_2|\xi|. \tag{2.6} \]

The kinematical hardening term. The latter term in the elastic energy has the form
\[ \int_Ω C_1(α(x))p(x) : p(x) \, dx, \quad p = 0 \text{ in } \{α = 1\} \tag{2.7} \]
with C₁ a fourth order tensor satisfying
\[ C_1 ∈ C([0, 1]; \text{Lin}(M^{n×n}_{\text{sym}}; M^{n×n}_{\text{sym}})), \tag{C.1.1} \]
\[ γ(α)|\xi|^2 ≤ C_1(α)ξ : ξ \quad \text{for every } α ∈ [0, 1], ξ ∈ M^{n×n}_{\text{sym}}, \tag{C.1.2} \]
\[ C_1(α) = 0 \quad \text{if and only if } α = 0, \tag{C.1.3} \]
\[ α ↦ C_1(α)ξ : ξ \quad \text{is nondecreasing for every } ξ ∈ M^{n×n}_{\text{sym}}, \tag{C.1.4} \]
\[ \lim_{α→1^-} C_1(α)ξ : ξ = +∞ \quad \text{uniformly w.r.t. } ξ ∈ M^{n×n}_{\text{sym}}, \tag{C.1.5} \]
so that we may assume
\[ γ : [0, 1] → \mathbb{R}^+ \text{ nondecreasing with } γ(α) = 0 \quad \text{if and only if } α = 0. \tag{C.1.6} \]

This represents the energy blocked by the contact with friction of the lips of the cracks, and it results in a hardening behaviour. Its derivation is based on a micro-mechanical approach. Observe that C₁ is not coercive uniformly with respect to α ∈ [0, 1] since C₁(0) = 0, in contrast to the assumptions on C(α) in the incomplete damage models.

The functional in (2.7) is well defined if α ∈ L¹(Ω; [0, 1]) and p ∈ L²(Ω; M^{n×n}_{sym}). Since in our model the natural space for p is M₀(Ω ∪ ∂DΩ; M^{n×n}_{sym}), we extend the definition to α ∈ H¹(Ω; [0, 1]) and to those p ∈ M₀(Ω ∪ ∂DΩ; M^{n×n}_{sym}) for which there exist u ∈ BD(Ω), e ∈ L²(Ω), w ∈ H¹(Ω) satisfying (2.2), by setting
\[ \tilde{Q}(α, p) := \begin{cases} \int_{Ω\setminus\{α=1\}} C_1(α(x))p(x) : p(x) \, dx & \text{if } |p'|((x ∈ Ω ∪ ∂DΩ; \tilde{α}(x) > 0)) = 0, p χ_{\{α=1\}} = 0, \\
+∞ & \text{otherwise}, \end{cases} \]
where \( \tilde{α} \) is the quasicontinuous representative of α ∈ H¹(Ω) and \( \tilde{α} \) is defined in ∂Ω through the trace of α (we could consider any H¹ extension of α in an open set Ω′ ⊃ Ω). Notice that \( \tilde{α} \) is well defined up to a negligible set with respect to Cap₂; by (2.2) and properties of BD functions, p may concentrate up to sets of nonnegative Hⁿ⁻¹ measure, and not on Cap₆-negligible sets, for any δ > 1. Then it is meaningful to write \( |p'|((\tilde{α} > 0)) \). Observe also that p ∈ L¹((\tilde{α} > 0)) has to be 0 in \( \{α = 1\} \). This formally corresponds to take C₁(1) = +∞, as requested in [39, Section 3.3].

The constraint set and its support function. Let K be a closed convex set in M^{n×n}_{sym} containing a ball of radius r_H > 0, that is
\[ \{σ ∈ M^{n×n}_{sym} : |σ| ≤ r_H\} ⊂ K. \tag{K} \]

Let us consider the support function H : M^{n×n}_{sym} → \mathbb{R}^+ ∪ {0}
\[ H(ξ) := \sup_{σ ∈ K} σ : ξ, \]
which, by [K], satisfies H(p) ≥ r_H|p| for all p ∈ M^{n×n}_{sym}. We remark that in the applications considered in [39], namely the Drucker-Prager criterion (or some variants like Mohr-Coulomb or Hoek-Brown criteria) with kinematical hardening coupled with damage, K is unbounded in the direction of negative hydrostatic matrices: it has the form
\[ K := \{σ ∈ M^{n×n}_{sym} : τσ_m + κ(σ_D) - k ≤ 0\}, \]
with κ : M^{n×n}_{D} → [0, +∞) convex and positively 1-homogeneous, κ(0) = 0, and τ > 0, k > 0 two constants.
The plastic potential. Basing on the theory of convex functions of measures developed in [32], we define the non-negative Borel measure

$$H(p) := \int_{\Omega \cup \partial D \Omega} H\left( \frac{dp}{d|p|}(x) \right) d|p|(x), \quad \text{for } B \subset \Omega \cup \partial D \Omega \text{ Borel.}$$

If $H(p)$ has finite mass, namely it is a bounded Radon measure, we introduce the plastic potential $\mathcal{H}: M_b(\Omega \cup \partial D \Omega; M^{n \times n}_{sym}) \to \mathbb{R}$ by

$$\mathcal{H}(p) := H(p)(\Omega \cup \partial D \Omega).$$

In this case, the results in [23, 24] (see in particular [24, Theorem 2.1]) give that $H$ is expressed through duality formulas. For a bounded smooth set $\Omega'$ such that $\Omega \subset \Omega'$ and $\Omega' \cap \partial D = \partial D \Omega$, extending any $p$ by 0 on $\Omega' \setminus \Omega$, it holds that

$$\int_{\Omega'} \varphi d|H(p)| = \sup_{\varphi \in C_c^\infty(\Omega')} \int_{\Omega'} \varphi \sigma : dp = \sup_{\varphi \in C_c(\Omega')} \int_{\Omega'} \varphi \sigma : dp = \sup_{\varphi \in L^1(\Omega', |p| + L^n, K)} \int_{\Omega'} \varphi \sigma : dp,$$

for any $\varphi \in C_c(\Omega'), \varphi \geq 0$, and

$$\mathcal{H}(p) = \sup_{\varphi \in C_c^\infty(\Omega')} \int_{\Omega'} \varphi \sigma : dp = \sup_{\varphi \in C_c(\Omega')} \int_{\Omega'} \varphi \sigma : dp = \sup_{\varphi \in L^1(\Omega', |p| + L^n, K)} \int_{\Omega'} \varphi \sigma : dp,$$

where $L^1(\Omega', |p| + L^n, K)$ denotes the space of integrable functions with respect to $|p| + L^n$ with values in $K$. Moreover, Reshetnyak Theorem (see [4, Theorem 2.38]) implies that $\mathcal{H}$ is sequentially weakly-*lower semicontinuous in $M_b(\Omega \cup \partial D \Omega; M^{n \times n}_{sym})$.

The plastic dissipation. We introduce now a term which represents the plastic dissipation in a given time interval.

A function $p: [0, T] \to M_b(\Omega \cup \partial D \Omega; M^{n \times n}_{sym})$ will be regarded as a function defined on the time interval $[0, T]$ with values in the dual of the separable Banach space $C(\Omega \cup \partial D \Omega; M^{n \times n}_{sym})$, that can be identified with the space of functions in $C(\Omega; M^{n \times n}_{sym})$ vanishing on $\partial_N \Omega$. For every $s, t \in [0, T]$ with $s \leq t$ the total variation of $p$ on $[s, t]$ is defined by

$$\mathcal{V}(p; s, t) = \sup\left\{ \left. \left( \sum_{j=1}^N \|p(t_j) - p(t_{j-1})\|_1 \right) \right| s = t_0 < t_1 < \cdots < t_N = t, N \in \mathbb{N} \right\}.$$

For every partition $\mathcal{P}$ of $[s, t]$, namely $\mathcal{P} := \{t_i\}_{0 \leq i \leq N}$ with $s = t_0 < t_1 < \cdots < t_N = t$, we define

$$\mathcal{V}_H^\mathcal{P}(p; s, t) := \sum_{i=1}^N \mathcal{H}(p(t_i) - p(t_{i-1})).$$

The $H$-variation of $p$ on $[s, t]$ is denoted by $\mathcal{V}_H(p; s, t)$ and is defined through

$$\mathcal{V}_H(p; s, t) := \sup\left\{ \mathcal{V}_H^\mathcal{P}(p; s, t) \left| \mathcal{P} \text{ partition of } [s, t] \right. \right\},$$

(2.11)

We recall that this notion has been introduced in [20, Appendix].

The prescribed boundary displacement and the external loading. We assume that the prescribed boundary displacement $w$ depends on time and satisfies the regularity assumption

$$w \in AC([0, T]; H^1(\mathbb{R}^n; \mathbb{R}^n)),$$

(3.1)

so that the time derivative $t \mapsto \dot{w}(t)$ belongs to $L^1([0, T]; H^1(\mathbb{R}^n; \mathbb{R}^n))$ and its strain $t \mapsto E\dot{w}(t)$ belongs to $L^1([0, T]; L^2(\mathbb{R}^n; M^{n \times n}_{sym}))$. The prescribed boundary value will be the trace on $\partial_D \Omega$ of $w$ (again denoted by $w$). As for the volume force $f$, we assume that

$$f \in AC([0, T]; L^n(\mathbb{R}^n; \mathbb{R}^n)).$$

(3.2)

In the presence of Neumann boundary conditions, the traction is a function

$$g \in AC([0, T]; L^\infty(\partial_N \Omega)).$$

(3.3)
We define the total load \( \mathcal{L} \in AC([0,T]; BD(\Omega)) \) by
\[
\langle \mathcal{L}(t), v \rangle := \int_{\Omega} f(t) \cdot v \, dx + \int_{\partial_N \Omega} g(t) \cdot v \, d\mathcal{H}^{n-1},
\]  
(\text{Load.4})
for every \( v \in BD(\Omega). \) Notice that \( v \in L^1(\Omega; \mathbb{R}^n) \) and \( v \in L^1(\partial \Omega; \mathbb{R}^n), \) by embedding properties of \( BD \) functions. If we assume only Dirichlet boundary conditions, (\text{Load.3}) reads as \( \langle \mathcal{L}(t), v \rangle := \int_{\Omega} f(t) \cdot v \, dx. \) For the main properties of absolutely continuous functions with values in reflexive Banach spaces we refer to [9, Appendix].

We assume the following safe load condition: there exists \( g \in AC([0,T]; L^0(\Omega; \mathbb{R}^n)) \) and a constant \( \tau_0 > 0 \) such that for every \( t \in [0,T] \)
\[
\begin{cases}
-\text{div} \ g(t) = f(t) & \text{a.e. in } \Omega, \\
[g(t)] = g(t) & \text{in } \partial_N \Omega,
\end{cases}
\]  
(\text{Load.5})
This is a standard assumption to study existence results for quasistatic evolutions in plasticity. It results in coercivity for the plastic strain in the incremental minimisation problem. In the condition \( [g(t)] = g(t) \) \( \mathcal{H}^{n-1} \)-a.e. in \( \partial_N \Omega, \) \( [g(t)] \) is the distribution on \( \partial \Omega \) defined by
\[
\langle [g(t)] \psi, \psi \rangle := \int_{\Omega} \text{div} \ g(t) \psi \, dx + \int_{\Omega} g(t) \partial_{\psi} \psi \, dx.
\]
Notice that when \( g \in L^0(\Omega; \mathbb{R}^n), \) \( g \in L^0(\Omega; M^{n \times n}_{\text{sym}}), \) then \( [g] \) is in the dual space of \( W^{0,1} - \phi (\partial \Omega). \)

When dealing with Neumann boundary conditions in the present case, where the constraint set is unbounded in the deviatoric matrices, we enforce a further condition. We have to require that
\[
[g(t) : p] \leq C_g |p| \quad \text{in } M_0(\Omega \cup \partial_D \Omega; M^{n \times n}_{\text{sym}}),
\]  
(\text{Load.6})
for \( C_g > 0 \) independent of \( t \in [0,T]. \) It is not clear in general how to determine the fields \( g \) satisfying the safe load condition. We notice that in the case of null forces the safe load condition is satisfied for \( g \equiv 0, \) and when only a constant pressure \( p(t) \) is applied on \( \partial_N \Omega \) with some Dirichlet conditions on \( \partial_D \Omega \) (with null volume loadings), as in the case of the triaxial test, \( g(t) \) could be taken constant for every \( t, \) so that (\text{Load.5}) is satisfied if \( p(t) \) is bounded uniformly in time. In the case of Dirichlet boundary conditions, we drop the condition on \( [g(t)] \) in (\text{Load.5}), besides (\text{Load.6}).

By (\text{Load.5}) and (\text{Load.6}), we obtain for every \( t \in [0,T] \) and \((u,e,p) \in A(w(t))\) the following integration by parts formula
\[
\langle \mathcal{L}(t), u \rangle = \langle [g(t)], e - Ew(t) \rangle_{L^2} + \int_{\Omega \cup \partial_D \Omega} g(t) : dp + \langle \mathcal{L}(t), w(t) \rangle.
\]  
(2.12)

The initial data. The initial configuration for the evolution \( \alpha_0, u_0, e_0, p_0 \) is such that \( \alpha_0 \in H^1(\Omega; [0,1]), (u_0, e_0, p_0) \in A(w(0)) \) and
\[
\mathcal{Q}(e_0) + D(\alpha_0) + \|\nabla \alpha_0\|^2 + \bar{Q}(\alpha_0, p_0) - \langle \mathcal{L}(0), u_0 \rangle 
\leq \mathcal{Q}(\eta) + D(\beta) + \|\nabla \beta\|^2 + \bar{Q}(\beta, q) + \mathcal{H}(q - p_0) - \langle \mathcal{L}_k(t), v \rangle \tag{IC}
\]
for every \( \beta \leq \alpha_0, \beta \geq 0, (v, \eta, q) \in A(w(0)). \)

3. The minimisation problem and the discrete time solutions

In this section we study the minimisation problems entering the time discrete approximation of quasistatic evolutions for the present model. This approximation follows the general scheme of minimising movements.

At each incremental time step, the updated approximate solution is obtained by minimising, among the admissible configurations for the updated external loading, the sum of the internal energy terms, of the loading, and of the dissipation from the approximate solution at the previous time step.
More precisely, for every \( k \in \mathbb{N} \) a sequence of subdivisions \((t_k^i)_{0 \leq i \leq k}\) of the interval \([0, T]\) is introduced, with

\[
0 = t_k^0 < t_k^1 < \cdots < t_k^{k-1} < t_k^k = T,
\]

\[
\lim_{k \to \infty} \max_{1 \leq i \leq k} (t_k^i - t_k^{i-1}) = 0.
\]

Starting from \((\alpha_k^0, u_k^0, e_k^0, p_k^0) := (\alpha_0, u_0, e_0, p_0) \in H^1(\Omega; [0, 1]) \times \Lambda(w(0)), \) given \( w_1^i := w(t_k^i), \) \( L_k^i := L(t_k^i), \) for \( i = 1, \ldots, k \) we define \((\alpha_k^i, u_k^i, e_k^i, p_k^i)\) as a solution to the incremental problem

\[
\min_{0 \leq \alpha \leq \alpha_k^{i-1}, (u, e, p) \in \Lambda(w_1^i)} \left\{ Q(e) + D(\alpha) + ||\nabla \alpha||_2^2 + \tilde{Q}(\alpha, p) + \mathcal{H}(p - p_{i-1}^i) - (L_k^i, u) \right\}. \tag{3.1}
\]

We now discuss existence of solutions to the problem above.

First we notice that, assuming the problem at time-step \( i - 1 \) admits minimisers, the minimising functional (at time-step \( i \)) is finite on \((\alpha_k^{i-1}, u_k^{i-1} + w_1^{i-1}, e_k^{i-1}, p_k^{i-1} + E(w_1^i - w_1^{i-1}), p_k^{i-1})\), so the infimum is not \(+\infty\).

Moreover, we prove an estimate which will enforce coerciveness in \( p \), see also Proposition 3.4 later on. For any fixed \( \varepsilon > 0 \), letting \( E_\varepsilon \subset \Omega' \) such that \( |p|(\Omega' \setminus E_\varepsilon) < \varepsilon \) and \( \psi_\varepsilon \in C^\infty(\mathbb{R}^n) \) a cutoff function such that \( \psi_\varepsilon = 1 \) on \( E_\varepsilon \) and \( \psi_\varepsilon = 0 \) on \( \mathbb{R}^n \setminus \Omega' \), by (Load.5) and (Load.6), recalling (2.10), we have that

\[
\mathcal{H}(p) - \int_{\Omega \cup \partial_D \Omega} g(t): dp \geq \sup \left\{ \int_{\Omega \cup \partial_D \Omega} (\sigma - \psi_\varepsilon \tilde{g}(t)) : dp : \sigma \in C_c(\Omega'; K) \right\} - \int_{\Omega \cup \partial_D \Omega} (1 - \psi_\varepsilon) \tilde{g}(t): dp \geq \sup \left\{ \int_{\Omega \cup \partial_D \Omega} \tilde{\sigma} : dp : \tilde{\sigma} \in C_c(\Omega'; B_{\varepsilon})(0) \right\} - C_\varepsilon \varepsilon \geq \tau_0 \|p\|_{(\Omega \cup \partial_D \Omega)} - C_\varepsilon \varepsilon,
\]

using density arguments and the fact that \( \psi(t) + \tau \in K \) for every \( \psi \in [0, 1], t \in [0, T] \), and \( |\tau| \leq \tau_0 \), which follows from the convexity of \( K_{\varepsilon} := \{ \xi \in \mathbb{M}^{n \times n}_{\text{sym}} : \xi + \tau \in K \) for all \( |\tau| < \tau_0 \)\) and since 0 is an interior point of \( K_{\varepsilon} \) (in view of (Load.4) and of the assumptions on \( K \)).

Notice that we may exploit the finiteness of \( \mathcal{H}(p) \) as in [7, Proposition 6.1], being the term bound and since we work on minimizing sequences. The semicontinuity of the plastic dissipation plus the external loading is obtained arguing as in [20, Theorem 3.3], see also Proposition 3.3. At this stage, the only term whose semicontinuity is not directly ensured is \( \tilde{Q}(\alpha, p) \). This is proved in the following result.

**Theorem 3.1.** Let \( \alpha_k \to \alpha \) in \( H^1(\Omega; [0, 1]), \) \((u_k, e_k, p_k) \subset \Lambda(w_k), \) \((u, e, p) \subset \Lambda(w) \) with \( w_k \rightharpoonup w \) in \( H^1(\Omega; \mathbb{R}^n), \) \( p_k \to p \) in \( M_b(\Omega \cup \partial_D \Omega; \mathbb{R}^{n \times n}), \) \( e_k \to e \) in \( L^2(\Omega; \mathbb{M}^{n \times n}_{\text{sym}}). \) Then

\[
\tilde{Q}(\alpha, p) \leq \liminf_{k \to +\infty} \tilde{Q}(\alpha_k, p_k). \tag{3.3}
\]

**Proof.** First, we notice that it is not restrictive to argue in an open set in place of \( \Omega \cup \partial_D \Omega. \)

In fact, given an open set \( \Omega' \supset \Omega \cup \partial_D \Omega \) with \( \Omega' \cap \partial \Omega = \partial_D \Omega, \) we may define

\[
\tilde{Q}(\tilde{\beta}, \tilde{q}) = \int_{\Omega' \setminus \{ \tilde{\beta} = 1 \}} C_1(\tilde{\beta}) \tilde{q} \, dx + \int_{\{ \tilde{\beta} = 1 \}} q \, dx,
\]

for \( \tilde{\beta} \) an extension of \( \beta \) to \( H^1(\Omega') \) (we can always assume \( \tilde{\beta} \in H^1(\Omega'; [0, 1]) \)) chosen in such a way to ensure the weak-\( H^1 \) convergence in passing from \( \Omega \) to \( \Omega' \), and

\[
\tilde{q} := \begin{cases} q & \text{in } \Omega \cup \partial_D \Omega, \\ 0 & \text{in } \Omega' \setminus (\Omega \cup \partial_D \Omega). \end{cases}
\]

Observe that \( \tilde{q} \) is such that \((\tilde{\nu}, \tilde{\eta}, \tilde{q}) \in \Lambda(w), \) for \( \tilde{\nu} \) the extension of \( \nu \) with \( w \) in \( \Omega' \setminus \Omega \) and \( \tilde{\eta} \) the extension of \( \eta \) with \( w \) in \( \Omega' \setminus \Omega. \) Thus \( \tilde{Q}(\tilde{\alpha}_k, \tilde{p}_k) = \tilde{Q}(\alpha_k, p_k), \) \( \tilde{Q}(\tilde{\alpha}, \tilde{p}) = \tilde{Q}(\alpha, p), \) and (3.3) is
and that the measures $\mu_k \in M^+_b(\Omega)$ defined by

$$\mu_k(A) := \int_{A \setminus \{\alpha_k = 1\}} C_1(\alpha_k) p_k \, dx$$

for $A \subset \Omega$ Borel, with $p_k = 0$ in $\{\alpha_k = 1\}$, are such that

$$\mu_k \rightharpoonup \mu \quad \text{in} \quad M^+_b(\Omega).$$

By the Besicovitch derivation theorem and the Radon-Nikodym decomposition for $\mu$ (cf. [22, Theorem 2.22]), the result will follow from the three estimates

$$\frac{d\mu}{d\mathcal{L}^n}(x_0) \geq C_1(\alpha(x_0)) p(x_0) : p(x_0) \quad \text{for} \quad \mathcal{L}^n\text{- a.e.} \quad x_0 \in \Omega \setminus \{\alpha = 1\},$$

$$|p^*(\{\alpha > 0\})| = 0,$$

$$p = 0 \quad \mathcal{L}^n\text{-a.e. in} \quad \{\alpha = 1\}. \quad (3.4)$$

Let us then prove these estimates.

**Proof of (3.4).**

**Step 1: Choice of the blow up point $x_0$.** We choose $x_0$ in a subset of $\Omega \setminus \{\alpha = 1\}$ of full $\mathcal{L}^n$-measure, satisfying the following conditions:

(i) in $x_0$ there exists the Radon-Nikodym derivative of $\mu$ with respect to $\mathcal{L}^n$

$$\frac{d\mu}{d\mathcal{L}^n}(x_0) = \lim_{\varrho \to 0^+} \frac{\mu(B_\varrho(x_0))}{\omega_n \varrho^n}. \quad (3.7)$$

(ii) $x_0$ is a Lebesgue point for $\nabla \alpha$. This gives that $\alpha^{\varrho_0}_\varrho(y) := \alpha(x_0 + \varrho y), \, y \in B_1$ is such that

$$\alpha^{\varrho_0}_\varrho \to \alpha(x_0) < 1 \quad \text{in} \quad H^1(B_1),$$

$$u^{\varrho_0}_\varrho \to \varrho \nabla \alpha(x_0 + \varrho y), \, y \in B_1$$

is such that

$$u^{\varrho_0}_\varrho \to \underline{u_0} \quad \text{in} \quad L^1(B_1), \quad \text{for} \quad \underline{u_0}(y) := \nabla u(x_0) y, \quad y \in B_1. \quad (3.9)$$

Being $u \in BD(\Omega)$, it holds that $u^{\varrho_0}_\varrho \in BD(B_1)$ and

$$Eu^{\varrho_0}_\varrho \rightharpoonup Eu(x_0) \quad \text{in} \quad M_b(B_1; \mathbb{M}_{sym}^{n \times n}) \quad (3.10)$$

(iv) $x_0$ is a Lebesgue point for $\varrho \in L^2(\Omega; \mathbb{M}_{sym}^{n \times n})$. Then $e^{\varrho_0}_\varrho(y) := e(x_0 + \varrho y), \, y \in B_1$ is such that

$$e^{\varrho_0}_\varrho \to e(x_0) \quad \text{in} \quad L^2(B_1; \mathbb{M}_{sym}^{n \times n}). \quad (3.11)$$
(v) in $x_0$ there exists the Radon-Nikodym derivative of $p$ (and then of $Eu$, in view of (iv)) with respect to $\mathcal{L}^n$
\[
p(x_0) = \frac{dp}{d\mathcal{L}^n}(x_0) = \lim_{\epsilon \to 0^+} \frac{p(B_\epsilon(x_0))}{\omega_n \epsilon^n} \in M_{sym}^{n \times n}
\]
and
\[
Eu(x_0) = e(x_0) + p(x_0).
\]
In fact, conditions (i)-(v) are satisfied in a subset of $\Omega \setminus \{\alpha = 1\}$ of full $\mathcal{L}^n$-measure (see [3] for (iii)).

Step 2: Blow up argument: change of variables. For $x_0$ fixed as in Step 1, we perform a blow up procedure. Let us fix a sequence $(\vartheta_h)_h$ converging to 0 such that $\mu(B_{\vartheta_h}(x_0)) = 0$ for every $h$ (notice that this holds for all $\varrho$ except countable many). Then, by (3.7) we have that
\[
\omega_n \frac{dp}{d\mathcal{L}^n}(x_0) = \lim_{h \to \infty} \lim_{k \to \infty} \frac{\mu_k(B_{\vartheta_h}(x_0))}{\vartheta_h^n} = \lim_{h \to \infty} \lim_{k \to \infty} \frac{1}{\partial_h^k} \int_{B_{\vartheta_h}(x_0) \setminus \{\alpha_k = 1\}} C_1(\alpha_k)p_k : p_k \, dx.
\]
Consider the rescaling function $\lambda^{x_0}: B_\vartheta(x_0) \to B_1$ defined by $\lambda^{x_0}(x) := \frac{x - x_0}{\vartheta}$. We define in correspondence the measures
\[
E^k_\varrho := \frac{1}{\vartheta^n} \lambda^{x_0}_{\vartheta} Eu_k, \quad p^k_\varrho := \frac{1}{\vartheta^n} \lambda^{x_0}_{\vartheta} p_k, \quad \varrho^k_\varrho := \frac{1}{\vartheta^n} \lambda^{x_0}_{\vartheta} \varrho_k,
\]
and
\[
e_k_\varrho := \frac{1}{\vartheta^n} \lambda^{x_0}_{\vartheta} e_k,
\]
obtained from $Eu_k, e_k, p_k$ through the push-forward of $\lambda^{x_0}_{\vartheta}$, denoted by $\lambda^{x_0}_{\vartheta}$. A straightforward calculation shows that
\[
E^k_\varrho = Eu_k, \quad \varrho^k_\varrho = \varrho_k \mathcal{L}^n
\]
for $u^k_\varrho \in BD(B_1), \, \varrho^k_\varrho \in L^2(B_1; M_{sym}^{n \times n})$ given by
\[
u^k_\varrho(y) := u^k_\vartheta(x_0 + \varrho y) - u^k_\varrho(x_0)
\]
\[
\varrho^k_\varrho(y) := \varrho_k(x_0 + \varrho y).
\]
By the finiteness of $\bar{Q}(\alpha_k, p_k)$, we deduce that $|(p^k_\varrho)^+((\varrho^k_\varrho > 0)) = 0$. We observe also that
\[
\nabla u^k_\varrho(y) = \nabla u_k(x_0 + \varrho y) \quad \text{for } \mathcal{L}^n\text{-a.e. } y \in B_1.
\]
In fact, this holds in the approximate differentiability points of $u$, by a change of variable in the very definition of approximate differential. Moreover, $|p^k_\varrho(B_1)| = |p_\varrho(B(x_0))|$ for every $\varrho > 0$. In particular, due to (3.13), $|p^k_\varrho|(B_1)$ is bounded uniformly in $h, k$ along the sequence $(\vartheta_h)_h$. Notice also that for every $\varrho > 0$ we have that
\[
Eu^k_\varrho = e^k_\varrho + p^k_\varrho, \quad Eu^k_{\varrho} \rightharpoonup E_{\varrho}^{x_0} \text{ in } M_\varrho(B_1; M_{sym}^{n \times n}), \quad e^k_\varrho \rightharpoonup e_{\varrho}^{x_0} \text{ in } L^2(B_1; M_{sym}^{n \times n}),
\]
and that, by our assumption that $\alpha_k \rightharpoonup \alpha$ in $H^1(\Omega)$, the functions $e^k_\varrho \in H^1(B_1)$ defined by $e^k_\varrho(y) := \alpha_k(x_0 + \varrho y)$ are such that $e^k_\varrho \rightharpoonup \alpha_{\varrho}^{x_0}$ in $H^1(B_1)$.

Collecting all the conditions above, we can use a diagonal argument to find a subsequence $(\vartheta_{h_k})_k$ such that, for
\[
v_k := u^k_\vartheta_{h_k}, \quad q_k := p^k_\vartheta_{h_k}, \quad \eta_k := \varrho^k_{\vartheta_{h_k}}, \quad \beta_k := \alpha^k_{\vartheta_{h_k}};
\]

the following holds:
\[
Ev_k = q_k + \eta_k, \quad v_k \rightharpoonup \overline{v}_0 \quad \text{in } BD(B_1), \quad q_k \rightharpoonup p(x_0) \quad \text{in } M_0(B_1; M_{sym}^{n \times n}), \quad \eta_k \rightharpoonup e(x_0) \quad \text{in } L^2(B_1; M_{sym}^{n \times n}),
\]
\[
\beta_k \rightharpoonup \alpha(x_0) \quad \text{in } H^1(B_1),
\]
\[
\omega_n \frac{dp}{d\mathcal{L}^n}(x_0) = \lim_{k \to \infty} \frac{1}{\partial_{h_k}} \int_{B_{h_k}(x_0) \setminus \{\alpha_{h_k} = 1\}} C_1(\alpha_{h_k})p_k : p_k \, dx = \lim_{k \to \infty} \frac{1}{\partial_{h_k}} \int_{B_1 \setminus \{\beta_{h_k} = 1\}} C_1(\beta_{h_k})q_k : q_k \, dy.
\]

(3.17)
We notice that the last equation above follows from a change of variable, recalling (3.15). Moreover, we have
\[ |(q_k)^*|((\tilde{\beta}_k > 0)) = 0 \quad \text{and} \quad q_k = 0 \text{ in } \{ \beta_k = 1 \}. \tag{3.18} \]

**Step 3: Blow up argument: semicontinuity.** Since \( \mu \) is a nonnegative measure, (3.1) is satisfied if \( \alpha(x_0) = 0 \), by (3.1, 3). Let us then fix \( x_0 \), satisfying (i)–(v) in Step 1, such that \( \alpha(x_0) > 0 \).

By [28, Theorem 7], up to passing to a subsequence we have that for every \( \delta \in (1, 2) \) and every \( \varepsilon > 0 \) there exists a relatively open set \( A_\varepsilon \subset B_1 \) such that
\[ \tilde{\beta}_k \to \alpha(x_0) \text{ uniformly on } B_1 \setminus A_\varepsilon, \quad \text{Cap}_1(A_\varepsilon, B_1) < \varepsilon. \tag{3.19} \]

By [38, Lemma 3.1] (notice that in subsets of \( \mathbb{R}^n \) the two notions of capacity in [28] and [38] are equivalent, namely they are the same up to constants) there exists a constant \( C > 0 \), depending only on \( n \), and a set \( A_\varepsilon \supset A_\varepsilon \) with (the notion of capacity below are all relative to \( B_1 \))
\[ \text{Cap}_1(A_\varepsilon) \leq C \text{Cap}_1(A_\varepsilon) \quad \text{and} \quad \text{Per}(A_\varepsilon, B_1) \leq C \text{Cap}_1(A_\varepsilon). \tag{3.20} \]
Collecting (3.19) and (3.20) we have that
\[ \tilde{\beta}_k \to \alpha(x_0) \text{ uniformly on } B_1 \setminus A_\varepsilon, \quad \text{Per}(A_\varepsilon, B_1) < C \varepsilon. \tag{3.21} \]
In particular,
\[ \tilde{\beta}_k \geq \frac{\alpha(x_0)}{2} > 0 \text{ in } B_1 \setminus A_\varepsilon, \tag{3.22} \]
for \( k \) large enough. By the last condition in (3.21) and (3.20) we get that \( q_k \) is uniformly bounded in \( L^2(B_1 \setminus A_\varepsilon; \mathbb{M}^{n \times n}) \).

For fixed \( \varepsilon > 0 \) consider the function
\[ \tilde{v}_k := v_k \chi_{B_1 \setminus A_\varepsilon}. \]
It is immediate that \( \tilde{v}_k \) are in \( GSBD^2(\Omega) \) and that \( \mathcal{E}(\tilde{v}_k) = \mathcal{E}(v_k) \chi_{B_1 \setminus A_\varepsilon} \), \( J_{\tilde{v}_k} \subset J_{v_k} \cup (\partial^* A_\varepsilon \cap B_1) \) (recall that \( \mathcal{E}(v) \) denotes the approximate symmetric gradient of a function \( v \in G(S)BD) \).

By (3.18) and (3.22) we get
\[ J_{\tilde{v}_k} \subset \partial^* A_\varepsilon \cap B_1, \quad \mathcal{E}(\tilde{v}_k) = \eta_k \chi_{B_1 \setminus A_\varepsilon} + q_k \chi_{B_1 \setminus A_\varepsilon} \in L^2(B_1; \mathbb{M}^{n \times n}), \]
so that, by (3.21), the functions \( \tilde{v}_k \) are bounded in \( GSBD^2(B_1) \). From the fact that \( \tilde{v}_k \to \mu_0 \chi_{B_1 \setminus A_\varepsilon} \) in \( L^1(B_1; \mathbb{R}^n) \), applying [19, Theorem 11.3] or [11, Theorem 1.1] we obtain that \( \mathcal{E}(\tilde{v}_k) \to \mathcal{E}(u)(x_0) \) in \( L^2(B_1 \setminus A_\varepsilon; \mathbb{M}^{n \times n}) \) and then (recall the second line in (3.17))
\[ q_k \to p(x_0) \text{ in } L^2(B_1 \setminus A_\varepsilon; \mathbb{M}^{n \times n}). \tag{3.23} \]
Being \( \tilde{Q} \) lower semicontinuous and also convex in the second variable, by Ioffe-Olech Lower Semicontinuity Theorem (see [10, Theorem 2.3.1])
\[ |B_1 \setminus A_\varepsilon| \mathcal{C}_1(\alpha(x_0))p(x_0) - p(x_0) = \int_{B_1 \setminus A_\varepsilon} \mathcal{C}_1(\alpha(x_0))p(x_0), p(x_0) \, dy \]
\[ \leq \lim_{k \to \infty} \int_{B_1 \setminus \{ \beta_{k,1} = 1 \}} \mathcal{C}_1(\tilde{\beta}_k)q_k : q_k \, dy = \omega_n \frac{dm}{d\mathcal{L}^n}(x_0). \]
By (3.21) it holds that \( \lim_{\varepsilon \to 0} \mathcal{L}^n(A_\varepsilon) = 0 \). Therefore, the above inequality gives (3.3) by the arbitrariness of \( \varepsilon \).
By the arbitrariness of $\xi$ for $j \geq 1$, we let
\[ \Pi^k := \{ y \in \mathbb{R}^n : y + \xi = 0 \}, \quad B^k_y := \{ t \in \mathbb{R} : y + t\xi \in B \} \]
for any $y \in \mathbb{R}^n$ and $B \subset \mathbb{R}^n$, and for every function $v : B \to \mathbb{R}^n$ and $t \in B^k_y$, let
\[ v^k_y(t) := v(y + t\xi), \quad \tilde{v}^k_y(t) := v^k_y(t) \cdot \xi. \]

By Fubini Theorem it holds that for every $\xi \in S^{n-1}$
\[ (\alpha_k)^j_y \to \alpha_y^j, \quad (\tilde{u}_k)^j_y \to \tilde{u}_y^j \quad \text{in} \ L^1(\Omega_y^j) \quad \text{for} \ H^{n-1}\text{-a.e.} \ y \in \Pi^j. \quad (3.24) \]

Recalling \((\ref{c1.2})\), we have that
\[
C \geq \liminf_{k \to +\infty} \left\{ \int_\Omega \left\{ \gamma(\alpha_k) |p_k|^2 + |\nabla \alpha_k|^2 \right\} dx + |E_{k}^\prime(\Omega)\right\}
\]
\[
\geq \liminf_{k \to +\infty} \left\{ \int_\Omega \left\{ \gamma(\alpha_k) |p_k \xi \cdot \xi|^2 + |e_k \xi \cdot \xi|^2 + |\nabla \alpha_k \cdot \xi|^2 \right\} dx + |E_{k}^\prime(\Omega)\right\}
\]
\[
= \liminf_{k \to +\infty} \int_{\Pi^j} (I_k)^j_y \, dH^{n-1}(y) \geq \int_{\Pi^j} \liminf_{k \to +\infty} (I_k)^j_y \, dH^{n-1}(y)
\]
by Fatou’s Lemma, where
\[ (I_k)^j_y := \int_{\Omega_y^j} \left\{ \gamma(\alpha_k^j_y) |(p_k \xi \cdot \xi)|^2 + |e_k \xi \cdot \xi|^2 + |\nabla (\alpha_k^j_y)|^2 \right\} dt + |D(\tilde{u}_k)^j_y(\Omega_y^j)\right\}. \quad (3.25) \]

Therefore, we may fix $y$ in a set of full $H^{n-1}$-measure of $\Pi^j$ and find, in correspondence to $y$, a subsequence $k_j$ (possibly depending on $y$) such that
\[
\lim_{j \to +\infty} (I_k)^j_y = \liminf_{k \to +\infty} (I_k)^j_y, \quad (\alpha_k)^j_y \to \alpha_y^j \quad \text{in} \ H^1(\Omega_y^j), \quad (\tilde{u}_k)^j_y \to \tilde{u}_y^j \quad \text{in} \ BV(\Omega_y^j).
\]
Moreover
\[ (\tilde{\alpha}_k)^j_y \to \tilde{\alpha}_y^j \quad \text{uniformly in} \ \Omega_y^j \]
and pass to the continuous representatives of the slices (which are the slices of $\tilde{\alpha}_k$, $\tilde{\alpha}$, the quasi-continuous representatives of $\alpha_k$, $\alpha$).

Let us fix an open set $I$ compactly contained in $\{ \tilde{\alpha}_y^j > 0 \}$. By the uniform convergence stated above, we have that $I$ is compactly contained in $\{ (\tilde{\alpha}_k)^j_y > 0 \}$, provided $j$ is large enough. Being $(I_k)^j_y$ uniformly bounded in $j$ (and recalling \((\ref{c1.6})\)), this implies that $p_k \xi \cdot \xi$ are equibounded in $L^2(I)$ with respect to $j$. Then $(\tilde{u}_k)^j_y$ is equibounded in $H^1(I)$ with respect to $j$ and, by \((\ref{3.24})\),
\[ (\tilde{u}_k)^j_y \to \tilde{u}_y^j \quad \text{in} \ H^1(I). \]

Therefore $|D^* \tilde{u}_y^j(I) = |(p^* \xi \cdot \xi)|_I(\Omega_y^j) = 0$. By the arbitrariness of $I$, we have $|D^* \tilde{u}_y^j|((\tilde{\alpha}_y^j > 0)) = 0$. We notice that, setting $B := \{ \tilde{\alpha} > 0 \}$, the sets $\{ \tilde{\alpha}_y^j > 0 \}$ are the slices $B^j_y$ of $B$ for $H^{n-1}$-a.e. $y \in \Pi^j$. By the structure theorem for $BD$ functions proven in \(3.4\) Theorem 4.5 we deduce that
\[ |E^* u \xi \cdot \xi|((\tilde{\alpha} y > 0)) = |p^* \xi \cdot \xi|((\tilde{\alpha} y > 0)) = 0. \]

By the arbitrariness of $\xi \in S^{n-1}$ we conclude \((\ref{3.3})\).

**Proof of \((\ref{3.6})\)**. We argue exactly as in the proof of \((\ref{3.4})\), with the only difference that now $\alpha(x_0) = 1$. At this stage, for every fixed $\delta > 0$
\[ \beta_k \geq \alpha(x_0) - \delta = 1 - \delta \quad \text{in} \ B_1 \setminus A_\epsilon \quad (3.26) \]
for $k$ large enough. We have also in this case that
\[ q_k \to p(x_0) \quad \text{in} \ L^2(B_1 \setminus A_\epsilon; M_{sym}^{n \times n}), \]
and since $\int_{B_1 \setminus \{\beta_k = 1\}} C_1(\beta_k) q_k : q_k \, dy$ are equibounded (with $q_k = 0$ in $\{\beta_k = 1\}$) and $p(x_0) \in M_{sym}^{n \times n}$ is constant, by \((\ref{3.26})\) and \((\ref{c1.2})\) we conclude that $p(x_0) = 0$. \(\square\)
Remark 3.2. The proof goes exactly in the same way if a $L^\gamma$ gradient damage term is present, $\gamma > 1$, in place of a $L^2$ term. In fact, the weak $W^{1,\gamma}$ convergence implies (3.10) as well.

Remark 3.3. Consider the case where (C4) and (C5) are replaced by

$$C_1 \in C([0,1];\text{Lin}(M_{\text{sym}}^{n\times n},M_{\text{sym}}^{n\times n})).$$

(3.27)

In this case Theorem 3.1 still holds. The proof goes as above, without imposing that plastic variables are null where damage variables are 1, and without proving (3.6). If $C_1(0) \neq 0$ and $\gamma(0) > 0$ in (C7), then Theorem 3.1 follows directly by applying Ioffe-Olech Lower Semicontinuity Theorem (see [10, Theorem 2.3.1]) for every $\alpha_k \to \alpha$ in $H^1(\Omega; [0,1])$ and every $p_k \to p$ in $M_\nu(\Omega \cup \partial D; M_{\text{sym}}^{n\times n})$.

Proposition 3.4. The minimisation problem (3.1) admits solutions.

Proof. By the integration by parts formula (2.12) we get that (3.1) is equivalent to

$$\min_{0 \leq \alpha \leq \alpha_k^{-1}, (u,e,p) \in A(w_n)} \left\{ Q(e) - \langle g_k', e \rangle + \int_{\Omega} \|\nabla \alpha\|_2^2 + \tilde{Q}(\alpha, p) \right. + \int_{\Omega \cup \partial D} g_k' : d(p - p_k^{-1}) \right\},$$

since the functionals to minimise differ by constant terms.

By (3.22) and Cauchy Inequality

$$Q(e) - \langle g_k', e \rangle \geq \frac{\gamma_1}{2} \|e\|_2^2 - \frac{1}{2\gamma_1} \|g_k\|_2^2.$$

With (3.22) and the constitutive assumptions in Section 2 we deduce that every minimising sequence $(\beta_k, u_k, f_k, q_k)$ is bounded in $H^1(\Omega) \times BD(\Omega) \times L^2(\Omega) \times M_\nu(\Omega \cup \partial D; M_{\text{sym}}^{n\times n})$. Arguing as in the last part of [20, Theorem 3.3] we see the lower semicontinuity of $\mathcal{H}(p - p_k^{-1}) - \int_{\Omega \cup \partial D} g_k' : d(p - p_k^{-1})$ with respect to the weak* convergence of $p \in M_\nu(\Omega \cup \partial D; M_{\text{sym}}^{n\times n})$. The existence of solutions follows from the Direct Method of Calculus of Variations: it is enough to apply Theorem 3.1 and the fact that the remaining terms are directly weakly lower semicontinuous in the target spaces of the respective variables. \qed

From the solutions to the incremental minimisation problems, we define their interpolations in time by setting for every $t \in [0,T]$

$$\alpha_k(t) := \alpha_k^i, \quad u_k(t) := u_k^i, \quad e_k(t) := e_k^i, \quad p_k(t) := p_k^i, \quad \beta_k(t) := C(\alpha_k^i)e_k^i, \quad L_k(t) := L_k^i, \quad w_k(t) := w_k^i.$$

(3.28)

where $i$ is the largest integer such that $t^i_k \leq t$, that is $i$ is the integer part of $\frac{t}{\Delta t}$.

By definition $t \mapsto \alpha_k(t)$ is nonincreasing, $(u_k(t), e_k(t), p_k(t)) \in A(w_k(t))$ for every $t \in [0,T]$, and, by (3.4) together with the triangle inequality for $\mathcal{H}$, we obtain the discrete time stability condition

$$Q(e_k(t)) + D(\alpha_k(t)) + \|\nabla \alpha_k(t)\|_2^2 + \tilde{Q}(\alpha_k(t), p_k(t)) - \langle \mathcal{L}_k(t), u_k(t) \rangle$$

$$\leq Q(\eta) + D(\beta) + \|\nabla \beta\|_2^2 + \tilde{Q}(\beta, q) + \mathcal{H}(q - p_k) - \langle \mathcal{L}_k(t), v \rangle$$

(ST_k)

for every $\beta \leq \alpha_k(t), \beta \geq 0, (v,\eta, q) \in A(w_k(t))$.

Moreover, testing the minimisation problem (3.1) with $\alpha_k^{-1}, (u_k^i - w_k^i, e_k^i - w_k^i, p_k^i - w_k^i) \in A(w_k^i)$ we get

$$Q(e_k^i) + D(\alpha_k^i) + \|\nabla \alpha_k^i\|_2^2 + \tilde{Q}(\alpha_k^i, p_k^i) + \mathcal{H}(p_k^i - p_k^{-1}) - \langle \mathcal{L}_k^i, e_k^i \rangle$$

$$\leq Q(e_k^i) + (\sigma_k^i, E(w_k^i - w_k^i)) + \gamma_2 \|E(w_k^i - w_k^i)\|_2^2 + D(\alpha_k^i) + \|\nabla \alpha_k^i\|_2^2$$

$$+ \tilde{Q}(\alpha_k^i, p_k^i) - \langle \mathcal{L}_k^i, w_k^i - w_k^i \rangle.$$

(3.29)
We manipulate the last term in the inequality above as
\[
\langle \mathcal{L}_k, u_k^{i-1} + (w_k^i - w_k^{i-1}) \rangle = \langle \mathcal{L}_k^{i-1}, u_k^{i-1} \rangle + \langle \mathcal{L}_k^i, w_k^i \rangle - \langle \mathcal{L}_k^{i-1}, w_k^{i-1} \rangle + \int_{t_k^{i-1}}^{t_k^i} \langle \dot{\mathcal{L}}(s), u_k(s) - w_k(s) \rangle \, ds,
\] (3.30)
since, by our assumptions on \( \varrho \), \( \dot{\mathcal{L}}(t) \in BD(\Omega) \) for a.e. \( t \in [0, T] \) and every \( t \mapsto \langle \dot{\mathcal{L}}(t), v(t) \rangle \) is in \( L^1(0, T; BD(\Omega)) \) for \( v \in L^\infty(0, T; BD(\Omega)) \) (cf. [23] Remark 4.1). Combining (3.30) and (3.29), and summing on \( i \in \{0, \ldots, k\} \), we obtain the discrete time energy inequality
\[
Q(e_k(t)) + D(\alpha_k(t)) + \|\nabla \alpha_k(t)\|^2_2 + \tilde{Q}(\alpha_k(t), p_k(t)) + \mathcal{V}(p_k; 0, t) - \langle \mathcal{L}_k(t), u_k(t) - w_k(t) \rangle
\leq Q(e_0) + D(\alpha_0) + \|\nabla \alpha_0\|^2_2 + \tilde{Q}(\alpha_0, p_0) - \langle \mathcal{L}_0, u_0 - w_0 \rangle + \int_0^{t_k^i} \langle \sigma_k(s), \dot{w}(s) \rangle \, ds
- \int_0^{t_k^i} \langle \dot{\mathcal{L}}(s), u_k(s) - w_k(s) \rangle \, ds + \delta_k,
\] (EI_k)
where
\[
\delta_k := \gamma_2 \left( \max_{1 \leq i \leq k} \int_{t_{k-1}}^{t_k} \|\dot{\mathcal{L}}(s)\|^2_2 \, ds \right) \int_0^{t_k^i} \|\dot{w}(s)\|^2 \, ds \to 0 \quad \text{as} \quad k \to +\infty.
\] (3.31)
Notice that in (ST3) we exploit the fact that \( \mathcal{V}(p_k; 0, t) = \sum_{j=1}^i \mathcal{H}(p_j - p_j^{i-1}), p_k \) being piecewise constant in time. By the integration by parts formula in (3.29), we have
\[
\langle \mathcal{L}_k, u_k^{i-1} - (w_k^i - w_k^{i-1}) \rangle = \int_{\partial \Omega \cup \partial \bar{\Omega}} \tilde{g}_k^i : d(p_k^i - p_k^{i-1}) + \langle e_k^i, \tilde{e}_k^i - E w_k^i \rangle
- \langle e_k^{i-1}, \tilde{e}_k^{i-1} - E w_k^{i-1} \rangle + \int_{t_{k-1}}^{t_k^i} \langle \dot{\mathcal{L}}(s), u_k(s) - w_k(s) \rangle \, ds,
\]
so that, summing (3.29) over \( i \), we may recast (EI_k) in
\[
Q(e_k(t)) - \langle \dot{\varrho}_k(t), e_k(t) - E w_k(t) \rangle + D(\alpha_k(t)) + \|\nabla \alpha_k(t)\|^2_2 + \tilde{Q}(\alpha_k(t), p_k(t))
+ \sum_{1 \leq j \leq k} \{ \mathcal{H}(p_j^i - p_j^{i-1}) - \int_{\partial \Omega \cup \partial \Omega} \tilde{g}_j^i : d(p_j^i - p_j^{i-1}) \} - \langle \mathcal{L}_j(t), u_k(t) \rangle
\leq Q(e_0) - \langle \dot{\varrho}_0, e_0 - E w_0 \rangle + D(\alpha_0) + \|\nabla \alpha_0\|^2_2 + \tilde{Q}(\alpha_0, p_0) - \langle \mathcal{L}_0, u_0 \rangle
+ \int_0^{t_k^i} \langle \sigma_k(s), \dot{w}(s) \rangle \, ds - \int_0^{t_k^i} \langle \dot{\mathcal{L}}(s), u_k(s) - w_k(s) \rangle \, ds + \delta_k.
\] (3.32)
Expressing the discrete time energy inequality as above, it is now readily seen that, arguing as done in Proposition 3.4 to prove coercivity (and using the integrability assumptions on \( w, \varrho \)) the a priori bounds
\[
\sup_{t \in [0, T]} \left( \|e_k(t)\|^2_2 + \|\alpha_k(t)\|_{H^1} \right) \leq C, \quad \mathcal{V}(p_k; 0, T) \leq C
\] (3.33)
hold, for \( C > 0 \) independent of \( k \).

4. Passage to the continuous time limit

This section contains the proof of existence of quasistatic evolutions, namely of Theorem 1.1 and of some properties of these evolutions. We divide the exposition into subsections, to ease the reading.
4.1. Compactness. In view of the a priori bound in (3.33) on the variations in time of $p_k$, by a generalized version of the Helly theorem (cf. [20, Lemma 7.2]), there are a (not relabeled) subsequence and a function $p : [0, T] \to M_b(\Omega \cup \partial D; M^{n \times n}_{sym})$ with bounded variation on $[0, T]$ such that

$$p_k(t) \rightharpoonup p(t) \quad \text{in} \quad M_b(\Omega \cup \partial D; M^{n \times n}_{sym}) \quad \text{for every} \quad t \in [0, T].$$

Moreover, since the functions $\alpha_k : [0, T] \to H^1(\Omega)$ are nonincreasing in time and $\alpha_k(t)$ are all valued in $[0, 1]$, by a Helly-type theorem (cf. [25] and [12, Subsection 4.4]) there exist a (not relabeled) subsequence and a function $\alpha : [0, T] \to H^1(\Omega)$ nonincreasing in time such that

$$\alpha_k(t) \rightharpoonup \alpha(t) \quad \text{in} \quad H^1(\Omega) \quad \text{for every} \quad t \in [0, T].$$

By (3.33), for every fixed $t \in [0, T]$ there exists a subsequence $k_j$, possibly depending on $t$, such that

$$e_{k_j}(t) \rightharpoonup \tau \quad \text{in} \quad L^2(\Omega; M^{n \times n}_{sym}), \quad u_{k_j}(t) \rightharpoonup \pi \quad \text{in} \quad BD(\Omega). \quad (4.1)$$

4.2. Stability condition. By the following theorem, we deduce that the discrete time stability condition (STG) passes to the limit under the available convergences.

**Theorem 4.1.** Let $w_k \in H^1(\Omega; \mathbb{R}^n)$, $L_k \in BD(\Omega)'$, $\alpha_k \in H^1(\Omega; [0, 1])$, $(u_k, e_k, p_k) \in A(w_k)$ such that $w_k \rightharpoonup w_\infty$ in $H^1(\Omega; \mathbb{R}^n)$, $L_k \rightharpoonup L_\infty$ in $BD(\Omega)'$, $\alpha_k \rightharpoonup \alpha_\infty$ in $H^1(\Omega)$, $u_k \rightharpoonup u_\infty$ in $BD(\Omega)$, $e_k \rightharpoonup e_\infty$ in $L^2(\Omega; M^{n \times n}_{sym})$, $p_k \rightharpoonup p_\infty$ in $M_b(\Omega \cup \partial D; M^{n \times n}_{sym})$. Then $(u_\infty, e_\infty, p_\infty) \in A(w_\infty)$ and, if

$$Q(\varepsilon_k) + D(\alpha_k) + \|\nabla \alpha_k\|_2^2 + \tilde{Q}(\alpha_k, p_k) - (L_k, u_k)$$

$$\leq Q(\eta) + D(\beta) + \|\nabla \beta\|_2^2 + \tilde{Q}(\beta, q) + H(q - p_k) - (L_k, v) \quad (4.2)$$

for every $k$ and $\beta \leq \alpha_k \leq \beta$, $\beta, \beta \geq 0$, $(v, \eta, q) \in A(w_k)$, then

$$Q(\varepsilon_\infty) + D(\alpha_\infty) + \|\nabla \alpha_\infty\|_2^2 + \tilde{Q}(\alpha_\infty, p_\infty) - (L_\infty, u_\infty)$$

$$\leq Q(\eta) + D(\beta) + \|\nabla \beta\|_2^2 + \tilde{Q}(\beta, q) + H(q - p_\infty) - (L_\infty, v) \quad (4.3)$$

for every $\beta \leq \alpha_\infty$ and $\beta \geq 0$, $(v, \eta, q) \in A(w_\infty)$.

**Proof.** By the very same argument of [20, Lemma 2.1], it holds that $(u_\infty, e_\infty, p_\infty) \in A(w_\infty)$.

First we fix the test functions in the limit stability problem: $0 \leq \beta \leq \alpha_\infty$, and $(v, \eta, q) \in A(w_\infty)$. Then we consider the following test functions for (4.2):

$$\beta_k := \beta \wedge \alpha_k, \quad v_k := v - u_\infty + u_k, \quad \eta_k := \eta - e_\infty + e_k, \quad q_k := q - p_\infty + p_k.$$

It holds that $\beta_k \rightharpoonup \beta$ and $\beta \vee \alpha_k \rightharpoonup \alpha_\infty$ in $H^1(\Omega)$, $v_k \rightharpoonup v$ in $BD(\Omega)$, $\eta_k \rightharpoonup \eta$ in $L^2(\Omega; M^{n \times n}_{sym})$, $q_k \rightharpoonup q$ in $M_b(\Omega \cup \partial D; M^{n \times n}_{sym})$.

We remark that may assume that all the terms in $\tilde{Q}$ in (4.3) and that one in the left handside of (4.2) are finite: in fact, the left handside in (4.2) is finite since the minimum problem has a solution, see Proposition 3.4. the left handside in (4.3) is finite by Theorem 3.1 if the right handside in (4.2) is infinity there is nothing to prove. Therefore

$$q \in L^2((\beta > 0); M^{n \times n}_{sym}) \subset L^2((\beta_k > 0); M^{n \times n}_{sym}), \quad q = 0 \text{ in } \{\beta = 1\} \supset \{\beta_k = 1\},$$

$$p_\infty \in L^2((\alpha_\infty > 0); M^{n \times n}_{sym}) \subset L^2((\beta_k > 0); M^{n \times n}_{sym}), \quad p_\infty = 0 \text{ in } \{\alpha_\infty = 1\} \supset \{\beta_k = 1\},$$

$$p_k \in L^2((\alpha_k > 0); M^{n \times n}_{sym}) \subset L^2((\beta_k > 0); M^{n \times n}_{sym}), \quad p_k = 0 \text{ in } \{\alpha_k = 1\} \supset \{\beta_k = 1\},$$

since $\beta_k \leq \beta \leq \alpha_\infty \leq 1$ and $\beta_k \leq \alpha_k \leq 1$. It follows that also the right handside in (4.2) is finite. To ease the reading we omit the indication that the plastic strain is null where the damage variable is 0, when writing the integral defining $\tilde{Q}$.

Inserting the test functions in (4.2), we thus obtain the equivalent inequality

$$\begin{align*}
D(\alpha_k) + \|\nabla (\beta \vee \alpha_k)\|_2^2 - \|\nabla \beta\|_2^2 + \tilde{Q}(\alpha_k, p_k) - \tilde{Q}(\beta_k, p_k) - (L_k, u_\infty) & \\
& \leq \frac{1}{2}(C(q - e_\infty + 2e_k); q - e_\infty) + D(\beta_k) + (C_1(\beta_k)(q - p_\infty + 2p_k); q - p_\infty) \\
& \quad + H(q - p_\infty) - (L_k, v) \quad (4.5)
\end{align*}$$
by subtracting $\tilde{Q}(\beta_k, p_k)$ from both sides, by using the modularity condition
\[ \|\nabla (\alpha \wedge \alpha_2)\|^2 + \|\nabla (\alpha \wedge \alpha_2)\|^2 = \|\nabla \alpha_1\|^2 + \|\nabla \alpha_2\|^2, \]
for every $\alpha, \beta \in H^1(\Omega)$, and from the fact that
\[ \tilde{Q}(\alpha, p_1) - \tilde{Q}(\alpha, p_2) = \langle C_1(\alpha)(p_1 + p_2), p_1 - p_2 \rangle \]
for every $\alpha \in H^1(\Omega)$ and $p_1, p_2 \in L^2(\Omega)$.

In view of the convergences in the hypotheses plus those obtained above for the test functions, we have that $\|\nabla \alpha_k\|^2 \leq \liminf_k \|\nabla (\beta \wedge \alpha_k)\|^2$, that $D(\alpha_k), \langle \mathcal{L}_k, v \rangle, \langle \mathcal{L}_k, v_\infty \rangle$ converge to $D(\alpha), \langle \mathcal{L}, v \rangle, \langle \mathcal{L}_\infty, v_\infty \rangle$, and that
\[ \lim_{k \to +\infty} \frac{1}{2}\text{Cap}(\gamma - e_\infty + 2\epsilon e_k), \gamma - e_\infty \rangle = \frac{1}{2}\text{Cap}(\gamma + e_\infty), \gamma - e_\infty \rangle = \mathcal{Q}(\gamma) - \mathcal{Q}(e_\infty). \]

Thus it lasts to investigate the terms involving $\tilde{Q}$. First, it holds that
\[ \tilde{Q}(\alpha, p_\infty) - \tilde{Q}(\beta, p_\infty) \leq \text{lim inf}_{k \to +\infty} \{ \tilde{Q}(\alpha_k, p_k) - \tilde{Q}(\beta_k, p_k) \}. \]

In fact, the functional $\tilde{Q}(\alpha_1, \alpha_2, q) = \tilde{Q}(\alpha_1, q) - \tilde{Q}(\alpha_2, q)$ is usually continuous with respect to the strong $L^1$ convergence of $(\alpha_1, \alpha_2)$, and is convex and lower semicontinuous in $q$. Therefore, we may use the same arguments of Theorem 3.1, we get that $\tilde{Q}(\alpha, \beta, p) \leq \text{lim inf}_k \tilde{Q}(\alpha_k, \beta_k, p_k)$, namely (4.10).

Second, we claim that
\[ \lim_{k \to +\infty} (\mathcal{C}_1(\beta_k)(q - p_\infty + 2p_k), q - p_\infty) = (\mathcal{C}_1(\beta)(q + p_\infty), q - p_\infty) = \mathcal{Q}(\beta, q) - \mathcal{Q}(\beta, p_\infty). \]

(We still omit the indication that the plastic strain is null where the damage variable is 0, when writing the integral defining $\tilde{Q}$.) Since $\beta_k \to \beta$ in $H^1(\Omega)$, arguing as done for (3.21) with [35, Lemma 3.1], for every $\epsilon > 0$ there is an open set $D_\epsilon \subset \Omega$ with $\text{Per}(D_\epsilon, \Omega) + \text{Cap}_1(D_\epsilon, \Omega) < C\epsilon$ such that
\[ \beta_k \to \beta \quad \text{uniformly in } \Omega \setminus D_\epsilon. \]

We notice that, by (4.12) (cf. also the derivation of (2.9) from (2.2)), the functions $\mathcal{C}_1(\beta_k)p_k$ are equibounded with respect to $k$ in $L^2(\Omega; M_{sym}^{n \times n})$. In view of (4.4), we deduce that the functions $\mathcal{C}_1(\beta_k)(q - p_\infty + 2p_k)$ are in $L^2(\Omega; M_{sym}^{n \times n})$ and thus
\[ \mathcal{C}_1(\beta_k)(q - p_\infty + 2p_k); (q - p_\infty) \quad \text{are equiintegrable with respect to } k. \]

Since $\beta_k \leq \beta$, recalling (4.3) it holds that
\[ \mathcal{C}_1(\beta_k)(q - p_\infty + 2p_k); (q - p_\infty) = \mathcal{C}_1(\beta_k)(q - p_\infty + 2p_k); (q - p_\infty)_x(\beta > 0). \]

We observe also that $E_\delta := \{ \beta > \delta \}$ are increasing as $\delta$ decreases and $\chi_{E_\delta} \to \chi_{(\beta > 0)}$ in $L^1(\Omega)$ as $\delta \to 0$. Then
\[ \lim_{\delta \to 0} \mathcal{L}^n((\beta > 0) \setminus E_\delta) = 0. \]

By (4.12), (4.13), (4.14), and the properties of $D_\epsilon$, we get
\[ \lim_{\epsilon, \delta \to 0} \left( \langle \mathcal{C}_1(\beta_k)(q - p_\infty + 2p_k), q - p_\infty \rangle - \int_{E_{\epsilon, \delta}} \mathcal{C}_1(\beta_k)(q - p_\infty + 2p_k); (q - p_\infty) \, dx \right) = 0 \quad \text{(4.15)} \]
for
\[ E_{\epsilon, \delta} := E_\delta \setminus D_\epsilon = \{ \beta > \delta \} \setminus D_\epsilon \]
uniformly in $k$.

By (4.14) it follows that $\{ \beta > \delta \} \setminus D_\epsilon \subset \{ \beta_k > \delta/2 \}$ for $k$ large enough. Then $p_k\chi_{E_{\epsilon, \delta}}$ is equibounded in $k$ in $L^2(\Omega; M_{sym}^{n \times n})$. Furthermore, being $\beta \in H^1(\Omega)$, by the Coarea Formula it is not restrictive to assume that $\{ \beta > \delta \}$ has finite perimeter (this holds for a.e. $\delta$, and we
are just interested to arbitrarily small δ) so that \(u_k \chi_{E_{\varepsilon, \delta}}\) are equibounded in \(GSBD^2(\Omega)\). By assumption, we get

\[ u_k \chi_{E_{\varepsilon, \delta}} \rightharpoonup u_\infty \chi_{E_{\varepsilon, \delta}} \in GSBD^2(\Omega) \quad \mathcal{L}^n\text{-a.e. in } \Omega, \]
and this, with \(e_k \rightharpoonup e_\infty\) in \(L^2(\Omega; \mathbb{M}_\text{sym}^{n \times n})\), gives (recall e.g. [13, Theorem 11.3])

\[ p_k \chi_{E_{\varepsilon, \delta}} \rightharpoonup p_\infty \chi_{E_{\varepsilon, \delta}} \quad \text{in } L^2(\Omega; \mathbb{M}_\text{sym}^{n \times n}). \quad (4.16) \]

By (4.11) and (4.16)

\[
\lim_{k \to +\infty} \int_{E_{\varepsilon, \delta}} \mathcal{C}_1(\beta_k)(q - p_\infty + 2p_k): (q - p_\infty) \, dx = \int_{E_{\varepsilon, \delta}} \mathcal{C}_1(\beta)(q + p_\infty): (q - p_\infty) \, dx, \quad (4.17)
\]
using also that the integrals above are evaluated outside \(\{\beta = 1\}\), since \(q = 0, p_\infty = 0\) therein, and that \(\mathcal{C}_1(\beta_k)\) converge uniformly to \(\mathcal{C}_1(\beta)\) on \(\{\beta = 1\}\) (by (4.11), (4.11), and since \(\beta_k \leq \beta < 1\)).

We now deduce (4.10) by collecting (4.15), (4.17), and the facts that \(\lim_{\varepsilon, \delta \to 0} \mathcal{L}^n(\{\beta > 0\} \setminus E_{\varepsilon, \delta}) = 0\) and \(\mathcal{C}_1(\beta_1)(q + p_\infty): (q - p_\infty) \in L^1(\Omega)\).

All in all, by (4.11), (4.13), and (4.10), we conclude the proof. \(\square\)

**Remark 4.2.** Assuming (3.27) in place of (3.11), (3.13), Theorem 4.1 holds with the same proof (with obvious simplifications, e.g. there is no need for the second conditions in (4.4)). If \(\mathcal{C}_1(0)\) is positive definite, we can treat \(\bar{Q}\) as done for \(Q\) in (4.11), to prove directly (4.10).

Theorem 4.1 allows us to pass to the limit \([ST_k]\) along the subsequence \(k_j\) satisfying (4.11), to obtain for every \(t \in [0, T]\)

\[ Q(\overline{\alpha}) + D(\alpha(t)) + \|\nabla \alpha(t)\|^2 + \bar{Q}(\alpha(t), p(t)) - \langle L(t), \overline{\alpha} \rangle \leq Q(\eta) + D(\beta) + \|\nabla \beta\|^2 + \bar{Q}(\beta, q) + \mathcal{H}(q - p(t)) - \langle L(t), v \rangle \]

for every \(0 \leq \beta \leq \alpha(t), (v, \eta, q) \in A(w(t))\). In particular, taking \(\beta = \alpha(t)\), it holds that \((\overline{\alpha}, \overline{v})\) minimises

\[
F(t): (v, \eta) \mapsto Q(\eta) - \langle L(t), v \rangle
\]
on the convex set \(\bar{K}(t) := \{(v, \eta): (v, \eta, p(t)) \in A(w(t))\}\). This implies that \((v, \eta)\) is uniquely determined: in fact, if \((v_1, \eta_1), (v_2, \eta_2)\) are different minimisers, then both \(v_1 \neq v_2\) and \(\eta_1 \neq \eta_2\) by (23); by the strict convexity of \(Q\) and the linearity of \(\langle L(t), \cdot \rangle\) we would have

\[
F((v_1, \eta_1) + (v_2, \eta_2)) < \frac{1}{2} (F(v_1, \eta_1) + F(v_2, \eta_2)),
\]
which is a contradiction.

Therefore, setting \(u(t) := \overline{\alpha}, v(t) := \overline{v}\), we obtain that

\[ u_k(t) \rightharpoonup u(t) \quad \text{in } BD(\Omega), \quad e_k(t) \rightharpoonup e(t) \quad \text{in } L^2(\Omega; \mathbb{M}_\text{sym}^{n \times n}) \]
for the sequence independent of \(t \in [0, T]\). Moreover, for every \(t \in [0, T]\) it holds the stability condition:

\[
Q(e(t)) + D(\alpha(t)) + \|\nabla \alpha(t)\|^2 + \bar{Q}(\alpha(t), p(t)) - \langle L(t), u(t) \rangle \leq Q(\eta) + D(\beta) + \|\nabla \beta\|^2 + \bar{Q}(\beta, q) + \mathcal{H}(q - p(t)) - \langle L_k(t), v \rangle \quad \text{(ST)}
\]
for every \(\beta \leq \alpha(t), (v, \eta, q) \in A(w(t))\).

### 4.3. Weak continuity a.e. in time

We notice that Theorem 4.1 allows us also to infer that

\[ e(s) \rightharpoonup e(t) \quad \text{in } L^2(\Omega; \mathbb{M}_\text{sym}^{n \times n}), \quad u(s) \rightharpoonup u(t) \quad \text{in } BD(\Omega) \quad \text{for } s \to t, \text{ for a.e. } t \in [0, T]. \quad (4.18) \]

In fact, first we have that

\[ \alpha(s) \rightharpoonup \alpha(t) \quad \text{in } H^1(\Omega), \quad p(s) \rightharpoonup p(t) \quad \text{in } M_b(\Omega \cup \partial D\Omega; \mathbb{M}_\text{sym}^{n \times n}) \quad \text{for } s \to t, \text{ for a.e. } t \in [0, T], \quad (4.19) \]

which hold indeed for any \(t\) except at most countable many: the weak continuity of \(\alpha\) follows by [12, Lemma A.2] plus the uniform boundedness of \(\alpha(t)\) in \(H^1(\Omega)\), the weak* continuity of \(p\) follows from the fact that \(p\) has bounded variation with values in \(M_b(\Omega \cup \partial D\Omega; \mathbb{M}_\text{sym}^{n \times n})\). Then, if \(t \in [0, T]\) is a point of weak continuity for both \(\alpha\) and \(p\), using the strong continuity in time of the loading and Theorem 4.1, we get that the weak limits of \(e(s), u(s)\) minimises \(F\) on \(\bar{K}(t)\), and so they coincide with \(e(t), u(t)\).
4.4. Energy balance. The discrete time energy inequality (EI) passes to the limit into
\[
Q(e(t)) + D(\alpha(t)) + \|\nabla \alpha(t)\|_2^2 + \tilde{Q}(\alpha(t), p(t)) + \mathcal{V}_H(p; 0, t) - \langle \mathcal{L}(t), u(t) - w(t) \rangle \\
\leq Q(e_0) + D(\alpha_0) + \|\nabla \alpha_0\|_2^2 + \tilde{Q}(\alpha_0, p_0) - \langle \mathcal{L}_0, u_0 - w_0 \rangle + \int_0^t (\sigma(s), E\hat{w}(s)) \, ds \quad (\text{EI})
\]

Rewriting the last term in the right hand side as bounds (3.33) we get that
\[
\tilde{Q}(\alpha(s), p(s)) - \langle \mathcal{L}(s), u(s) - w(s) \rangle \, ds.
\]

All the terms in the left-hand side are lower semicontinuous with respect to the convergences deriving from the boundedness of the functional and from the hypotheses on the loading (recall Theorem 5.1 for \(\tilde{Q}\) and the lower semicontinuity of the plastic dissipation, which is supremum of lower semicontinuous functionals). As for the right-hand side, the integrals pass to the limit by Dominated Convergence Theorem in the time interval \([0, t]\) (notice that in the discrete inequalities the time interval is \([0, t_k]\), being \(i(t, k)\) the integer part of \(\frac{t}{k}\), with \(t_k \to t\) as \(k \to +\infty\)).

Let us prove the opposite energy inequality. Fix \(t \in [0, T]\) and let \((s_k^i)_{0 \leq i \leq k}\) be a sequence of subdivisions of the interval \([0, t]\) satisfying
\[
0 = s_k^0 < s_k^1 < \cdots < s_k^{k-1} < s_k^k = t,
\]

For every \(i = 1, \ldots, k\) let \(u := u(s_k^i) - w(s_k^i) + w(s_k^{i-1})\) and \(e := e(s_k^i) - Ew(s_k^i) + Ew(s_k^{i-1})\). Since \(\alpha(s_k^i) \leq \alpha(s_k^{i-1})\) and \((u, e, p(s_k^i)) \in A(w(s_k^{i-1}))\), by the global stability (ST) we have
\[
Q(e(s_k^{i-1})) + D(\alpha(s_k^{i-1})) + \|\nabla \alpha(s_k^{i-1})\|_2^2 + \tilde{Q}(\alpha(s_k^{i-1}), p(s_k^{i-1})) + \mathcal{H}(p(s_k^i) - p(s_k^{i-1}))
\]
\[
- \langle \mathcal{L}(s_k^{i-1}), u(s_k^{i-1}) \rangle
\]
\[
\leq Q(e(s_k^i)) - \langle \sigma(s_k^i), E(w(s_k^i) - w(s_k^{i-1})) \rangle + \gamma_2 \|E(w(s_k^i) - w(s_k^{i-1}))\|_2^2 + D(\alpha(s_k^i))
\]
\[
+ \|\nabla \alpha(s_k^i)\|_2^2 + \tilde{Q}(\alpha(s_k^i), p(s_k^i)) - \langle \mathcal{L}(s_k^{i-1}), u(s_k^i) - (w(s_k^i) - w(s_k^{i-1})) \rangle.
\]

Rewriting the last term in the right hand side as
\[
\langle \mathcal{L}(s_k^{i-1}), u(s_k^i) - (w(s_k^i) - w(s_k^{i-1})) \rangle = \langle \mathcal{L}(s_k^i), u(s_k^i) \rangle - \langle \mathcal{L}(s_k^i), w(s_k^i) \rangle
\]
\[
+ \langle \mathcal{L}(s_k^{i-1}), w(s_k^{i-1}) \rangle - \int_{s_k^{i-1}}^{s_k^i} \langle \mathcal{L}(s), u(s_k^i) - w(s) \rangle \, ds,
\]
and summing \((4.20)\) over \(i\), we obtain
\[
Q(e_0) + D(\alpha_0) + \|\nabla \alpha_0\|_2^2 + \tilde{Q}(\alpha_0, p_0) + \mathcal{V}_H(p; 0, t) - \langle \mathcal{L}_0, u_0 - w_0 \rangle
\]
\[
\leq Q(e(t)) - \int_0^t (\tilde{\sigma}(s), E\hat{w}(s)) \, ds + \delta_k^t + D(\alpha(t))
\]
\[
+ \|\nabla \alpha(t)\|_2^2 + \tilde{Q}(\alpha(t), p(t)) - \int_0^t \langle \hat{\mathcal{L}}(s), \tilde{\sigma}(s) - \overline{w}(s) \rangle \, ds.
\]

where \(\delta_k^t\) is defined similarly to \(\delta_k\) (cf. (3.31)) and we set \(\tilde{\sigma}(s) := u(s_k^i), \tilde{\mathcal{L}}(s) := \sigma(s_k^i), \overline{w}(s) := w(s_k^i)\) for \(i\) the smallest index such that \(s \leq s_k^i\). By (4.12), (4.19), and the uniform bounds (3.39) we get that
\[
\langle \tilde{\sigma}(s), E\hat{w}(s) \rangle \to \langle \sigma(s), E\hat{w}(s) \rangle,
\]
\[
\langle \hat{\mathcal{L}}(s), \tilde{\sigma}(s) - \overline{w}(s) \rangle \to \langle \hat{\mathcal{L}}(s), u(s) - w(s) \rangle
\]
as $k \to +\infty$ for a.e. $s \in [0, T]$. Again by (3.23), we can apply Dominated Convergence Theorem to pass to the limit in (4.22). Thus we deduce the energy inequality opposite to (El), and so
\[
\mathcal{Q}(e(t)) + D(\alpha(t)) + \|\nabla \alpha(t)\|^2_2 + \tilde{Q}(\alpha(t), p(t)) = \mathcal{Q}(\alpha_0) + \|\nabla \alpha_0\|^2_2 + \tilde{Q}(\alpha_0, p_0) - \langle \mathcal{L}_0, u_0 - w_0 \rangle + \int_0^t \langle \sigma(s), E\dot{w}(s) \rangle \, ds \\
- \int_0^t \langle \dot{\mathcal{L}}(s), u(s) - w(s) \rangle \, ds.
\]
In view of the integration by parts the energy balance above is equivalent to
\[
\mathcal{Q}(e(t)) + D(\alpha(t)) + \|\nabla \alpha(t)\|^2_2 + \tilde{Q}(\alpha(t), p(t)) = \mathcal{Q}(\alpha_0) + \|\nabla \alpha_0\|^2_2 + \tilde{Q}(\alpha_0, p_0) - \langle \mathcal{L}_0, u_0 \rangle + \int_0^t \langle \sigma(s), E\dot{w}(s) \rangle \, ds \\
- \int_0^t \langle \dot{\mathcal{L}}(s), u(s) \rangle + \langle \mathcal{L}(s), \dot{w}(s) \rangle \rangle \, ds. \tag{EB}
\]

4.5. **Strong continuity a.e. in time for $\alpha$ and $e$.** Evaluating the energy balance at two times $s$ and $t$, with $s < t$, we get (it is immediate to see that $\mathcal{V}_k(p; 0, t) = \mathcal{V}_k(p; 0, s) + \mathcal{V}_k(p; s, t)$)
\[
\mathcal{Q}(e(t)) + D(\alpha(t)) + \|\nabla \alpha(t)\|^2_2 + \tilde{Q}(\alpha(t), p(t)) + \mathcal{V}_k(p; s, t) - \langle \mathcal{L}(t), u(t) \rangle \\
- \mathcal{Q}(e(s)) + D(\alpha(s)) + \|\nabla \alpha(s)\|^2_2 + \tilde{Q}(\alpha(s), p(s)) - \langle \mathcal{L}(s), u(s) \rangle + \int_s^t \langle \sigma(\tau), E\dot{w}(\tau) \rangle \, d\tau \\
- \int_s^t \langle \dot{\mathcal{L}}(\tau), u(\tau) \rangle + \langle \mathcal{L}(\tau), \dot{w}(\tau) \rangle \rangle \, d\tau.
\]
Let us fix $t \in [0, T]$ satisfying three sets of conditions: first, to be a time of weak or weak* continuity of the variables $\alpha, u, \epsilon, \tau, p$; second, to be a continuity point for the increasing function $s \mapsto \mathcal{V}_k(p; 0, s)$; third, to be a Lebesgue point for the time derivatives of the external loadings $\mathcal{L}, w$. Notice that any $t \in [0, T]$ except countable many satisfies the above conditions. Then, as $s \to t$, we obtain that
\[
\mathcal{Q}(e(t)) + D(\alpha(t)) + \|\nabla \alpha(t)\|^2_2 + \tilde{Q}(\alpha(t), p(t)) \\
- \mathcal{Q}(e(s)) + D(\alpha(s)) + \|\nabla \alpha(s)\|^2_2 + \tilde{Q}(\alpha(s), p(s)) \\
= \lim_{s \to t} \left\{ \mathcal{Q}(e(s)) + D(\alpha(s)) + \|\nabla \alpha(s)\|^2_2 + \tilde{Q}(\alpha(s), p(s)) \right\}. \tag{4.23}
\]
Due to the weak or weak* continuity of $\alpha, u, \epsilon, \tau, p$ in $t$, and by Theorem [5.1] each of the four terms $\mathcal{Q}(e(\cdot)), D(\alpha(\cdot)), \|\nabla \alpha(\cdot)\|^2_2, \tilde{Q}(\alpha(\cdot), p(\cdot))$ is lower semicontinuous as $s \to t$. By (1.23) we deduce that these four terms are actually continuous as $s \to t$. Using the convexity of $\mathcal{Q}$ and the fact that $\alpha(s) \to \alpha(t)$ in $L^1(\Omega)$, we get that $e(s) \to e(t)$ in $L^2(\Omega; \mathbb{M}^{n\times n}_{sym})$ and $\alpha(s) \to \alpha(t)$ in $H^1(\Omega)$. Further,
\[
\tilde{Q}(\alpha(s), p(s)) \to \tilde{Q}(\alpha(t), p(t)),
\]
which can be read as $\sqrt{C_1(\alpha(s))}p(s) \to \sqrt{C_1(\alpha(t))}p(t)$ in $L^2(\Omega; \mathbb{M}^{n\times n}_{sym})$.
This concludes the proof of Theorem [1.1].

4.6. **From weak to strong evolutions under further regularity.** In this subsection we link the notion of evolution in Theorem [1.1] which has an integral formulation, with that one in [39] (with the introduction of damage gradient, see Remark 3.1 therein), corresponding to a differential formulation for any time. We refer to the latter as strong formulation, whose solutions are strong evolutions. In fact, it could be seen that strong evolutions satisfy also the conditions in Theorem [1.1]. The converse is true only under additional regularity assumptions. We first describe the differential properties that could be deduced without further assumptions.
Proposition 4.3. For every evolution satisfying the conditions of Theorem [14] under the corresponding hypotheses, for every \( t \in [0, T] \) it holds that
\[
-\text{div} \sigma(t) = f(t), \quad [\sigma(t)\nu] = g(t), \quad \sigma(t) - 2\mathcal{C}_1(\alpha(t))p(t) \in K \text{ a.e. in } \Omega,
\]
for \( \sigma(t) := \mathcal{C}\epsilon(t) \), where \([\sigma(t)\nu] \in H^{-1}(\Omega)\) is defined as done for \( \varphi \) after (Load.3).

Proof. For every \( t \in [0, T] \), fixing \( \alpha(t) = \beta \) in the minimum problem (qs1) we obtain that
\[
(u(t), e(t), p(t)) \in A(w(t)) \text{ solves the minimisation problem}
\]
\[
\min_{(\nu, q) \in A(w(t))} \left\{ \mathcal{Q}(\eta) + \tilde{Q}(\alpha(t), q) + \mathcal{H}(q - p(t)) - \langle L(t), v \rangle \right\}. \tag{4.24}
\]
Therefore, we are in a situation analogous to that of [20] Lemma 3.6, except for the presence of \( \tilde{Q} \) and the fact that \( K \subset \mathcal{M}^{\text{sym}}_{\text{sym}} \) (instead of \( K \subset \mathcal{M}^{\text{sym}}_D \)). The derivation of the first two conditions \(-\text{div} \sigma(t) = f(t), [\sigma(t)\nu] = g(t)\) goes exactly as in [20] Lemma 3.6, since the test directions are \((v, E\nu, 0)\), with \( v \in H^1(\Omega; \mathbb{R}^n) \), so that the contribution of \( \tilde{Q} \) disappears.

In order to show the last condition, we test (4.24) with \((u(t), e(t), p(t)) + \varepsilon(0, \eta, -\eta)\), with \( \eta \in L^2(\Omega; \mathcal{M}^{\text{sym}}_{\text{sym}}) \), and derive with respect to \( \varepsilon \). Here we have the further term \( \tilde{Q} \) with respect to [20] Lemma 3.6: it holds that
\[
\lim_{\varepsilon \to 0} \frac{\tilde{Q}(\alpha(t), p(t) - \varepsilon\eta) - \tilde{Q}(\alpha(t), p(t))}{\varepsilon} = -2 \int_{\Omega} \mathcal{C}_1(\alpha(t))p(t)\eta \, dx,
\]
by Dominated Convergence Theorem, since both \( \mathcal{C}_1(\alpha(t))p(t) \) and \( \eta \in L^2(\Omega; \mathcal{M}^{\text{sym}}_{\text{sym}}) \). At this stage, it is enough to argue as in the last part of the proof of [20] Proposition 3.5], by choosing \( \eta(x) = 1_{D}(x)\xi, \xi \in \mathcal{M}^{\text{sym}}_{\text{sym}} \), since \( \partial H(0) = K \).

The remaining properties, consisting in flow rules for the damage and the plasticity variable, may require some strong further regularity in time, to guarantee global differentiability in time: even if this regularity could be hard to prove, we list it to confirm that the evolutions whose existence has been proven here are the right weak evolutions for the model in [39]. We start with a technical lemma.

Lemma 4.4. Besides the assumptions in Theorem [14] let us assume that \( d \in C^1([0, 1]) \), \( \mathcal{C}_1 \in C^1([0, 1]; \text{Lin}(\mathcal{M}^{\text{sym}}_{\text{sym}} \times \mathcal{M}^{\text{sym}}_{\text{sym}})) \) with \( |\mathcal{C}'_1(\beta)| \leq C \mathcal{C}_1(\beta) \) for some constant \( C > 0 \) and every \( \beta \in [0, 1] \). Let \( \alpha, u, \varepsilon, p, t \) be an evolution according to Theorem [14]. Then, for every \( \beta \in L^\infty(\Omega) \) such that \( \beta \leq 0 \) and \( \beta = 0 \) if \( \alpha = 0 \), and for every \( t \in [0, T] \), it holds that
\[
\partial_\alpha E(\alpha(t), e(t), p(t))|[\beta] = \langle d'(\alpha(t)), \beta \rangle + \langle \nabla \alpha(t), \nabla \beta \rangle + \int_{\Omega \setminus \{\alpha(t) = 1\}} \mathcal{C}'_1(\alpha(t))\beta \beta(p(t)) : p(t) \, dx \geq 0,
\]
and for \( E(\alpha(t), e(t), p(t)) := \mathcal{Q}(e(t)) + D(\alpha(t)) + \|\nabla \alpha(t)\|_2^2 + \tilde{Q}(\alpha(t), p(t)) \) and
\[
\partial_\alpha E(\alpha(t), e(t), p(t))|[\beta] := \lim_{\varepsilon \to 0^+} \frac{E(\alpha(t) + \varepsilon\beta, e(t), p(t)) - E(\alpha(t), e(t), p(t))}{\varepsilon}.
\]

Proof. Since \( \beta \leq 0 \), the stability condition (qs1) gives that (notice that all the terms depending on \( \alpha(t) \) are included in \( E \)), for \( \varepsilon > 0 \),
\[
\frac{d}{dx} \bigg|_{x=0^+} \mathcal{C}_1((\alpha(t) + \varepsilon\beta)(x)) - \mathcal{C}_1(\alpha(t))\beta(x)
\]
for a.e. \( x \in \Omega \) such that \( \alpha(t)(x) < 1 \), since this holds if \( \alpha(t)(x) = 0 \), being \( \beta = 0 \) if \( \alpha = 0 \), and also if \( \alpha(t)(x) > 0 \), since \( \beta \in L^\infty(\Omega) \) and \( \varepsilon \) tends to 0. If \( \alpha(t)(x) = 1 \), then \( p(t)(x) = 0 \) and \( [\mathcal{C}_1((\alpha(t) + \varepsilon\beta)(p(t)(x))|x = \mathcal{C}_1(\alpha(t))(p(t)(x))|x = 0 \). Therefore [4.25] holds true, and the integrals defining \( \tilde{Q} \) are restricted to \( \{\alpha(t) < 1\} \).

For a.e. \( x \in \{\alpha(t) < 1\} \) it holds that \( \varepsilon^{-1}[\mathcal{C}_1((\alpha(t) + \varepsilon\beta)(x)) - \mathcal{C}_1(\alpha(t))(x)] = \mathcal{C}_1(\alpha(t) + \varepsilon\beta) \leq \mathcal{C}_1(\alpha(t)(x)) \) for some \( \varepsilon' \in (0, \varepsilon) \) and \( \varepsilon \) small enough, using Intermediate Value Theorem, the fact that \( \beta \in L^\infty(\Omega) \), \( \{\alpha(t) \} \), and the further assumptions on \( \mathcal{C}_1 \). Therefore, we can pass to the limit by Dominated Convergence Theorem, to differentiate the term in \( \tilde{Q} \). The derivation of the remaining two terms is straightforward. \( \square \)
Remark 4.5. The assumptions on $C_1$ in Lemma 4.4 are satisfied, for instance, if either $C_1 \in C^1([0, 1]; \text{Lin}(M^{nxn}_d \times M^{nxn}_d))$ or $C_1$ diverges in 1 with an exponential growth. Unfortunately, the power law considered in [39] does not satisfy the assumptions. Anyway, other conditions allowing to compute directional derivatives w.r.t. the damage variable could be found also in this case, for instance concerning the regularity of $\alpha(t), p(t)$. We remark again that this last part of the paper aims to convince that, under further regularity or reasonable constitutive assumptions, we recover a strong evolution.

In the next proposition we derive the flow rules, provided the evolution is regular enough.

Proposition 4.6. Let $\alpha, u, e, p$ be an evolution according to Theorem 1.1. Besides the assumptions in Theorem 1.1 and in Lemma 4.4, let us assume that $\alpha, u, e, p$ are absolutely continuous with values into $H^1 \cap L^\infty$ (we mean with respect to both norms), $BD(\Omega), L^2(\Omega; M^{sym}_{n \times n})$, $M_b(\Omega \cup \partial_D \Omega; M^{sym}_{n \times n})$, respectively. Moreover, assume for a.e. $t \in [0, T]$ that $\sigma(t)$ is integrable with respect to $\hat{p}(t)$ and that it holds the integration by parts formula

$$
\langle \sigma(t), e(t) - E\hat{w}(t) \rangle + \langle L(t), \hat{w}(t) - \hat{u}(t) \rangle + \int_{\Omega \setminus \partial_D \Omega} \sigma(t) : d\hat{p}(t) = 0. \quad (4.26)
$$

Then for a.e. $t \in [0, T]$ the following flow rules hold:

$$
\mathcal{H}(\hat{p}(t)) = \int_{\Omega \setminus \partial_D \Omega} \sigma(t) : d\hat{p}(t) \quad \text{and} \quad \partial_a E(\alpha(t), e(t), p(t))[\dot{\alpha}(t)] = 0. \quad (4.27)
$$

Proof. By the assumptions we made on the evolution, we have that $(\hat{u}(t), \hat{e}(t), \hat{p}(t)) \in \Lambda(\hat{w}(t))$ for a.e. $t$ (cf. [20, Lemma 5.5]) and that we may differentiate in time the energy balance (qs2), to get

$$
\langle \sigma(t), \dot{e}(t) - E\dot{w}(t) \rangle + \langle L(t), \dot{w}(t) - \dot{u}(t) \rangle + \mathcal{H}(\dot{p}(t)) + \partial_a E(\alpha(t), e(t), p(t))\dot{\alpha}(t) = 0. \quad (4.28)
$$

In fact, notice that $\dot{\alpha}(t) = 0$ if $\alpha(t) = 0$ where $\dot{\alpha}(t) = 0$ exists, since $\alpha(s) = 0$ for $s \geq t$. In view of (the last equality in) (2.10) and by Lemma 4.4, the left handside of (4.25) is the sum of two nonnegative terms. Therefore (4.28) implies (4.27). \hfill \Box

Remark 4.7. The condition (4.26) is the analogue of (2.12). It holds under additional regularity either for $\sigma(t)$, e.g. the same regularity required on $\hat{p}(t)$, recalling that $(\hat{u}(t), \hat{e}(t), \hat{p}(t)) \in \Lambda(\hat{w}(t))$, or for $\hat{u}(t)$. For instance, in the Dirichlet loading case it is enough to have either $\sigma(t) \in L^q(\Omega; M^{sym}_{n \times n})$ or $\hat{u}(t) \in L^2(\Omega; \mathbb{R}^n)$, see [7, Theorem 6.4]. We do not go further in detail about these conditions since we are already in the strong assumption that the evolution is absolutely continuous in time. Moreover, notice that the plastic flow rule implies that $\mathcal{H}(\dot{p}(t)) = \sigma(t) : \dot{p}(t) \in M_b(\Omega \cup \partial_D \Omega; M^{sym}_{n \times n})$, by (2.9).

Acknowledgments. The author wishes to thank Stefano Vidoli for fruitful discussions.

References

[1] R. Alessi, J.-J. Marigo, and S. Vidoli, Gradient damage models coupled with plasticity and nucleation of cohesive cracks, Arch. Ration. Mech. Anal., 214 (2014), pp. 575–615.

[2] L. Ambrosio, Minimizing movements, Rend. Accad. Naz. Sci. XL Mem. Mat. Appl. (5), 19 (1995), pp. 1773–1799.

[3] L. Ambrosio, A. Coscia, and G. Dal Maso, Fine properties of functions with bounded deformation, Arch. Rational Mech. Anal., 139 (1997), pp. 201–238.

[4] L. Ambrosio, N. Fusco, and D. Pallara, Functions of bounded variation and free discontinuity problems, Oxford Mathematical Monographs, The Clarendon Press, Oxford University Press, New York, 2000.

[5] S. Andrieux, Y. Bamberger, and J.-J. Marigo, Un modèle de matériau microfissuré pour les bétons et les roches, J. Mécanique Théorique et Appliquée, 5 (1986), pp. 471—513.

[6] J.-F. Babadjian, G. Francfort, and M. Mora, Quasistatic evolution in non-associative plasticity - the cap model, SIAM J. Math. Anal., 44 (2012), pp. 245–292.

[7] J.-F. Babadjian and M. G. Mora, Approximation of dynamic and quasi-static evolution problems in elasto-plasticity by cap models, Quart. Appl. Math., 73 (2015), pp. 265–316.

[8] G. Bouchitte, A. Mielke, and T. Roubíček, A complete-damage problem at small strains, Z. Angew. Math. Phys., 60 (2009), pp. 205–236.

[9] H. Brezis, Opérateurs Maximaux Monotones et Semi-groupes de Contractions dans les Espaces de Hilbert, North-Holland, Amsterdam-London; American Elsevier, New York, 1973.
ENERGETIC SOLUTIONS FOR A COUPLED PLASTICITY–DAMAGE MODEL FOR GEOMATERIALS 25

[10] G. Buttazzo, Semicontinuity, relaxation and integral representation in the calculus of variations, vol. 207 of Pitman Research Notes in Mathematics Series, Longman Scientific & Technical, Harlow; copublished in the United States with John Wiley & Sons, Inc., New York, 1989.

[11] A. Chambolle and V. Cristadele, Compactness and lower semicontinuity in \( W^{1,q} \), \( q > 1 \), Mathematics in Engineering, 2 (2020), pp. 101–118.

[12] V. Cristadele and G. Lazzadoni, Viscous approximation of quasistatic evolutions for a coupled elasto-plastic–damage model, Adv. Math. Anal., 53 (2021), pp. 632–649.

[13] G. Dal Maso, Generalised functions of bounded deformation, J. Eur. Math. Soc. (JEMS), 15 (2013), pp. 1943–1997.

[14] G. Dal Maso, A. DeSimone, and M. G. Mora, Quasistatic evolution problems for linearly elastic–perfectly plastic materials, Arch. Ration. Mech. Anal., 180 (2006), pp. 237–291.

[15] G. Dal Maso, A. DeSimone, and F. Solombrino, Quasistatic evolution for Cam–Clay plasticity: a weak formulation via viscoplastic regularization and time rescaling, Calc. Var. Partial Differential Equations, 40 (2011), pp. 125–181.

[16] E. Davoli, T. Roubíček, and U. Stefanelli, Dynamic perfect plasticity and damage in viscoelastic solids, Zeit. Angew. Math. Mech., 99 (2019), p. e201800161.

[17] F. Demengel and R. Temam, Convex functions of a measure and applications, Indiana Univ. Math. J., 33 (1984), pp. 673–709.

[18] C. Goffman and J. Serrin, Sublinear functions of measures and variational integrals, J. Convex Analysis, 13 (2006), pp. 151–167.

[19] A. Chambolle and V. Cristadele, A vanishing viscosity approach to a rate-independent damage model, AS Math. Models Methods Appl. Sci., 27 (2017), pp. 1743–1794.

[20] L. C. Evans, Weak convergence methods for nonlinear partial differential equations, vol. 74 of CBMS Regional Conference Series in Mathematics, Published for the Conference Board of the Mathematical Sciences, Washington, DC; by the American Mathematical Society, Providence, RI, 1990.

[21] L. C. Evans, Weak convergence methods for nonlinear partial differential equations, vol. 74 of CBMS Regional Conference Series in Mathematics, Published for the Conference Board of the Mathematical Sciences, Washington, DC; by the American Mathematical Society, Providence, RI, 1990.

[22] L. C. Evans, Weak convergence methods for nonlinear partial differential equations, vol. 74 of CBMS Regional Conference Series in Mathematics, Published for the Conference Board of the Mathematical Sciences, Washington, DC; by the American Mathematical Society, Providence, RI, 1990.

[23] L. C. Evans, Weak convergence methods for nonlinear partial differential equations, vol. 74 of CBMS Regional Conference Series in Mathematics, Published for the Conference Board of the Mathematical Sciences, Washington, DC; by the American Mathematical Society, Providence, RI, 1990.

[24] L. C. Evans, Weak convergence methods for nonlinear partial differential equations, vol. 74 of CBMS Regional Conference Series in Mathematics, Published for the Conference Board of the Mathematical Sciences, Washington, DC; by the American Mathematical Society, Providence, RI, 1990.

[25] M. Duchon and P. Malický, A Helly theorem for functions with values in metric spaces, Tatra Mt. Math. Publ., 44 (2009), pp. 159–168.

[26] E. Eberhardt, The Hoek–Brown failure criterion, Rock Mech. Rock Eng., 45 (2012), p. 981–988.

[27] M. Epifano and A. Mielke, On the rate–independent limit of systems with dry friction and small viscosity, J. Convex Analysis, 13 (2006), pp. 151–167.

[28] L. C. Evans, Weak convergence methods for nonlinear partial differential equations, vol. 74 of CBMS Regional Conference Series in Mathematics, Published for the Conference Board of the Mathematical Sciences, Washington, DC; by the American Mathematical Society, Providence, RI, 1990.

[29] M. Friedrich, M. Perugini, and F. Solombrino, Lower semicontinuity for functionals defined on piecewise rigid functions and on GSBD, J. Funct. Anal., 280 (2021), p. Art. 108929.

[30] C. Goffman and J. Serrin, Sublinear functions of measures and variational integrals, Duke Math. J., 31 (1964), pp. 159–178.

[31] C. Heinemann and C. Kraus, Complete damage in linear elastic materials: modeling, weak formulation and existence results, Calc. Var. Partial Differential Equations, 54 (2015), pp. 217–259.

[32] J. Heinonen, T. Kilpeläinen, and O. Martio, Nonlinear potential theory of degenerate elliptic equations, Dover Publications, Inc., Mineola, NY, 2006. Unabridged republication of the 1993 original.

[33] E. Hoke and E. Brown, The hoek–brown failure criterion: a 1988 update, in Proceedings of the 15th Canadian Rock Mechanics Symposium, University of Toronto, Dept. of Civil Engineering, J. Curran, ed., Toronto, Canada, 1988, pp. 31–38.

[34] D. Knees and M. Negri, Convergence of alternate minimization schemes for phase field fracture and damage, M3AS Math. Models Methods Appl. Sci., 27 (2017), pp. 1743–1794.

[35] D. Knees, R. Rossi, and C. Zanini, A vanishing viscosity approach to a rate-independent damage model, Math. Models Methods Appl. Sci., 23 (2013), pp. 565–616.

[36] P. Lahti, A notion of fine continuity for \( BV \) functions on metric spaces, Potential Anal., 46 (2017), pp. 279–294.
[39] J.-J. Marigo and K. Kazymyrenko, A micromechanical inspired model for the coupled to damage elasto-plastic behavior of geomaterials under compression, Mechanics & Industry, 20 (2019), p. 105.

[40] H. Matthies, G. Strang, and E. Christiansen, The saddle point of a differential program, in Energy Methods in Finite Element Analysis, Z. O. Glowinski R., Rodin E., ed., Wiley, New York, 1979, pp. 309–318.

[41] A. Mielke, Complete-damage evolution based on energies and stresses, Discrete Contin. Dyn. Syst. Ser. S, 4 (2011), pp. 423–439.

[42] A. Mielke, R. Rossi, and G. Savaré, Balanced viscosity (BV) solutions to infinite-dimensional rate-independent systems, J. Eur. Math. Soc. (JEMS), 18 (2016), pp. 2107–2165.

[43] A. Mielke and T. Roubiček, Rate-independent damage processes in nonlinear elasticity., M3AS Math. Models Methods Appl. Sci., 16 (2006), pp. 177–209.

[44] A. Mielke and T. Roubiček, Rate-independent systems. Theory and application, vol. 193 of Applied Mathematical Sciences, Springer, New York, 2015.

[45] A. Mielke, T. Roubiček, and Žeman, Complete damage in elastic and viscoelastic media and its energetics, Computer Methods in Applied Mechanics and Engineering, (2010), pp. 1242–1253.

[46] A. Mielke and F. Theil, A mathematical model for rate-independent phase transformations with hysteresis, in Proceedings of the Workshop on “Models of Continuum Mechanics in Analysis and Engineering”, H.-D. Alber, R. Balean, and R. Farwig, eds., Aachen, 1999, Shaker-Verlag, pp. 117–129.

[47] ———, On rate-independent hysteresis models, NoDEA Nonlinear Differential Equations Appl., 11 (2004), pp. 151–189.

[48] K. Pham and J.-J. Marigo, Proche variationnelle de l’endommagement: II. Les modèles à gradient, Comptes Rendus Mécanique, 338(4) (2010), pp. 199–206.

[49] W. Rudin, Real and Complex Analysis, McGraw-Hill, New York, 1966.

[50] P.-M. Suquet, Sur les équations de la plasticité: existence et régularité des solutions, J. Mécanique, 20 (1981), pp. 3–39.

[51] R. Temam, Mathematical problems in plasticity, Gauthier-Villars, Paris, 1985. Translation of Problèmes mathématiques en plasticité. Gauthier-Villars, Paris, 1983.

[52] R. Temam and G. Strang, Duality and relaxation in the variational problem of plasticity, J. Mécanique, 19 (1980), pp. 493–527.

[53] M. Thomas, Quasistatic damage evolution with spatial BV-regularization, Discrete Contin. Dyn. Syst. Ser. S, 6 (2013), pp. 235–255.

[54] J. Ulloa, R. Alessi, J. Wambacq, G. Degrande, and S. Francois, On the variational modeling of non-associative plasticity, International Journal of Solids and Structures, 217-218 (2020), p. 272–296.

[55] J. Ulloa, J. Wambacq, R. Alessi, E. Sameniego, G. Degrande, and S. Francois, A micromechanics-based variational phase-field model for fracture in geomaterials with brittle-tensile and compressive-ductile behavior, Preprint 2021.

[56] Q. Zhu, J. Shao, and D. Kondo, A micromechanics-based thermodynamic formulation of isotropic damage with unilateral and friction effects, Eur. J. Mech. A, 30 (2011), p. 316–325.