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Abstract

This paper introduces a new storage-optimal first-order method (FOM), CertSDP, for solving a special class of semidefinite programs (SDPs) to high accuracy. The class of SDPs that we consider, the exact QMP-like SDPs, is characterized by low-rank solutions, a priori knowledge of the restriction of the SDP solution to a small subspace, and standard regularity assumptions such as strict complementarity. Crucially, we show how to use a certificate of strict complementarity to construct a low-dimensional strongly convex minimax problem whose optimizer coincides with a factorization of the SDP optimizer. From an algorithmic standpoint, we show how to construct the necessary certificate and how to solve the minimax problem efficiently. Our algorithms for strongly convex minimax problems with inexact prox maps may be of independent interest. We accompany our theoretical results with preliminary numerical experiments suggesting that CertSDP significantly outperforms current state-of-the-art methods on large sparse exact QMP-like SDPs.

1 Introduction

Semidefinite programs (SDPs) are among the most powerful tools that optimizers have for tackling both convex and nonconvex problems. In the former direction, SDPs are routinely used to model convex optimization problems that arise in a variety of applications such as robust optimization, engineering, and robotics [8, 68]. In the latter direction, many results over the last thirty years have shown that SDPs perform provably well as convex relaxations of certain nonconvex optimization problems; see [8, 15, 32, 59] and references therein. As examples, exciting results in phase retrieval [15] and clustering [1, 48, 60] show that these nonconvex problems have exact SDP relaxations with high probability under certain random models. More abstractly, a line of recent work [4, 6, 7, 11, 13, 14, 37, 40, 45, 66, 70, 72] has investigated general conditions under which exactness holds between nonconvex quadratically constrained quadratic programs (QCQPs) or quadratic matrix programs (QMPs) and their standard SDP relaxations.

Despite the expressiveness and strong theoretical guarantees of SDPs, they have seen limited application in practice and have a reputation of being prohibitively expensive, especially for large-scale applications. Indeed, standard methods for solving SDPs, such as the interior point methods [2, 55], scale poorly with problem dimension due to both their expensive iterations and also significant memory needs. See [76, Section 8.1] for a more thorough discussion.

In this paper, we show how to derive highly efficient (in iteration complexity, per-iteration-cost,
and memory usage) first-order methods (FOMs) for solving general SDPs that admit a desirable exactness property. Our developments are inspired by recent results on linearly convergent FOMs for the trust-region subproblem (TRS) and the generalized trust-region subproblem (GTRS) \cite{16, 73} that operate in the original problem space. We briefly discuss these problems now to motivate our assumptions and our problem class. We will discuss this literature in further detail in Section 1.3.

The TRS \cite{50} seeks to minimize a general quadratic objective over the unit ball. The GTRS \cite{49} then replaces the unit ball constraint with a general quadratic equality or inequality constraint:

$$\inf_{x \in \mathbb{R}^{n-1}} \{ q_{\text{obj}}(x) : q_1(x) = 0 \}$$

(presented as an equality constraint). Here, both \( q_{\text{obj}} \) and \( q_1 \) may be nonconvex, but it is standard to assume that there exists \( \hat{\gamma} \in \mathbb{R} \) such that \( q_{\text{obj}} + \hat{\gamma} q_1 \) is a strongly convex quadratic function. Under this assumption, the S-lemma \cite{29} guarantees that the GTRS has an exact SDP relaxation in the following sense: Let \( M_{\text{obj}}, M_1 \) be symmetric matrices such that \( q_{\text{obj}}(x) = (x_1)\mathbf{T} M_{\text{obj}} (x_1) \) and \( q_1(x) = (x_1)\mathbf{T} M_1 (x_1) \). Then, equality holds between the GTRS, its SDP relaxation, and the dual of the SDP relaxation:

$$\min_{x \in \mathbb{R}^{n-1}} \{ q_{\text{obj}}(x) : q_1(x) = 0 \} = \min_{Y \in S^n} \left\{ \langle M_1, Y \rangle : Y = \begin{pmatrix} * & * \\ * & 1 \end{pmatrix} \succeq 0 \right\} = \sup_{\gamma \in \mathbb{R}, t \in \mathbb{R}} \left\{ t : M_{\text{obj}} + \gamma M_1 - t \begin{pmatrix} 0_{n-1} \\ 1 \end{pmatrix} \succeq 0 \right\}.$$ 

Here, \( S^n \) is the vector space of \( n \times n \) symmetric matrices, the inner product \( \langle M, Y \rangle \) is defined as \( \langle M, Y \rangle := \text{tr}(MY) \) and \( Y \succeq 0 \) indicates that \( Y \) is positive semidefinite (PSD).

In particular, the SDP relaxation of the GTRS has an optimal solution \( Y^* \) with rank one. Furthermore, we know the value of \( (Y^*)_{n,n} = 1 \) before we even solve the SDP relaxation. We will think of this as a priori knowledge of the restriction of \( Y^* \) to a subspace of dimension \( \text{rank}(Y^*) = 1 \).

Despite the fact that the SDP relaxation solves the GTRS exactly, the large computational cost of solving SDPs has spurred an extensive line of work developing new algorithms for the GTRS (that avoid explicitly solving large SDPs). Most relatedly, Wang et al. \cite{73} assume that the dual SDP is solvable and that there exists an optimal dual solution \( (\gamma^*, t^*) \) such that \( M_{\text{obj}} + \gamma^* M_1 - t^* \begin{pmatrix} 0_{n-1} \\ 1 \end{pmatrix} \) has rank \( n-1 \). This assumption holds generically for GTRS problems conditioned on strict feasibility of the dual SDP. Wang et al. \cite{73} then showed that it is possible to construct a strongly convex reformulation of the GTRS in the original space using a sufficiently accurate estimate of \( \gamma^* \). We will reinterpret the assumption of \cite{73} as a strict complementarity \cite{3} assumption between the dual SDP and the desired rank-one solution \( Y^* \). This property will also play a crucial role in our algorithms.

In our study, we will examine general SDPs satisfying similar structural assumptions and design an efficient storage-optimal FOM to solve them. In this respect, our approach also extends a recent line of work \cite{27, 30, 62, 76} towards developing storage-optimal FOMs for SDPs possessing low-rank solutions. We discuss storage optimality in SDP algorithms in Section 1.3.
1.1 Problem setup and assumptions

Consider an SDP in standard form and its dual:

\[
\inf_{Y \in \mathbb{S}^n} \left\{ \langle M_{\text{obj}}, Y \rangle : \langle M_i, Y \rangle + d_i = 0, \forall i \in [m] \right\} \quad \text{(SDP)}
\]
\[
\geq \sup_{\gamma \in \mathbb{R}^m} \left\{ d^T \gamma : M_{\text{obj}} + \sum_{i=1}^m \gamma_i M_i \succeq 0 \right\}.
\]

For notational convenience, we let \( d_{\text{obj}} := 0 \) and define \( M(\gamma) := M_{\text{obj}} + \sum_{i=1}^m \gamma_i M_i \) and \( d(\gamma) := d_{\text{obj}} + \sum_{i=1}^m \gamma_i d_i \).

In this paper, inspired by the structural properties of the GTRS that make it amenable to highly efficient FOMs, we will work under two major assumptions. First, we will assume (Assumption 1) that the primal and dual SDPs are both solvable, strong duality holds, and there exist primal and dual optimal solutions \( Y^* \in \mathbb{S}^n \) and \( \gamma^* \in \mathbb{R}^m \) such that \( \text{rank}(Y^*) = k \) and \( \text{rank}(M(\gamma^*)) = n - k \). The assumption that \( \text{rank}(Y^*) + \text{rank}(M(\gamma^*)) = n \) is referred to as \textit{strict complementarity} and is known to hold generically conditioned on primal and dual attainability [3].

The strict complementarity assumption is common in the literature on algorithms for SDPs and convex optimization at large. See, for example, [26, 28, 31] for FOMs that work under this assumption or [33] for an analysis of interior point methods for SDPs with this assumption.

Second, we will assume (Assumption 2) that the optimal primal solution \( Y^* \) is known \textit{a priori} on some \( k \)-dimensional subspace \( W^\perp \), on which it is positive definite. This assumption is inspired by QCQP and QMP applications [6, 63, 72]: Recall that the standard SDP relaxation [63] of an equality-constrained QCQP (in the variable \( x \in \mathbb{R}^{n-1} \)) is given by

\[
\inf_{x \in \mathbb{R}^{n-1}} \left\{ \begin{pmatrix} x \end{pmatrix}^T M_{\text{obj}} \begin{pmatrix} x \end{pmatrix} : \begin{pmatrix} x \\ 1 \end{pmatrix}^T M_i \begin{pmatrix} x \\ 1 \end{pmatrix} = 0, \forall i \in [m] \right\}
\]
\[
\geq \inf_{Y \in \mathbb{S}^n} \left\{ \langle M_{\text{obj}}, Y \rangle : Y = \begin{pmatrix} * & 0 \\ * & 1 \end{pmatrix} \succeq 0 \right\}.
\]

Thus, the optimal solution (in fact, any feasible solution) to the SDP will have a 1 in the bottom-right corner. Taking \( W \) to be the subspace corresponding to the first \((n-1)\)-coordinates of \( \mathbb{R}^n \), we have that the restriction of \( Y^* \) to \( W^\perp \) is known \textit{a priori} and is positive definite. Similarly, the standard SDP relaxation [6] of an equality-constrained QMP (in the variable \( X \in \mathbb{R}^{(n-k)\times k} \)) is given by

\[
\inf_{X \in \mathbb{R}^{(n-k)\times k}} \left\{ \text{tr} \left( \begin{pmatrix} X \\ I_k \end{pmatrix}^T M_{\text{obj}} \begin{pmatrix} X \\ I_k \end{pmatrix} \right) : \text{tr} \left( \begin{pmatrix} X \\ I_k \end{pmatrix}^T M_i \begin{pmatrix} X \\ I_k \end{pmatrix} \right) = 0, \forall i \in [m] \right\}
\]
\[
\geq \inf_{Y \in \mathbb{S}^n} \left\{ \langle M_{\text{obj}}, Y \rangle : Y = \begin{pmatrix} * & 0 \\ * & I_k \end{pmatrix} \succeq 0 \right\}.
\]

Taking \( W \) to be the subspace corresponding to the first \((n-k)\) coordinates of \( \mathbb{R}^n \), we have that the restriction of \( Y^* \) to \( W^\perp \) is known \textit{a priori} and positive definite.

We will refer to SDPs where Assumptions 1 and 2 hold as \textit{rank-} \( k \) \textit{exact QMP-like SDPs} or \textit{k-exact SDPs} for short. While Assumptions 1 and 2 are both natural to assume individually, this pair
of assumptions together is very powerful when assumed to hold *with the same choice of* \( k \). For example, in the context of SDP relaxations of QCQPs, it implies that the SDP relaxation has a unique solution of rank 1.

Naturally, the class of \( k \)-exact SDPs form a very special class of all SDPs. Let us briefly comment on situations where it is natural to expect \( k \)-exact SDPs. First, the SDP relaxation of the GTRS is generically 1-exact conditioning only on dual strict feasibility. Appendix B shows that the situation is analogous in SDP relaxations of QMPs with matrix variables of dimension \( X \in \mathbb{R}^{n \times k} \) and at most \( k \) constraints. This result is new and gives an alternate proof of [6, Theorem 3.5] (see also [70]). More generally, it is difficult to establish whether the SDP relaxation of a given QCQP or QMP satisfies Assumption 1 with the appropriate value of \( k \). Nonetheless, there is a long line of research establishing sufficient conditions for strict complementarity for the SDP relaxation of a QCQP [14, 44, 72].

1.2 Overview and outline of the paper

In this paper, we develop a new FOM for rank-\( k \) exact QMP-like SDPs. This FOM enjoys low iteration complexity, simple iterative subprocedures, storage optimality, and strong numerical performance. A summary of our contributions, along with an outline of the remainder of this paper, is as follows. For the sake of presentation, we will assume that \( W \) corresponds to the first \( n - k \) coordinates of \( \mathbb{R}^n \) in the following outline.

- We close this section by discussing thematically related work in storage-optimal or storage-efficient FOMs for solving SDPs and FOMs for solving the GTRS. We then discuss some work on acceleration within FOMs with inexact prox oracles and FOMs for saddle-point problems as these are related to our techniques.

- In Section 2, we show how to reformulate a \( k \)-exact SDP as a strongly convex quadratic matrix minimax problem (QMMP) using a certificate of strict complementarity (see Definition 2). There are two key ideas here: First, in the setting of \( k \)-exact SDPs, we may parameterize the rank-\( k \) matrices in \( \mathbb{S}^n_+ \) which agree with the restriction of \( Y^\ast \) to \( W^\perp \) as

\[
Y(X) := \begin{pmatrix}
XX^\top & X(Z^\ast)^{1/2} \\
(Z^\ast)^{1/2}X^\top & Z^\ast
\end{pmatrix},
\]

where \( Z^\ast \succ 0 \) is the known restriction of \( Y^\ast \) to \( W^\perp \) and \( X \in \mathbb{R}^{(n-k) \times k} \) is unknown. The task of recovering \( Y^\ast \) then reduces to the task of recovering \( X^\ast \). We replace the variable \( Y \in \mathbb{S}^n_+ \) with the parameterization \( Y(X) \) in the primal SDP to derive a nonconvex QMP in the variable \( X \) whose optimizer is \( X^\ast \). This first step can be compared to the Burer–Monteiro reformulation (see Section 2.4). The second key idea then shows that this nonconvex QMP can be further reformulated into a strongly convex QMMP (QMMP\(_U\)) given a certificate of strict complementarity \( U \subseteq \mathbb{R}^m \). Theorem 1 verifies that the minimax problem

\[
\min_{X \in \mathbb{R}^{(n-k) \times k}} \max_{\gamma \in U} \left( \langle M(\gamma), Y(X) \rangle + d(\gamma) \right)
\]

\[1\]

1Technically, these papers establish that the optimal values or optimal solutions of the SDP relaxation coincide with that of the underlying QCQP. Nonetheless, many of these sufficient conditions prove the intermediate result of strict complementarity.
has $X^*$ as its unique optimizer and $\text{Opt}_{(\text{SDP})}$ as its optimal value. This reformulation is inspired by a similar reformulation for the SDP relaxation of the GTRS given in [73, Lemma 3]. The extension from [73, Lemma 3] to Theorem 1 is a conceptual contribution that recognizes that the assumptions of [73, Lemma 3] can be reinterpreted as strict complementarity, a standard assumption in algorithms for SDPs. Nonetheless, making Theorem 1 algorithmic requires handling a number of challenges not present in the GTRS setting. Properly dealing with these challenges is the content of Sections 3 and 4 and is the main technical contribution of this work.

- In Section 3, we derive a two-level accelerated FOM for solving strongly convex QMMPs of the form (1). Due to the minimax structure of (1), we focus on Nesterov’s optimal method for strongly convex minimax problems [54, Algorithm 2.3.13]. This algorithm relies on a prox-map (see Definition 3) computation in each iteration, and its analysis assumes that prox-map is given by an explicit expression or can be computed exactly. In our setting, the prox-map will not admit a closed-form expression in general. Instead, we will treat the prox-map as an optimization problem in its own right and solve it via an inner FOM. Therefore, we suggest CautiousAGD (Algorithm 1), a new variant of [54, Algorithm 2.3.13] that handles inexact computations in the prox-map procedure. We extend the original estimating sequences analysis of [54, Algorithm 2.3.13] to prove bounds on the accuracy required in each individual prox-map computation to recover an accelerated linear convergence rate in terms of outer iterations (see Theorem 3). In our case, the prox-map can be computed efficiently using an inner loop via the strongly convex excessive gap technique [54, Chapter 6.2]. In all, CautiousAGD computes an $\epsilon$-optimal solution of a QMMP after $O(\log (\epsilon^{-1}))$ outer iterations and $O(\epsilon^{-1/2})$ total inner iterations.

- In Section 4, we show how to combine any method for producing iterates $\gamma^{(i)} \rightarrow \gamma^*$ with CautiousAGD to construct a certificate of strict complementarity. Combined with Algorithm 1, this completes the description of our new FOM, CertSDP (Algorithm 2), for rank-$k$ exact QMP-like SDPs. Informally, we show that CertSDP returns an $\epsilon$-optimal solution to the underlying SDP after performing a fixed (i.e., independent of $\epsilon$) number of iterations of $\gamma^{(i)} \rightarrow \gamma^*$ plus either $O(\log (\epsilon^{-1}))$ outer iterations or $O(\epsilon^{-1})$ inner iterations in CautiousAGD. See Theorem 6 for a formal statement. In this way, CautiousAGD can be viewed as a termination rule for any existing SDP algorithm that produces a sequence of dual iterates: given a sufficiently accurate dual iterate, CautiousAGD produces a high-accuracy primal solution.

- In Section 5, we present numerical experiments comparing an implementation of CertSDP with similar convex-optimization-based algorithms from the literature [27, 56, 65, 76], as well as the Burer-Monteiro Method [12], on random sparse $k$-exact SDP instances with $n \approx 10^3, 10^4$, and $10^5$. Our code outperforms previous state of the art convex-optimization-based algorithms and was the only such algorithm able to solve our largest instances to high accuracy. Additional experiments with stylized phase retrieval instances are summarized in Section 5.4 and discussed in detail in Appendix C.

- In Section 6, we discuss limitations of the current work and suggest possible future directions for addressing these issues.

1.3 Related work

Storage-optimal/efficient FOMs. A growing body of literature, itself containing multiple research strands, has explored FOMs for SDPs [5, 9, 20, 27, 30, 41, 46, 47, 56, 62, 65, 74–76]. Below,
we recount some recent developments in this direction with a particular view towards storage-efficient or storage-optimal FOMs for SDPs admitting low-rank solutions. Storage-optimality alludes to the fact that a rank-$k$ PSD matrix $Y \in \mathbb{S}^n_+$ can be represented as the outer product of an $n \times k$ factor matrix with itself, i.e., $Y = XX^\top$ for some $X \in \mathbb{R}^{n \times k}$, so that a primal iterate with rank $k$ can be implicitly stored using only $O(nk)$ memory. Similarly, a dual iterate may be stored using only $O(m)$ memory. Then, a storage-optimal FOM is allowed to use only $O(m + nk)$ storage where $k$ is the rank of the true primal SDP solution.

Low-storage and storage-optimal FOMs are particularly attractive for SDPs where $M_{\text{obj}}, M_1, \ldots, M_m$ are either structured or sparse, so that it is possible to not only store the instance efficiently, but also to compute matrix-vector products efficiently [27]. The algorithm that we develop in this paper follows this pattern and similarly interacts with $M_{\text{obj}}, M_1, \ldots, M_m$ via only matrix-vector products.

One paradigm towards developing storage-optimal FOMs leverages duality to construct surrogate primal SDPs that can be solved with optimal storage. In this paradigm, the variable $Y \in \mathbb{S}^n_+$ is compressed, i.e., replaced with $UYU^\top$ for some matrix $U \in \mathbb{R}^{n \times k}$ and $Y \in \mathbb{S}^k_+$. Ding et al. [27] give rigorous guarantees for such a method assuming strict complementarity. Specifically, they show that if $U \in \mathbb{R}^{n \times k}$ corresponds to a minimum eigenspace of an approximate dual solution, then the optimal solution $\tilde{Y}$ of the compressed SDP (in penalty form) is a good approximation of the true primal solution. Then, combining their bounds with existing FOMs for solving the dual SDP approximately, Ding et al. [27] show that $\|UYU^\top - Y^*\|_F \leq \epsilon$ after $O(\epsilon^{-2})$-many minimum eigenvector computations. It is unclear how this convergence guarantee changes when only approximate eigenvector computations (which are the only practical option) are allowed. Friedlander and Macêdo [30] explore a similar idea for trace-minimization SDPs (i.e., SDPs where $M_{\text{obj}} = I$) from the viewpoint of gauge duality. Specifically, they show that if $U$ corresponds to a minimum eigenspace associated with the true solution to the gauge dual, then the optimal solution of the compressed SDP exactly recovers the true primal SDP solution. Unfortunately, they do not analyze the accuracy of the recovered primal solution when the gauge dual is solved only approximately, which is the case in practice.

A second paradigm towards developing storage efficient/optimal FOMs works simultaneously in both the primal and dual spaces by employing linear sketches. Yurtsever et al. [76] apply the Nyström sketch to the conditional gradient–augmented Lagrangian (CGAL) technique [75] to derive SketchyCGAL. They show that it is possible to reconstruct a $(1 + \zeta)$-optimal rank-$k$ approximation of an $\epsilon$-optimal solution to the primal SDP\(^2\) by tracking only the dual iterates as well as a $O(nk/\zeta)$-sized sketch of the primal iterates. When the true solution is unique and has rank-$k$, it is appropriate to take $\zeta = O(1)$ so that the total storage is $O(n + nk)$. Furthermore, Yurtsever et al. [76] bound the required accuracy in the approximate eigenvector computations within SketchyCGAL. In all, they show that it is possible to implement their algorithm in $O(\epsilon^{-2})$ iterations where each iteration involves computing an eigenvector via $\tilde{O}\left(\epsilon^{-1/2}\right)$ matrix-vector products. In follow-up work, Shinde et al. [62] combine the algorithmic architecture of SketchyCGAL with the additional observation that in specific applications (e.g., max-cut), the goal is simply to sample from a Gaussian distribution with variance given by an approximate solution $Y_r$ to the SDP. Under this alternate goal, it is possible to further reduce the storage requirements to $O(n + m)$.

One may compare these storage-optimal FOMs for SDPs with the Burer–Monteiro method [12]. In the Burer–Monteiro method, the convex SDP in the variable $Y \in \mathbb{S}^n_+$ is explicitly replaced with

\[ Y = XX^\top, \]

where $X \in \mathbb{R}^{n \times k}$ is an $n \times k$ matrix.

\(^2\)In [76], a rank-$k$ matrix $\tilde{Y} \in \mathbb{S}^n_+$ is a $(1 + \zeta)$-optimal rank-$k$ approximation of an $\epsilon$-optimal solution $Y_\epsilon \in \mathbb{S}^n_+$ if $\|Y_\epsilon - \tilde{Y}\|_* \leq (1 + \zeta)\|Y_\epsilon - [Y_\epsilon]_k\|_*$ where $\|\cdot\|_*$ is the nuclear norm and $[Y_\epsilon]_k$ is the best rank-$k$ approximation of $Y_\epsilon$. 

an outer product term involving an \( n \times k' \) factor matrix where \( k' \geq k \). The resulting nonconvex problem is then tackled via local optimization methods. While results [10, 18, 19] have shown that non-global local minima cannot exist when \( k' = \Omega(\sqrt{m}) \) (so that local optimization methods are certifiably correct) for large classes of SDPs, more recent work [69] has shown that such spurious local minima can in fact exist even if \( k = 1 \) and \( k' = \Theta(\sqrt{m}) \). In other words, the Burer–Monteiro approach provably cannot achieve storage-optimality.

**FOMs for the GTRS.** The algorithms developed in the current paper are inspired by recent developments in FOMs for the TRS and the GTRS. There has been extensive work [16, 35, 36, 38, 71, 73] towards developing customized algorithms for the TRS and GTRS that circumvent solving large SDPs; see [73] and references therein for a more thorough account of algorithmic ideas for solving large-scale GTRS instances. We highlight only the two most relevant results from this area.

Carmon and Duchi [16] consider iterative methods that produce Krylov subspace solutions to the TRS, i.e., solutions to the TRS restricted to a Krylov subspace generated by the objective function. They show that these solutions converge to the true TRS solution linearly as long as the linear term in \( q_{\text{obj}} \) is not orthogonal to the minimum eigenspace of the Hessian in \( q_{\text{obj}} \). One may show that under this assumption, the quadratic function \( q_{\text{obj}}(x) + \gamma^* (\|x\|^2 - 1) \) is strongly convex (here, \( \gamma^* \) is the dual solution and is known to exist). We may interpret this as strict complementarity between the SDP relaxation of the TRS and its dual. Indeed, the Hessian of this quadratic function (a positive definite matrix) shows up as a principal minor in the slack matrix \( M(\gamma^*) \), proving that \( \text{rank}(M(\gamma^*)) = n - 1 \).

More recently, Wang et al. [73] make a connection between the GTRS and optimal FOMs for strongly convex minimax problems [54]. The main algorithmic contributions in [73] assume dual strict feasibility of the SDP relaxation and that the dual problem has a maximizer \( \gamma^* \) in the interior of its domain. As a consequence, the quadratic function \( q_{\text{obj}}(x) + \gamma^* q_1(x) \) is strongly convex. Again, we may interpret this as a strict complementarity assumption. Wang et al. [73] then show how to construct a strongly convex reformulation of the GTRS using low-accuracy eigenvalue computations. More concretely, they show how to construct \( \tilde{\gamma}_- \) and \( \tilde{\gamma}_+ \) such that the minimax problem

\[
\min_{x \in \mathbb{R}^n} \max_{\gamma \in [\tilde{\gamma}_-, \tilde{\gamma}_+]} (q_{\text{obj}}(x) + \gamma \cdot q_1(x))
\]

is strongly convex and has as its unique optimizer the optimizer of the underlying GTRS. The resulting strongly convex minimax problem is then solved via [54, Algorithm 2.3.13] to achieve a linear convergence rate. One may compare the strongly convex reformulation of the GTRS in [73] with the more natural Lagrangian reformulation (through S-lemma):

\[
\min_{x \in \mathbb{R}^n} \sup_{\gamma \in \Gamma} (q_{\text{obj}}(x) + \gamma \cdot q_1(x))
\]

where \( \Gamma = \{ \gamma \in \mathbb{R}_+ : q_{\text{obj}} + \gamma q_1 \text{ is convex} \} \). Specialized FOMs have also been developed for the GTRS using this Lagrangian reformulation [71]. Unfortunately, since the Lagrangian reformulation may not be strongly convex in general, the resulting algorithms can only achieve sublinear (in terms of \( \epsilon \)) convergence rates—specifically, rates of the form \( O\left(\epsilon^{-1/2}\right) \) as opposed to rates of the form \( O\left(\log(\epsilon^{-1})\right) \).

**Accelerated FOMs for non-smooth problems via saddle-point problems.** One may treat the QMMP reformulation (1) of the SDP as a saddle-point problem in the variables \((X, \gamma) \in \mathbb{R}^n \times \mathbb{R}_+\)
\( \mathbb{R}^{(n-k) \times k} \times \mathbb{R}^n \) as opposed to a non-smooth problem in just \( X \in \mathbb{R}^{(n-k) \times k} \). There is a vast body of work developing accelerated FOMs for non-smooth problems that leverages saddle-point structure \([39, 51, 54, 58]\). Both Nesterov \([53]\) and Nemirovski \([51]\) achieve an accelerated convergence rate of \( O(\epsilon^{-1}) \) for general convex–concave saddle point problems (see also \([67]\)). This rate can be further improved for the special case of strongly convex–concave saddle-point problems \([17, 39, 52]\): Nesterov’s excessive gap technique \([52, 54]\) achieves an \( O(\epsilon^{-1/2}) \) convergence for strongly convex–concave saddle-point problems where the coupling term is linear. This is generalized in \([17]\) to allow nonlinear proximal operators. Hamedani and Aybat \([34]\), Juditsky and Nemirovski \([39]\) generalize this convergence rate to the setting where the gradient of the coupling term is only assumed to be Lipschitz. These rates match the known \([57]\) lower bound of \( O(\epsilon^{-1/2}) \) for any FOM on the general class of strongly convex-concave saddle-point problems. Note that the assumption that the gradient of the coupling term is Lipschitz does not hold for our setting. Indeed, the saddle point function we are interested in, \( \langle M(\gamma), Y(X) \rangle \), is jointly cubic in the variables \((X, \gamma)\) (so that the gradients vary quadratically). Nonetheless, we will show that it is possible achieve the optimal \( O(\epsilon^{-1/2}) \) iteration complexity in our setting.

**Accelerated FOMs with inexact first-order information.** A related line of work \([22, 23]\) has analyzed the convergence rate of (accelerated) FOMs in the presence of *inexact first-order information*. Devolder et al. \([23]\) analyzes FOMs for smooth convex functions. In \([22]\), the same authors extend these results to FOMs for smooth and strongly convex functions. Our algorithm (Algorithm 1) continues this line of work by considering an *inexact prox-map* for strongly convex *max-type functions*. Our work additionally complements work on inexact gradients within prox-grad methods for composite optimization problems (note that max-type functions cannot in general be decomposed as composite optimization problems).

### 1.4 Notation

For a positive integer \( n \), let \([n] := \{1, \ldots, n\}\). Let \( \mathbb{S}^n \) denote the set of \( n \times n \) real symmetric matrices and let \( I_n \) denote the \( n \times n \) identity matrix. Given \( X \in \mathbb{S}^n \), we write \( X \succeq 0 \) (resp. \( X \succ 0 \)) if \( X \) is positive semidefinite (resp. positive definite). Let \( \mathbb{S}^n_+ \) be the positive semidefinite cone. Given \( X \in \mathbb{R}^{n \times m} \) let \( X^\top, \ker(X), \text{range}(X), \text{rank}(X), \|X\|_F \) and \( \|X\|_2 \) denote the transpose, kernel, range, rank, Frobenius norm, and spectral norm of \( X \). Given \( X \in \mathbb{R}^{n \times m} \) let \( \text{tr}(X) \) denote the trace of \( X \).

We endow both \( \mathbb{S}^n \) and \( \mathbb{R}^{n \times m} \) with the trace inner product \( \langle X, Y \rangle := \text{tr}(X^\top Y) \). Let \( \mathbb{S}^{n-1} \subseteq \mathbb{R}^n \) denote the unit sphere. Given \( x \in \mathbb{R}^n \) and \( r \geq 0 \), let \( B(x, r) \) denote the closed \( \ell_2 \)-ball centered at \( x \) with radius \( r \). Given a function in multiple arguments \( f(x_1, \ldots, x_m) \), we write \( \nabla_k f(x_1, \ldots, x_m) \) to denote the gradient of \( f \) in the \( k \)th argument evaluated at \( x_1, \ldots, x_m \).

Given a subspace \( W \subseteq \mathbb{R}^n \), let \( W^\perp \) denote its orthogonal complement. Abusing notation, we write \( \mathbb{S}^W \) for the vector space of self-adjoint operators on \( W \) and \( \mathbb{R}^{W,W^\perp} \) for the vector space of linear maps from \( W^\perp \) to \( W \). Given \( M \in \mathbb{S}^n \), let \( M_W \in \mathbb{S}^W \), \( M_{W,W^\perp} \in \mathbb{R}^{W,W^\perp} \), and \( M_{W^\perp} \in \mathbb{S}^{W^\perp} \) denote the restrictions of \( M \) to the corresponding subspaces. Explicitly,

\[
M_W : \ x \in W \quad \mapsto \quad (\Pi_W M \Pi_W) x \in W,
\]

\[
M_{W,W^\perp} : \ x \in W^\perp \quad \mapsto \quad (\Pi_W M \Pi_{W^\perp}) x \in W,
\]

\[
M_{W^\perp} : \ x \in W^\perp \quad \mapsto \quad (\Pi_{W^\perp} M \Pi_{W^\perp}) x \in W^\perp,
\]

where \( \Pi_W \) and \( \Pi_{W^\perp} \) are the orthogonal projections onto \( W \) and \( W^\perp \). When \( W \) is the vector space corresponding to the first \( n - k \) coordinates, we may identify \( M_W \), \( M_{W,W^\perp} \), and \( M_{W^\perp,W^\perp} \) with
the top-left \((n-k) \times (n-k)\) submatrix, top-right \((n-k) \times k\) submatrix, and bottom-right \(k \times k\) submatrix of \(M\) respectively.

2 Strongly convex reformulations of \(k\)-exact SDPs

In this section, we describe how to construct a strongly convex reformulation of a \(rank-k\) exact QMP-like SDP using a certificate of strict complementarity (see Definitions 1 and 2). The following sections will expand on these ideas and show how these properties can be exploited to achieve algorithmic efficiency.

2.1 Definitions and problem setup

We make the following two assumptions on (SDP).

**Assumption 1.** Assume in (SDP) that the primal and dual problems are both solvable, strong duality holds, and there exist primal and dual optimal solutions \(Y^* \in \mathbb{S}^n\) and \(\gamma^* \in \mathbb{R}^m\) such that \(\text{rank}(Y^*) = k\) and \(\text{rank}(M(\gamma^*)) = n-k\).

We fix \(Y^*\) and \(\gamma^*\) to be solutions to (SDP) satisfying \(\text{rank}(Y^*) = k\) and \(\text{rank}(M(\gamma^*)) = n-k\).

**Assumption 2.** Let \(W \subseteq \mathbb{R}^n\) be an \(n-k\)-dimensional subspace such that the restriction of \(Y^*\) to \(W^\perp\) is known and positive definite.

**Definition 1.** We say that an instance of (SDP) is a \(rank-k\) exact QMP-like SDP or a \(k\)-exact SDP for short if both Assumptions 1 and 2 hold.

**Definition 2.** We say that a compact subset \(U \subseteq \mathbb{R}^m\) certifies strict complementarity if \(\gamma^* \in U\) and, for all \(\gamma \in U\), it holds that \(M(\gamma)|_W \succ 0\).

**Remark 1.** Suppose we are given a certificate of strict complementarity \(U\), i.e., \(\gamma^* \in U\) and \(M(\gamma)|_W \succ 0\) for all \(\gamma \in U\). We immediately deduce that \(\text{rank}(M(\gamma^*)) \geq \text{rank}(M(\gamma)|_W) = n-k\).

On the other hand, \(\text{rank}(Y^*) \geq \text{rank}(Y^*|_{W^\perp}) = k\). This is the sense in which \(U\) certifies strict complementarity.

The following lemma shows that \(M(\gamma^*)|_W \succ 0\) so that certificates of strict complementarity exist.

**Lemma 1.** Suppose \(M^*, Y^* \in \mathbb{S}^n_+\) have rank \(n-k\) and \(k\) respectively and that \(\langle M^*, Y^* \rangle = 0\). Let \(W\) be an \((n-k)\)-dimensional subspace. Then, \(M^*|_W \succ 0\) if and only if \(Y^*|_{W^\perp} \succ 0\).

**Proof.** It suffices to prove the forward direction as we may interchange the roles of \(Y^*\) and \(M^*\).

We prove the contrapositive. Suppose \(Y^*|_{W^\perp} \succ 0\) so that \(\text{ker}(Y^*|_{W^\perp})\) is nontrivial. As \(Y^* \succeq 0\), we have that in fact \(\text{ker}(Y^*) \cap W^\perp\) is nontrivial. Then, \(\text{range}(Y^*)\) is a \(k\)-dimensional subspace contained in \((\text{ker}(Y^*) \cap W^\perp)^\perp\). Similarly, \(W\) is an \((n-k)\)-dimensional subspace contained in \((\text{ker}(Y^*) \cap W^\perp)^\perp\). Then, as \((\text{ker}(Y^*) \cap W^\perp)^\perp\) has dimension at most \(n-1\), we deduce that \(\text{range}(Y^*) \cap W = \text{range}(Y^*) \cap W^\perp\) is nontrivial and \(\langle Y^*, M^* \rangle \succ 0\), a contradiction.

2.2 Identifying \(\mathbb{S}^n\) with quadratic matrix functions

Suppose (SDP) is a \(k\)-exact SDP and that \(U\) certifies strict complementarity. For ease of presentation, we will assume in this subsection that \(W\) is the \((n-k)\)-dimensional subspace corresponding to the
first \( n - k \) coordinates of \( \mathbb{R}^n \). This is without loss of generality and our results extend in the natural way to the setting where \( W \) is general (see Remark 2).

Our strongly convex reformulation of (SDP) will regard the \( M_i \in \mathbb{S}^n \) as inducing quadratic matrix functions on the space \( \mathbb{R}^{W \times W^\perp} \cong \mathbb{R}^{(n-k)\times k} \). We begin by writing each \( M_i \), for \( i \in \{ \text{obj} \} \cup \{ m \} \), as a block matrix

\[
M_i = \begin{pmatrix}
A_i/2 & \tilde{B}_i/2 \\
\tilde{B}_i^T/2 & C_i
\end{pmatrix},
\]

where \( A_i \in \mathbb{S}^{n-k} \), \( \tilde{B}_i \in \mathbb{R}^{(n-k)\times n} \) and \( C_i \in \mathbb{S}^k \).

We will partition \( Y^* \) as a block matrix with compatible block structure: Define \( Z^* := Y_{W^\perp}^* \) and \( X^* := Y_{W,W^\perp}^*(Z^*)^{-1/2} \). Note here that \( Z^* \) is known \textit{a priori} due to Assumption 2. Next, by the assumption that \( \text{rank}(Y^*) = k \) (Assumption 1), we have that

\[
Y^* = \begin{pmatrix}
X^*X^T & X^*(Z^*)^{1/2} \\
(Z^*)^{1/2}(X^*)^T & Z^*
\end{pmatrix}.
\]

Finally, given \( X \in \mathbb{R}^{(n-k)\times k} \), define

\[
Y(X) := \begin{pmatrix}
XX^T & X(Z^*)^{1/2} \\
(Z^*)^{1/2}X^T & Z^*
\end{pmatrix}
\]

and note that \( Y(X^*) = Y^* \).

One of our key ideas in building a strongly convex reformulation of (SDP) is that \( Y(X) \) is a matrix whose entries are \textit{quadratic} in \( X \). We can thus identify each \( M_i \) with a quadratic matrix function. For each \( i \in \{ \text{obj} \} \cup \{ m \} \), define

\[
q_i(X) := \langle M_i, Y(X) \rangle + d_i = \frac{\text{tr}(X^T A_i X)}{2} + \langle \tilde{B}_i(Z^*)^{1/2}, X \rangle + \langle C_i, Z^* \rangle + d_i
\]

where we have defined \( B_i := \tilde{B}_i(Z^*)^{1/2} \) and \( c_i := \langle C_i, Z^* \rangle + d_i \). Finally, given \( \gamma \in \mathbb{R}^m \), define \( A(\gamma) := A_{\text{obj}} + \sum_{i=1}^m \gamma_i A_i \). We define \( B(\gamma), \tilde{B}(\gamma), c(\gamma), d(\gamma), \) and \( q(\gamma, X) \) analogously:

\[
B(\gamma) := B_{\text{obj}} + \sum_{i=1}^m \gamma_i B_i, \quad \tilde{B}(\gamma) := \tilde{B}_{\text{obj}} + \sum_{i=1}^m \gamma_i \tilde{B}_i, \quad c(\gamma) := c_{\text{obj}} + \sum_{i=1}^m \gamma_i c_i,
\]

\[
d(\gamma) := d_{\text{obj}} + \sum_{i=1}^m \gamma_i d_i, \quad q(\gamma, X) := q_{\text{obj}}(X) + \sum_{i=1}^m \gamma_i q_i(X).
\]

\textbf{Remark 2.} It is without loss of generality to assume that \( W \) is the first \( n-k \) coordinate space when proving the \textit{structural} results of this section. Only small notational changes need to be made when we go from \( W \) being the first \( (n-k) \)-coordinate space to a general \( (n-k) \)-dimensional subspace of \( \mathbb{R}^n \). In the general setting, we define

\[
A_i = 2(M_i)_W \quad \tilde{B}_i = 2(M_i)_{W,W^\perp} \quad C_i = (M_i)_{W^\perp}
\]

\[
A(\gamma) = 2(M(\gamma))_W \quad \tilde{B}(\gamma) = 2(M(\gamma))_{W,W^\perp} \quad C(\gamma) = (M(\gamma))_{W^\perp}.
\]

We again define \( B_i = \tilde{B}_i(Z^*)^{1/2} \) and \( B(\gamma) = \tilde{B}(\gamma)(Z^*)^{1/2} \). Quantities in \( \mathbb{R}^{(n-k)\times k} \) from the coordinate setting are replaced by quantities in \( \mathbb{R}^{W\times k} \), where \( \mathbb{R}^{W\times k} \) denotes the subspace of matrices in \( \mathbb{R}^{n\times k} \) where every column lives in \( W \). \qed
2.3 A strongly convex reformulation of (SDP)

The following theorem states that if $\mathcal{U}$ certifies strict complementarity, then $X^*$ is the unique minimizer of a strongly convex quadratic matrix minimax problem (QMMP) that can be constructed from $\mathcal{U}$. This reformulation is inspired by a recent strongly convex reformulation of the GTRS [73].

**Theorem 1.** Suppose (SDP) is a rank-$k$ exact QMP-like SDP and that $\mathcal{U}$ certifies strict complementarity. Then, $X^*$ is the unique minimizer of the strongly convex QMMP

$$\min_{X \in \mathbb{R}^{W \times W^\perp}} \max_{\gamma \in \mathcal{U}} q(\gamma, X).$$

Furthermore, $X^* = -A(\gamma^*)^{-1}B(\gamma^*)$ and $\text{Opt}_{\text{(QMMP)}_{\mathcal{U}}} = \text{Opt}_{\text{(SDP)}}$.

**Proof.** Without loss of generality, we work in the basis where $W$ is the first $n - k$ coordinates of $\mathbb{R}^n$. Note that the assumption that $\mathcal{U}$ certifies strict complementarity implies that $A(\gamma^*) = M(\gamma^*)_W > 0$.

We begin by verifying that $X^* = -A(\gamma^*)^{-1}B(\gamma^*)$. By complementary slackness, we have

$$0 = \langle M(\gamma^*) , Y(X^*) \rangle$$

$$= \text{tr} \left( \begin{pmatrix} X^* \\ (Z^*)^{1/2} \end{pmatrix}^T \begin{pmatrix} A(\gamma^*)/2 & \tilde{B}(\gamma^*)/2 \\ \tilde{B}(\gamma^*)/2 & C(\gamma^*) \end{pmatrix} \begin{pmatrix} X^* \\ (Z^*)^{1/2} \end{pmatrix} \right)$$

$$= \text{tr} \left( \begin{pmatrix} X^* + A(\gamma^*)^{-1}B(\gamma^*) \end{pmatrix}^T A(\gamma^*) \begin{pmatrix} X^* + A(\gamma^*)^{-1}B(\gamma^*) \end{pmatrix} \right) \frac{1}{2}$$

$$+ \left[ \langle C(\gamma^*) , Z^* \rangle - \text{tr} \left( \frac{B(\gamma^*)^T A(\gamma^*)^{-1}B(\gamma^*)}{2} \right) \right].$$

Here, the second line follows by the definitions of $M(\gamma^*)$ and $Y(X^*)$, and the third line follows from the definition $B(\gamma) := \tilde{B}(\gamma)(Z^*)^{1/2}$. We claim that the square-bracketed term on the final line is zero: By the assumption that $\text{rank}(M(\gamma^*)) = n - k$ and the fact that $A(\gamma^*) > 0$, we have that $C(\gamma^*) = \tilde{B}(\gamma^*)^T A(\gamma^*)^{-1} \tilde{B}(\gamma^*)$. Pre- and post-multiplying $C(\gamma^*)$ by $(Z^*)^{1/2}$ and taking the trace of this identity gives

$$\langle C(\gamma^*) , Z^* \rangle = \text{tr} \left( \frac{(Z^*)^{1/2} \tilde{B}(\gamma^*)^T A(\gamma^*)^{-1} \tilde{B}(\gamma^*)(Z^*)^{1/2}}{2} \right)$$

$$= \text{tr} \left( \frac{B(\gamma^*)^T A(\gamma^*)^{-1}B(\gamma^*)}{2} \right).$$

Thus, we have that

$$0 = \text{tr} \left( \begin{pmatrix} X^* + A(\gamma^*)^{-1}B(\gamma^*) \end{pmatrix}^T A(\gamma^*) \begin{pmatrix} X^* + A(\gamma^*)^{-1}B(\gamma^*) \end{pmatrix} \right),$$

so that $X^* = -A(\gamma^*)^{-1}B(\gamma^*)$ by the positive definiteness of $A(\gamma^*)$.

Next, note that by the feasibility of $Y^*$, we have $q_i(X^*) = \langle M_i, Y^* \rangle + d_i = 0$ for all $i \in [m]$. Similarly, by the optimality of $Y^*$, we have $q_{\text{obj}}(X^*) = \langle M_{\text{obj}}, Y^* \rangle = \text{Opt}_{\text{(SDP)}}$. In particular, $\max_{\gamma \in \mathcal{U}} q(\gamma, X^*) = q(\gamma^*, X^*) = \text{Opt}_{\text{(SDP)}}$. On the other hand, for any $X \in \mathbb{R}^{W \times W^\perp}$,

$$\max_{\gamma \in \mathcal{U}} q(\gamma, X) \geq q(\gamma^*, X) = \text{Opt}_{\text{(SDP)}} + \text{tr} \left( \frac{(X - X^*)^T A(\gamma^*)(X - X^*)}{2} \right).$$
As $A(\gamma^*) \succ 0$, we conclude that $X^*$ is the unique minimizer of $({\text{QMMP}}_U)$ with optimal value $\text{Opt}_{{\text{QMMP}}_U} = \text{Opt}_{{\text{SDP}}}$.

Finally, strong convexity of $({\text{QMMP}}_U)$ follows from compactness of $\mathcal{U}$ and the assumption that $\mathcal{U}$ certifies strict complementarity (so that $A(\gamma) = M(\gamma)_W$ is positive definite over $\mathcal{U}$). \hfill \blacksquare

**Remark 3.** One may compare $({\text{QMMP}}_U)$ with the more natural Lagrangian formulation of $({\text{SDP}})$, which results in a QMP in the same space:

$$\min_{X \in \mathbb{R}^{n \times W} \colon X \in \mathbb{R}^m : A(\gamma) \succeq 0} \sup_{\gamma \in \mathbb{R}^m} q(\gamma, X).$$

(2)

Indeed, it is possible to show that $X^*$ is also the unique minimizer of (2). Nevertheless, the formulation (2), in contrast to $({\text{QMMP}}_U)$, has two major downsides: First, it may be the case that $\sup_{\gamma \in \mathbb{R}^m} A(\gamma) \succeq 0 q(\gamma, X)$ is a convex function in $X$ that is not strongly convex. Second, the domain of the supremum, $\{\gamma \in \mathbb{R}^m : A(\gamma) \succeq 0\}$, is itself a spectrahedron so that even evaluating $\sup_{\gamma \in \mathbb{R}^m} A(\gamma) \succeq 0 q(\gamma, X)$ (that is, evaluating zeroth-order information in the $X$ variable) requires solving an SDP. In contrast, $({\text{QMMP}}_U)$ is strongly convex by construction. Furthermore, we may pick $\mathcal{U}$ to have efficient projection and linear maximization oracles (e.g., by taking $\mathcal{U}$ to be an $\ell_2$ ball). From this viewpoint, $({\text{QMMP}}_U)$ will be much more amenable than (2) to first-order methods. \hfill \Box

### 2.4 Comparison of $({\text{QMMP}}_U)$ with the Burer–Monteiro approach

We show that the Burer–Monteiro approach [12] may be difficult to convexify meaningfully and that it may admit spurious second order critical points even on the class of 1-exact QMP-like SDPs.

In the Burer-Monteiro approach, one replaces the matrix variable $Y \in \mathbb{S}_+^n$ with a rank-$k$ matrix variable parameterized by

$$Y = \begin{pmatrix} X \\ X' \end{pmatrix} \begin{pmatrix} X \\ X' \end{pmatrix}^\top$$

where $X \in \mathbb{R}^{(n-k) \times k}$ and $X' \in \mathbb{R}^{k \times k}$. This transformation replaces the $O(n^2)$-dimensional variable $Y \in \mathbb{S}_+^n$ with the $nk$-dimensional variable $(X; X') \in \mathbb{R}^{n \times k}$. We thus arrive at the following QMP:

$$\min_{X^i \in \mathbb{R}^{(n-k) \times k}, X' \in \mathbb{R}^{k \times k}} \left\{ \left\langle M_{\text{obj}}, \begin{pmatrix} X \\ X' \end{pmatrix} \begin{pmatrix} X \\ X' \end{pmatrix}^\top \right\rangle + d_i = 0, \quad \forall i \in [m] \right\}. \quad (3)$$

The abundant symmetries in formulation (3) is an obstacle towards its (meaningful) convexification. Specifically, given any optimal $(X; X')$, we have that $(XU; X'U)$ is also optimal for any $k \times k$ orthogonal matrix $U$. In particular, 0 is always in the convex hull of the optimizers of (3). Thus, any convex reformulation of (3) that preserves its optimizers must admit $0 \in \mathbb{R}^{n \times k}$ as an optimal solution. Such a solution to the convex reformulation would provide no information on an actual solution $(X; X')$ to the original problem. The strongly convex reformulation $({\text{QMMP}}_U)$ that we present is only possible because we take advantage of the additional information $X'(X')^\top = Z^*$ to break the rotational invariance by fixing $X' = (Z^*)^{1/2}$.

Additionally, the Burer-Monteiro method may fail on the class of 1-exact QMP-like SDPs even when the factors are allowed to have rank up to the Barvinok-Pataki threshold. Consider an SDP of the
To summarize: in the general setting, there is a storage overhead of \( O(nk) \) for storing \( \mathcal{B} \). The storage cost for each \( X \in \mathbb{R}^{W \times k} \) continues to be \( O(nk) \). The computational cost of each of the operations involving \( A(\gamma) \) or \( B(\gamma) \) is the cost of applying \( M(\gamma) \) to an \( n \times k \) matrix, the cost of applying \( \mathcal{B} \) to an \( n \times k \) matrix, and the cost of applying \( \mathcal{B}^\top \) to a \( k \times k \) matrix. 

\[
\max_{Y \in S^n_+} \left\{ \langle C, Y \rangle : \ Y_{i,i} = 1, \forall i \in [n] \right\}. \tag{4}
\]

The projection of the feasible region of this SDP is known as the elliptope. Let \( \Pi \) denote the projection operator from \( S^n \) to \( \mathbb{R}^{[n]}(\gamma) \) mapping a symmetric matrix to its strict upper triangular entries and let \( \Pi^{-1}(\bullet) \) denote the preimage of a given subset of \( \mathbb{R}^{[n]}(\gamma) \). For \( \sigma \in \{\pm 1\}^n \), let \( \mathcal{N}_\sigma \subseteq \mathbb{R}^{[n]}(\sigma \sigma^\top) \) denote the normal cone of the elliptope at the point \( \Pi(\sigma \sigma^\top) \). It was shown in [42] that \( \mathcal{N}_\sigma \) is a full-dimensional convex cone for every \( \sigma \in \{\pm 1\}^n \). Moreover, it was recently shown in [69] that for any \( p \) satisfying \( p(p + 1)/2 + p \leq n \), there exists a set \( C \) of positive Lebesgue measure contained in \( \bigcup_\sigma \mathcal{N}_\sigma \) such that for every \( C \in \Pi^{-1}(C) \), the Burer–Monteiro factorization with rank \( p \) for (4) admits spurious second-order critical points. On the other hand, for every \( C \in \mathcal{C} \), the SDP (4) has a rank-1 optimal solution. As \( \mathcal{N}_\sigma \) is convex, its boundary \( \partial(\mathcal{N}_\sigma) \) has measure zero. Then \( C':=C\setminus\bigcup_\sigma \partial(\mathcal{N}_\sigma) \) continues to have positive Lebesgue measure, whence \( \Pi^{-1}(C') \) also has positive Lebesgue measure. We claim that for all \( C \in \Pi^{-1}(C') \), (4) is an exact QMP-like SDP. It is known that strict complementarity holds for \( C \in \Pi^{-1}(\bigcup_\sigma \text{int}(\mathcal{N}_\sigma)) \) [21]. It remains to exhibit a subspace \( W \) of dimension \( n - 1 \) such that \( Y_{W,\perp}^n \) is known a priori and positive definite. Taking \( W \) to be the space spanned by the first \( n - 1 \) coordinates, we have that \( Y_{W,\perp} = Y_{n,n} = 1 \).

### 3 Algorithms for strongly convex QMMPs

In this section, we describe and analyze an accelerated first-order method (FOM) for solving strongly convex QMMPs. While we will apply this algorithm to problems arising from the application of Theorem 1, the algorithms from this section can handle general strongly convex QMMPs or general strongly convex minimax problems given an inaccurate prox-map oracle (see Definition 3 below).

**Remark 4.** As in Section 2, we will assume throughout these sections that \( W \) corresponds to the first \( (n - k) \) coordinate subspace of \( \mathbb{R}^n \). When going from the coordinate subspace setting to the general setting, we will need to make changes to the definitions of \( A(\gamma) \) and \( B(\gamma) \) as described in Remark 2. We will additionally need to make minor modifications to the algorithms presented below. As we will see, the algorithms in the coordinate subspace setting only require access to \( A(\gamma) \) and \( B(\gamma) \) via the following operations: First, given \( \gamma \in \mathbb{R}^m \) and \( X \in \mathbb{R}^{(n-k)\times k} \), we need to be able to form \( A(\gamma)X \in \mathbb{R}^{(n-k)\times k} \). Second, given \( \gamma \in \mathbb{R}^m \), we need to be able to evaluate \( B(\gamma) \in \mathbb{R}^{(n-k)\times k} \). To adapt these algorithms to the general setting, we will require access to an ordered orthonormal basis \( \mathcal{B} \in \mathbb{R}^{n\times k} \) of \( W^\perp \) and the orthogonal projection operator onto \( W \), denoted \( \Pi_W \). Then, the two operations above are replaced by

\[
\gamma \in \mathbb{R}^m, \ X \in \mathbb{R}^{W \times k} \implies A(\gamma)X = 2\Pi_W(M(\gamma)X) \in \mathbb{R}^{W \times k}
\]

\[
\gamma \in \mathbb{R}^m \implies B(\gamma)\mathcal{B} = 2\Pi_W(M(\gamma)\mathcal{B}) \in \mathbb{R}^{W \times k}.
\]

Note that \( \Pi_W \) can be applied as \( I - BB^\top \).

To summarize: in the general setting, there is a storage overhead of \( O(nk) \) for storing \( \mathcal{B} \). The storage cost for each \( X \in \mathbb{R}^{W \times k} \) continues to be \( O(nk) \). The computational cost of each of the operations involving \( A(\gamma) \) or \( B(\gamma) \) is the cost of applying \( M(\gamma) \) to an \( n \times k \) matrix, the cost of applying \( \mathcal{B}^\top \) to an \( n \times k \) matrix, and the cost of applying \( \mathcal{B} \) to a \( k \times k \) matrix. \( \square \)
We state explicitly the setup and assumptions of this section. Let \(q_{\text{obj}}, q_1, \ldots, q_m: \mathbb{R}^{(n-k)\times k} \to \mathbb{R}\) be quadratic matrix functions of the form
\[
q_i(X) = \frac{\text{tr}(X^T A_i X)}{2} + \langle B_i, X \rangle + c_i.
\]

Given \(\gamma \in \mathbb{R}^m\), let \(A(\gamma) := A_{\text{obj}} + \sum_{i=1}^m \gamma_i A_i\). Define \(B(\gamma), c(\gamma), q(\gamma, X)\) analogously.

Let \(U \subseteq \mathbb{R}^m\) be a compact convex set with exact projection and linear maximization oracles. Our goal is to find an \(\epsilon\)-optimal solution to
\[
\min_{X \in \mathbb{R}^{(n-k)\times k}} \max_{\gamma \in U} q(\gamma, X).
\]

That is, our goal is to find some \(\tilde{X} \in \mathbb{R}^{(n-k)\times k}\) satisfying \(\max_{\gamma \in U} q(\gamma, \tilde{X}) \leq \text{Opt}(\text{QMMP}) + \epsilon\). For notational convenience, we will define
\[
Q(X) := \max_{\gamma \in U} q(\gamma, X).
\]

While we will treat \(U\) as fixed in this section, in future sections, we will explicitly call attention to the dependence of the function \(Q\) on the set \(U\) and write \(Q_U\) instead.

We present a FOM for (QMMP) under two assumptions. Both assumptions require algorithmic access to different regularity parameters of (QMMP). We will later show how to construct parameters to satisfy these assumptions but will treat them as given in the present section. The first assumption (Assumption 3) requires uniform strong convexity and smoothness of \(q(\gamma, X)\) over \(U\).

**Assumption 3.** We will assume algorithmic access to parameters \(0 < \mu \leq L\) such that \(\mu I \preceq A(\gamma) \preceq LI\) for all \(\gamma \in U\). \qed

When Assumption 3 holds, we define the condition number of (QMMP) as \(\kappa := L/\mu\). We will state our second assumption (which bounds the norms of various quantities) when needed in Section 3.3.

Our FOM will closely follow Nesterov’s accelerated gradient descent scheme for strongly convex minimax functions [54, Algorithm 2.3.13] (henceforth AGD-MM) with one major difference. In contrast to the presentation in [54] and its application in [71], the necessary prox-map in the QMMP setting cannot be computed explicitly or exactly.

We break our FOM for strongly convex QMMPs into two levels, presented as the first two subsections in this section. In Section 3.1, we give a convergence analysis for a modified version of AGD-MM using an inexact prox-map oracle. In particular, we will bound the necessary accuracy of the prox-map to recover accelerated convergence rates. In Section 3.2, we show how to implement the approximate prox-map oracle efficiently for each iteration using the strongly convex excessive gap technique [54, Algorithm 6.2.37]. Finally, in Section 3.3, we state an assumption (Assumption 4) that allows us to bound the iteration cost of the prox-map oracle uniformly across iterations. Taken together with the results from the previous subsections, this will give a rigorous guarantee for the overall FOM.

### 3.1 An FOM for strongly convex QMMPs using an inexact prox-map oracle

This subsection generalizes AGD-MM by allowing inexact prox-map computations. We first recall the definition of the prox-map and the fundamental relation (5) that is used in the convergence rate analysis of AGD-MM. Next, we show how to recover a similar inequality (7) when the prox-map...
is computed only approximately. Finally, we show how to modify the step-sizes in AGD-MM to prevent error accumulation that may otherwise build up from inexact prox-map computations. These step-sizes allow us to recover the accelerated linear convergence rates of AGD-MM even with inexact prox-map computations. We defer the proofs of lemmas and corollaries in this subsection to Appendix A as many are straightforward or follow verbatim from the exact prox-map case.

### 3.1.1 The prox-map

AGD-MM requires computing the prox-map $X_L(Ξ)$ (defined in Definition 3) exactly in every iteration (adapted from [54, Definition 2.3.2]).

**Definition 3.** Let $Ξ ∈ \mathbb{R}^{(n−k)×k}$. Define

$$Q(Ξ; X) := \max_{γ∈U} (q(γ, Ξ) + \langle ∇_2 q(γ, Ξ), X − Ξ\rangle)$$

$$Q_L(Ξ; X) := Q(Ξ; X) + \frac{L}{2} ∥X − Ξ∥_F^2$$

$$Q^*_L(Ξ) := \min_{X∈\mathbb{R}^{(n−k)×k}} Q_L(Ξ; X)$$

$$X_L(Ξ) := \arg\min_{X∈\mathbb{R}^{(n−k)×k}} Q_L(Ξ; X)$$

$$g_L(Ξ) := L(Ξ − X_L(Ξ)).$$

Here, $∇_2 q(γ, Ξ)$ is the gradient of $q(γ, X)$ in $X$ at $Ξ$ and is an affine function of $γ$ (more explicitly, $∇_2 q(γ, Ξ) = A(γ)Ξ + B(γ)$). Note that the function $Q(Ξ; X)$ simply replaces the inside function $q(γ, X)$ in the definition of $Q(X)$ with its linearization around $Ξ$. The quantities $X_L$ and $g_L$ are the prox-map and the grad-map.

Recall also the main property of the prox-map and grad-map that is used in the analysis of the convergence rate of AGD-MM as given in the following lemma (adapted from [54, Theorem 2.3.2]).

**Lemma 2.** Let $Ξ ∈ \mathbb{R}^{(n−k)×k}$. Then, for all $X ∈ \mathbb{R}^{(n−k)×k}$,

$$Q(X) ≥ Q(X_L(Ξ)) + \frac{1}{2L} ∥g_L(Ξ)∥_F^2 + (g_L(Ξ), X − Ξ) + \frac{μ}{2} ∥X − Ξ∥_F^2.$$  \tag{5}

### 3.1.2 An approximate prox-map inequality

In the setting of general QMMPs, it is not possible to compute the prox-map exactly. Instead, we will apply an inner FOM to solve the prox-map $X_L(Ξ)$ to some prescribed accuracy. This necessitates an analysis of (a variant of) AGD-MM that works with inexact prox-map computations. To this end, we show how to recover a version of (5) where $X_L(Ξ)$ is computed only approximately.

Define

$$\tilde{μ} := μ/2, \quad \tilde{L} := L − \frac{μ}{2}, \quad \text{and} \quad \tilde{κ} := \frac{L}{\tilde{μ}}.$$

The following geometric fact (Lemma 3) will allow us to derive a version of (5) which only uses an approximate prox-map (Theorem 2).

**Lemma 3.** Let $Ξ, X_L ∈ \mathbb{R}^{(n−k)×k}$ be such that $∥Ξ − X_L∥_F ≤ δ$. Then, for all $X ∈ \mathbb{R}^{(n−k)×k}$,

$$\frac{L}{2} ∥X − X_L∥_F^2 ≥ \frac{L}{2} ∥X − \tilde{Ξ}∥_F^2 − \frac{Lδ^2}{2} (2κ − 1).$$
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Theorem 2. Let $\Xi \in \mathbb{R}^{(n-k) \times k}$. Suppose $\bar{X}$ satisfies
\[ Q_L(\Xi; \bar{X}) \leq Q^*_L(\Xi) + \epsilon. \]
Set $\bar{g} := \bar{L}(\Xi - \bar{X})$. Then, for all $X \in \mathbb{R}^{(n-k) \times k}$,
\[ Q(X) \geq Q(\bar{X}) + \frac{1}{2L} \|\bar{g}\|_F^2 + \langle \bar{g}, X - \Xi \rangle + \frac{\tilde{\mu}}{2} \|X - \Xi\|_F^2 - 2\kappa\epsilon. \quad (7) \]

Proof. As $Q_L(\Xi; X)$ is $L$-strongly convex, from the premise of the lemma we have $\|\bar{X} - X_L(\Xi)\|_F \leq \sqrt{2\epsilon/L}$.
We bound
\[ Q(X) \geq Q(\bar{X}; X) + \frac{\mu}{2} \|X - \Xi\|_F^2 \]
\[ = Q_L(\Xi; X) - \frac{\bar{L}}{2} \|X - \Xi\|_F^2 + \frac{\bar{\mu}}{2} \|X - \Xi\|_F^2 \]
\[ \geq Q^*_L(\Xi) + \frac{\bar{L}}{2} \|X - X_L(\Xi)\|_F^2 - \frac{\bar{L}}{2} \|X - \Xi\|_F^2 + \frac{\bar{\mu}}{2} \|X - \Xi\|_F^2 \]
\[ \geq Q(\bar{X}) + \frac{\bar{L}}{2} \|X - \bar{X}\|_F^2 - \frac{\bar{L}}{2} \|X - \Xi\|_F^2 + \frac{\bar{\mu}}{2} \|X - \Xi\|_F^2 - 2\kappa\epsilon \]
\[ = Q(\bar{X}) + \langle \bar{g}, X - \Xi \rangle + \frac{1}{2L} \|\bar{g}\|_F^2 + \frac{\bar{\mu}}{2} \|X - \Xi\|_F^2 - 2\kappa\epsilon. \]

Here, the first inequality follows from $\mu$-strong convexity of $Q$, the first equation follows from the definitions of $Q_L(\Xi; X)$, $\bar{L}$ and $\bar{\mu}$, the second inequality follows from optimality of $X_L(\Xi)$, the third inequality follows from Lemma 3 applied with $\delta = \sqrt{2\epsilon/L}$ and the $L$-smoothness of $q(\gamma, X)$ for each $\gamma \in \mathcal{U}$, and the last two equations follow from expanding the squares and the definition of $\bar{g}$.  

3.1.3 Estimating sequences

We now modify the estimating sequences analysis of AGD-MM to use (7) instead of (5): Fix $X_0 \in \mathbb{R}^{(n-k) \times k}$ and let $\{\epsilon_t\} \subseteq \mathbb{R}_{++}$ and $\{\Xi_t\} \subseteq \mathbb{R}^{(n-k) \times k}$ to be fixed later. Define
\[ \phi_0(X) := Q(X_0) + \frac{\bar{\mu}}{2} \|X - X_0\|_F^2. \]
For $t \geq 0$, let $X_{t+1}$ be an $\epsilon$-approximate prox-map, i.e., $X_{t+1}$ satisfies
\[ Q_L(\Xi_t; X_{t+1}) \leq Q^*_L(\Xi_t) + \epsilon_t, \]
and set $\tilde{g}_t := \bar{L}(\Xi_t - X_{t+1})$. Let $\alpha := \bar{\kappa}^{-1/2}$ and recursively define
\[ \phi_{t+1}(X) := (1 - \alpha)\phi_t(X) + \alpha \left( Q(X_{t+1}) + \frac{1}{2L} \|\tilde{g}_t\|_F^2 + \langle \tilde{g}_t, X - \Xi_t \rangle + \frac{\bar{\mu}}{2} \|X - \Xi_t\|_F^2 \right). \]

The following lemma shows how $\phi_t(X)$ evolves. Its proof follows verbatim from the standard proof [54, Lemma 2.3.3], which makes no assumption on how $\Xi_t$ and $X_t$ are related.
Lemma 4. For all $t \geq 0$, $\phi_t(X)$ is a quadratic matrix function in $X$ of the form
\[ \phi_t(X) = \phi_t^* + \frac{\mu}{2} \| X - V_t \|_F^2. \] (8)

The sequences $\{\phi_t^*\}$, $\{V_t\}$ are given by $V_0 = X_0$, $\phi_0^* = Q(X_0)$ and the recurrences
\[
V_{t+1} = (1 - \alpha) V_t + \alpha \left( \Xi_t - \frac{1}{\mu} \bar{g}_t \right), \quad \text{and}
\]
\[
\phi_{t+1}^* = (1 - \alpha) \phi_t^* + \alpha \left( Q(X_{t+1}) + \frac{1}{2L} \| \bar{g}_t \|_F^2 \right) - \frac{\alpha^2}{2\mu} \| \bar{g}_t \|_F^2
+ \alpha (1 - \alpha) \left( \frac{\mu}{2} \| \Xi_t - V_t \|_F^2 + \langle \bar{g}_t, V_t - \Xi_t \rangle \right).
\]

For all $t \geq 0$, we will henceforth set
\[ \Xi_t := \frac{X_t + \alpha V_t}{1 + \alpha}. \]

The following lemma shows that $\Xi_{t+1}$ can be written as an extragradient step from $X_t$ towards $X_{t+1}$. Its proof follows verbatim from the standard proof [54, Page 92], which only requires the relation $X_{t+1} = \Xi_t - \bar{g}_t/L$.

Lemma 5. It holds that $\Xi_0 = X_0$ and $\Xi_{t+1} = X_{t+1} + \frac{1 - \alpha}{1 + \alpha} (X_{t+1} - X_t)$ for all $t \geq 0$.

The following two lemmas bound the two types of errors that result from inexact prox-map computations. Define $E_0^{(1)} := 0$, $E_0^{(2)} := 0$, and for all $t \geq 0$ inductively set
\[ E_{t+1}^{(1)} := (1 - \alpha) E_t^{(1)} + (1 - \alpha) \epsilon_t \quad \text{and} \quad E_{t+1}^{(2)} := (1 - \alpha) E_t^{(2)} + \alpha \epsilon_t. \]

Let $E_t := E_t^{(1)} + E_t^{(2)}$ be the sum of the two types of errors. Equivalently, let $E_t := 0$ and inductively set $E_{t+1} = (1 - \alpha) E_t + \epsilon_t$ for all $t \geq 0$. Then, it holds that:

Lemma 6. It holds that $Q(X_t) \leq \phi_t^* + 2\kappa E_t^{(1)}$ for all $t \geq 0$.

Lemma 7. For all $t \geq 0$, it holds that
\[ \phi_t(X) \leq (1 - (1 - \alpha)^t) Q(X) + (1 - \alpha)^t \phi_0(X) + 2\kappa E_t^{(2)}, \quad \forall X \in \mathbb{R}^{(n-k) \times k}. \]

Combining Lemmas 6 and 7, we get a bound on the total error due to inexact prox-maps as a function of the accuracy of each individual prox-map.

Corollary 1. For all $t \geq 0$, it holds that
\[
Q(X_t) - \text{Opt}_{\text{QMMMP}} \leq (1 - \alpha)^t \left[ 2 \left( Q(X_0) - \text{Opt}_{\text{QMMMP}} \right) \right] + 2\kappa E_t.
\]

We are now ready to present CautiousAGD (Algorithm 1) and its guarantee.

Theorem 3. Let $q(\gamma, X)$ and $U$ satisfy Assumption 3. Let $\gamma^0$ be a known upper bound on $Q(X_0) - \text{Opt}_{\text{QMMMP}}$ and let $X_t$ denote the iterates produced by Algorithm 1 with starting point $X_0$. Then, for all $t \geq 1$, the iterate $X_t$ satisfies
\[
Q(X_t) - \text{Opt}_{\text{QMMMP}} \leq \left( 1 - \frac{\alpha}{2} \right)^t (4 \cdot \gamma_0).
\]

In particular, $Q(X_T) - \text{Opt}_{\text{QMMMP}} \leq \epsilon$ after at most $T = O \left( \sqrt{\kappa} \log \left( \frac{\gamma^0}{\epsilon} \right) \right)$ iterations. The $t$-th iteration requires computing a prox-map $X_{t+1}$ satisfying (9).
Algorithm 1 CautiousAGD

Given \( q(\gamma, X) \) and \( U \) satisfying Assumption 3; \( X_0 \in \mathbb{R}^{(n-k) \times k} \), and a bound \( \text{gap}_0 \in \mathbb{R} \) such that \( Q(X_0) - \text{Opt}_{(QMM)} \leq \text{gap}_0 \).

1. Set \( \bar{\mu}, \bar{L}, \bar{\kappa} \) as in (6) and \( \alpha := \bar{\kappa}^{-1/2} \). Set \( \Xi_0 := X_0 \).
2. For \( t \geq 0 \)
   - (a) Compute an inexact prox-map \( X_{t+1} \) satisfying
     \[
     Q_L(\Xi_t; X_{t+1}) \leq Q_L^*(\Xi_t) + \epsilon_t, \quad \text{where} \quad \epsilon_t = \begin{cases} \frac{\text{gap}_0}{\kappa} \left(1 - \frac{\alpha}{2}\right), & \text{if } t = 0, \\ \frac{\text{gap}_0}{\kappa} \left(1 - \frac{\alpha}{2}\right)^{t} \frac{\alpha}{2}, & \text{else.} \end{cases}
     \]
   - (b) Set \( \Xi_{t+1} := X_{t+1} + \frac{1-\alpha}{1+\alpha} (X_{t+1} - X_t) \)

Proof. We first claim that \( E_t = (\text{gap}_0 / \kappa)(1 - \alpha / 2)^t \) for all \( t \geq 1 \). Indeed, this claim holds for \( t = 1 \) as \( E_1 = \epsilon_0 = (\text{gap}_0 / \kappa)(1 - \alpha / 2) \) by construction (see (9)). Then, by induction
\[
E_{t+1} = (1 - \alpha)E_t + \epsilon_t = (1 - \alpha)\left(\frac{\text{gap}_0}{\kappa} \left(1 - \frac{\alpha}{2}\right)^t\right) + \frac{\text{gap}_0}{\kappa} \left(1 - \frac{\alpha}{2}\right)^t = \frac{\text{gap}_0}{\kappa} \left(1 - \frac{\alpha}{2}\right)^{t+1}.
\]
Then, the bound on \( Q(X_t) - \text{Opt}_{(QMM)} \) follows from Corollary 1 and the starting condition \( Q(X_0) - \text{Opt}_{(QMM)} \leq \text{gap}_0 \). □

Remark 5. We refer to Algorithm 1 as CautiousAGD to allude to the fact that Algorithm 1 is simply AGD-MM with inexact prox-maps and smaller extra-gradient steps. Specifically, AGD-MM and CautiousAGD set
\[
\Xi_{t+1} = X_{t+1} + \left(1 - \kappa^{-1/2} \right) \frac{X_{t+1} - X_t}{1 + \kappa^{-1/2}}, \quad \text{and} \quad \Xi_{t+1} = X_{t+1} + \left(1 - \bar{\kappa}^{-1/2} \right) \frac{X_{t+1} - X_t}{1 + \bar{\kappa}^{-1/2}}
\]
respectively. Note that \( \kappa \leq \bar{\kappa} \leq 2\kappa \). □

3.2 Approximating the prox-map

Recall that the prox-map \( X_L(\Xi) \) is the minimizer of \( Q_L(\Xi; X) \):
\[
\min_{X \in \mathbb{R}^{(n-k) \times k}} Q_L(\Xi; X) = \min_{X \in \mathbb{R}^{(n-k) \times k}} \max_{\gamma \in U} \left( \frac{L}{2} \|X - \Xi\|^2_F + \langle \nabla X q(\gamma; \Xi), X - \Xi \rangle + q(\gamma; \Xi) \right).
\]
There are a number of ways to solve for \( X_L(\Xi) \). For example, when \( m \) is small, one may apply an interior point method to solve for \( \gamma \) in the dual problem:
\[
\max_{\gamma \in U} \left[ \min_{X \in \mathbb{R}^{(n-k) \times k}} \left( \frac{L}{2} \|X - \Xi\|^2_F + \langle \nabla X q(\gamma; \Xi), X - \Xi \rangle + q(\gamma; \Xi) \right) \right] = \max_{\gamma \in U} \left( -\frac{1}{2L} \|\nabla X q(\gamma; \Xi)\|^2_F + q(\gamma; \Xi) \right). \quad (10)
\]
Note here that strong duality holds as the term inside the parenthesis is linear in \( \gamma \) and convex quadratic in \( X \) and \( U \) is a compact convex set so we can apply Sion’s Minimax Theorem [64]. An
approximate primal solution $\tilde{X}$ can then be reconstructed from an approximate solution $\tilde{\gamma}$ of the dual problem by setting $\tilde{X} = \Xi - \frac{1}{L} \nabla_2 q(\tilde{\gamma}, \Xi)$.

Sticking with FOMs, one may apply the strongly convex excessive gap technique [54, Chapter 6.2] to compute the prox-map $X_L(\Xi)$ as well. We will rewrite $Q_L(\Xi; X)$ in a form that is more natural for applying the excessive gap technique [54, Algorithm 6.2.37]. Note that $\nabla_2 q(\gamma, \Xi) = A(\gamma)\Xi + B(\gamma)$.

Thus, defining the matrix $G_{\text{obj}} := A_{\text{obj}}\Xi + B_{\text{obj}}$ and the linear operator $G : \gamma \mapsto \sum_{i=1}^m \gamma_i (A_i \Xi + B_i)$, we have $\nabla_2 q(\gamma, \Xi) = A(\gamma)\Xi + B(\gamma) = G_{\text{obj}} + G\gamma$. Hence, we arrive at

$$Q_L(\Xi; X) = \frac{L}{2} \|X - \Xi\|_F^2 + \langle G_{\text{obj}}, X - \Xi \rangle + \max_{\gamma \in U} \{ \langle G\gamma, X \rangle + (q(\gamma, \Xi) - \langle G\gamma, \Xi \rangle) \}. \quad (11)$$

The inner saddle-point function is strongly convex in $X$ and linear in $\gamma$ so that we may approximate the prox-map by approximately solving a strongly convex–concave saddle point problem. Thus, applying [54, Theorem 6.2.4] to $Q_L(\Xi; X)$ in the form (11) gives the following result.

**Theorem 4.** Initialize [54, Theorem 6.2.4] with initial iterate $\gamma_0 \in U$. Let $(\tilde{\gamma}, \tilde{X})$ denote the output of [54, Algorithm 6.2.37] after $O \left( \frac{\max_{\gamma \in S^{m-1}} \|G\gamma\|_F \cdot \max_{\gamma \in U} \|\gamma - \gamma_0\|_2}{\sqrt{L\epsilon}} \right)$ iterations. Here, each iteration may require two exact projections onto $U$. Then,$$Q_L(\Xi; \tilde{X}) - Q_L^*(\Xi) \leq Q_L(\Xi; \tilde{X}) - \left( q(\tilde{\gamma}_k, \Xi) - \frac{\|\nabla_2 q(\tilde{\gamma}_k, \Xi)\|_F^2}{2L} \right) \leq \epsilon. \quad (12)$$

**Remark 6.** For simplicity, in our numerical implementation of CertSDP, we opt to run the accelerated gradient descent method for simple sets [54, Algorithm 2.2.63] on the dual problem (10).

### 3.3 Putting the pieces together

We conclude this section by showing how to combine Theorems 3 and 4 to get a guarantee on the total iteration count (including iterations within the inexact prox-map calls). To this end, we will need an additional assumption on the norms of various quantities.

**Assumption 4.** Suppose Algorithm 1 starts at $X_0 = 0_{(n-k)\times k}$ and $R > 0$ satisfies

$$\frac{\|\nabla_2 q(\tilde{\gamma}, X_0)\|_F}{L} = \frac{\|B(\tilde{\gamma})\|_F}{L} \leq R$$

where $\tilde{\gamma} \in \arg \max_{\gamma \in U} q(\gamma, X_0)$. Let $D$ denote the diameter of $U$; this is the natural scale parameter for the dual iterates. We will see soon that $R$ is a natural scale parameter for the primal iterates $X_t, \Xi_t \in \mathbb{R}^{(n-k)\times k}$. Suppose $H \geq 1$ bounds

$$D \frac{\|\sum_{i=1}^m \gamma_i A_i\|_2}{\mu}, \quad \text{and} \quad D \frac{\|\sum_{i=1}^m \gamma_i B_i\|_F}{\mu k R}$$

for all $\gamma \in S^{m-1}$. We will assume algorithmic access to $D$, $H$, and $R$. □
Remark 7. The algorithm CautiousAGD will be called repeatedly from a parent algorithm CertSDP (to be defined in Section 4). This parent algorithm CertSDP will define \( \mu, L, D, H, R \) in such a way that Assumptions 3 and 4 are satisfied. The necessary gap \( \epsilon_0 \) used in CautiousAGD is also defined in terms of these quantities in the following lemma.

The following two lemmas allow us to bound \( \| \Xi_t \|_F \) and the operator norm \( \max_{\gamma \in S^{n-1}} \| G\gamma \|_F \) in Theorem 4. Their proofs are deferred to Appendix A.

**Lemma 8.** Under Assumption 4, it holds that \( Q(X_0) - \text{Opt}_{(QMMP)} \leq \frac{\mu \kappa^2 R^2}{2} \). In particular, we may take \( \epsilon_0 = \frac{\mu \kappa^2 R^2}{2} \) in Algorithm 1. Then, for every \( t \geq 0 \), the iterate \( \Xi_t \) computed by Algorithm 1 satisfies \( \| \Xi_t \|_F \leq 10 \kappa R \).

**Lemma 9.** Suppose Assumption 4 holds and we set \( \epsilon_0 = \frac{\mu \kappa^2 R^2}{2} \) in Algorithm 1. Then, for every iterate \( t \geq 0 \), we have

\[
\max_{\gamma \in S^{n-1}} \| G\gamma \|_F \leq 11 \frac{\mu \kappa HR}{D}.
\]

The following theorem gives the iteration complexity of Algorithm 1 instantiated with the excessive gap technique to compute the prox-map. It follows as a corollary to Theorems 3 and 4 and Lemma 9.

**Theorem 5.** Let \( q(\gamma, X) \) and \( U \) satisfy Assumptions 3 and 4. Suppose \( \epsilon_0 \) is set to \( \frac{\mu \kappa^2 R^2}{2} \) in Algorithm 1. Let \( X_t \) denote the iterates produced by Algorithm 1 with starting point \( X_0 = 0_{(n-k) \times k} \). Then, for all \( t \geq 1 \), the iterate \( X_t \) satisfies

\[
Q(X_t) - \text{Opt}_{(QMMP)} \leq \left( 1 - \frac{\alpha}{2} \right)^t \left( 2 \mu \kappa^2 R^2 \right).
\]

In particular, \( Q(X_T) - \text{Opt}_{(QMMP)} \leq \epsilon \) after at most

\[
T = O \left( \sqrt{\kappa} \log \left( \frac{\mu \kappa^2 R^2}{\epsilon} \right) \right)
\]

outer iterations of Algorithm 1. The iterate \( X_T \) is computed after a total (including iterations within the inexact prox-map computations) of \( O \left( \frac{\kappa^{5/4} HR \sqrt{T}}{\sqrt{\epsilon}} \right) \) iterations.

**Proof.** We will take \( T \) to be the first positive integer such that

\[
\left( 1 - \frac{\alpha}{2} \right)^T \left( 2 \mu \kappa^2 R^2 \right) \leq \epsilon.
\]

Clearly, \( T = O \left( \sqrt{\kappa} \log \left( \kappa LR^2 / \epsilon \right) \right) \). Next, if \( T > 1 \), then by the maximality of \( T \) we have

\[
\left( 1 - \frac{\alpha}{2} \right)^T \geq \left( 1 - \frac{\alpha}{2} \right) \left( \frac{\epsilon}{2 \mu \kappa^2 R^2} \right) \geq \frac{\epsilon}{4 \mu \kappa^2 R^2}.
\]

From (9) and \( \epsilon_0 = \frac{\mu \kappa^2 R^2}{2} \), we deduce that \( \epsilon_t \geq \frac{\mu \kappa R^2}{2} \left( 1 - \frac{\alpha}{2} \right)^t \frac{\alpha}{2} \). By Lemma 9 and Assumption 4, we may bound

\[
\max_{\gamma \in S^{n-1}} \| G\gamma \|_F \cdot \max_{\gamma \in U} \| \gamma - \gamma_0 \|_2 \leq 11 \mu \kappa HR.
\]
Thus, $X_t$ can be computed in 

$$O \left( \frac{\mu \kappa H R}{\sqrt{L} \epsilon t} \right) = O \left( \kappa^{1/4} H (1 - \alpha/2)^{-t/2} \right)$$

iterations. Summing over the first $T$ outer iterations and observing our lower bound on $(1 - \frac{\alpha}{2})^T$, we have that

$$\sum_{t=0}^{T} \left( 1 - \frac{\alpha}{2} \right)^{-t/2} \leq O \left( \frac{(1 - \frac{\alpha}{2})^{-T/2}}{\alpha} \right) = O \left( \kappa R \sqrt{L} \sqrt{\epsilon} \right).$$

\[\blacksquare\]

### 4 Solving $k$-exact SDPs via strongly convex QMMP algorithms

In this section, we show how to combine Theorems 1 and 5 to develop first-order methods for approximately solving rank-$k$ exact QMP-like SDPs. We will use the following notion of an approximate solution to (SDP).

**Definition 4.** We will say that $\tilde{Y} \in S^n$ is $\epsilon$-optimal and $\delta$-feasible for (SDP) if $\tilde{Y} \succeq 0$, 

$$\langle M_{\text{obj}}, \tilde{Y} \rangle \leq \text{Opt}_{(\text{SDP})} + \epsilon,$$

and 

$$\left( \sum_{i=1}^{m} \left( \langle M_i, \tilde{Y} \rangle + d_i \right)^2 \right)^{1/2} \leq \delta.$$ 

\[\blacksquare\]

The final piece towards this goal is developing algorithms for constructing a certificate of strict complementarity $U$. 

By Definition 2, the properties we need to ensure for $U$ are that $\gamma^* \in U$ and $A(\gamma) \succ 0$ for all $\gamma \in U$. We will construct $U$ by taking it to be an $\ell_2$-ball centered at a sufficiently accurate estimate $\tilde{\gamma}$ of $\gamma^*$. 

Recall that $A(\gamma^*) \succ 0$ (see Lemma 1). Clearly then, for all $\tilde{\gamma}$ close enough to $\gamma^*$, we have that $A(\tilde{\gamma}) \succ 0$ and there exists some $r > 0$ such that $\tilde{U} := B(\tilde{\gamma}, r)$ satisfies $A(\gamma) \succ 0$ for all $\gamma \in \tilde{U}$. We consider one setting for $r$ below. It remains to ask, does the condition that $\gamma^* \in \tilde{U}$ hold? Below, we show that this condition indeed holds when $\tilde{\gamma}$ is a sufficiently accurate estimate of $\gamma^*$ and that we can effectively check this condition using CautiousAGD.

The following assumption collects the regularity assumptions we need to make in our algorithm CautiousAGD.

**Assumption 5.** Suppose we have algorithmic access to

- parameters $0 < \hat{\mu} \leq \hat{L}$ such that $\hat{\mu} I \leq A(\gamma^*) \leq \hat{L} I$,
- parameters $\hat{R}_p, \hat{R}_d > 0$ such that $\|X^*\|_F \leq \hat{R}_p$ and $\|\gamma^*\|_2 \leq \hat{R}_d$, and
- a parameter $\hat{\rho} > 0$ upper bounding 
  
  $$\frac{\hat{\mu}}{\hat{R}_d}, \quad \left\| \sum_{i=1}^{m} \gamma_i A_i \right\|_2, \quad \text{and} \quad \frac{\sum_{i=1}^{m} \gamma_i B_i}{\hat{R}_p} \quad \forall \gamma \in S^{m-1}. $$

For notational simplicity, we will additionally assume $\hat{R}_p, \hat{R}_d \geq 1$. This is not strictly necessary and simply allows us to write $O(\hat{R}_p)$ and $O(\hat{R}_d)$ in place of $O(1 + \hat{R}_p)$ and $O(1 + \hat{R}_d)$. 

\[\blacksquare\]
Then, and \( \eta \) Assumption 4 with

\[
W \text{ present three lemmas below. The first lemma states that }
\]

If \( \gamma \) Assumption 5 holds, \( \eta \) Lemma 12. Suppose Assumption 5 holds and \( \eta \) Lemma 11.

Suppose Assumption 5 holds or declare using Algorithm 1) can be used to either produce an approximate optimizer of the underlying SDP

\[
\text{of Assumption 4 hold for sufficiently close to } \gamma. \text{ The proofs of the first two lemmas are deferred to Appendix A.}
\]

\[
\text{Note from the identity } X^* = -A(\gamma)^{-1}B(\gamma^*) \text{ that } \|B(\gamma^*)\|_F \leq \hat{L}\hat{R}_p. \text{ Now, suppose } \gamma^{(1)}, \gamma^{(2)}, \ldots \text{ is a sequence converging to } \gamma^* \text{ (such a sequence can be constructed via subgradient methods [43]; see also [27, Section 6.2.2]). Given } \gamma^{(i)}, \text{ define}
\]

\[
r^{(i)} := \min \left( \frac{\mu}{2\hat{\rho}}, \frac{2\hat{R}_d - \|\gamma^{(i)}\|_2}{\lambda_{\min} \left( A \left( \gamma^{(i)} \right) \right)} - \frac{\mu}{2\hat{\rho}}, \frac{2\hat{L} - \lambda_{\max} \left( A \left( \gamma^{(i)} \right) \right)}{\hat{\rho}} - \frac{2\hat{L} - \lambda_{\max} \left( A \left( \gamma^{(i)} \right) \right)}{\hat{\rho}} \right). \tag{13}
\]

\[
\text{If } r^{(i)} \text{ is positive, define } U^{(i)} := \mathcal{B}(\gamma^{(i)}, r^{(i)}).
\]

We present three lemmas below. The first lemma states that \( r^{(i)} \) is positive and \( \gamma^* \in U^{(i)} \) for all \( \gamma^{(i)} \) sufficiently close to \( \gamma^* \). The second lemma establishes parameters for which the regularity conditions of Assumption 4 hold for \( q(\gamma, X) \) along with \( U^{(i)} \). Finally, the third lemma shows that for each \( U^{(i)} \), an approximate solution of the corresponding strongly convex QMMP (which can be computed using Algorithm 1) can be used to either produce an approximate optimizer of the underlying SDP or declare \( \gamma^* \notin U^{(i)} \). The proofs of the first two lemmas are deferred to Appendix A.

**Lemma 10.** Suppose Assumption 5 holds. Then, \( r^{(i)} \) is positive and \( \gamma^* \in U^{(i)} \) if

\[
\|\gamma^{(i)} - \gamma^*\|_2 \leq \frac{\mu}{4\hat{\rho}}.
\]

**Lemma 11.** Suppose Assumption 5 holds and \( r^{(i)} \) is positive. Then, \( q(\gamma, X) \) and \( U^{(i)} \) satisfy Assumption 4 with \( \mu = \frac{\mu}{2} \), \( L = 2\hat{L}, R = \hat{R}_p, D = 2r^{(i)}, \) and \( H = 2 \).

**Lemma 12.** Suppose Assumption 5 holds, \( r^{(i)} \) is positive, and \( 0 < \epsilon \leq 9\hat{\rho}\hat{R}_d\hat{R}_p^2 \). Set \( \delta := \frac{\mu\epsilon^2}{(9\hat{\rho}\hat{R}_d\hat{R}_p)^2} \) and \( \eta := \frac{4\epsilon}{9\hat{R}_d} \). Suppose \( \bar{X} \in \mathbb{R}^{(n-k)\times k} \) satisfies

\[
Q_{U^{(i)}} \left( \bar{X} \right) \leq \min_{X \in \mathbb{R}^{(n-k)\times k}} Q_{U^{(i)}}(X) + \delta.
\]

Then,
• If $\gamma^* \in \mathcal{U}^{(i)}$, then $Y(\bar{X})$ is $\eta$-feasible.
• If $Y(\bar{X})$ is $\eta$-feasible, then $Y(\bar{X})$ is $\epsilon$-optimal and $\epsilon$-feasible.

Proof. Suppose $\gamma^* \in \mathcal{U}^{(i)}$ and define $\Delta := \bar{X} - X^*$. Strong convexity and Theorem 1 imply $\frac{\mu}{2} \|\Delta\|_F^2 \leq \delta$. Next, recalling that $q_i(X^*) = 0$ for all $i \in [m]$, we deduce

$$\left( \sum_{i=1}^{m} \left( \langle M_i, Y(\bar{X}) \rangle + d_i \right)^2 \right)^{1/2} = \left( \sum_{i=1}^{m} q_i(\bar{X})^2 \right)^{1/2} \leq \max_{\|\gamma\|_2 = 1} \sum_{i=1}^{m} \gamma_i \left( \frac{\text{tr}(\Delta^i A_i \Delta)}{2} + \langle A_i X^* + B_i, \Delta \rangle \right) \leq \tilde{\rho} \left( \frac{\delta}{\mu} \right) + \sqrt{\tilde{\rho} \hat{R}_p} \sqrt{\delta} \leq \frac{4\hat{\rho} \hat{R}_p}{\sqrt{\mu}} \sqrt{\delta} = \eta.$$

Here, the first inequality follows from $\|\Delta\|_2^2 \leq \frac{2\delta}{\mu}$ and Assumption 5, and the last inequality follows as $\delta = \frac{\mu\epsilon^2}{(9\hat{\rho} \hat{R}_d \hat{R}_p)} \leq \hat{\mu} \hat{R}_d^2$ since $0 < \epsilon \leq 9\hat{\rho} \hat{R}_d \hat{R}_p^2$.

Now, suppose $Y(\bar{X})$ is $\eta$-feasible. Note that $\eta \leq \epsilon$ (as $\hat{R}_d \geq 1$) and thus $Y(\bar{X})$ is immediately $\epsilon$-feasible. Let $\tilde{\gamma} \in \arg \max_{\gamma \in \mathcal{U}^{(i)}} q(\gamma, \bar{X})$ so that $Q_{\mathcal{U}^{(i)}}(\bar{X}) = q(\tilde{\gamma}, \bar{X})$. Then,

$$\langle M_{\text{obj}}, Y(\bar{X}) \rangle = q_{\text{obj}}(\bar{X}) = q(\tilde{\gamma}, \bar{X}) - \sum_{i=1}^{m} \tilde{\gamma}_i q_i(\bar{X}) \leq Q_{\mathcal{U}^{(i)}}(\bar{X}) + \|\tilde{\gamma}\|_2 \eta \leq \left( \min_{X \in \mathbb{R}^{(n-d)\times k}} Q_{\mathcal{U}^{(i)}}(X) + \delta \right) + 2\hat{R}_d \eta \leq \text{Opt}_{(SDP)} + \left( \delta + 2\hat{R}_d \eta \right),$$

where the first inequality follows from the $\eta$-feasibility of $Y(\bar{X})$, the second inequality from the premise of the lemma on $\bar{X}$ and the fact that $\|\tilde{\gamma}\|_2 \leq \|\tilde{\gamma} - \gamma(i)\|_2 + \|\gamma(i)\|_2 \leq 2\hat{R}_d$ (this holds because $\tilde{\gamma} \in \mathcal{U}^{(i)}$, $\mathcal{U}^{(i)}$ is the $\ell_2$-ball of radius $r^{(i)}$ centered at $\gamma^{(i)}$, and by definition of $r^{(i)}$ we have $r^{(i)} \leq 2\hat{R}_d - \|\gamma^{(i)}\|_2$). We may then use the definitions of $\delta$ and $\eta$ to bound

$$\frac{\mu \epsilon^2}{(9\hat{\rho} \hat{R}_d \hat{R}_p)} \leq \frac{8\epsilon}{9} \leq \frac{\hat{\mu} \epsilon}{9\hat{\rho} \hat{R}_d} + \frac{8\epsilon}{9} \leq \epsilon.$$

Here, the first inequality follows from the upper bound on $\epsilon$ and the second one follows from $\frac{\hat{\rho}}{\hat{R}_d} \leq \hat{\rho}$ (Assumption 5). This then shows that $Y(\bar{X})$ is $\epsilon$-optimal.

We are now ready to present our full algorithm for computing approximate solutions to (SDP). CertSDP (Algorithm 2) assumes access to a sequence $\gamma^{(i)} \to \gamma^*$ and applies a guess-and-double scheme to guess when $\|\gamma^{(i)} - \gamma^*\|_2$ is sufficiently small. It then applies Algorithm 1 to either compute an $\epsilon$-optimal $\epsilon$-feasible solution $Y(\bar{X})$ or to declare that $\gamma^* \notin \mathcal{U}^{(i)}$. 
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Algorithm 2 CertSDP

Given a rank-\(k\) exact QMP-like SDP satisfying Assumption 5, a sequence \(\gamma^{(1)}, \gamma^{(2)}, \cdots \to \gamma^*\), and \(0 < \epsilon \leq 9\hat{\rho}\hat{R}_d\hat{R}_p^2\)

1. Set \(\delta\) and \(\eta\) as in Lemma 12
2. For each \(i = 2^0, 2^1, 2^2, \ldots\)
   - If \(r^{(i)} > 0\)
     a. Let \(U^{(i)} := B(\gamma^{(i)}, r^{(i)})\) and compute \(\tilde{X}\) satisfying
        \[Q_{U^{(i)}}(\tilde{X}) \leq \min_{X \in \mathbb{R}^{(n-k) \times k}} Q_{U^{(i)}}(X) + \delta\]
        using Algorithm 1
     b. If \(Y(\tilde{X})\) is \(\eta\)-feasible, output \(Y(\tilde{X})\)

The next theorem gives rigorous guarantees on CertSDP and follows from Lemmas 10 to 12 and Theorem 5.

**Theorem 6.** Suppose \((SDP)\) is a rank-\(k\) exact QMP-like SDP satisfying Assumption 5, \(\gamma^{(1)}, \gamma^{(2)}, \cdots \to \gamma^*\) and \(0 < \epsilon \leq 9\hat{\rho}\hat{R}_d\hat{R}_p^2\). Let \(T\) be such that \(\|\gamma^{(t)} - \gamma^*\|_2 \leq \frac{\hat{\rho}}{\hat{R}_p} \) for all \(t \geq T\). Then, CertSDP (Algorithm 2) accesses at most \(2T\) iterates of the sequence \(\gamma^{(i)}\) and outputs an \(\epsilon\)-optimal and \(\epsilon\)-feasible solution in

\[
O\left(\sqrt{k} \log \left( \frac{\hat{\kappa}\hat{\rho}\hat{R}_p\hat{R}_d}{\epsilon} \right) \cdot \log(T) \right) \text{ prox-map calls, and}
\]

\[
O\left( \frac{\hat{\kappa}^{7/4}\hat{\rho}\hat{R}_p^2\hat{R}_d}{\epsilon} \cdot \log(T) \right) \text{ iterations within all prox-map calls.}
\]

We present Theorem 6 in its current form to emphasize that it can be combined with any existing algorithm that produces an estimate for \(\gamma^*\). For example, we could combine CertSDP with the subgradient method employed in [26] for solving the penalized version of the dual SDP. Alternatively, CertSDP could also be combined with augmented-Lagrangian-based algorithms such as [12, 76] or as a postprocessing step on a general SDP solver that produces a sufficiently accurate dual solution.

The following corollary combines CertSDP with the algorithm suggested in [26, Section 6.2.2] for approximating \(\gamma^*\).

**Corollary 2.** Suppose \((SDP)\) is a rank-\(k\) exact QMP-like SDP satisfying Assumption 5 and \(0 < \epsilon \leq 9\hat{\rho}\hat{R}_d\hat{R}_p^2\). Furthermore, suppose \(\gamma^*\) is unique. Then, CertSDP (Algorithm 2) combined with [26, Section 6.2.2] outputs an \(\epsilon\)-optimal and \(\epsilon\)-feasible solution in

\[
O\left( \frac{\hat{\rho}^2}{\hat{\mu}^2} \frac{\hat{L}\hat{R}_d + \text{Opt}_{(SDP)}}{\lambda_{\min > 0}(Y^*)\sigma_{\min}(D)^2} \right) \text{ dual iterations,}
\]

\[
\tilde{O}\left( \sqrt{k} \log \left( \frac{\hat{\kappa}\hat{\rho}\hat{R}_p\hat{R}_d}{\epsilon} \right) \right) \text{ prox-map calls, and}
\]

\[
\tilde{O}\left( \frac{\hat{\kappa}^{7/4}\hat{\rho}\hat{R}_p^2\hat{R}_d}{\epsilon} \right) \text{ iterations within all prox-map calls.}
\]

Here, \(\lambda_{\min > 0}(Y^*)\) is the magnitude of the smallest nonzero eigenvalue of \(Y^*\) and \(\sigma_{\min}(D)\) is the minimum singular value of an operator \(D\) (see [26, Lemma 3.1]) and is guaranteed to be positive.
5 Numerical experiments

We investigate the numerical performance of our new FOM, CertSDP, on rank-$k$ exact QMP-like SDPs that are both large and sparse. Similar experiments on SDPs inspired by the phase retrieval problem are summarized in Section 5.4 and presented in detail in Appendix C.

In this section, we consider random instances of distance-minimization QMPs and their primal and dual SDP relaxations of the form

$$\inf_{X \in \mathbb{R}^{(n-k) \times k}} \left\{ \frac{\|X\|_F^2}{2} : \text{tr} \left( \frac{X^i A_i X}{2} \right) + \langle B_i, X \rangle + c_i = 0, \forall i \in [m] \right\} \leq \inf_{Y \in S_n} \left\{ \langle I_{n-k}/2, 0_k \rangle, Y : \begin{pmatrix} \frac{A_i/2}{B_i}/2 & \frac{B_i/2}{k} I_k \end{pmatrix}, Y \rangle = 0, \forall i \in [m] \right\} \geq \sup_{\gamma \in \mathbb{R}^m, T \in S_k^k} \left\{ \text{tr}(T) : \begin{pmatrix} A(\gamma)/2 & B(\gamma)/2 \\ B(\gamma)^T/2 & c(\gamma)/k I_k - T \end{pmatrix} \geq 0 \right\}.$$

In our instance generation procedure, we ensure that equality holds throughout this chain of inequalities.

We will compare the performance of CertSDP on instances of (14) to that of several first-order methods from the literature: the complementary slackness SDP algorithm (CSSDP) [27], Sketchy-CGAL [76], ProxSDP [65], and the splitting cone solver (SCS) [56]. In addition to these convex-optimization-based algorithms, we also compare our results with the nonconvex Burer-Monteiro method [12]. We discuss these algorithms and relevant implementation details in Section 5.1 and the instance generation procedure in Section 5.2 before presenting the numerical results in Section 5.3.

Section 5.4 includes a summary of additional experiments inspired by the phase retrieval problem [15]. We defer the details of these experiments and their implementation details to Appendix C.

All algorithms and experiments are implemented in Julia and run on a machine with an AMD Opteron 4184 processor with 12 CPUs and 70GB of RAM. Our code is publicly available at:

https://github.com/alexlihengwang/CertSDP

Remark 8. For all of our experiments, we track the memory consumption of each algorithm by monitoring the virtual memory size (vsz) of the process throughout the run of the algorithm and report the difference between the maximum value and the starting value. This is the same measurement that is performed in [76]. We caution that this number should only be treated as a very rough estimate of the storage requirements. Indeed, virtual memory need not be allocated at all for small enough programs (so that some algorithms register as using no memory at all for small enough values of $n - k$) and furthermore, when it is allocated, it is not always fully used. Experimentally, we found that on our machine, storage of up to $\approx 1.0$ MB was often measured as not using any memory at all. We report such measurements as 0.0 MB in our tables (Tables 1 to 3) and as 1.0 MB in our log-scale plot Figure 2.

5.1 Implementation details

CertSDP. We implemented CertSDP (Algorithm 2) as presented in this paper except a few modifications. In addition to simplifying the overall algorithm, these modifications enable CertSDP
to be run without knowledge of the parameters $\hat{\mu}$ and $\hat{L}$. While the convergence guarantees of Theorem 6 may no longer hold, we find empirically that CertSDP continues to perform very effectively with these modifications.

- We instantiate CertSDP with Accelegrad [43] as the iterative method for producing iterates $\gamma^{(i)}$. As in [27], we apply Accelegrad to the penalized dual problem

$$\max_{\gamma \in \mathbb{R}^m, T \in \mathbb{S}^k} \text{tr}(T) + \text{penalty} \cdot \min \left(0, \lambda_{\min} \left( \frac{A(\gamma)}{2} - \frac{B(\gamma)}{2} \frac{c(\gamma)}{k} I_k - T \right) \right)$$

for some large value for the penalty parameter. It can be shown that the optimal value and optimizers of this penalized dual problem coincide with that of the dual SDP whenever the penalty parameter is larger than $\text{tr}(Y^*)$; see [27]. In our experiments, we set the penalty parameter to be $20 \cdot \text{tr}(Y^*)$.

- In practice, it is extremely cheap to solve (QMMP$_d$) even to high accuracy. Thus, we replace the guess-and-double scheme in Algorithm 2 with a linear schedule after a fixed number of iterations. Specifically, we solve (QMMP$_d$) on iterations 1, 2, 4, 8, ..., 256. After that, we solve (QMMP$_d$) once every 256 iterations. Additionally, we replace the excessive gap technique used in Theorem 5 with accelerated gradient descent (see Remark 6).

- We set

$$r^{(i)} = \frac{1}{\hat{\rho}} \cdot \frac{\lambda_{\max}(A(\gamma^{(i)})) \lambda_{\min}(A(\gamma^{(i)}))}{2 \lambda_{\max}(A(\gamma^{(i)})) + \lambda_{\min}(A(\gamma^{(i)}))} \left( \frac{\lambda_{\min}(A(\gamma^{(i)}))}{\lambda_{\max}(A(\gamma^{(i)}))} + 2 \lambda_{\max}(A(\gamma^{(i)})) \right) =: \hat{\mu}^{(i)}.$$ 

if $A(\gamma^{(i)}) > 0$, and $r^{(i)} = 0$ else. Equivalently, $U^{(i)} := B(\gamma^{(i)}, r^{(i)})$ is the largest ball centered at $\gamma^{(i)}$ for which the condition number of $A(\gamma)$ for any $\gamma \in B(\gamma^{(i)}, r^{(i)})$ is guaranteed to be at most twice the condition number of $A(\gamma^{(i)})$. To see this, recall that $\hat{\rho}$ satisfies $\hat{\rho} \geq \max_{\gamma' \in \mathbb{S}^{m-1}} \| \sum_{i=1}^m \gamma'_i A_i \|_2$. Then, for any $\gamma \in B(\gamma^{(i)}, r^{(i)})$, we have

$$\lambda_{\min}(A(\gamma)) \geq \lambda_{\min}(A(\gamma^{(i)})) - \hat{\rho} \cdot r^{(i)} = \lambda_{\min}(A(\gamma^{(i)})) \frac{\lambda_{\min}(A(\gamma^{(i)}))}{\lambda_{\max}(A(\gamma^{(i)}))} + \lambda_{\max}(A(\gamma^{(i)})) =: \hat{\mu}^{(i)}.$$ 

Similarly, one can verify that

$$\lambda_{\max}(A(\gamma)) \leq 2 \lambda_{\max}(A(\gamma^{(i)})) \frac{\lambda_{\min}(A(\gamma^{(i)}))}{\lambda_{\min}(A(\gamma^{(i)})) + 2 \lambda_{\max}(A(\gamma^{(i)}))} =: \hat{L}^{(i)}.$$ 

Thus, $\hat{\mu}^{(i)}$ and $\hat{L}^{(i)}$ serve as heuristic choices of $\hat{\mu}$ and $\hat{L}$. Furthermore, $\frac{\hat{\mu}^{(i)}}{\hat{\mu}^{(i)}} \leq 2 \frac{\lambda_{\max}(A(\gamma^{(i)}))}{\lambda_{\min}(A(\gamma^{(i)}))}$.

Note that it still holds that $A(\gamma) > 0$ for all $\gamma \in U^{(i)}$ (as long as $r^{(i)}$ is positive) and that $\gamma^* \in U^{(i)}$ for all $\gamma^{(i)}$ close enough to $\gamma^*$.

- In CautiousAGD (Algorithm 1), we terminate early if $\max_{i \in [m]} |g_i(X_t)|$ does not decrease to zero geometrically. Indeed, this can only happen if $\gamma^* \notin U^{(i)}$.

Theorem 4 gives an a priori guarantee on the number of inner iterations required for solving each prox-map. Instead of using this number of iterations, in our code, we will monitor the saddle point gap, i.e., the second term in (12), and break as soon as the saddle point gap is small enough.
• We warm-start the iterate $X$ in CautiousAGD using the last iterate of the previous run of CautiousAGD and warm-start $\gamma$ in the prox-map computation using the last iterate of the previous run of the prox-map computation.

• Unless the time limit is met first, the overall algorithm is terminated once CautiousAGD produces a $(10^{-13})$-optimal solution of $(\text{QMMP}_U)$ that satisfies $\max_{i \in [m]} |q_i(X_t)| \leq 10^{-13}$.

CSSDP. The complementary slackness SDP algorithm (CSSDP) [27] similarly constructs a sequence of iterates $\gamma^{(i)} \rightarrow \gamma^*$ and occasionally solves a compressed $k$-dimensional SDP [27, MinFeasSDP] in the vector space corresponding to the $k$-many minimum eigenvalues of the slack matrix $M(\gamma^{(i)})$. As in our implementation of CertSDP, we instantiate CSSDP with Accelegrad [43] as the iterative method for producing iterates $\gamma^{(i)}$ and solve the compressed SDP at iterations $1, 2, 4, \ldots, 256$ and then once every 256 iterations thereafter. The compressed SDPs are solved using SCS solver with all error parameters set to $10^{-13}$. Since CSSDP needs to solve the compressed SDP frequently, we make sure to instantiate the optimization problem just once in order to amortize the cost of allocating the $k \times k$ symmetric matrix variable.

SketchyCGAL. Yurtsever et al. [76] observe that one may track any linear image of the primal matrix iterates (as opposed to the matrix iterate itself) in the CGAL [75] algorithm. Combining this observation with the Nyström sketch gives SketchyCGAL. For $(14)$, we implement a variant of this idea, where we replace the Nyström sketch with the linear map sending a matrix in $\mathbb{S}^n$ to its top-right $(n-k) \times k$ submatrix.

ProxSDP and SCS. ProxSDP [65] and the splitting cone solver (SCS) [56] are FOMs that can be used to tackle large-scale SDPs. ProxSDP combines the primal-dual hybrid gradient method with an approximate projection operation that allows it to replace a full eigendecomposition with a partial one whenever the rank of the true SDP solution is small. SCS employs an FOM to tackle the homogeneous self-dual embedding but does not explicitly take advantage of possible low rank solutions.

In our experiments, we pass the SDP relaxations of our QMPs to the corresponding Julia interfaces ProxSDP.jl and SCS.jl with all error parameters set to $10^{-13}$. In contrast to CertSDP, CSSDP, and SketchyCGAL, which achieve storage optimality, ProxSDP and SCS both store matrix iterates and thus require substantially more memory.

Burer-Monteiro. We implement the Burer-Monteiro method as outlined originally in [12]. This method is naturally storage-optimal but may fail (at least theoretically) to converge even on 1-exact QMP-like SDPs (see Section 2.4).

5.2 Random instance generation

We generate random sparse instances of distance-minimization QMPs (14) as follows: Let $(n, k, m, \mu^*, \text{nnz})$ be input parameters. Here, $(n, k, m)$ control the size of (14), $\mu^*$ is the desired value of $\lambda_{\min}(A(\gamma^*))$ and nnz approximately controls the number of nonzero entries in each $A_1, \ldots, A_m$.

• Let $A_1, \ldots, A_m \in \mathbb{S}^{n-k}$ be sparse matrices each with $\approx \text{nnz}$ nonzero entries that are i.i.d. normal. We scale $A_1, \ldots, A_m$ such that $\|A_i\|_2 = 1$ for all $i \in [m]$.

• Let $B_1, \ldots, B_m \in \mathbb{R}^{(n-k) \times k}$ be matrices where all entries are i.i.d. normal. We scale $B_1, \ldots, B_m$ such that $\|B_i\|_F = 1$ for all $i \in [m]$.
- Pick a direction $\hat{\gamma}$ uniformly from the surface of the sphere $S^{m-1}$, then set $\gamma^* := r\hat{\gamma}$ where $r > 0$ solves $\lambda_{\min} (A(\gamma^*)) = 1 + r\lambda_{\min} (\sum_{i=1}^{m} \hat{\gamma}_i A_i) = \mu^*$. Let $X^* := -A(\gamma^*)^{-1}B(\gamma^*)$.

- Finally, for each $i \in [m]$, set $c_i$ such that $\text{tr} \left( \frac{X^* A_i X^*}{2} \right) + \langle B_i, X^* \rangle + c_i = 0$.

Exactness is guaranteed to hold throughout (14) as $(\gamma^*, T^*)$, where

$$T^* := \frac{c(\gamma^*)}{k} I_k - \frac{B(\gamma^*)^T A(\gamma^*)^{-1} B(\gamma^*)}{2},$$

achieves the value $\frac{\|X^*\|_F^2}{2}$ in the third line of (14) (see Lemma 13 in Appendix A).

### 5.3 Numerical results

To investigate the scalability of CertSDP in terms of $n$, we fix $k = 10$, $m = 10$, $\mu^* = 0.1$ and $\text{nnz} = n$. Note that in this regime, the $A_i$ matrices are each individually very sparse with approximately one nonzero entry per row or column. We then vary $n$ such that the height of the matrix variable $X \in \mathbb{R}^{(n-k) \times k}$, i.e., $n - k$, takes the values $10^3, 10^4, 10^5$. For each value of $n - k$, we generate 10 random instances of (14) according to Section 5.2 and measure the time, error, and memory consumption of the tested algorithms.

We ran each algorithm with time limits of $3 \times 10^3$, $10^4$, and $5 \times 10^4$ seconds for $n - k = 10^3, 10^4, 10^5$ respectively. SCS is not tested for $n - k = 10^4$ as it was unable to complete a single iteration within the time limits and utilized over 70GB of memory. Similarly, ProxSDP and SCS were not tested for $n - k = 10^5$ as both came to complete failures due to excessive memory allocation.

Detailed numerical results are reported in Tables 1 to 3 for $n - k = 10^3, 10^4$, and $10^5$, respectively. Figure 2 shows the average memory usage of the algorithms. We compare the convergence behavior of CertSDP with that of CSSDP and SketchyCGAL on a single instance of each size in Figure 3. The plots on the left in Figure 3 show the primal squared distance $\|X - X^*\|_F^2$ and the dual suboptimality

$$\text{Opt}_{(14)} - \left( \text{tr}(T) + \text{penalty} \cdot \min \left( 0, \lambda_{\min} \left( \frac{A(\gamma)/2}{B(\gamma)^T / 2} \right) \right) \right)$$

for the iterates produced by CertSDP, CSSDP, and SketchyCGAL as a function of time. The plots on the right of Figure 3 show the primal squared distance for the iterates produced by CertSDP within the final call to CautiousAGD.

| Algorithm   | time (s) | std.     | $\|X - X^*\|_F^2$ std. | memory (MB) std. |
|-------------|---------|----------|-------------------------|------------------|
| CertSDP     | $1.3 \times 10^3$ | $7.6 \times 10^2$ | $1.9 \times 10^{-22}$ | $4.2 \times 10^{-23}$ | $0.0$ | $0.0$ |
| CSSDP       | $3.0 \times 10^3$ | $5.8 \times 10^{-1}$ | $7.3 \times 10^{-2}$ | $3.4 \times 10^{-2}$ | $0.0$ | $0.0$ |
| SketchyCGAL | $3.0 \times 10^3$ | $8.5$ | $1.1$ | $6.6 \times 10^{-1}$ | $1.0 \times 10^1$ | $1.0 \times 10^1$ |
| ProxSDP     | $2.1 \times 10^2$ | $1.1 \times 10^1$ | $1.2 \times 10^{-19}$ | $3.2 \times 10^{-19}$ | $4.8 \times 10^1$ | $1.9 \times 10^1$ |
| SCS         | $3.1 \times 10^3$ | $2.5 \times 10^1$ | $5.1 \times 10^{-5}$ | $9.5 \times 10^{-5}$ | $5.3 \times 10^2$ | $4.3 \times 10^1$ |
| BM          | $4.2 \times 10^1$ | $2.5$ | $1.1 \times 10^{-14}$ | $6.8 \times 10^{-15}$ | $2.3 \times 10^1$ | $1.2 \times 10^1$ |

Table 1: Experimental results for $(n - k) = 10^3$ (10 instances) with time limit $3 \times 10^3$ seconds.

We make a few observations:
Table 2: Experimental results for \((n - k) = 10^4\) (10 instances) with time limit \(10^4\) seconds. SCS was unable to complete a single iteration within the time limit and utilized over 70GB of memory.

| Algorithm   | time (s) | std. | \(\|X - X^*\|^2_F\) | std. | memory (MB) | std. |
|-------------|----------|------|-----------------------|------|-------------|------|
| CertSDP     | \(4.5 \times 10^3\) | \(7.0 \times 10^2\) | \(1.9 \times 10^{-22}\) | \(5.2 \times 10^{-23}\) | \(8.5\) | \(1.2 \times 10^1\) |
| CSSDP       | \(1.0 \times 10^4\) | \(6.6 \times 10^{-1}\) | \(2.7\) | \(9.4 \times 10^{-1}\) | \(6.2\) | \(1.5 \times 10^1\) |
| SketchyCGAL | \(9.7 \times 10^3\) | \(1.8 \times 10^2\) | \(4.0\) | \(1.4\) | \(2.7 \times 10^1\) | \(2.2 \times 10^1\) |
| ProxSDP     | \(1.2 \times 10^4\) | \(1.1 \times 10^2\) | \(2.9\) | \(9.9 \times 10^{-1}\) | \(1.9 \times 10^4\) | \(1.2 \times 10^2\) |
| BM          | \(4.9 \times 10^2\) | \(2.8 \times 10^1\) | \(1.1 \times 10^{-14}\) | \(1.0 \times 10^{-14}\) | \(5.2 \times 10^1\) | \(6.9 \times 10^1\) |

Table 3: Experimental results for \((n - k) = 10^5\) (10 instances) with time limit \(5 \times 10^4\) seconds. SCS and ProxSDP are not tested as they both come to complete failure due to memory allocation. \(\dagger\)CSSDP failed due to numerical issues within the eigenvalue subroutine on three instances and SketchyCGAL failed due to numerical issues within the eigenvalue subroutine on one instance.

| Algorithm   | time (s) | std. | \(\|X - X^*\|^2_F\) | std. | memory (MB) | std. |
|-------------|----------|------|-----------------------|------|-------------|------|
| CertSDP     | \(5.0 \times 10^4\) | \(6.2 \times 10^2\) | \(2.5 \times 10^{-2}\) | \(6.5 \times 10^{-2}\) | \(2.3 \times 10^2\) | \(2.0 \times 10^2\) |
| CSSDP       | \(5.0 \times 10^4\) | \(4.7\) | \(2.8\) | \(5.1 \times 10^{-1}\) | \(2.0 \times 10^2\) | \(2.5 \times 10^2\) |
| SketchyCGAL | \(4.7 \times 10^4\) | \(3.3 \times 10^3\) | \(4.0\) | \(2.1\) | \(3.7 \times 10^2\) | \(2.0 \times 10^2\) |
| BM          | \(6.5 \times 10^3\) | \(3.0 \times 10^2\) | \(7.1 \times 10^{-15}\) | \(3.5 \times 10^{-15}\) | \(1.2 \times 10^3\) | \(3.4 \times 10^2\) |

Figure 2: Memory usage of different algorithms as a function of the size \(n - k\). In this chart, we plot 0.0 MB at 1.0 MB (see Remark 8 for a discussion on measuring memory usage).
Figure 3: Comparison of convergence behavior between CertSDP (Algorithm 2), CSSDP, and SketchyCGAL. The first, second, and third rows show experiments with $n-k = 10^3$, $10^4$, and $10^5$ respectively. The right subplots give zoomed-in views of the primal squared distance in CertSDP on the final call to Algorithm 1.
For \( n - k = 10^3 \) (see Table 1), both CertSDP and ProxSDP were able to achieve high accuracy within the time limit, while CSSDP, SketchyCGAL, and SCS could not. ProxSDP was faster than CertSDP while CertSDP used significantly less memory.

For \( n - k = 10^4 \) (see Table 2), CertSDP was the only convex-optimization-based algorithm that was able to achieve high accuracy within the time limit. The measured memory usage of CertSDP and CSSDP both had high variance, however it is clear that these algorithms use much less memory than SketchyCGAL, ProxSDP and SCS. As previously mentioned, SCS used over 70GB of memory at this size.

For \( n - k = 10^5 \) (see Table 3), CertSDP, CSSDP and SketchyCGAL were the only convex-optimization-based algorithms that could be run without memory allocation errors. While neither algorithm was able to achieve the desired accuracy within the time limit, CertSDP (average primal squared distance of \( 2.5 \times 10^{-2} \)) significantly outperformed CSSDP and SketchyCGAL (average primal squared distances of 2.8 and 4.0, respectively).

The dual suboptimality for CertSDP and CSSDP behave identically. This is expected as we employ Accelegrad to generate both sequences.

The primal squared distance and the dual suboptimality for CSSDP track quite closely. This is expected from [27, Theorem 4.1, Table 3], as the primal squared distance is bounded by a constant factor of the dual suboptimality for CSSDP.

The convergence behavior of CautiousAGD depends on whether \( U^{(i)} \) in CertSDP is a certificate of strict complementarity.

When \( U^{(i)} \) is not a certificate of strict complementarity, CautiousAGD behaves as in the bottom-right plot of Figure 3: It briefly converges linearly before plateauing. This makes sense as the iterates in CautiousAGD should converge linearly to \( \arg \min_X Q_{U^{(i)}}(X) \neq X^* \).

When \( U^{(i)} \) is a certificate of strict complementarity, the iterates of CautiousAGD converge linearly to \( X^* \) (see the top-right and middle-right plots of Figure 3).

The Burer-Monteiro method is an order of magnitude faster than the other approaches, and it consistently delivers high quality solutions comparable to CertSDP in small and medium scale instances, and much better quality in the large-scale instances.

### 5.4 Additional experiments

Appendix C contains additional experiments on the PhaseLift SDP [15] for the Gaussian model of phase retrieval. In the Gaussian model of phase retrieval, the goal is to recover an unknown \( x^* \in \mathbb{R}^n \) from \( m = O(n) \) observations \( \beta_i = (g_i^\top x^*)^2 \) where \( g_i \) are Gaussian with an appropriate normalization. We generate instances of this problem with one highly correlated observation and compare the performance of the different algorithms. We test 10 instances at each size \( n = 30, 100, 300 \) and \( m = 5n \). The main bottleneck for scaling the size of these experiments is in storing the instance itself—each instance has size \( \approx 5n^2 \). Nonetheless, we expect that the behavior we see in these experiments is indicative of what to expect in the true model of phase retrieval where the observation vectors \( g_1, \ldots, g_m \) are only stored implicitly. Detailed results for these experiments are shown in Tables 4 to 6. Comparisons of memory usage and convergence behavior are illustrated in Figures 4 and 5. Similar to the experiments in this section, CertSDP is able to achieve high accuracy within the given time limits and outperforms CSSDP and SketchyCGAL in terms of primal accuracy. On the other hand, the “crossover” point, where CertSDP outperforms CSSDP and SketchyCGAL, seems
6 Conclusions, limitations and future directions

In this paper, we presented a fast storage-optimal FOM to solve SDPs satisfying strict complementarity and exactness guarantees. While the numerical results are promising, there are limitations. We discuss these here and offer some thoughts on how to address them and future research directions.

Finding $\gamma^*$. In Theorem 6, it is assumed that CertSDP has access to iterates from a sequence $\gamma^{(1)}, \gamma^{(2)}, \ldots$ that approach to a dual solution $\gamma^*$ satisfying $A(\gamma^*) \succ 0$. In Section 5.1, we follow [26] and apply Accelegrad to a penalized dual problem to construct this sequence; this method works when the dual SDP has a unique solution $\gamma^*$. Fortunately, it is possible to extend this scheme even to SDPs where the dual has multiple optimal solutions, some of which do not satisfy the assumption $A(\gamma) \succ 0$. Again, let penalty denote a bound on $\text{tr}(Y^*)$. Then, the problem

$$
\max_{\gamma \in \mathbb{R}^m, T \in \mathbb{R}^k} \text{tr}(T) + \text{penalty} \cdot \min \left( 0, \lambda_{\min} \left( \frac{A(\gamma)/2}{B(\gamma)/2} + \frac{B(\gamma)/2}{\lambda_{\min}(A(\gamma)) - \hat{\mu}} \right) \right) + \min(0, \lambda_{\min}(A(\gamma)) - \hat{\mu})
$$

has as its minimizers, the minimizers $(\gamma, T)$ of the dual SDP for which $A(\gamma^*) \succeq \hat{\mu}$. This “trick” was used in our phase retrieval experiments (see Appendix C).

Estimating regularity parameters. CautiousAGD (Algorithm 1) requires a number of regularity parameters (see Assumptions 3 and 4) for its theoretical guarantees to hold. Fortunately, these parameters are supplied by CertSDP (Algorithm 2). On the other hand, CertSDP itself requires access to a number of regularity parameters $\hat{\mu}$, $\hat{\mu}$, $\hat{\mu}$ (see Assumption 5). It is possible to set $\hat{L}$ and $\hat{\rho}$ in terms of $\hat{R}_d$ and the efficiently computable quantities $\|A_0\|_2, \|A_1\|_2, \ldots, \|A_m\|_2$ and $\|B_1\|_F, \ldots, \|B_m\|_F$:

$$
\hat{L} = \|A_0\|_2 + \left( \begin{array}{c} \|A_1\|_2 \\ \vdots \\ \|A_m\|_2 \end{array} \right)_{2} \hat{R}_d, \quad \hat{\rho} = \max \left( \hat{\mu}, \hat{R}_p, \hat{R}_d \right) = \left( \begin{array}{c} \|A_1\|_2 \\ \vdots \\ \|A_m\|_2 \end{array} \right)_{2} \frac{1}{\hat{R}_p} \left( \begin{array}{c} \|B_1\|_F \\ \vdots \\ \|B_m\|_F \end{array} \right)_{2}.
$$

These bounds may be much larger than other available estimates for $\hat{L}$ and $\hat{\rho}$ depending on problem context. We currently see no rigorous way of removing $\hat{\mu}$, $\hat{R}_p$, $\hat{R}_d$. In Section 5, we offer a heuristic for guessing $\hat{\mu}$ and $\hat{L}$ that seems to work well numerically.

Having access to regularity parameters such as $\hat{\mu}$, $\hat{R}_p$, and $\hat{R}_d$ is common in the literature on first-order methods. Nonetheless, important future work includes deriving variants of CertSDP that may attempt to learn $\hat{\mu}$ or other quantities without a priori knowledge of such quantities.

Restrictiveness of the class of exact QMP-like SDPs. Beyond regularity parameters, the class of exact QMP-like SDPs includes major structural assumptions, namely explicit knowledge of $Y^*$ on a given subspace and strict complementarity. The algorithm CertSDP and CautiousAGD
are designed with these structural assumptions in mind and are brittle to these assumptions being violated. For example, suppose $Y^*$ has rank $> k$ and we are only given access to the restriction of $Y^*$ to a rank $k$ subspace. In this case, it is impossible to construct a certificate of strict complementarity. To see why, suppose in the idealized setting that we have access to $\gamma^*$. By the assumption that $\text{rank}(Y^*) > k$, it holds that $\text{rank}(A(\gamma^*)) < n - k$. In this case, it is not possible to contain $\gamma^*$ in a ball contained in the set $\{\gamma : A(\gamma) \succ 0\}$.

While CertSDP and CautiousAGD depend heavily on the structural assumptions of the class of exact QMP-like SDPs, we believe that these assumptions may be relaxed significantly and leave this as important future work.
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A Deferred proofs

Proof of Lemma 3. Let \( \Delta := \bar{X} - X_L \). Then,
\[
\frac{L}{2} \|X - X_L\|_F^2 = \frac{L}{2} \|X - \bar{X} + \Delta\|_F^2
\]
\[
= \frac{\bar{L}}{2} \|X - \bar{X}\|_F^2 + \frac{\bar{\mu}}{2} \|X - \bar{X}\|_F^2 + L \langle X - \bar{X}, \Delta \rangle + \frac{L}{2} \|\Delta\|_F^2,
\]
where the second equality follows from expanding the square and the fact that \( L = \bar{L} + \bar{\mu} \). Moreover,
\[
0 \leq \frac{L}{2} \left( \sqrt{\frac{\bar{L}}{L}} (X - \bar{X}) + \sqrt{\frac{\bar{L}}{\bar{\mu}}} \Delta \right)^2 = \frac{\bar{\mu}}{2} \|X - \bar{X}\|_F^2 + L \langle X - \bar{X}, \Delta \rangle + L \kappa \|\Delta\|_F^2.
\]
Combining these two inequalities gives
\[
\frac{L}{2} \|X - X_L\|_F^2 \geq \frac{\bar{L}}{2} \|X - \bar{X}\|_F^2 - \frac{L \delta^2}{2} (2\kappa - 1).
\]
The following proof is adapted from [54].

Proof of Lemma 4. It is evident that \( \phi_t(X) \) are quadratic matrix functions of the form (8) with \( V_0 = X_0 \) and \( \phi^*_0 = Q(X_0) \). The remainder of the proof verifies the recurrences on \( V_{t+1} \) and \( \phi^*_{t+1} \). We suppose that the stated form holds for some \( t \), and we will show that it will hold for \( t + 1 \) as well. We compute
\[
\frac{1}{\mu} \nabla \phi_t(X) = (1 - \alpha) (X - V_t) + \alpha \left( X - \left( \Xi_t - \frac{1}{\mu} \bar{g}_t \right) \right).
\]
We deduce that \( V_{t+1} = (1 - \alpha) V_t + \alpha \left( \Xi_t - \frac{1}{\mu} \bar{g}_t \right) \). Noting that \( \phi^*_{t+1} = \phi_t(V_{t+1}) \), and applying the recursive definition of \( \phi_t(X) \) gives us
\[
\phi^*_{t+1} = (1 - \alpha) \left( \phi^*_t + \frac{\mu}{2} \|V_{t+1} - V_t\|_F^2 \right)
\]
\[
+ \alpha \left( Q(X_{t+1}) + \frac{1}{2L} \|\bar{g}_t\|_F^2 + \langle \bar{g}_t, V_{t+1} - \Xi_t \rangle + \frac{\bar{\mu}}{2} \|V_{t+1} - \Xi_t\|_F^2 \right)
\]
\[
= (1 - \alpha) \phi^*_t + \alpha \left( Q(X_{t+1}) + \frac{1}{2L} \|\bar{g}_t\|_F^2 \right)
\]
\[
+ (1 - \alpha) \frac{\mu}{2} \|V_{t+1} - V_t\|_F^2 + \alpha \frac{\mu}{2} \|V_{t+1} - (\Xi_t - \frac{1}{\mu} \bar{g}_t)\|_F^2 - \frac{\alpha}{2\mu} \|\bar{g}_t\|_F^2
\]
\[
= (1 - \alpha) \phi^*_t + \alpha \left( Q(X_{t+1}) + \frac{1}{2L} \|\bar{g}_t\|_F^2 \right)
\]
\[
+ \bar{\mu} \frac{(1 - \alpha)\alpha}{2} \|V_t - (\Xi_t - \frac{1}{\mu} \bar{g}_t)\|_F^2 + \bar{\mu} \alpha (1 - \alpha) \|V_t - (\Xi_t - \frac{1}{\mu} \bar{g}_t)\|_F^2 - \frac{\alpha}{2\mu} \|\bar{g}_t\|_F^2
\]
\[
= (1 - \alpha) \phi^*_t + \alpha \left( Q(X_{t+1}) + \frac{1}{2L} \|\bar{g}_t\|_F^2 \right)
\]
\[
+ \alpha (1 - \alpha) \left( \frac{\bar{\mu}}{2} \|\Xi_t - V_t\|_F^2 + \langle \bar{g}_t, V_t - \Xi_t \rangle \right) - \frac{\alpha^2}{2\mu} \|\bar{g}_t\|_F^2,
\]
where the third equation follows from substituting the expression for \( V_{t+1} \), and the last one from regrouping the terms. \( \blacksquare \)
The following proof is adapted from [54, Page 92].

Proof of Lemma 5. Note that
\[ \Xi_t = X_t + \alpha V_t \]
\[ X_{t+1} = \Xi_t - \frac{\tilde{g}_t}{L} \]
\[ V_{t+1} = (1 - \alpha) V_t + \alpha \left( \Xi_t - \frac{1}{\tilde{\mu}} \tilde{g}_t \right) . \]
Therefore,
\[ V_{t+1} = (1 - \alpha) \frac{(1 + \alpha) \Xi_t - X_t}{\alpha} + \alpha \left( \Xi_t - \frac{1}{\tilde{\mu}} \tilde{g}_t \right) \]
\[ = X_t + \frac{1}{\alpha} \left( \Xi_t - X_t - \frac{1}{L} \tilde{g}_t \right) \]
\[ = X_t + \frac{1}{\alpha} (X_{t+1} - X_t) . \]
Then,
\[ \Xi_{t+1} = X_{t+1} + \frac{\alpha}{1 + \alpha} (V_{t+1} - X_{t+1}) \]
\[ = X_{t+1} + \frac{1 - \alpha}{1 + \alpha} (X_{t+1} - X_t) . \]

Proof of Lemma 6. It is clear that \( Q(X_0) \leq \phi_0^* \). Thus, consider \( X_{t+1} \) with \( t \geq 0 \). By induction and Lemma 4,
\[ \phi^*_{t+1} \geq (1 - \alpha) Q(X_t) + \alpha Q(X_{t+1}) + \left( \frac{\alpha}{2L} - \frac{\alpha^2}{2\tilde{\mu}} \right) \| \tilde{g}_t \|_F^2 \]
\[ + \alpha (1 - \alpha) \langle \tilde{g}_t, V_t - \Xi_t \rangle - (1 - \alpha) \left( 2\kappa E_t^{(1)} \right) . \]
As \( X_{t+1} \) satisfies \( Q_L(\Xi_t; X_{t+1}) \leq Q^*(\Xi_t) + \epsilon_t \), we deduce (see Theorem 2) that
\[ Q(X_t) \geq Q(X_{t+1}) + \left( \frac{\alpha}{2L} - \frac{\alpha^2}{2\tilde{\mu}} \right) \| \tilde{g}_t \|_F^2 + \langle \tilde{g}_t, X_t - \Xi_t \rangle + \frac{\tilde{\mu}}{2} \| X_t - \Xi_t \|_F^2 - 2\kappa \epsilon_t . \]
These two inequalities together lead to
\[ \phi^*_{t+1} \geq Q(X_{t+1}) - 2\kappa (1 - \alpha) (E_t^{(1)} + \epsilon_t) \]
\[ + \left( \frac{\alpha}{2L} - \frac{\alpha^2}{2\tilde{\mu}} + \frac{1 - \alpha}{2\tilde{\mu}} \right) \| \tilde{g}_t \|_F^2 + (1 - \alpha) \langle \tilde{g}_t, \alpha(V_t - \Xi_t) + (X_t - \Xi_t) \rangle . \]
It is straightforward to show that the two quantities on the final line are identically zero using the relations \( \alpha^2 = \tilde{\mu}/\tilde{L} \) and \( \Xi_t = \frac{X_t + \alpha V_t}{1 + \alpha} \) (see Lemma 5).

Proof of Lemma 7. The statement holds holds for \( t = 0 \). Thus, consider \( \phi_{t+1} \) for \( t \geq 0 \). By definition
\[ \phi_{t+1}(X) = (1 - \alpha) \phi_t(X) + \alpha \left( Q(X_{t+1}) + \left( \frac{\alpha}{2L} \| \tilde{g}_t \|_F^2 + \langle \tilde{g}_t, X - \Xi_t \rangle + \frac{\tilde{\mu}}{2} \| X - \Xi_t \|_F^2 \right) . \]
As $X_{t+1}$ satisfies $Q_L(\Xi_t; X_{t+1}) \leq Q^*(\Xi_t) + \epsilon_t$, we deduce (see Theorem 2) that

$$Q(X) \geq Q(X_{t+1}) + \frac{1}{2L} \|\tilde{g}_t\|_F^2 + \langle \tilde{g}_t, X - \Xi_t \rangle + \frac{\bar{\mu}}{2} \|X - \Xi_t\|_F^2 - 2\kappa \epsilon_t.$$

Then, these inequalities combined with the inductive hypothesis give

$$\phi_{t+1}(X) \leq (1 - \alpha)\phi_t(X) + \alpha Q(X) + 2\kappa \alpha \epsilon_t$$

$$= (1 - (1 - \alpha)^{t+1})Q(X) + (1 - \alpha)(\phi_t(X) - (1 - (1 - \alpha)^{t})Q(X)) + 2\kappa \alpha \epsilon_t$$

$$\leq (1 - (1 - \alpha)^{t+1})Q(X) + (1 - \alpha)^{t+1} \phi_0(X) + 2\kappa \left( (1 - \alpha)E_t^{(2)} + \alpha \epsilon_t \right).$$

\[ \blacksquare \]

**Proof of Corollary 1.** Let $X^*_t$ denote the optimizer of (QMMP) so that $Q(X^*_t) = \text{Opt}_{(QMMP)}$. Then, Lemmas 6 and 7 give

$$Q(X_t) - \text{Opt}_{(QMMP)} \leq \phi_t^* + 2\kappa E_t^{(1)} - Q(X^*_t)$$

$$\leq \phi_t(X^*_t) + 2\kappa E_t^{(1)} - Q(X^*_t)$$

$$\leq (1 - (1 - \alpha)^{t})Q(X^*_t) + (1 - \alpha)^{t} \phi_0(X^*_t) + 2\kappa E_t - Q(X^*_t)$$

$$= (1 - \alpha)^t \left( \phi_0(X^*_t) - \text{Opt}_{(QMMP)} \right) + 2\kappa E_t.$$

Note also that by the definition of $\phi_0(\cdot)$ and the $\mu$-strong convexity of $Q$, we have

$$\phi_0(X^*_t) - \text{Opt}_{(QMMP)} = Q(X_0) - \text{Opt}_{(QMMP)} + \frac{\bar{\mu}}{2} \|X^*_t - X_0\|_F^2$$

$$\leq 2 \left( Q(X_0) - \text{Opt}_{(QMMP)} \right).$$

Combining the two inequalities completes the proof. \[ \blacksquare \]

**Proof of Lemma 8.** Let $\tilde{\gamma} \in \arg \max_{\gamma \in \mathcal{U}} q(\gamma, X_0)$. By $\mu$-strong convexity of $Q(X)$, we have that

$$Q(X) \geq q(\tilde{\gamma}, X)$$

$$\geq q(\tilde{\gamma}, X_0) + \langle \nabla_2 q(\tilde{\gamma}, X_0), X - X_0 \rangle + \frac{\mu}{2} \|X - X_0\|_F^2$$

$$= Q(X_0) - \frac{1}{2\mu} \|\nabla_2 q(\tilde{\gamma}, X_0)\|_F^2 + \frac{\mu}{2} \|X - X_0 + \frac{\nabla_2 q(\tilde{\gamma}, X_0)}{\mu}\|_F^2.$$

In particular, taking $X = \arg \min_{X \in \mathbb{R}^{(n-k) \times k}} Q(X)$ gives

$$Q(X_0) - \text{Opt}_{(QMMP)} \leq \frac{\|\nabla_2 q(\tilde{\gamma}, X_0)\|_F^2}{2\mu} \leq \frac{\mu \kappa^2 R^2}{2},$$

where the last inequality follows from Assumption 4. This proves the first claim. Next, by Theorem 3, we have that for all $t \geq 0$, that $Q(X_t) - Q(X_0) \leq Q(X_t) - \text{Opt}_{(QMMP)} \leq 2\mu \kappa^2 R^2$ and hence

$$\frac{\mu}{2} \|X_t - X_0 + \frac{\nabla_2 q(\tilde{\gamma}, X_0)}{\mu}\|_F^2 \leq Q(X_t) - Q(X_0) + \frac{\|\nabla_2 q(\tilde{\gamma}, X_0)\|_F^2}{2\mu} \leq \frac{5\mu \kappa^2 R^2}{2}.$$

Using the assumption $X_0 = 0_{(n-k) \times k}$ in Assumption 4 and applying triangle inequality together with the bound $\|\nabla_2 q(\tilde{\gamma}, X_0)\|_F^2 \leq \mu^2 \kappa^2 R^2$ derived from Assumption 4, we deduce that for all $t \geq 0$,

$$\|X_t\|_F \leq \left( 1 + \sqrt{5} \right) \kappa R.$$
Then, as \( \Xi_{t+1} = X_{t+1} + \frac{1-\alpha}{1+\alpha} (X_{t+1} - X_t) \), we have

\[
\|\Xi_{t+1}\|_F \leq 3 \left( 1 + \sqrt{5} \right) \kappa R \leq 10\kappa R. \quad \blacksquare
\]

**Proof of Lemma 9.** Recall that by definition, the linear operator \( G \) maps \( \gamma \) to \( \sum_{i=1}^{m} \gamma_i (A_i \Xi_t + B_i) \). Thus, for any \( \gamma \in S^{m-1} \),

\[
\|G\gamma\|_F = \left\| \sum_{i=1}^{m} \gamma_i (A_i \Xi_t + B_i) \right\|_F \\
\leq \left\| \sum_{i=1}^{m} \gamma_i A_i \right\|_F \|\Xi_t\|_F + \left\| \sum_{i=1}^{m} \gamma_i B_i \right\|_F \\
\leq 11 \frac{\mu \kappa H R}{D}. \quad \blacksquare
\]

**Proof of Lemma 10.** Let \( r := \left\| \gamma^{(i)} - \gamma^* \right\|_2 \). Using Assumption 5, we may bound the individual terms within the definition of \( r^{(i)} \) as

\[
2\hat{R}_d - \left\| \gamma^{(i)} \right\|_2 \geq \hat{R}_d - r \geq \frac{\hat{\mu}}{\hat{\rho}} - r, \\
\frac{\lambda_{\min}(A(\gamma^{(i)}))}{\hat{\rho}} - \frac{\mu/2}{\hat{\rho}} \geq \frac{\hat{\mu}/2 - \hat{\rho}r}{\hat{\rho}} = \frac{\hat{\mu}}{2\hat{\rho}} - r, \\
\frac{2\hat{L} - \lambda_{\max}(A(\gamma^{(i)}))}{\hat{\rho}} \geq \frac{\hat{L} - \hat{\rho}r}{\hat{\rho}} = \frac{\hat{L}}{\hat{\rho}} - r, \text{ and} \\
\frac{2\hat{L}\hat{R}_p - \left\| B(\gamma^{(i)}) \right\|_F}{\hat{\rho}\hat{R}_p} \geq \frac{\hat{L} - \hat{\rho}r}{\hat{\rho}} = \frac{\hat{L}}{\hat{\rho}} - r.
\]

Thus, \( r^{(i)} \geq \min \left( \frac{\hat{\mu}}{2\hat{\rho}}, \frac{\hat{\mu}}{2\hat{\rho}} - r \right) = \frac{\hat{\mu}}{2\hat{\rho}} - r \). Then, when \( r \leq \frac{\hat{\mu}}{4\hat{\rho}} \), we have \( r^{(i)} > 0 \) and furthermore, \( r^{(i)} \geq r = \left\| \gamma^{(i)} - \gamma^* \right\|_2 \).

**Proof of Lemma 11.** Begin by noting that for all \( \gamma \in U^{(i)} \),

\[
\frac{\hat{\mu}}{2} I \preceq A(\gamma^{(i)}) - r^{(i)} \hat{\rho} I \preceq A(\gamma) \preceq A(\gamma^{(i)}) + r^{(i)} \hat{\rho} I \preceq 2\hat{L} I.
\]

Let \( \tilde{\gamma} \in \arg\max_{\gamma \in U^{(i)}} q(\gamma, 0_{(n-k)\times k}) \). Then,

\[
\left\| B(\tilde{\gamma}) \right\|_F \leq \left\| B(\gamma^{(i)}) \right\|_F + \hat{\rho} r^{(i)} \hat{R}_p \leq 2\hat{L}\hat{R}_p = LR.
\]

Next, for \( \gamma \in S^{m-1} \)

\[
\frac{D}{\mu} \left\| \sum_{i=1}^{m} \gamma_i A_i \right\|_2 \leq \frac{4r^{(i)} \hat{\rho}}{\hat{\mu}} \leq 2 \\
\frac{D}{LR} \left\| \sum_{i=1}^{m} \gamma_i B_i \right\|_F \leq \frac{r^{(i)} \hat{\rho}}{\hat{L}} \leq 1/2. \quad \blacksquare
\]
Lemma 13. Consider an instance of (14) generated by the random procedure in Section 5.2. Then equality holds throughout (14).

Proof. It suffices to show that \( \gamma^* \) and \( T^* \) are feasible and achieve value \( \|X^*\|_F^2 \) in the dual SDP (i.e., the third line of (14)).

Note that by Schur Complement Theorem,

\[
\begin{pmatrix}
A(\gamma^*)/2 & B(\gamma^*)/2 \\
B(\gamma^*)^T/2 & c(\gamma^*)/k I_k - T^*
\end{pmatrix} \sim \begin{pmatrix}
I_{n-k} & c(\gamma^*)/k I_k - T^* - B(\gamma^*)^T A(\gamma^*)^{-1} B(\gamma^*)/2 \\
0 & I_k
\end{pmatrix}.
\]

Here, \( \sim \) indicates matrix similarity. Thus, \( \gamma^* \) and \( T^* \) are feasible in the dual SDP.

Next,

\[
\text{tr}(T^*) = \text{tr} \left( \frac{c(\gamma^*)}{k} I_k - \frac{B(\gamma^*)^T A(\gamma^*)^{-1} B(\gamma^*)}{2} \right)
= \frac{\|X^*\|_F^2}{2} + \sum_{i=1}^m \gamma_i^* \left( \text{tr} \left( \frac{(X^*)^T A_i X^*}{2} \right) + \langle B_i, X^* \rangle + c_i \right) = \frac{\|X^*\|_F^2}{2}.
\]

B Strict complementarity in quadratic matrix programs

In this section, we show that a generic quadratic matrix program (QMP) in an \( n \times k \) dimensional matrix variable with at most \( k \) constraints satisfies strict complementarity (assuming only existence of primal and dual solutions).

We will need the following lemma stating that a generic bilinear system has only the trivial solutions. This lemma follows from basic dimension-counting arguments in algebraic geometry. However, we will instead prove the lemma directly using only elementary tools.

Lemma 14. Let \( n,p \in \mathbb{N} \) and consider the space \( (\mathbb{R}^{n \times p})^{n+p-1} \). Let the collection \( (A_i) = (A_1, \ldots, A_{n+p-1}) \) denote an element of this space. Here, each \( A_i \in \mathbb{R}^{n \times p} \). Then, the collections \( (A_i) \) for which the bilinear system

\[
\{ x^T A_i y = 0 \quad \forall i \in [n+p-1] \}
\]

has a nontrivial solution (i.e., where \( x \in \mathbb{R}^n \) and \( y \in \mathbb{R}^p \) are both nonzero) forms a set of measure zero in \( (\mathbb{R}^{n \times p})^{n+p-1} \).

Proof. Let \( S \) be the exceptional set, i.e.,

\[
S := \left\{ (A_i) \in (\mathbb{R}^{n \times p})^{n+p-1} : \exists x \in \mathbb{R}^n \setminus \{0\}, y \in \mathbb{R}^p \setminus \{0\} \quad x^T A_i y = 0, \forall i \in [n+p-1] \right\}.
\]

By homogeneity, we may require that \( x \in \mathbb{R}^n \) has some coordinate equal to one. Similarly, we will require that \( y \in \mathbb{R}^p \) has some coordinate equal to one. Thus, we may decompose \( S = \bigcup_{r=1}^n \bigcup_{r=1}^p S_{r,r} \),
where
\[ S_{\ell,r} = \left\{ (A_i) \in (\mathbb{R}^{n \times p})^{n+p-1} : \begin{array}{l}
x_\ell = 1 \\
y_r = 1 \\
x^T A_i y = 0, \forall i \in [n+p-1]
\end{array} \right\}. \]

We will show that for each \( \ell \in [n] \) and \( r \in [p] \) that \( S_{\ell,r} \) has measure zero. Without loss of generality, let \( \ell = r = 1 \).

Consider the affine space
\[ M := \left\{ (x, y, B_1, \ldots, B_{n+p-1}) \in \mathbb{R}^n \times \mathbb{R}^p \times (\mathbb{R}^{n \times p})^{n+p-1} : \begin{array}{l}
x_1 = 1 \\
y_1 = 1 \\
(B_i)_{1,1} = 0, \forall i \in [n+m-1]
\end{array} \right\}. \]

Let \( F_{1,1} : M \to (\mathbb{R}^{n \times p})^{n+p-1} \) send the element \( (x, y, B_1, \ldots, B_{n+p-1}) \) to \( (A_1, \ldots, A_{n+p-1}) \) where
\[ A_i = \begin{pmatrix} 1 & -x_2 & \cdots & -x_n \\
 & \ddots & \ddots & \ddots \\
 & & & x_n & 1 \\
 & & & & 1 \\
 & & & & 1 \\
\end{pmatrix}, \quad B_i = \begin{pmatrix} 1 & y_2 & \cdots & y_p \\
 & \ddots & \ddots & \ddots \\
 & & & -y_p & 1 \\
 & & & & 1 \\
\end{pmatrix}. \]

One may verify that \( F_{1,1} \) is a smooth map. Furthermore, its domain has dimension \((n-1)+(p-1)+(np-1)(n+p-1) = np(n+p-1)-1\). This is one less than the dimension of the space \((\mathbb{R}^{n \times p})^{n+p-1}\). It is known that the image of a Euclidean space under a smooth map into a Euclidean space of higher dimension must have Lebesgue measure zero (see Sard’s lemma [61]). Thus, \( F_{1,1}(M) \) has Lebesgue measure zero.

It remains to verify\(^3\) that \( S_{1,1} \subseteq F_{1,1}(M) \). Suppose \( (A_i) \in S_{1,1} \) and let \( x, y \) with \( x_1 = y_1 = 1 \) satisfy \( x^T A_i y = 0 \) for all \( i \in [n+p-1] \). Let
\[ B_i = \begin{pmatrix} 1 & -x_2 & \cdots & -x_n \\
 & \ddots & \ddots & \ddots \\
 & & & x_n & 1 \\
 & & & & 1 \\
 & & & & 1 \\
\end{pmatrix}^{-1}, \quad A_i = \begin{pmatrix} 1 & y_2 & \cdots & y_p \\
 & \ddots & \ddots & \ddots \\
 & & & -y_p & 1 \\
 & & & & 1 \\
\end{pmatrix}^{-1}. \]

Note that \( (B_i)_{1,1} = \frac{1}{\|x\|^2\|y\|^2} x^T A_i y = 0 \) for all \( i \in [n+p-1] \). The remaining sets \( S_{\ell,r} \) can be shown to have measure zero using analogous maps \( F_{\ell,r} \). This concludes the proof. \( \blacksquare \)

**Lemma 15.** Let \( n, k \in \mathbb{N} \) and consider the SDP relaxation of a QMP with \( k \) constraints in a variable of size \( n \times k \) and its dual:
\[ \inf_{Y \in \mathbb{S}^{n+k}} \left\{ \begin{array}{l}
\left\langle \begin{pmatrix} A_{\text{obj}}/2 & B_{\text{obj}}/2 \\
B_{\text{obj}}/2 & \frac{c_{\text{obj}}}{k} I_k \end{pmatrix}, Y \right\rangle, \quad Y = \begin{pmatrix} A_i/2 & B_i/2 \\
B_i^T/2 & \frac{c_i}{k} I_k \end{pmatrix}, \forall i \in [k]
\end{array} \right\} \geq \sup_{\gamma \in \mathbb{R}^k, T \in \mathbb{R}^{k \times k}} \left\{ \text{tr}(T) : \begin{pmatrix} A(\gamma)/2 & B(\gamma)/2 \\
B(\gamma)/2 & \frac{c(\gamma)}{k} I_k - T \end{pmatrix} \geq 0 \right\}. \]

\(^3\) It is in fact true that the two sets are equal but only one direction is necessary in this proof.
There exists a subset $\mathcal{E} \subseteq (\mathbb{S}^{n})^{1+k} \times (\mathbb{R}^{n \times k})^{1+k}$ of measure zero such that if

$$(A_{obj}, A_1, \ldots, A_k, B_{obj}, B_1, \ldots, B_k) \notin \mathcal{E}$$

and the primal and dual SDPs are both solvable, then strict complementarity holds and the primal and dual SDPs both have unique optimizers.

Proof. We will condition on the following bilinear system in the variables $(\gamma_{obj}, \ldots, \gamma_k) \in \mathbb{R}^{1+k}$ and $x \in \mathbb{R}^n$ having no nontrivial solutions:

$$\begin{cases}
\left(\gamma_{obj} A_{obj} + \sum_{i=1}^{k} \gamma_i A_i\right) x = 0 \\
\left(\gamma_{obj} B_{obj} + \sum_{i=1}^{k} \gamma_i B_i\right)^\top x = 0
\end{cases}$$

This is a homogeneous bilinear system in $n + 1 + k$ variables with $n + k$ constraints. Thus, by Lemma 14, this system has no nontrivial solutions outside an exceptional set $\mathcal{E}$ of measure zero.

Let $(\gamma^*, T^*)$ denote a dual optimum solution. We claim that $A(\gamma^*) \succ 0$. For the sake of contradiction, assume that $x \in \ker(A(\gamma^*))$ is nonzero. Then, by assumption, $x^*$ and $(1, \gamma^*)$ are not a solution to the bilinear system above, i.e., $B(\gamma^*)^\top x \neq 0$ and there exists a column of $B(\gamma^*)$, say the first column, that has nonzero inner product with $x$. This contradicts the feasibility of $(\gamma^*, T^*)$. Specifically for $\alpha \in \mathbb{R}$,

$$\begin{pmatrix}
\alpha x \\
e_1
\end{pmatrix}^\top \begin{pmatrix}
A(\gamma^*)/2 & B(\gamma^*)/2 \\
B(\gamma^*)/2 & \frac{c(\gamma^*)}{k} I_k - T^*
\end{pmatrix} \begin{pmatrix}
\alpha x \\
e_1
\end{pmatrix} = \alpha \langle x, B(\gamma^*)e_1 \rangle + \left(\frac{c(\gamma^*)}{k} + T^*_{1,1}\right).$$

Picking $\alpha$ large or small enough makes this quantity negative, contradicting that the matrix on the left is positive semidefinite.

We have shown that for every dual optimum solution $(\gamma^*, T^*)$, the above slack matrix has rank at least $n$. Similarly, any primal optimum solution $Y^*$ must have rank at least $k$. We deduce that every primal optimum solution $Y^*$ has rank exactly $k$ and that for every dual optimum solution $(\gamma^*, T^*)$, the slack matrix has rank exactly $n$. Now, these optimizers must correspond to faces of slices of $\mathbb{S}^{n+k}_+$. As the only faces of slices of $\mathbb{S}^{n+k}_+$ with constant rank are singleton sets, we deduce that there is a unique primal optimizer and a unique dual optimizer. ■

C Additional experiments on phase-retrieval inspired SDP instances

We perform additional experiments on SDP instances inspired by the phase retrieval problem.

The phase retrieval problem seeks to learn a vector $x^*$ given only the magnitudes of linear measurements of $x^*$, and finds applications in imaging. In the Gaussian model of phase retrieval [15], we assume $x^* \in \mathbb{R}^n$ is arbitrary and $G \in \mathbb{R}^{m \times n}$ is entrywise Gaussian with an appropriate normalization. We are given

$$|Gx^*|.$$ 

Here, the absolute value is taken entrywise. Equivalently, we are given the entrywise square of $Gx^*$, or $b = \text{diag}(Gx^*(x^*)^\top G^\top)$. In this setting, it is known that the PhaseLift SDP,

$$\min_{Y \succeq 0} \left\{ \text{tr}(Y) : \text{diag}(GYG^\top) = \beta \right\}$$
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has $(x^*)(x^*)^\top$ as its unique solution with high probability once the number of observations $m$ is roughly $O(n)$. Recent work [25] shows that strict complementarity holds between this SDP and its dual with high probability in the same regime.

We note that the Gaussian model of phase retrieval requires storing the matrix $G$ as part of the instance. This is a matrix of size $O(n^2)$ and thus limits the size of our current experiments. Nonetheless, we expect the behavior we observe with these experiments to hold in the real setting of phase retrieval where the matrix $G$ is highly structured and can be stored implicitly. We leave this as important future work.

We compare CertSDP (Algorithm 2), CSSDP [26], SketchyCGAL [76], ProxSDP [65], SCS [56], and Burer-Monteiro [12].

**Random instance generation.** We generate instances as follows. Suppose $n$ is given. We set $m = 5n$. We generate $G \in \mathbb{R}^{m \times n}$ where each entry is independent $N(0, 1/m)$. We then preprocess $G$ so that its $m$th observation vector, i.e., the $m$th row of $G$, is parallel to $e_n$. Next, we sample $x^*$ uniformly from $S^{n-1} \cap \{x \in \mathbb{R}^n : x_n = 0.1\}$.

Thus, this is a random instance of phase retrieval where we are given one highly-correlated observation.

**Implementation details.** The algorithms we test are mostly as described in Section 5.1. The major differences in implementation are described below:

- In the instances tested in Section 5, the $A_i$ matrices encountered were sparse. In the phase retrieval problems we test in this appendix, the $A_i$ matrices are dense but rank-one. The implementations of CertSDP, CSSDP, and SketchyCGAL are modified to handle such instances.
- Phase retrieval instances are likely to contain many dual optimal solutions that may not satisfy strict complementarity. Within CertSDP and CSSDP, we employ the Accelegrad algorithm to approximately solve

$$\max_{\gamma \in \mathbb{R}^n} \beta^T \gamma + \text{penalty} \min (0, \lambda_{\min} (I - G^T \text{Diag}(\gamma)G)) + \min(0, \lambda_{1+2}(I - G^T \text{Diag}(\gamma)G) - 0.1).$$

Here, $\lambda_{1+2}(\cdot)$ denotes the sum of the two smallest eigenvalues of a given matrix and is a concave expression in its input. This penalization/regularization encourages solutions $\gamma$ for which the second eigenvalue of $I - G^T \text{Diag}(\gamma)G$ is positive, so that $A(\gamma) \succ 0$. We set penalty = 10.
- Recall that in Section 5, we replaced the random sketch in SketchyCGAL with a projection onto a submatrix to reflect the fact that for QMP instances, the goal is to recover the $(n-k) \times k$ top-right submatrix of the SDP optimizer. For the phase retrieval experiments, we employ the random sketch as originally described in [75].

**Numerical results.** Due to memory constraints associated with storing $G \in \mathbb{R}^{m \times n}$, we test instances with size $n = 30, 100, 300$. We set the time limit to 50, 500, and 5000 seconds respectively. The results are summarized in Tables 4 to 6. The average memory usage of the algorithms is plotted in Figure 4. We compare the convergence behavior of CertSDP with that of CSSDP and SketchyCGAL on a single instance of each size in Figure 5.
Table 4: Experimental results for phase retrieval instances with \( n = 30 \) (10 instances) with time limit 50 seconds.

| Algorithm    | time (s)  | std.      | \( \|x - x^*\|_2^2 \) std. | memory (MB) | std.  |
|--------------|-----------|-----------|-----------------------------|-------------|-------|
| CertSDP      | \( 3.8 \times 10^1 \) | \( 1.4 \times 10^1 \) | \( 3.0 \times 10^{-20} \) \( 4.5 \times 10^{-20} \) | 0.0         | 0.0   |
| CSSDP        | \( 5.0 \times 10^1 \) | \( 2.9 \times 10^{-2} \) | \( 7.3 \times 10^{-9} \) \( 6.2 \times 10^{-9} \) | 0.0         | 0.0   |
| SketchyCGAL  | \( 5.0 \times 10^1 \) | \( 7.8 \times 10^{-2} \) | \( 1.2 \times 10^{-8} \) \( 9.2 \times 10^{-9} \) | 0.0         | 0.0   |
| ProxSDP      | 2.5       | \( 4.3 \times 10^{-1} \) | \( 6.2 \times 10^{-18} \) \( 1.2 \times 10^{-17} \) | \( 6.2 \times 10^{-1} \) | 1.6   |
| SCS          | \( 5.1 \times 10^1 \) | \( 5.2 \times 10^{-2} \) | \( 9.4 \times 10^{-4} \) \( 3.0 \times 10^{-3} \) | 0.0         | 0.0   |
| BM           | \( 4.3 \times 10^{-1} \) | \( 1.2 \times 10^{-2} \) | \( 1.1 \times 10^{-17} \) \( 1.5 \times 10^{-17} \) | \( 9.4 \times 10^{-2} \) | \( 2.5 \times 10^{-1} \) |

Table 5: Experimental results for phase retrieval instances with \( n = 100 \) (10 instances) with time limit 500 seconds.

| Algorithm    | time (s)  | std.      | \( \|x - x^*\|_2^2 \) std. | memory (MB) | std.  |
|--------------|-----------|-----------|-----------------------------|-------------|-------|
| CertSDP      | \( 2.6 \times 10^2 \) | \( 1.4 \times 10^2 \) | \( 1.2 \times 10^{-12} \) \( 3.9 \times 10^{-12} \) | 0.0         | 0.0   |
| CSSDP        | \( 5.0 \times 10^2 \) | \( 1.2 \times 10^{-2} \) | \( 1.1 \times 10^{-9} \) \( 1.1 \times 10^{-9} \) | 0.0         | 0.0   |
| SketchyCGAL  | \( 5.0 \times 10^2 \) | \( 2.1 \times 10^{-2} \) | \( 7.1 \times 10^{-8} \) \( 6.8 \times 10^{-8} \) | 0.0         | 0.0   |
| ProxSDP      | \( 4.8 \times 10^2 \) | \( 7.1 \times 10^1 \) | \( 2.9 \times 10^{-14} \) \( 9.3 \times 10^{-14} \) | \( 8.3 \times 10^2 \) | \( 5.7 \times 10^1 \) |
| SCS          | \( 5.1 \times 10^2 \) | \( 4.6 \times 10^{-1} \) | \( 8.0 \times 10^{-10} \) \( 2.1 \times 10^{-10} \) | \( 3.7 \times 10^2 \) | \( 4.8 \times 10^1 \) |
| BM           | \( 5.2 \times 10^{-1} \) | \( 6.7 \times 10^{-2} \) | \( 8.0 \times 10^{-17} \) \( 1.6 \times 10^{-16} \) | 0.0         | 0.0   |

Table 6: Experimental results for phase retrieval instances with \( n = 300 \) (10 instances) with time limit 5000 seconds.

| Algorithm    | time (s)  | std.      | \( \|x - x^*\|_2^2 \) std. | memory (MB) | std.  |
|--------------|-----------|-----------|-----------------------------|-------------|-------|
| CertSDP      | \( 5.0 \times 10^3 \) | \( 7.4 \times 10^1 \) | \( 2.8 \times 10^{-10} \) \( 2.5 \times 10^{-10} \) | 0.0         | 0.0   |
| CSSDP        | \( 5.0 \times 10^3 \) | \( 5.8 \times 10^{-2} \) | \( 1.3 \times 10^{-9} \) \( 8.4 \times 10^{-10} \) | 0.0         | 0.0   |
| SketchyCGAL  | \( 5.0 \times 10^3 \) | \( 2.5 \times 10^{-2} \) | \( 1.6 \times 10^{-6} \) \( 2.1 \times 10^{-6} \) | 0.0         | 0.0   |
| ProxSDP      | \( 5.1 \times 10^3 \) | 2.4       | \( 3.4 \times 10^{-4} \) \( 2.5 \times 10^{-4} \) | \( 6.9 \times 10^3 \) | \( 1.3 \times 10^3 \) |
| SCS          | \( 5.5 \times 10^3 \) | 6.9       | \( 4.3 \times 10^{-11} \) \( 6.9 \times 10^{-11} \) | \( 6.3 \times 10^3 \) | \( 1.2 \times 10^3 \) |
| BM           | 2.1       | 2.5       | \( 1.4 \times 10^{-14} \) \( 2.4 \times 10^{-14} \) | 0.0         | 0.0   |
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Figure 4: Memory usage of different algorithms on our phase retrieval instances as a function of the size $n$. In this chart, we plot 0.0 MB at 1.0 MB (see Remark 8 for a discussion on measuring memory usage).

The results for these experiments are qualitatively similar to those of Section 5. We make a few additional observations:

- On these phase retrieval instances, the dual suboptimality decreases to $\approx 10^{-3}$ before CertSDP seems to find a certificate of strict complementarity (see Figure 5). This suggests that the value of $\mu^*$ in these instances is relatively small.

- CSSDP outperforms SketchyCGAL and also outperforms CertSDP initially. The “crossover” point where CertSDP outperforms CSSDP occurs only after CSSDP is able to produce a primal iterate with squared error $\approx 10^{-7}$.

- CertSDP seems to suffer from numerical issues for $n = 300$ and is unable to decrease the primal squared error beyond $10^{-10}$. Nonetheless, CertSDP outperforms CSSDP and SketchyCGAL on all instances tested.
Figure 5: Comparison of convergence behavior between CertSDP (Algorithm 2), CSSDP, and SketchyCGAL on our phase retrieval instances. The first, second, and third rows show experiments with \( n = 30, 100, \) and 300 respectively.