Chaos in spatially homogeneous Hořava–Lifshitz subcritical cosmologies
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Abstract

We consider spatially homogeneous models in Hořava–Lifshitz (HL) gravity that perturbs general relativity (GR) by a parameter $v \in (0, 1)$ such that GR occurs at $v = 1/2$. We prove that the induced Kasner map is chaotic for a broad class of modified HL gravity models, when $v \in (0, 1/2)$, despite the fact that the Kasner map is multi-valued in such subcritical regime.
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1. Introduction

Hořava proposed a renormalizable, higher order gravity theory that recovers general relativity (GR) in low energy but with improved high-energy behaviors, see [20, 21, 35]. This approach violates full spacetime diffeomorphism and introduce anisotropic scalings of space and time. The deformation of the kinetics was firstly considered by DeWitt in [39], whereas higher order terms in the potential was originally suggested by Lifshitz in [26].

More precisely, Hořava gravity is a gauge theory formulated in terms of a lapse $N$ and a shift vector $N^i$, which serve as Lagrange multipliers for the constraints in a Hamiltonian context, and a three-dimensional Riemannian metric $g_{ij}$ on the slices of the preferred foliation. We consider projectable theories, when the lapse depends only on time, $N \equiv N(t)$. These objects arise from a $3+1$ decomposition of a four-metric according to,

$$g = -N^2 dt \otimes dt + g_{ij}(dx^i + N^i dt) \otimes (dx^j + N^j dt).$$  \hspace{1cm} (1.1)
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In suitable units and scalings, the dynamics of Hořava vacuum gravity is governed by the action

\[
S = \int N \sqrt{\det g_{ij}(T - V)} \mathrm{d}t \mathrm{d}^3x, \tag{1.2a}
\]

where \(T\) and \(V\) are given by

\[
T = K_{ij} K^{ij} - \lambda (K^k_k)^2, \tag{1.2b}
\]

\[
V = 1^4 V + 3^2 V + 4^2 V + \ldots, \tag{1.2c}
\]

\[
= k_1 R + k_2 R^2 + k_3 R^i_j R^j_i + k_4 R^i_j C^j_i + k_5 C^i_j C^j_i + k_6 R^3 + \ldots \tag{1.2d}
\]

Here \(K_{ij}\) is the extrinsic curvature, \(R\) and \(R_{ij}\) are the scalar curvature and Ricci tensor (of the spatial metric \(g_{ij}\)), respectively, while \(C_{ij}\) is the Cotton–York tensor [21], while the constants \(\lambda, k_1, \ldots, k_6\) are real parameters. Each potential term \(V_i\), where \(i = 1, \ldots, 6\), is defined as the \(i\)-th summand in (1.2d). Repeated indices are summed over according to Einstein’s summation convention.

Full spacetime diffeomorphism invariance in GR fixes \(\lambda = 1\) uniquely and set all parameters of \(V\) in (1.2d) to zero, except \(k_1 = -1\) (i.e. \(V = -R\)), see [20, 21]. Thus GR is a special case among the Hořava models. The introduction of \(\lambda\) changes the scaling properties of the field equations, as does the introduction of additional curvature terms. Since some of the curvature terms have different scaling properties, sums of such terms in \(V\) result in that the field equations no longer are scale-invariant.

The classical Belinski, Khalatnikov and Lifshitz picture suggests that generic singularities in GR are: (i) vacuum dominated, (ii) local and (iii) oscillatory. In this regard, vacuum spatially homogeneous cosmologies, the Bianchi models, are expected to play a key role in the dynamical asymptotic behaviour, see [4, 5, 17, 19, 30, 36, 37]. Similarly, the Bianchi models in Hořava gravity are also expected to describe generic singularities, see [2, 14, 18, 33]. In general, it is heuristically argued that there is an ‘asymptotically dominant’ curvature term in (1.2d) toward the initial singularity, yielding a respective dominant Bianchi model, see [18, appendix A].

In appendix A, we deduce the dominant Bianchi models in vacuum Hořava gravity:

\[
\Sigma'_+ = 4v(1 - \Sigma^2)\Sigma_+ + S_+, \tag{1.3a}
\]

\[
\Sigma'_- = 4v(1 - \Sigma^2)\Sigma_- + S_-, \tag{1.3b}
\]

\[
N'_1 = -2(2v\Sigma^2 + 2\Sigma_+)N_1, \tag{1.3c}
\]

\[
N'_2 = -2(2v\Sigma^2 + \Sigma_+ + \sqrt{3}\Sigma_-)N_2, \tag{1.3d}
\]

\[
N'_3 = -2(2v\Sigma^2 + \Sigma_+ - \sqrt{3}\Sigma_-)N_3, \tag{1.3e}
\]

for some parameter \(v \in (0, 1)\), where the vector field is defined as follows

\[
\Sigma^2 := \Sigma^2_+ + \Sigma^2_-, \tag{1.4a}
\]

\[
S_+ := 2 \left[ (N_1 - N_2)^2 - N_1 (2N_1 - N_2 - N_3) \right], \tag{1.4b}
\]

\[
S_- := 2\sqrt{3}(N_3 - N_2)(N_1 - N_2 - N_3). \tag{1.4c}
\]
We denote \( ' = \frac{d}{d\tau} \) the time derivative with respect to a time variable such that the singularity occurs as \( \tau \to \infty \). The evolution equations (1.3) are bound to the constraint:

\[
1 = \Sigma^2 + N_1^2 + N_2^2 + N_3^2 - 2N_1N_2 - 2N_2N_3 - 2N_3N_1, \tag{1.5}
\]

which restricts the phase-space \( \mathbb{R}^3 \) to a four-dimensional invariant submanifold.

Equations (1.3) describe vacuum spatially homogeneous models in GR when \( v = 1/2 \), and thus \( v \in (0, 1) \) denotes perturbations of GR. Moreover, in [18, appendix A.2], they argue that the equations (1.3) are expected to asymptotically describe the dynamics of each individual potentials \( V_i \), where \( i = 1, \ldots, 6 \), for the respective parameters,

\[
\begin{align*}
\dot{v} &= \frac{1}{\sqrt{2(3\lambda - 1)}}, \\
\dot{2}v &= 3v = \frac{1}{4}, \\
\dot{4}v &= \frac{1}{10}, \\
\dot{5}v &= 6v = 0. 
\end{align*} \tag{1.6}
\]

For example, the exact evolution equations for vacuum spatially homogeneous \( \lambda \)-R models occur with parameter value \( \dot{v} \) defined in (1.6), whereas a Hořava model with quadratic (resp. cubic) potentials given by \( \dot{2}v = k_2R^2 \) (resp. \( \dot{6}v = k_6R^6 \)) have dominant asymptotic evolution equation with parameter \( \dot{4}v = 4v/4 \) (resp. \( \dot{3}v = 0 \)). Instead of considering a particular \( \dot{v} \), we analyze all \( v \in (0, 1) \), which takes into account all possible dominant potentials in (1.2d).

The dynamics of the ODEs (1.3) in GR, when \( v = 1/2 \), has been extensively considered in the literature. A major achievement is the attractor theorem by Ringström, which states that the \( \omega \)-limit set of generic solutions of Bianchi type IX is contained in the space of solutions (1.7) in (1.5). Therefore, it is expected that the concatenation of heteroclinic orbits of Bianchi type II and the induced map of Bianchi type I (the so-called Kasner map) play a key role in the dynamics. More rigorous results can be found, for example, in [3, 7, 12, 25]. A state of the art overview is provided in [17, 19].

In the case that \( v \neq 1/2 \), some of the features of GR persist. In particular, the Bianchi hierarchy of invariant sets remains valid depending on whether the variables \( N_\alpha \) are nonzero. Bianchi type I consists of all \( N_\alpha \) being zero, Bianchi type II consists of a single non-zero \( N_\alpha \), Bianchi types VI_0, VII_0 consist of two non-zero \( N_\alpha \), and Bianchi types VIII, IX consist of three non-zero \( N_\alpha \).

Bianchi type I solutions are characterized by all \( N_\alpha = 0, \alpha = 1, 2, 3 \). The constraint (1.5) reduces the phase space to the Kasner circle of equilibria:

\[
K^\circ := \left\{ (\Sigma_+, \Sigma_-, 0, 0, 0) \in \mathbb{R}^5 \mid \Sigma_+^2 + \Sigma_-^2 = 1 \right\}. \tag{1.7}
\]

There are three special points in \( K^\circ \) corresponding to the Taub representation of Minkowski spacetime in GR. They are therefore called the Taub points and given by

\[
T_1 := (-1, 0), \quad T_2 := \left( \frac{1}{2}, \frac{\sqrt{3}}{2} \right), \quad T_3 := \left( \frac{1}{2}, -\frac{\sqrt{3}}{2} \right). \tag{1.8}
\]

Note the existence of the Kasner circle is independent on the parameter \( v \in (0, 1) \). Its stability, however, depends strongly on the parameter and this affects the type II solutions, which will be described next.

In general, linearization of equations (1.3) at \( K^\circ \) results in \( N_1 = 2(\Sigma_+|\Sigma_+ - v)N_1 \), and thereby the stability behaviour of \( N_1 \) changes when \( \Sigma_+|\Sigma_+ = v \). We define the unstable Kasner arc, denoted by int(\( A_1 \)), to be the points in \( K^\circ \) that are unstable in the \( N_1 \) variable, i.e. when \( \Sigma_+ > v \). The closure of int(\( A_1 \)) is denoted by \( A_1 \) and is given by

\[
A_1 := \left\{ (\Sigma_+, \Sigma_-, 0, 0, 0) \in K^\circ \mid \Sigma_+ \geq v \right\}. \tag{1.9}
\]
Note that the arc $A_1$ is a symmetric portion of $K^r$ with point $Q_1 := -T_1$ in the middle. The boundary set $\partial A_1$ consists of two fixed points, which coincide with the Taub points $T_2$ and $T_3$ when $v = 1/2$, but unfolds each Taub point into two non-hyperbolic fixed points when $v \neq 1/2$. Equivariance yields the arcs $A_2, A_3$, where the respective variables $N_2, N_3$ are unstable, and leads to similar statements for $T_2$ and $T_3$. For $v < 1/2$, we define

$$A_{\alpha\beta} := A_\alpha \cap A_\beta, \quad \text{and} \quad A := \bigcup_{\alpha\beta} A_{\alpha\beta},$$

where $(\alpha\beta\gamma)$ is a permutation of $(123)$.

Bianchi type II solutions consist of three disjoint hemispheres with a common boundary: the Kasner circle. More precisely, it is the set of solutions where two $N$-variables are zero and one is nonzero, i.e. $B_{N_1} \cup B_{N_2} \cup B_{N_3}$, where

$$B_{N_1} := \left\{ (\Sigma_+, \Sigma_-, N_1, 0, 0) \in \mathbb{R}^5 \mid N_1 > 0, N_1^2 = 1 - \Sigma^2 \right\},$$

and $B_{N_2}, B_{N_3}$ are obtained by equivariance with non-zero $N_2, N_3$, respectively. Solutions of (1.3) in the hemisphere $B_{N_1}$ are heteroclinic orbits between two Kasner equilibria with $\alpha$-limit sets in int($A_1$) and $\omega$-limit in the complement $A_1^c := K^r \setminus A_1$, as depicted in figure 1. Similarly for $B_{N_2}, B_{N_3}$. For more details, see [18].

Thus, the type II solutions in $B_{N_1}$ induce a map from the $\alpha$-limit set to the $\omega$-limit set of heteroclinics in $B_{N_1}$, denoted by $K_1 : A_1 \to A_1$. In particular, we can parameterize $A_1$ by polar coordinates $(\Sigma_+, \Sigma_-) = (\cos(\varphi), \sin(\varphi))$, which implies that the angle variable $\varphi \in A_1 = [-\arccos v, \arccos v]$. In this coordinates, the map $K_1$ is given by

$$K_1(\varphi) := \pi - 2 \arctan \left( \frac{1 + v}{1 - v} \tan \left( \frac{\varphi}{2} \right) \right),$$

with derivative given by $|DK_1(\varphi)| = g(\varphi) := \frac{1 + v}{2 - 1 - 2 \cos(\varphi)} \geq 1$, see Figure 2.

Analogous constructions in $B_{N_2}$ and $B_{N_3}$ yield maps $K_2$ and $K_3$, which altogether induce a discrete map of the circle called the Kasner map $K : K^r \to K^r$. See figure 3. Note that iterations of $K$ represent a sequence of heteroclinic Bianchi type II trajectories.

The map $K$ depends on $v$ according to three qualitatively different regimes, as in figure 3. For the critical case $v = 1/2$ associated with GR, the Kasner circle $K^r$ is inscribed in the triangle formed by the points $2Q_1, 2Q_2, 2Q_3$ and the map $K$ is known to be generically chaotic,
Figure 2. The function $g(p)$ for $p \in A_1$. For $v \in (0, 1/2)$, note that any open set $U \subseteq A_1 \setminus (A_{12} \cup A_{13})$ satisfies $|K_1(U)| \geq |DK_1(t_*)| \cdot |U|$ such that $|DK(t_*)| > 1$ and $t_*$ is the unique point in $\partial A_{12} \cap \text{int}(A_1)$.
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(a): Subcritical: $v \in (0, 1/2)$.  (b): Critical: $v = 1/2$.  (c): Supercritical: $v \in (1/2, 1)$.

Figure 3. The geometric description of the Kasner map $K$ in the three different regimes. The subcritical case, $v \in (0, 1/2)$, each pair of arcs $A_1, A_2, A_3$ intersects at (bold) sets, where a point has two distinct trajectories and $K$ is multi-valued. The critical case, $v = 1/2$, corresponds with GR and each pair of arcs $A_1, A_2, A_3$ only intersect at their boundary: the Taub points $T_1, T_2, T_3$. The supercritical case, $v \in (1/2, 1)$, the complement of the arcs $A_1, A_2, A_3$ is the (dashed) stable set $S$ that consists of fixed points of $K$.

see [4, 9, 10, 24, 30, 36, 37] and references therein. For the supercritical case, $v \in (1/2, 1)$, the three arcs are pairwise disjoint and their union does not cover $K^c$; its complement is a set consisting of stable fixed points of $K$ and thus it is called the stable set $S$. The map $K$ is well-defined and it was shown that the set of points that never reaches the set $S$ is Cantor set of measure zero, in which the map $K$ is chaotic. See [18]. For $v \in (0, 1/2)$, the map $K$ is multi-valued for points in the overlap regions $A_1 \cap A_2$ and uniquely determined for the remaining points. Moreover, certain choices of the multi-valued map is discontinuous at $\partial(A_1 \cap A_2)$, but even when lateral limits exist, the derivative may be 1 which makes the map weakly hyperbolic. For this reason, little is known in this case and the map was conjectured to be chaotic in [18].

Our goal is to prove that the Kasner map is chaotic for $v \in (0, 1/2)$, which thereby completes the program in [18]. As a consequence, we rigorously show that GR is a critical case associated with a bifurcation where chaos becomes generic, i.e. GR is a specific model among Hořava.
Thus for any $\omega$, the fact that the Kasner map is multi-valued complicates the analysis. Next, we provide our main result.

For $v \in (0, 1/2)$, we extend the Kasner maps which are defined only in each arc $A_n$ to the whole circle, i.e., we define the maps $K_{\mu \nu \zeta} : K^\circ \to K^\circ$ given by

$$K_{\mu \nu \zeta}(p) := \begin{cases} K_\alpha(p), & \text{if } p \in A_n \setminus \mathcal{A}, \\ K_\beta(p), & \text{if } p \in A_1 \cap A_2, \\ K_\gamma(p), & \text{if } p \in A_2 \cap A_3, \\ K_\delta(p), & \text{if } p \in A_1 \cap A_3, \end{cases}$$

(1.13)

for each $\mu \in \{1, 2\}$, $\nu \in \{2, 3\}$, $\zeta \in \{1, 3\}$. Each map $K_{\mu \nu \zeta}$ in (1.13) selects a particular map in the multi-valued region. To account for the full multi-valued dynamics, we have to consider all possible words $\mu \nu \zeta$ for the iterations. Hence, define the space of symbols

$$\Sigma := \{ \omega = (\mu_n, \nu_n, \zeta_n)_{n \geq 1} : \mu_n \in \{1, 2\}, \nu_n \in \{2, 3\}, \zeta_n \in \{1, 3\} \text{ for all } n \geq 1 \}. \quad (1.14)$$

Thus for any $\omega = (\omega_n)_{n \geq 1} \in \Sigma$, we can define the following iterates for $p \in K^\circ$,

$$K^n_\omega(p) := K_{\omega_0} \circ \cdots \circ K_{\omega_1}(p),$$

(1.15)

where $n \geq 1$ and $K^0_\omega := \text{Id}_{K^\circ}$. This describes the Kasner map in a skew-product fashion:

$$K : \Sigma \times K^\circ \to \Sigma \times K^\circ,$$

(1.16)

$$(\omega, p) \mapsto (\sigma(\omega), K_\omega(p)),$$

(1.17)

where $\sigma(\omega) = \sigma(\omega_1 \omega_2 \omega_3 \ldots) = \omega_2 \omega_3 \ldots$ is the shift-map.

In order to describe the chaotic aspects of our skew-product Kasner map, we define a suitable notion of chaos. We say that the Kasner map realizes chaos if:

(a) The Kasner map realizes sensitivity to initial conditions, i.e., if there exists $\delta > 0$ such that for every $p \in K^\circ$ and every neighborhood $U$ of $p$, there are $q \in U \setminus \{p\}$, $n \in \mathbb{N}_0$ and $\omega, \omega^* \in \Sigma$ such that $d(K^n_\omega(p), K^n_{\omega^*}(q)) \geq \delta$.

(b) The Kasner map realizes topological transitivity, i.e., for any open sets $U, V \subset K^\circ$ there are $n \in \mathbb{N}, \omega \in \Sigma$ such that $K^n_\omega(U) \cap V \neq \emptyset$.

(c) The Kasner map realizes dense periodic orbits, i.e., for every $p \in K^\circ$ and every neighborhood $U \subset K^\circ$ of $p$ there are $\omega \in \Sigma, q \in U, n \in \mathbb{N}$ such that $K^n_\omega(q) = q$.

Note that the map in (1.13) can be appropriately extended for $v \in [1/2, 1)$, for which the above definition coincides with Devaney’s chaos, see [11]. Other definitions of chaos in such a multi-valued setting are possible, such as requiring generic $\omega \in \Sigma$. However, it renders a more difficult analysis to obtain rigorous results. Next, we provide our main result.

**Theorem 1.1.** The (multi-valued) Kasner map realizes chaos for all $v \in (0, 1/2)$.

Sensitivity to initial data has been observed numerically for some HL models in [33]. Thus, theorem 1.1 goes beyond rigorously confirming these predictions by means of the Kasner map, as we establish the occurrence of chaos (via topological transitivity and dense periodic orbits). Moreover, similar to GR, it is heuristically argued in [18, appendix A] that the generic dynamics of Bianchi type IX models in HL gravity should be described by the appropriate Kasner map. See also [2, 14]. Thus, not only generic Bianchi type IX solutions in HL are expected to
Lemma 2.1. Consider a connected open set \( U \subset \mathbb{K}^n \).

(a) For any \( \omega \in \Sigma \), there is an \( N \in \mathbb{N}_0 \) such that \( \mathcal{K}_n^N(U) \) is connected and \( \mathcal{K}_n^N(U) \cap A \neq \emptyset \).

(b) There are \( \omega \in \Sigma, M \in \mathbb{N}_0 \) such that \( \mathcal{K}_n^M(U) \supseteq A_\alpha \cap A_\beta \) for some \( \alpha, \beta \in \{1, 2, 3\}, \alpha \neq \beta \).

Proof. To prove (a), suppose towards a contradiction that \( \mathcal{K}_n^N(U) \cap A = \emptyset \) for every \( n \gtrsim 0 \). Note that for each \( n \gtrsim 0 \) there exists \( \alpha_n \in \{1, 2, 3\} \) such that \( \mathcal{K}_n^N(U) \) is connected and \( \mathcal{K}_n^N(U) \subset A_{\alpha_n} \setminus A \). Moreover, since the Kasner map is strictly expanding in \( A_{\alpha_n} \setminus A \), according to figure 4, we obtain that

\[
|\mathcal{K}_n^N(U)| \geq |D\mathcal{K}(t_n)|^{n-1} |U|,
\]

for all \( n \geq 0 \), where \( |D\mathcal{K}(t_n)| > 1 \). Thus \( \lim_{n \to \infty} |\mathcal{K}_n^N(U)| = \infty \), which contradicts the fact that the image of the Kasner map lies in the Kasner circle (of finite measure).

To prove (b), we first claim that there exists a symbol \( \omega \in \Sigma \) and \( n \in \mathbb{N}_0 \) such that \( \mathcal{K}_n^N(U) \) is open, connected and \( \mathcal{K}_n^N(U) \cap \partial A \) contains at least two points.

Suppose, towards a contradiction, that for every \( \omega \in \Sigma \) and \( n \in \mathbb{N}_0 \), the set \( \mathcal{K}_n^N(U) \cap \partial A \) contain strictly less than two points. Note that in this case, there are symbols \( \omega \in \Sigma \) such that the set \( \mathcal{K}_n^N(U) \) is open and connected for any \( n \in \mathbb{N}_0 \). This implies that for any \( n \in \mathbb{N}_0 \), there is \( \alpha(n) \in \{1, 2, 3\} \) such that \( \mathcal{K}_n^N(U) \subset A_{\alpha(n)} \) and \( \mathcal{K}_n^N(U) \cap \partial A \) contain strictly less than two points.

Let \( (N_k)_{k \geq 1} \) be the increasing sequence of all indices such that \( \mathcal{K}_n^N(U) \cap A \neq \emptyset \) which was proved in item (a). If \( \mathcal{K}_n^N(U) \cap \partial A = \emptyset \) for all \( k \), then \( \mathcal{K}_n^N(U) \subset \text{int}(A) \) and thereby \( \mathcal{K}_n^N(U) \subset A_{\alpha(n)} \setminus A \). This yields an infinite sequence of maps with uniform expansion, which yields a contradiction akin to the proof of item (a). Therefore \( \mathcal{K}_n^N(U) \cap \partial A \) contains exactly 1 point for some \( N_k \). Thus, there is a symbol \( \omega \in \Sigma \) such that \( \mathcal{K}_n^N(U) \cap \partial A = \emptyset \) and we can repeat the above argument in order to construct an increasing sequence \( (N_k)_{k \geq 1} \) of indices such that \( \mathcal{K}_n^N(U) \cap \partial A \) contains exactly 1 point. We have two cases:

(a) If \( N_{k+1} = N_k + 1 \) for all \( k \in \mathbb{N}_0 \), then \( \mathcal{K}_n^{N_k+1}(U) \subset A_{\alpha(N_k+1)} \) for all \( k \in \mathbb{N}_0 \). Hence, there is an infinite subsequence of indices for which the Kasner maps have uniform expansion, yielding a contradiction.

(b) If \( N_{k+1} = N_k + 1 \) for some \( k \in \mathbb{N}_0 \), then

\[
\mathcal{K}_n^{N_k+1}(U) \supseteq A_{\alpha(N_k+1)} \setminus \big( A \cup \mathcal{K}_n^{N_k}(A_{\alpha(N_k+1)}) \big)
\]

(2.2)
\[ \omega \in N \]

within the triplets \( \omega \)es, \( \omega \)ehood \( U \alpha \) two points. There are two cases. First, if \( \omega \)N \( \beta \)

In this case, there exists a symbol \( K \)on the intersection \( A \alpha \) is complete. Second, if \( \omega \)N \( \beta \)

We can now finish the proof of item (b), since we have proved that there exists a symbol \( v \)ext of \( \omega \)forsome \( A \alpha \) of \( \omega \)e

Therefore \( K^{N+2}_{\xi}(U) \cap \partial A \) contains at least two points, which yields a contradiction, see Figure 4.

We can now finish the proof of item (b), since we have proved that there exists a symbol \( \omega \) \( \in \Sigma \), where \( K_{\alpha}(N) \) is the map defined in the arc \( A(\alpha N) \) as in (1.12). Thus,

\[
K^{N+2}_{\xi}(U) \supseteq K_{\alpha}(N_{k}+1) \left( A(\alpha N_{k}+1) \setminus \left( A \cup K_{\alpha}(N_{k}+1) \right) \right) \quad (2.3a)
\]

\[
\supseteq A(\alpha N_{k}) \cap A(\alpha N_{k}+2), \quad (2.3b)
\]

Next, we prove the chaotic properties of the multi-valued Kasner map for \( v \in (0, 1/2) \)

Sensitivity to initial conditions

Without loss of generality, consider any point \( p \in K^{\circ} \) and an open connected neighborhood \( U \subset K^{\circ} \) of \( p \). Lemma 2.1, item (a), implies that for any \( \omega \) \( \in \Sigma \), there exists a minimal \( N \in \mathbb{N} \) such that \( K^{N}_{\omega}(U) \cap A \neq \emptyset \). Thus, there is a point \( q \in U \) such that \( K^{N}_{\omega}(q) \in A \alpha \cap A \beta \) and \( K^{N}_{\omega}(p) \in A \alpha \setminus A \beta \) for some \( \alpha, \beta, \gamma \in \{1, 2, 3\} \), which are pairwise different.

We then choose two different symbols \( \omega, \omega^{*} \in \Sigma \) which only coincide at the first \( N \) iterates, \( \omega_{n} = \omega_{n}^{*} \) for \( n = 1, \ldots, N \), but differ at the next iterate such that the appropriate symbols within the triplets \( \omega_{N+1} = (\mu N+1, \nu N+1, \zeta N+1) \) and \( \omega_{N}^{*} = (\mu_{N}^{*}, \nu_{N}^{*}, \zeta_{N}^{*}) \) corresponding to the intersection \( A \alpha \cap A \beta \) attain different values: \( \alpha \) or \( \beta \). In other words, the \((N+1)\) iterate is given by

\[
K^{N+1}_{\omega}(p) = K_{\alpha}(K^{N}_{\omega}(p)) \quad \text{and} \quad K^{N+1}_{\omega^{*}}(q) = K_{\beta}(K^{N}_{\omega^{*}}(q)), \quad (2.4)
\]
where $\mathcal{K}_\alpha$ and $\mathcal{K}_\beta$ are the appropriate maps defined in the arcs $A_\alpha$ and $A_\beta$, as in (1.12). See figure 5. Therefore, \( d \left( K^{N+1}_\omega(p), K^{N+1}_\omega(q) \right) > \delta \), where \( \delta := |A|/3 \).

**Topological transitivity**

Consider open sets $U, V \subseteq \mathbb{K}^2$. Without loss of generality, $U$ is connected. We claim that for any $\alpha, \beta \in \{1, 2, 3\}, \alpha \neq \beta$, there are $\omega_\ast \in \Sigma$ and $N_\ast \in \mathbb{N}_0$ such that $K^{N_\ast}_\omega(A_\alpha \cap A_\beta) \cap V \neq \emptyset$.

Topological transitivity follows directly from such claim, since due to lemma 2.1, item (b), there are $\omega \in \Sigma$, $M \in \mathbb{N}_0$ such that $K^M(U) \supseteq A_\alpha \cap A_\beta$ for some $\alpha, \beta \in \{1, 2, 3\}, \alpha \neq \beta$, and thus

\[
K^{N_\ast}_\omega \circ K^M(U) \cap V \neq \emptyset. \tag{2.5}
\]

Let us now prove the claim. For the sake of notation, we suppose $\alpha = 2, \beta = 3$, as the other cases are analogous. Consider the symbols $\omega' = (\mu'_k, \nu'_k, \zeta'_k)_{k \in \mathbb{N}_0}$, $\omega'' = (\mu''_k, \nu''_k, \zeta''_k)_{k \in \mathbb{N}_0} \in \Sigma$ which are periodic in the second coordinate according to

\[
\nu'_n = \begin{cases} 
2, & \text{if } n \text{ is odd} \\
3, & \text{if } n \text{ is even}
\end{cases} \quad \text{and} \quad \nu''_n = \begin{cases} 
3, & \text{if } n \text{ is odd} \\
2, & \text{if } n \text{ is even}.
\end{cases} \tag{2.6}
\]

There exists an $m \in \mathbb{N}_0$ such that the union of iterates $K^k_{\omega'}(A_2 \cap A_3)$ and $K^k_{\omega''}(A_2 \cap A_3)$ for $k = 1, \ldots, m$ covers the arcs $A_2$ and $A_3$. Moreover, the next iterate of these sets will cover $A_1 \setminus A$. Consequently the union of all iterates $k = 1, \ldots, m + 1$ of the set $A_2 \cap A_3$ under the maps $K_{\omega'}$ and $K_{\omega''}$ will cover the Kasner circle. See figure 6. Consequently, there is an $N_\ast \in \mathbb{N}_0$ such that $N_\ast \leq m + 1$ and $K^{N_\ast}_\omega(A_2 \cap A_3) \cap V \neq \emptyset$ for any set $V \subseteq \mathbb{K}^2$.

\[\text{Figure 5. After the (cyan) set } K^{N}_\omega(U) \text{ intersects the (bold) overlap region } A_\alpha \cap A_\beta, \text{ we choose different symbols } \omega, \omega^* \text{ such that the corresponding further images of } K^{N}_\omega(p) \in A_\alpha \setminus A_\gamma \text{ and } K^{N}_\omega(q) \in A_\alpha \cap A_\beta \text{ are } \delta := |A|/3 \text{ apart. Note that } K^{N}_\omega(p) \text{ can be either in } A_\alpha \cap A_\beta \text{ or } A_\alpha \setminus A_\beta.\]

\[\text{See figure 5. Therefore, } d \left( K^{N+1}_\omega(p), K^{N+1}_\omega(q) \right) > \delta, \text{ where } \delta := |A|/3.\]

\[\text{Note that } \delta \text{ increases as the parameter } v \in (0,1/2) \text{ decreases. This indicates that as } v \in (0,1/2) \text{ decreases, the system has more sensitivity to initial data.}\]
Density of periodic orbits

Given any point \( p \in K^c \) and an open neighborhood \( U \subseteq K^c \) of \( p \), we will show that for sufficiently small \( \epsilon > 0 \) there exist a closed neighborhood \( N_\epsilon \subseteq U \) and a contraction in \( N_\epsilon \), which is constructed by pre-images of maps \( K_{\mu \nu} \) in (1.13). Hence Banach’s fixed point theorem implies that there is a periodic point in \( N_\epsilon \) and thereby also in \( U \).

Recall the construction in the proof of topological transitivity, which guarantees that there are symbols \( \omega_1, \omega_2 \in \Sigma \) such that the union of iterates \( K_{\omega_1}^k (A_2 \cap A_3) \) and \( K_{\omega_2}^k (A_2 \cap A_3) \) for \( k = 1, \ldots, m + 1 \) covers the Kasner circle, see figure 6. We can repeat this procedure for the other overlap regions. Indeed, consider the symbols \( \tilde{\omega}_1, \tilde{\omega}_2 \in \Sigma \) which are periodic in \( \tilde{\mu}_1, \tilde{\mu}_2 \) with alternating numbers 1, 2, similar to (2.6). Therefore, the union of iterates \( K_{\tilde{\omega}_1}^k (A_1 \cap A_2) \) and \( K_{\tilde{\omega}_2}^k (A_1 \cap A_2) \) for \( k = 1, \ldots, m + 1 \) covers the Kasner circle.

For sufficiently small \( \epsilon > 0 \), we choose a closed neighborhood \( N_\epsilon \subseteq U \) which is strictly contained in only one set of the following family:

\[
\left\{ \begin{array}{c}
K_{\omega_1}^k (A_\alpha \cap A_\beta) \cap K_{\omega_2}^n (A_\alpha \cap A_\gamma) \\
(\alpha \beta \gamma) \text{ is a permutation of } (123) \\
\omega_1, \omega_2 \in \{ \omega', \omega'', \tilde{\omega}_1, \tilde{\omega}_2, \tilde{\omega}, \tilde{\tilde{\omega}} \} \\
k, n \in \{ 1, \ldots, m + 1 \}
\end{array} \right\}.
\]

(2.7)

Hence, for any distinct \( \alpha, \beta \in \{ 1, 2, 3 \} \), there are \( N^* \leq m + 1 \) and \( \omega_* \in \{ \omega', \omega'', \tilde{\omega}, \tilde{\omega}, \tilde{\tilde{\omega}} \} \) such that \( N_\epsilon \subseteq K_{\omega_*}^{N^*} (A_\alpha \cap A_\beta) \). Moreover, due to lemma 2.1, item (b), there are \( \omega \in \Sigma, M \in \mathbb{N}_0 \) such that \( K_{\omega}^M (N_\epsilon) \supseteq A_\alpha \cap A_\beta \) for some distinct \( \alpha, \beta \in \{ 1, 2, 3 \} \). Therefore, choosing the appropriate pre-images yields the following contraction,

\[
K_{\omega_1}^{-M} \circ K_{\omega_2}^{-N^*} : N_\epsilon \to N_\epsilon,
\]

(2.8)

and thereby we obtain a fixed point. Note that less than \( N^* + M \) maps in the concatenation (2.8) are non-uniform contractions, which implies that the whole concatenation is a contraction. Therefore, there is a periodic orbit with period \( N_\epsilon + M \) and symbol which repeats periodically \( (w_1 \ldots w_{N^*}, w_1 \ldots w_M) \).

Figure 6. The union of iterates of \( A_1 \cap A_2 \) by the maps \( K_{\omega} \) will eventually cover the circle.
3. Conclusion

We give an overview on our proof methodology, some consequences, alternative approaches and possible future directions. We also compare our results with the existing literature.

The proof in section 2 is based on the technical lemma 2.1, which shows that iterated images of an arbitrary open set of the Kasner circle eventually cover some connected component of the multi-valued set $A$ that possess positive length for $v \in (0, 1/2)$. This allows us to prove theorem 1.1 using a constructive approach, due to the freedom to choose among different iterates once one component of the multi-valued set $A$ is covered. This readily yields sensitivity to initial conditions, since there are two possible immediate iterates after covering a component of $A$, which are at least $|A|/3$ apart. To prove topological transitivity, we again construct two different iterates after a component of $A$ is covered and compare their eventual images: their union cover the whole circle, and thus they also cover any particular set. The density of periodic orbits is obtained by considering appropriate pre-images of an arbitrary set until it is eventually contained in $A$, and then concatenating with appropriate pre-images that eventually return to the initial arbitrary set. Such a concatenation yields a uniform contraction and thereby a fixed point by Banach’s fixed point theorem.

Note our proof relies on the specific definition of chaos realization for multi-valued maps in the introduction, which considers the three conditions of chaos for some $\omega \in \Sigma$. On may wish to investigate a more rigid notion of chaos realization for the multi-valued map, such as requiring the three conditions to be satisfied for every element in the space $\Sigma$, or almost every symbol in $\Sigma$ with respect to the product measure of uniform distributions of each trajectory to be chosen at time $n$. However, this would probably require a non-constructive approach.

Notice the multi-valued set $A$ degenerates at the Taub points towards GR, i.e. $|A| \to 0$ as $v \to 1/2$. In particular, the technical lemma 2.1 fails and thus our proof for the subcritical case, $v \in (0, 1/2)$, does not provide a satisfactory approximation of generic dynamics for GR. This is in contrast with the supercritical case, $v \in (1/2, 1)$, that yields a limiting symbolic dynamics description for the generic dynamics of GR; see [18, appendix C]. In this regard, we believe that the subcritical regime may provide a suitable approximation of the non-generic dynamics in GR by unfolding the degenerate Taub points with the parameter $v$, as known rigorous results in GR fail nearby the Taub points, for example [3, 25]. Similarly, the proof fails in the limit $v \to 0$, since the Kasner map becomes an isometry and there is no expansion, see [8].

Even though the overall dynamics of the Kasner circle map $K$ is far from being understood, there are special features which can be compared with the supercritical case, $v \in (1/2, 1)$. Consider the set $\tilde{C}$ of points in the Kasner circle $K^\circ$ for which all iterates of $K$ consist of exactly one positive eigenvalue in the $N_\alpha$ variables, see figure 3, i.e.

$$\tilde{C} := \{ p \in K^\circ \mid K^n(p) \notin \text{int}((A_1 \cap A_2) \cup (A_1 \cap A_3) \cup (A_2 \cap A_3)) \quad \text{for all } n \in \mathbb{N}_0 \}. \quad (3.1)$$

This set is given by the points that never reach the overlaps $\text{int}(A_\alpha \cap A_\beta)$. The map $K$ is thereby not multi-valued on the set $\tilde{C}$, and thus $K$ is a well-defined map. Furthermore, the set $\tilde{C}$ is not empty since, e.g. there are two (physically equivalent) period three cycles, see [18].

The complement of the set $\tilde{C}$ in $K^\circ$, which thereby consists of points that eventually are in the multi-valued regime, is given by

$$\tilde{F} := \{ p \in K^\circ \mid K^n(p) \in \text{int}((A_1 \cap A_2) \cup (A_1 \cap A_3) \cup (A_2 \cap A_3)) \text{ for some } n \in \mathbb{N}_0 \}, \quad (3.2)$$

Splitting the dynamics in $K^\circ$ into two disjoint invariant sets, $\tilde{C}$ and $\tilde{F}$, is a first step to understand the overall dynamics of the multi-valued map $K$. In particular, as a consequence of the
lemma 2.1, the set $\tilde{F}$ is dense and thereby the generic dynamics occurs in such a set, akin to the generic dynamics outside the Cantor set in the supercritical case, see [18].

Instead of defining the iterates of the Kasner map as a skew-product dynamical system in (1.16), which selects appropriate choices of maps by means of a symbol, we can consider the dynamics of all possible iterates. In the spirit of [22], we may define the iterates of $\mathcal{K}$ by the Hutchinson operator,

$$
\mathcal{K}^n(p) := \bigcup_{\mu_2=1,2; \nu_2=2,3; \zeta_2=1,3} \cdots \bigcup_{\mu_1=1,2; \nu_1=2,3; \zeta_1=1,3} \mathcal{K}_{\mu_2 \nu_2 \zeta_2} \circ \cdots \circ \mathcal{K}_{\mu_1 \nu_1 \zeta_1}(p).
$$

In general, the Hutchinson operator for uniform contractions guarantees the existence of an attractor, i.e. a nonempty compact set $\mathcal{A} \subseteq \mathcal{K}$ such that $\lim_{n \to \infty} \mathcal{K}^n(C) = \mathcal{A}$, with respect to the Hausdorff metric for every nonempty compact set $C \subseteq \mathcal{K}$, see [22]. In case the maps are continuous, but the contractions are not uniform or weakly hyperbolic, there is still an attractor $\mathcal{A}$ when the diameter of iterates of the phase-space converge to zero for some sequence of symbols, see [1, 29]. Note that in the usual physical time direction (i.e. the reverse of the present time direction), the Kasner map becomes a non-uniform contraction. However, the discontinuities of the Kasner maps still pose problems in guaranteeing the existence of an attractor and describing its internal dynamics. Thus, a finer and more robust dynamical description remains an open problem. We conjecture that a dense attractor (with chaotic dynamics) exists for the multi-valued Kasner map, which is corroborated by numerical experiments. In particular, the relation of a conjectured attractor $\mathcal{A}$ with the dense invariant set $\tilde{F}$ is an open issue.

Lastly, we compare our result with the existing physical literature on chaotic aspects of spatially homogeneous Hořava–Lifshitz (HL) models.

In [14,40], the authors consider a fixed kinetic parameter $\lambda = 1$ with two types of dominant potential terms: a quadratic and a cubic one (resp. $k_2 R^2 + k_3 R_i j R^i_j$ and $k_6 R^3 + \cdots$ in (1.2d)). For quadratic potentials, they concluded that the dynamical regime towards the singularity is chaotic. For cubic potentials, they concluded that the dynamical regime towards the singularity is oscillating, but not chaotic. In our setting, these quadratic and cubic potentials with $\lambda = 1$ correspond to the parameter values $v = 1/8$ and $v = 0$, respectively, according to (1.6). Our results are in agreement with these conclusions. Indeed, theorem 1.1 is valid for $v = 1/8$, whereas our proof fails for $v = 0$. See [8] for a more detailed discussion in the case that $v = 0$, where chaos of the Kasner map is suppressed, but the Bianchi type IX has continuous periodic orbits (which are not heteroclinic chains).

In [2,41], the authors consider a perturbed kinetic parameter $\lambda \neq 1$ with quadratic dominant curvature terms which corresponds to $k_2 R^2 + k_3 R_i j R^i_j + k_4 R^3 + \cdots$ in (1.2d). For large anisotropy, they argue that the quadratic Cotton potential, $k_3 C_i j C^i j$, is dominant towards the singularity. There are similarities and differences from GR: solutions will keep bouncing from one Kasner state to another (with a different bounce law from GR), but the dynamics is not chaotic. In our setting, such a dominant quadratic Cotton potential corresponds to the case $v = 0$, due to (1.6), and thus their conclusions are in agreement with our results.

Hence our framework proposes a unified approach to analyze different dominant potential terms. Not only it comprises the existing findings in the literature for specific dominant potentials, but also it describes the generic dynamics for a broad range of potentials which is given by a unified parameter $v \in (0,1)$. 
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Appendix A. Derivation of the ODE model

We deduce the evolution equation (1.3) from the action (1.2) following [18, appendix A]. For the vacuum HL class A Bianchi models, the action (1.2) expressed in terms of a symmetry adapted spatial (left-invariant) co-frame \( \{ \omega^1, \omega^2, \omega^3 \} \) yields the field equations for the associated metric (1.1). Expressing the components of the spatial metric in such a symmetry adapted spatial co-frame leads to that they become purely time-dependent in diagonal form, see [38] and references therein. Setting the shift vector \( N_i \) in (1.1) to zero, the diagonalized vacuum spatially homogeneous class A metrics are given by

\[
g = -N^2(t)dt \otimes dt + g_{11}(t) \omega^1 \otimes \omega^1 + g_{22}(t) \omega^2 \otimes \omega^2 + g_{33}(t) \omega^3 \otimes \omega^3, \tag{A.1}
\]

where the lapse \( N(t) \) is a non-zero function determining the particular choice of time variable.

In order to obtain simple Hamiltonian equations, we first focus on the kinetic part \( T \) in equation (1.2b), which can be written as

\[
T = (K^1)^2 + (K^2)^2 + (K^3)^2 - \lambda (K^1 + K^2 + K^3)^2, \tag{A.2}
\]

where the extrinsic curvature is given by \( (K_{11}, K_{22}, K_{33}) = (\dot{g}_{11}, \dot{g}_{22}, \dot{g}_{33})/(2N) \) such that \( \dot{ } \) denotes a derivative with respect to \( t \), and thus raising one of the indices, we obtain that \( (K^1, K^2, K^3) = (\dot{g}_{11}/g_{11}, \dot{g}_{22}/g_{22}, \dot{g}_{33}/g_{33})/(2N) \).

To simplify \( T \), we make a variable transformation from the metric components to the variables \( \beta^0, \beta^+, \beta^- \), first introduced by Misner [30–32],

\[
g_{11} = e^{2(\beta^0 - 2\beta^+)}), \quad g_{22} = e^{2(\beta^0 + \beta^+ + \sqrt{3}\beta^-)}, \quad g_{33} = e^{2(\beta^0 + \beta^+ - \sqrt{3}\beta^-)}. \tag{A.3}
\]

This results in that \( T \) in equation (A.2) takes the form

\[
T = \frac{6}{N^2} \left[ -\left( \frac{3\lambda - 1}{2} \right) (\dot{\beta}^0)^2 + (\dot{\beta}^+)^2 + (\dot{\beta}^-)^2 \right]. \tag{A.4}
\]

Note that the character of the quadratic form (A.4) changes when \( \lambda = 1/3 \). Since we are interested in continuously deforming the GR case \( \lambda = 1 \), we restrict considerations to \( \lambda > 1/3 \).

To simplify the kinetic part further, we introduce a new variable \( \beta^\lambda \) and a density-normalized lapse function \( N' \), defined by
\[ \beta^\lambda := \sqrt{\frac{3\lambda - 1}{2}} \beta^0, \quad \mathcal{N} := \frac{N}{12\sqrt{g}} \]  

where \( g = g_{11}g_{22}g_{33} = \exp(6\beta^0) \) is the determinant of the spatial metric in the symmetry adapted co-frame, which leads to,

\[ \sqrt{g}N^T = \frac{1}{2N} \left[ -\left(\dot{\beta}^\lambda\right)^2 + \left(\dot{\beta}^+\right)^2 + \left(\dot{\beta}^-\right)^2 \right]. \]  

It is convenient to define \( T := \frac{\sqrt{g}}{N^T}T = 12g\mathcal{N} \), so that \( \mathcal{N}T \) is the kinetic part of the Lagrangian for the present spatially homogeneous models, in analogy with the GR case, see e.g. ch 10 in [38]. The density-normalized lapse \( N \) is kept in the kinetic term \( \mathcal{N}T \), since it is needed in order to obtain the Hamiltonian constraint, which is accomplished by varying \( \mathcal{N} \) in the Hamiltonian.

To proceed to a Hamiltonian description, we introduce the canonical momenta

\[ p_\lambda := -\frac{\dot{\beta}^\lambda}{N}, \quad p_\pm := \frac{\dot{\beta}^\pm}{N}. \]  

This leads to that \( T \) takes the form

\[ T = \frac{1}{2} \left( -p_\lambda^2 + p_+^2 + p_-^2 \right). \]  

Similarly to the treatment of the kinetic part, we define

\[ V := \sqrt{g}V/N = 12gV. \]  

Due to (1.2d),

\[ V = 1V + 2V + 3V + 4V + 5V + 6V + \ldots, \]  

where

\[ 1V := 12k_1gR, \quad 2V := 12k_2gR^2, \quad 3V := 12k_3gR^3C^i, \quad 4V := 12k_4gR^4C'_{ij}, \quad 5V := 12k_5gR^5C'_{ij}, \quad 6V := 12k_6gR^6. \]  

The superscripts on \( ^AV \) (where \( A = 1, \ldots, 6 \)) thereby coincide with the subscripts of the constants \( k_A \) in (1.2d).

Based on (1.2), this leads to a Hamiltonian \( H \) given by

\[ H := \sqrt{g}(T + V) = \mathcal{N}(T + V) = 0, \]  

where \( T \) only depends on the canonical momenta \( p_\lambda, p_\pm \), given by (A.8), and \( V \) only depends on \( \beta^\lambda, \beta^\pm \), given by (A.10) and (A.11).

In order to derive the ordinary differential equations for these models via the Hamiltonian equations in terms of the variables \( \beta^\lambda, \beta^\pm \) and the canonical momenta \( p_\lambda, p_\pm \), we need to compute each \( ^AV(\beta^\lambda, \beta^\pm) \). We proceed with the simplest case that minimally modifies vacuum GR in the present context, the vacuum \( \lambda-R \) models [6, 15, 28]. They are obtained from an action that consists of the generalized kinetic part in (1.2b), i.e. by keeping \( \lambda \) (GR is obtained by setting \( \lambda = 1 \)), and the vacuum GR potential in (1.2d), i.e. a potential arising from \(-R \) only, and hence when \( k_1 = -1 \) and \( k_2 = k_3 = k_4 = k_5 = k_6 = 0 \) in (1.2d). These models suffice for our
goals of deriving the ODEs (1.3). The case that modifies GR with more general potentials, the HL models are similar and can be found in [18, appendix A.2]. In particular, they heuristically argue that a broad class of HL models possess a dominant potential with asymptotic dynamics described by the $\lambda$–$R$ models.

To obtain succinct expressions for the spatial curvature, and thereby the potential $V = iV = −12gR$, we introduce the following auxiliary quantities

$$\begin{align*}
m_1 := n_1g_{11} &= n_1e^{2(2v\beta^3−2\beta^+)} , \quad (A.13a) \\
m_2 := n_2g_{22} &= n_2e^{2(2v\beta^3+\beta^+ + \sqrt{3}\beta^−)} , \quad (A.13b) \\
m_3 := n_3g_{33} &= n_3e^{2(2v\beta^3+\beta^+ − \sqrt{3}\beta^−)} . \quad (A.13c)
\end{align*}$$

Here we have introduced the parameter $v$, which is defined by the relation

$$v := \frac{1}{\sqrt{2(3\lambda − 1)}} . \quad (A.14)$$

and hence $\beta^1 = 2v\beta^\lambda$ due to (A.5). The parameter $v$ plays a prominent role in the evolution equations. Since we are interested in continuous deformations of GR with $\lambda = 1$, and thus $v = 1/2$, we restrict attention to $v \in (0, 1)$. Specializing the general expression for the spatial curvature in [13] to the diagonal class A Bianchi models leads to

$$R^1_1 = \frac{1}{2g}(m_1^2 − (m_2 − m_3)^2) , \quad (A.15)$$

where $R^1_1 = g^{11}R_{11} = g^{11}g_{11}^{-1}R_{11}$, and similarly by permutations for $R^2_2$ and $R^3_3$. It follows that the spatial scalar curvature $R = R^1_1 + R^2_2 + R^3_3$ is given by

$$R = −\frac{1}{2g}(m_1^2 + m_2^2 + m_3^2 − 2m_1m_2 − 2m_2m_3 − 2m_3m_1) . \quad (A.16)$$

This thereby yields the potential in (A.10) and (A.11) with $k_1 = −1$:

$$V = iV = −12gR = 6(m_1^2 + m_2^2 + m_3^2 − 2m_1m_2 − 2m_2m_3 − 2m_3m_1) , \quad (A.17)$$

where $V$ depends on $\beta^\lambda$ and $\beta^\pm$ via $m_1$, $m_2$ and $m_3$, according to equation (A.13).

The evolution equations for $\beta^\lambda$, $\beta^\pm$, $p_\lambda$, $p_\pm$ are obtained from Hamilton’s equations, where $T$ and $V$ in the Hamiltonian (A.12) are given by (A.8) and (A.17), respectively, which yields

$$\begin{align*}
\dot{\beta}^\lambda &= \frac{\partial H}{\partial p_\lambda} = −\mathcal{N}p_\lambda , & \dot{p}_\lambda &= −\frac{\partial H}{\partial \beta^\lambda} = −\mathcal{N}\frac{\partial V}{\partial \beta^\lambda} , \quad (A.18a) \\
\dot{\beta}^\pm &= \frac{\partial H}{\partial p_\pm} = \mathcal{N}p_\pm , & \dot{p}_\pm &= −\frac{\partial H}{\partial \beta^\pm} = −\mathcal{N}\frac{\partial V}{\partial \beta^\pm} . \quad (A.18b)
\end{align*}$$

while the Hamiltonian constraint $T + V = 0$ is obtained by varying $\mathcal{N}$.

Next, we choose a new time variable $T := −\beta^\lambda$, which is directed toward the physical past, since we are considering expanding models. This is accomplished by setting $\mathcal{N} = p_\lambda^{-1}$ in the first equation in (A.18a), and thereby $\mathcal{N} = 12\sqrt{3}/p_\lambda$, which results in the following evolution equations:
\[
\frac{d\beta^\lambda}{d\tau_-} = -1, \quad \frac{dp_\lambda}{d\tau_-} = -\frac{1}{p_\lambda} \frac{\partial V}{\partial \beta^\lambda}, \quad (A.19a)
\]
\[
\frac{d\beta^\pm}{d\tau_-} = \frac{p_\pm}{p_\lambda}, \quad \frac{dp_\pm}{d\tau_-} = -\frac{1}{p_\lambda} \frac{\partial V}{\partial \beta^\pm}. \quad (A.19b)
\]

We then rewrite the system (A.19) and the constraint \( T + V = 0 \) using the non-canonical variable transformation,

\[
\Sigma_\pm := -\frac{p_\pm}{p_\lambda}, \quad N_\alpha := -2\sqrt{3}\left(\frac{m_\alpha}{p_\lambda}\right), \quad (A.20)
\]

while keeping \( p_\lambda \). Note that \( \Sigma_\pm = d\beta^\pm / d\beta^\lambda = -d\beta^\pm / d\tau_- \).

These variables lead to a decoupling of the evolution equation for the variable \( p_\lambda \),

\[
p_\lambda' = -4v(1 - \Sigma^2)p_\lambda, \quad (A.21)
\]

where \( ' \) denotes the derivative \( d/d\tau_- \). This yields the following reduced system of evolution equations

\[
\Sigma_\pm' = 4v(1 - \Sigma^2)\Sigma_\pm + S_\pm, \quad (A.22a)
\]
\[
N_1' = -2(2v\Sigma^2 - 2\Sigma_+)N_1, \quad (A.22b)
\]
\[
N_2' = -2(2v\Sigma^2 + \Sigma_+ + \sqrt{3}\Sigma_-)N_2, \quad (A.22c)
\]
\[
N_3' = -2(2v\Sigma^2 + \Sigma_+ - \sqrt{3}\Sigma_-)N_3, \quad (A.22d)
\]

while the Hamiltonian constraint \( T + V = 0 \) results in

\[
1 - \Sigma^2 - \Omega_4 = 0, \quad (A.22e)
\]

where

\[
\Sigma^2 := \Sigma_+^2 + \Sigma_-^2, \quad (A.23a)
\]
\[
\Omega_4 := N_1^2 + N_2^2 + N_3^2 - 2N_1N_2 - 2N_2N_3 - 2N_3N_1, \quad (A.23b)
\]
\[
S_+ := 2[(N_2 - N_3)^2 - N_1(2N_1 - N_2 - N_3)], \quad (A.23c)
\]
\[
S_- := 2\sqrt{3}(N_2 - N_3)(N_2 + N_3 - N_1). \quad (A.23d)
\]

Note that the variables \( \Sigma_\pm, N_1, N_2 \) and \( N_3 \), defined in (A.20), are dimensionless. Dimensions can be introduced in various ways, but terms in a sum must all have the same dimension. The constraint (A.22e) is such a sum. Since this sum contains 1, which obviously is dimensionless, it follows that \( \Sigma_+, \Sigma_-, N_1, N_2 \) and \( N_3 \) are dimensionless, and so is the time variable \( \tau_- \), as follows from inspection of (A.22). The vacuum GR equations are obtained by setting \( v = 1/2 \).

In [18, appendix A.2], it is heuristically argued that a broad range of HL models have asymptotic dynamics described by the \( \lambda-R \) evolution equation (A.22). To achieve this, they use Misner’s approximation scheme of a ‘particle’ moving in a potential well in \( (\beta^+, \beta^-) \in \mathbb{R}^2 \) space as \( \tau_- = -\beta^\lambda \to \infty \), which was introduced to understand the initial Bianchi type IX singularity in GR, see [23, 30, 31, 38]. For HL, each potential term in (1.2d) has its associated
'moving walls’ that move with velocity $v$. Among those, there is a dominant potential term which yields the same evolution equations as the $\lambda-R$ models in (A.22), but with different parameters $v$ given by (1.6) instead of the parameter $v$ in (A.14).
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