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ABSTRACT

Traditionally Electromagnetic signal identification is using threshold-based energy detection algorithms. These algorithms frequently sum up the activity in regions, and consider regions above a specific activity threshold to be signal. While these algorithms work for the majority of cases, they often fail to detect signals that occupy small frequency bands, fail to distinguish signals with overlapping frequency bands, and cannot detect signals below a specified signal-to-noise ratio. Through the conversion of raw signal data to spectrogram, source identification can be framed as an object detection problem. By leveraging advancements in deep learning based object detection, we propose a system that manages to alleviate the failure cases encountered when using traditional source identification algorithms. Our contributions include framing signal identification as an object detection problem, the publication of a spectrogram object detection dataset, and evaluation of the RetinaNet and YOLOv5 object detection models trained on the dataset. Our models achieve Mean average Precisions (MaP) of up to 0.906. With such a high MaP, these models are sufficiently robust for use in real-world applications.
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1. INTRODUCTION

Since the inception of YOLO\textsuperscript{1}, the object detection space has been dominated by deep learning based architectures. With the popularization of deep learning based object detection approaches, object detection models have become accuracy, robust and reliable.

By reframing signal identification as an object detection problem, we translate these advancements in deep learning based object detection to the signal detection problem. Our system tackle the failures cases of traditional activity-threshold based systems. These failure cases include failing to distinguish distinct signals, failure to detect signals occupying small frequency bands, and failure to detect signals

---

Our fully open source codebase is available at https://github.com/lukewood/em-loader

Fig. 1. A sampling of detections (orange box) and ground truths (cyan box) using the YOLOv5 (top) RetinaNet (bottom) model. Background spectrum grey-scale is normalized form 0-1. The frequency spans 100 MHz on the x-axis is and the time spans 50 ms on the y-axis. Notice the overlapping signals to the left.
below the signal to noise floor. One such case where traditional models fail is demonstrated in figure [1]. In the left portion of the sample spectrogram multiple signals occupy a shared frequency space. This causes energy based detectors to identify them as a single signal. Our deep learning object detection approach to signal identification successfully distinguishes and detects both signals.

Alongside our publication we open source everything required to reproduce our results. This includes our annotated spectrogram dataset, training pipeline, and inference pipeline. Our final models include both YOLOv5 and RetinaNet models, capable of scoring 0.906 Mean Average Precision (MaP) on the dataset. Figure [1] shows nine frames annotated ground truth samples (blue) from the generated EM spectrum dataset along with detected bounding boxes (red). In a real-time system the frequency axis (x-axis) is 100 MHz and time axis (y-axis) is 50 ms each frame. Thus, we need to process 20 frames per second.

Our contributions include the framing of signal identification as an object detection problem, an object detection dataset consisting of spectrograms and bounding box annotations to accompany, a deep learning based signal identification system trained on the novel dataset, analysis of the distinctions between traditional object detection datasets and our dataset, and finally a comparison between our deep learning based approach and traditional energy based systems. The contributions can be broken into three components: problem framing, dataset production, and model training.

We present a novel object detection dataset as well as propose solutions to the dataset including a trained RetinaNet [2] and YOLOv5 [3] architecture. YOLOv2 [4] and YOLOv3 has been used for EM spectrum detection obtaining 85% average prediction in their dataset [5].

Datasets of similar format include Common Objects in Context [6], Pascal VOC [7], and Kitti [8]. Our dataset differs primarily in the fact that instead of natural images, it consists of spectrogram images of EM signals.

Other object detection architectures that could be used to solve our dataset include Faster-RCNN [9], DINO SWIN-L [10], YoloX [11] and Yolov3 [12].

We evaluate our models using MSCOCO metrics. These metrics were originally explained in the Common Objects in Context publication [6]. To evaluate our MSCOCO metrics we use both the pycocotools and KerasCV metric implementations [13].

While the COCO variant of Recall measures the models ability to detect all of the boxes in the validation set, the COCO variant of MaP incentivizes the detection of all boxes in the validation set while also punishing false positive. Mean Average Precision can be interpreted as a general purpose metric for the evaluation of an object detection model. More information on metric definitions and the process of their computation can be found in Ref. [14].

2. DATA GENERATION

To demonstrate the effectiveness of our methodology, we present a synthetic dataset generated by Matlab's Communications Toolbox. Our dataset consists of 4686 annotated spectrogram samples. These samples contain a 512x512 image and 0-13 signals, each with a corresponding bounding box annotation.

The samples in the dataset consists of a spectrogram containing a variety of signals and annotations of the signal bounding boxes. All spectrograms were constructed from I/Q samples that were generated using the Matlab communications and signal processing toolboxes with a sampling rate of 100 MHz and a total transmission time of 50 ms. The signal types appearing in this dataset are direct-sequence spread spectrum (DSSS), Bluetooth low energy (BLE), quadrature amplitude modulation (QAM), amplitude modulation (AM), frequency modulation (FM), and WiFi with each sample having between one and four signals from this set. Signal metadata like center frequency, bandwidth, arrival time, and signal-to-noise ratio (SNR) are uniformly randomized between samples.

To generate samples for the dataset, a combination of signal types is first selected. Next, we initialize the signal and add white Gaussian noise. The center frequency, bandwidth, and SNR for each signal type are randomly selected, a signal generator is instantiated, and each signal is added to the source. After this signal metadata is configured, I/Q samples for 5 realizations of this configuration are generated with signal durations and arrival times being randomized between realizations.

We repeat this process of randomly selecting signal metadata and generating realizations 20 times for a given combination of signals, resulting in 100 total realizations of signal-level metadata for every combination. After all realizations are generated, the source is cleared, the I/Q samples and metadata are stored, and the entire process is repeated for a new combination of signals.

Spectrograms are constructed from the I/Q samples using a sampling rate of 100 MHz, 1024 discrete Fourier transforms, an overlap length of 128 samples. The spectrograms are resized to 512x512 with bicubic interpolation and saved as PNG images. The coordinates for the bounding box annotations for the signals in an image are calculated from the signal metadata and saved in a corresponding text file. These images and labels are the dataset used in training the models.

2.1. Difficulties of Spectrogram Object Detection

In our initial experiment, we train a RetinaNet with the library default settings for the RetinaNet. This includes the default settings for IoU threshold for label encoding, IoU threshold for label decoding, and the default configuration for the AnchorBox generation process.
In initial experiments, the loss converged to low values on both the training and validation sets. Despite this, the model only achieves an MaP of 0.205 and a Recall of 0.238. These are intolerable results for use in a production system.

The reason that the loss converges to such a low loss but the MaP and Recall remain low stems from the regular shapes of objects in the EM spectrograms. While most objects in the natural world follow a smooth distribution for aspect ratio, spectrograms have no such property. This leads the signals present in the spectrograms to have a wide array of aspect ratios. As such, the anchor boxes generated by the default configuration used in the KerasCV RetinaNet are unlikely to match with the boxes from our training dataset in the label encoding process. This leads to the boxes that are not encoded having no representation in the encoded batch of encoded training targets. This explains the low loss, low Recall, and low MaP.

The reason that anchor configuration is particularly important for spectrogram object detection is attributed to the wide, distribution of aspect ratios and side lengths of the spatial representations of the bounding box annotations. This is shown in a histograms in figures 2 and 3.

This differs greatly from object annotations present in natural images. For comparison, the aspect ratio and side length distributions for PascalVOC can be seen in figures 2 and 3.

3. TRAINING & EXPERIMENTAL RESULTS

Using the dataset produced using the process described in section 2, we can train any deep learning based object detection model. Our models are trained on a pre-generated train test split. This split consists of 3859 training images, and 827 test images. The object detection models are evaluated based on two metrics: the standard variant of MaP and Recall used in the MSCOCO challenge. We leverage the KerasCV COCO metric, and parameterize them as described in [14]. Using these implementations enables to perform train time evaluation of these metrics.

Due to the high cost of computation required to compute MaP we do not evaluate the true MaP during training. Instead, the approximate COCO metrics is obtained by evaluating for a subset of 20 images from the evaluation dataset define. Using this proxy, we evaluate our model’s performance across epochs and monitor its train time progress. Final metrics are evaluated on the entirety of the test set. As an additional inference test, we manually examine the visual results of the predictions.

3.1. RetinaNet

In the first experiment, RetinaNet is trained using the KerasCV [13] library. The RetinaNet [2] architecture uses a ResNet50[15] backbone, which achieve about 30 frames per second on a standard consumer GPU. With a MobileNetv3[16] backbone, a RetinaNet can achieve up to 60 FPS on a consumer GPU, enabling real time signal identification. We configure the aspect ratios for the anchor box generator according to the results of section 2.1. We do not configure the anchor generator according to the side lengths. This results in the model not detecting the small boxes.

During training, spectrograms are loaded into memory as tensors of shape $(512, 512, 3)$ with pixel values in the range $[0, 255]$. Pixel values are rescaled to the range $[0, 1]$ by dividing by 255.

The backbone used is a ResNet50, with weights initialized using the weights produced by training a ResNet50 to perform image classification. Our feature pyramid, prediction heads, and backbone are all trained using the spectogram dataset. A SGD optimizer with a global clip norm[17] of 10.0 is used for fitting, with a batch size 8. Without the global clip norm, the loss explodes due to steep gradients existing at many points in the loss landscape. Training is lightweight; ours being performed on a single GPU A100. The learning rate of our optimizer is reduced after 5 epochs of training with no loss improvement on the validation set, and training stops once no improvement has been seen in 20 epochs.

No data augmentation was used to train the RetinaNet model as it decreased performance. This is due to that spectrograms have different bounding box distribution than natural images. As such, traditional augmentation techniques such as RandomFlip, RandomShear, and others are not useful.

Losses alongside MaP and Recall metrics are shown in figures 4. Results for all metrics are in Table 1. Upon convergence the RetinaNet model achieves a Recall of 0.565 and
3.2. YOLOv5

To test the usefulness of various augmentation schemes and superior anchor configuration, we train a model using the pre-configured YOLOv5 framework maintained by Ultralytics [3]. The YOLOv5s architecture consists of a CSPDarknet53, a PANet feature pyramid, and a YOLOv4 head to generate the final output vectors with bounding boxes, class probabilities, and objectness scores. The Ultralytics YOLOv5 framework automatically tunes anchor boxes for aspect ratio and side length, and includes the Mosaic augmentation [3] technique. The mosaic augmentation is a logical choice for spectrogram object detection as due to the spatial meaning embedded in spectrograms translations, rotations, and color based augmentations all become meaningless.

A for RetinaNet, spectrograms are loaded into memory as tensors of shape (512,512,3) with normalized pixel values in the range [0,1]. A standard Keras stochastic gradient descent optimizer is used with a batch size of 16 and a warmup scheduler with a relatively low learning rate for 3 epochs as it ramps up to the normal learning rate. Training is done on a single NVIDIA T4 GPU over 50 epochs and set to stop once no improvement has been seen in 20 epochs.

The loss function for YOLOv5 is a summation of a box loss, objectness loss, and classification loss. The classification loss is here ignored as there is only one class. Losses and COCO metrics are shown in Figure 5. The YOLOv5s model achieves much better Recall and MaP than RetinaNet.

| Model      | MaP   | Recall |
|------------|-------|--------|
| YOLOv5     | 0.906 | 0.980  |
| RetinaNet  | 0.492 | 0.565  |

Table 1. Metrics for both the YOLOv5 and RetinaNet models.

3.3. Experimental Analysis

Our experiments show that a deep learning based approach to signal identification is highly robust, the importance of anchor configuration in spectrogram object detection, and the effectiveness of the Mosaic data augmentation. In training our RetinaNet, we initially did not tune the anchor generator at all. This yielded incredibly poor results, with a final MaP of 0.2. Upon configuring only the aspect ratios, we scored an MaP of 0.492. Finally, we train a YOLOv5 model with optimal anchor configuration and achieve a MaP of 0.906.

In addition to the optimal anchor configuration, we determine that the mosaic augmentation significantly boosts performance. This is a reasonable result; given that most other data augmentation techniques are no longer applicable in the spectral domain. For example, rotations, color jitter, and many other common augmentations are no longer suitable when working with spectrograms. Mosaic, on the other hand maintains the spatial structure of most the signals while still producing synthetic data. Our two best models scores are available in table 1.

4. CONCLUSION

Through reframing of signal identification as an object detection problem we leverage advancements in deep learning based object detection to handle the failure cases of traditional signal identification systems. These failure cases include failing to distinguish distinct signals, failure to detect signals occupying small frequency bands, and failure to detect signals below the signal to noise floor.

We presented and open sourced a dataset consisting of 7000 spectrograms alongside bounding box annotations of the signals present in these spectrograms, an open source Python library to load the dataset into a TensorFlow dataset, an open source training script to train a KerasCV RetinaNet on our novel dataset, and a sample solution to the dataset using YOLOv5. We analyzed the data to produce optimal anchor box configuration for deep learning based object detection systems. This show the distinct importance of anchor configuration in spectrogram object detection.

The YOLOv5 model achieved a Mean average Precision (MaP) of 0.906 and Recall of 0.980. These metrics indicate that the model detects almost all signals boxes while making minimal false positive predictions. Our model is sufficiently robust for deployment in a real world system.
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