SENSITIVITY ANALYSIS FOR PERIODIC ORBITS AND QUASIPERIODIC INVARIANT TORI USING THE ADJOINT METHOD

HARRY DANKOWICZ*

Department of Mechanical Science and Engineering
University of Illinois at Urbana-Champaign
Urbana, IL 61801, USA

JAN SIEBER

College of Engineering, Mathematics and Physical Sciences
University of Exeter
Exeter EX4 4QF, United Kingdom

(Communicated by the associate editor name)

Abstract. This paper presents a rigorous framework for the continuation of solutions to nonlinear constraints and the simultaneous analysis of the sensitivities of test functions to constraint violations at each solution point using an adjoint-based approach. By the linearity of a problem Lagrangian in the associated Lagrange multipliers, the formalism is shown to be directly amenable to analysis using the coco software package, specifically its paradigm for staged problem construction. The general theory is illustrated in the context of algebraic equations and boundary-value problems, with emphasis on periodic orbits in smooth and hybrid dynamical systems, and quasiperiodic invariant tori of flows. In the latter case, normal hyperbolicity is used to prove the existence of continuous solutions to the adjoint conditions associated with the sensitivities of the orbital periods to parameter perturbations and constraint violations, even though the linearization of the governing boundary-value problem lacks a bounded inverse, as required by the general theory. An assumption of transversal stability then implies that these solutions predict the asymptotic phases of trajectories based at initial conditions perturbed away from the torus. Example coco code is used to illustrate the minimal additional investment in setup costs required to append sensitivity analysis to regular parameter continuation.
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1. Introduction. In the search for optimal designs of engineering structures, the adjoint method is a commonplace tool for computing the sensitivities of response functions to variations in the design parameters given a set of constraints that respect physical laws and discrete design decisions (see the review [24] and extensive references cited therein, as well as the more recent literature, e.g., [20]). As observed in this literature, compared to direct approaches that necessitate the inversion of
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a problem linearization, the adjoint approach is advantageous in cases where the number of response functions is small relative to the number of design variables.

In cases where the constraints are in the form of initial-value problems, the adjoint method results in adjoint differential equations that must be solved in backward time in order to determine the desired sensitivities (see, e.g., [25], where such an adjoint approach is used to perform real-time data assimilation for a predictive reduced-order model of a problem in nonlinear thermoacoustics). Modifications to such a formalism may be derived to handle so-called hybrid systems, in which continuously differentiable time-dependence is interrupted by event-driven state-space jumps and vector field discontinuities associated, e.g., with collisions in a multibody mechanical system [7] and switches in a relay.

A reduced form of the adjoint formalism occurs in the computation of the asymptotic phase of a limit cycle [11]. Generalizations to systems with delay [2, 18] or event-driven discontinuities [19, 22] address the necessary modifications to the general theory and the associated adjoint conditions. A further generalization of the reduced formalism occurs in the analysis of asymptotic phases associated with perturbations off invariant tori in [10].

With its origin in constrained-design optimization, the adjoint approach derives from the analysis of a Lagrangian (functional) in terms of the design variables, the response variables, and an auxiliary set of Lagrange multipliers. The adjoint conditions are then obtained by imposing vanishing infinitesimal variations of the Lagrangian with respect to the design and response variables. Due to the linearity of the Lagrangian in the Lagrange multipliers, the adjoint conditions are also linear in these variables, albeit with coefficients that depend nonlinearly on the design and response variables. This linearity lends itself to a staged approach to problem construction in which constraints and the associated terms in the adjoint conditions are added successively according to an ordering that is sensible to the designer. Such a staged approach also naturally respects a modular approach to constraints, in which constraints are grouped and composed through the application of glue.

The MATLAB-based software package coco [8, 21] supports such a staged approach of problem construction of both constraints and adjoint conditions. It is, therefore, able to integrate sensitivity analysis with parameter continuation along implicitly-defined solution manifolds, almost out of the box. In recent papers [1, 15, 16], this functionality was used to demonstrate a successive continuation approach to locating extrema of a single objective function along families of solutions to nonlinear boundary-value problems. In the present paper\(^1\), we demonstrate this functionality in the context of the more general problem of sensitivity analysis.

With this past work in mind, the purpose of this paper is to collect, and present original rigorous derivations of, earlier results, specifically those pertaining to phase reduction analysis near limit cycles and quasiperiodic invariant tori. Here, and in some contrast to the above-cited references, the emphasis is on a formalism that respects its origin in a problem Lagrangian and that, thereby, provides new interpretations of the results obtained in the existing literature. Particular care is taken in investigating the solvability of the adjoint conditions, especially in the case of quasiperiodic invariant tori. Several example low-level encodings in COCO

---

\(^1\)The code included in this paper constitutes fully executable scripts. Complete code, including that used to generate the results in Fig. 1, is available at https://github.com/jansieber/adjoint-sensitivity2022-supp.
demonstrate the utility of its core functionality, as well as the ways in which the analysis may be generalized to more complicated examples.

The remainder of the paper is organized as follows. In Section 2, we develop the theoretical foundation and illustrate its application to an algebraic problem using explicit analysis and with an implementation in COCO. Section 3 contrasts the direct approach with the adjoint method for deriving well-known results regarding sensitivities associated with an initial-value problem, a final-value problem, and a periodic boundary-value problem in smooth dynamical systems. It further considers the implications of event-driven discontinuities of state and vector field and presents results for a periodic orbit with a single state-space discontinuity. A more demanding analysis of two-dimensional quasiperiodic invariant tori is considered in Section 4. Here, normal hyperbolicity is relied upon to establish the solvability of the adjoint conditions and transversal stability is assumed only to derive the asymptotic phase dynamics. A discussion of the regularity of the problem linearization in Section 4.6 shows that while the linear problem lacks a bounded inverse, the sensitivities computed using the adjoint method represent components of the problem Jacobian with bounded inverses. The theoretical results are illustrated in the context of continuation along a family of invariant curves of a two-dimensional map in Section 4.7. Section 5 reviews the construction paradigm of COCO with particular emphasis on the stages introduction of constraints and contributions to the adjoint conditions. These principles are illustrated in Section 5.2 using an explicit COCO encoding of the invariant curve problem from Section 4.7. The paper concludes in Section 6 with a brief outlook on ideas worth exploring.

2. Adjoint-based sensitivity analysis. We precede our treatment of periodic orbits and quasiperiodic invariant tori with a general theoretical formalism and an algebraic example that illustrates the promise of the adjoint-based analysis and its implementation in the COCO software package. The section assumes some familiarity with COCO’s design principles and command structure, as can be gleaned from extensive tutorial documentation included with the COCO release and the monograph [8].

2.1. Theoretical preliminaries. Consider the Lagrangian

$$L(u, \mu, \lambda, \eta) := \langle \lambda, \Phi(u) \rangle_{\mathcal{R}_\Phi} + \langle \eta, \Psi(u) - \mu \rangle_{\mathbb{R}^{n_\Psi}}$$

(1)

in terms of the continuation variables \(u \in \mathcal{U}_\Phi\), zero functions \(\Phi : \mathcal{U}_\Phi \to \mathcal{R}_\Phi\), monitor functions \(\Psi : \mathcal{U}_\Phi \to \mathbb{R}^{n_\Psi}\), continuation parameters \(\mu \in \mathbb{R}^{n_\Psi \times 1}\), and adjoint variables \(\lambda \in \mathcal{R}^*_\Phi\) and \(\eta \in \mathbb{R}^{1 \times n_\Psi}\), where \(\mathcal{R}^*_\Phi\) denotes the dual space of linear functionals on \(\mathcal{R}_\Phi\). The variations of \(L\) with respect to \(u\), \(\lambda\), and \(\eta\) vanish at a point \((u, \mu, \lambda, \eta)\) provided that

$$\Phi(u) = 0, \quad \Psi(u) - \mu = 0, \quad (D\Phi(u))^*\lambda + (D\Psi(u))^*\eta = 0.$$  

(2)

Consistent with the COCO syntax, we refer to the first two of these equations as an extended continuation problem. The final equation is the corresponding set of adjoint conditions, which are linear in the adjoint variables.

Suppose that the zero problem \(\Phi(u) = 0\) is regular\(^2\) with dimensional deficit \(d < n_\Psi\) at a solution \(\hat{u}\) and let \(\hat{\mu} := \Psi(\hat{u})\). Let \(\hat{J}_1\) and \(\hat{J}_2\) be three disjoint subsets of \(\mathcal{U}_\Phi\) by:

\(^2\)The equation \(\Phi = 0\) on \(U\) is said to be regular with dimensional deficit \(d\) at a solution point \(\hat{u}\) if there exists a function \(\Psi : U \to \mathbb{R}^d\) such that the map \(F : u \mapsto (\Phi(u), \Psi(u))\) is continuously Frechet differentiable on a neighborhood of \(\hat{u}\) and \(DF(\hat{u})\) has a bounded inverse.
of \{1, \ldots, n_\Phi\} such that \|I \cup J_1\| = d, J_1 \cup J_2 = \{1, \ldots, n_\Phi\} \setminus I, and the reduced continuation problem

\[ \Phi(u) = 0, \Psi_{I \cup J_1}(u) - \bar{\mu}_{I \cup J_1} = 0 \]  

(3)
is regular at \( \hat{u} \) with zero dimensional deficit. Finally, denote by \((\hat{\lambda}, \hat{\eta})\) the solution to the adjoint conditions

\[ (D\Phi(\hat{u}))^* \lambda + (D\Psi(\hat{u}))^* \eta = 0 \]  

(4)

with \( \hat{\eta}_I \mid k = 0 \) and \( \hat{\eta}_k = 1 \) for some \( k \in J_2 \). Then, we show below that the components of \((\hat{\lambda}, \hat{\eta}_{I \cup J_1})\) describe the sensitivities of the monitor function \( \Psi_k(u) \) to violations of the zero problem and perturbations in \( \mu_{I \cup J_1} \), respectively, that perturb \( u \) away from \( \hat{u} \).

Indeed, for small \((\delta \Phi, \delta \mu_{I \cup J_1}) \in R_\Phi \times R^{n_\Phi} \), the perturbed problem

\[ \Phi(u) = \delta \Phi, \Psi_{I \cup J_1}(u) - \bar{\mu}_{I \cup J_1} = \delta \mu_{I \cup J_1} \]  

(5)

has a locally unique solution \( u = \hat{u} + \delta u \), where

\[ \delta \Phi = D\Phi(\hat{u})\delta u + \mathcal{O}(\|\delta u\|^2), \quad \delta \mu_{I \cup J_1} = D\Psi_{I \cup J_1}(\hat{u})\delta u + \mathcal{O}(\|\delta u\|^2). \]  

(6)
The perturbation \( \delta u \) results in a perturbation to the value of the monitor function \( \Psi_k \) given by

\[ \delta \Psi_k = D\Psi_k(\hat{u})\delta u + \mathcal{O}(\|\delta u\|^2) = (D\Psi_k(\hat{u}))^* \delta u_{R^\Phi} + \mathcal{O}(\|\delta u\|^2), \]  

(7)

where the second equality follows from the formal definition of the adjoint. We may determine the sensitivity of \( \Psi_k \) to violations of the zero problem and perturbations in \( \mu_{I \cup J_1} \) by solving (6) for \( \delta u \) in terms of \( \delta \Phi \) and \( \delta \mu_{I \cup J_1} \), substituting the result into the middle expression of (7) and identifying the coefficients in front of \( \delta \Phi \) and \( \delta \mu_{I \cup J_1} \), respectively. We call this the direct differentiation approach.

Alternatively, upon inserting the solution \((\hat{\lambda}, \hat{\eta})\) from (4) with \( \hat{\eta}_I \mid k = 0 \) and \( \hat{\eta}_k = 1 \) in the rightmost expression of (7), again applying the formal definition of adjoints, and using (6), we arrive at the well-known adjoint sensitivity formula

\[ \delta \Psi_k = -(\hat{\lambda}, \delta \Phi)_{R_\Phi} - (\hat{\eta}_{I \cup J_1}, \delta \mu_{I \cup J_1})_{R^{n_\Phi}} + \mathcal{O}(\|\delta \Phi, \delta \mu_{I \cup J_1}\|^2). \]  

(8)

This confirms the claimed relationship between the components of \((\hat{\lambda}, \hat{\eta}_{I \cup J_1})\) and the sensitivities of \( \Psi_k(u) \) to violations of the zero problem and perturbations in \( \mu_{I \cup J_1} \), respectively, that perturb \( u \) away from \( \hat{u} \). The adjoint-based analysis thus produces the sensitivities directly from the solution of (4), without the need to first invert (6).

In the context of parameter continuation using the COCO package, elements of \( I \) index inactive continuation parameters that impose permanent constraints on the continuation variables during a given continuation run. In contrast, elements of \( J_1 \cup J_2 \) index active continuation parameters that track the values of the corresponding monitor functions during continuation. Different choices of \( J_2 \) and \( k \) in the assignment of values to elements of \( \eta \) then yield different combinations of sensitivities.

The COCO construction paradigm does not commit the user to a particular choice of values for the adjoint variables \( \eta \). Instead, much like with the dimension of the solution manifold, this decision can be made at runtime (e.g., using the function coco_set_parival applied to the corresponding complementary continuation parameters), after problem construction. This is a consequence of the general formalism which produces terms in the adjoint conditions associated with each individual
zero or monitor function but omits the conditions that would follow from also performing variations with respect to elements of \( \mu \).

Given \( \tilde{u} \), once the adjoint conditions have been derived, a particular choice of \( J_2 \) and \( k \) has been made, and the components of \( \eta_{J_2} \) have been assigned accordingly to 0 or 1, a solution for \( \tilde{\lambda} \) and \( \tilde{\eta}_{U_2} \) may be obtained by solving a linear problem. If a solution has been found for one such \( \tilde{u} \), we may continue such a solution under variations in \( \eta_{U_2, J_2} \).

Since COCO treats the adjoint conditions as part of an augmented continuation problem, which is assumed to be nonlinear, a solution to the adjoint conditions is typically computed with COCO using continuation under variations in \( \eta_k \) from 0 to 1. For the same reason, COCO does not currently take advantage of the linear form in order to solve a matrix version of the adjoint conditions with columns of \( \eta_{J_2} \) representing different choices of \( k \). Simultaneous analysis in the current release of COCO for different choices of \( J_2 \) and \( k \) instead requires duplicate copies of the adjoint conditions in the augmented continuation problem.

### 2.2. An algebraic example

We illustrate the ideas of the previous section by considering the Lagrangian

\[
L = \lambda_{am,1} \left( c_1^2 - a_1^2 - b_1^2 \right) + \lambda_{am,2} \left( c_2^2 - a_2^2 - b_2^2 \right) + \lambda_{fr} \left( \omega_1 - \omega_2 - \varepsilon \right) + \lambda_{de,1, re} \left( (1 - \omega_1^2) a_1 + 2 \zeta \omega_1 b_1 - 1 \right) + \lambda_{de,1, im} \left( (1 - \omega_1^2) b_1 - 2 \zeta \omega_1 a_1 \right) + \lambda_{de,2, re} \left( (1 - \omega_2^2) a_2 + 2 \zeta \omega_2 b_2 - 1 \right) + \lambda_{de,2, im} \left( (1 - \omega_2^2) b_2 - 2 \zeta \omega_2 a_2 \right) + \eta_{da} (c_1 - c_2 - \Delta) + \eta_{av} \left( \frac{\omega_1 + \omega_2}{2} - \tilde{\omega} \right) + \eta_{c} \left( \varepsilon - \varepsilon_0 \right) + \eta_{c} \left( \zeta - \zeta_0 \right)
\]

in terms of the continuation variables \( a_1, b_1, a_2, b_2, c_1, c_2, \omega_1, \omega_2, \zeta, \) and \( \varepsilon \), continuation parameters \( \Delta, \tilde{\omega}, \varepsilon_0, \) and \( \zeta_0 \), and adjoint variables \( \lambda_{am,1}, \lambda_{am,2}, \lambda_{fr}, \lambda_{de,1, re}, \lambda_{de,1, im}, \lambda_{de,2, re}, \lambda_{de,2, im}, \eta_{da}, \eta_{av}, \eta_{c}, \) and \( \eta_{c} \). The corresponding nonlinear algebraic zero problem

\[
e_1^2 - a_1^2 - b_1^2 = 0, \quad e_2^2 - a_2^2 - b_2^2 = 0, \quad \omega_1 - \omega_2 - \varepsilon = 0,
\]

\[
(1 - \omega_1^2) a_1 + 2 \zeta \omega_1 b_1 - 1 = 0, \quad (1 - \omega_1^2) b_1 - 2 \zeta \omega_1 a_1 = 0,
\]

\[
(1 - \omega_2^2) a_2 + 2 \zeta \omega_2 b_2 - 1 = 0, \quad (1 - \omega_2^2) b_2 - 2 \zeta \omega_2 a_2 = 0.
\]

Corresponds to the search for harmonic solutions of the form

\[
x_1(t) = c_1 \cos(\omega_1 t + \phi_1) = a_1 \cos \omega_1 t + b_1 \sin \omega_1 t,
\]

\[
x_2(t) = c_2 \cos(\omega_2 t + \phi_2) = a_2 \cos \omega_2 t + b_2 \sin \omega_2 t
\]

of the linear differential equations

\[
\ddot{x}_1 + 2 \zeta \dot{x}_1 + x_1 = \cos \omega_1 t, \quad \ddot{x}_2 + 2 \zeta \dot{x}_2 + x_2 = \cos \omega_2 t,
\]

for excitation frequencies \( \omega_1 \) and \( \omega_2 \) that differ by \( \varepsilon \).

Restricting attention to \( c_1, c_2 > 0 \), straightforward analysis of (10)-(12) yields the relationship

\[
\Delta = \frac{1}{\sqrt{(1 - (\tilde{\omega} + \varepsilon_0/2)^2) + 4 \zeta_0^2 (\tilde{\omega} + \varepsilon_0/2) - \varepsilon_0^2}}
\]

\[
- \frac{1}{\sqrt{(1 - (\tilde{\omega} - \varepsilon_0/2)^2) + 4 \zeta_0^2 (\tilde{\omega} - \varepsilon_0/2) - \varepsilon_0^2}}
\]

(16)
between the four continuation parameters. We may obtain the sensitivity of $\Delta$ with respect to $\tilde{\omega}$, $\zeta_0$, or $\epsilon_0$ by direct differentiation of the right-hand side. For example, the sensitivity of $\Delta$ with respect to $\tilde{\omega}$ behaves as $o(\epsilon_0)$ in the limit as $\epsilon_0 \to 0$ provided that
\[ 3\tilde{\omega}^6 + 5(2\zeta_0^2 - 1)\tilde{\omega}^4 + (16\zeta_0^4 - 16\zeta_0^2 + 1)\tilde{\omega}^2 + 1 - 2\zeta_0^2 = 0, \quad (17) \]
corresponding to an inflection point in the frequency response curve for the differential equation
\[ \ddot{x} + 2\zeta_0\dot{x} + x = \cos \omega t. \quad (18) \]
For $\zeta_0 = 0.1$, two such inflection points are located at $\tilde{\omega} \approx 0.92$ and 1.06.

Alternatively, in the absence of an explicit solution, we may consider the linearization
\[ 2c_1\delta_c - 2a_1\delta_a - 2b_1\delta_b = \delta_{am,1}, \quad (19) \]
\[ 2c_2\delta_c - 2a_2\delta_a - 2b_2\delta_b = \delta_{am,2}, \quad (20) \]
\[ \delta_{\omega_1} - \delta_{\omega_2} - \delta_c = \delta_{fr}, \quad (21) \]
\[ -2\omega_1a_1\delta_{\omega_1} + (1 - \omega_1^2)\delta_{\omega_1} + 2\omega_1b_1\delta_\zeta + 2\zeta_1\delta_{\omega_1} + 2\zeta_2\delta_{\omega_1} = \delta_{de,1,re}, \quad (22) \]
\[ -2\omega_1b_1\delta_{\omega_1} + (1 - \omega_1^2)\delta_{\omega_1} - 2\omega_1a_1\delta_\zeta - 2\zeta_1\delta_{\omega_1} - 2\zeta_2\delta_{\omega_1} = \delta_{de,1,im}, \quad (23) \]
\[ -2\omega_2a_2\delta_{\omega_2} + (1 - \omega_2^2)\delta_{\omega_2} + 2\omega_2b_2\delta_\zeta + 2\zeta_2\delta_{\omega_2} + 2\zeta_2\delta_{\omega_2} = \delta_{de,2,re}, \quad (24) \]
\[ -2\omega_2b_2\delta_{\omega_2} + (1 - \omega_2^2)\delta_{\omega_2} - 2\omega_2a_2\delta_\zeta - 2\zeta_2\delta_{\omega_2} - 2\zeta_2\delta_{\omega_2} = \delta_{de,2,im}, \quad (25) \]
\[ \delta_{c_1} - \delta_{c_2} = \delta_\Delta, \quad \frac{\delta_{\omega_1} + \delta_{\omega_2}}{2} = \delta_\omega, \quad \delta_c = \delta_{\epsilon_0}, \quad \delta_\zeta = \delta_{\zeta_0}, \quad (26) \]
around some solution to the extended continuation problem. The sensitivities of $\Delta$ with respect to $\tilde{\omega}$, $\epsilon_0$, $\zeta_0$, and the constraint violations $\delta_{am,1}$, $\delta_{am,2}$, $\delta_{fr}$, $\delta_{de,1,im}$, $\delta_{de,2,im}$, $\delta_{de,2,im}$ may then be obtained by solving for $\delta_\Delta$ and inspecting the coefficients in front of $\delta_\omega$, $\delta_{\epsilon_0}$, $\delta_{\zeta_0}$, $\delta_{am,1}$, $\delta_{am,2}$, $\delta_{fr}$, $\delta_{de,1,im}$, $\delta_{de,1,im}$, $\delta_{de,2,im}$, and $\delta_{de,2,im}$, respectively. As shown in the previous section, these sensitivities may also be obtained directly by solving the adjoint conditions
\[ 2c_1\lambda_{am,1} + \eta_{da} = 0, \quad (27) \]
\[ 2c_2\lambda_{am,2} - \eta_{da} = 0 \]
\[ -2a_1\lambda_{am,1} + (1 - \omega_1^2)\lambda_{de,1,re} - 2\zeta_1\lambda_{de,1,im} = 0, \quad (29) \]
\[ -2a_2\lambda_{am,2} + (1 - \omega_2^2)\lambda_{de,2,re} - 2\zeta_2\lambda_{de,2,im} = 0, \quad (30) \]
\[ -2b_1\lambda_{am,1} + 2\zeta_1\lambda_{de,1,im} + (1 - \omega_1^2)\lambda_{de,1,im} = 0, \quad (31) \]
\[ -2b_2\lambda_{am,2} + 2\zeta_2\lambda_{de,2,im} + (1 - \omega_2^2)\lambda_{de,2,im} = 0, \quad (32) \]
\[ \lambda_{fr} + 2(\zeta_1 - \zeta_0 a_1)\lambda_{de,1,im} - 2(\zeta_1 + \zeta_0 b_1)\lambda_{de,1,im} + \eta_{av}/2 = 0, \quad (33) \]
\[ -\lambda_{fr} + 2(\zeta_2 - \zeta_0 a_2)\lambda_{de,2,im} - 2(\zeta_2 + \zeta_0 b_2)\lambda_{de,2,im} + \eta_{av}/2 = 0, \quad (34) \]
\[ 2\omega_1 b_1 \lambda_{de,1,im} - 2\omega_1 a_1 \lambda_{de,1,im} + 2\omega_2 b_2 \lambda_{de,2,im} - 2\omega_2 a_2 \lambda_{de,2,im} = \eta_\epsilon = 0, \quad (35) \]
\[ -\lambda_{fr} + \eta_\epsilon = 0, \quad (36) \]
with $\eta_{da} = 1$, for the remaining adjoint variables. Notably, the linearized equations (19)-(26) impose eleven linear constraints on the eleven unknowns $\delta_{a_1}$, $\delta_{b_1}$, $\delta_{c_1}$, $\delta_{\omega_1}$, $\delta_{c_2}$, $\delta_{\omega_2}$, $\delta_{\epsilon_0}$, and $\delta_{\Delta}$, but the only expression of interest is the solution for $\delta_\Delta$ and this is only obtained as a linear combination of constraint violations and parameter perturbations. In contrast, the adjoint conditions impose ten linear constraints on the ten unknowns $\lambda_{am,1}$, $\lambda_{am,2}$, $\lambda_{fr}$, $\lambda_{de,1,im}$, $\lambda_{de,2,im}$, $\lambda_{de,2,im}$, $\lambda_{de,2,im}$, $\lambda_{de,2,im}$, $\lambda_{de,2,im}$, $\lambda_{de,2,im}$, $\lambda_{de,2,im}$, $\lambda_{de,2,im}$.
\( \eta_{av}, \eta_{\epsilon}, \) and \( \eta_{\zeta}, \) all of which are of interest and immediately represent the sought sensitivities of \( \Delta \) with respect to the individual constraint violations and perturbations of the continuation parameters \( \tilde{\omega}, \epsilon_0, \) and \( \zeta_0. \)

We proceed to implement this analysis in COCO with fixed \( \epsilon = 0.01 \) and \( \zeta = 0.1. \) In this case, the derivative of the right-hand side of (16) with respect to \( \tilde{\omega} \) vanishes for \( \tilde{\omega} \approx 0.92043919 \) and \( 1.06205837 \) with residuals of \( 2 \times 10^{-7} \) and \( 4 \times 10^{-7}, \) respectively. COCO-compatible encodings of the zero function \( \Phi \) and its Jacobian \( D\Phi \) are as follows.

```matlab
function [data, f] = phi(prob, data, u)
    v = num2cell(u);
    [a1, b1, c1, a2, b2, c2, o1, o2, ze, ep] = deal(v{:});
    f = [c1^2-a1^2-b1^2; c2^2-a2^2-b2^2; o1-o2-ep; (1-o1^2)*a1+2*ze*o1*b1 -1; (1-o1^2)*b1 -2*ze*o1*a1; (1-o2^2)*a2+2*ze*o2*b2 -1; (1-o2^2)*b2-2*ze*o2*a2];
end

function [data, J] = dphi(prob, data, u)
    v = num2cell(u);
    [a1, b1, c1, a2, b2, c2, o1, o2, ze, ep] = deal(v{:});
    J = [-2*a1,-2*b1,2*c1,0,0,0,0,0,0,0; 0,0,0,-2*a2,-2*b2,2*c2,0,0,0,0; 0,0,0,0,0,0,1,-1,0,-1; 1-o1^2,2*ze*o1,0,0,0,0,-2*o1*a1+2*ze*b1,0,2*o1*b1,0; -2*ze*o1,1-o1^2,0,0,0,0,-2*o1*b1-2*ze*a1,0,2*o1*a1,0; 0,0,0,1-o2^2,2*ze*o2,0,0,-2*o2*a2+2*ze*b2,2*o2*b2,0; 0,0,0,-2*ze*o2,1-o2^2,2,0,0,-2*o2*b2-2*ze*a2,2,2*o2*a2,0];
end
```

Similarly, COCO-compatible encodings of the monitor function \( \Psi \) and its Jacobian \( D\Psi \) are given below.

```matlab
function [data, f] = psi(prob, data, u)
    v = num2cell(u);
    [a1, b1, c1, a2, b2, c2, o1, o2, ze, ep] = deal(v{:});
    f = [c1-c2; (o1+o2)/2; ep; ze];
end

function [data, J] = dpsi(prob, data, u)
    v = num2cell(u);
    [a1, b1, c1, a2, b2, c2, o1, o2, ze, ep] = deal(v{:});
    J = [0,0,1,0,0,-1,0,0,0,0; 0,0,0,0,0,1/2,1/2,0,0; 0,0,0,0,0,0,0,0,1; 0,0,0,0,0,0,0,1,0];
end
```

\(^3\)In the absence of explicit encodings of second derivatives, COCO relies on a suitable finite-difference approximation of these derivatives, as necessary.
We proceed to construct and initialize the corresponding extended continuation problem using the following sequence of commands.

```matlab
>> prob = coco_prob();
>> prob = coco_add_func(prob, 'phi', @phi, @dphi, [], 'zero', ...
    'u0', [-0.49; 4.9; 4.9; 0; 5; 5; 1.01; 1; 1; 0.01]);
>> prob = coco_add_func(prob, 'psi', @psi, @dpsi, [], 'inactive', ...
    {'da', 'av', 'ep', 'ze'}, 'uidx', 1:10);
```

Here, an initial solution guess for the continuation variables is encapsulated in the vector array following the 'u0' flag in the first call to `coco_add_func`. The 'inactive' flag in the second call to `coco_add_func` implies that the corresponding continuation parameters, here designated by the string labels 'da', 'av', 'ep', and 'ze', are initially inactive.

The commands

```matlab
>> prob = coco_add_adjt(prob, 'phi');
>> prob = coco_add_adjt(prob, 'psi', {'e.da','e.av','e.ep','e.ze'}, ...
    'aidx', 1:10);
```

append the corresponding adjoint conditions with additional complementary continuation parameters, designated by the string labels 'e.da', 'e.av', 'e.ep', and 'e.ze', and associated with complementary monitor functions whose values equal $\eta_{da}$, $\eta_{av}$, $\eta_{ep}$, and $\eta_{ze}$, respectively, in the notation of this section. These are inactive by default. All the adjoint variables are initialized with their default value 0 by this construction.

To obtain the sensitivities of $\Delta$ with $I = \{3, 4\}$, $J_1 = \{2\}$, and $J_2 = \{1\}$, we first perform continuation along the one-dimensional solution manifold obtained by allowing 'da', 'e.da', 'e.av', 'e.ep', and 'e.ze' to vary, while keeping 'av', 'ep', and 'ze' fixed.

```matlab
>> coco(prob, 'run', [], 1, {'da', 'e.da', 'e.av', 'e.ep', 'e.ze'}, ...
      {[], [0 1]});
```

We proceed to extract the solution data from the point obtained with 'e.da' equal to 1 and use this to reconstruct and reinitialize the augmented continuation problem.

```matlab
>> prob = coco_prob();
>> chart = coco_read_solution('phi', 'run', 5, 'chart');
>> prob = coco_add_func(prob, 'phi', @phi, @dphi, [], 'zero', ...
    '0', chart.x);
>> prob = coco_add_func(prob, 'psi', @psi, @dpsi, [], 'inactive', ...
    {'da', 'av', 'ep', 'ze'}, 'uidx', 1:10);
>> chart = coco_read_adjoint('phi', 'run', 5, 'chart');
>> prob = coco_add_adjt(prob, 'phi', 'l0', chart.x);
```
Continuation along the solution manifold obtained for fixed ’ep’, ’ze’, and ’e.da’, and for ’av’ in the interval [0.5, 2.5] is then triggered by the commands

```matlab
>> prob = coco_set(prob, ’cont’, ’ItMX’, 500, ’NPR’, 100);
>> coco(prob, ’run’, [], 1, {’da’, ’av’, ’e.av’, ’e.ep’, ’e.ze’}, ...
{[]}, [0.5 2.5])
```

where the ’ItMX’ and ’NPR’ options regulate the number of continuation steps in each direction from the initial solution and the screen output frequency. The resultant output is shown below:

| STEP | DAMPING | NORMS | COMPUTATION TIMES |
|------|---------|-------|---------------------|
| IT   | GAMMA   | ||d|| | ||f|| | ||U|| | F(x) | DF(x) | SOLVE |
| ...  | LABEL | TYPE | da | av | e.av | e.ep | e.ze |
| ...  | EP    | -7.3832e-02 | 1.0050e+00 | 4.6833e+00 | 7.3416e+00 | -1.2213e+00 |
| ...  | 2 FF   | -2.0567e-01 | 1.0621e+00 | -1.7633e-06 | 2.0541e+01 | -3.9743e+00 |
| ...  | 3 EP   | -1.2156e-01 | 1.1556e+00 | -9.0966e-01 | 1.2164e+01 | -1.0384e+00 |
| ...  | 4 EP   | -1.7966e-03 | 2.5000e+00 | -2.6831e-03 | 1.7965e-01 | -3.4810e-04 |
| ...  | 5 EP   | -7.3832e-02 | 1.0050e+00 | 4.6833e+00 | 7.3416e+00 | -1.2213e+00 |
| ...  | 6 FF   | 1.7834e-01  | 9.2050e-01 | 2.9412e-03 | -1.7795e+01 | 3.7095e+00  |
| ...  | 7 EP   | 1.7834e-01  | 9.2044e-01 | 9.2729e-07 | -1.7795e+01 | 3.7069e+00  |
| ...  | 8 EP   | 1.6854e-02  | 5.0000e-01 | -7.5097e-02 | -1.6857e+00 | 1.8071e-02  |

Here, the points denoted by ’’ are fold points (local extrema) in the quantity ∆ and coincide with the loci of sign changes in the sensitivity of ∆ with respect to ω, i.e., approximate inflection points. The corresponding values of ’av’ (computed with the default residual tolerance of 10^-6 and rounded off to 0.92044 and 1.0621) agree with those predicted by the closed-form analysis in the first part of this section.

3. Sensitivities along solutions to ODEs. In this section, we derive several known results about the sensitivity of quantities associated with the behavior of smooth and hybrid dynamical systems to violations of a governing set of differential and algebraic constraints using either linearization of the governing constraints or the adjoint-based approach. Notably, we interpret the adjoint conditions liberally as matrix equalities, enabling simultaneous derivation of the sensitivities of a vector of monitor functions to constraint violations and perturbations in the remaining continuation parameters.

3.1. A single trajectory segment. Consider the flow $F(t,x,p)$ corresponding to the autonomous vector field $f : \mathbb{R}^n \times \mathbb{R}^q \rightarrow \mathbb{R}^n$, such that $x(\tau; T, x_0, p) := F(T \tau, x_0, p)$ is the unique solution to the initial-value problem with rescaled time:

$$x' = Tf(x,p), \quad x(0) = x_0.$$  

(37)

We apply the formalism of Section 2.1 to quantities involved in (37) in order to evaluate the sensitivities of $x(1; T, x_0, p)$ to its arguments. As in the previous section, we first perform direct differentiation and compare intermediate steps and final results to the predictions of the adjoint analysis.

Direct differentiation. It follows directly by differentiation at $\tau = 1$ that

$$\partial_T x(1; T, x_0, p) = \partial_T F(T, x_0, p) = f(F(T, x_0, p), p) = f(x(1; T, x_0, p), p),$$  

(38)
and we obtain the Jacobians \( \partial_{x_0} x(1; T, x_0, p) = \partial_x F(T, x_0, p) \) and \( \partial_p x(1; T, x_0, p) = \partial_p F(T, x_0, p) \) as the solutions at \( \tau = 1 \) to the standard first-order variational initial-value problems

\[
X' = T \partial_x f (x(\tau; T, x_0, p), p) X, \quad X(0) = I_n
\]

and

\[
P' = T \partial_x f (x(\tau; T, x_0, p), p) P + T \partial_p f (x(\tau; T, x_0, p), p), \quad P(0) = 0,
\]

respectively, where \( I_n \) denotes the corresponding identity matrix.

Consider, for example, a perturbation of \( x(1; T, x_0, p) \). Since

\[
\frac{d}{d\tau} f(x(\tau; T, x_0, p), p) = T \partial_x f (x(\tau; T, x_0, p), p) f(x(\tau; T, x_0, p), p),
\]

it follows that

\[
f(x(\tau; T, x_0, p), p) = X(\tau) f(x_0, p),
\]

i.e., that, to linear order, \( x(1; T, x_0, p) \) is perturbed by the vector \( f(x(1; T, x_0, p), p) \). Moreover, by the variation-of-parameters formula, we obtain

\[
P(\tau) = TX(\tau) \int_0^\tau X(\sigma)^{-1} \partial_p f (x(\sigma; T, x_0, p), p) \, d\sigma.
\]

This gives the sensitivity \( P(1) \) of \( x(1; T, x_0, p) \) with respect to \( p \) directly in terms of a convolution integral.

**Regularity.** Alternatively, in notation consistent with that of the previous section, let \( \mathcal{U}_\Phi = C^1([0, 1]; \mathbb{R}^n) \times \mathbb{R} \times \mathbb{R}^q \) be the space of continuation variables, and define

\[
\mathcal{U} \ni u = (x(\cdot), T, p) \mapsto \Phi(u) := x'(\cdot) - T f(x(\cdot), p) \in C^0([0, 1]; \mathbb{R}^n) = \mathcal{R}_\Phi
\]

and

\[
\Psi(u) := \begin{pmatrix} x(1) \\ x(0) \\ T \\ p \end{pmatrix} \in \mathbb{R}^{2n+1+q}.
\]

In this case, every solution to the zero problem is regular with dimensional deficit \( n + 1 + q \). Indeed, given a solution \((\tilde{x}(\cdot), T, p)\) and small constraint violation \( \delta_{\text{ode}}(\cdot) \), the linearized equation

\[
\delta_{\text{ode}} = \delta_x' - T \partial_x f(\tilde{x}, p) \delta_x - f(\tilde{x}, p) \delta_T - T \partial_p f(\tilde{x}, p) \delta_p
\]

implies that

\[
\delta_x(\tau) = X(\tau) \int_0^\tau X(\sigma)^{-1} \delta_{\text{ode}}(\sigma) \, d\sigma + X(\tau) \delta_x(0) + \tau f(\tilde{x}(\tau), p) \delta_T + P(\tau) \delta_p.
\]

We thus obtain \( \delta_x(\cdot) \) in terms of the \( n + 1 + q \) quantities \( \delta_x(0), \delta_T, \) and \( \delta_p \).

**Adjoint analysis.** Following (1), we write the Lagrangian

\[
L = \int_0^1 \lambda^T(\tau) (x'(\tau) - T f(x(\tau), p)) \, d\tau + \eta^T_{x(1)} (x(1) - \mu_{x(1)}) \\
+ \eta^T_{x(0)} (x(0) - \mu_{x(0)}) + \eta_T (T - \mu_T) + \eta^T_p (p - \mu_p)
\]

\[ (48) \]
in terms of the adjoint variables\(^4\) \(\lambda(\cdot) \in C^1([0,1];\mathbb{R}^n)\), \(\eta_{x(1)},\eta_{x(0)} \in \mathbb{R}^n\), \(\eta_T \in \mathbb{R}\), and \(\eta_p \in \mathbb{R}^q\). The adjoint conditions (4) may then be written

\[
\begin{align*}
\delta x(1) : & \quad 0 = -\lambda^T(1) + \eta_{x(1)}^T, \\
\delta x(0) : & \quad 0 = -\lambda^T(0) + \eta_{x(0)}^T, \\
\delta T : & \quad 0 = -\int_0^1 \lambda^T(\tau)f(x(\tau),p)\,d\tau + \eta_T, \\
\delta p : & \quad 0 = -\int_0^1 \lambda^T(\tau)T\partial_p f(x(\tau),p)\,d\tau + \eta_p^T,
\end{align*}
\]

where we have labeled each condition by the corresponding variation \(\delta u\).

We let \(I = \emptyset\), \(J_1 = \{n + 1, \ldots, 2n + 1 + q\}\), and \(J_2 = \{1, \ldots, n\}\). With reference to (45), this choice corresponds to computing the sought sensitivities of \(x(1)\) with respect to violations of the governing differential constraint and perturbations to \(T\), \(x(0)\), and \(p\), respectively that drive \((x(\cdot),T,p)\) away from \((x(\cdot),T,p)\). It follows by inspection using (37), (39), (40), and (49)-(53) that

\[
\begin{align*}
\dot{\lambda}^T f(x,p) & = \eta_T = -\eta_{x(1)}^T f(x(1),p), \\
\dot{\lambda}^T X & = \eta_{x(0)}^T X(1), \\
\dot{\lambda}^T P|_{\tau=1} & = \eta_p = -\eta_{x(1)}^T P(1).
\end{align*}
\]

We set \(\eta_{x(1)} = I_n\) and obtain the sensitivities of \(x(1)\) with respect to variations in \(T\), \(x(0)\), and \(p\) from the quantities \(f(x(1),p)\), \(X(1)\), and \(P(1)\), respectively, as expected from the results obtained using direct differentiation. In this case, (54) and (55) also imply that

\[
X(1)f(x(0),p) = f(x(1),p),
\]

consistent with (42).

3.2. A single segment with a Poincaré section. We append the zero function \((x(\cdot),T,p) \mapsto h_{ps}(x(1),p)\) to the previous construction by adding the term \(\lambda_{ps} h_{ps}(x(1),p)\) to the corresponding Lagrangian (48). We use the notation \(\cdot_{ps}\) to indicate the association with a Poincaré section

\[
\{x : h_{ps}(x, p) = 0\}.
\]

Then, every solution to the zero problem with nonzero Lie derivative

\[
\mathcal{L}_f h_{ps}(x(1),p) := \partial_x h_{ps}(x(1),p)f(x(1),p)
\]

(i.e., that intersects the Poincaré section transversally) is regular with dimensional deficit \(n+q\). Indeed, consider the additional small constraint violation \(\delta h\), such that

\[
\partial_x h_{ps}(x(1),p)\delta_x(1) + \partial_p h_{ps}(x(1),p)\delta_p = \delta h.
\]

\(^4\)Here, the dual space \(\mathcal{R}_n^*\) is the space of functions of bounded variation. We restrict attention to the subspace of continuously differentiable functions \(\lambda(\cdot)\) to allow the use of integration of parts when evaluating variations of \(L\).
Then, (47) implies that
\[
\mathcal{L}_f h_{ps}(x(1), p) \delta_T = \delta_x - \partial_x h_{ps}(x(1), p) X(1) \int_0^1 X(\sigma)^{-1} \delta_{ode}(\sigma) \, d\sigma \\
- \partial_x h_{ps}(x(1), p) X(1) \delta_x(0) - (\partial_p h_{ps}(x(1), p) + \partial_x h_{ps}(x(1), p) P(1)) \delta_p,
\]
which may be uniquely solved for \(\delta_T\) if \(\mathcal{L}_f h_{ps}(x(1), p) \neq 0\). Consequently, \(\delta_x(\cdot)\) and \(\delta_T\) may be obtained in terms of the \(n + q\) quantities \(\delta_x(0)\) and \(\delta_p\).

With the additional constraint, the adjoint conditions become
\[
\begin{align*}
\delta x(\cdot) : & \quad 0 = -\lambda_{de}^T - T \lambda_{de}^T \partial_x f(x, p), \\
\delta x(1) : & \quad 0 = \lambda_{de}^T(1) + \lambda_{ps} \partial_x h_{ps}(x(1), p) + \eta_{x(1)}^T, \\
\delta x(0) : & \quad 0 = -\lambda_{de}^T(0) + \eta_{x(0)}^T, \\
\delta T : & \quad 0 = -\int_0^1 \lambda_{de}^T(\tau) f(x(\tau), p) \, d\tau + \eta_T, \\
\delta p : & \quad 0 = -\int_0^1 \lambda_{de}^T(\tau) T \partial_p f(x(\tau), p) \, d\tau + \lambda_{ps} \partial_p h_{ps}(x(1), p) + \eta_p^T.
\end{align*}
\]
This time, we let \(I = 0\), \(J_1 = \{n + 1, \ldots, 2n, 2n + 2, \ldots, 2n + 1 + q\}\), and \(J_2 = \{1, \ldots, n, 2n + 1\}\) in order to capture the sensitivities of \(x(1)\) and \(T\) with respect to constraint violations and perturbation in \(x(0)\) and \(p\). It follows by the identical steps to the previous section that
\[
\begin{align*}
\lambda_{de}^T f(x, p) & = \eta_T = -\left(\eta_{x(1)}^T + \lambda_{ps} \partial_x h_{ps}(x(1), p)\right) f(x(1), p), \\
\lambda_{de}^T X & = \eta_{x(0)}^T = -\left(\eta_{x(1)}^T + \lambda_{ps} \partial_x h_{ps}(x(1), p)\right) X(1), \\
\lambda_{de}^T P|_{x=1} & = \lambda_{ps} \partial_p h_{ps}(x(1), p) + \eta_p^T = -\left(\eta_{x(1)}^T + \lambda_{ps} \partial_x h_{ps}(x(1), p)\right) P(1).
\end{align*}
\]
By considering the case when \(\eta_T = 0\) and \(\eta_{x(1)} = I_n\), we find that the sensitivities of \(x(1)\) equal
\[
\frac{f(x(1), p)}{\mathcal{L}_f h_{ps}(x(1), p)}
\]
with respect to \(h_{ps}(x(1), p)\),
\[
\Pi(x(1), p) X(1)
\]
with respect to \(x(0)\), and
\[
\Pi(x(1), p) P(1) - \frac{f(x(1), p) \partial_p h_{ps}(x(1), p)}{\mathcal{L}_f h_{ps}(x(1), p)}
\]
with respect to \(p\), where the nullspaces of the projection matrix
\[
\Pi(x(1), p) := I_n - \frac{f(x(1), p) \partial_p h_{ps}(x(1), p)}{\mathcal{L}_f h_{ps}(x(1), p)}
\]
and its transpose are spanned by \(f(x(1), p)\) and \((\partial_p h_{ps}(x(1), p))^T\), respectively. Similarly, by considering the case when \(\eta_T = 1\) and \(\eta_{x(1)} = 0\), we find that the sensitivities of \(T\) equal
\[
\frac{1}{\mathcal{L}_f h_{ps}(x(1), p)}
\]
with respect to \(h_{ps}(x(1), p)\),
\[
- \frac{\partial_x h_{ps}(x(1), p)}{\mathcal{L}_f h_{ps}(x(1), p)} X(1)
\]
with respect to $x(0)$, and

$$ - \frac{\partial_x h_{\text{ps}}(x(1), p) P(1) + \partial_p h_{\text{ps}}(x(1), p)}{\mathcal{L}_f h_{\text{ps}}(x(1), p)} $$  \hspace{1cm} (76)$$

with respect to $p$. These conclusions also follow from implicit differentiation of the constraints

$$ h_{\text{ps}}(x(1), p) = H, \ x(1) = F(T, x(0), p) $$  \hspace{1cm} (77)

with respect to the independent variables $H$, $x(0)$, and $p$, or by solving the linearized equations (47) and (61) for $\delta_x(1)$ and $\delta_T$.

### 3.3. Periodic orbits.

Next, append the zero function $(\cdot, T, p) \mapsto x(0) - x(1)$ to the previous construction by adding the term $\lambda_{\text{ps}}^T(x(0) - x(1))$ to the corresponding Lagrangian. Here, the notation $(\cdot)_{\text{po}}$ reflects the corresponding imposition of the periodicity constraint $x(1) = x(0)$. Then, every solution to the zero problem with $\mathcal{L}_f h_{\text{ps}}(x(1), p) \neq 0$, and for which the eigenvalue 1 of the monodromy matrix $X(1)$ is simple, is regular with dimensional deficit $q$. Here, consider the additional small constraint violation $\delta_{\text{po}}$, such that

$$ \delta_x(0) - \delta_x(1) = \delta_{\text{po}}. $$  \hspace{1cm} (78)

Then, (47) and (61) imply that

$$ (I_n - \Pi(x(1), p) X(1)) \delta_x(0) = \delta_{\text{po}} + \Pi(x(1), p) X(1) \int_0^1 X(\sigma)^{-1} \delta_{\text{ode}}(\sigma) \, d\sigma 
+ \frac{f(x(1), p)}{\mathcal{L}_f h_{\text{ps}}(x(1), p)} \delta_h + \left( \Pi(x(1), p) P(1) - \frac{f(x(1), p) \partial_p h_{\text{ps}}(x(1), p)}{\mathcal{L}_f h_{\text{ps}}(x(1), p)} \right) \delta_p, $$  \hspace{1cm} (79)

which may be uniquely solved for $\delta_x(0)$ provided that $\Pi(x(1), p) X(1)$ has no eigenvalues equal to 1. Indeed, if there exists a vector $v$ such that $\Pi(x(1), p) X(1) v = v$, then $X(1) v - v$ must be parallel to $f(x(1), p)$ in violation of the assumption on $X(1)$ that the eigenvalue 1 is simple. When invertibility holds, it follows after substitution in (61) and some simplification that

$$ \mathcal{L}_f h_{\text{ps}}(x(1), p) \delta_T = w^T \left( \delta_{\text{po}} + P(1) \delta_p + \int_0^1 X(\sigma)^{-1} \delta_{\text{ode}}(\sigma) \, d\sigma \right), $$  \hspace{1cm} (80)

where the prefactor

$$ w^T := -\partial_x h_{\text{ps}}(x(1), p) X(1) (I_n - \Pi(x(1), p) X(1))^{-1} $$  \hspace{1cm} (81)

is the unique left eigenvector of $X(1)$ corresponding to the eigenvalue 1 such that $w^T f(x(1), p) = -\mathcal{L}_f h_{\text{ps}}(x(1), p)$.

With the additional periodicity constraint, the adjoint conditions now become

$$ \delta x(\cdot) : \quad 0 = -\lambda_{\text{de}}^T \cdot - T \lambda_{\text{de}}^T \partial_x f(x, p), $$  \hspace{1cm} (82)

$$ \delta x(1) : \quad 0 = \lambda_{\text{de}}^T(1) + \lambda_{\text{ps}} \partial_x h_{\text{ps}}(x(1), p) - \lambda_{\text{ps}}^T + \eta_{\text{de}}^T, $$  \hspace{1cm} (83)

$$ \delta x(0) : \quad 0 = -\lambda_{\text{de}}^T(0) + \lambda_{\text{ps}}^T + \eta_{\text{de}}^T, $$  \hspace{1cm} (84)

$$ \delta T : \quad 0 = -\int_0^1 \lambda_{\text{de}}^T(\tau) f(x(\tau), p) \, d\tau + \eta_T, $$  \hspace{1cm} (85)

$$ \delta p : \quad 0 = -\int_0^1 \lambda_{\text{de}}^T(\tau) T \partial_p f(x(\tau), p) \, d\tau + \lambda_{\text{ps}} \partial_p h_{\text{ps}}(x(1), p) + \eta_p^T. $$  \hspace{1cm} (86)
This time, we let $I = \emptyset$, $J_1 = \{2n + 2, \ldots, 2n + 1 + q\}$, and $J_2 = \{1, \ldots, 2n + 1\}$. It follows again by inspection that

$$\lambda_{de}^T f(x, p) \equiv \eta_T = - \left(\eta_{x(1)}^T + \lambda_{ps} \partial_x h_{ps}(x(1), p) - \lambda_{po}^T\right) f(x(1), p)$$

$$= (\lambda_{po}^T + \eta_{x(0)}^T) f(x(1), p),$$

(87)

and conclude that the sensitivities of $T$ with respect to $h_{ps}(x(1), p)$, $x(0) - x(1)$, and $p$ equal 0, the unique left eigenvector $w^T$ of the monodromy matrix $X(1)$ corresponding to the eigenvalue 1 and such that $w^T f(x(1), p) = -1$, and the product $w^T P(1)$, respectively, consistent with the result in (80).

3.4. **Segmented trajectories in hybrid systems.** We broaden the perspective to hybrid dynamical systems that include discrete jumps and switches between different vector fields. The results in this section generalize to trajectories consisting of any number of consecutive solution segments.

For example, consider a time history of a hybrid dynamical system that evolves along a trajectory of a flow $F_1$ until a transversal intersection at $(x_0, p_0)$ with an event surface

$$\{x : h_{es}(x, p) = 0\},$$

(91)

followed by evolution along a trajectory of a flow $F_2$ from a point $g(x_0, p_0)$ for some map $g$. In particular, consistent with the discussion in Section 3.2, assume that $\partial_x h_{es}(x_0, p_0) f_1(x_0, p_0) \neq 0$. Consider the composition

$$D(x, p) = F_2(-\sigma(x, p), g(F_1(\sigma(x, p), x, p), p), p),$$

(92)

where $h_{es}(F_1(\sigma(x, p), x, p), p) = 0$ defines $\sigma(x, p) \approx 0$ uniquely for $x$ and $p$ in some neighborhood of $x_0$ and $p_0$, respectively, such that $\sigma(x_0, p_0) = 0$. The function $D$ is referred to as the zero-time discontinuity mapping [3] associated with the jump function $g$ and the transversal intersection with the event surface $h_{es} = 0$. As a special case, $D(x_0, p_0) = g(x_0, p_0)$.

We obtain the sensitivities $\partial_x D(x_0, p_0)$ and $\partial_p D(x_0, p_0)$ by analyzing the zero problem

$$x_1' - \sigma f_1(x_1, p) = 0, \quad x_2' + \sigma f_2(x_2, p) = 0,$$

$$h_{es}(x_1(1), p) = 0, \quad x_2(0) - g(x_1(1), p) = 0$$

(93)

and monitor functions

$$\Psi(u) := \begin{pmatrix} x_2(1) \\ x_1(0) \\ p \end{pmatrix},$$

(95)
which yield the adjoint conditions

\[
\begin{align*}
\delta x_1(\cdot) & : 0 = -\lambda_{de,1}^T - \lambda_{de,1}^T \sigma f_1(x_1, p), \\
\delta x_2(\cdot) & : 0 = -\lambda_{de,2}^T + \lambda_{de,2}^T \sigma f_2(x_2, p), \\
\delta x_1(1) & : 0 = \lambda_{de,1}(1) + \lambda_{es} \partial_x h_{es}(x_1(1), p) - \lambda_g^T \partial_p g(x_1(1), p), \\
\delta x_1(0) & : 0 = -\lambda_{de,1}(0) + \eta_{x_1(1)}^T, \\
\delta x_2(1) & : 0 = \lambda_{de,2}(1) + \eta_{x_2(1)}, \\
\delta x_2(0) & : 0 = -\lambda_{de,2}(0) + \lambda_g^T,
\end{align*}
\]

(96) – (101)

\[
\begin{align*}
\delta \sigma & : 0 = -\int_0^1 \lambda_{de,1}^T f_1(x_1, p) \, d\tau + \int_0^1 \lambda_{de,2}^T f_2(x_2, p) \, d\tau, \\
\delta p & : 0 = -\int_0^1 \lambda_{de,1} \sigma \partial_p f_1(x_1, p) \, d\tau + \int_0^1 \lambda_{de,2} \sigma \partial_p f_2(x_2, p) \, d\tau \\
& \quad + \lambda_{es} \frac{\partial p}{\partial x} h_{es}(x_1(1), p) - \lambda_g^T \partial_p g(x_1(1), p) + \eta_p^T,
\end{align*}
\]

(102) – (103)

where \( \eta = (\eta_{x_2(1)}, \eta_{x_1(0)}, \eta_p) \), and \( \lambda_{es} \) and \( \lambda_g \) are adjoint variables associated with the boundary conditions (94).

Since \( \sigma = 0 \) for \( x_1(0) = x_0 \) and \( p = p_0 \), it follows by inspection that this choice implies that \( x_1 \equiv x_0, x_2 \equiv g(x_0, p_0) \),

\[
\begin{align*}
\lambda_{de,1}^T & \equiv \eta_{x_1(0)}^T = \lambda_g^T \partial_x g(x_0, p_0) - \lambda_{es} \partial_x h_{es}(x_0, p_0), \\
\lambda_{de,2}^T & \equiv -\eta_{x_2(1)}^T = \lambda_g^T.
\end{align*}
\]

(104) – (105)

and

\[
\eta_p^T = \lambda_g^T \partial_p g(x_0, p_0) - \lambda_{es} \partial_p h_{es}(x_0, p_0),
\]

(106)

Guided by the general theory, we let \( I = 0, J_1 = \{ n + 1, \ldots, 2n + q \} \), and \( J_2 = \{ 1, \ldots, n \} \) consistent with computing the sensitivities of \( x_2(1) = D(x_1(0), p) \) with respect to \( x_1(0) \) and \( p \) at \( x_1(0) = x_0 \) and \( p = p_0 \). With \( \eta_{x_2(1)} = I_n \), we obtain

\[
\begin{align*}
\partial_x D(x_0, p_0) & = -\eta_{x_1(0)}^T = \partial_x g(x_0, p_0) + \lambda_{es} \partial_x h_{es}(x_0, p_0), \\
\partial_p D(x_0, p_0) & = -\eta_p^T = \partial_p g(x_0, p_0) + \lambda_{es} \partial_p h_{es}(x_0, p_0),
\end{align*}
\]

(108) – (109)

where

\[
\lambda_{es} = \frac{f_2(g(x_0, p_0), p_0) - \partial_x g(x_0, p_0) f_1(x_0, p_0)}{\partial_x h_{es}(x_0, p_0) f_1(x_0, p_0)}
\]

(110)

is obtained by multiplying (104) by \( f_1(x_0, p_0) \) and simplifying using (107). The same expressions may be obtained by implicit differentiation of the constraint

\[
h_{es}(F_1(\sigma(x, p), x, p), p) = 0
\]

(111)

and the defining expression for \( D(x, p) \).

As a second example from the theory of hybrid systems, we consider a zero problem for a two-segment periodic orbit of period \( T \) obtained by gluing together two individual zero problems of the second form considered in Section 3.1 using additional boundary conditions. Specifically, we assume that

\[
\begin{align*}
x_1'(x_1, p) & = 0, \quad h_{es}(x_1(1), p) = 0, \\
x_2'(x_2, p) & = (T - \sigma) f_2(x_2, p), \quad h_{ps}(x_2(1), p) = 0, \\
x_2(0) & = g(x_1(1), p) = 0, \quad x_1(0) - x_2(1) = 0,
\end{align*}
\]

(112) – (114)
where the terminal point of the first segment (of total duration \( \sigma \)) is constrained to the event surface \( h_{es} = 0 \) and mapped by the jump function \( g \) to the initial point on the second segment (of total duration \( T - \sigma \)). In this case, any solution that intersects both the event surface and the Poincaré section at \( h_{ps} = 0 \) transversally, i.e., such that

\[
\partial_x h_{es}(x(1), p)f(x(1), p) \neq 0, \tag{115}
\]
\[
\partial_x h_{ps}(x(2), p)f(x(2), p) \neq 0, \tag{116}
\]
is regular with dimensional deficit \( q \). If we choose the monitor functions

\[
\Psi(u) := \begin{pmatrix} T \\ p \end{pmatrix}, \tag{117}
\]

we obtain the adjoint conditions

\[
\delta x_1(\cdot) : \quad 0 = -\lambda^T_{de,1} - \lambda^T_{de,1}\sigma f(x(1), p), \tag{118}
\]
\[
\delta x_2(\cdot) : \quad 0 = -\lambda^T_{de,2} - \lambda^T_{de,2}(T - \sigma)f(x(2), p), \tag{119}
\]
\[
\delta x_1(1) : \quad 0 = \lambda^T_{de,1}(1) + \lambda_{es}\partial_x h_{es}(x_1(1), p) - \lambda^T_T\partial_x g(x(1), p), \tag{120}
\]
\[
\delta x_1(0) : \quad 0 = -\lambda^T_{de,1}(0) + \lambda_{po}, \tag{121}
\]
\[
\delta x_2(1) : \quad 0 = \lambda^T_{de,2}(1) + \lambda_{ps}\partial_x h_{ps}(x_2(1), p) - \lambda^T_{po}, \tag{122}
\]
\[
\delta x_2(0) : \quad 0 = -\lambda^T_{de,2}(0) + \lambda^T_T, \tag{123}
\]
\[
\delta T : \quad 0 = -\int_0^1 \lambda^T_{de,2}(\tau)f(x(2), p) d\tau + \eta_T, \tag{124}
\]
\[
\delta \sigma : \quad 0 = -\int_0^1 \lambda^T_{de,1}(\tau)f(x(1), p) d\tau + \int_0^1 \lambda^T_{de,2}(\tau)f(x(2), p) d\tau, \tag{125}
\]
\[
\delta p : \quad 0 = -\int_0^1 \lambda^T_{de,1}(\tau)\sigma\partial_p f(x(1), p) d\tau + \lambda_{es}\partial_p h_{es}(x_1(1), p)
- \int_0^1 \lambda^T_{de,2}(\tau)(T - \sigma)\partial_p f(x(2), p) d\tau + \lambda_{ps}\partial_p h_{ps}(x_2(1), p)
- \lambda^T_T\partial_p g(x(1), p) + \eta^T_p, \tag{126}
\]
where \( \eta = (\eta_T, \eta_p) \), and \( \lambda_{es}, \lambda_{ps}, \lambda_T \), and \( \lambda_{po} \) are adjoint variables associated with the four boundary conditions.

As before, the functions \( \lambda^T_{de,1}(x, p) \) and \( \lambda^T_{de,2}(x, p) \) are constant and both equal to \( \eta_T \). By transversality (116), it follows that \( \lambda_{po} = 0 \) and, consequently, that \( \lambda_{po} = \lambda_{de,1}(0) = \lambda_{de,2}(1) \). Similarly, from (115), it follows that

\[
\lambda_{es} = \lambda^T_{de,2}(0) \frac{\partial_x g(x(1), p)f(x(1), p) - f_2(x(2), p)}{\partial_x h_{es}(x_1(1), p)f(x(1), p)}, \tag{127}
\]
and, consequently,

\[
\lambda^T_{de,1}(1) = \lambda^T_{de,2}(0)\partial_x D(x_1(1), p). \tag{128}
\]

Since

\[
\lambda^T_{de,1}(0) = \lambda^T_{de,1}(1)\partial_x F(\sigma, x_1(0), p) \tag{129}
\]
and

\[
\lambda^T_{de,2}(0) = \lambda^T_{de,2}(1)\partial_x F(T - \sigma, x_2(0), p), \tag{130}
\]
it follows that

\[
\lambda^T_{de,2}(1) = \lambda^T_{de,2}(1)\partial_x F(T - \sigma, x_2(0), p)\partial_x D(x_1(1), p)\partial_x F(\sigma, x_1(0), p). \tag{131}
\]
Further, from the final adjoint condition, after some manipulation we obtain
\[
\eta^T_p = \lambda^T_{de,2}(1) \left( \partial_x F(T - \sigma, x_2(0), p) \partial_x D(x_1(1), p) \partial_p F(\sigma, x_1(0), p) \\
+ \partial_x F(T - \sigma, x_2(0), p) \partial_p D(x_1(1), p) + \partial_p F(T - \sigma, x_2(0), p) \right). ~ (132)
\]

Inspired by these expressions, we use the discontinuity mapping to define the period-T flow map \(G_T\) for fixed \(\sigma\) and small changes in \(x_1(0)\) and \(p\) as follows
\[
G_T(x_1(0), p) := F(T - \sigma, D(F(\sigma, x_1(0), p), p), p). ~ (133)
\]
It then follows by comparison with (131) that \(\lambda^T_{po}\) is the unique left eigenvector of the monodromy matrix
\[
\partial_x G_T(x_1(0), p) ~ (134)
\]
corresponding to the eigenvalue 1 and such that \(\lambda^T_{po}, f(x_1(0), p) = \eta_T\), and that
\[
\eta^T_p = \lambda^T_{po} \partial_p G_T(x_1(0), p), ~ (135)
\]
just like in the case of a smooth periodic orbit. If we let \(I = \emptyset, J_1 = \{2, \ldots, q + 1\}\), and \(J_2 = \{1\}\), we obtain the sensitivities of \(T\) with respect to \(h_{es}, h_{ps}, x_2(0) - g(x_1(1), p), x_1(0) - x_2(1),\) and \(p\) from \(-\lambda_{es}, -\lambda_{ps}, -\lambda_1^T, -\lambda_{po}^T\), and \(-\eta^T_p\), respectively.

4. Quasiperiodic invariant tori. In this section, we demonstrate the utility of the adjoint approach for a special class of normally hyperbolic invariant manifolds, namely transversally stable, quasiperiodic invariant tori. We show that this approach may be used to compute the linearization of the corresponding stable fiber projection, as a generalization of the concept of asymptotic phase for periodic orbits. Indeed, in this case, stable fibers span the entire neighborhood of the invariant torus, such that the asymptotic phase can be easily observed, for example, in numerical simulations. In contrast to the treatment in previous sections, the discussion is here concerned with an infinite-dimensional problem for which determining the regularity of the zero problem is a nontrivial task.

4.1. Revisiting the periodic orbit. Before turning to the infinite-dimensional case, however, we return again to the analysis in Section 3.3 of a periodic orbit in a smooth vector field and consider its implications to the dynamics of nearby trajectories. To distinguish the periodic orbit from such nearby trajectories, we denote the former by \(\tilde{x}(\tau)\). Similarly, let \(\lambda^T_{de,T}(\tau)\) denote the corresponding solution to the adjoint conditions obtained with \(\eta_T = 1\) and \(\eta_{es}(0) = \eta_{ts}(1) = 0\), such that \(\lambda^T_{de,T}(\tau) = \tilde{X}^T_{de,T}(\tau + 1)\). It follows that the vectors \(\tilde{X}^T_{de,T}(\tau)\) and \(f(\tilde{x}(\tau), p)\) are left and right nullvectors of the operator
\[
\Gamma_T := \tilde{X}(\tau + 1) \tilde{X}^{-1}(\tau) - I_n, ~ (136)
\]
where \(\tilde{X}(\tau)\) satisfies the variational initial-value problem
\[
X'(\tau) = T \partial_x f(\tilde{x}(\tau), p) X(\tau), \quad X(0) = I_n. ~ (137)
\]
Moreover, since \(\tilde{X}^T_{de,T}(\tau)f(\tilde{x}(\tau), p) = 1\), using the notation \((\cdot)_{tg}\) for tangential, the definition
\[
q_{tg}(\tau) := f(\tilde{x}(\tau), p) \tilde{X}^T_{de,T}(\tau) ~ (138)
\]
defines a projection (since \(q_{tg}q_{tg} = q_{tg}\)) such that
\[
q_{tg}(\tau + 1) = q_{tg}(\tau), \quad \tilde{X}(\tau)q_{tg}(0) = q_{tg}(\tau)\tilde{X}(\tau). ~ (139)
\]
and \( \Gamma_\tau q_n(\tau) = q_n(\tau)\Gamma_\tau = 0 \), i.e., such that \( \Gamma_\tau \) maps the image of \( q_n(\tau) := I_n - q_n(\tau) \) to itself and \( \Gamma_\tau q_n(\tau) = \Gamma_\tau \). The notation \( (\cdot)_\tau \) indicates that this projection is onto a subspace \textit{transversal} to the tangent of the orbit. Provided that the right nullspace of \( \Gamma_\tau \) is one dimensional, it follows that \( \Gamma_\tau \) is invertible on this image. But this is a consequence of the regularity assumption on the monodromy matrix \( \bar{X}(1) \) in Section 3.3, since

\[
\bar{X}(\tau + 1)\bar{X}^{-1}(\tau)v = v \Leftrightarrow \bar{X}(1)\bar{X}^{-1}(\tau)v = \bar{X}^{-1}(\tau)v
\]

follows from \( \bar{X}(\tau + 1) = \bar{X}(\tau)\bar{X}(1) \).

For \( x \approx \bar{x}(\tau) \) for some \( \tau \), the scalar equation

\[
\tilde{\lambda}_{\text{de},T}(\tau)(x - \bar{x}(\sigma)) = 0
\]

defines \( \sigma \) uniquely on a neighborhood of \( \tau \), such that \( \sigma = \tau \) when \( x = \bar{x}(\tau) \). Indeed, the derivative of the left-hand side of (141) with respect to \( \sigma \), evaluated at \( x = \bar{x}(\tau) \) and \( \sigma = \tau \) equals

\[
-\bar{T}\tilde{\lambda}_{\text{de},T}(\tau)f(\bar{x}(\tau), p)
\]

which reduces to the nonzero scalar \(-\bar{T} \). It follows by implicit differentiation of (141) w.r.t. \( x \), evaluated at \( \sigma = \tau \) and \( x = \bar{x}(\tau) \), that

\[
\partial_x\sigma(\bar{x}(\tau)) = \frac{1}{\bar{T}}\tilde{\lambda}_{\text{de},T}(\tau).
\]

Then, for \( x = \bar{x}(\tau) + \delta \) with \( \|\delta\| \ll 1 \), it follows that \( x = \bar{x}(\sigma(x)) + x_{\text{tr}}(x) \), where \( q_n(\sigma(x))x_{\text{tr}}(x) = 0 \) (i.e., \( x_{\text{tr}} \) is the projection onto the transversal subspace) and

\[
\sigma(x) = \tau + \frac{1}{\bar{T}}\tilde{\lambda}_{\text{de},T}(\tau)\delta + O(\|\delta\|^2),
\]

\[
x_{\text{tr}}(x) = q_n(\tau)\delta + O(\|\delta\|^2).
\]

For an arbitrary curve \( x(\tau) \) that remains near the limit cycle for all \( \tau \), we obtain the unique decomposition

\[
x(\tau) = \bar{x}(\sigma(\tau)) + x_{\text{tr}}(\tau),
\]

where \( q_n(\sigma(\tau))x_{\text{tr}}(\tau) = 0 \) for all \( \tau \). Suppose, for example, that this is true with \( \|x_{\text{tr}}(\tau)\| = O(\epsilon) \) for a solution \( x(\tau) \) of the perturbed differential equation

\[
x' = T f(x, p) + \delta_{\text{ode}}(\tau)
\]

with \( \|\delta_{\text{ode}}(\tau)\| = O(\epsilon) \). Substitution of (146) into (147) yields

\[
T f(\bar{x}(\sigma), p)(\sigma' - 1) + x_{\text{tr}}' = T \partial_x f(\bar{x}(\sigma), p)x_{\text{tr}} + \delta_{\text{ode}} + O(\epsilon^2).
\]

from which it follows that \( \sigma' = 1 + O(\epsilon) \). Multiplication by \( q_n(\sigma) \) results in

\[
q_n(\sigma)x_{\text{tr}}' = T q_n(\sigma)\partial_x f(\bar{x}(\sigma), p)x_{\text{tr}} + q_n(\sigma)\delta_{\text{ode}} + O(\epsilon^2).
\]

But from the form of the rate \( \sigma' \), we find

\[
q_n(\sigma)x_{\text{tr}}' = x_{\text{tr}}' - q_n(\sigma)x_{\text{tr}} + O(\epsilon^2)
\]

and, consequently,

\[
x_{\text{tr}}' = T q_n(\sigma)\partial_x f(\bar{x}(\sigma), p)x_{\text{tr}} + q_n(\sigma)x_{\text{tr}} + q_n(\sigma)\delta_{\text{ode}} + O(\epsilon^2).
\]

Now recall from before that

\[
\bar{X}(\sigma)q_n(0) = q_n(\sigma)\bar{X}(\sigma).
\]

Differentiation with respect to \( \sigma \) and use of (152) then yields

\[
T \partial_x f(\bar{x}(\sigma), p)q_n(\sigma) = q_n'(\sigma) + T q_n(\sigma)\partial_x f(\bar{x}(\sigma), p).
\]
Multiplication with $x_{tr}$ then results in
\[ T\partial_z f(\tilde{x}(\sigma), p)x_{tr} = q'_{tr}(\sigma)x_{tr} + Tq_{tr}(\sigma)\partial_z f(\tilde{x}(\sigma), p)x_{tr} \] (154)
and, consequently,
\[ x'_{tr} = T\partial_z f(\tilde{x}(\sigma), p)x_{tr} + q_{tr}(\sigma)\delta_{ode} + O(\epsilon^2). \] (155)
Substitution in (148) and multiplication by $\hat{\lambda}_{de,T}^T(\sigma)$ finally yields
\[ \sigma' = 1 + \frac{1}{T}\hat{\lambda}_{de,T}^T(\sigma)\delta_{ode} + O(\epsilon^2). \] (156)

We proceed to assume that the eigenvalues of the monodromy matrix $\tilde{X}(1)$ away from 1 all lie within the unit circle, i.e., that the periodic orbit is normally hyperbolic and orbitally asymptotically stable. Then,
\[ \|\tilde{X}(k)q_{tr}(0)\| = \|\tilde{X}(1) - f(\tilde{x}(0), p)\hat{\lambda}_{de,T}^T(0)\| \leq e^{-k/\tau_{tr}} \] (157)
for some positive constant $\tau_{tr}$. It follows from (155) that if $\|x_{tr}(\tau)\| = O(\epsilon)$ at $\tau = 0$, then it remains so for all $\tau$ and $\delta_{ode}(\tau) = 0$ and some perturbation $\delta$ to the initial condition $\tilde{x}(\sigma_0)$, it follows that $\sigma(\tau) = \sigma(0) + \tau + O(\delta^2)$, and we find that
\[ F(T\tau, \tilde{x}(\sigma_0) + \delta, p) - F(0, \tilde{x}(\sigma_0)) = \hat{\lambda}_{de,T}^T(\sigma_0)\delta \] (158)
behaves as $O(\|\delta\|^2) + O(\exp(-\tau/\tau_{tr}))$ for large $\tau$. The quantity $\sigma_0 + \frac{1}{T}\hat{\lambda}_{de,T}^T(\sigma_0)\delta$ is the linear (in $\delta$) approximation to the corresponding asymptotic phase.

By the assumption on the eigenvalues of $X(1)$ it further follows that
\[ \tilde{X}(k) = f(\tilde{x}(0), p)\hat{\lambda}_{de,T}^T(0) + O(\exp(-k/\tau_{tr})) \] (159)
for large $k$. We obtain
\[ \hat{\lambda}_{de,T}^T(0) = \lim_{k \to \infty} \frac{f^T(\tilde{x}(0), p)}{\|f(\tilde{x}(0), p)\|^2} \tilde{X}(k), \] (160)
where the limit has exponential convergence with rate $1/\tau_{tr}$.

4.2 Torus functions. Let $\mathbb{S} \sim [0, 1]$, such that an $\mathbb{R}^n$-valued function on $\mathbb{S}$ is a topological circle. We seek to generalize the treatment in previous sections to the infinite-dimensional boundary-value problem
\[ \partial_\tau v(\phi, \tau) = T f(v(\phi, \tau), p), \quad v(\phi, 1) = v(\phi + \rho, 0) \] (161)
for the continuously differentiable function $v : \mathbb{S} \times [0, 1] \to \mathbb{R}^n$ in terms of the a priori unknown quantities $T$, $\rho$, and $p$. If such a solution exists, then
\[ \partial_\tau v(\phi, 1) = \partial_\tau v(\phi + \rho, 0), \quad \partial_\phi v(\phi, 1) = \partial_\phi v(\phi + \rho, 0). \] (162)

The boundary condition in (161) ensures that the image of $v$ is an invariant topological torus that is covered by a parallel flow described by the rotation number $\rho$. Indeed, given a solution to (161), we may define the torus function $u : \mathbb{S} \times \mathbb{S} \to \mathbb{R}^n$ such that
\[ u(\theta_1, \theta_2) := v(\theta_1 - \rho \theta_2, \theta_2) \] and $v(\phi, \tau) = u(\phi + \rho \tau, \tau)$. (163)
It follows that $x(\tau) = u(\theta_1(\tau), \theta_2(\tau))$ satisfies $x' = T f(x, p)$ if $\theta'_1 = \rho$ and $\theta'_2 = 1$. Thus, in terms of the angular coordinates $\theta_1$ and $\theta_2$, the flow on the invariant torus is a rigid rotation. If $\rho$ is irrational, trajectories on the invariant torus are quasiperiodic and cover the torus densely.
We may use the torus function \( u \) to construct the two-dimensional family
\[
v(\theta_1, \theta_2) : (\phi, \tau) \mapsto u(\theta_1 + \phi + \rho \tau, \theta_2 + \tau)
\]
of solutions to (161), defined for \((\phi, \tau) \in S \times \mathbb{R}\) and parameterized by the initial condition \( u(\theta_1 + \phi, \theta_2) \) for arbitrary constants \( \theta_1, \theta_2 \in S \). We obtain the original solution in the special case that \( \theta_1 = \theta_2 = 0 \) and omit subscripts in this case. Using this definition, we obtain \( v(\phi, \tau + 1) = v(\phi + \rho, \tau) \) for all \((\phi, \tau) \in S \times \mathbb{R}\), and (162) generalizes to
\[
\partial_{\tau} v(\phi, \tau + 1) = \partial_{\tau} v(\phi + \rho, \tau), \quad \partial_{\phi} v(\phi, \tau + 1) = \partial_{\phi} v(\phi + \rho, \tau)
\]
for all \((\phi, \tau) \in S \times \mathbb{R}\).

Let \( V(\phi, \tau) \) be the solution to the variational initial-value problem
\[
\partial_{\tau} V = T \partial_{x} f(v, p)V, \ V(\cdot, 0) = I_n,
\]
such that
\[
V(\phi, \tau + 1) = V(\phi + \rho, \tau)V(\phi, 1)
\]
follows from (161). Differentiation of both sides of the following equalities with respect to \( \tau \) then shows that
\[
\partial_{\phi} v(\phi, \tau) = V(\phi, \tau) \partial_{\phi} v(\phi, 0)
\]
and
\[
\partial_{\phi} v(\phi, \tau) = V(\phi, \tau) \partial_{\phi} v(\phi, 0).
\]
We conclude that \( \partial_{\tau} v(\cdot, \tau) \) and \( \partial_{\phi} v(\cdot, \tau) \) are right nullvectors of the linear operator
\[
\Gamma_{\rho, \tau} : \delta(\cdot) \mapsto V(\cdot - \rho, \tau + 1)V^{-1}(\cdot - \rho, \tau)\delta(\cdot - \rho) - \delta(\cdot).
\]

The non-uniqueness implied by (164) may be removed by appending two phase conditions to (161). In general, these take the form
\[
h_1(\cdot, \tau, p) = h_2(\cdot, \tau, p) = 0
\]
in terms of two functionals \( h_1(\cdot, \cdot, p) \) and \( h_2(\cdot, \cdot, p) \) that satisfy a suitable non-degeneracy condition. Here, we assume that these functionals are chosen so that the square matrix
\[
\int_{S}^{1} \left[ \begin{array}{c} \partial_{\tau} h_1(\cdot, \cdot, p) \\ \partial_{\phi} h_2(\cdot, \cdot, p) \end{array} \right](\phi, \tau) \left[ \begin{array}{cc} \partial_{\tau} v(\phi, \tau) \\ \partial_{\phi} v(\phi, \tau) \end{array} \right] d\tau d\phi
\]
is nonsingular.

4.3. **Normal hyperbolicity.** We assume henceforth that the solution \( v \) of (161) is normally hyperbolic. For our scenario, this implies the existence of an invariant continuous family of transversal projections \( q_{\text{tr}}(\phi, \tau) := I_n - q_{\text{tg}}(\phi, \tau) \), such that
\[
q_{\text{tr}}(\phi, \tau + 1) = q_{\text{tr}}(\phi + \rho, \tau), \quad q_{\text{tr}}(\phi, \tau)V(\phi, \tau) = V(\phi, \tau)q_{\text{tr}}(\phi, \rho).
\]
Moreover, the map \( \Gamma_{\rho, \tau} \) is a bijection with bounded inverse on the space of transversal perturbations \( \phi \mapsto q_{\text{tr}}(\phi, \tau)\delta(\phi) \) for arbitrary continuous periodic \( \delta(\phi) \). By (167), we obtain the conjugacy
\[
V^{-1}(\phi, \tau) \Gamma_{\rho, \tau} \left[ \delta(\cdot) \right](\phi, \tau) = \Gamma_{\rho, 0} \left[ V^{-1}(\cdot, \tau)\delta(\cdot) \right](\phi, \tau)
\]
between the operators \( \Gamma_{\rho, \tau} \) and \( \Gamma_{\rho, 0} \). Given the continuous families of projections \( q_{\text{tg}}(\phi, \tau) \) and \( q_{\text{tr}}(\phi, \tau) \), normal hyperbolicity then follows if and only if the map \( \Gamma_{\rho, 0} \)
is a bijection with bounded inverse on the space of functions $\phi \mapsto q_{\pi}(\phi, 0)\delta(\phi)$ for arbitrary continuous periodic $\delta(\phi)$. In other words, invertibility of $\Gamma_{\rho, \tau} |_{\rho \equiv q_{\tau}(\cdot, \cdot)}$ for all $\tau$ is equivalent to invertibility of $\Gamma_{\rho, 0} |_{\rho \equiv q_{\tau}(\cdot, 0)}$. General theorems about persistence of normally hyperbolic manifolds [13] imply, for example, that torus functions $v$ with non-rigid rotation (such that $\rho(\phi)$ is non-constant periodic) persist.

Since the tangential projection $q_{\pi\pi}$ is applied pointwise, $q_{\pi\pi}q_{\pi\pi} = q_{\pi\pi}$ and $q_{\pi\pi}q_{\tau\tau} = q_{\tau\tau}q_{\pi\pi} = 0$ hold everywhere. It follows from (173) that

$$
\begin{bmatrix}
1 & 0 \\
0 & 1
\end{bmatrix}
\begin{bmatrix}
q^T_{\phi}(\phi, \tau) \\
q^T_{\tau}(\phi, \tau)
\end{bmatrix}
= \begin{bmatrix}
\partial_\phi v(\phi, \tau), & \partial_\tau v(\phi, \tau)
\end{bmatrix}
$$

(176)

for all $(\phi, \tau) \in \Sigma \times \mathbb{R}$. Moreover, by (162), (168), (169), and (174), we obtain

$$
g_\pi(\phi, \tau + 1) = g_\pi(\phi + \rho, \tau),
g_\phi(\phi, \tau + 1) = g_\phi(\phi + \rho, \tau),
$$

(177)

and

$$
q^T_{\pi}(\phi, \tau) V(\phi, \tau) = q^T_{\pi}(\phi, 0),
q^T_{\phi}(\phi, \tau) V(\phi, \tau) = q^T_{\phi}(\phi, 0).
$$

(178)

It follows that

$$
0 = q^T_{\pi}(\phi + \rho, \tau) V(\phi, \tau + 1) V^{-1}(\phi, \tau) - q^T_{\pi}(\phi, \tau)
$$

(179)

and

$$
0 = q^T_{\phi}(\phi + \rho, \tau) V(\phi, \tau + 1) V^{-1}(\phi, \tau) - q^T_{\phi}(\phi, \tau).
$$

(180)

Multiplication of each of these equalities by an arbitrary function $\delta(\phi)$ and integration over $\Sigma$ then yields

$$
0 = \int_{\Sigma} \left( q^T_{\pi}(\phi + \rho, \tau) V(\phi, \tau + 1) V^{-1}(\phi, \tau) - q^T_{\pi}(\phi, \tau) \right) \delta(\phi) \, d\phi
$$

$$
= \int_{\Sigma} q^T_{\phi}(\phi, \tau) V(\phi - \rho, \tau + 1) V^{-1}(\phi - \rho, \tau) \delta(\phi - \rho) - \delta(\phi) \right) \, d\phi
$$

$$
= \int_{\Sigma} q^T_{\pi}(\phi, \tau) \Gamma_{\rho, \tau} [\delta(\cdot)](\phi) \, d\phi
$$

(181)

and

$$
0 = \int_{\Sigma} \left( q^T_{\phi}(\phi + \rho, 0) V(\phi, \tau + 1) V^{-1}(\phi, \tau) - q^T_{\phi}(\phi, 0) \right) \delta(\phi) \, d\phi
$$

$$
= \int_{\Sigma} q^T_{\phi}(\phi, \tau) V(\phi - \rho, \tau + 1) V^{-1}(\phi - \rho, \tau) \delta(\phi - \rho) - \delta(\phi) \right) \, d\phi
$$

$$
= \int_{\Sigma} q^T_{\phi}(\phi, \tau) \Gamma_{\rho, \tau} [\delta(\cdot)](\phi) \, d\phi,
$$

(182)

i.e., that the linear functionals $\int_{\Sigma} q^T_{\pi}(\phi, \tau) (\cdot) \, d\phi$ and $\int_{\Sigma} q^T_{\phi}(\phi, \tau) (\cdot) \, d\phi$ lie in the left nullspace of the operator $\Gamma_{\rho, \tau}$.

With the help of (165), (167), (168), (169), and (170), it follows from (173) and (174) that

$$
q_{\pi\pi}(\phi, \tau) \Gamma_{\rho, \tau} [\delta(\cdot)](\phi, \tau) = \Gamma_{\rho, \tau} [q_{\pi\pi}(\cdot, \tau) \delta(\cdot)](\phi, \tau) = -q_{\pi\pi}(\phi, \tau) \delta(\phi)
$$

$$
+ \left( \partial_\phi v(\phi, \tau) q^T_{\pi}(\phi - \rho, \tau) + \partial_\tau v(\phi, \tau) q^T_{\phi}(\phi - \rho, \tau) \right) \delta(\phi - \rho).$$

(183)

Then, (176) implies that

$$
q_{\pi\pi}(\phi, \tau) \Gamma_{\rho, \tau} [q_{\pi\pi}(\cdot, \tau) \delta(\cdot)](\phi, \tau) = 0,
$$

(184)

i.e., that the space of functions $\phi \mapsto q_{\pi\pi}(\phi, \tau) \delta(\phi)$ for arbitrary continuous periodic functions $\delta(\phi)$ is, in fact, invariant under $\Gamma_{\rho, \tau}$. That $\Gamma_{\rho, \tau}$ is a bijection on this space
with a bounded inverse is then equivalent to the existence of a bounded inverse of the map $\hat{\Gamma}_{\rho,\tau}$ given by

$$\hat{\Gamma}_{\rho,\tau} [\delta(\cdot)] (\phi, \tau) := \Gamma_{\rho,\tau} [q_{tr}(\cdot, \tau)] \delta(\cdot) + q_{tr}(\phi, \tau) \delta(\phi)$$

(185)

on the space of continuous periodic functions $\delta(\cdot)$. From (175), we obtain

$$V^{-1}(\phi, \tau) \hat{\Gamma}_{\rho,\tau} [\delta(\cdot)] (\phi, \tau) = \hat{\Gamma}_{\rho,0} [V^{-1}(\cdot, \tau) \delta(\cdot)] (\phi, \tau),$$

(186)
i.e., that it again suffices to study the restriction to the case $\tau = 0$. In particular, normal hyperbolicity implies the existence of a unique continuous periodic solution $\delta = \hat{\Gamma}_{\rho,0}^{-1} [\delta_{\text{tr}}(\cdot)]$ for continuous periodic $\delta_{\text{tr}}$ (with the norm of $\delta$ bounded by a fixed multiple of the norm of $\delta_{\text{tr}}$) such that

$$V(\phi - \rho, 1) q_{tr}(\phi - \rho, 0) \delta(\phi - \rho) - \delta(\phi) = \delta_{\text{tr}}(\phi).$$

(187)

Suppose, for example, that $\delta(\cdot)$ is an eigenfunction of $\hat{\Gamma}_{\rho,0}$ with eigenvalue $z$, i.e., such that

$$V(\phi - \rho, 1) q_{tr}(\phi - \rho, 0) \delta(\phi - \rho) = (1 + z) \delta(\phi)$$

(188)

for all $\phi$. Then, by induction and liberal use of (167) and (174),

$$V(\phi - k\rho, k) q_{tr}(\phi - k\rho, 0) \delta(\phi - k\rho) = (1 + z)^k \delta(\phi)$$

(189)

and, consequently,

$$|1 + z|^k \leq \|V(\cdot, k) q_{tr}(\cdot, 0)\|.$$  

(190)

If, in addition to $v$ being normally hyperbolic, the sequence $V(\cdot, k) q_{tr}(\cdot, 0)$ is bounded by

$$\|V(\cdot, k) q_{tr}(\cdot, 0)\| \leq C_{tr} \exp(-k/\tau_{tr})$$

(191)
for some positive constants $C_{tr}$ and $\tau_{tr}$, we say that $v$ is transversally stable. In this case

$$|1 + z| \leq \exp(-1/\tau_{tr})$$

(192)
and the spectral radius of $\hat{\Gamma}_{\rho,0}^{-1}$ must be bounded by $1/(1 - \exp(-1/\tau_{tr}))$.

In general,

$$V(\phi, k) q_{tr}(\phi, 0) = \partial_\phi v(\phi + k\rho, 0) q^T_{tr}(\phi, 0) + \partial_\phi v(\phi + k\rho, 0) q^T_{tr}(\phi, 0).$$

(193)
For a transversally stable $v$, it follows from $q_{tr} = I_n - q_{tg}$ that

$$V(\phi, k) = \partial_\phi v(\phi + k\rho, 0) q^T_{tr}(\phi, 0) + \partial_\phi v(\phi + k\rho, 0) q^T_{tr}(\phi, 0) + O(\exp(-k/\tau_{tr})).$$

(194)
Provided that the $2 \times 2$ matrix

$$A(\phi) := \begin{bmatrix} \partial_\phi v^T(\phi, 0) \partial_\phi v(\phi, 0) & \partial_\phi v^T(\phi, 0) \partial_\phi v(\phi, 0) \\ \partial_\theta v^T(\phi, 0) \partial_\phi v(\phi, 0) & \partial_\theta v^T(\phi, 0) \partial_\phi v(\phi, 0) \end{bmatrix}$$

(195)
has a uniformly bounded inverse (in $\phi$), we may multiply (194) by $\partial_\phi v^T(\phi + k\rho, 0)$ and $\partial_\theta v^T(\phi + k\rho, 0)$, respectively, to obtain

$$\begin{bmatrix} \partial_\phi v^T(\phi + k\rho, 0) \\ \partial_\theta v^T(\phi + k\rho, 0) \end{bmatrix} V(\phi, k) = A(\phi + k\rho) \begin{bmatrix} q^T_{tr}(\phi, 0) \\ q^T_{tr}(\phi, 0) \end{bmatrix} + O(\exp(-k/\tau_{tr})).$$

(196)
Consequently,

$$q_{tg}(\phi, 0) = \begin{bmatrix} v_\phi(\phi, 0) \\ v_\tau(\phi, 0) \end{bmatrix} \lim_{k \to \infty} A(\phi + k\rho)^{-1} \begin{bmatrix} \partial_\phi v^T(\phi + k\rho, 0) \\ \partial_\theta v^T(\phi + k\rho, 0) \end{bmatrix} V(\phi, k),$$

(197)
where the limit has exponential convergence with rate $1/\tau_{tr}$. 
4.4. Adjoint conditions. Inspired by the analysis in previous sections, we next consider the Lagrangian

\[
L = \int_S \int_0^1 \lambda_{de}^T(\phi, \tau)(\partial_\tau v(\phi, \tau) - T f(v(\phi, \tau), p)) \, d\tau \, d\phi \\
+ \int_S \lambda_{bc}^T(\phi)(v(\phi + \rho, 0) - v(\phi, 1)) \, d\phi + \lambda_{ps}^T h(v(\cdot, \cdot), p) \\
+ \eta(\rho - \mu_\rho) + \eta_\tau (T - \mu_T) + \eta_p^T(p - \mu_p),
\]

(198)

from which we derive the adjoint conditions

\[
\delta v(\phi, t): \quad 0 = -\partial_\tau \lambda_{de}^T - T \lambda_{de}^T \partial_\tau f(v, p) + \lambda_{ps}^T \partial_\phi h(v(\cdot, \cdot), p),
\]

(199)

\[
\delta v(\phi, 1): \quad 0 = \lambda_{de}^T(\phi, 1) - \lambda_{bc}^T(\phi),
\]

(200)

\[
\delta v(\phi, 0): \quad 0 = -\lambda_{de}^T(\phi, 0) + \lambda_{bc}^T(\phi - \rho),
\]

(201)

\[
\delta T: \quad 0 = -\int_S \int_0^1 \lambda_{de}^T(\phi, \tau) f(v(\phi, \tau), p) \, d\tau \, d\phi + \eta_\tau,
\]

(202)

\[
\delta \rho: \quad 0 = \int_S \lambda_{bc}^T(\phi) \partial_\phi v(\phi + \rho, 0) \, d\phi + \eta_\rho,
\]

(203)

\[
\delta p: \quad 0 = -\int_S \int_0^1 \lambda_{de}^T(\phi, \tau) T \partial_p f(v(\phi, \tau), p) \, d\tau \, d\phi + \eta_p^T
\]

(204)

From every solution to these conditions, by elimination of \(\lambda_{bc}\) from (200) and (201), it must hold that

\[
\lambda_{de}(\phi, 1) = \lambda_{de}(\phi + \rho, 0)
\]

(205)

analogously to (161). Multiplying (199) by the solution \(V(\phi, \tau)\) to (166) yields

\[
\lambda_{ps}^T \partial_\phi h(v(\cdot, \cdot), p) V(\phi, \tau) = \partial_\tau \left( \lambda_{de}^T(\phi, \tau) V(\phi, \tau) \right)
\]

(206)

and integrating with respect to \(\tau\) from 0 to 1 then results in

\[
\lambda_{ps}^T \left[ \int_0^1 \partial_\phi h(v(\cdot, \cdot), p) V(\phi, \tau) \, d\tau \right] = \lambda_{de}^T(\phi + \rho, 0) V(\phi, 1) - \lambda_{de}^T(\phi, 0),
\]

(207)

since \(V(\phi, 0) = I_n\). Multiplication of both sides of (207) by \(\partial_\tau v(\phi, 0)\) or \(\partial_\phi v(\phi, 0)\), followed by integration over \(\phi\) now yields

\[
\lambda_{ps}^T \left[ \int_0^1 \partial_\phi h(v(\cdot, \cdot), p) V(\phi, \tau) \partial_\tau v(\phi, 0) \, d\tau \, d\phi \right]
\]

\[
= \int_S \lambda_{de}^T(\phi, 0) \left( V(\phi - \rho, 1) \partial_\tau v(\phi - \rho, 0) - \partial_\tau v(\phi, 0) \right) \, d\phi
\]

\[
= \int_S \lambda_{de}^T(\phi, 0) \Gamma_{\rho, 0} \left[ \partial_\tau v(\cdot, 0) \right] (\phi) \, d\phi = 0
\]

(208)

and

\[
\lambda_{ps}^T \left[ \int_0^1 \partial_\phi h(v(\cdot, \cdot), p) V(\phi, \tau) \partial_\phi v(\phi, 0) \, d\tau \, d\phi \right]
\]

\[
= \int_S \lambda_{de}^T(\phi, 0) \left( V(\phi - \rho, 1) \partial_\phi v(\phi - \rho, 0) - \partial_\phi v(\phi, 0) \right) \, d\phi
\]

\[
= \int_S \lambda_{de}^T(\phi, 0) \Gamma_{\rho, 0} \left[ \partial_\phi v(\cdot, 0) \right] (\phi) \, d\phi = 0,
\]

(209)
where the final equalities follow from the observation at the end of the previous section that $\partial_\sigma v(\cdot, 0)$ and $\partial_\phi v(\cdot, 0)$ are right nullvectors of $\Gamma_{\rho,0}$.

By the nonsingularity of (172), the equalities (208) and (209) imply that $\lambda_{\rho,0} = 0$ and, consequently, that $\lambda^{\text{T}}_{\text{de}}(\phi, \tau) V(\phi, \tau)$ must be constant. In particular, by (167),

$$
\lambda^{\text{T}}_{\text{de}}(\phi + \rho, \tau) V(\phi, \tau + 1)V^{-1}(\phi, \tau) - \lambda^{\text{T}}_{\text{de}}(\phi, \tau) = 0.
$$

Multiplication of this equality by an arbitrary function $\delta(\phi)$ and integration over $S$ then yields the equality

$$
0 = \int_S \lambda^{\text{T}}_{\text{de}}(\phi, \tau) (V(\phi - \rho, \tau + 1)V^{-1}(\phi - \rho, \tau) - \delta(\phi - \rho) - \delta(\phi)) \, d\phi
$$

i.e., that the linear functional $\int_s \lambda^{\text{T}}_{\text{de}}(\phi, \tau) (\cdot) \, d\phi$ must lie in the left nullspace of the operator $\Gamma_{\rho,\tau}$. Conversely, for every periodic function $\lambda_{\text{bc}}(\cdot)$ satisfying

$$
\lambda_{\text{bc}}(\phi) V(\phi, 1) - \lambda^{\text{T}}_{\text{bc}}(\phi - \rho) = 0,
$$

such that $\int_s \lambda^{\text{T}}_{\text{bc}}(\phi - \rho)(\cdot) \, d\phi$ is in the left nullspace of the operator $\Gamma_{\rho,0}$, the function

$$
\lambda^{\text{T}}_{\text{de}}(\phi, \tau) := \lambda^{\text{T}}_{\text{bc}}(\phi) V(\phi, 1)V^{-1}(\phi, \tau)
$$

satisfies the adjoint boundary value problem (199)–(201) with $\lambda_{\rho,0} = 0$.

It follows from (179) and (180) that the assignment $\lambda_{\text{bc}}(\phi) = c_T q_\sigma(\phi + \rho, 0) + c_\phi q_\phi(\phi + \rho, 0)$ for arbitrary constants $c_T$ and $c_\phi$ satisfies (212) and that the corresponding $\lambda^{\text{T}}_{\text{de}}(\phi, \tau)$ equals $c_T q^{\text{T}}_\sigma(\phi, \tau) + c_\phi q^{\text{T}}_\phi(\phi, \tau)$. Substitution in (202) and (203) then yields $(\eta_T, \eta_\rho) = (c_T/T, -c_\phi)$. In the context of the general theory, the solution to the adjoint equations, if it exists, depends on the choice of assignments of 0’s and 1’s to the elements of $\eta_{T,2}$. Here, we focus on two such possibilities, namely that with $\eta_T = 1$ and $\eta_\rho = 0$, which we denote by an additional subscript $T$, and that with $\eta_T = 0$ and $\eta_\rho = 1$, which we denote by the additional subscript $\rho$. We thus obtain one such pair of solutions $\lambda_{\text{de},T}(\phi, \tau) = T q_\sigma(\phi, \tau)$ and $\lambda_{\text{de},\rho}(\phi, \tau) = -q_\phi(\phi, \tau)$. The corresponding values of $\eta_{T,\rho}$ equal

$$
T \int_S q^{\text{T}}_\sigma(\phi, 1) P(\phi, 1) \, d\phi
$$

and

$$
- \int_S q^{\text{T}}_\phi(\phi, 1) P(\phi, 1) \, d\phi,
$$

respectively, where

$$
P(\phi, \tau) := TV(\phi, \tau) \int_0^{\tau} V(\phi, \sigma)^{-1} \partial_\sigma f(v(\phi, \sigma), p) \, d\sigma.
$$

In general, since $\lambda^{\text{T}}_{\text{de}}(\phi, \tau) V(\phi, \tau)$ must be constant in $\tau$, it follows from (168) and (169) that the products

$$
\lambda^{\text{T}}_{\text{de}}(\phi, \tau) \partial_\tau v(\phi, \tau) \text{ and } \lambda^{\text{T}}_{\text{de}}(\phi, \tau) \partial_\phi v(\phi, \tau)
$$

must also be constant in $\tau$. Thus, if the rotation number $\rho$ is irrational (such that every trajectory on the torus covers it densely) and $\lambda_{\text{bc}}$ (and, hence, $\lambda_{\text{de}}$) is continuous in $\phi$, the scaling conditions (202) and (203) imply

$$
\lambda^{\text{T}}_{\text{de}}(\phi, \tau) \partial_\tau v(\phi, \tau) = T \eta_T, \lambda^{\text{T}}_{\text{de}}(\phi, \tau) \partial_\phi v(\phi, \tau) = -\eta_\rho.
$$
for all \((\phi, \tau)\). As an immediate consequence,
\[
\lambda_{de}^T(\phi, \tau) q_{de}(\phi, \tau) = T \eta_T q_T^T(\phi, \tau) - \eta_T q_T^T(\phi, \tau).
\]  
(219)
Furthermore, from (210) we find
\[
\lambda_{de}^T(\phi + \rho, \tau) q_{de}(\phi + \rho, \tau) V(\phi, \tau + 1) V^{-1}(\phi, \tau) - \lambda_{de}^T(\phi, \tau) q_{de}(\phi, \tau) = 0
\]  
(220)
and, consequently, that the functional \(\int_S \lambda_{de}^T(\phi, \tau) q_{de}(\phi, \tau)(\cdot) d\phi\) must lie in the left nullspace of the operator \(\hat{\Gamma}_{\rho,\tau}\). Since \(\hat{\Gamma}_{\rho,\tau}\) has a bounded inverse, we conclude that
\[
\lambda_{de}^T(\phi, \tau) q_{de}(\phi, \tau) = 0
\]  
(221)
must hold for all \((\phi, \tau)\).

Considering the function\(^5\)
\[
\delta(\phi) = 1_r(\phi - \phi_0) \left[q_{de}(\phi, \tau) + q_{de}(\phi, \tau)\right] \delta_0,
\]  
(222)
which equals \(\delta_0\) on the ball \(B_r\) with diameter \(r\) around some arbitrary \(\phi_0\) in \(S\) and 0 elsewhere, (219) and (221) imply that
\[
\int_S \lambda_{de}^T(\phi, \tau) \delta(\phi) d\phi = \int_{B_r} \lambda_{de}^T(\phi, \tau) d\phi \delta_0
\]  
(223)
\[
= \left[T \eta_T \int_{B_r} q_T^r(\phi, \tau) d\phi - \eta_T \int_{B_r} q_T^r(\phi, \tau) d\phi\right] \delta_0.
\]
Dividing by \(r\) and assuming continuity of \(\lambda_{de}\) in \(\phi\), we obtain
\[
\lambda_{de}(\phi, \tau) = T \eta_T q_T^r(\phi, \tau) - \eta_T q_T^r(\phi, \tau),
\]  
(224)
since the above integral equality holds for all \(\delta_0\), arbitrary small \(r > 0\), and arbitrary \(\phi_0\). We conclude that for irrational \(\rho\), the functions \(T q_T^r(\phi, \tau)\) and \(q_T^r(\phi, \tau)\) are, in fact, the unique continuous solutions for \(\lambda_{de,T}(\phi, \tau)\) and \(\lambda_{de,\rho}(\phi, \tau)\), respectively. It follows from (176) that
\[
\lambda_{de,T}^T(\phi, \tau) \partial_r v(\phi, \tau) = T, \lambda_{de,\rho}^T(\phi, \tau) \partial_r v(\phi, \tau) = -1
\]  
(225)
and
\[
\lambda_{de,T}^T(\phi, \tau) \partial_{\phi} v(\phi, \tau) = \lambda_{de,\rho}^T(\phi, \tau) \partial_r v(\phi, \tau) = 0
\]  
(226)
for all \((\phi, \tau)\), consistent with (218).

4.5. **Asymptotic analysis.** As in the analysis of the periodic orbit in Section 4.1, for \(x \approx v(\phi, \tau)\) for some \(\phi\) and \(\tau\), the scalar equations
\[
\lambda_{de,T}^T(\phi, \sigma)(x - v(\phi, \sigma)) = 0, \lambda_{de,\rho}^T(\phi, \sigma)(x - v(\phi, \sigma)) = 0
\]  
(227)
define \(\phi\) and \(\sigma\) uniquely on a neighborhood of \(\phi\) and \(\tau\), such that \(\phi = \phi\) and \(\sigma = \tau\) when \(x = v(\phi, \tau)\). Indeed, the Jacobian of the left-hand sides of (227) with respect to \(\phi\) and \(\sigma\), evaluated at \(x = v(\phi, \tau)\), \(\phi = \phi\), and \(\sigma = \tau\) equals
\[
\begin{bmatrix}
-\lambda_{de,T}^T(\phi, \tau) \partial_{\phi} v(\phi, \tau) & -\lambda_{de,\rho}^T(\phi, \tau) \partial_r v(\phi, \tau) \\
-\lambda_{de,\rho}^T(\phi, \tau) \partial_{\phi} v(\phi, \tau) & -\lambda_{de,\rho}^T(\phi, \tau) \partial_r v(\phi, \tau)
\end{bmatrix}
\]  
(228)
which reduces to the nonsingular matrix
\[
\begin{bmatrix}
0 & -T \\
1 & 0
\end{bmatrix}
\]  
(229)
\(^5\)The indicator function \(1_r : S \rightarrow \{0, 1\}\) is nonzero on \(|\phi| < r/2\) (appropriately defined in the metric on \(S\)).
by (225) and (226). It follows by implicit differentiation of (227) with respect to $x$, evaluated at $\phi = \phi, \sigma = \tau$, and $x = v(\phi, \tau)$, that

$$
\partial_x \phi(v(\phi, \tau)) = -\lambda_{de,\rho}^T(\phi, \tau), \quad \partial_x \sigma(v(\phi, \tau)) = \frac{1}{T} \lambda_{de,T}^T(\phi, \tau).
$$

(230)

If we define $x_{tr} := x - v(\phi(x), \sigma(x))$, such that $q_{de}(\phi(x), \sigma(x)) x_{tr}(x) = 0$, then for $x = v(\phi, \tau) + \delta$ with $\|\delta\| \ll 1$, it follows that $x = v(\phi(x), \sigma(x)) + x_{tr}(x)$, where

$$
\phi(x) = \phi - \lambda_{de,\rho}^T(\phi, \tau) \delta + O(\|\delta\|^2),
$$

(231)

$$
\sigma(x) = \tau + \frac{1}{T} \lambda_{de,T}^T(\phi, \tau) \delta + O(\|\delta\|^2).
$$

(232)

For an arbitrary curve $x(\tau)$ that remains near the invariant torus for all $\tau$, we obtain the unique decomposition

$$
x(\tau) = v(\phi(\tau), \sigma(\tau)) + x_{tr}(\tau),
$$

(233)

where $q_{de}(\phi(\tau), \sigma(\tau)) x_{tr}(\tau) = 0$ for all $\tau$. Suppose, for example, that this is true with $\|x_{tr}(\tau)\| = O(\epsilon)$ for a solution $x(\tau)$ of the perturbed differential equation

$$
x'(\tau) = Tf(x, p) + \delta_{ode}(\tau),
$$

(234)

where $\delta_{ode}(\tau) = O(\epsilon)$ for all $\tau$. Substitution of (233) into (234) and use of (161) yields

$$
\partial_x v \phi' + \partial_\sigma v \sigma' - 1 + x_{tr}' = T \partial_x f(v, p) x_{tr} + \delta_{ode} + O(\epsilon^2).
$$

(235)

We conclude that $\phi' = O(\epsilon)$ and $\sigma' = 1 + O(\epsilon)$. Following the same arguments for $x_{tr}$ as in Section 4.1, we obtain

$$
x_{tr}' = T \partial_x f(v, p) q_{de} x_{tr} + q_{de} \delta_{ode} + O(\epsilon^2).
$$

(236)

Substitution in (235) and multiplication by $\lambda_{de,T}^T(\phi, \sigma)$ and $\lambda_{de,\rho}^T(\phi, \sigma)$, respectively, then yields the generalization of (156) for the torus:

$$
\phi' = -\lambda_{de,\rho}^T(\phi, \sigma) \delta_{ode} + O(\epsilon^2),
$$

(237)

$$
\sigma' = 1 + \lambda_{de,T}^T(\phi, \sigma) \delta_{ode} \frac{1}{T} + O(\epsilon^2).
$$

(238)

Finally, we revisit the assumed uniform $O(\epsilon)$ bound on the magnitude of $x_{tr}$. As in Section 4.1, this follows provided that $v$ is transversally stable, in which case (237) and (238) hold for all $\tau$. In contrast to the resultant bounded behavior of $x_{tr}$, the variables $\sigma(\tau) - \tau$ and $\phi(\tau)$ may have non-trivial dynamics, for example, determining potential locking near the invariant torus graph $v(\cdot, \cdot)$. For the special case of $\delta_{ode} = 0$ and a perturbation $\delta$ to the initial condition $v(\phi_0, \sigma_0)$, transversal stability implies that

$$
\phi(\tau) = \phi(0) + O(\|\delta\|^2), \quad \sigma(\tau) = \sigma(0) + \tau + O(\|\delta\|^2),
$$

(239)

and we find that

$$
F(\tau, v(\phi_0, \sigma_0) + \delta, p) - F\left(\tau, v \left(\phi_0 - \lambda_{de,\rho}(\phi_0, \sigma_0) \delta, \sigma_0 + \frac{1}{T} \lambda_{de,T}(\phi_0, \sigma_0) \delta\right)\right) \cdot p
$$

(240)

behaves as $O(\|\delta\|^2) + O(\exp(-\tau/\tau_\epsilon))$ for large $\tau$. The quantities $\phi_0 - \lambda_{de,\rho}(\phi_0, \sigma_0) \delta$ and $\sigma_0 + \frac{1}{T} \lambda_{de,T}(\phi_0, \sigma_0) \delta$ are the linear (in $\delta$) approximations to the corresponding asymptotic phases.
4.6. **Regularity.** We conclude the general discussion of the quasiperiodic invariant torus by exploring the extent to which the predictions of the adjoint analysis agree with those obtained from the linearization of the zero problem (161) and (171). We recall from the general theory in Section 2.1 that the values of the adjoint variables $\lambda$ and $\eta_{I \cup J_1}$ capture the sensitivities of the monitor function $\Psi_k(u)$ to violations of the zero problem $\Phi(u) = 0$ and variations in $\Psi_{I \cup J_1}(u)$, respectively, provided that the reduced continuation problem

$$
\Phi(u) = 0, \quad \Psi_{I \cup J_1}(u) - \Psi_{I \cup J_1}(\hat{u}) = 0
$$

is regular at $u = \hat{u}$ with zero dimensional deficit. In this case,

$$
(\tilde{\lambda}, \tilde{\eta}_{I \cup J_1}) = -D\Psi_k(\hat{u}) \left( \frac{D\Phi(\hat{u})}{D\Psi_{I \cup J_1}(\hat{u})} \right)^{-1},
$$

where the inverse on the right is assumed to be bounded. As we show below, this assumption fails for the zero problem given by (161) and (171) with irrational $\rho$. Nevertheless, the solutions obtained for $\lambda_{dc}$, $\lambda_{bc}$, $\lambda_{ps}$, and $\eta$ (whose existence and uniqueness within the space of continuous $\lambda_{bc}$ follow from normal hyperbolicity) for $k = 1$ ($\eta_1 = 1$ and $\eta_T = 0$) and $k = 2$ ($\eta_2 = 0$ and $\eta_T = 1$), respectively, do represent the sensitivities of $T$ and $\rho$ to constraint violations and variations in $p$.

To show this, given constraint violations $\delta_{ode}(\cdot, \cdot)$, $\delta_{bc}(\cdot, \cdot)$, and $\delta_h$, consider the linearized equations

$$
\delta_{ode} = \partial_v \delta_v - T \partial_x f(v, p) \delta_v - f(v, p) \delta_T - T \partial_p f(v, p) \delta_p \quad \text{(243)}
$$

$$
\delta_{bc} = \delta_v(-\rho, 0) - \delta_v(1, \cdot) - \delta_b v(\cdot, 0) \delta_T \quad \text{(244)}
$$

$$
\delta_h = \int_0^1 \partial_t h(v(\cdot, \cdot), p) \delta_v(\phi, \tau) \, d\tau \, d\phi + \partial_p h(v(\cdot, \cdot), p) \delta_p. \quad \text{(245)}
$$

The first of these implies that

$$
\delta_v(\cdot, \tau) = V(\cdot, \tau) \int_0^\tau V(\cdot, \sigma)^{-1} \delta_{ode}(\cdot, \sigma) \, d\sigma + V(\cdot, \tau) \delta_v(\cdot, 0) + \tau f(v(\cdot, \tau), p) \delta_T + P(\cdot, \tau) \delta_p, \quad \text{(246)}
$$

where $P(\cdot, \tau)$ was given in (216). We substitute this solution with $\tau = 1$ into (244), shift the argument $\phi$ to $\phi - \rho$, replace $f(v(\phi - \rho, 1), p)$ by $\frac{1}{T} \partial_v v(\phi, 0)$ and isolate the constraint violations on one side of the equation to obtain

$$
\delta_{bc}(\phi - \rho) = \partial_v v(\phi, 0) \delta_p - \frac{1}{T} \partial_v v(\phi, 0) \delta_T - P(\phi - \rho, 1) \delta_p - \Gamma_{\rho, \rho} [\delta_v(\cdot, 0)](\phi), \quad \text{(247)}
$$

where

$$
\delta_{bc}(\phi) := \delta_{bc}(\phi) + V(\phi, 1) \int_0^1 V(\phi, \sigma)^{-1} \delta_{ode}(\phi, \sigma) \, d\sigma. \quad \text{(248)}
$$

Let $\delta_{tr}(\phi) := q_{tr}(\phi, 0) \delta_v(\phi, 0)$ and $\delta_{tr}(\phi) := q_{tr}(\phi, 0) \delta_v(\phi, 0)$ such that

$$
\delta_v(\phi, 0) = \partial_v v(\phi, 0) \delta_r(\phi) + \partial_v v(\phi, 0) \delta_{tr}(\phi) + q_{tr}(\phi, 0) \delta_{tr}(\phi) \quad \text{(249)}
$$
and (247) can be written as
\[
\delta_{\text{rhs}}(\phi - \rho) = \partial_\phi v(\phi, 0) (\delta_\rho + \delta_\phi(\phi) - \delta_\phi(\phi - \rho)) \\
+ \partial_\tau v(\phi, 0) \left( \frac{\delta_T}{T} + \delta_\tau(\phi) - \delta_\tau(\phi - \rho) \right) \\
- P(\phi - \rho, 1) \delta_p - \Gamma_{\phi,0}[q_{\tau}(\cdot, 0)\delta_{\tau}(\cdot)](\phi).
\] (250)

It follows that
\[
q_\tau(\phi, 0) (\delta_{\text{rhs}}(\phi - \rho) + P(\phi - \rho, 1)\delta_p) = -\hat{\Gamma}_{\rho,0}[q_{\tau}(\cdot, 0)\delta_{\tau}(\cdot)](\phi),
\] (251)
\[
q_\tau^T(\phi, 0) (\delta_{\text{rhs}}(\phi - \rho) + P(\phi - \rho, 1)\delta_p) = -\frac{\delta_T}{T} + \delta_\tau(\phi) - \delta_\tau(\phi - \rho),
\] (252)
\[
q_\phi^T(\phi, 0) (\delta_{\text{rhs}}(\phi - \rho) + P(\phi - \rho, 1)\delta_p) = \delta_\rho + \delta_\phi(\phi) - \delta_\phi(\phi - \rho).
\] (253)

Since \( \hat{\Gamma}_{\rho,0} \) has a bounded inverse, the first of these equations may be solved uniquely for \( \delta_\tau \) independently of \( \delta_\rho \) and \( \delta_\phi \), in terms of \( \delta_{\text{rhs}}, \delta_\rho, \delta_T, \) and \( \delta_p \). By integrating the second and third equations over \( \mathbb{S} \), we obtain (recall that \( q_{\tau/\phi}(\phi, 0) = q_{\tau/\phi}(\phi - \rho, 1) \))
\[
\int_S q_{\tau}^T(\phi - \rho, 1)\delta_{\text{rhs}}(\phi - \rho) d\phi + \int_S q_{\phi}^T(\phi - \rho, 1)P(\phi - \rho, 1) d\phi \delta_p = \frac{-\delta_T}{T},
\] (254)

and
\[
\int_S q_{\phi}^T(\phi - \rho, 1)\delta_{\text{rhs}}(\phi - \rho) d\phi + \int_S q_{\phi}^T(\phi - \rho, 1)P(\phi - \rho, 1) d\phi \delta_p = \delta_\rho,
\] (255)
such that, consistent with (214) and (215), \( \eta_p^T \delta_p = -\delta_T \) (if \( \delta_{\text{rhs}} = 0 \) and \( (\eta_T, \eta_\rho) = (1, 0) \)) or \( \eta_p^T \delta_p = -\delta_\rho \) (if \( \delta_{\text{rhs}} = 0 \) and \( (\eta_T, \eta_\rho) = (0, 1) \)). We note, for example, that a necessary condition for the well-posedness of the zero problem (161), (171) along an \( m \)-dimensional family of quasiperiodic invariant tori with fixed rotation number \( \rho \) in \( m + 1 \) parameters is the presence of a nonzero element of the row matrix \( \int_S q_{\phi}^T(\phi, 0)P(\phi - \rho, 1) d\phi \). The tangent space of the family of invariant tori in parameter space is then given by the orthogonal complement to this row matrix (since \( \delta_\rho = 0 \) as \( \rho \) is fixed). For \( \delta_{\text{rhs}} = 0 \) and \( (\eta_T, \eta_\rho) = (0, 1) \), this row matrix equals \( -\eta_p^T \) by (215).

We attempt to solve for \( \delta_\rho \) and \( \delta_\phi \) by expanding all terms in (252) and (253) in Fourier series per the formal ansätze
\[
\delta_\tau(\phi) = \sum_{k=-\infty}^{\infty} e^{2\pi ik\phi} \delta_{\tau, k}, \quad \delta_\phi(\phi) = \sum_{k=-\infty}^{\infty} e^{2\pi ik\phi} \delta_{\phi, k},
\] (256)
\[
q_\tau(\phi, 0) (\delta_{\text{rhs}}(\phi - \rho) + P(\phi - \rho, 1)\delta_p) = \sum_{k=-\infty}^{\infty} e^{2\pi ik\phi} \text{rhs}_{\tau, k},
\] (257)
and
\[
q_\phi(\phi, 0) (\delta_{\text{rhs}}(\phi - \rho) + P(\phi - \rho, 1)\delta_p) = \sum_{k=-\infty}^{\infty} e^{2\pi ik\phi} \text{rhs}_{\phi, k}.
\] (258)

Substitution in (254) and (255) then results in the equations
\[
(1 - e^{-2\pi i k \rho}) \delta_{\tau/\phi, k} = P_{\tau/\phi, k} \delta_p + \text{rhs}_{\tau/\phi, k}
\] (259)
for all \( k \neq 0 \). Notably, \( \delta_{\tau, 0} \) and \( \delta_{\phi, 0} \) do not appear in these conditions, but can instead be solved for uniquely in terms of the remaining Fourier coefficients of \( \delta_\tau \), \( \delta_\phi \), and \( \delta_{\tau} \) from (245) after substitution of (246), since the corresponding coefficient matrix is the nonsingular matrix (172).
Although the coefficients $\delta_{\tau,k}$ and $\delta_{\phi,k}$ for $k \neq 0$ may be uniquely determined from (259), arbitrarily small divisors $1 - e^{-2\pi ik\rho}$ occur for large $k$ and convergence of the Fourier series in (256) cannot be guaranteed. This violates the assumed existence of the bounded inverse on the right-hand side of (242) and, further, the assumption of regularity relied upon in the standard implicit-function theorem to imply local solvability of the zero problem. That the subsystem (254) and (255) is well-posed, however, implies that the corresponding rows of the inverse in (242) are bounded. In particular, (254) and (255) implies vanishing sensitivity of $T$ or $\rho$ to perturbations $\delta_k$ to the phase conditions, consistent with the observation that $\lambda_{ps} = 0$.

4.7. An invariant curve. The preceding analysis has considered two-dimensional invariant tori for flows, for which normal hyperbolicity and irrational rotation numbers guarantee the existence of two distinct asymptotic phases associated with the tangent vector fields $\partial_\tau v(\phi, \tau)$ and $\partial_\phi v(\phi, \tau)$. We illustrate the key results of this treatment but consider the simpler problem of an invariant curve of a perturbation of the normal form map for the Neimark-Sacker bifurcation [14] given by

$$M(x, p) = \begin{bmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{bmatrix} \left( (1 + \alpha)x + \begin{bmatrix} a \\ b \end{bmatrix} \right) + \begin{bmatrix} r_1 x_1 \\ r_2 x_2 \end{bmatrix}$$

(260)

with $r_1 = 0$, $\alpha = 1/4$, $a = -1/4$, $\theta = \pi \left( \sqrt{5} - 1 \right)$, and $p = (r_2, b)^T$. For $p = 0$, the circle $v : \mathbb{S} \rightarrow \mathbb{R}^2$ with radius $\sqrt{-\alpha/a} = 1$ and centered on the origin is invariant and attracting. In particular, $M(v(\phi), 0) = v(\phi + \theta/2\pi)$, i.e., $\theta/2\pi$ is the corresponding rotation number.

As seen in the top-left panel of Fig. 1, there exists a unique one-dimensional family of invariant curves with rotation number $\theta/2\pi$ and for simultaneous variations in both component of $p$. The panels in the middle column show two such invariant curves and illustrate a loss of smoothness (i.e., increasing higher-order derivatives of the curve function $v$) along this family.

To eliminate the degeneracy associated with arbitrary phase shifts, we append a scalar phase condition to obtain the zero problem

$$M(v(\phi), p) = v(\phi + \rho), \quad h(v(\cdot), p) = 0$$

(261)

in terms of the unknown function $v : \mathbb{S} \rightarrow \mathbb{R}^2$ and scalar $\rho$, and assume that

$$\int_{\mathbb{S}} \partial_\phi h(v(\cdot), p)(\phi)v'(\phi) \, d\phi \neq 0.$$  

(262)

Here, $V(\phi) := \partial_\phi M(v(\phi), p)$ plays the role of the matrix $V'(\phi, 1)$ in previous sections. The corresponding operator $\Gamma_{\rho}$ is then given by

$$\Gamma_{\rho} : \delta(\cdot) \mapsto V(\cdot - \rho)\delta(\cdot - \rho) - \delta(\cdot)$$

(263)

\[ \text{6See the reviews [9, 17] for the use of generalized implicit function theorems and Diophantine conditions on $\rho$ (i.e., $|\exp(2\pi i k \rho)| - 1 \geq C_{\text{Diop}} |k|^{-\nu}$ for all $k \neq 0$ and some constants $C_{\text{Diop}} > 0$ and $\nu > 0$) to establish existence of invariant tori with parallel flows and irrational rotation numbers. A general treatment for when formal expansions (such as (259)) permit one to establish the existence of invariant manifolds with a certain degree of regularity is given in [4, 5, 6]. The more recent monograph [12] develops numerical algorithms with rigorous error bounds for computing invariant manifolds (such as quasiperiodic tori) in the presence of unbounded inverses in (242) and small divisors.} \]
Figure 1. Illustration of sensitivity analysis along an invariant curve: (top left) Bifurcation diagram, (bottom left) spectrum of $\Gamma_\rho$ and $\hat{\Gamma}_\rho$, (middle column) phase plots of invariant curves at points labeled A and B, and tangents to stable fibers at selected points, (right column) differences between trajectories of initial conditions near a point on the invariant curve (black dot) and forward iterates of the corresponding stable fiber projection.

and, in particular, $v'(\phi)$ is a right nullvector of $\Gamma_\rho$. Normal hyperbolicity implies the existence of a continuous family of projections

$$q_{tg}(\phi) := v'(\phi)q^{T}_{tg}(\phi), \ q_{tr}(\phi) := I_2 - q_{tg}(\phi)$$

such that

$$q_{tg/tr}(\phi + \rho) V(\phi) = V(\phi)q_{tg/tr}(\phi) \Leftrightarrow q^{T}_{\phi}(\phi + \rho)V(\phi) = q^{T}_{\phi}(\phi)$$

and $\Gamma_\rho$ is a bijection with bounded inverse on the space of continuous periodic functions $\delta(\phi)$. As in previous sections, we conclude that the linear functional $\int_S q^{T}_{\phi}(\phi)(\cdot) \ d\phi$ lies in the left nullspace of $\Gamma_\rho$.

By normal hyperbolicity, the map

$$\hat{\Gamma}_\rho : \delta(\cdot) \mapsto V(\cdot - \rho)q_{tr}(\cdot - \rho)\delta(\cdot - \rho) - \delta(\cdot)$$

has a bounded inverse on the space of continuous periodic functions $\delta(\phi)$. For a transversally stable invariant curve, eigenvalues of $\hat{\Gamma}_\rho$ lie inside a circle centered on $-1$ and of radius less than 1. This prediction is verified by the lower-left panel of Fig. 1, which also shows that $\Gamma_\rho$ has eigenvalues accumulating to 0. Analogously with the results in previous sections,

$$q_{\phi}^{T}(\phi) = \lim_{k \to \infty} \frac{v'(\phi + k\rho)}{\|v'(\phi + k\rho)\|^2} V(\phi)^{k}$$
with exponential convergence. Alternatively, for irrational $\rho$, $q_\phi(\phi)$ may be obtained from the unique continuous solution $\lambda_{\text{map}}(\phi - \rho)$ of the adjoint conditions

$$0 = \lambda_{\text{map}}(\phi)V(\phi) - \lambda_{\text{map}}(\phi - \rho) + \lambda_{\text{ps}}\partial_\phi h(v(\cdot), p)(\phi)$$  \hspace{1cm} (268)

$$0 = -\int_S \lambda_{\text{map}}(\phi)v'(\phi + \rho) \, d\phi + \eta_p$$ \hspace{1cm} (269)

$$0 = \int_S \lambda_{\text{map}}(\phi)\partial_p M(v(\phi), p) \, d\phi + \lambda_{\text{ps}}\partial_p h(v(\cdot), p) + \eta_p^T$$ \hspace{1cm} (270)

with $\eta_p = 1$. Indeed, multiplication of (268) by $v'(\phi)$ and integration over $S$ shows that $\lambda_{\text{ps}} = 0$ and, consequently, that $\lambda_{\text{map}}(\phi)V(\phi) = \lambda_{\text{map}}(\phi - \rho)$ and $\int_S \lambda_{\text{map}}(\phi - \rho)(\cdot) \, d\phi$ lies in the left nullspace of $\Gamma_\rho$.

A forward linear sensitivity analysis requires solving the linear system

$$\delta_{\text{rhs}}(\phi) = V(\phi - \rho)\delta_v(\phi - \rho) - \delta_v(\phi) + v'(\phi)\delta_p$$ \hspace{1cm} (271)

$$\delta_h = \int_S \partial_x h(v(\cdot), p)(\phi)\delta_v(\phi) \, d\phi + \partial_p h(v(\cdot), p)\delta_p$$ \hspace{1cm} (272)

with arbitrary $\delta_{\text{rhs}}(\phi) \in \mathbb{R}^2$ and $\delta_{\text{ps}} \in \mathbb{R}$, for $\delta_v(\phi) \in \mathbb{R}^2$, $\delta_p \in \mathbb{R}$, and $\delta_p \in \mathbb{R}^2$. Since $\Gamma_\rho$ has a simple eigenvalue 0 with eigenvector $v'$, the non-degeneracy condition (262) ensures that the (271), (272) is solvable. However, as the spectrum of $\Gamma_\rho$ in Fig. 1 indicates, the solution $\delta_v$ is not bounded by $\delta_{\text{rhs}}$ in the same norm due to the small-divisor problem discussed in Section 4.6.

Finally, we illustrate the predicted asymptotic convergence of forward iterates of $v(\phi_0, p) + \delta_0$ toward forward iterates of $v(\phi_0 + q_\phi(\phi_0)\delta_0)$ per the theory of asymptotic phase. The panels in the right column of Figure 1 show the norm $M^k(v(\phi_0, p) + \delta_0, p) - M^k(v(\phi_0 + q_\phi(\phi_0)\delta_0, p), p) \approx M^k(v(\phi_0, p) + \delta_0, p) - M^k(v(\phi_0, p) + \partial_\phi v(\phi_0, p)q_\phi(\phi_0)\delta_0, p)$ (273) for 20 initial conditions at distances $|\delta_0| \approx 10^{-4}$ from the points indicated by black dots in the phase portraits in the middle column in Fig. 1. We observe exponential convergence up to an error of $|\delta_0|^2 \approx 10^{-7}$, consistent with the theoretical prediction (240).

5. Implementation in COCO. We use this section to further highlight the algorithmic nature of the adjoint approach and its implementation in COCO. A general discussion that represents a reference for users and toolbox developers is followed by the explicit encoding in COCO of the combined sensitivity of $\rho$ with respect to $r_2$ and $b$ along the family of invariant curves in Section 4.7.

5.1. Principles of construction. As alluded to in Section 2.1, the construction philosophy of the COCO software package naturally lends itself to the Lagrangian approach to computing the sensitivities of different monitor functions with respect to violations of constraints and variations of continuation parameters. Specifically, by the additive nature of the problem Lagrangian and the associated adjoint conditions, it is possible to arrive at a complete set of defining equations in terms of the adjoint variables in multiple stages, mirroring the staged addition of zero functions and monitor functions to the extended continuation problem.

As an illustration of the staged construction paradigm, consider again the analysis of the two-segment periodic orbit of period $T$ in Section 3.4. Here, the contributions to the adjoint conditions associated with individual constraints are clearly identified
by the corresponding adjoint variables. As constraints are appended individually or in groups, the corresponding contributions to the adjoint conditions may be constructed in terms of linear operations on the corresponding adjoint variables. At any stage of construction, one obtains an extended continuation problem with an associated set of adjoint conditions. We illustrate this principle in Fig. 2.

\[
0 = x_1' - \sigma f(x_1, p) \\
0 = \lambda_{de,1}^T (1) \\
0 = -\lambda_{de,1}^T (0) \\
0 = -\int_0^1 \lambda_{de,1}^T (\tau) f(x_1(\tau), p) d\tau \\
0 = -\int_0^1 \lambda_{de,1}^T (\tau) \sigma \partial_p f(x_1(\tau), p) d\tau \\
0 = -h_{es}(x_1(1), p) \\
0 = \lambda_{de,1}(1) + \lambda_{es} \partial_x h_{es}(x_1(1), p) \\
0 = \lambda_{de,1}(0) \\
0 = -\int_0^1 \lambda_{de,1}(\tau) f(x_1(\tau), p) d\tau \\
0 = -\int_0^1 \lambda_{de,1}(\tau) \sigma \partial_p f(x_1(\tau), p) d\tau + \lambda_{es} \partial_p h_{es}(x_1(1), p)
\]

**Figure 2.** At each stage of construction of the two-segment periodic orbit problem in (112)-(114), one obtains an extended continuation problem (left column) in terms of a subset of the complete vector of continuation variables and an associated set of adjoint conditions (right column) in terms of a subset of the complete vector of adjoint variables.

A key concept of the COCO construction philosophy is the idea that a constructor that appends a zero or monitor function must be able to operate on an existing extended continuation problem in order to also expand its domains of continuation.
variables and/or continuation parameters. We say that a constructor is embeddable if this is the case. One way this may be visualized is in terms of an operator on the space of logical matrices of arbitrary dimension, whose columns represent a Cartesian decomposition of the domain of continuation variables and whose rows represent subsets of zero functions or monitor functions introduced at individual stages of construction. With each call to an embeddable constructor, the matrix grows by any number of additional columns with all zero entries followed by the addition of rows with a combination of zeros and ones in the previously defined columns and only ones in the newly defined columns. An example is shown in Fig. 3, where the interpretation is that the zero or monitor functions added by the constructor in this call depend on the variables identified by ones in the corresponding row, and not on those identified by zeros.

\[
\begin{bmatrix}
\vdots & \cdots & \cdots & 0 & 0 & 0 \\
\vdots & \cdots & \cdots & 0 & 0 & 0 \\
\vdots & \cdots & \cdots & 0 & 0 & 0 \\
1 & 0 & 0 & 1 & 1 & 1 \\
0 & 1 & 0 & 1 & 1 & 1 \\
\end{bmatrix}
\]

Figure 3. A logical matrix representation of the variable dependencies of zero and monitor functions introduced at different stages of problem construction. At the stage of construction illustrated in the figure, two zero/monitor functions are added that depend on three newly introduced continuation variables. Each function also depends on previously introduced continuation variables identified by ones in the corresponding row.

The new columns added by a call to an embeddable constructor represent continuation variables that are meaningful to the constructor, but not to COCO, which is unable to distinguish among subsets of these variables other than through the cardinal number of the corresponding column. The latter depends on the order of construction and on internal details of the constructor, neither of which can be assumed to be known by subsequent constructors, except in the most simple cases. In COCO, this challenge is overcome through a subindexing mechanism, whereby constructor-dependent details are stored in a function data structure associated with a particular matrix row and used to extract meaningful subsets of continuation variables associated with this row. This mechanism is illustrated in Fig. 4.

As shown in Section 2.1, the collection of adjoint variables naturally decomposes through a Cartesian product of dual spaces to each of the ranges of the zero functions or monitor functions introduced at individual stages of construction. As additional zero or monitor functions are introduced, terms are added to existing adjoint conditions or used to initialize new conditions. The analogy with the dependence on previously defined continuation variables and the introduction of new continuation variables in the construction of zero and monitor functions suggests a similar use of a logical matrix representation to track the target locations of new contributions to the adjoint conditions. In each newly added column, rows with ones imply contributions to a particular (existing or newly constructed) adjoint condition. The analogy is further extended by the realization that it is again necessary to use function data
Figure 4. Fields of a function data structure may be used to store context-independent integer indices for subsets of continuation variables associated with a newly constructed function for later reference by subsequent constructor calls. In the figure, the fields \texttt{fcndata.x1_idx} and \texttt{fcndata.x2_idx} reference constructor-dependent details that are unknown to \textsc{coco} and independent of the order of construction.

for constructor-specific details that identify the associated adjoint conditions independently of the order of construction. This desired functionality is illustrated in Fig. 5.

Figure 5. A logical matrix representation of the dependencies of the adjoint conditions on adjoint variables introduced at different stages of problem construction. At the stage of construction illustrated in the figure, three adjoint conditions are added that include terms linear in two newly introduced adjoint variables. Each variable also appears in contributions to previously introduced adjoint conditions identified by ones in the corresponding row.

\textsc{coco} toolboxes collect predefined embeddable zero and monitor function constructors that exhibit no dependence on previously defined sets of continuation variables, as well as adjoint constructors that, consequently, do not contribute terms to existing adjoint conditions. Since the examples considered in this paper cover classes of problems of a general, largely problem-independent nature, it is sensible to design toolboxes to enable their immediate analysis. For the forward dynamics problems in Section 3.1, the \textsc{coco}-compatible \texttt{coll} toolbox achieves this objective and may be applied out of the box. For the periodic orbit problem in Section 3.3, the \texttt{bvp} constructors in the \texttt{coll} toolbox achieve the desired result. Alternatively, if the discrete phase condition given by the vanishing of $h(x(1),p)$ is replaced by an integral phase condition, the \textsc{coco}-compatible \texttt{po} toolbox provides the sought support. The first example in Section 3.4 is best handled with two consecutive calls to
coll constructors and the addition of the intersegment boundary conditions using the COCO core constructors coco_add_func and coco_add_adjt that were already deployed in Section 2.2. For the periodic orbit problem in Section 3.4 (and, indeed, for arbitrary multi-segment periodic orbit problems), the hspo constructors in the po toolbox implement the desired formalism.

For the case of a quasiperiodic invariant torus, the bvp constructors may be applied to a discretization of the PDE constraints in terms of the coefficients of truncated Fourier series for every $\phi$-dependent function. Since these constructors assume that all unknowns are either discretized state variables, interval durations, or problem parameters, the rotation number $\rho$ must be thought of as a problem parameter, even though the vector field is independent of $\rho$.

5.2. Demo for invariant curve. We allow explicit COCO code to illustrate the paradigm of construction and analysis for the invariant curves studied in Section 4.7. The dynamics for this example is given by the map $M(\cdot,r_2,b) : \mathbb{R}^2 \to \mathbb{R}^2$, defined in (260).

To this end, we let the rotation number $\theta/2\pi$ equal the golden mean $(\sqrt{5} - 1)/2$ and approximate this by the truncated continued fraction expansion $p/q$ with $p = 233$ and $q = 377$ (with error $\approx 3 \times 10^{-6}$). The map $M$ and its derivatives $\partial_x M$, $\partial_{r_2} M$, and $\partial_b M$ are then encoded in MATLAB using anonymous functions as follows

```matlab
>> [numer, denom] = deal(233, 377);
>> [theta, alpha, a, r1] = deal(2*pi*numer/denom, 1/4, -1/4, 0);
>> mrot = [cos(theta), -sin(theta); sin(theta), cos(theta)];
>> M = @(x,r2,b) ((1+ alpha)*mrot + ... (x'*x)*mrot*[a, -b; b, a] + [r1, 0; 0, r2])*x;
>> dMx = @(x,r2,b) (1+alpha)*mrot + ...
(x.'*x)*mrot*[a, -b; b, a] + [r1, 0; 0, r2] + ... 2*mrot*[a, -b; b, a]*x*x';
>> dMr2 = @(x,r2,b) [0; x(2)];
>> dMb = @(x,r2,b) (x.'*x)*mrot*[0, -1; 1, 0]*x;
```

We proceed to discretize the first half of the zero problem (261) in terms of the sequence $\{v_i\}_{i=1}^q$ for angles $\phi_i = 2\pi(i - 1)/q$ such that $v(\phi_i) \approx v_i$ for $i = 1, \ldots, q$, and

$$M(v_i, p) - v_{\text{mod}(i+p-1,q)+1} - q (v_{\text{mod}(i+p,q)+1} - v_{\text{mod}(i+p-1,q)+1}) \delta_\rho \approx 0, \quad (274)$$

where $\delta_\rho = \rho - \theta/2\pi$ is assumed to be small. (Here, the coefficient of $\delta_\rho$ is an approximation for $\partial_\phi v(\phi_{i+p})$, identifying $\phi_{i+q+1} = \phi_i$ for all $i \in \mathbb{Z}$.) It follows that when $\delta_\rho = 0$, the sequence $\{v_i\}_{i=1}^q$ is an approximate periodic orbit of period $q$ on the invariant curve that makes $p$ excursions around the invariant curve before repeating. The commands

```matlab
>> [r20, b0, drho0] = deal(0, 0, 0);
>> phi = 2*pi*linspace(0, 1-1/denom, denom);
>> v0 = [cos(phi); sin(phi)]*sqrt(-alpha/a);
```

generate the corresponding initial solution guess for $(r_2, b) = (0, 0)$ with

$$v_{0,i} = \sqrt{-\alpha/a} \left(\cos \phi_i \cos \phi_i \sin \phi_i \right). \quad (275)$$
We use this sequence to construct the discretized phase condition
\[
\sum_{i=1}^{q} [v_{0,\text{mod}(i,q)+1} - v_{0,i}]^T [v_i - v_{0,i}] = 0
\]  
(276)
as an approximation of the integral condition
\[
\int_S \partial_\phi v_0^T (v(\phi) - v_0(\phi)) \, d\phi = 0
\]  
(277)
in terms of the function
\[
v_0(\phi) = \sqrt{-\alpha \frac{a}{\cos \phi \sin \phi}}.
\]  
(278)
We construct a zero problem consisting of the vanishing left-hand side of (274) for \(i = 1, \ldots, q\) and (276) using the staged construction paradigm of COCO as follows.

We begin by constructing the function
\[
M_{\text{res}}(u) := M(u_{1,2}, u_{5,6}) - u_{3,4}
\]  
(279)
and its Jacobian per the following commands:

```matlab
>> [mx, my, mr2, mb, mdrho] = deal(1:2, 3:4, 5, 6, 7);
>> Mres = @(u) M(mx, mr2, mb) - u(my);
>> dMres = @(u) [dMx(mx, mr2, mb), -eye(2), ... 
dMr2(mx, mr2, mb), dMb(mx, mr2, mb), zeros(2,1)];
```

Then, \(M_{\text{res}}(x, y, r_2, b, \delta_\rho) = 0\) implies that \(y\) is the image of \(x\) under the map \(M(\cdot, r_2, b)\). Without loss of generality, we carry \(\delta_\rho\) along even in the absence of explicit dependence on this variable. The following sequence of commands create \(q\) instances of the zero problem \(M_{\text{res}} = 0\), initialized with
\[
u_0 = (v_0, i, v_0, \text{mod}(i+1, q)+1, r_2, b, 0),
\]  
(280)
and labeled with the function identifiers ‘M1’, ‘M2’, and so on. For each instance, we also construct the corresponding contributions to the adjoint conditions.

```matlab
>> fcn = @(f) @(p,d,u) deal(d, f(u));  % convert plain fcn to COCO fcn
>> fid = @(s,i)[s,num2str(i)];  % enumerated function identifiers
>> prob = coco_prob;
>> for i=1:denom
    irot = mod(i+numer-1, denom)+1;
    prob = coco_add_func(prob, fid('M',i), fcn(Mres), fcn(dMres), ...
                       [], 'zero', 'u0', [v0(:,i); v0(:,irot); r20; b0; drho0]);
    prob = coco_add_adjt(prob, fid('M',i));
    muidx(:,i) = coco_get_func_data(prob, fid('M',i), 'uidx');
    maidx(:,i) = coco_get_adjt_data(prob, fid('M',i), 'axidx');
end
```

We store the indices that track the internal ordering of the corresponding continuation variables in the \(7 \times q\) index array muidx. The column indices for the associated adjoint conditions are correspondingly kept in the \(7 \times q\) index array maidx.

The \(q\) zero problems introduced thus far are uncoupled. We achieve the coupling implied by the vanishing of the left-hand side of (274) using the following sequence of commands.

```matlab
>> [bx, bxnext, by, bdrho] = deal(1:2, 3:4, 5:6, 7);
>> fbc = @(u) u(bx) + u(bdrho)*denom*(u(bxnext) - u(bx)) - u(by);
>> dbc = @(u) [eye(2)*(-denom*u(bdrho)), eye(2)*denom*u(bdirho), ... 
                     -eye(2), denom*(u(bxnext)-u(bx))];
>> for i=1:denom
    ...  % continue
end
```
irot = mod(i+numer-1,denom)+1;
inext = mod(i+numer,denom)+1;
prob = coco_add_func(prob, fid('bc',i), fcn(fbc), fcn(dbc), ... 
['zero', 'uidx', [muidx(mx,irot); muidx(mx,inext); ... 
maidx(my,i); muidx(mdrho,i)]);
prob = coco_add_adjt(prob, fid('bc',i), ... 
'aidx', [maidx(mx,irot); maidx(mx,inext); ... 
maidx(my,i); maidx(mdrho,i)]);
end

We use the index array muidx to refer to the previously initialized continuation variables and the index array maidx to refer to previously initialized adjoint conditions. As each of the q zero problems 'M1', 'M2', ... depend on their own instances of the parameters r, b, and ρ, we use the coco_add_glue constructor to glue these together across all instances, as shown below.

```matlab
>> for i=2:denom
    prob = coco_add_glue(prob, fid('pglue',i),...
    muidx([mr2, mb, mdrho], 1), muidx([mr2, mb, mdrho], i));
    prob = coco_add_adjt(prob, fid('pglue',i),...
    'aidx', [maidx([mr2, mb, mdrho], 1); maidx([mr2, mb, mdrho], i)]);
end
```

Finally, we add the phase condition, per the construction

```matlab
>> dx0 = denom*(v0(:,[2:end,1])-v0);
>> phascond = @(u)dx0(:,*)*(u(:,)-v0(:,));
>> dphascond = @(u)dx0(:,)';
>> prob = coco_add_func(prob, 'phasecond', fcn(phascond), ... 
fcn(dphascond), [], 'zero', 'uidx', muidx(mx,:));
>> prob = coco_add_adjt(prob, 'phasecond', 'aidx', maidx(mx,:));
```

Following the analysis in previous sections, we append monitor functions that evaluate to the instances of r, b, and δρ associated with 'M1' and label the corresponding continuation parameters by 'r2', 'b', and 'dρ'. By default these are initially inactive.

```matlab
>> prob = coco_add_pars(prob, 'pars', muidx([mr2, mb, mdrho], 1), ... 
{'r2','b','drho'});
```

The call to coco_add_adjt below then appends complementary monitor functions whose values equal η r, η b, and ηρ, respectively. We associate these with additional complementary continuation parameters, designated by the string labels 'e.r2', 'e.b', and 'e.drho'. These are also initially inactive.

```matlab
>> prob = coco_add_adjt(prob, 'phasecond', 'aidx', maidx(mx,:));
```

Following the analysis in previous sections, we append monitor functions that evaluate to the instances of r, b, and δρ associated with 'M1' and label the corresponding continuation parameters by 'r2', 'b', and 'dρ'. By default these are initially inactive.

```matlab
>> prob = coco_add_pars(prob, 'pars', muidx([mr2, mb, mdrho], 1), ... 
{'r2','b','drho'});
```

The call to coco_add_adjt below then appends complementary monitor functions whose values equal η r, η b, and ηρ, respectively. We associate these with additional complementary continuation parameters, designated by the string labels 'e.r2', 'e.b', and 'e.drho'. These are also initially inactive.

```matlab
>> prob = coco_add_adjt(prob, 'phasecond', 'aidx', maidx(mx,:));
```

Here, we set ηρ = 1, as we intend to determine the sensitivity of ρ with respect to all other variables.

We obtain results compatible with Fig. 1 by allowing 'r2', 'b', 'e.r2', and 'e.b' to vary, while holding 'rho' and 'e.rho' fixed. The commands below define a user-defined solution point at r2 = -0.16 (the point labeled A in Fig. 1) and perform continuation of the corresponding augmented continuation problem on the computational domain defined by r2 ∈ [-0.9, 0].

```matlab
>> prob = coco_add_event(prob, 'A', 'r2', -0.16);
>> coco(prob, 'run', [], 1, {'r2', 'b', 'e.r2', 'e.b'}, [-0.9,0]);
```
The analysis locates the point A at $(r_2, b) \approx (-0.16, 0.04815)$, and finds that $\eta_{r_2} \approx -0.054033$ and $\eta_b \approx -0.19790$ are the corresponding sensitivities of $\delta p$ to variations in $\delta r_2$ and $\delta b$, respectively, i.e.,
\[ \delta p = -\eta^T_{p} \delta p = -\left(\eta_{r_2}, \eta_b\right) \begin{pmatrix} \delta r_2 \\ \delta b \end{pmatrix} \approx 0.0540 \delta r_2 + 0.198 \delta b, \] (281)
assuming no violations of the governing constraints. Since $\delta p = 0$ along the family of invariant tori, it follows that $\delta b / \delta r_2 \approx -0.273$ at this location. This ratio equals the slope at point A of the curve of invariant tori in the $(r_2, b)$-plane in Fig. 1.

The tangents to stable fibers shown in Fig. 1 are given by the adjoint variables $\lambda_{\text{map}, i}$. These can now be extracted from the data stored with the solution label lab using the commands
\begin{verbatim}
>> chart = coco_read_adjoint(fid('M',i), 'run', lab, 'chart');
>> getfield(chart, 'x')
\end{verbatim}

Finally, for the illustration of the spectrum of the linear map $\Gamma_{\rho}$ in Fig. 1, we evaluate the map $\partial_{x}M$ on the solutions generated by coco. The map $V(\cdot - \rho)$ is then approximated by
\[ \text{diag} \left( \partial_{x}M(x_{\sigma_{p,q}(1)}, r_2, b), \ldots, \partial_{x}M(x_{\sigma_{p,q}(q)}, r_2, b) \right) \cdot (\sigma_{p,q} \otimes I_2), \] (282)
where $\sigma_{p,q}$ denotes the permutation (and permutation matrix) of the first $q \in \mathbb{Z}$ integers corresponding to a rotation by $p \in \mathbb{Z}$, and $\text{diag}(A_1, \ldots, A_q)$ denotes the blockdiagonal matrix with $A_j$ on the diagonal. This is computed using the following sequence of commands. First, we read the solution data from the file for the label of point A, extracting the $2 \times q$ array for the solution $x$, and the parameters $r_2$ and $b$.
\begin{verbatim}
>> chart_p = coco_read_solution('run', 3, 'chart');
>> x = chart_p.x(muidx(mx,:));
>> [r2, b] = deal(chart_p.x(5), chart_p.x(6));
\end{verbatim}

Then we construct the rotation, corresponding to $x \mapsto x(\cdot - \rho)$.
\begin{verbatim}
>> perm = diag(ones(numer, 1), denom-numer) * ...
    diag(ones(denom-numer, 1), -numer);
>> sigma = kron(perm, eye(2));
\end{verbatim}

Finally, we apply this rotation to $x$, implementing expression (282), by applying $\partial_{x}M$ and multiplying with the rotation matrix again.
\begin{verbatim}
>> xrot = num2cell(reshape(sigma*x(:), 2, denom), 1);
>> dMxval = cellfun(@(x)dMx(x,r2,b), xrot, 'uniformoutput', false);
>> blkdiag(dMxval{:})*sigma;
\end{verbatim}
6. Concluding discussion. A goal of the discussion in the preceding sections has been to demonstrate the relationship between several known results about the asymptotic phase dynamics near transversally stable limit cycles and quasiperiodic invariant tori, on the one hand, and the adjoint conditions obtained from the analysis of a problem Lagrangian, on the other hand. As an example, we have found that commonly adopted normalization conditions result directly from the choice of monitor functions and sought sensitivities. Indeed, our analysis extends the treatment beyond the orbitally stable case to the more general instance of normal hyperbolicity. In this case, while it may no longer be possible to define a concept of asymptotic phase, the association persists between the solution to the adjoint conditions and a continuous family of complementary projections onto and transversally to the periodic orbit or quasiperiodic invariant torus.

Although the analysis in Section 4 was restricted to the case of a two-dimensional torus, it generalizes with minimal effort to the case of an $m$-dimensional torus simply by considering a rotation vector $\rho \in \mathbb{R}^{m-1}$ and a vector-valued angle $\phi \in \mathbb{S}^{m-1}$, integrals over $\mathbb{S}^{m-1}$ rather than $\mathbb{S}$, and additional phase conditions. For the transversally stable case, the results reduce to those of [10], which are presented there without derivation. A further generalization to the case of a piecewise-smooth dynamical system is open for investigation (cf. [23]).

For the case of dynamical systems with time delay, a preliminary analysis in [2] showed the relationship between an adjoint variable and the sensitivity of the orbital duration to violations of the periodic orbit constraint. This same analysis can, of course, be generalized according to the treatment in this paper without significant additional effort. More interesting is to consider the adjoint-based sensitivity analysis for a normally hyperbolic quasiperiodic invariant torus of a smooth dynamical system with delay. While the adjoint-based approach was used in [1] to search for optimal quasiperiodic invariant tori in an example system with delay, the analysis lacked the theoretical rigor of the present treatment, in particular as relates to the solvability of the adjoint conditions. This appears to be a worthwhile problem to pursue.

Finally, we briefly discuss opportunities associated with further development of COCO to support analyses of the form considered here. For example, while the example in Section 5.2 relied on low-level functionality (coco_add_func, coco_add_pars, coco_add_glue, and coco_add_adjt), it is straightforward to build a composite constructor that encapsulates the individual steps of constraint construction and a separate composite constructor that encapsulates the individual steps of constructing contributions to the adjoint conditions. Such development would then benefit from the encoding of utility functions for generating an initial solution guess, extracting solution data, and graphing families of solutions and sensitivities.

Indeed, a similar construction could apply to the case where the map $M$ is only implicitly defined by the solution to a differential equation. In this case, the zero problem $M_{res} = 0$ is replaced with the collocation problem for the corresponding trajectory segment. Rather than coco_add_func and coco_add_adjt, here calls to the constructors ode_isol2coll and adjt_isol2coll would instantiate individual trajectory segments and the corresponding contributions to the adjoint conditions. Finally, the index arrays muidx and maidx would be constructed from a subset of the indices associated with each trajectory instance, specifically those corresponding to the initial and final points on the trajectory segment and the corresponding parameter values. The implementation in COCO of the higher-dimensional case
should follow the same pattern, with necessary modifications to the discretization, now over $S^{m-1}$, and the addition of a required number of phase conditions.

**Code availability.** The code included in this paper constitutes fully executable scripts. Complete code, including that used to generate the results in Fig. 1, is available at [https://github.com/jansieber/adjoint-sensitivity2022-suppl](https://github.com/jansieber/adjoint-sensitivity2022-suppl).
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