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Abstract

Pre-trained language models encode undesirable social biases, which are further exacerbated in downstream use. To this end, we propose MABEL (a Method for Attenuating Gender Bias using Entailment Labels), an intermediate pre-training approach for mitigating gender bias in contextualized representations. Key to our approach is the use of a contrastive learning objective on counterfactually augmented, gender-balanced entailment pairs from natural language inference (NLI) datasets. We also introduce an alignment regularizer that pulls identical entailment pairs along opposite gender directions closer. We extensively evaluate our approach on intrinsic and extrinsic metrics, and show that MABEL outperforms previous task-agnostic debiasing approaches in terms of fairness. It also preserves task performance after fine-tuning on downstream tasks. Together, these findings demonstrate the suitability of NLI data as an effective means of bias mitigation, as opposed to only using unlabeled sentences in the literature. Finally, we identify that existing approaches often use evaluation settings that are insufficient or inconsistent. We make an effort to reproduce and compare previous methods, and call for unifying the evaluation settings across gender debiasing methods for better future comparison.

1 Introduction

Pre-trained language models have reshaped the landscape of modern natural language processing (Peters et al., 2018; Devlin et al., 2019; Liu et al., 2019). As these powerful networks are optimized to learn statistical properties from large training corpora imbued with significant social biases (e.g., gender, racial), they produce encoded representations that inherit undesirable associations as a byproduct (Zhao et al., 2019; Webster et al., 2020; Nadeem et al., 2021). More concerning, models trained on these representations can not only propagate but also amplify discriminatory judgments in downstream applications (Kurita et al., 2019).

A multitude of recent efforts have focused on alleviating biases in language models. These can be classed into two categories (Table 1): 1) task-specific approaches perform bias mitigation during downstream fine-tuning, and require data to be annotated for sensitive attributes; 2) task-agnostic approaches directly improve pre-trained representations, most commonly either by removing discriminative biases through projection (Dev et al., 2020; Liang et al., 2020; Kaneko and Bollegala, 2021), or by performing intermediate pre-training on gender-balanced data (Webster et al., 2020; Cheng et al., 2021; Lauscher et al., 2021; Guo et al., 2022), resulting in a new encoder that transfers fairness effects downstream via standard fine-tuning.

In this work, we present MABEL, a novel and lightweight method for attenuating gender bias. MABEL is task-agnostic and can be framed as an intermediate pre-training approach with a contrastive learning framework. Our approach hinges on the use of entailment pairs from supervised natural language inference datasets (Bowman et al., 2015; Williams et al., 2018). We augment the training data by swapping gender words in both premise and hypothesis sentences and model them using a contrastive objective. We also propose an alignment regularizer, which minimizes the distance between the entailment pair and its augmented one. MABEL optionally incorporates a masked language modeling objective, so that it can be used for token-level downstream tasks.

To the best of our knowledge, MABEL is the first to exploit supervised sentence pairs for learning fairer contextualized representations. Supervised contrastive learning via entailment pairs is known to learn a more uniformly distributed rep-
representation space, wherein similarity measures between sentences better correspond to their semantic meanings (Gao et al., 2021). Meanwhile, our proposed alignment loss, which pulls identical sentences along contrasting gender directions closer, is well-suited to learning a fairer semantic space.

We systematically evaluate MABEL on a comprehensive suite of intrinsic and extrinsic measures spanning language modeling, text classification, NLI, and coreference resolution. MABEL performs well against existing gender debiasing efforts in terms of both fairness and downstream task performance, and it also preserves language understanding on the GLUE benchmark (Wang et al., 2019). Altogether, these results demonstrate the effectiveness of harnessing NLI data for bias attenuation, and underscore MABEL’s potential as a general-purpose fairer encoder.

Lastly, we identify two major issues in existing gender bias mitigation literature. First, many previous approaches solely quantify bias through the Sentence Encoding Association Test (SEAT) (May et al., 2019), a metric that compares the geometric relations between sentence representations. Despite scoring well on SEAT, many debiasing methods do not show the same fairness gains across other evaluation settings. Second, previous approaches evaluate on extrinsic benchmarks in an inconsistent manner. For a fairer comparison, we either reproduce or summarize the performance of many recent methodologies on major evaluation tasks. We believe that unifying the evaluation settings lays the groundwork for more meaningful methodological comparisons in future research.

2 Background

2.1 Debiasing Contextualized Representations

Debiasing attempts in NLP can be divided into two categories. In the first category, the model learns to disregard the influence of sensitive attributes in representations during fine-tuning, through projection-based (Ravfogel et al., 2020, 2022), adversarial (Han et al., 2021a,b) or contrastive (Shen et al., 2021; Chi et al., 2022) downstream objectives. This approach is task-specific as it requires fine-tuning data that is annotated for the sensitive attribute. The second type, task-agnostic training, mitigates bias by leveraging textual information from general corpora. This can involve computing a gender subspace and eliminating it from encoded representations (Dev et al., 2020; Liang et al., 2020; Dev et al., 2021; Kaneko and Bollegala, 2021), or by re-training the encoder with a higher dropout (Webster et al., 2020) or equalizing objectives (Cheng et al., 2021; Guo et al., 2022) to alleviate unwanted gender associations.

We summarize recent efforts of both task-specific and task-agnostic approaches in Table 1. Compared to task-specific approaches that only debias for the task at hand, task-agnostic models produce fair encoded representations that can be used toward a variety of applications. MABEL is task-agnostic, as it produces a general-purpose debiased model. Some recent efforts have broadened the scope of task-specific approaches. For instance, Meade et al. (2022) adapt the task-specific Iterative Nullspace Linear Projection (INLP) (Ravfogel et al., 2020) algorithm to rely on Wikipedia data for language model probing. While non-task-agnostic approaches can potentially be adapted to general-purpose debiasing, we primarily consider other task-agnostic approaches in this work.

2.2 Evaluating Biases in NLP

The recent surge of interest in fairer NLP systems has surfaced a key question: how should bias be quantified? Intrinsic metrics directly probe the upstream language model, whether by measuring the geometry of the embedding space (Caliskan et al., 2017; May et al., 2019; Guo and Caliskan, 2021), or through likelihood-scoring (Kurita et al., 2019; Nangia et al., 2020; Nadeem et al., 2021). Extrinsic metrics evaluate for fairness by comparing the system’s predictions across different populations on a downstream task (De-Arteaga et al., 2019a; Zhao et al., 2019; Dev et al., 2020). Though opaque, intrinsic metrics are fast and cheap to compute, which makes them popular among contemporary works (Meade et al., 2022; Qian et al., 2022). Comparatively, though extrinsic metrics are more interpretable and reflect tangible social harms, they are often time- and compute-intensive, and so tend to be less frequently used.\(^3\)

To date, the most popular bias metric among task-agnostic approaches is the Sentence Encoder Association Test (SEAT) (May et al., 2019), which compares the relative distance between the encoded representations. Recent studies have cast doubt on the predictive power of these intrinsic indicators. SEAT has been found to elicit counter-intuitive re-

\(^3\)As Table 17 in Appendix F indicates, many previous bias mitigation approaches limit evaluation to 1 or 2 metrics.
Table 1: Properties of existing gender debiasing approaches for contextualized representations. **Proj. based**: projection-based. **Con. obj.**: based on contrastive objectives. **Gen. aug.**: these approaches use a seed list of gender terms for counterfactual data augmentation. **LM probe** and **Fine-tune** denote that the approach can be used for language model probing or fine-tuning, respectively. ∗: INLP was originally only used for task-specific fine-tuning; Meade et al. (2022) later adapted it for task-agnostic training on Wikipedia for LM probing. ✗: FAIRFil shows poor LM probing performance in Table 2 as the debiasing filter is not trained with an MLM head. MABEL fixes this issue by jointly training with an MLM objective. #: these works use a single gender pair “he/she” to calculate the gender subspace. ‡: Dev et al. (2021) fine-tunes on SNLI but does not use it for debiasing. 

| Method                      | Proj. based | Con. obj. | Gen. aug. | LM probe | Fine-tune | Intermediate pre-training data                                      |
|-----------------------------|-------------|-----------|-----------|----------|----------|---------------------------------------------------------------------|
| **Task-specific approaches**|             |           |           |          |          |                                                                     |
| INLP (Ravfogel et al., 2020)| ✓           |           | ✓*        |          |          | Wikipedia*                                                          |
| CON (Shen et al., 2021)     |             | ✓         |           |          |          |                                                                     |
| DADV (Han et al., 2021b)    |             | ✓         |           |          |          |                                                                     |
| GATE (Han et al., 2021a)    |             |           | ✓         |          |          |                                                                     |
| R-LACE (Ravfogel et al., 2022)| ✓   |           |           |          |          |                                                                     |
| **Task-agnostic approaches**|             |           |           |          |          |                                                                     |
| CDA (Webster et al., 2020)  | ✓           |           |           |          |          | Wikipedia (1M steps, 36h on 8x 16 TPU)                              |
| DROPVCT (Webster et al., 2020)| ✓         |           |           |          |          | Wikipedia (100K steps, 3.5h on 8x 16 TPU)                           |
| ADELE (Lauscher et al., 2021)|           | ✓         |           |          |          | Wikipedia, BookCorpus (105M sentences)                              |
| BIAS PROJECTION (Dev et al., 2020)| ✓  |           |           |          |          | Wikisplid (1M sentences)                                            |
| OSCAR (Dev et al., 2021)    |             |           | ✓         |          |          | SNLI (190.1K sentences)                                             |
| SENT-DEBIAS (Liang et al., 2020)| ✓     |           |           |          |          | WikiText-2, SST, Reddit, MELD, POM                                 |
| CONTEXT-DEBIAS (Kaneko and Bollegala, 2021)| ✓  |           |           |          |          | News-commentary-v1 (87.66K sentences)                              |
| AUTO-DEBIAS (Guo et al., 2022)| ✓       |           |           |          |          | Bias prompts generated from Wikipedia (500)                         |
| FAIRFil. (Cheng et al., 2021)| ✓           | ✓         |           |          |          | WikiText-2, SST, Reddit, MELD, POM                                 |
| **MABEL (ours)**            | ✓           | ✓         |           |          | ✓        | MNLI, SNLI with gender terms (134k sentences)                       |

3 For comprehensiveness, we report MABEL’s results on SEAT in Appendix G.
along the opposite bias direction, i.e., girl to boy, and keep the non-attribute words unchanged. This transformation is systematically applied to each sentence in every entailment pair. An example of this augmentation, with gender bias as the sensitive attribute, is shown in Figure 1.

### 3.2 Training Objective

Our training objective consists of three components: a contrastive loss based on entailment pairs and their augmentations, an alignment loss, and an optional masked language modeling loss.

**Entailment-based contrastive loss.** Training with a contrastive loss induces a more isotropic representation space, wherein the sentences’ geometric positions can better align with their semantic meaning (Wang and Isola, 2020; Gao et al., 2021). We hypothesize that this contrastive loss would be conducive to bias mitigation, as concepts with similar meanings, but along opposite gender directions, move closer under this similarity measurement. Inspired by Gao et al. (2021), we use a contrastive loss that encourages the inter-association of entailment pairs, with the goal of the encoder also learning semantically richer associations.

With $p$ as the premise representation and $h$ as the hypothesis representation, let $\{(p_i, h_i)\}_{i=1}^m$ be the sequence of representations for $n$ original entailment pairs, and $\{\{\hat{p}_i, \hat{h}_i\}\}_{i=1}^n$ be $n$ counterfactually-augmented entailment pairs. Each entailment pair (and its corresponding augmented pair) forms a positive pair, and the other in-batch sentences constitute negative samples. With $m$ pairs and their augmentations in one training batch, the contrastive objective for an entailment pair $i$ is defined as:

$$L_{CL}^{(i)} = - \log \frac{e^{\text{sim}(p_i, h_i)}/\tau}{\sum_{j=1}^m e^{\text{sim}(p_i, h_j)}/\tau + e^{\text{sim}(\hat{p}_i, \hat{h}_i)}/\tau}$$
$$- \log \frac{e^{\text{sim}(\hat{p}_i, \hat{h}_i)}/\tau}{\sum_{j=1}^m e^{\text{sim}(\hat{p}_i, h_j)}/\tau + e^{\text{sim}(\hat{p}_i, \hat{h}_i)}/\tau},$$

where $\text{sim}(\cdot, \cdot)$ denotes the cosine similarity function, and $\tau$ is the temperature. $L_{CL}$ is simply the average of all the losses in a training batch. Note that when $h_i = \hat{h}_i$ (i.e., when $h_i$ does not contain any gender words and the augmentation is unchanged), we exclude $\hat{h}_i$ from the denominator to avoid $h_i$ as a positive sample and $\hat{h}_i$ as a negative sample for $p_i$, and vice versa.

**Alignment loss.** We want a loss that encourages the intra-association between the original entailment pairs and their augmented counterparts. Intuitively, the features from an entailment pair and its gender-balanced opposite should be taken as positive samples and be spatially close. Our alignment loss minimizes the distance between the cosine similarities of the original sentence pairs $(p_i, h_i)$ and the gender-opposite sentence pairs $(\hat{p}_i, \hat{h}_i)$:

$$L_{AL} = \frac{1}{m} \sum_{i=1}^m \left(\text{sim}(\hat{p}_i, \hat{h}_i) - \text{sim}(p_i, h_i)\right)^2.$$

We assume that a model is less biased if it assigns similar measurements to two gender-opposite pairs, meaning that it maps the same concepts along different gender directions to the same contexts.

---

4. We use the same list of attribute word pairs from Bolukbasi et al. (2016), Liang et al. (2020), and Cheng et al. (2021), which can be found in Appendix A.

5. In this work, we only refer to the supervised SimCSE model, which leverages entailment pairs from NLI data.

6. We also explore different loss functions for alignment and report them in Appendix J.
Masked language modeling loss. Optionally, we can append an auxiliary masked language modeling (MLM) loss to preserve the model’s language modeling capability. Following Devlin et al. (2019), we randomly mask \( p = 15\% \) of tokens in all sentences. By leveraging the surrounding context to predict the original terms, the encoder is incentivized to retain token-level knowledge.

In sum, our training objective is as follows:

\[
\mathcal{L} = (1 - \alpha) \cdot \mathcal{L}_{CL} + \alpha \cdot \mathcal{L}_{AL} + \lambda \cdot \mathcal{L}_{MLM},
\]

wherein the two contrastive losses are linearly interpolated by a tunable coefficient \( \alpha \), and the MLM loss is tempered by the hyper-parameter \( \lambda \).

4 Evaluation Metrics

4.1 Intrinsic Metrics

StereoSet (Nadeem et al., 2021) queries the language model for stereotypical associations. Following Meade et al. (2022), we consider intra-sentence examples from the gender domain. This task can be formulated as a fill-in-the-blank style problem, wherein the model is presented with an incomplete context sentence, and must choose between a stereotypical word, an anti-stereotypical word, and an irrelevant word. The Language Modeling Score (LM) is the percentage of instances in which the model chooses a valid word (either the stereotype or the anti-stereotype) over the random word; the Stereotype Score (SS) is the percentage in which the model chooses the stereotype over the anti-stereotype. The Idealized Context Association Test (ICAT) score combines the LM and SS scores into a single metric.

CrowS-Pairs (Nangia et al., 2020) is an intra-sentence dataset of minimal pairs, where one sentence contains a disadvantaged social group that either fulfills or violates a stereotype, and the other sentence is minimally edited to contain a contrasting advantaged group. The language model compares the masked token probability of tokens unique to each sentence. Focusing only on gender examples, we report the stereotype score (SS), the percentage in which a model assigns a higher aggregated masked token probability to a stereotypical sentence over an anti-stereotypical one.

4.2 Extrinsic Metrics

As there has been some inconsistency in the evaluation settings in the literature, we mainly consider the fine-tuning setting for extrinsic metrics and leave the discussion of the linear probing setting to Appendix I.

Bias-in-Bios (De-Arteaga et al., 2019b) is a third-person biography dataset annotated by occupation and gender. We fine-tune the encoder, along with a linear classification layer, to predict an individual’s profession given their biography. We report overall task accuracy and accuracy by gender, as well as two common fairness metrics (De-Arteaga et al., 2019b; Ravfogel et al., 2020): 1) \( GAP_{M, Y}^{TPR} \), the difference in true positive rate (TPR) between male- and female-labeled instances; 2) \( GAP_{M, Y}^{TPR} \), the root-mean square of the TPR gap of each occupation class.

Bias-NLI (Dev et al., 2020) is an NLI dataset consisting of neutral sentence pairs. It is systematically constructed by populating sentence templates with a gendered word and an occupation word with a strong gender connotation (e.g., The woman ate a bagel; The nurse ate a bagel). Bias can be interpreted as a deviation from neutrality and is determined by three metrics: Net Neutral (NN), Fraction Neutral (FN) and Threshold: \( \tau \) (T: \( \tau \)). A bias-free model should score a value of 1 across all 3 metrics. We fine-tune on SNLI and evaluate on Bias-NLI during inference.

WinoBias (Zhao et al., 2018) is an intra-sentence coreference resolution task that evaluates a system’s ability to correctly link a gendered pronoun to an occupation across both pro-stereotypical and anti-stereotypical contexts. Coreference can be inferred based on syntactic cues in Type 1 sentences or on more challenging semantic cues in Type 2 sentences. We first fine-tune the model on the OntoNotes 5.0 dataset (Hovy et al., 2006) before evaluating on the WinoBias benchmark. We report the average F1-scores for pro-stereotypical and anti-stereotypical instances, and the true positive rate difference in average F1-scores, across Type 1 and Type 2 examples.

4.3 Language Understanding

To evaluate whether language models still preserve general linguistic understanding after bias attenuation, we fine-tune them on seven classification tasks and one regression task from the General Language Understanding Evaluation (GLUE) benchmark (Wang et al., 2019).7
5 Experiments

5.1 Baselines & Implementation Details

We choose Sent-Debias\(^8\) (Liang et al., 2020), Context-Debias\(^9\) (Kaneko and Bollegala, 2021), and FairFil\(^10\) (Cheng et al., 2021) as our primary baselines. By introducing a general-purpose method for producing debiased representations, these three approaches are most similar in spirit to MABEL. We consider FairFil to be especially relevant as it is also a task-agnostic, contrastive learning approach. Compared to FairFil, MABEL leverages NLI data, and also applies entailment-based and MLM losses to ensure that sentence- and token-level knowledge is preserved.

We evaluate the three aforementioned task-agnostic baselines across all bias benchmarks and also compare against other approaches in Table 1 by reporting the recorded numbers from their original work. Unless otherwise specified, all models, including MABEL, default to bert-base-uncased (Devlin et al., 2019) as the backbone encoder. In the standard setting, \(\lambda = 0.1\) and \(\alpha = 0.05\). Implementation details on MABEL and the task-agnostic baselines can be found in Appendix A and Appendix B, respectively. For our own implementations, we report the average across 3 runs.\(^11\)

5.2 Results: Intrinsic Metrics

As Table 2 shows, MABEL strikes a good balance between language modeling and fairness with the highest ICAT score. Compared to BERT, MABEL retains and even exhibits an average modest improvement (from 84.17 to 84.80) in language modeling. MABEL also performs the best on CrowS-Pairs, with an average metric score of 50.76.

While MABEL does not have the best SS value for StereoSet, we must caution that this score should not be considered in isolation. For example, although FairFil shows a better stereotype score, its language modeling ability (as the LM score shows) is significantly deteriorated and lags behind other approaches. This is akin to an entirely random model that obtains a perfect SS of 50 as it does not contain bias, but would also have a low LM score as it lacks linguistic knowledge.

| Model       | StereoSet | CrowS-Pairs |
|-------------|-----------|-------------|
| LM ↑        | SS ↓      | ICAT ↑      | SS ↓      |
| BERT        | 84.17     | 60.28       | 66.86      | 57.25     |
| BERT+DROPOUT\(^*\) | 83.04 | 60.66       | 65.34      | 55.34     |
| BERT+CDA\(^*\)    | 83.08 | 59.61       | 66.71      | 56.11     |
| INLP\(^*\)      | 80.63     | 57.75       | 68.94      | 51.15     |
| SENT-DEBIAS\(^*\) | 84.20 | 59.37       | 68.42      | 52.29     |
| CONTEXT-DEBIAS | 85.42 | 59.35       | 69.45      | 58.01     |
| AUTO-DEBIAS\(^*\) | -    | -           | -          | 54.92     |
| FAIRFIL       | 44.85     | 50.93       | 44.01      | 49.03     |
| MABEL (ours) | 84.80     | 56.92       | 73.07      | 50.76     |

Table 2: Results on fine-tuning with the Bias in Bios (standard deviations are in Table 14). \(^*\): the results are reported in Meade et al. (2022); \(^\dagger\): the results are reported in Guo et al. (2022). \(^\circ\): the closer to 50, the better. LM: language modeling score; SS: Stereotype score; ICAT: combined score, defined as \(\text{LM} \cdot (\min(\text{SS}, 100 - \text{SS})) / 50\).

| Model       | Acc. \((\text{M})\) | Acc. \((\text{F})\) | TPR \((\text{GAP})\) | TPR RMS |
|-------------|---------------------|---------------------|---------------------|---------|
| BERT        | 84.14               | 84.69               | 83.50               | 1.189   |
| INLP\(^\dagger\) | 70.50             | -                   | -                   | -0.067  |
| CON\(^\dagger\)    | 81.69             | -                   | -                   | 0.168   |
| DADV\(^\dagger\)   | 81.10             | -                   | -                   | 0.126   |
| GATE\(^\dagger\)   | 80.50             | -                   | -                   | 0.111   |
| R-LACE\(^\dagger\) | 85.04             | -                   | -                   | 0.115   |
| SENT-DEBIAS  | 83.56               | 84.10               | 82.92               | 1.180   |
| CONTEXT-DEBIAS | 83.67             | 84.08               | 83.18               | 0.931   |
| FAIRFIL       | 83.18               | 83.52               | 82.78               | 0.746   |
| MABEL (ours) | 84.85               | 84.92               | 84.34               | 0.599   |

Table 3: Results on fine-tuning with the Bias in Bios dataset. \(^*\): the results are reported in Shen et al. (2021); \(^\dagger\): the results are reported in Han et al. (2021a); \(^\circ\): the results are reported in Ravfogel et al. (2022). \(^\dagger\): the approaches depend on gender annotations.

5.3 Results: Extrinsic Metrics

Bias-in-Bios. As Table 3 indicates, MABEL exhibits the highest overall and individual accuracies, as well as the smallest TPR-GAP when compared against the task-agnostic baselines and BERT.

Still, MABEL and the other task-agnostic models are close in performance to BERT on Bias-in-Bios, which suggests that the fine-tuning process can significantly change a pre-trained model’s representational structure to suit a specific downstream task. Furthermore, Kaneko et al. (2022) finds that debiased language models can still re-learn social biases after standard fine-tuning on downstream tasks, which may explain why the task-agnostic methods, which operate upstream, fare worse on...
Table 4: Results on Bias-NLI. We fine-tune the models on SNLI and then evaluate on Bias-NLI. ⋆: results are reported from original papers; ‡: the models are fine-tuned on MNLI.

| Model           | TN ↑ | FN ↑ | T:0.5 ↑ | T:0.7 ↑ |
|-----------------|------|------|---------|---------|
| BERT            | 0.799| 0.879| 0.874   | 0.798   |
| ADELE†          | 0.557| 0.504| -       | -       |
| SENT-DEBIAS     | 0.793| 0.911| 0.897   | 0.788   |
| CONTEXT-DEBIAS  | 0.858| 0.906| 0.902   | 0.857   |
| CONTEXT-DEBIAS ‡| 0.878| 0.968| -       | 0.893   |
| FAIRFIL         | 0.829| 0.883| 0.846   | 0.845   |
| MABEL (ours)    | 0.900| 0.977| 0.974   | 0.935   |

With an average 7.25% and 10.58% increase compared to BERT on Type 1 and Type 2 sentences, respectively. The strong performance on anti-stereotypical examples implies that MABEL can effectively weaken the stereotypical token-level associations between occupation and gender. Though MABEL exhibits a marginally lower F1-score on Type 1 pro-stereotypical examples (a 1.64% average decrease compared to the best-performing model, BERT), it has the highest F1-scores across all other categories. Furthermore, it has the best reduction in fairness, with the smallest average TPR-1 and TPR-2 by a clear margin (respectively, 23.73 and 3.41, compared to the next-best average TPR scores at 26.14 and 9.57).

5.4 Results: Language Understanding

As the GLUE benchmark results indicate (Table 6), MABEL preserves semantic knowledge across downstream tasks. On average, MABEL performs marginally better than BERT (82.0% vs. 81.8%), but not as well as BERT fine-tuned beforehand on the NLI task with MNLI and SNLI data (BERT-NLI), at 82.0% vs. 82.1%. Other bias mitigation baselines lag behind BERT, but the overall semantic deterioration remains minimal.

6 Analysis

6.1 Qualitative Comparison

We perform a small qualitative study by visualizing the t-SNE (van der Maaten and Hinton, 2008) plots of sentence representations from BERT, supervised SimCSE (Gao et al., 2021), and MABEL. Following Liang et al. (2020); Cheng et al. (2021), we plot averaged sentence representations of a gendered or neutral concept across different contexts (sentence templates). We re-use the list of gender words, and neutral words with strong gender connotations, from Caliskan et al. (2017).

From Figure 2, in BERT, certain concepts from technical fields such as ‘technology’ or ‘science’ are spatially closer to ‘man,’ whereas concepts from the humanities such as ‘art’ or ‘literature’ are closer to ‘woman.’ After debiasing with MABEL, we observe that the gendered tokens (e.g., ‘man’ and ‘woman,’ or ‘girl’ and ‘boy’) have shifted closer in the embedding space, and away from the neutral words. While SimCSE shows a similar trend in pulling gendered words away from the neutral words, it also separates the masculine and feminine terms into two distinct clusters. This is
undesirable behavior, as it suggests that identical concepts along opposite gender directions are now further apart in latent space, and are have become more differentiated in the same contexts.

### 6.2 Ablations

We perform extensive ablations to show that every component of MABEL benefits the overall system. We use StereoSet, CrowS-Pairs, and Bias-NLI as representative tasks.

#### Comparing other supervised pairs.

Since leveraging entailment examples as positive pairs is conducive to high-quality representation learning (Gao et al., 2021), we believe that this construction is particularly suitable for semantic retention. To justify our choice, we further train on neutral pairs and contradiction pairs from the SNLI dataset. We also consider paraphrase pairs from the Quora Question Pairs (QQP) dataset (Wang et al., 2017) and the Para-NMT dataset (Wieting and Gimpel, 2018). Finally, we try individual unlabeled sentences from the same multi-domain corpora used by Liang et al. (2020) and Cheng et al. (2021). In this setting, standard dropout is applied: positive pairs are constructed by encoding the same sentence twice with different masks, resulting in two minimally different embeddings (Gao et al., 2021).

From Table 7, entailment pairs are a critical data choice for preserving language modeling ability, and result in the highest ICAT scores. Interestingly, the SS is consistent across the board. The MNLI dataset produces the best LM and SS scores, likely as it is a semantically richer dataset with sentences harvested across diverse genres. In contrast, SNLI consists of short, artificial sentences harvested from image captions. The exposure to MNLI’s diverse vocabulary set may have helped MABEL learn bet-

| Model       | OntoNotes ↑ | 1A ↑ | IP ↑ | 2A ↑ | 2P ↑ | TPR-1↓ | TPR-2↓ |
|-------------|-------------|------|------|------|------|--------|--------|
| BERT        | 73.53       | 53.96| 86.57| 82.20| 94.67| 32.79  | 12.48  |
| SENT-DEBIAS | 72.36       | 54.11| 85.09| 83.29| 94.73| 30.98  | 11.44  |
| CONTEXT-DEBIAS | 73.16 | 59.40| 85.54| 83.63| 93.20| 26.14  | 9.57   |
| FAIRFil     | 71.79       | 53.24| 85.77| 77.37| 91.40| 32.43  | 14.03  |
| MABEL (ours)| 73.48       | 61.21| 84.93| 92.78| 96.20| 23.73  | 3.41   |

Table 5: Average F1-scores OntoNotes and WinoBias, and TPR scores across WinoBias categories. 1 = Type 1; 2 = Type 2. A=anti-stereotypical; P=pro-stereotypical.

| Model       | CoLA (mcc.) | SST-2 (acc.) | MRPC (f1/acc.) | QQP (acc./f1) | MNLI (acc.) | QNLI (acc.) | RTE (acc.) | STS-B (pears./spear.) | Avg. (pears./spear.) |
|-------------|-------------|-------------|---------------|--------------|-------------|-------------|------------|------------------------|---------------------|
| BERT        | 56.5        | 92.3        | 89.5/85.3     | 90.7/87.5    | 84.3        | 92.2        | 65.0       | 88.4/88.2              | 81.8                |
| BERT-NLI    | 58.6        | 93.6        | 89.4/85.1     | 90.4/86.8    | 83.3        | 89.0        | 69.0       | 88.3/87.9              | 82.1                |
| SENT-DEBIAS | 50.5        | 89.1        | 87.5/81.6     | 87.5/90.7    | 83.9        | 91.4        | 63.2       | 88.1/87.9              | 79.4                |
| CONTEXT-DEBIAS | 55.2 | 92.0        | 85.1/77.5     | 90.7/87.4    | 84.6        | 89.9        | 57.0       | 88.4/88.1              | 79.4                |
| FAIRFil     | 55.5        | 92.4        | 87.5/80.6     | 91.2/88.1    | 84.8        | 91.3        | 63.2       | 88.4/88.1              | 80.9                |
| MABEL (ours)| 57.8        | 92.2        | 89.5/85.0     | 91.2/88.1    | 84.5        | 91.6        | 64.3       | 89.6/89.2              | 82.0                |

Table 6: Fine-tuning results on the GLUE benchmark. BERT-NLI denotes that we fine-tune pre-trained BERT on NLI data first before fine-tuning on a GLUE task. For the average, we report the Matthew’s correlation coefficient for CoLA, the Spearman’s rank correlation coefficient for STS-B, and the accuracy for all other tasks.

Table 7: Data ablation results for MABEL. Positive pair constructions include entailment (Ent.), neutral (Neu.) and contradictory (Con.) pairs, paraphrasable examples from QQP and Para-NMT, and general sentences from the corpora used by Liang et al. (2020). Default: SNLI+MNLI entailment data. Dropout: the same sentence is passed through the encoder twice with standard dropout. CSP: CrowS-Pairs. ○: the closer to 50, the better.
Disentangling objectives. Results of MABEL trained with ablated losses are in Table 8. Without the MLM objective, the LM score collapses along with the ICAT score. Though the SS score becomes very close to 50, it seems to be more indicative of randomness than model fairness; the off-the-shelf LM head is no longer compatible with the trained encoder. When the contrastive loss is omitted, MABEL’s performance on Bias-NLI drops from the 0.9 range to the 0.8 range, showing that it is key to preserving sentence-level knowledge. Removing the alignment loss also leads to a similar decrease in performance on Bias-NLI. As this particular objective does not directly optimize semantic understanding, we attribute this drop to a reduction in fairness knowledge.

Impact of batch size. Table 9 shows the effect of batch size on StereoSet performance. Encouragingly, although contrastive representation learning typically benefits from large batch sizes (Chen et al., 2020), an aggregated batch size of 128 already works well. MABEL is very lightweight and trains in less than 8 hours on a single GPU.

| Batch Size | LM ↑ | SS ↓ | ICAT ↑ |
|------------|------|------|--------|
| 64         | 82.43| 56.42| 71.85  |
| 128        | 84.55| 56.25| 73.98  |
| 256        | 84.62| 57.46| 72.00  |

Table 9: StereoSet results on different cumulative batch sizes. ↓: the closer to 50, the better.

7 Conclusion

In this work, we propose MABEL, a simple bias mitigation technique that harnesses supervised signals from entailment pairs in NLI data to create informative and fair contextualized representations. We systematically compare MABEL and other recent task-agnostic debiasing baselines across a range of intrinsic and extrinsic bias metrics, wherein MABEL demonstrates a markedly better performance-fairness tradeoff. Its capacity for language understanding is also minimally impacted, rendering it suitable for general-purpose use. Additionally, systematic ablations show that both the choice of data and individual objectives are integral to MABEL’s good performance. Our contribution and findings are complementary to the bias transfer hypothesis (Jin et al., 2021), which suggests that upstream bias mitigation effects may be transferable to downstream settings. We hope that MABEL can add a new perspective toward creating fairer language models.
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Limitations

Following prior bias mitigation work (Cheng et al., 2021; Liang et al., 2020), our framework relies on a curated list of gender word pairs for counterfactual data augmentation. While we believe that our general list is broad enough to cover the majority of gendered terms in a dataset, this lexicon is nevertheless non-exhaustive and cannot completely remove all bias directions (Ethayarajh et al., 2019). One possible improvement would be to use automatic perturbation augmentation on the entailment pairs (Qian et al., 2022) (concurrent work), a more expansive technique that counterfactually augments data along multiple demographic axes.

Another consideration is that we primarily juxtapose against task-agnostic approaches in our work, even though some task-specific procedures, specifically R-LACE (Ravfogel et al., 2022) and INLP (Ravfogel et al., 2020), show excellent gains in occupation classification, an extrinsic task. Recently, Meade et al. (2022) has successfully adapted INLP to a task-agnostic setting by mining on an unlabeled corpus. We believe that other task-specific methods can be similarly adapted to train task-agnostic encoders, though we leave this comparison to future work. In light of recent findings that bias can re-enter the model during any stage of the training pipeline (Jin et al., 2021; Kaneko et al., 2022), one interesting direction would be to pair MABEL, which is task-agnostic, with task-specific procedures. Essentially, by debiasing at both ends—first upstream in the encoder, then downstream in the classifier—MABEL could potentially achieve a greater reduction in bias across some of the extrinsic benchmarks.

Although MABEL shows exciting performance across an extensive range of evaluation settings, these results should not be construed as a complete erasure of bias. For one, our two main intrinsic metrics, StereoSet and CrowS-Pairs, are skewed towards North American social biases and only reflect positive predictive power. They can detect the presence, not the absence of bias (Meade et al., 2022). Aribandi et al. (2021) furthers that these likelihood-based diagnostics can vary wildly across identical model checkpoints trained on different random seeds. Blodgett et al. (2021) points to the unreliability of several benchmarks we use, including StereoSet, CrowS-Pairs, and WinoBias, which inadequately articulate their assumptions of stereotypical behaviors. Additionally, MABEL’s gains in fairness are not universally strong—it handles some operationalizations of gender bias more effectively than others. One reason for this inconsistency is that bias metrics have been found to correlate poorly; desirable performance on one bias indicator does not necessarily translate to equivalently significant gains on other evaluation tasks (Goldfarb-Tarrant et al., 2021; Orgad et al., 2022). The lack of clarity and agreement in existing evaluation frameworks is a fundamental challenge in this field.

Ethics Statement

There are several ethical points of consideration to this work. As our contribution is entirely methodological, we rely upon an existing range of well-known datasets and evaluation tasks that assume a binary conceptualization of gender. In particular, the over-simplification of gender identity as a dichotomy, not as a spectrum, means that MABEL does not adequately address the full range of stereotypical biases expressed in real life. We fully acknowledge and support the development of more inclusive methodological tools, datasets, and evaluation mechanisms.

Furthermore, we restrict the definitonal scope of bias in this work to allocational and representational bias (Barocas et al., 2017). Allocational bias is the phenomenon in which models perform systematically better for some social groups over others, e.g., a coreference resolution system that successfully identifies male coreferents at a higher rate over female ones. Representational bias denotes the spurious associations between social groups and certain words or concepts. An example would be the unintentional linkage of genders with particular occupations, as captured by contextualized word representations.

We neglect other critical types of biases under this framework, in particular intersectional biases. As per Subramanian et al. (2021), most existing debiasing techniques only consider sensitive at-
tributes, e.g., race or gender, in isolation. However, a truly fair model does not and cannot operate in a vacuum, and should be able to handle a complex combination of various biases at once.

Another consideration is that MABEL is entirely English-centric. This assumption is symptomatic of a larger problem, as most gender bias studies are situated in high-resource languages. Given that conceptualizations of gender and language are a function of societal and cultural norms, it is imperative that the tools we create can generalize beyond an English context. For instance, some languages such as Spanish or German contain grammatical gender, meaning that nouns or adjectives can have masculine or feminine forms. The need to account for both linguistic gender and social gender significantly complicates the matter of bias detection and elimination.

For these reasons, practitioners should exercise great caution when applying MABEL to real-world use cases. At its present state, MABEL should not be viewed as a one-size-fits-all solution to gender bias in NLP, but moreso as a preliminary effort to illuminate and attenuate aspects of a crucial, elusive, and multi-faceted problem.
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A Implementation Details of MABEL

We use an aggregation of entailment pairs from the SNLI and MNLI datasets, and augment pairs with opposite gender directions, drawing from the same list of attribute word pairs used by Bolukbasi et al. (2016), Liang et al. (2020), and Cheng et al. (2021): (man, woman), (boy, girl), (he, she), (father, mother), (son, daughter), (guy, gal), (male, female), (himself, herself), (John, Mary), alongside plural forms.

We implement MABEL using the HuggingFace Trainer in PyTorch (Paszke et al., 2019) and train for 2 epochs. We take the last-saved checkpoint. Training MABEL takes less than 2 hours across 4 NVIDIA GeForce RTX 3090 GPUs.

Ablation details. Dataset sizes from our ablation study are in Table 10.

| Dataset Type         | Original # | Final # |
|----------------------|------------|---------|
| MNLI Entailment      | 130.9K     | 21.5K   |
| SNLI Entailment      | 190.1K     | 112.7K  |
| SNLI Neutral         | 189.2K     | 126.6K  |
| SNLI Contradiction   | 189.7K     | 127.2K  |
| QQP Paraphrase       | 149.2K     | 23.9K   |
| PARA-NMT Paraphrase  | 5M         | 1.3M    |

Table 10: Information about dataset sizes.

Besides batch size, we also tune for learning rate ∈ {1e−5, 3e−5, 5e−5} and α ∈ {0.01, 0.05, 0.1}.

As Table 11 indicates, increasing the learning rate improves fairness as the stereotype score approaches 50, but also seems to slightly diminish the model’s language modeling ability. Furthermore, a larger α results in a fairer stereotype score, which corroborates our intuition as this parameter adjusts the influence of our alignment loss. Unfortunately, increasing α also monotonically decreases the language modeling score.

Therefore, we take a learning rate of 5e−5, a batch size of 32, and an α = 0.05 as our default hyper-parameters; these result in the best trade-off between fairness and language modeling ability. We use λ = 0.1 in all the experiments.

B Baseline Implementation

Sent-Debias. We use the code and data provided by Liang et al. (2020) to compute the gender bias subspace. For downstream evaluation, the debiasing step (subtracting the subspace from the representations) is applied directly after encoding.

FairFil. As code for this work is not available, we re-implement FairFil, the main contrastive approach, without the additional information-theoretic regularizer. Note that the reported performance difference from including the regularizer or not (0.150 vs. 0.179 on SEAT) is marginal. We checked all the implementation details carefully and report our reproduced and original SEAT effect size results in Table 12.

| SEAT Category          | FF (O) | FF (R) |
|------------------------|--------|--------|
| Names, Career/Family 6 | 0.218  | 0.279±0.147 |
| Terms, Career/Family 6b| 0.086  | 0.155±0.139 |
| Terms, Math/Arts 7    | 0.133  | 0.046±0.008 |
| Names, Math/Arts 7b   | 0.101  | 0.061±0.046 |
| Terms, Science/Arts 8 | 0.218  | 0.055±0.050 |
| Names, Science/Arts 8b| 0.320  | 0.530±0.092 |
| Avg. Abs. Effect Size | 0.179  | 0.188  |

Table 12: Absolute average effect sizes (ES) on the 6 gender-associated SEAT categories, for original (O) and reproduced (R) results on FairFil (FF). We report the average and standard deviation for our reproduction. ‡: the closer to 0, the better.
C Evaluation Details

C.1 Intrinsic Metrics

StereoSet. StereoSet unifies the language modeling (LM) score and the stereotype score (SS) into a single metric, the Idealized Context Association Test (ICAT) score, which is as follows:

$$ICAT = LM \cdot \frac{\min(SS, 100 - SS)}{50}.$$ 

In the ideal scenario, a perfectly fair and highly performative language model would have an LM score of 100, an SS score of 50, and thus an ICAT score of 100. Therefore, the higher the ICAT score, the better.

CrowS-Pairs. While CrowS-Pairs originally used pseudo log-likelihood MLM scoring, this form of measurement is found to be error-prone (Meade et al., 2022). Therefore, we follow Meade et al. (2022)’s evaluation approach, and compare the masked token probability of tokens unique to each sentence. The stereotype score (SS) for this task is the percentage of instances for which a language model computes a greater masked token probability to a stereotypical sentence over an anti-stereotypical sentence. An impartial language model without stereotypical biases should score an SS of 50.

C.2 Extrinsic Metrics

Bias-in-Bios. \(GAP_{M}^{TPR}\) is denoted as (observe that the closer the value is to 0, the better)

$$GAP_{M}^{TPR} = |TPR_{M} - TPR_{F}|.$$ 

Merely taking the difference in overall accuracies does not account for the highly imbalanced nature of the Bias-in-Bios dataset. In line with Ravfogel et al. (2020), we also calculate the root-mean square of \(GAP_{M}^{TPR}\) to obtain a more robust metric. Taking \(y\) as a profession in \(C\), the set of all 28 professions, we can compute

$$GAP_{M}^{TPR,RMS} = \sqrt{\frac{1}{|C|} \sum_{y \in C} (GAP_{M,y}^{TPR})^2}.$$ 

Following the suggestion of De-Arteaga et al. (2019a), our train-val-test split of the Bias-in-Bios dataset is 65/25/10. We were able to scrape 206,511 biographies.12

In the fine-tuning setting, we train for 5 epochs and evaluate every 1000 steps on the validation set. The model checkpoint is saved if the validation accuracy has improved. We use the AutoModelForSequenceClassification class from the transformers package (Wolf et al., 2020), which extracts sentence representations by taking the last-layer hidden state of the [CLS] token and feeding it through a linear layer with tanh activation. We use a batch size of 128, a learning rate of \(\lambda = 1e^{-5}\), and a maximum sequence length of 128.

Bias-NLI. The three evaluation metrics used in Bias-NLI task are calculated as follows:

1. Net Neutral (NN): The average probability of the neutral label across all instances.
2. Fraction Neutral (FN): The fraction of sentence pairs accurately labeled as neutral.
3. Threshold: \(\tau (T: \tau)\): The fraction of instances with the probability of neutral above \(\tau\).

In the linear probing setting, we construct an updating linear layer on top of the frozen encoder. Following Dev et al. (2020), sentence representations are extracted from the [CLS] token of the last hidden state. We use a batch size of 64, a learning rate of \(\lambda = 5e^{-5}\), and a maximum sequence length of 128. We fine-tune for 3 epochs and evaluate every 500 steps, saving the checkpoint if the validation accuracy improves. We randomly sub-sample 10,000 elements from Dev et al. (2020)’s evaluation dataset during inference.

WinoBias. Each WinoBias example contains exactly two mentions of professions and one pronoun, which co-refers correctly to one of the profession (Table 13). Type 1 sentences are syntactically ambiguous and require world knowledge to be correctly resolved, while Type 2 sentences are easier and can be inferred through only syntactic cues. Examples are presented in in Table 13.

Following previous gender bias analyses (Orgad et al., 2022), we borrow the PyTorch re-implementation of the end-to-end c2f-coref model from Xu and Choi (2020). We use the cased version of encoders, a significant performance difference exists between cased and uncased variants. Models

12https://github.com/microsoft/biosbias
Table 13: Example of Type I and Type II sentences from the WinoBias dataset (Zhao et al., 2018). The colored text indicates the pronoun and the correct coreferent.

| Type 1 Sentence                                                                 | Type 2 Sentence                                                                 |
|---------------------------------------------------------------------------------|----------------------------------------------------------------------------------|
| Pro-stereotypical                                                               |                                                                                   |
| The developer argued with the designer because he did not like the design.      | The guard admired the secretary and wanted her job.                                |
| Anti-stereotypical                                                              |                                                                                   |
| The developer argued with the designer because his design cannot be implemented.| The secretary called the mover and asked her to come.                             |

We report the averaged F1-score of three coreference evaluation metrics: MUC, B^3, and CEAF, following Xu and Choi (2020).

C.3 Language Understanding

GLUE. CoLA (Warstadt et al., 2019) and SST-2 (Socher et al., 2013) are single-sentence tasks; MRPC (Dolan and Brockett, 2005) and QQP are paraphrase detection tasks; MNLI (Williams et al., 2018), QNLI (Rajpurkar et al., 2016), and RTE (Dagan and Glickman, 2005; Haim et al., 2006; Giampiccolo et al., 2007, 2008; Bentivogli et al., 2009) are inference tasks; STS-B (Cer et al., 2017) is a sentence similarity task. We report the accuracy for SST-2, MNLI, QNLI, RTE, and STS-B, and the Matthews correlation coefficient for CoLA. Both the accuracy and the F-1 score are included for MRPC and QQP.

We use the run_glue.py script provided by HuggingFace (Wolf et al., 2020), and follow their exact hyper-parameters. For all tasks, we use a batch size of 32, a maximum sequence length of 128, and a learning rate of $2 \times 10^{-5}$. We train for 3 epochs for all tasks except for MRPC, which is trained for 5.

D Standard Deviation

As many fairness benchmarks tend to exhibit high variance, we report the standard deviation across 3 runs for each of our implementations from the main results. Standard deviations for intrinsic tasks can be found in Table 14, and for extrinsic tasks in Table 15.

| Model               | StereoSet | CrowS-Pairs |
|---------------------|-----------|-------------|
|                      | LM        | SS          | SS          |
| CONTEXT-DEBIAS      | 0.07      | 0.24        | 0.77        |
| FAIRFIL             | 1.47      | 0.71        | 3.43        |
| MABEL (ours)        | 0.39      | 0.69        | 0.77        |

Table 14: Standard deviation on intrinsic tasks from StereoSet and CrowS-Pairs (Table 2).

E SentEval Transfer Evaluation

To more thoroughly evaluate our models’ capacity for NLU retention, we additionally test on 9 transfer tasks provided by the SentEval toolkit (Conneau and Kiela, 2018).

While some task overlap exists between SentEval and GLUE, the evaluation setup is different. By freezing the encoder and training a logistic regression classifier, the default SentEval implementation focuses on evaluating the knowledge stored in a fixed-size frozen sentence embedding. Whereas when testing on GLUE, the parameters in the entire encoder are allowed to freely update. GLUE also emphasizes high-resource downstream tasks, which use training data with hundreds of thousands of samples. Comparatively, SentEval mostly focuses on low-resource transfer, with smaller downstream classification tasks such as Movie Review (MR) or Product Review (CR) (Conneau and Kiela, 2018).

We use the evaluation toolkit provided by Conneau and Kiela (2018), following the standard settings, and form sentence representations by extracting the [CLS] token of the last hidden state. 10-fold cross-validation was used for MR, CR, SUBJ, MPQA, and SST-2, and cross-validation for TREC. For MRPC, a 2-class classifier learns to predict the probability distribution of relatedness scores; the Pearson correlation coefficient is reported.

Table 16 shows the performance across the downstream SentEval transfer tasks. As this evaluation
regime does not involve fine-tuning, we notice less uniformity across the baselines’ results. While MABEL and MABEL w/o MLM have a higher average performance than BERT, the only task with an obvious gain is in MRPC (68.87% and 71.48% vs. 65.57%). This makes sense as MRPC is a semantic similarity task, which leveraging supervised signals from NLI entailment pairs happens to benefit (Gao et al., 2021).

**F Bias Benchmarks in Other Works**

Table 17 shows a comprehensive compilation of gender bias metrics used by other bias mitigation methods in recent literature.

**G SEAT Evaluation**

The Sentence Encoder Association Test (SEAT) (May et al., 2019) is the sentence-level extension of the Word Embedding Association Test (WEAT) (Caliskan et al., 2017), a hypothesis-driven diagnostic that checks whether two sets of target words (for instance, [artist, musician,...] and [scientist, engineer,...]) are equally similar to two sets of attribute words (for instance, [man, father,...] and [woman, mother,...]). In SEAT, the concept words from WEAT are inserted into semantically bleached sentence templates such as “This is a[n] <word>,” effectively allowing for the comparison of *sentence* representations.

For both WEAT and SEAT, the null hypothesis postulates that no difference exists in the relative similarity between the sets of target words \(X, Y\) and the sets of attribute words \(A, B\). The effect size, \(s(X, Y, A, B)\), quantifies the difference in mean cosine similarity between representations of the target concept pair \((X, Y)\), and representations of the attribute concept pair \((A, B)\), through the following equations:

\[
    s(w, A, B) = \text{mean}_{a \in A} \cos(\vec{w}, \vec{a}) - \text{mean}_{b \in B} \cos(\vec{w}, \vec{b})
\]

\[
    s(X, Y, A, B) = \sum_{x \in X} s(x, A, B) - \sum_{y \in Y} s(y, A, B)
\]

We report our results (alongside pre-trained BERT’s) in Table 18. Following Liang et al. (2020), we extract the sentence representation as the [CLS] token fed through a linear layer and \(\tanh\) activation (e.g., the pooled output).

**H A Comparison to SimCSE**

A non-debiasing analogue to MABEL is supervised SimCSE (Gao et al., 2021), a state-of-the-art representation learning approach that generates sentence representations with good semantic textual similarity (STS) performance. Like MABEL, supervised SimCSE also trains on entailment pairs from NLI data using an contrastive learning objective.

One potential concern is that MABEL performs well on tasks such as Bias-NLI not due to greater fairness, but because it has already been trained on NLI data. To test this assumption, we repeat the Bias-NLI task on SimCSE, which has been trained on un-augmented entailment pairs from the SNLI dataset. In Table 19, the tangible increase across all metrics from SimCSE to MABEL indicates that MABEL’s good performance cannot be solely attributed to NLI knowledge retention.

**I Linear Probing Experiments**

To better illustrate the effects of MABEL, we conduct a suite of probing experiments, in which the entire *encoder* parameters are frozen during training. We summarize task details and results below.

**I.1 Bias-in-Bios**

We follow the same procedure as in the fine-tuning setting, except freeze the encoder and only update the linear classification layer. From Table 20, both
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### Table 15: Standard deviation on Bias-in-Bios (Table 3), Bias-NLI (Table 4), and coreference resolution (OntoNotes and WinoBias) (Table 5).

| Model                  | Bias-in-Bios | Bias-NLI | Coreference Resolution |
|------------------------|--------------|----------|------------------------|
|                        | Acc. (All)   | Acc. (M) | Acc. (F) | TPR GAP | TPR RMS | TN | FN | TPR-1 | TPR-2 |
| BERT                   | 0.56         | 0.56     | 0.58     | 0.14     | 0.01     | 0.03 | 0.05 | 0.05 | 0.05 | 1.12 | 0.57 | 1.02 | 1.15 | 1.17 | 1.21 |
| SENT-DEBIAS            | 0.09         | 0.10     | 0.20     | 0.25     | 0.00     | 0.05 | 0.04 | 0.05 | 0.05 | 0.15 | 2.88 | 0.27 | 1.47 | 3.02 | 1.53 |
| CONTEXT-DEBIAS         | 0.36         | 0.32     | 0.42     | 0.17     | 0.01     | 0.03 | 0.05 | 0.05 | 0.04 | 0.19 | 1.00 | 1.25 | 1.13 | 1.33 | 0.75 | 0.74 |
| FAIRFIL                | 0.07         | 0.25     | 0.16     | 0.41     | 0.00     | 0.05 | 0.07 | 0.01 | 0.05 | 0.64 | 0.41 | 0.47 | 2.31 | 1.49 | 0.16 | 0.84 |
| MABEL (ours)           | 0.40         | 0.51     | 0.47     | 0.04     | 0.00     | 0.02 | 0.01 | 0.01 | 0.03 | 0.37 | 1.12 | 1.11 | 0.30 | 0.41 | 1.88 | 0.44 |
### Table 16: Downstream transfer task results for BERT, MABEL models, and bias baselines from the SentEval benchmark (Conneau et al., 2017).

| Model                  | MR ↑ | CR ↑ | SUBJ ↑ | MPQA ↑ | SST-2 ↑ | TREC ↑ | MRPC ↑ | Avg. ↑ |
|-----------------------|------|------|--------|--------|---------|--------|--------|--------|
| BERT                  | 80.99| 85.67| 95.31  | 87.40  | 86.99   | 84.20  | 65.57  | 83.73  |
| CONTEXT-DEBIAS        | 78.37| 85.22| 94.11  | 85.99  | 84.73   | 85.60  | 66.55  | 82.94  |
| SENT-DEBIAS           | 69.85| 68.96| 89.12  | 80.78  | 81.44   | 60.00  | 70.14  | 74.33  |
| FairFIL               | 76.94| 80.34| 92.82  | 83.54  | 81.88   | 79.20  | 69.28  | 80.57  |
| MABEL                 | 78.33| 85.83| 93.78  | 85.13  | 85.50   | 85.20  | 68.87  | 83.81  |
| MABEL w/o MLM         | 80.01| 86.41| 94.50  | 89.29  | 85.50   | 85.20  | 68.87  | 83.81  |

### Table 17: Gender bias metrics used for each baseline, as reported from the original work. A “*” means that the metrics are directly comparable to those in our main results. DisCo (Webster et al., 2020) is a template-based likelihood metric; STS-B is a semantic similarity task adapted by Webster et al. (2020) for measuring gender bias; WinoGender (Rudinger et al., 2018) is a small-scale coreference resolution dataset that links pronouns and occupations; BEC-Pro (Bartl et al., 2020) is a template-based metric that measures the influence of an occupation word on a gender word; ECT (Dev and Phillips, 2019) applies the Spearman’s correlation coefficient to calculate the association between gender words and attribute-neutral words, SIRT (Dev et al., 2021) uses NLI data to evaluate for gendered information retention.

MABEL and MABEL without the MLM loss show better overall and gender-specific task accuracy on the probe, in comparison to BERT and other bias mitigation baselines. MABEL has the lowest TPR-GAP and the second lowest TPR-RMS. While INLP has a very low TPR-RMS of 0.069, it also has significantly worse accuracy, whereas MABEL achieves a better fairness-accuracy balance.

### I.2 Bias-NLI

Dev et al. (2020) originally formulated this task as a probing experiment. Accordingly, we only update a linear layer on top of a frozen encoder when training on the SNLI dataset. We freeze the entire model when evaluating on the test dataset. Our results are shown in **Table 21**.

**Figure 3** shows the validation accuracy of BERT, MABEL, MABEL with and without the MLM loss during training on the Bias-NLI task.
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9700
### Table 18: BERT’s and MABEL effect sizes (ES) on the gender-associated SEAT categories. For MABEL, we report the absolute average and standard deviation across 3 runs. ‡: the closer to 0, the better.

| Category               | SEAT BERT ES ‡ | MABEL ES ‡ |
|------------------------|----------------|------------|
| Names, Career/Family 6 | 0.477 ±0.313   | 0.664      |
| Terms, Career/Family 6b| 0.108 ±0.196   | 0.167      |
| Terms, Math/Arts 7     | 0.253 ±0.488   | 0.479      |
| Names, Math/Arts 7b    | 0.254 ±0.254   | 0.647      |
| Terms, Science/Arts 8  | 0.399 ±0.288   | 0.465      |
| Names, Science/Arts 8b| 0.636 ±0.296   | 0.570      |
| Avg. Abs. Effect Size  | 0.354 ±0.090   | 0.499      |

Table 19: Results on Bias-NLI for supervised SimCSE (Gao et al., 2021) and MABEL.

| Model               | TN↑ | FN↑ | T:0.5↑ | T:0.7↑ |
|---------------------|-----|-----|--------|--------|
| SUP. SIMCSE         | 0.830 | 0.951 | 0.945 | 0.839 |
| MABEL (ours)        | **0.917** | **0.983** | **0.983** | **0.968** |

Table 20: Linear probing results on Bias-in-Bios across the MABEL models and different baselines.

| Model               | TN↑ | FN↑ | T:0.5↑ |
|---------------------|-----|-----|--------|
| BERT                | 0.409 | 0.512 | 0.239 |
| SUP. SIMCSE         | 0.502 | 0.792 | 0.516 |
| SUP. SIMCSE + MLM   | 0.412 | 0.551 | 0.264 |
| Bias Projection* - Test | 0.396 | 0.371 | 0.341 |
| Bias Projection*- Train + Test | 0.516 | 0.526 | 0.501 |
| OSCAR†              | 0.566 | 0.588 | - |
| Sent-Debias         | 0.351 | 0.319 | 0.020 |
| Context-Debias      | 0.240 | 0.078 | 0.023 |
| FairFil             | 0.348 | 0.318 | 0.055 |
| MABEL w/o MLM       | **0.571** | **0.853** | **0.710** |
| MABEL               | 0.538 | 0.837 | 0.653 |

Table 21: Natural language inference results for pre-trained BERT, the baselines, and MABEL. Best numbers in **bold**. ‡: results are from original papers; †: the encoder model is RoBERTa base; ‡: the models are fine-tuned on MNLI. BERT and Bias Projection results are from Dev et al. (2020); OSCAR is from Dev et al. (2021).

and other sentences form in-batch negatives. Let \(x_i\) be any original premise or hypothesis representation, and \(x'\) be the augmented counterpart of \(x\):

\[
\mathcal{L}_{AL2} = - \log \frac{e^{\text{sim}(x, x')/\tau}}{\sum_{j=1}^{2n} e^{\text{sim}(x, y_j)/\tau}}.
\]

Alignment Loss 3 tries to maximize the cosine similarities between original and augmented sentences. Given the pairs \((p_i, p_i')\) and \((h_i, h_i')\):

\[
\mathcal{L}_{AL3} = \frac{1}{n} \sum_{i=1}^{n} - (\text{sim}(p_i, p_i') - \text{sim}(h_i, h_i')).
\]

The results for MABEL trained with each alignment loss are in Table 22. Our default alignment loss (AL1) returns consistently better results.

---

### J Alignment Objectives

Beside our default alignment loss (Alignment Loss 1), we experiment with other losses that maximize the similarity between original and gender-augmented representations. We describe them and report their results across Bias-in-Bios and Bias-NLI tasks.

Alignment Loss 2 is a contrastive objective that is similar to FairFil, but takes cosine similarity as a scoring function instead of a two-layer fully-connected neural network. Augmented sentence pairs, either \((p, p')\) or \((h, h')\), form positive pairs,
| Metric               | BERT  | AL1  | AL2  | AL3  |
|----------------------|-------|------|------|------|
| **Bias-in-Bios - Linear Probe** |       |      |      |      |
| Overall Acc. ↑      | 79.63 | 80.68| 79.94| 75.30|
| Acc. (M) ↑          | 80.27 | 81.22| 80.63| 77.32|
| Acc. (F) ↑          | 78.83 | 80.00| 79.08| 72.77|
| TPR GAP ↓           | 1.436 | 1.220| 1.550| 4.543|
| TPR RMS ↓           | 0.200 | 0.172| 0.180| 0.234|
| **Bias-NLI - Linear Probe** |       |      |      |      |
| NN ↑                | 0.409 | 0.571| 0.509| 0.354|
| FN ↑                | 0.512 | 0.853| 0.737| 0.318|
| T:0.5 ↑             | 0.239 | 0.710| 0.538| 0.069|
| **Bias-NLI - Fine-tuning** |       |      |      |      |
| NN ↑                | 0.762 | 0.917| 0.897| 0.844|
| FN ↑                | 0.900 | 0.983| 0.948| 0.927|
| T:0.5 ↑             | 0.718 | 0.983| 0.949| 0.920|

Table 22: Results on Bias-in-Bios (linear probe setting) and Bias-NLI (linear probe setting and fine-tuning setting), for MABEL trained with different alignment losses—AL1 (default), AL2, and AL3. All models are trained only on SNLI data in this ablation study.