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Abstract. We establish a one-shot strong converse bound for privacy amplification against quantum side information using trace distance as a security criterion. This strong converse bound implies that in the independent and identical scenario, the trace distance exponentially converges to one in every finite blocklength when the rate of the extracted randomness exceeds the quantum conditional entropy. The established one-shot bound has an application to bounding the information leakage of classical-quantum wiretap channel coding and private communication over quantum channels. That is, the trace distance between Alice and Eavesdropper’s joint state and its decoupled state vanishes as the rate of randomness used in hashing exceeds the quantum mutual information. On the other hand, the trace distance converges to one when the rate is below the quantum mutual information, resulting in an exponential strong converse. Our result also leads to an exponential strong converse for entropy accumulation, which complements a recent result by Dupuis [arXiv:2105.05342]. Lastly, our result and its applications apply to the moderate deviation regime. Namely, we characterize the asymptotic behaviors of the trace distances when the associated rates approach the fundamental thresholds with speeds slower than $O(1/\sqrt{n})$.

1. Introduction

Privacy amplification (also called randomness extraction in [1]) is a vital protocol in classical and quantum cryptography for extracting randomness from a source partially leaked to environment. Privacy amplification has been widely studied for its applications in security bounds (known as the leftover hash lemma) [2, 3, 4, 5], random number generation [4], channel coding [6, 7], wiretap channel coding [4, 8, 9], quantum key distribution, as well as error correction and data compression [10, 11, 6, 12]. Many works have been made on characterizations of information leakage via privacy amplification. The achievability part of privacy amplification against quantum side information has been obtained using security criteria such as trace distance [2, 13, 3, 5], purified distance [14, 15], and the quantum relative entropy [15, 16]. On the other hand, a converse bound using purified distance as security criterion has been found in [14]. However, a direct strong converse analysis via trace distance as the security criterion is still unclear. The main goal of this paper is to establish a large deviation type exponential strong converse bound for privacy amplification against quantum side information using the trace distance as the security criterion.

Throughout the paper, we consider privacy amplification against quantum adversaries. Suppose Alice and Eve (adversary) share a classical-quantum (c-q) state $\rho_{XE} := \sum_{x \in X} p_X(x) |x\rangle \langle x| \otimes \rho_E^x$, where Alice holds classical system $X$ and Eve holds quantum system $E$. The goal of privacy amplification is for Alice to extract randomness, say on system $Z$, such that it is independent of the quantum side information $E$. The conventional protocol of privacy amplification is to apply a random hash function to Alice’s system. In this paper, we adopt the strongly 2-universal hash function as follows.
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Definition (Strongly 2-universal hash functions). A random hash functions \( h : \mathcal{X} \to \mathcal{Z} \) is strongly 2-universal if for all \( x, x' \in \mathcal{X} \) with \( x \neq x' \) and \( z, z' \in \mathcal{Z} \),

\[
\Pr_h \{ h(x) = z \land h(x') = z' \} = \frac{1}{|\mathcal{Z}|^2}.
\]

Namely, the output \( h(x) \) for every input \( x \) is uniform and pairwise independent. The implementation of the hash function \( h \) is the following linear operation \( \mathcal{R}_h \) on Alice’s system \( X \), i.e.,

\[
\mathcal{R}_h(\rho_{XE}) := \sum_{x \in \mathcal{X}} p_X(x) |h(x)\rangle \langle h(x)| \otimes \rho_E^x
\]

\[
= \sum_{z \in \mathcal{Z}} |z\rangle \langle z| \otimes \sum_{x \in h^{-1}(z)} p_X(x) \rho_E^x.
\]

Alice’s goal is to make the extracted randomness close to a uniform distribution \( 1^{|Z|} / |Z| \) and independent of \( E \), which can be measured by the trace distance as a security criterion:

\[
\varepsilon_{PA} := \frac{1}{2} \| \mathcal{R}_h(\rho_{XE}) - \frac{1}{|Z|} \otimes \rho_E \|_1.
\]

Our first main result is a one-shot strong converse bound for privacy amplification against quantum side information, i.e., an exponential convergence of \( \varepsilon_{PA} \) to 1 when log \( |Z| \) is too large. This result applies to the independent and identical (i.i.d.) scenario, where Alice and Eve now hold \( n \)-fold product \( \rho_{XE}^\otimes \). Combined with the recent achievability result by Dupuis [5], the following hold for every coding blocklength \( n \in \mathbb{N} \) and \( |Z^n| = e^{nR} \) (Theorem 1),

\[
\begin{cases}
\varepsilon_{PA} \leq e^{-n \sup_{\alpha \in (1/2,1)} \frac{1-\alpha}{\alpha} \left( R - H^*_\alpha(X | E)_\rho \right)}, & R < H(X | E)_\rho \\
\varepsilon_{PA} \geq 1 - 4e^{-n \sup_{\alpha \in (1/2,1)} \frac{1-\alpha}{\alpha} \left( R - H^\perp_{2-1/\alpha}(X | E)_\rho \right)}, & R > H(X | E)_\rho
\end{cases}
\]

where \( H^*_\alpha(X | E)_\rho \) (resp. \( H^\perp_{2-1/\alpha}(X | E)_\rho \)) is a sandwiched– (resp. Petz–) Rényi version of the quantum conditional entropy \( H(X | E)_\rho \) (see Section 2 for the definitions). Here, the upper bound of the trace distance \( \varepsilon_{PA} \) was proved by Dupuis [5, Theorem 8], and the lower bound follows from our one-shot strong converse bound, which shows that \( \varepsilon_{PA} \) converges to 1 exponentially fast when the rate of the extracted randomness is above \( H(X | E)_\rho \).

Our result has an application in bounding the information leakage to eavesdropper (Eve) when transmitting message \( m \in \{1, \ldots, M\} \) to Bob through a classical-quantum wiretap channel. Let \( \sigma_{ME}^C \) be the joint classical-quantum (c-q) state between Alice and Eve when Alice employs a random codebook \( C \) with codewords drawn according to distribution \( p_X \). We define \( \varepsilon_{\text{leakage}} \) as the trace distance between \( \sigma_{ME}^C \) and its decoupled product state as a security index:

\[
\varepsilon_{\text{leakage}} := \frac{1}{2} \| C \sim p_X \| \sigma_{ME}^C - \frac{1}{M} \otimes \sigma_E^C \|_1.
\]

Then, we obtain that for any \( R \) bits of randomness in hashing used for Alice’s secret communication and every coding blocklength \( n \in \mathbb{N} \),

\[
\begin{cases}
\varepsilon_{\text{leakage}} \leq 2e^{-n \sup_{\alpha \in (1/2,1)} \frac{1-\alpha}{\alpha} \left( I^*_\alpha(X : E)_\sigma - R \right)}, & R > I(X : E)_\sigma \\
\varepsilon_{\text{leakage}} \geq 1 - 5e^{-n \sup_{\alpha \in (1/2,1)} \frac{1-\alpha}{\alpha} \left( I^\perp_{2-1/\alpha}(X : E)_\sigma - R \right)}, & R < I(X : E)_\sigma
\end{cases}
\]

where \( I^*_\alpha(X : E)_\sigma \) (resp. \( I^\perp_{2-1/\alpha}(X : E)_\sigma \)) is a sandwiched– (resp. Petz–) Rényi version of the quantum mutual information \( I(X : E)_\sigma \) (see Section 2), and \( \sigma_{XE} := \sum_{x \in \mathcal{X}} p_X(x) |x\rangle \langle x| \otimes \sigma_E^x \) for each \( \sigma_E^x \) being the output at Eve’s wiretap channel. We proved the upper bound in Theorem 4. Note that a slightly different upper bound was obtained earlier by Jiawei et al. [9]. The strong converse lower bound (Theorem 5) relies on our previous one-shot strong converse of privacy amplification. These results of c-q wiretap channel coding indicates that if the rate of the randomness in Alice’s hashing is above \( I(X : E)_\sigma \), then \( \varepsilon_{\text{leakage}} \to 0 \).
exponentially fast. On the other hand, if the rate is below $I(X:E)_{\sigma}$, then $\varepsilon_{\text{leakage}} \to 1$ exponentially fast, resulting in an exponential strong converse [17, 18, 19]. We remark that similar results apply to bounding the information leakage for private communications over a quantum channel (Corollaries 6 and 7).

Our result also gives an application in strong converse for entropy accumulation (EA) [20, 5]. The question of EA we ask here is that: given classical side information $X^n$ and a global statistical information $T^n_{1}$, how much uncertainty remains about the classical bit-string $A^n$? The security index used here is the trace distance as below:

$$\varepsilon_{\text{EA}}(w) := \frac{1}{2} \mathbb{E}_h \left \| \mathcal{R}^h (\rho_{A^n|X^n E|wt(T^n_1) = w}) - \frac{1}{2nR} \otimes \rho_{X^n E|wt(T^n_1) = w} \right \|_1.$$ 

The smaller $\varepsilon_{\text{EA}}$ means more uncertainty about the variable $A^n$. Then, we have (Theorem 8):

$$\begin{cases} \varepsilon_{\text{EA}}(w) \leq c_w e^{-n\frac{1}{2} \left( \frac{R - f(w)}{V} \right)^2}, & R < f(w), \\ \varepsilon_{\text{EA}}(w) \geq 1 - e^{-n\frac{1}{2} \left( \frac{R - f(w)}{V} \right)^2}, & R > f(w). \end{cases}$$

Here, $w$ is a parameter on how much global information we can know; $f(w)$ is the tradeoff function [20]; $V$ is a constant; and $c_w, c'_w$ are positive constants depending on $w$. The upper bound was shown in [5, Theorem 9], and the lower bound relies on our one-shot strong converse bound.

Lastly, our results extends to the moderate deviation regime [21, 22]. That is, for every moderate sequence $(a_n)_{n \in \mathbb{N}}$ satisfying (i) $a_n \downarrow 0$, (ii) $na_n^2 \uparrow \infty$, we obtain the following asymptotic error behaviors\(^1\) as $n \to \infty$ (Proposition 9):

$$\begin{cases} \varepsilon_{\text{PA}} \lesssim e^{-\frac{na_n^2}{2V}} \to 0 & R = H(X | E)_{\rho} - a_n, \\ \varepsilon_{\text{PA}} \gtrsim 1 - e^{-\frac{na_n^2}{2V}} \to 1 & R = H(X | E)_{\rho} + a_n, \end{cases}$$

where $V(X | E)_{\rho}$ is the conditional quantum information variance. Here, the upper bound can be derived based on Dupuis’ result [5, Theorem 8] of error exponent. The lower bound means that even when the rate of the extracted randomness approaches to $H(X | E)_{\rho}$ from above at a speed slower than $O(1/\sqrt{n})$, the trace distance $\varepsilon_{\text{PA}}$ still converges to 1 asymptotically. Similar result in the moderate deviation regime also hold for information leakage of c-q wiretap channel coding and entropy accumulation as well (Proposition 12):

$$\begin{cases} \varepsilon_{\text{leakage}} \lesssim e^{-\frac{na_n^2}{2V}} \to 0, & R = I(X : E)_{\sigma} + a_n, \\ \varepsilon_{\text{leakage}} \gtrsim 1 - e^{-\frac{na_n^2}{2V}} \to 1, & R = I(X : E)_{\sigma} - a_n, \end{cases}$$

where $V(X : E)_{\sigma}$ is the quantum information variance, and (Proposition 13)

$$\begin{cases} \varepsilon_{\text{EA}}(w) \lesssim e^{-\frac{na_n^2}{2V}} & R = f(w) - a_n, \\ \varepsilon_{\text{EA}}(w) \gtrsim 1 - e^{-\frac{na_n^2}{2V}} & R = f(w) + a_n. \end{cases}$$

The paper is structured as follows. In the rest of this section we compare our works with existing literature. Section 2 reviews the necessary background on entropy quantities. In Section 3, we prove our main result: a one-shot strong converse for privacy amplification and its $n$-shot extensions. In Section 4, we bound the information leakage in classical-quantum wiretap channel coding. Section 5 includes an application to entropy accumulation. Section 6 includes moderate deviation analysis of privacy amplification and the applications on wiretap channel and entropy accumulation. We conclude the paper in Section 7. We arrange some proofs in Appendix A.

\(^1\)Here, by “$f(n) \lesssim g(n)$” we meant $\lim_{n \to \infty} \frac{1}{na_n} \log f(n) \leq \lim_{n \to \infty} \frac{1}{na_n} \log g(n)$. See Propositions 9, 12, and 13 for the precise statements.
1.1. Comparison with the existing results. The well-known leftover hash lemma (LHL) of privacy amplification against quantum side information [23, 2, 5] states that:

\[ \varepsilon_{PA} \leq e^{\frac{a-1}{a}}(\log |Z| - H^*_\alpha(X|E)_\rho) \quad (\forall \alpha \in (1, 2)) \]
\[ \leq e^{\frac{1}{2}}(\log |Z| - H^*_2(X|E)_\rho) \]
\[ \leq e^{\frac{1}{2}}(\log |Z| - H^*_\alpha(X|E)_\rho). \]

Our one-shot strong converse bound (Theorem 1) bears a resemblance to the LHL in a complementary way:

\[ \varepsilon_{PA} \geq 1 - 4e^{\frac{a-1}{a}}(\log |Z| - H^*_2(X|E)_\rho) \quad (\forall \alpha \in (1/2, 1)) \]
\[ \geq 1 - 4e^{\frac{1}{2}}(\log |Z| - H^*_2(X|E)_\rho). \]

Together, they imply that, for \( \varepsilon \)-secrete privacy amplification protocols, the maximal number of bits of the extractable uniform randomness \( \log |Z| \) is bounded as

\[ H^*_\infty(X|E)_\rho - 2 \log \frac{1}{\varepsilon} \leq \log |Z| \leq H^*_2(X|E)_\rho + 2 \log \frac{4}{1 - \varepsilon}. \]

Comparing with the standard converse bounds (e.g. [24, 14, 3]), our result gives a direct converse analysis to the trace distance as the security criterion, which does not require intermediate steps through analysis via the purified distance [25] and the Fuchs-van de Graaf inequality [26]. Moreover, the conditional Rényi entropy \( H^*_\alpha \) playing as a role of the exponent has a closed-form expression (see Section 2 for detailed definition) as opposed to the smooth entropies [25]. When considering the i.i.d. extension of blocklength without appealing to asymptotic expansion via the smooth entropies [25]. Similarly, our result implies strong converse for the entropy accumulation [20] in device-independent quantum key distribution without going through smooth entropies, which has a similar flavor as Ref. [5] in the achievability part. Lastly, our result provides a Rényi-type entropy to characterize the one-shot operational quantity \( (\varepsilon_{PA}) \), partially answering Dupuis’ question raised in [5].

2. Notation and Information Quantities

We denote the \([M] := \{1, \ldots, M\}\) for any integer \( M \in \mathbb{N}\). We denote \( B(\mathcal{H}) \) as the space of bounded linear operators on a Hilbert space \( \mathcal{H} \), and \( B_{\geq 0}(\mathcal{H}) \) as the set of positive (semi-definite) operators. For an operator \( H \in B(\mathcal{H}) \), the Schatten-\( p \) norm is defined as

\[ \|H\|_p := \text{Tr} \left[ \left( H^\dagger H \right)^{p/2} \right], \]

where \( \text{Tr} \) is the standard matrix trace. The set of density operators (positive with unit trace) is denoted as \( S(\mathcal{H}) \). We use \( \text{supp}(\cdot) \) to stand for the support of a function or the support of an operator.

Recall that for \( \alpha \in (0, \infty) \setminus 1 \), the order-\( \alpha \) Petz–Rényi divergence \( D_\alpha \) [27] is defined as and the sandwiched Rényi divergence \( D^*_\alpha \) [28, 17] are defined as

\[ D_\alpha(\rho||\sigma) := \frac{1}{\alpha - 1} \log \text{Tr} \left[ \rho^{\alpha} \sigma^{1-\alpha} \right]; \]
\[ D^*_\alpha(\rho||\sigma) := \frac{1}{\alpha - 1} \log \left\| \sigma^{\frac{1-\alpha}{2\alpha}} \rho^{\frac{1-\alpha}{2\alpha}} \sigma^{\frac{1-\alpha}{2\alpha}} \right\|_\alpha, \]

where \( \rho \in S(\mathcal{H}), \sigma \in B_{\geq 0}(\mathcal{H}) \) and \( \text{supp}(\rho) \subseteq \text{supp}(\sigma) \). Note that when \( \alpha \to 1 \), both Rényi divergences converge to the quantum relative entropy [29] \( D(\rho||\sigma) := \text{Tr} [\rho (\log \rho - \log \sigma)] \) (see e.g. [18, Lemma 3.5]), i.e.

\[ \lim_{\alpha \to 1} D_\alpha(\rho||\sigma) = \lim_{\alpha \to 1} D^*_\alpha(\rho||\sigma) = D(\rho||\sigma). \quad (2.1) \]

It is well-known that both \( \alpha \mapsto D_\alpha \) and \( \alpha \mapsto D^*_\alpha \) are monotone increasing on \((0, \infty)\) (see e.g. [18, Lemma 3.12]).
For a classical-quantum state $\rho_{XE} = \sum_{x \in X} p_X(x) |x\rangle\langle x| \otimes \rho^x_E$, we define the following Petz-type and sandwiched type conditional entropy and mutual information:

$$H^+_\alpha(X \mid E)_\rho := -D_\alpha(\rho_{XE} \| \mathds{1}_X \otimes \rho_E), H^*_{\alpha}(X \mid E)_\rho = -\inf_{\sigma_E \in \mathcal{S}(\mathcal{H}_E)} D^*_\alpha(\rho_{XE} \| \mathds{1}_X \otimes \sigma_E);$$  \hspace{1cm} (2.2)

$$I^+_{\alpha}(X : E)_\rho := D_\alpha(\rho_{XB} \| \rho_X \otimes \rho_E), I^*_\alpha(X : E)_\rho = \inf_{\sigma_E \in \mathcal{S}(\mathcal{H}_E)} D^*_\alpha(\rho_{XE} \| \rho_X \otimes \sigma_E).$$  \hspace{1cm} (2.3)

Similar to (2.1), both Rényi quantities converges to the usual quantum conditional entropy and quantum mutual information, i.e.

$$\lim_{\alpha \to 1} H^+_{\alpha}(X \mid E)_\rho = \lim_{\alpha \to 1} H^*_\alpha(X \mid E)_\rho = H(X \mid E)_\rho := -D(\rho_{XE} \| \mathds{1} \otimes \rho_E);$$

$$\lim_{\alpha \to 1} I^+_{\alpha}(X : E)_\rho = \lim_{\alpha \to 1} I^*_\alpha(X : E)_\rho = I(X : E)_\rho := D(\rho_{XE} \| \rho_X \otimes \rho_E).$$  \hspace{1cm} (2.4)

The relative entropy variance $V(\rho \| \sigma)$ is defined by

$$V(\rho \| \sigma) := \text{Tr}(\rho \log \rho - \log \sigma)^2).$$

For a c-q state $\rho_{XE}$, the conditional information variance $V(X \mid E)_\rho$ and the mutual information variance $V(X : E)_\rho$ are defined as

$$V(X \mid E)_\rho := V(\rho_{XE} \| \mathds{1}_X \otimes \rho_E), \quad V(X : E)_\rho := V(\rho_{XE} \| \rho_X \otimes \rho_E).$$

For two classical systems $X$ and $Z$, the perfectly randomizing channel $\mathcal{U}_{X \rightarrow Z}$ from $X$ to $Z$ is defined as

$$\mathcal{U}(\theta_X) = \frac{1}{|Z|} \left( \sum_x \theta_X(x) \right).$$

For positive semi-definite operators $A$ and positive definite operator $B$, we use the short notation

$$\frac{A}{B} := B^{-\frac{1}{2}} AB^{-\frac{1}{2}}$$

for the noncommutative quotient.

### 3. Strong Converse for Privacy Amplification

In [5, Theorem 8], the author prove an one-shot achievability bound of privacy amplification: letting $\rho_{XE} = \sum_{x \in X} p_X(x) |x\rangle\langle x| \otimes \rho^x_E$ be a classical-quantum state. For any strongly 2-universal hash functions $h : X \rightarrow Z$, the following holds for all $\alpha \in (1, 2]$,

$$\frac{1}{2} E_h \left\| \left( R^h - \mathcal{U} \right) \rho_{XE} \right\|_1 \leq e^{\frac{\alpha - 1}{\alpha} (\log |Z| - H^*_\alpha(X \mid E)_\rho)}.$$

(3.1)

When $\log |Z| < H^*_\alpha(X \mid E)_\rho$, the exponent is positive, meaning that the trace distance exponentially decays.

Our main result in this section is to establish an one-shot strong converse, showing that the trace distance, however, converges to 1 exponentially fast whenever $\log |Z| > H^*_\alpha(X \mid E)_\rho$. This, it complements Ref. [5] in the strong converse regime.

**Theorem 1** (One-shot strong converse). Let $\rho_{XE} = \sum_{x \in X} p_X(x) |x\rangle\langle x| \otimes \rho^x_E$ be a classical-quantum state. For any strongly 2-universal hash function $h : X \rightarrow Z$, the following holds for all $\alpha \in (1/2, 1]$,

$$\frac{1}{2} E_h \left\| \left( R^h - \mathcal{U} \right) \rho_{XE} \right\|_1 \geq 1 - 4 e^{-\frac{1 - \alpha}{\alpha} (\log |Z| - H^+_{2 - 1/\alpha}(X \mid E)_\rho)}.$$

Here, $H^+_{2 - 1/\alpha}$ is defined in (2.2).

Moreover, the exponent $\sup_{\alpha \in (1/2, 1]} \frac{1 - \alpha}{\alpha} (\log |Z| - H^+_{2 - 1/\alpha}(X \mid E)_\rho)$ is positive if and only if $\log |Z| > H(X \mid E)_\rho$.

Using the additivity of the Petz–Rényi divergence, $D_\alpha$, our one-shot result easily applies to the independent and identically distributed (i.i.d.) case where Alice and Eve holds state $\rho^\otimes_{X^n E}$ with $|Z^n| = e^{\alpha R}$. Moreover, our result holds for every finite blocklength $n \in \mathbb{N}$.  
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Corollary 2 (Finite-blocklength exponential strong converse). Let $\rho_{XE} = \sum_{x \in X} p_X(x) |x\rangle \langle x| \otimes \rho^e_x$ be a classical-quantum state. Then for every $n \in \mathbb{N}$, the rate $R = \frac{1}{n} \log |Z|$ and a strongly 2-universal hash $h_n : X^n \rightarrow Z^n$ be a strongly 2-universal hash function,

$$\frac{1}{2} E_h \left\| \left( R^{h^n} - U^n \right) \rho_{XE}^{\otimes n} \right\|_1 \geq 1 - 4 e^{-n \frac{1-\alpha}{\alpha} \left( R - H_2^{-1/\alpha}(X|E)_\rho \right) } , \quad \alpha \in (1/2, 1),$$

where $U^n$ is the perfectly randomizing channel from $X^n$ to $Z^n$. The above trace distance converges to 1 exponentially fast for every $n \in \mathbb{N}$ when the rate $R > H(X|E)_\rho$.

Before proving Theorem 1, we first introduce a Lemma that will be used in the proof.

Lemma 3 (A trace inequality). For non-zero positive semi-definite operators $K$ and $L$ and any $s \in (0, 1)$, the following holds,

$$\text{Tr} \left[ K (K + L)^{-1} L (K + L)^{-1} \right] \leq \text{Tr} \left[ K^{1-s} L^s \right].$$

We defer the proof of Lemma 3 to Appendix A.1. Based on that, we shall now prove Theorem 1.

Proof of Theorem 1. For the ease of notation, we shorthand $p \equiv p_X$, each $\rho_x \equiv \rho^e_x$ and introduce the notation

$$\rho_{h(x)E} := p(x) |h(x)\rangle \langle h(x)| \otimes \rho_x; \quad \pi_Z := \frac{1}{|Z|}.$$

Then

$$\mathcal{R}^h(\rho_{XE}) = \sum_{x \in X} \rho_{h(x)E}; \quad \mathcal{U}(\rho_{XE}) = \pi_Z \otimes \rho_E.$$

Take the measurement

$$\Pi = \frac{\mathcal{R}^h(\rho_{XE})}{\mathcal{R}^h(\rho_{XE}) + \mathcal{U}(\rho_{XE})} = \frac{\sum_x \rho_{h(x)E}}{\sum_x \rho_{h(x)E} + \pi_Z \otimes \rho_E}.$$

Recall the duality that for positive matrices $A$ and $B$ with $\text{Tr}(A) = \text{Tr}(B)$ [30, §9],

$$\frac{1}{2} \left\| A - B \right\|_1 = \sup_{0 \leq \Pi \leq 1} \text{Tr}[\Pi(A - B)].$$

Then, we have

$$\frac{1}{2} E_h \left\| (\mathcal{R}^h - \mathcal{U})(\rho_{XE}) \right\|_1 \geq E_h \text{Tr} \left[ (\mathcal{R}^h(\rho_{XE}) - \mathcal{U}(\rho_{XE})) \Pi \right] \geq E_h \text{Tr} \left[ \mathcal{R}^h(\rho_{XE}) \Pi \right] - E_h \text{Tr} \left[ \mathcal{U}(\rho_{XE}) \Pi \right].$$
The first term is bounded by
\[
\mathbb{E}_h \text{Tr} \left[ R^h(\rho_{XE})\Pi \right] = \mathbb{E}_h \sum_{x \in \mathcal{X}} \text{Tr} \left[ \rho_{h(x)E} \frac{\sum_{x'} \rho_{h(x')E}}{\sum_{x'} \rho_{h(x')E} + \pi^Z \otimes \rho_E} \right] \\
\geq \mathbb{E}_h \sum_{x \in \mathcal{X}} \text{Tr} \left[ \rho_{h(x)E} \frac{\rho_{h(x)E}}{\sum_{x'} \rho_{h(x')E} + \pi^Z \otimes \rho_E} \right] \\
= 1 - \mathbb{E}_h \sum_{x \in \mathcal{X}} \text{Tr} \left[ \rho_{h(x)E} \frac{\sum_{x' \neq x} \rho_{h(x')E} + \pi^Z \otimes \rho_E}{\sum_{x'} \rho_{h(x')E} + \pi^Z \otimes \rho_E} \right] \\
\geq 1 - \sum_{x \in \mathcal{X}} \mathbb{E}_h \text{Tr} \left[ \rho_{h(x)E}^{1-s} \left( \sum_{x' \neq x} \rho_{h(x')E} + \pi^Z \otimes \rho_E \right)^s \right] \\
\geq 1 - \left( \frac{2}{|\mathcal{Z}|} \right)^s \sum_{x \in \mathcal{X}} \text{Tr} \left[ (p(x)\rho_x)^{1-s} (\rho_E)^s \right], \quad \forall s \in (0, 1),
\] (3.2)

where (a) follows from Lemma 3 with $K = \rho_{h(x)E}$ and $L = \sum_{x'} \rho_{h(x')E} + \pi^Z \otimes \rho_E$. We explain inequality (b) as follows. Recall that the hash function is basically a family of pairwise-independent random variables $h(x), x \in \mathcal{X}$ such that for any $z, z' \in \mathcal{Z}$ and $x' \in \mathcal{X},$
\[
\Pr(h(x) = z \land h(x') = z') = \frac{1}{|\mathcal{Z}|^2}.
\] (3.3)

Given $x \in \mathcal{X}$ and $z \in \mathcal{Z}$, we denote $\mathbb{E}_{h|h(x) = z}$ as the expectation of $h(x')$ for each $x' \neq x$ conditional on $h(x) = z$. Then for each $x \in \mathcal{X},$
\[
\mathbb{E}_h \text{Tr} \left[ \rho_{h(x)E}^{1-s} \left( \sum_{x' \neq x} \rho_{h(x')E} + \pi^Z \otimes \rho_E \right)^s \right] \\
= \sum_z \Pr(h(x) = z) \mathbb{E}_{h|h(x) = z} \text{Tr} \left[ \rho_{zE}^{1-s} \left( \sum_{x' \neq x} \rho_{h(x')E} + \pi^Z \otimes \rho_E \right)^s \right] \\
\overset{(a)}{=} \sum_z \Pr(h(x) = z) \text{Tr} \left[ \rho_{zE}^{1-s} \mathbb{E}_{h|h(x) = z} \left( \sum_{x' \neq x} \rho_{h(x')E} + \pi^Z \otimes \rho_E \right)^s \right] \\
\overset{(b)}{=} \sum_z \Pr(h(x) = z) \text{Tr} \left[ \rho_{zE}^{1-s} \left( \mathbb{E}_{h|h(x) = z} \left( \sum_{x' \neq x} \rho_{h(x')E} + \pi^Z \otimes \rho_E \right) \right)^s \right] \\
\overset{(c)}{=} \text{Tr} \left[ \left( \mathbb{E}_h \left[ \rho_{h(x)E}^{1-s} \right] \right) \left( \sum_{x' \neq x} \pi^Z \otimes p(x') \rho_{x'} + \pi^Z \otimes \rho_E \right)^s \right] \\
\overset{(d)}{=} \text{Tr} \left[ \left( \mathbb{E}_h \left[ \rho_{h(x)E}^{1-s} \right] \right) (\pi^Z \otimes \rho_E + \pi^Z \otimes \rho_E)^s \right] \\
= \text{Tr} \left[ \left( \mathbb{E}_h \left[ |h(x)\rangle \langle h(x)| \otimes (p(x)\rho_x)^{1-s} \right] \right) (2\pi^Z \otimes \rho_E)^s \right] \\
= \left( \frac{2}{|\mathcal{Z}|} \right)^s \text{Tr} \left[ (p(x)\rho_x)^{1-s} (\rho_E)^s \right].
\]

Here, (a) follows linearity of trace, (b) follows from Jensen’s inequality and the operator concavity of power function $(\cdot)^s$ for $s \in (0, 1)$; (c) follows from the pairwise independence (3.3) between $h(x)$ and $h(x')$ that $x \neq x'$ and the uniformity of $h$: $\mathbb{E}_{h|h(x) = z} [\rho_{h(x')E}] = \mathbb{E}_h [\rho_{h(x')E}] = p(x')\pi^Z \otimes \rho_{x'}$;
(d) follows from the operator monotonicity of power function \((\cdot)^s\) for \(s \in (0, 1)\) and
\[
\sum_{x' \neq x} p(x') \pi_{x'} \otimes \rho_{x'} \leq \sum_{x' \in \mathcal{X}} p(x') \pi_x \otimes \rho_x = \pi_x \otimes \rho_E.
\]
Hence, inequality (3.2) is proved.

The second part can be bounded similarly:
\[
\mathbb{E}_h \text{Tr} \left[ (\pi_x \otimes \rho_E) \Pi \right] = \mathbb{E}_h \text{Tr} \left[ (\pi_x \otimes \rho_E) \frac{\sum_x \rho_h(x) E}{\sum_x \rho_h(x) E + \pi_x \otimes \rho_E} \right]
\leq \mathbb{E}_h \sum_{x \in \mathcal{X}} \text{Tr} \left[ \rho_h(x) E \left( \sum_{x' \neq x} \rho_h(x') E + \pi_x \otimes \rho_E \right)^{-s} \right]
\leq \left( \frac{2}{|Z|} \right)^s \sum_{x \in \mathcal{X}} \text{Tr} \left[ (p(x) \rho_E)^{1-s} (\rho_E)^s \right], \quad \forall s \in (0, 1).
\]
Therefore, by choosing \(\alpha = \frac{1}{1+s} \in (1/2, 1)\), we have
\[
\frac{1}{2} \mathbb{E}_h \left\| (\mathcal{R}^h - \mathcal{U})(\rho_{XE}) \right\|_1 \geq 1 - 2 \left( \frac{2}{|Z|} \right)^s \sum_{x \in \mathcal{X}} \text{Tr} \left[ (p(x) \rho_E)^{1-s} (\rho_E)^s \right]
\geq 1 - 4 e^{-\frac{1}{\alpha} \log |Z|^{-H_{2-1/\alpha}^+ (X|E)}}.
\]
The positivity of the exponent follows from the monotone decreasing of \(\alpha \mapsto H_{2-1/\alpha}^+\) and (2.4).

4. Application: classical-quantum wiretap channel coding

We now apply our strong converse Theorem 1 as well as Dupuis’ achievability result [5] to estimate the information leak to the eavesdropper in communication via a classical-quantum (c-q) wiretap channel. Recall that a c-q wiretap channel \(\mathcal{N}_{X \rightarrow BE} (\cdot)\) from a classical system \(\mathcal{X}\) to the joint quantum system \(BE\) is defined as follows,
\[
\mathcal{N}_{X \rightarrow BE} (\cdot) := \sum_{x \in \mathcal{X}} \langle x| \cdot |x \rangle \sigma^x_{BE}.
\]
If Alice sends a classical symbol \(x \in \mathcal{X}\), the channel output states received by Bob and Eve are respectively the marginal states \(\rho^x_B \in \mathcal{S}(\mathcal{H}_B)\) and \(\rho^x_E \in \mathcal{S}(\mathcal{H}_E)\). The goal of Alice is to transmit classical messages from a message set \([M]\) to Bob over a c-q wiretap channel, without leaking too much information to the environment, or simply Eve.

In the protocol, we need two additional ingredients: first, a random codebook subject to \(p_X\) on \(\mathcal{X}\), where \(p_X\) can be arbitrarily chosen \(a \text{ priori}\); second, a strongly 2-universal hash function \(h : [ML] \rightarrow [M]\) accessible by both Alice and Bob such that the probability of it being balanced\(^2\) is at least \((1 - 1/ML)\), which we called an almost balanced strongly 2-universal hash function. The existence of latter can be obtained via a standard construction of hash function. The following presents one of such constructions.

Construction 1. To map from \([ML] \equiv \{0, 1\}^u\) to \([M] \equiv \{0, 1\}^v\), we identify \([ML]\) with the Galois field \(GF(2^u)\) in the natural way. Pick two (uniformly) random numbers \(a, b \in GF(2^u)\). For any \(x \in [ML]\), define
\[
h(x) := [ax + b]_v
\]
\(^2\)A hash function \(h : [ML] \rightarrow [M]\) is balanced if for any \(m \in [M]\), \(| \{k \in [ML] : h(k) = m\} | = L\).
where the calculation $ax + b$ is done over the field $GF(2^u)$ and $|y|_v$ denotes the first $v$ bits of $y \in GF(2^u) \cong \{0, 1\}^u$. It is clear that when $a$ is nonzero (hence invertible in a field),

$$\{|[ax + b]_v = z| \} = |\{y|_v = z| \} = 2^{u - v} = L.$$  

Hence construction 1 is strongly 2-universal and it has the probability of $(1 - \frac{1}{ML})$ being balanced, and the probability of $\frac{1}{ML}$ being a uniform distribution independent of each $x$. In our protocol, the following steps are observed when the hash function is balanced.

1. Alice uniformly chooses a message $m \in [M]$ to send, i.e. the state at Alice is

$$\rho_M = \frac{1}{M} \sum_{m \in [M]} |m\rangle \langle m|.$$

2. Alice picks a random hash function $h$ in the almost balanced strongly 2-universal family, and applies its reverse function $\mathcal{R}_h^{-1}$ on her message $m \in [M]$ as follows: for every $m \in [M]$, $\mathcal{R}_h^{-1}(m) = k \in [ML]$ is uniform for $\{k : h(k) = m\}$. Alice’s state at this step is

$$\rho_{ML} = \frac{1}{ML} \sum_{k \in [ML]} |k\rangle \langle k|.$$

3. For each message $k \in [ML]$, Alice generates the codeword $\mathcal{C}(k) = x_k \in \mathcal{X}$ under distribution $p_X$ and announces it publicly. Namely, Alice’s encoder is described by $\mathcal{E} := \mathcal{C} \circ \mathcal{R}_h^{-1}$. Given the codebook $\mathcal{C}$, Alice’s state is now

$$\rho_{MLX}^\mathcal{C} = \frac{1}{ML} \sum_{k \in [ML]} |k\rangle \langle k| \otimes |x_k\rangle \langle x_k|.$$

4. Alice transmit her codeword $x_k$ through the c-q wiretap channel $\mathcal{N}$. The joint state between the channel input and output is then

$$\sigma_{ABE}^\mathcal{C} = \sigma_{MLXBE}^\mathcal{C} \equiv \mathcal{N}^{X \rightarrow BE} (\rho_{MLX}^\mathcal{C}) = \sum_{k \in [ML]} \frac{1}{ML} |k\rangle \langle k| \otimes |x_k\rangle \langle x_k| \otimes \sigma_{BE}^{x_k}.$$

5. Upon receiving the channel output state, Bob performs a positive operator-valued measure (POVM) $\Pi := \{\Pi_B^{x_k}\}_{k \in [ML]}$ to obtain outcome $\hat{x}_k$. He then applies decoding $\mathcal{E}^{-1}$ on $\hat{x}_k$ to obtain the estimated message $\hat{m} \in [M]$.

When the hash function is balanced, the average error probability and distinguishability of Eve’s state via trace distance under random hash function $h$ and random codebook $\mathcal{C}$ is

$$\epsilon (\mathcal{N} \mid \mathcal{E}, \Pi) := \frac{1}{M} \sum_{m \in [M]} \Pr (\hat{m} \neq m \mid \mathcal{E}, \Pi)$$

$$= \frac{1}{M} \sum_{m \in [M]} \Tr \left[ \frac{1}{L} \sum_{k \in [L]} \sigma_{EB}^{x_k} \left( \mathcal{I}_{2^{-1/\alpha}} (X : B)_{\alpha} - \log ML \right) \right];$$

$$d_1 (\mathcal{N} \mid \mathcal{E}) := \frac{1}{2} \| \sigma_{ME}^\mathcal{C} - \rho_M \otimes \sigma_{E}^\mathcal{C} \|_1.$$  

For achievability part, if the hash function is unbalanced, we can assume Alice just publicly announce the message. By this assumption, we have the following result.

**Theorem 4** (Secrecy exponent for wiretap channel coding). Consider a classical-quantum wiretap channel $\mathcal{N}_{X \rightarrow BE}$. For any integers $L$, $M$, and any prior distribution $p_X$ on $\mathcal{X}$, a coding strategy $(\mathcal{E}, \Pi)$ satisfies

$$\mathbb{E}_{\mathcal{C}, h} [\epsilon (\mathcal{N} \mid \mathcal{E}, \Pi)] \leq 4e^{\sup_{\frac{1}{2} \leq \alpha \leq 1} \frac{\alpha - 1}{\alpha} (I_{\frac{1}{2^{-1/\alpha}}} (X : E)_{\alpha} - \log ML)},$$

$$\mathbb{E}_{\mathcal{C}, h} [d_1 (\mathcal{N} \mid \mathcal{E})] \leq 2e^{\sup_{1 \leq \alpha \leq 2} \frac{\alpha - 1}{\alpha} (I_{\frac{1}{2^{-1/\alpha}}} (X : E)_{\alpha} - \log L)},$$

where, $\sigma_{XBE} := \sum_{x \in \mathcal{X}} p_X(x) |x\rangle \langle x| \otimes \sigma_{BE}^{x}$ for each $\sigma_{BE}^{x}$ being the channel output of $\mathcal{N}_{X \rightarrow BE}$, and $I_{\frac{1}{2^{-1/\alpha}}}$ and $I_{\frac{1}{\alpha}}$ are defined in (2.3).
The secrecy exponent \( \sup_{1<\alpha<2} \frac{\alpha-1}{\alpha} (I^*_\alpha(X:E) - \log L) \) is positive if and only if \( \log L > I(X:E)_{\sigma} \).

The proof of Theorem 4 is deferred to Appendix A.2.

**Remark 4.1.** An similar result of our Theorem 4 has been proved in [9, Theorem 2]. There are two main difference between their theorem and ours. First, for [9, Theorem 2] the hash function is chosen from a 2-universal family with balanced condition, while in our theorem the hash function is chosen from a strongly 2-universal family which is almost balanced. Second, the distribution \( p_X \) used in [9, Theorem 2] has to be uniform distribution, while no such limitation exists in our theorem.

Theorem 4 shows that the secrecy exponent is positive when we use enough randomness in hashing (i.e. \( \log L > I(X:E)_{\sigma} \)). On the other hand, when the randomness is not enough (i.e. \( \log L < I(X:E)_{\sigma} \)), the following exponential strong converse (i.e. \( d_1 \to 1 \) exponentially fast) can be derived by utilizing our one-shot strong converse bound proved in Theorem 1 of Section 3. Here, we do not need to specify our protocol for the case that the hash function is unbalanced, because the probability is exponential small.

**Theorem 5** (Exponential strong converse of wiretap channel coding). Let \( \mathcal{N}_{X\to BE} \) be a classical-quantum wiretap channel. For any integers \( L \) and \( M \) and any prior distribution \( p_X \) on \( X \), when using the above protocol, the expected distinguishability of Eve satisfies

\[
E_{\mathcal{C},h} [d_1(N | E)] \geq 1 - 5 e^{-\sup_{1/2<\alpha<1} \frac{1-\alpha}{\alpha} (I^*_{2-1/\alpha}(X:E) - \log L)},
\]

where \( \sigma_{XBE} := \sum_{x \in X} p_X(x) |x\rangle\langle x| \otimes \sigma_{BE}^x \), and \( I^*_{2-1/\alpha} \) is defined in (2.3).

The exponent \( \sup_{1/2<\alpha<1} \frac{1-\alpha}{\alpha} (I^*_{2-1/\alpha}(X:E) - \log L) \) is positive if and only if \( \log L > I(X:E)_{\sigma} \).

The proof of Theorem 5 is deferred to Appendix A.3.

Those two bounds established in Theorems 4 and 5 can be applied similarly when Alice commnicate classical information through a quantum channel instead of a c-q wiretap channel. Consider a quantum channel \( \mathcal{N}_{A'\to B} \) from Alice to Bob. Note that \( A' \) is now a quantum system. Given an isometric extension \( U^{N}_{A'\to BE} \) of the channel \( \mathcal{N}_{A'\to B} \) via Stinespring dilation, the complementary channel \( \mathcal{N}_{A'\to E} \) to the environment or Eve, is

\[
\mathcal{N}_{A'\to E}(\cdot) = \text{Tr}_B [U^{N}_{A'\to BE}(\cdot)] .
\]

Given a c-q coding scheme \( x \mapsto \rho_{A'}^x \), the protocol when the hash function is balanced can be structured similarly with the protocol of c-q wiretap channel as follows.

1.-3. The first three steps are exactly the same as Step 1., 2., and 3. of the c-q channel version by the following substitutions:

\[
\begin{cases}
\mathcal{N}_{X\to B} \leftarrow \mathcal{N}_{A'\to B} \\
\sigma_B^x \leftarrow \mathcal{N}_{A'\to B} (\rho_{A'}^x)
\end{cases}
\]

4. Alice encodes the \( x_k \) to a quantum state \( \rho_{A'}^{x_k} \in \mathcal{S}(\mathcal{H}_{A'}) \). Hence, the encoded state is

\[
\rho_{MLA'}^C := \frac{1}{ML} \sum_{k \in [ML]} |k\rangle\langle k| \otimes \rho_{A'}^{x_k} .
\]

5. Alice sends the state \( \rho_{A'}^{x_k} \) through the quantum channel \( \mathcal{N}_{A'\to BE} \) to have state

\[
\sigma_{MLBE}^C := U^N_{A'\to BE} (\rho_{MLA'}^C) = \sum_{k \in [ML]} \frac{1}{ML} |k\rangle\langle k| \otimes U^N_{A'\to BE} (\rho_{A'}^{x_k}) .
\]

6. Similar to Step 5. of the c-q version.

Following similar analysis in the case of c-q wiretap channel, we get the following results.
Corollary 6 (Secrecy exponent for private communication over quantum channels). Let $U_{A'\rightarrow BE}^N(\cdot)$ be a Stinespring dilation of a quantum channel $\mathcal{N}_{A'\rightarrow B}$. For every integers $L$ and $M$, any prior distribution $p_X$ on $X$ and mapping $x \mapsto \rho_A^n$, when using the above protocol, a coding strategy $(\mathcal{E}, \Pi)$ satisfies

$$E_{\mathcal{C},h}[e(N | \mathcal{E}, \Pi)] \leq 4 e^{\frac{1}{2}} \text{sup}_{1/2 \leq \alpha < 1} 2^{-\alpha} \left( I_{2^{-\alpha}}(X:E) + \log M L \right),$$

$$E_{\mathcal{C},h}[d_1(N | \mathcal{E})] \leq 2 e^{\text{sup}_{1/2 \leq \alpha < 1} 2^{-\alpha} \left( I_{2^{-\alpha}}(X:E) + \log L \right)},$$

where $\sigma_{XE} := \sum_{x \in X} p_X(x) |x \rangle \otimes U_{A'\rightarrow BE}^N(\rho_A^n)$.

Corollary 7 (Exponential strong converse for private communication over quantum channels). Let $U_{A'\rightarrow BE}^N(\cdot)$ be a Stinespring dilation of a quantum channel $\mathcal{N}_{A'\rightarrow B}$. For any integers $L$ and $M$, any prior distribution $p_X$ on $X$ and mapping $x \mapsto \rho_A^n$, when using the above protocol, the expected distinguishability of Eve is bounded by

$$E_{\mathcal{C},h}[d_1(N | \mathcal{E})] \geq 1 - 5 e^{-\text{sup}_{1/2 \leq \alpha < 1} 2^{-\alpha} \left( I_{2^{-\alpha}}(X:E) + \log L \right)},$$

where $\sigma_{XE} := \sum_{x \in X} p_X(x) |x \rangle \otimes U_{A'\rightarrow BE}^N(\rho_A^n)$.

5. Application: Entropy Accumulation

The main topic of entropy accumulation (EA) [20, 5] is to measure how much uncertainty remains about the bitstring $A^n$ given access to side information $X^n$. In fact, the EA protocol can be generally generated as the figure below:

Each $M_i$ is a process that passes information on to the next one using a “memory” register $R_i$. Note that the additional messages $T^n_i$ are global information about $A^n$ and $X^n$. For instance, in cryptographic scenarios, each process $M_i$ can be inferred by tests carried out by quantum key distribution protocols on some generated bits. Then, $T_i$ should tell us whether position $i$ is tested, and if so, the outcome of the test performed at step $i$. Here we restrict $A^n$ and $X^n$ to classical systems and $T^n$ being classical bits.

In [5, Theorem 9], an upper bound of information about the bitstring is shown: for hash functions $h : A \rightarrow Z$ with $\log |Z| = nR$, if $0 < f(w) - R \leq \frac{V^2}{2}$, then

$$\frac{1}{2} E_h \left\| R^h(\rho_{A^n X^n | T^n}^{\text{wt}(T^n_i)=w}) - \frac{1}{2nR} \otimes \rho_{X^n | E}^{\text{wt}(T^n_i)=w} \right\|_1 \leq \frac{1}{\text{Pr}[\text{wt}(T^n_i) = w]} e^{-\frac{n}{4} \left( \frac{R - f(w)}{V^2} \right)^2},$$

where $\text{wt}(T^n_i)$ is the hamming weight of $T^n_i$, and $f(\cdot)$ is called a tradeoff function (defined below) telling us how much entropy is expected to get given the probability of seeing 1 on $T_i$, $V$ is a constant larger than 2.

Definition (Definition 4.1 in [20]). A real function $f$ on probability distributions is called a min-tradeoff function for process $M_i$ if

$$f(w) \leq \inf_{\nu \in \Sigma_i(w)} H(A_i | X_i E)_\nu,$$

and a real function $f$ on probability distributions is called a max-tradeoff function for process $M_i$ if

$$f(w) \geq \sup_{\nu \in \Sigma_i(w)} H(A_i | X_i E)_\nu.$$
where $\Sigma_i(w)$ is the set of states $\nu_{T_iA_iX_iR_iE}$ with probability of $T_i = 1$ being $w$.

Using Theorem 1, we provide an exponential strong converse bound complementary to the above result [5, Theorem 9].

**Theorem 8.** For any strongly 2-universal hash function $h : A \rightarrow Z$ with $\log |Z| = nR$, if $0 < R - f(w) < V$, then

$$
\frac{1}{2} \mathbb{E}_h \left\| \mathcal{R}(\rho_{A_i^n X_i^n E} | wt(T_i^n) = w) - \frac{1}{2nR} \otimes \rho_{X_i^n E} | wt(T_i^n) = w \right\|_1 \geq 1 - \frac{4}{\text{Pr}[wt(T_1^n) = w]} e^{-\frac{n}{2} \left( \frac{R - f(w)}{V} \right)^2}.
$$

**Proof of Theorem 8.** Using Theorem 1,

$$
\frac{1}{2} \mathbb{E}_h \left\| \mathcal{R}(\rho_{A_i^n X_i^n E} | wt(T_i^n) = w) - \frac{1}{2nR} \otimes \rho_{X_i^n E} | wt(T_i^n) = w \right\|_1 \geq 1 - 4 e^{-\frac{1 - \alpha}{\alpha} \left( nR - H^{\uparrow\downarrow_{2-\frac{1}{\alpha}}}(A_i^n | X_i^n E | wt(T_i^n) = w) \right)}
$$

(a) $\geq 1 - 4 e^{-\frac{1 - \alpha}{\alpha} \left( nR - H^{\uparrow\downarrow_{2-\frac{1}{\alpha}}}(A_i^n | X_i^n E | wt(T_i^n) = w) \right)}$ 

(b) $= 1 - 4 e^{-\frac{2 - \alpha}{\alpha}(nR - H^{\uparrow\downarrow_{2-\frac{1}{\alpha}}}(A_i^n | X_i^n E | wt(T_i^n) = w))}$

\[ \geq 1 - 4 e^{-\frac{2 - \alpha}{\alpha}(nR - nf(w) - n\left(\frac{\alpha'-1}{4}V^2\right) - \frac{\alpha'}{\alpha'-1} \log \frac{1}{\text{Pr}[wt(T_1^n) = w]})} \]

\[ = 1 - \frac{4}{\text{Pr}[wt(T_1^n) = w]} e^{-\frac{2 - \alpha}{\alpha}(nR - nf(w) - n\left(\frac{\alpha'-1}{4}V^2\right))} \]

In (a), $H^{\uparrow\downarrow_{2-\frac{1}{\alpha}}}(X | E)_P := \frac{1}{1 - \alpha} \log \text{Tr} \left( \rho_{E}^{(1-\alpha)/\alpha} \rho_{XE} \rho_{E}^{(1-\alpha)/\alpha} \right)$. In (b), $\frac{1}{\alpha} = 2 - \frac{1}{\alpha}$. Since $\frac{1}{2} < \alpha < 1$, $\alpha' \geq 1$. In (c) we use [20, Proposition 4.5]: for $1 < \alpha' < 1 + \frac{2}{V} < 2$ the following bound holds:

$$
H^{\uparrow\downarrow_{\frac{1}{\alpha}}}(A_i^n | X_i^n E | wt(T_i^n) = w) \leq nf(w) + n\left(\frac{\alpha'-1}{4}V^2\right) + \frac{\alpha'}{\alpha'-1} \log \frac{1}{\text{Pr}[wt(T_1^n) = w]}.
$$

Let $\beta := \frac{\alpha'-1}{\alpha'}$, the exponent become

\[ \frac{\alpha'-1}{\alpha'} \left( nR - nf(w) - n\left(\frac{\alpha'-1}{4}V^2\right) \right) \geq \frac{\alpha'-1}{\alpha'} \left( nR - nf(w) - n\left(\frac{\alpha'-1}{2\alpha'}V^2\right) \right) \]

\[ = n \left( \beta(R - f(w)) - \beta^2 \left(\frac{V^2}{2}\right) \right) \]

Since $1 < \alpha' < 1 + \frac{2}{V}$, then $0 < \beta < \frac{2}{V+2}$. Under the assumption $0 < R - f(w) < V < \frac{2V^2}{V+2}$, the exponent can be maximized to $n\left(\frac{1}{2} \left(\frac{R - f(w)}{V^2}\right)^2\right)$ at $\beta = \frac{R - f(w)}{V^2} < \frac{2}{V+2}$. That completes the proof.

6. Moderate Deviation Analysis

We shall now applies our one-shot strong converse to the moderate deviation regime [21, 22]. We call $(a_n)_{n \in \mathbb{N}}$ a positive moderate deviation sequence if it satisfies

$$
\lim_{n \rightarrow \infty} a_n = 0, \quad \lim_{n \rightarrow \infty} na_n^2 = \infty.
$$

(6.1)

In other words, the moderate deviation sequence vanishes (i.e. of order $o(1)$) but slower than $O(1/\sqrt{n})$ (i.e. of order $\omega(1/\sqrt{n})$).

For each $n \in \mathbb{N}$, let us denote $R_n := \frac{1}{n} \log |Z^n|$ as the rate of the extracted randomness. We have the following moderate deviation characterization for privacy amplification against quantum side information when the rate $R_n$ approaches the first-order limit $H(X | E)_P$ at speed of $a_n$. 



Lemma 10 (Proposition 11). Used in the proof.

We start with the first claim. Let

\[ \liminf_{n \to \infty} -\frac{1}{na_n^2} \log \left( \frac{1}{2} E_h \left\| \left( R^{h^n} - U^n \right) \left( \rho_{X^n}^{\otimes n} \right) \right\|_1 \right) \geq \frac{1}{2V(X | E)_{\rho}}, \quad \text{if } |Z^n| = e^{n(H(X | E)_{\rho} - a_n)}, \]

\[ \liminf_{n \to \infty} -\frac{1}{na_n^2} \log \left( \frac{1}{2} E_h \left\| \left( R^{h^n} - U^n \right) \left( \rho_{X^n}^{\otimes n} \right) \right\|_1 \right) \geq \frac{1}{2V(X | E)_{\rho}}, \quad \text{if } |Z^n| = e^{n(H(X | E)_{\rho} + a_n)}, \]

where \( U^n \) is the perfectly randomizing channel from \( X^n \) to \( Z^n \).

The above theorem means that the trace distance vanishes asymptotically when the rate \( R_n \) approaches \( H(X | E)_{\rho} \) from below at speed no faster than \( O(1/\sqrt{n}) \). On the other hand, in the strong converse regime where \( R_n > H(X | E)_{\rho} \), the trace distance still converges to 1 asymptotically when the rate of maximal extractable randomness approaches \( H(X | E)_{\rho} \) from above at speed no faster than \( O(1/\sqrt{n}) \).

Before proving Theorem 9, we state the lemmas about derivative of entropic quantities that will be used in the proof.

Lemma 10 ([31, Proposition 11]). For every classical-quantum state \( \rho_{X^n} \), \( \alpha \mapsto H^*_\alpha(X | E)_{\rho} \) and \( \alpha \mapsto I^*_{\alpha}(X : E)_{\rho} \) are continuously differentiable on \( \alpha \in [1, 2] \). Moreover,

\[
\frac{d}{d\alpha} H^*_\alpha(X | E)_{\rho} \bigg|_{\alpha=1} = -\frac{V(X | E)_{\rho}}{2}, \quad \frac{d}{d\alpha} I^*_{\alpha}(X : E)_{\rho} \bigg|_{\alpha=1} = \frac{V(X : E)_{\rho}}{2}.
\]

Lemma 11 ([32],[21]). For every classical-quantum state \( \rho_{X^n} \), \( \alpha \mapsto H^\downarrow_{2-1/\alpha}(X | E)_{\rho} \) and \( \alpha \mapsto I^\downarrow_{2-1/\alpha}(X : E)_{\rho} \)

are analytical on \( \alpha \in [1/2, 1] \). Moreover,

\[
\frac{d}{d\alpha} H^\downarrow_{2-1/\alpha}(X | E)_{\rho} \bigg|_{\alpha=1} = -\frac{V(X | E)_{\rho}}{2}, \quad \frac{d}{d\alpha} I^\downarrow_{2-1/\alpha}(X : E)_{\rho} \bigg|_{\alpha=1} = \frac{V(X : E)_{\rho}}{2}.
\]

Proof of Theorem 9. We start with the first claim. Let \( R_n = H(X | E)_{\rho} - a_n \). By [5, Theorem 8], one has, for every \( n \in \mathbb{N} \),

\[
\frac{1}{2} E_h \left\| \left( R^{h^n} - U^n \right) \left( \rho_{X^n}^{\otimes n} \right) \right\|_1 \leq e^{-n\sup_{\alpha \in [1,2]} \frac{1}{\alpha}\left( R_n - H^*_\alpha(X | E)_{\rho} \right)}.
\]

Using Lemma 10, we can apply Taylor’s series expansion of \( \alpha \mapsto H^*_\alpha(X | E)_{\rho} \) at \( \alpha = 1 \):

\[
H^*_\alpha(X | E)_{\rho} = H(X | E)_{\rho} - (\alpha - 1)\frac{V(X | E)_{\rho}}{2} + R(\alpha - 1),
\]

where \( R(\alpha - 1) \) is a continuous function satisfying \( \frac{R(\alpha - 1)}{\alpha - 1} \to 0 \) as \( \alpha \to 1 \). Using the above expansion, the fact that \( R_n = H(X | E)_{\rho} - a_n \), and letting \( \alpha_n = 1 + \frac{a_n}{V(X | E)_{\rho}} \) for sufficient large \( n \in \mathbb{N} \) such that \( \alpha_n \in (1, 2] \), we have

\[
\sup_{\alpha \in [1,2]} \left\{ \frac{1}{\alpha} (R_n - H^*_\alpha(X | E)_{\rho}) \right\} \geq \frac{1 - \alpha_n}{\alpha_n} (R_n - H^*_\alpha(X | E)_{\rho})
\]

\[
= \frac{1}{1 + \frac{a_n}{V(X | E)_{\rho}}} \left( \frac{a_n^2}{2V(X | E)_{\rho}} \frac{R(\alpha_n - 1)}{\alpha_n - 1} \right) + \frac{a_n^2}{V(X | E)_{\rho}} \frac{R(\alpha_n - 1)}{\alpha_n - 1}.
\]

In other words,

\[
-\frac{1}{na_n^2} \log \left( \frac{1}{2} E_h \left\| \left( R^{h^n} - U^n \right) \left( \rho_{X^n}^{\otimes n} \right) \right\|_1 \right) \geq \frac{1}{2V(X | E)_{\rho}} \frac{1}{1 + \frac{a_n}{V(X | E)_{\rho}}} \left( 1 + \frac{2}{V(X | E)_{\rho}} \frac{R(\alpha_n - 1)}{\alpha_n - 1} \right).
\]
Recalling that \( \lim_{n \to \infty} a_n = 0 \) and \( \frac{R(\alpha_n - 1)}{\alpha_n - 1} \to 0 \), we obtain the lower bound as desired, i.e.
\[
\liminf_{n \to \infty} -\frac{1}{na_n^2} \log \left( \frac{1}{2} E_h \left\| \left( R^{h^n} - U^n \right) \left( \rho_{X^n}^{\otimes n} \right) \right\|_1 \right) \geq \frac{1}{2V(X \mid E)_\rho}.
\]
This proves the first claim. For the second claim, we have by Theorem 1 that for every \( n \in \mathbb{N} \),
\[
1 - \frac{1}{2} E_h \left\| \left( R^{h^n} - U^n \right) \left( \rho_{X^n}^{\otimes n} \right) \right\|_1 \leq 4 e^{-n \sup_{\alpha \in (1/2, 1)} \frac{1-\alpha}{\alpha} (R_n - H_{2-1/\alpha}^\perp (X \mid E)_\rho)}.
\]
Using Lemma 11, we apply Taylor’s series expansion again on \( \alpha \to H_{2-1/\alpha}^\perp (X \mid E)_\rho \) at \( \alpha = 1 \):
\[
H_{2-1/\alpha}^\perp (X \mid E)_\rho = H(X \mid E)_\rho - (\alpha - 1) \frac{V(X \mid E)_\rho}{2} + (\alpha - 1) \frac{d \alpha}{2} H_{2-1/\alpha}^\perp (X \mid E)_\rho |_{\alpha = \alpha_n}
\]
for some \( \alpha_n \in [\alpha, 1] \). Using the above expansion, the fact that \( R_n = H(X \mid E)_\rho + a_n \), and let \( \alpha_n = 1 - \frac{a_n}{V(X \mid E)_\rho} \) for all \( 1/2 < \alpha < 1 \):
\[
\sup_{1/2 < \alpha < 1} \left\{ \frac{1-\alpha}{\alpha} (R_n - H_{2-1/\alpha}^\perp (X \mid E)_\rho) \right\} \geq 1 - \frac{a_n}{V(X \mid E)_\rho} \frac{2}{2V(X \mid E)_\rho} - \frac{a_n^3}{2V(X \mid E)_\rho} \frac{d^2 \alpha}{2} H_{2-1/\alpha}^\perp (X \mid E)_\rho |_{\alpha = \alpha_n}
\]
where
\[
\gamma = \max_{1/2 \leq \alpha \leq 1} \left\| \frac{d^2 \alpha}{2} H_{2-1/\alpha}^\perp (X \mid E)_\rho \right\|
\]
is finite due to the extreme value theorem together with the closed set \([1/2, 1]\) and \( \frac{d^2 \alpha}{2} H_{2-1/\alpha}^\perp (X \mid E)_\rho \) is continuous for \( \alpha \in [1/2, 1] \) as stated in Lemma 11. Hence,
\[
\liminf_{n \to \infty} -\frac{1}{na_n^2} \log \left( 1 - \frac{1}{2} E_h \left\| \left( R^{h^n} - U^n \right) \left( \rho_{X^n}^{\otimes n} \right) \right\|_1 \right) \geq \frac{\log 4}{na_n^2} \frac{1}{2V(X \mid E)_\rho} - \frac{1}{1 - \frac{a_n}{V(X \mid E)_\rho}} \left( 1 - \frac{\alpha_n \gamma}{V(X \mid E)_\rho^2} \right).
\]
Letting \( n \to \infty \) and using the definition of \( a_n \),
\[
\liminf_{n \to \infty} -\frac{1}{na_n^2} \log \left( 1 - \frac{1}{2} E_h \left\| \left( R^{h^n} - U^n \right) \left( \rho_{X^n}^{\otimes n} \right) \right\|_1 \right) \geq \frac{1}{2V(X \mid E)_\rho},
\]
which is our second claim. \( \square \)

In the following Theorem 12, we establish moderate deviation analysis on the information leakage when communication through a classical-quantum wiretap channel studied in Section 4. Namely, we establish the asymptotic behaviors of the security criterion \( d_1 \) when the rate of used randomness, i.e., \( \frac{1}{n} \log |L^n \mid \) approaches \( I(X : E)_{\sigma} \) at the speed no faster than \( O(1/\sqrt{n}) \).

**Proposition 12** (Moderate deviations for classical-quantum wiretap channel). **Consider an arbitrary classical-quantum wiretap channel \( N_{X \to BE} \), any prior distribution \( p_X \) on \( X \) satisfying \( V(X : E)_{\sigma} > 0 \). Using the protocol introduced in Section 4, we have the following result for any moderate deviation sequence \( (a_n)_{n \in \mathbb{N}} \) defined in (6.1):
\[
\left\{ \begin{array}{ll}
\liminf_{n \to \infty} -\frac{1}{na_n^2} \log \left( E_{C^n, h^n} d_1(N^{\otimes n} \mid E^n) \right) \geq \frac{1}{2V(X : E)_{\sigma}}, & \text{if } |L^n| = e^{n(I(X : E)_{\sigma} + a_n)} \\
\liminf_{n \to \infty} -\frac{1}{na_n^2} \log \left( - E_{C^n, h^n} d_1(N^{\otimes n} \mid E^n) \right) \geq \frac{1}{2V(X : E)_{\sigma}}, & \text{if } |L^n| = e^{n(I(X : E)_{\sigma} - a_n)}
\end{array} \right.
\]
Here, $\sigma_{XBE} := \sum_{x \in X} p_X(x) \langle x | \sigma_{BE}^2 \rangle$ for each $\sigma_{BE}^2$ being the channel output of $N_{X \rightarrow BE}$.

This means that the information leakage decays to 0 asymptotically when the number of bits of randomness in hashing approaches $I(X : E)_\sigma$ from above at speed no faster than $O(1/\sqrt{n})$, and it converges to 1 asymptotically when the number of bits approaches $I(X : E)_\sigma$ from below.

**Proof.** For the first claim, by Theorem 4,

$$E_{C^{\alpha}, h, n} d_1(N^{\otimes n} | \mathcal{E}^n) \leq 2e^{-n \sup_{1 < \alpha \leq 2} \frac{1}{\alpha} (I^*_\alpha(X : E)_\sigma - R_n)},$$

where $R_n = \frac{1}{n} \log |L^n|$ is the rate of the used randomness in hashing. Using Lemma 10, we can apply Taylor theorem of $I^*_\alpha(X : E)_\rho$ at $\alpha = 1$.

$$I^*_\alpha(X : E)_\sigma = I(X : E)_\sigma + \frac{\alpha - 1}{2} V(X : E)_\sigma + R(\alpha - 1),$$

where $R(\alpha - 1)$ is a continuous function satisfying $\frac{R(\alpha - 1)}{\alpha - 1} \rightarrow 0$ as $\alpha \rightarrow 1$. Let $\alpha_n = 1 + \frac{a_n}{V(X : E)_\sigma}$. Using the above expansion and $R_n = I(X : E)_\sigma + a_n$, we have $1 < \alpha_n \leq 2$ for all sufficiently large $n \in \mathbb{N}$, and

$$\max_{1 < \alpha \leq 2} \left\{ \frac{1 - \alpha}{\alpha} (I^*_\alpha(X : E)_\sigma - R_n) \right\} = \frac{1}{1 + \frac{a_n}{V(X : E)_\sigma}} \left( 2V(X : E)_\sigma - \frac{a_n^2}{V(X : E)_\sigma^2} R(\alpha_n - 1) \right) = \frac{1}{2V(X : E)_\sigma} \left( 1 - \frac{2}{V(X : E)_\sigma} R(\alpha_n - 1) \right).$$

Hence,

$$-\frac{1}{n a_n^2} \log \left( E_{C^{\alpha}, h, n} d_1(N^{\otimes n} | \mathcal{E}^n) \right) \geq -\frac{\log 2}{n a_n^2} + \frac{1}{2V(X : E)_\sigma} \left( 1 - \frac{2}{V(X : E)_\sigma} R(\alpha_n - 1) \right).$$

Taking $n \rightarrow \infty$ and using the definition of $a_n$,

$$\liminf_{n \rightarrow \infty} -\frac{1}{n a_n^2} \log \left( E_{C^{\alpha}, h, n} d_1(N^{\otimes n} | \mathcal{E}^n) \right) \geq \frac{1}{2V(X : E)_\sigma},$$

which proves our first claim.

For the second claim, note that by Theorem 5

$$1 - E_{C^{\alpha}, h, n} d_1(N^{\otimes n} | \mathcal{E}^n) \leq 5e^{-n \sup_{1 < \alpha < 1} \frac{1}{\alpha} (I^*_2(X : E)_\sigma - R_n)}.$$
where $\Upsilon = \max_{\alpha \in [1/2, 1]} \left| \frac{\partial^2}{\partial \alpha^2} I_{\alpha}^{\frac{1}{2}} \frac{1}{\alpha} (X : E)_{\sigma} \right|$; and this quantity is finite due to $[1/2, 1]$ being closed, $\frac{\partial^2}{\partial \alpha^2} I_{\alpha}^{\frac{1}{2}} \frac{1}{\alpha} (X : E)_{\sigma}$ is continuous for $\alpha \in [1/2, 1]$, as stated in Lemma 11, and the extreme value theorem. Hence,

$$-rac{1}{n a_n^2} \log (1 - E_{\mathcal{C}, \alpha}^{n, a_n} d_1 (\mathcal{N}^\otimes n | \mathcal{E}^n)) \geq \frac{1}{n a_n^2} \log \left( 1 - E_{\mathcal{C}, \alpha}^{n, a_n} d_1 (\mathcal{N}^\otimes n | \mathcal{E}^n) \right) \geq \frac{1}{2V(X : E)_{\sigma}} \left( 1 - \Upsilon a_n \right),$$

which proves our second claim. \qed

Finally, the moderate deviation can also be applied in entropy accumulation. We omit the proof since it is similar to previous two moderate deviation analysis.

**Proposition 13 (Moderate deviations for entropy accumulation).** Consider any strongly 2-universal hash function: $h^n : \mathcal{A}^n \rightarrow \mathcal{Z}^n$ that produce $\log |\mathcal{Z}^n| = nR$ at the output. In the protocol of entropy accumulation, the following holds:

$$\liminf_{n \rightarrow \infty} - \frac{1}{n a_n^2} \log \left( 1 - E_{\mathcal{C}, \alpha}^{n, a_n} d_1 (\mathcal{N}^\otimes n | \mathcal{E}^n) \right) \geq \frac{1}{2V(X : E)_{\sigma}} \left( 1 - \Upsilon a_n \right),$$

where $f(\cdot)$ for the first equation is the min-tradeoff function defined in [20, Definition 4.1], and $f(\cdot)$ for the second equation is the max-tradeoff function defined in [20, Definition 4.1].

The above result shows that by Dupuis’ result [5, Theorem 9] the information we get at the output becomes almost uncertain when the number of bits at the output approaches $f(w)$ from below at speed no faster than $O(1/\sqrt{n})$, and it becomes almost certain when the number of bits approaches $f(w)$ from above.

7. Conclusions

We establish a one-shot strong converse bound for privacy amplification against quantum side information, which enjoys various advantages as the recent achievable bound by Dupuis [5, Theorem 8]. Moreover, our result extends to the large deviation regime [33, 34, 35, 36, 37, 32]—an exponential convergence to 1 for every blocklength, and the moderate deviation regime [21, 22]—an asymptotic behavior of trace distance when the rate of the extracted randomness approaches the quantum conditional entropy. In a way, our result in the strong converse regime may be viewed as complementing Dupuis’ result [5, Theorem 8] in the error exponent regime. As an application, we provide both secrecy exponent bound and exponential strong converse bound for the information leakage through a classical-quantum wire-tap channel as well as for a quantum channel. Our result also applies to estimate the information loss in entropy accumulation protocol [20, 5], and those two applications can be also extended to the large deviation regime and moderate deviation regime characterizations.

We remark that several entropic quantities such as $H^\alpha_\sigma$ and $I^\alpha_\sigma$ do not have closed-form expressions for $\alpha \neq 1$ in general. There is a recent optimization algorithm with asymptotic convergence guarantee that can be applied to compute them [38]. It is intriguing to note that some entropic exponent functions obtained in this paper such as $H^\alpha_\sigma$ and $I^\alpha_\sigma$ have the same form as classical-quantum channel coding [33, 36] and classical data compression with quantum side information [32].
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APPENDIX A. AUXILIARY PROOFS

A.1. Proof of a trace inequality.

Proof of Lemma 3. We first claim the following, for all positive semi-definite operators $K, L$,

$$
\text{Tr} \left[ K (K + L)^{-\frac{1}{2}} L (K + L)^{-\frac{1}{2}} \right] \leq \text{Tr} \left[ \frac{K + L - |K - L|}{2} \right]. \tag{A.1}
$$

Then, combining it with Audenaert et al.’s inequality [39, Theorem 2]: for all $K, L \geq 0$,

$$
\text{Tr} \left[ \frac{K + L - |K - L|}{2} \right] \leq \text{Tr} \left[ K^{1-s} L^s \right], \quad \forall s \in (0, 1),
$$

we prove Lemma 3. To prove (A.1), we adapt Barnum and Knill’s proof technique in [40] and [41, Theorem 3.10]. Let $\rho_0 = K \geq 0$, $\rho_1 = L \geq 0$, $M := \rho_0 + \rho_1$, and let $\Pi_0 = \{\rho_0 \geq \rho_1\}, \Pi_1 = \{\rho_0 < \rho_1\} = 1 - \Pi_0$ be the corresponding optimal measurement [42, 43, 44]. Then

$$
\text{Tr} \left[ \frac{M + |\rho_0 - \rho_1|}{2} \right] = \text{Tr}[\rho_0 \Pi_0] + \text{Tr}[\rho_1 \Pi_1] \tag{A.2}
$$

Using the Cauchy–Schwarz inequality for trace, we have for each $i = 1, 2$,

$$
\text{Tr}[\rho_i \Pi_i] \leq \left\| M^{-\frac{1}{2}} \rho_i M^{-\frac{1}{2}} \right\| \left\|M^{\frac{1}{2}} \Pi_i M^{\frac{1}{2}}\right\|. \tag{A.3}
$$

Applying the Cauchy–Schwarz inequality for scalars, we have

$$
\sum_{i \in \{0, 1\}} \text{Tr}[\rho_i \Pi_i] \leq \sqrt{\sum_{i \in \{0, 1\}} \left\| M^{-\frac{1}{2}} \rho_i M^{-\frac{1}{2}} \right\|^2} \sqrt{\sum_{i \in \{0, 1\}} \left\|M^{\frac{1}{2}} \Pi_i M^{\frac{1}{2}}\right\|^2}. \tag{A.4}
$$

The second factor on the right-hand side is bounded as follows:

$$
\sum_{i \in \{0, 1\}} \left\|M^{\frac{1}{2}} \Pi_i M^{\frac{1}{2}}\right\|^2 = \sum_{i \in \{0, 1\}} \text{Tr} \left[ \Pi_i \sqrt{M} \Pi_i \sqrt{M} \right] \leq \sum_{i \in \{0, 1\}} \text{Tr} \left[ \sqrt{M} \Pi_i \sqrt{M} \right] = \text{Tr}[M]. \tag{A.5}
$$

On the other hand, the first factor is

$$
\sum_{i \in \{0, 1\}} \left\| M^{-\frac{1}{2}} \rho_i M^{-\frac{1}{2}} \right\|^2 = \sum_{i \in \{0, 1\}} \text{Tr} \left[ \rho_i M^{-\frac{1}{2}} \rho_i M^{-\frac{1}{2}} \right] = \text{Tr}[M] - 2 \text{Tr} \left[ \rho_0 M^{-\frac{1}{2}} \rho_1 M^{-\frac{1}{2}} \right]. \tag{A.6}
$$

Combining (A.2), (A.3), (A.4), and (A.5) together, we obtain

$$
2 \frac{\text{Tr} \left[ \rho_0 M^{-\frac{1}{2}} \rho_1 M^{-\frac{1}{2}} \right]}{\text{Tr}[M]} \leq 1 - \left( 1 - \frac{\text{Tr} \left[ \frac{M - |\rho_0 - \rho_1|}{2} \right]}{\text{Tr}[M]} \right)^2 = \frac{\text{Tr} \left[ \frac{M - |\rho_0 - \rho_1|}{2} \right]}{\text{Tr}[M]} \left( 2 - \frac{\text{Tr} \left[ \frac{M - |\rho_0 - \rho_1|}{2} \right]}{\text{Tr}[M]} \right) \leq 2 \frac{\text{Tr} \left[ \frac{M - |\rho_0 - \rho_1|}{2} \right]}{\text{Tr}[M]},
$$

for all positive semi-definite operators $K, L$. \hfill \square
where in the last inequality we have used
\[ \text{Tr} \left[ \frac{M - |\rho_0 - \rho_1|}{2} \right] = \text{Tr} [\rho_0 - (\rho_0 - \rho_1)_+] \geq 0. \]

Then, (A.6) is exactly our claim (A.1), and hence we complete the proof. \(\square\)

A.2. Proof of secrecy exponent for wiretap channel coding.

Proof of Theorem 4. The expected value (over the random codebook) of the average error probability of the protocol was stated in [45, Equation (63)]:
\[ E_C [\varepsilon (N | E, \Pi)] \leq \min_{\frac{1}{2} \leq \alpha \leq 1} 4 (ML)^{1-\alpha} e^{\frac{\alpha-1}{\alpha} I_{2-1,\alpha} (X:B)^{\alpha}}, \]

We remain to prove the upper bound on \(d_1\). It is sufficient to consider the event that the output of hash function is balanced. In this situation, \(E\) and \(E^{-1}\) can be expressed as:
\[ E : |m\rangle \langle m| \mapsto \frac{1}{L} \sum_{k : \mathbb{R}^h (k) = m} |k\rangle \langle k| \otimes |x_k\rangle \langle x_k|; \]
\[ E^{-1} : \sigma \mapsto \sum_{k \in [ML]} (|k\rangle \otimes \langle x_k|) \sigma (|k\rangle \otimes |x_k|) \otimes |h(x)\rangle \langle h(x)|. \]

The \(d_1\) norm of the channel when the hash function is balanced can be expressed as
\[ d_1 (N | E) = \frac{1}{2} \sum_{m \in [M]} \left\| \frac{1}{L} \sum_{k : \mathbb{R}^h (k) = m} \sigma^{x_k} - \frac{1}{ML} \sum_{k' \in [ML]} \sigma^{x_{k'}} \right\|_1 \]
\[ = \frac{1}{2} \left\| \sum_{m \in [M]} |m\rangle \langle m| \otimes \left( \frac{1}{L} \sum_{k \in h^{-1}(m)} \sigma^{x_k} \right) - \frac{1}{M} \sum_{m \in [M]} |m\rangle \langle m| \otimes \left( \frac{1}{ML} \sum_{k' \in [ML]} \sigma^{x_{k'}} \right) \right\|_1 \]
\[ = \frac{1}{2} \| (E^{-1} - U^C) (\sigma^{C}_{MLX}) \|_1 \]
\[ = \frac{1}{2} \| (E^{-1} - U^C) (\sigma^{C}_{AE}) \|_1 , \]

where \(U^C\) is the perfectly randomizing channel from \(|k\rangle \otimes |x_k\rangle \langle x_k|\) to \(|m\rangle \langle m|\) for \(k \in [ML]\) and \(m \in [M]\), and \(A \equiv MLX\) is a classical system. On the other hand, the probability of \(h\) being not balanced is at most \(\frac{1}{ML}\), and the \(d_1\) norm in that case is at most 1.

Recall that any strongly 2-universal family of hash functions is 1-randomizing (e.g. [5, Lemma 6]). Hence, given a codebook \(C : [ML] \rightarrow \mathcal{X}\), we now apply [5, Theorem 8] or namely (3.1) to obtain an upper bound to the expected value of Eve’s distinguishability with respect to the family of hash functions,
\[ E_{h|C} [d_1 (N_{X \rightarrow E} | \mathcal{E})] \leq \frac{1}{2} E_{h|C} \| (E^{-1} - U^C) (\sigma^{C}_{AE}) \|_1 + \frac{1}{ML} \]
\[ \leq e^{\frac{\alpha-1}{\alpha} (\log M - H_\alpha (A \mid E)_\alpha)} + \frac{1}{ML}, \quad \forall \alpha \in [1, 2]. \]
Since in balanced condition, Alice sends every $k \in [ML]$ to the codebook $C$ with equal probability, we calculate that

$$I^*_\alpha(A;E)_{\sigma_{AE}^C} = \inf_{\tau_E \in S(E)} D^*_\alpha(\sigma_{AE}^C || \sigma_A \otimes \tau_E)$$

$$= \inf_{\tau_E \in S(E)} D^*_\alpha \left( \bigoplus_k \frac{1}{ML} \sigma_{E_k}^C \bigg\| \mathbf{1}_A \otimes \tau_E \right)$$

$$= \inf_{\tau_E \in S(E)} D^*_\alpha \left( \bigoplus_k \frac{1}{ML} \sigma_{E_k}^C \bigg\| \mathbf{1}_A \otimes \tau_E \right) + \log(ML)$$

$$= -H^*_\alpha(A \mid E)_{\sigma_{AE}^C} + \log(ML).$$

Hence, expectation of Eve’s distinguishability using random codebook $C$ can further be written as

$$E_{h|C}[d_1(\mathcal{N}_{X \rightarrow E} | \mathcal{E})] \leq e^{\alpha^{-1}} \left( \log M - H^*_\alpha(A \mid E)_{\sigma_{AE}^C} \right) + \frac{1}{ML}$$

$$= e^{\alpha^{-1}} \left( \log M + I^*_\alpha(A;E)_{\sigma_{AE}^C} \right) - \log ML + \frac{1}{ML}$$

$$= e^{\alpha^{-1}} \left( I^*_\alpha(A;E)_{\sigma_{AE}^C} - \log L \right) + \frac{1}{ML}$$

$$\leq 2 \cdot e^{\alpha^{-1}} \left( I^*_\alpha(A;E)_{\sigma_{AE}^C} - \log L \right).$$

The last inequality comes from the fact that the term $1/ML$ decays faster than the first term, i.e. $\log ML \geq \alpha^{-1} (\log L - I^*_\alpha(A;E)_{\sigma_{AE}^C})$ for every $\alpha \in (1, 2]$ and noting that $I^*_\alpha(A;E)_{\sigma_{AE}^C} \geq 0$. Next, invoking the concavity of the map $\sigma_A \mapsto 2 \cdot e^{\alpha^{-1}} \left( I^*_\alpha(A;E)_{\sigma_{AE}^C} - \log L \right)$ which is proved in Lemma 14, expectation can be taken over the random codebook $C$ (under distribution $p_X$) by applying Jensen’s inequality:

$$E_{C,h}[d_1(\mathcal{N} \mid \mathcal{E})] = E_{C} E_{h|C}[d_1(\mathcal{N} \mid \mathcal{E})]$$

$$\leq 2 E_C \left[ e^{\alpha^{-1}} \left( I^*_\alpha(A;E)_{\sigma_{AE}^C} - \log L \right) \right]$$

$$\leq 2 e^{\alpha^{-1}} \left( I^*_\alpha(A;E)_{E\sigma_{AE}^C} - \log L \right).$$

Moreover, we have

$$E_C[\sigma_{AE}^C] = \sum_{k \in [ML]} \frac{1}{ML} |k\rangle \langle k| \otimes \left( \sum_{x \in \mathcal{X}} p_X(x) |x\rangle \langle x| \otimes \sigma_E^C \right).$$

By simple calculation, one has

$$I^*_\alpha(A;E)_{E\sigma_{AE}^C} = I^*_\alpha(X;E)_{\sigma}.$$

Therefore,

$$E_{C,h}[d_1(\mathcal{N} \mid \mathcal{E})] \leq 2 e^{\alpha^{-1}} \left( I^*_\alpha(X;E)_{\sigma} - \log L \right),$$

which is our statement.

Finally, the positivity of the secrecy exponent follows from the monotone increasing of the map $\alpha \mapsto I^*_\alpha(X;E)_{\sigma}$ and (2.4).

**Lemma 14** (A concavity property). For every $\alpha > 1$, the map

$$\sigma_X \mapsto e^{\alpha^{-1}} I^*_\alpha(X;E)_{\sigma}$$

is concave on all probability distributions on $\mathcal{X}$.
A.3. Proof of exponential strong converse for wiretap channel coding.

Proof of Theorem 5. Same as the beginning of the proof in Theorem 4, the $d_1$ norm of the channel when the hash function is balanced can be expressed as

$$d_1(N | E) \overset{(a)}{=} \frac{1}{2} \| (E^{-1} - UC) (\sigma_{AE}^C) \|_1,$$

where $UC$ is the perfectly randomizing channel from $|k\rangle \langle k| \otimes \ket{x_k} \bra{x_k}$ to $|m\rangle \langle m|$ for $k \in [ML]$ and $m \in [M]$, and $A \equiv MLX$ is a classical system. Since the probability of $h$ being unbalanced is at most $\frac{1}{ML}$ and the value of $d_1$ norm is at most 1, we have by applying Theorem 1,

$$E_{h|C}[d_1(N | E)] \geq E_{h|C} \left[ \frac{1}{2} \| (E^{-1} - UC) (\sigma_{AE}^C) \|_1 - \frac{1}{ML} \right]
\geq 1 - 4 \cdot e^{-\frac{1-\alpha}{\alpha} \left( \log M - H^C_{2-\alpha/2}(A|E)_{\sigma_{AE}^C} \right)} - \frac{1}{ML}, \quad \forall \alpha \in (1/2, 1),$$

Since in balanced condition, Alice sends every $k \in [ML]$ to the codebook $C$ with equal probability, we calculate that

$$I_{2-\alpha}^i (A; E)_{\sigma_{AE}^C} = D_{2-\alpha} \left( \sigma_{AE}^C \| \sigma_A^C \otimes \sigma_E^C \right)
= D_{2-\alpha} \left( \bigoplus_k \frac{1}{ML} \sigma^C_X \left\| \frac{1}{ML} \otimes \sigma_E^C \right\| \right)
= D_{2-\alpha} \left( \bigoplus_k \frac{1}{ML} \sigma^C_X \left\| 1_M \otimes \sigma_E^C \right\| \right)
= -H^C_{2-\alpha} (A|E)_{\sigma_{AE}^C} + \log(ML).$$

Using above relation and taking expectation of the codeword, we obtain

$$E_{h,C}[d_1(N | E)] = E_C E_{h|C}[d_1(N | E)]
\geq E_C \left[ 1 - 4 \cdot e^{-\frac{1-\alpha}{\alpha} \left( I_{2-\alpha}^i (A; E)_{\sigma_{AE}^C} - \log L \right)} \right] - \frac{1}{ML}
\geq E_C \left[ 1 - 5 \cdot e^{-\frac{1-\alpha}{\alpha} \left( I_{2-\alpha}^i (A; E)_{\sigma_{AE}^C} - \log L \right)} \right],$$

where (a) is because the term $1/ML$ decays faster than the second term, i.e. for every $\alpha \in (1/2, 1),

$$I_{2-\alpha}^i (A; E)_{\sigma_{AE}^C} \leq I(A; E)_{\sigma_{AE}^C} \leq \log(ML);$$

and the last inequality (b) utilizes the fact that the map

$$\sigma_A^C \mapsto e^{-\frac{1-\alpha}{\alpha} \left( I_{2-\alpha}^i (A; E)_{\sigma_{AE}^C} - \log L \right)}$$

is linear by directly inspecting the definition given in (2.3).

Now, note that

$$E_C[\sigma_{AE}^C] = \sum_{k \in [ML]} \frac{1}{ML} |k\rangle \langle k| \otimes \left( \sum_{x \in X} p_X(x) |x\rangle \langle x| \otimes \sigma^C_E \right).$$
By simple calculation, we have

\[ I_\alpha^1(A; E)_{\mathcal{E}_C[\sigma_{AE}^C]} = I_\alpha^1(X : E)_\sigma, \]

where \( \sigma_{XE} \) is given in Theorem 5. Putting them all together and choosing \( \alpha \) to maximize the exponent yields our result:

\[ E_{C,h} \left[ d_1(\mathcal{N} | \mathcal{E}) \right] \geq 1 - 5 e^{-\sup_{1/2 < \alpha < 1} \frac{1-\alpha}{\alpha} \left( I_{1-\alpha/\alpha}^1(X : E)_\sigma - \log L \right)}. \]

The positivity of the exponent follows from the monotone increasing of the map \( \alpha \mapsto I_{1-\alpha/\alpha}^1(X : E)_\sigma \) and (2.4).

A.4. Proof of a concavity property.

\textit{Proof of Lemma 14.} As stated in the proof of Proposition 4-(b) in [46], for any classical-quantum state \( \sigma_{XE} = \sum_{x \in X} p_X(x) |x\rangle \langle x| \otimes \sigma_E^x \) and an arbitrary state \( \tau_E \in \mathcal{D}(E) \), we have

\[ D_\alpha^*(\sigma_{XE} \| \sigma_X \otimes \tau_E) = \frac{1}{\alpha - 1} \log \sum_x p_X(x) e^{(\alpha - 1) D_\alpha^*(\rho^x_\tau \| \tau_E)}. \]

Hence,

\[ e^{\frac{\alpha - 1}{\alpha} D_\alpha^*(\sigma_{XE} \| \sigma_X \otimes \tau_E)} = \left( \sum_x p_X(x) e^{(\alpha - 1) D_\alpha^*(\rho^x_\tau \| \tau_E)} \right)^{\frac{1}{\alpha}}. \]

Since the power function \( (\cdot)^{1/\alpha} \) is concave for \( \alpha > 1 \), the map \( \sigma_X \mapsto e^{\frac{\alpha - 1}{\alpha} D_\alpha^*(\sigma_{XE} \| \sigma_X \otimes \tau_E)} \) is thus concave. The proof then follows from the definition of \( I_\alpha^1(X; E)_\sigma \) given in (2.2) and the fact that pointwise infimum of concave functions is concave. \( \square \)
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