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Abstract—The vulnerability of deep neural networks to small and even imperceptible perturbations has become a central topic in deep learning research. Although several sophisticated defense mechanisms have been introduced, most were later shown to be ineffective. However, a reliable evaluation of model robustness is mandatory for deployment in safety-critical scenarios. To overcome this problem we propose a simple yet effective modification to the gradient calculation of state-of-the-art first-order adversarial attacks. Normally, the gradient update of an attack is directly calculated for the given data point. This approach is sensitive to noise and small local optima of the loss function. Inspired by gradient sampling techniques from non-convex optimization, we propose Dynamically Sampled Nonlocal Gradient Descent (DSNGD). DSNGD calculates the gradient direction of the adversarial attack as the weighted average over past gradients of the optimization history. Moreover, distribution hyperparameters that define the sampling operation are automatically learned during the optimization scheme. We empirically show that by incorporating this nonlocal gradient information, we are able to give a more accurate estimation of the global descent direction on noisy and non-convex loss surfaces. In addition, we show that DSNGD-based attacks are on average 35% faster while achieving 0.9% to 27.1% higher success rates compared to their gradient descent-based counterparts.

I. INTRODUCTION

Deep learning has led to breakthroughs in various fields, such as computer vision [13, 15] and language processing [21]. Despite its success, it is still limited by its vulnerability to adversarial examples [27]. In image processing, adversarial examples are small, typically imperceptible perturbations to the input that cause misclassifications. In domains like autonomous driving or healthcare, this can potentially have fatal consequences. Since the weakness of neural networks to adversarial examples has been demonstrated, many methods were proposed to make neural networks more robust and reliable [11, 19]. In a constant challenge between new adversarial attacks and defenses, most of the proposed defenses have been shown to be rather ineffective [6, 12, 16, 23].

Burke, Lewis, and Overton [5] introduced the gradient sampling algorithm to reliably estimate the significant optima of non-smooth non-convex functions with unreliable gradient information. Gradient sampling can be interpreted as a generalized steepest descent method where the gradient is not only calculated at a given point but additionally for points in the direct vicinity. The final gradient direction is subsequently calculated in the convex hull of all sampled gradients and thus incorporates additional information about the local geometry of the loss surface. The central idea behind this approach is that point estimates of gradients can be misleading, especially for noisy and non-convex loss surfaces. However, a major limitation of this method is that explicitly computing the convex hull is not feasible for high-dimensional spaces. Recently, other sampling-based optimization algorithms have been proposed in the field of deep learning [1, 2, 24, 31]. Wu, Zhu, Tai, and E [31] introduced the variance-reduced attack (VRA) which approximates the gradient of the expected value as the average gradient over multiple noisy input samples. The goal of VRA is to improve the transferability of adversarial attacks between different models by reducing local oscillations of the loss surface. However, the calculation of the expected value over multiple input samples introduces a significant computational overhead dependent on the number of sampling operations. Furthermore, the estimated noise magnitude used for the sampling operation is an important hyperparameter that is difficult to tune in practice as it needs to be adjusted with respect to the respective optimization problem.

Inspired by gradient sampling algorithms from non-convex optimization and recent methods in the field of adversarial deep learning, we aim to improve the effectiveness of adversarial attacks on deep neural networks. In our work, we propose a general purpose Gradient Descent (GD) algorithm, named Dynamically Sampled Nonlocal Gradient Descent (DSNGD) and demonstrate its effectiveness on the optimization problem of adversarial attacks. We avoid the calculation of the convex hull and compute the final gradient direction as a weighted average over multiple gradients as in [2, 31]. In contrast to prior work [2, 31], we keep a history of the already sampled data and the respective gradients to calculate the current gradient direction as their weighted average. In practice, this enables us to only sample once per gradient step while ultimately
considering a similar amount of local information compared to sampling multiple times per gradient step. This effectively removes the computational overhead introduced by the sampling operation and makes the proposed algorithm orders of magnitude more efficient. Moreover, we directly learn the sampling distribution (and thus the size of the neighborhood) within the same optimisation scheme. Thus, we eliminate the need to manually tune an additional hyperparameter as necessary in prior [31]. Fig. 1 illustrates how the convergence of the standard GD method can be improved for noisy and non-convex loss surfaces by the proposed Dynamically Sampled Nonlocal Gradient Descent (DSNGD) method. Standard GD calculates nearly random gradient directions while DSNGD approximates the global ascent direction more accurately as it is less susceptible to noise and local optima.

The contributions of this paper can be summarized as follows. First, we relate recently proposed sampling methods to the empirical mean, which converges towards a nonlocal gradient with respect to an underlying probability distribution with an increasing number of sampling operations. Next, we show that DSNGD-based adversarial attacks achieve higher success rates while being substantially more query-efficient compared to prior attacks on several benchmark datasets. Furthermore, we demonstrate that DSNGD approximates the direction of an adversarial example more accurately during the attack and we empirically show the effectiveness of DSNGD on non-convex loss surfaces. Finally, we demonstrate that DSNGD can optimally adapt the hyperparameters of the sampling procedure based on the characteristics of the loss landscape.

II. PRELIMINARY

In the following, we introduce the necessary mathematical notation to describe adversarial attacks and to review current contributions in this field.

A. Notation

Let \((x, y)\) with \(x \in \mathbb{R}^d\) and \(y \in \{1, 2, \ldots, C\}\) be pairs of samples (e.g., images) and labels in a classification task with \(C\) different classes, where each sample is represented by a \(d\)-dimensional feature vector. We define a batch \(M\) as a subset of \((x, y)\) with \(|M|\) tuples. In the following we assume that the samples are drawn from the \(d\)-dimensional unit cube, i.e., \(x \in [0, 1]^d\), as this is typically the case for image data. Let \(L\) be the loss function (e.g., categorical cross-entropy) of a neural network \(F_\theta\), parameterized by the parameter vector \(\theta \in \Theta\). Constructing an adversarial perturbation \(\gamma \in \mathbb{R}^d\) with maximum effect on the loss value can be stated as the following optimization problem:

\[
\max_\gamma L(F_\theta(x + \gamma), y)
\]  

(1)

The perturbation \(\gamma\) is usually constrained in two ways: 1) The value range of the adversarial example is still valid for the respective domain (e.g. between \([0, 1]\) or \([0, 255]\) for images), 2) The adversarial example \(x_{adv} = x + \gamma\) is within a set of allowed perturbations \(S\) that are unlikely to change the class label for human perception. In the following, we focus on untargeted gradient-based adversarial attacks that are constrained by the \(L_\infty\) norm such that \(||\gamma||_\infty \leq \epsilon\), as done in prior work [18].

B. Related Work

The majority of adversarial attacks are gradient-based [11, 29, 18]. These attacks utilize the gradient information of the given model to construct optimal attacks for a given loss function and have shown a higher success rate while being more efficient than their non-gradient-based counterparts (e.g., decision-based [3], score-based [26]). However, gradient-based attacks have shown to be futile if the model shows signs of obfuscated gradients [29], whereas non-gradient-based algorithms are not affected by gradient obfuscation [26, 29]. Recently, Brendel, Rauber, Kümmerer, Ustuzhaninov, and
Bethge [4] proposed a versatile gradient-based attack, named B&B attack. The B&B attack utilizes the gradient information of the model to estimate the decision boundary between an adversarial and a benign sample. This attack has shown to successfully attack models with obfuscated gradients. Other recent advances for adversarial attacks include better query efficiency by changing the optimization algorithm (e.g., to ADAM [29]) or by finding more efficient starting points for the attacks [28]. In this work we consider the most popular and effective gradient-based algorithms including Projected Gradient Descent (PGD) [19] and its variants [18], the B&B attack [4], and a proven score-based attack SPSA [26] for a diverse set of attacks.

C. Sampled Nonlocal Gradients

Recently developed methods in the field of deep learning aim to improve gradient information by averaging multiple sampled gradients in the vicinity of a data point [1, 2, 24, 31]. These methods can be related to Sampled nonlocal gradients (SNG). SNG are specifically designed for noisy and non-convex loss surfaces as they are calculated as the weighted average over multiple sample points in the vicinity of the current data point. The gradient calculation of a sampled nonlocal gradient is given by:

\[
\nabla_x^{SNG} \mathcal{L}(F_\theta(x), y) := \nabla_x \frac{1}{N} \sum_{i=1}^{N} \mathcal{L}(F_\theta(x + \xi_i^\sigma), y),
\]

where \( N \in \mathbb{N} \) is the number of sampling operations. The random variables \( \xi_i^\sigma \) are considered to be drawn i.i.d. from a distribution \( P^\sigma \) parametrized by the standard deviation \( \sigma \in \mathbb{R} \) which effectively determines the size of the neighborhood. By the law of large numbers, the sampled nonlocal gradient converges (with a rate of order \( N^{-1/2} \) in variance) to the respective expected value, which is given by the nonlocal gradient

\[
\nabla_x \mathbb{E}_{\xi \sim P^\sigma} \left[ \mathcal{L}(F_\theta(x + \xi), y) \right].
\]

The expectation is effectively a local averaging of the likelihood around \( x \) (cf. Fig. 1B. Note that by linearity, the SNG is equivalent to an averaging of the gradients, i.e., the standard form of a nonlocal gradient, cf. [10]. Although sampled nonlocal gradients are an effective way to estimate the descent direction for non-smooth and non-convex loss surfaces, the sampling operation introduces a substantial computational overhead.

III. DYNAMICALLY SAMPLED NONLOCAL GRADIENT DESCENT

We propose an efficient approximation for sampled nonlocal gradients, which we embed into a novel algorithm named Dynamically Sampled Nonlocal Gradient Descent (DSNGD). DSNGD calculates the gradient direction as the weighted average over the optimization history of the current and past gradients. Instead of using multiple sampling operations in every attack iteration, we only add one sample to the optimization history in every iteration. Thus, a large number of samples can be used to calculate gradient directions without incurring noticeable computational overhead. The gradient calculation of DSNGD is given by:

\[
\nabla_x^{DSNGD} \mathcal{L}(F_\theta(x_t), y) := \sum_{i=1}^{t} w_i \cdot \nabla_x \mathcal{L}(F_\theta(\hat{x}_i), y)
\]

where \( \hat{x}_i \) are the noisy samples in the optimization history and \( w_i \) is the gradient weight associated to \( \hat{x}_i \). Furthermore, \( t \) describes the current attack iteration. Note that we store past gradients in memory rather than recalculating them in every attack iteration, which requires only a neglectable amount of memory. \( \text{clip}_{[a,b]}(x_t) \) is the component-wise clipping operator with value range \([a,b]\). The clipping operator is needed to ensure that the data stays in the normalized range, e.g., in the case of images. It can be discarded for other applications with unbounded data. Similar to SNG, the random variables \( \xi_t^\sigma \) are considered to be drawn i.i.d. from a distribution \( P^\sigma \) parametrized by the standard deviation \( \sigma \in \mathbb{R} \). Here \( \sigma_m \) is the \( m \)-th entry of \( \sigma \) where \( \sigma_m > 0 \), \forall m. \) We optimize each \( \sigma_m \) individually for every sample in a batch \( M \) during the respective attack. This is achieved by calculating the gradient with respect to \( \sigma \) within the attack optimization via backpropagation. The gradient update with respect to \( \sigma \) can be formalized as

\[
\sigma_{t+1} = \sigma_t - \lambda_\sigma \cdot \nabla_\sigma \mathcal{L}(F_\theta(\text{clip}_{[a,b]}(x_t + \xi_t^\sigma)), y),
\]

where \( \lambda_\sigma \) is the learning rate of the distribution hyperparameter \( \sigma \).

Using the definition of the DSNGD gradient introduced in (4), we are able to demonstrate the simplicity of incorporating our method in other gradient-based methods with the example of PGD attacks. An DSNGD-based PGD attack is formally given by

\[
x_{t+1} = \Pi_S( x_t + \alpha \cdot \text{sign}(\nabla_x^{DSNGD} \mathcal{L}(F_\theta(x_t), y)),
\]

where \( \Pi_S() \) is a projection operator that keeps the perturbation \( \gamma \) within the set of valid perturbations \( S \) and \( \alpha \) is the step size of the attack. We start the iterative update with \( x_0 = x \).

IV. EXPERIMENTS

We conduct several experiments to evaluate DSNGD. We first analyze if DSNGD can improve the success rate of adversarial attacks compared to GD. Secondly, we inspect the performance difference between several attacks, as efficient attacks play an important role in facilitating the evaluation of model robustness in real-world applications. Furthermore, we explore the possibility of combining DSNGD with other methods, like Output Diversified Initialization (ODI) [28], which is designed to improve the starting point of an attack. Lastly, we analyze the ability of DSNGD to better approximate the global descent direction and show that DSNGD is effective for non-convex loss surfaces.
A. Setup

In the following we give an overview of general hyperparameters used for the experiments, including threat model, training, evaluation, and datasets. We describe dataset-specific hyperparameters as the model architecture in the corresponding sections.

1) Threat Model: In this work we focus our evaluation on the $L_\infty$ norm and untargeted attacks. We combine our proposed method, DSNGD, with state-of-the-art attacks, including PGD [19] and PGD with Nesterov Momentum (N-PGD) [18], which we call DSN-PGD and DSN-N-PGD respectively. We additionally combine all PGD-based attacks with ODI [28]. ODI-based attacks achieve one of the highest success rates on the Madry MNIST leaderboard [19]. Moreover, we compare our approach to the B&B attack [4], one of the most recent and effective gradient-based attacks. We additionally evaluated if models are obfuscating their gradients with the zeroth order Simultaneous Perturbation Stochastic Approximation (SPSA) attack [26, 29].

We limited the amount of model evaluations to 2000 for each gradient-based attack as we generally did not observe any success rate increases for more evaluations. We distributed the model evaluations over multiple restarts, such that $R \cdot I = 2000$, where $R$ denotes the total number of restarts and $I$ the amount of attack iterations. We tried multiple combinations of model evaluations and restarts, as we observed that for a fixed budget of total evaluations this has considerable impact on the performance of the attacks. For the standard PGD attack we obtained the highest success rates between 20 – 400 iterations and 5 – 100 random restarts. For DSN-PGD attacks we used 400 iterations and 5 random restarts. For both DSN-PGD and PGD we explored step sizes between $\alpha = \frac{1}{40} \epsilon$ and $\alpha = \frac{1}{2} \epsilon$. For the momentum-based attacks, we considered momentum values between 0.5 and 1.0. We used the AdverTorch [9] implementation of the B&B attack and performed it with 2000 iterations. We considered learning rates between 0.0001 and 0.01 for the B&B attack. The SPSA attack was performed with 100 steps and a sample size of 8192, as shown to be effective in [29]. We used 2 ODI steps to warmstart any ODI enhanced adversarial attack as proposed in the original paper [28]. We performed all attacks on the same subset of 1000 (10%) randomly selected test images as in [4, 29].

B. Data and Architectures

Three different image classification datasets were used to evaluate the efficiency of the adversarial attacks (MNIST [17], Fashion-MNIST [32] and CIFAR10 [15]). We split each dataset into the predefined train and test sets and additionally removed 10% of the training data for validation.

1) Training: We evaluated our attack on two of the strongest empirical defenses to date, adversarial training [1, 19, 29] and TRADES [33]. We additionally explore a defense based on restricting the hidden space of neural networks (HSR) [20], that has shown to be robust against PGD but has proven to be ineffective against stronger attacks [7]. For adversarial training we used the fast-FGSM-based adversarial training algorithm [30]. In preliminary experiments on MNIST we observed that the loss surfaces of these models are not as convex as described in prior work [16] (see Fig. 3A) compared to models trained with PGD-based adversarial training. For comparison we additionally trained each model with the typically used PGD-based adversarial training [19]. To evaluate the methods proposed in [33] and [20] we used the pre-trained models provided by the authors. For fast-FGSM-based training we used the same hyperparameters as proposed in [30]. For PGD-based training we used 7 steps and a step size of $1/4 \epsilon$ [19]. All self-trained networks were trained and evaluated 5 times using stochastic gradient descent with the Adam optimizer ($\beta_1 = 0.9$, $\beta_2 = 0.999$) [14]. We used a cyclical learning rate schedule [25], which has been successfully used for adversarial training in prior work [30]. Thereby, the learning rate $\lambda$ was linearly increased up to its maximum $\Lambda$ over the first 2/5 epochs and then decreased to zero over the remaining epochs. The maximum learning rate $\Lambda$ was estimated by increasing the learning rate of each individual network for a few epochs until the training loss diverged [30]. All models were optimized for 100 epochs, which was sufficient for convergence. The checkpoint with the lowest adversarial validation loss was chosen for testing.

2) MNIST: consists of greyscale images of handwritten digits each of size $28 \times 28 \times 1$ (60,000 training and 10,000 test). We used the same MNIST model as in [30]. However, we doubled the number of filters for the convolutional layers, as we noticed that the performance of the model sometimes diverged to random guessing during training. As in prior work, we used a maximum perturbation budget of $\epsilon = 0.3$.

3) Fashion-MNIST: consists of greyscale images of 10 different types of clothing, each of size $28 \times 28 \times 1$ (60,000 training and 10,000 test). The Fashion-MNIST classification task is slightly more complicated than MNIST, as it contains more intricate patterns. We used the same model architecture as for MNIST. The optimal learning rate we found for Fashion-MNIST was approximately 0.007. To the best of our knowledge there is no standard perturbation budget $\epsilon$ commonly used for Fashion-MNIST. Since this dataset contains more complicated patterns than MNIST we used a lower maximum perturbation budget of $\epsilon = 0.15$.

4) CIFAR10: consists of color images, each of size $32 \times 32 \times 3$, with 10 different labels (50,000 training and 10,000 test). CIFAR10 is the most challenging classification task out of the three. For CIFAR10 we used the same PreActivation-ResNet18 [13] architecture as in [30]. All images from the CIFAR10 dataset were standardized and random cropping and horizontal flipping were used for data augmentation during training as in [13, 19, 30]. We found the optimal learning rate to be around 0.21. In line with previous work, we set the maximum perturbation budget to $\epsilon = 8/255$.

C. Experiments on DSNGD Parameters

1) Noise Distribution: To combine DSNGD with an adversarial attack, we need to define the distribution $P^*$ from which we sample data points. This distribution should sample
data points on the manifold of possible solutions of the optimization problem to provide informative gradients. For example, this can be a uniform distribution for the $L_\infty$-norm (sampling in the hypercube) or a Gaussian distribution for the $L_2$-norm (sampling in the hypersphere). For other optimization problems, e.g., finding an adversarial rotation that will result in a misclassification, one could sample random rotations within a learnable angle. Since we performed all attacks in the $L_\infty$ norm, we used a uniform distribution for all experiments. The optimal standard deviation $\sigma$ of the distribution differs depending on the optimization problem. In practice, the search space for the optimal standard deviation $\sigma$ to $0 < \sigma < \epsilon$ since the gradient information outside of the attack radius should be non-relevant for the optimization of the attack. We started with $\sigma = \epsilon$ and set $\lambda_2 = 1$ for all experiments.

2) Sampling: In a preliminary experiment we evaluated if the performance of adversarial attacks increases by using sampled nonlocal gradients (SNGs). Therefore, we replaced the gradient of a PGD attack with the SNG in (2) and evaluated the performance with an increasing amount of sampling operations $N$ on the MNIST validation set. Each sampling operation increases the computational overhead of SNG-based attacks but should in turn improve the calculated descent direction. We observed that the success rate monotonically increased for large amounts of sampling operations until it saturates at around $N = 500$ (see Fig. 2). In practice, the amount of sampling operations is limited by the computation budget. This makes this approach infeasible in practice, as the computational effort increases substantially with the amount of sampling operations.

3) Weighting: We expect gradients of inputs that have a large distance to the current data point to be less relevant to the optimization. In line with this intuition, we observed that naively averaging the gradients results in weak attacks and propose to weight them according to their input distance. Since we focus on $L_\infty$ norm attacks, we consider the $L_\infty$ norm as the distance measure between data points. The weights are set based on the following rule:

$$w_i = \begin{cases} \exp(-\beta||x_i - \hat{x}_i||_\infty), & \text{if } ||x_i - \hat{x}_i||_\infty > \sigma, \\ 1, & \text{otherwise}. \end{cases}$$

where $x_i$ is the current data point and $\hat{x}_i$ is the noisy input of the $i$-th attack iteration. This results in a lower importance of the gradients $\nabla \hat{x}_i$ where the associated input $\hat{x}_i$ has an $L_\infty$ norm distance to the current adversarial example greater than $\sigma$. At the same time, input samples which are still within the uniform sampling distribution defined by $\sigma$ are assigned a large weight. We did not observe considerable differences for $\beta$ values between 5 and 20 and set $\beta = 10$ for all experiments.

V. RESULTS AND DISCUSSION

A. Success Rate

Table I demonstrates that the proposed DSN-PGD attack surpasses the mean success rate of prior attacks in our experiments in 7 out of 9 cases. No consistent performance increase can be observed when combining any of the PGD-based methods with Nesterov momentum. Nesterov PGD (N-PGD) outperforms PGD in 3 out of 9 cases and SN-Nesterov-PGD

| MNIST   | Clean | FGSM   | PGD   | N-PGD | B&B   | DSN-PGD | DSN-N-PGD | SPSA |
|---------|-------|--------|-------|-------|-------|---------|-----------|------|
| fast-FGSM | 99.2 ±0.0 | 96.4 ±2.5 | 88.8 ±3.3 | 88.6 ±4.1 | 86.8 ±3.3 | **85.0 ±2.0** | 85.2 ±1.0 | **92.4 ±3.2** |
| PGD     | 99.0 ±0.0 | 97.0 ±2.2 | **92.4 ±2.1** | 93.6 ±2.1 | 90.8 ±3.3 | **90.1 ±1.0** | **90.1 ±2.0** | **95.0 ±3.3** |
| TRADES [33] | 99.5 | 96.2 | 91.2 | 91.6 | 90.6 | **89.9** | **90.0** | **92.2** |

| F-MNIST  | Clean | FGSM   | PGD   | N-PGD | B&B   | DSN-PGD | DSN-N-PGD | SPSA |
|----------|-------|--------|-------|-------|-------|---------|-----------|------|
| fast-FGSM | 85.4 ±1.6 | 74.8 ±4.6 | 60.4 ±6.8 | 61.6 ±8.5 | 60.5 ±8.5 | **58.4 ±8.5** | 59.6 ±8.5 | **66.6 ±8.5** |
| PGD      | 85.7 ±1.6 | 83.2 ±5.5 | 70.0 ±7.1 | 69.2 ±8.7 | 70.2 ±6.5 | **67.6 ±5.5** | **67.4 ±6.6** | 74.2 ±6.6 |

| CIFAR10  | Clean | FGSM   | PGD   | N-PGD | B&B   | DSN-PGD | DSN-N-PGD | SPSA |
|----------|-------|--------|-------|-------|-------|---------|-----------|------|
| fast-FGSM | 83.6 ±1.6 | 54.0 ±1.7 | 43.4 ±6.4 | 44.0 ±4.4 | **37.0 ±1.5** | **37.0 ±1.3** | 39.0 ±12 | 49.1 ±6 |
| PGD      | 79.4 ±1.6 | 55.0 ±1.3 | 48.4 ±2.1 | 49.6 ±2.1 | 48.9 ±1.3 | **47.0 ±1.2** | 47.2 ±1 | 50.5 ±4 |
| TRADES [33] | 84.9 | 63.2 | 59.3 | 59.2 | 58.3 | **58.0** | 58.4 | 60.2 |
| HSR [20] | 89.3 | 60.2 | 27.1 | 32.4 | **0.0** | **0.0** | 12.3 | 42.1 |

TABLE I: Mean accuracy and standard deviation (%) for various adversarial attacks. The attack with the highest success rate is displayed in bold for each row (lowest accuracy). fast-FGSM- and PGD-trained models were trained and evaluated five times.

Fig. 2: Average attack success rate (A) and cosine similarity (B) between subsequent gradient directions of a SNG-based PGD attack for varying amounts of sampling operations $N$ for the MNIST dataset (x-axis is on a logarithmic scale). The dotted blue line indicates the average cosine-similarity for a PGD-based attack.

Fig. 2: Average attack success rate (A) and cosine similarity (B) between subsequent gradient directions of a SNG-based PGD attack for varying amounts of sampling operations $N$ for the MNIST dataset (x-axis is on a logarithmic scale). The dotted blue line indicates the average cosine-similarity for a PGD-based attack.
For MNIST and Fashion-MNIST, the performance was not improved if DSNGD has a bigger impact on models with non-convex loss surfaces, where the global descent direction is hard to approximate for standard GD. Therefore, we construct an approximate visualization of the loss landscape by calculating the loss value along the direction of a successful adversarial perturbation ($\delta$) and a random orthogonal direction ($\delta^{\perp}$)

The following section summarizes additional experiments: 1) combination of DSNGD with ODI, 2) the ability to approximate the global descent direction between GD- and DSNGD-based attacks, and 3) the effectiveness of DSNGD on increasingly convex loss surfaces.

1) Combination with ODI: We evaluate if combining the different PGD-based attacks with Output Diversified Initialization (ODI) increases their success rate. Combining ODI with PGD yields the same benefit as combining it with DSNGD in our experiments. On the CIFAR10 dataset, initialization with ODI yields the biggest improvement for PGD and DSNGD with 1.8% and 2.2% increase in success rate respectively. For MNIST and Fashion-MNIST, the performance was not changed considerably. This is in line with the original paper, where the success rate increased only marginally on the MNIST dataset and more substantially on CIFAR10 [28]. The (DSN-N-PGD) outperforms DSN-PGD in 1 out of 9 cases. We additionally analyze the performance for individual runs as the standard deviation is high in some cases (e.g., F-MNIST). For all experiments where DSN-PGD shows the highest mean success rate it also shows the highest success rate for all individual models. DSN-PGD showed equal performance compared to the B&B attack for two models. This includes one of the models trained with fast-FGSM (CIFAR10) and the pre-trained model of [20]. Both models exhibit low accuracy against the B&B and DSN-PGD attack but show robustness against the other attacks including SPSA. We observed that these model showed signs of obfuscated gradients (see loss surface in Fig. 3A). These results indicate that the DSN-PGD attack is more reliable for models with obfuscated gradient information than standard PGD.

### B. Runtime Comparison

Table II shows the runtime average and standard deviation for each attack to achieve standard PGD performance. The values are calculated over all experiments shown in Table I. Due to the lack of gradient information, SPSA requires a high amount of model evaluations. The SPSA attack does not achieve PGD performance in our experiment with 400 times the computational budget. The Foolbox [22] implementation provided by the authors of the B&B attack [4] is also considerably slower than PGD for the same amount of model evaluations in our experiments. DSN-PGD achieves the same success rate compared to PGD considerably faster while at the same time achieving higher success rates with the same amount of model evaluations. The runtimes of the attacks were compared on a Nvidia GeForce GTX1080.

### C. Additional Experiments

The following section summarizes additional experiments: 1) combination of DSNGD with ODI, 2) the ability to approximate the global descent direction between GD- and DSNGD-based attacks, and 3) the effectiveness of DSNGD on increasingly convex loss surfaces.

#### 1) Combination with ODI

We evaluate if combining the different PGD-based attacks with Output Diversified Initialization (ODI) increases their success rate. Combining ODI with PGD yields the same benefit as combining it with DSNGD in our experiments. On the CIFAR10 dataset, initialization with ODI yields the biggest improvement for PGD and DSNGD with 1.8% and 2.2% increase in success rate respectively. For MNIST and Fashion-MNIST, the performance was not changed considerably. This is in line with the original paper, where the success rate increased only marginally on the MNIST dataset and more substantially on CIFAR10 [28].

#### 2) Approximation of the Adversarial Direction

To get a better understanding of the effectiveness of DSNGD, we inspect if DSNGD-based PGD attacks approximate the final direction of a successful adversarial attack more accurately. This is achieved by computing the average cosine similarity between subsequent iterations of the attack. Fig. 4 shows that increasing the total maximum length of the optimization history $T$ simultaneously increases the cosine similarity between subsequent attack iterations. Limiting the history length reduces the success rate of the attack and the average cosine similarity between attack iterations. The observed effect with a history length of $T = 1000$ is approximately equivalent to using $N = 100$ sampling operations in every attack iteration as displayed in Fig. 2. The averaging of multiple gradients effectively approximates a smoothing of the loss function of the neural network $F_{\theta}$. The smoothing removes specific artifacts and minor local minima present in the loss landscape. Furthermore, it is automatically adapted to the optimization problem through the learnable hyperparameter $\sigma$ of the sampling distribution. Thus, the final adversarial direction is estimated more accurately by the DSNGD-based attack compared to traditional PGD attacks.

#### 3) Loss Surface

After observing that DSNGD can improve the approximation of the global descent direction, we examined if DSNGD has a bigger impact on models with non-convex loss surfaces, where the global descent direction is hard to approximate for standard GD. Therefore, we construct an approximate visualization of the loss landscape by calculating the loss value along the direction of a successful adversarial perturbation ($\delta$) and a random orthogonal direction ($\delta^{\perp}$)
Fig. 3: Representative loss surfaces around a clean sample \(X_\text{i}\) (red dot) for a fast-FGSM-trained model (A) and a PGD-trained model (B). We calculate the loss value for sample \(x_\text{i} + \epsilon_1 \cdot \gamma + \epsilon_2 \cdot \gamma^\perp\) where \(\gamma\) is the direction of a successful adversarial attack and \(\gamma^\perp\) a random orthogonal direction. In addition, the behavior of \(\sigma\) for individual samples throughout the attack optimization of a single batch is shown.

Fig. 4: Average attack success rate (A) and cosine similarity (B) between subsequent gradient directions of a DSN-PGD attack for varying length of the optimization history \(T\) for the MNIST dataset (x-axis is on a logarithmic scale). The dotted blue line indicates the average cosine-similarity for a PGD-based attack.

VI. CONCLUSION

In this paper we propose Dynamically Sampled Nonlocal Gradient Descent (DSNGD), an easy-to-implement modification of gradient descent to improve its convergence for non-convex and noisy loss surfaces that scales to high-dimensional optimization tasks. Through our experiments on three different datasets, we demonstrate that this method can be effectively combined with state-of-the-art adversarial attacks to achieve higher success rates. Furthermore, we show that DSNGD-based attacks are substantially more query-efficient than current state-of-the-art attacks. Although the method proved to be effective in our experiments, larger datasets like ImageNet [8] can be explored. Additionally, the performance in other application areas will be evaluated.
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