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Abstract

An important aspect of AI design and ethics is to create systems that reflect aggregate preferences of the society. To this end, the techniques of social choice theory are often utilized. We propose a new social choice function motivated by the PageRank algorithm. The function ranks voting options based on the Condorcet graph of pairwise comparisons. To this end, we transform the Condorcet graph into a Markov chain whose stationary distribution provides the scores of the options. We show how the values in the stationary distribution can be interpreted as quantified aggregate support for the voting options, to which the community of voters converges through an imaginary sequence of negotiating steps. Because of that, we suggest the name “convergence voting” for the new voting scheme, and “negotiated community support” for the resulting stationary allocation of scores.

Our social choice function can be viewed as a consensus voting method, sitting somewhere between Copeland and Borda. On the one hand, it does not necessarily choose the Condorcet winner, as strong support from a part of the society can outweigh mediocre uniform support. On the other hand, the influence of unpopular candidates on the outcome is smaller than in the primary technique of consensus voting, i.e., the Borda count. We achieve that without having to introduce an ad hoc weighting that some other methods do.

1 Introduction

Voting is important to the human society, as many collective decisions are made by means of elections and referenda (Brandt et al. 2016, Hao and Ryan 2016). Voting-based mechanisms are also used in design of artificial intelligence systems to aggregate goals of individual agents into a cohesive collective decision (Weiss 1999), or to design AI systems that work in accordance with aggregate preferences of the society (Baum 2020). There is a multitude of different aggregation schemes, called social choice rules, each answering different needs (Arrow, Sen, and Suzumura 2002, Shoham and Leyton-Brown 2009, Brandt et al. 2016).

Voting and Consensus. It has been known for almost 70 years that no social choice rule can satisfy all the desirable theoretical properties of non-dictatorship, universality, independence of irrelevant alternatives, and unanimity (Arrow 1950). Thus, the designer of a voting scheme must decide which properties are more dispensable. Perhaps more importantly, practical political and social concerns lead to different solutions, from rules that favor the broadest possible representation of the society and protection of minorities, to ones that focus on the effectiveness of the elected body and usually favor the majority. The problem at hand may be even subtler when a candidate’s goal is not to win the election but rather to lose by a slight margin.

The idea of consensus voting rules is to somehow reconcile the two extremes. Typical examples of consensus-oriented rules include Condorcet voting and variants of Borda, but one can argue that Single Transferable Vote (STV) and Instant-Runoff Voting (IRV) are driven by similar concerns (Robert et al. 2011). Even the two-round system used in many presidential elections (also known as the second ballot) can be seen as a crude attempt to balance the will of majority with the breadth of influence.

Convergence Voting. Our starting point is a collection (complete or not) of pairwise comparisons of voting options by the voters. Pairwise comparisons are not only important in voting schemes but are also very suitable for a machine learning setting (Fürnkranz and Hüllermeier 2010). This paper is based on the observation that, in human communities, consensus is often reached iteratively rather than in a single step, through negotiations that eventually converge to some agreement (Hegselmann and Krause 2002). Following that intuition, we propose a procedure that takes as input the matrix (or, equivalently, graph) of pairwise comparisons between voting options, and produces a distribution of weights that we call scores, which is reached via an imaginary sequence of negotiating steps in the community of voters. Each score represents the aggregate popularity of the associated option. Our main contributions are: the definition of the voting scheme, its interpretation as a negotiated community support, and the description of two infinite negotiating procedures both producing the same scores in their limits.

To this end, we propose a simple but non-trivial transformation of the graph into a discrete Markov chain. That is, transition probabilities between the voting options are as-

¹E.g. a region can have no economical interest to gain independence, but wishes to demonstrate to the central government that independence is feasible so as to obtain wider autonomy.
signed to the graph based on the number of voters who prefer one option over another. The uniform probability distribution over the options in the graph can be seen as representing a non-discriminatory initial ranking of the options. The chain then determines a unique sequence of distributions as the transition matrix is applied on the initial distribution once, twice and so on, corresponding to the steps of the negotiation process. For our Markov chain, this always converges to a stationary distribution, which defines the output of our procedure. Namely, the score of each option is defined as its probability in the limiting stationary distribution.

The scores can be used in various ways, such as the voting option with the highest score can be chosen as the winner, or, for elections of collective bodies (e.g., parliament), the scores could define the shares of different parties in the composition of the body, and so forth.

**Convergence Voting as Imaginary Negotiation Process.** The new social choice function\(^2\) is supposed to capture the spirit of iterative mutual adjustments in the society. We provide two related views of this imaginary negotiation process: one based on iterative reallocation of community support, and the other one in terms of iterated probabilistic change of the selected decision. According to the former, the negotiations transform a quantified negotiated community support for the voting options. The process starts with an even distribution of support. Then, at each negotiation round, every voter has an equal share of the support value on each option, which she can further divide into equal parts, and redistribute over the other options. This redistribution of the shares results in a new assignment of support, from which the next round can be executed in the same manner. As the limiting stationary distribution is stable under the above rearrangement of shares, it can be considered as a consensus.

In the probabilistic interpretation, we assume that, at each round, a single option is contemplated by the society as a tentative winner. The very first option is chosen uniformly at random. Then, a voter and another voting option are chosen uniformly at random. If the voter prefers the other option, the society moves on to contemplate the latter one, otherwise they stick with the previous one; this sequence of steps is repeated ad infinitum. We notice that a random walk in the Markov chain corresponds to a sequence of shifts between one contemplated winner to another. Thus, our score can be interpreted as the frequency with which the given option will occur in the sequence. By the ergodic theorem, that frequency agrees with our score by probability 1.

**Computing the Winner(s).** Convergence voting has two welcome computational properties. First, convergence is guaranteed for any pairwise comparison graph given as input. Secondly, the output distribution is very easy to compute. In fact, there is no need to carry out the actual iterations, as the distribution can be obtained by solving a simple set of linear equations. Thus, one can determine the output without simulating the asymptotic convergence of opinions by which the rule is defined.

\(^2\)Throughout the paper, we will use the terms social choice rule, voting rule, and social choice function interchangeably.

**Structure of the Paper.** The paper is structured as follows. In Section 2 we summarize the background we need from the theory of social choice as well as the basics of the theory of Markov chains. In Section 3 we motivate and define our new voting scheme. In Section 4 we show how convergence voting can be considered as a consensus reached by an infinite number of negotiating steps. Here we also introduce our notion of a negotiated community support. Finally in 5 we compare our scheme to other notable schemes and consider each of Arrow’s properties. Besides the technical definitions, we have also provided a number of simple examples and verbal explanations to make it suitable to a multi-disciplinary audience.

1.1 Related Work

We propose a social choice function based on a probabilistic model of possible iterated change of support for voting options. In a way, this extends the idea behind the STV and IRV voting rules which also have iterative reassignment of votes, albeit in a very limited manner (Bartholdi and Orlin 1991; Cary, 2011; Robert et al. 2011). More generally, iterative voting procedures have been explored e.g. in (Meir et al. 2010; Lev and Rosenschein 2012; Grandi et al. 2013; Hassanazadeh et al. 2013; Obraztsova et al. 2015). However, those approaches assume that the voting itself proceeds in rounds, and the participants can change their votes from one round to another. This is typically modeled as a game in which the voters choose deterministic long-term strategies, and the convergence to a Nash equilibrium is studied. In contrast, our approach assumes that the voters express their preferences once, and the outcome is defined by convergence of a virtual probabilistic procedure.

In this sense, our proposal is closer to the work on iterative judgment aggregation in (Slavkovik and Jamroga 2014), although the mathematical details differ completely (the procedure in (Slavkovik and Jamroga 2016) is not probabilistic in the first place). Also, the work on viscous democracy (Boldi et al. 2011) comes close. The differences are as follows: (i) our model focuses on the flow of support between candidates, whereas (Boldi et al. 2011) is based on the flow of power between voters; (ii) we assume constant influence of the voter over the collective decision (i.e., single ballot), while they assume constant influence over peers (via the delegation factor); (iii) we model the flow of support with a Markov chain, while (Boldi et al. 2011) uses arbitrary (non-normalized) weighted graphs to model the flow of influence.

Mathematically, our new voting rule has been inspired by the Google PageRank algorithm of ranking web pages (Brin and Page 1998). In particular, we follow the idea of transforming an arbitrary graph into a Markov chain, and using its stationary distribution to rank options. Moreover, the mathematical structure of convergence voting is similar to rank aggregation algorithms for tournaments, based on statistical estimators, especially MC3 (Dwork et al. 2001) and Rank Centrality (Negahban, Oh, and Shah 2013, 2017). In fact, the output of our rule coincides with MP3/Rank Centrality on total preference profiles, i.e., when all voters have strict preference between each pair of candidates. Note,
however, that MP3/Rank Centrality have been proposed for a different purpose, namely to statistically estimate an objectively existing “worth” of goods on the market or players in a sport tournament. Consequently, we are driven by different intuitions, and we construct our function based on two arguments, all different from theirs. We are not looking for an estimator, but instead we are trying to obtain a good aggregation of preferences, independently of the voting options’ objective qualities. Even more importantly, our social choice function returns significantly different (and arguably more intuitive) output for partial preferences, i.e., when some voters are indifferent w.r.t. some voting options.

2 Preliminaries

2.1 Voting Rules

We recall the notion of a social choice function that formalizes collective decision making, usually realized by voting.

**Definition 2.1 (Social choice function)** Let $\mathcal{V}$ be the set of agents (also called voters), $\mathcal{V}O$ the set of votable options, and $\text{Pref}$ a set of strict partial order relations over $\mathcal{V}O$. The relations are used to represent the voters’ preferences over options. Let $\text{Out}$ be the set of voting outcomes. A social choice function is a mapping $C : \text{Pref}^{\mathcal{V}} \rightarrow \text{Out}$ that aggregates individual preferences of the voters into a collective decision. That is, for each preference profile $(\prec_1, \ldots, \prec_{|\mathcal{V}|}) \in \text{Pref}^{\mathcal{V}}$, the function returns an outcome $o \in \text{Out}$.

Social choice functions provide an abstraction for the decision-making mechanism behind elections, referendum, plenary votes, etc. The voters express their preferences (usually, by filling in and casting their ballots), and the social choice function determines the outcome. In case of an election, the voting options can be often identified with the set of candidates (persons, parties, committees) that stand in the election. In case of referenda and plenary votes, the options are issues to be decided upon. The voting outcomes are typically seen as either a preference relation over the voting options, a ranking of the options (e.g., the tally), or the option selected as the winner. One can also see this as a 2-stage process, with a ranking produced first from the ballots, and a winner (or winners) determined next according to the ranking. This is the view we adopt in this paper.

Note that we allow for partial preferences. When a voter does not compare two options $A$ and $B$, we interpret that as the voter is indifferent about which choice is better, $A$ or $B$.

**Example 2.2 (Majority, plurality, and Borda)** Consider a presidential election with 3 candidates: $\mathcal{V}O = \{A, B, C\}$ and 5 million voters, with the following distribution of preferences: $B \prec C \prec A$ (1M voters), $C \prec A \prec B$ (1M voters), $A \prec B$ (1M), $B \prec C$ (1M), and $C \prec A$ (1M). Note that many voters express only partial preferences between the candidates. $A$ and $B$ are most preferred by 2M voters each, and $C$ is most preferred by 1M voters. Thus the majority rule produces no winner (no-one is on the top of over 50% of the preference orderings), and the plurality rule produces a tie between $A$ and $B$. The variant of Borda assigning the top candidate in a ballot with score $|\mathcal{V}O| - 1$, the next one with $|\mathcal{V}O| - 2$, etc. (unranked candidates getting 0) yields the scores of 6M for $A$, 5M for $B$, and 4M for $C$, thus making $A$ win.

2.2 Pairwise Comparison Graphs

Marquis de Condorcet postulated that if a candidate is preferred by the voters over any other candidate (in the sense that he/she would win a plurality election against every other candidate alone), the candidate should be the winner (Condorcet 1785). The Condorcet winner may not exist, and even if it exists it is not always an obvious best choice. Nevertheless, Condorcet criterion draws attention to pairwise comparisons between voting options. They provide an important abstraction of a preference profile which helps to balance conflicting preferences of different voters and reach a consensus. This can be conveniently represented by a graph.

**Definition 2.3 (PC graph, Condorcet graph)** A pairwise comparison graph (PC graph, for short) is a weighted directed graph $G = (\mathcal{X}, E)$ with no loops. The vertices correspond to the voting options, i.e., $\mathcal{X} = \mathcal{V}O$. The edges are weighted by natural numbers, i.e., $E : \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{N}$ with $E(x, x) = 0$ for any $x \in \mathcal{X}$. The weight $E(A, B)$ on the edge from $A$ to $B$ represents the strength of preference for $B$ in comparison to $A$.

Let $(\prec_1, \ldots, \prec_{|\mathcal{V}|}) \in \text{Pref}^{\mathcal{V}}$ be a preference profile for the set of voting options $\mathcal{V}O$. The associated Condorcet graph is a PC graph with vertices $\mathcal{V}O$ and $E(A, B)$ is the number of voters who prefer option $B$ over option $A$, that is, the cardinality of the set $\{i \in \{1, \ldots, |\mathcal{V}|\} : A \prec_i B\}$.

**Example 2.4** The Condorcet graph for the preference profile of Example 2.2 is shown in Figure 1. Clearly, the election has no Condorcet winner ($A$ is defeated by $B$, $B$ is defeated by $C$, and $C$ by $A$). On the other hand, $A$ seems intuitively the strongest option, as its win over $C$ is somewhat stronger than the wins of $C$ over $B$ and $B$ over $A$.

**Example 2.5** Consider also another scenario, of a parliamentary election with only two parties, $A$ and $B$. Let $n_{AB}$ be the number of voters that prefer $B$ over $A$, and $n_{BA} > n_{AB}$ be the ones preferring $A$ over $B$. The Condorcet graph for the election is presented in Figure 1. Here, $A$ is clearly the Condorcet winner. However, this does not answer the question *how many seats should be allocated to each party*.
2.3 Discrete-Time Markov Chains

We briefly summarize here what we need from the theory of Markov processes. Let \( X = \{ x_1, ..., x_n \} \) be a finite state space. A discrete-time, time-homogeneous finite Markov chain over \( X \) is a sequence of random variables \( (X(t))_{t \in \mathbb{N}} \) over some probability field \((\Omega, \mathcal{F}, \mathbb{P})\), taking values in \( X \), such that for all \( t \in \mathbb{N}, i, j, k_0, ..., k_{t-1} \in \{1, ..., n\}, \)

\[
P_r(X^{(t+1)} = x_j | X^{(t)} = x_i) = P_r(X^{(t)} = x_j | X^{(t-1)} = x_{k_{t-1}}, ..., X^{(0)} = x_{k_0})
\]

The process is called Markov because it is memoryless, as the above conditional probability does not depend on the history \( x_{k_{t-1}}, ..., x_{k_1} \), only on the current state \( x_i \) and the target state \( x_j \). It is a chain because it is discrete, it is infinite because \( X \) is finite, it is discrete time because \( t \) is in \( \mathbb{N} \), and it is time-homogeneous because the transition probability does not depend on \( t \).

Such a process can be represented as a finite directed labeled graph with \( X \) as the set of vertices, \( X \times X \) as the set of directed edges \((x_i, x_j)\) pointing from \( x_i \) to \( x_j \) and labeled by \( P_{ij} \) transition probability from \( x_i \) to \( x_j \). For all \( t \in \mathbb{N} \) and \( i \in \{1, ..., n\} \), let \( p_{ij}^{(t)} := P_r(X^{(t)} = x_j | x_i) \), and let \( p^{(t)} \) denote the row vector \((p_{ij}^{(t)}, ..., p_{jn}^{(t)})\). Then with the transition matrix \( P := (P_{ij})_{i,j \in \mathbb{N}} \), we have that \( p_{ij}^{(t+1)} = p_{ij}^{(t)} P \) for all \( t \in \mathbb{N} \), where \( p^{(t)} \) is the row vector \( p_{ij}^{(t)} \) multiplied from the right with the matrix \( P \). Clearly, \( P^{(u)} := P^u \) (the matrix \( P \) multiplied by itself \( u \) times) for some \( u \in \mathbb{N} \) gives the transition probabilities from \( x_i \) to \( x_j \) after \( u \) number of steps, and \( p_{ij}^{(t+u)} = p_{ij}^{(u)} P^{(u)} \).

Since all rows of \( P \) add to 1, the column vector with 1 in all entries is a right eigenvector with eigenvalue 1. The left eigenvectors with eigenvalue 1, whose components add up to 1, are called stationary distributions of the Markov chain as they are invariant under the application of the transition matrix \( P \). As 1 is always an eigenvalue, there is at least one stationary distribution. When the transition matrix is such that for all \( i, j \in \{1, ..., n\} \) it allows a transition from \( x_i \) to \( x_j \), and also from \( x_j \) to \( x_i \), with non-zero probability (that is, when there are some \( u, v \in \mathbb{N} \) such that \( P_{ij}^{(u)} \neq 0 \) and \( P_{ji}^{(v)} \neq 0 \) then the Markov chain is called irreducible. An irreducible finite Markov chain always has a unique stationary distribution \( \bar{p} \). If furthermore the irreducible finite Markov chain is also aperiodic (that is, for all \( i \in \{1, ..., n\} \), for large enough \( u \in \mathbb{N} \), \( P_{ii}^{(u)} > 0 \), then \( \lim_{t \to \infty} p_{ij}^{(t)} = \bar{p}_{ij} \) no matter what the \( P^{(0)} \) initial distribution is, with the limit being taken component-wise. Furthermore, the ergodic theorem of Markov processes states that for irreducible aperiodic

Markov chains, the probability of the set of all those infinite chains for which the number of visits to each state \( x_i \) until step \( t \) divided by \( t \) converges to \( \bar{p}_{ii} \), equals 1.

By renumbering the states, the transition matrix of any finite Markov chain can be brought to the canonical form

\[
P = \begin{pmatrix}
P_1 & 0 & \cdots & 0 & 0 \\
0 & P_2 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & P_m & 0 \\
S_1 & S_2 & \cdots & S_m & Q
\end{pmatrix}
\]

Where \( P_k \)'s, \( S_k \), and \( Q \) are also matrices, the \( 0 \)'s have all 0 entries, \( Q \) has no closed communication class (any chain will lead out of the states on which \( Q \) acts by probability 1), and each \( P_k \) is irreducible. Taking \( \bar{p}_k \) (where \( k \) is a natural number between 0 and \( m \)) to be the stationary distribution of \( P_k \), any stationary distribution of \( P \) is a convex combination of the stationary vectors of the form \((0, \bar{p}_k, 0)\), and again \( 0 \) denotes various sized zero row vectors. If each \( P_k \) is aperiodic, \( \lim_{t \to \infty} p_{ij}^{(t)} \) is still equal to some stationary distribution. The limiting transition matrix, that is, the matrix \( P^\infty \) such that for any \( p_{ij}^{(0)} \), \( \lim_{t \to \infty} p_{ij}^{(t)} = P^\infty p_{ij}^{(0)} \) is also of canonical form if \( P \) is, with all row vectors of \( P^\infty \) being \( \bar{p}_k \), and \( Q^\infty = 0 \) on the diagonal, while \( S_k^\infty = (I - Q)^{-1} S_k \).

Example 2.6 (Markov chains for PC graphs) Given a pairwise comparison graph, one can transform it into a Markov chain by normalizing the weights of the outgoing edges for every vertex. The Markov chains obtained this way from the Condorcet graphs of Figure 1 are shown in Figure 2.

3 Convergence Voting

Our social choice function is supposed to simulate an iterative process of reaching consensus among the voters. Thus, it makes sense to use stable distributions on Condorcet graphs in order to rank the candidates. Clearly, the transition probabilities should be related to the weights in the PC graph: the stronger the preference for \( A \) over \( B \) is, the more likely the

Note that we focus on Condorcet graphs in the rest of the paper, but the method can be as well applied to PC graphs obtained in any other way.
shift from $B$ to $A$ should be. If stronger preference means higher transition probability, than it is intuitive that the stationary distribution should rank the options according to how preferred they are. However, it is not obvious how to exactly define the transition probabilities in the Markov chain. In particular, the simplest solution of using normalized Condorcet graphs does not work.

The mathematical structure of convergence voting turns out to be similar to the MP3/Rank Centrality aggregators [Dwork et al. 2001; Negaahb, Ob., and Shal 2012, 2017]. We will discuss the relationship in more detail in Section 6.1.

### 3.1 First Attempt: Normalized PC Graphs

The first idea that comes to mind is to simply calculate the transition probabilities according to the weights on the outgoing edges from each vertex. That is, to use the normalized PC graphs of Example 2.6 and Figure 2. Unfortunately, this does not work well. For the election modeled in Figures 1 and 2, the stationary distribution is $\left(\frac{1}{3}, \frac{1}{3}, \frac{1}{3}\right)$ regardless of the actual numbers $n_{AB}, n_{BA}$. That is, both options are ranked equally, even if almost the whole population supports $A$, which is clearly wrong. But if we consider the Markov chain in Figures 2a and 2b, the stationary distribution is $\frac{1}{2}$ for $A$, $\frac{1}{4}$ for $B$, and $\frac{1}{4}$ for $C$. Thus, it favors $B$, while we already remarked that $A$ seems the strongest vertex in the corresponding Condorcet graph (Figure 1b), rather than $B$.

What is the problem? Intuitively, the outgoing edges from each vertex are not normalized with respect to the same standards. The normalized edges always sum up to 1, regardless of whether they originate in a popular candidate or not. In other words, the outgoing “flow” from popular candidates is exactly the same as the “flow” from unpopular ones, while clearly the former should be much less than the latter. The normalizing factor at each vertex is different: if the weights on the outgoing vertices are small, the factor is small, while if the weights are large, the normalizing factor is large thus distorting the original proportions.

### 3.2 Solution: Adding Complement Loops

What can we do to normalize with the same denominator at each vertex? We propose to introduce loops around the vertices and put as much weight on them as to complement the others. Specifically for Condorcet graphs, we suggest that the complemented graph is constructed by adding loops such that, for any vertex, the sum of the weights on all the outgoing edges is $|V| \cdot (|VO| - 1)$. Notice that this procedure works for total as well as partial preferences of voters, i.e., not all the voters need to compare every pair of voting options. We show this formally in Section 3.3. The construction also has some appealing common-sense interpretations that will be presented in Section 4.1.

Finally note that when there are more than one closed communication classes in the PC graph (that is, when there are groups of candidates such that candidates in different groups are not compared by any voter), then the Markov stationary distribution is not unique. Hence we define our ranking to be given by the stationary distribution obtained from the initial uniform distribution. Here we state our final definitions rigorously:

**Definition 3.1 (Complemented Condorcet Graph)** Let $\mathcal{V}$ be a set of voters and let $\mathcal{O}$ be a set of voting options. Let $(\prec_1, \ldots, \prec_{|\mathcal{V}|}) \in \mathcal{P}ref^{[|\mathcal{V}|]}$ be a preference profile. Consider the Condorcet graph $(X, E)$ associated with the preference profile. We define the complemented Condorcet graph as the pair $(\mathcal{X}, E'')$ where $E''(x_1, x_2) := E(x_1, x_2)$ whenever $x_1 \neq x_2$, and $E''(x, x) := |\mathcal{V}| \cdot (|\mathcal{O}| - 1) - \sum_{x' \in \mathcal{X}, x' \neq x} E(x, x')$.

**Definition 3.2 (Convergence Voting)** Let $\mathcal{V}$ be a set of voters and let $\mathcal{O}$ be a set of voting options. Let $(\prec_1, \ldots, \prec_{|\mathcal{V}|}) \in \mathcal{P}ref^{[|\mathcal{V}|]}$ be a preference profile. Consider the complemented Condorcet graph $(\mathcal{X}, E)$ associated with the preference profile. This graph determines a Markov chain over the set of states $\mathcal{X}$ taking the transition matrix $P := (p_{ij})_{i,j \in \mathcal{X}}$ to be $p_{ij} := E(x_i, x_j)/(|\mathcal{V}| \cdot (|\mathcal{O}| - 1))$. We can rank the voting options $\mathcal{X} = \mathcal{O}$ according to the largeness of the stationary distribution of this $P$ given by starting from the uniform distribution. We use the term convergence voting for the social choice function that assigns to each preference profile the ranking obtained this way.

To see how it works, consider the two-party election in Example 2.3. The new construction produces the complemented PC graph in Figure 3. The normalizing factor is $n_{AB} + n_{BA}$, and the stationary distribution turns out to be $\left(\frac{n_{BA} + n_{BA}}{n_{AB} + n_{BA}}, \frac{n_{AB} + n_{BA}}{n_{AB} + n_{BA}}\right)$. Hence $A$ wins.

For the presidential election in Example 2.2, we obtain the graph in Figure 3, with normalizing factor 10M and stationary distribution $\left(\frac{6}{1}, \frac{4}{1}, \frac{1}{1}\right)$. Thus, $A$ is ranked best, with $B$ not far behind, and $C$ is the weakest candidate.

### 3.3 Well-Definedness

We now show that the construction is well-defined: the weights are positive, the limit always exists, and the con-
Proposition 3.3  For every loop \((x, x)\) in a complemented Condorcet graph constructed according to Definition 3.1 we have that \(E(x, x) \geq 0\).

Proof: The weight on each outgoing edge can be at most the number of voters \(|V|\), and from each vertex, there can be at most \(|V| - 1\) outgoing edges, so \(|V| \cdot (|V| - 1) \geq \sum_{x' \neq x} E(x, x')\) for all \(x \in VO\). □

Proposition 3.4  The Markov process of the complemented Condorcet graph is such that the irreducible components are all aperiodic, hence the limit exists (by Section 2.7).

Proof: A state belonging to an irreducible component must have an incoming edge with non-zero weight by definition of irreducibility. Then it also has a loop if the normalizing factor is at least \(|V| \cdot (|V| - 1)\), and aperiodicity follows. □

Proposition 3.5  The outcome of Convergence Voting is the same if we replace the normalizing factor \(|V| \cdot (|V| - 1)\) with any larger \(N\).

Proof: If the transition matrix is \(P\), the effect of increasing the normalizing factor is to switch to \(P' = rP + (1 - r)I\) for some \(r \in (0, 1)\). The eigenvectors with eigenvalue 1 are clearly the same for \(P'\) and \(P\). Working with the canonical forms, the irreducible components have only a single stable distribution each, so \(P_k^\infty\) and \(P_k^\infty\) agree. Also, \(S_k^\infty = (I - Q)^{-1}S_kP_k^\infty = (I - (rQ + (1 - r)I))^{-1}S_kP_k^\infty = (I - Q)^{-1}S_kP_k^\infty = S_k^\infty\). Hence \(P^\infty = P^\infty\). □

3.4  Graph-Theoretic Interpretation and Computational Properties

The complemented Condorcet graph in Definition 3.1 has the following graph-theoretic interpretation. For each ordered pair of voting options \((A, B)\), we construct an atomic complemented PC graph \(G_{AB}\) with vertices \(\{A, B\}\) and edges \(\{(A, B), (A, A)\}\). The edge \((A, B)\) from \(A\) to \(B\) is labeled by the number of voters who prefer \(B\) over \(A\). The loop \((A, A)\) is labeled by the number of the remaining voters. Thus, \(G_{AB}\) is focused solely on who prefers \(B\) over \(A\), and who does not. This can be formalized as follows.

Definition 3.6 (Union of graphs)  Given two (not necessarily disjoint) graphs \((X_1, E_1)\) and \((X_2, E_2)\), their union is obtained by taking the union of their vertices, and summing up the weights on the edges. Formally, it is defined as \((X, E)\) with \(X = X_1 \cup X_2\) and \(E(x, y) = E_1(x, y) + E_2(x, y)\), where \(E_1(x, y) = E_1(x, y)\) whenever \(x, y \in X_i\) and 0 otherwise.

Proposition 3.7  The complemented Condorcet graph is the union of the atomic complemented PC graphs for all the pairs from \(VO\).

Proof: Straightforward. □

Finally, the ranking has good computational properties.

Proposition 3.8  The ranking can be computed in deterministic polynomial time, more precisely in \(O(|VO|^2 \cdot |V| + |VO|^3)\).

Proof: The Condorcet graph and the corresponding Markov chain can be presented in time \(O(|VO|^2 \cdot |V|)\). Then, the computation of the stationary distribution only involves inverting matrices of at most \(|VO|\) size, which is known to be \(O(|VO|^3)\) for Gauss elimination. □

It is important to notice that the number of voting options \(|VO|\) is typically small, and while the number of voters \(|V|\) can be huge, the computation is linear with respect to \(|V|\).

3.5  How to Use the Ranking

The ranking can be used to determine the winner(s) at least in two meaningful ways. First, for a single-winner vote, the winning option can be defined as the option with the highest score.

Example 3.9  Consider the presidential election scenario of Example 2.2, which produces the stationary distribution of \((5/11, 4/11, 2/11)\) for \(A, B,\) and \(C\) respectively. According to the above interpretation, \(A\) becomes the winner with the highest score of \(5/11\).

Secondly, for elections of representative bodies (such as a parliament, university council, etc.), the seats can be divided between the parties according to the stationary distribution.

Example 3.10  Take the scenario in Example 2.2 and assume now that it corresponds to a parliamentary election involving parties \(A, B,\) and \(C\). For the distribution of \((5/11, 4/11, 2/11)\), and a 110-seat assembly, the simplest choice is to allocate 50 seats to party \(A\), 40 seats to \(B\), and 20 to \(C\).

We note that the latter approach can be easily combined with the existing practical methods of seat allocation, such as the Jefferson/D'Hondt method [Gallagher 1991].

4  Convergence Voting as Consensus Reached by Negotiation

In this section, we present two interpretations of the ranking, which give justification to our voting rule. The first, proposed in Sections 4.1 and 4.2, interprets the graph in terms of arriving at an agreed community support through an infinite sequence of imaginary negotiating steps. The second, in Section 4.3, explains the convergence graph by means of iterated probabilistic change of the decision under consideration.

It is important to observe that the final score of a voting option in our voting represents a quantification of the voters’ community’s support to be the most preferred option. If there is a single voter, the end score will allocate 1 to their highest preference and 0 to the others. But then one may ask why not just count how many times each voting option is preferred the most among the voters? The reason is that that method entirely ignores whether a voting option is the second preference or the least preferred option of a voter for whom it is not the most preferred option. One way to take that into account is the Borda count, to which we compare our method in Section 6.4.
4.1 Negotiated Community Support

Assume a set of possible collective decisions of a community (i.e., voting options $\mathcal{V}$), together with a representation of pairwise preferences in the form of the Condorcet graph. Suppose further that we want to quantify the aggregate support for each voting option within the community. The following structure can be useful.

**Definition 4.1 (Support Function)** Let $\mathcal{V} \mathcal{O}$ be the set of voting options. We call a function $s: \mathcal{V} \mathcal{O} \rightarrow [0, 1] \subset \mathbb{R}$ with $\sum_{c \in \mathcal{V} \mathcal{O}} s(c) = 1$ a normalized support function.

The big question is how to construct an appropriate support function for an actual voting input. If we had the individual support functions for all the voters, we could define the collective support as their average. Unfortunately, the exact support of each voter for each voting option is usually not known, and may not even exist. What we have instead is a preference list from each voter $v$, i.e., a strict partial order $\mathbb{O}_v$ on $\mathcal{V} \mathcal{O}$, or just pairwise comparisons. A simple way to compute aggregate support from the $\mathbb{O}_v$’s is given by the Borda count: for each voter $v$, assign the highest rank of $\mathbb{O}_v$ with the score $|\mathcal{V} \mathcal{O}|$, the next one with $|\mathcal{V} \mathcal{O}| - 1$ etc., then add the scores for each option as $v$ runs through all voters, and normalize. However, creating the individual support functions this way is somewhat ad hoc. In particular, it assumes that the difference between two subsequent options in $\mathbb{O}_v$ is always the same, which is in general hard to justify. Furthermore, it may actually be easier to just collect pairwise comparisons, like in a machine learning setting.

We propose the following procedure to model how a group of voters arrives at a reasonable community support function given a Condorcet graph:

- Start with a uniform support function $s^0$ on $\mathcal{V} \mathcal{O}$.
- The community members carry out a sequence of imaginary negotiation steps, through which they modify the support function and obtain $s^1$, $s^2$, etc.
- If this sequence converges, then the limiting function expresses the aggregate support.

Moreover, we can define the negotiation process as follows.

1. At each step $s^i$, each voter $v \in \mathcal{V}$ gets a share $\frac{1}{|\mathcal{V}|} s_i$ that she rearranges according to the following rule:
2. For each voting option $c$, the voter divides her share $\frac{1}{|\mathcal{V}|} s^i(c)$ for that candidate into $(|\mathcal{V} \mathcal{O}| - 1)$ parts corresponding to the other voting options $c' \in \mathcal{V} \mathcal{O} \setminus \{c\}$;
3. The part $\frac{1}{|\mathcal{V}|(|\mathcal{V} \mathcal{O}|-1)} s^i(c)$ corresponding to $c' \in \mathcal{V} \mathcal{O} \setminus \{c\}$ is transferred from $c$ to $c'$ if $v$ prefers $c'$ over $c$, otherwise it is kept at $c$;
4. Then, the result of all transfers for each voter are added up, obtaining $s^{i+1}$.

The following is immediate from the definitions.

**Proposition 4.2** For every $i = 0, 1, \ldots$, the process $s^i$ is a Markov chain with the same transition matrix as our convergence voting transition matrix in Definition 4.2.

By Markov’s theory, the sequence $s^0, s^1, \ldots$ converges to a stationary distribution, $s_{\mathcal{V} \mathcal{O}}$. This $s_{\mathcal{V} \mathcal{O}}$ is stationary under re-negotiation by the above rules, and hence it represents an agreement in the community reached by this imaginary process.

4.2 Generalizing the Negotiation Process

We can of course consider other ways of rearranging the individual support in each turn of the negotiations. For example, voters could rearrange all their support to their most preferred candidate, leaving nothing for the others. In this case the resulting stationary distribution of the Markov chain ranks the candidates according to the number of voters who give them the highest rank. We could also imagine that voters rearrange their support according to their individual quantified support. In that case the stationary distribution is the same as simply computing the normalized sum of the individual scores.

This idea can be easily generalized. Each voter $v$’s negotiating position could be represented by a transition matrix $P_v$, all rows adding to 1. The component $(P_v)_{ij}$ represents the fraction of $v$’s share in the current community support of the $i$’th voting option that $v$ would rather transfer to $j$. Clearly, $\sum_{j \in \mathcal{V} \mathcal{O}} (P_v)_{ij} = 1$ must hold. Such a matrix can be called $v$’s negotiating position for support redistribution. In the above special case for our convergence voting $(P_v)_{ij} = 1/(|\mathcal{V} \mathcal{O}| - 1)$ if $v$ prefers $j$ to $i$, otherwise 0, and $(P_v)_{ii}$ is what remains from 1. Another special case is when voter $v$ knows exactly how they want distribute their share of resources (i.e. $v$ has his individual support function) then $P_v$ has identical rows agreeing with $v$’s support function. If the voters are not equal (for example, their share of support could be weighted by the fraction of stock they hold in a company), then to each voter $v$ a share $h_v$ is assigned such that $\sum_{v \in \mathcal{V}} h_v = 1$. Then the weighted sum $P = \sum_{v \in \mathcal{V}} h_v P_v$ gives the transition matrix that rearranges all the supports of the voters according to their wish and their share of the support. In consequence, we arrive at the following definition.

**Definition 4.3 (Renegotiated Community Support)** Let $\mathcal{V}$ be a community of voters, let $\mathcal{V} \mathcal{O}$ be a set of voting options. Let $s$ be an initial normalized support function on $\mathcal{V}$. Let the transition matrix $P_v$ denote voter $v$’s negotiating position for the support rearrangement. Let $h_v$ be voter $v$’s share in the support. Then $P := \sum_{v \in \mathcal{V}} h_v P_v$ defines a transition matrix for a Markov chain over $\mathcal{V} \mathcal{O}$, and the stationary distribution $s'$ that is reached starting from $s$ is called renegotiated normalized community support. If there is no initial support function, uniform distribution is used as the initial support, and we can call it negotiated normalized community support.

4.3 Iterated Change of Decision

To construct the second interpretation of convergence voting, we observe that the transition matrix given in Definition 4.2 corresponds to the following random process.

1. Select a uniformly random voting option $c \in \mathcal{V} \mathcal{O}$ as the tentative output.
2. Repeat:
(a) choose uniformly an alternative voting option \( c' \neq c \);
(b) choose uniformly a voter \( v \in \mathcal{V} \);
(c) if \( v \) prefers \( c' \) to \( c \), then change the tentative output to
\( c' \), else stay with \( c \).

Thus, one can interpret the Markov chain in Definition 3.2 as a specification of an infinite iterated process of collective deliberation. Each round produces a tentative decision. At the next round, the community puts forward an alternative and asks a random member if this alternative is better than the current decision. The shift is done according to the member’s pairwise preferences.

The voting options can be assigned intermediate scores at each step, defined by the frequency of being the preferred decision until that time. By the ergodic theorem, with probability 1, the sequence of intermediate scores on each option for an infinite number of iterations converges to our score given by the stationary distribution to that option.

5 Further Properties
In this section, we look at the classical properties of Arrow’s Theorem (Arrow [1950]). We also discuss the case of Condorcet graphs that are not strongly connected, i.e., consist of multiple closed communication classes.

5.1 Arrow’s Properties
Theorem 5.1 (Pareto Efficiency) Suppose that individual voters’ preferences are consistent in the sense that if a voter prefers \( A \) to \( B \) and \( B \) to \( A \) then he or she also prefers \( A \) to \( C \). With this condition, our ranking is Pareto efficient: If candidate \( A \) is preferred to candidate \( B \) by all voters, then \( A \) is ranked higher than \( B \).

Proof: Suppose all voters prefer \( A \) to \( B \). Then, given our consistency assumption, for any third candidate \( C \), if a voter prefers \( B \) to \( C \), then he or she also prefers \( A \) to \( C \). Hence, the weight increase on the arrow pointing from \( C \) to \( B \) corresponding to this voter’s preference of \( B \) over \( C \), comes with another weight increase on the arrow pointing from \( C \) to \( A \) corresponding to this voter’s preference of \( A \) over \( C \). Consequently, the weight on the arrow pointing from \( C \) to \( A \) is at least as large as the weight pointing from \( C \) to \( B \). With a similar argument, we obtain that the weight on the arrow pointing from \( A \) to \( C \) is at most as large as the weight on the loop around \( A \) must be at least as large as the weight on the loop around \( B \). In equilibrium the inflow and the outflow to each candidate have to be the same. However, because of the above, from each other candidate \( C \), the inflow to \( A \) is at least as large as the inflow to \( B \). On the other hand, from \( A \) there is no flow to \( B \), so the total inflow to \( A \) is strictly larger than to \( B \). On the other hand, the weights on the edges pointing away from \( A \) are strictly smaller than the weights on the edges pointing away from \( B \). Equilibrium then is only possible if the weight on \( A \) is larger than the weight on \( B \).

Proposition 5.2 (No Dictatorship) Our ranking does not allow dictators.

Proposition 5.3 Our ranking is not independent of irrelevant alternatives.

Proof: To see this, consider the voting scenario in Section 6.2. If we remove candidate \( A \), then \( C \) becomes the winner, while by adding \( A \), who is much less popular than either \( B \) or \( C \) and ends up at the bottom, \( B \) comes out as the winner.

Note that, although the independence principle is listed by Arrow as a desirable property, this example suggests it is rather debatable. Without \( A \), we only have evidence that 11 voters prefer \( C \) and 9 prefer \( B \). But we do not have evidence about how much more those 11 voters prefer \( C \) to \( B \) and vice versa. Perhaps those 11 voters prefer \( C \) slightly, but the 9 prefer \( B \) very much over \( C \). When we add \( A \), that brings additional evidence to the table about the preferences. Namely, it shows that in fact much more voters prefer \( B \) to \( A \) then \( C \) to \( A \). In other words, relative to \( A \), \( B \) is much stronger than \( C \); so much so, that this helps \( B \) overcome his or her weakness when compared directly with \( C \). This is what we obtained by looking at the preference lists as well: 4 voters seem to have a wider gap between \( B \) and \( C \) fitting \( A \) in between.

We also note that our method is not monotonic. Monotonic would mean that for a given preference list and winner \( X \), if we modify the list such that for each voter, whichever voting option is favored less than \( X \) is kept favored less, then the resulting profile still results in the same winner \( X \). However, if we modify the preference list in Section 6.2 to \( A \prec C \prec B \): 8 voters; \( C \prec A \prec B \): 0 voters, then \( B \) is not the winner any more, but our method also delivers the Condorcet winner \( C \).

5.2 Multiple Closed Communication Classes
As we mentioned in Sections 2.3 and 3.2, although the limit distribution when we start from the uniform distribution always exists and is unique, it may not be a unique stationary distribution. That is the case when in the Markov chain there are more than one closed communication classes. That happens when there are at least two groups of voting options \( \mathcal{V}_1, \mathcal{V}_2 \subset \mathcal{V} \) such that no voter compares any option in \( \mathcal{V}_1 \) with any option in \( \mathcal{V}_2 \). Even in this case, the limiting distribution starting from the uniform distribution will give a reasonable ranking. But it is important that the voters understand that not comparing two options means not caring about which gets higher support. Even if just one voter prefers an option in group \( \mathcal{V}_1 \) to an option in group \( \mathcal{V}_2 \), the limit distribution will end up entirely on \( \mathcal{V}_1 \). While in a large-scale election this is highly unlikely, in the case when there are few voters, it is important that the voters understand this possibility. If this is undesirable, there are options to avoid it. For example, it can be postulated that votes between pairs are only entered in a graph if they reach a certain percentage. Or, our voting can be somewhat modified to allow only a single list to be submitted by a voter and unlisted options.
are taken into account equally at the bottom. (From Section 4.1 it is clear that our technique can be extended to allow equality in voter listing, which is then entered in the graph with 1/2 weights on both arrows between the two candidates in question.)

6 Comparison to Existing Ranking Methods

Here, we compare convergence voting to relevant ranking methods that try to aggregate the values of options in a balanced way.

6.1 MC3/Rank Centrality

A similar ranking based on pairwise comparisons has been suggested in a different context as a statistical estimator first by Dwork et al. (Dwork et al. 2001) called MC3, and then by Negahban et al. (Negahban, Oh, and Shah 2012) calling it Rank Centrality. Their ranking coincides with ours when each pair of candidates is either compared by all voters or none. For partial preferences, the two rankings differ significantly. In MC3/Rank Centrality only the voters who compare 𝑥 and 𝑦 are chosen uniformly in the view of Section 4.3. As a result, the transitions for MC3/Rank Centrality do not depend on how many voters compared a given pair, only their preference ratios.

Consider for example the complemented Condorcet graph in Figure 4, with the number of votes on the edges between candidates. We obtain the convergence voting probabilities simply by normalizing with 𝑁 = 40. Our aggregate ranking in this case turns out to be 𝐴 ≺ 𝐵 ≺ 𝐶, as it should. Note that 𝐶 is also the Condorcet winner: 𝐶 is preferred to both 𝐴 and 𝐵, and the flow resulting from the few votes between 𝐴 and 𝐵 cannot overturn this. If we follow the MC3/Rank Centrality definition, then the transition probabilities can be seen in Figure 4. This Markov chain results in the ranking 𝐴 ≺ 𝐶 ≺ 𝐵. That is, the strong flow from 𝐴 to 𝐵 overturns the advantage of 𝐶 in favor of 𝐵. While we argue in the next subsection that this is reasonable when the votes between 𝐴 and 𝐵 are 4 : 16, it seems unreasonable to allow any small voter participation between 𝐴 and 𝐵 to have the same effect.

6.2 Condorcet and Copeland

It is easy to see that our function does not have to select the Condorcet winner even if one exists. Consider the following set of preference lists: 𝐴 ≺ 𝐶 ≺ 𝐵: 4 voters; 𝐶 ≺ 𝐴 ≺ 𝐵: 4 voters; 𝐶 ≺ 𝐵 ≺ 𝐴: 1 voter; 𝐴 ≺ 𝐵 ≺ 𝐶: 8 voters; 𝐵 ≺ 𝐴 ≺ 𝐶: 0 voters; 𝐵 ≺ 𝐶 ≺ 𝐴: 3 voters. The Condorcet winner is 𝐶. The graphs are shown in Figure 5. Our Markov chain in this case is the same as the Markov chain produced by rank centrality in the example of Section 6.1. So in this case, our method also returns the aggregate ranking 𝐴 ≺ 𝐶 ≺ 𝐵.

We argue that this is a reasonable output, and that in fact the Condorcet winner is not always the best choice. While the margin of 𝐶 against 𝐵 is just two votes, and against 𝐴 it is 4, the marginal of 𝐵 against 𝐴 is 12. This large margin gives 𝐵 an advantage over 𝐶. In this case, in the 𝐶 ≺ 𝐵 relation, for 5 voters the distance between 𝐶 and 𝐵 is 1, whereas for 4 voters it is 2, while in the 𝐵 ≺ 𝐶 relation, the distance is always only 1.

The above implies also that convergence voting may produce different winners than Copeland method.

6.3 Borda

Convergence voting differs from Borda as well. Since not giving preferences between certain voting options has different meaning in our case (the voter does not care) and Borda (not listed options are at the bottom), we consider an example where all options are ranked by all voters. Let us modify the example of Section 6.2 as follows: 𝐴 ≺ 𝐶 ≺ 𝐵: 4 voters; 𝐶 ≺ 𝐴 ≺ 𝐵: 3 voters; 𝐶 ≺ 𝐵 ≺ 𝐴: 2 voters; 𝐴 ≺ 𝐵 ≺ 𝐶: 8 voters; 𝐵 ≺ 𝐴 ≺ 𝐶: 0 voters; 𝐵 ≺ 𝐶 ≺ 𝐴: 3 voters. Then the Condorcet winner is still 𝐶, Borda still gives 𝐵 as the winner, whereas convergence voting produces the ranking 𝐴 ≺ 𝐵 ≺ 𝐶. In other words, our method takes into account the evidence that 𝐴 brings to the table (as we saw in the previous example), but not as much as the Borda count does. Consider the more extreme situation: 𝐴 ≺ 𝐵 ≺ 𝐶: 15 voters; 𝐴 ≺ 𝐶 ≺ 𝐵: 4 voters; 𝐶 ≺ 𝐴 ≺ 𝐵: 6 voters. This is in Figure 6 on the left. According to the Borda count, in this case still 𝐵 wins. That is, although 𝐶 is preferred over 𝐵 by a large margin, 15 : 10 the 6 voters who bury 𝐶 under 𝐴 can override this.
and make B winner. Our count still brings C to be a winner, and only 9 voters burying C under A could overturn this: A ≺ B ≺ C : 15 voters, A ≺ C ≺ B : 1 voter, C ≺ A ≺ B : 9 voter, which is in Figure 6 on the right.

The example shows that our technique is vulnerable to tactical voting, but – as far as the effect of unpopular candidates go – less so than the Borda count. To reduce the effect of irrelevant alternatives, some variants of Borda assign the points to candidates progressively, increasing the gap from lower to higher rank (cf., e.g., the Dowdall System (Reilly 2002)). We observe that convergence voting reduces the influence of irrelevant candidates in a more natural way.

The situation is even more striking if we increase the number of unpopular candidates. For example, with

• E ≺ D ≺ A ≺ B ≺ C : 15
• E ≺ D ≺ A ≺ C ≺ B : 8
• C ≺ E ≺ D ≺ A ≺ B : 2

The Borda winner is again B. That is, although C still wins over B by 15 : 10, this is overturned by only two voters who bury C under the unpopular candidates A, D and E. In other words the introduction of unpopular candidates multiply the voters capabilities to overturn the popular candidate C. In our method this effect is softened, we still need 4 voters to overturn C:

• E ≺ D ≺ A ≺ B ≺ C : 15
• E ≺ D ≺ A ≺ C ≺ B : 6
• C ≺ E ≺ D ≺ A ≺ B : 4

7 Conclusions

We have defined a new voting rule, called convergence voting, and motivated by the PageRank algorithm. The idea is to use properties of Markov processes to rank candidates based on their pairwise comparisons, and then choose a winner. While our method does not necessarily produce the Condorcet winner, it can be seen as a simulation of a natural negotiating process in the community of voters. In this regard, we constructed a scheme to quantify the voters’ community’s support towards voting options based on pairwise preferences that gives the same Markov process as our voting scheme. We have further shown that our voting scheme is Pareto efficient, does not allow dictators, but is not independent of irrelevant alternatives. Finally, we have compared our voting scheme with some of the well known other schemes such as Condorcet, Copeland and Borda and argued that the output of convergence voting can be seen as a natural compromise between plurality and consensus voting rules.

While the new social choice function is mathematically similar to the Rank Centrality estimator, we want to emphasize that we are not interested in statistical estimation of some objectively existing ranking function for goods on the market or players in a tournament. We are solely interested in what kind of ranking is a good aggregation of the voters’ preferences, to which the objective qualities of the voting options are entirely irrelevant.
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