A minimal closed-form solution to the conic based on self-polar triangle
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Abstract

In this paper, we use the properties of the self-polar triangle to not only show a novel method for a basic point-line enumerative problem of conics, but also present a series of closed-form solutions to the conics from all minimal configurations of points and lines in general position. These closed-form formulae may allow us to derive easily the algebraic and geometric conditions which characterize when the obtained conic is real and non-degenerate, so we propose a criterion for a non-degenerate real conic from each of all minimal configurations. The correctness of our results is validated by some examples.
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1. Introduction

To find the number of conics through \( p \) points and tangent to \( l \) lines if \( p + l = 5 \) is a basic point-line enumerative problem of conics [1], and it can be also called as the counting problem of conics under the point-line minimal configurations. This problem has been solved by shifting the counting conics to counting the number of points in an intersection of certain subsets of the moduli space \( \mathbb{P} \mathbb{R}^5 \) [2].

∗Corresponding author
Email address: guoyang@mail.neu.edu.cn (Yang Guo)
Besides the enumerative problem, sometimes we care more how to compute these conics from given the point-line minimal configurations. H. Dörrie described a series of methods how to draw a conic from given the point-line minimal configurations by using Pascal’s theorem (See No. 64 in the reference [3]). But these methods drew just the points on the conic satisfying the point-line minimal configurations, and could not give the analytic expression of the conic equation. Regarding for solving of the conic equation, the conventional methods were on a case-by-case basis. For example, the unique conic passing through given five points (or lines) in general position can be obtained by the vanishing of the determinant of some $6 \times 6$ matrix [4], or can be computed by determining the null vector of some $5 \times 6$ matrix [5]. Because we would get a constraint of degree 2 about the conic from a given tangent line, when a point-line mixed minimal configuration is given, the problem of solving of the conic equation can be converted to finding the common zeros of a collection of homogeneous polynomials [2]. To the best of our knowledge, on the problem of deriving the closed-form solution of the conic equation based on the self-polar triangle from all sorts of the point-line minimal correspondences, the literature is sparse. In addition, we also want especially to know that how to determine a conic satisfying a concrete given point-line minimal configuration being real and non-degenerate or not from relative position between the geometric primitives without the detailed computation [6,7].

In this paper, we use the properties of the self-polar triangle to not only show a novel method for a basic point-line enumerative problem of conics, but also propose a series of closed-form solutions to the conics satisfying all minimal configurations of points and lines in general position. Using these closed-form solutions, we propose a criterion for a non-degenerate real conic from each of all minimal configurations. Obviously, our results (whether the closed-form solutions or the criteria) may be applied in the RANSAC-based robust algorithms for estimating a conic from noisy data containing outliers [8].

This paper is organized as follows. In next section, we introduce the notations and preliminaries about the self-polar triangle. We propose a series
of closed-form solutions to the conics satisfying all minimal configurations of points and lines in general position in Section 3. In Section 4, we summarize the proposed algorithms. Section 5 contains some experiments validating our theoretical results. Finally, in Section 6, conclusions are presented.

2. Notations and Preliminaries

In this paper, we let \( \mathbb{P}^2 \) (\( \mathbb{C}^2 \)) denote the real (complex) projective plane and let ˆ\( x \) and ˆ\( l \) represent respectively a normalized finite point and a line in \( \mathbb{P}^2 \), where the hat symbol \( \wedge \) denote that the third component of ˆ\( x \) is one.

We say four points in \( \mathbb{P}^2 \) are in "general position", which means that no three points are collinear. It is well known that given four finite points ˆ\( x_1 \), ˆ\( x_2 \), ˆ\( x_3 \), ˆ\( x_4 \) in general position, then according to algebraic projective geometry there exists a diagonal triangle of the quadrangle ˆ\( x_1 \hat{x}_2 \hat{x}_3 \hat{x}_4 \) [9], as shown in Fig.1. We always let ˆ\( \xi_1 \), ˆ\( \xi_2 \), ˆ\( \xi_3 \) denote three vertices of the diagonal triangle, and furthermore, we also stipulate that ˆ\( \xi_1 \), ˆ\( \xi_2 \), ˆ\( \xi_3 \) are always computed by the following formulas:

\[
\begin{align*}
\hat{\xi}_1 &= (\hat{x}_1 \times \hat{x}_2) \times (\hat{x}_3 \times \hat{x}_4) = det([\hat{x}_{124}])\hat{x}_3 - det([\hat{x}_{123}])\hat{x}_4, \\
\hat{\xi}_2 &= (\hat{x}_1 \times \hat{x}_3) \times (\hat{x}_2 \times \hat{x}_4) = det([\hat{x}_{134}])\hat{x}_2 + det([\hat{x}_{123}])\hat{x}_4, \\
\hat{\xi}_3 &= (\hat{x}_1 \times \hat{x}_4) \times (\hat{x}_2 \times \hat{x}_3) = det([\hat{x}_{124}])\hat{x}_3 - det([\hat{x}_{134}])\hat{x}_2,
\end{align*}
\]

where \( \times \) denotes the cross product and \([\hat{x}_{ijk}]\) expresses the 3×3 matrix \([\hat{x}_i, \hat{x}_j, \hat{x}_k]\) and \( det(*) \) denotes the determinant function.

We use \( [\hat{x}_{ijk}]^T \) and \( [\hat{x}_{ijk}]^{-1} \) to denote the transpose matrix and the inverse matrix of \([\hat{x}_{ijk}]\) respectively. The symbol \( \simeq \) denotes equality up to scale.

We assume that the reader is very familiar with the self-polar triangle for a non-degenerate conic. However, for the ease of the presentation, we nevertheless list an important result without elaboration.

Given four points ˆ\( x_1 \), ˆ\( x_2 \), ˆ\( x_3 \), ˆ\( x_4 \) ∈ \( \mathbb{P}^2 \) in general position. Then the diagonal triangle ˆ\( \xi_1 \hat{\xi}_2 \hat{\xi}_3 \) of the quadrangle ˆ\( x_1 \hat{x}_2 \hat{x}_3 \hat{x}_4 \) is self-polar such that

\[
\hat{\xi}_i^T C \hat{\xi}_j = 0, i \neq j \in \{1, 2, 3\},
\]
Figure 1: \(\xi_1, \xi_2, \xi_3\) are three intersection points of three pairs of opposite sides of the quadrangle \(\hat{x}_1\hat{x}_2\hat{x}_3\hat{x}_4\). The triangle \(\xi_1\xi_2\xi_3\) is called the diagonal triangle of the quadrangle \(\hat{x}_1\hat{x}_2\hat{x}_3\hat{x}_4\).

for any non-degenerate conic \(C\) passing through each of \(\hat{x}_1, \hat{x}_2, \hat{x}_3, \hat{x}_4\).

3. **A minimal closed-form solution to the conic**

In this section, first of all, we derive an analytic solution with one degree of freedom to the non-degenerate conic based on self-polar triangle from four-point configuration. Further, we present a series of closed-form solutions to the conics from all minimal configurations of points and lines in general position. In order to do that, we will need the following lemmas.

**Lemma 1.** Given a triangle whose three vertices are \(\xi_1, \xi_2, \xi_3 \in \mathbb{P}^2\). Then the set

\[
S_{\xi_{123}} = \{ \mathbf{C} \mid \xi_i^T \mathbf{C} \xi_j = 0, i \neq j \in \{1, 2, 3\}, \mathbf{C} \in \mathbb{R}^{3 \times 3}\},
\]

is a three-dimensional vector space over \(\mathbb{R}\).
Proof. The proof that the set $S_{\xi_{123}}$ is a vector space over $\mathbb{R}$ is very straightforward according to the definition of vector space [10]. In the follows, we will prove that the dimension of $S_{\xi_{123}}$ is three.

Since $\xi_j^T C \xi_i = 0$, $\xi_k^T C \xi_i = 0$, $i \neq j \neq k \in \{1, 2, 3\}$, we have $C \xi_i = \lambda_i (\xi_j \times \xi_k)$, where $\lambda_i$ is an unknown real number. Further, we may get

$$C[\xi_{123}] = [\xi_2 \times \xi_3, \xi_1 \times \xi_3, \xi_1 \times \xi_2] \text{Diag}(\lambda_1, \lambda_2, \lambda_3).$$

Since

$$[\xi_{123}]^T = \frac{1}{\det([\xi_{123}])} [\xi_2 \times \xi_3, -\xi_1 \times \xi_3, \xi_1 \times \xi_2],$$

we may derive that

$$C = \det([\xi_{123}]) [\xi_{123}]^{-T} \text{Diag}(\lambda_1, -\lambda_2, \lambda_3)[\xi_{123}]^{-1},$$

where $\lambda_i$, $i = 1, 2, 3$ are unknown real numbers.

Now, let

$$B_1 = \det([\xi_{123}]) [\xi_{123}]^{-T} \text{Diag}(1, 0, 0)[\xi_{123}]^{-1},$$

$$B_2 = \det([\xi_{123}]) [\xi_{123}]^{-T} \text{Diag}(0, 1, 0)[\xi_{123}]^{-1},$$

$$B_3 = \det([\xi_{123}]) [\xi_{123}]^{-T} \text{Diag}(0, 0, 1)[\xi_{123}]^{-1}.$$ 

Obviously, each vector in the vector space $S_{\xi_{123}}$ is a linear combination of $B_1$, $B_2$, $B_3$ and furthermore, $B_1$, $B_2$, $B_3$ are linearly independent, so $\{B_1, B_2, B_3\}$ is a basis of the vector space $S_{\xi_{123}}$. That means that the vector space $S_{\xi_{123}}$ is three-dimensional. This completes the proof of the lemma. \square

From the proof of Lemma 1, we know that each vector in the vector space $S_{\xi_{123}}$ is a real symmetric matrix.

Lemma 2. Given four points $\hat{x}_1, \hat{x}_2, \hat{x}_3, \hat{x}_4 \in \mathbb{P} \mathbb{R}^2$ in general position. Let $\xi_1, \xi_2, \xi_3$ are three vertices of the diagonal triangle of the quadrangle $\hat{x}_1 \hat{x}_2 \hat{x}_3 \hat{x}_4$. Now given one more finite point $\hat{x}_5 \in \mathbb{P} \mathbb{R}^2$, then $\hat{x}_5$ lies on some side of the quadrangle $\hat{x}_1 \hat{x}_2 \hat{x}_3 \hat{x}_4$ if and only if the absolute values of at least two components are equal in the vector $[\xi_{123}]^{-1} \hat{x}_5$. 
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Proof. First, according to (1), we may derive

\[ [\xi_{123}]^{-1} \hat{x}_1 \simeq (-1, 1, -1)^T, \quad [\xi_{123}]^{-1} \hat{x}_2 \simeq (1, 1, 1)^T, \]
\[ [\xi_{123}]^{-1} \hat{x}_3 \simeq (1, 1, 1)^T, \quad [\xi_{123}]^{-1} \hat{x}_4 \simeq (-1, 1, 1)^T. \]

Further, we may know that if the point \( \hat{x}_5 \) lies on the line through \( \hat{x}_i, \hat{x}_j \), \( i \neq j \in \{1, 2, 3, 4\} \), namely \( \hat{x}_5 = k_i \hat{x}_i + k_j \hat{x}_j \), where \( k_i, k_j \in \mathbb{R} \) satisfying \( k_i + k_j = 1 \), then the absolute values of at least two components must be equal in the vector \( [\xi_{123}]^{-1} \hat{x}_5 \).

Conversely, if the absolute values of at least two components are equal in the vector \( [\xi_{123}]^{-1} \hat{x}_5 \), then \( [\xi_{123}]^{-1} \hat{x}_5 \) must be a linear combination of some two vectors among \( [\xi_{123}]^{-1} \hat{x}_i \), \( i = 1, 2, 3, 4 \). That means that the point \( \hat{x}_5 \) must lie on some side of the quadrangle \( \hat{x}_1 \hat{x}_2 \hat{x}_3 \hat{x}_4 \). This completes the proof of the lemma. \( \square \)

3.1. Four Points In General Position

Theorem 1. Given four points \( \hat{x}_1, \hat{x}_2, \hat{x}_3, \hat{x}_4 \in \mathbb{P}^2 \) in general position. Let \( \xi_1, \xi_2, \xi_3 \) are three vertices of the diagonal triangle of the quadrangle \( \hat{x}_1 \hat{x}_2 \hat{x}_3 \hat{x}_4 \). Then

\[ C = [\xi_{123}]^{-T} \text{Diag}(-s, s-1, 1)[\xi_{123}]^{-1}, \quad (2) \]

is a non-degenerate conic with one degree of freedom such that \( \hat{x}_i^T C \hat{x}_i = 0 \), \( i = 1, 2, 3, 4 \), where \( s \in \mathbb{R} \setminus \{0, 1\} \).

Proof. From algebraic projective geometry, we know that \( \xi_1, \xi_2, \xi_3 \) form a self-polar triangle such that

\[ \xi_i^T C \xi_j = 0, \quad i \neq j \in \{1, 2, 3\}, \]

for any non-degenerate conic \( C \) passing through \( \hat{x}_1, \hat{x}_2, \hat{x}_3, \hat{x}_4 \). So according to the proof of Lemma 1, we have

\[ C \simeq [\xi_{123}]^{-T} \text{Diag}(\lambda_1, -\lambda_2, \lambda_3)[\xi_{123}]^{-1}, \]
where $\lambda_1$, $\lambda_2$, $\lambda_3$ are unknown non-zero real numbers.

Further, according to the proof of Lemma 2 and $\hat{x}_i^T C \hat{x}_i = 0$, $i = 1, 2, 3, 4$, we have $\lambda_1 - \lambda_2 + \lambda_3 = 0$. Since $C$ can be determined up to scale, we assert that a non-degenerate conic passing through four points in general position may be determined with one degree of freedom. This completes the proof of the theorem. \qed

3.2. Five Points In General Position

In this paper, we say five points are in "general position", which means that no three points are collinear.

**Theorem 2.** Given five points $\hat{x}_1, \hat{x}_2, \hat{x}_3, \hat{x}_4, \hat{x}_5 \in \mathbb{P} \mathbb{R}^2$ in general position. Let $\xi_1, \xi_2, \xi_3$ are three vertices of the diagonal triangle of the quadrangle $\hat{x}_1 \hat{x}_2 \hat{x}_3 \hat{x}_4$.

Then

$$C = [\xi_{123}]^{-T} \text{Diag}(\beta_{x_5,3}^2 - \beta_{x_5,2}^2, \beta_{x_5,1}^2 - \beta_{x_5,3}^2, \beta_{x_5,2}^2 - \beta_{x_5,1}^2)[\xi_{123}]^{-1}, \quad (3)$$

is a unique non-degenerate conic such that $\hat{x}_i^T C \hat{x}_i = 0$, $i = 1, 2, 3, 4, 5$, where $(\beta_{x_5,1}, \beta_{x_5,2}, \beta_{x_5,3})^T = [\xi_{123}]^{-1} \hat{x}_5$.

**Proof.** Using $\hat{x}_1, \hat{x}_2, \hat{x}_3, \hat{x}_4$ and Theorem 1, we may get a non-degenerate conic with one degree of freedom. Now, let $(\beta_{x_5,1}, \beta_{x_5,2}, \beta_{x_5,3})^T = [\xi_{123}]^{-1} \hat{x}_5$, according to Lemma 2, we know that the absolute values of any two among $\beta_{x_5,1}$, $\beta_{x_5,2}$, $\beta_{x_5,3}$ must be not equal. So according to $\hat{x}_5^T C \hat{x}_5 = 0$ and (2), we may obtain

$$s = \frac{\beta_{x_5,2}^2 - \beta_{x_5,3}^2}{\beta_{x_5,2}^2 - \beta_{x_5,1}^2}.$$

Further, we substitute it in (2), then we may get (3). This completes the proof of the theorem. \qed
In this paper, we say four points $\hat{x}_1, \hat{x}_2, \hat{x}_3, \hat{x}_4$ and one line $l$ are in "general position", which means that $\hat{x}_1, \hat{x}_2, \hat{x}_3, \hat{x}_4$ are in general position and $l$ is neither a side or a diagonal line of the quadrangle $\hat{x}_1\hat{x}_2\hat{x}_3\hat{x}_4$ nor a side of the diagonal triangle of the quadrangle $\hat{x}_1\hat{x}_2\hat{x}_3\hat{x}_4$.

**Lemma 3.** Given four points $\hat{x}_1, \hat{x}_2, \hat{x}_3, \hat{x}_4 \in \mathbb{P} \mathbb{R}^2$ and a line $l \in \mathbb{P} \mathbb{R}^2$ in general position. Let $\xi_1, \xi_2, \xi_3$ are three vertices of the diagonal triangle of the quadrangle $\hat{x}_1\hat{x}_2\hat{x}_3\hat{x}_4$. If $\xi_i^T l = 0$, then $(\xi_i^T l)^2 \neq (\xi_j^T l)^2$, where $i \neq j \neq k \in \{1, 2, 3\}$.

**Proof.** We prove $i = 1$, $j = 2$, $k = 3$, and the proofs of other cases are similar.

First, according to (1) and $\xi_1^T l = 0$, we have

$$\det([\hat{x}_{124}])\hat{x}_1^T l - \det([\hat{x}_{123}])\hat{x}_2^T l = -\det([\hat{x}_{234}])\hat{x}_3^T l + \det([\hat{x}_{134}])\hat{x}_1^T l = 0. \quad (4)$$

Second, if

$$(\xi_2^T l)^2 - (\xi_3^T l)^2 = (\xi_2^T l + \xi_3^T l)(\xi_2^T l - \xi_3^T l) = 0,$$

then

$$\xi_2^T l + \xi_3^T l = \det([\hat{x}_{124}])\hat{x}_1^T l + \det([\hat{x}_{123}])\hat{x}_3^T l = 0, \quad (5)$$

or

$$\xi_2^T l - \xi_3^T l = 2\det([\hat{x}_{134}])\hat{x}_2^T l = 0. \quad (6)$$

According to (4) and (5) or (4) and (6), we may derive that the line $l$ must pass through $\hat{x}_3$ and $\hat{x}_4$ or through $\hat{x}_1$ and $\hat{x}_2$. That is a contradiction with the fact that $\hat{x}_1, \hat{x}_2, \hat{x}_3, \hat{x}_4$ and $l$ are in general position. This completes the proof of the lemma. $\Box$

**Theorem 3.** Given four points $\hat{x}_1, \hat{x}_2, \hat{x}_3, \hat{x}_4 \in \mathbb{P} \mathbb{R}^2$ and a line $l \in \mathbb{P} \mathbb{R}^2$ in general position. Let $\xi_1, \xi_2, \xi_3$ are three vertices of the diagonal triangle of the quadrangle $\hat{x}_1\hat{x}_2\hat{x}_3\hat{x}_4$. Then the problem of determining a non-degenerate conic
such that $\hat{x}_1^T C \hat{x}_i = 0$, $i = 1, 2, 3, 4$ and $1^T C^{-1} 1 = 0$ has at most two solutions in $PC^2$ as follows:

$$C_i = [\xi_{123}]^{-T} \text{Diag}(-s_i, s_i - 1, 1)[\xi_{123}]^{-1}, \quad i = 1, 2, \ldots, 4$$

where $s_i \neq 0, 1$ is a root of the equation

$$(\xi_3^T 1)^2 s^2 - ((\xi_1^T 1)^2 - (\xi_2^T 1)^2 + (\xi_3^T 1)^2) s + (\xi_1^T 1)^2 = 0. \quad (8)$$

**Proof.** Using $\hat{x}_1, \hat{x}_2, \hat{x}_3, \hat{x}_4$ and Theorem 1, we may get a non-degenerate conic with one degree of freedom. Further, according to the constraint $1^T C^{-1} 1 = 0$, we may get (8). If (8) has two distinct roots $s_1, s_2$ satisfying $s_1, s_2 \neq 0, 1$, then the problem of determining a non-degenerate conic must have two distinct solutions. This completes the proof of the theorem. \(\Box\)

By the detailed derivation, the discriminant of (8) may be represented as follows:

$$\Delta = ((\xi_1^T 1)^2 - (\xi_2^T 1)^2 + (\xi_3^T 1)^2)^2 - 4(\xi_1^T 1)^2(\xi_3^T 1)^2$$

$$= 16 \text{det}([\hat{x}_{123}]) \text{det}([\hat{x}_{124}]) \text{det}([\hat{x}_{134}]) \text{det}([\hat{x}_{234}]) (\hat{x}_1^T 1)(\hat{x}_2^T 1)(\hat{x}_3^T 1)(\hat{x}_4^T 1). \quad (9)$$

On one hand, obviously, when the line $1$ passes through some one of $\hat{x}_1, \hat{x}_2, \hat{x}_3$ and $\hat{x}_4$, we have $\Delta = 0$. That means that $s$ in (8) has a unique real root as follows:

$$s = \frac{(\xi_1^T 1)^2 - (\xi_2^T 1)^2 + (\xi_3^T 1)^2}{2(\xi_3^T 1)^2}. \quad (10)$$

It is worth noting that under this case, $\xi_i^T 1, i = 1, 2, 3$ must be not equal to zero, otherwise $1$ is a side or diagonal line of the quadrangle $\hat{x}_1, \hat{x}_2, \hat{x}_3, \hat{x}_4$. Consequently, $s$ in (8) must be not 0 or 1 (otherwise $\xi_i^T 1 = 0$ or $\xi_2^T 1 = 0$).

On the other hand, when the line $1$ passes through some one of $\xi_1, \xi_2$ and $\xi_3$, the problem of determining a non-degenerate conic has also only a unique real solution. For example, when $\xi_4^T 1 = 0$, we have

$$s = \frac{(\xi_1^T 1)^2}{(\xi_1^T 1)^2 - (\xi_2^T 1)^2}. \quad (11)$$
When $\xi_1^T l = 0$, we have

$$s_1 = 1 - \frac{(\xi_1^T l)^2}{(\xi_2^T l)^2}, \quad s_2 = 0.$$ 

Obviously, only $s_1$ can give a non-degenerate real conic. When $\xi_2^T l = 0$, we have

$$s_1 = \frac{(\xi_1^T l)^2}{(\xi_3^T l)^2}, \quad s_2 = 0.$$ 

Certainly, only $s_1$ can give a non-degenerate real conic.

The following proposition summarizes our findings.

**Proposition 1.** Given four points $\hat{x}_1, \hat{x}_2, \hat{x}_3, \hat{x}_4 \in \mathbb{P}\mathbb{R}^2$ and a line $l \in \mathbb{P}\mathbb{R}^2$ in general position. Then the problem of determining a non-degenerate conic has a unique real solution if and only if the line $l$ passes through some one of $\hat{x}_1, \hat{x}_2, \hat{x}_3, \hat{x}_4, \xi_1, \xi_2, \xi_3$, where $\xi_i, i = 1, 2, 3$ are three vertices of the diagonal triangle of the quadrangle $\hat{x}_1 \hat{x}_2 \hat{x}_3 \hat{x}_4$.

Except for the case described in Proposition 1, all other cases give two distinct solutions for determining a non-degenerate conic problem in $\mathbb{P}\mathbb{C}^2$. What we are interesting is that under what configuration the problem of determining a non-degenerate conic has two distinct real solutions. In order to explore this problem, we need the following concept.

**Definition 1.** Given three non-collinear finite points $\hat{p}_1, \hat{p}_2, \hat{p}_3 \in \mathbb{P}\mathbb{R}^2$, if the movement direction of $\hat{p}_1 \rightarrow \hat{p}_2 \rightarrow \hat{p}_3$ is clockwise, then we call the determinant $det([\hat{p}_{123}])$ clockwise. Otherwise we call it anticlockwise.

It is well known that if $det([\hat{p}_{123}])$ is anticlockwise, then $det([\hat{p}_{123}]) > 0$, otherwise $det([\hat{p}_{123}]) < 0$ [11]. Further, we may infer that given four points $\hat{x}_1, \hat{x}_2, \hat{x}_3, \hat{x}_4$ in general position in $\mathbb{P}\mathbb{R}^2$, then

$$det([\hat{x}_{123}])det([\hat{x}_{124}])det([\hat{x}_{134}])det([\hat{x}_{234}])$$
must be invariant with respect to permutation methods of the four points.

In addition, we also know that given a non-infinite line \( l \), all finite points not lying on \( l \) may be divided into two parts by \( l \) according to the sign of \( \hat{x}^T l \), namely one side is "+" and another side is "-", where \( \hat{x} \) is a normalized finite point.

According to the above analysis, we may deduce that under what configuration the problem of determining a non-degenerate conic has two distinct real solutions. More formally, we have the following proposition.

**Proposition 2.** Given four points \( \hat{x}_1, \hat{x}_2, \hat{x}_3, \hat{x}_4 \in \mathbb{P} \mathbb{R}^2 \) and a line \( l \in \mathbb{P} \mathbb{R}^2 \) in general position. Then the problem of determining a non-degenerate conic has two distinct real solutions if and only if \( l \) does not pass through any one of \( \hat{x}_1, \hat{x}_2, \hat{x}_3, \hat{x}_4 \) and three vertices of the diagonal triangle of the quadrangle \( \hat{x}_1 \hat{x}_2 \hat{x}_3 \hat{x}_4 \) and furthermore one of the following conditions holds:

(i) all \( \det([\hat{x}_{123}]), \det([\hat{x}_{124}]), \det([\hat{x}_{134}]), \det([\hat{x}_{234}]) \) have same directions or some two are clockwise and the remaining two are anticlockwise + all four points lie on the same side of the line or some two points lie on a side and the remaining two lie on another side;

(ii) some three of \( \det([\hat{x}_{123}]), \det([\hat{x}_{124}]), \det([\hat{x}_{134}]), \det([\hat{x}_{234}]) \) are same directions and remaining one is anti-direction + some three points lie on the same side of the line and remaining one lies on another side.

3.4. Three-point + Two-line In General Position

In this paper, we say three points \( \hat{x}_1, \hat{x}_2, \hat{x}_3 \) and two lines \( l_1, l_2 \) are in "general position", which means that \( \hat{x}_1, \hat{x}_2, \hat{x}_3 \) are noncollinear and neither \( l_1 \) nor \( l_2 \) is a side of the triangle \( \hat{x}_1 \hat{x}_2 \hat{x}_3 \) and moreover the intersection point of \( l_1 \) with \( l_2 \)
is not a vertex of the triangle $\mathbf{x}_1\mathbf{x}_2\mathbf{x}_3$.

**Theorem 4.** Given three points $\mathbf{x}_1$, $\mathbf{x}_2$, $\mathbf{x}_3 \in \mathbb{P}^2$ and two lines $l_1$, $l_2 \in \mathbb{P}^2$ in general position. If $\hat{x}_i^T l_1 \neq 0$, $\hat{x}_i^T l_2 \neq 0$, $i = 1, 2, 3$ and the point $l_1 \times l_2$ does not lie on any side of the triangle $\mathbf{x}_1\mathbf{x}_2\mathbf{x}_3$, then the problem of determining a non-degenerate conic must have four distinct solutions.

**Proof.** In this case, we let $\mathbf{x}_4 = t\hat{x}_1 + \mathbf{p}$, where $\mathbf{p} = l_1 \times l_2$. According to (1) and (8), we have

$$
(s, t, 1)C_{s, t}^{(i)} \begin{bmatrix} s \\ t \\ 1 \end{bmatrix} = 0, \quad i = 1, 2,
$$

where

$$
C_{s, t}^{(i)} = \begin{bmatrix} c_{i1} & c_{i2} & c_{i3} \\ c_{i2} & c_{i4} & c_{i5} \\ c_{i3} & c_{i5} & c_{i6} \end{bmatrix}, \quad i = 1, 2,
$$

and

$$
c_{i1} = \text{det}([\mathbf{p}, \hat{x}_2, \hat{x}_3])^2(\hat{x}_1^T l_i)^2, \\
c_{i2} = (\text{det}([\hat{x}_1, \hat{x}_2, \mathbf{p}])\hat{x}_2^T l_i - \text{det}([\hat{x}_1, \mathbf{p}, \hat{x}_3])\hat{x}_2^T l_i)\text{det}([\hat{x}_123])\hat{x}_1^T l_i, \\
c_{i3} = \text{det}([\mathbf{p}, \hat{x}_2, \hat{x}_3])(\text{det}([\hat{x}_1, \hat{x}_2, \mathbf{p}])\hat{x}_1^T l_i)(\hat{x}_3^T l_i), \\
c_{i4} = \text{det}([\hat{x}_123])^2(\hat{x}_1^T l_i)^2, \\
c_{i5} = -\text{det}([\hat{x}_123])\text{det}([\hat{x}_1, \hat{x}_2, \mathbf{p}])\hat{x}_2^T l_i)(\hat{x}_3^T l_i), \\
c_{i6} = \text{det}([\hat{x}_1, \hat{x}_2, \mathbf{p}])^2(\hat{x}_3^T l_i)^2.
$$

Further, we may derive that

$$
\text{det}(C_{s, t}^{(i)}) = -4(\hat{x}_1^T l_i)^2(\hat{x}_2^T l_i)^2(\hat{x}_3^T l_i)^2
$$

$$
\text{det}([\hat{x}_123])^2\text{det}([\hat{x}_1, \mathbf{p}, \hat{x}_3])^2\text{det}([\hat{x}_1, \hat{x}_2, \mathbf{p}])^2 \neq 0.
$$

That means that the problem is converted to solve the intersection points of two non-degenerate conics in variables $s$, $t$.  
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By careful computation, we may know that

\[
\lambda_1 = \frac{(\hat{x}_1^T l_2)(\hat{x}_2^T l_2)}{(\hat{x}_1^T l_1)(\hat{x}_2^T l_1)}, \quad \lambda_2 = \frac{(\hat{x}_2^T l_2)(\hat{x}_3^T l_2)}{(\hat{x}_1^T l_1)(\hat{x}_3^T l_1)}, \quad \lambda_3 = \frac{(\hat{x}_3^T l_2)(\hat{x}_1^T l_2)}{(\hat{x}_2^T l_1)(\hat{x}_1^T l_1)},
\]

(15)

are three distinct real eigenvalues of \(C_{s,t}^{(1)}\) (See Appendix A). Further, we may assert that \(C_{s,t}^{(1)}\) and \(C_{s,t}^{(2)}\) must have four distinct intersection points. That means that the problem of determining a non-degenerate conic must have four distinct solutions. This completes the proof of the theorem. \(\square\)

Proposition 3. Given three points \(\hat{x}_1, \hat{x}_2, \hat{x}_3 \in \mathbb{P}^2\) and two lines \(l_1, l_2 \in \mathbb{P}^2\) in general position such that \(\hat{x}_1^T l_1 \neq 0, \hat{x}_2^T l_2 \neq 0, i = 1, 2, 3\) and the point \(p = l_1 \times l_2\) does not lie on any side of the triangle \(\hat{x}_1 \hat{x}_2 \hat{x}_3\). Then the problem of determining a non-degenerate conic must have four distinct real solutions if and only if the signs of \((\hat{x}_1^T l_1)(\hat{x}_1^T l_2), (\hat{x}_2^T l_1)(\hat{x}_2^T l_2), (\hat{x}_3^T l_1)(\hat{x}_3^T l_2)\) are same.

Proof. On one hand, from (15) in Theorem 4, we know that \(\lambda_i C_{s,t}^{(1)} - C_{s,t}^{(2)}, i = 1, 2, 3\) are three line-pairs such that the intersection of any two of them gives the intersections of \(C_{s,t}^{(1)}, C_{s,t}^{(2)}\).

On the other hand, we may check

\[
\lambda_i C_{s,t}^{(1)} - C_{s,t}^{(2)} = M^T (\lambda_i C_{s,t}^{(1)} - C_{s,t}^{(2)}) M,
\]

where

\[
M = \begin{bmatrix}
det([\hat{x}_1, p, \hat{x}_3]) & \frac{\det([\hat{x}_1, p, \hat{x}_3, \hat{x}_3])}{\det([\hat{x}_1, \hat{x}_2, \hat{x}_3])} & 0 \\
-\det([p, \hat{x}_2, \hat{x}_3]) & \frac{\det([\hat{x}_1 \hat{x}_2 \hat{x}_3])}{\det([\hat{x}_1 \hat{x}_2 \hat{x}_3])} & 0 \\
0 & 0 & \det([\hat{x}_1, \hat{x}_2, p])
\end{bmatrix},
\]

and

\[
C_{s,t}^{(i)} = (\hat{x}_i^T l_1) \begin{bmatrix}
-k(\hat{x}_1^T l_1) & 0 & 0 \\
0 & \hat{x}_1^T l_i + \frac{s_i^T l_i}{k} & -\hat{x}_1^T l_i \\
0 & -\hat{x}_1^T l_i & (\hat{x}_1^T l_i)^2 \frac{1}{\hat{x}_1^T l_i}
\end{bmatrix}, i = 1, 2,
\]

\[
k = \frac{\det([p, \hat{x}_2, \hat{x}_3])}{\det([\hat{x}_1, p, \hat{x}_3])}.
\]
This tells us that for \( i = 1, 2, 3 \) the matrix \( \lambda_i \mathbf{C}'_{s,t}^{(1)} - \mathbf{C}'_{s,t}^{(2)} \) is congruent to the matrix \( \lambda_i \mathbf{C}'_{s,t}^{(1)} - \mathbf{C}'_{s,t}^{(2)} \). Consequently, they have the same positive and negative inertial indexes according to inertial theorem [12]. By careful computation, we may know that

(i) the product of two non-zero eigenvalues of the degenerate conic \( \lambda_1 \mathbf{C}'_{s,t}^{(1)} - \mathbf{C}'_{s,t}^{(2)} \) is as follows:

\[
-\lambda_1 ((\hat{x}_1^T l_1)(\hat{x}_3^T l_2) - (\hat{x}_1^T l_2)(\hat{x}_3^T l_1))^2,
\]

(ii) the product of two non-zero eigenvalues of the degenerate conic \( \lambda_2 \mathbf{C}'_{s,t}^{(1)} - \mathbf{C}'_{s,t}^{(2)} \) is as follows:

\[
-\lambda_2 k^2 ((\hat{x}_1^T l_1)(\hat{x}_3^T l_2) - (\hat{x}_1^T l_2)(\hat{x}_3^T l_1))^2,
\]

(iii) the product of two non-zero eigenvalues of the degenerate conic \( \lambda_3 \mathbf{C}'_{s,t}^{(1)} - \mathbf{C}'_{s,t}^{(2)} \) is as follows:

\[
-\lambda_3 k^2 ((\hat{x}_1^T l_1)(\hat{x}_3^T l_2) - (\hat{x}_1^T l_2)(\hat{x}_3^T l_1))^2 ((\hat{x}_1^T l_1)(\hat{x}_2^T l_2) - (\hat{x}_2^T l_1)(\hat{x}_1^T l_2))^2 + 1).
\]

According to (15), we may know that the signatures of \( \lambda_i \mathbf{C}'_{s,t}^{(1)} - \mathbf{C}'_{s,t}^{(2)} \), \( i = 1, 2, 3 \) with the rank 2 are zero if and only if the signs of \( (\hat{x}_1^T l_1)(\hat{x}_3^T l_2) \), \( (\hat{x}_2^T l_1)(\hat{x}_3^T l_2) \), \( (\hat{x}_3^T l_1)(\hat{x}_2^T l_2) \) are same. Further, according to the inertial theorem, we may assert that the signatures of \( \lambda_i \mathbf{C}_{s,t}^{(1)} - \mathbf{C}_{s,t}^{(2)} \), \( i = 1, 2, 3 \) with the rank 2 are also zero, that means that \( \lambda_i \mathbf{C}_{s,t}^{(1)} - \mathbf{C}_{s,t}^{(2)} \), \( i = 1, 2, 3 \) are three real line-pairs, and further the intersection of any two of them will give four distinct real intersections of \( \mathbf{C}_{s,t}^{(1)}, \mathbf{C}_{s,t}^{(2)} \). This completes the proof of the proposition. \( \square \)

In the following, we will study all sorts of special configurations of three points and two lines in general position.

**Theorem 5.** Given three points and two lines in general position in \( \mathbb{P}\mathbb{R}^2 \). If there exist some two points lying on the two lines respectively, then the problem
of determining a non-degenerate conic has a unique real solution.

**Proof.** In this case, we allocate \( \hat{x}_1^T l_1 = 0, \hat{x}_2^T l_2 = 0, \hat{x}_3^T l_i \neq 0, i = 1, 2 \) and let \( x_4 = t\hat{x}_1 + p \), where \( p = l_1 \times l_2 \), then we have

\[
\begin{align*}
\det([p, \hat{x}_2, \hat{x}_3]\hat{x}_1^T l_1) + \det([\hat{x}_1, \hat{x}_2, p]\hat{x}_3^T l_1) = 0, \\
\det([p, \hat{x}_2, \hat{x}_3]\hat{x}_1^T l_2) + \det([\hat{x}_1, p, \hat{x}_2]\hat{x}_3^T l_2) = 0.
\end{align*}
\]

Then according to (12) and (13), we may get a unique intersection point of the conics \( C_{s,t}^{(1)} \) and \( C_{s,t}^{(2)} \) as follows:

\[
s = \frac{1}{2}, \quad t = \frac{\det([p, \hat{x}_2, \hat{x}_3])}{2\det([\hat{x}_1])}.
\]  

So the problem of determining a non-degenerate conic has a unique real solution. This completes the proof of the theorem. \( \square \)

**Theorem 6.** Given three points and two lines in general position in \( \mathbb{P} \mathbb{R}^2 \). If there exist some two points and the intersection point of two lines being collinear, then

(i) when the remaining third point does not lie on any of the two lines, the problem of determining a non-degenerate conic must have two distinct solutions.

(ii) when the remaining third point lies on some one of the two lines, the problem of determining a non-degenerate conic has a unique real solution.

**Proof.** For (i), in this case, we allocate \( \hat{x}_1^T l_1 \neq 0, \hat{x}_2^T l_2 \neq 0 \) and \( \hat{x}_2, \hat{x}_3, p \) be collinear, where \( p = l_1 \times l_2 \).

Let \( x_4 = t\hat{x}_1 + p \). Then we may deduce that \( \xi_3^T l_1 = \xi_3^T l_2 = 0 \). According to (11), we have

\[
s = \frac{(\xi_3^T l_1)^2}{(\xi_3^T l_1)^2 - (\xi_2^T l_1)^2} = \frac{(\xi_3^T l_2)^2}{(\xi_3^T l_2)^2 - (\xi_2^T l_2)^2}.
\]  
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Further, from (1) we may get
\[ t^2 = \frac{\text{det}([\hat{x}_1, \hat{x}_2, p]]^2(\hat{x}_1^T l_1)(\hat{x}_2^T l_2)}{\text{det}([\hat{x}_{123}]]^2(\hat{x}_1^T l_1)(\hat{x}_2^T l_2)}. \] (18)
Since the right of (18) must be not zero, \( t \) has two distinct roots and further we may get two corresponding \( s \) from (1) and (17). So the problem of determining a non-degenerate conic has two distinct solutions.

For (ii), in this case, we allocate \( \hat{x}_1, \hat{x}_2, p \) be collinear and \( \hat{x}_3^T l_1 = 0 \), where \( p = l_1 \times l_2 \). It is worth noting that we can not let \( x_4 = t\hat{x}_1 + p \), but let \( x_4 = tp + q \), where \( q = p \times l_2 \). Now since \( \hat{x}_3^T l_1 = 0 \) and \( \hat{x}_4^T l_2 = 0 \), according to Proposition 1, from (10) and (1) we may solve
\[ s = 2, \quad t = \frac{\text{det}([q, \hat{x}_2, \hat{x}_3])(\hat{x}_1^T l_2) - \text{det}([\hat{x}_1, q, \hat{x}_3])(\hat{x}_2^T l_2)}{2\text{det}([\hat{x}_1, p, \hat{x}_3])(\hat{x}_2^T l_2)}. \] (19)
So the problem of determining a non-degenerate conic has a unique real solution. This completes the proof of the theorem.

According to the proof of (i) in Theorem 6, we may deduce immediately that under what configuration the problem of determining a non-degenerate conic has two distinct real solutions. More formally, we have the following proposition.

**Proposition 4.** Given three points \( \hat{x}_1, \hat{x}_2, \hat{x}_3 \in \mathbb{P}^2 \) and two lines \( l_1, l_2 \in \mathbb{P}^2 \) in general position such that \( \hat{x}_i^T l_i \neq 0, i = 1, 2 \) and \( \hat{x}_2, \hat{x}_3, l_1 \times l_2 \) are collinear. Then the problem of determining a non-degenerate conic has two distinct real solutions if and only if \( (\hat{x}_1^T l_1)(\hat{x}_2^T l_2) \) and \( (\hat{x}_1^T l_2)(\hat{x}_2^T l_1) \) have same signs.

**Theorem 7.** Given three points and two lines in general position in \( \mathbb{P}^2 \). If there exists only one point lying on some line and the remaining two points and the intersection point of two lines are not collinear, then the problem of determining a non-degenerate conic has two distinct solutions.
Proof. In this case, we allocate $\hat{x}_3^T l_1 = 0$ and let $x_4 = t\hat{x}_1 + p$, where $p = l_1 \times l_2$, then according to Proposition 1, from (10) and (1), we may have

$$s = \left(\xi_1^T l_1\right)^2 - \left(\xi_2^T l_1\right)^2 + \frac{1}{2} = -\frac{\text{det}(\hat{x}_{123})}{\text{det}([p, \hat{x}_2, \hat{x}_3])} t.$$

(20)

After we substitute it into the second equation in (12), we may derive a quadratic equation about $t$ as follows:

$$4\text{det}([\hat{x}_{123}])^2 (\hat{x}_1^T l_2) t^2 + 4\text{det}([\hat{x}_{123}])\text{det}([p, \hat{x}_2, \hat{x}_3]) (\hat{x}_1^T l_2) t - \text{det}([p, \hat{x}_2, \hat{x}_3])\text{det}([\hat{x}_1, p, \hat{x}_3]) (\hat{x}_1^T l_2) (\hat{x}_2^T l_2) = 0.$$ 

(21)

Further, by the detailed derivation, the discriminant of (21) may be represented as follows:

$$\Delta = -16\text{det}([\hat{x}_{123}])^2 \text{det}([p, \hat{x}_2, \hat{x}_3]) \text{det}([\hat{x}_1, p, \hat{x}_3]) (\hat{x}_1^T l_2) (\hat{x}_2^T l_2).$$

(22)

Since the discriminant (22) must be nonzero, we may assert that the problem of determining a non-degenerate conic must have two distinct solutions. This completes the proof of the theorem. \qed

An immediate consequence of the Theorem 7 is that the condition of two distinct real solutions can be determined. More formally, we have the following proposition.

Proposition 5. Given three points $\hat{x}_1, \hat{x}_2, \hat{x}_3 \in \mathbb{P}^2$ and two lines $l_1, l_2 \in \mathbb{P}^2$ in general position such that $\hat{x}_3^T l_1 = 0$ and $\hat{x}_1, \hat{x}_2, p = l_1 \times l_2$ are not collinear. Then the problem of determining a non-degenerate conic has two distinct real solutions if and only if

$$\text{det}([p, \hat{x}_2, \hat{x}_3]) \text{det}([\hat{x}_1, p, \hat{x}_3]) (\hat{x}_1^T l_2) (\hat{x}_2^T l_2) < 0.$$ 

3.5. The Rest of All Minimal Configurations

Since the duality principle of the projective plane, we may obtain easily the closed-form solutions to the non-degenerate dual conic from the cases of two-point + three-line configuration, one-point + four-line configuration and five-line configuration.
4. Implementation

In this section, we summarize the proposed algorithms in the following.

Algorithm 1: conic from five points

(i) Given five points in general position. Denote them arbitrarily by $\hat{x}_i, i = 1,...,5$. Then, compute $\xi_1, \xi_2, \xi_3$ according to (1).

(ii) Compute the conic $C$ according to (3).

Algorithm 2: conics from four points + one line

Case 1: Given four points and one line in general position such that there exists one point lying on the line.

(i) Denote four points arbitrarily by $\hat{x}_i, i = 1,...,4$ and denote the line by $l$. Then, compute $\xi_1, \xi_2, \xi_3$ according to (1).

(ii) Compute $s$ according to (10) and further compute the conic $C$ according to (2).

Case 2: Given four points and one line in general position such that the line passes through some one of three vertices of the diagonal triangle of the quadrangle consisting of given four points.

(i) Denote the line by $l$ and denote four points by $\hat{x}_i, i = 1,...,4$ such that $(\hat{x}_1 \times \hat{x}_4) \times (\hat{x}_2 \times \hat{x}_3)$ lies on $l$. Then, compute $\xi_1, \xi_2, \xi_3$ according to (1).

(ii) Compute $s$ according to (11) and further compute the conic $C$ according to (2).

Case 3: Given four points and one line in general position such that the line neither passes through any one of four points and nor passes through any one
of three vertices of the diagonal triangle of the quadrangle consisting of given
four points.

(i) Denote the line \( l \) and denote four points arbitrarily by \( \hat{x}_i, i = 1, \ldots, 4 \). Then,
compute \( \xi_1, \xi_2, \xi_3 \) according to (1).
(ii) Compute \( s_1 \) and \( s_2 \) according to (8).
(iii) Compute the conics \( C_1 \) and \( C_2 \) according to (7).

Algorithm 3: conics from three points + two lines

Case 1: Given three points and two lines in general position such that there
exist two points lying on two lines respectively.

(i) Denote the point not lying on \( l_1 \) or \( l_2 \) by \( \hat{x}_1 \) and denote two lines arbitrarily
by \( l_1 \) and \( l_2 \). Further, denote the point lying on \( l_1 \) by \( \hat{x}_2 \) and denote the point
lying on \( l_2 \) by \( \hat{x}_3 \).
(ii) Compute \( p = l_1 \times l_2 \) and further compute \( t \) according to (16). Then compute
\( \xi_1, \xi_2, \xi_3 \) according to \( x_4 = t \hat{x}_1 + p \) and (1).
(iii) Let \( s = \frac{1}{2} \) and further compute the conic \( C \) according to (2).

Case 2: Given three points and two lines in general position such that some two
points and the intersection points of two lines are collinear and the remaining
third point lies on some one of two lines.

(i) Denote two lines and one point by \( l_1, l_2 \) and \( \hat{x}_3 \) such that \( \hat{x}_3^T l_1 = 0 \). Then
denote the other two points arbitrarily by \( \hat{x}_1 \) and \( \hat{x}_2 \).
(ii) Compute \( p = l_1 \times l_2, q = p \times l_2 \) and further compute \( t \) according to (19).
Then compute \( \xi_1, \xi_2, \xi_3 \) according to \( x_4 = t p + q \) and (1).
(iii) Let \( s = 2 \) and further compute the conic \( C \) according to (2).

Case 3: Given three points and two lines in general position such that some two
points and the intersection points of two lines are collinear and the remaining third point does not lie on any one of two lines.

(i) Denote two lines arbitrarily by \( l_1, l_2 \) and denote two points that are collinear with the intersection point \( l_1 \times l_2 \) arbitrarily by \( \hat{x}_2 \) and \( \hat{x}_3 \). Then denote the remaining third point by \( \hat{x}_1 \).

(ii) Compute \( p = l_1 \times l_2 \) and further compute \( t_1 \) and \( t_2 \) according to (18). Then compute \( x_1^{(i)}, x_2^{(i)}, x_3^{(i)}, i = 1, 2 \) according to \( x_4^{(i)} = t_i \hat{x}_1 + p, i = 1, 2 \) and (1).

(iii) Compute \( s_1 \) and \( s_2 \) according to (17) and further compute the conics \( C_1 \) and \( C_2 \) according to (2).

Case 4: Given three points and two lines in general position such that some one point lies on some one line and the remaining two points and the intersection point of two lines are not collinear.

(i) Denote two points not lying on the lines arbitrarily by \( \hat{x}_1 \) and \( \hat{x}_2 \) and denote the point lying on some one line by \( \hat{x}_3 \). Denote the line through \( \hat{x}_3 \) by \( l_1 \) and another line by \( l_2 \).

(ii) Compute \( p = l_1 \times l_2 \) and further compute \( t_1 \) and \( t_2 \) according to (21). Then compute \( x_1^{(i)}, x_2^{(i)}, x_3^{(i)}, i = 1, 2 \) according to \( x_4^{(i)} = t_i \hat{x}_1 + p, i = 1, 2 \) and (1).

(iii) Compute \( s_1 \) and \( s_2 \) according to (20) and further compute the conics \( C_1 \) and \( C_2 \) according to (2).

Case 5: Given three points and two lines in general position such that all the points do not lie on the lines and furthermore the line through any two points does not go through the intersection point of two lines.

(i) Denote two lines arbitrarily by \( l_1, l_2 \) and denote three points arbitrarily by \( \hat{x}_1, \hat{x}_2, \hat{x}_3 \).

(ii) Compute \( p = l_1 \times l_2 \) and further compute the intersection points \( (s_i, t_i, 1)^T, i = 1, 2, 3, 4 \) of two non-degenerate conics in (12). Then compute \( \xi_1^{(i)}, \xi_2^{(i)}, \xi_3^{(i)}, i = 1, 2, 3 \).
Figure 2: Conics from five points \( \hat{x}_i, i = 1, 2, 3, 4, 5 \) in general position. (a), (b) and (c) show a unique real non-degenerate conic respectively according to Theorem 2 and Algorithm 1.

\[
i = 1, 2, 3, 4 \quad \text{according to } \quad x_4^{(i)} = t_i \hat{x}_1 + p, \quad i = 1, 2, 3, 4 \quad \text{and} \quad (1).
\]

(iii) Compute the conics \( C_i, i = 1, 2, 3, 4 \) according to (2).

5. Experiments

In this section, we show some examples of determining the conics from the point-line minimal configurations to demonstrate the correctness and advantage of our results.

First, given five points \( \hat{x}_i, i = 1, 2, 3, 4, 5 \) in general position, we may obtain directly a real non-degenerate conic conic by Theorem 2 and Algorithm 1, as shown in Fig. 2, where Fig. 2(a) shows an ellipse, Fig. 2(b) shows a hyperbola and Fig. 2(c) shows a parabola.

Second, given four points \( \hat{x}_i, i = 1, 2, 3, 4 \) and one line \( l \) in general position, according to Proposition 1 and Proposition 2, we may determine easily whether there exists at least a real non-degenerate conic passing through \( \hat{x}_i, i = 1, 2, 3, 4 \) and tangent to \( l \). If yes, then we may obtain one or two real non-degenerate conics by Theorem 3 and Algorithm 2, as shown in Fig. 3, where Fig. 3(a) shows a unique real non-degenerate conic by Proposition 1 (Note that the line \( l \) passes through the point \( \hat{x}_1 \)). and Case 1 of Algorithm 2. Fig. 3(b) shows a unique real non-degenerate conic by Proposition 1 (Note that the line \( l \) passes through...
Figure 3: Conics from four points $\hat{x}_1, \hat{x}_2, \hat{x}_3, \hat{x}_4$ and one line $l$ in general position. (a) shows a unique real non-degenerate conic by Proposition 1 and Case 1 of Algorithm 2, where $l$ passes through $\hat{x}_1$. (b) shows a unique real non-degenerate conic by Proposition 1 and Case 2 of Algorithm 2, where $l$ passes through the vertex $\xi_1$ of the diagonal triangle of the quadrangle $\hat{x}_1 \hat{x}_2 \hat{x}_3 \hat{x}_4$. (c) shows no real solutions by Proposition 2. (d), (e) and (f) show two distinct real non-degenerate conics by Proposition 2 and Case 3 of Algorithm 2.

The vertex $\xi_1$ of the diagonal triangle of the quadrangle $\hat{x}_1 \hat{x}_2 \hat{x}_3 \hat{x}_4$ and Case 2 of Algorithm 2. In Fig. 3(c), all four points lie on the same side of the line, but $\det(\begin{bmatrix} \hat{x}_{12} \end{bmatrix})$, $\det(\begin{bmatrix} \hat{x}_{14} \end{bmatrix})$, $\det(\begin{bmatrix} \hat{x}_{13} \end{bmatrix})$ have same directions and $\det(\begin{bmatrix} \hat{x}_{23} \end{bmatrix})$ is anti-direction, so there exist no real solutions by Proposition 2. Fig. 3(d), Fig. 3(e) and Fig. 3(f) show two distinct real non-degenerate conics by Proposition 2 and Case 3 of Algorithm 2.

Last, given three points $\hat{x}_i$, $i = 1, 2, 3$ and two lines $l_1, l_2$ in general position, by Proposition 3, Theorem 5, Theorem 6, Proposition 4, Proposition 5, we may determine easily whether there exists at least a real non-degenerate conic passing through $\hat{x}_i$, $i = 1, 2, 3$ and tangent to $l_1, l_2$. If yes, then we may obtain one, two
or four real non-degenerate conics by Algorithm 3, as shown in Fig. 4, where Fig. 4(a) shows a unique solution by Theorem 5 and Case 1 of Algorithm 3. Fig. 4(b) shows a unique solution by (ii) of Theorem 6 and Case 2 of Algorithm 3. Fig. 4(c) and Fig. 4(d) show two distinct real solutions by (i) of Theorem 6 and Case 3 of Algorithm 3. In Fig. 4(e), because the points \( \hat{x}_1, \hat{x}_3 \) lie on the same side of the line \( l_1 \), but they lie on the opposite sides of the line \( l_2 \), that means that the signs of \((\hat{x}_1^Tl_1)(\hat{x}_3^Tl_1)\) and \((\hat{x}_1^Tl_2)(\hat{x}_3^Tl_2)\) are different, so there exist no real solutions by Proposition 4. Fig. 4(f) and Fig. 4(g) show two distinct real solutions by Proposition 5 and Case 4 of Algorithm 3. In Fig. 4(h), on one hand, because the points \( \hat{x}_1, \hat{x}_2 \) lie on the opposite sides of the line \( l_2 \), that means that \((\hat{x}_1^Tl_2)(\hat{x}_2^Tl_2) < 0 \). On the other hand, the directions of \( \det([l_1 \times l_2, \hat{x}_2, \hat{x}_3]) \) and \( \det([\hat{x}_1, l_1 \times l_2, \hat{x}_3]) \) are different, that means that

\[
\det([l_1 \times l_2, \hat{x}_2, \hat{x}_3])\det([\hat{x}_1, l_1 \times l_2, \hat{x}_3]) < 0,
\]

so there exist no real solutions by Proposition 5. Fig. 4(i) and Fig. 4(j) show four distinct real solutions by Proposition 3 and Case 5 of Algorithm 3. In Fig. 4(k) and Fig. 4(l), both the point \( \hat{x}_2 \) and the point \( \hat{x}_3 \) lie on the same side of the lines \( l_1, l_2 \), but the point \( \hat{x}_1 \) does not. That means that the signs of \((\hat{x}_1^Tl_1)(\hat{x}_1^Tl_2), (\hat{x}_2^Tl_1)(\hat{x}_2^Tl_2), (\hat{x}_3^Tl_1)(\hat{x}_3^Tl_2)\) are different, so there exist no real solutions by Proposition 3.

6. Conclusion

This paper presents a series of closed-form solutions to the conics from all minimal configurations of points and lines in general position. Using these closed-form formulae, we propose the algebraic and geometric conditions for a non-degenerate real conic from each of all minimal configurations. We also demonstrate the validity of our results by some examples. In fact, our closed-form solutions to the conics can be applied further into distinguishing type of a non-degenerate real conic from each of all minimal configurations. In future research, we will focus on the problems.
Figure 4: Conics from three points and two lines in general position. (a) shows a unique solution by Theorem 5 and Case 1 of Algorithm 3. (b) shows a unique solution by (ii) of Theorem 6 and Case 2 of Algorithm 3. (c) and (d) show two distinct real solutions by (i) of Theorem 6 and Case 3 of Algorithm 3. (e) shows no real solutions by Proposition 4. (f) and (g) show two distinct real solutions by Proposition 5 and Case 4 of Algorithm 3. (h) shows no real solutions by Proposition 5. (i) and (j) show four distinct real solutions by Proposition 3 and Case 5 of Algorithm 3. (k) and (l) show no real solutions by Proposition 3.
Appendix A: If there exist two same eigenvalues, then \( l_1 \times l_2 \) must lie on some side of the triangle \( \hat{x}_1 \hat{x}_2 \hat{x}_3 \).

We prove the case of \( \lambda_1 = \lambda_2 \), and the proofs of other cases are similar. If \( \lambda_1 = \lambda_2 \), then we have \( \hat{x}_2^T l_1 = \rho \hat{x}_3^T l_1 \) and \( \hat{x}_2^T l_2 = \rho \hat{x}_3^T l_2 \), namely the point \( \hat{x}_2 - \rho \hat{x}_3 \) does not only lie on the line \( l_1 \), but also the line \( l_2 \). That means that \( l_1 \times l_2 \simeq \hat{x}_2 - \rho \hat{x}_3 \), namely \( l_1 \times l_2 \) must lie on the side through \( \hat{x}_2, \hat{x}_3 \) of the triangle \( \hat{x}_1 \hat{x}_2 \hat{x}_3 \).
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