ABSTRACT

Most machine learning models for audio tasks are dealing with a handcrafted feature, the spectrogram. However, it is still unknown whether the spectrogram could be replaced with deep learning based features. In this paper, we answer this question by comparing the different learnable neural networks extracting features with a successful spectrogram model and proposed a General Audio Feature extractor (GAFX) based on a dual U-Net (GAFX-U), ResNet (GAFX-R), and Attention (GAFX-A) modules. We design experiments to evaluate this model on the music genre classification task on the GTZAN dataset and perform a detailed ablation study of different configurations of our framework and our model GAFX-U, following the Audio Spectrogram Transformer (AST) classifier achieves competitive performance.

1. INTRODUCTION

Recently, researchers have shown an increased interest in applying successful deep learning models in computer vision (CV) and natural language processing (NLP) for the audio field. Specifically, convolutional neural networks (CNNs) architectures [1], such as VGG [2], have been trained on the audio spectrograms for different tasks and one of the most used pretrained NLP model, BERT [3], have been transformed as AALBERT [4], which is also pretrained on the spectrograms and fine-tuned for tasks, such as classifications. In addition, recent researches on Transformer architecture [5–7] and Masked Auto-Encoder (MAE) [8] has been studied on audio spectrograms [9,10]. The spectrogram is a kind of low-level acoustic representation and the previous models usually take the mel-frequency spectrograms as inputs, which are computed from the time-domain waveform through the short-time Fourier transform (STFT) [11]. However, research on the audio field models has been mostly restricted to the hand-crafted feature inputs, which are spectrograms.

We attempt to show that learnable wave feature extractors instead of the spectrogram transform to achieve a better result on the music genre classification task. Unlike the learnable audio frontend [12] which is composed by learnable filter combination, we get inspired by how people tell the style of a song. People often distinguish the music style through its unique elements like rhythm, harmony, and melody. For example, if a song has plenty of off-beat rhythms, then its style most likely is reggae. We want our feature extractor to be able to extract the feature that contains these unique elements. We designed different feature extraction networks: GAFX-U (dual U-Net based), GAFX-R (ResNet based), and GAFX-A (Attention based) with AST as the classifier.

This work will generate an alternative insight into the audio analysis with learnable feature extractors which produce frequency-domain-like features instead of mel-frequency spectrograms. We first introduce an End-to-End framework as a Learnable Feature Extractor and classifier in the audio waveform domain. As for the task, music genre classification, we focus on, End-to-End means the input is the original waveform and the output is the genre directly. Then, comparing the baseline model AST, the spectrogram-input model with transformer, and our designed feature extractors, proves the pretrained feature extractors have the ability to catch the features out of the hand-crafted features. Finally, the results show that the model with GAFX-U and AST classifier achieves 72.5% accuracy and improves 11.5% accuracy to the AST baseline.

2. RELATED WORK

Most research on audio tasks has been classified into studies on spectrogram and waveform. In this section, previous works will be discussed in these two views.

2.1 Methods using Spectrograms

The researchers applied the CV succeeded models on spectrogram since spectrogram data in a certain time is the same as the 2-D image data with channel one.

2.1.1 CNNs

CNNs have proven very effective in audio tasks [13–16]. CNNs architectures have been used to classified the sound on the large-scale audio set. Researchers [13–16] first experiment several typical models, AlexNet [17], VGG, Inception [18], ResNet, MobileNetv2 [19] and EfficientNet [20]. Then considering the same 2-D data structure of image and spectrogram, it shows that ImageNet-Pretrained...
CNN models can be used as strong baseline networks for audio classification.

2.1.2 Transformer

The transformer is a kind of attention architecture that has been made use of for audio tasks with or without convolutional layers [9, 22, 24]. Transformer with CNN combining both advantages has shown the ability to efficiently capture the global and local context information of an audio feature sequence and been applied to the Sound event detection (SED) task [23, 24]. On the other hand, the pure transformer, ViT [6] and its variant, DeiT [7], were proposed on the audio spectrogram, as AST models, after pretraining on the ImageNet achieved better results than CNNs with attention on the Audio Set [25] tasks.

2.1.3 Masked Spectrogram Model

The masked-prediction pretraining is now also applied on the spectrogram [10, 26], after being applied as Masked Language Model (MLM), BERT [3] in NLP and Masked Auto-Encoder (MAE) [8] in CV. MAE proves the Generality of the transformer and the information density of images is lower than that of texts. Same as the image, trained masked spectrogram model (MSM) [10] on the spectrogram with the same high mask ratio achieves good performance and at the same time masked spectrogram predication (MaskSpec) [26] experiments different tasks on the same strategies.

2.2 Researches on Waveform

One of the most differences between the waveform and spectrogram is that the hand-craft features are based on the human-hearing conception frequency filters. Therefore, the audio classification tasks labeled by people are mostly applied to the spectrogram. Correspondingly, the waveform is as the input of model for tasks, such as audio classification [12], audio generation [27], and audio separation [28-31]. For the audio classification, a learnable audio frontend (LEAF) [12] is composed of three learnable components, filter, lowpass pooling, and compression to generate the feature which outperforms the mel-filterbank. One of the audio generation is text-to-speech (TTS), WaveNet [27] based on the PixelCNN [32]. Which is generative CNN, achieves state-of-the-art performance. For the audio source separation task, wave-U-Net based on the 1-D U-Net [33], of which 2-D architecture used for image segmentation, generate the same result as a state-of-the-art spectrogram-based U-Net architecture. After that, a series of Deep Extractor for Music Sources (Demucs) was proposed for the task as the name. The Demucs first add the bidirectional LSTM [34] models between the downsample blocks and up-sample blocks. Then To improve the Signal-To-Distortion (SDR), the models, Hybrid Demucs separates waveform into two different auto-encoders as temporal encoder and spectral encoder.

| Layers | TEncoder/ZEncoder | TDecoder/ZDecoder |
|--------|------------------|------------------|
| 1      | C_{in}=2, C_{out}=48 | C_{in}=48, C_{out}=4*2*2 |
| 2      | C_{in}=48, C_{out}=96 | C_{in}=96, C_{out}=48 |
| 3      | C_{in}=96, C_{out}=192 | C_{in}=192, C_{out}=96 |
| 4      | C_{in}=192, C_{out}=384 | C_{in}=384, C_{out}=192 |
| 5      | C_{in}=384, C_{out}=768 | C_{in}=768, C_{out}=384 |
| 6      | C_{in}=768, C_{out}=1536 | C_{in}=1536, C_{out}=768 |

Table 1. The GAFX-U architecture, TEncoder and ZEncoder represents temporal encoder and spectral encoder, encoder and decoder are build symmetrically. C_{in} and C_{out} means numbers of input channel and output channel.

| Layers | Channels | Strides |
|--------|----------|---------|
| Conv1  | 64       | (1, 2)  |
| MaxPol | /        | (1, 2)  |
| 1      | 64       | (1, 1)  |
| 2      | 128      | (1, 2)  |
| 3      | 256      | (1, 2)  |
| 4      | 512      | (1, 2)  |
| 5      | 128      | (1, 2)  |

Table 2. The GAFX-R architecture. For layer 1-5, the number of parameters should be twice as much as table shows since one layer contains two same blocks.

2.3 Genre Classification

Most research on genre classification has been carried out on GTZAN dataset [35]. The best model based jukebox [36] representation, which is a MLM pretrained on 1M songs [37].

3. METHOD

In this section, we will introduce the designed feature extractors and classifier for music genre classifications in detail. Feature extractors are used for extracting features directly from audio files while classifier is for distinguishing which genre the audio belongs to.

3.1 Feature Extractor

3.1.1 Feature Extractor Based on Dual U-Net

The GAFX-U is based on the a dual U-net, redesigned Hybrid Demucs architecture (HDDemucs). HDDemucs is composed of two branches, a temporal branch, and a spectral branch. Each branch is like the standard Demucs, which is an encoder/decoder structure with BiLSTM between them. Since the model won the Music Demixing Challenge 2021 organized by Sony, we believe that this dual U-Net structure has abilities to catch the features behind the waveform. The HDDemucs architecture shows in table [1].

In detail, as the CV models achieve success on the spectrogram, we redesign extractors to transform the output as image-like, also spectrogram-like. Firstly, generating four
Figure 1. The model architecture. Firstly, the input waveform through the feature extractor will generate the spectrogram-like feature. Then sent the feature into the classifier, giving the results. Details of three feature extractors and the classifier are shown on the right site of the figure.

waveform features from the source, STFT with 512 FFT length and hanning window are applied these features and they are added with the output of ZDecoder separately. After these steps, the four image-like features with 469 time steps and 2048 frequency bins (the shape representing as (469, 2048)). Then, these four features are concatenate along with frequency direction to one tensor with shape (469*4, 2048). Final steps, to reduce the dimension of frequency, the bins are divided into 16 groups, and each group takes the mean as representation. As a result, our GAFX-U will generate features with shape (1876, 128).

3.1.2 Feature Extractor Based on ResNet

The GAFX-R is based on ResNet architecture, CNN with layer connection. The structure of our GAFX-R contains 5 layers, each layer composed of 2 basic blocks in which the kernel size is the same as that of the standard ResNet_18 block. More detail shows in table [2]. The shape of data changes as the following description:

A 30 seconds 22KHz audio data has a shape (1, 661600) and firstly is reshaped to (1, 3308, 200). After the GAFX-R, the feature shape is (128, 3308, 4). The last procession for features is average pooling the last dimension and reshaping the data to (3308, 128).

3.1.3 Feature Extractor Based on Attention

As the attention layers could catch the relation between the long-distance data rather than CNN, the GAFX-A is designed as attention layers followed by CNN. The output feature shape of CNN is the same as GAFX-R, (128, 3308, 4). Then these features go through the attention layers and the shape is (3308, 128).

3.2 Classifier

The classifier follows the steps of the original AST paper. The model is based on the image-net pretrained DeiT and with input layer weights being averaged since spectrogram with one channel rather than the RGB channels of the image. The patch size is 16*16 without overlapping because it will increase the computational complexity and the improvement in the result is not obvious.

4. EXPERIMENTS

4.1 Dataset and Training Details

4.1.1 GTZAN

The GTZAN dataset is the most-used public dataset for evaluation in machine listening research for music genre classification. GTZAN contains 1000 audio tracks divided into 10 genres with 100 tracks per genre. Each track is a 30-second single-channel wave file, with 22050 Hz sampling rate and 16-bit depth. The dataset is split into 80 percent for training and 20 percent for evaluation. Training set and evaluating set follow the same data distribution.

For the GAFX-U we have applied data preprocessing. We first downsampled each track from 22kHz to 16kHz due to GPU memory restriction. Besides, 16kHz is enough for preserving the information we need. Then, we change each track from mono to stereo since the pretrained HDe-mucs model uses stereo inputs.

4.1.2 AudioSet

AudioSet consists of an expanding ontology of 632 audio event classes and a collection of 2,084,320 human-labeled
Table 3. The baseline comparison of AST based on DeiT-Tiny and DeiT-Small.

| Model                      | Accuracy |
|----------------------------|----------|
| AST Based on DeiT-Tiny     | 61.00    |
| AST Based on DeiT-Small    | 64.50    |

Table 4. The comparison of model w/ and wo/ AudioSet pretraining. In this experiment, we use GAFX-R as our feature extractor, AST with DeiT-Small architecture as our classifier, batch size is 8, and the learning rate is equal to 5e-4.

| Approach                        | Accuracy       |
|---------------------------------|----------------|
| w/ AudioSet Pretraining         | 51.00 ± 2.00   |
| wo/ AudioSet Pretraining        | 47.10 ± 1.50   |

Table 5. The comparison of model w/ and wo/ data augmentation. In this experiment, we use GAFX-R as our feature extractor, AST with DeiT-Small architecture as our classifier, and batch size is 4.

| Approach     | Accuracy |
|--------------|----------|
| w/ Augmentation | 48.67   |
| wo/ Augmentation | 37.00   |

Table 6. Results of applying different feature extractors.

| Feature Extractor | Accuracy |
|-------------------|----------|
| GAFX-A/           | /        |
| GAFX-R            | 53.00    |
| GAFX-U            | 72.50    |

Table 7. Results of different models for music genre classification task on GTZAN dataset.

| Model                             | Accuracy |
|-----------------------------------|----------|
| GAFX-U + AST(‘DeiT-Ti’)           | 72.50    |
| (Contrastive) Probing CLMR [37]   | 68.60    |
| AST(‘DeiT-Small’)                 | 64.50    |
| AST(‘DeiT-Ti’)                    | 61.00    |

4.2.2 The effect of different feature extractor

We compare the performance of 3 different feature extractors. The performance of GAFX-A is extremely poor, after we tried several ways to improve its performance, the loss is still NaN, so we have to abandon this feature extractor. The remaining two feature extractors are all functional. GAFX-U achieves the best result: outperforming GAFX-R with 24 percent accuracy.

4.2.3 The effect of AudioSet pretraining

We compare AudioSet pretraining and using GTZAN directly. We used the balanced AudioSet for pretraining because it would generate higher accuracy models. Our strategy is to use waveform as input, and spectrogram with the shape (1024, 128) as output. We use binary cross-entropy with logits loss, Adam optimizer, the batch size is 4 and the initial learning rate is 5e-4. From the result shown in table 4, we could find that AudioSet pretraining can slightly bring an improvement to the result.

4.2.4 The effect of data augmentation

Data augmentation is a popular way to solve data insufficient problems, sometimes it can improve the results. We compare the GAFX-R result with the original GTZAN and augmented GTZAN. The way we augment is to split the original 30 seconds long track into three 10 seconds long tracks, so we will have triple the amount of original data. From table 5, we find that data augmentation will improve accuracy.

5. CONCLUSIONS

This study has shown that a designed learnable feature extractor has the ability to extract more information from waveform than spectrogram. We compared different structures of the feature extractors and strategies, such as pretraining and data augmentation with the spectrogram based AST on the music genre classification task. The research
has shown that our designed extractor model achieves better results than the spectrogram baseline model. The findings of this study also suggest that the learnable feature extractors on waveform data provide the possibility of the improvements for the audio tasks.

The generalizability of these results is subject to certain limitations. For instance, the experiments on one certain task are not enough for providing a normal the, while the feature extractors we designed are not generalized as well. Notwithstanding these limitations, the study suggests that the findings reported here shed new light on the learnable feature extractor on the waveform.

In the future, we will replace the feature extractor and AST classifier with better result models to solve the above limitations.
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