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Abstract

Deep learning became the game changer for image retrieval soon after it was introduced. It promotes the feature extraction (by representation learning) as the core of image retrieval, with the relevance/matching evaluation being degenerated into simple similarity metrics. In many applications, we need the matching evidence to be indicated rather than just have the ranked list (e.g., the locations of the target proteins/cells/lesions in medical images). It is like the matched words need to be highlighted in search engines. However, this is not easy to implement without explicit relevance/matching modeling. The deep representation learning models are not feasible because of their black-box nature. In this paper, we revisit the importance of relevance/matching modeling in deep learning era with an indicative retrieval setting. The study shows that it is possible to skip the representation learning and model the matching evidence directly. By removing the dependency on the pre-trained models, it has avoided a lot of related issues (e.g., the domain gap between classification and retrieval, the detail-diffusion caused by convolution, and so on). More importantly, the study demonstrates that the matching can be explicitly modeled and backtracked later for generating the matching evidence indications. It can improve the explainability of deep inference. Our method obtains a best performance in literature on both Oxford-5k and Paris-6k, and sets a new record of 97.77\% on Oxford-5k (97.81\% on Paris-6k) without extracting any deep features.

1. Introduction

Content-based Image Retrieval (CBIR) is generally modeled as a ranking problem based on the relevance/matching between the query and target images [11, 64, 52]. More specifically, the feature vectors are first extracted from images as their representations, and then the relevance/matching are evaluated using the representations so that the ranking can be conducted. The two components of feature extraction and relevance/matching evaluation are of equal importance. This can be seen at the early stage of CBIR, when the same amount of attention was put on the two components [52]. However, most of the attention shifted to the feature extraction greatly as soon as the deep learning was introduced [11, 64].

With deep learning, we can build complex models for image representations in parameter spaces of dimensionality up to billions [24, 4, 2]. This is a substantial improvement over the early methods in which much simpler models were hand-crafted in feature spaces with dimensionality of hundreds or several thousand [51, 32, 21, 22, 35]. More importantly, deep features can be learned through gradient-based backpropagation in an unified and automatic manner rather than through the dull feature engineering [21, 62, 3]. Thanks to the richness and easy-to-learn nature of deep features, the feature representation learning is becoming the core of CBIR [11], while the relevance/matching evaluation receives less and less attention, and has degenerated into elementary metrics (e.g., cosine similarity, Euclidean distance) in most of the current methods [54, 23, 56].

While promising results are being constantly reported, we argue that the emphasis on the superiority of representation learning over the relevance/matching evaluation may have taken us away from the spirit of retrieval. The human logic to identify the relevant images is indeed based on the matching, in which the correspondence of global/local salient characteristics (e.g., colors, textures, shapes) between the query and targets acts as the core evidence. This is the reason that at the early stage of CBIR, the matching has been modeled explicitly (e.g., matching of local features extracted by SIFT/SURF used to be the most promising and popular scheme [25, 3, 38]). It is not only the conceptual base of image retrieval but also the practical needs. In many applications, it is useless to the users if the ranked lists are given alone without indicating the evidence. The most intuitive way to understand this is to think of the demand in text search domain, where it is important for the search engines to highlight the matched words in the returned results. Otherwise, the users would have to go through every returned document by themselves to verify if it is what they are looking for. Similar demands exist in the image retrieval domain. For example, the indications of the lo-
cations/regions of the target protein/cell/lesion instances in the top-ranked medical images are generally expected. Otherwise, the technicians/doctor would have to put a great effort to verify each image before drawing conclusions on the disease [27, 39].

However, contemporary deep retrieval methods have a limited ability to generate the explicit matching evidence. Generally speaking, regardless of the models adopted directly with an off-the-shelf setting [54, 24, 4, 23] or indirectly through fine-tuning [2, 9, 14], the deep networks have originally been designed for classification tasks, where the goal is to learn high-level semantics instead of specific characteristics of instances. The domain gap makes the characteristics (especially the local details) of the images hard to be backtracked or explained from the resulting representations, not to mention the correspondence between them. From a computational point of view, the lack of explainability comes from the convolution that makes the local details diffuse to neighbour neurons when passing through layers. The more layers are stacked, the more serious the detail diffusion is. This is what leads to the blackbox nature of deep networks. It can be seen from the Class Activation Mapping (CAM) results of the representations, which are commonly used as the evidence of inference but usually with arbitrary shapes. Therefore, there is a limited space left for the relevance/matching evaluation to collect evidence from the detail-diffused representations. Efforts have been made for the region-specific representation generation in a number of methods such as: R-MAC [54] that pools the feature maps by regions; Region Proposal Networks (RPNs) [14] and Faster R-CNN [46] for selective region feature extractions; multiple pass learning that feeds patches instead of the whole image into networks [31]; and Gaussian centered prior [4], Crow [24], and CAM+Crow [23] that use attention mechanisms to highlight salient regions. Nonetheless, these efforts are just complementary, and the matching evidence generation has been neither set as the goal nor formulated explicitly. It is thus still difficult for these methods to generate matching evidence indications.

In this paper, we present a pilot study for reclaiming the important role of relevance/matching in deep learning era. To remove the effect of feature extraction, we have skipped the representation learning and started from modeling the matching directly. As none of the pre-trained models are employed, the domain gap is therefore eliminated. As illustrated in Figure 1, the matching modeling is implemented by first calculating the correlation of image patches using the pixels (without any feature extraction), and then encapsulating the results into a multi-view 4D tensor as the pseudo-image for deep networks. In the pseudo-image, a pair of matched instance distributions will form a high-correlation pattern which densely disperses over a hypersphere in the tensor. As the hypersphere has a much regular shape than the arbitrary ones of the instances in the original images, the detail diffusion will affect more on its range, while the shape will be better reserved. Therefore, we can reconstruct the shape from the aggregated CAM result if it has been frequently adopted at different layers for inference. The matching evidence indications can then be generated by decoding from the reconstructed hypersphere, in which the correspondence of patch pairs has been explicitly “packed” at the beginning.

The contributions of this paper include: 1) we demonstrate that superior retrieval performance can be obtained by modeling the matching directly without depending on representation learning and pre-trained models; and 2) we address the blackbox nature of the deep networks in the image retrieval scenario, and increase the explainability by generating matching evidence indications.

2. Related Work

2.1. A Brief for Image Retrieval

Image retrieval can date back to 1970s when it was considered as a task of searching images on their text annotations. It had been a commonly adopted method for visual content management until the early 1990s when the retrieval community started to model it as a matching problem based on the visual features extracted from the images directly [20]. Global features (e.g., colors, textures), which describe images as a whole, were prevalent clues since then [52]. However, the research attention has soon been shifted to the
local features, largely because of the success of SIFT [32] which creates more robust representations (than the global features) for addressing the variance of image changes (e.g., illumination, scale, translation). More importantly, by considering the local features as the “visual” words for images, it makes the image retrieval easy to conduct by borrowing techniques from the text search domain which was more extensively studied at that time. The Bag-of-Words (BoW) [51] is such a model which encodes visual words in an image into a compact and representative feature vector for more efficient retrieval. The configuration of SIFT+BoW has been a prominent solution for over a decade [64].

It was not until the early 2010s that the deep learning stands to take over the position. In 2012, Krizhevsky et al. [26] has demonstrated the superior performance of AlexNet over previous methods in classification tasks of ILSRVC 2012. The convolutional neural networks (CNN) shortly gained popularity in almost all types of computer vision tasks including image retrieval, because of its aforementioned representativeness and easy-to-learn nature (over hand-crafted representations).

2.2. Deep Feature Extraction

The representations can be obtained by employing the pre-trained models (e.g., VGG [50], GoogleNet [53], ResNet [16]) for classification tasks either in an off-the-shell manner [54, 24, 4, 23] or fine-tuned scheme [2, 9, 14]. A feature vector is usually generated from the activation of the full-connected layers (FCs) for global clues [5, 8], or composed from the feature maps of convolutional layers for local patterns [54, 24, 4]. However, this is just a principle in a general sense. It is a popular topic to find which layers (or fusion of them) generate the best representations for different tasks/datasets [61, 29, 60]. Moreover, feature aggregation such as sum/average, max pooling, and embedding (e.g., BoW [51], VLAD [22], FV [35]) is also applied to improve the discriminativeness and compactness of the representations. In fact, representation learning is still an ongoing topic, and numerous methods are proposed in recent years which are conducted either supervised [2, 5, 14] or non-supervised [41, 56], and directly concatenated [4, 42] or hash embedded [17, 30]. We will skip these methods here because we have skipped representation learning in our framework. The reader can refer to [11, 64] for more details.

2.3. Verification-based Learning

Although the feature extraction has received the overwhelming attention in retrieval community, there are still verification-based networks (VBNs) which have put the focus on the matching (e.g., Simo et al. [49], Ong et al. [34], Zhou et al. [65]). Instead of employing the simple similarity metrics, VBNs use metric learning to find an optimal measure to distinguish relevant pairs of images from the irrelevant ones. It is often implemented with Siamese (triplet) networks [49, 34, 2] in which pairs (triplet sets) of images are fed into a two-stream (three-stream) network to learn how to classify the labels (i.e., relevant vs. irrelevant). While promising results being obtained, VBNs rely heavily on the basic Siamese (triple) networks, which have not been studied to the same extent as CNNs. The design of the structure and loss functions thus raise further challenges [11]. Nonetheless, NBNs are also using the CNNs as the backbone networks for feature extractions, which means that the metrics are learnt from the detail-diffused deep representations, and the results of matching are still not easy to be backtracked into regions of the original images. It is worth mentioning that some effort have indeed been made on generating region-aware VBNs using region proposal networks (RPNs) [14] or Faster R-CNN [46]. Nevertheless, the resulting vectors are fused or aggregated later in the networks, because they are not designed for explicit matching.

While our focus in this paper is to build explicit matching rather than metrics, the learning scheme we have adopted shares certain similarities with VBNs, in the way the images are fed as pairs and the learning has used relevance labels. However, there are essential differences from VBNs. First of all, the purpose of learning is to generate matching evidence indications not the metrics (although the results can be used as metrics as well). Secondly, we are using the explicit matching information to compose pseudo images (i.e., multi-view tensors) as the input, which allows the backtracking of matched regions. Thirdly, the input is query-dependent rather than the fixed feature vectors extracted by pre-trained CNNs. This is closer to the spirit of retrieval [12, 6, 28]. Finally, we use the sophisticated and end-to-end CNNs for the learning rather than pre-matured CNN+multi-stream networks. The learning is much more straightforward than multi-stream networks, thus efficacy is better guaranteed. More details will be given in Section 3.

2.4. Region-Specific Attention Mechanisms

In terms of using the attention mechanisms to highlight the specific regions in retrieval, non-parametric methods (e.g., Gaussian center prior [4] and CroW [24]) and parametric methods (e.g., [33, 58]) have also been proposed. Our method is more like a combination of these two types of methods, in the sense that we use the hypersphere with Gaussian density as a prior attention but leave all parameters to be learnt through the standard backpropagation. Nonetheless, our attention mechanism is essentially different from these methods. The regions are highlighted in previous methods because of their salience in the original images. It is determined by the static characteristics of the images. In our method, the attention is given to the most salient matching (i.e., correspondence of patches). It is dynamically determined in the way that different regions will
be highlighted based on the query.

The proposed method is also related to several tensor-as-pseudo-image work (e.g., the 4D tensors [44, 43], the collocative tensors [55]). However, the tensors of these methods are built on deep features for solving problems in domains different from image retrieval (e.g., 3D reconstruction [44], geometry matching [43], multi-label medical image recognition [55]). The motivations and implementations are all different as well.

3. Indicative Image Retrieval

In this section, we first introduce the base-frame of the indicative image retrieval, namely, the modeling of matching evidence and the backtracking of the evidence for indication generation. Then we show that by modeling the matching explicitly, the framework generates new space for exploring matching-oriented techniques, including the region-specific search through hypersphere attention regulation, and the indicative pseudo-relevance feedback.

3.1. Modeling the Matching Evidence

To bypass the aforementioned issues of representation learning, we start from modeling the matching (correspondence) of image patches directly. It is easy to decompose an image into patches using the image patch generation schemes (e.g., rigid grid [7], spatial pyramid modeling [31], dense patch sampling [48], region proposals [14]). The inter-patch correlation can then be encapsulated into a 4D tensor as the pseudo-image.

Let us assume an image is decomposed by a grid of \( m \) rows and \( n \) columns, the correlation of a pair of patches \( \{p_{ij}, q_{kl}\} \) is evaluated with a similarity/distance metric \( \phi(p_{ij}, q_{kl}) \), where \( 0 \leq i, k \leq m \) and \( 0 \leq j, l \leq n \) are the indices of the patches \( p \) and \( q \) from the target and query image, respectively. The tensor is denoted as

\[
R_{\phi}(i, j, k, l) = \phi(p_{ij}, q_{kl}) \in \mathbb{R}^{m \times n \times m \times n}.
\]  

By varying the \( \phi \) from a metric set of \( M = \{ \text{Cosine Similarity, Euclidean distance, Manhattan Distance, Mahalanobis Distance, ...} \} \), a multi-view tensor \( T \) of order-5 can then be composed by the concatenation of these \( R \)’s as

\[
T = \{R_{\phi_1}, R_{\phi_2}, \ldots, R_{\phi_{|M|}}\} = \bigcup_{i=1}^{|M|} R_{\phi_i}.
\]  

The tensor can then be used as a pseudo-image for the input of any sophisticated CNNs (VGG [50], GoogleNet [53], ResNet [16] among others). In this case, we can leverage the power of sophisticated deep learning to complete the inference of the relevance. Note that the \( R \)’s are indeed imitating the channels of the pseudo-image, and the first 4 dimensions of the tensor \( T \) are imitations of the spatial dimensions.

3.2. Generation of Evidence Indications

Since the matching evidence is explicitly “packed” into the pseudo-image which is more robust to detail-diffusion, the evidence can thus be backtracked by decoding the Class Attention Mapping (CAM) results for the original matching pairs and evidence indication generation.

3.2.1 CAM Aggregation

Let us collect the inference clues by aggregating CAM results of all layers into a final CAM first. Denote the set of all layers as \( \{ \gamma \} \), in which each layer \( \gamma \) has a feature map \( F^{\gamma} \). A CAM (saliency map) \( M^{\gamma} \) for layer \( \gamma \) can be generated from \( F^{\gamma} \) by using Grad-CAM [47]. Note that each \( M^{\gamma} \) is a 4D tensor which can be re-scaled into the same size as that of the spatial dimensions of \( T \). The final CAM is then generated from all \( M^{\gamma} \)’s using average pooling as

\[
M^* = \frac{1}{|\{\gamma\}|} \sum_{\gamma \in \{\gamma\}} M^{\gamma}, \quad M^* \in \mathbb{R}^{m \times n \times m \times n}.
\]  

3.2.2 CAM Decoding

Each element of the final CAM (denoted as \( M^{\ast_{ijkl}} \)) indeed gives a rating of how much a patch pair \( \{p_{ij}, q_{kl}\} \) has contributed for predicting the relevance label. Therefore, we can assign this contribution score to each of its member patches \( p_{ij} \) and \( q_{kl} \), respectively. Once all patches have collected their scores from its host pairs, it works like a voting scheme in which the contributions of patches are evaluated. This can be done by contracting the \( M^{*} \) into its first two and last two dimensions, respectively, as

\[
P(i, j) = \sum_{k, l} M^{*}_{ijkl} \cdot 1_{3,4}^{m \times n}, \quad P \in \mathbb{R}^{m \times n}.
\]

\[
Q(k, l) = \sum_{i, j} M^{*}_{ijkl} \cdot 1_{1,2}^{m \times n}, \quad Q \in \mathbb{R}^{m \times n}.
\]

where \( 1_{kl}^{m \times n} \) is a ones tensor, \( A \otimes_{a,b} B \) is a double contraction operator that represents the inner product of the \( (a, b) \)th mode of \( A \) with the \( (c, d) \)th mode of \( B \), \( P \) (or \( Q \)) is a 2D matrix in which the \( (i, j) \)th \( ((k, l) \)th) element indicates the contribution score of the target (or query) patch \( p_{ij} \) (\( q_{kl} \)).

3.3. Hypersphere Attention Regulation

In Figure 1, we show that the matched instance distributions form a hypersphere pattern within the input tensor. It is of more regular shapes than the arbitrary ones of the instances in the original images, which is also easier to be detected and more robust to detail diffusion. In this section, we further take advantage of this characteristics to guide the verification process to focus on the principal matching evidence with a hypersphere attention mask (regulator).
The idea is to build a parameterized hypersphere attention mask $\Theta$ to regress the shape and position of the evidence pattern. With this attention mask matches the evidence pattern with a similar shape and position (learnt through regression), the maximum “resonance” will be created which allows more information from the evidence pattern to pass through the mask (while depress the passage of the rest of the regions). We can apply it to every layer $\{\gamma\}$ to modify its feature map $\mathbf{F}^{\gamma}$ as

$$
\hat{\mathbf{F}}^{\gamma} = \mathbf{F}^{\gamma} \odot \Theta^{\gamma} + \mathbf{F}^{\gamma}, \gamma \in \{\gamma\}
$$

where $\hat{\mathbf{F}}^{\gamma}$ is the updated feature map, $\odot$ is the Hadamard product, and the $\Theta^{\gamma}$ is the mask at the layer $\gamma$. The mask is indeed also a shape regulator. The effect of the detail diffusion will be reduced because $\Theta^{\gamma}$’s will work collaboratively to help the evidence pattern keep its shape as a hypersphere.

The parameterized mask $\Theta^{\gamma}$ can be learnt through a function $\omega(i, j, k, l|\vec{c}, N(\mu, \sigma)) \in [0, 1] : \mathbb{Z}^{+1 \times 1} \rightarrow \mathbb{R}$ which assigns for the $(i, j, k, l)^{th}$ element of the feature map $\mathbf{F}^{\gamma}$ a weight of $\Theta^{\gamma}_{ijkl}$ determined by the center of the mask $\vec{c} \in \mathbb{Z}^{+1 \times 1}$ (to regress the location of the evidence hypersphere), and a Gaussian distribution $N(\mu, \sigma)$ over the distance $d$ of the $(i, j, k, l)^{th}$ element to the center (to regress the density distribution of the evidence hypersphere). It is written as

$$
\Theta^{\gamma}_{ijkl} = \omega(i, j, k, l|\vec{c}, N(\mu, \sigma)) = \frac{1}{\sqrt{2\pi\sigma}} \exp\left(-\frac{(d-\mu)^2}{2\sigma^2}\right), \quad \vec{x} = [i, j, k, l]^T, 
$$

$$
d = \|\vec{x} - \vec{c}\|^2,
$$

where $\vec{x}$ is the coordinate vector of the $(i, j, k, l)^{th}$ element. We learn the 6 parameters (i.e., 4 for $\vec{c}$, 2 for $N(\mu, \sigma)$) in Eq. (6) through the backpropagation by replacing the CNN functions for updating the gradients as

$$
\frac{\partial Y^{c}}{\partial \mu} = \sum_{i,j,k,l} \frac{\partial Y^{c}}{\partial \Theta^{\gamma}_{ijkl}} \frac{\partial \Theta^{\gamma}_{ijkl}}{\partial \mu}
$$

$$
= \sum_{i,j,k,l} \frac{\partial Y^{c}}{\partial \Theta^{\gamma}_{ijkl}} \left[ \frac{1}{\sqrt{2\pi\sigma}} \exp\left(-\frac{(d-\mu)^2}{2\sigma^2}\right) \right]
$$

$$
= \sum_{i,j,k,l} \frac{\partial Y^{c}}{\partial \Theta^{\gamma}_{ijkl}} \left[ \frac{1}{\sqrt{2\pi\sigma}} \exp\left(-\frac{(d-\mu)^2}{2\sigma^2}\right) \frac{(d-\mu)}{\sigma^2} \right]
$$

$$
= \sum_{i,j,k,l} \frac{\partial Y^{c}}{\partial \Theta^{\gamma}_{ijkl}} \frac{d-\mu}{\sigma^2} \Theta^{\gamma}_{ijkl}
$$

$$
= \frac{1}{\sigma^2} \sum_{i,j,k,l} \frac{\partial Y^{c}}{\partial \Theta^{\gamma}_{ijkl}} (d-\mu) \Theta^{\gamma}_{ijkl},
$$

$$
\frac{\partial Y^{c}}{\partial \sigma} = \sum_{i,j,k,l} \frac{\partial Y^{c}}{\partial \Theta^{\gamma}_{ijkl}} \frac{\partial \Theta^{\gamma}_{ijkl}}{\partial \sigma}
$$

$$
= \sum_{i,j,k,l} \frac{\partial Y^{c}}{\partial \Theta^{\gamma}_{ijkl}} \left[ \frac{1}{\sqrt{2\pi\sigma}} \exp\left(-\frac{(d-\mu)^2}{2\sigma^2}\right) \right]
$$

$$
= \sum_{i,j,k,l} \frac{\partial Y^{c}}{\partial \Theta^{\gamma}_{ijkl}} \left[ - \frac{1}{\sqrt{2\pi\sigma^3}} \exp\left(-\frac{(d-\mu)^2}{2\sigma^2}\right) \right]
$$

$$
= \sum_{i,j,k,l} \frac{\partial Y^{c}}{\partial \Theta^{\gamma}_{ijkl}} \left[ - \frac{1}{\sqrt{2\pi\sigma^3}} \exp\left(-\frac{(d-\mu)^2}{2\sigma^2}\right) \frac{(d-\mu)}{\sigma^2} \right]
$$

$$
= \sum_{i,j,k,l} \frac{\partial Y^{c}}{\partial \Theta^{\gamma}_{ijkl}} \frac{(d-\mu)}{\sigma^2} \Theta^{\gamma}_{ijkl},
$$

$$
\frac{\partial Y^{c}}{\partial \gamma} = \sum_{i,j,k,l} \frac{\partial Y^{c}}{\partial \Theta^{\gamma}_{ijkl}} \frac{\partial \Theta^{\gamma}_{ijkl}}{\partial \gamma}
$$

$$
= \sum_{i,j,k,l} \frac{\partial Y^{c}}{\partial \Theta^{\gamma}_{ijkl}} \left[ \frac{1}{\sqrt{2\pi\sigma}} \exp\left(-\frac{(d-\mu)^2}{2\sigma^2}\right) \right]
$$

$$
= \sum_{i,j,k,l} \frac{\partial Y^{c}}{\partial \Theta^{\gamma}_{ijkl}} \left[ - \frac{1}{\sqrt{2\pi\sigma^3}} \exp\left(-\frac{(d-\mu)^2}{2\sigma^2}\right) \frac{(d-\mu)}{\sigma^2} \right]
$$

$$
= \sum_{i,j,k,l} \frac{\partial Y^{c}}{\partial \Theta^{\gamma}_{ijkl}} \frac{(d-\mu)}{\sigma^2} \Theta^{\gamma}_{ijkl},
$$

$$
3.4. Indicative Pseudo Relevance Feedback

Pseudo-relevance feedback (PRF) has been a popular re-ranking method for image retrieval since the late 2000s [66]. It pools the top-ranked results in the initial round for more informative clues about the query. The clues are used to refine the query (e.g., through query expansion) or retrain the model (e.g., a classifier which distinguishes relevant from irrelevant ones). A new round of search can then be conducted for improving the performance. Its effectiveness has been validated in many applications. However, it receives less attention recently. One reason is that the query refinement is usually conducted through a prior which requires an explicit understanding of the query vector. The deep features are then less feasible because of their blackbox nature. In this section, we show PRF can also be integrated into indicate image retrieval with the explicit query refinement.
Following the assumption of PRF, we assume the top-
$n$ results in the initial ranked list are relevant target images. Each of them is associated with two contribution maps of $\mathbf{P}$ and $\mathbf{Q}$ for the target and query images, respectively, which have been decoded from the matching evidence indications using method introduce in Section 3.2. In $\mathbf{Q}$, the regions better matched than others have been indicated. Therefore, we can summarize the $n$ $\mathbf{Q}$’s into an optimize one $\mathbf{Q}^*$ so that the regions which are more informative (i.e., more consistently matched across the $n$ targets) will be found. Then we can refine the query by using $\mathbf{Q}^*$ as a weighting mask. Among a lot of options to summarize the $\mathbf{Q}$’s, we use the simplest ones of average and max pooling, because the purpose is to explore the PRF in indicative retrieval framework rather than building a sophisticated PRF strategy. The pooling operations are written as

$$\hat{\mathbf{Q}}^* = \frac{1}{n} \sum_{i=1}^{n} \mathbf{Q}_i, \quad \mathbf{Q}^* = \max_{1 \leq i \leq n} \mathbf{Q}_i, \quad (10)$$

where the $\hat{\mathbf{Q}}^*$ and $\mathbf{Q}^*$ are the optimized contribution maps (masks) using the average and max pooling, respectively. Both pooling operations are conducted element-wisely.

An example of the contribution maps is shown in Figure 2. In contrast to those of CAM+Crow [23] (the region-specific attention method with recognized performance in literature), our methods show better attention on the Moulin Rouge and more reasonable matched regions between the query and target. This is the advantage that the query and target are considered as a pair and used as co-reference, rather than being treated separately in traditional methods like CAM+Crow. Another interesting thing in Figure 2 is that in the results by the Base (with 4-D tensor only), attention is “inverted” which means that the matched regions of the surrounding background are used as the evidence for inference and those from the Moulin Rouge are excluded. It is an indication that an “inverse” hypersphere may have been created in the conventional layers to support the prediction. Predicting based on the background matching is indeed not wrong, because the model apparently learns to answer the question of “what it is” with the evidence of “what is not”. However, this is not instance-oriented. Fortunately, this can be corrected with either the hypersphere attention regulation (HAR) or pseudo-relevance feedback (PRF).

4. Experiments

We have employed the Oxford-5K [36] (5,062 images with 55 queries) and Paris-6k [37] (6,412 images with 500 queries) for evaluation. These two datasets are considered as the most popular ones for image retrieval in literature. Although Filipe et al. [40] updated the annotations and protocols of these datasets recently, we are using the original versions to be consistent with most of the previous methods. We use the rigid-grid of 14-by-14 to decompose the images into patches.

The mean Average Precision (mAP) is adopted for evaluating the retrieval performance. The Intersection over Union (IoU) [10] is used to evaluate the accuracy of the evidence indications based on the ratio of the overlap between the threshold-ed $\mathbf{P}$ (contribution map of the target image) and the Regions of Interest (RoI). For traditional methods, we evaluate IoU on their CAM results if the models are available. We have annotated the RoIs of images in Oxford-5K and Paris-6k. The annotations and the source code are available at http://(open upon acceptance). All performance are reported with 10-fold cross validations.

4.1. Baselines

We select two baselines as follows:

- CAM+Crow [23]: Our methods focus on giving matching evidence indications. However, only the region-specific methods take this into consideration using attention mechanisms, and the matching between regions are usually used to study the effectiveness of these methods. Therefore, we select CAM+Crow as the representative, because it is reported with the best performance among region-specific methods in literature [11].

- Indicative Retrieval (Base): Our method is compatible to all CNNs. Among popular ones, we employ ResNet18 [16] for its simpleness and efficiency. This makes it suitable for large-scale ablation study. The multi-view tensor $\mathbf{T}$ is constructed based on patches obtained with the 14-by-14 grid, the evidence indications are generated with the approach introduced in Section 3.2. We denote this run as Base hereafter.
The baseline results of mAP are shown in Table 1. The Base outperforms the CAM+Crow by 18.39% and 31.76% on Oxford-5k and Paris-6k, respectively. This is a surprising result, because CAM+Crow is employing VGG16 as its backbone, whose performance has been validated in a lot of applications. The backbone is also with 12.55 times more parameters than those of ResNet18 (138M vs. 11M), and is pre-trained on large-scale dataset of ImageNet [45], while the Base does not employ any pre-training. The comparison of these two baselines on IoUs (over thresholds) can be found in Figure 3. It is not surprising that the Base outperforms the CAM+Crow by 209.19% ± 146.96, because the latter is not designed for indicative region matching.

### 4.2. Hypersphere Attention Regulation

In Table 1, by including hypersphere attention regulation, the Base+HAR outperforms CAM+Crow by 18.47% and 36.49% in mAP, and 88.37% and 96.21% in mIoU on Oxford-5k and Paris-6k, respectively. Its performance gain over the Base is significant on Paris (3.59% in mAP). By contrast, it is marginal on Oxford-5k (0.06% in mAP). The reason is that HAR is a technique designed for more accurate matching of instances, which means that it focuses more on the precision and the recall might be paid as the trade-off. This can be seen from the slight drop of mAP@10 and mAP@20. It is an indication of the ranking decline of some top-ranked relevant targets in the Base. With that being said, the mAP still shows improvement on both datasets. There must be a certain degree of precision rise which can compensate the recall decline and thus results in the improvement. The compensation can be found from the gain in mIoU on Oxford-5k (4.75%) in Table 1, and in more detail in Figure 3 where the superiority of Base+HAR over the Base is consistently observed. Therefore, the degree of improvement depends on the degree of trade-off.

### 4.3. Indicative Pseudo Relevance Feedback

The performance by further integrating Indicative PRF is also evaluated. The improvement of Base+HAR+PRF ($\hat{Q}^+$) over Base+HAR has been observed on Paris-6k by 0.39% and 4.88% in mAP and mIoU, respectively. However, it causes a minor decline on Oxford-5k in mAP. This is again due to the trade-off between the precision and recall. The clue lies in Figure 3, in which the Base+HAR+PRF runs clearly outperform other runs in IoU.

Comparing between the average and max pooling, we can see in Figure 3 that the advantage of the max before the threshold 0.4 is more obvious than that after. It is an indication that the improvement brought by the max results from the IoU gain in recall, which means the contributions maps by the max are more evenly distributed in the images than those by the average. In other words, those by the average are more densely distributed on the highly confident regions, the (in-image) precision increases but not enough to compensate the decline of the recall.

### 4.4. Comparison to the State-of-the-art (SOTA)

#### 4.4.1 Fine-scale Comparison

We conduct a fine-scale comparison to the regions-specific attention methods (RSAs) including SPoC [4], MAC [42], Crow [24], R-MAC [54], GeM [41], and CAM+Crow [23], and the verification-based networks (VBNs) including SiAM-FV [34], Non-metric [13], and Deep Retrieval [15]. However, the detailed mAPs and IoUs can only be reported for SPoC, CroW, and CAM+Crow, because of the availability of the source code and pre-trained models. For the rest of methods, we adopt the results reported in the survey [11].

The detailed comparison of mAPs and IoUs are shown in Table 2. We can see our method gains the superiority over the region-specific CAM+Crow is observed.
Table 2. Performance comparison to the state-of-the-art methods using region-specific attention. The **Ours** denotes our best runs of Base+$Θ$ and Base+$Θ^+$ on Oxford-5k and Paris-6k, respectively. The mAP@k denotes the mAP evaluated through the top-k returned results. The mIoU is the mean of IoUs over thresholds over [0.0 0.9]. The best results are in bold font.

| Method       | Oxford-5k | Paris-6k |
|--------------|-----------|----------|
|              | mAP       | mAP@5    | mAP@10   | mAP@20   | mIoU    | mAP       | mAP@5    | mAP@10   | mAP@20   | mIoU    |
| SPoC         | 84.44±3.24 | 97.64±2.25 | 94.36±3.36 | 91.51±3.30 | 14.71±9.01 | 73.60±4.10 | 97.86±1.81 | 94.41±3.22 | 91.71±3.63 | 10.99±7.01 |
| Crow         | 85.14±4.61 | 98.12±2.86 | 95.58±2.96 | 91.97±3.48 | 16.10±10.63 | 72.23±4.50 | 97.28±2.76 | 94.31±3.59 | 91.28±3.70 | 12.19±8.18 |
| CAM+Crow     | 82.53±4.02 | 95.43±3.79 | 91.53±2.92 | 88.49±2.82 | 11.95±8.26 | 71.38±4.83 | 96.54±3.75 | 93.61±3.70 | 89.73±5.02 | 9.51±9.33 |
| **Ours**     | 97.77±2.12 | 100.00±0.00 | 99.70±0.91 | 99.49±1.47 | 22.51±10.66 | 97.81±0.90 | 100.00±0.00 | 99.95±0.10 | 99.80±0.32 | 19.57±10.17 |

Figure 4. Comparison of the decoded contribution maps to the CAM results of SOTA. Our method shows more reasonable matched regions between the queries and targets.

The comparison to the RSAs and VBNs is shown in Figure 5 (Left). Our method performances the RSAs and VBNs by 66.99% ± 42.39 and 12.91% ± 5.48, respectively. The VBNs generally obtain better performance over the RSAs. This again confirms the importance of matching modeling.

4.4.2 Coarse-scale Comparison

We also compare our method to 11 representative methods (only those with mAP greater than 75% and developed in recent 5 years) including [63, 19, 18, 57, 1, 59, 41, 23, 34, 13, 15]. The results are shown in Figure 5 (Right). Our method obtains the best performance on both datasets among all methods in literature. It set a new record of mAP 97.77% on Oxford-5k (1.63% better than the second best [1, 57]). This is not easy, given the fact that the performances being reported recently on this dataset are approaching optimal. On Paris-6k, our method also wins the first place with mAP 97.81% (the second best is 97.80% [57] reported in 2019). It also outperforms 10 methods in literate by 8.21% ± 8.81.

5. Conclusion

We conduct a pilot study for revisiting the importance of matching modeling for indicative image retrieval. By skipping the representation learning, our framework starts from the explicit correspondence modeling directly, and thus removes the dependency on pre-trained models and related issues. It also gives us the space for conducting explicit attention regulation and pseudo-relevance feedback. More importantly, we have reclaimed the significance of matching modeling by demonstrating that promising performance can be obtained without extracting any deep features.

While encouraging results being obtained, there are still some limitations. To name a few, the variance of image changes is not considered (e.g., the scale, illumination, and rotation changes), and the indexing is not easy to conduct because of the verification-based setting. However, the indicative image retrieval is an open framework to integrate other retrieval techniques. Sophisticated techniques can be integrated to address problems not covered in this study. It is also not necessarily being exclusive to feature extraction and representation learning.
References

[1] Leulseged Tesfaye Alemu and Marcello Pelillo. Multi-feature fusion for image retrieval using constrained dominant sets. *Image and Vision Computing*, 94:103862, 2020.

[2] Relja Arandjelovic, Pete Gronat, Akihiko Torii, Tomas Pajdla, and Josef Sivic. Netvlad: Cnn architecture for weakly supervised place recognition. In *IEEE Conference on Computer Vision and Pattern Recognition*, pages 5297–5307, 2016.

[3] Relja Arandjelovic and Andrew Zisserman. Three things everyone should know to improve object retrieval. In *IEEE Conference on Computer Vision and Pattern Recognition*, pages 991–998. IEEE, 2012.

[4] Artem Babenko and Victor Lempitsky. Aggregating local deep features for image retrieval. In *IEEE International Conference on Computer Vision*, pages 1269–1277. 2015.

[5] Artem Babenko, Anton Slesarev, Alexandr Chigorin, and Victor Lempitsky. Neural codes for image retrieval. In *European Conference on Computer Vision*, pages 584–599. Springer, 2014.

[6] Brian T Bartell, Garrison W Cottrell, and Richard K Belew. On Thematic Workshops of ACM Multimedia, pages 52–58, 2017.

[7] Jiewei Cao, Zi Huang, and Heng Tao Shen. Local deep descriptors in bag-of-words for image retrieval. In *On Thematic Workshops of ACM Multimedia*, pages 52–58, 2017.

[8] Jiewei Cao, Zi Huang, Peng Wang, Chao Li, Xiaoshuai Sun, and Heng Tao Shen. Quartet-net learning for visual instance retrieval. In *ACM International Conference on Multimedia*, pages 456–460, 2016.

[9] Cheng Chang, Guangwei Yu, Chundi Liu, and Maksims Volkovs. Explore-exploit graph traversal for image retrieval. In *IEEE Conference on Computer Vision and Pattern Recognition*, pages 9423–9431, 2019.

[10] Aditya Chattopadhyay, Amirban Sarkar, Prantik Howlader, and Vineeth N Balasubramanian. Grad-cam++: Generalized gradient-based visual explanations for deep convolutional networks. In *IEEE Winter Conference on Applications of Computer Vision (WACV)*, pages 839–847. IEEE, 2018.

[11] Wei Chen, Yu Liu, Weiping Wang, Erwin Bakker, Theodoros Georgiou, Paul Fieguth, Li Liu, and Michael S Lew. Deep image retrieval: A survey. arXiv preprint arXiv:2101.11282, 2021.

[12] W Bruce Croft. Incorporating different search models into one document retrieval system. In *ACM SIGIR Forum*, volume 16, pages 40–45. ACM New York, NY, USA, 1981.

[13] Noa Garcia and George Vogiatzis. Learning non-metric visual similarity for image retrieval. *Image and Vision Computing*, 82:18–25, 2019.

[14] Albert Gordo, Jon Almazán, Jerome Revaud, and Diane Larlus. Deep image retrieval: Learning global representations for image search. In *European Conference on Computer Vision*, pages 241–257. Springer, 2016.

[15] Albert Gordo, Jon Almazan, Jerome Revaud, and Diane Larlus. End-to-end learning of deep visual representations for image retrieval. *International Journal of Computer Vision*, 124(2):237–254, 2017.

[16] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Deep residual learning for image recognition. In *IEEE Conference on Computer Vision and Pattern Recognition*, pages 770–778, 2016.

[17] Chang-Qin Huang, Shang-Ming Yang, Yan Pan, and Han-Jiang Lai. Object-location-aware hashing for multi-label image retrieval via automatic mask learning. *IEEE Transactions on Image Processing*, 27(9):4490–4502, 2018.

[18] Ahmet Iscen, Yannis Avrithis, Giorgos Tolias, Teddy Furon, and Ondřej Chum. Fast spectral ranking for similarity search. In *IEEE Conference on Computer Vision and Pattern Recognition*, pages 7632–7641, 2018.

[19] Ahmet Iscen, Giorgos Tolias, Yannis Avrithis, Teddy Furon, and Ondrej Chum. Efficient diffusion on region manifolds: Recovering small objects with compact cnn representations. In *IEEE Conference on Computer Vision and Pattern Recognition*, pages 2077–2086, 2017.

[20] Ramesh Jain. Nsf workshop on visual information management systems. ACM Sigmod Record, 22(3):57–75, 1993.

[21] Herve Jegou, Matthijs Douze, and Cordelia Schmid. Hamming embedding and weak geometric consistency for large scale image search. In *European Conference on Computer Vision*, pages 304–317. Springer, 2008.

[22] Hervé Jégou, Matthijs Douze, Cordelia Schmid, and Patrick Pérez. Aggregating local descriptors into a compact image representation. In *IEEE Conference on Computer Vision and Pattern Recognition*, pages 3304–3311. IEEE, 2010.

[23] Albert Jiménez, Jose M Alvarez, and Xavier Giró Nieto. Class-weighted convolutional features for visual instance search. In *British Machine Vision Conference*, pages 1–12, 2017.

[24] Yannis Kalantidis, Clayton Mellina, and Simon Osindero. Cross-dimensional weighting for aggregated deep convolutional features. In *European Conference on Computer Vision*, pages 685–701. Springer, 2016.

[25] Yan Ke and Rahul Sukthankar. Pca-sift: A more distinctive representation for local image descriptors. In *IEEE Conference on Computer Vision and Pattern Recognition*, volume 2, pages II–II. IEEE, 2004.

[26] Alex Krizhevsky, Ilya Sutskever, and Geoffrey E Hinton. Imagenet classification with deep convolutional neural networks. *Advances in Neural Information Processing Systems*, 25:1097–1105, 2012.

[27] Ashnil Kumar, Jinman Kim, Weidong Cai, Michael Fulham, and Dagan Feng. Content-based medical image retrieval: a survey of applications to multidimensional and multimodal data. *Journal of Digital Imaging*, 26(6):1025–1039, 2013.

[28] Joon Ho Lee. Combining multiple evidence from different properties of weighting schemes. In *ACM SIGIR Conference on Research and Development in Information Retrieval*, pages 188–188, 1995.

[29] Ying Li, Xiangwei Kong, Liang Zheng, and Qi Tian. Exploiting hierarchical activations of neural network for image retrieval. In *ACM International Conference on Multimedia*, pages 132–136, 2016.
[30] Haomiao Liu, Ruiping Wang, Shiguang Shan, and Xilin Chen. Deep supervised hashing for fast image retrieval. In *IEEE Conference on Computer Vision and Pattern Recognition*, pages 2064–2072, 2016. 4

[31] Yu Liu, Yanming Guo, Song Wu, and Michael S Lew. Deepindex for accurate and efficient image retrieval. In *ACM on International Conference on Multimedia Retrieval*, pages 43–50, 2015. 3, 5

[32] David G Lowe. Distinctive image features from scale-invariant keypoints. *International Journal of Computer Vision*, 60(2):91–110, 2004. 2, 4

[33] Eva Mohedano, Kevin McGuinness, Xavier Giró-i Nieto, and Noel E O’Connor. Saliency weighted convolutional features for instance search. In *International Conference on Content-based Multimedia Indexing*, pages 1–6. IEEE, 2018. 4

[34] Eng-Jon Ong, Sameed Husain, and Miroslaw Bober. Siamese network of deep fisher-vector descriptors for image retrieval. *arXiv preprint arXiv:1702.00338*, 2017. 4, 8, 9

[35] Florent Perronnin, Jorge Sánchez, and Thomas Mensink. Improving the fisher kernel for large-scale image classification. In *European Conference on Computer Vision*, pages 143–156. Springer, 2010. 2, 4

[36] James Philbin, Ondřej Chum, Michael Isard, Josef Sivic, and Andrew Zisserman. Object retrieval with large vocabularies and fast spatial matching. In *IEEE Conference on Computer Vision and Pattern Recognition*, pages 1–8. IEEE, 2007. 7

[37] James Philbin, Ondřej Chum, Michael Isard, Josef Sivic, and Andrew Zisserman. Lost in quantization: Improving the fisher kernel for large-scale image classification. In *International Conference on Computer Vision and Pattern Recognition*, pages 1–8. IEEE, 2008. 7

[38] James Philbin, Michael Isard, Josef Sivic, and Andrew Zisserman. Descriptor learning for efficient retrieval. In *European Conference on Computer Vision*, pages 677–691. Springer, 2010. 2

[39] Adnan Qayyum, Syed Muhammad Anwar, Muhammad Awais, and Muhammad Majid. Medical image retrieval using deep convolutional neural network. *Neurocomputing*, 266:8–20, 2017. 3

[40] Filip Radenović, Ahmet Iscen, Giorgos Tolias, Yannis Avrithis, and Ondřej Chum. Revisiting oxford and paris: Large-scale image retrieval benchmarking. In *IEEE Conference on Computer Vision and Pattern Recognition*, pages 5706–5715, 2018. 7

[41] Filip Radenović, Giorgos Tolias, and Ondřej Chum. Fine-tuning cnn image retrieval with no human annotation. *IEEE Transactions on Pattern Analysis and Machine Intelligence*, 41(7):1655–1668, 2018. 4, 8, 9

[42] Ali S Razavian, Josephine Sullivan, Stefan Carlsson, and Atsuto Maki. Visual instance retrieval with deep convolutional networks. *IEEE Transactions on Media Technology and Applications*, 4(3):251–258, 2016. 4, 8

[43] Ignacio Rocco, Relja Arandjelovic, and Josef Sivic. Convolutional neural network architecture for geometric matching. In *IEEE Conference on Computer Vision and Pattern Recognition*, pages 6148–6157, 2017. 5

[44] Ignacio Rocco, Mircea Cimpoi, Relja Arandjelovic, Akihiko Torii, Tomas Pajdla, and Josef Sivic. Ncnet: Neighbourhood consensus networks for estimating image correspondences. *IEEE Transactions on Pattern Analysis and Machine Intelligence*, 2020. 5

[45] Olga Russakovsky, Jia Deng, Hao Su, Jonathan Krause, Sanjeev Satheesh, Sean Ma, Zhiheng Huang, Andrej Karpathy, Aditya Khosla, Michael Bernstein, et al. Imagenet large scale visual recognition challenge. *International Journal of Computer Vision*, 115(3):211–252, 2015. 8

[46] Amaia Salvador, Xavier Giró-i Nieto, Ferran Marqués, and Shin’ichi Satoh. Faster r-cnn features for instance search. In *IEEE Conference on Computer Vision and Pattern Recognition Workshops*, pages 9–16, 2016. 3, 4

[47] Ramprasaath R Selvaraju, Michael Cogswell, Abhishek Das, Ramakrishna Vedantam, Devi Parikh, and Dhruv Batra. Grad-cam: Visual explanations from deep networks via gradient-based localization. In *IEEE International Conference on Computer Vision*, pages 618–626, 2017. 5

[48] Ali Sharif Razavian, Hossein Azizpour, Josephine Sullivan, and Stefan Carlsson. Cnn features off-the-shelf: an astounding baseline for recognition. In *IEEE Conference on Computer Vision and Pattern Recognition workshops*, pages 806–813, 2014. 5

[49] Edgar Simo-Serra, Eduard Trulls, Luis Ferraz, Iasonas Kokkinos, Pascal Fua, and Francesc Moreno-Noguer. Discriminative learning of deep convolutional feature point descriptors. In *IEEE International Conference on Computer Vision*, pages 118–126, 2015. 4

[50] Karen Simonyan and Andrew Zisserman. Very deep convolutional networks for large-scale image recognition. *arXiv preprint arXiv:1409.1556*, 2014. 4, 5

[51] Josef Sivic and Andrew Zisserman. Video google: A text retrieval approach to object matching in videos. In *IEEE International Conference on Computer Vision*, volume 3, pages 1470–1470. IEEE Computer Society, 2003. 2, 4

[52] Arnold WM Smolders, Marcel Worring, Simone Santini, Amarnath Gupta, and Ramesh Jain. Content-based image retrieval at the end of the early years. *IEEE Transactions on Pattern Analysis and Machine Intelligence*, 22(12):1349–1380, 2000. 2, 3

[53] Christian Szegedy, Wei Liu, Yangqing Jia, Pierre Sermanet, Scott Reed, Dragomir Anguelov, Dumitru Erhan, Vincent Vanhoucke, and Andrew Rabinovich. Going deeper with convolutions. In *IEEE Conference on Computer Vision and Pattern Recognition*, pages 1–9, 2015. 4, 5

[54] Giorgos Tolias, Ronan Sicre, and Hervé Jégou. Particular object retrieval with integral max-pooling of cnn activations. In *International Conference on Learning Representations*, pages 1–12, 2016. 2, 3, 4, 8

[55] Xiao-Yong Wei, Zhen-Qun Yang, Xu-Lu Zhang, Ga Liao, Ai-Lin Sheng, S Kevin Zhou, Yongkang Wu, and Liang Du. Consensus networks for estimating image correspondences. In *IEEE Conference on Computer Vision and Pattern Recognition*, pages 1–9, 2015. 4, 5

[56] Jian Xu, Chunheng Wang, Chengzuo Qi, Cunzhao Shi, and Biaohua Xiao. Iterative manifold embedding layer learned by...
incomplete data for large-scale image retrieval. *IEEE Transactions on Multimedia*, 21(6):1551–1562, 2018. 2, 4

[57] Fan Yang, Ryota Hinami, Yusuke Matsui, Steven Ly, and Shin’ichi Satoh. Efficient image retrieval via decoupling diffusion into online and offline processing. In *AAAI Conference on Artificial Intelligence*, volume 33, pages 9087–9094, 2019. 9

[58] Fei Yang, Jia Li, Shikui Wei, Qinjie Zheng, Ting Liu, and Yao Zhao. Two-stream attentive cnns for image retrieval. In *ACM International Conference on Multimedia*, pages 1513–1521, 2017. 4

[59] Huei-Fang Yang, Kevin Lin, and Chu-Song Chen. Cross-batch reference learning for deep classification and retrieval. In *ACM International Conference on Multimedia*, pages 1237–1246, 2016. 9

[60] Deng Yu, Yujie Liu, Yunping Pang, Zongmin Li, and Hua Li. A multi-layer deep fusion convolutional neural network for sketch based image retrieval. *Neurocomputing*, 296:23–32, 2018. 4

[61] Wei Yu, Kuiyuan Yang, Hongxun Yao, Xiaoshuai Sun, and Pengfei Xu. Exploiting the complementary strengths of multi-layer cnn features for image retrieval. *Neurocomputing*, 237:235–241, 2017. 4

[62] Liang Zheng, Shengjin Wang, Ziqiong Liu, and Qi Tian. Packing and padding: Coupled multi-index for accurate image retrieval. In *IEEE Conference on Computer Vision and Pattern Recognition*, pages 1939–1946, 2014. 2

[63] Liang Zheng, Shengjin Wang, Jingdong Wang, and Qi Tian. Accurate image search with multi-scale contextual evidences. *International Journal of Computer Vision*, 120(1):1–13, 2016. 9

[64] Liang Zheng, Yi Yang, and Qi Tian. Sift meets cnn: A decade survey of instance retrieval. *IEEE Transactions on Pattern Analysis and Machine Intelligence*, 40(5):1224–1244, 2017. 2, 4

[65] Wenzhao Zheng, Zhaodong Chen, Jiwen Lu, and Jie Zhou. Hardness-aware deep metric learning. In *IEEE Conference on Computer Vision and Pattern Recognition*, pages 72–81, 2019. 4

[66] Xiang Sean Zhou and Thomas S Huang. Relevance feedback in image retrieval: A comprehensive review. *Multimedia Systems*, 8(6):536–544, 2003. 6