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Abstract
In the interstellar medium (ISM), the formation of complex organic molecules (COMs) is largely facilitated by surface reactions. However, in cold dark clouds, thermal desorption of COMs is inefficient because of the lack of thermal energy to overcome binding energies to the grain surface. Non-thermal desorption methods are therefore important explanations for the gas-phase detection of many COMs that are primarily formed on grains. Here we present a new non-thermal desorption process: cosmic ray sputtering of grain ice surfaces based on water, carbon dioxide, and a simple mixed ice. Our model applies estimated rates of sputtering to the 3-phase rate equation model Nautilus-1.1, where this inclusion results in enhanced gas phase abundances for molecules produced by grain reactions such as methanol (CH$_3$OH) and methyl formate (HCOOCH$_3$). Notably, species with efficient gas phase destruction pathways exhibit less of an increase in models with sputtering compared to other molecules. These model results suggest that sputtering is an efficient, non-specific method of non-thermal desorption that should be considered as an important factor in future chemical models.
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1 Introduction
In cold dark clouds, recent detections of complex organic molecules including some C$_2$H$_4$O$_2$ isomers have led to an influx of studies examining chemical formation routes (Jiménez-Serra et al. 2016; Soma et al. 2018). Warmer sources have well-understood thermal production routes for species formed both in the gas phase and on grains, with efficient grain processes producing COMs, which then thermally desorb with the majority of ice from dust grains (Charnley et al. 1992). The production of the same COMs in cold dark clouds has been studied, yet continues to be an area of interest, if not fully understood (Vasyunin & Herbst 2013; Chang & Herbst 2016; Balucani et al. 2015; Jin & Garrod 2020). Desorption from grain mantles is a common problem in dark clouds, as most models still under-produce gas-phase abundances of COMs, though non-thermal desorption methods are consistently being developed and applied to models of cold dark clouds, with a particular emphasis on reactive desorption and photodesorption (Garrod et al. 2007; Öberg et al. 2009).

Cosmic rays are highly energetic ions travelling at significant portions of the speed of light, with H$^+$ being the most common ion (Cummings et al. 2016). Their role in interstellar grain chemistry has been increasingly examined, with radiolysis theory and experiments highlighting the importance of cosmic ray and grain interactions in generating chemical diversity through ionization and excitation of ices (Hudson et al. 2005; Abplanalp et al. 2015; Boyer et al. 2016; Shingledecker & Herbst 2018). When cosmic rays collide with interstellar ices and dust grains, perhaps the most noticeable effect is the heating of the aggregate, referred to as whole grain cosmic ray heating or simply cosmic ray heating (CRH), causing periods of enhanced thermal activity, such as desorption and possibly enhanced thermal diffusion (Hasegawa & Herbst 1993; Kalvins 2018).

The energy deposited to the surface by cosmic rays does not just cause thermal heating, ionization, and excitation; sputtering is a direct outcome of cosmic ray interactions with grain ices. Sputtering is defined as the desorption of material resulting from high energy particle impacts. This is a separate process from the thermal desorption resulting from the heating of the grains, as the act of collision itself causes not just heating, but also the ejection of surface molecules. Multiple experiments have been recently done to examine the sputtering of high-energy cosmic rays (≥ MeV) impacting interstellar ices, and have shown that sputtering is an efficient method of desorption from surfaces (Dartois et al. 2013, 2015b). Even more recently, chemical models including experimental sputtering data were utilized, demonstrating increased gas-phase abundances of various molecules in chemical kinetic models, although the experiments used heavier ions than the most common cosmic ray, H$^+$ (Dartois et al. 2018; Wakelam et al. 2021).

The many theories of sputtering predict that the interaction of cosmic rays and ice surfaces varies based on the energy and mass of the incoming particle, resulting in competition between sputtering caused by high energy (≥ MeV) particles and less energetic particles in the keV range. The competing regimes are further divided by two mechanisms of energy transfer: electronic sputtering,
where inelastic collisions cause movement from coulombic interactions, and nuclear sputtering, where elastic collisions between nuclei cause physical recoil and desorption (Sigmund 1969; Brown et al. 1978). Lower energy particles more efficiently deposit energy into surfaces through elastic (nuclear) collisions, while for most cosmic ray energies, inelastic (electronic) collisions are the main source of energy transfer (Andersen & Bay 1981; Johnson 1990). Reasons for the discrepancy in effectiveness will be examined in a later section.

In this paper, we examine sputtering theory by including sputtering into a rate-equation based 3-phase model under cold dark cloud conditions. Section 2 presents the theoretical treatment of sputtering used in the model along with all physical parameters and chemical networks utilized. Section 3 covers the results of the models for theories based on water, carbon dioxide, and a theoretical mixed ice. Section 4 discusses the implications sputtering has on interstellar environments with comparisons to astronomical observations, and Section 5 concludes our work.

2 MODELS

The chemical models reported in this paper make use of the three-phase rate equation-based gas-grain program Nautilus-1.1 (Wakelam et al. 2012; Ruaud et al. 2016). The three phases comprise the gas, the top layers of the grain ice (two monolayers in this instance) and the remaining ice on the dust grain mantle, called the bulk. This distinction is relevant to diffusion of ice species in the mantle, and a variety of adsorption and desorption methods utilized in Nautilus-1.1. These methods include photodesorption, reactive desorption, and thermal desorption, which allow for exchange of species between the ices upon the grain surfaces and the gaseous interstellar medium, are further described later in the section (Vasyunin & Herbst 2013). Sputtering, which removes particles from the ice surface and bulk, is slightly different from already included non-thermal desorption methods due to the frequency of sputtering events, and the number of species removed from both the ice surface and bulk. These will be examined further in Section 2.2.

With the Nautilus code, we are able to run a series of chemical models with specific parameters in which the diverse effects of cosmic ray interactions in various combinations of activity or inactivity on sputtering are explored. Further details, which apply to all models, such as initial abundances, and constant physical conditions are included, along with the nature of the sputtering rate and whether cosmic ray heating was included.

To accurately gauge the impact of each new or updated process examined in this paper, we have devised separate models with differing processes. These are shown in Table 3, which lists the name by which the specific model will be referenced in the paper. The table also includes the indication of the absence of cosmic ray whole grain heating (CRH) and sputtering in the labelled models (Hasegawa & Herbst 1993). Our models include some features not in the standard version of Nautilus-1.1. These additional options include a competitive tunneling mechanism between activation and diffusion barriers set to the faster option, and an option that prevents all species but H and H$_2$ from tunneling under activation energy barriers of surface reactions, set to "on" (Herbst & Millar 2008; Shingledecker et al. 2019). Nonthermal desorption mechanisms for surface species also have associated options. Photodesorption (Bertin et al. 2013) and cosmic ray induced photodesorption (Hasegawa & Herbst 1993) are included, along with reactive desorption at 1 per cent probability (Garrod et al. 2007). These three switches are set to "on", with both the photodesorption yield, and the cosmic ray induced photodesorption yield set at $1 \times 10^{-4}$. All models have the same parameters for the features described above, except in the cases of sputtering and CRH.

2.1 Network

The Nautilus-1.1 reaction network used in this study has been expanded to include more complex chemical species that lead up to the C$_2$H$_2$O$_3$ isomers, methyl formate (HCOOCH$_3$), glycolaldehyde (HCOCH$_2$OH), and acetic acid (CH$_3$COOH), as described in Paulive et al. (2021). These molecules are among a class of species
known as complex organic molecules (COMs), which range from 6-13 atoms and are partially saturated. The base network of gaseous reactions is taken from the KIDA network (Wakelam et al. 2012). The granular reaction network is from the Nautilus-1.1 package, with additional thermal grain-surface pathways leading to C2H2O2 isomer precursors from Garrod & Herbst (2006). Used initially in hot core models, these reactions have been included here to provide likely thermal pathways to COMs, which may eventually leave the grain surface through cosmic ray interactions (Skouteris et al. 2018). Species with a prefix of “I” are those on the surface of the ice mantle, while species with a “K” lie within the bulk of the ice, which, after the simulation has completed running (to provide likely thermal pathway routes to COMs, which may eventually leave the grain surface through cosmic ray interactions), contains close to 100 monolayers of ice. Desorption energies, $E_D$, are from a combination of Garrod & Herbst (2006); Garrod et al. (2008); Garrod (2013). The diffusion barriers ($E_b$) are $0.4 \times E_D$ for ice surface species and $0.8 \times E_D$ for bulk species. All ices in this paper are considered amorphous solids.

2.2 Sputtering Theory

As noted above, sputtering is the process of impacting a surface (or surface of a liquid) with high energy particles resulting in the ejection of particles from the surface into the surrounding space. By applying sputtering to grain surfaces in the interstellar medium, it is possible to estimate rate coefficients, used to calculate rates, based on cosmic ray grain interaction rates, stopping powers, and average energy loss due to collisions, all of which can be used in rate-equation based models. In these models, the overall rate of desorption ($R_{\text{tot}}$) for some mantle species, $i$, is the sum of all desorption processes. Example desorption mechanisms include thermal desorption ($R_{\text{Th}}$), photodesorption ($R_{\text{Pho}}$), and reactive desorption ($R_{\text{RD}}$). With the addition of sputtering in our models, the calculation of the rate of sputtering ($R_s$) is necessary. The overall rate of desorption for species $i$ is as follows:

$$R_{\text{tot}} = R_{\text{Th}} + R_{\text{Pho}} + R_{\text{RD}} + R_s.$$

Here $\frac{dN_i}{dt}$ is the rate of change of the gas-phase concentration of desorbing species $i$, with units of $\text{cm}^{-3} \text{s}^{-1}$. The individual rate processes, $R$, are each given by first-order rate coefficients, $k$, multiplied by $N_i$, so that the total rate, $R_{\text{tot}}$, can be written by

$$R_{\text{tot}} = -\frac{dN_i}{dt} = N_i (k_{\text{Th}} + k_{\text{Pho}} + k_{\text{RD}} + k_s).$$

Here $k_{\text{Th}}$, $k_{\text{Pho}}$, and $k_s$ are the rate coefficients for thermal desorption, photodesorption, reactive desorption, and sputtering, respectively. We will examine how to calculate sputtering, photodesorption, reactive desorption, and sputtering, respectively. We will examine how to calculate sputtering, photodesorption, reactive desorption, and sputtering.

Using the sputtering model, we can approximate a first-order sputtering rate coefficient, $k_s$, in units of cosmic ray particles per second, starting with a cosmic ray flux for the interstellar medium $\phi_{\text{ism}}$ (cosmic ray particles $\text{s}^{-1} \text{cm}^{-2}$) and a cross section for the cosmic ray interacting with a molecule on the grain surface $\sigma$ (cm$^2$):

$$k_s = \sigma \phi_{\text{ism}}.$$  \hspace{1cm} (3)

We obtain a value for the cosmic ray flux by integrating the Spitzer-Tomasko energy function $j(E)$ (Spitzer & Tomasko 1968) over the cosmic ray energy distribution from 0.3 MeV ($3 \times 10^{-4}$ GeV) to 100 GeV given by the equation:

$$j(E) = \frac{0.90}{(0.85 + E_G)^{2.6}} \frac{1}{(1 + 0.01/E_G)}.$$  \hspace{1cm} (4)

Here $E_G$ is the energy of cosmic rays in GeV. The distribution is graphed in Figure 1. Assuming that cosmic rays are isotropic and then integrating over the energy distribution results in an interstellar cosmic ray flux $\phi_{\text{st}}$ of 8.6 particles cm$^{-2}$ s$^{-1}$. An additional term, $\zeta$, based on the cosmic ray ionization rate of $\approx 1.36 \times 10^{-17}$ s$^{-1}$, allows for easy scaling of the cosmic ray flux depending on the ionization rate in varying areas of the ISM, similar to the scaling factor included in Shingledecker & Herbst (2018), where the overall flux term is as follows:

$$\phi_{\text{ism}} = \phi_{\text{st}} \frac{\zeta}{1.36 \times 10^{-17}}.$$  \hspace{1cm} (5)

Obtaining an exact sputtering cross section that will work with our averaged model is difficult, as the sputtering cross section is dependent on the stopping power of the target ice, as well as the mass and energy of the incident cosmic ray (Townsend 1993; Andersen & Bay 1981). Although there are experimentally determined sputtering cross sections, they are difficult to incorporate into our model for a number of reasons. First, Nautilus-1.1 does not take into
account specific cosmic ray nuclei. Secondly, many experimental and theoretical cross sections are not specific to sputtering, instead measuring all manners of destruction, called a destruction cross section. This results in “double counting” other included desorption processes and radiolysis effects if this total destruction cross section were to be used for calculating sputtering rates.

A total cross section \(\sigma_t\) is split into two general categories for collisions: a nuclear cross section \(\sigma_{n}\), for elastic collisions, and an electronic (inelastic) cross section \(\sigma_e\). The electronic cross section can be further split into ionizing \(\sigma_{ion}\) and excitation \(\sigma_{exc}\) cross sections. The different partial cross sections are shown in the following equation:

\[
\sigma_t = \sigma_n + \sigma_e = \sigma_n + \sigma_{ion} + \sigma_{exc}. \tag{6}
\]

These cross sections all contribute to physical effects such as sputtering and whole grain heating. The fraction of each cross section that contributes to each resulting interaction type is not well defined.

In a similar manner to splitting the total cross section into more focused cross sections to describe different processes, it is helpful to divide \(E_{\text{total}}\), the total energy loss, into more specific terms:

\[
E_{\text{total}} = N_{\text{ion}}E_{\text{ion}} + N_{\text{exc}}E_{\text{exc}} + N_e \nu_n + \nu_{n}(E_{\text{total}}) \tag{7}
\]

where \(N_{\text{ion}}\) and \(N_{\text{exc}}\) are the numbers of ionizations and excitations, respectively, while the average energies lost to ionization and excitation are \(E_{\text{ion}}\) and \(E_{\text{exc}}\). \(\nu_n\) is the energy lost to sub-excitation secondary electrons, or free electrons resulting from ionization that are too low in energy to cause further ionizations or excitations. These secondary electrons eventually lose their energy to the surface as vibrational or rotational energy, and these directly contribute to the motions of species on the ice surface, which can result in sputtering. The sum of the contributions of all contributing electronic effects on a single molecule can be referred to as the average electronic energy loss per ion-pair, or \(W_e\), with units of eV. We for a single water molecule is approximately 30 eV (Johnson & Brown 1982).

The remaining term, \(\nu_{n}(E_{\text{total}})\), where \(\nu_{n}\) is the fraction of \(E_{\text{total}}\) lost by nuclear effects, is the energy lost due to nuclear elastic collisions, and is related to the nuclear stopping power cross section, in units of eV cm\(^{-2}\), which contributes to multiple methods for sputtering. The quantity \(\nu(E_{\text{total}})\), divided by the number of nuclear collisions per incident ion, is the average energy lost per nuclear collision, or \(W_n\) (Johnson 1990). \(W_n\) can be estimated by multiplying the energy of displacement, or the energy required to remove a species from the energy well of the surface, \(E_{\text{dis}}\), by 2.5 (Sigmond 1969). Depending on the path of the cascade collisions, and how deep the ice particle in question is located within the bulk of the ice, \(E_{\text{dis}}\) can range from the desorption energy, \(E_d\), for surface species, to \(5E_{\text{b}}\) for species embedded in the crystal structure. We approximate \(E_{\text{dis}}\) for our physisorbed ice as \(2E_d\). This results in a \(W_n\) for water ice of approximately 2.45 eV, from an \(E_b\) of 0.49 eV (Garrod et al. 2008).

The cross sections \(\sigma_n\) and \(\sigma_e\) are approximated from the nuclear and electronic stopping power cross sections \(S_n\) and \(S_e\). Figure 1 shows a graph of nuclear and electronic stopping powers for hydrogen and iron ions impacting water ice, as approximated using the values for liquid water and calculated by the SR-81EL web tool (Boschini et al. 2014). Stopping powers are dependent on the mass and energy of the incident ion and the target material. Figure 1 also shows a three order of magnitude difference between electronic stopping powers and nuclear stopping powers for incident hydrogen ions, and an increasing difference in stopping power with energy for incident iron ions. This suggests that the majority of energy deposited into grain ices by cosmic rays comes from electronic interactions, compared with nuclear interactions. Figure 2 also shows that the stopping power of iron ions impacting water is significantly higher than hydrogen for both nuclear and electronic collisions. We will not further examine iron cosmic rays in this work however, as they are significantly less abundant compared with hydrogen cosmic rays (Cummings et al. 2016; Blasi 2013). In order to account for the differences in terms and physical causation for sputtering, we will continue to examine nuclear and electronic sputtering separately.

### 2.2.1 Nuclear (Elastic) Sputtering

Nuclear sputtering is caused via collisions, most notably in the keV region in which elastic collisions occur within the ice leading to rebounds and eventually sputtering (Johnson 1990). This energy range is below that of cosmic rays that bombard dust particles. Throughout the cosmic ray energy distribution used in the paper (3 \(\times\) 10\(^{-4}\) GeV to 100 GeV), nuclear stopping powers are approximately three orders of magnitude lower than electronic stopping powers for water ice. For use in our models, which do not account for differing cosmic ray ions and energies, we calculate a weighted average stopping power (\(S\)) by the formula

\[
S = \frac{\sum S(E)j(E)}{\sum j(E)}, \tag{8}
\]

where \(S(E)\) is the range of stopping powers over a range of energies (separated into nuclear and elastic stopping powers), and \(j(E)\) is the Spitzer-Tomasko cosmic ray energy function. Our calculation results in an average nuclear stopping power for H\(^+\) impacting water ice of 3.489 \(\times\) 10\(^{-18}\) eV cm\(^{-2}\). To convert our nuclear stopping power to a nuclear cross section, we simply divide \(S_n\) by \(W_n\), resulting in an...
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average nuclear sputtering cross section of 1.424 × 10^{-18} \text{ cm}^2. The rate coefficient for nuclear sputtering can now be expressed as:

\[ k_{ns} = \sigma_n \phi_{ISM} = \frac{S_n}{W_n} \phi_{ST} \frac{\zeta}{1.36 \times 10^{-17}}. \] (9)

which contains the assumption that only one particle will be ejected per incident ion, which may not be the case. A suitable yield term has been derived by Sigmund (1969) and modified by Johnson (1990) resulting in the following expression for the nuclear scattering yield \( Y_{ns} \):

\[ Y_{ns} \approx \frac{3\alpha S_n}{2\pi^2 \sigma_{diff} U}. \] (10)

This is an equation for cascade sputtering of a planar surface, where \( \alpha \) is an experimentally determined fraction of the nuclear stopping power that is involved in cascade collisions that are close to the surface, \( S_n \) is the nuclear stopping power, \( \sigma_{diff} \) is the average diffusion cross section, and \( U \) is the average binding energy in eV. For water ices being impacted by H\(^+\) ions, Equation (10) yields an average result of 1.8 × 10^{-3} particles per cosmic ray proton, with the parameters shown in Table 4.

Table 4. Parameters for nuclear sputtering calculations on amorphous solid water.

| Parameter | Value | Reference |
|-----------|-------|-----------|
| \( S_n \) (eV cm\(^2\)) | 3.489 × 10^{-18} | This work |
| \( W_n \) | 2.45 eV | This work, (Sigmund 1969) |
| \( \sigma_{diff} \) (cm\(^2\)) | 3.6 × 10^{-16} | (Johnson 1990) |
| U (eV) | 0.49 | (Garrod & Herbst 2006) |
| \( \alpha \) | 0.6 | (Andersen & Bay 1981) |
| \( Y_{ns} \) | 1.8 × 10^{-3} H\(_2\)O per H\(^+\) | This work |
| \( \sigma_{es} \) (cm\(^2\)) | 1.424 × 10^{-18} | This work |

The final form of the rate coefficient for nuclear sputtering is

\[ k_{ns} = Y_{ns}S_n \phi_{ISM}. \] (11)

which, fully expanded, is as follows:

\[ k_{ns}(s^{-1}) = \left( \frac{3\alpha S_n}{2\pi^2 \sigma_{diff} U} \right) \left( \frac{S_n}{W_n} \phi_{ST} \frac{\zeta}{1.36 \times 10^{-17}} \right). \] (12)

2.2.2 Electronic (Inelastic) Sputtering

Our methodology for determining the electronic sputtering rate coefficient (\(k_{es}\)) is very similar to that for nuclear sputtering, with some nuclear terms replaced by electronic terms. We start with estimating electronic cross sections from electronic stopping powers. Similarly to the nuclear stopping power, we find an average electronic stopping power, weighted by the same cosmic ray energy distribution as nuclear sputtering, shown in Equation (8). This results in an average electronic stopping power of 1.131 × 10^{-15} eV per particle for the bombardment of water ice by H\(^+\).

To convert electronic stopping powers to electronic cross sections, we simply divide the average stopping power by the average energy lost to the surface by ion-pair generation (\(W_e\)) and by the fraction of electronic energy lost through repulsive decay (\(f_e\)) (Brown et al. 1982; Schou 1980). As far as we know, there is no comprehensive table of \(f_e\) terms, and these must be either estimated, or calculated for individual species. The product of \(W_e\) \(\times f_e\) is also referred to as the average energy lost to thermal relaxation, or \(\Delta E\) (in eV) (Rook et al. 1985). The process results in an electronic cross section of 2.09 × 10^{-16} cm\(^2\), using a \(W_e\) of 27 eV Shingledecker & Herbst (2018) and an \(f_e\) of 0.2 from Johnson & Brown (1982). All of these values are for amorphous water ice.

\(W_e\) is well known for a variety of species (Fueki & Magee 1963) and can also be used to estimate cross sections from stopping powers for radioisotopes, as outlined in Shingledecker & Herbst (2018). Related to \(W_e\), \(W_e\) the average energy lost to sub-excitation electrons, may be a good estimate for \(\Delta E\), the average energy lost to thermal excitation, assuming most of the energy of the sub-excitation electrons is lost to the surface as heat. Therefore, if \(f_e\) is unknown, we can estimate the inefficiencies in energy transfer by using \(W_e\). The terms are organized in Table 5, along with parameters needed for calculating electronic yields (\(Y_{es}\), via the equation (Johnson 1990))

\[ Y_{es} = C_e \times \left( f_e^2 \right) \left( \frac{1}{n_B^{1/3}} \right) \left( n_B \times S_e \right) / U^2. \] (13)

Here \(C_e\) is an experimental unitless constant, while \(n_B\) (particles...
cm\(^{-3}\)) is used to approximate the average thickness of a monolayer of a surface species. The determined electronic sputtering yield is 0.0045 H\(^+\) molecules per incident H\(^+\) ion.

The final form of the rate coefficient for electronic sputtering is

\[ k_{es} = Y_{es} \sigma_{es} \phi_{ISM}. \]

which, when fully expanded, takes the form:

\[ k_{es} (s^{-1}) = \left( C_e \times f_e^2 \left( \frac{n_B^{-1/3}}{U} \right) \left( \frac{S_e}{W_e f_e} \right) \left( \frac{\phi_{ISM}}{1.36 \times 10^{-17}} \right) \right) \]

\[ 2.2.3 \hspace{0.5cm} \text{Carbon Dioxide and Mixed Ice Sputtering} \]

For calculating the sputtering parameters for H\(^+\) impacting CO\(_2\) ice, chosen as a common ice constituent that isn’t water, we will only calculate the electronic sputtering terms, as nuclear sputtering is significantly less effective, as shown in the earlier calculations for water ice. The process is the same for water ice, outlined in the previous section, with constants and important terms used displayed in Table 6. Using Equation 8 for the range of \(S(E)\) CO\(_2\) values results in an average electronic carbon dioxide stopping power of 2.329 \(\times\) \(10^{-15}\) eV cm\(^2\). Dividing \(S_e\) by a \(W_e\) of 34.2 eV and the \(f_e\) of 0.19 (Johnson & Brown 1982), we obtain the electronic sputtering cross section for CO\(_2\) of 3.58 \(\times\) \(10^{-16}\) cm\(^2\). Applying CO\(_2\) values in Table 6 to Equation 13 returns a sputtering yield of 0.073 carbon dioxide molecules per incident hydrogen ion. The higher yield for carbon dioxide ice compared to water ice is due to carbon dioxide ice’s cross section being greater than water ice, and a significantly lower binding energy of carbon dioxide ice.

Our mixed ice model for sputtering simply adjusts the rate coefficient for sputtering based on the fractional amounts of water and CO\(_2\) ice within the model, which leads to the following formula for any species of ice, \(N_i\):

\[ k_{es}^{mix} = \left( k_{es}(H_2O) \frac{N_{H_2O}}{N_{H_2O} + N_{CO_2}} \right) N_i + \left( k_{es}(CO_2) \frac{N_{CO_2}}{N_{H_2O} + N_{CO_2}} \right) N_i. \]

This treatment of a mixed ice is simplistic, as we do not account for mixed ice yields, binding energies, or stopping powers, all of which will vary from a single species ice.

| Parameter | Value | Reference |
|-----------|-------|-----------|
| \(S_e\) (cm\(^2\) eV\(^{-1}\)) | 2.329 \(\times\) \(10^{-15}\) | This work |
| \(W_e\) (eV) | 34.2 | (Johnson & Brown 1982) |
| \(f_e\) (Unitless) | 0.19 | (Johnson & Brown 1982) |
| \(\sigma_{es}\) (cm\(^2\)) | 3.58 \(\times\) \(10^{-16}\) | This work |
| \(C_e \times f_e^2\) (Unitless) | 1 \(\times\) \(10^{-3}\) | (Brown et al. 1982) |
| \(n_B\) (cm\(^{-3}\)) | 2.3 \(\times\) \(10^{-22}\) | (Johnson 1990) |
| \(U\) (eV) | 0.22 | (Garrod & Herbst 2006) |
| \(Y_{es}\) | 0.073 CO\(_2\) per H\(^+\) | This work |

3 RESULTS AND ANALYSIS

We utilize a series of low temperature models with various combinations of cosmic ray sputtering, cosmic ray whole grain heating, and cosmic ray induced diffusion described in Table 3. We model the physical conditions based on the cold molecular core TMC-1, where the initial abundances are compiled in Table 1, and relevant physical conditions are displayed in Table 2. The standard “reference” model is designated 1H, a basic model with the same chemical network as in Paulive et al. (2021), without radiolysis chemistry. Models with an "H" after the number have cosmic ray whole grain heating, an "S" if sputtering is on, based on the theory in Section 2.2 for water ice, a "C" for sputtering based on CO\(_2\) ice, and an "M" for the mixed ice models. The chemical networks for all models examined for these and all other models in this paper are the same. All models that have
CRH allow for periods of time where the temperature of the grain ices is temporarily increased to simulate the heating from cosmic rays, followed by cooling back to ambient temperatures as volatile species, such as CO, are thermally desorbed, as shown in Hasegawa & Herbst (1993). The rate coefficient for thermal desorption is the vibrational frequency of a species, \( v_\nu \), multiplied by the negative exponent of the binding energy in kelvin, divided by the ambient dust temperature, resulting in a rate coefficient of

\[
\frac{k}{td} = \nu_\nu \exp \left( -\frac{E_b}{T_{dust}} \right). \tag{17}
\]

This is the same equation used to calculate the CRH rate coefficient, however, the ambient dust temperature is changed to the increased temperature used for CRH, in this case 70 K. This increased temperature results in an increase in desorption rate of \( e^7 \) s\(^{-1}\) compared to the thermal desorption rate at the dark cloud ambient dust temperature of approximately 10 K.

### 3.1 Water Ice Models

As an introduction, we examine the differences in the time-dependent results between the fiducial model (1H) with models 2HS and 3S. These non-fiducial models both include sputtering, while 2HS contains cosmic ray heating in addition to sputtering.

Figures 3 and 4 show multiple heatmaps of a suite of common interstellar molecules found in TMC-1. The colour gradient on the heatmap shows the relative difference in molecular abundance between a species for a model with respect to the base model 1H, and the model to which it is being compared. The relative difference between two numbers \( X \) and \( Y \) can be defined by the ratio \( (Y-X)/X \), where \( X \) applies to base model species and \( Y \) refers to other models such as 2HS and 3S. If \( Y \) is much larger than \( X \), the relative difference approaches \( Y/X \).

In Figure 4, the relative difference ranges from \( 10^{-1} \) to \( 10^{-4} \), where a relative difference of 1 represents a species with an abundance of \( Y \) that is double the abundance \( X \) in the base sputtering model. Likewise, a relative difference of \( 10^5 \) would mean an abundance in model 2HS or 3S 1000 times the base model abundance, while a relative difference of \( 10^{-4} \) would only be signifcantly an abundance 1.0001 times the abundance in model 1H. The white space within a heatmap signifies that there is no change in abundance between the two models at the given time.

Specifically, for Figure 3, these species are mostly abundant gas phase species within cold dark clouds, and we do not see differential large changes in their abundances, as they are generally efficiently produced in the gas phase, and while they could have efficient grain production pathways, the gas phase routes still dominate, or they are adequately desorbed from the grain surface with thermal and non-thermal methods. Looking at gas-phase CO, we see that there is an approximate 1% increase toward the end of the model, as CO is often depleted onto grain surfaces at later times. With the addition of sputtering, we increase the amount of desorbed CO, resulting in slightly higher gas phase abundances.

There are similar results for the comparison between 1H and 3S, shown in Figure 4, with minor differences: there is less of an increase in abundance in general, which is expected, because, unlike model 2HS, model 3S lacks cosmic ray whole grain heating. The lack of heating causes a lower desorption rate, which leads to the lower gas-phase abundance. In addition, the greater abundances in model 3S compared with 1H indicate that compared to whole grain heating already implemented in Nautilus, which temporarily heats the entirety of grain ices to 70 K, sputtering is generally more effective for desorbing low abundance species from the grain surface, and the bulk ice. This is due to sputtering allowing desorption directly from the bulk of the ice more readily than thermal evaporation, and thermal evaporation following CRH, as there is less of a chance that the ejected species can get trapped by the upper layers of ice from physical changes in the ice following ion bombardment.

Another contributing factor for the difference in abundances of models with solely CRH or sputtering is the relatively short time of increased thermal temperature from whole grain heating, which is on the order of \( 10^{-3} \) seconds, or the approximate time CO needs to thermally desorb from an ice surface (Hasegawa & Herbst 1993). During the duration of increased temperature, not all species are able to efficiently desorb at 70 K, but the more volatile CO is mostly desorbed from a surface in the time period of \( 10^{-5} \) seconds (Hasegawa & Herbst 1993). CO, and other species that are able to significantly contribute to desorption at 70, then cool the surface to the ambient 10 K. There is no equivalent duration or limitation on what species are effectively removed by sputtering, save for the cosmic ray-grain encounter rate.

In Figure 5 we show the modelled fractional abundance against time using the models 1H, 2HS, and 3S for a variety of COMs detected toward TMC-1. The models are represented by dashed lines, solid lines, and dotted dashed-lines for models 2HS, 1H, and 3S respectively. The molecules examined are methanol (\( \text{CH}_3\text{OH} \)), acetaldheyde (\( \text{CH}_3\text{CHO} \)), methyl formate (\( \text{HCOOCH}_3 \)), glycolaldehyde (\( \text{HCOOCH}_2\text{OH} \)), and dimethyl ether (\( \text{CH}_3\text{OCH}_3 \)). All fractional abundances mentioned in this paper are with respect to H2. The molecules, which will be discussed later, have binding energies that prevent them from being efficiently desorbed either at the nominal 10 K, or 70 K in models with CRH. There are little to no differences in the abundances of methanol, acetaldheyde, and dimethyl ether among models 1H, 2HS, and 3S at most times. However, there is an increase in abundance by more than a factor of 2, for methyl formate at \( 5 \times 10^5 \) yr between model 1H and models 2HS and 3S. There is also an increase in gas-phase glycolaldehyde by less than a factor of 2 at the same time.
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3.2 Carbon Dioxide Ice Models

Table 6 shows relevant parameters used in calculating yields based on carbon dioxide sputtering. We examine the same suite of molecules as in the previous section, shown in Figures A1 and 6. Figure A1 show a sample of common interstellar ices and simple molecules found within the ice. Notably, the addition of sputtering does not significantly alter the bulk or surface abundances of the species. This suggests that sputtering does not remove enough material to leave the grain barren of ice when coupled with previously examined thermal, chemical, and photo-desorption methods for these common species at 10 K.

In contrast, Figure 6 shows significant increases in gas-phase abundances of the species presented in the figure for both models that include sputtering. Slight differences, especially at later times in the model, become apparent, with model 4HSC (both sputtering and cosmic ray heating) slightly outproducing glycolaldehyde (HCOCH₂OH) and methyl formate (HCOOCH₃) compared to model 5SC (sputtering, no CRH).

Overall, we find significant differences between sputtering at carbon dioxide rates and water rates, partially due to higher yields and larger cross sections, leading to faster sputtering and greater amounts of desorption. Figure 6 shows increases of varying magnitude for COMs, where acetaldehyde has the lowest increase in magnitude by a factor of 1.12, while methyl formate and glycolaldehyde see increases by factors of 33 and 24, respectively. These increases contrast with our water sputtering models that only show increases in methyl formate and glycolaldehyde by factors of 0.0001, or approximately 0.01%.

3.3 Mixed Ice Models

The models containing the mixed ice sputtering rates (Equation 16) are labelled 6HSM and 7SM, where both include mixed ice sputtering rates while only 6HSM has whole grain cosmic ray heating. Figures 7 and A2 shows similar curves to the carbon dioxide sputtering results, with slight variation in most common and simple ice species, albeit to a lesser extent than the carbon dioxide sputtering models. Similar to previous results, the mixed ice has desorption rates that vary based on the ratio of carbon dioxide to water ice which results in gas-phase abundances between those of pure water ice and pure carbon dioxide ice sputtering. Figure 8 shows increases of varying degrees in gas-phase abundances, with the acetaldehyde (CH₃CHO) showing less of an increase compared to other COMs.

Figure 6. Gas-phase fractional abundances of select COMs with respect to hydrogen. Models 4HSC and 5SC have carbon dioxide ice sputtering rates of $1.48 \times 10^{-16}$ cm$^{-3}$ s$^{-1}$ at $5 \times 10^5$ yr. Different colors represent different species. The fiducial model (1H) has a solid line, the model with carbon dioxide sputtering and heating (4HSC) a dashed line, and the model with just sputtering is has a dotted and dashed line (5SC). All molecules presented here show increases of varying degrees in gas-phase abundances, with acetaldehyde (CH$_3$CHO) showing less of an increase (a factor of 1.12) compared with other COMs when comparing abundances between the models with sputtering and the fiducial model.

Figure 7. Gas-phase fractional abundances of select COMs with respect to hydrogen. Models 6HSM and 7SM have mixed water and carbon dioxide ice sputtering rates of $7.02 \times 10^{-17}$ cm$^{-3}$ s$^{-1}$ for water and $8.21 \times 10^{-17}$ cm$^{-3}$ s$^{-1}$ for carbon dioxide at $5 \times 10^5$ yr. Different colors represent different species, the fiducial model (1H) is a solid line, the model with carbon dioxide sputtering and heating (6HSM) is dashed, the model with pure sputtering is dotted and dashed (7SM). All molecules presented here show increases of varying degrees in gas-phase abundances, with the acetaldehyde (CH$_3$CHO) showing less of an increase compared to other COMs.

Figure 8. Grain surface and mantle abundances of water ice and carbon dioxide ice, for models 1H, 6HSM, and 7SM. Other models used in this work differ in water and carbon dioxide fractional abundance by 10% at most. The models from $1 \times 10^5$ yr and $1 \times 10^6$ yr have differences by factors of 0.0001, or approximately 0.01%.
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4 ASTROCHEMICAL IMPLICATIONS

Comparing the results of the various models to astronomical observations, we find mixed results: most models without sputtering do not produce enough gas-phase molecules, and while sputtering does adequately increase the gas-phase abundance to observed abundances in some cases, though the faster sputtering models are not enough to adequately reproduce abundances for other molecules. Soma et al. (2018) reported column densities of methanol, dimethyl ether, and acetaldehyde at the cyanopolyne peak (referred to as TMC-1 CP) as approximately $10^{13}$, $4.6 \times 10^{12}$ and $2.0 \times 10^{12}$ cm$^{-2}$, respectively. They also report methanol peak (TMC-1 MP) column densities of methanol, acetaldehyde, methyl formate, and dimethyl ether as $4.0 \times 10^{13}$, $3.4 \times 10^{12}$, $1.9 \times 10^{12}$, and $2.1 \times 10^{12}$ cm$^{-2}$, respectively. Agúndez et al. (2021) provides an updated column density for cyanopolyne peak acetaldehyde of $3.5 \times 10^{17}$ cm$^{-2}$ Dividing these column densities by an approximate molecular hydrogen column density of $10^{22}$ cm$^{-2}$ in TMC-1 yields fractional abundances of the examined molecules. The observed values used here are organized in Table 7, while peak modeled abundances are in Table 8.

This result in an observed fractional abundance for methanol of $1.7 \times 10^{-9}$ toward TMC-1 CP, and an abundance of $4.0 \times 10^{-9}$ at TMC-1 MP. Compared with the peak abundances of methanol in model 1H of approximately $2.8 \times 10^{-10}$, we significantly under-produce methanol in TMC-1 by an approximate order of magnitude, with model 4HSC just reaching $5 \times 10^{-11}$. The mixed-ice and water models produce less methanol, producing peak amounts of $8.5 \times 10^{-12}$ and $1.1 \times 10^{-12}$, respectively. All models predict the peak of methanol formate to be at a similar time of $5 \times 10^7$ yrs, much like the other molecules highlighted in this section. Recent observations by Agúndez et al. (2021) have detected methyl formate toward TMC-1 CP, with a column density of $(1.1 \pm 0.2) \times 10^{12}$cm$^{-2}$, and a fractional abundance of $1.1 \times 10^{-10}$. The results comparing the models to these observed amounts match the discrepancies between the models and the observed abundances in TMC-1 MP. Methyl formate has also been examined in cold dark clouds using radiolysis models, such as in Shingledecker et al. (2018), where gas-phase methyl formate production was found to be greatly enhanced with the inclusion of radiolysis chemistry and suprathermal reactions. It may be possible to combine the enhanced grain ice abundances of ices in general, and efficiently desorb them using sputtering, as a future possibility.

Dimethyl ether is reported to have an upper limit to the fractional abundance of $4.6 \times 10^{-10}$ toward the cyanopolyne peak, and an observed fractional abundance of $2.1 \times 10^{-10}$ toward the methanol peak (Soma et al. 2018). In the same publication for methyl formate detection toward the cyanopolyne peak, Agúndez et al. (2021) report a column density of $(2.5 \pm 0.7) \times 10^{12}$cm$^{-2}$, for a fractional abundance of $(2.5 \pm 0.7) \times 10^{-11}$. All models reach peak abundance at approximately $6 \times 10^6$ yrs. Model 4HSC produces the most dimethyl ether, reaching just above $1 \times 10^{-9}$, while 2HS and 6HSM have peak abundances at 2.7 and $3.7 \times 10^{-10}$ respectively. However, at a time of $5 \times 10^5$ yrs, which is similar to other peak times that match observations of molecules discussed earlier in the section, the modelled abundances are lower by a factor of approximately 2 than later in the model. 1H produces $2.0 \times 10^{-10}$, with 4HSC producing approximately $5 \times 10^{-10}$ dimethyl ether. Models 2HS and 6HSM produce abundances of $2.2 \times 10^{-10}$ and $3.6 \times 10^{-10}$ respectively at $10^5$ yrs. Models 4HSC and 5SC produce dimethyl ether within a factor of 4 toward both peaks of TMC-1, at peak abundances, with the other models all producing dimethyl ether within a factor of 1 at peak abundances. The carbon dioxide ice models more closely match observations at times around $5 \times 10^7$ years, within a factor of 2 for the cyanopolyne peak, and more than 2 for the methanol peak.

Overall, the model that best fits the observed abundances for COMs in TMC-1 is either 4HSC or SSC, despite under-producing methanol values for the MP by a factor of five. We came closer to replicating methanol values for the CP, only under-producing them by a factor of 2. For acetaldehyde, all models match the observations.
for the CP, approximately $2 \times 10^{-10}$. For methyl formate at the MP, the carbon dioxide ice models under-produce methyl formate by a factor of 10, with other models under-producing methyl formate by a larger factor. At TMC-1 CP, models 4HSC and 5SC also under-produce methyl formate by a larger factor. At TMC-1 CP, models 4HSC and 5SC also under-produce methyl formate by an order of magnitude. Finally, the upper limit of observed dimethyl ether toward the CP are less than peak amounts in models 4HSC and 5SC by a factor of 2. The peaks of other models are below the upper limit of dimethyl ether observed in the CP, while slightly overproducing dimethyl ether compared with the observed abundance in the MP by a factor of 2. The models with sputtering rates based on carbon dioxide ices consistently under-produce the observed molecules examined in this paper, and their calculated abundances seem to best replicate the abundances found toward the TMC-1 CP.

These COMs can be compared with observed abundances for other environments in the ISM: the cold dense core B1-b, the dense core L483, the prestellar core L1689B, and the molecular cloud Barnard 5, as listed in Appendix A, Tables A1, A2, A3, and A4. These environments have slightly different initial abundances and conditions compared with TMC-1, though the model parameters remain the same. Comparing modelled abundances with the observed abundances, we see that our variety of models does not adequately replicate methanol abundances in most environments. The observed methanol abundances range from $1.2 \times 10^{-9}$ in L1989B, to $4.5 \times 10^{-8}$ toward Barnard 5. However, the abundances of the other molecules examined are relatively well matched at peak, or near-peak abundances.

To compare methanol fractional abundances to the approximate observed levels in all sources would require the rate coefficient for sputtering to be increased by approximately a factor of ten. We have run a supplementary model (8HSC10) with such an increase, and have included the figures presenting the fractional abundances for ten times the sputtering rate in Appendix A, Figure A3. Notable in this model is that the abundance of dimethyl ether is greatly increased, to a greater fractional abundance than that of methanol, which is not observed in any of the sources mentioned previously. However, at this enhanced rate of sputtering, peak modelled methanol abundances match observed abundances well. This suggests that while sputtering rates greater than the ones presented here may be physical, there need to be further studies into modelling the production and destruction of the molecules highlighted here, especially methanol and dimethyl ether, and further examinations of sputtering.

### 5 CONCLUSIONS

We present in this paper a way of both estimating and implementing theoretical sputtering parameters into a rate-equation based model of cold dark clouds. We show that sputtering is an effective way of desorbing multiple species off of grain surfaces, even at slow sputtering rates. While there are experimental results that can be included in models, it is more difficult to obtain experimental data that match the mixture of amorphous ices that populate grain surfaces in the ISM. Fortunately, there are theoretical treatments of sputtering ices that seem to be reasonably effective. While further experimental work will need to be done to provide a basis for the sputtering of mixed ices by lighter ions, both current theory and experimental results suggest that sputtering is important as a method of non-thermal desorption in astrochemical models, similar to reactive desorption and photodesorption. Even when coupled with cosmic ray heating, a widely used "thermal" method of temporarily increasing thermal desorption, many species are not excessively depleted from within the ice, nor excessively ejected into the gas phase. In addition, in cases where there are efficient gas destruction pathways, sputtering does not overcome multiple efficient gas phase destruction routes. To adequately match abundances using sputtering alone, the rate coefficient for sputtering will need to be increased by a factor of approximately 10, however, this causes overproduction of multiple molecules including dimethyl ether and acetaldehyde. Further examination of gas and grain destruction pathways is warranted, should sputtering become commonplace in models.
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APPENDIX A: GRAPHS AND TABLES

Appendix A includes large figures and tables that are repetitive, but still contain relevant information, due to slight variations in models. The large figures show ice abundances of common species, with surface ices denoted with a “J”, and bulk ices identified with a “K”. We find that these ices are less affected by sputtering compared to ices with a lower abundance. The tables contain fractions of abundant molecules have less of a noticeable increase in desorption compared to ices with a lower abundance. The tables contain frac-
Table A1. List of observed column densities in cm\(^{-2}\) for selected molecules toward B1-b, with a reported H\(_2\) column density of 10\(^{23}\) cm\(^{-2}\) (Cernicharo et al. 2012).

| Compound      | Column Density | Fractional Abundance |
|---------------|----------------|----------------------|
| CH\(_3\)OH\(^a\) | 3.6 \times 10^{14} | 3.608 \times 10^{-9} |
| CH\(_3\)CHO\(^a\) | 5.4 \times 10^{12} | 3.9 \times 10^{-11} |
| HCOOCH\(_3\)\(^b\) | 8.3 \times 10^{12} | 8.3 \times 10^{-11} |
| CH\(_3\)OCH\(_3\)\(^b\) | 3.0 \times 10^{12} | 2.5 \times 10^{-10} |

\(^a\) (Oberg et al. 2010)
\(^b\) (Cernicharo et al. 2012)

Table A2. List of observed column densities in cm\(^{-2}\) for selected molecules toward L483. All observed abundances are from Agúndez et al. (2019), and with a H\(_2\) column density of approximately 4 \times 10\(^{23}\) cm\(^{-2}\).

L483

| Compound      | Column Density | Fractional Abundance |
|---------------|----------------|----------------------|
| CH\(_3\)OH    | 2.9 \times 10^{13} | 7.25 \times 10^{-9} |
| CH\(_3\)CHO   | 3.8 \times 10^{12} | 9.5 \times 10^{-11} |
| HCOOCH\(_3\)  | 2.3 \times 10^{12} | 5.7 \times 10^{-11} |
| CH\(_3\)OCH\(_3\) | 5.3 \times 10^{12} | 1.32 \times 10^{-10} |

Table A3. List of observed column densities in cm\(^{-2}\) for selected molecules toward L1989B. The reported H\(_2\) column density is 4 \times 10\(^{23}\) cm\(^{-2}\). Methanol detection is from Bacmann & Faure (2015) and other abundances are from Bacmann et al. (2012).

L1989B

| Compound      | Column Density | Fractional Abundance |
|---------------|----------------|----------------------|
| CH\(_3\)OH    | 1.2 \times 10^{14} | 1.2 \times 10^{-9} |
| CH\(_3\)CHO   | 9.0 \times 10^{12} | 9.0 \times 10^{-11} |
| HCOOCH\(_3\)  | 5.91 \times 10^{12} | 5.91 \times 10^{-11} |
| CH\(_3\)OCH\(_3\) | 4.6 \times 10^{12} | 5.91 \times 10^{-11} |

Table A4. List of observed column densities in cm\(^{-2}\) for selected molecules toward Barnard 5. H\(_2\) column density of 10\(^{21}\) cm\(^{-2}\) (Taquet et al. 2017).

Barnard 5

| Compound      | Column Density | Fractional Abundance |
|---------------|----------------|----------------------|
| CH\(_3\)OH    | 1.5 \times 10^{14} | 4.5 \times 10^{-8} |
| CH\(_3\)CHO   | 5.2 \times 10^{12} | 1.6 \times 10^{-9} |
| HCOOCH\(_3\)  | 4.3 \times 10^{12} | 1.3 \times 10^{-9} |
| CH\(_3\)OCH\(_3\) | 2.1 \times 10^{12} | 7.0 \times 10^{-10} |

This paper has been typeset from a T\(\LaTeX\) file prepared by the author.
Figure A1. Fractional abundance graphs of various ice species with respect to hydrogen. At the right are the surface abundances of select species, at the left are the bulk abundances. Individual species are a specific colour. At the top are common ices, while the bottom shows simple ices. Model 1H, without sputtering, is a solid line, models 4HSC and 5SC are dashed and dotted-dashed lines, respectively. Notable in these figures is that the ice abundances are not significantly affected by sputtering, showing that sputtering is not fast enough to significantly deplete ices on the grain surface, even with an increased rate coefficient for sputtering of CO$_2$ ices.
Figure A2. Fractional abundance graphs of various common ices with respect to hydrogen. At the right are the surface abundances of select species, at the left are the bulk abundances. Individual species are a specific colour. At the top are common ices, while the bottom is simple molecules. Model 1H, without sputtering, is a solid line, models 6HSM and 7SM are dashed and dotted-dashed lines, respectively. Notable in these figures is that the ice abundances are not significantly affected by sputtering, despite the increased sputtering rate coefficient of a mixed ice.
Figure A3. Plot of the fractional gas-phase abundance of various COMs with respect to hydrogen. Different species are different colours, the solid lines are model 1H, the dashed lines are model 4HSC, and the dotted-dashed lines are model 8HSC10, a model with 10 times the rate coefficient of sputtering in model 4HSC. The resulting rate of sputtering for carbon dioxide ices in model 8HSC10 is \(1.42 \times 10^{-15} \text{ cm}^{-2} \text{ s}^{-1}\).