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ABSTRACT
A goal in the study of dynamics on the interval is to understand the transition to positive topological entropy. There is a conjecture from the 1980s that the only route to positive topological entropy is through a cascade of period doubling bifurcations. We prove this conjecture in natural families of smooth interval maps, and use it to study the structure of the boundary of mappings with positive entropy. In particular, we show that in families of mappings with a fixed number of critical points the boundary is locally connected, and for analytic mappings that it is a cellular set.

1. Introduction
This paper is motivated by the following conjectures in one-dimensional dynamics about the boundary of mappings with positive topological entropy:

Given a map $f$ of an interval, $I$, let

$$\mathcal{P}er(f) = \{ n \in \mathbb{N} : f^n(p) = p \text{ for some } p \in I, \text{ and } f^j(p) \neq p \text{ for } 1 \leq j < n \}.$$ 

We refer to $\mathcal{P}er(f)$ as the set of periods of $f$.

**Boundary of Chaos Conjecture I.** All endomorphisms of the interval, $f \in C^k(I), k = 0, 1, 2, \ldots, \infty, \omega$, with $\mathcal{P}er(f) = \{ 2^n : n \in \mathbb{N} \cup \{0\} \}$, are on the boundary of mappings with positive topological entropy and on the boundary of the set of mappings with finitely many periods.

Interest in this conjecture is strongly motivated by its implications on the routes to chaos, that is, on the transition from zero to positive entropy, for mappings of the circle or the interval, see [35, 36]. Indeed, for $C^1$ mappings, this conjecture implies that the transition to positive entropy for mappings on the interval occurs through successive period doubling bifurcations.

In [45], the following conjecture was made about the internal structure of the boundary of mappings with positive topological entropy.

**Boundary of Chaos Conjecture II.** An open and dense subset of the boundary of mappings with positive topological entropy splits into disjoint cells such that each cell is contained in the basin of the quadratic-like fixed point of renormalization. See [45] for a more precise statement.

Conjecture I was first made for the space $C^1(I)$ in [4] and later for each $k = 0, 1, 2, \ldots, \infty, \omega$, see [24, 35, 36, 45]. It is known in $C^0(I)$ and $C^1(I)$. In [27], it was proved that mappings with positive topological entropy are dense in $f \in C^0(I)$. In fact, for any compact manifold $M$, infinite topological entropy is a generic property amongst endomorphisms of $M$ in the $C^0$
topology \[57\]. In \[26\], it was proved that any \(f \in C^0(I)\) with \(\mathcal{P}er(f) = \{2^n : n \in \mathbb{N} \cup \{0\}\}\) can be approximated by mappings with finitely many periods. In \[25\], Conjecture I was proved for \(C^1(I)\). The results in lower regularity are perturbative, and this approach does not seem to work in higher regularity.

1.1. Main results

To fix some notation, let \(I = [-1, 1]\) and \(b = (\ell_1, \ldots, \ell_k)\) be a vector of even integers greater than 1. Let \(A_b(I)\) denote the space of analytic mappings of the interval, with critical points \(-1 < c_1 < c_2 < \cdots < c_k < 1\), such that the order of \(c_i\) is \(\ell_i\). We describe this condition precisely on page 9. If \(U \subset \mathbb{C}\) is open, we let \(B_U\) denote the space of mappings that are holomorphic on \(U\) and continuous on \(U\). We consider \(B_U\) with the supremum norm. We prove the following result for analytic mappings:

**Theorem A.** All analytic endomorphisms \(f \in A_b(I)\) with \(\mathcal{P}er(f) = \{2^n : n \in \mathbb{N} \cup \{0\}\}\) are on the boundary of mappings with positive topological entropy and on the boundary of mappings with finitely many periods in \(A_b(I)\).

More precisely, suppose that \(f \in A_b(I)\), with \(\mathcal{P}er(f) = \{2^n : n \in \mathbb{N} \cup \{0\}\}\). Let \(U \subset \mathbb{C}, U \supset I\), be an open domain so that \(f \in B_U\) and each critical point of \(f|_U\) is in \(I\). Then \(f\) can be approximated in \(A_b(I) \cap B_U\) by mappings with positive entropy and by mappings with finitely many periods.

Recall that by Sharkovskii’s Theorem, an interval mapping \(f\) has finitely many periods if and only if for some \(N \in \mathbb{N} \cup \{0\}\), \(\mathcal{P}er(f) = \{2^n : 0 \leq n \leq N\}\). Let us point out that for \(k\) at least one, mappings with finitely many periods are in the interior of mappings with zero topological entropy in \(C^k(I)\), \[43,\] Proposition 2.1. There, this result was proved with \(k = 1\), but the proof goes through for any \(k \geq 1\). Thus one may replace ‘boundary of mappings with finitely many periods’ with ‘boundary of the interior of the set of mappings with zero entropy’ in the statement of the Theorem A. Let us also recall that a mapping with \(\mathcal{P}er(f) = \{2^n : n \in \mathbb{N} \cup \{0\}\}\) has zero entropy \[42,\] Theorem 4.

Theorem A is closely related to the Density of hyperbolicity, \[29\], which tells us that every mapping can be approximated by mappings where every critical point converges to a periodic attractor, but it does not specify the combinatorics of the mapping used to carry out the approximation. Conjecture I implies that for mappings \(f\) with \(\mathcal{P}er(f) = \{2^n : n \in \mathbb{N} \cup \{0\}\}\), this approximation can be done in two combinatorially different ways, and it specifies the combinatorics of the approximating mappings with zero entropy precisely.

Our method used to prove Theorem A leads us to the following result, which was inspired by Conjecture II:

**Theorem B.** The boundary of mappings with positive entropy, \(\Gamma \subset A_b(I)\), admits a cellular decomposition. Moreover, there exists an open and dense subset of \(\Gamma\) consisting of disjoint cells, each contained in the basin of a unimodal, polynomial-like fixed point of renormalization.

A **cell** is a connected set of (finite) codimension-\(k\) whose boundary contains a (relatively) open and dense set of codimension-(\(k + 1\)). A set \(X\) admits a cellular decomposition if it can be expressed as a disjoint union of cells. By basin we mean the set of all mappings \(f\) which have a critical point \(c\) (of order \(\ell\)) at which \(f\) is infinitely renormalizable with period doubling combinatorics, and whose renormalizations at \(c\) converge to the unimodal fixed point of renormalization whose critical point is of order \(\ell\).

Theorem B implies that there is an open and dense set \(\Gamma'\) of mappings in \(\Gamma\), so that each \(f \in \Gamma'\) has a critical point \(c_0\) at which \(f\) is infinitely renormalizable, and with the property that
the symbolic dynamics on the solenoidal attractor \( \omega(c_0) \) is the same as the symbolic dynamics on the solenoidal attractor for the unimodal Feigenbaum mapping.

Using the complex bounds of [10], we are able to extend Theorem A to spaces of smooth mappings with critical points of even order.

**Theorem C.** Let \( k \geq 3 \) and \( b \in \mathbb{N} \). If \( b \) is a \( b \)-tuple with only even entries, then each \( f \in \mathcal{A}_k^b(I) \) with \( \text{Per}(f) = \{ 2^n : n \in \mathbb{N} \cup \{0\} \} \) is on the boundary of mappings with positive topological entropy and on the boundary of the set of mappings with finitely many periods in \( \mathcal{A}_k^b(I) \).

See page 9 for the definition of the space \( \mathcal{A}_k^b(I) \).

To prove Conjecture II for certain smooth mappings, we make use of the hyperbolicity of renormalization of \( C^{2+\alpha} \)-unimodal mappings with period-doubling combinatorics, [12]. See [15] for the generalization of this result to all bounded combinatorics. The hyperbolic structure at the quadratic-like fixed point of renormalization, gives us a means to understand the structure of the set of mappings on the boundary of positive entropy in spaces of mappings with several critical points. We let \( \mathcal{A}_{even, b}^r(I) \) denote the space of mappings with \( b \) critical points all of even order, see page 9.

**Theorem D.** There exists an open and dense set of mappings contained in the boundary of positive entropy in \( \mathcal{A}_{even, b}^r(I), r > 3 \), which is a union of disjoint codimension-one submanifolds of \( \mathcal{A}_{even, b}^r(I) \), and each of these submanifolds is contained in the basin of a unimodal, quadratic-like fixed point of renormalization.

Specifically, the dense set of mappings which can be decomposed into codimension-one manifolds consists of mappings with all critical points non-degenerate and with exactly one solenoidal attractor. The boundaries of these manifolds contain mappings where the solenoidal attractor contains more than one critical point. Since we do not know that sets of such mappings are manifolds, we are unable to obtain the cellular decomposition of the boundary of positive entropy for smooth mappings.

The following is an interesting consequence of Theorem D.

**Theorem E.** Let \( r > 3 \), and let \( b \) be a \( b \)-tuple of even integers. The connected components of the boundary of mappings with positive topological entropy in \( \mathcal{A}_k^b(I) \) are locally connected.

This result should be contrasted with the theorem of [18] that the boundary of mappings with positive entropy in the family of bimodal mappings of the circle is not locally connected, and the result of [7], which shows that many isentropes in families of polynomials are not locally connected. Let us point out that the mechanisms used to produce non-local connectivity in these cases are not present in our setting. The result of [18] relies on there being an accumulation of pieces of Arnold tongues in the boundaries of phase locking regions with definite ‘height’ above the critical line in the boundary of mappings with positive entropy. This phenomenon creates a comb-like structure in the boundary. The families considered in [7] do not have a constant number of critical points, and its proof that certain isentropes are non-locally connected requires that the entropy of the isentrope is positive.

Mappings with \( \text{Per}(f) = \{ 2^n : n \in \mathbb{N} \cup \{0\} \} \) are infinitely renormalizable [24, Theorem 3], see Section 3, and such mappings have been the subject of intense study over the past 30 years. Previous results in the direction of those in this paper have been obtained via proofs of the Hyperbolicity of Renormalization Conjectures, [11, 16, 17, 55] (or at least convergence of renormalization together with certain rigidity results, [50]). For unimodal
mappings with critical points of even order, the solution of the renormalization conjectures imply, roughly, that the connected component of the stable manifold containing the fixed point $f_*$ of the (period-doubling) renormalization operator consists of mappings which are topologically conjugate to $f_*$, and the family $\{f_* + \lambda v\}$, where $v$ is the expanding direction for renormalization and $\lambda \in (-\epsilon, \epsilon)$ is transverse to the topological conjugacy class of $f_*$. Moreover, $f_*$ is a polynomial-like mapping, which is hybrid conjugate to the Feigenbaum polynomial, and the family $z \mapsto z^2 + c$ is transverse to the topological conjugacy class of $f_*$ too. Thus one obtains Conjecture I for such unimodal mappings from the solution of the renormalization conjectures together with the solution of Conjecture I for unicritical, real, polynomials and Douady–Hubbard Straightening Theorem. Theorem A has been proved for analytic unimodal mappings [30, 34, 54]. Renormalization results for smooth unimodal mappings with quadratic critical points were obtained in [12, 15]. In [15] for $\gamma \in (0, 1)$ sufficiently close to one, the authors proved hyperbolicity of renormalization (with bounded combinatorics) for $C^{2+\gamma}$ mappings, and proved that the stable manifold of the renormalization operator is a $C^1$ codimension-one submanifold of the space of $C^{3+\gamma}$ mappings. Thus proving Theorem A for $C^{3+\gamma}$ unimodal mappings with non-degenerate critical points. In [50], using convergence of renormalization and rigidity, Smania proved Conjecture I for multimodal mappings with all critical points non-degenerate and with the same $\omega$-limit set (indeed, in [53] he goes beyond this to prove hyperbolicity of renormalization for these mappings). In this paper, we remove these two conditions to prove Theorem A. We remove the condition that each critical point is non-degenerate by using the complex bounds of [10], see Theorem 2.4. The condition on the number of solenoidal attractors is removed through a technical perturbation argument, Lemma 5.5.

While we do not focus on renormalization in this paper, let us point out that by now it is not difficult to remove the condition that all critical points are non-degenerate from [50]. McMullen, [39], proved exponential convergence of renormalization acting on quadratic-like mappings, which are infinitely renormalizable of bounded type. This was extended to multimodal mappings with quadratic critical points by Smania [50]. From the complex bounds of [10] and the quasiconformal rigidity of analytic mappings, [9], it is possible to extend this proof to infinitely renormalizable mappings of bounded type in $A(I)$. Let us mention that using the decomposition of a renormalization and building on the exponential convergence of renormalization of analytic mappings, exponential convergence of renormalization for $C^k$, $k \geq 3$, symmetric unimodal mappings, in the $C^k$-topology, was proved in [3]. Renormalization ideas figure heavily in our proof; however, we leave the investigation of the rate of convergence of renormalization (of, in particular, smooth mappings) to future work.

We believe that the methods used in this paper can be improved on to extend Theorem C to $C^2$ mappings with critical points of integer orders; however, developing these tools (in particular, proving the complex bounds for these mappings) would take us far from the goal of this paper. Since our proof of Theorem D depends on hyperbolicity of the quadratic fixed point of renormalization, extending this result to mappings with lower regularity would require a different approach. Let us also remark that our methods depend heavily on complex tools, so we do not obtain results for mappings with flat critical points or with critical points of non-integer order.

### 1.2. Outline of the paper

In Section 2, we state some basic definitions which will be used throughout this paper, and give the necessary background in real dynamics. In Section 3, to make this paper more self-contained, we reduce Theorem A to an equivalent statement about infinitely renormalizable mappings with zero entropy, Theorem F. In Section 4, we introduce the different spaces of mappings in which we will work.
Of particular importance to us is the space of stunted sawtooth mappings, $S$, see Section 4.1. Stunted sawtooth mappings were introduced in [41]. From a combinatorial point of view, they model mappings of the interval with finitely many critical points well. Moreover, the space of stunted sawtooth mappings is a convenient space of mappings to work in since, in this space, entropy is monotone in each of the parameters (the ‘signed heights’ of the plateaus). Indeed the analogue of Theorem A is known in this space (see Section 4.1 for the necessary terminology):

**Theorem 1.1** [24]. Let $T_ε ∈ S$ be so that $\text{Per}(T_ε) = \{2^n : n ∈ N \cup \{0\}\}$. Given $ν > 0$, there exist $α, β ∈ [-ε, ε]^m$ so that $|ξ - i| < ν$ for $i = α, β$, where $h(T_ε) > 0$ and $T_β$ has only finitely many periods.

This result is the starting point for the results of this paper. In Section 5, we will transfer it successively to the space of polynomials using ideas from [6], then via the Douady–Hubbard Straightening Theorem to polynomial-like mappings, and finally to analytic mappings with even critical points via renormalization and specifically the complex bounds of [10]. Using the transversal non-singularity of the derivative of the renormalization operator acting from the space of analytic mappings to the space of polynomial-like germs, we go on to prove Theorems A and B. We obtain Theorem C from Theorem A via an approximation argument, which is similar to one used in [19]. Once we have proved Theorem C, we use it together with results of [12] on the hyperbolicity of the period-doubling renormalization operator acting on smooth unimodal mappings to prove Theorem D. Finally we deduce Theorem E.

1.3. Standing assumptions

Unless otherwise stated, we will assume the following.

- The vector of orders of critical points $h = (ℓ_1, \ldots, ℓ_b)$ is a vector positive even integers.
- All renormalizations are period-doubling, see 7.

2. Preliminaries

2.1. Notation and terminology

Given a topological space $X$ and $A ⊂ X$ we denote the boundary of $A$ by $∂A$ and its closure by $\text{cl}(A)$. If $X$ is a metric space, we denote the open ball of radius $ε$ centred around $x ∈ X$ by $B_ε(x) = \{y ∈ X : \text{dist}(x, y) < ε\}$.

As usual, $R$ and $C$ denote the real line and the complex plane, respectively, and $I$ will always denote a compact interval in $R$. It will be convenient to assume that $I = [-1, 1]$. We denote the circle $R$ mod 1 by $T$. If $X$ is a set and $x ∈ X$, we let $\text{Comp}_x(X)$ be the connected component of $X$ containing $x$. For $ε > 0$, we let $D_ε$ denote the disk of radius $ε$ centred at the origin.

Given a continuous piecewise monotone map $f : I → I$, we call its local extrema turning points. If $f$ has finitely many turning points and $f(∂I) ⊂ ∂I$, then $f$ is called a multimodal map. The images of the turning points of a multimodal mapping are called critical values.

2.2. Background in dynamics

Given a function $f : X → X$ acting on a topological space $X$, the orbit of a point $x ∈ X$ is defined as the set $O_f(x) = \{f^n(x) : n ∈ N\}$. The set of accumulation points of $O_f(x)$ is known as the $ω$-limit set of $x$ and is denoted by $ω(x)$. A point $x ∈ X$ is called non-wandering if given any open set $U$ containing $x$, there exists $n ∈ N$ such that $f^n(U) ∩ U ≠ \emptyset$. The set of non-wandering points of a map $f$ will be denoted by $Ω(f)$. In particular, if $x ∈ ω(x)$, then we say that $x$ is recurrent.
Definition 2.1. In a space of mappings $\mathcal{X}$, we let $\Gamma_{\mathcal{X}}$ denote the subset of $\mathcal{X}$ consisting of mappings $f$ with $\mathcal{P}er(f) = \{2^n : n \in \mathbb{N} \cup \{0\}\}$. When it will not cause confusion, we omit $\mathcal{X}$ from the notation.

Given a piecewise monotone map $f : I \to I$ with $m$-turning points $-1 < c_1 < \ldots < c_m < 1$, we denote by $i_f(x)$ the itinerary of $x$ and the kneading sequence of $c_j$ by

$$\nu_j := \lim_{x \downarrow c_j} i_f(x),$$

where the sequence $\nu_j$ consists of the symbols $I_0, \ldots, I_m$, where the functions $I_i$ are the intervals from $I \setminus \{c_1, \ldots, c_m\}$. Finally, we denote by

$$\nu(f) = (\nu_1, \ldots, \nu_m)$$

the kneading invariant of $f$. See [37, Section II.3] for the definition of the itinerary of a point.

Definition 2.2. Let $f : I \to I$ be a piecewise monotone map with turning points $-1 < c_1 < c_2 < \ldots < c_m < 1$ and critical values $v_1 < v_2 < \ldots < v_s$. Then, we define its shape as the set:

$$\tau = \{(i, j_i) : 1 \leq i \leq m\}$$

where $j_i \in \{1, \ldots, s\}$ is so that $f(c_i) = v_{j_i}$.

For example, the map in Figure 1 has shape

$$\tau = \{(1, 3), (2, 2), (3, 3), (4, 1), (5, 3), (6, 2), (7, 3)\}.$$ 

The shape keeps track of the linear order of the critical values in the real line, which critical points have which critical values and, in particular, which critical points have the same critical values. This notion of shape is useful in the study of mappings arising as renormalizations. Since such mappings are compositions of unimodal mappings, they have more 'symmetries' than general polynomials.

A shape is a set of ordered pairs

$$\tau = \{(i, j_i) \in \{1, 2, \ldots, m\} \times \{1, 2, \ldots, s\} : i \in \{1, 2, \ldots, m\}\}$$

with the property that the mapping $i \mapsto j_i$ from $\{1, 2, \ldots, m\}$ to $\{1, 2, \ldots, s\}$ is onto.

Given a multimodal map $f$ and a forward invariant set $A \subset I$, we say that $A$ is a topological attractor if its basin $B(A) = \{x : \omega(x) \subset A\}$ satisfies the following properties.
• $B(A)$ contains a residual subset of an open subset of $I$.
• There exists no closed forward invariant set $A' \subset A$ with $A' \neq A$ for which $B(A')$ and $B(A)$ coincide up to a meager set.

2.2.1. Renormalization.

**Definition 2.3.** Let $f : I \to I$ be an interval map and let $n \in \mathbb{N}$. A proper subinterval $J \subset I$ is called a **restrictive interval** of period $n$ if:
• the interiors of $J, \ldots, f^{n-1}(J)$ are pairwise disjoint;
• $f^n(J) \subset J$ and $f^n(\partial J) \subset \partial J$;
• at least one of the intervals $J, \ldots, f^{n-1}(J)$ contains a turning point of $f$;
• $J$ is maximal with respect to these properties.

If $f$ has a restrictive interval $J$ of period $n \geq 2$, we say that $f$ is **renormalizable**. Let us assume further that $J$ is the largest such restrictive interval (that is, the restrictive interval with the smallest period $\geq 2$) about a turning point $c$. If $\Phi : J \to I$ is an affine surjection, the **renormalization operator**, $f \to \mathcal{R}_c(f)$, is defined by
\[
\mathcal{R}_c(f) = \Phi \circ f^n \circ \Phi^{-1} : I \to I,
\]
and $\mathcal{R}_c(f)$ is known as a **renormalization of $f$**. When it will not cause confusion, we may omit $c$ from the notation.

Assume $f$ possesses infinitely many restrictive intervals $J_n \ni c$, then we say that $f$ is **infinitely renormalizable** at $c$. Let $q_n$ denote the period of $J_n$. Under these circumstances the set $\omega(c)$ is a solenoidal attractor $L$ with
\[
L = \bigcap_{n=1}^{\infty} L_n \quad \text{where} \quad L_n = \bigcup_{k=0}^{q_n-1} f^k(J_n).
\]

For a proof see [37, Theorem III.4.1].

Suppose that $f$ is infinitely renormalizable at a turning point $c$, and let $\{q_n\}_{n=1}^{\infty}, q_n \in \mathbb{N}$, be the strictly increasing sequence such that for each $n \in \mathbb{N}, f$ has a restrictive interval $J_n \ni c$ of period $q_n$, and for any $q \in \mathbb{N} \setminus \{q_n\}_{n=1}^{\infty}$, there is no restrictive interval of period $q$ about $c$. We say that $f$ has **bounded combinatorics** at $c$ if there exists $M \in \mathbb{N}$ so that $q_{n+1}/q_n \leq M$ for all $n$. A mapping is infinitely renormalizable with period-doubling combinatorics at $c$ if and only if $q_{n+1}/q_n = 2$ for all $n$. Taking $\Phi_{n} : J_n \to I$ to be the affine surjection from $J_n$ onto $I$, we define the $n$th renormalization of $f$ at $c$:
\[
\mathcal{R}_{c}^n(f) = \Phi_{n} \circ f^{q_n} \circ \Phi_{n}^{-1} : I \to I.
\]

Any $C^1$ mapping of the interval is semi-conjugate to a polynomial mapping [37, Theorem II.6.4]. The semi-conjugacy collapses to points wandering intervals and attractors whose basins do not contain turning points. The mappings under consideration in this paper do not have wandering intervals, but they may have such attractors. We say that two interval mappings $f$ and $g$ have the **same combinatorics** if there exists a polynomial to which both $f$ and $g$ are semi-conjugate, and if corresponding critical points of $f$ and $g$ have the same orders. Note that this definition is more restrictive than just asking for $f$ and $g$ to have the same kneading invariant, but we need to require corresponding critical points to have the same orders to make use of complex extensions of $f$ and $g$.

The following result makes use of restrictive intervals to decompose the non-wandering set of $f$, denoted by $\Omega(f)$. 
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Theorem 2.1 [37, Theorem III.4.2]. Given a multimodal mapping \( f \), there exists \( N \in \mathbb{N} \cup \{ \infty \} \) such that the following holds.

1. \( \Omega(f) \) can be decomposed into closed forward invariant subsets \( \Omega_n \):
   \[ \Omega(f) = \bigcup_{n \leq N} \Omega_n, \]
   where the set \( \Omega_n \) is defined as follows. Let \( K_0 = I \) and let \( K_{n+1} \) be the union of all maximal restrictive intervals of \( f|_K \). Then \( K_n \) is a decreasing sequence of nested sets, each consisting of a finite union of intervals for each finite \( n \leq N \). Then
   \[ \Omega_n := \Omega(f) \cap cl(K_n \setminus K_{n+1}) \]
   for \( n < N \) and \( \Omega_N = \Omega(f) \cap K_N \). If \( N = \infty \), we define \( K_{\infty} = \cap_{n=0}^{\infty} K_n \).

2. For each finite \( n \leq N \), the set \( \Omega_n \) is a union of transitive sets. If \( N = \infty \), we have that \( \Omega_{\infty} = K_{\infty} \) is a union of solenoidal attractors.

3. The map \( f \) has zero entropy if and only if \( \Omega_n \) consists of periodic orbits of period \( 2^n \) for every finite \( n \leq N \).

Theorem 2.1 implies that the attractors of maps in \( \Gamma \) can only be periodic or solenoidal. In the latter case the attractor is equal to \( \omega(c) \), where \( c \) is some turning point at which \( f \) is infinitely renormalizable.

2.3. Analytic and smooth mappings

Given \( a > 0 \), let \( \Omega_a = \{ z \in \mathbb{C} : \text{dist}(z, I) < a \} \). We let \( \mathcal{B}_{\Omega_a} \) denote the space of complex-analytic mappings on \( \Omega_a \) which are continuous on \( cl(\Omega_a) \). We endow \( \mathcal{B}_{\Omega_a} \) with the sup-norm. We let \( \mathcal{B}_{\Omega_a}^{k} \) denote the subspace of mappings in \( \mathcal{B}_{\Omega_a} \) which commute with complex conjugation, and call such mappings real.

Given \( k \in \mathbb{N} \cup \{ 0, \infty \} \), we let \( \mathcal{C}_k(I) \) denote the space of \( \mathcal{C}_k \) multimodal maps of the compact interval \( I \); that is, continuous maps which are \( k \)-times differentiable with continuous \( k \)-th derivative on some small (real) neighbourhood of \( I \). We endow \( \mathcal{C}_k(I) \) with the usual norm:

\[ \| f \|_{\mathcal{C}_k(I)} = \max_{0 \leq i \leq k} \sup_{x \in I} |f^{(i)}(x)|, \]

where \( f^{(i)} \) denotes the \( i \)-th derivative of \( f \).

We let \( \mathcal{C}_\omega(I) \) denote the space of real-analytic functions on \( I \). We endow \( \mathcal{C}_\omega(I) \) with a topology defined as follows: We say that a net \( \{ f_\alpha \} \) converges to \( f \) if all the \( f_\alpha \) are analytic on some fixed neighbourhood \( \Omega \) of \( I \) and \( f_\alpha \) converges uniformly to \( f \) on every compact subset of \( \Omega \).

Given \( k \in \{ 1, 2, \ldots, \infty, \omega \} \) and \( b = (\ell_1, \ldots, \ell_b) \) a vector of positive integers we say that \( f \in \mathcal{A}_k(I) \) belongs to \( \mathcal{A}_k(I) \) if the following holds. The map \( f \) has finitely many parabolic cycles and \( b \) critical points \( c_i, 1 \leq i \leq b \), labelled so that \( c_1 < c_2 < \cdots < c_b \), and each \( c_i \) has a neighbourhood on which we can express \( f \) as

\[ f(x) = \sigma_i \cdot \phi_i(x - c_i)^{\ell_i} + f(c_i), \]

where \( \phi_i \) is a local \( \mathcal{C}_k \) diffeomorphism with \( \phi_i(0) = 0, \sigma_i \in \{ 1, -1 \} \), and \( \ell_i \in \mathbb{N} \) is at least two. We say that \( \ell_i \) is the degree or order of \( c_i \). If \( \ell_i \) is even, we say that the corresponding critical point \( c_i \) has even order. We let \( \text{Crit}(f) \) denote the set of critical points of \( f \).

For many of the results in real dynamics that we will recall later, the condition that the critical points have integer order is unnecessary. The results which use complex analysis require this condition on the local behaviour of the critical points.
We will denote by $\mathcal{A}_b^k(I)$ the set of analytic maps $\mathcal{A}_b^k(I)$. When it will not cause confusion we will drop the subscript $b$ from the notation. For $b \in \mathbb{N}$, let $\mathcal{A}_{\text{even},b}^k(I) = \cup_{\mathbb{N}}\mathcal{A}_b^k(I)$, where the union is taken over $b$-tuples, $b$, with all entries even.

We say that a mapping $f$ is critically finite when its post-critical set

$$\{f^i(c) : c \in \text{Crit}(f), i \in \mathbb{N}\}$$

is a finite set. A mapping is critically finite if and only if all of its critical points are periodic or pre-periodic.

2.3.1. Real bounds. Real a priori bounds were first proved for unimodal infinitely renormalizable mappings by Sullivan, [37, 54]. For multimodal mappings with all critical points even, real bounds were obtained in [49] for infinitely renormalizable mappings. These were generalized in [47]. We have the following real bounds for infinitely renormalizable mappings.

**Theorem 2.2** (Real Bounds, [9, 10]). There exists $\delta > 0$ so that the following holds. Suppose that $f \in \mathcal{A}_{b}^{2}(I)$ is infinitely renormalizable at a critical point $c$, suppose that

$$J_1 \supset J_2 \supset J_3 \supset \ldots$$

is a sequence of restrictive intervals about $c$. Then for $n$ sufficiently large, if $f^n : J \to J_n$ is a diffeomorphism, we have that there exists an interval $\hat{J} \supset J$ so that $f^n : \hat{J} \to (1 + \delta)J_n$ is a diffeomorphism. Moreover, $(1 + \delta)J_{n+1} \subset J_n$.

2.3.2. Asymptotically holomorphic mappings. Asymptotically holomorphic mappings have proved to be vital in extending known results for analytic mappings to the case of smooth mappings. One of their first uses in dynamical systems was in a proof of rigidity of quadratic Fibonacci mappings, [32]. We will make use of a particularly effective asymptotically holomorphic extension given by [22]. These extensions have been used to study smooth mappings of the interval, [8–10], and on the circle, [19, 20].

Suppose that $J \subset \mathbb{R}$, and that $U$ is an open subset of $\mathbb{C}$ containing $J$. We say that a $C^1$ mapping $f : U \to \mathbb{C}$ is asymptotically holomorphic of order $k$ on $J$ if

$$\frac{\partial f}{\partial \bar{z}}(x) = 0 \quad \text{for } x \in J, \quad \text{and} \quad \frac{\partial f}{\partial \bar{z}}(x + iy) \to 0 \quad \text{as } y \to 0.$$

Let $\kappa \geq 1$ and let $U \subset \mathbb{C}$ be an open set. We say that a mapping $f : U \to \mathbb{C}$ is $\kappa$-quasiregular if it is orientation preserving, with locally square integrable distributional derivatives, $f_z$ and $f_{\bar{z}}$, which satisfy

$$\max_{\alpha} |\partial_\alpha f(z)| \leq \kappa \min_{\alpha} |\partial_\alpha f(z)|,$$

for almost every $z \in U$, where

$$\partial_\alpha f(z) = \cos(\alpha) f_z(z) + \sin(\alpha) f_{\bar{z}}(z), \quad \text{for } \alpha \in [0, 2\pi).$$

We say that $f$ is quasiregular if it is $\kappa$-quasiregular for some $\kappa \geq 1$.

**Theorem 2.3** [22]. Suppose that $f \in C^k(I)$, then there is an asymptotically holomorphic extension of order $k$ of $f$ to a neighbourhood of the interval in the complex plane.

2.3.3. Smooth polynomial-like mappings. A polynomial-like mapping is a proper holomorphic branched covering map $f : U \to V$, where $U \subset V \neq \mathbb{C}$ are two simply connected complex
domains. We will consider polynomial-like mappings up to affine conjugacy. We define the filled Julia set for a polynomial-like map \( f \) as

\[
K(f) = \bigcap_{n \in \mathbb{N}} f^{-n}(V).
\]

The Julia set of \( f \), denoted by \( J(f) \), is the boundary of \( K(f) \). We say that a polynomial-like mapping \( f: U \to V \) is real if \( U \) and \( V \) are real-symmetric and \( f \) commutes with complex conjugation.

We say that two polynomial-like mappings \( f: U_f \to V_f \) and \( g: U_g \to V_g \) are quasiconformally equivalent if there exists a qc-mapping \( H \) defined on a neighbourhood \( W \) of \( K(f) \) to a neighbourhood of \( K(g) \) such that \( H \circ f(z) = g \circ H(z) \), \( z \in W \). If additionally we have that \( \partial H = 0 \) on \( K(f) \), then we say that \( f \) and \( g \) are hybrid equivalent.

An asymptotically holomorphic polynomial-like mapping, abbreviated AHPL-mapping, of order \( k \) is a proper \( C^k \) branched covering map \( f: U \to V \), where \( U \cap V \neq \emptyset \) are two simply connected complex domains, which is asymptotically holomorphic of order \( k \) on \( U \cap \mathbb{R} \). Every such asymptotically holomorphic polynomial-like mapping in this paper has the properties that \( U \) and \( V \) are real-symmetric and \( f \) commutes with complex conjugation.

2.3.4. Complex bounds. Complex bounds for real mappings have a long history, see the introduction in [10]. In the classes of mappings most relevant to us, they were first proved for real-analytic, infinitely renormalizable unimodal mappings with bounded combinatorics by Sullivan [54]. This result was extended to analytic multimodal mappings with all critical points even by Smania [49]. The authors together with van Strien proved the following, which built on work of [28, 47].

\[ \text{Theorem 2.4 [10]. Suppose that } f \in \mathcal{A}^k(I), \quad k \geq 3, \text{ is infinitely renormalizable at an even critical point } c_0. \text{ Let } J_1 \supset J_2 \supset \ldots \text{ denote the sequence of restrictive intervals for } f \text{ about } c_0, \text{ where the period of } J_i \text{ is } q_i. \text{ Then for all } i \text{ sufficiently large, there exists an asymptotically holomorphic polynomial-like mapping of order } k, \quad F: U \to V \text{ with } \mathcal{F} = f^{q_i}|_U, \quad U \supset J_i, \quad \text{diam}(V) \sim J_i, \text{ and } \text{mod}(V \setminus U) \text{ bounded away from zero. Moreover, the dilatation of } F \text{ tends to zero as } i \text{ tends to infinity.}
\]

If \( f \) is analytic, then \( F \) is a polynomial-like mapping.

When \( f \) is analytic, the polynomial-like mapping \( F \) is constructed using the holomorphic extension of \( f \) to a neighbourhood of the interval. If \( f \in \mathcal{A}^k(I) \), the extension is constructed for any \( C^k \) asymptotically holomorphic extension of order \( k \) of \( f \) to a neighbourhood of \( I \). By Theorem 2.3 at least one such extension exists.

The following lemma is useful for working with asymptotically holomorphic mappings.

\[ \text{Lemma 2.5 (Stoilow Factorization). If } f: U \to V \text{ is a quasiregular mapping, then we can factor } f \text{ as } f = h \circ \phi \text{ where } \phi: U \to U \text{ is quasiconformal and } h: U \to V \text{ is analytic.} \]

2.3.5. Quasisymmetric rigidity. Quasisymmetric (quasiconformal) techniques were introduced into one-dimensional dynamics by Dennis Sullivan, who observed that quasisymmetric rigidity of unimodal mappings could be used to prove density of hyperbolicity. Quasiconformal rigidity was first proved in [21, 33] for quadratic polynomials. It was later proved for real polynomials with all critical points even and real in [28]. The first author together with van Strien proved the following.

\[ \text{Theorem 2.6 [9]. For mappings of the interval, we have the following.} \]
(1) Rigidity for analytic mappings. Suppose that $f, \tilde{f} \in A_b(I)$, are topologically conjugate mappings by a conjugacy which is a bijection on
- the sets of parabolic points;
- the sets of critical points and corresponding critical points have the same order.
Then $f$ and $\tilde{f}$ are quasisymmetrically conjugate.

(2) Rigidity for smooth mappings. Suppose that $f, \tilde{f} \in A^k_b(I)$, $k \geq 3$, do not have parabolic cycles, and that they are topologically conjugate mappings by a conjugacy which is a bijection on the sets of critical points and corresponding critical points have the same order. Then $f$ and $\tilde{f}$ are quasisymmetrically conjugate.

Remark. If $f$ and $\tilde{f}$ are $C^k$, we can allow for parabolic points as in the theorem for analytic mappings under some additional regularity assumptions, see [9]. We will only apply rigidity of smooth mappings to deep renormalizations, which do not have parabolic cycles by [37, Theorem IV.B].

It is worth observing that since we are only concerned here with infinitely renormalizable mappings with bounded geometry, we do not require the full result of Theorem 2.6. Indeed, the following result is sufficient:

For any $b \in \mathbb{N}$, let $G_b$ be the collection of $C^3$ maps

$$f: \left( \bigcup_{j=0}^m J_j \right) \cup \left( \bigcup_{j=0}^{b-1} I_i \right) \to \bigcup_{j=0}^{b-1} I_i$$

with the following properties.
- $I_i$’s are open intervals with pairwise disjoint closures.
- $m$ is a non-negative integer.
- Each $J_j$ is an open interval contained in $I_0$, and the functions $J_j$ have pairwise disjoint closures contained in $I_0$, unless $m = 0$ in which case we also allow $J_0 = I_0$.
- $f$ is a proper map.
- $f$ extends to a $C^3$ map defined on the closure of its domain such that $f'$ does not vanish at the boundary.
- For each $1 \leq j \leq m$, $f|_{J_j}$ is a diffeomorphism.
- For any $U \in \{J_0, I_1, \ldots, I_{b-1}\}$, $f|_{U}$ has a unique critical point $c_U$.
- All the critical points do not escape under forward iterates of $f$.
- All the critical points are non-periodic and recurrent, and they have the same $\omega$-limit set which is a minimal set.
- The extension of $f$ to the closure of its domain has only hyperbolic repelling periodic points.

The following proposition follows from the much more general [47, Theorem 2].

**Theorem 2.7.** Suppose that $f, \tilde{f} \in G_b$ are two combinatorially equivalent maps with the property that each of their critical points is infinitely renormalizable with period doubling combinatorics. Then they are quasisymmetrically conjugate on the post-critical sets, that is, the combinatorial equivalence can be realized by a quasisymmetric map.

For real polynomials, we have the following:

**Theorem 2.8 [10, 28].** Suppose that $f$ and $\tilde{f}$ are two real polynomials, with real critical points. Assume that $f$ and $\tilde{f}$ are topologically conjugate as dynamical systems on the real line, that corresponding critical points for $f$ and $\tilde{f}$ have the same order and that parabolic points
correspond to parabolic points, then \( f \) and \( \tilde{f} \) are quasiconformally conjugate as dynamical systems on the complex plane.

This result was proved for mappings with all critical points of even order in [28], and this restriction on the degrees of the critical points was removed in [10].

2.3.6. Absence of invariant line fields. A line field on a subset \( E \) of \( \mathbb{C} \) is a choice of a line through the origin in the tangent space \( T_e X \) at each point \( e \in E \). For a polynomial, absence of invariant line fields on the Julia set is an ergodic property of the dynamics, which is closely related to rigidity [38]. Complex bounds are a key tool in the proof of quasisymmetric rigidity, and they play a crucial role in establishing the absence of invariant line fields for polynomials. Absence of invariant line fields were first proved in [38]. Building on this, they were proved for real infinitely renormalizable polynomial-like mappings in [50], and for real rational maps with all critical points real and with even degrees in [46].

Remark [38]. A line field may be identified with a Beltrami differential \( \mu = \mu(z) \frac{dz}{\bar{z}} \) with \( |\mu| = 1 \): The real line through \( v = a(z) \frac{\partial}{\partial z} \) corresponds to the Beltrami differential \( a(z) \frac{1}{\bar{z}} \frac{\partial}{\partial \bar{z}} \). Conversely, a Beltrami differential determines a function \( \mu(v) = \mu(z(a(z)) \frac{1}{\bar{z}} \frac{\partial}{\partial \bar{z}} \), where \( v = a(z) \frac{\partial}{\partial z} \) is a tangent vector; the line field consists of those tangent vectors \( v \) for which \( \mu(v) = 1 \).

We will make use of the following theorems about polynomials:

**Theorem 2.9** [10, 38, 46]. Suppose that \( f \) is a real polynomial with real critical points. Then \( f \) supports no measurable invariant line field on its Julia set.

Theorems 2.9 and 2.8 together with the Böttcher Theorem imply the following.

**Corollary 2.10.** Suppose that \( f \) and \( \tilde{f} \) are topologically conjugate mappings as in the statement of the Theorem 2.8 with connected Julia sets and all periodic points repelling. Then \( f \) and \( \tilde{f} \) are affinely conjugate.

3. Entropy and renormalization

In this section, we study maps \( f \) with \( \mathcal{P}er(f) = \{2^n : n \in \mathbb{N} \cup \{0\} \} \). Our goal is to show that to prove Theorem A, it is enough to prove:

**Theorem F.** Every map \( f \in \mathcal{A}_0^2(I) \), which is infinitely renormalizable with entropy zero can be approximated by mappings with positive topological entropy and by mappings with finitely many periods.

The equivalence of Theorems A and F is not new, but we include it to help make the paper more self contained.

There are many equivalent definitions of topological entropy. For simplicity of exposition, we use the one introduced in [44]. Given a continuous piecewise monotone map \( f : I \to I \) we define the lap number of \( f \), denoted by \( \ell(f) \), as the number of maximal intervals on which \( f \) is monotone. The topological entropy is defined as the rate of exponential growth of \( \ell(f^n) \).

**Definition 3.1.** Given a continuous piecewise monotone map \( f : I \to I \), we define its topological entropy as

\[
\hat{h}(f) = \lim_{n \to \infty} \frac{1}{n} \log(\ell(f^n)).
\]

For simplicity, we will refer to topological entropy as entropy.
The following classical result, see [31], relates the entropy of a map with the periods of its periodic orbits.

**Proposition 3.1.** A map \( f \in C^0(I) \) has positive entropy if and only if \( f \) has a periodic orbit of a period which is not a power of two.

To get a characterization of the boundary of chaos, we will take a closer look at the level sets of the entropy map. Recall that

\[
\Gamma_{C^k(I)} = \{ f \in C^k(I) : \text{Per}(f) = \{2^n : n \in \mathbb{N} \cup \{0\}\} \},
\]

and that we may omit the subscript on \( \Gamma \) when it is clear in what space we are working.

**Proposition 3.2.** We have the following.

1. The set of maps with positive entropy is open in the space \( C^k(I) \) for \( k \geq 2 \).
2. \( \Gamma \) is closed in \( C^k(I) \), for \( k \geq 1 \).

**Proof.** The first statement follows from the fact that the topological entropy is continuous on \( C^k(I) \), for \( k \geq 2 \), see [44, Theorem 6]. The second statement corresponds to [43, Proposition 2.1].

**Remark.** To show that \( \Gamma \) is a closed set the author in [43] proves the following result which we alluded to before: The set of maps for which the set \( \text{Per}(f) \) is bounded is \( C^k \)-open for \( k \geq 1 \).

We have the following corollary.

**Corollary 3.3.** If \( f \in C^k(I) \) for \( k \geq 2 \) is on the boundary of the set of maps with positive entropy, then \( f \in \Gamma \). The same holds for maps which lie on the boundary of the interior of the set of maps with zero entropy.

This corollary, also proved in [4], provides a characterization of maps on the boundary of chaos in \( C^k(I) \) for \( k \geq 2 \) which remains true for maps in \( A(I) \).

The next result will help us determine the combinatorics of renormalizable maps with zero entropy.

**Proposition 3.4 [37, Proposition III.4.2].** If \( f \in A^k(I) \) and \( h(f) = 0 \), then each restrictive interval is contained in a restrictive interval of period 2. Furthermore, every point in \( I \) is either eventually mapped into a restrictive interval of period 2, or is asymptotic to a fixed point.

**Lemma 3.5 [24, Theorem 2].** If \( f \in \Gamma \), then \( f \) is infinitely renormalizable. Furthermore, if \( J_n \) and \( J_{n+1} \) are consecutive restrictive intervals (meaning that \( J_{n+1} \) is a maximal, with respect to containment, proper restrictive interval in \( J_n \)), then the period of \( J_{n+1} \) inside of \( J_n \) is two.

**Proof.** Consider \( \Delta_j(f) \), the set of accumulation points of periodic orbits of periods greater or equal to \( 2^j \), and let

\[
\Delta(f) = \bigcap_{j \in \mathbb{N}} \Delta_j(f).
\]

It is clear from the definition that \( \Delta(f) \) is closed and \( f \)-invariant. In addition, by [24, Lemma 1] we know that no point in \( \Delta(f) \) is periodic. Propositions 3.1 and 3.4 imply that every point which is not eventually mapped into a restrictive interval of period two is asymptotic to a fixed

}|
point. Given \( p \in \Delta(f) \), we have that the orbit of \( p \) enters \( J_0 \), a restrictive interval of period two. By definition, there exists a turning point \( c \) contained either in \( J_0 \) or in \( f(J_0) \). Repeating the argument, substituting \( f \) by \( f^{2^n} \) for \( n \in \mathbb{N} \) we can find a nested sequence of restrictive intervals \( J_n \), with \( J_{n+1} \) \( f \) has restrictive interval two under \( f^{2^n} \) inside \( J_n \) and such that \( c \in J_n \). \( \square \)

**Corollary 3.6.** If \( f \in \mathcal{A}^k(I) \) finitely renormalizable and \( h(f) = 0 \), then the period of its periodic orbits is bounded.

**Proof that Theorem F is equivalent to Theorem A.** Let us first suppose that Theorem A holds, and assume that \( f \in \mathcal{A}^k(I) \) is infinitely renormalizable and has entropy zero. Since \( f \) has entropy zero, by Proposition 3.4, we have that each restrictive interval of \( f \) has period a power of 2, and since \( f \) is infinitely renormalizable, we have that \( f \) has restrictive interval of each period \( 2^n \), for \( n \in \mathbb{N} \). Thus, \( \mathcal{P}er(f) = \{ 2^n : n \in \mathbb{N} \cup \{0\} \} \). By Theorem A, \( f \) can be approximated by mappings with positive topological entropy and by mappings with finitely many periods.

Now, let us assume that Theorem F holds, and \( \mathcal{P}er(f) = \{ 2^n : n \in \mathbb{N} \cup \{0\} \} \). By Proposition 3.1, we have that \( f \) has zero entropy and by Lemma 3.5, we have that \( f \) is infinitely renormalizable, so by Theorem F, \( f \) can be approximated by mappings with positive topological entropy and by mappings with finitely many periods. \( \square \)

4. **Spaces of mappings**

4.1. **Stunted sawtooth mappings**

In this section, we recall the definition of stunted sawtooth mappings and collect some useful facts about these mappings.

4.1.1. **The definition of the space of stunted sawtooth mappings.** We start by defining an auxiliary piecewise linear mapping \( S_0 \), which will be used in the definition of stunted sawtooth mappings. The basic shape of a piecewise linear mapping \( S \) is defined as

\[
\epsilon(S) = \begin{cases} 
1 & \text{if } S \text{ is increasing at the left endpoint of } I, \\
-1 & \text{otherwise.}
\end{cases}
\]

Let \( \epsilon \in \{-1, 1\} \). Fix a constant \( m \in \mathbb{N} \), to be the number of turning points, and set \( \lambda = m + 2 \). The slopes of the piecewise monotone mapping are either \( \lambda \) or \( -\lambda \). Let \( \epsilon = m\lambda/(\lambda - 1) \), and set \( A = [-\epsilon, \epsilon] \). One easily sees that there exists a unique \( m \)-modal piecewise linear mapping \( S_0 \) with \( \epsilon(S_0) = \epsilon \), \( m \) turning points, \( c_1, \ldots, c_m \) at \(-m + 1, -m + 3, \ldots, m - 3, m - 1 \) with the following properties.

- \( m + 1 \) intervals of monotonicity \( I_0 = [-\epsilon, c_1] \), \( I_1 = [c_1, c_2] \), \ldots, \( I_m = [c_m, \epsilon] \).
- Slopes \( \pm \lambda \), extremal values \( \pm \lambda \).
- \( S_0\{[-\epsilon, \epsilon]\} \subset \{-\epsilon, \epsilon\} \).

See Figure 2.

The space of \( S = S_{m,m} \) of stunted sawtooth maps with \( m \) turning points consists of continuous maps \( T \) with plateaus \( Z_{i,T} \) with \( i \in \{1, \ldots, m\} \) which are obtained from the map \( S_0 \) (see Figure 4) and satisfy the following.

- \( Z_{i,T} \) is a closed symmetric interval around \( c_i \).
- \( T \) and \( S_0 \) agree outside \( \cup_i Z_{i,T} \).
- \( T|_{Z_{i,T}} \) is constant and \( T(Z_{i,T}) \in [-\epsilon, \epsilon] \).
The boundary of chaos for interval mappings

Figure 2 (colour online). The map $S_0$.

Figure 3. The stunted sawtooth mapping parameterized by $\xi = (\xi_1, \xi_2, \xi_3)$.

- $Z_{i,T}$ have pairwise disjoint interiors.

It is important to remark that a map $T \in \mathcal{S}$ could have touching plateaus. In other words, two of its plateaus could have one endpoint in common. In this case, we say that $T$ is \textit{m-modal in the degenerate sense}. We use the $m$-signed extremal values $\xi \in [-e, e]^m$ to parameterize $\mathcal{S}$ in the following way.

$$\xi_i = \begin{cases} T(Z_{i,T}) & \text{if } c_i \text{ is a maximum of } S_0, \\ -T(Z_{i,T}) & \text{if } c_i \text{ is a minimum of } S_0. \end{cases}$$

Figure 3 illustrates the parametrization. We denote by $T_\xi$ the map in $\mathcal{S}$ with parameters $\xi = (\xi_1, \ldots, \xi_m)$.

We can identify the space $\mathcal{S}$ with the set

$$\{ \xi = (\xi_1, \ldots, \xi_m) : \xi_i \in [-e, e] \text{ and } \xi_i \geq -\xi_{i+1} \}.$$ 

We define $T_\xi < T_{\xi'}$ if for the corresponding parameters $\xi_i \leq \xi_i'$ for all $1 \leq i \leq m$ with at least one strict inequality.

The definition of the shape of a stunted sawtooth mapping is the same as for piecewise monotone mappings if we replace turning points with plateaus.
Definition 4.1. Given a map $T \in S$ we will define its shape in the following way. Let $\ell \leq m$ be the number of distinct values of $T$ on the plateaus $Z_{i,T}$, $1 \leq i \leq m$, and label these values by $v_j$, $1 \leq j \leq \ell$, so that $v_1 < \ldots < v_\ell$. The shape of $T$ is defined as the set of ordered pairs:

$$\tau(T) = \{(i,j) : 1 \leq i \leq m\},$$

where $j_i$ is so that $T(Z_{i,T}) = v_{j_i}$. For example, the shape of the map in Figure 4 is $\tau(T) = \{(1,3), (2,1), (3,2)\}$.

Given a map $T \in S$ with shape $\tau$, we define $S(\tau) = \{T' \in S : \text{the shape of } T' \text{ is equal to } \tau\}$.

Let us recall two useful facts related to the entropy of stunted sawtooth mappings.

Proposition 4.1 [6, Proposition 4.1]. The map $\xi = (\xi_1, \ldots, \xi_m) \to h(T_\xi)$ is non-decreasing in each coordinate.

The following is a slight variation of the Theorem of Hu–Tresser.

Proposition 4.2 [24, cf. Theorem 1]. Suppose that $T_\xi$ is a stunted sawtooth mapping with $\text{Per}(T_\xi) = \{2^n : n \in \mathbb{N} \cup \{0\}\}$. Let $\tau = \tau(T_\xi)$. Then for any $\varepsilon > 0$, there exist, $\xi'$, $\xi''$ with $|\xi - \xi'| < \varepsilon, |\xi - \xi''| < \varepsilon$, such that

1. $\tau(T_\xi) = \tau(T_{\xi'}) = \tau(T_{\xi''})$;
2. both $T_{\xi'}$ and $T_{\xi''}$ have all plateaus periodic or pre-periodic;
3. $T_{\xi'}$ has positive entropy;
4. $T_{\xi''}$ has finitely many periods.

Since Proposition 4.2 can be proved using the same perturbative argument used to obtain [24, Theorem 1] (to additionally obtain conclusions (1) and (2) in the statement), we omit the proof.

4.2. Multimodal mappings of type $b$

In the next two subsections, we introduce two types of mappings which arise naturally when one studies renormalization of multimodal mappings: multimodal mappings of type $b$ and polynomials of type $b$. These sorts of mappings were considered by Smania in [50] under the additional assumption that all critical points of the mappings have order two, which simplifies the description of the spaces a little.
DEFINITION 4.2.  Given a vector \( \mathbf{b} = (\ell_1, \ldots, \ell_b) \) of positive even integers, we say that \( f \) is a multimodal map of type \( \mathbf{b} \) if it can be written as a decomposition of \( \mathbf{b} \) maps \( f_i \in A(I) \) (or more generally in \( A^k(I) \), \( k = 0, 1, 2, \ldots, \infty, \omega \)) as follows.

- \( f = f_b \circ \cdots \circ f_1 \).
- \( f_i \) has a unique critical point \( c_i \), which is a maximum and has order \( \ell_i \).
- \( f_i(\partial I) \subset \partial I \).
- for \( 1 \leq i \leq b-1 \), \( f(c_i) \geq c_{i+1} \) and \( f(c_b) \geq c_1 \).

The vector \( (f_1, \ldots, f_b) \) gives a decomposition of \( f \).

Multimodal mappings of type \( \mathbf{b} \) arise naturally as renormalizations of multimodal mappings in \( A^k(I) \).

It is easy to see that the renormalization of a multimodal mapping of type \( \mathbf{b} \) is a multimodal mapping of type \( \mathbf{b}' \), where \( \mathbf{b}' \) depends on \( \mathbf{b} \) and the combinatorics of \( f \).

4.3. Polyomials of type \( \mathbf{b} \)

DEFINITION 4.3.  Given a vector \( \mathbf{b} = (\ell_1, \ldots, \ell_b) \) of positive even integers, we define the space \( P_{\mathbf{b}} \) of polynomials if type \( \mathbf{b} \) as follows. A polynomial \( p : I \to I \) belongs to \( P_{\mathbf{b}} \) if

\[
p = q_b \circ \cdots \circ q_1,
\]

where \( q_i : I \to I \) has the following properties for \( i \in \{1, \ldots, b\} \): \( q_i(-1) = q_i(1) = -1, q_i(0) > 0 \) for \( i \neq b \), and \( q_i = A_{i-1}^{-1} \circ p_i \circ A_i \), where \( p_i : \mathbb{R} \to \mathbb{R} \) is a polynomial of the form \( z^{\ell_i} + a_i \) which has an invariant interval \( J_i \) and \( A_i : I \to J_i \) is an affine bijection. The vector given by \( (q_1, \ldots, q_b) \) will be called a decomposition of \( p \). We identify affinely conjugate polynomials.

It is important to note that the number of turning points of maps in \( P \) is not constant, but it is uniformly bounded by a constant depending only on \( \mathbf{b} \). Also, observe that, if in addition we have that \( q_b(0) > 0 \), then \( p \in P_{\mathbf{b}} \) is a multimodal map of type \( \mathbf{b} \).

Given a polynomial \( p \in P \) with shape \( \tau \), we let

\[
P(\tau) = \{ q \in P : \text{the shape of } q \text{ is equal to } \tau \}.
\]

We say that a shape \( \tau \) is admissible for polynomials of type \( \mathbf{b} \) if \( P(\tau) \neq \emptyset \).

Let us fix \( \mathbf{b} \) and denote the family \( P_{\mathbf{b}} \) simply as \( P \).

LEMMA 4.3. Each map \( p \in P \) has a unique decomposition.

Proof. Let \( p = q_b \circ \cdots \circ q_1 \) and let \( q_i, p_i, A_i \) and \( J_i \) be as in the definition of \( P \). Since \( p_i = z^{\ell_i} + a_i \), the interval \( J_i \) is symmetric with respect to the origin and its right end point is the point \( b_i > 0 \) so that \( p_i(b_i) = b_i \). Since the \( \ell_i \) is fixed, the value of \( b_i \) depends only on \( a_i \). There exist only two affine maps which map \([-1, 1]\) to \([-b_i, b_i]\) bijectively, which are \( z \to b_i z \) and \( z \to -b_i z \). Since \( q_i(-1) = q_i(1) = 1 \), we get that \( A_i(z) = -b_i z \). Hence, \( q_i \) depends only on \( a_i \). The uniqueness of the decomposition of \( p \) can be proved by induction on \( \mathbf{b} \), the length of \( \mathbf{b} \).

If \( b = 1 \), then \( q_i = q'_i \) if

\[
1 \frac{1}{b_i} [(b_i z)^d + a_i] = 1 \frac{1}{b'_i} [(b'_i z)^d + a'_i].
\]

Hence \( a_i = a'_i \). By definition of \( b_i \) and \( b'_i \), this implies that \( b_i = b'_i \). So the decomposition is unique. Assume that the decomposition is unique when the length of the decomposition is \( b \). To prove the result when the length of the decomposition is \( b + 1 \) we observe the following. We
have \( p = q_{b+1} \circ \cdots \circ q_1 \). The polynomial \( q_{b+1} \) has exactly one turning point, and the critical value of \( p \) corresponding to the critical point of \( q_{b+1} \) is determined by the critical value of \( q_{b+1} \), hence it depends only on \( a_{b+1} \). Since the map \( p' = q_b \circ \cdots \circ q_1 \) has a unique decomposition, the result follows.

**Lemma 4.4.** Suppose that \( \tau \) is admissible for polynomials of type \( \tilde{b} \), and that \( g : I \to I \) is a piecewise monotone map with \( \tau(g) = \tau \), then there exists a unique map \( q \in \mathcal{P}(\tau) \) with the same critical values as \( g \).

**Proof.** This result can be shown by induction on the length of \( \tilde{b} \), in a similar fashion as the proof of Lemma 4.3. \( \square \)

We say that two mappings are essentially conjugate if they are topologically conjugate outside of their basins of attraction.

**Proposition 4.5.** Given a shape \( \tau \) that is admissible for polynomials of type \( \tilde{b} \) and a piecewise monotone map \( g : I \to I \) with \( \tau(g) = \tau \), there exists a map \( q \in \mathcal{P}(\tau) \) that is essentially conjugate to \( g \).

**Proof.** This result follows from the previous lemma and the proof of Step 1 in [37, Theorem II.4.1]. \( \square \)

The following two results of [50] generalize immediately to polynomials with critical points not a power of two, so we have not included their proofs. Before we can state them, we must introduce some notation. Let \( \mathcal{P}^{\ast} \) denote the set of maps of the form \( p = p_b \circ \cdots \circ p_1 \), where \( p_i = z^{\ell_i} + a_i \) and \( (\ell_1, \ldots, \ell_b) = \tilde{b} \) and let \( \text{Poly}(\tilde{b}) \) denote the set of monic polynomials of degree \( \tilde{b} = \ell_1 \ldots \ell_b \).

**Proposition 4.6 [50, Proposition 3.1].** The space \( \mathcal{P}^{\ast} \) is a complex submanifold of \( \text{Poly}(\tilde{b}) \) with parametrization

\[
(a_1, \ldots, a_b) \to P_{a_b} \circ \cdots \circ P_{a_1}.
\]

The connectedness locus of \( \text{Poly}(\tilde{b}) \) is the set of all mappings in \( \text{Poly}(\tilde{b}) \) with connected Julia set.

**Proposition 4.7 [50, Proposition 3.2].** The connectedness locus of \( \text{Poly}(\tilde{b}) \) is compact.

**4.3.1. Stunted sawtooth mappings and polynomials.** In this section, we present the results from [6] which we will use in later sections. For a fixed vector \( \underline{m} = (\ell_1, \ldots, \ell_m) \) of even integers, let \( \mathcal{Q} \) denote the space of polynomials \( q : I \to I \) with \( q(-1) = q(1) = -1 \), with \( m \) turning points \(-1 < c_1 < \ldots < c_m < 1 \) where the order of \( c_i \) is \( \ell_i \).

Given \( p \in \mathcal{Q} \) the following holds. Let \( \mathcal{S} = \mathcal{S}_m \) and \( S_0 \) be defined as in Section 4.1. Let \( \nu(p) = (\nu_1, \ldots, \nu_m) \) be the kneading invariant of \( p \) and let \( s_i \) be the unique point in the \((i+1)\)th lap of \( S_0 \) such that

\[
\lim_{y \downarrow s_i} i_{S_0}(y) = \nu_i := \lim_{x \downarrow c_i} i_f(x).
\]

Let \( Z_i \) be the symmetric interval around the \( i \)th turning point of \( S_0 \) with right end point \( s_i \). Then we can define a map

\[
\Psi : \mathcal{Q} \to \mathcal{S} \quad \text{by} \quad p \mapsto \Psi(p),
\]
where $\Psi(p)$ is the unique map in $S$ which agrees with $S_0$ outside $\bigcup_{i=1}^{m} Z_i$ and which is constant on $Z_i$ with value $S_0(s_i)$.

The following result summarizes some of the key properties of $\Psi$.

**Lemma 4.8** [6, Lemma 5.1]. The map $\Psi: Q \to S$

- is well-defined;
- the kneading invariant of $p$ and of $T = \Psi(p)$ are the same in the sense that $\lim_{y \downarrow Z_i} t_T(y) = \nu_i$;
- $p$ and $\Psi(p)$ have the same topological entropy;
- $\Psi(p)$ is non-degenerate (see the next paragraph).

Recall that given a map $T \in S$ a pair of plateaus $(Z_i, Z_j)$ is called wandering if there exists $n \in \mathbb{N}$ such that $T^n$ of the set $[Z_i, Z_j]$ (the convex hull of $Z_i$ and $Z_j$) is a point. We say that a map $T \in S$ is non-degenerate if for every wandering pair $(Z_i, Z_j)$ its convex hull belongs to the closure of a component of the basin of a periodic plateau. We will denote by $S^*$ the set of non-degenerate maps in $S$. In particular, [6, Lemma 4.16] tells us the following.

**Lemma 4.9.** If we take a map $T \in S^*$ with no periodic attractors, then there exists $\nu_0 > 0$ so that $B_{\nu_0}(T) \subset S^*$.

4.4. Polynomial-like mappings and germs

4.4.1. Polynomial-like mappings of type $b$.

**Definition 4.4.** Given a vector $b = (\ell_1, \ell_2, \ldots, \ell_b)$ of positive even integers we say that a polynomial-like mapping $f: U \to V$ is a polynomial-like map of type $b$ if there exist simply connected domains $U = U_1, \ldots, U_b, U_{b+1} = V$ and holomorphic maps $f_i: U_i \to U_{i+1}$ with $i \in \{1, \ldots, b\}$ satisfying:

- for $1 \leq i \leq b$, $f_i: U_i \to U_{i+1}$ is a branched covering of degree $\ell_i$ with exactly one ramification point;
- $f = f_b \circ \cdots \circ f_1$.

We denote the space of polynomial-like mappings of type $b$ by $\mathcal{PL}_b$. For future reference, we define the type of an AHPL-mapping in the same way.

The following result is an analogue of the Douady–Hubbard Straightening Theorem for polynomial-like mappings of type $b$.

**Proposition 4.10** [50, Proposition 4.1]. Let $b = (\ell_1, \ell_2, \ldots, \ell_b)$ be a vector of non-negative even integers. Assume $f: U \to V$ is a polynomial-like map of type $b$ and that the critical values of $f$ are contained in $U$. Then $f$ is hybrid conjugate to a polynomial $P = \chi(f)$ in $\mathcal{P}^*$.

We call the polynomial $P$ the straightening of $f$, and we refer to the mapping $\chi$ as the straightening map. See page 10 for the definition of hybrid conjugate.

Following [38], we endow the space of polynomial-like mappings with the Carathéodory topology. A pointed disk is a topological disk $U \subset \mathbb{C}$ with a marked point $u \in U$. Let $\mathcal{D}$ denote the set of pointed disks $(U, u)$. We first define the Carathéodory topology on $\mathcal{D}$. We say that $(U_n, u_n) \to (U, u)$ in $\mathcal{D}$ if

- $u_n \to u$;
- for any compact set $K \subset U$, $K \subset U_n$ for all $n$ sufficiently large;
- for any connected $N \ni u$, if $N \subset U_n$ for infinitely many $n$, then $N \subset U$. 
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Now, we define the Carathéodory topology on the space of all holomorphic mappings 
\( f : (U, u) \to \mathbb{C} \), where \((U, u)\) is a pointed disk. We say that \( f_n : (U_n, u_n) \to \mathbb{C} \) converges to 
\( f : (U, u) \to \mathbb{C} \) if:

- \( (U_n, u_n) \to (U, u) \) in \( \mathcal{D} \);
- for all \( n \) sufficiently large \( f_n \) converges to \( f \) uniformly on compact subsets of \( U \).

We endow the space of polynomial-like mappings \( f : U \to V \) with the Carathéodory topology by choosing the marked point in the filled Julia set.

4.4.2. Polynomial-like germs of type \( b \). We have the following equivalence relation on the space \( \mathcal{P}_L^b \): Suppose that \( f : U \to V \) and \( \tilde{f} : \tilde{U} \to \tilde{V} \) are polynomial-like mappings of type \( b \). We say that \( f \sim \tilde{f} \) if \( f \) and \( \tilde{f} \) have a common polynomial-like restriction of the same degree. By [38, Theorem 5.11], we have that if \( f \sim \tilde{f} \), then \( K_f = K_{\tilde{f}} \), and for mappings with connected Julia set, this is an equivalence relation. Classes of this equivalence relation are called polynomial-like germs and we denote the equivalence class of a polynomial-like mapping \( f \) by \([f]\). Let \( \mathcal{P}G \) represent the space of polynomial-like germs, up to affine conjugacy, and let \( \mathcal{P}G^\mathbb{R} \) be the subset of real polynomial-like germs. The space of polynomials is naturally embedded in the space of polynomial-like germs. We let \( \mathcal{C} \) denote the connectedness locus in \( \mathcal{P}G \), and let \( \mathcal{C}^\mathbb{R} = \mathcal{C} \cap \mathcal{P}G^\mathbb{R} \).

We say that a polynomial-like germ \( f : U \to \mathbb{C} \) is renormalizable at a point \( c \in \text{Crit}(f) \), if there exists a neighbourhood \( U_1 \subset U \) of \( c \) and an \( s \in \mathbb{N} \setminus \{1\} \) so that \( f^s : U_1 \to V := f^s(U_1) \) is a polynomial-like mapping with connected Julia set.

The definitions of quasiconformal equivalence and hybrid equivalence for polynomial-like germs are the same as for polynomial-like mappings. We denote the hybrid class of a polynomial-like mapping or germ \( f \) by \( \mathcal{H}_f \). Any two polynomial-like germs \([f]\) and \([g]\) in the same hybrid class \( \mathcal{H} \) can be included in a Beltrami disk: Let \( h \) be a hybrid conjugacy between representatives \( f \) and \( g \) and let \( \mu = \partial h / \partial \tilde{h} \) be its Beltrami differential. Let \( \varepsilon > 0 \) be so small that \((1 + \varepsilon)\|\mu\|_\infty < 1\). Define \( \mu_\lambda = \lambda \mu, \lambda \in \mathbb{D}_{1+\varepsilon} \). By the Measurable Riemann Mapping Theorem, we obtain a family \( h_\lambda, \lambda \in \mathbb{D}_{1+\varepsilon} \), of quasiconformal mappings, the solutions of the associated Beltrami equations. A Beltrami disk through \( f \) and \( g \) is a family of mappings \( \{ f_\lambda = h_\lambda \circ f \circ h_\lambda^{-1} : \lambda \in \mathbb{D}_{1+\varepsilon} \} \). If \( U \) is a neighbourhood of \( K_f \) to which \( f \) has a polynomial-like restriction, then, since \( \mu \) is an invariant Beltrami differential, so is \( \lambda \mu \), and so each \( f_\lambda \) is holomorphic on \( h_\lambda(U) \). We call a real one parameter family \( \{ f_\lambda : -1 - \varepsilon < \lambda < 1 + \varepsilon \} \) a Beltrami path through \( f \) and \( g \).

To define the topology on \( \mathcal{P}G \), we push down the Carathéodory topology which we defined on the space of polynomial-like mappings, see [34]. We say that a sequence of polynomial-like germs \( [f_n] \to [f] \) if the sequence of \([f_n]\) and be split into finitely many subsequences \([f^i_n]\) which admit representatives \( f^i_m \) which converge to representatives \( f^i \) of \( f \). In the case when \( J(f) \) is connected, which is the case that is important to us, we do not need to split the sequence \([f_n]\) into subsequences.

4.4.3. External mappings and matings. Let us fix \( d \in \mathbb{N}, d \geq 2 \). Let \( g : \mathbb{T} \to \mathbb{T} \) be a degree \( d \) real-analytic endomorphism of the unit circle. We say that \( g \) is expanding if it admits an extension to a degree \( d \) covering map \( g : U \to V \) between annular neighbourhoods of \( \mathbb{T} \) with \( U \subseteq V \). We normalize \( g \) by the condition that \( g(0) = 0 \). Let \( \mathcal{E} \) denote this space of normalized expanding endomorphisms of the circle. We endow \( \mathcal{E} \) with a topology as follows, see [1]. Since \( \mathbb{R} \) is the universal covering of \( \mathbb{T} \), any map \( g \in \mathcal{E} \) lifts to a mapping \( \tilde{g} : \mathbb{R} \to \mathbb{R} \), so that \( \tilde{g}(x) = dx + \phi(x) \), where \( \phi \) is a real-analytic function with period one and \( \phi(0) = 0 \). Let \( \mathcal{A} \) denote the space of all such functions, and let \( \mathcal{A}_n \subset \mathcal{A} \) denote the subset of functions which admit an extension to the strip \( |\text{Im} z| < 1/n \), for \( n \in \mathbb{N} \), which are continuous up to the boundary. Since the \( \mathcal{A}_n \) are Banach spaces, \( \mathcal{A} \) is realized an inductive limit of Banach spaces, and we may
endow it with the inductive limit topology. This topology on \( \mathcal{A} \) yields a topology on \( \mathcal{E} \), and in this topology a sequence \( g_n \in \mathcal{E} \) converges to \( g \in \mathcal{E} \) if there is a neighbourhood \( W \) of \( \partial T \) such that all the \( g_n \) admit a holomorphic extension to \( W \), and \( g_n \) converge uniformly to \( g \) on \( W \). Let \( \mathcal{E}^R \) denote the space of real-symmetric expanding maps of the circle.

For \( g \in \mathcal{E} \), let \( \text{mod}(g) = \sup \text{mod}(V \setminus (U \cup \mathbb{D})) \), where the supremum is taken over all extensions \( g: U \to V \) as above.

To each \( f \in \mathcal{PG} \) of degree \( d \), we associate its external mapping \( \pi(f) = g \); we let \( f \) be a polynomial-like representative of the germ \( f \), and then use the construction of [34, Section 3.2] to obtain \( g: T \to T \). See also, [13, Section 2]. We say that two polynomial-like germs, \( f \) and \( g \), are externally equivalent if \( \pi(f) = \pi(g) \).

**Lemma 4.11.** We have the following.

- If \( f \) and \( g \) are externally equivalent polynomial-like germs with connected Julia sets, then there is a conformal mapping \( h: \mathbb{C} \setminus K_f \to \mathbb{C} \setminus K_g \) which conjugates \( f \) and \( g \) near their Julia sets.
- The external mapping \( \pi(F(z)) = \epsilon^d \) if and only if \( F \) is a polynomial of degree \( d \).

**Theorem 4.12 (Mating Theorem).** If \( P \) is a real polynomial of degree \( d \) with connected Julia set and \( g \in \mathcal{E} \), then there exists, up to affine conjugacy, a unique germ \( f = i_P(g) \in \mathcal{PG} \) such that \( \chi(f) = P \) and \( \pi(f) = g \).

The following theorem can be obtained in exactly the same way as for unicritical mappings, see [1]. Let \( \mathcal{M} \subset \mathcal{P}_b \) denote the subset of \( \mathcal{P}_b \) of mappings \( f \) such that the Julia set, \( J(f) \), is connected. We let \( \tilde{\mathcal{M}}^R \) denote the real slice of \( \mathcal{M} \). To simplify matters, we restrict to the real slices of these complex spaces.

**Theorem 4.13 (cf. [1, Theorem 2.2; 50, Proposition 4.1]).** There is a canonical choice of the straightening \( \chi(f) \in \tilde{\mathcal{M}}^R \), and an external mapping \( \pi(f) \in \mathcal{E}^R \) associated to each germ \( f \in \mathcal{C}^R \). It has the following properties.

1. For each \( P \in \mathcal{M}^R \), the hybrid leaf \( \mathcal{H}_P^R \) is the fibre \( \chi^{-1}(P) \cap \mathcal{C}^R \) and the external map \( \pi \) restricts to a homeomorphism \( \mathcal{H}_P^R \to \mathcal{E}^R \), whose inverse is denoted by \( i_P \) and is called the (canonical mating).
2. For \( P, P \in \mathcal{M}^R \), if \( f_\lambda \) is a Beltrami path in \( \mathcal{H}_P \), then \( i_P \circ i_P^{-1}(f_\lambda) \) is a Beltrami path in \( \mathcal{H}_P^R \).
3. The external map, straightening and mating are equivariant with respect to complex conjugation.

**Proposition 4.14.** Suppose that \( f: U \to V \) is a real polynomial-like mapping of type \( b \) with a single solenoidal attractor which contains \( \text{Crit}(f) \). Then the straightening map is continuous at \( f \).

**Proof.** We will use the following lemma:

**Lemma 4.15 (c.f. [13, Lemma, p. 313]).** Suppose that \( \{f_\lambda: U_\lambda \to V_\lambda\}_{\lambda \in \Lambda} \) is an analytic family of polynomial-like mappings, where \( \Lambda \) is a complex analytic manifold. Let \( \lambda_0 \in \Lambda \), and suppose that \( \{\lambda_n\}_{n=1}^\infty \subset \Lambda \) is a sequence so that \( \lambda_n \to \lambda_0 \) as \( n \to \infty \). Then there exists a sequence \( \{\lambda_{nk}\}_{k=1}^\infty \) of \( \{\lambda_n\}_{n=1}^\infty \) such that the sequence of polynomials \( P_{nk} = \chi(f_{\lambda_{nk}}) \) converges to a polynomial \( P \), and \( P \) is quasiconformally equivalent to \( f_{\lambda_0} \).
Thus for any sequence $f_n : U_n \to V_n$ of real polynomial-like mappings converging to $f$, we have that there exists a subsequence $f_{n_k}$ so that $\chi(f_{n_k})$ converges to a polynomial $\tilde{P}$, which is quasiconformally conjugate to $f$. If $\tilde{P}$ is hybrid conjugate to $f$, then since the Julia set of $f$ is connected, we have that the straightening of $f$ is unique, and so $\chi(f) = \tilde{P}$, and the straightening is continuous. So we may assume that $\tilde{P} = h^{-1} \circ f \circ h$ is not hybrid conjugate to $f$, but then the Beltrami differential $\mu = \partial h/\partial h$ gives an invariant line field supported on the filled Julia set of $f$ (see page 12), which contradicts Theorem 2.9. \hfill $\square$

**Proposition 4.16.** Let $b \in \mathbb{N}$, and let $b$ be a $b$-tuple of even integers. Assume that $\mathcal{X}$ is a compact subset of $\mathcal{PG}_b$. Suppose that $\mathcal{V}_n \subset \mathcal{PG}_b$ is the set of mappings that are at least $n$-times renormalizable (of period 2). Then if $f_n \in \mathcal{V}_n \cap \mathcal{X}$ is any sequence, $f_n \to \Gamma_{\mathcal{PG}_b}$ in the Carathéodory topology.

**Proof.** Since the $f_n$ are contained in compact set, any subsequence of the $f_n$ must have a subsequence which converges. By Theorem 2.6, this limit is infinitely renormalizable, so it is in $\Gamma$. \hfill $\square$

4.4.4. **Infinitesimal structure of the space of polynomial-like germs.** The description of the tangent space of the space of polynomial-like germs was first given in [34, Section 4] in the context of unicritical mappings, and [53, Sections 3 and 4] treated polynomial-like germs with several critical points. We refer to those papers for the details.

**Proposition 4.17.** Suppose that $f \in \mathcal{PG}_b$. Let $\mathcal{H}_f$ denote the hybrid class of $f$. Then $\mathcal{H}_f$ is a connected, codimension-$b$ complex-analytic submanifold of $\mathcal{PG}$.

Since the renormalization operator is transversally non-singular, we can transfer some of this structure to infinitely renormalizable analytic mappings:

**Theorem 4.18 [2, Lemma 4.8; 53, Theorem 3].** Suppose that $f \in \mathcal{A}_b(I)$ is an analytic map and that $c$ is a critical point of $f$, at which $f$ is infinitely renormalizable. Suppose that $R(f) = F : U \to V$ is a polynomial-like renormalization of $f$ at $c$, and that $v \in T_f \mathcal{PL}$ is transverse to the topological conjugacy class of $f$. Then there exist vectors $w_i \in T_f \mathcal{A}_b(I)$, so that $DR(f) w_i \to v$.

4.4.5. **Convergence of renormalization for analytic mappings.** McMullen proved exponential convergence of renormalization of quadratic-like mappings with bounded combinatorics, [39]. These results were generalized by Smania to multimodal mappings with all critical points of degree 2 [50, 51]. By Theorem 2.4 and the quasiconformal rigidity of analytic mappings, Theorem 2.6, we have exponential convergence of renormalization for infinitely renormalizable analytic mappings with bounded combinatorics.

**Theorem 4.19.** For any $b$, there exists $\lambda \in (0, 1), \delta > 0$ so that the following holds. Suppose that $f, g \in \mathcal{A}_b(I)$ are topologically conjugate mappings that are infinitely renormalizable at corresponding critical points $c_0$ and $\tilde{c}_0$, respectively. Let $R^n_{c_0}$ denote the $n$th renormalization at $c_0$. There exists $C > 0$, depending also on the combinatorics of $f$, so that

$$\|R^n_{c_0}(f) - R^n_{c_0}(g)\|_{C^0(U_\delta)} \leq C \lambda^n,$$

where $U_\delta$ is a $\delta$-neighbourhood of the filled Julia set of $R^n_{c_0}(f)$. Moreover, the limit set of $R^n(f)$ is contained in a Cantor set $K$.

**Remark.** The attractor of the period doubling renormalization operator for multimodal mappings, with more than one critical point, is a horseshoe, [50], [45]. This is in contrast
with the unimodal case where the period-doubling renormalization operator has stationary combinatorics and the attractor is a fixed point.

5. The boundary of chaos

5.1. Boundary of chaos for polynomials of type \( h \)

Let \( p \in \mathcal{P} \) have decomposition \( (q_1 \ldots , q_b) \).

**Theorem 5.1.** Let \( p \in \Gamma = \Gamma_P \subset \mathcal{P} \) and let \( (q_1 \ldots , q_b) \) and \( \tau \) denote the decomposition and shape, respectively, of \( p \). Given \( \nu > 0 \), there exist \( q, r \in \mathcal{P}(\tau) \cap B_{\nu}(p) \) both with all turning points periodic or pre-periodic such that

- \( \mathcal{P} \text{er}(q) \) is finite;
- \( r \) has positive entropy.

**Proof.** Since \( p \in \Gamma_P \), \( p \) has at least one solenoidal attractor and zero entropy. Apply Lemma 4.8 to obtain a map \( T = \Psi(p) \in \mathcal{S} \) with the same kneading invariant as \( p \) and with the same entropy, \( h(T) = 0 \). Each critical point of \( p \), corresponds to a plateau of \( T \). Thus the plateaus of \( T \) which correspond to critical points of \( p \) that are not contained in basins of periodic attractors are neither periodic nor pre-periodic and there exist such plateaus. Let us label these plateaus by \( Z_i \). By Proposition 4.2, we can find maps \( \{T_k\}_{k \in \mathbb{N}} \) with all plateaus periodic or pre-periodic and with finitely many periodic orbits. Furthermore, we can guarantee that \( T_k \in B_{1/k}(T) \) for each \( k \in \mathbb{N} \). In addition, by Lemma 4.9 we may assume that \( T_k \in \mathcal{S}^* \), see page 20. Now we follow a procedure used in [6, Proposition 5.9]. For each \( k \in \mathbb{N} \), define \( x \sim_k y \) if there exists \( i > 0 \) so that \( T_k^i(x) \) maps the convex hull \([x, y]\) into one of the plateaus of \( T_k \). Then collapse each of these intervals \([x, y]\) to a point and let \( \hat{T}_k \) be the corresponding map. By definition we have that \( \hat{T}_k \) is continuous and since \( T \in \mathcal{S}^* \) has \( m \)-turning points so does \( \hat{T}_k \). Furthermore, by construction each \( \hat{T}_k \in \mathcal{S}^*(\tau) \) has no wandering intervals, no inessential attractors and its kneading invariant corresponds to the one of \( T_k \). By Proposition 4.5, there exists \( p_k \in \mathcal{P}(\tau) \), which is essentially conjugate to \( \hat{T}_k \). So \( p_k \) and \( \hat{T}_k \) are conjugate. Hence \( p_k \) has finitely many periodic orbits and entropy zero. Since the connectedness locus of \( \mathcal{S}^* \) is compact, there exists a subsequence \( \{p_{k_j}\}_{j \in \mathbb{N}} \) which converges to a map \( p' \). Without loss of generality, assume \( p_k \rightarrow p' \). Corollary 3.3 and Lemma 3.5 imply that \( p' \) is an infinitely renormalizable map with entropy zero. Finally, since the kneading invariant of the maps \( T_k \) converges to the kneading invariant of \( T \), we have that the kneading invariants of the maps \( p_k \) converge to the kneading invariant of \( p' \). Hence, \( p' \) has the same kneading invariant as \( p \). By Theorem 2.8, \( p \) and \( p' \) are conjugate by an affine map.

By an analogous argument as the one used to construct the maps \( p_k \), we can find a sequence of maps \( q_k \in \mathcal{P}(\tau) \), which have all critical points periodic or pre-periodic and positive entropy so that \( q_k \rightarrow q' \). \( \square \)

5.2. Boundary of chaos for polynomial-like germs

**Proposition 5.2.** Suppose that \( f \) is a real polynomial-like germ which is infinitely renormalizable at a critical point \( c \). Assume that \( h(f|_{K(f) \cap \mathbb{R}}) = 0 \) and that all critical points...
of \( f \) are even and have the same \( \omega \)-limit set. Then there exist polynomial-like germs \( g \) and \( \bar{g} \) arbitrarily close to \( f \) in the Carathéodory topology such that
\[
\begin{align*}
&\bullet \text{ \( g \) has finitely many periods;} \\
&\bullet \ h(\bar{g}|_{(\bar{g})^{-1}(\mathbb{R})}) > 0.
\end{align*}
\]

**Remark.** By infinitely renormalizable, we mean that the restriction of \( f \) to its real trace is infinitely renormalizable about \( c \).

**Proof.** Let \( P = \chi(f) \) denote the straightening of \( f \). By Theorem 5.1, there exists a sequence of polynomials \( P_k \) converging to \( P \) such that each \( P_k \) is critically finite and \( h(P_k) = 0 \). By Theorem 4.13, the hybrid classes of the \( P_k \) are connected submanifolds in the space of polynomial-like germs and laminate \( \mathcal{P}G \). Hence for any neighbourhood \( B \subset \mathcal{P}G \) of \( f \), there exists \( k \) so that \( \mathcal{H}_{P_k} \cap B \neq \emptyset \). Hence by Proposition 4.14 there exists a sequence of critically finite polynomial-like germs \( g_k \) with \( h(g_k) = 0 \) converging to \( f \).

Similarly, there exists a sequence of polynomials \( P_k \) converging to \( P \) such that each \( P_k \) is critically finite and \( h(P_k) > 0 \), and the same argument implies that there is a sequence of critically finite polynomial-like germs \( \bar{g}_k \) with positive entropy converging to \( f \).

\( \square \)

5.3. **Boundary of chaos for analytic mappings**

Suppose that \( \Lambda \) is a \( C^k \)-manifold with base point \( \lambda_0 \in \Lambda \). Suppose that \( X \subset \mathbb{C} \), we say that \( h_\lambda: X \to \mathbb{C}, \lambda \in \Lambda \), is a \( C^k \)-motion if
\[
\begin{align*}
&\bullet \ h_{\lambda_0} = \text{id}; \\
&\bullet \ h_\lambda \text{ is an injection for each } \lambda \in \Lambda; \\
&\bullet \ \lambda \mapsto h_\lambda(z) \text{ is } C^k \text{ in } \lambda.
\end{align*}
\]

We say that \( h_\lambda: X \to \mathbb{C}, \lambda \in \Lambda \) is a **holomorphic motion** if additionally we require \( \Lambda \) to be a complex Banach manifold, and the mapping \( \lambda \mapsto h_\lambda(z) \) to be holomorphic.

Suppose \( f \in \mathcal{B}^{\mathbb{R}}_{1_\alpha} \). Let \( W \) be a neighbourhood of \( f \) in \( \mathcal{B}^{\mathbb{R}}_{1_\alpha} \). We say that a periodic interval \( K = K^f \subset [-1,1] \) of period \( s \) persists in \( W \) if for each \( g \in W \), there is a \( C^k \)-motion \( h^g: K^f \to K^g \), and \( K^g \) is a restrictive interval of period \( s \) and \( h^g \circ f^g(z) = g^s \circ h^g(z) \) for \( z \in \partial K \). We call \( K^g \) the **continuation of \( K^f \)** to \( g \). Similarly, if \( W \) is a neighbourhood of \( f \) in \( \mathcal{B}^{\mathbb{R}}_{1_\alpha} \) and \( f^s|_U = F: U \to V \) is a polynomial-like mapping, we say that \( F: U \to V \) persists over \( W \) if for each \( g \) in \( W \) there is a holomorphic motion \( h^g: (U,V) \to (U_G,V_G) \), a polynomial-like mapping, \( g^s|_{U_G} = G: U_G \to V_G \), and \( h^g \circ F(z) = G \circ h^g(z) \) for \( z \in \partial U \).

**Lemma 5.3.** Let \( f \in \Gamma_{\mathcal{A}^k(I)} \) and let \( c \) be a turning point at which \( f \) is infinitely renormalizable. Let \( \{J_n\}_{n \in \mathbb{N}} \) be a sequence of restrictive intervals containing \( c \). For \( n \) large enough, there exists \( \epsilon_n > 0 \) so that \( J_n \) persists on \( B_{\epsilon_n}(f) \).

**Proof.** Let \( J_n \) be a sequence of restrictive intervals containing a turning point \( c \). By definition, the boundary points of \( J_n \) are a periodic point \( p_n \) of period \( 2^n \) and a preimage of \( p_n \) under \( f^{2^n} \). By [37, Theorem IV.B], there exists \( M \in \mathbb{N} \) so that all periodic orbits of prime period greater than \( M \) are repelling. Since \( p_n \) is hyperbolic for all \( n > M \) we have that the interval \( J_n \) persists on a \( C^1 \)-neighbourhood of \( f \). In other words, there exist a neighbourhood \( U_n \ni f \) so that the interval \( J_n \) has a continuation on \( U_n \). Given a map \( g \in U_n \), we will denote by \( J^n_g \) its corresponding continuation. Let us show that \( J^n_g \) is a restrictive interval for \( g \). For all \( n \) sufficiently large, we can guarantee that the results from [10] hold for \( f \). Since \( f \in \Gamma \), we get that \( I_n = J_n \), where \( I_n \) is an interval form the generalized enhanced nest. By [10, Theorem 3.1 (a)], there exists \( \delta > 0 \) so that \( V_{n+1} = (1 + \delta)J_{n+1} \subset J_n \). Make \( \epsilon_n > 0 \) small enough so
that \( \| f^{2^n} - g^{2^n} \| < \delta/4 |J_n| \) and \( J_n \) persists on \( B_{e_n}(f) \). Then, if \( g \in B_{e_n}(f) \) all turning points of \( g^{2^n} |J^g_n| \) are contained in \( V_{n+1} \subset J^g_n \). Hence \( J^g_n \) is a restrictive interval for \( g \) and the result follows.

**Lemma 5.4.** Let \( f \in \Gamma_{A^k(I)} \) and let \( K_n \) be as in Theorem 2.1. For \( n \in \mathbb{N} \) large enough, there exists \( \nu_n > 0 \) so that \( K_n \) persists on \( B_{\nu_n}(f) \).

**Proof.** By Theorem 2.1, we know that \( f \) has a finite number of solenoidal attractors \( C_i \). Furthermore, \( C_i = \omega(c_i) \) for a turning point \( c_i \) at which \( f \) is infinitely renormalizable. Each \( c_i \) has associated a sequence of restrictive intervals \( J^*_i \) of period \( 2^n \). If we let \( K_n \) be as in Theorem 2.1, then for \( n \) large

\[
K_n = \bigcup_{i} \bigcup_{k=0}^{2^n-1} f^k(J^*_i)
\]

The persistence of \( K_n \) follows directly from Lemma 5.3 by taking \( \nu_n > 0 \) equal to the minimum of the constants \( \epsilon_n \) associated to the intervals \( J^*_i \). In addition, if \( g \in B_{e_n}(f) \), then the continuation \( J^*_n(g) \) of \( J^*_n \) associated to \( g \), is a restrictive interval of period \( 2^n \) and

\[
K_n(g) = \bigcup_{i} \bigcup_{k=0}^{2^n-1} g^k(J^*_i(g)).
\]

**Lemma 5.5.** Let \( f \in \Gamma_{A^k(I)} \) and let \( K_n \) be as in Theorem 2.1. Given \( n \) large enough, there exists \( \epsilon_n > 0 \) so that \( K_n \) and \( K_{n+1} \) persist on \( B_{e_n}(f) \). Furthermore, let \( K^n_i \) be the continuation of \( K_i \) associated to \( g \in B_{e_n}(f) \). Then for \( 0 \leq j \leq n \), any \( x \in \Omega_j := \Omega(g) \cap \overline{W} \), \( K^n_j \) is a periodic point of period \( 2^m \) for some \( 0 \leq m \leq n \).

**Proof.** In Lemma 5.4, we proved that for \( n \) sufficiently large, there exists \( \nu_n > 0 \) so that \( K_n \) persists on \( B_{\nu_n}(f) \). Taking \( \nu_n \) smaller if necessary, we can assume that all hyperbolic attracting basins for \( f \) and all repelling periodic points with period less than \( 2^n \) persist over \( B_{\nu_n}(f) \).

**Claim 1.** Let \( K^n_0, K^n_1 \) be the intervals associated to \( g \) by Theorem 2.1. There exists \( \epsilon_0 > 0 \) so that for \( g \in B_{e_n}(f), \Omega^n_0 = \Omega(g) \cap \overline{W}(K^n_0 \setminus K^n_1) \) consists of fixed points of \( g \).

The lemma follows inductively from the claim: Let \( J \) be a component of \( K_n \) and consider \( f^{2^n}|J \). By the claim there exists \( \epsilon_n \leq \epsilon_{n-1} \) so that if \( g \in B_{e_n}(f), \Omega_n(g) = \Omega(g) \cap \overline{W}(K_n(g) \setminus K_{n+1}(g)) \) consists of fixed points of \( g^{2^n} \).

**Proof of Claim 1.** To conclude the proof of the lemma, we now prove Claim 1. Let us start by describing how parabolic fixed points bifurcate over small \( C^3 \) neighborhoods of \( f \). Suppose that \( p \) is a parabolic periodic point with multiplier 1. We say that \( p \) is of crossing type, if on one side of \( p \) the graph of \( f \) is above the diagonal and on the other it is below. Parabolic fixed points with multiplier -1 always cross the diagonal.

There exists a neighbourhood \( Q \) of the set of parabolic points of \( f \) such that if \( g \) is sufficiently close to \( f \), every fixed point of \( g \) is either in \( Q \) or is a continuation of a hyperbolic fixed point of \( f \), and each component of \( Q \) contains a parabolic fixed point of \( f \). We denote the component of \( Q \) that contains \( p \) by \( Q_p \). We will show that close the boundary of \( Q_p \), the behaviour of \( g \) is similar to the behaviour of \( f \) and that in \( Q_p \) either there are no periodic cycles, a periodic cycle or an invariant interval for \( g \).

**Case 1:** \( p \) is a parabolic fixed point of \( f \) with multiplier 1, which is not of crossing type. Assume that the graph of \( f \) is above the diagonal in a neighbourhood of \( p \). Then \( p \) is attracting
from the left and repelling from the right. If \( Q_p \) contains no fixed point of \( g \), we say that a gate opens between the graph of \( f \) and the diagonal. In this case, locally, orbits under the perturbed mapping travel from the left of \( p \) to the right, and \( g \) has no fixed points in \( Q_p \). So suppose that there is a fixed point of \( g \) in \( Q_p \). If there is a non-parabolic fixed point, then since \( g \) is close to \( f \), there are at least two fixed points for the perturbed map. Assume this is the case and let \( q \) denote the fixed point in \( Q_p \) furthest to the left and \( q' \) the fixed point in \( Q_p \) furthest to the right. We have that \( q \) is attracting from the left, \( q' \) is repelling from the right, and \([q, q']\) is an invariant interval (if it was not invariant, it would contain a critical point, but then \( g \) would not be close to \( f \) in the \( C^1 \) topology). The dynamics in the invariant interval are simple, each orbit converges to a fixed point. Similar analysis holds when the graph of \( f \) is below the diagonal.

**Case 2**: \( p \) is a parabolic fixed point of crossing type and multiplier 1. Either \( p \) is attracting or repelling, and the periodic point persists under small perturbations. We have that if \( p \) is an attracting parabolic fixed point of crossing type for \( f \), then either there is an attracting (not necessarily hyperbolic) fixed point for \( g \) close to \( p \), or \( g \) has an invariant interval containing no turning points near \( p \) that is attracting from the left and the right. A similar analysis holds when \( p \) is a repelling parabolic fixed point of \( f \) with multiplier 1, which is of crossing type: either there is a repelling (not necessarily hyperbolic) fixed point for \( g \) close to \( p \), or \( g \) has an invariant interval containing no turning points near \( p \) that is repelling from the left and the right.

**Case 3**: \( p \) is a parabolic fixed point with multiplier \(-1\). Then \( p \) is of crossing type and \( p \) is a parabolic fixed point with multiplier 1 of crossing type for \( f^2 \), and we can apply the above analysis to \( f^2 \) in a small neighbourhood of \( p \).

Suppose that there are parabolic fixed points \( p_0, p_1, \ldots, p_{k-1} \) of \( f \) each with multiplier one and not of crossing type such that for each \( i \in \{0, \ldots, k-1\} \) there is a point \( x_i \) such that the following holds.

- \( f^j(x_i) \) converges to \( p_{i+1 \mod k} \);
- \((f|_{\mathcal{Y}_p})^{-j}(x_i)\) converges to \( p_i \), where \( \mathcal{Y}_p \) is the monotone branch of \( f \) containing \( p \).

We will call such a sequence a pseudo-cycle of orbits.

**Claim 2.** If the entropy of \( f \) is zero, then no such pseudo-cycle of orbits exists.

**Proof of Claim 2.** Let us recall that if a return mapping to an interval has two full branches, then it has positive entropy [42]. Suppose that \( p_j \) is the parabolic fixed point that is furthest to the right in \( I \), and \( p_i \) is furthest to the left. If the graph of \( f \) is above the diagonal near \( p_j \), then \( p_j \) must be repelling from the right. By assumption, there is a pseudo-cycle of orbits which enters \((p_j - \lambda, p_j)\) for any \( \lambda > 0 \). So the closest turning point to the right of \( p_j \) is a local maximum. Furthermore, there are no fixed points between \( p_j \) and \( c_1 \).

Let \( \alpha \) be the orientation reversing fixed point closest to \( c_1 \). Let \( J \) be the interval in \( I \setminus \{f^{-1}(\alpha)\} \) that contains \( c_1 \), then since \( J \) is not invariant under \( f^2 \) as there is pseudo-cycle, we have that the dynamics of \( f^2 \) on \( J \) has positive entropy (the return map has two full branches). So we can assume that the graph of \( f \) is below the diagonal at \( p_j \). But then \( p_j \) is attracting from the left, and we have that there is a turning point \( c_2 \) contained in \([p_i, p_j]\), with \( f(c_2) > p_j \). But now, the graph of \( f \) must cross the diagonal between \( c_2 \) and \( p_j \), and the point where it crosses cannot be attracting, since that would violate the condition on orbits near the parabolic point, so it must be repelling, but now we can argue as before to see that \( f \) must have positive entropy. So we can assume that there is a turning point between \( c_2 \) and \( p_j \); this point must correspond to a minimum of \( f \), and it must be less that the parabolic point closest to, and
on the left of \( c_2 \). Again we have that \( f \) has positive entropy. So no such parabolic fixed points exist. \( \checkmark \)

For each repelling periodic point \( p \) of \( f \), let \( \varepsilon > 0 \) be chosen so small that \( B_\varepsilon(p) \) is contained in a neighbourhood of \( p \) where \( f \) is conjugate to \( x \mapsto f'(p)x \). Let \( U \) be the union of \( Q \) together with \( \cup B_\varepsilon(p) \), where the last union is taken over all repelling fixed points of \( f \) in the complement of \( \text{int}(K_1) \).

Let \( B \) denote the union of \( K_1 \), basins of hyperbolic attractors, small neighbourhoods of attracting parabolic points of crossing type for \( f \). From Proposition 3.4, any point \( x \) which is accumulated by \( f^{-n}(B) \), but which in not in \( f^{-n}(B) \) for any \( n \), is a (pre)fixed point of \( f \) or is contained in the basin of a one-sided parabolic attractor, so we have that for \( M \) large enough \( K_0 \setminus (\cup_{n=0}^{M} f^{-n}(B)) \) together with \( \cup_{n=0}^{\infty} f^{-n}(U) \) contains all but countably many points of \( I \), each whose forward orbit is eventually fixed, and the complement of \( K_0 \setminus (\cup_{n=0}^{M} f^{-n}(B)) \) consists of points that are eventually mapped to small neighbourhoods (possibly one-sided) of repelling (not necessarily hyperbolic and possibly one-sided) points and points that converge to a one-sided parabolic attractor.

Suppose first that \( K_1 \) persists. Then for any \( x \in \cup_{n=0}^{M} f^{-n}(B) \) under \( g \) one of the following holds.

- The orbit of \( x \) eventually lands in \( K_1(g) \).
- The orbit of \( x \) converges to a hyperbolic attractor.
- The orbit of \( x \) is eventually contained in some \( Q_p \) where \( p \) is a parabolic point of \( f \) and converges to a fixed point of \( g \) in \( Q_p \).
- If \( x \in \cup_{n=0}^{\infty} f^{-n}(U) \), then either the orbit of \( x \) eventually enters \( \cup_{n=0}^{M} f^{-n}(B) \), in which case we know the possibilities for its forward orbit, or the orbit of \( x \) enters \( U \). In this case, either
  - the orbit of \( x \) is eventually contained in some \( Q_p \) where \( p \) is a parabolic point of \( f \) and converges to a fixed point or
  - the orbit of \( x \) enters \( \cup_{n=0}^{M} f^{-n}(B) \).

So let us assume now that \( \partial K_1 \) contains a parabolic point \( p \) with multiplier 1 and that this point cannot be continued to all nearby mappings. Then for some nearby map \( g \) a gate opens up at the boundary of \( K_1 \). Let \( K_1' \) be the union of maximal restrictive intervals of \( g \) and let \( B' \) denote the union of \( K_1' \) together with

- the corresponding basins of hyperbolic attractors;
- neighbourhoods of the corresponding attracting parabolic points of crossing type.

By the analysis above there are no pseudo-cycles of orbits outside \( K_1(g) \), so we have that an orbit travels through a bounded number of gates, and eventually passes through one that has the property that any fundamental domain for the dynamics is covered (except for possibly finitely many points) by \( \cup_{n=0}^{M} g^{-n}(B') \cup \cup_{n=0}^{\infty} f^{-n}(U) \). In particular, every point eventually converges to a fixed point for \( g \) or enters \( K_1' \). Thus Claim 1 follows. \( \square \)

Now we prove Theorem \( F \) for analytic mappings, and thus obtain Theorem \( A \), see the end of Section 3.

**Theorem 5.6.** Suppose that \( f \in A_b(I) \cap B_{\Omega_a} \), for some \( a > 0 \), with all critical points of even order, which is infinitely renormalizable at some critical point \( c \) and that \( h(f) = 0 \). Then there exist mappings \( g, \tilde{g} \in A_b(I) \cap B_{\Omega_a} \), arbitrarily close to \( f \), such that

- \( g \) has finitely many periods;
- \( h(\tilde{g}) > 0 \).
Proof. Let $J_n \ni c$ be the sequence of restrictive intervals with periods $2^n$ about $c$. By Theorem 2.4, for all $n$ sufficiently large there exists a polynomial-like mapping of type $b_1$, $F: U \to V$, $U \ni c, J_n \subset U$ and $F = f^{2^n}|_U$, where $b_1$ depends on $b$ and the combinatorics of the renormalization. Moreover, there exists a neighbourhood $U \subset B_\Omega_n \cap A^b(I)$ of $f$, so that the polynomial-like mapping $F: U \to V$ persists over $U$. Observe that if $U$ is sufficiently small, then for each $g \in U, g^* = G: U_G \to V$, where $U_G = \text{Comp}_{c_1}(G^{-1}(V))$ is a polynomial-like mapping. Let $\mathcal{R}: U \to \mathcal{P}\mathcal{G}_{b_1}$ be the renormalization operator from $U$ to the space of polynomial-like germs of type $b_1$, mapping $g \mapsto G$ where $G = g^{2^n}|_{U_G}$. Let $b_1 = [b_1]$.

Since $\mathcal{R}$ is a composition of affine rescalings and composition of analytic mappings, $\mathcal{R}$ is analytic. By Proposition 5.2, for any $b_1$-dimensional transverse family $F_\lambda$, $\lambda \in D^{b_1}_\varepsilon$ and $\varepsilon > 0$, with $F_0 = F$, there exists a real polynomial-like mapping $G: U_G \to V_G \subset F_\lambda$, arbitrarily close to $F$ so that $G|_{U_G \cap \mathbb{R}}$ has positive topological entropy. By Proposition 4.17 and Theorem 4.18, we have that there exist $b_1$ vectors $\{w_1, \ldots, w_{b_1}\}$, transverse to the topological conjugacy class of $f$, so that for $\varepsilon > 0$, small, the family $\{\lambda_1w_1 + \cdots + \lambda_{b_1}w_{b_1} : \lambda_i \in D_\varepsilon \text{ for } i \in \{1, \ldots, b_1\}\}$ maps to a $b_1$-dimensional family transverse to $\mathcal{H}_f$. We may assume that $G$ is contained in this transverse family. Thus, by continuity of $\mathcal{R}$, there exists an analytic mapping $g \in U$, which is a preimage of $G$ under $\mathcal{R}$. The mapping $g$ has positive topological entropy, since its renormalization $G|_{U_G \cap \mathbb{R}}$ has positive topological entropy.

Showing that there is a sequence with zero topological entropy is a little harder, we need to ensure that the preimage under $\mathcal{R}$ still has zero entropy, and we need to consider all turning points at which $f$ is infinitely renormalizable.

Let $c_i$, $1 \leq i \leq m$, denote the critical points of $f$ such that $\omega(c_i)$ is a solenoidal attractor. Let $m'$ be the number of distinct such solenoidal attractors. For each distinct $\omega(c_i)$, choose a critical point $c_{i,0}$, $1 \leq i \leq m'$, of even order so that $\omega(c_{i,0}) = \omega(c_i)$ and $f$ is infinitely renormalizable at $c_{i,0}$. Since $f$ has at most $|b|$ critical points, and at any critical point at which $f$ is renormalizable, the period of the restrictive interval is a power of 2, by Theorem 2.4, there exists a neighbourhood $U \subset A^b(I) \cap B_\Omega_n$ of $f$ and $N \in \mathbb{N}$, so that the following holds: For each $c_{i,0}$, there exists a $b_1$-tuple, $b_i$, depending on $b$ and the combinatorics of the renormalization, so that the mapping $f^{2^n}: J_N^i \to J_N^i$ extends to a polynomial-like mapping of type $b_i$, $F_i: U_{F_i} \to V_{F_i}$, which persists over $U$, where $J_N^i \ni c_{i,0}$ is the restrictive interval of period $2^n$ containing $c_{i,0}$. Let $\mathcal{R}_i: U \to \mathcal{P}\mathcal{G}_{b_i}$, and let $\tilde{\mathcal{R}}: U \to \mathcal{P}\mathcal{G}_{b_i} \times \cdots \times \mathcal{P}\mathcal{G}_{b_{m'}}$ be the mapping defined by $\tilde{\mathcal{R}}(f) = (\mathcal{R}_1(f), \ldots, \mathcal{R}_{m'}(f))$. We have that $\tilde{\mathcal{R}}$ is continuous (it is a composition of iteration and rescaling in each coordinate). By Proposition 4.17, for each $i$, there exist normal vectors $v_{i,1}, \ldots, v_{i,b_i}$, so that for $1 \leq j < j' \leq b_i$, $\|v_{i,j} - v_{i,j'}\|$ is bounded away from zero in $T_{F_i}\mathcal{P}\mathcal{L}_{b_i}$, which are transverse to the topological conjugacy class of $F_i$. Since $\mathcal{R}_i$ is transversally non-singular (Theorem 4.18), we have that for each $1 \leq j \leq b_i$, there exists a sequence of vectors $w_{i,j} \in T_{F_i}\mathcal{A}_{b_i}$ so that $\mathcal{D}_i(f)w_{i,j}$ converges to $v_{i,j}$ as $k \to \infty$. Thus for $k$ sufficiently large, we have that $\mathcal{D}_i(f)w_{i,j}^k$ is transverse to the topological conjugacy class of $F_i$, and the family $\{\mathcal{D}_i(f)w_{i,j}^k : 1 \leq j \leq b_i\}$ spans a $b_i$-dimensional space transverse to the topological conjugacy class of $F_i$. By Proposition 5.2, we have that any analytic family of mappings in $\mathcal{P}\mathcal{L}_{b_i}$ that is transverse to $\mathcal{H}_{F_i}$ contains polynomial-like germs in the interior of the set of mappings with zero entropy. Let $f_{\lambda}$, $\lambda \in D^{b_1+b_2+\cdots+b_{m'}}$, be the family $f + \lambda_1w_{1,1}^k + \lambda_2w_{1,2}^k + \cdots + \lambda_{b_1+b_2+\cdots+b_{m'}}w_{m',m'}^k$, $w_{m',m'}^k$, $\lambda_i$ from the choice of the $w_{i,j}$, there exist $\lambda \in D^{b_1+b_2+\cdots+b_{m'}}$ with all coordinates arbitrarily close to zero so that the mapping $\mathcal{R}_i f_{\lambda}$ is in the interior of mappings with zero entropy in $\mathcal{P}\mathcal{L}_{b_i}$. Let $N \in \mathbb{N}$, and let $K_N$ be the forward invariant set from Theorem 2.1. It is the union of restrictive intervals of period $2^N$ for $f_{\lambda}$. By Lemma 5.5, we have that the set of periodic points of $f_{\lambda}$ in $I \setminus K_N$ has finitely many periods, and we have constructed $f_{\lambda}$ so that its set of periodic points in $K_N$ also has finitely many
of one of the periodic attractors (periodic plateaus) of in the interior of zero entropy, then each point under $T$ has finitely many periods. □

5.4. Proof of Theorem B

Theorems 5.7 and 5.8 below imply Theorem B.

Theorem 5.7. There exists an open and dense subset of $\Gamma_{A_b(l)}$ which is contained in the basin of a unimodal, polynomial-like fixed point of renormalization.

Proof. Let $\Gamma_1$ denote the subset of $\Gamma$ consisting of mappings with exactly one solenoidal attractor. Let us show that $\Gamma_1$ is open and dense in $\Gamma$. Suppose $f \in \Gamma_1$. Then $f$ has a single solenoidal attractor and the critical points whose orbits do not converge to the solenoidal attractor are asymptotic to periodic points of period $2^n$, where $n$ is bounded from above. Thus in any sufficiently small neighbourhood of $f$, each mapping has at most one solenoidal attractor. Thus $\Gamma_1$ is open in $\Gamma$. Let us now show that $\Gamma_1$ is dense in $\Gamma$. Suppose $f \in \Gamma \setminus \Gamma_1$. We need to show that we can approximate $f$ by mappings with a single solenoidal attractor.

We can argue as in the proof of Theorem 5.6. Let $f$ be an analytic mapping with at least two solenoidal attractors. For ease of exposition, assume that $f$ has exactly two solenoidal attractors. Then there exist vectors $b_1$ and $b_2$, and a neighbourhood $U$ of $f$ so that $\mathcal{R}: U \to \mathcal{P}_{G_{b_1}} \times \mathcal{P}_{G_{b_2}}$. Let $\mathcal{R}(f) = (G_1, G_2)$. By Proposition 5.2, there exist mappings $G$ arbitrarily close to $G_2$ in the interior of zero entropy. Thus, since $\mathcal{R}$ is a continuous mapping, we can argue as in the proof of Theorem 5.6, to see that there exists an analytic mapping $g$ arbitrarily close to $f$ with exactly one solenoidal attractor and zero entropy.

Mappings in $\Gamma_1$ could have several critical points in their solenoidal attractors. We will now show that there is an open and dense set $\Gamma_2$ of $\Gamma_1$ consisting of mappings such that there is only one critical point in the solenoidal attractor. The proof that $\Gamma_2$ is open (that is, relatively open in $\Gamma$) is the same as the proof that $\Gamma_1$ is open, and so we omit it. To prove that $\Gamma_2$ is dense, we use the strategy used to prove Theorem 5.6. First, let us show that in the space of stunted sawtooth mappings we can approximate any mapping in $\Gamma_{S_b}$ by mappings $T_b \in \Gamma_{S_b}$ with one recurrent, non-periodic plateau. If $h(T) = 0$, and $T$ is at most finitely renormalizable at each plateau, let $T'$ be the last renormalization of $T$. Then, by [6, Lemma 7.6] the $\omega$-limit set of each point under $T'$ is a fixed point of $T'$. Moreover, since this fixed point is necessarily attracting, it is contained in a fixed plateau of $T'$. By [6, Lemma 7.7], if $T$ is a stunted sawtooth mapping in the interior of zero entropy, then each point under $T$ is either (pre)periodic or in the basin of one of the periodic attractors (periodic plateaus) of $T$. By [24], see Theorem 1.1, $\Gamma_{S_m}$ is the limit of stunted sawtooth mappings with periodic plateaus of period $2^n$ as $n \to \infty$. □

Claim. For any $\varepsilon_0 > 0$, there exists $n \in \mathbb{N} \cup \{0\}$, so that if $T = (t_1, t_2, \ldots, t_b)$ has a periodic plateau of period $2^n$ and zero entropy, for some $t_i$ and some $\varepsilon \in (0, \varepsilon_0)$, either $T_1 = (t_1, \ldots, t_{i-1}, t_i + \varepsilon, t_{i+1}, \ldots, t_b)$ or $T_2 = (t_1, \ldots, t_{i-1}, t_i - \varepsilon, t_{i+1}, \ldots, t_b)$ is in $\Gamma$.

Proof of Claim. Observe that the space of stunted sawtooth mappings is compact and recall that period-doubling bifurcations occur in each parameter separately. Suppose the claim fails. Then there exists $\varepsilon_0 > 0$, so that for any $n \in \mathbb{N} \cup \{0\}$, there exists $T = (t_1, t_2, \ldots, t_b)$ with a periodic plateau of period $2^n$, zero entropy, so that for each $i$, we have that for each $\varepsilon \in (0, \varepsilon_0), T = (t_1, \ldots, t_{i-1}, t_i \pm \varepsilon, t_{i+1}, \ldots, t_b)$ is not in $\Gamma$. Since there are at most finitely many plateaus, this implies that for some $i \in \{1, \ldots, b\}$, there is a sequence of stunted sawtooth mappings $T_n = (t_1, \ldots, t_{i+1}, t_{i-1}, t_i \pm \varepsilon, t_{i+1}, \ldots, t_b)$ with the $i$th plateau periodic with period $2^{j_n}$, and no plateau periodic with period greater than $2^{j_n}$, where $j_n \to \infty$ as $n \to \infty$. Since period-doubling bifurcations occur sequentially in the space of stunted sawtooth mappings, we can assume that
the parameters $t^n_\alpha$ are monotone. Thus they converge to a limit $t_\alpha$. This limiting parameter is accumulated by periodic points of period $2^n$. Since $|t_\alpha - t^n_\alpha| \to 0$, we arrive at a contradiction and the claim follows. \checkmark

Now, by Theorem A, by taking $N$ large we can approximate $T$ arbitrarily well by mappings with $\mathcal{P}er(T) = \{2^n : 0 \leq n \leq N\}$. But now, by the claim, we can perturb such a mapping by moving just one plateau up or down to obtain a mapping in $\Gamma$, moreover, the size of this perturbation tends to zero as $N \to \infty$.

To conclude the proof, we can argue as in the proof of Theorem 5.6. Let $f$ be an analytic mapping with exactly one solenoidal attractor, and let $c$ be a critical point in the solenoidal attractor. Then for some $b' \in \mathbb{N}$, there is a $b'$-tuple, $b'$, so that $f$ has a polynomial-like renormalization of type $b'$, $F : U \to V$, about $c$. Let $P = \chi(F)$ be its straightening. Then by Theorem 1.1, $\Psi(P)$ is a stunted sawtooth mapping in the boundary of mappings with finitely many periods. Recall the definition of $\Psi$ on page 19. By the claim, we can approximate $\Psi(P)$ by stunted sawtooth mappings $T_j \in \Gamma$ with exactly one plateau in a solenoidal attractor. Thus arguing as in the proof of Theorem 5.1, we can approximate $P$ by polynomials $P_j$ of type $b'$ with exactly one solenoidal attractor, which contains exactly one critical point. So as in the proof of Proposition 5.2, there exist polynomial-like germs converging to $F$, which are hybrid conjugate to the $P_j$, and finally, as in the proof of Theorem 5.6, we can approximate $f$, by analytic mappings in $\Gamma_2$. \hfill\Box

**Theorem 5.8.** Then $\Gamma_{A_2(I)}$ admits a cellular decomposition.

**Proof.** Let $\Gamma_2$ be the (relatively) open and dense subset of $\Gamma$ given by Theorem 5.7. Let $X$ denote a connected component of $\Gamma_2$. We need to show that there is a relatively open and dense subset of $\partial X$ consisting of codimension-2 cells. Let $X_1$ denote the subset of $\partial X$ consisting of mappings with a single solenoidal attractor containing exactly 2 critical points and let $X_2$ denote the subset of $\partial X$ consisting of mappings with exactly two solenoidal attractors each containing exactly one critical point.

**Claim 1.** $X_1 \cup X_2$ is open and dense in $\partial X$.

**Proof of Claim 1.** First we show that $X_1$ and $X_2$ are open in $\partial X$. Suppose $f \in X_1$. Then, relabelling the critical points of $f$ if necessary, we can assume that $f$ has a solenoidal attractor which contains $c_1$ and $c_2$, but not $c_3, \ldots, c_6$. Let $J_n$ denote the cycle of the restrictive interval of period $2^n$. For $n$ sufficiently large, $J_n \cap \{c_3, \ldots, c_6\} = \emptyset$. Thus, by Lemma 5.3 for $n$ sufficiently large, there is an open set of mappings $U$ containing $f$, such that for all $g \in U$, each $g$ has a restrictive interval of period $2^n$ and the orbit of this interval contains exactly two critical points of $g$. For mappings $g \in U \cap \partial X$, the number of critical points in the solenoidal attractor cannot drop to one, since the condition that $f$ have a solenoidal attractor containing exactly one critical point is relatively open in $\Gamma$. Thus we have that $X_1$ is relatively open in $\partial X$. The proof that $X_2$ is relatively open is similar, just consider two disjoint cycles of restrictive intervals with sufficiently high period.

Let us now explain how to see that $X_1 \cup X_2$ is dense in $\partial X$. Suppose that $f \in \partial X$. If $f$ has exactly one solenoidal attractor (which must contain at least two critical points), then we show that we can approximate $f$ by mappings with a single solenoidal attractor, which contains exactly two critical points. If $f$ has more than one solenoidal attractor, then we show that we can approximate $f$ by mappings with two solenoidal attractors, each containing exactly one critical point. The strategy for carrying out these approximations is no different than in the proof that codimension-one cells (consisting of mappings with a solenoidal attractor containing exactly one critical point) are dense in $\Gamma$, and so we omit the details. One first proves
the corresponding statement in the space of stunted sawtooth mappings, and then transfers it successively to polynomials, polynomial-like germs and finally to analytic mappings.

**Claim 2.** Each of $X_1$ and $X_2$ have codimension-two in $A(I)$.

**Proof of Claim 2.** Suppose $f \in X_1$. Then $f$ has a renormalization $R(f) = f^s|_U = F: U \to V$ that is contained in a space of polynomial-like germs $\mathcal{P}G_{\mathcal{L}_f^s}$ with exactly two critical points, and indeed there is an open set $U \ni f$, such that if $g \in U$, then $g$ has a polynomial-like renormalization $g^s|_{U_g} = G: U_G \to V_G$ in $\mathcal{P}L_{\mathcal{L}_f}$. The codimension of the hybrid class of $F$ in the space of polynomial-like germs is two. Thus we have that there are vectors $v_1, v_2 \in T_f \mathcal{P}G_{\mathcal{L}_f}$, which are transverse to the hybrid class of $F$, and since $F \in \mathcal{P}G_{\mathcal{L}_f^s}$, we have that we can choose these vectors so that for $t > 0$ and small, $F - tv_1$ is in the interior of zero entropy and $F - tv_2$ in $R(U \cap X)$.

Suppose that $v \in T_{R(f)} \mathcal{P}G_{\mathcal{L}_f}$, which is transverse to the hybrid class of $R(f)$. Then by Theorem 4.18, we have that there exist vectors $w_1, w_2 \in T_f A(I)$, so that $w_1$ and $w_2$ are transverse to $\partial X$. If $f \in X_2$, the proof is similar — consider the renormalizations about each of the critical points separately.

Proceeding inductively we see that the union of codimension-$j$ cells in $\Gamma_{A(I)}$, where $j$ runs from 1 through to $b$ exhausts $\Gamma$. □

**Remark.** Let us describe the finer structure of the set $X$. Let $\Gamma_3$ be the subset of $\Gamma_2$ that consists of mappings $f$ with critical points $\{c_1, \ldots, c_b\}$, so that exactly one critical point, say $c_1$, is recurrent and the remaining $b$ critical points are asymptotic to periodic points. Arguing just as we did to see that $X_1$ is open, we can show that $\Gamma_3$ and $\Gamma_2 \setminus \Gamma_3$ are relatively open in $\Gamma$. If $X$ is a connected component of $\Gamma_3$, then we can decompose $X$ into a countable union of $\cup Y_i$, where each $Y_i$ consists of mappings with exactly one solenoidal attractor, which only attracts $c_1$, and where the remaining critical points converge to hyperbolic attractors that persist over $Y_i$. Each $Y_i$ is a codimension-one set in $A_b(I)$, and $X \setminus (\cup Y_i)$ consists of mappings with parabolic cycles, which have codimension at least 2.

Now, let $X$ be a component of $\Gamma_2 \setminus \Gamma_3$. Then if $f \in X$ with critical points $\{c_1, \ldots, c_b\}$, we can assume that $c_1 \in \omega(c_1)$ where $\omega(c_1)$ is a solenoidal attractor, which contains no other critical points, and that there exists $b_1 \in \{2, \ldots, b\}$ so that for $i \in \{2, \ldots, b_1\}$, $\omega(c_i) = \omega(c_1)$ and for $i \in \{b_1 + 1, \ldots, b\}$, $c_i$ tend to a periodic orbit. Using the same argument as in the previous paragraph, we can assume that $f \in Y$, a subset of $X$, over which periodic orbits that attract $\{c_{b_1 + 1}, \ldots, c_b\}$ do not bifurcate. For any small perturbation $g \in Y$ of $f$, let $c_i(g)$ denote the critical point of $g$ corresponding to $c_i$. Then, since $g \in Y \subset \Gamma$, we have that $\omega(c_1(g)) \ni c_1(g)$ is a solenoidal attractor. Moreover, for $n$ sufficiently big $J_n(g)$, contains no attracting cycle, where $J_n(g)$ is the restrictive interval of period $2^nu$ for $g$. Since for $i \in \{2, \ldots, b_1\}$, the orbit of $c_i$ enters every periodic interval about $c_1$, we have that either $c_i(g)$ eventually lands on $\partial J_n(g)$ for some $n'$ large or $\omega(c_i(g)) = \omega(c_1(g))$. Each of these defines a codimension 2 condition.

### 5.5. Boundary of chaos for smooth mappings

In this section, we prove Theorems C and D, which extend Theorems A and B to smooth mappings.

Suppose that $f \in A_b^k(I)$ and let $\mathcal{W}$ be a neighbourhood of $f$ in $A_b^k(I)$. If $f|_U = F: U \to V$ is an asymptotically holomorphic polynomial-like mapping, we say that $F: U \to V$ persists over $\mathcal{W}$ if for each $g \in \mathcal{W}$ there is a $C^k$-motion $h^g: (U, V) \to (U_G, V_G)$, an asymptotically holomorphic polynomial-like mapping, $g|_{U_G} = G: U_G \to V_G$, and $h^g \circ F(z) = G \circ h^g(z)$ for $z \in \partial U$.

Before proving Theorem C, let us collect some general tools.
Lemma 5.9 [20, Proposition 5.5]. For any bounded domain \( U \) in the complex plane, there exists \( C = C(U) > 0 \), with \( C(U) \leq C(W) \) if \( U \subset W \), such that the following holds: Let \( \{G_n : U \rightarrow G_n(U)\}_{n \in \mathbb{N}} \) be sequence of quasiconformal homeomorphisms such that

- the \( G_n(U) \) are uniformly bounded; that is, there exists \( R > 0 \) so that \( G_n(U) \subset B_R(0) \) for all \( n \); and
- \( \mu_n \to 0 \) in \( L^\infty \), where \( \mu_n \) is the Beltrami coefficient of \( G_n \) in \( U \).

Then given any domain \( U' \Subset U \), there exists \( n_0 \in \mathbb{N} \) and a sequence \( \{H_n : U' \rightarrow H_n(U')\}_{n \geq n_0} \) of biholomorphisms such that

\[
\|H_n - G_n\|_{C^0(U')} \leq C(U) \left( \frac{R}{d(\partial U', \partial U')} \right) \|\mu_n\|_{\infty},
\]

where \( d \) is the Euclidean distance between the disjoint sets \( \partial U \) and \( \partial U' \).

Lemma 5.10 [19, Proposition 11.2]. Let \( I \) be a compact interval in the real line and let \( U \) be an open set in the complex plane containing \( I \). Fix \( M > 0 \) and consider the family

\[
\mathcal{F} = \{ f : U \rightarrow \mathbb{C}, \text{holomorphic} : \|f\|_{C^0} \leq M \}.
\]

Then for any \( k \in \mathbb{N} \) and any \( \alpha \in (0, 1) \), there exists \( L = L(k, \alpha, M) > 0 \) such that

\[
\|f\|_{C^k(I)} \leq L(\|f\|_{C^0})^\alpha.
\]

Combining Lemmas 5.9 and 5.10 we obtain a bound on a \( C^k \) norm from a bound on the dilatation of Beltrami differential.

We say that a diffeomorphism \( \phi : I \rightarrow I \) is in the Epstein class, \( E_\beta \), if there exists \( \beta > 0 \), so that \( \phi^{-1} \) extends to a holomorphic, univalent mapping from the slit complex plane

\[
\mathbb{C}_{(-1-\beta,1+\beta)} = \mathbb{C} \setminus (-\infty, -1-\beta] \cup [1+\beta, \infty)
\]

into \( \mathbb{C} \). Given a set \( P = \{p_1, \ldots, p_b\} \) of \( b \) real unimodal polynomials which preserve the interval \([-1, 1]\), we say that a (multimodal) mapping \( f \in A(I) \) of the interval is in the Epstein class, \( E_{\beta,P} \) if it can be expressed in the form

\[
f = \phi_j \circ p_{j} \circ \phi_{j-1} \circ p_{j-1} \circ \cdots \circ \phi_1 \circ p_1,
\]

with \( j \leq b \), where each \( \phi_j \) is in \( E_\beta \).

Lemma 5.11 [48, Theorem 2]. Suppose \( f \in A^k(I) \), \( k \geq 2 \). Let \( I \) be an open interval such that \( f^* : T \rightarrow f^*(T) \) is a diffeomorphism. Then for any \( S, \alpha, \varepsilon > 0 \), there exists \( \delta = \delta(S, \alpha, \varepsilon) > 0 \) and \( \beta = \beta(\alpha) > 0 \) satisfying the following. Suppose that \( \sum_{j=0}^s |f^j(T)| \leq S \) and that \( J \) is a closed subinterval of \( T \) such that

- \( f^s(T) \) is an \( \alpha \)-scaled neighbourhood of \( f^s(J) \);
- \( |f^j(J)| < \delta \) for \( 0 \leq j < s \).

Then letting \( \psi_0 : J \rightarrow I \) and \( \psi_s : f^s(J) \rightarrow I \) be affine diffeomorphisms, there exists a mapping

\[
G : I \rightarrow I \text{ in the Epstein class } E_{\beta},
\]

such that

\[
\|\psi_s \circ f^s \circ \psi_0^{-1} - G\|_{C^k} < \varepsilon.
\]

To simplify the statements of the following two results about Epstein mappings, let us fix a set of \( b \) real unimodal polynomials, \( P = \{p_1, \ldots, p_b\} \), with the property that each \( p_i \) preserves the interval \([-1, 1]\). Let \( E_{\beta} = E_{\beta,P} \).

By Lemma 5.11 and Theorem 2.2, we have
Lemma 5.12. There exist $\beta \in (0, 1)$ so that the following holds. Let $\varepsilon > 0$. Given any mapping $f \in \Gamma_{K_1}(\delta)$, which is infinitely renormalizable at a critical point $c_0$, there exists $j_0 \in \mathbb{N}$ and a sequence of Epstein mappings $H_j$ in $\mathcal{E}_\beta$ with the same domain as $\mathcal{R}^1_{c_0}(f)$, such that for $j \geq j_0$,

$$\|\mathcal{R}^1_{c_0}(f) - H_j\|_{C^k(I)} \leq \varepsilon.$$ 

Lemma 5.13. For any $\beta \in (0, 1)$ and $b \in \mathbb{N}$, there exists a Jordan domain $U_\beta$ containing $I = [-1, 1]$ and a positive constant $M_\beta$ so that for any Epstein mapping $g \in \mathcal{E}_\beta$ of $I$ the holomorphic extension of $I$ is well defined in $U_\beta$ and satisfies $|g(z)| \leq M_\beta$ for all $z \in U_\beta$.

Proof. Since each mapping in the Epstein class $\mathcal{E}_\beta$ can be expressed as a composition:

$$h_j \circ p_j \circ h_{j-1} \circ p_{j-1} \circ \cdots \circ h_1 \circ p_1,$$

where $p_i$ is a polynomial and $h_i$ is a diffeomorphism in $\mathcal{E}_\beta$ for $1 \leq i \leq k$ and $1 \leq k \leq n$, the result follows from [19, Proposition 11.5].

Stoilow Factorization together with compactness of the spaces of (holomorphic) polynomial-like mappings [38, Theorem 5.8] and $K$-qc mappings implies:

Lemma 5.14. For any $\delta > 0$, there exists $K_0 \geq 1$, so that for any $b \in \mathbb{N}$, and $1 \leq K \leq K_0$, we have the following. The space of real $K$-quasiregular asymptotically holomorphic polynomial-like mappings $f : U \to V$ of degree $b \geq 2$ with connected Julia sets, critical values in $(1 + \delta)^{-1}I$, and $\text{mod}(V \setminus U) \geq \delta$ is compact up to affine conjugation. More precisely, if $f_n : U_n \to V_n$ is a sequence of such mappings, then there exists restrictions $f'_n : U'_{n} \to V'_{n}$ (which automatically satisfy the conditions of the lemma with $\delta$ replaced by $\delta' = \delta'(b, K)$), so that $\{f'_n|_{U'_{n}}\}$ has a convergent subsequence.

Proof. Let $\gamma_n$ denote the core curve of the annulus $V_n \setminus \overline{U}_n$. Let $V'_n$ denote the region bounded by $\gamma_n$ in $\mathbb{C}$. Since $\text{mod}(V_n \setminus U_n)$ is bounded from below, $V'_n$ is a $\kappa = \kappa(\delta)$-quasidisk. Let $U'_n$ denote $f^{-1}_n(V'_n)$. Then $U'_n$ is a $\kappa' = \kappa'(\kappa, \delta, b)$-quasidisk.

By Stoilow Factorization, we can express $f_n^k = g_n \circ \phi_n$ where $g_n : U_n \to V'_n$ is analytic and $\phi_n : U'_n \to U'_n$ is $K$-quasiconformal. Moreover, since the proof of Stoilow factorization can be carried out real-symmetrically, we can assume that $\phi_n$ is a real map, and that the critical values of $g_n$ are real, and provided that $K$ is sufficiently small, they are contained in the invariant real interval for $f_n$. By [38, Theorem 5.8], we have that the family $g_n : U_n \to V_n$ is compact in the Carathéodory topology. The $\phi_n$ belongs to a compact family since they extend to $K' = K'(K, \kappa')$-qc mappings of the plane, which we can assume are normalized to fix $M, -M$, and $\infty$, as long as $M > 0$ is chosen sufficiently large (such an $M$ exists by Theorem 2.4). Thus the family of mappings $f_n : U'_n \to V'_n$ is compact too.

Proposition 5.15 (cf. [19, Theorem 11.1]). There exists a compact set $K$ of polynomial-like germs of type $b$ with the following property: Let $k \geq 3$. For any $\varepsilon$ and $f \in \Gamma_{K_1}(\delta)$, which is infinitely renormalizable at a critical point $c_0$, there exists a sequence $\{f_n\} \subset K$, and $n_0 \in \mathbb{N}$ such that for all $n \geq n_0$,

$$\|\mathcal{R}^n_{c_0}(f) - f_n\|_{C^k(I)} \leq \varepsilon,$$

and $f_n$ is infinitely renormalizable with the same combinatorics as $\mathcal{R}^n_{c_0}(f)$.
Remark. In Proposition 5.15, we have convergence of renormalization to a limit in the $C^k$ topology; whereas [19, Theorem 11.1] implies exponential convergence in the $C^{k-1}$ topology. □

Proof. We start with the following claim.

Claim. There exists a compact set of polynomial-like germs $K$ such that given $f \in \Gamma_{\mathcal{A}^k(I)}$, which is infinitely renormalizable at a critical point $c_0$, there exists a sequence $g_n \in K$ so that $\|g_n - \mathcal{R}_n^0(f)\|_{C^0(I)} \rightarrow 0$ as $n \rightarrow \infty$, and $g_n$ has the same combinatorics as $\mathcal{R}_n^0(f)$.

Proof of Claim. By Theorem 2.4, for each $n$ sufficiently big, there exist a $b$-tuple, $\underline{b}$, and an asymptotically holomorphic polynomial-like renormalization, $F_n : U_n \rightarrow V_n$ of $f$ with dilatation bounded by $\text{diam}(U_n)$. By Lemma 2.5, for each $n$ we can express $F_n$ as the composition $h_n \circ \phi_n : U_n \rightarrow V_n$, where $\phi_n : U_n \rightarrow U_n$ is quasiconformal with dilatation bounded by $\text{diam}(U_n)$ and $h_n : U_n \rightarrow V_n$ is a real polynomial-like mapping. Let $U'_n = F_n^{-1}(U_n)$. By Lemma 5.9 and Theorem 2.4, there exist a constant $C_0 > 0$ and a real conformal mapping $\psi_n$ so that $\|\phi_n - \psi_n\|_{C(U'_n)} \leq C_0 C(U'_n) \text{diam}(U_n)$, and from [20, p. 53], we see that

$$C(U'_n) = \frac{4}{\pi} \sup_{z \in \overline{U'_n}} \int_{U'_n} \left| \frac{z(z-1)}{w(w-1)(w-z)} \right| dx dy,$$

which is uniformly bounded over $n$. Thus, since $\mathcal{R}_n^0(f)$ has bounded geometry, by Theorem 2.2 the mappings $h_n \circ \psi_n : U'_n \rightarrow U_n$ are polynomial-like mappings with connected Julia sets and $\text{mod}(U_n \setminus U'_n)$ bounded from below. Thus any limit of the $h_n \circ \psi_n$ is contained in a compact set of infinitely renormalizable polynomial-like germs $K$. For each $j$, let $V_j \subset \mathcal{P}_b \Gamma$ be the neighbourhood of $K$ consisting of mappings so that their $j$th polynomial-like renormalization persists over $V_j$. Since for any $j \in \mathbb{N}$, $h_n \circ \psi_n$ eventually enters $V_j$, we have that $h_n \circ \psi_n : U'_n \rightarrow U_n$ is $j_n$ times renormalizable, where $j_n \rightarrow \infty$ as $n \rightarrow \infty$.

Let $\delta > 0$ be the universal constant so that for all $n$ sufficiently large, $\text{mod}(U_n \setminus U'_n) \geq \delta$, and let $\Gamma'$ be the intersection of $\Gamma_{\mathcal{A}^2}$ with the set of polynomial-like germs with moduli bounded from below by $\delta$. Then $\Gamma'_n$ is the set of all polynomial-like germs with moduli bounded from below by $\delta$ which are at least $n$-times renormalizable. Then $\Gamma' = \bigcap_{n=0}^{\infty} \Gamma'_n$. Moreover, by Theorem 4.13 and Proposition 4.14 for any $\varepsilon > 0$, $\mathcal{V}_n$ is eventually contained in a $\varepsilon$-neighbourhood of $\Gamma'$. Thus for any $\delta > 0$, if $n$ is sufficiently large, there exists a polynomial-like mapping $g_n$ in the topological conjugacy class of $\mathcal{R}_0^0(f)$ within distance $\delta$ from $h_n$ in $C^0(I)$.

Associated to each $b$, there exist a family of polynomials $P$ and $\beta > 0$, so that by Lemma 5.12, we have that there exists mapping $H_n$ in the Epstein class, $\mathcal{E}_{\beta,P}$, which is arbitrarily close to $\mathcal{R}_n^0(f)$ in the $C^k$-topology. Thus we have that $\|g_n - H_n\|_{C^0(I)}$ is small. Hence, since $g_n$ and $H_n$ are both analytic, by Lemmas 5.10 and 5.13, we have that $\|g_n - H_n\|_{C^0(I)}$ is small. Thus we have that $\|R^n(f) - g_n\|_{C^0(I)}$ is small. □

Lemma 5.16 [2, Remark 2.7]. Suppose that $f \in \mathcal{A}^2(I)$ is an infinitely renormalizable mapping with a renormalization $\mathcal{R}(f) \in \mathcal{A}^2(I)$ with the property that all the critical points of $\mathcal{R}(f)$ have the same $\omega$-limit set. Then $\mathcal{R}$ maps any sufficiently small open neighbourhood of $f$ to an open neighbourhood of $\mathcal{R}(f)$.

Proof. Let us give the proof for a period-two renormalization. The proof in the general case is easier, since the closures of the orbit of the restrictive intervals are disjoint. Suppose
that \( f \) is renormalizable with period-two at a critical point \( c_0 \). Let \( J_0 \ni c_0 \) be the periodic interval of period two containing \( c_0 \), and let \( J_1 = \text{Comp}_{f(c_0)} f^{-1}(J_0) \). Let \( W \subset \mathbb{A}_k^3(I) \) be an open neighbourhood of \( f \). Provided that \( W \) is sufficiently small, it is contained in the domain of \( \mathcal{R} \). It is easy to see that the rescaling is open, we need only check that the composition is open. To simplify the notation, let us consider the renormalization of \( f \) just as the composition \( F = f \circ f \circ J_0 : J_0 \rightarrow J_0 \). Choose \( g_0 \in \mathcal{R}(W) \subset \mathbb{A}_k^3(J_0) \), and let \( f_0 \in W \) be so that \( \mathcal{R}(f_0) = g_0 \). Fix \( \varepsilon_0 > 0 \) to be chosen later, and assume that \( \|g - g_0\|_{\mathcal{C}^3} < \varepsilon \) with \( \varepsilon \in (0, \varepsilon_0) \). Let \( \alpha \) be the common boundary point of \( J_0 \) and \( J_1 \). Let \( Q \) denote a small neighbourhood of \( \alpha \), so that \( f(Q \cap J_0) = Q \cap J_1 \). A straightforward calculation using the Taylor series of \( f \) on \( Q \) shows that there exists a constant \( C > 0 \) and \( f_1 \in \mathcal{C}^3(Q) \), so that \( \| f - f_1 \|_{\mathcal{C}^3} < C \varepsilon \), and \( f_1|_{J_0 \cap Q} \circ f_1|_{J_0 \cap Q} = g|_{J_0 \cap Q} \). Let \( \delta > 0 \) be so small that the interval \( (1 + \delta)^{-1}Q = \{ x \in I : |x - a| < (1 + \delta)/2 \} \), where \( a \) is the midpoint of \( Q \), is a neighbourhood of \( \alpha \). Now, approximate \( f \) by \( f_2 \in \mathcal{C}^3(I) \), so that \( \| f - f_2 \|_{\mathcal{C}^3} < C \varepsilon \), so that \( f_2 = f_1 \) on \( (1 + \delta)^{-1}Q \). Finally, let \( x_0 \) be a point in \( (1 + \delta)^{-1}Q \cap J_1 \), and let \( x_1 \in \partial J_1 - \{ \alpha \} \). Let \( X = (f_2|_{J_0})^{-1}(x_0, x_1) \). There exists a constant \( C_1 > 0 \), so that we can approximate \( f_2 \) on \( (x_0, x_1) \) by \( f_3 \in \mathcal{C}^3((x_0, x_1)) \) so that \( f_3 \circ f_2 \mid X = g \mid X \). Note that since the critical values of \( f_3 \) are not close to \( x_1 \), we do not need to change \( f \) in a small neighbourhood of \( x_1 \). By construction, \( f_3 \) extends to a \( \mathcal{C}^3(\bar{I}) \) mapping

\[
f_4(x) := \begin{cases} f_2(x), & x \in I \setminus (x_0, x_1) \\ f_3(x), & x \in (x_0, x_1), \end{cases}
\]

\( f_4 \circ f_4|_{J_0} = g \) and, provided that \( \varepsilon_0 \) was chosen sufficiently small, \( f_4 \in W \).

**Proof of Theorem C.** Suppose that \( f \in \mathbb{A}_k^3(I), k > 3 \), is a mapping with zero topological entropy, and which is infinitely renormalizable at a critical point \( c \). As usual, throughout the proof, \( \mathcal{R} \) denotes the renormalization operator with period-doubling combinatorics determined by the combinatorics of restrictive intervals for \( f \) about \( c \). By Theorem 2.4, for \( N \in \mathbb{N} \) sufficiently large, there exists \( W \subset \mathbb{A}_k^3(I) \), a small open neighbourhood of \( f \) chosen so that each \( g \in W \) has an asymptotically holomorphic polynomial-like renormalization \( \mathcal{R}^N g = G : U_G \rightarrow V_G \). Let \( W' = \mathcal{R}^N(W) \) and \( F = \mathcal{R}^N f \).

By Proposition 4.16, to show that there are mappings with positive entropy and mappings with finitely many periods in \( W' \), it is enough to show that there exists an analytic polynomial-like mapping arbitrarily close to \( F : U \rightarrow V \) in the \( \mathcal{C}^k \)-topology on the real line. As in the proof of Proposition 5.15, it is sufficient to prove that we can approximate \( F \) by a polynomial-like mapping in the \( \mathcal{C}^0 \) topology on a complex neighbourhood of the interval.

Let \( n \in \mathbb{N} \). There exists a \( b_1 \)-tuple \( b_1 \) with all entries even so that \( \mathcal{R}^n(F) = F_n : U_n \rightarrow V_n \), is an asymptotically holomorphic polynomial-like mapping of type \( b_1 \). Associated to \( b_1 \), there is a family of polynomials \( P \), and \( \beta > 0 \) so that by Lemma 5.12, for any \( \varepsilon_1 > 0 \), there exists a mapping \( G_n : I \rightarrow I \) in the Epstein class, \( \mathcal{E}_{\beta, P} \), so that \( \|G_n - F_n\|_{\mathcal{C}^k(I)} < \varepsilon_1 \). Moreover, by the claim in the proof of Proposition 5.15, as \( n \rightarrow \infty \), \( F_n \rightarrow K \) in \( \mathcal{C}^0(U_n^c) \), where \( U_n^c = F_n^{-1}(U_n) \). The mappings in \( K \) are analytic, so for \( n \) sufficiently large, if \( G_n \) is sufficiently close to \( F_n \) in \( \mathcal{C}^k(I) \), then \( G_n \) is close to \( K \) in \( \mathcal{C}^0(X) \), where \( X \) is the open neighbourhood of the interval given by Lemma 5.13. Then, since the mappings in \( K \) are polynomial-like mappings, for some \( M \in \mathbb{N} \cup \{ 0 \} \), uniformly bounded in \( \beta \), \( \mathcal{R}^M G_n : U_{RM} \rightarrow V_{RM} \), is a polynomial-like mapping. Moreover, since we can take \( \varepsilon_1 \) as small as we like, by continuity of the renormalization operator in the \( \mathcal{C}^k \) topology, see [3, the appendix], we can assume that \( \mathcal{R}^M G_n \in \mathcal{R}^{n+M}(W) \), and now we can conclude the proof as in Theorem 5.6.

**5.5.1. Proof of Theorem D.** The key step in the proof is the construction of a codimension-\( b \) manifold consisting of mappings that are infinitely renormalizable at one critical point, and whose remaining critical points are periodic.
As usual, we say that a critical point \( c \) of \( f \) is non-degenerate if \( D^2f(c) \neq 0 \). Let \( b \in \mathbb{N} \), and \( \mathcal{A}_{\text{even}, b}(I) = \bigcup_{2} \mathcal{A}_{2}^{c}(I) \), where the union is taken over all \( b \)-tuples \( b \) with all entries even.

**Lemma 5.17.** Let \( r = 3 + \alpha \), where \( \alpha > 0 \). The set of mappings with all critical points non-degenerate is open and dense in \( \Gamma_{\mathcal{A}_{\text{even}, b}}(I) \).

**Proof.** Let \( 2 \) denote the \( b \)-tuple where every entry is a two. It is well-known that the set \( \mathcal{A}_{r}^{c}(I) \) of mappings with all critical points non-degenerate is open and dense in the space \( \mathcal{A}_{\text{even}, b}(I) \), [56]. Thus the set of mappings with all critical points non-degenerate is relatively open in \( \Gamma_{\mathcal{A}_{\text{even}, b}}(I) \).

We will now prove density. Let us assume that \( f \) has exactly one solenoidal attractor, the case when it has more than one is similar. Let \( f \in \Gamma_{\mathcal{A}_{\text{even}, b}}(I) \), and let \( \mathcal{U} \) be an open neighbourhood of \( f \). Let \( c \) be a critical point at which \( f \) is infinitely renormalizable. Let \( J_i \ni c \) be a restrictive interval of period \( 2^m \). Then for \( n \) sufficiently large, we have that each interval \( J_i^n = \text{Comp}_f(c)f^{-(2^m-1)}(J_i) \), \( i \in \{0,1,\ldots,2^n-1\} \), contains at most one critical point. Moreover, by Lemma 5.4, there exists a neighbourhood \( \mathcal{U} \subset \mathcal{A}_{\text{even}, b}(I) \) of \( f \) so that \( \cup_{i=1}^{2^n-1} J_i^n \) persists over \( \mathcal{U} \). By Theorem 5.3, and the fact that the set of mappings with a non-degenerate critical point is open and dense, we can approximate \( f \) by mappings \( f_0, f_1 \in \mathcal{U} \cap \mathcal{A}_{b}(I) \), where \( f_0 \) is in the interior of mappings with zero entropy and \( f_1 \) has positive entropy. Let \( P(x) = x^2 \). Since \( f_0, f_1 \in \mathcal{U} \), we can express \( \mathcal{R}^{2^m}(f_0) = h_{0,b} \circ P \circ h_{0,b-1} \circ P \circ \cdots \circ h_{0,1} \circ P \), and \( \mathcal{R}^{2^m}(f_1) = h_{1,b} \circ P \circ h_{1,b-1} \circ P \circ \cdots \circ h_{1,1} \circ P \), where each \( h_{i,j} : I \rightarrow I, i \in \{0,1\} \) and \( j \in \{1, \ldots, b\} \), is a \( C^r \) diffeomorphism of the interval. Now, for each \( j \in \{1,2,\ldots,b\} \), let \( h_{\lambda}^j : I \rightarrow I, 0 \leq \lambda \leq 1 \) be a path of diffeomorphisms between \( h_{0,j} \) and \( h_{1,j} \). Thus we obtain a path \( F_\lambda^J = h_{\lambda}^j \circ P \circ \cdots \circ h_{\lambda}^1 \circ P \) of multimodal mappings from \( \mathcal{R}^{2^m}(f_0) \) to \( \mathcal{R}^{2^m}(f_1) \). Moreover, we can assume that the diameter of the path is as small as we like by choosing \( f_0, f_1 \) close enough to \( f \). Taking the preimage of the path under \( \mathcal{R}^{2^m} \), we obtain a path \( f_\lambda \) from \( f_0 \) to \( f_1 \), which crosses \( \Gamma \mathcal{A}_{r,b} \). Thus there exists a mapping with all critical points non-degenerate arbitrarily close to \( f \).

When \( f \) has more than one solenoidal attractor, we have to choose the mapping in the interior of zero entropy as we did at the end of Theorem 5.6.

We will make use of the period-doubling renormalization operator acting on unimodal mappings with non-degenerate critical points [12]. Let \( \alpha > 0 \). We let \( \mathcal{A}^{2+\alpha}(I) \) be the space of unimodal \( C^{2+\alpha}(I) \) mappings on the interval with a non-degenerate critical point. The period-doubling renormalization operator acting on the \( C^{2+\alpha}(I) \) has a unique fixed point, \( f_* \). By Sullivan’s complex bounds [54], we can regard \( f_* \) as a quadratic-like germ. Moreover, at \( f_* \), the renormalization operator is hyperbolic. Let \( u_* \) denote the unstable vector at \( f_* \). The next proposition describes the stable manifold.

**Proposition 5.18** [12]. Let \( \alpha > 0 \). The local stable set of \( f_* \), \( W^s_{\alpha, 2+\alpha} \subset \mathcal{A}^{2+\alpha}(I) \) is a codimension-one, \( C^1 \)-submanifold.

Let us say that a multimodal mapping of type \( b \), with critical points \( \{c_1, c_2, \ldots, c_b\} \) has combinatorics \( c_0^b \) if \( b - 1 \) of its critical points are contained in a periodic cycle and at the remaining critical point, say \( c_0 \), \( f \) is infinitely renormalizable with period-doubling combinatorics.

**Lemma 5.19** [15, Proposition 8.7]. For real numbers \( r > s + 1 \geq 2 \), the composition operator from \( C^r \times C^s \rightarrow C^s \) is a \( C^1 \) mapping.
PROPOSITION 5.20 (c.f. [15, Theorem 9.1]). For every $r > 3$, if $f$ has combinatorics $\alpha^0$, then the connected component containing $f$ of the topological conjugacy class of $f$ is an embedded, codimension-$b$, $C^1$, Banach submanifold of the space of smooth multimodal mappings.

Proof. Let $\alpha > 0$ be so that $r = 3 + \alpha$, and choose $0 < \alpha' < \alpha$. By Proposition 5.18, the local stable manifold through $f_s$ in the space $C^{2+\alpha'}$ is a codimension-one $C^1$-submanifold. Let us denote it by $W^{s,2+\alpha'}_\varepsilon$. We may assume that $\varepsilon > 0$ so small that the vector $u_s \in T_{f_s} A^{l}_2(I)$ is transversal to the local stable set $W^{s,2+\alpha'}(f_s)$ at each $f \in W^{s,2+\alpha'}(f_s)$.

Let $g \in W^{s,3+\alpha}(f_s)$, the stable set of $f_s$ in $A^{3+\alpha}_2(I)$. There exists $N = N(g) > 0$ so large that

$$\mathcal{R}^N(g) \in W^{s,3+\alpha}_\varepsilon(f_s) \subset W^{s,2+\alpha'}(f_s).$$

Since $v = u_s$ is transversal at $\mathcal{R}^N(g) \in W^{s,2+\alpha'}(f_s)$, there exist a small open set $\mathcal{O}_0 \subset A^{3+\alpha}_2(I)$ containing $\mathcal{R}^N(f_0)$ and a $C^1$ function $\Phi: \mathcal{O}_0 \to \mathbb{R}$ such that $\Phi^{-1}(0) = W^{s,2+\alpha'}(f_s) \subset \mathcal{O}_0$ for which $0 \in \mathbb{R}$ is a regular value and $D\Phi(\mathcal{R}^N(g))v \neq 0$.

By Lemma 5.19, the operator $\mathcal{R}^N$ is a $C^1$ map from $A^{3+\alpha}_2(I)$ into $A^{2+\alpha'}_2(I)$. Let $\mathcal{O}_1 \subset A^{3+\alpha}_2(I)$ be an open set containing $g$ such that $\mathcal{R}^N(\mathcal{O}_1) \subset \mathcal{O}_0$. We want to show that $0 \in \mathbb{R}$ is a regular value for $\Phi \circ \mathcal{R}^N: \mathcal{O}_1 \to \mathbb{R}$. Defining $g_t = \mathcal{R}^N(g) + tv$, with $|t|$ small, we get a $C^1$ family $\{g_t\}$ of mappings in $A^{3+\alpha}_2(I)$, which is transversal to $W^{s,2+\alpha'}(f_s)$ at $g_0 = \mathcal{R}^N(g)$.

CLAIM. There exists a $C^1$ family $\{G_t\} \subset A^{3+\alpha}_2(I)$ such that for all small $t$ we have $\mathcal{R}^N(G_t) = g_t$. Moreover, for each of the $b-1$ critical points $c_t$ of $G_t$ which do not correspond to the critical point $c_0$ of $g$, the itinerary of $c_t$ is the same as the itinerary of $c$, where $c_t \in \text{Crit}(G_t)$ naturally corresponds to $c \in \text{Crit}(G)$.

Proof of Claim. First note that $g_t = h_t \circ g_0$ where each $h_t \in C^k(I)$ is a diffeomorphism. Since $\mathcal{R}^N(g) = g_0$, there exist $p > 0$ and closed, pairwise disjoint intervals $0 \in \Delta_0, \Delta_1, \ldots, \Delta_{p-1} \subset I$ with $G(\Delta_i) \subset \Delta_{i+1}$ for $0 \leq i \leq p - 1$, and $G(\Delta_{p-1}) \subset \Delta_0$, such that

$$g_0 = \Phi^{-1}(0) = \Lambda_{G_t}^{-1} \circ G_t \circ \Lambda_{G},$$

where $\Lambda_{G_t}: I \to \Delta_0$ is an affine mapping.

Let $h_t: \Delta_0 \to \Delta_0$ be the $C^k$ diffeomorphism given by $h_t = \Lambda_{G_t} \circ h_t \circ \Lambda_{G}^{-1}$. Let $\Delta_{-1}$ denote the union of immediate basins of attraction of super-attracting cycles of $G$. Consider a $C^k$ extension of $h_t$ to a diffeomorphism $H_t: I \to I$ with the property that $H_t|_{\Delta_i}$ is the identity for all $i \neq 0$. Then let $G_t \in A^{3+\alpha}_2(I)$ be the map $G_t = H_t \circ f$. Note that $G_t(0) = G(0)$ for all $0 \leq i \leq p$, that $G_t$ is $N$-times renormalizable under $\mathcal{R}$ and that $\mathcal{R}^N(G_t) = h_t \circ g_0 = g_t$. \(\square\)

Now let us show that the claim proves the proposition. Observe that the condition that $b-1$ of the critical points of $g$ lie in an periodic cycle defines a codimension $b-1$ subspace of $A^{3+\alpha}_2(I)$. Setting

$$w = \frac{d}{dt} \bigg|_{t=0} G_t,$$

we obtain that

$$D(\Phi \circ \mathcal{R}^N)(G)w = D\Phi(g_0)v \neq 0.$$}

Therefore, $\Phi \circ \mathcal{R}^N$ is a $C^1$ local submersion at $G$. By the Implicit Function Theorem, $(\Phi \circ \mathcal{R}^N)^{-1}(0)$ is a codimension-one, $C^1$ Banach submanifold of $\mathcal{O}_1$ an open subset of $A^{3+\alpha}_2(I)$. Furthermore, if $h \in (\Phi \circ \mathcal{R}^N)^{-1}(0)$, then $\mathcal{R}^N(h) \in W^{s,2+\alpha'}(f_s)$, and so $h$ belongs to the global stable set $W^{s,r}(f_s)$. By Proposition 5.15, we have that $h$ in fact belongs to $W^{s,r}(g)$. The proposition follows.
Proof of Theorem D. By Lemma 5.17, we have that the family of mappings with all critical points non-degenerate is open and dense in \( \Gamma = \Gamma_{A_{\epsilon}^{\infty}}(I) \). Let \( \Gamma_1 \) be the subset of mappings in \( \Gamma \) that has exactly one solenoidal attractor. Arguing as in the proof of Theorem 5.7, using Theorem C in place of Theorem A, we have that \( \Gamma_1 \) is open and dense in \( \Gamma \). Let \( \mathcal{X} \subset \Gamma \) denote the open, dense set of mappings with all critical points non-degenerate and exactly one solenoidal attractor. We need to show that any mapping \( f \in \mathcal{X} \) can be approximated by mappings in \( \Gamma \) with exactly one solenoidal attractor containing exactly one critical point, which is non-degenerate.

Let \( c \) be a recurrent critical point of \( f \) such that \( \omega(c) \) is a solenoidal attractor, and let \( F: U \to V \) be an asymptotically holomorphic polynomial-like renormalization of \( f \) at \( c \). By Proposition 5.15, there exists a compact set of polynomial-like germs \( \{f_n\} \) such that for all \( \varepsilon > 0 \) and all \( n \) sufficiently large

\[
\| R^n(F) - f_n\|_{C^r(I)} < \varepsilon,
\]

which are infinitely renormalizable with the same combinatorics as \( R^n(F) \). By Theorem B, we have that we can approximate each \( f_n \) by polynomial-like germs \( g_m \) which are infinitely renormalizable at one critical point and with \( b - 1 \) periodic critical points. By Proposition 5.20 for each \( g_m \), there is a codimension-b submanifold, \( \mathcal{H}_{g_m} \), of \( A_{2,b}^r(I) \) consisting of mappings topologically conjugate to \( g_m \), and any sequence of mappings, \( g_m \in \mathcal{H}_{g_m} \), accumulates on the topological conjugacy class of \( f_n \) in \( A_{2,b}^r(I) \). Arguing as in the proof of Theorem C any mapping in the topological conjugacy class of \( f_n \) in \( A_{2,b}^r(I) \) can be approximated by such mappings, \( g_m \).

By Theorem 2.6, for \( \varepsilon > 0 \), sufficiently small, these manifolds laminate \( B_{\varepsilon}(f_n) \subset A_{\epsilon}^{\infty,b}(I) \). So for any neighbourhood \( U' \subset A_{\epsilon}^{\infty,b}(I) \) of \( F \), there exists \( n \) so that \( R^n(U' \cap \mathcal{T}_n) \) intersects such a topological conjugacy class, where \( \mathcal{T}_n \) is the set of mappings which are \( n \) times renormalizable. We can conclude by arguing as in the proof of Theorem 5.6.

Finally we obtain:

THEOREM 5.21. Let \( r > 3 \) and \( b \in \mathbb{N} \). Let \( b \) be a \( b \)-tuple consisting of even integers. Each connected component of \( \Gamma_{A_{\epsilon}^{\infty}}(I) \) is locally connected.

Proof. Let \( \Gamma \) denote a connected component of \( \Gamma_{A_{\epsilon}^{\infty}}(I) \), and suppose that there exists \( f \in \Gamma \), so that \( \Gamma \) is not locally connected at \( f \). Then there is an arbitrarily small open set \( V \subset A_{\epsilon}^{\infty}(I) \), with \( f \in V \), such that for every open set \( U \subset V \), with \( U \ni f \), we have that \( U \cap \Gamma \) is not connected. Take \( \varepsilon > 0 \) small enough so that \( B_{\varepsilon}(f) \subset V \), and set \( U = B_{\varepsilon}(f) \). Since \( \Gamma \) is a closed set that is not locally connected at \( f \), \( \Gamma \cap U \) has infinitely many components: If \( \Gamma \cap U \) contains only finitely many components, \( \Gamma_0 \cup \cdots \cup \Gamma_k \), with \( f \in \Gamma_0 \), then \( \Gamma_1 \cup \cdots \cup \Gamma_k \) is a relatively closed subset of \( U \), but now, there is an open set \( U' \subset U \) so that \( U' \cap \Gamma_0 = \Gamma_0 \) is connected, which contradicts the choice of \( U \). Thus we have that \( \Gamma \cap U \) contains infinitely many connected components, which must accumulate on \( f \).

Since \( \Gamma \) is connected, by Theorem D, there are codimension-one components \( \Gamma_n \) of \( \Gamma \cap U \), so that \( \text{dist}(\Gamma_n, f) \) is arbitrarily small, and with \( \text{diam}(\Gamma_n) \geq \varepsilon / 2 \), since they must connect points close to \( f \) with points outside \( B_{\varepsilon}(f) \). Even more, since by Theorem C, \( U \setminus \Gamma \) consists of two open sets, one in the interior of mappings with zero entropy, and one consisting of mappings with positive entropy, we have that for each \( n \) sufficiently big \( \partial(B_{\varepsilon/4}(f) \cap \Gamma_n) \subset \partial B_{\varepsilon/4}(f) \).

Let \( Z \subset \Gamma \) denote the set of mappings with exactly one solenoidal attractor, which contains exactly one non-degenerate critical point and no others. By Theorem D, we have that \( Z \) is a union of codimension-one open sets, which is dense in \( \Gamma \).

Suppose first that \( f \in Z \). Then there is a neighbourhood \( U_1 \) of \( f \), and a renormalization \( R^n \), so that \( R^n(U_1) \) is contained in the space of asymptotically holomorphic polynomial-like
mappings with non-degenerate critical points. Moreover, taking a deeper renormalization if necessary, we can assume that \( R^n(U_t) \) is contained in an arbitrarily small neighbourhood of the quadratic-like fixed point of renormalization.

By the claim in the proof of Proposition 5.20, there exists a \( \varepsilon' > 0 \) and a neighbourhood \( N \) of \( f \) in \( Z \) so that for each \( g \in N \), there is a transverse family \( \{g_t\}_{|t|<\varepsilon'} \) to \( g = g_0 \), so that \( R^n(g_t), |t|<\varepsilon' \), is a transverse family to the local stable manifold of renormalization, and \( R^n' \) is injective on \( \{g_t\}_{|t|<\varepsilon'} \). But now, since each \( \Gamma_n \) has codimension-one, and they accumulate on \( f \), there exist arbitrarily large \( n \) so that \( g_0 \) close to \( f \), \( \Gamma_n \cap \{g_t\}_{|t|<\varepsilon'} \neq \emptyset \). So, since having exactly one solenoidal attractor is an open property in \( \Gamma \), there exist \( g_n \in \Gamma_n \cap \{g_t\}_{|t|<\varepsilon'} \), converging to \( f \), so that \( R^{n'}(g_n) \) is an infinitely renormalizable quadratic-like mapping. This contradicts the injectivity of \( R^n \) on each transverse family. Thus \( \Gamma \) is locally connected at \( f \in Z \).

Now assume that \( f \) is an arbitrary mapping in \( \Gamma \). In each \( \Gamma_n \), there is a dense set of relatively open manifolds consisting of mappings in \( Z \). Since each \( \Gamma_n \) has the property that \( \partial(B_{1/4}(f) \cap \Gamma_n) \subset \partial B_{1/4}(f) \), we have that the set \( \mathcal{Y} \) of all limit points of the \( \Gamma_n \) contains a codimension-1 connected submanifold of \( \Gamma \), contained in \( \mathcal{H} \cap \Gamma \). Thus \( Z \) is dense in \( \mathcal{Y} \), and points in \( Z \subset \mathcal{Y} \) are accumulated by points in \( \Gamma_n \). But this contradicts the fact that \( \Gamma \) is locally connected at \( f \in Z \).

**Acknowledgements.** The authors would like to thank Henk Bruin for several helpful comments. The authors are grateful to Sebastian van Strien for suggesting this problem and for numerous inspiring conversations while this work was being carried out.

**References**

1. A. Avila and M. Lyubich, ‘The full renormalization horseshoe for unimodal maps of higher degree: exponential contraction along hybrid classes’, *Publ. Math. Inst. Hautes Études Sci.*, 114 (2011) 171–223.
2. A. Avila, M. Lyubich and W. de Melo, ‘Regular or stochastic dynamics in real analytic families of unimodal maps’, *Invent. Math.*, 154 (2003) 451–550.
3. A. Avila, W. de Melo and M. Martens, ‘On the dynamics of the renormalization operator’, *Global analysis of dynamical systems* (eds H. W. Broer, B. Krauskopf and G. Vegter; Taylor and Francis, Milton Park, 2001) 449–460.
4. L. Block and D. Hart, ‘The bifurcation of periodic orbits of one-dimensional maps’, *Ergodic Theory Dynam. Systems* 2 (1982) 125–129.
5. B. Branner and J. H. Hubbard, ‘The iteration of cubic polynomials I: the global topology of parameter space’, *Acta Math.*, 160 (1998) 143–206.
6. H. Bruin and S. van Strien, ‘Monotonicity of entropy for real multimodal maps’, *J. Amer. Math. Soc.*, 28 (2015) 1–61.
7. H. Bruin and S. van Strien, ‘On the structure of isentropes of polynomial maps’, *Dyn. Syst.* 28 (2013) 381–392.
8. T. Clark, E. de Faria and S. van Strien, ‘Dynamics of asymptotically holomorphic polynomial-like maps’, Preprint, 2018, arXiv:1804.06122 [math.DS].
9. T. Clark and S. van Strien, ‘Quasisymmetric rigidity in dimension-one’, Preprint, 2018, arXiv:1805.09284 [math.DS].
10. T. Clark, S. van Strien and S. Trejo, ‘Complex bounds for real maps’, *Comm. Math. Phys.*, 355 (2017) 1001–1119.
11. P. Coullet and C. Tresser, ‘Étations d’endomorphismes et groupe de renormalisation’, *J. Phys. Colloque* C5 (1978) 5–25.
12. A. M. Davie, ‘Period doubling for \( C^{2+\varepsilon} \) mappings’, *Comm. Math. Phys.* 176 (1996) 261–272.
13. A. Douady and J. H. Hubbard, ‘On the dynamics of polynomial-like mappings’, *Ann. Sci. Éc. Norm. Supér.* (4) 18 (1985) 287–343.
14. E. de Faria and W. de Melo, ‘Rigidity of critical circle mappings I’, *J. Eur. Math. Soc.* 1 (1999) 339–392.
15. E. de Faria, W. de Melo and A. Pinto, ‘Global hyperbolicity of renormalization for \( C^r \) unimodal mappings’, *Ann. of Math.* (2) 164 (2006) 731–824.
16. M. J. Feigenbaum, ‘Quantitative universality for a class of nonlinear transformations’, *J. Stat. Phys.* 19 (1978) 25–52.
17. M. J. Feigenbaum, ‘The universal metric properties of nonlinear transformations’, *J. Stat. Phys.* 21 (1979) 669–706.
18. B. FRIEDMAN and C. TRESSER, ‘Comb structure in hairy boundaries: some transition problems for circle maps’, Phys. Lett. A 117 (1986) 15–22.
19. P. GUARINO, M. MARTENS and W. DE MELO, ‘Rigidity of circle maps’, Duke Math. J. 167 (2018) 2125–2188.
20. P. GUARINO and W. DE MELO, ‘Rigidity of smooth critical circle maps’, J. Eur. Math. Soc. 19 (2017) 1729–1783.
21. J. GRACZYK and G. ŚWIĄTEK, ‘Generic hyperbolicity in the logistic family’, Ann. of Math. (2) 146 (1997) 1–52.
22. J. GRACZYK, D. SANDS and G. ŚWIĄTEK, ‘Decay of geometry for unimodal maps: negative Schwarzian case’, Ann. of Math. (2) 161 (2005) 613–677.
23. B. HASSELBLATT and A. KATOK, Introduction to the modern theory of dynamical systems (Cambridge University Press, Cambridge, 1997).
24. J. HU and C. TRESSER, ‘Period doubling, entropy and renormalization’, Fund. Math. 155 (1998) 237–249.
25. V. JIMÉNEZ LÓPEZ, ‘Period doubling is the boundary of chaos and order in the $C^1$ topology of interval maps’, Nonlinearity 15 (2002) 817–839.
26. V. JIMÉNEZ LÓPEZ and L. SNOHA, ‘All maps of type $2^2n$ are boundary maps’, Proc. Amer. Math. Soc. 125 (1997) 1667–1673.
27. P. E. KLOEDEN, ‘Chaotic difference equations are dense’, Bull. Austral. Math. Soc. 15 (1976) 371–379.
28. O. KOZLOVSKI, W. SHEN and S. VAN STRIEN, ‘Rigidity for real polynomials’, Ann. of Math. (2) 165 (2007) 749–841.
29. O. KOZLOVSKI, W. SHEN and S. VAN STRIEN, ‘Density of hyperbolicity in dimension one’, Ann. of Math. (2) 166 (2007) 145–182.
30. O. E. LANFORD III, ‘A computer assisted proof of the Feigenbaum Conjecture’, Bull. Amer. Math. Soc. (N.S.) 6 (1984) 427–434.
31. J. Llibre and M. MISUEREWICZ, ‘Horseshoes, entropy and periods for graph maps’, Topology 32 (1993) 649–664.
32. M. Lyubich, ‘Teichmüller space of fibonacci maps’, New trends in one-dimensional dynamics, Springer Proceedings in Mathematics & Statistics, 285 (eds M. Pacífico and P. Guarino; Springer, Cham (2019)).
33. M. Lyubich, ‘Dynamics of quadratic polynomials I-II’, Acta Math. 178 (1997) 185–297.
34. M. Lyubich, ‘Feigenbaum-Coullet-Tresser universality and Milnor’s Hairiness conjecture’, Ann. of Math. (2) 149 (1999) 319–420.
35. R. S. Mackay and C. Tresser, ‘Transition to topological chaos for circle maps’, Physica D 19 (1986) 206–237.
36. R. S. Mackay and C. Tresser, ‘Boundary of topological chaos for bimodal maps of the interval’, J. Lond. Math. Soc. 37 (1988) 164–181.
37. W. de Melo and S. van Strien, One dimensional dynamics (Springer, Berlin, 1993).
38. C. T. Mcmullen, Complex dynamics and renormalization, Annals of Mathematics Studies 135 (Princeton University Press, Princeton, NJ, 1994).
39. C. T. Mcmullen, Renormalization and 3-manifolds which fiber over the circle, Annals of Mathematics Studies 142 (Princeton University Press, Princeton, NJ, 1996).
40. J. Milnor and W. Thurston, ‘On iterated maps of the interval’, Dynamical systems, Lecture Notes in Mathematics 1342 (ed. J. C. Alexander; Springer, Berlin, 1988) 465–563.
41. J. Milnor and C. Tresser, ‘On entropy and monotonicity for real cubic maps, with an appendix by Adrien Douady and Pierrette Sentenc’, Comm. Math. Phys. 209 (2000) 123–178.
42. M. MisuReWicZ, ‘Horseshoes for mappings of the interval’, Bull. Acad. Pol. Ser. Sci. Math. 27 (1979) 167–169.
43. M. MisuReWicZ, ‘Structure of mappings of an interval with zero entropy’, Publ. Math. Inst. Hautes Études Sci 53 (1981) 5–16.
44. M. MisuReWicZ and W. Szlenk, ‘Entropy of piecewise monotone mappings’, Studia Math. 67 (1980) 45–63.
45. M. V. Otero-Espinar and C. Tresser, ‘Global complexity and essential simplicity: a conjectural picture of the boundary of chaos for smooth endomorphisms of the interval’, Physica D 39 (1989) 163–168.
46. W. Shen, ‘On the measurable dynamics of real rational functions’, Ergodic Theory Dynam. Systems 23 (2003) 957–983.
47. W. Shen, ‘On the metric properties of multimodal interval maps and the $C^2$ density of Axiom A’, Invent. Math. 156 (2004) 301–403.
48. W. Shen and M. Todd, ‘Real $C^k$ Koebe principle’, Fund. Math. 185 (2005) 61–69.
49. D. SmàNia, ‘Complex bounds for multimodal maps: bounded combinatorics’, Nonlinearity 14 (2001) 1311–1330.
50. D. SmàNia, ‘Phase space universality for multimodal maps’, Bull. Braz. Math. Soc. (N.S.) 36 (2005) 225–274.
51. D. SmàNia, Renormalization theory for multimodal maps, Preprint, 2016, arxiv:math/0102129 [math.DS].
52. D. SmàNia, ‘Shy shadows of infinite-dimensional partially hyperbolic invariant sets’, Ergodic Theory Dynam. Systems 39 (2019) 1361–1400.
53. D. SmàNia, ‘Solenoidal attractors with bounded combinatorics are shy’, Ann. of Math. (2) 191 (2020) 1–79.
54. D. Sullivan, ‘Bounds, quadratic differentials and renormalization conjectures’, Mathematics into the twenty-first century, American Mathematical Society Centennial Publications II (ed. F. E. Browder; American Mathematical Society, Providence, RI, 1992) 417–466.
55. C. Tresser and P. Coullet, ‘Itérations d’endomorphismes et groupe de renormalisation’, C. R. Acad. Sci. Paris 287A (1978) 577–580.
56. C. T. C. Wall, Differential topology (Cambridge University Press, Cambridge, 2016).
57. K. Yano, ‘A remark on the topological entropy of homeomorphisms’, Invent. Math. 59 (1980) 215–220.

Trevor Clark
School of Mathematics and Statistics
The Open University
Walton Hall
Milton Keynes MK7 6AA
United Kingdom

trevor.clark@open.ac.uk

Sofía Trejo
Instituto Tecnológico Autónomo de México
ITAM
Río Hondo 1
Mexico City CDMX 01080
Mexico

sofia.trejo@itam.mx