MIXING IS HARD FOR TRIANGLE-FREE REFLEXIVE GRAPHS

HYOBEEN KIM, JAE-BAEK LEE, AND MARK SIGGERS

Abstract. In the problem Mix(H) one is given a graph G and must decide if the Hom-graph Hom(G, H) is connected. We show that if H is a triangle-free reflexive graph with at least one cycle, Mix(H) is coNP-complete. The main part of this is a reduction to the problem NonFlat(H) for a simplicial complex H, in which one is given a simplicial complex G and must decide if there are any simplicial maps φ from G to H under which some 1-cycles of G maps to homologically nontrivial cycle of H. We show that for any reflexive graph H, if the clique complex H of H has a free, nontrivial homology group H_1(H), then NonFlat(H) is NP-complete.

1. Introduction

In the last 15 years there have been several papers looking at the ‘reconfiguration’ and ‘mixing’ variations of the classical graph colouring, and of the more general graph homomorphism, or H-colouring, problem. See [11] for a survey of recent results in the area.

These variations of the H-colouring problem have a common presentation in terms of the ‘Hom-graph’. A homomorphism φ: G → H from a graph G to a graph H is an edge preserving vertex map. As a homomorphism from a graph G to K_k is a k-colouring of G, a homomorphism to H is also called an H-colouring of G. Given graphs G and H, Hom(G, H) is the set of H-colourings of G. The Hom-graph Hom(G, H) is the graph on the vertex set Hom(G, H) in which two vertices φ, ψ ∈ Hom(G, H) are adjacent if for all edges uv of G, φ(u)ψ(v) is an edge of H.

While the well known H-colouring problem Hom(H) asks for an instance graph G if the Hom-graph Hom(G, H) contains any vertices, the H-mixing problem asks if Hom(H) is connected.

Problem (Mix(H)).

Instance: A graph G.
Decision: Is Hom(G, H) connected?

The H-reconfiguration (or H-recolouring) problem asks if two vertices of the graph Hom(G, H) are in the same component.
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1The two problems, defined differently, coincide for graph, but not for digraphs. The distinction is addressed in [11].
Problem (Recon($H$)).

*Instance:* A graph $G$ and $f, g \in \text{Hom}(G, H)$.

*Decision:* Is there a path in $\text{Hom}(G, H)$ between $f$ and $g$?

Homomorphisms, the Hom-graph, and the above problems can be defined for all relational structures, not just graphs, and it is well known ([4],[13]) that the problem Hom($H$) is in NP for any finite structure $H$, and is either in P or is NP-complete. The problems Recon($H$) and Mix($H$) are not generally in NP, but in PSPACE. Indeed a path between homomorphisms can be verified one edge at a time in polynomial space, showing that Recon($H$) is in PSPACE and observing that this can be done for every pair of homomorphisms shows that Mix($H$) is also in PSPACE.

In [6], these problems were addressed for binary relational structures $H$. In this setting the $H$-reconfiguration problem was shown to exhibit dichotomy. Depending on $H$, Recon($H$) is either polynomial time solvable or PSPACE-complete. Once Recon($H$) is known to be polynomial time solvable for a given structure $H$, the problem Mix($H$) drops into the complexity class coNP, as we now have a polynomial certificate of the disconnectedness of $\text{Hom}(G, H)$. In [6], the authors went on to conjecture a trichotomy for Mix($H$) for binary relational structures $H$: depending on $H$, Mix($H$) is polynomial time solvable, coNP-complete, or PSPACE-complete. They conjecture a classification for the trichotomy, and gave strong evidence supporting it.

The expectation is that with graphs $H$ we should have a similar complexity breakdown--a dichotomy between P and PSPACE-complete for Recon($H$), and a trichotomy between P, coNP-complete, and PSPACE-complete for Mix($H$). The graphs for which the problems are PSPACE-complete should coincide. Though it seems premature to suggest a classification of the graphs $H$ for which these problems fall into the respective complexity classes, some discussion of this is given in [8] for Recon($H$). The proofs in [8] are very topological, and suggest the topology of $H$ may play an important role in the complexity of Recon($H$). Indeed, the Hom-graph was originated to apply topological ideas to graph colouring problems, so topological methods are perhaps inevitable.

There are few results about the complexity of mixing for graphs. Recall that a graph in which every vertex has a loop is reflexive and a graph in which no vertices have loops is irreflexive. For irreflexive graphs, it was shown in [5] that Mix($K_3$) is coNP-complete, and recently in [2] this was extended to all odd cycles. Nothing yet has been proved for reflexive graphs, but there is one basic result from the literature. From [3], we have that if a reflexive graph $H'$ dismantles to $H$, then $\text{Hom}(G, H')$ has the same number of components as $\text{Hom}(G, H)$ for all $G$. So the complexity of Mix($H'$) is the same as that of Mix($H$). From this we conclude that Mix($H$) is trivial for any (reflexive) dismantlable graph $H$.

In the case of the reconfiguration problem one finds a parallel between results for reflexive graphs and irreflexive graphs, and the topological techniques used are ‘cleaner’ in the reflexive setting, so we start there. The result from [2] that Mix($C$) is coNP-complete for any irreflexive odd cycle $C$ suggests, through this parallel, that Mix($C$) should also be coNP-complete for $C$ being any reflexive cycle of girth at least 4. Our goal was to prove this, but in doing so we found the proof could be extended, with not too much work to all triangle free reflexive graphs.
In [9], results of [12] were adapted to reflexive graphs, and it was shown that \text{Recon}(H) is polynomial time solvable (for reflexive instances) for any triangle-free reflexive graph H. As discussed above, this yields the following corollary.

\textbf{Fact 1.1.} For any triangle-free reflexive graph H, the problem \text{Mix}(H) is in the complexity class coNP.

Clearly if H is disconnected then \text{Hom}(G, H) is disconnected as soon as G contains an edge, so we always assume that H is connected. \text{Mix}(H) can then be solved for an instance G component-wise, so we will also assume that G is connected. If H is a reflexive tree, then it is dismantlable, in which case \text{Mix}(H) is trivial. In this paper, we prove completeness when H has a nontrivial cycle, with the following theorem.

\textbf{Theorem 1.2.} For any triangle-free reflexive non-tree H, the problem \text{Mix}(H) is coNP-complete.

The proof depends on results from [9] and exploits the same connection to topology that is central to the algorithms there and in [12]. This lends support to the notion that topology may factor into the trichotomy classification. We expect the proofs and results of this paper should yield somewhat messier irrefl exive versions depending on [12] rather than on [9], and digraph versions depending on [10], which extends [12] to digraphs.

Finally, we note here, that our main technical theorem, Theorem 4.2, implies that \text{Mix}(H) is coNP-Hard for a much larger class of reflexive graphs than triangle-free non-trees, but we do not have a corresponding proof that \text{Recol}(H) is in P unless H is triangle-free, so we do not know that \text{Mix}(H) is in coNP for these graphs.

2. Outline of Proof and of Main Construction

One of the essential features in many papers on recolouring and homomorphism reconfiguration is the simple fact that when mapping a cycle B to another smaller cycle C of girth at least 4, (or 5 if B is not reflexive) the number of times that B winds around C is invariant under reconfiguration. In [12], Wrochna, to great effect, stated this in terms of homotopy, and showed that the homotopy, appropriately defined, of cycles in G when mapped to H, is invariant under reconfiguration. This idea was adapted to reflexive graphs in [9], and digraphs in [10]. In this paper we use the sightly coarser, but computationally simpler topological invariant of homology. We define homology properly in Section 3, but for the purposes of this outline, one unfamiliar with the concept benefits by thinking of H as a cycle, and the ‘homology’ of another cycle C mapping to H as being the number of times it winds around H; having trivial homology means it does not wind.

As H is reflexive, there are always constant maps in \text{Hom}(G, H), and as H is connected, it is easy to see that these are always in the same component of \text{Hom}(G, H). So to decide if \text{Hom}(G, H) is connected, one must decide if every H-colouring of G reconfigures to a constant map; this follows the basic approach used in [2]. In [9] it was shown that an H-colouring of G reconfigures to a constant map if and only if it has trivial homotopy (see Corollary 4.4 below), and trivial homotopy is implied by trivial homology (see Lemma 4.5). So deciding if all H-colourings of G have trivial homology is a sub-problem of \text{Mix}(H). Calling an H-colouring of G \textit{flat} if it has trivial homology, we reduce our task to showing NP-completeness of the
problem NonFlat(H) to deciding if there is a non-flat H-colouring of an instance G (see Lemma 4.7).

To prove this, we will reduce 3-colouring to NonFlat(H) via a gadget construction. Given an instance G of 3-colouring, we construct an instance G∗ of NonFlat(H) such that G has a 3-colouring if and only if G∗ has a non-flat homomorphism to H. Now, we give an overview of the construction.

The (categorical) product A × B of two graphs A and B is the graph with vertex set V(A) × V(B), in which (a, b) ~ (a′, b′) if a ~ a′ in A and b ~ b′ in B. For a vertex a of A, a × B is the subgraph induced on the vertices {⟨a, b⟩ | b ∈ B}. If A has a loop, then this is an isomorphic copy of B.

Where Pℓ is the reflexive path on vertices 0, . . . , ℓ, it is well known, and easy to show, that the existence of a path Pℓ from φ to ψ in Hom(G, C) is equivalent to the existence of a homomorphism from Pℓ × G to C that restricts on 0 × G to φ and on ℓ × G to ψ. For a cycle C, we refer to Pℓ × C as a path-of-cycles and to each copy i × C of C a slice of the path.

In Fact 3.4, we observe the basic fact that under a homomorphism of a path-of-cycles to H, all slices have the same homology. This property of paths-of-cycles is the main building block in our construction of G∗. Let Z be a smallest cycle in H. The graph G∗ will contain a special copy Z∗ of Z, and for every vertex v of G, three more copies Z∗ 0, Z∗ 1, Z∗ 2 of Z.

Using a gadget S3 made of paths-of-cycles we will ensure that under a homomorphism φ : G∗ → H, if Z∗ has nontrivial homology, then exactly one of the Z∗ i for each v have the same homology as Z∗, and the other two have trivial homology. For every edge uv of G we use another path-of-cycles gadget S2 to ensure that not both Z∗ i and Z∗ j get nontrivial homology. From this it will not be hard to show that if there is a non-flat homomorphism φ : G∗ → H; one such that Z∗ has nontrivial homology, then we get a 3-colouring of G by mapping v to the i such that Z∗ i has nontrivial homology.

The construction as described above is not so difficult. The gadgets are constructed in Section 5 and the rest of the construction is done with Construction 6.1 of Section 6. However, we also have to show that if there is no 3-colouring of G, then all homomorphism of G∗ to H are flat. It is not difficult to show that if there is no 3-colouring of G, then any homomorphism of G∗ to H has trivial homology on the slices of our path-of-cycles gadgets. This does not yet ensure that all H-colourings of G∗ are flat. There may be a lot of other ‘non-gadget’ cycles in G∗ that also must have trivial homology.

To deal with this we define a subgraph T∗ of G∗ that contains a basis, in the cycle space, of all of these non gadget-cycles. For each cycle in T∗, we ‘plug’ it, by triangulating it to a new central vertex. So that this does not break the necessary properties of G∗, we must build G∗ and the gadgets so that we know the possible colourings on the vertices of T∗. Because of this, our gadget construction mentions a subgraph T the copies of which will become part of T∗ in G∗. The proof that the cycles in T that we plug in this way are all the cycles that have to be plugged takes considerable work, using a lot of topological machinery.

We try, as much as possible, to remove these topological proofs from the main flow of the proof. They take considerable patience for a reader unfamiliar with them. However, we also found that they provide a nice intuitive motivation for such basic
results of a first algebraic topology class as the Künneth formula, excision, and Mayer-Vietoris sequences.

In Section 3 we recall the basic definitions of homology that are necessary throughout the paper. In Section 4 we reduce the mixing problem to the non-flat problem and state our main theorem about the non-flat problem. In Sections 5 and 6 we give our construction and prove the main theorem modulo a result about the basis of its cycle space that we prove in Section 7.

3. The homology of a graph

We recall the basic definitions of simplicial homology with coefficients in \( \mathbb{Z} \). This is basically Section 2.1 of Hatcher [7] applied to the clique-complex of a graph \( G \).

In the clique-complex \( G \) of a graph \( G \), an \( n \)-simplex is an ordered \((n + 1)\)-clique of \( G \). As \( G \) is reflexive, we consider multisets \([v, v, v]\), and \([u, v, u]\) when \( u \sim v \), to be 3-cliques.

The chain group \( C_n(G) \) of \( G \) is the group generated as a \( \mathbb{Z} \)-module over the set of \( n \)-simplices of \( G \); \( C_{-1}(G) \) is taken to be 0. The elements of the groups \( C_n(G) \) are \( n \)-chains– they can be viewed as multisets of the \( n \)-simplices of \( G \). Between these groups we have the boundary maps \( \delta_n : C_n(G) \to C_{n-1}(G) \) defined on \( n \)-simplices by

\[
\delta_n([v_0, v_1, \ldots, v_n]) = \sum_{i=1}^{n} (-1)^i [v_0, v_1, \ldots, \hat{v}_i, \ldots, v_n],
\]

and extended to the whole group additively. For example, assume that \( G \) has two 3-cliques, \( \{a, b, c\} \) and \( \{a, d, b\} \). The sum, \( [a, b, c] + [a, d, b] \) say, is a 2-chain. Its boundary is

\[
\delta([a, b, c] + [a, d, b]) = [b, c] - [a, c] + [a, b] + [d, b] - [a, b] + [a, d] = [a, d] + [d, b] + [b, c] - [a, c].
\]

Homology groups are defined using the boundary maps as follows. The cokernel \( B_i(G) := \delta_{i+1}(C_{i+1}(G)) \leq C_i(G) \) of \( \delta_{i+1} \) is the \( i^{th} \) boundary group; its elements are \( i \)-boundaries. The kernel \( Z_i(G) = \ker(\delta_i) \leq C_i(G) \) is the \( i^{th} \) cycle group; its elements are \( i \)-cycles. It is easy to check that \( \delta_i \circ \delta_{i+1} = 0 \) and so \( B_i(G) \leq Z_i(G) \). The \( i^{th} \) homology group is \( H_i(G) = Z_i(G)/B_i(G) \); its elements are classes of homologically equivalent cycles, though we often refer to these classes simply as cycles.

We start with some standard easy calculations.

**Example 3.1.** For any connected graph \( G \), \( H_0(G) = \mathbb{Z} \). Indeed, \( C_0(G) = \langle [v] \mid v \in V(G) \rangle \) and as \( \delta_0 \) is the 0 map, \( Z_0(G) = \ker \delta_0 = C_0(G) \). On the other hand, \( C_1(G) = \langle [u, v] \mid uv \in E(G) \rangle \), so \( B_0(G) = \delta_1(C_1(G)) = \langle [u] - [v] \mid uv \in E(G) \rangle \). Thus \( H_0(G) = Z_0(G)/B_0(G) = \mathbb{Z} \).

**Example 3.2.** The following are all true for any triangle-free reflexive \( G \).

1. \( C_2(G) \) is the free group generated by the set
   \[\{ [v, v, v] \mid v \in V(G) \} \cup \{ [u, u, v], [u, v, u], [v, u, u] \mid uv \in E(G) \}\]

2. As \( \delta([v, v, v]) = [v, v] \) and \( \delta([u, v, u]) = [v, v] - [u, u] + [u, v] \), one finds that \( B_1(G) = \delta_2(C_2) \) is free generated by
   \[\{ [v, v] \mid v \in V(G) \} \cup \{ [u, v] + [v, u] \mid uv \in E(G) \}\].
It follows that \([v,u] = -[u,v]\) in \(H_1(G)\) for every edge \(uv\) of \(G\).

(3) \(Z_1(G)\) is free generated by cycles (including loops and 2-cycles) in \(G\).

(4) \(H_1(G) = Z_1(G)/B_1(G)\) is free generated by the undirected edge-sets of cycles (not-including loops and 2-cycles) in \(G\).

(5) \(H_n(G)\) is trivial; that is, has only the 0 element; for \(n \geq 2\).

\(\triangle\)

In light of (3), we will often talk of a cycle \((x_0, x_1, \ldots, x_{\ell}, x_0)\) of \(G\) as being in \(Z_1(G)\). This really means the 1-cycle

\([x_0, x_1] + [x_1, x_2] + \cdots + [x_{\ell}, x_0]\).

**Example 3.3.** If \(G\) is not triangle-free, then a triangle such as \((u, v, w, u)\), which lives in \(Z_1(G)\) as \(\sigma = [u, v] + [v, w] + [w, u]\) is a boundary in \(B_1(G)\):

\(\delta_2([u, v, w]) = [v, w] - [u, w] + [u, v] = [u, v] + [v, w] + [w, u]\),

so \(\sigma = 0 \in H_1(G)\). Thus we still have that \(H_1(G)\) is generated by undirected edges-sets of cycles in \(G\), but it may no longer be free, and there can be more complicated boundaries as well. The groups \(H_n\) for \(n \geq 2\) are also not generally trivial, if \(G\) is not triangle-free.

\(\triangle\)

The group \(Z_1(G)\) of 1-cycles is what is often called the integral cycle space of \(G\); as opposed to the cycle space, which we get with the same development using \(\mathbb{Z}_2\) in place of \(\mathbb{Z}\). A cycle \(C\) in \(G\) is trivial if \([C] = 0\) in \(H_1(G)\), where 0 represents the class containing the empty cycle. If \(H_1(G) = \{0\}\) then we say \(G\) has trivial homology.

The following is the basic statement that all slices of a path of cycle get the same homology under any homomorphism.

**Fact 3.4.** Let \(\phi : \ell \times C \to H\) be a homomorphism. For all \(j,k \in \{0, 1, \ldots, \ell\}\) we have \([\phi(j \times C)] = [\phi(k \times C)]\) in \(H_1(H)\).

**Proof.** Clearly it is enough to prove this for \(j = 0\) and \(k = 1\). Observe that the boundary \(\delta_2(c_i)\) of the 2-chain

\[c_i := [(0, i), (0, i + 1), (1, i)] + [(1, i), (0, i + 1), (1, i + 1)]\]

is the square

\[[(0, i), (0, i + 1)] - [(0, i), (1, i)] - [(1, i), (1, i + 1)] + [(0, i + 1), (1, i + 1)].\]

So the boundary of the 2-chain \(\sum_{i=0}^\ell c_i\) is \((0 \times C) - (1 \times C)\), and so its image \(\phi(0 \times C) - \phi(1 \times C)\) is also a boundary. Thus \([\phi(0 \times C)] = [\phi(1 \times C)]\) in \(H_1(H)\), as needed.

\(\square\)

4. Reduction to Non-flat \(H\)-colouring

In this section we reduce our main result to a problem called non-flat \(H\)-colouring.

**Definition 4.1.** A homomorphism \(\phi : G \to H\) is flat if for all cycles \(C\) in \(G\), \([\phi(C)] = 0\) in \(H_1(H)\). Equivalently \(\phi\) is flat if \(\phi(C) = 0\) for all cycles \(C\) in a basis of \(H_1(G)\).

Consider the following problem.
Problem (NonFlat($H$)).

Instance: A graph $G$.

Decision: Is there a non-flat homomorphism of $G$ to $H$?

We will prove the following.

**Theorem 4.2.** Let $H$ be a reflexive graph such that $H_1(H)$ is free and nontrivial. The problem NonFlat($H$) is NP-hard.

The proof of this takes up most of the paper, but for the rest of this section, we show that it implies Theorem 1.2. We need a result from [9] where homotopy classes of cycles in a graph are defined.

**Definition 4.3.** Let $\Pi(H;x_0)$ be the graph whose vertices are cycles in $H$ starting at $x_0$, and in which a cycle $Y$ is adjacent to a cycle $X = (x_0, \ldots, x_\ell, x_0)$ if either of the following are true:

- (P1) $Y = (x_0, x_1, \ldots, x_{i-1}, x_i, x_{i+1}, \ldots, x_\ell, x_0)$ for any $i$, or
- (P2) $Y = (x_0, x_1, \ldots, x_{i-1}, x_i, x_{i+1}, \ldots, x_\ell, x_0)$ for some $i \notin \{0, \ell\}$, where $x_{i-1} = x_{i+1}$.

Let $\Pi(H)$ be the graph we get from the disjoint union, over all $x_0 \in V(H)$, of $\Pi(H;x_0)$ by adding an edge between walks $y$ and $x = (x_0, x_1, \ldots, x_{\ell-1}, x_0)$ if

- (P3) $y = (x_1, \ldots, x_{\ell-1})$ and $x_1 = x_{\ell-1}$.

Observe that if $H$ is connected, then all the constant cycles, those in which all vertices are the same, are in the same component of $\Pi(H)$. A cycle is contractible if it is in the same component of $\Pi(H)$ as the constant cycles.

The following is from [9].

**Corollary 4.4.** A homomorphism $\phi$ in $\text{Hom}(G,H)$ is in the constant component of $\text{Hom}(G,H)$ if for every cycle $C$ in $G$, $\phi(C)$ is contractible in $\Pi(H)$.

Now observe the following analog of a well known idea of topology.

**Lemma 4.5.** Let $H$ be a triangle-free reflexive graph. If $\phi(C)$ is trivial in $H_1(H)$, then $\phi(C)$ is contractible in $\Pi(H)$.

**Proof.** Our proof is by induction on the length of $\phi(C)$, it is clearly true of cycles of length 1. Let $\phi(C) = (x_0, \ldots, x_\ell, x_0)$, for $\ell \geq 1$. As a cycle in $Z_1(H)$ we write this as

$$[x_0, x_1] + [x_1, x_2] + \cdots + [x_\ell, x_0].$$

If the negation of some element in the chain appears later in the chain: $[x_i, x_{i+1}] = [x_{i+1}, x_i]$ for some $i < j$, then these disappear in $H_1(H)$, and we get in $H_1(H)$ that $[\phi(C)] = [C_1] + [C_2]$ where

$$C_1 = [x_{i+1}, x_{i+2}] + \cdots + [x_{j-1}, x_j] \quad \text{and} \quad C_2 = [x_{j+1}, x_{j+2}] + \cdots + [x_{\ell-1}, x_\ell]$$

with indices modulo $\ell$ (one of these might be empty). The result therefore follows by induction.

So we may assume that the 1-chain $\phi(C) = [x_0, x_1] + [x_1, x_2] + \cdots + [x_\ell, x_0]$ consists of non-negated summands. But as $Z_1(H)$ is free and $B_1(H)$ is as given in Example 3.2(2) the fact that $\phi(C) = 0$ means that all summands in this chain are $[x_0, x_0]$, and so $\phi(C)$ is constant, and so contractible in $\Pi(H)$.

Thus from Corollary 4.4 we get the following.
**Fact 4.6.** Let \( H \) be a triangle-free reflexive graph. If \( \phi : G \to H \) is flat in \( H_1(H) \), then \( \phi \) is in the constant component of \( \text{Hom}(G,H) \). If all homomorphisms \( \phi : G \to H \) are flat, then \( \text{Hom}(G,H) \) is connected.

With this we can show the following.

**Lemma 4.7.** If \( \text{NonFlat}(H) \) is NP-complete for a triangle-free reflexive cycle \( H \), then \( \text{Mix}(H) \) is coNP-complete.

**Proof.** We observe that the negation of \( \text{NonFlat}(H) \) can be solved by \( \text{Mix}(H) \). Indeed let \( G \) be an instance of \( \text{NonFlat}(H) \). If it is a YES instance, then there is a non-flat homomorphism \( \phi : G \to H \). Thus for some cycle \( B \) of \( G \), \( [\phi(B)] \neq 0 \). By Lemma 4.5 we have then that \( \phi \) is non-contractible in \( \Pi(H) \), so \( G \) is NO instance of \( \text{Mix}(H) \).

On the other hand, if \( G \) is a NO instance of \( \text{NonFlat}(H) \) then all homomorphisms \( \phi : G \to H \) are flat, and so by Lemma 4.5 and Corollary 4.4 reconfigure to constant homomorphisms. Thus \( G \) is a YES instance of \( \text{Mix}(H) \). \( \Box \)

Observe now that Theorem 1.2 follows from Theorem 4.2.

**Proof of Theorem 1.2.** Let \( H \) be a triangle-free reflexive graph containing a cycle. By Example 3.2(4) \( H_1(H) \) is free, and as it contains a cycle, it is nontrivial, so we may apply Theorem 4.2 to get that \( \text{NonFlat}(H) \) is NP-complete. Lemma 4.7 then tells us that \( \text{Mix}(H) \) is coNP-complete. So Theorem 1.2 is proved. \( \Box \)

For the rest of the paper, we therefore concentrate on proving Theorem 4.2.

5. **The homology sum gadget**

For an integer \( n \) let \([n]\) denote the set \( \{0, 1, \ldots, n-1\} \). An \( n \)-cycle will always have vertex set \([n]\), with consecutive vertices modulo \( n \) being adjacent. Let \( H \) be a connected triangle-free reflexive graph with nontrivial homology, and let \( Z_H \) be a particular nontrivial cycle of minimum girth. Let \( g \geq 4 \) be its girth, and let \( Z \) be a generic \( g \)-cycle. Throughout the rest of the paper, \( H, Z_H, g \) and \( Z \) will always have this setup.

In constructions, we will often identify two copies of \( Z \). Unless we say otherwise, we do so identically—identifying the copy of the vertex \( i \) in one with the copy of \( i \) in the other.

Let \( sZ \) be the symmetric reflexive cycle of girth \( sg \). Observing that its vertex set can be written \( V(sZ) = \{ig + j \mid i \in [s], j \in [g]\} \), define the following maps, which are clearly in \( \text{Hom}(sZ,Z) \). Define \( \beta : sZ \to Z \) by

\[
\beta(ig + j) = i,
\]

and for \( k \in [s] \) define \( \alpha_k : sZ \to Z \) by

\[
\alpha_k(ig + j) = \begin{cases} j & \text{if } k = i \\ 0 & \text{if otherwise.} \end{cases}
\]

Intuitively, \( \beta \) maps the first \( s \) vertices of \( sZ \) to 0, the next \( s \) vertices to 1, etc., while \( \alpha_k \) maps all vertices to 0 except the \( k^{th} \) run of \( g \) vertices which it maps around \( Z \). Observe that there are paths from \([\beta]\) to \([\alpha_0]\), and from \([\alpha_0]\) to \([\alpha_1]\) to \( \ldots \) to \([\alpha_k]\) in \( \text{Hom}(sZ,Z) \) in which the first vertex is always 0. In the case of \((s, g) = (3, 4)\)
for example, writing \( f : sZ \to Z \) as \( f(0)f(1), \ldots, f(s \cdot g) \) it is easy to find such a path

\[
001111122333 \sim 011111122333 \sim 012222222333 \sim 012333333333 \sim 012300000000
\]

from \( \beta \) to \( \alpha_0 \) and

\[
012300000000 \sim 001230000000 \sim 001230000000 \sim \cdots \sim 000001230000
\]

from \( \alpha_0 \) to \( \alpha_1 \). From this it is not too hard to see that the following is true.

**Fact 5.1.** There is an integer \( \ell = \ell_s \geq 2 \) such that for each \( i \in [s] \) there is a homomorphism \( \gamma_i : P_\ell \times sZ \to Z \) such that

1. \( \gamma_i|_{0 \times sZ} = \alpha_i \), and
2. \( \gamma_i|_{\ell \times sZ} = \beta \), and
3. \( \gamma_i \) is constant 0 on \( T := P_\ell \times 0 \).

With this \( \ell \) we are now ready to construct \( S_s \). See Figure 1.

**Construction 5.2.** Let \( S_s \) be constructed from \( P_\ell \times sZ \), where \( \ell = \ell_s \), as follows.

1. In the last slice \( \ell \times sZ \) of \( P_\ell \times sZ \), for each \( j \in [g] \) identify the vertices in the set

\[
\{(\ell, i + js) \mid i \in [s]\}.
\]

This results in a copy of \( Z_\Sigma \) of \( Z \).

2. In the first slice \( 0 \times sZ \) of \( P_\ell \times sZ \), identify the vertices in the set

\[
\{(0, ig) \mid i \in [s]\}.
\]

This creates \( s \) copies of \( Z \) sharing the vertex \((0,0)\). Refer to these as

\[
Z_0', \ldots, Z_{s-1}'.
\]

3. For each \( i \in [s] \), take a new copy of \( P_1 \times Z \); identify one slice of it with \( Z_i' \) and call the other slice \( Z_i \).

Let \( S_s^{(0)} \) refer to \( P_\ell \times sZ \) and \( S_s^{(i)} \) to the graph constructed in step (i) of the construction. The identifications in steps (1) and (2), can be viewed as homomorphisms \( q_1 : S_s^{(0)} \to S_s^{(1)} \) and \( q_2 : S_s^{(1)} \to S_s^{(2)} \). Notationally we should use names such as \( q_2 \circ q_1(\ell, 0) \) for vertices of \( S_s^{(2)} \leq S_s^{(3)} = S_s \) but the abuse of calling this \((\ell, 0)\) is convenient and does not cause problems.

This allows us the following definition that we will need later.

**Definition 5.3.** A cycle in \( S_s \) is a gadget-cycle if it is a slice \( i \times sZ \) of \( S_s^{(0)} \) or \( Z_i \) for some \( i \). The cycles \( Z_i \) and \( Z_\Sigma \) are end gadget-cycles.

Note that the cycles \( Z_0', \ldots, Z_s' \) are considered as a single gadget-cycle. With this definition we prove the following desired properties of \( S_s \).

For intuition, recall that in the case that \( H \) is simply the cycle \( Z_H \), the value \( [\Gamma(C)] \) really just counts, with orientation, the number of times that \( \Gamma \) winds a cycle \( C \) around the target \( Z_H \). The end gadget-cycles are copies of \( Z \) so under a mapping can only wind \(-1,0\) or \(1\) times around \( Z_H \). Part (2) of the following lemma then says that the winds of the \( Z_i \) sum to the wind of \( Z_\Sigma \).

**Lemma 5.4.** The graph \( S = S_s \) contains end gadget-cycle copies \( Z_\Sigma, Z_0, \ldots, Z_{s-2} \) and \( Z_{s-1} \) of \( Z \), which are pairwise distance at least 2 apart; and a tree \( T = T_S \) that contains the copy of 0 in each of these end gadget-cycles. Furthermore, the following are true.
Path of cycles $S_3^{(0)} = P_1 \times sZ$: slices $i \times sZ$ shown explicitly for $i = 0, 1$ and $\ell - 1, \ell$. Other slices sketched. $T_S$ shown in green.

Red regions contracted into vertices to get $S_3^{(2)}$. Blue added to get $S_3 = S_3^{(3)}$.

Schematics of $S_3$ and $S_2$.

**Figure 1.** Construction 5.2 of the sum gadget $S = S_3$ with $g = 4$. $T_S$ overset in green.

(1) For any homomorphism $\phi : S \to H$, if $[\phi(Z_\Sigma)] = 0$, then $[\phi(C)] = 0$ for all gadget-cycles $C$ of $S$ except possibly the $Z_i$.

(2) For any homomorphism $\phi : S \to H$, we have

$$[\phi(Z_\Sigma)] = \sum_{i \in [s]} [\phi(Z_i)].$$

(3) For each $i \in [s]$ there is a homomorphism $\Gamma_i : S \to Z_H \leq H$ such that $[\Gamma_i(Z_i)] = [Z_H]$ and such that $\Gamma_i$ is 0 on $T$ and on $Z_j$ for $j \neq i$.

**Proof.** The statements before the ‘Further’ are just recollections of the construction.

For part (1), let $\phi : S \to H$ be a homomorphism with $[\phi(Z_\Sigma)] = 0$. So $\phi' = \phi \circ (q_2 \circ q_1)$ has $[\phi'(\ell \times sZ)] = 0$. By Fact 3.4 we thus get $[\phi'(i \times sZ)] = 0$ for all $i \in [\ell]$, and thus $[\phi(i \times sZ)] = [\phi(q_2 \circ q_1(i \times sZ))] = 0$, as needed.
For part (2), let $\phi$ be any homomorphism of $S$ to $H$. Where $S^{(0)}_i$ is as in Construction 5.2, we have $Z^\ell_i = (q_2 \circ q_1)(\ell \times sZ)$ and $(q_2 \circ q_1)(0 \times sZ) = \sum_{i \in [s]} Z_i^\ell$, so the homomorphism $\phi' = \phi \circ (q_2 \circ q_1)$ maps vertices identified by $(6.3)$ and $(5.1)$ to $S^{(2)}_i \to H$ satisfies

\[ [\phi(Z^\ell_i)] = [\phi'(\ell \times sZ)] = [\phi'(0 \times sZ)] = \sum [\phi(Z_i^\ell)], \]

where the middle equality is from Fact 3.4. Using Fact 3.4 again on the copies of $P_1 \times Z$ connecting the $Z_i$ and $Z'_i$ we get (2).

Now let $T$ be the tree in $S_s$ induced by the vertices $(i, 0)$ in $S^{(2)}_s$ and the vertex 0 in $Z_i$ for each $i$. To get part (3), observe that the homomorphism $\gamma_i : S^{(0)}_i \to Z$ from Fact 5.1 maps vertices identified by $(q_2 \circ q_1)$ to the same images, so factors as $\gamma_i = (q_2 \circ q_1) \circ \Gamma'_i$ for some $\Gamma'_i : S^{(2)}_i \to Z$ that is 0 on $T \cap S^{(2)}_s$ and on $Z'_j$ for all $j \neq i$. Extend $\Gamma'_i$ to $\Gamma_i : S_s \to Z$ by letting it act on $Z_j$ as is does on $Z'_j$ for all $j \in [s]$; and then map it identically from $Z$ to $Z_H$.

\[ \square \]

6. The main construction

Having built our gadget $S_s$, we now give our main construction, that of $G_s$. This construction was outlined in Section 2, and most of it is illustrated in Figure 2. In Proposition 6.3 we give most of the desired properties, and then use it to prove Theorem 4.2 modulo Proposition 6.4 which we prove in the next section.

Construction 6.1. Recall that $Z$ is a cycle of girth at least 4 isomorphic to the shortest cycle in $H$. For an irreflexive graph $G$ construct $G_s$ as follows.

1. For every vertex $v$ of $G$ let $G_s$ contain three copies $Z^u_v, Z^v_1$ and $Z^u_2$ of $Z$. Let $G_s$ also contain a copy $Z_0$ of $Z$. Let all of these be disjoint.
2. For every vertex $v$ of $G$ create a new copy $S^v$ of the sum gadget $S_3$; identify the copy of $Z_2$ in $S^v$ with $Z_s$, and for each $i \in [3]$ identify the copy of $Z_i$ in $S^v$ with $Z^v_i$.
3. For every vertex $v$ of $G$ and every pair of distinct indices $i < j \in [3]$, create a new copy $S^v_{ij}$ of $S_2$; identify its copy of $Z_0$ with $Z^v_i$ and its copy of $Z_1$ with $Z^v_j$. However, in identifying this copy of $Z_1$ with $Z^v_j$ identify the copy of the vertex $i$ in $Z_1$ with the vertex $g-i$ in $Z^v_j$.
4. For each edge $uv$ in $G$ and each $i \in [3]$, create a new copy $S^{uv}_i$ of $S_2$; identify its copy of $Z_0$ with $Z^u_i$ and its copy of $Z_1$ with $Z^v_i$.
5. Let $T_s$ be the union of the trees $T_S$ in all the gadgets $S$ used in the previous steps. For each cycle $C$ in a basis of $H_1(T_S)$ add a new vertex $v_C$ with edges to every vertex of $C$.

Let $G_s^{(i)}$ refer to the graph constructed in step $(i)$ of the construction.

Observe that the subgraph $T_s$ of $G_s$ is no longer a tree, but is still connected, as all identifications of gadget-cycles identify the vertices 0. A cycle of $G_s$ is a gadget-cycle if it is a gadget-cycle in one of the gadgets $S$ used in constructing $G_s$.

We now prove the main properties of the construction. Recall that $H$ is a graph with nontrivial homotopy and $Z_H$ is a nontrivial cycle of $H$ of minimum girth.

Lemma 6.2. For any homomorphism $\phi^* : G_s \to H$ and any $v \in V(G)$, two of the values $[\phi^*(Z^u_v)]$ for $i \in [3]$ are 0, and the other is $[\phi^*(Z_s)]$ (which may also be 0).
Step (2). 

Figure 2. Steps (2) - (4) of Construction 6.1 making $G_*$ when $G$ is the path $a, b, c$. The three figures show what is added in the three steps of the construction. Their union is $G_*^{(4)}$. 

Step (3). 

For every vertex $v$ of $G$. Dashed lines on the gadgets mean that the copy of $Z$ at the end is identified with the labelled copy in the reverse direction. 

Step (4). 
Proof. As the copy $S^v$ of $S_3$ in $G_*$ connects $Z_*$ with the $Z_i^v$, we have by (2) of Lemma 5.4 that
\[
\sum_{i=0}^{2} [\phi^*(Z_i^v)] = [\phi^*(Z_*)].
\]

But as $Z_*$ and the $Z_i^v$ are just copies of the minimum cycle of $H$, their images under $\phi^*$ are either 0, or are generators of $H_1(H)$. As $[Z_0]$ is a generator, no two of the $[\phi^*(Z_i^v)]$ can sum to it unless one of them is 0. The $S_2$ gadgets introduced in step (3) of Construction 6.1 imply that no two of the $[\phi^*(Z_i^v)]$ can sum to 0 unless at least one of them is 0. So the only possibility left is that two of the $[\phi^*(Z_i^v)]$ are 0, and the last is $[\phi^*(Z_*)]$, as needed.

\[
\square
\]

Proposition 6.3. Let $G$ be an irreflexive graph and $G_*$ be constructed from $G$ by Construction 6.1. The following are equivalent.

1. There is a homomorphism $\phi^*: G_* \to H$ such that $[\phi^*(C)] \neq 0$ for some gadget-cycle $C$ of $G_*$. 
2. There is a homomorphism $\phi^*: G_* \to H$ such that $[\phi^*(Z_*)] \neq 0$. 
3. There is a homomorphism $\phi: G \to K_3$.

Proof. The implication (2) $\Rightarrow$ (1) is clear.

1 $\Rightarrow$ 2. The contra-positive is clear from Lemma 6.2. Indeed, assume that all homomorphisms $\phi^*: G_* \to H$ have $\phi^*(Z_*) = 0$. Taking one, Lemma 6.2 tells us that $\phi^*(Z_i^v) = 0$ for all end gadget-cycles $Z_i^v$ in $G_*(2)$. The only other end gadget-cycles in $G_*$ are those introduced in copies $S$ of $S^2$ in step (3) and (4) of the construction, but for each of these, two of the end gadget-cycles are identified with some $Z_i^v$, so by Lemma 5.4 the last end gadget-cycle, $Z_\Sigma$, must also have $\phi^*(Z_\Sigma) = 0$. For each gadget $S$ used in the construction of $G_*$, we have shown that $\phi^*(S) = 0$ for all end gadget-cycles $C$, so by part (1) of Lemma 5.4, this holds for all gadget-cycles $C$ as well. If all homomorphisms have $\phi^*(Z_*) = 0$ then they all have $\phi^*(C) = 0$ on all gadget-cycles. This gives the claim.

2 $\Rightarrow$ 3. Assume that there is a homomorphism $\phi^*: G_* \to H$ with $[\phi^*(Z_*)] = [Z]$ for some nontrivial $g$-cycle $Z$ in $H$. For each vertex $v$, Lemma 6.2 says that $[\phi^*(Z_i^v)] = [Z]$ for exactly one value of $i \in [3]$. Define $\phi: G \to V(K_3)$ by setting $\phi(v)$ to be this one value. For any edge $uv$ of $G$ we have $\phi(u) \neq \phi(v)$, as if $\phi(u) = i = \phi(v)$ then $\phi^*$ restricted to $S_0^v \cong S_2$ has $[\phi^*(Z_0)] = [\phi^*(Z_i)] = [Z]$, but then $[\phi^*(Z_\Sigma)] = 2[Z]$ by Lemma 5.4; but this is impossible, as $Z_\Sigma$ has girth $g$ so $[\phi^*(Z_\Sigma)]$ is 0 or a generator in $H_1(H)$. Thus $\phi: G \to K_3$ is a homomorphism.

3 $\Rightarrow$ 2. Assume that there is a homomorphism $\phi: G \to K_3$. We construct a homomorphism $\phi^*: G_*^{(1)} \to Z_H$, and then extend it to $G_*^{(i)}$ for $i$ going from 2 to 5. Define $\phi^*: G_*^{(1)} \to Z_H$ as follows. Let $\phi^*$ take $Z_*$ identically to $Z_H$. For each $v$ let $\phi^*$ take $Z_i^v$ identically to $Z_H$ if $\phi(v) = i$ and otherwise take $Z_i^v$ identically to 0. This is clearly a homomorphism as each of these cycles are disjoint and independent.

For steps $i = 2$ to 4, we get $G_*^{(i)}$ from $G_*^{(i-1)}$ by introducing new copies of $S_2$ or $S_3$ and identifying their end gadget-cycles to cycles in $G_*^{(1)}$. So in extending $\phi^*$ to these gadgets $S$ it is enough to check that the homomorphisms $\Gamma_i$ from Lemma 5.4
which we extend them by agree with $\phi^*$ on the cycles of $G_s^{(1)}$. Recall that $\Gamma_i$ maps $Z_2$ and $Z_i$ identically to $Z_H$, and maps the other $Z_j$ constantly to 0.

To extend $\phi^*$ to $G_s^{(2)}$, let $\phi^*$ be $\Gamma_{\phi(v)}$ on $S^v$ for each vertex $v$ of $G$. To extend this to $G_s^{(3)}$, for each vertex $u$ of $G$, let the copy $S^{uv}_{ij}$, for $i < j$, be coloured with the colouring $\Gamma_0$ if $\phi(v) = i$, with colouring $\Gamma_1$ if $\phi(v) = j$, and with the constant 0 colouring otherwise. To extend $\phi^*$ to $G_s^{(4)}$, for each edge $uv$ of $G$ and $i \in [3]$, at most one of $\phi(u)$ and $\phi(v)$ is $i$. Let $\phi^*$ be $\Gamma_0$ on $S^{uv}_i$ if $\phi(u) = i$, be $\Gamma_1$ if $\phi(v) = i$, or be constant 0 if neither of these holds.

All of these definitions agree with $\phi^*$ on the cycles in $G_s^{(1)}$, so this homomorphism $G_s^{(4)} \to Z_H$ is well defined. Moreover, on each copy $S$ of the gadgets $S_2$ and $S_3$ in $G_s^{(4)}$ we have defined $\phi^*$ by one of the homomorphisms $\Gamma_i$ from Lemma 5.4, and these homomorphisms were all constant 0 on the subgraph $T_S$ of $S$. So $\phi^*$ is constant 0 on $T_s$. Thus we can extend $\phi^1$ to $G_s^{(5)} = G_s'$ by setting $\phi(v_C) = 0$ for each new vertex $v_C$ introduced in step (5) of the construction.

To prove Theorem 4.2, we need the following topological fact about our construction.

**Proposition 6.4.** The group $H_1(G_s)$ has a basis consisting of end gadget-cycles.

Hopefully this result is intuitive, but its proof takes considerable work, so we postpone it until the next section. Before that, we show that the above two propositions give us Theorem 4.2.

**Proof of Theorem 4.2.** For an irreflexive instance $G$ of 3-colouring, let $G_s$ be the graph from Construction 6.1. We show that $G$ is 3-colourable if and only if $G_s$ has a non-flat homomorphism to $H$. As 3-colouring is well known to be NP-complete, and $|G_s| \leq s|H|$ where $s$ is a constant depending only on $|S_2|$ and $|S_3|$, so only on the girth of $H$, this shows that NonFlat($H$) is NP-hard.

Indeed, assume there is a non-flat $H$-colouring $\phi$ of $G_s$. By Proposition 6.4 we many assume that $[\phi(C)] \neq 0$ for some end gadget-cycle of $C$ of $G_s$, so by Proposition 6.3 there is a 3-colouring of $G$.

On the other hand, assume that there is a 3-colouring of $G$. By Proposition 6.3 there is a homomorphism $\phi : G_s' \to H$ with $\phi(Z_s) \neq 0$; this is non-flat. $\square$

Modulo the proofs of Proposition 6.4, which we will prove next, this completes the proof of Theorem 4.2 and so, as shown in Section 4, of Theorem 1.2.

7. Computing the Basis of $\text{Hom}_1(G_s)$

In this section we prove Proposition 6.4, showing that $H_1(G_s)$ is generated by end gadget-cycles. In the first subsection we recall standard tools of homology, and prove lemmas that tailor them to our construction. In the second subsection we will use these lemmas in our main proof.

7.1. **Topological Tools.** As the path-of-cycles is the main building block of our construction, we need to know its homology. The notation $P_t \times C$ is ambiguous as the product space of the clique complexes $P_t$ and $C$ is not the same as clique-complex of the product $P_t \times Z_H$. Indeed the product $P_t \times C$ is shown on the left of Figure 3 as a tiling of a cylinder with copies of $K_4$, while the product space $P_t \times C$ (see [7] pp. 277-278), shown on the right, is a triangulation of a cylinder.
It is not too hard to see that the triangulation embeds in the \( K_4 \)-tiling, and that, as simplicial complexes, the \( K_4 \)-tiling deformation retracts to the triangulation. So the two simplicial complexes have isomorphic homology groups. For the following calculation, therefore, which says that the basis of \( H_1(\mathbb{P}_\ell \times C) \) is a single gadget-cycle, we may assume that these two products coincide.

**Lemma 7.1.** For any integer \( \ell \geq 1 \) and \( d \geq 4 \), and any \( i \in [\ell] \),

\[
H_1(\mathbb{P}_\ell \times C) = (i \times C) \cong \mathbb{Z}.
\]

**Proof.** The Künneth formula (see Theorem 3B.7 of [7]) gives us that

\[
H_k(\mathbb{P}_\ell \times C) = \bigoplus_{i+j=k} H_i(\mathbb{P}_\ell) \otimes_{\mathbb{Z}} H_j(C)
\]

where \( \oplus \) is the direct product of groups and \( \otimes_{\mathbb{Z}} \) is the tensor product over \( \mathbb{Z} \). Thus we get

\[
H_1(\mathbb{P}_\ell \times C) = (H_1(\mathbb{P}_\ell) \otimes_{\mathbb{Z}} H_0(C)) \oplus (H_0(\mathbb{P}_\ell) \otimes_{\mathbb{Z}} H_1(C))
\]

\[
= (0 \otimes \mathbb{Z}) \oplus (\mathbb{Z} \otimes \mathbb{Z})
\]

\[
= 0 \oplus \mathbb{Z} = \mathbb{Z},
\]

as needed. That the generator can be taken as any slice \( i \times C \) seems clear. \( \square \)

Our main tools are excision for dealing with quotients, and Mayer-Vietoris sequences for patching together gadgets. For these we will use the **reduced homology groups** \( \tilde{H}_i(G) \), which are defined on page 110 of [7]. When \( i \geq 1 \) we have \( H_i(G) = \tilde{H}_i(G) \), but for \( i = 0 \) we have \( H_0(G) \oplus \mathbb{Z} \cong \tilde{H}_0(G) \). So whereas the dimension of \( H_0(G) \) is the number of components of \( G \), the dimension of \( \tilde{H}_0(G) \) is one less than the number of components. Generally we use connected \( G \) so \( \tilde{H}_0(G) \) is usually 0.

Recall that a sequence of group homomorphisms

\[
\ldots \rightarrow M_{i+2} \xrightarrow{\alpha_{i+2}} M_{i+1} \xrightarrow{\alpha_{i+1}} M_i \xrightarrow{\alpha_i} M_{i-1} \rightarrow \ldots
\]
is exact if $\alpha_i \circ \alpha_{i+1} = 0$ for each $i$. If we have a short exact sequence of groups

$$0 \to A \to B \to C \to 0,$$

where $C$ is free, then the sequence splits (see [7] p. 148), which means that $B = A \oplus C$.

The following is a special case of the process known as excision. It tells us that when contracting an edge not in a induced $C_4$, our basis is unchanged.

**Lemma 7.2.** Let $uv$ be an edge of $G$ that is in no induced copy of $C_4$, and let $G' = G/uv$ be the graph we get by contracting the edge $uv$. Then $[C] \mapsto [C/uv]$ is an isomorphism $H_1(G) \cong H_1(G')$.

**Proof.** As $uv$ is in no $C_4$, contracting it makes no new $K_3$, so no new 2-simplices. Thus, as simplicial complexes, $G'$ is exactly the quotient $G/E$ where $E$ is the simplicial complex of the edge $uv$.

Take an epsilon neighbourhood in $G$ around $E$. It consists of $E$ and little nubs of edges and some frills of triangles. These all deformation retract to $E$ so we can apply excision (Theorem 2.13 of [7]) to get that

$$H_1(E) \to H_1(G) \xrightarrow{j_*} H_1(G/E) \to \tilde{H}_0(E)$$

is exact, where $j_*$ is induced by the quotient $j : G \to G'$. As $\tilde{H}_0(E) = 0$, and $H_1(E) = 0$, $j_*$ is an isomorphism $H_1(G) \cong H_1(G')$ as needed. □

Finally, we recall the basic idea of Mayer-Vietoris sequences, and use it for several lemmas. Given spaces $A$ and $B$ that intersect in $C = A \cap B$, we can often compute the homology of $X = A \cup B$ using the fact that the following sequence is exact.

1. **Lemma 7.3.** Let $G$ be a connected graph and $a$ and $b$ be vertices of $G$ at distance at least 4 apart. Where $G + E$ is the graph we get from $G$ by adding the edge $E = ab$, $H_1(G + E) = H_1(G) \oplus \mathbb{Z}$. Moreover one gets a basis of $H_1(G + E)$ from one of $H_1(G)$ by adding any cycle $C$ containing one copy of the edge $E$.

**Proof.** As $a$ and $b$ are distance at least 4 apart, we make no new triangles by adding $E$. So by (1) the following is exact.

$$H_1(\{a, b\}) \to H_1(G) \oplus H_1(E) \xrightarrow{\Psi} H_1(G + E) \to \tilde{H}_0(\{a, b\}) \to \tilde{H}_0(G) \oplus \tilde{H}_0(E)$$

Using $H_1(\{a, b\}) = 0$, $H_1(E) = 0$ and $\tilde{H}_0(G) \oplus \tilde{H}_0(E) = 0 \oplus 0 = 0$ we get a short exact sequence

$$0 \to H_1(G) \oplus 0 \xrightarrow{\Psi} H_1(G + E) \xrightarrow{\delta} \tilde{H}_0(\{a, b\}) \to 0.$$

As $\tilde{H}_0(\{a, b\}) = \mathbb{Z}$ is free, this splits to give $H_1(G + E) = H_1(G) \oplus \tilde{H}_0(\{a, b\}) = H_1(G) \oplus \mathbb{Z}$ as needed.
The statement about the basis comes as follows: the injection $\Psi$ injects $H_1(G)$ as a subgroup of $H_1(G + E)$. By exactness, this is exactly the kernel of $\delta$, so one gets a final basis element of $H_1(G + E)$ from any cycle that $\delta$ maps onto the generator $[b - a]$ of $\tilde{H}_0(a,b)$. This is any cycle made up of a walk in $G$ with boundary $[b - a]$ and a walk in $E$ with boundary $[a - b]$; so any cycle $C$ in $G$ that contains $E$ once.

The following lemma uses the above, with excision to say that we ‘pinch’ a long basis cycle into 2 cycles, they both become basis cycles, replacing the original cycle in the basis. This will be used in Step (2) of the construction of the sum gadget.

**Lemma 7.4.** Let $G$ be a graph, $C$ be a nontrivial cycle in $H_1(G)$, and $a$ and $b$ be vertices of $G$ at distance at least 4 apart. Where $G'$ is the graph we get from $G$ by identifying $a$ and $b$, $H_1(G') = H_1(G) \oplus \mathbb{Z}$. Moreover, one gets a basis of $H_1(G')$ by taking a basis of $H_1(G)$, and doing either of:

- adding one of the new cycles made from $C$ by identifying $a$ and $b$, or
- replacing $[C]$ with the new cycles we get from $C$ by identification.

**Proof.** Add an edge $E$ between $a$ and $b$. By Lemma 7.2 and Lemma 7.3 we get

$$H_1(G') = H_1(G + E) = H_1(G) \oplus \mathbb{Z},$$

as needed.

To get a basis of $H_1(G + E)$ from that of $H_1(G)$ we add any cycle containing $E$ once. So we use the cycle $C_1 = P_1 + E$ where $P_1$ is a path in $C$ from $b$ to $a$. Moreover, where $C = P_2 + P_1$, we have $[C] = [C_2] + [C_1]$, so we get another basis of $H_1(G + E)$ by removing $[C]$ and adding $[C_2]$.

Under the the contraction of $E$ to $G'$, $C_1$ and $C_2$ become the cycles we get from $C$ by identifying $a$ and $b$, as needed.

The following says that if we identify end gadget-cycles of disjoint gadgets then, assuming that the identified gadget-cycle is in a basis for both gadgets, our basis in the new graph is the union of the bases of the two gadgets. (The identified gadget-cycle only appears once in the new basis.)

**Lemma 7.5.** Let $F$ and $H$ be disjoint connected graphs and let $C_F$ and $C_H$ be isomorphic nontrivial 1-cycles of $F$ and $H$ respectively. Let $G$ be the graph we get from $F$ and $H$ by identifying $C_F$ and $C_H$. Then

$$H_1(G) = (H_1(F) \oplus H_1(H))/H_1(C_F).$$

(This is ‘=’, not just ‘\cong’, so one gets a basis of $H_1(G)$ from the union of bases of $H_1(F)$ and $H_1(H)$, by removing the repeated basis element $[C_F]$.)

**Proof.** By (1), the sequence

$$\cdots \to H_2(G) \xrightarrow{\delta} H_1(C_F) \xrightarrow{\Phi} H_1(F) \oplus H_1(H) \xrightarrow{\Psi} H_1(G) \to \tilde{H}_0(C_F) \to \cdots$$

where $\Phi(\alpha) = (\alpha, -\alpha)$, is exact. As $\tilde{H}_0(C_F) = \emptyset$, the map $\Psi$, which is isomorphic on both $H_1(F)$ and $H_1(H)$, is surjective. So elements of $H_1(F)$ and $H_1(H)$ generate $H_1(G)$.

As $C_F$ is non-zero in $H_1(G)$ it is not the boundary of anything in $G$, so $\delta$ maps everything to 0. Thus by exactness, $\Phi$ is injective, and the kernel of $\Psi$ is the element $(C_F, -C_F) = (C_F, -C_H)$, identifying $C_F$ and $C_H$. So $H_1(G) = (H_1(F) \oplus H_1(H))/H_1(C_F)$, as needed.
The following lemma deals with the situation that we identify two gadget-cycles of a connected graph. In doing so, one of the identified gadget-cycles, both of which can be assumed to be basis cycles, becomes dependent on the other, so falls out of the basis unless they were already dependent; at the same time, we create a new basis cycle that we can take to be in $T_4$.

**Lemma 7.6.** Let $A$ and $B$ be disjoint nontrivial copies of $Z$ in a graph $G$, and let $B$ be a basis of $H_1(G)$ containing $[A]$ and $[B]$. Let $G'$ be the graph that we get from $G'$ by identifying $A$ and $B$. Let $C$ be any path of $G$ that becomes a cycle upon this identification.

1. If $[A]$ and $[B]$ are independent in $H_1(G)$ then
   \[ H_1(G') = \langle (B \setminus \{B\}) \cup \{C\} \rangle. \]
2. If $[A] = -[B]$ (as might occur if we identify the cycles backwards) then
   \[ H_1(G') = \langle (B) \cup \{C\} \rangle. \]
3. If $[A] = [B]$ then
   \[ H_1(G') = \langle (B) \cup \{C\} \rangle, \]
   and the element $[A]$ becomes 2-torsion if it was not already.

**Proof.** Let $E$ be a copy of $P_\ell \times A$ for $\ell \geq 4$, and let $G + E$ be the graph we get by identifying $\{0\} \times A$ in $E$ with $A$ and $\{\ell\} \times A$ in $E$ with $B$. Using a similar trick to the one we used in Lemma 7.4 we prove the result for $G + E$ instead of for $G'$. Since we can get from $G + E$ to $G'$ by contracting lengthwise edges of $E$ one at a time, this is enough, by Lemma 7.2.

As the intersection of $G$ and $E$ is $A \cup B$, the sequence
\[ \rightarrow H_1(A \cup B) \xrightarrow{\Phi_1} H_1(G) \oplus H_1(E) \xrightarrow{\Psi_1} H_1(G + E) \]
\[ \xrightarrow{\delta_1} \tilde{H}_0(A \cup B) \xrightarrow{\Phi_0} \tilde{H}_0(G) \oplus \tilde{H}_0(E) \rightarrow \ldots \]
from (1), which quickly becomes
\[ \rightarrow H_1(A \cup B) \xrightarrow{\Phi} H_1(G) \oplus H_1(E) \xrightarrow{\Psi} H_1(G + E) \xrightarrow{\delta} Z \rightarrow 0, \]
is exact.

Here $\Phi : (\alpha, -\alpha)$ and $\Psi : (\alpha, \beta) \mapsto \alpha + \beta$. So we see that, $\Psi(H_1(G) \oplus H_1(E)) = \Psi(H_1(G) \oplus \{0\})$. Indeed, $H_1(E)$ has only the one non-zero element $[A] = [B]$ and so for any $[C] \in H_1(G)$,
\[ \Psi([C], [A]) = [C] + [A] = \Psi([C] + [A], 0). \]

With this we can show that the image of $\Psi$ is the image of its restriction $\Psi_r$ to $H_1(G) \oplus \{0\}$. Indeed, the kernel of $\Psi_r$ is, by exactness
\[ \ker(\Psi) \cap (H_1(G) \oplus \{0\}) = \Im(\Phi) \cap (H_1(G) \oplus \{0\}) \]
\[ = \{(\sigma, 0) \mid \sigma = 0 \text{ in } H_1(E)\} \]
\[ = \{(A - B), 0\}). \]

So $\Psi_r$, and so $\Psi$, injects $H_1(G)/\langle [A - B] \rangle$ into $H_1(G + E)$. On the other hand, by exactness, $\delta$ surjects onto $Z$ so has co-rank of 1, so $H_1(G + E)/\Im(\Psi_r) \cong Z$. As $Z$ is free, we get
\[ H_1(G + E) \cong \Im(\Psi_r) \oplus Z = \frac{H_1(G)}{\langle [A - B] \rangle} \oplus Z. \]
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The factor \( Z \) is generated by \([C]\) as \( C \) is clearly independent of anything in \( H_1(G) \). If \([A]\) and \([B]\) are independent in \( H_1(G) \) then \( A - B \) is non-zero and the factor \( H_1(G)/\langle A - B \rangle \) is generated by the basis \( B \setminus \{[B]\} \); this gives part (1) of the lemma. If \([A] = [B]\) then this factor is \( H_1(G) \) so its basis is still \( B \). If \([A] = -[B]\) it is then \( H_1(G)/\langle 2[A]\rangle \) and the basis is unchanged, but the order of \([A]\) is reduced to 2.

This final lemma says that if we ‘plug’ a basis cycle \( C \) in a graph with a vertex \( v_C \) adjacent to all of its vertices, as we do in step (5) of Construction 6.1, then \( C \) becomes contractible and falls out of the basis.

**Lemma 7.7.** Let \( C \) be a nontrivial cycle in a basis \( B \) of \( H_1(G) \), and let \( G' \) be the graph we get from \( G \) by adding a new vertex \( v_C \) adjacent to all vertices in \( C \). The set \( B \setminus \{[C]\} \) is a basis of \( H_1(G') \).

**Proof.** Let \( W \) be the wheel in \( G' \) induced by \( V(C) \cup \{v_C\} \). It is easy to see that \( H_1(W) = 0 \), and so by (1), the sequence

\[
\begin{align*}
\delta & : H_1(C) \xrightarrow{\Phi} H_1(G) \oplus 0 \xrightarrow{\Psi} H_1(G') \xrightarrow{} 0
\end{align*}
\]

is exact. So \( \Psi \) surjects \( H_1(C) \) onto \( H_1(G') \). As \( H_1(C) \) is clearly \( \langle [C] \rangle \), and so the image of \( \Phi \) is \( \langle [C], 0 \rangle \), this is the kernel of \( \Psi \). So

\[
H_1(G') = H_1(G)/\langle [C] \rangle.
\]

7.2. Computing bases of \( H_1(S_s) \) and \( H_1(G_s) \). Throughout this section, it is convenient to refer to a basis of \( H_1(G) \) for a graph \( G \) simply as a basis of \( G \). We prove Proposition 6.4, which says that \( G_s \) has a basis consisting of end gadget-cycles. We start by proving the same for the sum gadget \( S_s \) of Construction 5.2.

**Lemma 7.8.** For any \( s \geq 2 \), \( H_1(S_s) \) has a basis consisting of any \( s \) of the \( s + 1 \) end gadget-cycles: \( Z_0, Z_1, \ldots, Z_{s-1} \) and \( Z_C \).

**Proof.** Referring to Construction 5.2, in which we constructed \( S_s \), we started with \( S_s^{(0)} = P_1 \times sZ \), which by Lemma 7.1 has a basis consisting of either of its end gadget-cycles.

In step (1) we take a quotient of one of these end gadget-cycles by subpaths. Applying Lemma 7.2 one edge at a time, we have that the resulting graph \( S_s^{(1)} \) still has a basis consisting of either of its end gadget-cycles.

In step (2) we construct \( S_s^{(2)} \) from \( S_s^{(1)} \) by pinching several vertices together in the other end gadget-cycle \( 0 \times sZ \). As \( 0 \times sZ \) can be assumed to be a basis cycle of \( S_s^{(1)} \), we can apply Lemma 7.4 each time we do this, and conclude that the resulting cycles \( Z_0', \ldots, Z_{s-1}' \) make up a basis of \( S_s^{(2)} \).

For each attachment, in step (3), of a path-of-cycles \( P_1 \times Z \) to \( Z_i' \), we apply Lemma 7.5, with \( F = P_1 \times Z \) and with \( H \) containing \( C_H = Z_i' \); this allows us to replace \( Z_i' \) with \( Z_i \) in a basis. Thus the \( Z_i \) make up a basis of \( S_s = S_s^{(3)} \).

Lemma 5.4 tells us that the end gadget-cycle \( Z_C \) is independent of any \( s - 1 \) of these \( Z_i \), so can replace any one of them in the basis.

We are now ready to attack the main construction and show that \( G_s \) has a basis consisting of end gadget-cycles.
Proof of Proposition 6.4. In Step (1) of Construction 6.1 we introduce a set of $3n + 1$ disjoint copies of $Z$. Indeed, letting $V(G) = [n]$ and, for $i \in [n]$, letting $B^i = \{Z_0, Z_1, Z_2\}$, we introduce the set

$$B := \bigcup_{i \in [n]} B^i \cup \{Z_i\}$$

of copies of $Z$.

In Step (2) we construct a graph $G^{(2)}_n$, the end gadget-cycles of which are the cycles in the set $B$, as follows. We start with a copy $G_1 := S_1^1$ of $S_3$ and rename its copy of $Z_1$ to $Z_\ast$. For $i = 2, \ldots, n$, we construct $G_i$ from $G_{i-1}$ by taking a new copy $S_3^i$ of $S_3$ and identifying its copy of $Z_2$ with $Z_\ast$. The resulting $G_n$ is $G^{(2)}_n$.

Now, by Lemma 7.8, we can assume that the copy of $Z_2$ in each of the $S_3^i$ is in its basis, so applying Lemma 7.5 when we construct $G_{i+1}$ from $G_i$ we get a basis of $G_{i+1}$ by adding any two of the cycles in $B^{i+1}$ to our basis of $G_i$. This follows that for any choice of two cycles in $B^i$ for each $i$, there is a basis of $G^{(2)}_n$ containing these cycles. At this point $T_n$ is still a tree, so has an empty basis $B_T$. The following statement is therefore true:

For any two cycles $C, C'$ in $B$ there is a basis $B^\ast$ of $G^{(2)}_n$ with

$$(C, C') \cup B_T \subset B^\ast \subset B \cup B_T. \quad (2)$$

In Steps (3) and (4) we construct $G^{(4)}_n$ from $G^{(2)}_n$ by taking several new copies of $S_2$ and attaching them to $G^{(2)}_n$ by identifying their copies of $Z_0$ and $Z_1$ with cycles of $G^{(2)}_n$ in $B$. Applying the following claim each time we do this, we add a new cycle of $T_n$ to $B_T$ and verify that (2) holds for the newly constructed graph in place of $G^{(2)}_n$.

**Claim.** Let $G$ be a graph and $C$ and $C'$ be disjoint copies of $Z$ in a basis $B$ of $G$. Let $T$ be a connected subgraph of $G$ with one vertex in each of $C$ and $C'$. Let $G'$ be the graph we get from $G$ and a disjoint copy $S$ of $S_2$ by identifying $C$ with $Z_0 \leq S$ and $C'$ with $Z_1 \leq S$ in such a way that the tree $T_S$ of $S$ has one leaf identified with the vertex of $T$ in $C$ and one other leaf the vertex of $T$ in $C'$. Let $T'$ be the union of $T$ and $T_S$.

Where $B_T$ is a basis of $T$, there is a cycle $C_T$ in $T'$ such that

1. $B_T \cup \{C_T\}$ is a basis of $T'$, and
2. $B \cup \{C_T\}$ is a basis of $G'$.

**Proof.** Starting with $G$ and the copy $S$ of $S_2$, first identify $Z_0$ in $S$ with the cycle $C$ of $G$. Call this graph $G^{(1)}$. By Lemma 7.5, we get a basis $B^{(1)}$ of $G^{(1)}$ by removing $C$ from $B$ and adding the cycles $Z_1$ and $Z_2$ of $S$. The basis of $T$ has not changed, as we have just attached a tree $T_S$ to some vertex.

Now construct $G'$ by identifying the cycles $Z_1$ and $C'$ of $G^{(1)}$. This makes $T'$ by identifying vertices of $T$ that are distance at least 4 apart, so by Lemma 7.4 creates a new cycle $C_T$ in $T'$ such that $B_T \cup \{C_T\}$ is a basis of $T'$. By Lemma 7.6, we can get a basis of $G'$ from $B^{(1)}$ by adding the cycle $C_T$ and possibly removing the cycle $C'$. This basis contains $Z_2$ and $Z_1$ of $S$. But in $S$, the cycles $Z_2, Z_1,$ and $Z_0$ are minimally dependent, so we can replace $Z_2$ with $Z_0 = C$ in this basis, getting that $B \cup \{C_T\}$ is a basis of $G'$.

$\diamond$
As mentioned before the claim, this gives us that statement (2) holds for $G^{(4)}_*$ in place of $G^{(2)}_*$. In particular $G^{(4)}_*$ has a basis consisting of gadget end-cycles, and cycles in $\mathcal{B}_T$. To get $G_* = G^{(5)}_*$ from $G^{(4)}_*$ we added, for every cycle $C$ in $\mathcal{B}_T$, a vertex $v_C$ with edges to all vertices of $C$. By Lemma 7.7 these cycles $C$ drop out of the basis, and so $G_*$ has a basis consisting only of gadget end-cycles. □

References

[1] R. Brewster, J. Lee, and M. Siggers. Reconfiguration of homomorphisms to reflexive digraph cycles. *Discrete Mathematics*, 344(8):112441, 2021. DOI:10.1016/j.disc.2021.112441.

[2] Richard C. Brewster and Benjamin Moore. Characterizing circular colouring mixing for $\frac{p}{q} < 4$. *Journal of Graph Theory*, 102(2):271–294, 2023. DOI:https://doi.org/10.1002/jgt.22870.

[3] G. Brightwell and P. Winkler. Gibbs measures and dismantlable graphs. *JTCB*, 78(1):141–166, 2000. DOI:10.1006/jctb.1999.1935.

[4] A. Bulatov. A dichotomy theorem for nonuniform CSPs. In *58th Annual IEEE Symposium on Foundations of Computer Science—FOCS 2017*, pages 319–330. IEEE Computer Soc., Los Alamitos, CA, 2017. DOI:10.1109/FOCS.2017.37.

[5] L. Cereceda, J. van den Heuvel, and M. Johnson. Mixing 3-colourings in bipartite graphs. *European J. Combin.*, 30(7):1593–1606, 2009.

[6] P. Gopalan, P. Kolaitis, E. Maneva, and C. H. Papadimitriou. The connectivity of Boolean satisfiability: computational and structural dichotomies. *SIAM J. Comput.*, 38(6):2330–2355, 2009. DOI:10.1007/11786986_31.

[7] A. Hatcher. *Algebraic topology*. Cambridge University Press, Cambridge, 2002.

[8] J. Lee, J. Noel, and M. Siggers. Reconfiguring graph homomorphisms on the sphere. *European J. Combin.*, 86:103086, 21, 2020. DOI:10.1016/j.ejc.2020.103086.

[9] J. Lee, J. Noel, and M. Siggers. Recolouring homomorphisms to triangle-free reflexive graphs, 2021. URL arXiv:2111.00723.

[10] Benjamin Lévêque, Moritz Mühlenhalter, and Thomas Suzan. Reconfiguration of Digraph Homomorphisms. In *40th International Symposium on Theoretical Aspects of Computer Science (STACS 2023)*, volume 254 of *Leibniz International Proceedings in Informatics (LIPIcs)*, pages 43:1–43:21, 2023.

[11] N. Nishimura. Introduction to reconfiguration. *Algorithms (Basel)*, 11(4):Paper No. 52, 25, 2018. DOI:10.3390/a11040052.

[12] M. Wrochna. Homomorphism reconfiguration via homotopy. In *32nd International Symposium on Theoretical Aspects of Computer Science*, volume 30 of *LIPIcs. Leibniz Int. Proc. Inform.*, pages 730–742. Schloss Dagstuhl. Leibniz-Zent. Inform., Wadern, 2015.

[13] D. Zhuk. A proof of the CSP dichotomy conjecture. *J. ACM*, 67(5):Art. 30, 78, 2020. DOI:10.1145/3402029.

KYUNGPook NATIONAL UNIVERSITY, REPUBLIC OF KOREA

Email address: hbkim@knu.ac.kr

UNIVERSITY OF VICTORIA, CANADA

Email address: dluqor0923@uvic.ca

KYUNGPook NATIONAL UNIVERSITY, REPUBLIC OF KOREA

Email address: mhsiggers@knu.ac.kr