Abstract: A quality-Bayesian approach, combining the direct sampling method and the Bayesian inversion, is proposed to reconstruct the locations and intensities of the unknown acoustic sources using partial data. First, we extend the direct sampling method by constructing a new indicator function to obtain the approximate locations of the sources. The behavior of the indicator is analyzed. Second, the inverse problem is formulated as a statistical inference problem using the Bayes’ formula. The well-posedness of the posterior distribution is proved. The source locations obtained in the first step are coded in the priors. Then an Metropolis-Hastings MCMC algorithm is used to explore the posterior density. Both steps use the same physical model and measured data. Numerical experiments show that the proposed method is effective even with partial data.
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1 Introduction

We consider the inverse problem to reconstruct the locations and intensities of the acoustic sources from measured near-field or far-field partial data. The problem has importance in various applications such as biomedical imaging and the identification of pollution sources [8,9]. We refer the readers to [2, 3, 9, 13] and the references therein for different methods in literature.

Recently, a new quality-Bayesian approach, which combines the qualitative method and the Bayesian inference, is proposed for the inverse scattering problem [12]. The method has two steps. First, qualitative information of the obstacle such as the size and location is obtained using the extended sampling method [13,15]. Second, the inverse problem is formulated as a statistical inference problem using the Bayes’ formula [11,18]. Then a Markov chain Monte Carlo (MCMC) algorithm is used to explore the posterior density. The information obtained in the first step is coded in the priors. The method provides satisfactory results with partial data.
In this paper, we extend the methodology in [12] to the inverse acoustic source problem with partial data. In the first step, a direct sampling method (DSM) is employed to approximate the locations of the sources. The DSM is a non-iterative method to reconstruct the unknown scatterers [10,17]. Recently, the DSM was used in [11,20] to reconstruct the locations of multiple multipolar sources from single-frequency measurement Cauchy data. Using multiple frequency data, we construct a new indicator function for the inverse source problems. Similar to those in [3,16,20], the indicator decays as the Bessel function when the sampling point moves away from the source (see, e.g., [16]). The DSM has some attractive features: (i) it is easy to implement and computationally cheap; (ii) the algorithm does not need a priori information of the sources; and (iii) the method can provide us with an accurate and reliable location estimation of the unknown sources; (iv) the method is robust for the noise data. These features make the DSM a good candidate to obtain some rough information of the sources.

In the second step, for more detailed properties of the sources, we resort to the Bayesian inversion. In Bayesian statistics, the parameters are viewed as random variables. The number and locations of the sources obtained in the first step are coded in the priors. By using Bayes’ formula, a posterior distribution of the unknown parameters is obtained. The well-posedness is proved and a Metropolis-Hastings (MH) MCMC algorithm is used to explore the posterior density. Consequently, statistical estimates for the unknown parameters can be obtained. We refer the readers to [11,18] for the Bayesian inversion and [4,6,12,14] for its applications to inverse problems.

The rest of the paper is organized as follows. In Section 2, we present the direct and inverse source problems under investigation. In Section 3, we develop a DSM to obtain the approximate locations of the unknown sources. In Section 4, the Bayesian method is employed to reconstruct the details of the sources. In Section 5, numerical examples are presented to show the effectiveness of the quality-Bayesian approach using complete or partial data. Finally, in Section 6, we draw some conclusions.

2 Direct and Inverse Source Problems

Let $F \in L^2(\mathbb{R}^2)$ denote the source with $\text{supp} F \subset V$, where $V$ is a bounded domain of $\mathbb{R}^2$. The time-harmonic acoustic wave $u \in H^1_{\text{loc}}(\mathbb{R}^2)$ radiated by $F$ satisfies

\begin{align}
\Delta u + k^2 u &= F \quad \text{in } \mathbb{R}^2, \tag{2.1a}
\end{align}

\begin{align}
\lim_{r \to \infty} r \sqrt{r} \left( \frac{\partial u}{\partial r} - i k u \right) &= 0, \quad r = |x|, \tag{2.1b}
\end{align}

where $k$ is the wave number. (2.1a) is the Helmholtz equation and (2.1b) is the Sommerfeld radiation condition. Recall that the fundamental solution of the Helmholtz equation is given by

$$
\Phi_k(x, y) = \frac{i}{4} H_0^{(1)}(k|x-y|),
$$

where $H_0^{(1)}$ is the Hankel function of zeroth order and the first kind. It is well-known that $\Phi_k(x, y)$ satisfies \[7\]

\begin{align}
(\Delta + k^2)\Phi_k(x, y) &= -\delta(x - y), \tag{2.2}
\end{align}
where $\delta$ is the Dirac distribution. The solution $u$ of (2.1) has the asymptotic expansion [7]

$$u(x, k) = \frac{e^{i \frac{\pi}{4} \sqrt{8kr}}}{\sqrt{8k\pi \sqrt{r}}} \left\{ u^\infty(\hat{x}, k) + O\left(\frac{1}{r}\right) \right\} \text{ as } r \to \infty,$$

where $\hat{x} = x/|x| \in S$, $S := \{|\hat{x}| = 1 : \hat{x} \in \mathbb{R}^2\}$. The function $u^\infty(\hat{x}, k)$, $\hat{x} \in S$, is the far field pattern of $u(x, k)$. The solution $u$ to (2.1) and its far-field $u^\infty$ can be written as [7]

$$u(x, k) = \int_V \Phi_k(x, y) F(y) dy, \quad (2.3)$$

$$u^\infty(\hat{x}, k) = \int_V \Phi_k^\infty(\hat{x}, y) F(y) dy, \quad (2.4)$$

where

$$\Phi_k^\infty(\hat{x}, y) = \exp(-ik\hat{x} \cdot y), \quad (2.5)$$

is the far-field pattern of $\Phi_k(x, y)$.

The inverse source problem (ISP) of interest is to determine $F$ from one of the following data sets:

i) $\{u(x, k) : x \in \Gamma, k \in [k_m, k_M]\}$;

ii) $\{u^\infty(\hat{x}, k) : \hat{x} \in S \subset S, k \in [k_m, k_M]\}$;

where $\Gamma$ is a measurement curve outside $V$, and $k_m < k_M$ are two fixed wave numbers. By complete data, we mean that $\Gamma$ is a simple closed curve with $V$ inside, or $S = S$. Otherwise, the measured data is partial.

In this paper, we consider two $F$'s for (2.1). The first one is the combination of monopole and dipole sources (see, e.g., [20])

$$F_j(x) = (\lambda_j + \xi_j \cdot \nabla)\delta(x - z_j), \quad j = 1, \ldots, J, \quad (2.6)$$

where $J$ is the number of sources, $z_j$'s represent the source locations, $\lambda_j$'s and $\xi_j$'s are the scalar and vector intensities such that $|\lambda_j| + |\xi_j| \neq 0$ and $|\lambda_j\xi_j| = 0$. The second one is the combination of

$$F_j(x) = \sum_{j=1}^{J} \lambda_j \exp(-\xi_j |x - z_j|^2), \quad j = 1, \ldots, J, \quad (2.7)$$

where both $\lambda_j$'s and $\xi_j$'s are the scalar intensities. For simplicity, we write

$$F(x; z, \lambda, \xi) = \sum_{j=1}^{J} F_j(x; z, \lambda_j, \xi_j), \quad \text{supp } F_j(x; z, \lambda_j, \xi_j) \subset V_j, \quad (2.8)$$

where $\lambda = (\lambda_1, \ldots, \lambda_J)$, $\xi = (\xi_1, \ldots, \xi_J)$, $V_j \subset V$. 

3
3 Direct Sampling Method

Given the measured far-field or near-field data, we propose a direct sampling method (DSM) to reconstruct the number and locations of the sources. The method only involves numerical integrations and thus is very fast in general. Moreover, it is robust for noisy partial data, which makes it a good candidate to obtain some qualitative information.

Let $D$ be the sampling domain such that $V \subset D$. Let $n$ be the unit outward normal to $\partial D$. Denote by $\mathcal{A} := \{k_i\}_{i=1}^N \subset [k_m, k_M]$ a finite set of discrete wave numbers. We define two functions

$$I(z_p) = \sum_{k_i \in \mathcal{A}} \int_{\Gamma} u(x, k_i) \Phi_{k_i}(x, z_p) ds(x), \quad z_p \in D,$$

$$I^\infty(z_p) = \sum_{k_i \in \mathcal{A}} \int_{\Gamma} u^\infty(\hat{x}, k_i) \Phi_{k_i}^\infty(\hat{x}, z_p) ds(\hat{x}), \quad z_p \in D,$$

where $\Phi_{k_i}(x, z_p)$ and $\Phi_{k_i}^\infty(\hat{x}, z_p)$ are the conjugates of $\Phi_{k_i}(x, z_p)$ and $\Phi_{k_i}^\infty(\hat{x}, z_p)$, respectively.

3.1 Near-field Indicator

For near-field data, inserting (2.3) into (3.1) and changing the order of integration, we have that

$$I(z_p) = \sum_{k_i \in \mathcal{A}} \int_{\Gamma} \int_{V} \Phi_{k_i}(x, y) F(y) dy \Phi_{k_i}(x, z_p) ds(x)$$

$$= \sum_{k_i \in \mathcal{A}} \int_{\Gamma} \int_{V} \Phi_{k_i}(x, y) \Phi_{k_i}(x, z_p) ds(x) F(y) dy.$$

From (2.2), for $\Phi_{k_i}(x, y)$ and $\Phi_{k_i}(x, z_p)$, it holds that

$$\int_{D} (\Delta \Phi_{k_i}(x, y) + k^2 \Phi_{k_i}(x, y)) \Phi_{k_i}(x, z_p) dx = -\Phi_{k_i}(y, z_p),$$

$$\int_{D} (\Delta \Phi_{k_i}(x, z_p) + k^2 \Phi_{k_i}(x, z_p)) \Phi_{k_i}(x, y) dx = -\Phi_{k_i}(y, z_p).$$

Using (3.4), (3.5), the Green’s formula and the Sommerfeld radiation condition, we derive

$$\Phi_{k_i}(y, z_p) - \Phi_{k_i}(y, z_p) = \int_{\Gamma} \left\{ \frac{\partial \Phi_{k_i}(x, y)}{\partial n} \Phi_{k_i}(x, z_p) - \frac{\partial \Phi_{k_i}(x, z_p)}{\partial n} \Phi_{k_i}(x, y) \right\} ds(x)$$

$$\approx \int_{\Gamma} (ik \Phi_{k_i}(x, y) \Phi_{k_i}(x, z_p) + ik \Phi_{k_i}(x, z_p) \Phi_{k_i}(x, y)) ds(x),$$

which implies

$$\int_{\Gamma} k \Phi_{k_i}(x, y) \Phi_{k_i}(x, z_p) ds(x) \approx Im(\Phi_{k_i}(y, z_p)).$$

For $y \in V$ and $z_p \in D$, define the kernel function for (3.3)

$$H(y, z_p) = \int_{\Gamma} \Phi_{k_i}(x, y) \Phi_{k_i}(x, z_p) ds(x), \quad k_i \in \mathcal{A}.$$
Thus,
\[ H(y, z_p) \propto \frac{1}{k_i} J_0(k_i|y - z_p|), \quad k_i \in \mathcal{A}, \]  
(3.9)
where \( J_0 \) is the zeroth order Bessel function and \( \propto \) means “proportional to”.

Due to (3.8) and (3.9), \( I(z_p) \) is a superposition of the Bessel functions. From the asymptotic property of \( J_0(t) \) [7]
\[ J_0(t) = \frac{\sin t + \cos t}{\sqrt{\pi t}} \left\{ 1 + O \left( \frac{1}{t} \right) \right\}, \quad \text{as } t \to \infty, \]  
(3.10)
\( I(z_p) \) decays similarly when \( z_p \) moves away from \( y \).

Now we define the indicator for near-field data
\[ I_{DSM}(z_p) = \sum_{k_i \in \mathcal{A}} \frac{\langle u(x, k_i), \Phi_{k_i}(x, z_p) \rangle_{L^2(\Gamma)}}{\langle \Phi_{k_i}(x, z_p) \rangle_{L^2(\Gamma)}}, \quad \forall z_p \in D, \]  
(3.11)
where the inner product \( \langle \cdot, \cdot \rangle_{L^2(\Gamma)} \) is defined as
\[ \langle u(x, k_i), \Phi_{k_i}(x, z_p) \rangle_{L^2(\Gamma)} = \int_{\Gamma} u(x, k_i) \Phi_{k_i}(x, z_p) ds(x). \]

### 3.2 Far-field Indicator

Substituting (2.4) into (3.2), and changing the order of integration, we have that
\[ I^F(z_p) = \sum_{k_i \in \mathcal{A}} \int_S \int_V \Phi_{k_i}(\hat{x}, y) F(y) dy \Phi_{k_i}(\hat{x}, z_p) ds(\hat{x}) 
= \sum_{k_i \in \mathcal{A}} \int_S \int_V e^{-ik_i \hat{x} \cdot y} e^{ik_i \hat{x} \cdot z_p} ds(\hat{x}) F(y) dy. \]  
(3.12)
For \( y \in V \) and \( z_p \in D \), define the kernel function
\[ H^F(y, z_p) = \int_S e^{ik_i \hat{x} \cdot (z_p - y)} ds(\hat{x}), \quad k_i \in \mathcal{A}. \]  
(3.13)
By Funk-Hecke formula [7],
\[ H^F(y, z_p) = 2\pi J_0(k_i|y - z_p|), \quad k_i \in \mathcal{A}. \]  
(3.14)
Due to (3.10), \( I^F(z_p) \) is large when \( z_p \in V \) and decays when \( z_p \to \infty \). Consequently, we define the indicator for far-field data as
\[ I_{FDSM}(z_p) = \sum_{k_i \in \mathcal{A}} \frac{\langle u^F(\hat{x}, k_i), \Phi_{k_i}(\hat{x}, z_p) \rangle_{L^2(S)}}{\langle \Phi_{k_i}(\hat{x}, z_p) \rangle_{L^2(S)}}, \]  
(3.15)
where
\[ \langle u^F(\hat{x}, k_i), \Phi_{k_i}(\hat{x}, z_p) \rangle_{L^2(S)} = \int_S u^F(\hat{x}, k_i) \Phi_{k_i}^\ast(\hat{x}, z_p) ds(\hat{x}). \]

The algorithm to approximate the locations of the unknown sources is as follows.

**DSM for ISP**
1. Collect the data \( u(x, k_i) \) on \( \Gamma \) (or \( u^x(\hat{x}, k_i) \) on \( S \)) for \( k_i \in \mathcal{A} \).
2. Generate sampling points for \( D \).
3. Calculate \( I_{DSM}(z_p) \) (or \( I_{DSM}^c(z_p) \)) for all sampling points \( z_p \in D \).
4. Find the local maximizers \( z_{DSM}^{SM} \)'s of \( I_{DSM}(z_p) \) (or \( I_{DSM}^c(z_p) \)).

The DSM provides the number and locations of the sources. Such qualitative information is integrated into the priors for the following Bayesian inversion.

## 4 Bayesian Inversion

In this section, we present the Bayesian inversion for the inverse acoustic source problem using the near-field data. The far-field case is similar.

Let \( \phi = (\lambda, \xi, z_1, \ldots, z_J)^T \). Define the forward operator \( K : \mathbb{R}^N \rightarrow L^2(\Gamma) \) as follows

\[
K(\phi) := \int_{\Gamma} \Phi_k(y, x) F(x; \phi) dx.
\]

For \( F \) given by (2.6), \( N = 5J \). For \( F \) given by (2.7), \( N = 4J \).

The statistical modal for (2.1) can be written as

\[
Y = K(\phi) + Z,
\]

where \( Y \) is the noisy measurement of \( u(x, k) \) and \( Z \) is the Gaussian noise, i.e., \( Z \sim \mathcal{N}(0, \gamma^2 I) \).

Denote by \( \mu^Y(d\phi) = \mathbb{P}(d\phi|Y) \) the posterior measure and by \( \mu_0(d\phi) = \mathbb{P}(d\phi) \) the prior measure for \( \phi \). The statistical inverse problem is to find the posterior measure \( \mu^Y(d\phi) \).

Assume that \( \mu^Y \) is absolutely continuous with respect to \( \mu_0 \), i.e., \( \mu^Y \ll \mu_0 \). By Bayes’ formula,

\[
\frac{d\mu^Y}{d\mu_0}(\phi) = \frac{1}{L(Y)} \exp \left( -G(\phi; Y) \right),
\]

where \( \exp( -G(\phi; Y) ) \) is the likelihood such that

\[
G(\phi; Y) := \frac{1}{2\gamma^2} \| Y - K(\phi) \|_{L^2(\Gamma)}^2,
\]

and

\[
L(Y) := \int_{\mathbb{R}^N} \exp \left( -G(\phi; Y) \right) d\mu_0(\phi),
\]

is the normalizing constant of \( \mu^Y \).

In the rest of this section, we show the well-posedness of the posterior measure following [18].

We first analyze the forward operator \( K \).

**Lemma 1** (Page 441 of [17]) Let \( z \in \mathbb{C} \) and \( \text{Re}(z) > 0 \). Then the following Nicholson’s formula holds

\[
J_\nu^2(z) + Y_\nu^2(z) = \frac{8}{\pi^2} \int_0^\infty K_0(2z \sinh t) \cosh(2\nu t) dt,
\]

where

\[
K_0(z) = \int_0^\infty e^{-z \cosh t} dt.
\]

\( J_\nu(z) \) and \( Y_\nu(z) \) are the \( \nu \)-th order Bessel function and Neumann function, respectively.
Using Nicholson’s formula (4.4), the following property holds for $K$.

**Lemma 2** There exist a constant $C$, such that

$$
\|K(\phi)\|_{L^2(\Gamma)} \leq C|\phi|_\infty,
$$

(4.5)

where $C$ depends on $\Gamma$ and $V$.

**Proof.** According to (2.3),

$$
u(x, k) = \int_{\Gamma} \frac{i}{4} H_0^{(1)}(k|x - y|) F(y) dy.
$$

(4.6)

Let

$$
\tau^* = \min\{|x - y| : x \in \Gamma, y \in V\} \quad \text{and} \quad \tau = |x - y|.
$$

By (4.4),

$$
|H_\nu^{(1)}(k\tau)|^2 = J_\nu^2(k\tau) + Y_\nu^2(k\tau)
$$

$$
= \frac{8}{\pi^2} \int_0^\infty K_0(2k\tau \sinh t) \cosh(2\nu t) dt
$$

$$
\leq \frac{8}{\pi^2} \int_0^\infty K_0(2k\tau^* \sinh t) \cosh(2\nu t) dt
$$

$$
= |H_\nu^{(1)}(k\tau^*)|^2.
$$

(4.7)

Combining (4.6) and (4.7), we obtain that

$$
|u(x, k)| = \left| \int_{\Gamma} \frac{i}{4} H_0^{(1)}(k|x - y|) F(y) dy \right|
$$

$$
\leq \frac{1}{4} \int_{\Gamma} |H_0^{(1)}(k\tau^*)| \|F(y)\| dy
$$

$$
\leq \frac{\|F\|_{L^2(\Gamma)}}{4} |H_0^{(1)}(k\tau^*)| \|F(y)\|_\infty.
$$

(4.8)

Since $k \geq k_m$, it holds that

$$
\|u(x, k)\|_{L^2(\Gamma)} \leq \frac{\|F\|_{L^2(\Gamma)}}{4} |H_0^{(1)}(k\tau^*)| \|F(y)\|_\infty \leq C \frac{\|F\|_{L^2(\Gamma)}}{4} |H_0^{(1)}(k\tau^*)| \|\phi\|_\infty.
$$

(4.9)

This completes the proof.

**Corollary 3** There exists a constant $C$, such that

$$
\|K(\phi_1) - K(\phi_2)\|_{L^2(\Gamma)} \leq C|\phi_1 - \phi_2|_\infty,
$$

(4.10)

where $C$ depends on $\Gamma$ and $V$.

Let $\mu_1$ and $\mu_2$ denote two probability measures. Assume that $\mu_1$ and $\mu_2$ are both absolutely continuous with respect to a third measure $\mu$. 
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Now we show that $L$ measures defined by (4.1) clearly, $\mu$ and $\mu'$ metrics are equivalent (see, e.g., Lemma 6.36 of [18]).

Both Hellinger and total variation metrics are independent of the choice of the measure $\mu$. If $\mu_1$ and $\mu_2$ are both absolutely continuous with respect to $\mu$, then Hellinger and total variation metrics are equivalent (see, e.g., Lemma 6.36 of [18]).

**Theorem 5** Assume that $\mu_0$ is a Borel probability measure on $\mathbb{R}^N$. Let $\mu^Y$ and $\mu^{Y'}$ be the measures defined by (4.1) for $Y$ and $Y' \in \mathcal{C}$, respectively. Suppose $\mu^Y$ and $\mu^{Y'}$ are both absolutely continuous with respect to $\mu_0$. Then the Bayesian inverse problem (4.1) is well-posed in both Hellinger and total variational metrics, i.e., there exist a constant $M = M(r) > 0$ with $\max\{|Y|, |Y'|\} < r$, such that

$$d_H(\mu^Y, \mu^{Y'}) \leq M\|Y - Y'\|_\infty \quad \text{and} \quad d_{TV}(\mu^Y, \mu^{Y'}) \leq M\|Y - Y'\|_\infty.$$  

**Proof.** Define the normalizing constant

$$L(Y) = \int_{\mathbb{R}^N} \exp\left(-\frac{1}{2\gamma^2}\|Y - \mathcal{K}(\phi)\|_{L^2(\Gamma)}^2\right) d\mu_0(\phi).$$  

(4.14)

Clearly,

$$0 \leq L(Y) \leq 1.$$  

Now we show that $L(Y)$ is strictly positive. From Lemma [2] and (4.14), it follows that

$$L(Y) \geq \int_{B(R)} \exp\left(-\frac{1}{\gamma^2}(\|Y\|_{L^2(\Gamma)}^2 + \|\mathcal{K}(\phi)\|_{L^2(\Gamma)}^2)\right) d\mu_0(\phi)$$

$$\geq \int_{B(R)} \exp(-M)d\mu_0(\phi)$$

$$= \exp(-M)\mu_0(B(R)),$$

(4.15)

where $B(R)$ denotes a ball with a large enough radius $R$.

We conclude that $\mu_0(B(R)) > 0$. To see this, consider the disjoint sets $A_n := \{u| n - 1 \leq \|u\| < n\}, \forall n \in \mathbb{N}$. Then $\{A_n\}$ are measurable and $\sum_{n=1}^{\infty} \mu_0(A_n) = \mu_0(\bigcup_{n=1}^{\infty} A_n) = 1$. Consequently, there exist at least one of $A_n \in \{A_n\}_{n=1}^{\infty}$ satisfies $\mu_0(A_n) \neq 0$. Combining with (4.15), it holds that $L(Y) > 0$.

Using the mean value theorem and Lemma [2] we have

$$|L(Y) - L(Y')| \leq \int_{\mathbb{R}^N} \exp(-G(\phi; Y')) |G(\phi; Y) - G(\phi; Y')| d\mu_0(\phi)$$

$$\leq \int_{\mathbb{R}^N} \frac{1}{2\gamma^2} \left|\|Y - \mathcal{K}(\phi)\|_{L^2(\Gamma)}^2 - \|Y' - \mathcal{K}(\phi)\|_{L^2(\Gamma)}^2\right| d\mu_0(\phi)$$

$$\leq M\|Y - Y'\|_\infty.$$  

(4.16)
By the definition of $d_H$,
\[
\begin{align*}
    d_H^2(\mu^Y, \mu^{Y'}) &= \frac{1}{2} \int_{\mathbb{R}^N} \left\{ \left( \frac{\exp(-G(\phi; Y))}{L(Y)} \right)^{1/2} - \left( \frac{\exp(-G(\phi; Y'))}{L(Y')} \right)^{1/2} \right\}^2 d\mu_0(\phi) \\
    &= \frac{1}{2} \int_{\mathbb{R}^N} \left\{ \left( \frac{\exp(-G(\phi; Y))}{L(Y)} \right)^{1/2} - \left( \frac{\exp(-G(\phi; Y'))}{L(Y')} \right)^{1/2} \right\}^2 d\mu_0(\phi) \\
    &\quad + \left( \frac{\exp(-G(\phi; Y'))}{L(Y')} \right)^{1/2} - \left( \frac{\exp(-G(\phi; Y'))}{L(Y')} \right)^{1/2} \right\}^2 d\mu_0(\phi) \\
    &\leq L(Y)^{-1} \int_{\mathbb{R}^N} \left\{ \exp\left( -\frac{1}{2} G(\phi; Y) \right) - \exp\left( -\frac{1}{2} G(\phi; Y') \right) \right\}^2 d\mu_0(\phi) \\
    &\quad + \left| L(Y)^{-1/2} - L(Y')^{-1/2} \right|^2 \int_{\mathbb{R}^N} \exp(-G(\phi; Y')) d\mu_0(\phi).
\end{align*}
\]

Again, using the mean value theorem and Lemma 2, we have that
\[
\begin{align*}
    \int_{\mathbb{R}^N} \left\{ \exp\left( -\frac{1}{2} G(\phi; Y) \right) - \exp\left( -\frac{1}{2} G(\phi; Y') \right) \right\}^2 d\mu_0(\phi) \\
    &\leq \int_{\mathbb{R}^N} \exp(-G(\phi; Y)) \left| \frac{1}{2} G(\phi; Y) - \frac{1}{2} G(\phi; Y') \right|^2 d\mu_0(\phi) \\
    &\leq \int_{\mathbb{R}^N} \frac{1}{16\gamma} \left\| Y - K(\phi) \right\|^2 - \left\| Y' - K(\phi) \right\|^2 d\mu_0(\phi) \\
    &\leq M \left\| Y - Y' \right\|^2_{\infty}.
\end{align*}
\]

According to the boundedness of $L(Y)$ and $L(Y')$, it holds that
\[
\left| L(Y)^{-1/2} - L(Y')^{-1/2} \right|^2 \leq M \max \left( L(Y)^{-3}, L(Y')^{-3} \right) \left| L(Y) - L(Y') \right|^2 \leq M \left\| Y - Y' \right\|^2_{\infty}. \tag{4.19}
\]

Combining (4.15)-(4.19) we obtain
\[
d_H(\mu^Y, \mu^{Y'}) \leq M \left\| Y - Y' \right\|^2_{\infty}.
\]

Due to Lemma 6.36 of [18], it also holds that
\[
d_{TV}(\mu^Y, \mu^{Y'}) \leq M \left\| Y - Y' \right\|^2_{\infty}.
\]

The proof is complete.

The solution to the Bayesian inverse problem is the posterior distribution $\mu^Y$. To explore $\mu^Y$, we resort to the Markov Chain Monte Carlo (MCMC) method. The basic idea is to construct an ergodic Markov chain with $\mu^Y$ as the stationary distribution. Based on the samples generated by MCMC, various statistical estimates such as maximum a posteriori (MAP) and conditional
mean (CM) can be obtained. In this paper, we employ the preconditioned Crank-Nicolson (pCN) Metropolis-Hastings (MH) algorithm for MCMC \[5\].

**pCN-MH for ISP**

1. Set $n \leftarrow 0$ and choose an initial value $\phi_0$.

2. Propose a move according to
   \[
   \tilde{\lambda}_{j,n} = (1 - \beta^2)^{1/2} \lambda_{j,n} + \beta W_n, \quad W_n \sim \mathcal{N}(0,1),
   \]
   \[
   \tilde{\xi}_{j,n} = (1 - \beta^2)^{1/2} \xi_{j,n} + \beta W_n, \quad W_n \sim \mathcal{N}(0,1) \text{or} \mathcal{N}(0, I_{2\times2}),
   \]
   \[
   \tilde{z}_{j,n} = z_{DSM}^D + \sqrt{\sigma} W_n, \quad W_n \sim \mathcal{N}(z_{D SM}^D, I_{2\times2}).
   \]

3. Compute
   \[
   \alpha(\phi_n, \tilde{\phi}_n) = \min \left\{ 1, \exp \left( G(F(x; \phi_n); Y) - G(F(x; \tilde{\phi}_n); Y) \right) \right\}.
   \]

4. Draw $\bar{\alpha} \sim U(0,1)$. If $\alpha(\phi_n, \tilde{\phi}_n) \geq \bar{\alpha}$, set $\phi_{n+1} = \tilde{\phi}_n$. Else, $\phi_{n+1} = \phi_n$.

5. When $n = \text{MaxIt}$, the maximum sample size, stop.
   Otherwise, set $n \leftarrow n + 1$ and go to step 2.

### 5 Numerical Examples

We present four numerical examples to show the performance of the proposed quality-Bayesian approach. Let $V = [-4,4] \times [-4,4]$. For point sources (2.6), the solution to the forward problem (2.1) is computed directly using the formula in Section 4.1 of [20]. For extended sources (2.7), the solution to (2.1) is approximated using (2.3) or (2.4) as follows. Generate a triangular mesh $\mathcal{T}$ for $V$ with mesh size $h$. For example, for $\hat{x} := (\cos \theta, \sin \theta)$, $\theta \in [0, 2\pi)$, and a fixed wave number $k$, the far-field data is approximated by

\[
\begin{align*}
    u^x(\hat{x}; k) &\approx \sum_{T \in \mathcal{T}} e^{-i k \hat{x} \cdot y_T} F(y_T) |T|, \quad (5.1)
\end{align*}
\]

where $T \in \mathcal{T}$ is a triangle, $y_T$ is the center of $T$, and $|T|$ denotes the area of $T$. The synthetic data is computed using a mesh with $h \approx 0.06$. Then 5% random noise is added

\[
    u^m(x, k) := u(x, k) + 0.05(\bar{Z}_1 + i \bar{Z}_2) \max |u|,
\]

where $\bar{Z}_1, \bar{Z}_2 \sim \mathcal{N}(0,1)$. Note that, in the sampling stage, a different relatively coarse mesh is used to compute the solution of the forward problem (2.1).

Examples 1 and 3 use the near field data, which are measured on a circle with radius $R = 6.5$ and centered at zero. Examples 2 and 4 use the far-field data. Define

\[
S_1 := [0, 2\pi), \quad S_2 := [0, \pi), \quad S_3 := [\pi/8, 5\pi/8).
\]

The near-field data are

\[
\{u(x; k_j)|x = (R \cos \theta, R \sin \theta), \theta \in S_i, i = 1, 2, 3, j = 1, \ldots, N_k.\}
\]
The far-field data are
\[ \{u^x(\hat{x}; k_j)|\hat{x} = (\cos \theta, \sin \theta), \theta \in S_i, i = 1, 2, 3, j = 1, \ldots, N_k.\} \]

The aperture \( S_1 \) represents complete data and \( S_2, S_3 \) represent partial data. Equally spaced measurement angles are used: 80 for \( S_1 \), 40 for \( S_2 \) and 20 for \( S_3 \). The \( N_k \) wave numbers in \([k_m, k_M]\) are given by
\[ k_j = k_m + (j - 1)(k_M - k_m)/(N_k - 1), \quad j = 1, \ldots, N_k. \tag{5.2} \]

The sampling domain for DSM is chosen to be the same as \( V \) and is divided into 201 \( \times \) 201 uniformly distributed sampling points.

### 5.1 Example 1

Let \( F(x) = \sum_{j=1}^{3} \lambda_j \delta(x - z_j) \) with
\[ \{\lambda_j\}_{j=1}^{3} = \{6, 5, 7\}, \quad \{z_j\}_{j=1}^{3} = \{(2, 2), (-2, 2), (0, -2)\}. \]

Let \( k_m = 5, k_M = 10 \) and \( N_k = 10 \). In Fig. 1 we plot the indicator functions using data associated with \( S_1, S_2, S_3 \) by DSM. The reconstructed locations \( \{z_j^{DSM}\}_{j=1}^{3} \) are

\[ S_1 : \{(2.00, 2.00), (-2.00, 2.00), (0.00, -2.00)\}, \]
\[ S_2 : \{(2.00, 2.00), (-2.00, 2.00), (0.00, -2.00)\}, \]
\[ S_3 : \{(2.00, 2.00), (-2.00, 2.00), (0.00, -2.00)\}. \]

For monopole sources, the locations are accurate even for partial data, although the plots of the indicators in Fig. 1 are quite different.

In the Bayesian inversion stage, we take \( \beta = 0.03 \) and \( \sigma = 0.0004 \). The maximum number of samples is set to be 10000. The first 3000 samples are discarded and the condition mean of posterior density for each parameter is computed. The results are shown in Table 1 where \( \cdot \) represents the condition mean. The reconstructed parameters are close to the exact ones.
5.2 Example 2

Let \( F(x) = \sum_{j=1}^{3}(\lambda_j + \xi_j \cdot \nabla)\delta(x - z_j) \) with

\[
\{\lambda_j\}_{j=1}^{3} = \{0, 9, 0\}, \\
\{\xi_j\}_{j=1}^{3} = \{(\sqrt{2}, -\sqrt{2}), (0, 0), (2, 0)\}, \\
\{z_j\}_{j=1}^{3} = \{(2, 0), (-2, 2), (-2, -2)\}.
\]

Again, let \( k_m = 5, k_M = 10 \) and \( N_k = 10 \). In Fig. 2, we plot the indicator functions for \( S_1, S_2, S_3 \). The locations of sources \( \{z_j^{DSM}\}_{j=1}^{3} \) reconstructed by the DSM are

\[
S_1 : \{(2.00, 0.00), (-2.00, 2.00), (-2.00, -2.00)\}, \\
S_2 : \{(2.00, -0.02), (-2.00, 2.04), (-2.00, -2.02)\}, \\
S_3 : \{(1.98, 0.00), (-2.00, 2.00), (-2.20, -1.94)\}.
\]

For partial data, the reconstructed locations are not as accurate, but still satisfactory.

In the Bayesian inversion stage, we set \( \beta = 0.05 \) and \( \sigma = 0.0004 \). Then 20000 samples are drawn from the prior distribution and the first 5000 samples are discarded. The inversion results of the MCMC algorithm are shown in Table 2. In particular, for partial data, the reconstructed locations are improved in general.

| \( j \) | Exact Parameters | Reconstructed parameters for \( S_1 \) | Reconstructed parameters for \( S_2 \) | Reconstructed parameters for \( S_3 \) |
| --- | --- | --- | --- | --- |
| 1 | \( \lambda_j \) | \( z_j \) | \( \lambda_j^{*} \) | \( z_j^{*} \) |
| 1 | 6 | (2, 2) | 5.8528 | (1.9980, 1.9967) |
| 2 | 5 | (-2, 2) | 5.0681 | (-2.0026, 2.0040) |
| 3 | 7 | (0, -2) | 6.9588 | (-0.0003, -1.9982) |

Table 1: Exact and reconstructed parameters for Example 1.
Exact Parameters Reconstructed parameters for $S_1$

| $j$ | $\lambda_j$ | $\xi_j$ | $z_j$ | $\lambda_j^*$ | $\xi_j^*$ | $z_j^*$ |
|-----|-------------|---------|-------|--------------|----------|--------|
| 1   | -           | $(\sqrt{2}, -\sqrt{2})$ | $(2, 0)$ | -            | $(1.4886, -1.4727)$ | $(1.9936, -0.0019)$ |
| 2   | 9           | -       | $(\cdot, 2)$ | 8.9373      | -         | $(1.9863, 2.0037)$ |
| 3   | -           | $(2, 0)$ | $(\cdot, 2)$ | -           | $(1.9696, -0.0350)$ | $(2.0030, -1.9970)$ |

Reconstructed parameters for $S_2$

| $j$ | $\lambda_j^*$ | $\xi_j^*$ | $z_j^*$ |
|-----|----------------|----------|--------|
| 1   | $(1.4087, -1.4573)$ | $(1.9948, -0.0111)$ |        |
| 2   | $(1.0677, 1.0116)$ | -        | $(2.0087, 0.0072)$ |
| 3   | $(1.7725, 0.0003)$ | $(2.0022, -2.0173)$ | $(1.7091, 0.0544)$ |

Reconstructed parameters for $S_3$

| $j$ | $\lambda_j^*$ | $\xi_j^*$ | $z_j^*$ |
|-----|----------------|----------|--------|
| 1   | $(1.4073, -1.1819)$ | $(2.0037, 0.0072)$ |        |
| 2   | $(1.0677, 1.0116)$ | -        | $(2.0087, 0.0072)$ |
| 3   | $(1.7725, 0.0003)$ | $(2.0022, -2.0173)$ | $(1.7091, 0.0544)$ |

Table 2: Exact and reconstructed parameters for Example 2.

5.3 Example 3

Let $F(x) = \sum_{j=1}^2 \lambda_j \exp(-\xi_j \|x - z_j\|^2)$ with

$\{\lambda_j\}_{j=1}^2 = \{3, -4\}$,  
$\{\xi_j\}_{j=1}^2 = \{2.5, 1\}$,  
$\{z_j\}_{j=1}^2 = \{(2, 2), (-1.5, -1.5)\}$.

Set $[k_m, k_M] = [2, 7]$ and $N_k = 10$. In Fig. 3 we plot the indicator functions for $S_1, S_2, S_3$. The reconstructed locations $\{z_j^{DSM}\}_{j=1}^2$ by the DSM are

$S_1 : \{(2.00, 2.00), (-1.52, -1.52)\}$,  
$S_2 : \{(2.00, 1.96), (-1.52, -1.44)\}$,  
$S_3 : \{(2.04, 2.04), (-1.52, -1.56)\}$.

The locations are satisfactory. However, the results deteriorate for partial data.

In the Bayesian inversion stage, set $\beta = 0.03$ and $\sigma = 0.004$. 15000 samples are drawn and the first 3000 samples are discarded. The inversion results are shown in Table 3. Overall, the reconstructions are satisfactory. Again, the Bayesian inversion significantly improves the reconstructed locations.
Exact Parameters | Reconstructed parameters for $S_1$
---|---
$j$ | $\lambda_j$ | $\xi_j$ | $z_j$ | $\lambda_j^*$ | $\xi_j^*$ | $z_j^*$
1 | 3 | 2.5 | (2, 2) | 3.0458 | 2.6154 | (1.9894, 2.0094)
2 | -4 | 1 | (-1.5, -1.5) | -4.0901 | 1.0202 | (-1.5012, -1.5128)

| $j$ | Reconstructed parameters for $S_2$ | Reconstructed parameters for $S_3$
---|---|---
1 | $\lambda_j^*$ | $\xi_j^*$ | $z_j^*$ | $\lambda_j^*$ | $\xi_j^*$ | $z_j^*$
2 | 2.8525 | 2.4827 | (2.0098, 1.9999) | 3.0494 | 2.3827 | (2.0211, 1.9951)
2 | -4.1944 | 1.0136 | (-1.5002, -1.5067) | -3.9265 | 1.0216 | (-1.5064, -1.4779)

Table 3: Exact and reconstructed parameters for Example 3.

5.4 Example 4

Let $F(x) = \sum_{j=1}^{4} \lambda_j \exp(-\xi_j \|x - z_j\|^2)$ with

\[
\begin{align*}
\{\lambda_j\}_{j=1}^{4} &= \{2, 4, -3, 2.5\}, \\
\{\xi_j\}_{j=1}^{4} &= \{2, 3, 2, 1\}, \\
\{z_j\}_{j=1}^{4} &= \{(2, 2), (-2, 2), (-2, -2), (2, -2)\}.
\end{align*}
\]

Let $[k_m, k_M] = [1.5, 8]$ and $N_k = 15$. In Fig. 4 we plot the indicator functions for $S_1, S_2, S_3$.

![Fig 4: Indicator plots of DSM. Left: $S_1$. Middle: $S_2$. Right: $S_3$.](image)

The reconstructed locations of sources $\{z_j^{DSM}\}_{j=1}^{4}$ by the DSM are

\[
\begin{align*}
S_1 : \{(2.04, 2.04), (-2.00, 2.00), (-2.00, -2.00), (1.96, -2.00)\}, \\
S_2 : \{(2.04, 2.04), (-2.00, 2.00), (-2.00, -1.84), (1.96, -2.20)\}, \\
S_3 : \{(2.00, 1.64), (-1.96, 2.12), (-2.08, -2.16), (2.04, -1.64)\}.
\end{align*}
\]

Similarly, the results deteriorate when data becomes less.

In the Bayesian inversion stage, $\beta = 0.03$ and $\sigma = 0.004$. 20000 samples are drawn and the first 5000 samples were discarded. The inversion results are shown in Table 4.

6 Conclusions

A new quality-Bayesian approach is proposed to reconstruct the locations and intensities of the unknown acoustic sources. First, a direct sampling method is developed to approximate the
locations of the sources. Second, the Bayesian inversion is used to get more detailed information. The locations of the sources obtained in the first step are coded in the priors. A Metropolis-Hastings (MH) MCMC algorithm is employed to explore the posterior density.

The DSM is fast for the qualitative information of the sources, while the Bayesian method is effective for the quantitative information. The approximate locations of the sources by the DSM are critical to the convergence of the MCMC method. The two steps are based on the same physical model and use the same measured data. The new approach inherits the merits of both steps. In particular, when the locations by the DSM for partial data is not accurate, the results are significantly improved by the Bayesian inversion. Numerical examples show that the proposed method is effective, in particular, when the measurement data is partial.

References

[1] B. Abdelaziz, A. El Badia and A. El Hajj, Direct algorithm for multipolar sources reconstruction. J. Math. Anal. Appl., Vol. 428, no. 1, 306-336, 2015.

[2] S. Acosta, S. Chow, J. Taylor and V. Villamizar, On the multi-frequency inverse source problem in heterogeneous media. Inverse Problems, Vol. 28, no. 7, 075013, 2012.

[3] A. Alzaalig, G. Hu, X. Liu and J. Sun, Fast acoustic source imaging using multi-frequency sparse data. Inverse Problems, Vol. 36, no. 2, 025009, 2020.

[4] A. Baussard, D. Prémel and O. Venard, A Bayesian approach for solving inverse scattering from microwave laboratory-controlled data. Inverse Problems, Vol. 17, no. 6, 1659-1669, 2001.

[5] S.L. Cotter, G.O. Roberts, A. Stuart and D.White, MCMC methods for functions: modifying old algorithms to make them faster. Statist. Sci. 28 (2013), no. 3, 424-446.

[6] T. Bui-Thanh and O. Ghattas, An analysis of infinite dimensional Bayesian inverse shape acoustic scattering and its numerical approximation. SIAM/ASA J. Uncertain. Quantif., Vol. 2, no. 1, 203-222, 2014.
[7] D. Colton and R. Kress, Inverse Acoustic and Electromagnetic Scattering Theory. 3rd Ed., Springer, New York, 2013.

[8] M. Eller and N.P. Valdivia, Acoustic source identification using multiple frequency information. Inverse Problems, Vol. 25, no. 11, 115005, 2009.

[9] V. Isakov, Inverse Problems for Partial Differential Equations. 2nd Ed., Springer-Verlag, New York, 2006.

[10] K. Ito and B. Jin and J. Zou, A direct sampling method to an inverse medium scattering problem. Inverse Problems, Vol. 28, no. 2, 025003, 2012.

[11] J. Kaipio and E. Somersalo, Statistical and Computational Inverse Problems, Applied Mathematical Sciences, 160, Springer, New York, 2005.

[12] Z. Li, Z. Deng and J. Sun, Extended-Sampling-Bayesian method for limited aperture inverse scattering problems. SIAM J. Imaging Sci., accepted, 2020.

[13] J. Liu and J. Sun, Extended sampling method in inverse scattering. Inverse Problems, Vol. 34, no. 8, 085007, 2018.

[14] J. Liu, Y. Liu and J. Sun, An inverse medium problem using Stekloff eigenvalues and a Bayesian approach. Inverse Problems, Vol. 35, no. 9, 094004, 2019.

[15] J. Liu, X. Liu and J. Sun, Extended sampling method for inverse elastic scattering problems using one incident wave. SIAM J. Imaging Sci., Vol. 12, no. 2, 874-892, 2019.

[16] X. Liu, A novel sampling method for multiple multiscale targets from scattering amplitudes at a fixed frequency. Inverse Problems, Vol. 33, no. 8, 085011, 2017.

[17] R. Potthast, A survey on sampling and probe methods for inverse problems. Inverse Problems, Vol. 22, no. 2, R1-R47, 2006.

[18] A.M. Stuart, Inverse problems: a Bayesian perspective. Acta Numer., Vol. 19, 451-559, 2010.

[19] G.N. Watson, A Treatise on The Theory of Bessel Functions, Cambridge University Press, Cambridge, 1952.

[20] D. Zhang, Y. Guo, J. Li and H. Liu, Locating multiple multipolar acoustic sources using the direct sampling method, Commun. Comput. Phys., Vol. 25, no. 5, 1328-1356, 2019.