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Abstract. Shot-Noise processes constitute a useful tool in various areas, in particular in finance. They allow to model abrupt changes in a more flexible way than processes with jumps and hence are an ideal tool for modelling stock prices, credit portfolio risk, systemic risk, or electricity markets. Here we consider a general formulation of shot-noise processes, in particular time-inhomogeneous shot-noise processes. This flexible class allows to obtain the Fourier transforms in explicit form and is highly tractable. We prove that Markovianity is equivalent to exponential decay of the noise function. Moreover, we study the relation to semimartingales and equivalent measure changes which are essential for the financial application. In particular we derive a drift condition which guarantees absence of arbitrage. Examples include the minimal martingale measure and the Esscher measure.

shot-noise processes; martingale measure; semimartingale; Markovianity; minimal martingale measure, Esscher measure

1. Introduction

Shot-noise processes constitute a well-known tool for modelling sudden changes (shots), followed by a typical following pattern (noise). In this regard, they are more flexible than other approaches simply utilizing jumps and this led to many applications in physics, biology and, with an increasing interest, in finance. Quite remarkably, shot-noise effects were already introduced in the early 20th century, see Schottky (1918); Campbell (1909a,b), sometimes also referred to as Schottky-noise. First fundamental treatments were only developed many years later with \(^1\) Rice (1944, 1945) and Rice (1977). Applications of shot-noise processes also arise in insurance mathematics, marketing, and even astronomy - see the survey article Bondesson (2004). The first appearances in a finance context seem to be Samorodnitsky (1995); Chobanov (1999) while in insurance mathematics this class of processes were studied even earlier, see Klüppelberg et al. (2003) for literature in this regard.

In a general form, denote by \(0 < T_1 < T_2 < \ldots \) the arrival times of the shots, and by \((H(\cdot, T) : T \in \mathbb{R}_{\geq 0})\) a family of stochastic processes representing the noises, then a shot-noise process \(S\) is given by the superposition

\[
S_t = \sum_{i \geq 1} \mathbf{1}_{\{t \leq T_i\}} H(t, T_i), \quad t \geq 0; \tag{1}
\]

an example at this level of generality can be found in Schmidt and Stute (2007). Of course, absolute convergence of the sum needs to be justified, typically by making assumptions on the arrival times together with suitable restrictions on the noise processes. For the consideration of stationarity, the process is often extended to the full real line.

At this level of generality, shot-noise processes extend compound Poisson processes significantly and neither need to be Markovian nor semimartingales. While the definition in (1)

\(^1\)The works stem from different authors, Stephen Oswald Rice and John Rice.
is very general, more restrictions will be needed to guarantee a higher level of tractability. In this paper we will focus on shot-noise processes which are semimartingales. To the best of our knowledge all articles, including Rice (1977) and many others, assume that the noises are i.i.d. and independent from the arrival times of the shots. The most common assumption even leads to a piecewise deterministic Markov process: this is the case, if the noise processes are given by \( H(t, T_i) = U_i e^{-a(t-T_i)} \) with i.i.d. \((U_i)_{i \geq 1}\), independent from \((T_i)_{i \geq 1}\), and \(a \in \mathbb{R}\). We will show later that this is essentially the only example where Markovianity is achieved. More general cases allow for different decay, as for example a power-law decay, see e.g. Lowen and Teich (1990), or do not assume a multiplicative structure for the jump heights \((U_i)\). These cases can be summarized under the assumption that

\[
H(t, T_i) = G(t - T_i, U_i), \quad t \geq 0, \ i \geq 1,
\]

with some general random variables \((U_i)\) and a suitable (deterministic) function \(G\).

The obtained class of processes is surprisingly tractable, and the reason for this is that the Fourier and Laplace transforms of \(S\) are available in explicit form, depending on the considered level of generality. Due to linearity of the integral, the class is stable under integration, a property shared by affine processes and of high importance for applications in interest rate markets and credit risk, see Gaspar and Schmidt (2010).

A branch of literature considers limits of shot-noise processes when the intensity of the shot arrivals increases and shows, interestingly, that limits of this class of processes have fractional character, see Lane (1984); Lowen and Teich (1990); Klüppelberg and Kühn (2004), and the early studies in insurance mathematics.

The application of shot-noise processes to the modelling of consumer behaviour has been suggested in Kopperschmidt and Stute (2009, 2013), wherein also the necessary statistical tools have been developed. The key in this approach is that i.i.d. shot-noise processes are at hand which allows a good access to statistical methodologies.

In the financial and insurance community they have been typically used to efficiently model shock effects, see for example Dassios and Jang (2003), Albrecher and Asmussen (2006), Schmidt and Stute (2007), Altmann et al. (2008), Jang et al. (2011), Scherer et al. (2012), and references therein. Besides this, in Moreno et al. (2011) an estimation procedure in a special class of shot-noise processes utilizing the generalized method of moments (GMM) is developed.

The paper is organized as follows: in section 2 we introduce a suitably general formulation of shot-noise processes and derive their conditional characteristic function. Moreover, we study the connection to semimartingales and Markov processes. Proposition 2.4 proves that exponential decay is equivalent to Markovianity of the shot-noise process. In Section 3 we propose a model for stocks having a shot-noise component. After the study of equivalent and absolutely continuous measure changes we obtain a drift condition implying absence of arbitrage and give an example where independence and stationarity of increments holds under the objective and the equivalent martingale measure.

2. SHOT-NOISE PROCESSES

Our focus will lie on shot-noise processes satisfying (2) and the detailed study of this flexible class. Consider a filtered probability space \((\Omega, \mathcal{F}, \mathbb{P})\) where the filtration \(\mathbb{F} = (\mathcal{F}_t)_{t \geq 0}\) satisfies the usual conditions, i.e. \(\mathbb{F}\) is right-continuous and \(A \subset B \in \mathcal{F}\) with \(\mathbb{P}(B) = 0\) implies \(A \in \mathcal{F}_0\). By \(\mathcal{O}\) and \(\mathcal{P}\) we denote the optional, respectively predictable, \(\sigma\)-fields, generated by the càdlàg, respectively càg, processes.
We will allow for a marked point process as driver\(^2\), generalizing previous literature. In this regard, consider a sequence of increasing stopping times \(0 < T_1 < T_2 < \ldots\) and a sequence of \(d\)-dimensional random variables \(U_1, U_2, \ldots\). The double sequence \(Z = (T_i, U_i, i \geq 1)\) is called a marked point process. Such processes are well-studied in the literature and we refer to Brémaud (1981) for further details and references. We consider one-dimensional shot-noise processes only, a generalization to more (but finitely many) dimensions is straightforward; for the more general case see e.g. Bassan and Bona (1988) for shot-noise random fields.

**Definition 2.1.** If \(Z = (T_i, U_i, i \geq 1)\) is a marked point process and \(G : \mathbb{R}_+ \times \mathbb{R}^d \to \mathbb{R}\) a measurable function, we call a stochastic process \(S = (S_t)_{t \geq 0}\) having the representation

\[
S_t = \sum_{i=1}^\infty \mathbb{1}_{\{T_i \leq t\}} G(t - T_i, U_i), \quad t \geq 0,
\]

a shot-noise process. If the process \(\sum_{T_i \leq t} U_i, t \geq 0\) has independent increments, we call \(S\) an inhomogeneous shot-noise process and if the increments are moreover identically distributed \(S\) is called a standard shot-noise process.

The classical shot-noise process is obtained when \(G(t, u)\) does not depend on \(u\), see Bondonn (2004) for links to the literature on this class. Time-inhomogeneous Lévy processes have independent increments and hence may serve as a useful class of driving processes; see Jacod and Shiryaev (2003) for an in-depth study of processes with independent increments and, for example, Sato (1999); Cont and Tankov (2004) for a guide to the rich literature on Lévy processes. The interest in driving processes beyond processes with independent increments can be traced back to Ramakrishnan (1953); Smith (1973); Schmidt (1987) – only under additional assumptions explicit formulae can be obtained.

Note that absolute convergence of the infinite sum in (3) is implicit in our assumption and needs not be true in general. However, when the stopping times \((T_i)_{i \geq 1}\) have no accumulation point, this will always hold. A precise definition of this technical fact will utilize the relation to random measures and the associated compensators, which we introduce now.

To the marked point process \(Z\) we associate an integer-valued random measure \(\mu\) on \(\mathbb{R}_+ \times \mathbb{R}^d\) by letting

\[
\mu_t(A) = \mu([0, t) \times A) := \sum_{i \geq 1} \mathbb{1}_{\{U_i \in A\}} \mathbb{1}_{\{T_i \leq t\}}, \quad t \geq 0
\]

for any \(A \in \mathcal{B}(\mathbb{R}^d)\). Sometimes we consider the to \(Z\) associated process \(Z' = (Z'_t)_{t \geq 0}\) of accumulated jumps given by \(Z'_t = \sum_{i \geq 1} U_i \mathbb{1}_{\{T_i \leq t\}}\). As usual, we define \(\hat{\Omega} = \Omega \times \mathbb{R}_+ \times \mathbb{R}^d\), \(\hat{\mathcal{P}} = \mathcal{P} \otimes \mathcal{B}(\mathbb{R}^d)\), and \(\hat{\mathcal{O}} = \mathcal{O} \otimes \mathcal{B}(\mathbb{R}^d)\). A \(\hat{\mathcal{O}}\)-measurable function \(W\) on \(\hat{\Omega}\) is called optional. For an optional function \(W\) and a random measure \(\mu\) we define

\[
W * \mu_t = \int_{[0,t] \times \mathbb{R}^d} W(s, x) \mu(ds, dx), \quad t \geq 0,
\]

if \(\int_{[0,t] \times \mathbb{R}^d} |W(s, x)| \mu(ds, dx)\) is finite, and \(W * \mu_t = +\infty\) otherwise.

From Definition 2.1, we obtain that a shot-noise process \(S\) has the representation

\[
S_t = \int_0^t \int_{\mathbb{R}^d} G(t - s, x) \mu(ds, dx), \quad t \geq 0
\]

and in Lemma 2.2 we show that, if \(G\) is absolutely continuous, then \(S\) is a semimartingale.

\(^2\)We consider here for simplicity \(\mathbb{R}^d\) as mark space, while \(\mathbb{R}^d\) can be replaced by a general Lusin space, see Björk et al. (1997) in this regard.
The compensator of \( \mu \) is the unique, \( \mathbb{F} \)-predictable random measure \( \nu \) such that

\[
\mathbb{E}[W \ast \mu_x] = \mathbb{E}[W \ast \nu_x]
\]

for any non-negative \( \mathcal{P} \)-measurable function \( W \) on \( \hat{\Omega} \), see Theorem II.1.8 in Jacod and Shiryaev (2003).

Some properties of the marked point process \( Z \) can be determined from the compensator: if \( \nu \) is deterministic (i.e. does not depend on \( \omega \)), then \( Z' \) has independent increments. Moreover, if the compensator additionally does not depend on time, i.e. \( \nu(dt, dx) = \nu(dx) dt \), then \( Z' \) also has stationary increments. Under the additional assumption that the jumps have an infinitely divisible distribution we obtain the important special case that \( Z' \) is a Lévy process.

**Example 2.1** (Exponential decay). An important special case is the well-known case when the decay is exponential. We will later show that this is essentially the only case when \( S \) is Markovian. Consider \( d = 1 \), assume that \( \nu([0, t], \mathbb{R}) < \infty \) for all \( t \geq 0 \) and denote \( Z'_t = \sum_{T_i \leq t} U_i, t \geq 0 \). When \( G(t, x) = xe^{-bt} \), we obtain \( \partial_t G(t, x) = -bG(t, x) \) and \( G(0, x) = x \), such that, by Itô’s formula,

\[
S_t = \int_0^t -bS_u du + Z'_t.
\]

Hence, if \( Z' \) has independent increments, then \( S \) is a Markov process, in particular, an Ornstein-Uhlenbeck process.

We give some further useful specifications of shot-noise processes to be used in the following.

**Example 2.2.** Specific choices of the noise function \( G \) lead to processes with independent increments, Markovian, and non-Markovian processes.

(i) A jump to a new level (with \( d = 1 \) and \( G(t, x) = x \)). Then \( Z' = S \) and \( S \) has the same properties, as for example independent and stationary increments, such that \( S \) is a Lévy process.

(ii) We say that \( S \) has power-law decay when

\[
G(t, x) = \frac{x}{1 + ct}
\]

with some \( c > 0 \). This case allows for long-memory effects and heavy clustering, compare Moreno et al. (2011). In this case, the noise decay is slower than for the exponential case and the effect of the shot persists for longer time in the data.

(iii) We say that \( S \) has random decay if the decay parameter is random. This is an interesting extension of the class of Ornstein-Uhlenbeck processes. For example, let \( d = 2 \) and

\[
G(t, (u, v)) = u \exp(-vt).
\]

Clearly, jump height and decay size can be dependent, see also Schmidt and Stute (2007).

Shot-noise processes offer a parsimonious and flexible framework as we illustrate in the following example. In general, shot-noise processes are not necessarily semimartingales: indeed, this is the case if \( t \mapsto G(t, x) \) is of infinite variation for all \( x \) (or for at least some \( x \)).

The following result, which is well-known for standard shot-noise processes, gives the conditional characteristic function of \( S \). This is a key result to the following applications to credit risk. We give a proof using martingale techniques which is suitable for our setup.
Proposition 2.1. Assume that $S$ is a shot-noise process, $\nu(dt, dx)$ does not depend on $\omega$, and $\nu([0, T], \mathbb{R}^d) < \infty$. Then, for any $0 \leq t \leq T$ and $\theta \in \mathbb{R}$,

\[
(E[e^{i\theta S_T}|\mathcal{F}_t]) = e^{i\theta \int_0^t \int_{\mathbb{R}^d} G(T-s, x)\mu(ds, dx)} \cdot \exp \left( \int_t^T \int_{\mathbb{R}^d} (e^{i\theta G(T-s, x)} - 1)\nu(ds, dx) \right).
\]

Proof. For fixed $T$ and $\theta$, we define

\[
X_t := \exp \left( i\theta \int_0^t \int_{\mathbb{R}^d} G(T-u, x)\mu(du, dx) \right), \quad 0 \leq t \leq T.
\]

By Itô’s formula we obtain that

\[
X_t = 1 + \int_0^t X_s \left( e^{i\theta G(T-t, x)} - 1 \right)\mu(ds, dx), \quad 0 \leq t \leq T.
\]

We set $\varphi(t) := E[X_t]$ for $t \in [0, T]$. Then

\[
\varphi(T) = E[e^{i\theta S_T}]
= 1 + E \left[ \int_0^T X_s \left( e^{i\theta G(T-t, x)} - 1 \right)\mu(dt, dx) + M_T \right]
= 1 + \int_0^T \varphi(t)F(dt), \quad 0 \leq t \leq T,
\]

where $M$ is a martingale and $F(t) = \int_0^t \int_{\mathbb{R}^d} (e^{i\theta G(T-t, x)} - 1)\nu(dt, dx)$, $0 \leq t \leq T$ is an increasing function with associated measure $F(dt)$. The unique solution of this equation is given by

\[
\varphi(T) = \exp(F(T))
= \exp \left( \int_0^T \int_{\mathbb{R}^d} (e^{i\theta G(T-t, x)} - 1)\mu(dt, dx) \right).
\]

Finally, we observe that for $0 \leq t \leq T$,

\[
E[e^{i\theta S_T}|\mathcal{F}_t] = e^{i\theta \int_0^t \int_{\mathbb{R}^d} G(T-s, x)\mu(ds, dx)} \cdot E \left[ \exp \left( i\theta \int_t^T \int_{\mathbb{R}^d} G(T-s, x)\mu(ds, dx) \right) |\mathcal{F}_t \right].
\]

As $\mu$ has independent increments by assumption, the conditional expectation is in fact an ordinary expectation which can be computed as above and we obtain the desired result. □

The first part of (5) corresponds to the noise of already occurred shots (at time $t$). The second part denotes the expectation of future jumps in $S$. By the application of iterated conditional expectations, Proposition 2.1 also allows to compute the finite-dimensional distributions of $S$.

Example 2.3 (The standard shot-noise process). If $Z$ is a compound Poisson process, then $\nu(ds, dx) = \lambda F_U(ds, dx)$ where $\lambda$ is the arrival rate of the jumps, being i.i.d. with distribution $F_U$. The classical proof of the above results uses that the jump times of a Poisson process have the same distribution as order statistics of uniformly distributed random variables, see
p. 502 in Rolski et al. (1999). In this case the proof simplifies to
\[
E[e^{i\theta S_T}] = E\left[\sum_{n\geq 1} \mathbf{1}_{(T_n \leq T, T_{n+1} > T)} e^{i\theta \sum_{j=1}^n G(t-T_n, U_j)}\right]
\]
\[
= e^{-\lambda T} \frac{(\lambda T)^n}{n!} \prod_{j=1}^n \int_0^T \int_{\mathbb{R}^d} e^{i\theta G(t-s,u)} F_U(du)ds
\]
\[
= \exp\left( -\lambda T + \lambda \int_0^T \int_{\mathbb{R}^d} e^{i\theta G(t-s,u)} F_U(du)ds \right)
\]
\[
= \exp\left( \int_0^T \int_{\mathbb{R}^d} (e^{i\theta G(t-s,u)} - 1) \lambda F_U(du)ds \right).
\]

A conditional version is obtained in an analogous manner.

**Remark 2.1** (On the general case). What can be said when \( \nu \) is not deterministic? In fact, for the proof we need to compute
\[
E\left[ \exp\left( i\theta \int_t^T \int_{\mathbb{R}^d} G(T - u, x) \mu(du, dx) \right) \bigg| \mathcal{F}_t \right].
\]
For this we need to obtain the exponential compensator of \( \mu \) given \( \mathcal{F}_t \), i.e. the \( \mathcal{F}_t \)-measurable random measure \( \gamma_t \), such that
\[
(6) = \exp\left( i\theta \int_t^T \int_{\mathbb{R}^d} G(T - u, x) \gamma_t(du, dx) \right).
\]
Exponential compensators for semimartingales were introduced in Kallsen and Shiryaev (2002) and play an important rôle in interest rate theory, compare Cuchiero et al. (2016). We will show later that for affine shot-noise processes we will be able to compute the exponential compensator efficiently, see Example 2.4 where we study a self-exciting shot-noise process.

The following result, taken from Schmidt (2014), gives sufficient conditions which yield that \( S \) is a semimartingale.

**Lemma 2.2.** Fix \( T > 0 \) and assume that \( G(t, x) = G(0, x) + \int_0^t g(s, x)ds \) for all \( 0 \leq t \leq T \) and all \( x \in \mathbb{R}^d \). If
\[
\int_0^T \int_{\mathbb{R}^d} (g(s, x))^2 \nu(ds, dx) < \infty,
\]
\( \mathbb{P} \)-a.s., then \( (S_t)_{0 \leq t \leq T} \) is a semimartingale.

For the convenience of the reader we repeat the proof of this result.

**Proof.** Under condition (7), we can apply the stochastic Fubini theorem in the general version given in Theorem IV.65 in Protter (2004). Observe that
\[
S_t = \int_0^t \int_{\mathbb{R}^d} g(u-s, x) \mu(ds, dx) + \int_0^t \int_{\mathbb{R}^d} G(0, x) \mu(ds, dx)
\]
\[
= \int_0^t \int_0^s \int_{\mathbb{R}^d} g(u-s, x) \mu(ds, dx) du + \int_0^t \int_{\mathbb{R}^d} G(0, x) \nu(ds, dx) + M_t,
\]
with a local martingale \( M \). This is the semimartingale representation of \( S \) and hence \( S \) is a semimartingale. \( \square \)
It is possible to generalize this result to the case where \( G(t, x) = G(0, x) + \int_0^t g(s, x) dA(s) \) with a process \( A \) of finite variation. Here, however, we do not make use of such a level of generality – see Jacod and Shiryaev (2003), Proposition II.2.9. for details on the choice of \( A \).

Moreover, a characterization of semimartingales when starting from the more general formulation in (1) is possible using similar methodologies, see Schmidt and Stute (2007) for an example.

**Remark 2.2.** Having a driver \( Z \) which has independent and stationary increments may be a limitation in some applications. It is straightforward to allow for more general driving processes. For example, consider a filtration \( \mathcal{G} = (\mathcal{G}_t)_{t \geq 0} \) satisfying the usual conditions. Let \( \nu \) be a \( \mathcal{G}_0 \)-measurable random measure on \([0, T] \times \mathbb{R}^d\) such that for any open set \( A \) in \( \mathbb{R}^k \),

\[
\mathbb{P} \left( \sum_{T \in \mathcal{E}(s,t]} 1_{\{X, eA\}} = k \right| \mathcal{F}_s) = e^{-\nu((s,t] \times A)} \frac{(\nu((s,t] \times A))^k}{k!}.
\]

If \( X_1, X_2, \ldots \) are i.i.d. and independent of \( G \), then \( Z \) is a \( \mathcal{G} \)-doubly stochastic marked Poisson process. Intuitively, given \( \mathcal{G} \), \( Z \) is a (time-inhomogeneous) Poisson process with \( \mathcal{G}_0 \)-measurable jumps. This is a so-called initial enlargement of filtration, compare Bielecki et al. (2000) or Jeanblanc and Rutkowski (2000) for an introduction into this field. Doubly-stochastic marked Poisson processes in credit risk modeling have also been considered in Gaspar and Slinko (2008), however not in a shot-noise setting.

**Example 2.4** (An affine self-exciting shot-noise process). Inspired by Errais et al. (2010) we consider the two-dimensional affine process \( X = (N, \lambda)^T \) where

\[
(9) \quad d\lambda_t = \kappa(\theta - \lambda_t)dt + dN_t
\]

and \( N \) is a counting process with intensity \( \lambda \). In this case the compensator of \( N \) is given by \( \nu_N(dt, dx) = \lambda \delta(d) dt; \delta_a \) denoting the Dirac measure at the point \( a \). Following Keller-Ressel et al. (2013), the process \( X \) is a two-dimensional affine process with state space \( \mathbb{N}_0 \times \mathbb{R}_{\geq 0} \) when \( \theta \geq 0 \). Hence its conditional distribution is given in exponential affine form, i.e.

\[
\mathbb{E}[e^{iuX_T} | \mathcal{F}_t] = \exp \left( \phi(T - t, u) + \langle \psi(T - t, u), X_t \rangle \right),
\]

for all \( u \in \mathbb{R}^2 \) and the coefficients \( \phi \) and \( \psi \) solve the generalized Riccati equations

\[
\begin{align*}
\partial_t \phi(t, u) &= \kappa \theta \psi_2(t, u) \\
\partial_t \psi_1(t, u) &= 0 \\
\partial_t \psi_2(t, u) &= -\kappa \psi_2(t, u) + \exp(\psi_2(t, u) + \psi_1(t, u)) - 1
\end{align*}
\]

with the boundary conditions \( \phi(0, u) = 0 \) and \( \psi(0, u) = u \) (see Proposition 3.4 in Keller-Ressel et al. (2013)). Hence \( \psi_1(t, u) = u_1 \). Observe that \( \lambda \) is a shot-noise process (when \( \lambda_0 = \theta = 0 \)) the solution of (9) is

\[
\lambda_t = e^{-\kappa t} \lambda_0 + \theta(1 - e^{-\kappa t}) + \sum_{i=1}^{N_t} e^{-\kappa(T_i - T_{i-1})},
\]

where we denoted by \( T_1, T_2, \ldots \) the jump times of \( N \). Hence, for \( \lambda_0 = \theta = 0, \lambda \) is an (affine and Markovian) shot-noise process.
2.1. The Markov property. Proposition 2.1 allows us to draw a connection to affine processes. This processes have been studied intensively in the literature because of their high tractability. If $G$ has exponential dependence on time, more precisely $G(t,x) = xe^{-bt}$, then $G(t + s, x) = G(t, x)e^{-bs}$ which is the key to Markovianity. Then,

$$e^{i \theta} \int_0^1 e^{i G(T-s,x)\mu(ds, dx)} = e^{i \theta} \int_0^1 e^{-b(T-t)}G(t-s,x)\mu(ds, dx)$$

such that

$$E\left[e^{i \theta S_T} \mid \mathcal{F}_t \right] = \exp \left( \int_t^T \int_{\mathbb{R}^d} \left( e^{i \theta G(T-s,x)} - 1 \right) \nu(ds, dx) \right) \cdot e^{i \theta e^{-b(T-t)} S_t},$$

which is the exponential-affine structure classifying affine processes. While for affine processes $\phi$ and $\psi$ are determined via solutions of generalized Riccati equations, in the shot-noise case we obtain a simpler integral-representation. Similar in spirit, we obtain that if the Markov property is satisfied, many expectations simplify considerably, as the following result illustrates.

Corollary 2.3. Consider an inhomogeneous shot-noise process $S$ with $G(t,x) = xe^{-bt}$ and $E[X_i] < \infty$, $i \geq 1$. Then, for $T > t$,

$$E[S_T | \mathcal{F}_t] = e^{-b(T-t)} S_t + \sum_{T_i \in (t,T]} U_i e^{-b(T-T_i)}.$$

We now focus our attention on the important question of Markovianity of shot-noise processes. Typically, shot-noise processes are not Markovian. Still, from a computational point of view Markovian processes could be preferable. Proposition 2.4 provides a clear classification when the decay function satisfies $G(t,x) = xH(t)$: then Markovianity is equivalent to an exponential decay. In more general cases one typically loosen Markovianity.

Proposition 2.4. Consider a standard shot-noise process $S$ where $G(t,x) = xH(t)$ with a càdlàg function $H : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}$. Assume that there exists an $\epsilon > 0$ such that $(0, \epsilon] \subset H(\mathbb{R}^+)$. Then $S$ is Markovian, if and only if there exist $a, b \in \mathbb{R}$ such that

$$H(t) = ae^{-bt}.$$

Proof. First, consider the case where the shot-noise process $S$ is Markovian (with respect to the filtration $\mathcal{F}$). For $s > t$, we have that

$$E[S_t | \mathcal{F}_t] = \sum_{T_i \leq t} U_i H(s - T_i) + E\left[ \sum_{T_i \in (t,s]} U_i H(s - T_i) \mid \mathcal{F}_t \right] = E\left[ \sum_{T_i \in (0,s-t]} U_i H(s - t - T_i) \mid \mathcal{F}_t \right]$$

As $Z$ has independent and stationary increments, we obtain that

$$E\left[ \sum_{T_i \in (0,s-t]} U_i H(s - t - T_i) \mid \mathcal{F}_t \right] = E\left[ \sum_{T_i \in (0,s-t]} U_i H(s - t - T_i) \right]$$

is a deterministic function (and hence does not depend on $\omega$). From Markovianity it follows that $E[S_t | \mathcal{F}_t] = E[S_t | S_s] =: \tilde{F}(t, s, S_s)$ for all $0 \leq s \leq t$, where $\tilde{F}$ is a measurable function. Hence, we obtain the existence of a measurable function $F : \mathbb{R}^+ \times \mathbb{R}^+ \times \mathbb{R}$, such that

$$\sum_{T_i \leq t} U_i H(s - T_i) = F(t, s, S_t)$$
a.s. for all \( 0 \leq t \leq s \). If \( \mathbb{P}(U_1 = 0) = 1 \) the claim holds with \( a = 0 \). Otherwise choose non-zero \( u \) such that (11) holds with \( U_1, U_2, \ldots \) replaced by \( u \). W.l.o.g. consider \( u = 1 \). In particular, \( F(t, s, H(t - T_1)) = H(s - T_1) \) holds a.s. As in Remark 2.3 we condition on \( N_t = n \) and obtain that

\[
F(t, s, \sum_{i=1}^{n} H(t - \eta_i)) = \sum_{i=1}^{n} H(s - \eta_i) = \sum_{i=1}^{n} F(t, s, H(t - \eta_i))
\]

with probability one, where \( \eta_i \) are i.i.d. \( U[0, s] \). As \( (0, \epsilon] \subset H(\mathbb{R}^+) \),

\[
F(t, s, x_1 + \cdots + x_n) = \sum_{i=1}^{n} F(t, s, x_i)
\]

for all \( x_1, x_2, \ldots \in \mathbb{R}^+ \) and \( n \geq 1 \) except for a null-set with respect to the Lebesgue measure. Note with \( h \) being c\`ad so is \( F \) in the third coordinate and we obtain that (13) holds for all \( x_1, x_2, \cdots \in \mathbb{R}^+ \). Hence, \( F \) is additive such that \( F(t, s, x) = F(t, s, 1)x \) (see Theorem 5.2.1 and Theorem 9.4.3 in Kuczma and Gilányi (2009)) for all \( x \in \mathbb{R}^+ \).

Next, we exploit

\[
F(t, s, 1)H(t - u) = H(s - u)
\]

for all \( 0 \leq u \leq t \leq s \) to infer properties of \( h \). First, \( u = 0 \) gives \( F(t, s, 1)H(t) = H(s) \) and so \( H(0) \neq 0 \) because otherwise \( H(s) \) would vanish for all \( s \geq 0 \) which contradicts \( (0, \epsilon] \subset H(\mathbb{R}^+) \). Next, \( u = t \) gives \( H(s - t) = F(t, s, 1)H(0)H(t) = H(s)H(0) \).

This in turn yields that \( f := H(t)/H(0) \) satisfies

\[
f(x + y) = f(x)f(y).
\]

Then \( f \) is additive and measurable and hence continuous. The equation is a multiplicative version of Cauchy’s equation and hence \( f(x) = e^{-bx} \), see Theorem 13.1.4 in Kuczma and Gilányi (2009) such that we obtain \( H(x) = H(0)e^{-bx} \).

For the converse, note that if \( G(t) = ae^{-bt} \), then

\[
\sum_{T_i \leq t} U_i G(s - T_i) = G(s - t) \sum_{T_i \leq t} U_i G(t - T_i),
\]

and hence (10) yields that \( S \) is Markovian.

\[\Box\]

**Remark 2.3.** For Markovianity it is necessary that \( U_1, U_2, \ldots \) are independent and identically distributed. Merely for the sake of the argument, assume that \( U_1, U_2 \in \{0, 1, 2\} \) and \( 0 = U_3 = U_4, \ldots \). If \( t > T_1 \) and \( S_t = 2 \) the distribution of \( S_{t+1} \) depends not only on \( S_t \) but also on the number of jumps before \( t \) and so it is not Markovian.

3. **The application to financial markets**

Shot-noise processes have been applied to the modelling of stock markets and to the modelling of intensities, which is useful in credit risk and insurance mathematics. Following the works Altmann et al. (2008); Schmidt and Stute (2007) and Moreno et al. (2011) we consider the application to the modelling of stocks. The main idea is to extend the Black-Scholes-Merton framework by a shot-noise component.

In this regard, we denote by \( X \) the price process of the stock. According to Lemma 2.2, a shot-noise process where \( G \) is absolutely continuous (in time), i.e. \( G(t, x) = G(0, x) + \int_{0}^{t} g(s, x)ds \), is a semimartingale. In financial markets, semimartingales are inherently linked to absence of arbitrage via the fundamental theorem of asset pricing, see Delbaen and
Proposition 3.1. Assume that (A1) and (A2) hold and \( \mathbb{P}' \ll \mathbb{P} \). Then there exists a \( \mathcal{P} \otimes \mathcal{B}(\mathbb{R}^d) \)-measurable non-negative function \( Y \) such that the density process \( L \) of \( \mathbb{P}' \) relative to \( \mathbb{P} \) coincides with
\[
L^n_t = e^{-\int_0^t \xi_n \mathbb{E}(Y(s,a)-1)\nu(s,da)ds} \prod_{T_i \leq t} Y(T_i, U_i)
\]
on $[0, \xi_n]$ for all $n \geq 1$. Moreover, $Z$ is a (possibly explosive) marked point process under $\mathbb{P}'$ and its compensator w.r.t. $\mathbb{P}'$ is given by $Y(t, u)\nu(t, du)dt$.

**Proof.** We apply Theorem III.5.43 in Jacod and Shiryaev (2003) and refer to their notation for this proof. Note that because the compensator of $Z$ is absolutely continuous, 

$$\hat{Y}_t = \int_{\mathbb{R}^d} Y(t, u)\nu(\{t\}, du) = 0$$

(compare Equation III.5.2) and therefore $\sigma$ given in Equation III.5.6 satisfies $\sigma = \infty$. Furthermore, the process $H$ given in Equation III.5.7 satisfies

$$H_t = \int_0^t \int_{\mathbb{R}^d} (1 - \sqrt{Y(s, u)})^2 \nu(s, du)ds.$$

In general, $H$ could explode, so that following III.5.9 we consider $\xi_n = \inf\{t \geq 0 : H_t \geq n\}$ and define $N^\xi_n$ by

$$N^\xi_n := \int_0^{t \wedge \xi_n} (Y - 1) (\mu(ds, du) - \nu(s, du)ds).$$

Proposition III.5.10 yields that there exists a unique $N$ which coincides with $N^\xi_n$ at least on all random intervals $[0, \xi_n]$, $n \geq 1$. Theorem III.5.43 yields that under our assumptions the density $L$ coincides with $L^n$ as inspection of formula III.5.21 shows. This gives our claim. $\square$

The main tool is the following result which considers the stronger case of equivalent measures.

**Theorem 3.2.** Assume that (A1) and (A2) hold and $\mathbb{P} \sim \mathbb{P}'$. Then

$$\int_0^t \int_{\mathbb{R}^d} Y(s, u)\nu(s, du)ds < \infty$$

$\mathbb{P}'$-almost surely for all $t > 0$ and the density $L$ is given by

$$L_t = e^{\int_0^t \int_{\mathbb{R}^d} (Y(s, u) - 1)\nu(s, du)ds} \prod_{T_n \leq t} Y(T_n, U_n), \quad t \geq 0.$$

**Proof.** As $\mathbb{P}$ and $\mathbb{P}'$ are equivalent and we consider only non-explosive marked point processes, $\mathbb{P}'(\lim_{n \to \infty} T_n = \infty) = 1$. Hence $\int_0^t \int_{\mathbb{R}^d} \nu(s, du)ds < \infty$ for all $t > 0$, almost surely with respect to $\mathbb{P}$ and $\mathbb{P}'$.

Also, $\int_0^t \int_{\mathbb{R}^d} Y(s, u)\nu(s, du)ds < \infty$: let $A_t := \{\omega \in \Omega : \int_0^t \int_{\mathbb{R}^d} Y(s, u)\nu(s, du)ds = \infty\}$ be a set with positive probability. Then, $Z$ vanishes on $A_t$ and so $\mathbb{P}$ is not equivalent to $\mathbb{P}'$ which gives a contradiction. Because $Y\nu$ is non-negative $A_t \subset A_{t+\epsilon}$ for all $\epsilon > 0$ and (16) follows $\mathbb{P}'$-almost surely for all $t > 0$. Finally, note that

$$\int_0^t \int_{\mathbb{R}^d} (1 - \sqrt{Y(s, u)})^2 \nu(s, du)ds \leq \int_0^t \int_{\mathbb{R}^d} (1 + Y)\nu(s, du)ds < \infty.$$

Hence the $\xi_n$ in Proposition 3.1 tend to infinity with probability 1. Then (15) together with Proposition III.5.10 in Jacod and Shiryaev (2003) gives (17). $\square$

We have the following important result: the shot-noise property is preserved under an absolutely continuous (and hence also under an equivalent) change of measure.

**Corollary 3.3.** Assume that (A1) and (A2) hold and $\mathbb{P}' \ll \mathbb{P}$. If $S$ is a shot-noise process under $\mathbb{P}$, then $S$ is a shot-noise process under $\mathbb{P}'$. 
Proof. The result follows immediately from the Definition 2.1 together with Proposition 3.1: under \( \mathbb{P}' \), the representation (3) of course still holds and by Proposition 3.1 states that \( Z = (T_i, U_i)_{i \geq 1} \) is a marked point process under \( \mathbb{P}' \). □

We will see that additional useful properties, like independent increments are not preserved under the change of measure, such that the specific structures of the shot-noise process under both measures can be substantially different.

### 3.2. Preserving independent increments

Recall that we associated with \( Z \) the process \( Z^t = \sum_{T_i \leq t} U_i, \ t \geq 0 \) which accumulates the jumps of \( Z \). For tractability reasons one often considers shot-noise processes driven by a marked point process where \( Z' \) has independent increments. If the increments are moreover stationary and infinitely divisible, the associated process \( Z' \) is a Lévy process. We cover both cases in this section.

#### Theorem 3.4

Assume that \( \mathbb{P} \sim \mathbb{P}' \). Let the density process of \( \mathbb{P}' \) relative to \( \mathbb{P} \) be of the form (17).

1. If \( Z' \) has independent increments under \( \mathbb{P} \) and \( \mathbb{P}' \), then \( Y \) is deterministic.
2. If \( Z' \) has independent and stationary increments under \( \mathbb{P} \) and \( \mathbb{P}' \), then \( Y \) is deterministic and does not depend on time.

Proof. \( Z' \) is a process with independent increments (PII), if and only if its compensator is deterministic, see Jacod and Shiryaev (2003). Hence, if \( Z' \) is a PII under \( \mathbb{P} \), then \( \nu(\omega, t, dx) = \nu(t, dx) \) is deterministic. By Proposition 3.1, \( Z' \) has a deterministic compensator under \( \mathbb{P}' \) if and only if \( Y(\omega, t, u)\nu(t, du) \) is deterministic and hence \( Y(\omega, t, u) = Y(t, u) \) is deterministic. Stationarity is equivalent to \( \nu \) being independent of time and so (ii) follows analogously. □

#### Example 3.1 (The Esscher measure)

Consider a generic \( n \)-dimensional stochastic process \( X \). Then the Esscher measure (Esscher (1932)) is given by the density

\[
L_t = \frac{e^{hX_t}}{E(e^{hX_t})}
\]

where \( h \in \mathbb{R}^d \) is chosen in such a way that \( Z \) is a martingale. Esche and Schweizer (2005) showed that the Esscher measure preserves the Lévy property, in a specific context. It is quite immediate that if applied to a model for stock prices driven by shot-noise processes this property will not hold in general. Dassios and Jang (2003) applied the Esscher measure to Markovian shot-noise processes.

#### Example 3.2 (The minimal martingale measure)

The minimal martingale measure as proposed in Föllmer and Schweizer (1990) for a certain class of shot-noise processes has been analysed in Schmidt and Stute (2007). It can be described as follows: consider the special semimartingale \( X \) in its semimartingale decomposition \( X = A + M \) where \( A \) is an increasing process of bounded variation and \( M \) is a local martingale. Assume that there exists a process \( \ell \) which satisfies

\[
A_t = \int_0^t \ell_s d\langle M \rangle_s.
\]

Then the density of the minimal martingale measure with respect to \( \mathbb{P} \) is given by

\[
L = E \left( \int_0^t \ell_s dM_s \right).
\]
Here \( \mathcal{E} \) denotes the Doleans-Dade stochastic exponential, i.e. \( L \) is the solution of \( dL_t = \ell_{t-} dM_t \). The minimal martingale measure need not exist in general. From (14), proceeding as in the proof of Proposition 4.1 in Schmidt and Stute (2007), we obtain that

\[
\ell_{t-} = \frac{1}{X_{t-}} \mu + \sum_{T_i < t} g(t - T_i, U_i) + \int_{\mathbb{R}^d} \left( e^{G(0,x)} - 1 \right) \nu(t, ds).
\]

Conditions which ensure that the minimal martingale measure is indeed a probability measure can be found in Schmidt and Stute (2007).

From Theorem 3.4 it is clear, that the minimal martingale measure will not preserve independent increments of \( Z' \) - a property which makes this measure less tractable for financial applications. In the following section, we propose an alternative to this approach.

3.3. The drift condition. We consider the equivalent measure \( \mathbb{P}' \sim \mathbb{P} \) and assume that (A1) and (A2) hold. Then Theorem 3.2 gives the relationship between both measures and \( Z \) is again a marked point process under \( \mathbb{P}' \). The compensator of \( \mu \) under \( \mathbb{P}' \) is given by

\[
\nu'(dt, dx) = \nu'(t, dx) dt = \nu(t, dx) Y(t, x) dt.
\]

In addition, we consider, as in Equation (14) a Brownian motion \( W \), which is (under \( \mathbb{P} \)) independent of \( Z \). By the equivalent change of measure, there exists a market price of (diffusive) risk \( \xi \), such that \( W' = W + \int_0^t \xi_s ds \) is a \( \mathbb{P}' \)-Brownian motion, see Jacod and Shiryaev (2003), Theorem III.3.24.

We assume that discounting takes place via a bank account with short rate \( r \) - here \( r \) is a progressively measurable process such that \( \int_0^t r_s ds < \infty \) a.s. for all \( t \geq 0 \).

**Theorem 3.5.** The equivalent measure \( \mathbb{P}' \) is a (local) martingale measure, if

\[
r_t = \mu - \sigma \xi_t + \int_{\mathbb{R}^d} g(t - s, x) \nu'(t, dx) + \int_{\mathbb{R}^d} \left( e^{G(0,x)} - 1 \right) \nu'(t, dx)
\]

\( d\mathbb{P} \otimes dt \)-almost surely for all \( t \geq 0 \).

**Proof.** We first derive the semimartingale representation of \( X \). By Itô’s formula and (8),

\[
dX_t = X_{t-} \left( \mu dt + \sigma dW_t + \int_{\mathbb{R}^d} g(t - s, x) \mu(ds, dx) \right) + \int_{\mathbb{R}^d} X_{t-} \left( e^{G(0,x)} - 1 \right) \mu(dt, dx).
\]

As already mentioned, the equivalent change of measure allows to introduce a drift \( \xi \) to the Brownian motion, such that \( W' = W + \int_0^t \xi_s ds \) is a \( \mathbb{P}' \)-Brownian motion. Compensating \( \mu \) with the \( \mathbb{P}' \)-compensator \( \nu' \) and discounting in the usual way gives the result. \( \square \)

It is apparent that typically there will be many solutions of the drift condition. With a view on tractability it is reasonable to impose that the marked point process \( Z \) has independent (and possibly stationary) increments under \( \mathbb{P} \) and \( \mathbb{P}' \). From Theorem 3.4 it follows that this is the case if the function \( Y \) is deterministic (and does not depend on time). Then, from Equation (18) we obtain the following condition on the drift \( \xi \),

\[
\xi_t = \sigma^{-1} \left( \mu - r_t + \int_0^t \int_{\mathbb{R}^d} g(t - s, x) \mu(ds, dx) + \int_{\mathbb{R}^d} \left( e^{G(0,x)} - 1 \right) Y(t, x) \nu(t, dx) \right).
\]

If there were no jumps, we obtain that \( \xi \) coincides with the classical market price of (diffusive) risk, \( \sigma^{-1}(\mu - r) \).
Example 3.3 (Independent and stationary increments under both measures). Fix a finite time horizon $T^*$ and assume that $Z'$ has independent and stationary increments, i.e. $\nu(t, dx) = \lambda F(dx)$ where $F$ is the distribution of $U_1$ and $\lambda > 0$ is the arrival rate of the jumps. Assume that $F'$ is equivalent to $F$, i.e. $F'(dx) = \eta(x) F(dx)$ and $\lambda' > 0$. Then an equivalent change of measure is obtained via $Y(t, x) = \lambda'^{-1} \eta(x)$. In this case, the arrival rate of jumps under $P'$ is $\lambda'$ and the jumps sizes are again i.i.d. with distribution $F'$. Assume that $\sigma = \sigma_1 = \lambda'^{-1}(\mu - r_t + m_1 + \int_0^t \int_{\mathbb{R}^d} g(t - s, x) \mu(ds, dx))$ with $m_1 := \int_{\mathbb{R}^d} \left( e^{G(0, x)} - 1 \right) \lambda' F'(dx)$. If furthermore the process 
\begin{align}
E \left( \int_0^t \xi_s dW_s \right)_{0 \leq t \leq T^*}
\end{align}
is a true martingale, then $P'$ is an equivalent (local) martingale measure.
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