Stochastic order parameter dynamics for phase coexistence in heat conduction
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We propose a stochastic order parameter model for describing phase coexistence in steady heat conduction near equilibrium. By analyzing the stochastic dynamics with a non-equilibrium adiabatic boundary condition, where total energy is conserved over time, we derive a variational principle that determines thermodynamic properties in non-equilibrium steady states. The resulting variational principle indicates that the temperature of the interface between the ordered region and the disordered region becomes greater (less) than the equilibrium transition temperature in the linear response regime when the thermal conductivity in the ordered region is less (greater) than that in the disordered region. This means that a super-heated ordered (super-cooled disordered) state appears near the interface, which was predicted by an extended framework of thermodynamics proposed in [N. Nakagawa and S.-i. Sasa, Liquid-gas transitions in steady heat conduction, Phys. Rev. Lett. 119, 260602, (2017)].
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I. INTRODUCTION

Phase coexistence, such as liquid-gas coexistence, is ubiquitous in nature. As the most idealized situation, phase coexistence under equilibrium conditions has been studied. For example, the liquid-gas coexistence temperature is determined by the equality of the chemical potential of liquid and gas at constant pressure. The pressure dependence of the coexistence temperature is related to the latent heat and the volume jump at the transition point, which is known as the Clausius-Clapeyron equation. These are important consequences of thermodynamics [1].

In addition to equilibrium systems, phase coexistence gives rise to a rich variety of phenomena out of equilibrium such as flow boiling heat transfer, pattern formation in crystal growth, and motility-induced phase separation [2]. Moreover, as an interesting phenomenon, it has been reported that heat flows from a colder side to a hotter side in a transient regime for continuous heating [3]. One may expect that a deterministic hydrodynamic equation incorporating interface thermodynamics, which is referred to as the Navier-Stokes-Korteweg equation (See [4] for a review), generalized hydrodynamics [5], or dynamical van der Walls theory [11], could describe such dynamical phenomena.

However, the situation is not so obvious. Because the macroscopic description is obtained by the coarse-graining of microscopic mechanical systems, the noise inevitably appears. The noise properties are determined by the fluctuation-dissipation relation of the second kind at equilibrium, and the relation is also assumed for systems out of equilibrium. Such a framework is called fluctuating hydrodynamics [12] or macroscopic fluctuation theory [13]. For standard cases such as simple homogeneous fluids, the noise effects are so weak that the thermodynamic behavior is well-approximated by the noiseless limit, while it has been known that noises substantially modify the macroscopic behavior for systems in low-dimensions [14] or near the critical point [15]. As another example of such strong noise effects, in this paper, we study phase coexistence in steady heat conduction. For simplicity, we assume that the system is divided into two phases by a macroscopic planar interface across which the heat flows in a simple cuboid geometry, as shown in Fig. 1.

The most impressive phenomenon exhibited by the strong noise effect is that the interface temperature \( \theta \) deviates from the equilibrium transition temperature \( T_c \). That is, a super-heated ordered state or a super-cooled disordered state stably appears locally near the interface. It should be noted that this phenomenon was predicted by an extended framework of thermodynamics for heat conduction systems [6], which we call global thermody-
Among many first-order transitions, we specifically study the order-disorder transition associated with the $Z_2$ symmetry breaking. This is the simplest case of symmetry breaking, and it is easily generalized to other complicated symmetry breakings, such as the nematic-isotropic transition in liquid crystals, which may be relevant in experiments [18]. Although the liquid-gas transition may be most popular in the first-order transition, we will study this phenomenon in another paper. See the second paragraph in Sec. VII for related discussions.

For the order-disorder transition associated with the $Z_2$ symmetry, one may recall a Ginzburg-Landau equation that includes the interface thermodynamics as a gradient term. However, because this model describes the order parameter dynamics with the isothermal condition, it cannot be used for heat conduction systems. We must at least consider a coupled equation of the order parameter density field and the energy density field. When we consider a stochastic model as a generalization of the Ginzburg-Landau model, it is best to use the concept of the Onsager theory as follows. First, we specify a set of dynamical variables. Then, under the assumption of local thermodynamics, we consider the minimum form of dissipation and noise with the detailed balance condition at equilibrium. In Sec. II following these concepts, we present deterministic and stochastic order parameter dynamics. See (II.63), (II.66), and (II.67) for the final form of stochastic dynamics. We next describe an interface between the ordered region and the disordered region within a framework of the deterministic dynamics in Sec. III. We then discuss how fluctuations of the interface position play an inevitable role in thermodynamic behavior.

b. Theoretical method The theory for stochastic models related to thermodynamics has developed significantly over the last two decades [19, 20]. This mainly comes from the discovery of simple and universal relations: the fluctuation theorem [21, 26] and Jarzynski equality [27]. Even for the theoretical calculation of quantities, these formulas can simplify the derivation of macroscopic evolution such as the Navier-Stokes equation [28] and the order parameter dynamics of coupled oscillators [29]. In the present problem, we start by deriving the stationary distribution for the system out of equilibrium. See (IV.7) with (IV.8) and (IV.10). It has been known that the stationary distribution is formally expressed in terms of the time integration of the excess entropy production rate [30–34]. We attempt to derive a potential function of thermodynamic quantities for the phase coexistence in the heat conduction by contracting the stationary distribution of configurations. Once the potential function is derived, all thermodynamic quantities are determined as an extremal point of the potential. This is nothing but a variational principle for determining thermodynamic properties. We may say that our theoretical challenge is the derivation of such a variational principle.

c. Key concept For a standard setup where two heat baths contact to boundaries of the system, the problem mentioned above is too difficult to solve because of the following two reasons. First, since the expectation value of a thermodynamic quantity is determined from the time correlation between this quantity and the excess entropy production, derivation of the potential function requires analysis of such time-dependent statistical quantities. Second, in the equilibrium limit for this setup, the thermodynamic quantities are not uniquely determined so that the variational principle is not formulated. Thus, it is not straightforward to perform a perturbation approach from the equilibrium case. In order to overcome these two difficulties, we come up with a key concept of this paper. We impose a special boundary condition, where the constant energy flux is assumed at boundaries so that the energy of the system is conserved. See Fig. 1 as an illustration. We refer to this as the non-equilibrium adiabatic condition. In equilibrium cases, this boundary condition is the standard adiabatic condition, where the total energy is conserved over time without an external operation. The variational principle for determining thermodynamic properties here is well-established as the maximal principle of the total entropy. Thus, for the non-equilibrium adiabatic condition in the linear response regime, we can develop a perturbation theory for extending this variational principle.

d. Analysis Towards the derivation of the variational principle, in Secs. IV and V, we derive the stationary distribution of interface configurations by analyzing the Zubarev–Mclennan distribution. We can calculate the time integration of excess entropy production rate for the configuration with a single interface shown in Fig. 1. Explicitly, we consider the relaxation to the equilibrium state from this configuration and we find that the time integration of excess entropy production rate is decom-
posed into three parts, each of which is defined in the
ordered region, the disordered region, and the interface
region. See (1V.23) for the decomposition. In the or-
dered and disordered regions, because the process may
be well-described by the deterministic equation, we can
compactly solve it. We then estimate this contribution to
the excess entropy production as (LV.47).

However, calculating the contribution to the excess en-
tropy production in the interface region is not straight-
forward. Physically, the latent heat is generated at the
moving interface in the relaxation process. This heat
diffuses into both regions, and as the result, the entropy
production is observed. Moreover, a macroscopic tem-
perature gap appears in the moving interface, as observed
in experiments [35]. This is another source of entropy
production. We estimate this contribution with some
approximation as (V.55).

e. Result By using these results for the particular
setup, in Sec. VI, we derive a potential function of the
interface position in the macroscopic limit. See (VI.23)
for the final form of the potential function defined by (VI.1).
That is, the interface position is uniquely determined by
the variational principle for the phase coexistence in heat
conduction. The variational function is a modified en-
tropy of the steady-state profile for a given interface po-
sition. Solving the variational equation, we calculate the
interface temperature \( \theta \) as (VI.40), which indicates that
a super-heated ordered state or a super-cooled disordered
state stably appears locally near the interface. It should
be noted that the expectation value of a thermodynamic
quantity would be independent of boundary conditions if
the energy flux and energy are specified. We thus expect
that our result is available even for cases where two heat
baths contact at boundaries, which is a standard setup
for heat conduction.

From a theoretical viewpoint, the variational principle
for determining thermodynamic properties out of equi-
librium has never been considered in previous studies.
For example, it has been known that the minimum en-
tropy production principle may characterize the steady
state in the linear response regime [36]. However, in the
most general form, the variational principle is formulated
determining the statistical ensemble in the linear re-
ponse regime as that minimizes the entropy production
as a function of probability density [37, 38]. Although
one may expect that the variational principle for ther-
modynamic properties is obtained from the variational
principle for the statistical ensemble, this remains too
formal to calculate thermodynamic values explicitly. As
another example of recent activities in the variational
principle, we recall those coming from the large deviation
theory [13, 38-40]. In these theories, the main concern
is fluctuation properties, while thermodynamic values
are assumed to be obtained immediately. Thus, our theore-
tical framework is regarded as essentially different from
existing approaches in fluctuation theory.

f. Note The final section is devoted as concluding
remarks and several technical details are separately dis-
cussed in Appendices. The Boltzmann constant is set to
unity, and the inverse temperature \( \beta \) is always connected
to the temperature \( T \) as \( \beta = 1/T \) without an explicit
remark.

II. ORDER PARAMETER DYNAMICS

We consider a system confined in a cuboid

\[
D = \{(x, y, z)|0 \leq x \leq L, 0 \leq y \leq L_y, 0 \leq z \leq L_z\}
\]

(II.1)
with \( L > L_y, L_z \). When we study an equilibrium sys-
tem, we assume that the system is enclosed by adia-
batic walls. We also assume that the system exhibits
an order-disorder transition at \( T = T_c \) under the equilib-
rium condition and that the transition is the first-order,
that is, the order parameter shows discontinuous change
at \( T = T_c \), when decreasing the temperature from a su-
fficiently high-temperature state. In Sec. II A, we first
consider the entropy functional of the internal energy
density field and the order parameter density field. In Sec.
II B, we derive a deterministic equation for equilib-
rium cases following the Onsager theory. In Sec. II C, we
study a stochastic model associated with the determin-
istic equation. We then present a dimensionless form of
the equation in Sec. II D. The final form of the model
we study is given by (II.65), (II.66), and (II.67). In Sec.
II E, we set up the heat conduction systems.

A. Entropy functional

Let \( m(r) \) be an order parameter density field. For
simplicity, we consider the scalar order parameter. The
generalization to other complicated symmetry breakings
is straightforward. We employ a mesoscopic description
by assuming that the internal energy density \( u(r) \) and
the order parameter density \( m(r) \) are defined as those
averaged over a mesoscopic region with a length scale \( \Lambda \)
at each space \( r \). Here, the mesoscopic length \( \Lambda \) is chosen
so as to satisfy

\[
\ell \ll \Lambda \ll L
\]

(II.2)
with a microscopic length scale \( \ell \), such as the size of
atoms. A deterministic macroscopic equation emerges
from a microscopic description as a result of the law of
large numbers [41], which is applied to systems with the
separation of two scales: a microscopic length \( \ell \) and
the system size \( L \). By introducing the ratio of the two scales
as

\[
\eta \equiv \frac{\ell}{L}
\]

(II.3)
we express the separation of the scales as \( \eta \to 0 \), which
Corresponds to the thermodynamic limit in equilibrium
statistical mechanics. Note that the condition (II.2) is
necessary for describing spatial variation of local thermodynamic quantities. In the argument below, we specifically set

$$\Lambda = L\sqrt{\eta} \quad \text{(II.4)}$$

for small \(\eta\).

We assume an entropy density function \(s(u, m)\) for a given material. We then have

$$s(r) = s(u(r), m(r)). \quad \text{(II.5)}$$

All thermodynamic quantities are determined from (II.5) with the fundamental relation

$$ds = \frac{1}{T}du + \frac{\sigma}{T}dm, \quad \text{(II.6)}$$

where \(T\) is the temperature and \(\sigma\) corresponds to the thermodynamic force conjugate to \(m\). The free energy density \(f(r)\) is defined by

$$f(r) = u(r) - T(r)s(r). \quad \text{(II.7)}$$

For any field \(a(r)\), the configuration \((a(r))_{r \in D}\) is simply denoted by \(a\). The total entropy of the system, which is given as a functional of configurations \((m, u)\), is expressed as

$$S(m, u) = \int_D d^3r \left[ s(u(r), m(r)) - \frac{d_x}{2} |\nabla m|^2 \right]. \quad \text{(II.8)}$$

where the gradient term represents an entropy associated with the order parameter density gradient which may be most relevant in the interface. For mathematical simplicity, we impose the boundary condition

$$\langle \nabla m \rangle \mathbf{n} = 0 \quad \text{(II.9)}$$

at the boundaries with the unit normal vector \(\mathbf{n}\). Hereafter, the notation \(D\) in the space integral will be omitted. We assume that \(d_x\) is constant, for simplicity. The inclusion of the gradient term implies that \(s(u(r), m(r))\) is interpreted as the mesoscopic entropy density. We assume that the mesoscopic entropy density is given by the mean-field entropy density, in which nucleation events are not taken into account. Although it seems difficult to justify this picture from a microscopic description, (II.8) with \((m, u)\) may be a good starting hypothesis for a phenomenological mesoscopic approach. We ignore an entropy term of the form \(|\nabla u|^2\) in (II.8), for simplicity.

For a given total energy \(E\), the equilibrium value

$$\langle m_{\text{eq}}(r), u_{\text{eq}}(r) \rangle \quad \text{(II.10)}$$

is determined as that maximizes \(S\) under the energy conservation

$$\int d^3ru(r) = E. \quad \text{(II.11)}$$

In the equilibrium state, the temperature \(T(r)\) is uniform in space, which is denoted by \(T_{\text{eq}}\). In Fig. 2 we plot this \(T_{\text{eq}}\) as a function of \(E\). We here find a plateau

$$T_{\text{eq}} = T_c \quad \text{(II.12)}$$

in the region \(E_1 \leq E \leq E_2\), where \(E_1\) and \(E_2\) are calculated as

$$E_1 = u^o(T_c)LL_yL_z, \quad \text{(II.13)}$$

$$E_2 = u^d(T_c)LL_yL_z. \quad \text{(II.14)}$$

\(u^o(T_c)\) and \(u^d(T_c)\) are internal energy densities in the ordered region and disordered region, respectively, in the coexistence phase. Let \(m_{\text{loc}}(T)\) be the non-trivial value of \(m\) for a specific model. An explicit example of \(m_{\text{loc}}(T)\) is shown in Appendix A. See (A.11) for the model (A.1).

We then have

$$u^o(T) = u(T, m_{\text{loc}}(T)), \quad \text{(II.15)}$$

$$u^d(T) = u(T, m = 0). \quad \text{(II.16)}$$

These provide the explicit forms of \(u^o(T_c)\) and \(u^d(T_c)\) in (II.3) and (II.14). In the plateau region, \((m_{\text{eq}}(r), u_{\text{eq}}(r))\) is not homogeneous in space; the ordered state \((m = m_{\text{loc}}(T_c))\) and the disordered state \((m = 0)\) coexist with the minimum surface of the interface between the two states.

Now, we define the momentum density field \(v(r)\) conjugate to \(m(r)\) as

$$v \equiv \partial_t m. \quad \text{(II.17)}$$

The energy density field \(\phi(r)\) consists of the internal energy density field \(u(r)\), the kinetic energy of the order parameter density \(v(r)^2/2\), and the energy contribution of the order parameter density gradient which is most relevant in the interface. Note that \(v(r)^2/2\) is separated from \(u(r)\), which is standard in fluid dynamics (II.12). That is, \(\phi(r)\) is expressed as

$$\phi(r) = u(r) + \frac{v(r)^2}{2} + \frac{d_x}{2} |\nabla m|^2, \quad \text{(II.18)}$$

FIG. 2. Schematic graph of \(T_{\text{eq}}\) as a function of \(E\). The phase coexistence is observed at \(T_{\text{eq}} = T_c\) for \(E_1 \leq E \leq E_2\).
where $d_e$ is assumed to be constant, for simplicity. The energy conservation is now written as

$$\int d^3r \phi(r) = E. \quad \text{(II.19)}$$

We consider the entropy functional $S$ as a functional of $(m, v, \phi)$ with the energy conservation (II.19). Explicitly, we express

$$S(m, v, \phi) = \int d^3r \left[ s \left( \phi(r) - \frac{v(r)^2}{2} - \frac{d_e}{2} |\nabla m|^2, m(r) \right) \right]. \quad \text{(II.20)}$$

The entropy functional including the gradient term was used in Refs. [13, 14]. The same concept naturally appears in the hydrodynamic equations with the interface thermodynamics [11, 45]. The entropy functional in Ref. [40] also takes a similar form, but it employs the gradient expansion around the global equilibrium which is different from the gradient expansion around the local equilibrium shown in (II.20).

Related to $w^c$ and $w^d$, it is useful to introduce the heat capacity $c^c/d$ without an external field defined as

$$c^c(T) \equiv \frac{du(T, m = m_{loc}(T))}{dT}, \quad \text{(II.21)}$$

$$c^d(T) \equiv \frac{du(T, m = 0)}{dT}. \quad \text{(II.22)}$$

We also define the entropy densities as

$$s^c(T) \equiv s(T, m_{loc}(T)), \quad \text{(II.23)}$$

$$s^d(T) \equiv s(T, m = 0). \quad \text{(II.24)}$$

We then have

$$c^c(T) = T \frac{ds^c(T)}{dT}, \quad \text{(II.25)}$$

$$c^d(T) = T \frac{ds^d(T)}{dT}. \quad \text{(II.26)}$$

**B. Deterministic dynamics for equilibrium cases**

For the entropy functional $S$ in (II.20), we calculate the functional derivative as

$$\frac{\delta S}{\delta m(r)} = \left( \frac{\delta s}{\delta m} \right)_u + d_e (\nabla \beta) (\nabla m) + \beta d_f \Delta m, \quad \text{(II.27)}$$

$$\frac{\delta S}{\delta v(r)} = -\beta v, \quad \text{(II.28)}$$

$$\frac{\delta S}{\delta \phi(r)} = \beta. \quad \text{(II.29)}$$

Here, we have defined the coefficient of the gradient contribution to the free energy density as

$$d_f = d_e + T d_s. \quad \text{(II.30)}$$

with constants $d_e$ and $d_s$. From (II.17) and (II.28), we have

$$\partial_t m = -T \frac{\delta S}{\delta v(r)}. \quad \text{(II.31)}$$

Since the right-hand side of (II.31) is a reversible term that yields no entropy production, $\partial_t v$ should contain a corresponding reversible term. We then assume that the simplest momentum dissipation term $-\gamma v$ is contained in $\partial_t v$, where $\gamma$ is assumed to be a positive constant. That is, using (II.28) and (II.31), we write

$$\partial_t v = \gamma T \frac{\delta S}{\delta v(r)} + T \frac{\delta S}{\delta m(r)}. \quad \text{(II.32)}$$

Finally, from the energy conservation (II.19), we assume the minimum form of the time evolution of $\phi$:

$$\partial_t \phi = -\nabla \left( \lambda \nabla \frac{\delta S}{\delta \phi(r)} \right), \quad \text{(II.33)}$$

where $\lambda$ is a function of $(T, m)$. The thermal conductivity $\kappa$ is related to $\lambda$ as

$$\kappa = \frac{\lambda}{T^2}. \quad \text{(II.34)}$$

For the model (II.31), (II.32) and (II.33), we confirm the monotonic increment of $S$ in time, which is explicitly calculated as

$$\frac{dS}{dt} = \int d^3r \left[ \frac{\delta S}{\delta m} \partial_t m + \frac{\delta S}{\delta v} \partial_t v + \frac{\delta S}{\delta \phi} \partial_t \phi \right]$$

$$= \int d^3r \left[ \gamma T \left( \frac{\delta S}{\delta v(r)} \right)^2 + \lambda \left| \nabla \frac{\delta S}{\delta \phi(r)} \right|^2 \right]$$

$$\geq 0, \quad \text{(II.35)}$$

where we have used the adiabatic condition

$$(\nabla \beta) n = 0 \quad \text{(II.36)}$$

at the boundaries with the unit normal vector $n$. The expression (II.35) shows that the right-hand side of (II.31) and the second term in the right-hand side of (II.32) yield no entropy production.

By substituting (II.27), (II.28) and (II.29) into the equations (II.31), (II.32) and (II.33), we obtain the explicit form of the equations as

$$\partial_t m = v, \quad \text{(II.37)}$$

$$\partial_t v = -\gamma v + \sigma + T d_e (\nabla \beta) (\nabla m) + d_f \Delta m, \quad \text{(II.38)}$$

$$\partial_t \phi = -\nabla \left( \lambda \nabla \beta \right), \quad \text{(II.39)}$$
where the thermodynamic force $\sigma$ is given by

$$\sigma = T \left( \frac{\partial s}{\partial m} \right)_u. \quad (\text{II.40})$$

See (II.40). From the thermodynamic relation

$$- \left( \frac{\partial f}{\partial m} \right)_T = T \left( \frac{\partial s}{\partial m} \right)_u, \quad (\text{II.41})$$

one can rewrite the thermodynamic force $\sigma$ as

$$\sigma = - \left( \frac{\partial f}{\partial m} \right)_T. \quad (\text{II.42})$$

By using (II.18) and (II.38), we can express the last equation (II.39) for the case that $d_c = d_s = 0$ as

$$\partial_t u = \gamma v^2 - \sigma \partial_t m - \nabla (\lambda \nabla \beta). \quad (\text{II.43})$$

The first term of the right-hand side represents the generating heat caused by the momentum dissipation, the second term is associated with the work done by the thermodynamic force, and the third term is the heat conduction.

The parameters $d_c$ and $d_f$ characterize the interface energy and the interface free energy, respectively. Let us estimate the magnitude of $d_c$ and $d_f$. We first discuss the interface width in the mesoscopic description. Physically, the interface is identified as a deformed surface of an intrinsic width $w$ which is at most $10^{-7}$ cm [47]. This width $w$ is of the same order as the microscopic length $\ell$, and the deformation of the surface is described by a capillary wave theory or fluctuation theory [48]. By averaging density profiles in the equilibrium ensemble, one has an effective interface of the width $w_{\text{eff}}$ which is estimated as $w_{\text{eff}} \approx \ell \sqrt{\log(L/\ell)}$ for three-dimensional systems [49]. We note here that $w_{\text{eff}} / \ell \to 0$ in the limit $\eta \to 0$. That is, the interface in the deterministic hydrodynamic equation is a singular surface whose motion has been formulated as a free boundary problem [9], but it should be noted that when we keep the finiteness of the interface width in the dynamics, the noise intensity also remains finite. In the mesoscopic description we employ, all thermodynamic quantities are spatially averaged over a region with the mesoscopic length $\Lambda$. Thus, the interface width of the spatially averaged configuration is given by the mesoscopic length $\Lambda$ up to a multiplicative numerical constant, as shown in Fig. 3. Then, since a typical value of $d_f |\nabla m| \sqrt{T_c} \ell^{-3}$, we have

$$d_f \frac{m^2}{\Lambda^2} \approx T_c \ell^{-3}. \quad (\text{II.44})$$

where $m_*$ is the characteristic value of $m$ in the ordered state and $\ell$ represents the microscopic length scale mentioned in the first paragraph of Sec. II A.

![FIG. 3. The statistical average of a single interface is represented by an effective interface whose width remains microscopic. By the spatial average over a region of length $\Lambda$, the interface in the mesoscopic description is defined.](image)

### C. Stochastic dynamics for equilibrium cases

A collection of the configurations $m$, $v$, and $\phi$ is denoted by

$$\alpha = (m, v, \phi). \quad (\text{II.45})$$

Recalling that the system is enclosed by the adiabatic wall, we construct a stochastic model that yields the stationary distribution

$$P_{\text{eq}}(\alpha) = N \exp(S(\alpha)) \delta \left( \int d^3 r \phi(r) - E \right) \quad (\text{II.46})$$

for the equilibrium case, where $N$ is the normalization constant. It should be noted that the energy conservation (II.19) holds for the stochastic systems. We add Gaussian white noises to (II.37), (II.38), and (II.39) that satisfy the detailed balance condition. The noise intensity is related to the dissipation intensity, which is called the fluctuation-dissipation relation of the second kind. We then write

$$\partial_t m = v, \quad \partial_t v = -\gamma v + \sigma + d_c T \nabla (\nabla \beta)(\nabla m) + d_f \Delta m + \sqrt{2\gamma T} \xi^v, \quad (\text{II.47})$$

$$\partial_t \phi = -\nabla \left( \lambda \nabla \beta + \sqrt{2\lambda} \xi^\phi \right), \quad (\text{II.48})$$

where $\xi^v$ and $\xi^\phi$ are Gaussian white noise. For later
convenience, we set
\[ \xi^1 = 0, \]  
\( \xi^2 = \xi^\tau, \)  
(II.50)  
(II.51)  
\( (\xi^3, \xi^4, \xi^5) = \xi^\phi. \)  
(II.52)

The property of the Gaussian white noise is formally expressed as
\[ \langle \xi^a(r, t)\xi^b(r', t') \rangle = \delta^{ab}\delta(r - r')\delta(t - t'), \]  
(II.53)
where \( 2 \leq a, b \leq 5. \) It should be noted that the argument so far is too formal. Indeed, due to the multiplicative nature of the noise, the formal model exhibits a singular behavior. In Appendix B, we perform a careful analysis of the stochastic process.

Historically, a deterministic order parameter model with energetics was derived from an entropy functional that represents the physical properties of natural phenomena. In (II.44), we have
\[ \text{mined by the physical properties of natural phenomena.} \]
From this direction of research, one may interpret the model we study as a phase field model with noise.

The equations in this previous study correspond to the over-damped version of (II.37), (II.38), and (II.39) with \( d_e = 0. \) Similar equations were also considered in the context of critical phenomena, where another simple entropy functional is assumed differently from our case. The model in this previous study, where the noise was taken into account, was called Model C [13].

### D. Scaling

We consider a dimensionless form of the equations (II.47), (II.48), and (II.49). First, we define the dimensionless quantity \( \tilde{Q} \) for any quantity \( Q \) by
\[ Q = \tilde{Q}Q_*, \]  
(II.54)
where \( Q_* \) is a characteristic value with the dimension, is estimated below. We then introduce dimensionless space coordinate \( \tilde{r} \) and dimensionless time \( \tilde{t} \) so that the relaxation time of thermodynamic quantities, which is denoted by \( \tau \), becomes the unity in this dimensionless time \( \tilde{t} \). That is, we set
\[ (r, t) = (L\tilde{r}, \tau\tilde{t}). \]  
(II.55)
Note that the choice of dimensionless coordinates \( (\tilde{r}, \tilde{t}) \) is arbitrary, and we choose this macroscopic unit for later convenience. This is in contrast with \( \tilde{Q} \), which is determined by the physical properties of natural phenomena.

By substituting (II.53) and (II.55) into (II.47), (II.48) and (II.49), we have
\[ \partial_t\tilde{m} = \Gamma_1\tilde{v}, \]  
(II.56)
\[ \partial_t\tilde{v} = -\Gamma_2\tilde{v} + \Gamma_3\tilde{s} + \Gamma_4 \left[ \tilde{D}_{d_e}(\nabla\tilde{\beta})/(\nabla\tilde{m}) + \tilde{d}_f\Delta\tilde{m} \right] + \sqrt{2\Gamma_5 T_\xi}\tilde{\xi}, \]  
(II.57)
\[ \partial_t\tilde{\phi} = -\tilde{\nabla} \left( \Gamma_6 \tilde{\Lambda}\nabla\tilde{\beta} + \sqrt{2\Gamma_7 \tilde{\xi}}\tilde{\phi} \right), \]  
(II.58)
where we have introduced dimensionless parameters
\[ (\Gamma_1, \Gamma_2, \Gamma_3, \Gamma_4, \Gamma_5, \Gamma_6, \Gamma_7) = \left( \frac{v_e\tau}{m_e}, \frac{\gamma'}{v_e}, \frac{\sigma_s\tau}{L^2v_e}, \frac{\gamma T_e\tau}{L^3\phi_4}, \frac{\lambda_s\beta_s\tau}{L^3\phi_4}, \frac{\lambda_s\tau}{L^3\phi_4} \right). \]  
(II.59)
Here, we have assumed \( (d_e)_* = (d_f)_* \) from (II.30). The characteristic values of the quantities are estimated by using \( T_e, \tau, L \), and the microscopic length \( \ell \). Concretely, first, it is obvious \( T_e = T_c \). Second, from the equipartition law, \( \phi_* \) is estimated as \( T_e\ell^{-3} \) up to a multiplicative numerical constant. From (II.14) and (II.15), we find that \( v_e^2 = \phi_* \) and \( m_* = \tau v_* \); and from (II.42), we have \( \sigma_* = \phi_*/m_* \). Finally, since \( \lambda \) determines the diffusion time scale of the energy, we obtain
\[ \lambda = T_e\phi_* \frac{L^2}{\tau}. \]  
(II.60)
From (II.44), we also have
\[ (d_f)_* = \frac{L^2}{m_*^2}T_e\ell^{-3}. \]  
(II.61)
By substituting these results, we obtain
\[ (\Gamma_1, \Gamma_2, \Gamma_3, \Gamma_4, \Gamma_5, \Gamma_6, \Gamma_7) = (1, \tilde{\gamma}, 1, \eta, \tilde{\gamma}\eta^3, 1, \eta^3), \]  
(II.62)
where we set \( \tilde{\gamma} = \gamma' \tau \) and we have used \( \eta \) defined by (II.3), which is assumed to be sufficiently small. Moreover, we consider the dimensionless energy \( \tilde{E} \) defined by
\[ \tilde{E} = \tilde{E}T_e \left( \frac{L}{\ell} \right)^3. \]  
(II.63)
The mesoscopic length \( \Lambda \) is also expressed as \( \Lambda = \tilde{\Lambda}L \), where \( \tilde{\Lambda} \) is written as
\[ \tilde{\Lambda} = \sqrt{\eta}. \]  
(II.64)
Here, in order to simplify the notation, we remove all breve symbols. The final expression then becomes
\[ \partial_t\tilde{m} = v, \]  
(II.65)
\[ \partial_t\tilde{v} = -\gamma v + \sigma + \eta [Td_e(\nabla\beta)(\nabla m) + df\Delta m] \]  
\[ + \sqrt{2\gamma\eta T\xi}, \]  
(II.66)
\[ \partial_t\tilde{\phi} = -\nabla \left( \lambda\nabla\tilde{\beta} + \sqrt{2\lambda\eta T\xi}\tilde{\phi} \right), \]  
(II.67)
with the small parameter \( \eta \ll 1 \) that represents the separation of scales.

Furthermore, when we study the deterministic systems, we analyze the noiseless limit of (II.65), (II.66), (II.67):
\[ \partial_t\tilde{m} = v, \]  
(II.68)
\[ \partial_t\tilde{v} = -\gamma v + \sigma + \eta [Td_e(\nabla\beta)(\nabla m) + df\Delta m] \]  
(II.69)
\[ \partial_t\tilde{\phi} = -\nabla (\lambda\nabla\beta) \]  
(II.70)
instead of (II.37), (II.38), and (II.39). It should be noted that the dimensionless space coordinate \((x, y, z)\) satisfies \(0 \leq x \leq 1, 0 \leq y \leq L_y / L,\) and \(0 \leq z \leq L_z / L\). Hereafter, we set
\[
A = \frac{L_y L_z}{L^2}, \tag{II.71}
\]
which is the dimensionless area of the cross-section of the system.

When we consider a symmetry-breaking phase, the long time behavior of the system for finite \(\eta\) is different from that for the system in the limit \(\eta \to 0\). In order to avoid such a singular behavior, we add a small symmetry-breaking field \(\sigma^x(x)\) to the right-hand side of (II.66), and consider the limit \(\sigma^x(x) \to 0\) in the last step. Here, \(\sigma^x(x)\) is spatially inhomogeneous so as to break the left-right symmetry. Specifically, we set \(\sigma^x(x) > 0\) for \(x \in [0, 1/2]\) and \(\sigma^x(x) = 0\) for \(x \in [1/2, 1]\) such that the equilibrium configuration is continuously deformed to that in the heat conduction state with \(J < 0\). In the argument below, we do not write this term explicitly but we always keep this process in mind.

E. Non-equilibrium adiabatic conditions

1. Deterministic cases

We study the heat conduction by using the equations (II.68), (II.69), and (II.70) with the boundary condition
\[
\lambda \partial_x \beta(0, y, z) = \lambda \partial_x \beta(1, y, z) = J \tag{II.72}
\]
at the boundaries \(x = 0\) and \(x = 1\) instead of (II.36), while (II.36) holds at the other boundaries. Without loss of generality, we assume \(J \leq 0\). The condition (II.72) implies that the energy flux is kept constant at the boundaries. A remarkable property of the boundary condition is that the total energy of the system is conserved. From this property, we call (II.72) with \(J \neq 0\) a non-equilibrium adiabatic condition, which is contrasted with more standard boundary conditions \(T(0, y, z) = T_L\) and \(T(1, y, z) = T_R\). We impose the special boundary condition (II.72) for a technical reason to analyze stochastic systems.

2. Stochastic cases

We attempt to extend (II.72) to the stochastic systems. We expect the following two conditions. The first condition is that the stationary distribution is given by (II.46) when \(J = 0\). The second condition is that when \(J \neq 0\), similarly to the deterministic description, non-equilibrium nature is brought only by the boundary condition with keeping the energy conservation. Concretely, we impose the boundary condition
\[
\begin{align*}
    j_x(x = 0, y, z, t) &= J, \quad \tag{II.73} \\
    j_x(x = 1, y, z, t) &= J, \quad \tag{II.74}
\end{align*}
\]
and \(jn = 0\) at the other boundaries, where \(j\) is defined as
\[
j = \lambda \nabla \beta + \sqrt{2\lambda \eta^x} \xi^\phi. \tag{II.75}
\]
We easily confirm that the two conditions are satisfied by this boundary condition.

3. Linear response regime

In order to represent the extent of the non-equilibrium, we introduce a dimensionless small parameter
\[
\epsilon = \frac{|J|LT_c}{\lambda_s} \tag{II.76}
\]
using the original dimensional quantities. By introducing the dimensionless heat flux \(\bar{J}\) as
\[
\bar{J} = \frac{J \lambda_s}{TL}, \tag{II.77}
\]
we find that \(|\bar{J}| = \epsilon\). Therefore,
\[
|J| = \epsilon \tag{II.78}
\]
in this dimensionless form. In the argument below, we focus on the linear response regime by studying only the contribution of \(O(\epsilon)\).

III. INTERFACE IN THE DETERMINISTIC SYSTEM

In this section, we study the properties of the interface in the deterministic system. In Sec. III A we analyze the stationary interface in the equilibrium state. In Sec. III B we analyze the interface in the heat conduction. In Sec. III C we summarize the result for the deterministic system, and we show our motivation of studying the stochastic system.

A. Equilibrium interface

We study the deterministic system described by (II.68), (II.69), and (II.70). For any initial value of \((m(r), v(r), \phi(r))\), the energy \(E\) is conserved over time and \(dS / dt \geq 0\) for any \(t\) as shown in (II.35). This means that \((m(r, t), v(r, t), \phi(r, t))\) goes to the equilibrium value
\[
\alpha_{eq}(r) = (m_{eq}(r), v_{eq}(r), 0, \phi_{eq}(r)), \tag{III.1}
\]
which maximizes \(S(\alpha)\) under the energy conservation. In particular, when \(E_1 \leq E \leq E_2\), where \(E_1\) and \(E_2\) are given by (II.12) and (II.13), the equilibrium temperature takes the constant value \(T_c\) as shown in Fig. 2. In this equilibrium state, the temperature is homogeneous in
The quantity $\bar{\eta}$ of the interface, then satisfies

$$-\left(\frac{\partial f}{\partial m}\right)_T + \eta T d_\nu (\partial_x \beta)(\partial_x m) + \eta d_\nu \partial_x^2 m = 0, \quad (\text{III.6})$$

$$\lambda \partial_x \beta = J, \quad (\text{III.7})$$

which are interpreted as the non-equilibrium extension of (II.2).

We analyze the equations (III.6) and (III.7). Let $X_{ss}$ be the position of the stationary interface for $(E, J)$. We then determine the temperature of the interface $\theta$ from (III.6) and (III.7) with $X_{ss}$. Multiplying $(\partial_x m)$ to (III.6) and integrating it over $I \equiv \{X_{ss} - M\sqrt{\eta}, X_{ss} + M\sqrt{\eta}\}$ with a large $M$ independent of $\eta$, we obtain

$$- \int_I dx (\partial_x m) \left(\frac{\partial f}{\partial T}\right)_m + \eta \int_I dx T d_\nu (\partial_x \beta)(\partial_x m)^2$$

$$+ \eta \int_I dx d_\nu (\partial_x m)(\partial_x^2 m) = 0. \quad (\text{III.8})$$

Here, we note

$$\partial_x f = \left(\frac{\partial f}{\partial T}\right)_m \partial_x T + \left(\frac{\partial f}{\partial m}\right)_T \partial_x m \quad (\text{III.9})$$

and

$$d_\nu (\partial_x m)(\partial_x^2 m) = \frac{d_\nu}{2} \partial_x((\partial_x m)^2)$$

$$= \frac{1}{2} \partial_x(d_x((\partial_x m)^2) - \frac{d_\nu}{2} (\partial_x T)(\partial_x m)^2. \quad (\text{III.10})$$

By using these results, we further rewrite (III.8) as

$$f(X_{ss} + M\sqrt{\eta}) - f(X_{ss} - M\sqrt{\eta})$$

$$= J \int_{X_{ss} - M\sqrt{\eta}}^{X_{ss} + M\sqrt{\eta}} dx \left[ \frac{T d_\nu ((\partial_x m)^2)}{\lambda} + \frac{T^2 d_\nu ((\partial_x m)^2)}{2\lambda} \right]$$

$$- \int_{X_{ss} - M\sqrt{\eta}}^{X_{ss} + M\sqrt{\eta}} d x \partial_x T$$

$$+ \frac{d_\nu}{2} ((\partial_x m)^2) \left[ X_{ss} + M\sqrt{\eta} \right]_L$$

$$+ \frac{d_\nu}{2} ((\partial_x m)^2) \left[ X_{ss} - M\sqrt{\eta} \right]_L. \quad (\text{III.11})$$

The last term is proportional to $\eta^2$, because

$$\partial_x m \simeq - \frac{d m_{\text{loc}}(T)}{dT} T^2 \frac{J}{\lambda} \quad (\text{III.12})$$

at $x = X_{ss} - M\sqrt{\eta}$ and $\partial_x m = 0$ at $x = X_{ss} + M\sqrt{\eta}$. The first line of the right-hand side of (III.11) is rewritten as

$$J \int_{X_{ss} - M\sqrt{\eta}}^{X_{ss} + M\sqrt{\eta}} dx \eta T (d_\nu + T d_\nu/2)(\partial_x m)^2$$

$$\lambda. \quad (\text{III.13})$$

This is estimated as

$$\eta \bar{\eta} ^\frac{1}{2} d_f m_{\text{loc}}(T_c)^2 \quad (\text{III.14})$$
up to a numerical factor when λ in the interface region is estimated as \( \lambda_s \). Thus, the first line of (III.11) is \( O(\eta^{1/2}) \). From these, the leading term of (III.11) becomes

\[
\int_{\Omega} \left( \frac{\partial}{\partial x} T \right) s_s \, dx = - \sqrt{\eta} \int_{\Omega} \frac{\partial}{\partial x} T \, dx \eta.
\]

(III.15)

Furthermore, recalling \( f = u - Ts \), we have

\[
u(X_{ss} + M \sqrt{\eta}) - u(X_{ss} - M \sqrt{\eta}) = \int_{X_{ss} - M \sqrt{\eta}}^{X_{ss} + M \sqrt{\eta}} dx T \, (\partial_x \eta).
\]

(III.16)

Let \( \theta \) be the temperature of the interface, defined by

\[
\theta = T(X_{ss}).
\]

(III.17)

Noting the continuity of \( T(x) \) and ignoring \( O(\eta^{1/2}) \) terms, we find that (III.16) becomes

\[
u^o(\theta) - u^d(\theta) = \theta [ s^o(\theta) - s^d(\theta) ],
\]

(III.18)

where \( u^o \) and \( u^d \) are defined by (II.15) and (II.16). \( s^o \) and \( s^d \) are also defined by (II.23) and (II.24). We thus obtain

\[
\theta = T_c + O(\eta^{1/2}).
\]

(III.19)

This estimate indicates that, in the limit \( \eta \to 0 \) with \( \epsilon \) fixed, the stationary interface temperature in the heat conduction state remains \( T_c \).

C. Role of fluctuation

If the deterministic equation correctly describes the thermodynamic behavior, all thermodynamic quantities are determined from the stationary solution of the equation. In particular, the interface temperature in the heat conduction systems is equal to the equilibrium transition temperature in the limit \( \eta \to 0 \). Now, the question is whether or not the deterministic equation is valid for the phase coexistence under heat conduction.

As a related example, let us recall the understanding of a fluid consisting of many particles in two dimensions. One may write the standard two-dimensional hydrodynamic equation as a deterministic model describing the hydrodynamic behavior. However, it has been known that the parameters in the equation, the transportation coefficients, do not have a definite value measured in experiments. Theoretically, this result is understood as a singular (divergent) behavior of the parameter values in the macroscopic limit on the basis of microscopic dynamics. In this sense, deterministic hydrodynamic equations are not valid for describing the dynamical behaviors of a fluid consisting of many particles in two dimensions. Even for this case, it is expected that stochastic hydrodynamic equations with well-defined parameters can describe the behavior quantitatively. The consistency between the two models has been understood from the renormalization group analysis [14].

In the phase coexistence under heat conduction, the interface region is singular because the interface width is \( O(\sqrt{\eta}) \). Thermodynamic quantities in this thin interface region may be described by equilibrium statistical mechanics. Here we discuss how an energy fluctuation of \( O(\sqrt{\eta}) \) in the ordered region evolves over time under the equilibrium condition. The corresponding temperature fluctuation in the ordered region is \( O(\sqrt{\eta}) \) because the heat capacity is \( O(1) \). Then the energy flows into the interface region and this leads to the temperature change of \( O(\sqrt{\eta}) \) in the interface region, which is achieved by the change in the interface position of \( O(\sqrt{\eta}) \). Since the temperature difference over the interface region is estimated as \( O(\sqrt{\eta}) \), \( \partial_x \beta \) in the interface region is \( O(1) \). Thus, the energy flux in the interface region is expressed as \( \lambda_{\text{int}} \times O(1) \), where \( \lambda_{\text{int}} \) is the thermal conductivity in the interface region. Since the energy flux of \( O(\sqrt{\eta}) \) in the bulk is balanced with the energy flux in the interface region, it is expected \( \lambda_{\text{int}} = O(\sqrt{\eta}) \). That is, the singularity appears in the limit \( \eta \to 0 \).

When we study the deterministic system \( \sqrt{\eta} \), \( \sqrt{\eta} \), and \( \sqrt{\eta} \) with \( \lambda_{\text{int}} = O(\sqrt{\eta}) \), the behavior depends on the detail of \( \lambda_{\text{int}} \) even in the limit \( \eta \to 0 \). For example, for heat conduction steady state, the temperature gap of \( O(1) \) appears and the amount of the gap depends on \( \lambda_{\text{int}}/\sqrt{\eta} \) in the limit \( \eta \to 0 \). Here, let us recall that the energy transfer from/to the interface region to/from the bulk is basically induced by fluctuations of the interface. Therefore, the stochastic noise is inevitable for the description of the energy transfer. Even if we assume that the “bare conductivity” in the interface region, which is a parameter of the stochastic model, is \( O(\sqrt{\eta}) \), the “measured conductivity” in the interface region may be \( O(1) \) as the result of the renormalization of fluctuations. This leads to no temperature gap in the limit \( \eta \to 0 \), but this is not described as the limit \( \eta \to 0 \) of a deterministic equation. It should be noted that the energy transfer occurs as the result of fluctuations of the interface position is similar to the so-called adiabatic piston problem [1, 51, 53].

IV. STATIONARY DISTRIBUTION FOR INTERFACE CONFIGURATIONS

We start this section with the Zubarev-McLennan representation of the stationary distribution for heat conduction systems in Sec. [VIA]. The probability density is an extension of the micro-canonical ensemble and we naturally define a modified entropy which contains a correction term \( I \) in addition to the entropy \( S \). Note that \( I \) is the time integration of the entropy production. Then, for a single interface configuration \( \alpha_X \) defined in Sec. [VIB], we attempt to express \( I \) as a form without the time integration. If it is done successfully, we can formulate the
variational principle so that all thermodynamic quantities can be determined as that maximizing the modified entropy. We thus attempt to evaluate $\mathcal{I}$. Concretely, in Sec. [IV.C] we decompose $\mathcal{I}$ into the bulk contribution and the interface contribution. Then, in Sec. [IV.D] we estimate the bulk contribution to $\mathcal{I}$. This will be done quite easily thanks to the boundary condition we impose. This calculation also gives the correction term $\mathcal{I}$ for configurations without interfaces. In Sec. [IV.E] we argue that the temperature gap of $\mathcal{O}(\sqrt{\eta})$ gives a contribution to $\mathcal{I}$.

A. Zubarev-Mclennan representation

Let $P_s(\alpha; E, J)$ be the stationary distribution of $\alpha$ for a system with $(E, J)$, where $E$ and $J$ are values of the dimensionless total energy and the dimensionless boundary current, respectively. In this subsection, we derive an expression of $P_{ss}(\alpha; E, J)$, which is called the Zubarev-Mclennan representation [33, 34], in the linear response regime around the equilibrium state.

Let $\hat{\alpha}$ denote the trajectory of $\alpha$ from $t = 0$ to $t = t_f$. That is, $\hat{\alpha} = (\alpha(t))_{t=0}^{t_f}$. The probability density (measure) of trajectory $\hat{\alpha}$ with $\alpha(0)$ fixed at $t = 0$ is denoted by $\hat{P}(\hat{\alpha} | \alpha(0); E, J)$. From (II.65), (II.66), and (II.67), we obtain

$$\log \hat{P}(\hat{\alpha} | \alpha(0); E, J) = -\frac{1}{\eta^3} \mathcal{I}(\hat{\alpha} | \alpha(0); E, J) + \text{const} \quad \text{(IV.1)}$$

with

$$\mathcal{I}(\hat{\alpha} | \alpha(0); E, J) = \int_0^{t_f} dt \int d^3r \left\{ \frac{1}{4\lambda} |j - \lambda \nabla \beta|^2 + \frac{1}{4\gamma T} [\partial_t v + \gamma v - \sigma - \eta (T d_v (\nabla \beta) (\nabla m) + d_f \Delta m)]^2 \right\}, \quad \text{(IV.2)}$$

where $\partial_t m$ and $\partial_t \phi$ are connected to $v$ and $j$ as

$$\partial_t m - v = 0, \quad \partial_t \phi + \nabla j = 0. \quad \text{(IV.3)}$$

By a standard technique related to the local detailed balance condition, which is reviewed in Appendix [D] we can derive

$$P(\alpha, t_f; E, J) = N e^{\mathcal{S}(\alpha)/\eta^3} \times \left\langle \frac{e^{J/\eta^3}}{\int d^3 r_\perp \int_0^{t_f} dt (d(\beta(1, r_\perp, t) - \beta(0, r_\perp, t)))} \right\rangle^{\sim J} \times \delta \left( \int d^3 r \phi(r) - E \right), \quad \text{(IV.5)}$$

with $r_\perp = (xy, z)$, where $\langle \cdot \rangle_{\alpha \rightarrow \ast}^{-J}$ represents the expectation value over trajectories $\alpha(t)$ starting from $\alpha(0) = \alpha^1 = (m, v, \phi)$ for $\alpha = (m, v, \phi)$ with respect to the path probability density in the system with $-J$.

Here, we consider the steady state obtained in the long time limit $t_f \to \infty$ for the system with the separation of scales $\eta \to 0$, with focusing on the linear response regime in $J$. That is, precisely speaking, three limits $t_f \to \infty$, $\eta \to 0$, and $\epsilon = |J|/\eta \to 0$, should be taken into account.

(In addition to those, the symmetry breaking external field $\sigma^{ex}(x)$ should be taken to be zero in the last step, as discussed in the previous section.) Now, if we first took the limit $t_f \to \infty$ for fixed $\eta$, we could not observe the symmetry breaking in the limit $\sigma^{ex}(x) \to 0$. On the other hand, if we first took $\eta \to 0$, the interface motion could not be observed even in the equilibrium system, as reviewed in Appendix [D]. More explicitly, let $\tau_{int}$ be the time scale of the interface motion. We then confirm that $\tau_{int} \to \infty$ for $\eta \to 0$. See (IV.2). The proper limit may be that we first set $t_f = K \tau_{int}$ in the limit $\eta \to 0$ with fixed $K$, and take the limit $K \to \infty$. Then we consider the limit $\epsilon \to 0$.

Keeping this remark in mind, we define a modified entropy $\hat{S}$ as

$$\hat{S}(\alpha; E, J) = \lim_{K \to \infty} \lim_{\eta \to 0} \eta^3 \log \frac{P(\alpha, K \tau_{int}; E, J)}{\mathcal{N} \delta \left( J^3 d^3 r \phi(r) - E \right)}. \quad \text{(IV.6)}$$

We then assume that the stationary probability distribution in our problem is expressed as

$$P_{ss}(\alpha; E, J) = N e^{\mathcal{S}(\alpha; E, J)} \delta \left( \int d^3 r \phi(r) - E \right). \quad \text{(IV.7)}$$

Now, recalling (II.78), we expand $\hat{S}$ in $J$ as

$$\hat{S}(\alpha; E, J) = S_0(\alpha) + J \mathcal{I}(\alpha; E) + O(\epsilon^2) \quad \text{(IV.8)}$$

with

$$S_0(\alpha) = \lim_{\eta \to 0} S(\alpha). \quad \text{(IV.9)}$$

Here, the functional $\mathcal{I}$ is calculated as

$$\mathcal{I}(\alpha; E) = \lim_{K \to \infty} \lim_{\eta \to 0} \int d^3 r_\perp \int_0^{K \tau_{int}} dt \times \left\langle (\beta(1, r_\perp, t) - \beta(0, r_\perp, t))_{\alpha \to \ast}^{-J} \right\rangle_{\alpha \to \ast}. \quad \text{(IV.10)}$$

where $\langle \cdot \rangle_{\alpha \to \ast}^{-J}$ is defined as

$$\langle \cdot \rangle_{\alpha \to \ast}^{-J} = \lim_{J \to 0} \langle \cdot \rangle_{\alpha \to \ast}^{-J}. \quad \text{(IV.11)}$$

Note that the right-hand side is uniquely determined in the limit $J' \to 0$ for $\sigma^{ex}(x)$ fixed. (IV.7) may be referred to as the Zubarev-Mclennan representation of the probability density for the system with the flux control. When $J = 0$, $P_{ss}(\alpha; E, J = 0)$ is the micro-canonical distribution. The second term of (IV.8) is the non-equilibrium correction to the entropy, which represents the entropy production in the relaxation process to the equilibrium state from $\alpha^1$ for the configuration $\alpha$. This entropy production is called excess entropy production.
B. Interface configuration

In this section, we define a single interface configuration $\alpha_X$ whose interface position is given by $X$.

First, we introduce the over-bar to represent the average over vertical directions to the heat flux. For example,

$$\bar{\beta}(x,t) \equiv \frac{1}{A} \int d^2 r_\perp \beta(x,r_\perp,t), \quad (IV.12)$$

where $A$ is the dimensionless cross-section defined by [12.71]. Let $\alpha_X$ denote a single interface configuration with the interface position $X$. Precisely, the interface position is specified by

$$\tilde{m}(X) = \frac{m_{\text{loc}}(\bar{T}(X))}{2}. \quad (IV.13)$$

We then define the interface region $[X_-, X_+)$ by

$$X_- \equiv X - r\sqrt{\eta}, \quad (IV.14)$$

$$X_+ \equiv X + r\sqrt{\eta}, \quad (IV.15)$$

where $r$ is a positive constant such that $e^{-r}$ is much smaller than 1, say $e^{-r} = 0.01$. A single interface configuration $\alpha_X$ with the interface position $X$ is defined as that satisfying

$$|\tilde{m}(x) - m_{\text{loc}}(\bar{T}(x))| \leq \delta_m m_{\text{loc}}(\bar{T}(x)) \quad (IV.16)$$

for $x \leq X_-$, and

$$|\tilde{m}(x)| \leq \delta_m m_{\text{loc}}(\bar{T}(x)) \quad (IV.17)$$

for $x \geq X_+$, where the constant $\delta_m$ is much smaller than 1. We also impose that the interface configuration satisfies

$$|\bar{v}(x)| \leq \delta_v, \quad (IV.18)$$

where the constant $\delta_v$ is much smaller than 1. Since we consider the limit $\eta \to 0$, the final result is independent of the parameters $(\delta_m, \delta_v, r)$.

For a given single interface configuration $\alpha_X$, we study the time evolution from $\alpha_X$. We assume that a configuration at any time $t$ in the time interval $[0, K_{\text{int}}^{\text{eq}}]$ still possesses a single interface at the interface position $X(t)$ which depends on the noise realization. Note that $X(0)$ equals to $X$ in $\alpha_X$.

Hereafter, for simplicity, we assume

$$\lambda(T,m) = \lambda^o \quad (IV.19)$$

in the ordered region $[0, X_-)$ and

$$\lambda(T,m) = \lambda^d \quad (IV.20)$$

in the disordered region $[X_+ + 1]$, where $\lambda^o$ and $\lambda^d$ are constants, and $\lambda(T,m)$ in the region $[X_-, X_+]$ is $O(\sqrt{\eta})$, while its functional form is not specified. See Sec. [13.0] for the argument.

C. Correction term

We first re-write $\mathcal{I}$ as

$$\mathcal{I}(\alpha_X) = \lim_{K \to \infty} \lim_{\eta \to 0} AI(\alpha_X), \quad (IV.21)$$

where $I(\alpha_X)$ is expressed as

$$I(\alpha_X) = \int_0^{K_{\text{int}}} dt \left\langle \bar{\beta}(1,t) - \bar{\beta}(0,t) \right\rangle_{\alpha_X \to \ast}. \quad (IV.22)$$

We consider the decomposition of $I(\alpha_X)$:

$$I(\alpha_X) = I^o(\alpha_X) + I^d(\alpha_X) + I^\text{int}(\alpha_X), \quad (IV.23)$$

where

$$I^o(\alpha_X) = \int_0^{K_{\text{int}}} dt \left\langle \bar{\beta}(X_-, t) - \bar{\beta}(0, t) \right\rangle_{\alpha_X \to \ast}, \quad (IV.24)$$

$$I^d(\alpha_X) = \int_0^{K_{\text{int}}} dt \left\langle \bar{\beta}(1, t) - \bar{\beta}(X_+, t) \right\rangle_{\alpha_X \to \ast}, \quad (IV.25)$$

and

$$I^\text{int}(\alpha_X) = \int_0^{K_{\text{int}}} dt \left\langle \bar{\beta}(X_+, t) - \bar{\beta}(X_-, t) \right\rangle_{\alpha_X \to \ast}. \quad (IV.26)$$

In the evaluation of $I^o/d(\alpha_X)$ and $I^\text{int}(\alpha_X)$, we take account of only the contribution from the most probable process by ignoring fluctuations, because we consider the weak noise cases of small $\eta$. Note that, in the bulk region, $\alpha(t)$ is replaced by the solution of the deterministic equation with $\eta \to 0$, while the deterministic equation of $\bar{\beta}(X_+, t)$ is not obtained by the noiseless limit of the stochastic model. In the argument below, for any fluctuating thermodynamic quantity $Q(t)$, we use the same notation $Q(t)$ to represent the most probable value with the initial condition $\alpha(0) = \alpha_X^{\text{eq}}$, under the equilibrium condition. That is, $I^o/d(\alpha_X)$ and $I^\text{int}(\alpha_X)$ are rewritten as

$$I^o(\alpha_X) \equiv \int_0^{K_{\text{int}}} dt [\bar{\beta}(X_-, t) - \bar{\beta}(0, t)], \quad (IV.27)$$

$$I^d(\alpha_X) \equiv \int_0^{K_{\text{int}}} dt [\bar{\beta}(1, t) - \bar{\beta}(X_+, t)], \quad (IV.28)$$

and

$$I^\text{int}(\alpha_X) \equiv \int_0^{K_{\text{int}}} dt [\bar{\beta}(X_+, t) - \bar{\beta}(X_-, t)]. \quad (IV.29)$$

Below we evaluate $I^o/d(\alpha_X)$ and $I^\text{int}(\alpha_X)$ for small $\eta$ and large $K$.

D. Bulk contribution

First, we express $I^o(\alpha_X)$ and $I^d(\alpha_X)$ as

$$I^o(\alpha_X) = \int_0^{K_{\text{int}}} dt \int_{X_- (t)} dx \partial_x \bar{\beta}(x,t), \quad (IV.30)$$

$$I^d(\alpha_X) = \int_0^{K_{\text{int}}} dt \int_{X_+ (t)}^1 dx \partial_x \bar{\beta}(x,t). \quad (IV.31)$$
Here, we find a neat idea to use a variable \( \psi(x, t) \) defined by
\[
\bar{\phi}(x, t) = \frac{E}{A} + \partial_x \psi(x, t) \tag{IV.32}
\]
with the boundary conditions \( \psi(0, t) = \psi(1, t) = 0 \). For a given \( \bar{\phi}(x, t) \), \( \psi(x, t) \) can be uniquely determined because of the energy conservation:
\[
A \int_0^1 dx \bar{\phi}(x, t) = E. \tag{IV.33}
\]
We substitute (IV.32) into (II.70) and take the boundedness of the energy conservation:
\[
\psi \text{ defined by }
\]
\[
H \text{ where } \psi = \alpha \quad (\psi \in (X, t)) \quad \text{for } x > \lambda + 1
\]
Similarly, we obtain
\[
\partial_t \psi + \lambda \partial_x \psi = 0 \tag{IV.34}
\]
for \( x \in [0, X-(t)] \) and
\[
\partial_t \psi + \lambda \partial_x \psi = 0 \tag{IV.35}
\]
for \( x \in [X-(t), 1] \). Now, by using (IV.33), (IV.30) is expressed as
\[
F^0(\alpha_X) = -\frac{1}{\lambda^0} \int_0^{K\tau_{int}} dt \int_0^{X-(t)} dx \frac{\partial_t \psi}{\lambda^0}
- \frac{1}{\lambda^0} \int_0^{K\tau_{int}} dt \int_0^{1} dx H(X-(t) - x) \partial_t \psi,
\tag{IV.36}
\]
where \( H(x) = 1 \) for \( x > 0 \) and \( H(x) = 0 \) for \( x < 0 \). Since
\[
H(X-(t) - x) \partial_t \psi
= \partial_t H(X-(t) - x) \psi - \frac{dX}{dt} \delta(X-(t) - x) \psi,
\tag{IV.37}
\]
we have
\[
F^0(\alpha_X) = -\frac{1}{\lambda^0} \int_0^{K\tau_{int}} dt \int_0^{1} dx \partial_t H(X-(t) - x) \psi
+ \frac{1}{\lambda^0} \int_0^{K\tau_{int}} dt \int_0^{1} dx \frac{dX}{dt} \delta(X-(t) - x) \psi.
\tag{IV.38}
\]
We rewrite it as
\[
F^0(\alpha_X) = \frac{1}{\lambda^0} \left[ \int_0^{X-(0)} dx \psi(x) - \int_0^{X-(K\tau_{int})} dx \psi(x, K\tau_{int}) \right]
+ \frac{1}{\lambda^0} \int_0^{K\tau_{int}} dt \int_0^{1} dx \frac{dX}{dt} \psi(X-(t), t),
\tag{IV.39}
\]
where \( \psi(x) \) is determined from \( \alpha_X \) in the argument of \( F^0 \). Similarly, we obtain
\[
F^0(\alpha_X) = \frac{1}{\lambda^0} \left[ \int_0^{1} dx \psi(x) - \int_0^{1} dx \psi(x, K\tau_{int}) \right]
- \frac{1}{\lambda^0} \int_0^{K\tau_{int}} dt \int_0^{1} dx \frac{dX}{dt} \psi(X+(t), t).
\tag{IV.40}
\]
Now, we consider the limit \( \eta \to 0 \) with large \( K \) fixed. The interface motion is observed with the time scale \( \tau_{int} = O(\eta^{-1/2}) \) which is much larger than the relaxation time of thermodynamic quantities. Thus, \( \alpha(x, t) \) is close to the quasi-equilibrium configuration \( \alpha^\text{eq}_{X,t}(x) \) with the interface position \( X(t) \), where the quasi-equilibrium configuration \( \psi^\text{eq}_X(x) \) is characterized by the uniform temperature \( T^\text{eq}_X \) satisfying
\[
Xu^0(T^\text{eq}_X) + (1 - X)u^d(T^\text{eq}_X) = \frac{E}{A} \tag{IV.41}
\]
All thermodynamic quantities in the quasi-equilibrium state are calculated from \( \alpha^\text{eq}_X(x) \).
As one example, the quasi-equilibrium configuration \( \psi^\text{eq}_X(x) \) is given by
\[
\psi^\text{eq}_X(x) = \left( u^0(T^\text{eq}_X) - \frac{E}{A} \right) x
\tag{IV.42}
\]
for \( 0 \leq x \leq X \), and
\[
\psi^\text{eq}_X(x) = -\left( u^d(T^\text{eq}_X) - \frac{E}{A} \right) (1 - x)
\tag{IV.43}
\]
for \( X \leq x \leq 1 \). Here, we define the latent heat \( q_X \) by
\[
q_X \equiv u^d(T^\text{eq}_X) - u^c(T^\text{eq}_X).
\tag{IV.44}
\]
By combining it with the relation (IV.41), we find
\[
u^o(T^\text{eq}_X) - \frac{E}{A} = -(1 - X)q_X.
\tag{IV.45}
\]
We thus have
\[
\psi^\text{eq}_X(X) = -X(1 - X)q_X.
\tag{IV.46}
\]
Summarizing these results, we show an example of quasi-equilibrium configuration \( \psi^\text{eq}_X(x) \) in Fig. 5. By taking
the limit $K \to \infty$ and $\eta \to 0$, we have arrived at
\[
\lim_{K \to \infty} \lim_{\eta \to 0} [I^\alpha(\alpha X) + I^\beta(\alpha X)] = \frac{1}{\lambda^\alpha} \int_0^X dx \psi_X(x) + \frac{1}{\lambda^\beta} \int_X^1 dx \psi_X(x) - \frac{1}{\lambda^\alpha} \int_0^{X_{eq}} dx \psi_{X_{eq}}^\alpha(x) - \frac{1}{\lambda^\beta} \int_X^{X_{eq}} dx \psi_{X_{eq}}^\beta(x) + \int_X^{X_{eq}} dY \psi_{X_{eq}}^\beta(Y) \left( \frac{1}{\eta^\alpha} - \frac{1}{\lambda^\beta} \right).
\]

(E. Interface contribution)

We next study the interface contribution \[\text{IV.29}\). By defining

$$\beta^\alpha_{\pm}(t) \equiv \tilde{\beta}^{\pm}(X_{\pm}(t), t),$$

we replace \[\text{IV.29}\) by

$$I^\alpha(\alpha X) = \int_0^{K \tau_{int}} dt [\beta^\alpha_+(t) - \beta^\alpha_-(t)].$$

We call $\beta^\alpha_+(t) - \beta^\alpha_-(t)$ “inverse-temperature gap”. We estimate $I^\alpha(\alpha X)$ by dividing the interval $[0, K \tau_{int}]$ into two intervals $[0, t_c]$ and $[t_c, K \tau_{int}]$, where we take $t_c$ satisfying

$$1 \ll t_c \ll \tau_{int}$$

for small $\eta$. The contribution to $I^\alpha$ in the time interval $[0, t_c]$ is expressed as

$$I^\alpha_1(\alpha X) = \int_0^{t_c} dt [\beta^\alpha_+(t) - \beta^\alpha_-(t)].$$

The initial configuration $\alpha_+^{\alpha X}$ rapidly relaxes in $t \in [0, t_c]$ to the quasi-equilibrium configuration $\alpha_+^{\alpha X}(x)$ with keeping the interface position $X$. Using the equilibrium statistical mechanics, we find that the probability of observing the inverse-temperature gap of $O(1)$ is extremely small. Thus, considering cases where $\beta^\alpha_+(t) - \beta^\alpha_-(t) = O(\sqrt{\eta})$, we estimate $|I^\alpha_1|$ as $O(t_c \sqrt{\eta})$. Since $t_c \ll O(\eta^{-1/2})$, $|I^\alpha_1|$ can be negligible for small $\eta$. More precisely, $I^\alpha_1 \to 0$ in the limit $\eta \to 0$.

In the time interval $t \in [t_c, K \tau_{int}]$, the slow interface motion with $dX/dt \simeq \sqrt{\eta}$ is observed, which we call a late stage. Since all quantities in the late stage are assumed to be independent of $(y, z)$, we, hereafter, describe the configuration as $\alpha(x, t)$ without over-bar. Such a space-time configuration is illustrated in Fig. \[\text{III}\). $\alpha(x, t)$ is close to the quasi-equilibrium configuration $\alpha_+^{\alpha X}(x)$ with the interface position $X(t)$. We then define

$$I^\alpha_2(\alpha X) \equiv \int_{t_c}^{K \tau_{int}} dt [\beta^\alpha_+(t) - \beta^\alpha_-(t)].$$

FIG. 6. Space-time plot associated with interface motion whose time scale is $O(\eta^{-1/2})$. Its close-up at a time scale of $O(1)$ is also shown.

Since $\tau^\alpha = O(1/\sqrt{\eta})$, $I^\alpha_2$ becomes finite when the inverse-temperature gap $\beta^\alpha_+(t) - \beta^\alpha_-(t)$ is estimated as $O(\sqrt{\eta})$. This estimation means $\partial_t \beta = O(1)$ in the interface region $x \in [X_-, X_+]$. Note that this is much larger than $\partial_x \beta = O(\sqrt{\eta})$ expected in the bulk regions, while it is consistent with the estimation $\kappa^\alpha = O(\sqrt{\eta})$ in Sec. \[\text{III}\). Because of this singularity, the description of the inverse-temperature gap $\beta^\alpha_+(t) - \beta^\alpha_-(t)$ cannot be obtained from the noiseless limit of the stochastic model. In order to calculate $\beta^\alpha_+(t) - \beta^\alpha_-(t)$ quantitatively, one may formulate the renormalization of noise effects in the interface region. Although the study in this direction is interesting, it is beyond the scope of the present paper. In the next section, we attempt to estimate the inverse-temperature gap $\beta^\alpha_+ - \beta^\alpha_-$ without analyzing the stochastic model, but using a phenomenological argument.

V. ENTROPY PRODUCTION IN THE INTERFACE REGION

In this section, we estimate the entropy production in the interface region and obtain the final form of the stationary distribution for interface configurations. Concretely, in Sec. \[\text{V.A}\) we explain a phenomenological method to obtain the temperature gap over the interface region. In Sec. \[\text{V.B}\) we derive the temperature profile in the bulk when the interface slowly moves to the equilibrium position. By using this result, in Sec. \[\text{V.C}\) we
estimate the temperature gap at the interface. At last, in Sec. V D we show the result of \( T \) for a single interface configuration \( \alpha_X \).

**A. Phenomenological argument**

Let us recall that the interface velocity \( dX/dt \) would be determined by the free energy difference if the temperature of the system were uniform. See (D.14) in Appendix D In the present problem, for a given small \( dX/dt \), an inhomogeneous temperature profiles in the bulk regions are calculated, as shown in Sec. V B The average temperatures in the ordered and disordered regions are determined by two conditions. The first is clearly the energy conservation, while the second condition should be considered seriously. Since \( \eta \) is finite, we consider the interface region as a thermodynamic subsystem. That is, the system consists of the three local equilibrium subsystems, corresponding to the ordered region, disordered region and the interface region, respectively. We then describe the energy exchange between each bulk region and the interface region. This description provides the second condition for determining the average temperatures for the given \( dX/dt \). Macroscopic variables corresponding to the energy exchange are defined by

\[
\Psi^o = \int_0^{X^-} dx \left( u^o(T(x,t)) - \frac{E}{A} \right), \quad (V.1)
\]

\[
\Psi^d = \int_{X^+}^1 dx \left( u^d(T(x,t)) - \frac{E}{A} \right) \quad (V.2)
\]

with (11.13) and (11.16) for the definition of \( u^o \) and \( u^d \). Note that \( \Psi^o(t) \) and \( \Psi^d(t) \) satisfy the energy conservation

\[
\Psi^o + \Psi^d + \left( U^\text{int} - \frac{E}{A} \Delta X \right) + O(\eta) = 0, \quad (V.3)
\]

where \( \Delta X \equiv X_+ - X_- \), \( O(\eta) \) includes the term proportional to \((dX/dt)^2\), and \( U^\text{int} \) is the internal energy of the interface region, which includes the surface energy. Accordingly, the entropy of the system \( S \) is expressed as

\[
S = S^o + S^d + S^\text{int}, \quad (V.4)
\]

where \( S^o \) and \( S^d \) are defined as

\[
S^o = \int_0^{X^-} dx s^o(T(x)), \quad (V.5)
\]

\[
S^d = \int_{X^+}^1 dx s^d(T(x)), \quad (V.6)
\]

with (11.23) and (11.24), and \( S^\text{int} \) is assumed as a function of \( U^\text{int} \). Assuming that \( \Psi^o \) and \( \Psi^d \) are slow variables for the given interface motion \( T(x) \), we write the Onsager form of their time evolution as

\[
\frac{d\Psi^o}{dt} = L^o \left( \frac{\partial S}{\partial \Psi^o} \right)_{\Psi^d}, \quad (V.7)
\]

\[
\frac{d\Psi^d}{dt} = L^d \left( \frac{\partial S}{\partial \Psi^d} \right)_{\Psi^o}, \quad (V.8)
\]

where \( L^o \) and \( L^d \) are new Onsager coefficients in this projected dynamics. Note that we do not take account of off-diagonal components of Onsager coefficients. See Fig. 7 for a schematic figure of the setup.

Since \( \Psi^o/d \) is related to \( \beta^\text{int}_{-/+} \) as shown in Sec. VC (V.7) and (V.8) give an expression of \( \beta^\text{int}_{+/-} \) in terms of \( X_-, dX/dt, \lambda^o/d, \) and \( L^o/d \). Here, fluctuations are renormalized into \( L^o/d \) so that \( L^o/d \) is determined by finite time fluctuations of the energy transfer into the ordered/disordered region from the interface. Moreover, we assume that fluctuations of \( \Psi^o \) and \( \Psi^d \) are not correlated, because the main contribution to the energy transfer comes from the latent heat generated at the interface. Therefore, \( L^o/d \) is given by quantities defined in the ordered/disordered region. Recalling that the dimension of \( L^o/d \) is that of \( \lambda^o/d \) divided by the length dimension, we set \( L^o \) and \( L^d \) as

\[
L^o = \frac{\lambda^o}{gX_-}, \quad (V.9)
\]

\[
L^d = \frac{\lambda^d}{g(X_-+1)}, \quad (V.10)
\]

where \( g \) is a dimensionless factor, which is assumed to be independent of \( X \). When we impose the condition that the inverse temperature gap \( \beta^\text{int}_{+/-} \) vanishes in the limit \( X_- \to 0 \) and \( X_+ \to 1 \), we can determine the value of \( g \) uniquely, as shown in the next section.

Precisely writing (V.7) and (V.8) with (V.9) and (V.10) are not yet derived from the stochastic model we study. Rather, this description involves uncontrolled approximations. For example, the dynamics of \( \Psi \) may influence the interface motion and \( L^o \) may depend on \( \lambda^d \). We do not find clear reasons to ignore these effects. Nevertheless, we expect that (V.7) and (V.8) with (V.9) and (V.10) describe qualitative behaviors. In the subsequent subsections, we calculate the temperature profiles in the bulk regions and determine the temperature gap by explicitly expressing (V.7) and (V.8) in terms of \( \beta^\text{int}_{+/-} \).

**B. Temperature profile in the bulk**

In the bulk regions \([0,X_-(t)]\) and \([X_+(t),1]\) for the time interval \([t_c,K\tau]\), the time evolution is described.
by the deterministic equation. We ignore the terms associated with interface thermodynamics by setting $d_\epsilon = d_f = 0$. We then study the behavior in the two bulk regions separately. Specifically, we study the entropy density $s(x,t)$. By substituting the thermodynamic relation

$$\partial_t s = \beta \partial_u + \left( \frac{\partial s}{\partial m} \right)_u \partial_t m$$  \hspace{1cm} (V.11)$$

into (V.13), we obtain

$$T \partial_t s = \partial_x (\kappa \partial_x T) + \gamma (\partial_t m)^2.$$  \hspace{1cm} (V.12)

In the ordered region $[0,X_- (t)]$, we may assume $m(x,t) = m_{loc}(T(x,t))$, because $m(x,t)$ quickly relaxes to the local stable state for a given temperature $T(x,t)$. Then, since $s(x,t) = s^0(T(x,t))$, we have

$$T \partial_t s = T \partial_t s^0 = \partial_x (\kappa \partial_x T),$$  \hspace{1cm} (V.13)

$$\partial_x T = \partial_x (\kappa \partial_x T) + O(\eta).$$  \hspace{1cm} (V.14)

where we have used (V.25). By using this relation and noting $(\partial_t m)^2 = O(\eta)$, we obtain

$$c^0 \partial_x T = \partial_x (\kappa \partial_x T) + O(\eta).$$  \hspace{1cm} (V.15)

Let us recall $\kappa = \lambda / T^2$ and we set

$$\kappa_{X}^0 = \frac{\lambda^0}{(T_{X}^{eq})^2}. $$  \hspace{1cm} (V.16)

Since the time derivative of $T_{X(t)}^{eq}$ is given by

$$\frac{dT_{X(t)}^{eq}}{dt} = \frac{dX}{dT_X^{eq}} \left. \frac{dX}{dt} \right|_{X=X(t)} = O(\sqrt{\eta}),$$  \hspace{1cm} (V.17)

the solution for small $\eta$ can be expanded as

$$T(x,t) = T^{(0)}(x,t) + \sqrt{\eta} T^{(1)}(x,t) + O(\eta).$$  \hspace{1cm} (V.18)

By substituting (V.18) into (V.16), we first have

$$\partial_x T^{(0)} + O(\sqrt{\eta}) = 0$$  \hspace{1cm} (V.19)

as the lowest order equation. The solution $T^{(0)}$ is constant in $x$. Since we study an interface configuration with the interface position $X$, the solution is the quasi-equilibrium profile

$$T^{(0)}(x,t) = T_{X(t)}^{eq},$$  \hspace{1cm} (V.20)

which slowly evolves through the interface position $X(t)$. Next, by substituting

$$T(x,t) = T_{X(t)}^{eq} + \sqrt{\eta} T^{(1)}(x,t) + O(\eta)$$  \hspace{1cm} (V.21)

into (V.15), we obtain

$$c^0 \frac{dT_{X(t)}^{eq}}{dX} \frac{dX}{dt} = \sqrt{\eta} \kappa_{X} c^0 \partial_x T^{(1)} + O(\eta),$$  \hspace{1cm} (V.22)

where we have ignored $\sqrt{\eta} \partial_x T^{(1)}$ because this term is estimated as $O(\eta)$. Hereafter, $c^0$ is evaluated at $T_{X(t)}^{eq}$. By solving this equation with the boundary condition $\partial_x T = 0$ at $x = 0$, we derive $T^{(1)}$ as a quadratic function in $x$. We thus obtain

$$T(x,t) = T_-^{int}(t) + \frac{dT_{X(t)}^{eq}}{dt} \frac{c^0}{2\kappa_{X(t)}} (x^2 - X^2) + O(\eta),$$  \hspace{1cm} (V.23)

where $T_-^{int}(t) = 1 / \beta_-^{int}(t)$. Note that $T_-^{int}(t) - T_{X(t)}^{eq} = O(\sqrt{\eta})$ should hold from (V.21).

Similarly, in the disordered region $x \in [X_+(t),1]$, we obtain

$$T(x,t) = T_+^{int}(t) + \frac{dT_{X(t)}^{eq}}{dt} \frac{c^0}{2\kappa_{X(t)}} [(1-x)^2 - (1-X)^2] + O(\eta),$$  \hspace{1cm} (V.24)

where $T_+^{int}(t) = 1 / \beta_+^{int}(t)$ and we have defined

$$\kappa_{X}^d = \frac{\lambda^d}{(T_{X}^{eq})^2}. $$  \hspace{1cm} (V.25)

In Fig. 8, we show a schematic figure of the temperature profiles in the two bulk regions. An important observation is that the temperature of the interface region is higher than that of the bulk regions when $dX/dt > 0$. Physically, the slowly moving interface in the relaxation process produces the latent heat which acts as a heat source. This brings the distortion of the temperature profiles in the bulk regions. Note that $T_+^{int}$ and $T_-^{int}$ are not determined yet.
C. Temperature gap

We define the average temperature in the ordered region as

\[ T^o_X(t) = \frac{1}{X_-} \int_{0}^{X_-} dx T(x, t). \]  

(V.26)

By substituting

\[ u^o(T(x, t)) = u^o(T^o_X) + c^o(T(x, t) - T^o_X) + O(\eta) \]  

(V.27)

into (V.21) and using (V.20), we obtain

\[ \Psi^o = \left( u^o(T^o_X) - \frac{E}{A} \right) X_- + O(\eta). \]  

(V.28)

Similarly, by using

\[ T^d_X(t) = \frac{1}{1 - X_+} \int_{X_+}^{1} dx T(x, t), \]  

(V.29)

we have

\[ \Psi^d = \left( u^d(T^d_X) - \frac{E}{A} \right) (1 - X_+) + O(\eta). \]  

(V.30)

We also obtain

\[ S^o = X_- s^o(T^o_X) + O(\eta), \]  

(V.31)

\[ S^d = (1 - X_+) s^d(T^d_X) + O(\eta). \]  

(V.32)

We then define \( T^\text{int}_0 \) as

\[ T^\text{int}_0 = \frac{dU^\text{int}}{dS^\text{int}}, \]  

(V.33)

which represents the temperature in the interface region.

We here apply the Onsager theory to two macroscopic quantities \( \Psi^o \) and \( \Psi^d \). We fix \( \Psi^d \) and consider the variation \( \Psi^o \rightarrow \Psi^o + \delta \Psi^o \). From energy conservation, we have

\[ \delta \Psi^o + \delta U^\text{int} = 0. \]  

(V.34)

Since \( \Psi^o \) has the one-to-one correspondence with \( T^o_X \), as shown in (V.28), we have

\[ \delta \Psi^o = X_- c^o \delta T^o_X + O(\eta). \]  

(V.35)

By using (V.34) and (V.35), we derive

\[ \delta S = X_- \frac{c^o}{T^o_X} \delta T^o_X + \frac{1}{T^\text{int}_0} \delta U^\text{int} \]

\[ = \left( \frac{1}{T^o_X} - \frac{1}{T^\text{int}_0} \right) \delta \Psi^o. \]  

(V.36)

Therefore, the equation of \( \Psi^o \) in (V.21) is written as

\[ \frac{d\Psi^o}{dt} = L^o \left( \frac{1}{T^o_X} - \frac{1}{T^\text{int}_0} \right). \]  

(V.37)

Similarly, (V.28) becomes

\[ \frac{d\Psi^d}{dt} = L^d \left( \frac{1}{T^d_X} - \frac{1}{T^\text{int}} \right). \]  

(V.38)

From (V.37) and (V.38), we obtain

\[ \frac{1}{T^o_X} - \frac{1}{T^\text{int}_0} = \frac{1}{L^d} \frac{d\Psi^d}{dt} - \frac{1}{L^o} \frac{d\Psi^o}{dt}. \]  

(V.39)

Let us express \( T^{o/d}_X \) in terms of \( T^\text{int}_X \). By using (V.23), we calculate

\[ T^o_X = T^\text{int}_X - \frac{dT^\text{eq}_X}{dt} \left( \frac{c^o}{3\lambda^o} \right)^2 + O(\eta). \]  

(V.40)

Similarly, we have

\[ T^d_X = T^\text{int}_X - \frac{dT^\text{eq}_X}{dt} \frac{c^d}{3\lambda^d} (1 - X^2) + O(\eta). \]  

(V.41)

Hereafter, we do not explicitly write \( O(\eta) \). From (V.40) and (V.41), we obtain

\[ \frac{1}{T^o_X} - \frac{1}{T^\text{int}_0} = \beta^+ - \beta^\text{int} \]

\[ + \frac{dT^\text{eq}_X}{dt} \left[ \frac{c^o}{3\lambda^o} (1 - X^2) - \frac{c^d}{3\lambda^d} (1 - X)^2 \right]. \]  

(V.42)

Substituting (V.42) into (V.39), we have

\[ \beta^+ - \beta^\text{int} = \frac{dT^\text{eq}_X}{dt} \left[ \frac{c^o}{3\lambda^o} X^2 - \frac{c^d}{3\lambda^d} (1 - X)^2 \right] \]

\[ + \frac{1}{L^d} \frac{d\Psi^d}{dt} - \frac{1}{L^o} \frac{d\Psi^o}{dt}. \]  

(V.43)

Next, we consider \( d\Psi^o/dt \). From (V.21), we calculate

\[ \frac{d\Psi^o}{dt} = \left( u^o(T^\text{eq}_X) - \frac{E}{A} \right) \frac{dX}{dt} + c^o X dT^\text{eq}_X \frac{dt}{dt}. \]  

(V.44)

Here, by using \( u^o(T) \) defined by (II.11), we have the following identity:

\[ \frac{d}{dt} \left[ X^2 \left( u^o(T^\text{eq}_X) - \frac{E}{A} \right) \right] \]

\[ = 2X \frac{dX}{dt} \left( u^o(T^\text{eq}_X) - \frac{E}{A} \right) + X^2 c^o dT^\text{eq}_X \frac{dt}{dt}. \]  

(V.45)

We also obtain

\[ \psi^\text{eq}_X(X) = X \left( u^o(T^\text{eq}_X) - \frac{E}{A} \right), \]  

(V.46)

from (V.42). By using (V.9) and (V.45) with (V.46), we rewrite (V.44) as

\[ \frac{1}{L^o} \frac{d\Psi^o}{dt} = \frac{g}{\lambda^o} \left\{ - \frac{dX}{dt} \psi^\text{eq}_X(X) + \frac{d}{dt} \left[ X \psi^\text{eq}_X(X) \right] \right\} \]

\[ = \frac{g}{\lambda^o} \left( X \frac{d}{dt} \psi^\text{eq}_X(X) \right). \]  

(V.47)
and we also have
\[
\frac{dT_X^{eq}}{dt} \frac{\epsilon^o}{3\lambda^o} X^2 = -\frac{1}{3\lambda^o} \frac{dX}{dt} \psi_X^{eq}(X) + \frac{1}{3} \left[ \frac{X}{\lambda^o} \frac{d}{dt} \psi_X^{eq}(X) \right],
\]
where we have replaced \(X_{+/-}\) in (V.9) and (V.10) by \(X\) with ignoring \(O(\eta)\) terms.

Here, from (IV.43), we have
\[
\left( u^d \left( T_X^{eq} \right) - \frac{E}{A} \right) (1 - X) = -\psi_X^{eq}(X).
\]
By using an identity similar to (V.45) and (V.49), we also have
\[
\frac{1}{L^o} \frac{d\eta^d}{dt} = -\frac{q}{\lambda^o} \left( (1 - X) \frac{d}{dt} \psi_X^{eq}(X) \right),
\]
and
\[
\frac{dT_X^{eq}}{dt} \frac{\epsilon^d}{3\lambda^d} (1 - X)^2 = -\frac{1}{3\lambda^d} \frac{dX}{dt} \psi_X^{eq}(X)
- \frac{1}{3} \left[ \frac{1 - X}{\lambda^d} \frac{d}{dt} \psi_X^{eq}(X) \right].
\]
By substituting (V.47), (V.48), (V.50) and (V.51) into (V.43), we obtain
\[
\beta_+^{int} - \beta_-^{int}
= -\frac{1}{3} \left( \frac{1}{\lambda^o} - \frac{1}{\lambda^d} \right) \frac{dX}{dt} \psi_X^{eq}(X)
- \left( g - \frac{1}{3} \right) \left( \frac{X}{\lambda^o} + \frac{1 - X}{\lambda^d} \right) \frac{d}{dt} \psi_X^{eq}(X),
\]
The formula (V.52) gives the inverse temperature gap of \(O(\sqrt{\eta})\).

Let us recall that \(g\) is a phenomenological parameter and its value is not specified yet. Here, we impose the condition that the temperature gap vanishes when \(X \to 0\) and \(X \to 1\). Noting that \(dX/dt \neq 0\) in the limit \(X \to 0\) or \(X \to 1\), this condition determines the unique value of \(g\) as \(g = 1/3\). We then have arrived at the formula of the inverse temperature gap:
\[
\beta_+^{int} - \beta_-^{int} = -\frac{1}{3} \left( \frac{1}{\lambda^o} - \frac{1}{\lambda^d} \right) \frac{dX}{dt} \psi_X^{eq}(X)
\]
up to the error of \(O(\eta)\). By using (V.45), we can express (V.53) as
\[
\beta_+^{int} - \beta_-^{int} = \frac{1}{3} \left( \frac{1}{\lambda^o} - \frac{1}{\lambda^d} \right) \frac{dX}{dt} \psi_X^{eq}(X)(1 - X)q_X.
\]
This formula clearly indicates that the temperature gap is associated with the latent heat generated at the moving interface. See Fig. 8 for the summary of the result.

D. Final result

We substitute (V.53) into (IV.52). We then obtain
\[
\lim_{K \to \infty} \lim_{\eta \to 0} \frac{\int \beta_+^{int} (\alpha_X)}{\int (\alpha_X)} = \frac{1}{3} \int_X dY \psi_Y^{eq}(Y) \left( \frac{1}{\lambda^o} - \frac{1}{\lambda^d} \right).
\]
By combining (IV.47) and (V.55) in the formula (IV.21), we complete the calculation of the correction term as
\[
\mathcal{I} (\alpha) = \frac{A}{\lambda^o} \int_X dX \psi_X^{eq}(X) + \frac{A}{\lambda^d} \int_X dX \psi_X^{eq}(X)
- \frac{2A}{3} \int_X dY \psi_Y^{eq}(Y) \left( \frac{1}{\lambda^o} - \frac{1}{\lambda^d} \right).
\]
By substituting (V.56) into (IV.8), we obtain
\[
\hat{S}(\alpha_X; E, J) = A \int_0^1 dX \psi_X^{eq}(X)
+ \frac{AJ}{\lambda^o} \int_0^X dX \psi_X^{eq}(X) + \frac{AJ}{\lambda^d} \int_X^X dX \psi_X^{eq}(X)
- \frac{2AJ}{3} \int_0^X dY \psi_Y^{eq}(Y) \left( \frac{1}{\lambda^o} - \frac{1}{\lambda^d} \right)
\]
up to an additive constant independent of \(X\). Combining it with (IV.7), we finally obtain the stationary distribution of interface configurations.

VI. VARIATIONAL PRINCIPLE

We consider the case \(E_1 \leq E \leq E_2\) with (II.13) and (II.14). When \(J = 0\), the most probable configuration contains a single interface, whose position is determined by the microcanonical ensemble. Explicitly, the position \(X^*\) maximizes the total entropy. Even when \(J \neq 0\), the most probable configuration may contain a single interface. We then expect that its position \(X^*\) is determined by a variational principle that is obtained as an extension of the maximum entropy principle when \(\epsilon = |J|\) is small. In this section, we study this variational principle. In Sec. VI A, we present a formulation of the problem. In Sec. VI B we explicitly derive the variational function. After some preliminaries in Sec. VI C we re-express the variational equation as the form of the free energy difference at the interface in Sec. VI D. In Sec. VI E from this expression, we derive the temperature of the interface. Throughout this section, we evaluate quantities neglecting \(O(\epsilon^2)\) terms even without explicit remarks.

A. Formulation of the problem

We assume that the most probable profile in the steady state is independent of \((y, z)\) and possesses an interface
at \( x = X_s \). Then, we observe the ordered state in the region \( 0 \leq x < X_s \), and the disordered state in the region \( X_s < x \leq 1 \). When \( X_s \) is given, the most probable profile of \(( m(r), v(r), \phi(r))\) in the limit \( \eta \to 0 \) is determined from the conditions \( v(r) = 0 \), \( \sigma(T, m) = 0 \), and \( \lambda \partial_x \beta = J \) in each region. It should be noted that \( X_s \) is not obtained by the stationary solution of \((\text{II.55}), (\text{II.66})\), and \((\text{II.67})\) with \( \eta = 0 \). Thus, we determine \( X_s \) by considering the probability density \( P(X; E, J) \) of the interface position \( X \) for small \( \eta \). We expect that \( P(X; E, J) \) takes the form

\[
P(X; E, J) = e^{-\frac{1}{\eta}[\mathcal{V}(X; E, J) + O(\sqrt{\eta})]} \tag{VI.1}
\]

in the limit \( \eta \to 0 \). Here, the potential function \( \mathcal{V}(X) \) is independent of \( \eta \). Then, the most probable position of the interface \( X_s \) is given as the maximizer of \( \mathcal{V}(X; E, J) \), which is the variational principle we expect.

We consider the potential function \( \mathcal{V}(X) \). For equilibrium cases \( J = 0 \), \( \mathcal{V}(X) \) is given as the total entropy for the quasi-equilibrium profile with the interface position \( X \) in the limit \( \eta \to 0 \). We generalize this result to the case \( J < 0 \).

Let \( \mathcal{C}_X \) be the set of configurations with a single interface with the interface position \( X \). Suppose that a configuration with a single interface is observed. The probability density of the interface position \( X \) on this condition is expressed as

\[
P(X; E, J) = \frac{\int_{\mathcal{C}_X} d\alpha_X P_{ss}(\alpha_X; E, J)}{\int_0^1 dY \int_{\mathcal{C}_Y} d\alpha_Y P_{ss}(\alpha_Y; E, J)}, \tag{VI.2}
\]

where \( P_{ss} \) is given by \((\text{IV.7})\). Since we consider the limit \( \eta \to 0 \), we reasonably conjecture from \((\text{VI.1})\) that

\[
\mathcal{V}(X; E, J) = \max_{\alpha_X \in \mathcal{C}_X} \tilde{S}(\alpha_X; E, J), \tag{VI.3}
\]

where fluctuations of \( \alpha_X \) are assumed to be sub-leading in the evaluation of \( \mathcal{V}(X; E, J) \).

### B. Formula of the potential

We calculate the right-hand side of \((\text{VI.3})\). Note that the last line of \((\text{V.57})\) is independent of \( \alpha_X \), while it depends on \( X \). Thus, the last line is not relevant in the maximization of \( \tilde{S}(\alpha_X; E, J) \), but necessary in the maximization of \( \mathcal{V}(X; E, J) \) in \( X \). Let \( \alpha_X^* \) be the maximizer of \( \tilde{S}(\alpha_X; E, J) \) with \( X \) fixed. Then we rewrite \((\text{VI.3})\) as

\[
\mathcal{V}(X; E, J) = \tilde{S}(\alpha_X^*; E, J). \tag{VI.4}
\]

Now, we derive \( \alpha_X^* \) by taking the variation of \( \tilde{S}(\alpha_X; E, J) \) in \( m_X, v_X \) and \( \psi_X \). The result of the variation

\[
\int_0^1 dx \left[ (\delta \psi_X) \left[ -\partial_x \beta_X + J \right] + (\delta m_X) \beta (u_X, m_X) - (\delta v_X) \beta v_X \right] = 0 \tag{VI.5}
\]

leads to

\[
J = \lambda \partial_x \beta_X^* \quad \text{for} \quad x < X, \tag{VI.6}
\]

\[
J = \lambda \partial_x \beta_X^* \quad \text{for} \quad x > X, \tag{VI.7}
\]

\[
\sigma(T^*_X(x), m^*_X(x)) = 0, \tag{VI.8}
\]

\[
v^*_X(x) = 0, \tag{VI.9}
\]

where note that \( \psi^*_X(x) \) is independent of \( \alpha_X \). Here, let \( \theta \) be an interface temperature. For given \( X \) and \( \theta \), we define a new quantity \( T^*_X(x; \theta) \) as the solution of \((\text{VI.6})\) and \((\text{VI.7})\) with \( T^*_X(X; \theta) = \theta \). Obviously, \( T^*_X(x; \theta) \) is equivalent to the stationary solution of the transport equation in the heat conduction. Then, energy conservation

\[
A \int_0^1 dx u(T^*_X(x; \theta), m^*_X(x)) = E \tag{VI.10}
\]

provides the special value of \( \theta \), which is denoted by \( \theta_X \). \( T^*_X(x) \) is determined by \( T^*_X(x) = T^*_X(x; \theta_X) \), and then \( m^*_X(x) \) is determined from \((\text{VI.8})\). In Fig. 9, we display an example of the temperature profile \( T^*_X(x) \). Since \( T^*_X(x) = T^*_X(x; \theta) + O(\epsilon) \), we also have

\[
\psi^*_X(x) = \int_0^x dy \left[ u^*(T^*_X(y)) - E \right] = \psi^*_X(x) + O(\epsilon) \tag{VI.11}
\]

for \( x < X \). Similarly,

\[
\psi^*_X(x) = \psi^*_X(x) + O(\epsilon) \tag{VI.12}
\]

for \( x > X \). By substituting these results into \((\text{VI.4})\), we obtain

\[
\mathcal{V}(X; E, J) = A \int_0^X dx s^o(T^*_X(x)) + A \int_X^1 dx s^d(T^*_X(x)) + \frac{A J}{\lambda^o} \int_0^X dx \psi^*_X(x) + \frac{A J}{\lambda^d} \int_X^1 dx \psi^*_X(x) - \frac{2 A J}{3} \int_0^X dy \psi^*_X(Y) \left( \frac{1}{\lambda^o} - \frac{1}{\lambda^d} \right). \tag{VI.13}
\]
Then, (VI.10) is written as

\[ A \int_0^X dxu^o(T_x^o(x)) + A \int_X^1 dxu^d(T_x^d(x)) = E. \quad (VI.14) \]

C. Preliminaries for maximization of the potential

In order to calculate \( X_* \) that maximizes \( \mathcal{V}(X) \) under the condition (VI.14), we present some preliminaries. First, noting

\[ \theta_x s^*_x(x) = -T_x^o e^o(T_x^o) \frac{J}{\lambda^o} \quad (VI.15) \]

for \( x < X \), we obtain

\[ s^*_x(x) = s^o(\theta_x) - \int_X^x dx T_x^o(x) e^o(T_x^o) \frac{J}{\lambda^o} \]

\[ = s^o(\theta_x) - (x - X) \theta_x e^o(\theta_x) \frac{J}{\lambda^o}. \quad (VI.16) \]

which leads to

\[ \int_0^X dx s^*_x(x) = X s^o(\theta_x) + \frac{X^2}{2} \theta_x e^o(\theta_x) \frac{J}{\lambda^o} \]

\[ = X s^o \left( \theta_x + \theta_x^2 \frac{X J}{2 \lambda^o} \right). \quad (VI.17) \]

Similarly, we have

\[ \int_X^1 dx s^*_x(x) = (1 - X) s^d \left( \theta_x - \theta_x^2 \frac{(1 - X) J}{2 \lambda^d} \right). \quad (VI.18) \]

Here, it is convenient to introduce

\[ T_x^o = \theta_x + \theta_x^2 \frac{X J}{2 \lambda^o}, \quad (VI.19) \]

\[ T_x^d = \theta_x - \theta_x^2 \frac{(1 - X) J}{2 \lambda^d}. \quad (VI.20) \]

It should be noted that

\[ T_x^o = \frac{1}{X} \int_0^X dx T_x^*(x) + O(\varepsilon^2), \quad (VI.21) \]

\[ T_x^d = \frac{1}{1 - X} \int_X^1 dx T_x^*(x) + O(\varepsilon^2). \quad (VI.22) \]

That is, \( T_x^o \) and \( T_x^d \) are the spatially averaged temperatures in the ordered phase and in the disordered phase, respectively, which are basically the same as those in (V.26) and (V.29).

D. Variational equation

In this subsection, we simplify the variational equation. Substituting (IV.32) and (IV.43) into (VI.13), we have

\[ \frac{\mathcal{V}(X;E,J)}{A} = X s^o(T_x^o) + (1 - X) s^d(T_x^d) \]

\[ + \frac{X^2 J}{2 \lambda^o} \left( u^o(\theta_x) - \frac{E}{A} \right) - \frac{(1 - X)^2 J}{2 \lambda^d} \left( u^d(\theta_x) - \frac{E}{A} \right) \]

\[ - \frac{2J}{3} \left( \frac{1}{\lambda^o} - \frac{1}{\lambda^d} \right) \int_0^X dY \left( u^o(\theta_Y) - \frac{E}{A} \right) Y, \quad (VI.23) \]

where \( \theta_x \) in the right hand side is a function of \( X \) whose dependence is determined by

\[ X u^o(T_x^o) + (1 - X) u^d(T_x^d) = \frac{E}{A}, \quad (VI.24) \]

where \( T_x^o \) and \( T_x^d \) are given by (VI.21) and (VI.22). Then, the variational equation

\[ \frac{d\mathcal{V}}{dX} = 0 \quad (VI.25) \]

becomes

\[ s^o(T_x^o) - s^d(T_x^d) \]

\[ + X e^o(T_x^o) \frac{dT_x^o}{dX} + (1 - X) e^d(T_x^d) \frac{dT_x^d}{dX} \]

\[ + \frac{X^2 J}{2 \lambda^o} \left( u^o(\theta_x) - \frac{E}{A} \right) + \frac{(1 - X)^2 J}{2 \lambda^d} \left( u^d(\theta_x) - \frac{E}{A} \right) \]

\[ + \left[ \frac{X^2 J}{2 \lambda^o} \right] e^o(\theta_x) - \frac{(1 - X)^2 J}{2 \lambda^d} e^d(\theta_x) \]

\[ - \frac{2J}{3} \left( \frac{1}{\lambda^o} - \frac{1}{\lambda^d} \right) \left( u^o(\theta_x) - \frac{E}{A} \right) X \]

\[ = 0. \quad (VI.26) \]

From (VI.21), we also obtain

\[ u^o(T_x^o) - u^d(T_x^d) + X e^o(T_x^o) \frac{dT_x^o}{dX} + (1 - X) e^d(T_x^d) \frac{dT_x^d}{dX} = 0. \quad (VI.27) \]

The second line of (VI.26) is expressed as

\[ X e^o(T_x^o) \frac{dT_x^o}{dX} + (1 - X) e^d(T_x^d) \frac{dT_x^d}{dX} \]

\[ + X(\theta_x - T_x^o) e^o(T_x^o) \frac{dT_x^o}{dX} \]

\[ + (1 - X)(\theta_x - T_x^d) e^d(T_x^d) \frac{dT_x^d}{dX}. \quad (VI.28) \]

By using (VI.27), we find that the first line in (VI.28) is

\[ - u^o(T_x^o) - u^d(T_x^d). \quad (VI.29) \]
The combination with the first line in (VI.26) yields
\[ s^o(T_X^o) - \frac{u^o(T_X^o)}{\theta_X} - \left[ s^d(T_X^d) - \frac{u^d(T_X^d)}{\theta_X} \right] = s^o(\theta_X) - \frac{u^o(\theta_X)}{\theta_X} - \left[ s^d(\theta_X) - \frac{u^d(\theta_X)}{\theta_X} \right] = - \frac{f^o(\theta_X) - f^d(\theta_X)}{\theta_X}, \] (VI.30)
where we have defined
\[ f^o(\theta_X) = u^o(\theta_X) - \theta_X s^o(\theta_X), \] (VI.31)
\[ f^d(\theta_X) = u^o(\theta_X) - \theta_X s^d(\theta_X). \] (VI.32)

The second and third lines in (VI.28) become
\[ -\frac{X^2 J}{2 \lambda^o} c^o(T_X^o) \frac{dT_X^o}{dX} + \frac{(1 - X)^2 J}{2 \lambda^d} c^d(T_X^d) \frac{dT_X^d}{dX}, \] (VI.33)
which cancels with the forth line in (VI.26). The third line and the fifth line in (VI.26) are summarized as
\[ \frac{J}{3} \left( \frac{1}{\lambda^o} - \frac{1}{\lambda^d} \right) \left( u^o(\theta_X) - \frac{E}{A} \right) X, \] (VI.34)
where we have used
\[ X \left( u^o(\theta_X) - \frac{E}{A} \right) + (1 - X) \left( u^d(\theta_X) - \frac{E}{A} \right) = O(\epsilon), \] (VI.35)
which comes from (VI.24). Furthermore, noting (VI.35), we re-express (VI.34) as
\[ -\frac{J}{3} \left( \frac{1}{\lambda^o} - \frac{1}{\lambda^d} \right) X (1 - X) q_X. \] (VI.36)

In this manner, (VI.39) and (VI.36) remain in the left-hand side of (VI.26). Thus, the variational equation (VI.26) is simplified as
\[ f^o(\theta_X) - f^d(\theta_X) = -\frac{\theta_X J}{3} \left( \frac{1}{\lambda^o} - \frac{1}{\lambda^d} \right) X (1 - X) q_X. \] (VI.37)

This equation with (VI.24) gives the most probable value \( (\theta_*, X_*) \) of the interface temperature \( \theta \) and the interface position \( X \).

### E. Result

When we set \( J = 0 \) in (VI.24) and (VI.37), we find that \( \theta_* = T_c \) (= 1) and \( X_* = X_{eq} \) given by (VI.3). When \( J \neq 0 \), we derive the equation for \( \theta_* - T_c \) from (VI.37) as
\[ -(s^o(T_c^o) - s^d(T_c^d))(\theta_* - T_c) = -\frac{T_c J}{3} \left( \frac{1}{\lambda^o} - \frac{1}{\lambda^d} \right) X_{eq}(1 - X_{eq}) q_X, \] (VI.38)
which yields
\[ \theta_* - T_c = -\frac{T_c^2 J}{3} \left( \frac{1}{\lambda^o} - \frac{1}{\lambda^d} \right) X_{eq}(1 - X_{eq}). \] (VI.39)

When we use the standard thermal conductivity \( \kappa \) defined by (VI.34), we rewrite (VI.39) as
\[ \theta_* - T_c = -\frac{J}{3} \left( \frac{1}{\kappa^o} - \frac{1}{\kappa^d} \right) X_{eq}(1 - X_{eq}). \] (VI.40)

Suppose that \( \kappa^d > \kappa^o \) (or \( \kappa^d < \kappa^o \)). Noting \( J < 0 \), we find \( \theta_* > T_c \) (or \( \theta_* < T_c \)). This means that the superheated ordered state (or super-cooled disordered state) stably appears near the interface in the heat conduction state. See Fig. 10. This phenomenon was predicted by an extended framework of thermodynamics [16], which is called global thermodynamics [17]. If the factor 1/3 were 1/2, the result (VI.40) would be equivalent to the quantitative prediction by global thermodynamics. We conjecture that the discrepancy comes from the approximation we used in Sec. V.4. By comparing (VI.40) with (VI.51), we find that \( \theta_* - T_c \) is quantitatively connected to the temperature gap \( T_{int} - T_{int} \) when \( J \) is identified with \( q_X dX/dt \).

Finally, from the left-right symmetry, we notice that \( \theta_* \) is invariant for \( (J, X) \rightarrow (-J, 1 - X) \). Thus, we express (VI.40) as
\[ \theta_* - T_c = \frac{|J|}{3} \left( \frac{1}{\kappa^o} - \frac{1}{\kappa^d} \right) X_{eq}(1 - X_{eq}) \] (VI.41)
for any \( J \). Note that the symmetry breaking field \( \sigma_{ex}(x) \) is also replaced by \( \sigma_{ex}(1 - x) \) for the case \( J > 0 \).
VII. CONCLUDING REMARKS

We have proposed the stochastic model (11.65), (11.66), and (11.67) for describing phase coexistence in heat conduction. As a special boundary condition, we imposed the non-equilibrium adiabatic condition (11.73) and (11.74), which is a natural extension of the adiabatic condition with \( J = 0 \). For this system, we formulated the variational principle for determining the interface position \( X \). We have shown that the variational function \( V(X) \) given in (11.3) is calculated as (11.28). By solving the variational problem, we found that the interface temperature deviates from \( T_c \), which implies that quasi-equilibrium states stably appear near the interface. Before ending this paper, we discuss possible directions for studies.

First, we consider a liquid-gas transition, which is the most popular first-order transition. The generalized hydrodynamics with the interface thermodynamics was proposed [9–11], and the fluctuating hydrodynamics without interfaces is well-established [12]. Thus, a stochastic model could be constructed through a combination of the two models. By imposing the non-equilibrium adiabatic boundary conditions, we may derive a potential function for determining the liquid-gas interface. It is reasonable to conjecture that the potential function is calculated from the modified entropy for the stationary profile of the interface position \( X \), because the method developed in this paper can be used for liquid-gas coexistence in heat conduction. The main difference is that the density is conserved, which causes an additional contribution to the interface temperature, as shown in Ref. [17]. Explicit calculation of the interface temperature may be an important exercise.

Secondly, the variational formula we have derived in this paper may be related to global thermodynamics for heat conduction [17]. Both formulas predict that the interface temperature deviates from the transition temperature at equilibrium. To find the direct connection between the two theories, one may construct a hydrodynamic framework by employing an extended Clausius relation for the stochastic order parameter dynamics. See Refs. [54, 55] for studies related to an extended Clausius relation. This is the next subject in developing the theory.

Here, we briefly review the global thermodynamics. The theory describes spatially inhomogeneous systems by a few global quantities, such as the global temperature, which is defined such that the fundamental relation in thermodynamics is satisfied. This idea is simple and natural but has never been considered in previous studies seeking an extended framework of thermodynamics [68–82]. More importantly, this framework naturally leads to a quantitative prediction of the interface temperature \( \theta \) different from \( T_c \). Therefore, experiments can judge the validity of the fundamental hypothesis on which global thermodynamics is built. See Ref. [15] for an explanation of the theory, including a comparison with other extended frameworks of thermodynamics.

Thirdly, the result on the interface temperature is obtained only for the special boundary condition. Naturally, one may want to derive the interface temperature for more standard cases where two heat baths of different temperatures contact with the system. Even for this case, we can use the stochastic dynamics (11.65), (11.66), and (11.67) with the boundary conditions \( T(0, t) = T_L \) and \( T(1, t) = T_R \). We can derive the Zubarev-McLennan representation, which includes the time integration of the entropy production rate. This term can hardly be evaluated theoretically without knowing the steady state profile. Although we physically conjecture that the interface temperature is independent of boundary conditions when the value of the heat flux is the same, we do not have a proof of this conjecture. It is challenging to calculate the interface temperature for the boundary conditions \( T(0, t) = T_L \) and \( T(1, t) = T_R \).

Fourthly, to the best of our knowledge, the first-order transition in heat conduction has never been studied by systematic numerical experiments. One reason for this is that there are no paradigmatic models for describing the phase coexistence in heat conduction. It may be useful if such a numerical model was devised. Furthermore, by performing numerical simulations of such models, one may obtain a phase diagram of the system. In particular, the numerical determination of the interface temperature may be stimulating. The results will be compared with our theoretical results quantitatively.

Fifthly, related to the fourth problem, one may recall that the molecular dynamics simulations were performed in order to study the phase coexistence in heat conduction [68, 69]. However, no deviation of the interface temperature from the transition temperature was observed. We conjecture that this is due to insufficient separation of scales. For example, when \( \eta = 10^{-2} \), the dimensionless interface width in our description is \( 10^{-1} \). Such a system may be well described by a deterministic equation, and thus \( \theta = T_c \) holds. Even for such small systems, the precise measurement of fluctuating quantities may reveal the true behavior in the limit \( \eta \to 0 \). Formulating such statistical properties is an important theoretical problem.

Finally, the most important future study is to stably observe the super-heated ordered (or super-cooled disordered) state in laboratory experiments. Even qualitative observation of the stabilization of such states is quite interesting. To observe this phenomenon, a precise temperature profile should be measured. A novel concept must be designed for such an experimental setup.

After studying these subjects, we will aim to construct a universal theory for phase coexistence out of equilibrium. We hope that this paper is a starting point for studying various dynamical behaviors associated with phase coexistence out of equilibrium.
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Appendix A: Example of entropy functional

In this Appendix, we provide a specific example of \( s(u, m) \) that exhibits the first-order transition at \( T = T_c \). Although our theory is formulated regardless of specific forms of \( s(u, m) \), one may consider the example in the argument of the main text.

1. Landau theory

We start with a Landau free energy density

\[
f(T, m) = \frac{a_1}{2}(T - T_0)m^2 - \frac{a_2}{4}m^4 + \frac{a_3}{6}m^6 + \phi(T), \tag{A.1}
\]

which describes the first order transition at some temperature \( T_c \). Here, \( a_1, a_2, a_3 \), and \( T_0 \) are positive constants. The functional form of \( \phi(T) \) will be determined later. See [A.10]. For a given \( T \), the equilibrium value \( m_{eq}(T) \geq 0 \) is determined as the minimizer of \( f(T, m) \) with respect to \( m \). As shown in Fig. 11, \( m_{eq}(T) \) is expressed in terms of positive \( m_{loc}(T) \) in the locally stable state:

\[
m_{eq}(T) = 0 \quad \text{for} \quad T > T_c, \tag{A.2}
\]

\[
m_{eq}(T) = m_{loc}(T) \quad \text{for} \quad T < T_c, \tag{A.3}
\]

where \( T_c \) is determined as

\[
f(T_c, m_{loc}(T_c)) = f(T_c, 0). \tag{A.4}
\]

Since \( m_{loc}(T_c) > 0 \), \( m_{eq}(T) \) is discontinuous at \( T = T_c \).

We derive \( m_{loc}(T) \) explicitly. We define \( \sigma(T, m) \) as

\[
\sigma(T, m) \equiv -\left( \frac{\partial f}{\partial m} \right)_T. \tag{A.5}
\]

The locally stable states satisfy \( \sigma(T, m) = 0 \):

\[
a_1(T - T_0)m - a_2m^3 + a_3m^5 = 0. \tag{A.6}
\]

Non-trivial solutions other than \( m = 0 \) satisfy

\[
T = T_0 + \frac{a_2}{a_1}m^2 - \frac{a_3}{a_1}m^4, \tag{A.7}
\]

where the right-hand side is written as \( T(m) \). See Fig. 12. In order to seek the solutions, we consider

\[
a_1 T'(m) = 2a_2m - 4a_3m^3 = 0, \tag{A.8}
\]

which gives \( m = 0 \) and \( m = \pm m_1 \) with

\[
m_1 = \sqrt{\frac{a_2}{2a_3}}. \tag{A.9}
\]

By setting

\[
T_1 = T(m_1) = T_0 + \frac{a_2}{4a_1a_3}, \tag{A.10}
\]

we find three locally stable states \( m = 0 \) and \( m = \pm m_{loc}(T) \) when \( T_0 \leq T \leq T_1 \), where \( m_{loc}(T) > 0 \) is given by

\[
m_{loc}(T) = \sqrt{\frac{a_2 + \sqrt{a_2^2 - 4a_1a_3(T - T_0)}}{2a_3}}. \tag{A.11}
\]

2. Entropy density

The entropy density \( s(T, m) \) is given by

\[
s = -\left( \frac{\partial f}{\partial T} \right)_m \tag{A.12}
\]

\[
= -\frac{a_1}{2}m^2 - \phi'(T). \tag{A.13}
\]
The internal energy density \( u(T, m) \) is determined as

\[
u(T, m) = -\frac{a_1}{2} T_0 m^2 - \frac{a_2}{4} m^4 + \frac{a_3}{6} m^6 + \varphi(T) - T \varphi'(T).
\]

(A.14)

For simplicity, we assume that the heat capacity per unit volume, which is defined as

\[
c_m = \left( \frac{\partial u}{\partial T} \right)_m,
\]

(A.15)

is constant. Then, the last two terms of \( u(T, m) \) should be \( c_m T \) up to an additive constant. This leads to

\[
\varphi'(T) = -c_m \log T + \text{const}.
\]

(A.16)

From (A.14), we then derive

\[
T(u, m) = \frac{1}{c_m} \left[ u + \frac{a_1}{2} T_0 m^2 + \frac{a_2}{4} m^4 - \frac{a_3}{6} m^6 \right].
\]

(A.17)

By substituting this into (A.13) with (A.16), we obtain the entropy density as a function of \((u, m)\):

\[
s(u, m) = -\frac{a_1}{2} m^2 + c_m \log \left[ u + \frac{a_1}{2} T_0 m^2 + \frac{a_2}{4} m^4 - \frac{a_3}{6} m^6 \right]
\]

(A.18)

up to an additive constant.

By rewriting (A.12) as

\[
s(u, m) = -\frac{\partial f(T, m)}{\partial T} \bigg|_{T=T(u, m)},
\]

(A.19)

we obtain

\[
\left( \frac{\partial s}{\partial u} \right)_m = \frac{1}{T}.
\]

(A.20)

By noting \( f = u - T s \), we also rewrite (A.3) as

\[
\sigma = T(u, m) \left( \frac{\partial s}{\partial m} \right)_u.
\]

(A.21)

These relations, (A.20) and (A.21), are summarized as (II.6).

Appendix B: Precise form of the stochastic model

A formal expression of the stochastic model was immediately obtained in Sec. II.C. However, due to the multiplicative nature of the noise, the formal model exhibits a singular behavior. Therefore, we must perform a careful analysis of the stochastic process by appropriately choosing the short-length cut-off of the noise. It should be noted that the singularity is specific to the dynamics of non-conserved quantities and that it does not appear in the standard fluctuating hydrodynamics [71-74]. In this section, by a theoretical argument using the separation of scales, we obtain a consistent stochastic model. We do not find references that mention this remark, but this is not surprising even if it was well-recognized by specialists in the 1970’s. In Appendix B.2, after some preliminaries, we write a normal form of the Onsager theory. In Appendix B.2, we derive the stochastic model with precisely specifying the noise property.

1. Preliminaries for the derivation

In order to derive the stochastic model, we rewrite the set of deterministic equations, (II.31), (II.32), and (II.33), as the simplest form. The key concept here is to introduce \( q \) by

\[
\phi = \frac{E}{L L_y L_z} + \nabla q,
\]

(B.1)

where we impose \( q n = 0 \) at the boundaries so as to satisfy (II.19). We express (II.21) as \( \phi = \phi(q) \). We here note

\[
S(m, v, \phi(q + \delta q)) - S(m, v, \phi(q))
\]

\[
= \int d^3 r \frac{\delta S}{\delta \phi(r)} \bigg|_{\phi=\phi(q)} \nabla \delta q(r)
\]

\[
= \int d^3 r \nabla \left[ \frac{\delta S}{\delta \phi(r)} \bigg|_{\phi=\phi(q)} \right] \delta q(r)
\]

\[
- \int d^3 r \nabla \left[ \frac{\delta S}{\delta \phi(r)} \bigg|_{\phi=\phi(q)} \right] \delta q(r)
\]

\[
= - \int d^3 r \nabla \left[ \frac{\delta S}{\delta \phi(r)} \bigg|_{\phi=\phi(q)} \right] \delta q(r),
\]

(B.2)

where we have used the boundary condition \( q n = 0 \). We simply express the result (II.2) as

\[
\frac{\delta S}{\delta q(r)} = -\nabla \frac{\delta S}{\delta \phi(r)}.
\]

(B.3)

By using this expression and substituting (B.1) into (II.33), we rewrite (II.33) as

\[
\partial_t q = \lambda \frac{\delta S}{\delta q(r)} + B,
\]

(B.4)
where $B$ satisfies

$$\nabla B = 0. \tag{B.5}$$

For a given $\phi$, $\nabla \times q$ may take arbitrary values. We fix this value at time $t$ by the solution of the equation

$$\partial_t(\nabla \times q) = \nabla \times \lambda \frac{\delta S}{\delta q(r)} \tag{B.6}$$

with the initial value $\nabla \times q = 0$ at $t = 0$. Under this fixing condition, we have $\nabla \times B = 0$. Together with \[B.5\], we find that $B$ is constant in $r$. Finally, noting the condition that $q = 0$ and $\nabla \phi = 0$ at the boundary, we have $Bn = 0$ from \[B.4\]. We thus derive

$$B = 0. \tag{B.7}$$

Substituting this result into \[B.4\], we obtain

$$\partial_t q = \lambda \frac{\delta S}{\delta q(r)} \tag{B.8}$$

As shown below, the variable $q$ is convenient to analyze the stochastic model. As far as we checked, there are no references that introduce the variable $q$ instead of a locally conserved quantity.

Here, we define the five components field

$$\chi \equiv (m, v, q_x, q_y, q_z), \tag{B.9}$$

and $\chi^a$ $(a = 1, 2, \cdots, 5)$ denotes each component. For any functional of $\chi = (m, v, \phi)$, such as $S(\alpha)$ and $P_{eq}(\alpha)$, we define the functional of $\chi$ through $\alpha = \alpha(\chi)$. For example, $P_{eq}(\chi)$ represents $P_{eq}(\alpha(\chi))$. The set of equations \[II.31\], \[II.32\], and \[B.8\] is expressed as

$$\partial_t \chi^a = \sum_{b=1}^{5} L^{ab}(\chi(r), \nabla \chi(r)) \frac{\delta S}{\delta \chi^b(r)}, \tag{B.10}$$

where $L^{12} = -L^{21} = -T$, $L^{22} = \gamma T$, $L^{33} = L^{44} = L^{55} = \lambda$, and $L^{ab} = 0$ for the other components. It should be noted that $T$ and $\lambda$ are functions of $(u, m)$, while $\gamma$ is a constant. Since

$$u = \frac{E}{L_L y L_z} + \nabla q - \frac{v^2}{2} - d_c |\nabla m|^2, \tag{B.11}$$

$L^{ab}(\chi(r), \nabla \chi(r))$ is determined from $\chi$ and $\nabla \chi$ for each $r$.

Now, the stochastic model is constructed so as to satisfy the detailed balance condition with respect to the stationary distribution $P_{eq}(\chi)$. If we ignore $v$ dependence of $T$ with fixed $(m, q)$, the model would be immediately obtained as

$$\partial_t \chi^a = \sum_{b=1}^{5} L^{ab}(\chi(r), \nabla \chi(r)) \frac{\delta S}{\delta \chi^b(r)} + \sqrt{2L^{aa}} \xi^a. \tag{B.12}$$

See e.g. \[72\]. The model is identical to the formal model introduced in Sec. \[II.C\]. Unfortunately, however, we cannot ignore $v$ dependence of $T$ so as to satisfy the detailed balance condition. To make the matter worse, the contribution gives a spurious divergence, as will be seen in the next subsection.

In order to resolve this problem, we notice that the noises should have a finite correlation length because the noises appear as the result of coarse-graining of microscopic mechanical degrees of freedom \[73\]. We describe this property by introducing a cutoff $\Lambda_c$ for the noise and replace \[II.53\] by

$$\langle \xi^a(r, t) \xi^b(r', t') \rangle = \delta_{ab} \delta_{\Lambda_c}(r - r') \delta(t - t') \tag{B.13}$$

with

$$\delta_{\Lambda_c}(r) = \int_{|k| \Lambda_c < 1} \frac{d^3k}{(2\pi)^3} e^{ikr}. \tag{B.14}$$

Here, the cut-off length $\Lambda_c$ is much larger than the microscopic length scale $\ell$ and much shorter than the coarse-grained size $\Lambda$. We thus impose

$$\ell \ll \Lambda_c \ll \Lambda \ll L. \tag{B.15}$$

The condition $\ell \ll \Lambda_c$ is necessary to remove a singular term associated with the multiplicative nature of the noise, which will be discussed below. This cut-off induces the non-local coupling between the Onsager coefficients and the thermodynamic forces. Since the length of the non-local coupling is $\Lambda_c$ and the spatial variation of the variables is larger than $\Lambda$, we can approximate it by the local coupling ignoring the contribution of $O(\Lambda_c/\Lambda)$. We will give a precise argument for the derivation of the model in Appendix \[B.2\].

Summarizing these results, we write the stochastic model as

$$\partial_t m = T \otimes \beta v, \tag{B.16}$$

$$\partial_t v = -\gamma T \otimes \beta v + T \otimes \left( \frac{\partial s}{\partial m} u + d_T \nabla (\nabla \beta) \nabla m \right) + T \otimes d_T \beta \Delta m + \sqrt{2 \gamma T} \nabla \otimes \xi^v, \tag{B.17}$$

$$\partial_t \phi = -\nabla \left( \lambda \otimes \nabla \beta + \sqrt{2 \lambda} \otimes \xi^\phi \right), \tag{B.18}$$

where $f \otimes g$ is defined as

$$f \otimes g = \int d^3r' \int d^3r'' f(r'') \delta_{\Lambda_c}(r \otimes r'') \delta_{\Lambda_c}(r' - r'') g(r'). \tag{B.19}$$

Since $\Lambda_c \ll \Lambda$, \[B.16\], \[B.17\], \[B.18\] may be interpreted as a physical model of the the formal model \[II.37\], \[II.48\], and \[II.49\]. It should be noted that the unsatisfactory properties of the formal model are not observed in the physical model \[B.16\], \[B.17\], and \[B.18\] with \[B.19\]. Therefore, we should study the physical model. Although the expression of the physical model is rather complicated, the theoretical analysis can be done similarly to that of the formal model. Keeping this in mind, we study the formal model in the main text.
2. Derivation

Since we assume the cut-off length in the noise, \( \mathcal{L}^{ab}(\chi; r, r') \) becomes a non-local form with using a functional of \( \chi \) as

\[
\mathcal{L}^{ab}(\chi; r, r') \equiv \int d^3r'' L^{ab}(\chi(r''), \nabla \chi(r''))\delta_{\Lambda_c}(|r-r''|)\delta_{\Lambda_c}(|r'-r''|),
\]

which is illustrated in Fig. 13. Further, since the Onsager coefficients \( \mathcal{L}^{ab} \) in (B.10) depend on \( \chi \), we have to consider multiplicative nature of the noise in the stochastic dynamics. From these, the stochastic model (B.12) is replaced by

\[
\partial_t \chi^a = \sum_b \int d^3r' \left[ \mathcal{L}^{ab}(\chi; r, r') \frac{\delta S}{\delta \chi^b(r')} + \frac{\delta \mathcal{L}^{ab}(\chi; r, r')}{\delta \chi^b(r')} \delta_{ab} \right] + \int d^3r' \mathcal{G}^a(\chi; r, r') \cdot \xi^a(r'),
\]

where the functional \( \mathcal{G}^a(\chi; r, r') \) is determined later and the symbol \( \cdot \) in front of \( \xi^a \) represents the Ito multiplication. The second term on the right-hand side of (B.21) is necessary to yield the equilibrium stationary distribution. Here, it should be noted that the off-diagonal components of \( \mathcal{L}^{ab} \) do not appear in the second term, because the terms with off-diagonal components of \( \mathcal{L}^{ab} \) do not contribute to the entropy production. See [74] for the detail.

The Fokker-Planck equation for the probability density \( \mathcal{P}(\chi, t) \) corresponding to (B.21) is written as

\[
\partial_t \mathcal{P}(\chi, t) + \sum_{ab} \int d^3r d^3r' \frac{\delta}{\delta \chi^a(r')} \left[ \mathcal{A}^{ab}(\chi; r, r') \mathcal{P}(\chi, t) \right] = \frac{1}{2} \sum_a \int d^3r d^3r' \frac{\delta^2}{\delta \chi^a(r) \delta \chi^a(r')} \left[ \mathcal{B}^a(\chi; r, r') \mathcal{P}(\chi, t) \right],
\]

(B.22)

with

\[
\mathcal{A}^{ab}(\chi; r, r') = \mathcal{L}^{ab}(\chi; r, r') \frac{\delta S}{\delta \chi^b(r')} + \frac{\delta \mathcal{L}^{ab}(\chi; r, r')}{\delta \chi^b(r')},
\]

(B.23)

\[
\mathcal{B}^a(\chi; r, r') = \int d^3r'' d^3r''' \mathcal{G}^a(\chi; r, r'') \mathcal{G}^a(\chi; r', r''')\delta_{\Lambda_c}(r'' - r''').
\]

(B.24)

Here, as shown in [72, 74], the detailed balance condition is expressed as

\[
\int d^3r \frac{\delta}{\delta \chi^a(r)} \left[ \mathcal{L}^{12}(\chi; r, r') \frac{\delta S}{\delta \chi^a(r')} \mathcal{P}_{eq}(\chi) \right] + \int d^3r \frac{\delta}{\delta \chi^a(r)} \left[ \mathcal{L}^{21}(\chi; r, r') \frac{\delta S}{\delta \chi^a(r')} \mathcal{P}_{eq}(\chi) \right] = 0,
\]

(B.25)

\[
2\mathcal{L}^{aa}(\chi; r, r') = \mathcal{B}^a(\chi; r, r'),
\]

(B.26)

which leads to the stationary distribution \( \mathcal{P}_{eq}(\chi) \). We thus have to confirm (B.25) and (B.26).

First, we estimate the left-hand side of (B.25). From the anti-symmetric property

\[
\mathcal{L}^{12}(\chi; r, r') = -\mathcal{L}^{21}(\chi; r', r),
\]

(B.27)

the left-hand side of (B.25) is written as

\[
\int d^3r \frac{\delta \mathcal{L}^{12}(\chi; r, r')}{\delta \chi^a(r)} \frac{\delta S}{\delta \chi^a(r')} \mathcal{P}_{eq}(\chi) + \int d^3r \frac{\delta \mathcal{L}^{21}(\chi; r, r')}{\delta \chi^a(r)} \frac{\delta S}{\delta \chi^a(r')} \mathcal{P}_{eq}(\chi) = 0.
\]

(B.28)

We here explicitly calculate

\[
\int d^3r \frac{\delta \mathcal{L}^{12}(\chi; r, r')}{\delta \chi^a(r)} \frac{\delta S}{\delta \chi^a(r')} = -\left( \frac{\partial T}{\partial m} \right)_u \delta_{\Lambda_c}(0),
\]

(B.29)

where we have used \( \delta_{\Lambda_c}(0) = 0 \). Similarly, we have

\[
\int d^3r \frac{\delta \mathcal{L}^{21}(\chi; r, r')}{\delta \chi^a(r)} \frac{\delta S}{\delta \chi^a(r')} = \left( \frac{\partial T}{\partial m} \right)_m \frac{\delta u}{\delta a} \delta_{\Lambda_c}(0) = \nu \frac{\delta u}{\delta a} \delta_{\Lambda_c}(0),
\]

(B.30)

These expressions involve the dimensionless quantity \( \delta_{\Lambda_c}(0)/\nu \). Since \( \delta_{\Lambda_c}(0) = O(\Lambda_c^{-3}) \) and \( \nu = O(\ell^2) \), \( \delta_{\Lambda_c}(0)/\nu \) is estimated as \( O(\ell^2/\Lambda_c^3) \). This leads to

\[
\int d^3r \frac{\delta \mathcal{L}^{12}(\chi; r, r')}{\delta \chi^a(r)} \frac{\delta S}{\delta \chi^a(r')} = \left( \frac{\partial u}{\partial m} \right)_u O\left( \frac{\ell^3}{\Lambda_c^2} \right),
\]

(B.31)

\[
\int d^3r \frac{\delta \mathcal{L}^{21}(\chi; r, r')}{\delta \chi^a(r)} \frac{\delta S}{\delta \chi^a(r')} = \nu \left( \frac{\ell^3}{\Lambda_c^2} \right)
\]

(B.32)
in the asymptotic limit $\ell/\Lambda_{c} \to 0$. By substituting (B.31) and (B.32) into (B.28), we find that (B.28) is proportional to $O(\ell^{3}/\Lambda_{c}^{2})$, which is zero in the limit (B.15).

Then, we have confirmed (B.28). Note that (B.31) and (B.32) exhibit the divergence without the cutoff $\Lambda_{c}$. This apparent divergence becomes zero in the appropriate limit after introducing the cutoff $\Lambda_{c}$. Such an asymptotic estimate using a similar cut-off was used in Ref. [75].

Next, we determine $G^{a}$ from the condition (B.26). We note that (B.20) is satisfied when

\[ 2L^{aa}(\chi(r''), \nabla \chi(r'')) \delta \Lambda_{c} (r-r'') \delta \Lambda_{c} (r'-r'') = \int d^{3}r'' G^{a}(\chi; r, r'') G^{a}(\chi; r', r''') \delta \Lambda_{c} (r''-r'''). \]

(B.33)

By substituting

\[ G^{a}(\chi; r, r') = \int d^{3}r'' \sqrt{2L^{aa}(\chi(r''), \nabla \chi(r''))} \times \delta \Lambda_{c} (r-r'') \delta \Lambda_{c} (r'-r'') \times \left[ 1 + O \left( \frac{\Lambda_{c}^{2}}{\Lambda^{2}} \right) \right] \]

(B.34)

into the right-hand side of (B.33), we confirm that the right-hand side is equal to the left-hand side of (B.33) with an error of $O((\Lambda_{c}/\Lambda)^{3})$. Therefore, we claim that the condition (B.26) holds.

Finally, we investigate the second term in the right-hand side of (B.21). We concretely calculate each term as follows.

\[ \int d^{3}r' \frac{\delta \mathcal{L}^{22}(\chi; r, r')}{\delta \chi^{2}(r')} = \gamma \left( \frac{\partial T}{\partial u} \right)_{m} \left( \frac{\partial u}{\partial v} \right)_{q,m} \delta \Lambda_{c}(0) = -\gamma v O \left( \frac{\Lambda_{c}^{2}}{\Lambda^{2}} \right), \]

(C.3)

and

\[ \int d^{3}r' \frac{\delta \mathcal{L}^{33}(\chi; r, r')}{\delta \chi^{3}(r')} = 0, \]

(C.4)

where we have used $\delta \Lambda_{c}(0) = 0$. (C.3) provides a correction of the momentum dissipation term $-\gamma v$. This correction can be negligible from the condition (B.15). Therefore, the second term in the right-hand side of (B.21) can be ignored. We here remark that the equality (C.3) leads to the statement that the multiplicative rule of the noise, Ito or Stratonovich, is irrelevant for the standard fluctuating hydrodynamics [70, 71].

More explicitly, by considering a physical situation, we may estimate $\eta_{0} = 10^{-8}$. Recalling $\Lambda/L = O(\sqrt{\eta})$, we express (B.15) by

\[ \sqrt{\eta} \ll \frac{\Lambda_{c}}{\Lambda} \ll 1. \]

As one example, we choose $\Lambda_{c}/\Lambda = 10^{-2}$, which makes the theory consistent. It should be noted that we consider the case that the interface width also vanishes in the limit $\eta \to 0$, which is in contrast to the standard weak noise limit [13]. This aspect brings non-trivial noise effects even in the limit $\eta \to 0$.

**Appendix C: Derivation of (IV.5)**

In this Appendix, we derive (IV.5). In order to simplify the notation, we omit $E$ dependence such that $\mathcal{P}(\alpha, t; E, J)$ is expressed as $\mathcal{P}(\alpha, t; J)$. Following the notation in the main text, we define $\alpha^{\dagger}$ for $\alpha = (m, v, \phi)$ as $\alpha^{\dagger} = (m, -v, \phi)$ and $\alpha^{\dagger}$ denotes the time-reversal of $\alpha$. That is,

\[ \alpha^{\dagger}(t) = (m(t_f - t), -v(t_f - t), \phi(t_f - t)). \]

We first substitute the dimensionless version of (II.27) and (II.28),

\[ \frac{\delta S}{\delta m(r)} = \beta \sigma + \eta |d_{c}(\nabla \beta)(\nabla m) + \beta d_{f} \Delta m|, \]

(C.1)

\[ \frac{\delta S}{\delta v(r)} = -\beta v, \]

(C.2)

into (IV.2) and a similar expression of $\mathcal{I}(\alpha^{\dagger}|(\alpha(t_{f})^{\dagger}; -J)$. By noting

\[ j \nabla \beta = \nabla (j \beta) - \beta \nabla j = \nabla (j \beta) + \frac{\delta S}{\delta \phi(r)} \partial_{t} \phi, \]

(C.3)

we obtain

\[ \mathcal{I}(\alpha^{\dagger}|(\alpha(0); J) - \mathcal{I}(\alpha^{\dagger}|(\alpha(t_{f})^{\dagger}; -J) = -\int_{0}^{t_f} dt \int d^{3}r \left[ (\partial_{t} m) \frac{\delta S}{\delta m(r)} + (\partial_{t} v) \frac{\delta S}{\delta v(r)} \right] \]

\[ + \nabla (j \beta) + \partial_{t} \phi \frac{\delta S}{\delta \phi(r)} \right], \]

(C.4)

which leads to

\[ \mathcal{I}(\alpha^{\dagger}|(\alpha(0); J) - \mathcal{I}(\alpha^{\dagger}|(\alpha(t_{f})^{\dagger}; -J) = -S(\alpha(t_{f})) + S(\alpha(0)) - J \int d^{3}r \int_{0}^{t_f} dt (\beta(1, r_{\perp}, t) - \beta(0, r_{\perp}, t)), \]

(C.5)

where $r_{\perp} = (y, z)$. Now, for an initial distribution $\mathcal{P}_{0}$, the distribution at $t = t_{f}$ is expressed as

\[ \mathcal{P}(\alpha, t_{f}; J) = \int d\alpha' \mathcal{P}(\alpha(0)) \mathcal{P}(\alpha'|(\alpha(t_{f})^{\dagger}; -J) \delta (\alpha(t_{f}) - \alpha'). \]

(C.6)

Here, as a special choice, we take

\[ \mathcal{P}(\alpha) = N \exp \left( \frac{1}{\eta^{3}} S(\alpha) \right) \delta \left( \int d^{3}r \phi(r) - E \right). \]

(C.7)
From (C.6), we find
\[
\frac{\mathcal{P}(\hat{\alpha}|\alpha(0); J)}{\mathcal{P}(\hat{\alpha}|\alpha(t_f))} = \exp \left( \frac{J}{\eta^3} \int d^2 \mathbf{r}_\perp \int_0^{t_f} dt \delta(\beta(1, \mathbf{r}_\perp, t) - \beta(0, \mathbf{r}_\perp, t)) \right),
\]
where we have used (C.5), we find
\[
\frac{\mathcal{P}(\hat{\alpha}|\alpha(t_f))}{\mathcal{P}(\hat{\alpha}|\alpha(t_f))} = \exp \left( \frac{J}{\eta^3} \int d^2 \mathbf{r}_\perp \int_0^{t_f} dt \delta(\beta(1, \mathbf{r}_\perp, t') - \beta(0, \mathbf{r}_\perp, t')) \right). \tag{C.8}
\]

We then rewrite (C.3) as
\[
\mathcal{P}(\alpha, t_f; J) = \int \mathcal{D} \hat{\alpha} \mathcal{P}(\hat{\alpha}|\alpha(t_f)) \mathcal{P}(\hat{\alpha}|\alpha(t_f)) \delta(\alpha(t_f) - \alpha).
\] \tag{C.9}

The substitution of (C.8) into the right-hand side yields
\[
\int \mathcal{D} \hat{\alpha} \mathcal{P}(\hat{\alpha}|\alpha(t_f)) \mathcal{P}(\hat{\alpha}|\alpha(t_f)) \delta(\alpha(t_f) - \alpha) \times \exp \left( \frac{J}{\eta^3} \int d^2 \mathbf{r}_\perp \int_0^{t_f} dt \delta(\beta(1, \mathbf{r}_\perp, t) - \beta(0, \mathbf{r}_\perp, t)) \right)
\]
where we have used
\[
\int_0^{t_f} dt \delta(\beta(1, \mathbf{r}_\perp, t) - \beta(0, \mathbf{r}_\perp, t')) = \int_0^{t_f} dt' \delta(\beta(1, \mathbf{r}_\perp, t')). \tag{C.12}
\]

By substituting (C.7) into (C.11), we finally obtain
\[
\mathcal{P}(\alpha, t_f; J) = \mathcal{N} \exp \left( \frac{J}{\eta^3} \int d^2 \mathbf{r}_\perp \int_0^{t_f} dt \delta(\beta(1, \mathbf{r}_\perp, t) - \beta(0, \mathbf{r}_\perp, t)) \right) \times \delta(\alpha(t_f) - \alpha), \tag{C.13}
\]

where \( \langle \alpha | J \rangle \) represents the expectation value over trajectories \( \alpha(t) \) starting from \( \alpha(0) = \alpha \) with respect to the path probability density in the system with \(-J\).

We here remark that (C.8) is referred to as the **local detailed balance condition** which connects the ratio of path probabilities of forward and backward trajectories with the entropy production along the trajectory. This is the key relation for deriving many universal relations.

**Appendix D: Estimation of \( \tau_{\text{int}} \)**

In this Appendix, we estimate the typical time scale of the interface motion by analyzing the deterministic model \ref{H3}, \ref{H3.8}, and \ref{H3.9} with the condition that the heat conduction is sufficiently fast. Note that the model is not the dimensionless version in order to clarify the physical argument for the estimation.

We assume an initial state with an interface position \( X_0 \) and a uniform temperature \( T_{X_0} \neq T_c \), which satisfies
\[
X_0 u^o(T_{X_0}^\text{eq}) + (L - X_0) u^d(T_{X_0}^\text{eq}) = \frac{E}{L_y L_z}, \tag{D.1}
\]
and
\[
m(x, 0) = m_{\text{eq}}(x - X_0; X_0), \tag{D.2}
\]
\[
v(x, 0) = 0, \tag{D.3}
\]
with
\[
m_{\text{eq}}(x - X; X) \equiv \bar{m} \left( \frac{x - X}{\sqrt{\eta}} \right) m_{\text{loc}}(T_{X}^\text{eq}). \tag{D.4}
\]

When \( 0 < \eta \ll 1 \), the interface slowly moves to the equilibrium position \( X_{\text{eq}} \), as shown in Fig. 14. The initial state corresponds to the quasi-equilibrium state in thermodynamics, because \( T_{X_0}^\text{eq} \neq T_c \). The time evolution describes the transition from the quasi-equilibrium state \( T_{X_0}^\text{eq} \) to the true equilibrium state \( T_c \). We describe this interface motion quantitatively.

Let \( X(t) \) be the position of the interface at time \( t \). We assume that the interface motion is slowest which will be confirmed by (D.2e) in a self-consistent manner. Then, the other dynamical variables are slaved to the slow variable \( X(t) \). Based on this picture, we set
\[
m(x, t) = m_{\text{eq}}(x - X(t); X(t)) + m'(x, t), \tag{D.5}
\]
\[
T(x, t) = T_{X(t)}^\text{eq} + T'(x, t), \tag{D.6}
\]
\[
v(x, t) = \partial_x m(x, t), \tag{D.7}
\]
where \( m' \) and \( T' \) are small corrections, which are neglected in the lowest order calculation.

The temperature \( T_{X(t)}^\text{eq} \) satisfies
\[
X(t) u^o(T_{X(t)}^\text{eq}) + (L - X(t)) u^d(T_{X(t)}^\text{eq}) = \frac{E}{L_y L_z}. \tag{D.8}
\]
for the interface position $X(t)$. We now attempt to determine $m^{\text{eq}}(x - X(t); X(t))$ for small $\eta$. Here, since $m^{\text{eq}}(x - X(t); X(t))$ is slowly evolving,

$$\partial_t^2 m^{\text{eq}} \ll \gamma \partial_t m^{\text{eq}}, \quad \text{(D.9)}$$

which will be checked by (D.25). By substituting (D.5), (D.8), and (D.7) into (III.38), we obtain

$$-\gamma \frac{dX}{dt} \partial_x m^{\text{eq}} = -\frac{\partial f(T^{\text{eq}}_{X(t)}, m)}{\partial m} \bigg|_{m=m^{\text{eq}}} + d_f \partial_x^2 m^{\text{eq}}, \quad \text{(D.10)}$$

where we have used (D.9). More precisely, although the left-hand side should be

$$-\gamma \frac{dX}{dt} \left[ \partial_x m^{\text{eq}} - m^{\text{eq}} \frac{\partial}{\partial X} \log m_{\text{loc}}(T^{\text{eq}}_{X(t)}) \right], \quad \text{(D.11)}$$

the second term can be ignored for small $\eta$, because the first term in the square bracket is $O(m_{\text{loc}}/\Lambda)$ and the second term is $O(m_{\text{loc}}/L)$. In the limit $\eta \to 0$, we consider (D.10) as the differential equation defined in $x - X(t) \in [-\infty, \infty]$ with the boundary condition

$$m^{\text{eq}}(x - X(t); X(t)) \to m_{\text{loc}}(T^{\text{eq}}_{X(t)}), \quad \text{(D.12)}$$

for $x - X(t) \to -\infty$, and

$$m^{\text{eq}}(x - X(t); X(t)) \to 0 \quad \text{(D.13)}$$

for $x - X(t) \to +\infty$. We here note that the solution of the differential equation (D.10), $m^{\text{eq}}(x - X(t); X(t))$, exists only for a special value of $dX/dt$. In other words, by solving the non-linear eigenvalue equation (D.10) with $T^{\text{eq}}_{X(t)}$ given by (D.8), we determine the eigenvalue $dX/dt$ and the solution $m^{\text{eq}}(x - X(t); X(t))$, simultaneously.

The solution of the equation (D.10) is understood by identifying (D.10) with a Newton equation for the coordinate $m^{\text{eq}}$ with a fictitious time $x' = x - X(t)$, where the fictitious mass is $d_f$, the fictitious friction $\gamma dX/dt$, and the potential $-f(T^{\text{eq}}_{X(t)}, m^{\text{eq}})$. The precise form of $m^{\text{eq}}(x - X(t); X(t))$ and the eigenvalue $dX/dt$ can be numerically determined by solving (D.10). Here, assuming the form $m^{\text{eq}}(x - X(t); X(t))$, we express $dX/dt$ in terms of $m^{\text{eq}}(x - X(t); X(t))$. Indeed, multiplying $\partial_x m^{\text{eq}}(x - X(t); X(t))$ to both sides of (D.10) and integrating them over the whole region, we obtain

$$-\gamma \frac{dX}{dt} \int_{-\infty}^{\infty} dx (\partial_x m^{\text{eq}})^2 = f(T^{\text{eq}}_{X(t)}, m_{\text{loc}}(T^{\text{eq}}_{X(t)})) - f(T^{\text{eq}}_{X(t)}, 0). \quad \text{(D.14)}$$

This is a rather standard analysis. See for example Ref. [76]. The equation (D.14) represents the equation of motion for $X$. It means that the interface moves so as to decrease the total free energy. The driving force is the free energy difference given in the right-hand side, and the left-hand side describes the friction force for the interface motion. Now, when $X(t)$ is close to $X_{\text{eq}}$, we have a linear equation

$$\tau_{\text{int}} \frac{dX}{dt} = -(X - X_{\text{eq}}). \quad \text{(D.15)}$$

Then, $\tau_{\text{int}}$ provides the time scale of the interface motion. Below, by analyzing (D.14), we derive $\tau_{\text{int}}$.

We specifically study the case that $(X(t) - X_{\text{eq}})/L$ is small. In this case, $(T_{X(t)}^{\text{eq}} - T_c)/T_c$ is also small. By recalling (A.3), we notice

$$f(T_{X(t)}^{\text{eq}}, m_{\text{loc}}(T_{X(t)}^{\text{eq}})) - f(T_{X(t)}^{\text{eq}}, 0) = f(T_{X(t)}^{\text{eq}}, m_{\text{loc}}(T_{X(t)}^{\text{eq}})) - f(T_c, m_{\text{loc}}(T_c)) - \left[ f(T_{X(t)}^{\text{eq}}, 0) - f(T_c, 0) \right]. \quad \text{(D.16)}$$

We thus estimate

$$f(T_{X(t)}^{\text{eq}}, m_{\text{loc}}(T_{X(t)}^{\text{eq}})) - f(T_{X(t)}^{\text{eq}}, 0) = -s(T_c, m_{\text{loc}}(T_c)) \frac{T_{X(t)}^{\text{eq}} - T_c}{T_c} \frac{dX^{\text{eq}}}{dX} \bigg|_{X=X_{\text{eq}}}, \quad \text{(D.17)}$$

where we have ignored higher-order terms of $(X(t) - X_{\text{eq}})/L$. We first notice that $u^a(T_c)$ and $u^d(T_c)$ are proportional to $T_c f^{\text{eq}}$ up to a multiplicative numerical constant, because of the equipartition law. Furthermore, the derivative of (D.8) in $X(t)$ provides an expression of $dT^{\text{eq}}_X/dX$, from which we find

$$\frac{dT^{\text{eq}}_X}{dX} \simeq \frac{T_c}{L}. \quad \text{(D.18)}$$

We thus estimate the right-hand side of (D.17) as

$$\frac{f^{\text{eq}}}{L} (X - X_{\text{eq}}), \quad \text{(D.19)}$$

up to a multiplicative numerical constant. Furthermore, $m^{\text{eq}}(x - X(t); X(t))$ may be replaced by $m_{\text{loc}}(T_c)$ in (III.4) in this description. We then re-write (D.14) as

$$\gamma_{\text{int}} \frac{dX}{dt} \simeq -\frac{f^{\text{eq}}}{L} (X - X_{\text{eq}}), \quad \text{(D.20)}$$

with

$$\gamma_{\text{int}} \equiv \frac{\gamma m_{\text{loc}}^2(T_c)}{\Lambda} \int_{-\infty}^{\infty} d\xi (\partial_\xi m)^2, \quad \text{(D.21)}$$

Thus, the time scale of the interface motion is estimated as

$$\tau_{\text{int}} = \frac{\gamma m_{\text{loc}}^2(T_c) L}{f^{\text{eq}} T_c^2 \Lambda}. \quad \text{(D.22)}$$

Let $\tau$ be a macroscopic time scale characterizing the change of the order parameter density field $m$, as defined in the main text. From (D.17) and (D.18), we have

$$\phi \simeq v^2 \simeq \left( \frac{m}{\tau} \right)^2, \quad \text{(D.23)}$$
which yields
\[ m^2 \simeq \phi \tau^2. \] (D.24)

This estimate allows us to further rewrite (D.22) as
\[ \tau_{\text{int}} \simeq \gamma \tau \frac{L}{\Lambda}. \] (D.25)

The time scale of momentum dissipation \( \gamma^{-1} \) is shorter than the macroscopic time scale \( \tau \), because the momentum of the order parameter is not a conserved quantity.

This means that \( \gamma \tau > 1 \). Therefore, it generally holds that
\[ \frac{\tau_{\text{int}}}{\tau} = \gamma \tau O(\eta^{-\frac{1}{2}}) \to \infty \] (D.26)

in the limit \( \eta \to 0 \). That is, the interface motion is singularly slow. Below, we assume that \( \gamma \tau = O(\eta^0) \), which leads to
\[ \frac{\tau_{\text{int}}}{\tau} = O(\eta^{-\frac{1}{2}}). \] (D.27)
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