Aesthetics Driven Autonomous Time-Lapse Photography Generation by Virtual and Real Robots
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Time-lapse photography is employed in movies and promotional films because it can reflect the passage of time in a short time and strengthen the visual attraction. However, since it takes a long time and requires the stable shooting, it is a great challenge for the photographer. In this article, we propose a time-lapse photography system with virtual and real robots. To help users shoot time-lapse videos efficiently, we first parameterize the time-lapse photography and propose a parameter optimization method. For different parameters, different aesthetic models, including image and video aesthetic assessment networks, are used to generate optimal parameters. Then we propose a time-lapse photography interface to facilitate users to view and adjust parameters and use virtual robots to conduct virtual photography in a three-dimensional scene. The system can also export the parameters and provide them to real robots so that the time-lapse videos can be filmed in the real world. In addition, we propose a time-lapse photography aesthetic assessment method that can automatically evaluate the aesthetic quality of time-lapse video. The experimental results show that our method can efficiently obtain the time-lapse videos. We also conduct a user study. The results show that our system has the similar effect as professional photographers and is more efficient.

1 INTRODUCTION

With the popularity of smartphones and cameras, more and more people are demanding the high-quality photography. Therefore, many research works focus on image and video shooting to provide useful guidance [Lou et al. 2021; Rawat and Kankanhalli 2016; Rawat et al. 2019]. Time-lapse photography is one of the special photographic techniques because of its ability to present the low-speed changes in a scene with the high playback speed [Bennett and McMillan 2007]. However, photographers have to spend hours or even days shooting to get the final time-lapse video clips. And during the shooting, the camera needs to be stationary or move slowly and steadily. The photographers need to adjust the camera pose frequently, which is time-consuming and laborious for the photographers. As a result, robots are more suitable for this kind of time-consuming work that requires stable movement because of the stable pan-tilt and precise control system.

However, it is difficult to make the robots shoot autonomously. Successful photography usually requires the photographers to have rich shooting experience and strong aesthetic ability. How to determine a series of parameters and let the robots shoot automatically or assist the users in shooting is a difficult point. Computational aesthetics is the use of machines to achieve a computable human aesthetic process [Neumann et al. 2005], so that computational methods can make applicable aesthetic decisions in a similar way to humans. Therefore, the system with the combination of robots and computational aesthetics makes automatic time-lapse photography possible.

This paper proposes an automatic time-lapse photography framework, which conducts the virtual and real-world time-lapse photography with robots by calculating the time-lapse photography parameters of the three-dimensional scene. We propose a parameter optimization method to obtain the optimal shooting parameters. The innovation is to parameterize the complex process of video generation of time-lapse photography. We classify the parameters into three types: aesthetics-related, video aesthetics-related, and time-lapse aesthetics-related according to the characteristics of time-lapse photography, and propose parameter optimization methods for these three types of parameters. According to the characteristics of different parameters, we design and employ different aesthetic models for parameter optimization.

Meanwhile, we propose a time-lapse photography interface for users to view or adjust the parameters generated automatically by our method and use virtual robots to take virtual photography in
three-dimensional scenes. Users can preview the time-lapse photography videos, and adjust the parameters according to their own preferences. The system also supports the export of parameters and provides them to real robots to enable robots to move and control the camera in the real world, shooting time-lapse videos with specific time parameters. In addition, we propose a time-lapse photography aesthetic evaluation method that can automatically evaluate the aesthetic quality of time-lapse video. We apply it to validate our parameter optimization method.

The main contributions of this work can be summarized as follows:

- a time-lapse photography framework that can automatically and efficiently shoot time-lapse videos.
- a method for time-lapse photography parameter optimization using different aesthetic quality assessment models.
- a time-lapse video assessment method to evaluate the aesthetic quality of time-lapse video.
- a time-lapse photography interface for users to conduct the virtual or real-world time-lapse photography.

2 RELATED WORK

Existing work on time-lapse photography has focused more on generating optimised time-lapse videos from existing images or videos, i.e., the post-processing of the data. There is no research on how to go about capturing time-lapse video or the acquisition of the data.

3 METHOD

To obtain the satisfactory time-lapse videos, careful preparations are needed for photographers in advance, including scenery selection, shooting plan, etc. Moreover, time-lapse photography requires photographers to take a large number of images over a long period of time, which requires a great deal of patience and carefulness. Therefore, in order to generate the optimal shooting plan so that the robot can automatically generate the time-lapse videos or assist the user in photography, our goal is to design a time-lapse shooting system that can find a series of optimal parameters resulting in the high quality of the final video. So we define the overall quality function $Q$ as follows:

$$Q = Q_I(P_I) + Q_V(P_V) + Q_T(P_T),$$

where $Q_I$, $Q_V$, $Q_T$ are the quality functions for image, video and time-lapse video respectively, $P_I$, $P_V$, $P_T$ are the shooting parameters.

Secondly, different users may have different preferences when shooting time-lapse videos. The system should therefore support parameter personalization to suit different users. Moreover, in case of automatic robot shooting, it also involves a series of parameters of the robot.

In order to solve the above difficulties, we propose an automatic time-lapse photography framework, as shown in Figure 1.

**3D Reconstruction.** When shooting a scene, experienced photographers will usually investigate the scene in advance, which takes a lot of time to determine the location and plan the shot. The transformation of light and shadow is a very important factor in time-lapse photography, so the shooting time is also important. In order to capture the desired light and shadow, some photographers need to rehearse the plan in advance to ensure that they can efficiently conduct the photography at a specific time during the actual shooting. Therefore, adequate preparation is very important for photography, especially time-lapse photography.

3D reconstruction allows us to quickly understand an unknown scene and react accordingly. The analysis of a 3D model in a simulation environment is an effective way to fleetly determine the parameters for time-lapse photography based on the shooting scene.

First we reconstruct the shooting scene. For large-scale scenes, image-based 3D reconstruction is a low-cost and efficient reconstruction method. The images can be collected on the Internet or captured by drone or robot. We then use structure-from-motion, an image-based 3D reconstruction method, to obtain a textured and realistic 3D scene. In order to obtain reachable shooting points, we limit the shooting height and generate reachable areas.

The image-based reconstructed 3D scene is static, but dynamic objects are important in time-lapse photography. So we add dynamic elements to the static 3D scene, mainly including people, traffic, weather and lighting. Accessible regions on the ground are chosen to simulate the flow of people and vehicles to ensure that the dynamic elements are similar to those in the real world.

**Shooting Parameter.** For time-lapse photography we first determine the relevant parameters, including shooting location $L$, shooting angle $A$, shooting path $P$, time range $[S_t, E_t]$, frame extraction interval $\Delta t$. As shown in Equation 1, the overall video quality is mainly related to the image quality, ordinary video quality, and time-lapse video quality. Therefore, we classify the relevant parameters into three categories as well.

The first category is the viewfinder parameters $P_I = \{L, A\}$, which are related to the image quality, including the shooting location $L$ and shooting angle $A$. The second category is the camera movement parameters $P_V = \{P\}$ that are related to the ordinary video quality since the camera motion of time-lapse photography is very similar to the camera motion of ordinary photography. The last category is the time-warp parameters $P_T = \{\{S_t, E_t\}, \Delta t\}$ including time range $[S_t, E_t]$ and time interval $\Delta t$, which are the characteristic parameters of time-lapse video to reflect the time change.

After obtaining the 3D model we can analyze the geometry and texture of the 3D model, as well as the image or video rendered under different lighting conditions, in order to determine the optimal set of shooting parameters.

**Video Post.** After determining the relevant parameters, we can determine the initial position of the camera according to the shooting position and orientation, then determine the camera movement according to the shooting path, and finally make the camera take a set of photos according to the time range and interval to get the final time-lapse video.

The flicker might occur when the final time-lapse videos are created [Martin-Brualla et al. 2015]. Essentially instead of the camera’s settings between shots remaining perfectly constant or purposefully changing in a slight and gradual way, large unintended exposure jumps occur in a few of the frames which create images that look out of place when compiled with other images. One of the ways that reduce the likelihood of flicker to occur is shooting in manual
mode [Chylinski 2012]. However, since the light is changing in our scenes and manual mode might quickly over or under expose the images as the scene changes, we still use auto exposure mode, which makes it necessary to post-process the captured images to reduce flicker. We smooth out the exposure in the time-lapse video with histogram equalization [Pizer et al. 1987] to create a good visual effect. Finally we generate the time-lapse video with the processed image sequences.

It can be seen that the results using the parameters selected by the system are better than those selected by the amateurs. In the first two scenarios, the time-lapse videos generated by our method are of higher quality than those captured manually. The video quality captured by the professional photographers in the latter two scenes is the highest. The overall results show that our approach is better than the amateurs and comparable to the professional photographers. Therefore, it can be considered that our system can help amateurs to get more professional time-lapse videos. And our system can automatically generate high-quality time-lapse videos, which also saves photographers a lot of time.

4 RESULTS
In this section we present two applications based on our system, namely virtual and real-world shooting.

4.1 Virtual Shooting
The system supports the import of 3D scenes, which can be obtained either automatically and quickly through 3D reconstruction or through manual modeling (which is time-consuming but more detailed). In the imported 3D scene, users can take virtual videos, which can be applied to film and television production, scene roaming, etc. The virtual photography can be classified into automatic photography and user-defined photography.

4.1.1 Automatic Shooting. Users can just import the appropriate 3D scenes and the system can automatically obtain the optimal parameters and generate video results for preview with our method.

4.1.2 Customization Parameters. In addition, the system supports user-defined parameters and modification of parameters so that the photography process can be done manually or semi-automatically. As shown in the Figure 2, users can click and drag to complete the virtual scene selection, and then choose the appropriate mode of camera movement from the four shooting modes. After that, users can set the time parameter to preview the lighting change instantly without waiting for a long time. The instant feedback from the interactive system makes it easier for users to set parameters.

4.2 Real-World Shooting
The system also supports outputting parameters and providing them to the robotics platform to shoot time-lapse videos in real environments.
Fig. 2. Virtual shooting. The first line is the visual interface, and the second line is the interface for parameter adjustment. From left to right: camera position, camera orientation, camera movement and time parameters.

Fig. 3. Real-World shooting. The parameters generated by the system need to be converted into the parameters of the robot.

As shown in the Figure 3, the parameters of the viewfinder are the camera position and orientation, which are converted into GPS coordinates and the pitch and yaw angles of the pan-tilt. The parameter of the camera motion is the motion path, which is converted into the motion trajectory of the robot. The time parameters are the time range and time interval, which we convert into the start and end time of the robot and the shooting interval. After the robot receives the relevant parameters, it will shoot on the spot according to the shooting plan.

4.3 Evaluation

4.3.1 Self-Evaluation. The parameters associated with time-lapse photography are classified into three types of parameters: image, video and time-lapse aesthetics-related. In order to verify the validity of each type of parameter, we conduct the self-evaluation experiment.

We choose five simulated environments, each divided into four areas to be filmed, so that a total of 20 time-lapse videos are taken. The resulting videos are scored using our time-lapse video aesthetic quality assessment method. We contrast our method of parameter selection with random parameter selection. To get the overall results for random parameters, we randomly select 10 sets of parameters and average them. We first test the results of random selection of all parameters, and then use our method to select parameters in the order of image, video, and time.

Table 1 shows the experimental results of the self-evaluation. It can be seen that our system progressively achieves the optimum in determining the parameters. For every type of parameter, our optimization method outperforms the random selection method.

4.3.2 Comparison with Photographers. In order to verify the effectiveness of the overall system, we invited two professional photographers with rich experience and two novices who lack photography experience to manually set the parameters in the simulation scene and take photography. We selected five different shooting areas. The user needs to select the appropriate position and orientation in the area to be shot, and determine the way of camera movement and the shooting time. Finally, the system is used for virtual photography to generate a time-lapse video. At the same time, the system also automatically takes virtual photography in the scene with our optimized parameters. The time-lapse photography aesthetic quality evaluation model is utilized to score the final time-lapse photography video, and the results are shown in the Table 2.

It can be seen that the results using the parameters selected by the system are better than those selected by the amateurs. The overall results show that our approach is better than the amateurs and comparable to the professional photographers. Therefore, it can be considered that our system can help amateurs to get more professional time-lapse videos. And our system can automatically generate high-quality time-lapse videos, which also saves photographers a lot of time.

5 SUMMARY

In this paper, we propose an aesthetics driven framework for automatic time-lapse photography, which replaces photographers with virtual and real robots to complete the time-consuming work of time-lapse photography. First, we parameterized the complex time-lapse photography process and proposed a method to optimize the parameters with the aesthetic models. Then we proposed a specific time-lapse video aesthetic quality evaluation model to automatically evaluate the aesthetic quality of time-lapse photography. In addition, we also proposed an automatic time-lapse photography system that supports users to manually, semi-automatically or automatically complete virtual photography. The system can also import parameters to real robots to complete real photography. Experimental results and user studies show that our method can efficiently complete time-lapse photography automatically, and the effect is
equivalent to that of professional photographers, which proves that our system can help inexperienced users to shoot high-quality time-lapse videos.
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