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Bandwidth Partition and Allocation for Efficient Spectrum Utilization in Cognitive Communications

Song Huang, Di Yuan, and Anthony Ephremides

Abstract: Conventional cognitive communications rely heavily on the smartness of secondary (unlicensed) users (SUs) to achieve high spectrum utilization, which involves the optimization of the SUs’ policies and behaviors for dynamic spectrum access, power allocation among multiple channels, etc. Due to the inherent randomness of the primary users’ (PUs’) transmission, those efforts inevitably increase the implementation complexity and sensing overheads of the SUs, and in turn lower the spectrum utilization efficiency. In this paper, we try to change the focus from SU to PU. A cooperative traffic allocation strategy for PU, together with the non-uniform bandwidth partition, is employed to regularize the PU’s resource occupancy pattern without compromising its performance, and to maximize the spare bandwidth for the SU at the same time. We first study the capacity based optimization problem (COP) together with the fully polynomial time approximation scheme (FPTAS) for an approximation guarantee of the global optimum. Then we analyze the subcarrier based optimization problem as the surrogate problem of COP, which can be solved by a greedy algorithm exactly. Both the theoretical analysis and the numerical simulations demonstrate the effectiveness of those methods to achieve the performance that almost identical to that of the global optimum solution.

Index Terms: Cognitive communication, FPTAS, non-uniform bandwidth partition.

I. INTRODUCTION AND MOTIVATION

With the proliferation of wireless services, most of the available spectrum has fully been allocated, which results in the spectrum scarcity problem. However, a large portion of the licensed spectrum experiences low utilization [1]. As the spectrum scarcity is mainly caused by the inefficient and inflexible spectrum allocation policies, dynamic spectrum access (DSA) [2] has been proposed as an alternative policy to improve the spectrum efficiency. Cognitive radio [3–5], as one of the enabling technologies of DSA, allows unlicensed users to communicate using the licensed spectrum dynamically. Under the basic model of cognitive radio networks, secondary users (SUs) employ white spaces that are not used by the primary users (PUs) under the condition of not interfering with active PUs. Most existing literature concentrates on the optimization of SUs’ policies and behaviors for dynamic spectrum sensing and access, power allocation among multiple channels, or bandwidth allocation to multiple SUs [6–9]. Due to the inherent randomness of the PU transmission, those efforts inevitably increase the implementation complexity and sensing overheads of the SUs, and in turn lower the spectrum utilization efficiency.

In this paper, we try to improve the spectrum utilization by regularizing the resource occupancy pattern of PU without compromising its performance. To this end, the overall bandwidth is first partitioned into subcarriers, which are then grouped into channels. The PU traffic allocation is based on multiple channels, and is designed to leave as much bandwidth resource to SUs after satisfying the PU’s bandwidth demand. During this process, in order to minimize the capacity loss due to spectrum fragmentation, a non-uniform grouping scheme of the subcarriers [10] is employed. As a result of bandwidth partitioning and subcarrier grouping, spectrum sensing applies to the channels instead of all the individual subcarriers. Such a design inherently reduces the sensing overheads of SUs.

From the conventional viewpoint of cognitive radio, there is no restriction on resource allocation for a PU. However, that does not prohibit interaction and cooperation between PU and SU, with the aim of improving the utilization efficiency of the overall spectrum. Existing literature on cooperative cognitive radio networks has studied various schemes of spectrum subleasing and auctions [11–13]. The PU has privileges in achieving its traffic requirements and thus is more willing to sublease its power and sub-channels to obtain additional revenue rather than enhancing the performance. In return, the SU helps to relay the PU’s packets.

Similarly, our proposal takes an approach by regulating the PU’s resource allocation pattern (without denying its bandwidth demand) and thereby increasing the resource available to SU. In [10], we have demonstrated that under the non-uniform scheme, the average amount of sensing was reduced and the capacity loss due to spectrum fragmentation during the allocation of the PU traffic was far less than that of the uniform partition schemes. However, that discussion mainly focused on the non-fading situation. In this paper, we give a detailed discussion upon the non-uniform scheme under frequency selective fading.

Spectrum occupancy is usually defined as the probability that a measured signal is above a predefined power threshold within a certain bandwidth and a specific time span [14]. The occupancy power threshold can be set at the measured noise floor plus some margin to account for the variations of the momen-
tary noise power. This margin must be large enough to reduce the false alarm rate due to the temporal noise variation which could result in overestimating the spectral occupancy. On the other hand, this margin cannot be too large, otherwise the temporal signal variation due to the fading effects can cause missed detections which in turn results in underestimating the spectral occupancy.

The main contributions of this paper are as follows:

1) By assuming the channel state information (CSI) of the SU under selective fading being known to the PU, we model the problem of maximizing the throughput of the SU as the Capacity-based Optimization Problem (COP) and prove that COP is NP-hard.

2) A fully polynomial time approximation scheme (FPTAS) is proposed for COP, which provides a guaranteed approximation to the global optimal solution to COP. By changing the approximation parameter, we can get any desired approximation accuracy.

3) For the case in which CSI of the SU is unavailable to the PU, we further propose the Subcarrier-based Optimization Problem (SOP) as the surrogate problem of COP, with the aim of maximizing the total number of spare subcarriers for the SU. We prove that SOP can be exactly solved by a greedy algorithm with a polynomial-time complexity.

The remainder of this paper is organized as follows. In Section II, related work is discussed. In Section III, we introduce the system model, and define the effective capacity of a channel. In Section IV, COP is presented and is proved to be NP-hard. The FPTAS algorithm is proposed to approximate the global optimal solution. In Section V, we propose SOP as the surrogate problem of COP. A greedy algorithm for SOP is given and its global optimality is proved. In Section VI, we present the simulated performance of several approaches, including the optimal solution to COP, the FPTAS to COP, and the greedy algorithm to SOP. For the sake of comparison, the outcome of the uniform scheme is given as well. In Section VII, we summarize our conclusions.

II. RELATED WORK

A cognitive radio (CR) is a concept that was first defined in [2] as a radio device that can adapt its transmitter parameters to the operating environment. It is based on the concept of software defined radio [15] that can alter parameters such as frequency band, transmission power, and modulation scheme through changes in software. SUs can detect and utilize white spaces (also known as spectrum holes [16]) that are not fully used by PUs but must avoid interfering with active PUs [17].

There are three main cognitive radio network paradigms [4], namely underlay, overlay, and interweave. The underlay paradigm mandates that concurrent noncognitive and cognitive transmissions may occur only if the interference generated by the SU devices at the PU receivers is below some acceptable threshold, which is also referred to as the interference temperature [1]. Since the interference constraints in underlay systems are typically quite restrictive, this usually limits the SUs to short range communications.

The second paradigm, namely the overlay model, requires that the SU transmitter has the knowledge of codebook and messages of the PU. Under that model, the knowledge of the PU’s message and/or its codebook need to be exploited to either cancel or mitigate the interference seen at receivers of the SU and the PU. Therefore, it is assumed the PU’s message is known at the SU transmitter when the PU begins its transmission. However, that assumption is usually impractical for an initial transmission.

In this paper, we focus on the interweave model, which is based on the idea of opportunistic spectrum access (OSA) and is also referred to as spectrum overlay in [18]. By following the OSA strategy, the SU carries out spectrum sensing to detect white spaces, and reconfigures its transmission parameters (e.g., carrier frequency, bandwidth, and modulation scheme) to operate in the identified spectrum band. In addition, the SU needs to keep monitoring the spectrum on which it operates and quickly vacates the band whenever the PU becomes active.

To enable the SU to efficiently fill the spectral holes left by the PU without causing unacceptable interference, an OFDM-like reconfigurable subcarrier structure is usually employed. However, the adoption of OFDM structure in cognitive communication inevitably leads to dozens or even hundreds of subcarriers, which could significantly increase the sensing overheads of the SU. To address that problem, subcarrier grouping [19,20] can be employed, which bundles the subcarriers into groups and manages each subcarrier group as a channel in traffic allocation. To acquire the occupancy status of a channel, only a representative subcarrier of the channel needs to be sensed. Such a channel-based sensing strategy can significantly reduce the amount of sensing required.

The subcarrier grouping can be either uniform or non-uniform. Under the uniform grouping scheme, all channels have equal number of subcarriers. As the PU’s data rate is not always an integer multiple of the channel capacity, there is a gap between the total channel capacity offered to the PU and the actual spectrum it actually requires. That gap could inevitably reduce the capacity available to the SU, and will lower the spectrum utilization. Here we refer to the gap as the capacity loss due to fragmentation. A larger group size creates less number of channels, which enables the less amount of sensing. However, it may lead to more capacity loss due to fragmentation. In contrast, a smaller group size can reduce the capacity loss due to fragmentation, but it creates more channels, which unavoidably results in more sensing overheads.

To address that conflict, we have proposed a non-uniform bandwidth partition and traffic allocation scheme in [10], in which the number of subcarriers within the channels form a geometric sequence. Such a grouping scheme can achieve relatively low sensing overheads and diminishing capacity loss due to fragmentation simultaneously. The scheme we proposed has neither restrictions nor influence on the PU’s traffic profile, such as power of transmission, preambles, midambles and pilot patterns. Thus most existing spectrum sensing methods [21–25] can be adopted without altering their implementations or their properties. However, our discussion in [10] about the non-uniform scheme mainly focused on the non-fading situation. In this paper, we concentrate on how to maximize the SU throughput of the non-uniform scheme under fading.
In [26], we have proved the NP-hardness of COP, and have presented the greedy algorithm for SOP. In the current paper, the novelties consist of the following aspects: (1) The FPTAS is derived for COP as an approximation solution, and is modeled as a knapsack problem with non-integer weight constraints. (2) As conventional dynamic programming methods cannot be employed directly, we propose a novel dynamic programming algorithm for the FPTAS. (3) Additional simulations have been made to illustrate the performance differences between the FPTAS and the greedy algorithm.

Under frequency selective fading, the effective capacity of channels varies across different bands and time slots. To maximize the spectrum utilization, we have to allocate spectrum to the PU adaptively according to its current traffic volume and the instant effective capacity of the channels, which is essentially a process of spectrum adaption. Although the spectrum adaption approaches have been broadly adopted in wireless communications in varies forms, such as fine-grained channel access [27], flexible channelization [28], spectrum slicing [29], channel assembling and fragmentation [30, 31], etc., there are significant differences between the spectrum adaption approach we employed and those of existing literature, which are listed as follows:

First, our spectrum adaption is designed for the interweave paradigm, in which the PU and the SU share no channel. The SU keeps sensing and monitoring the channels and vacates any of them that will be used by the PU. Within an idle time-spectrum block, the SU can maximize its transmission power and data rates as long as its transmission does not interfere the adjacent channels. In contrast, the channel assembling and fragmentation of [31] aim to distribute the PU traffic flow evenly across all available channels. That strategy actually forms an underlay paradigm, and unavoidably limits the SU’s communication distance and data rate.

Secondly, our spectrum adaption scheme is based on the cooperation between the PU and the SU. The PU optimizes its bandwidth occupancy to minimize the capacity loss due to fragmentation and to leave as much idle bandwidth to the SU as possible. Such a cooperative strategy for traffic allocation can effectively lower the sensing overheads of the SU. In contrast, conventional spectrum adaption requires no cooperation from the PU. It is all up to the SU to perform spectrum sensing and monitoring. The randomly generated spectrum holes, which varies in size and position, inevitably make the design and implementation of the SU complex [17].

The performance of cognitive radio networks highly depends upon the activity of primary radio users. By modeling PU’s activity, SUs can predict the future state of PUs by learning from the history of their spectrum utilization, and then assign best available spectrum bands for their communication. The PU activity models employed in CRN can be classified into several categories: Markov process, queuing theory, time series, and ON/OFF periods, etc [32–35]. In prediction-based spectrum sensing, a CR user can skip the sensing duty on some channels that are predicted to be busy, thus reducing the sensing time and energy consumption.

As for the relationship between our scheme and PU activity models, the key points are summarized as follows: First, our scheme is based on spectrum occupancy regulation. The modeling of PU activity is a method for spectrum occupancy prediction. They are independent to each other and can be used cooperatively in practice. On one hand, our scheme aims to regulate the PU traffic allocation. That will make the spectrum occupancy become more concentrated by reducing the number of partially occupied channels, and will eventually leave more completely fully idle channels to SUs. The regulation of spectrum occupancy can ease the adoption of PU activity models. On the other hand, it is also feasible to use PU activity models to improve the performance of our scheme. At least, the correlation among the PU traffic sequences can be used to decrease the number of sensing operations. However, a detailed discussion about the design, implementation, and benefits is beyond the scope of the current work.

There are various efforts trying to maximize SU throughput in CRN. In [36], the coexistence problem under interference from multiple heterogeneous and independent secondary networks (SNs) was studied. An optimal coexistence strategy that can maximize the throughput achievable by an arbitrary SN was proposed. In [37], the problem of capacity maximization in CRNs was modeled as a link scheduling problem with the goal of selecting a maximum cardinality set of links including all the primary ones (with priority) and a subset of the secondary ones to transmit concurrently without causing interference to each other. All those problems were proved to be NP-hard, and polynomial time approximation algorithms were presented for better computation efficiency. However, there are evident differences between the methods of those cases and that of our scheme. For instance, both [36] and [37] focus on scheduling SUs’ activities, while our scheme aims to regularize PU’s activities and poses no constraints on SUs’ behaviors and policies. By minimizing the PU’s spectrum occupancy and the bandwidth loss due to fragmentation, we aim to maximize the amount of spare spectrum for SUs.

III. SYSTEM MODEL

We assume that the data transmissions of PUs and SUs are time slot based. For a particular spectrum band, we consider the scenario composed of a PU transmitter and multiple PU receivers. If there are more than one PU transmitters, we consider the one that is authorized for data transmission in the current time slot, either by the assignment of a negotiator or through a competition among the candidates.

As for the SUs, there is no restriction on how to utilize the idle spectrum. Thus the SUs can be organized either in a group with a centralized negotiator, or in a distributed ad-hoc manner. However, to make our discussion more tractable, we define a virtual SU on behalf of the actual SUs to perform spectrum sensing and access in the current time slot. The performance of the virtual SU, e.g., the SU throughput, is equal to the sum of the throughput of all members it represents. In this way, we can simplify the model in a time slot to be composed of one PU and one SU, and focus on the optimization of the PU traffic allocation.

As our work focuses on spectrum partition and PU traffic allocation, the system model we adopt actually makes no assumption on either the method for spectrum sensing or the model of
reporting channels. Therefore, for COP, any viable channel reporting mechanism, including the temporal dispersive reporting channels used in [38], can be employed by the SUs. However, any reporting mechanism would impose some overhead in the communications.

A. Bandwidth Partition

The entire bandwidth is denoted by $B_w$ (in Hz) with the maximum average data rate being denoted by $W$ (in bps) under additive white Gaussian noise (AWGN). The overall bandwidth is firstly partitioned equally into $2^M - 1$ subcarriers as $\{0, \cdots, 2^{M-2}\}$. Then the subcarriers are non-uniformly grouped to $M$ channels to form the set

$$B = \{\beta_0, \beta_1, \cdots, \beta_{M-1}\},$$

where $\beta_k$ is composed of $2^k$ ($k \in [0, M-1]$) subcarriers. The channel nominal capacity (in bps) is denoted by:

$$\hat{\beta}_k = \frac{2^k}{2^M - 1} W, \quad 0 \leq k \leq M - 1. \quad (2)$$

Here we assume that an OFDM-like structure is employed in the physical layer. That enables the channels to be composed of both the adjacent and non-adjacent subcarriers.

The numbers of subcarriers of the channel set $\{\beta_0, \cdots, \beta_{M-1}\}$ form a binary geometric sequence with the sum of $2^M - 1$. It is also possible to use other integer sequences for the spectrum partition and subcarrier grouping. For instance, Fibonacci sequence, or even more generally, any complete sequence [39] is viable for that purpose. However, it is evident that the binary geometric sequence has the least length, which is helpful to minimize the amount of sensing of SUs.

B. Effective Capacity

Under the non-fading situation, since the maximum average data rate is $W$ (bps), we have the capacity formula as follows:

$$W = B_w \log_2(1 + \frac{P_t}{\sigma_n^2}), \quad (3)$$

where $P_t$ is the average input power at the transmit antenna, and $\sigma_n^2$ is the white noise power of the channel.

Now we consider the frequency selective fading effect. We assume OFDM-like structures are adopted in the physical layers of both the PU and the SU, and the fading effect is approximately flat within each subcarrier. We further assume that the average transmission power is allocated to each subcarrier. Thus, denoting the channel gain of the $i$th subcarrier in the $n$th time slot by $h_i(n)$, the ergodic capacity of the $i$th subcarrier is

$$c(\alpha_i, n) = B_0 \log_2(1 + \frac{P_t}{\sigma_n^2} |h_i(n)|^2), \quad (4)$$

where

$$B_0 = \frac{B_w}{2^M - 1} = \frac{W}{(2^M - 1) \log_2(1 + \frac{P_t}{\sigma_n^2})}. \quad (5)$$

By assuming that the effective capacity of $\beta_k$ is the sum of the ergodic capacity of all its subcarriers, we have

$$c(\beta_k, n) = \sum_{i=1}^{2^k} c(\alpha_i, n) \quad (6a)$$

$$= B_0 \sum_{i=1}^{2^k} \log_2(1 + \frac{P_t}{\sigma_n^2} |h_i(n)|^2) \quad (6b)$$

$$= \sum_{i=1}^{2^k} \log_2(1 + \frac{P_t}{\sigma_n^2} |h_i(n)|^2) \quad (6c)$$

By setting

$$\eta(k, n) = 1 - \sum_{i=1}^{2^k} \log_2(1 + \frac{P_t}{\sigma_n^2} |h_i(n)|^2), \quad (7)$$

we have

$$c(\beta_k, n) = (1 - \eta(k, n)) \hat{\beta}_k, \quad 0 \leq k \leq M - 1. \quad (8)$$

The value of $\eta(k, n)$ denotes the ratio of capacity loss of $\beta_k$ in the $n$th time slot due to fading effect. Since all channels are subject to block fading, although in general $\eta(k, n)$ is time varying and channel dependent, its value can be considered to be approximately a constant for any particular channel in every time slot.

In addition, since our methods are designed to run in every time slot, in the following-up discussion, we simplify the notation $c(\beta_k, n)$ to $c(\beta_k)$, and $\eta(k, n)$ to $\eta(k)$ respectively. Thus Eq. (8) can be rewritten as:

$$c(\beta_k) = (1 - \eta(k)) \hat{\beta}_k, \quad 0 \leq k \leq M - 1. \quad (9)$$

Here we stress that the simplified expression shown above is merely for abbreviation, which will never change the time varying property of either $c(\beta_k)$ or $\eta(k)$.

As for the cases where the PU and the SU are subject to different fading effects, we further denote the capacity reduction factor of $\beta_k$ for the PU and the SU by $\eta_p(k)$ and $\eta_s(k)$. Accordingly, the effective capacity of the PU and the SU are denoted by $c_p(\beta_k)$ and $c_s(\beta_k)$ respectively.

C. PU Traffic Allocation

The PU traffic allocation is channel based. A channel as a whole is either allocated to the PU entirely or remains unused. Denoting the PU traffic in any time slot under consideration by $R(n)$, and the channel subset allocated to the PU by $B_p^{(n)}$, a feasible PU traffic allocation should satisfy the following constraint:

$$c_p(B_p^{(n)}) \geq R(n). \quad (10)$$

Since our methods are designed to be executed in every time slot, the variable $n$ is not necessarily to appear in the above equation. Thus the simplified formula can be written as follows:

$$c_p(B_p) \geq R. \quad (11)$$
Here we stress that the simplified notations do not alter the time varying property of $c(\cdot)$, $R$ and $B_p$ at all. The capacity loss due to bandwidth fragmentation caused by the PU traffic allocation is defined as the difference between $R$ and its actual allocated bandwidth, which is denoted as follows.

$$\Delta(B_p) = c_p(B_p) - R. \quad (12)$$

The selection of $B_p$ should ensure that $c_p(B_p)$ meets the bandwidth demand of $R$. That makes $\Delta(B_p) \geq 0$. In case the value of $R$ is greater than the maximum available bandwidth, the excessive part denoted by $\Delta(R) = R - c_p(B_p)$ can be buffered, and its transmission can be postponed until the following time slot.

Here we assume that the PU transmitter has perfect feedback of CSI from the PU receiver. Thereby the PU transmitter can estimate the current effective capacity of the channel, namely $c_p(\beta_k)$, within a time slot accurately and optimizes its traffic allocation accordingly.

**D. Spectrum Sensing and Access**

At the beginning of each time slot, the SU senses the status of a subcarrier to determine the status of the corresponding channel. If there is no PU transmission, the SU can utilize the time slot for its own transmission. Since all the subcarriers grouped into a channel share the same occupancy status, the SU only needs to sense any selected subcarrier in each channel and infers the entire channel’s occupancy status. In this way the overheads of sensing can be reduced significantly.

**IV. MAXIMIZATION OF CAPACITY**

We assume that the SU bandwidth demand is large, which can always use up all the spare capacity left by the PU. Therefore we have $B_s = B \setminus B_p$, where $B_s$ is the set of all idle channels available to the SU. Our objective is to maximize $c_s(B_s)$ by optimizing $B_p$. As $c_s(B_s)$ represents the effective capacity of $B_s$, the problem is referred to as COP (Capacity-based Optimization Problem) and is formulated as follows:

$$\max_{B_s \subseteq B} c_s(B_s) \quad \text{s.t.} \quad c_p(B_p) \geq R, \quad (13)$$

where $c_s(B_s) = \sum_{\beta_i \in B_s} c_s(\beta_i)$, $c_p(B_p) = \sum_{\beta_i \in B_p} c_p(\beta_i)$, and $R$ is the PU traffic in any time slot under consideration. On the computational complexity, we have the following conclusion.

**Theorem 1:** COP is NP-hard.

**Proof:** See Appendix A. \qed

Since COP is an NP-hard problem, there is no effective way to find the global optimal solution to it. A viable alternative is to resort to approximation methods. Among all existing approximation algorithms, FPTAS (Fully Polynomial-Time Approximation Scheme) is the best type that one can hope for an NP-hard optimization problem, if assuming $P \neq NP$ [40]. To employ the FPTAS algorithm, we first introduce some definitions as follows [41].

**Definition 1 (PTAS)** A polynomial-time approximation scheme (PTAS) is a type of algorithm $A_\varepsilon$ such that for each $\varepsilon > 0$, $A_\varepsilon$ is a $(1 + \varepsilon)$-approximation algorithm (for minimization problems) or a $(1 - \varepsilon)$-approximation (for maximization problems).

**Definition 2 (FPTAS)** A fully polynomial-time approximation scheme (FPTAS) is a PTAS such that the time complexity of $A_\varepsilon$ is bounded by a polynomial in the problem size and $1/\varepsilon$. From $B_s = B \setminus B_p$, we have

$$c_p(B_p) = c_p(B) - c_p(B_s). \quad (14)$$

Thus Eq. (13) can be equivalently written as follows:

$$\max_{B_s \subseteq B} c_s(B_s) \quad \text{s.t.} \quad c_p(B_s) \leq c_p(B) - R, \quad (15)$$

where $c_s(B_s) = \sum_{\beta_i \in B_s} c_s(\beta_i)$, $c_p(B_p) = \sum_{\beta_i \in B_p} c_p(\beta_i)$, and $R$ is the PU traffic in any time slot under consideration. In the following, we use $B_s^*$ to denote the optimal solution to Eq. (15).

For a particular channel $\beta_i$, if we define $c_s(\beta_i)$ as the value and $c_p(\beta_i)$ as the weight, Eq. (15) is obviously a 0-1 knapsack problem with the total weight limit as $c_p(B) - R$. The basic steps of the FPTAS for a knapsack problem are as follows.

We first use a greedy algorithm with the time complexity of $O(M)$ to obtain a solution to Eq. (15). The greedy algorithm goes through all the channels of $B$ and chooses the one with the largest $\mu c_s(\beta_i) / c_p(\beta_i)$ iteratively, under the constraint that $c_p(B_s) \leq c_p(B) - R$. We denote the outcome by $B_s^{(g)}$. It is evident that $c_s(B_s^{(g)}) \leq c_s(B_s^*)$.

Then we set $\mu = \frac{\varepsilon}{M} c_s(B_s^{(g)})$, where $\varepsilon > 0$ and $M = |B|$ is the total number of channels. We round each value $c_s(\beta_i)$ down to the nearest integer multiples of $\mu$ and define $c'_s(\beta_i) = \left\lfloor \frac{c_s(\beta_i)}{\mu} \right\rfloor$. Then we use the new integer value $c'_s(\beta_i)$ and the non-integer weight $c_p(\beta_i)$, a new knapsack problem as an approximation for COP is as follows.

$$\max_{B_s \subseteq B} \{c'_s(B_s)\} \quad \text{s.t.} \quad c_p(B_s) \leq c_p(B) - R. \quad (16)$$

The conventional method for solving a knapsack problem is based on dynamic programming. However, dynamic programming can not be employed directly, because the knapsack problem in Eq. (16) is based on a non-integer weight constraint. Here we provide an alternative dynamic programming algorithm in Alg. 1.

On the correctness of Alg. 1, we have the following conclusion.

**Lemma 1:** Alg. 1 always gives the optimal solution to the optimization problem of Eq. (16).

**Proof:** See Appendix B. \qed

**Lemma 2:** The time complexity of Alg. 1 is $O(M^2 \left\lceil \frac{M}{\mu} \right\rceil)$.

**Proof:** The time complexity of the first for-loop of Alg. 1, shown in Lines 3 to 5, is $O(V)$. Since $V = \sum_{i=1}^{M} \lfloor c'_s(\beta_i) \rfloor$, we have $O(V) = O(M \left\lceil \frac{c'_s(\beta_i)}{\mu} \right\rceil)$. For the second loop of Lines 6 to 15 the time complexity is $O(MV) = O(M^2 \left\lceil \frac{c'_s(\beta_i)}{\mu} \right\rceil)$. For the third one of Lines 17 to 23, the time complexity of Line 18 is $O(V)$, the total time complexity is $O(MV) = O(M^2 \left\lceil \frac{c'_s(\beta_i)}{\mu} \right\rceil)$. From all above, the time complexity of Alg. 1 is $O(M^2 \left\lceil \frac{c'_s(\beta_i)}{\mu} \right\rceil)$, or equivalently $O(M^2 \left\lceil \frac{M}{\mu} \right\rceil)$.

**Theorem 2:** Alg. 1 is an FPTAS for COP, i.e.,

$$c_s(B_s^*) > (1 - \varepsilon)c_s(B_s^*), \quad (17)$$
where $B_{i}^{s}$ is the output of Alg. 1, and $B_{i}^{∗}$ is the optimal solution to COP.

The proof is omitted as it is similar to that of Theorem 3.5 in [41].

VI. MAXIMIZATION OF SUBCARRIERS

Solving COP requires the PU to have the fading information of the SU. This is usually impractical, which may incur significant communication overheads and leads to implementation issues. In addition, as shown in Theorem 1, even if the SU fading information is known to the PU, COP is still an NP-hard problem. To address the complexity, we propose another surrogate problem as follows.

A. Subcarrier based Optimization Problem

If we target at maximizing the nominal capacity made available to SU, the problem reads

$$\max_{B_{i} \subseteq B} \hat{B}_{s} \quad \text{s.t.} \quad c_{p}(B_{p}) \geq R,$$

(18)

where $\hat{B}_{s} = \sum_{\beta_{i} \in B} \hat{\beta}_{i}$ and $c_{p}(B_{p}) = \sum_{\beta_{i} \in B_{p}} c_{p}(\beta_{i})$. As $\hat{\beta}_{i} = 2\hat{\beta}_{0}$, the above optimization essentially maximizes the number of subcarriers for the SU, and we term it Subcarrier based Optimization Problem (SOP).

For SOP, we show a greedy algorithms in Alg. 2 that achieves the global optimum with its complexity being $O(M)$, or $O(M \log M)$ if the sort operation is taken into account.

Algorithm 1: An approximation scheme for COP.

Input: $M$, $\varepsilon$, $c_{s}(\beta_{i}) \ (0 \leq i \leq M - 1)$

Output: $B_{i}^{s}$

1: $V \leftarrow \sum_{i=1}^{M} c_{s}^{\prime}(\beta_{i-1})$, where $\varepsilon > 0$, $\mu := \frac{\varepsilon}{M} c_{s}(B_{i}^{s(g)})$ and $c_{s}^{\prime}(\beta_{i}) := \frac{c_{s}(\beta_{i})}{\mu}$

2: $w[0, 0] \leftarrow 0$

3: for $k := 1$ to $V$

4: $w[0, k] \leftarrow \infty$

5: end for

6: for $i := 1$ to $M$

7: for $k := 0$ to $V$

8: if $k \leq c_{s}^{\prime}(\beta_{i-1})$

9: $w[i, k] \leftarrow \min\{w[i - 1, k], c_{p}(\beta_{i-1})\}$

10: else

11: $w[i, k] \leftarrow \min\{w[i - 1, k], c_{p}(\beta_{i-1}) + w[i - 1, k - c_{s}^{\prime}(\beta_{i-1})]\}$

12: end if

13: end for

14: end for

15: $U \leftarrow c_{p}(B) - R, B_{i}^{s} \leftarrow \emptyset$

16: for $i := M$ down to 1

17: $k := \arg \max\{w[i, z] | w[i, z] \leq U\}$

18: if $w[i, k] \neq w[i - 1, k]$

19: $U \leftarrow U - c_{p}(\beta_{i-1})$

20: $B_{i}^{s} \leftarrow B_{i}^{s} \cup \beta_{i-1}$

21: end if

22: end for

23: return $(B_{i}^{s})$

Algorithm 2: Greedy method for PU traffic allocation for SOP.

Input: $M$, $R$, $c_{p}(\beta_{i}) \ (0 \leq i \leq M - 1)$

Output: $B_{i}^{s}$

1: $x_{i} \leftarrow 1 \ (\forall i, 0 \leq i \leq M - 1), w \leftarrow c_{p}(B)$

2: for $i := M - 1$ down to 0

3: if $w - c_{p}(\beta_{i}) < R$

4: continue

5: else

6: $w \leftarrow (w - c_{p}(\beta_{i})), x_{i} \leftarrow 0$

7: if $w = R = 0$

8: break

9: end if

10: end if

11: end for

12: $B_{i}^{s} \leftarrow \{\beta_{i} | x_{i} = 0, 0 \leq i \leq M - 1\}$

13: return $(B_{i}^{s})$

Theorem 3: Alg. 2 gives the global optimal solution to SOP.

Proof: We use $N(\cdot)$ to denote the number of subcarriers of a channel or a channel set. Alg. 2 starts its iteration from $\beta_{M-1}$ and goes through the channels in descending order of the number of their subcarriers as $B = \{\beta_{M-1}, \beta_{M-2}, \ldots, \beta_{0}\}$, where $\beta_{M-1}$ is the widest channel and $\beta_{0}$ the narrowest one. Because the numbers of subcarriers of all channels are all powers of two, we have, for channel set $B$, the following inequality for any integer $k ∈ [1, M - 1]$: $N(\beta_{k}) > \sum_{j=0}^{k-1} N(\beta^{j}).$

(19)

For any given $R$, Alg. 2 partitions the channel set $B$ into two disjoint subsets $B_{s}$ and $B_{p}$. Suppose $B_{s}$ has $m$ elements. We sort the channels of $B_{s}$ in descending order of their numbers of subcarriers: $B_{s} = \{\beta_{m-1}, \beta_{m-2}, \ldots, \beta_{0}\}$, where $k_{i} (0 \leq i < m - 1)$ is the original index of $\beta_{i}$ in $B$. Thus for all $i$ and $j$, $0 \leq i < j \leq m - 1$, we have $N(\beta_{i}) < N(\beta_{j})$. Now we assume that there exists a better solution of $l$ elements, denoted by $B_{s} = \{\beta_{1}^{(k_{1})}, \beta_{2}^{(k_{2})}, \ldots, \beta_{0}^{(k_{0})}\} \subseteq B$, which contains more subcarriers than $B_{s}$ though still satisfies the PU demand $R$, where $k_{i} (0 \leq i < l - 1)$ is the original index of $\beta_{i}$ in $B$. The channels of $B_{s}$ are also sorted in descending order in the number of subcarriers.

If $k_{l-1} \leq k_{m-1}$, then by the property stated in Eq. (19), the total number of subcarriers in $B_{s}$ is at least as large as that of $B_{s}$, contradicting the assumption that the latter is a better solution.

Suppose therefore $k_{l-1} > k_{m-1}$. For solution $B_{s}$, the capacity by channels from $B_{s} \setminus B_{p}$ meets the PU demand $R$, otherwise $B_{s}$ is not a valid solution. Consider now the step in which Alg. 2 examines $\beta_{j}^{(k_{j+1})}$. Note that, as $k_{l-1} > k_{m-1}$, set $B_{s}$ is empty at this stage, i.e., no channel has been taken by the SU and hence all channels considered prior to $k_{l-1}$ have been allocated to the PU by the algorithm. Because $B \setminus B_{s} \subseteq B \setminus \{\beta_{l-1}^{(k_{l-1})}\}$, the
channel subset \( \{ \beta_j : 0 \leq j < k_i^{(k-1)} \} \), together with the channels allocated prior to \( \beta_i^{(k-1)} \), can accommodate the PU demand \( R \).
Hence Alg. 2 would have selected \( \beta_i^{(k-1)} \) to be in \( B_s \), contradicting that \( k_i^{(k-1)} > k_{m-1} \), and the theorem follows. 

Theorem 3 shows that SOP can be solved by a greedy algorithm, with the time complexity of \( O(M \log M) \) at most.

### B. Equivalence to COP under Flat Fading

Under flat fading, the PU and the SU are subject to the same percent of capacity loss for every channel. For this specific situation, we have the following conclusion.

**Corollary 1:** COP is equivalent to SOP under flat fading.

*Proof:* Under flat fading, \( \eta(k) \) is uniform for all channels. From Eq. (9), the problem of Eq. (13) becomes identical to that of Eq. (18), which makes COP equivalent to SOP. 

Therefore under flat fading, the solution to SOP achieved by Alg. 2 is exactly the global optimal solution to COP.

In practice, as the channel fading is usually frequency selective, Alg. 2 does not necessarily bring us the optimal solution to COP. We will evaluate the actual performance of Alg. 2 and compare it to the optimal solution to COP later in the simulation part.

### VI. NUMERICAL SIMULATIONS

In this section, we evaluate the performance of the FPTAS for COP and the greedy algorithm for SOP by simulations. The effective capacity of the SU obtained by the FPTAS and the greedy algorithm is calculated and then compared with that of the optimal solution to COP. As COP is NP-hard, the exhaustive search method is adopted to find the optimal allocation of the PU traffic. The SU throughput under the conventional subcarrier equal grouping scheme with the sequential allocation approach is also presented for the purpose of comparison.

As a typical and popular subcarrier grouping scheme, equal grouping has been widely adopted in the existing literature. For example, in [42], a cyclic strategy was adopted to allocate all the subcarriers evenly to the users, with the aim of spreading each user’s subcarriers as far as possible. The effect of the cyclic strategy was actually identical to dividing and grouping the subcarriers evenly. Similarly, in [19], a subcarrier selector matrix was defined for each group to divide the set of all subcarriers evenly into \( n \) groups, each of which was composed by \( P \) flat subcarriers. In [43], subcarriers were split evenly into \( q \) groups each of which was composed by \( n \) subcarriers. Compared with existing subcarrier grouping schemes, the main outcome of our scheme lies in the following aspects: (1) decreasing the sensing amount needed by SU; (2) reducing the spectrum waste due to fragmentation as much as possible. Although the equal grouping scheme can reduce the sensing amount as well, it cannot achieve (1) and (2) at the same time.

As for the implementation of the equal grouping scheme, since we pose neither restriction on its group composition, nor on the sequence of sensing, a subcarrier group may consist of both adjacent subcarriers and non-adjacent ones, and the spectrum sensing operations can be performed either sequentially or randomly. These aspects allow the equal grouping scheme to represent a broad category of spectrum allocation cases.

Some parameters for the simulations are as follows. The total licensed bandwidth in Hz is set to \( B_w = 1 \)MHz, with its maximum data rate being \( W = 7.5 \)Mbps. The PU traffic series is generated by following a truncated Poisson distribution on \([0, W]\) with the parameter \( \lambda \). The value of \( \lambda \) is set to 0.35W and 0.65W for the light and heavy PU traffic patterns respectively. The number of PU traffic samples is set to be 600.

The channels are supposed to be subject to white Gaussian noise of \( N(0, \sigma_n^2) \). From Eq. (3), we have the signal to noise ratio as \( T_i/\sigma_n^2 \approx 23 \)dB. We use Rayleigh fading to emulate the channel fading. The probability distribution function of the channel response envelope is \( f(v; b) = \frac{v}{\sigma_n^2} \exp \left( \frac{-v^2}{2\sigma_n^2} \right) \). Varying the value of parameter \( b \) generates different levels of fading severity. A smaller value of \( b \) makes the fading impact more severe. As \( b(k, n) \sim f(v; b) \), we first construct the effective capacity data set for the subcarriers from Eq. (4). Then we obtain the effective capacity of the channels by following different grouping schemes.

Fig. 1 (a)-(c) show the variations of the average effective capacity of the SU with regard to the numbers of channels. The abbreviations used are as follows: (1) COP-opt, the exhaustive search method for COP; (2) COP-fpt, the FPTAS for COP; (3) SOP-gdy, the greedy algorithm for SOP; (4) Eq-grp, the conventional equal grouping together with the sequential bandwidth allocation method.

We note that all curves in Fig. 1 (a)-(c) basically follow the same trend. With the growth of \( M \), the curves of the average effective capacity first grow rapidly, then decelerate gradually, and finally approach the maximum value. As COP-opt is the global optimal solution, its curve represents the upper bound for the other methods.

The reason of the zig-zag curves of Eq-grp lies in the capacity loss due to spectrum fragmentation caused by the equal grouping of subcarriers. As we assume that the SU always vacates the channels occupied by PU, the spectrum fragments left by the PU lead to waste of bandwidth, because such fragments can not be utilized by either the PU or the SU. With the increase of the channel number, the zig-zag behavior of the uniform scheme becomes diminishing due to the finer bandwidth partition granularity.

Under the light PU traffic \( (\lambda = 0.35W) \), the outcome of COP-opt for the largest number of channels considered is around 0.415W, indicating the maximum value of the average effective capacity of the SU under Rayleigh fading \( (b = 0.5) \). The difference between the value of \( W \) and the sum of the average bandwidth consumption of the PU and the SU is due to the capacity loss caused by channel fading.

When the number of channels is small, e.g. \( M \leq 6 \), the value of COP-opt is clearly below 0.415W. The difference is due to the capacity loss caused by bandwidth fragmentation, i.e., \( \Delta(B_p) \), which was defined in Eq. (12). With the growth of \( M \), the value of \( \Delta(B_p) \) decreases rapidly, and the curve of COP-opt rises quickly. The growing effective capacity illustrates the capacity gain obtained from the finer partition granularity. However, the capacity gain quickly becomes diminishing when \( M \) keeps growing. When \( M \geq 8 \), the partition granularity is quite small (i.e. \( \frac{1}{206}W \approx 0.39%W \)) and the gain almost disappears.

Although the curve of COP-fpt resembles that of COP-opt,
there are apparent gaps between the curves of COP-fpt and COP-opt in the cases of $\epsilon = 0.8$ and $\epsilon = 0.4$. Reducing the value of $\epsilon$ decreases the gap and improves the approximation accuracy accordingly. When $\epsilon = 0.1$, the curves of COP-fpt and COP-opt are quite close.

As for SOP-gdy, its curve is almost overlapping with that of COP-opt. In the zoom-in boxes, it is evident that the gaps between SOP-gdy and COP-opt is very little and even negligible. That feature demonstrates the good performance of SOP-gdy. A reason for the good performance of SOP-gdy lies in the averaging effect. In the simulations, the effective capacity of each channel is obtained by summing up those of its subcarriers. Although the subcarrier capacity varies significantly under frequency-selective fading, the variation of the channel capacity is counterbalanced by the offsetting effect among its subcarriers. In addition, the variation is further flattened by the averaging effect over time.

Unlike the FPTAS, the greedy algorithm for SOP does not require the PU to acquire the channel fading information of the SU. Besides that, its time complexity is $O(M)$, or $O(M \log M)$ if counting into the sorting operations. This is much better than that of the FPTAS, which is at least $O(M^3)$. However, the greedy algorithm does not provide any performance guarantee.

In Fig. 1 (d)(e), we change the parameter $b$ of Rayleigh fading from 0.5 to 0.3 and 0.7 respectively to illustrate the impact of severer or milder channel fading on the effective capacity. The parameter setting is identical to that of Fig. 1 (c) except the value of parameter $b$. It is clear that the general trend of the curves keeps the same, although the average effective capacity decreases or increases respectively. For the Rayleigh fading model, a larger value of the parameter $b$ of the Rayleigh model leads to relatively less fading impact, which results in a higher SU throughput.

In Fig. 1 (f), we further simulate the effective capacity under the heavy PU traffic by setting $\lambda = 0.65W$ with the rest parameters being unchanged. The curves keep the similar shape as well, except that the maximum effective capacity becomes obviously lower. All the results demonstrate the robustness of both COP-fpt and SOP-gdy with regard to various fading severity and different levels of PU traffic.

To sum up, from the simulation results, it is clear that the outputs of both the FPTAS and the greedy algorithm resemble that of the optimal solution closely. Moreover, under the non-uniform bandwidth partition scheme, the greedy algorithm is superior to the FPTAS because it does not require any fading information of the SU. In addition to that, it also has much lower time complexity than the FPTAS. In contrast, the FPTAS is superior to the greedy one for its strict approximation guarantee. By tuning the value of $\epsilon$, we can get any desired approximation accuracy. Besides that, the FPTAS has a much wider applicability. It can be used not only for the particular non-uniform bandwidth partition scheme in this paper, but also for more general multiple-channel communication cases.

However, when using the FPTAS, the number of channels does matter. A small number of channels may cause significant capacity loss due to bandwidth fragmentation, while an overly large number of channels may unnecessarily increase the time complexity. Thus a tradeoff between the accuracy and complexity needs to be considered carefully.
VII. CONCLUDING SUMMARY

In this paper, bandwidth partition and allocation are studied to optimize the spectrum utilization in cognitive communications under the interweave paradigm. We formalize the optimization of the spectrum utilization as a problem of optimizing the PU traffic allocation, namely COP. In addition, we further study the problem of maximizing the spare subcarriers, namely SOP, as the surrogate problem of COP.

By theoretical analysis and numerical simulations, the outcomes of both the FPTAS and the greedy algorithm are quite close to the optimal solution. The advantages of the FPTAS for COP include its approximation guarantee and wide applicability. The greedy algorithm is good at its high approximation performance under low time complexity and its non-requirement for fading information.

FPTAS has clearly higher complexity than the greedy algorithm; however, this comes with the advantage of performance guarantee. Moreover, because the complexity is a polynomial, by algorithm theory [40, 41] it is scalable, unlike exponential-time algorithms. As for the greedy algorithm for SOP, although it performs quite well in our simulations, its effect relies heavily on the spectrum partition based on the geometric sequence, which makes its applicability highly limited.

Our discussions in this work focus on a geometric structure based non-uniform partition scheme. In our future work, the discussion would be extended to more general non-uniform partition schemes.

APPENDICES

A. Proof of Theorem 1

We derive a proof via a polynomial-time reduction from the partition problem [44], which is known to be NP-complete. Given a set of positive integers \(a_1, a_2, \ldots, a_L\), the partition problem is to determine whether or not the set can be partitioned into two subsets with equal sum. Without any loss of generality, we can assume that the sum of all elements, \(\sum_{k=1}^{L} a_k\), is an even number, because otherwise the problem has the trivial answer of no. Thus if the partition problem has a solution, then each of the two subsets has sum \(\frac{\sum_{k=1}^{L} a_k}{2}\).

We define an instance of problem in Eq. (13) as follows. There are \(M = L\) channels \(0, 1, \ldots, M - 1\). For channel \(k\), \(0 \leq k < M\), \(c(\beta_k) = a_k\), the PU traffic demand \(R = \sum_{k=1}^{L} a_k\). Moreover, the special case of identical fading for PU and SU is considered, i.e., \(\eta_p(k) = \eta_f(k) = \eta (1 \leq k \leq M - 1)\). In this case, \(c(\cdot)\) is simplified as \(c(\cdot)\), and the expression of \(c(B_s)\) reads \(c(B_s) = \sum_{\beta_k \in B_s} c(\beta_k) = W - \sum_{k=0}^{M-1} \eta \beta_k - \sum_{\beta_k \in B_s} c(\beta_k).\) Note that the first two terms are constants (i.e., not dependent on the PU traffic allocation).

For the instance of Eq. (13) above defined, consider the following recognition version: Is there a PU traffic allocation \(B_p\) such that the total capacity of SU is at least \(W - \sum_{k=0}^{M-1} \eta \beta_k - \frac{\sum_{k=1}^{L} a_k}{2}\) ? Note that to satisfy the PU traffic demand, the corresponding constraint reads \(\sum_{\beta_k \in B_p} a_k \geq \frac{\sum_{k=1}^{L} a_k}{2}\). At the same time, if \(c(B_s)\) can be at least \(W - \sum_{k=0}^{M-1} \eta \beta_k - \frac{\sum_{k=1}^{L} a_k}{2}\), then \(\sum_{\beta_k \in B_p} a_k \leq \frac{\sum_{k=1}^{L} a_k}{2}\). Therefore, the recognition version is equivalent to answering whether or not \(B_p\) can be chosen such that \(\sum_{\beta_k \in B_p} a_k = \frac{\sum_{k=1}^{L} a_k}{2}\), which is in fact the partition problem. Hence the recognition version of (13) is NP-complete, and consequently the optimization version is NP-hard. \(\square\)

B. Proof of Lemma 1

Let

\[ B_i = \{\beta_j \mid 0 < j \leq i\} \quad (1 \leq i \leq M). \]  

(20)

\(B_i\) represents the channel set composed of the first \(i\) channels of \(B\). We first prove that \(w[i, k]\) obtained in Alg. 1 represents the minimal weight for any channel set \(X (X \subseteq B_i)\) with the value being constrained by \(k\), i.e.,

\[ w[i, k] = \min_{X \subseteq B_i} \{ c_p(X) \mid c'_s(X) \geq k \}, \]  

(21)

where \(1 \leq i \leq M\) and \(0 \leq k \leq V (V = \sum_{k=0}^{M} c'_s(\beta_{i-1}))\). Here we prove it by induction.

For \(i = 0\), we define \(B_0\) to be the empty set. As shown in Alg. 1, \(w[0, 0]\) is set to zero and \(w[0, k]\) \((0 < k \leq V)\) is set to \(\infty\). Here \(\infty\) represents the weight of a non-existing solution. Now we prove that the right hand side of Eq. (21) gives exactly the same results as that of Alg. 1. We consider two subcases as follows.

(a) For \(i = 0\) and \(k = 0\), since \(B_0 = \emptyset\), we have

\[ \min_{X \subseteq B_0} \{ c_p(X) \mid c'_s(X) \geq 0 \} = c_p(\emptyset) = 0. \]  

(22)

(b) For \(i = 0\) and \(k > 0\), since \(B_0 = \emptyset\), there is no valid solution that can satisfy the non-zero value constraint. Thus we have

\[ \min_{X \subseteq B_0} \{ c_p(X) \mid c'_s(X) \geq k \} = \infty \quad (\forall k \in [1, V]). \]  

(23)

From (a) and (b), we can conclude that Eq. (21) holds for \(i = 0\).

We further consider the case of \(i > 1\). By following Alg. 1, we have

\[ w[i, k] = \begin{cases} 
\min \{w[0, 0], c_p(\beta_0)\}, & k = 0; \\
\min \{w[0, k], c_p(\beta_0)\}, & 0 < k \leq c'_s(\beta_0); \\
\min \{w[0, k], c_p(\beta_0) + w[0, k - c'_s(\beta_0)]\}, & k > c'_s(\beta_0); \\
0, & k = 0; \\
c_p(\beta_0), & 0 < k \leq c'_s(\beta_0); \\
\infty, & k > c'_s(\beta_0). 
\end{cases} \]  

(24a)

(24b)

As for the right hand side of Eq. (21), \(i = 1\) implies that \(B_1 = \{\beta_0\}\). Based on that, we consider three situations as follows.

(1a) If \(k = 0\), the empty set is clearly the optimal set. From \(c_p(\emptyset) = 0\), we have

\[ \min_{X \subseteq B_1} \{ c_p(X) \mid c'_s(X) \geq k \}\big|_{k=0} = c_p(\emptyset) = 0. \]  

(25)

(1b) If \(0 < k \leq c'_s(\beta_0)\), there is only one set \(\{\beta_0\}\) that can meet the value constraint. Thus we have

\[ \min_{X \subseteq B_1} \{ c_p(X) \mid c'_s(X) \geq k \}\big|_{0<k\leq c'_s(\beta_0)} = c_p(\beta_0). \]  

(26)
(1c) If $k > c'_b(\beta_0)$, neither $\emptyset$ nor $\{\beta_0\}$ can satisfy the value constraint. Thus we have
\[ \min_{X \subseteq B_1} \{ c_p(X) \mid c'_b(X) \geq k \} \mid_{k > c'_b(\beta_0)} = \infty. \] (27)

From (1a), (1b) and (1c), it is clear that Eq. (21) holds for $i = 1$.

Suppose Eq. (21) holds for $i = n - 1$, namely $w[n - 1, k]$ is the minimal weight for any channel set $X \subseteq B_{n-1}$ under the value constraint of $k$, i.e.,
\[ w[n - 1, k] = \min_{X \subseteq B_{n-1}} \{ c_p(X) \mid c'_b(X) \geq k \}. \] (28)

Now we prove Eq. (21) holds for $i = n$, namely
\[ w[n, k] = \min_{X \subseteq B_n} \{ c_p(X) \mid c'_b(X) \geq k \}, \] (29)
where $B_i = B_{i-1} \cup \{ \beta_{n-1} \}$. We make the discussion under two situations as follows.

(2a) If $k \leq c'_b(\beta_{n-1})$, we further consider two subcases, i.e., whether or not $\beta_{n-1}$ belongs to the optimal channel set for $i = n$.

If it does, as $\beta_{n-1}$ can satisfy the value constraint of $k$ on its own and no other channels are needed, the optimal channel set must be $\{ \beta_{n-1} \}$, and the minimal weight is $c_p(\beta_{n-1})$. On the contrary, if $\beta_{n-1}$ is not within the optimal set, since $B_n \setminus \{ \beta_{n-1} \} = B_{n-1}$, the weight optimization performed on $B_n$ is equivalent to that on $B_{n-1}$, which has been defined by Eq. (28). Thus the minimal weight must be the smaller outcome of these two subcases, i.e.,
\[ \min_{X \subseteq B_n} \{ c_p(X) \mid c'_b(X) \geq k \} \] (30a) as,
\[ = \min_{X \subseteq B_{n-1}} \{ c_p(X) \mid c'_b(X) \geq k, c_p(\beta_{n-1}) \} \] (30b) as,
\[ = \min \{ w[n - 1, k], c_p(\beta_{n-1}) \}. \] (30c)

(2b) If $k > c'_b(\beta_{n-1})$, channel $\beta_{n-1}$ can not solely match the value constraint. We again consider two subcases as follows. If $\beta_{n-1}$ is within the optimal channel set for $i = n$, since $\beta_{n-1}$ contributes the value of $c'_b(\beta_{n-1})$, the remaining part of the channel set has to meet the value constraint of $k - c'_b(\beta_{n-1})$. Then the optimization becomes
\[ \min_{X \subseteq B_n} \{ c_p(X) \mid c'_b(X) \geq k \} \] (31a) as,
\[ = c_p(\beta_{n-1}) + \min_{X \subseteq B_{n-1}} \{ c_p(X) \mid c'_b(X) \geq k - c'_b(\beta_{n-1}) \} \] (31b) as,
\[ = c_p(\beta_{n-1}) + w[n - 1, k - c'_b(\beta_{n-1})]. \] (31c)

If $\beta_{n-1}$ is not part of the optimal solution, we just make the optimization on $B_{n-1}$ under the original value constraint, i.e.,
\[ \min_{X \subseteq B_{n-1}} \{ c_p(X) \mid c'_b(X) \geq k \} \] (32a) as,
\[ = \min_{X \subseteq B_{n-1}} \{ c_p(X) \mid c'_b(X) \geq k \} \] (32b) as,
\[ = w[n - 1, k]. \] (32c)

By combining those two subcases, we have the final expression as follows.
\[ \min_{X \subseteq B_n} \{ c_p(X) \mid c'_b(X) \geq k \} = \min \{ w[n - 1, k], \] (33)
\[ c_p(\beta_{n-1}) + w[n - 1, k - c'_b(\beta_{n-1})] \}. \]

From the results of (2a) and (2b), it is clear that Eq. (30a) and Eq. (33) give the identical definition of $w[i, k]$ as in Alg. 1 (Lines 9, 11 and 12)). Thus Eq. (29) holds for $i = n$. By using the principle of induction, we know that Eq. (21) holds.

Next we prove that the output of Alg. 1 is the optimal set to Eq. (16), namely $c'_b(B^*_n)$ being the maximal value under the weight constraint of $c_p(B) - R$. We prove that by contradiction.

Suppose there exists an optimal channel set $B^*_n$ other than $B^*_n$, whose value is $c'_b(B^*_n)$. We assume $c'_b(B^*_n)$ is better than that of $B^*_n$, i.e.,
\[ c'_b(B^*_n) > c'_b(B^*_n). \] (34)

As all values are integers, without loss of generality, we further set
\[ c'_b(B^*_n) = c'_b(B^*_n) + 1. \] (35)

By following Alg. 1 (Lines 17 to 23), we have
\[ c'_b(B^*_n) = \max \{ w[M, z] \mid w[M, z] \leq c_p(B) - R \}. \] (36)

From the above equation we immediately have
\[ w[M, c'_b(B^*_n)] \leq c_p(B) - R. \] (37)

By considering the monotonicity of $w[M, k]$ with respect to $k$, it is easy to get
\[ w[M, c'_b(B^*_n) + 1] > c_p(B) - R. \] (38)

By applying Eq. (21) to $w[M, c'_b(B^*_n)]$, we have
\[ w[M, c'_b(B^*_n)] = \min_{X \subseteq B_n} \{ c_p(X) \mid c'_b(X) \geq c'_b(B^*_n) \}. \] (39)

From the above equation, we immediately have
\[ c_p(B^*_n) \geq w[M, c'_b(B^*_n)] \] (40a) as,
\[ = w[M, c'_b(B^*_n) + 1] \] (40b) as,
\[ > c_p(B) - R. \] (40c)

It is clear that $B^*_n$ violates the weight constraint. Thus the assumption of Eq. (34) must be incorrect, and the result follows. □
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