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Abstract

Nowadays cloud computing adoption as a form of hosted application and services is widespread due to decreasing costs of hardware, software, and maintenance. Cloud enables access to a shared pool of virtual resources hosted in large energy-hungry data centers for diverse information and communication services with dynamic workloads. The huge energy consumption of cloud data centers results in high electricity bills as well as emission of a large amount of carbon dioxide gas. Needless to say, efficient resource management in cloud environments has become one of the most important priorities of cloud providers and consequently has increased the interest of researchers to propose novel energy saving solutions. This chapter presents a scientific and taxonomic survey of recent energy efficient cloud resource management solutions in cloud environments. The main objective of this study is to propose a novel complete taxonomy for energy-efficient cloud resource management solutions, review recent research advancements in this area, classify the existing techniques based on our proposed taxonomy, and open up new research directions. Besides, it reviews and surveys the literature in the range of 2015 through 2021 in the subject of energy-efficient cloud resource management techniques and maps them to its proposed taxonomy, which unveils novel research directions and facilitates the conduction of future researches.
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1 Introduction

Cloud computing is an internet-based paradigm with the capability of delivering service model including infrastructure, platform, and software as services, which are made available as subscription-based services under the circumstance of a pay-as-you-go model to consumers. In other words, there is a pool of computing resources that consumers can access them on-demand[1]. There are varieties of definitions of cloud computing but the U.S National Institute of Standards and Technology (NIST) in its definition of cloud computing [2] describes “a "Measured Service" as being one of the five essential characteristics of the cloud computing model. Providing data on measurable capabilities (such as; quality of service, security features, availability and reliability) gives the cloud service customer the opportunity to make informed choices and to gain understanding of the state of the service being delivered. It also gives the cloud service provider the opportunity to present the properties of their cloud services to the cloud service customer”.

Some of the important features of cloud computing are on-demand self-service provisioning, broad network access necessity, availability of resource pools, multi-tenancy, and elasticity. As depicted in figure 1, there are three main cloud service models: Infrastructure as a service (IaaS), Platform as a service (PaaS), and Software as a service (SaaS) [3].
In addition to traditional cloud services, there is a new type of cloud service called CaaS that has been introduced recently [4]. A particular example of container management system can be mentioned as Docker that permits developers to define containers for their application and develop, run and manage their applications without any concern about the underlying infrastructure and required software [5]. Containers share the same host operating system kernel, and they have communication with physical hardware via system call that is much faster than the traditional communication-based hypervisor. Accordingly, they are defined as lightweight virtual environments compared to virtual machines that provide an isolation layer between workloads without the overhead of hypervisor-based virtualization. A Container as a building block of CaaS cloud model suggests an isolated virtual environment without any monitoring media such as hypervisor that is existed in traditional systems [4]. Containerization increases the efficiency of resource utilization compared to virtual machines. Google container engine and Amazon Elastic Container Service (Amazon ECS) currently supply this new method.

![Cloud service model](image)

**Figure 1: Cloud service model**

### 1.1 Motivation and contribution

With the rapid ever-increasing demand to access diverse information and communication technology services based on the cloud service delivery model, the number of huge energy-hungry cloud data centers is increasing rapidly. Thus, these days energy consumption in cloud environments is a Crucial issue. A data center will consume the energy of about 1000TWH in next ten years (2013-2025) [6]. The percentage of energy consumption by the data centers and cooling systems will reach 5% of the total energy consumption in the world. Energy consumption leads to operational cost and environmental implications such as global warming [7].

This key challenge leads to a rethink about the techniques and research strategies to lessen energy consumption as a crucial matter in the cloud environment. To overwhelm this challenge, there are various solutions that researchers have introduced; among them, resource management techniques play a significant role. Nonetheless, energy efficiency is still a challenge for future researchers [8].

Virtualization technique enable cloud providers to create multiple Virtual Machine(VM) instances on a single physical server, or multiple containers on a VM or a physical server which makes it possible to have servers with higher utilization. The dynamic consolidation of both VMs and containers through live migration is an efficient approaches for saving energy in cloud data centers [9].

Although the recent technological developments and paradigms including High Performance Computing (HPC), containerization, exascale computing, and processing at network edge appear to yield new opportunities for cloud computing, they are also creating new challenges and demands for new approaches and research strategies.

Container technology has emerged thanks to Docker [10] which has boosted in both academia and industry. It provides a way to package an application that can be run with its dependencies and libraries isolated from other applications. Containers arose as a lightweight alternative of VMs that
present better microservice architecture supports. The technology of container is strongly supported by PaaS, IaaS, and Internet Service Providers. Traditional hypervisor-based solutions are virtualized at the hardware level, while containerization provides virtualization at the operating system level. The containers interact with each other via system standard calls and they do not have any information about themselves [11]. Although VM technology needs to have an individual operating system for each VM, only one operating system can serve all containers in container technology. So, container technology provides more lightweight virtual systems which makes it possible to utilize system resources such as CPU, RAM, and network bandwidth more efficiently [10]. This happens owing to Linux kernel’s cgroups and namespaces which are used by docker. Besides, utilizing container technology considerably decreases startup time and the expected resources for each image in comparison with VM technology. To exemplify, a container requires 50 milliseconds to start, while a VM is activated in 30-40 seconds [12].

Many Internet companies have embraced this technology and containers have become the de-facto standard for creating, publishing, and running applications. On the other side, there are still impediments and challenges in container-based virtualization demanding to be addressed, including security issues, in particular during migration, dynamic resource allocation, and energy consumption [13]. Container orchestration appears to yield several possibilities for cloud and application providers to determine how to select, deploy, monitor, and dynamically manage the configuration of containers in the cloud. It is also involved with the management at runtime to support the deploy, run, and maintain states [14]. As a consequence, an especially serious problem to address in this context is the scheduling or placement of containerized applications on the available hosts along with VM consolidation. Our main contributions are as follows:

- Addressing an Energy-aware cloud resource management problem.
- Proposing taxonomies for energy-aware resource management techniques in the cloud environment.
- Studying and reviewing the important issues and parameters in the literature for energy-aware cloud resource management approaches.
- Proposing open research directions related to energy-aware resource management problem in cloud environment.

The aim of this chapter is to express the importance of energy-efficient resource management in cloud environments and present a scientific and taxonomic survey of the relevant recent literature in the period of 2015 through 2021. We propose a novel taxonomy for the subject of energy-efficient resource management in cloud environments and categorize the most recent papers utilizing our proposed taxonomy. In this chapter, we address nine other survey papers in the literature as our related work which are about energy-efficient resource management. We also evaluate the cons and pros of these papers and compare them with our survey based on our proposed taxonomy. In addition, we study and compare 32 articles based on our proposed taxonomy.

Our proposed taxonomy appears to yield a number of distinctions in comparison with other related surveys. One of the most significant superiority is considering the containerization technology and container migration topic in addition to virtualization and VM migration techniques that previous works neglected. Unlike other similar taxonomies that consider the dynamic voltage and frequency scaling (DVFS) technique applied only on Central processing unit (CPU), our taxonomy addresses the DVFS approach applied at two levels: memory and CPU. Other relevant papers consider only arbitrary workloads in their work, while our taxonomy considers different types of workloads, including high-performance computing (HPC), real-time, as well as batch applications. Another difference between this chapter and previous studies can be mentioned as reflecting both passive and active resource types. Finally, our taxonomy considers rack and geographically level consolidations as well as server-level consolidation. The last important superiority of our chapter is that it surveys the latest state-of-the-art papers in the literature.

The rest of the chapter is organized as follows: Section 2 reviews the related works, followed by our proposed taxonomy for energy-aware resource management in cloud environments and virtualization in Section 3 and 4, respectively. Comparing and mapping the recent relevant papers based on our
proposed taxonomy is fulfilled in section 5. Ultimately, future research directions and conclusions, are presented in section 6 and 7.

2 Related Work

Energy-efficient resource management approaches in cloud environments is a hot topic which vastly addressed by researchers. Since cloud computing’s research has advanced continuously, there is a need for a systematic review to evaluate, update and join the existing literature. This section summarizes some of the previous works in the literature similar to our work.

The authors in [15] have conducted a survey on energy-aware resource allocation in cloud data centers. They have reviewed some keywords such as virtualization, allocation of VM, energy efficiency, power consumption, as well as cloud computing. They have discussed various kinds of energy-aware system architectures for the cloud, and compared energy efficiency in both traditional and virtual data centers. This chapter has further proposed a taxonomy for energy-saving methods in cloud data centers, which were studied in three levels, such as power management, resource management, and thermal management. The researchers have reviewed previous works based on VM allocation algorithms, VM selection algorithms, and Dynamic Voltage Frequency Scaling (DVFS), which conduced to energy-saving. Plus, they have shown that the energy-saving approach became possible using renewable energy that plenty of recent research introduced this strategy.

In [16] authors have presented a brief survey describing primary energy-conserving techniques in the cloud environment. To add, they have classified energy consumption approaches into five categories, including energy-efficient hardware, energy-aware scheduling, consolidation, energy conservation in a cluster of servers, as well as power-efficient networks. Finally, they have evaluated a few papers based on this classification. The researchers further have focused on consolidation techniques in three levels, containing task consolidation, server consolidation, and energy-aware task consolidation.

Researchers in [17] have performed a comprehensive survey on energy-efficient computing, clusters, grids, and clouds. They have reported a number of approaches in the literature which contributed to improve energy efficiency. This chapter has proposed three taxonomies, covering such levels as scheduling, energy efficient computing, as well as energy-efficient technique at different levels to make data center greener. Plus, [17] studied the energy efficiency of a single system and large-scale cloud data centers, storage systems, and networking.

Scientists in [18] have reviewed energy-saving strategies in computational clouds. They explored state-of-the-art related to energy efficiency as well as performance administration, vitality for effective data centers, and resource distributions. What is more, they have studied the existing techniques in four stages, including tools, OS, virtualization, and data center. Their proposed taxonomy was divided into static and dynamic power management at the highest level. On the one hand, They have considered DVFS, resource throttling, Dynamic Component Deactivation (DCD), and workload consolidation at the software level in their taxonomy. On the other hand, they have considered Dynamic Performance Scaling (DPS), resource throttling, DVFS, and DCD at the hardware level.

The authors in [19] have carried out a survey on several papers over the last decade respecting energy efficiency techniques for cloud computing applications. They have mentioned some approaches consisting of heuristic algorithms for live VM migration, task scheduling, load balancing. This paper has further discussed various kinds of tools that are applied in order to design energy efficient schemes. They have analyzed three simulators in this scope, including CloudSim, a popular tool that supports the IaaS layer, GreenCloud, and icanCloud. In [23] scientists have conducted a survey on energy-aware VM consolidation strategies, highlighting the limitations and profits. They have analyzed VM consolidation features such as power consumption, VM consolidation types, and so on. Besides, they have compared state-of-the-art VM consolidation techniques in terms of objectives, Service Level Agreement (SLA) violation, energy cost, number of VM migrations, etc. To add, they
have categorized these proposed techniques in a table; however, they have not presented any taxonomy.

The researchers in [24] introduced a survey on energy-efficient algorithms based on VM consolidation for Cloud Computing. In this paper, five state-of-the-art energy-efficient algorithms were compared from architecture, modeling, and metrics points of view: Modified Best Fit Decreasing (MBFD), EcoCloud, Greedy-based scheduling Algorithm Minimizing Total Energy (GRANITE), Learning Automata Overload Detection (LOAD), as well as Ant Colony System (ACS). What is more, they have implemented and analyzed these algorithms according to the experimental settings in the CloudSim simulator using the PlanetLab workload. As their results have shown, ACS can achieve the best energy efficiency in most cases as it also has the least number of active hosts.

Another survey which was addressed by [20] has concentrated on energy-aware VM placement and consolidation techniques in cloud environments. Researchers in this paper, have investigated such approaches as heuristic, constraint, and bin packing problem, so forth. To exemplify, they have considered some procedures, containing first fit, single-dimensional best fit, volume-based best fit, plus dot product based fit. In the same way, they reviewed several papers in their proposed categories. According to them, some significant issues that should be considered in this area pertains to workload consolidation, Quality of Service (QoS) guarantee, minimizing the number of both migrations and active physical hosts.

Researchers in [22] have briefly reviewed energy-aware task scheduling algorithms in cloud environments. They also have analyzed the detriments and benefits of existing approaches. One of the algorithms that they considered in their paper can be mentioned as an energy-aware genetic algorithm. Another considered approach can be referred to as an energy-saving task scheduling depending on vacation queue. In addition to these methods, they have studied the DVFS technique. To sum up, they concluded that most state-of-the-art papers do not notice the deadline of a task and the cost of executing a task while making the scheduling decisions.

### 3 Proposed taxonomy for energy-aware resource management solutions in cloud environments

In this section, we present our proposed taxonomy for energy-aware resource management solutions in cloud environments, as shown in Fig.2. In our proposed taxonomy, we consider four items at the highest level. The first level pertains to the goals of energy-efficient resource management in cloud environments. As can be seen, the second level goes back to the dynamism of resource management technique. The third level is the considered type of workload, including arbitrary, High Performance Computing (HPC), batch, and real-time applications. Finally, the fourth level is the type of resources that are classified into active and passive. The details of this taxonomy are described in the following subsection.
3.1 Goals

As energy-efficient resource management approaches play a crucial role in cloud data centers these days, there are various kinds of goals in this way. To clarify, fig 2 summarises the components of goals. Indeed, we have considered five targets for this component, such as minimizing power consumption, maximizing performance, load balancing, meeting power budget, plus maximizing business profit. We have also regarded four performance metrics, including response time, SLA violation, throughput, and delay. First and foremost, data centers have significant power cost; thereby, it is an essential requirement for data centers’ operation to meet the power budget coming from the limitation for power usage and observing this limitation [25].

Due to load imbalance, some of the data center resources may become overloaded or underloaded, which leads to performance degradation and resource wastage. Load balancing conduces to maximize resource utilization and achieve the desired QoS in the cloud by employing optimal resource allocation and workload distribution approaches at both schedule and run time.

Figure 2: Taxonomy of energy efficient management solution in cloud environments

3.2 Workload

As a basic definition, the workload is a job that is characterized by release time, worst-case execution time, and deadline. At a high level, the workload is a sequence of jobs and tasks. The computer workload is defined as the amount of work allocated to the system that should be completed in a determined time [4]. A usual system workload comprises of tasks and user’s requests submitted to the data center. As stated in [26], understanding the workload is far more important than designing new scheduling algorithms. If the systems are not tested using the correct input’s workloads, the proposed
policies or algorithms’ results might not work as expected when applied to real-world scenarios [4]. We consider four workload types in our proposed taxonomy containing arbitrary, batch, HPC, and real-time workload, described as follows:

- **Batch processing**: Theoretically, batch processing is a processing mode when a sequence of jobs are executed on a batch of inputs [27]. Analyzing data on a large scale and batch processing occurs by utilizing data centers and some distributed and computing frameworks such as Map-Reduce and Hadoop [4]. Map-Reduce programming paradigm is the most practical and efficient solution for batch processing of big data [28].

- **HPC**: In the early 1990s, clusters of computers became famous in HPC environments owing to their low cost compared to custom supercomputers and mainframes [29]. Computers with high processing power and fast network connections. Also, HPC computers generally take advantage of open source operating systems such as Linux. In the early 2000s, grid computing was linked to the HPC community as a consequence of need to run parallel programs even larger than that was normal in grid environments. Grids provide powerful resources operated by independent administrative domains to users [30]. In the late 2000s, cloud computing was quickly growing its adolescent level and reputation, and studies started to appear on the viability of executing HPC applications on remote cloud resources [31], [32]. HPC applications are resource-intensive scientific workflows (in terms of data, computation, and communication) that have usually aimed at Grids and customary HPC platforms like super-computing clusters [33]. Both the size and number of HPC data centers have overgrown in recent years, which conduces to an exponential increase in power drastically [34].

- **Real-time application**: With improved cloud computing infrastructure, real-time computing can be accomplished on cloud infrastructure [35]. In most of the real-time cloud applications, the processing is executed on remote cloud computing nodes. As we meet many real-time systems around us, Cloud’s support plays a crucial role in the real-time system [36]. Their application ranges from small mobile phones to huge industrial controls and from a mini pacemaker to larger nuclear plants. A usual real-time, such as financial analysis, distributed databases, or image processing, includes multiple real-time applications or subtasks service [37]. Real-time systems are implemented by several simultaneous tasks requesting to access hardware resources [17].

### 3.3 Resources

In cloud computing, resource management plays a key role in the entire system’s performance [38]. Ordinarily, a data center comprises four main structural components including network switches, cooling systems, racks, also servers [39], [40]. Each rack consists of several servers, while each server has both a dedicated power unit and a cooling fan. In our proposed taxonomy, we categorize the resources into active and passive types. CPU, RAM, Disk, and network interface are considered as main active resources. Also, cooling system and power supply unit (PSU) are considered as main passive resource type.

### 3.4 Dynamism

Dynamism specifies the dynamicity of the power-aware resource management’s techniques in our proposed taxonomy. From dynamism point of view, energy-aware resource management techniques are divided into static power management (SPM) and dynamic power management (DPM). The next subsections present these techniques in detail.

#### 3.4.1 Static power management (SPM)

The static power management can be executed on both hardware and software levels. Leakage currents in any active circuits cause static power consumption at the hardware level [7]. SPM uses hardware components such as CPU, memory, disk storage, network devices, and power supply unit efficiently.
It consists of all applied optimization methods during design time at logic, circuit, and architectural levels that will be explained in the following section.

- **Logic level optimization:** At this level, optimization methods attempt to optimize the power of switching activity in both sequential and combinational circuits. Minimizing the switching capacitance improves the dynamic power consumption straightly by reducing the energy per transition on each logic device [7], [41].

- **Circuit level optimization:** Significant challenges at this optimization level are based on efficient pipelining and interconnections between stages and components. Pipelining technique is regularly used to boost throughput in high-performance designs at the expense of reducing energy efficiency, contributing to increasing area and execution time [41].

- **Architectural level optimization:** Methods include the system’s design considering power optimization technique at an architectural level [7]. Power savings are typically accomplished at the architectural level by optimizing the system components’ balance to prevent wasting power [41].

Besides the optimization at the hardware level, considering the SPM at the software level is also essential. Even with robust hardware design, it is crucial to be careful about software design inasmuch as weak design conduces to loss of power and performance, even with perfectly designed hardware. Thus, the code generation, the instructions used in the code, and the order of these instructions must be carefully selected, as they affect performance as well as power consumption.

### 3.4.2 Dynamic Power Management (DPM)

This section describes our taxonomy at the dynamic power management level, as shown in Fig. 3. DPM is categorized into three levels, including hardware, software, and hybrid. There are various kinds of optimization methods at both the hardware and software levels [7], [42]. At the hardware level, we can imply techniques such as DVFS, DCD, and sleep states. In addition, the techniques at the software level are classified into virtualization, migration, consolidation, plus containerization.

The dynamic power consumption is induced by the high usage of hardware components (such as CPU, storage, and network devices) and the circuits’ activity. The main reason enabling dynamic power consumption pertain to both system’s components deactivation and tuning the circuit activity. Dynamic power consumption can be reached through different techniques including: 1) diminishing the switching activity, 2) decreasing the physical capacitance that relies on low-level design parameters such as transistors’ sizes, 3) ebbing the supply voltage, and 4) lessening the clock frequency [7].

DPM improves energy consumption by using knowledge gathered from current resources in the system and the workload of applications running in the system [7], [43]. DPM techniques allow dynamic adjustment of power states to occur based on current system loads. It predicts the best action in the future using the data obtained from the system and according to the system’s requirements. DPM techniques are categorized into hardware and software levels. There is another level in our taxonomy, namely hybrid, in which both hardware and software techniques are simultaneously utilized.

- **Hardware-level approaches**
  
  DPM techniques applied at the hardware level reconfigure the system dynamically by adopting methodologies to fulfill the requested services with the minimum number of active components or the minimum load on such components [43]. The DPM techniques at a hardware level can optionally turn off the idle system components or reduce the useless ones’ performance. It is also possible to exchange some components, containing CPU, between either active or idle modes to save energy. The hardware DPM techniques vary for different hardware components, yet usually, they are split into dynamic component deactivation (DCD) and dynamic performance scaling (DPS) [44].

**Dynamic component deactivation (DCD)**

The techniques in our proposed taxonomy at the DCD level are categorized into both partial
Dynamic system deactivation (PDSD) and complete dynamic system deactivation (CDSD) [43]. PDSD techniques are built upon the idea of the clock gating parts of an electronic component. Computer components, which do not support performance scaling and can be deactivated, need some techniques that leverage the unsustainable workload and disable the idle devices. Nonetheless, CDSD techniques are based on the idea that the components are entirely deactivated during some periods [43].

**Figure 3: Taxonomy of dynamic resource management solutions in virtualized cloud environments**

**Dynamic performance scaling (DPS)**
DPS methods that can be applied in computer components support dynamic adjustment of their performance rationally based on the power consumption and the requested resources [7], [43]. Instead of complete deactivations, just the clock frequency of some components, such as the CPU, is allowed to be decreased or increased along with adjustments of the supply voltage in cases when the resources are not fully utilized. DPS is grouped into both Dynamic Voltage and Frequency Scaling (DVFS) aware techniques and non-DVFS aware techniques. DVFS is an effective technique at the system level used for both CPU and memory [4]. This method enables dynamic power management by changing the supply voltage or the processor’s operation frequencies and memory. Hence, in our proposed taxonomy, we address DVFS at three levels: DVFS of CPU, DVFS of memory, and DVFS of coordinated CPU and memory.

1. **Dynamic voltage and frequency scaling of CPU**
   In this technique, the CPU’s voltage and frequency are setting up dynamically proportional to the workload [4], [45]. Thus, the CPU frequency is adjusted to help lessen overall energy consumption for executing the tasks until the user’s deadline. Ebbing overall energy
consumption is the primary purpose of the algorithms. It is crucial to heed that the DVFS technique is not always energy efficient because scaling the CPU frequency might increase execution and CPU idle time.

2. Dynamic voltage and frequency scaling of memory
In addition to the CPU, the memory consumes considerable energy [19, 54]. In this technique, the system’s memory speed is well adjusted according to the memory-intensive workload’s peak power consumption. Employing this technique for workloads that are not memory-intensive would lead to performance degradation as well as higher energy consumptions.

3. Dynamic voltage and frequency scaling of coordinated CPU and memory
Coscale has been introduced by [46] for the first time; it jointly applies DVFS on both CPU and memory concurrently, intending to diminish overall energy consumption. The frequency of each core and memory bus is selected to increase the saving in the overall system’s energy. The selected frequencies are not always the lowest ones. One of the most noticeable features of the Coscale can be mentioned as balancing the system and its utilization power. It is done by searching the CPU and memory frequency setting space and fixing the components’ voltage according to the picked frequencies.

- Software level approaches
Many DPM algorithms can be performed at the hardware level as a part of the circuit [43]. Nevertheless, it is difficult to implement any modification and reconfiguration at the hardware level. Therefore, there are some strong reasons for migration to software-level solutions. In our taxonomy, the techniques in the software level are categorized into resource throttling, OS container level management, application container level management, and virtualization level management which are described in the following sections.

Resource throttling
Resource throttling is beneficial to make cloud computing a great deal more energy-efficient. It controls how users are permitted to consume cloud resources in various ways at either hardware or software levels to meet the performance requirements whilst reducing the energy consumption [47]. Several parameters can be throttled in a cloud environment, yet we consider the CPU, memory, disk, plus network interface parameters in our proposed taxonomy. To prevent resources from being overwhelmed by access requests, techniques can be applied to throttle the amount of granted resources.

Operating system (OS) level
In 1996, Intel, Microsoft, and Toshiba published the first version of the Advanced Configuration and power interface (ACPI)[43]. ACPI is an open standard that defines a unified OS, centric device configuration, and power management interface [48]. It further describes an independent platform interface for monitoring, discovery, power management, plus configuration of hardware [49]. It is designed to permit OSs to configure and control each hardware component, dislocating both the predecessor’s plug and play (PnP) energy management and the advanced power management (APM). The primary purpose of ACPI is to enable the whole computing system to implement all of the DPM capabilities and efficiently develop the power-managed system. ACPI provides an interface for software developers to adjust the system’s power states. It defines some power states that can be applied at run-time, containing processor operational states (P-states), sleep-states (S-states), global states (G-states), device states (D-states), and processor idle states (C-states). The two of the most remarkable states in DPM pertain to C-state and P-state [48], [49]. The power management methods in our taxonomy at the OS level are sub categorized into OS container and application container that will be described in the following subsections.

1. OS container
Containerization is a lightweight technology that virtualizes and manages applications, has recently been successful in cloud environments [50]. Container technology
is currently employed to decrease the difficulty of software deployment and portability of applications in cloud computing infrastructure [51]. In [5], they have proposed Container as a service (CaaS) architecture, consisting of physical hosts, virtual machines (VMs), containers, applications, and their workloads. CaaS can be located between IaaS and PaaS layers; while, IaaS provides virtualized compute resources, and PaaS provides application runtime services, CaaS stick these two layers together by providing isolated environments for the deployed applications (or different modules of an application). PaaS has accelerated the development of applications without any requirements to manage underlying infrastructure [4], [40]. Containers can be run on both Physical Machines (PMs) and VMs, and they create an isolation space for the applications and services running on them. Containers are the building blocks of OS-level virtualization that propose an individual virtualization environment, which does not need a monitoring device like a hypervisor. Containerization technology is implemented in large-scale corporations such as Google and Facebook. One of the most significant advantages of containerization compared to virtualization is its software layer compactness, which impacts lighter overhead to the system. Another benefit that can be mentioned for OS containerization is sharing the host kernel.

2. Application container The application container is dedicated to one process, while the OS container runs a number of processes and services [4]. Application container is a new technology with some advantages such as lightweight, more straightforward configuration and management, and a significant reduction in startup time. As the workloads are unpredictable, containers are provided with auto-scaling that conduces to diminishing of resource wastage and gradual increase in energy consumption. Hence, designing optimal container placement algorithms is the biggest challenge for cloud providers. Containers can be applied fast owing to their low overhead. In CaaS model, applications are normally executed inside containers while containers are placed in virtual machines [5].

- Hybrid: Software and Hardware
  In our proposed taxonomy at DPM level, we have presented a hybrid approach that is a combination of virtualization and OS-level approaches. Hybrid approaches use both hardware and software techniques at the same time. As shown in our comparison tables, some works have concentrated on both techniques; thus, we defined "hybrid" as a new approach in this domain.

4 Virtualization level

In this section, we present virtualization taxonomy, as shown in figure 4. Virtualization is an evolving technology in the IT world [52]. In cloud computing, virtualization strategy is creating a virtual (rather than actual) version of a resource or device, such as a server, an operating system, a storage device, or a network. Virtualization technology is one of the key features of efficient resource management in cloud data centers that can improve hardware efficiency through resource sharing, migration, and consolidation [7]. The virtualization technique makes it possible to abstract the operating system and applications running from the underlying hardware. This technology decreases the operational costs by sharing physical resources, including CPU, RAM, and I/O, plus reducing the number of physical machines. We split our taxonomy at the virtualization level into four main subjects: 1) whether the solutions in this level are DVFS aware or not, 2) the management level of the solutions, 3) the considered migration cost and type in the solutions, 4) the consolidation level as well as the considered consolidation sub-problems. The DVFS technique scales both the frequency and voltage of processors according to the computation requirements and reduces the energy dissipations. We consider three sub-levels for the management levels of virtualization, consisting of VM management, Virtual infrastructure (VI) management, and cloud management [53]. VM management layer supplies the required procedures for managing VMs on a single PM. The duties of the VI management layer are scheduling and managing VMs on multiple PMs. The Cloud management layer provides secure and remote interfaces for monitoring, controlling, and creating virtualized resources. We want to emphasize the importance of this division by highlighting that DVFS and consolidation procedures
are performed sequentially and separately in the VM management and Cloud management layers, which may have harmful cross-side effects on each other [53]. More precisely, the DVFS governor scales the processor’s frequency dynamically in the VM management layer according to the host global CPU load and regardless of the VM local load. The consolidation technique can be applied at the servers, racks, data centers, or VMs levels; furthermore, the remaining nodes can be turned off or put in the low power mode.

Figure 4: Taxonomy of dynamic energy-efficient resource management in the cloud environment

4.1 Migration

The notable characteristic of virtualization that makes it possible to manage resources efficiently can be referred to as both virtual machine and container migration and consolidation [54]. In the consolidation technique using VM migration, all the VMs residing on underutilized PMs are transferred to other active PMs. The idle PMs are then turned off or put in the low-power consumption mode to reduce total energy consumption. Three hardware states are carried through migration, including memory, application, and network interface cards (NIC) [55]. In the same way, in container consolidation, the entire containers placed in under-loaded VMs are sent to other VMs owing to turning off the underloaded VMs. The VM migration mechanism can be classified into both live (hot) migration and non-live (cold) migration [55]. In Non-live migration, a VM is paused first at the source PM and resumes at the destination PM after all the required workloads are migrated. Nevertheless, in live migration, the VM resumes its service during the migration. The optimally utilized nodes consume less energy than either over-utilized or under-utilized PMs [56]. Another remarkable profit of VM migration is the possibility of mitigating hot spots in data centers by migrating some loads of over-utilized nodes to other less utilized nodes [55]. More advanced live migration mechanisms do not require a noticeable pause in virtual machines; also, it replies to the customer’s requests during the transition [57]. However, in non-live migration, the response time is too long compared with live migration, and there is no high availability. Generally, migration techniques can be used in order to reach different goals, such as green computing, load balancing, fault-tolerant, and real-time server maintenance [58].
Live-migration approaches that we have considered in our taxonomy are including pre-copy, post-copy, hybrid, as well as CR/TR-motion that will be presented in the following subsections.

### 4.1.1 VM Migration type

- **Pre-copy approach**
  Pre-copy is one of the common techniques in live migration mechanism [57]. It is called live owing to the VM does not stop during the migration [59]. First, all of the memory pages are transferred, and then the modified pages are transmitted in each iteration. The pre-copy approach includes warm-up and stop and copy phases[55]. Hypervisor copies just all memory pages from the source node without interrupting the VM, and through this function, the changes on these pages are recorded (in terminology "dirty page"). In the subsequent step, modified pages are sent. The hypervisor suspends the VM in the source node, and in the last iteration, any remaining pages, processor states such as register values are transferred. Finally, the original VM in the source node is discarded, and the VM in the destination node will resume.

- **Post copy approach**
  One of the significant drawbacks of the pre-copy approach can be referred to as the warm-up phase is too long, while the post-copy approach outperforms in this regard [55]. The post-copy approach’s migration time is far less than the pre-copy mechanism, yet its downtime is beyond pre-copy inasmuch as each memory page is transferred just once [60]. Contrary to pre-copy, post copy transfers the CPU and device states into the destination node at the first step and commences the destination node’s execution in the second step. One of this approach’s principal problems is performance degradation when there is a large working set workload. The processes of post copy approach are as follows [57]:
  1. The hypervisor stops the VM at the source node.
  2. At first, the processor states are copied to the destination VM, and this VM starts to work.
  3. If the VM accesses the page that does not exist in the destination node, the page fault occurs, and the post copy mechanism handles it. Ultimately, VM’s page is transferred to the destination node (on-demand paging).

- **Hybrid approach**
  This approach is a hybrid of post-copy, and pre-copy methods [55]. Similarly to the pre-copy’s first iteration, the whole pages are transferred to the target node in this approach. What is more, this method can avoid performance degradation. Compared with the previous two methods, the performance penalty only after the VM starts on the destination node can be less [55]. The hybrid method accomplishes more memory transition rather than the post-copy one, although it migrates such pages fetched by transporting all memory at the first step. The processes of the hybrid approach are as follows [61]:
  1. Preparation phase.
  2. Bounded pre-copy rounds phase: memory pages send in iterations to the target host. There is a maximum number of iterations until this repetitive transition resumes.
  3. VM state transfer phase: the VM processor state is transferred to the target host.
  4. VM resume phase: this happens at the target host after the VM’s processor state is transferred.
  5. On-demand paging phase: this phase is similar to the post copy mechanism. It rises where the VM at the destination host requires transferring the remaining memory pages from the source.

- **CR/TR motion approach**
  CR/TR motion is a novel procedure in the live VM migration category that stands for Check Pointing/Recovery and Trace/Replay [61]. Previous approaches were useful in a local area
network (LAN) environment; nonetheless, they would cause a long period of downtime in a vast area network (WAN) environment [62]. This scheme emerged, leading to a fast and transparent transition for both LAN and WAN environments [63]. CR/TR motion can significantly decrease the migration downtime and network bandwidth consumption. It transfers an execution log instead of VM memory and repeats the log on the destination node to generate the same state on the target VM [55]. First, it exploits the memory image of the target VM and sends it to the destination node. Following that, the virtual machine monitor (VMM) level mechanism registers the VM’s execution and then frequently transfers the log to the destination. The logging mechanism is based on the log/reply system, which confiscates and replays all non-deterministic events that can affect the VM’s execution, such as virtual interrupts. The replay mechanism on the destination repeats the VM execution from the transferred log. CR/TR motion begins the stop and copy phase when the log size is smaller than the predefined size [64].

4.1.2 Container Migration type

Let us consider container migration with two general types: live and clod. In the process of cold migration, first, the container stops at the source node, then copies its file system to another node, the destination node. Ultimately, the container at the destination node starts. One of the most notable ways in live migration goes back to checkpoint and restart, which enables it to transmit running container from one physical machine to another without stopping the container. Indeed, the container’s file system copies to another server, and the container is restarted on another physical machine from the file [65].

4.1.3 Migration cost

The migration process includes some costs that should be considered [66]. Our proposed taxonomy classifies migration costs into four categories: power overhead, migration time overhead, downtime, as well as throughput. The migration technique increases the utilization of the resources (CPU, network interface), contributing to high-energy consumption [67]. The most energy consumption within the migration occurs by the time the VM states are stored and sent to the target host. Since the target host sends acknowledgment and resource availability checking to the source host for migration commencement declaration, the target host consumes more energy. Besides, there is a time span that two different hosts consume energy for the same VM. The cost of VM migration depends on two factors: the power consumed by network devices and the migrated memory size. Generally, the cost of migration is increased for larger RAM sizes and is decreased by raising the network bandwidth [62]. Due to migration operation not being power-free, the energy consumed during migration must be considered once designing or developing energy-saving techniques[66].

4.2 Consolidation

The consolidation technique is an act that compacts and combines some units to the integral unit by turning off the underutilized PM or sitting them in the sleep mode. It is formulated as a bin-packing problem [68]. The bin-packing problem is to put several items into a finite number of bins, and the minimal bins are used. In the VM consolidation problem, each VM and host is assumed as an item and a bin, respectively. Virtualization technology is the base of consolidation [54]. This approach maximizes resource utilization and minimizes energy consumption. This survey considers consolidation at three levels including rack, server, and data center (which are geographically distributed).

4.2.1 Consolidation level

Consolidation at these levels aims to increase resource utilization and decrease energy consumption. For optimization of the data center’s operation, it is essential to consider and minimize all components’ energy, including information technology (IT), cooling system, and network equipment [39]. Consolidation of multiple active VMs can be executed on either a single physical server or racks. In
rack consolidation, it is also possible to save the cooling system’s energy and relevant switches of idle racks by turning them off or putting them in a low-power mode [39], [40].

### 4.2.2 Consolidation sub problems

Virtualization technology makes consolidation of VMs on PMs possible or consolidation of containers on both VMs and PMs. Many researchers have taken advantage of this technique to save the energy consumption in cloud data centers. The methods are categorized according to the subproblems that they explore [4]. Similar to [44], we consider five sub-problems for consolidation in our proposed taxonomy:

1. Determination of underloaded PMs/VMs: if the host is considered as an underloaded host, all the VMs/containers residing on this host/VMs should be migrated from it and then host/VM and it should be put in either the low-power or turn-off mode to save energy.

2. Determination of overloaded PMs/VMs: if the host/VM is considered as an overloaded host/VM, some VMs/containers should be migrated from this host/VM to other active or reactivated hosts/VMs to prevent SLA violation.

3. VM/container selection for migration from either overloaded or underloaded hosts/VMs.

4. Determination of physical nodes that should be put in switched ON or OFF modes.

5. Finding suitable placement for migrating VMs/containers on active or reactive hosts/VMs.

### 5 Comparing the state of the art

In this section, we present a comparison among the state of the arts on energy-efficient cloud resource management solutions taking advantage of our proposed taxonomy presented in previous section. Tables 2 and 3 present our measurements on selected papers published in 2015 through 2021 at the power management level as well as virtualization level, respectively. Table 2 reveals that the selected papers are compared with each other regarding their considered goals, dynamism, and granted workload and resource types. Table 3 analyzes the selected papers with each other respecting being DVFS aware, as well as their considered management level, migration types, plus consolidation solution. Used the acronyms shown in tables 2, 3, and 4 for the considered objects, the migration costs, and considered consolidation sub problems, respectively. Besides, we utilize NM (Not Mentioned) notation in Tables 5 and 6, where the information is not provided in the reviewed paper.

#### Table 2: The notations used for resource management goals

| Acronym | Goal                  |
|---------|-----------------------|
| MEC     | Minimize Energy Consumption |
| MPL     | Minimize Performance Loss |
| MBP     | Maximize Business Profit |
| LB      | Load Balancing         |

#### Table 3: The notations used for migration costs

| Acronym | Migration Cost       |
|---------|----------------------|
| MTO     | Migration Time Overhead |
| DT      | Down Time             |
| EO      | Energy Overhead       |
| TH      | Throughput            |
The authors [69] have proposed an energy-aware combinatorial auction-based model for the resource allocation problem in clouds. They have regarded both MEC and MBP as their goals. Besides, at the dynamism level, they have considered virtualization techniques in the software category of DPM. CPU, RAM, Disk, as well as network are the active resources that they have applied in their proposed heuristic methods. The management level in [69] can be referred to as VM, VI, and cloud. Also, they have considered two distributed datacenters and solved VP and VS problems.

| Acronym | Consolidation sub-problem                        |
|---------|-------------------------------------------------|
| OPS/OVS | Overloaded PM/VM Selection                      |
| UPS/UVS | Underloaded PM/VM Selection                     |
| VS/CS   | VM/container Selection                           |
| TPS/TVS | Turn on/off PM/VM Selection                      |
| VP/CP   | VM/container Placement                           |

The authors [53] have focused on MPC and MPL as their goals. At the dynamism level, they have used DPM techniques, including DPS and virtualization. Also, they have applied the arbitrary types of workload. They further have considered CPU, RAM, and network bandwidth as cloud resources. Their approach is DVFS aware, and their considered management levels are VM, VI, and cloud. The type of migration that they have used is pre-copy. Moreover, they have solved consolidation sub-problems OPS, UPS, and VP at the server level.

As can be seen in table 5, the authors [71] have measured MPC and MPL as their goals. At the dynamism level, they have applied the virtualization technique. Additionally, they have applied an arbitrary workload type. In the category of active resources, they have considered CPU, RAM as well as network bandwidth. As further demonstrated, their management level is the cloud level. They have considered both downtime and throughput in their proposed work as migration costs. Furthermore, they have implemented the pre-copy approach and did consolidation subproblems OPS and VS at the server level.

The goals that reflected [72] pertains to MPC and MPL. At the dynamism level, the researchers have applied the virtualization technique via arbitrary workload type. They have used CPU, RAM, and network as active resources in their work in addition to the cooling system as a passive resource. What is more, their management level is in the cloud level. They have merely concentrated on migration time overhead as the migration cost. Moreover, they have employed the pre-copy approach for migration and have solved Vms as one of the consolidation subproblem VS at the server level.

MPC and MPL are considered [73]. The researchers have practiced the virtualization technique at the dynamism level. Moreover, they have used arbitrary workload and focused on CPU, RAM, and network as their resources. They further applied their proposed approach at the cloud level and used the pre-copy migration approach, considering downtime overhead as migration cost. Moreover, they have Addressed OPS, UPS, VMs, and VMP consolidation subproblems at the server level.

The authors [41] have just contemplated MPL object. They have implemented both DPS and virtualization procedures at the dynamism level via arbitrary workload types. Besides, they have considered CPU and RAM as resource types. They have used the DVFS-aware technique at the cloud.

Table 4: The notations used for consolidation sub problems
management level. They more have regarded energy overhead as migration cost, yet they have not mentioned the type of migration. The VMP Consolidation subproblem is done in this paper.

Based on our study, the scholars [74] have paid attention to MPC and MPL goals. They have implemented the virtualization technique through an arbitrary workload to verify it at the cloud management level. Besides, they considered active resources containing CPU and RAM. As further demonstrated, they have confronted with OPS, UPS, and VMP consolidation subproblem at server level.

MEC and LB are reflected in [75]. They have come across a solution at the dynamism level by taking advantage of virtualization approach. The authors have not specified their utilized workload; conversely, the active resources they have adopted are CPU, RAM, and network. They have employed their solution not only at VM but also at cloud management level. The type of migration that they have managed pertains to pre-copy, respecting energy overhead as its cost. Another notable part that can be mentioned in this paper is working on VMP consolidation subproblem at the server level.

The goals that are analyzed in [76] goes back to MEC and MPL. Regarding dynamism level, the researchers in this paper deployed the virtualization procedure using the arbitrary workload. Plus, they only focused on active resources such as CPU and RAM. At the migration level, they have applied the pre-copy approach in the cloud management level by considering MTO as cost. In addition, both VMS and VMP consolidation subproblems are addressed in this research work.

MPC and MPL are noted [77]. Similar to previous works, they made use of the virtualization technique utilizing an arbitrary workload prototype. Active resources employed in this research can be referred to as CPU, RAM as well as network. Both VM and cloud management levels are tackled with in this paper. Although they have not mentioned the type of migration, they have considered energy overhead and migration time overhead as its costs. Researchers have also worked on OPS, UPS, and VMP consolidation subproblems at the server level.

The scholars [78] have weighed MEC in addition to MPC as their goal. The approaches at the dynamism level applied by them pertain to DPS and virtualization at both VM and cloud management level. Unlike others, they have utilized batch workload type, and have adopted CPU, RAM, and Disk as the active resources in their work. Moreover, the technique addressed in this paper goes back to DVFS-aware. Also, VMP Consolidation subproblem is addressed at the server level.

The authors [79] have just concerned on MEC goal. Like others, they have used the virtualization technique at the dynamism level through the arbitrary workload. CPU and RAM can be mentioned as the active resources that they have deployed. Besides, they have examined their proposed method not only on the VM but also on the cloud management level. Ultimately, they have provided solution for solely the VMP consolidation subproblem.

The researchers [80] have contemplated MEC, MBP, as well as LB goals. At the dynamism level, they have applied the virtualization procedure. Also, they made use of arbitrary workload, yet they have not discussed their utilized resource types. Their management levels are VI and cloud. In contrast to others, their considered consolidation level is geographical.

Like most previous works, [81] have focused on MEC and MPL goals. The researchers in this paper have applied the virtualization technique at the dynamism level via arbitrary workload. The only active resource that they have used pertains to CPU. Furthermore, the cloud is their management level. They have considered pre-copy type migration and both time and energy overhead for the migration cost. They have solved OPS, VMS, and VMP consolidation sub-problems.

According to our review, [82] investigated MEC and MPL goals. They have more implemented the virtualization technique at the dynamism level through the arbitrary workload. Similar to most of the earlier works, they have regarded CPU as the active resource type, and their management level
is the cloud level. As further identified, they have not mentioned the migration type, yet they have reflected energy overhead as migration cost. Another significant point addressed in this paper goes back to solving TPS and VMP sub-problem at the server level.

Three goals are explored [29], including MEC, MPL, and LB. Moreover, they have applied both DPS and virtualization methods within the arbitrary workload at the dynamism level. The authors have investigated both active and passive resources in their work containing CPU, RAM as an active and cooling system as a passive type. Their proposed approach is DVFS-aware at the cloud management level. Moreover, they have examined OPS and VMP consolidation sub-problems.

The authors [83] have studied solely MEC goal in their proposed method. Plus, they have employed the DVFS-aware DPS procedure. Unlike the rest of the papers, this work used real-time workload. Besides, they have applied their proposed approach at both VI and cloud levels.

As we deduced from [84], solely the MPE is regarded in this paper. Plus, they have applied the DVFS technique at the dynamism level, a subset of DPS in our taxonomy. The workload type that they have applied pertains to HPC. They have further utilized both CPU and RAM as active resources.

The scholars [85] have reflected MEC goal. The approach employed in their proposed work goes back to virtualization at the dynamism level, including server consolidation via real-time workload. Another noticeable point in their work is that they have considered not only CPU as an active resource but also RAM. Besides, they have confronted the TPS consolidation.

The MBP and LB goals are probed [86]. The authors have also employed a virtualization approach at the dynamism level, including workload consolidation at geographically distributed data centers through an arbitrary workload.

The goals that are chosen [87] can be referred to as MEC and MPL. Moreover, they have applied the virtualization technique at the dynamism level in the software approach’s subset and validated their proposed technique through the arbitrary workload. Unlike the most previous works, they are cared about passive resources such as the cooling system and power supply unit. They have also handled their proposed approach at three management levels consisting of VM, VI as well as the cloud. From the cost point of view, solely an energy overhead was noticed by the authors. As further concluded, the VMP consolidation sub-problem is studied by them at the geographically distributed data centers.

MEC and MBP goals are remarked by researchers [88]. The authors explored the DVFS aware virtualization method within the arbitrary workload in their proposed approach. They have paid attention to both active resources, CPU and RAM, and passive resources, such as cooling system and co-location interference. In addition, they have confronted with the VMP consolidation sub-problem at the geographically distributed data centers.

The scholars [89] are concerned about MEC in addition to MPL goals. They have applied a virtualization approach via arbitrary workload. The active resources operated in their testbed can be mentioned as CPU, RAM, and storage. Three management levels are noticed by them, consisting of VM, VI, as well as the cloud. Another significant point in their proposed work is that they studied VMP consolidation sub-problem in geographically distributed data centers.

The authors [90] have addressed MEC and LB goals. They have also implemented virtualization techniques by the arbitrary workload. They have further focused solely on active resources, including CPU, RAM, and storage.

The authors [91] have focused on both MEC and MPL goals. Besides, their proposed approach is at the virtualization level, a subset of software category in dynamic energy-efficient management. Indeed, they have considered joint VM and container consolidation and verified it by the arbitrary workload in the CloudSim simulator. Their considered type migration was pre-copy, plus energy, as
well as time overhead, as their migration cost. As further investigated, they have only concentrated on an active resource, CPU. What is more, Cloud and VM are their management level, and the VMs subproblem is solved in this paper at the server level.

From the goals perspective, MEC and MPL are remarked by [92]. They proposed Brownout, which dynamically deactivates or activates optional microservices or containers to handle overloads and reduce power consumption within a datacenter which belongs to the software level. As more explored, the authors have examined container solely in their proposed approach. Besides, they have chosen the cloud management level. The OPS and TPS consolidation subproblems that are fulfilled in this paper.

The MPL goal is noted [93]. The term of the cost that is estimated in this paper is based on VM’s provisioning from the request moment until deprovisioning request. Nonetheless, for static nodes, the cost is measured according to the workload’s total scheduling time. They solely contemplated container management in their proposed technique through the Kubernetes platform via batch workload. The active resources that they have applied in their work can be referred to as memory as well as CPU.

Another study that have met CaaS environment goes back to [94] that measured the MEC and LB goals. The authors have proposed a renewable energy-aware multi-indexed job classification and scheduling scheme using CaaS for data centers. Thus, they have addressed CP and OPS as a subset of the consolidation problem. Plus, they have verified their proposed scheme utilizing extensive simulations for 3 geo-distributed data centers having 200 heterogeneous servers via Google workload traces. They have noted both passive and active resources including cooling system, CPU, and network.

As we perceived from [95] the MPL goal including, improving the utilization rate of resources and enhancing the user experience are the targets that the author covered. They have proposed a live container migration algorithm named Gray-Markov prediction model to foresee the probability that dirty pages are modified again. Further, the type of migration is pre-copy, and lessening both downtime, iteration as well as total copy time are considered as migration costs in their method.

The authors [96], have focused on consolidation technique in containerized datacenters. They have investigated a new algorithm for container allocation concerning both MEC and MPL goals. Besides, they have proposed a mathematical model which estimates the energy consumption of containers executed in VMs. The proposed migration technique is performed only if the migration cost capable of recovering to save energy. They have further applied CPU and RAM as active resources. The consolidation subproblem that they have considered is CP with considering of EO as migration cost at the server level.

The goals which are addressed [97] go back to both MEC and MBP. The main contribution of this work is that they have developed an experimental setup to execute and assess the performance of the Linux Container Hypervisor (LXD) and checkpoint/restore (CR) container based migration methods and comparing it with a pre-copy VM migration scheme. Their applied workload is real-time while considering CPU and RAM as active resources in their proposed technique. They have adopted LXD/CR mechanism for container migration. The CP subproblem has addressed by [97] at the server level.

The goal that is targeted [98] can be referred to as MPL. The authors of this paper have applied the virtualization method at the OS level. Further, they considered both CPU and memory as actives resources to evaluate their proposed approach at container level management. They have concerned about DT as well as TH cost in CR/TR migration. Plus, they have considered the CP subproblem at the geographically distributed data centers.
Table 5: Comparing the state of the arts in the power management level

| Ref | Year | Goals | Workload | Resources |
|-----|------|-------|----------|-----------|
|     |      | MEC   | MPL      | MBP       | LB        |
|     |      | DPM   | SPM      | Hardware  | Software  |
|     |      | DCD   | DPS      | OS level  | Resource throttling | Virtualization | Circuit | Logic | Architecture | Software |
|     |      | Hardware | Software | Hardware | Software |
|     |      | Active | Passive | CPU       | HPC       | Batch | Real-time | Active | Passive |
|     |      | Physical | Electrical | Network | Battery | System | Power management |

| Ref | Year | Goals | Workload | Resources |
|-----|------|-------|----------|-----------|
| [69] | 2021 | ✓     | ✓        | ✓         | ✓        |
| [53] | 2017 | ✓     | ✓        | ✓         | ✓        |
| [70] | 2015 | ✓     | ✓        | ✓         | ✓        |
| [71] | 2016 | ✓     | ✓        | ✓         | ✓        |
| [72] | 2016 | ✓     | ✓        | ✓         | ✓        |
| [73] | 2018 | ✓     | ✓        | ✓         | ✓        |
| [74] | 2018 | ✓     | ✓        | ✓         | ✓        |
| [75] | 2018 | ✓     | ✓        | ✓         | ✓        |
| [76] | 2018 | ✓     | ✓        | ✓         | ✓        |
| [77] | 2018 | ✓     | ✓        | ✓         | ✓        |
| [78] | 2017 | ✓     | ✓        | ✓         | ✓        |
| [79] | 2017 | ✓     | ✓        | ✓         | ✓        |
| [80] | 2017 | ✓     | ✓        | ✓         | ✓        |
| [81] | 2018 | ✓     | ✓        | ✓         | ✓        |
| [82] | 2018 | ✓     | ✓        | ✓         | ✓        |
| [83] | 2018 | ✓     | ✓        | ✓         | ✓        |
| [84] | 2018 | ✓     | ✓        | ✓         | ✓        |
| [85] | 2017 | ✓     | ✓        | ✓         | ✓        |
| [86] | 2017 | ✓     | ✓        | ✓         | ✓        |
| [87] | 2017 | ✓     | ✓        | ✓         | ✓        |
| [88] | 2017 | ✓     | ✓        | ✓         | ✓        |
| [89] | 2017 | ✓     | ✓        | ✓         | ✓        |
| [90] | 2017 | ✓     | ✓        | ✓         | ✓        |
| [91] | 2017 | ✓     | ✓        | ✓         | ✓        |
| [92] | 2017 | ✓     | ✓        | ✓         | ✓        |
| [93] | 2017 | ✓     | ✓        | ✓         | ✓        |
| [94] | 2017 | ✓     | ✓        | ✓         | ✓        |
| [95] | 2017 | ✓     | ✓        | ✓         | ✓        |
| [96] | 2017 | ✓     | ✓        | ✓         | ✓        |
| [97] | 2017 | ✓     | ✓        | ✓         | ✓        |
| [98] | 2018 | ✓     | ✓        | ✓         | ✓        |
| [99] | 2018 | ✓     | ✓        | ✓         | ✓        |
| [100]| 2019 | ✓     | ✓        | ✓         | ✓        |
| [101]| 2020 | ✓     | ✓        | ✓         | ✓        |
| [102]| 2020 | ✓     | ✓        | ✓         | ✓        |
| [103]| 2020 | ✓     | ✓        | ✓         | ✓        |
| Ref  | Year | DVFS-aware | Management Level | Considered Cost | MTO | DT | EO | TH | Migration | Type | Level | Subproblem       |
|------|------|------------|------------------|-----------------|-----|----|----|----|-----------|------|-------|-----------------|
| [69] | 2021 |            | Container, VM, VI, Cloud |                 |     |    |    |    | VM        |       |       | Geographical VP- VS |
| [53] | 2017 | ✓          |                   |                 |     |    |    |    | Pre-copy VM server | OPS-UPS-VP |
| [70] | 2015 |            |                   |                 |     |    |    |    | Pre-copy VM server | UPS-VP |
| [71] | 2016 | ✓          |                   |                 |     |    |    |    | Pre-copy VM server | OPS-VS |
| [72] | 2016 | ✓          |                   |                 |     |    |    |    | Pre-copy VM server | VS |
| [73] | 2018 | ✓          |                   |                 |     |    |    |    | Pre-copy VM server | OPS-UPS-VS-VP |
| [41] | 2017 | ✓          |                   |                 |     |    |    |    | VM        | server |       | VP |
| [74] | 2018 | ✓          |                   |                 |     |    |    |    | VM        | server |       | OPS-UPS-VP |
| [75] | 2018 | ✓          |                   |                 |     |    |    |    | Pre-copy VM server | VP |
| [76] | 2018 | ✓          |                   |                 |     |    |    |    | Pre-copy VM server | VS-VP |
| [77] | 2018 | ✓          |                   |                 |     |    |    |    | NM VM server | OPS-UPS-VP |
| [78] | 2017 | ✓          |                   |                 |     |    |    |    | NM VM server | VP |
| [80] | 2017 | ✓          |                   |                 |     |    |    |    | NM VM server | VP |
| [81] | 2018 | ✓          |                   |                 |     |    |    |    | NM VM Geographical | VP |
| [82] | 2018 | ✓          |                   |                 |     |    |    |    | Pre-copy VM server | OPS-VS-VP |
| [99] | 2018 | ✓          |                   |                 |     |    |    |    | Pre-copy VM server | TPS-VP |
| [83] | 2018 | ✓          |                   |                 |     |    |    |    | VM        | server |       | OPS-VP |
| [84] | 2018 | ✓          |                   |                 |     |    |    |    | NM VM server | TPS |
| [85] | 2017 | ✓          |                   |                 |     |    |    |    | Pre-copy VM server | VS |
| [86] | 2016 |            |                   |                 |     |    |    |    | VM        | server |       | TPS |
| [89] | 2017 |            |                   |                 |     |    |    |    | NM VM Geographical | VP |
| [88] | 2018 | ✓          |                   |                 |     |    |    |    | NM VM Geographical | VP |
| [79] | 2017 | ✓          |                   |                 |     |    |    |    | NM VM Geographical | VP |
| [90] | 2017 | ✓          |                   |                 |     |    |    |    | NM VM Geographical | VP |
| [91] | 2020 | ✓          |                   |                 |     |    |    |    | Pre-copy VM, Container server | VS-CP |
| [92] | 2019 | ✓          |                   |                 |     |    |    |    | NM Container server | OPM-CS |
| [93] | 2020 |            |                   |                 |     |    |    |    | Pre-copy Container server | CP |
| [94] | 2018 | ✓          |                   |                 |     |    |    |    | Pre-copy Container, Geographical | OPS-CP |
| [95] | 2017 | ✓          |                   |                 |     |    |    |    | Pre-copy Container server | CS |
| [96] | 2019 | ✓          |                   |                 |     |    |    |    | Pre-copy Container server | CP |
| [97] | 2019 | ✓          |                   |                 |     |    |    |    | Pre-copy, CR Container, VM server | CF |
| [98] | 2020 | ✓          |                   |                 |     |    |    |    | CR/TR Container | Geographical | CP |
It can be inferred from Table 5 that not only minimizing power consumption but also the performance loss were the main aims reflected in the state of the arts for resource management in cloud environments. Nonetheless, few papers consisting of, [99], [80], [75], as well as [86], [98],[94], and [90] regard the load-balancing goal along with declining power consumption and performance loss. Also, [69], [80], [84], [86], [88], and [97] counted maximizing business profit. As further demonstrated, one of the most remarkable points goes back to the researcher’s attention to DPM techniques as an offspring of its superiority compared with SPM techniques. What is more, only [98] and [97] utilized resource management techniques at the OS level. further, none of the papers employed hybrid simultaneous hardware and software DPM techniques except [53]. Another significant case that can be mentioned as considering only arbitrary workload type by most of the researchers in their work. Indeed, they neglected batch, real-time, as well as HPC workload types except [78] and [93] papers that noticed batch workload type, plus [83], [85] and [97] papers that marked real-time workload. Ultimately, solely the authors in [84] validated their proposed approach through HPC workload type. Moreover, it can be inferred from Table 5 that most of the recently selected papers only analyze the power consumed over active resources such as CPU, memory, network, and disk storage. While, most of the state of the arts regarded the power consumed in passive peripherals. The researchers in [72], [99], [89], and [88] considered the power consumed in the cooling systems. To add, [89] considered only passive resources, including cooling systems and PSU, and [88] focused on both the cooling system and other passive peripherals. As can be seen in Table 6, a few papers are addressed DVFS-aware approach in their proposed cloud resource management solutions. Further, most of the articles introduced resource management solutions only at the cloud level without considering either VM or VI level. By contrast, just [53] and [88] regarded all three management levels, including VM, VI, as well as cloud. It can also be deduced from Table 6 that different migration costs are considered in the selected papers. As more displayed, all the studied articles applied the pre-copy migration procedure in their solutions except [97] and [98] applied CR/TR approach. Additionally, [81], [90], [94], [79], [88], [89], [98], and [69] addressed consolidation technique at the geographical level, yet the rest of the papers concentrated only on the server level. As further explored, [91],[92], [93],[94],[95],[96],[97], and [98] remarked container level management along with container consolidation in their work; among them merely [91] applied joint VM and container migration approach, but others employed VM and container migration separately.

6 Future scope and Conclusion

This section presents some research issues and challenges concerning energy-efficient resource management methods in the cloud environments. Although notable progress has been accomplished in applying containerization to the cloud computing systems and the adaptive management of resources and applications is widely developed; there are still many research gaps and challenges in this area needed to be further investigated as discusses below.

- **Multiple system resources**: Due to the broad admission of multi-core CPUs, developing energy-efficient resource management approaches plays a crucial role in leveraging such architectures. To optimize a data center’s operation, it is critical to reflect and lessen all energy elements consumption, including the cooling system and power supply units, as passive resources. To add, RAM, disk storage, and network equipment as active resources are usually overlooked by researchers. From the perspective of active resources, current works mostly focus on CPU. More resource types, like memory, network, storage, and GPU need to be regarded as parameters to create more comprehensive resource management.

- **Rack consolidation and geographically distributed data center**: Many big data analysis applications involve analyzing a large volume of data generated in a geographically-distributed data center. Besides, plenty of data-intensive applications, such as social networks, involve large data sets in multiple geographically distributed cloud data centers. As a case in point, Facebook receives terabytes of text, image, and video data every day from users worldwide. Another
noticeable future research direction goes back to the exploration of cloud environment geographically distributed data centers and rack consolidation in addition to server and VM consolidation to make it possible to provide more reliable services in greener data centers.

- **System workload**: Most of the current papers applied arbitrary workloads in their study; conversely, this is a crucial issue to consider other workload types in addition to arbitrary workloads containing the batch, HPC, plus real-time application workloads.

- **Security and privacy**: Over the years, the ever-increasing growth of cloud data centers utilized by famous corporations such as Google, Facebook, and Microsoft, can result in rise of new different administrative and security. So, addressing the security concerns which are become more and more complicated by development of new containerized services, such as Distributed Denial of Service (DDoS), has become an important issue to be considered in future research directions.

- **Cognitive approach contributing to Joint VM and container consolidation**: Container consolidation is an evolving technology which has a great deal better performance than VM consolidation in the light of energy consumption and performance loss. Besides, the research in [91] has justified that joint VM and container consolidation outperforms individual VM or container consolidation approaches, regarding energy consumption and QoS. By contrast, applying artificial intelligence, or machine learning, to make a cognitive decision for simultaneous migration of both VM and container is a hot research topic.

- **Container security**: There are some levels for container ecosystem security including image, registry, orchestrator, container and host OS. For instance, container technologies like Docker and Kubernetes accelerate the development and deployment of application; hence, their security issues play a notable role in software development and cloud industries. The research in this field can be directed in two levels including protecting a container from the security attacks of its applications and protecting a physical server from the security attacks of its containers.

6.1 Conclusion

In this chapter, we proposed a holistic taxonomy for cloud resource management and then we surveyed 32 recent articles in the literature related to energy-efficient resource management procedures based on the proposed taxonomy. Since the research has dramatically advanced in the field of resource management techniques in cloud computing, there is a demand for a systematic review to evaluate, update and combine the existing literature. On the one hand, the requests to access cloud services are ever-increasing. On the other hand, cloud services are hosted on massive data centers consuming enormous electrical power. Therefore, efficient energy-aware resource management has become a matter of great concern in cloud environments from single server to data centers and Clouds. This chapter centered on the energy-aware resource management problem in cloud environments and proposed a novel taxonomy and solutions classification. More precisely, first we proposed a holistic taxonomy for energy aware resource management in cloud environment. Then, we surveyed 32 articles in the literature related to energy-efficient resource management and categorized them according to their proposed solution based on a scientific comparison. Eventually, we opened up new research directions by gap analysis and suggesting major drawbacks in the current literature on energy-aware cloud resource management. This chapter rose up to four research questions and answered them, including: 1) The definition of energy-aware cloud resource management. 2) The taxonomy of power-aware resource management solutions. 3) The parameters considered in the literature for energy-aware resource management in cloud environments. 4) The open research directions for energy-aware cloud resource management.

This chapter appears to yield several innovations. One of the most remarkable novelties pertains to presenting a scientific taxonomic survey of recent literature over seven years, 2015 to 2021. This chapter categorized recent research progressions across four main categories: dynamism, workload types,
resources, as well as goals. In the light of comparison, we classified articles according to their suggested solution for energy-aware cloud resource management. Moreover, the workload part characterizes literature regarding the considered workload types in the proposed solution. Considered resources revealed the type and variety of taken into consideration resources in the literature. Ultimately, the goal level categorized the literature regarding their main objectives. Further, the dynamism level itself was divided into static and dynamic power management levels. Three subcategories were chosen for dynamic solutions such as hardware, software, plus hybrid levels. Another item belongs to software, which was divided into three subcategories: operating system, virtualization, as well as resource throttling levels. DVFS-aware, management level, migration type and technique, and consolidation were the subcategories of virtualization. Another noticeable novelty can be referred to as regarding container migration in addition to VM migration in the determined period. To add, this chapter categorized the selected papers according to the proposed taxonomy and provided a scientific comparison. Finally, it opened up new research directions by gap analysis and suggesting major drawbacks in the current literature on energy-aware cloud resource management.
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