ABSTRACT— Reliable corner detection is an important task in determining the shape of different regions within an image. Real-life image data are always imprecise due to inherent uncertainties that may arise from the imaging process such as defocusing, illumination changes, noise, etc. Therefore, the localization and detection of corners has become a difficult task to accomplish under such imperfect situations. On the other hand, Fuzzy systems are well known for their efficient handling of impreciseness and incompleteness, which make them inherently suitable for modelling corner properties by means of a rule-based fuzzy system. The paper presents a corner detection algorithm which employs such fuzzy reasoning. The robustness of the proposed algorithm is compared to well-known conventional corner detectors and its performance is also tested over a number of benchmark images to illustrate the efficiency of the algorithm under uncertainty.
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1. INTRODUCTION

The human visual system has a highly developed capability for detecting many classes of patterns including visually significant arrangements of image elements. From the psychovisual aspect, points representing high curvature are one of the dominant classes of patterns that play an important role in almost all real life image analysis applications [1, 2, 3]. These points encode a significant amount of shape information. Corners are generally formed at the junction of different edge segments which may be the meeting (or crossing) of two edges. Cornerness of an edge segment depends solely on the curvature formed at the meeting point of two line segments. Corner detection is one of the fundamental tasks in computer vision and it can be regarded as a special type of feature segmentation. Extracted corners can be used for measurement and/or recognition purposes. A large number of algorithms already exist in the literature. In particular, corner detection on gray level images can be classified into two main approaches. In the first approach, the gray level image is first converted into its binary version for extraction of boundaries using some thresholding technique. After a successful extraction of boundaries, the corners or the high
curvature points are detected using directional codes or other polygonal approximation techniques [4]. In the second approach, the gray level image is taken directly as an input for corner detection. In this paper, the discussion is restricted to the second approach only. Most of the general-purpose detectors based on gray level, use either a topology-based or an auto-correlation-based approach. Topology-based corner detectors, mainly use gradients and surface curvature to define the measure of cornerness. Points are marked as corners, if the value of cornerness exceeds some predefined threshold condition. Alternatively a measure of curvature can be obtained using auto-correlation [5–9].

There exits several classical corner detection algorithms for estimating corner points. Such detectors are based on a local structure matrix which consists on the first partial derivatives of the intensity function. An clear example is the Harris feature point detector [10], which is based on a comparison: the measure of the corner strength - which is defined by the method and is based on a local structure matrix - is compared to an appropriately chosen concrete threshold. Another well known corner detector is the SUSAN (Smallest Univalue Segment Assimilating Nucleus) detector which is based on brightness comparison [11]. It does not depend on image derivatives. The SUSAN area will reach a minimum while the nucleus lies on a corner point. The effectiveness of the above mentioned algorithms is acceptable. Recent studies such as [12] demonstrate that the Harris corner detector performs better for several circumstances in comparison to the SUSAN algorithm.

Data from natural images are always imprecise and noisy due to inherent uncertainties that may arise from the imaging process (such as defocusing, wide variations of illuminations, etc.). As a result, precise localization and detection of corners become difficult under such imperfect situations. On the other hand, Fuzzy systems are well known for efficiently handling of impreciseness and incompleteness [13, 14, 15] due to imperfection of data. Therefore it may result reasonable to model corner properties using a fuzzy rule-based system as they have been successfully applied to image processing in a wide variety of applications [16-18]. This paper seeks to contribute to enhance the application of fuzzy logic to image processing, just as it has been proposed in [19]. The method adopts a template-based rule-driven procedure and has been specifically developed to deal with topics related to image processing purposes. This method is able to address many different processing tasks [20-22] and to produce better results than classical methods when applied to some critical issues such as noise [20,23,24]. Only few fuzzy approaches have specifically addressed the problem of corner detection for general purposes. Banerjee & Kundu have proposed in [25] an algorithm to extract significant gray level corner points. The measure of cornerness in each point is computed by means of the fuzzy edge strength and the gradient direction. Different corner fuzzy-sets are obtained by considering different threshold values from the fuzzy edge map. However, the algorithm’s main drawback is that it uses several feature detectors which operate at different stages, yielding a high computational load. On the other hand, Várkonyi-Kóczy have proposed in [26], a fuzzy corner detector that employs a local structure matrix. It builds a continuous transient between the localized and not localized corner points. The algorithm uses a fuzzy pre-filter that improve the quality of the image under process. Despite both fuzzy approaches show a good performance, they demand an expensive computing load in comparison to other classical algorithms such as the Harris method or SUSAN.

This paper presents a new robust algorithm to extract significant gray level corner points. The method is derived from a fuzzy-rule approach which aims to detect corners even under complex conditions. In the proposed approach, the measure of “cornerness” for each pixel in the image is
computed by fuzzy rules (represented as templates) which are applied to a set of pixels belonging to a rectangular window. As the algorithm scans each pixel of the image at a time, a new pixel of the resulting image is generated by fuzzy reasoning. Hence, the possible uncertainty contained in the window-neighborhood is handled by using an appropriate rule base (template set). Experimental evidence shows the effectiveness of such method for detecting corners under several conditions. A comparison between one state-of-the-art Fuzzy-based method [25] and the Harris algorithm [10] demonstrates the performance of the proposed method.

The paper is organized as follows: Section 2 briefly describes the mathematical approach and the fuzzy model used in this work. Section 3 describes the features extraction process while Section 4 describes the fuzzy corner extraction process. On the other hand, Section 5 describes the experimental results while Section 6 offers some conclusions about the development and performance of this technique.

2. FUZZY RULE-BASED SYSTEM

2.1 Fuzzy System

Most of the approaches for corner detection are easy to implement and demand a low computational load. However, their effective operation largely relies on the fact that noisiness must be limited. In this section, a more robust technique is proposed. The new procedure is set to deliver a better performance for noisy environments. The fuzzy system is simple to implement and still fast in computation if it is compared to some existing fuzzy methods [25,26]. Also, it can be easily extended to detect other features. In the proposed approach, the fuzzy rules are applied to a set of pixels belonging to a rectangular \( N \times N \) window (usually 3x3 pixels), where the gray-level differences between the center pixel \( p_{m,n} \) and its surrounding pixels are computed and stored within matrix \( E \) as follows:

\[
E = \begin{bmatrix}
    p_{m,n} - p_{m-1,n-1} & p_{m,n} - p_{m-1,n} & p_{m,n} - p_{m-1,n+1} \\
    p_{m,n} - p_{m,n-1} & 0 & p_{m,n} - p_{m,n+1} \\
    p_{m,n} - p_{m+1,n-1} & p_{m,n} - p_{m+1,n} & p_{m,n} - p_{m+1,n+1}
\end{bmatrix}
\]  

(1)

where \( m \) and \( n \) represent the coordinates of the central pixel. If the neighborhood is a homogenous region, then \( E \) contains values near zero. In the case of corners, the matrix \( E \) possesses a specific configuration depending on the corner type. These divide \( E \) in two connected regions, one with positive (pixel type \( A \)) and another with negative (pixel type \( B \)) difference values (see Figure 1). The reasoning structure uses two different types of rules: the THEN-rules and the ELSE-rules (don’t care conditions) respectively. Each THEN-rule includes a determined pixel configuration as antecedent and only one pixel as consequent. Antecedents are related to a corner existence test and the consequent to its presence or absence. The rule-base gathers many fuzzy rules (THEN-rules) and only one ELSE-rule (i.e. do-not-care rule). Therefore only relevant rules (i.e. configurations) are formulated as THEN-rules while other not important configurations may be handled as a group of ELSE-rules. The set of THEN-rules lies on the very core of the algorithm. The rules must deliver successful structure detection, i.e. corners in this case, while still cancelling other
inconsistencies such as noise. Such tradeoff may be solved by using a reduced set of rules (configurations) which in turn represent the minimum number in order to coherently detect the structure as it is required by a given application. Such procedure allows dealing with noisy pixels or imprecision.

Fig. 1. Region shaping with respect to gray level differences: (a) the resulting template and (b) the real corner that originates the template.

The proposed corner detector considers twelve THEN-rules that represent the same number of possible corner configurations and only one ELSE-rule as it is graphically explained by Fig. 2. It may be also possible to consider some other corner configurations. However it may reduce the algorithm’s ability to deal with noise or uncertainty [19,20,24].

Fig. 2. Different corner cases to be considered for building the fuzzy rules. The image region containing the corner is shown in the upper section while the resulting 3x3 template is shown below each case.

Despite using a reduced rule base, the performance in the detection process can be considered acceptable when it is compared to other algorithms solving the same task. Each rule has the following form:

\[
\text{If the corner structure in } E \text{ possesses positive elements and the opposite region possesses negative elements, then the pixel represent a corner, else the pixel does not represent a corner} \tag{2}
\]

The principle can be explained as follows: If one region of the neighborhood, according to any of the twelve cases, contains positive/negative differences with respect to the center pixel, and if any other region contains the opposite (negative/positive) differences with respect to the center pixel, then the center pixel is a corner (see Fig. 2). The procedure can be considered as the evaluation of each one of the 12 different THEN-rules (configurations), yielding two auxiliary matrices \( E^p \) and \( E^n \) as follows:
\begin{align*}
E^p(i, j) &= \begin{cases} 1 & \text{if } E(i, j) \geq 0 \\
0 & \text{else} \end{cases} \\
E^n(i, j) &= \begin{cases} 1 & \text{if } E(i, j) < 0 \\
0 & \text{else} \end{cases}
\end{align*}

\text{(3)}

where \(i, j\) represents the row and column of the matrix \(E\) \((i, j) \in \{1, 2, 3\}\), Eq. 1. For the case that all elements of \(E^p / E^n\) are ones (meaning all elements of \(E(i, j)\) are positives or negatives), it is possible to construct regions \(A\) and \(B\) within the window-neighbourhood according to the existing relative differences. Thus the values of \(E^p\) and \(E^n\) can be recalculated as follows:

\begin{align*}
E^p(i, j) &= \begin{cases} 1 & \text{if } E(i, j) \leq t_b \\
0 & \text{else} \end{cases} \\
E^n(i, j) &= \begin{cases} 1 & \text{if } E(i, j) > t_b \\
0 & \text{else} \end{cases}
\end{align*}

\text{(4)}

For all the elements of \(E^p\) being ones, and

\begin{align*}
E^p(i, j) &= \begin{cases} 1 & \text{if } E(i, j) \geq -t_b \\
0 & \text{else} \end{cases} \\
E^n(i, j) &= \begin{cases} 1 & \text{if } E(i, j) < -t_b \\
0 & \text{else} \end{cases}
\end{align*}

\text{(5)}

For all the elements of \(E^n\) being ones, \(t_b\) is a threshold that controls the sensitivity of the considered differences. Typical values for \(t_b\) normally fall into the interval \((5, 35)\). The lowest value of 5 would yield a higher detector’s sensitivity which may detect a great number of corners corresponding to noisy intensity changes which are commonly found in images. On the other hand, a maximum value of 35 would detect corners matching to a significant difference between several objects in the structure, i.e. object whose pixels may be considered as being connected. Although the selection of the best value for \(t_b\) clearly depends on the particular application, a good compromise can be obtained by taking a value on approximately half the overall interval, i.e. \(t_b = 20\). The membership values \(\mu_{c}(m, n)\) (where \(c = 1, 2, \ldots, 12\)) are computed depending on the corner types (see Fig. 2). According to [33], such values represent the antecedents of each employed THEN-rule. They can be calculated as follows:

\begin{align*}
\mu_{c}(m, n) &= \frac{1}{20} \max \left[ \sum_{i \in A} E^p(i, j) \cdot \sum_{j \in A} E^n(i, j) \cdot \sum_{i \in B} E^p(i, j) \cdot \sum_{j \in B} E^n(i, j) \right]
\end{align*}

\text{(6)}

Eq. (6) considers a normalization factor equal to 20 which represents the maximum possible value, i.e. the highest product of the multiplication among the pixels between \(E^p\) and \(E^n\). Hence, the membership value \(\mu_{c}(m, n)\) falls between 0 and 1. Eq. (6) can be considered as the numerical implementation of the generic rule previously defined by Eq. 2. If Rule 1 (case 1) is considered as an example, the expressions corresponding to Eq. (6) would thus be:

\begin{align*}
\sum_{i \in A} E^p(i, j) &= E^p(1, 2) + E^p(1, 3) + E^p(2, 2) + E^p(2, 3) \\
\sum_{j \in B} E^p(i, j) &= E^p(1, 1) + E^p(2, 1) + E^p(3, 1) + E^p(3, 2) + E^p(3, 3)
\end{align*}

\text{(7)}
 Analogously to Eq. (7), membership values \( \mu_i(i, j), \ldots, \mu_{12}(i, j) \) for other rules (cases) can be calculated. Finally, the 12 fuzzy rules can be added into a single fuzzy value using the max (maximum) operator. The final fuzzy value represents the linguistic meaning of cornerness yielding:

\[
\mu_{cornerness}(m, n) = \max(\mu_i(m, n), \mu_2(m, n), \ldots, \mu_{12}(m, n))
\]  

(8)

The pixels whose value \( \mu_{cornerness}(m, n) \) are near to one, belong to a feature similar to a corner, while values near to zero would represent any other feature.

2.2 Robustness

This kind of corner detection clearly differs from other classical procedures in several ways. Conventional corner detectors look usually for the explicit corner location by means of detecting the zero-crossing of derivatives in different directions. On the contrary the proposed approach detects the entire area where the corner could lie. In particular, gradient-based methods are normally highly sensitive to the noise in real images and being mainly affected by the impulsive noise. Also, most of the corner detection algorithms incorporate several pre-filters \([27,10,11,1]\), which allow attenuation but do not eliminate impulsive noise. On the other hand, fuzzy detectors allow corner marking despite noisy environments either by implementing fuzzy pre-filtering that eliminates uncertainty on the image or by incorporating fuzzy sets for modeling imprecision \([25]\). The method presented in this paper considers vagueness due to noise and grayness ambiguity to be handled by the fuzzy rules introduced in Eq. (2). Considering the image in Figure 3, a pixel holding a different gray value from its neighbors is located within a homogeneous region. This situation can be considered as impulsive noise.

\[
\begin{align*}
E^+ &= \begin{bmatrix} 1 & 1 & 1 \\ 1 & 0 & 1 \\ 1 & 1 & 1 \end{bmatrix} \\
E^- &= \begin{bmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{bmatrix}
\end{align*}
\]

Fig. 3. The effect of the impulsive noise in matrices \( E^+ \) and \( E^- \). Matrices \( E^+ \) and \( E^- \) would contain only ones or zeros depending on the gray-level difference.

Under these circumstances, matrices \( E^+ \) and \( E^- \) would contain only ones or zeros depending on the gray-level difference. Therefore, the values used to calculate the membership functions in Eq. (6), for any of the twelve cases, would yield

\[
\left( \sum_{(i, j) \in R^+} E^+(i, j) \right) \cdot \left( \sum_{(i, j) \in R^-} E^-(i, j) \right) \approx 0 \quad \left( \sum_{(i, j) \in R^+} E^+(i, j) \right) \cdot \left( \sum_{(i, j) \in R^-} E^-(i, j) \right) \approx 0
\]  

(9)
Now, considering the values from Eq. (9) and a noisy pixel, the resulting value of its cornerness can be calculated by Eq. (8) as $\mu_{cornerness}(i, j) \approx 0$. The impulsive noise is thus classified by the fuzzy system as a homogeneous region. In the same way, the central pixel would not be marked as corner for cases not considered in Figure 1 which normally represent noisy configurations. It is mainly because the inference system works with ELSE-rules.

### 2.3 Corner selection

In order to detect corners, it would be enough to choose an appropriate threshold $t_c$. If $\mu_{cornerness}(m, n) \geq t_c$, then the pixel $p_{m,n}$ can be assumed as such. Under these assumptions, the value $t_c$ must be selected as close to 1 as it is likely to assure that pixel $p_{m,n}$ may be a corner. However, a more convenient approach is to choose a small threshold value $t_c$ whose value allows detecting a wider number of corners despite a higher uncertainty. The corner selection process can therefore be explained as follows: For each pixel, if $\mu_{cornerness}(m, n) \geq t_c$, a neighborhood of $H \times H$ dimension is established around it (commonly $H > N$). The pixel $p_{m,n}$ is thus selected as a corner if its value $\mu_{cornerness}(m, n)$ is maximum within the neighborhood $H \times H$, otherwise it does not represent a corner point. Figure 4 shows a selection example, where $\mu_{cornerness}(m, n)$ represents the cornerness of the pixel currently under evaluation, by assuming $\mu_{cornerness}(m, n) \geq t_c$. Inside the window $H \times H$ that has been established around it, there exist other two pixels $p_{i,j}$ and $p_{i',j'}$, whose values $\mu_{cornerness}(i,j)$ and $\mu_{cornerness}(i',j')$ are lower than $\mu_{cornerness}(m,n)$. Therefore, a point $p_{m,n}$ can thus be considered as a corner within the image.

![Fig. 4. Neighborhood method for corner selection.](image)

### 3. EXPERIMENTAL RESULTS

Different sorts of images have been tested in order to analyze the performance of the method for corner detection. Such benchmark set includes image alterations such as blurring, illumination change, impulsive noise etc. Table 1 presents the parameters of the proposed algorithm used in this paper. Once they have been determined experimentally, they are kept for all the test images through all experiments.
Table 1. Parameter setup for the proposed corner detector

| $t_p$ | $t_c$ | $H$ |
|-------|-------|-----|
| 20    | 0.7   | 10  |

First, Figure 5b shows the value of $\mu_{\text{cornerness}}(m,n)$, as it is computed by the fuzzy system according to Eq. (9) to detect corners in a real image. In Figure 5a, the blue crosses represent the corners obtained using the corner selection procedure explained in sub-section 2.3. Figure 6 shows the algorithm’s performance on different image conditions such as the case with variable illumination and blurring. Figures 6(a)-(b) present the performance of the fuzzy corner detector as it is applied to over-exposed and over-illuminated images. The effect of high illumination on the images was made by applying a linear transformation of the form $I(i, j) + 80$. On the other hand, Figures 6(c)-(d) show the effectiveness of the proposed detector using low-illuminated or sub-exposed images. Such effect was made by another linear transformation: $I(i, j) - 40$. The images in Figures 6(e)-(f) illustrate the sensitivity of the fuzzy detector to blurring. Such steamed up effect was made by applying a low-pass filter to the original images, with a 5x5 kernel.

From results shown in Figure 6, it can be observed as the fuzzy detector exhibits immunity to changes in illumination, see for instance Figures 6(a)-(b) and 6(c)-(d). However, it also shows sensitivity to blurring in Figures 6(e)-(f). For the case of blurring images, the detector is able to find all the corners over the simulated image in 6(e). The latter figure exhibits low distortion in the homogeneous gray levels within the image as a consequence of the filter operation. On the other hand, some sensitivity may be lost while applying the detector to the real image shown in Figure 6(f). Moreover, after applying distortion to the image, several points that do not belong to a corner as such have been wrongly marked as corners. Despite all previous comments, the fuzzy detector was able to detect in Figure 6(f) the corners which delimit the object’s shape. This is not a common feature of other corner detectors [9-12].
4. PERFORMANCE COMPARISON

A variety of quantitative evaluation methods for corner detection algorithms have been proposed in the literature [12, 28, 29]. Following the criteria in [29], the performance analysis considers the Harris algorithm [10], the fuzzy method presented by Banerjee & Kundu [25] and the approach proposed in this paper. A quantitative comparison over three criteria is presented: stability, noise immunity and computational effort. The study aims to analyze the performance objectively. The parameters for each detector algorithm are set as follows: For the Harris algorithm, the gradient operators $[-2 -1 0 1 2]$ and $[-2 -1 0 1 2]^T$ are set in directions $u$ and $v$ separately. The Gaussian smoothing filter employs a Gaussian window function of size $7 \times 7$ and a standard deviation of 2 with $k=0.06$. The parametric setup appears as the best set following data in [12] and considering lots of hand tuning experiments. For the fuzzy method proposed by Banerjee & Kundu, the parameter are set following guidelines from [25], with a Gaussian window function of size $3 \times 3$ and a standard deviation of 2, $\mu_j(P) \geq 0.9$ and $T_i = 0.2$. Finally the parameters of the proposed approach are set according to the Table 1.

(a)  
(b)  
(c)  
(d)  
(e)  
(f)
Fig. 6. Performance of the fuzzy corner detector over different conditions on the image: (a)-(b) over-exposure or high illumination, (c)-(d) sub-exposure or low illumination and (e)-(f) blurring.

4.1 Stability criterion

Two frames in an image sequence are processed by the algorithm to detect corners. If the corner’s positions are unchanged from one frame to the next one, the algorithm can be regarded as stable. However, the gray-level value of each pixel would normally vary in actual images because of several factors affecting the image. If the algorithm is applied to a given image, then it cannot be assured the number and position of all detected corners would be exactly the same. Therefore, absolute stability is almost non-existent. A factor $\eta$ to measure the stability of a corner algorithm can be defined as follows:

$$\eta = \frac{A_1 \cap A_2}{\min(|A_1|,|A_2|)} \times 100\%,$$

where $A_1$ and $A_2$ representing the corner sets for the first and the second frame respectively (the intersection operator $\cap$ stands for common corners); $|A_i|$ represents the number of elements in $A_i$ set and the overall numerator holds the number of corresponding corners in two frames. From Eq. (10), it can be concluded that a greater $\eta$ yields a more stable corner detection algorithm. Fifty pairs of images holding different contrast and brightness levels are gathered in order to compare the proposed fuzzy detector and other classic methods. Figure 7a shows the comparison with respect to the stability factor, where the horizontal axis represents the image pair number and the vertical axis represents the value of such stability factor. The average stability factor of Harris detector is 75%, while the fuzzy method Banerjee & Kundu holds 70% and the proposed fuzzy detector shows 83%.

4.2 Noise immunity

Noise immunity is measured by factor $\rho$ which it can be defined as follows:

$$\rho = \frac{B_1 \cap B_2}{\max(|B_1|,|B_2|)} \times 100\%,$$

where $B_1$ is the corner set of the original image and $B_2$ is the corner set of the image with added noise. In this case, the maximum operator seeks to consider that false corners have been added as a result of additive noise. As $\rho$ increases, it can be assumed that the algorithm’s ability to avoid noisy corners is stronger. One experiment is focus on comparing such noise immunity among methods. Fifty images with 10% of added impulsive noise are considered. Figure 7b shows the noise immunity factor, with the Harris detector showing 9%, the fuzzy method Banerjee & Kundu holding 65% and the proposed fuzzy detector showing 80%.

4.3 Computational effort

The speed and computational effort of a corner detector algorithm must meet demands for real-time tasks, regarding speed and required processing time. The runtime of an algorithm can be a
reference to its overall computational effort. In order to compare the three algorithms, fifty pairs of images are considered in order to register the algorithm’s runtime for testing images holding 320×240 pixels. The average runtime for the Harris method, the fuzzy Banerjee & Kundu algorithm and the proposed corner detectors is 1.8686s, 6.2125s and 0.878s respectively, as all are tested under the MatLab© R2008b environment.

Fig. 7. Performance comparison among corner detectors. (a) Stability factor and (b) noisy immunity factor.
4.4 Comparison results

Table 2 shows a final comparison between all the methods. The proposed fuzzy detector can be considered as equally stable as the Harris method. It also shows stronger noise immunity being slightly superior to the fuzzy detector proposed by Banerjee & Kundu. The proposed corner detector can also be regarded as the algorithm showing the best computational performance.

| Corner Detector          | Stability± σ(%) | Noise± σ (%) | Time± σ (s)  |
|--------------------------|-----------------|--------------|--------------|
| Harris                   | 75± 5.5         | 9± 4.4       | 1.8686± 0.3  |
| Fuzzy Banerjee & Kundu  | 70± 7.8         | 65± 7.1      | 6.2125± 0.21 |
| The proposed detector    | 83± 4.1         | 80± 4.6      | 0.8780± 0.11 |

Table 2. Performance comparison among the three corner detectors considered by the study.

Figure 8 shows the performance of the detector algorithms considered in the study while analyzing a number of benchmark images.

4. CONCLUSIONS

This paper has presented a corner detection algorithm which models the structure of a potential corner in an images based on a fuzzy rule set. The method is able to tolerate implicit imprecision and impulsive noise. Experimental evidence suggests that the fuzzy proposed algorithm produces better results than other common methods such as the Harris detector [10] and the fuzzy approach proposed by Banerjee & Kundu [25]. The proposed algorithm is able to successfully identify corners on images holding different uncertainty conditions. However it is also sensitive to blurring in particular when a steaming up effect is produced by considering neighborhood window wider than the one previously considered for building the fuzzy model of corners (templates). Such fact shall not be considered as inconvenient because the fuzzy-based algorithm is still capable of identifying corners over similar blurring levels than those of conventional algorithms. The proposed detector is stable and has shown robustness to impulsive noise which in turn represents its major advantage over the Harris method considering that impulsive noise is commonly found in real-time images. Although the algorithm exhibits a tolerance to imprecision that matches the performance of the Banerjee & Kundu fuzzy method, the presented approach requires a lighter computational cost for analyzing benchmark images.
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