Abstract
Several convolutional neural network architectures have been proposed for handwritten character recognition. However, most of the conventional architectures demand large scale training data and long training time to obtain satisfactory results. These requirements prevent the use of these methods in a broader range of applications. As an alternative to cope with these problems, we present a new convolutional network for handwritten character recognition based on the Fukunaga–Koontz transform (FKT). Our approach lies in the assumption that Fukunaga–Koontz convolutional kernels can be efficiently learned from subspaces and directly employed to produce high discriminant features in a shallow network architecture. When representing image classes by subspaces, the within-class separability is reduced, since the subspaces form clusters in a low-dimensional space. To increase the between-class separability, we compute a discriminative space from the training subspaces using FKT. By learning convolutional kernels from subspaces, it is possible to extract representative and discriminative features from an image with only a few parameters. Another contribution of the proposed network is the use of pooling layers, which further improves its performance. The proposed method, called Fukunaga–Koontz Network (FKNet), is suitable for solving practical problems, especially when training and processing times are constraints. Four publicly available handwritten character datasets are employed to evaluate the advantages of
FKNet. In addition, we demonstrate the flexibility of the proposed method by experiments on LFW dataset.
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1 Introduction

Handwritten character classification plays an essential role in computer vision and pattern recognition areas since it is fundamental in postal sorting, bank check recognition, automatic letter recognition, industrial automation, human-computer interaction, and historical archive documents [1–6]. Considering its importance, these applications require some characteristics, such as fast training and processing times. For example, it is desirable that the model can be rapidly adjusted when new training data becomes available. Simultaneously, the model should preserve its performance.

Another challenge in handwritten character classification is related to the huge amount of data required to train a useful model. For example, most public databases [7,8] consist of samples ranging from 1000 to 1500 images per class, which is generally not enough to describe all the variability of each class. In addition, in handwritten character classification, it is expected that the characters are written legibly with smaller variations in their shape. This assumption, however, does not hold in practical scenarios where camera noise, background conditions (especially illumination), writing speed and rotations are involved during the character’s acquisition process. Besides, different writing styles increase within-class variability and, as different characters may share similar structures, a high correlation between these classes increases the problem complexity [9].

Deep learning-based approaches, specially those using deep convolutional neural networks (CNN), have been widely employed in problems involving handwritten character classification. Learning through deep neural networks has received significant attention due to its improvements over hand-crafted features [10]. The central concept of deep learning is that all relevant information required to recognize image patterns are contained in hierarchical neural network models.

Despite encouraging results, the fine-tuning of deep neural networks parameters is time-consuming [11], even when using machines with GPU. To avoid this issue, many shallow networks have been proposed based on principal component analysis (PCA), independent component analysis (ICA), canonical component analysis (CCA) and discrete cosine transform (DCT), where convolutional kernels are obtained from PCA, ICA or DCT basis vectors. For instance, PCANet (PCA network) [12] employs a CNN architecture with no pooling layers, no activation functions and without using back-propagation to learn its weights. Although only PCA or Linear Discriminant analysis (LDA) basis vectors define the convolutional kernels, these networks present competitive performance when compared to the state-of-the-art results achieved in several image classification tasks.

These shallow networks assume that models generated using PCA or ICA can efficiently produce convolutional kernels in a convolutional network architecture. However, these models do not provide discriminative features in more complicated computer vision problems, such as handwritten character recognition. In this kind of application, image classes may frequently contain complex structures and, due to the enormous variability in the handwritten shapes, between-class variation increases considerably [13].
In order to cope with these problems, we propose a shallow network based on the Fukunaga–Koontz transform (FKT) \cite{14,15} to generate discriminative features and handle complex distributions. This transformation has been employed in the mutual orthogonal subspace method for face and object recognition \cite{16} in the context of image set representation and classification. It is worth noting, however, that to the best of the authors’ knowledge, there is no approach using FKT in a shallow network approach.

FKT aims to decorrelate subspaces of different image classes. Given a dataset containing several classes, the weighed eigenvectors of the sum of the correlation matrices of all classes decorrelates the distributions of these different classes. These weighed eigenvectors can be adopted to orthogonalize these distributions, making this transformation a useful tool for feature extraction. We employ FKT in a slightly different manner, since this transform is based mainly on the sum of the covariance matrices of all classes. Instead of creating the transformation matrix from the sum of the correlation matrices, we utilize the sum of the projection matrices, which might produce more stable features, since the subspaces can have their dimensions independently estimated.

In the subspace method, the training data is represented by compact clusters in a low dimensional space. This space can be efficiently obtained from a set of basis vectors produced by a singular value decomposition (SVD). The subspace method assumes that by using multiple patterns in a low-dimensional space, the performance of recognizing complicated objects is significantly improved.

Another reason for employing a subspace method is that, in practice and under certain circumstances, there exist no two identical image distributions \cite{17,18}. Accordingly, distributions corresponding to different handwritten images generate unique clusters in high dimensional vector space. The compression of these clusters leads to subspaces, where the variability of these patterns is represented more compactly.

Therefore, instead of employing PCA or LDA to learn the convolutional kernels, we use the subspace generated by FKT. By using the FKT decorrelation subspace, we build a shallow network, FKNet, that minimizes the correlation between different handwritten image classes. In FKNet, the training images are firstly compressed as subspaces to minimize their within-class distance. Besides, the decorrelation subspace based on the compressed data is more robust to outliers. Therefore, it is expected that such convolutional kernels can reveal more discriminative information compared to PCANet and related shallow networks.

A limitation of PCANet and its variants is that their architectures do not exceed 2 convolutional layers. In previously reported experimental results \cite{12,19}, improving the number of convolutional layers do not significantly improve the classification accuracy. This observation may be a result of the unsupervised dimensionality reduction operated by PCA. Such a dimensionality reduction can discard discriminative structures, leading to a weakening of the produced features. Here, we restrict the term shallow network employed in this work. Literature shows that this term has been frequently used to describe neural networks with no more than 10 layers \cite{20}. However, we restrict our analysis to neural networks equipped with 4 layers or less.

Concurrently, due to the lack of pooling layers, feature vectors created by PCANet-like shallow networks grow exponentially as they propagate throughout the layers. The lack of a pooling method makes it impractical to use more than two layers without compromising computational performance. For example, in a 2 layers network that supports $20 \times 20$ input grayscale images, where each layer is equipped with 4 convolutional kernels (with convolutional kernel size of $3 \times 3$), the convolution process will produce a $20 \times 20 \times 4 \times 4 = 6400$-dimensional feature vector, if zero-padding is applied during the convolutional stage. However, If another layer with just 4 convolutional kernels (with
convolutional kernel size of $3 \times 3$) is added, the size of the feature vector will become 25,600, making processing unfeasible.

To tackle this problem, pooling operation is used after two convolutional layers in the introduced network. This mechanism reduces the dimensionality of the feature vectors, increasing the shallow network number of layers without compromising computational performance.

Hence, our contributions are as follows:

1. A shallow network for handwritten character classification. Through the use of FKT, we generate a discriminative subspace projection to enhance the discriminability across the handwritten images classes.
2. An average pooling layer is introduced to increase the number of layers without increasing the feature dimensionality, preserving a low computational cost.
3. We propose a new type of convolutional kernel based on orthogonalization of subspaces. We employ FKT to learn a discriminative subspace projection. We show that the basis vectors of this subspace are useful as convolutional kernels, efficiently handling supervised data, solving one of the limitations of PCANet.

This work proceeds as follows: Sect. 2 presents related work on shallow networks. Then, in Sect. 3, we describe FKNet, as well as the procedure for learning the convolution kernels through FKT. In Sect. 4, we evaluate the proposed method by using publicly available databases, precisely USPS handwritten digits [21], C-Cube handwritten digits, lowercase and uppercase letters [22], EMNIST dataset [23], Semeion handwritten digits [8] and LFW face recognition dataset [24]. Finally, conclusions and future directions are provided in Sect. 5.

2 Related Work

In this section, we outline the shallow convolutional networks based on PCA, LDA, DCT, and CCA. We also describe the optimization strategies used to train the respective convolutional kernels. This review is essential to explain the differences between the proposed network and current methods, including the advantages over the existing networks.

Learning features directly from the data, instead of designing complex techniques for feature extraction, has been recognized as a dominant trend to prevent the drawbacks of handcrafted features. For instance, the histogram of oriented gradients (HOG) [25], local binary pattern (LBP) [26] and scale-invariant feature transform (SIFT) [27] produce satisfactory results when applied in problems related to handwritten character classification.

In [26], local binary patterns of handwritten characters are extracted, and a set of clustering techniques is used to assign a label for each character image. In this approach, handwritten character datasets are used to validate the method, including MNIST. However, these methods cannot simultaneously tackle problems caused by rotation, point-of-view, different writing styles, scale, and illumination conditions, which are usually observed in handwritten characters.

Deep neural networks aim to decrease the influence of within-class variability by representing the data hierarchically. Deep CNN generally presents the following stages: convolutional layer, nonlinear processing layer, and feature pooling layer. A random schema is employed to initialize the parameter of the convolutional kernels, which is iteratively updated by stochastic gradient descent. Learning a deep network is usually time-consuming due to its multistage nature and its large number of parameters, even when using machines equipped with modern GPU.
Many shallow networks have been proposed to alleviate the high computational cost of training a CNN. For instance, PCANet [12] is an image classification framework, where its convolutional kernels are learned from the data at the local image patch level. Despite their simplicity, shallow networks perform exceptionally well in a variety of image classification benchmarks, including handwritten and face recognition. Since PCANet requires only an SVD operation, its training time is fast compared to current CNN training times.

PCANet has been employed for handwritten character classification in many works. Its incremental version has also been introduced for handwritten character classification [28]. This work takes advantage of a lifelong learning framework to accomplish the plasticity of both feature and classifier constructions, producing high discriminative features in an incremental arrangement. The main advantage of PCANet over the conventional CNN is its reduced number of parameters to be tuned during the training stage. However, PCANet and its incremental version can only be equipped with 2 or 3 stages, as reported in [12]. When the architecture is designed with more than 3 layers, the recognition rate has no significant improvement. In PCANet, the basis vectors of the local covariance matrix are employed as convolutional kernels for initial feature extraction, followed by binarization and block-wise histogram operation to create the features. Besides, LDANet was also introduced in [12], where its convolutional kernels are based on linear discriminant analysis.

DCTNet [29] is an alternative to PCANet, which employs discrete cosine transform (DCT) as convolutional kernels. DCTNet has been widely applied to several face databases benchmarks and has shown performance equivalent or superior to both PCANet and LDANet. In spite of its effectiveness, when data sparsity is not clustered around low frequencies, PCA should be a preferred model over DCT [30]. In such cases, PCANet and LDANet can benefit from the data dependency model. On the other hand, DCTNet is recommended when training data is scarce, since its convolutional kernels are data-independent. Besides, 2D DCT is also employed to decrease the computational complexity on the network training phase. Even though DCTNet has not been applied in handwritten character classification, we understand that this shallow network can achieve competitive results when dealing with such learning problem, considering that DCT features of handwritten character present satisfactory results [31,32]. Therefore, in this work, we also evaluate DCTNet.

Although PCANet and LDANet have shown high performance, these networks do not directly handle multiple-view features. In order to overcome this issue, CCANet [19] is introduced to deal with data that are not represented by single-view features. CCANet extracts two different view features of one object to generate the final pattern, which may achieve higher recognition accuracy than the accuracy attained with a single view. Experiments conducted using the ETH-80, Yale-B, and USPS databases for object classification, face classification and handwritten digit classification show that CCANet outperforms PCANet and LDANet.

Existing methods in literature employ subspaces to represent class images [33–36]. These methods address the problem of finding a so-called constraint subspace in which the projected features may provide more discriminative features. Among these methods, the orthogonal subspace method has received substantial attention due to its results in object recognition and face recognition [37,38]. Besides, the subspace method has been employed in handshape classification, protein classification and clustering, and motion recognition [39–41].

The networks investigated in this work can be examined in a subspace method perspective, since its convolutional kernels are obtained through subspace learning instead of gradient learning. PCA, LDA and CCA yield a linear projection $\mathbb{R}^N \rightarrow \mathbb{R}^M$, presenting distinct properties [42,43], where it is desirable that $M \ll N$. Therefore, we can present more
advanced linear projections such as those produced by FKT. The proposed shallow network is described in the next section.

3 Proposed Method

In this section, an overview of the proposed shallow network is provided, followed by the details of its building blocks. Then, the learning process employing image patches is described. After that, the procedure to compute linear subspaces is presented, as well as the method to calculate their optimal dimensions. This step is critical to maintaining the relationship between the compactness of each subspace and its representation. In our study, we understand that each class has a different compaction ratio; therefore, each class must be represented by subspaces of different dimensions. The problem of decorrelating subspaces using FKT and its application as convolutional kernels are introduced. Finally, the feature representation produced by the proposed shallow network is given. Figure 1 illustrates the procedure to construct FTK and its application as convolutional kernels.

3.1 Fukunaga–Koontz Network

The following notations are adopted in this work. Scalars are denoted by upper case letters, vectors by lowercase letters and boldface uppercase letters denote matrices. Calligraphic letters will be assigned to basis vectors. Given a matrix $A \in \mathbb{R}^{N \times N}$, $A^\top$ denotes its transpose.

Figure 2 shows the conceptual diagram of the proposed shallow network. FKNet processes images as follows. An input image is processed by a convolutional feature extraction layer, which can be followed by a mean-pooling or by other convolutional layers. Then, binary hashing is applied on the produced features in order to achieve dimensionality reduction. Finally, a block-wise histogramming is employed to achieve relative rotation invariance and create the final feature vector.

3.2 Representation by Image Patches

Given a dataset $X$ consisting of $N$ labeled training images of size $H \times W$, we extract patches of size $K_1 \times K_2$ from $X$. This procedure is performed by taking a patch around each pixel from each one of the $N$ training images. Here, we denote the set of image patches as $P$. 
Given that each image patch will have size $K_1 \times K_2$, the set $P$ will contain $N_P = HWN$ patches. It is worth noting that, after collecting the patches of all the images, FKNet does not perform the mean-removal operation on $P$, as employed in PCANet, since this operation modifies the subspace obtained.

### 3.3 Computing Image Patches Subspaces

Although PCA is considered optimal for pattern representation, the subspaces created by PCA are not necessarily optimal for classification. We understand that this is an issue, since PCANet employs PCA to produce a common subspace that represents the dataset regarding its variance, but neglecting intra-class characteristics.

There are many types of supervised methods that can be employed to implement efficient convolutional kernels for our shallow network, such as LDA. FKT is suitable for the supervised problem setting since it can work well with even a small quantity of data [44]. This problem setting, well known as small sample size problem, is very challenging for LDA due to its inability to estimate the within-class scatter matrix adequately in such circumstances. In contrast, FKT avoids this issue by introducing the subspace representation, which can be stably estimated from even few samples [45].

To create subspaces, we will use the patch set $P = \{p^j_i\}_{i,j=1}^{N_j,C}$, where $C$ stands for the number of classes and $N_j$ is the number of patches in the $j$th class. In this $C$ class classification problem, it is required to compute $C$ feature matrices $\{A^j\}_{j=1}^{C}$. For each feature matrix $A^j$, we compute the autocorrelation matrix $C^j = A^j \, A^j \, \text{T}$. Equipped with all $C$ autocorrelation matrices, we can move forward to calculate the matrix $U^j$ of eigenvectors which diagonalizes the autocorrelation matrix $C^j$:

$$D^j = U^j \, C^j \, U^j \text{T}, \quad j = 1, \ldots, C. \quad (1)$$

In Eq. (1), each $U^j$ is a $K_1K_2 \times K_1K_2$ matrix satisfying $U^j \, U^j \, \text{T} = U^j \, \text{T} \, U^j = I$. The columns of $U^j$ that correspond to nonzero singular values compound a set of orthonormal basis vectors for the range of $C^j$. $D^j$ is the diagonal matrix of eigenvalues of $C^j$. In our work, we use non-centering subspaces, different from the scatter matrix handled by PCANet. Since this difference produces very distinct subspaces, we follow the conventional formulation of subspace-based methods [16,34]. Unlike PCANet, FKNet creates a subspace for each class independently, exploiting its intrinsic characteristics in a more effective way.

### 3.4 Selecting Basis Vectors of the Image Patches Subspaces

One of the advantages of employing subspaces to represent handwritten image classes is that it is possible to compress each image set according to the basis vectors contribution in terms of variance. Specifically, the function $\mu(\cdot)$ regulates the proportion of the basis vectors employed to efficiently describe an image-set:

$$\mu(R^j) \leq \sum_{m=1}^{R^j} \frac{\lambda_m}{\sum_{m=1}^{D^j} \lambda_m} \quad (2)$$

In this expression, $R^j$ represents the number of selected basis vectors that spam the $P^j$ subspace and $\lambda_m$ is the $m$-th eigenvalue of the eigendecomposition of the scatter matrix $C^j$. 
Finally, $D_j = \text{rank}(P_j)$. Since the eigenvectors are arranged according to the eigenvalues in descent order, the $R_j$th eigenvector associated with the $R_j$th eigenvalue is selected, as well as the eigenvectors associated with the eigenvalues higher than the $R_j$th eigenvalue.

Here, the main idea is to set $R_j$ that best describes the image set without redundancy and in a compact manner. This parameter depends on the complexity of the correlations inherent of each image set and is also application-dependent. As mentioned before, the eigendecomposition of the scatter matrix $C_j$ is able to capture the vectors explaining most of its variation.

### 3.5 FKT for Image Patches Subspaces Decorrelation

Once equipped with all the $C$ image patches subspaces $P_j$ and their $R_j$ dimensions have been computed, we can now use FKT to generate the matrix $F$ that can decorrelate the subspaces. Then, each set of basis vectors $U_j$ spans a reference subspace $P_j$, where its compactness ratio is empirically defined by choosing the first $R_j$ vectors, ordered by its accumulated energy, as shown in Eq. (2). The method to generate the matrix $F$ that efficiently decorrelates the $C R_j$-dimensional classes subspaces is explained as follows. First, we compute the total projection matrix as:

$$G = \sum_{j=1}^{C} U_j U_j^\top.$$  \hfill (3)

The eigendecomposition of the total projection matrix $G$ produces a $K_1 K_2 \times K_1 K_2$ decorrelation matrix $F$. This procedure is better described by the following equation:

$$F = A^{-1/2} B^\top,$$  \hfill (4)

where $B$ is the set of orthonormal eigenvectors corresponding to the $N_F$ largest eigenvalues of $G$, and $A$ is the $K_1 K_2 \times K_1 K_2$ diagonal matrix with the $m$-th highest eigenvalue of the matrix $G$ as the $m$-th diagonal component.

### 3.6 Fukunaga–Koontz Convolutional Kernels

After obtaining the image patches subspaces and the decorrelation matrix $F$, we can now compute the FK convolutional kernel. In our formulation, each basis vector of $F = \{w_1, \ldots, w_{N_F}\}$ will be a convolutional kernel in the network. According to this formulation, the definition of the Fukunaga–Koontz convolutional kernel is:

$$W_l = \text{map}_{K_1 \times K_2}(w_l), \quad l = \{1, 2, \ldots, L_S\},$$  \hfill (5)

where the operator $\text{map}_{K_1 \times K_2}(\cdot)$ maps an input vector $y \in \mathbb{R}^{K_1 K_2}$ onto a matrix $Y \in \mathbb{R}^{K_1 \times K_2}$ and $L_S$ is the number of convolutional kernels in the $S$th convolutional layer.

According to [16], FKT decorrelates all the $C$ class subspaces by generating a matrix where the canonical angles between the projected subspaces spanned by the $Q_j = F_j^\top U_j$ basis vectors are enlarged. Following this idea, we can conclude that the eigenvalue matrices $A_1$ and $A_2$ of the following products:

$$S_1 = Q_i^\top Q_j, \quad \forall \ i \neq j,$$  \hfill (6)
Fig. 2 The shallow network architecture introduced in this work: a convolutional feature extraction layer processes an input image based on FK convolutional layer, followed by another FK convolutional layer. Then, an average pooling layer is employed. Finally, binary hashing and a block-wise histogramming produce the final feature vector

\[ S_2 = Q_i^T Q_j, \quad \forall \ i = j, \]  

approaches the null matrix and the identity matrix, respectively. In the proposed network, this observation enforces that the features created by the matrix \( F \) will produce a mechanism where patterns of the same class will be projected onto an adjacent space and, simultaneously, separated from the other classes.

Given an input image \( P_{in} \), the output image \( Y_l \) of a convolutional layer is obtained by the following operation:

\[ Y_l = \rho(W_l * P_{in}), \quad l = \{1, 2, \ldots, L_S\}, \]  

where \( * \) refers to a convolution with zero-padding in the boundary of the image patch and \( \rho(\cdot) \) is an average pooling operator, which may or may not be present in a particular layer, defined by a \( B_1 \times B_2 \) window, where \( B_1, B_2 \in \mathbb{N}^+ \).

Note that the output of one convolutional layer produces \( L_S \) images. Similar to CNN and PCANet, multiple layers can be created by feeding the produced images as input to a new layer. In general, a \( Z \) layers architecture produces \( N_Z = L_1 L_2 \ldots L_Z \) images for each input image, so in total \( N_Z \) images are produced.

Moreover, the output of the first layer of the proposed network will produce \( L_1 \) images. By using \( Y_l \), more image patches subspaces can be learned to create more layers. Usually, more than one layer is employed in such shallow networks, so more features can be extracted from \( P_{in} \). For instance, for a \( Z = 2 \) layers network, we should learn 2 constraint subspaces, where \( W^1 \) may be learned from \( X \), and \( W^2 \) can be learned from \( Y_l \).

### 3.7 Feature Representation

Continuing with the previous \( Z \) layers system, the convolutional layers will produce \( \{Y_p\}_{p=1}^{N_Z} \). The first step of the feature representation is the binarization of all \( Y_p \) images, using a step-like function, which can be defined as follows:

\[ H(a) = \begin{cases} 1, & \text{if } a > 0, \\ 0, & \text{if } a \leq 0 \end{cases} \]  

where the parameter \( a \) is each pixel intensity mapped in the image, in an element-wise manner.

Now, each element possesses a binary value, so the set of the same pixels in the \( N_Z \) images
produce digit binary words that can be seen as a decimal number. This procedure converts
the images back into a single integer-valued matrix \( T_q \) whose every pixel is an integer in
the range \([0, 2^{L_z} - 1]\). Formally, this operation can be expressed as:

\[
T_q = \sum_{p=1}^{L_z} 2^{p-1} H(Y_p), \quad q = \{1, 2, \ldots, N_{Z-1}\},
\]

Each \( T_q \) matrix is partitioned into \( B \) blocks, and a block histogram is computed to count
the decimal values in each block. After that, we concatenate all histograms into one vector.
This encoding is then stored as a \( f_{out} \) feature of the input image \( P_{in} \) in a vector of block-wise
histogram.

The column vector \( f_{out} \), together with other feature vectors extracted from a training
dataset are used to train a classifier. In the investigated architecture, support vector machines
(SVM) is employed.

### 3.8 Computational Advantage

One of the advantages of the proposed network is its reduced number of parameters compared
to conventional CNN. The hyper-parameters of FKNet include the filter size \( K_1, K_2 \), the
pooling size \( B_1, B_2 \), the number of filters in each stage \( L_1, L_2, \ldots, L_Z \), the number of
stages \( Z \), the block size for the histogram, and the class subspaces dimensions. In addition to
the decorrelation process employed by FKT, FKNet has the advantage of considering each
class as a subspace, which allows it to be expressed more compactly and more robustly to
outliers when compared to other shallow networks.

In terms of computational complexity, FKNet inherits the low cost exhibited by PCANet.
More precisely, FKNet shares all the elements employed by PCANet, whose computational
complexity depends only on the autocorrelation matrix computation and the filter convo-
lution. Different from PCANet, FKNet requires \( C \) autocorrelation matrices computation,
one autocorrelation matrix for each class subspace [see Eq. (3)]. Therefore, both processes
generate the cost of:

\[
O(HW K_1 K_2 (L_1 + L_2) + CHW (K_1 K_2)^2).
\]

Since \( HW \gg K_1 K_2 > C \), the computational complexity of FKNet is comparable to the
computational complexity of PCANet. Similar to PCANet, this computational complexity
refers to learning and testing stages, as long as \( HW \gg K_1 K_2 \).

Next section provides, along with other experiments, experimental results of processing
time measurement by each network. For instance, CNN required about 3 h to generate a
model with 4 convolutional layers using the EMNIST training dataset. On the other hand,
FKNet obtained a comparable model using less than 17 min on the same hardware, which is
approximately one order of magnitude faster.

### 4 Experimental Evaluation

In this section, the effectiveness of the proposed FKNet is evaluated. Experiments are con-
ducted using five public databases: USPS handwritten digits [21], C-Cube handwritten digits,
lowercase and uppercase letters [22], Semeion handwritten digits dataset [8] and EMNIST dataset [23]. These datasets cover various unconstrained scenarios of handwriting images, as the digits were written by many different subjects, writing styles and devices, with widely varying levels of care. In addition to the handwritten datasets, we evaluate the flexibility of the proposed network by using the LFW face dataset [24].

The experiments are divided into four main series. In the first series, FKNet is compared to 5 shallow networks. In the second series of experiments, we study the impact of changing the amount of training data concerning the performance of the networks. The third series is performed by comparing the proposed shallow network to a CNN. First, however, the description of three datasets used in our experiments is presented. The fourth dataset is described in Sect. 4.4. After evaluating the proposed method using handwritten character datasets, we present a challenging task to evaluate the proposed shallow network. Therefore, in Sect. 4.5, we further evaluate our method in a face verification task using the LFW dataset.

4.1 Dataset Configuration

The US postal service dataset (USPS) is a multi-class digit dataset consisting of 9298 handwritten digit images ranging from 0 to 9. In this dataset, there are 7291 training images and 2007 test images. Each digit image is of size $16 \times 16$ pixels. The raw grayscale pixels are used as features for all the methods compared in this paper. We pre-processed all images to have zero-mean and to be of unit Euclidean norm and resized the images to $28 \times 28$ pixels. This process was performed in all other databases.

C-Cube dataset consists of 57,293 handwritten images of 52 English letters, divided into 38,160 (22,274 lowercase and 15,886 uppercase) training images and 19,133 (11,161 lowercase and 7972 uppercase) test images. This is a very realistic dataset, considering that the images were manually extracted from the Center of Excellence for Document Analysis and Recognition (CEDAR) and United States Postal Service (USPS) databases. This is a challenging dataset, since the number of images per class is very imbalanced. In addition, the handwritten images are very cursive, increasing the correlation between classes. The dataset contains upper-case and lower-case letters, which were randomly split into training and test sets.

Semeion handwritten digits dataset consists of 1593 handwritten digits from around 80 persons. The images were scanned, stretched in a $16 \times 16$ matrix with 256 grayscale values. Then, all pixels of each image were binarized using a fixed threshold. Each person wrote on a paper all the digits from 0 to 9. The writing was performed two times; first time trying to write each digit accurately and the second time with no accuracy, as fast as possible. In addition, as the dataset is not originally divided into training and test datasets, a 10-fold cross-validation scheme is employed to evaluate the methods.

4.2 Comparison with Related Shallow Networks

In this first series of experiments, FKNet is compared to 5 shallow networks: PCANet, LDANet, RandNet (this network follows the same architecture of PCANet, but the filter banks are replaced with totally random filters), CCANet and DCTNet.

This experiment focus on comparing the classification rates attained by FKNet and baselines, as well as on analyzing their behavior when the number of layers is increased and when pooling layers are employed. In order to accomplish these objectives, all shallow networks
are evaluated according to its number of stages, which varies from 1 to 4, and with or without pooling layers.

For a fair comparison, the Coiflets and Daubechies orthogonal wavelet transform are employed to extract the low frequency sub-images of the original images to generate two view features for CCANet [19]. The TR-Normalization introduced by [29] is not applied. As in PCANet, LDANet, and DCTNet, we select linear SVM for the classification step since it is relatively less prone to overfitting than its non-linear version.

In this experiment, all the methods use the same parameters as in [12]. Previous work exhaustively analyzed these shallow network parameters, such as the convolutional kernel size. Here, we aim to verify the limits of these shallow networks by changing its number of layers and evaluating which learning strategy presents the most efficient result. In [12], the number of filters was fixed to $L_1 = L_2 = 8$, $L_3 = L_4 = 8$. The convolutional kernel size was set to $K_1 = K_2 = 7$, with block size of $7 \times 7$ and 4 pixels for overlapping ($\sim 57\%$ of overlapping ratio).

Table 1 shows the mean accuracy (%) and the standard deviation of the proposed shallow network and the different baselines investigated on USPS handwritten digits database, C-Cube dataset and Semeion handwritten digits dataset, when 1, 2, 3 and 4 layers are employed. The number of convolutional layers $Z$ and whether the network presents or does not present pooling layers is indicated by $(p)$ and $(-)$, respectively.

The best results regarding the accuracy are listed in bold, while the second-best results are listed in italic. We performed a significance test using Welch’s t-test (at 95% significance level) between the best-performed network on each combination with the second-best result. Underlined values in Table 1 indicate and mark the statistically significant results. According to Welch’s t-test, the proposed FKNet consistently achieved significantly better results on the Semeion dataset, which is the smallest investigated dataset. This result suggests that FKNet can represent small sets robustly.

In addition, from Table 1, it is observable that most of the methods have their recognition accuracy improved as the number of convolutional layers increased, up to 3 layers. However, when the number of layers is set to 4, most of the methods present no significant improvement. We understand that increasing the number of layers higher than 3 does not boost the recognition rate because it considerably increases the feature vector dimension used by SVM.

We also compare the networks performance when pooling layers are used, which are expected to produce a certain degree of invariance with respect to translations and elastic distortions [46,47]. As a consequence, there would be a certain level of robustness to small perturbations on handwritten characters positioning. In this scenario, the shallow networks benefit from the pooling layers, improving their classification rates. Besides, FKNet demonstrated superior classification rate when compared to the other evaluated shallow networks, confirming the efficiency of the method by employing the constraint subspace as convolutional kernels equipped with pooling layers.

Table 2 lists the training time required by our proposed method and by the baselines as well. We do not list the training times of RandNet and DCTNet since these methods do not rely on data to construct their filter banks. Moreover, the testing times are not listed because it depends mostly on the network configuration. Since we compare the networks with identical configuration, the testing time is very similar for all of them. It is possible to observe that PCANet attains the fastest training time, which is reasonable, considering that PCANet requires only an eigendecomposition per layer and an autocorrelation matrix computation. LDANet and CCANet require additional computations due to their more sophisticated formulation. Finally, although FKNet requires an autocorrelation matrices computation per class, its processing time is comparable to the other networks.
Table 1  The average classification rates and standard deviation attained by our proposed method, as well as by five baselines

| Datasets   | Layers | PCANet [12] | LDANet [12] | RandNet [12] | CCANet [19] | DCTNet [29] | FKNet       |
|------------|--------|-------------|-------------|---------------|-------------|-------------|-------------|
| USPS [21]  | 1(–)   | 93.83 ± 2.01 | 93.71 ± 1.91 | 92.97 ± 2.03  | 94.57 ± 2.49 | 93.84 ± 2.05 | 93.97 ± 1.91 |
|           | 2(–)   | 97.51 ± 1.55 | 97.37 ± 1.44 | 93.12 ± 1.57  | 97.81 ± 2.01 | 96.67 ± 1.56 | 97.81 ± 1.53 |
|           | 3(–)   | 97.63 ± 1.51 | 97.29 ± 1.35 | 93.07 ± 1.49  | 97.83 ± 2.03 | 96.55 ± 1.47 | 97.91 ± 1.52 |
|           | 3(p)   | 97.90 ± 1.49 | 97.67 ± 1.32 | 93.44 ± 1.45  | 98.14 ± 1.99 | 96.54 ± 1.47 | 98.30 ± 1.50 |
|           | 4(–)   | 97.65 ± 1.58 | 97.33 ± 1.47 | 93.02 ± 1.66  | 97.81 ± 2.11 | 96.52 ± 1.53 | 98.07 ± 1.69 |
|           | 4(p)   | 97.76 ± 1.57 | 97.43 ± 1.47 | 93.19 ± 1.63  | 97.93 ± 2.09 | 95.95 ± 1.52 | 98.60 ± 1.66 |
| C-Cube [22]| 1(–)   | 83.56 ± 1.92 | 83.11 ± 1.71 | 80.72 ± 2.34  | 83.53 ± 2.20 | 82.68 ± 1.84 | 84.72 ± 1.81 |
|           | 2(–)   | 87.39 ± 1.38 | 87.73 ± 1.32 | 83.24 ± 1.48  | 88.13 ± 1.68 | 85.48 ± 1.28 | 88.14 ± 1.52 |
|           | 3(–)   | 88.71 ± 1.24 | 87.47 ± 1.29 | 83.03 ± 1.41  | 88.13 ± 1.61 | 85.52 ± 1.28 | 89.42 ± 1.59 |
|           | 3(p)   | 88.97 ± 1.22 | 87.71 ± 1.28 | 83.23 ± 1.40  | 88.40 ± 1.65 | 85.76 ± 1.25 | 89.69 ± 1.55 |
|           | 4(–)   | 88.59 ± 1.27 | 87.51 ± 1.30 | 83.07 ± 1.52  | 88.20 ± 1.92 | 85.23 ± 1.46 | 90.26 ± 1.57 |
|           | 4(p)   | 88.65 ± 1.29 | 87.67 ± 1.30 | 83.18 ± 1.53  | 88.36 ± 1.94 | 85.34 ± 1.45 | 90.63 ± 1.54 |
| Semeion [8]| 1(–)   | 86.28 ± 1.41 | 85.43 ± 1.32 | 82.58 ± 1.54  | 83.51 ± 1.26 | 85.30 ± 1.21 | 88.36 ± 1.41 |
|           | 2(–)   | 89.58 ± 1.37 | 89.43 ± 1.25 | 88.48 ± 1.42  | 88.88 ± 1.24 | 89.24 ± 1.17 | 90.11 ± 1.48 |
|           | 3(–)   | 89.63 ± 1.41 | 89.45 ± 1.33 | 87.77 ± 1.55  | 88.35 ± 1.26 | 88.64 ± 1.22 | 91.43 ± 1.44 |
|           | 3(p)   | 89.85 ± 1.40 | 89.63 ± 1.37 | 87.95 ± 1.51  | 88.58 ± 1.27 | 88.90 ± 1.19 | 91.67 ± 1.41 |
|           | 4(–)   | 89.45 ± 1.56 | 89.34 ± 1.37 | 87.05 ± 1.60  | 87.51 ± 1.29 | 88.42 ± 1.25 | 91.66 ± 1.46 |
|           | 4(p)   | 89.60 ± 1.59 | 89.43 ± 1.38 | 87.01 ± 1.61  | 87.51 ± 1.33 | 88.60 ± 1.22 | 91.81 ± 1.43 |
In this experiment, it is clear the advantage of using pooling layers. The training time of the networks is reduced by about 30% when the network is equipped with a pooling layer after the third convolutional layer. This advantage increases when another pooling layer is added after the fourth convolutional layer.

Although the convolutional kernels of RandNet are randomly generated, reasonable results are obtained, in comparison to the results achieved by PCANet and LDANet. This observation indicates the benefits that the cascading model employed by shallow networks can provide. RandNet results are competitive when 1 or 2 layers are employed. However, when more layers are added, its results do not show improvement. This can be explained by the fact that there is no function to determine the convolutional kernel, weakening the hierarchical structure of the network. On the other hand, PCANet and FKNet have well-defined functions that determine the weights of the convolutional kernels, exploiting the hierarchical model to systematically produce better features.

In C-Cube dataset, PCANet, LDANet, and CCANet demonstrated competitive performances when using 1 and 2 layers, suggesting that subspace-based methods provide efficient convolutional layers for shallow networks. On the other hand, RandNet and DCTNet achieved the worst results. Compared to USPS and Semeion datasets, C-Cube delivers a larger number of examples, which can prevent the efficiency of convolutional kernels that are not generated from the training data. The results suggest that the unsupervised networks that do not depend on training data show greater difficulty in obtaining better results. Accordingly, DCTNet is recommended when training data is scarce due to its handcraft approach that is data-independent. Nonetheless, when datasets are more comprehensive and encompass more classes with higher diversity, PCANet, LDANet, CCANet and FKNet are recommended.

### Table 2
The training time (in minutes) attained by the proposed method by the five baselines

| Datasets    | Layers | PCANet [12] | LDANet [12] | CCANet [19] | FKNet |
|-------------|--------|-------------|-------------|-------------|-------|
| USPS [21]   | 1(-)   | 14.67       | 16.22       | 17.77       | 18.90 |
|             | 2(-)   | 15.61       | 17.23       | 18.59       | 20.11 |
|             | 3(-)   | 29.11       | 31.78       | 33.45       | 35.51 |
|             | 3(p)   | 20.29       | 22.39       | 24.16       | 26.14 |
|             | 4(-)   | 151.57      | 162.26      | 170.47      | 179.17|
|             | 4(p)   | 22.52       | 24.85       | 26.81       | 29.01 |
| C-Cube [22] | 1(-)   | 16.31       | 17.51       | 18.95       | 20.14 |
|             | 2(-)   | 17.35       | 18.97       | 20.51       | 21.95 |
|             | 3(-)   | 32.35       | 35.09       | 36.98       | 39.53 |
|             | 3(p)   | 22.96       | 24.91       | 26.25       | 28.06 |
|             | 4(-)   | 176.21      | 188.61      | 198.70      | 208.71|
|             | 4(p)   | 25.02       | 27.15       | 28.61       | 30.58 |
| Semeion [8] | 1(-)   | 3.26        | 4.25        | 5.39        | 6.30  |
|             | 2(-)   | 3.47        | 4.71        | 5.36        | 5.73  |
|             | 3(-)   | 6.47        | 7.02        | 8.31        | 8.73  |
|             | 3(p)   | 4.82        | 5.31        | 6.47        | 6.85  |
|             | 4(-)   | 30.34       | 33.81       | 36.22       | 39.22 |
|             | 4(p)   | 5.92        | 6.53        | 7.95        | 8.42  |

In this experiment, it is clear the advantage of using pooling layers. The training time of the networks is reduced by about 30% when the network is equipped with a pooling layer after the third convolutional layer. This advantage increases when another pooling layer is added after the fourth convolutional layer.
In general, FKNet attained the highest accuracy compared to the baselines. The discriminative capability of FKNet is evident when the number of layers increases. According to the experimental results, there is no significant improvement when the baselines employ 3 or 4 layers. These results may be due to the optimization model used by PCA, LDA, and CCA, which is based on dimensionality reduction. Such an approach eliminates a substantial amount of data, so that discriminative information may be lost, presenting no opportunity for the other layers to learn. In addition, after 3 layers, PCANet and DCTNet no longer improve their accuracy and CCANet even worsens its results. It is important to mention that these three methods do not make use of discriminative information among different handwritten image classes, which can be the reason for the low result when these networks are equipped with more than 3 layers.

The difference between the recognition rates achieved by FKNet and the other networks is even higher in the Semeion database, probably owing to the smaller amount of training data in this database compared to the USPS and C-cube databases. In this circumstance, FKNet benefits from the robustness inherited by FKT, which can produce efficient models with few training examples. In order to deeper analyze this aspect, the next series of experiments evaluates the impact of small-scale training datasets.

### 4.3 Comparing Shallow Networks Under Limited Training Data Conditions

In this experiment, we evaluate FKNet and three baselines (CCANet, LDANet and PCANet) under limited training data conditions. This experiment is essential to investigate the performance of these shallow networks under such circumstance, since many practical problems can only be solved when the learning model is appropriately designed to handle scarce training data. We evaluate FKNet, CCANet, LDANet and PCANet because the convolutional kernels of these networks are data-dependent. For this evaluation, we equip the networks with 4 convolutional layers, following the configuration $4(p)$ from Table 1.

We use the Semeion database, since it presents the lowest amount of data compared to the other handwritten image datasets investigated in Sect. 4.2, which is a realistic and challenging scenario. We employ a holdout strategy to evaluate the performances of the methods. The amount of training samples varies from 400 to 1400. The remaining data was used for testing. In each case, we randomly select the training data and repeat the experiment...
10 times. We report the average classification rates attained in each scenario. The parameters of the networks, such as number of filters and convolutional kernel size were set as was done in the previous series of experiments. The number of convolutional layers of each network was set to 4, where a pooling layer is added after the third convolutional layer.

Figure 3 displays the average classification rates obtained by the networks in different training data scenarios. As shown in this figure, we can see that the overall performance of FKNet was better than that of the other shallow networks. In particular, FKNet works well when the training data is limited. More precisely, when only 400 samples are available for training, FKNet presents a recognition rate of 80%, which is about 10% higher than the recognition rate produced by PCANet (the best baseline). This is a challenging experiment for shallow networks, since not only the amount of training data is reduced, but also the amount of test data increases accordingly.

This experimental result suggests that FKT does not suffer from the issue known as the small sample size (SSS) problem that occurs when the number of features is larger than the number of instances [48]. Differently, LDA is sensitive to the number of training samples, which reflects the poor performance achieved by LDANet. Indeed, LDA and CCA theoretical formulations present the SSS problem, which is not present on FKT formulation. Since the CCA model depends on the correlation between a pair of training samples, the reduced training data directly affects its performance.

4.4 Comparison with Convolutional Neural Network

Motivated by the previous results, experiments are conducted using the EMNIST database, which is a dataset of segmented cursive letters and handwritten digits. The purpose of this series of experiments is to compare FKNet to a conventional CNN in terms of recognition rate, by varying the number of layers. This analysis is essential to define the advantages and limitations of the proposed method compared to CNN.

In addition to CNN, we also compare the proposed method with the state-of-the-art methods in handwritten character recognition. We compare our method with Text Capsule Networks (TextCaps) [49] and genetic Deep CNN (genetic DCNN) [50] due to their high recognition rates and novel training approaches. TextCaps is a character recognition method that provides high accuracy rates in EMNIST and is able to employ small training sets. Considering that many languages do not present handwritten character datasets with an adequate number of samples to train deep learning models, TextCaps generates augmented handwriting images, increasing the number of training samples by handling random controlled noise. Distinct from other CNN methods, genetic DCNN is an autonomous learning algorithm that automatically produces a DCNN architecture employing the data available for a specific image classification task. To this aim, genetic DCNN applies evolutionary operations, including selection, mutation and crossover to evolve a population of DCNN architectures. The performance of genetic DCNN is comparable to the state-of-the-art DCNN models.

EMNIST is derived from the NIST (National Institute of Standards and Technology) Special Database 19. In this dataset, images are normalized to 28 \times 28 pixels. In total, it is composed of 280,000 characters divided into 62 classes, comprising 10 digit, 26 lowercase letter, and 26 uppercase letter classes. In this series of experiments, the dataset is divided into five partitions: (1) dataset A, composed of only the 26 uppercase letter classes; (2) dataset B, that includes only the 26 lowercase letter classes; (3) dataset C, composed of only the 10 digit classes (EMNIST-Digits); (4) a dataset D that includes all the 62 classes; (5) a dataset E that includes the uppercase and lowercase letter classes (EMNIST-Letters).
For comparison purposes, the employed CNN architecture is composed of 4 convolutional layers with 16, 20, 20 and 24 convolutional kernels, respectively. The convolutional kernel size is set to $7 \times 7$. The first and the third convolutional layers are followed by a $2 \times 2$ average pooling layer. Thus, the output features are provided to a fully connected layer in order to produce the final recognition score. In order to train this CNN, we employ Adam using mini-batch SGD (100 epochs) with the following hyper-parameters: learning rate $\alpha = 0.001$, and $\beta_1 = 0.9$, $\beta_2 = 0.999$, $\epsilon = 1 \times 10^{-8}$. The mini-batch size was set to 20.

The hyper-parameters of FKNet are as follows: 4 convolutional layers consisting of 12, 12, 20 and 20 convolutional kernels with size $7 \times 7$. The dimension of each subspace class was set to $\mu(r_i) \leq 0.9$, according to Eq. (2).

Table 3 lists the recognition rates attained by CNN and FKNet when different numbers of layers are employed. It is observed that CNN presents the highest recognition rate with dataset C, which consists of only handwritten digits. This result may be a consequence of the reduced number of classes found in the dataset C. Because of the low complexity in terms of inter-class separability, CNN can efficiently extract discriminatory elements.

In terms of the results attained by TextCaps and genetic DCNN (these results were obtained from the respective papers) on dataset C and dataset D, their results are 5% and 6% superior to the ones provided by the CNN and FKNet. The accuracy achieved by TextCaps is the result of a sophisticated technique based on data augmentation, which is not implemented in CNN nor in the proposed method. Besides, genetic DCNN achieves the same level of accuracy as TextCaps, with an approach that uses genetic algorithms to create its architecture. Therefore, both methods present very competitive results, but at the cost of requiring computational complexity far superior when compared to FKNet, during the training process.

Another observation is that CNN outperforms FKNet when only one layer is employed. It is noticeable that a single subspace representing the correlation among different classes may not be sufficient to resemble the complexity of the distributions. Therefore, to improve the FKNet capability, more constraint subspaces must be considered when only one layer is available.

An attempt to equip FKNet with more than 4 convolutional layers has also been established and the results show that the recognition rate achieved by the proposed network does not improve, reaching the learning limits of this shallow network. This result is directly derived from the fact that the linear subspaces employed to represent the image classes do not preserve its nonlinear relations. For instance, an image set distribution of a given class may be better represented by multiple subspaces if their distribution is multimodal. Different from FKNet, the accuracy of CNN boosts 0.7% when the network is equipped with 6 layers.

Experimental results of processing time measurement by each network are provided as follows. For reasons of reproducibility, the processing times reported in this paper were obtained using a computer equipped with an Intel Core i7 2.2 GHz quad-core processor, including 32GB RAM. As the other experiments, we employed Matlab to run the experiments. According to the configuration adopted, CNN required about 3 h to generate the described model with 4 convolutional layers using the EMNIST training dataset. On the other hand, FKNet obtained a comparable model using less than 17 min on the same hardware, which is approximately one order of magnitude faster.

Besides its advantage in terms of training time, the testing time on processing each example in FKNet is much faster than the time required by CNN, since the number of convolutional layers employed by FKNet is $1/3$ lower than the employed by CNN. The number of convolutional kernels employed by FKNet is very compact, precisely because of the orthogonal nature of the subspace produced by FKT. For comparison purposes, using the same hardware
Table 3  Recognition rates on comparing CNN and state-of-the-art methods, where N.A. stands for not available

| Methods       | Dataset A       | Dataset B       | Dataset C       | Dataset D       | Dataset E       |
|---------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| CNN-1         | 90.44 ± 0.22    | 82.91 ± 0.26    | 91.25 ± 0.22    | 64.93 ± 0.31    | 88.78 ± 0.31    |
| CNN-2         | 90.59 ± 0.22    | 83.47 ± 0.24    | 92.66 ± 0.21    | 65.58 ± 0.32    | 88.93 ± 0.28    |
| CNN-3         | 91.61 ± 0.22    | 83.68 ± 0.24    | 93.15 ± 0.21    | 65.97 ± 0.30    | 89.71 ± 0.28    |
| CNN-4         | 92.17 ± 0.19    | 83.93 ± 0.23    | 93.67 ± 0.20    | 66.08 ± 0.30    | 90.47 ± 0.27    |
| FKNet-1       | 86.39 ± 0.26    | 77.82 ± 0.29    | 86.77 ± 0.24    | 59.29 ± 0.33    | 84.15 ± 0.32    |
| FKNet-2       | 89.58 ± 0.25    | 81.43 ± 0.25    | 89.71 ± 0.24    | 63.15 ± 0.33    | 87.54 ± 0.29    |
| FKNet-3       | 92.07 ± 0.21    | 84.05 ± 0.25    | 91.53 ± 0.21    | 66.17 ± 0.31    | 90.05 ± 0.29    |
| FKNet-4       | **92.21 ± 0.21**| **84.33 ± 0.24**| 91.93 ± 0.22    | **66.39 ± 0.31**| 90.23 ± 0.28    |
| TextCaps [49] | N.A.            | N.A.            | **99.79 ± 0.11**| N.A.            | 95.36 ± 0.30    |
| Genetic DCNN [50] | N.A.        | N.A.            | 99.75±N.A.      | N.A.            | **95.58 ± N.A.**|
scenario discussed previously, CNN needs 81 seconds to process 1000 28 × 28 handwritten images, while FKNet requires only 34 s.

The shallow networks present an advantage when there are limitations in energy consumption or computational resources. A concrete example is when a neural network should be used in an embedded device, such as an FPGA [51,52]. In this scenario, hardware limitation is evident and conventional neural networks cannot be employed, since memory and processing resources are minimal. Besides, many applications require that the algorithms not only process data but also that the learning mechanism runs on the device itself. Under these circumstances, compact networks such as FKNet have a substantial advantage over conventional networks.

It is important to note that the CNN employed in this experiment could achieve slightly higher results, in the case of some adjusts on the convolutional kernel size. Instead, we chose to employ the same parameters as FKNet, since it presents a fair comparison. These results confirm that the proposed shallow network is an attractive alternative for handwritten character classification when processing time and memory requirements are application constraints. Particularly for application in scenarios critically affected by time or hardware restrictions.

4.5 Face Verification Using LFW Dataset

Lastly, we evaluate the proposed network using the LFW (Labeled Faces in the Wild) dataset [24] for unconstrained face verification. This experiment aims to explore the limitation of FKNet on a dataset different from handwritten datasets. The LFW dataset consists of images of faces collected from the web, where the faces were detected using the Viola-Jones face detector and cropped into 150 × 80 pixels. This dataset is especially difficult for the investigated shallow networks due to the fact that the data was collected under uncontrolled scenarios.

In addition to comparing FKNet with other shallow networks, we compared the proposed method to two face verification approaches, Fisher Vector Faces (FVF) [53] and Multiscale Binarized Statistical Image Features with Overlapping Blocks (MBSIF-OB) [54]. These methods are commonly employed in this task, producing very competitive results.

Fisher Vector Faces (FVF) [53] is a representation for faces, where densely SIFT features are extracted from the image followed by dimensionality reduction and Fisher Vector to encode the features. The work [53] introduced the study of densely sampled SIFT features, which achieved a high recognition rate on the LFW dataset.

The Multiscale Binarized Statistical Image Features with Overlapping Blocks (MBSIF-OB) [54] is a face recognition framework based on a feature fusion approach and flip-free distance. This framework applies the Binarized Statistical Image Features (BSIF) [55], which learn the filters by employing statistics of natural images. After extracting the features from an image using the BSIF, a dimensionality reduction strategy is employed, where the projected vectors are scored. Finally, the scores for different scales are fused using SVM.

In this experiment, the hyper-parameters of the shallow networks are as follows: 4 convolutional layers consisting of 8, 8, 10 and 10 convolutional kernels. The first and the third convolutional layers are followed by a 2 × 2 average pooling layer. The dimension of each subspace class was set to \( \mu(r_i) \leq 0.9 \), according to Eq. (2) and 15 × 13 for the non-overlapping block size.

We report the average result of the 10-fold cross-validation. Contrasting to the experimental setup reported in [12], we do not employ the square-root operation on the final feature to maintain consistency with the other experiments provided in this work. Table 4 lists the results
Table 4  Accuracy and standard deviation of the investigated shallow networks and face recognition methods when evaluated on the LFW dataset

| Method        | Accuracy ± Standard Deviation |
|---------------|------------------------------|
| PCANet [12]   | 86.11 ± 0.81                |
| LDANet [12]   | 86.27 ± 0.79                |
| CCANet [19]   | 85.26 ± 0.91                |
| FKNet         | 87.89 ± 0.67                |
| Fisher VF [53]| 93.10 ± N.A.                |
| MBSIF-OB [54]| 93.41 ± 0.36                |

of the proposed method, along with the investigated shallow networks and face verification approaches.

Although the studied shallow networks were not initially designed to represent face images, these networks provided reasonable results. As expected, FVF and MBSIF-OB presented the best results, which is approximately 7% more accurate than the shallow networks.

The proposed network is 5% less accurate than the methods designed for face verification, which is a competitive result considering that its primary purpose is handwritten digits classification. It is important to take into account that both FVF and MBSIF-OB employ handcrafted features, which may be more challenging to train and more computationally expensive than the shallow networks.

5 Conclusions and Future Directions

This paper presented the Fukunaga–Koontz network for handwritten character classification. In the proposed shallow network, Fukunaga–Koontz transform is employed to create efficient convolutional kernels in a CNN architecture. Experiments conducted on USPS handwritten digits, C-Cube, Semeion and EMNIST handwritten datasets demonstrated the applicability of the proposed network. The experimental results show that by employing Fukunaga–Koontz transform for convolutional kernels, FKNet provides competitive classification results, when compared to PCANet, LDANet, RandNet, DCTNet and CCANet. To show its flexibility, FKNet was evaluated on a face verification task using the LFW dataset. In this experiment, FKNet demonstrated to be competitive, where FVF, MBSIF-OB and other shallow networks were employed as baselines.

The proposed shallow network presents the following advantages: (1) light computational resources requirements for learning, (2) small set of parameters to be tuned and, (3) fast learning and processing times. This architecture requires the choice of just a few parameters: the convolutional kernel size, the number of layers, and the class subspace dimension.

Different from the compared shallow networks, the convolutional kernels employed by FKNet are equipped with pooling layers, which provides invariance to changes in position or lighting conditions while decreasing the feature dimensionality. This improvement, coupled with the fact that the constraint subspace produced by FKT produces more discriminative features than its counterparts, allows FKNet to be an appealing method both in performance and theoretical aspects. Since FKNet is entirely based on linear algebra and can be investigated through mathematical tools, this network offers an explicit interpretable model while presenting characteristics of modern neural networks, achieving competitive results in challenging handwritten character databases.

In the third series of experiments, it is observed that one benefit of using the proposed network is that the number of convolutional kernels employed is much smaller than the ones used by a CNN. Besides, FKNet inherits the fast processing time exhibited by the shallow networks investigated in this work, which is faster than the processing time obtained by CNN,
suggesting that the proposed shallow network can replace CNN when processing time is a requirement.

Experimental results have revealed that FKNet is a potential choice when there are hardware limitations. Applications where there is a limitation of energy consumption require a compact learning model, such as in autonomous vehicles applications [56, 57]. There are other applications whose requirements go beyond energy consumption. For example, in remote sensing, a neural network must adjust its parameters directly on the device, which is usually very limited. In both cases, FKNet is an advantageous alternative.

For future work, we will investigate the application of a nonlinear subspaces approach to reveal more discriminative structures. Also, we will evaluate FKNet on different computer vision problems, such as real-time training and testing document image classification, which may benefit from the proposed network as well.

Another potential research direction is the application of the convolutional kernels produced by FKT as an alternative to the random initialization process of the deep neural networks. In this direction, it is expected that the training time of a deep neural network can be reduced by exploiting the discriminative weights provided by FKT. The extension of the proposed network to handle tensor data may provide a fast solution for video analysis, gesture and action recognition. Tensor subspaces exist in literature and may provide convolutional kernels to such networks.
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