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Abstract

The problem of the ‘infinite energy’ of a point charge is well known in connection with the Lorentz–Abraham–Dirac equation and, more significantly, in quantum electrodynamics. Though it is not stated usually, this is strongly related to the old problem of what the electromagnetic energy-momentum tensor is.

Electromagnetic energies and forces will be examined thoroughly from a new point of view in the framework of Distribution Theory.

Introduction

The question of what the electromagnetic energy and electromagnetic energy flow are is as old as the theory of electromagnetism. First, the original definition of the electromagnetic energy flow, the Poynting vector, seems to be problematic (see e.g. [1],[2],[3]). Then the Abraham-Minkowski controversy regarding the energy-momentum tensor is an open problem still (see [4] and the references therein).

Similarly, the question of what the electromagnetic force and the electromagnetic interaction are is an open problem. There are a number of attempts to reinterpret or replace the LAD equation (e.g. [5],[6],[7],[8],[9],[10]). In the paper [11], the radiation reaction force and its role in the LAD equation are clarified by showing that not a mathematically incorrect derivation of the radiation reaction force but a physical misapprehension is the source of why the LAD equation does not work well.

The role of electromagnetic energies and forces in connection with continuous media and thermodynamics is an essential question from a practical, technical point of view, too (see e.g. [12],[14],[13],[15]). Therefore, it is important to see clearly what is right and what is not right in the usual approaches.

The present paper deals with energies and forces in general, it tries to reveal the roots of the problems, opening so a new perspective which can help to find a solution (if it exists at all).

Since Dirac, some applications of Distribution theory appeared in electromagnetism (e.g. [16],[17],[17]). The present paper is based upon a systematic and over all use of Distribution theory.

The coordinate-free formulation of spacetime expounded in [18] is used which makes formulas shorter and more easily comprehensible; a brief summary of the fundamental notions and some special notations can be found in [11].

The word ‘distribution’ will appear in two different senses: 1. having its everyday meaning, 2. being a mathematical notion. To distinguish between them, I write distribution for the first one and Distribution for the second one.

The usual setting of Distribution Theory is based on $\mathbb{R}^n$ ([19],[20],[21],[22]). It is a quite simple generalization that spacetime and an observer space are taken instead of $\mathbb{R}^4$ and $\mathbb{R}^3$. Another simple generalization is that vector and tensor Distributions are included, too. All the electromagnetic quantities are
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considered to be Distributions, denoted by calligraphic letters, $\mathcal{E}$, $\mathcal{B}$ etc, and the guiding principle is that only formulae definable in Distribution Theory can make sense. Nevertheless, the present article can be understood without a thorough knowledge of Distributions; besides the elementary notions the only non-trivial one is pole taming, described in the Appendix.

1 Basic notions of electrostatics

The usual and well-known formulae of electrostatics ([23],[24]) are reviewed from the point of view of Distributions in such a manner that $c = 1$, $\hbar = 1$ and the electric charge is measured by real numbers.

Statics: all the quantities are time independent in a uniquely determined standard inertial frame; the space of that frame, denoted by $\mathcal{S}$, is a three dimensional affine space over the Euclidean vector space $\mathbb{S}$.

A static electric field is supposed to be a vector Distribution $\mathcal{E}$ in $\mathcal{S}$; its regular part is called field function and is denoted by $E$; for the sake of simplicity, without danger of confusion, we often say field instead of field function, too.

A static charge distribution is a signed measure $\varepsilon$, a static dipole distribution is a vector measure $P$, on $\mathcal{S}$. As Distributions, they act on test functions $\psi$ by integration, e.g.

$$(\varepsilon | \psi) := \int_{\mathcal{S}} \psi(q) \ d\varepsilon(q).$$

The electric field $\mathcal{E}$ produced by a given static charge distribution $\varepsilon$ and dipole distribution $\mathcal{P}$ satisfies the Maxwell equations

$$\nabla \cdot \mathcal{E} = \varepsilon - \nabla \cdot \mathcal{P}, \quad \nabla \times \mathcal{E} = 0.$$  

Special cases are when the charge distribution has a continuous density $\rho$, the dipole distribution has a continuously differentiable density $\mathcal{P}$, and the electric field is the regular Distribution corresponding to a continuously differentiable function $E$; then

$$\nabla \cdot \mathcal{E} = \rho - \nabla \cdot \mathcal{P}, \quad \nabla \times \mathcal{E} = 0.$$  

holds as well.

It follows from Poincaré’s lemma in Distribution Theory that there is a potential, a scalar Distribution $V$ such that $\mathcal{E} = -\nabla V$; its regular part, denoted by $V$, is the potential function.

Introducing

$$\mathcal{D} := \mathcal{E} + \mathcal{P}, \quad (D := E + P),$$  

the first Maxwell equation can be transformed into the most frequently used form

$$\nabla \cdot \mathcal{D} = \varepsilon, \quad (\nabla \cdot D = \rho).$$  

As concerns a dipole distribution, it can exist independently of the electric field (electret) or can depend on the electric field in a medium (polarization). Since electrets – contrary to magnets – are not familiar in every-day life, mostly polarizations are taken in usual treatments, and a relation is given between $P$ and $E$, e.g. $P = \kappa E$ involving $D = \varepsilon E$. By this unfortunate manipulation, one hides the dipole distribution and considers $D$ a proper field quantity though it
is not: it includes material quantities whether an independent or a polarized
dipole distribution is in question. It is worth repeating: \( \mathbf{D} \) – and \( \mathbf{D} \) – is not a
proper field quantity.

The charge distribution of a point charge \( e \) in the space point \( q_o \) is \( e \delta_{q_o} \). The
produced electric field function is

\[
E(q) := \frac{e}{4\pi} \frac{q - q_o}{|q - q_o|^3}
\]

which is locally integrable, the electric field \( \mathcal{E} \) is the corresponding regular Dis-
tribution.

The dipole distribution of a point dipole \( p \) in the space point \( q_o \) is \( p \delta_{q_o} \). The
produced electric field function is (\[23\] p.101)

\[
E(q) := \frac{1}{4\pi} \frac{3(q - q_o)(q - q_o) \cdot p}{|q - q_o|^5} - \frac{p}{|q - q_o|^3}
\]

which is not locally integrable, the electric field is not a regular Distribution. \( E \)
has a pole at \( q_o \); it can be tamed, and it can be proved that the electric field is

\[
\mathcal{E} = \text{tm} E + \frac{p}{3} \delta_{q_o}
\]

whose regular part is \( E \).

2 Extraneous and self

In some papers the total field is separated into an external field and a self-field
(e.g. [1],[3]) which seems a useful tool for investigations. The field which is
external to a charge, however, is a self-field for some other charge.

Therefore we introduce a correspondingly modified definition: two charge
distributions are called extraneous to each other if their supports do not inter-
sect. Accordingly, an electric field \( \mathcal{E} \) and a charge distribution \( \epsilon \) are extraneous
to each other if \( \mathcal{E} \) is produced by a charge distribution extraneous to \( \epsilon \). A simi-
lar notion of being extraneous to each other is defined for a charge distribution
and a dipole distribution, for two dipole distributions, for an electric field and
a dipole distribution.

The self-field of a charge distribution \( \epsilon \) or a dipole distribution \( \mathcal{P} \) is the
electric field produced by \( \epsilon \) or \( \mathcal{P} \).

Now let us consider two charge distributions \( \epsilon_1 \) and \( \epsilon_2 \), extraneous to each other.
Their self-fields \( \mathcal{E}_1 \) and \( \mathcal{E}_2 \) satisfy \( \nabla \cdot \mathcal{E}_1 = \epsilon_1 \) and \( \nabla \cdot \mathcal{E}_2 = \epsilon_2 \); \( \mathcal{E}_1 \) is
extraneous to \( \epsilon_2 \) and \( \mathcal{E}_2 \) is extraneous to \( \epsilon_1 \). Further, \( \nabla \cdot (\mathcal{E}_1 + \mathcal{E}_2) = \epsilon_1 + \epsilon_2 \);
thus, \( \mathcal{E}_1 + \mathcal{E}_2 \) is the self-field of \( \epsilon_1 + \epsilon_2 \).

3 About energies in electrostatics

3.1 Extraneous energies

Analogously to the situation in a Newtonian gravitational field, it is commonly
accepted that the work we do when transporting a point charge \( e \) from a space
point \( q_1 \) to the space point \( q_2 \) on any path in the static electric field, extraneous
to the charge, and having the potential function $V$, is the path integral of $eE$ which equals $e \left( V(q_2) - V(q_1) \right)$ (of course, provided that the electric field is defined on the path).

Such a definition, however, is somewhat incorrect. If the charge moves, then the situation is not static. It is an empirical fact that an accelerated charge radiates and reacts on itself, and, contrary to the Newtonian gravitational case, the work done is modified by this reaction. Even if the path is a straight line, then at least when beginning and ending the motion, the charge must be accelerated, and more acceleration occurs necessarily if the path is not a straight line. Nevertheless, we can accept this formula as an ideal one because the less the acceleration, the less the radiation.

If $V$ tends to zero at infinity, then

$$eV(q_o),$$

provided that $V$ is defined at $q_o$, is the work done when transporting the point charge $e$ from the infinity to the point $q_o$. This is considered the electric energy of the point charge $e$ in the extraneous electric potential function $V$.

From that, it is quite obvious that $\rho V$ can be accepted as the static electric energy density of a charge density $\rho$ in an extraneous static electric potential function $V$, provided that $\rho V$ is locally integrable i.e. it defines a regular Distribution; even, it is expected to be integrable in order that the total energy be finite.

It is commonly accepted, too, ([24] p.101) that the static electric energy of a point dipole $p$ in the space point $q_o$ in the extraneous electric field $E$ is $-p \cdot E(q_o)$, provided that $E$ is defined at $q_o$. Then $-P \cdot E$ can be accepted as the static electric energy density of a dipole density $P$ in an extraneous static electric field function $E$, provided that $P \cdot E$ is locally integrable (and even integrable).

Note the important fact that this notion of energy in an extraneous field is a consequence that only an action is taken into account instead of an interaction: a field acts on charges and dipoles. The field, however, is produced by some other charges and/or dipoles and charges and dipoles interact through fields.

### 3.2 Self-energies, charges

The charges inside a static charge distribution interact with each other which results in an electric self-energy of the distribution in question. The usual way to get this self-energy runs as follows.

Let the point charges $e_1, \ldots, e_n$ rest at the different space points $q_1, \ldots, q_n$. Their self-energy is defined as the work done when all the charges are transported from infinity to their places.

First step: no work is done for the first charge because it is carried in an empty space (see [5]); no action, no interaction, the electric self-energy of a single point charge is zero.

Second step: the charge $e_2$ is transported in the electric field of $e_1$. The work done is $e_2 \int e_1 \cdot \frac{\mathbf{E}}{|q_2 - q_1|} = e_1 e_2 \frac{q_2}{|q_2 - q_1|} = \frac{1}{2} \left( e_1 V_2(q_1) + e_2 V_1(q_2) \right)$.

And so on, after the last step, the work done i.e. the self-energy is

$$\frac{1}{2} \sum_{k=1}^{n} e_k (V - V_k)(q_k),$$

(6)
where \( V \) is the potential produced by all the charges and \( V_k \) is the potential produced by the \( k \)-th charge. It is worth emphasizing that this formula, meaningless for a single charge, is valid only for more than one charge.

In other words, the charge distribution

\[
\sum_{k=1}^{n} e_k \delta_{q_k},
\]

for \( n \geq 2 \) has the self-energy distribution

\[
\frac{1}{2} \sum_{k=1}^{n} e_k (V - V_k) \delta_{q_k};
\]

their integral is the total charge and the total self-energy.

Note that \( e_k (V - V_k) \delta_{q_k} \) is correct because \( V - V_k \) is the sum of the potentials of the charges except the \( k \)-th one. \( V_k \) is not defined at \( q_k \), thus \( V_k \delta_{q_k} \) makes no sense according to the original mathematical definition of a measure multiplied by a function. The fact that the electric self-energy of a single point charge is zero suggests that we define formally \( e_k V_k \delta_{q_k} := 0 \). Then \( V_k \) can be omitted from (8), and the formula will be meaningful for \( n = 1 \), too.

Putting together more and more particles with smaller and smaller charges, one goes over – not in a mathematically exact sense – to a continuous charge distribution, thus, without a serious objection,

\[ \frac{1}{2} \rho V \]

can be accepted as the self-energy density of a static charge density \( \rho \) in its own potential function \( V \), provided that \( \frac{1}{2} \rho V \) is locally integrable i.e. it defines a regular Distribution; even, it is expected to be integrable in order that the total self-energy be finite.

Now it is worth examining the relation between extraneous energy and self-energy. Let us take two charge densities \( \rho_1 \) and \( \rho_2 \), extraneous to each other, producing the potential functions \( V_1 \) and \( V_2 \), respectively. Then the charge distributions together have the self-energy

\[
\frac{1}{2} \int _S (\rho_1 + \rho_2) (V_1 + V_2) = \frac{1}{2} \int _S \rho_1 V_1 + \frac{1}{2} \int _S \rho_1 V_2 + \frac{1}{2} \int _S \rho_2 V_1 + \frac{1}{2} \int _S \rho_2 V_2.
\]

The first and the last term are the corresponding self-energies. The other two terms give the energy of interaction; note that

\[
\int _S \rho_1 V_2 = \int _S \rho_2 V_1 = \frac{1}{4\pi} \int _S \int _S \frac{\rho_1 (q_1) \rho_2 (q_2)}{|q_1 - q_2|} \, dq_1 \, dq_2.
\]

If one considers that \( \rho_2 \) acts on \( \rho_1 \) i.e. action is taken instead of interaction, then by

\[ \frac{1}{2} \int _S \rho_1 V_2 + \frac{1}{2} \int _S \rho_2 V_1 = \int _S \rho_1 V_2 \]

\[ \]
Let us continue the usual argumentation regarding self-energy. From the Maxwell equations \( \nabla \cdot \mathbf{E} = \rho \) and \( \mathbf{E} = -\nabla V \), the self-energy density can be written in the form
\[
\frac{1}{2} \rho V = \frac{1}{2} (\nabla \cdot (EV) + |\mathbf{E}|^2). \tag{10}
\]

If the self-energy density is integrable and \( V \) and \( E \) are sufficiently smooth and tend to zero at infinity in a convenient order (which is satisfied e.g. if \( \rho \) has compact support), then applying Gauss’ theorem for a ball around an arbitrary space point, one obtains that the integral of \( \nabla \cdot (EV) \) is zero, thus
\[
\frac{1}{2} \int_\mathbb{S} \rho V = \frac{1}{2} \int_\mathbb{S} |\mathbf{E}|^2. \tag{11}
\]

From that, one concludes that \( \frac{1}{2} |\mathbf{E}|^2 \) is the electric energy density of the electric field \( \mathbf{E} \) ([23] p.21).

This is an erroneous conclusion.

1. Equality (11) is all right, provided the conditions are fulfilled. The integral of \( \frac{1}{2} |\mathbf{E}|^2 \) equals the integral of \( \frac{1}{2} \rho V \), but the functions themselves are different; in particular, \( \rho V \) is zero where \( \rho \) is zero but \( |\mathbf{E}|^2 \) is not zero there. Therefore, it is unjustified to consider \( \frac{1}{2} |\mathbf{E}|^2 \), instead of \( \frac{1}{2} \rho V \), the electric self-energy density of the charge distribution \( \rho \).

2. It is more unjustified that \( \frac{1}{2} |\mathbf{E}|^2 \), instead of the self-energy density of the charge distribution, is considered the energy density of the electric field; this mis-switching is due to the fact \( \frac{1}{2} |\mathbf{E}|^2 \) refers to the electric field only (does not refer to any charges).

Moreover, let us see clearly: for an electric field \( \mathbf{E} \), \( |\mathbf{E}|^2 = \mathbf{E} \cdot \mathbf{E} \), as the product of two Distributions, makes no sense, in general. For a field function \( \mathbf{E} \) the following cases can occur:

A. \( \frac{1}{2} |\mathbf{E}|^2 \) is integrable; then it defines a regular Distribution. Nevertheless, it cannot be considered the self-energy density of a charge distribution; it has the only physical meaning that its integral over all the space – i.e. as a regular Distribution, applied to the constant function 1 – equals the total electrostatic self-energy of the charge distribution producing \( \mathbf{E} \).

B. \( \frac{1}{2} |\mathbf{E}|^2 \) is not integrable but is locally integrable; then it defines a regular Distribution. Nevertheless, it cannot be considered a (self-)energy density and it is questionable whether it has a physical meaning.

C. \( \frac{1}{2} |\mathbf{E}|^2 \) is not locally integrable; then it does not define a Distribution without further ado.

### 3.3 Point charge, self-energy

The ‘energy density’ \( \frac{1}{2} |\mathbf{E}|^2 \) of a point charge is not integrable, so usually one states that the electric energy of a point charge is infinite.

It is amazing and shocking that from the first step, “the electric energy of a single point charge is zero”, one arrives at the conclusion “the electric energy of a single point charge is infinite”.

Infinite energy is a result of a three times incorrect reasoning:
• $\frac{1}{2}\rho V$ makes no sense for a point charge,

• Gauss’ theorem for $\nabla \cdot (EV)$ cannot be applied in the case of a point charge,

• $\frac{1}{2}|E|^2$ is not the energy density even for a continuous charge density.

Infinite electric energy is a nonsense; there are two usual ways to eliminate it, based on the mass-energy equivalence.

1. The actual finite mass of a charged point particle is the sum of a negative infinite mechanical mass and the positive infinite electric mass (energy).

2. A charged particle is not point-like; then considering it a continuously charged ball, its classical radius is determined from its known electric energy (mass).

Then we can put the question: all these do not apply for a neutral particle; what about its mass and radius?

Seriously speaking, let us realize that point charges, as well as continuous charge distributions, are models. Considering a material object point-like, we do not assert that it is a point (the Earth is not a point because its orbit around the Sun is calculated in this way).

Let me emphasize: the nonsense of infinite electric energy of a point charge is the result of a three times incorrect reasoning; we have to get rid of this reasoning itself.

It can be stated unmistakably that the self-energy of a point charge is zero. The fictitious ‘self-energy density’

$$\frac{1}{2}|E(q)|^2 = \frac{1}{2} \frac{e^2}{16\pi^2 |q-q_0|^4}$$

of a point charge $e$ resting in the space point $q_0$, not being locally integrable, does not define a regular Distribution. It has a pole at $q_0$, and we can attach to it a Distribution by pole taming (see Section 10.4). Introducing $q := q - q_0$, we have

$$\left(\text{tm}\mid E \mid \psi \right) = \int_{\mathcal{S}} E(q_0 + q)|^2(\psi(q) - \psi(0)) \, dq !! (12)$$

for all test functions $\psi$.

$\frac{1}{2}\text{tm}|E|^2$ is a mathematical object; has it some physical meaning? It is not a measure, and even if it were, it could not be considered the self-energy distribution (see cases A. and B.). Its only physical meaning could be (see case A.) that its ‘integral’ makes sense i.e. it can be applied to the constant function 1 and the result is zero (the self-energy of the point charge). This is satisfied:

**Proposition 3.1.**

$$\left(\frac{1}{2}\text{tm}|E|^2 \mid 1\right) = 0. \quad (13)$$

**Proof** For a given $0 < a$ let us take the series $\omega_n := \omega_{n\alpha,(n+1)\alpha}$ defined by
Then we have
\[
(\text{tm}|E|^2 | \omega_n) = \int_S |E(q_0 + q)|^2(\omega_n(q) - \omega_n(0)) \, dq = 4\pi \frac{e^2}{16\pi^2} \left( \int_{na}^{(n+1)a} \frac{\omega_n(r) - 1}{r^2} \, dr - \int_{(n+1)a}^{\infty} \frac{1}{r^2} \, dr \right).
\]

Since \(|\omega_n - 1| \leq 1\), the absolute value of the first integral above is majorized by the integral of \(\frac{1}{r^2}\), which is \(\frac{1}{na} - \frac{1}{(n+1)a}\), thus, \(\lim_{n \to \infty} (\text{tm}|E|^2 | \omega_n) = 0\). ■

As a consequence, not without any reservations, \(\frac{1}{2}|E|^2\) can be considered the Distribution of self-energy (which is not a self-energy distribution!) of a point charge, keeping in mind its only physical meaning: the self-energy is zero.

Remark In the not too simple theory of Colombeau, \(\frac{1}{2}|E|^2\) as a product of Distributions can be defined, and it is obtained (see [23]) that the energy is infinite but is located at the position of the point charge rather than spread over the whole space; this is not a too reasonable result because of the infinity.

3.4 Self-energies, charges and dipoles

For point dipoles, we can copy the formulae obtained for charges.

The self-energy of a point dipole is zero.

The self-energy distribution of the dipole distribution \((n \geq 2)\)
\[
\sum_{k=1}^{n} p_k \delta_{q_k},
\]
is
\[
- \frac{1}{2} \sum_{k=1}^{n} p_k \cdot (E - E_k) \delta_{q_k};
\]
its integral is the total self-energy
\[
- \frac{1}{2} \sum_{k=1}^{n} p_k \cdot (E - E_k)(q_k).
\]

Note that \(p_k \cdot (E - E_k)\delta_{q_k}\) is correct because \(E - E_k\) is the sum of the fields of the charges except the \(k\)-th one. \(E_k\) is not defined at \(q_k\), thus \(E_k\delta_{q_k}\) makes no sense according to the original mathematical definition of a measure multiplied by a function. The fact that the electric self-energy of a single dipole is zero suggests that we define formally \(p_k \cdot E_k\delta_{q_k} := 0\). Then \(E_k\) can be omitted from (15).

Putting together more and more, smaller and smaller dipoles, one goes over – not in a mathematically exact sense – to a continuous dipole distribution, thus, without a serious objection,
\[
- \frac{1}{2} \mathbf{P} \cdot \mathbf{E}
\]
can be accepted as the self-energy density of a static dipole density \(\mathbf{P}\) in its own field \(\mathbf{E}\), provided that \(\mathbf{P} \cdot \mathbf{E}\) is locally integrable (and even integrable).
Let us now consider a system consisting of point charges and point dipoles described by the distribution

\[ \sum_{k=1}^{m} e_k \delta q_k + \sum_{k=m+1}^{n} p_k \delta q_k. \]  

(17)

The energy of the charge \( e_i \) in the potential \( V_j \) of the dipole \( p_j \) is \( e_i V_j(q_i) \); the energy of the dipole \( p_j \) in the electric field \( E_i \) of the charge \( e_i \) is \( -p_j \cdot E_i(q_j) \). According to the formulae of potentials and fields, \( e_i V_j(q_i) = -p_j \cdot E_i(q_j) \). Therefore, the self-energy of this system of charges and dipoles is

\[ \frac{1}{2} \sum_{k=1}^{m} e_k \left( \sum_{k \neq i=1}^{m} V_i(q_k) + \sum_{j=m+1}^{n} V_j(q_k) \right) - \frac{1}{2} \sum_{j=m+1}^{n} p_j \cdot \left( \sum_{i=1}^{m} E_i(q_j) + \sum_{j \neq l=m+1}^{n} E_l(q_j) \right). \]  

(18)

Then, as previously, it can be accepted that

\[ \frac{1}{2} (\rho V - P \cdot E) \]

is the self-energy density of the charge density \( \rho \) and the dipole density \( P \) in their own fields, provided that it is locally integrable (and even integrable).

Now two manipulations, similar to the one resulting in (10), can be made. From the Maxwell equations \( \nabla \cdot E = \rho - \nabla \cdot P \) and \( E = -\nabla V \), one has

1. \( \rho V = \nabla \cdot (E + P)V = \nabla \cdot ((E + P)V) + (E + P) \cdot E \); the integral of the divergence (with convenient integrability and differentiability conditions) over all the space will be zero, thus, the total self-energy is

\[ \frac{1}{2} \int \|E\|^2. \]  

(19)

2. \( -P \cdot E = P \cdot \nabla V = \nabla \cdot (PV) - (\nabla \cdot P)V = \nabla \cdot (PV) + (\nabla \cdot E - \rho)V = \nabla \cdot ((P + E)V) - \rho V + |E|^2; \) integrating over all the space, the same result (19) is obtained.

Then one can have the erroneous conclusion that (19) is the energy density of the electric field regardless of its source and we can repeat, according to the sense, what we said at the end of Subsection 3.2.

As concerns a single point dipole, it can be stated unmistakably that its self-energy is zero. The square of (3) is not locally integrable having a pole; taming it and applying \( \frac{1}{2} \text{Im} |E|^2 \) to the constant function 1 we get the corresponding self-energy.

**Remark** Note that in the general case of charges and dipoles, (19) is obtained by omitting terms with divergence as it is usual for charges. Who accepts this manipulation for charges, must accept it for the general case, too, and must arrive at \( \frac{1}{2} |E|^2 \), which contradicts the other usual formula \( \frac{1}{2} E \cdot D \), obtained by a method far from being exact ([23] p.166).
4 About forces in electrostatics

4.1 Extraneous forces

The electric force acting on a point charge \( e \) resting at the space point \( q_0 \) in an \textit{extraneous} static electric field \( E \) is \( eE(q_0) \), provided that \( E \) is defined at \( q_0 \).

From that, it is obvious that the \( \rho E \) can be accepted as the static electric force density acting on a charge density \( \rho \) in an \textit{extraneous} static electric field \( E \), provided that \( \rho E \) is locally integrable i.e. it defines a regular Distribution.

The electric force acting on a point dipole \( p \) at the space point \( q_0 \) in an \textit{extraneous} static electric field \( E \) is \( p \cdot \nabla E(q_0) = (\nabla E)(q_0) \cdot p \) \((23)\), provided that \( E \) is defined at \( q_0 \). Then by Maxwell equation \( \nabla \times E = 0 \), \( P \cdot \nabla E = (\nabla E) \cdot P \) can be accepted as the static electric force density acting on a dipole density \( P \) in an \textit{extraneous} static electric field \( E \), provided that \( P \cdot \nabla E = (\nabla E) \cdot P \) is locally integrable.

The notion of forces in an extraneous field is a consequence of the fact that only an action is taken into account instead of an interaction.

4.2 Self-forces, charges

An inertial point charge does not act on itself: its self-force is zero.

The electric self-force distribution of the charge distribution in \((7)\) is

\[
\sum_{k=1}^{n} e_k (E - E_k) \delta_{q_k} \tag{20}
\]

where \( E \) is the field produced by all the charges and \( E_k \) is the field produced by the \( k \)-th charge.

\( e_k (E - E_k) \delta_{q_k} \) is correct as previously, and the fact that an inertial point charge does not act on itself suggests that we define formally \( e_k E_k \delta_{q_k} := 0 \). Then \( E_k \) can be omitted from \((20)\).

Putting together more and more particles with smaller and smaller charges, one goes over to a continuous charge distribution, thus, without a serious objection,

\[
\rho E \tag{21}
\]

can be accepted as the static electric self-force density of the charge density \( \rho \) in its own electric field \( E \), provided that \( \rho E \) is locally integrable.

Remarks 1. The formula of self-force density equals the formula of extraneous force density: both are \( \rho E \) with different physical meaning. This warns us that it is worth keeping in mind the physical meaning of an actual formula, not to be confused.

2. Both in the discrete case and in the continuous case, some other non-electric (e.g. mechanical) force distribution, opposite to the electric one, must be applied in order that the charges do not move from their given places.

3. If \( \rho E \) is integrable, then the total electric force is zero (as it must be for Newton’s law of action-reaction): \( \rho E = (\nabla \cdot E)E = \frac{1}{2} \nabla \cdot (|E|^2 1) \) where \( 1 \) is the identity of \( S \); the integral of the divergence over all the space is zero.
4.3 ‘Stress tensor’, charges

As usual, one introduces

\[ L := -E \otimes E + \frac{1}{2} |E|^2 1 \]  

(1 is the identity map of \( S \)) for an electric field function \( E \) and using the Maxwell equation \( \nabla \cdot E = \rho \) one has

\[ -\nabla \cdot L = \rho E; \]  

here \( \rho E \) is the self-force density of the charge density \( \rho \) because \( E \) is produced by \( \rho \).

On the analogy of continuum mechanics where the force density is the negative divergence of a stress tensor one considers \( L \) the stress tensor of the electric field \( E \).

There are mistakes in this reasoning.

1. Equality (23) is all right, provided the conditions are fulfilled. In continuum mechanics, the stress tensor has a real physical meaning by giving the shearing forces etc. inside the continuum. There the stress tensor is concentrated to the body of the continuum, the stress tensor is zero where there is no material. Here only the negative divergence of \( L \) has a physical meaning and \( L \) is not zero where \( \rho \) is zero, thus, it is unjustified to consider \( L \) the electric self-stress tensor of the charge distribution \( \rho \).

2. It is more unjustified that \( L \), instead of the self-stress tensor of the charge distribution, is considered the stress tensor of the electric field; this miss-switching is due to the fact that \( L \) refers to the electric field only (does not refer to any charges).

Moreover, let us see clearly: for an electric field \( E \), \( E \otimes E \) and \( |E|^2 = E \cdot E \), as the products of two Distributions, make no sense, in general. For a field function \( E \) the following cases can occur:

A. \( L \) and \( \nabla \cdot L \) are locally integrable; then \( L \) defines a regular Distribution, nevertheless, it cannot be considered a stress tensor, and it has the only physical meaning that its negative divergence is the self-force density.

B. \( L \) is locally integrable but \( \nabla \cdot L \) is not; then \( L \) defines a regular Distribution but it is questionable whether it has some physical meaning.

C. \( L \) is not locally integrable; then it does not define a Distribution without further ado.

4.4 ‘Stress tensor’, point charge

For a point charge the fictitious ‘stress tensor’

\[ L(q) = \frac{e^2}{16\pi^2} \left( -\frac{(q - q_o) \otimes (q - q_o)}{|q - q_o|^6} + \frac{1}{2|q - q_o|^4} \right) \]  

is not locally integrable, hence it makes no a priori sense as a Distribution. It has a pole at \( q_o \), thus, as for the self-energy, we can attach to it a Distribution
by pole taming. With the notations $q := q - q_o$ and $n(q) := \frac{q}{|q|}$,

\[ L(q_o + q) = \frac{e^2}{16\pi^2} \left( -\frac{n(q) \otimes n(q)}{|q|^2} + \frac{1}{2|q|^3} \right) = \frac{e^2}{16\pi^2} \frac{1 - 2n(q) \otimes n(q)}{2|q|^3}. \tag{26} \]

The numerator is an even tensor power of $n$, therefore

\[ (\text{tm}L | \psi) = \int_S L(q_o + q)\left(\psi(q) - \psi(0)\right) d\mathbf{q} !! \]

holds for all test functions $\psi$; by the equality (see (22))

\[ \int_{S_1(0)} (1 - 2n \otimes n) \ dn = \frac{4\pi}{3} 1, \]

it can be rewritten in the form

\[ (\text{tm}L | \psi) = \int_S \left( L(q_o + q)\psi(q) - \frac{e^2}{16\pi^2} \frac{\psi(0)1}{6|q|^4} \right) d\mathbf{q} !! \]

$\text{tm}L$ is a mathematical object; has it some physical meaning? It is not a measure, and even if it were, it could not be considered the stress distribution. Its only physical meaning could be that its negative divergence is zero (the self-force of the point charge). This is satisfied:

**Proposition 4.1.**

\[ - \nabla \cdot \text{tm}L = 0. \tag{27} \]

**Proof** The divergence of the function $L$ (not defined at $q_o$) is zero: there is no force outside the charge, but this does not mean that the divergence of $\text{tm}L$ is zero as well. According to the definition of the derivatives of Distributions,

\[ (-\nabla \cdot \text{tm}L | \psi) = (\text{tm}L | \nabla \psi) = \int_S \left( L(q_o + q) \cdot \nabla \psi(q) - \frac{e^2}{16\pi^2} \frac{\psi(0)1}{6|q|^4} \right) d\mathbf{q} !! \tag{29} \]

The first term in the integral is $\nabla \cdot (L\psi)$ because $\nabla \cdot L = 0$. The second term, with the notation $r(q) := |q|$ and

\[ \nabla \cdot \frac{n}{r^3} = -\frac{1}{r^4}, \tag{30} \]

can be written in the form $\nabla \cdot \left( \frac{e^2}{16\pi^2} \frac{(\nabla \psi(0) \otimes n)}{6r^4} \right)$.

Then taking $\int_S = \lim_{R \to 0} \int_{S_1(0)}$, and applying Gauss’ theorem, we obtain

\[ (-\nabla \cdot \text{tm}L | \psi) = \frac{e^2}{16\pi^2} \lim_{R \to 0} \int_{S_1(0)} \left( \frac{1 - 2n \otimes n}{2R^2} \psi(Rn) + \frac{(\nabla \psi(0) \otimes n)}{6R} \right) \cdot (-n) \ dn. \]
The integral of the second term is
\[
\int_{S_1(0)} \left( \nabla \psi(0) \cdot \mathbf{n} \right) d\mathbf{n} = -\frac{4\pi}{6R} \nabla \psi(0).
\]

As concerns the first term, we take the expansion
\[
\psi(R) = \psi(0) + \nabla \psi(0) \cdot (R) + \frac{1}{2} (R) \cdot \nabla^2 \psi(0) \cdot (R) + \text{ordo}(R^2).
\]

1. The integral of ordo\((R^2)\) tends to zero as \(R\) tends to zero.
2. The integrals with \(\psi(0)\) and \(1/2(R) \cdot \nabla^2 \psi(0) \cdot (R)\) are zero because of \((1 - 2n \otimes n) \cdot (-n) = n\) and (71).
3. The integral with \(\nabla \psi(0) \cdot (R)\), because of (72), becomes
\[
\int_{S_1(0)} \frac{n}{2R^2} d\mathbf{n} = \frac{4\pi}{6R} \nabla \psi(0).
\]

As a consequence, not without any reservations, \(tm L\) can be considered the Distribution of self-stress (which is not a self-stress distribution!) of a point charge, keeping in mind that only its negative divergence has a physical meaning: the self-force is zero.

### 4.5 Self-forces, charges and dipoles

An inertial point dipole does not act on itself, its self-force is zero.

The self-force distribution of the dipole distribution \(13\) is
\[
\sum_{k=1}^{n} p_k \cdot \nabla (E - E_k) \delta_{ik}.
\]  \hspace{1cm} (31)

Then
\[
P \cdot \nabla E = (\nabla E) \cdot P
\]
can be accepted as the electric self-force density of the dipole density \(P\) in its own electric field \(E\), provided that \(P \cdot \nabla E = (\nabla E) \cdot P\) is locally integrable.

Let us now consider a system consisting of point charges and point dipoles having the distribution \(17\).

The force acting on the charge \(e_i\) in the field \(E_i\) of the dipole \(p_j\) is \(e_i E_j(q_j)\); the force acting on the dipole \(p_j\) in the electric field \(E_i\) of the charge \(e_i\) is \(p_j \cdot (\nabla E_j)(q_j)\) and we have \(e_i E_j(q_j) = -p_j \cdot (\nabla E_i)(q_j)\). Then by an equality similar to \(18\), it can be accepted that
\[
\rho E + P \cdot \nabla E
\]
is the self-force density of the charge density \(\rho\) and the dipole density \(P\) in their own fields, provided that it is locally integrable.

Now the fictitious ‘stress tensor’
\[
L := -E \otimes E + \frac{1}{2} |E|^2 1 - E \otimes P = -E \otimes D + \frac{1}{2} |E|^2 1
\]  \hspace{1cm} (32)
has the property that its negative divergence is the formal self-force density

$$- \nabla \cdot L = \rho E + P \cdot \nabla E.$$  \hfill (33)

Then we can repeat the problems listed at the end of Subsection 4.3 crowned by the fact that $L$ is not given by field quantities only (contains $P$ explicitly or hidden in $D$).

For a point dipole, the fictitious ‘stress tensor’ is questionable: $E \otimes p \delta_{q \ell}$ makes no sense. This term omitted, $L$ becomes a function having a pole; whoever wants, tame it and calculate the divergence of $tmL$.

5 A summary

Let us survey the ways we followed treating self-energies and self-forces in statics.

1. The starting points were zero self-energy and zero self-force of point charges.

2. Formulae (6) and (20) of self-energy and self-force of a system of point charges suggested formulae (9) and (21) of self-energy and self-force density of a continuous charge distribution.

3. a. The formula of self-energy density is usually transformed by (11) into the false form $\frac{1}{2} |E|^2$ which can have the only real physical meaning that its integral is the total self-energy of the continuous charge distribution.

3. b. The usual interpretation of (22) as a stress tensor is not right; it can have the only real physical meaning that its negative divergence is the self-force density of the continuous charge distribution.

4. The fictitious ‘self-energy density’ and ‘stress tensor’ of a point charge are not locally integrable; we attached to them Distributions by pole taming.

5. Those Distributions have the correct physical meaning: the total self-energy and the self-force of a point charge are zero.

We have made a detour from a point charge to charge densities and back, by giving sense to originally doubtful or unjustified formulae. This going round and arriving back at the starting point will be useful for later considerations.

For dipoles, steps 1. - 3. are similar but steps 4. and 5. are questionable.

6 Beyond statics

with respect to a standard inertial frame

6.1 Basic notions

For an arbitrary standard inertial frame $u$ the electric and magnetic quantities are the following:

\begin{align*}
\mathcal{E} & : u\text{-electric field}, & \mathcal{B} & : u\text{-magnetic field}, \\
\mathcal{e} & : u\text{-charge distribution}, & \mathcal{i} & : u\text{-current distribution}, \\
\mathcal{P} & : u\text{-electric dipole distribution}, & \mathcal{M} & : u\text{-magnetic moment distribution},
\end{align*}

each of them depends on $u\text{-time}$ and $u\text{-space}$. 
The Maxwell equations are
\[ \nabla \cdot \mathbf{E} = \varepsilon - \nabla \cdot \mathbf{P}, \quad -\partial_t \mathbf{E} + \nabla \times \mathbf{B} = i + \partial_t \mathbf{P} + \nabla \times \mathbf{M}, \] (34)
\[ \nabla \cdot \mathbf{B} = 0, \quad \partial_t \mathbf{B} + \nabla \times \mathbf{E} = 0. \] (35)

A special case is when the charge etc. distributions have continuously differentiable densities \( \rho, i, \mathbf{P} \) and \( \mathbf{M} \), respectively, and the fields are regular. Then the Maxwell equations are
\[ \nabla \cdot \mathbf{E} = \rho - \nabla \cdot \mathbf{P}, \quad -\partial_t \mathbf{E} + \nabla \times \mathbf{B} = i + \partial_t \mathbf{P} + \nabla \times \mathbf{M}, \] (36)
\[ \nabla \cdot \mathbf{B} = 0, \quad \partial_t \mathbf{B} + \nabla \times \mathbf{E} = 0. \] (37)

Further, with the quantities
\[ \mathbf{D} := \mathbf{E} + \mathbf{P}, \quad \mathbf{H} := \mathbf{B} - \mathbf{M}, \] (38)
gets its most frequently used form
\[ \nabla \cdot \mathbf{D} = \rho, \quad -\partial_t \mathbf{D} + \nabla \times \mathbf{H} = i. \] (39)

This simpler form, however, is misleading because \( \mathbf{D} \) and \( \mathbf{H} \) are considered proper field quantities though they are not because of including dipoles and magnets hidden. (And even, from the start of the theory of electromagnetism, for a long time, the roles of \( \mathbf{H} \) and \( \mathbf{B} \) have been confused.)

Two charge etc. distributions are extraneous to each other if their supports are disjoint at every instant. A charge etc. distribution and an electromagnetic field are called extraneous to each other according to the sense.

The self-field of a charge etc. distribution is the electromagnetic field produced by them.

In the following we assume that convenient conditions are fulfilled in order that the formulae make sense as Distributions, so “provided that ...” will be omitted.

### 6.2 Extraneous forces, charges

Let us consider a point charge \( e \) moving under the action of an electric and magnetic field \( \mathbf{E} \) and \( \mathbf{B} \), respectively, its given motion being descried by the function \( t \mapsto \mathbf{r}(t) \). Then the extraneous force acting on the particle is the well-known Lorentz force \( e(\mathbf{E} + \mathbf{r}' \times \mathbf{B}) \), \( \mathbf{r}' \) being the velocity of the point charge.

From that it is quite obvious that
\[ \rho(\mathbf{E} + \mathbf{v} \times \mathbf{B}) = \rho \mathbf{E} + \mathbf{i} \times \mathbf{B} \] (40)
can be accepted as the electromagnetic force density acting on a charge density \( \rho \) with velocity field \( \mathbf{v} \) (and \( \mathbf{i} := \rho \mathbf{v} \)), in an extraneous electric and magnetic field \( \mathbf{E} \) and \( \mathbf{B} \).

Further, during the motion of a point charge, the mechanical power of the extraneous fields is \( e \mathbf{E} \cdot \mathbf{r}' \). Consequently,
\[ \rho \mathbf{E} \cdot \mathbf{v} = \mathbf{E} \cdot \mathbf{i} \] (41)
can be accepted as the mechanical power density in an extraneous field \( \mathbf{E} \) acting on the current density \( \mathbf{i} \).
6.3 Self-forces, charges

Let us try to follow the route suggested by statics according to Subsection 5.

Then there is a problem at the first step: a non-inertial point charge acts on itself depending on how it moves, but its self-force, denoted by $f_s$, is not known at present. Hopefully, we get it at the end of the route.

Let us consider a system of point charges $e_1, \ldots, e_n$ with given motions $r_1, \ldots, r_n$, respectively; then the self-force acting in this system, with a straightforward (and somewhat loose) notation, is

$$\sum_{k=1}^{n} e_k ((E - E_k) + r'_k \times (B - B_k)) + \sum_{k=1}^{n} f_{s,k}$$

(42)

where $E$ and $B$ are the fields produced by all the charges, $E_k$ and $B_k$ are the fields produced by the $k$-th charge.

As in statics, $(E - E_k)(t, r_k(t))$ and $(B - B_k)(t, r_k(t))$ are correct.

If, analogously to statics, we defined the originally senseless $e_k (E_k + r'_k \times B_k)$ being formally equal to the unknown self force $f_{s,k}$ then $E_k$ and $B_k$ as well as $\sum f_{s,k}$ would disappear from the formula above. But now nothing authorizes us to do so because, contrary to statics, now the self-force is not known.

Putting together more and more particles with smaller and smaller charges, we go over a continuous charge distribution, obtaining the self-force density

$$\rho(E + v \times B) + ?$$

(43)

where $E$ and $B$ are the fields produced by the charge distribution, $v$ is a velocity field and $?$ is something. Note that the first term in (43) equals (40) having a different physical meanings, similarly to the static case; but the whole (43) differs possibly from (40).

Thus, contrary to electrostatics, it is questionable whether $\rho(E + v \times B) = \rho E + i \times B$ is the self-force density of $\rho$ in its own fields $E$ and $B$.

The self-power density in the system of charges is

$$\sum_{k=1}^{n} e_k (E - E_k) \cdot r'_k + \sum_{k=1}^{n} f_{s,k} \cdot r'_k$$

(44)

and going over to a continuous charge distribution, we get

$$E \cdot i + ?.$$  (45)

Thus, it is questionable whether $E \cdot i$ is the self-power density of $i$ in its own field $E$.

6.4 Balance equations? 1

Let us see a usual argumentation (see e.g. [24]).

Let the electric and magnetic field $E$ and $B$ be produced by the charge density $\rho$ and current density $i$ (electric dipoles and magnetic moments are not present). Subtracting the scalar product of the second equation in (37) by $B$ from the scalar product of the second equation in (36) by $E$ one gets
\[ -\partial_t \frac{1}{2}(|E|^2 + |B|^2) - \nabla \cdot (E \times B) = E \cdot i \quad (46) \]

which is considered an energy balance equation, with

- the power density \( E \cdot i \),
- the energy flow density (Poynting vector) \( E \times B \),
- the energy density \( \frac{1}{2}(|E|^2 + |B|^2) \).

There are some serious doubts, however.

1. Since the fields in the Maxwell equations are just the ones produced by the charges etc., \( E \cdot i \) should be the self-power density which is questionable according to (45).

2. The doubts regarding the energy flow density are well-known ([26]): first, it is unique only up to a divergence-free term; second, it is not zero for a static \( E \) and a static \( B \) when nothing happens, nothing moves with respect to the reference frame in question; does the energy really flow in that reference frame?

3. According to Subsection 3.2, it is unjustified to take (48) either for self-energy or energy density. By the way, which is not mentioned usually, the presumed energy density is unique only up to a time-independent term.

Further, adding the vectorial product of the second equation in (36) by \( B \) to the vectorial product of the second equation in (37) by \( E \), using the other two equations, too, one gets

\[ -\partial_t (E \times B) - \nabla \cdot \left( -E \otimes E - B \otimes B + \frac{1}{2}(|E|^2 + |B|^2) \mathbf{1} \right) = \rho E + i \times B \quad (49) \]

which is considered a momentum balance equation, with

- the force density \( \rho E + i \times B \),
- the momentum flow density

\[ -E \otimes E - B \otimes B + \frac{1}{2}(|E|^2 + |B|^2) \mathbf{1}, \]

- the momentum density \( E \times B \).

There are some serious doubts, however.

1. Since the fields in the Maxwell equations are just the ones produced by the charges etc., \( \rho E + i \times B \) should be the self-force density which is questionable according to (43).
2. According to Subsection 4.3, it is unjustified to take (50) for the momentum flow density (stress tensor).

3. The Poynting vector can hardly be a momentum density for static fields when nothing moves.

**Remark** In spite of the listed doubts, it is not excluded that beyond statics, in some circumstances (48) is the energy density, (47) is the energy flow density etc.

The problem is how those ‘some circumstances’ can be precisely formulated; it is sure only that they are connected with radiation because it is an everyday experience that energy flows with light.

### 6.5 Balance equations? 2

If there are an electric dipole density $P$ and magnetic moment density $M$, too, then instead of (46) one gets

$$-\frac{1}{2}\left(|E|^2 + |B|^2\right) - \nabla \cdot (E \times B) = E \cdot i + E \cdot \partial_t P - B \cdot \partial_t M + \nabla \cdot (E \times M) \quad (51)$$

which has not the form of a balance equation.

It becomes simpler with the quantities (38), without becoming a balance equation:

$$-\left(E \cdot \partial_t D + H \cdot \partial_t B\right) - \nabla \cdot (E \times H) = E \cdot i \quad (52)$$

This is a balance-like equation, but in vain, more serious doubts arise as previously.

The situation is even worse for the general momentum balance: then the formula obtained instead of (49) cannot be converted into a balance-like equation for momentum even in the special case above.

**Remarks** 1. There are some other forms of energy and momentum balance (see 23 and a good review in 27); all of them are unsatisfactory in some aspect, and all of them have the common fault that $\frac{1}{2}(|E|^2 + |B|^2)$ or $\frac{1}{2}(E \cdot D + B \cdot H)$ or similar formulae are accepted as energy density.

2. The not too convincing method in statics to obtain the energy density $\frac{1}{2}E \cdot D$ (see the Remark at the end of Subsection 3.4) is probably invented for an acceptable explanation of the balance equation (52).

3. The problems connected with static dipole distributions, outlined in Subsections 3.4 and 4.5, are precursors of the more significant problems that emerged in balance equations.
7 Spacetime formulation

7.1 Basic notions

As it is said in the Introduction, coordinate-free spacetime notations (Lorentz product, differentiation etc.) will be used according to [18] and [11].

Electric and magnetic fields, $\mathbf{E}$ and $\mathbf{B}$, according to a standard inertial frame, are split components of an electromagnetic field $\mathbf{F}$ which is an antisymmetric spacetime tensor distribution. Precisely speaking, up to now, the magnetic field has been considered, as usual, a three-dimensional vector distribution, but the spacelike component of $\mathbf{F}$ is a three-dimensional antisymmetric tensor which can be identified with a three dimensional vector.

The charge distribution and current distribution, $\mathbf{e}$ and $\mathbf{i}$, according to a standard inertial frame, are split components of an absolute current $\mathbf{j}$ which is a four dimensional vector distribution.

The electric dipole distribution $\mathbf{P}$ and magnetic moment distribution $\mathbf{M}$, according to a standard inertial frame, are split components of an absolute dipole-moment $\mathbf{N}$ which is an antisymmetric spacetime distribution.

The Maxwell equations are

$$D \cdot \mathbf{F} = \mathbf{j} + D \cdot \mathbf{N}, \quad D \wedge \mathbf{F} = 0.$$

With $\mathbf{G} := \mathbf{F} - \mathbf{N}$ (whose split components according to a standard inertial frame are $\mathbf{D}$ and $\mathbf{H}$), the first equation becomes

$$\mathbf{D} \cdot \mathbf{G} = \mathbf{j};$$

it is advisable to keep away from it because $\mathbf{G}$ is not a proper field quantity.

A special case is when the absolute current has a continuous density $\mathbf{j}$, the absolute dipole-moment has a continuously differentiable density $\mathbf{N}$, and the field is the regular distribution corresponding to a continuously differentiable function $\mathbf{F}$; then the Maxwell equations are

$$D \cdot \mathbf{F} = \mathbf{j} + D \cdot \mathbf{N}, \quad D \wedge \mathbf{F} = 0.$$

Then (43) and (45) are the split components of

$$\mathbf{F} \cdot \mathbf{j} + ?;$$

thus, it is questionable that $\mathbf{F} \cdot \mathbf{j}$ is the absolute self-force density acting on $\mathbf{j}$ in its own electromagnetic field $\mathbf{F}$.

7.2 ‘Energy-momentum tensor’

For lack of electromagnetic dipole-moment, the ‘energy density’ (48), the ‘energy flow’ (47) and the ‘stress tensor’ (50) are split components, according to a standard inertial frame, of the ‘energy-momentum tensor’

$$T := -\mathbf{F} \cdot \mathbf{F} - \frac{1}{4} \text{Tr}(\mathbf{F} \cdot \mathbf{F}) \mathbf{1};$$

here $\mathbf{1}$ is the identity map of spacetime vectors.
Using the Maxwell equation \( \mathbf{D} \cdot \mathbf{F} = \mathbf{j} \) we find that
\[
- \mathbf{D} \cdot \mathbf{T} = \mathbf{F} \cdot \mathbf{j},
\]
whose split components are the ‘balance equations’ \( \text{(46)} \) and \( \text{(49)} \).

According to the doubts emerged in Subsection 6.4, indicated by the quotation mark, it is questionable, in general, that \( \text{(55)} \) is really an energy-momentum balance.

Correspondingly, even if \( \mathbf{F} \cdot \mathbf{j} \) is the absolute self-force density (which is questionable), it is not right to consider \( \text{(54)} \), except in some circumstances, a proper energy-momentum tensor (which is indicated by the quotation mark in the title). In particular, in statics, it is definitely not right.

The problem is, how those ‘some circumstances’ can be precisely formulated; it is sure only that they are connected with radiation.

If electric dipole and magnetic moment are present, \( \text{(51)} \) can be transformed into a balance-like equation \( \text{(52)} \) only in exceptional cases; nevertheless, it is not a real balance equation of energy. Moreover, no manipulation results in a balance-like equation for momentum.

This means that it is questionable whether a general ‘energy-momentum tensor’ exists whose negative spacetime divergence gives a reasonable energy-momentum balance. A number of proposals followed the first ones given by Abraham and Minkowski, as it is pointed out in the Introduction. The proposed different energy-momentum balances correspond to different physical situations (different kinds of materials and their thermodynamical properties), and only experiments could verify or refute them.

### 7.3 Point charge, self-force

Let us compare our present considerations with those in statics, see Section 5.1.

1. The starting point: a non-inertial point charge acts on itself, the self-force is unknown.
2. The formulae of \( \text{(42)} \) and \( \text{(44)} \) of self-force and self-power of a system of point charges suggested the formulae \( \text{(43)} \) and \( \text{(45)} \) of self-force and self-power density of a continuous charge distribution.
3. The false ‘energy density’ \( \text{(48)} \), the questionable ‘energy flow’ \( \text{(47)} \) and unjustified ‘stress tensor’ \( \text{(50)} \) make questionable the balance equations \( \text{(46)} \) and \( \text{(49)} \).
4. In spacetime formulation, the absolute self-force density is \( \text{(53)} \).

2’. It is not right to consider \( \text{(54)} \) a proper energy-moment tensor, in general; moreover, it is questionable that its negative spacetime divergence \( \text{(55)} \) is the absolute self-force density.

The fictitious ‘self-energy density’ and ‘stress tensor’ which appeared in statics now are included in the fictitious ‘energy-momentum tensor’. For a static point charge, those fictitious quantities are not locally integrable in space; Distributions can be attached to them by pole taming and those Distributions give back the starting points, the zero self-energy and the zero self-force.

It is proved in the paper [11] that
4. the ‘fictitious energy-momentum tensor’ \( \text{(54)} \) for a point charge with a given world line is not locally integrable in spacetime, and a Distribution can be attached to it by pole taming.
5. the negative spacetime divergence of that Distribution is just the well-known radiation reaction force.

Thus, we obtained what was unknown in the first step. Moreover, this result entitles us to accept that $+ ?$ in (19), (23), (83) can be omitted.

8 Radiation

8.1 Plane waves

Elementary experimental fact is that light has wave properties and transports energy. Light far from its source can be modelled approximately by plane wave solutions of the Maxwell equations. The assumption that in a standard inertial frame $\frac{1}{2}(|\mathbf{E}|^2 + |\mathbf{B}|^2)$ is the energy density and $\mathbf{E} \times \mathbf{B}$ is the energy flow density of light agrees with experimental data.

8.2 Point charge

Let us consider a point charge $e$ with a given world line function $r$. For a spacetime point $x$, $s_r(x)$ denotes the retarded proper time of $r$. Then with the notations (11)

$$R_r(x) := x - r(s_r(x)), \quad u_r(x) := \dot{r}(s_r(x)), \quad a_r(x) := \ddot{r}(s_r(x)), \quad (56)$$

$$L_r := \frac{R_r}{-u_r \cdot R_r} = -Ds_r, \quad d_r := a_r + (a_r \cdot L_r)u_r, \quad (57)$$

the electromagnetic field produced by the point charge is the regular Distribution defined by the locally integrable function

$$F := \frac{e}{4\pi} \frac{u_r \wedge L_r}{(-u_r \cdot R_r)^2} + \frac{e}{4\pi} \frac{d_r \wedge L_r}{-u_r \cdot R_r}, \quad (58)$$

the first term is the tied field $F^{td}$ which is never zero, the second term is the radiated field $F^{rd}$ which is zero if and only if the charge is not accelerated.

Then the fictitious ‘energy-momentum tensor’ (53) is of the form

$$T = T^{td} + T^{rd}; \quad (59)$$

only the last term, the purely radiated part,

$$T^{rd} := -F^{rd} \cdot F^{rd} - \frac{1}{4} \text{Tr}(F^{rd} \cdot F^{rd}) \mathbf{1} \quad (60)$$

is locally integrable in spacetime.

It is known (23, p.269) that the electric field and the magnetic field in $F^{rd}$ have properties, similar to the properties of the fields in a plane wave. Then it seems natural the conjecture that (53) is a real energy-momentum tensor in the sense that its split components (48), (47) and (50) have the usual physical meaning.

Remark The negative spacetime divergence of the Distribution, obtained by pole taming, $\mathbf{T} = \mathbf{T}^{td} + \mathbf{T}^{rd} + \mathbf{T}^{rd}$ is the well-known self-force, as it is shown in [11]. The formulae there show, however, that both $\mathbf{T}^{td}$ and $\mathbf{T}^{rd}$ have zero divergence. Then it is seen clearly that the self-force is due to the interaction between the tied field and the radiated field.
8.3 Integral of point charges

The conjecture in the previous subsection seems satisfactory for a point charge; but what about the radiated energy-momentum tensor of an arbitrary absolute current? This question, connected with the problem how to define a center of mass, emerged in [7] (p.9).

A particular answer is given as follows.

The absolute current of a point charge $e$ having the world line function $r$ is $e\dot{r}\lambda_{\text{Ran}(r)}$, where $\lambda_{\text{Ran}}$ is the Lebesgue measure of the world line $\text{Ran}(r)$ (given by the usual integration along the world line).

The absolute current consisting of point charges $e_1, \ldots, e_n$ with world line functions $r_1, \ldots, r_n$ is

$$j := \sum_{a=1}^{n} e_a \dot{r}_a \lambda_{\text{Ran}_a}.$$ 

Then the radiated field is the sum of the radiated fields of the point charges,

$$F^{rd} := \sum_a F^{rd}_a$$

and the radiated energy-momentum tensor is

$$T^{rd} := - F^{rd} \cdot F^{rd} - \frac{1}{4} \text{Tr}(F^{rd} \cdot F^{rd}) \mathbf{1} =$$

$$= \sum_a \sum_b \left( - F^{rd}_a \cdot F^{rd}_b - \frac{1}{4} \text{Tr}(F^{rd}_a \cdot F^{rd}_b) \mathbf{1} \right),$$

We conceive that any current consists of point charges flowing in spacetime, as it occurs in our everyday electricity. This can be described by a simple generalization of the above formulæ in such a way that there are given a set $A$, a measure $\alpha$ on $A$ and a point charge $e_a$ with world line function $r_a$ for each element $a$ of $A$; then

$$j := \int_A e_a \dot{r}_a \lambda_{\text{Ran}_a} \, d\alpha(a) \quad (61)$$

which is defined in such a way that for an arbitrary test function $\phi$

$$(j \mid \phi) := \int_A \left( \int_\mathbb{R} (e_a \dot{r}_a(s) \phi(r(s))) \, ds \right) \, d\alpha(a). \quad (62)$$

Then the radiated field $F^{rd}$ of the current is the integral of the radiated fields of the point charges, defined by

$$(F^{rd} \mid \phi) := \int_A (F^{rd}_a \mid \phi) \, d\alpha(a), \quad (63)$$

provided, of course, that the integral exists. The radiated energy-momentum tensor of the current is

$$(T^{rd} \mid \phi) := \int_A \int_A \left( - F^{rd}_a \cdot F^{rd}_b - \frac{1}{4} (F^{rd}_a \cdot F^{rd}_b) \mathbf{1} \right) \, d\alpha(a) \, d\alpha(b), \quad (64)$$
It is a question, however, whether it suffices to consider absolute currents of this type only. The following answer could be encouraging.

A continuous absolute current is a function \( x \mapsto \rho(x)U(x) \) defined in spacetime, where \( \rho \) is the absolute charge density and \( U \) is an absolute velocity field.

**Proposition 8.1.** The current \( \rho U \) is the integral of point charges if \( \rho \) is constant along every world line function \( r \) for which \( \dot{r}(s) = U(r(s)) \) holds.

**Proof** We take a standard inertial frame \( u \) with origin; the split form of the current is the function \( (t, q) \mapsto \rho_u(t, q), \rho_u(t, q)v_u(t, q) \) defined in the vectorized time and space of the frame where \( \rho_u \) and \( v_u \) are the charge density and the relative velocity according to \( u \). For the sake of simplicity, the subscript \( u \) will be omitted in what follows.

The Distribution corresponding to this split current is given by

\[
\int_T \int_S \rho(t, q)\phi(t, q) \, dq \, dt, \quad \int_T \int_S \rho(t, q)v(t, q)\phi(t, q) \, dq \, dt. \tag{65}
\]

Let \( t \mapsto r_a(t) \) be the motion with respect to the frame for which \( r'_a(t) = v(t, r_a(t)) \) and \( r_a(0) = a \in S \) hold.

The condition that \( \rho \) is constant on the integral curves of \( v \) is given by \( \rho(t, r_a(t)) = \rho(0, a) \) for all \( t \). The charge conservation involves

\[
\rho(t, q) \, dq = \rho(0, a) \, da.
\]

Then for every fixed \( t \) taking the function \( a \mapsto r_a(t) \) and the substitution \( q = r_a(t) \) we have

\[
\rho(t, r_a(t))|\det \nabla(a)r_a(t)| \, da = \rho(0, a) \, da
\]

and the integrals in (65) with the notation \( e_a := \rho(0, a) \) become

\[
\int_T \int_S \rho(t, r_a(t))\phi(t, r_a(t)) \, |\det \nabla(a)r_a(t)| \, da \, dt = \int_T \int_S e_a\phi(t, r_a(t)) \, da \, dt,
\]

\[
\int_T \int_S \rho(t, r_a(t))v(t, r_a(t))\phi(t, r_a(t)) |\det \nabla(a)r_a(t)| \, da \, dt = \int_T \int_S e_a r'_a(t)\phi(t, r_a(t)) \, da \, dt.
\]

Changing the order of integrations, we get the desired result: the continuous current is the integral of point charges.

It is worth noting that the requirement of the above proposition is equivalent to the velocity field being divergence-free. Indeed, if \( \rho \) is constant on the integral curves of \( U \), then \( U \cdot \nabla \rho = 0 \), and the charge conservation requires \( 0 = \nabla \cdot \rho U = U \cdot \nabla \rho + \rho \nabla \cdot U \).
9 Conclusions

Energies and forces in electromagnetism have been examined by a systematic use of Distribution Theory and the notions ‘extraneous’ and ‘self’.

The generally accepted and acceptable method in electrostatics has been reviewed on the basis that formulae valid for a system of point charges and dipoles one establishes formulae for continuous charge and dipole distributions.

It has been revealed how those continuous formulae are usually transformed into another, questionable form by differentiation and integration.

It has been pointed out that those transformed formulae, which are valid only in the continuous case even with some conditions, are usually applied for point charges which results in artificial problems. Such a most absurd problem is the infinite electric energy of a resting point charge.

Those artificial problems have been ruled out. In particular, it can be unmistakably stated that the electrostatic energy of a point charge is zero.

The fundamental problems of energy and momentum balance equations have been demonstrated.

First of all, the force density might be (43) instead of the usually accepted (40).

If dipoles and magnetic moments are not present then there is a simple balance-like equation but (48) and (47) are not, in general, the electromagnetic energy density and energy flow density. In other words, (54) is not a real energy-momentum tensor, in general. A possible definition has been proposed for the radiated electromagnetic energy-momentum.

Lastly, we emphasize that point charges and dipoles as well as continuous charge and dipole distributions are models. Considering a material object point-like, we do not assert that it is a point indeed; similarly, considering a ball with a continuous charge distribution, we do not assert that a real charge continuity exists there because we know that an amount of discrete electrons establishes the charge distribution.

From this point of view, it is worth examining whether the stable, continuously charged ball with Poincaré force is a right model instead of a point-like charge.

10 Appendix

10.1 Measures

The Borel sets in spacetime or in the space of an observer are the elements of the $\sigma$-algebra generated by the open subsets.

Elementary notions of (vector) measures and integration by them can be found in [28].

In this paper a (vector) measure is defined (at least) on the bounded Borel sets.

10.2 Distributions in spacetime

Spacetime test functions are smooth functions in $\mathbb{M}$ or in $\mathbb{M}$ with compact support.
A (scalar, vector, tensor) Distribution is a (scalar, vector, tensor) valued continuous linear map defined on test function. The action of a Distribution $K$ on a test function $\phi$ is denoted by $(K | \phi)$.

A (vector) measure is considered a Distribution by integrating test functions. Originally a Distribution acts on test functions but in some cases the action of a Distribution $K$ on a locally integrable function $f$ can be defined as follows.

A sequence $n \mapsto \omega_n$ of test functions is said to converge to $f$ in the Distribution sense if

$$\lim_{n \to \infty} \int \omega_n(x) \phi(x) \, dx = \int f(x) \phi(x) \, dx$$

for all test functions $\psi$.

If $f = \lim_n \omega_n$ in the Distribution sense then

$$(K | f) := \lim_{n \to \infty} (K | \omega_n)$$

if the limit exists.

This definition is consistent: if $f$ is a test function itself then the limit exists and equals the action of $K$ on $f$.

Similar notions hold, according to the sense, for test functions and Distributions in the affine space $S$ or vector space $S$ of an inertial observer.

In particular, for all $0 < a < b$ there is a test function $\omega_{a,b}$ in $S$ such that

$$\omega_{a,b}(q) = \begin{cases} 
1 & \text{if } |q| < a, \\
0 & \text{if } |q| > b, \\
is between 0 and 1 & \text{if } a \leq |q| \leq b.
\end{cases}$$

(66)

and $1 = \lim_{n \to \infty} \omega_{na,nb}$ in the Distribution sense.

### 10.3 Three-dimensional integration

Let $S_1(0)$ be the unit sphere around zero in the three dimensional Euclidean vector space $S$.

The radial coordinates of $q \in S$ are

$$r(q) := |q| \in \mathbb{T}_0^+, \quad n(q) := \frac{q}{|q|} \in S_1(0).$$

(67)

Then the radial parametrization of $S$ is

$$(r, n) \mapsto r n.$$  

(68)

We applied the usual ambiguity that $r$ and $n$ denote functions in some respect and variables in an other respect.

Further, the usual parametrization of the unit sphere, given by an orthonormal basis $e_1, e_2, e_3$ and the angles $\vartheta, \varphi$, is

$$n(\vartheta, \varphi) = e_1 \sin \vartheta \cos \varphi + e_2 \sin \vartheta \sin \varphi + e_3 \cos \vartheta.$$  

(69)

Then the following integral formula

$$\int_{S_1(0)} f(n) \, dn = \int_0^\pi \int_{-\pi}^\pi f(n(\vartheta, \varphi)) \sin \vartheta \, d\vartheta \, d\varphi$$

(70)
is well known from which the equalities

\[
\int_{S_1(0)} n \, dn = 0, \quad \int_{S_1(0)} n \otimes n \otimes n \, dn = 0, \tag{71}
\]

\[
\int_{S_1(0)} n \otimes n \, dn = \frac{4\pi}{3} \mathbf{1} \tag{72}
\]

can be deduced where \( \mathbf{1} \) is the identity of \( S \); and so on, the integral of even tensor products is a non-zero tensor, the integral of odd tensor products is zero.

The other well known integral formula

\[
\int_{S} f(q) \, dq = \int_{0}^{\infty} r^2 \int_{S_1(0)} f(rn) \, dn \, dr \tag{73}
\]

will be often used.

### 10.4 Pole taming

There is a well-defined method to attach a Distribution to a locally non-integrable function, having a pole singularity in a Euclidean space. Originally the method was called regularization (19). Since the Distribution obtained in this way is not regular, I call the method pole taming\(^3\).

Only a special case is necessary for us, treated in a way slightly different from the original one.

For the function \( r(q) := |q| \ (q \in S) \) in the three dimensional Euclidean vector space \( S \), \( \frac{1}{r^{2+m}} \) is not locally integrable if \( m > 0 \). If \( m \) is an even positive integer, then a Distribution can be attached to it by pole taming defined as follows.

For a test function \( \psi \) let \( T^{(m-1)}_\psi \) denote the Taylor polynomial of order \( m-1 \) at zero. In a neighbourhood of zero, \( \psi - T^{(m-1)}_\psi \) is a continuous function of order \( r^m \), therefore \( \frac{\psi - T^{(m-1)}_\psi}{r^{2+m}} \) is integrable there. Outside the support of \( \psi \), however, the term containing the \( (m-1) \)-th derivative is not integrable.

\( m \) is even, therefore the \( (m-1) \)-th derivative of \( \psi \) at zero is an \( (m-1) \)-linear function of \( q = rn \); in other words, it is a linear function of the \( (m-1) \)-th tensor power of \( q = rn \); thus, integrating in the order given by (73), this term will drop out and an integrable function remains.

We repeat for avoiding misunderstanding: it is known that, for an integrable function, the order of integration by \( n \) and \( r \) can be interchanged in (73). If a function is not integrable, it can occur that the integral exists in one of the orders (but in the other order does not). Here we take advantage of the fact that the integral exists in the given order. In this way the pole taming of \( \frac{1}{r^{2+m}} \) results in the Distribution defined by

\[
\left( \text{tm} \frac{1}{r^{2+m}} \right) \psi := \int_{0}^{\infty} r^2 \int_{S_1(0)} \frac{\psi(rn) - T^{(m-1)}_\psi(rn)}{r^{2+m}} \, dn \, dr \tag{74}
\]

\(^3\)Áron Szabó proposed this name
where the exclamation mark calls attention to that the order of integration cannot be interchanged.

Later, for the sake of brevity, we also use the formula

\[
\left( \frac{1}{r^{2+m}} \right) := \int_S \frac{\psi(q) - T^{(m-1)}(q)}{|q|^{2+m}} \, dq \quad !!! \quad (75)
\]

where the double exclamation mark calls attention to that the integral must be taken in radial parametrization and in the given order.

We have to extend the notion of pole taming as follows. For a \( k \)-th tensor power \( n^{\otimes k} := n \otimes \ldots \otimes n \) we put

\[
\left( \frac{n^{\otimes k}}{r^{2+m}} \right) := \int_0^\infty \left( \int_{S_1(0)} n^{\otimes k} \left( \frac{\psi(rn) - T^{(m-1)}(rn)}{r^{2+m}} \right) \, dn \right) \, dr \quad !! \quad (76)
\]

which makes sense if \( m-1 + k \) is odd; therefore
- if \( m \) is even, then \( k \) must be even, too,
- if \( m \) is odd, then \( k \) must be odd, too.

More generally, if \( A(n) \) is a linear function of the tensor powers of \( n \), such that

\[
\int_{S_1(0)} A(n) \otimes (n^{\otimes (m-1)}) \, dn = 0,
\]

then the definition (76) is accepted with \( n^{\otimes k} \) replaced by \( A(n) \); this can be meaningful for an odd or even \( m \), depending on \( A \).
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