Phases, instabilities and excitations in a two-component lattice model with photon-mediated interactions

Leon Carl,1 Rodrigo Rosa-Medina,1,† Sebastian D. Huber,2 Tilman Esslinger,1 Nishant Dogra,3,† and Tena Dubcek2,∗
1Institute for Quantum Electronics, ETH Zürich, 8093 Zürich, Switzerland
2Institute for Theoretical Physics, ETH Zürich, 8093 Zürich, Switzerland
3Cavendish Laboratory, University of Cambridge, J. J. Thomson Avenue, Cambridge CB3 0HE, United Kingdom.
(Dated: October 21, 2022)

Engineering long-range interacting spin systems with ultra cold atoms offers the possibility to explore exotic magnetically ordered phases in strongly-correlated scenarios. Quantum gases in optical cavities provide a versatile experimental platform to further engineer photon-mediated interactions and access the underlying microscopic processes by probing the cavity field. Here, we study a two-component spin Bose-Hubbard system with cavity-mediated interactions. We provide a comprehensive overview of its phase diagram and transitions in experimentally relevant regimes. The interplay of different energy scales yields a rich phase diagram with superfluid and insulating phases exhibiting density modulation or spin ordering. In particular, the combined effect of contact and global-range interactions gives rise to an antiferromagnetically ordered phase for arbitrarily small spin-dependent light-matter coupling, while long-range and inter-spin contact interactions introduce regions of instability and phase separation in the phase diagram. We further study the low energy excitations above the antiferromagnetic phase. Besides particle-hole branches, it hosts spin-exchange excitations with a tunable energy gap. The studied lattice model can be readily realized in cold-atom experiments with optical cavities.

I. INTRODUCTION

Experiments with ultracold atoms in optical lattices have substantially extended the scope of quantum simulation of many-body systems [1, 2]. Two key strengths are the high-degree of tunability of different energy scales, and the possibility to involve the atomic spin degree of freedom, facilitating the investigation of strongly-correlated phenomena like superfluidity, quantum magnetism, high-temperature superconductivity and complex out-of-equilibrium dynamics [3, 4]. While contact interactions naturally occur in ultracold atomic systems [2, 5], long-range interactions have been more elusive. Nonetheless, systems that are traditionally used to study long-range interactions, such as dipolar quantum gases, heteronuclear molecules and Rydberg atoms, suffer from small long-range interaction strengths, low densities and short lifetimes, respectively [6–8]. Quantum gases coupled to optical cavities thus provide an alternative experimental platform to create photon-mediated long-range interactions, whose strength and sign are controlled by external laser fields [9, 10]. This has facilitated theoretical [11–19] and experimental [20, 21] investigations of lattice supersolid and charge density wave phases in single-component spin systems. The atomic dynamics and many-body excitations can be accessed non-destructively in real time by the light leaking from the cavity [22]. Recently, the inclusion of an internal atomic spin degree of freedom has become feasible in such systems, leading to the observation of density and spin self-organization [23–25]. Incorporating tunable long-range spin interactions provides a natural path to further enrich the accessible phenomenology [26–36]. In combination with optical lattices, this approach will allow the realization of strongly-correlated magnetic phases arising due to the interplay of short- and long-range interactions. Some magnetically ordered phases have been discussed both in bosonic [37, 38] and fermionic systems [39, 40], but a comprehensive theoretical study of the phase diagram and possible transitions in experimentally accessible regimes is still missing, although it could notably expedite their successful realization.

Here, we investigate an extended two-component Bose-Hubbard (BH) model with cavity-mediated long-range interactions—the lattice counterpart of the experiment performed in Ref. [23] with a bulk Bose gas. The considered long-range interactions have a ’density’ and a ’spin’ contribution, which favor the two atomic components to either occupy a common sublattice or two different ones, each breaking independently a lattice $\mathbb{Z}_2$-symmetry. Their absolute and relative strengths can be tuned via the intensity and the polarization of an external laser field, respectively. Additionally, the two atomic components have different intra- and inter-species contact interactions. We extract the complete phase diagram using a Gutzwiller approach in the case of fixed density at unity filling, and obtain density-modulated and magnetically-ordered phases, both in the superfluid and insulating regimes. Remarkably, the cooperation between short-range and long-range interactions results in the formation of an antiferromagnetic Mott insulator for
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arbtrarily small spin-dependent coupling strengths. In some regimes, the competing contact-interaction energy scales lead to the separation of the two spin components [41–43]. In addition, long-range interactions can introduce correlated phase-separated states in multicomponent systems [44, 45], and induce phase instabilities in systems with only one component [17, 46]. To further elucidate the nature of the magnetically ordered phase, we construct an effective Hamiltonian for its low-energy excitations via perturbation theory, and identify spin-exchange branches with a tunable gap.

II. DESCRIPTION OF THE SYSTEM

We consider a balanced spin-mixture of two Bose-Einstein condensates (BECs) coupled to a high-finesse optical cavity. For concreteness, we consider \(^{87}\text{Rb}\) atoms and a two-dimensional (2D) system extending in the \((x, z)\)-plane [Fig. 1(a)], closely resembling the experiments in Refs. [21, 23]. A \(\lambda\)-periodic quantized cavity mode extends along the \(x\)-axis, is polarized in \(y\)-direction and has a resonant frequency \(\omega_c\). The two spin components \(|\uparrow\rangle = |F = 1, m_F = 1\rangle\) and \(|\downarrow\rangle = |F = 1, m_F = -1\rangle\) belong to the total angular momentum \(F = 1\) manifold, with the quantization axis defined by a magnetic field in the \(z\)-direction. The mixture is loaded into a 2D \(\lambda\)/2-periodic square optical lattice. The lattice arm along the \(z\)-direction has a frequency \(\omega_p\) and linear polarization in the \((x, y)\)-plane, and fulfills a dual role as a transverse pump field (TP).

The single-particle Hamiltonian in the rotating frame of the TP reads [47]

\[
\hat{H}_{sp} = \frac{\hat{p}^2}{2m} + \hat{V}_{lat} - \left(\Delta_c - U_0 \cos^2 \left(\frac{2\pi}{\lambda} \frac{x}{\xi}\right)\right) \hat{a}^{\dagger} \hat{a} + \left(\Delta_c - U_0 \cos^2 \left(\frac{2\pi}{\lambda} \frac{z}{\xi}\right)\right) \left(\eta_{\rho} \hat{X} + \eta_{\phi} \hat{P} \hat{F}_z\right),
\]

with total momentum \(\hat{p} = (\hat{p}_x + \hat{p}_z)\) and \(\hbar = 1\) [23, 47]. The first two terms account for the atom moving in the 2D lattice potential \(\hat{V}_{lat} = -V \cos^2 \left(\frac{2\pi}{\lambda} x\right) + \cos^2 \left(\frac{2\pi}{\lambda} z\right)\). The operator \(\hat{a}^{\dagger}\) denotes the creation operator associated to the intra-cavity field. The presence of the atom disappersively shifts the cavity resonance frequency and leads to an effective detuning \(\Delta_c = \Delta_c - U_0 \cos^2 \left(\frac{2\pi}{\lambda} \frac{x}{\xi}\right) < 0\), where \(U_0 < 0\) is the maximal disappersive shift. The last term describes a self-consistent interference potential that arises due to light scattering between the TP and the cavity mode [47].

The vectorial coupling is mediated by the imaginary quadrature, \(\hat{P} = i \left(\hat{a}^{\dagger} - \hat{a}\right) / \sqrt{2}\), and gives rise to phase-shifted \(\lambda\)-periodic modulations for atoms in the two spin states, since the \(z\)-component of the atomic spin operator \(\hat{S}_z\) yields \(\hat{F}_z\left(|\uparrow\rangle = + |\uparrow\rangle\right)\) and \(\hat{F}_z\left(|\downarrow\rangle = - |\downarrow\rangle\right)\).

The associated coupling strengths are \(\eta_{\rho} = \eta \cos(\phi)\) and \(\eta_{\phi} = \eta \xi \sin(\phi)\), with \(\xi = \frac{2\pi}{\lambda} \xi\) given by the atom-cavity coupling rate and \(\phi\) the ratio of the scalar and vectorial polarizabilities [48, 49].

We adiabatically eliminate the intra-cavity field in a tight-binding approximation [14, 21, 47, 50] and obtain a many-body extended BH Hamiltonian,

\[
\hat{H} = \hat{H}_{BH} + \hat{H}_{Long},
\]

with

\[
\hat{H}_{BH} = -t \sum_{m, \langle i, j \rangle} (\hat{b}^{\dagger}_{i, m} \hat{b}_{j, m} + \text{h.c.}) + \frac{U}{2} \sum_{i, m} (\hat{n}_{i, m} - 1) + U_{12} \sum_{i} \hat{n}_{i, \uparrow} \hat{n}_{i, \downarrow},
\]

and

\[
\hat{H}_{Long} = -\frac{U_{s} \hat{\Theta}^2_{D}}{K} - \frac{U_{c} \hat{\Theta}^2_{S}}{K}.
\]

The first term, Eq. (3), constitutes a two-component BH model [1, 2, 41, 42, 51], comprising tunneling to the \(z\) nearest neighbors, with rate \(t > 0\) and repulsive inter- and intra-spin contact interactions, \(U > 0\) and \(U_{12} > 0\). We assume identical intra-spin collisional interactions for atoms occupying \(|\uparrow\rangle\) and \(|\downarrow\rangle\), as is the case for \(^{87}\text{Rb}\) atoms in the \(F = 1\) hyperfine groundstate manifold [52]. The operator \(\hat{b}^{\dagger}_{i, m} (\hat{b}_{i, m})\) denotes the bosonic creation (annihilation) operator, while \(\hat{n}_{i, m} = \hat{b}^{\dagger}_{i, m} \hat{b}_{i, m}\) counts the total number of atoms with spin \(m \in \{\uparrow, \downarrow\}\) at site \(i = (i_x, i_z)\).

For sufficiently large magnetic fields, both spin-changing collisions and cavity-assisted Raman processes can be neglected [52]. The second term, Eq. (4), consists of spin-independent (‘scalar’) and spin-dependent (‘vectorial’) global-range interactions that are mediated by the intra-cavity field. The scalar long-range interactions are associated with the operator \(\hat{\Theta}^2_{D} = \sum_{i} (-1)^{m} \hat{n}_{i}^{2}\), where \(|i| = (i_x, i_z)\) and \(\hat{n}_{i} = \hat{n}_{i, \uparrow} + \hat{n}_{i, \downarrow}\). Its expectation value is maximized for a spin-independent spatial density modulation with all atoms occupying only even or odd sites. The expectation value of the vectorial long-range operator, \(\hat{\Theta}^2_{S} = \sum_{i} (-1)^{m} \hat{S}_{i, \uparrow}^{2}\), with \(\hat{S}_{i, \downarrow} = \hat{n}_{i, \uparrow} - \hat{n}_{i, \downarrow}\), is maximized for a global antiferromagnetic ordering of the atoms on the lattice, with all atoms in \(|\uparrow\rangle\) occupying even sites and all atoms in \(|\downarrow\rangle\) occupying odd sites, or vice-versa. The interaction strengths \(U_{s} = U_{c} \cos^2 \phi\) and \(U_{c} = U_{L} \xi^2 \sin^2 \phi\) can be tuned with respect to each other via the angle \(\phi\). The overall interaction strength \(U_{L} > 0\) depends on the lattice depth \(V\) and the effective detuning \(\Delta_c\) [47]. The total number of sites is denoted by \(K\). We emphasize that the energy scales of the tunneling, contact
and long-range interactions are all independently tunable with respect to each other. The Hamiltonian, Eq. (2), is invariant under a local spin-flip \( \hat{b}_{i \uparrow} \rightarrow \hat{b}_{i \downarrow} \), and two global rotations, \( \hat{b}_{i m} \rightarrow e^{i \phi_m} \) for each \( m \in \uparrow, \downarrow \). Furthermore, the scalar and vectorial long-range interactions introduce an additional \( \mathbb{Z}_2 \times \mathbb{Z}_2 \)-symmetry associated to the two sublattices defined by even and odd sites. Henceforth, the Hamiltonian has a \( \mathcal{U}(1) \times \mathcal{U}(1) \times \mathbb{Z}_2 \times \mathbb{Z}_2 \)-symmetry.

Figure 1. (a) Schematic representation of a two-component \( \text{BEC} (|\uparrow\rangle,|\downarrow\rangle) \) confined in a 2D optical lattice inside an optical cavity. The spin-mixture is illuminated by a transverse pump field (TP) with tunable polarization angle \( \phi \) in the \((x, y)\)-plane. (b) Mean-field order parameters and associated phases of the effective Hamiltonian. The order parameters \( \theta_D \), \( \theta_S \), and \( \psi \) characterize density modulation, spin-order and superfluidity, respectively. For \( U_{12}/U = 1 \), the possible ground state configurations are a superfluid (SF), a charge density wave (CDW), a lattice supersolid (SS), an antiferromagnetic Mott-insulator (AFM) or an antiferromagnetic lattice supersolid (AF-SS). Spin states are represented by red arrows, while the black markers indicate spin-insensitive density configurations.

III. GROUND STATE PHASE DIAGRAM

A. Method and Order Parameters

We explore the zero-temperature phase diagram at unity filling, by using a Gutzwiller mean-field approach \[53-55\]. We assume a translationally invariant ground state on each of the even \((e)\) and odd \((o)\) sublattices,

\[
|\Psi_G\rangle = \prod_{e=0}^{K/2} \prod_{o=0}^{K/2} |\phi_e\rangle |\phi_o\rangle.
\]

For each sublattice \( i \in \{e, o\} \), the wave function is given by

\[
|\phi_i\rangle = \sum_{n=0}^{n_{\text{max}}} \sum_{m=0}^{m_{\text{max}}} a_i(n, m) |n, m\rangle_i
\]

where \( |n, m\rangle_i = \frac{|\hat{b}_{i \uparrow}\rangle^m |\hat{b}_{i \downarrow}\rangle^m}{\sqrt{n! m!}} |0\rangle \) is the local Fock state with \( n \leq n_{\text{max}} \) atoms in spin state \(|\uparrow\rangle\) and \( m \leq m_{\text{max}} \) atoms in spin state \(|\downarrow\rangle\). The real ground-state coefficients \( a_i \equiv (a_i(n, m))_{n,m} \) are optimized to minimize the effective mean-field energy density

\[
\mathcal{E}(a_e, a_o) = \frac{\langle \Psi_G | \hat{H} | \Psi_G \rangle}{K/2}.
\]

The superfluid order parameter \( \psi := \frac{1}{2} \sum_{i,m} \psi_{i,m} \) with \( \psi_{i,m} = |\langle \hat{b}_{i \uparrow}^\dagger \rangle | (m \in \{\uparrow, \downarrow\}) \) signals the transition from an insulating phase \( (\psi = 0) \) to a phase-coherent superfluid phase exhibiting off-diagonal long-range order \( (\psi > 0) \). The density \( \theta_P = |\langle \hat{n}_e - \hat{n}_o \rangle| \), and spin \( \theta_S = |\langle \hat{S}_{z,e} + \hat{S}_{z,o} \rangle| \) order parameters indicate the degree of global spatial density- and spin-ordering due to long-range interactions [Fig. 1(b)].

B. Phases for a Uniform Mixture

We discuss the case of a balanced spin mixture at unity filling,

\[
\rho_m = \frac{N_m}{K/2} = \langle \phi_e | \hat{n}_{e,m} | \phi_e \rangle + \langle \phi_o | \hat{n}_{o,m} | \phi_o \rangle = 1
\]

for \( m = \uparrow, \downarrow \). The choice to work at fixed density is motivated by experiments with ultracold atoms, although a qualitatively similar phase diagram arises in a grand canonical ensemble \[37, 47\]. In this section, we assume \( U_{12} = U \). The different order parameters are shown in Fig. 2. The competition of scalar and vectorial long-range interactions gives rise to two qualitatively different scenarios.

For \( U_s > U_v \) [Fig. 2(a,b)], we observe two distinct insulating phases \( (\psi = 0) \) at low tunneling rates \( zt/U \): For large \( U_L \), a spin-degenerate charge density wave (CDW), with \( \theta_D > 0 \) and \( \theta_S = 0 \). For small \( U_L \), an antiferromagnetic Mott insulator (AFM), with \( \theta_S > 0 \) and \( \theta_D = 0 \).

Remarkably, the system favors an AFM for arbitrarily small vectorial contributions \( U_v \): the contact interaction hinders the formation of a CDW and overcomes the kinetic energy cost to form a unity filling Mott insulator (MI). There, the AFM configuration is favored among all possible MIs by the vectorial long-range interaction. The discontinuity in the order parameters \( \theta_D \) and \( \theta_S \) at constant tunneling as a function of \( U_L/U \) signals a first order AFM–CDW phase transition. For \( t = 0 \), the boundary between the phases is given by \( U_s/U - U_L/U = \frac{3}{2} \) \[47\]. As tunneling increases, the system becomes superfluid \( \psi > 0 \) and can either exhibit spin \( (\theta_S > 0) \) or density ordering \( (\theta_D > 0) \). We denote these phases as antiferromagnetic lattice supersolid (AF-SS) and lattice supersolid (SS), respectively. Meanwhile, a superfluid phase (SF) with \( \psi > 0 \) and \( \theta_{D,S} = 0 \) emerges at even larger tunneling strengths.

In the regime \( U_s > U_v \) [Fig. 2(c,d)], the system exhibits solely spin ordered phases \( (\theta_S > 0 \), and \( \theta_D = 0 \)), as the vectorial long-range and the contact interactions dominate over the scalar long-range interaction. For small
$U_L$, we identify a first-order AFM–SF phase transition, signaled by a discontinuous jump of $\psi$ and $\theta_S$ [Fig. 2(e)]. This is in contrast to the second-order MI–SF transition in the absence of the long-range interactions ($U_L = 0$).

For larger $U_L/U$ the AFM phase extends towards higher tunneling strengths. AFM–SF transitions in the context of entanglement properties have recently been studied in three-component BH models with long-range interactions [38]. For larger $U_L$, we observe second-order phase transitions from AFM to AF-SS and from CDW to SS phases, along lines of constant $U_L/U$ [Fig. 2(f,g)]. The second-order phase transitions from AFM to AF-SS and CDW to SS are supported by perturbative estimations, cf. black lines in Fig. 2(a,c) [47, 56].
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Figure 2. Mean field phase diagrams for a balanced-spin mixture at unity filling, $\rho = 2$. The calculations are performed for $U_s/U_v \approx 4.64$ (a,b) and at $U_s/U_v \approx 0.33$ (c,d). (a,c) Dependence of superfluid order parameter $\psi$. The solid lines are perturbative estimations for the transition. (b,d) Dependence of density and antiferromagnetic order parameters $\theta_D$ and $\theta_S$. (e,f,g) Cuts along the phase diagrams for $U_s/U_v \approx 4.64$ at constant $U_L/U = 0.63$ and $U_L/U = 1.34$ (g), indicated by thin horizontal lines in (a,c). The basis truncation $n_{\text{max}} = m_{\text{max}} = 3$ leads to a saturation of the superfluid order parameter at large tunneling.

C. Phase Diagrams for different $U_{12}/U$

We now discuss the phase diagrams for different ratios of inter- and intra-spin interactions $U_{12}/U$ and scalar and vectorial long-range interactions $U_s/U_v$. Besides the homogeneous phases, we also calculate the regions of phase separation between the two spin states (PS), which naturally occur in two-component BH models with repulsive inter-spin interactions [37, 41–45, 57, 58]. Additional regions of phase instability arise from the concurring long-range interactions [17, 46]. To calculate the energy of a phase separated state, the system is divided into halves $(A, B)$: one with higher spin-up density ($\rho_A^+ > \rho_B^+$) and the other with higher spin-down density ($\rho_A^- < \rho_B^-$), while imposing a density conservation constraint in each of the halves, i.e., $\rho \equiv \rho_A^+ + \rho_A^- = 2$ to ensure unity filling.

We further assume either $(\Theta_D) = 0$ or $(\Theta_S) = 0$. Phase instability, on the other hand, is signaled by a negative compressibility, $\rho_s \mu < 0$ [46], where $\mu(\rho) = \partial E(\rho)/\partial \rho$ is the chemical potential as a function of the density $\rho$. We calculate the derivative numerically by using the energy densities $E(\rho)$ extracted from the variational ansatz in Eq. (S22) [47].

We first discuss the results for $U_s/U_v > 1$, see Fig. 3(a-c). For dominating intra-spin interactions [Fig. 3(a)], $U_{12} < U$, the phases are identical as those obtained for $U_{12} = U$ assuming a uniform mixture as discussed in the context of Fig. 2. We additionally find a region of instability in the SS phase for $U_{12} \leq U$. Our observations of phase instability are qualitatively different from the results for spinless systems [17, 46], which predict stable supersolid phases at integer filling in two-dimensional systems. For $U_{12} = U$ [Fig. 3(b)], the mixed CDW state $|\phi_v, \phi_S = |\uparrow, 0\rangle$, the entangled state $|\phi_v, \phi_S = |\uparrow, 0\rangle + |\downarrow, 0\rangle$ and the fully phase-separated (PS) configuration with $\rho_1^+ = \rho_2^-$ are degenerate. Increasing $U_{12}/U$ from 0.9 to 1 shrinks the CDW region: CDW $\rightarrow$ AFM transition boundary is shifted towards higher $U_L/U$ and CDW $\rightarrow$ AF-SS transition boundary is shifted towards lower $zt/U$. For $U_{12} > U$ [Fig. 3(c)], the obtained CDW, SS and SF are fully phase separated.

In the case of dominating vectorial long-rage interactions $U_s/U_v < 1$ [Fig. 3(d-f)], the phase diagrams for $U_{12} < U$ and $U_{12} = U$ are qualitatively similar: Besides AFM, AF-SS and SF phases, we find extended regions of instability in the AF-SS phase, which is similar to the SS case. For $U_{12} > U$ [Fig. 3(f)], the SF is replaced by a fully PS SF, which is compatible with the results for $U_s/U_v > 1$. We also find that both the AF-SS and the instability region shrink when $U_{12}/U$ is increased above 1. In contrast, boundaries between insulating regions (PS CDW, AFM) and the phase separated non-insulating state (PS SS, PS SF) do not change with $U_{12}/U$, as the energy of the PS phases and the AFM phase do not depend on $U_{12}$.

We note here two limitations of our simulations. First, the identification of different phases in the phase diagrams relies on numerical minimization [47] in a high-dimensional landscape. This can lead to spurious solutions, such as the scattered instability points in Fig. 3(a,b) and the irregular phase boundaries in Fig. 2 and 3. Second, there is a small region of fully PS SS for $U_{12} = U$ and $U_s/U_v > 1$, cf. Fig. 3(b). This is due to the relatively small Hilbert space $(n_{\text{max}} = m_{\text{max}} = 3)$ used for the simulations. We expect that a larger Hilbert
space would lead to degenerate SS and PS SS solutions. Additional information on the different properties of the various phases, the nature of phase transitions and technical details on the identification of phase separation and phase instability is presented in [47]. We have also confirmed our results with self-consistent mean-field calculations in a grand canonical ensemble [47, 59].

Figure 3. Mean-field phase diagrams for $U_{12}/U = 0.9$ (a,d), 1 (b,e) and 1.1 (c,f) at $U_s/U_e \approx 4.64$ (a-c) and $U_s/U_e \approx 0.33$ (d-f). A total average density of $\rho = 2$ is considered.

IV. EXCITATIONS

The low-energy excitations provide important information about a given state of the system as they define its dynamical response to external forces and drive the transitions between different macroscopic phases. Here, we study the excitations of the AFM phase, which have no counterpart in single-component BH models or in bulk spinor Bose gases.

We consider vanishing scalar long-range interactions, $U_s = 0$. In the $zt/U \to 0$ limit, the AFM hosts three different low-energy excitations [Fig. 4(a)]. The two particle-hole branches PH1 and PH2 correspond to a spin transfer to lattice sites with same and opposite parity, respectively. They yield energy gaps $\Delta E_{\text{PH1}}/U = 1$ and $\Delta E_{\text{PH2}}/U = 1 + 4U_e/U$ above the ground state. The third excitation is a pairwise spin-exchange (SE) involving two atoms with different spin. Its energy gap $\Delta E_{\text{SE}}/U = 8U_e/U$ can be arbitrarily tuned with respect to the PH1 and PH2 gaps by adjusting the long-range interaction strength $U_e$.

For a finite $zt/U$, the two components of each excitation (particle and hole for PH1 or PH2; two exchanged spins for SE) delocalize in the lattice [Fig. 4(b)]. The effective excitation Hamiltonian,

$$H_{\text{eff}} = \sum_{n',n} b_n^{\dagger} \sigma_{n'n}^{\beta} b_n^{\dagger} b_n^{\beta} + \text{H.c.}$$

(9)

describes quasiparticles $\beta$ [Fig. 4(c)], defined on doublets of adjacent spin sites $n$, with creation operators $b_n^{\dagger}$. The quasiparticles hop on a square superlattice $n_1 \mathbf{a}_1 + n_2 \mathbf{a}_2$, with $n_i \in Z$, $\mathbf{n} \equiv (n_1, n_2)$, and lattice vectors $\mathbf{a}_1 = (e_x + e_z)\lambda/2$ and $\mathbf{a}_2 = (e_x - e_z)\lambda/2$. A change in the ground state configuration $| \downarrow \uparrow \rangle$ of a doublet corresponds to the creation of a quasiparticle at that position. The coefficients $h_{n'n}$ characterize the effective tunneling strengths $| \mathbf{n}' \neq \mathbf{n} \rangle$ and energies $| \mathbf{n}' = \mathbf{n} \rangle$ of the quasiparticles. They are obtained via first-order perturbation theory, by including up to fourth-order tunneling processes and doubly occupied states [47]. We find that the SE excitation energy obtains a second-order leading correction due to tunneling. In the long-wavelength limit, it reads

$$\frac{\Delta E_{\text{SE}}}{U} = 8 \left( \frac{U_e}{U} \right) \frac{2(3 - 4U_e/U)}{(1 - 4U_e/U)(1 + 4U_e/U)} \left( \frac{t}{U} \right)^2.$$  

(10)

In the resulting band structure [Fig. 4(d)], all the bands are eight times degenerate, four times due to the C4 symmetry invariance of the two excitation components (e.g. particle left, right, above or below the hole), and two times due to two possible configurations of each
doublet. The bandwidth of the exchanged-spin branches is $\sim t^4$, and results in an extremely flat band in the considered regime, $t \approx U_0 << U$. The bandwidths of the two particle-like branches are $\sim t^2$, and increases if their weak mixing through a first-order tunneling process is included [47]. Additional mixing and level-crossing of the four branches would arise through forth-order (interaction) terms in the Hamiltonian in Eq. (9), which we expect to be pronounced as tunneling is increased and the transition to the AF-SS is approached.

V. CONCLUSION AND OUTLOOK

We considered an experimentally viable two-component spin BH model, featuring tunable vectorial and scalar cavity-assisted long-range interactions. Its phase diagram at unity filling exhibits both density- and spin-modulated superfluid and insulating phases. We discovered that the insulating spin-modulated phase with global antiferromagnetic order is stabilized for arbitrarily small vectorial long-range interactions, due to their cooperation with repulsive contact interactions. These phases could be readily detected in existing experiments by a combination of cavity field heterodyne detection and time of flight imaging [21, 23], as density and spin-modulated phases couple to orthogonal quadratures of the cavity field. While dominating intra-spin contact interactions always lead to spatially homogeneous phases, larger inter-spin interactions gives rise to phase separation in the SF and CDW phases. In addition, long-range interactions lead to unstable regions of density- and spin-modulated supersolid phases. The low lying excitations above the AFM feature an additional spin-exchange branch, which delocalizes at finite tunneling strengths. A perturbative approach shows that its energy gap can be independently tuned via the vectorial long-range interaction. The inclusion of quasiparticle interactions in the developed effective theory could enable an inspection of the mechanisms by which the interplay between different excitations drives the phase transitions.

As a direct extension, it would be interesting to study the first-order phase transition between the density- and the spin-modulated insulating phases. Two key questions there are the lifetime and decay of the metastable states [22] and the spread of correlations, which might exhibit an unbounded velocity due to the presence of global-range interactions [60, 61]. Moreover, regions of phase coexistence could arise when taking into account the harmonic trapping potential [11, 16]. In the absence of lattices, cavity dissipation couples density- and spin-modulated states, leading to chiral instabilities and limit cycles [62–64]. The lattice system offers an experimentally tunable access to the boundary between density- and spin-modulated insulating phases, and can help clarify the fate of these instabilities in the Hubbard regime and provide a deeper understanding of the non-Hermitian dynamics in strongly-correlated quantum systems. Finally, the inclusion of spin-changing processes, such as local spin-spin interactions [52] or global cavity-mediated Raman processes [25, 65], would give rise to another competing scale in the system and could induce novel phases like spin-density waves or chiral states [34, 37].
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Supplemental material

SI. SINGLE-PARTICLE HAMILTONIAN

The Hamiltonian of a single atom coupled to a cavity is given by
\[ \hat{H}_{\text{sp}} = \hat{H}_{\text{atom}} + \hat{H}_{\text{cav}} + \hat{H}_{\text{int}}. \]  
(S1)

The first term describes the bare atomic energy, the second the quantized intra-cavity field and the last term accounts for the atom-light interactions. We work in the rotating frame of the transverse pump field (TP) with frequency \( \omega_p \). In the dispersive regime, where the TP is far-detuned from any atomic resonance, excited atomic states can adiabatically be eliminated [66]. In this regime the bare atomic Hamiltonian reads
\[ \hat{H}_{\text{atom}} = \frac{\hat{p}^2}{2m} + V_{\text{ext}}(\hat{x}), \]  
(S2)

with \( h = 1 \). The first and second term contain the kinetic energy of the atoms and external confining potentials, respectively. The term accounting for the intra-cavity field is given by
\[ \hat{H}_{\text{cav}} = -\Delta_c \hat{a}^{\dagger} \hat{a} \]  
(S3)

with cavity detuning \( \Delta_c = w_p - w_c < 0 \). The operator \( \hat{a}^{\dagger} \) creates photons in the a mode cavity. The dispersive atom-light interaction can be written as
\[ \hat{H}_{\text{int}} = \alpha_s \hat{A}^{\dagger} \hat{A} - i \frac{\alpha_v}{2F} \left( \hat{A}^{\dagger} \times \hat{A} \right) \cdot \hat{F}, \]  
(S4)

where \( \hat{A} \) denotes the co-rotating component of the electromagnetic field and \( \hat{F} = \left( \hat{F}_x, \hat{F}_y, \hat{F}_z \right)^T \) is the total angular momentum operator associated to the \( F = 1 \) ground state manifold of \(^{87}\text{Rb} \) [23, 48]. A static magnetic field \( \hat{B} = B_0 \hat{e}_z \) defines the quantization axis of the spin \( \hat{F} \) along the \( z \)-direction. Here, we neglect tensorial processes, which is justified for \(^{87}\text{Rb} \) and TP frequencies close to the experimental realization in Ref. [23]. The interaction Hamiltonian in Eq. (S4) consists of two terms: a scalar contribution \( \hat{H}_s = \alpha_s \hat{A}^{\dagger} \cdot \hat{A} \), which does not couple to the spin-degree of freedom and will give rise to density-modulated phases; and a vectorial contribution \( \hat{H}_v = -i \frac{\alpha_v}{2F} \left( \hat{A}^{\dagger} \times \hat{A} \right) \cdot \hat{F} \), which couples to the spin-degree of freedom and will induce spin-modulated phases. The scalar (\( \alpha_s \)) and vectorial polarizabilities (\( \alpha_v \)) depend on the electronic structure of the atom and the pump frequency \( \omega_p \) and can be tuned relatively to each other [67].

The co-rotating part of the light-field is given by
\[ \hat{A} = E_p \cos(k\hat{z}) (\cos(\phi) \hat{e}_y + \sin(\phi) \hat{e}_x) + E_0 \cos(k\hat{z}) \hat{e}_y \hat{a}, \]  
(S5)

The first part includes the standing-wave TP field with amplitude \( E_p \), spatial profile \( \cos(k\hat{z}) \) and linear polarization in the \( (x,y) \)-plane, which is controlled by the angle \( \phi \). The second term accounts for a fundamental quantized mode of the cavity with \( E_0 \) as the field strength per photon, a spatial mode profile \( \cos(k\hat{z}) \) and linear polarization along the \( y \)-direction. Without loss of generality, we assume that both \( E_p \) and \( E_0 \) are real. For a large enough Zeeman splitting, spin-changing processes due to cavity-assisted Raman transitions and atomic collisions, are both suppressed [23, 52]. In this limit the scalar part reads
\[ \hat{H}_s = \alpha_s E_p^2 \cos^2(k\hat{z}) + \alpha_s E_0^2 \cos^2(k\hat{z}) \hat{a}^{\dagger} \hat{a} + \eta \cos(k\hat{z}) \cos(\phi) \hat{X}. \]  
(S6)

The transverse pump yields a static lattice for the atoms (1) with lattice depth \( V = -\alpha_s E_p^2 \) along the \( z \)-direction of the pump-field. Moreover, the presence of the atoms leads to maximal dispersive shift of the cavity resonance \( U_0 = \alpha_s E_0^2 \) (2). Finally, the \( y \)-component of the pump field couples to real quadrature \( \hat{X} = \hat{a} + \hat{a}^{\dagger} / \sqrt{2} \) of the cavity mode (3). The static modulation of the coupling (\( \cos(k\hat{z}) \cos(\phi) \)) arises from interference of the two fields and scales with \( \eta_s = \eta \cos(\phi) \) where
\[ \eta = \sqrt{2} \alpha_s E_0 E_p = \text{sgn}(\alpha_s) \sqrt{2|U_0 V|}. \]  
(S7)

The vectorial component is given by
\[ \hat{H}_v = \eta \xi \cos(k\hat{z}) \cos(\phi) \hat{P} \hat{F}_z \]  
(S8)

and couples the imaginary quadrature of the cavity field \( \hat{P} = i(\hat{a}^{\dagger} - \hat{a}) / \sqrt{2} \) to the \( z \)-component of the atomic spin. The coupling strength is given by \( \eta_v = \eta \xi \sin(\phi) \), with
\[ \xi = \frac{\alpha_v}{2\alpha_s F}. \]  
(S9)

In order to obtain a two-dimensional lattice configuration, we consider an additional static optical potential in the \( x \)-direction
\[ V_{\text{ext}}(\hat{x}) = -V \cos^2(k\hat{x}). \]  
(S10)

This additional lattice can be created by injecting the cavity-mode with an additional \( y \)- or \( z \)-polarized laser beam, which has a small frequency offset to suppress interference with the transverse pump [21]. The static lattice potential in the \( z \)-direction is generated by the transverse pump (see (1) of Eq. (S6)). As in Ref. [21] a third standing wave creates a deep optical lattice in the \( y \)-direction, which slices the system in an array of effective 2D systems. Altogether, we arrive at the single particle Hamiltonian given in Eq. (1) of the main text.
III. MANY-BODY HAMILTONIAN

We derive the many-body Hamiltonian for a mixture of atoms. Here, we identify the Zeeman levels $|F = 1, m_F = -1(1)\rangle$ as $|\uparrow(\downarrow)\rangle$. In second quantization the many-body Hamiltonian reads

\[
H_{\text{lab}} = \int \hat{\Psi}^\dagger(x, z) \left( \frac{\hat{p}^2}{2m} + V_{\text{lat}}(x, z) \right) \hat{\Psi}(x, z) \, dx \, dz
\]

\[
- \int \hat{\Psi}^\dagger(x, z) U_0 \cos(kx) \hat{a} \hat{\Psi}(x, z) \, dx \, dz
\]

\[
+ \int \hat{\Psi}^\dagger(x, z) \cos(kx) \cos(kz) \left( \eta_\uparrow \hat{X} + \eta_\downarrow \hat{P} \right) \hat{\Psi}(x, z) \, dx \, dz
\]

\[
- \sum_{m \in \{\uparrow, \downarrow\}} \mu_m \int \hat{\Psi}^\dagger_m(x, z) \hat{\Psi}_m(x, z) \, dx \, dz
\]

\[
+ \frac{1}{2} \sum_{m \in \{\uparrow, \downarrow\}} U_{2D,m} \int \hat{\Psi}^\dagger_m(x, z) \hat{\Psi}^\dagger_m(x, z) \hat{\Psi}_m(x, z) \hat{\Psi}_m(x, z) \, dx \, dz
\]

\[
+ g_{2D,\uparrow\downarrow} \int \hat{\Psi}^\dagger_\uparrow(x, z) \hat{\Psi}_\uparrow(x, z) \hat{\Psi}^\dagger_\downarrow(x, z) \hat{\Psi}_\downarrow(x, z) \, dx \, dz
\]

\[
- \Delta_c \hat{a}^\dagger \hat{a},
\]

(S11)

where $\hat{\Psi} = \hat{\Psi}_\uparrow + \hat{\Psi}_\downarrow$ is the bosonic field operator associated to the mixture. For each spin state $|\uparrow(\downarrow)\rangle$ there is an associated chemical potential $\mu_{\uparrow(\downarrow)}$. The last two terms account for on-site contact interactions. The effective interaction strengths for a 2D square lattice are given by $g_{2D,m} = \frac{2\pi a_m}{M} \int |w_0(y)|^4 \, dy$ and $g_{2D,\uparrow\downarrow} = \frac{2\pi a_{\uparrow\downarrow}}{M} \int |w_0(y)|^4 \, dy$ for intra- and inter-spin species collisions, respectively. Here, $a_m$ and $a_{\uparrow\downarrow}$ denote the scattering lengths inter- and intra-spin interactions ($m \in \{\uparrow, \downarrow\}$) and $M$ is the mass of the atoms. The strength of the interactions is modified by the presence of an additional deep lattice in the $(x, z)$-plane, which confines the atoms in the $(x, z)$-plane. This is accounted by integrating over the Wannier function $w(y)$ associated to this 3rd lattice direction. For deep enough lattice potentials, the many-body function can be expanded in a localized basis consisting of Wannier functions $w_i$ in the lowest energy band, i.e., $\hat{\Psi}_m(x, z) = \sum_i w_i(x, z) \hat{b}_{i,m}$, where $w_i(x, z)$ is the Wannier function localized at site $i = (i_x, i_z)$ and $\hat{b}_{i,m}$ is the bosonic annihilation operator of a particle in spin $m$ at site $i$. Considering only nearest neighbour tunneling, we derive the following lattice Hamiltonian

\[
\hat{H} = -t \sum_{m \in \{\uparrow, \downarrow\}} \sum_{\langle i,j \rangle} \left( \hat{b}^\dagger_{i,m} \hat{b}_{j,m} + \hat{b}^\dagger_{j,m} \hat{b}_{i,m} \right)
\]

\[
+ \frac{1}{2} \sum_{m \in \{\uparrow, \downarrow\}} U_m \sum_i \hat{n}_{i,m} (\hat{n}_{i,m} - 1) + U_{12} \sum_i \hat{n}_{i,\uparrow} \hat{n}_{i,\downarrow}
\]

\[
- \sum_{m \in \{\uparrow, \downarrow\}} \mu_m \sum_i \hat{n}_{i,m}
\]

\[
+ M_0 \left\{ \eta_\uparrow \hat{D} \hat{X} + \eta_\downarrow \hat{S} \hat{P} \right\}
\]

\[
- \Delta_c \hat{a}^\dagger \hat{a},
\]

(S12)

where $(i,j)$ denotes a pair of neighbouring sites. The tunneling strength between neighbouring atoms is given by

\[
t = \int w_1(x, z) \left( -\frac{1}{2m} \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial z^2} \right) + V_{\text{lat}}(x, z) \right) w_3(x, z) \, dx \, dz
\]

(S13)

and is independent of the spin and tunneling direction as the static lattice is spin-insensitive and equal in strength along $x$ and $z$. The intra- and inter-spin contact interaction strengths are given by

\[
U_m = g_{2D,m} \int |w_0(x, z)|^4 \, dx \, dz \quad \text{and} \quad U_{12} = g_{2D,\uparrow\downarrow} \int |w_0(x, z)|^4 \, dx \, dz,
\]

(S14)

(S15)

respectively. The dynamical interference potential created by photons, which scatter off the atoms into the cavity, yields the overlap integral

\[
M_0 = \int w_0(x, z) \cos(kx) \cos(kz) w_0(x, z) \, dx \, dz.
\]

(S16)

The scalar component of the atom-light interaction couples the real quadrature $\hat{X}$ of the light-field to the operator $\hat{D}$, as defined in the main text. Meanwhile, the vectorial component couples the imaginary quadrature $\hat{P}$ to the operator $\hat{S}$. Finally, the presence of the atoms in the cavity yields a dispersive shift $\Delta_c = (\Delta_c - U_0 M_1 N)$ of the cavity resonance, which scales with the overlap integral

\[
M_1 = \int w_0(x, z) \cos(kx) \cos(kz) \, dx \, dz.
\]

(S17)

Here, $N = \sum_{i,m} n_{i,m}$ denotes the total number of atoms.

A. Adiabatic Elimination of the Cavity Field

We adiabatically eliminate the cavity-field. This is valid when the energy scales related to the light field, i.e., the cavity losses $\kappa$ and the detuning $\Delta_c$ dominate over the atomic energy scales, such as $t$ and $U_{12}$, which is the case for the experiments in Refs. [21, 23]. In the presence of cavity dissipation, the corresponding Heisenberg equation of motion is given by

\[
\frac{d}{dt} \hat{a} = i \Delta_c \hat{a} - i \frac{M_0}{\sqrt{2}} \left( \eta_\uparrow \hat{D} + i \eta_\downarrow \hat{S} \right) - \kappa \hat{a}.
\]

(S18)

Setting the right-hand side of Eq. (S18) to 0 yields

\[
\hat{a} = \frac{M_0}{\sqrt{2} \Delta_c + i \kappa} \left( \eta_\uparrow \hat{D} + i \eta_\downarrow \hat{S} \right).
\]

(S19)

Inserting Eq. (S19) into Eq. (S12), we obtain the effective extended Bose-Hubbard model discussed in Eq.(1) in the main text, with $\mu_\uparrow = \mu_\downarrow = \mu$, $U_1 = U_2 = U$ and

\[
\frac{U_L}{K} = -\frac{M_0^2 \Delta_c}{\kappa^2 + \Delta_c^2}. \]

(S20)
III. MEAN-FIELD METHODS

In this section we give details on the different mean-field ansatzes used to construct the full phase diagram: a Gutzwiller ansatz and a self-consistent mean-field approach. The former approach, already outlined in the main text, assumes a translationally invariant ground state of product form. The latter is based on a decoupling of the tunneling and long-range interacting terms, which yields an effective self-consistent two-site two-spin Hamiltonian.

A. Gutzwiller Ansatz

We start by discussing the Gutzwiller ansatz used in the main text in detail. We assume that the ground state is of product form (Eq. (5) of the main text) and the local wave functions for even and odd sites is given by

\[ |\phi_{e(o)}(n,m)\rangle = \sum_{m,n=0}^{n_{\text{max}},m_{\text{max}}} a_{e(o)}(n,m) |n,m\rangle \]

where we truncated the local occupation of each site (Eq. (6) of the main text). As shown in Eq. (7) of the main text, the energy density to be minimized can be written as

\[ \mathcal{E}(a_e,a_o) = -2zt (\psi_{e,\uparrow}\psi_{o,\uparrow} + \psi_{e,\downarrow}\psi_{o,\downarrow}) + \frac{U}{2} \sum_{m \in \{\uparrow,\downarrow\}} (n_{e,m}(n_{e,m} - 1) + n_{o,m}(n_{o,m} - 1)) + U_{12}(n_{e,\uparrow}n_{e,\downarrow} + n_{o,\uparrow}n_{o,\downarrow}) - \frac{U_s}{2} \theta_D^2 - \frac{U_v}{2} \theta_S^2. \]  

(S22)

We repeat the definitions introduced in the main text for completeness here

\[ n_{i,m} = \langle \hat{n}_{i,m} \rangle, \psi_{i,m} = \langle \hat{b}_{i,m} \rangle, \]

with \( i \) being an even (e) or odd (o) site and \( m \in \{\uparrow,\downarrow\} \).

The two density order parameters are

\[ \theta_D = (n_{e,\uparrow} + n_{e,\downarrow}) - (n_{o,\uparrow} + n_{o,\downarrow}), \]

\[ \theta_S = (n_{e,\uparrow} + n_{o,\downarrow}) - (n_{o,\uparrow} + n_{e,\downarrow}). \]

(S23) (S24)

1. The limit \( t = 0 \)

In the limit \( t = 0 \) the energy density can be minimized as a function of \( \mathbf{n} = (n_{e,\uparrow},n_{e,\downarrow},n_{o,\uparrow},n_{o,\downarrow}) \) only. To determine the transition from an AFM to a CDW phase for a homogeneous mixture at unity filling, we calculate their respective energies. The AFM phase has two possible configurations \( \mathbf{n}_{\text{AFM}} = (1,0,0,1) \) and \( \mathbf{n}_{\text{AFM}} = (0,1,1,0) \). The corresponding energy density reads

\[ \mathcal{E}_{\text{AFM}} = -2U_v. \]  

(S25)

Depending on the relative strength between intra- and inter-species interaction, \( U_{12}/U \), the CDW phase has the following configurations

\[ \begin{cases} n_{\text{CDW}} = (1,1,0,0), & \text{if } \frac{U_{12}}{U} < 1 \\ n_{\text{CDW}} \in \{(1,1,0,0),(2,0,0,0),(0,2,0,0)\}, & \text{if } \frac{U_{12}}{U} = 1 \\ n_{\text{CDW}} \in \{(2,0,0,0),(0,2,0,0)\}, & \text{if } \frac{U_{12}}{U} > 1 \end{cases} \]  

(S26)

where \( (2,0,0,0) \) and \( (0,2,0,0) \) denote phase separated solutions, where on one half of the system the even (odd) sites are occupied by two atoms of spin \( \uparrow (\downarrow) \) and in the other half of the system the even (odd) sites are occupied with two atoms of spin \( \downarrow (\uparrow) \). For each configuration mentioned above there is also the mirrored configuration with odd sites being occupied instead of the even ones, reflecting the underlying \( Z_2 \) of the system.

The respective energy density reads

\[ \mathcal{E}_{\text{CDW}} = \min\{U_{12},U\} - 2U_s. \]  

(S27)

By comparing \( \mathcal{E}_{\text{AFM}} \) and \( \mathcal{E}_{\text{CDW}} \), we can infer the 1st order phase transition at \( t = 0 \):

\[ \mathcal{E}_{\text{CDW}} < \mathcal{E}_{\text{AFM}} \iff \min\{U_{12},U\} < (U_s - U_v). \]  

(S28)

In particular, under the assumption of unity filling the CDW phase will not be formed if \( U_s < U_v \) or equivalently \( 1/\xi^2 < \tan(\phi)^2 \). For the values used in Fig. 2(a,b) of the main text with \( |\xi| = 0.464 \) and \( \phi = \pi/4 \) the transition occurs at \( (U_L/U)_c \approx 1.27 \).

2. Energy Minimization

We use a series of different ansatzes to construct the full phase diagram of the system. First, we consider the general ansatz given in Eq. (S21) with \( n_{\text{max}} = m_{\text{max}} = 3 \). Using the MATLAB function \texttt{fmincon}, the corresponding energy functional is minimized under the constraint of fixed density for each of the spin states (giving 28 variational parameters). We find out that density and spin order never coexist which allows us to choose simpler ansatzes for these two orders. For the density order, we assume that the wave functions on every site stay invariant under a spin flip. For the spin order, we assume that the wave functions in odd \( |\phi_{e,o}\rangle \) and even sites \( |\phi_{e,o}\rangle \) are mapped onto each other by a spin flip. Thus, we choose the following ansatzes for uniform density \( (|\phi_{e,o}\rangle) \) and

\[ \mathbf{n}_{\text{AFM}} = (1,0,0,1) \text{ and } \mathbf{n}_{\text{AFM}} = (0,1,1,0). \]  

(S25)

The respective energy density reads

\[ \mathcal{E}_{\text{AFM}} = -2U_v. \]  

(S25)
spin order \(|\phi_{e(o)}^D\rangle\)

\[
\begin{align*}
|\phi_{e(o)}^D\rangle &= a_{0e(o)}|0,0\rangle + \frac{a_{1e(o)}}{\sqrt{2}}(|1,0\rangle + |0,1\rangle) \\
&\quad + \frac{a_{2e(o)}}{\sqrt{2}}(|2,0\rangle + |0,2\rangle) + a_{3e(o)}|1,1\rangle \\
&\quad + \frac{a_{4e(o)}}{\sqrt{2}}(|2,1\rangle + |1,2\rangle) + a_{5e(o)}|2,2\rangle \\
&\quad + \frac{a_{6e(o)}}{\sqrt{2}}(|3,0\rangle + |0,3\rangle) + \frac{a_{7e(o)}}{\sqrt{2}}(|3,1\rangle + |1,3\rangle) \\
&\quad + \frac{a_{8e(o)}}{\sqrt{2}}(|3,2\rangle + |2,3\rangle) + a_{9e(o)}|3,3\rangle,
\end{align*}
\]  
(S29)

\[
|\phi_{e(o)}^S\rangle = a_{0|0\rangle} + a_{1(2)|1,0\rangle} + a_{2(1)|0,1\rangle} + a_{3(4)|2,0\rangle} + a_{4(3)|0,2\rangle} + a_{9(5)|1,1\rangle} + a_{6(7)|2,1\rangle} + a_{7(6)|1,2\rangle} + a_{8(9)|2,2\rangle} + a_{9(10)|3,0\rangle} + a_{10(9)|0,3\rangle} + a_{11(12)|3,1\rangle} + a_{12(11)|1,3\rangle} + a_{13(14)|3,2\rangle} + a_{14(13)|2,3\rangle} + a_{15(15)|3,3\rangle}.
\]  
(S30)

In this way, the number of variables to be optimized is reduced to 18 and 15 for the two cases respectively. The same ansatzes are also used for identifying phase instability. To incorporate phase separation, we use the ansatz as shown in Eq. (S21) with the assumption that there is no coexistence of density and spin order. We thus constrain only the total density (and not the individual spin up and down densities) and find the energy of a phase separated and density (spin) ordered state by setting \(U_{s(v)} = 0\). Physically, this implies that the whole system is split into two halves: while the one half has higher(lower) density of one(other) spin state, the situation is reversed in the other half in a way that either the density or the spin order vanishes.

The energy to be minimized (Eq. (7) of the main text) can be written as

\[
\mathcal{E} = -2zt \left(\psi_{e,\uparrow}^\dagger \psi_{o,\uparrow} + \psi_{e,\downarrow}^\dagger \psi_{o,\downarrow}\right) + \frac{U}{2} \left(n_{e,\uparrow}(n_{e,\uparrow} - 1) + n_{o,\uparrow}(n_{o,\uparrow} - 1)\right) + \frac{U}{2} \left(n_{e,\downarrow}(n_{e,\downarrow} - 1) + n_{o,\downarrow}(n_{o,\downarrow} - 1)\right) + U_{12} \left(n_{e,\uparrow} n_{e,\downarrow} + n_{o,\uparrow} n_{o,\downarrow}\right) - \frac{U_s}{2} \theta_S^2 - \frac{U_v}{2} \theta_D^2
\]  
(S31)

where \(n_{i,m} = \langle \hat{n}_{i,m}\rangle\) and \(\psi_{i,m} = \langle \hat{b}_{i,m}\rangle\), with \(i\) being an even \((e)\) or odd \((o)\) site and \(m \in \{\uparrow,\downarrow\}\).

**B. Properties of homogeneous ground state solutions**

We start by studying the dependence of different order parameters on the ratio \(U_{12}/U\). This is shown in Fig. S1 for the same parameters as used in Fig. 2(e-g) of the main text. Here, we do not consider phase separation or instabilities. The evolution of different order parameters as a function of \(zt/U\) is similar with a slight increase in the critical tunnelling for the transition to supersolid or superfluid phases with increasing \(U_{12}/U\). Such an increase is expected as effectively the short-range interaction energy increases at the fixed density.

The order of various phase transitions either as a function of tunnelling or long-range interaction strength is summarized in the Tables S1 and S2.

| Transition          | \(U_s/U_v = 0.33\)   | \(U_s/U_v = 0.64\)   |
|---------------------|----------------------|----------------------|
| AFM→SF              | 1.1, 1               | 1.1, 1               |
| AFM→AF-SS           | -                    | 2.2, 2               |
| AFM→SS              | 1.1, 1               | -                    |
| AF-Ss→SF            | 2.2, 2               | -                    |
| CDW→SS              | -                    | 2.2, 2               |
| SS→SF               | -                    | -                    |

Table S1. Order of various transitions as a function of increasing tunnelling. The notation phase 1→phase 2 denotes the transition from phase 1 to phase 2 on increasing tunnelling. First (second) order transition is referred by 1(2). '-' implies that the corresponding transition is not found in the calculations.

Next, we look at the von Neumann entropy for different phases. We construct the density matrix with our variational ansatz for the optimum value of different parameters. We then trace out one of the spin states to
Table S2. Order of various transitions as a function of increasing long-range interaction strength. The notation phase 1→phase 2 denotes the transition from phase 1 to phase 2 on increasing long-range interaction strength. First (second) order transition is marked by 1(2). '-' implies that the corresponding transition is not found in the calculations.

| Transition         | $U_2/U_c=4.64$, $U_1/U = [0.9,1,1.1]$ | $U_4/U_0=0.33$, $U_{12}/U = [0.9,1,1.1]$ |
|--------------------|---------------------------------------|------------------------------------------|
| AFM→CDW           | 1.1,1                                 | -                                        |
| AFM→SS            | 1.1,1                                 | -                                        |
| AF→SS→AFM         | -                                     | 2.2,2                                    |
| SS→CDW            | 1.2,1                                 | -                                        |
| SF→AFM            | 1.1,1                                 | 1.1,1                                    |
| SF→AF-SS          | -                                     | 2.2,2                                    |
| SF→SS             | 2.2,2                                 | -                                        |

Figure S2. Reduced von Neumann entropy as a function of normalized tunneling strength $zt/U$. Different colours represent different values of $U_{12}/U$: 0.9 (blue), 1 (red) and 1.1 (green). (a,d) are plotted for $U_4/U_0 ≈ 4.64$ and $U_{12}/U = 0.6$. (b,e) are plotted for $U_4/U_0 ≈ 0.33$ and $U_{12}/U = 1.3$ and (c,f) are plotted for $U_4/U_0 ≈ 4.64$ and $U_{12}/U = 1.41$. The y-axes on the right side are defined for panels (c,f).

We see that except for CDW phase in the $U_{12}/U \geq 1$ cases, the insulating phases are locally product states and hence have zero von Neumann entropy. For $U_{12}/U > 1$, the ground state is $(|2,0⟩ + |0,2⟩)/\sqrt{2}$ on one site and $|0,0⟩$ on the other which gives finite $S$ with jumps as different superpositions have different entropy. The jump and increase in $S_{\uparrow\downarrow}$ on entering the corresponding AF-SS phase (for $U_{12}/U \geq 1$) is due to inclusion of more states in the ground state solution. AF-SS has lower values of entropy as compared to lattice SS. This is because AF-SS (lattice SS) correspond to the two spins primarily occupying sites with opposite (same) parity. In the superfluid phase, the entropy goes down with increasing tunneling which is expected as the kinetic energy term favors a product state as the solution. This further elucidates that such entanglement arises due to the presence of short-range interparticle interactions.

Besides the exceptions discussed above, there are jumps in the entropy as a function of tunneling corresponding to the first-order transitions (revealed by the jumps in the order parameters). We also note that $S_{\uparrow\downarrow} = S_{\downarrow\uparrow}$ for states with $\theta_S \neq 0$ as well. Finally, we comment about experimental challenges in detecting the entanglement entropy. A system with populations in two different spin states is created by shining a resonant radio-frequency pulse of controlled duration on a single spin state. Subsequent spin-changing processes are experimentally suppressed by applying a strong external magnetic field which lifts the degeneracy of $\uparrow$ and $\downarrow$ spin states. Any experimental noise will convert such a state into an incoherent mixture and detection of generated entanglement has to be done locally while accounting for the Zeeman shift from the external magnetic field.

C. Properties of phase-separated solutions

We first show that increasing the maximum occupancy per spin per lattice site $n_{\text{max}}$ and $m_{\text{max}}$ in our ansatz Eq. (S21) affects the regime where the fully phase-separated solutions have the lowest energy. This is illustrated in Fig. S3.

We note that for $U_{12}/U = 1.1$, the phase-separated solution is the one with the lowest energy density in the SF regime. We observe such a behaviour only for $n_{\text{max}}$ ≥ 3. Similarly, we expect homogeneous solution and phase-separated solution to be degenerate for $U_{12}/U = 1$, which is observed only for $n_{\text{max}} = 4$ in the SF phase (for all $zt/U$). Such a limitation of our results with $n_{\text{max}} = 3$ is visible in Fig. 3(b) of the main text.

In Fig. S4, we compare the energy density and the order parameters for homogeneous and phase-separated solutions for $U_{12}/U = 1.1$. We consider the regime where density order is favoured and find that the phase-separated lattice supersolid and superfluid become the only ground state solutions. This makes the transition from CDW to SS a second order one. In general, we always find that phase-separated solution with full separation (one spin component in one half of the system and the other spin component in the other) has the lowest energy and partial phase separation is never energetically favoured.
Figure S3. (a-c) shows the minimum energy densities of the homogeneous solution for different values of $U_{12}/U$. (d-f) shows the corresponding energy density difference $\Delta E$ of homogeneous solution and (fully) phase-separated solution. The blue, red and green colours correspond to $n_{\text{max}} = 2, 3, 4$ respectively. $U_L/U = 0$ is considered.

Figure S4. (a) The energy difference between the homogeneous solution and the phase-separated solution $\Delta E$ is plotted. The order parameters (b) $\theta_D$ and (c) $\psi$ are plotted for both homogeneous (red) and phase-separated (blue) solutions. $U_{12}/U = 1.1, U_s/U_c \approx 4.64$ and $U_L/U = 1.41$ is considered.

### D. Phase instability

To identify the regime of phase instability, we first determine the minimal energy density $E(\rho)$ using the ansatzes $|\phi_{e,o}\rangle$ and $|\phi_{e,o}^e\rangle$ for a total density $\rho = \rho_t + \rho_o$. Then, we calculate the compressibility which is the second derivative of energy with respect to density. Numerically, the second derivative is approximated by

$$\frac{\delta \mu}{\delta \rho} = \frac{\delta^2 E}{\delta \rho^2} = (E(\rho + \Delta \rho) + E(\rho - \Delta \rho) - 2E(\rho))/\Delta \rho^2.$$

(S32)

We evaluate the compressibility at unity filling $\rho = \rho_t + \rho_o = 2$ and approximate $\Delta \rho = 10^{-2}$ as the discrete change in the total density. The variation of compressibility is shown in Fig. S5 for two different set of parameters.

We find phase instability in both SS and AF-SS. There is a well-defined regime of instability for the AF-SS (Fig. S5(a)) which starts in the AF-SS phase and ends at the transition to the SF phase. The compressibility exhibits a scattered behavior for the SS case (Fig. S5(b)), which is compatible with the scattered instability regions in Fig.3(a,b) of the main text. Its origin is very likely due to technical limitations of the numerical method, but goes beyond the scope of this work.

### SIV. SELF-CONSISTENT MEAN-FIELD METHOD

In this section, we give details on crosschecks we did using mean-field calculations in the grand canonical ensemble (GCE). In the GCE the system after the adiabatic elimination of the cavity field is described by

$$\hat{H}_{\text{GCE}} = \hat{H}_{\text{MB}} + \hat{H}_{\text{Long}} - \mu_\uparrow \hat{N}_\uparrow - \mu_\downarrow \hat{N}_\downarrow$$

(S33)

where the total number of atoms $\langle \hat{N}_{\uparrow,\downarrow}\rangle$ in spin $\uparrow, \downarrow$ are determined by the chemical potentials $\mu_\uparrow$ and $\mu_\downarrow$, $\hat{H}_{\text{MB}}$ and $\hat{H}_{\text{Long}}$ are defined in Eq. (3) and Eq. (4) of the main text. Starting from Eq. (S33) we derive an effective two-site two-spin Hamiltonian by decoupling the tunnelling term [56, 68] and linearising the long-range interactions [14]. Concretely, we approximate the bosonic annihilation operators and the operators $\hat{\Theta}_{D,S}$ as their expectation values plus fluctuations

$$\hat{b}_{e,m}^\dagger \rightarrow \psi_{e,m} + \delta \hat{b}_{e,m}^\dagger$$

$$\hat{b}_{o,m}^\dagger \rightarrow \psi_{o,m} + \delta \hat{b}_{o,m}^\dagger$$

(S34)

where $\psi_{e,o,m} = \langle \psi_G | \hat{b}_{e,o,m}^\dagger | \psi_G \rangle$ denote the mean-field superfluid order parameters as introduced in the main text. Here, $e$ and $o$ are neighbouring even and odd sites. We assume a homogeneous distribution of the atoms on the two super lattices defined by even and odd sites, which yields $\langle \psi_G | \hat{\Theta}_{D,S} | \psi_G \rangle = \frac{K}{2} \hat{\Theta}_{D,S}$. The density and spin order parameters $\hat{\Theta}_{D,S}$ are given by Eq. (S23) and Eq. (S24). Neglecting fluctuations in 2nd order and...
higher yields an effective decoupled two-site Hamiltonian
\[ \hat{H}_{\text{eff}}(\psi_{i,m}, \theta_G, \theta_D) \]
\[ = -zt \sum_{m \in \{\uparrow, \downarrow\}} \left( \psi_{o,m} \left( \hat{b}_{e,m}^\dagger + \hat{b}_{e,m} \right) \right. \]
\[ + \psi_{e,m} \left( \hat{b}_{o,m}^\dagger + \hat{b}_{o,m} \right) - 2\psi_{e,m} \psi_{o,m} \]
\[ + \frac{U}{2} \sum_m \left\{ \hat{n}_{e,m} (\hat{n}_{e,m} - 1) + \hat{n}_{o,m} (\hat{n}_{o,m} - 1) \right\} \]
\[ + U_{12} \left( \hat{n}_{\uparrow,e} \hat{n}_{\uparrow,e} + \hat{n}_{\uparrow,o} \hat{n}_{\uparrow,o} \right) - \sum_{m \in \{\uparrow, \downarrow\}} \sum_{i \in \{e, o\}} \mu_m \hat{n}_{i,m} \]
\[ - U_s(\phi) \left( \theta_D \theta_D - \frac{\theta^2_D}{2} \right) - U_\theta(\phi) \left( \theta_S \theta_S - \frac{\theta^2_S}{2} \right) \]
\[ (S35) \]
where \( z = 2D \) denotes the coordination number in a \( D \)-dimensional lattice (e.g. for a 2-dimensional square-lattice, we get \( z = 4 \)). Notably, evaluating \( \hat{H}_{\text{eff}} \) on the true ground state
\[ \mathcal{E}_G = \langle \psi_G | \hat{H}_{\text{eff}} | \psi_G \rangle \]
(S36)
yields the same energy density as given in Eq. (S22) (excluding the chemical potential term). Henceforth, both methods are equivalent.

The self-consistent Hamiltonian given in Eq. (S35) can be solved numerically using an iterative algorithm [59]: At step \( i = 0 \), we start with an initial guess of the order parameters \( X^{(0)} = \left( \psi_m^{(0)}, \theta_{D}^{(0)}, \theta_{S}^{(0)} \right) \). We diagonalize the effective Hamiltonian \( \hat{H}_{\text{eff}}^{(X^{(0)})} \) in the Hilbert space \( \mathcal{H} = \mathcal{H}_e \otimes \mathcal{H}_o \) where \( \mathcal{H}_i \) is the local Hilbert space of site \( i = e, o \). These local Hilbert spaces are spanned by the Fock states \( |n, m\rangle \), where \( n = 0, ..., n_{\text{max}} \) and \( m = 0, ..., m_{\text{max}} \) denote the number of atoms in spin \( \uparrow \) and spin \( \downarrow \) on site \( i \). The local basis is truncated to at most \( n_{\text{max}}(m_{\text{max}}) \) atoms on each site in spin \( \uparrow \) (\( \downarrow \)). As the effective Hamiltonian, Eq. (S35), can be written as \( \hat{H}_{\text{eff}}^{(X^{(0)})} = \hat{H}_{\text{eff},e}(X^{(0)}) + \hat{H}_{\text{eff},o}(X^{(0)}) \) with \( \hat{H}_{\text{eff},e(o)}(X^{(0)}) \) acting only on site \( e(o) \), we can diagonalize each one separately.

The diagonalization yields an approximate ground state state \( |\psi_G^{(0)}\rangle \). We update the order parameters \( \psi_{i,m}^{(i+1)} = \langle \psi_G^{(i)} | \hat{b}_{i,m}^\dagger | \psi_G^{(i)} \rangle \) and \( \theta_{D,S}^{(i+1)} = \langle \psi_G^{(i)} | \theta_{D,S} | \psi_G^{(i)} \rangle \). The above described procedure is repeated until \( \|X^{(i+1)}-X^{(i)}\|_\infty \leq tol \), where \( \| \cdot \|_\infty \) denotes the sup norm and \( tol \) is some tolerance level (in our calculations \( tol = 10^{-8} \)).

As the algorithm is sensitive to the choice of the initial conditions \( X^{(0)} \), we repeated the iterative procedure for several initial values, partially randomly chosen, and selected the solution with the minimal ground state energy. In our calculations, we chose equal chemical potentials for the two spin species. Furthermore, we restricted our analysis mostly to unity fillings to benchmark the Gutzwiller calculations. In this regime, we truncated the local basis to at most \( n_{\text{max}} = n_{\text{max}} = 10 \).

A. Perturbative Calculations

The phase boundary displayed in Fig. 2 of the main part is obtained by employing a perturbation theory analysis in the GCE starting from the effective Hamiltonian Eq. (S35) [56]. We rewrite Eq. (S35),
\[ \hat{H}_{\text{eff}} = \hat{H}_0 + \hat{H}_t \]
(S37)
where
\[ \hat{H}_t = -t \sum_m \left( \psi_{e,m} \left( \hat{b}_{e,m}^\dagger + \hat{b}_{e,m} \right) + \psi_{o,m} \left( \hat{b}_{o,m}^\dagger + \hat{b}_{o,m} \right) \right) \]
\[ + 2t \sum_m \psi_{e,m} \psi_{o,m}, \]
(S38)
denotes the kinetic part of the effective Hamiltonian. In the following we treat the kinetic part \( \hat{H}_t \) as a perturbation and expand the ground state \( \psi_{g,\uparrow} \) at in the superfluid order parameters \( \psi_{i,m} \) up to second order.

The eigenstates of \( \hat{H}_0 \) are Fock states of the form \( |n\rangle = |n_{\uparrow,e}, n_{\uparrow,o}, n_{\downarrow,e}, n_{\downarrow,o}\rangle \) with \( n_{i,m} \) denoting the occupation number of the state located at site \( i \) and carrying spin \( m \). We denote the ground state at \( t = 0 \) as \( |g\rangle = |g_{\uparrow,e}, g_{\downarrow,e}, g_{\uparrow,o}, g_{\downarrow,o}\rangle \). Its corresponding energy density reads
\[ \mathcal{E}_g^{(0)} = \langle \psi | \hat{H}_0 | \psi \rangle \]
\[ = \frac{1}{2} \sum_m (g_{e,m}(g_{e,m} - 1) + g_{o,m}(g_{o,m} - 1)) \]
\[ + U_{12} (n_{\uparrow,e} n_{\uparrow,e} + n_{\uparrow,o} n_{\uparrow,o}) \]
\[ - \mu \sum_m (n_{e,m} + n_{o,m}) \]
\[ - U_s \theta_D^2 - U_\theta \theta_S^2 \]
(S39)
where we used that self-consistency requirements
\[ \theta_{D,S} = \langle \psi | \theta_{D,S} | \psi \rangle \].
(S40)
The second order expansion of the energy density reads
\[ \mathcal{E}^{(2)} = \mathcal{E}_g^{(0)} + \langle \psi | \hat{H}_t | \psi \rangle - \sum_{n \neq g} \frac{\langle \psi | \hat{H}_0 | g \rangle \langle g | \hat{H}_0 | \psi \rangle}{\mathcal{E}_g^{(0)}(n, \theta_D, \theta_S) - \mathcal{E}_g^{(0)}} \]
(S41)
with \( \mathcal{E}_g^{(0)}(n, \theta_D, \theta_S) = \langle \psi | \hat{H}_0 | n \rangle \). We obtain
\[ \mathcal{E}_g^{(2)} = \mathcal{E}_g^{(0)} + 2t \sum_m \psi_{e,m} \psi_{o,m} - t^2 \sum_m (\psi_{e,m}^2 f_{o,m} + \psi_{o,m}^2 f_{e,m}) \]
(S42)
where \( f_{i,m} = \frac{g_{i,m}}{\Delta E(g_{i,m})} + \frac{g_{i,m} + 1}{\Delta E(g_{i,m} + 1)} \). Here,
\[ \Delta E(g_{i,m} \pm 1) = \mathcal{E}_g^{(0)} (|g_{i,m} \pm 1, g_{e,\downarrow}, g_{o,\uparrow}, g_{o,\downarrow}, \theta_D, \theta_S) - \mathcal{E}_g^{(0)} \]
denotes the energy density difference when adding or removing one atom with spin \( \uparrow \) on site \( i \). Similar, \( \Delta E(g_{i,m} \pm 1) \) is defined. To determine the insulating
to superfluid transition we determine where the point $\psi_{i,m} = 0$ changes from being a local minima to a local maximum of $E_2$ when varying $zt/U$. Hereby, we make additional assumptions on $\psi_{i,m}$ dependent on the underlying ground state $g$ at $t/U = 0$. For the AFM phase we set $g_{\text{AFM}} = (1, 0, 0, 1)$ and $\theta_S = 2$ and $\theta_D = 0$. Further, we assume $\psi_{c,\uparrow} = \psi_{c,\downarrow}$. With the additional assumptions $E_2$ becomes a function of only two variables. In this case, we have
\[
 f_{e,\uparrow}(\text{AFM}) = \frac{1}{\mu/U + 2U_c/U} + \frac{2}{1 - \mu/U - 2U_c/U}
\]
\[
 f_{e,\downarrow}(\text{AFM}) = \frac{1}{U_{12}/U - \mu + 2U_c/U}.
\]
and $f_{\alpha,\downarrow}(\text{AFM}) = f_{e,\uparrow}(\text{AFM})$ and $f_{\alpha,\uparrow}(\text{AFM}) = f_{e,\downarrow}(\text{AFM})$. The determinant of the Hessian $E_2$ changes its sign at
\[
 z_{t_\epsilon}(\text{AFM})/U = (\mu/U, U_v/U) = \frac{1}{\sqrt{f_{e,\uparrow}(\text{AFM})f_{\alpha,\downarrow}(\text{AFM})}}.
\]
Thus, $t_\epsilon(\text{AFM})/U$ determines AFM to AF-SS phase boundary (see black line in Fig. S6 (a)).

For the CDW to SS transition we find that boundary matches the numerical results when assuming a polarized state $g_{\text{CDW}} = (2, 0, 0, 0)$ (and $\theta_D = 2$ and $\theta_S = 0$) for $U_{12}/U \geq 1$. In this case the problem reduces to a uniform mixture. The corresponding analysis is already discussed in [14]. For completeness, we restate here the values $f_{e,(\uparrow)}(\text{CDW})$ and $f_{\alpha,(\uparrow)}(\text{CDW})$
\[
 f_{e,(\uparrow)}(\text{CDW}) = \frac{2}{\mu/U + 2U_s/U - 1} + \frac{3}{2 - 2U_s/U - \mu/U}
\]
\[
 f_{\alpha,(\uparrow)}(\text{CDW}) = \frac{1}{-\mu/U - 2U_s/U}.
\]
Similarly, as above the CDW to SS phase boundary is given by $z_{t_\epsilon}(\text{CDW})/U = \frac{1}{\sqrt{f_{e,(\uparrow)}(\text{CDW})f_{\alpha,(\uparrow)}(\text{CDW})}}$. We find that the boundary, obtained by assuming a mixed CDW phase, $|\uparrow\downarrow, 0\rangle$, does not match the numerical results.

To obtain the AFM to AF-SS and the CDW to SS phase boundary in the CE, we maximize $z_{t_\epsilon}(\text{AFM})/U$ and $z_{t_\epsilon}(\text{CDW})/U$ as a function of $\mu/U$.

**B. Comparison with the Gutzwiller Ansatz**

We systematically compare the calculations in the GCE with the ones in the CE. Different than in the CE the density $\rho$ is not a priori constrained but determined by the chemical potential. We also do not make any a priori assumptions on the form of the local wave function and allow for a significant higher local occupation number. To compare to the results in the CE, we choose values of $\mu$, which resulted in a density of (approximate) $\rho = 2$, if possible. Here, we give examples for $U_s/U_v = 0.33$ and $U_L/U = 1.3$ (Fig. 2 (g) in the main text) and $U_s/U_v = 4.46$ and $U_L/U = 1.4$ (Fig. 2(f)). For $U_s/U_v = 0.33$ and $U_{12}/U = 1$ the phase diagram in the regime of $\rho = 2$ is displayed in Fig. S6(a) as $zt/U$ and $\mu/U$ are varied. At $zt/U \ll 1$ the system is in an incompressible AFM phase forming a characteristic lobe. With increasing $zt/U$ the system enters either a SF or a AF-SS phase depending on the value of $\mu/U$. The AFM to AF-SS transition is 2nd-order and matches the prediction from the perturbative analysis discussed above. The AFM to SF transition is of 1st-order. Remarkably, outside the AFM lobe there is a region where the density for any value of $\mu$ is never conserved (Fig. S5(d)). This indicates that the AF-SS phase is nowhere stable in the GCE. The non-conserved density in the AF-SS phase makes a direct comparison with the Gutzwiller Ansatz difficult (Fig. S5(d)).

The tip of the AFM lobe is at a slightly lower $zt/U$ than where the AFM to AF-SS transition in the CE occurs. However, the maximum point of the transition line from perturbation theory matches the results in the CE ensemble. In the superfluid phase, the order parameters of the two methods agree well with each other. The SF order parameters in the GCE are slightly larger due to the larger local Hilbert space dimensions. For $U_s/U_v = 4.64$, $U_L/U = 1.4$ and $U_{12}/U \in \{0.9, 1, 1.1\}$ there are density ordered phases (CDW and SS) in the CE. Since both $\theta_S$ and $\theta_D$ are simultaneous maximized for the polarized configuration $n = (2, 0, 0, 0)$, the self-consistent method yields phase separated solutions. In order to study also the possibility of mixture in this regime, we set $U_v = 0$. Similarly to the CE, we find a mixed CDW and a SS phase at $U_{12}/U < 1$ and a PS CDW and a PS-SS phase at $U_{12}/U \geq 1$. Additionally, for $U_{12}/U > 1$ we obtain a PS SF. In Fig. S5(b), we show the energy densities along a slice of constant $\mu/U$ for $U_{12}/U$ and $m_{\text{max}} = m_{\text{max}} = 10$, obtained by assuming either homogeneous starting values with $\Delta \rho = 0$ or phase separated starting values with $\Delta \rho > 0$. In the CDW and the SS phase both the initially homogeneous starting values and the PS ones converge to fully PS solutions, indicating that the PS SS phase remains the energetically favourable for $U_{12}/U > 1$ even with increased Hilbert-space. In the SF, the homogeneous SF phase is a metastable state with a slightly higher energy than the PS SF.
Figure S6. (a) Phase diagram at $U_L/U = 1.3$, $U_s/U_v = 0.33$ and $U_{12}/U = 1$, obtained for $n_{\text{max}} = m_{\text{max}} = 10$. (b) Energy density difference $\Delta \varepsilon = \varepsilon(\text{mix}) - \varepsilon(PS)$ between homogeneous ($\varepsilon(\text{mix})$) and polarized ($\varepsilon(PS)$) solutions along a line of constant chemical potential $\mu/U = 0.1525$ at $U_L/U = 0.7$, $U_s/U = 0$ and $U_{12}/U = 1.1$ (left vertical axis). The former is obtained by assuming mixed starting values with $\Delta \rho = 0$, the latter by assuming PS starting values. Difference in the superfluid order parameters $\Delta \psi = |\psi_{e,+} + \psi_{v,+} - \psi_{e,-} - \psi_{v,-}|$ (left vertical axis) for the mixed solution (solid) and the phase separated solution (dotted). (c) Order parameters (solid) along a line of approximate constant density $\rho_{\text{min}} \approx 2$ (black dotted line in (a)) together with the solutions at fixed density from the Gutzwiller ansatz used in the main text (dotted). The vertical black line indicates the AFM to AF-SS transition predicted from perturbation theory. (d) Closest density $\rho_{\text{min}}$ to unity filling (left axis) and AF-SS order parameter $\theta_{\text{SS}}$ following the line of closest density (right axis).

SV. EFFECTIVE THEORY FOR AFM EXCITATIONS

The ground state of the antiferromagnetic (AFM) phase is obtained within a square lattice. The lattice vectors are given by $a_1 = (e_x + e_z) \lambda/2$ and $a_2 = (e_x - e_z) \lambda/2$, yielding the reciprocal lattice vectors $b_1 = (e_x + e_z) \frac{2\pi}{a}$ and $b_2 = (e_x - e_z) \frac{2\pi}{a}$ with $a = \lambda/2$. The unit cell contains two spins, either at $(R_t = 0; R_z = a e_x)$ or $(R_t = 0; R_z = a e_y)$, depending on the way the global even-odd site symmetry is broken.

Each of the lowest excitations above the ground state (particle-hole PH1 and PH2, and spin-exchange SE) corresponds to a specific change in two of the unit cells of a square superlattice. An excitation can be seen as two quasiparticles that are always created in pair and are free to delocalize on the square superlattice defined for the ground state. The quasiparticle pairs for a pair of superlattice unit cells are shown in Fig. S7(a). The PH1 excitation is composed of a particle (P1) and corresponding hole (H) quasiparticle, the PH2 excitation is composed of a particle (P2) and corresponding hole (H) quasiparticle, while the SE excitation is composed of two aligned-spin (S) quasiparticles. The energies of the quasiparticles in the $t = 0$ limit are shown in the first column of Tab. S3.

The quasiparticles can independently tunnel through the square superlattice with different effective tunneling rates $t'$, which shifts their energy as compared to the $t = 0$ limit, $E_{t=0} \rightarrow E_{t=0} + \Delta E$. The effective energies and tunneling rates of the quasiparticles to nearest and next-nearest neighbors on the square superlattice, obtained through first-order perturbation theory and by taking into account all processes up to forth order, are listed in Tab. S3. Examples of graphs used to evaluate the effective energy shifts and tunneling rates of quasiparticles are shown in S7(b,c). The results are calculated by adiabatically eliminating all states but the initial and final, i.e. by assuming no population change in all the other states. Such an approach is valid as long as the tunneling rate $t$ is small compared to the energy gaps between the initial/final states and each of the adiabatically eliminating virtual states, i.e. $t \ll 4d_v$ and $t < U$.

The transition elements between the excitation quasiparticles in the non-interacting theory are vanishing for all pairs except P1-P2: A P1 quasiparticle can transition to a P2 quasiparticle through a tunneling process of a spin within the unit cell (tunneling rate $t$). On the other hand, a P1 quasiparticle could only mix with an S quasi-

Tunneling to nearest neighbors

| $E_{t=0}$ | Energy shift | Effective tunneling rate |
|----------|--------------|--------------------------|
| P2 $(1 + 4U_v)$ | $+\frac{t^2}{2U_v}$ | $+\frac{t^2}{2U_v}$ |
| P1 $1$ | $-\frac{t^2}{2U_v}$ | $-\frac{t^2}{2U_v}$ |
| S $4U_v$ | $-\frac{(3-4U_v)/2^2}{(1-4U_v)(1+4U_v)}$ | $-\frac{(1+12U_v)/3^2}{2U_v(1-4U_v)(1+4U_v)}$ |
| H $0$ | $-\frac{t^2}{(1+4U_v)}$ | $-\frac{t^2}{(1+4U_v)}$ |

Tunneling to next-nearest neighbors

| $E_{t=0}$ | Energy shift | Effective tunneling rate |
|----------|--------------|--------------------------|
| P2 $(1 + 4U_v)$ | $+\frac{t^2}{2U_v}$ | $+\frac{t^2}{2U_v}$ |
| P1 $1$ | $-\frac{t^2}{2U_v}$ | $-\frac{t^2}{2U_v}$ |
| S $4U_v$ | $-\frac{(3-4U_v)/2^2}{(1-4U_v)(1+4U_v)}$ | $-\frac{(1+12U_v)/3^2}{2U_v(1-4U_v)(1+4U_v)}$ |
| H $0$ | $-\frac{t^2}{(1+4U_v)}$ | $-\frac{t^2}{(1+4U_v)}$ |

Table S3. Effective quasiparticle energy shifts and tunneling rates, obtained via first order perturbation theory. Here $U_v \equiv U_v/U$. The results are obtained by including up to forth-order processes and adiabatically eliminating all the intermediate states.
particle through a process in which a P1 and H quasiparticles interact, after which to create two S quasiparticles. We do not consider the quasiparticle interaction terms in the effective Hamiltonian.

Figure S7. (a) Possible quasiparticle pairs, corresponding to the different low-lying excitations above the AFM ground state (g.s.), on a pair of superlattice unit cells (denoted with grey boxes on the g.s. lattice). The SE excitation is composed of two spin (S) quasiparticles, the PH2 excitation is composed of a particle (P2) and hole (H) quasiparticle, the PH1 excitation is composed of a particle (P1) and hole (H) quasiparticle. The color coding is consistent with the main part of the manuscript. The effective energy shifts and tunneling rates of the quasiparticle pairs are obtained via first order perturbation theory, by constructing graphs that connect the initial and final state through up-to-three intermediate virtual states. Examples of graphs for (b) hopping of particle excitation P2 to first neighbor, and (c) hopping of spin excitation S to second neighbor.