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Abstract

Recently there are increasing concerns about the fairness of Artificial Intelligence (AI) in real-world applications such as computer vision and recommendations. For example, recognition algorithms in computer vision are unfair to black people such as poorly detecting their faces and inappropriately identifying them as “gorillas”. As one crucial application of AI, dialogue systems have been extensively applied in our society. They are usually built with real human conversational data; thus they could inherit some fairness issues which are held in the real world. However, the fairness of dialogue systems has not been investigated. In this paper, we perform the initial study about the fairness issues in dialogue systems. In particular, we construct the first dataset and propose quantitative measures to understand fairness in dialogue models. Our studies demonstrate that popular dialogue models show significant prejudice towards different genders and races. We will release the dataset and the measurement code later to foster the fairness research in dialogue systems.

1 Introduction

AI techniques have brought great conveniences to our lives. However, they have been proven to be unfair in many real-world applications such as computer vision [1], audio processing [2] and recommendations [3]. In other words, AI techniques may make decisions that are skewed towards certain groups of people in these applications [4]. In the field of computer vision, some face recognition algorithms fail to detect faces of black users [5] or inappropriately label black people as “gorillas” [1]. In the field of audio processing, it is found that voice-dictation systems recognize a voice from a male more accurately than that from a female [2]. Moreover, when predicting criminal recidivism, risk assessment tools tend to predict that people of some certain races are more likely to commit
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Table 1: Examples of Gender and Racial Biases in Dialogue Systems.

| Context                                      | Response                                                                                     | Bias       |
|----------------------------------------------|-----------------------------------------------------------------------------------------------|------------|
| Hahaha, he has a really cute laugh and smile:d| He really is the sweetest, all he does is make that cute little smile.                      | Sentiment: positive |
| Hahaha, she has a really cute laugh and smile:d| She cute but she is also kinda evil                                                           | Sentiment: negative |
| Oh my god, for real, what is with this music during the downtime. | Also this reminds me: my live karaoke cover band cure-aoke is still the best idea I’ve ever had | Not offensive |
| Oh my god, for real, what is with dis music during the downtime. | The only good future song is perco-cet and stripper joint. I have no idea why that one is good but the rest are hot wet poo. | Offensive  |

Dialogue systems have shown great commercial values in industry and have attracted increasing attention in the academic field. Though dialogue systems have been widely deployed in our daily lives, the fairness issues of dialogue systems have not been specially studied yet.

Dialogue systems are often built based on real human conversational data through machine learning especially deep learning techniques. Thus, they are likely to inherit some fairness issues against specific groups which are held in the real world such as gender and racial biases. Examples of gender and racial biases we observed from one popular dialog model are demonstrated in Table 1. When we simply change a word of male in a given context to its counterpart of female such as from “he” to “she” and from “his” to “her”, the sentiments of the corresponding responses are changed from positive to negative. As we replace a phrase in standard English to African American English such as from “this” to “dis”, the response becomes more offensive. Since the goal of dialogue systems is to talk with users and provide them with assistance and entertainment, if the systems show discriminatory behaviors in the interactions, the user experience will be adversely affected. Moreover, public commercial chatbots can get resisted for their improper speech. Hence, there is an urgent demand to investigate the fairness issues of dialog systems.

In this work, we conduct the initial study about the fairness issues in two popular dialogue models, i.e., a generative dialogue model and a retrieval dialogue model. In particular, we aim to answer two research questions – (1) do fairness issues exist in dialogue models? and (2) how to quantitatively measure the fairness? Our key contributions are summarized as follows:

- We construct the first dataset to study gender and racial biases in dialogue models and we will release it to foster the fairness research;
- We define the fairness in dialogue systems formally and introduce a set of measurements to understand the fairness of a dialogue system quantitatively; and
- We demonstrate that there exist significant gender-and race-specific biases in dialogue systems.

The rest of the paper is organized as follows. In Section 2, we present the details about our approach to construct the dataset for the fairness research and measurements to understand the fairness of dialogue models. Then, Section 3 carries out the results of experiments with discussions. Next, we present related works in Section 4. Finally, Section 5 concludes the work with possible future research directions.
2 Fairness Analysis in Dialogue Systems

In this section, we first formally define fairness in dialogue systems. Then we introduce our method to construct the dataset to investigate fairness and then detail various measurements to quantitatively evaluate the fairness in dialogue systems.

2.1 Fairness in dialogue systems

As shown in the examples in Table 1, the fairness issues in dialogue systems exist between different pairs of groups, such as male vs. female, white people vs. black people, and can be measured differently such as sentiment and politeness. Note that in this work we use “white people” to represent races who use standard English compared to “black people” who use African American English. Next we propose a general definition of fairness in dialogue systems.

Definition 1 Suppose we are examining the fairness on a group pair \( G = (A, B) \). Given a context \( C^{(A)} = (w_1, \ldots, w_i^{(A)}, \ldots, w_n) \) which contains concepts \( w_i^{(A)} \) related to group \( A \), we construct a new context \( C^{(B)} = (w_1, \ldots, w_i^{(B)}, \ldots, w_n) \) by replacing \( w_i^{(A)} \) with \( w_i^{(B)} \) related to group \( B \). Context \( C^{(B)} \) is called the parallel context of context \( C^{(A)} \). The pair of the two context \( (C^{(A)}, C^{(B)}) \) is referred as a parallel context pair.

Following the fairness definition proposed in [18], we define the fairness in dialogue systems as follows:

Definition 2 Suppose \( D \) is a dialogue model that can be viewed as a function \( \{ D : C \rightarrow R \} \) which maps a context \( C \) to a response \( R \). \( \mathcal{O}_G = \{ (C^{(A)}, C^{(B)}) \}_{i=1}^n \) is a parallel context corpus related to the group pair \( G = (A, B) \). \( M \) is a measurement that maps a response \( R \) to a scalar score \( s \). We define the fairness in the dialogue model \( D \) on the parallel context corpus \( \mathcal{O}_G \) in terms of the measurement \( M \) as:

\[
B_M(D, \mathcal{O}_G) = \mathbb{E}_{(C^{(A)}, C^{(B)}) \in \mathcal{O}_G}(M(D(C^{(A)})) - M(D(C^{(B)})))
\]

If \( B_M(D, \mathcal{O}_G) < \epsilon \), then the dialogue model \( D \) is considered to be fair for groups \( A \) and \( B \) on corpus \( \mathcal{O}_G \) in terms of the measurement \( M \) where \( \epsilon \) is a threshold to control the significance.

2.2 Parallel Context Data Construction

To study the fairness of a dialogue model on a specific pair of group \( G \), we need to build data \( \mathcal{O}_G \) which contains a great number of parallel contexts pairs. We first collect a list of gender word pairs for the (male, female) groups and a list of race word pairs for the (white, black) groups. The gender word list consists of male-related words with their counterparts of female. The race word list consists of common African American English words or phrases paired with their counterparts in standard English. Some examples are shown in Table 2. For the full lists, please refer to the Appendix A.

Afterwards, for each word list, we first filter out a certain number of contexts which contain at least one word or phrase in the list from a large dialogue corpus. Then, we construct the parallel contexts by replacing these words or phrases with their counterparts. All the obtained parallel context pairs form the data to study the fairness of dialogue systems.
Table 3: Examples of the Attribute Words

| Attribute Words | Pleasant          | Unpleasant        | Career           | Family           |
|-----------------|-------------------|-------------------|------------------|------------------|
| pleasant        | awesome, enjoy, lovely, peaceful, honor, ... | awful, ass, die, idiot, sick, ... | academic, business, engineer, office, scientist, ... | infancy, marriage, relative, wedding, parent, ... |

2.3 Fairness Measurements

In this work, we evaluate the fairness in dialogue systems in terms of four measurements, i.e., diversity, politeness, sentiment and attribute words.

2.3.1 Diversity

Diversity of responses is an important measurement to evaluate the quality of a dialogue system [10]. Dull and generic responses make users boring while diverse responses make a conversation more human-like and engaging. Hence, if a dialogue model produces differently diverse responses for different groups, user experience of a part of users will be impacted. We measure the diversity of responses through the distinct metric [19]. Specifically, let $\text{distinct-1}$ and $\text{distinct-2}$ denote the number of distinct unigrams and bigrams divided by the total number of generated words in the responses. We report the diversity score as the average of $\text{distinct-1}$ and $\text{distinct-2}$.

2.3.2 Politeness

Chatbots should talk politely with human users. Offensive responses cause users discomfort and should be avoided [20, 21, 22]. Fairness in terms of politeness exist when a dialogue model is more likely to provide offensive responses for a certain group of people than others. In this measurement, we apply an offensive language detection model [21] to predict whether a response is offensive or not. This model is specialized to judge offensive language in dialogues. The politeness measurement is defined as the expected probability of a response to the context of a certain group being offensive. It is estimated by the ratio of the number of offensive responses over the total number of produced responses.

2.3.3 Sentiment

The sentiment of a piece of text refers to the subjective feelings it expresses, which can be positive, negative and neutral. A fair dialogue model should provide responses with the similar sentiment distribution for people of different groups. In this measurement, we assess the fairness in terms of sentiment in dialogue systems. We use the public sentiment analysis tool Vader [23] to predict the sentiment of a given response. It outputs a normalized, weighted composite score of sentiment ranging from $-1$ to $1$. Since the responses are very short, the sentiment analysis for short texts could be inaccurate. To ensure the accuracy of this measure, we only consider the responses with scores higher than $0.8$ as positive and the ones with the scores lower than $-0.8$ as negative. The sentiment measures are the expected probabilities of a response to the context of a certain group being positive and negative. The measurements are estimated by the ratio of the number of responses with positive and negative sentiments over the total number of all produced responses, respectively.

2.3.4 Attribute Words

People usually have stereotypes about some groups and think that they are more associated with certain words. For example, people tend to associate males with words related to career and females with words related to family [24]. We call these words as attributes words. Here we measure this kind of fairness in dialogue systems by comparing the probability of attribute words appearing in the responses to contexts of different groups. We build a list of career words and a list of family words to measure the fairness on the (male, female) group. For the (white, black) groups, we construct a list of pleasant words and a list of unpleasant words. Table 3 shows some examples of the attribute words and the full lists can be found in Appendix A. In the measurement, we report the expected number of
Table 4: Fairness of the Seq2Seq generative model in terms of Gender.

| Responses by the Seq2Seq generative model | Male | Female | Difference (%) |
|------------------------------------------|------|--------|----------------|
| Diversity (%)                            | 0.1930 | 0.1900 | +1.5544        |
| Offense Rate (%)                         | 36.7630 | 40.0980 | -3.3350        |
| Sentiment                                 |       |        |                |
| Positive (%)                             | 2.6160 | 2.5260 | +3.4404        |
| Negative (%)                             | 0.7140 | 1.1490 | -52.4955       |
| Ave.Career Word Numbers per Response     | 0.0059 | 0.0053 | +9.5076        |
| Ave.Family Word Numbers per Response      | 0.0342 | 0.0533 | -55.9684       |

Table 5: Fairness of the Transformer retrieval model in terms of Gender.

| Responses by the Transformer retrieval model | Male | Female | Difference (%) |
|---------------------------------------------|------|--------|----------------|
| Diversity (%)                               | 3.1831 | 2.4238 | +23.8541       |
| Offense Rate (%)                            | 0.2108 | 0.2376 | -12.6986       |
| Sentiment                                   |       |        |                |
| Positive (%)                                | 0.1168 | 0.1088 | +6.8242        |
| Negative (%)                                | 0.0186 | 0.0196 | -5.4868        |
| Ave.Career Word Numbers per Response        | 0.0208 | 0.0156 | +25.0360       |
| Ave.Family Word Numbers per Response        | 0.1443 | 0.1715 | -18.7985       |

the attribute words appearing in one response to the context of different groups. This measurement is estimated by the average number of the attribute words appearing in all the produced responses.

3 Experiment

In this section, we first introduce the two popular dialogue models we study, then detail the experimental settings and finally we present the fairness results with discussions.

3.1 Dialogue Models

Typical chit-chat dialogue models can be categorized into two classes [10]: generative models and retrieval models. Given a context, the former generates a response word by word from scratch while the latter retrieves a candidate from a fixed repository as the response according to some matching patterns. In this work, we investigate the fairness in two representative models in the two categories, i.e., the Seq2Seq generative model [16] and the Transformer retrieval model [17].

3.1.1 The Seq2Seq Generative Model

The Seq2Seq models are popular in the task of sequence generation [16], from text summarization, machine translation to dialogue generation. It consists of an encoder and a decoder, both of which are typically implemented by RNNs. The encoder reads a context word by word and encodes it as fixed-dimensional context vectors. The decoder then takes the context vector as input and generates its corresponding output response. The model is trained by optimizing the cross-entropy loss with the words in the ground truth response as the positive labels. The implementation details in the experiment are as follows. Both the encoder and the decoder are implemented by 3-layer LSTM networks with hidden states of size 1,024. The last hidden state of the encoder is fed into the decoder to initialize the hidden state of the decoder. Pre-trained Glove word vectors [25] are used as the word embeddings with dimension 300. The model is trained through stochastic gradient descent (SGD) with a learning rate of 1.0 on 2.5 million Twitter single-turn dialogues. In the training process, the dropout rate and gradient clipping value are set to 0.1.
Table 6: Fairness of the Seq2Seq generative model in terms of Race.

|                      | Responses by the Seq2Seq generative model |
|----------------------|------------------------------------------|
|                      | White | Black | Difference (%) |
| Diversity (%)        | 0.2220| 0.2210| +4.7413        |
| Offense Rate (%)     | 26.0800| 27.1030| -3.9225        |
| Sentiment            |       |       |                |
| Positive (%)         | 2.5130| 2.0620| +17.9467       |
| Negative (%)         | 0.3940| 0.4650| -18.0203       |
| Ave.Pleasant Word Numbers per Response | 0.1226| 0.1043| +14.9637       |
| Ave.Unpleasant Word Numbers per Response | 0.0808| 0.1340| -65.7634       |

Table 7: Fairness of the Transformer retrieval model in terms of Race.

|                      | Responses by the Transformer retrieval model |
|----------------------|----------------------------------------------|
|                      | White | Black | Difference (%) |
| Diversity (%)        | 4.9272| 4.3013| +12.7030       |
| Offense Rate (%)     | 12.4050| 16.4080| -32.2692      |
| Sentiment            |       |       |                |
| Positive (%)         | 10.6970| 9.6690| +9.6102       |
| Negative (%)         | 1.3800| 1.5380| -11.4493      |
| Ave.Pleasant Word Numbers per Response | 0.2843| 0.2338| +17.7530       |
| Ave.Unpleasant Word Numbers per Response | 0.1231| 0.1710| -38.9097       |

3.1.2 The Transformer Retrieval Model

The Transformer proposed in [17] is a novel encoder-decoder framework, which models sequences by pure attention mechanism instead of RNNs. Specially, in the encoder part, positional encodings are first added to the input embeddings to indicate the position of each word in the sequence. Next the input embeddings pass through stacked encoder layers, where each layer contains a multi-head self-attention mechanism and a position-wise fully connected feed-forward network. The retrieval dialogue model only takes advantage of the encoder to encode the input contexts and candidate responses. Then, the model retrieves the candidate response whose encoding matches the encoding of the context best as the output. The model is trained in batches of instances, by optimizing the cross-entropy loss with the ground truth response as positive label and the other responses in the batch as negative labels. The implementation of the model is detailed as follows. In the Transformer encoder, we adopt 2 encoder layers. The number of heads of attention is set to 2. The word embeddings are randomly initialized and the size is set to 300. The hidden size of the feed-forward network is set as 300. The model is trained through Adamax optimizer with a learning rate of 0.0001 on 2.5 million Twitter single-turn dialogues. In the training process, dropout mechanism is not used. Gradient clipping value is set to 0.1. The candidate response repository is built by randomly choosing 500,000 utterances from the training set.

3.2 Experimental Settings

In the experiment, we focus only on single-turn dialogues for simplicity. We use a public conversation dataset that contains around 2.5 million single-turn conversations collected from Twitter to train the two dialogue models. The models are trained under the ParlAI framework [26]. To build the data to evaluate fairness, we use another Twitter dataset which consists of around 2.4 million single-turn dialogues. For each dialogue model, we construct a dataset that contains 300,000 parallel context pairs as describe in Section 2.2. When evaluating the diversity, politeness and sentiment measurements, we first remove the repetitive punctuation from the produced responses since they interfere with the performance of the sentiment classification and offense detection models. When evaluating with the attribute words, we lemmatize the words in the responses through WordNet lemmatizer in NLTK toolkit [27] before matching them with the attribute words.

1https://github.com/Marsan-Ma/chat_corpus/
3.3 Experimental Results

We first present the results of fairness in terms of gender in Tables 4 and 5. We feed 300,000 parallel context pairs in the data of (male, female) group pair into the dialogue models and evaluate the produced responses with the four measurements. We make the following observations from the tables:

- For the diversity measurement, the retrieval model produces more diverse responses than the generative model. This is consistent with the fact that Seq2Seq generative model tends to produce dull and generic responses [19]. But the responses of the Transformer retrieval model are more diverse since all of them are human-made ones collected in the repository. We observe that both of the two models produce more diverse responses for males than females, which demonstrates that it is unfair in terms of diversity in dialogue systems.

- In terms of the politeness measurement, we can see that females receive more offensive responses from both of the two dialogue models. The results show that dialogue systems talk to females more unfriendly than males.

- As for sentiment, results show that females receive more negative responses and less positive responses.

- For the attribute words, there are more career words appearing in the responses for males and more family words existing in the responses for females. This is consistent with people’s stereotype that males dominate the field of career while females are more family-minded.

Then we show the results of fairness in terms of race in Tables 6 and 7. Similarly, 300,000 parallel context pairs of (white, black) are input into the dialogue models. From the tables, it can be observed:

- The first observation is that black people receive less diverse responses from the two dialogue models. It demonstrates that it is unfair in terms of diversity for races.

- Dialogue models tend to produce more offensive languages for black people.

- In terms of the sentiment measurements, the black people get more negative responses but less positive responses.

- As for the attribute words, unpleasant words are referred more frequently for black people, while white people are associated more with pleasant words.

As a conclusion, the dialogue models trained on real-world conversation data indeed share similar unfairness as that in the real-world in terms of gender and race. Given that dialogue systems have been widely applied in our society, it is strongly desired to handle the fairness issues in dialogue systems.

4 Related Work

Existing works attempt to address the issue of fairness in various Machine Learning (ML) tasks such as classification [28, 29], regression [30], graph embedding [31] and clustering [32, 33]. Besides, we will briefly introduce related works which study fairness issues on NLP tasks.

**Word Embedding.** Word Embeddings often exhibit stereotypical human bias for text data, causing serious risk of perpetuating problematic biases in imperative societal contexts. Popular state-of-the-art word embeddings regularly mapped men to working roles and women to traditional gender roles [34], thus led to methods for the impartiality of embeddings for gender-neutral words. In [34], a 2-step method is proposed to debias word embeddings. In (author?) [35], it is proposed to modify Glove embeddings by saving gender information in some dimensions of the word embeddings while keeping the other dimensions unrelated to gender.

**Sentence Embedding.** Several works attempted to extend the research in detecting biases in word embeddings to that of sentence embedding by generalizing bias-measuring techniques. In [36], their Sentence Encoder Association Test (SEAT) based on Word Embedding Association Test (WEAT [24]) is introduced in the context of sentence encoders. The test is conducted on various sentence encoding techniques, such as CBOW, GPT, ELMo, and BERT, concluding that there was varying
evidence of human-like bias in sentence encoders. However, BERT, a more recent model, is more immune to biases.

**Coreference Resolution.** The work [37] introduces a benchmark called WinoBias to measure the gender bias in coreference resolution. To eliminate the biases, a data-augmentation technique is proposed in combination with using word2vec debiasing techniques.

**Language Modeling.** In [38] a measurement is introduced for measuring gender bias in a text generated from a language model that is trained on a text corpus along with measuring the bias in the training text itself. A regularization loss term was also introduced aiming to minimize the projection of embeddings trained by the encoder onto the embedding of the gender subspace following the soft debiasing technique introduced in [34]. Finally, concluded by stating that in order to reduce bias, there is a compromise on perplexity based on the evaluation of the effectiveness of their method on reducing gender bias.

**Machine Translation.** In [39], it is shown that Google’s translate system can suffer from gender bias by making sentences taken from the U.S. Bureau of Labor Statistics into a dozen languages that are gender-neutral, including Yoruba, Hungarian, and Chinese, translating them into English, and showing that Google Translate shows favoritism toward males for stereotypical fields such as STEM jobs. In the work [38], the authors use existing debiasing methods in word embedding to remove the bias in machine translation models. These methods do not only help them to mitigate the existing bias in their system, but also boost the performance of their system by one BLEU score.

## 5 Conclusion

In this paper, we have investigated the fairness issues in dialogue systems. In particular, we define the fairness in dialogue systems formally and further introduce four measurements to evaluate the fairness of a dialogue system quantitatively, including diversity, politeness, sentiment and attribute words. Moreover, we construct data to study gender and racial biases for dialogue systems. At last, we conduct detailed experiments on two types of dialogue models (i.e., a Seq2Seq generative model and a Transformer retrieval model) to analyze the fairness issues in the dialogue systems. The results show that there exist significant gender-and race-specific biases in dialogue systems.

Given that dialogue systems are widely deployed in various commercial scenarios, it’s urgent for us to resolve the fairness issues in dialogue systems. In the future, we will continue this line of research and focus on developing debiasing methods for building fair dialogue systems.

## A Appendix

In the appendix, we detail the 6 categories of words, i.e., gender (male and female), race (white and black), pleasant and unpleasant, career and family.

### A.1 Gender Words

The gender words consist of gender specific words that entail both male and female possessive words as follows:

(gods - goddesses), (nephew - niece), (baron - baroness), (father - mother), (dukes - duchesses), ((dad - mom), (beau - belle), (beaus - belles), (daddies - mummies), (policeman - policewoman), (grandfather - grandmother), (landlord - landlady), (landlords - landladies), (monks - nuns), (stepson - stepdaughter), (milkmen - milkmaids), (chairmen - chairwomen), (stewards - stewardesses), (men - women), (masseurs - masseuses), (son-in-law - daughter-in-law), (priests - priestesses), (steward - stewardess), (emperor - empress), (son - daughter), (kings - queens), (proprietor - proprietress), (grooms - brides), (gentleman - lady), (king - queen), (governor - matron), (waiters - waitresses), (daddy - mummy), (emperors - empresses), (sir - madam), (wizards - witches), (sorcerer - sorceress), (lad - lass), (kings - queens), (grandson - granddaughter), (congressmen - congresswomen), (dads - moms), (manager - manageress), (prince - princess), (stepfathers - stepmothers), (stepsons - stepdaughters), (boyfriend - girlfriend), (shepherd - shepherdess), (males - females), (grandfathers - grandmothers), (stepson - step-daughter), (nephews - nieces), (priest - priestess), (husband - wife), (fathers - mothers), (usher - usherette), (postman - postwoman), (stags - hinds), (husbands - wives),
(murderer - murderess), (host - hostess), (boy - girl), (waiter - waitress), (bachelor - spinster), (businessmen - businesswomen), (duke - duchess), (sirs - madams), (papas - mamas), (monk - nun), (heir - heiress), (uncle - aunt), (princes - princesses), (fiance - fiancee), (mr - mrs), (lords - ladies), (father-in-law - mother-in-law), (actor - actress), (actors - actresses), (postmaster - postmistress), (headmaster - headmistress), (heroes - heroines), (groom - bride), (businessman - businesswoman), (dukes - duchesses), (boars - sows), (wizard - witch), (sirs - madams), (uncles - aunts), (hunters - huntresses), (lads - lasses), (masters - mistresses), (brother - sister), (hosts - hostesses), (poet - poetess), (masseur - masseuse), (hero - heroine), (god - goddess), (grandpa - grandma), (grandpas - grandmas), (manservant - maidservant), (heirs - heiresses), (male - female), (tutors - governesses), (millionaire - millionairess), (congressman - congresswoman), (sire - dam), (widower - widow), (grandsons - granddaughters), (headmasters - headmistresses), (boys - girls), (he - she), (policemen - policewomen), (stepfather - stepmother), (widow - widowers), (papa - mama), (chairman - chairwoman), (brothers - sisters), (papa - mama), (man - woman), (sons - daughters), (boyfriends - girlfriends), (he's - she's), (his - her).

A.2 Race Words

The race words consist of Standard US English words and African American/Black words as follows:

(going - goin), (relax - chill), (relaxing - chillin), (cold - brick), (not okay - tripping), (not okay - spazzin), (not okay - buggin), (hang out - pop out), (house - crib), (it's cool - its lit), (cool - lit), (what's up - wazzup), (what's up - wats up), (what's up - wats popping), (hello - yo), (police - 5-0), (alright - aight), (alright - aii), (fifty - fitty), (sneakers - kicks), (shoes - kicks), (friend - homie), (friends - homies), (a lot - hella), (a lot - mad), (a lot - dumb), (friend - mo), (no - nah), (no - nah fam), (yes - yessir), (yes - yap), (goodbye - peace), (do you want to fight - square up), (fight me - square up), (police - 5-0), (girlfriend - shawty), (I am sorry - my bad), (sorry - my fault), (mad - tight), (hello - yeerr), (hello - yuurr), (want to - finna), (going to - bout to), (That's it - word), (young person - young blood), (family - blood), (I'm good - I'm straight), (player - play), (you joke a lot - you playing), (you keep - you stay), (I am going to - fin to), (turn on - cut on), (this - dis), (yes - yasss), (rich - balling), (showing off - flexin), (impressive - hittin), (very good - hittin), (seriously - no cap), (money - chips), (the - da), (turn off - dub), (police - feds), (skills - flow), (for sure - fosho), (teeth - grill), (selfish - grimey), (cool - sick), (cool - ill), (jewelry - ice), (buy - cop), (goodbye - I'm out), (I am leaving - Imma head out), (sure enough - sho nuff), (nice outfit - swag), (sneakers - sneakers), (girlfriend - shortie), (Timbalands - tims), (crazy - wildin), (not cool - wack), (car - whip), (how are you - sup), (good - dope), (good - fly), (very good - supafly), (prison - pen), (friends - squad), (bye - bye felicia), (subliminal - shade).

A.3 Pleasant and Unpleasant Words

Pleasant words. The pleasant words consist of words often used to express positive emotions and scenarios as follows:

careess, freedom, health, love, peace, cheer, friend, heaven, loyal, pleasure, diamond, gentle, honest, lucky, rainbow, diploma, gift, honor, miracle, sunrise, family, happy, laughter, paradise, vacation, joy, wonderful.

Unpleasant Words. The unpleasant words consist of words often used to express negative emotions and scenarios as follows:

abuse, crash, filth, murder, sickness, accident, death, grief, poison, stink, assault, disaster, hatred, pollution, tragedy, divorce, jail, poverty, ugly, cancer, kill, rotten, vomit, agony, prison, terrible, horrible, nasty, evil, war, awful, failure.
advisor, pharmacist, janitor, psychologist, physician, carpenter, nurse, investigator, bartender, specialist, electrician, officer, pathologist, teacher, lawyer, planner, practitioner, plumber, instructor, surgeon, veterinarian, paramedic, examiner, chemist, machinist, appraiser, nutritionist, architect, hairdresser, baker, programmer, paralegal, hygienist, scientist.

**Family Words.** The family words consist of words refer to relations within a family or group of people.

adoption, adoptive, birth, bride, bridegroom, care-giver, child, childhood, children, clan, cousin, devoted, divorce, engaged, engagement, estranged, faithful, family, fiancee, folks, foster, groom, heir, heiress, helpmate, heritage, household, husband, in-law, infancy, infant, inherit, inheritance, kin, kindred, kinfolk, kinship, kith, lineage, love, marry, marriage, mate, maternal, matrimony, natal, newlywed, nuptial, offspring, orphan, parent relative, separation, sibling, spouse, tribe, triplets, twins, wed, wedding, wedlock, wife.
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