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Abstract.

The NOνA (NuMI Off-Axis νe Appearance) experiment is a long-baseline neutrino experiment designed to search for νμ (¯νμ) to νe (¯νe) oscillations using Fermilab’s NuMI main injector neutrino beam. The experiment consists of two detectors; both positioned 14 mrad off the beam axis: a 220 ton Near Detector constructed in an underground cavern at Fermilab and a 14 kton Far Detector constructed in Ash River, MN, 810 km from the beam source. The health and performance of the NOνA Data Acquisition (DAQ) system is monitored with a DAQ Monitor system based on the Ganglia distributed monitoring system, an open source third-party product which provides much of the NOνA DAQ monitoring needs “out-of-the-box”. This paper will discuss the use of the Ganglia system for this purpose, including augmentations we have made to the Ganglia base for the specific needs of our system. This paper will also discuss two other systems used to monitor the quality of the data collected by the NOνA detectors: an Online Monitoring system and Event Display, both of which leverage tools from the offline framework to provide close to real time diagnostic tools of detector performance.

1. Introduction

The Near and Far detectors of the NOνA experiment have similar design and are constructed of planes of PVC extrusion cells filled with liquid scintillator and wavelength shifting fibers extending the length of each cell. The fiber ends are read out by Avalanche Photodiodes (APDs). An overview of the NOνA DAQ system is shown in Figure 1. The primary task for the DAQ system is to concentrate the data from the large number of APD channels (340000 channels at the Far Detector, 20000 channels at the Near Detector), buffer this data long enough to apply an online trigger, and record the selected data. The DAQ system consists of 180 custom data concentrator modules (DCMs), over 200 buffer farm nodes, and 40 manager nodes (used to execute such processes as run control, global trigger, file transfer, and monitoring tasks) at two detector sites separated by 810 km.

The DAQ system and data quality are monitored using a set of tools consisting of a DAQ Monitor system used to monitor the health and performance of the DAQ system, an Online Monitoring system used to monitor the quality of the data produced by the detectors, and an Event Display used to observe and monitor the quality of the data produced by the detectors.
2. DAQ Monitor

The health and performance of the DAQ system is monitored with the DAQ Monitor system. Its purpose is to provide real time information to shift operators on the status of the DAQ system, as well as historical data to DAQ experts and others for detailed analysis of data acquisition performance.

The DAQ Monitor system is based on an open source third-party product, the Ganglia distributed monitoring system [1]. Ganglia provides much of the functionality needed for the DAQ Monitor system “out-of-the-box” with the ability to collect standard computing performance metrics such as CPU usage, memory usage, and network transfer rates. Ganglia also provides the basis for displaying this information in a web display and storing this information in a Round Robin Database (RRD) [2].

Figure 2 illustrates the relationship of the single DAQ Monitor Server with the monitored DAQ components from which it receives DAQ performance metric data, as well as the Ganglia tools used as part of this distribution of metric data. Shown in the figure are examples of two Ganglia provided daemons:

- **gmond.** A light weight daemon running on every node to be monitored, this daemon collects the system as well as custom metrics and shares this information as requested.
- **gmetad.** A daemon running only on the DAQ Monitor server node. This daemon collects data from one gmond daemon per monitored cluster, and stores this data in a RRD.

Figure 1. Overview of the NOνA DAQ system. Both the Near and Far detector share a common DAQ design. The number of components shown in the figure apply to the Far detector. The Front End Boards (FEBs) read out the data from the APDs and provide the first stage of data consolidation.
The PHP-based web front-end packaged with Ganglia allows the user to view the metrics packaged with Ganglia, such as CPU usage, memory usage and network transfer rates. It is also extensible to provide the ability for the user to create custom graphs. This capability is used to create graphs for NO\textnu A specific metrics.

2.1. Ganglia Customizations
The Ganglia base has been customized for the specific needs of the NO\textnu A DAQ Monitoring requirements. The first of these customizations is to introduce a C++ software package to provide a client interface for purposes of constructing and distributing custom metrics. This package makes use of the Ganglia package gmetric functions, and serves as a wrapper with some additional functionality for the generation and sending of custom metrics. The package is used by DAQ components to send monitored quantities specific to their application at regular time intervals to be collected by the gmond daemons running on their node. This custom metric data is then collected and displayed on the web display and stored in the database like other Ganglia metrics. Examples of custom metrics created and monitored in this way are shown in Figure 3.

The second customization has been to introduce an application to be executed on the DAQ Monitor Server to monitor the state of the metric data stored in the RRD database and report values out of range to a message viewer service. This application is in communication with the DAQ system and aware of the detector state. Thresholds for reporting monitored metrics out-of-range are configurable on a node, cluster or grid level. An example is shown in Figure 4. Messages will be issued for data found to be out-of-range at the Warning or Error level as configured.

3. Online Monitoring
While the DAQ Monitor system is focused on monitoring the health of the DAQ system itself, the Online Monitoring system is focused on close to real-time analysis of the data produced by the detector for purposes of monitoring the data quality. This system produces over 75 different data quality metrics from raw hit/pixel rates and ADC spectra, to error codes reported by
Figure 3. Custom metrics displayed in the Ganglia web display.

Figure 4. An example XML file in which thresholds are configured to monitor corrupt and missing data is shown on the left. The message viewer in which warnings or error messages are reported is shown on the right.

individual hardware elements. An example of one such histogram used to monitor the state of the detector is shown in Figure 5. The Online Monitor operates with a latency of approximately 100 ms from the production of a triggered event.

The online monitoring framework has two main programs: a producer that unpacks the raw data and fills a suite of histograms that track quantities pertinent to data quality, and a viewer which organizes and displays the histograms in a meaningful way. These two communicate through a segment of shared memory with the producer functioning as the server and the viewer attaching as a client. User requests made through the viewer are written to a queue in the shared memory and satisfied by the producer. The majority of the shared memory is used to exchange the contents of the histograms requested by the user.
An example plot from the Online Monitoring system. This particular plot is used to display the average hit rate per FEB throughout the detector for each in diagnosing channels which are “hot” or “cold”.

In addition to storing the current state of the detector, the producer automatically retains a series of histograms that represent recent snapshots of the detector state looking back as long as 24 hours. Access to these look-back histograms are provided in the viewer so that the user can examine previous performance and generate comparison metrics, such as bin-by-bin ratios or differences. Many histogram parameters, including the look-back schedule, are run-time configurable. Other configurable parameters include descriptive captions to be displayed in the viewer as well as a set of display options for each histogram. This run-time configuration is used to handle differences between histograms required for the near and far detectors, so that identical versions of the online monitoring software can be easily deployed for each detector.

4. Event Display
The live event display provides a close to real-time display of the detector data triggered events for the purpose of a high-level overview of detector performance. An example of an event display is shown in Figure 6. The raw information is displayed in a “human-readable” way so that many global problems that are difficult to diagnose from the hit-level data are easily visible when the data is displayed in the event display. As an example, detector timing problems can create broken tracks, which are immediately apparent to a shifter by looking at a few cosmic ray events.

5. Conclusion
The NO$
u$A DAQ system has been fully deployed and is operational at the NO$
u$A Far and Near detectors. The DAQ system and data quality are monitored 24/7 for purposes of maximizing both the quantity and quality of the data collected by the detectors using the tools described in this paper. In particular, we have found that the use of the Ganglia distributed monitoring system as the basis of a DAQ Monitor system has proven to be an effective means by which to
Figure 6. An event shown in the NOνA Event Display. This event shows all hits recorded in a 550 microsecond window in the Far Detector.

monitor the DAQ system components.
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