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Abstract: This paper presents a novel unified approach of controller design and identification for unknown input affine nonlinear systems. An issue with obtaining the best performance of optimal control is that identification errors degrade control performance. One solution to overcome it is direct controller tuning without system identification, which is expected to give high quality control. However, many experiments with various control inputs are required in the design procedure. The proposed framework simultaneously implements system identification and controller design. This method adopts a weighted least squares method to cope with various identification criteria. An unknown plant system is identified with a weight selected appropriately for control. It is selected in a simple manner based on an analytical discussion of nonlinear optimal control theory, namely the Hamilton-Jacobi-Bellman equation. An iterative calculation procedure for a preliminarily given data set is derived. This iterative algorithm gives a (sub-)optimal pair of the weight and the model parameter that improves the control performance. Numerical results demonstrate that the proposed approach achieves better optimal control performance than the standard least squares method.
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1. Introduction

Many researchers have attempted to control various unknown nonlinear systems. One example is to control a vehicle with a human driver, whose dynamics is complex and hence unknown, causing nonlinear behavior [1], [2]. A rechargeable battery is also an example because its physical dynamics is still unclear [3]. The aim of this paper is to control an unknown input affine nonlinear system with weak nonlinearity. The control strategy on which we focus is optimal control.

A typical approach in optimal control of an unknown system consists of two steps. The first step is identification of the system, and the second is building a control law based on the obtained model. Many identification methods try to find a model minimizing the prediction error between the observed training data and the system model [4]. However, as will be described in Section 2, control laws for such a model do not give optimal control performance.

The above mentioned problem motivates to propose an alternative framework focusing on the control performance. System identification methods based on control performance criteria have been proposed in [5], [6]. Another solution is direct controller design such as model-free approaches in [7]–[10]. The method in [11] refines a controller based on iterative experiments to improve the performance. Although these methods are expected to give high quality control, they require iterative experiments in their design procedures. Such experiments are repeated with various control inputs. However, this is not practical in real world applications, including human-in-the-loop systems and electric power networks. It is desirable to obtain a controller and/or a system model from only a preliminarily given data set without iterative experiments.

Several attempts have been made to find direct controller design methods without iterative experiments. Methods that tune a controller using a single data set have been proposed [12], [13]. However, since these methods focus on feedforward control, they are not applicable to feedback optimal control. Another method based on frequency response has been applied to linear feedback controllers [14]. Unfortunately, it is not applicable to nonlinear systems. A model-free predictive control method [15] for nonlinear systems is proposed, but its control performance is not discussed.

To maximize the performance of optimal control of input affine nonlinear systems without iterative experiments, we propose a unified approach of control and identification. In system identification, a weighted least squares (WLSQ) method is introduced to cope with various types of criteria evaluating model parameters. The criterion is defined variably by the weight of a given training data set. To obtain a model parameter that maximizes control performance, the weight of the WLSQ method is selected based on knowledge of the system dynamics and the controller by a procedure as shown in the following steps. First, the maximization problem to be solved is analytically described by an optimization problem with respect to the weight of the WLSQ method in system identification. Second, the optimized weight is approximated by a function of the model parameter, which is still unknown before executing system identification. Because the model parameter and the weight are interdependent, an iterative calculation method is employed. Thus, system identification and controller design are implemented simultaneously using a WLSQ method with the designed weight. The proposed approach is applicable to optimal control of in-
put affine nonlinear systems because it is based on nonlinear optimal control theory, namely the Hamilton-Jacobi-Bellman (HJB) equation. The resulting controller is designed using a preliminarily given data set only without iterative experiments. A numerical results demonstrate that the optimal control performance of the proposed approach is better than that of the standard least squares (LSQ) method.

The outline of this paper is as follows. Section 2 introduces the problem setting, which is derived from a nonlinear optimal control problem, and the system identification methods. Section 3 proposes a unified approach of control and identification for solving the problem. The proposed method is derived from transformations based on theorems presented in this section. Section 4 evaluates the effectiveness of the proposed method in comparison with the LSQ method through numerical examples using various types of systems and training data. Finally, conclusions and future work are discussed in Section 5.

2. Problem Setting

Section 2.1 introduces an optimal control problem of input affine nonlinear systems using system models. Section 2.2 explains that a typical procedure of identification and control degrades the optimal control performance. Section 2.3 provides a novel strategy to overcome it.

2.1 Model-Based Nonlinear Optimal Control

Let us consider the following class of single-input affine nonlinear dynamical systems:

\[ \Sigma : \dot{x} = f(x) + g(x)u, \]  

where \( x \in \mathbb{R}^n \) and \( u \in \mathbb{R} \) are the state and control input at time \( t \), respectively. The symbol \( \Sigma \) denotes an unknown actual system. The system dynamics functions are \( f(x) \in \mathbb{R}^n \) and \( g(x) \in \mathbb{R}^n \). It is assumed that \( f(x) \) and \( g(x) \) are sufficiently smooth with respect to \( x \) and \( f(0) = 0 \) holds. These assumptions imply that the system is weakly nonlinear near the origin. Although system noise is assumed to be negligible in (1), observation noise will be considered in (6).

This paper focuses on a control performance maximization problem, which is regarded as minimization of a cost function \( J(x_0, u) \). An optimal control problem is introduced to minimize \( J(x_0, u) \) for a given initial state \( x_0 \):

\[
u_*(x_0) = \arg \min_u J(x_0, u),
\]

\[ J(x_0, u) := \int_0^\infty q(x) + \frac{1}{2} R(x)u^2 \, dt, \]

where a positive definite function \( q(x) \in \mathbb{R} \) and a positive function \( R(x) > 0 \in \mathbb{R} \) are design parameters. To obtain the optimal input \( u_*(x_0, u) \), the HJB equation [16] is introduced:

\[ H_{HJB}(p(x), f(x), g(x)) := p(x)^T f(x) + q(x) - \frac{1}{2} p(x)^T g(x) R(x)^{-1} g(x)^T p(x) = 0, \]

\[ p(x) := \frac{\partial V(x)}{\partial x} \in \mathbb{R}^n, \]

\[ V(x_0) := \min_u J(x_0, u) \]

where the value function \( V(x) \in \mathbb{R} \) is a positive definite function. Let us assume that such a solution \( V(x) \) exists and that it is a \( C^2 \) function of \( x \). The function \( p(x) \in \mathbb{R}^n \) corresponds to the controller because \( u_*(x) \) is a function of \( p(x) \) [16]:

\[ u_*(x) = -R(x)^{-1} g(x)^T p(x). \]

However, \( u_*(x) \) cannot be determined because the actual system \( \Sigma \) in (1) is unknown.

Alternatively, a parametric system model can be used to estimate the unknown actual system \( \Sigma \) as

\[ \hat{\Sigma}(\theta) : \dot{x} = \hat{f}(x, \theta) + \hat{g}(x, \theta)u, \]

where \( \hat{f}(x, \theta) \in \mathbb{R}^n \) and \( \hat{g}(x, \theta) \in \mathbb{R}^n \) constitute a parametric model \( \hat{\Sigma}(\theta) \) of the system dynamics. The symbol \( \theta \in \Omega \) is the model parameter of \( \hat{\Sigma}(\theta) \) in a given region \( \Omega \in \mathbb{R}^n \). The model \( \hat{\Sigma}(\theta) \) is identified from a training data set, consisting of the inputs \( u^{(i)} \) and the states \( x^{(i)} \) and their time derivatives \( \dot{x}^{(i)} \) (\( i = 1, 2, \ldots, N \)), and \( N \) is the number of training data. In general, it is desirable that the training data is evenly distributed on the state and input spaces to reduce the influence due to the bias of the data set. Let us assume that \( \dot{x}^{(i)} \) is measurable which is subject to an unknown observation noise \( v^{(i)} \in \mathbb{R}^n \) as

\[ \dot{x}^{(i)} = f(x^{(i)}) + g(x^{(i)})u^{(i)} + v^{(i)}. \]

If the system model \( \hat{\Sigma}(\theta) \) is obtained using the training data set, then the optimal input \( \hat{u}_*(x, \theta) \) with respect to \( \hat{\Sigma}(\theta) \) is calculated instead of \( u_*(x) \) in (4):

\[ \hat{u}_*(x, \theta) = -R(x)^{-1} \hat{g}(x, \theta)^T \hat{p}(x, \theta), \]

where \( \hat{p}(x, \theta) \) is a solution to the HJB equation

\[ H_{HJB}(\hat{p}(x, \theta), \hat{f}(x, \theta), \hat{g}(x, \theta)) = 0. \]

Let us assume that there exists a positive definite \( C^2 \) function \( \hat{V}(x) \) of \( x \) such that \( \hat{p}(x, \theta) := \hat{V}(x)/\hat{\theta}x \) holds. The HJB equation (8) can be solved using several techniques in [17]–[19]. In some special cases, explicit solutions to (8) are obtained [20], [21]. If the model \( \hat{\Sigma}(\theta) \) is linear, \( R(x) \) is a constant, and \( q(x) = x^T Q x \) holds for a positive definite \( Q \), \( \hat{p}(x, \theta) := \hat{P}(\theta)x \) is calculated by solving the Riccati equation

\[ \hat{P}(\theta)\hat{A}(\theta) + \hat{A}(\theta)^T \hat{P}(\theta) - \hat{P}(\theta)\hat{B}(\theta)R^{-1}\hat{B}(\theta)^T \hat{P}(\theta) + 2Q = 0, \]

where \( \hat{A}(\theta) \) and \( \hat{B}(\theta) \) are the system matrices of \( \hat{\Sigma}(\theta) \).

2.2 Control Performance Degradation due to Identification Error

This paper treats the case where \( \hat{u}_*(\theta) \neq u_*(x) \) because of identification error. The identification error of \( \hat{\Sigma}(\theta) \) necessarily exists if the unknown actual system \( \Sigma \) in (1) is not included in the set \( \{ \hat{\Sigma}(\theta) \theta \in \Omega \} \). This case often occurs because it is difficult in practice to find a model that is perfectly identical to \( \Sigma \). A suboptimal input \( \hat{u}_*(\theta) \) gives

\[ J(x_0, \hat{u}_*(\theta)) \geq J(x_0, u_*) = V(x_0). \]

It is desirable to find a model parameter \( \theta \) that minimizes \( J(x_0, \hat{u}_*(\theta)) \). However, \( J(x_0, \hat{u}_*(\theta)) \) is unknown because the use of iterative control experiments is outside the scope of this paper. We try to rewrite the cost function \( J(x_0, \hat{u}_*(\theta)) \) as a function of the preliminarily obtained training data set in (6). To this end, the following lemma in [16] is employed.
We try to find a model parameter \( \theta \) using the training data set. The prediction error identification method that obtains a model parameter \( \theta \) cannot take care of the control performance. Hence, we introduce a standard method to improve control performance. Before solving the problem (13), we introduce a standard problem in (13) which is an approximation of the original criterion \( J(\theta) \) defined variously by \( W(1:N) \) [22]. Moreover, \( J(\theta) \) is a convex function of \( \theta \) under the conditions that \( e^{\theta}(\theta) \) is a linear function of \( \theta \) and each \( W(i) \) is positive semidefinite. Thus the globally optimal parameter can be obtained.

The model parameter \( \theta_{\text{ws}} \) in (16) clearly depends on the weight \( W(1:N) \). If the two criteria in (16) and (13) coincide with each other, \( \theta_{\text{ws}} \) is equal to the optimal parameter \( \theta_{\text{data}} \) in (13) for improving the control performance

\[
J(\theta, W(1:N)) = J_{\text{data}}(\theta), \quad \forall \theta \in \Omega \Rightarrow \theta_{\text{ws}} = \theta_{\text{data}},
\]

This motivates us to design \( W(1:N) \) so that we approximate \( \theta_{\text{data}} \) in (13) by \( \theta_{\text{ws}} \) using the WLSQ method (16). There may not exist \( W(1:N) \) such that \( J(\theta, W(1:N)) = J_{\text{data}}(\theta) \) for all \( \theta \in \Omega \) due to the characteristics of the training data set. We try to find \( W(1:N) \) minimizing the difference between \( J(\theta, W(1:N)) \) and \( J_{\text{data}}(\theta) \) in terms of the mean square error with respect to \( \theta \).

**Main Problem:** Find the optimal weight \( W_{\text{ws}}(1:N) \) defined as

\[
W_{\text{ws}}(1:N) = \arg \min_{W(1:N)} \Delta J(\theta, W(1:N)),
\]

\[
\Delta J(\theta, W(1:N)) = E_{\Omega}[J(\theta, W(1:N)) - J_{\text{data}}(\theta)],
\]

where \( E_{\Omega}[\cdot] \) denotes the expectation with respect to \( \theta \), which is assumed to be uniformly distributed on \( \Omega \).

After finding \( W_{\text{ws}}(1:N) \), the system model \( \Sigma(\theta_{\text{ws}}, W_{\text{ws}}(1:N)) \) is identified using (16). Solving (8) or (9) using the identified model yields a suboptimal input \( \hat{u}(\theta_{\text{ws}}, W_{\text{ws}}(1:N)) \). The following section derives a solution \( W_{\text{ws}}(1:N) \) of the main problem (18).

### 3. Unified Approach of Control and Identification

#### 3.1 Notations

The following notations are used in this paper.

- \( I_n \): the \( n \times n \) identity matrix
- \( \|M\|_F \): the Frobenius norm of a matrix \( M \in \mathbb{R}^{n \times n} \)
- \( [v]_i \): the \( i \)-th component of a vector \( v \in \mathbb{R}^n \)
- \( [M]_{ij} \): the component in the \( i \)-th row and \( j \)-th column of a matrix \( M \in \mathbb{R}^{n \times n} \)
- \( \partial \): the partial derivative \( \partial_a(f, g, p) \)
- \( \partial \): the partial derivative \( \partial_a(u, f, g, p) \) evaluated at the training data \( x(t) \)
- \( \Delta u^{(i)}(\theta) \): the difference \( \hat{u}_t(x(t), \theta) - u(x(t)) \) between the functions related to the system model \( \Sigma(\theta) \) and the actual system \( \Sigma \)
- \( O(\epsilon) \): the set of terms which are of order \( \epsilon \) or smaller, \( \|O(\epsilon)\|_F \leq M \epsilon \)
- \( \Delta f^{(i)}(\theta), \Delta g^{(i)}(\theta), \) and \( \Delta p^{(i)}(\theta) \) are defined in a similar manner. Note that \( \Delta u^{(i)}(\theta), \Delta f^{(i)}(\theta), \Delta g^{(i)}(\theta), \) and \( \Delta p^{(i)}(\theta) \) are unknown because they depend on the unknown functions \( u(x), f(x), g(x), \) and \( p(x) \).
3.2 Overview of the Proposed Method

An optimal weight \( W_{1:N} \) in (18) is a function of \( f(x^{(i)}), g(x^{(i)}) \), and \( p(x^{(i)}) \) (\( i = 1, \ldots, N \)) because \( J_{data}(\theta) \) in (13) and (18) already contains \( u(x) \) which depends on \( f, g, \) and \( p \). This makes the problem difficult to solve. In this subsection, we propose a unified approach of the control and identification to obtain \( W_{1:N} \) overcoming this issue.

An optimal weight \( W_{1:N} \) is approximated using the following steps corresponding to Sections 3.3, 3.4, and 3.5, respectively:

\[
W_{d}(27), (28) \Rightarrow W_{d}(\tilde{d}_{1}u_{1}^{*}, \tilde{d}_{2}u_{2}^{*})
\]

\[
= W_{d}(f(x^{(i)}), g(x^{(i)}), p(x^{(i)}))
\]

\[
(39) \Rightarrow W_{d}(f(x^{(i)}), g(x^{(i)}), p(x^{(i)}))
\]

\[
= W_{d}(\theta, k).
\]

First, \( W_{1:N} \) is described by a function \( W_{1:N} \) of the partial derivatives \( \tilde{d}_{1}u_{1}^{*} \) and \( \tilde{d}_{2}u_{2}^{*} \) (Section 3.3). Second, \( \tilde{d}_{1}u_{1}^{*} \) and \( \tilde{d}_{2}u_{2}^{*} \) are derived as functions of \( f, g, \) and \( p \). This yields \( W_{1:N} \) as a function \( W_{1:N} \) of \( f, g, \) and \( p \) (Section 3.4). Third, recall that \( f(\theta), g(\theta), \) and \( p(\theta) \) in (5) and (7) are estimates of \( f, g, \) and \( p \). The weight \( W_{1:N} \) is given by a function \( W_{1:N} \) of the model parameter \( \theta \) (Section 3.5). A regularization matrix \( k \) is introduced to ensure that the system identification using (16) is numerically stable. The weight \( W_{1:N} \) depends on both the system dynamics \( f, g, \) and the controller \( p, \) meaning that the proposed method is a unified approach.

Unfortunately, \( W_{1:N} \) cannot be calculated directly because this calculation requires the model parameter \( \theta \), but \( \theta \) is identified by \( W_{1:N} \). To overcome this interdependence, we propose an iterative scheme to simultaneously obtain both parameters (Section 3.6). Through the above procedure, suboptimal \( W_{1:N} \) and \( \theta_{w} \) are calculated. Finally, suboptimal functions \( f(x, \theta_{w}), g(x, \theta_{w}), \tilde{p}(x, \theta_{w}), \) and \( \tilde{u}_{a}(x, \theta_{w}) \) are obtained.

The proposed approach is summarized in Algorithm 1. Algorithm 1 indicates that the unified approach iterates system identification, calculating the controller, and updating the criterion to improve control performance. The convergence of \( \theta_{w}^{*} \) will be discussed in Section 4.3. The following subsections describe the detail of the steps.

3.3 Weight Design Based on Criterion Transformation

To solve the main problem (18) of optimizing \( W_{1:N} \), this subsection approximates \( J_{data}(W_{1:N}) \) in (18) as an explicit form of \( W_{1:N} \). Note that \( J_{data}(\theta) \) in (12) and \( J_{W}(\theta, W_{1:N}) \) in (16) are the functions of \( \tilde{d}_{1}u_{1}^{*} \) and \( \tilde{d}_{2}u_{2}^{*} \), respectively. The function \( p \) is regarded as a function of \( f, g \) and because of (3). Let us assume that \( u, g, p(f, g) \) in (4) is a C^2 function of \( f, g \). Taylor’s theorem is applied to \( u, g, p(f, g) \) with respect to \( f, g \) as. \( \Delta f^{(0)}(\theta)^{T}, \Delta g^{(0)}(\theta)^{T} \rightarrow 0, \Delta u^{(0)}(\theta) \) is represented as

\[
\Delta u^{(0)}(\theta) = \tilde{d}_{1}u_{1}^{*}(f, g, \Delta f^{(0)}(\theta) + \tilde{d}_{2}u_{2}^{*}(f, g, \Delta g^{(0)}(\theta)), \Delta u^{(0)}(\theta)) = O(||\Delta f^{(0)}(\theta)^{T}, \Delta g^{(0)}(\theta)^{T}||^{2})
\]

\[
= \left\{ \begin{array}{l}
\Delta u(\theta) = \Delta u^{(0)}(\theta)
\end{array} \right\} + O(||\Delta f^{(0)}(\theta)^{T}, \Delta g^{(0)}(\theta)^{T}||^{2}),
\]

where \( \Delta u^{(0)}(\theta) \in R^{2n} \) is defined by

\[
\Delta u^{(0)}(\theta) = \Delta f^{(0)}(\theta) \tilde{d}_{1}(\theta) + \Delta g^{(0)}(\theta) \tilde{d}_{2}(\theta) + O(||\Delta f^{(0)}(\theta)^{T}, \Delta g^{(0)}(\theta)^{T}||^{2}).
\]
Proof The proof is given in Appendix A.

Theorem 1 shows that $\Delta J(W^{(1:N)})$ is a quadratic function of $\{M^{(0)}_w(W^{(0)}) - M^{(0)}\}$ if the residual $r_j$ is negligible. This means that the minimizer of $\Delta J(W^{(1:N)})$ is equivalent to that of the quadratic function in (23). However, it is difficult to optimize $W^{(1:N)}$ because $\Delta J(W^{(1:N)})$ is unknown. The following extension of Theorem 1 focuses on the order of $\Delta J(W^{(1:N)})$ with respect to the Frobenius norms $\|M^{(0)}_w(W^{(0)}) - M^{(0)}\|_{F}$. Theorem 2, these are still unknown. The partial derivatives $\partial J/\partial u_i$ and $\partial J/\partial y$ are represented by explicit functions of $f$, $g$, and $p$ in the next subsection to calculate $W^{(1:N)}_{\partial u_i}$. The proof is given in Appendix C.

While $W^{(1:N)}_{\partial u_i}$ is written as a function of $\partial_1 u_i$ and $\partial_2 u_i$ in Theorem 2, these are still unknown. The partial derivatives $\partial_1 u_i$ and $\partial_2 u_i$ are represented by explicit functions of $f$, $g$, and $p$ in the next subsection to calculate $W^{(1:N)}_{\partial u_i}$.

3.4 Partial Derivatives of the Optimal Input

This subsection derives the unknown partial derivatives $\partial_1 u_i$ and $\partial_2 u_i$, as functions of $f$, $g$, and $p$, as shown in (19). Recall that $u_i$ and $p$ are regarded as functions of $f$ and $g$ because of (3) and (4). However, their direct derivation is difficult because $\partial_1 u_i$ and $\partial_2 u_i$ depend on unknown partial derivatives $\partial_1 p$ and $\partial_2 p$ from the definition of $u_i$. in (4):

$$
\partial_1 u_i(f, g) = -\frac{1}{R(x)} g^T \partial_1 p,
\partial_2 u_i(f, g) = -\frac{1}{R(x)} (g^T \partial_2 p + p^T).
$$

To overcome the difficulty, we propose an procedure consisting of two steps, which obtains their approximations. First, approximations $\hat{\partial_1 p}$ and $\hat{\partial_2 p}$ of $\partial_1 p$ and $\partial_2 p$, respectively, are derived by linearizing the system dynamics $f(x)$, $g(x)$, and the controller $p(x)$. This is explained in Theorem 3. Second, Theorem 4 derives approximations $\hat{\partial_1 u}$ and $\hat{\partial_2 u}$ of $\partial_1 u$ and $\partial_2 u$, so that approximation error arising from $\hat{\partial_1 p} - \partial_1 p$ and $\hat{\partial_2 p} - \partial_2 p$ is minimized.

The vector field of the feedback system of (1) with the optimal input $u(x)$ is defined as $f_2(x)$. Suppose that $p(f, g)$ is partially differentiable with respect to $f$ and $g$, that $f(x)$, $f_2(x)$, $p(x)$, $\partial_1 p(x)$, and $\partial_2 p(x)$ are $C^2$ functions of $x$, and that $g(x)$ and $R(x)^{-1}$ are $C^1$ functions of $x$. Note that $f_2(0) = 0$ and $p(0) = 0$. As $x \rightarrow 0$, the Taylor’s theorem is applied:

$$
f_2(x) := f(x) + g(x) u(x) = A_4 x + O_s(\|x\|^2),
p(x) := P x + O_s(\|x\|^3),
g(x) = B + O_s(\|x\|),
R(x)^{-1} := R_0^{-1} + O_s(\|x\|),$$

where $A_4 := \partial_1 f_2(x)|_{x=0} \in \mathbb{R}^{n \times n}$, $P := \partial_1 p(x)|_{x=0} \in \mathbb{R}^{n \times n}$, $B := g(x)|_{x=0} \in \mathbb{R}^n$, and $R_0 := R(x)|_{x=0} > 0 \in \mathbb{R}$ are constant. Supposing that $A_4^{-1}$ exists, we derive the following theorem.

Theorem 3 (Linearized partial derivative of $p$) Let us define

$$
\hat{\partial_1 p} := -A_4^{-1} P^T \in \mathbb{R}^{n \times n},
\hat{\partial_2 p}(x) := \{\Pi_1 x, \Pi_2 x, \ldots, \Pi_N x\} \in \mathbb{R}^{n \times n},
$$

where $\Pi_k \in \mathbb{R}^{n \times n}$ is a symmetric matrix satisfying

$$
A_4 \Pi_k + \Pi_k A_4 = \frac{1}{R_0} (e_k B^T + B e_k^T) P,
$$

and $e_k \in \mathbb{R}^n$ is a basis vector such that $|e_k| = 1$ and $[e_k]_l = 0$ for $l \neq k$. The following relations hold:

$$
\hat{\partial_1 p} - \partial_1 p(x) = O_{acu}(\|x\|) \text{ as } x \rightarrow 0,
\hat{\partial_2 p}(x) - \partial_2 p(x) = O_{acu}(\|x\|^2) \text{ as } x \rightarrow 0.
$$

Proof The proof is given in Appendix D.

Based on Theorem 3, $\partial_1 p$ and $\partial_2 p$ are approximated by $\hat{\partial_1 p}$ and $\hat{\partial_2 p}$, respectively. Solving the linear matrix equation (33) obtains $\Pi_k$ in (32). Next, the following theorem introduces approximations $\hat{\partial_1 u}$ and $\hat{\partial_2 u}$ of $\partial_1 u$ and $\partial_2 u$, to minimize approximation error arising from $\hat{\partial_1 p} - \partial_1 p$ and $\hat{\partial_2 p} - \partial_2 p$.

Theorem 4 (Representation of partial derivatives of $u_i$) Suppose that $p(x)^T g(x) \neq 0$ and $f_2(x) \neq 0$. Let us define

$$
\hat{\partial_1 u}(s, f, g, p) := \frac{s}{p} g^T \hat{\partial_1 p},
\hat{\partial_2 u}(s, f, g, p) := \frac{s}{R(x)^{-1}} p^T + \tau_p(s)^T \hat{\partial_2 p},
\tau_p(s) := \frac{s}{p} g + \frac{s}{R(x)^{-1}} g,
$$

where $s \in \mathbb{R}$ is a free parameter. The following relations hold:

$$
\|\hat{\partial_1 u}(s, f, g, p) - \partial_1 u(x)\| \leq \|\tau_p(s)\| \|\hat{\partial_1 p} - \partial_1 p\|,
\|\hat{\partial_2 u}(s, f, g, p) - \partial_2 u(x)\| \leq \|\tau_p(s)\| \|\hat{\partial_2 p} - \partial_2 p\|.
$$

A minimizer $s$, and the minimum value of $\|\tau_p(s)\|$ are
\[
\begin{align*}
s_* := \arg \min_s ||\tau_r(s)|| = \frac{(p^T g)(g^T f_k)}{R(s)||f_k||^2},
\end{align*}
\]

\[
||\tau_r(s_*)|| = \sqrt{\frac{1}{R(s)} g^T f_k} \left( \frac{g^T f_k}{R(s)||f_k||^2} \right). \tag{38}
\]

**Proof** The proof is given in Appendix E.

Based on Theorem 4, \( \partial_\mu u \) and \( \partial_\mu u_* \) are approximated by \( \tilde{\partial}_\mu u(s_*) \) and \( \tilde{\partial}_\mu u_*(s_*) \), respectively. As shown in (37), minimizing the norm \( ||\tau_r(s)|| \) by the free parameter \( s \) is employed to reduce the approximation error of \( \tilde{\partial}_\mu u \) and \( \tilde{\partial}_\mu u_* \).

Recall that \( \tilde{\partial}_\mu u(s_*) \) and \( \tilde{\partial}_\mu u_* \) in (36) are the functions of \( f_r, g_r \) and \( p_r \). On the basis of Theorems 3 and 4, the weight \( W_r^0 \) in (18) is approximated by a function of \( f(x_i^0), g(x_i^0), \) and \( p(x_i^0) \) as shown in (27) and explained in (19):

\[
W_r^0 \approx \tilde{W}_r^0 \left( \tilde{f}(x_i^0, \theta), \tilde{g}(x_i^0, \theta), \tilde{p}(x_i^0, \theta) \right) =: W_r^{0}(\theta). \tag{39}
\]

It implies that the system dynamics \( f(x_i^0), g(x_i^0), \) and the controller \( p(x_i^0) \) are necessary for obtaining \( W_r^0 \). The next subsection addresses how to obtain \( f(x_i^0), g(x_i^0), \) and \( p(x_i^0) \).

### 3.5 Expression of the Weight Using the Model Parameter

Although \( f(x_i^0), g(x_i^0), \) and \( p(x_i^0) \) are needed to calculate the weight \( W_r^0 \) in (39), they are still unknown. This subsection regards \( f(x_i^0), g(x_i^0), \) and \( p(x_i^0) \) as the functions \( \tilde{f}(x_i^0, \theta) \) and \( \tilde{g}(x_i^0, \theta) \) in (5) and \( \tilde{p}(x_i^0, \theta) \) in (7), respectively, assuming the existence of \( \tilde{p}(x_i^0, \theta) \). Based on (39), \( W_r^0 \) is approximated by the following function of the model parameter \( \theta \)

\[
W_r^{(0)} \approx \tilde{W}_r^{(0)}(\tilde{f}(x_i^0, \theta), \tilde{g}(x_i^0, \theta), \tilde{p}(x_i^0, \theta)) =: W_r^{(0)}(\theta). \tag{40}
\]

The weight \( W_r^{(0)}(\theta) \) may yield unstable results because of approximation errors. In fact, \( W_r^{(0)}(\theta) \) does not have full rank because \( W_r^{(0)}_m \) in (28) is not positive definite but positive semidefinite in general. Thus, minimizing \( J_\theta(\theta, W_r^{(0)}) \) may not be robust against approximation error, so it may yield an incorrect value for \( \theta \). To realize a robust identification procedure of \( \theta \), a regularization matrix \( \kappa I \) is introduced as explained in (19):

\[
W_r^{(0)} \approx \tilde{W}_r^{(0)}(\theta) + \kappa I =: W_r^{(0)}(\theta, \kappa). \tag{41}
\]

If \( \kappa > 0 \), \( W_r^{(0)}(\theta, \kappa) \) is positive definite with full rank. How to select the regularization parameter \( \kappa \) in \( \mathbb{R} \) is described in Appendix G.

The above derivation demonstrates that \( \tilde{W}_r^{(0)}(\theta, \kappa) \) in (41) requires the unknown \( \theta \), whereas the WLSQ method in (16) requires \( \tilde{W}_r^{(0)}(\theta, \kappa) \) to identify \( \theta \). The next subsection solves such a problem on the interdependence of \( \tilde{W}_r^{(0)}(\theta, \kappa) \) and \( \theta \).

### 3.6 Iterative Learning of the Model Parameter

An iterative scheme is proposed to overcome the problem on the interdependence of \( \tilde{W}_r^{(1:N)}(\theta, \kappa) \) in (41) and \( \theta \) in (16). The initial model parameter \( \theta_r^{(0)} \) is defined as \( \theta_r^{LSQ} \) in (15). Substituting \( \theta_r^{(0)} \) into (41) yields the initial weight \( \tilde{W}_r^{(1:N)}(\kappa, \theta_r^{(0)}) \). To design the weight, we propose the following iterative calculation procedure with respect to the parameter \( \theta_r^{(1)} \):

\[
\theta_r^{(0)} := \arg \min_{\theta} J_\theta(\theta, \tilde{W}_r^{(1:N)}(\theta_r^{(0)}, \kappa)), \quad (j = 0, 1, \ldots), \tag{42}
\]

where \( \theta_r^{(0)} := \theta_r^{LSQ} \). This iteration works using only a preliminarily given data set. We derive properties to obtain \( \theta_r^{(1)} \).

**Theorem 5** (The solution \( \theta_r^{(1)} \) of the model parameter)

(i) The criterion in (42) is decomposed as

\[
J_\theta(\theta, \tilde{W}_r^{(1:N)}(\theta_r^{(0)}, \kappa)) = J_\theta(\theta, W_r^{(1:N)}(\theta_r^{(0)})) + \kappa J_\theta(\theta). \tag{43}
\]

(ii) Supposing that \( \tilde{f}(x, \theta) \) and \( \tilde{g}(x, \theta) \) are linear in \( \theta \) (allowing for nonlinearity in \( x \)), the criteria \( J_\theta(\theta) \) in (15) and \( J_\theta(\theta, W_r^{(1:N)}) \) in (16) are represented as

\[
J_\theta(\theta) := \theta^T H_\theta \theta + 2 \theta^T K_\theta + C_\theta,
\]

\[
J_\theta(\theta, W_r^{(1:N)}) := \theta^T H_\theta (W_r^{(1:N)}) \theta + 2 \theta^T K_\theta (W_r^{(1:N)}) + C_w (W_r^{(1:N)}),
\]

where the symmetric matrix \( H_\theta \in \mathbb{R}^{n_x \times n_x} \), \( C_\theta \in \mathbb{R}^{n_x} \), \( C_w \in \mathbb{R}^{n_x \times n_x} \), \( W_r^{(1:N)} \in \mathbb{R}^{n_x \times n_x} \), and \( C_w \in \mathbb{R}^{n_x} \) are constant. If \( H_\theta \) or \( H_\theta (W_r^{(1:N)}) \) is positive definite, there exists a unique solution \( \theta_r^{(1)} \) in (42) given by

\[
\theta_r^{(1)} = -(H_\theta (W_r^{(1:N)}))^{-1} (K_\theta (W_r^{(1:N)})) + \kappa H_\theta \tag{45}
\]

**Proof** The proof is given in Appendix F.

Based on Theorem 5, the solution \( \theta_r^{(1)} \) is analytically given under some conditions. Even when the item (ii) of Theorem 5 cannot be applied, \( \theta_r^{(1)} \) can be (approximately) found through nonlinear optimization. This completes the derivation of the proposed approach, which is summarized in Algorithm 1.

### 4. Numerical Example

Numerical evaluation in this section compares the performance of the proposed method with that of the LSQ method. Sections 4.1 and 4.2 introduce the plant system and the training data set, respectively. The simulation results under the settings in Section 4.3 are given in Section 4.4.

#### 4.1 Plant System

Let us consider the case where the unknown actual system \( \Sigma \) is not included in the set \( \{ \Sigma(\theta) \in \Omega \} \). The input affine nonlinear system \( \Sigma \) is identified using the linear model \( \tilde{\Sigma}(\theta) \):

\[
\Sigma : x = [Ax + f_\theta(x)] + [B + g_\theta(x)]u,
\]

\[
\tilde{\Sigma}(\theta) : \hat{x} = \hat{\dot{x}} = \hat{\dot{\theta}} + Bu,
\]

where \( \theta \) consists of all the components of \( \hat{\theta} \in \mathbb{R}^{n_\theta} \) and \( \hat{\theta} \in \mathbb{R}^{n_\theta} \). The functions \( f_\theta(x) \in \mathbb{R}^{n_x} \) and \( g_\theta(x) \in \mathbb{R}^{n_x} \) invoke the nonlinearity of \( \Sigma \). The following quadratic cost function is considered:

\[
J(x_0, u) := \int_0^\infty \left[ x^T Q x + \frac{1}{2} R u^2 \right] dr
\]

where \( Q := \text{diag}(3, 2, 4) \) and \( R := 2 \). The suboptimal input \( \tilde{u}(\theta) \) is compared to the theoretical optimal input \( u^* \). The following proposition obtains the exact theoretical expression for \( u^* \), regardless of the nonlinearity of the system.
Proposition 1 (Exactly solvable systems) For the system $\Sigma$ in (46) and the cost function $J(x_0, u)$ in (48), if $f_{\text{all}}(x)$ in (46) and a positive definite matrix $P$ satisfy
\[
 f_{\text{all}}(x) = \frac{1}{2} R_u(x) R_u^{-1}(x) + BR^{-1} g_a(x) + g_a(x) R_a^{-1} B^T P x, \\
 0 = PA + AT R_u^{-1} B^T P + 2Q.
\]
then the value function is given by $V(x) = x^T P x/2$.

Proof Substituting the gradient $p(x) = P x$, (49) and (50) into the HJB equation with respect to (46) and (48) yields $H_{\text{HJB}}(P x, [A x + f_{\text{all}}(x)], [B + g_a(x)]) = 0$. Because $V(x) = x^T P x/2$ is positive definite, it is the value function. \hfill \blacksquare

Based on Proposition 1, substituting $p(x) = P x$ obtained in (50) into (4) yields the theoretical optimal input $u_{\text{opt}}(x)$ as in (4).

In the numerical simulations, two different systems are used to evaluate the performance for various system types. They are parameterized as follows.

Parameter setting 1 (P1):
\[
 A = \begin{bmatrix} 1 & 2 & 3 \\ 4 & 5 & 6 \\ 3 & 2 & 1 \end{bmatrix}, \quad B = \begin{bmatrix} 3 \\ 2 \\ 4 \end{bmatrix}, \quad g_a(x) = 0.05 \begin{bmatrix} 1 \\ 2 \\ 1 \end{bmatrix} x.
\]

Parameter setting 2 (P2):
\[
 A = \begin{bmatrix} 1 & 4 & 5 \\ 2 & 3 & 1 \\ 3 & 6 & 1 \end{bmatrix}, \quad B = \begin{bmatrix} 1 \\ 2 \\ 1 \end{bmatrix}, \quad g_a(x) = 0.05 \begin{bmatrix} 1 \\ 2 \\ 1 \end{bmatrix} x.
\]

Here, $f_{\text{all}}(x)$ and $P$ are determined by (49) and (50).

4.2 Training Data Sets

The system is identified via a training data set $(u^{(i)}, x^{(i)}, \hat{x}^{(i)})$ for $i = 1, \ldots , N$ with $N = 5000$. Three types of training data sets are prepared to evaluate the performance for various data sets.

Data type 1 (D1): Random input and random state
\[
 u^{(i)} \sim U(-5, 5), \\
 x^{(i)} \sim U(-10, 10), \\
 \hat{x}^{(i)} = x^{(i)} + x^{(i)} \Delta t \quad \text{(otherwise)}.
\]

Data type 2 (D2): Random input and sequential state
\[
 u^{(i)} \sim U(-5, 5), \\
 x^{(i)} \sim U(-10, 10), \\
 \hat{x}^{(i)} = x^{(i)} + x^{(i)} \Delta t \quad \text{if} \ |x^{(i)}| > 10, \\
 \hat{x}^{(i)} = x^{(i)} \Delta t \quad \text{otherwise}.
\]

Data type 3 (D3): Sequential input and sequential state
\[
 u^{(i)} = 10 \sin(\pi i/180) + u_t, \quad u_t \sim U(-0.5, 0.5), \\
 x^{(i)} \sim U(-10, 10), \\
 \hat{x}^{(i)} = x^{(i)} + x^{(i)} \Delta t \quad \text{if} \ |x^{(i)}| > 10, \\
 \hat{x}^{(i)} = x^{(i)} + x^{(i)} \Delta t \quad \text{otherwise}.
\]

Here, $U(a,b)$ denotes a continuous uniform distribution on $[a,b]^T$. To collect the samples in a bounded state space in the cases of D2 and D3, the state $x^{(i)}$ is reset to a value generated from $U(-10, 10)$ if $|x^{(i)}| > 10$. The sampling time is set to $\Delta t = 0.001$. For all data types, $x^{(i)}$ is collected by substituting $x^{(i)}$ and $u^{(i)}$ into (46).

4.3 Simulation Settings

Using the setting in Sections 4.1 and 4.2, the performance of the proposed unified approach using the WLSQ method (16) is compared with that of the LSQ method (15). The proposed and LSQ methods both identify the system $\Sigma(\theta)$. After the identification step, the optimal controllers in (7) are designed based on the identified system models, and the actual nonlinear system $\Sigma$ is controlled. The above procedure of identification, controller design, and actual system control are repeated 500 times with different random seeds.

The values of the training data set are randomly changed for each trial. The initial state $x_0$ is also set to a random value uniformly distributed on the set $[-10, 10]^T$. In the simulation, the continuous system $\Sigma$ is discretized using a forward difference approximation with a sampling time of $\Delta t = 0.001$. The optimal control of the actual system is performed until $t = 20000\Delta t$. Control performance is defined as the value of the cost function $J(x_0, u)$ in (48), with the integral evaluated from $t = 0$ to $t = 20000\Delta t$ instead of $t = 0$ to $t = \infty$. When any of $||x^{(i)}||_k$ $(k = 1, \ldots , n)$ at $t = 20000\Delta t$ is larger than 0.1, the trial is regarded as non-convergent.

The proposed method is also evaluated both with and without the iteration scheme given in (42). The method without iteration has the model parameter $\theta_{\text{w}}$, set to $\theta_{\text{w}}$, which is obtained in (42). The method with iteration calculates the model parameter as $\theta_{\text{w}} := \theta_{\text{w}}^{(j)}$, if $\theta_{\text{w}}^{(j)}$ is converged, i.e., $||\theta_{\text{w}}^{(j)} - \theta_{\text{w}}^{(j+1)}|| < ||\theta_{\text{w}}^{(0)}|| \times 10^{-3}$ hold. If the iterative scheme (42) in a trial does not converge within 100 iterations, $\theta_{\text{w}}$ is set to $\theta_{\text{w}}^{(0)}$ because such a non-convergent $\theta_{\text{w}}^{(0)}$ may have an inappropriate value. The regularization parameter $\kappa$ is determined in (G. 1).

4.4 Simulation Results

This subsection evaluates the performance with regard to four measures, which are winning rate, average cost, proportion of convergent trials, and proportion of trials such that the resultant costs $J(x_0, \hat{u}_*)$ are close to their minimum values $J(x_0, u_*)$.

Table 1 shows the results for the winning rate of the proposed method compared with the LSQ method. The winning rate indicates the proportion of trials in which the value of $J(x_0, \hat{u}_*)$ for the proposed method was smaller than that for the LSQ method across all trials. We excluded the trials in which both the proposed method and the LSQ method yielded non-convergent results. For all plant and data types, the winning rates were higher than 0.718. This implies that, in most cases, the proposed unified approach performed better than the LSQ method with regard to the winning rate.

The average performance of the proposed method is also evaluated. Figure 1 shows the cost function $J(x_0, \hat{u}_*)$ averaged over all trials. We exclude trials in which the proposed method or the LSQ method yields a non-convergent result. As shown in Fig. 1, the proposed method decreases the average cost by 3.8% to 17.7% in comparison with the LSQ method. These

| Plant, data | [P1.D1] | [P1.D2] | [P1.D3] | [P2.D1] | [P2.D2] | [P2.D3] |
|------------|--------|--------|--------|--------|--------|--------|
| Proposed method without iteration | 0.841 | 0.793 | 0.876 | 0.836 | 0.731 | 0.807 |
| Proposed method with iteration | 0.843 | 0.799 | 0.868 | 0.852 | 0.718 | 0.772 |
results demonstrate that the proposed method performs better than the LSQ method with regard to cost. This means that control performance is improved by identifying the model parameter $\theta$ using the proposed method with an appropriate weight.

The convergence performance is evaluated according to the proportion of the convergence trials across all the trials, as shown in Fig. 2. The proposed method has fewer non-convergent trials than the LSQ method for most data types. This means that the proposed method yields a more stable controller than the LSQ method even when the system model $\hat{\theta}$ cannot completely express the actual system $\Sigma$.

Finally, we evaluate the proportion of trials such that the resultant costs $J(x_0, \hat{u}_*)$ are close to their minimum values $J(x_0, u_*)$, i.e., $J(x_0, \hat{u}_*) - J(x_0, u_*) \leq c_{sd} J(x_0, u_*)$, for a small positive parameter $c_{sd} > 0 \in \mathbb{R}$. In Fig. 3, the horizontal axis represents the parameter $c_{sd}$. The vertical axis represents the proportion of trials that achieve $J(x_0, \hat{u}_*) \leq (1 + c_{sd}) J(x_0, u_*)$. The proposed method yields a high achievement rate for any $c_{sd}$ compared with the LSQ method as shown in Fig. 3.

### 5. Conclusions

In this paper, a unified approach of control and identification was proposed to maximize optimal control performance of unknown input affine nonlinear systems with weak nonlinearity. The proposed approach is based on a new control performance criterion, which unfortunately cannot be calculated directly. We develop the control performance criterion by employing the WLSQ method. A parametric system model is identified based on the WLSQ method. The weight is derived under effective approximations where the approximation error is clearly analyzed. Because the derived weight is a function of the model parameter, they are interdependent. An iteration scheme is introduced to simultaneously calculate the model parameter and the weight. Finally, system identification and controller design are realized using the derived weight. A numerical simulation was performed to demonstrate the effectiveness of the proposed approach.
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Therefore, calculating the expectation $E$ completes the proof. (23)

Because the components of $M_M$ in (B.1) are bounded, there exists $m_j > 0 \in \mathbb{R}$ such that $m_j \Delta w_{i,n} > M_M$. This yields that there exist $\delta_j > 0 \in \mathbb{R}$ and $m_j > 0 \in \mathbb{R}$ such that

$$\sum_{i=1}^{N} \| M_M^{ij}(W^{ij}(t)) - M_M^{ij} \|_{\Delta}^2 < \delta_j$$

This completes the proof. (B.3)

Therefore, (26) holds. This completes the proof. 

Appendix C Proof of Theorem 2

Based on definitions (24) and (25), the square of each Frobenius norm in (27) is

$$\| M_M^{ij}(W^{ij}(t)) - M_M^{ij} \|^2_{\Delta}$$

Also, (20) and (25) reduces $J_{data}(\theta)$ in (12) to

$$J_{data}(\theta) = \sum_{i=1}^{N} \Delta g_i(\theta)^T M_M^{ij}(W^{ij}(t)) \Delta g_i(\theta) + O(\text{max}\{\| \Delta f_i(\theta) \|, \| \Delta g_i(\theta) \| \}).$$

Therefore, calculating the expectation $E_{W^{ij}(t)}$ of the square difference between $J_W(\theta, W^{ij}(t))$ in (A.1) and $J_{data}(\theta)$ in (A.2) gives (23). This completes the proof.

Appendix B Proof of Corollary 1

Because of (23), $J(W^{ij}(t)) - r_j$ is expressed as a quadratic function of $M_M^{ij}(W^{ij}(t)) - M_M^{ij}$ as follows:

$$M_M \geq 0 \in \mathbb{R}^{4N \times 4N} \text{ s.t. } \Delta J(W^{ij}(t)) - r_j = \frac{1}{2} M_M \Delta w_{i,n} M_M - M_M^{ij}.$$

where $\Delta w_{i,n} \in \mathbb{R}^{4N \times 4N}$ is the vector in which $[M_M^{ij}(W^{ij}(t)) - M_M^{ij}]_{ii}$ for all $i, k$ and $l$ are arrayed. Because $\Delta M_M^{ij}(\theta)$ is bounded, $M_M$ is also bounded. On the other hand, we obtain the form

$$\sum_{i=1}^{N} \| M_M^{ij}(W^{ij}(t)) - M_M^{ij} \|^2_{\Delta} = \frac{1}{2} \sum_{i=1}^{N} \| M_M^{ij} \|^2_{\Delta}.$$
\[
x^T(A^TP_f + P^T) = O_n(||x||^2)^T, \\
x^TA^TP_{f0} = O_n(||x||^2)^T. \\
\]

(D. 5)

Because (D. 5) must be satisfied for all \(x, A^TP_f + P^T = 0\) and \(A^TP_{f0} = 0\) hold. Multiplying these by \(A^TP\) yields \(P_f = -A^TP_0 = \bar{\theta}^{-1}_f p\) and \(P_{f0} = 0\). Thus, because of (D. 4), (34) holds.

Next, transposing the higher order terms \(O_n(||x||^4)\) in the HJB equation (3) yields

\[
\frac{1}{2}x^T(A^TP + PA - P^T) + 2p = -q(x) + O_n(||x||^4), \\
\]

where \(A := \partial_x f(x)|_{x=0} \in \mathbb{R}^{n \times n}\). The partial derivative of (D. 6) with respect to \([g, l]\) with taking \(g = B + O_n(||x||)\) is

\[
x^T(A^TP + PA - P^T) + 2p = -q(x) + O_n(||x||^4), \\
\]

where \(P_{p_1}(x)\) in (D. 4) equals \([\partial_x g, \partial_t g, \partial_x p, \ldots, \partial_t p, \partial_x p]\). Because \(P\) is a symmetric matrix, its partial derivative \(\partial_x P \in \mathbb{R}^{n \times n}\) is also a symmetric matrix. Substituting \(\Pi^k = \partial_x g, P\) and \(\Pi^k = A - (BB^TP)R_0\) into (D. 7) gives the relation (33). Therefore, \(\partial_x g, p(x)\) in (32) equals \(P_{p_1}(x)\) in (D. 4). Because of \(P_{f0} = 0\) and \(\bar{\theta}_f p(x) = P_{p_1}(x)\), (35) holds. This completes the proof.

**Appendix E  Proof of Theorem 4**

We multiply (30) and (D. 2) by \((1 - s)\) and \(s/p^2 \), respectively. Calculating the sum of the results yields the following expression using the free parameter \(s\):

\[
\partial_x u_x(f, s, g) := \frac{s}{p^2}g + \tau_p(s)\partial_f p(f, g), \\
\partial_x u_x(f, s, g) := \frac{s - 1}{R}p + \tau_p(s)\partial_f p(f, g). \\
\]

The difference between (36) and (E. 1) reduces to

\[
\frac{\partial_t u_x(s) - \partial_t u_x} = \tau_p(s)^\top(\partial_f p - \partial_t p), \\
\frac{\partial_t u_x(s) - \partial_t u_x} = \tau_p(s)^\top(\partial_f p - \partial_t p). \\
\]

Taking the norm of (E. 2) yields (37).

Next, \(\|\tau_p(s, f, g, p)\|_2^2\) can be calculated as

\[
\|\tau_p(s, f, g, p)\|_2^2 = \left\| - \frac{f_1}{p^2}g + \frac{1}{R}g \right\|^2 \\
= \left\| \frac{f_1}{p^2}g \right\|^2 + \left\| \frac{1}{R}g \right\|^2 - \left( \frac{f_1}{p^2}g \right)^2. \\
\]

Thus, the minimizer \(s_\star\) and the minimum value of \(\|\tau_p(s, f, g, p)\|_2^2\) are given by (38). This completes the proof.

**Appendix F  Proof of Theorem 5**

Substituting (41) decomposes \(J_H(\theta, \hat{W}^{1,3}(\hat{\theta}^{(1)}_{W} + \kappa))\) as shown in (43). It proves the item (i). In the item (ii), if \(f(x, \theta) \) and \(g(x, \theta)\) are linear in \(\theta\), then \(\hat{e}(\theta)\) is also linear in \(\theta\). Thus, the criteria \(J_{H_{SO}}(\theta)\) in (15) and \(J_W(\theta, \hat{W}^{1,3}(\hat{\theta}^{(1)}_{W} + \kappa))\) in (16) can be represented as quadratic functions of \(\theta\) as (44). Because \(\hat{W}^{(1)}_{W}(\theta)\) is at least positive semidefinite and \(\hat{e}(\theta)\) is linear in \(\theta, \mathcal{H}_{SO}(\hat{W}^{(1,3)}_{W}(\theta))\) and \(\mathcal{H}_{SQ}(\theta)\) are at least positive semidefinite. If \(\mathcal{H}_{SO}\) or \(\mathcal{H}_{SQ}(\hat{W}^{(1,3)}_{W}(\theta))\) is positive definite, the Hessian matrix \(\left(\mathcal{H}_{SO}(\hat{W}^{(1,3)}_{W}(\theta))\right)\) is positive definite and \(J_W(\theta, \hat{W}^{1,3}(\hat{\theta}^{(1)}_{W} + \kappa))\) is strictly convex in \(\theta\). The necessary and sufficient condition for \(\hat{\theta}^{(1)}_{W} + \kappa\) is

\[
\frac{\partial_J}{\partial \hat{\theta}^{(1)}_{W}} J_W(\theta, \hat{W}^{1,3}(\hat{\theta}^{(1)}_{W} + \kappa)) = 0, \\
\]

which gives (45).

**Appendix G  Regularization Parameter**

How to select the regularization parameter \(\kappa\) is discussed. A small \(\kappa\) lets the minimum eigenvalue of \(\hat{W}^{(1)}_{W}\) in (41) small. The identification via the WLSQ method is numerically unstable due to the small eigenvalues, i.e., \(\hat{W}^{(1)}_{W}\) is nearly a low rank matrix. Conversely, the identification with a large \(\kappa\) is numerically stable because of a full rank matrix \(\hat{W}^{(1)}_{W}\). However, the control performance of the proposed method is not so improved compared with that of the LSQ method because \(J_W(\theta, \hat{W}^{1,3}(\hat{\theta}^{(1)}_{W} + \kappa))\) is close to \(J_{SO}(\theta)\) as in (43). We select \(\kappa\) to tune the trade-off between the control performance improvement and the numerical stability of the proposed method. To obtain a reasonable \(\kappa\), for example, we introduce the setting that \(\kappa\) is the maximum value of the eigenvalues of all \(\hat{W}^{(1)}_{W}(\theta)\):

\[
\kappa = \max_{i \leq k} \lambda_i(\hat{W}^{(1)}_{W}(\theta)), \\
\]

where \(\lambda_i(W)\) denotes the \(i\)-th eigenvalue of \(W\). The influence of \(W^{(1)}(\theta)\) and \(\kappa\) in (G. 1) are equivalent in the criterion \(J_W(\theta, \hat{W}^{1,3}(\hat{\theta}^{(1)}_{W} + \kappa))\), it is expected to balance the trade-off between the control performance improvement and numerical stability.
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