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Abstract

Neural Radiance Field (NeRF) has recently emerged as a powerful representation to synthesize photorealistic novel views. While showing impressive performance, it relies on the availability of dense input views with highly accurate camera poses, thus limiting its application in real-world scenarios. In this work, we introduce Sparse Pose Adjusting Radiance Field (SPARF), to address the challenge of novel-view synthesis given only few wide-baseline input images (as low as 3) with noisy camera poses. Our approach exploits multi-view geometry constraints in order to jointly learn the NeRF and refine the camera poses. By relying on pixel matches extracted between the input views, our multi-view correspondence objective enforces the optimized scene and camera poses to converge to a global and geometrically accurate solution. Our depth consistency loss further encourages the reconstructed scene to be consistent from any viewpoint. Our approach sets a new state of the art in the sparse-view regime on multiple challenging datasets.

1. Introduction

Novel-view synthesis (NVS) has long been one of the most essential goals in computer vision. It refers to the task of rendering unseen viewpoints of a scene given a particular set of input images. NVS has recently gained tremendous popularity, in part due to the success of Neural Radiance Fields (NeRFs)\textsuperscript{[30]}. NeRF encodes 3D scenes with a multi-layer perceptron (MLP) mapping 3D point locations to color and volume density and uses volume rendering to synthesize images. It has demonstrated remarkable abilities for high-fidelity view synthesis under two conditions: dense input views and highly accurate camera poses.

Both these requirements however severely impede the usability of NeRFs in real-world applications. For instance, in AR/VR or autonomous driving, the input is inevitably much sparser, with only few images of any particular object or region available per scene. In such sparse-view scenario, NeRF rapidly overfits to the input views \textsuperscript{[11, 22, 32]}, leading to inconsistent reconstructions at best, and degenerate solutions at worst (Fig. 1 left). Moreover, the de-facto standard to estimate per-scene poses is to use an off-the-shelf Structure-from-Motion approach, such as COLMAP\textsuperscript{[37]}. When provided with many input views, COLMAP can generally estimate accurate camera poses. Its performance nevertheless rapidly degrades when reducing the number of views, or increasing the baseline between the images \textsuperscript{[55]}.

Multiple works focus on improving NeRF’s performance in the sparse-view setting. One line of research\textsuperscript{[6, 53]} trains conditional neural field models on large-scale datasets. Alternative approaches instead propose various regularization on color and geometry for per-scene training\textsuperscript{[11, 19, 22, 32, 34]}. Despite showing impressive results in the sparse scenario, all these approaches assume \textit{perfect camera poses} as a pre-requisite. Unfortunately, estimating accurate camera poses for few wide-baseline images is challenging \textsuperscript{[55]} and has spawned its own research direction\textsuperscript{[1, 7, 14–16, 28, 60]},

\textsuperscript{*}This work was conducted during an internship at Google.
hence making this assumption unrealistic.

Recently, multiple approaches attempt to reduce the dependency of NeRFs on highly accurate input camera poses. They rely on per-image training signals, such as a photometric [9,24,29,48,50] or silhouette loss [5,23,56], to jointly optimize the NeRF and the poses. However, in the sparse-view scenario where the 3D space is under-constrained, we observe that it is crucial to explicitly exploit the relation between the different training images and their underlying scene geometry, to enforce learning a global and geometrically accurate solution. This is not the case of previous works [5,23,24,48,50,56], which hence fail to register the poses in the sparse regime. As shown in Fig. 1, middle for BARF [24], it leads to poor novel-view synthesis quality.

We propose Sparse Pose Adjusting Radiance Field (SPARF), a joint pose-NeRF training strategy. Our approach produces realistic novel-view renderings given only few wide-baseline input images (as low as 3) with noisy camera poses (see Fig. 1 right). Crucially, it does not assume any prior on the scene or object shape. We introduce novel constraints derived from multi-view geometry [17] to drive and bound the NeRF-pose optimization. We first infer pixel correspondences relating the input views with a pre-trained matching model [43]. These pixel matches are utilized in our multi-view correspondence objective, which minimizes the re-projection error using the depth rendered by the NeRF and the current pose estimates. Through the explicit connection between the training views, the loss enforces convergence to a global and geometrically accurate pose/scene solution, consistent across all training views. We also propose the depth consistency loss to boost the rendering quality from novel viewpoints. By using the depth rendered from the training views to create pseudo-ground-truth depth for unseen viewing directions, it encourages the reconstructed scene to be consistent from any viewpoint. We extensively evaluate and compare our approach on the challenging DTU [20], LLFF [38], and Replica [39] datasets, setting a new state of the art on all three benchmarks.

2. Related Work

We review approaches focusing on few-shot novel view rendering as well as joint pose-NeRF refinement.

Sparse input novel-view rendering: To circumvent the requirement of dense input views, a line of works [6,8,25,41,46,53] incorporates prior knowledge by pre-training conditional models of radiance fields on large posed multi-view datasets. Despite showing promising results on sparse input images, their generalization to out-of-distribution novel views remains a challenge. Multiple works [11,19,22,32,34] follow a different direction, focusing on per-scene training for few-shot novel view rendering. DietNeRF [19] compares CLIP [33] embeddings of rendered and training views. InfoNeRF [22] penalizes the NeRF overfitting to limited input views with a ray entropy regularization. Similarly, Barron et al. [4] introduce a distortion loss, which encourages sparsity of the density in each ray. In RegNeRF, Niemeyer et al. [32] propose to regularize the geometry and appearance of rendered patches with a depth smoothness and normalizing flow objectives. Recently, a number of works [11,34,49,54] incorporate depth priors to constraint the NeRF optimization. Notably, DS-NeRF [11] improves reconstruction accuracy by including additional sparse depth supervision. Related are also approaches that learn a signed distance function (SDF), aiming for accurate 3D reconstruction in the sparse-view scenario [26,51]. However, all these works assume perfect poses as a prerequisite. We instead propose a novel training strategy leading to accurate geometry and novel-view renderings in the sparse regime, even when facing imperfect input poses.

Joint NeRF and pose refinement: Several approaches attempt to reduce NeRF’s reliance on highly accurate input camera poses [9,24,29,48,50]. BARF [24] and NeRF++ [48] jointly optimize the radiance field and camera parameters of initial noisy poses, relying on the photometric loss as the only training signal. SiNeRF [50] and GARF [9] propose different activation functions, easing the pose optimization. GNeRF [29] introduces a sequential training approach including a rough initial pose network that uses GAN-style training, thereby circumventing the need for initial pose estimates. SCNeRF [21] proposes a geometric loss minimizing the ray intersection re-projection error at previously extracted sparse correspondences to optimize over camera extrinsics and intrinsics. A number of works [5,23,52] also combine the photometric objective with a silhouette or mask loss, requiring accurate foreground segmentation, and limiting their applicability to objects. Related are also implicit SLAM systems [2,40,59], which progressively optimize over the geometry and camera estimates of an input RGB-D sequence. While previous works assume a dense coverage of the 3D space, Zhang et al. propose NeRS [56], which tackles the task of single object reconstruction by deforming a unit sphere over time while refining poses of few input views. However, NeRS is restricted to simple objects with a known shape prior. We instead assume access to only few wide-baseline RGB images with noisy pose estimates, without any prior on the scene or object shape.

3. Preliminaries

We first briefly introduce notation, the basics of NeRF representation, and camera operations.

Camera pose: Let \( P^{2 \times w} = [R^{2 \times w} t^{2 \times w}] \in SE(3) \) be the camera-to-world transform of camera \( i \), where \( R^{i \times 2w} \in SO(3) \) and \( t^{i \times 2w} \in \mathbb{R}^3 \) are the rotation and translation, respectively. We denote as \( K \in \mathbb{R}^{3 \times 3} \) the intrinsic matrix.
For the rest of the manuscript, we drop the superscript $t^{2w}$.
As a result, unless otherwise stated, $P = P^{2w}$ and all 3D quantities are defined in the world coordinate system.

**Camera projection:** For any vector $x \in \mathbb{R}^l$ of dimension $l$, $\bar{x} \in \mathbb{R}^{l+1}$ corresponds to its homogeneous representation, i.e., $\bar{x} = [x^T, 1]$. We additionally define $\pi$ to be the camera projection operator, which maps a 3D point in the camera coordinate frame $x^c \in \mathbb{R}^3$ to a pixel coordinate $p \in \mathbb{R}^2$. Likewise, $\pi^{-1}$ is defined to be the backprojection operator, which maps a pixel $p$ and depth $z$ to a 3D point $x^c$.

$$\pi(x^c) \equiv K x^c, \quad \pi^{-1}(p, z) = zK^{-1} \bar{p}. \quad (1)$$

**Scene representation:** We adopt the NeRF [30] framework to represent the underlying 3D scene and image formation. A neural radiance field is a continuous function that maps a 3D location $x \in \mathbb{R}^3$ and a unit-norm ray viewing direction $d \in S^2$ to an RGB color $c \in [0, 1]^3$ and volume density $\sigma \in \mathbb{R}^+$. It can be formulated as

$$[c, \sigma] = F_{\theta}(\gamma_c(x), \gamma_d(d)) \quad (2)$$

Here, $F$ is an MLP with parameters $\theta$, and $\gamma : \mathbb{R}^3 \rightarrow \mathbb{R}^{3+6L}$ is a positional encoding function with $L$ frequency bases.

**Volume rendering:** Given a camera pose $P_t$, each pixel coordinate $p \in \mathbb{R}^2$ determines a ray in the world coordinate system, whose origin is the camera center of projection $o_t = t$, and whose direction is defined as $d_{t,p} = R_tK_t^{-1} \bar{p}$. We can express a 3D point along the viewing ray associated with $p$ at depth $t$ as $r_{t,p}(t) = o_t + td_{t,p}$. To render the color $I_{t,p} \in [0, 1]^3$ at pixel $p$, we sample $M$ discrete depth values $t_m$ along the ray within the near and far plane $[t_n, t_f]$, and query the radiance field $F_{\theta}$ at the underlying 3D points. The corresponding predicted color and volume density values $\{(c_m, \sigma_m)\}_{m=1}^M$ are then composited as,

$$I_{t,p} = \hat{I}(p; \theta, P_t) = \sum_{m=1}^M \alpha_m c_m \quad (3)$$

where

$$\alpha_m = T_m \left(1 - \exp(-\sigma_m \delta_m)\right) \quad (4)$$

$$T_m = \exp \left(-\sum_{m'=1}^m \sigma_{m'} \delta_{m'}\right). \quad (5)$$

$T_m$ denotes the accumulated transmittance along the ray from $t_n$ to $t_m$, and $\delta_m = t_{m+1} - t_m$ is the distance between adjacent samples. Similarly, the approximate depth of the scene viewed from pixel $p$ is obtained as,

$$\hat{z}_{t,p} = \hat{z}(p; \theta, P_t) = \sum_{m=1}^M \alpha_m t_m \quad (6)$$

Here, $\hat{I}$ and $\hat{z}$ denote the RGB and depth rendering functions. In practice, NeRF [30] trains two MLPs, a coarse network $F_{\theta}^{c}$ and a fine network $F_{\theta}^{f}$, where the former is used to guide sampling along the ray for the latter, thereby enabling more accurate estimation of (3)-(6).

**Photometric loss:** Given a dataset of $n$ RGB images $I = \{I_1, I_2, ..., I_n\}$ of a scene with initial noisy poses $\hat{P} = \{\hat{P}_1, \hat{P}_2, ..., \hat{P}_n\}$, previous approaches [9, 24, 48, 50] optimize the radiance field function $F_{\theta}$ along with the camera pose estimates $\hat{P}$ using a photometric loss as follows,

$$L_{\text{photo}}(\theta, \hat{P}) = \frac{1}{n} \sum_{i=1}^n \sum_p \left\|I_i(p) - \hat{I}(p; \theta, \hat{P}_i)\right\|^2_2 \quad (7)$$

While this works well with dense views, it fails in the sparse regime. We propose an approach to effectively refine the poses and train the neural field for this challenging scenario.

**4. Method**

This work addresses the challenge of novel view synthesis based on neural implicit representations, in the sparse-view regime. In particular, we assume access to only *sparse input views with noisy camera pose estimates*. The training image collection contains few images (as low as 3) and they present large viewpoint variations.

This leads to two major challenges: (i) given only few input images, the NeRF model [30] instantly overfits to the training views without learning a meaningful 3D geometry, even with perfect input camera poses [19, 22, 32]. As shown in Fig. 1, this leads to degenerate novel view renderings, including for similar train/test viewing directions. The problem becomes amplified when considering noisy input camera poses. (ii) Previous pose-NeRF refinement approaches [5, 9, 24, 48, 50] were designed considering a dense coverage of the 3D space, i.e., many input views. They apply their training objectives, e.g., the photometric loss (7), on each training image independently. However, in the sparse-view regime, i.e., where the 3D space is under-constrained, such supervision is often too weak for the pose/NeRF system to converge to a *globally consistent* geometric solution. Failure to correctly register the training poses also leads to poor novel view rendering quality (see Fig. 1, 4).

We propose SPARF, a simple, yet effective training strategy to jointly learn the scene representation and refine the initial training poses, tailored for the sparse-view scenario. As the prominent source of inspiration, we draw from well-established principles of multi-view geometry [17], which we adapt to the NeRF framework. In Sec. 4.1, we introduce our *multi-view correspondence objective* as the main driving signal for the joint pose-NeRF training. By relying on pixel correspondences between the training views, the loss enforces convergence to a global and accurate geometric solution consistent across all training views, thereby solving both challenges (i) and (ii). Moreover, in Sec. 4.2 we propose an additional term, i.e. the *depth consistency loss*,
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which encourages the learned scene geometry to be consistent across all viewpoints, including those for which no RGB supervision is available. In doing so, it boosts novel-view rendering quality, further tackling the overfitting problem (i). We present our final training strategy in Sec. 4.3 and visualize our approach in Fig. 2.

4.1. Multi-View Correspondence Loss

Directly overfitting on the training images leads to a corrupted neural radiance field collapsing towards the provided views, even when assuming perfect camera poses [11, 19, 32]. With noisy input poses, the problem becomes amplified, making it impossible to use the photometric loss (7) as the main signal for the joint pose-NeRF training. We propose a training objective, the multi-view correspondence loss, to enforce learning a globally consistent 3D solution over the optimized scene geometry and camera poses.

Multi-view geometry constraint: We draw inspiration from principles of multi-view geometry [17]. We assume that given an image pair \((I_i, I_j)\), we can obtain pairs of matching pixels \(p \in I_i\) and \(q \in I_j\). We then compute estimates of the depth at both pixels \(\hat{z}_{i,p} = \hat{z}(p; \theta, \hat{P}_i)\) and \(\hat{z}_{j,q} = \hat{z}(q; \theta, \hat{P}_j)\) according to eq. (6). Principles of multi-view geometry dictate that both pixels must backproject to the same 3D point in the world coordinate system. This is formulated as \(\hat{P}_j\pi^{-1}(q, \hat{z}_{j,q}) = \hat{P}_i\pi^{-1}(p, \hat{z}_{i,p})\). However, when translating this constraint into a training objective, the magnitude of the loss is subject to large variations depending on the scene scale and the initial camera poses, requiring a tedious tuning of the loss weighting.

Training objective: We instead project the 3D points back to image space, therefore minimizing the distance between pixels rather than directly in 3D space. We illustrate this objective in Fig. 2 (steps 1-2). For a randomly sampled training image pair \((I_i, I_j)\), our multi-view correspondence objective is formulated as

\[
L_p = w_p \rho \left( q - \pi \left( \hat{P}_j^{-1} \hat{P}_i \pi^{-1}(p, \hat{z}(p; \theta, \hat{P}_i)) \right) \right) \quad (8)
\]

Here \(\rho\) denotes the Huber loss function [18] and \(w_p \in [0, 1]\) is the confidence associated with the correspondence \((p, q)\), which we obtain as detailed below. We additionally define the set \(V = \{ p : w_p \geq k \}\), where \(k = 0.95\). The homogenization operations were omitted for clarity.

Our loss serves two purposes. By connecting the training images through correspondences, our multi-view correspondence objective enforces the learned geometry and camera poses to converge to a solution geometrically consistent across all training images. This is unlike the photometric loss (7) which applies supervision on each training image independently. Moreover, the underlying constraint is only satisfied if the learned 3D points converge to the true reconstructed scene (up to a similarity). As such, the objective (8) provides direct supervision on the rendered depth (6), implicitly enforcing it to be close to the surface.

Correspondence prediction: Any classical [27, 35] or learned [13,36,42,44,45] matching approach could be used to obtain the matches relating pairs of training views. We rely on a pre-trained dense correspondence regression network, in particular PDC-Net [43]. It predicts a match \(q\) for each pixel \(p\), along with a confidence \(w_p\). We found...
the high number of accurate matches to be beneficial for our joint pose-NeRF refinement. Similar conclusions were derived in the context of dense versus sparse depth supervision [11,34]. The dense correspondence map also implicitly imposes a smoothness prior to the rendered depth. In suppl., we present results using a sparse matcher [12,36] instead.

4.2. Improving Geometry at Unobserved Views

The multi-view correspondence loss favors a global and geometrically accurate solution, consistent across all training images. Nevertheless, the reconstructed scene often still suffers from inconsistencies when seen from novel viewpoints. For those, no RGB supervision is available during training. We propose an additional training objective, the depth consistency loss, which encourages the learned geometry to be consistent from any viewing direction.

**Depth consistency loss:** The main idea is to use the depth maps rendered from the training viewpoints to create pseudo-depth supervision for novel, unseen viewpoints (Fig. 3, step 3). We sample a virtual pose \( P_{\text{un}} \), in practice obtained as an interpolation between the poses of two close-by training views. For a pixel \( p \) in a sampled training image \( I_i \), \( r_p^{\text{un}} = P_{\text{un}}^{-1} \hat{P}_i \pi^{-1}(p, \hat{z}(p; \theta, \hat{P}_i)) \) is the corresponding 3D point in the coordinate system of the unseen view \( P_{\text{un}} \). \( y \in \mathbb{R}^2 \) denotes its pixel projection in view \( P_{\text{un}} \) as \( y = \pi(r_p^{\text{un}}) \), and \( \hat{z}_y \) is its projected depth in \( P_{\text{un}} \), i.e. \( z_y = [r_p^{\text{un}}]_3 \), where \([p]_3\) refers to taking the third coordinate of the vector. We formulate our depth consistency loss as,

\[
L_{\text{DCons}}(\theta) = \sum_p \gamma_y \rho(\hat{z}_y - \hat{z}(y; \theta, P_{\text{un}})).
\]  

(9)

To account for occlusion and out-of-view projections in which (9) is invalid, we have included a visibility mask \( \gamma_y \in [0, 1] \). We explain its definition in the section below.

Since the pseudo-depth supervision \( \hat{z}_y \) is created from renderings, it is subjective to errors. For this reason, we find it important to backpropagate through the pseudo-supervision \( y \) and \( \hat{z}_y \). Note that we however do not backpropagate through the pose estimate \( \hat{P}_i \). Moreover, as verified experimentally in Tab. 2, our depth consistency objective (9) is complementary to our multi-view correspondence loss (8), the latter enforcing an accurate reconstructed geometry while the former ensures it is consistent from any viewpoint.

**Visibility mask \( \gamma_y \):** We first exclude points if their pixel projections \( y \) is outside of the virtual view, by setting the mask as \( \gamma_y = 0 \). The depth consistency loss is also invalid for pixels that are occluded by the reconstructed scene in the virtual view. To identify these occluded pixels, we follow the strategy of [10]. In particular, we check whether there are occupied regions on the ray between the camera center \( o_{\text{un}} \) of \( P_{\text{un}} \) and the 3D point \( r_{\text{un},y}(z_y) \) at depth \( z_y \). We compute how occluded a 3D point is with its transmittance (5) in the unseen view, as \( \gamma_y = T_{\text{un},z_y} \). Intuitively, \( \gamma_y \) is close to 1 if there is no point with a large density between the camera center \( o_{\text{un}} \) and \( r_{\text{un},y}(z_y) \), otherwise it is close to 0. Next, we present our overall training framework.

4.3. Training Framework

**Staged training:** Our final training objective is formulated as \( L(\theta, P) = L_{\text{photo}}(\theta, P) + \lambda_L L_{\text{MVCorr}}(\theta, P) + \lambda_d L_{\text{DCons}}(\theta) \), where \( \lambda_L \) and \( \lambda_d \) are predefined weighting factors. The training is split into two stages. In the first part, the pose estimates are trained jointly with the coarse MLP \( F_{\theta} \). However, due to the exploration of the pose space at the early stages of training, the learned scene tends to showcase blurry surfaces. As a result, in the second training stage, we freeze the pose estimates and train both the coarse and fine networks \( F_{\theta} \) and \( F_{\theta}^{\text{fin}} \). This ensures that the fine network learns a sharp geometry, benefiting from the pre-trained coarse network. From a practical perspective, our training objectives can be integrated at a low computational cost, since the RGB or depth pixel renderings (3)-(6) can be shared between the three loss terms.

**Coarse-to-fine positional encoding:** In BARF [24], Lin et al. propose to gradually activate the high-frequency components of the positional encodings (2) over the course of the optimization. We refer the reader to [24] for the exact formulation. While originally proposed in the context of pose refinement, we found that this strategy is also extremely beneficial in the sparse-view setting, even when the poses are fixed. It prevents the network from immediately overfitting to the training images, thereby avoiding the worst degenerate geometries. We therefore adopt this coarse-to-fine positional encoding approach as default.

5. Experimental Results

We evaluate the proposed SPARF for novel-view rendering in the few-view setting, in particular when only three input views are available. Results with different numbers of views are provided in suppl. We extensively analyze our method and compare it to earlier approaches, setting a new state of the art on multiple datasets. Further results, visualizations, and implementation details are provided in suppl.

5.1. Experimental Settings

**Datasets and metrics:** We report results on the DTU [20], LLFF [38] and Replica [39] datasets, for the challenging scenario of 3 input views. DTU is composed of complex object-level scenes with wide-baseline views spanning a half hemisphere. We adhere to the protocol of [53] and evaluate on their reported test split of 15 scenes. Following [32], we additionally evaluate all methods with the object masks applied to the rendered images, to avoid penalizing methods for incorrect background predictions. On LLFF, we follow community standards [30] and use every 8th image as
the test set. We sample the training views evenly from the remaining images. For the Replica dataset, which depicts videos of room-scale indoor scenes, we subsample every $k^{th}$ frame, from which we randomly select a triplet of consecutive training images. As metrics, we report the average rotation and translation errors for pose registration, and PSNR, SSIM [47] and LPIPS [57] for view synthesis. On the DTU and Replica datasets, we additionally compare the rendered depth with the available ground-truth depth and compute the mean depth absolute error (DE).

### Implementation details

We train our approach for 100K iterations, which takes about 10 hours on a single A100 GPU. As pose parametrization, we adopt the continuous 6-vector representation [58] for the rotation and directly optimize the translation vector. We provide all training hyperparameters in the supplementary.

### 5.2. Method Analysis

We first perform a comprehensive analysis of our approach, on DTU [20], considering only 3 input views.

**Impact of positional encoding:** Training on sparse input views using the standard NeRF [30] immediately overfits to the provided images, even with perfect poses. We noticed that the overfitting is largely due to the high-frequency positional encodings (PE), and thus experimented with different PE strategies. We present the results in Tab. 1. The standard NeRF (I) with high-frequency PE [30] leads to degenerate geometry and novel view renderings. In (II), using a simplified MLP makes little difference. While training without PE (III) largely prevents overfitting, the coarse-to-fine PE strategy [24] leads to the best result, as shown in (IV).

**Ablation study:** In Tab. 2, we ablate the key components of our approach, here assuming fixed ground-truth poses. Adding our multi-view correspondence loss (8) results in drastically better performance on all metrics. Including our depth-consistency module (9) further leads to a small improvement, achieving the best performance overall. Also note that our depth-consistency module (9) works best in collaboration with our multi-view correspondences loss (8) since the latter is needed to learn an accurate geometry.

**Intuition on pose-NeRF training losses:** We hypothesize that, in the sparse-view regime, it is crucial to enforce an explicit geometric connection between the different training images and their underlying scene geometry. This is not the case in (I), where the depth loss favors per-image locally accurate geometry, but the NeRF/poses do not converge to a global solution, because the optimized poses and geometry of the different images are disjoint. Instead, supervising the learned 3D points of each training image to be equal to the ground-truth 3D points in (B) solves this issue, by enforcing the system to converge to a global (unique) geometric solution.

### Comparison of losses for pose-NeRF training:

In Tab. 3 bottom part, we then compare our loss (8) to objectives commonly used for joint pose-NeRF training. The photometric loss (‘’) (III), even associated with a mask/silhouette

![Figure 3.](image-url)
loss [5, 23, 56] in (IV), completely fails to register the poses, thus leading to poor novel-view synthesis performance. This is in line with our hypothesis that it is important to explicitly exploit the geometric relation between the training views for successful registration. Moreover, because the 3D space is under-constrained in the sparse-view regime, multiple neighboring poses can lead to similar mask losses. While our multi-view correspondence loss (8) alone (V) already drastically outperforms the photometric loss (III) in terms of pose and learned geometry (depth error), combining the two in (VI) leads to the best performance. This is because, through the correspondences, our approach favors a NeRF/pose solution consistent across all training images. Note that this version neither includes our depth consistency loss (9) (Sec. 4.2) nor our staged training (Sec. 4.3).

5.3. Comparison to SOTA with Noisy Poses

Here, we evaluate SPARF, our joint pose and NeRF training approach. Results with different pose initialization schemes are presented in the supplementary.

Baselines: We compare to BARF [24], the state-of-the-art in pose-NeRF refinement when assuming dense input views. It is representative of a line of approaches [9, 24, 29, 48, 50] using the photometric loss (7) as the main signal. We also experiment with adding the depth regularization loss of [32] or the ray sparsity loss of [4] to BARF, which we denote as RegBARF and DistBARF respectively. We additionally compare to SCNeRF [21], which uses a geometric loss based on correspondences, minimizing the rays’ intersection re-projection error. For a fair comparison, we integrate coarse-to-fine PE [24] (Sec. 4.3) in all methods.

Results on DTU: Following [9, 24, 50], for each scene, we synthetically perturb the ground-truth camera poses with 15% of additive gaussian noise. The initial poses thus have an average rotation and translation error of 15\(\degree\) and 70 repectively. We show initial and optimized poses in Fig. 5. From the results in Tab. 4 and Fig. 4A, we observe that BARF, RegBARF, and DistBARF completely fail to register the poses, leading to poor view-synthesis quality. SCNeRF’s geometric loss performs better at registering the poses but the learned scene still suffers from many inconsistencies. This is because SCNeRF’s loss [21] does not influence the learned radiance field function, and thus, cannot prevent the NeRF model from overfitting to the sparse input views. Since our multi-view correspondence loss (8) acts on both the camera pose estimates and the learned neural field by enforcing them to fit the correspondence constraint, it leads to an accurate reconstructed scene. Our approach SPARF hence significantly outperforms all others both in novel-view rendering quality and pose registration.

Results on LLFF: The LLFF dataset consists of 8 complex forward-facing scenes. Following [24], we initialize all camera poses with the identity transformation and present results in Tab. 5. In [24], Lin et al. show that BARF almost perfectly registers the camera poses given dense input views. However, we show here that it strug-

![Table 3. Comparison of training objectives for joint pose-NeRF refinement on DTU [20] with initial noisy poses (3 views). Rotation errors are in degree and translation errors are multiplied by 100. Results in (·) are computed by masking the background.](image)

![Figure 4. Novel-view rendering (RGB and depth). The input (not shown here) contains 3 images with initial noisy camera poses.](image)

![Figure 5. Optimized poses on DTU with 3 input views. We compare the ground-truth poses (in pink) with the optimized ones (in blue). In the first column, the initial noisy poses are in blue.](image)
2.04 11.6
0.53 2.8
17.47 0.48 0.37
1.93 11.4
18.57 0.52 0.36
19.58 0.61 0.31
17.10 0.45 0.40

Fixed poses obtained
Rot (°)
DistBARF [24, 32]
6.01 27.01 0.33 0.73
1.52 5.0
14.69 0.34 0.49
1.93 11.4
17.10 0.45 0.40
19.58 0.61 0.31
16.17 0.44 0.51
18.30 0.80 0.32 1.33
15.33 (18.69) 0.62 (0.75) 0.34 (0.19) 19.08 0.59 0.34

Table 5. Evaluation on the forward-facing dataset LLFF [38] (3 views) starting from initial identity poses.

| Method | Rot (°) | Trans (×100) | PSNR | SSIM | LPIPS | DE |
|--------|---------|--------------|------|------|-------|----|
| F NeRF [30] | Fixed poses obtained | 20.99 0.73 0.32 1.33 |
| DS-NeRF [11] | from COLMAP (run w. | 23.52 0.81 0.20 0.99 |
| SPARF (Ours) | PDC-Net [33] matches | 25.03 0.84 0.15 0.66 |
| R BARF [32] | 3.35 16.96 | 20.73 0.72 0.30 0.84 |
| RegBARF [24, 32] | 3.66 20.87 | 20.00 0.70 0.32 1.00 |
| DistBARF [4, 24] | 2.36 7.73 | 22.46 0.77 0.23 0.47 |
| SCNeRF [21] | 0.65 4.12 | 22.54 0.79 0.24 0.73 |
| DS-NeRF [11] | 1.30 5.04 | 24.75 0.83 0.20 0.69 |
| SPARF (Ours) | 0.15 0.76 | 26.98 0.88 0.13 0.36 |

Table 6. Evaluation on Replica [39] (3 views) with initial poses obtained by COLMAP [37, 43]. The initial rotation and translation errors are 0.39° and 3.01 respectively. In the bottom part (R), the poses are refined along with training the NeRF. For comparison, in the top part (G), we use fixed ground-truth poses. The best and second-best results are in red and blue respectively.

Results on Replica: To demonstrate that our approach is also applicable to non-forward-facing indoor scenes, we evaluate on the Replica dataset in Tab. 6 and Fig. 4C. As pose initialization, we use COLMAP [37] with improved matches, i.e. using PDC-Net [43]. The initial pose estimates therefore have an average rotation and translation error of respectively 0.39° and 3.01. Comparing the top (G) and middle part (F) of Tab. 6, we show that even such a low initial error impacts the novel-view rendering quality when using fixed poses. In the bottom part (R), our pose-NeRF training strategy leads to the best results, matching the accuracy obtained by our approach with perfect poses (top row, G).

5.4. Comparison to SOTA with Ground-Truth Poses

Finally, we show that our approach brings significant improvement in novel view rendering quality even when considering fixed ground-truth poses.

Baselines: We compare to works specifically designed to tackle per-scene few-shot novel view rendering, namely DietNeRF [19], DS-NeRF [11], InfoNeRF [22] and RegNeRF [32], along with the standard NeRF [30] and MipNeRF [3]. For completeness, we also compare against a state-of-the-art conditional model, PixelNeRF [53], trained on DTU [20] and further finetuned per-scene on LLFF [38].

Results: We present results on DTU and LLFF in Tab. 7. Compared to previous per-scene approaches [19, 22, 32] that only apply different regularization to the learned scene, our multi-view correspondence loss (5) provides a strong supervision on the rendered depth, implicitly encouraging it to be close to the true surface. Our depth consistency objective (9) further boosts the performance, by directly enforcing the learned scene to be consistent from any viewpoint.

As a result, our approach SPARF performs best compared to all baselines on both datasets and for all metrics. The only exception is PSNR on the whole image compared to conditional model PixelNeRF [53]. This is because DTU has black backgrounds, where a wrong color prediction (like in Fig. 4A for SPARF) has a large impact on the PSNR value. For conditional models which rely on feature projections, it is easier to predict a correct background color. However, most real-world applications are more interested in accurately reconstructing the object of interest than the background. When evaluated only in the object region, our SPARF obtains 3.24dB higher PSNR than PixelNeRF.

6. Conclusion

We propose SPARF, a joint pose-NeRF training strategy capable of producing realistic novel-view renderings given few wide-baseline input images with noisy camera pose estimates. By integrating two novel objectives inspired by multi-view geometry principles, we set a new state of the art on three challenging datasets.

Limitations and future work: Our approach is only applicable to input image collections where each image has visible regions with at least one other. Moreover, the performance of our method depends on the quality of the matching network. Filtering strategies or per-scene online refinement of the correspondence network thus appear as promising future directions. An interesting direction is also to refine the camera intrinsics and distortion parameters along with the extrinsics. Finally, using voxel grids to encode the radiance field [31] instead of an MLP could lead to faster convergence, and potentially even better results.
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