An Improved SIFT Algorithm for Monocular Vision Positioning
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Abstract. In view of the high real-time and accuracy requirements of the monocular hand-eye vision system in the positioning process, and in the case that the existing image matching algorithm can not meet these two requirements well at the same time, this paper improves the SIFT feature matching algorithm based on local features. First, the corner points determined in the Harris operator are used instead of the key points determined by the SIFT algorithm as feature points in the template image and the image to be matched. Then, a 32-dimensional feature description vector is constructed for each of the selected feature points through a Gaussian circular window. In the registration phase, the Euclidean distance is used as a measure function to match the 32-dimensional feature descriptors. Finally, 100 template images acquired by the monocular hand-eye vision experimental platform are used to test the matching effect of the improved SIFT algorithm, which proves that the improved algorithm has higher improvement in matching time and registration accuracy than the original algorithm. It is applicable to image registration for monocular vision positioning in industrial practice.
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1. Introduction

In industrial production, vision is an important source of information for industrial robots to perceive the external environment[1]. The vision-guided positioning technology has good performances such as non-contact, high efficiency and fast dynamic response, which greatly improves the flexibility and operational flexibility of industrial robots[2-3]. Binocular stereo vision acquires the three-dimensional geometric information of the target point based on the principle of parallax, and the measurement accuracy of the target is high[4], but the hardware system is relatively complicated[5]. The monocular Eye-in-hand system has a simple structure, ensuring that the field of view of the industrial robot is unobstructed during the operation, and the detection area can be changed with the movement of the robot, It’s widely used in the grasping and placement, the peg-hole alignment and the high-precision self-assembly system[6-8].

Target detection is one of the core problems of monocular vision positioning[9]. Image matching is the key technology to achieve target detection. The matching algorithm directly affects the final effect of visual positioning[10]. The SIFT (Scale Invariant Feature Transform) algorithm based on local
features has the invariance of scale, rotation and translation, and can suppress the influence of noise and viewing angle change to a certain extent. It is a well-known image matching algorithm. However, the computational complexity of SIFT algorithm is high, and in most cases, the real-time requirements of industrial robots cannot be met. To this end, many scholars have invested in research to improve the SIFT algorithm. The literature uses principal component analysis (PCA) to represent high-dimensional data in low-dimensional subspaces and compress vector dimensions. This method effectively exploits the advantages of PCA technology, but increases the workload of training the projection matrix. In [15], the 60-dimensional square neighborhood descriptor is used to reduce the dimension of the descriptor, which increases the statistical range of the neighborhood pixel and enhances the uniqueness of the feature descriptor. The algorithm has improved in real-time, but it has high requirements for the environment of image acquisition, and it is not suitable for the case where the disturbance of working conditions in industrial production is uncertain. In [16], a circular window is used as a descriptor, and each feature point is represented by a 12-dimensional feature vector, which achieves a large dimensionality reduction, but the matching accuracy is not high in a complex scene. The literature considers that Harris corner points are simple to calculate and are not affected by illumination, rotation and noise. When improving the SIFT algorithm, the Harris algorithm is combined to achieve fast and robust image registration. However, when the unknown image rotation changes greatly, the mismatch rate increases.

In the case of fully considering the advantages and disadvantages of the SIFT algorithm, the corner points determined by the Harris operator are used to replace the key points determined by the SIFT algorithm in the template image and the image to be matched, so that these feature points are equipped with Harris anti-radiative transformation and the rotation invariance of SIFT at the same time. Then construct a 32-dimensional feature descriptor for these corner points through a Gaussian circular window, and reduce the dimension of the feature description vector in the original SIFT algorithm. Finally, the RANSAC algorithm is used to eliminate the mismatch point. The experimental results show that the improved SIFT image matching algorithm can meet the requirements of practicality and real-time in monocular vision positioning.

2. SIFT algorithm
The SIFT algorithm remains invariant to scale scaling, rotation, and even perspective changes. It is the most stable algorithm among many feature-based image matching algorithms. The main flow of the algorithm is shown in Figure 1.
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**Figure 1.** Flow chart of SIFT algorithm

Feature point detection: construct a scale space, determine and detect extreme points, remove the unstable points, including low-contrast points and edge response points, and then the remaining extreme points are the determined feature points. Feature point description: This feature point is characterized by calculating the amplitude and direction of the feature point gradient, and three information of scale, position and direction are determined for all feature points. The corresponding feature descriptor is established for each feature point by using 128-dimensional vector. Feature point matching: Match the feature points extracted in the template image and the image to be matched with a similarity measure function, such as the Euclidean distance ratio.
3. Improved SIFT algorithm

In the process of feature point extraction, the SIFT algorithm has to convolute the image with the Gaussian kernel function multiple times, so there is a problem that the calculation amount is large and the time is long. Moreover, the matching precision of the algorithm is insufficient to some extent, and mismatch may happen during the process of feature point matching. Therefore, an improved SIFT algorithm is proposed in this paper. In the extraction of feature points, the key points determined by the SIFT algorithm are not used, instead, the corner points determined in the Harris algorithm are employed, and a 32-dimensional feature description vector is constructed for these corner points through a Gaussian circular window to reduce the dimension of the feature description vector in the original SIFT algorithm. At the same time, the RANSAC algorithm is used to remove the mismatching point, which improves the matching precision of the algorithm.

3.1. Basic Steps of the Improved SIFT Algorithm

(1) The Harris operator is used to extract the corner points of the template image and the image to be matched, respectively. A set of corner points are established.

(2) For all the corner points determined in (1), the Gaussian circular window is used to construct a 32-dimensional feature descriptor for each of them.

(3) The Euclidean distance ratio is employed to match the feature descriptor determined in both the template image and the image to be matched.

(4) The RANSAC\(^\text{[21]}\) algorithm is used to remove the mismatched points.

3.2. Harris Operator for Corner Extraction

The corner extraction of the Harris operator is determined by equations (1) and (2).

\[
R = \det M - k(\text{trace}M)^2
\]

\[
M = \begin{bmatrix}
I_x^2 & I_x I_y \\
I_x I_y & I_y^2
\end{bmatrix}
\]

Where \(I_x\) is the derivative of the point \((x, y)\) in the \(x\) direction in the image; \(I_y\) is the derivative of the point \((x, y)\) in the \(y\) direction in the image, \(a\) and \(b\) are the two eigenvalues of \(M\). In the formula (1), \(\det M\) represents the determinant of \(M\), which is equal to the sum of \(a\) and \(b\). \(\text{trace}M\) represents the trace of \(M\), which is equal to the product of \(a\) and \(b\). \(k\) is a constant (typically 0.04-0.06). When the value of \(R\) is greater than a certain threshold value and a local extremum is obtained within a certain neighborhood, it is marked as a corner point.

3.3. Establishment of a 32-Dimensional Feature Descriptor

In this paper, a Gaussian circular window is used to establish a 32-dimensional feature description vector for selected feature points, which reduces the dimension of feature descriptors in the original SIFT algorithm.

Figure 2 is a schematic diagram of establishing the neighborhood of feature points. In the algorithm, the feature point is used as the origin, \(\theta\) is the polar angle to construct a two-dimensional coordinate system, which is divided into 32 sub-regions by the feature point neighborhood, and the feature vectors \(TH(x, y) = (HR_1, HR_2, \ldots, HR_{32})\) are standardized, the 32-dimensional feature descriptor is created for each feature point. Moreover, after being normalized, the feature descriptor has good adaptability to the unknown image that has been fuzzy transformed.
\[ HR_i = \frac{1}{NR_i} \sum_{(x,y) \in R_i} \text{trace}(x,y) \]  

(3)

Where \( NR_i \) represents the sum of the pixel points contained in each sub-area, and \((x, y)\) is the two-dimensional coordinates of the pixel points.

\[ \theta = a \tan \left( \frac{y - y_c}{x - x_c} \right) \]  

(4)

Where \( x_c \) and \( y_c \) are the coordinates of the feature points.

4. Experimental results and analysis

The experimental environment is Intel (R) Core (TM) i5 -2450M CPU@2.5GHZ processor, 4.00GB memory, simulation platform Matlab2010b, operating system Windows7. 100 template images were collected from the experimental platform of monocular hand-eye vision, including rotation transformation and scaling transformation fuzzy transformation. The collected template images were used for simulation, the performance of the proposed algorithm is evaluated in terms of total running time of the algorithm and matching accuracy.
The 100 collected template images were used for experiments, and the experimental results reveals that the improved algorithm is about 20% to 40% of the original SIFT algorithm in matching time (see Figure 4), and the registration accuracy rate (see Figure 5) is significantly higher than the original algorithm.

5. Conclusion
The improved SIFT algorithm uses the corner points determined by the Harris operator as feature points, avoids the large amount of convolution calculations required by the original SIFT algorithm, reduces the computational complexity, At the same time, the 32-dimensional feature descriptor is constructed by Gaussian circular window, which reduces the dimension of the original SIFT algorithm descriptor. Experiments show that the time consumed by the improved SIFT algorithm matching is 20% to 40% of
the original algorithm, and the matching accuracy is significantly improved compared with the original algorithm.
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