On the shifted convolution problem in mean

Eeva Suvitie

Abstract

We study the following mean value of the shifted convolution problem:

$$\sum_{f \sim F} \sum_{n \sim N} \left| \sum_{l \sim L} t(n + l) t(n + l + f) \right|^2,$$

over the Hecke eigenvalues of a fixed non-holomorphic cusp form with quantities $N \geq 1$, $1 \leq L \leq N^{1-\varepsilon}$ and $1 \leq F \ll N^{2/5}$. We attain a result also for a weighted case. Furthermore, we point out that the proof yields analogous upper bounds for the shifted convolution problem over the Fourier coefficients of a fixed holomorphic cusp form in mean.
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1 Introduction

The additive divisor problem and its analogs to the Fourier coefficients of cusp forms, together called the shifted convolution problem, have been under thorough study starting from the early 20th century. A brief survey of the history is given in our previous paper [24], leaning heavily on works by Blomer and Harcos [11] and Motohashi [21].

In [24] we study this problem in a mean value sense, the motivation arising from Jutila’s paper [11], where he examines the shifted convolution problem over the Fourier coefficients of a holomorphic cusp form. His study leads to needing an estimate for the mean value

$$\sum_{0 \leq f \leq F} \left| \sum_{1 \leq n \leq N} a(n)a(n + f) \right|^2$$
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over the same Fourier coefficients (Lemma 3), a similar argument yielding also the following estimate for a triple sum:

\[
\sum_{0 \leq f \leq F} \sum_{1 \leq n \leq N} \sum_{1 \leq l \leq L} a(n + l)\overline{a(n + f + l)} \ll (N + F)^k N^k L \tag{1}
\]

for all \(N, F \geq 1\) and \(1 \leq L \leq N\). Instantaneously the proof gives also an upper bound for the analogous sum over the Hecke eigenvalues of a non-holomorphic cusp form in mean, as stated in Lemma 6 of [12]: For \(N, F \geq 1\) and \(1 \leq L \leq N\)

\[
\sum_{0 \leq f \leq F} \sum_{1 \leq n \leq N} \sum_{1 \leq l \leq L} t(n + l)t(n + f + l) \ll (N + F)^{1+\varepsilon} NL. \tag{2}
\]

The novelty in the estimation of the triple sum lies in its sensitivity of the size of the innermost sum over \(l\). A similar result, sensitive for the size of the shift, is needed in the doctoral thesis of the author ([23], Lemma 3.4). Also, an analogous result in a more general setting appears on p. 81 in the paper [2] by Blomer, Harcos and Michel, leading to the same bounds (1), (2). In the three papers [2], [11], [12] the motivation underlying the study of the mean values, including either double or triple sums, has been to obtain information about the upper bounds of the original shifted convolution sums, while on the other hand the author needed her estimate in [23] to estimate a certain spectral sum over inner products involving a holomorphic cusp form and Maass forms.

However, applying the earlier proofs seemed problematic when it came to extending the results to the analogous case of the additive divisor problem. In our paper [24] we were able to prove the following result: Let \(N \geq 1\), \(1 \leq L \leq N\) and \(1 \leq F \ll N^{1-\varepsilon}\). Then

\[
\sum_{f \sim F} \sum_{n \sim N} \sum_{l \sim L} \left| \sum_{d \mid (n + l)} d(n + l + f) - \frac{6}{\pi^2} \int_{(L+n)/f}^{(2L+n)/f} m(x; f) \, dx \right|^2 \ll N^{2+\varepsilon} + N^{1+\varepsilon} LF. \tag{3}
\]

Here \(m(x; f)\) is as in (1.12) in [21], and the notation \(m \sim M\) stands for \(M < m \leq 2M\). Following the analogous proof for the case of a holomorphic cusp form we also immediately attained

\[
\sum_{f \sim F} \sum_{n \sim N} \sum_{l \sim L} a(n + l)\overline{a(n + l + f)} \ll N^{2k+\varepsilon} + N^{2k-1+\varepsilon} LF \tag{4}
\]

for \(N \geq 1\), \(1 \leq L \leq N\) and \(1 \leq F \ll N^{1-\varepsilon}\). In the case of a non-holomorphic cusp form we faced the problem of lacking a proper analogy for the spectral decomposition of the shifted convolution sum in question, crucial to our proof. In this case a spectral decomposition exists, but there appears also an arithmetic correction term, which leads to additional problems. Therefore we just stated the following conjecture:
Conjecture 1.1. Let $N \geq 1$, $1 \leq L \leq N$ and $1 \leq F \ll N^{1-\varepsilon}$. Then
\[
\sum_{f \sim F} \sum_{n \sim N} \left| \sum_{l \sim L} t(n+l)t(n+l+f) \right|^2 \ll N^{2+\varepsilon} + N^{1+\varepsilon}LF.
\]

In this paper we attack this conjecture through Jutila’s version of the classical circle method, aiming at a unified bound for all three cases of triple sums.

2 Results

The following notation will be adopted: Vinogradov’s relation $f(z) \ll g(z)$ is another notation for $f(z) = O(g(z))$. We let $\varepsilon$ stand generally for a small positive number, not necessarily the same at each occurrence.

Jutila’s version of the circle method was originally introduced in [11], based on a well-distribution property for rational numbers examined in [9]. It was further generalized in [14], [15] and [16], the last two standing out as our primary guides during the course of our proof. As in [15] we interpret our sum inside the square as a Fourier coefficient of a suitable continuous function $\psi$ of period 1;
\[
b_f = \int_0^1 \psi(x)e(-fx) \, dx,
\]
that we estimate through an approximation built as follows: We let $Q > 0$ be some large parameter and $w(q)$ stand for a function such that $0 \leq w(q) \leq 1$ for all natural numbers $q$. Moreover we let $w(q) = 0$ for $q \notin [Q, 2Q]$ and choose $w$ so that
\[
\Lambda = \sum_{q=1}^{\infty} w(q)\phi(q) \gg Q^2
\]
with $\phi$ standing for Euler’s totient function. We let $\Delta \in (0, 1/3)$ be another parameter, and let $0 \leq \nu(x) \ll 1$ stand for a piecewise monotonic continuous function supported in the interval $[-\Delta, -\Delta/2]$, satisfying
\[
\frac{1}{2\Delta} \int_{-\infty}^{\infty} \nu(x) \, dx = 1.
\]
We denote $2\Delta \Lambda$ by $\lambda$. Then we define an approximation for the characteristic function of the interval $[0, 1]$;
\[
\chi^*(x) = \frac{1}{\lambda} \sum_{q=1}^{\infty} \nu^* \left( \frac{a}{q} - x \right),
\]
where $\nu^*(x)$ is the extension of the function $\nu(x)$ to a periodic function with period 1. Now
\[
\chi^*(x) = 1 + \frac{1}{\lambda} \sum_{d=1}^{\infty} d \sum_{m \neq 0} a_{dm} e(-dmx) \sum_{r=1}^{\infty} w(dr)\mu(r),
\]
(6)
where the Fourier coefficients of \( \nu^* \) are denoted by \( a_\beta \) and \( \mu(r) \) stands for the Möbius function. The function \( \nu(x) \) can be chosen in such a way that
\[
a_\beta \ll (\beta A^+A + \Delta^{-1})^{-1}
\] (7)
for any large constant \( A > 0 \). Now an approximation to \( b_f \) is
\[
b^*_f = \int_0^1 \chi^*(x)\psi(x)e(-fx) \, dx,
\] (8)
whence we get
\[
b^*_f = \frac{1}{\lambda} \sum_{q=1}^\infty w(q) \sum_{(a,q)=1}^q \int_\infty^{-\infty} \nu \left( \frac{a}{q} - x \right) \psi(x)e(-fx) \, dx.
\] (9)
From Theorem 1 in [14] we have the estimate
\[
V = \int_0^1 (\chi^*(x) - \chi(x))^2 \, dx \ll \lambda^{-1} \log^3(\Delta^{-1});
\] (10)
note that our conditions on \( \nu(x) \) above suffice, although differing from those in [14].

In [15] Jutila utilized the bound (Th. 1, [15])
\[
\sum_{f=0}^F \beta_f b_f \ll \|\psi\|_\infty Q^{-A} + \max_{|\xi| \leq Q^{1+\epsilon}} \left| \sum_{f=0}^F \beta_f b^*_f \right|
\]
for the study of the shifted convolution problem over the Fourier coefficients of a non-holomorphic cusp form. Here \( A, \epsilon > 0 \) are any fixed constants, \( 0 \leq F \ll Q^c \) for some constant \( c > 0 \), \( \Delta \asymp Q^{-1} \) and the arbitrary complex numbers \( |\beta_f| \leq 1 \). In our case, however, the presence of the double sum and the square produces new problems and we need again a refined estimate for the difference \( b_f - b^*_f \), presented in Lemma 2.1 below.

We follow an unpublished preprint by Jutila [16], where the following deduction is made: We write (6) as
\[
\chi^*(x) = 1 - E(x),
\]
where
\[
E(x) = \sum_{\xi \neq 0} c_\xi e(-\xi x)
\]
with
\[
c_\xi = -\frac{a_\xi}{\lambda} \sum_{d|\xi} \sum_{r=1}^\infty w(dr)\mu(r) \ll \lambda^{-1} Q |a_\xi| d(\xi).
\] (11)
We note that for any non-negative integer \( k \)
\[
\chi(x) = 1 = \chi^*(x)(1 + E(x) + \ldots + E^k(x)) + E^{k+1}(x).
\] (12)
Now if we choose $\Delta = Q^{-1+\delta_2}$ for a small constant $\delta_2 > 0$ (unlike in (15)), then by (5), (7) and straightforward estimates
\[
E(x) = 1 - \chi^*(x) \ll Q^{-\varepsilon}.
\] (13)
Therefore, by (5) and (12), when we choose $k$ large enough,
\[
bf = b_j^* + \sum_{\xi} d_\xi b_j^* + O(||\psi||_\infty Q^{-A}),
\]
where
\[
d_\xi = \sum_{\xi_1, \xi_2 \neq 0} c_{\xi_1} c_{\xi_2} + \cdots + \sum_{\xi_1, \cdots, \xi_k \neq 0} c_{\xi_1} \cdots c_{\xi_k} + \begin{cases} 0, & \xi = 0, \\ c_\xi, & \xi \neq 0. \end{cases}
\]
On the other hand, the $\xi$th Fourier coefficient of $E_k(x), k \geq 2,$ is by (13)
\[
\int_0^1 E_k(x) e(-\xi x) dx \ll \int_0^1 |E^2(x)| dx = V,
\]
and hence by (10) and (11) always $d_\xi \ll Q^{-1} d(\xi)$. For large values of $\xi$ even more can be achieved, and we may truncate the $\xi$-sum above by using (7), (5) and the upper bound (11) for $c_\xi$, attaining

**Lemma 2.1** (Jutila). For all $f \in \mathbb{Z}$
\[
b_f = b_f^* + \sum_{|\xi| \leq Q} d_\xi b_f^* + O(||\psi||_\infty Q^{-A}),
\]
with the Fourier coefficients $d_\xi \ll Q^{-1} d(\xi)$.

In our study we shall first consider a weighted sum: We always let $N \geq 1$, $L \leq N^{1-\varepsilon}.$ Furthermore we let $L^{-1+\varepsilon} \leq \delta \leq 1/4$ and $0 \leq W_n(x) \leq 1$ be a real-valued smooth weight function supported on some interval $[BL + n, CL + n]$, where $1 \leq B \leq C \leq 2$ and $C - B \ll \delta$. We suppose $W_n^{(\nu)}(x) \ll \nu (\delta L)^{-\nu}$ for each $\nu \geq 0$ and $x \in \mathbb{R}$. Moreover we let $0 \leq W_n^0(x) \leq 1$ be a real-valued smooth weight function supported on some interval $[B'L + n, C'L + n]$, where $1/2 \leq B' \leq C' \leq 1, C' - B' \ll \delta$, and $(W_n^0)^{(\nu)}(x) \ll \nu (\delta L)^{-\nu}$ for each $\nu \geq 0$ and $x \in \mathbb{R}$. We choose $Q = \delta L N^{-\delta_1}$ for some fixed small $\delta_1 > 0$, and assume at first that $L \gg N^\varepsilon$ so that always $Q \gg N^\varepsilon$. Moreover, we let $\Delta = Q^{-1+\delta_1/2}$, that is, we specify $\delta_2 = \delta_1/2$ above. Finally, we let $\psi_n(\alpha)$ stand for the periodic function $S(W_n^0, \alpha)S(W_n, -\alpha)$ with
\[
S(W, \alpha) = \sum_{m=1}^{\infty} W(m) t(m) e(m\alpha).
\]
Now \( \psi_n(\alpha) \) depends on the variable \( n \), so we indicate this dependence also in its \( f \)th Fourier coefficient

\[
 b_f(n) = \sum_{m=1}^{\infty} t(m) t(m + f) W_n(m) W_0^0(m + f). 
\]

Now we proceed to present our results; the proofs are given in Sec. 4.

First, for the approximation of the weighted sum we have

**Lemma 2.2.** Let \( 1 \leq F \ll \delta L \). Then

\[
 \sum |b_f(n)|^2 \ll N^{3+\varepsilon}(\delta L)^{-2} + N^{2+\varepsilon} + N^{1+\varepsilon}\delta LF. 
\]

In case \( f = 0 \) we get

**Lemma 2.3.**

\[
 \sum |b_n(n)|^2 \ll N^{1+\varepsilon}(\delta L)^2.
\]

Combining the two lemmas above we get an auxiliary result

**Lemma 2.4.** We have

\[
 \sum |b_f(n)|^2 \ll \sum |b_f^*(n)|^2 + N^{3+\varepsilon}(\delta L)^{-3} + N^{2+\varepsilon}(\delta L)^{-1} + N^{1+\varepsilon}\delta L
\]

uniformly for \( 1 \leq f \ll \delta L \).

Finally we have an upper bound for the weighted sum:

**Theorem 2.5.** Let \( N \geq 1 \), \( 1 \leq L \leq N^{1-\varepsilon} \) and \( 1 \leq F \ll \delta L \), \( L^{-1+\varepsilon} \leq \delta \leq 1/4 \). Let \( 0 \leq W_n(x) \leq 1 \) be a real-valued smooth weight function supported on some interval \([BL + n, CL + n]\), where \( 1 \leq B \leq C \leq 2 \) and \( C - B \ll \delta \). Suppose that \( W_n^{(\nu)}(x) \ll_{\nu} (\delta L)^{-\nu} \) for each \( \nu \geq 0 \) and \( x \in \mathbb{R} \). Then

\[
 \sum |t(n + l)t(n + l + f)W_n(n + l)|^2 \ll N^{3+\varepsilon}(\delta L)^{-2} + N^{2+\varepsilon} + N^{1+\varepsilon}\delta LF.
\]

For the non-weighted sum we immediately conclude

**Theorem 2.6.** Let \( N \geq 1 \), \( 1 \leq L \leq N^{1-\varepsilon} \) and \( 1 \leq F \ll N^{2/5} \). Then

\[
 \sum |t(n + l)t(n + l + f)|^2 \ll N^{2+\varepsilon}F^{1/2} + N^{1+\varepsilon}LF.
\]

Thus in case \( L \leq N^{1-\varepsilon} \), \( F \ll \min(N^{2/5}, L^2) \) and \( N^{2} \ll L^4F \) our result is better than what \( (2) \) or the trivial estimate \( N^{1+\varepsilon}L^2F \) yield.

We reach the Conjecture \( (1.1) \) and equivalently the bound \( (4) \) from \( (24) \) with new methods (see Theorem \( (2.8) \) below), with some additional restrictions on the parameters:
Corollary 2.7. When $L \ll N^{1-\varepsilon}$, the Conjecture 1.1 holds if $1 \ll F \ll N^{2/5}$ and $N^2 \ll L^2F$, or if $F \asymp 1$.

The result is not as strong as in [24], which is a consequence of some abrupt estimates necessary in the course of our proof.

An analogous deduction gives the following result for the case of a holomorphic cusp form:

Theorem 2.8. Let $N \geq 1$, $1 \leq L \leq N^{1-\varepsilon}$ and $1 \leq F \ll \delta L$, $L^{-1+\varepsilon} \leq \delta \leq 1/4$. Let the weight function $W_n$ be as in Theorem 2.5. Then

$$
\sum_{f \sim F} \sum_{n \sim N} \left| \sum_{l \sim L} a(n+l)\overline{a(n+l+f)}W_n(n+l) \right|^2 \ll N^{2k+1+\varepsilon}(\delta L)^{-2} + N^{2k+\varepsilon} + N^{2k-1+\varepsilon}\delta LF.
$$

If $N \geq 1$, $1 \leq L \leq N^{1-\varepsilon}$ and $1 \leq F \ll N^{2/5}$, then

$$
\sum_{f \sim F} \sum_{n \sim N} \left| \sum_{l \sim L} a(n+l)\overline{a(n+l+f)} \right|^2 \ll N^{2k+\varepsilon}F^{1/2} + N^{2k-1+\varepsilon}LF.
$$

Remark 2.9. In case $F \gg \delta L$ we may repeat essentially the same deduction as above, but we run into troubles with the oscillating factor $e^{-ix\sigma(m/p)}$ (see (24) below). For example, if $m_1 < m_2$, using the same notation as in the proof of Lemma 2.2 and having $P \asymp FQ^k$, the term $a(m/p)$ may be small although its derivative with respect to $p$ is large. It appears that these difficulties may be overcome by multiplying the exponential factor by some suitable power of $F/\delta L$, and we might still be able to attain an upper bound better than what (2) yields in certain extremal cases, at least when $F \ll N^{1-\varepsilon}$. However, as applying the method in this way is not very elegant or efficient, we omit the case $F \gg \delta L$ altogether in this paper, leaving the search for a smoother way of treating it for further study.

Remark 2.10. In proving our results above we shall use the earlier estimates (1) and (2). However, an iterative deduction where our new upper bound would be fed back to the proof would not work, as the estimates (1) and (2) are needed especially in the case $F = N$, which is outside our range for $F$. Also it seems probable, that in this case the old bounds are the best that we can hope to achieve.

Remark 2.11. This time our proof cannot be easily extended to the case of the divisor function $d(n)$, because of the problematic main term appearing in (3), so the quest for a unified method for attacking all three analogous cases still remains.
3 Needed notation and auxiliary lemmas

3.1 Cusp forms

We recall the notation and some results on the cusp forms appearing in our paper. For the proofs and for a general reference the reader is referred to Motohashi’s monograph [22].

We confine ourselves to the cusp forms for the full modular group \( \Gamma = \text{SL}_2(\mathbb{Z}) \) operating through Möbius transformations on the upper half plane \( \mathbb{H} \).

A holomorphic cusp form \( F(z) : \mathbb{H} \to \mathbb{C} \) of weight \( k \in \mathbb{Z} \) with respect to \( \Gamma \) can be represented by its Fourier series
\[
F(z) = \sum_{n=1}^{\infty} a(n) e(nz), \quad e(\alpha) = \exp(2\pi i \alpha).
\]

We may assume that \( k \) is even and \( k \geq 12 \), otherwise \( F(z) \) is trivial. We let
\[
\{ \psi_{j,k} | 1 \leq j \leq \vartheta(k) \}
\]
be an orthonormal basis of the unitary space of holomorphic cusp forms of weight \( k \), and write
\[
\psi_{j,k}(z) = \sum_{n=1}^{\infty} \rho_{j,k}(n) n^{\frac{k-1}{2}} e(nz).
\]

We may suppose that the basis vectors are eigenfunctions of the Hecke operators \( T_k(n) \) for all positive integers \( n \). Thus, in particular, \( T_k(n) \psi_{j,k} = t_{j,k}(n) \psi_{j,k} \) for certain real numbers \( t_{j,k}(n) \), which we call Hecke eigenvalues. Comparing the Fourier coefficients on both sides, one may verify that \( \rho_{j,k}(n) = \rho_{j,k}(1) t_{j,k}(n) \) for all \( n \geq 1, 1 \leq j \leq \vartheta(k) \). We put
\[
a_k = 2^{2-k} \pi^{-k-1} (k-1)!,
\]
whence by Eq. (2.2.10) in [22]
\[
a_k \sum_{j=1}^{\vartheta(k)} |\rho_{j,k}(m)|^2 \ll km^{1/2+\varepsilon} \tag{14}
\]
for any integers \( k, m \geq 1 \). Furthermore we recall the bound
\[
|t_{j,k}(n)| \leq d(n) \ll n^\varepsilon \tag{15}
\]
by Deligne [3].

A non-holomorphic cusp form \( u(z) = u(x + iy) : \mathbb{H} \to \mathbb{C} \) is a non-constant real-analytic \( \Gamma \)-invariant function in the upper half-plane, square-integrable with respect to the hyperbolic measure \( d\mu(z) = \frac{dx dy}{y^2} \) over a fundamental domain of \( \Gamma \). Also \( u(z) \) is an eigenfunction of the non-euclidean Laplacian \( \Delta = -y^2 \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) \) +
The Fourier series expansion for $u(z)$ is then of the form

$$u(z) = y^{1/2} \sum_{n \neq 0} \rho(n) K_i \kappa (2\pi |n|y) e(nx)$$

with $K_i \kappa$ a Bessel function of imaginary argument. We may suppose that our cusp forms are eigenfunctions of the Hecke operators $T(n)$ for all positive integers $n$ and that $u(x + iy)$ is even or odd as a function of $x$. Thus $T(n)u = t(n)u$ for certain real numbers $t(n)$, which are again called Hecke eigenvalues, and $u(-x) = \pm u(z)$. Comparing the Fourier coefficients on both sides, one may verify that for all $n \geq 1$, $\rho(n) = \rho(1)t(n)$ and $\rho(-n) = \varepsilon \rho(n)$, with $\varepsilon = \pm 1$ the parity sign of the cusp form in question. The Maass (wave) forms $u_j$ constitute an orthonormal set of non-holomorphic cusp forms arranged so that the corresponding parameters $\kappa_j$ determined by the eigenvalues $1/4 + \kappa_j^2$ lie in an increasing order. We write $\rho_j(n)$ and $t_j(n)$ for the corresponding Fourier coefficients and Hecke eigenvalues. We let

$$\alpha_j = |\rho_j(1)|^2 / \cosh(\pi \kappa_j).$$

As counterparts for (15) we have the following two estimates for all $\varepsilon > 0$ and $N \geq 1$: First the classical one due to Iwaniec [6], Lemma 1:

$$\sum_{n \leq N} t^2(n) \ll \kappa^\varepsilon N.$$  

Further it is known that

$$\sum_{n \leq N} t^4(n) \ll \kappa^\varepsilon N^{1+\varepsilon}$$

by [4], Lemma 2.1.

3.2 Some useful lemmas

In this section we shall gather some auxiliary results.

For the Riemann zeta function $\zeta$ it is known that

$$\frac{1}{\zeta(1 + it)} \ll \log |t|,$$

as $|t| \geq 1$. For a proof, see e.g. [25], p. 132. If on the other hand $\sigma > 1$ is fixed, then

$$\frac{1}{\zeta(\sigma + it)} \ll 1$$

for all $t \in \mathbb{R}$ (see [25], Eq. (1.1.4)).

We have an important tool arising from spectral theory:
Lemma 3.1. (The spectral large sieve). For \( K \geq 1, 1 \leq \Delta \leq K, M \geq 1 \) and any complex numbers \( a_m \) we have

\[
\sum_{K \leq \kappa_j \leq K+\Delta} \alpha_j \left| \sum_{m \leq M} a_m t_j(m) \right|^2 \ll (K\Delta + M)(KM)^2 \sum_{m \leq M} |a_m|^2.
\]

For a proof, see Theorem 1.1 in \cite{13} or Theorem 3.3 in \cite{22}. The continuous analogy is the following:

Lemma 3.2. For \( K \) real, \( \Delta \geq 0 \), \( M \geq 1 \) and any complex numbers \( a_m \) we have

\[
\int_K^{K+\Delta} \left| \sum_{m \leq M} a_m \sigma_{2ir}(m)m^{-ir} \right|^2 dr \ll (\Delta^2 + M)M \sum_{m \leq M} |a_m|^2
\]

uniformly in \( K \), as \( \sigma_{2ir}(m) = \sum_{d|m} d^{2ir} \).

A proof can be found in \cite{23}, Lemma 1.12.

Next we introduce a Voronoï type summation formula:

Lemma 3.3. Let \( W \) be a smooth function with compact support in \((0, \infty)\), and \( a, q \) integers such that \( q > 0 \) and \((a, q) = 1\). Then

\[
\sum_{m=1}^{\infty} t(m)e\left(\frac{ma}{q}\right)W(m) = \frac{\pi i}{q \sinh(\pi \kappa)} \sum_{m=1}^{\infty} t(m)e\left(-\frac{ma}{q}\right) \\
\times \int_0^{\infty} \left( J_{2ir} \left( \frac{4\pi \sqrt{mx}}{q} \right) - J_{-2ir} \left( \frac{4\pi \sqrt{mx}}{q} \right) \right) W(x) dx + \frac{4\varepsilon \cosh(\pi \kappa)}{q} \\
\times \sum_{m=1}^{\infty} t(m)e\left(\frac{ma}{q}\right) \int_0^{\infty} K_{2ir} \left( \frac{4\pi \sqrt{mx}}{q} \right) W(x) dx,
\]

where \( a\overline{a} \equiv 1 \pmod{q} \), \( \varepsilon \) is the parity sign of the non-holomorphic cusp form in question and \( \kappa \) is the related spectral parameter. \( J_{\nu} \) and \( K_{\nu} \) are the Bessel functions of the first kind and of imaginary argument, respectively.

For a proof, see \cite{19}, Theorem 2.

Another crucial lemma is the following identity due to Kuznetsov involving the Kloosterman sums

\[
S(m,n;q) = \sum_{a=1}^{q} e\left(\frac{ma+n\overline{a}}{q}\right), \ a\overline{a} \equiv 1 \pmod{q}:
\]

Lemma 3.4. Let \( \psi(x) \) be a smooth function with compact support in \((0, \infty)\) and \( m, n \) be positive integers. Then

\[
\sum_{q=1}^{\infty} q^{-1} S(m,n;q) \psi\left(\frac{4\pi \sqrt{mn}}{q}\right) = \sum_{j=1}^{\infty} \alpha_j t_j(m)t_j(n) \hat{\psi}(\kappa_j)
\]
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\[+ \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{\sigma_{2ir}(m)\sigma_{2ir}(n)}{(mn)^{ir}|\zeta(1+2ir)|^2} \hat{\psi}(r) dr + \sum_{k=1}^{\infty} a_k \sum_{j=1}^{\phi(k)} \rho_{j,k}(m)\rho_{j,k}(n)\hat{\psi}((1-k)i/2),\]

where

\[\hat{\psi}(r) = \frac{\pi i}{2 \sinh(\pi r)} \int_{0}^{\infty} (J_{2ir}(x) - J_{-2ir}(x))\psi(x)x^{-1} dx,\]

when \(r \neq 0\), and \(\hat{\psi}(0) \ll 1\).

For a proof, see [22], Theorem 2.3. Note that the conditions for \(\psi\) can be relaxed. However, the formulation of Lemma 3.4 suffices for our purposes.

In case \(m\) and \(n\) are of the opposite sign in the previous lemma, we have the following variation:

**Lemma 3.5.** Let \(\psi(x)\) be a smooth function with compact support in \((0, \infty)\) and \(m, n\) be positive integers. Then

\[\sum_{q=1}^{\infty} q^{-1} S(m, -n; q)\psi \left( \frac{4\pi \sqrt{mn}}{q} \right) = \sum_{j=1}^{\infty} \alpha_j \varepsilon_j t_j(m)t_j(n)\hat{\psi}^{-}(\kappa_j) \]

\[+ \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{\sigma_{2ir}(m)\sigma_{2ir}(n)}{(mn)^{ir}|\zeta(1+2ir)|^2} \hat{\psi}^{-}(r) dr,\]

where

\[\hat{\psi}^{-}(r) = 2 \cosh(\pi r) \int_{0}^{\infty} K_{2ir}(x)\psi(x)x^{-1} dx,\]

and \(\varepsilon_j\) is the parity sign of the \(j\)th Maass form.

A proof can be found in [22], Theorem 2.5.

A useful estimate in case there does not appear an additional genuinely oscillating factor in the sum involving the Kloosterman sums is being presented next:

**Lemma 3.6.** Let \(M, N, Q \geq 1\) and \(g(m, n, q) \in C^2\) be a weight function with the properties

\[\text{supp } g \subseteq [M, 2M] \times [N, 2N] \times [Q, 2Q]\]

and, for \(0 \leq \nu_1, \nu_2, \nu_3 \leq 2\),

\[\left| \frac{\partial^{\nu_1+\nu_2+\nu_3}}{\partial m^{\nu_1} \partial n^{\nu_2} \partial q^{\nu_3}} g(m, n, q) \right| \leq M^{-\nu_1}N^{-\nu_2}Q^{-\nu_3}.\]

Then for \(a_m, b_n \in \mathbb{C}\) we have

\[
\sum_{m \sim M} \sum_{n \sim N} \sum_{q \sim Q} a_m b_n g(m, n, q) S(m, \pm n; q) \ll Q^{1+\varepsilon}(MN)^{1/2} \left( \sum_{m \sim M} |a_m|^2 \right)^{1/2} \left( \sum_{n \sim N} |b_n|^2 \right)^{1/2}.
\]
For a proof, see Theorem 4 in [5].
Finally we recall a basic inequality in the proof of the classical large sieve:

**Lemma 3.7** (Sobolev). Let \( a \leq u \leq a + \Delta \) for some \( a \in \mathbb{R} \), \( \Delta \in \mathbb{R}_+ \), and let the function \( f \) be continuously differentiable on this interval. Then

\[
|f(u)|^2 \leq \Delta^{-1} \int_a^{a+\Delta} |f(x)|^2 \, dx + 2 \left( \int_a^{a+\Delta} |f(x)|^2 \, dx \right)^{1/2} \times \left( \int_a^{a+\Delta} |f'(x)|^2 \, dx \right)^{1/2} \ll \Delta^{-1} \int_a^{a+\Delta} (|f(x)|^2 + \Delta^2 |f'(x)|^2) \, dx
\]

uniformly.

For a proof, see Montgomery [20], Lemma 1.1 applied to \( f^2 \).

### 4 Proofs of our results

#### 4.1 Proof of Lemma 2.2

We shall follow closely the ideas of Jutila’s paper [15], built on another article by Jutila, [12]. However, we shall write down the details in order to make this paper as independent as possible and to be reader-friendly when explaining the needed modifications.

During the course of the proof we shall repeatedly use the notation \( w_K \) for a suitably chosen real-valued smooth weight function, where \( 0 \leq w_K(x) \leq 1 \) for all \( x \in \mathbb{R} \), \( \text{supp } w \subseteq [BK, CK] \) for suitable constants \( B, C \), \( w_K(x) = 1 \) when \( x \approx K \) and \( w_K^{(\nu)}(x) \ll \nu^{-\nu} \) for each \( \nu \geq 0 \).

Now by (9), with the substitution \( \eta = x - a/q \),

\[
S^* := \sum_{|f| \sim F} \sum_{n \sim N} |b^*_F(n)|^2 = \sum_{|f| \sim F} \sum_{n \sim N} \frac{1}{\Delta} \sum_{q=1}^{\infty} w(q) \sum_{(a,q)=1}^{\infty} \int_{-\infty}^{\infty} \nu(-\eta) \times \sum_{m_1=1}^{\infty} W_0^0(m_1)t(m_1)e\left(m_1 \left( \frac{a}{q} + \eta \right) \right) \sum_{m_2=1}^{\infty} W_n(m_2)t(m_2)e\left(-m_2 \left( \frac{a}{q} + \eta \right) \right) \times e\left(-f \left( \frac{a}{q} + \eta \right) \right) \, d\eta^2.
\]

Let us first treat the case \( f > 0 \), the case of the opposite sign being analogous.

We shall rewrite the exponential sums \( S_1 = S(W_0^0, a/q + \eta) \) and \( S_2 = S(W_n, -a/q - \eta) \) by Lemma 3.3, ending up with integrals of the form

\[
I_j = \int_0^{\infty} B_{\pm 2i\kappa} \left( \frac{4\pi m_j(z_jL + n)}{q} \right) W^2(z_jL + n)e(\pm(z_jL + n)\eta)L \, dz_j,
\]

where \( B_{\pm 2i\kappa} \) is defined in Section 3.2.2.
where $B_\nu$ stands for either a J- or a K-Bessel function, $j = 1, 2$ and $W^j$ equals $W_0^j$, when $j = 1$, and $W_n$, when $j = 2$.

For the J-Bessel function we use the asymptotic expansion

$$J_{2\kappa}(x) \sim \left( \frac{2}{\pi x} \right)^{1/2} \cos \left( x - i\kappa \pi - \frac{\pi}{4} \right)$$

(21)
in case $x \geq N^\epsilon$; see [13], Eq. (5.11.6). Note that here and later we use the notation $\sim$ also for this purpose, the meaning being clear from the context, and notice that it suffices to study only the leading term of the expansion, others behaving similarly until some sufficient constant, and the contribution of the rest being negligibly small. (See also Convention 2 in [17].)

In case $x < N^\epsilon$ we apply the formula

$$J_\nu(x) = \frac{(x/2)^\nu}{\Gamma(1/2)\Gamma(\nu + 1/2)} \int_0^\pi \cos(x \cos \theta)(\sin \theta)^{2\nu} d\theta$$

(22)
from [13], Eq. (5.10.4). Lastly, for the K-Bessel function we always use

$$K_\nu(x) = \int_0^\infty e^{-x \cosh u} \cosh(\nu u) du$$

(23)
from [13], Eq. (5.10.23).

By integrating repeatedly by parts we first notice that the contribution of the integral involving the K-Bessel function (23) is negligibly small. In the terms involving the J-Bessel function we divide the new $m_j$-sums ($j = 1, 2$) into two parts $m_j < Q^2 N^{-1+\delta_1}$ and $m_j \geq Q^2 N^{-1+\delta_1}$, and use (22) or (21) from above accordingly. By repeated partial integration we notice that now $m_j$ can be truncated to be $\approx NQ^{\delta_1}$, as essentially was the case in Jutila’s paper [15] also.

Next we investigate the integral over $\eta$,

$$\int_{-\infty}^{\infty} \nu(-\eta)e(\eta(z_1 L - z_2 L - f)) d\eta,$$

where $z_1$ and $z_2$ are the variables of integration from (20). By integrating by parts we notice that we may assume $z_1 - z_2 \ll \delta$. We end up with the estimate

$$S^* \ll N^\epsilon \sup_{z_1, z_2 \ll \delta} \sum_{z_1 - z_2 \ll \delta} \sum_{q=1}^{\infty} q^{-1} w(q) \sum_{m_1 = NQ^{\delta_1}} \sum_{m_2 = NQ^{\delta_1}} t(m_1) t(m_2) (m_1 m_2)^{-1/4}
\times w_{NQ^{\delta_1}}(m_1) w_{NQ^{\delta_1}}(m_2) S(f, m_1 - m_2; q)(z_1 L + n)^{-1/4}(z_2 L + n)^{-1/4}\times \exp \left( \frac{4\pi i}{q} \left( \sqrt{m_1(z_1 L + n)} - \sqrt{m_2(z_2 L + n)} \right) \right)^2.$$

Next we separate the cases $m_1 > m_2$, $m_1 < m_2$ and $m_1 = m_2$. In the last case we write

$$\phi(q) := w(q) \exp \left( \frac{4\pi i}{q} \left( \sqrt{m_1(z_1 L + n)} - \sqrt{m_2(z_2 L + n)} \right) \right)$$
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by its Mellin inversion

\[ \frac{1}{2\pi} \int_{-\infty}^{\infty} q^{-c-it} \phi^*(c + it) \, dt, \]

where we may choose \( c = \varepsilon \). By repeated partial integration we may truncate \( |t| \ll N^\varepsilon \) (an estimate for \( c_q(f) \) we get from [25], Eq. (1.5.2)). Then by [24], Eq. (1.5.4), the \( q \)-sum is

\[ \ll N^\varepsilon \sup_{|t| \leq N^{\varepsilon}} \sigma_{\varepsilon-u}(f) \ll N^\varepsilon \]

and the contribution of this case to \( S^* \) is \( \ll FN^{1+\varepsilon} \).

We then assume \( m_1 > m_2 \), and comment the opposite case in the end of the proof. We make a change of variables \( m_1 = m_2 + p \), \( p > 0 \), and use the notation \( m_2 = m \) for simplicity. Furthermore we decompose the range of \( p \) into intervals \( p \approx P \) with \( 1 \leq P \ll NQ^{\delta_1} \), the number of these intervals being \( \ll N^\varepsilon \), and equip the subsums with suitable weight functions \( w_P(p) \). As in Jutila’s paper [12] we write

\[ 4\pi i \sqrt{(m+p)(z_1L + n) - m(z_2L + n)} = ixa\left(\frac{m}{p}\right), \quad (24) \]

where

\[ x = \frac{4\pi \sqrt{p}}{q} \approx \frac{\sqrt{PF}}{Q} = X \]

and

\[ a(y) = \frac{z_1L + n + yL(z_1-z_2)}{\sqrt{f}\left(\sqrt{(y+1)(z_1L+n)} + \sqrt{y(z_2L+n)}\right)}. \]

Following further the ideas of [15] we next introduce a new variable \( u \) and write the \( m \)-sum as

\[ \sum_{m=-\infty}^{\infty} G(m) = \frac{1}{U} \sum_{u \ll U} \sum_{m=-\infty}^{\infty} G(m+u). \]

In case \( P \ll QN^{2\delta_1} \), we choose \( U = N^{1-2\delta_1} \), whence by Taylor’s approximation

\[ w_N(m+u)w_N(m+p+u)((m+u)(m+p+u))^{-1/4} e^{-ixa(m+u)/p} \]

\[ \sim w_N(m)w_N(m+p)(m(m+p))^{-1/4} e^{-ixa(m/p)}. \]

We add a suitable weight function \( w_F(f) \) and use the duality principle (see for example pp. 169-170 in [7]) getting

\[ S^* \ll N^{-1+\epsilon} U^{-2} Q^{-2} \sup_{c(f)} \sup_{z_1, z_2 \leq 1, z_1 - z_2 \ll \delta} \sum_{n \sim N} \sum_{m \ll NQ^{\delta_1}} \left| \sum_{f \sim F} c(f) \sum_{q \ll Q} \sum_{p \ll P} \sum_{u \ll U} t(m+u) \right| \]
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\[ xt(m + p + u)H(f, p, q)S(f, p, q) \],

where the supremum over \( c(f) \) is taken over all complex numbers depending on \( f \) such that \( \sum_{f \sim F} |c(f)|^2 = 1 \). Moreover \( H \) is a suitable weight function such that for any \( 0 \leq \nu_1, \nu_2, \nu_3 \leq 2 \)

\[
\left| \frac{\partial^{\nu_1+\nu_2+\nu_3}}{\partial f^{\nu_1} \partial p^{\nu_2} \partial q^{\nu_3}} H(f, p, q) \right| \leq F^{-\nu_3} P^{-\nu_2} Q^{-\nu_3}.
\]

Then by Lemma 3.6 and the earlier estimate \( \text{2} \) we have \( S^* \ll N^{1+\epsilon} LF \).

We may therefore assume \( P \gg QN^{2\delta_1} \). Choosing now \( U = \frac{N^{1-\epsilon} Q}{P} \), we notice again by Taylor’s approximation that

\[
w_N(m + u)w_N(m + p + u) ((m + u)(m + p + u))^{-1/4} e^{-ix\alpha((m+u)/p)}
\sim w_N(m)w_N(m + p) (m(m + p))^{-1/4} e^{-ix\alpha(m/p)}.
\]

Furthermore we separate the variable \( p \) from \( f \) and \( x \) in \( w(\frac{4\pi \sqrt{pf}}{x}) \) by the inverse Fourier transform:

\[
w \left( \frac{4\pi \sqrt{Pf}}{x} \right) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \tilde{w}(\alpha) e^{i\alpha p} d\alpha,
\]

where

\[
\tilde{w}(\alpha) = \int_{-\infty}^{\infty} w \left( \frac{4\pi \sqrt{Pf}}{x} \right) e^{-i\alpha \theta} d\theta.
\]

By integrating repeatedly by parts we notice that we may truncate \( \alpha \ll N^{\epsilon} P^{-1} \).
We move the \( \alpha \)- and the \( \theta \)-integrals out of the square.

Finally we are ready to utilize Kuznetsov’s trace formula, Lemma 3.4. We shall first treat the first term on the right hand side of \( \text{17} \) comment the other two in the end briefly. We write

\[
\frac{J_{2r}(x) - J_{-2r}(x)}{\sinh(\pi r)} = \frac{4}{\pi i} \int_{0}^{\infty} \cos(x \cosh \xi) \cos(2r \xi) d\xi, \quad r \neq 0, x > 0,
\]

(see \[13\] p.139), and make a change of variables \( e^\xi = \omega \), whence

\[
\hat{\psi}(r) = 2 \int_{0}^{\infty} \int_{0}^{\infty} \cos \left( \frac{x}{2} (\omega + \omega^{-1}) \right) \cos(2r \ln \omega) w \left( \frac{4\pi \sqrt{Pf}}{x} \right) e^{ix\alpha(m/p)}
\times x^{-1} \omega^{-1} dx d\omega.
\]

By repeated integration by parts we notice that we may assume \( \kappa_j \approx P/Q^{1+\delta_1/2} \) and \( \omega \approx \sqrt{P}/(\sqrt{F}Q^{\delta_1/2}) \) with a negligibly small error.
Next we prepare ourselves to use the duality principle again. As in [15], we need to separate the variable \( y = m/p \) from \( \psi(\kappa_j, y) \). We therefore write the double sum over \( m \) and \( p \) as follows:

\[
\sum_{m \geq NQ^{\delta_1}} \sum_{p \geq P} V = \sum_{\nu = 0}^{V} \sum_{m \geq NQ^{\delta_1}, p \geq P,} \frac{1}{\kappa_v} \in I_v,
\]

where

\[
I_v = \left[ BNQ_{\delta_1}^{\nu} + v\Delta, BNQ_{\delta_1}^{\nu} + (v + 1)\Delta \right),
\]

\( B > 0 \) is a suitable constant, \( \Delta = N^{1-\varepsilon}Q/P^2 \) and \( V \ll NQ^{\delta_1}/(P\Delta) \). The last interval \( I_v \) may be incomplete. We write \( y_v = BNQ^{\delta_1}/P + \nu\Delta \) and express \( \psi \) again as a Taylor polynomial around \( y_v \) on each interval \( I_v \), getting an asymptotic expression \( \psi(\kappa_j, y_v) \sim \psi(\kappa_j, y_v) \), when \( y \in I_v \). Now, by the duality principle

\[
S^* \ll N^{1-\varepsilon} U^{-2} \sup_{c(f,n)} \sup_{\theta \neq P} \sum_{\nu = 0}^{V} \sum_{m \geq NQ^{\delta_1}, p \geq P,} \left| \sum_{f ~ F} \sum_{n ~ N} c(f,n) t_j(f) \right| \sim \sum_{m \geq NQ^{\delta_1}, p \geq P,} \left| \sum_{\nu = 0}^{V} \sum_{m \geq NQ^{\delta_1}, p \geq P,} \left| \sum_{n \geq \nu} \right| c(f,n) \right|^2
\]

where again the supremum over \( c(f,n) \) is taken over all complex numbers such that \( \sum_{f ~ F} \sum_{n ~ N} |c(f,n)|^2 = 1 \).

We next apply the spectral large sieve for the latter \( \kappa_j \)-sum, take the \( m \)-sum out of the square by Cauchy’s inequality and use again [2]. With the first \( \kappa_j \)-sum we face the problem of \( \psi(\kappa_j, y_v) \) depending on \( \kappa_j \), which we overcome by use of Sobolev’s lemma 3.7 using Jutila’s paper [10], p. 454, as a model: The range \( \kappa_j \approx P/Q^{1+\delta_1/2} \) is split up into segments of length 1, whence \( \psi(\kappa_j, y_v) \) remains essentially stationary as \( \kappa_j \) runs over a segment. In this way, the second term on the right hand side of [15] will be comparable to the first. Hence we divide the \( \kappa_j \)-sum into subsums of length 1, and apply Lemma 3.7 to each subsum. We next apply the spectral large sieve to each subsum over \( \kappa_j \), and finally add the results together. This leads us to the bound

\[
S^* \ll N^{1+\varepsilon} PQ^{-1} \left( \frac{P}{Q} \right)^2 + P \left( \frac{P}{Q} + P \right) \sup_{0 \leq \nu \leq V} \sup_{z_{1,2}} \theta, \int \sum_{f} \left| \sum_{n} c(f,n) \right| \psi(r, y_v) \right|^2 + \sum_{m} \sum_{n} c(f,n) \left( (z_1L + n)(z_2L + n) \right)^{-1/4}
\]
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To this end we proceed to utilize the averaging over \( n \). By repeated integration by parts over \( x \) in (25) we notice that we may assume \( \omega - 2a(y_v) \ll N^{2\delta_1}X^{-1} \), otherwise the \( x \)-integral is negligibly small. Lastly, we open the squares, whence the \( \omega \)-integral from (25) produces two integrals, say, over variables \( \omega_1 \) and \( \omega_2 \). By integrating repeatedly by parts with respect to \( r \) we notice that we may further truncate \( \omega_1 - \omega_2 \ll N^{1+3\delta_1}Q/P \). Therefore also \( a(y_v, n_1) - a(y_v, n_2) \ll N^{1+3\delta_1}X^{-1} \), whence by the mean value theorem \( n_1 - n_2 \ll N^{1+\varepsilon}Q/P \).

Hence we finally end up with the upper bound

\[
S^* \ll N^\varepsilon \left( \left( \frac{P}{Q} \right)^2 + P \right) \left( \frac{P}{Q} + F \right) \sup_{c(f, n)} \sum_{f \sim F} \sum_{n \sim N} |c(f, n)|^2 \sum_{|n-n'| \ll N^{1+\varepsilon}Q/P} 1,
\]

and conclude with the desired result.

Now the treatment of the second term in Lemma 3.4 is completely analogous, as we have Lemma 3.2 to mimic the spectral large sieve, and the above mentioned proof (pp. 169-170 in [7]) of the duality principle works also for the continuous case.

The third term produces only a negligible contribution, as can be seen directly for example by the equation

\[
\frac{\pi i}{2 \sinh \left( \left( 1 - k \right) \frac{\pi i}{2} \right)} \left( J_{k-1}(x) - J_{-(k-1)}(x) \right)
\]

\[
= (-1)^{1+k/2} \int_0^\pi \sin(x \sin \theta) \sin((1 - k) \theta) \, d\theta, \quad x > 0, \, k \equiv 0 \pmod{2},
\]

(see [18], Eq. (5.10.8)), and by the repeated partial integration, using (14).

In case \( m_1 < m_2 \) we use the notation \( m_1 = m_2 + p \), whence again \( p > 0 \). The deduction is analogous to that above, except that instead of Lemma 3.4 we use Lemma 3.3 with

\[
cosh(\pi r)K_{2ir}(x) = \int_0^\infty \cos(x \sinh \xi) \cos(2r\xi) \, d\xi, \quad x > 0,
\]

from [26], Eq. (13), p.183.

### 4.2 Proof of Lemma 2.3

Let now \( f = 0 \). Now if \( m_1 = m_2 \) in [19], then trivially \( \sum_{n \sim N} |b_0^*(n)|^2 \ll N^{1+\varepsilon}(\delta L)^2 \), where we have used (16) to estimate the \( n \)-sum. If on the other hand \( m_1 \neq m_2 \), then we estimate the \( q \)-sum through the Mellin inversion of \( w(q) \) and [25], Eq. (1.5.4), as above, obtaining the same upper bound.
4.3 Proof of Lemma 2.4

We shall follow precisely the steps of the proof of Theorem 2 in [15]. Hence, by [15], Eq. (1.7), (as a direct consequence of (9))

\[
\sum_{n \sim N} |b_f(n)|^2 \ll \sum_{n \sim N} |b_f^*(n)|^2 + \sum_{n \sim N} \frac{1}{\lambda} \sum_{d=1}^{\infty} d \sum_{m \neq 0} a_{dm} b_{f+dm}(n) \sum_{r=1}^{\infty} w(dr)\mu(r) \]

By (7) the summation over \(d\) and \(m\) such that \(|dm| \gg \delta L\) yields only negligibly small contribution. Therefore

\[
\sum_{n \sim N} \left| \frac{1}{\lambda} \sum_{d=1}^{\infty} d \sum_{m \neq 0} a_{dm} b_{f+dm}(n) \sum_{r=1}^{\infty} w(dr)\mu(r) \right|^2 \ll Q^{-2} N^\varepsilon \sum_{n \sim N} \left| \sum_{|\xi| \leq \delta L} |b_{f+\xi}(n)| \right|^2 \ll (\delta L)^{-1} N^\varepsilon \sum_{n \sim N} |b_f(n)|^2.
\]

Now by Lemma 2.14 and Cauchy’s inequality

\[
\sum_{-\delta L \ll f \ll \delta L} \sum_{n \sim N} |b_f(n)|^2 \ll N^{-A} + Q^\varepsilon \max_{|\xi| \leq Q} \sum_{-\delta L \ll f \ll \delta L} \sum_{n \sim N} |b_{f+\xi}(n)|^2 \ll N^{-A} + Q^\varepsilon \sum_{-\delta L \ll f \ll \delta L} \sum_{n \sim N} |b_f^*(n)|^2,
\]

which is by Lemmas 2.2 and 2.3

\[
\ll N^{3+\varepsilon} (\delta L)^{-2} + N^{2+\varepsilon} + N^{1+\varepsilon} (\delta L)^2.
\]

Therefore finally

\[
\sum_{n \sim N} |b_f(n)|^2 \ll \sum_{n \sim N} |b_f^*(n)|^2 + N^{3+\varepsilon} (\delta L)^{-3} + N^{2+\varepsilon} (\delta L)^{-1} + N^{1+\varepsilon} \delta L.
\]

4.4 Proof of Theorem 2.5

Let us insert another weight function \(W_n^0(n+l+f)\) to the \(l\)-sum, where we let \(0 \leq W_n^0(x) \leq 1\) \(\forall x \in \mathbb{R}\) for a real-valued smooth weight function supported on the interval \([|B-\delta)L + n, (C + (D + 1)\delta)L + n]\), where \(D\) is a suitable large constant, \(W_n^0(x) = 1\) on \([BL + n, (C + D\delta)L + n]\) and \((W_n^0)(\nu) = 1\) for each \(\nu \geq 0\) and \(x \in \mathbb{R}\). Note that now \(W_n^0(n+l+f) = 1\) whenever \(W_n(n+l) \neq 0\).

Then the theorem is a direct consequence of Lemmas 2.2 and 2.4. Note that we may add the interval \(1 \leq L \ll N^\varepsilon\) by trivial estimations.
4.5 Proof of Theorem 2.6

First we notice that if $N^2 \gg FL^4$, then the trivial estimates are enough. Hence we may assume that $N^2 \ll FL^4$.

We let $L^{-1+\epsilon} \leq U \leq 1/4$ be a quantity to be fixed later, and suppose that $F \ll UL$. We insert a set of $\asymp \log(1/U)$ real-valued smooth weight functions $g_{\delta}(\frac{l}{L})$ to the $l$-sum so that their sum produces an approximation of the characteristic function of the interval $[1, 2]$ with an error of size $\ll U$ and their supports widen step by step by factors 2 when we move away from the end points 1 and 2. To be precise, we let the first weight function $g_U(x)$ to be supported on the interval $[1, 1 + 4U]$, and $g(x) = 1$ when $x \in [1 + U, 1 + 2U]$. Then $g_{2U}(x)$ is supported on the interval $[1 + 2U, 1 + 10U]$, and $g(x) = 1$ when $x \in [1 + 4U, 1 + 6U]$ and so on, and the slopes of the weight functions cancel out each other. Hence for $U \leq \delta \leq 1/4$ the function $g_\delta(x)$ is a compactly supported function on some interval $[B, C]$ of length $\asymp \delta$ contained in $[1, 2]$. Moreover, $g_\delta(x) = 1$ on an interval of length $\asymp \delta$ and $g_\delta^{(\nu)}(x) \ll \delta^{-\nu}$ for each $\nu \geq 0$ and $x \in \mathbb{R}$.

Therefore by (16)

$$
\sum_{f \sim F} \sum_{n \sim N} \left| \sum_{l \sim L} t(n + l)t(n + f) \right|^2 \ll L^F \sup_{U \leq \delta \leq 1/4} \sum_{f \sim F} \sum_{n \sim N} \left| \sum_{l \sim L} t(n + l)t(n + f)g_{\delta} \left( \frac{l}{L} \right) \right|^2 + N^{1+\epsilon}FU^2L^2.
$$

By denoting $g_{\delta}(x)$ by $W_n(xL + n)$ we conclude the desired result by Theorem 2.5, choosing

$$
U \asymp \frac{N^{1/2}}{F^{1/4}L}.
$$

Note that $L^{-1+\epsilon} \leq U \leq 1/4$ is satisfied by our assumption $N^2 \ll FL^4$. Furthermore, the condition $F \ll UL$ yields the requirement $F \ll N^{2/5}$.

4.6 Proof of Theorem 2.8

The deduction is analogous to that above. The Voronoï type formula can be found in [8], Theorem 1.7, and instead of (2) we now use (1).

Acknowledgment

The author wishes to thank Professor Jutila for all the support and helpful advices. Especially he pointed out the result presented in Lemma 2.1 from his preprint [10] to overcome problems in estimating the difference $b_f - b_f^*$, and gave his permission to publish this result in this paper.
References

[1] Blomer V., Harcos G.: The spectral decomposition of shifted convolution sums. Duke Math. J. 144 (2008), 321–339.

[2] Blomer V., Harcos G., Michel P.: A Burgess-like subconvex bound for twisted $L$-functions. Appendix 2 by Z. Mao, Forum Math. 19 (2007), 61–105.

[3] Deligne P.: La conjecture de Weil. Inst. Hautes Études Sci. Publ. Math. 43 (1974), 273–307.

[4] Hoffstein J., Lockhart P.: Coefficients of Maass forms and the Siegel zero. Ann. Math. 140 (1994), 161–181.

[5] Iwaniec H.: Mean values for Fourier coefficients of cusp forms and sums of Kloosterman sums. In: Journées Arithmétiques 1980, London Math. Soc. Lecture Note Ser., 56, Cambridge University Press, Cambridge, 1982, pp. 306–321.

[6] Iwaniec H.: The spectral growth of automorphic $L$-functions. J. Reine Angew. Math. 428 (1992), 139–159.

[7] Iwaniec H., Kowalski E.: Analytic Number Theory. Amer. Math. Soc., Providence, Rhode Island, 2004.

[8] Jutila M.: Lectures on a Method in the Theory of Exponential Sums, Tata Institute of Fundamental Research, Bombay (Lectures on Mathematics and Physics, vol. 80), Springer-Verlag, Berlin Heidelberg New York Tokio, 1987.

[9] Jutila M.: Transformations of exponential sums. Proceedings of the Amalfi Conference on Analytic Number Theory (Maiori, 1989), 263–270, Univ. Salerno, Salerno, 1992.

[10] Jutila M.: The additive divisor problem and its analogs for Fourier coefficients of cusp forms. I. Math. Z. 223 (1996), 435–461.

[11] Jutila M.: A variant of the circle method. Sieve methods, exponential sums, and their applications in number theory (Cardiff, 1995), 245–254, London Math. Soc. Lecture Note Ser., 237, Cambridge Univ. Press, Cambridge, 1997.

[12] Jutila M.: Convolutions of Fourier coefficients of cusp forms. Publ. Inst. Math., Nouv. Sér. 65 79 (1999), 31–51.

[13] Jutila M.: On spectral large sieve inequalities. Funct. Approximatio, Comment. Math. 28 (2000), 7–18.

[14] Jutila M.: Distribution of rational numbers in short intervals. Ramanujan J. 14 (2007), no. 2, 321–327.

[15] Jutila M.: Convolutions of Fourier coefficients of cusp forms and the circle method. In: The conference on $L$-functions, World Sci. Publ., Hackensack, NJ, 2007, pp. 71–87.
[16] Jutila M. : Variants of the circle method. Preprint on 16.2.2008.

[17] Jutila M., Motohashi Y. : Uniform bound for Hecke L-functions. Acta Math. 195 (2005), 61–115.

[18] Lebedev N. N. : Special Functions and Their Applications. Dover Publications, New York, 1972.

[19] Meurman T. : On exponential sums involving the Fourier coefficients of Maass wave forms. J. Reine Angew. Math. 384 (1988), 192–207.

[20] Montgomery H. L. : Topics in Multiplicative Number Theory. Lecture Notes in Mathematics, Vol. 227, Springer-Verlag, Berlin Heidelberg New York, 1971.

[21] Motohashi Y. : The binary additive divisor problem. Ann. Sci. Éc. Norm. Supér. 27 (1994), 529–572.

[22] Motohashi Y. : Spectral Theory of the Riemann Zeta-Function. Cambridge University Press, Cambridge, 1997.

[23] Suvitie E. : On Inner Products Involving Holomorphic Cusp Forms and Maass Forms. PhD thesis, TUCS Dissertations Series, no. 123, 2009. https://oa.doria.fi/handle/10024/47596

[24] Suvitie E. : On the binary additive divisor problem in mean. Submitted, arXiv:1110.3950v1.

[25] Titchmarsh E. C., Heath-Brown, D. R. : The Theory of the Riemann Zeta-Function, second edition. Clarendon Press, Oxford-Oxfordshire-New York, 1986.

[26] Watson G. N. : A Treatise on the Theory of Bessel Functions, second edition. Cambridge University Press, 1966.

Eeva Suvitie
Department of Mathematics
FI-20014 University of Turku
Finland
E-mail: eeva.suvitie@utu.fi