Examining the Local Spatial Variability of Robberies in Saint Louis Using a Multi-Scale Methodology
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Abstract: The current study spatially examines the local variability of robbery rates in the City of Saint Louis, Missouri using both census tract and block group data disaggregated and standardized to the 250- and 500-m raster grid spatial scale. The Spatial Lag Model (SLM) indicated measures of race and stability as globally influencing robbery rates. To explore these relationships further, Geographically Weighted Regression (GWR) was used to determine the local spatial variability. We found that the standardized census tract data appeared to be more powerful in the models, while standardized block group data were more precise. Similarly, the 250-m grid offered greater accuracy, while the 500-m grid was more robust. The GWR models explained the local varying spatial relationships between race and stability and robbery rates in St. Louis better than the global models. The local models indicated that social characteristics occurring at higher-order geographies may influence robbery rates in St. Louis.
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1. Introduction

Analyzing crime can be accomplished by using different spatial techniques. Exploratory Spatial Data Analysis (ESDA) is a data-driven approach that incorporates quantitative techniques and visual outputs to expose spatial patterns and relationships (Anselin and Getis 1992). ESDA tools offer an opportunity to examine data for spatial outliers, trends, patterns, clustering, or relationships that indicate areas for further investigation (Anselin 1999). Different types of ESDA techniques are applied to explore specific spatial processes related to crime. Hotspot mapping methods are used to locate where crime concentrates or clusters in an area (Eck et al. 2005). These methods indicate where crimes may cluster in space but do not explain why they occur there (Caplan et al. 2012). Spatial autoregressive models account for spatial autocorrelation within models and indicate statistically significant global relationships (Anselin and Bera 1998), while Geographically Weighted Regression (GWR) models explore the local effects of explanatory variables on specific crimes in a study area (Fotheringham and Rogerson 2009).

The accuracy of spatial crime analysis is contingent on utilizing the appropriate spatial scale (Smith and Sandoval 2018). The size of a spatial scale is a fundamental component in determining existent spatial crime patterns, concentrations, clusters, or relationships (Anselin and Getis 1992). While a singular, perfect spatial scale to explore spatial crime may not exist, selecting one or many appropriate spatial scales is contingent on the specific research objectives or the extent of the study area (Tita and Radil 2010). Micro-level geographic scales are routinely used in spatial crime analysis as previous research suggests that crimes cluster at the smallest geographic units (Andresen and Malleson...
The purpose of the current research is to use ESDA techniques to explore the locations of spatial clustering of robbery rates and to observe the global and local relationships of race and neighborhood stability with robbery rates, in the City of St. Louis, Missouri. Specifically, the American Community Survey (ACS) 2012 to 2016 five-year estimates data were collected at both the census tract and block group level and disaggregated to the 250- and 500-m raster grid level (Caplan et al. 2011, 2012; Kennedy et al. 2010, 2015; Barnum et al. 2017; Hart and Zandbergen 2014; He et al. 2018; Fitterer et al. 2015; Stucky and Ottensmann 2009; Dmowska and Stepinski 2014; Maimaitijiang et al. 2015; Patterson and Doyle 2009; Ratcliffe and McCullagh 1999; Drawve et al. 2016). With data standardized and spatial autocorrelation confirmed, the Spatial Lag Model (SLM) was applied to determine which independent variables had a global, significant relationship with robbery rates. Globally, percent African American and percent homeownership influenced robbery rates. To explore these relationships further, GWR was used to determine the local spatial variability of the relationships between percent African American and percent homeownership with robbery rates throughout St. Louis. Additionally, a Local Indicator of Spatial Association (LISA) analysis indicated small geographic clusters of robbery rates within the City of St. Louis.

The current study examines the following research questions: First, does census tract or block group data better explain the relationship between percent African American and robbery rates, and percent homeownership and robbery rates? We hypothesized that the census tract level of data provided a better explanation of the relationships between race and stability and robbery rates. Second, how do different spatial scales of standardized grid units influence the relationships between independent variables and robbery rates? We postulated that using different spatial scales of grids influenced each model’s level of explanatory power and precision. Third, how do the spatial relationships between race and robbery rates, and stability and robbery rates vary, locally in the City of St. Louis? We speculated that significant variations of the local spatial relationships between race or stability and robbery rates occurred throughout the city.

The current study adds to the spatial criminology literature in a few ways. First, evaluating the associated strength and influence of census tract and block group data in each model provides relevant information on utilizing data collected at different geographic scales. Second, disaggregating both census tract and block group data to standardized raster grids at the 250- and 500-m scale offers insight into how each standardized data scale operates at a micro-level. Third, the 250- and 500-m grids provide an additional micro-level spatial scale to explore crime spatially. Fourth, the City of St. Louis, with its declining population, high crime environment, and uneven development (Tighe and Ganning 2015), affords an opportunity to explore the forces shaping the spatial patterns of crime in a medium-sized, shrinking, Midwestern city. Lastly, the data for the research activity are recent, providing a modern snapshot to understand and model the current spatial crime environment.

1.1. Previous Research

1.1.1. Spatial Patterns and the Social Influence on Crime

Central to the analysis of crime and space is the social disorganization theory (Shaw and MacKay 1942). This theory suggests that the decay of social control in disadvantaged urban areas leads to an environment conducive to crime. Certain elements found in the disadvantaged and unequal areas, such as “demographic, economic, social, family disruption, and urbanization” (Andresen 2006, p. 489) are associated with higher crime. The individuals residing in disadvantaged areas are influenced by the social and cultural environment and are more inclined to participate in crime. With this, geographic crime patterns can be investigated and established in conjunction with socioeconomic variables.

The level of homeownership in an area may influence crime levels. Hipp (2007) found that neighborhood crime declined with the increase in the number of homeowners. Similarly, in a
longitudinal study conducted by Boggess and Hipp (2010), they observed that homeowners did not influence residential instability associated with higher crime levels in Los Angeles, California. Xie and McDowall (2010) established that African Americans may be disproportionately precluded from owning homes; thus limiting the selection to dangerous or crime-ridden residential areas. The authors also suggest that the white population simply evades the disadvantaged neighborhoods which perpetuates homeownership disadvantages and results in residential segregation.

Different types of segregation in urban areas can contribute to increased crime. In examining the effect of income inequality on violent crime, Kang (2015) observed that economic segregation in urban neighborhoods significantly contributed to violent crime. Hipp (2011) also observed that in U.S. cities with increased inequality, greater economic segregation resulted in a substantial surge in crime levels. Racial segregation may also influence crime. Krivo et al. (2009) observed racial segregation as a crime generator in U.S. neighborhoods and cities. In their study, both African American and Latino populations that resided in the most deprived areas experienced disproportionately higher levels of crime, while white populations occupied more opulent areas with reduced crime. Feldmeyer (2010) found that when African American and Latino populations in California and New York experienced concentrated disadvantage and were segregated from white populations, homicides increased for both minority groups. While nationally, racial integration in U.S. cities has decreased violence and crime, the inclusion and integration of Hispanics with African American concentrated populations resulted in a decrease in African American homicides (Parker and Stansfield 2015). The same effect was not apparent when Hispanics were integrated with a white-dominated population. Parker and Stansfield (2015) also found that black homicides were not influenced by racial segregation, whereas white homicides were.

1.1.2. Local Spatial Variation in Crime

Crime research utilizing GWR for spatial analysis suggests that crime can be influenced differently across a study area; for example, violent crime in one neighborhood may be more influenced by certain explanatory factors than others in a study area (Zhang and Song 2014; Malczewski and Poetz 2005; Bunting et al. 2018; Cahill and Mulligan 2007). In researching the local spatial patterns of aggravated assault and larceny using census tracts in Miami-Dade County, Bunting et al. (2018) found significant variations in local associations between crime and socioeconomic variables. Specifically, poverty exerted a local and positive influence on aggravated assaults; aggravated assaults increased with greater levels of ethnic diversity, and residential burglary was locally influenced by housing characteristics. Similarly, Malczewski and Poetz (2005) observed varied, local spatial relationships between residential burglary and housing characteristics at the dissemination area level in London, Ontario. Another branch of literature explores local spatial relationships with alcohol outlets and violent crime. This collection suggests that specific types of alcohol outlets positively influence violent crime on a spatially varied level (Cameron et al. 2016; Wheeler and Waller 2009; Han and Gorman 2013).

The local variation of relationships between explanatory variables and crime may require different preventative policy or policing strategies to be applied throughout a study area (Malczewski and Poetz 2005). GWR becomes a valuable tool in identifying local areas within a city that may have varied social or economic environments that influence crime differently. Supporting this trend, Vilalta and Muggah (2016) used GWR to examine which theories of crime, social disorganization or institutional anomie, influenced Mexico City’s crime environment. The authors observed local spatial variation with variables representing the two different theories and their relationships with crime throughout Mexico City. GWR indicated some local areas that were more influenced by social disorganization features, while other local areas favored the institutional anomie theory. This increased local variation makes comprehensive policy and policing efforts to address crime for all municipalities less effective; thus, indicating the need for locally-tailored policing and policy formulation (Vilalta and Muggah 2016).
1.1.3. Spatial Scale

Since GWR provides a local measure of non-stationarity, small geographic scales are typically used with the technique for spatial crime research (Andresen and Malleson 2011; Braga et al. 2011; Brantingham and Brantingham 1999; Curman et al. 2015; Weisburd and Amram 2014; Weisburd et al. 2006, 2009, 2012). The smallest geographic scales provide more granularity to uncover local areas of spatial homogeneity and heterogeneity. The census tract (Cameron et al. 2016; Wheeler and Waller 2009; Bunting et al. 2018) and block group level geographies (Zhang and Song 2014; Han and Gorman 2013; Malczewski and Poetz 2005; Cahill and Mulligan 2007) are typically the smallest data units readily available and the most common spatial scales utilized in GWR analysis. The census boundaries are arbitrarily-derived geographic units; they are determined by obtaining a certain average population for each geographic unit area and do not coincide with other geographic boundaries, such as police, voting, or school districts (Bunch et al. 2018).

Raster grids or fishnets provide equally distributed, micro-level geographic areas to spatially analyze crime and associated explanatory factors. Using raster grids in spatial crime analysis to create micro-level geographic scales is a common and accepted methodology (Caplan et al. 2011, 2012; Kennedy et al. 2010, 2015; Barnum et al. 2017; Hart and Zandbergen 2014; He et al. 2018; Fitterer et al. 2015; Stucky and Ottenmann 2009; Dmowska and Stepinski 2014; Maimaitijiang et al. 2015; Patterson and Doyle 2009; Ratcliffe and McCullagh 1999; Drawve et al. 2016). Grid-based methods offer the ability to accurately capture the spatial crime environment considering very small geographic areas while also addressing the impacts associated with irregular polygons, such as the Modifiable Areal Unit Problem (MAUP) (Caplan et al. 2012) or topology constraints associated with defined geographies when utilizing spatial statistics (Grubesic 2006).

While scholars offer insights into the size of raster grids to be considered in spatial crime research (Chainey and Ratcliffe 2005; Caplan et al. 2011; Kennedy et al. 2010), the appropriate grid size can vary based on research objectives, the size of the study area, or even the ESDA or spatial statistical method utilized. Tita and Radil (2010) submit that a perfect, single geographic scale does not exist for any research activity. While micro-level geographies provide an increased level of granularity, higher-order geographies may still operate and influence spatial crime incidents and patterns.

RTM is a spatial risk model that utilizes a grid-based framework for determining the risk of crime based on selected explanatory variables, in geographic areas (Caplan et al. 2011, 2012; Kennedy et al. 2010, 2015; Barnum et al. 2017). RTM is a common methodology used in spatial crime analysis. While RTM and GWR are separate spatial methodologies, both interfaces require data inputs for dependent and independent variables. The quality and scale of the data used for the analysis may influence the results in both methods. Some of the user configurations of RTM include cell size, model type, and risk factor specifications. Although Caplan et al. (2013) provide default and suggested values for RTM selections, they may not be appropriate for all research projects. Varying the selections of configurations may produce contrasting results. The maximum spatial influence configuration allows users to determine the distance that the statistical tests will assess the identified risk factors, from a minimum of one block to a maximum of four blocks. This configuration requires consideration with the scale of data and grid cell size used in the analysis. Since RTM has a plethora of user configurations that could impact the level of risk identified in an area, several iterations utilizing different inputs may be required to obtain an accurate risk assessment.

Similar to RTM, the user configurations for GWR are sensitive. GWR users can also utilize raster grid-based units for a GWR analysis, although additional manipulation is required. The selected grid size also influences the spatial resolution of results; smaller grids are associated with finer local analysis and results. Other GWR user inputs include kernel model type, kernel type, bandwidth, bandwidth selection criteria, and other detailed specifications within those inputs. Kernel bandwidth, like the RTM maximum spatial variance configuration, determines the proximity and influence that observations are considered in the model. If the kernel bandwidth is configured too close, increased variance and decreased bias can result. The opposite effect occurs with kernel bandwidth that is too
distant, resulting in decreased variance and increased bias (Vilalta 2013). Like RTM, GWR may require several user iterations with adjusted configurations to accurately represent observable relationships throughout space.

1.1.4. Hotspot Methodology

Hotspot methods are a suite of ESDA mapping tools that are commonly used to spatially analyze crime. Since crimes typically “concentrate at specific, select places” (Caplan et al. 2012, p. 245), hotspot techniques indicate where crime concentrations occur in a study area. These tools are relatively simple to execute and perform well at identifying and measuring areas of local and global spatial association. While hotspot mapping indicates crime concentrations with an associated significance level, they do not explain the factors contributing to the increased crime environment. Essentially, hotspot methods only consider the dependent variable and associated significance levels (Caplan et al. 2012). Also, choosing an appropriate geographic scale in hotspot analysis is important as variability and inaccuracies may result from using a geographic scale that is too large or small (Grubesic 2006). The spatial scale may also influence the sensitivity of hotspot methods in detecting outliers or subtle changes in values (Ord and Getis 1995; Anselin 1995; Lin and Lu 2006).

While several hotspot methods exist, two of the most commonly used hotspot methods in spatial crime analysis include the Getis-Ord Gi* statistic and Kernel Density Estimation (KDE). The Getis-Ord (local) Gi* statistic is a local measure of spatial autocorrelation that identifies statistically significant, spatially concentrated areas of high and low crime by comparing local to global averages (Kounadi and Leitner 2015). Frazier et al. (2013) applied the Getis-Ord Gi* methodology to analyze the relationship between dense clustering of demolition areas and high crime areas in the shrinking city of Buffalo, New York. Analyzing data over a five-year period, the authors found that crime shifted away from substantial demolition areas. Although the Getis-Ord Gi* indicated the variation of spatial crime patterns in conjunction with demolition, additional factors could have influenced the spatial patterns of crimes, such as new or increased policing efforts or variations in the socioeconomic environment. The Getis-Ord Gi* statistic, alone, would be unable to investigate the level of influence associated with these potential relationships.

Kernel Density Estimation (KDE) identifies crime hotspots and is typically available with major crime analysis software packages. KDE generates risk areas based on crime event locations. Using KDE for spatial crime analysis has its complexities, especially in selecting the appropriate kernel bandwidth. Parameter selections are important in providing the most accurate crime hotspot areas and increased predictive power of future crime locations. Hart and Zandbergen (2014) examined crimes in Arlington, Texas using KDE at various parameter settings. The variations in the interpolation method and bandwidth size influenced the prediction of future crime events, while the grid cell size did not have a discernible impact. The authors recommend using the quartic or triangular distribution, as these distributions increased predictive results. Additionally, smaller bandwidths were encouraged due to the decrease in predictive power associated larger bandwidths (Hart and Zandbergen 2014). Chainey (2013) examined the predictive power of crime using KDE while testing various parameter settings in Newcastle-upon-Tyne in North East England. Different grid cell sizes and kernel bandwidths were applied using the crimes of residential burglary and violent assaults. Similar to the findings of Hart and Zandbergen (2014), variations in the grid cell size did not improve predictions of future crime hotspots. The bandwidth size, however, considerably influenced the prediction of crime, with smaller bandwidths associated with improved accuracy (Chainey 2013).

2. Data

The data obtained for the current research study were derived from publicly available sources. Data for the dependent variable, robbery rates, were collected from the St. Louis Metropolitan Police Department (SLMPD) downloadable crime files. SLMPD publishes crime events monthly from 2008. There are some caveats associated with the data. First, the data are available by month for the past
eleven years. The database captures violent crime events based on the reported date, not on the date of occurrence. For example, a robbery that occurred in January 2011 could be included in May 2011 data, creating the potential for inaccuracies in the data. Second, the geographic coordinates locating the violent crime event may be unavailable and are recorded as an approximate address or street intersection in the database. The address or intersection locations require conversion to geographic coordinates for analysis and increases the risk for error to enter the database and associated analysis. Table 1 indicates the number of robberies for each year (2012–2016), the number of robbery events that required additional location research, the number of robbery events that were unable to be located, and the total number of robberies used in the analysis.

Table 1. Geospatial location of robbery events.

| Year | Recorded Robberies by SLMPD | Location Research Required | No Location Provided | Robbery Total for Analysis | Percentage Identified |
|------|-----------------------------|---------------------------|----------------------|---------------------------|-----------------------|
| 2012 | 1843                        | 49                        | 6                    | 1837                      | 99%                   |
| 2013 | 1569                        | 39                        | 4                    | 1565                      | 99%                   |
| 2014 | 1646                        | 43                        | 8                    | 1638                      | 99%                   |
| 2015 | 1905                        | 46                        | 7                    | 1898                      | 99%                   |
| 2016 | 1981                        | 29                        | 3                    | 1978                      | 99%                   |

After the exclusion of robbery events that were unable to be geographically located, the robbery totals for analysis included 99% of the initial events, which provided a higher degree of accuracy in the analysis. The final dependent variable, robbery rate, used in the analysis included the number of robberies occurring in each grid, divided by the population of the corresponding grid, divided by five (the number of years in the study), and multiplied by 1000.

The independent variables in the study are derived from the ACS 5-year estimates (2012–2016). The independent variables were collected at both the census tract and block group geographic levels. Independent variables representing homeownership, unemployment, racial diversity, race, income inequality, and educational attainment were spatially tested, on a global level, for significance with the robbery rate. This yielded the percent African American and percent homeownership variables to assess local spatial variability with robbery rates. The percent African American independent variable was determined by dividing the population of African Americans alone by the total population; while the percent homeownership was owner occupied housing units divided by the occupied housing units.

The St. Louis municipal boundary and associated census tract and block group shapefiles were collected from the U.S. Census Bureau Tiger/Line shapefiles. The St. Louis municipal boundary served as the input feature to define the extent of a series of newly-created raster grid polygons. The raster grid polygons were created using two different spatial scales, 250-m and 500-m. This resulted in 2922,250-m grids and 777,500-m grids to serve as the geographic units in the study. The census tract geography typically has an average of 4000 people per unit, while the block group has an average of 1200 people per unit. In comparison, the 250-m raster grids had an average of 108 people per unit, while the 500-m grids had an average of 406 people per unit.

Using the gridded features as the geographic units in the analysis standardized the process of assessing different levels of spatial scale. This addressed potential issues caused by the variability associated with using common geographic units (Ren et al. 2017). Robbery events from 2012–2016 were spatially joined to the corresponding raster grid, for both the 250- and 500-m scale, that contained the event. This process resulted in the number of robberies completely contained in each respective raster grid, at both spatial scales. Based on the number of robbery events for each grid, a new field was created and the robbery rate for each grid was determined.
3. Methods

The process of spatial interpolation, using areal weighting, produced the values for the independent variables in each grid cell. Data at the census tract and block group level were obtained to establish the values of 250- and 500-m gridded units. The census tract and block group features and values were spatially intersected with the 250 and 500-m grids. The area was computed, summed, and joined for the resultant features. The area weight (area/sum of the area) and new independent variable grid value (independent variable*area weight) were calculated and spatially joined to the corresponding 250- or 500-m raster grid. See Equations (1) and (2).

$$A_w = A_i / A_t$$  

$A_w$ = Partial census tract or block group area weight  
$A_i$ = Individual area of each census tract or block group  
$A_t$ = Total area of the census tract or block group parts

$$T_v = \sum_{i=1}^{n} C_t * A_w$$  

$T_v$ = Census tract or block group population  
$C_t$ = Census tract or block group total population  
$A_w$ = Partial census tract or block group area weight

This resulted in two sets of spatially interpolated values for independent variables; one derived from census tract data, available at the 250- and 500-m raster grid unit and the other obtained from block group data at the 250- and 500-m raster grid scale.

With the values of the dependent and independent variables determined, a LISA analysis was performed on the robbery rates to determine where the violent crime clustered in the city. The LISA analysis utilized queen continuity weighting when calculating a local value for each raster grid. The outcome produced LISA indices, clusters, and significance levels.

We began the analysis with an Ordinary Least Squares (OLS) regression model. See Equation (3). The dependent variable was the robbery rate and the independent variables were: (1) percent homeownership; (2) percent unemployment; (3) Theil racial diversity score; (4) Theil income inequality; (5) education attainment index; (6) percent white; and (7) percent African American. The terms $\beta_0$ and $\epsilon$ are the intercept and error term, respectively.

$$y = \beta_0 + \sum_{i=1}^{k} \beta_i X_i + \epsilon$$  

A Global Moran’s I analysis was performed on the OLS residuals to check for spatial autocorrelation. The Global Moran’s I considered neighboring polygons by using contiguity edges and corners, Euclidean distance, and weight by row (Wang and Arnold 2008). With spatial autocorrelation present among the OLS residuals of the 250- and 500-m grids for both census tract and block group data, the Spatial Lag Model (SLM) was performed to determine the most significant independent variables contributing to robbery rates in the City of St. Louis. The SLM corrects for spatial autocorrelation by including the values of the dependent variable in neighboring areas as an independent variable in the model (Anselin and Bera 1998). In the SLM $\rho_0$ is the spatial lag term for the robbery rate. Based on the results of the SLM, GWR was utilized to determine the local relationships between independent variables and robbery rates. Building on Equation (4), we developed two exploratory GWR models based on the coefficients that were theoretically significant: (1) a percent homeownership GWR model; and (2) a percent African American GWR model. In the general GWR model, $y_i$ represents a location and $u_i, v_i$ are the corresponding coordinates, and $x_{ki}$ is percent homeownership or percent African American.
American. The term $\beta_i(u_i, v_i)$ is the estimated local coefficient and $\beta_0(u_i, v_i)$ and $\epsilon_i$ are respectively the intercept and error term. See Equation (5).

$$y = \beta_0 + \sum_{i=1}^{k} \beta_i x_i + \rho_0 + \epsilon$$  

Equation (4)

$$y_i = \beta_0 (u_i, v_i) + \sum_{i=1}^{k} \beta_i (u_i, v_i) x_{ki} + \epsilon_i$$

Equation (5)

The GWR models were used to determine how the spatial relationships between the independent variables of percent African American and percent homeownership and the dependent variable, robbery rates locally varied from global values across the City of St. Louis. GWR was also used to determine which geographic unit, the census tract or block group, provided a more robust explanation of data and relationships.

The GWR software requires user-input to calibrate the model. The calibration for the current study included a Gaussian kernel model type, an adaptive bi-square kernel type, a golden section search for bandwidth selection method, and the Akaike Information Criterion with Correction (AICc) for small sample sizes for bandwidth selection criteria. The Gaussian model type is typically used in modeling numeric values and spatial processes. The adaptive bi-square kernel type allows the kernel to vary based on the density of data points; high concentrations of data points result in a smaller bandwidth, while dispersed data points produce a larger bandwidth (Fotheringham and Rogerson 2009). The bi-square kernel also removes the influence of events beyond the selected bandwidth by weighting them with a zero weight (Bidanset and Lombard 2014). The golden section search for the bandwidth selection method provided the optimal bandwidth size in most cases. If the golden section search returned a warning message of “lower limit is selected,” a user-defined maximum and minimum number of nearest neighbors were entered based on the bandwidth results of previous iterations. The golden section search utilized the Akaike Information Criterion with correction for sample sizes (AICc) in evaluating model fit for optimal bandwidth selection (Nakaya et al. 2016).

4. Results

4.1. Descriptive Statistics

The descriptive statistics for census tract and block group data for both the 250- and 500-m grid scales are provided in Table 2. All the variables for each geographic data unit and grid-scale indicated the presence of spatial autocorrelation ($p \leq 0.001$). The independent variables using the census tract data for both 250- and 500-m grids have comparable global Moran’s $I$, mean, standard deviation, minimum, and maximum values. The dependent variable showed some variation in the standard deviation and maximum values which can be attributed to the geographic space considered by the different-sized raster grids. Similar inferences can be drawn with the block group data and the 250- and 500-m grid scales.
Table 2. Descriptive Statistics for Census Tract and Block Group Data at the 250- and 500-m Raster Grid Scale.

| Variable                  | Global Moran’s I | Mean     | SD      | Min   | Max    | Global Moran’s I of OLS Residuals |
|---------------------------|------------------|----------|---------|-------|--------|-----------------------------------|
|                           |                  |          |         |       |        |                                   |
|                           | Census Tract, 500-m |          |         |       |        |                                   |
| Robbery Rate              | 0.267 ***        | 5.479    | 8.627   | 0     | 105.536|                                   |
| Percent African American  | 0.948 ***        | 0.547    | 0.341   | 0.009 | 0.997  |                                   |
| Percent Homeownership     | 0.844 ***        | 0.418    | 0.162   | 0.014 | 0.844  |                                   |
|                           | Census Tract, 250-m |          |         |       |        |                                   |
| Robbery Rate              | 0.270 ***        | 5.795    | 13.094  | 0     | 276.881|                                   |
| Percent African American  | 0.970 ***        | 0.544    | 0.344   | 0.009 | 0.997  |                                   |
| Percent Homeownership     | 0.918 ***        | 0.419    | 0.166   | 0.014 | 0.844  |                                   |
|                           | Block Group, 500-m |          |         |       |        |                                   |
| Robbery Rate              | 0.198 ***        | 5.943    | 10.319  | 0     | 138.794|                                   |
| Percent African American  | 0.916 ***        | 0.537    | 0.358   | 0     | 1.00   |                                   |
| Percent Homeownership     | 0.736 ***        | 0.411    | 0.205   | 0     | 0.948  |                                   |
|                           | Block Group, 250-m |          |         |       |        |                                   |
| Robbery Rate              | 0.225 ***        | 6.415    | 16.643  | 0     | 363.390|                                   |
| Percent African American  | 0.948 ***        | 0.535    | 0.365   | 0     | 1.00   |                                   |
| Percent Homeownership     | 0.833 ***        | 0.410    | 0.216   | 0     | 1.00   |                                   |

Standard Deviation (SD); Ordinary Least Squares (OLS); *** Statistical significance level: \( p \leq 0.001 \).

4.2. Analytical Models

4.2.1. Global Regression Models

The OLS residuals were tested for spatial autocorrelation using the Global Moran’s I. Spatial autocorrelation \( (p \leq 0.001) \) was present for census tract and block group data in 250- and 500-m grids. See Table 2. Based on the presence of spatial autocorrelation in the OLS residuals, the Spatial Lag Model (SLM) was used to remove spatial autocorrelation from the model and to determine, globally, which independent variables explained robbery rates in the City of St. Louis. Using a maximum-likelihood estimation SLM, the census tract and block group data for 250- and 500-m grid models were analyzed. The percent African American independent variable at the block group data and 250-m grid level, significantly \( (p \leq 0.05) \) influenced robbery rates for the City of St. Louis. The percent homeownership explanatory variable at the block group data and 500-m grid level, approached significance \( (p \leq 0.10) \) to influence robbery rates across the study area. See Table 3. With global significance observed for percent African American and percent homeownership approaching significance, these two variables were selected to explore how each of their relationships varied, locally with robbery rates throughout the City of St. Louis.

4.2.2. Spatial Clustering Models

A LISA analysis indicated local hotspot and cold spot patterning of robbery rates in the City of St. Louis. Figure 1A–D depicts a LISA analysis for census tract and block group data at 250- and 500-m raster grids. The high-high LISA cluster category indicated robbery rate hotspots or areas with high spatial clustering, while the low-low LISA cluster category revealed cold spot or areas with low spatial clustering. In terms of Figure 1, both the significant hotspot and cold spot areas \( (p \leq 0.05) \) for 250- and 500-m grid models were comparable. The 500-m grids for both census tract (Figure 1B) and block group data (Figure 1D) displayed generalized areas of hotspots and cold spots as compared to the
detailed areas highlighted by the 250-m raster grids (Figure 1A,C). The smaller grid size offered greater precision in indicating micro-areas of significant spatial clustering of robbery rates in the City of St. Louis. The cold spot areas were found around the municipal boundary and the southwestern portion of the city. The hot spot areas were found in the heart of the city, primarily in the central eastern and northern parts. The block group data at the 500-m grid scale (Figure 1D) did not indicate the significant hotspot clustering found in the other models in the south-central portion of the city.

4.2.3. Geographically Weighted Regression

The results of the eight GWR models indicated local spatial variation in the relationships between percent African American and percent homeownership with the robbery rate, throughout the City of St. Louis. The GWR or local model r-squared values for each of the eight models were higher than the OLS models or global models. On average, the GWR models outperformed or explained more than the OLS models for both percent African American and percent homeownership with census tract and block group data at the 250- and 500-m grid scales. This indicated that OLS was unable to explain the local spatial variation of relationships between race or stability and robbery rates. Figure 2A–D indicated areas where local r-squared values were either higher or lower than the global r-squared values for the relationship between percent homeownership robbery rates. Figure 2A,B represent the global to local r-square comparison for percent homeownership using census tract data at the 250- and 500-m grid scales. Figure 2B indicated local model improvement over the global model, with 90% of the 500-m raster grids having higher local r-squared values than the global r-square value. The northern arm and a few small areas in the central portion of the city had lower local r-squared values than the global r-square. Percent homeownership using census tract data at the 250-m grid level (Figure 2A) showed more spatial variation in global to local model improvement. Similar patterns are apparent with both census tract data and 250- and 500-m grids. A scattered, degraded performance of the local model is readily apparent throughout the city; however, 92% of the 250-m raster grids saw an increase in local model performance. GWR produced improved local r-squared values for percent homeownership using block group data and 500-m grids, with 97% of the grids having a local r-squared value greater than the global r-squared value. The underperforming areas appeared in the northern arm and haphazardly scattered throughout the city (Figure 2D). In Figure 2C, local model underperformance appeared concentrated.

The local relationship between percent African American and robbery rates indicated greater spatial variation than the relationship between percent homeownership and robbery rates. The census tract data and 500-m raster grid model had 76% of grids with r-squared values higher than the global r-squared value. Concentrated locations of lower than global, local r-squared values were apparent throughout the city. The census tract data at the 250-m grid model suggested a similar pattern with additional occurrences of lower-performing local models. The 250-m grids had a slight increase of raster grids (78%) with local r-squared values higher than global baseline r-squared value. The block group data with 250- and 500-m raster grid models displayed similar spatial variability in local r-squared values, with 75% of 500-m grids and 83% of 250-m grids having higher local r-squared values than the global baseline.

An examination of all eight models suggested that differences exist between utilizing census tract data and block group data and 250- and 500-m grids. First, both the global and local r-squared values are higher with the census tract data at the 500-m grid level in both the race and stability models (see Table 4). A degradation of global and local model explanation is apparent in comparing census tract data at the 500-m grids to the census tract data and block group data at the 250-m grids, for both race and stability models. The global and local r-squared values for census tract data at the 250-m grids and block group data at the 250- and 500-m grids have similar r-squared values, in both race and stability models. This may indicate that the process of spatial interpolation via areal weighting provided similar standardization of values for census tract data at the 250-m grid and block group data at the 250- and 500-m grids for both race and stability models. In comparing the Akaike Information Criterion (AIC)
values for model quality, the 500-m grids had improved quality over the 250-m grids, indicated by lower global and local AIC values for the census tract and block group data in both race and stability models. Thus, the census tract data at the 500-m grid level appeared to be the most powerful in explaining the global and local relationships with race or stability and robbery rates. Although the census tract data and 500-m grid are more robust, the block group data and 250-m grid scale offered greater precision.

In Table 4, the GWR range of coefficients was the greatest for census tract data and 500-m grids, with percent African American having a GWR range of 902.865 and percent homeownership having a GWR range of 311.316. This indicated that local coefficients for the census tract data at the 500-m grid scale had a large spread compared to the other data and grid models. The second highest spread of local coefficients appeared with block group data at the 250-m grid scale for both race and stability models. A greater GWR range is indicative of the local values being considered throughout the GWR model and can be seen in comparison with the range of OLS values, as they are very similar.
Table 3. Spatial Lag Model Results.

|                      | Census Tract, 500-m Grid | Census Tract, 250-m Grid | Block Group, 500-m Grid | Block Group, 250-m Grid |
|----------------------|--------------------------|--------------------------|-------------------------|-------------------------|
|                      | Coefficient | Standard Error | Coefficient | Standard Error | Coefficient | Standard Error | Coefficient | Standard Error |
| Percent Homeownership| −1.609      | 2.435           | −3.189      | 1.831          | −0.533      | 2.074          | †           | 0.726          | 1.610          |
| Percent Unemployment | −0.962      | 7.323           | 0.372       | 5.349          | −1.904      | 5.789          | −1.134      | 4.177          |
| Racial Diversity     | −1.034      | 2.461           | −1.429      | 1.870          | 0.925       | 1.742          | 0.808       | 1.373          |
| Income Inequality    | −0.115      | 3.284           | −1.791      | 2.528          | 2.116       | 2.847          | 1.706       | 2.183          |
| Educational Attainment| 0.467      | 0.400           | 0.298       | 0.303          | 0.422       | 0.407           | 0.294      | 0.320          |
| Percent African American| −2.548 | 7.736           | −2.105      | 5.816          | 4.970       | 2.920          | 4.507       | 2.213          |
| P                    | 0.468       | 0.049           | 0.507       | 0.025          | 0.345       | 0.055           | 0.448       | 0.027          |
| Constant             | 7.442       | 8.540           | 8.211       | 6.361          | 0.038       | 2.295           | 0.308       | 1.732          |

Goodness-of-Fit Statistics

|                      | R^2 | Log Likelihood | AIC | N   |
|----------------------|-----|----------------|-----|-----|
| Percent African American Models | 0.205 | −2701.61 | 5421.21 | 777 |
| Percent Homeownership Models | 0.019 | −11,402.20 | 22,822 | 2922 |

Statistical significance levels, two-tailed: * p ≤ 0.05; *** p ≤ 0.001; † p ≤ 0.10.

Table 4. Global and Local Parameter Estimates for Geographically Weighted Regression Models.

|                      | Range | OLS Model | Range | GWR Model | Goodness-of-Fit Statistics |
|----------------------|-------|-----------|-------|-----------|---------------------------|
|                      | Min   | Lower Quantile | Median | Upper Quantile | Max     | Coefficient | Standard Error | Range GWR | Range OLS | GWR R^2 | OLS R^2 | GWR AIC | OLS AIC |
| Percent African American Models | −195.903 | −3.353      | 5.622  | 13.390     | 706.962 | 7.018       | 0.564          | 902.865    | 1.127     | 0.267   | 0.077   | 5422.904 | 5497.772 |
| Census Tracts, 500-m Grid | −260.885 | −3.422      | 5.985  | 13.800     | 212.909 | 7.523       | 0.691          | 473.795    | 1.382     | 0.152   | 0.039   | 22,984.603 | 23,213.823 |
| Census Tracts, 250-m Grid | −46.368  | 0.570       | 6.136  | 9.010      | 51.072  | 7.452       | 0.999          | 97.439     | 1.998     | 0.154   | 0.067   | 5764.424 | 5784.089 |
| Block Groups, 500-m Grid | −422.994 | −2.890      | 4.427  | 11.887     | 498.92 | 8.205       | 0.830          | 768.716    | 1.660     | 0.154   | 0.032   | 24,482.086 | 24,635.269 |
| Block Groups, 250-m Grid | −118.167 | −7.009      | −0.605 | 12.058     | 161.324 | 4.712       | 1.422          | 279.491    | 2.843     | 0.159   | 0.004   | 24,470.554 | 24,720.492 |

Ordinary Least Squares (OLS); Geographically Weighted Regression (GWR); Statistical significance level: ** p < 0.01.
Figure 1. Local Indicators of Spatial Association (LISA) analysis of census tract and block group data and 250- and 500-m grids. Red areas indicate hotspots, blue areas are cold spots, and gray areas are not significant. (A) census tract data and 500-m grids; (B) census tract data and 250-m grids; (C) block group data and 500-m grids; (D) block group data and 250-m grids.
Figure 2. Comparisons of global to local r-squared values throughout the study area. Blue grids indicate where the local model performs better than the global model, while the red grids indicate where the local model performs worse than the global model. (A) census tract data and 500-m grids; (B) block group data and 250-m grids; (C) block group data and 500-m grids; (D) block group data and 250-m grids.

Bivariate maps depicting the spatial location of significant t-values ($p < 0.05$) and local parameter estimates are provided in Figures 3 and 4. Displaying the local coefficients and significant t-values
in a bivariate map provided the opportunity to interpret spatial nonstationary throughout the study area, while affording additional information on local, significant relationships (Mennis 2006). Figure 3 represents the local coefficients and significant t-values ($p < 0.05$) for percent homeownership using block group data and 250-m grids. The dark and light purple categories indicated where local parameter estimates, and significant t-values had a negative local relationship with robbery rates. These areas significantly ($p < 0.05$) indicated that lower homeownership rates were associated with a higher robbery rate. These areas are in the central and northern parts of the city. The dark and light blue areas depicted significant areas ($p < 0.05$) where higher rates of homeownership influenced a greater robbery rate. These areas are also located in the central and northern parts of the city. Figure 4 depicted local coefficients and significant t-values for percent homeownership with census tract data and 500-m grid model. In comparison with Figure 3, Figure 4 appeared more generalized and varied in significant local coefficients. Most of the northern arm of the city had significant positive local coefficients, while both Figures 3 and 4 suggested that higher homeownership rates were associated with higher robbery rates in the central portion of the city. In Figure 4, southern portions of the city have significant negative local coefficients, which suggested that lower homeownership rates influenced robbery rates.

Figure 5 depicted the local coefficients and significant t-values for percent African American using block group data and 250-m grids. The purple local areas depicted where a significant relationship occurred between the lower rate of African American population with a higher robbery rate. While the blue areas indicated where significant, increased rates of African American population and higher robbery rates occurred locally. These relationships were scattered throughout the study area, with only a few concentrated areas of significant negative relationships that occurred just before the northern arm and in the central eastern portions of the city and positive relationships in the north and west central and northeast portions of the city. Figure 6 represented the significant local coefficients for percent African American using census tract data and 500-m grids. A pronounced clustering of significant negative and positive local coefficients was apparent in the study area. The significant negative local relationships with percent African American and robbery rates occurred in the eastern part of city center, moving northwest, and southwest of the northern arm. The significant positive local relationships, percent African American and robbery rates, were found in the northern arm and in the center of the city.

These bivariate maps demonstrated that the spatial relationships between race or stability and robbery rates exhibited local spatial variation. These varied, local spatial relationships were not indicated in the global models, as the OLS statistical method assumed that spatial relationships remained the same throughout the study area. The GWR method indicated specific areas where relationships varied in the eight models we explored.
Figure 3. Mapped percent homeownership local coefficients and significant t-values ($p < 0.05$) using block group data and 250-m grids. Purple grids indicated significant, negative coefficients; blue grids indicated significant, positive coefficients; and gray grids are not significant.
Figure 4. Mapped percent homeownership local coefficients and significant t-values ($p < 0.05$) using census tract data and 500-m grids. Purple grids indicated significant, negative coefficients; blue grids indicated significant, positive coefficients; and gray grids are not significant.
Figure 5. Mapped percent African American local coefficients and significant t-values ($p < 0.05$) using block group data and 250-m grids. Purple grids indicated significant, negative coefficients; blue grids indicated significant, positive coefficients; and gray grids are not significant.
5. Discussion

This study explored three major research questions. First, does the census tract or block group data better explain the relationship between percent African American and robbery rates, and percent homeownership and robbery rates. We found that the standardized census tract data showed greater...
explanatory power in examining the local relationship between percent African American and percent homeownership and robbery rates. Second, how do different spatial scales of grids influence the relationships between independent variables and robbery rates. We observed that the larger (500-m grid) scale had higher explanatory power but lacked the precision of the smaller (250-m grid) scale. Last, how did the spatial relationships between race and robbery rates, and stability and robbery rates vary, locally in the City of St. Louis. We identified that the local spatial relationships between race or homeownership and robbery rates were varied, with the greatest variation found in the central portion of the city.

A LISA analysis indicated that robbery rates were spatially clustered in the City of St. Louis. Robbery rate hotspots were typically found in the north and east-central portions of the city, with some northwest tendencies. While the robbery rate cold spots were found around the city boundary and the southwestern part of the city. This analysis provided micro-spatial areas of increased robbery concentrations that can be focused on for preventative policing efforts.

With the presence of spatial autocorrelation in each of the models, the SLM globally-indicated that the independent variables of percent African American and percent homeownership had a significant relationship with robbery rates in St. Louis. Based on the global findings, GWR was used to explore how these relationships spatially varied, on a local level, across the study area.

The GWR analysis presented some important findings. The GWR models provided a better explanation of the local relationships between percent homeownership and the robbery rate as compared to the local relationships between percent African American and the robbery rate in St. Louis. The four models for percent African American had an average of 78% of grids with local r-squared values greater than the global r-squared value; while the four models for percent homeownership had an average of 93.25% of raster grids with local r-squared values greater than the global baseline. Local areas of homeownership or stability could be a more accurate indicator of robbery rates on a local level throughout the city while the local relationship between the percent African American population and robbery rates appeared to be less consistent.

GWR was also used to assess which scale of data, the census tract or block group, provided a better explanation of the selected independent variables and robbery rates in St. Louis. The block group data was collected at a finer spatial scale and offered greater spatial precision in analysis, but then presented as less powerful. For the 250- and 500-m grids, the 500-m grid was more powerful; however, the 250-m grid was more precise. In terms of the two spatial scales of data and two scales of micro-geographic units, larger geographies were associated with more robust models and smaller geographies offered greater spatial precision.

The bivariate maps that depicted significant t-values and parameter estimates indicated local spatial heterogeneity in all relationships of the eight GWR models. The results from the bivariate maps indicated that for some micro-areas in the city, other variables or higher order geographies could have influenced robbery rates. For example, for the percent homeownership with the block group data and 250-m grid scale model, clustered areas of significant and negative local coefficients of homeownership rates associated with higher robbery rates, this may suggest that other factors explain this relationship. For instance, potential factors may include a transient or renter population that could improve the explanation of robbery rates in a local area. Additionally, in the same model, concentrations of significant and positive percent homeownership local coefficients may suggest that a larger geographic scale, such as a culturally homogenous neighborhood, may be collectively influencing the robbery rate. Another possibility could be that the population residing in the area of increased robbery rates are not the same population committing the crimes and these local areas may provide spatial environment conducive to committing robbery (Brantingham and Brantingham 1993).

The global spatial regression models indicated percent African American and percent homeownership as significantly influencing robbery rates throughout the City of St. Louis and this finding correlated with St. Louis’ historical issue of residential segregation. St. Louis is one of the leading urban areas in the United States with extreme racial and residential segregation (Oliveri
Deeply rooted racism in the early 1900s produced segregated neighborhoods, which influenced and perpetuated unfair home loan lending practices for several decades. The practice of redlining severely restricted housing for African Americans, which disproportionately inhibited economic growth and security associated with homeownership. The Fair Housing Act of 1968 made redlining illegal; however, the economic disadvantage and residential segregation remained (Purnell et al. 2018). A period of urban renewal backed by the federal government replaced several African American neighborhoods with commercial buildings and interstate developments (Johnson 2016). The affordable and vouchered housing made available to the displaced African American population, which was disproportionately poor and segregated, reinforced the racial and residential segregation in the city (Metzger 2014). White-flight to the surrounding suburban areas, especially to surrounding St. Louis County, resulted in the fortification of the racial divide (Purnell et al. 2018). St. Louis’ history of racial and residential segregation corresponded with the significant local spatial variation found for the percent African American population and percent homeownership’s influence on robbery rates. The varying degrees of and racial and residential segregation in St. Louis influence robbery differently throughout the city.

The current study has some limitations associated with GWR model configurations and the irregular size of the study area. Many user configurations can be applied and adjusted while using GWR to explore local spatial heterogeneity. Calibrating a GWR model can be an iterative process, with the kernel bandwidth as perhaps the most sensitive feature. Selecting the appropriate bandwidth is essential in accurately modeling local spatial relationships. Bandwidths that are too wide may not capture local spatial variation, while bandwidths that are too narrow may overrepresent local spatial variation (Yrigoyen et al. 2008).

The City of St. Louis has a municipal boundary that is irregular. The northern portion of the city is an isolated arm, bounded by St. Louis County to the west and the Mississippi River to the east. This part of the city is approximately 1.5 km (widest) and 6.5 km long and has a limited number of neighbors for configured bandwidths to consider in the GWR analysis. Due to this geographic limitation, future studies may consider the application of Conditional Geographically Weighted Regression (CGWR) (Leong and Yue 2017) or Multiscale Geographically Weighted Regression (MGWR) (Fotheringham et al. 2017), which allows bandwidths to vary and offers increased smoothing, may provide greater accuracy in the results to assess the relationships between the selected independent variables and robbery rates in this area.

The areal interpolation technique used in the current research also presents another limitation, an apparent trade-off between the scale of geography and data currency. The utilization of block and land parcel data assigned to raster grids would provide results at a smaller geographic scale and assign population to precise geographic areas associated with residential land use types. This methodological approach would result in more precise geography with outdated socioeconomic data (only available from the 2010 Decennial Census). The current research favored data currency for our methodological strategy. We utilized block group and census tract data from the ACS 5-year estimates (2012–2016) that coordinated with the existing crime patterns. While the limitations of these methodological approaches are considered, a multitude of geographic strategies exist to assign values to raster grids; all of which will inherently have limitations associated with user-defined criteria.

While the current study offered an explanatory analysis of spatial clustering and the global and local influencers of robbery rates using different geographic scales, future studies may consider applying a GWR methodology that allows for variations in bandwidths throughout the study area with each independent variable. This may provide greater accuracy in assessing local relationships. Although the relationships of percent African American and percent homeownership were indicated as globally significant with robbery rates from the SLM analysis and the subsequent local analysis, future research may consider how statistically insignificant independent variables at the global level, exert a potentially concentrated, statistically significant influence at the local level using different
geographic scales. Comparing the results of characteristically similar cities or the same study area over two different time periods may also yield interesting results.
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