Machine learning algorithms for fall detection using kinematic and heart rate parameters-a comprehensive analysis
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ABSTRACT

The application of machine learning techniques to detect and classify falls is a prominent area of research in the domain of intelligent assisted living systems. Machine learning (ML) based solutions for fall detection systems built on wearable devices use various sources of information such inertial motion units (IMU), vital signs, acoustic or channel state information parameters. Most existing research rely on only one of these sources; however, a need to do more experimentation to observe the efficiency of the ML classifiers while coupling features from diverse sources, was felt. In addition, fall detection systems based on wearable devices, require intelligent feature engineering and selection for dimensionality reduction, so as to reduce the computational complexity of the devices. In this paper we do a comprehensive performance analysis of ML classifiers for fall detection, on a dataset we collected. The analysis includes the impact of the following aspects on the performance of ML classifiers for fall detection: (i) using a combination of features from 2 sensors—an IMU sensor and a heart rate sensor, (ii) feature engineering and feature selection based on statistical methods, and (iii) using ensemble techniques for fall detection. We find that the inclusion of heart rate along with IMU sensor parameters improves the accuracy of fall detection. The conclusions from our experimentations on feature selection and ensemble analysis can serve as inputs for researchers designing wearable device-based fall detection systems.
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1. INTRODUCTION

The application of computational intelligence in the field of fall detection has gained increased focus in the recent years because of its impact on geriatric healthcare. Internet of Things and machine learning enable design of fall detection systems (FDS) that are capable of monitoring human movements remotely. Such FDSs analyse body movements and postures, using cameras, ambient sensors or wearable sensors. Sensor based systems monitor and report kinematic parameters such as those from an inertial motion unit (IMU) (accelerometer, gyroscope and magnetometer) or biomedical observations heart rate variability (HRV), galvanic skin response (GSR) and oxygen saturation (SpO2)). Existing research shows application of various machine learning algorithms to detect falls using a subset of the above mentioned features.
Machine learning (ML) techniques for fall detection based on wearable devices differ from each other because the data sources and the characteristics of data generated in each case is different. For e.g., in [1], the features used to detect falls include acceleration, rate of turn, and the strength of the Earth’s magnetic field along the X, Y and Z axes, and the classifiers applied are k-nearest neighbor (kNN) classifier, least squares method (LSM), support vector machines (SVM), bayesian decision making (BDM), dynamic time warping (DTW), and artificial neural networks (ANNs). The accuracy of fall detection in wearable sensors based techniques, is also influenced by the placement of the sensors. Yu et al. [2] attempts to reduce errors caused by incorrect sensor positions using hidden markov model (HMM). Guvensan et al. [3] explores how energy efficiency of wearable devices can be optimized. In addition to wearable devices, fall detection is also enabled by machine learning algorithms applied on data generated by sensors integrated with mobile phones [4]. Other related research in this area include [5-7].

Improving performance metrics of ML classifiers for fall detection involves techniques such as data pre-processing, feature engineering and selection, and creating ensembles which combine multiple weak classifiers to generate a strong classifier. Vallabh et al. [8] applies feature extraction and rank based feature selection to data generated by accelerometer and gyroscope, and evaluates naïve bayes, LSM, ANN, SVM and kNN classifiers for fall detection. In [9], feature engineering is performed after grouping the real time sensor data into windows. Subsequently, classification algorithms were applied to each window for fall detection. Another example is [10], in which data generated by a tri-axial gyroscope, is divided into consecutive and partially overlapping windows, post which three time-domain features were extracted. Decision tree was applied on the extracted features for fall classification. Other research that perform windowing and feature extraction includes [11], with data from a wearable motion sensor and a smartphone, and [12] using acceleration and angular velocity. Optimal feature selection plays an important role in the accuracy of fall detection. Researches in [13-15] explore this aspect-Wang et al. [13] applies bayesian framework to calculate the weight of each feature, based on which an optimal feature set was identified as input to training the ML classifier, while Tsinganos and Skodras [14] analyzes accelerometer data to extract a set of 14 features across timedomain, statistical measures and continuous wavelet transform, and Kao et al. [15] applies genetic algorithms for feature selection and SVM for classification. Jahanjoo et al. [16] proposes a fall detection algorithm based on data from 3-axis accelerometers, performs dimensionality reduction and applies a multilevel fuzzy (MLF) min-max neural network. The accuracy of the MLF algorithm was reported to be 97.29%. The use of ensembles in ML techniques for fall detection has also been widely explored [17-18]. In fact, [19] does a performance analysis of various ML classifiers on a public dataset, and reports that ensemble classifiers such as random forest and gradient boosting produce the best results. Deep learning has also been employed for fall detection, and results show high accuracy in fall classification [20-21]. However, a constrained wearable device may be unable to host deep learning-based solutions which typically run on processors with high computational capabilities. [22] provides a survey of recent advances in wearable fall detection systems.

We observe that most of the existing research on wearable fall detection systems, apply ML classifiers on single sources of information [23-25]. Therefore, there is a need to explore the impact of compounding feature vectors from multiple sources for fall detection, on the performance of ML classifiers. In wearable device based FDSs, it is also important to ascertain a minimal set of features that can efficiently detect falls, because reducing the number of features used for classification leads to lower computational complexities, and hence, decreased power consumption of the devices, while also not compromising the classifier performance.

In this paper, we explore the impact of using a feature set created from two sources of data - an IMU sensor and a heart rate sensor - on the performance of various ML classifiers. We also perform feature engineering and feature selection on the dataset we collected, in order to find out the most significant features that can enable efficient fall detection. Our study spans the performance of several base classifiers and ensemble classifiers. This work is part of an intelligent wearable device based FDS we are developing, for the deployment scenario of a geriatric care home. The observations from our analysis will help us make the right design trade-offs, in the distributed architecture of the fall detection system under development.

The rest of the paper is organized as follows: Section 2 describes our methodology, including data collection, pre-processing, dataset partitioning, feature engineering and selection, and application of ensemble classifiers. Section 3 describes the results obtained at various steps in our experimentation. Section 4 outlines our remarks on the practical implications of the results of our experimental analyses.

2. RESEARCH METHOD

The objective of our work was to analyse the impact of the following factors on the performance of ML classifiers:

- Using a feature vector comprising both vital signs and IMU parameters
2. Feature engineering

The feature engineering steps we performed included feature scaling, feature extraction and selection. Feature scaling was applied on the dataset using the standard scaler library from Python scikit-learn to transform the data such that its distribution has a mean of 0 and standard deviation of 1. Since the collected dataset was time series data, we applied a rolling window technique to perform statistical analysis on the dataset. This technique splits the data into windows of the specified length, with the number of increments between successive rolling windows set to 1 period. The dataset was partitioned into N subsamples, using (1):

$$N = T - m + 1$$

where T is the sample size and m is the rolling window size.
All points within a window were evenly weighted. A window size of 20, which maps to a window interval of 5 seconds, gave us marginally better results, because such a window has enough samples to accurately classify an activity. Subsequently, feature extraction was performed for every window, for each of the set of values reported by the magnetometer, gyroscope, accelerometer and heart rate sensors, within that window. Thus, the feature vector was extended to include not only the instantaneous time series parameters, but also, the mean, median, standard deviation, variance, skew and kurtosis, of the attribute values within a window.

2.3. Feature selection

During further analysis, it was found, as expected, that some features presented more importance to the classifier accuracy than certain other features. Hence the feature importance for all the features was compared to enable feature selection so as to observe (i) the classifier performance based on the more important features and (ii) the impact of inclusion of heart rate observations along with IMU sensor observations, on the classifier accuracy. We applied ranking based feature selection techniques supported by Python scikit-learn libraries, for this purpose. For kNN, features were selected according to k highest scores, where k=10 and number of nearest neighbors as 7. In the naive bayes classifier, the top 10 features with the highest scores, were selected. Random forest classifier was applied with no: of trees set to 10, and entropy as the function to measure quality of the split. Feature selection was done based on importance weights, as set by a threshold, such that those features whose importance is greater than or equal to the threshold are retained and the others are discarded. For analysis using ANN, multi-layer perceptron classifier was used, with weight optimization using quasi-Newton method, and hidden layer sizes as (5, 2). The activation function to the hidden layer was the rectified linear unit function. XGBoost classifier was tuned for tree based boosting with 100 trees to fit and a maximum depth of 3. We experimented with 2 threshold values-0.01 and 0.02, in combination with window sizes set to 10 and 20. Threshold values of 0.01 and 0.02 gave us comparable results, hence we chose threshold = 0.01 for further analysis.

2.4. Application of ensemble classifiers

Ensemble techniques for machine learning are typically used when there is data from disparate sources. They are also used if certain classifiers are found to be performing poorly, but is nevertheless preferred to solve the problem at hand, for various reasons. Ensemble classifiers combine different base classifiers using a meta classifier to produce a single output, which performs better than the base classifiers. Ensemble classifiers take advantage of the concept of wisdom of crowds - they overcome the drawbacks of the constituent base classifiers and creates a combination classifier that performs better than the base classifiers. The effectiveness of the ensemble classifier depends on: (i) the base classifiers being used, (ii) the input to each base classifier, and (iii) the method to combine the outputs of the base classifier. Some examples of ensemble classifiers include random forest, extra tree classifier, Adaboost and its variants. In order to evaluate the results of applying ensemble classifiers further to our problem, we experimented with the following scenarios, on the IMU+HR dataset, post feature engineering and feature selection.

2.4.1. Stacking classifiers

A stacking classifier implements a stack of estimators with a final classifier. We used a stacking classifier with the following combinations of base classifiers: decision tree, ANN, naïve bayes, kNN and logistic regression, taking combinations of 2 and 3 of these classifiers to form different configurations of stacked ensemble classifiers. The input into the base classifiers was the complete IMU+HR dataset.

2.4.2. Voting classifiers

A voting classifier fits multiple base classifiers and predicts an output class based on the highest majority of voting by the base classifiers. The voting can be hard or soft-hard, if the output is the one which had the highest probability of being predicted by the base classifiers, and soft, if the output class is predicted based on votes obtained according to sum of weighted probabilities of each individual classifiers. We used a combination of decision tree, ANN, naïve bayes, kNN and logistic regression as base classifiers, with voting type as hard and soft, to form different configurations of voting ensemble classifiers.

2.4.3. Bagging classifiers

Bagging classifiers fit base classifiers on random subsets of the original dataset, and combine the individual predictions either by voting or averaging, to form a final prediction. This is used to reduce the variance in the base classifiers. In our experiments, we created bagging classifiers with kNN, decision tree, logistic regression, naïve bayes and ANN as the base classifiers, with samples from the dataset drawn with replacement.
3. RESULTS AND DISCUSSION

We summarize our results and observations on the performance of ML classifiers on the IMU-Only dataset and the IMU+HR dataset, with respect to the impact of: (i) feature engineering and selection, (ii) inclusion of HR attribute along with IMU attributes, and (iii) impact of using ensembles for fall classification.

3.1. Impact of feature engineering and selection

Results from feature engineering and feature selection, on the IMU-Only and IMU+HR datasets, are described below. Subsequently, at the end of this section, we summarize the accuracy of the ML classifiers on the two datasets, across the various scenarios we experimented with.

3.1.1. IMU-only dataset

In the IMU-Only dataset, the most significant features for the various classifiers selected, based on feature ranking, is summarized in Table 2. It was observed that the mean and median of attribute values within a window exhibited higher significance than other derived features, in most cases. Hence, in order to optimize the number of features for classification, we explored limiting the feature vector to contain only the mean of all IMU attributes. Table 3 lists the features extracted in this case.

Subsequently, we applied selected both the mean and median of IMU attributes for inclusion in the feature vector. Random forest gave us the best accuracy (99.7%) in the case where the feature vector comprised of the mean and median of the IMU attributes. The detailed performance metrics of the 5 ML classifiers applied, in these cases, is described in [27].

| Classifier | Selected features from IMU-Only dataset [Highest scores] |
|------------|---------------------------------------------------------|
| KNN        | Mean of X, Y and Z-axis acceleration, mean of X-axis gyroscopic value, standard deviation of X-axis magnetometer value, standard deviation of Y-axis linear acceleration, skew of Y-axis magnetometer value |
| Naive Bayes| Mean of X, Y and Z-axis acceleration, mean of X-axis gyroscopic value, standard deviation of X-axis magnetometer value, mean of X, Y and Z-axis linear acceleration, skew of X-axis magnetometer value |
| Random Forest | Mean of X, Y and Z-axis acceleration, mean of X, Y and Z-axis magnetometer value, mean of X, Y and Z-axis linear acceleration, median of X, Y and Z-axis magnetometer values, standard deviation of X, Y and Z-axis linear acceleration, standard deviation of X and Y-axis gyroscope values, standard deviation of X and Y-axis magnetometer values, variance of X, Y and Z-axis acceleration, variance of X and Z-axis linear acceleration |
| ANN        | Mean of X, Y and Z-axis acceleration, mean of X, Y and Z-axis magnetometer values, Mean of X and Y-axis linear acceleration, median of X, Y and Z-axis acceleration, median of X, Y and Z-axis magnetometer values, mean of Z-axis linear acceleration, standard deviation of X, Y and Z-axis acceleration, standard deviation of X and Y-axis magnetometer value, standard deviation of X and Z-axis gyroscope values, standard deviation of X, Y and Z-axis linear acceleration, skew of Y-axis gyroscopic values, skew of X-axis linear acceleration, kurtois of X and Y-axis magnetometer values |
| XGBoost    | Mean of X, Y and Z-axis acceleration, mean of X, Y and Z-axis magnetometer values, mean of X, Y and Z-axis linear acceleration, mean of X, Y and Z-axis magnetometer values, mean of X, Y and Z-axis linear acceleration |

| Classifier | Selected features from IMU-Only dataset [Mean of attribute values] |
|------------|------------------------------------------------------------------|
| KNN        | Mean of X, Y and Z-axis acceleration, mean of X-axis magnetometer values, mean of X and Z-axis magnetometer values, mean of X and Y-axis gyroscopic values, mean of X, Y and Z-axis linear acceleration |
| Naive Bayes| Mean of X, Y and Z-axis acceleration, mean of X-axis magnetometer values, mean of X and Z-axis magnetometer values, mean of X, Y and Z-axis linear acceleration |
| Random Forest | Mean of X, Y and Z-axis acceleration, mean of X, Y and Z-axis magnetometer values, mean of X, Y and Z-axis linear acceleration |
| ANN        | Mean of X, Y and Z-axis acceleration, mean of X, Y and Z-axis magnetometer values, mean of X, Y and Z-axis linear acceleration |
| XGBoost    | Mean of X, Y and Z-axis acceleration, mean of X, Y and Z-axis magnetometer values, mean of X, Y and Z-axis linear acceleration |

3.1.2. IMU+HR dataset

In the IMU+HR dataset, the most important features for the various classifiers applied, based on feature ranking, is summarized in Table 4. Table 5 lists the features selected in the case where the mean of all attributes was considered. As in the case of IMU-Only dataset, a similar set of features were selected with mean and median of IMU and HR attributes for analysis row (8) of Table 6. Random forest gave us the best accuracy (99.8%) in the case where the feature vector comprised of the mean and median of the IMU attributes. The detailed performance metrics of the 5 ML classifiers applied, in these cases, is summarized in [23].
3.1.3. Summary of feature engineering and selection

Table 6 summarizes the accuracies we obtained in the various cases we experimented with. Row (6) of Table 6 pertains to the performance figures obtained from using this feature set. It was observed that, in most cases, the parameters that exhibited higher significance were the mean and median of the attribute values.

We note that the significance of the mean and median of the heart rate values were higher than others, and therefore, in order to reduce the number of features further via feature selection, in the next step, we selected the following features only for performance analysis:
- Mean of all IMU and HR features
- Mean and median of all IMU and HR features

We observe that in both IMU-Only dataset and IMU+HR dataset, feature extraction and feature selection reduce the dimensionality of the dataset, while improving the accuracy. In most cases, using only the mean of all attribute values results in maximum reduction in dimensionality, with no considerable drop to the accuracy. This is indicated by the rows (1) and (3), for the IMU-Only dataset, and rows (5) and (7) for the IMU+HR dataset.
3.2. Impact of inclusion of HR attribute

Prior to feature engineering, the inclusion of HR attribute improved the accuracy of ML classifiers. A similar observation is evident post feature extraction also—it was observed that all the classifiers performed better with the IMU+HR dataset, in the case when all features with highest scores were included in the feature vector Figure 1. Feature selection decreased the accuracy of some classifiers in the IMU+HR dataset, as shown in Table 6. However, in most cases, the ML classifiers performed better with the inclusion of HR attribute and feature selection, than on the IMU-Only dataset with no feature engineering. This is evident from a comparison of rows (1) and (7) in Table 6. Across all the cases we experimented with, we observe that random forest exhibited the best accuracy while considering mean and median of the features from IMU+HR dataset, with a window size of 20 and threshold value of 0.01.

![Figure 1. Comparison of ML classifiers - IMU vs IMU+HR](image)

3.3. Application of ensemble methods for fall classification

From the results captured in the previous sections, we observe that ensemble classifiers such as random forest and XGBoost consistently performed better than other classifiers. In order to study the performance of ensemble classifiers further, we applied well-known ensembles such as AdaBoost, GradientBoosting and ExtraTree classifiers on the IMU+HR dataset post feature selection, where only the top 10 most significant features were included. This gave us accuracies of 73.4%, 76.9% and 98.8% respectively. Subsequently, we applied bagging, stacking and voting classifiers with different combinations of the base classifiers, on the IMU+HR dataset, after feature engineering and feature selection, to study their performance. In this section, we refer to a set of weak base classifiers (ANN, logistic regression, naïve bayes) and strong base classifiers (kNN, decision tree). Our observations are summarized below. Ensemble techniques typically require high computational costs and memory [28], and hence the applicability of the below results to a given system, should also be based on the classifiers’ algorithmic efficiency vis-à-vis the system constraints.

3.3.1. Observations from bagging

Bagged ensemble classifiers with base classifiers from kNN, ANN, decision tree, logistic regression and naïve bayes were applied on the IMU+HR dataset. Bagging using decision trees gave us the highest accuracy of 97.9%. The accuracies of other bagging classifiers were not as high as that of decision tree: kNN (97.1%), logistic regression (70.3%), naïve bayes (41.8%) and ANN (88.9%). We observe that bagging classifiers do perform as good as or better than the individual base classifiers. However, there is no marked improvement in the performance of the bagging classifier when compared to the base classifiers. This could be because of the feature engineering and feature selection already applied on the dataset.

3.3.2. Observations from stacking

A stacked ensemble of kNN and decision tree, with the latter as the final estimator, gave us the best accuracy of 97.4%. All meta estimators gave us similar results across different combinations of stacked base classifiers, with only minor variations in the accuracies. Weak estimators performed better when paired with good estimators; however, weak estimators when grouped with other weak estimators, did not show significant improvement in their performance. The stacking ensemble with decision tree and kNN gave good accuracy for all the meta estimators we used.

3.3.3. Observations from voting

A hard-voting ensemble with decision tree, kNN and ANN as base classifiers gave us the best accuracy of 96.2%, while the accuracy of a soft voting ensemble with kNN and decision tree with weightages
in the ratio of 1.8:1, was 97.4%. We observe that an ensemble of weak classifiers did not show any improvement when voted together in pairs of two and three. At the same time, an ensemble of strong classifiers together with the weak ones, worked better than the weak base classifiers themselves, without any significant decrease in accuracy of the strong base classifiers. For example, the accuracy of the voting ensemble of naïve bayes and decision tree was 94.4%, when the individual accuracies were 53.2% and 94.6%. The accuracy of the voting ensemble of logistic regression and decision tree was 94.5%, when the individual accuracies were 69.6% and 94.6%. Table 7 summarizes the accuracies we obtained in the best cases.

We also observe that, in general, soft voting methods with default equal weightages for the base classifier outputs, performed better than hard voting methods. For example, the accuracy of a hard-voting classifier with naïve bayes and kNN was 57.1%, while that of a soft voting ensemble for the same base classifiers was 92.7%. This difference in accuracy, in varying measures, was observed for all combinations of base classifiers that constituted the soft voting ensembles.

| Ensemble Technique | Base Classifiers | Accuracy |
|-------------------|------------------|----------|
| Bagging           | Decision Tree    | 97.9%    |
| Stacking          | kNN, Decision Tree | 97.4% |
| Voting (hard)     | kNN, Decision Tree, ANN | 96.2% |
| Voting (soft)     | kNN, Decision Tree, (weightage ratio = 1.8:1) | 97.4% |

4. CONCLUSION

In this paper, we presented observations from our analysis of the impact of the following factors on the accuracy of ML classifiers: (i) Inclusion of vital signs parameters with IMU parameters in the feature vector; (ii) Feature engineering and feature selection based on statistical methods; and (iii) Use of ensemble techniques for fall detection. The performance of most base classifiers improved when combining heart rate attributes with IMU sensor parameters, than when using IMU sensor parameters independently. The implication of this is that since multiple sensors can be incorporated in a wearable device without increasing its form factor, the combination of IMU and heart rate sensor parameters is better suited to the design of a fall detection solution based on wearable devices. With feature engineering and feature extraction, when the mean and/or median of all attributes within a window were extracted and selected as input feature sets, the performance of the classifiers further improved in certain cases. The best accuracy was reported by random forest, when the feature set consisted of the only mean and median of IMU+HR observations, instead of all extracted features. We also note that further reduction in dimensionality was achieved by inclusion of only the mean of the attribute values, and since this does not result in a considerable drop in accuracy, this trade-off is worth including in the design of a wearable device based FDS. Dimensionality reduction is important in wearable device based FDS because it serves to reduce the power consumed by the devices during sensing, processing and communication. Since random forest and XGBoost, which are ensemble classifiers, consistently showed better results than other classifiers, we focused on the impact of applying ensemble techniques using bagging, stacking and voting classifiers, on the dataset. We observe that the accuracy of the custom created ensemble classifiers, in general, was better than the constituent weak base classifiers in many cases. Therefore, for the dataset we used, an ensemble classifier could be more suited to detecting falls than individual classifiers. However, a detailed study on ensemble classifiers’ algorithmic efficiency, to make the right trade-offs between computational complexity, memory consumption and accuracy of the classifiers, for the system under design, needs to be carried out. We are currently working on a prototype wearable device with appropriate sensors to enable real time collection of data for fall detection. As future work, we plan to integrate this prototype device with a system architecture for an end to end fall detection system. The observations from the experimental analysis described above will be used to make appropriate design choices while building the fall detection system.
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