Variational quantum compiling (VQC) algorithms aim to approximate deep quantum circuits with shallow parameterized ansatzes, making them more suitable for NISQ hardware. In this article a variant of VQC named the recursive variational quantum compiling (RVQC) algorithm is proposed. Existing VQC algorithms typically require coherently executing the full circuit during compilation. Under the influence of noise, sufficiently deep target circuits make compiling unfeasible using ordinary VQC. Since the compiling is often accomplished using a gradient-based quantum-classical approach, the quantum noise manifest as a noisy gradient during optimization, making convergence hard to obtain. On the other hand, RVQC can compile a circuit by first dividing it into \( N \) shorter sub-circuits, then evaluate one sub-circuit at a time. As a result, the circuit depth required to implement RVQC is not dependent on the depth of the target circuit, but on the depth of the sub-circuits. Choosing a high enough \( N \) thus ensures sufficiently shallow sub-circuit which can be successfully compiled individually. RVQC was compared with VQC on a noise model of the IBM Santiago device with the goal of compiling several randomly generated five-qubit circuits of approximately depth 1000. It was shown that VQC was not able to converge within 500 iterations of optimization. On the other hand, RVQC was able to converge to a fidelity of \( 0.90 \pm 0.05 \) within a total of 500 iterations when splitting the target circuits into \( N = 5 \) parts.

1 Introduction

Quantum computers show potential in solving problems outside the reach of classical computers \[1,2\]. Unfortunately, today’s noisy intermediate-scale quantum (NISQ) devices have quite limited coherence times. We are hence dependent on algorithms that are not only efficient, but also have a shallow circuit depth (the number of unique time steps during which gates are applied \[3\]), in order to respect the specific hardware \[4\]. Hybrid quantum-classical algorithms are perfect candidates for NISQ devices, as they are built on the philosophy that even minimal quantum resources could be made useful when used in conjunction with classical routines \[5\]. Examples of such algorithms are the variational quantum eigensolvers (VQE) for finding the ground state of a Hamiltonian \[6\], the quantum approximate optimization algorithm used for optimization problems \[7\] and parameterized quantum circuits for machine learning problems \[8\]. Even though these algorithms are promising, could one utilize the hybrid quantum-classical approach to run existing deep quantum circuits on NISQ devices?

A general approach for making deep circuits more suitable for NISQ devices is to reduce their depth using Variational Quantum Compiling (VQC) \[9\]. This approach aims to approximate a deep circuit \( U \) using a shallow parameterized circuit \( V(\theta) \), where \( \theta \) are the trainable parameters. The parameters are trained by minimizing a cost function in a hybrid quantum-classical fashion, where the cost usually is defined using some measure of distance between \( U \) and \( V(\theta) \). Sharma et al. \[10\] showed that VQC exhibit Optimal Parameter Resilience (OPR), meaning that under typical incoherent noise models, such as decoherence processes and readout errors, the cost function has the same minimum as the cost function in the ideal scenario. Moreover, their numerical experiments indicate that this property also holds for
more realistic noise models. This suggests that it could possible to learn optimal, or at least approximately optimal, parameters when compiling circuits with VQC on noisy quantum hardware.

While the cost functions may have the same minimum in the ideal and noisy scenario, Sharma et al. [10] does not address the difficulty of finding this minimum, especially as the circuit depth and amount of noise increase. In this article, we illustrate that too deep circuits can be difficult to compile when noise is introduced. Even though they are easily compiled in the ideal scenario, the introduction of large amounts of noise causes gradient descent to essentially perform random steps in parameter space, resulting in a failure to converge. To amend this, we introduce a recursive variational quantum compiling algorithm (RVQC) that is able to successfully approximate such deep circuits despite of the noise. The algorithm works by dividing the target circuit $U$ into $N$ parts and recursively compiles one part at a time until the whole of $U$ is approximated by a single ansatz $V(\theta)$. The circuit depth required to run the algorithm is not dependent on the depth of the target circuit, but on the depth of each of the $N$ parts and on the depth of the parameterized ansatzes. For a shallow ansatz and large $N$, the effective noise in each resulting circuit is greatly reduced compared to the full circuit. This allows gradient descent to perform informed updating steps and converge to an approximation greatly outperforming the standard VQC approach. To illustrate the algorithm, we will attempt to compile several five-qubit random circuit using both ordinary VQC and RVQC on simulated noisy hardware. We then calculate the density matrices of the resulting optimized ansatzes and compare them with the density matrix of the full circuits.

In section 2, we will explain VQC and RVQC in detail. We will then go through the target circuits, variational ansatzes and optimization methods used to test out the algorithm in section 3. We present and discuss the results in section 4, while we finally conclude the study and propose further work in section 5. Supplementary material is provided in the appendix.

**Acronyms**

| Acronym | Description |
|---------|-------------|
| FISC    | Fixed Input State Compiling |
| FUMC    | Full Unitary Matrix Compiling |
| LET     | Loschmidt Echo Test |
| NISQ    | Noisy Intermediate-Scale Quantum |
| OPR     | Optimal Parameter Resilience |
| RVQC    | Recursive Variational Quantum Compiling |
| VQC     | Variational Quantum Compiling |

**2 Theory**

**2.1 Variational Quantum Compiling**

Variational quantum compiling (VQC) is a method for compiling quantum circuits, i.e., finding approximate circuits smaller than the original, by optimizing a variational ansatz $V(\theta)$. This can be achieved by minimizing the following cost function with respect to the circuit parameters $\theta$ [9]:

$$C_{\text{FUMC}}(\theta) = 1 - |\text{Tr}(V(\theta)^\dagger U)|^2 / d^2,$$

where the last term can be identified as the Hilbert-Schmidt inner product of $V(\theta)$ and $U$, and $d = 2^n$ is the dimension of the Hilbert space for $n$ qubits. This particular loss yields a Full Unitary Matrix Compiling (FUMC), since the expression is minimized if and only if $V(\theta) = U$ up to a global phase. This cost function typically require many gates and a number of ancillary qubits, making it generally expensive and unsuitable for NISQ hardware [9]. Alternatively, one can perform a Fixed Input State Compiling (FISC) where one is only interested in the effect of $U$ on a particular input state $|\psi_0\rangle$ [9]. This input state can be taken to be the all-zero state, i.e., $|\psi_0\rangle = |0\rangle$, the typical initial state prepared by quantum computers. We can implement FISC by minimizing the following cost function with respect to the parameters $\theta$:

$$C_{\text{FISC}}(\theta) = 1 - |\langle 0| U^\dagger V(\theta) |0\rangle|^2,$$

where the last term can be identified as the Loschmidt Echo Test (LET) [11]. For $C(\theta) \approx 0$, we have that $V(\theta) |0\rangle \approx U |0\rangle$. This is a more restricted form of compiling compared to FUMC, but could in turn be more suitable for noisy
quantum hardware since the trained ansatzes generally consist of fewer gates and no ancilla qubits. In this article, the focus will be on FISC because it is more suitable for noisy hardware. However, note that the following discussion can easily be extended to FUMC by introducing the appropriate cost function.

2.2 Recursive Variational Quantum Compiling

Since quantum circuits are sequences of quantum gates, they can be written as a product of sub-sequences of gates, i.e., sub-circuits. Therefore, we can decompose a given quantum circuit $U$ as

$$U = U_N U_{N-1} \cdots U_2 U_1,$$

where $N$ is the number of sub-circuits $U_k$, and $U^{(k)}$ consists of the first $k$ sub-circuits. See figure 1 for an example with $N = 3$.

$$U = \begin{array}{c}
|H\rangle \rightarrow |X\rangle \rightarrow |R_y(\pi/3)\rangle \\
|H\rangle \rightarrow |Y\rangle \\
U_1 \quad U_2 \quad U_3
\end{array}$$

Figure 1: Quantum circuit divided into $N = 3$ different subcircuits, each representable with some unitary operator.

The Recursive Variational Quantum Compiling (RVQC) algorithm performs FISC, with $|0\rangle$ as input state, on quantum circuits represented by Eq. 3. Rather than minimizing a single cost function to approximate the whole of $U$ at once, RVQC learns to approximate the circuit one sub-circuit at a time. The first sub-circuit $U_1$ of the circuit can be approximated by an ansatz $V(\theta^{(1)})$ by minimizing the usual LET cost function

$$C(\theta^{(1)}) = 1 - |\langle 0 | U_1^\dagger V(\theta^{(1)}) | 0 \rangle|^2,$$

where $\theta^{(1)}$ are the trainable parameters of the ansatz. For $C(\theta^{(1)}) \approx 0$, we have that $V(\theta^{(1)}) | 0 \rangle \approx U_1 | 0 \rangle$. The next subcircuit, $U_2$, can be incorporated by minimizing the cost function

$$C(\theta^{(2)}) = 1 - |\langle 0 | V_1^\dagger (\theta^{(1)}) U_2^\dagger V(\theta^{(2)}) | 0 \rangle|^2,$$

where $\theta^{(2)}$ is a new set of parameters independent of $\theta^{(1)}$. Hence, the ansatz $V(\theta^{(2)})$ is able to approximate the product of $U_1$ and $U_2$ without having to coherently execute both. This gives rise to the RVQC algorithm, which involves iteratively minimizing the following cost functions for $k \in \{1, \cdots, N\}$:

$$C(\theta^{(k)}) = 1 - |\langle 0 | V_1^\dagger (\theta^{(k-1)}) U_k^\dagger V(\theta^{(k)}) | 0 \rangle|^2,$$

where $V(\theta^{(0)}) = I$. After minimizing all the cost functions, the final ansatz $V(\theta^{(N)})$ will approximately encode the effect of the whole circuit $U$ acting on $|0\rangle$. This scheme bypasses the need to evaluate all of $U = U_N U_{N-1} \cdots U_1$ coherently during optimization, which can be potentially unfeasible if $U$ is a deep circuit and the hardware used is sufficiently noisy. We will show evidence that RVQC can compile deep circuits under the influence of simulated noise, where ordinary VQC would otherwise fail.

The LET cost function [Eq. 6] can be evaluated on a quantum computer by implementing the circuit given by Fig. 2 and calculating the probability for measuring the qubits in the all-zero state $|0\rangle$. Mathematically, this can be expressed as

$$C(\theta^{(k)}) = 1 - P(|0\rangle : \theta^{(k)}) \approx 1 - \frac{1}{n_s} \sum_{i=1}^{n_s} p_i(\theta^{(k)}),$$

where $P(|0\rangle : \theta^{(k)})$ is the probability of measuring $|0\rangle$ after applying circuit Fig. 2, $n_s$ is the number of shots used, and $p_i(\theta^{(k)})$ indicates whether experiment $i$ was measured to be $|0\rangle$ or not ($p_i(\theta^{(k)}) = 1$ or $0$, respectively).
The unitary $V(\theta^{(k)})$ being equal (up to a global phase) to $V(\theta^{(k-1)})U_k$ is consistent with measuring the all-zero state $|0\rangle$, in the ideal case. We can thus minimize the cost function in Eq. 6 by maximizing the probability of measuring $|0\rangle$ in the above circuit.

3 Method

In this section, we describe the methods used in the study. We explain the structure of the variational ansatz, define the RVQC algorithm, the noise model used for simulations, and the performance metrics for evaluating the results.

3.1 Variational Ansatz

The ansatz used to compile the five qubit random circuit is defined as seen in Fig. 3 where the $R_y \ R_z$ blocks are independently parameterized Pauli rotations defined as in Fig. 4 and the blocks $\text{ent}$ creates entanglement using the typical ladder of CNOT-gates as showed in Fig. 5.

Figure 3: Ansatz used for approximating the five-qubit random circuit. The $R_y \ R_z$ blocks are independently parameterized Pauli rotations defined as in Fig. 4 and the blocks $\text{ent}$ creates entanglement using CNOT-gates as showed in Fig. 5.

Figure 4: Parameterized Pauli rotations acting on the qubits.
The ansatz shown in Fig. 3 was inspired by a similar design proposed by [12]. They showed that this design quickly approximate random Haar unitaries, at the cost of relatively few CNOT operations. Since we want to approximate general quantum algorithms on noisy hardware, this design was a natural choice. The circuit depth of the ansatz is 26, but note that this depth can change when the ansatz is transpiled to respect a specific hardware. See Appendix B for a definition of circuit depth. The parameters of the ansatz are initialized randomly as $\theta_i \sim U[-\pi, \pi]$, which coincides with the period of Pauli rotations.

3.2 Algorithm

In algorithm 1, we can see how RVQC is implemented.

**Algorithm 1: Recursive Variational Quantum Compiling (RVQC)**

**Input:**
- $\{U_k\}_{k=1,\ldots,N}$ - A circuit to be compiled, divided into $N$ parts (steps), represented by the unitary $U = U_N \cdots U_1$.
- $V(\theta)$ - A variational ansatz.
- $T$ - The number of training iterations.
- $\lambda$ - A learning rate for the gradient descent algorithm.

**Output:**
- $V(\theta^{(N)})$ - A unitary approximation for the target circuit, $V(\theta^{(N)}) |0\rangle \approx U_N \cdots U_1 |0\rangle$.

1. for $k = 1$ to $N$ do
2. $\theta_i^{(k)} \sim uniform(-\pi, \pi), \forall i$.
3. calculate $C(\theta^{(k)})$ in Eq. 6 with the circuit in Fig. 2;
4. for $t = 1$ to $T$ do
5. $\theta_i^{(k)} \leftarrow \theta_i^{(k)} - \lambda \nabla_{\theta_i^{(k)}} C(\theta^{(k)})$ (or other gradient-based method, e.g., Adam);
6. calculate $C(\theta^{(k)})$ in Eq. 6 with the circuit in Fig. 2;

Since the variational ansatzes used in this work consists of only single-qubit Pauli rotations and non-parameterized multi-qubit gates, the gradients of the cost function with respect to the variational parameters are estimated using the parameter-shift rule [13]. The parameters are then updated using the Adam gradient-based optimization method [14].

3.3 Noise Model

We utilized the FakeSantiago backend from Qiskit [15], which is a noise model mimicking the IBM Santiago 5-qubit device. The basis gates for this device are CNOT, $I$, $R_z(\theta)$, $\sqrt{X}$ and $X$. Further, the qubits are linearly connected. In the model, the initial state is assumed ideal, and the measurements errors are assumed to be classical read-out errors. The qubits are subject to amplitude damping and depolarization. For more details, see Appendix A.

3.4 Performance metrics

We want an appropriate performance metrics to compare RVQC with VQC and with running the target circuit without compilation. We define a target pure density state,

$$\rho_1(U) = U |0\rangle \langle 0| U^\dagger,$$

where $U$ is the circuit we wish to compile. A successful compilation should result in a state close to Eq. 8 under some measure. We also define a sequence of intermediate states,

$$\rho_1(U^{(k)}) = U_k \cdots U_2 U_1 |0\rangle \langle 0| U_1^\dagger U_2^\dagger \cdots U_k^\dagger,$$
We compare RVQC against standard VQC on a compiling benchmark consisting of several randomly generated five-qubit circuits, each with an approximate total depth of 1000. The exact circuit depths can be seen in Appendix B. Deep random circuits often do not exhibit a specific structure, making the compilation a non-trivial task. We generated random circuits by uniformly sampling gates from the IBM Santiago basis gate set (see Sec. 3.3). The qubits on which the gates acted were selected randomly, ensuring that CNOT gates were only applied between connected qubits. Each random circuit is thus constructed as $U = U_5 U_4 \cdots U_1$, resulting in a total depth of approximately 1000. The subcircuits, $\{U_k\}_{k=1,2,\ldots,5}$, represent the divisions of the full circuit $U$ used in the RVQC algorithm. We then utilized both VQC and RVQC to compile $U$, using Fig. 3 as our ansatz. Note that transpiling this ansatz to the IBM Santiago device results in a circuit with a total circuit depth of 36.

During compilation, VQC was allowed to optimize for 500 iterations, whereas RVQC used 100 iteration for each of the five subcircuits. This ensured a fair comparison, with a total of 500 iterations for each method. The Adam optimizer with a learning rate of $\lambda = 0.1$ was used in both cases, and standard deviations were computed across the five independent experiments. First, VQC was optimized by training it on Qiskits noiseless statevector simulator, and then by training it on Qiskits noise model of the IBM Santiago five-qubit machine [15] with 8192 shots per circuit. The results can be seen in Fig. 6.
Figure 6: Training loss (LET Eq. 6) as a function of iteration for VQC on a randomly generated five-qubit circuit of approximately depth 1000. The fill-between marks two standard deviations. Ideal/noisy loss was evaluated on a simulation of ideal/noisy quantum hardware. Ideal/noisy training means that the VQC training was done on a simulation of ideal/noisy quantum hardware. The ideal and noisy fidelity between the resulting ansatz, $V(\theta)$, and the full circuit, $U$, was $F_I[V(\theta); U] = 0.34 \pm 0.28$ and $F_N[V(\theta); U] = 0.05 \pm 0.09$, respectively.

Figure 6 shows that when training on the ideal statevector simulator, VQC was able to converge to a satisfactory low loss value of $0.0038 \pm 0.0007$. However, it was not able to converge when trained with the noise model of the IBM Santiago device. Furthermore, the loss evaluated with the ideal and noisy simulation shows no obvious coinciding minima when performing the training on the noise model. Despite the OPR property, the noise is sufficiently large so that convergence to optimal, or even suitable, parameters is unfeasible. In practice, the gradient is too noisy to make meaningful updates beyond random steps in parameters space, even when using Adam in an effort to mitigate this.

We repeat the compilation of the random circuits using RVQC with the same noise model. Fig. 7 shows the progressive LET loss for each individual sub-circuit, showed consecutively in the plot.
Figure 7: LET loss against iteration for the recursive variational quantum compiler. The loss for each individual sub-circuit is showed consecutively in the plot. The fill-between marks two standard deviations. Ideal/noisy loss means that the loss is evaluated on an ideal/noisy simulation of a quantum device. Noisy training means that the training is performed on an noisy simulation of a quantum device.

We see that even though the noise prohibited the VQC to converge to a useful minimum, the RVQC is able to converge for each individual sub-circuit.

The state fidelity between the RVQC at step $k$ and the first $k$ parts of the random circuits (see Eq. 13) was calculated after each step. The results can be seen in Fig. 8.
Figure 8: Quantum State Fidelity (Eq. 13) as a function of the number of sub-circuits $k$, when optimizing with RVQC on sub-circuits $U^{(k)}$. Optimization is done under the influence of simulated noise. The target circuits are five independently sampled random quantum circuit with approximate depth of 1000, each split into five sub-circuits of depth 200. Both the ideal (orange) and noisy (green) fidelity is computed with Eq. 13. Two standard deviations are provided. RVQC is optimized for 100 iterations on each sub-circuit, for a total of 500 iterations for the full circuit. As a worse-case comparison, the noisy fidelity Eq. 12 is computed for the uncompiled target circuit.

Figure 8 shows that the noisy execution of the full random circuit yielded a fidelity of $F_N[U^{(5)}] = 0.034 \pm 0.003$, showing that some form of quantum compiling is necessary in order to achieve any meaningful results. Indeed, RVQC trained on the noisy device was able to compress the target circuit with an ideal and noisy fidelity of $F_I[V(\theta^{(5)}); U^{(5)}] = 0.90 \pm 0.05$ and $F_N[V(\theta^{(5)}); U^{(5)}] = 0.77 \pm 0.04$, respectively. In contrast, ordinary VQC was seen to not converge in Fig. 6, making RVQC the preferred choice for this example. By splitting the full random circuits into smaller parts, RVQC is able to decrease the amount of noise. This ensures in turn that the optimization procedure is accomplishable in 500 iterations.

A summarization of our results can be seen in Tab. 1.

Table 1: Ideal and noisy fidelity for RVQC and VQC. The mean across the five experiments is listed, along with two standard deviations. We include the fidelity between the full random circuit on the noise model and the actual density matrix for said circuit.

| Method     | Noisy Fidelity | Ideal Fidelity |
|------------|----------------|----------------|
| VQC        | 0.05 ± 0.09    | 0.34 ± 0.28    |
| RVQC       | 0.77 ± 0.04    | 0.90 ± 0.05    |
| Full Circuit | 0.034 ± 0.003 | 1              |

5 Conclusion

Five random five-qubit circuits of depth 1000 were compiled into parameterized ansatzes of depth 36 by utilizing RVQC and VQC. The circuits were split into $N = 5$ parts when applying RVQC. It was shown that when optimizing for a total of 500 iterations on a simulation of a noisy quantum device, VQC was unable to converge while RVQC was able
to train the ansatzes with a fidelity of $0.90 \pm 0.05$ with respect to the random circuits. The ansatzes were sufficiently shallow such that their density matrices on the noise model had an average fidelity of $0.77 \pm 0.04$ with respect to the actual density matrices of the random circuits. For comparison, the density matrices for the full random circuits on the noise model had a corresponding fidelity of $0.034 \pm 0.003$.

5.1 Further Work

The RVQC algorithm depends on the ansatz being expressive enough to successfully complete all of the $N$ steps. Meanwhile, it is expected that the required expressiveness will be varying with each step. An adaptive ansatz approach [17][18] thus seems like a natural extension of this work.

Research has shown that for a wide class of parameterized quantum circuits, the probability of non-zero gradients vanishes exponentially in the number of qubits [19], meaning that one has to choose ansatzes with care. Several ways to mitigate this problem have been proposed. For example, a cost function dependent on local observables will lead to only polynomially vanishing gradients if one uses an alternating layered ansatz composed of blocks forming local 2-designs, and the circuit depth does not exceed $\mathcal{O}(\log n)$ [20]. It would be interesting to find out if such ansatzes can be flexible enough to compress deep quantum circuits.

The RVQC algorithm aims to perform FISC, as opposed to FUMC. Note, however, that RVQC can easily be extended to the FUMC case by changing to the appropriate cost function.

Finally, although the RVQC algorithm was tested out on the IBM Santiago noise model, it has not yet been tested on any real quantum devices. It would be interesting to see if the method is applicable with realistic noise.
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A Santiago Noise Model

In this section, we present the noise characteristics of the Santiago quantum processor, focusing on the various sources of errors.

Readout Errors

Table 2 summarizes the readout error probabilities for each qubit. These probabilities indicate the likelihood that the measurement result deviates from the expected value due to noise during the readout process.

| Qubit | P(j|0)       | P(j|1)       |
|-------|-------------|-------------|
| 0     | 0.9936, 0.0064 | 0.0202, 0.9798 |
| 1     | 0.9892, 0.0108 | 0.0180, 0.9820 |
| 2     | 0.9890, 0.0110 | 0.0250, 0.9750 |
| 3     | 0.9848, 0.0152 | 0.0160, 0.9840 |
| 4     | 0.9958, 0.0042 | 0.0150, 0.9850 |

T1 and T2 Times

Table 3 shows the $T_1$ and $T_2$ times for each qubit, which represent the relaxation and dephasing times, respectively.
Table 3: T1 and T2 times in seconds for each qubit.

| Qubit | T1             | T2             |
|-------|----------------|----------------|
| 0     | $7.474 \times 10^{-5}$ | $1.286 \times 10^{-4}$ |
| 1     | $1.541 \times 10^{-4}$ | $9.246 \times 10^{-5}$ |
| 2     | $1.156 \times 10^{-4}$ | $9.927 \times 10^{-5}$ |
| 3     | $1.477 \times 10^{-4}$ | $9.332 \times 10^{-5}$ |
| 4     | $1.280 \times 10^{-4}$ | $1.219 \times 10^{-4}$ |

**Gate Error Rates**

Table 4 provides the error rates for different gate operations. The error rate refers to the probability of an error occurring when applying the respective gate to one or more qubits.

Table 4: Gate error rates for each gate and qubit pair.

| Gate | Qubits | Error Rate |
|------|--------|------------|
| ID   | [0]    | $2.067 \times 10^{-4}$ |
| ID   | [1]    | $1.658 \times 10^{-4}$ |
| ID   | [2]    | $2.582 \times 10^{-4}$ |
| ID   | [3]    | $1.838 \times 10^{-4}$ |
| ID   | [4]    | $1.781 \times 10^{-4}$ |
| RZ   | [0]    | 0           |
| RZ   | [1]    | 0           |
| RZ   | [2]    | 0           |
| RZ   | [3]    | 0           |
| RZ   | [4]    | 0           |
| SX   | [0]    | $2.067 \times 10^{-4}$ |
| SX   | [1]    | $1.658 \times 10^{-4}$ |
| SX   | [2]    | $2.582 \times 10^{-4}$ |
| SX   | [3]    | $1.838 \times 10^{-4}$ |
| SX   | [4]    | $1.781 \times 10^{-4}$ |
| X    | [0]    | $2.067 \times 10^{-4}$ |
| X    | [1]    | $1.658 \times 10^{-4}$ |
| X    | [2]    | $2.582 \times 10^{-4}$ |
| X    | [3]    | $1.838 \times 10^{-4}$ |
| X    | [4]    | $1.781 \times 10^{-4}$ |
| CX   | [4, 3] | $5.200 \times 10^{-3}$ |
| CX   | [3, 4] | $5.200 \times 10^{-3}$ |
| CX   | [2, 3] | $5.720 \times 10^{-3}$ |
| CX   | [3, 2] | $5.720 \times 10^{-3}$ |
| CX   | [2, 1] | $6.886 \times 10^{-3}$ |
| CX   | [1, 2] | $6.886 \times 10^{-3}$ |
| CX   | [0, 1] | $6.300 \times 10^{-3}$ |
| CX   | [1, 0] | $6.300 \times 10^{-3}$ |

**Gate Durations**

Table 5 lists the durations of various gate operations, including both single-qubit and two-qubit gates. The duration of a gate impacts the overall execution time of quantum circuits, with two-qubit gates typically requiring longer durations.
Table 5: Gate durations in seconds for each gate and qubit pair.

| Gate | Qubits | Duration          |
|------|--------|-------------------|
| ID   | [0]    | $3.556 \times 10^{-8}$ |
| ID   | [1]    | $3.556 \times 10^{-8}$ |
| ID   | [2]    | $3.556 \times 10^{-8}$ |
| ID   | [3]    | $3.556 \times 10^{-8}$ |
| ID   | [4]    | $3.556 \times 10^{-8}$ |
| RZ   | [0]    | 0                 |
| RZ   | [1]    | 0                 |
| RZ   | [2]    | 0                 |
| RZ   | [3]    | 0                 |
| RZ   | [4]    | 0                 |
| SX   | [0]    | $3.556 \times 10^{-8}$ |
| SX   | [1]    | $3.556 \times 10^{-8}$ |
| SX   | [2]    | $3.556 \times 10^{-8}$ |
| SX   | [3]    | $3.556 \times 10^{-8}$ |
| SX   | [4]    | $3.556 \times 10^{-8}$ |
| X    | [0]    | $3.556 \times 10^{-8}$ |
| X    | [1]    | $3.556 \times 10^{-8}$ |
| X    | [2]    | $3.556 \times 10^{-8}$ |
| X    | [3]    | $3.556 \times 10^{-8}$ |
| X    | [4]    | $3.556 \times 10^{-8}$ |
| CX   | [4, 3] | $3.413 \times 10^{-7}$ |
| CX   | [3, 4] | $3.769 \times 10^{-7}$ |
| CX   | [2, 3] | $3.769 \times 10^{-7}$ |
| CX   | [3, 2] | $4.124 \times 10^{-7}$ |
| CX   | [2, 1] | $5.689 \times 10^{-7}$ |
| CX   | [1, 2] | $6.044 \times 10^{-7}$ |
| CX   | [0, 1] | $5.262 \times 10^{-7}$ |
| CX   | [1, 0] | $5.618 \times 10^{-7}$ |

B Circuit Depths

Circuit depth is the number of sequential layers of quantum gates applied to qubits in a quantum circuit. It represents the longest sequence of dependent operations, or time steps, required to complete a computation [3]. Circuit depth is critical since quantum computers are sensitive to errors as time increases, making shallow circuits more reliable.

In order to calculate the circuit depth, we need to identify parallel and sequential gates: Gates acting on different qubits simultaneously (in parallel) belong to the same layer and do not increase the depth. Gates applied sequentially to the same qubit or dependent on previous operations create new layers and add to the depth. The circuit depth is then determined by the longest sequence of dependent operations.

Table 6 displays the depths of five different circuits used for Variational Quantum Compiling (VQC) and Recursive Variational Quantum Compiling (RVQC). The depths slightly differ due to the random nature of the circuit generation.

Table 6: Circuit depths of the five random circuits utilized for VQC and RVQC. The slightly different circuit depths is a result of adding together five random 200 depth circuits.

| Circuit | Depth |
|---------|-------|
| Circuit 1 | 1000  |
| Circuit 2 | 999   |
| Circuit 3 | 997   |
| Circuit 4 | 999   |
| Circuit 5 | 997   |