Experimental and Computational Study of Thermal Processes in Red Clays Exposed to High Temperatures
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Abstract: Fired bricks represent one of the most popular building materials, of which production is still growing. Since the functional properties of bricks have reached their physical limits, the current development aims at an optimization of production procedures as it goes along with heavy environmental loads. This paper is focused on tailoring the firing procedure to optimize the energy demands. Dealing with five different clays, their heat storage properties are determined using inverse analysis of calorimetric data so that the measurement errors are reduced. Moreover, effective values incorporate the thermal processes that occur during firing. A simplified model of clay samples is then used to calculate the energy demands for reaching an optimal firing scheme. The results show that specific treatment is necessary for particular clays as the energy demands may range between 89 and 173 MJ·m⁻², depending on a clay composition. The highest demands were found in the case of clays containing the high volume of calcite and dolomite, of which thermal decomposition is very energy demanding. Using the tailored firing scheme, one can reach energy savings of up to 49% while the functional properties would be preserved due to maintaining the optimal temperature evolution in the brick body.
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1. Introduction

Clay bricks represent one of the most traditional building materials that have been used worldwide for centuries [1]. In the course of time, fired bricks have become the most popular type of bricks as they exhibit better mechanical properties than unfired or dried ones. The main reason of getting such favorable properties is a formation of a strong bond between clay particles at higher temperatures, which can be attributed to the melting of silica in clay [2]. The brick production, nowadays, is very extensive as it reaches about 1400 billion units a year [3]. However, the volume produced is still growing year by year [4] as bricks are widely used for construction of both residential and non-residential buildings for load bearing walls as well as partitions. The major part of brick production is allocated to Asia. It has been reported by Ul Rehman et al. [5] that China, Pakistan, India, Bangladesh, and Vietnam account for 75% of the global brick production.
The brick production goes along with heavy environmental loads. It has been reported that, depending on a type of kiln used, 1 kg of brick fired produces up to 282 g of carbon dioxide, 5.78 g of carbon monoxide, 0.29 g of carbon black, and 1.56 g of particulate matter [6]. The energy consumption is also very high, accounting for 0.54–3.14 MJ/kg, depending on the efficiency of the kiln and type of fuel used. Unfortunately, it is the firing and drying, procedures highly favorable from the point of view of functional properties of final products, which are responsible for the largest part of the energy consumption [6]. A utilization of unfired bricks, being proposed by several researchers due to lesser energy demands and environmental impacts in general [7], would therefore not solve the problem entirely as some of the favorable functional properties would be lost. On the other hand, this branch of research encourages stabilizing the clay to reach better properties [8–12] which can make the unfired bricks good alternatives to the traditional ones in the future.

The energy savings efforts that have been adopted in most human activities have affected the brick production process as well. The current efforts therefore aim at an optimization of processes or material base to make brick production more efficient, cost effective, and environmentally-friendly [13,14]. For instance, Refaey et al. [15] investigated the effects of brick setting arrangement, guide vane tape, or heat flow parameters on thermal performance of a kiln to optimize the cooling process. Various studies exploiting computational modeling has also been reported, aiming at a description of the thermal processes in a kiln [16,17] to improve its design [18] or configuration to make the convection more efficient, as it is considered an essential factor of the drying/burning process [19]. The type of firing fuel and optimization of its consumption have been proposed as other measures resulting in reduction of the environmental impacts [20–22]. Another possibility to contribute to the reduction of environmental impacts can be the preprocessing of the raw materials entering the process. In this light, Bruno et al. [23] investigated an influence of earth compaction to 100 MPa prior to rapid firing at low temperatures. An efficient preheating can be applied as well [24].

Generally, the materials base, the quality of input materials in particular, plays a significant role in the brick production from the point of view of both the quality of final products and amount of energy consumed during the manufacturing procedure. Since clay is a natural matter, its composition may differ even within a single deposit, and its thermal performance during the firing may be different as various minerals may exhibit different thermal processes, which should be considered to maintain a constant quality of the fired body.

This paper therefore aims at experimental characterization of five different clays used for production of ceramics bricks. The experimental investigation is followed by a computational modeling procedure, the objective of which is to estimate the amount of energy required for firing a given amount of a brick body to reach the identical temperature distribution inside the material. Using three-dimensional modeling of heat transport, the computational modeling exploits the data obtained within the preceding experimental investigation to incorporate both the exothermic and endothermic reactions that are exhibited during the firing procedure. The main objective of the work is to propose a methodology that enables the clays to be treated individually by tailoring the firing boundary conditions so that all the thermal processes occurring during firing would be exploited maximally, which should allow an efficient moderating of the firing boundary conditions.

2. Materials and Methods

2.1. Description of Clays Selected for Investigations

Five different clays for the brick production were studied within this research, and they are described below. They originated from different deposits, as shown in Table 1. The samples were subjected to experimental analyses aimed at determination of their chemical composition, phase composition, and particle size composition (granulometry).

The chemical composition of the clays was determined using XRF spectroscopy (ED-XRF ARL QUANT’X spectrometer made by Thermo Scientific, Waltham, MA, USA), being completed by an
analysis of total carbon amount using the micro combustion analyzer Vario EL Cube made by Elementar (Langenselbold, Germany). Subsequently, the amount of organic carbon was determined by means dissolution of carbonates using dilute hydrochloric acid. As shown in Table 2, the higher amount CaO in samples C1 and C4 correlates with the higher amount of total carbon due to a dominant presence of Ca in the form of calcium carbonate. The amount of chemically bound water was determined by means of thermogravimetry as the mass difference between 400 and 600 °C where dehydroxylation of clay minerals takes place.

Table 1. Labeling of samples based on deposits locations.

| Label | Deposit          | GPS Coordinates          | Volume of the Reserves | Mining Per Year |
|-------|------------------|--------------------------|------------------------|-----------------|
| C1    | Hevlín Czech Republic | 48.7665139 N, 16.3916417 E | 4,600,000 m³            | 280,000 m³      |
| C2    | Popovice Czech Republic | 49.1647756 N, 14.5619031 E | 900,000 m³             | 70,000 m³       |
| C3    | Pelejovice Czech Republic | 49.1474286 N, 14.5970508 E | not known              | 20,000 m³       |
| C4    | Libochovice Czech Republic | 50.4107231 N, 14.0273617 E | 2,100,000 m³           | 80,000 m³       |
| C5    | Kryry, Czech Republic | 50.1611986 N, 13.4253217 E | 800,000 m³             | 80,000 m³       |

Table 2. Chemical composition of the clays (percent by mass).

| Compound          | C1     | C2     | C3     | C4     | C5     |
|-------------------|--------|--------|--------|--------|--------|
| SiO₂              | 41.9   | 58.5   | 58.4   | 37.5   | 50.6   |
| Al₂O₃             | 22.3   | 27.4   | 26.2   | 19.9   | 27.8   |
| CaO               | 11.1   | 0.7    | 1.0    | 23.9   | 2.9    |
| MgO               | 3.4    | 2.1    | 2.3    | 2.3    | 3.5    |
| Fe₂O₃             | 8.0    | 5.4    | 5.7    | 4.2    | 6.5    |
| Na₂O              | 0.0    | 0.0    | 0.2    | 0.0    | 0.0    |
| K₂O               | 4.1    | 2.2    | 2.5    | 2.5    | 4.1    |
| SO₃               | 2.8    | 0.1    | 0.2    | 1.9    | 0.5    |
| TiO₂              | 0.9    | 0.9    | 0.9    | 0.7    | 0.8    |
| Total (organic) carbon | 2.7 (1.2) | 0.2 (0.2) | 0.2 (0.2) | 4.4 (0.7) | 1.1 (0.2) |
| Bound water       | 2.8    | 2.6    | 2.4    | 2.7    | 2.3    |

As captured in Figure 1, the particle size distribution of the clays was determined based on results provided by a laser diffraction analyzer (Bettersizer S3 made by 3P Instruments) with samples dispersed in water using 5% solution of Na₂P₂O₇.

The approximate mineralogical composition of the clays is given in Table 3. It was obtained based on an analysis of results of XRD diffractometry (Aeris XRD diffractometer made by PANalytical (Malvern, United Kingdom) CoKα source, 40 kV, 7.5 mA, Bragg–Brentano geometry) on oriented and powder samples, being completed using thermogravimetry. The oriented samples were prepared for precise determination of the clay minerals content by the sedimentation of the clay fraction to non-diffraction Si plate and its subsequent saturation by ethylene glycol at 80 °C for at least 8 h. It was found that the most dominant minerals in the clays investigated are quartz (C1, C2, C3, and C5), kaolinite (C2 and C3), illite-smectite (C1 and C5), various feldspars (C2, C3, and C5), and calcite (C1 and C4). Feldspars are a group of tectosilicates in system orthoclase-albite-anorthite. A detailed specification of individual feldspars in the clays would be possible, but since it does not have a significant impact for this research, only their totals are presented in Table. The total amount of clay minerals in the samples ranges between 24% and 30%. Some samples also contain high amounts of carbonates and quartz, which was confirmed by their presence in the XRD diffractograms. However, only the diffractogram of C1 is presented as an example in Figure 2.
The approximate mineralogical composition of the clays is given in Table 3. It was obtained based on an analysis of results of XRD diffractionmetry (Aeris XRD diffractometer made by PANalytical (Malvern, United Kingdom) CoKα source, 40 kV, 7.5 mA, Bragg–Brentano geometry) on oriented and powder samples, being completed using thermogravimetry. The oriented samples were prepared for precise determination of the clay minerals content by the sedimentation of the clay fraction to non-diffraction Si plate and its subsequent saturation by ethylene glycol at 80 °C for at least 8 h. It was found that the most dominant minerals in the clays investigated are quartz (C1, C2, C3, and C5), kaolinite (C2 and C3), illite-smectite (C1 and C5), various feldspars (C2, C3, and C5), and calcite (C1 and C4). Feldspars are a group of tectosilicates in system orthoclase-albite-anorthite. A detailed specification of individual feldspars in the clays would be possible, but since it does not have a significant impact for this research, only their totals are presented in Table. The total amount of clay minerals in the samples ranges between 24% and 30%. Some samples also contain high amounts of carbonates and quartz, which was confirmed by their presence in the XRD diffractograms. However, only the diffractogram of C1 is presented as an example in Figure 2.

| Mineral                  | Chemical Formula                          | C1 | C2 | C3 | C4 | C5 |
|--------------------------|------------------------------------------|----|----|----|----|----|
| Kaolinite                | Al₂Si₂O₅(OH)₄                             | 1  | 22 | 20 | 14 | 2  |
| Illite-smectite          | K₀.₆₅Al₂.₀[Al₀.₆₅Si₃.₃₅O₁₀](OH)₂            | 23 | 6  | 10 | 16 | 22 |
| Chlorite                 | (Mg,Fe)₃Si₂O₅(OH)₂                        | 2  | 0  | 0  | 0  | 0  |
| Quartz                   | SiO₂                                     | 51 | 50 | 48 | 25 | 37 |
| Calcite + Dolomite       | CaCO₃ + MgCO₃                             | 18 | 0  | 0  | 35 | 6  |
| Feldspars                | KAlSi₃O₈ – NaAlSi₃O₈ – CaAl₂Si₂O₈           | 5  | 22 | 22 | 10 | 30 |
| Hematite                 | Fe₂O₃                                    | 0  | 0  | 0  | 0  | 3  |
| Clay minerals (1st + 2nd + 3rd row) |                            | 26 | 28 | 30 | 30 | 24 |

Using the Labsys Evo DSC device (made by Setaram), the heat flow diagrams as a function of temperature of clays studied are summarized in Figure 3. The samples were exposed to elevated temperatures up to 1000 °C using the rate of 5 °C·min⁻¹. Besides the heat flow, also the change of mass was recorded (see Figure 3).
Using the Labsys Evo DSC device (made by Setaram), the heat flow diagrams as a function of temperature of clays studied are summarized in Figure 3. The samples were exposed to elevated temperatures up to 1000 °C using the rate of 5 °C·min\(^{-1}\). Besides the heat flow, also the change of mass was recorded (see Figure 3).

![Heat flow diagrams and relative mass change of the clays.](image)

**Figure 3.** Heat flow diagrams and relative mass change of the clays.

### 2.2. Determination of Effective Parameters Describing the High Temperature Performance

A computational model developed within the previous research [25] was employed to process the curves presented in Figure 3 to obtain effective heat storage parameters that describe the performance of clays when exposed to high temperatures. Moreover, the computational representation of the differential scanning calorimeter can filter out systematic errors that accompany the experimental measurement. According to the experience gained thus far, these errors originate from the position of thermocouples that cannot be introduced directly into the sample. This drawback has a subsequent impact on a signal delay, which is obvious when various sample mass and heating rates are tested as proved by several studies published [26–28].

The three-dimensional computational mesh (see Figure 4) used for the modeling is composed of 121,015 nodes and 692,071 tetrahedral elements. The model was calibrated in the same way as a real device, i.e. by means of five standard metals that underwent a melting process, and corresponding heat power was recorded and compared to reference values. After the calibration, the model exhibited very good agreement with the experimental outputs, yielding \( R^2 = 0.999794 \). The model validation performed on aluminum melting and \( \alpha-\beta \) quartz transition showed very good agreement as well.

This calibrated and validated model can identify physical origins of measurement uncertainties, i.e., it can identify the heat transport and storage processes ongoing directly in the sample (not on thermocouples) that produce the same outputs on thermocouples as in the real experimental measurement. In this way, the signal delay and the thermal inertia can be efficiently eliminated. Heat storage parameters of the sample tested were then described using so-called effective specific heat capacity that comprises all the phase change processes, as depicted in Figure 5, following the principles proposed by Krabbenhoft et al. [29].
The main objective of the model is therefore to find effective specific heat capacity vs. temperature functions of particular clays that, after processing by the computational model, produce the same heat flow diagrams as depicted in Figure 3.

The concept of effective specific heat capacity is commonly used in building materials engineering as it allows involving latent thermal processes without a necessity of model extension, but just by a modification of input material properties. The values of effective specific heat capacity are then usually higher as their physical nature, but, in the field of computational modeling, they can be exploited very efficiently. An example of determination of such a parameter can be found, e.g., in the research

Figure 4. Computational mesh of the model-DSC sensor rod with reference and measurement crucibles. Reprinted from International Journal of Heat and Mass Transfer, 136, V. Koči, J. Madéra, A. Trník, R. Černý, Heat transport and storage processes in differential scanning calorimeter: Computational analysis and model validation, 355–364, Copyright (2019), with permission from Elsevier.

Figure 5. Relations between effective heat capacity and enthalpy.
presented by Lakatos and Trnik [30], who introduced the effective specific heat capacity of an aerogel blanket to incorporate thermal processes related to thermal annealing.

2.3. Numerical Analysis of Energy Demands during Firing

The energy demands during firing are estimated based on a modeling of a temperature distribution in the clay samples. The temperature field is calculated using the three-dimensional heat transport equation

\[
\rho \text{eff} \frac{\partial T}{\partial t} = \text{div}(\lambda \text{grad} T) = \frac{\partial}{\partial x}(\lambda \frac{\partial T}{\partial x}) + \frac{\partial}{\partial y}(\lambda \frac{\partial T}{\partial y}) + \frac{\partial}{\partial z}(\lambda \frac{\partial T}{\partial z})
\]

(1)

where \( T = T(x, y, z, t) \) (K) is the temperature as a function of space and time, \( t \) (s) is the time, \( \rho \) (kg m\(^{-3}\)) is the bulk density, \( \lambda \) (W m\(^{-1}\)K\(^{-1}\)) is the thermal conductivity, and \( c_{\text{eff}} \) (J kg\(^{-1}\)K\(^{-1}\)) is the effective specific heat capacity of the clay. The approximate values of thermal conductivity of clays were used for the calculations, which were derived from data published by Garcia-Ten et al. [31,32].

Having a rather comparable value, a simplified arrangement is assumed to estimate the energy demands. Precise calculations of the energy demands would require detailed specification of the furnace, type of fuel, and brick arrangement in the furnace, which is beyond the scope of this research. In this light, a sample made of the particular clays being heated from five sides by heat flux, \( q \) (W m\(^{-2}\)), with dimensions of 290 × 140 × 65 mm\(^3\) was chosen as an example, as depicted in Figure 6.

![Figure 6. Scheme of the energy demands modeling procedure.](image_url)

The main objective of the modeling procedure is to identify a heat flux vs. time function, \( q(t) \), that ensures the required firing temperature in the middle of the cube. Many factors affect the firing schedule, e.g., composition of the brick body, geometry and thickness of the ceramic product, furnace parameters, etc. For the energy demands calculations presented in this paper, the curve shown in Figure 7 was used [33]. The overall amount of energy demanded for firing, \( Q(t) \), is calculated as

\[
Q = \int |q(t)| \, dt.
\]

(2)

The heat flux vs. time function can be found by means of the genetic algorithms, which have been successfully applied in many engineering problems [34–36]. Within the genetic algorithm terminology, the heat flux function, being constructed as a multiple linear curve, is represented by several points \( X_i \) \([t, T]\), i.e., individuals, which form a population. The evolution starts from a population that is randomly generated, forming a generation. Then, a fitness function of every individual in each generation is evaluated, based on which multiple individuals are selected and modified using genetic operators. Cross-over and mutation are among the most typically used to form a new generation. The fitness function is evaluated using the least square method, comparing the actual and optimal
firing temperature in the center of the sample modeled. The main goal of the optimization procedure is to identify such individuals that fulfill requirements for a satisfactory low fitness function value.

![Figure 7. Optimal firing schedule according to Ferrer et al. [33].](image)

### 3. Results and Discussion

#### 3.1. Effective Specific Heat Capacity of Clays

Using the computational model described in Section 2.2, the DSC curves presented in Figure 3 were analyzed to obtain the effective specific heat capacity of the particular clays that accommodate all the heat releasing/consuming processes that occur during burning. Additionally, these results are free of systematic errors as the model is able to treat heat losses due to thermal inertia of the device as well as due to heat redistribution before reaching the sensors.

Due to the similarity of their thermal performances, according to their phase compositions, calcite content in particular, C2, C3, and C5 as well as C1 and C4 (see Table 3) are displayed separately (see Figure 8).

During the DSC analysis, the first significant endothermic peak was observed in the temperature range between 25 and 200 °C, being related to the evaporation of physically bound water from the structure of the clays. Depending on the particular clay type, this peak may reach up to $-0.082 \text{ W.g}^{-1}$, which increases the effective specific heat capacity to up to 1950 J-kg$^{-1}$-K$^{-1}$. The dehydroxylation of kaolinite (see Equation (3)), typical for C2, C3, and C4, and illite-smectite (typical of all clays) was observed in the temperature range of about 400–600 °C [37,38], generating endothermic peaks of about $-0.080$ to $-0.113 \text{ W.g}^{-1}$. Dehydroxylation of illite, due to its considerable isomorphic substitution, cannot be described by a simple chemical equation, as in the case of kaolinite, but the result is similar—amorphous dehydroxylated matter. The quartz ($\alpha$-$\beta$) phase transition (573 °C, see Equation (4)) [39] is observable in DSC signals of C2 and C3. This reversible process should not usually occur on DSC curves. However, due to the significant amount of quartz in the clays together with the fact that the DSC analysis was performed using crucibles covered by lids (higher pressures), the first measurement and blank could have shifted positions. Even if the other clays contain quartz as well, the experiments ran correctly in these cases, thus the signal is not visible. C1 and C4 differ from the others as they contain significant amount of calcite and dolomite (up to 35%), which typically has its thermal decomposition at above 650 °C [40] (see Equations (5) and (6)). Since this decomposition is an endothermic process, it is clearly seen by the major heat power peak visible in this temperature region, which can reach up to $-0.391 \text{ W.g}^{-1}$. This process is also reflected in the effective specific heat capacity calculated, yielding 7400 J-kg$^{-1}$-K$^{-1}$ for C1 and 6400 J-kg$^{-1}$-K$^{-1}$ for C4. A minor peak was also detected in the case of C5, which is, according to the XRD analysis, formed by 6% calcite and dolomite. Here, the heat power peak of $-0.104 \text{ W.g}^{-1}$ resulted in specific heat capacity...
of 2600 J·kg⁻¹·K⁻¹. The decomposition of calcite and dolomite, CaCO₃ in general, can partially overlap with dehydroxylation of illite, which take place in the temperature interval 450–650 °C [38].

\[
\text{Al}_2\text{O}_3 \cdot \text{SiO}_2 \cdot 2\text{H}_2\text{O} \rightarrow \text{Al}_2\text{O}_3 \cdot \text{SiO}_2 + 2\text{H}_2\text{O},
\]

(3)

\[
\alpha\text{–SiO}_2 \leftrightarrow \beta\text{–SiO}_2,
\]

(4)

\[
\text{CaCO}_3 \rightarrow \text{CaO} + \text{CO}_2
\]

(5)

\[
\text{CaMg(\text{CO}_3)_2} \rightarrow \text{CaO} + \text{MgO} + 2\text{CO}_2.
\]

(6)

Using the effective specific heat capacities of the clays shown in Figure 8 (top), the computational outputs of the DSC model were obtained, as shown in Figure 8 (bottom) (gray dashed lines). The agreement is very good, yielding RMSE (root mean square error) between ~0.004 and 0.006 W·g⁻¹. The maximal difference found was only ~0.032 W·g⁻¹ in the cases of C1 and C4 and ~0.012 W·g⁻¹ in the cases of C2, C3 and C5. Additionally, the computational outputs differ from the experimental ones mostly within the measurement uncertainties, which further confirms the very good agreement reached. The summary of the evaluation of the clays is given in Table 4.

![Figure 8](image-url)

**Figure 8.** Effective specific heat capacity of the clays obtained by means of fitting the computational outputs on experimental data: (Top) the identified values of effective specific heat capacity; (Bottom) a comparison of experimentally and computationally (gray dashed lines) obtained heat flows. The experimental uncertainties for particular heat flow curves are expressed using dashed lines of the corresponding color.
| Label | Maximal Difference (W·g⁻¹) | RMSE (W·g⁻¹) |
|-------|---------------------------|--------------|
| C1    | 0.031714                  | 0.004875     |
| C2    | 0.011508                  | 0.004439     |
| C3    | 0.011764                  | 0.004462     |
| C4    | 0.031568                  | 0.006356     |
| C5    | 0.011252                  | 0.004479     |

3.2. Energy Demands for Clays Firing

Regarding to the mostly endothermic processes (see Section 3.1) during the firing procedure, it is obvious that different clays would require different treatments to reach the given firing schedule. An application of a general firing scheme is therefore ineffective and might result in a completely different evolution of temperature, causing structural failures in the final products. To demonstrate the necessity of specific treatments for different clays, the temperature distribution of the studied clays when exposed to a unified firing scheme was calculated (see Figure 9).

![Figure 9. Evolution of temperatures in particular clays when exposed to unified firing scheme.](image)

In the example presented in Figure 9, the heating boundary fluxes of 4000 and 1000 W·m⁻² were applied, followed by the cooling fluxes of 3500 and 1000 W·m⁻². While the temperature inside the samples made of C3 and C5 reached up to 1520 °C, the endothermic processes inside C2 led to a certain heat consumption that reduced the target temperature to only 1311 °C. Due to the heat consumption related to the decomposition of calcite and dolomite, the temperatures in C1 and C4 rose even less, to only 764 and 805 °C, respectively. It means that, in this case, samples C2, C3, and C5 would remain over burned after the firing procedure, while C1 and C4 would be not burned sufficiently when compared to the optimal scheme. Since the firing temperature is a key factor to achieve favorable material properties [41], the optimization of the firing scheme is important, bringing substantial energy savings as well.
Using the genetic algorithm searching procedure, the boundary conditions (heat flux through the samples walls) could be adjusted so that the temperature evolutions inside the clay samples fit the optimal curve. The heating/cooling curves then fully exploited or compensated all the thermal processes that occur during the firing procedure. The graphical results are shown in Figure 10.

![Figure 10. Evolution of temperatures in particular clays when exposed to optimized firing schemes.](image)

It is obvious that, by adjusting the boundary conditions, the temperature evolutions in the clay samples fit the optimal curve to a greater extent than in the previous case (see Figure 9). Each graph in Figure 10 is accompanied by a heat flux function, where the red color marks heating while the blue color marks cooling. The colored area then expresses the overall amount of energy related to one square meter of the sample required for reaching the optimal firing scheme. Due to a diversity of heating/cooling modes of the particular clays, a deeper insight is given in Table 5 describing the particular phases of the process.

As expected, the highest energy demands are shown for C1 and C4, which are rich with calcite and dolomite. These particular phase compositions resulted in the demands of 173.42 and 141.28 MJ·m⁻², respectively. When the other clays undergo the firing process, the energy demands could be significantly reduced as C2 requires only 103.06 MJ·m⁻², C5 92.33 MJ·m⁻², and C3 88.58 MJ·m⁻². The summary of firing demands adjustment is given in Table 6.
Table 5. Detailed description of the heating/cooling process.

| Segment | C1 | C2 | C3 | C4 | C5 |
|---------|----|----|----|----|----|
| t (h)   |    |    |    |    |    |
| q (W·m⁻²) |    |    |    |    |    |
| t (h)   |    |    |    |    |    |
| q (W·m⁻²) |    |    |    |    |    |
| t (h)   |    |    |    |    |    |
| q (W·m⁻²) |    |    |    |    |    |
| t (h)   |    |    |    |    |    |
| q (W·m⁻²) |    |    |    |    |    |

Table 6. Evaluation of agreement of optimal and calculated firing temperatures of particular clays.

| Label | RMSE (°C) | Energy Demands (MJ·m⁻²) |
|-------|-----------|-------------------------|
| C1    | 46.98     | 173.42                  |
| C2    | 44.49     | 103.06                  |
| C3    | 54.86     | 88.58                   |
| C4    | 51.57     | 141.28                  |
| C5    | 44.82     | 92.33                   |

Since the RMSEs of the optimal and adjusted firing temperatures are relatively similar in all clays, accounting for ~45–55 °C, it can be concluded that the energy demands estimated are comparable to each other. The results therefore confirm that the adjustment of the firing parameters could be an effective way to reduce the energy demands. Comparing the values presented in Table 5, one can achieve energy savings of up to 48.9% when tailored firing schemes are used. The precise modeling of the temperature distribution in a furnace can therefore present an additional step of how to produce ceramics even in an even more efficient way considering not only functional properties but also the compromise between them and the environmental loads. On the other hand, it is important to notice that the results of energy demands calculations have rather a comparative value as they are based only on simplified presumptions that come from few small samples with specific dimensions. Precise calculations would require detailed specifications on brick arrangement in the furnace, furnace parameters, type of fuel, etc.

4. Conclusions

This paper focuses on optimizing the energy demands related to red clays firing. Since ceramics, bricks in particular, represent the main clay products of which physical limits have been almost reached, this research represents another step towards making the brick lifecycle more efficient. Due to the extensive brick production that goes along with heavy environmental loads, the optimization of the production process gains more importance. The main objective of the study was to treat clays individually by tailoring the firing boundary conditions so that all thermal processes occurring during firing would be exploited maximally.

Five different clays were chosen and subjected to experimental characterization to determine their chemical and phase compositions. The experimental work was followed by thermal analysis (DSC), the results of which were processed using the DSC model to obtain effective heat storage parameters of clays that accommodates ongoing thermal processes and, furthermore, are easy to be implemented in available mathematical models for description of heat transport. Being rich with calcite and dolomite, their decomposition of which is highly endothermic, the highest effective specific heat capacities were found in the cases of C1 and C4 clays, yielding up to 7400 J·kg⁻¹·K⁻¹. The dehydroxylation of clays or
The quartz transition were among the other thermal processes that significantly formed the effective specific heat capacity curves of particular clays within the investigated temperature range.

The necessity of an individual treatment of the clays firing was demonstrated within a computational modeling of clay samples defined, which produced completely different temperature evolutions when a unified firing scheme was applied. Adjusting the firing boundary conditions in the form of heat fluxes using the genetic algorithm, the temperature evolutions of clay samples were modified to fit a given optimal temperature profile. While C1 and C4 required initial rapid firing power of more than 5000 W·m$^{-2}$, a power of less than 4800 W·m$^{-2}$ was sufficient for the other clays. Similarly, the cooling demands were found to be highest in the cases of C1 and C4, ranging between 7636 and 8000 W·m$^{-2}$. On the other hand, the lowest cooling demand, only 3980 W·m$^{-2}$, was identified as optimal for C3. Finally, by summing the heat fluxes, the energy demands for the particular clays were expressed. It was revealed that, in the cases of C2, C3, and C5, the energy consumption could be reduced by up to 49% when compared to C1 and C4. The most energy demanding clay was C1 (173.42 MJ·m$^{-2}$) while C3 (88.58 MJ·m$^{-2}$) was found to be the least demanding.

It is important to notice that the results of energy demands calculations have rather a comparative value as they are based only on simplified presumptions that come from few samples with specific dimensions. Precise calculations would require detailed specifications on brick arrangement in the furnace, furnace parameters, and type of fuel, which will be incorporated within the future work dealing with this issue.
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