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Abstract

We define a $q$-analog of the modified Bessel and Bessel-Macdonald functions. As for the $q$-Bessel functions of Jackson there is a couple of functions of the both kind. They are arisen in the Harmonic analysis on quantum symmetric spaces similarly to their classical counterpart. Their definition is based on the power expansions. We derive the recurrence relations, difference equations, $q$-Wronskians, and an analog of asymptotic expansions which turns out is exact in some domain if $q \neq 1$. Some relations for the basic hypergeometric function which follow from this fact are discussed.

1 Introduction

The $q$-analogues of the Bessel functions introduced ninety years ago by Jackson are a subject of investigations in the last years. In these works their properties are derived in connection with the representation theory of quantum groups as well as their classical counterparts.

Our main interest is the $q$-analogues of the Bessel-Macdonald function $K_\nu$ (BMF) and modified Bessel functions $I_\nu$ (MBF). Their presence in the Harmonic analysis on homogenous spaces is at least threefold. First of all, BMF is the essential part of the Green function for the Laplace-Beltrami operator on noncompact symmetric spaces with nonpositive curvature. Next BMF define irreducible representations of the isometries of the pseudoEuclidean plane. Finally, BMF are the simplest so-called Whittaker functions, related to the symmetric spaces of rank one. It turns out that the Whittaker functions up to a gauge transform coincide with the wave functions of the open Toda quantum mechanical system. In particular, for a rank one symmetric spaces they defined the wave functions of two-dimensional gravity in the minisuperspace approximation. In both constructions MBF play an auxiliary role.

In fact the main motivation of our work is the last approach. In our previous work we have described the Whittaker function for the quantum Lobachevsky space. They emerge as some special eigenfunctions of the quantum second Casimir operator. In this context it was possible to reduce the problem to commutative analysis, though the original formulation
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is essentially noncommutative. The further progress in the Harmonic analysis demands to take into account the noncommutativity of the group algebra. It concerns, in particular, with the Poisson kernel for the Dirichlet problem in the quantum Lobatchevsky space. In the classical case the Whittaker functions or, what is the same, BMF are the Fourier transform of the Poisson kernel. To reproduce this construction in the quantum case it is necessary to derive the most fundamental properties of q-MBF.

As in the classical case we begin with definition of q-MBF as the power expansions. There are two q-MBF and they are related to q-Bessel functions of Jackson [1] as the classical ones. We derive the action of difference operators, recurrence relation, difference equation and q-Wronskian for them. The most of these results can be easily derived from [2, 3], where q-Bessel functions were investigated. While the definition of q-MBF, based on the Jackson q-Bessel functions is straightforward, the definition of q-BMF is a rather subtle. We choose it in a such way that it becomes a holomorphic in the complex right half plane. We repeat the same program for q-BMF as for q-MBF. The most important part for the applications is the Laurent type expansion which is only asymptotics in the classical case and is represented by an convergent series in some domain in the quantum situation. Using this property we obtain in conclusion some relations for the basic hypergeometric function.

2 Some preliminary relations

We derive some needed relations for the fundamental functions $e_q(z), E_q(z)$, and $\Gamma_q(z)$ [2]. As by product we define q-psi function.

1. For an arbitrary $a$

\[
(a, q)_n = \begin{cases} 
1 & \text{for } n = 0 \\
(1-a)(1-aq)\cdots(1-aq^{n-1}) & \text{for } n \geq 1,
\end{cases}
\]

\[
(a, q)_\infty = \lim_{n \to \infty} (a, q)_n.
\]

The $q$-exponentials are determined by formulas:

\[
e_q(z) = \sum_{n=0}^{\infty} \frac{z^n}{(q, q)_n} = \frac{1}{(z, q)_{\infty}}, \quad |z| < 1,
\]

\[
E_q(z) = \sum_{n=0}^{\infty} q^{\frac{n(n-1)}{2}}z^n = (-z, q)_{\infty}.
\]

They are the $q$-deformations of the ordinary exponent

\[
\lim_{q \to 1-0} e_q((1-q)z) = \lim_{q \to 1-0} E_q((1-q)z) = e^z.
\]

Obviously, we have from (1) and (2)

\[
e_q(z)E_q(-z) = 1
\]

It follows from (1) that the function $e_q(z)$ has the ordinary poles in the points $z = q^{-k}, k = 0, 1, \ldots$. 

2
**Proposition 2.1** (F.I.Karpelevich) The \( q \)-exponential \( e_q(z) \) can be represented as the sum of the partial functions
\[ e_q(z) = \frac{1}{(q,q)_\infty} \sum_{k=0}^{\infty} \frac{(-1)^k q^{k(k+1)/2}}{(q,q)_k (1-zq^k)}. \] (4)

**Proof.** Let
\[ e_q(z, n) = \frac{1}{(q,q)_n} = \sum_{k=0}^{n} \frac{c_{k,n}}{1-zq^k}. \]
Then
\[ c_{k,n} = \text{res}_{z=q^{-k}} e_q(z, n) = \lim_{z \to q^{-k}} (1-zq^k) e_q(z, n) = \frac{1}{(1-q^{-k})(1-q^{-1})(1-q) \ldots (1-q^{n-k})} = \]
\[ = \frac{(-1)^k q^{k(k+1)/2}}{(q,q)_k(q,q)_{n-k}}. \]
From this we have
\[ e_q(z, n) = \sum_{k=0}^{n} \frac{(-1)^k q^{k(k+1)/2}}{(q,q)_k(1-zq^k)} \frac{1}{(q,q)_{n-k}}. \]
As \( \frac{1}{(q,q)_{n-k}} < \frac{1}{(q,q)_{\infty}} \) we obtain
\[ e_q(z) = \lim_{n \to \infty} e_q(z, n) = \frac{1}{(q,q)_{\infty}} \sum_{k=0}^{\infty} \frac{(-1)^k q^{k(k+1)/2}}{(q,q)_k(1-zq^k)}. \]

The next Proposition follows from (4).

**Proposition 2.2**
\[ \partial_q e_q((1-q)z) = e_q((1-q)z), \]
where
\[ \partial_q f(z) = \frac{f(z) - f(qz)}{(1-q)z}. \] (5)

The following Corollaries are evident.

**Corollary 2.1**
\[ e_q(\frac{1-q^2}{2}qz) = \left(1 - \frac{1-q^2}{2}z\right) e_q(\frac{1-q^2}{2}z), \] (6)
\[ e_q(\frac{1-q^2}{2}q^{-1}z) = \frac{1}{1-q^{-1}(1-q^2)z} e_q(\frac{1-q^2}{2}z). \] (7)

**Corollary 2.2**
\[ e_q^2(\frac{1-q^2}{4}q^2 z^2) = \left[1 - \frac{(1-q^2)^2}{4}z^2\right] e_q^2(\frac{1-q^2}{4}z^2). \] (8)

**Remark 2.1** It follows from (4)
\[ e_q(\frac{1-q^2}{2}z) e_q(-\frac{1-q^2}{2}z) = \frac{1}{(\frac{1-q^2}{2}z, q)_\infty} \frac{1}{(\frac{1-q^2}{2}z, q)_\infty} = \frac{1}{(\frac{(1-q^2)^2}{4}z^2, q^2)_\infty} = e_q^2(\frac{1-q^2}{4}z^2), \]
2. The q-gamma-function

\[ \Gamma_q(\alpha) = \frac{q, q}_\infty (1 - q)^{1 - \alpha}. \]  

(9)

If \( n \) is a natural number then

\[ \Gamma_q(n + 1) = \frac{(q, q)_n}{(1 - q)^n}. \]

**Proposition 2.3** The function \( \Gamma_{q^2}(z) \) can be represented in the following form

\[ \Gamma_{q^2}(z) = (1 - q^2)^{1 - z} \sum_{k=0}^{\infty} \frac{(-1)^k q^{(k+1)}}{(q^2, q^2)^{k} (1 - q^{2k+2z})}. \]

(10)

**Proof.** It follows from (9) that

\[ \Gamma_{q^2}(z) = (q^2, q^2)_\infty (1 - q^2)^{1 - z} e_{q^2}(q^2z). \]

Substituting in this equality (4) we obtain (10).

We denote by \( \psi_q(z) \) the logarithmic derivative of \( \Gamma_q \)-function

\[ \psi_q(z) = \frac{\Gamma_q'(z)}{\Gamma_q(z)}. \]

(11)

From (9) and (11) we receive immediately

**Proposition 2.4** The function \( \psi_{q^2}(z) \) has the following form

\[ \psi_{q^2}(z) = - \ln(1 - q^2) + \ln q^2 \sum_{k=1}^\infty \frac{q^{2k+2z}}{1 - q^{2k+2z}}. \]

(12)

**Corollary 2.3**

\[ \lim_{z \to -n} \psi_{q^2}(z) = (-1)^n q^{-(n+1)} (q^2, q^2)_n \ln q^2. \]

(13)

**Proof.** This result is obtained from (10) and (12).

3 The Modify q-Bessel Functions

1. Definition.

In \[1\] the \( q \)-Bessel functions were determined as

\[ J_{\nu}^{(1)}(z, q) = \frac{(q^{\nu+1}, q)_\infty}{(q, q)_\infty} \left( \frac{z}{2} \right)^\nu \ _2\Phi_1(0, 0; q^{\nu+1}; q, -\frac{z^2}{4}), \]

(14)

\[ J_{\nu}^{(2)}(z, q) = \frac{(q^{\nu+1}, q)_\infty}{(q, q)_\infty} \left( \frac{z}{2} \right)^\nu \ _0\Phi_1(-; q^{\nu+1}; q, -\frac{z^2 q^{\nu+1}}{4}), \]

(15)

where \( \_2\Phi_1 \) and \( \_0\Phi_1 \) are the basic hypergeometric functions \[12\]

\[ r\Phi_s(a_1, \cdots, a_r; b_1, \cdots, b_s; q, z) = \sum_{n=0}^\infty \frac{(a_1, q)_n \cdots (a_r, q)_n}{(q, q)_n (b_1, q)_n \cdots (b_s, q)_n} (-1)^n q^{n(n-1)/2} [1 + s - r] z^n. \]

(16)

It allows to define \( q \)-MBF in analogy with the classical case \[13\] as (14) and (15).
Proposition 3.1 The functions

\[ I^{(1)}_\nu(z, q) = \frac{(q^{\nu+1}, q)_{\infty}}{(q, q)_{\infty}} (z/2)^\nu \, 2\Phi_1(0, 0; q^{\nu+1}; q, z^2/4), \]

\[ I^{(2)}_\nu(z, q) = \frac{(q^{\nu+1}, q)_{\infty}}{(q, q)_{\infty}} (z/2)^\nu \, 0\Phi_1(-; q^{\nu+1}; q, z^2q^{\nu+1}/4) \]

are called the modify q-Bessel functions.

Evidently,

\[ I^{(j)}_\nu(z, q) = e^{-i\pi q} J^{(j)}_\nu(e^{i\pi/2}z, q), \quad j = 1, 2. \]

We will consider below the functions

\[ I^{(1)}_\nu((1 - q^2)z; q^2) = \sum_{k=0}^{\infty} \frac{(1 - q^2)^k (z/2)^{\nu+2k}}{(q^2, q^2)_{k} \Gamma_q (\nu + k + 1)}, \quad |z| < \frac{2}{1 - q^2}, \quad (17) \]

\[ I^{(2)}_\nu((1 - q^2)z; q^2) = \sum_{k=0}^{\infty} \frac{q^{2k(\nu+k)}(1 - q^2)^k (z/2)^{\nu+2k}}{(q^2, q^2)_{k} \Gamma_q (\nu + k + 1)} \quad (18) \]

If \(|q| < 1\), the series (18) converges for all \(z \neq 0\) absolutely. Therefore \(I^{(2)}_\nu((1 - q^2)z; q^2)\) is holomorphic function outside of \(z = 0\).

Remark 3.1

\[ \lim_{q \to 1^{-}} I^{(j)}_\nu((1 - q^2)z; q^2) = I_\nu(z), \quad j = 1, 2. \]

2. Recurrence relations and differences.

Proposition 3.1 The function \(I^{(1)}_\nu((1 - q^2)z; q^2)\) satisfies the following relations

\[ \frac{2}{(1 + q)z} \partial_q z^\nu I^{(1)}_{(-\nu+1)}((1 - q^2)z; q^2) = z^{\nu-1} I^{(1)}_{-\nu+1}((1 - q^2)z; q^2), \quad (19) \]

\[ \frac{2}{(1 + q)z} \partial_q z^\nu I^{(1)}_{-\nu}((1 - q^2)z; q^2) = z^{\nu-1} I^{(1)}_{-\nu+1}((1 - q^2)z; q^2), \quad (20) \]

where the operator \(\partial_q\) is determined by (3).

Proof.

\[ \frac{2}{(1 + q)z} \partial_q z^\nu I^{(1)}_{-\nu}((1 - q^2)z; q^2) = \sum_{k=1}^{\infty} \frac{(1 - q^2)^k z^{2k-2}}{2^{-\nu+2k-1} (q^2, q^2)_{k-1} \Gamma_q (-\nu + k + 1)} = \]

\[ = \sum_{k=0}^{\infty} \frac{(1 - q^2)^k z^{2k}}{2^{-\nu+1+2k} (q^2, q^2)_{k} \Gamma_q (-\nu + 1 + k + 1)} = z^{\nu-1} I^{(1)}_{-\nu+1}((1 - q^2)z; q^2). \]

The proof of (20) is the same.
Proposition 3.2 The function \( I_{\nu}^{(1)}((1 - q^2)z; q^2) \) satisfies the following recurrence relations

\[
I_{\nu-1}^{(1)}((1 - q^2)z; q^2) - I_{\nu+1}^{(1)}((1 - q^2)z; q^2) = \frac{2}{(1 - q^2)z} (q^{-\nu} - q^\nu) I_{\nu}^{(1)}((1 - q^2)z; q^2),
\]

\[
I_{\nu-1}^{(1)}((1 - q^2)z; q^2) + I_{\nu+1}^{(1)}((1 - q^2)z; q^2) = \frac{4}{(1 - q^2)z} I_{\nu}^{(1)}((1 - q^2)z; q^2) - \frac{2}{(1 - q^2)z} (q^{-\nu} + q^\nu) I_{\nu}^{(1)}((1 - q^2)z; q^2).
\]

Proof. It follows from (19) and (20)

\[
I_{\nu-1}^{(1)}((1 - q^2)z; q^2) = \frac{2}{(1 - q^2)z} \left[ I_{\nu}^{(1)}((1 - q^2)z; q^2) - q^\nu I_{\nu}^{(1)}((1 - q^2)z; q^2) \right],
\]

\[
I_{\nu+1}^{(1)}((1 - q^2)z; q^2) = \frac{2}{(1 - q^2)z} \left[ I_{\nu}^{(1)}((1 - q^2)z; q^2) - q^{-\nu} I_{\nu}^{(1)}((1 - q^2)z; q^2) \right].
\]

Summing and subtracting these equalities we obtain the statement. □

Proposition 3.3 The function \( I_{\nu}^{(2)}((1 - q^2)z; q^2) \) satisfies the following relations

\[
\frac{2}{(1 + q)z} \partial_q z^\nu I_{\nu-1}^{(2)}((1 - q^2)z; q^2) = q^{-\nu+1} z^{\nu-1} I_{\nu+1}^{(2)}((1 - q^2)z; q^2),
\]

\[
\frac{2}{(1 + q)z} \partial_q z^\nu I_{\nu+1}^{(2)}((1 - q^2)z; q^2) = q^{-\nu+1} z^{\nu-1} I_{\nu-1}^{(2)}((1 - q^2)z; q^2).
\]

Proposition 3.4 The function \( I_{\nu}^{(2)}((1 - q^2)z; q^2) \) satisfies the following recurrence relations

\[
q^{-\nu} I_{\nu-1}^{(2)}((1 - q^2)z; q^2) - q^\nu I_{\nu+1}^{(2)}((1 - q^2)z; q^2) = \frac{2}{(1 - q^2)z} (q^{-\nu} - q^\nu) I_{\nu}^{(2)}((1 - q^2)z; q^2),
\]

\[
q^{-\nu} I_{\nu-1}^{(2)}((1 - q^2)z; q^2) + q^\nu I_{\nu+1}^{(2)}((1 - q^2)z; q^2) = \frac{4}{(1 - q^2)z} I_{\nu}^{(2)}((1 - q^2)q^{-1}; q^2) - \frac{2}{(1 - q^2)z} (q^{-\nu} + q^\nu) I_{\nu}^{(2)}((1 - q^2)z; q^2).
\]

The proof of Propositions 3.3 and 3.4 are the same as 3.1 and 3.2.

3. Difference equation.

Proposition 3.5 The function \( I_{\nu}^{(1)}((1 - q^2)z; q^2) \) is a solution to the difference equation

\[
\left[ 1 - \frac{q^{-2}(1 - q^2)^2}{4} z^2 \right] f(q^{-1}z) - (q^{-\nu} + q^\nu) f(z) + f(qz) = 0.
\]

Proof. Substituting (17) in the left side of (23) we obtain

\[
\sum_{k=0}^{\infty} \left[ q^{-\nu-2k} - q^{-\nu} - q^{\nu} + q^{\nu+2k} - \frac{q^{-\nu-2k-2}(1 - q^2)^2 z^2}{4} \right] (1 - q^2)^k (z/2)^{\nu+k+2} = \sum_{k=1}^{\infty} \frac{q^{-\nu-2k}(1-q^2)^2}{(q^2, q^2)_k \Gamma_{q^2}^2(\nu+k+1)} - \sum_{k=0}^{\infty} \frac{q^{-\nu-2k-2}(1 - q^2)^2 z^2}{(q^2, q^2)_k \Gamma_{q^2}^2(\nu+k+1)}.
\]

Changing \( k \) to \( k + 1 \) in the first term we obtain zero. □
Corollary 3.1  The function \( I^{(1)}_{-\nu}((1 - q^2)z; q^2) \) satisfies the equation \([23]\).

Proof. Obviously the left side of \([23]\) is a even function of \(\nu\). Then the change \(\nu\) to \(-\nu\) in \([17]\) transforms a solution to \([23]\) to a solution.

Definition 3.2  The \(q\)-Wronskian of two solutions \( f^{(1)}_{\nu}(z), f^{(2)}_{\nu}(z) \) to a difference second order equation is

\[
W(f^{(1)}_{\nu}, f^{(2)}_{\nu})(z) = f^{(1)}_{\nu}(z)f^{(2)}_{\nu}(qz) - f^{(1)}_{\nu}(qz)f^{(2)}_{\nu}(z).
\]

If \(q\)-Wronsksian nonvanishes an arbitrary solution to the difference second order equation can be written as

\[
f_{\nu}(z) = C_1 f^{(1)}_{\nu}(z) + C_2 f^{(2)}_{\nu}(z).
\]

In this case the functions \( f^{(1)}_{\nu}(z) \) and \( f^{(2)}_{\nu}(z) \) is the fundamental system of solutions.

Proposition 3.6  If \(\nu\) is noninteger the functions \( I^{(1)}_{\nu}((1 - q^2)z; q^2) \) and \( I^{(1)}_{-\nu}((1 - q^2)z; q^2) \) form a fundamental system of solutions to the equation \([24]\).

Proof. Consider the \(q\)-Wronsksian

\[
W(I^{(1)}_{\nu}, I^{(1)}_{-\nu})(z) = I^{(1)}_{\nu}((1 - q^2)z; q^2)I^{(1)}_{-\nu}((1 - q^2)qz; q^2) - I^{(1)}_{\nu}((1 - q^2)qz; q^2)I^{(1)}_{-\nu}((1 - q^2)z; q^2).
\]

Since \( I^{(1)}_{\nu} \) and \( I^{(1)}_{-\nu} \) are solution to \([23]\) then

\[
I^{(1)}_{\pm\nu}((1 - q^2)q^2 z; q^2) = -[1 - \frac{(1 - q^2)^2}{4} z^2]I^{(1)}_{\pm\nu}((1 - q^2)z; q^2) + (q^{-\nu} + q^{\nu})I^{(1)}_{\pm\nu}((1 - q^2)qz; q^2).
\]

Thus

\[
W(I^{(1)}_{\nu}, I^{(1)}_{-\nu})(z) = I^{(1)}_{\nu}((1 - q^2)qz; q^2)I^{(1)}_{-\nu}((1 - q^2)q^2 z; q^2) - I^{(1)}_{\nu}((1 - q^2)q^2 z; q^2)I^{(1)}_{-\nu}((1 - q^2)qz; q^2) = [1 - \frac{(1 - q^2)^2}{4} z^2]W(I^{(1)}_{\nu}, I^{(1)}_{-\nu})(z).
\]

Comparing this equality with \([8]\) we can write

\[
W(I^{(1)}_{\nu}, I^{(1)}_{-\nu})(z) = C_{\nu}e_{q^2}(\frac{(1 - q^2)^2}{4} z^2).
\]

Setting \(z = 0\) in \([24]\) we obtain

\[
C_{\nu} = \frac{q^{-\nu}(1 - q^2)}{\Gamma_q^2(\nu)\Gamma_q^2(1 - \nu)}.
\]

So finally

\[
W(I^{(1)}_{\nu}, I^{(1)}_{-\nu})(z) = \frac{q^{-\nu}(1 - q^2)}{\Gamma_q^2(\nu)\Gamma_q^2(1 - \nu)}e_{q^2}(\frac{(1 - q^2)^2}{4} z^2).
\]

(25)

Obviously this function nonvanishes.

If \(\nu = n\) is integer then from \([17]\) and \([18]\)

\[
I^{(j)}_{-\nu}((1 - q^2)z; q^2) = I^{(j)}_{\nu}((1 - q^2)z; q^2), \quad j = 1, 2.
\]

(26)
Proposition 3.7 The function \( I^{(2)}_{\nu}((1 - q^2)z; q^2) \) is a solution to the equation
\[
f(q^{-1}z) - (q^{-\nu} + q^\nu)f(z) + \left[ 1 - \frac{(1 - q^2)^2}{4} z^2 \right] f(qz) = 0.
\] (27)

This Proposition is proved in the same way as Proposition 3.5.

Corollary 3.2 The q-MBF are related as (17) and (18)
\[
I^{(1)}_{\nu}((1 - q^2)z; q^2) = \frac{e^{q^2 ((1 - q^2)^2 z^2 / 4)}}{((1 - q^2)^2 / 4)^z} I^{(2)}_{\nu}((1 - q^2)z; q^2)
\] (28)

Proof. It follows from (27) and (8) that
\[
e^{q^2 ((1 - q^2)^2 z^2 / 4)} I^{(2)}_{\nu}((1 - q^2)z; q^2)
\] satisfies (23). Hence if \( \nu \) is noninteger
\[
e^{q^2 ((1 - q^2)^2 z^2 / 4)} I^{(2)}_{\nu}((1 - q^2)z; q^2) = A I^{(1)}_{\nu}((1 - q^2)z; q^2) + B I^{(1)}_{-\nu}((1 - q^2)z; q^2).
\] (29)

Multiplying this equality on \((z/2)^\nu\) and setting \( z = 0 \) we obtain \( B = 0 \). Multiplying (29) on \((z/2)^{-\nu}\) and setting \( z = 0 \) we obtain \( A = 1 \).

Since (17) and (18) are continuous functions of \( \nu \), then (28) is valid for \( \nu = n \) as well.

Multiplying the both sides of (28) on \( E^{q^2 ((1 - q^2)^2 z^2 / 4)} \) we obtain
\[
I^{(2)}_{\nu}((1 - q^2)z; q^2) = E^{q^2 ((1 - q^2)^2 z^2 / 4)} I^{(1)}_{\nu}((1 - q^2)z; q^2).
\]

Corollary 3.3
\[
I^{(1)}_{\nu}((1 - q^2)z; q^2) = E^{q^2 ((1 - q^2)^2 z^2 / 4)} I^{(1)}_{\nu}((1 - q^2)z; q^2).
\]

Proposition 3.8 The function \( I^{(1)}_{\nu}((1 - q^2)z; q^2) \) is the meromorphic function outside of \( z = 0 \) with the ordinary poles in the points \( z = \pm \frac{2 q^{-r}}{1 - q^2}, r = 0, 1, \ldots \)

Proof. The statement of this Proposition follows from (28) and Remark 2.1 as
\[
e^{q^2 ((1 - q^2)^2 z^2 / 4)} = \frac{1}{((1 - q^2)^2 z^2 / 4)^{\infty}} = \frac{1}{((1 - q^2)^2 z, q^2)_{\infty}((1 - q^2)^2 z, q^2)_{\infty}} = \frac{1}{((1 - q^2)^2 z, q^2)_{\infty}((1 - q^2)^2 z, q^2)_{\infty}} =
\]
\[
e^{q^2 (q^2 z)} e^{q^2 (\frac{q^2}{2} z)} = e^{q^2 (\frac{q^2}{2} z)} e^{q^2 (\frac{q^2}{2} z)}
\]

Remark 3.2 If \( q \to 1 - 0 \) the all poles of \( I^{(1)}_{\nu}((1 - q^2)z; q^2) \)
\[
z_r = \pm \frac{2 q^{-r}}{1 - q^2}, \quad r = 0, 1, \ldots
\]
go to infinity along the real axis.
4 The Laurent Type Serieses for Modify q-Bessel Functions

Unfortunately the function \( \hat{I}_b^{(1)}(1 - q^2)z; q^2 \) is determined by power series \([17]\) in domain \(|z| < \frac{2}{1-q^2}\) only while we need a representation of this function as series on the whole complex plane. Now we will try to improve this situation.

**Proposition 4.1** An arbitrary solution to (23) can be written in form

\[
\phi(z) = a \left( \frac{1 - q^2}{2} \right) 2\Phi_1(q^{\nu+1/2}, q^{-\nu+1/2}; -q; q, \frac{2q}{(1 - q^2)z}) +
\]

\[
+ \frac{b}{\sqrt{z}} e^{q} \left( \frac{1 - q^2}{2} z \right) 2\Phi_1(q^{\nu+1/2}, q^{-\nu+1/2}; -q; q, \frac{2q}{(1 - q^2)z}),
\]

where \( 2\Phi_1 \) is determined by \([17]\).

**Proof.** Let \( f_\nu(z) \) be a solution to (23). Represent it as

\[
f_\nu(z) = a \left( \frac{1 - q^2}{2} \right) \phi_1^1(z) + \frac{b}{\sqrt{z}} e^{q} \left( \frac{1 - q^2}{2} z \right) \phi_2^2(z).
\]

We assume here that the first summand on the right side satisfies the equation (23). Then the second summand is also a solution. Consider the first summand. Substituting it in (23) and using \([9], [7]\) we obtain the difference equation for \( \phi_1^1(z) \)

\[
\left[ 1 + q^{-1}(1 - q^2) \right] q^\nu \phi_1^1(q^{-1}z) - q^{1/2}(q^{-\nu} + q^\nu) \phi_1^1(z) + \left[ 1 - q^2 \right] \phi_1^1(qz) = 0.
\]

Represent \( \phi_1^1(z) \) as

\[
\phi_1^1(z) = \sum_{k=0}^{\infty} a_k z^{-k}.
\]

Then \( a_0 \) is arbitrary, and for any \( k \geq 1 \)

\[
a_k = a_{k-1} \frac{2q(1 - q^{\nu-1/2+k})(1 - q^{-\nu-1/2+k})}{(1 - q^2)(1 - q^{2k})}.
\]

and

\[
a_k = a_0 \frac{2^{k}q^k(q^{\nu+1/2}, q_k)(q^{-\nu+1/2}, q_k)}{(1 - q^2)^k(q^2, q^2)_k}.
\]

Assuming \( a_0 = 1 \) we obtain

\[
\phi_1^1(z) = \sum_{k=0}^{\infty} \frac{2^{k}q^k(q^{\nu+1/2}, q_k)(q^{-\nu+1/2}, q_k)}{(1 - q^2)^k(q^2, q^2)_k} z^{-k}.
\]

Similarly

\[
\phi_2^2(z) = \sum_{k=0}^{\infty} (-1)^k \frac{2^{k}q^k(q^{\nu+1/2}, q_k)(q^{-\nu+1/2}, q_k)}{(1 - q^2)^k(q^2, q^2)_k} z^{-k} = \phi_1^1(-z).
\]

In view of this fact we will drop the superscript. The series \([33]\) converges absolutely for \(|z| > \frac{2q}{1-q^2}\).
The coefficients \( a \) and \( b \) are determined uniquely by \( f_\nu(z) \). In fact let \( z = z_0, |z_0| > 2/(1 - q^2) \), \( f_\nu(z_0) = A \) and \( f_\nu(qz_0) = B \). Using \((3)\), \((4)\) we come to the system for \( a \) and \( b \):

\[
\begin{align*}
\frac{a}{\sqrt{qz_0}} e_q \left( \frac{1-q^2}{2} z \right) \phi_\nu(z_0) + \frac{b}{\sqrt{qz_0}} e_q \left( -\frac{1-q^2}{2} z \right) \phi_\nu(-z_0) &= A, \\
\frac{a}{\sqrt{qz_0}} (1 - (1 - q^2)/2z_0) e_q \left( \frac{1-q^2}{2} z \right) \phi_\nu(qz_0) + \frac{b}{\sqrt{qz_0}} (1 + (1 - q^2)/2z_0) e_q \left( -\frac{1-q^2}{2} z \right) \phi_\nu(-qz_0) &= B.
\end{align*}
\]

Its determinant has the form

\[
W = \frac{q^{-1/2}}{z_0} e_q^2 (1 - q^2)^2 \left( \frac{1-q^2}{4} z^2 \right) [\phi_\nu(z_0) \phi_\nu(-qz_0) - \phi_\nu(qz_0) \phi_\nu(-z_0) +
1 - q^2/z_0 (\phi_\nu(z_0) \phi_\nu(-qz_0) + \phi_\nu(qz_0) \phi_\nu(-z_0))].
\]

Assume for a moment that \( W(z_0) = 0 \) for some \( z_0 : |z| > \frac{2}{1-q^2} \). Then

\[
\begin{align*}
\phi_\nu(z_0) &\phi_\nu(-qz_0) - \phi_\nu(qz_0) \phi_\nu(-z_0) = 0, \\
\phi_\nu(z_0) &\phi_\nu(-qz_0) + \phi_\nu(qz_0) \phi_\nu(-z_0) = 0
\end{align*}
\]

or

\[
\phi_\nu(z_0) \phi_\nu(-qz_0) = 0 \\
\phi_\nu(z_0) \phi_\nu(-z_0) = 0
\]

(35)

It follows from \((33)\) that \((33)\) is fulfilled if \( \phi_\nu(z_0) = \phi_\nu(qz_0) = 0 \) (or \( \phi_\nu(-z_0) = \phi_\nu(-qz_0) = 0 \). In this case from \((32)\) we have \( \phi_\nu(q^{-1}z_0) = 0 \). And hence \( \phi_\nu(q^{-r}z_0) = 0 \) for any \( r = 0, 1, \ldots \). But it contradicts the obvious equality \( \lim_{|z| \rightarrow \infty} \phi_\nu(z) = 1 \). Thus \( W \neq 0 \), and \( a, b \) are determined uniquely from \((33)\).

It is easy to see from \((4)\) that

\[
\phi_\nu(z) = \sum_{k=0}^{\infty} \frac{(q^{\nu+1/2}; q)_k (q^{-\nu+1/2}; q)_k}{(q, q)_k (-q, q)_k} \left( \frac{2q}{1-q^2} z \right)^k = 2 \Phi_1 (q^{\nu+1/2}, q^{-\nu+1/2}; -q; q, \frac{2q}{1-q^2} z).
\]

Substituting this function to \((31)\) we obtain \((36)\). ■

We denote

\[
2 \Phi_1 (q^{\nu+1/2}, q^{-\nu+1/2}; -q; q, \frac{2q}{1-q^2} z) = \Phi_\nu(z)
\]

for brevity.

**Proposition 4.2** The \( q \)-MBF \( I_\nu^{(1)}((1 - q^2)z; q^2) \) for \( z \neq 0 \) can be represented as

\[
I_\nu^{(1)}((1 - q^2)z; q^2) = \frac{a_\nu}{\sqrt{z}} \left[ e_q \left( \frac{1-q^2}{2} z \right) \Phi_\nu(z) + ie^{i\pi} e_q \left( -\frac{1-q^2}{2} z \right) \Phi_\nu(-z) \right],
\]

where \( \Phi_\nu(z) \) is determined by \((34)\) and

\[
a_\nu = \sqrt{\frac{2}{1-q^2}} e_q (-1) \frac{I_\nu^{(2)}(2; q^2)}{\Phi_\nu(\frac{2}{1-q^2})}.
\]
Proof. It follows from corollary 3.2 and Proposition 4.1 that

\[ e_q(1 - \frac{q^2}{2}z)e_q\left(-\frac{1}{2} - \frac{q^2}{2}z\right)I^{(2)}_{\nu}(1 - q^2) = \]

\[ = \frac{a_\nu}{\sqrt{z}}e_q\left(-\frac{1}{2} - \frac{q^2}{2}z\right)\Phi_{\nu}(z) + \frac{b_\nu}{\sqrt{z}}e_q\left(-\frac{1}{2} - \frac{q^2}{2}z\right)\Phi_{\nu}(-z) \]  \hspace{1cm} (39)

in the domain \(\frac{2q}{1 - q^2} < |z| < \frac{2q}{1 - q^2}\). The functions in the right and the left sides are meromorphic in the domain \(z \neq 0\), and have the ordinary poles in the points \(z = \pm \frac{2q-r}{1-q^2}, r = 0, 1, \ldots\). Due to the uniqueness of the analytic continuation the equality (39) is valid in the domain \(z \neq 0\). We require that the residues in the poles of both sides (39) are equal. Then for \(z = \frac{2q-r}{1-q^2}\)

\[ e_q(-q^{-r})I^{(2)}_{\nu}(2q^{-r}; q^2) = a_\nu q^{r/2} \sqrt{1 - q^2} \Phi_{\nu}(1 - q^{-2}), \]  \hspace{1cm} (40)

and for \(z = -\frac{2q-r}{1-q^2}\)

\[ e_q(-q^{-r})I^{(2)}_{\nu}(-2q^{-r}; q^2) = b_\nu q^{r/2} i \sqrt{1 - q^2} \Phi_{\nu}(-1 - q^{-2}). \]  \hspace{1cm} (41)

It follows from (38) \(I^{(2)}_{\nu}(-2q^{-r}; q^2) = e^{i\nu\pi}I_{\nu}(2q^{-r}; q^2)\). Hence from (40) and (41)

\[ b_\nu = ie^{i\mu\pi}a_\nu. \]  \hspace{1cm} (42)

Assuming \(r = 0\) in (40) we have (38). Substituting (42) to (39) we obtain the statement of the Proposition. \(\blacksquare\)

Proposition 4.3 The coefficients \(a_\nu\) (38) satisfy the recurrent relation

\[ a_{\nu+1} = a_\nu q^{-\nu-1/2}, \]  \hspace{1cm} (43)

and the condition

\[ a_\nu a_{-\nu} = \frac{q^{-\nu+1/2}}{2\Gamma_q^2(\nu)\Gamma_q^2(1-\nu)\sin \nu \pi}. \]  \hspace{1cm} (44)

Proof. Substitute (37) in (21) and (22). Then using (4) we have

\[ a_{\nu-1} \Phi_{\nu-1}(z) - a_{\nu+1} \Phi_{\nu+1}(z) = 2a_\nu q^{-1/2} \frac{q^{-\nu} - q^{\nu}}{1-q^2} (1 - \frac{1}{2} q^2 z) \Phi_{\nu}(qz), \]  \hspace{1cm} (45)

\[ a_{\nu-1} \Phi_{\nu-1}(z) + a_{\nu+1} \Phi_{\nu+1}(z) = \frac{4a_\nu}{1-q^2} \Phi_{\nu}(z) - \]

\[ - 2a_\nu q^{-1/2} \frac{q^{-\nu} + q^{\nu}}{1-q^2} (1 - \frac{1}{2} q^2 z) \Phi_{\nu}(qz). \]  \hspace{1cm} (46)

Turn \(z\) to the infinity in (45) and (46) we come to the system

\[
\begin{align*}
    a_{\nu-1} - a_{\nu+1} &= -a_\nu q^{-1/2} (q^{-\nu} - q^{\nu}) \\
    a_{\nu-1} + a_{\nu+1} &= a_\nu q^{-1/2} (q^{-\nu} + q^{\nu}).
\end{align*}
\]
From this system we obtain the first statement of the Proposition.

Consider the $q$-Wronskian $W(I^{(1)}_\nu, I^{(1)}_{-\nu})$ (25), and the representation (37). Then for $\nu \neq n$

$$\frac{q^{-\nu}(1-q^2)}{\Gamma_q(\nu)\Gamma_q(1-\nu)}e_q((1-q^2)^2/4z^2) = q^{-1/2}a_\nu a_{-\nu} z^{-1}e_q(1-q^2/2z)e_q(-1-q^2/2z) \times$$

$$\times \{ie^{-i\nu \pi}(1+1-q^2/2z)\Phi'_\nu(z)\Phi(\nu) - (1-1-q^2/2z)\Phi'_\nu(qz)\Phi(\nu)\} +$$

$$+ ie^{i\nu \pi}(1-1-q^2/2z)\Phi'_\nu(-z)\Phi(\nu) - (1+1-q^2/2z)\Phi'_\nu(-qz)\Phi(\nu)(z)\}.$$ 

Reducing this equality to the $q$-exponentials and turning $z$ to infinity we obtain (44).

If $\nu = n$ from (43) we have

$$a_n = a_{n-k}q^{-k/2(2n-k)}.$$ 

If $k = 2n$ then $a_n = a_{-n}$.

From (44) and (12) (1.10.16) we obtain

$$a_n^2 = q^{-n^2+1/2} \ln q^{-2} / 2\pi(1-q^2).$$ (47)

Proposition 4.4 The $q$-MBF $I^{(2)}_{\nu}(1-q^2)z; q^2)$ for $z \neq 0$ can be represented by

$$I^{(2)}_{\nu}(1-q^2)z; q^2) = \frac{a_\nu}{\sqrt{z}} \left[ E_q(1-q^2/2z)\Phi'_\nu(z) + ie^{i\nu \pi} E_q(-1-q^2/2z)\Phi'_\nu(-z) \right].$$ (48)

Proof. This statement follows from Corollary 3.3 and (3).

5 The $q$-Bessel-MacDonald Functions

In the classical analyses the BMF are defined as

$$K_{\nu}(z) = \frac{\pi}{2\sin\nu \pi} [I_{-\nu}(z) - I_{\nu}(z)]$$ (49)

for $\nu \neq n$, and if $\nu = n$ by the limit for $\nu \rightarrow n$ in (49). Here we present the correct "quantization" of this definition in a such way that other properties are also quantized in a consistent way.

Lemma 5.1 For $a_\nu$ (38)

$$\frac{\partial}{\partial \nu} a_\nu - \frac{\partial}{\partial \nu} a_{-\nu})|_{\nu=n} = a_n \tilde{a},$$ (50)

where

$$\tilde{a} = \frac{2 \ln q^2}{I_0^{(2)}(2; q^2)} \sum_{k=0}^{\infty} \frac{q^{2k^2}}{q^{2k^2}(q^{2k^2})^2_k} (k - \sum_{l=1}^{\infty} \frac{q^{2l+2k+2}}{1-q^{2l+2k+2}}).$$

Proof. Let $n = [\nu]$. It follows from (14)

$$a_\nu = a_{\nu-n} q^{-n\nu+n^2/4}, \quad a_{-\nu} = a_{-\nu+n} q^{-n\nu+n^2/4}.$$
Using (18) we obtain

\[
\left( \frac{\partial}{\partial \nu} a_{\nu} - \frac{\partial}{\partial \nu} a_{-\nu} \right) |_{\nu=n} = \left( \frac{\partial}{\partial \nu} a_{\nu-n} - \frac{\partial}{\partial \nu} a_{-\nu+n} \right) |_{\nu=n} q^{-\frac{n^2}{2}}.
\]

Using (38) we obtain

\[
\left( \frac{\partial}{\partial \nu} a_{\nu} - \frac{\partial}{\partial \nu} a_{-\nu} \right) |_{\nu=0} =
\]

\[
\frac{\sqrt{2/(1-q^2)}}{\Phi_0(2/(1-q^2)} q^{-\frac{n^2}{2}} I_0^{(2)}(2; q^2) \left( \frac{\partial}{\partial \nu} I_\nu^{(2)}(2; q^2) - \frac{\partial}{\partial \nu} I_{-\nu}^{(2)}(2; q^2) \right) |_{\nu=0} =
\]

\[
a_0 q^{-\frac{n^2}{2}} I_0^{(2)}(2; q^2) \left( \frac{\partial}{\partial \nu} I_\nu^{(2)}(2; q^2) - \frac{\partial}{\partial \nu} I_{-\nu}^{(2)}(2; q^2) \right) |_{\nu=0}.
\]

It follows from (38)

\[
\frac{\partial}{\partial \nu} I_\nu^{(2)}(2; q^2) = \ln q^2 \sum_{k=0}^{\infty} \frac{kq^{2k(\nu+k)}}{(q^2, q^2)_{k}(1-q^2)^{\nu+k+1} \Gamma q^2(\nu+k+1)} - \ln(1-q^2) I_0^{(2)}(2; q^2) -
\]

\[- \sum_{k=0}^{\infty} \frac{q^{2k(\nu+k)}}{(q^2, q^2)_{k}(1-q^2)^{\nu+k+1} \Gamma q^2(\nu+k+1)}.
\]

From (12) and (13)

\[
\left( \frac{\partial}{\partial \nu} I_\nu^{(2)}(2; q^2) - \frac{\partial}{\partial \nu} I_{-\nu}^{(2)}(2; q^2) \right) |_{\nu=0} =
\]

\[
= 2 \ln q^2 \sum_{k=0}^{\infty} \frac{kq^{2k}}{(q^2, q^2)_{k}} - 2 \ln(1-q^2) I_0^{(2)}(2; q^2) - 2 \sum_{k=0}^{\infty} \frac{q^{2k}}{(q^2, q^2)_{k}} \psi(qz(k+1) =
\]

\[
= 2 \ln q^2 \sum_{k=0}^{\infty} \frac{kq^{2k}}{(q^2, q^2)_{k}} - 2 \ln q^2 \sum_{k=0}^{\infty} \frac{q^{2k}}{(q^2, q^2)_{k}} \sum_{l=1}^{\infty} \frac{q^{2l+2k+2}}{1-q^2 l + 2k + 2}.
\]

Now (51) follows from (51) and (52).

**Definition 5.1** The q-Bessel-Macdonald functions (q-BMF) are defined as

\[
K^{(j)}_\nu((1-q^2)z; q^2) = \frac{q^{-\nu^2+1/2}}{4(a_{\nu} a_{-\nu})^{1/2} \sin \nu \pi} \left[ a_{\nu} I_{-\nu}^{(j)}((1-q^2)z; q^2) - a_{-\nu} I_{\nu}^{(j)}((1-q^2)z; q^2) \right]
\]

with \( a_{\nu} \) (38), \( j = 1, 2 \).

As in the classical case this definition should be adjusted for the integer values of the index \( \nu = n \). Consider the limit of (53) for \( j = 1 \) taking into account (17)

\[
K^{(1)}_n((1-q^2)z; q^2) = \frac{q^{-n^2+1/2}}{4a_n^2} \lim_{\nu \to n} a_{\nu} I_{-\nu}^{(1)}((1-q^2)z; q^2) - a_{-\nu} I_{\nu}^{(1)}((1-q^2)z; q^2) / \sin \nu \pi.
\]

Using (17) we can write

\[
\frac{\partial}{\partial \nu} I_{\nu}^{(1)}((1-q^2)z; q^2) = z/2 I_{\nu}^{(1)}((1-q^2)z; q^2) - \sum_{k=0}^{\infty} \frac{(1-q^2)^{k}(z/2)^{\nu+k+1}}{(q^2, q^2)_{k} \Gamma q^2(\nu+k+1)}.
\]
Due to Corollary 2.1

\[
\left[ \frac{\partial}{\partial \nu} I_{\nu}^{(1)}((1 - q^2)z; q^2) - \frac{\partial}{\partial \nu} I_{\nu}^{(1)}((1 - q^2)z; q^2) \right]_{\nu=0} = -2 \ln \left( \frac{z}{2} \right) I_{\nu}^{(1)}((1 - q^2)z; q^2) +
\]

\[+ \ln q^2 \sum_{k=0}^{n-1} (-1)^{n-k-1} \frac{2^{-(n-k-1)(n-k-2)}(1 - q^2)^{-n+2k} (q^2, q^2)_{n-k-1}}{(q^2, q^2)_k} (z/2)^{-n+2k} +
\]

\[+ 2 \sum_{k=0}^{\infty} \frac{(1 - q^2)^{n+2k} (z/2)^{n+2k}}{(q^2, q^2)_k (q^2, q^2)_{n+k}} \left[ \psi_{q^2}(n + k + 1) + \psi_{q^2}(k + 1) \right]. \quad (54)
\]

Thus

\[K_n^{(1)}((1 - q^2)z; q^2) = \frac{(-1)^n q^{-n^2+1/2}}{4 \pi a_n^2} \sum_{k=0}^{n-1} (-1)^{n-k-1} \frac{2^{-(n-k-1)(n-k-2)}(1 - q^2)^{-n+2k} (q^2, q^2)_{n-k-1}}{(q^2, q^2)_k} (z/2)^{-n+2k} +
\]

\[+ \sum_{k=0}^{\infty} \frac{(1 - q^2)^{n+2k} (z/2)^{n+2k}}{(q^2, q^2)_k (q^2, q^2)_{n+k}} \left[ \psi_{q^2}(n + k + 1) + \psi_{q^2}(k + 1) \right]. \]

The final expression follows from Lemma 5.1 and (54) that

\[K_n^{(1)}((1 - q^2)z; q^2) = \frac{(-1)^n q^{-n^2+1/2}}{4 \pi a_n^2} \sum_{k=0}^{n-1} (-1)^{n-k-1} \frac{2^{-(n-k-1)(n-k-2)}(1 - q^2)^{-n+2k} (q^2, q^2)_{n-k-1}}{(q^2, q^2)_k} (z/2)^{-n+2k} +
\]

\[+ \sum_{k=0}^{\infty} \frac{(1 - q^2)^{n+2k} (z/2)^{n+2k}}{(q^2, q^2)_k (q^2, q^2)_{n+k}} \left[ \psi_{q^2}(n + k + 1) + \psi_{q^2}(k + 1) \right]. \]

For \( j = 2 \) we have

\[K_n^{(2)}((1 - q^2)z; q^2) = \frac{(-1)^n q^{-n^2+1/2}}{4 \pi a_n^2} \sum_{k=0}^{n-1} (-1)^{n-k-1} \frac{2^{-(n-k-1)(n-k-2)+2k(k-n)}(1 - q^2)^{-n+2k} (q^2, q^2)_{n-k-1}}{(q^2, q^2)_k} (z/2)^{-n+2k} +
\]

\[+ \sum_{k=0}^{\infty} \frac{q^{2k(n+k)}(1 - q^2)^{n+2k} (z/2)^{n+2k}}{(q^2, q^2)_k (q^2, q^2)_{n+k}} \left[ \psi_{q^2}(n + k + 1) + \psi_{q^2}(k + 1) \right]. \]

Proposition 5.1 \( q \)-BMF \( K_{\nu}^{(1)}((1 - q^2)z; q^2) \) is a holomorphic function in the domain \( \Re z > \frac{2q}{1-q^2} \).

Proof. Substitute (57) in (53). Then

\[K_{\nu}^{(1)}((1 - q^2)z; q^2) = \frac{q^{-\nu^2+1/2}}{2 \sqrt{a_\nu a_{-\nu}} \sqrt{z}} \mathcal{E}_q \left( -\frac{1 - q^2}{2} z \right) \Phi_{\nu}(z). \quad (55)
\]

The product of \( \mathcal{E}_q \left( -\frac{1 - q^2}{2} z \right) \) and \( 2 \Phi_{\nu} \left( q^{\nu+1/2}, q^{-\nu+1/2}; -q; q, \frac{2q}{1-q^2} z \right) \) is a holomorphic function in \( \Re z > \frac{2q}{1-q^2} \).
Proposition 5.2 $q$-BMF $K^{(2)}_{\nu}((1 - q^2)z; q^2)$ is a holomorphic function in the domain $z \neq 0$

Proof. This statement follows from (53) and (18).

Corollary 5.1

$$K^{(1)}_{\nu}((1 - q^2)z; q^2)0 = \frac{q^{-\nu^2+1/2}}{2\sqrt{a_\nu a_{-\nu}z}} F_q\left(\frac{1}{2} - \frac{q^2}{z}\right) \Phi_\nu(z).$$ (56)

Proof. This formula follows from (53) and (48).

Proposition 5.3 The function $K^{(1)}_{\nu}((1 - q^2)z; q^2)$ satisfies the following relations

$$\frac{2}{(1 + q)z} \partial_q z^{-\nu} K^{(1)}_{\nu}((1 - q^2)z; q^2) = -z^{-\nu - 1} K_{\nu - 1}((1 - q^2)z; q^2),$$ (57)

$$\frac{2}{(1 + q)z} \partial_q z^{-\nu} K^{(1)}_{\nu}((1 - q^2)z; q^2) = -z^{-\nu - 1} K_{\nu + 1}((1 - q^2)z; q^2).$$

Proof. It follows from Definition 5.1 and Proposition 3.1

$$\frac{2}{(1 + q)z} \partial_q z^{-\nu} K^{(1)}_{\nu}((1 - q^2)z; q^2) = \frac{q^{-\nu^2+1/2}}{4(a_\nu a_{-\nu})^{3/2} \sin \nu \pi} \left[a_\nu \frac{2}{(1 + q)z} \partial_q z^{-\nu} I_{\nu - 1}^{(1)} - a_{-\nu} \frac{2}{(1 + q)z} \partial_q z^{-\nu} I_{\nu + 1}^{(1)}\right] =$$

$$= \frac{q^{-\nu^2+1/2}}{4(a_\nu a_{-\nu})^{3/2} \sin \nu \pi} \left[a_\nu z^{-\nu - 1} I_{\nu - 1}^{(1)} - a_{-\nu} z^{-\nu - 1} I_{\nu + 1}^{(1)}\right].$$

As it follows from (43) $a_\nu = a_{-\nu} q^{-\nu + 1/2}$, $a_{-\nu} = a_{-\nu} q^{-\nu + 1/2}$. So

$$\frac{2}{(1 + q)z} \partial_q z^{-\nu} K^{(1)}_{\nu} =$$

$$= -z^{-\nu - 1} \frac{q^{-(-\nu + 1)^2+1/2}}{4(a_{-\nu} a_{-\nu + 1})^{3/2} \sin (\nu - 1) \pi} \left[a_{-\nu} z^{-\nu - 1} I_{\nu + 1}^{(1)} - a_{-\nu} z^{-\nu - 1} I_{\nu - 1}^{(1)}\right] = -z^{-\nu - 1} K^{(1)}_{\nu - 1}.$$ (58)

It is easy to see that $K^{(j)}_{\nu}((1 - q^2)z; q^2) = K^{(j)}_{\nu}((1 - q^2)z; q^2)$. Thus from (57)

$$\frac{2}{(1 + q)z} \partial_q z^{-\nu} K^{(1)}_{\nu} = \frac{2}{(1 + q)z} \partial_q z^{-\nu} K^{(1)}_{\nu} = -z^{-\nu - 1} K^{(1)}_{\nu - 1} = -z^{-\nu - 1} K^{(1)}_{\nu + 1}.$$ (59)

Proposition 5.4 The function $K^{(1)}_{\nu}((1 - q^2)z; q^2)$ satisfies the next functional relations

$$K^{(1)}_{\nu - 1}((1 - q^2)z; q^2) - K^{(1)}_{\nu + 1}((1 - q^2)z; q^2) = -\frac{2}{(1 - q^2)z} (q^{-\nu} - q^\nu) K^{(1)}_{\nu}((1 - q^2)z; q^2),$$

$$K^{(1)}_{\nu - 1}((1 - q^2)z; q^2) + K^{(1)}_{\nu + 1}((1 - q^2)z; q^2) = -\frac{4}{(1 - q^2)z} K^{(1)}_{\nu}((1 - q^2)z; q^2) +$$

$$+ \frac{2}{(1 - q^2)z} (q^{-\nu} + q^\nu) K^{(1)}_{\nu}((1 - q^2)z; q^2).$$
Proof. Denote the coefficients in front of the square brackets in (53) by $A_\nu$. Then from (13)

$$A_{\nu-1} = -A_\nu q^{-\nu+1/2}, \quad A_{\nu+1} = -A_\nu q^{\nu+1/2}. $$

The statement follows from (43), (53), (21) and (22).

Proposition 5.5 The function $K^{(2)}_\nu((1-q^2)z; q^2)$ satisfies the following relations

$$\frac{2}{(1+q)z} \partial_q z^\nu K^{(2)}_\nu((1-q^2)z; q^2) = -q^{-\nu+1} z^{\nu-1} K^{(2)}_{\nu-1}((1-q^2)z; q^2),$$

$$\frac{2}{(1+q)z} \partial_q z^{-\nu} K^{(2)}_\nu((1-q^2)z; q^2) = -q^{-\nu+1} z^{-\nu-1} K^{(2)}_{\nu+1}((1-q^2)z; q^2).$$

Proposition 5.6 The function $K^{(2)}_\nu((1-q^2)z; q^2)$ satisfies the next functional relations

$$K^{(2)}_{\nu-1}((1-q^2)z; q^2) - K^{(2)}_{\nu+1}((1-q^2)z; q^2) = -\frac{2q^{\nu-1}}{(1-q^2)z} (q^{-\nu} - q^\nu) K^{(2)}_\nu((1-q^2)qz; q^2),$$

$$K^{(2)}_{\nu-1}((1-q^2)z; q^2) + K^{(2)}_{\nu+1}((1-q^2)z; q^2) = -\frac{4q^{\nu-1}}{(1-q^2)z} K^{(2)}_\nu((1-q^2)z; q^2) +$$

$$+ \frac{2q^{\nu-1}}{(1-q^2)z} (q^{-\nu} + q^\nu) K^{(2)}_\nu((1-q^2)qz; q^2).$$

The proof of Propositions 5.5 and 5.6 are the same as 5.3 and 5.4.

Remark 5.1

$$\lim_{q \to 1^-} K^{(j)}_\nu((1-q^2)z; q^2) = K_\nu(z), \quad j = 1, 2. \quad (58)$$

Really it follows from (43) and (44) if $q = 1$ then $a_\nu$ is independent of $\nu$, and $a_\nu = \frac{1}{\sqrt{2\pi}}$. Now (58) follows from Remark 3.1.

Remark 5.2 If $q \to 1 - 0$ the representations (77) and (78) give us the well known asymptotic decompositions for the functions $I_\nu(z)$ and $K_\nu(z)$ respectively (74).

6 Some relations for the basic hypergeometric functions

Here we summarize some relations for the basic hypergeometric functions that we have already derived in Section 4. It is worthwhile to note that they are based on the identifications of the power and Laurent expansions for the same $q$-functions. In the limit $q \to 1$ it is became impossible since the later expansion diverges. Remind that

$$2\Phi_1(q^{\nu+1/2}, q^{-\nu+1/2}; -q; q, \frac{2q}{1-q^2}) = \Phi_\nu(z), \quad (59)$$

$$a_\nu = \sqrt{\frac{2}{1-q^2}} e_q(-1) \frac{I^{(2)}_\nu(2; q^2)}{\Phi_\nu(\frac{2}{1-q^2})}, \quad \nu \neq n, \quad a_n = \sqrt{\frac{q^{-n^2+1/2} \ln q^{-2}}{2\pi(1-q^2)}}.$$
Assume in \( \frac{2q}{(1-q^2)^2} = u, \ |u| < 1. \) Then

\[
a_{\nu-1} \ 2\Phi_1(q^{\nu-1/2}, q^{-\nu+3/2}; -q; q, u) - a_{\nu+1} \ 2\Phi_1(q^{\nu+3/2}, q^{-\nu-1/2}; -q; q, u) = \\
= a_{\nu} q^{-1/2}(q^{-\nu} - q^{\nu}) (u/q - 1) \ 2\Phi_1(q^{\nu+1/2}, q^{-\nu+1/2}; -q; q, u/q),
\]

\[
a_{\nu-1} \ 2\Phi_1(q^{\nu-1/2}, q^{-\nu+3/2}; -q; q, u) + a_{\nu+1} \ 2\Phi_1(q^{\nu+3/2}, q^{-\nu-1/2}; -q; q, u) = \\
= 2a_{\nu} u/q \ 2\Phi_1(q^{\nu+1/2}, q^{-\nu+1/2}; -q; q, u) - \\
- a_{\nu} q^{-1/2}(q^{-\nu} + q^{\nu}) (u/q - 1) \ 2\Phi_1(q^{\nu+1/2}, q^{-\nu+1/2}; -q; q, u/q).
\]

The last relation coming from the q-Wronskian (29) has been proved for the noninteger \( \nu \)

\[
(u/q + 1) \ 2\Phi_1(q^{\nu+1/2}, q^{-\nu+1/2}; -q; q, u) \ 2\Phi_1(q^{\nu+1/2}, q^{-\nu+1/2}; -q; q, -u/q) - \\
(u/q - 1) \ 2\Phi_1(q^{\nu+1/2}, q^{-\nu+1/2}; -q; q, -u) \ 2\Phi_1(q^{\nu+1/2}, q^{-\nu+1/2}; -q; q, u/q) = 2.
\]

Since \( \ 2\Phi_1 \) is the continuous function of \( \nu \), then this equality is valid for integer \( \nu \).
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