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SmB$_6$ is one of the candidate compounds for topological Kondo insulators, a class of materials which combines a non-trivial topological band structure with strong electronic correlations. Here we employ a multiband tight-binding description, supplemented by a slave-particle approach to account for strong interactions, to theoretically study the surface-state signatures in scanning tunneling spectroscopy (STS) and quasiparticle interference (QPI). We discuss the spin structure of the three surface Dirac cones of SmB$_6$ and provide concrete predictions for the energy and momentum dependence of the resulting QPI signal. Our results also apply to PuB$_6$, a strongly correlated topological insulator with a very similar electronic structure.

Topological insulators (TIs) with strong correlations are considered to be of crucial importance in the exciting field of topological phases: They may provide TI states which are truly bulk-insulating – a property not easily realized in current Bi-based TIs – and they may host novel and yet unexplored interaction-driven phenomena.

In this context, the material SmB$_6$ has attracted enormous attention recently, as it has been proposed to realize a three-dimensional (3D) topological Kondo insulator (TKI), i.e., a material where f-electron local moments form at intermediate temperatures $T$ and are subsequently screened at low $T$, such that a topologically non-trivial bandstructure emerges from Kondo screening.

While a number of experiments on SmB$_6$, such as transport studies, quantum oscillation measurements, angle-resolved photoemission spectroscopy (ARPES), and scanning tunneling spectroscopy (STS) appear consistent with the presence of Dirac-like surface states expected in a TKI, a direct proof of their topological nature has been lacking until recently. Moreover, doubts have been raised about the proper interpretation of ARPES data.

Two types of experiments are usually considered as smoking-gun probes of TI surface states: (i) spin-resolved ARPES which can detect the spin-momentum locking of the surface states and (ii) Fourier-transform STS (FT-STS) which can detect the absence of backscattering in quasiparticle interference (QPI) patterns which is a direct consequence of the spin-momentum locking. Very recently, spin-resolved ARPES has successfully been applied to SmB$_6$ and has confirmed spin-momentum locking of the surface states.

In contrast, to date no high-quality FT-STS exist on SmB$_6$ as well as on other candidate TKI materials, such as PuB$_6$.

It is the purpose of this paper to provide concrete predictions for FT-STS measurements on cubic TKIs. To this end we study the physics of local defects in a multiband Anderson lattice model for SmB$_6$ and PuB$_6$, whose tight-binding (TB) part is derived from band-structure calculations. We determine the spin structure of the three surface Dirac cones and discuss the momentum dependence of the resulting QPI signal for different types of scatterers. Our results may be directly tested in future FT-STS experiments on SmB$_6$ and PuB$_6$.

Multi-orbital Anderson model. To describe the electronic properties of both SmB$_6$ and PuB$_6$, which possess the same CsCl-like lattice structure, we employ a generalized version of the TB model of Refs. 1 and 3. The model entails a total of 10 rare-earth orbitals per site, namely the spin-degenerate $E_g$ ($d_{x^2-y^2}$ and $d_{z^2}$) quadruplet and the lowest-lying $f$-shell $J = 5/2$ multiplet, see Fig. 1(c)-(d). Other orbitals, including the rare-earth $J = 7/2$ multi-
plet and all $B_6$ states, are excluded, since ab-initio methods show that their energies are far away from the Fermi level.\textsuperscript{2,26,27} The cubic crystal field splits the $J = 5/2$ multiplet into a $\Gamma_8$ quadruplet and a $\Gamma_7$ doublet, which \( |\Gamma_8^{\pm}\rangle = \sqrt{\frac{5}{6}} |\pm \frac{5}{6}\rangle + \sqrt{\frac{1}{6}} |\pm \frac{1}{6}\rangle \), \( |\Gamma_7^{\pm}\rangle = |\pm \frac{1}{2}\rangle \), with the pseudo-spin index.

The total Anderson Hamiltonian is:

\[
H_0 = H_{dd} + H_{df} + H_{ff} + H_U \tag{1}
\]

with $H_U$ encoding the local interaction and

\[
H_{dd} = \sum_{i\sigma} \epsilon^d_i d^\dagger_i \sigma \sigma \alpha a^\dagger \sigma \alpha - \sum_{\langle i,j \rangle} t^d_{ij} \sigma \alpha \alpha \sigma \alpha d_j \sigma \alpha + \text{h.c.},
\]

\[
H_{ff} = \sum_{i\alpha} \epsilon^f_i f^\dagger_i \sigma \sigma \alpha a^\dagger \sigma \alpha - \sum_{\langle i,j \rangle} (t^f_{ij} \sigma \sigma \alpha \alpha f_i \sigma \alpha \alpha + \text{h.c.}),
\]

\[
H_{df} = \sum_{\langle i,j \rangle} \langle \sigma \sigma \alpha \alpha \sigma \alpha \rangle (V_{ij} \sigma \sigma \alpha \alpha d^\dagger_i \sigma \alpha f_j \sigma \alpha \alpha + \text{h.c.}), \tag{2}
\]

being the $d$ and $f$ kinetic energies and the hybridization, respectively. Here, $\sigma$ and $\alpha$ denote the (pseudo)spin and orbital degrees of freedom, so in the $d$ shell $\sigma = \uparrow, \downarrow$ and $\alpha = d_x, d_y$ for simplicity, while in the $f$ shell $\sigma = +, -$ and $\alpha = \Gamma_8^{(1)}, \Gamma_8^{(2)}, \Gamma_7$.

Hopping and hybridization terms in $\langle i,j \rangle$ are included up to 7th nearest neighbor (NN) sites, with $|\mathbf{r}_i - \mathbf{r}_j| \leq \sqrt{9}$. All parameter values were taken from the ab-initio calculations of Ref. 26, obtained by projecting LDA results to maximally localized Wannier functions. While these calculations are for PuB\textsubscript{6}, our results should also apply to SmB\textsubscript{6} – perhaps with an adjustment of the overall energy scale, see below – given the strong similarities of the two materials.\textsuperscript{26,28} The concrete values of $t_{ij}$ and $V_{ij}$ up to 2nd NN are given in the supplement.\textsuperscript{29}

Hubbard repulsion and slave-boson approximation. The $f$ electrons are subject to a strong Coulomb repulsion $H_U$. Here we employ the standard slave-boson approximation which implements reduced charge fluctuations in the infinite-repulsion limit at the mean-field level.\textsuperscript{30–32} For both SmB\textsubscript{6} and PuB\textsubscript{6} the dominant charge configurations are $d^3 f^5$ and $d^3 f^6$, such that it is convenient to work in a hole representation: The Coulomb repulsion suppresses states with more than one hole per site. The remaining states of the local $f$ Hilbert space are represented by auxiliary particles, $b_i$ and $\tilde{f}_i \sigma \alpha$ for $f^0$ and $f^5$ states, respectively. At the mean-field level, $b_i \rightarrow b = \langle b_i \rangle$ is condensed, and a Lagrange multiplier $\lambda$ is used to impose the required Hilbert-space constraint. Both parameters need to be determined self-consistently, together with the overall chemical potential; technical details can be found in the supplement.\textsuperscript{29}

This procedure transforms the Anderson model of Eq. (1) into a non-interacting TB model, with the influence of the Coulomb repulsion encoded in a downward renormalization of the $f$ kinetic energy by a factor $b^2$ and the hybridization by a factor $b$. In addition, the $f$-level energy $\epsilon^f_i$ is shifted towards the Fermi level.

STS, Defects, and QPI. To calculate the STS signal on a (001) surface, we solve the renormalized TB model in a slab geometry. We ignore a possible surface reconstruction, but comment on its effects below (note that the unreconstructed (001) surface of SmB\textsubscript{6} is polar).\textsuperscript{16}

In order to model QPI, we take into account scattering off isolated defects which we assume to be located in the surface layer. For simplicity, we take point-like scatterers and neglect the local modifications of the slave-boson parameters.\textsuperscript{33} Impurity-induced changes of electron propagators are calculated using a T-matrix formalism, with details given in the supplement.\textsuperscript{29}

The output quantity is the Green’s function $G_{\sigma\alpha}(E, \mathbf{r}, \mathbf{r}')$, which depends on the energy $E$, on the positions $\mathbf{r}$ and $\mathbf{r}'$, and on the orbital indices $\sigma, \alpha' = 1, \ldots, 10$. The local density of states (LDOS) is the orbital trace of the imaginary part of the local Green’s function, \( \rho(E, \mathbf{r}) = -1/\pi \text{Im} \text{Tr} G(E, \mathbf{r}, \mathbf{r}) \). However, the STS signal is not simply proportional to the LDOS, as the tip samples each orbital with a different weight, and interference effects are also present.\textsuperscript{34–38} To simulate this process, in the spirit of the cotunneling of Ref. 36, we compute $\rho_{\text{STS}}(E, \mathbf{r}) = -1/\pi \text{Im} \text{Tr} [\tilde{\psi}(E, \mathbf{r}, \mathbf{r}) \tilde{\psi}^\dagger]$, where $\tilde{\psi}$ is a $4 \times 10$ matrix containing the coupling between each of the 10 orbitals to each of four assumed tip-electron channels (two spin directions and two orbitals); for details see supplement.\textsuperscript{29} The QPI signal $\rho_{\text{QPI}}(E, k_x, k_y, z = 1)$ is then obtained from $\rho_{\text{STS}}(E, x, y, z = 1)$ by a Fourier transform in the $xy$ plane: $\rho_{\text{QPI}}$ is real for the single-impurity case considered here.

Results: Band structure and surface states. Fig. 2(a) shows the 3D bandstructure as obtained from the renormalized TB model. The $d$ band has a minimum at about $-1.7$ eV at the X point, as observed in ARPES experiments for SmB\textsubscript{6}.\textsuperscript{9–13} While $f$ states lie close to the Fermi energy. Around the X point, the bottom of the conduction (top of the valence) band is mainly of $\Gamma_7 (\Gamma_8)$ character. The overall agreement with DFT calculations, possibly with many-body corrections,\textsuperscript{2,26,27} is satisfactory, even though reproducing some finer details would require including even longer-range hoppings; we have verified that this does not significantly alter surface states and QPI spectra. We note that, according to DMFT calculations,\textsuperscript{26} the interaction-induced renormalization factor of the $f$ kinetic energy should be $\sim 0.2$ rather than our $b^2 \sim 0.5$. Furthermore, LDA results indicate that that $f$-band energies are by a factor of $1.5 \ldots 2$ smaller in SmB\textsubscript{6} as compared to PuB\textsubscript{6}.\textsuperscript{2,26} As a consequence, a rescaling of the bulk energies close to the Fermi level by a factor $\sim 0.2 \ldots 0.4$ might be necessary for a quantitative comparison with SmB\textsubscript{6} experiments. We stress, however, that this does not strongly affect the momentum dependence of the QPI spectra to be discussed below.

By computing topological indices,\textsuperscript{18,39,40} it is easy to show that the renormalized TB model is a strong topo-
logical insulator for the range of parameters pertinent to SmB$_6$\cite{1,2,3} and PuB$_6$.\cite{26} Band inversion between even \( d \) and odd \( f \) bands occurs at the three inequivalent \( X \) points. As a result, three surface Dirac cones appear at the two \( X \) points and at \( \bar{\Gamma} \) of the 2D (surface) Brillouin zone,\cite{1,2,3,26} see Fig. 2(b). We obtain the Dirac energies to be \( \epsilon_\Gamma = -9 \) meV and \( \epsilon_X = -24 \) meV and the Fermi momenta \( k_{\bar{F}\bar{F}} = 0.15 \) Å$^{-1}$ and \( k_{\bar{F}\bar{X}} = 0.19 - 0.17 \) Å$^{-1}$ (we have used the SmB$_6$ lattice constant 4.13Å). Experimental results from ARPES for SmB$_6$\cite{9,11,13} \( \epsilon_\bar{F} = -23 \) meV, \( \epsilon_X = -65 \) meV, \( k_{\bar{F}\bar{F}} = 0.09 \) Å$^{-1}$, \( k_{\bar{F}\bar{X}} = 0.39 - 0.28 \) Å$^{-1}$. While this agreement does not appear perfect, we note that the experimental estimates for \( \epsilon_\bar{F} \) and \( \epsilon_X \) were obtained by a linear extrapolation of the low-\( E \) dispersion;\cite{11} the curvature in our surface bands indicates that this might be unwarranted. In addition, the precise dispersion of surface states sensitively depends on many factors which are difficult to take into account in a microscopic model. These include modified orbital energies, a modified crystal field, and modified Kondo screening\cite{26} near the surface as well as surface termination, surface reconstruction, and disorder. In particular, the unreconstructed (001) surface of SmB$_6$ is polar, showing also surface states of non-topological origin, while the \( 2 \times 1 \) reconstructed surface is non-polar,\cite{14,15} and is the one which more closely resembles our modelling (ignoring reconstruction effects such as band-folding\cite{10}). The dependence of in-gap states on the surface termination has also been noted in ab-initio calculations.\cite{31}

**Results:** **STS signal.** The energy-dependent STS signal, Fig. 3(a), shows a pseudogap close to the Fermi energy; at negative (positive) energies the signal originates mainly from \( f \) (\( d \)) states. Existing STS experiments on \( 2 \times 1 \) reconstructed (001) SmB$_6$ surfaces\cite{14,15} show a peak at roughly \(-8 \) meV and a dip near \( E_F \), leading to a Fano-like structure. Its shape and peak-to-background ratio are very similar similar to that in our calculation. However, our peak lies considerably deeper in energy, at about \(-80 \) meV, corresponding a set of surface states, while at about \(-30 \) meV, where bulk \( f \) states show an LDOS peak, we see no peak in the surface signal. As noted above, surface states are extremely sensitive to the local environment, and changes in their dispersion will strongly influence the STS signal: For example, the unreconstructed (polar) surface of SmB$_6$ displays a peak at \(-28 \) meV (instead of \(-8 \) meV), and disordered surfaces show even more complex behavior.\cite{15} As a consequence, we believe the peaks observed in experiments at \(-8 \) meV or \(-28 \) meV arise from surface (rather than bulk) states, and apparently require a more accurate modelling of states far from the Dirac points.

Near a Kondo hole, i.e., a defect with missing \( f \) orbital, the tunneling spectrum is mainly suppressed at negative energies where the signal has \( f \) character, Fig. 3(b). No resonance peaks occur for these strong scatterers, due to the large particle–hole asymmetry of the \( f \) band.\cite{33} We note that low-energy resonances may still occur for scatterers of fine-tuned intermediate strength.

**Results: QPI signal.** In Fig. 4 we show the QPI signal inside the bulk gap for different types of impurities, with the corresponding surface ARPES signal for comparison; the figure also indicates the spin polarization of the surface states.\cite{29} Notably this spin structure agrees with the recent results of spin-resolved ARPES on SmB$_6$.\cite{25}

As is common for all TIs, the QPI signal from incone scattering due to non-magnetic impurities is weak.
The energy dependence of the QPI signal within the bulk gap is weak: Upon increasing the energy, the intercone scattering momenta shrink, and the overall signal strength decreases. Upon leaving the bulk gap, we expect a rapid decrease of the surface QPI signal, due to the hybridization of surface with bulk states.

To underline how sensitively the QPI signal depends on proper modelling, in particular on the Dirac-cone spin structure, we have repeated the same calculation with models of reduced $f$-orbital content, i.e., retaining only the $\Gamma_7$ doublet or only the $\Gamma_8$ quartet in the model Hamiltonian (1), as in Fig. 5 of Ref. 26. The resulting QPI patterns drastically differ, and the “only $\Gamma_7$” case even yields a spin structure in disagreement with experiment.\cite{25} Details are in the supplement.\cite{29}

These results show that the orbital content of both surface states and impurities are relevant to QPI spectra. Importantly, this cannot be properly captured in effective low-energy models. In particular, the relative $\Gamma_7/\Gamma_8$ weight of both the Dirac-cone states and the impurities determine the strength of the $\hat{X}–\hat{X}'$ scattering peak of experimental QPI spectra. We note that none of the calculations showed a significant QPI signal for scattering between the $\Gamma$ and $\hat{X}$ cones.

Summary. We have computed ARPES, STS, and QPI spectra within a renormalized multiorbital TB model for the strongly-correlated TI materials SmB$_6$ and PuB$_6$. Both ARPES and STS spectra agree semi-quantitatively with existing experimental results for SmB$_6$. The remaining disagreement can be attributed to modelling uncertainties concerning the interaction-induced renormalization of the kinetic energy and the detailed electronic structure of the surface, where surface termination and reconstruction play an important role.

We have made concrete predictions for the QPI signal. We have found that QPI peaks corresponding to $\hat{X}–\hat{X}'$ intercone scattering can appear for particular types of impurities, which can be related to the spin structure and orbital content of the Dirac-cone states. We have also considered a model variant which results in a spin structure in disagreement with experiment\cite{25} and yields a qualitatively different QPI signal, illustrating that QPI is a powerful probe for the surface spin structure of TIs with multiple Dirac cones. Hence, the observation of a weakly peaked low-energy QPI signal in SmB$_6$, possibly with $\hat{X}–\hat{X}'$ scattering peaks, would not only confirm the topological nature of the surface states, but also the Dirac-cone spin structure as reported in Ref. 25.

Future work should include a more detailed modelling of surface effects as well as a study of finite-temperature crossovers, similar to Refs. 45 and 46.
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I. TIGHT-BINDING PARAMETERS

Our tight-binding (TB) model, Eq. (2) of the main text, includes hopping and hybridization terms up to 7th nearest-neighbor (NN) sites of the cubic lattice, i.e., up to cartesian distances (300) and (221). We note that 1st and 2nd NN terms are needed to yield the minimum of the $d$ band and the maximum of the $\Gamma$ band to be located both at $X$, while the 3rd NN is needed for a proper description of the $\Gamma_7$ band. Further NN terms are needed for a quantitative adjustment of the low-energy bandstructure.

In the following we sketch the construction of the model and specify its parameters for first and second-neighbor terms. The numerical values for all parameters were taken from tight-binding fits to the ab-initio results for PuB$_6$ of Ref. 1.

A. On-site energies

We start with the local (i.e. on-site) orbital energies which enter $H_{dd}$ and $H_{ff}$ in Eq. (2) of the main text. Their values are $\epsilon_f^{1,1} = \epsilon_f^{1,2} = 0.50$ eV $\neq \epsilon_f^{1,7} = 0.58$ eV, and $\epsilon_d = \epsilon_d^{1,2} = \epsilon_d^{2,2} = 2.47$ eV.

Near a surface, the crystal-field symmetry is reduced, such that $\epsilon_{\Gamma_1}^{1,1} \neq \epsilon_{\Gamma_1}^{1,2} = \epsilon_{\Gamma_1}^{1,3}(x^2-y^2)$ is expected. Considering the lack of corresponding ab-initio results, we have ignored this effect, but we note that the hopping and hybridization terms in our TB model effectively generate such a surface-induced splitting.

B. First NN

The nearest-neighbor processes connect sites with cartesian distances $(\pm 1, 0, 0)$, $(0, \pm 1, 0)$, $(0, 0, \pm 1)$. In what follows we abbreviate $\cos k_x \equiv c_x$, $\cos k_y \equiv c_y$, $\cos k_z \equiv c_z$, $\sin k_x \equiv s_x$, $\sin k_y \equiv s_y$, $\sin k_z \equiv s_z$. Moreover, to shorten notation, we specify energies using the following “units”: $t_d = 1$ eV, $t_f = 0.01$ eV, $\tilde{v} = 0.1$ eV.

To efficiently generate the hopping piece for the cubic-symmetry case, we follow the treatment of Ref. 2. We fix the matrix elements along the (001) direction, then apply a rotation in orbital space according to

$$U_x^d = \frac{e^{-i\pi/4}}{2\sqrt{2}} \begin{pmatrix}
-1 & i & \sqrt{3} & -i\sqrt{3} \\
-1 & -i & \sqrt{3} & i\sqrt{3} \\
-\sqrt{3} & i\sqrt{3} & -1 & i \\
-\sqrt{3} & -i\sqrt{3} & -1 & -i
\end{pmatrix}$$

and

$$U_x^f = \frac{e^{-i\pi/4}}{2\sqrt{2}} \begin{pmatrix}
-1 & i & \sqrt{3} & -i\sqrt{3} & 0 & 0 \\
-1 & -i & \sqrt{3} & i\sqrt{3} & 0 & 0 \\
-\sqrt{3} & i\sqrt{3} & -1 & i & 0 & 0 \\
0 & 0 & 0 & 0 & 2 & -2i \\
0 & 0 & 0 & 0 & 2 & 2i
\end{pmatrix}$$

to obtain the matrix elements in the (100) direction, and finally use $U_y^d = U_y^d \cdot U_{z}^d$, $U_y^f = U_y^f \cdot U_{z}^f$ for the (010) direction.

The resulting $H_{dd}^1$ is diagonal in spin space and reads in the $d_{x^2-y^2}$, $d_{z^2}$ basis:

$$H_{dd}^1 = -\hat{t}_d \begin{pmatrix}
(c_x + c_y)(\frac{1}{2} \eta_{f1} + \frac{3}{2} \eta_{d1}) + 2c_z \eta_{f1}^d \frac{\sqrt{3}}{2}(c_x - c_y)(\eta_{d1}^x - \eta_{d1}^y) \\
\frac{\sqrt{3}}{2}(c_x - c_y)(\eta_{d1}^x - \eta_{d1}^y) + 2c_z \eta_{f1}^d \frac{\sqrt{3}}{2}(c_x - c_y)(\eta_{d1}^x - \eta_{d1}^y)
\end{pmatrix}$$

Here $\eta_{d1} = -0.089$, $\eta_{f1}^d = 0.807$ are the numerical hopping parameters extracted from Ref. 1 in units of $\hat{t}_d$.

Similarly $H_{ff}^1$ is diagonal in pseudospin space, and reads in the $\Gamma_8^{(1)}$, $\Gamma_8^{(2)}$, $\Gamma_7$ basis:

$$H_{ff}^1 = -\hat{t}_f \begin{pmatrix}
(c_x + c_y)(\frac{1}{2} \eta_{f1}^x + \frac{3}{2} \eta_{f1}^y) + 2c_z \eta_{f1}^x \frac{\sqrt{3}}{2}(c_x - c_y)(\eta_{f1}^y - \eta_{f1}^x) \\
\frac{\sqrt{3}}{2}(c_x - c_y)(\eta_{f1}^y - \eta_{f1}^x) + 2c_z \eta_{f1}^x \frac{\sqrt{3}}{2}(c_x - c_y)(\eta_{f1}^y - \eta_{f1}^x)
\end{pmatrix}$$

with $\eta_{f1}^x = 1.25$, $\eta_{f1}^y = -4.17$, $\eta_{f1}^x = -3.14$, $\eta_{f1}^y = 0.59$. 
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The hybridization \( H^1_{df} \) is non-diagonal in spin space and reads

\[
V^1_{df} = i\hbar \begin{pmatrix}
\begin{array}{cccc}
2\eta^1_{xz} & \frac{1}{2}(\eta^1_{yz}+3\eta^1_{yz})(s_x+i_s) & 0 & 2\eta^1_{xz} & -\eta^1_{y}(s_x-i_s) \\
\frac{1}{4}(\eta^1_{yz}+3\eta^1_{yz})(s_x+i_s) & -2\eta^1_{xz} & \frac{1}{2}\sqrt{3}(\eta^1_{yz}-\eta^1_{yz})(s_x+i_s) & 0 & -\eta^1_{y}(s_x+i_s) \\
0 & \frac{1}{2}\sqrt{3}(\eta^1_{yz}-\eta^1_{yz})(s_x+i_s) & 2\eta^1_{xz} & 0 & -2\eta^1_{x}(s_x+i_s) \\
\frac{1}{2}\sqrt{3}(\eta^1_{yz}+\eta^1_{yz})(s_x+i_s) & 0 & \frac{1}{2}(3\eta^1_{yz}+\eta^1_{yz})(s_x+i_s) & 0 & -\eta^1_{y}(s_x-i_s) \\
\frac{1}{2}\sqrt{3}(\eta^1_{yz}+\eta^1_{yz})(s_x-i_s) & 0 & 0 & 0 & \frac{1}{2}(3\eta^1_{yz}-\eta^1_{yz})(s_x-i_s) \\
\end{array}
\end{pmatrix}
\]

(S5)

where the basis is \( \Gamma_8^{(1)} \), \( \Gamma_8^{(2)} \), \( \Gamma_8^{(3)} \), \( \Gamma_8^{(4)} \), \( \Gamma_8^{(5)} \) for columns, and \( d_{x^2-y^2} \uparrow \), \( d_{x^2-y^2} \downarrow \), \( d_{z^2} \uparrow \), \( d_{z^2} \downarrow \) for rows. The numerical hybridization parameters are \( \eta^1_{x} = 0.422, \eta^1_{y} = -2.11, \eta^1_{z} = -0.166 \).

C. Second NN

Second NN processes correspond to distances \((0, \pm 1, \pm 1), (\pm 1, 0, \pm 1), (\pm 1, \pm 1, 0)\). In analogy to the above, we start with matrix elements along the (110) direction, then rotate by matrices \( U^1_{u}, U^1_{d} \) for the (011) direction, and by matrices \( U^2_{u}, U^2_{d} \) for the (101) direction.

Among the resulting Hamiltonian pieces, only \( H^2_{df} \) is diagonal in spin space. The final matrices read

\[
H^2_{df} = -\tilde{t}_d \left( \begin{array}{cc}
(4c_xc_y + (c_x + c_y)c_x)c_x^2 + 3(c_x + c_y)c_xc_z & \sqrt{3}(c_x - c_y)c_x(c_\eta^2 - \eta^2_z) \\
-\sqrt{3}(c_x - c_y)c_x(c_\eta^2 - \eta^2_z) & 3(c_x + c_y)c_zc_x^2 + (4c_xc_y + (c_x + c_y)c_z)c_\eta^2 \\
\end{array} \right)
\]

(S6)

with \( c_\eta^2 = 0.136, \eta^2_z = -0.29 \);

\[
H^2_{ff} = -\tilde{t}_f \left( \begin{array}{ccc}
4\eta^2_{f}c_xc_y + (\eta^2_{f}+3\eta^2_{f})(c_x+c_y)c_z & 0 & -\sqrt{3}(c_x-c_y)c_x(c_\eta^2 - \eta^2_z) \\
0 & 4\eta^2_{f}c_xc_y + (\eta^2_{f}+3\eta^2_{f})(c_x+c_y)c_z & -\sqrt{3}(c_x-c_y)c_x(c_\eta^2 - \eta^2_z) \\
-\sqrt{3}(c_x-c_y)c_x(c_\eta^2 - \eta^2_z) & -\sqrt{3}(c_x-c_y)c_x(c_\eta^2 - \eta^2_z) & 4\eta^2_{f}c_xc_y + (3\eta^2_{f}+\eta^2_{f})(c_x+c_y)c_z \\
\end{array} \right)
\]

(S7)

with \( \eta^2_z = -1.03, \eta^2_f = 2.25, \eta^2_{s} = 0.55, \eta^2_d = -0.82, \eta^2_f = 2.89, \eta^2_d = 2.46 \); and

\[
V^2_{df} = i\hbar \left( \begin{array}{ccc}
(\eta^2_x + \sqrt{3}\eta^2_x + \sqrt{3}\eta^2_x + 3\eta^2_x)(c_x+c_y)c_z & 4\eta^2_x(c_x-ic_y)c_x + (\eta^2_x - \sqrt{3}\eta^2_x - \sqrt{3}\eta^2_x + 3\eta^2_x)(c_x-ic_y) \\
4\eta^2_x(c_x-ic_y)c_x + (\eta^2_x - \sqrt{3}\eta^2_x - \sqrt{3}\eta^2_x + 3\eta^2_x)(c_x-ic_y) & (\eta^2_x + \sqrt{3}\eta^2_x + \sqrt{3}\eta^2_x + 3\eta^2_x)(c_x+c_y)c_z + (\eta^2_x - \sqrt{3}\eta^2_x - \sqrt{3}\eta^2_x + 3\eta^2_x)(c_x+c_y) \\
(\eta^2_x + \sqrt{3}\eta^2_x + \sqrt{3}\eta^2_x + 3\eta^2_x)(c_x+c_y)c_z + (\eta^2_x - \sqrt{3}\eta^2_x - \sqrt{3}\eta^2_x + 3\eta^2_x)(c_x+c_y) & 4\eta^2_x(c_x-ic_y)c_x + (\eta^2_x - \sqrt{3}\eta^2_x - \sqrt{3}\eta^2_x + 3\eta^2_x)(c_x-ic_y) \\
\end{array} \right)
\]

(S8)

with \( \eta^2_{s} = -0.232, \eta^2_{d} = -0.152, \eta^2_{s} = 0.106, \eta^2_{s} = 0.589, \eta^2_{d} = -0.143, \eta^2_{d} = 0.506 \).
D. Minimal model

Considering the complexity of the model described so far, we note that not all the reported parameters are required for a qualitative description of SmB$_6$ and PuB$_6$. A minimal model entailing all the orbitals and correctly reproducing the bandstructure must contain: (i) the onsite energies $\epsilon_d^f$, $\epsilon_{\Gamma\sigma}$, (ii) the first NN hoppings $\eta_{ij}^1$, $\eta_{ij}^{1\sigma}$, (iii) the second NN hoppings $\eta_{ij}^2$, $\eta_{ij}^{2\sigma}$, (iv) the third NN hopping $\eta_{ij}^3$ – this connects the $\Gamma_7$ orbitals via a term $(-8\bar{f}_i\eta_{ij}^3c_sc_pc_z)$ with $\eta_{ij}^3 = 1.25$ – and (v) the second NN hybridizations $\eta_{ij}^2$, $\eta_{ij}^2\sigma$.

With respect to Ref. 3, where parameters $t_d$, $t_d'$, $t_f$, $t_f'$ were used, we have: $t_d \propto \bar{t}_d\eta_{ij}^1$, $t_d' \propto \bar{t}_d\eta_{ij}^2$, $t_f \propto \bar{t}_f\eta_{ij}^1$, $t_f' \propto \bar{t}_f\eta_{ij}^2$. The main difference with the aforementioned paper, apart form the inclusion of the $\Gamma_7$ orbital, is the second NN hybridization, which is unusually more important than the first NN one.

II. SLAVE-BOSON MEAN-FIELD APPROXIMATION

To account for the strong interaction $H_U$ of the Anderson lattice model, Eq. (1) of the main text, we utilize the popular slave-boson approach. In its standard formulation, it is designed to implement a Hubbard-like repulsion of strength $U$ in the limit $U \rightarrow \infty$, where all states with more than one electron on each $f$ orbital are forbidden. The remaining states of the local $f$ Hilbert space are represented by auxiliary particles, with $b_i$ for empty ($f^0$) and $\tilde{f}_{i\sigma}$ for singly occupied ($f^1$) orbitals on site $i$, such that $f_{i\sigma} = b^\dagger_i \tilde{f}_{i\sigma}$. The Hilbert space is constrained by $b_i^\dagger b_i + \sum_{i\sigma} \tilde{f}_{i\sigma} \tilde{f}_{i\sigma} = 1$. It is convenient to choose $b_i^\dagger b_i$ bosonic and $\tilde{f}_{i\sigma}$ fermionic, and to employ a saddle-point approximation $b_i^\dagger b_i \rightarrow b_i = (b_i)$. With fluctuations of $b_i$ frozen, the above constraint is imposed in a mean-field fashion using a Lagrange multiplier $\lambda$. This eventually reduces the Anderson model to a model of non-interacting, but interaction-renormalized, bands. Together with the global chemical potential $\mu$, there are three parameters $b$, $\lambda$, $\mu$ which need to be determined self-consistently.

In the present case, the electronic configuration of SmB$_6$ and PuB$_6$ is mixed valent, $d^1 f^5 \leftrightarrow d^0 f^6$. Hence, the infinite repulsion suppresses states with less than five $f$ electrons per site, and it is convenient to work in a hole representation. Formally, we perform a particle–hole transformation on both $f$ and $d$ orbitals, such that $d^0 f^6$ becomes $d^1 f^5$ (no $f$ holes), and $d^1 f^5$ becomes $d^3 f^1$, i.e., the $f$ state with single (hole) occupancy. Then, the slave-boson method can be applied as before.

In situations with full translation symmetry the resulting mean-field Hamiltonian can be written in momentum space and takes the form

$$H_k^{MF} = H_{dd}^{MF} + H_{df}^{MF} + H_{ff}^{MF}, \quad (S9)$$

with its pieces in hole representation

$$H_{dd}^{MF} = \sum_{k\sigma\sigma'} [(-\epsilon_d^f + \mu)\tilde{d}_{k\sigma}^\dagger \tilde{d}_{k\sigma} + t_d^d \tilde{d}_{k\sigma}^\dagger \tilde{d}_{k\sigma\sigma'} (\tilde{d}_k^d \tilde{d}_{k\sigma\sigma'} + \text{h.c.})],$$

$$H_{df}^{MF} = \sum_{k\sigma\sigma'} [(-\epsilon_d^f + \mu + \lambda)\tilde{f}_{k\sigma}^\dagger \tilde{f}_{k\sigma} - b^2 (t_f^f \tilde{f}_{k\sigma}\tilde{f}_{k\sigma\sigma'} + \text{h.c.})],$$

$$H_{ff}^{MF} = -b \sum_{k\sigma\sigma'} (V_{k\sigma\sigma'} \tilde{d}_k^d \tilde{f}_{k\sigma\sigma'} + \text{h.c.}).$$

Here $k \equiv (k_x, k_y, k_z)$ is a momentum in the first Brillouin zone (BZ) $-\pi \leq k_x, k_y, k_z < \pi$, $t_d^d$, $t_f^f$, $t_f^{\sigma\sigma'}$ and $V_{k\sigma\sigma'}$ are the Fourier transforms of the hopping parameters. The self-consistent equations to determine $\mu$, $b$, and $\lambda$ read

$$N_e = \sum_{k\sigma} \langle \tilde{d}_{k\sigma}^\dagger \tilde{d}_{k\sigma} \rangle + \langle \tilde{f}_{k\sigma}^\dagger \tilde{f}_{k\sigma} \rangle, \quad (S13)$$

$$0 = 2b \left( -\frac{1}{N_s} \sum_{k\sigma} \langle \tilde{f}_{k\sigma}^\dagger \tilde{f}_{k\sigma} \rangle + \lambda \right) - \frac{1}{N_s} \sum_{k\sigma\sigma'} \left( V_{k\sigma\sigma'} \langle \tilde{d}_{k\sigma}^\dagger \tilde{f}_{k\sigma\sigma'} \rangle + \text{h.c.} \right), \quad (S14)$$

$$1 = b^2 + \frac{1}{N_s} \sum_{k\sigma} \langle \tilde{f}_{k\sigma}^\dagger \tilde{f}_{k\sigma} \rangle, \quad (S15)$$

where $N_s$ is the number of lattice sites. The filling corresponding to the Kondo insulator is given by $N_e = 4N_s$, meaning 4 holes, i.e., 6 electrons, per site. More details can be found in Ref. 7.

To determine the mean-field parameters for our model, we have solved the equations (S13), (S14), and (S15) iteratively at a temperature $T$ of $10^{-4}$ eV using a momentum-space grid with $25^3$ points. We obtain $\lambda = 0.58$ eV,
scattering-matrix approach, Eq. (S17). We finally find:
\[
g(E) = -\frac{2e^2}{\hbar}\rho_{\text{TIP}}\text{Im} \text{Tr}[\hat{\psi}\hat{G}(E)\hat{\psi}^T].
\] (S23)

For weak scatterers we modify the on-site energy in one orbital, and on orbital indices \(a \leq 1, a' \leq 10\), \(\mu\) is the chemical potential, and \(\delta\) is an artificial broadening parameter.

The effective coupling of each orbital to the tip.
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The differential conduc...
Figure S1. Schematic picture of our setup: in the surface layer of a slab of Sm atoms (blue), an impurity or Kondo hole (red) is introduced. Above the slab we put an STS tip (green) ending with a single atom, which has two conduction channels (both of them spin degenerate), one \( d_{z^2-\sigma^2} \)-like (orange), and one \( d_{z^2} \)-like (purple).

The parameters \( t_{f1}, t_{f2}, t_{f3}, t_{f4}, t_{f5} \) in our theory are free, and will depend on the details of the tip-surface coupling. To fix them in an approximate way using available data, we make the following assumption: the tip apex atom has the same \( d \) shell as Sm or Pu. If this tip atom has a distance to the topmost surface atom identical to the material’s lattice spacing, the hopping parameters can be copied from our original tight-binding Hamiltonian: 

\[
\begin{align*}
\bar{t}_1^d &= t_{\sigma^2}^{d} - y_{\sigma^2} - y_{\sigma^2}^* = 0.09 \text{ eV}, \\
\bar{t}_2^d &= t_{\sigma^2}^{d} - y_{\sigma^2} = -0.81 \text{ eV}, \\
\bar{t}_1^f &= V_{\sigma^2}^{d} t_{\sigma^2}^{f} = -0.04 \text{ eV}, \\
\bar{t}_2^f &= V_{\sigma^2}^{d} t_{\sigma^2}^{f} = 0.21 \text{ eV}, \\
\bar{t}_3^f &= V_{\sigma^2}^{d} t_{\sigma^2}^{f} = 0.02 \text{ eV}.
\end{align*}
\]

These parameters have been used for our figures which show \( \rho_{\text{STS}}(E) = -1/\pi \text{Im} \sum_{\sigma\alpha} G_{\psi\alpha}(E) \). We note that the leading effect of varying the distance between tip and surface is a simple rescaling of all hopping matrix elements, such that the total signal needs to be multiplied by a distance-dependent constant.

With this choice of tunneling parameters, most of the signal comes from \( d_{z^2} \) and \( \Gamma_8^{(2)} \) orbitals of the material, which are the ones which extend mostly in the \( z \) direction and have an \( s \)-like projection such that they effectively couple to the \( d_{z^2} \) orbital of the tip. If we would ignore the contributions from the remaining orbitals, \( d_{z^2-y^2} \), \( \Gamma_8^{(1)} \), and \( \Gamma_7 \), we would recover the simple conduction model with one \( d \) (or \( s \)) and one \( f \) orbital of Ref. 9, with \( t_f/t_d = b \bar{t}_2^f/\bar{t}_2^d = -0.19 \). It is worth emphasizing that even orbitals which do not directly couple to the tip are nevertheless important for the physics of the microscopic model; this is shown explicitly in the following sections.

V. EXPECTATION VALUE OF THE SPIN

In this section we describe the calculation to determine the spin structure of the topological surface states which can be measured using spin-resolved ARPES experiments such as the one in Ref. 11.

We first start with the spin-integrated ARPES signal. Given the Green’s function \( \tilde{G}_{z_0, z’0}(E, k) \) from Eq. (S16), the surface ARPES signal of Fig. 4(a,b,c) of the main text and of Fig. S4(a),(c),(e) below is obtained through

\[
A(E, k, z = 1) = -\frac{1}{\pi} \text{Im} \sum_{z_0 = 1} G_{z_0, z_0}(E, k) = -\frac{1}{\pi} \text{Im} \text{Tr}[\tilde{G}_0(E, k)\hat{Z}],
\]

where the operator \( \hat{Z} \) is a projector on the subspace with \( z = 1 \):

\[
\hat{Z}_{z_0, z_0'} = \delta_{z_0 = 1}.
\]

In analogy, the intensity of the spin-polarized ARPES signal at energy \( E \) and in-plane momentum \( k \) obtained from layer \( z = 1 \) is

\[
\langle \sigma \rangle(E, k) = -\frac{1}{\pi} \text{Im} \text{Tr}[\tilde{G}_0(E, k)\sigma \hat{Z}],
\]

this quantity corresponds to the spin expectation of the ejected electron. We observe that \( (a \equiv \beta \alpha \sigma) \)

\[
\langle z_0 \alpha \sigma | \hat{Z} | z’ \beta \alpha' \sigma' \rangle = \delta_{z_0 = z'} \delta_{\beta \beta'} \langle \sigma \alpha | \sigma \alpha' \rangle,
\]

so we only need to compute matrix elements \( \langle \sigma \alpha | \sigma \alpha' \rangle \), where, if \( \beta = c, \alpha, \alpha' = d_{z^2-y^2}/d_{z^2}, \) and \( \sigma, \sigma' = \uparrow, \downarrow \), while, if \( \beta = f, \alpha, \alpha' = \Gamma_8^{(1)}/\Gamma_8^{(2)}/\Gamma_7, \) and \( \sigma, \sigma' = +, - \). The non-zero matrix elements for \( d \) states are trivially:

\[
\begin{align*}
\langle da \uparrow | \sigma \alpha | da' \downarrow \rangle &= \langle da \downarrow | \sigma \alpha | da' \uparrow \rangle = \delta_{\alpha \alpha'}, \\
\langle da \uparrow | \sigma \alpha | da' \downarrow \rangle &= \langle da \downarrow | \sigma \alpha | da' \uparrow \rangle^* = -i\delta_{\alpha \alpha'}, \\
\langle da \uparrow | \sigma \alpha | da' \uparrow \rangle &= -\langle da \downarrow | \sigma \alpha | da' \downarrow \rangle = \delta_{\alpha \alpha'}.
\end{align*}
\]
To obtain the expectation value of the spin on $f$ states we trace out the orbital degree of freedom; in the basis $\Gamma_8^{(1)}, \Gamma_8^{(1)} , \Gamma_8^{(2)}, \Gamma_8^{(2)} , \Gamma_7 +, \Gamma_7 -$ we get:

$$
\langle f\alpha\sigma | (\sigma^x, \sigma^y, \sigma^z) | f\alpha'\sigma' \rangle =
\begin{pmatrix}
11(0,0,-1) & 5(-1,i,0) & (0,0,0) & 2\sqrt{3}(-1,-i,0) & 4\sqrt{5}(0,0,-1) & 2\sqrt{5}(1,-i,0) \\
5(-1,-i,0) & 11(0,0,1) & 2\sqrt{3}(-1,i,0) & (0,0,0) & 2\sqrt{5}(1,i,0) & 4\sqrt{5}(0,0,1) \\
(0,0,0) & 2\sqrt{5}(-1,-i,0) & 3(0,0,-1) & 9(-1,i,0) & 2\sqrt{5}(1,i,0) & (0,0,0) \\
2\sqrt{3}(-1,i,0) & (0,0,0) & 9(-1,-i,0) & 3(0,0,1) & 2\sqrt{5}(1,-i,0) & (0,0,0) \\
4\sqrt{5}(0,0,-1) & 2\sqrt{5}(1,i,0) & (0,0,0) & 2\sqrt{15}(1,i,0) & 5(0,0,1) & 5(1,-i,0) \\
2\sqrt{5}(1,i,0) & 4\sqrt{5}(0,0,1) & 2\sqrt{15}(1,-i,0) & (0,0,0) & 5(1,i,0) & 5(0,0,-1)
\end{pmatrix}
\tag{S31}
$$

In Fig. S2 we report the results of this calculation. Panel (a) shows $\langle \hat{\sigma} \rangle (E, \mathbf{k})$ at fixed $E = 0$ as function of $\mathbf{k}$ – for sharp quasiparticles this signal is only non-zero at the iso-energy contours (for numerical reasons we have used a finite broadening). Importantly, the result in Fig. S2(a) is consistent with the corresponding experimental result obtained on SmB$_6$.

The remaining panels of Fig. S2 illustrate the different orbital contributions to $\langle \hat{\sigma} \rangle (E = 0, \mathbf{k})$, obtained by only taking into account a partial set of spin matrix elements. It is remarkable that the different orbitals yield qualitatively distinct contributions to $\langle \hat{\sigma} \rangle (E, \mathbf{k})$: The winding of the in-plane spin components along an iso-energy contour is opposite in panels (d) and (e) for both the $\Gamma$ and the $X$ cones. This underlines that the observable spin structure depends sensitively on the orbital content of the surface states, as mentioned in the main text.
Figure S3. (a) QPI signal at the Fermi energy, \( \rho_{QPI}(E = 0) \), along the \( \bar{\Gamma}\bar{X}\bar{M}\bar{\Gamma} \) path in the 2D Brillouin zone, comparing a Kondo hole, a weak \( \Gamma_7 \) and a weak \( \Gamma_8 \) impurity \((V = 10 \text{ meV}, \text{signal is multiplied by 20})\), and a weak \( d \) impurity \((V = 10 \text{ meV}, \text{signal is multiplied by 200})\). (b) QPI signal for a Kondo hole at different energies.

VI. ADDITIONAL QPI RESULTS

This section contains additional results for quasiparticle interference (QPI) spectra for the microscopic model discussed in the paper and its variants.

A. Full model: Momentum-space cuts

Fig. S3 displays QPI data as in Fig. 4 of the main paper, but here \( \rho_{QPI} \) is shown along a path in the surface Brillouin zone. Panel S3(a) shows the same data as in Figs. 4(e), (h), and (k), plus the signal for a weak scatterer placed in the \( d \) band. Panel S3(b) focusses in the Kondo-hole case and displays the energy evolution of the corresponding QPI signal.

All curves are essentially flat near \( \bar{\Gamma} \), corresponding to suppressed intracone scattering. As mentioned in the main text, the four cases, however, differ in the behavior near \( \bar{M} \): whereas the \( \Gamma_8 \) scatterer produces no appreciable signal from intercone scattering, the other cases lead to intercone scattering peaks which are strong both for the Kondo hole and for the \( \Gamma_7 \) scatterer. The origin is in the intricate spin structure of the Dirac-cone states, as discussed in Sec. V above.

B. Comparison of full and reduced models

As announced in the main text, we have also considered orbitally reduced versions of the model, obtained by retaining only the \( \Gamma_7 \) doublet or the \( \Gamma_8 \) quartet in the model Hamiltonian (1) of the main text. Both cases give rise to a TKI with three Dirac cones at \( \bar{\Gamma} \) and \( \bar{X} \), qualitatively similar to the full model. However, the magnitude of the bulk gap changes significantly (see also Fig. 5 of Ref. 1): For the “\( \Gamma_7 \) only” model we find the bulk gap between \(-25 \text{ meV} \) and \( 25 \text{ meV} \), while for the “\( \Gamma_8 \) only” model the gap range is \([-80, 80] \text{ meV}\). Using these reduced models, we have determined the ARPES and QPI signals as well as the spin structure of the Dirac cones, with results and their comparison to that of the full model shown in Figs. S4 and S5.

In the “\( \Gamma_8 \) only” model the spin structure is similar to the one of the full model, Figs. S4(a) and (e). Consequently, the QPI signal from intercone scattering is similarly flat, i.e., non-peaked, for \( \bar{\Gamma}–\bar{X} \) scattering and only weakly peaked for \( \bar{X}–\bar{X}' \) scattering – this is particularly clear in Fig. S5. Note, however, that the detailed

Figure S4. Surface ARPES and QPI signals inside the bulk gap for (a,b) the full model at \( E = 0 \), (c,d) the “\( \Gamma_7 \) only” model at \( E = -14 \text{ meV} \), such that \( E_k < E < E_\Gamma \), and (e,f) the “\( \Gamma_8 \) only” at \( E = +50 \text{ meV} \) where \( E > E_\Gamma, E_\bar{X} \). In each ARPES figure we schematically show the expectation value of the spin. The QPI signal is shown as \(|\rho_{QPI}|\) and has been calculated for scattering off isolated Kondo holes. For details see text.

Figure S5. QPI signal along the \( \bar{\Gamma}\bar{X}\bar{M}\bar{\Gamma} \) path in the 2D Brillouin zone for a Kondo hole, comparing the full model, the “\( \Gamma_7 \) only” model, and the “\( \Gamma_8 \) only” model. The curves are shown for the same energies as in Fig. S4.
momentum-space distribution of QPI intensity is nevertheless rather different in the two cases.

In contrast, the “Γ7 only” case offers an opposite scenario: The winding of the in-plane spin component of the Dirac cones at X and X′ is reversed, such that the expectation value of the spin is now roughly parallel for pairs of stationary points, Figs. S4(c). This result closely resembles the one of Ref. 12, where a LDA+Gutzwiller approach was used to compute the surface states of SmB6 and their spin structure. (We recall that the experimental ARPES results11 are different and instead agree with our full calculation.) This distinctly different spin structure in turn leads to a sharp QPI peak corresponding to intercone X–X′ scattering, Fig. S5. These findings also explain how the relative Γ7/Γ8 weight on the surface states, and in particular on the X cones, controls the strength of the X–X′ scattering peak, in addition to the relative Γ7/Γ8 weight of the impurity, as shown in the main text.

We note that we have chosen, for illustration purposes, an energy with $E_\Gamma < E < E_X$ in Figs. S4(c,d). (For the other models, this energy interval has no overlap with the bulk gap and hence cannot be probed by surface-state QPI.) As a result, the spin on one of the two cones is reversed, and hence a peak is expected for scattering between the Γ and X cones. Such a peak, albeit weak, is indeed seen in Figs. S4(d) and S5. In all other cases, Γ–X scattering does not induce a sizeable QPI signal.

C. QPI summary

Let us quickly summarize our insights concerning the QPI signal arising from topological surface states with multiple inequivalent Dirac cones. Most generally, we find that: (i) intracone scattering generically gives rise to weak and flat (non-peaked) contributions, and (ii) intercone scattering can lead to either strong and distinctly peaked signals or to weak flat signals, depending on the (relative) spin structure of the cones.

For identical cones, such as the X ones in SmB6, two limiting scenarios concerning intercone scattering are possible: one in which the spin for pairs of stationary points is parallel which leads to a QPI peak, and one in which this spin is antiparallel which leads to a QPI plateau. However, the multi-orbital nature of the underlying model allows for departures from these limiting cases: The contributions to spin (or other quantum numbers distinguishing Kramers-degenerate partners of states) from the different orbitals can be qualitatively different, see Fig. S2 above, such the orbital content of both surface states and scatterers eventually determine the structure of the QPI signal, and QPI peaks may occur even if the spin structure (as detected by spin-resolved ARPES) would suggest otherwise.

For scattering between nonidentical cones, such as the Γ cone and one X cone in SmB6, we find intercone scattering to be always weak (even though peaks are in principle allowed, but are not supported by the spin structure within our model).

We believe that these considerations will be useful for the analysis of future QPI experiments on SmB6, PuB6, and other TI materials with multiple Dirac cones.
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