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Öz

Derin öğrenme, çeşitli algoritmalar kullanarak çok sayıda işlem katmanından oluşan derin mimariler yardımıyla veri kümelerinin modelini çıkarmayı çalışan makine öğrenmesi alanının bir alt alanıdır. Derin öğrenme mimarilerinin başarılı uygulamaları ve popülerliğinden dolayı, derin öğrenme sistemleri ses tanma alanında da kullanılmaya başlanmıştır. Araştırmacılardan bu mimarileri ses tanıma ve ses tanımının uygulamalarında, örneğin ses duygu tespiti ve konuşmacı tanıma ve doğrulama, ses girdileri ve çıktıları arasındaki modellerin daha iyi kurulması ve ses tanma sistemlerinin hata oranlarının düştürülmesi amacıyla kullanılmışlardır. Literatürde, ses tanma sistemleri için derin öğrenme mimarilerinin kullanılan çok sayıda çalışma yapılmıştır. Literatürde yapılan çalışmalarda ses tanma ve uygulamaları için derin öğrenme mimarilerinin kullanılmasının pek çok ses tanma alanı için fayda sağladığı ve hata oranlarının düşürüleceğe de yer vermektedir. Derin öğrenme mimarilerinin kullanılması ses tanma probleminden ve ses tanma adımlarından bahsedilmişdir. Daha sonra, derin öğrenme tabanlı ses tanıma için yapılan çalışmalar incelenmiştir. Özellikle, derin öğrenme mimarileri olan Derin Sinir Ağıları (DSA), Evrişimi Sinir Ağıları (ESA) ve Özyineleme Sinir Ağıları (ÖSA) ve bu mimarilerden örnek olarak hibrit yaklaşımlar değerlendirilmiş ve bu mimarilerin ses tanma ve ses tanmanının uygulamalarındaki görüntüleri ile ilgili literatürdeki çalışmalar değerlendirilmiştir. Sonuç olarak, hata oranları ve ses tanma performansı açısından tüm mimariler arasında en yaygın olarak kullanılan ve en güçlü derin öğrenme mimarisi ÖSA olduğu gözlemlemiştir. ÖSA ise diğer bir başarılı derin öğrenme mimarisidir ve ses tanma performansı ve hata oranları açısından ÖSA ile yakın sonuçlar üretmektedir. Ayrıca, hibrit derin öğrenme mimarilerin de geliştirme yaygın hale geldiği ve ses tanma hata oranlarını düşürebildiği gözlemlemiştir.
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A Review on Deep Learning Architectures for Speech Recognition

Abstract

Deep learning is a branch of machine learning that uses several algorithms which tries to model datasets by using deep architectures with many processing layers. With the popularity and successful applications of deep learning architectures, they are being used in speech recognition, as well. Researchers utilized these architectures for speech recognition and its applications, such as speech emotion recognition, voice activity detection, and speaker recognition and verification to better model speech inputs with outputs and to reduce error rates of speech recognition systems. Many studies are performed in the literature that use deep learning architectures for speech recognition systems. The literature studies show that using deep learning architectures for speech recognition and its applications provide benefits for many speech recognition areas and have ability to reduce error rates and provide better performance.
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In this study, first of all, we explained speech recognition problem and the steps of speech recognition. Then, we analyzed the studies related to deep learning based speech recognition. In particular, deep learning architectures of Deep Neural Networks, Convolutional Neural Networks, and Recurrent Neural Networks and hybrid approaches that use these architectures are evaluated and the literature studies related to these architectures for speech recognition and the application areas of speech recognition are investigated. As a result, we observed that RNNs are the most utilized and powerful deep learning architecture among all of the deep learning architectures in terms of error rates and speech recognition performance. CNNs are other successful deep learning architectures and have closer results with RNN in terms of error rates and speech recognition performance. Also, we observed that new deep architectures that use either hybrid of DNNs, CNNs, and RNNs or other deep learning architectures are getting attention and have increasing performance and could reduce error rates in speech recognition.
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1. Introduction

Speech recognition is the task of processing audio files and converting text transcription of the input audio files (Yu and Deng, 2016). Speech recognition gained attention with the availability of high performance computing systems, presence of more data for training speech recognition systems, and the effective use of new computer science methods and algorithms for speech recognition, such as deep learning architectures. With the use of deep learning architectures, speech recognition achieved massive performance, and the speech recognition systems became a part of people’s daily lives.

Deep learning is a branch of machine learning that uses a set of algorithms that attempt to model high-level abstractions in data by using a deep graph with multiple processing layers, composed of multiple linear and non-linear transformations (Dahl et al., 2011; Yu and Deng, 2016). Deep learning provides automatic selection and ranking of features in the datasets with efficient algorithms. Deep learning architectures had tremendous success in speech recognition, image processing, natural language processing, and sequence prediction.

Deep learning has several deep architectures, such as Deep Neural Networks (DNNs), Convolutional Neural Networks (CNNs), and Recurrent Neural Networks (RNNs) which are widely utilized to be used in speech recognition systems (Yu and Deng, 2016). DNNs and CNNs are feed-forward architectures that contain multiple layers of transformations and nonlinearity with the output of each layer that are feeding subsequent layer. RNNs is a recurrent architecture that has both forward pass which transfers information to subsequent layers and recurrent pass that processes past information and current input together.

With the successful studies that use deep learning architectures for speech recognition, deep learning gained much attention in speech recognition domain. Researchers investigated the use of DNNs, CNNs, and RNNs for both acoustic modelling, and also for end-to-end speech recognition systems. In the literature, the studies consider using deep learning architectures for end-to-end speech recognition have impact and provided better performance. Also, researchers consider proposing hybrid strategies that are combinations of deep learning architectures.

In this study, we analyzed the studies related to deep learning based speech recognition. First, mostly utilized and popular deep learning architectures of DNNs, CNNs, and RNNs are explained, and then the literature studies related to these architectures for speech recognition are investigated. The modifications of each architecture for achieving better speech recognition performance are researched, and also the applications of speech recognition, such as speech emotion recognition, voice activity detection, and speaker verification, are researched for each architecture. Also, hybrid architectures that use more than one deep learning architecture for speech recognition are analyzed.

The rest of this study is organized as follows. Section 2 presents the speech recognition problem and steps of speech recognition. Section 3 presents deep learning architectures of DNNs, CNNs, and RNNs. Section 4 presents the studies related to these architectures and also hybrid architectures. Section 5 presents the discussion about the literature studies.

2. Speech Recognition

Speech recognition is the task of producing a text transcription of the audio signal from a speaker (Yu and Deng, 2016). Speech recognition gained attention recently, with the help of computation power of computing devices, presence of more data, and increasing success rates of speech recognition systems. Speech recognition has several possible applications, such as voice search, personal digital assistance, smart home environments, and mobile communications.

Formally, speech recognition problem can be explained as given in Equation (1) (Yu and Deng, 2016). Given a sequence of t vectors of acoustic information \( X = x_1 \ldots x_t \) that we assume encodes a sequence of \( T \) words \( w = w_1 \ldots w_T \). The aim of speech recognition is to find the best transcription hypothesis \( w \) according to some learned scoring function \( s(w, X) \):

\[
\hat{w} = \underset{w}{\text{argmax}} \quad s(w, X) \quad (1)
\]

A typical speech recognition system consists of four modules, namely, signal processing and feature extraction, acoustic model, language model, and hypothesis search (Yu and Deng, 2016). Signal processing and feature extraction module takes audio signal as input and removes noises, converts the signal to feature domain, and extracts features from the audio. The acoustic model takes features as input and phonetic knowledge and generates an acoustic model score for the variable-length feature sequence. The language model estimates the probability of a hypothesized word sequence by using the correlation between words in a training
The performance of language model could be improved with providing domain knowledge to the model. The hypothesis search component combines acoustic model and language model scores and the hypothesized word sequence, and outputs the word sequence with the highest score as the recognition result. Basic speech recognition flow is presented in Figure 1 with respect to these four modules.

![Figure 1: Basic flowchart of speech recognition](image)

### 3. Deep Learning Architectures

In this section, we introduce Deep Neural Networks, Convolutional Neural Networks, and Recurrent Neural Networks which are highly preferred and successful deep learning architectures in speech recognition and its applications.

#### 3.1. Deep Neural Networks

Deep Neural Networks (DNN) are a type of Artificial Neural Networks (ANN) with multiple layers between input and output layers (Dahl et al., 2011; Dahl et al., 2013). The main aim of DNN is to find a proper mathematical modelling for a given input to obtain the output. In exploration of mathematical explanation, DNN considers both linear and non-linear relations of input and hidden vectors to achieve the desired output. Figure 2 presents an example of a DNN structure.

![Figure 2: Example of a DNN structure](image)

DNN are powerful for modelling complex non-linear relationships of input-output pairs. Because the DNN have multiple hidden layers and have many neurons in the layers, the DNN have the ability to model and process multiple features. DNN are strong alternatives to ANN, however have two main challenges. First of all, the error is propagated to first layers and the effect of the error to other layers is minor. Second, the learning process of DNN is slow due to complex and high-order matrix multiplications.

#### 3.2. Convolutional Neural Networks

Convolutional Neural Networks (CNN) are a type of deep learning architectures that is specialized to be mostly used in analysing visual datasets (Abdel-Hamid et al., 2014). In CNN, layers are utilized to perform one specific job, i.e. convolution, or sub-sampling, and then the network is connected to a fully connected deep architecture to produce an output. In each convolution and sub-sampling layers, the higher level features are extracted from the input images and the output becomes more accurate. A sample CNN architecture is presented in Fig. 2.

![Fig. 2: Example of a CNN architecture](image)
Deep Learning Architectures for Speech Recognition

In this section, the studies related to deep learning architectures that are used on speech recognition are presented. First, each deep learning architecture is investigated, and then hybrid approaches that combine more than one deep learning architectures are presented.

4.1. Deep Neural Networks for Speech Recognition

Deep neural networks are used in speech recognition systems as an alternative approach mainly for acoustic modelling. With the successful application of DNNs in speech recognition, the studies have emerged that use DNNs for improving accuracy of speech recognition systems and obtaining better performance.

Dahl et al. (2011) proposed a context-dependent pre-trained DNN approach for acoustic model of speech recognition and compared with Gaussian Mixture Model (GMM) and DNN-HMM approach outperformed GMM-HMM approach. Yu et al. (2013) proposed Kullback–Leibler divergence (KLD) regularization adaptation technique for context-dependent DNN-HMM for better speech recognition performance. Seltzer et al. (2013) investigated the performance of DNN-based acoustic models and proposed three methods to improve accuracy for noise robust speech recognition. Jaitly et al. (2012) proposed to use deep belief networks (DBN) for pre-training DNNs for DNN-HMM hybrid speech recognition systems and reported that proposed approach outperformed GMM-HMM baseline. Dahl et al. (2013) investigated the behaviour of DNNs using rectified linear units (ReLU) and dropout and reported that using ReLU and dropout improves performance of speech recognition systems.

In the literature, some studies focus on applications of speech recognition using DNNs. Han et al. (2014) proposed to use DNNs to extract high level features for speech emotion recognition. Lalitha et al. (2019) proposed a DNN based perceptual speech feature extraction approach for emotion recognition. Lei et al. (2014) proposed a framework for speaker recognition using i-vector models and DNNs. Snyder et al. (2016) proposed an end-to-end speaker verification system that consists of DNNs that take variable length speech segments and maps into a speaker embedding, and they reported that proposed system outperformed i-vector based baseline in AVSS-2014.

3.3. Recurrent Neural Networks

Recurrent Neural Networks (RNN) is a type of deep learning architectures which is capable of handling large sequential inputs (Graves et al., 2013). Main idea behind RNN is to extract outputs of current time step based on current input and previous inputs with weighted manner. This approach is beneficial for several tasks which needs information about previous inputs, such as speech recognition, natural language processing. The weights of input-to-hidden, hidden-to-hidden, and hidden-to-output do not change along the network.

\[
\begin{align*}
\begin{aligned}
h_t &= \sigma \left( U x_t + W h_{t-1} + b_h \right) \\
o_t &= \sigma \left( V h_t + b_o \right)
\end{aligned}
\end{align*}
\]

Fig. 3 presents an RNN architecture which is unfolded over three time instances. \( x, h \) and \( o \) are input, hidden state and output vectors and \( U, W \) and \( V \) are weights of input, previous hidden states and current hidden state values, respectively. \( h_t \) and \( o_t \) are calculated based on (1) and (2). \( \sigma_h \) and \( \sigma_o \) are activation functions of hidden state and output vectors which regulate effect of input and hidden state instances. \( b_h \) and \( b_o \) are biases of hidden state and output vectors.

There are several things to note in RNN architecture. First is, hidden state of the nodes, \( h \), in this case, is the memory of the network which passes information through time steps. Second, \( U, W \) and \( V \) are same for all time steps of the network. Third, there is no need to provide output for every time steps.

Fig. 3 An RNN (left) and unfolded over time (right)
equal error-rate (EER) by 13%, average. Variani et al. (2014) investigated the use of DNNs for a small footprint text-dependent speaker verification. Zen et al. (2013) proposed a speech synthesis scheme that is based on DNNs and they reported that DNN based speech synthesis system outperform HMM based baseline.

4.2. Convolutional Neural Networks for Speech Recognition

Convolutional neural networks are one of popular deep architectures for speech recognition due to their ability to reduce spectral variations and to model spectral correlations of speech signals. CNNs use spectrogram of speech signals that is represented as an image and recognize speech based on these features. CNNs are proposed as an alternative to DNN based speech recognition and achieved better performance with its architecture (Sainath et al., 2013).

Sainath et al. (2013) explored configurations of CNN, such as convolution layer count, optimal number of hidden units, best pooling strategy, and best input feature type, for obtaining better performance than DNN for large vocabulary continuous speech recognition. Serena et al. (2016) proposed a very deep CNN approach that consists of 14 weight layers and applied multilingual speech recognition task on the generated deep architectures. Abdel-Hamid et al. (2014) proposed a CNN based speech recognition system to reduce error rate using limited-weight-sharing scheme to better model speech features. Qian et al. (2016) proposed a very deep CNN model for noise robust speech recognition and investigated best configurations for proposed deep CNN model for noise robust speech recognition. Zhang et al. (2017) proposed an end-to-end speech recognition system that is based on CNNs with Connectionist Temporal Classification (CTC) approach without using a recurrent layer for obtaining computationally efficient model and competitive results. Palaz et al. (2015) investigated the use of CNNs to large vocabulary speech recognition which takes raw speech signals as inputs and the proposed approach outperformed classical DNN based speech recognition system.

Several studies consider using CNNs for applications of speech recognition. Mao et al. (2014) utilized CNN for learning affect-salient features for speech emotion recognition using two-phase learning. Badshah et al. (2017) used CNN for extracting discriminative features for speech emotion recognition using spectrograms of input speech signals. Thomas et al. (2014) utilized CNNs as acoustic models for speech activity detection (SAD) in mismatched acoustic conditions using noisy radio communication channels data. Swietojanski et al. (2014) used CNNs for large vocabulary distant speech recognition using the data from single distant microphone and multiple distant microphones and CNN outperformed DNN and GMM in terms of Word Error Rate (WER). Fu et al. (2016) proposed two signal-to-noise-ratio (SNR) aware algorithms for modelling CNN for speech enhancement and the proposed model outperformed DNN for denoising performance. Torii et al. (2018) proposed a 3D CNN model for adaptive feature learning for text independent speaker verification.

4.3. Recurrent Neural Networks for Speech Recognition

Recurrent neural networks are the mostly preferred and utilized deep learning architecture due to their ability to model sequential data, including speech recognition. RNNs could model long-term dependencies between features of input datasets and produce output based on past observations. This approach is beneficial for speech recognition tasks, because in speech recognition, the output of a frame is dependent on past frames of observations. RNNs and Long-Short Term Memory (LSTM) RNNs, which is an improved and modified version of RNNs, have the best performance for speech recognition tasks over all deep learning architectures and are preferred among other alternatives.

Graves et al. (2013) investigated the use of deep LSTM RNNs for speech recognition to achieve state-of-the-art results and reported that their deep LSTM model achieved best phoneme error rate. Graves et al. (2013b) investigated the use of deep bidirectional LSTM architecture as an acoustic model to NN-HMM hybrid speech recognition system and achieved equal performance with previous studies. Graves and Jaitly (2014) proposed an end-to-end speech recognition system that do not require phonetic representation using a combination of LSTM and CTC objective function. Sak et al. (2015) proposed techniques that improve performance of LSTM RNNs as acoustic models for LVSR and resulted that stacking frames and reducing frame rate provides more accurate models and faster decoding. Li and Wu (2015) proposed a deep LSTM to obtain performance improvement and applied on large vocabulary telephone speech recognition task and resulted that deep LSTM strategy provide better performance. Miao et al. (2015) proposed an end-to-end speech recognition system that uses weighted finite-state transducers (WFSTs) and bidirectional LSTM deep architecture. Sak et al. (2014) proposed a distributed training for LSTM using stochastic gradient descent on a cluster of machines and reported that their proposed system outperformed DNN. Lu et al. (2016) proposed an efficient learning rate schedule method that improves the accuracy of large vocabulary speech recognition.

Many studies focus on using RNNs for applications of speech recognition. Mirsamadi et al. (2017) investigated using RNNs for automatically extracting emotion-related features for speech emotion recognition by using both short-time frame-level emotional features and temporal aggregation of such features. Maas et al. (2012) investigated the use of deep recurrent auto encoder neural network for noise reduction in automatic speech recognition. Weninger et al. (2015) proposed an LSTM RNN framework that are trained by an optimal speech reconstruction objective for speech enhancement in noise robust speech recognition. Weninger et al. (2014) investigated the use of LSTM RNNs on training, network architecture and representation of features for regression based single-channel speech separation. Hughes and Mierle (2013) proposed a multi-layer RNN model for voice activity detection that outperforms larger baseline GMM with a hand-tuned state machine (SM) system. Sun et al. (2015) investigated the use of Deep Bidirectional LSTM RNN (DBLSTM RNN) for voice conversion which is able to model temporal correlations between speech frames. Zen and Sak (2015) proposed an unidirectional LSTM with recurrent output layers for low-latency speech synthesis system.
4.4. Hybrid Approaches for Speech Recognition

Although one deep learning architecture is sufficient for gaining good performance for speech recognition systems and applications, some studies consider using a hybrid of two or more deep learning architectures to achieve better performance. Trigeorgis et al. (2016) proposed a framework that combines CNNs and LSTMs to automatically learn best feature representation from raw speech signals for speech emotion recognition. Lim et al. (2016) investigated the use of concatenated architecture from CNNs and RNNs for extracting better features than hand-crafted features for speech emotion recognition. Zhao et al. (2018) proposed an end-to-end CNNs and RNNs based model for catching local variations in both time and frequency domains for speech enhancement. Hori et al. (2017) proposed an end-to-end model using CNNs as encoder and LSTMs as language model for speech recognition which reduced the error rate. Chan et al. (2015) utilized RNNs and DNNs for increasing speech recognition performance on embedded devices by building a large RNNs acoustic model and pass this model to DNNs for speech recognition. Chen et al. (2018) proposed a 3D attention-based CRNN deep learning architecture which takes MFCC with deltas and delta-deltas as input for speech emotion recognition. Wu et al. (2016) proposed a deep model in which CNNs and DNNs extract visual cues and acoustic features, and BiLSTMs model higher level dependencies among features and visual information. Sainath et al. (2015) combined CNNs, LSTMs, and DNNs into a unified deep learning system, which is named as CLDNN, for taking advantage of each architecture and achieved better performance than LSTM which is considered as strongest architecture of these three alternatives in speech recognition. Wang et al. (2019) proposed CNN-BLSTM-CTC deep learning hybrid model for Mandarin speech recognition. They employed CNN for learning of local speech features, BLSTM for learning past and future dependencies, and CTC for decoding purposes and claim that their proposed method outperformed best existing model.

5. Discussion

In this paper, we reviewed the studies that consider using deep learning architectures for speech recognition. First, the most utilized deep learning architectures of Deep Neural Networks (DNNs), Convolutional Neural Networks (CNNs), and Recurrent Neural Networks (RNNs) are presented, and then the studies that use these networks for speech recognition are investigated. When the investigated studies are evaluated, it is observed that there are many studies present for each deep learning architecture, especially those that use RNNs and LSTMs. DNNs are preferred as a hybrid method for HMMs and CNNs are utilized when spectrograms are used as input for speech features, while RNNs are utilized when using raw speech signals, such as MFCC features. However, hybrid architectures are getting attention recently, which has more potential and achieves better performance in speech recognition tasks with respect to using only one deep architecture. Using a hybrid deep architecture provides the utilization of benefits of each deep learning architecture which results better performance, but also requires much hard work for training such architectures. As a result, when the investigated studies are examined for speech recognition, new deep architectures that use either hybrid of reviewed architectures or other deep learning architectures are getting attention.

As applications of speech recognition, speech emotion recognition is the uttermost studied application, which tries to discover emotions in the input speech data. Also, speech enhancement, speech separation, voice activity detection, and speaker identification and verification are other widely studied applications. Deep learning architectures have many benefits and are successfully utilized on the applications of speech recognition.
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