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Abstract

Patagonian fjords’ area is one of the largest and less studied estuarine regions in the world, located in the southern coast of Chile. Every one of its water bodies displays a unique hydrodynamic behavior which is strongly determined by the local environmental conditions and has enormous effects on the biogeochemical characteristics of the marine ecosystems. In this context, algal blooms are ecological phenomena of major relevance. They produce strong impacts on both ecosystem’s services as well as human activities. Numerical simulation has proved to be a promising tool to understand and anticipate their impacts. Unfortunately at the present, it has not been used for studying algal blooms in this zone. This article focuses on contributing to fill that gap in knowledge by means of proposing a novel numerical model for simulating brief but otherwise intense algal blooms occurring in semi-enclosed marine water bodies of western Patagonia. The proposed model presents a trade-off between complexity and applicability since field-data sparsity in the zone discourages constructing more sophisticated approaches. The model is based on a two-layer description of the water column. The first layer represents the euphotic zone where an embedded biogeochemical model of NPZD-type is used to model a mass-conserving trophic web. High intensity wind drives the water column mixing, introducing an upward flux of nutrients that boosts high rates of primary production in the euphotic zone. A time-dependent Gaussian pulse is used to describe this process. Mass losses due to detritus sinking are also included. Then, the ecosystem’s dynamics is represented by means of an externally forced, non-autonomous system of ordinary differential equations which is characterized by strictly positive trajectories but that it is not longer mass-conserving. A structure-preserving time integrator based on a splitting-composition technique is specially designed for solving the system’s equations. It is cast as a three-steps algorithm and provides an exact estimations of biomass fluxes. In the first step, a modified Patankar-Runge-Kutta scheme \cite{1} is used to solve the unforced NPZD system. Second and third steps consider the effects due to nutrient’s pulse and detritus’ sinking. Additionally, a genetic algorithm-based tool is used to calibrate the model’s parameters in realistic scenarios. Finally, the proposed model is applied to carry out a detailed study of an unusual winter bloom of dinoflagellates in an austral fjord \cite{2}. To the best of the authors’ knowledge, this case study constitutes the first attempt to model oceanic biogeochemical processes in this world’s region.

\*Article submitted to Ecological Modelling
1 Introduction

The Patagonian fjords area (PFA) is formed by a complex network of interconnected semi-enclosed water bodies which includes fjords, channels, bays and gulls, located in the southern coast of Chile. It extends from 41.5°S (Reloncaví Fjord) to 56°S (Cape Horn) and constitutes one of the largest estuarine regions in the world [3] with more than 3,300 islands, covering an approximate area of 240,000 km² and 84,000 km of coastline [4, 5]. PFA’s fjords and channels may be described as glacially over-deepened marine basins [6]. They are partially confined by the local topography which often presents one or more entrance sills separating their waters from the sea. Moreover, fjords and channels frequently receive fresh water discharges coming from local rivers, surface runoff, and ground water flows fed by high rainfall [7] and glaciers [8, 9]. Field works indicate that freshwater fluxes from rivers [10] along with the high rainfalls are responsible for the presence of an estuarine circulation [11] which generates a characteristic stratification of the water column as described in [12], where the following two basic layers are identified: i) A lower-salinity (< 11 – 31 PSU) upper layer of varying depth (5-10 m) [13]. The seasonal variation of temperature in this layer is strongly influenced by the local conditions of solar irradiance [14] and, ii) a lower layer of nutrient-rich waters presenting a more uniform salinity and higher density [15].

A salient feature of this two-layer structure is the presence of a pronounced vertical salinity gradient between both layers [16]. The water flows offshore in the top layer and inshore at the bottom layer, contributing to the formation of a transitional marine area [3]. Over the continental shelf, semi-diurnal ocean tide is modified due to presence of shallower waters and a higher contribution of nonlinear effects. In spite of their common characteristics, every water body displays a unique behavior in terms of the spatial distribution and temporal variation of currents, salinity and temperature [17, 18]. This behavior is determined by the local environmental conditions (e.g., bathymetry, freshwater sources, tidal regime, solar irradiance, etc.) and has enormous effects on the biogeochemical component of the ecosystem dynamics [19]. Nowadays, the Chilean National Oceanographic Committee develops a permanent research program for the multidisciplinary study of PFA’s water bodies [20]. Although collected data have provided valuable scientific information for more than two decades, a knowledge-gap about the ecosystem dynamics of fjords and channels remains being a major obstacle for the implementation of an ecosystem-based management of the zone [3, 21].

PFA also constitutes a crucial source of ecosystem services. In particular, a world class industry of aquaculture has developed in some areas of the northern PFA becoming the key promoter of the social and economical development of the zone [22] as well as the most important consumer of ecosystem services. Nowadays, ensuring the environmental sustainability of aquaculture has become a worldwide issue [23] since oftenly the industry-ecosystem-community interactions are poorly known, paving the way for public policies that underestimate the long term effects of productive activities on the ecosystem [23] [25]. Therefore, research oriented to understand the coupled physical-biogeochemical dynamics of marine ecosystem becomes a key element to develop sustainable policies for PFA.

From the point of view of the biogeochemical cycles, FPA remains being one of the less studied zones of the world [26] [27]. It presents highly complex marine-terrestrial-atmospheric interactions that may result in high biological production [28] involving the exchange of large amounts of matter and energy between terrestrial and maritime ecosystems [29]. Estuarine ecosystem dynamics is also strongly influenced by climate change and human activities; see e.g., [30] and also [31, 32]. In this context some of the natural phenomena of major relevance in the dynamics of estuarine ecosystem are the algal blooms. They correspond to the uncontrolled proliferation of certain
species of phytoplankton as result of complex interactions among biogeochemical, physical and sedimentary processes occurring at different time scales \[33\]. Among other consequences, they threaten the sustainable production of the aquaculture industry in the PFA \[34\].

Mathematical modeling and computer simulation offer a way to synthesize our understanding of the environment. They serve to study ecosystem's changes under human or climate driven perturbations and to anticipate future scenarios \[35, 36\]. Numerical modeling of marine ecosystems requires to be able to integrate physics, chemistry and biology. On the one hand, specific computer codes for the hydrodynamic component of the ecosystem have been applied to study the waste’s dispersion \[37\], tidal dynamics \[38, 39\], circulation patterns \[40\], wind driven ocean circulation \[41\], flushing time estimation \[42\], transport and fate of sediments \[43\] and river plumes dynamics \[44, 45\] to name only a few possible applications. On the other hand, numerous efforts in numerical modeling have been focused on the biogeochemical component of the ecosystem’s dynamics. The basic goal behind mechanistic models consist in proposing adequate representations of the ecosystem’s food web. In general terms, a typical model considers that phytoplankton uses nutrients, light and CO$_2$ to (photo)-synthesize living organic matter while grazing due to zooplankton, mortality, and remineralisation are considered in upper trophic levels. Biogeochemical models have been successfully used as stand alone tools \[46, 47\] or coupled to hydrodynamic modules, see e.g., \[48, 49\]. In both cases meteorological, open boundary and nutrient forcing factors need to be defined. Applications include but are not limited to the study of carbon transfer from primary production to mesopelagic fish \[50\], load carrying capacity in bivalve aquaculture \[51\], ecosystem eutrophication \[52\], water quality in estuarine systems \[53\], (harmful) algal blooms \[54, 55, 56\], primary production evaluation \[57\], cyanobacteria bloom dynamics \[58, 59\] to name only a few of them. At present, unfortunately, biogeochemical modeling has not been applied for studying the dynamical behavior of the PFA’s ecosystems.

The formulation and computer implementation of mathematical models for marine ecosystems involves a series of challenging tasks among which we highlight: i) it is desirable to be able to reproduce as much as possible the conservation of the dynamical invariants, the so called conserved quantities, \[60, §IV\] along with the geometric structure that the system’s trajectories may present \[61, 62, 63\], and ii) to be able to determine a set of optimal model’s parameters for practical case studies \[64\]. Regarding to i) recent research efforts have been devoted to the formulation of advanced time stepping methods able to ensure that solution trajectories remain being strictly positive during numerical simulations \[65, 66\] along with enforcing the exact conservation of the total mass of the system \[67, 68\]. In particular we mention the so called Patankar-Runge-Kutta family of numerical methods which are designed to remain strictly positive and mass-conserving for certain biogeochemical models \[1, 69\]. We also mention symplectic methods \[70\] which, when applied to marine ecosystem models derived from Hamiltonian formalism of mechanics, automatically behave as structure-preserving time integrators \[71\]. In what regards to ii), the determination of model’s parameters has been identified as a complex task \[72, 73\] since very oftenly the space where parameters belongs to, may present a complex topology involving multiple sub-optimal regions as it is shown in \[74\]. Additionally, under certain circumstances the model’s dynamics may results to be very sensitive to small perturbations in some parameter’s values \[75, 76, 72\]. In order to estimate a set of optimal parameters, several methodologies have been developed \[77\]. In particular in ecological modeling of marine ecosystems we recall genetic algorithms \[78\], Bayesian methods \[79, 80\] and analytical methods \[81\].

This article focuses on the formulation of a mathematical model and the development of an appropriate numerical method for the computer simulation of brief but otherwise intense algal blooms occurring in semi-enclosed marine water bodies of western Patagonia. The proposed model presents a trade-off between complexity and applicability since on the one hand the field-
data sparsity discourages the implementation of more sophisticated models for marine bodies in the PFA. On the other hand, in spite of its relative simplicity, only a careful design of the time-integration method allows to ensure that discrete approximations to the solution trajectories will retain the geometric structure of their continuous counterparts. Moreover, model’s calibration also entails a number of additional difficulties mainly related to a large and topologically complex parameter space with multiple local optima.

The proposed model is based on a two-layer description of a representative volume of the marine environment. The first layer corresponds to the euphotic zone where an embedded biogeochemical model of NPZD-type\footnote{NPZD-model: Corresponds to a four functional-groups biogeochemical model that includes nutrient(N)-phytoplankton(P)-zooplankton(Z)-detritus(D). See e.g., \[82, 61, 76\].} is used to represent a mass-conserving trophic web. We consider that high intensity winds drive the water column mixing, introducing an upward flux of nutrients that boosts high rates of primary production in the euphotic zone. The nutrient entrainment is described by means of a time-dependent Gaussian pulse. As a result, the ecosystem dynamics corresponds to that of an externally forced, non-autonomous system of ordinary differential equations which is characterized by strictly positive trajectories but that it is no longer mass-conserving. Mass loss is introduced by means of allowing the detritus to sink toward lower water levels. A tailored numerical method is introduced in order to ensure a structure-preserving time integration of the system’s equations as well as exact estimations of the biomass’ fluxes through the trophic web. The method corresponds to a particularization of the so called splitting-composition techniques and it is cast as a three-steps algorithm. In the first step, a second-order modified Patankar-Runge-Kutta method is applied to the unperturbed NPZD system. The second and third steps consider the effect of the time dependent pulse of nutrients on the biomass loss due to sinking. Both of them are carried out by means of exact integration. A genetic algorithm is suggested as a base-tool for determining an optimal set of model parameters when applied to realistic scenarios. Finally, the proposed model is applied to study an unusual winter bloom of dinoflagellates in an austral fjord (2015)\footnote{\[2\]. It is worthwhile to mention that to the best of the authors’ knowledge, this case study constitutes the first attempt to model coupled physical-biogeochemical processes in the marine ecosystems of this world’s region. As result a set of optimal parameters characterizing the biomass fluxes through the food web during an algal bloom is provided. Numerical simulations also allow to study the time scales associated to primary production during the algal bloom.}

Article’s layout is as follows: §2 focuses on presenting a conceptual framework for the model along with its mathematical formulation. Both the geometric characteristics of the solutions and their conservation properties are analyzed. In §3 a positively-preserving time integrator able to provide an exact balance of the biomass flux through the trophic web is formulated. The employment of a genetic algorithm is proposed in §4 for determining an optimal set for model’s parameters. §5 is devoted to two case studies. While the first case highlights the algorithm’s numerical properties, the second case comprises a detailed description its application to a realistic bloom scenario. Conclusions and further research are presented in §6.

## 2 Model formulation

This section focuses on the conceptual and mathematical formulation of a medium-complexity model able to provide a coarse representation of the most relevant bio-geochemical processes occurring during a marine algal bloom of short duration. The formulation considers the photo-synthetical conversion of a pulse of inorganic nutrients into biomass and its subsequent transfer...
to other trophic levels in a simplified food web. Hydrodynamic processes are driven by infrequent but otherwise intense environmental forcing factors. The proposed model is expected to provide a proper representation for brief scenarios of high primary production occurring in some semi-enclosed water bodies of western Patagonia.

2.1 Conceptual model

In order to describe the coupled physical-biological dynamics of marine ecosystems experiencing brief but possibly intense algae blooms, we consider a box-model composed of two layers. The first layer represents 1 m$^2$ of sea surface with a depth corresponding to that of the euphotic zone at the location of interest. All the biogeochemical processes affecting primary production as well as the short term fluxes of biomass through the food web are assumed to have place in this layer. The second layer is considerably deeper and both, its physical and biological properties are assumed constant for the time scale associated to an algal bloom event. See Figure 1. A practical computation of the first layer depth based on real data is carried out in section 5 where the proposed model is applied for simulating a winter bloom of dinoflagellates in an austral fjord.

![Conceptual model](image)

Figure 1: Conceptual model: Two-layer box-model representing the coupled physical and biological dynamics of an algae bloom. While the upper layer ($L_1$) corresponds to the euphotic zone (with e.g., 5 m depth), the lower layer ($L_2$) is considerably deeper. a) The initial configuration corresponds to a stratified water column with higher nutrient content in $L_2$ ($N_2(0) > N(0)$). Additionally, $L_1$ is characterized by initial values of phytoplankton $P(0)$, zooplankton $Z(0)$ and detritus $D(0)$. b) Intense winds trigger vertical mixing in the water column propitiating an upward entrainment of nutrients from $L_2$ into $L_1$. Nutrient enrichment in $L_1$ along with appropriate light and temperature conditions drives the conversion of $N$ to $P$ due to photosynthesis, $P$ to $Z$ due to grazing, $P$ and $Z$ to $D$ due to mortality and $D$ to $N$ due to remineralization. c) Later re-stratification occurs due to rains and fresh water discharges. The coupled dynamics of the four functional groups evolves in time in order to reach a long term equilibrium configuration $N(t^2), P(t^2), Z(t^2), D(t^2)$.

Regarding to physical properties, the first layer is characterized by a certain initial concentration of nutrients (NO$_3$) measured in [mmol N m$^{-3}$]. This concentration is denoted by $N(0)$ and corresponds to the nutrient content ($N$) at time $t = 0$. The influence of temperature and
salinity content is currently neglected in the model. The deeper layer is assumed to possess an initially higher concentration of nutrients, \( N_2(0) \) thus, yielding to a stratified configuration such as that depicted in Figure 1-(a). Frequently, buoyancy forces derived from salinity and temperature dependent stratification tends to compete with turbulent diffusion creating barrier for the upward transfer of nutrients from lower levels into the first layer [83]. Intense fluctuations of environmental factors such as wind, contribute decisively to the loss of the stratification due to water column mixing, introducing nutrient pulses into the euphotic zone and, under appropriate conditions of light availability and temperature, propitiating the often uncontrolled proliferation of phytoplankton (\( P \)). This phenomenon can be identified with a wind driven marine algal bloom as proposed in [2]. See Figure 1-(b). Later on, the combined effect of rains and fresh water discharges induces a system’s re-stratification as it is shown in Figure 1-(c).

From a rough biological perspective, increments in zooplankton (\( Z \)) biomass are expected to occur due to grazing over \( P \), evidencing the flow of organic matter through the ecosystem trophic levels. Moreover, both \( P \) and \( Z \) experience losses due to natural mortality, contributing to the accumulation of dissolved (DOM) and particulate (POM) pools of organic matter, which are collectively denoted as detritus (\( D \)). The bio-geochemical cycle in the first layer is completed by two additional fluxes: i) a nutrient increment due to \( Z \) excretions and ii) due to the remineralisation of \( D \). Over time scales larger than the bloom duration, \( D \) may be subjected to vertical sinking to lower levels in the water column as well.

It is worthwhile to mention that, the following assumptions have been considered: i) a detailed description of the water column hydrodynamics is avoided. Instead an upward pulse of nutrients summarizes the effect of wind driven vertical mixing over the euphotic zone. In this regard, we consider the first layer as a volume that represents the average hydrodynamic and bio-geochemical behavior of a considerably larger marine area, ii) an initially stratified water column is considered without making any explicit reference to the depths of the corresponding halocline and thermocline curves, iii) blooms are triggered by NO\(_3\) increments without taking into account additional dependencies on other factors limiting primary production (e.g., limitation by silicate and phosphorus), iv) the functional groups \( P \) and \( Z \) comprise a huge number of different species belonging to a wide range of morphological scales along with complex predator-prey interactions among them, see e.g., [84]. We make an abstraction of such a complexity, reducing those interactions to biomass fluxes among homogeneous functional groups, v) no biological activity is assumed to occur in the second layer.

Some remarkable properties of the model are:

1) **Mass conservation:** if neither external wind forcing nor detritus sinking are present, the total mass of the system remains invariant in time. On the contrary, if it interacts with the surrounding environment, the mass increment equals the nutrient input minus the biomass loss due to detritus sinking (measured in equivalent units; see §5.2.4 for details).

2) **Positive system:** we identify the time evolution of the four functional groups with time dependent functions describing the ecosystem dynamics. Then, it is clear that \( N(t) \), \( N(t) \), \( P(t) \), \( Z(t) \) and \( D(t) \) must remain greater or equal to zero for any \( t \in \mathbb{R}_0^+ \) since negative values are physically unrealistic. Systems with this property are called positive systems (or positively preserving systems) [1].
2.2 Mathematical model

A mathematical model for the two-layer system can be built as an adaptation of the four-components, nutrient-phytoplankton-zooplankton-detritus model (NPZD) as it is shown in Figure 2. The basic idea consists in assuming that under no external forcing the ecosystem dynamics in the euphotic zone is well represented by the solution trajectories of a system of autonomous (i.e., time independent) ordinary differential equations (ODE’s) describing the conversion of inorganic nutrients into phytoplankton and the subsequent biomass flow through the food web. This process evolves in time until a possible equilibrium state is reached. The upward input of nutrients in the first layer due to wind driven vertical mixing is considered as a time dependent perturbation added to the right hand side (r.h.s) of the balance equation for \( N \). Therefore, the new system of ODE’s becomes non-autonomous. Finally, biomass transfers toward the lower layer are taken into account by means of an extra flux affecting the r.h.s of the balance equation for \( D \). In following detailed explanations are given.

![Figure 2: Schematic representation of the biogeochemical processes in the euphotic layer. The four functional groups are represented by four state variables: \( N \) corresponds to nutrient content, \( P \) to phytoplankton, \( Z \) to zooplankton and \( D \) to detritus. An arrow between two state variables correspond to a biomass’s flux between the corresponding trophic levels. The external flux \( I_N(t) \) defines a time dependent increment of nutrients associated to wind driven vertical mixing of the water column. Additionally, \( I_D(t) \) corresponds to a detritus loss due to sinking towards lower levels in the water column.](image)

We assume that the time evolution of the ecosystem is represented by a trajectory of the form

\[
z : [0, T] \to \mathbb{R}^4^+,
\]

where the vector of state variables is given by \( z(t) = (N(t), P(t), Z(t), D(t)) \) for all \( t \) belonging to a time interval of interest \([0, T]\). In order to keep the model consistent all the state variables are expressed in [mmol N m\(^{-3}\)]. In that sense, the proposed model can be considered as a Nitrogen-based model. Specific methods to convert \( P, Z \) and \( D \) to the nutrient’s unit are given in section 5.

### 2.2.1 Autonomous NPZD system

As explained before, an autonomous, mass conserving and positively preserving NPZD system is obtained by taking \( I_N = 0 \) and \( I_D = 0 \) in Figure 2. In this case, the system trajectory corresponds
to the solution of the following ODE’s system

$$\frac{dz(t)}{dt} = f_a(z(t); \theta),$$  \hspace{1cm} (2a)

subjected to initial conditions $z(0) = (N(0), P(0), Z(0), D(0))$. In the above equation, the four components of the flux vector $f_a$ are given by

$$f_{a_i}(z; \theta) = \sum_{j=1}^{4} (P_{ij}(z; \theta) - D_{ij}(z; \theta)), \hspace{1cm} i = 1, \ldots, 4.$$  \hspace{1cm} (2b)

where $P(z; \theta)$ and $D = P^t$ are the so called production and destruction matrices, respectively and $\theta$ is a vector collecting the model parameters as explained below.

**Remark 1** The format chosen to present (2a) and (2b), even being uncommon, obeys to practical considerations. Production-destruction dynamical systems encompass a wide range of conservative and positive systems arising in several areas of science and in particular to numerous biogeochemical models; see e.g., [1]. All of them may be expressed in the above format, thus allowing to extend the application of proposed model either to other forms of the flux vector $f_a$ or to other representations of the trophic web. Moreover, structure-preserving numerical methods for such a systems have receive considerable attention in recent literature [67].

In this work we consider

$$P(z; \theta) = \begin{bmatrix} 0 & 0 & \phi_z Z & \gamma_m D \\ J(N, I)P & 0 & 0 & 0 \\ 0 & G(\epsilon, g, P)Z & 0 & 0 \\ \phi_p P & (1 - \beta)G(\epsilon, g, P)Z + \phi_z^* Z^2 & 0 & 0 \end{bmatrix},$$  \hspace{1cm} (2c)

where the growth rate of phytoplankton is given by

$$J(N, I) = \mu_m \frac{N}{k_N + N k_1 + I},$$

and depends on both the nutrient content $N$ and on the light availability $I$ which is further explained in [32] below. Additionally, $\mu_m$ is a growth factor. Clearly, for a large but otherwise fixed valued of $I$ we have that $I(k_1 + I)^{-1} \approx 1$ and therefore, $\mu_m$ imposes an upper bound for the rate of conversion of nutrients into phytoplankton since $\lim_{N \to \infty} J(N, \infty) = \mu_m$. On the other hand, during night it is possible to assume that $I \approx 0$ and thus for any $N > 0$, we have that $\lim_{I \to 0} J(N, I) = 0$ providing a corresponding lower bound.

Moreover, in (2c) a Holling type III function [82] is used for the zooplankton grazing ratio function $G(\epsilon, g, P)$, which given by

$$G(\epsilon, g, P) = \frac{g \epsilon P^2}{g + \epsilon P^2},$$  \hspace{1cm} (2d)

where $\epsilon$ and $g$ are parameters such that $\lim_{P \to \infty} G(\epsilon, g, P) = g$ provides an upper bound for the grazing ratio. The remaining model’s parameters appearing in (2c) are summarized in Table 1 where their definitions along with their units of measure and range of admissible values are specified. For sake of simplicity, we collect the model’s parameters in a single vector

$$\theta := (k_N, k_I, \mu_m, \phi_z, \phi_z^*, \phi_p, \gamma_m, \beta, \epsilon, g, \kappa).$$  \hspace{1cm} (2e)
Parameter Range Units Definition
\( k_N \) \( \mathbb{R}^+ \) mmol N m\(^{-3} \) Half saturation factor for nutrient uptake.
\( k_I \) \( \mathbb{R}^+ \) W m\(^{-3} \) Half saturation factor for light absorption.
\( \mu_m \) \( \mathbb{R}^+ \) d\(^{-1} \) Phytoplankton growth rate factor.
\( \phi_z \) \( \mathbb{R}^+ \) d\(^{-1} \) Zooplankton linear loss rate.
\( \phi^*_z \) \( \mathbb{R}^+ \) m\(^3\)(mmol N d\(^{-1} \) Zooplankton quadratic loss rate.
\( \phi_p \) \( \mathbb{R}^+ \) d\(^{-1} \) Phytoplankton linear loss rate.
\( \gamma_m \) \( \mathbb{R}^+ \) d\(^{-1} \) Remineralization rate for \( D \).
\( \beta \) \( [0,1] \) – Assimilation efficiency of zooplankton.
\( \epsilon \) \( \mathbb{R}^+ \) m\(^6\)(mmol N\(^{-2} \)d\(^{-1} \) Grazing encounter rate.
\( g \) \( \mathbb{R}^+ \) d\(^{-1} \) Maximum grazing rate.
\( \kappa \) \( \mathbb{R}^+ \) d\(^{-1} \) loss rate for \( D \).
\( a, b, c \) \( \mathbb{R}^+ \) – Gaussian function parameters.

Table 1: Model’s parameters including their definitions, units and ranges of admissible values.

Model’s behavior is strongly determined by the value of \( \theta \) [75]. Section 4 is devoted to model calibration and parameter optimization.

In what regards to the geometric structure of solutions, we have that the mathematical model inherits the conservation properties of the conceptual model. In particular, we have that

i) The total mass is exactly conserved. It can verified from the fact that

\[ 0 = \frac{d}{dt}(\mathbf{1} = f_a \cdot 1 = \frac{dN}{dt} + \frac{dP}{dt} + \frac{dZ}{dt} + \frac{dD}{dt}), \]  

where \( \mathbf{1} = (1,1,1,1) \) and equations \( (2f) \) and \( (2c) \) have been taken into account. This property implies that the time evolution of the state variables remains confined to a linear manifold defined by the constraint equation \( z(t) = z(0) \) for all \( t \in [0,T] \).

ii) The solution trajectories are positive. This property means that if the system \( (2a) \) is subjected to positive initial conditions \( z(0) \) then the time evolution of the state variables \( z(t) \) remains greater or equal to zero for each \( z_i, \ i = 1, \ldots, 4 \) and for all \( t \in [0,T] \). A proof of this property for any dynamical systems in production-destruction form can be found in [11, §1].

The numerical method proposed in [35] is designed to exactly preserve these properties.

2.2.2 Nutrient input due to vertical mixing

An upward input of nutrients in the upper layer due to a wind driven vertical mixing is considered by means of modifying the balance equation for \( N \) according to

\[
\begin{align*}
\frac{dN}{dt} &= f_{a1}(\mathbf{z}; \theta) + I_N(t) \\
&= -J(N,I)P + \phi_z Z + \gamma_m D + I_N(t),
\end{align*}
\]

where the nutrients’ pulse \( I_N(t) \) is described by a time-dependent Gaussian function

\[ I_N(t) = a \exp\left(-\frac{(t-b)^2}{2\epsilon^2}\right), \]  

(3b)
with \(a, b, c\) being positive scalars controlling the pulse’s amplitude, position and width, respectively. Specific values for \(a\), \(b\) and \(c\) are problem dependent and some guidelines for their estimation are given in §5.2.

### 2.2.3 Detritus loss due to vertical sinking

Following [77], we consider the precipitation of \(D\) from the euphotic zone to deeper levels in the water column. This process is particularly important if the time interval of interest is not restricted to the duration of an algal bloom and a long term characterization of the ecosystem dynamics is required. Then, an extra term is added to the r.h.s of the balance equation for \(D\), namely

\[
\frac{dD}{dt} = f_{a4}(z; \theta) + I_D(z; \theta)
\]

where

\[
I_D(z; \theta) = \begin{cases} 
-\kappa (D(t) - D^*), & \text{if } D(t) \geq D^* \\
0, & \text{otherwise}
\end{cases}
\]

is an extra flux due to detritus sinking. In the above equation \(D^*\) provides a lower bound for detritus concentration and \(\kappa > 0\) is an extra parameter which can be identified with an exponential decay constant. Appropriate values for \(D^*\) are problem dependent and an example is discussed in §5.2.

**Remark 2** It is worthwhile noting that the externally forced NPZD-model shown in Figure 4 allows to accommodate some other external interactions with the environment such as for example zooplankton predation by means of adding an extra flux \(I_z(t; z; \theta)\) on the right of functional group \(Z\). ■

### 2.2.4 Conservation properties

Finally, the dynamical behavior of the two-layer model under the action of time dependent external forcing is described by the following non-autonomous system of ODE’s

\[
\frac{dz(t)}{dt} = f_a(z(t); \theta) + f_b(t) + f_c(z(t); \theta),
\]

subjected to initial conditions \(z_i(0) > 0\), \(i = 1, \ldots, 4\).

In the above equation \(f_a(z(t); \theta)\) was given in [24] and [25],

\[
f_b(t) = \left(1_{N}(t), 0, 0, 0\right)
\]

is a non-autonomous flux vector representing a Gaussian pulse of nutrients into the first layer due to a wind driven mixing of the water column and

\[
f_c(z(t); \theta) = \left(0, 0, 0, I_D(z(t); \theta)\right)
\]

takes into account the biomass loss due to the detritus precipitation.
Repeating (2f) for (5a) it is possible to see that
\[
\frac{dz}{dt} \cdot 1 = f_a \cdot 1 + f_b \cdot 1 + f_c \cdot 1 = I_N(t) + I_D(z(t); \theta)
\]
\[
= \begin{cases} 
I_N(t), & \text{if } D(t) < D^* \\
I_N(t) - \kappa(D(t) - D^*) & \text{otherwise}
\end{cases}
\]
which shows that total mass is no longer an invariant of the dynamics.

Regarding to the positive character of the solutions and assuming that \(D^* > 0\), two situations need to be considered: i) if \(D(t) < D^*\) we have that \(N(t) > 0\) for all \(t\) since (3b) shows that \(I_N(t) > 0\) and (3a) holds, ii) if \(D(t) > D^*\) (4b) shows that an exponential decay of detritus due to precipitation occurs until \(0 < D(t) = D^*\). Therefore, both \(I_N\) and \(I_D\) preserve the positive character of the solutions.

3 Numerical method

As it has been highlighted in §1 the formulation of the so called structure-preserving methods able to conserve as much as possible of the geometric properties that solutions of ODE systems may present, have gained considerable attention in computational biogeochemistry because their superior performance in numerical simulations as well as their stability properties [1, 67]. Section 2 shows that in our case, structure-preservation reduces to ensuring positive solution trajectories along with the exact fulfillment of the mass balance (5d). This section is devoted to the construction of a structure-preserving numerical method for the two-layer model.

For constructing a numerical approximation to the solutions of (5a) we apply an operator splitting method [60]. To this end we start by considering a conforming partition of the time interval \([0, T]\) which is characterized by an integer \(N \geq 1\) and a sequence \(\{t_n\}_{n=0,...,N}\) of real numbers such that \(0 = t_0 < \cdots < t_n < \cdots < t_N = T\) and where \(h = t_{n+1} - t_n\) is the constant time step.

Then, system (5a) is split into the following simpler systems
\[
\frac{dz(t)}{dt} = f_a(z(t); \theta), \quad \frac{dz(t)}{dt} = f_b(t), \quad \frac{dz(t)}{dt} = f_c(z(t); \theta),
\]
subjected to appropriate initial conditions.

The first system corresponds to an autonomous mass-conserving system of NPZD-type; see (2a) and (2b). The second one takes into account a time-dependent flux of nutrients due to vertical mixing and the third system considers biomass losses due to detritus sinking. Thus, the splitting technique treats separately mass conserving processes from the non-conserving ones.

Next, we consider the following maps
\[
\Phi_{h}^a, \Phi_{h}^b, \Phi_{h}^c : \mathbb{R}^{4+} \rightarrow \mathbb{R}^{4+},
\]
which provide consistent approximations to the exact flow of the systems (6a). According to [60], given an initial condition \(z(0)\) at time \(t = 0\), a first-order approximation to the exact flow of (5a) at time \(t = h\), \(z(h)\), can be constructed as
\[
\Phi_h(z(0)) = (\Phi^c_h \circ \Phi^b_h \circ \Phi^a_h)(z(0)) = z(h) + O(h^2).
\]
The above approximation in fact defines an one-step method based on the composition of the mappings given in (6b).

**Remark 3** In some situations such as long term simulations of ecological marine processes, higher order methods are preferable in order to provide a better control on cumulative numerical errors. Such a methods can be formulated following the composition techniques described in [86]. In particular, the mapping

\[ \Phi_h(z(0)) = (\Phi_{h/2}^a \circ \Phi_{h}^b \circ \Phi_{h/2}^c)(z(0)), \]

provides a second-order method for the system (5a).

In the next sections we provide explicit expressions for the mappings \( \Phi_{h}^a, \Phi_{h}^b \) and \( \Phi_{h}^c \).

### 3.1 Autonomous NPZD-system (\( \Phi_{h}^a \))

A numerical method for the first system in (6a) is given by the second-order, unconditionally positive and conservative modified Patankar-Runge-Kutta (MPRK) method. This time stepping scheme is a member of a large class of methods originally presented in [1] for conservative systems of ODE’s in production-destruction form. Posteriorly, the methods were generalized in [67]. Given \( z^k \) as an approximation to \( z(t^k) \), the MPRK method determines \( z^{k+1} \approx z(t^{k+1}) \) in two steps. The solution procedure requires to solve a linear system of equations thus avoiding iterative methods associated to non-linear systems.

In the first step the method maps \( z^k \) to a fictitious configuration \( z^p \) according to

\[ z^p = \Omega(z^k)^{-1} z^n, \]  

where the entries of the configuration-dependent matrix \( \Omega(z^k) \) are given by

\[ \Omega_{ii} = 1 + \frac{h}{2} \sum_{j=1}^{4} D_{ij}(z^n), \quad i = 1, \ldots, 4 \]

\[ \Omega_{ij} = -\frac{h}{2} P_{ij}(z^n), \quad i, j = 1, \ldots, 4, \quad i \neq j. \]

Finally, in the second step \( z^{k+1} \) is computed as

\[ z^{n+1} = M(z^k, z^p)^{-1} z^n, \]  

where the entries of \( M(z^k, z^p) \) are given by

\[ M_{ii} = 1 + \frac{h}{2} \sum_{j=1}^{4} (D_{ij}(z^p) + D_{ij}(z^n)), \quad i = 1, \ldots, 4 \]

\[ M_{ij} = -\frac{h}{2} (P_{ij}(z^p) + P_{ij}(z^n)), \quad i, j = 1, \ldots, 4, \quad i \neq j. \]

We recall that the unconditional positiveness along with the conservative character of the MPRK method guarantees that for all \( h > 0 \):

1) \( z^{k+1} > 0 \) for all \( z^k > 0 \), and ii) the following condition holds for all \( k \in \mathbb{N} \),

\[ \sum_{i=1}^{4} (z^{n+1}_i - z^n_i) = 0. \]  

Formal proofs for the previous statements can be found in [67].
3.2 Non-autonomous system \((\Phi^b_h)\)

The one-step method \(\Phi^b_h\) maps \(z^k\) to \(z^{k+1}\) in such a way that \(z^{k+1}\) is a consistent approximation to the value \(z(t^{k+1})\) generated by exact flow of the second system of (6a) when subjected to the initial condition \(z(t^k) = z^k\).

To build the method we note that the solution of the second system of (6a) is given by

\[
N(t^{k+1}) = N^k + \int_{t^k}^{t^{k+1}} I_N(s) \, ds, \quad P(t^{k+1}) = P^k, \quad Z(t^{k+1}) = Z^k, \quad D(t^{k+1}) = D^k,
\]

where the first term admits the exact solution

\[
N(t^{k+1}) = N^k + ac \sqrt{\frac{\pi}{2}} \left( \text{erf} \left[ t^{k+1} - b \sqrt{2c} \right] - \text{erf} \left[ t^k - b \sqrt{2c} \right] \right),
\]

where \(\text{erf} : \mathbb{R} \to [-1,1]\) is the Gauss error function.

Therefore, it suffices to define \(\Phi^b_h\) as a mapping producing a sequence of discrete values that are coincident with those given by (8a) and (8b).

3.3 Detritus sinking \((\Phi^c_h)\)

To construct \(\Phi^c_h\) we proceed analogously to the previous case. The exact solution of the third system of (6a) is given by

\[
N(t^{k+1}) = N^k, \quad P(t^{k+1}) = P^k, \quad Z(t^{k+1}) = Z^k,
\]

along with

\[
D(t^{k+1}) = \begin{cases} D^* + \exp(-rh)(D^k - D^*), & \text{if } D^k \geq D^* \\ D^k, & \text{otherwise} \end{cases}. \tag{9b}
\]

Therefore, we define \(\Phi^c_h\) as the following discrete mapping

\[
z^{k+1} = \Phi^c_h(z^k) = z(t^{k+1}),
\]

where \(z(t^{k+1})\) is computed according to (9a) and (9b).

From the above expression it is clear that in each time step the detritus loss due to vertical sinking can be computed as \(D^k - D^{k+1} \geq 0\) and that \(\lim_{k \to \infty} D^k = D^*\).

3.4 Geometric properties of \(\Phi_h\)

The geometric properties of the discrete flow generated by \(\Phi_h\) are as follows,

i) Discrete trajectories are strictly positive. This property can be verified by taking into account that \(\Phi_h\) is obtained according to (6c) by composition of \(\Phi^a_h\), \(\Phi^b_h\) and \(\Phi^c_h\). On the one hand, \(\Phi^a_h\) is strictly positive since it corresponds to a MPRK method. Moreover, the composition \((\Phi^b_h \circ \Phi^c_h)\) retains this property since \(\Phi^b_h\) only modifies \(N^{k+1}\) by adding a positive term. On the other hand, the subsequent composition with \(\Phi^c_h\) is also strictly positive since it only modifies \(D^{k+1}\) if it is greater than \(D^* > 0\) forcing it to converge asymptotically to this value.
ii) Mass balance is exactly accounted for. The MPRK method ensures the exact conservation of the total mass as stated in (7c). However, the further composition with \( \Phi^c_h \) and \( \Phi^c_{\kappa h} \) modifies this property according to
\[
\sum_{i=1}^{4} (z_i^{n+1} - z_i^n) = \begin{cases} 
(D^k - D^*) \left( \frac{1}{\epsilon \kappa h} - 1 \right) + f(t^k, t^{k+1}), & \text{if } D^k \geq D^* \\
f(t^k, t^{k+1}), & \text{otherwise}
\end{cases},
\]
where \( f(t^k, t^{k+1}) > 0 \) corresponds to the second term on the r.h.s of (8b).

The above expression provides a discrete version of the ecosystem’s biomass balance. The first term of the r.h.s takes into account the mass loss due to detritus sinking and the second term the biomass increment due to nutrient enrichment. This balance results to be exact since the r.h.s of (10a) is exactly computed in (8a), (8b) and (9b).

### 4 Parameters optimization

As mentioned in §2.2.1, the model’s behavior strongly depends on the values chosen for the set of parameters collected in \( \theta \) (2b). The ranges of admissible values for the parameters were given in Table 1. From this table we note that any admissible \( \theta \) must be an element of the parameter space \( S := \mathbb{R}^7 \times [0, 1] \times \mathbb{R}^3 \).

In general, the task of finding a specific \( \theta^* \in S \) such that the model’s output fits experimental data up to certain precision is widely recognized as non-trivial and even very difficult (see e.g., [72]) since \( S \) may be a really large space possessing a complex topology that involves multiple sub-optimal regions. Sometimes even when an optimal set of parameters may be found, considerable discrepancies with experimental observations might be present, revealing some intrinsic limitations in the model’s ability to simulate the physical phenomenon. Additionally, the model’s behavior may suffer significant modifications under small perturbations of the most sensible parameters. In this work we make use of the so called genetic algorithms (GA) [78] for performing the model’s parameters calibration. In following we formally pose the optimization problem and then briefly introduce the GA methodology used in §5.2 to calibrate the model in an application problem of ecological significance in marine sciences.

#### 4.1 Parameters optimization problem

Suppose we are given with a set of observational data \( \{z_i(t^l)\}_{l=1}^L \). For example, \( z_1(t^1) \) corresponds to the nutrient content in the euphotic zone measured experimentally at time \( t^1 \) and the same applies for the other components of \( z(t) \) at time instants \( \{t^l\}_{l=1}^L \).

The problem of finding an optimal set of model’s parameters fitting a given set of observational data is equivalent to
\[
\arg \max_{\theta \in S} \Gamma(\theta) = -\sum_{i=1}^{4} w_i \left[ \sum_{l=1}^{n} (z_i(t^l) - z_i^*(\theta))^2 \right],
\]
i.e., to find \( \theta^* \in S \) such that the cost function \( \Gamma(\theta) \) has a global maximum in the parameter space. In the above equation \( \{z_i^l\}_{l=1}^L \) corresponds to the numerical output and \( \{w_i\}_{i=1}^4 \) to a set of positive scalars that takes into account relative weight of each functional group in the construction of \( \Gamma(\theta) \). Moreover, in this work we consider the condition \( \sum_{i=1}^{4} w_i = 1 \).
4.2 Genetic algorithm based optimization

Genetic algorithms for parameter optimization are heuristic search methods that mimic natural selection. In the process, fittest individuals i.e., individuals better adapted to their environment, are selected for reproduction in order to produce offspring for the next generation of a breeding population. Evolution also requires the offspring inherits of the parent’s superior characteristics (heredity) along with the existence of a fitness spectrum among population members (variability). See e.g., [74, 75] for a thorough account on the subject.

In practice, the implementation of a GA-based optimization requires to define: i) a fitness function for optimization which corresponds to $\Gamma(\theta)$ in (11a), ii) a population of chromosomes that appropriately encode different versions of $\theta$ in e.g., binary code. This population can be initialized as a random sampling of $S$, iii) a mechanism to select which chromosomes will reproduce. Basically this process corresponds to build a ranking of chromosomes according to their fitness and to assign to each one of them a reproduction probability according to its ranking’s position, iv) a crossover procedure to produce a next generation of chromosomes. This operation involves a stochastic procedure for determining the chromosome’s segments to be interchanged during mating, v) a procedure to enforce the random mutation of some chromosomes in a new generation, vi) a decoding procedure to convert the binary data stored in the chromosomes to numerical parameters, and vii) appropriate tolerances for convergence’s checking during iterative computations. An overview of a typical flowchart for GA algorithms is shown in Figure 3.

![Flowchart of a typical GA for parameters optimization](image)

Figure 3: Flowchart of a typical GA for parameters optimization. An initial population of chromosomes is obtained by means of a random sampling of $S$. Every chromosome corresponds to the binary encoding of a parameters vector. Evaluating the optimization function $\Gamma(\theta)$ allows to construct a ranking of chromosomes according to their fitness. If an optimal set of parameters is obtained (convergence checking) the algorithm stops. On the contrary, a selection of individuals for reproduction is carried out based on their mating probability ($p_m$). Pairs of selected chromosomes interchange genes (fragments of binary code) according to a crossover probability ($p_{cross}$) and produce the next generation of breeding population. Chromosomal mutations have place according to certain probability ($p_{mut}$). Different mutation modes and reproduction plans can be implemented. Iterations are carried out until a certain convergence tolerance is attained. See e.g., [74].
Among the main advantages of GA are: i) they work well for both continuous and discrete optimization functions avoiding the computation of derivatives, ii) they are reasonably efficient and fast, iii) their algorithmic structure allows both the serial and parallel implementations, iv) they provide approximate solutions even in the case of large parameter spaces.

GA’s also suffer from some shortcomings: i) fitness evaluation is frequently required during computations. This may increase ostensibly the computing time in some cases, ii) due to the probabilistic nature of the selection, crossover and mutation processes, the computation of a global optimum is not guarantied, and iii) in certain problems involving topologically intricate parameter spaces, the algorithm might stay iterating around local optima.

5 Numerical studies

In this section the proposed model is used to conduct two kind of studies. In the first example, the structure-preserving properties of the numerical method are verified along with discussing some of its characteristics. The second example corresponds to a case study. The model is applied for studying an infrequent winter’s bloom of dinoflagellates in a semi-enclosed marine water body of western Patagonia. This bloom scenario has been chosen due to it was recently reported in [2] as a possible consequence of climate change on the ecosystems’ dynamics of austral fjords and channels. To this end, a GA-based calibration of the model is carried out considering observational data in order to characterize the biomass’ flow through the food web. Numerical outputs allow making estimations of: i) both primary production and phytoplankton grazing rates, ii) the time scales associated to observed peaks in N, P and Z during algae blooms, and iii) the volume of organic matter photo-synthesized in the euphotic zone.

5.1 Model’s properties

As it has been described in §2.2.4 and §3.4 the proposed time integrator generates positive discrete trajectories along with an exact estimation of the time evolution of the system’s biomass. In following the second property is verified in a numerical experiment since the first one is an algebraic property of the algorithm. To this end, we consider a two-layer model with initial conditions specified in the first column of Table 2; a first layer’s depth equal to 5 [m] and a light availability function as explained in §5.2.2. Model’s parameters are taken from the second row of Tables 3 and 4. Two cases are considered: i) a set of nutrient pulses are specified through the parameters: \( b = 0.5, c = 0.424 \) and the third parameter belonging to \( \{a_i\}_{i=1}^4 = \{15.0, 18.0, 21.0, 24.0\} \) along with a sinking’s constant \( \kappa = 0.0; \) see (3b), and ii) a single pulse \( (a = 21.0, b = 0.5 \) and \( b = 0.424) \) along with a sinking’s constant belonging to the set \( \{\kappa_i\}_{i=1}^4 = \{0.000, 0.025, 0.050, 0.100\} \). The time evolution of the total biomass per unit volume is shown in Figure 4- (a) and (b) for both cases.

In the first case we note that \( a_{i+1} - a_i = 3 \) and therefore, the difference in total biomass per unit volume when the model is subjected to two pulses characterized by \( a^{i+1} \) and \( a^i \) is given by

\[
\Delta N = \int_{-\infty}^{\infty} (\Gamma_N^{i+1}(s) - \Gamma_N^i(s)) \, ds = (a_{i+1} - a_i)c\sqrt{2\pi} = 3.64 \text{ mmol N m}^{-3}, \quad (12a)
\]

where the superscript \( i \) in \( \Gamma_N(s) \) denotes an explicit dependence of the nutrient pulse on \( a_i \). Additionally, since \( \kappa = 0 \) no mass decay is expected to occur. This behavior is shown in Figure 3(a).
Figure 4: Time evolution of total biomass per unit volume in the euphotic zone.

Figure 4(b) shows that exact biomass conservation is obtained for $\kappa = 0.0$ however, as long as $\kappa$ increases a higher rate of biomass decays is obtained due to detritus sinking.

5.2 Case study: a winter dinoflagellate bloom

High rates of gross primary production and chlorophyll-a concentration associated to an unusual winter bloom of dinoflagellates were reported at a fixed station in Puyuhuapi channel (Chilean Patagonia, 44°35.30’S; 72°43.60’W) during July 2015 [2]. See Figure 5 for location details. In the same article a detailed description of a winter sampling campaign from July 10 to 16, 2015 is provided. Collected data included hydrographic profiles and water samples from different depths. Field works were complemented with continuously recorded oceanographic and meteorological data at a nearby buoy.

A possible explanation for the bloom formation was proposed in [2, §4]: high intensity winds associated to the passage of low pressure systems, intensified the water column’s mixing processes, which induced the nutrient entrainment from deeper water levels into the euphotic zone. Once turbulent mixing decreased, re-stratification had place due to strong fresh water discharges from Cisnes river. As result, a nutrient enriched and stable euphotic layer was obtained. In this scenario and in spite of the low surface irradiance levels characteristic of austral winter, an algal bloom occurred. A hypothetical explanation for this phenomenon can be stated by linking the superior swimming skills of dinoflagellates, (which allows them to move to more advantageous zones in the water column) with a general warmer temperature of sea water. Both factors may have contributed decisively to provide appropriate comfort conditions for the bloom.

In following we provide a detailed step-by-step procedure to apply the proposed two-layer model to a dinoflagellates bloom. Both, geometric dimensions and external forcing factors are built based on field’s observations. Model’s parameters were calibrated using GA-based methodology as explained in [4,2]. It should be noted that most of the experimental data required by the model were taken from [2] and therefore, they will not be repeated here.
Figure 5: Geographical location. a) The Patagonian fjords area is located on the western coast of South America (41.5°S-56°S). b) Zoom view of the northern zone of the fjords area. c) A further zoom view allows to identify Puyuhuapi channel along with the location of the oceanographic buoy. The Puyuhuapi channel stretches from the Puyuhuapi village (44°19’S, 72°33’W) to Moraleda channel (44°57’S, 73°21’W) which connects it to open seas. Puyuhuapi Channel receives freshwater discharges from the Cisnes River (218 m³s⁻¹ annual mean river flow).

5.2.1 Two-layer model

The first step consist in determining the upper layer’s depth which corresponds to the depth of the euphotic zone. We proceed as follows:

i) A mean vertical profile of light attenuation with depth was constructed by computing the time-averaged values of five experimentally obtained vertical profiles of underwater irradiance measured in terms of photo-synthetically active radiation (PAR). Days: July, 10, 12, 14 and 16, 2015 at 11 a.m.; see Figure 6-(a).

ii) A fitting model for the values of mean vertical profile is given by

\[ \Upsilon(d) = 87.56 \exp(-4.881|d|) + 19.31 \exp(-0.3952|d|), \]

where \( d \in [-16.0, 0.0] \) is a downward vertical coordinate for depth.

iii) We consider that the euphotic zone extends from sea surface \( d = 0 \) until a depth \( d^* \) at which the following condition holds,

\[ \Upsilon(d^*)/\Upsilon(0) = 0.025. \]

A simple calculation shows that \( d^* \approx -5 \) [m]. Therefore the first layer’s depth is defined as the depth to which the 2.5% of surface’s PAR remains active.

5.2.2 Light availability

In this section we compute an analytical expression for light availability in the first layer. On the one hand, we note that mean value of photo-synthetically available radiation in the first layer at
Figure 6: a) Solid circles corresponds to time-averaged values of five experimentally obtained vertical profiles of underwater irradiance (days: July, 10, 12, 14 and 16, 2015 at 11 a.m.). The solid line corresponds to a fitting model for the mean values as given in (13a). b) This figure shows the approximation used for the time evolution of the mean PAR in the upper layer. The curve is appropriately scaled in order to get $I(0.46) = 12.00 \mu E m^{-2} s^{-1}$. c) The solid-blue line corresponds to the time-dependent Gaussian pulse $I_N(t)$ ($a = 15.0$, $b = 0.5$ and $c = 0.424$) and the solid-orange line to the curve defined in equation (15b).

Moreover, based on meteorological data we state that solar irradiance at the sea surface is described by

$$I(t) = \begin{cases} \frac{S}{2} \left( \sin \left( \frac{100\pi t}{21} - 2\pi \right) + 1 \right), & \text{if } 0.31 \geq t \geq 0.73 [d] \\ 0, & \text{otherwise} \end{cases}$$

where $S \approx 100 \mu E m^{-2} s^{-1}$.

In this work we assume that the time evolution of the mean PAR in the upper layer follows (14b) but replacing $S = 100$ by $S = 15.5586 = 12.0 / I(0.4600)$. See Figure 6(b).

5.2.3 Nutrient input due to vertical mixing

As described in § we focus on brief algal blooms triggered by intense climatic events involving high intensity winds and rainfalls. Accordingly, we consider a one day long idealized vertical mixing process, represented by $I_N(t)$, that reaches its maximum intensity by the half of the day. The characteristics of the Gaussian pulse used to represent the vertical mixing are controlled by the scalars $a$, $b$ and $c$ as it is shown in (3b).

We take $b = 0.5$ since $I_N(t)$ is assumed to be centered in the first day. To determine $c$ we assume a full width at half maximum, $F_c$, equal to 1.0 [d] along with the identity $F_c = 2 \sqrt{2} \ln 2c = 1$ from which we get $c = 0.424$. Additionally, $a$ is computed from

$$ac\sqrt{2\pi} = \int_{-\infty}^{\infty} I_N(s) ds = \hat{N},$$

where $\hat{N}$ is the total nutrient increment in the first layer due to vertical mixing. Taking $\hat{N} \approx 16.00$
yields to $a \approx 15.00$. Figure 6(c) show the corresponding Gaussian pulse along with the curve

$$\hat{N}(t) = \int_{-\infty}^{t} I_N(s) \, ds.$$  \hfill (15b)

which shows the time evolution of the nutrient input into the first layer.

5.2.4 Biogeochemical data

As it has been anticipated in §2.2, for sake of model’s consistency all the state variables are expressed in Nitrogen content per unit volume [mmol N m$^{-3}$]. Appropriate conversion units allow to express results in any other desired format. The procedure used to convert field data obtained in the sampling campaign from 10 to 16 July, 2015 is as follows,

i) **Nutrient**: The NO$_3$ content was considered as the unique nutrients’ source. It was taken from discrete observations at three depths: 2, 5 and 15 [m].

ii) **Phytoplankton**: Field measurements of Chlorophyll-a (Chl-a) concentration were used as a proxy for phytoplankton biomass. Two information sources were considered: i) surface’s Chl-a recorded using a multi-parameter water quality data collection system and, ii) vertical profiles constructed from Chl-a samples taken at three depths (2, 5 and 15 [m]). Following [87], Chlorophyll-a to Carbon conversion was carried out with a C:Chl-a ratio of 50 and a C:N ratio of 7.6 was used to convert Carbon to Nitrogen content.

iii) **Zooplankton**: Plankton abundance was taken from observations at three depths (2, 5 and 15 [m]). The Carbon content associated to zooplankton abundance was estimated assuming an average value of 56 [µg C] for each individual [88]. Then, a C:N ratio of 8.6 was applied to compute the nitrogen content [89].

iv) **Detritus**: As explained in §2.1 this state variable takes into account for POM plus DOM concentrations. However, in marine environments DOM plays a dominant role in ecosystem dynamics [90]. In this work dissolved organic Carbon (DOC) was used as a proxy for autochthonous DOM [91]. No data were available for POM. Additionally, a DOC:DON ratio equal to 10.4 was employed [92].

Since no data were collected on July 8, surface concentration of Chl-a was obtained by extrapolation from data collected by July 10 to 16. Nitrogen content was estimated from winter’s measurements of previous years. No data were available for neither zooplankton nor DOC by this date. Finally, mean values for the state variables in the euphotic zone were estimated according to (14a) by replacing $\Upsilon(d)$ by an appropriate interpolation function. See Table 2. Moreover, Figure 7 shows the mean values of $N$, $P$ and $Z$ obtained from field data along with their interpolation polynomials. The curve for detritus is not depicted in this figure since we assume a constant value $D = 20.631$ [mmol N m$^{-3}$].

The first column of Table 2 corresponds to the model’s initial conditions. Those values were assigned taking into account a typical pre-bloom situation.

5.2.5 Parameters calibration

Model’s parameters are calibrated considering the fitness function (11a) with weighting factors

$\{w_i\}_{i=1}^{4} = \{0.10, 0.40, 0.49, 0.01\}$, \hfill (17a)
| Date     | July 6 | July 8 | July 10 | July 12 | July 14 | July 16 |
|----------|--------|--------|---------|---------|---------|---------|
| Time, [d]| 0.0    | 1.5    | 3.5     | 5.5     | 7.5     | 9.5     |
| Nutrient | 1.000  |        | 11.200  | 5.827   | 2.181   | 1.831   |
| Phytoplankton | 1.500  | 2.642  | 5.908   | 3.439   | 3.135   | 5.191   |
| Zooplankton | 0.100  | –      | 0.788   | 4.871   | 1.484   | 0.469   |
| Detritus  | 20.631 | –      | 15.899  | 28.314  | 12.882  | 25.429  |

Table 2: Mean values of the state variables in the euphotic zone ([mmol N m\(^{-3}\)]). The first column corresponds to model’s initial conditions.

Figure 7: Mean values of the state variables \(N\), \(P\) and \(Z\) in the euphotic zone obtained from field data. A constant value \(D = 20.631\) is assumed for detritus. Time continuous approximations of the state variables are constructed by means of polynomial fitting. Thus, we have:

\[
\begin{align*}
N(t) &= 1.0 + 16.9453t - 9.28t^2 + 1.93t^3 - 0.18t^4 + 0.0063t^5, \\
P(t) &= 1.5 - 3.34t + 4.50t^2 - 1.42t^3 + 0.17t^4 - 0.007t^5, \\
Z(t) &= -53.93 + 28.23t - 4.32t^2 + 0.205t^3.
\end{align*}
\]

since we are interested in simulating high rates of primary production due to a wind driven bloom of dinoflagellates. The time interval of interest was \([0.0, 9.0] \text{ [d]}\) and 100 time steps were used during the simulations.

An optimization program was constructed in Fortran-2003 language that included an object-oriented version of the open-source GA-based optimization subroutine Pikaia [74]. Simulations were carried out considering: i) an initial population composed by 1000 individuals i.e., chromosomes encoding different values of \(\theta\) [25]; the initial population corresponds to a random sampling of \(S\), ii) the evolutionary process evolves until a converge tolerance of \(10^{-6}\) or a maximum of 10,000 generations is attained, iii) a cross-over probability equal to \(p_{\text{cross}} = 0.95\), iv) an initial vale for mutation rate \(p_{\text{mut}} = 0.005\) (adjustable depending on fitness) and v) a reproduction plan where the worst individual is always replaced. See [74, 78] for more details about GA-based algorithms.

Since there are no rules to follow in order to perform an ideal model calibration, several numerical tests were carried out revealing that some of the model’s parameters are highly sensitive to variations in both, GA-parameters (e.g., size of initial population, number of iterations, convergence’s tolerance, \(p_{\text{cross}}, p_{\text{mut}}\), etc.) and model forcing factors (e.g., Gaussian pulse’s parameters, analytical form of light availability, etc). Thus, the following four cases were considered:

i) TLLZ: This case considers that the daily available light evolves according to \(14b\) and a

\(\text{Download site: https://github.com/jacobwilliams/pikaia.}\)
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Figure 8: This figure presents a comparison between polynomial interpolations of the field data (solid red lines) and the numerical simulations corresponding to the cases: 1) TLLZ (solid blue line) and TLQZ (dashed blue line). A better fitting is obtained for TLQZ. Variables are expressed in $[\text{mmol N m}^{-3}]$.

ii) TLQZ: Daily available light follows (14b) and a quadratic zooplankton loss rate is considered (i.e., $\phi^*_z \neq 0$).

iii) MLLZ: This case considers that available light corresponds to the mean value $\int_0^1 I(s) \, ds = 3.27 \, [\mu E m^{-2} s^{-1}]$ along with a linear zooplankton loss rate.

iv) MLQZ: Mean available light equal to 3.27 $[\mu E m^{-2} s^{-1}]$ and quadratic zooplankton loss rate.

Tables 3 and 4 present the set of optimal parameters for every case along with the corresponding values of the fitness function $\Gamma(\theta)$. Figures 8 and 9 show that a better agreement between experimental data and model simulation is obtained for TLQZ ($\Gamma = -45.69100$) when compared with TLLZ ($\Gamma = -62.92405$), and the same applies for MLQZ ($\Gamma = -95.78919$) when compared with MLLZ ($\Gamma = -105.6393$). These results provide numerical evidence indicating that including the quadratic term $\phi^*_z(Z(t))^2$ contributes to improve the model’s ability to represent the system’s dynamics. In a wider context the best fitting is obtained for TLQZ indicating that a detailed representation of the external forcing factors is beneficial for the model’s reliability.

An inspection of Tables 3 and 4 reveals that:
The parameter space $S$ shows a complex topology with multiple local maxima. The GA used for calibration evidences this feature since the inclusion of a quadratic term in TLLZ to get TLQZ yields to significant variations in some parameters (e.g., $k_N = 0.00459 \rightarrow 0.86336$; $\phi_p = 0.17056 \rightarrow 0.08091$; $\phi_z = 0.33840 \rightarrow 0.10830$). This applies to MLLZ and MLQZ as
well. We hypothesize that this behavior is related to size of the initial population (1000 chromosomes), since a simple calculation shows that if we admit 10 possible values for every parameter, we get \(10^{10}\) combinations that are possible solutions. Thus a relatively small initial sampling of \(\mathcal{S}\) could limit the evolution paths of the GA, confining the searching process to certain local maxima. Several tests carried out with bigger initial populations yielded to analogous results.

ii) The form adopted for the external forcing factors strongly influences the set of optimal parameters. This is evidenced by comparing the set of parameters for TLLZ and MLLZ (e.g., \(k_l = 0.04515 \rightarrow 9.19370; \gamma_m = 0.00003 \rightarrow 0.01245\)). The same applies to TLQZ and MLQZ as well. In spite of these differences, a reasonable agreement between the models and experimental data is obtained in all the cases. This situation indicates that we are probably facing with a problem that admits multiple approximated solutions. See Figures 5 and 6.

iii) In spite of the above observations, some parameters’ values remain remarkably stable across the simulations; see e.g., \(\mu_m, \epsilon, g, \beta\) ad \(\phi^*_z\).

As closure comment we state that in spite it was not possible to find a unique set of optimal parameters, it is possible to find certain combinations that fit reasonably well to experimental data.

### 5.2.6 Ecosystem response to a sequence of nutrient pulses

This example focuses on simulating a sequence of intermittent peaks of primary production associated to (winter) dinoflagellates’ blooms driven by nutrient pulses. To this end we consider the model described in §5.2.1 to 5.2.4. Model’s parameter are those of the TLQZ case in Tables 3 and 4 excepting for \(\gamma_m = 1 \times 10^{-4}\) and \(\beta = 0.75\). The sequence of nutrient pulses is shown in Figure 10(c).

Figure 10(a) shows the time history response of the state variables \(N, P\) and \(Z\). Every pulse triggers a peak of nutrients in the euphotic zone followed by a phytoplankton peak approximately three days later. A third peak corresponding to zooplankton has place approximately two days after the second one. The sequence of peaks \(N \rightarrow P \rightarrow Z\) accounts for the biomass flow through the trophic web. Nutrient, phytoplankton and zooplankton depletion follows after every pulse episode due to conversion to detritus which acts as a long term reservoir of organic Carbon; see Figure 10(b). Therefore, the proposed model is able to reproduce the intermittent sequence of \(N\)-\(P\)-\(Z\) peaks which are followed by depletion’s scenarios as reported for dinoflagellates’ blooms [2].

Primary production at time \(t \in [0.0, 25.0]\), \(PP(t)\), is computed as

\[
PP(t) = \int_0^t J(N(s), I(s))P(s)\, ds,
\]

which is approximated by the trapezoidal rule according to

\[
PP^k = \frac{h}{2} \sum_{i=2}^k \left[ J \left( N^{i-1}, I(t_i^{i-1}) \right) P^{i-1} + J \left( N^i, I(t_i^i) \right) P^i \right] \approx PP(t^k).
\]

The same procedure applies to compute the total phytoplankton grazing but replacing \(J(N,I)\) in (18a) by \(G(\epsilon, g, P)Z\). In fact the time integral of any other flux’s rate of those shown in Figure 2 provides a measure of the corresponding transfer of biomass between functional groups.
Figure 10: Two-layer model response to a sequence of wind driven mixing processes. a) Time evolution of nutrient, phytoplankton and zooplankton content per unit volume. In every state variable it is possible to appreciate three peaks followed by depletion due to biomass transfer to detritus. b) Time evolution of detritus content per unit volume. c) Time history of external forcing. Three nutrient pulses are characterized by: 1) $a = 15.0$, $b = 0.5$, $c = 0.4$; 2) $a = 18.0$, $b = 9.0$, $c = 0.3$; and 3) $a = 8.0$, $b = 17.0$, $c = 0.4$; see [35].

Figure 11(a) shows the time evolution of primary production rate, $J(N, I)P$, (PP-rate) and phytoplankton grazing rate, $G(e, g, P)Z$, (GP-rate). Due to the discontinuous nature of the light availability function [13b], the PP-rate curve corresponds to an intermittent sequence of active (light-available) periods and non-active (darkness) periods. The corresponding envelope curve presents three characteristic peaks associated to the maxima in phytoplankton content. The GP-rate curve is continuous in time and it is also possible to identify three peaks associated to the maxima in zooplankton production.

In Figure 11(b) the time history of zooplankton to detritus conversion rate, $(1 - \beta)G(e, g, P)Z + \phi_z'Z^2$ (ZD-rate), phytoplankton mortality rate, $\phi_P P$, and zooplankton excretion rate, $\phi_z Z$, are shown. In every one of these cases, a three-peaks shape curve can be identified and it is possible to see that the ZD-rate dominates the detritus production process. Figure 11(c) presents the primary production and the total phytoplankton grazing curves (per unit volume) obtained with [13a]. In what regards to applications, the PP curve allows to make estimations of biomass production in a marine water body. For example, under the assumption that the above results represent the average ecosystem behavior in an area of 1 km$^2$, allow to compute a value of phytoplankton production by the day 25 equals to $24.38 \times 5 \times 10^6 = 121.9 \times 10^6$ [mmol N]. A straightforward conversion can be used to express it in carbon or biomass units.
Figure 11:  
a) Time history response of PP- and GP-rates. In the first case, the flux rate is limited by light availability thus producing an intermittent sequence of active and inactive periods. The corresponding envelope-curve still retains the three-peaks shape associated to the nutrient to phytoplankton conversion. On the contrary, time evolution of the grazing rate is continuous but also presents a three-peaks shape. 
b) Time evolution of zooplankton to detritus conversion rate, phytoplankton mortality rate and zooplankton excretion rate. 
c) Time evolution of primary production and total phytoplankton grazing. The value of $PP(25)$ is 24.38 [mmol N m$^{-3}$].

6 Conclusions and further research

A novel mathematical model for brief phytoplankton blooms occurring in the euphotic zone of semi-enclosed marine bodies located in the fjord’s area of western Patagonia has been proposed and validated in a realistic case. The model presents an appropriate balance between complexity and applicability that allows its use for case studies in marine zones where field-data sparsity discourages the application of sophisticated computer models. A two-layer description of a representative volume of the water column is considered. The first layer corresponds to the euphotic layer where a biogeochemical model of NPZD-type is used to simulate a mass-conserving trophic web. Wind driven turbulent mixing of the water column introduces upward pulses of nutrient in the euphotic zone that trigger algal bloom events by means of the photosynthetic production of phytoplankton. Biomass flows through the food web appear as a consequence of zooplankton grazing. Moreover, the mortality and excretion coming from living organisms contribute to increase the detritus’s content. Time-dependent Gaussian pulses are used to describe the nutrients’ entrainment. Biomass losses are taken into account by means of detritus sinking to lower levels in the water column. In this manner, the total biomass is no longer invariant. Therefore, the ecosystem dynamics is described by strictly positive trajectories that correspond to the solution of an externally forced, non-autonomous system of ODE’s. A three-stages time integration method
based on the so called splitting-composition techniques is formulated to solve the system. The proposed algorithm produce discrete trajectories that are strictly positives along with providing an exact estimations of the biomass balance during algal blooms. Model calibration is carried out by applying a genetic algorithm-based optimization procedure. Model’s parameters are adjusted following an evolutionary process in order to assimilate specific field data.

The proposed model was applied to the study of an infrequent winter bloom of dinoflagellates in an austral fjord (2015) [2]. Both the geometric and biogeochemical properties of the two-layer model were determined from observational data collected in field works as well as data recorded in a nearby oceanographic buoy. Procedures to define the time dependent Gaussian pulse of nutrients along with the daily light availability were also provided. Model’s calibration deserves some remarks since it resulted to be a complex task due to the relatively high number of model’s parameters (≈ 10). The GA-based optimization searches revealed a topologically intricate parameters space involving multiple local maxima, which prevented obtaining a single set of optimal parameters for the problem. Instead four sets of (quasi-) optimal parameters were provided for representative case studies. A simplified sensitivity analysis was carried out identifying the most stable parameters. Finally, the a calibrated version of the proposed model was successfully applied for simulating the time history response of the ecosystem when is subjected to a sequence of three wind induced nutrient pulses. The numerical simulations allow to reproduce an scenario where an intermittent sequence of primary production peaks was followed by a coherent flow of biomass through the food-web’s functional groups. It was also possible to provide some rough estimations of biomass production (per km$^2$) due to algal blooms.

Future research should be oriented to: i) improve the quality of field data in order to implement more reliable data assimilation procedures, ii) to extend the proposed model to study the seasonal cycle of primary production observed in marine bodies of western Patagonia and iii) to couple the proposed model to an one-dimensional hydrodynamic water column model in order to generate more sophisticated representations of the interaction between biogeochemistry and turbulent mixing processes in the ocean.
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