OPTIMAL BASES FOR DIRECT IMAGES OF $p$-ADIC DIFFERENTIAL MODULES OVER DISCS

VELIBOR BOJKOVIĆ

Abstract. Let $(k, |·|)$ be a complete and algebraically closed valued field extension of $(\mathbb{Q}_p, |·|_p)$. Given a finite morphism $ϕ : \mathcal{D}_1 \to \mathcal{D}_2$ of unit discs over $k$, a differential module $(M, D)$ on $\mathcal{D}_1$ and a point $b \in \mathcal{D}_2(k)$, we construct explicitly an optimal basis of space of horizontal elements for the direct image $ϕ^*(M, D)$ at $b$ in terms of the suitable chosen optimal bases of $(M, D)$ at preimages of $b$ by $ϕ$ and ramification properties of the morphism.
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1. Introduction

It is a standard fact that given a linear system of differential equations with coefficients in \( \mathbb{C}(t) \), that every solution at a regular point \( t_0 \) has radius of convergence at least equal to the distance of \( t_0 \) to the nearest singularity.

This fact utterly fails when one considers such systems with coefficients in \( k(t) \), where \( k \) is a non-archimedean field. For example, if \( (k, | \cdot |) \) is a complete valued field extension of \( (\mathbb{Q}_p, | \cdot |_p) \), where \( | \cdot |_p \) is \( p \)-adic norm corresponding to the prime number \( p \), then nontrivial solutions of \( y'(t) = y(t) \) converge around zero only on the open disc of radius \( |p|^{1/r} \).

However, one may argue that it is precisely this anomaly that inspired much of the rich theory of \( p \)-adic differential equations (modules) ever since Dwork’s proof of rationality of the Weil zeta function back in 60’s.

The problems that we study in this article, generally speaking, are related to finding “optimal” solutions of \( p \)-adic differential systems, that is, the solutions having the best possible radii of convergence at a chosen point.

To state the problems more precisely, let \( (k, | \cdot |) \) be as before and in addition assume that \( k \) is algebraically closed, and let \( \mathcal{O}_t(a, r^-) \), where \( r \in \mathbb{R}_{>0} \), denote the ring of those elements in \( k[[t-a]] \) which converge for every \( t \) with \( |t-a| < r \). By a \((p\text{-adic})\) differential module of rank \( r \) we mean a free \( \mathcal{O}_t(0,1^-)\)-module \( M \) of rank \( r \) equipped with a \( k \)-linear map \( \partial^t : M \to M \) satisfying the Leibnitz rule \( \partial^t(f(t) \cdot m) = f'(t) \cdot m + f(t) \cdot \partial^t(m) \). For example, one may take the trivial differential module \( (T, \partial^t) \), which is defined with \( T = \mathcal{O}_t(0,1^-) \cdot e \) and \( \partial^t \) is given by \( \partial^t(e) = 0 \cdot e \). The elements of the \( K \)-vector space \( \text{Ker}(\partial^t) \) are called horizontal. Once we choose a basis \( \{e_1, \ldots, e_r\} \) for \( M \), and construct an \( r \times r \) matrix \( A(t) := -(a_{i,j}(t))^{\top} \) where \( a_{i,j}(t) = \sum_{j=1}^{r} a_{i,j}(t) \cdot e_i \), then we see that the horizontal elements correspond precisely to the solutions of the differential system

\[
\frac{d}{dt}\vec{Y}(t) = A(t) \vec{Y}(t),
\]

that belong to \( \mathcal{O}_t(0,1^-)^r \). For example, in case of \( (T, \partial^t) \), the previous system becomes simply \( \frac{d}{dt}y(t) = 0 \cdot y(t) \), hence its space of solutions is \( k \), that is, the horizontal elements of \( T \) are of the form \( \alpha \cdot e \) for some \( \alpha \in k \). However, for every point \( a \in k, \ |a| < 1 \) (we denote this set by \( \mathcal{D}_a^{-}(k) \) one has a space of solutions of system \((1.0.1)\) that for the purpose of this introduction we denote by \( \mathcal{S}_a = \mathcal{S}_a(M, \partial^t) \subset k[[t-a]]^r \). Then, \( p \)-adic Cauchy theorem assures that \( \dim_k \mathcal{S}_a = r \), which when translated to the language of differential modules means that after the extension of base ring \( \mathcal{O}_t(0,1^-) \to \mathcal{O}_t(a, r^-) \), \( \dim_k \text{Ker}_k(\partial^t) = r \).

If now \( \vec{Y}(t) \in \mathcal{S}_a \), then the number \( \mathcal{R}_a(\vec{Y}(t)) = \sup\{r \in (0,1) \mid \vec{Y}(t) \in \mathcal{O}_t(a, r^-)^r \} \) is called the radius of convergence of \( \vec{Y}(t) \) (or of the corresponding element \( m \in M \) as this number does not depend on the chosen basis) at \( a \).
One further can consider the following numbers

\[ \mathcal{R}_{a,i} := \sup \{ r \in (0,1) \mid \dim_k(\mathcal{S} \cap \mathcal{O}_1(a,r^-)) \geq t - i + 1 \}. \]

The \( t \)-tuple of numbers \( \mathcal{R}_a = (\mathcal{R}_a(\mathcal{M},D_t)) := (\mathcal{R}_{a,1}, \ldots, \mathcal{R}_{a,t}) \) is called the multiradius of convergence of solutions of \((1.0.1)\) at \( a \). It is an important invariant of \((M,D_t)\), that is, it does not depend on the chosen basis. Then, finally we say that a basis \( \tilde{\mathcal{Y}}_{a,1}(t), \ldots, \tilde{\mathcal{Y}}_{a,t}(t) \) of \( \mathcal{S}_a \) is optimal if the radii of convergence \( \mathcal{R}_a(\tilde{\mathcal{Y}}_{a,1}(t)), \ldots, \mathcal{R}_a(\tilde{\mathcal{Y}}_{a,t}(t)) \) can be rearranged to form \( \mathcal{R}_{a,i} \).

The multiradius of convergence \( \mathcal{R}_a \) has been extensively studied, most notably in \[3, 4, 6\], just to name a few references, in the context of Berkovich curves and modules with connections on them, and where many properties such as continuity and harmonicity have been established.

For a systematic approach one may consult \[4\] and references therein.

A standard way, vaguely speaking, to establish some general property of \( p \)-adic differential modules (such as those already mentioned, continuity and harmonicity for example) is to first establish the property for differential modules which have small (components of) multiradius for every \( a \) considered, or for differential modules which have each \( \mathcal{R}_{a,i} = 1 \). Then, the general case is established by reducing it to these particular ones by using some more or less familiar constructions on differential modules and being careful that we can control the behavior of the desired property under the applied constructions.

One of these constructions, that has proved to be quite useful is that of a direct image of a differential module by a finite étale morphism. If one considers a finite étale morphism \( \varphi : \mathcal{D}_t^{-} \rightarrow \mathcal{D}_s^{-} \) of degree \( d \) between open unit discs equipped with coordinates \( t \) and \( s \), respectively, then \( \varphi \) can be represented as \( s = f(t) \), where \( f(t) \in \mathcal{O}_1(0,1^{-}) \). Then, from \((M,D_t)\) one may obtain differential module \((M_{\varphi},D_s)\) over \( \mathcal{O}_s(0,1^{-}) \) by simply taking \( M_{\varphi} \) to be \( M \) seen as a module over \( \mathcal{O}_s(0,1^{-}) \) via \( \varphi \) and define the action of \( D_s \) by \( D_s(\tilde{m}) := (\frac{1}{f(t)}D_t(m))_{\varphi} \) (where \( \varphi \) in the index means that we see the respective element of \( M \) as an element of \( M_{\varphi} \)). Such established differential module \((M_{\varphi},D_s)\) will have rank \( \cdot d \) and is called direct image of \((M,D_t)\) by \( \varphi \).

If we take \( e_1, \ldots, t^{d-1} \cdot e_1, \ldots, t^{d-1} \cdot e_t \) for a basis of \( M_{\varphi} \) over \( \mathcal{O}_s(0,1^{-}) \), we obtain the associated linear system of differential equations

\[ (1.0.2) \quad \frac{d}{ds} \tilde{Z}(s) = B(s) \tilde{Z}(s), \]

where \( B(s) \in M_{t,d}(\mathcal{O}_s(0,1^{-})) \). Let now \( b \in \mathcal{D}_s^{-}(k) \) and \( a_1, \ldots, a_d \in \mathcal{D}_t^{-}(k) \) be all the preimages of \( b \) by \( \varphi \). The general questions that we deal with in the present articles are: How can one obtain \( \mathcal{S}_0(M_{\varphi},D_s) \) from \( \mathcal{S}_a(M,D) \), \( i = 1, \ldots, d \)? How can one obtain an optimal basis of \( \mathcal{S}_b(M_{\varphi},D_s) \) starting from some optimal bases of \( \mathcal{S}_a(M,D) \), \( i = 1, \ldots, d \)?
The motivation for these questions comes from [5], where authors have obtained a precise formula for $R_b((M, D_s))$ in terms of $R_a((M, D_t))$ and geometric properties of the morphism $\varphi$. The formula has then been applied in loc.cit. to study the ramification properties of certain extensions of valued fields that appear in the context of Berkovich curves as well as in establishing general “laplacian” formula for the multiradius of convergence of differential modules on Berkovich curves. Furthermore, it has been used in [1] to study metric properties and skeleta of finite morphisms of Berkovich analytic curves.

The present article aims to refine and complete the main results of [5] by answering the previous questions.

The ingredients that we use in our discussion are of algebro-geometric flavor, coming from the algebraic and ramification properties of $\varphi$. On the algebraic side, since morphism $\varphi$ is finite, it comes with a unique monic, degree $d$ polynomial $P(s, X) = a_0(s) + \cdots + X^d \in \mathcal{O}_a(0,1^-)[X]$ which has $t$ for a solution. One can also look for solutions in $k[[s-b]]$ and it turns out that for every $a_i$ as before, there is a solution $u_{a_i}(s) \in k[[s-b]]$ that has $a_i$ for the constant coefficient. Moreover, it has nonzero radius of convergence at $b$. Let $U(s)$ denote the Vandermonde $d \times d$ matrix $(v_{i,j})$ where $v_{i,j} = u_{a_i}(s)^{j-1}$, and let $V(s)$ be its inverse (which has entries with nonzero radius of convergence at $b$). Further, for each $i = 1, \ldots, d$, let $Y_{a_i}(t)$ denote the $r \times r$ matrix whose columns are given by vectors $\vec{Y}_{a_i,1}(t), \ldots, \vec{Y}_{a_i,r}(t)$.

Then, we have the following (Theorem 3.12 and Corollary 3.14)

**Theorem 1.1.** A basis of $S_b((M, D_s))$ is given by the columns of the matrix

$$
\left( \bigoplus_{i=1}^{r} V(s) \right) \left( \bigoplus_{i=1}^{d} Y_i(u_{a_i}(s)) \right),
$$

where the direct sum is taken in the sense of matrices.

In particular, the solutions of the direct image of a trivial differential module are given by the columns of the matrix $V(s)$.

On the geometric side, we consider discs $\mathcal{D}_t^{-}$ and $\mathcal{D}_s^{-}$ to be in the sense of Berkovich $k$-analytic geometry and assume some familiarity with the structure and classification of points in the Berkovich projective line $\mathbb{P}^1_k$ as for example presented in [1] Section 3.6.] (although it is not indispensable, using the language of Berkovich geometry does quite simplify the discussion and it is a standard in the more recent literature on $p$-adic differential equations). For $a \in \mathcal{D}_t^{-}$ and $r \in [0, 1)$, let $\eta_{a,r}$ denote the maximal point of the closed (Berkovich) disc $\mathcal{D}_t(a,r)$ with center at $a$ and of radius $r$. For each $a' \in \mathcal{D}_t^{-}$ let $I_{\varphi,a'}$ denote the set of the points $\eta_{a',r}$, $r \in [0, 1)$ and put $T_{\varphi,b} : = \bigcup_{a=1}^{r} I_{\varphi,a}$. Then, $T_{\varphi,b}$ has a natural structure of a topological graph. We say that $\eta \in T_{\varphi,b}$ is branching if $T_{\varphi,b} \setminus \{\eta\}$ has more than 2 connected components and we denote the set of branching points by $B_{\varphi,b}$. A branch $\eta \in B_{\varphi,b}$ is any open disc $\mathcal{D} \subset \mathcal{D}_t^{-}$ which has a nonempty
intersection with $T_{\varphi,b}$ and has $\eta$ for the maximal point. We put $\delta(\eta)$ to denote the number of branches at $\eta$.

Now, for each $\bar{Y}_{a_{i,j}}(t)$ as before, let $r_{i,j}$ be its radius of convergence at $a_i$. We say that $(\bar{Y}_{a_{i,j}}, \mathcal{D}_t(a_i, r_{i,j}))$ is a fundamental pair and denote the set of different fundamental pairs by $\mathcal{P}$ (it depends on the chosen basis at $a_i$). Let us fix a fundamental pair $\mathcal{P} := (\bar{Y}(t), \mathcal{U})$, and put $B_{\varphi,b}(\mathcal{P}) := B_{\varphi,b} \cap \mathcal{U}$. Further, for each $a_i \in B_{\varphi,b}(\mathcal{P})$ let us choose any $\delta(\eta) - 1$ branches at $\eta$, and denote their set, together with $\mathcal{U}$ by $\mathcal{U}_p$. Finally, for $\mathcal{P} = (\bar{Y}(t), \mathcal{V}) \in \mathcal{P}$ and $\mathcal{U} \in \mathcal{U}_p$, let $v_{\mathcal{P},\mathcal{U},s}$ denote the column vector of dimension $r \cdot d$ of analytic functions in $k[[s-b]]$ defined in the following way: The $r$ entries of $v_{\mathcal{P},\mathcal{U},s}$ in positions $(i-1) \cdot r + 1, \ldots, i \cdot r$ are the $r$ entries of $\bar{Y}(u_{a_{i}}(s))$, if $a_{i} \in \mathcal{U}$, and 0 otherwise, where $i = 1, \ldots, d$. Then, we have the following (Theorem 1.11; see also Definition 3.15 for the notion of linked bases)

**Theorem 1.2.**

1. The vector of analytic functions $\left( \bigoplus_{i=1}^{r} \mathbf{V}(s) \right) v_{\mathcal{P},\mathcal{U},s}$ is a solution of the system (1.0.2). Its radius of convergence is equal to the radius of the disc $\varphi(\mathcal{U})$.

2. Suppose that the basis $\{\bar{Y}_{a_{i,1}}(s), \ldots, \bar{Y}_{a_{i,d}}(t)\}$ is optimal, $i = 1, \ldots, d$, and that they are linked. Then, an optimal basis of $(M_\varphi, D_\lambda)$ at $b$ is given by $\left( \bigoplus_{i=1}^{r} \mathbf{V}(s) \right) v_{\mathcal{P},\mathcal{U},s}$, $\mathcal{U} \in \mathcal{U}_p$, $\mathcal{P} \in \mathcal{P}$.

2. Finite morphisms of open discs

2.1. Notation.

2.1.1. Throughout this article $k$ will denote an algebraically closed and complete valued extension of $\mathbb{Q}_p$. We further denote by:

- $\mathcal{D}_t(a, r^-)$ (resp. $\mathcal{D}_t(a, r)$) an open (resp. closed) (Berkovich) disc centered at $a \in k$ and of radius $r$ with respect to coordinate $t$.

  In general we will write $\mathcal{D}_t(a, r^\pm)$ for a disc centered at $a$ and of radius $r$ when we do not want to specify if it is open or closed. Further, we will write $\mathcal{D}_t$ (resp. $\mathcal{D}_t^-$) for a closed (resp. open) unit disc.

- $\mathcal{O}_t(a, r^-)$ (resp. $\mathcal{O}_t(a, r)$) the ring of analytic functions on disc $\mathcal{D}_t(a, r^-)$ (resp. $\mathcal{D}_t(a, r)$).

  These are functions $f(t) = \sum_{i \geq 0} a_i \cdot t^i \in k[[t]]$ such that

  $$\lim_{i \to \infty} |a_i| \cdot \rho^i \to 0, \text{ for all } \rho \in [0, r] \text{ resp. } \rho \in [0, r].$$

  We will write $\mathcal{O}_t^\pm$ for the ring of analytic functions on unit disc $\mathcal{D}_t^\pm$.

- Given $f(t) = \sum_{i \geq 0} a_i \cdot t^i \in \mathcal{O}_t(r^-)$, we denote by $\nu(f(t), \cdot) : (- \log r, \infty) \to \mathbb{R}$ the valuation polygon of $f$, which we recall is given by

  $$\lambda \mapsto \inf \{- \log |a_i| + i \cdot \lambda\}.$$

  It is a continuous, piece-wise linear and concave ($\cap$-shaped) function.
If no confusion arises, we may drop writing \( t \) in the index.

**Definition 2.1.** Let \( a \in k \) and let \( f(t) \in k[[t-a]] \). We define the radius of convergence of \( f(t) \) at \( a \) and denote it by \( R_a(f(t)) \) as

\[
R_a(f(t)) := \sup\{ r \in [0,1) \mid f \in O_t(a,r^{-}) \} = \min\{ 1, \sup\{ r \mid f(t) \in O_t(a,r^{-}) \} \}.
\]

If \( \vec{f}(t) \in k[[t-a]]^{n} \) is a vector of power series, we define \( R_a(\vec{f}(t)) \) as the minimum of radii of convergence of its components.

We note that in general \( R_a(f(t)) \) is different from the true radius of convergence of a power-series as soon as the latter is bigger than 1. We also note that if \( r = R_a(f(t)) > 0 \) then \( f(t) \in O_t(a,r) \) but it does not have to hold \( f(t) \in O_t(a,r^{-}) \).

2.1.2. We briefly recall that all the points of a disc \( \mathcal{D}_t \) are classified in 4 types, according to their residue field (see for example [4, Section 3.6.] for details). For our purposes, we will only work with points of type 2 and 3 along with rational points (points in the base field \( k \)).

We recall that if \( \eta \in \mathcal{D}_t \) is a point of type 2 or 3, then there exists a closed disc \( \mathcal{D}_t(a,r) \subseteq \mathcal{D}^\pm_t \) such that \( \eta \) is the Shilov (maximal) point of \( \mathcal{D}_t(a,r) \). Although point \( a \) is not uniquely determined in this way, the radius \( r \) is and we say that \( r \) is the \( t \)-radius of the point \( \eta \) and write \( r_t(\eta) = r \) and \( \eta_{a,r} := \eta \), with convention that \( \eta_{a,0} := a \).

If \( a \in \mathcal{D}_t^-(\text{resp. } \mathcal{D}_t) \) we denote by \( l_{a,t} \) the set of points of the form \( \eta_{a,r} \), where \( r \in [0,1) \) (resp. \( r \in [0,1] \)) with inherited topology from \( \mathcal{D}_t \).

2.2. Setting.

2.2.1. Let \( \varphi : \mathcal{D}_s^\pm \to \mathcal{D}_t^\pm \) be a finite morphism of unit discs of degree \( d \). Note that the discs are then simultaneously open or closed (a fact that will be used in what follows without explicitly mentioning it). Then, \( \varphi \) comes with a morphism \( \varphi^\#: O_s^\pm \to O_t^\pm \) which makes \( O_s^\pm \) a finite \( O_t^\pm \)-module. The image of \( s \) generates the morphism and if we identify \( s \) with \( \varphi^\#(s) \) we obtain \((s,t)\)-coordinate representation of \( \varphi \) in the form:

\[
(2.1.1) \quad s = f(t) = \sum_{i \geq 0} f_i \cdot t^i.
\]

Then, we have:

1. The point \( a \in \mathcal{D}_s(k) \) is mapped to a point \( f(a) \in \mathcal{D}_t(k) \).
2. For each disc \( \mathcal{D}_t(a,r^\pm) \subseteq \mathcal{D}_t \) we have \( \varphi(\mathcal{D}_t(a,r^\pm)) = \mathcal{D}_s(f(a),r'^\pm) \). More precisely, the radius \( r' \) is given by

\[
-\log r' = v(f(t) - f(a), -\log r).
\]
Furthermore, the restriction $\varphi|_{\mathbb{D}_s(a,r^{\pm})}$ is a finite morphism of closed (resp. open) discs. Then, if we choose coordinates $t - a$ and $s - f(a)$ on $\mathbb{D}_s(a,r^{\pm})$ and $\mathbb{D}_s(f(a),r'^{\pm})$, respectively, we obtain coordinate representation for $\varphi|_{\mathbb{D}_s(a,r^{\pm})}$ in the form

\begin{equation}
\tag{2.1.2}
s - f(a) = f_a(t) := \sum_{j \geq 1} f_{j,a} \cdot (t - a)^j,
\end{equation}

which is nothing but the Taylor expansion of $f(t)$ from (2.1.1) at point $a$. Finally, the degree of $\varphi|_{\mathbb{D}_s(a,r^{\pm})}$ is equal to the right slope of $v(f(t) - f(a),t)$ at $-\log r$ if the discs are open and to the left slope at $-\log r$ if $r < 1$ and the discs are closed.

We note when the disc $\mathbb{D}_s^{-}$ is open, the highest slope of $v(f(t),t)$ is then equal to the degree of the morphism $d$.

\begin{enumerate}[(3)]
\item For any $\mathbb{D}_s(b,r^{\pm}) \subset \mathbb{D}_s^{\pm}$ the inverse image $\varphi^{-1}(\mathbb{D}_s(b,r^{\pm})) = \bigcup_{i=1}^n \mathbb{D}_t(a_i, r_i^{\pm})$ where the latter is a disjoint union of discs and $f(a_i) = b$.

In particular, for each $b \in \mathbb{D}_s^{\pm}(k)$, the cardinality of $\varphi^{-1}(a)$, counting multiplicities, is $d$.
\end{enumerate}

\subsection{On the other side}

On the other side, it follows that there is some natural number $m$ such that

$$a_0(s) + a_1(s) \cdot t + \ldots + a_m(s) \cdot t^m = 0, \quad a_i(s) \in \mathcal{O}_s^{\pm}.$$ 

The minimal such $m$ is equal to $d$. Then $a_d(s)$ is invertible in $\mathcal{O}_s^{\pm}$. Indeed, if $a \in \mathbb{D}_s^{\pm}(k)$, $a_d(a) = 0$ would imply that $\varphi^{-1}(a)$ has less or equal than $d - 1$ preimages in $\mathbb{D}_s^{\pm}(k)$ which contradicts the previous point. So $a_d(a) \neq 0$ and $a_d(s)$ is invertible in $\mathcal{O}_s^{\pm}$. Hence, there exists a unique monic polynomial $P(s,x) = a_0(s) + \ldots + a_{d-1}(s) \cdot x^{d-1} + x^d \in \mathcal{O}_s^{\pm}[X]$ of degree $d$ such that $P(s,t) = 0$.

The point (3) above then translates in the following way. For each $b \in \mathbb{D}_s^{\pm}(k)$ and $r \in (0,1)$, we have a natural embedding $O_{s}^{\pm} \hookrightarrow O_s(b,r^{\pm})$. Then $\varphi^{-1}(\mathbb{D}_s(b,r^{\pm})) = \bigcup_{i=1}^n \mathbb{D}_t(a_i, r_i^{\pm})$ corresponds to a factorization of $P(s,x) \in O_s(b,r^{\pm})[X]$ into $n$ irreducible monic polynomials $P_i(s,x)$, where $P_i(s,x)$ corresponds to the restriction $\varphi|_{\mathbb{D}_t(a'_i,r_i^{\pm})} : \mathbb{D}_t(a_i', r_i^{\pm}) \to \mathbb{D}_s(b,r^{\pm})$ and its zero is the image of $t = a'_i + (t - a'_i)$ in $\mathbb{D}_t(a_i',r_i^{\pm})$ and where $a'_1, \ldots, a'_n \in \varphi^{-1}(b)$. Once we put $a = a_i$, (2.1.2) gives relation between images of $s$ and $t$ in $O_s(b,r^{\pm})$ and $O_t(a_i',r_i^{\pm})$, respectively.

We have the following commutative diagrams

\begin{figure}[h]
\centering
\begin{tikzcd}
\mathbb{D}_s^{\pm} \arrow{r}{\varphi} \arrow[hook]{d} & \mathbb{D}_s^{\pm} \arrow[hook]{d} \\
U := \bigcup_{i=1}^n \mathbb{D}_t(a_i, r_i^{\pm}) \arrow{r}{\varphi|_U} & \mathbb{D}_s(b,r^{\pm})
\end{tikzcd}
\end{figure}

\begin{figure}[h]
\centering
\begin{tikzcd}
\mathcal{O}_s^{\pm} \arrow{r}{\varphi^*} \arrow[hook]{d} & \mathcal{O}_t^{\pm} \arrow[hook]{d} \\
\bigoplus_{i=1}^n \mathcal{O}_t(a_i', r_i^{\pm}) \arrow{r}{\bar{\varphi}^*} & \mathcal{O}_s(b,r^{\pm})
\end{tikzcd}
\end{figure}

where in Diagram 1 the vertical arrows are natural inclusions while in Diagram 2 the vertical arrows are restrictions.
2.3. Tree over a point.

Definition 2.2. Let $b \in \mathcal{D}_t^\pm (k)$. The set $\cup_{a \in \varphi^{-1}(b)} t, a = \varphi^{-1}(l, a)$ (with inherited topology from $\mathcal{D}_t$) is called $\varphi$-tree over $b$ and we denote it by $T_{\varphi, b}$.

A point $y \in T_{\varphi, b}$ is called branching if $T_{\varphi, b} \setminus \{y\}$ has more than two connected components. We denote the set of branching points by $B_{\varphi, b}$.

Let $\eta \in B_{\varphi, b}$. We call any open disc in $\mathcal{D} \subseteq \mathcal{D}_t^\pm$ a branch at $\eta$ if $\mathcal{D}$ is a connected component of $\mathcal{D}_t^\pm \setminus \{\eta\}$ and $T_{\varphi, b} \cap \mathcal{D}$ is nonempty. We denote by $\delta(\eta)$ the cardinality of the set of branches at $\eta$.

It is easy to see that $\eta \in \mathcal{D}_t^\pm (k)$ is a branching point in $T_{\varphi, b}$ if there exists $a_1, a_2 \in \varphi^{-1}(b)$, $a_1 \neq a_2$ such that $\eta = \eta_{a_1, r} = \eta_{a_2, r}$, for some $r \in (0, 1]$. The set of branching points is finite.

Definition 2.3. We say that $r \in (0, 1]$ is branching radius if there is a branching point $\eta \in T_{\varphi, b}$ such that $r_s(\varphi(\eta)) = r$. We also say that $r$ is the branching radius of $\eta$, and we denote by $B_{\varphi, b}(r)$ all the branching points of $T_{\varphi, b}$ whose branching radius is $r$.

In fact, if $\mathcal{D}$ is any disc attached to the branching point $\eta$, then $r_s(\varphi(\eta))$ is the radius of the disc $\varphi(\mathcal{D})$.

Lemma 2.4. Let $\mathcal{D} \subseteq \mathcal{D}_t^\pm$ be a disc. Then,

$$\sum_{\eta \in B_{\varphi, b} \cap \mathcal{D}} (\delta(\eta) - 1) + 1 = \#(\mathcal{D} \cap \varphi^{-1}(b)).$$

Proof. We note that if we substitute $\mathcal{D}$ with a disc $\mathcal{D}' \subseteq \mathcal{D}$ such that $\mathcal{D} \cap \varphi^{-1} = \mathcal{D}' \cap \varphi^{-1}(b)$, then none of the numbers in equality change.

In particular, we may substitute $\mathcal{D}$ with the smallest closed disc $\mathcal{D}' = \mathcal{D}_t(a, r)$ in $\mathcal{D}_t$ which contains points $\mathcal{D} \cap \varphi^{-1}(b)$. If $r = 0$, then $\mathcal{D}'$ contains no branching points and $\#(\mathcal{D}' \cap \varphi^{-1}(b)) = 1$ and the equality holds. If $r > 0$, then $\eta_{a, r}$ is in $B_{\varphi, b}$ and in this case we note that $T_{\varphi, b} \cap \mathcal{D}'$ has naturally a structure of a planar graph with set of vertices $V$ being the union of $B_{\varphi, b} \cap \mathcal{D}'$ and $\mathcal{D}' \cap \varphi^{-1}(b)$, and edges being the connected components of $(T_{\varphi, b} \cap \mathcal{D}) \setminus V$. Note that the number of edges is exactly $\sum_{\eta \in B_{\varphi, b} \cap \mathcal{D}'} \delta(\eta)$. Euler’s formula then reads

$$\#(\mathcal{D}' \cap \varphi^{-1}(b)) + \sum_{\eta \in B_{\varphi, b} \cap \mathcal{D}'} 1 - \sum_{\eta \in B_{\varphi, b} \cap \mathcal{D}'} \delta(\eta) + 1 = 2,$$

which implies the lemma. \qed

2.4. Solutions.

Definition 2.5. Let $b \in \mathcal{D}_s^\pm (k)$. We say that $u(s) \in k[[s - b]]$ is a solution of $P(s, X) = 0$ at $b$ if $P(s, u(s)) = 0$. 
We continue discussion in §2.2.3. Suppose that \( b \in D_s^\pm \) is not branching for \( \varphi \). Then, for a small enough disc \( D := D(b, r^-) \), we have \( \varphi^{-1}(D) = \cup_{i=1}^d D(a_i, r_i^-) \) where the union is disjoint and which corresponds to factorization of polynomial \( P(s, X) \) into linear factors of the form \( X - f_i(s) \), where \( f_i(s) \in \mathcal{O}_s(b, r^-) \), and which in turn corresponds to the restriction \( \varphi|_{D(a_i, r_i^-)} : D(a_i, r_i^-) \to D \) (which is then an isomorphism). In particular, we may write \( t = f_i(s) \).

Now, since \( t = a_i \) is sent to \( s = b \) we obtain that \( f_{i,0} = a_i \), which gives \( t = a_i + \sum_{j \geq 1} f_{i,j} \cdot (s - b)^j \), and the latter series has a non-zero radius of convergence. Then, we proved

**Lemma 2.6.** Suppose that \( b \in D_s^\pm(k) \) is not a branching point for \( \varphi \). Then, there are exactly \( d \) solutions of \( P(s, X) = 0 \) at \( b \). More precisely, for each \( a \in D_s^\pm(k) \) which is a zero of \( P(0, X) \) corresponds one solution of the form \( u_a(s) = a + \sum_{i \geq 1} u_{a,i} \cdot (s - b)^i \).

Each solution has a non-zero radius of convergence.

### 2.5. Sections

The setting and notation remains as before.

**Definition 2.7.** Let \( U \subset D_s^\pm \) be a \( k \)-analytic subset. A section of \( \varphi \) over \( U \) is any morphism \( \phi : U \to \varphi^{-1}(U) \) such that \( \varphi \circ \phi = \text{id} \).

A section of \( \varphi \) at \( b \in D_s^\pm(k) \) is any section of \( \varphi \) over \( U \), where \( U \) is some open neighborhood of \( b \).

Two sections at \( b \) are equal if their restrictions coincide on some neighborhood of \( b \).

Suppose that \( b \in D_s^\pm \) is not a branching point for \( \varphi \) and let \( r \in (0, 1) \) be such that \( \varphi^{-1}(D(b, r^-)) \) has exactly \( d \) connected components denoted by \( D(a_i, r_i^-) \), \( i = 1, \ldots, d \). Then, the restriction \( \varphi|_{D(a_i, r_i^-)} : D(a_i, r_i^-) \to D(b, r^-) \) is an isomorphism of open discs, and as we saw in the previous section, it has \((t - a_i, s - b)\)-coordinate representation given by \( t = a_i + \sum_{j \geq 1} u_{a,i,j} \cdot (s - b)^j \), coming from the solution \( u_a(s) \) of \( P(s, X) \) at \( b \). The latter function is then invertible in \( \mathcal{O}_b(b, r^-) \) and we may write \( s - b = \sum_{i \geq 1} g_{i,j} \cdot (t - a_i)^j \) which is a coordinate representation of the inverse morphism \( \phi_i := \varphi^{-1}|_{D(a_i, r_i^-)} : D(b, r^-) \to D(a_i, r_i^-) \).

In particular, morphism \( \phi_i' : D(a_i, r_i^-) \to \varphi^{-1}(D(b, r^-)) \) induced by \( \phi_i \) is a section of \( \varphi \) over \( D(a_i, r_i^-) \). At the level of functions, \( \phi_i' \) is generated by \( t|_{D(a_i, r_i^-)} \mapsto \sum_{j \geq 0} u_{a,i,j}(s - b)^j \) and \( t|_{D(a_i, r_i^-)} \mapsto 0 \), for \( j \neq i \).

In this way we proved

**Lemma 2.8.** Suppose that \( b \in D_s^\pm(k) \) is not a branching point for \( \varphi \). Then, there are exactly \( d \) different sections of \( \varphi \) at \( b \).

More precisely, for each \( a \) in \( \varphi^{-1}(b) \), and \( u_a(s) \) a solution at \( b \) with \( u_a(0) = a \), there is a section \( \phi_a \) that is given by \( t|_{D(a, r^-)} \mapsto u_a(s) \) and \( t|_{U} \mapsto 0 \), where \( r \in (0, 1) \) such that \( \varphi|_{D(a, r)} \) is an isomorphism and \( U \) is any connected component of \( \varphi^{-1}(\varphi(D(a_i, r_i^-))) \) which is different from \( D(a_i, r_i^-) \).
Remark 2.9. Let $\phi_a$ be a section of $\phi$ at $b$ that corresponds to the solution $u_a(s)$. Each element $g(t) \in \mathcal{O}_X^k$ can uniquely be written as $g(t) = g_0(s) + g_1(s) \cdot t + \cdots + g_{d-1}(s) \cdot t^{d-1}$, for some elements $g_i(s) \in \mathcal{O}_X^k$. Then, $\phi_a^\#(g(t))$ is given by $\phi_a^\#(g(t)) = g_0(s) + g_1(s) \cdot u_a(s) + \cdots + g_{d-1}(s) \cdot u_a(s)^{d-1}$.

3. $p$-Adic Differential Modules over Discs

3.1. General constructions.

3.1.1. A standard reference for this section is [7, Chapter 5]. Let $K$ be a field and let $(R,d)$ be a $K$-differential ring, that is, a (commutative) $K$-algebra $R$ equipped with an additive map (derivation) $d : R \to R$ that satisfies $d(a \cdot b) = d(a) \cdot b + a \cdot d(b)$ and such that $d(\alpha) = 0$, for $\alpha \in K$. By a differential module $(M,D)$ over $(R,d)$ of rank $r$ we mean a finite free $R$-module $M$ of rank $r$ equipped with an additive map (derivation) $D : M \to M$ which satisfies $D(a \cdot m) = d(a) \cdot m + a \cdot D(m)$, for every $a \in R$ and $m \in M$. In particular, $(R,d)$ is a differential module over itself. We put $M^D := \text{Ker} \ D$ and note that the latter is a $K$-vector space and we call its elements horizontal.

A morphism between two differential modules $(M_1,D_1)$, $(M_2,D_2)$ over $(R,d)$ is a morphism of $R$-modules $f : M_1 \to M_2$ which commutes with derivations, $f \circ D_1 = D_2 \circ f$. Such a map is sometimes called horizontal. Note that if $(M_1,D_1)$ and $(M_2,D_2)$ are isomorphic differential modules, the $K$-vector spaces $M_1^D$ and $M_2^D$ are isomorphic.

Many operations that one can perform on $R$-modules carry over to differential modules (with suitable modifications). We recall some of them that will serve for our purposes.

Let $(M_1,D_1)$ and $(M_2,D_2)$ be differential modules over $(R,d)$ of ranks $\tau_1$ and $\tau_2$, respectively, and $m_1 \in M_1$ and $m_2 \in M_2$. Then, $(M_1 \oplus M_2,D_1 \oplus D_2)$, with $(D_1 \oplus D_2)(m_1 \oplus m_2) = D_1(m_1) \oplus D_2(m_2)$, and $(M_1 \otimes M_2,D_1 \otimes D_2)$ with $D_1 \otimes D_2(m_1 \otimes m_2) = D_1(m_1) \otimes m_2 + m_1 \otimes D_2(m_2)$ are also differential modules over $(R,d)$. Their ranks are $\tau_1 + \tau_2$ and $\tau_1 \cdot \tau_2$, respectively.

Let $\tau$ be the rank of $M$ and let $\underline{e} := \{e_1, \ldots, e_\tau\}$ be an $R$-basis for $M$. If we write $D(e_i) = a_{i,1} \cdot e_1 + \cdots + a_{i,\tau} \cdot e_\tau$ we obtain an $r \times \tau$ matrix $A_{\underline{e}} := (a_{i,j}) \in M_\tau(R)$. We say that $A_{\underline{e}}$ is the derivation matrix with respect to $\underline{e}$.

In particular, if we take $m = v_1 \cdot e_1 + \cdots + v_\tau \cdot e_\tau \in M$, and identify $m$ with the column vector $\vec{v} := (v_1, \ldots, v_\tau)^T$ then $D(m) = D(\vec{v}) = d(\vec{v}) + A_{\underline{e}}^T \vec{v}$, which completely describes the action of $D$ on $M$ with respect to basis $\underline{e}$. For example,

$$m \in M^D \quad \text{if and only if} \quad d(\vec{v}) = -A_{\underline{e}}^T \vec{v},$$

hence to find horizontal elements one is led to solve the differential system on the right-hand side of (3.0.1). We call this system the associated system to differential module $(M,D)$ with respect to basis $\underline{e}$.

We will often use identification of $m$ with the column vector $\vec{v}_{\underline{e}} := \vec{v}$ and may drop writing $\underline{e}$ in the index if the basis is fixed or known from the context.
Lemma 3.3. Let \( \epsilon' \) be another \( R \)-basis for \( M \), then there is a matrix \( B := B_{\epsilon' \epsilon} \in \text{Gl}_t(R) \) such that \( \epsilon = B \epsilon' \) and a direct calculation shows that the derivation matrix of \((M,D)\) with respect to \( \epsilon' \) is

\[
A_{\epsilon'} = d(B_{\epsilon' \epsilon})B_{\epsilon' \epsilon} + B_{\epsilon' \epsilon}A_{\epsilon}B_{\epsilon \epsilon'}.
\]

We finally recall that \( \dim_K M^D \leq r \).

3.1.2. Let \((R, d)\) and \((R', d')\) be differential rings and let \( \phi : R \to R' \) be a \( K \)-algebra homomorphism such that there exists some \( r' \in R'^* \) so that \( d'(\phi(r)) = r' \cdot \phi(d(r)) \), for all \( r \in R \). Let \((M,D)\) be a differential module over \((R', d')\). Then, we put \( M_\phi \) to denote \( R \)-module obtained from \( M \) by restriction of scalars via \( \phi \), and \( D_\phi \) a derivation on \( M \) defined by \( D_\phi(m) = \frac{1}{r'} \cdot D(m) \). For \( m \in M \) we will often write \((m)_\phi\) if we want to see \( m \) as an element of \( M_\phi \).

Definition 3.1. If \( R' \) is a finite \( R \)-module, then \((M_\phi, D_\phi)\) is a differential module over \((R,d)\) which is called a direct image of \((M,D)\) by \( \phi \).

In fact, it is not hard to see that if \( e_1, \ldots, e_t \) is a basis of \( M \) over \( R' \) and \( f_1, \ldots, f_n \) is a basis of \( R' \) over \( R \), then \( f_i e_j, i = 1, \ldots, n, j = 1, \ldots, t \) is a basis of \( M_\phi \) over \( R \).

Remark 3.2. We note that there is a \( K \)-linear bijection between \( M^D \) and \( \phi M^D_\phi \) by construction which gives us that \( \dim_K M^D = \dim_K \phi M^D_\phi \).

Lemma 3.3. Let \((M,D)\) be a differential module over \((R',d')\), and let

\[
\begin{array}{ccc}
R' & \xrightarrow{\phi} & R \\
\downarrow{\psi'} & & \downarrow{\psi} \\
R'_0 & \xleftarrow{\phi_0} & R_0
\end{array}
\]

be a commutative diagram where \((R',d'),(R_0,d_0),(R'_0,d'_0)\) are differential rings, \( \phi, \phi_0, \psi, \psi' \) are \( K \)-algebra morphisms, \( \phi \) and \( \phi_0 \) are finite of the same degree, and \( \psi \) and \( \psi' \) are horizontal. Suppose further there exists an invertible element \( \alpha \in R' \) such that for any \( a \in R \) (resp. \( a_0 \in R_0 \)), we have \( d'(\phi(a)) = \alpha \cdot \phi(d(a)) \) (resp. \( d'(\phi_0(a_0)) = \psi'(\alpha) \cdot \phi_0(d_0(a_0)) \)). Then, we have an isomorphism of differential modules

\[
(M_\phi \otimes R_0, D_\phi \otimes d_0) \xrightarrow{\approx} ((M \otimes R'_0)_{\phi_0}, (D \otimes d_0)_{\phi_0}).
\]

Proof. An element of the module on the left-hand side has a form \( \sum_{i=1}^l (m_i)_\phi \otimes a_i \), for some \( m_i \in M \) and \( a_i \in R_0 \). Then, it is easy to see that the map

\[
\sum_{i=1}^l (m_i)_\phi \otimes a_i \mapsto \left( \sum_{i=1}^l m_i \otimes \phi_0(a_i) \right)_{\phi_0}
\]

gives us the required horizontal isomorphism. \[\square\]
3.2. Setting.

3.2.1. In our setting, the base differential rings will be of the form \((O^\pm_k, d_t)\) (with \(K = k\)) where \(d_t = \frac{d}{dt}\). If \((M, D)\) is a differential module over \((O^\pm_k, d_t)\), we put \(D_t := D\) to keep track of variables.

Furthermore, if \(a \in \mathcal{O}^\pm_k(k)\) and \(r \in (0, 1)\) we denote by \((M_{a,r}, D_t)\) the differential module \((M \otimes \mathcal{O}_l(a, r^\pm), D_t \otimes \frac{d}{dt})\), hoping that it will be clear from the context whether by \(D\) we mean \(D_\ell\) or \(D_t \otimes \frac{d}{dt}\).

Let \((M, D_t)\) be a differential module of rank \(r\) over \((O^\pm_k, d_t)\). For \(i = 1, \ldots, r\), we put
\[
\mathcal{R}_i := \mathcal{R}_i(a, (M, D)) := \sup\{s \in (0, 1] \mid \dim_k M^D_{a_s,r_s} \geq r - i + 1\}.
\]

**Definition 3.4.** The \(r\)-tuple \((\mathcal{R}_1, \ldots, \mathcal{R}_r)\) is called the multiradius of convergence of (horizontal elements of) \((M, D_t)\) at \(a\). The number \(\mathcal{R}_1\) is called the radius of convergence of (horizontal elements of) \((M, D_t)\) at \(a\).

That the definition is good follows from the following, \(p\)-adic Cauchy theorem.

**Proposition 3.5.** The radius of convergence of \((M, D)\) at \(a\) is a non-negative number. In particular, for every \(r \in (0, \mathcal{R}_1(a, (M, D)))\), \(\dim_k M^D_{a_r} = r\).

Having in mind the proposition, in what follows we will use \((M_a, D_t)\) to denote the differential module \((M_{a,r}, D_t)\), for some unspecified \(r \in (0, \mathcal{R}_1(a, (M, D)))\). Then, it makes sense to speak of a basis of \(M^D_{a_1}\) to which we will also refer as to a basis of horizontal elements of \((M, D_t)\) (or a basis of \(M^D_{a_1}\)) at \(a\).

In fact, one can as well re-examine such a differential module at \(a\) of a single horizontal element \(m \in M^D_{a}\). For this, let \(\mathcal{E}\) be a basis for \(M\) over \(O^\pm_k\) and let \(A_\mathcal{E} := A_\mathcal{E}(t) \in M_\ell(O^\pm_k t)\) be the matrix of derivation \(D_t\), with respect to \(\mathcal{E}\). Then, \(m\) can be identified with the column vector of analytic functions \(\bar{y}(t) \in k[[s-a]]^r\) and we put \(\mathcal{R}_a(m) := \mathcal{R}_a(\bar{y}(t))\). That this definition does not depend on the chosen basis \(\mathcal{E}\) follows from a simple observation that if \(B(t) \in GL_r(O^\pm_k)\), then \(\mathcal{R}_a(B(t) \bar{y}(t)) \geq \mathcal{R}_a(\bar{y}(t))\) (recall our Definition 4.1 and equations (3.0.1) and (3.0.2)).

**Definition 3.6.** A basis \(m_1, \ldots, m_r\) of space of horizontal elements of \((M, D)\) at \(a\) is called optimal if numbers \(\mathcal{R}_a(m_1), \ldots, \mathcal{R}_a(m_r)\) can be rearranged to form the multiradius of convergence of \((M, D)\) at \(a\).

Another way to look at optimal basis is to consider
\[
\Pi := \sup\{\prod_{i=1}^r \mathcal{R}_a(m_i) \mid m_1, \ldots, m_r \text{ is a basis of } M^D \text{ at } a\}.
\]
Then, \( m_1, \ldots, m_r \) is optimal basis for \( M^D \) at \( a \) if and only if (see [11])

\[
\Pi = \prod_{i=1}^{r} \mathcal{R}_a(m_i).
\]

Here is a simple but useful criterion for a basis of horizontal elements to be optimal.

**Lemma 3.7.** Let \( (M, D_t) \) be a differential module of rank \( r \) over \( \mathcal{O}_t^{\pm} \), and let \( m_1, \ldots, m_r \) be a basis of horizontal elements of \( M \) at some \( a \in \mathcal{D}_t^{\pm}(k) \). The following are equivalent:

1. \( m_1, \ldots, m_r \) is an optimal basis at \( a \);
2. let \( J_r \subseteq \{1, \ldots, r\} \) be such that \( \mathcal{R}_a(m_j) = r \) for any \( j \in J_r \). Then, the radius of convergence of any nontrivial \( k \)-linear combination \( \sum_{j \in J_r} \alpha_j \cdot m_j \) is \( r \).
3. If \( m \in M^D_a \) has radius of convergence \( r \), then \( m = \sum_{i=1}^{r} \beta_i \cdot m_i \) with \( \mathcal{R}_a(m_i) \geq r \) for every \( i \) with \( \beta_i \neq 0 \) and for at least one such \( i \) we have \( \mathcal{R}_a(m_i) = r \).

**Proof.**

(1)\( \Rightarrow \) (2) It is clear that the radius of convergence of \( m_0 := \sum_{j \in J_r} \alpha_j \cdot m_j \) is bigger than or equal to \( r \). Suppose it is strictly bigger and \( r < 1 \). Then, if we take out from \( m_1, \ldots, m_r \) one \( m_{j_0} \) with \( j_0 \in J_r \) and \( \alpha_{j_0} \neq 0 \) and substitute it with \( m_0 \), we will obtain a new basis of horizontal elements, but this time with the product of the radii of convergence strictly bigger than that of the starting basis, which is a contradiction.

(2)\( \Rightarrow \) (1) Suppose that the basis is not optimal, and let \( m'_1, \ldots, m'_r \) be any optimal basis of horizontal elements of \( M \) at \( a \). We note that by our assumption and first part of the proof, for both bases \( \{m_1, \ldots, m_r\} \) and \( \{m'_1, \ldots, m'_r\} \) property (2) holds.

From Definition 3.6 it follows that there is some \( r \in (0, 1] \) such that the number of \( m_i \)'s which have radius of convergence \( r \) is strictly smaller than the number of \( m'_i \)'s with the same property, which implies that the number of \( m_i \)'s which have radius of convergence strictly bigger than \( r \) is smaller than the number of \( m'_i \)'s with the same property. Hence, there is some \( m'_j \) with radius of convergence bigger than \( r \) such that if we write

\[
(3.7.1) \quad m'_j = \sum_{i=1}^{r} \alpha_i \cdot m_i,
\]

there will be some \( i_0 \in \{1, \ldots, r\} \) such that \( \alpha_{i_0} \neq 0 \) and \( \mathcal{R}_a(m_{i_0}) = r_0 \). We may choose \( i_0 \) so that \( r_0 \) is smallest among all the radii of convergence of elements \( m_i \) for which \( \alpha_i \neq 0 \). Note that by what we said before \( r_0 \leq r \). Then, we may rewrite (3.7.1) as

\[
\sum_{\mathcal{R}_a(m_i) = r_0}^{r} \alpha_i \cdot m_i = - \sum_{\mathcal{R}_a(m_i) > r_0}^{r} \alpha_i \cdot m_i - m'_j,
\]

where the sum on the left is non-trivial. However, the right-hand side has radius of convergence bigger than \( r_0 \) which contradicts assumption (2).
(2)→(3) Let \( r_0 \) be the smallest among the radii of convergence of \( m_i \) for which \( \beta_i \neq 0 \). Then, we may write
\[
\sum_{i=1}^{r} \beta_i \cdot m_i = - \sum_{i=1}^{r} \beta_i \cdot m_i - m,
\]
hence by (2) it follows that \( r_0 = r \) which implies (3).

(3)→(2) is easy. \( \square \)

3.2.2. Let \( \varphi : \mathcal{D}_t^\pm \to \mathcal{D}_t^\pm \) be a finite étale morphism of unit discs of degree \( d \), and \( s = f(t) \) its \((s,t)\)-coordinate representation. Then \( f'(t) \) is invertible in \( \mathcal{O}_t^\pm \) and we have that for any \( g(s) \in \mathcal{O}_s^\pm \),
\[
d_t(f(f(t))) = f'(t) \cdot \varphi^\#(d_s(g(s)))
\]
so in particular, we may form the direct image of \((M,D_t)\) by \( \varphi \)
which we denote by \((M_\varphi,D_\varphi)\).

We recall that the action of \( D_s \) on \( M_\varphi \) is then given by \( D_s(m) = \left( \frac{1}{f'(t)} D_t(m) \right)_\varphi \).

Moreover, for every \( e_1, \ldots, e_t \) is \( \mathcal{O}_t^\pm \) basis for \( M \), and if \( m \in M, m = a_1(t) \cdot e_1 + \cdots + a_t(t) \cdot e_t \), then
\[
D_s(m) = \left( \frac{1}{f'(t)} \sum_{i=1}^{t} \left( \frac{d}{dt} a_i(t) \cdot e_i + a_i(t) \cdot D_t(e_i) \right) \right)_\varphi = \sum_{i=1}^{t} \sum_{j=0}^{r-1} a_{i,j}(s) \cdot V^j(e_i)_\varphi.
\]

Let \( r \in (0,1) \), \( b \in D_s(b,r^-) \) and put \( \{a_1, \ldots, a_d\} = \varphi^{-1}(b) \) and let \( U := \varphi^{-1}(\mathcal{D}_t(b,r^-)) = \bigcup_{i=1}^{n} \mathcal{D}_t(a'_i,r_{i}^-) \), where the union is disjoint and where \( \varphi(a'_i) = b \). We recall that we have a commutative Diagram 3.3 and we note that the restriction morphisms \( \psi_s : (\mathcal{O}_s^\pm, d_s) \to (\mathcal{O}_s(b,r^-), d_s) \)
and \( \psi_t : (\mathcal{O}_t^\pm, d_t) \to (\bigoplus_{i=1}^{n} \mathcal{O}_t(a'_i,r_{i}^-), \bigoplus_{i=1}^{n} d_t) \) are horizontal morphisms of differential rings. Furthermore, for every \( g(s) \in \mathcal{O}_s(b,r^-) \), we have that
\[
d_t(\varphi^\#(g(s))) = \bigoplus_{i=1}^{n} d_t(g(f(t))) \cdot f'(t) \cdot \bigoplus_{i=1}^{n} g'(f(t)) = f'(t) \cdot \varphi^\#(d_s(g(s))),
\]
hence all the conditions of Lemma 3.3 are satisfied and we obtain the following

**Corollary 3.8.** Let \((M,D_t)\) be a differential module over \((\mathcal{O}_t^\pm, d_t)\). Then, the map
\[
\Phi_r : M_\varphi \otimes \mathcal{O}_s(b,r^-) \to \left( \bigoplus_{i=1}^{n} \mathcal{O}_t(a'_i,r_{i}^-) \right)_{\varphi|U} \left( \bigoplus_{i=1}^{n} (M \otimes \mathcal{O}_t(a'_i,r_{i}^-))_{\varphi|\varphi_\varphi(a'_i,r_{i}^-)} \right)_{\varphi|U} = M_\varphi \otimes \mathcal{O}_s(b,r^-) \left( \bigoplus_{i=1}^{n} (M \otimes \mathcal{O}_t(a'_i,r_{i}^-))_{\varphi|\varphi_\varphi(a'_i,r_{i}^-)} \right)_{\varphi|U},
\]
induces an isomorphism of differential modules.

3.2.3. We next describe more precisely isomorphism \( \Phi_r \). Let us denote its inverse by \( \Psi_r \) and keep the setting and notation from the previous section. Let us fix once and for all an \( \mathcal{O}_t^\pm \)-basis \( \{e_1, \ldots, e_t\} \) for \( M \). Then, any element \( m \in M_\varphi \otimes \mathcal{O}_s(b,r^-) \) can be written as (we identify \( s \)
with $\varphi^\#(s)$

$$m = \sum_{j=1}^r \sum_{m=0}^{d-1} g_{j,m}(s) \cdot t^m \cdot e_j, \quad g_{j,m}(s) \in \mathcal{O}_s(b,r^-).$$

On the other side, the image of $\sum_{m=0}^{d-1} g_{j,m}(s) \cdot t^m$ by $\Psi_r$ defines an element in $\bigoplus_{i=1}^n \mathcal{O}_i(a_i', r_i^-)$, hence an analytic function on every $\mathcal{D}(a_i', r_i^-)$, $i = 1, \ldots, n$. If we denote the degree of $\mathcal{O}_s(b,r^-) \leftrightarrow \mathcal{O}_t(a_i, r_i^-)$ by $d_i$, it follows that there exist functions $G_{i,j,m}(s) \in \mathcal{O}_s(b,r^-)$ such that

$$(3.8.1) \quad \sum_{m=0}^{d-1} g_{j,m}(s) \cdot X^m \equiv \sum_{m=0}^{d_i-1} G_{i,j,m}(s) \cdot X^m \mod P(s,X), \quad i = 1, \ldots, n,$$

hence

$$\left( \sum_{m=0}^{d-1} g_{j,m} \cdot t^m \right) \left[ \varphi_t(a_i, r_i^-) \right] \equiv \sum_{m=0}^{d_i-1} G_{i,j,m}(s) \cdot t^m, \quad i = 1, \ldots, n.$$

Hence, with respect to corresponding bases $\{e_1, \ldots, e_r\}$ and $\{e_1, \ldots, t^{d-1}e_1, \ldots, t^{d-1}e_r\}$, the action of $\Phi_r$ is given by

$$m \mapsto \Phi_r(m)$$

$$(3.8.2) \quad \sum_{j=1}^r \sum_{m=0}^{d-1} g_{j,m}(s) \cdot t^m e_j \mapsto \bigoplus_{i=1}^n \left( \sum_{j=1}^r \sum_{m=0}^{d_i-1} G_{i,j,m}(s) \cdot t^m e_j \right).$$

In the other direction, to obtain $\Psi_r$, we note that given a collection of functions $G_{i,j,m}(s)$, one can recover $g_{j,m}(s)$ from relations (3.8.1) thanks to Chinese reminder theorem.

### 3.3. Radius of convergence and direct images.

We next use Corollary 3.8 to study radius of convergence of horizontal solutions of the direct image $(M_\varphi, D_s)$ at a rational point $b$. Let us fix $r, R \in (0,1]$ with $r < R$, and let us put $\varphi^{-1}(\mathcal{D}_t(b, r^-)) = \bigcup_{i=1}^m \mathcal{D}_t(a_i', r_i^-)$ and $\varphi^{-1}(\mathcal{D}_s(b, R^-)) = \bigcup_{i=1}^n \mathcal{D}_t(a_i'', R_i^-)$, both unions being disjoint. As usual, we assume that $\{a_1', \ldots, a_n', a_1'', \ldots, a_n''\} \subset \varphi^{-1}(b)$.

Let $\mathcal{D}_t(a_1', r_{1i}^-), \ldots, \mathcal{D}_t(a_n', r_{ni}^-)$ be those discs among $\mathcal{D}_t(a_i', r_i^-)$, $i = 1, \ldots, n$, that are contained in $\mathcal{D}_t(a_i'', R_i^-)$.

Then, we have the following commutative diagram of differential modules
\[
\begin{align*}
\bigoplus_{i=1}^{n'} (M \otimes O_t(a''_i, R^-_i)) \varphi_{\varphi | D_t(a''_i, R^-_i)} & \xrightarrow{\Psi_R} M_\varphi \otimes O_s(b, R^-) \\
\bigoplus_{i=1}^{n} (M \otimes O_t(a''_i, R^-_i)) \varphi_{\varphi | D_t(a''_i, R^-_i)} & \xrightarrow{\Psi_\varphi} M_\varphi \otimes O_s(b, r^-) \\
\bigoplus_{i=1}^{n'} \bigoplus_{l=1}^{j(i)} (M \otimes O_t(a'_{i,l}, R^-_{i,l})) \varphi_{\varphi | D_t(a'_{i,l}, R^-_{i,l})} & \xrightarrow{\text{id}} M_\varphi \otimes O_s(b, r^-)
\end{align*}
\]

where the upper vertical arrows are restrictions and where the left lower vertical arrow comes from just rearranging the terms in the direct sum.

Suppose now that \((m)_\varphi\) is a horizontal element of the direct image \((M_\varphi, D_s)\) at \(b\) and that \(R_b((m)_\varphi) \geq r\). Then, there are horizontal elements \(m_{i,l} \in M \otimes O_t(a'_{i,l}, R^-_{i,l})\), \(i = 1, \ldots, n'\), \(l = 1, \ldots, j(i)\) such that
\[
\bigoplus_{i=1}^{n'} \left( \bigoplus_{l=1}^{j(i)} m_{i,l} \right)_\varphi = (m)_\varphi.
\]
We remark that each \(m_{i,l}\) has radius of convergence bigger than or equal to \(r_{i,l}\). Similarly, if \(R_b((m)_\varphi) \geq R\), then there are horizontal elements \(m_i \in M \otimes O_t(a''_i, R^-_i)\), \(i = 1, \ldots, n'\) such that
\[
\bigoplus_{i=1}^{n'} m_i \varphi = (m)_\varphi.
\]
We further note that in this case that \(m_{i,l} = m_i |_{M \otimes O_t(a'_{i,l}, R^-_{i,l})}\), where the latter is the image of \(m_i\) under restriction map (we will simply the restriction of \(m_i\) to \(D_t(a'_{i,l}, R^-_{i,l})\)). In particular, each \(m_{i,l}\) has radius of convergence at \(a'_{i,l}\) bigger than or equal to \(R_i\), and in particular bigger than \(r_{i,l}\).

In this way we proved

Lemma 3.9. The following are equivalent:

1. \(R_b((m)_\varphi) = r\);
2. For every \(1 \geq R > r\), there exists an \(i = 1, \ldots, n'\) such that there does not exist a horizontal element \(m_i \in M \otimes O_t(a''_i, R^-_i)\) such that its restriction to \(D_t(a'_{i,l}, R^-_{i,l})\) for all \(l = 1, \ldots, j(i)\) is \(m_{i,l}\).

3.4. Explicit calculations with respect to bases.

3.4.1. From now on, we fix a basis \(e := \{e_1, \ldots, e_r\}\) of \(M\) and the corresponding basis \(e_\varphi := \{e_1, \ldots, t^{d-1}e_1, e_2, \ldots, e_r, \ldots, t^{d-1}e_r\}\) of \(M_\varphi\). We will write coordinates with respect to these basis as column vectors.
Let $r, R \in (0,1)$ be such that we have $\varphi^{-1}(D_s(b, r^-)) = \bigcup_{i=1}^n D_t(a'_i, r_i^-)$ and $\varphi^{-1}(D_s(b, R^-)) = \bigcup_{i=1}^d D_t(a_i, R_i^-) =: U$ (the unions, as usually, being disjoint). We clearly have $n \leq d$, where we recall that $d$ is the degree of $\varphi$.

We note that we have the restriction morphism of differential modules

$$
(3.9.1) \quad M \otimes \bigoplus_{i=1}^n \mathcal{O}_t(a'_i, r_i^-) = \bigoplus_{i=1}^n M \otimes \mathcal{O}_t(a'_i, r_i^-) \to M \otimes \bigoplus_{i=1}^d \mathcal{O}_t(a_i, R_i^-) = \bigoplus_{i=1}^d M \otimes \mathcal{O}_t(a_i, R_i^-).
$$

Let $m \in \bigoplus_{i=1}^n M \otimes \mathcal{O}_t(a'_i, r_i^-)$. Then we can identify $m$ with $\vec{y}'(t) = \vec{y}'_1(t) \oplus \cdots \oplus \vec{y}'_n(t)$, where $\vec{y}'_i(t)$ is a column vector of $r$ analytic functions which are coordinates of $m$ restricted to $M_{a'_i, r_i^-}$ with respect to basis $\mathfrak{e}_i$. Then, the image of $m$ under the map $[2.1.2]$ can be identified with some $\vec{y}(t) = \vec{y}_1(t) \oplus \cdots \oplus \vec{y}_d(t)$. We want to find the coordinates of $(\vec{y}(t))_{\varphi|U}$ with respect to basis $\mathfrak{e}_{\varphi}$.

For this, we write

$$
(3.9.2) \quad \vec{y}(t) = \sum_{j=1}^r y_j(t) \cdot e_j, \quad \text{where} \quad y_j(t) = \oplus_{i=1}^d y_{j,i}(t) \in \oplus_{i=1}^d \mathcal{O}_t(a_i, R_i^-).
$$

On the other side, we have $(\vec{y}(t))_{\varphi|U} = \sum_{i=1}^d \sum_{j=1}^r a_{i,j}(s) \cdot t^{i-1} \cdot e_j$, for some analytic functions $a_{i,j}(s) \in \mathcal{O}_s(b, R^-)$ which are to be determined. In particular, we have

$$
\vec{y}(t) = \sum_{j=1}^r \left( \sum_{i=1}^d a_{i,j}(s) \cdot t^{i-1} \right) \cdot e_j,
$$

that is,

$$
(3.9.3) \quad y_j(t) = \sum_{i=1}^d a_{i,j}(s) \cdot t^{i-1}.
$$

For each $l = 1, \ldots, d$, let $\phi_{a_l} : \oplus_{i=1}^d \mathcal{O}_t(a_i, R_i^-) \to \mathcal{O}_s(b, R^-)$ be a section of the morphism $\varphi$ at $b$ that corresponds to $a_l$, as in Lemma 2.8. Applying $\phi_{a_l}$ to $[3.9.3]$ and using $[3.9.2]$ we obtain

$$
\sum_{i=1}^d a_{i,j}(s) \cdot u_{a_l}(s)^{i-1} = y_{j,l}(u_{a_l}(s)).
$$

We conclude

$$
U(s) \begin{bmatrix} a_{1,j}(s) \\ a_{2,j}(s) \\ \vdots \\ a_{d,j}(s) \end{bmatrix} = \begin{bmatrix} y_{j,1}(u_{a_1}(s)) \\ y_{j,2}(u_{a_2}(s)) \\ \vdots \\ y_{j,d}(u_{a_d}(s)) \end{bmatrix},
$$
where we put

\[
U(s) := \begin{bmatrix}
1 & u_{a1}(s) & \ldots & u_{a1}(s)^{d-1} \\
1 & u_{a2}(s) & \ldots & u_{a2}(s)^{d-1} \\
\vdots & \vdots & \ddots & \vdots \\
1 & u_{ad}(s) & \ldots & u_{ad}(s)^{d-1}
\end{bmatrix}.
\]

Being of Vandermonde type matrix \( U(s) \) is invertible (at least locally in a neighborhood of point \( b \)) and if we put \( V(s) := U(s)^{-1} \) we finally obtain

\[
\begin{bmatrix}
a_{1,j}(s) \\
a_{2,j}(s) \\
\vdots \\
a_{d,j}(s)
\end{bmatrix} = V(s) \begin{bmatrix}
y_{j,1}(u_{a1}(s)) \\
y_{j,2}(u_{a2}(s)) \\
\vdots \\
y_{j,d}(u_{ad}(s))
\end{bmatrix}.
\]

**Lemma 3.10.** The element \((\bar{g}(t))_{\bar{v}(t)}\) expressed with respect to basis \( \mathbf{e}_\varphi \) is the vector

\[
V_r(s) \begin{bmatrix}
y_{1,1}(u_{a1}(s)), \ldots, y_{1,d}(u_{ad}(s)), y_{2,1}(u_{a1}(s)), \ldots, y_{r,d}(u_{ad}(s))
\end{bmatrix}^T,
\]

where \( V_r(s) = \bigoplus_{i=1}^r V(s) \), where the latter is the \( r \)-fold direct sum (in the sense of matrices) of \( V(s) \) with itself.

**Remark 3.11.** We note that in concrete terms we have

\[
V_r(s) = \begin{bmatrix}
V & 0_d & \ldots & 0_d \\
0_d & V & \ldots & 0_d \\
\vdots & \vdots & \ddots & \vdots \\
0_d & 0_d & \ldots & V
\end{bmatrix},
\]

is an \( r \cdot d \times r \cdot d \) matrix where we write \( 0_{i,j} \) for \( i \times j \) block of zeroes, and \( V \) for the block of entries of \( V(s) \).

### 3.5. Basis for the space of horizontal elements for direct image.

We keep the setting and notation as in Sections 3.2.2 and 3.2.3.

**Theorem 3.12.** Let \( \bar{Y}_{a_{i,1}}(t), \ldots, \bar{Y}_{a_{i,r}}(t) \) be a basis of \( M_{D_s}^{a_i} \) and let \( Y_i(t) \) be \( r \times r \) matrix whose \( j \)-th column is vector \( \bar{Y}_{a_{i,j}}(t) \). Then, a basis for the space of horizontal elements of \((M_{\varphi}, D_s)\) at \( b \)
is given by the column vectors of the matrix

\[(3.12.1) \quad V_\tau(s) \bigoplus_{i=1}^{d} Y_i(u_a(s)),\]

where \(\bigoplus_{i=1}^{d} Y_i\) denotes the direct sum of the matrices involved.

**Proof.** It is easy to see that the columns of \(\bigoplus_{i=1}^{d} Y_i(t)\) are linearly independent which implies that columns of \((3.12.1)\) are linearly independent as well since \(V(s)\) (and then \(V_\tau(s)\)) is invertible.

In light of Lemma 5.10 it is enough to prove that columns of \(\bigoplus_{i=1}^{d} Y_i(t)\) are horizontal elements of \((M \otimes \oplus_{i=1}^{d} O_i(a_i, r_i^-), D_t \otimes \oplus_{i=1}^{d} d_i)\) which can be checked directly. \(\square\)

3.6. Basis for direct image of a trivial \(p\)-adic differential module.

It is worth noting a special and the most simple case of Theorem 3.12.

**Definition 3.13.** Let \(T := O_t^\pm \cdot e\) and \(D_t\) a derivation on \(T\) given by \(D_t(e) = 0 \cdot e\). We say that \((T, D_t)\) is a trivial differential module (of rank 1).

Then, obviously, \(1 \cdot e\) is horizontal element for \((T, D_t)\) and for any \(\mathcal{O}_t(a, r^-) \subseteq \mathcal{O}_t^\pm, 1 e_{[\mathcal{O}_t(a, r^-)}\) is the basis for the space of horizontal elements of \(M_{a, r^-}\). In particular, the basis for \(T_a^{D_t}\) at any \(a \in \mathcal{O}_t^\pm(k)\) is given by (the restriction of) \(1 \cdot e\).

Theorem 3.12 then implies

**Corollary 3.14.** A basis of \((T_\tau)_b^{D_t}\) is given by the columns of the matrix \(V(s)\).

3.7. Linked optimal bases.

We continue Section 3.3, and keep the notation from Theorem 3.12. That is, we have for each \(i = 1, \ldots, d, \tilde{Y}_{a_i,1}(t), \ldots, \tilde{Y}_{a_i,r}(t)\) a basis of horizontal elements of \((M, D_t)\) at \(a_i\). Suppose further that it is optimal and that \(R_{a_i}(\tilde{Y}_{a_i,1}(t)) \leq \cdots \leq R_{a_i}(\tilde{Y}_{a_i,r}(t))\).

**Definition 3.15.** We say that the optimal bases \(\tilde{Y}_{a_i,1}(t), \ldots, \tilde{Y}_{a_i,r}(t)\), \(i = 1, \ldots, d\) are linked if for each \(i, j, t\) such that \(|a_j - a_i| < R_{a_i}(\tilde{Y}_{a_i,1}(t))\), \(\tilde{Y}_{a_i,j}(t)\) is equal to some of \(\tilde{Y}_{j,1}(t), \ldots, \tilde{Y}_{j,r}(t)\).

**Lemma 3.16.** Linked optimal bases exist.

**Proof.** We start with say \(a_1\) and consider any optimal base \(\tilde{Y}_{1,1}(t), \ldots, \tilde{Y}_{1,r}(t)\) (with non-decreasing radii of convergence) at \(a_1\). For each \(j\) such that there exists some \(l\) with \(|a_1 - a_j| < R_{a_1}(\tilde{Y}_{1,l}(t))\), \(\tilde{Y}_{1,l}(t)\) is also a horizontal element of \((M, D_t)\) at \(a_j\), and so are all \(\tilde{Y}_{1,l+1}(t), \ldots, \tilde{Y}_{1,r}(t)\). In that case we simply take \(\tilde{Y}_{1,l}(t) := \tilde{Y}_{1,l}(t)\).

Let \(l'\) be the minimal such that \(|a_1 - a_j| < R_{a_1}(\tilde{Y}_{1,l'}(t))\). Then, we note that there exists no horizontal element \(\tilde{Y}(t)\) at \(a_j\) such that \(|a_1 - a_j| < R_{a_j}(\tilde{Y}(t))\) and which is linearly independent.
with \( \bar{Y}_{1,i}(t), \ldots, \bar{Y}_{1,r}(t) \). Indeed, such an element would also be a horizontal element at \( a_1 \) which would contradict the optimality of the chosen basis.

This shows that the process is compatible, that is, we may continue it by choosing some \( j_0 \) for which we have constructed part of the optimal basis in the first step, and complete this part to a full optimal basis. Then, we continue by repeating the first step at \( a_{j_0} \) instead of \( a_1 \) and leaving all the parts of optimal basis constructed in the first step intact.

Finally, we do the same for the remaining points (that is the ones for which we did not construct part of the optimal basis in the steps above). □

4. Optimal bases

4.1. Trivial differential module.

We recall that we fix \( \{e_1, \ldots, e_r\} \) a basis for \( M \) and \( \{e_1, \ldots, t^{d-1}e_r\} \) a basis for \( M_{\varphi} \). Hence all elements of the corresponding modules will be identified with the column vectors of their coordinates with respect to these bases.

Further, let \( 0 < r_1 < \cdots < r_n \leq 1 \) be the branching radii of branching points of \( T_{\varphi,b} \) (see Definition 2.3).

Definition 4.1. Let \( U \subseteq D_{\pm}^t \) be an open disc. We denote by \( v_U \) the column vector of dimension \( d \) whose \( i \)-th component is 1 if \( a_i \in U \), and 0 otherwise.

Remark 4.2. For each open disc \( U \subseteq D_{\pm}^t \) one can find another open disc \( U' \subseteq D_{\pm}^t \) such that either \( U' = D_{\pm}^t \), \( \eta_{0,1} \) is not branching and \( v_U = v_{U'} \), either \( U' \) is a branch at some \( \eta \in B_{\varphi,b} \) and \( v_U = v_{U'} \).

Lemma 4.3. Let \( \eta \in B_{\varphi,b}(r_i) \) and let \( U \in B_{r_i} \).

Then, \( R_b(V(s)v_U) = r_i \). Furthermore, \( V(s)[1, \ldots, 1]^T = E_1 := [1, 0, \ldots, 0]^T \).

Proof. Let us prove that \( E_1 = V(s)[1, \ldots, 1]^T \). For this, let us put

\[
V(s)[1, \ldots, 1]^T = [g_1(s), \ldots, g_d(s)]^T.
\]

Then,

\[
U(s)[g_1(s), \ldots, g_d(s)]^T = [1, \ldots, 1]^T,
\]

which implies that the polynomial \((g_1(s) - 1) + g_2(s) \cdot X + \cdots + g_d(s) \cdot X^{d-1}\) has zeroes in \( u_{a_1}(s), \ldots, u_{a_d}(s) \). Since it is of degree \( d-1 \), it must be identically zero, hence \( g_1(s) = 1 \) and \( g_2(s) = \cdots = g_d(s) = 0 \).

By our choice of \( U \), we have that \( \varphi(U) = D_b(b, r_i^-) \) and if we put \( \varphi^{-1}(D_b(b, r_i^-)) = \bigcup_{j=1}^n D_t(a'_j, q^-_j) \), then \( U \) is equal to one of the components \( D_t(a'_j, q^-_j) \).
Now, let $A_U \in \bigoplus_{j=1}^f \mathcal{O}_U(a_j', q_j^-)$ such that its restriction to $U$ is 1, while its restriction to any other connected component of $\varphi^{-1}(\mathcal{D}_s(b, r_i^-))$ is 0. Note that $A_U$ is a horizontal element of $T \otimes \bigoplus_{j=1}^f \mathcal{O}_U(a_j', q_j^-)$ hence gives rise to a horizontal element of $(M_\varphi)_{b, r_i}$. Its image by the map $[3.9.1]$ can be identified with $v_U$ hence the corresponding horizontal element in the direct image is precisely $V(s) v_U$ as Lemma $[3.10]$ suggests. We conclude that $\mathcal{R}_b(V(s) v_U) \geq r_i$. If $r_i = 1$ we are done, so suppose that $r_i < 1$, in which case also $q_j < 1$.

We note that for any $R > q_j$, $R \in (0, 1)$ the restriction of $1 \cdot e$ to $\mathcal{D}_t(a_j', R^-)$ is a basis of horizontal elements of $M_{a_j', R}$ and it is the only horizontal element whose restriction to $\mathcal{D}_t(a_j', q_j^-)$ is again $1e$. However, since $\eta$ is a branching point and $\eta \in \mathcal{D}_t(a_j', R^-)$, there is always some $\mathcal{D}_t(a_j', q_j)$ which is a connected component of $\varphi^{-1}(\varphi(U))$ different from $\mathcal{D}_t(a_j', q_j^-)$ and such that $\mathcal{D}_t(a_j', q_j^-) \subset \mathcal{D}_t(a_j', R^-)$. In particular the restriction of $1 \cdot e$ to this disc is different from 0. Lemma $[3.9]$ then implies that $\mathcal{R}_b(V(s) v_U) = r_i$. \hfill \Box

Theorem 4.4. For each $i = 1, \ldots, n$ and $\eta \in \mathcal{B}_{\varphi, b}(r_i)$, let $\mathcal{U}_\eta$ denote any set of $\delta(\eta) - 1$ branches at $\eta$. Let further

$$\Pi_i := \{V(s) v_U \mid U \in \mathcal{U}_\eta, \quad \eta \in \mathcal{B}_{\varphi, b}(r_i)\}.$$

Then,

1. Every function in $\Pi_i$ has $r_i$ as radius of convergence at $b$.

2. $\bigcup_{i=1}^n \Pi_i \cup \{E_1\}$, where $E_1 := [1, 0, \ldots, 0]^T = V(s) [1, \ldots, 1]^T$, is an optimal basis for $(T_\varphi, D_s)$ at $b$.

We will need the following lemma.

Lemma 4.5. Let $\mathcal{D} \subseteq \mathcal{D}_t^\pm$ be an open disc. Then, $v_\varphi$ is a linear combination of vectors $v_U$ where $U \in \mathcal{U}_\eta, \quad \eta \in \mathcal{B}_{\varphi, b}(r_i), \quad i = 1, \ldots, n$ and vector $[1, \ldots, 1]^T$. Furthermore, in this linear combination only vectors $v_U$ with radius of disc $\varphi(U)$ bigger than or equal to the radius of disc $\varphi(\mathcal{D})$ can have non-zero coefficients and at least one such vector appears with nonzero coefficient.

Proof. By Remark $[1.2]$ we may assume that $\mathcal{D}$ is either an open disc $\mathcal{D}_t$ or a branch at some point $\eta \in \mathcal{B}_{\varphi, b}$, hence the radius of $\varphi(\mathcal{D})$ is in $\{r_1, \ldots, r_n, 1\}$. We argue inductively on the size of this radius. Suppose that the radius of $\varphi(\mathcal{D})$ is 1. We distinguish two cases:

Case 1. Our module $T$ is defined over the open unit disc $\mathcal{D}_t^-$, hence $\mathcal{D} = \mathcal{D}_t^-$. Then, $v_\varphi = [1, \ldots, 1]$.

Case 2. Our module $T$ is defined over the closed unit disc $\mathcal{D}_t^+$. In this case, $\mathcal{D}$ is either one of the branches at $\eta_G$ either it is not and in the latter case $v_\varphi$ is the zero vector. If $\mathcal{D}$ is equal to one of the branches at $\eta_G$, then if $\mathcal{D}$ is equal to one of the discs in $\mathcal{U}_G$ we are done. If not, then $\mathcal{D}_t$ is equal to the remaining branch at $\eta_G$ which is not in $\mathcal{U}_G$, hence we may write

$$v_\varphi = [1, \ldots, 1]^T - \sum_{U \in \mathcal{U}_G} v_U.$$
Suppose now that the radius of \( \varphi(D) \) is strictly smaller than 1, and equal to some \( r_i, i = 1, \ldots, n \), and that Lemma is true for all the discs \( D'' \subseteq D_i^\pm \) for which \( \varphi(D'') > r_i \) (hence equal to some \( r_{i+1}, \ldots, r_n \) or 1). We may assume that \( D \) is a branch at some branching point \( \eta \in B\varphi, b \) (otherwise \( v_\varphi \) is a zero vector). Then, if \( D \) is one of the branches in \( \mathcal{B}_n \) we are done. If not, then \( D \) is the remaining branch at \( \eta \) which is not in \( \mathcal{B}_n \). Let \( D' \) be any open disc in \( D_i^\pm \) which contains \( \eta \) and no other branches except those that are attached to \( \eta \). Let further \( D'' \) be any branch so that \( v_{\varphi'} = v_{\varphi''} \), or if no such branch exists, let \( D'' \) be disc \( D_i^- \). Then, we may write

\[
v_\varphi = v_{\varphi''} - \sum_{U \in \mathcal{B}_n} v_U.
\]

However, the radius of \( \varphi(D'') \) is strictly bigger than \( r_i \) hence the inductive hypothesis applies, which finishes the proof. \( \square \)

Proof of Theorem 4.4. Part (1) follows from Lemma 3.3.

As for the part (2), we will use Lemma 3.7 (3). We note that Lemma 2.4 implies that the cardinality of \( \bigcup_{i=1}^n \Pi_i \cup \{e_1\} \) is \( d \).

Let \( \tilde{f}(s) \) be a horizontal element of \( T_\varphi \). Suppose that \( R_\varphi(\tilde{f}(s)) = r \) and let us put \( \varphi^{-1}(R_\varphi(b, r^-)) = \bigcup_{i=1}^l D_i(a_i, r_i^-) \), the union being disjoint. By Remark 2.2 and Corollary 1.8 there are horizontal elements \( m_i \in M_{a_i, r_i^-}^{D_i} \) such that \( (\oplus_{i=1}^l m_i)_\varphi = \tilde{f}(s) \). For \( i' = 1, \ldots, l \), let us denote by \( \tilde{m}_{i'} \) the element in \( \bigoplus_{i'=1}^l M_{a_{i'}, r_{i'}^-} \) whose image under projection \( \bigoplus_{i'=1}^l M_{a_{i'}, r_{i'}^-} \to M_{a_{i'}, r_{i}^-} \) is \( m_{i'} \) if \( j = i' \) and 0 otherwise. Thus, we may also write \( (\oplus_{i=1}^l \tilde{m}_i)_\varphi = \sum_{i=1}^l (\tilde{m}_i)_\varphi = \tilde{f}(s) \).

However, each element \( m_i \) is of the form \( \alpha_i \cdot e_{\varphi(a_i, r_i^-)} \), for some \( \alpha_i \in k \). Hence, by paragraph 3.4.1 and Lemma 3.10 we have that \( (\tilde{m}_i)_\varphi = \bigvee(s) v_{\varphi(a_i, r_i^-)} \).

Then, Lemma 4.5 insures that \( \tilde{f}(s) \) is a linear combination of the asserted vectors, and together with Lemma 3.9 implies that all the conditions in Lemma 3.7 (3) are satisfied. The theorem follows. \( \square \)

4.2. General case.

4.2.1. Let \( \tilde{Y}_{a_{i,1}}(t), \ldots, \tilde{Y}_{a_{i,d}}(t) \) be an optimal basis for \((M, D_t)\) at \( a_i, i = 1, \ldots, d \). Suppose further that they are linked. For each \( \tilde{Y}_{a_{i,j}}(t) \), let us put \( U_{i,j} := \varphi_t(a_i, r_{i,j}^-) \), where \( r_{i,j} \) is the radius of convergence of \( \tilde{Y}_{a_{i,j}}(t) \) at \( a_i \).

Definition 4.6. We say that \((\tilde{Y}_{a_{i,j}}(t), U_{i,j})\) is a fundamental pair and we denote the set of fundamental pairs by \( \mathcal{D} \).

Remark 4.7. We note that if \((M, D_t) = (T, D_t)\) is a trivial differential module over an open unit disc \( D_t^- \) with basis of horizontal elements given by \( 1 \cdot e \), then there is just one fundamental pair, namely \((1 \cdot e, D_t^-)\).
Definition 4.8. Let \( \mathcal{P} = (\bar{Y}(t), U) \in \mathcal{D} \). We put \( \mathcal{B}_{\tau,b}(\mathcal{P}) := U \cap \mathcal{B}_{\tau,b} \). For each \( \eta \in \mathcal{B}_{\tau,b} \), let \( \mathcal{B}_\eta \) denote any set of \( \delta(\eta) - 1 \) branches at \( \eta \). We set \( \mathcal{B}_\mathcal{P} \) to denote the set of all branches chosen in this way together with \( U \).

Let \( \eta \in \mathcal{B}_{\tau,b}(\mathcal{P}) \) and let \( U \) be any branch at \( \eta \). We define two vectors of analytic functions

- Vector \( v_{\mathcal{P},U} \) whose \( r \) entries in positions \( (i-1) \cdot r + 1, \ldots, i \cdot r \) are entries of \( \bar{Y}(t) \) if \( a_i \in U \), \( i = 1, \ldots, d \) and are 0 otherwise.
- Vector \( v_{\mathcal{P},U,s} \) whose \( r \) entries in positions \( (i-1) \cdot r + 1, \ldots, i \cdot r \) are entries of \( \bar{Y}(a_i(s)) \) if \( a_i \in U \), \( i = 1, \ldots, d \), and are 0 otherwise.

For the convenience, we sum up the results of Paragraph 3.4.1 and Lemma 3.10 in the following:

Lemma 4.9. Let \( \mathcal{P} = (\bar{Y}(t), U) \in \mathcal{D} \) and let \( \varphi^{-1}(\varphi(U)) = \bigcup_{i=1}^d \mathcal{D}_s(a_i, r_i^-) \), the latter union being disjoint, and let \( \mathcal{I} \) be such that \( U = \mathcal{D}_s(a_i, r_i^-) \). Further, let \( \mathcal{U} \in \mathcal{B}_\mathcal{P} \) and let \( \mathcal{V}_{\mathcal{P},U} \) be the horizontal element of \( M \otimes \mathcal{O}_s(a_i, r_i^-) \) that corresponds to the restriction of \( \bar{Y}(t) \) to \( \mathcal{U} \) and \( \mathcal{V}_{\mathcal{P},U} \) be the horizontal element of \( \bigoplus_{i=1}^d M \otimes \mathcal{O}_s(a_i, r_i^-) \) whose image under projection \( \bigoplus_{i=1}^d M \otimes \mathcal{O}_s(a_i, r_i^-) \to M \otimes \mathcal{O}_s(a_j, r_j^-) \) if \( j = i \) and 0 otherwise.

Then, the image of \( \mathcal{V}_{\mathcal{P},U} \) (with respect to obvious basis) under the map (3.9.1) can be identified with \( v_{\mathcal{P},U} \) while \( (\mathcal{V}_{\mathcal{P},U})_\varphi = V_\tau(s) v_{\mathcal{P},U,s} \).

Then, if an \( r \in (0, 1) \) is small enough, so that \( \varphi^{-1}(\mathcal{D}_s(b, r^-)) = \bigcup_{i=1}^d \mathcal{D}_s(a_i, r_i^-) \), \( v_{\mathcal{P},U} \) can be identified with an element of the differential module \( M \otimes \bigoplus_{i=1}^d \mathcal{O}_s(a_i, r_i^-) \). In fact, by construction, \( v_{\mathcal{P},U} \) is horizontal element.

On the other side, by construction from Paragraph 3.4.1 and Lemma 3.10, we see that \( (v_{\mathcal{P},U})_\varphi = V_\tau(s) v_{\mathcal{P},U,s} \) so that \( V_\tau(s) v_{\mathcal{P},U,s} \) is a horizontal element of the direct image differential module \( M_\varphi \otimes \mathcal{O}_s(b, r^-) \).

Remark 4.10. Once again, we note that in case of a trivial differential module \( (T, D_\tau) \), the set \( \mathcal{P} \) just constructed coincides with the set of elements \( (1e, U) \), where \( U \) are as in Theorem 4.4.

Finally, we reach the main result of this article.

Theorem 4.11. Keeping the setting as before, we have:

1. The radius of convergence at \( b \) of horizontal element \( V_\tau(s) v_{\mathcal{P},U,s} \) is equal to the radius of disc \( \varphi(U) \).

2. An optimal basis of \( (M_\varphi, D_\tau) \) at \( b \) is given by \( V_\tau(s) v_{\mathcal{P},U,s} \), where \( U \in \mathcal{B}_\mathcal{P}, \mathcal{P} \in \mathcal{D} \).

Before going to the proof, we will need the following generalization of Lemma 4.3.

Lemma 4.12. Let \( \mathcal{V} \) be any branch at some \( \eta \in \mathcal{B}_{\tau,b}(\mathcal{P}) \). Then, \( v_{\mathcal{P},\mathcal{V},s} \) is a linear combination of vectors of the form \( v_{\mathcal{P},U} \), where \( U \in \mathcal{B}_\mathcal{P} \) and moreover only vectors with the radius of \( \varphi(U) \) bigger than or equal to the radius of \( \varphi(\mathcal{V}) \) have nonzero coefficients with at least one such vector appearing with nonzero coefficient.
Proof. The proof is similar to that of Lemma 4.5, so we just sketch it. Namely, if \( V \notin \mathcal{U}_P \) there is nothing to prove. If \( V \notin \mathcal{U}_P \), there is an \( \eta' \in \mathcal{B}_{P,b}(\mathcal{P}) \) and a branch \( \mathcal{V}' \) at \( \eta' \) so that \( \mathcal{V}' \) contains no point of \( \mathcal{B}_{P,b}(\mathcal{P}) \) whose radius is bigger than \( \eta \). Then, it is not difficult to see that

\[
v_{P,\mathcal{V}',t} = v_{P,\mathcal{V},t} - \sum_{\mathcal{U} \in \mathcal{U}_q} v_{\mathcal{P},\mathcal{U},t}.
\]

Applying the same reasoning now to \( v_{P,\mathcal{V}',t} \) will lead us eventually to the case where \( \mathcal{V}' \in \mathcal{U}_P \) which finishes the proof.

\[\square\]

**Corollary 4.13.** The set \( \mathcal{V}_t(s) v_{\mathcal{P},\mathcal{U},s}, \mathcal{U} \in \mathcal{U}_P, \mathcal{P} \in \mathcal{P} \) is a basis of horizontal elements for \( M_\varphi \) at \( b \).

Proof. The previous lemma shows that the set generates the space of horizontal elements. Indeed, for \( \mathcal{Y}_{a,j}(t) \), let \( \mathcal{U}_{a,j} \) be the open disc so that \( (\mathcal{Y}_{a,j}(t),\mathcal{U}_{a,j}) \in \mathcal{P} \). Further, for each \( i \), let \( \mathcal{V}_i \) denote the branch in \( \mathcal{D}^+ \) that contains \( a_i \) and no other point in \( \varphi^{-1}(b) \). Then, Theorem 3.12 shows that a basis of horizontal elements for \( M_\varphi \) at \( b \) is given by functions \( \mathcal{V}_t(s) v_{\mathcal{Y}_{a,j}(t),\mathcal{U}_{a,j}}, \mathcal{V}_i, i = 1, \ldots, d, j = 1, \ldots, \tau \). The previous lemma then shows that these functions can be expressed as linear combinations of the required ones.

It remains to prove that the asserted set has \( \tau \cdot d \) elements. If we start with \( \tau \cdot d \) pairs \( (i,j) \), \( i = 1, \ldots, \tau, j = 1, \ldots, d \), and introduce on them an equivalence relation \( \sim \) with \( (i,j) \sim (i',j') \) if and only if \( j = j' \) and \( a_{i'} \in \mathcal{U}_{a,j} \), then we see that the number of classes is equal to the number of different fundamental pairs \( (\mathcal{Y}_{a,j},\mathcal{U}_{a,j}) \), and that the number of elements in a class \([i,j][ \sim \) is equal to \( \#(\mathcal{U}_{a,j} \cap \varphi^{-1}(b)) \) (recall that the chosen basis are linked). That is

\[
\sum_{(\mathcal{V}(t),\mathcal{U}) \in \mathcal{P}} \#(\mathcal{U} \cap \varphi^{-1}(b)) = \tau \cdot d
\]

However, Lemma 2.4 implies that \( \#(\mathcal{U} \cap \varphi^{-1}(b)) = \# \mathcal{U}(\mathcal{V}(t),\mathcal{U}) \) hence the Corollary. \[\square\]

**Proof of Theorem 4.14.** (1) Let \( r \in (0,1] \) such that \( \varphi(\mathcal{U}) = \mathcal{D}_s(b,r^-) \) and put \( \varphi^{-1}(\mathcal{D}_s(b,r^-)) = \bigcup_{i=1}^{\tau} \mathcal{D} t(a'_r,r^-_r) \). Let further \( \mathcal{V}' \) and \( m_{\mathcal{P},\mathcal{U}} \) be as in Lemma 4.4. Then, by Lemma 3.9 it is enough to prove that for any \( R > r_\mathcal{V} \), there is no horizontal element \( m' \) of \( M \otimes \mathcal{O}_t(a'_r,r^-_r) \) whose restriction to \( \mathcal{U} \) is \( m_{\mathcal{P},\mathcal{U}} \) and for this, we may assume that \( r_\mathcal{V} < 1 \).

If \( \mathcal{U} = U \) the claim is clear, as in this case \( r_\mathcal{V} \) is the radius of convergence of \( m_{\mathcal{P},\mathcal{U}} \) hence it cannot be a restriction of an element having a bigger radius of convergence. If \( \mathcal{U} \neq U \), then \( \mathcal{U} \) is a branch at some point \( \eta \in \mathcal{B}_{P,b}(\mathcal{P}) \). Let \( \mathcal{V} \) be any other branch at \( \eta \). Then, if \( m' \) is the asserted horizontal element with radius of convergence \( R_\mathcal{V} \), its restriction to \( \mathcal{V} \) must be 0, by the construction of \( v_{\mathcal{P},\mathcal{U},t} \) hence it is zero everywhere which is a contradiction. Hence, \( \mathcal{R}_b(\mathcal{V}_t(s) v_{\mathcal{P},\mathcal{U},s}) = r \).

(2) To prove that the basis is optimal, we will use criterion (3) in Lemma 3.7.
Let \( \tilde{f}(s) \) be a horizontal element of \((M_\varphi, D_\varphi)\) at \( b \) and let \( R_b(\tilde{f}(s)) = r \). As usual, let us put \( \varphi^{-1}(\mathcal{R}_b(b, r^*)) = \bigcup_{t=1}^T \mathcal{R}_t(a_i', r_i^-) \) and let \( \tilde{g}_i(t) \) be the horizontal element of \( M \otimes \mathcal{O}_t(a_i', r_i^-) \) such that \( (\oplus_{i=1}^r \tilde{g}_i(t)) \varphi = \tilde{f}(s) \).

Then, each \( \tilde{g}_i(t) \) is a horizontal element of \( M \) at \( a_i' \) of radius of convergence greater than or equal to \( r_i \) and hence can be written as a linear combination of the form

\[
\tilde{g}_i(t) = \sum_{j=1}^r \alpha_{i,j} \cdot \tilde{Y}_{a_i',j}(t),
\]

where by Lemma 3.7 only those \( j \) for which \( \tilde{Y}_{a_i',j}(t) \) has radius of convergence greater than or equal to \( r_i \) may have \( \alpha_{i,j} \neq 0 \). Let us put for convenience \( I = [1, \ldots, r] \).

Suppose that \( r = 1 \). Then, each \( r_i = 1 \) and for \( i \in I \) and \( j \in I(i) \) we have \( (\tilde{Y}_{a_i',j}(t), \mathcal{R}_t(a_i', 1^-)) \in \mathcal{P} \) and

\[
\tilde{f}(s) = \sum_{i \in I} \sum_{j \in I(i)} \alpha_{i,j} \cdot \mathcal{V}_f(s) \mathcal{V}_t(s) \mathcal{V}_\varphi(s) \mathcal{V}(\tilde{Y}_{a_i',j}(s), \mathcal{R}_t(a_i', 1^-), \mathcal{R}_t(a_i', 1^-), s),
\]

which affirms Lemma 3.7 (9).

Suppose now that \( r < 1 \) and that the statement of the theorem holds for every horizontal element of \( M_\varphi \) which has radius of convergence bigger than \( r \). For \( i = 1, \ldots, l \), let \( I'(i) \subseteq \{1, \ldots, r\} \) contain those \( j \) for which the function \( \alpha_{i,j} \cdot \tilde{Y}_{a_i',j}(t) \) has radius of convergence exactly \( r_i \). Furthermore, let \( I''(i) \subseteq \{1, \ldots, r\} \) contain those \( j \) for which the function \( \alpha_{i,j} \cdot \tilde{Y}_{a_i',j}(t) \) has radius of convergence \( r_i > r_i \) and \( \mathcal{R}_t(a_i', r_i^-) \) is a branch at some \( \mathcal{Y} \in \mathcal{B}_\varphi(b)((\tilde{Y}_{a_i',j}(t), \mathcal{R}_t(a_i', r_i^-))) \). Moreover, in this case we also ask that there is a branch \( \mathcal{V} \) at \( \eta \) that contains some \( a_o' \in \{a_1', \ldots, a_l'\} \) and

\[
\alpha_{a_o',j} \cdot \tilde{Y}_{a_o',j}(t) = \alpha_{a_o',j} \cdot \tilde{Y}_{a_o',j}(t) \neq \alpha_{i,j} \cdot \tilde{Y}_{a_i',j}.
\]

(Note that we have \( \tilde{Y}_{a_o',j}(t) = \tilde{Y}_{a_o',j}(t) \) since the bases are linked.) Finally we put \( I_0(i) := I'(i) \cup I''(i) \) and set \( I_0 \) to denote the set of those \( i = 1, \ldots, l \), for which \( I_0(i) \neq \emptyset \).

**Claim 1.** The radius of convergence of

\[
\tilde{Z}_1(s) := \left( \oplus_{i=1}^l \sum_{j \in I_0(i)} \alpha_{i,j} \cdot \tilde{Y}_{a_i',j}(t) \right) \varphi
\]

at \( b \) is equal to \( r \).

**Proof of Claim 1.** This amounts to spelling down the discussion before Lemma 3.9.

Suppose that this radius is \( R > r \) and let us put \( \varphi^{-1}(\mathcal{B}_\varphi(b, R^-)) = \bigcup_{t=1}^T \mathcal{R}_t(a_i'^*, R_i^-) \), where the union is disjoint and where as assume, as we can, that \( \{a_1'^*, \ldots, a_l'^*\} \subseteq \{a_1', \ldots, a_l'\} \). Let
for every \( n \) and \( i_0 \in \{1, \ldots, l\} \) with \( a'_{i_0} = a''_i \) and with \( I_0(i_0) \neq \emptyset \). Further, for each \( i = 1, \ldots, l' \), let
\[
\tilde{G}_i(t) := \sum_{j=1}^{r} \beta_{i,j} \cdot \tilde{Y}_{a''_i,j}(t)
\]
be the horizontal element of \( M_{a''_i,R_i^-} \) so that we have \( \bigcup_{i=1}^{l'} \tilde{G}_i(t) \) is \( \tilde{Z}_1(t) \). We also note that each function \( \beta_{i,j} \cdot \tilde{Y}_{a''_i,j}(t) \) has radius of convergence at least \( R_i \) (Lemma 3.7).

On the other side, the restriction of \( \tilde{G}_i(t) \) to \( \mathcal{D}(a'_i, r_{i_0}) \) is \( \tilde{g}_i(t) \), which gives us \( \beta_{i,j} = \alpha_{i,j} \) and \( \tilde{Y}_{a''_i,j} = \tilde{Y}_{a'_i,j}(t) \). This already implies that \( l'(i) = 0 \), hence \( I_0(i) = I''(i) \). Let \( j \in I''(i) \) and let \( a^o_i \) and \( V \) be as in the definition of \( I''(i) \). Then, \( V = \mathcal{D}_i(a'_i, r_{i_0}) \subseteq \mathcal{D}_i(a''_i, R_i^-) \) and the restriction of \( \tilde{G}_i(t) \) to \( V \) is \( \tilde{g}_i(t) \). However, this is impossible since \( \beta_{i,j} \tilde{Y}_{a''_i,j}(t) = \alpha_{i,j} \cdot \tilde{Y}_{a''_i,j}(t) \neq \alpha_{i,j} \cdot \tilde{Y}_{a''_i,j}(t) \). Hence, \( I_0(i) \) must be empty.

\[\square\]

**Claim 2.** The radius of convergence of
\[
\tilde{Z}_2(s) := f(s) - \tilde{Z}_1(s) = \left( \bigoplus_{i=1}^{l} \sum_{j=1}^{r} \alpha_{i,j} \cdot \tilde{Y}_{a''_i,j}(t) \right) \varphi
\]
at \( b \) is bigger than \( r \).

**Proof of Claim 2.** For a fixed \( i = 1, \ldots, d \) and \( j \in \{1, \ldots, r\} \setminus I_0(i) \) we note that each function \( \alpha_{i,j} \cdot \tilde{Y}_{a''_i,j}(t) \) has radius of convergence bigger than \( r_i \). Let \( r'_{i} \) denote the smallest among these radii (hence \( r'_{i} > r_i \)).

Let \( \eta \in \mathcal{B}_{\varphi,b} \) such that \( \mathcal{D}_i(a'_i, r_{i_0}) \) is a branch at \( \eta \) and let \( \mathcal{V}_{i,1} := \mathcal{D}_i(a'_{o_1}, r_{i_0}), \ldots, \mathcal{V}_{i,m} := \mathcal{D}_i(a'_{o_m}, r_{i_0}) \) be all the other branches at \( \eta \) (with \( o_1, \ldots, o_m \in \{1, \ldots, l\} \)). Let \( \mathcal{V}_i \) be an open disc of radius at most \( r'_{i} \) that contains \( \eta \) and such that \( \mathcal{V}_i \setminus \{\eta\} \) has no other branch as a connected component except for \( \mathcal{V}_{i,1}, \ldots, \mathcal{V}_{i,m} \). Let \( r''_i \) be the radius of \( \varphi(\mathcal{V}_i) \) and finally put \( R := \min\{r''_{i_0}, \ldots, r''_d\} \).

Let \( \varphi^{-1}(\mathcal{D}_s(b, R^-)) = \bigcup_{i=1}^{l''} \mathcal{D}_i(a''_{i,j}, R^-) \), union being disjoint and with the usual assumption that \( \{a''_{i,j}, \ldots, a''_{i,l}\} \subseteq \{a'_1, \ldots, a'_l\} \). For \( i = 1, \ldots, l' \) let \( o(i) \) be any index so that we have \( a''_{i, o(i)} = a'_{o(i)} \). Then, by previous constructions we have that the function
\[
\tilde{H}_i(t) := \sum_{j=1}^{r} \alpha_{o(i),j} \cdot \tilde{Y}_{a''_{o(i),j}}(t)
\]
restricts to
\[
\sum_{j=1}^{r} \alpha_{n,j} \cdot \tilde{Y}_{a''_{n,j}}(t)
\]
for every \( n \) for which \( \mathcal{D}_i(a''_{n,i}, r_{n,i}) \subset \mathcal{D}_i(a''_{i,j}, R_i^-) \). Lemma 3.4 then implies the claim. \[\square\]
We continue the proof of the theorem. Two claims imply that \( I_0 \neq \emptyset \) because of our assumption on the radius of convergence of \( \tilde{f}(s) \). Furthermore, for every \( i \in I_0 \) and \( j \in I'(i) \), we have \( (\tilde{Y}_{a_i',j}(t), \mathcal{D}_t(a_i', r_i^-)) \in \mathcal{P} \) and by part (1) of the theorem, the radius of convergence of function \( \mathbf{V}_t(s) \) \( v(\tilde{Y}_{a_i',j}(t), \mathcal{D}_t(a_i', r_i^-)), \mathcal{D}_t(a_i', r_i^-), s \) is equal to \( r \). On the other side, if \( j \in I''(i) \), then Lemma 4.12 implies that \( \mathbf{V}_t(s) v(\tilde{Y}_{a_i',j}(t), \mathcal{D}_t(a_i', r_i^-)), \mathcal{D}_t(a_i', r_i^-), s \) is a linear combination of the functions \( \mathbf{V}_t(s) v_\mathcal{P}, \mathcal{P}, s \), where \( \mathcal{U} \in \mathcal{P}, \mathcal{P} \in \mathcal{P}, \) and where only those with radius of convergence bigger than or equal to \( r \) may have nonzero coefficients (with at least one such function appearing with nonzero coefficient).

In other words, \( \tilde{Z}_2(s) \) can be written as indicated by criterion (3) in Lemma 3.7 and since by inductive hypothesis the same is true for \( \tilde{Z}_2(s) \) as well, it must also be true for \( \tilde{f}(s) \). The theorem follows.

\[ \square \]

**Remark 4.14.** Theorem 4.11 should be compared to [3] Theorem 3.6.] and can be seen as a refinement of the latter result.

**Remark 4.15.** Instead of horizontal elements, one may look for solutions of a differential module \( (M, D_t) \) at \( a \in \mathcal{G}_t^k \). Recall that these are the horizontal morphisms of differential modules \( (M, D_t) \to (k[[t - a]], d_t) \). Then, once we fix a basis for \( M, a \) corresponds to a vector of analytic functions in \( k[[t - a]]^t \) (the entries are the images of the elements of the basis). Then, one may ask what are the analogues of Theorems 3.12, 4.11 and 4.14 in this setting?

To the best of our knowledge, the only result in this direction is an analogue of Theorem 3.12 for the case of a trivial differential module presented in [3]. We will address this question in a subsequent article.

### 4.3. Examples.

Let \( \varphi : \mathcal{G}_t^r \to \mathcal{G}_s^r \) be defined by \( s = f(t) := \sum_{i=1}^p \binom{p}{i} \cdot t^i \), where \( p \) is the residual characteristic of \( k \). Then, \( \varphi \) is a finite, étale morphism of degree \( p \) (off-centered Frobenius map).

Let us put \( f_p(s) := 1 + \sum_{j=1}^\infty \binom{1/p}{j} \cdot s^j \). Then, as one can formally check we have \( f_p(s)^p = 1 + s \) and it is classical fact that \( \mathcal{R}_0(f_p(s)) = |p|^{p} \) as can be checked by studying valuation polygon of \( f_p(s) \) (see for example [3] Chapter II).

Furthermore, we have that the preimages of \( 0 \) by \( \varphi \) are given by \( a_i := -1 + \zeta_p^i, \ i = 1, \ldots, p, \) where \( \zeta_p \) is a primitive \( p \)-root of \( 1 \).

The associated polynomial giving the morphism \( \varphi \) is \( P(s, X) := \sum_{i=1}^p \binom{p}{i} \cdot X^i - s \) and \( p \) solutions of \( P(s, X) = 0 \) are given by

\[ u_{a_i}(s) := -1 + \zeta_p^i \cdot f_p(s) = a_i + \sum_{j=1}^\infty \zeta_p^j \binom{1/p}{j} \cdot s^j. \]
Further, from relation \( s + 1 = (t + 1)^p = f(t) + 1 \), one obtains

\[
\frac{1}{f'(t)} = \frac{1}{p \cdot (s + 1)} + \frac{1}{p \cdot (s + 1)} t.
\]

4.3.1. Suppose that \( p = 2 \). Then, \( \mathbb{T}_{\varphi, D} \) is given by two segments emanating from points 0 and \(-2\) (the preimages of 0) that meet at point \( \eta_{0,[2]} = \eta_{-2,[2]} \). This point is the only branching point and it has two branches \( \mathcal{D}_1(0,[2]^-) \) and \( \mathcal{D}_1(-2,[2]^-) \), both of which are sent by \( \varphi \) to \( \mathcal{D}_s(0,[2]^2) \).

If we consider trivial differential module \( (T,D_t) \) and its direct image by \( \varphi \), then by using (4.15.1) we obtain that the system of differential equations associated to \( (T_\varphi, D_s) \) it (see (3.10.1) and discussion before it) is given by

\[
\frac{d}{ds} \vec{Y}(s) = -\frac{1}{2} \begin{bmatrix} 0 & 1 + f_2(s) \\ 0 & f_2(s) \end{bmatrix} \vec{Y}(s).
\]

Of course, the previous system can be solved directly and with a little effort an optimal basis can be found. However, we can calculate

\[
\vec{V}(s) = \frac{1}{2 \cdot f_2(s)} \begin{bmatrix} -1 + f_2(s) & 1 + f_2(s) \\ -1 & 1 \end{bmatrix}
\]

and by Theorem 4.4 obtain an optimal basis for \( (T, D_t)\varphi \) at 0 in the form

\[
\left\{ \vec{V}(s) \begin{bmatrix} 1 \\ 1 \end{bmatrix}, \vec{V}(s) \begin{bmatrix} 0 \\ 1 \end{bmatrix} \right\} = \left\{ \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \begin{bmatrix} 1 - f_2(s) \\ f_2(s) \end{bmatrix} \right\},
\]

where the second horizontal element has \( |2|^2 \) as radius of convergence.

If instead we consider differential module \( (M = \mathcal{O}_k - e, D_t) \), given by \( D_t(e) = -e \), we see that for every \( a \in \mathcal{D}_t^{-}(k) \), a horizontal element at \( a \) is given by \( \exp(t - a) \cdot e \) with radius of convergence \( |2| \). Then, we have two fundamental pairs \( \mathcal{P}_1 := \left( \exp(t + 2), \mathcal{D}_t(-2,[2]^-) \right) \) and \( \mathcal{P}_2 := \left( \exp(t), \mathcal{D}_t(0,[2]^-) \right) \), so Theorem 4.11 gives us that an optimal basis for \( (M_\varphi, D_s) \) at 0 is given by

\[
\left\{ \mathcal{P}_1, \mathcal{P}_2(-2,[2]^-,0) \right]\mathcal{P}_1, \mathcal{P}_2(0,[2]^-,0) \right\} = \left\{ \begin{bmatrix} \frac{1 + f_2(s)}{2 f_2(s)} \cdot \exp(1 - f_2(s)) \\ \frac{1 + f_2(s)}{2 f_2(s)} \cdot \exp(-1 + f_2(s)) \end{bmatrix}, \begin{bmatrix} \frac{1 + f_2(s)}{2 f_2(s)} \cdot \exp(1 - f_2(s)) \\ \frac{1 + f_2(s)}{2 f_2(s)} \cdot \exp(-1 + f_2(s)) \end{bmatrix} \right\},
\]

both of which have the same radius of convergence, namely \( |2|^2 \).
On the other side, since we have
\[
\frac{1}{f'(t)} \cdot D_t(e) = -\frac{1}{2 \cdot (s + 1)} \cdot e - \frac{1}{2 \cdot (s + 1)} \cdot t \cdot e
\]
and
\[
\frac{1}{f'(t)} \cdot D_t(t \cdot e) = \frac{1 - s}{2 \cdot (s + 1)} \cdot e + \frac{1}{s + 1} \cdot t \cdot e,
\]
the associated differential system to \((M, D_t)\) is given by
\[
\frac{d}{ds} \vec{Y}(s) = \frac{1}{2} \begin{bmatrix} \frac{1}{s + 1} & -\frac{1}{s + 1} \\ -\frac{1}{s + 1} & \frac{1}{s + 1} \end{bmatrix} \vec{Y}(s).
\]
and one may solve the previous system directly.

### 4.3.2. Suppose now that \(p = 3\). Then, preimages of 0 are given by \(-1 + \zeta_3^i, i = 1, 2, 3\) and \(T_{\varphi,0}\) is given by three segments emanating from these points and which meet at \(\eta_{0,[3]}\). It is the only branching point and there are three branches \(D_i(-1 + \zeta_3^i, ([3]^-) \backslash \bar{\mathbb{P}} \mathbb{C})\), \(i = 1, 2, 3\) all of which are sent to \(D_i(0, ([3]^-))\). A direct calculation shows that in this case
\[
V(s) = \begin{bmatrix}
-\frac{1 + \zeta_3^i}{3 \cdot \zeta_3 f(s)} & -\frac{1 + \zeta_3^i}{3 \cdot \zeta_3 f(s)} & -\frac{1 + \zeta_3^i}{3 \cdot \zeta_3 f(s)} \\
\frac{\zeta_3^2 f(s) + f(s) - 2}{3 \cdot \zeta_3 f(s)} & -\frac{\zeta_3^2 f(s) + f(s) - 2}{3 \cdot \zeta_3 f(s)} & -\frac{\zeta_3^2 f(s) + f(s) - 2}{3 \cdot \zeta_3 f(s)} \\
-\frac{1}{3 \cdot \zeta_3 f(s)^2} & \frac{1}{3 \cdot \zeta_3 f(s)^2} & \frac{1}{3 \cdot f(s)^2}
\end{bmatrix},
\]
and by Theorem 4.4 one can take for an optimal basis of \((T), D_s\) at 0 to be the set:
\[
\begin{bmatrix}
V(s) \\
V(s) \\
V(s)
\end{bmatrix}
\begin{bmatrix}
1 \\
1 \\
0
\end{bmatrix} = \begin{bmatrix}
\begin{bmatrix}
\frac{1}{3 \cdot \zeta_3 f(s)^2} & \frac{1}{3 \cdot \zeta_3 f(s)^2} & \frac{1}{3 \cdot f(s)^2}
\end{bmatrix}
\begin{bmatrix}
\frac{1}{3 \cdot \zeta_3 f(s)^2} & \frac{1}{3 \cdot \zeta_3 f(s)^2} & \frac{1}{3 \cdot \zeta_3 f(s)^2}
\end{bmatrix}
\begin{bmatrix}
\frac{1}{3 \cdot \zeta_3 f(s)^2} & \frac{1}{3 \cdot \zeta_3 f(s)^2} & \frac{1}{3 \cdot f(s)^2}
\end{bmatrix}
\end{bmatrix},
\]
where the latter two solutions have radius of convergence equal to \(|3|^{-\frac{2}{3}}\).
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