Abstract: Exploration and exploitation are the two main concepts of success for searching algorithms. Controlling exploration and exploitation while executing the search algorithm will enhance the overall performance of the searching algorithm. Exploration and exploitation are usually controlled offline by proper settings of parameters that affect the population-based algorithm performance. In this paper, we proposed a dynamic controller for one of the most well-known search algorithms, which is the Genetic Algorithm (GA). Population Diversity Controller-GA (PDC-GA) is proposed as a novel feature-selection algorithm to reduce the search space while building a machine-learning classifier. The PDC-GA is proposed by combining GA with k-mean clustering to control population diversity through the exploration process. An injection method is proposed to redistribute the population once 90% of the solutions are located in one cluster. A real case study of a bankruptcy problem obtained from UCI Machine Learning Repository is used in this paper as a binary classification problem. The obtained results show the ability of the proposed approach to enhance the performance of the machine learning classifiers in the range of 1% to 4%.
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1. Introduction

The concept of exploration and exploitation plays a vital role in the effectiveness of any searching algorithm. In general, exploration is the process of visiting a new area in the search space, while exploitation is visiting a specific area within the neighborhood of previously visited points [1]. In order to find a good search algorithm, a good ratio between exploration and exploitation should be defined. The performance of population-based algorithms such as genetic algorithms, genetic programming, particle swarm optimization, brainstorm optimization algorithms, and other algorithms, is determined by the relationship between exploitation and exploration processes. Many researchers believe that population-based algorithms are effective due to the good ratio between exploitation and exploration [2,3].

In general, exploration and exploitation are usually controlled offline by proper settings of parameters that affect the population-based algorithm performance. However, the development process of such algorithms depends on the problem itself, which needs different amounts of exploration and exploitation. Since the problem nature is not known in advance, it is needed to find a controller to determine the amount of exploration and exploitation that are to be dynamically changed during a run. This motivates us to propose a novel approach that is able to control the exploration and exploitation processes inside GA. We employed GA as a binary feature selection approach to select the most valuable features for the bankruptcy prediction problem. The bankruptcy problem is one of the most critical economic problems in the world, which economic decision makers have to
face. Small or large companies that are related to the local community play a vital role in decisions for policymakers and the directions for global economic growth. Therefore, the performance of these companies and the prediction of bankruptcies attract researchers due to its effluence on social economics [4,5]. Moreover, bankruptcy reflects on companies and individuals based on several factors such as reputation, potential loss of customer base, and credit history.

In the field of risk management for the bank’s sector, the bankruptcy problem is one of the most critical problems that face the financial department every day. Predicting bankruptcy in advance plays a key role in evaluating credit loan systems since it helps banks to prevent them from insolvency due to bad loans. Moreover, predicting corporate bankruptcy in an accurate way can contribute to the community by giving the right loan to successful companies. In general, a bankruptcy problem depends on a set of input features that are collected carefully from customer information (see Table 1). Moreover, this problem is a binary classification problem, where the main objective is to predict if the customer will have bankruptcy or not. Due to a large number of input features, finding a rigid wrapper algorithm is needed to enhance the overall performance of machine learning classifiers. As a result, we propose an enhanced version of the GA (i.e., Population Diversity Controller-GA (PDC-GA)) to explore the search space in a good manner and prevent premature convergence of the standard GA.

**Table 1. Dataset features descriptions.**

| ID  | Description | ID  | Description |
|-----|-------------|-----|-------------|
| X1  | net profit / total assets | X33 | operating expenses / short-term liabilities |
| X2  | total liabilities / total assets | X34 | operating expenses / total liabilities |
| X3  | working capital / total assets | X35 | profit on sales / total assets |
| X4  | current assets / short-term liabilities | X36 | total sales / total assets |
| X5  | [(cash + short-term securities + receivables - short-term liabilities) / (operating expenses - depreciation) * 365] | X37 | (current assets - inventories) / long-term liabilities |
| X6  | retained earnings / total assets | X38 | constant capital / total assets |
| X7  | EBIT / total assets | X39 | profit on sales / sales |
| X8  | book value of equity / total liabilities | X40 | (current assets - inventory - receivables) / short-term liabilities |
| X9  | sales / total assets | X41 | total liabilities / ((profit on operating activities + depreciation) * (12/365)) |
| X10 | equity / total assets | X42 | profit on operating activities / sales |
| X11 | (gross profit + extraordinary items + financial expenses) / total assets | X43 | rotation receivables + inventory turnover in days |
| X12 | gross profit / short-term liabilities | X44 | (receivables * 365) / sales |
| X13 | (gross profit + depreciation) / sales | X45 | net profit / inventory |
| X14 | (gross profit + interest) / total assets | X46 | (current assets - inventory) / short-term liabilities |
| X15 | (total liabilities * 365) / (gross profit + depreciation) | X47 | inventory / total assets |
| X16 | (gross profit + depreciation) / total liabilities | X48 | EBITDA (profit on operating activities - depreciation) / total assets |
| X17 | total assets / total liabilities | X49 | EBITDA (profit on operating activities - depreciation) / sales |
| X18 | gross profit / total assets | X50 | current assets / total liabilities |
| X19 | gross profit / sales | X51 | short-term liabilities / total assets |
| X20 | (inventory * 365) / sales | X52 | (short-term liabilities * 365) / cost of products sold |
| X21 | sales (n) / sales (n-1) | X53 | equity / fixed assets |
| X22 | profit on operating activities / total assets | X54 | constant capital / fixed assets |
| X23 | net profit / sales | X55 | working capital |
| X24 | gross profit (in 3 years) / total assets | X56 | (sales - cost of products sold) / sales |
| X25 | (equity - share capital) / total assets | X57 | (current assets - inventory - short-term liabilities) / (sales - gross profit - depreciation) |
| X26 | (net profit + depreciation) / total liabilities | X58 | total costs / total sales |
| X27 | profit on operating activities / financial expenses | X59 | long-term liabilities / equity |
| X28 | working capital / fixed assets | X60 | sales / inventory |
| X29 | logarithm of total assets | X61 | sales / receivables |
| X30 | (total liabilities - cash) / sales | X62 | (short-term liabilities * 365) / sales |
| X31 | (gross profit + interest) / sales | X63 | sales / short-term liabilities |
| X32 | (current liabilities * 365) / cost of products sold | X64 | sales / fixed assets |
In general, the bankruptcy problem is still a complex hard problem due to two main factors: (i) a complex relationship between a large number of variables, and (ii) imbalanced datasets, where the collected data for this problem usually are imbalanced (i.e., number of bankrupt cases are less than positive cases). The first factor makes the search space of this problem very high, where optimization methods try to reduce it as a feature selection problem, while the second factor affects the performance of ML methods. As a result, it is important to examine the collected data before building the prediction method and solving the imbalanced data problem first.

Recently, machine learning (ML) and optimization methods have shown promising performance while tackling the bankruptcy prediction problem [6,7]. ML solved the bankruptcy prediction problem as a binary classification problem (i.e., bankrupt and non-bankrupt), while optimization methods addressed this problem as a feature selection (FS) problem [8,9]. ML and optimization methods are able to solve the bankruptcy prediction problem due to their ability to handle big data and a large number of features (i.e., input data) [7]. In contrast, statistical methods have a set of limitations while solving this problem, such as solving the problem as a linear one, shortage in exploring the hidden relations between all input data, and sensitivity to outliers [10].

Many research papers have been proposed using ML to solve the bankruptcy prediction problem. For example, artificial neural networks (ANN) [11], genetic programming [12], support vector machines [13], and ensemble learning [6], while optimization methods such as genetic algorithm (GA) [14], ant colony optimization (ACO) [9], particle swarm optimization (PSO) [15], and Grey wolf optimization (GWO) [16] are employed successfully for the bankruptcy prediction problem. In general, optimization algorithms should have a balance between exploration and exploitation processes while solving complex problems to reach the optimal or near-optimal solutions. This balance can be achieved by controlling the diversity of the optimization algorithm [17].

The main contribution of this paper involves employing an enhanced version of GA that is able to control the population diversity during the search process. The main idea works by injecting the search space with new solutions to enhance the balance between exploration and exploitation processes to avoid being trapped in local optima.

In what follows, Section 2 presents the related works of bankruptcy prediction problem and diversity control for optimization algorithms. Section 3 presents the dataset used in this research, which is a public dataset obtained from the UCI Machine Learning Repository. Section 4 explores the proposed PDC-GA method in detail. Section 5 investigates the obtained results and our findings. Finally, Section 6 presents the conclusion and future works of this research.

2. Related Works
2.1. Diversity Control

All searching algorithms have two main concepts, which are Exploration and Exploitation processes [3]. Exploration refers to exploring or visiting all points in the search space, while Exploitation means visiting the surrounding points for a specific area. In general, finding a balance between Exploration and Exploitation is considered the main criterion to evaluate the overall performance of optimization algorithms. Many research papers highlight the concept of exploration and exploitation to gain a good ratio between both criteria. Sun et al. [18] propose a clustering method (i.e., k-mean method) to achieve a good ratio between exploration and exploitation for multi-objective optimization problems. Mittal et al. [19] enhanced the overall performance of Grey Wolf Optimizer (GWO) to prevent the premature convergence of the GWO algorithm. In the original GWO, half of the iterations work on exploration, while the second half work on exploitation, which is considered as a weak point of the GWO algorithm. The authors address this problem by finding a proper ratio between exploration and exploitation. Lynn and Suganthan [20] modified the Particle Swarm Optimization (PSO) by generating two subpopulations from the main population pool to enhance the exploration and exploitation processes. The main
idea is that each sub-population focuses on exploration or exploitation based on the current distribution of solutions in the search space. Chen et al. [21] employed a sigmoid function that controls the velocity update process for PSO to overcome the premature convergence.

Shojaedini et al. [22] enhanced the performance of GA based on an adaptive genetic operator for selection and mutation. The proposed approach tries to find a good ratio between exploration and exploitation based on the number of outliers. Kelly et al. [23] control the exploration and exploitation processes for genetic programming (GP) by proposing a new selection method called knobelty. Mirsaleh and Meybodi [24] studied the premature convergence for GA and memetic algorithms.

2.2. Bankruptcy Prediction Problem
The bankruptcy prediction problem is a challenging problem that is related to companies’ evaluation and organizations’ solvency. Bankruptcy prediction was initially solved based on statistical methods [25] and Multiple Discriminant Analysis [26]. However, statistical methods are not able to explore all factors of the financial data or discover the hidden information inside it.

To overcome the weaknesses of statistical methods, machine learning methods show a great ability to address this problem [6,27]. Several methods have been adopted, such as support vector machines (SVMs) [28], artificial neural networks (ANNs) [29], Decision Tree [8], ensemble models [6], and deep learning methods [30]. Recently, many research papers have focused on ensemble models due to their ability to model bankruptcy problem in a good manner due to their ability to handle a large amount of financial data and produce lower error frequency [31]. Moreover, ensemble models are able to handle imbalance data [32].

2.3. Classification Models for Bankruptcy Prediction Problem
There are many machine learning methods that have been employed to predict the bankruptcy problem. We will list the methods that have been employed in the literature for this problem. Linear discriminant analysis (LDA) is a well-known classifier that has been employed successfully for many real-world applications. LDA was firstly employed for feature extraction, feature selection, and classification [33]. Altman [34] applied LDA in 1968 to predict the bankruptcy problem. Multilayer perceptron (MLP) is the most well-known model of artificial neural networks (ANNS), which consists of three layers (i.e., input, hidden, and output layers) [35]. MLP has been widely employed to predict the bankruptcy problem [29,36]. The JRip algorithm refers to Repeated Incremental Pruning to Produce Error Reduction (RIPPER), which enhances the correctness of a set of rules by tuning individual rules [37]. JRip algorithm works as an incremental learner that builds a set of rules in the training process. The error is evaluated based on the number of misclassified records for the training dataset [38]. JRip algorithm has been employed successfully in financial prediction problems [39,40].

The decision tree classifier (J48) is a well-known classifier constructed as a hierarchical model that consists of three main components (i.e., internal nodes, leaf nodes, and branches). The J48 model is very simple to implement, and the obtained trees are readily interpretable, while the weakness of this model is that it does not support multiple outputs and is susceptible to noisy data [41]. Logistic regression (LR) is a statistical classification model in ML, which is suitable for a binary class (bankruptcy and non-bankruptcy). LR has been employed successfully in different fields, such as medical, engineering, and social science [42]. Support vector machine (SVM) is an excellent classification method for data classification and regression [43]. However, the main weakness of SVM is high computational complexity.

Boosting is an ensemble learning method on ML for binary classification problems. In general, boosting comes in many flavors, such as bagging and random forest. There are many versions of boosting methods that have been employed successfully for binary classification problems (e.g., XGB and EXGB [4]). AdaBoost (Adaptive Boosting) is a simple
ML classifier based on boosting algorithms. In AdaBoost, the decision trees are employed for weak learners with trees with a single split termed as decision stumps. The samples are weighted in AdaBoost. The weights are increased for samples that are difficult to classify, while the weights are decreased for weights that are simple to classify [44]. Random forest (RF) is an ensemble machine learning method that involves construction (growing) of multiple decision trees via bootstrap aggregation [45]. In simple terms, the input of RF is passed down each of the constituent decision trees. Each tree classifies the input values and “votes” for the corresponding class. The majority of the votes decide the overall RF prediction [46].

Recently, many research studies have focused on reducing the number of variables of bankruptcy prediction to enhance the overall performance of machine learning classifiers. Wrapper feature selection methods are one of the most applicable methods that are able to reduce the search space [47,48]. Therefore, we believe employing feature selection methods will help decision-makers to explore the financial data and extract valuable features that play an important role in bankruptcy cases.

3. Dataset

The dataset used in this research is adopted from [4], which represents several of Polish companies. Since 2004, many Poland companies in the manufacturing sector went to bankruptcy state, which makes this problem valuable to study and analyze. The dataset was extracted from the Emerging Markets Information Service (EMIS) database. In general, the dataset has information on emerging markets around the world, including the Polish one, such as financial information, political, macroeconomic, and companies’ news in Polish and English for 540 publications.

In this dataset, there are two periods of time. One is for bankruptcy, which is between 2007 and 2013, and the other period, which is between 2000 and 2012, without bankruptcy, for companies that are still working based on the reported data in EMIS. Therefore, this dataset has imbalanced samples. The dataset presents a binary classification problem with 64 features (inputs) and a single output (i.e., 0 means bankruptcy or 1 means no bankruptcy). Table 1 demonstrates the 64 features for this dataset.

4. Proposed Approach: PDC-GA

The proposed method of this work is depicted in Figure 1. The PDC-GA enhances the performance of GA by controlling the population diversity of GA. In this work, GA works as a feature selection method. After collecting the financial data for companies based on historical data, eliminating the weak features will enhance the overall performance of ML classifier(s) by reducing the search space of this problem. The population diversity is controlled by clustering the population based on k-means method and redistributing the solutions once most of the solutions are related to one cluster. An adaptive injection process is proposed to balance the exploration and exploitation of GA. Five different ML classifiers are employed to evaluate the selected features. Moreover, we applied the K-fold cross-validation with k-fold = 10 to avoid the overfitting problem. The following subsections explore the proposed method in more detail.

4.1. Preprocessing

The nature of financial data is very complex and may suffer from several problems due to several reasons, such as missing data, imbalanced cases, human error, or corrupted data. Therefore, building an accurate model is a challenging task. In this paper, to build an accurate model, we examine the collected data, and we found that there are some records that have missing data, as shown in Table 2. Figure 2 demonstrates the missing data patterns for the dataset. It is clear that the distribution of missing data overall are input features. Moreover, we performed two types of experiments: without missing data and with imputting missing data. We employed Synthetic Minority Oversampling Technique
(SMOTE) to address imbalanced data. To ensure that all the data were consistent, we normalized all features to be within the range of [0,1].

Figure 1. Population Diversity Controller–Genetic Algorithm (PDC-GA) method.

Table 2. Missing data percentage.

| Year   | Missing Data Percentage |
|--------|-------------------------|
| Year 1 | 1.2775                  |
| Year 2 | 1.8385                  |
| Year 3 | 1.4484                  |
| Year 4 | 1.3788                  |
| Year 5 | 1.2146                  |

4.2. Imbalanced Dataset

The performance of ML classifiers and optimization methods is affected by two factors: number of class type and number of samples. The major problem is called an imbalance problem when the class of interest is quite small compared to the normal one. In general, ML performance is based on a dataset skewed toward the normal class (i.e., majority class). In reality, financial data suffer from imbalanced data problem, which reduces the overall performance of ML classifiers [49].

There are two main approaches to handle the imbalanced data problem: algorithm perspective and data perspective [50]. The data perspective works based on re-sampling the data space. Resampling works using either over-sampling for the minority class or under-sampling instances for the majority class. Moreover, the re-sampling method address the imbalanced data problem randomly or deterministically.

SMOTE is a well-known method used to address imbalanced data, which creates synthetic samples between positive samples and the closest samples to it [50]. Adaptive synthetic sampling (ADASYN) generates a weighted distribution for several minority class based on their difficulty during the learning process [49]. ADASYN is able to reduce the bias toward the minority class and adaptively learn. In this work, we employed the ADASYN method to handle the imbalanced financial data.
Figure 2. Pictorial maps for missing data patterns in all years.
4.3. Enhanced Genetic Algorithm

In this paper, we proposed a clustered genetic algorithm, as shown in Figure 3. The proposed approach works based on hybridization between k-means algorithm and the genetic algorithm. To prevent the local optima problem, at each iteration, we performed k-means clustering with \( k = 3 \). The process of injecting is demonstrated in Figure 4. The initial population of GA is clustered using k-means method, as shown in Figure 4a. At iteration \( t \), all the solutions are converged (i.e., most solutions are located in one cluster), as shown in Figure 4b. Once most of the solutions are located in one cluster, an injection process of new solutions is obtained from a pool of solutions (i.e., worst solutions from previous genetic operations).

Figure 3. The pseudo-code for enhanced Genetic Algorithm.

```
4.3. Enhanced Genetic Algorithm

In this paper, we proposed a clustered genetic algorithm, as shown in Figure 3. The proposed approach works based on hybridization between k-means algorithm and the genetic algorithm. To prevent the local optima problem, at each iteration, we performed k-means clustering with \( k = 3 \). The process of injecting is demonstrated in Figure 4. The initial population of GA is clustered using k-means method, as shown in Figure 4a. At iteration \( t \), all the solutions are converged (i.e., most solutions are located in one cluster), as shown in Figure 4b. Once most of the solutions are located in one cluster, an injection process of new solutions is obtained from a pool of solutions (i.e., worst solutions from previous genetic operations).

Given:
- \( sP \): size of the population.
- \( nI \): number of iterations.
- \( rC \): rate of crossover.
- \( rM \): rate of mutation.

Generate initial population of size \( sP \).
Evaluate initial population based on the fitness function.

**While** (current iteration \( \leq nI \))

Cluster the population using K-mean clustering algorithm.

**while** (90% of solutions located in one cluster)

Apply injection process
Select two parent solutions from current population.
Form offspring’s solutions via crossover.

**IF** \( \text{rand}(0.0, 1.0) < rM \)

Mutate the offspring’s solutions.

**end IF**
Evaluate each child solution based on the fitness function.
Add offspring’s to population.

// population size is now \( \text{MaxPop} = sP \times (1 + rC) \).
Remove the \( rC \times sP \) least-fit solutions from population.

**end While**
Output the global best solution.
```

Figure 5 presents the pseudo-code for the injection process, which presents the redistribution process of the solutions in the search space once 90% of the solutions are located in one cluster. Since the population size is fixed in GA, the number of injected solutions should be equal to the number of removed solutions. This number is determined based on Equation (2), where \( \text{Max}_{c} \) presents the highest number of solutions located in clusters, \( \text{Min}_{c} \) presents the lowest number of solutions located in clusters, \( \text{Iter} \) presents the maximum number of iterations, and \( \text{Population}_{size} \) presents the population size. All injected solutions are obtained from a pool of solutions (i.e., generated randomly) to make sure they are distributed over the search space.

We employed an internal classifier based on the k-Nearest Neighbors (kNN) algorithm to evaluate the selected features. The reason behind selecting kNN as an internal classifier is that the time complexity of kNN is \( O(n \times s) \), where \( n \) means the number of training samples, while \( s \) means the number of selected features. The fitness function of kNN is presented in Equation (1), where the accuracy of kNN classification is used as a fitness function, where TP, FP, TN, and FN are the calculated values of true positive, false positive, and true negative, and false negative, respectively.
Accuracy = \frac{TP + TN}{TP + TN + FP + FN} \tag{1}

\text{Injection percentage} = \frac{\text{Max}_c - \text{Min}_c}{\text{Iter}} \times \text{Population size} \tag{2}

4.4. Machine Learning Classifier(S)

There are many classification methods that can be employed on binary classification problems. However, in this work, the 10-fold cross-validation technique was employed using five classification methods, namely K nearest neighbor (kNN), linear discriminant (LD), decision tree (DT), support vector machine (SVM), and logistic regression (LR). Each classifier works in a different manner, so examining the performance of these classifiers over the bankruptcy problem using the 10-fold cross-validation technique is investigated in this work. Moreover, the cross-validation method reduces the possibility of over-fitting and redundancy of the data, so it enables us to generate a robust model.

4.5. Evaluation Process

Since the bankruptcy problem is a binary classification, we employed the area under the receiver operating characteristics curve (AUC) as an evaluation criterion. The AUC value reports the ratio between the number of correctly classified samples to the total number of testing samples. Equation (3) presents an over average for the k-fold cross-validation method.

\[ CV = \frac{1}{k} \sum_{i=1}^{k} A_i \tag{3} \]

where CV represents the cross-validation accuracy, k represents the number of folds (i.e., k-fold = 10), and A represents the AUC value for each fold. Figure 6 demonstrates a pictorial diagram for AUC curves with its meanings.
Figure 4. Injection process for new solutions.

Given:
Current Population at iteration $t$
Cluster the population using K-mean clustering algorithm.
If 90% of the population located in one cluster
   Determine the percentage of injection ($D$) based on Equation (2)
   Remove the worst solutions from the population based on $D$
   Inject new solutions to the population based on $D$

Figure 5. The pseudo-code for injection process.
5. Results and Analysis

The proposed approach was implemented in MATLAB R2019b environment, and the simulations were executed on an Intel Core i5- M40 2.4-GHz processor with 4 GB RAM. The parameters adopted in all experiments, either for standard GA or the proposed enhanced GA, are listed in Table 3. In this work, we performed two types of experiments: (i) standard genetic algorithm based on the pseudo-code, and (ii) enhanced genetic algorithm. Both experiments employed the same fitness function as shown in Equation (1). To evaluate the overall performance of selected features either from standard or enhanced genetic algorithm, we executed four different classifiers (i.e., KNN, LD, DT, SVM, and LR). Each classifier is evaluated based on the average AUC value as shown in Equation (3). The following subsections demonstrate the obtained results and analysis.

Table 3. Parameters setting of standard GA and enhanced GA.

| Parameters       | Value            |
|------------------|------------------|
| Population size  | 100              |
| Crossover rate   | 0.7              |
| Crossover type   | Uniform          |
| Mutation Rate    | 0.14             |
| Mutation type    | Multiple points  |
| Selection type   | Roulette wheel Selection (RWS) |
| Number of iterations | 500            |

5.1. Feature Selection Results

Finding the most important features for the bankruptcy problem gives us more information about this problem. We executed 21 different independent runs for each year. Table 4 explores the obtained results for standard and enhanced genetic algorithm without imputing missing data (i.e., removing missing data). It is obvious that the proposed approach outperforms the standard genetic algorithm based on fitness value and the number of selected features. For example, the year 1 results show that the performance of enhanced GA is 0.9573, which outperforms the standard GA, which is 0.9391. Moreover, the number of selected features is improved for all datasets. For example, there are 18 features selected using standard GA for year 5, while enhanced GA selects 14 features. The reported selected features are the best features out of 21 independent runs. Reducing the number of features will reduce the computational time for machine learning and remove the redundant/irrelevant features. Boxplot diagrams for enhanced GA and standard GA are presented in Figure 7. It is obvious that the performance of enhanced GA for all years has more robust performance compared to the standard GA during the 21 independent runs and able to overcome the premature convergence during the search space. Figure 8
demonstrates the performance of the exploration process for both methods. It is clear that an enhanced genetic algorithm is able to explore the search space better than standard GA.

Table 4. Obtained results for standard and enhanced GA as a feature selection.

| Dataset | Approach  | Fitness Value (Accuracy) | Selected Features          |
|---------|-----------|--------------------------|----------------------------|
| Year 1  | Standard GA | 0.9391                  | [5,7,11,14,15,23,44,48,50,54,57,60,62] |
|         | Enhanced GA | 0.9573                  | [5,6,11,14,15,20,27,35,41,52,60] |
| Year 2  | Standard GA | 0.9054                  | [2,6,16,17,19,22,27,29,30,33,34,35,38,42,55,59,61,62] |
|         | Enhanced GA | 0.9379                  | [7,8,13,15,18,21,22,27,29,34,38,39,42,62] |
| Year 3  | Standard GA | 0.8687                  | [5,6,8,9,25,27,34,54,56,58,61,63] |
|         | Enhanced GA | 0.885                   | [14,33,35,38,46,47,49,57,63] |
| Year 4  | Standard GA | 0.9338                  | [7,11,17,29,33,37,41,47,55,56,59,62] |
|         | Enhanced GA | 0.9559                  | [4,12,14,18,19,20,33,44,59,63] |
| Year 5  | Standard GA | 0.9188                  | [2,7,8,12,14,16,17,22,24,27,35,39,40,47,49,57,59,63] |
|         | Enhanced GA | 0.9666                  | [1,5,9,12,17,18,19,20,31,37,39,48,56,61] |

Figure 7. Boxplot diagrams for 21 independent runs.

5.2. Classifiers Models Results

To evaluate the best feature selected in the previous section, we employed five different binary classifiers (i.e., KNN, LD, DT, SVM, and LR). Since the datasets used in this work have missing data, we employed two types of experiments: (i) without imputing missing data, and (ii) with imputing missing data. We executed each classifier 21 times using a 10-fold cross-validation method. All reported results represent the mean value of AUC.

Table 5 shows the obtained results for all years without imputing. It is clear that SVM with enhanced GA outperforms other methods in three datasets (i.e., year 2, year 3, and year 4), while KNN with enhanced GA outperforms in two datasets (i.e., year 1 and year 5). It is clear that our proposed approach is able to enhance the performance of machine learning classifiers.

Table 5. Obtained mean results with feature selection without imputing missing data.

|                 | Enhanced GA | Standard GA |
|----------------|-------------|-------------|
|                 | KNN         | LD          | DT          | SVM         | LR          | KNN         | LD          | DT          | SVM         | LR          |
| Year 1          | 0.9573      | 0.9236      | 0.8742      | 0.9563      | 0.9221      | 0.9391      | 0.8821      | 0.8452      | 0.8893      | 0.8996      |
| Year 2          | 0.9379      | 0.9072      | 0.8236      | **0.9453**  | 0.9235      | 0.9054      | 0.7996      | 0.9236      | 0.8437      | **0.9351**  |
| Year 3          | 0.885       | 0.9136      | 0.8337      | **0.9447**  | 0.9436      | 0.8687      | 0.8863      | 0.9108      | 0.7834      | 0.9228      |
| Year 4          | 0.9599      | 0.9440      | 0.8906      | **0.9750**  | 0.9412      | 0.9338      | 0.9327      | 0.9004      | 0.8961      | 0.9183      |
| Year 5          | **0.9666**  | 0.9571      | 0.8813      | 0.9636      | 0.9336      | 0.9188      | 0.8526      | 0.8821      | 0.8379      | 0.9037      |
Figure 8. The exploration performance for enhanced and standard GA.
Table 6 shows the obtained results with imputing missing data. We employed the average method to impute the missing data. The obtained results show that the enhanced genetic algorithm outperforms the standard GA in four datasets (i.e., year 1, year 2, year 4, and year 5), while the performance of standard GA outperforms the enhanced GA only in one dataset (i.e., year 3). Moreover, from comparing the obtained results from Tables 5 and 6, it is clear that imputing missing data reduces the overall performance of classifiers. Four datasets (i.e., year 1, year 2, year 4, and year 5) gain less accurate values after imputing missing data. We believe that imputing missing is not valuable in our case for two reasons: (i) percentage of missing data is small (less than 2%), and (ii) imputing missing data based on average value is not a sufficient method.

Table 6. Obtained mean results with feature selection with imputing missing data.

| Dataset | Enhanced GA | Standard GA |
|---------|-------------|-------------|
|        | KNN | LD | DT | SVM | LR | KNN | LD | DT | SVM | LR |
| Year 1  |     |    |    |     |    |    |    |    |     |    |
|         | 0.9123 | 0.8794 | **0.9299** | 0.9171 | 0.8457 | 0.9066 | 0.8594 | 0.8800 | 0.9058 |
| Year 2  | **0.9400** | 0.9339 | 0.8734 | 0.8769 | 0.9050 | 0.8627 | 0.8678 | 0.9102 | 0.8645 | 0.9372 |
| Year 3  | 0.9231 | 0.9354 | 0.9108 | 0.9520 | 0.9418 | **0.9577** | 0.9249 | 0.8747 | 0.9059 | 0.8440 |
| Year 4  | **0.9669** | 0.9231 | 0.9025 | 0.8806 | 0.9311 | 0.9478 | 0.9444 | 0.9363 | 0.8639 | 0.9073 |
| Year 5  | **0.9479** | 0.9123 | 0.8791 | 0.8966 | 0.8854 | 0.8329 | 0.8853 | 0.8707 | 0.8510 | 0.8532 |

Table 7 shows the obtained results without a feature selection algorithm. We executed all classifiers in two different ways: without imputing missing data, and with imputing missing data. The algorithm with imputing missing data outperforms that without imputing missing data in all datasets except the year 5 dataset. Moreover, the reported results in Table 6 show that applying feature selection improves the overall performance of machine learning classifiers since the search space is reduced.

Table 7. Obtained mean results without feature selection.

| Dataset | Without Imputing Missing Data | With Imputing Missing Data |
|---------|-------------------------------|-----------------------------|
|         | KNN | LD | DT | SVM | LR | KNN | LD | DT | SVM | LR |
| Year 1  | 0.8266 | 0.8950 | 0.8247 | 0.8279 | 0.8774 | 0.8452 | **0.9052** | 0.9000 | 0.8809 | 0.9047 |
| Year 2  | 0.8306 | 0.9100 | 0.9099 | 0.8995 | 0.8365 | 0.9000 | 0.8267 | 0.8192 | **0.9499** | 0.8257 |
| Year 3  | 0.8926 | 0.8770 | 0.9270 | 0.8914 | 0.9090 | 0.8049 | 0.8842 | **0.9323** | 0.9004 | 0.8286 |
| Year 4  | 0.8699 | 0.8676 | 0.9108 | 0.8292 | 0.8346 | 0.8553 | 0.8691 | **0.9472** | 0.8235 | 0.9283 |
| Year 5  | 0.8391 | 0.8630 | **0.9115** | 0.9084 | 0.8267 | 0.8967 | 0.8564 | 0.8286 | 0.8642 | 0.8723 |

Table 8 compares the obtained results with a set of algorithms from the literature. It is clear that the proposed feature selection is able to enhance the obtained results in three datasets (i.e., year 3, year 4, and year 5), while imputing missing data without a feature selection approach (i.e., Approach 4) outperforms all other methods in Year 2 using SVM method. However, the EXGB method that is proposed by Zięba et al. [4] outperforms all other methods in Year 1.
Table 8. Comparison results of the literature.

| Author       | Approach | Year 1 | Year 2 | Year 3 | Year 4 | Year 5 |
|--------------|----------|--------|--------|--------|--------|--------|
| Ziȩba et al. [4] | LDA      | 0.6390 | 0.6600 | 0.6880 | 0.7140 | 0.7960 |
|              | MLP      | 0.5430 | 0.5140 | 0.5480 | 0.5960 | 0.6990 |
|              | JRip     | 0.5230 | 0.5400 | 0.5350 | 0.5380 | 0.6540 |
|              | CJRip    | 0.7450 | 0.7740 | 0.8040 | 0.7990 | 0.7780 |
|              | J48      | 0.7170 | 0.6530 | 0.7010 | 0.6910 | 0.6100 |
|              | CJ48     | 0.6580 | 0.6520 | 0.6180 | 0.6110 | 0.7190 |
|              | LR       | 0.6200 | 0.5130 | 0.5000 | 0.5000 | 0.6320 |
|              | CLR      | 0.7040 | 0.6710 | 0.7140 | 0.7240 | 0.8210 |
|              | AB       | 0.9160 | 0.8500 | 0.8610 | 0.8850 | 0.9250 |
|              | AC       | 0.9160 | 0.8490 | 0.8590 | 0.8860 | 0.9280 |
|              | SVM      | 0.5020 | 0.5020 | 0.5000 | 0.5000 | 0.5050 |
|              | CVSM     | 0.5780 | 0.5170 | 0.6140 | 0.6150 | 0.7160 |
|              | RF       | 0.8510 | 0.8420 | 0.8310 | 0.8480 | 0.8980 |
|              | XGB      | 0.9450 | 0.9170 | 0.9220 | 0.9350 | 0.9510 |
|              | EXGB     | 0.9590 | 0.9440 | 0.9400 | 0.9410 | 0.9550 |

| Our Approach | Approach 1 | 0.9573 (KNN) | 0.9453 (SVM) | 0.9447 (SVM) | 0.9730 (SVM) | 0.9666 (KNN) |
|--------------|------------|--------------|--------------|--------------|--------------|--------------|
|              | Approach 2 | 0.9299 (DT)  | 0.9400 (KNN) | 0.9577 (KNN) | 0.9669 (KNN) | 0.9479 (KNN) |
|              | Approach 3 | 0.8774 (LR)  | 0.9100 (LD)  | 0.9270 (DT)  | 0.9108 (DT)  | 0.9115 (DT)  |
|              | Approach 4 | 0.9652 (LD)  | 0.9499 (SVM) | 0.9323 (DT)  | 0.9472 (DT)  | 0.8723 (LR)  |

where
- LDA: linear discriminant analysis.
- MLP: multilayer perceptron with a hidden layer.
- JRip: decision rules inducer.
- CJRip: cost-sensitive variation of JRip.
- J48: decision tree model.
- CJ48: cost-sensitive variation of J48.
- LR: Logistic Regression.
- CLR: cost-sensitive variation of Logistic Regression.
- AB: AdaBoost.
- AC: AdaCost.
- SVM: Support Vector Machines.
- CSVM: Cost-sensitive Support Vector Machines (CSVM)
- RF: Random Forest.
- XGB: Boosted trees trained with Extreme Gradient Boosting.
- EXGB: Ensemble of boosted trees.
- Approach 1: With feature selection and without imputing missing data.
- Approach 2: With feature selection and with imputing missing data.
- Approach 3: Without feature selection without imputing missing data.
- Approach 4: Without feature selection with imputing missing data.

Finally, employing feature selection based on enhanced GA is able to enhance the overall performance of machine learning classifiers. Moreover, controlling the population diversity of GA will help the searching algorithm to overcome the local optima problem.

6. Conclusions and Future Works

In this work, we present a novel approach to control the population diversity for genetic algorithm while searching for optimal solutions. The PDC-GA method is presented as a feature selection method. The genetic algorithm is hybridized with k-means clustering method to cluster the population while performing genetic operators. An injection method is proposed to redistribute the population once 90% of the solutions are located in one cluster. Predicting bankruptcy cases in advance is a challenging task for banks and companies, due to its importance for financial sectors in all countries. As a result, finding a robust method to predict bankruptcy cases is needed. PDC-GA method has been employed
successfully in this domain. The obtained results of the PDC-GA outperform the standard GA as a feature selection. Moreover, we employed five machine learning classifiers (i.e., KNN, LD, DT, SVM, and LR) to evaluate the obtained results of the proposed algorithm. The performance of the proposed PDC-GA enhanced the original performance of standard GA between 1 and 4%. In our future work, we will apply the proposed method to optimize several real problems in industrial and research fields.
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