Is a COVID-19 Second Wave Possible in Emilia-Romagna (Italy)? Forecasting a Future Outbreak with Particulate Pollution and Machine Learning
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Abstract: The Nobel laureate Niels Bohr once said that: “Predictions are very difficult, especially if they are about the future”. Nonetheless, models that can forecast future COVID-19 outbreaks are receiving special attention by policymakers and health authorities, with the aim of putting in place control measures before the infections begin to increase. Nonetheless, two main problems emerge. First, there is no a general agreement on which kind of data should be registered for judging on the resurgence of the virus (e.g., infections, deaths, percentage of hospitalizations, reports from clinicians, signals from social media). Not only this, but all these data also suffer from common defects, linked to their reporting delays and to the uncertainties in the collection process. Second, the complex nature of COVID-19 outbreaks makes it difficult to understand if traditional epidemiological models, such as susceptible, infectious, or recovered (SIR), are more effective for a timely prediction of an outbreak than alternative computational models. Well aware of the complexity of this forecasting problem, we propose here an innovative metric for predicting COVID-19 diffusion based on the hypothesis that a relation exists between the spread of the virus and the presence in the air of particulate pollutants, such as PM$_{2.5}$, PM$_{10}$, and NO$_2$. Drawing on the recent assumption of 239 experts who claimed that this virus can be airborne, and further considering that particulate matter may favor this airborne route, we developed a machine learning (ML) model that has been instructed with: (i) all the COVID-19 infections that occurred in the Italian region of Emilia-Romagna, one of the most polluted areas in Europe, in the period of February–July 2020, (ii) the daily values of all the particulates taken in the same period and in the same region, and finally (iii) the chronology according to which restrictions were imposed by the Italian Government to human activities. Our ML model was then subjected to a classic ten-fold cross-validation procedure that returned a promising 90% accuracy value. Finally, the model was used to predict a possible resurgence of the virus in all the nine provinces of Emilia-Romagna, in the period of September–December 2020. To make those predictions, input to our ML model were the daily measurements of the aforementioned pollutants registered in the periods of September–December 2017/2018/2019, along with the hypothesis that the mild containment measures taken in Italy in the so-called Phase 3 are obeyed. At the time we write this article, we cannot have a confirmation of the precision of our predictions. Nevertheless, we are projecting a scenario based on an original hypothesis that makes our COVID-19 prediction model unique in the world. Its accuracy will be soon judged by history—and this, too, is science at the service of society.
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1. Introduction

“The virus remains the public enemy number one”, World Health Organization (WHO), Director General, Tedros Adhanom Ghebreyesus maintained at a recent press conference, and he also added that: “If basics are not followed, the only way the pandemic is going to go, it is going to get worse and worse and worse” [1]. These threatening words are justified in light of the current pandemic numbers. As of 17 July 2020, global COVID-19 cases exceed 13.5 million, and 584,940 people have died of it in almost seven months, with the current biggest rises in the United States, Brazil, India, and South Africa [2].

When COVID-19 first struck several provinces of Northern Italy in early 2020 (especially in Lombardy and in Emilia-Romagna), the conditions there made it a perfect storm. The virus outbreak spread with an unusual violence (in the period from late February to April 2020), with a catastrophic toll in terms of human deaths. Still now, several months after that last virus surge, and a severe subsequent lockdown period, the consequences are profound. Italy counts a total number of 252,235 registered infections, and as many as 35,231 human deaths (as of 13 August 2020) [3]. Not only that, but some recent financial studies also estimate that Italy’s Gross Domestic Product (GDP) could drop significantly in 2020 due to the impact of the pandemic, with some industrial sectors severely hit, including textile, train and air transport, hotels, restaurants, entertainment, and automotive [4].

The proportion of this disaster is key to understanding why policymakers, health officials, and media in general have an increasing interest in making use of computational models that can forecast possible resurgences of the virus, in order to put in place containment measures [5]. Unfortunately, there are several problems here, primarily linked to collecting data, and then using them to feed an adequate forecasting model.

Along this line of reasoning, we propose a clear direction. We do believe that a relationship exists between particulate matter (of various types) and COVID-19 incidence, and that this favors the spread of the contagion. We have devoted a previous study to verifying the presence of such a possible correlation between the series of the new daily COVID-19 infections in the period February–April 2020 in Emilia-Romagna (Italy) and the correspondent series of the daily values of the PM$_{2.5}$, PM$_{10}$, and NO$_x$ pollutants [6]. A specific statistical hypothesis testing method was then employed (i.e., the Granger causality statistical methodology [7,8]), which returned a positive response to our question based on a complex set of experiments that extended before, during, and after the lockdown periods decided by the Italian Government on 8–10 March 2020.

Obviously, it is not our intention to run through, again, all the technical and epistemic issues behind this hypothesis here. The interested reader can refer to [6]; nonetheless, some of the basics that lie behind our decision to use this hypothesis to select the data used to make predictions on future COVID-19 outbreaks need to be discussed.

First, it is out of discussion that poor air quality easily brings one to a state of permanent inflammation and chronic respiratory difficulties, along with a hyper-activation of the immune system. All these circumstances make human lungs prone to be attacked by respiratory viral infections [9]. Owing to this condition, it has been demonstrated that humans living in highly polluted areas have a reduced respiratory capacity to react to virus attacks [10]. In addition to these general considerations, which are confirmed by an impressive wealth of recent literature [11–13], more interesting is the biological phenomenon at the center of the following controversy: Can particulate matter be a carrier for COVID-19?

To respond to this question, it would be enough to remind a recent claim of 239 experts who maintained that this virus can be airborne [14], united with the information of the presence of the COVID-19 RNA, found in the particulate matter of Bergamo (Italy) [15]. All these seem to confirm that this virus can create clusters with particulate matter, and that it can be carried by this type of microscopic pollutants.

To close this issue: Although we are aware that there is an ongoing scientific controversy, concerning the link between that first experimental finding (i.e., [15]) and the degree of severity with which a COVID-19 outbreak can spread [16], we believe that both our previous study and those
detailed in [17,18] provide a support to the hypothesis that the presence of COVID-19 on outdoor air samples can represent a potential early indicator of the diffusion of the virus in a given area.

Hence, based on the hypothesis that this virus can be airborne and assuming that particulate matter may favor this airborne route, we developed a machine learning model (ML, for short), with special attention to the Italian region of Emilia-Romagna (Italy). Our model was instructed with:

- All the COVID-19 infections that occurred in Emilia-Romagna, one of the most polluted areas in Europe, in the period of February–July 2020;
- The daily values of all the aforementioned particulates taken in the same period and in the same region; and finally,
- The chronology according to which restrictions were imposed by the Italian Government to human activities in the same period under observation.

Our ML model was then subjected to a classic testing procedure that has returned a promising accuracy value of approximately 90%. Finally, the model was used to predict a possible second wave of the virus for all the nine provinces of Emilia-Romagna, in the period of September–December 2020.

To get the predictions, input to our ML model were the daily measurements of the aforementioned pollutants registered in the periods of September–December 2017/2018/2019, along with the hypothesis that the mild containment measures taken by Italy in the so-called Phase 3 are obeyed [19].

Having covered the reasoning behind our choice, we shall return now to possible alternatives.

Inspired by a wealth of recent literature, new techniques have been proposed to aggregate data that could predict the pandemic’s next moves. For example, drawing on the use of new information technologies, including search engines, news reports, crowdsourced infoveillance, Twitter feeds, travel data, tele-traffic measurements, and many others again, the authors of [20] exploited a Bayesian model that calculates, in near-real time, the probability of an exponential growth or subsequent decay of the virus spread, based on data collected in the USA, between January and June 2020. Interesting in this kind of study is the fact that data from Twitter and Google searches emerge as the earliest uptrend signals to anticipate a virus surge (with a median earliness of 2–3 weeks), while UpToDate (an evidence-based clinical decision support system, developed by the health division of Wolters Kluwer [21]) was capable of providing early signals of uptrend for deaths (earliness of 4.5 weeks). Additionally, Google searches, united with the elaboration of some form of mobility data from citizens, provided early downtrend signals to anticipate a virus decay (median earliness of 2 weeks).

This type of proposal appears as an advancement to the state-of-the-art, especially if one considers that, as far as data are concerned, the problem is that virus case counts, hospitalized patients, number of deaths, reports from clinicians, etc. all suffer from reporting delays (as well as from uncertainties in the data collection process).

While we refrain from expressing non-positive comments on this research, we have to admit that it is certainly true that combining many streams of real time information may lead decision makers to be responsive to sudden changes; nevertheless, crucial remains the issue of how reliable and precise those streams of observations are when it comes to describing a pandemic spread, especially if no working hypothesis lies behind. Told in simpler words, the strength of the approach here is also its weakness: What the authors of [20] are doing is observing, without making any assumptions. This could be just a little bit extreme, since we all know that it is not the first time in the history of the science of data that one realizes, just at the end of the process, that too many data can be a bad thing. Making useful predictions requires something more than data, in fact—for example, some strong conceptual insights, as discussed at length in [22].

Let us talk now about forecasting models in more detail. Once, it was the SIR (susceptible, infectious, or recovered) model that dominated this scenery. A survey on this model is out of the scope of this paper, and the interested reader can refer to [23]. The actual value and importance of this traditional model is, obviously, out of the question in the epidemiological field; nonetheless, new proposals are emerging for modeling the COVID-19 pandemic that share similar goals, such as making predictions on the disease spread, yet adopting different computational methodologies.

Among these new proposals, the lion’s share is played by machine learning models. The majority of the ML models used in practice are supervised. Learning, with supervision, involves
learning a function that maps an input to an output based on examples of input-output pairs [24]. Providing a very simple example: If we had a set of data, regarding children with age in the range of 0–10 years, along with their correspondent weight, we could implement a very simple supervised ML model that predicts the weight of a child, based on their exact age.

Returning to the use of ML models for predicting a COVID-19 emergence, exemplary is the case of the work done in [25]. There, the authors provide a comparative analysis of various ML models to predict COVID-19 outbreaks. After a study of different ML models, based on the collection of data on infectious cases for 30 days from five different countries (Italy, China, Iran, Germany, and the USA), their most prominent finding is that the multilayered perceptron (MLP) model delivers the most accurate results, in terms of predicting an outbreak, without the assumptions that epidemiological models typically require.

Nevertheless, a criticism that we pose to articles of similar tenor is that all these studies can be assimilated to a process that starts from a bunch of example data and learns to point to the most likely output; where the meaning of likely is usually vague or fuzzy [26–30] or stochastic at best [31]. While we agree on the fundamental role played by data in these models, our belief is that, at least, a conceptual hypothesis should exist that drives one in their choice and selection.

Returning to our approach, we would like to conclude this section certain that the reader has a clear vision of our position, before they proceed with the article. To this aim, we have already stated in our previous work that neither Granger nor any other statistical testing procedure can provide final evidence that the two phenomena, between which we conjecture a relationship (i.e., pollution and COVID-19 infection spread), are correlated in nature. Additionally, the same holds for the predictions of our ML model. Nonetheless, with our predictions, we are projecting a scenario based on an original assumption that makes our COVID-19 ML model unique, as it selects the data to be used based on a well-defined and unambiguous hypothesis. Whatever will happen in September–December 2020, we will have learnt an important truth about the validity of our hypothesis—and this, too, is science at the service of society.

The remainder of the paper is structured as follows. In the next section, we describe the methodology behind our approach. Section 3 presents and critically discusses the results we yielded. Finally, Section 4 concludes the paper, with some final considerations.

2. Methods

We now present, first, some preliminary information relevant to the present study, second, a description of the dataset we used, and third, the reasoning we used to precisely decide what kind of predictions we are looking for. Finally, we provide some reflections on how we have selected the ML model that could fit squarely into our COVID-19 scenario of interest.

2.1. Preliminary Assumptions

As already anticipated, we have based this study on the precise idea that the correlation between air pollution (specifically, the PM$_{2.5}$, PM$_{10}$, and NO$_2$ pollutants) and the spread of COVID-19 infections in the Emilia-Romagna region is a very plausible hypothesis. Using that hypothesis, we consequently selected the data of interest.

We do not return, again, to this main assumption; it suffices here to remind that the presence of COVID-19 on air samples can represent an early indicator of the diffusion of the virus in a given geographical area [18]. To further summarize this concept, one should consider that, whatever the origin of this virus is, there are clear indications that COVID-19 transmission occurs from infected people, either through virus-laden droplets or aerosol transmissions. In this second case of airborne transportation, pollutants may help the diffusion, playing the role of additional carriers. All this is graphically summarized, with relative simplifications, in the following Figure 1, where it is crystal clear that the arrows in the figure should not be intended as a means to represent a direct causation, but they amount to a simple indication of a conceptual path; that is, infection propensity is favored by the transmission of droplets and aerosols, with air pollutants as further carriers.
All this anticipated, it is also important to give some details about the Italian region we took into consideration in our studies: Emilia-Romagna. The region is situated in the northeast section of the country and is divided into nine provinces: Bologna, Ferrara, Forlì-Cesena, Modena, Parma, Piacenza, Reggio nell’Emilia, Rimini, and Ravenna. It is populated by almost 4,500,000 citizens and was one of the more seriously hit by this virus in Italy, with a total number of infections of 30,342, and as many as 4298 fatalities, as of 13 August 2020. Its death toll linked to the virus is second, in Italy, only to Lombardy, where, on the same date, more than 97,000 persons were registered as infected, and the fatalities had almost reached the number of 17,000.

Relevant for considering this process from the right temporal perspective is also the chronology according to which restrictions were first imposed to human activities in those provinces, and then released after a substantial decay of the virus incidence. In particular, we can count four subsequent phases:

- Phase 0: Prior to 8 March 2020, no specific restriction was imposed, which was valid for all the nine provinces of Emilia-Romagna, except for some local control measures (for example, for schools and universities);
- Phase 1: A full lockdown was first imposed to the provinces of Modena, Parma, Piacenza, Reggio nell’Emilia, and Rimini, as of 8 March 2020 [32], and then extended to the remaining provinces of Bologna, Ferrara, Forlì-Cesena, and Ravenna on 10 March, 2020 [33];
- Phase 2: On 4 May 2020, the lockdown was partially released, though with several commercial and industrial activities still suspended, as well as the obligation for people to stay in quarantine if found or suspected ill, wear cloth face covering in public settings, wash hands frequently, etc., and where a social distancing of at least 1 meter and a half was difficult to maintain [34];
- Phase 3: On 14 June 2020, the lockdown was almost completely removed, with almost all activities resuming, provided that the personal protection measures mentioned above were obeyed [19].

2.2. Dataset Description

Based on the hypothesis that a relation exists between pollutants and infections, at least in Emilia-Romagna, the data we used to instruct our ML model were essentially of two types:

- The measurements of the particulate pollutants: PM$_{2.5}$, PM$_{10}$, and N0$_{2}$, taken on a daily basis, for all the aforementioned provinces (Bologna, Ferrara, Forlì-Cesena, Modena, Parma, Piacenza, Reggio nell’Emilia, Rimini, and Ravenna).
- The number of the daily COVID-19 infections, again for all the provinces mentioned above.

The amount of daily infections was collected using the GitHub repository of the Italian Civil Protection, for the entire period, starting on 24 February and closing on 7 July 2020 [35].

The daily values of the pollutants, by contrast, were collected using the website of the Regional Environmental Protection Agencies (ARPA) of the Emilia-Romagna region for all the nine provinces [36]. With various ARPA monitoring stations distributed over each province, an average of the values returned by each station was computed on a daily/provincial basis. The period along which those data were collected was from 10 February up to 30 June 2020.

The two periods have the same temporal length, but there is a discrepancy in the starting/closing dates. This is due to the fact that a typical COVID-19 infection can be subjected to an incubation period, whose duration can range from a few days to almost 14 before a human begins to manifest
some symptoms. Many papers provide evidence of this fact, concluding, at the end, that 99% of the infected population develop symptoms within 14 days [37].

Following this reasoning, the period during which we measured the particulates started on 10 February and closed on 30 June 2020, while the infections were registered in the period of 24 February–7 July, 2020. Simply told, if we want to instruct an ML model with a function that maps input (particulates) into output (infections), based on examples of the input–output pairs we have collected, an offset has to be introduced that temporally separates these two time-series. This stems from the simple consideration that all that can happen on a given day, say \( x \), in terms of augmented spread of the virus due to pollution, may have its effects in terms of manifestations of the infections up to day \( x + 14 \).

This is not still enough, though: In fact, the function that our ML model has to learn is a little bit more complex than usual, as we need to also take into consideration the specific period during which a given event (for example, an infection) has occurred. It makes a great difference, in fact, whether we consider events occurring during either Phase 0, or Phase 1, or Phase 2, or finally Phase 3. In conclusion, in addition to the data that are part of the relationship between particulates and infections, input to the ML model should also be the various phases through which the management of the spread of the infections has passed.

To conclude and summarize this complex situation, the following three figures show the entire dataset we have used, in a graphical form. All these graphs simultaneously show the curves for both the pollutants (black, measured in micrograms per cubic meter) and COVID-19 infections (gray, measured in units). On the x axis of all graphs reported are the timelines for the pollutants’ series (in black) and for the infections (in gray). Important to note is the temporal offset explained above. Figures 2–4 are, respectively, relative to PM\(_{2.5}\), PM\(_{10}\), and NO\(_2\). Moreover, in each graph, with the colors orange, yellow, light blue, and green, the passage through the different four phases we have mentioned is demarcated.

---

Figure 2. The dataset (I): infections, pollutant (NO\(_2\)), and phases.
Figure 3. The dataset (II): infections, pollutant (PM$_{10}$), and phases.

Figure 4. The dataset (III): infections, pollutant (PM$_{2.5}$), and phases.
2.3. What Kind of Predictions Are We Looking for?

In essence, the point is: If we have an ML model that has learnt from data the possible relationship between the presence of particulate in the air and the incidence of the virus, what kind of predictions should we ask of our model?

Let us say that the situation could become complex. In fact, while it is true that we are interested in knowing whether a second wave of COVID-19 could hit the provinces of the Emilia-Romagna region, we cannot ignore that trying to extract, from an ML model, a prediction on the exact number of new infected people, per each province, on a daily basis, is something more like a puzzle, rather than a scientific investigation.

To simplify this problem, we resorted to a more effective procedure which was as follows. The idea was to count the number of daily infections registered per each province, in all the nine provinces of Emilia-Romagna, during the four days that preceded the lockdown decision taken by the Italian Government on 8–10 March 2020 (the specific day depends on the specific province).

Once those infections counts were obtained, we computed an average value of those daily numbers on a per-province basis for those 4 days. We then got nine numbers that were finally aggregated on a regional basis, under the form of a further average count, thus yielding the average number of infections per-province on a regional basis in Emilia-Romagna. The result was 17 (from now on, the so-called threshold). Told differently, the daily number of infected people, in Emilia-Romagna, averaged over those four days, amounts to 17 times 9 = 153.

Now, please follow the reasoning. If the Italian Government, using its own decisional models, opted for a lockdown decision, as soon as the average regional number of daily infections on a per-province basis in Emilia-Romagna had surpassed the threshold of 17, then we could use that number as a key to design the predictions scheme of our ML model. Not to forget also the fact that Emilia-Romagna was, at that time, the region with the largest number of infections after Lombardy. Hence, the number of infections that occurred in this region has had an important role in that lockdown decision.

To conclude this reasoning, our intention is to replace the initial idea to predict if, in a given future day, Emilia-Romagna is under the risk of a second wave of a COVID-19 resurgence with the more concrete and effective prediction of whether the number of infected people will surpass that threshold of 17, on that day, on a per-province, regional basis. More precisely, we ask our ML model to compute the probability that, in a given future day, each province in Emilia-Romagna will count a number of infections larger than 17—and, then, we look at the regional picture with all its nine provinces, and the probability that the number of infections for each exceeds 17. The higher this probability is, the higher the risk of a second regional wave will be, especially if various provinces simultaneously surpass that threshold on a certain given day.

For the sake of completeness, in Figure 5, we provide a graph with the cumulative quantities of infected people, per day, for all the nine provinces of interest, plus the cumulative values of the regional and the national averages, registered during the four days prior to 8–10 March 2020.

In Figure 5, one can read: Bologna, bo; Ferrara, fe; Forlì-Cesena, fc; Modena, mo; Parma, pr; Piacenza, pc; Ravenna, ra; Reggio nell’Emilia, re; Rimini, rm; Emilia-Romagna, er; and Italy, ita.

Important to note is the fact that, in Figure 5, our regional infection average, being cumulative over those four days, amounts to 17 times 4 = 68 (as read at the rightmost end of the figure).

By contrast, if one takes into consideration the national average, they can notice that the following value of 8 times 4 = 32 can be computed (as read at the rightmost end of the figure). This smaller quantity at a national level is due to the fortunate fact that many regions in Southern Italy were not severely affected by the virus, thus providing a smaller contribution to the national average.
Interesting to remind is also the average number of infections per day in Lombardy, computed in a similar way (i.e., the average per-province number of infections, on a regional basis), which was as high as 38. This latter number is important. It is well known that in that period Lombardy was really the hardest-hit Italian area, thus becoming a sort of hotspot for COVID-19 diffusion in Italy. This is why we decided not to choose this number (i.e., 38) in our scheme. It would have been somewhat misleading, especially in consideration of the fact that we want predictions that are valid for the Emilia-Romagna region.

At this point, it is important to mention that, using the value of 17, we have essentially split our initial dataset into two separate portions:

i) The former, with all those days with a number \( y \) of daily infections, equal or smaller than 17; and

ii) The latter, with those days registering a number of new infected people larger than 17.

Not only this, but also, to properly manage the hypothesis of a relationship between pollutants and infection spread, crucial is also the concept of lag. In particular, with lag, we account for the following fact: On a given day, say \( z \), we may have registered a certain number of infections, say \( y \). Those \( y \) infections could have manifested themselves after exactly fourteen days, since the original contagion happened exactly on the day: \( z - 14 \). Nonetheless, we also know that there is a degree of uncertainty, affecting the exact number of days that should be taken into account for this count.

To take this fact into account, with a lag equal to 4, for example, we reason as if all the \( y \) infections, which occurred on day \( z \), originated from the contribution of pollutants that were in the air during a longer time interval of length 4 (starting from day: \( z - 14 \), in this specific case, our interval would go from day \( z - 14 \) up to day \( z - (14 - 4 + 1) \), that is, day: \( z - 11 \).

This is an important fact, giving rise to an important implication: With the concept of lag, which can range from 1 to 8 in our model, we try to mitigate the uncertainty concerning the exact day when people get infected (as also discussed in [37]).

To conclude, considering the nine provinces of Emilia-Romagna, each one observed for a period of 135 days, the number of examples we counted where the number of daily infections was equal to or smaller than 17 amounted to 789. By contrast, the number of examples where the number of daily infections was larger than 17 amounted to 426.

Finally, it is important also to note that 80% of all these data were employed for instructing our ML models, while the remaining 20% were retained to test the performance those models could reach upon completion of the learning phase.
2.4. Model Selection

We have reached the following point: We have collected a special set of data, based on the hypothesis of a relation between pollutants and infections. Those data represent each single day, with its infections and quantities of measured pollution in the air. Then, we have divided them into two separate sets of examples, specifically: (i) the first one comprising those days with a number of infections equal to or smaller than 17, and (ii) the second one with those days with a number of infected people larger than 17. We have also introduced the concept of lag and have exactly computed how large the two aforementioned sets of examples are (789 vs. 426).

What we still need to decide now is the ML model to adopt that should be instructed with all those data.

To choose our ML model, we proceeded as follows. Without any initial preference, we tried to instruct a wide range of possible ML models, suitable to learn the function pollutants/infections. We started with the following ML models:

- K nearest neighbor (KNN) [38];
- Classification and regression tree (CART) [39];
- Support vector machine (SVM) [40];
- Multilayer perceptron (MLP) [41];
- Ada boosting with decision tree (AB) [42];
- Gradient boosting (GB) [43];
- Random forest (RF) [44];
- Extra tree (ET) [45].

The procedure with which we selected our ML model went through two separate and subsequent phases, aimed at measuring their performance in terms of accuracy of the predictions they made, more precisely, a ten-fold cross-validation and a testing phase.

First, we allowed all the eight models mentioned above to learn the function we described before, and then we subjected each one to a classic ten-fold cross-validation procedure, yielding an F1 score. Before we proceed, we shall briefly remind what a ten-fold cross-validation procedure and an F1-score are.

Simply put, cross-validation is a procedure that evaluates predictive models by partitioning the original dataset into two portions. With the training portion, the model is trained, while with the validation portion, the model is evaluated. In a ten-fold cross-validation, the original dataset is randomly partitioned into 10 subsamples of equal size. Of the 10 portions, a single portion is kept separate to validate the model, while the model is trained with the remaining nine portions of data. We use the term cross as this validation procedure is reiterated 10 times, with each of the 10 portions used exactly once to validate the model. The ten obtained results coming from the validation portions can then be averaged to produce a final evaluation.

As regards the F1 score, in a classic classification problem (comprising true and false positives, and true and false negatives), it is intended to be the harmonic mean of the precision and recall values, where such a score reaches its best at 1. In turn, precision is the number of true positives divided by the number of true positives plus the number of false positives, while recall is the number of true positives divided by the number of true positives plus the number of false negatives (i.e., all the samples that should have been identified as positive).

All this anticipated, in Table 1, we show the results we have obtained with 80% of our data, and a ten-fold cross-validation conducted with all the eight ML models mentioned before. All the results are in terms of the F1 score, which was measured on average, plus its standard deviation.

Important to note is the fact that we allowed the models to learn our function both with each single pollutant (i.e., PM$_{2.5}$, PM$_{10}$, and NO$_2$) in isolation, and then with all the pollutants considered together; not only this, but we also varied the lag, as already anticipated, from 1 to 8.

In essence, each cell in Table 1 tells us how accurate, on average, the prediction was that a given model has made that the threshold of 17 infections was either surpassed or not, for a given day, with a certain amount of pollutants in the air.
If one accurately analyzes Table 1, they can find that almost all the ML models have comparable performances, except for CART and AB (highlighted with the red color). This convinced us to proceed with the next step of testing, at the end of which only one model was to be selected to be used to make COVID-19 predictions for the period of September–December 2020, excluding the CART and the AB candidates.

### Table 1. Ten-fold cross-validation for all the eight ML models: F1 score (average and standard deviation).
In this second step were, hence, included only the six models that exhibited good comparable performances during the ten-fold cross-validation, namely: KNN, SVC, MLP, GB, RF, and ET.

All these six models were subjected to this final testing step, conducted with 20% of the dataset we had retained for this specific aim. Results from this final testing phase are reported in Table 2.

As expected, all the six models under consideration yielded a reasonably good performance; nonetheless, the one with the best F1 score was GB, gradient boosting, as Table 2 reveals. The simple reason we expected quite good performances from almost all those six models is that they had already done well during the phase of the ten-fold cross-validation. Nonetheless, gradient boosting (GB) manifested as the best model in this specific circumstance (with its F1 score equal to 0.893). In other words, GB is the model that better learned the function pollution/infections on which our hypothesis is based. Consequently, it is the best candidate for making accurate predictions for the future.

| Algorithm | Testing Class | Precision | Recall | F1 Score |
|-----------|---------------|-----------|--------|----------|
| KNN       | <=17          | 0.90      | 0.85   | 0.845    |
|           | >17           | 0.75      | 0.82   |          |
| SVC       | <=17          | 0.95      | 0.87   | 0.890    |
|           | >17           | 0.80      | 0.92   |          |
| MLP       | <=17          | 0.93      | 0.90   | 0.890    |
|           | >17           | 0.82      | 0.87   |          |
| GB        | <=17          | 0.92      | 0.91   | 0.893    |
|           | >17           | 0.84      | 0.86   |          |
| RF        | <=17          | 0.93      | 0.87   | 0.878    |
|           | >17           | 0.79      | 0.88   |          |
| ET        | <=17          | 0.91      | 0.91   | 0.881    |
|           | >17           | 0.83      | 0.84   |          |

Table 2. Testing phase: gradient boosting (GB) selected by virtue of its F1 score.

In addition to the F1 score, where the GB surpasses all the other five candidates, with regard to the other metrics of precision and recall, it is interesting to note that it achieves a better accuracy (91–92%) in predicting whether a given future day will be classified in the class of those days with a number of infections equal or smaller than 17, and a slightly lower accuracy (84–86%) in predicting whether a given day will be classified in the class of those days with a number of infections larger than 17. This slight difference is probably due to the fact that it has been instructed with a larger number of examples of the former class.

To conclude this section, a simple explanation on how the GB model computationally works is in order now.

In very simple words, the gradient boosting method tries to find an approximation to the function \( F \) that we are letting our model learn (i.e., the relationship of pollutants vs. infections). To do that, a value is computed based on a weighted sum of \( M \) functions \( h_i \), which are, in some sense, the estimators of the number \( y \) of infected people we expect to have for each given day, given that we have registered a certain value \( x \) of some pollutant. All this is based on the following formula (where \( a_i \) is the additional parameter to be learnt, and \( \varepsilon \) is a given predefined constant value).

\[
\hat{F}(x) = \sum_{i=1}^{M} a_i h_i(x) + \varepsilon.
\]  

Technically speaking, we are minimizing loss function \( L \), given a training set composed of couples of known values of \( x \) (pollutant) and \( y \) (infections), where the final target is to make the estimation as close as possible to the real value of \( y \). All this is based on the following minimization procedure:
\[ \hat{F}(x) = \min_F E_{x,y}[L(y, F(x))] \] (2)

With this clarified, in the next section, we present the predictions that our GB model has made, regarding the plausibility of a second wave of COVID-19 infections in Emilia-Romagna.

3. Results: Predictions

We come now to the final step. Upon completion of the activities that led us to instruct our GB model using data from the period of February–July 2020, selected based on the assumption of a relationship between pollutants and infections, we now need to ask our model to make the predictions, on a daily and provincial basis, for the Emilia-Romagna region, for all the future days from 21 September to 31 December 2020.

The motivation behind the choice of this precise prediction period is obvious. We are all worried about the possibility that a second wave of COVID-19 will coincide with the end of the summer period (21 September), when many human activities will be resumed in Italy, including schools and universities, for example. As for the closing period for our predictions, we deem it natural not to extend the scope too much, thus reaching the end of the current year 2020.

Nonetheless, one element is still missing, which is relevant to our prediction activity. Our model has learnt the function that maps pollutant values into the number of infected people. Nevertheless, if we want it to try to predict what can happen on, say, day \( z \), (with, for example, \( z = 21 \) September 2020, in the province of Bologna), we need to give our model as an input the value of the pollutants circulating on that day \( z \) in Bologna.

Obviously, at the time we write our article, we do not have the precise value of those pollutants for that future day \( z \). What we can do to mitigate that factor is to try to estimate those values, based on the amounts of pollutants circulating in the air in Bologna, as measured on the same day \( z \) some given years ago, for example, 21 September 2019.

Put simply, we have exploited the amount of the pollution registered in some previous years in Emilia-Romagna to have an estimate of those pollutants that need then to be given as an input to the ML model. We have done this following two alternative strategies. In the first case, we used all the values of the pollutants registered in the period 21 September–31 December 2019. In the second case, we used all the values of the pollutants measured in the period 21 September–31 December, yet averaged on three different previous years, namely: 2017–2019.

We present the obtained results in the following two subsections, in isolation.

Before we proceed, it is very important to remind that all the predictions presented in the two following subsections were made under the hypothesis that all the control/containment measures of the so-called Phase 3 are strictly obeyed. If those measures are not obeyed (or even partially disregarded), our model would return predictions very different from those shown in Sections 3.1. and 3.2.

3.1. Predictions: 2019 -> 2020

We report in Table 3 the predictions that our GB model has made based on all the assumptions described in the previous sections, including that Phase 3 is obeyed.

Important are the following instructions to better read those results. Along the columns, we have all the nine provinces (Bologna, Ferrara, Forlì-Cesena, Modena, Parma, Piacenza, Reggio nell’Emilia, Rimini, and Ravenna), while on the rows, the prediction is given for each single day. A mixture of the values of the pollutants PM\(_{2.5}\), PM\(_{10}\), and NO\(_x\) was considered as input to the model, in this case measured in the period 21 September–31 December 2019.

Each cell in the table shows the value of the probability that the number of infections, on that day per that province, exceeds the quantity of 17 (with the maximum probability value set equal to 1). The higher that probability, the higher the risk that we will have a number of infected people surpassing 17, on that day in that province, thus raising the relative concerns.

In a red color, we highlighted those days, on a per-province basis, where that threshold is surpassed. A quick comment to this table is that concerns arise, especially for two provinces (Parma and Piacenza), in the two periods of mid-October/mid-November 2020, as well as at the end of
November–end of December 2020. Again, we insist on the fact that these predictions were obtained based on the assumption that the personal protection measures of Phase 3 are respected.

We have deliberately moved a more detailed discussion of these results to the final section of this paper.

Here, we just input evidence that the following provinces seem to have the following total number of crucial days during the observed period, whose length is 135 days:

- Bologna (0);
- Ferrara (1);
- Forlì-Cesena (2);
- Modena (1);
- Parma (16);
- Piacenza (23);
- Ravenna (0);
- Reggio Emilia (1);
- Rimini (1).

Moreover, to allow the reader to have a simpler and more comprehensive view of the results presented above, we have also reported them under an alternative format. In particular, in Figure 6, we present the same results as those of Table 3, but portrayed as a heatmap. Simply put, high probability values turn lean toward red, while low probability values are depicted in white. Different orange color gradations represent intermediate situations. Predictions are grouped on a weekly basis, per each province in the region.

| Day  | Bo  | Fe  | Fc  | Mo  | Pr  | Pc  | Ra  | Re  | Rn  |
|------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 9/21 | 0.00| 0.00| 0.00| 0.02| 0.01| 0.35| 0.00| 0.01| 0.00|
| 9/22 | 0.04| 0.00| 0.00| 0.11| 0.11| 0.38| 0.03| 0.03| 0.00|
| 9/23 | 0.1 | 0.08| 0.07| 0.18| 0.3 | 0.15| 0.08| 0.22| 0.07|
| 9/24 | 0.14| 0.17| 0.17| 0.27| 0.11| 0.31| 0.14| 0.12| 0.11|
| 9/25 | 0.01| 0.01| 0.01| 0.19| 0.24| 0.09| 0.00| 0.07| 0.01|
| 9/26 | 0.00| 0.01| 0.01| 0.01| 0.11| 0.12| 0.00| 0.03| 0.00|
| 9/27 | 0.00| 0.01| 0.00| 0.1 | 0.06| 0.07| 0.03| 0.02| 0.01|
| 9/28 | 0.00| 0.02| 0.01| 0.05| 0.2 | 0.09| 0.02| 0.06| 0.01|
| 9/29 | 0.14| 0.00| 0.04| 0.23| 0.04| 0.02| 0.16| 0.04| 0.02|
| 9/30 | 0.03| 0.01| 0.01| 0.04| 0.01| 0.02| 0.06| 0.01| 0.02|
| 10/1 | 0.01| 0.01| 0.01| 0.02| 0.01| 0.04| 0.01| 0.02| 0.00|
| 10/2 | 0.00| 0.01| 0.05| 0.23| 0.53| 0.07| 0.00| 0.12| 0.00|
| 10/3 | 0.00| 0.02| 0.03| 0.13| 0.54| 0.46| 0.02| 0.25| 0.01|
| 10/4 | 0.04| 0.04| 0.01| 0.17| 0.16| 0.19| 0.00| 0.05| 0.09|
| 10/5 | 0.01| 0.03| 0.00| 0.03| 0.02| 0.15| 0.02| 0.00| 0.00|
| 10/6 | 0.01| 0.02| 0.00| 0.02| 0.16| 0.19| 0.00| 0.03| 0.00|
| 10/7 | 0.01| 0.00| 0.1 | 0.25| 0.59| 0.73| 0.00| 0.03| 0.00|
| 10/8 | 0.01| 0.00| 0.00| 0.12| 0.09| 0.39| 0.02| 0.19| 0.02|
| 10/9 | 0.00| 0.00| 0.01| 0.02| 0.21| 0.15| 0.03| 0.00| 0.01|
| 10/10| 0.00| 0.00| 0.00| 0.01| 0.01| 0.07| 0.00| 0.00| 0.00|
| 10/11| 0.07| 0.01| 0.00| 0.01| 0.01| 0.04| 0.00| 0.00| 0.00|
| 10/12| 0.03| 0.18| 0.02| 0.21| 0.04| 0.42| 0.02| 0.01| 0.00|
| Date  | 0.01 | 0.01 | 0.01 | 0.06 | 0.08 | 0.37 | 0.01 | 0.04 | 0.00 |
|-------|------|------|------|------|------|------|------|------|------|
| 10/13 | 0.01 | 0.01 | 0.01 | 0.06 | 0.08 | 0.37 | 0.01 | 0.04 | 0.00 |
| 10/14 | 0.00 | 0.00 | 0.01 | 0.01 | 0.03 | 0.02 | 0.00 | 0.00 | 0.00 |
| 10/15 | 0.01 | 0.01 | 0.01 | 0.05 | 0.16 | 0.02 | 0.00 | 0.01 | 0.00 |
| 10/16 | 0.08 | 0.04 | 0.4  | 0.35 | 0.29 | 0.1  | 0.1  | 0.15 | 0.00 |
| 10/17 | 0.11 | 0.37 | 0.09 | 0.39 | 0.47 | 0.45 | 0.25 | 0.18 | 0.08 |
| 10/18 | 0.06 | 0.01 | 0.05 | 0.04 | 0.02 | 0.02 | 0.02 | 0.04 | 0.06 |
| 10/19 | 0.01 | 0.04 | 0.01 | 0.16 | 0.45 | 0.14 | 0.2  | 0.09 | 0.02 |
| 10/20 | 0.04 | 0.4  | 0.04 | 0.2  | 0.74 | 0.81 | 0.06 | 0.38 | 0.07 |
| 10/21 | 0.07 | 0.03 | 0.06 | 0.07 | 0.4  | 0.64 | 0.09 | 0.07 | 0.09 |
| 10/22 | 0.01 | 0.02 | 0.01 | 0.08 | 0.45 | 0.51 | 0.02 | 0.1  | 0.01 |
| 10/23 | 0.03 | 0.07 | 0.01 | 0.14 | 0.44 | 0.46 | 0.02 | 0.04 | 0.02 |
| 10/24 | 0.04 | 0.06 | 0.09 | 0.17 | 0.56 | 0.49 | 0.02 | 0.03 | 0.02 |
| 10/25 | 0.03 | 0.02 | 0.02 | 0.22 | 0.14 | 0.35 | 0.01 | 0.04 | 0.01 |
| 10/26 | 0.03 | 0.04 | 0.09 | 0.17 | 0.26 | 0.64 | 0.04 | 0.1  | 0.00 |
| 10/27 | 0.01 | 0.01 | 0.00 | 0.01 | 0.06 | 0.07 | 0.01 | 0.00 | 0.00 |
| 10/28 | 0.01 | 0.02 | 0.04 | 0.19 | 0.33 | 0.13 | 0.01 | 0.04 | 0.01 |
| 10/29 | 0.03 | 0.59 | 0.68 | 0.33 | 0.79 | 0.74 | 0.28 | 0.35 | 0.18 |
| 10/30 | 0.03 | 0.07 | 0.04 | 0.04 | 0.19 | 0.09 | 0.02 | 0.03 | 0.05 |
| 10/31 | 0.02 | 0.01 | 0.02 | 0.02 | 0.42 | 0.44 | 0.02 | 0.11 | 0.03 |
| 11/1  | 0.12 | 0.34 | 0.12 | 0.09 | 0.22 | 0.13 | 0.45 | 0.03 | 0.05 |
| 11/2  | 0.06 | 0.33 | 0.05 | 0.4  | 0.82 | 0.71 | 0.1  | 0.3  | 0.07 |
| 11/3  | 0.03 | 0.24 | 0.02 | 0.17 | 0.38 | 0.78 | 0.06 | 0.03 | 0.03 |
| 11/4  | 0.14 | 0.06 | 0.08 | 0.25 | 0.42 | 0.55 | 0.09 | 0.03 | 0.03 |
| 11/5  | 0.09 | 0.17 | 0.14 | 0.13 | 0.53 | 0.13 | 0.01 | 0.04 | 0.01 |
| 11/6  | 0.04 | 0.06 | 0.11 | 0.05 | 0.12 | 0.15 | 0.05 | 0.02 | 0.07 |
| 11/7  | 0.05 | 0.08 | 0.25 | 0.08 | 0.72 | 0.51 | 0.13 | 0.14 | 0.13 |
| 11/8  | 0.03 | 0.06 | 0.08 | 0.08 | 0.45 | 0.32 | 0.09 | 0.02 | 0.04 |
| 11/9  | 0.13 | 0.03 | 0.04 | 0.13 | 0.19 | 0.08 | 0.35 | 0.06 | 0.21 |
| 11/10 | 0.03 | 0.00 | 0.03 | 0.06 | 0.03 | 0.01 | 0.03 | 0.01 | 0.1  |
| 11/11 | 0.01 | 0.00 | 0.00 | 0.00 | 0.05 | 0.07 | 0.01 | 0.06 | 0.02 |
| 11/12 | 0.04 | 0.00 | 0.07 | 0.02 | 0.18 | 0.09 | 0.03 | 0.05 | 0.13 |
| 11/13 | 0.04 | 0.05 | 0.03 | 0.01 | 0.02 | 0.03 | 0.01 | 0.02 | 0.05 |
| 11/14 | 0.01 | 0.01 | 0.01 | 0.01 | 0.01 | 0.03 | 0.01 | 0.01 | 0.00 |
| 11/15 | 0.00 | 0.00 | 0.00 | 0.01 | 0.01 | 0.08 | 0.00 | 0.01 | 0.00 |
| 11/16 | 0.00 | 0.00 | 0.01 | 0.23 | 0.22 | 0.22 | 0.01 | 0.22 | 0.00 |
| 11/17 | 0.06 | 0.03 | 0.02 | 0.1  | 0.05 | 0.07 | 0.02 | 0.01 | 0.00 |
| 11/18 | 0.32 | 0.1  | 0.22 | 0.06 | 0.09 | 0.03 | 0.39 | 0.05 | 0.06 |
| 11/19 | 0.14 | 0.00 | 0.11 | 0.08 | 0.06 | 0.05 | 0.02 | 0.52 | 0.01 |
| 11/20 | 0.00 | 0.00 | 0.01 | 0.16 | 0.08 | 0.12 | 0.01 | 0.01 | 0.00 |
| 11/21 | 0.09 | 0.03 | 0.17 | 0.01 | 0.02 | 0.07 | 0.12 | 0.01 | 0.00 |
| 11/22 | 0.15 | 0.06 | 0.11 | 0.12 | 0.04 | 0.05 | 0.11 | 0.02 | 0.06 |
| 11/23 | 0.01 | 0.01 | 0.01 | 0.02 | 0.03 | 0.01 | 0.00 | 0.02 | 0.00 |
| Date   | 11/24 | 11/25 | 11/26 | 11/27 | 11/28 | 11/29 | 12/1  | 12/2  | 12/3  | 12/4  | 12/5  | 12/6  | 12/7  | 12/8  | 12/9  | 12/10 | 12/11 | 12/12 | 12/13 | 12/14 | 12/15 | 12/16 | 12/17 | 12/18 | 12/19 | 12/20 | 12/21 | 12/22 | 12/23 | 12/24 | 12/25 | 12/26 | 12/27 | 12/28 | 12/29 | 12/30 | 12/31 |
|--------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
|        | 0.03  | 0.02  | 0.03  | 0.05  | 0.06  | 0.02  | 0.07  | 0.05  | 0.1   | 0.01  | 0.09  | 0.02  | 0.11  | 0.01  | 0.03  | 0.01  | 0.04  | 0.04  | 0.08  | 0.32  | 0.01  | 0.06  | 0.07  | 0.04  | 0.07  | 0.05  | 0.08  | 0.23  | 0.04  | 0.06  | 0.1   | 0.11  | 0.14  |

*Table 3. Predictions (2019-->2020): probability values.*
3.2. Predictions: 2017–2019 > 2020

In this section, we report the predictions our GB model has made in the case that the pollutants, at the basis of the relationship that we assume them to have, are considered as a mixture obtained with an average of the three previous years, more specifically, 2017, 2018, and 2019, and finally provided as input to the model. As before, the predictions are given in Table 4 on both a daily and a per-province basis.

All the considerations we have already anticipated in the previous subsections are all still valid, including the one on the personal protection measures.

It is worth noting here that extending to the three previous years (2017–2019) has not brought to more positive predictions. This can be due to several factors, including the fact that 2019 may have been a quite favorable year, in terms of registered pollution. In any case, the general trend of our predictions comes confirmed. Two provinces, in particular, Parma and Piacenza, seem to run larger risks in terms of the number of infections that exceed the threshold of 17. This is clearly visible both in the probability values reported in Table 4 and in the heatmap of Figure 7. Again, we have input evidence that during the observed period, as long as 135 days, the numbers of crucial days, on a per-province basis, are as follows:

- Bologna (1);
- Ferrara (0);
- Forli-Cesena (0);
- Modena (0);
- Parma (29);
- Piacenza (43);
- Ravenna (0);
- Reggio Emilia (1);
- Rimini (0).
| Day   | Bo  | Fe  | Fc  | Mo  | Pr  | Pc  | Ra  | Re  | Rn  |
|-------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 9/21  | 0.00| 0.01| 0.00| 0.02| 0.02| 0.33| 0.00| 0.12| 0.00|
| 9/22  | 0.00| 0.03| 0.00| 0.12| 0.05| 0.12| 0.02| 0.04| 0.00|
| 9/23  | 0.11| 0.02| 0.07| 0.08| 0.09| 0.08| 0.03| 0.07| 0.05|
| 9/24  | 0.04| 0.01| 0.15| 0.10| 0.09| 0.08| 0.01| 0.02| 0.10|
| 9/25  | 0.00| 0.02| 0.00| 0.06| 0.06| 0.06| 0.01| 0.02| 0.00|
| 9/26  | 0.04| 0.01| 0.00| 0.11| 0.08| 0.05| 0.01| 0.01| 0.00|
| 9/27  | 0.01| 0.01| 0.01| 0.05| 0.05| 0.03| 0.03| 0.04| 0.05|
| 9/28  | 0.00| 0.03| 0.00| 0.12| 0.04| 0.09| 0.03| 0.06| 0.00|
| 9/29  | 0.01| 0.07| 0.00| 0.15| 0.06| 0.03| 0.02| 0.04| 0.00|
| 9/30  | 0.02| 0.01| 0.01| 0.03| 0.01| 0.13| 0.00| 0.01| 0.00|
| 10/1  | 0.00| 0.01| 0.00| 0.26| 0.05| 0.07| 0.04| 0.04| 0.00|
| 10/2  | 0.01| 0.09| 0.10| 0.08| 0.09| 0.14| 0.02| 0.04| 0.00|
| 10/3  | 0.07| 0.02| 0.06| 0.10| 0.15| 0.19| 0.01| 0.07| 0.01|
| 10/4  | 0.14| 0.03| 0.11| 0.22| 0.24| 0.15| 0.02| 0.03| 0.12|
| 10/5  | 0.01| 0.04| 0.01| 0.11| 0.05| 0.19| 0.05| 0.01| 0.01|
| 10/6  | 0.00| 0.06| 0.00| 0.06| 0.08| 0.05| 0.00| 0.02| 0.00|
| 10/7  | 0.00| 0.00| 0.02| 0.12| 0.04| 0.12| 0.01| 0.09| 0.00|
| 10/8  | 0.07| 0.04| 0.13| 0.06| 0.24| 0.23| 0.04| 0.06| 0.02|
| 10/9  | 0.10| 0.07| 0.11| 0.09| 0.22| 0.30| 0.08| 0.12| 0.05|
| 10/10 | 0.03| 0.07| 0.01| 0.22| 0.19| 0.19| 0.03| 0.06| 0.01|
| 10/11 | 0.01| 0.04| 0.01| 0.13| 0.32| 0.18| 0.05| 0.07| 0.01|
| 10/12 | 0.01| 0.13| 0.15| 0.36| 0.28| 0.21| 0.04| 0.09| 0.02|
| 10/13 | 0.00| 0.01| 0.03| 0.04| 0.26| 0.04| 0.05| 0.07| 0.00|
| 10/14 | 0.03| 0.04| 0.08| 0.06| 0.21| 0.52| 0.12| 0.08| 0.00|
| 10/15 | 0.04| 0.11| 0.04| 0.16| 0.44| 0.47| 0.05| 0.06| 0.06|
| 10/16 | 0.07| 0.08| 0.23| 0.37| 0.51| 0.34| 0.05| 0.12| 0.04|
| 10/17 | 0.16| 0.09| 0.12| 0.19| 0.41| 0.28| 0.09| 0.23| 0.04|
| 10/18 | 0.02| 0.21| 0.04| 0.06| 0.14| 0.43| 0.15| 0.05| 0.07|
| 10/19 | 0.03| 0.47| 0.05| 0.22| 0.67| 0.35| 0.11| 0.06| 0.23|
| 10/20 | 0.11| 0.11| 0.13| 0.16| 0.56| 0.66| 0.12| 0.26| 0.15|
| 10/21 | 0.06| 0.16| 0.05| 0.05| 0.28| 0.86| 0.07| 0.07| 0.03|
| 10/22 | 0.05| 0.09| 0.13| 0.15| 0.38| 0.82| 0.07| 0.07| 0.03|
| 10/23 | 0.05| 0.12| 0.06| 0.19| 0.62| 0.41| 0.03| 0.18| 0.02|
| 10/24 | 0.12| 0.21| 0.21| 0.13| 0.53| 0.92| 0.02| 0.25| 0.03|
| 10/25 | 0.34| 0.27| 0.11| 0.18| 0.36| 0.92| 0.18| 0.19| 0.07|
| 10/26 | 0.18| 0.11| 0.04| 0.18| 0.49| 0.81| 0.08| 0.19| 0.05|
| 10/27 | 0.16| 0.17| 0.40| 0.17| 0.62| 0.86| 0.23| 0.16| 0.11|
| 10/28 | 0.27| 0.18| 0.26| 0.15| 0.59| 0.85| 0.28| 0.22| 0.19|
| 10/29 | 0.17| 0.05| 0.19| 0.84| 0.82| 0.05| 0.26| 0.04| 0.00|
| 10/30 | 0.02| 0.08| 0.07| 0.18| 0.77| 0.60| 0.06| 0.11| 0.02|
| 10/31 | 0.04| 0.27| 0.25| 0.13| 0.40| 0.64| 0.14| 0.12| 0.01|
| Date  | 0.04 | 0.14 | 0.11 | 0.23 | 0.68 | 0.91 | 0.09 | 0.12 | 0.02 |
|-------|------|------|------|------|------|------|------|------|------|
| 11/1  | 0.09 | 0.06 | 0.15 | 0.18 | 0.43 | 0.64 | 0.15 | 0.1  | 0.04 |
| 11/2  | 0.07 | 0.47 | 0.14 | 0.2  | 0.33 | 0.7  | 0.25 | 0.21 | 0.04 |
| 11/3  | 0.23 | 0.16 | 0.21 | 0.38 | 0.64 | 0.84 | 0.2  | 0.33 | 0.05 |
| 11/4  | 0.17 | 0.17 | 0.06 | 0.15 | 0.53 | 0.48 | 0.25 | 0.13 | 0.02 |
| 11/5  | 0.03 | 0.02 | 0.04 | 0.15 | 0.62 | 0.35 | 0.04 | 0.03 | 0.01 |
| 11/6  | 0.05 | 0.05 | 0.03 | 0.02 | 0.3  | 0.43 | 0.03 | 0.03 | 0.03 |
| 11/7  | 0.03 | 0.05 | 0.06 | 0.11 | 0.42 | 0.27 | 0.01 | 0.08 | 0.02 |
| 11/8  | 0.02 | 0.07 | 0.03 | 0.28 | 0.68 | 0.23 | 0.02 | 0.05 | 0.03 |
| 11/9  | 0.07 | 0.06 | 0.03 | 0.07 | 0.41 | 0.18 | 0.1  | 0.12 | 0.07 |
| 11/10 | 0.17 | 0.41 | 0.15 | 0.49 | 0.22 | 0.04 | 0.14 | 0.01 | 0.01 |
| 11/11 | 0.06 | 0.09 | 0.05 | 0.28 | 0.67 | 0.07 | 0.04 | 0.18 | 0.05 |
| 11/12 | 0.02 | 0.02 | 0.02 | 0.01 | 0.14 | 0.1  | 0.04 | 0.01 | 0.02 |
| 11/13 | 0.03 | 0.01 | 0.03 | 0.02 | 0.13 | 0.15 | 0.01 | 0.02 | 0.05 |
| 11/14 | 0.01 | 0.02 | 0.01 | 0.08 | 0.47 | 0.1  | 0.02 | 0.05 | 0.05 |
| 11/15 | 0.08 | 0.00 | 0.01 | 0.09 | 0.41 | 0.03 | 0.06 | 0.03 | 0.00 |
| 11/16 | 0.01 | 0.01 | 0.02 | 0.03 | 0.09 | 0.05 | 0.02 | 0.03 | 0.01 |
| 11/17 | 0.01 | 0.09 | 0.03 | 0.16 | 0.22 | 0.03 | 0.02 | 0.05 | 0.01 |
| 11/18 | 0.01 | 0.08 | 0.02 | 0.32 | 0.52 | 0.22 | 0.13 | 0.18 | 0.01 |
| 11/19 | 0.03 | 0.04 | 0.16 | 0.17 | 0.05 | 0.12 | 0.04 | 0.18 | 0.04 |
| 11/20 | 0.05 | 0.02 | 0.08 | 0.21 | 0.44 | 0.18 | 0.05 | 0.01 | 0.09 |
| 11/21 | 0.03 | 0.01 | 0.03 | 0.09 | 0.13 | 0.04 | 0.03 | 0.02 | 0.04 |
| 11/22 | 0.04 | 0.04 | 0.02 | 0.08 | 0.26 | 0.1  | 0.02 | 0.05 | 0.01 |
| 11/23 | 0.01 | 0.04 | 0.03 | 0.16 | 0.4  | 0.13 | 0.02 | 0.07 | 0.00 |
| 11/24 | 0.07 | 0.06 | 0.03 | 0.16 | 0.4  | 0.26 | 0.09 | 0.05 | 0.05 |
| 11/25 | 0.14 | 0.02 | 0.08 | 0.22 | 0.52 | 0.21 | 0.13 | 0.07 | 0.08 |
| 11/26 | 0.05 | 0.06 | 0.04 | 0.15 | 0.15 | 0.19 | 0.06 | 0.04 | 0.05 |
| 11/27 | 0.22 | 0.28 | 0.03 | 0.24 | 0.46 | 0.29 | 0.25 | 0.08 | 0.07 |
| 11/28 | 0.12 | 0.04 | 0.14 | 0.23 | 0.31 | 0.51 | 0.15 | 0.22 | 0.11 |
| 11/29 | 0.48 | 0.15 | 0.15 | 0.13 | 0.19 | 0.38 | 0.23 | 0.11 | 0.15 |
| 12/1  | 0.03 | 0.07 | 0.09 | 0.11 | 0.39 | 0.16 | 0.12 | 0.05 | 0.12 |
| 12/2  | 0.05 | 0.09 | 0.03 | 0.09 | 0.52 | 0.68 | 0.07 | 0.1  | 0.02 |
| 12/3  | 0.04 | 0.04 | 0.03 | 0.04 | 0.32 | 0.67 | 0.03 | 0.05 | 0.04 |
| 12/4  | 0.14 | 0.08 | 0.06 | 0.27 | 0.76 | 0.66 | 0.13 | 0.04 | 0.01 |
| 12/5  | 0.14 | 0.08 | 0.22 | 0.1  | 0.38 | 0.5  | 0.12 | 0.06 | 0.07 |
| 12/6  | 0.01 | 0.36 | 0.35 | 0.25 | 0.66 | 0.45 | 0.25 | 0.17 | 0.3  |
| 12/7  | 0.03 | 0.32 | 0.19 | 0.38 | 0.38 | 0.48 | 0.1  | 0.08 | 0.03 |
| 12/8  | 0.15 | 0.22 | 0.03 | 0.13 | 0.35 | 0.55 | 0.2  | 0.08 | 0.01 |
| 12/9  | 0.12 | 0.12 | 0.17 | 0.1  | 0.45 | 0.56 | 0.09 | 0.05 | 0.34 |
| 12/10 | 0.24 | 0.08 | 0.11 | 0.09 | 0.36 | 0.73 | 0.08 | 0.08 | 0.06 |
| 12/11 | 0.1  | 0.06 | 0.04 | 0.18 | 0.22 | 0.77 | 0.09 | 0.05 | 0.03 |
Table 4. Predictions (2017-2018-2019->2020): probability values.

|       | 0.23 | 0.19 | 0.25 | 0.19 | 0.53 | 0.9 | 0.2 | 0.22 | 0.09 |
|-------|------|------|------|------|------|-----|-----|------|------|
| 12/14 | 0.09 | 0.12 | 0.18 | 0.22 | 0.39 | 0.79 | 0.22 | 0.19 | 0.12 |
| 12/15 | 0.15 | 0.27 | 0.18 | 0.24 | 0.72 | 0.84 | 0.23 | 0.26 | 0.07 |
| 12/16 | 0.07 | 0.38 | 0.1  | 0.29 | 0.73 | 0.85 | 0.29 | 0.13 | 0.07 |
| 12/17 | 0.05 | 0.18 | 0.21 | 0.12 | 0.36 | 0.82 | 0.16 | 0.09 | 0.12 |
| 12/18 | 0.12 | 0.18 | 0.08 | 0.26 | 0.53 | 0.86 | 0.18 | 0.18 | 0.05 |
| 12/19 | 0.16 | 0.36 | 0.42 | 0.38 | 0.55 | 0.92 | 0.24 | 0.33 | 0.06 |
| 12/20 | 0.13 | 0.05 | 0.18 | 0.13 | 0.42 | 0.71 | 0.24 | 0.15 | 0.07 |
| 12/21 | 0.18 | 0.28 | 0.33 | 0.2  | 0.71 | 0.51 | 0.27 | 0.34 | 0.17 |
| 12/22 | 0.06 | 0.48 | 0.15 | 0.23 | 0.37 | 0.44 | 0.4  | 0.17 | 0.00 |
| 12/23 | 0.59 | 0.08 | 0.41 | 0.13 | 0.57 | 0.5  | 0.25 | 0.19 | 0.04 |
| 12/24 | 0.12 | 0.14 | 0.14 | 0.08 | 0.43 | 0.66 | 0.1  | 0.08 | 0.15 |
| 12/25 | 0.07 | 0.11 | 0.08 | 0.11 | 0.24 | 0.48 | 0.14 | 0.12 | 0.06 |
| 12/26 | 0.09 | 0.23 | 0.1  | 0.18 | 0.52 | 0.8  | 0.1  | 0.08 | 0.16 |
| 12/27 | 0.1  | 0.1  | 0.11 | 0.18 | 0.49 | 0.82 | 0.11 | 0.16 | 0.2  |
| 12/28 | 0.05 | 0.15 | 0.03 | 0.21 | 0.49 | 0.67 | 0.1  | 0.12 | 0.02 |
| 12/29 | 0.09 | 0.22 | 0.13 | 0.19 | 0.45 | 0.86 | 0.18 | 0.15 | 0.04 |
| 12/30 | 0.27 | 0.22 | 0.19 | 0.13 | 0.27 | 0.7  | 0.15 | 0.12 | 0.1  |
| 12/31 | 0.12 | 0.24 | 0.05 | 0.12 | 0.55 | 0.5  | 0.12 | 0.04 | 0.06 |

Figure 7. Predictions (2017-2018-2019->2020): heatmap.

3.3. Predictions: What Happens if Personal Protection Measures Are not Respected?

In this final section, we report on the predictions our GB model has made in the case that the personal protection measures indicated by the Italian Government are not respected.

In some sense, this is a special kind of sensitivity analysis where we have varied the unique model parameter that can be significantly touched (i.e., the personal protection measures).
In this specific case, we present the predictions, returned by our model, only under the form of heatmaps, where again, exactly like before, a lot of red color in the map corresponds to a very likely occurrence of a resurgence of the virus, on that week, in that province.

Once again, we have provided two separate sets of predictions and two correspondent heatmaps. The first one is that where we have used only the pollution measured in the year 2019 (Figure 8), while the second one averages the pollutants over three different years, 2017–2019 (Figure 9).

![Figure 8. Predictions: no personal protection measure (2019->2020).](image)

![Figure 9. Predictions: no personal protection measure (2017-2018-2019->2020).](image)

We believe that no other comment is needed here, as the plausibility of a resurgence of the virus is highly evident under the given circumstances. We could only add the consideration that one could recognize that the current rising infective trend of August 2020 could be just the trigger of a new virus explosion that those heatmaps clearly display.
4. Discussion and Conclusions

We have developed a scientific study that aims at making predictions on a possible resurgence of a COVID-19 incidence in the Italian region of Emilia-Romagna (which was one of the most hardly hit during the first phase of contagion in the period of February–April 2020).

We have based our study on a precise, given hypothesis, the most important being that of a correlation existing between the presence of circulating pollutants in the air, such as PM$_{2.5}$, PM$_{10}$, and NO$_x$, and the number of infected people. Believing in the existence of this relationship, data were collected, on a daily basis, for a period as long as mid-February 2020–end of July 2020.

These data amounted both to the measurements of the values of the aforementioned pollutants, as well as to the registered number of infections. This was carried out for all the nine provinces comprising the Italian region of Emilia-Romagna. Not only that, but data which were useful to instruct our predictive models were also represented by the restrictions that were imposed to the region of Emilia-Romagna by the Italian Government, during four different and subsequent phases, which happened during that period.

Upon completion of the data collection activity, we moved on to the selection of a computational model. Among many possible alternatives, we resorted to machine learning (ML) models, suitable for learning the function we believe can be at the basis of our hypothesis. After having conducted a numerical comparative study among several ML models, based on the available data, we found that the gradient boosting (GB) model was the one that fit squarely to the situation under observation, reaching an accuracy of almost 90% in a preliminary testing phase.

With that model, we then moved to the predictions, considering as possible estimates of the pollution than could happen in the future period of 21 September–31 December 2019 the values of the pollutants measured in previous years, namely, 2017–2019 (for the same temporal period of interest).

Relevant is also the consideration that the predictions were made by inputting to our model the situation demarcated by the measures decided on Phase 3 by the Italian Government.

At the end of all this long process, we have got our predictions provided under the form of a probability value. In essence, our model predicts the probability of surpassing a threshold of infected people in a given province, and on a certain day. Based on those probability values, we finally depicted heatmaps that could better give a general picture of the possible COVID-19 resurgence in the region of interest.

To summarize these results, the risk of a very strong second wave of COVID-19 in Emilia-Romagna seems moderate, even if those predictions also express the concern that at least two single provinces (namely, Parma and Piacenza) could be subjected to a more complex situation.

To conclude the set of our predictions, we also conducted a special kind of sensitivity analysis where our model was run, yet with a variation on the parameter concerning the use of personal protection measures. In such a case (i.e., the personal protection measures are not adopted by people), the situation becomes very different, and a risk of a resurgence of the virus becomes very plausible, for almost all the nine provinces in Emilia-Romagna.

Before we can conclude this paper, we feel the duty to finally discuss possible fallacies and limitations of our investigation regarding, at least, the three following points: (i) the scientific methodology we adopted, (ii) the choice of the data, the adopted model, and the decisional threshold of 17 infections, and finally (iii) the extensibility of the model to different COVID-19 situations.

As far as the scientific method is concerned, we have already discussed, at length, in a previous paper on the hypothesis of the existence of a correlation between pollutants and infections in our region [6]. We do not have any intention to retrace here the entire scientific path that led us to believe to this hypothesis. It suffices here to remind that we have already subjected that assumption to a statistical testing procedure (i.e., a Granger causality testing), whose results were essentially confirmative. Moreover, we know very well that, while this scientific issue is still at the center of a controversy [46], it is also true that various papers (and numerous researchers) have claimed that this virus can be airborne, and that particulate matter may further favor an airborne route, as various already cited papers have confirmed.
To move on to the second point, we would like to discuss, first, the issue of the employed data. We understand the reasons valued researchers have decided to resort to multiple sources of data to be used as early indicators of a second wave of the virus (see [20], for example). Nonetheless, we, as experienced data scientists, believe in the actual validity of data only when they are accompanied by a well-defined hypothesis. This always brings to a positive result. If experimental data provide confirmative results, in fact, one gets a kind of confirmation that can also be extended, by some measure, to the theory in general; otherwise, the hypothesis needs to be rejected, or at least revised. On the other side, with a lot of data, yet without a working hypothesis, one could also get good/bad results in some circumstances, but they would ignore what the real motivations are behind that success/failure. This justifies our approach as to the choice of our data.

As for the computational model, it should be clear that with our work, we do not want to refuse to acknowledge the importance of more traditional predictive methodologies, such as SIR, for example. They are well-founded epidemiologic models whose validity is out of discussion [47]. Nonetheless, the incidence of a quite unknown virus, like COVID-19, has put all of us into the difficult position of dealing with new alternatives. From this point of view, we are confident that ML models can provide great help, provided that they are used by experts, who are perfectly aware of all the implications they carry [48].

The issue regarding the threshold value of 17 infections may be the source of much controversy. Nevertheless, first, we would like to work with a parameter that was both simple to calculate and also a clear direct indicator of how many people got infected on a daily per-province basis. Following this reasoning, one could suggest working with a separate prediction model for each province, based on the average value of those infections that occurred only in that province. Nonetheless, in Emilia-Romagna, our experience was that we had provinces (such as Ferrara, for example) with a constantly low value of that average, even during the hardest part of the COVID-19 outbreak, while the situation in the region was generally very bad, hence our decision to use a unique value, computed as an average over all the total number of infected people in the region, yet to be applied to each province, as an early indicator. To strengthen this argument, one should consider as generally alarming, and needing to be taken into serious consideration, a situation where many provinces in a region simultaneously reach, or surpass, a given predefined value of infections. Less worrying, by contrast, would be that situation where just a very few of them surpass even a high value of infected people.

In this case, more plausible is the occurrence of a local isolated outbreak, whose management is usually easier. In simpler words, this latter situation would not raise any serious concerns about the plausibility of a second wave running over the majority of the region, and over all its provinces.

Finally, allow us to address the extensibility of our model to different COVID-19 scenarios. In some sense, we recognize that this could be one of the main weaknesses of our approach. Just to cite one, for example, the hypothesis that links infections with pollution can be applied just to those geographical areas that mostly suffer from this unpleasant condition. Nevertheless, it is also true that pieces of evidence have begun to emerge that this virus hits harder in those geographical areas where the general climatic and environmental conditions are somewhat complex.

This said, our model could be generalized, provided that our GB algorithm is instructed, validated, and finally tested with the values of the pollutants and the number of infections coming from the region of interest. Not only this: As one of the inputs of the model is also the type of personal protection measures which are adopted (or even enforced) in that given region, this parameter is also needed to allow the model to make the predictions.

Again, one could criticize our study on the basis of the fact that there are multiple possible factors that have led to the devastations brought by the virus in many areas in the world. Nonetheless, we respond to this criticism with the consideration that many traditional studies have been already conducted that have proven to be a very poor proxy for understanding the extension of this contagion. Our investigation, by contrast, is projecting a new scenario based on an original hypothesis that makes our prediction model unique in the world. At the time we write this article, we cannot have a confirmation of the precision of our predictions, but they will be soon confirmed/rejected by history—and this, too, is science at the service of society.
We want to conclude with a final, but important, consideration. All the experiments we have conducted are reproducible using the data available in the public repositories we have mentioned.
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