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Abstract—Given the recent surge of interest in data-driven control, this paper proposes a two-step method to study robust data-driven control for a parameter-unknown linear time-invariant (LTI) system that is affected by energy-bounded noises. First, two data experiments are designed and corresponding data are collected, then the investigated system is equivalently written into a data-based descriptor system with structured parametric uncertainties. Second, combined with model-based control theory for descriptor systems, state feedback controllers are designed for such data-based descriptor system, which stabilize the original LTI system and guarantee the $H_{\infty}$ performance. Finally, a simulation example is provided to illustrate the effectiveness and merits of our method.

Index Terms—Data-driven control, descriptor systems, robust control, $H_{\infty}$ performance.

I. INTRODUCTION

Recently, based on Willems et al.’s fundamental lemma in behavioral theory [1], a novel direct data-driven control (DDC) method for LTI systems was proposed in [2], which parameterized systems by persistently exciting input and collecting state or output signals. In this way, the identification of systems’ parameters is not needed, and various controllers, such as state feedback controllers and linear quadratic regulators (LQRs) can be directly designed based on those data sets. Besides, researchers in [3] introduced the concept of data-informativity, which answered the question that what sufficient conditions should those data sets possess for systems’ analysis and control. Subsequent works have extended DDC methods in the behavioral theory to various scenarios, such as multiple data sets [4], data-based controllability [5] and observability [6] tests, linear time-varying systems [7], switched linear systems [8], descriptor systems [9], nonlinear systems [10] and linear delay systems [11]. Moreover, data-driven model predictive control was considered in [12] and [13]. More details and recent developments about DDC and the behavioral theory can be found in [14] and [15].

In practice, noises will inevitably appear in systems, which may deteriorate performances of controllers and even lead systems to failures. Thus, robust control is an important branch of control theories, and such importance has been highly emphasized by researchers in DDC control. Unknown measurement noises were considered in [2], and noise levels were explicitly quantified to discuss when a stabilizing controller existed. Researchers in [16] presented an uncertain closed-loop parameterization using noisy data, and then developed robust and $H_{\infty}$ controllers. However, those methods only provide sufficient conditions, and some of their decision variables to be computed depend on the time horizon of experiments, which means that they are slightly conservative and not applicable to large data sets. In order to solve these problems, two non-conservative methods were introduced in [17] and [18]. To be specific, researchers in [17] presented a matrix version of S-Lemma [19], and showed how this lemma could be used to design robust, $H_2$ and $H_{\infty}$ controllers for LTI systems with bounded system noises. As a contrast, researchers in [18] addressed the robust DDC problem via Petersen’s Lemma [20], a popular tool in robust control. Besides, LQR problems using noisy data were investigated in [21] and [22].

Based on the above literatures, one may conclude that the robust DDC problem for LTI systems has been well and systematically studied under the framework of behavioral theory. In this paper, we revisit this problem from a different perspective, a descriptor system approach. The core idea is to rewrite a normal state-space LTI system into a data-based descriptor system based on well-designed data experiments. Then with the help of model-based theories for descriptor systems, we show how to design robust controllers for the original system. Besides, all control conditions in this paper are cast into linear matrix inequalities (LMIs).

We consider that our method is attractive for the following reasons: (I) Unlike other related research, the details of data experiments are introduced in this paper, including how to design input signals and collect corresponding state and output sequences, which means that our method is easier to implement. (II) Comparing with [16] and [17] which assume that the system’s output matrices should be available when designing $H_{\infty}$ controllers, all system matrices in our paper are unknown, which means that our method is more general. (III) All decision variables in this paper are independent with the time horizon of experiments, which means that our method is more tractable and flexible to large data sets and large-scale systems. (IV) As far as we know, all existing robust DDC methods cannot be applied to descriptor systems. Since our method is on the perspective of descriptor systems, they can be naturally extended to study the robust DDC problem for descriptor systems [23].

The remainder of this paper is as follows: Section II introduces preliminaries about the investigated system, and then designs two experiments to generate data. Furthermore, by replacing the system’s unknown matrices with well-collected
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data, the original system is reformulated into a descriptor system with structural parametric uncertainties in all matrices. Section III proposes robust and $H_{\infty}$ controllers’ design for the data-based descriptor system. A simulation example is provided in Section IV to show the effectiveness of our method. Finally, conclusions are presented in Section V.

Notations: $\mathbb{R}$ and $\mathbb{C}$ are the fields of real and complex numbers. For a vector $x$, $\|x\|_2$ means the 2-norm of $x$. For a matrix $X$, the notations $\det(X)$, $X^T$, $X^{-1}$, $\|X\|_{\infty}$, $X \succ (\succeq) 0$ and $X \prec (\preceq) 0$ mean the determinant, the transpose, the inverse, the infinite norm, the positive (semi-positive) and negative (semi-negative) definiteness of $X$, respectively. The block matrix $\begin{bmatrix} X_1 & X_2 \\ \ast & X_4 \end{bmatrix}$ means the symmetrical matrix $\begin{bmatrix} X_1 & X_2 \\ X_2^T & X_4 \end{bmatrix}$. Besides, $I_m$, $0_m$ and $0_{m \times n}$ are identity and zero matrices of appropriate dimensions.

II. DATA EXPERIMENTS AND MODEL REPRESENTATION

A. Preliminaries

Consider the following discrete LTI system

\begin{align}
    x_{k+1} &= Ax_k + Bu_k + B_w w_k, \\
    y_k &= Cx_k + Du_k 
\end{align}

where $x_k \in \mathbb{R}^n$ is the measurable system state, $u_k \in \mathbb{R}^m$ is the control input, $y_k \in \mathbb{R}^p$ is the system output and $w_k \in \mathbb{R}^q$ is the unmeasurable disturbance that is assumed to be energy-bounded, i.e., $\|w_k\|_2^2 \leq \delta$. Besides, the matrices $A \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^{n \times m}$, $B_w \in \mathbb{R}^{n \times q}$, $C \in \mathbb{R}^{p \times n}$ and $D \in \mathbb{R}^{p \times m}$ are unknown parameters. This paper aims to design a state feedback controller

\begin{equation}
    u_k = F x_k
\end{equation}

based on data from well-designed experiments, such that the closed-loop system

\begin{align}
    x_{k+1} &= (A + BF)x_k + B_w w_k, \\
    y_k &= (C + DF)x_k 
\end{align}

is robustly stable and satisfies the $H_{\infty}$ requirement, i.e., for a prescribed attenuation level $\gamma > 0$, the following condition holds:

\begin{equation}
    \sum_{k=0}^{\infty} \|y_k\|^2_2 \leq \gamma^2 \sum_{k=0}^{\infty} \|w_k\|^2_2.
\end{equation}

One of the core problems for DDC is how to construct a system’s parameters with data. Due to the system noises $w_k$, it is difficult to directly identify or replace the matrices in (1) with data, so we introduce the following descriptor system which is equivalent to the original system (1):

\begin{align}
    (s_0 I - A)^{-1} x_{k+1} &= (s_0 I - A)^{-1} Ax_k + (s_0 I - A)^{-1} B u_k + (s_0 I - A)^{-1} B_w w_k, \\
    y_k &= C x_k + D u_k
\end{align}

where $s_0 \in \mathbb{C}$ is a complex number such that $(s_0 I - A)$ is a non-singular matrix. In the following subsections, we will show how to design data experiments, such that parameters of the descriptor system (5) can be replaced with data. Obviously, if we design a state feedback controller (2) based on data to stabilize the system (5), then the system (1) is also stable under the same controller, which is the core idea of this paper.

B. Data Experiments

**Experiment 1:** Exerting $n$ groups of sub-experiments on the nominal system (1). For each sub-experiment, there are $l(i \geq 1)$ steps of input sequences which satisfy

\begin{equation}
    \sum_{k=0}^{l-1} u_k(i) = 0, i = 1, 2, ..., n.
\end{equation}

Then for the $i$-th sub-experiment, we have

\begin{equation}
    \begin{align}
        x_1(i) &= A x_0(i) + B u_0(i) + B_w w_0(i) \\
        x_2(i) &= A x_1(i) + B u_1(i) + B_w w_1(i) \\
        &\vdots \\
        x_l(i) &= A x_{l-1}(i) + B u_{l-1}(i) + B_w w_{l-1}(i)
    \end{align}
\end{equation}

and

\begin{equation}
    \begin{align}
        y_0(i) &= C x_0(i) + D u_0(i) \\
        y_1(i) &= C x_1(i) + D u_1(i) \\
        &\vdots \\
        y_{l-1}(i) &= C x_{l-1}(i) + D u_{l-1}(i).
    \end{align}
\end{equation}

First, we will show how to construct $(s_0 I - A)^{-1}$ and $(s_0 I - A)^{-1} A$ in (5) with those data. Based on (6), after summation on both sides of (7), we have

\begin{equation}
    \sum_{k=1}^{l} x_k(i) = \sum_{k=0}^{l-1} A x_k(i) + \sum_{k=0}^{l-1} B_w w_k(i).
\end{equation}

Since there are infinitely many $s \in \mathbb{C}$ such that $\det(s I - A) \neq 0$, with an arbitrarily given number $s_0$, $(s_0 I - A)$ will be a non-singular matrix in most cases, then the equation (9) can be rewritten as

\begin{equation}
    (s_0 - 1) \sum_{k=0}^{l-1} x_k(i) + x_0(i) - x_l(i) =
\end{equation}

\begin{equation}
    (s_0 I - A) \sum_{k=0}^{l-1} x_k(i) - \sum_{k=0}^{l-1} B_w w_k(i).
\end{equation}

Denoting vectors $n_i = (s_0 - 1) \sum_{k=0}^{l-1} x_k(i) + x_0(i) - x_l(i)$ and $m_i = \sum_{k=0}^{l-1} x_k(i)$, then for all $n$ groups of sub-experiments, we have

\begin{equation}
    N = (s_0 I - A) M - B_w W
\end{equation}

where $N = [n_1 \ n_2 \ \cdots \ n_n]$, $M = [m_1 \ m_2 \ \cdots \ m_n]$ and $W = [\sum_{k=0}^{l-1} w_k(1) \ \sum_{k=0}^{l-1} w_k(2) \ \cdots \ \sum_{k=0}^{l-1} w_k(n)]$. Since the matrix $N$ can always be observed and assigned to be non-singular, plus $\det(s_0 I - A) \neq 0$, we have

\begin{equation}
    (s_0 I - A)^{-1} = MN^{-1} - (s_0 I - A)^{-1} B_w W N^{-1}.
\end{equation}
Besides, the equation (9) can also be rewritten as
\[(s_0I - A) \sum_{k=1}^{l} x_k(i) = s_0B_w \sum_{k=0}^{l-1} w_k(i) + \]
\[A((s_0 - 1) \sum_{k=1}^{l} x_k(i) + s_0(x_0(i) - x_l(i))). \tag{13}\]
Similarly, by defining vectors \(v_i = \sum_{k=1}^{l} x_k(i)\) and \(t_i = (s_0 - 1) \sum_{k=1}^{l} x_k(i) + s_0(x_0(i) - x_l(i))\), then for all \(n\) groups of sub-experiments, we have
\[(s_0I - A)V = AT + s_0B_wW \tag{14}\]
where \(V = [v_1 v_2 \cdots v_n]\) and \(T = [t_1 t_2 \cdots t_n]\). Like the matrix \(N\), the matrix \(T\) can always be assigned to be non-singular, so (14) can be rewritten as
\[(s_0I - A)^{-1} A = VT^{-1} - s_0(s_0I - A)^{-1}B_wWT^{-1}. \tag{15}\]
Second, we show how to construct the matrix \(C\) in (5). Based on (8), we have \(\sum_{k=0}^{l-1} y_k(i) = C \sum_{k=0}^{l-1} x_k(i)\). Furthermore, for \(n\) groups of sub-experiments, it comes to
\[Y = CX \tag{16}\]
where \(Y = [\sum_{k=0}^{l-1} y_k(1) \sum_{k=0}^{l-1} y_k(2) \cdots \sum_{k=0}^{l-1} y_k(n)]\) and \(X = [\sum_{k=0}^{l-1} x_k(1) \sum_{k=0}^{l-1} x_k(2) \cdots \sum_{k=0}^{l-1} x_k(n)]\). Once the matrix \(X\) is observed to be a non-singular matrix, then the matrix \(C\) can be identified as
\[C = C_d := YX^{-1}. \tag{17}\]
Remark 1: In this experiment, the matrices \(N, T\) and \(X\) are required to be non-singular. Note that all these matrices contain the information of initial state \(x_0(i)\) in each sub-experiment, so we can choose different initial state conditions or introduce different input signals in each sub-experiment, such as taking random signals to guarantee their invertibility.

As shown in (12), (15) and (17), the matrices \((s_0I - A)^{-1}\), \((s_0I - A)^{-1} A\) and \(C\) are constructed from Experiment 1, but the matrices \((s_0I - A)^{-1}B\) and \(D\) disappear in this experiment, so the following Experiment 2 shows how to construct them.

**Experiment 2:** Exerting \(m\) groups of sub-experiments on the nominal system (1). In the \(i\)-th sub-experiment, the input sequence is constant and chosen as
\[u_k(i) = \left[ 0, \ldots, 0, \begin{array}{c} 1 \end{array}, 0, \ldots, 0 \right]^T, \quad i = 1, 2, \ldots, m. \tag{18}\]
Then for \(l(l \geq 1)\) steps of observations in each sub-experiment, we have \(x_l(i) = Ax_{i-1}(i) + Bu_{i-1}(i) + B_wu_{i-1}(i)\) and \(y_{i-1}(i) = Cx_{i-1}(i) + Du_{i-1}(i)\). After lining up outcomes of the \(m\) groups, we obtain
\[R_l = AR_0 + B + B_wW_0 \tag{19}\]
and
\[Y' = CX' + D \tag{20}\]
where
\[R_l = \begin{bmatrix} x_1'(1) & x_1'(2) & \cdots & x_1'(m) \end{bmatrix}, \]
\[R_0 = \begin{bmatrix} x_0'(1) & x_0'(2) & \cdots & x_0'(m) \end{bmatrix}, \]
\[W_0 = \begin{bmatrix} w_1'(1) & w_1'(2) & \cdots & w_1'(m) \end{bmatrix}, \]
\[Y' = \begin{bmatrix} y_1'(1) & y_1'(2) & \cdots & y_1'(m) \end{bmatrix}, \]
\[X' = \begin{bmatrix} x_1' - 1(1) & x_1' - 1(2) & \cdots & x_1' - 1(m) \end{bmatrix}. \]
Furthermore, choosing the same \(s_0\) as in Experiment 1 and multiplying \((s_0I - A)^{-1}\) to both sides of (19), we have
\[(s_0I - A)^{-1}R_l = (s_0I - A)^{-1}AR_0 + (s_0I - A)^{-1}B + (s_0I - A)^{-1}B_wW_0. \tag{21}\]
Then substituting (12) and (15) into (21), we obtain
\[(s_0I - A)^{-1}B = MN^{-1}R_1 - VT^{-1}R_0 - (s_0I - A)^{-1}B_w(W(N^{-1}R_1 - s_0T^{-1}R_0) + W_0). \tag{22}\]
Besides, based on (17) and (20), we obtain
\[D = D_d := Y' - YX^{-1}X'. \tag{23}\]
In this way, \((s_0I - A)^{-1}B\) and \(D\) are also constructed. However, it should be mentioned that comparing with \(C\) and \(D\) which are completely recovered from measurable data, there are unknown terms \((s_0I - A)^{-1}B_w\), \(W\) and \(W_0\) in \((s_0I - A)^{-1}\), \((s_0I - A)^{-1}A\) and \((s_0I - A)^{-1}B\), which means that these matrices can only be partially recovered, and we will show how to deal with these unknown terms in the remaining parts.

**C. Data-Based Model Representation**

Since the disturbance \(w_k\) is energy-bounded, i.e., \(\|w_k\|_2 \leq \delta\), we have \(w_kw_k^T \leq \delta I\), which means that
\[WW^T = \sum_{i=1}^{n} \left( \sum_{k=0}^{l-1} w_k(i) \sum_{k=0}^{l-1} w_k^T(i) \right) \leq \delta nl^2I_q \tag{24}\]
and
\[W_0W_0^T = \sum_{i=1}^{m} \left( \sum_{k=0}^{l-1} w_{i-1}(i)w_{i-1}^T(i) \right) \leq \delta mI_q. \tag{25}\]
In this way, the disturbance matrix \(W\) and \(W_0\) can be rewritten as
\[W = l\sqrt{\delta}n\Delta_F, W_0 = \sqrt{\delta}m\Delta_F \begin{bmatrix} \frac{I_m}{0_{(n-m)\times m}} \end{bmatrix} \tag{26}\]
where the uncertainty \(\Delta_F \in \mathbb{R}^{q\times m}\) satisfies \(\Delta_F^T\Delta_F \preceq I_q\). Furthermore, combining (12), (15), (17), (22) and (23) with (26), the model-based descriptor system (5) can be replaced with the following data-based descriptor system
\[(E_d + \Delta E_d)x_{k+1} = (A_d + \Delta A_d)x_k + (B_d + \Delta B_d)u_k + B_wdw_k, \tag{27}\]
\[y_k = C_dx_k + D_dw_k, \]
where the nominal matrices \(E_d = MN^{-1}, A_d = VT^{-1}, B_d = MN^{-1}R_1 - VT^{-1}R_0, C_d = YX^{-1}\) and \(D_d = Y' - YX^{-1}X'\); the structured parametric uncertainties \(\Delta E_d = B_wd\Delta_F K_e, \Delta A_d = B_wd\Delta_F K_a\) and \(\Delta B_d = \)
and the feedback gain is given as

$$
\Phi' = \begin{bmatrix}
\Phi_{11}' & \Phi_{12}' \\
* & -G - GT + P (K_aH + K_bZI)^T \\
* & * -\varepsilon I_n
\end{bmatrix} < 0
$$

(30)

III. CONTROLLERS DESIGN

This section aims to design controllers for the descriptor system (28), so that the systems (27), (28) and the original system (1) are robustly stable and reach $H_\infty$ performance (4).

B. $H_\infty$ Controller Design

For the descriptor system (28), when $\omega_k = 0$ and $\Delta_F = 0$, we have the following model-based $H_\infty$ control theory:

**Lemma 2 ([24]):** For a prescribed scalar $\gamma > 0$, the system (28) with $\omega_k = 0$ and $\Delta_F = 0$ is stable and satisfies the $H_\infty$ condition (4), if and only if there exists a positive definite matrix $\bar{P} \in \mathbb{R}^{2n \times 2n}$ and a matrix $\bar{S} \in \mathbb{R}^{m \times n}$ such that the following LMI condition holds:

$$
\Theta = \begin{bmatrix}
\Theta_{11} & \bar{S}^T \bar{B}_w & \dot{\bar{\Delta}}_d & \dot{\bar{C}}_d \\
* & -\gamma^2 I_q & \bar{B}_w^T \bar{P} & 0_{2n \times p} \\
* & * & -\bar{P} & 0_{2n \times p} \\
* & * & * & -I_p
\end{bmatrix} < 0
$$

(31)

where $\Theta_{11} = \bar{S}^T \dot{\bar{A}}_d + \bar{A}_d^T \bar{R} \bar{S}^T - \bar{E}_d^T \bar{P} \bar{E}_d$, and $\bar{R} \in \mathbb{R}^{m \times n}$ is any matrix with full column rank and satisfies $\bar{E}_d^T \bar{R} = 0$.

Besides, we need the following Pettersen's Lemma to deal with the uncertainty $\Delta_F$.

**Lemma 3 ([20]):** Given real matrices $\dot{Z}$, $\dot{X}$, and $\dot{Y}$ of appropriate dimensions and with $\dot{Z}$ being symmetrical, then $\dot{Z} + \dot{X} \Delta_F \dot{Y} + \dot{Y}^T \Delta_F^\dagger \dot{X} < 0$ for all $F$ satisfying $\Delta_F^\dagger \Delta_F \leq I$, if and only if there exists a real scalar $\varepsilon > 0$ such that

$$
\dot{Z} + \varepsilon \dot{X} \dot{Y}^T + \frac{1}{\varepsilon} \dot{Y}^T \dot{Y} < 0.
$$

(32)

**Theorem 3.2:** For a prescribed scalar $\gamma > 0$, the system (28) with the state feedback controller (2) is stable and satisfies the $H_\infty$ condition (4), if there exists positive definite matrices $P_1, P_4 \in \mathbb{R}^{m \times n}$, matrices $S_1, S_2 \in \mathbb{R}^{m \times n}$, $K_1 \in \mathbb{R}^{n \times n}$ and a real scalar $\varepsilon > 0$, such that the following LMI holds:

$$
\Psi = \begin{bmatrix}
\Psi_{11} & 0_{2n \times p} & \Psi_{13} & \Psi_{14} \\
* & -\gamma^2 I_q & \Psi_{23} & 0_{2n \times p} \\
* & * & -\bar{P} & 0_{2n \times p} \\
* & * & * & -I_p
\end{bmatrix} < 0
$$

(33)

where

$$
\Psi_{11} = \begin{bmatrix}
S_1 + S_1^T - P_1 & -S_1 E_d^T + S_2^T \\
-S_2 E_d^T + S_2^T & -E_d S_2^T + S_2 E_d^T
\end{bmatrix},
$$

$$
\Psi_{13} = \begin{bmatrix}
0_n & -P_4 \\
-A_d P_1 + B_d K_1 & -E_d P_2
\end{bmatrix},
$$

$$
\Psi_{23} = \begin{bmatrix}
-A_d P_1 + B_d K_1 & -E_d P_2 \\
C_d P_1 + D_d K_1 & 0_{p \times n}
\end{bmatrix}
$$

and the feedback gain is given as $F = K_1 P_1^{-1}$. 

Note that in (29), all system's parameters have been replaced by data, except for $B_{wd} = (s_0 E - A)^{-1} B_w$, so Lemma 1 cannot be directly used. However, since $B_{wd} B_{wd}^T \geq 0$, we obtain the following Theorem 3.1 which provides a sufficient condition relative to Lemma 1:

**Theorem 3.1:** The descriptor system (28) is robustly stable under the state feedback controller (2), if there exists a positive definite matrix $P \in \mathbb{R}^{2n \times 2n}$, matrices $Q \in \mathbb{R}^{2n \times 2n}$, $Z \in \mathbb{R}^{m \times n}$, $H = \begin{bmatrix}
K & 0_n \\
H_3 & H_4
\end{bmatrix}$, $G = \begin{bmatrix}
K & 0_n \\
G_3 & G_4
\end{bmatrix}$, $K, H_3, H_4, G_3, G_4 \in \mathbb{R}^{m \times n}$ and a positive scalar $\varepsilon > 0$, such that the following LMI condition holds:

$$
\Phi' = \begin{bmatrix}
\Phi_{11}' & \Phi_{12}' \\
* & -G - GT + P (K_aH + K_bZI)^T \\
* & * -\varepsilon I_n
\end{bmatrix} < 0
$$

(29)
Proof: First, we consider the closed-loop system (28) with the state-feedback controller \( u_k = F x_k = [F \ 0_{mxn}] \hat{x}_k \) and the uncertainty \( \Delta F = 0 \). In this way, we have \( \hat{A}_{dc} = A_{dc} + B_{dc} F - E_d \) and \( \hat{C}_{dc} = [C_d + D_d F \ 0_{p\times n}] \). After replacing \( \hat{A}_d \) and \( \hat{C}_d \) with \( \hat{A}_{dc} \) and \( \hat{C}_{dc} \) in (31), we conclude that the closed-loop system (28) with \( \Delta F = 0 \) is stable with disturbance attenuation \( \gamma \), if and only if there exists a positive definite matrix \( \hat{P} \in \mathbb{R}^{2n \times 2n} \) and a matrix \( \hat{S} \in \mathbb{R}^{2n \times n} \), such that the following LMI holds:

\[
\Xi = \begin{bmatrix}
\Xi_{11} & \hat{S} \hat{R}^T \hat{B}_w & \hat{A}_d^T \hat{P} & \hat{C}_{dc}^T \\
* & -\gamma^2 I_q & \hat{B}_w^T \hat{P} & 0_{q \times p} \\
* & * & -\hat{P} & 0_{2n \times q} \\
* & * & * & -I_p \\
\end{bmatrix} < 0 \tag{34}
\]

where \( \Xi_{11} = \hat{S} \hat{R}^T \hat{A}_d + \hat{A}_d^T \hat{R} \hat{S}^T - \hat{E}_d \hat{A}_d \hat{P} \hat{E}_d \) and \( \hat{R} \in \mathbb{R}^{2n \times 2n} \) is any matrix with full column rank and satisfies \( \hat{E}_d^T \hat{R} = 0 \).

Second, it is well-known that the \( H_\infty \) condition (4) is equivalent to \( \| H_{yw}(s) \|_\infty \leq \gamma \) where \( s \in \mathbb{C} \) and \( H_{yw}(s) = \hat{C}_{dc}(s \hat{E}_d - \hat{A}_d)^{-1} \hat{B}_w \). Since \( \| \hat{C}_{dc}(s \hat{E}_d - \hat{A}_d)^{-1} \hat{B}_w \|_\infty = \| \hat{B}_w^T (s \hat{E}_d^T - \hat{A}_d^T)^{-1} \hat{C}_{dc} \|_\infty \) as long as the stability and \( H_\infty \) performance are concerned, we can consider the following system instead of (28):

\[
\hat{E}_d^T \zeta_k = \hat{A}_d^T \zeta_k + \hat{C}_{dc} \eta_k, \tag{35}
\]

where \( \zeta_k \) and \( \eta_k \) are the well-defined state vector and disturbance vector, respectively. In this way, by replacing \( \hat{E}_d \), \( \hat{A}_{dc} \), \( \hat{B}_w \) and \( \hat{C}_{dc} \) in (34) with \( \hat{E}_d^T \), \( \hat{A}_d^T \), \( \hat{C}_{dc} \) and \( \hat{B}_w^T \), we obtain the following LMI condition which also guarantees that the closed-loop system (28) with \( \Delta F = 0 \) is stable with disturbance attenuation \( \gamma \):

\[
\Xi' = \begin{bmatrix}
\Xi_{11} & \hat{S} \hat{R}^T \hat{C}_{dc} & \hat{A}_d \hat{P} & \hat{B}_w \\
* & -\gamma^2 I_q & \hat{C}_{dc} \hat{P} & 0_{q \times p} \\
* & * & -\hat{P} & 0_{2n \times q} \\
* & * & * & -I_q \\
\end{bmatrix} < 0 \tag{36}
\]

where \( \Xi_{11} = \hat{S} \hat{R}^T \hat{A}_d + \hat{A}_d^T \hat{R} \hat{S}^T - \hat{E}_d \hat{P} \hat{E}_d \). Furthermore, a sufficient condition for (36) is that

\[
\Xi'' = \begin{bmatrix}
\Xi_{11} & \hat{S} \hat{R}^T \hat{C}_{dc} & \hat{A}_d \hat{P} \\
* & -\gamma^2 I_q & \hat{C}_{dc} \hat{P} \\
* & * & -\hat{P} \\
* & * & * \\
\end{bmatrix} < 0 \tag{37}
\]

Third, we deal with the uncertainty \( \Delta F \neq 0 \). For the closed-loop system (28), the uncertain part \( \Delta \hat{A}_{dc} = \Delta \hat{A}_d + \Delta \hat{B}_d F - \Delta \hat{E}_d \) is \( \hat{B}_w \Delta F K_{ac} \) where \( K_{ac} = [K_a + K_b F \ -K_c] \). After replacing \( \hat{A}_d \) in (37) with \( \hat{A}_d + \Delta \hat{A}_d \) and with the help of Lemma 3, we conclude that the closed-loop system (28) is stable and satisfies the \( H_\infty \) condition (4), if there exists a positive definite matrix \( \hat{P} \in \mathbb{R}^{2n \times 2n} \) and a matrix \( \hat{S} \in \mathbb{R}^{2n \times n} \), such that the following LMI holds:

\[
\Upsilon = \begin{bmatrix}
\Upsilon_{11} & \hat{S} \hat{R}^T \hat{C}_{dc} & \hat{A}_d \hat{P} & \hat{S} \hat{R}^T K_{ac} \\
* & -\gamma^2 I_q & \hat{C}_{dc} \hat{P} & 0_{2n \times n} \\
* & * & -\hat{P} & 0_{2n \times q} \\
* & * & * & -\varepsilon I_q \\
\end{bmatrix} < 0 \tag{38}
\]

where \( \Upsilon_{11} = \hat{S} \hat{R}^T \hat{A}_d + \hat{A}_d^T \hat{R} \hat{S}^T - \hat{E}_d \hat{P} \hat{E}_d \). After taking \( \hat{P} = [P_1 \ 0_n] \), \( \hat{S} = [S_1 \ S_2] \), \( \hat{R} = [0_n \ I_n] \), \( K_1 = FP_1 \) and abandoning \( \varepsilon \hat{B}_w \hat{B}_w^T \), we can see that (33) is a sufficient condition for (38), so the proof is completed.

IV. Simulation

In this section, we will illustrate the effectiveness of our methods via a simulation example coming from [17], i.e., considering an unstable system of the form (1) where parameters are given as \( A = \begin{bmatrix}
0.850 & -0.308 & -0.380 \\
0.735 & 0.815 & 1.594 \\
-0.664 & 0.697 & -0.064
\end{bmatrix} \) and \( D = I_2 \). For all experiments, we choose \( s_0 = 0.5 \) and the step length \( l = 4 \). As for the bound of noises, we take \( \delta = 0.2 \). Inputs in the Experiment 1 and the initial system state \( x_0 \) are given by MATLAB function \( \text{rand}(\cdot) \). Besides, all LMI conditions are solved by YALMIP [26] in MATLAB.

(I) Robust controller design: After exerting Experiments 1 and 2 and collecting corresponding data, we construct the data-based system’s parameters in (27). Then solving the LMI condition (30), we obtain a robust controller gain as \( F_R = \begin{bmatrix}
0.3815 & -0.6629 & -0.5368 \\
-0.1548 & 0.6346 & 1.2579
\end{bmatrix} \). It can be checked that all eigenvalues of the matrix \( (A + BF_R) \) are in the unite disk, so the system is robustly stable.

(II) \( H_\infty \) controller design: Similarly, after exerting Experiments 1 and 2 and collecting corresponding data, solving the LMI condition (33) with the given disturbance attenuation \( \gamma = 0.5 \), we obtain the \( H_\infty \) controller gain as \( F_H = \begin{bmatrix}
-0.1788 & -0.4381 & -0.3199 \\
-0.2071 & 0.2021 & 0.9403
\end{bmatrix} \). It can also be checked that all eigenvalues of the matrix \( (A + BF_H) \) are in the unite disk, so the system is stable. Besides, Figure 1 shows the system’s output sequences under the robust controller \( F_R \) and the \( H_\infty \) controller \( F_H \) with the same zero initial state condition, respectively. It can be seen that comparing with the robust controller, the disturbance attenuation is limited to a smaller level by the \( H_\infty \) controller.

(III) Comparison with other methods: In this part, we compare our methods with the non-conservative method based on S-lemma in [17]. To illustrate, we take six different noise levels \( \delta \in \{0.5, 1, 1.5, 2, 2.2, 2.4\} \). For each noise level, we generate 100 data sets by Experiments 1 and 2. Then we check the condition (30) via these data sets. For each noise level, we record the percentage of data sets from which a stabilizing controller could be found. From Table 1, we can see that comparing with the non-conservative method in [17], the percentage of our methods is smaller. The reason is that we abandon \( B_{wd}B_{wd}^T \) in Theorem 3.1 as \( B_{wd} = (s_0 E - A)^{-1} B_w \) is unavailable, which leads to a slightly conservative result. However, as we have emphasized in Section I, comparing with [17], the advantages of our methods are mainly in two aspects, one is about the details of data experiments, and the other is
that the matrices \( C \) and \( D \) are not needed to be known when designing \( H_\infty \) controllers.

**TABLE I**

Percentages of data sets for which the robust controller could be found.

| \( \delta \) | 0.5 | 1 | 1.5 | 2 | 2.2 | 2.4 |
|-------------|-----|----|-----|---|-----|-----|
| Theorem 14 in [17] | 100% | 96% | 90% | 82% | 75% | 73% |
| Theorem 3.1 | 95% | 94% | 81% | 77% | 70% | 62% |

**V. Conclusions**

This paper proposes a novel DDC method to study the robust control for LTI systems with energy-bounded disturbances. First, we transform the original system into an equivalent system in the form of descriptor systems. Second, two groups of data experiments are designed, which allow us to replace the equivalent system’s parameters with well-collected data. In this way, the original normal LTI system is reformulated into a descriptor system with structural parametric uncertainties in all matrices. Third, we turn to the model-based control theory of descriptor systems, so that the robust controller and \( H_\infty \) controller are designed as LMIs, which permit the original system to be robustly stable and reach \( H_\infty \) performance. In the future, we will extend methods in this paper to study robust DDC problems of descriptor systems.
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