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ABSTRACT
The advancements in machine learning (ML) techniques open new opportunities for analysing production system dynamics and augmenting the domain expert's decision-making. A common problem for domain experts on the shop floor is detecting throughput bottlenecks, as they constrain the system throughput. Detecting throughput bottlenecks is necessary to prioritise maintenance and improvement actions and obtain greater system throughput. The existing literature provides many ways to detect bottlenecks from machine data, using statistical-based approaches. These statistical-based approaches can be best applied in environments where the statistical descriptors of machine data (such as distribution of machine data, correlations and stationarity) are known beforehand. Computing statistical descriptors involves statistical assumptions. When the machine data doesn't comply with these assumptions, there is a risk of the results being disconnected from actual production system throughput. An alternative approach to detecting throughput bottlenecks is to use ML-based techniques. These techniques, particularly unsupervised ML techniques, require no prior statistical information on machine data. This paper proposes a generic, unsupervised ML-based hierarchical clustering approach to detect throughput bottlenecks. The proposed approach is the outcome of systematic and careful selection of ML techniques. It begins by generating a time series of the chosen bottleneck detection metric and then clustering the time series using a dynamic time-wrapping measure and a complete-linkage agglomerative hierarchical clustering technique. The results are clusters of machines with similar production dynamic profiles, revealed from the historical data and enabling the detection of bottlenecks. The proposed approach is demonstrated in two real-world production systems. The approach integrates the concept of humans in-loop by using the domain expert's knowledge.

1. Introduction
Over the last decade, machine learning (ML) has made unprecedented progress in areas as diverse as finance, energy, e-commerce, geology, space and biology. ML is widely used in applications ranging from automating mundane tasks to offering intelligent insights and supporting human decision-making [1,2]. In finance, for example, which has mature ML applications, unsupervised ML techniques are used to analyse the stock prices of companies and identify companies with unique stock price behaviour when compared to others [3–5]. The insights obtained help financial analysts gain an overview of similarly and dissimilarly behaving stocks and thus enable financial investment decisions. The success of ML is due to the large volumes of available data and computational resources allowing advanced ML techniques to be run. Manufacturing companies are also warming to the idea of using cutting-edge advances in the ML field to enhance their production system operations [6–8]. With production systems becoming increasingly complex, managing them has become less amenable to manual administration. Advancements in the ML field can thus be exploited to better support the decision-making process of domain experts [9–12].

On a real-world shop floor, domain experts must make important decisions that aim to increase the overall system throughput [13,14]. One way to achieve this is to focus on reducing throughput-related losses in the production system. Real-world case studies indicate that 20–30 % of throughput losses are common in production systems [15]. These losses are due to disruption events such as random machine...
downtime and variations in machine cycle time. Depending on the nature of the production system, disruption events in some machines will affect overall system throughput more than others, and these machines are called “throughput bottlenecks” [16]. To achieve steady or increased throughput, the domain experts must devote their efforts to increasing throughput in these bottleneck machines [17,13]. Accomplishing this means that domain experts must identify the throughput bottlenecks in their production systems.

From an academic point of view, to support the identification of bottlenecks, researchers have proposed several methods involving data collected from the production system [16,18–25]. These methods provide important contributions towards throughput bottleneck detection, and usually, the key ideas are built on statistical approaches to detecting bottlenecks (such as using descriptive and inferential statistical techniques). Employing statistical approaches is normally justified, as it accounts for the variability of data arising from randomness in the system [14,16,25]. Usually, a statistical approach will rely on various underlying assumptions about the machines’ data to compute statistical descriptors such as distribution, statistical independence and stationarity. Thus, a fundamental challenge when using existing scientifically rigorous statistical approaches in the real-world is to ensure that the central assumptions of those approaches are satisfied.

In using any statistical approach, a significant amount of time is required to ensure that the underlying real-world data suits the set of assumptions. This task in itself requires domain experts to be truly knowledgeable about various statistical concepts and methods if they are to validate the data against those concepts and draw meaningful conclusions. A further challenge is that, as the production system’s dynamics change over time, time-varying machine data (which behaves according to a certain statistical descriptor) may also change its patterns. For example, a normal distribution assumption might not hold good for time-varying data which tends to change distribution in future scenarios. This would require suitable statistical processing of the data each time before the statistical approaches are used to detect bottlenecks [25]. In such scenarios, it therefore becomes challenging for statistical approaches to maintain a high degree of accuracy and reliability. This is where carefully designed ML-based approaches can: a) help detect bottlenecks without relying on strict statistical assumptions, b) scale well with time-varying data, and c) produce quick, reliable results whilst keeping the domain experts in the loop. The problem of throughput bottleneck detection in production is analogous to that of analysing the stock prices of finance companies, which was successfully solved by ML techniques. Instead of finding companies that show a unique stock price over time compared to other stocks, the target is to identify machines that exhibit unique behaviour as compared to the other machines. The unique behaviour of those machines is a key indicator that they are throughput bottlenecks. Inspired by this analogous common phenomenon in the finance and manufacturing domains, we explored how ML techniques (widely used in finance for stock price analysis) can be used to detect throughput bottlenecks.

Accordingly, the purpose of the study is to improve throughput by facilitating the detection of throughput bottlenecks. The aim of the paper is to propose a generic, unsupervised, ML-based, hierarchical clustering approach to identify throughput bottlenecks in the production system and test the proposed approach on real-world production systems. The approach should be flexible enough to couple with any bottleneck detection method. In sum, this paper provides an exciting opportunity to advance the knowledge of state-of-the-art throughput bottleneck detection using unsupervised ML techniques.

The paper is structured as follows. Section 2 presents the theoretical background of different bottleneck detection methods and the associated statistical assumptions and unsupervised ML techniques. Section 3 then starts by presenting a modular breakdown of the proposed approach, covering the high-level descriptions of all the steps in each module. Data from a real-world production system is used to explain the practical aspects of applying each step within every module of the proposed approach. This integrated description of the generic steps (and their application to data from a real-world production system) aims to demonstrate that independent decisions are made within each module in the hierarchy and that an outcome is generated. This in itself is valuable and amenable to analysis by domain experts. The proposed approach is further evaluated by being applied to an additional real-world production system, with the results shown in Section 4. Section 5 presents a detailed discussion of the proposed approach, in terms of its contributions to academic and industrial practice (and its limitations) plus an outlook on future work. The paper concludes with Section 6 summarising the results of the paper.

2. Theoretical background

This section presents a theoretical background to throughput bottleneck detection. It also examines the statistical assumptions made in the existing literature and explains its implications in practice. An outline of the theoretical explanation, of different unsupervised ML techniques used in the proposed approach is then given. Finally, the active period bottleneck detection method (which is used as an example in the real-world industrial test studies for the proposed approach) is explained.

2.1. Existing assumptions in throughput bottleneck detection

The problem of throughput bottleneck detection in production lines is covered extensively in the literature. Various methods of identifying historical throughput bottlenecks in the production system have been proposed (active period method by Roser et al. [16]; turning point method by Li et al. [19]; inter-departure time variance by Betterton and Silver [20]; and overall equipment efficiency method by Tang [21]). In all these different methods, the overall approach is to detect bottlenecks using traditional statistical approaches, including descriptive (such as average, standard deviation, coefficient of variation) [19,20] and [21] and inferential statistical techniques (such as hypothesis testing) [16,22]. Yu and Matta [25] proposed an improved statistical approach that can be coupled with any of the bottleneck detection methods. Inferential statistical techniques are used to account for variability in machine data when detecting bottlenecks. However, this application is no trivial task [26]. Various manually supervised steps are involved, such as: a) identifying statistical descriptors to define the structure of the machine data collected over a specified period, b) decision to use relevant test statistics and c) selection of significance level. Of these different steps, the most important one is identifying statistical descriptors for the collected machine data structure. This is because the structure guides the choice of relevant test statistics when applying inferential statistics. An incorrect choice of test statistics can lead to inaccurate bottleneck detection results. Different assumptions are made when identifying different statistical descriptors of machine data. The following is a summary of the four common statistical descriptors, as inferred from the existing literature. These are: (1) statistical distribution, (2) autocorrelation, (3) cross-correlation and (4) stationarity.

(1) Statistical distribution: this provides a parameterised mathematical function, describing the relationship between the data points of a machine dataset in sample space. The distribution is usually found using various statistical techniques, or assumed for convenience. It will guide the choice of parametric and non-parametric statistical tests when using inferential statistical techniques. The most common assumption on statistical distribution is that of normality. For example, Subramaniyan et al. [22] (p. 233) assumes the data to be taken from a normally distributed population, an assumption that is the same across all the machines in a production system. This choice of assumption facilitates the use of a t-test as a statistical hypothesis test to detect bottlenecks. However Subramaniyan et al. [22], (p. 233) did not check the validity of the different
assumptions when detecting bottlenecks. Roser et al. [16] (p. 951) did not report the distribution of machine data used to detect bottlenecks in the test production system. On the other hand, Yu and Matta [25] (p. 6321) recognises that the normality assumption is difficult in production systems and therefore proposed a non-parametric test to detect bottlenecks (the Mann-Whitney U test).

(2) Autocorrelation: this is the degree of similarity between data points in a machine dataset (collected chronologically) and the lagged version of the same data points over successive time intervals. Roser et al. [16] (p. 951) assumes that the data points in a given machine dataset are independent of each other. This assumption is later proved in Roser and Nakano [27] (p. 71), with limited empirical testing based on a discrete-event simulation environment of a production system. Subramaniyan et al. [22] (p. 233) assumes that the data points of a given machine dataset are independent of each other and they are not tested for their validity when detecting the bottlenecks. On the other hand, Subramaniyan et al. [28] (p. 536), in another study, assumes that the data points of a machine dataset are autocorrelated; this assumption is made in order to facilitate the adaptation of time series forecasting techniques, such as Auto-regressive Moving Average (ARIMA), to predict future bottlenecks. Similarly Li et al. [29], (p. 3) makes the assumption that the data points in a machine's data are autocorrelated, in order to use time series techniques to predict future bottlenecks. However, the validity of this assumption is again, not tested. Yu and Matta [25] (p. 6322) recognizes that data points in a given machine's data are usually not independent and proposes a batching means technique to generate independent data points.

(3) Cross-correlation: for every pair of machines in the production system, cross-correlation is a measure of similarity, with data from one machine compared to that from another. Usually, in a production system, disturbances in one machine will affect the downstream and upstream machines. In other words, the datasets of two different machines need to be tested for correlation; this guides the selection of appropriate hypothesis tests. There was no mention of correlating different machine data in the research reported by Roser et al. [16]. Subramaniyan et al. [22] (p. 234) assumed the machines to be independent and used an independent t-test to detect bottlenecks. Yu and Matta [25] (p. 6321) used a Mann-Whitney U test for the hypothesis tests, which indicates that machines are assumed to be independent.

(4) Stationary: this means that the statistical properties (average, variance and so on) of the machine data are constant over time. The existing studies assume that machine data collected chronologically is stationary. This means that the mean and variance do not change over time. Subramaniyan et al. [28] (p. 541) show, by means of a real-world example, that machine data is non-stationary. In other words, the mean and variance change over time. There was no mention of stationarity in Roser et al. [16], Li et al. [29], and Yu and Matta [25]. Thus, using descriptive statistics to identify the bottlenecks for non-stationary data risks inducing errors when detecting throughput bottlenecks.

To summarise, from the existing studies it is unclear whether the researchers have properly considered the reasons for not validating the different assumptions, or tested whether the different statistical approaches are robust against violations of the assumptions. In real-world production systems, the machine data is often too noisy. Each machine's behaviour can differ, and it is difficult to generalise assumptions for all machines. Moreover, Li and Ni [13] indicates, through real-world studies, that the assumptions (specifically those on statistical distribution) may not reliably capture the machine data’s dynamics. If different assumptions are used for convenience, there is a risk that the results will be disconnected from the real-world process [26].

2.2. Unsupervised ML techniques

ML-based approaches are a natural alternative when the data does not conform to the assumptions of some existing statistical approaches, or when the data comes from a time-varying dynamic system, possibly entailing situations which make the data deviate from its normal behaviour. This section outlines the unsupervised ML techniques, especially hierarchical clustering for time series from the academic ML literature. The different tools and techniques for cluster generation and analysis from ML literature are then presented. The aim of this section is to provide readers with the necessary information on unsupervised ML techniques to allow interpretation and replication of the approach proposed in this paper.

2.2.1. Hierarchical clustering of time series

The goal of hierarchical clustering is to capture the underlying structures of the time series data, and it produces a set of nested clusters, organised as a hierarchical tree [30,31]. One main advantage of hierarchical clustering is that it can capture more complex and intricate cluster structures. There are different types of hierarchical clustering, such as agglomerative (also called “bottom-up”) and divisive (also called “top-down”). A detailed explanation of these types can be found in Hastie et al. [30]. Of all the different types, agglomerative hierarchical clustering is the most commonly used in the data science domain [32]. The advantages of agglomerative clustering are that it produces complete hierarchical structures inductively and is relatively easy to implement [33]. One way of presenting the results of hierarchical clustering neatly is to use a two-dimensional diagram, known as a dendrogram [34,30].

The main idea behind agglomerative is to treat each time series as an individual cluster and then at each step we recursively merge the closest pair of clusters until one cluster is left. Agglomerative clustering is conducted by defining the inputs regarding the distances between the time series and distances between the clusters. The algorithmic details of the agglomerative hierarchical clustering are found in Hastie et al. [30]. Before conducting different time series clustering operations, a distance measure needs to be defined between all pairs of time series. For this purpose, a number of measures are defined in the literature. For example, Euclidean distance, dynamic time warping (DTW), Mahalanobis distance, Fourier coefficients, auto-regressive models, edit distance, minimum jump models [35]. Out of several distance measures, it has been indicated in the literature that DTW outperforms for comparisons of time series because of its non-linear mapping capabilities [36]. After establishing the distance measure between the time series, there is a need to establish a measure of the distance between the clusters to facilitate the clustering process. Five common distance measures of the distance between clusters are defined in the literature. Those are single linkage, complete linkage, average linkage, average group linkage, and wards method [30]. Clustering results also depend on the type of linkage that is chosen, and different types will give different results. However, it is indicated by Hirano and Tsunomo [37] that complete linkage produces better results compared to other linkages for producing more compact and balanced clusters.

2.2.2. Tools to facilitate generation and analysis of clusters

To facilitate cluster generation, the required number of clusters must first be determined. Various tools are defined in the literature, which can be used to help fix a number. These include the elbow method, gap statistic method, mode and maximum difference [38]. Determining the appropriate tool depends on the application domain. Of the different tools, the elbow method (also called a “scree plot”) is a relatively straightforward method and examines the acceleration in the jumps of variance. The elbow method explains the percentage of variance for different numbers of clusters. If this value is plotted in a graph against the number of clusters, the number of clusters corresponding to the point at which the marginal gain in variance drops is the optimal
number [39]. Once the clusters are formed, they need to be analysed. To do this, a representative time series can be generated, representing each cluster formed. The main idea behind this is to facilitate deeper analysis of the clusters using regression, trend detection tests, and so on. A representative time series is constructed by computing the averages of each data point between two time series sequences [40].

The algorithmic details for generating a representative time series are explained in Baheti and Toshniwal [40], and an application example is shown in Baheti and Toshniwal [40,41]. A sample application for analysing the road accident time series is given in Kumar and Toshniwal [42]. This uses the averaging algorithm to generate a representative time series.

2.3. Active period bottleneck detection method

The active period method of bottleneck detection was first proposed by Roser et al. [16] and demonstrated using a discrete event-simulation-based environment. The basic idea behind the method is to classify different machine states (a state represents an activity that is carried out by the machine) during a production run into two binary states. The first is called the “active” state; the other, the “non-active” state. The active state is when an activity is conducted on or by the machine that is causing blockage or starvation in other machines. Examples include producing state (when the machine is producing a product), downstream (when the machine has broken down and is being repaired) and setup state (when setup activities are being conducted on the machine). When the active state durations are combined and compared with all other machines in the production system, the bottleneck machines can be identified, as they are the ones with the highest active duration. [22]

proposed an event-log-based, data-driven statistical approach based on the active period method, to detect bottlenecks in the production system.

3. Proposed generic hierarchical clustering approach to throughput bottleneck detection

In this section, we propose an approach to detecting throughput bottlenecks, using machine event log data extracted from real-world production systems and unsupervised ML techniques. The structure of this approach takes its inspiration from the Cross Industry Process for Data Mining (CRISP-DM) [43,44] and consists of seven modules: (1) data collection, (2) selecting a suitable bottleneck detection method, (3) data pre-processing, (4) applying a hierarchical clustering technique, (5) cluster computation and generation, (6) representative time series generation, and (7) throughput bottleneck detection. These are shown in Fig. 1. In every module, we define the generic steps and the methods specific to that module. We conclude each module by demonstrating the proposed steps on the event log data extracted from the real-world production system. The main aims of discussing the generic steps and their demonstration on a real-world production system are: a) to explain how event log data from machines can be processed so that unsupervised ML techniques may be applied, and b) to show and explain relevant inputs from production system domain experts in every module.

Demonstration of the proposed approach in a real-world production system was carried out in R software (Version 3.4.3) by uploading the machine event log datasets. R is widely used software in data science and ML applications. Moreover, it has libraries relevant to the ML techniques used in the demonstration. The libraries used in this demonstration are dplyr, dwdclust, tseries, TSclust, ggplot2, zoo and cluster.

3.1. Module 1: data collection

This module covers the collection of event log data from a real-world production system. A real-world production system consists of many resources (such as machines and humans) working together to produce products. Every resource carries out actions or has actions conducted on them during a production run. These actions may be recorded digitally with corresponding timestamp information. The data records containing this information on actions and time stamps are called “event logs”. Once the event log data has been identified, the next step is to define the time interval of interest for throughput bottleneck detection. This is important because it sets the parameters for the required historical event log data from the production system being studied. The minimum data required for successful application of the proposed bottleneck detection approach should cover enough past production runs of the system so that all events relevant to the analysis are well-represented. The setting up of limits is best done by obtaining the input of domain experts in the production system. They can determine what duration of historical data would represent the production system dynamics well. The output of this module is the event log data in tabular format, containing the events described and their timestamps.

In the demonstration conducted in this study, a real-world automotive component manufacturing production line is used to demonstrate the unsupervised ML approach and detect throughput bottlenecks. The production line consists entirely of Computer Numerical Controlled (CNC) machines, which conduct various machining operations on the component. The layout of the production line is shown in Fig. 2. The component enters machine M1 in the production line and emerges from the line once operations at M13 are complete. Each CNC line machine is connected to a Manufacturing Execution System (MES) which records machine events and their corresponding timestamps.

For this production line, it was decided to take data from 30 historical production runs, to identify throughput bottlenecks (a single production run constitutes 17 h in a day, running from 06:00:00 to 23:00:00). Once the time interval has been defined, the raw event log data for all machines is extracted from the MES for the specified time interval. A sample of event log data from machine M1 is shown in Table 1. It shows the events represent unevenly spaced time series data, in which the spacing of events is not constant. These events, the machine ID, and the corresponding timestamp form the raw logs used as a starting point for the proposed approach.

3.2. Module 2: selection of suitable bottleneck detection method

Once the event log data is extracted, the next step is to select a suitable throughput bottleneck detection method for a given production system. This selection is important when executing the other modules, as their steps correlate to the selected method. As explained in Section 2.1, the literature covers various rich methods which may be selected to detect bottlenecks. However, two things are important in selecting a suitable method. Firstly, a decision needs to be made on the type of bottleneck detection method that suits the production system. This is where domain experts will play a key role, because of their deep understanding of the underlying system. Thus, a decision about the target bottleneck detection method is best made by them, based on their domain knowledge and on practical requirements. Secondly, exploring the event log data of the production system to make sure that the necessary information required to apply the chosen bottleneck detection method can be extracted. This requirement is handled by introducing a feedback loop between Modules 1 and 2, to verify the requirements of the selected bottleneck detection method from the collected data. This module’s output is selection of suitable bottleneck detection method, to facilitate the execution of other modules.

The active period bottleneck detection method [16] has been selected for the demonstration. The metric used by this method to detect bottlenecks is the active duration. The method was chosen over the others because it detects bottlenecks causing blockages and starvation in other machines by using all the action events (conducted either by the machine, or on it by humans). Thus, combining different events to
Fig. 1. Modular breakup of the proposed approach for throughput bottleneck detection.
The cleaning was also carried out if the event log data was deemed suitable for this method of bottleneck detection. As the event log data (Table 1) contains all the “active” events, the information on active durations can be obtained from it.

### 3.3. Module 3: data pre-processing

![Production line layout.](image)

After selection of the bottleneck detection method, the next step is to pre-process the extracted event log data in accordance with the selected method. Each bottleneck detection method has a defined metric used to detect bottlenecks. The overall aim of the pre-processing module is to compute this metric based on the event log data for each machine in each production run within the defined time interval and then generate a time series for each machine. This time series is then used in the other modules to detect bottlenecks. The generic steps in pre-processing the event log data are: (1) data cleaning, (2) classification of event logs and (3) computation of metric from the required set of classes. The output of this module is a time series of the bottleneck detection metric for each machine. Each step is described below.

#### 3.3.1. Data cleaning

After extracting the event log data for each machine in the production systems, the event log data needs to be cleaned before further processing. The input of production system domain experts is needed in this step, as they can define time intervals across different production runs. Data cleaning can then be conducted. Common cleaning steps include: removing events that were recorded outside the defined time interval across different production runs; checking the event logs and removing duplications, as they might introduce bias in the analysis; removing events not of interest in bottleneck detection analysis (such as events recorded when running trail products, and so on). The output from this step is cleaned event log data for each machine.

| Machine ID | Event               | Timestamp       |
|------------|---------------------|-----------------|
| M1         | Producing           | 16-09-2017 06:00:01 |
| M1         | Stop tool failure   | 16-09-2017 06:08:18 |
| M1         | Tool change         | 16-09-2017 06:10:37 |
| M1         | Producing           | 16-09-2017 06:20:54 |
| M1         | Waiting to unload   | 16-09-2017 06:21:31 |

By this step, we have completed all the necessary pre-processing of event log data and are now ready to compute the metric corresponding to the chosen bottleneck detection method from the processed event log data. In this step, the metric values for each machine are computed across each individual production run for each machine. If required, these values are transformed into a uniform scale across all the machines in the production system, to ensure that scale differences are normalised before these values are used to generate time series. Let $N$

#### 3.3.2. Classification of event logs

The cleaned event log data contains entries for all events. However, some events might be redundant if they are not used in computing the required metric for the selected bottleneck detection method. In this step, the various events need to be selected and filtered for every machine based on the selected bottleneck detection method. This selection and filtering needs to be done based on event definitions. Event definitions are best provided by production system domain experts. This is important, as relevant events, corresponding to the selected method, will be used for further processing and to detect bottlenecks. The domain experts' involvement in providing these definitions for the set of unique events represented in the cleaned data is important, as no available ML technique can automatically define the events on their own. These event definitions are used to partition the data into a certain number of classes based on the selected bottleneck method. The output from this step is event log data from each machine, containing a classification for each event.

The demonstration production system follows the active period method of bottleneck detection. The different events in the event log data were classified as active or inactive based on the definitions of active and inactive states proposed in the active period method of bottleneck detection by Roser et al. [16]. To facilitate this process, the production system domain experts need to provide definitions for each event. There was a total of seven distinct types of pre-defined event, recorded across all machines. These events are classified as active or inactive, based on the definitions provided by the domain experts. The seven events and their classifications are shown in Table 2. Once the distinct events are classified, the classification is updated in the cleaned event logs for all machines.

| Event                         | Description as given by domain experts | Classification made |
|-------------------------------|----------------------------------------|---------------------|
| Producing                     | Machine engaged in producing a product | Active              |
| Stop tool failure             | Machine stopped due to tool failure    | Active              |
| Producing with warning        | Machine engaged in producing a product with a warning | Active |
| Breakdown                     | Machine is down or ongoing repair work | Active              |
| Tool change                   | Machine under tool change activity    | Active              |
| Waiting to unload             | Machine waiting for the unloading of the product after operations | Inactive |
| Waiting for incoming parts    | Machine waiting for incoming parts    | Inactive            |
An example calculation of active duration metric from event log data: from an active state event starting at 06:00:01 till an inactive state event occurring at 06:21:31.

| Machine ID | Event                  | Timestamp           | Active duration metric (in seconds) |
|------------|------------------------|---------------------|-------------------------------------|
| M1         | Producing              | 16-09-2017 06:00:01 | 1290                                |
| M1         | Stop tool failure      | 16-09-2017 06:08:18 |                                     |
| M1         | Tool change            | 16-09-2017 06:10:37 |                                     |
| M1         | Producing              | 16-09-2017 06:20:54 |                                     |
| M1         | Waiting to unload      | 16-09-2017 06:21:31 |                                     |

= \{1,2,3,\ldots,n\} be the set of n production runs and M representing the set of m machines, such that M = \{1,2,3,\ldots,m\}. The time series can be generated from this step and represented in the form of the matrix \(T_{n \times m}\), with each row representing one production run and each column corresponding to a machine in the system. A cell \(t_{ij} \in T\) records the scaled metric value of production run \(i\) for machine \(j\). Thus, all values along column \(j\) represent the full time series corresponding to machine \(j\).

In the demonstration production system, the active durations for all machines are computed during a single production run and across all production runs. This is calculated as the time elapsed between the start-time instant of an active state and the beginning of the inactive state during a production run. The algorithm for computing active durations from event log data is explained in Subramaniyan et al. [22] (page 233, equation 1). The same algorithm is used to compute the active duration of each machine across different production runs. A sample output of this step is shown in Table 3, which shows that the active durations are not evenly spaced time series.

Next, the active duration for each production run needs to be calculated by aggregating the different active durations during a production run. Thereafter, to put the active durations of different machines on a uniform scale, the active duration of each production run is expressed as a percentage of scheduled hours of that production run. The results are shown in the matrix \(T_{30 \times 13}\), in which each row represents the production run and each column represents the machine. All the values in a column are the time series for that particular machine.

![Table 3](image)

A time series plot is also constructed for each machine, as shown in Fig. 3. It can be seen that the time series plot is cluttered, and different machines have different temporal patterns. Spotting patterns manually in the time series between different machines and detect bottlenecks and non-bottlenecks is challenging. Applying ML techniques is advantageous for studying the individual time series profiles of machines, comparing them for their temporal behavioural similarities and differences, and separating the group of potential bottlenecks from the rest.

3.4. Module 4: generating a dendrogram

The first three modules jointly focused on preparing a time series format of the event log data that adheres to the chosen bottleneck detection method. Preparing the data in a suitable format is vital to revealing underlying patterns in the data and achieving the desired goal. The last step of the previous module also ensured that the data was ready for the application of unsupervised machine learning techniques; specifically, agglomerative hierarchical clustering to generate a dendrogram. Therefore, agglomerative hierarchical clustering is applied in this module. The reason for choosing hierarchical clustering and, in particular, the suitability of agglomerative hierarchical clustering, is summarised below.

Hierarchical clustering is advantageous for production system analysis because it is able to give a complete hierarchy of the machines in a production system. When used prior to running, this type of hierarchical clustering in production systems has been shown to find scheduling bottleneck clusters in job-shop type production systems [45]. Moreover, the hierarchical clustering results can be visualised through a dendrogram that explains how machines are grouped into a hierarchy. Various decisions need to be made before conducting hierarchical clustering, so as to select the right type. The whole strategy we followed in selecting the different variants of hierarchical clustering for bottleneck detection is illustrated in Fig. 4. Firstly, a choice needs to be made between agglomerative and divisive hierarchical clustering. In the proposed approach, agglomerative hierarchical clustering is suitable for bottleneck detection. It generates a complete tree, starting with individual machines, and orders the machines, which is useful for interpretation [45]. This will help domain experts better understand how different machines are grouped into a cluster. Agglomerative clustering works by iteratively combining the two closest machines into a new cluster and repeating this until one large cluster remains, encompassing all the machines in the production system. However, this method requires two input parameters: a measure for comparing individual time series, and choice of an appropriate linkage for clustering.

Measures to compare individual time series: There are various distance measures for comparing time series; these are explained in Section 2.2.1. The choice of a particular measure is crucial because different distance measures can give different results. Making an informed decision requires domain knowledge insights, plus arguments deduced from a literature study of real applications of ML. Various measures have been considered and it has been found that, as a distance measure, DTW is highly suitable for bottleneck detection. We summarise the reasons for this as follows. In real-world production systems, throughput bottlenecks tend to shift between machines during different production runs. This is also indicated in the literature by Li et al. [29] and Subramaniam et al. [28]. Accordingly, this phenomenon indicates that the time series of different bottleneck machines may be time-shifted but the computations made using a common metric, such as active durations, can still show the same behaviour in limiting system throughput. On the other hand, using DTW can remove the time-shifts by wrapping the time axis of the machine such that maximal coincidence is attained which enables to achieve high similarity score with other machines exhibiting similar behavioural patterns. For instance, as seen in Fig. 3, there are non-linear fluctuations occurring in active durations (y-axis) of different machines versus time (x-axis). To address this, DTW uses a time normalisation effect where the fluctuations in active durations, can still show the same behaviour in limiting system throughput.

$$T_{30 \times 13} = \begin{bmatrix}
59.66 & 56.50 & 59.72 & 52.61 & 45.58 & 64.14 & 57.05 & 51.72 & 59.30 & 52.07 & 48.09 & 38.75 & 49.84 \\
46.04 & 60.23 & 61.37 & 61.59 & 48.61 & 68.21 & 48.57 & 43.48 & 58.33 & 53.03 & 48.69 & 42.96 & 41.47 \\
53.33 & 74.08 & 80.40 & 74.77 & 59.60 & 77.47 & 70.31 & 67.39 & 72.77 & 65.91 & 63.15 & 47.41 & 52.76 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
59.43 & 74.46 & 77.00 & 74.77 & 67.91 & 87.46 & 81.87 & 78.26 & 81.50 & 83.48 & 79.60 & 74.49 & 70.17 \\
68.03 & 70.84 & 62.39 & 51.05 & 46.69 & 68.61 & 64.21 & 59.35 & 76.89 & 72.52 & 63.02 & 57.81 & 66.74 \\
\end{bmatrix}$$ (1)
time (x-axis) is modelled using a non-linear time-wrapping function [46]. Hence, using DTW as similarity measure can point to the group of throughput bottleneck machines that show similar behaviour in terms of limiting system throughput. An efficient dynamic programming based implementation of DTW is used to obtain a distance matrix which represents the distance measures for all pairs of machines in the production system.

Choosing an appropriate linkage method for agglomerative hierarchical clustering: Once the distance matrix has been generated from the individual time series, a linkage method is required. This is used in agglomerative hierarchical clustering, to generate a dendrogram. A linkage method is simply a way of joining individual times series based on their behavioural characteristics in comparison to other time series. The behaviour is already captured and recorded in the form of a distance matrix. Like a distance measure, the linkage method also effects the final outcome. Selection of an appropriate linkage method should, therefore, be likewise motivated by a combination of domain knowledge and state-of-the-art practices in ML for similar problems. As mentioned in Section 2.2.1, among the various available choices, the complete linkage method was found suitable for bottleneck detection. This is because, in real-world production systems, there is a higher probability of bottlenecks shifting from one machine to the other during different production runs due to various reasons such as random maintenance stops in the machine, random processing times, and so on Li et al. [29] and Subramaniyan et al. [28]. This can also be inferred from Fig. 3, that the time series have large fluctuations in active durations (y-axis) versus time (x-axis). This means that there is not always one single machine which stays as throughput bottleneck across the entire set of productions runs, however, at times, it can be due to noise. The dynamism of changing bottlenecks is best captured in the chosen DTW distance measure. Now, a method which operates on the distance measures (DTW distance matrix) should be able to carry over the preserved behavioural patterns to produce a balanced dendrogram while as the same time be less susceptible to noise. The complete linkage method tends to fulfil these demands as indicated in the ML literature [37].

The two specific steps in this module are (1) application of DTW and (2) application of complete linkage agglomerative hierarchical clustering. These steps are defined below.

3.4.1. Application of DTW

In this step, DTW is applied to compute the distance matrix between all pairs of machines, based on its time series represented in the matrix \( T_{n \times m} \). The output from this step is the distance matrix.

In the demonstration, DTW is applied to the time series data as shown in \( T_{30 \times 13} \). This results in a distance matrix, as shown in Table 4. The smaller the values for a pair of machines, the more similar their behaviour. For example, machine M1 achieves smallest distance with M13, which means M1’s behaviour is most similar to M13.

3.4.2. Application of complete linkage hierarchical clustering

In this step, the generated distance matrix is used to conduct hierarchical clustering with complete linkage criteria by applying DTW recursively. The result of the clustering procedure is a dendrogram representing the hierarchical relationship between the machines.

In the demonstration, agglomerative hierarchical clustering with complete linkage is applied based on distance matrix shown in Table 4. The resultant dendrogram is shown in Fig. 5. Along the horizontal axis in this figure are the machines in the production system. The vertical axis is the distance, represented as the height between different pairs of machines. A quick visual inspection of the dendrogram indicates which machines are close to which others, with respect to their behavioural characteristics captured from the respective time series. For example, M6 shows completely different behaviour from M5 and M11. It is easy to see such obvious differences from the dendrogram. However, at this point, it cannot be confirmed which machine is potentially a throughput bottleneck, so further analysis is required. Overall, the dendrogram assists in immediately identifying and highlighting the machine that shows behaviour distinct from the rest of the machines in the system. We then need a way to recommend how many clusters can be generated through the dendrogram. This is explained in Module 5.

Fig. 3. Time series of individual machines.
3.5. Module 5: cluster computation and generation

Once a dendrogram has been generated, clusters must be generated from it. This module explains how. Two steps are involved: (1) selecting the number of clusters and (2) extracting the machine information for each cluster. The output of this module is the number of clusters generated and identification of machines within each one.

### 3.5.1. Selecting the number of clusters

In this step, the number of clusters needs to be selected. This can be done by placing a horizontal partition line across the dendrogram. However, partition line should typically not be placed at the level of granularity where every machine is its own cluster and not at this coarse granularity, where all machines are in one cluster. The challenge is finding the best position in the dendrogram to place the line. This can be solved by using a combined approach of domain experts’ input and

---

**Table 4**

Distance matrix, applying DTW.

|     | M1 | M2 | M3 | M4 | M5 | M6 | M7 | M8 | M9 | M10 | M11 | M12 |
|-----|----|----|----|----|----|----|----|----|----|-----|-----|-----|
| M2  | 283.94 | | | | | | | | | | | |
| M3  | 380.27 | 263.51 | | | | | | | | | | |
| M4  | 297.12 | 210.54 | 216.90 | | | | | | | | | |
| M5  | 335.25 | 296.86 | 265.50 | 256.68 | | | | | | | | |
| M6  | 496.22 | 317.97 | 305.41 | 332.52 | 415.95 | | | | | | | |
| M7  | 348.95 | 264.13 | 220.46 | 265.89 | 313.92 | 236.51 | | | | | | |
| M8  | 311.59 | 232.48 | 237.32 | 216.65 | 292.14 | 273.49 | 202.71 | | | | | |
| M9  | 320.23 | 224.71 | 261.60 | 228.43 | 341.62 | 265.21 | 224.02 | 231.86 | | | | |
| M10 | 323.51 | 267.06 | 239.82 | 250.96 | 292.54 | 298.14 | 224.72 | 231.86 | 204.38 | | | |
| M11 | 295.17 | 281.61 | 278.17 | 290.53 | 250.32 | 323.94 | 322.45 | 322.45 | 284.79 | | | |
| M12 | 283.74 | 340.26 | 383.78 | 345.59 | 350.91 | 526.07 | 362.51 | 334.22 | 407.40 | 278.86 | 267.20 | | |
| M13 | 214.45 | 231.00 | 351.95 | 277.56 | 278.43 | 462.75 | 347.01 | 309.18 | 318.06 | 280.62 | 264.23 | 257.55 | | |

---

**Fig. 4.** Strategy followed to develop Module 4.
visual aids provided by the algorithms, as explained in Section 2.2.2. This is because, when placing a partition line, a lot of domain-specific intuition and contextual information on the given production system comes into play. Moreover, this combined approach is important in quantifying the trade-off between the complexity of having a large number of clusters (not useful in practice) and having too few clusters (which reduces the resolution when trying to find bottlenecks). Once the partition line is placed, the clusters can be generated.

In this demonstration, based on the nature of the production system, it was decided to partition the dendrogram at a height of 300, resulting in four clusters. This choice was verified by an elbow plot to assess the chosen number of clusters. The elbow plot for the hierarchical clustering is shown in Fig. 6. The height represented on the vertical axis represents the variance. As can be seen, there is a significant change in the slope before the fourth cluster. This indicates that four clusters could be a reasonable number to consider for further analysis. Fig. 7 shows the different clusters in the dendrogram.

### 3.5.2. Extracting the machine information of each cluster

Once the clusters are generated, the machines assigned to each one need to be extracted. This is done so as to understand which machines in the production system correspond to which cluster. This information
To analyoe the clusters and detect bottlenecks.

In the demonstration, Table 5 shows the assignment of machines to each cluster.

3.6. Module 6: representative time series generation

Information on the number of clusters and the assignment of each machine to those clusters was obtained from the previous module. In this module, the clusters need to be analysed in detail to facilitate throughput bottleneck detection. For this purpose, a representative time series can be generated for each cluster. These are constructed by computing the averages of each data point for the different individual time series in that cluster, as explained in Baheti and Toshniwal [40].

To generate the representative time series, we need the individual time series for each machine. These are extracted from the matrix \( T_{n \times m} \). The output of this module is the generation of representative time series for each cluster and visual representation of them on a line graph.

In this demonstration, we generate a representative time series for each cluster shown in Table 5. The resultant representative time series are visualised in Fig. 8. By interpreting this figure, throughput bottlenecks can be detected visually, as explained in Module 7.

3.7. Module 7: throughput bottleneck detection

In this module, probable throughput bottlenecks are determined by visual analysis of the generated representative series of each cluster. As a first step in this module, the domain experts need to carry out a visual inspection of the representative time series for each cluster, according to the chosen bottleneck detection method. For this purpose, domain experts need to be aware of how to interpret basic line plots. If the representative time series for the clusters are well separated from each other overall, then the domain experts can proceed with interpreting the representative time series for each cluster and detect the cluster with bottleneck machines. If not, the domain experts can re-evaluate the number of clusters and repeat the computations of Modules 5 and 6. The process of repeating Modules 5 and 6 is depicted with a feedback loop from Module 7 to Module 5, as shown in Fig. 1.

In this demonstration, it can be seen from Fig. 8 that the representative time series for each of the four clusters is fairly well separated from one another. Also, it is clear that the active duration of Cluster 1 is higher than the other clusters across most of the production runs and that by using the active period method, the highest active duration is the bottleneck. Therefore, of the machines in Cluster 1, machine M6 is the probable primary bottleneck in the production system. Hence, it may be inferred that, compared to other machines in the production system, M6 shows unique throughput-limiting behaviour for most of the production runs. It can also be seen from Fig. 8, that for production runs 10, 17 and 18, Cluster 2 has the highest active duration. In other words, it may be said that for these production runs, the primary bottlenecks shift between the machines in Cluster 1 and those in Cluster 2. A deeper analysis, based on other contextual information for the production runs, is required to determine the reasons for shifting bottlenecks. Domain experts may examine other data sources to determine the reason for the shift during those production runs. Moreover, from Fig. 8, it can be seen that Clusters 3 and 4 have lower active period percentages than Clusters 1 and 2 for most of the production runs and are indicated as non-bottlenecks.

Overall, it may be seen that, from examining the time series for active duration profiles generated from individual machines’ event data logs (as shown in Fig. 3), it was not immediately obvious which machine was the bottleneck. The proposed approach used hierarchical clustering (as shown in Fig. 8) to form groups of machines, based on their temporal behavioural patterns, and reveal the cluster in which the bottleneck(s) lay. Domain experts may augment the results obtained with the other contextual information about the machines (by, say,
4. Additional real-world test study to evaluate the proposed approach

The proposed approach was applied across another real-world production system, to detect throughput bottlenecks using the active period method of bottleneck detection. As mentioned in Section 3, all the implementation of this test study was carried out using R software.

The automated serial production system has five crankshaft CNC machines (M1, M2, M3, M4 and M5) and the event log data from their 44 historical production runs was analysed to detect bottlenecks. The active period bottleneck detection method (with active duration metric) was selected to describe the machine behaviour and detect bottlenecks in this production system. The proposed approach was used to generate the dendrogram, as shown in Fig. 9. It was then decided to have two clusters, based on the nature of the production system. This was further verified using elbow plots. Fig. 9 shows that, after generating the clusters, M1 and M2 belonged to Cluster 1 and M3, M4 and M5 belonged to Cluster 2.
Thereafter, representative time series were constructed for the two clusters, with the results shown in Fig. 10. This figure clearly shows that Cluster 2 has the highest active duration of all production runs (except production run 11), indicating that bottleneck machines are present within Cluster 2. From Fig. 9, it can also be seen that the height at which M3 and M4 merge with M5 happens quite quickly, indicating that the bottlenecks are very prone to shifting between M3, M4 and M5 across production runs. In other words, M3, M4 and M5 have similar active duration time series profiles. This can also be confirmed by visual inspection of the active duration time series for M3, M4 and M5 as shown in Fig. 11. This reveals a high level of shifting in the primary bottlenecks between M3, M4 and M5 in different production runs. Hence, it may be concluded that M3, M4 and M5 constitute a group of potential primary bottlenecks in the production system. These machines may be the focus of improvement actions aimed at increased throughput. These findings highlight the consistency of the proposed approach when applied to a different production system, yet are attuned to the particularities of the data.
5. Discussion

This section discusses the academic and practical contributions of the proposed throughput bottleneck detection method using unsupervised ML techniques. The limitations and some possible future directions based on the proposed research are then presented.

5.1. Academic contributions

The state of art in data-driven throughput bottleneck detection [16,18–25] has focused on detecting throughput bottlenecks via statistical approaches which use descriptive and inferential statistical techniques. When developing such statistical-based approaches, different assumptions were used which were not explicitly described in the literature. This study outlines the different assumptions (such as assumptions on statistical distribution, auto-correlation, cross-correlation and stationarity as explained in Section 2.1) made in different statistical-based approaches to detecting bottlenecks. Outlining these explicit assumptions can be useful to any researcher intending to use statistical-based approaches; they can check whether the assumptions hold good for the dataset being studied. On the other hand, ML-based approaches are becoming increasingly popular in developing better approaches, without relying on strict statistical assumptions. Taking advantage of such ML techniques, this study proposes a generic hierarchical clustering approach to detecting throughput bottlenecks, with its usefulness successfully demonstrated on two real-world production systems. The bottleneck machines in a production system are those which behave uniquely among the other machines in the system. A hierarchical clustering ML technique is used to study the behavioural patterns of machines. Machines which show similar behavioural characteristics are clustered, which leads to the detection of bottlenecks. The natural phenomenon of shop-floor operational dynamics often varies over time. Thus, dynamically changing patterns are better learned from the data itself, without imposing any strict statistical rules. Compared to the existing literature on statistical approaches, the proposed approach emerges as a thorough approach which achieves its novelty by using: (1) an unsupervised ML approach, (2) DTW as a generic distance measure, which best uncovers the dynamics of the time series representation of a pair of machines using the chosen bottleneck detection method and (3) recursive application of DTW in agglomerative hierarchical clustering, to facilitate the identification of clusters of machines forming different behavioural patterns based on historical data.

The proposed approach has three main advantages. Firstly, it uses the complete time series from the machine data and thus encompasses all temporal information to form clusters, rather than using multiple statistical descriptors. Secondly, we also note that the methods may be coupled with any bottleneck detection technique in Module 2, as explained in Section 4. In the demonstrations, the active period method is used to detect bottlenecks. However, other methods, such as turning point method [19] and inter-departure time variance method [20], can be coupled with the proposed approach by adjusting the computation of related metrics from the event log data. The underlying logic is that whichever detection method is applied (and when the corresponding metric is derived from MES data), the output is a number which can be turned into a time series. This allows the proposed approach to be applied. Lastly, the proposed approach can be scaled to detect bottlenecks in larger production systems and even up to factory level. Using the statistical-based approach requires statistical modelling for each machine and thus increases the computational complexity – a time-consuming task. Using our proposed approach, any number of machines can easily be grouped according to their behaviour. This enables rapid detection of bottlenecks.

5.2. Practical contributions

This section discusses the contributions of two types of practice. Firstly, there is a presentation of the contribution of bottleneck management to shop-floor practice. This discussion can help production system domain experts better understand the usefulness of the proposed approach, thereby enhancing practice. Secondly, there is a presentation of the contribution to data scientists developing ML-based techniques for production system analysis. This can help applied data scientists (who are developing ML-based approaches) to consider different perspectives when applying ML to production system analysis.

5.2.1. Shop floor practice

On the shop floor, one of the main challenges faced by domain experts is identifying the set of throughput bottleneck machines in the system and initiating activities, such as prioritising reactive maintenance work orders in bottlenecks, buffering bottlenecks, and so on. Using our proposed approach, domain experts can use production system data to identify the probable set of bottlenecks constraining throughput. They can then augment their data-driven results with other contextual information from the production system and select the final set of throughput bottlenecks. These bottlenecks can then be prioritised for improvement activities to maximise overall system throughput. Moreover, the dendrogram generated, with hierarchical clusters and shown in Figs. 7 and 9, may correspond to meaningful taxonomies of the production system and can be used as a decision-support tool. The domain experts can then use this production system dendrogram, examining its different levels and why the relationships between machines seen in the data may, or may not, exist in practice. These experts can gain a systems perspective of the production system through hierarchical clustering; something not fully revealed by computing the descriptive and inferential statistics in machine data.

Also, over time, it is common practice for domain experts to develop a tacit understanding of the system as a whole, as well as the behaviours of individual machines relative to other machines. The proposed approach can be used to check whether machines believed to exhibit the same behaviour show up in the same cluster. At the same time, such beliefs could be proved incorrect by showing the range of production runs when those machines (or the system as a whole) behaved differently. For example, domain experts may believe that M6 (as demonstrated in Fig. 1) is always the bottleneck. Whilst the results obtained using the proposed approach (as shown in Fig. 8) also indicate that M6 is the bottleneck for most production runs, it also reveals those production runs where M6 was not. So, the proposed approach captures local variations whilst providing domain experts with a comprehensive outlook on the production system for the production runs being considered.

Overall, this paper has explored the use of unsupervised ML approaches to support the detection of bottlenecks on the shop floor using digital machine data. This is a potential contribution to the trend of using ML-based approaches for better decision-making in industrial practice, as highlighted by Wuest et al. [9] and Bokrantz et al. [11]. It may be anticipated that such a demonstration of a solution to a highly relevant practical problem will have the potential to accelerate practical implementation of Industry 4.0.

5.2.2. ML applied in practice

Through the proposed approach, we provide data scientists with an easy-to-use yet powerful technique for the application of throughputs bottleneck detection. Through it, we also provide guidelines on how data scientists may collaborate with production system domain experts to develop ML-based solutions to practical problems. Studying real-world data helps data scientists gain insights on real-world production system dynamics. Moreover, studying ML-based literature will give insights into the different ML techniques, which may be useful in designing the data-driven approach. Combining these two aspects, the
data scientists can develop rigorous ML-based, data-driven approaches to the problem. However, including the input of production system domain experts (with their significant, tacit and explicit knowledge of production systems) in designing an ML-based approach, will enhance the practical relevance of the developed approach to practical decision-making. Such approaches will also increase the accuracy and usability of such data-driven approaches [9]. Moreover, including domain experts’ input in this way helps data scientists generate new hypotheses on real-world production systems; something not entirely evident just from studying real-world data. Incorporating the domain knowledge will generate plausible explanations and better augment the domain expert’s decision-making on bottlenecks. Overall, production system domain experts can help data scientists to develop highly relevant ML-based solutions. They will have significant practical impact and their active involvement and input will contribute to the emerging concept of humans in-loop within modern ML practices as indicated by Cimini et al. [12].

5.3. Limitations and future research

Although there are certain limitations to the proposed study, the reported results reveal important directions which may, potentially, steer future work in using ML-based techniques to drive throughput improvement activities. Firstly, this study is limited to only detecting throughput bottlenecks from event log data. Although this is the first step in driving throughput improvement activities, additional data sources are required to diagnose throughput bottlenecks and then plan for specific improvement actions. Future work might involve coupling additional data sources in clustering machines, something which could provide broader support to the initial results reported here. Secondly, the proposed approach requires sufficient historical data. This information is necessary in order to detect throughput bottlenecks and is defined by the domain experts in this study. However, to complement this input, there is an opportunity to have an ML-based approach to automatically detect the length of historical data needed for throughput bottleneck analysis. This may be an interesting future direction for data scientists. Lastly, the proposed unsupervised clustering approach to bottleneck detection opens up an extremely promising direction, that of designing recommender systems to pinpoint specific and necessary action on bottlenecks. The recommender systems may be designed by blending the proposed approach with the action log data on bottlenecks.

6. Conclusion

Detecting throughput bottlenecks is necessary to improve production system throughput and increase productivity. As production systems become more and more complex, and as large-scale machine data become available, robust tools for detecting throughput bottlenecks are of critical importance. This paper proposes an unsupervised, ML-based, hierarchical clustering approach to throughput bottleneck detection. Our proposed approach studies the behaviour of machines within a defined timeframe and clusters them based on their temporal behavioural characteristics. Studying the characteristics of each cluster helps identify probable bottleneck machines in the production system. The proposed approach has been demonstrated on two real-world production systems and, when used in shop-floor practice, helps production system domain experts to quickly identify bottlenecks in the system from large sets of machine event log data. This study also emphasises the importance of including domain experts’ input when developing ML-based solutions and shows how this can be realised for the problem of throughput bottleneck detection.
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