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Abstract: In a discrete-time linear multi-agent control system, where the agents are coupled via an environmental state, knowledge of the environmental state is desirable to control the agents locally. However, since the environmental state depends on the behavior of the agents, sharing it directly among these agents jeopardizes the privacy of the agents’ profiles, defined as the combination of the agents’ initial states and the sequence of local control inputs over time. A commonly used solution is to randomize the environmental state before sharing – this leads to a natural trade-off between the privacy of the agents’ profiles and the variance of estimating the environmental state. By treating the multi-agent system as a probabilistic model of the environmental state parametrized by the agents’ profiles, we show that when the agents’ profiles is \( \varepsilon \)-differentially private, there is a lower bound on the \( \ell_2 \) norm of the covariance matrix of the minimum-variance unbiased estimator of the environmental state. This lower bound is achieved by a randomized mechanism that uses Laplace noise.
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1. INTRODUCTION

In a multi-agent system, where the dynamics of the agents are coupled via an environmental state, a knowledge on the environmental state can greatly improve the performance of individual agents. For instance, using mobile navigation applications informing the traffic condition, such as Google Maps and Waze, vehicles can avoid road congestion more accurately (Andrés et al., 2013; Xue et al., 2014). However, since the environmental state depends on the agents’ states, these benefits come with the risk on privacy. For example, researchers have shown that Waze can be used to follow a user’s movements (Wang et al., 2016); and even with anonymized data such as Google Maps (Andrés et al., 2013), the inherent structure of location data can lead to de-anonymization (Ma et al., 2013; Shokri et al., 2011). Similar risks and benefits arise in two-way coordination between consumers’ demands and electric power utility companies: on one hand, sharing information can prevent over-provisioning through “peak-shaving” and reduce energy costs (Farhangi, 2010; Koufogiannis et al., 2014; Masoum et al., 2011), and on the other hand, expose the consumers’ personal habits.

To reconcile this conflict between privacy and sharing information, a commonly used approach is to randomize the environmental state before sharing (Dwork, 2006; McSherry and Taitar, 2007; Li et al., 2010; Dwork et al., 2006). This leads to a natural trade-off – the more the users’ data are randomized, the more privacy, and the less accurate the estimation on the environmental state can be, and vice versa. In this article, we study this trade-off between privacy and the variance of estimation in an idealized discrete-time, linear, multi-agent control system derived from (Wang et al., 2014, 2017; Huang et al., 2014).

The data to keep private are the agents’ profiles, defined as the combination of the agents’ initial states and the sequence of local control inputs over time. For example, in a routing problem, they are the initial locations and the sequence of maneuvering commands of the agents. To formally measure privacy, we adopt the concept of \( \varepsilon \)-differential privacy, which has been proposed from the literature on databases and theoretical computer science (Dwork, 2006), and has proven to be popular both theoretically and practical (Apple Inc, 2016). Informally, a differentially private statistical query on a database ensures that the probability distribution of the output does not change substantially with changes in the private data. Thus, an adversary cannot learn much about the participants by querying the database. More recently, this concept has been extended to dynamical systems and applied to various problems, such as distributed consensus protocols (Huang et al., 2012; Mo and Murray, 2014; Nozari et al., 2015), distributed optimization (Hale and Egerstedt, 2015; Huang et al., 2015) and filtering (Le Ny and Pappas, 2014).

Since its original development, several variations on the formal definition of differential privacy have been proposed in (Le Ny and Pappas, 2014; Chatzikokolakis et al., 2013). In this work, we are interested in real-valued continuously changing data (modeling physical quantities like position, energy consumption, etc.), and therefore, the...
definition of differential privacy used here is the one similar to (Chatzikokolakis et al., 2013), which uses a $\ell_p$-type metric on the user data.

For the estimation part, we consider the minimum-variance unbiased estimator (MVUE). This distinguishes this work from (Wang et al., 2014, 2017), in which the measure of variance is entropy. The MVUE are frequently involved in designing stochastic controllers, when the cost is quadratic. Since the definition of $\varepsilon$-differential privacy requires that the probability distribution function of the randomized environmental states does not change much when the agents’ profile changes, we can expect that there is a lower bound, for example, the famous Cramer-Rao bound on the variance of the MVUE. Actually, we will show that the Cramer-Rao bound is not tight in this situation, and can derive a tight minimax lower bound on the $\ell_1$ induced norm of the covariance matrix of the MVUE. In addition, we will give explicitly a randomized mechanism that achieves the tight lower bound.

In (Geng et al., 2015), the authors study the optimal noise-adding mechanisms that minimize certain $\ell_1$ cost function while keeping the query $\varepsilon$-differential private. The solution is a staircase mechanism. This work is different in three aspects. First, while they use the common definition of $\varepsilon$-differential privacy, we adopt a stronger definition here. Second, the performance measure in this work is the $\ell_1$ induced norm of the covariance matrix, as opposed to the $\ell_1$ cost function. Finally, our problem is set upon multi-agent control systems where communication happens at every time step instead of a single query.

The rest of the paper is organized as follows: Section 2 gives basic definitions and notations used throughout the paper. Section 3 studies the trade-off between $\varepsilon$-differential privacy and mean-variance unbiased estimation in a parametric probabilistic model. Section 4 extends the results derived in Section 3 and establishes the trade-off between $\varepsilon$-differential privacy and mean-variance unbiased estimation in a multi-agent control system. Finally, the conclusions are presented in Section 5.

2. PRELIMINARIES

In this paper, we denote the sets of natural numbers and real numbers by $\mathbb{N}$ and $\mathbb{R}$, respectively. The set of $n$-dimensional real vectors and the set of $m \times n$ real matrices are denoted respectively by $\mathbb{R}^n$ and $\mathbb{R}^{m \times n}$. For a vector $x \in \mathbb{R}^n$, we denote the $i^{th}$ component by $x_i$; for a matrix $A \in \mathbb{R}^{m \times n}$, we denote the $(i,j)$ component by $A_{ij}$. For $n \in \mathbb{N}$, let $[n] = \{1,2,\ldots,n\}$. Let $I_n$ be the $n \times n$ identity matrix, and $1_{m \times n}$ be the $m \times n$ matrix with all elements being 1. We may also write $I$ when the dimension of the identity matrix is clear in the context. The absolute value of a real number is denoted by $|\cdot|$. For a vector $x \in \mathbb{R}^n$, its $\ell_1$-norm is

$$\|x\| = \sum_{i=1}^{n} |x_i|. \quad (1)$$

The $\ell_1$ induced norm of a matrix $A \in \mathbb{R}^{m \times n}$ is

$$\|A\| = \sup_{x \in \mathbb{R}^n, x \neq 0} \frac{\|Ax\|}{\|x\|} = \max_{j \in [n]} \sum_{i \in [m]} |A_{ij}| \quad (2)$$

For two matrices $A = [a_{ij}]_{m \times n}$ and $B = [b_{ij}]_{p \times q}$, the Kronecker product is

$$A \otimes B = \begin{bmatrix} a_{11}B & \cdots & a_{1n}B \\ \vdots & \ddots & \vdots \\ a_{m1}B & \cdots & a_{mn}B \end{bmatrix}. \quad (3)$$

A scalar random variable $X$ obeys Laplace distribution with parameter $\lambda$, written as $x \sim \text{Lap}(\lambda)$, if its probability distribution function is

$$f_X(x) = \frac{1}{2\lambda} \exp(-\frac{|x|}{\lambda}). \quad (4)$$

This extends to the $n$-dimensional case by using the $\ell_1$-norm, namely, $x \sim \text{Lap}(\lambda, n)$ if

$$f_X(x) = \left(\frac{1}{2\lambda}\right)^n \exp(-\frac{\|x\|}{\lambda}). \quad (5)$$

Obviously, the components $X_i \sim \text{Lap}(\lambda)$ are independent 1-dimensional Laplace noise.

3. DIFFERENTIAL PRIVACY AND ESTIMATION IN PARAMETRIC PROBABILISTIC MODELS

Consider a parametric probabilistic model $M$, in which the probability distribution $f_X(x; \theta)$ of the observation $X \in \mathbb{R}^n$ depends on some parameters $\theta \in \mathbb{R}^n$ of the same dimension, which we want to keep differentially private. The requirement of differential privacy gives an upper bound on how much the probability distribution function $f_X(x; \theta)$ can change with the private data $\theta$. According to the classic result of Cramer-Rao lower bound, this leads to a lower bound on the variance of unbiased estimation on $\theta$ from $X$. In this section, we will formally study this trade-off between $\varepsilon$-differential privacy and minimum-variance unbiased estimation.

For further discussion, we introduce the following assumptions.

Assumption 1. In the parametric probabilistic model $M$,

(A1) $f_X(x; \theta)$ is absolutely continuous in both $x$ and $\theta$;

(A2) $f_X(x; \theta)$ is supported on $\mathbb{R}^{2n}$;

(A3) $E[X] = \theta$, namely,

$$\int_{\mathbb{R}^n} x f_X(x; \theta) dx = \theta. \quad (6)$$

3.1 Differential Privacy in Differential Form

Unlike most other literature where the $\ell_0$ norm is adopted to measure the change in the parameter $\theta$, we adopt the $\ell_1$ norm in this work, as with the study in location privacy Andrés et al. (2013); Chatzikokolakis et al. (2013), for the following two reasons. First, the $\ell_1$ norm is a finer metric on $\theta$, which we believe is more natural when the variables are real-valued. Consequently, Definition 1 is stricter than the usual definition of $\varepsilon$-differential privacy using the $\ell_0$ norm. In addition, using $\ell_1$ allows us to treat the components in vector $\theta$ separately (see Section 2).

Definition 1. The parametric probabilistic model $M$ is $\varepsilon$-differentially private, if for any $\theta, \theta' \in \mathbb{R}^n$ and $O \subseteq \mathbb{R}^n$, the probability distribution function satisfies

$$\int_{O} f_X(x;\theta) dx \leq e^\varepsilon \|\theta - \theta'\| \int_{O} f_X(x;\theta') dx. \quad (7)$$
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The degree of privacy increases as $\varepsilon$ decreases. For $\varepsilon \to \infty$, any parametric probabilistic model becomes $\varepsilon$-differentially private; for $\varepsilon = 0$, only the parametric probabilistic models that are independent of $\theta$ are $\varepsilon$-differentially private.

As shown in Wang et al. (2014, 2017), when the probability distribution function $f_X(x; \theta)$ is smooth enough, the definition of $\varepsilon$-differential privacy can be written in differential form by letting $\theta' \to \theta$ in Definition 1.

Lemma 1. When Assumption (A1) holds, the parametric probabilistic model $M$ is $\varepsilon$-differentially private, if and only if for any $\theta \in \mathbb{R}^n$ and almost any $x \in \mathbb{R}^n$, the probability distribution function satisfies

$$\left| \frac{\partial}{\partial \theta_i} \ln f_X(x; \theta) \right| \leq \varepsilon. \quad (8)$$

From Lemma 8 in the Appendix, we know that

$$\text{supp}_x f_X(x; \theta) = \{ x | f_X(x; \theta) \neq 0 \} \quad (9)$$

is independent of the value of $\theta$ except for a measure-zero set.

3.2 Performance Bound on Minimum-variance Unbiased Estimator

When Assumption (A3) holds, since $X$ is a complete sufficient statistic for estimating $\theta$, the minimum-variance unbiased estimator of $\theta$ is $\hat{\theta}(X) = X$. Lemma 1 shows that when the $\ell_1$ norm is used, the condition of $\varepsilon$-differential privacy gives an upper bound on the absolute value of the components of the score $\ln f_X(x; \theta)$. This implies a connection with the Cramer-Rao lower bound of the minimum-variance unbiased estimator (MVUE). When $n = 1$, namely, $X$ and $\theta$ are scalars, the Fisher information satisfies

$$I_X(\theta) = \mathbb{E} \left[ \left( \frac{\partial}{\partial \theta} \ln f_X(x; \theta) \right)^2 \right] \leq \varepsilon^2. \quad (10)$$

Therefore, by the Cramer-Rao bound, the variance of the MVUE $\hat{\theta}(X) = X$ is bounded by

$$\text{Var}_\theta(\hat{\theta}) \geq \frac{1}{\varepsilon^2}. \quad (11)$$

However, the Cramer-Rao lower bound is not tight, since its attainment condition cannot be satisfied. For the scalar case $n = 1$, we can give a tight minimax lower bound on the variance of $\hat{\theta}$ together with the attainment condition below.

Proposition 2. When Assumptions (A1)-(A3) hold and $X$ and $\theta$ are scalars, if $\theta$ is $\varepsilon$-differentially private in the probabilistic model $M$, then the variance of MVUE $\hat{\theta}$ satisfies

$$\max_{\theta \in \mathbb{R}} \text{Var}_\theta(\hat{\theta}) \geq \frac{2}{\varepsilon^2}. \quad (12)$$

The equality holds when $\hat{\theta}(X) = X$ and the probabilistic model is of the form

$$f_X(x; \theta) = \frac{\varepsilon}{2} e^{-\varepsilon |x - \theta|}. \quad (13)$$

We note that the attainment condition in Proposition 2 is sufficient and may not be necessary. Proposition 2 can be generalized to vectors.

Proposition 3. When Assumptions (A1)-(A3) hold and $X$ and $\theta$ are scalars, if $\theta$ is $\varepsilon$-differentially private in the probabilistic model $M$, then the variance of each component $\hat{\theta}_i$ of the MVUE $\hat{\theta}$ satisfies

$$\max_{\theta \in \mathbb{R}} \text{Var}_\theta(\hat{\theta}_i) \geq \frac{2}{\varepsilon^2}. \quad (14)$$

The equality holds when $\hat{\theta}(X) = X$ and the probabilistic model is of the form

$$f_X(x; \theta) = \frac{\varepsilon}{2} e^{-\varepsilon |x - \theta|}. \quad (15)$$

The optimal probabilistic model given by Proposition 3 can be written as

$$X = \theta + w \quad (16)$$

where $w \sim \text{Lap}(1/\varepsilon, n)$. Namely, $X$ is derived by adding independently identically distributed Laplace noise to each component of $\theta$.

Proposition 3 can be extended to the case $\theta = \mathbb{E}[g(X)]$ with a change of variable $Y = g(X)$.

Theorem 4. When Assumptions (A1)-(A3) hold and $\theta = \mathbb{E}[g(X)]$, if $\theta$ is $\varepsilon$-differentially private in the probabilistic model $M$, then the variance of each component $\hat{\theta}_i$ of the MVUE $\hat{\theta}$ satisfies

$$\max_{\theta \in \mathbb{R}} \text{Var}_\theta(\hat{\theta}_i) \geq \frac{2}{\varepsilon^2}. \quad (17)$$

The equality holds when $\hat{\theta}(X) = g(X)$ and the probabilistic model is of the form

$$f_X(x; \theta) = \frac{\varepsilon}{2} |J(g)| e^{-\varepsilon |g(x) - \theta|}. \quad (18)$$

where $J(g)$ is the determinant of the Jacobian matrix of $g(x)$.

In particular, when $g(x) = Kx$ for $K \in \mathbb{R}^{n \times n}$, Assumption (A2) implies that $K$ is invertible. Then the optimal probabilistic model is given by

$$X = K^{-1}(\theta + w) \quad (19)$$

Theorem 4 shows that there is a trade-off between privacy and the variance of the MVUE. In the following section, we will extend this trade-off to multi-agent control systems.

4. DIFFERENTIAL PRIVACY AND ESTIMATION IN MULTI-AGENT SYSTEMS

Consider a discrete-time linear system with $N$ agents, for example, a simple power grid in which $N$ power generators provide power supply to a single load. The dynamics of the agents are discrete-time linear and coupled via some environmental state $x(t)$,

$$y_i(t + 1) = ay_i(t) + b\hat{\theta}_i(t) + cx(t),$$

where $y_i(t) \in \mathbb{R}^n$ is the state of the $i$th agent, $\hat{\theta}_i(t) \in \mathbb{R}^n$ is its local input, and $a$, $b$, and $c$ are matrices of proper dimensions. Each agent has an influence on the environmental state $x(t)$. In this work, for simplicity, we will assume the environmental state to be the average of all the agents’ state.

$$x(t) = \frac{1}{N} \sum_{i=1}^{N} y_i(t). \quad (21)$$

The results presented later can be generalized to the case of $x(t)$ being a linear combination of the individual agents’...
state. In the power grid example, when \( a = 1 \), we may view (20) as the discretized swing equation for the power generators (Bergen, 2009). Specifically, \( y_i(t) \) is the angular velocity of the rotor of the \( i^{th} \) generator; \( \theta_i(t) \) is the mechanical torque driving the rotor; and \( x(t) \) is the average angular velocity of all the generators, which is proportional to the current in the circuit.

To control each agent, for example, to stabilize the angular velocity of the rotors at a given value, some knowledge on the environment state \( x(t) \) is desirable. However, sharing \( x(t) \) directly between the agents jeopardizes privacy – the initial state \( y_i(0) \) and the local control inputs \( \theta_i(t) \) of an agent can be inferred by observing the environmental states \( x(t) \). This situation is undesirable when, for example, the generators are belonged to different power companies who would like to keep the data of their power generators private.

To keep the profiles of the agents

\[
D = \{ D_{[l]} \}_{l \in [N]} = \{ (y_l(0), \theta_l(0), \ldots, \theta_l(T-1)) \}_{l \in [N]} \tag{22}
\]

private from observing the sequence of the environmental states, a commonly used approach is to randomize the environmental state \( x(t) \) by adding a mean-zero noise \( n(t) \) before sharing,

\[
X(t) = x(t) + n(t), \tag{23}
\]

which we refer to as the randomized environmental state.

Using Kronecker product, we can write the aggregated dynamics of the system as

\[
y(t + 1) = Ay(t) + B\theta(t) + Cx(t), \tag{24}
\]

where \( y(t) = (y_1(t), \ldots, y_N(t)) \) and \( \theta(t) = (\theta_1(t), \ldots, \theta_N(t)) \) are the aggregated state and the aggregated input, respectively, and

\[
A = IN \otimes a, \quad B = IN \otimes b, \quad C = 1_{N \times 1} \otimes c, \quad K = 1_{N \times N} \otimes \frac{c}{N}. \tag{25}
\]

From (20) and (23), given the noise \( \{ n(t) \}_{t \leq T} \), the probability distribution of the sequence of the environmental states \( X = \{ X(t) \}_{t \leq T} \) is uniquely determined by the agents’ profiles \( D \). Therefore, we can treat the multi-agent control system as a probabilistic model parametrized by the agents’ profiles \( D \) as discussed in Section 3.

### 4.1 Differential Privacy in Multi-agent Systems

To be consistent with other literature, we first introduce the notion of adjacency. Given two profiles of the agents \( D \) and \( D' \), they are called adjacent if there exists \( i \in [N] \) such that for all \( j \neq i \in [N] \), \( D_j = D_j' \); namely, if they differ only in the \( i^{th} \) agent’s profile. With the notion of adjacency, the \( \epsilon \)-differential privacy of the agents’ profiles in the multi-agent control system is given below.

**Definition 2.** Given a time horizon \( T > 0 \) and \( \epsilon > 0 \), the multi-agent control system is \( \epsilon \)-differentially private up to time \( T \), if for any adjacent profiles \( D' \) and \( X \subseteq \mathbb{R}^{nN(T+1)} \),

\[
\mathbb{P}[X_D \in X] \leq e^{\epsilon \|D-D'\|} \mathbb{P}[X_{D'} \in X], \tag{26}
\]

where \( X_D \) is the sequence of environmental states corresponding to the agents’ profiles \( D \).

Since the \( \ell_1 \) norm is used, the adjacency condition in Definition 2 may be removed. The following remark follows directly from the Definition 2.

**Remark 5.** If the multi-agent system is \( \epsilon \)-differentially private up to time \( T \), then it is \( \epsilon \)-differentially private up to any time \( S \leq T \).

Definition 2 can also be written in differential form by letting \( D' \to D \).

**Lemma 6.** For \( T > 0 \) and \( \epsilon > 0 \), the agents’ profiles \( D \) is kept \( \epsilon \)-differentially private up to time \( T \), if for any agents’ profiles \( D' \) and almost every \( x \in \mathbb{R}^{nN(T+1)} \),

\[
f_X(x; D) \leq e^{\epsilon \|D-D'\|} f_X(x; D'), \tag{27}
\]

where \( f_X(x; D) \) is the probability distribution of the sequence of environmental states \( X \) for the agents’ profiles \( D \).

Lemma 6 is consistent with Lemma 1, when we view the multi-agent control system as a probabilistic model parametrized by the agents’ profiles \( D \).

### 4.2 Performance Bound on Estimating the Environment State

In this section, consider the problem of estimating the average profile

\[
\bar{D} = (\bar{x}(0), \bar{\theta}(0), \ldots, \bar{\theta}(T-1)) = \frac{1}{N} \sum_{i=1}^{N} D_i, \tag{28}
\]

while keeping the agent’s profiles \( D \) \( \epsilon \)-differentially private. As we will show later in (29)-(30), the average profile \( \bar{D} \) determines the evolution of the environmental state \( x(t) \), hence is desirable for designing a local control law for the agents. Let \( D(X(0), \ldots, X(T)) \) be the minimum-variance unbiased estimator of the average profile \( \bar{D} \) from the sequence of randomized environmental states \( X \in \mathbb{R}^{n(T+1)} \).

Unlike the case in Section 3.2, here the private data, namely the agents’ profiles \( D \subseteq \mathbb{R}^{nN(T+1)} \), and the observation, namely the sequence of randomized environmental states \( X \in \mathbb{R}^{n(T+1)} \) are of different size. Also, the observation \( X \) is generated by a multi-agent control system.

Multiplying \( 1_{1 \times n}/N \) on both sides of (24) gives

\[
X(t+1) - (a+c)X(t) = \frac{b}{N}\bar{\theta}(t) + n(t+1) - (a+c)n(t), \quad t \leq T - 1. \tag{30}
\]

For further discussion, we introduce the following assumption.

**Assumption 2.** In the multi-agent control system,

(A4) the matrix \( b \) in (20) is invertible;

Assumption (A4) is adopted to ensure that the average profile can be recovered precisely from the sequence of environmental states \( X \), when there is no noise.

By Definition 2 and noting that

\[
\|\bar{y}(0)\| \leq \frac{1}{N} \|y(0)\|, \tag{31}
\]

\[
\|\bar{\theta}(t)\| \leq \frac{1}{N} \|\theta(t)\|, \quad t \leq T - 1, \tag{32}
\]
if the agents’ profiles \( D \) is \( \varepsilon \)-differentially private, then the average profile \( \bar{D} \) is \((N\varepsilon)\)-differentially private.

As shown in (29)-(30), protecting the \( \varepsilon \)-differential privacy of \( y(0) \) and \( \theta(0), \ldots, \theta(T-1) \) are decoupled: \( y(0) \) is randomized by \( n(0) \), and \( \theta(t) \) is randomized by \( n(t + 1) - (a + c)n(t) \) for \( t < T \). Therefore, applying Theorem 4 iteratively gives the following theorem.

**Theorem 7.** When Assumption (A4) holds, if the agents’ profiles \( D \) is \( \varepsilon \)-differentially private in the multi-agent control system, then each component \( D_i \) of the minimum-variance unbiased estimator \( \hat{D} \) of the average profile \( \bar{D} \) satisfies

\[
\max_{D \in \mathbb{R}^{n(T+1)}} \text{Var}_D(\hat{D}_i) \geq \frac{2}{N^2\varepsilon^2}. \tag{33}
\]

The minimum is achieved when in (23),

\[
n(0) = w(0), \tag{34}
\]

\[
n(t + 1) = (a + c)n(t) + bw(t), \tag{35}
\]

where \( w(t) \sim \text{Lap}(1/\varepsilon, n) \) for \( t = 0, \ldots, T - 1 \).

In Theorem 7, as the number of agents \( N \) or the parameter \( \varepsilon \) grows, the estimation on the average profile becomes increasingly accurate, while the profiles of all agents are still kept \( \varepsilon \)-differentially private. This is in accordance with other literature in differential privacy. Similar to Wang et al. (2014, 2017), the lower bound is independent of \( T \). This is because \( \ell_1 \) norm is used in the definition of differential privacy.

5. CONCLUSION

In this work, we study the trade-off between \( \varepsilon \)-differential privacy and the minimum-variance unbiased estimation first in a parametric probabilistic model. Then, we extend the results to a discrete-time linear multi-agent control system, where the agents are coupled via an environmental state. We show that when the agents’ profiles, which is the combination of the agents’ initial states and the sequence of local control inputs over time, is \( \varepsilon \)-differentially private, there is a lower bound on the variance of the minimum-variance unbiased estimator of the environmental state. This lower bound is achieved by a randomized mechanism that uses Laplace noise.
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Appendix A. PROOF OF PROPOSITION 2

Let’s first look at the case $n = 1$; namely, $x$ and $\theta$ are scalars. To minimize $\max_{\theta \in \mathbb{R}} \text{Var}_2(\hat{\theta})$, the probability distribution function $f_X(x;\theta)$ of the probabilistic model $\mathcal{M}$ should satisfy the following properties.

**Lemma A.1.** The maximum variance of $\hat{\theta}$ is minimized when

$$ f_X(x; \theta) = f_X(2\theta - x; \theta). \quad (A.1) $$

**Proof.** If not, consider the probabilistic model $\mathcal{M}'$ with the probability distribution function $f'_X(x;\theta)$ given by

$$ f'_X(x; \theta) = \begin{cases} f_X(x; \theta) & \text{if } x > \theta, V_+ \leq V_- \\
\text{or } x \leq \theta, V_+ > V_- \text{,} & f_X(2\theta - x; \theta) \\
\text{or } x > \theta, V_+ > V_- \\
\text{or } x \leq \theta, V_+ \leq V_- \text{.} \end{cases} \quad (A.2) $$

By construction, the probabilistic model $\mathcal{M}'$ is $\varepsilon$-differentially private and satisfies Assumption (A1)-(A3). Noting that $\max_{\theta \in \mathbb{R}} \text{Var}_2 X$ is smaller in $\mathcal{M}'$ for all $\theta$, the lemma holds.

**Lemma A.2.** The maximum variance of $\hat{\theta}$ is minimized when for any $\alpha \in \mathbb{R}$,

$$ f_X(x; \theta) = f_X(2\alpha - x; 2\alpha - \theta). \quad (A.5) $$

**Proof.** If not, consider the probabilistic model $\mathcal{M}''$ with the probability distribution function $f''_X(x;\theta)$ given by

$$ f''_X(x; \theta) = \begin{cases} f_X(x; \theta) & \text{if } \theta \leq \alpha, W_+ > W_- \\
\text{or } \theta > \alpha, W_+ \leq W_- \text{,} & f_X(2\alpha - x; 2\alpha - \theta) \\
\text{or } \theta > \alpha, W_+ > W_- \\
\text{or } \theta \leq \alpha, W_+ \leq W_- \text{.} \end{cases} \quad (A.6) $$

where

$$ W_+ = \max_{\theta > \alpha} \int_{\mathbb{R}} x^2 f_X(x; \theta) dx, \quad (A.7) $$

$$ W_- = \max_{\theta \leq \alpha} \int_{\mathbb{R}} x^2 f_X(x; \theta) dx. \quad (A.8) $$

By Lemma A.1, we assume that $f_X(x; \theta) = f_X(2\theta - x; \theta)$. Then, the probabilistic model $\mathcal{M}''$ is $\varepsilon$-differentially private and satisfies Assumption (A1)-(A3). Noting that $\max_{\theta \in \mathbb{R}} \text{Var}_2 X$ is smaller in $\mathcal{M}''$ for all $\theta$, the lemma holds.

Combining Lemma A.1 and Lemma A.2, we know that $\max_{\theta \in \mathbb{R}} \text{Var}_2(\hat{\theta})$ is minimized when

$$ f_X(x; \theta) = f_X(2\theta - x; \theta) = f_X(x + 2\alpha - 2\theta; 2\alpha - \theta) = f_X(x + \beta; \theta + \beta), \quad (A.9) $$

for any $\alpha \in \mathbb{R}$ and $\beta = 2\alpha - 2\theta$. Therefore, we can write

$$ f_X(x; \theta) = f(x - \theta) \quad \text{(A.10)} $$

and accordingly

$$ \max_{\theta \in \mathbb{R}} \text{Var}_2(\hat{\theta}) = 2 \int_{0}^{\infty} x^2 f(x) dx. \quad (A.11) $$

To minimize $\max_{\theta \in \mathbb{R}} \text{Var}_2(\hat{\theta})$, $f(x)$ should decrease on $[0, \infty)$ at the fastest speed, namely, $f'(x) = -\varepsilon f(x)$. In this case, we have

$$ f_X(x; \theta) = \varepsilon^2 e^{-\varepsilon|x-\theta|} \quad \text{(A.12)} $$

and

$$ \min_{\theta \in \mathcal{M}} \max_{\theta \in \mathbb{R}} \text{Var}_2(\hat{\theta}) = \frac{2}{\varepsilon^2}. \quad (A.13) $$

Appendix B. PROOF OF PROPOSITION 3

For simplicity, let $n = 2$. The probability distribution function of the parametric probabilistic model $\mathcal{M}$ is $f_{X_1,X_2}(x_1, x_2; \theta_1, \theta_2)$. For any fixed $\theta_2$, the marginal probability distribution function of $X_1$ satisfies that

$$ \frac{\partial}{\partial \theta_1} \ln f_{X_1,(x_1); \theta_1, \theta_2} \leq \varepsilon. \quad (B.1) $$

Therefore, by Proposition 2, the MVUE $\hat{\theta}_1(X_1, X_2) = X_1$ satisfies

$$ \max_{\theta_1, \theta_2 \in \mathbb{R}} \text{Var}_{\theta_1, \theta_2} (\hat{\theta}_1) \geq \frac{2}{\varepsilon^2}. \quad (B.2) $$

Similarly, the MVUE $\hat{\theta}_2(X_1, X_2) = X_2$ satisfies

$$ \max_{\theta_1, \theta_2 \in \mathbb{R}} \text{Var}_{\theta_1, \theta_2} (\hat{\theta}_2) \geq \frac{2}{\varepsilon^2}. \quad (B.3) $$

Therefore, we can derive (14), in which the equality holds if and only if the equalities in (B.2)-(B.3) hold and $\text{Cov}(X_1, X_2) = 0$. This is attained when (15) holds.