A homomorphism between link and XXZ modules over the periodic Temperley–Lieb algebra
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Abstract

We study finite loop models on a lattice wrapped around a cylinder. A section of the cylinder has \( N \) sites. We use a family of link modules over the periodic Temperley–Lieb algebra \( \mathcal{E}_{\text{PTL}}(\beta, \alpha) \) introduced by Martin and Saleur, and Graham and Lehrer. These are labeled by the numbers of sites \( N \) and of defects \( d \), and extend the standard modules of the original Temperley–Lieb algebra. Besides the defining parameters \( \beta = u^2 + u^{-2} \) with \( u = e^{i\lambda/2} \) (weight of contractible loops) and \( \alpha \) (weight of non-contractible loops), this family also depends on a twist parameter \( v \) that keeps track of how the defects wind around the cylinder. The transfer matrix \( T_N(\lambda, \nu) \) depends on the anisotropy \( \nu \) and the spectral parameter \( \lambda \) that fixes the model. (The thermodynamic limit of \( T_N \) is believed to describe conformal field theory of central charge \( c = 1 - 6\lambda^2/(\pi(\lambda - \pi)) \).) The family of periodic XXZ Hamiltonians is extended to depend on this new parameter \( v \), and the relationship between this family and the loop models is established. The Gram determinant for the natural bilinear form on these link modules is shown to factorize in terms of an intertwiner \( \tilde{\text{id}}_N \) between these link representations and the eigenspaces of \( S_z \) of the XXZ models. This map is shown to be an isomorphism for generic values of \( u \) and \( v \), and the critical curves in the plane of these parameters for which \( \tilde{\text{id}}_N \) fails to be an isomorphism are given.

PACS numbers: 02.10.Hh, 05.20.–y, 42.20.Jj, 47.10.Df

(Some figures may appear in colour only in the online journal)

1. Introduction

In part due to Onsager’s remarkable solution of the two-dimensional Ising model [1], the transfer matrix formalism has played a central role in the study of many problems in statistical physics. The \( Q \)-state Potts model, ice-type models and the dimer model [2–4] are the first
examples that spring to mind. Other models, like the XXZ spin chain, are described in terms of their Hamiltonian matrix, an evolution operator that shares many properties with transfer matrices. In these original formulations, the transfer matrix or the Hamiltonian is a linear operator that acts on states of $N$ spins in a chain, i.e. on a tensor product of $N$ copies of $\mathbb{C}^2$.

For some of these models, the evolution operator turns out to be a matrix realization of a particular element of the Temperley–Lieb (TL) algebra $\text{TL}_N(\beta)$, a one-parameter family of associative algebras. Recently, Pearce et al [5] have introduced a family of transfer matrices, the double-row transfer matrices, that live on the geometry of the strip with finitely many sites and are defined as elements of the abstract algebra $\text{TL}_N(\beta)$. There exists a natural action of the TL algebra on link modules that defines physically relevant representations of this algebra. Partition functions for the $Q$-state Potts model are computable from the eigenvalues of the matrix realization of the transfer matrices at $\beta = \sqrt{Q}$ [6]. For almost all values of $\beta$, finding the spectrum of the double-row transfer matrix is an open problem, but nevertheless, the double-row transfer matrix formulation has the advantage that the sizes of the representations are independent of $Q$. The representations in the spin models give rise to symmetric matrix realizations of the transfer matrices which are then diagonalizable, whereas their representative in the link representations exhibits rank-2 Jordan cells if certain conditions on $\beta$ are satisfied [5, 7]. This is a remarkable feature, as Jordan cells in the transfer matrix of the finite model are a signature, in the scaling limit, of logarithmic conformal field theory (CFT).

For the geometry of the cylinder, the relevant algebra is the enlarged periodic TL algebra $\mathcal{EPTL}_N(\beta, \alpha)$, a two-parameter algebra whose representation theory was studied by Martin and Saleur [8], Graham and Lehrer [9] and Green and Erdmann [10, 11]. For $\beta = 0$, Pearce et al [12] introduced the single-row transfer matrix, an element of this algebra, and extended the definition of link modules to this geometry. In these representations, the single-row transfer matrix is non-symmetric, opening up the possibility of non-trivial Jordan structures. For critical dense polymers ($\beta = 0$), exact expressions for the eigenvalues were found, the existence of Jordan blocks was observed for small system size and a modular invariant was found that is believed to correspond to the partition function of critical dense polymers on the torus [12].

The partition function and Jordan structure of the transfer matrix are of course not the only relevant properties one can hope to extract from the transfer matrix. Periodic boundary conditions are of course relevant for cylindrical and toroidal geometries. Then winding properties of clusters as they evolve along the cylinder should be somehow computable from this transfer matrix. If the two ends of a finite cylinder are joined, the homotopy properties of the clusters on the torus may also be considered [13, 14]. However, the link modules used to describe loop models, also known as standard modules, do not keep track of the winding of loops. One way to circumvent this problem was proposed by Richard and Jacobsen [15], but we prefer another one here. We choose to use modules [8, 9] that depend on one further parameter, the twist parameter $v$, which is related to the winding of loops. Representations of the TL algebra involving a twist parameter have been used in other contexts before, for example to relate the spectra of XXZ and Potts model [16] or to extract the multiplicities of eigenvalues and thermodynamical properties of quantum spin chains [17]. The goal we pursue is similar: to use the representation theory of the (periodic) TL algebra to study the logarithmic nature of CFTs underlying loop models on lattices with periodic boundary conditions.

The spin and link modules over the TL algebra, though different, are not completely unrelated. On the strip, a homomorphism $\tilde{\text{id}}_N$ that maps link modules into subspaces of the spin modules led to a proof of selection rules for critical dense polymers on the strip [18]. In this work, we will study a homomorphism (or intertwiner), hereafter denoted by $\tilde{\text{id}}_N$, from link modules into submodules of an extended XXZ spin module (that depends upon the parameter $v$). It was introduced by Martin and Saleur in [8]. This tool is intimately related to
another one, the Gram matrix. There is a bilinear form on link modules, the Gram product, that is invariant under the action of the TL algebra. The Gram matrix represents this bilinear form in the link state basis. The radical of this bilinear form, that is the set of vectors that have zero pairing with any other, is easily shown to be a submodule. It is non-trivial if and only if the determinant of the Gram matrix vanishes [19–21]. Not surprisingly, the computation of this determinant was one of the first tasks accomplished in the study of the periodic TL algebra [8, 9]. We will show that the Gram matrix can be written as a product of two copies of $\text{Id}_N$, the matrix representing $\tilde{id}_N$ in the natural bases.

What can be the use of such an intertwiner $\tilde{id}_N$ between the representation spaces of two physical models? The XXZ Hamiltonian $H$ and the loop Hamiltonian $\mathcal{H}$ on $N$ sites arise as representatives of an abstract element of the periodic TL algebra $\mathcal{E}^{\text{PTL}}_N$, in the appropriate representations. The two ‘evolution operators’ are then related by $H \circ \tilde{id}_N = \tilde{id}_N \circ \mathcal{H}$. Since the periodic $H$ is Hermitian, it is diagonalizable and its Jordan structure is trivial. In a sense, it can be used as a ‘reference model’. If the intertwiner turns out to be an isomorphism, then the Jordan structure of the Hamiltonian $H = (\tilde{id}_N)^{-1} \circ H \circ \tilde{id}_N$ is also trivial and the continuum limit of this loop model is unlikely to be a logarithmic CFT. If, however, the intertwiner is not invertible, the Jordan structure of $\mathcal{H}$ might be more involved. Actually, if it is singular, the intertwiner provides even more information as Jordan partners of eigenvectors must lie in its kernel, as a simple argument can show. The Jordan structure of the loop Hamiltonian and transfer matrix will be studied in a subsequent paper [23]. In the present one, the conditions on the parameters $\beta$ and $v$ for this kernel to be non-trivial are obtained.

The proof of the properties of the map $\tilde{id}_N$ are the main results of this paper: the facts that it is an intertwiner, it allows for the factorization of the Gram matrix and it is an isomorphism for all but a finite set of critical curves in the parameter space. These proofs are interwoven, and it is useful to describe the logical steps of the paper. Section 2 gives the generators and the defining relations of the periodic TL algebras. The transfer matrix and Hamiltonian for the loop models are then expressed as abstract elements of this algebra. The family of representations depending on the twist parameter that will be studied in the rest of the paper is then introduced. Section 3 aims at exposing the relationship between the XXZ Hamiltonian and loop transfer matrix. A periodic XXZ Hamiltonian, depending explicitly on the twist parameter, is described. Some matrices $\bar{e}_i$ and $\bar{\Omega}^{\pm 1}$ acting on $(\mathbb{C}^2)^{\otimes N}$ are introduced. They will be shown to define a representation of the periodic TL algebra $\mathcal{E}^{\text{PTL}}_N$ in subsection 4.5. However, in section 3, we only succeed in proving that they satisfy a subset of the defining relations. The linear map $\tilde{id}_N$ is then introduced, its intertwining property is proved and the Gram matrix is shown to be expressible as a product of two copies of this map. Section 4 starts with a new proof of the determinant of the Gram matrix. Since the Gram matrix is factorizable in terms of the map $\tilde{id}_N$, the explicit expression of the determinant leads to the determination of the parameters $\beta$ and $v$ for which $\tilde{id}_N$ is an isomorphism. This closes the proof that the matrices $\bar{e}_i$ and $\bar{\Omega}^{\pm 1}$ do define a representation of $\mathcal{E}^{\text{PTL}}_N$. The conclusion gives an overview of the results and how we intend to use them in future work.

2. Periodic TL algebras and loop models

This section introduces two definitions of the (enlarged) periodic TL algebras, the loop transfer matrix and the representations that will be central to the construction of the following sections.

The first of the two definitions introduces an algebra, $\mathcal{PTL}_N(\beta, \alpha)$, solely in terms of diagrams (definition 2.1). The second one, for the algebra $\mathcal{E}^{\text{PTL}}_N(\beta, \alpha)$, is formulated in terms of a set of generators $e_i$ and $\Omega^{\pm 1}$ and the relations they satisfy, and is broken up into three parts.
(definitions 2.2 to 2.4). The first part involves only the $e_i$s and is a direct generalization of the defining relations of the (original) TL algebra. The second introduces two more generators, the translation operators $\Omega$ and $\Omega^{-1}$, along with their relations with the $e_i$ generators. Finally, the last part imposes a further relation among generators and is separated from the previous one as it brings into play an extra, physically relevant, parameter $\alpha$. The reader will find these definitions in [9, 25, 12]. The fact that the two algebras $\mathcal{PTL}_N(\beta, \alpha)$ and $\mathcal{EPTL}_N(\beta, \alpha)$ are actually isomorphic is non-trivial and was proved in [25].

The transfer matrix is defined next. It was introduced in this form in [12] and defines a family of statistical models on a two-dimensional lattice. Then a generalization of the standard modules of the TL algebra [20, 21] is defined. This is not a trivial generalization. A new number, the twist parameter, is indeed needed to characterize these modules.

In the original TL algebra, the link state modules appear naturally. The representation they define provides a way of measuring the evolution of link connections on an interval as connectivities act on them. For the periodic TL algebra, this interval is replaced by a circle. The new generators $\Omega^{\pm 1}$ then describe a rotation of the link connections around this circle, moving links from their positions to the neighboring ones, and the twist $\nu$ parametrizes the eigenvalues of their matrix representatives.

2.1. Periodic TL algebras

On a vertical cylinder, we draw $N$ equidistant points (or entries) on each of two parallel sections and label them 1 to $N$. A connectivity is a set of $N$ curves connecting points pairwise by non-intersecting curves. Two connectivities are equivalent (or equal) if the curves of the first can be continuously deformed into those of the second. Clearly, a rotation of $2\pi/N$ of the cylinder maps a connectivity onto another; these two connectivities, the original and the rotated, are usually distinct as their patterns of connections are then different.

Throughout this paper, we will depict connectivities by planar diagrams on a periodic strip, as in the following:

The leftmost point on the top and bottom slices bears the label 1, while the rightmost the label $N$. The cut along a line parallel to the cylinder axis that allows this planar representation is depicted using the dotted lines at $x = 1/2$ and $x = N + 1/2$. These lines will be called imaginary boundaries.

A product between two connectivities $c_1$ and $c_2$ with $N$ entries is now defined. The product $c_1c_2$ is obtained by drawing $c_2$ on top of $c_1$ and connecting the $N$ points on the bottom of $c_2$ with those at the top of $c_1$. The result is the connectivity obtained from this new diagram, with a multiplicative factor of $\beta^{n_\beta}\alpha^{n_\alpha}$, where $n_\beta$ and $n_\alpha$ are respectively the numbers of contractible and non-contractible loops closed in the process. For instance,

The two non-contractible loops, responsible for the factor $\alpha^2$, are drawn thicker here. Because curves can wind around the cylinder indefinitely, the number of connectivities is infinite.
Definition 2.1. The algebra $PTL_N(\beta, \alpha)$ is the vector space generated by connectivities and endowed with the product just defined and extended linearly to linear combinations of connectivities. The unit in $PTL_N(\beta, \alpha)$ is the connectivity that connects the point $i$ on the bottom to the point $i$ on the top, for all $i$, with no winding.

We now define an abstract algebra, the periodic TL algebra. Note that we use capital letters to denote it, instead of the calligraphic ones for the algebra of connectivities.

Definition 2.2. The periodic TL algebra $PTL_N(\beta)$ is the algebra generated by a unit id and the generators $e_i$, $i = 1, \ldots, N$, constrained by the following relations:

\begin{align}
  e_i^2 &= \beta e_i, \\
  e_i e_j &= e_j e_i, & \text{for } |i - j| > 1, \\
  e_i e_{i+1} e_i &= e_i.
\end{align}

The indices are understood to be taken, modulo $N$, in the range $1, \ldots, N$, and therefore $e_0 \equiv e_N$ and $e_{N+1} \equiv e_1$.

Definition 2.3. The enlargement of $PTL_N(\beta)$, denoted $EPTL_N(\beta)$, is generated by id and the $e_i$s and two more generators, $\Omega$ and $\Omega - 1$, satisfying (1) together with

\begin{align}
  \Omega e_i \Omega^{-1} &= e_{i-1}, \\
  \Omega^{-1} &= \Omega^{-1} = \text{id}, \\
  (\Omega^{\pm 1} e_N)^{N-1} &= \Omega^{\pm 1} (\Omega^{\pm 1} e_N)
\end{align}

with, again, the indices $i$ of the $e_i$s taken modulo $N$. The last relation can also be written as $e_{N-1} \cdots e_1 = \Omega^2 e_1$ and $e_1 \cdots e_{N-1} = \Omega^{-2} e_{N-1}$.

The generator $\Omega$ will be referred to as the translation operator. Relations (1) can be translated in terms of the generators $e_N$, $\Omega$ and $\Omega^{-1}$ of $EPTL_N(\beta)$:

\begin{align}
  e_N^2 &= \beta e_N, \\
  e_N e_i \Omega^{-j} &= \Omega^j e_N \Omega^{-i} e_N, & \text{for } 2 \leq j \leq N - 2, \\
  e_N e_N^{\pm 1} e_i \Omega^{\pm 1} e_N &= e_N.
\end{align}

The identification of $e_N$ and $e_0$ is simply $\Omega^N e_N \Omega^{-N} = e_N$. The algebra $EPTL_N(\beta)$ is then just $\langle e_N, \Omega, \Omega^{-1} \rangle$ constrained by these relations. Finally, a last algebra will be used.

Definition 2.4. For $N$ even, we define $EPTL_N(\beta, \alpha)$ to be the quotient of $EPTL_N(\beta)$ by the relation

\begin{align}
  E \Omega^{\pm 1} E &= \alpha E,
\end{align}

where $E = e_2 e_4 \cdots e_{N-2} e_N$.

From (4), it also follows that $F \Omega^{\pm 1} F = \alpha F$, where $F = e_1 e_3 e_5 \cdots e_{N-1}$. Despite this quotient, the algebra $EPTL_N(\beta, \alpha)$ is still infinite as it contains the infinite subalgebra $\langle \Omega \rangle$. For $N$ odd, we take no further quotient but, for simplicity, we will still write $EPTL_N(\beta, \alpha)$ for the enlargement of the $PTL_N(\beta)$ algebra.

With each $g \in EPTL_N(\beta, \alpha)$ we associate a connectivity $c = \phi(g) \in \mathcal{PTL}(\beta, \alpha)$ as follows. With each generator we associate

\begin{align*}
  \phi(id) &= \begin{bmatrix} \cdots \end{bmatrix}, & \phi(e_i) &= \begin{bmatrix} \cdots \end{bmatrix}, \\
  \phi(\Omega) &= \begin{bmatrix} \cdots \end{bmatrix}, & \phi(\Omega^{-1}) &= \begin{bmatrix} \cdots \end{bmatrix}.
\end{align*}
and for any \( g = \prod f_i \), a product of the generators of \( \mathcal{EPTL}_N(\beta, \alpha) \) (with \( f_i \in \{ e_1, \ldots, e_N, \Omega, \Omega^{-1} \} \)), we set \( \phi(g) = \prod \phi(f_i) \), with the same product of diagrams defined for \( \mathcal{P T}_N(\beta, \alpha) \). One can verify that equations (1), (2) and (4) are satisfied if we replace \( e_i, \Omega \) and \( \Omega^{-1} \) by \( \phi(e_i), \phi(\Omega) \) and \( \phi(\Omega^{-1}) \), respectively, so \( \phi : \mathcal{EPTL}_N(\beta, \alpha) \to \mathcal{P T}_N(\beta, \alpha) \) is a homomorphism of algebras. It is surjective as all generators of \( \mathcal{P T}_N(\beta, \alpha) \) have pre-images. Moreover, Green and Fan [25] have shown that \( \phi \) is injective. In this sense, \( \mathcal{EPTL}_N(\beta, \alpha) \) and \( \mathcal{P T}_N(\beta, \alpha) \) are isomorphic, and throughout the rest of this paper we will use \( \mathcal{EPTL}_N(\beta, \alpha) \) to denote both the algebra of connectivities and \( \langle e_N, \Omega, \Omega^{-1} \rangle \) (relations (2), (3), (4), respectively).

### 2.2. The loop transfer matrix \( T_N(\lambda, \nu) \)

**Definition 2.5.** The loop transfer matrix \( T_N(\lambda, \nu) \) is an element of \( \mathcal{EPTL}_N(\beta, \alpha) \) defined by

\[
T_N(\lambda, \nu) = \begin{bmatrix}
\nu & \vdots & \nu \\
\nu & \ddots & \nu \\
\nu & & \nu
\end{bmatrix}
\]

where the boxes are given by

\[
\begin{align*}
\nu &= \sin(\lambda - \nu) \\
\sin \nu &= \lambda - \nu
\end{align*}
\]

\( \beta = 2\cos \lambda \), \( \nu \) is the anisotropy and the leftmost and rightmost boxes are connected.

The loop transfer matrix, or simply transfer matrix, is related to the Fortuin–Kasteleyn description of two-dimensional lattice models and has many crucial mathematical properties. (Several of the following properties were proved in a general context in [26]. Proofs and discussion of these properties in a context similar to the present one can be found in [5, 12]. The tie with lattice models is found in [27] or, for a presentation similar to the one here, in [7] for example.)

(i) It forms a commuting family: \( [T_N(\lambda, \nu_1), T_N(\lambda, \nu_2)] = 0 \) for all \( \nu_1 \) and \( \nu_2 \).
(ii) It satisfies a crossing-reflection symmetry: \( T_N(\lambda, \lambda - \nu) = R^{-1}T_N(\lambda, \nu)R \), where \( R \) is the left–right reflection: \( e_i = R^{-1}e_{N-i}R \).
(iii) It is invariant under translation: \( [T_N(\lambda, \nu), \Omega] = 0 \).
(iv) Its expansion around \( \nu = 0 \) is

\[
T_N(\lambda, \nu) \simeq \Omega \sin^N \lambda \left[ (1 - \nu N \cot \lambda)id + \nu \mathcal{H} / \sin \lambda \right] + \mathcal{O}(\nu^2),
\]

where

\[
\mathcal{H} = \sum_{i=1}^{N} e_i.
\]

### 2.3. Link states and representations of \( \mathcal{EPTL}_N(\beta, \alpha) \)

In the following, we will work with link representations of \( \mathcal{EPTL}_N(\beta, \alpha) \) similar to those introduced in [12]. They extend the link representations of the (original) TL algebra introduced for models on a strip to the periodic case [28, 20]. (See also [5, 7].)

Again \( \mathcal{N} \) points (sometimes called entries) are aligned equidistant on a section of a vertical cylinder. A link state \( w \) (or link pattern) is a graph where the \( \mathcal{N} \) points are either connected pairwise by non-intersecting curves or connected by a straight line to \( +\infty \). The
non-intersecting curves and half-lines are drawn above the section, that is, on one side of it. A point connected to infinity will be called a defect and the number of defects of a link state will usually be denoted by \( d \). The set \( \tilde{B}_N \) of link states with \( N \) entries is naturally partitioned into the subsets \( \tilde{B}_d^N \) of link states with \( N \) entries and \( d \) defects (with \( N \equiv d \) mod 2), each containing \( \binom{N}{(N-d)/2} \) elements. The vector spaces generated by \( \tilde{B}_N \) and \( \tilde{B}_d^N \) are denoted \( \tilde{V}^N \) and \( \tilde{V}_d^N \), respectively.

By convention, the elements of \( \tilde{B}_N \) are ordered in ascending number of defects. When drawn in the plane, entries are placed on the horizontal axis at points of coordinates \((1, 0), (2, 0), \ldots, (N, 0)\), and the diagram for link states is taken to be periodic in the \( x \) direction with \( x + N \equiv x \). The curves connecting the entries can connect through the imaginary boundary line at \( x = 1/2 \) and \( x = N + 1/2 \). We will call these curves boundary curves or boundary bubbles. Here are the three subsets \( \tilde{B}_d^4 \) for \( N = 4 \):

\[
\tilde{B}_0^4 = \{ \begin{array}{c}
\begin{array}{c}
\circ \\
\end{array}
\end{array}, \begin{array}{c}
\begin{array}{c}
\circ \\
\end{array}
\end{array}, \begin{array}{c}
\begin{array}{c}
\circ \\
\end{array}
\end{array}, \begin{array}{c}
\begin{array}{c}
\circ \\
\end{array}
\end{array}, \begin{array}{c}
\begin{array}{c}
\circ \\
\end{array}
\end{array}, \begin{array}{c}
\begin{array}{c}
\circ \\
\end{array}
\end{array}, \begin{array}{c}
\begin{array}{c}
\circ \\
\end{array}
\end{array}, \begin{array}{c}
\begin{array}{c}
\circ \\
\end{array}
\end{array}, \begin{array}{c}
\begin{array}{c}
\circ \\
\end{array}
\end{array}, \begin{array}{c}
\begin{array}{c}
\circ \\
\end{array}
\end{array}, \begin{array}{c}
\begin{array}{c}
\circ \\
\end{array}
\end{array}, \begin{array}{c}
\begin{array}{c}
\circ \\
\end{array}
\end{array} \end{array} \}
\]

\[
\tilde{B}_1^4 = \{ \begin{array}{c}
\begin{array}{c}
\circ \\
\end{array}, \begin{array}{c}
\begin{array}{c}
\circ \\
\end{array}
\end{array}, \begin{array}{c}
\begin{array}{c}
\circ \\
\end{array}
\end{array}, \begin{array}{c}
\begin{array}{c}
\circ \\
\end{array}
\end{array}, \begin{array}{c}
\begin{array}{c}
\circ \\
\end{array}
\end{array}, \begin{array}{c}
\begin{array}{c}
\circ \\
\end{array}
\end{array}, \begin{array}{c}
\begin{array}{c}
\circ \\
\end{array}
\end{array}, \begin{array}{c}
\begin{array}{c}
\circ \\
\end{array}
\end{array}, \begin{array}{c}
\begin{array}{c}
\circ \\
\end{array}
\end{array}, \begin{array}{c}
\begin{array}{c}
\circ \\
\end{array}
\end{array}, \begin{array}{c}
\begin{array}{c}
\circ \\
\end{array}
\end{array}, \begin{array}{c}
\begin{array}{c}
\circ \\
\end{array}
\end{array}, \begin{array}{c}
\begin{array}{c}
\circ \\
\end{array}
\end{array}, \begin{array}{c}
\begin{array}{c}
\circ \\
\end{array}
\end{array}, \begin{array}{c}
\begin{array}{c}
\circ \\
\end{array}
\end{array}, \begin{array}{c}
\begin{array}{c}
\circ \\
\end{array}
\end{array}, \begin{array}{c}
\begin{array}{c}
\circ \\
\end{array}
\end{array}, \begin{array}{c}
\begin{array}{c}
\circ \\
\end{array}
\end{array} \end{array} \}
\]

(7)

The sets \( B_d^N \) and \( B_N \), without \( "\tilde{}" \), will refer to the subsets of \( \tilde{B}_d^N \) and \( \tilde{B}_N \) containing link patterns with no boundary curves (and similarly for \( V_d^N \) and \( V_N \), the vector spaces they span). These form the sets of link states used for representations of the (original) TL algebra. We note that the set \( \tilde{B}_d^N \) corresponds to the set of distinct link states used by Pearce et al\[12\]. (We shall not use their set of identified link states.)

An action of the periodic TL algebra \( \mathcal{E}_{PTL_N}(\beta, \alpha) \) on the vector space \( \tilde{V}_d^N \) is defined as follows. Let \( c \) be a connectivity in \( \mathcal{E}_{PTL_N}(\beta, \alpha) \) and \( w \in \tilde{B}_d^N \). An action of the diagram \( c \) on \( w \) is defined by joining the \( N \) entries of the link state \( w \) to the \( N \) top entries of \( c \). The resulting link pattern is found by reading the new connections at the bottom \( N \) points of \( c \). The result is then multiplied by the following factors: weights related to closed loops (a factor of \( \beta \) for each contractible loop and one of \( \alpha \) for each non-contractible one) and weights due to the lateral twist of defects. These are computed as follows. First, if two defects are connected in the diagram \( cw \), the result is set to 0. Second, for each defect in \( w \), a multiplicative factor of \( v/\Delta_1 \) is added, where \( \Delta_1 \) is the distance the defect has traveled towards the left, that is, its position in the original state \( w \) minus its new one in the resulting \( cw \). (Again, consecutive positions in \( w \) are at a distance of 1.) Finally, the action is extended linearly from \( \tilde{B}_d^N \) to the vector space \( \tilde{V}_d^N \). The constant \( v \) is the twist parameter and is a non-zero complex number.

Examples will be welcome. Here are three on \( \tilde{V}_8^d \) with \( d = 2, 4 \) and 0, respectively,
In the first example, the first defect has $\Delta_1 = 2$ and the second $\Delta_2 = -4$, resulting in an overall factor of $v^{\Delta_1 + \Delta_2} = v^{-2}$. As a last example, note that $\Omega$ shifts the link pattern $w$ one position to the left and therefore multiplies the resulting state by a factor $v$. We define the map $\omega_d : \mathcal{EPTL}_N(\beta, \alpha) \to \text{End}(\tilde{V}_d^N)$ by extending this action linearly to all elements in $\mathcal{EPTL}_N(\beta, \alpha)$. Clearly, this linear map depends on $v$ ($\omega_d = \omega_d(v)$), but the reference to $v$ will be omitted in general.

**Proposition 2.1.** The map $\omega_d$ is a representation of $\mathcal{EPTL}_N(\beta, \alpha)$.

**Proof.** The linearity has been built in. The only relation to be verified is

$$c_1(c_2w) = (c_1c_2)w \quad (8)$$

for all $c_1, c_2 \in \mathcal{EPTL}_N(\beta, \alpha)$ and $w \in \tilde{B}_d^N$. This check can be broken into two steps: first that both sides of the identity lead to the same element in $\tilde{B}_d^N$ (disregarding the overall factor) and second that the two factors coincide. The first step is identical to the analogous verification for standard modules of the TL algebra and will not be repeated here (see [21]). (Note that for relations (2) involving the new generator $\Omega$, one proceeds as for those appearing in the original algebra.) For the second step, note that the weights on either side of the identity are products of factors of the form $\beta^n$ or of the form $v^{-k}$, one for each defect. The factors of $\beta$ coincide for the right- and left-hand sides of equation (8), some appearing from the definition of the product in the TL algebra, others from the definition of $\omega_d$. For the factors of $v^{-k}$, the coincidence holds for each defect separately. Indeed, select one defect and denote by $i$, $j$ and $k$ the positions of the defect in $w$, $c_2w$ and $c_1(c_2w)$, respectively. Clearly, the factor due to this defect in $c_1(c_2w)$ will be $v^{i - j}v^{j - k}$. But this factor in $(c_1c_2)w$ is simply $v^{i - k}$ and both factors coincide. □

Even though the proof is straightforward, the result is nevertheless non-trivial. Note indeed that an action of $\mathcal{EPTL}_N(\beta, \alpha)$ on the link space $\tilde{V}_N = \bigoplus_d \tilde{V}_d^N$, where defects would be allowed to connect (and therefore their number to decrease), would not be a representation. For example,

$$e_3e_1 = e_1e_3 \neq v^{-2}$$

Because $e_1e_3 = e_3e_1$ in $\mathcal{EPTL}_N$, $N \geq 4$, this would not have been a representation. This also means that, to define an action of the whole link space $\tilde{V}_N$ where connecting defects are not given weight 0, the twist $v$ should solve some algebraic constraints. A direct verification shows that $v^4 = 1$ would be sufficient in the above example.
The usefulness of the representation $a_{ij}$ with its twist parameter $v$ stems from the fact that $a_{ij}(\Omega^N) = v^{N} a_{ij}(id)$ and not simply $a_{ij}(id)$. It therefore allows one to keep track of the winding number of Fortuin–Kasteleyn clusters along the cylinder, a physical property that plays an important role in the mathematical description of these models [13, 14, 29]. Another appropriate name for the parameter $v$ would have been the \textit{momentum parameter}. Indeed, $\Omega$ acts as a translation operator around the cylinder, or a rotation operator. Clearly, its eigenvalues are expressed in terms of $v$ and should be interpreted as the possible values of the momentum.

3. The XXZ model and the intertwiner $\tilde{\mathcal{E}}_N$

On the strip, the loop models are intimately related to another family of physically relevant ones. Both models are defined by an \textit{evolution operator}: the transfer matrix for the loop models and a Hamiltonian for the XXZ models. Even though the vector spaces upon which the evolution operators act are different, they both carry a representation of the TL algebra. There is a well-known action of both $U_q(sl_2)$ (and (original) TL algebra on $(\mathbb{C}^2)^{\otimes N}$, the vector space upon which the XXZ Hamiltonian acts. (See for example [24].) However, this action of the TL algebra depends only on the parameter $\beta$. A generalized action, taking into account the twist parameter, must therefore be introduced for the periodic TL algebra. This is done in the first subsection.

We then construct a map $\tilde{\mathcal{E}}_N$ between the vector spaces of the loop model and of the XXZ Hamiltonian. Two of its properties will be revealed here. First, the map commutes with the action of the periodic TL algebra. Second, the map $\tilde{\mathcal{E}}_N$ will be shown to be intimately related to the Gram product, an essential part of the representation theory of the TL algebra. Theorem 3.3 makes this relationship explicit and is one of the crucial results of this paper.

3.1. An extended family of XXZ models

Instead of working with the full transfer matrix, we concentrate on the first non-trivial term in its expansion around $u = 0$, given in (6): $\mathcal{H} = \sum_{1 \leq i \leq N} e_i$. Since the XXZ Hamiltonians are maps of $(\mathbb{C}^2)^{\otimes N}$ onto itself, we need to define a representation of $\mathcal{E}PTL_N(\beta, \alpha)$ on this vector space, or at least of $PTL_N(\beta)$. Then the XXZ Hamiltonians will simply be $H = \sum_{1 \leq i \leq N} \tilde{e}_i$, where $\tilde{e}_i$ are the matrices representing the generators $e_i$ of $\mathcal{E}PTL_N(\beta, \alpha)$.

We use the usual notation
\[
\sigma^a_j = \text{id}_2 \otimes \ldots \otimes \text{id}_2 \otimes \sigma^a \otimes \text{id}_2 \otimes \ldots \otimes \text{id}_2 \quad \text{for } 1 \leq j \leq N \text{ and } a \in \{x, y, z, +, -\},
\] and we set $\sigma^a_{N+1} \equiv \sigma_1^a$. The tensor product contains $N$ 2 $\times$ 2 matrices and $\sigma^a$ is the $j$th factor in this product. The matrices $\tilde{e}_j \in \text{End}(\mathbb{C}^2)^{\otimes N}$ are
\[
\tilde{e}_j = \frac{1}{2} \left( \frac{v^2 + u^{-2}}{2} (\sigma^+_j \sigma^+_j + \sigma^-_j \sigma^-_j) + \frac{u^2 - v^2}{2i} (\sigma^+_j \sigma^-_j - \sigma^-_j \sigma^+_j) - \frac{u^2 + v^{-2}}{2} (\sigma^+_j \sigma^-_j - \sigma^-_j \sigma^-_j) \right)
\]
\[
= v^{-2} \sigma^-_j \sigma^-_j + u^2 \sigma^+_j \sigma^+_j - \frac{1}{2} (v^2 - u^{-2}) \sigma^-_j \sigma^-_j + \frac{1}{2} (u^2 - v^{-2}) (\sigma^-_1 \sigma^-_j - \sigma^-_j \sigma^-_1)
\]
\[
= \text{id}_2 \otimes \text{id}_2 \otimes \ldots \otimes \text{id}_2 \otimes \tilde{\mathcal{E}} \otimes \text{id}_2 \otimes \ldots \otimes \text{id}_2 \quad \text{for } 1 \leq j \leq N
\]
with
\[ \tilde{\epsilon} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & u^2 & v^2 & 0 \\ 0 & v^{-2} & u^{-2} & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \] (10)

where the allowed values for \( j \) are from 1 to \( N \) for the first two forms and from 1 to \( N - 1 \) for the last. The periodic XXZ Hamiltonian found in [24] also depends upon a twist parameter (named \( e^\omega \) therein) which only enters in the definition of the first generator \( \tilde{\epsilon}_N \). We note however that a similarity transformation \( \mathcal{O}_t \mathcal{O}^{-1} \), with \( \mathcal{O} = v^{\sum_{j=1}^{N-1} j} \), maps our generators to theirs if \( e^\omega = v^{2N} \).

It is clear from the second form that each \( \tilde{\epsilon}_j \) commutes with the total spin \( S_z = \frac{1}{2} \sum_{i \in \mathbb{N}} \sigma^z_i \). The matrices \( \tilde{\epsilon}_j \) are not Hermitian. But if \( u \) and \( v \) are on the unit circle, the first three terms of the first form in (9) are clearly Hermitian. Only the term \( \frac{1}{2} (u^2 - u^{-2}) (\sigma_j^z - \sigma_{j+1}^z) \) is not.

Let \( t^{\pm 1} \) be the linear operators that act as the left and right translations around the cylinder. In the basis \( |x_1, x_2, \ldots, x_N \rangle \) where every \( x_i \in \{+1, -1\} \), they act as
\[
\begin{align*}
t(x_1, x_2, \ldots, x_N) &= |x_2 x_3 \cdots x_N x_1 \rangle \\
t^{-1}(x_1, x_2, \ldots, x_N) &= |x_N x_1 x_2 \cdots x_{N-1} \rangle
\end{align*}
\]
and satisfy \( t^{\pm 1} \sigma^a_j = \sigma^a_j t^{\pm 1} \). These translations can thus be used to relate the matrices \( \tilde{\epsilon}_j \), namely \( t^2 \tilde{\epsilon}_j t = \tilde{\epsilon}_{j+1} \). It is a well-known fact that the matrices \( \tilde{\epsilon}_j \) satisfy relations (1). Indeed, a direct computation shows that \( \tilde{\epsilon}^2 = (u^2 + u^{-2}) \tilde{\epsilon} \). The basic properties of the tensor product then give \( \tilde{\epsilon}^2 = \beta \tilde{\epsilon} \), \( 1 \leq j < N \), if \( \beta \) is chosen to be \( u^2 + u^{-2} \). That this relation also holds for \( \tilde{\epsilon}_N \) follows from the fact that \( t \tilde{\epsilon}_N t^{-1} = \tilde{\epsilon}_{-N} \). The commutation of \( \tilde{\epsilon}_i \) and \( \tilde{\epsilon}_j \) when \( |i - j| > 1 \) also follows from the properties of the tensor product. Proving that \( \tilde{\epsilon}_i \tilde{\epsilon}_{i-1} = \tilde{\epsilon}_i \) requires one unpleasant computation. It is sufficient to concentrate on three consecutive factors of the tensor product and to compute \( id_2 \otimes \tilde{\epsilon} \) for \( \tilde{\epsilon} \), and \( \tilde{\epsilon} \otimes id_2 \) for \( \tilde{\epsilon}_{i-1} \). The multiplication of the three \( 8 \times 8 \) matrices then closes the proof of the following result.

**Proposition 3.1.** The matrices \( \tilde{\epsilon}_i, 1 \leq i \leq N \), form a representation of \( \mathbb{PTL}_N(\beta = u^2 + u^{-2}) \) for all \( v \in \mathbb{C}^\infty \).

We shall often use the following parameterization for \( u \) and \( v \): \( v = e^{i\mu}, u = e^{i\lambda/2} \). If \( \mu \) and \( \lambda \) are real, the Hamiltonian \( H = H(u, v) = \sum_{j=1}^N \tilde{\epsilon}_j \) is Hermitian, since the sum \( \sum_j (\sigma_j^z - \sigma_{j+1}^z) \) vanishes. The usual XXZ model corresponds to the case \( v^2 = 1 \) (for the case with a boundary see for example [24] and also [18] where the interplay between the loop models and XXZ Hamiltonian has been exploited).

We finally define the matrices \( \tilde{\Omega}^{\pm 1} \) to be \( v^{\pm 2S_z} t^{\pm 1} \). Because \( t \tilde{\epsilon}_j = \tilde{\epsilon}_{j+1} t \) and \( [v^{2S_z}, \tilde{\epsilon}_j] = 0 \), the first and second equations of (2), \( \tilde{\Omega} \tilde{\epsilon}_j \tilde{\Omega}^{-1} = \tilde{\epsilon}_{j+1} \) and \( \tilde{\Omega} \tilde{\Omega}^{-1} = \tilde{\Omega}^{-1} \tilde{\Omega} = id \), are both satisfied. The fact that
\[
(\tilde{\Omega}^{\pm 1} \tilde{\epsilon}_N)^{N-1} = \tilde{\Omega}^{2N} (\tilde{\Omega}^{\pm 1} \tilde{\epsilon}_N) \quad (11)
\]
holds is far less trivial. Moreover, to check that the matrices \( \tilde{\epsilon}_i \) and \( \tilde{\Omega}^{\pm 1} \) generate a representation of \( \mathbb{EPTL}_N(\beta, \alpha) \), we would have also to show that, for \( N \) even,
\[
\tilde{\epsilon} \tilde{\Omega}^{\pm 1} \tilde{\epsilon} = \alpha \tilde{\epsilon}
\]
(12) for \( \tilde{\epsilon} = \tilde{\epsilon}_2 \tilde{\epsilon}_3 \tilde{\epsilon}_4 \cdots \tilde{\epsilon}_N \) and some \( \alpha = \alpha(u, v) \). There might be a way to prove (11) and (12) by direct computation. We prefer a more roundabout way. Let us denote by \( \tau \) the map
defined on the generators by $e_i \mapsto \hat{e}_i$ and $\Omega^\pm \mapsto \hat{\Omega}^\pm$ and, in general, by \( \prod f_i \mapsto \prod \hat{f}_i \) for \( f_i \in \{ e_1, \ldots, e_N \} \). This map is a representation of \( \PTL_N(\beta) \). Moreover, the two first relations in (2) are satisfied if the generators are replaced by their barred representatives. In section 4.5, we shall show that for generic values of \( u \) and \( v \), there exists an isomorphism \( \tilde{d}_N^\beta \) of vector spaces between the XXZ and the link state representations \( \omega_{\beta, \alpha} \) that intertwines the \( \Omega^\pm \) and \( e_N \), and their barred representatives: \( \tilde{d}_N^\beta \circ \Omega^\pm = \hat{\Omega}^\pm \circ \tilde{d}_N^\beta \) and \( \tilde{d}_N^\beta \circ e_i = \hat{e}_i \circ \tilde{d}_N^\beta \). It will then follow that equations (11) and (12) are satisfied for all values of \( u \) and \( v \) and that \( \tau \) is a representation of \( \mathcal{EPTL}_N(\beta, \alpha) \), with the parameter \( \alpha \) equal to \( v^N + v^{-N} \). Thus, \( \nu \) comes into play both as a twist parameter and in the weight of non-contractible loops wrapping around the cylinder.

### 3.2. The map \( \tilde{d}_N^\beta \) between link and spin states

Let \( w \in \hat{B}_N \) be a link state containing \( n = (N - d)/2 \) bubbles and let \( \psi(w) = \{(i_1, j_1), (i_2, j_2), \ldots, (i_m, j_m)\} \), where \( i_m \)'s are the positions where bubbles start and \( j_m \)'s are the positions where they end. The \( i_m \)'s are chosen in the interval \( 1, \ldots, N \), while the \( j_m \)'s satisfy \( i_m + 1 \leq j_m < N + i_m - 1 \). In \( \psi(w) \), the pairs \( (i_m, j_m) \) are ordered such that the \( i_m \)'s increase, even though this will play no role.

**Definition 3.1.** The linear transformation \( \tilde{d}_N^\beta : \hat{V}_N^d \to (\mathbb{C}^2)^{\otimes n} \) is defined by its action on elements \( w \) of the basis \( \hat{B}_N \): \( \tilde{d}_N^\beta(w) = \prod \hat{T}_{i,j} [0] \), where \( \hat{T}_{i,j} = v^{j-i} u \sigma_i^+ + v^{-j+i} u^{-1} \sigma_i^- \), \( \sigma_i^+ = e_i^+ \mod N \).

If a boundary bubble is present, its starting point \( i \) is connected to a point \( j \geq N + 1 \) and we then use the convention that \( \sigma_j^+ = 0 \) mod \( N \).

**Proposition 3.2.** For all \( c \in \mathcal{EPTL}_N(\beta, \alpha) \) and all \( w \in \hat{V}_N^d \), \( \tilde{d}_N^\beta(c w) = \tau(c) \tilde{d}_N^\beta(w) \), where \( \beta = u^2 + v^{-2}, \alpha = v^N + v^{-N} \) and the action of \( c \) on \( w \) is the one defined for the representation \( \omega_{\beta, \alpha} \), with the twist parameter \( \nu \).

The proof of this proposition is a direct, though lengthy, verification of several cases. It is contained in appendix A. We would like to conclude from this proposition that \( \tilde{d}_N^\beta \) is an intertwiner. However, as noted in the previous subsection, we have checked at this point that the matrices \( \hat{e}_i \) and \( \Omega^\pm \) verify all but two of the defining relations. The proof of relations (11) and (12) will have to wait until subsection 4.5.

### 3.3. The factorization of the Gram matrix in terms of the map \( \tilde{d}_N^\beta \)

Let \( \tilde{d}_N^\beta \) be the matrix of the transformation \( \tilde{d}_N^\beta \) expressed in the bases of link states for the domain and of spin states \( \{ x = \{x_1, x_2, \ldots, x_N\}, x_i \in \{ +1, -1 \} \) and \( \sum x_i = d \} \) for \( (\mathbb{C}^2)^{\otimes n} \), so that \( \tilde{d}_N^\beta(w) = \sum_c \langle x | \tilde{d}_N^\beta(c) w \rangle \) for the basis vector \( w \in \hat{B}_N \). The matrix \( \tilde{d}_N^\beta \) is square and has size \( (n - d)/2 \times (n - d)/2 \), and the linear map \( \tilde{d}_N^\beta \) is an isomorphism if and only if \( \det \tilde{d}_N^\beta \neq 0 \).

Let \( w_1 \) and \( w_2 \) be the link states in \( \hat{B}_N \). The Gram diagram \( D_G(w_1, w_2) \) is obtained by taking the mirror image of \( w_2 \) by a horizontal axis and by connecting the entries of this state to those of \( w_1 \).
Definition 3.2. The Gram product \( \langle \cdot | \cdot \rangle_G : \tilde{V}_N \times \tilde{V}_N \to \mathbb{C} \) is a bilinear form defined on \( w_1 \) and \( w_2 \in \tilde{B}_N \) by
\[
\langle w_1 | w_2 \rangle_G = \begin{cases} 
0 & \text{if in } D_G(w_1, w_2), \text{ two defects of } w_1 \text{ or } w_2 \text{ are connected}, \\
\alpha^{n_{\beta}} \beta^{n_{\alpha}} v^{n_2} & \text{otherwise},
\end{cases}
\]
where \( n_{\beta} \) and \( n_{\alpha} \) are, respectively, the numbers of contractible and non-contractible closed loops in \( D_G(w_1, w_2) \), and \( n_\beta = \sum_i \Delta_i \), where \( \Delta_i \) is the displacement (to the left) of defect \( i \) of \( w_1 \) connecting to another defect of \( w_2 \). Of course, only one of \( n_{\alpha} \) or \( n_{\beta} \) can be non-zero.

Thus, if \( w_1 \in \tilde{B}_N^d \) and \( w_2 \in \tilde{B}_N^d \), \( \langle w_1 | w_2 \rangle_G = 0 \) unless \( d_1 = d_2 \). The matrix representing the Gram product restricted to \( \tilde{B}_N^d \) (and in the basis \( \tilde{B}_N^d \)) is denoted by \( \tilde{G}_N^d \).

Here are a few examples.

1. \( w_1 = \begin{bmatrix} 1 \\ 2 \end{bmatrix}, \quad w_2 = \begin{bmatrix} 2 \\ 1 \end{bmatrix}, \quad D_G(w_1, w_2) = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \quad \langle w_1 | w_2 \rangle_G = \beta \alpha^2,
\]

2. \( w_1 = \begin{bmatrix} 1 \\ 2 \end{bmatrix}, \quad w_2 = \begin{bmatrix} 2 \\ 1 \end{bmatrix}, \quad D_G(w_1, w_2) = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \quad \langle w_1 | w_2 \rangle_G = 0,
\]

3. \( w_1 = \begin{bmatrix} 1 \\ 2 \end{bmatrix}, \quad w_2 = \begin{bmatrix} 2 \\ 1 \end{bmatrix}, \quad D_G(w_1, w_2) = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \quad \langle w_1 | w_2 \rangle_G = \alpha^2 \beta^2.
\]

For simplicity, we will sometimes denote \( \langle w_1 | w_2 \rangle_G \) by the corresponding Gram diagram. With this convention, example (3) becomes
\[
\begin{bmatrix} 1 \\ 2 \end{bmatrix} \cdot \begin{bmatrix} 2 \\ 1 \end{bmatrix} = \alpha^2 \beta^2.
\]

Here are some remarks on this bilinear form. First, the Gram product verifies \( \langle w_1 | e_i w_2 \rangle_G = \langle e_i | w_1 | w_2 \rangle_G \) for \( 1 \leq i \leq N \) and \( w_1, w_2 \in \tilde{B}_N \), where the \( e_i \)'s act as \( \omega_i(v) \) on the first entry of the bilinear form and as \( \omega_d(v^{-1}) \) on the second. It is then natural to define the adjoint \( u^d \) of a word \( u = e_{i_1} \cdots e_{i_k} \) in the generators as \( e_{i_k} e_{i_{k-1}} \cdots e_{i_1} \). With that definition, \( \langle w_1 | w u_2 \rangle_G = \langle u^d | w_1 | w_2 \rangle_G \) for all words \( u \) and \( w_1, w_2 \). The second remark follows from the first. The radical of the Gram bilinear form \( \text{Rad}_N^d = \{ v \in \tilde{V}_N^d | \langle v | v \rangle_G = 0 \} \) for all \( v \in \tilde{V}_N^d \) is a subspace of \( \tilde{V}_N^d \) stable under the action of \( \mathcal{E} \text{PTL}_N \). Third, the matrix \( \tilde{G}_N^d \) is symmetric for \( d = 0 \). For \( d > 0 \), the Gram product is not symmetric, but it still satisfies \( \langle w_1 | w_2 \rangle_G = \langle w_2 | w_1 \rangle_G |_{v \to v^{-1}} \) for \( w_1, w_2 \in \tilde{B}_N \). Finally, it will be useful to consider the Gram matrix restricted to the link states in \( \tilde{B}_N^d \). This matrix will be noted \( \tilde{G}_N^d \) without the ‘\( ^d \)’.

The relation between \( \tilde{G}_N^d \) and the Gram product is given by the following theorem whose proof is somewhat technical and given in appendix B.

Theorem 3.3. Let \( \tilde{G}_N^d = (\tilde{G}_N^d(u, v^{-1}))^T T_N(u, v) \). Then, \( \tilde{G}_N^d = \tilde{G}_N^d \) with \( \beta = \alpha \beta + u^{-2} \), \( \alpha = v^N + v^{-N} \) and the twist parameter \( v \).

Note that the \( v^{-1} \) in \( (\tilde{G}_N^d(u, v^{-1}))^T \) is consistent with the previous remark that \( \tilde{G}_N^d = (\tilde{G}_N^d)^T |_{v \to v^{-1}} \). Here is a simple example of this remarkable factorization for \( N = 4 \) and \( d = 0 \).

The bases are ordered as
\[
\{ | ++-- \}, \quad | +++++ \}, \quad | +---+ \}, \quad | +----- \}, \quad | ---+ \}, \quad | +---+ \}
\]
for the spin basis and as (7) for the link state basis. The matrices are
\[
I_0^S(u, v) = \begin{pmatrix}
  u^2v^2 & v^2 & v^{-2} & u^{-2}v^2 & v^{-2} & u^2v^{-2} & v^2 \\
  0 & u^2v^4 & 0 & 1 & 0 & u^{-2}v^{-4} & 0 \\
  u^{-2}v^{-2} & v^{-2} & v^2 & u^2v^2 & v^2 & u^{-2}v^{-4} & 0 \\
  1 & 0 & u^{-2}v^{-4} & 0 & u^2v^4 & v^2 & u^2v^{-2} \\
  0 & u^{-2}v^{-4} & 0 & 1 & 0 & u^2v^4 & v^2 \\
\end{pmatrix}
\]
and
\[
\tilde{G}_0^I = \begin{pmatrix}
  \beta^2 & \beta & \alpha \beta & \alpha \beta & \beta \\
  \beta & \beta^2 & \alpha & \alpha \beta & \alpha \beta \\
  \alpha \beta & \alpha & \beta^2 & \beta & \alpha \beta \\
  \alpha \beta & \alpha & \beta & \beta^2 & \alpha \beta \\
  \beta & \beta^2 & \alpha & \alpha \beta & \alpha \beta \\
\end{pmatrix}
\]
(14)

The equality can be checked by doing the product \( (I_0^S(u, v)^{-1})^T I_0^S(u, v) \) and replacing in \( \tilde{G}_0^I \) the two variables \( \alpha \) and \( \beta \) by \( v^4 + v^{-4} \) and \( u^2 + u^{-2} \), respectively. Clearly, this factorization is non-trivial.

From the previous theorem, \( \det I_0^S(u, v) \det I_0^S(u, v^{-1}) = \det \tilde{G}_0^I \). The computation of these determinants will be done in section 4, that of \( \tilde{G}_0^I \) leading naturally to that of \( I_0^S \). The latter will reveal under what conditions the map \( \tilde{G}_0^I \) is actually an isomorphism.

### 4. The critical curves of the intertwiner \( \tilde{G}_0^I \)

In this section no order on the bases \( B_0^I \) will be specified. Consequently, all equalities involving \( \det \tilde{G}_0^I \) or \( \det I_0^S \) that will be proved are valid only up to a sign.

One goal of this section is to finish the proof that the map \( \tilde{G}_0^I \) is a \( \mathcal{E}_{PLT} \)-homomorphism, therefore proving that it intertwines loop and spin representations (theorem 4.7). But the crucial result of the section is theorem 4.6 which gives the critical curves in the complex plane \( (u, v) \) where \( \tilde{G}_0^I \) stops being an isomorphism.

An easy way to identify where \( \tilde{G}_0^I \) is singular is simply to compute its determinant in some bases and to identify where this determinant vanishes. For that purpose, theorem 3.3 is helpful. Recall that it states that the Gram matrix can be factorized into two copies of \( \tilde{G}_0^I \), evaluated at different values of the parameter \( v \). The next subsections will offer a new proof of the determinant of the Gram matrix. The reader who knows theorem 4.1 or wants to skip its proof may proceed safely to subsection 4.5. There it is shown how each factor in the Gram determinant must be attributed to either one of \( \det I_0^S(u, v) \) or \( \det I_0^S(u, v^{-1}) \). The critical curves of \( \tilde{G}_0^I \) and the fact that \( \tilde{G}_0^I \) is a homomorphism can then be proved.

The computation of \( \det \tilde{G}_0^I \) and \( \det I_0^S \) is technical. Fortunately, it is significantly simplified by a change of bases. In this new basis, the determinant for the periodic Gram matrix \( \tilde{G}_0^T \) can be seen to be related to that of the Gram matrix \( \tilde{G}_0^I \) for the open boundary case, that is, the restriction of \( \tilde{G}_0^I \) to \( B_0^I \). For \( v = 1 \), the latter determinant is already known (see for example [30] and [20]):
\[
\det \tilde{G}_0^T = \prod_{k=1}^{(N-d)/2} (S_{d+1+k}/S_k)^{\dim v^{d+2k}},
\]
(15)
where the following notation is used:
\[
S_k = \sin(k\Lambda), \quad C_k = \cos(k\Lambda), \quad \Lambda = \pi - \lambda, \quad \beta = -2C_1
\]
and, as usual, \( \dim V^d_N = \binom{N}{-d/2} - \binom{N-d/2}{-d/2} \). Section 4.1 is devoted to generalizing this result for arbitrary values of \( v \). In section 4.2, we show that an appropriate change of bases allows for the factorization of the Gram determinant in the periodic case in terms of Gram determinants on the strip and factors \( K_{d,r} \). The computation of these new factors \( K_{d,r} \) will be the following step. It will require treating the subspaces with \( d = 0 \) and \( d > 0 \) separately, as non-contractible loops yield factors of \( \alpha \) in the former, while in the latter defects are twisted, yielding powers of the twist parameter \( v \). We shall then be able to offer a new proof of the following theorem (in subsection 4.4) and characterize the values of \( u \) and \( v \) for which \( \tilde{G}_N^d \) is singular (in subsection 4.5).

**Theorem 4.1.** The determinant of the Gram matrices \( \tilde{G}_N^d \) is

\[
\det \tilde{G}_N^d = \prod_{k=1}^{N/2} (a^2 - 4C_k^2)^{\binom{N}{d/2}}, \tag{16}
\]

and

\[
\det \tilde{G}_N^d = \prod_{k=1}^{(N-d)/2} (4 \cos^2(\mu N) - 4C_k^2)^{\binom{N}{-d/2}}, \quad \text{if } d > 0, \tag{17}
\]

where \( v = e^{iu} \). Trivially, for \( d = N \), \( \det \tilde{G}_N^N = 1 \).

Formulas (16) and (17) have been proved in various contexts before. To our knowledge, they first appeared in Martin and Saleur’s work [8] on the representation theory of the full TL algebra on a graph \( G \). (The periodic TL corresponds to choosing the graph \( G \) to be the affine \( \hat{A}_N \).) Graham and Lehrer [9] gave a full description of the representation theory of the periodic TL algebra (affine TL algebra), including a proof of the above determinant, within the context of category theory. Their affine cell representation \( W_{t,z} \) is introduced as a functor between two categories. For a given \( n \) (our \( N \)), their modules \( W_{t,z}(n) \) are related to our \( \omega_{d,t} \), with their \( t \) fixing our \( d \). Their parameter \( z \) is tied to our parameter \( v \), though the exact relationship depends on \( d \). Their proof is (very) different from ours. Chen and Przytycki [22] recovered recently the case \( d = 0 \) in still another way. Clearly, this result is crucial and different proofs will bring into light different properties of the problem. Ours is based mainly on diagrammatic arguments, rests upon the Wenzl–Jones projectors and underlines a remarkable property of the Gram determinant for the (original) TL algebra to be proved next.

**4.1. The Gram determinant on the strip**

The goal of this section is to show that equation (15), which gives the Gram determinant on the geometry of the strip for \( v = 1 \), actually holds for any value of the twist parameter. In fact, we will pursue an even more ambitious goal. Let \( \langle \cdot | \cdot \rangle_G^s : V^d_N \times V^d_N \rightarrow \mathbb{C} \), with \( v = (v_1, v_2, \ldots, v_d) \) a set of \( d \) non-zero complex numbers, be the bilinear form defined for \( w_1, w_2 \in B_N^d \) as

\[
\langle w_1 | w_2 \rangle_G^s = \begin{cases} 0 & \text{if, in } D_G(w_1, w_2), \text{two defects of } w_1 \text{ (or } w_2) \text{ are connected}, \\ \alpha^\nu \beta^{\nu_s} \prod_{i} v_i^{\Delta_i} & \text{otherwise}, \end{cases}
\]

where now \( \Delta_i \) denotes the displacement, towards the left, of defect \( i \) with the index \( i \) labeling defects from left to right. Note that this new bilinear form coincides with the usual one on \( V^d_N \) for \( d = 0 \). Because \( w_1 \) and \( w_2 \) are in \( B_N^d \), \( \langle w_1 | w_2 \rangle_G^s \) is non-zero only if defect \( i \) of \( w_1 \) is connected to defect \( i \) of \( w_2 \). In this subsection, we show that the determinant of the matrix \( G_N^d/v \) of this bilinear form is independent of the \( v_s \). More precisely,
Lemma 4.2. Let \( \mathbf{v} = (v_1, v_2, \ldots, v_d) \) as before. Then the matrix representations (in the basis \( B_N^d \)) of the two bilinear forms \( \langle w_1 | w_2 \rangle_G \) and \( \langle w_1 | w_2 \rangle_{\tilde{G}} \) on \( V_N^d \) have the same determinants:

\[
\det \mathcal{G}_N^d = \det \mathcal{G}_{\tilde{N}}^d.
\] (18)

Several tools have to be introduced before the proof is given. The main one is the Wenzl–Jones projector (see [31, 32]).

Definition 4.1. For each \( 1 \leq n \leq N \), the Wenzl–Jones projector \( WJ_n \in \mathcal{EPTL}_N(\beta, \alpha) \) is defined as

\[
WJ_1 = \text{id} \quad \text{and for } n > 1 \text{ as }
\]

where each box is

\[
\begin{align*}
&= \begin{array}{c}
\kappa \\
S_k \\
S_k + 1
\end{array} + \frac{S_k}{S_k + 1} = (-1)^k \frac{-k \lambda}{S_k + 1}.
\end{align*}
\] (19)

The projector \( WJ_n \) acts on \( n \) of the \( N \) positions of \( \mathcal{EPTL}_N \). If these positions are chosen to be 1 to \( n \), then \( WJ_n \) satisfies the four properties [31–33]:

(i) \( WJ_n e_i = e_i WJ_n = 0 \) for \( n \geq 2 \) and \( i = 1, 2, \ldots, n - 1 \).

(ii) \( (WJ_n)^2 = WJ_n \).

(iii) The reflection through a horizontal mirror of the diagram defining \( WJ_n \) is equal to \( WJ_n \). Equivalently, \( WJ_n = (WJ_n)^\dagger \). (See the definition of ‘\( \dagger \)’ before theorem 3.3.)

(iv) \( WJ_n \) is also unchanged if the diagram defining the projector is reflected through a vertical mirror. This follows from the unicity of the projector defined by (i) and (ii), as proved for example in [33].

If \( WJ_n \) is chosen to act on positions \( k \) to \( k + n - 1 \) or, even, on a subset of \( \{1, 2, \ldots, N\} \) of \( n \) elements, then (ii)–(iv) still stand, but (i) then needs to be replaced by the statement that any bubble joining neighboring positions of \( WJ_n \) gives zero [5, 7]. The property (iii) implies that \( \langle w_1 | WJ_n w_2 \rangle_G = \langle WJ_n w_1 | w_2 \rangle_G \) for \( w_1, w_2 \in V_N \). Note that the projector \( WJ \) is defined only if none of the sine functions in the denominators of equation (19) vanish; this requirement is clearly a condition on \( \Lambda \).

To show equation (18), we partition \( B_N^d \) as \( \mathcal{W}_1 \cup \mathcal{W}_2 \): \( \mathcal{W}_1 \) contains all link states in \( B_N^d \) with a defect at the first position, while \( \mathcal{W}_2 \) contains link states with a bubble starting at the
first position. For \( N = 5, d = 1 \),

\[
B^d_2 = \{ \begin{array}{c}
\text{Diagram 1} \\
\text{Diagram 2} \\
\text{Diagram 3} \\
\text{Diagram 4}
\end{array}\}
\]

The next step is to replace the elements of \( \mathcal{W}_2 \). To each \( w \in \mathcal{W}_2 \), we do the following manipulations. Remove all arcs except the one at the first position, apply a projector \( \mathcal{W}Jd+1 \) on the \( d \) defects and on the right part of the arc at the first position and, finally, restore the \((N - d - 2)/2\) arcs into their original positions. We denote by \( \mathcal{V}(w) \in V^d_N \) the resulting vector and by \( \mathcal{V}\mathcal{W}_2 \) the new set.

Note that the action of the projector \( \mathcal{W}J \) on the link states with \( d \) defects is that of the representation \( \omega d \), but with \( d \) different twist parameters, one for each defect. Such an action is a representation of the (usual) TL algebra (generated by \( e, s \), with \( i = 1, \ldots, N - 1 \), satisfying equation (1)). The proof of this claim is identical to that of proposition 2.1. Again one can check that relations (1) are always satisfied (each involves at most four entries of the link state) and that a given defect \( i \) is always associated with the same twist parameter \( \nu_i \), a property that is lost for the periodic case.

For the above example, we obtain

\[
\mathcal{V}\mathcal{W}_2 = \{ \begin{array}{c}
\text{Diagram 1} \\
\text{Diagram 2} \\
\text{Diagram 3} \\
\text{Diagram 4}
\end{array}\}
\]

To compute the twist factor \( \prod w_i^\lambda \) in a Gram diagram, one has to be cautious to identify correctly the position of the defects. For example, the second element of \( \mathcal{V}\mathcal{W}_2 \) above will be a sum of two link states. The (only) defect is at position 1 in one of the two link states (with an added factor \( w_1 \)) and at position 5 in the other (with no factor added).

By construction, if \( \Lambda \) is chosen such that \( \mathcal{W}Jd+1 \) exists, the vector \( \mathcal{V}(w) \) for \( w \in \mathcal{W}_2 \) has the form \( w + w' \) for some \( w' \) in \( \mathcal{W}_1 \). Therefore, \( \mathcal{W}_1 \cup \mathcal{V}\mathcal{W}_2 \) is a basis of \( V^d_N \) and the determinant of the change of bases is 1. We are now ready to prove the lemma.

**Proof of lemma 4.2.** In this new basis, \( (w_1|\mathcal{V}(w_2))_G^\alpha \) is zero whenever \( w_1 \in \mathcal{W}_1 \) and \( w_2 \in \mathcal{W}_2 \).

Indeed, the entries at positions 2 to \( N - 1 \) in \( \mathcal{V}(w_2) \) are connected to \( d + 1 \) entries of a \( \mathcal{W}Jd+1 \) and \((N - d - 2)/2\) bubbles, while those of \( w_1 \) are connected to \( d - 1 \) defects and \((N - d)/2\) bubbles. In \( D_G(w_1, \mathcal{V}(w_2)) \), two entries of the projector are tied by bubbles and the result is 0. The new Gram product \( (u_1|w_1)_G^\alpha \) between two states \( u_1 \) and \( w_1 \) in \( \mathcal{W}_1 \) is just the Gram product between states in \( V^d_{N-1} \) obtained from \( u_1 \) and \( w_1 \) by removing the defect at the first position, and with \( \nu' = (v_2, \ldots, v_d) \).

The product \( (\mathcal{V}(u_2)|\mathcal{V}(w_2))_G^\alpha \) for \( u_2, w_2 \in \mathcal{W}_2 \) can be seen to factor into a constant \( L_d \) independent of \( v \) times \( (\mathcal{V}(u_2)|\mathcal{V}(w_2))_G^\delta \), where \( \mathcal{V}(w) \) stands for the link states in \( B^d_{N-1} \) obtained by removing the bubble connecting positions 1 and \( x \), putting a defect at \( x \) and removing position 1 altogether. The added defect is considered to have \( i = 0 \), and we must impose \( v_0 = 1 \) for the twist factor to be evaluated correctly, so \( \nu' = (v_1, \ldots, v_d) \). The \( v_i \) dependence in the original \( (\mathcal{V}(u_2)|\mathcal{V}(w_2))_G^\alpha \) is contained in \( (\mathcal{V}(u_2)|\mathcal{V}(w_2))_G^\delta \). Finally, the constant \( L_d \) is given by
where, at the last step, the only configuration contributing has all tiles set to $\diamondsuit$. From the previous remarks, up to a sign, the Gram determinants obey the recursion relation

$$\det(G_d, v_N) = \det(G_{d-1}, v'_N - 1) \times (S_d S_{d+1}) \dim V_d N - 1 \det(G_{d+1}, v''_N - 1).$$

(20)

Two limiting cases are known:

$$\det G_0, v_N = \det G_N^0 \quad \text{and} \quad \det G_N^N = 1.$$  

(21)

The use of (20) lowers the bottom index $N$. Its repeated use will lead either to an upper index $d = 0$ through the first term of the right-hand side or to equal upper and lower indices through its second term. Thus, equations (20) and (21) determine $\det(G_d, v_N)$ completely. The expression given in equation (15) satisfies all these and must thus be the solution. □

Even though the matrices $G_d$ explicitly depend upon the twist parameters $v_i$, their determinants do not! Again, for the previous example, the Gram matrix with $v = \{v_1\}$ is

$$G_1^v = \begin{pmatrix} \beta^2 & \beta & \beta v_1^{-2} & v_1^{-4} & \beta v_1^{-4} \\ \beta & \beta^2 & v_1^{-2} & \beta v_1^{-4} & v_1^{-4} \\ \beta v_1^2 & v_1^2 & \beta^2 & \beta v_1^{-2} & v_1^{-2} \\ v_1^4 & \beta v_1^4 & \beta v_1^4 & \beta^2 & \beta \\ \beta v_1^4 & v_1^4 & v_1^4 & \beta & \beta^2 \end{pmatrix}$$

and a direct computation gives

$$\det(G_1^v) = (\beta^2 - 1)^4 (\beta^2 - 2) = (S_3/S_1)^{\dim V_1} (S_4/S_2)^{\dim V_2}.$$  

4.2. The relation between the open and periodic cases

**Definition 4.2.** The subset $\tilde{B}^{d,r}_N \subset \tilde{B}^d_N$ contains the link patterns that have precisely $r$ bubbles crossing the imaginary boundaries at $x = \frac{1}{2}$ and $x = N + \frac{1}{2}$. Then, $\tilde{B}^{d,r}_N$ is a partition of $\tilde{B}^d_N$, and $\tilde{V}^{d,r}_N \subset \tilde{V}^d_N$ is the subspace spanned by $\tilde{B}^{d,r}_N$.

A bijection $C$ between $\tilde{B}^{d,r}_N$ and $\tilde{B}^{d+2r}_N$ is defined by identifying $w \in \tilde{B}^{d,r}_N$ to $C(w) \in \tilde{B}^{d+2r}_N$ obtained by replacing the $r$ boundary bubbles of $w$ by defects, and leaving the rest of $w$ unchanged. If $r = 0$, $C(w) = w$.

From now on, the basis $\tilde{B}^d_N$ will be (partially) ordered in ascending order of $r$. Here are examples of pairs $w \leftrightarrow C(w)$:
We now introduce a linear transformation $U$ such that, in the new basis $\{U(w), w \in \tilde{B}_N^d\}$, the Gram matrix is block-diagonal.

**Definition 4.3.** The linear transformation $U : \tilde{V}_N^d \rightarrow \tilde{V}_N^d$ is defined by its action on elements $w$ of each $\tilde{B}_N^d$. If $r > 0$, $U(w)$ is obtained by first removing all arcs of $w$ that do not cross the boundary, acting with $WJ_{d+2r}$ on the $r$ remaining bubbles and the $d$ defects, and then inserting back the bubbles that were first removed at their original positions. If $r = 0$, $U(w) = w$.

Here is an example for $w \in \tilde{B}_{8}^{4,1}$:

The Wenzl–Jones projector $WJ_n$ is a product of terms of the form $(id + e_i S_k / S_{k+1})$ and therefore its expansion contains words $e_1 e_2 \cdots e_{n-1}$ in the $(n-1)$ first generators of $E_{PTL_N}$. The identity $id$, that is the empty word, occurs with a factor 1. The removal of the bubbles that do not cross the boundary in $w \in \tilde{B}_N^d$ gives a state in $\tilde{B}_{d+2r}^d$. But the non-empty words $e_1 e_2 \cdots e_r$ cannot create new bubbles; they can only move them around. So these words either act as zero or give, up to a constant, a vector in $\tilde{B}_{d+2r}^d$ with $r' < r$. Thus, $U(w) = w + w'$, where $w'$ is a linear combination of vectors in the $\tilde{B}_{d+2r}^d$ s with $r' < r$. The matrix $U_{d}^d$ representing the linear transformation $U$ in the basis $\tilde{B}_N^d$, ordered with increasing $r$, is therefore upper block triangular with identity matrices along the diagonal. For $\Lambda$s where the projectors $WJ$ exist, the matrix $U$ exists, is invertible and $U(\tilde{B}_N^d) = \{U(w) | w \in \tilde{B}_N^d\}$ is a basis of $\tilde{V}_N^d$. The matrix elements of $U_{d}^d$ depend on $\beta$, through $\Lambda$, and on $v$. If $N$ is even and $d = 0$, some words of $WJ$ may close non-contractible loops and $\alpha$ may also appear.

Here are the new bases of the three $\tilde{V}_N^d$s for $N = 4$:

The Gram matrix is much simpler in these new bases for the $\tilde{V}_N^d$s.
Proposition 4.3. For \( w_1 \in \tilde{B}_N^{d_1} \), \( w_2 \in \tilde{B}_N^{d_2} \):
\[
\langle U(w_2) | U(w_1) \rangle_G = \delta_{r_1, r_2} K_{d,r_1} (\mathcal{C}(w_2)) (\mathcal{C}(w_1))^* \quad \text{with} \quad K_{d,r} = \langle w^{d,r} | \mathcal{WJ}_{d+2r, w^{d,r}} \rangle_G,
\]
where \( w^{d,i} \) is the (unique) link state in \( \tilde{B}_N^{d+2r} \) and \( v = (1, \ldots, 1, v, \ldots, v, 1, \ldots, 1) \).

Proof. The only states \( w_3 \) that can potentially satisfy \( \langle w_3 | U(w_1) \rangle_G \neq 0 \) are those in \( V_N^d \). This is why \( w_1 \) and \( w_2 \) have been taken with the same number of defects.

What happens if we calculate explicitly \( \langle U(w_2) | U(w_1) \rangle_G \)? If \( r_1 > r_2 \), in the Gram diagram, \( \mathcal{WJ}_{d+2r_1} \) has more entries than \( \mathcal{WJ}_{d+2r_2} \) and some entries of \( \mathcal{WJ}_{d+2r_2} \) are necessarily connected pairwise by some (non-boundary) bubbles of the original \( w_2 \). From the property (i) of the WJ projector, the result is zero if \( r_1 > r_2 \), so we restrict our study to \( r_1 = r_2 \equiv r \). Two scenarios may occur for the diagram \( D_G(U(w_2), U(w_1)) \).

In the first, the bottom \( d + 2r \) points of the top projector are not all connected to entries of the bottom projector. If this happens, the top WJ has some of its \( N \) points connected to non-boundary bubbles and the result is 0, by the same argument used above for \( r_1 \neq r_2 \). Under these conditions, \( (\mathcal{C}(w_2)) (\mathcal{C}(w_1))^* \) vanishes. Indeed, the bubbles connecting entry points of the Wenzl–Jones projector, say in \( U(w_1) \), now connect two defects of \( \mathcal{C}(w_2) \) in \( D_G(\mathcal{C}(w_2), \mathcal{C}(w_1)) \) and the result is zero.

In the second scenario, the \( d + 2r \) entries of the top Wenzl–Jones projector coincide with those of the bottom one. Then the pattern of contractible bubbles is the same in \( D_G(U(w_2), U(w_1)) \) and \( D_G(\mathcal{C}(w_2), \mathcal{C}(w_1)) \) and the corresponding factors of \( \beta \) are equal. Let us then concentrate on the \( d \) defect and the \( r \) boundary bubbles of each diagram. The \( d + 2r \) corresponding entries of the diagram \( D_G(U(w_2), U(w_1)) \) start, from the top, as a state with \( d \) defects and \( r \) boundary bubbles (that is, \( w^{d,r} \)), go through two copies of the Wenzl–Jones projector \( \mathcal{WJ}_{d+2r} \), and then connect with a second \( w^{d,r} \), as in the following example:

\[
\langle U(\ldots | \ldots) | U(\ldots | \ldots) \rangle_G = v^2 K_{2,1},
\]

where properties (ii) and (iii) of the WJ projector were used at the second equality. The product \( \langle U(w_2) | U(w_1) \rangle_G \) is thus \( \beta^{|r|} v^{|\Delta|} K_{d,r} \) for some \( \Delta \), and with \( K_{d,r} \) given by
\[
K_{d,r} = \langle w^{d,r} | \mathcal{WJ}_{d+2r, w^{d,r}} \rangle_G.
\]

For a given configuration of the WJ projector, each defect \( i \) will contribute a factor \( v^{\Delta_i + \Delta_i'} \) to the total weight, where \( \Delta_i \) is the displacement of the defect \( i + r \) in the diagram \( D_G(\mathcal{C}(w_2), \mathcal{C}(w_1)) \) and \( \Delta_i' \) depends upon the configuration chosen for the WJ projector. Defects \( 1 \) to \( r \) and \( d + r + 1 \) to \( d + 2r \) in \( D_G(\mathcal{C}(w_2), \mathcal{C}(w_1)) \) correspond to boundary bubbles of the original diagram \( D_G(U(w_2), U(w_1)) \) and must contribute \( v^i \), which justifies our choice of \( v \) in \( (\mathcal{C}(w_2)) (\mathcal{C}(w_1))^* \). For example, the diagram above has a twist factor of \( v^2 \) which is exactly the twist one finds in computing
with \( v = (1, v, v, 1) \) and where \( \tilde{\Delta}_1 = 2 \) and \( \tilde{\Delta}_2 = 0 \). The factor \( v \sum_{i} \tilde{\Delta}_i \) will depend on the choice of the configuration of the projector \( \mathcal{W}_j \) and will be accounted for in the computation of \( K_{d,r} \). This will be apparent in section 4.3. The product \( \langle \mathcal{U}(w_2) | \mathcal{U}(w_1) \rangle_G \) is thus given by \( K_{d,r} \langle C(w_2) | C(w_1) \rangle_G \), as given in the proposition. \[\Box\]

For \( d = 0 \), the dependence on \( \alpha \) is hidden in the constant \( K_{d,r} \), while for \( d > 0 \) both \( K_{d,r} \) and \( \langle C(w_2) | C(w_1) \rangle_G \) have \( v \) dependence. The calculation of \( K_{d,r} \) will be performed in section 4.3. But we can already sum up the simplification afforded by the new basis.

**Corollary 4.4.**

\[
det \tilde{G}_N^d = \prod_{r=0}^{(N-d)/2} \det (G_N^{d+2r})_{N,N}^{d+2r}
\]  

(23)

**Proof.** For the proof, we calculate the matrix \( \Gamma_N^d = (U_N^d)^T \tilde{G}_N^d U_N^d \), whose matrix elements are given by

\[
(\Gamma_N^d)_{w_1,w_2} = \langle \mathcal{U}(w_2) | \mathcal{U}(w_1) \rangle_G.
\]

Because \( U_N^d \) is upper triangular and has only 1s on the diagonal, \( \det \tilde{G}_N^d = \det \Gamma_N^d \). In the previous proposition, we have found \( \Gamma_N^d \vert \tilde{G}_N^d = K_{d,r}G_N^{d+2r} \). But \( \det \tilde{G}_N^d \) is independent of \( v \) and given by (15), and this completes the proof. \[\Box\]

Again examples are useful:

\[
\begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{pmatrix} =
\begin{pmatrix}
\beta^2 & \beta & 0 & 0 & 0 & 0 \\
\beta & \beta^2 & 0 & 0 & 0 & 0 \\
0 & 0 & \beta K_{0,1} & K_{0,1} & 0 & 0 \\
0 & 0 & \beta K_{0,1} & K_{0,1} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & K_{0,2} \\
\end{pmatrix}
\]
\[ \Gamma_4 \equiv \begin{pmatrix} 0 & 0 & 0 & 0 \\ \beta v & 0 & 0 & \beta v \\ 0 & \beta v & 0 & 0 \\ 0 & 0 & \beta & 0 \end{pmatrix}, \quad \Gamma_4 = (1), \]

\[ \Gamma_4 \equiv \begin{pmatrix} 0 & 0 & 0 & 0 \\ \beta v & 0 & 0 & \beta v \\ 0 & \beta v & 0 & 0 \\ 0 & 0 & \beta & 0 \end{pmatrix}, \quad \Gamma_4 = (1), \]

The next section is devoted to the computation of \( K_{d,r} \).

### 4.3. The factor \( K_{d,r} \)

We construct recurrence relations for \( K_{d,r} \) and use them to find their values. For \( d = 0 \), \( K_{0,r} \) satisfies the relation

\[ K_{0,r} = K_{0,r-1} \left( \alpha^2 - 4C^2 \right) \frac{S^2_r}{S_2 S_{2r-1}}. \] \hspace{1cm} (24)

To show this, we sum over all configurations of the top diagonal row. Many of these have weight 0. All configurations with \( \square \) give 0 from property (i) of the WJ projector. Also, the top entries of the projector \( \text{WJ}_r \) are of two types: those connected to the boundary at \( x = N + 1/2 \) and those connected to the boundary at \( x = 1/2 \). Configurations with \( \square \) connecting two entries of the same type also give 0. In the end, only two configurations have non-zero contribution:
In the first term, a non-contractible loop is closed and a factor of $\alpha$ is added. Summing over the lower diagonal row and using the same arguments as before gives a unique contribution, and the result is

$$K_{0,r} = \frac{S_r}{S_{2r}} + 1$$

In the second term, we use property (iv) of the WJ projector and find

$$K_{0,r-1} = \alpha^2 \frac{S_r^2}{S_{2r} S_{2r-1}} K_{0,r-1}$$

where we used

$$\mathcal{O} = \frac{S_{k+2}}{S_{k+1}}$$

to obtain the second equality. This concludes the proof of equation (24). One can compute the initial condition $K_{0,1} = \left(\alpha^2 - 4C_1^2\right) \frac{S_1}{S_2}$ and find, finally,

$$K_{0,r} = \prod_{k=1}^{r} \frac{S_k^2}{S_{2k} S_{2k-1}} \left(\alpha^2 - 4C_1^2\right) = \prod_{k=1}^{r} \frac{S_k^2}{S_{r+k}} \left(\alpha^2 - 4C_1^2\right). \quad (25)$$

The case $d > 0$ depends on the twist parameter $v = e^{i\mu}$ of which we must keep track when writing the recurrence relation

$$K_{d,r} = K_{d,r-1} \left(4 \cos^2 \mu N - 4C_r^2 d/2\right) \frac{S_r S_{r+d}}{S_{2r+d} S_{2r+d-1}}. \quad (26)$$
The steps are otherwise similar to those of the case \( d = 0 \):

\[
K_{d,r} = \frac{S_r}{S_{2r+d}} \delta_r + \frac{S_{r+d}}{S_{2r+d}} + 1.
\]

(27)

Top entries of the projector are of three types. Besides the left and right boundary bubbles encountered before, they can also be connected to defects. Whenever \( \otimes \) connects two entries of the same type, the result is 0 as before. The connections of the first and second terms of (27) are identical, but the weight due to the twist in the defects is not and remains to be computed. When computing twist factors, we must not forget that the original diagram has \( N \) positions and that contractible loops can be present between the entries of the projector WJ. The first diagram provides a good example. Entries of the projector WJ are labeled by integers \( i = 1, \ldots, 2r + d \) (defects occupy positions \( r + 1 \) to \( r + d \) and correspond to some positions \( p_i \) in the original diagram. In (27), the \((d - 1)\) leftmost defects entering the projector WJ all connect two positions to the right of their entry point, so their contribution to the twist factor is \( v^\delta \), for \( i = r + 1, \ldots, r + d - 1 \). The rightmost defect enters from the top at position \( r + d \), moves right across the imaginary boundary, and then connects at position \( r + 2d \). Because the original diagram has \( N \) positions, this last defect contributes \( v^{N-r-1} \). The total twist weight of the \( d \) defects of this first diagram sums to \( v^{-N/2} \), with \( \delta = p_{r+d} - p_{r+1} \). Each defect of the second diagram has the same entry and exit points, except for the leftmost defect that wraps around in the left direction. This defect gives the only contribution to the second diagram, namely \( v^{N-d} \). With these twist weights, contributions of the first and second diagrams combine and give

\[
v^{-d} \left( v^N \frac{S_{r+d}}{S_{2r+d}} + v^{-N} \frac{S_r}{S_{2r+d}} \right) = A(r, d, N) \frac{2r+d-2}{A(r, d, N)} = v^{-d} \left( v^N \frac{S_{r+d}}{S_{2r+d}} + v^{-N} \frac{S_r}{S_{2r+d}} \right) v^\delta \left( v^{-N} \frac{S_{r+d}}{S_{2r+d-1}} + v^{N} \frac{S_r}{S_{2r+d-1}} \right) K_{d,r-1}
\]

\[
= \frac{4 \cos^2(\mu N)S_rS_{r+d} + (2C_{r+d}/2S_{d/2})^2}{S_{2r+d}S_{2r+d-1}} K_{d,r-1},
\]

where we have summed over configurations of the lower diagonal row and computed twist weights as explained earlier. The last term in (27) can be seen to give \(- (S_{2r+d}/S_{2r+d-1})K_{d,r-1}\) by the same argument as the one given for \( d = 0 \). A simple exercise using trigonometric functions shows that the two contributions sum up to equation (26). Because the \( v^\delta \)s have cancelled out, \( K_{d,r} \) is independent of the positions of the contractible loops of the original diagram. With the initial condition \( K_{d,0} = 1 \), we find
\[ K_{d,r} = \prod_{k=1}^{r} \frac{S_k S_{k+d}}{S_{2k+d} S_{2k+d-1}} (4 \cos^2 (\mu N) - 4C_{k+d/2}^2) = \prod_{k=1}^{r} \frac{S_k}{S_{r+d+k}} (4 \cos^2 (\mu N) - 4C_{k+d/2}^2). \] (28)

### 4.4. The determinant of the Gram matrix

The purpose of the previous paragraph was to compute the constants \( K_{d,r} \). Note that the result (28) for \( K_{d,r} \) gives expression (25) for \( K_{0,r} \) if \( d \) is set to zero and \( 2 \cos \mu N \) is replaced by \( \alpha \).

**Theorem 4.1.** The determinant of the Gram matrix is

\[
\det \mathcal{G}_N^d = \prod_{k=1}^{(N-d)/2} (\alpha^2 - 4C_{k+d/2}^2) \left( \frac{N}{r} \right) = \prod_{k=1}^{(N-d)/2} \left( (k + d/2)(-k - d/2) \right) \left( \frac{N}{r} \right) \] (29)

for all \( d \geq 0 \). In the second form \( \langle x \rangle = (-u^2)^{vN} - (-u^2)^{-vN} \) and, in the first, \( \alpha = 2 \cos(\mu N) = v^N + v^{-N} \) for \( d > 0 \).

**Proof.** The result of the last section is

\[ K_{d,r} = \frac{\prod_{j=1}^{r} S_j}{\prod_{j=r+d+1} S_j} \prod_{k=1}^{r} (\alpha^2 - 4C_{k+d/2}^2). \]

Using (15) and (23), one finds

\[ \det \mathcal{G}_N^d = \prod_{r=0}^{(N-d)/2} \prod_{k=1}^{(N-d)/2} (S_{d+2r+k+1} / S_k)^{\text{dim} V_0^{d+2r}} \]

\[ \times \prod_{r=0}^{(N-d)/2} \left( \prod_{j=1}^{r} (S_j / S_{r+d+1}) \prod_{k=1}^{r} (\alpha^2 - 4C_{k+d/2}^2) \right)^{\text{dim} V_0^{d+2r}}. \]

The product of the factors \( (\alpha^2 - 4C_{k+d/2}^2) \) yields

\[ \prod_{r=1}^{(N-d)/2} \prod_{k=1}^{r} \left( \frac{\text{dim} V_0^{d+2r}}{\text{dim} V_0^{d+2r}} \right) = \prod_{k=1}^{(N-d)/2} \left( \frac{\text{dim} V_0^{d+2r}}{\text{dim} V_0^{d+2r}} \right)^{\sum_{j=0}^{N-d/2} \text{dim} V_0^{d+2r}} \]

\[ = \prod_{k=1}^{(N-d)/2} \left( \frac{\text{dim} V_0^{d+2r}}{\text{dim} V_0^{d+2r}} \right) \]

\[ = \prod_{k=1}^{(N-d)/2} (\alpha^2 - 4C_{k+d/2}^2)^{\text{dim} V_0^{d+2r}} \]

\[ = \prod_{k=1}^{(N-d)/2} (\alpha^2 - 4C_{k+d/2}^2)^{\langle x \rangle_{\alpha^2 = d+2r}}. \]

One must therefore show that the rest is 1. For this, the order of products is inverted in each of the subfactors:

\[ \prod_{j=1}^{(N-d)/2} \prod_{r=1}^{r} S_j^{\text{dim} V_0^{d+2r}} = \prod_{j=1}^{(N-d)/2} S_j^{\sum_{r=0}^{(N-d)/2} \text{dim} V_0^{d+2r}}. \]

\[ \prod_{j=1}^{(N-d)/2} \prod_{r=1}^{j-d+1} S_j^{\text{dim} V_0^{d+2r}} = \left( \prod_{j=d+2}^{(N-d)/2} \left( \prod_{r=1}^{(j-d)/2} S_j^{\text{dim} V_0^{d+2r}} \right) \right) \times \left( \prod_{j=0}^{(N-d)/2} \prod_{r=1}^{(j-d)/2} S_j^{\text{dim} V_0^{d+2r}} \right) \]

\[ = \left( \prod_{j=d+2}^{(N-d)/2} S_j^{\sum_{r=0}^{(j-d)/2} \text{dim} V_0^{d+2r}} \right) \times \left( \prod_{j=0}^{(N-d)/2} S_j^{\sum_{r=0}^{(j-d)/2} \text{dim} V_0^{d+2r}} \right) \].
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In theorem 3.3, we found that 
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set of \( \vec{I} \). The determinant of \( \vec{I} \) is straightforward.
It is then clear that everything cancels out. The second form in equation (29) follows from a
straightforward trigonometric manipulation of the first.

The second form of the determinant (29) shows that its zeros all lie on curves
\((-u^2)^2 v^{2N} = 1\) and that the structure of the action \( \alpha_d \) depends only on the twist parameter
through its 2Nth power. This is related to the observation made in section 3.1 that the two
actions on the XXZ models defined in [24] and here are tied by their parameter as \( e^{\frac{\pi i}{2}} = v^{2N} \).
Theorem 4.7 to be proven in the following section will go further in showing that these two
actions are generically isomorphic to that of \( \alpha_d \) on \( V_N^N \).

4.5. The determinant of \( I_N^d(u, v) \)

In theorem 3.3, we found that \( \det I_N^d(u, v) \) \( \det I_N^d(u, v^{-1}) = \det G_N^d \) with \( \beta = u^2 + u^{-2} \),
\( \alpha = v^N + v^{-N} \) and the twist parameter is \( v \). In this section, we show how to calculate
\( \det I_N^d(u, v) \).

We first introduce paths and the height function. The set \( P_N^d \) of paths with endpoint \( y \) is the
set of \( \vec{x} = (x_1, x_2, \ldots, x_N) \), where each step \( x_j \) is either +1 or −1 and \( \sum_{j=1}^{N} x_j = y \).
The height \( H(\vec{x}) \) of a path \( \vec{x} \) is \( H(\vec{x}) = \sum_{j=1}^{N} x_j \) with \( h_j = x_j \). Clearly, \( H(\vec{x}) = (N+1)y - \sum_{j=1}^{N} x_j \).
There are two natural bijections between \( B_N^d \) on the one hand and \( P_N^d \) or \( P_N^{d,0} \) on the other hand.
(See figure 1 for an example.) If \( w \in B^d_N \), then \( B^d_+(w) \) is the \( \vec{x} = (x_1, 1 \leq i \leq N) \), where
\( x_i = +1 \) if a bubble starts at \( i \) in \( w \), and \( -1 \) if a bubble ends at \( i \). Finally, if position \( i \) is a defect,
then \( x_i = +1 \) in \( B^d_+(w) \) and \( -1 \) in \( B^d_-(w) \). For \( d = 0 \), \( B^d_+(w) = B^d_-(w) \equiv B(w) \). The fact
that both \( B^d_\pm \) are bijections is straightforward.

**Lemma 4.5.** Let \( w \in B^d_N \). Then \( \sum_{(i,j) \in \psi(w)} (j - i) = \frac{1}{2} (H(B^d_+(w)) + H(B^d_-(w))) + Nr. \)

**Proof.** We start by considering the case \( d = 0 \). For \( r = 0 \), every \( i \) and \( j \) forming a pair
\( (i, j) \in \psi(w) \) are in the range 1, \ldots, \( N \). A bubble that closes at position \( +j \) (i.e. \( x_j = -1 \))
contributes \( j \) to the sum − \( \sum_{i} x_i \), and one that opens at \( j (x_j = +1) \) contributes \( -j \). Therefore,
\( H(\vec{x}) = \sum_{(i,j) \in \psi(w)} (j - i) \). For \( r > 0 \), some bubbles close at positions \( j \geq N \) and contribute
Theorem 4.6. The determinant of the linear map $\tilde{B}_N^d$ is no harder than in the case of $d$ position $j$ to $\sum_{(i,j)\in\Phi(w)}(j-i)$ but only $j-N$ to $H(w)$. For every one of these $r$ bubbles, we must add to $-\sum_{j=1}^r jx_j$ a factor of $N$, which yields the correct result.

For $d > 0$ and $r = 0$, the $\sum_{(i,j)\in\Phi(w)}(j-i)$ has contribution $j$ for a bubble that closes at $j$, $-j$ for a bubble that opens at $j$ and 0 for a defect at position $j$. This sum is therefore $-\sum_j jy_j$ where $y = (y_1, y_2, \ldots, y_N)$ is not a path of $P^N_d$ or $P^{-N}_d$, but rather the $y_j$s are in $\{1, 0, -1\}$ and obtained from $w$ by setting $y_j = +1$ or $-1$ if a bubble starts or ends at $j$, and 0 if a defect is at position $j$. In fact, $y = \frac{1}{2}(B^+(w) + B^-(w))$ does this exactly. Finally, generalizing to $r > 0$ is no harder than in the case of $d = 0$. □

Theorem 4.6. The determinant of the linear map $\tilde{B}_N^d$, expressed between the vectors of $\tilde{B}_N^d$ and the spin basis, is, up to a sign,

$$\det \tilde{B}_N^d(u, v) = \prod_{k=1}^{(N-d)/2} (2i \sin(\Lambda(k + d/2) - \mu N)) \left(\frac{\sin \Lambda}{\sin \Lambda} \right) \prod_{k=1}^{(N-d)/2} (k + d/2) \left(\frac{\sin \Lambda}{\sin \Lambda} \right)$$

where $v = e^{i\mu}$, $u = e^{i\mu/2}$ and $\Lambda = \pi - \lambda$, and, in the second form, $\langle \chi \rangle = (-u^2)^N v^{-N} - (-u^2)^{-N} v^{-N}$.

Proof. The Gram determinant allows for the following factorization:

$$\det \tilde{B}_N^d = \prod_{k=1}^{(N-d)/2} (2i \sin(\Lambda(k + d/2) - \mu N)) \prod_{k=1}^{(N-d)/2} (2i \sin(\Lambda(k + d/2) + \mu N))$$

and the proposition is that $\det \tilde{B}_N^d(u, v)$ is the first product and $\det \tilde{B}_N^d(u, v^{-1})$ is the second. This is compatible with the symmetry $v \leftrightarrow v^{-1}$ that corresponds to $\mu \leftrightarrow -\mu$. In fact, $\det \tilde{B}_N^d(u, v)$ is a polynomial in $u$ and $v$ (and their negative powers), and for each $\sin(\Lambda(k + d/2) + \mu N) \sin(\Lambda(k + d/2) - \mu N)$, one factor must contribute to $\det \tilde{B}_N^d(u, v)$ and the other to $\det \tilde{B}_N^d(u, v^{-1})$. To understand how they are distributed, we look at the $u, v \rightarrow \infty$ limit. From (13), we find, in this limit,

$$\tilde{B}_N^d(w) \rightarrow \left(\prod_{(i,j)\in\Phi(w)} v^{j-i} u \sigma_j \right)|0\rangle = u^{\sum_{(i,j)\in\Phi(w)}(j-i)} \left(\prod_{(i,j)\in\Phi(w)} v^{-j} \sigma_j \right)|0\rangle.$$
Figure 2. The domain containing all paths in the sum (33).

with

$$X_1 = \sum_{w \in \tilde{B}_d} |\psi(w)| = |\tilde{B}_d| \frac{N - d}{2} = \left(\frac{N}{2}\right) \frac{N - d}{2} \quad (31)$$

and

$$X_2 = \sum_{w \in \tilde{B}_d} \sum_{(j, i) \in \psi(w)} (j - i) = \sum_{r=0}^{(N-d)/2} \sum_{w \in \tilde{B}_d^r} \left( \frac{1}{2} (H(B^+(w)) + H(B^-(w))) + Nr \right)$$

$$= \sum_{r=0}^{(N-d)/2} Nr |\tilde{B}_d^r| = \sum_{r=0}^{(N-d)/2} Nr |\tilde{B}_d^{r+2r}| = \sum_{r=0}^{(N-d)/2} Nr \left( \left(\frac{N}{2} - r\right) - \left(\frac{N}{2} - r - 1\right) \right)$$

$$= \sum_{s=0}^{(N-d)/2 - 1} N \binom{N}{s}, \quad (32)$$

where, for $X_2$, the second equality follows from lemma 4.5. For the third, we used the fact that

$$\sum_{w \in \tilde{B}_d^r} (H(B^+(w)) + H(B^-(w))) = 0. \quad (33)$$

Indeed, in terms of paths, this sum can be rewritten as $\sum_{\vec{x} \in P_d^N} H(\vec{x})$. The sum is thus over all paths using edges drawn in figure 2, a step in the northeast (southeast) direction corresponding to a positive $x_i$ (negative $x_i$). Paths in $P_d^N$ reach the upper dot, while those in $P_d^N$ reach the lower one. Because the shaded domain is symmetric under a horizontal mirror, each path $\vec{x} \in P_d^N$
has a partner $-\tau \in P^2_{+\beta}$ such that $H(\bar{x}) + H(-\bar{x}) = 0$ and the sum is 0. We now compare this result with the limiting behavior of the proposed $\det I_d^n(u,v)$. For $u,v \to \infty$,

$$
\det I_d^n(u,v) = \prod_{k=1}^{(N-d)/2} \left( u^{2k+d}v^N - (-1)^d u^{-2k-d}v^{-N} \right) \xrightarrow{u,v \to \infty} e^{X_1^N}v^{X_2^N},
$$

up to a sign. The constants $X_1^N$ and $X_2^N$ are

$$
X_1^N = \sum_{k=1}^{(N-d)/2} (2k+d) \left( \frac{N}{d} - k \right), \quad X_2^N = \sum_{k=1}^{(N-d)/2} N \left( \frac{N}{d} - k \right) = \sum_{j=0}^{N-d} N \left( \frac{N}{d} - j \right).
$$

$X_1^N$ already coincides with $X_2$ and a simple exercise with combinatorial coefficients shows that $X_1^N$ and $X_2^N$ also do. Any other choice of distribution of the factors $\sin(\pi k/2)$ for $k \geq 1$ would have changed either $X_1^N$, $X_2^N$ or both, and the choice in (30) is the only possible one. □

Let $u = e^{i(\pi - \Lambda)/2}$ and $v = e^{i\mu}$ be fixed. A pair $(N,d)$ is critical if it belongs to

$$
\{(N,d) \mid \sin(\Lambda k + d/2 - \mu N) = 0 \text{ for some } k, 1 \leq k \leq (N - d)/2\}.
$$

Clearly, the criticality of $(N,d)$ depends on $\mu$ and $\Lambda$ and the matrix $I_d^n$ (or the map $\tilde{P}^d_{(N,d)}$) is singular if and only if $(N,d)$ is critical. Equivalently, for $(N,d)$ fixed, the map $\tilde{P}^d_{(N,d)}(u,v)$ is singular if and only if the point $(u,v)$ lies on one of the critical curves defined by $(k + d/2) = (-u^2)^{k+d/2}v^N - (-u^2)^{-k+d/2}v^{-N} = 0, 1 \leq k \leq (N - d)/2$.

**Theorem 4.7.** Let $u = e^{i\beta/2}$ and $v = e^{i\alpha}$ be fixed. The map $\tau : \mathcal{EPTL}_N(\beta, \alpha) \to \text{End}((C^2)^{\otimes N})$ defined by $e_i \mapsto \hat{e}_i$ and $\Omega^{\pm 1} \mapsto \Omega^{\pm 1}$ is a representation of $\mathcal{E}_N(\beta, \alpha)$ with $\beta = u^2 + u^{-2}$ and $\alpha = v^N + v^{-N}$. Moreover, if $(N,d)$ is not critical, then $\tilde{P}^d_{(N,d)} : (C^2)^{\otimes N} \mid_{S = \alpha d/2}$ is an isomorphism between modules over $\mathcal{EPTL}_N(\beta, \alpha)$.

**Proof.** We left out in section 3 the question of whether the matrices $\hat{e}_i$s and $\hat{\Omega}^{\pm 1}$ verified equations (11) and (12). Clearly, the matrix elements of $((\hat{\Omega}^{\pm 1} \hat{e}_N)^{N-1} - \hat{\Omega}^{\pm N}(\hat{\Omega}^{\pm 1} \hat{e}_N))$ and $((\hat{\Omega}^{\pm 1} \hat{e}_N) - (v^N + v^{-N}) \hat{\Omega})$ are polynomials in $u,v^{-1},v$ and $v^{-1}$. For all non-critical values of $(N,d)$, these matrices are zero, since then $\det I_d^n \neq 0$ and $\hat{\Omega}^{\pm 1} = \tilde{P}^d_{(N,d)} \circ (\hat{P}^d_{(N,d)})^{-1}$ on $(C^2)^{\otimes N} \mid_{S = \alpha d/2}$. (See the end of section 3.2.) Since the critical conditions $\Lambda (k + d/2) - \mu N \notin \pi Z$ represent a finite number of surfaces in the parameter space $(C^2)^2$ of $(u,v)$, then these matrices with polynomial elements vanish everywhere. So equations (11) and (12) and all other defining relations are verified by the $\hat{e}_i$s and $\hat{\Omega}^{\pm 1}$. The fact that $\tilde{P}^d_{(N,d)}$ is an isomorphism of modules follows from the previous discussion and theorem 4.6. □

5. Conclusion

Two representations of the enlarged periodic TL algebra $\mathcal{EPTL}_N(\beta, \alpha)$ were studied in this paper: the link representation $\omega_{\lambda d}$ for the loop models and the representation $\tau$ for the XXZ spin chain. The representation $\omega_{\lambda d}$ plays a role in Fortuin–Kasteleyn models and logarithmic minimal models, depends upon a twist parameter $v$ and is labeled by the number of defects $d$. The representation $\tau$ of the XXZ models is constructed from spin modules, depends upon two parameters $u$ and $v$ and is a direct sum of smaller representations acting on given eigenspaces of the total spin $S$. The main result of this paper is the construction of an intertwiner $\tilde{P}^d_{(N,d)}$ between the representation $\omega_{\lambda d}$ and the restriction of the representation $\tau$ to $S = \frac{d}{2}$, with $\beta = u^2 + u^{-2}$ and $\alpha = v^N + v^{-N}$.
Properties of $\tilde{\mathcal{I}}_N^d$ were studied through its relation with the Gram matrix $\tilde{G}_N^d$, given by theorem 3.3. The critical condition for the pair $(N, d)$, namely that $\sin(\Lambda(k + d/2) - \mu N)$ be zero for some $k$, can be used to define criticality for pairs $(u, v)$ if the pair $(N, d)$ is fixed. The determinant of the transformation is then found to be non-zero except on a finite number of critical curves in the $(u, v)$ plane. If $(u, v)$ is not critical, $\tilde{\mathcal{I}}_N^d$ is an isomorphism between the link and spin modules and any element of $\mathcal{EPTL}_N(\beta, \alpha)$ will have identical eigenvalues in both representations. The solutions of algebraic equations depending on a complex parameter are known to be holomorphic on $\mathbb{C}$ except at a finite number of points [34]. This analyticity in one parameter (say $u$, the parameter $v$ being kept fixed) allows one to extend this coincidence of eigenvalues to the critical cases. The intertwiner $\tilde{\mathcal{I}}_N^d$ may also be able to probe the Jordan structure of the transfer matrices in the representation $\omega_d$.

In lattice regularizations of logarithmic minimal models, the transfer matrix $T_N(\lambda, \mu)$ and Hamiltonian $\mathcal{H}$ are expected to have non-trivial Jordan structures. One way to identify logarithmic theories is thus to search for Jordan cells arising in finite lattice models. For the representations $\omega_d$, our calculation of the determinant of the intertwiner gives some insight into the possible existence of Jordan cells for $\omega_d(\mathcal{H})$. If $\alpha, \beta$ and $v$ are such that the pair $(u, v)$ is not critical, the matrix $\omega_d(c)$ and the restriction of the matrix $\tau(c)$ to the sector $S^d = \frac{\pi}{2}$ are related by a similarity transformation for any $c \in \mathcal{EPTL}_N(\beta, \alpha)$. Because $H = \tau(\mathcal{H})$ is Hermitian and diagonalizable if $u$ and $v$ are on the unit circle, $\omega_d(\mathcal{H})$ may only have Jordan cells if the pair $(u, v)$ is critical. One may then ask in which representations and for which values of $\alpha, \beta$ and $v$ the Jordan cells appear. We will return to this question in [23].
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Appendix A. Proof of proposition 3.2

Proposition 3.2. For all $c \in \mathcal{EPTL}_N(\beta, \alpha)$ and all $w \in \tilde{V}_N^d$, $\tilde{\mathcal{I}}_N^d(cw) = \tau(c)\tilde{\mathcal{I}}_N^d(w)$, where $\beta = u^2 + u^{-2}$, $\alpha = v^N + v^{-N}$ and the action of $c$ on $w$ is the one defined for the representation $\omega_d$, with the twist parameter $v$.

Proof. It actually suffices to check that $\tilde{\mathcal{I}}_N^d(cw) = \tau(c)\tilde{\mathcal{I}}_N^d(w)$ holds if $c$ is one of the generators $e_i, \Omega$ or $\Omega^{-1}$, and $w \in \tilde{B}_N^d$. Let $Y(w) = \prod_{(m, n) \in \psi(w)} \tilde{T}_{m,n}$ and $\psi(w)$ be the part of $\psi(w)$ that does not touch points $i, i + 1, j$ and $k$ (see the diagrams below for the meaning of these indices). We give below a list of relations that are sufficient to establish the result. For each element of this list, we give the diagrammatic relation and its algebraic counterpart to be checked explicitly. For the diagrammatic relations, we draw in $w$ only the positions that play a role in the verification. For example, in the first, the check is for all vectors $w$ whose positions $i$ and $i + 1$ are defects and, because $e_i$ acts only on these positions, they are the only ones drawn:

$$\tau \left( \begin{array}{c} \bigcirc \\ i \end{array} \right) \tilde{\mathcal{I}}_N^d \left( \begin{array}{c} 1 \\ i \end{array} \right) = \tilde{\mathcal{I}}_N^d \left( \begin{array}{c} \bigcirc \\ i \end{array} \right) = 0$$

$\rightarrow \tilde{\mathcal{I}}_N^d(Y(w)|0\rangle = 0,$
\begin{equation}
\tau \left( \begin{array}{c}
\cdots
\end{array} \right) i_N^d \left( \begin{array}{c}
\cdots
\end{array} \right) = (u^2 + u^{-2}) i_N^d \left( \begin{array}{c}
\cdots
\end{array} \right) \tag{2}
\end{equation}
\begin{equation}
\rightarrow \tilde{e}_i \tilde{T}_{i,i+1} Y(w) |0\rangle = (u^2 + u^{-2}) \tilde{T}_{i,i+1} Y(w) |0\rangle,
\end{equation}
\begin{equation}
\tau \left( \begin{array}{c}
\cdots
\end{array} \right) i_N^d \left( \begin{array}{c}
\cdots
\end{array} \right) = v^{i-j} i_N^d \left( \begin{array}{c}
\cdots
\end{array} \right) \tag{3}
\end{equation}
\begin{equation}
\rightarrow \tilde{e}_i \tilde{T}_{i,i+1} Y(w) |0\rangle = v^{i-j} \tilde{T}_{i,i+1} Y(w) |0\rangle,
\end{equation}
\begin{equation}
\tau \left( \begin{array}{c}
\cdots
\end{array} \right) i_N^d \left( \begin{array}{c}
\cdots
\end{array} \right) = v^{i+j} i_N^d \left( \begin{array}{c}
\cdots
\end{array} \right) \tag{4}
\end{equation}
\begin{equation}
\rightarrow \tilde{e}_i \tilde{T}_{i,i+1} Y(w) |0\rangle = v^{i+j} \tilde{T}_{i,i+1} Y(w) |0\rangle,
\end{equation}
\begin{equation}
\tau \left( \begin{array}{c}
\cdots
\end{array} \right) i_N^d \left( \begin{array}{c}
\cdots
\end{array} \right) = \tilde{i}_N^d \left( \begin{array}{c}
\cdots
\end{array} \right) \tag{5}
\end{equation}
\begin{equation}
\rightarrow \tilde{e}_i \tilde{T}_{i,i+1} Y(w) |0\rangle = \tilde{T}_{i,i+1} \tilde{T}_{j,k} Y(w) |0\rangle,
\end{equation}
\begin{equation}
\tau \left( \begin{array}{c}
\cdots
\end{array} \right) i_N^d \left( \begin{array}{c}
\cdots
\end{array} \right) = \tilde{i}_N^d \left( \begin{array}{c}
\cdots
\end{array} \right) \tag{6}
\end{equation}
\begin{equation}
\rightarrow \tilde{e}_i \tilde{T}_{j,k} Y(w) |0\rangle = \tilde{T}_{i,i+1} \tilde{T}_{j,k} Y(w) |0\rangle,
\end{equation}
\begin{equation}
\tau \left( \begin{array}{c}
\cdots
\end{array} \right) i_N^d \left( \begin{array}{c}
\cdots
\end{array} \right) = \tilde{i}_N^d \left( \begin{array}{c}
\cdots
\end{array} \right) \tag{7}
\end{equation}
\begin{equation}
\rightarrow \tilde{e}_i \tilde{T}_{j,k} Y(w) |0\rangle = \tilde{T}_{j,k} \tilde{T}_{i,i+1} Y(w) |0\rangle,
\end{equation}
\begin{equation}
\tau \left( \begin{array}{c}
\cdots
\end{array} \right) i_N^d \left( \begin{array}{c}
\cdots
\end{array} \right) = (v^N + v^{-N}) \tilde{i}_N^d \left( \begin{array}{c}
\cdots
\end{array} \right) \tag{8}
\end{equation}
\begin{equation}
\rightarrow \tilde{e}_i \tilde{T}_{i,i+1} Y(w) |0\rangle = (v^N + v^{-N}) \tilde{T}_{i,i+1} Y(w) |0\rangle,
\end{equation}
\begin{equation}
\tau \left( \begin{array}{c}
\cdots
\end{array} \right) i_N^d \left( \begin{array}{c}
\cdots
\end{array} \right) = \tilde{i}_N^d \left( \begin{array}{c}
\cdots
\end{array} \right) \tag{9}
\end{equation}
\begin{equation}
\rightarrow \Omega \pm 1 \tilde{i}_N^d \left( \begin{array}{c}
\cdots
\end{array} \right) = \tilde{i}_N^d \left( \begin{array}{c}
\cdots
\end{array} \right) \pm 1 w.
\end{equation}

A few observations are useful. First, if the four indices of \( \tilde{T}_{i,j} \) and \( \tilde{T}_{k,l} \) are distinct, then these two linear maps commute. Second, because \( Y(w) \) commutes with \( \tilde{e}_i \) and with those \( \tilde{T}_s \) with indices in \( \{i, i+1, j, k\} \), we can ignore it in our calculation. And third, the usual \( \sigma^+_j \sigma^-_j |0\rangle = |0\rangle \) and \( \sigma^+_j |0\rangle = 0 \) are keys in the computations to follow. Because of the latter identities, relation (1) is trivially satisfied. Under the action of \( \tau \), the number of defects is
conserved, as it is in the representation $\omega_\beta$. The computations for the elements (2), (3) and (5) are
\[
\tilde{e}_i\tilde{T}_{i,+1}|0\rangle = (u^{v-1}\sigma^-_i + u^2v\sigma^-_{i+1} + u^{-1}v\sigma^-_i + u^{-3}v^{-1}\sigma^-_i)|0\rangle
= (u^2 + u^{-2})(uv\sigma^-_{i+1} + (u^{v-1})\sigma^-_i)|0\rangle = (u^2 + u^{-2})\tilde{T}_{i,+1}|0\rangle,
\]
\[
\tilde{e}_i\tilde{T}_{i,+1}|0\rangle = u^{-1}v^{-j+i+1}v^{-2}\sigma^-_i + u^2\sigma^-_{i+1})|0\rangle = v^{j-i}\tilde{T}_{i,+1}|0\rangle,
\]
\[
\tilde{e}_i\tilde{T}_{i,k}\tilde{T}_{i,+1}|0\rangle = ((v^{k-i}u^{v-1})(u^{v-1})u^{-1})(v^{2v-2}\sigma^-_i + u^2\sigma^-_{i+1})
= (uv\sigma^-_{i+1}(uv^{k-i}\sigma^-_i + u^{-1}v^{-(k-j)}\sigma^-_j)
+ (uv^{-1}\sigma^-_i (uv^{k-j}\sigma^-_k + u^{-1}v^{-j}\sigma^-_j))|0\rangle
= \tilde{T}_{i,+1}\tilde{T}_{i,k}|0\rangle,
\]
and for (8), the link state $w$ has a boundary bubble connecting positions $i + 1$ and $i + N$ and
\[
\tilde{e}_i\tilde{T}_{i+N+1}|0\rangle = (u^{v-1}(u^{v-1})u^{v-1}u^{v-1}u^{-1})u^{v-1}v^{-1-N}(v^{2v-2}\sigma^-_i + u^2\sigma^-_{i+1})|0\rangle
= (u^N + u^{-N})\tilde{T}_{i,+1}|0\rangle.
\]

The proofs of (4), (6) and (7) are similar. For (9), from the definition of $\tilde{\Omega}^{\pm 1}$, we have $\tilde{\Omega}^{\pm 1} = v^{(2)}\tilde{T}_{i+1,j+1}\Omega^{\pm 1}$ and $v^{(2)}\tilde{T}_{i+1,j+1}|0\rangle = v^{(2)}\Omega^{\pm 1}|0\rangle$. In the subspace with $d$ defects, the number $|\psi(w)|$ of pairs $(\ell_m, j_m)$ in $\psi$ is $(N-d)/2$ and
\[
\tilde{\Omega}^{\pm 1}_N(w) = \Omega^{\pm 1}\left(\prod_{(i,j)\in\Psi(w)}\tilde{T}_{i,j}\right) |0\rangle = v^{(2)}\Omega^{\pm 1}\left(\prod_{(i,j)\in\Psi(w)}\tilde{T}_{i,j}\right) |0\rangle
= v^{(N-d)}\tilde{\Omega}^{\pm 1}_N(w),
\]
as required.

\[\square\]

Appendix B. Proof of theorem 3.3

**Theorem 3.3.** Let $Q^d_N = (L^d_N(u,v^{-1}))^T L^d_N(u,v)$. Then, $Q^d_N = \hat{\omega}^\beta_N$ with $\beta = u^2 + u^{-2}$, $\alpha = v^N + v^{-N}$ and the twist parameter $v$.

**Proof.** We see $Q^d_N$ as an endomorphism of $\tilde{V}^d_N$ whose matrix elements in the link state basis are
\[
(Q^d_N)_{w_1,w_2} = \sum_x (L^d_N(u,v^{-1}))^T_{w_1,x} L^d_N(u,v)_{x,w_2}.
\]

With the usual scalar product on spin states $\langle x_1,x_2,\ldots,x_N|y_1,y_2,\ldots,y_N\rangle = \prod_i \delta_{x_i,y_i}$ for $x_i, y_i \in \{-1,1\}$, matrix elements can be rewritten as
\[
(L^d_N(u,v^{-1}))^T_{w_1,x} = (L^d_N(u,v^{-1}))_{x,w_1} = \langle x| \prod_{(i,j)\in\Psi(w)} \tilde{T}_{i,j}(u,v^{-1}) |0\rangle = \prod_{(i,j)\in\Psi(w)} \tilde{T}_{i,j}(u,v^{-1}) |x\rangle,
\]
and then
\[
(Q^d_N)_{w_1,w_2} = \sum_x \langle x| \prod_{(i,j)\in\Psi(w)} \tilde{T}_{i,j}(u,v^{-1}) |x\rangle \prod_{(i,j)\in\Psi(w)} \tilde{T}_{i,j}(u,v) |0\rangle
= \prod_{(i,j)\in\Psi(w)} \tilde{T}_{i,j}(u,v^{-1}) \prod_{(i,j)\in\Psi(w)} \tilde{T}_{i,j}(u,v) |0\rangle.
\]
Note that all the elements of the second product commute among each other, and the same goes for those of the first. However, elements of the first product do not commute with some elements of the second. More precisely, an element $\tilde{T}_{i,j}^T$ of the first product does not commute with a $\tilde{T}_{k,l}$ of the second if $\{i, j\} \cap \{k, l\} \neq \emptyset$. This suggests to break down the above products into clusters, namely subsets of indices corresponding to connected components of the Gram diagram $D_G(w_1, w_2)$. Such a cluster is the set of labels visited by one loop or one defect in the diagram. Then $(Q_N^T)_{w_1, w_2}$ factors as a product over clusters:

$$(Q_N^T)_{w_1, w_2} = (0) \prod_{m=1}^{n_c} \left( \prod_{(i,j) \in \psi(w_1) \cap \psi(u)} \tilde{T}_{i,j}^T(u, v^{-1}) \prod_{(k,l) \in \psi(w_2) \cap \psi(v)} \tilde{T}_{k,l}(u, v) \right) |0\rangle,
$$

where the $c_m$s are the clusters and $n_c$ is their number in $D_G(w_1, w_2)$. We want to show that

$$(Q_N^T)_{w_1, w_2} = \begin{cases} 0 & \text{if two defects of } w_1 \text{ or } w_2 \text{ are connected}, \\ (v^N + v^{-N})^{n_u} (u^2 + u^{-2})^{n_v} v^{n_v} & \text{otherwise}, \end{cases}
$$

(B.1)

where $n_u$, $n_v$, and $n_c$ have been defined in definition 3.2. To show this, we can concentrate on a single cluster, say the one containing the point $i$, and simplify it by removing pairs of indices recursively. More precisely, we proceed as in proposition 3.2. We identify local relations between the $\tilde{T}$s and $\tilde{T}^T$s that, if true, would show that each cluster gives rise to its proper contribution in the final result of (B.1). Here are these local relations where the $u$ and $v$ dependence of $\tilde{T}_{i,j}(u, v)$ and $\tilde{T}_{i,j}^T(u, v^{-1})$ has been removed and therefore $T_{i,j}$ and $T_{i,j}^T$ stand for $\tilde{T}_{i,j}(u, v)$ and $\tilde{T}_{i,j}^T(u, v^{-1})$, respectively.

1. $j = u^2 + u^{-2} \rightarrow T_{i,j}^T T_{i,j} |0\rangle = (u^2 + u^{-2}) |0\rangle$,
2. $j = v^N + v^{-N} \rightarrow T_{i,j}^T T_{i,j+i,N} |0\rangle = (v^N + v^{-N}) |0\rangle$,
3. $j = 0 \rightarrow T_{i,j}^T |0\rangle = 0 = |0\rangle T_{i,j}$,
4. $j = \varphi^l \rightarrow T_{i,k}^T T_{i,j} \varphi_l |0\rangle \simeq T_{i,l} |0\rangle$,
5. $j = \psi^l \rightarrow T_{i,j}^T T_{i,k} \psi_l |0\rangle \simeq T_{i,l} |0\rangle$,
6. $j = \varphi^l \rightarrow T_{i,k}^T T_{i,j} \varphi_l |0\rangle \simeq T_{i,l} |0\rangle$,
7. $j = \psi^l \rightarrow T_{i,j}^T T_{i,k} \psi_l |0\rangle \simeq T_{i,l} |0\rangle$,
8. $j = \varphi^l \rightarrow T_{i,j}^T T_{i,k} \varphi_l |0\rangle = v^l |0\rangle$,
9. $j = \psi^l \rightarrow T_{i,j}^T T_{i,k} \psi_l |0\rangle = v^{-l} |0\rangle$,

where $\simeq$ means the equality holds modulo terms that will be 0 when the product with $|0\rangle$ is computed. For instance, relation (4) is checked as follows:

$$v^l \in |0\rangle \rightarrow (v^l) |0\rangle = 1.$$
\[ T_{j,k}^T T_{i,l} |0\rangle = (uv^{-i-j} \sigma_i^+ + u^{-1} v^{k-i} \sigma_j^-)(uv^{l-j} \sigma_j^- + u^{-1} v^{k-l} \sigma_k^-)(uv^{l-k} \sigma_l^- + u^{-1} v^{k-l} \sigma_k^-)|0\rangle \\
= (uv^{l-j} \sigma_j^- + u^{-1} v^{k-l} \sigma_j^- + uv^{l-i} \sigma_i^- + u^{-1} v^{k-i} \sigma_k^-)|0\rangle \\
= (T_{i,l} + uv^{2l-j-i} \sigma_j^- + u^{-1} v^{2k-i-j} \sigma_k^-)|0\rangle \simeq T_{i,l}|0\rangle ,
\]
where, in the last step, we used the fact that in what remains of \( \prod T^T \prod T \), everything commutes with \( \sigma_i^\pm \) and \( \sigma_j^\pm \) and \( |0\rangle \sigma_i^- = 0 \). Relation (9) is trivial and the seven others are proved in a similar fashion. Finally, we note that the case
\[
\begin{array}{c}
\includegraphics[width=0.2\textwidth]{diagram1.png}
\end{array}
\]
does not need to be studied because there has to be a \( j \) (with \( i < j < k \)) for which the diagram reads
\[
\begin{array}{c}
\includegraphics[width=0.2\textwidth]{diagram2.png}
\end{array}
\]
and then relation (6) (or rather its transpose) may be used first. In conclusion, in calculating \( \langle Q^2_{kl} \rangle_{w_1,w_2} \), each cluster gives rise to a factor through relations (1), (2), (7) and (8) that is equal to the factor obtained from the corresponding closed loop in the Gram diagram and the proof is complete. □
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