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Abstract
We consider general mixtures of isocurvature and adiabatic cosmological perturbations. With a minimal assumption set consisting of the linearized Einstein equations and a primordial perfect fluid we derive the second-order action and its curvature variables. We also allow for varying equation of state and speed of sound profiles. The derivation is therefore carried out at the same level of generality that has been achieved for adiabatic modes before. As a result we find a new conserved super-horizon quantity and relate it to the adiabatically conserved curvature perturbation. Finally we demonstrate how the formalism can be applied by considering a Chaplygin gas-like primordial matter model, finding two scale-invariant solutions for structure formation.

PACS number: 98.80.−k

1. Introduction

Cosmology, as every other field in science, comes equipped with its set of paradigms. Here we wish to break with the assumption that cosmological perturbations are adiabatic. Departure from this claim has of course already been discussed and considered in many forms in the literature (see e.g. [1–3]). The novelty of this paper then is to develop the cosmological perturbation formalism in a relativistic context for any mixture of entropy and adiabatic perturbations in the same generality that has been achieved for purely adiabatic perturbations before (see e.g. [4]). As such we will carry out our derivations employing a minimal assumption set only consisting of

- the linearized Einstein equations and
- modelling primordial matter as a perfect fluid.

Importantly we therefore do not constrain the equation of state or speed of sound profile of the primordial fluid, which are consequently allowed to vary freely.

In a nutshell our philosophy is therefore to say as much as possible about non-adiabatic perturbations whilst specifying as little as possible w.r.t. the nature of the underlying primordial matter. The resulting formalism will allow straightforward computation and comparison of e.g. power spectra produced by any model satisfying our assumption set. In contrast, the
previous literature has focused on considering isocurvature perturbations produced by more tightly constrained matter in great detail (e.g. matter–radiation and other fluid mixtures [4–6] or multiple scalar fields [7]).

Observationally, purely adiabatic modes are still compatible with current experimental data, but near-future experiments such as Planck should soon tighten constraints, possibly establishing the presence of entropic modes. In fact there might already be positive evidence suggesting their presence (see e.g. [8]).

The paper is organized as follows. In section 2, we give a precise definition of what we mean by ‘non-adiabatic’ perturbations and give explicit examples to show how isocurvature modes can arise from the interaction of components in an overall perfect fluid. In section 3, we then extract equations of motion from the linearized Einstein equations for a perfect fluid. These are developed into a second-order action for fluctuations and the associated curvature variables in the adiabatic case in section 4. Here we also show that single scalar fields generically have vanishing non-adiabatic perturbations on large scales. In section 5, we then present the main results w.r.t. the formalism developed in this paper: a second-order action for fluctuations and associated curvature variables in the non-adiabatic case. We pay special attention to the asymptotic limits of the solution, finding a new conserved super-horizon charge.

Having mentioned some observational constraints imposed on primordial matter models in section 6, in section 7 we provide an application of the formalism developed. More specifically we investigate a Chaplygin gas-like primordial matter model, finding two solutions capable of producing scale-invariant power spectra and resolving the horizon problem. Finally we look at the issue of growing and decaying modes in section 8, before concluding in section 9.

2. (Non-)Adiabaticity

2.1. The hydrodynamical setup

Let us begin by spelling out what exactly we mean by ‘non-adiabatic perturbations’. In staying with our philosophy of leaving the exact nature of the primordial matter in question unspecified, the formalism developed here will be at the level of hydrodynamics and we will thus characterize the system thermodynamically by its pressure \( p \), energy density \( \epsilon \) and entropy \( S \) variables. When Taylor-expanding perturbations in the pressure in terms of the other variables we find

\[
\delta p = \left. \frac{\partial p}{\partial \epsilon} \right|_S \delta \epsilon + \left. \frac{\partial p}{\partial S} \right|_\epsilon \delta S
\]

\( = c_s^2 \delta \epsilon + \delta p_{\text{ent}}, \)

(1)

where we have denoted the entropic perturbation term as \( \delta p_{\text{ent}} \) and have defined the adiabatic speed of sound \( c_s^2 \) as

\[
c_s^2 = \left. \frac{\partial p}{\partial \epsilon} \right|_S = \frac{\dot{p}}{\dot{\epsilon}}.
\]

(2)

Here \( \dot{\cdot} \) is a derivative w.r.t. proper time \( t \). It is important to note that (1) actually separates the pressure perturbation into isentropic (\( \nabla S = 0 \)) and non-isentropic parts [9, 10]. Adiabaticity only requires \( \dot{S} = 0 \). However, in cosmology isentropic perturbations are often loosely referred to as adiabatic, so in following convention we will describe fluctuations as ‘(non-)adiabatic’. However, we stress that thermodynamically speaking one should really describe perturbations as described by (1) as ‘(non-)isentropic’.
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Our demarcation criterion in distinguishing non-adiabatic from adiabatic perturbations will simply be $\delta p_{\text{ent}} \neq 0$. We therefore group together purely isocurvature perturbations (for which $\delta \varepsilon = 0$ and hence $\delta p = \delta p_{\text{ent}}$) and arbitrary mixtures of isocurvature and adiabatic modes, using ‘non-adiabatic’ as an umbrella term to describe all overall pressure perturbations with non-zero $\delta p_{\text{ent}}$. It is worth emphasizing that this means we take ‘non-adiabatic’ to literally mean ‘not adiabatic’, and not only as a reference to purely isocurvature modes.

For notational convenience, we also define an ‘effective’ speed of sound $c_{es}^2$ here, which relates pressure and energy density perturbations and reduces to $c_i^2$ when evaluated at constant entropy, i.e. in the adiabatic limit

$$c_{es}^2 = \frac{\delta p}{\delta \varepsilon}.$$  (4)

### 2.2. A perfect fluid

The primary assumption going into our derivation will be treating the overall primordial matter as an effective perfect fluid (as it arises naturally for FRW universes). Consequently our primordial matter stress–energy tensor will be of the following form:

$$T^\alpha_\beta = (\varepsilon + p)u^\alpha u_\beta - p\delta^\alpha_\beta,$$  (5)

where $u$ refers to the potential 4-velocity.

Specific single fluid/field examples of matter with such a perfect fluid $T^\alpha_\beta$ include hydrodynamical fluids as well as scalar fields $\phi$ with Lagrangian $L_\phi = \sqrt{-g}p(X, \phi)$, where the kinetic term is $X = \frac{1}{2} g^\alpha_\beta \partial_\alpha \phi \partial_\beta \phi$. As such this incorporates canonical scalar fields with potential $V(\phi)$ as well as those with non-canonical kinetic terms (e.g. as encountered in $k$-inflation [11]). For a canonical scalar field $\phi$, we obtain (5) with (see [4])

$$p = X - V(\phi), \quad \varepsilon = X + V(\phi).$$  (6)

It is interesting to note that the entire (irrotational) fluid analysis can in fact be carried out by considering a single Klein–Gordon action raised to some power $\alpha$ [12, 13]. In this setting, the scalar field becomes the velocity potential of the effective perfect fluid.

More generally, however, we can view such an overall effective $T^\alpha_\beta$ as representing the sum of stress–energy tensors corresponding to (possibly multiple) components and their interactions. It is these interactions that can in principle give rise to non-adiabaticity in an overall perfect fluid.

To illustrate the mechanism by which this can happen, consider a perfect fluid with the following two-component decomposition:

$$T^\alpha_\beta = (\varepsilon + p)u^\alpha u_\beta - p\delta^\alpha_\beta = T_1^\alpha_\beta + T_2^\alpha_\beta.$$  (7)

It is then shown in [14] that we can derive the following relationship independently of the nature of interactions between the two components:

$$P - \frac{\dot{\rho}}{\dot{\varepsilon}} D = \frac{\dot{\varepsilon}_1}{\dot{\varepsilon}} \left( P_1 - \frac{\dot{p}_1}{\dot{\varepsilon}_1} D_1 \right) + \frac{\dot{\varepsilon}_2}{\dot{\varepsilon}} \left( P_2 - \frac{\dot{p}_2}{\dot{\varepsilon}_2} D_2 \right) + \frac{\dot{\varepsilon}_1 \dot{\varepsilon}_2}{(\dot{\varepsilon})^2} \left[ \frac{\dot{p}_2}{\dot{\varepsilon}_2} - \frac{\dot{p}_1}{\dot{\varepsilon}_1} \right] (D_2 - D_1).$$  (8)

Here $P$ and $D$ are measures of the overall fractional pressure and energy density perturbations, where subindices $i$ denote corresponding quantities for individual components $i$,

$$P_i = -3H \frac{\delta p_i}{\dot{\varepsilon}_i},$$  (9)

$$D_i = -3H \frac{\delta \varepsilon_i}{\dot{\varepsilon}_i}.$$  (10)
From our discussion above it is clear that \( P_D = c^2_{es} \) and hence that \( P_D = c^2_{es} = \frac{\dot{p}}{\dot{\varepsilon}} \) in the adiabatic case. The first two terms in (8) therefore vanish if the individual components behave adiabatically. However, the third term is a measure of the interaction between the two components and is non-zero in general. From this we can immediately conclude that for the overall fluid \( P_D = c^2_{es} \neq \frac{\dot{p}}{\dot{\varepsilon}} = c^2_s \). In other words we can obtain non-adiabatic fluctuations in the overall perfect fluid in question. A closer look at the \([ \ ] \) bracket term in (8) also shows that departure from adiabaticity is directly linked to having distinct speeds of sound for individual components.

As an explicit example we here mention the familiar case of the Chaplygin gas, whose popularity stems from potentially providing an effective single fluid description of dark energy and dark matter. A Chaplygin gas has equation of state \( p = A \varepsilon \). In its simplest forms \( A \) is a constant, however here we will allow fluctuations in \( A \) as well, following [14] once again. One then finds that the perfect fluid Chaplygin gas can be viewed as composed of another Chaplygin gas interacting with a pressureless fluid. Overall we obtain

\[
\begin{align*}
P &= c^2_{es} D \\
c^2_{es} &= \frac{\dot{p}}{\dot{\varepsilon}} (1 - \mu)
\end{align*}
\]

\[
\mu = \frac{\varepsilon}{(\varepsilon + p)D} \frac{\delta A}{A}.
\]

For a non-zero \( \mu \), we therefore again find \( c^2_{es} \neq c^2_s \) and have produced a perfect fluid model with non-adiabatic perturbations.

3. Perturbation equations

Here we derive the equations of motion associated with relativistic primordial perturbations from the linearized Einstein equations. Establishing our notation we write the Friedmann equations as

\[
\begin{align*}
\mathcal{H}^2 &= \frac{8\pi G}{3} a^2 \varepsilon \\
\mathcal{H}^2 - \mathcal{H}' &= 4\pi G a^2 (\varepsilon + p) \equiv \mathcal{G},
\end{align*}
\]

where \( \varepsilon \) and \( p \) represent the overall background energy density and pressure, respectively. We also have the conformal Hubble factor \( \mathcal{H} \equiv a'/a \), \( a(\eta) \) is the scale factor of the FRW metric and \( \mathcal{G} \) has been defined in order to keep the notation concise in what follows. Here \( \dot{} \) denotes differentiation w.r.t conformal time \( \eta \), which is defined as

\[
\int d\eta = \int \frac{dt}{a}.
\]

The linearized perturbed Einstein equations for a perfect fluid \( T^\alpha{}_{\beta} \) (5) are

\[
\Delta \Phi - 3 \mathcal{H} (\Phi' + \mathcal{H} \Phi) = 4\pi G a^2 \delta \varepsilon, \tag{16}
\]

\[
(a\Phi)'_{;i} = 4\pi G a^2 (\varepsilon + p) \delta u_i = \mathcal{G} \delta u_i, \tag{17}
\]

\[
\Phi'' + 3 \mathcal{H} \Phi' + (2\mathcal{H}' + \mathcal{H}^2) \Phi = 4\pi G a^2 \delta p. \tag{18}
\]

Here \( \Delta \) is the Laplacian, \( \Phi \) is the gauge-invariant (Newtonian) Bardeen potential and \( \delta \varepsilon, \delta u_i \) are gauge-invariant perturbations (denoted by an overbar); we refer the reader to [4, 11] for notation and further explanations. In what follows we will be working in the longitudinal gauge (also sometimes referred to as the conformal Newtonian gauge). This is important,
because the longitudinal gauge completely fixes the gauge degrees of freedom, eliminating spurious gauge modes from the solutions [15, 16]. Whilst the longitudinal gauge chosen here is computationally useful, we are therefore working with gauge-invariant quantities and the following derivations consequently also lead to gauge-invariant quantities. This is in contrast to e.g. computations carried out in the synchronous gauge, where there is a residual gauge freedom and gauge modes are still present.

Using equation (17) to solve for $\Phi'$ and $\Phi''$ one obtains

$$\Phi' = \frac{G}{a} \delta u_\parallel - \mathcal{H} \Phi$$

(19)

$$\Phi'' = \frac{G}{a} \delta u_\parallel + \frac{G}{a} \left( \frac{p'}{\varepsilon + p} - 3\mathcal{H} \right) \delta u_\parallel + G \Phi.$$  

(20)

Combining equations (16) and (18) we obtain

$$\Phi'' + 3(1 + c^2_{es}) \mathcal{H} \Phi' + (2\mathcal{H}' + (1 + 3c^2_{es})\mathcal{H}^2 - c^2_{es} \Delta) \Phi = 0.$$  

(21)

Using (19) and (20) to substitute in for $\Phi'$ and $\Phi''$ we also derive the following equation for $\delta u_\parallel$:

$$\delta u_\parallel' + \delta u_\parallel \left( \frac{p'}{\varepsilon + p} + 3c^2_{es} \mathcal{H} \right) = \left( 1 + \frac{c^2_{es} \Delta}{G} \right) (a \Phi).$$  

(22)

Equations (21) and (22) are effectively the equations of motion for the system under consideration, governing the Newtonian potential $\Phi_1$ and the matter 4-velocity $u$, respectively. They are also the precursors to the so-called $u$- and $v$-equations we encounter in the literature.

Noticeably the $\delta u_\parallel$ term in (22) vanishes for adiabatic perturbations since

$$\frac{p'}{\varepsilon + p} + 3c^2_{es} \mathcal{H} = 0.$$  

(23)

In the adiabatic case the equations of motion therefore simplify considerably. However, since we eventually want to drop the requirement of adiabaticity, we proceed differently here. We combine the $\delta u_\parallel$ and $\delta u_\parallel$ terms by introducing the new variable $\tilde{\zeta} = \delta u_\parallel f$, requiring

$$\frac{f'}{f} = \frac{p'}{\varepsilon + p} + 3c^2_{es} \mathcal{H}.$$  

(24)

Importantly $\tilde{\zeta}$ is therefore only defined up to its fractional variation here. Comparison with (23) shows that $\tilde{\xi}$ provides a generic measure of the departure from adiabaticity. If we furthermore define $\tilde{\xi} = a \Phi$, we have compactified our equations of motion (21) and (22) to the following forms:

$$\tilde{\zeta}' = \frac{G}{f} \tilde{\zeta}$$  

(25)

$$\tilde{\xi}' = f \left( 1 + \frac{c^2_{es} \Delta}{G} \right) \tilde{\xi}.$$  

(26)

Using the methods outlined in appendix A we can now also write down an action for this system

$$S = \int \left( \dot{v}^2 + (G + c^2_{es} \Delta) \dot{v}^2 + \frac{\tilde{\zeta}^2}{\tilde{\xi}} \dot{v}^2 \right) \, d\eta \, d^3 x,$$  

(27)

where $\dot{v} \equiv \ddot{z} \tilde{\xi}$ and we have defined

$$\tilde{\zeta}^2 = \frac{G \dot{\mathcal{O}}}{f(G + c^2_{es} \Delta)}.$$  

(28)
where $\hat{O}(\Delta)$ is some time-independent operator (see appendix A for details). Whilst (27) is a perfectly valid action, however, it is representationally rather opaque. For instance, multiple terms here depend on $\Delta$ and hence (after Fourier transformation) on the wave mode $k$. This obscures physically significant features such as the behaviour of long- and short-wavelength modes, so that we will find it helpful to recast (27) into a form where such features as well as the relative contributions of entropic and adiabatic modes become more apparent. The following two sections are dedicated to this task, first in the adiabatic limit and then in the non-adiabatic case.

4. The adiabatic case

4.1. General solution

Here we consider the limit where $\delta p_{\text{ent}} = 0$ and hence $f' = 0$. Using the techniques outlined in appendix A we transform the equations of motion (25) and (26) by switching to new variables

$$\xi_{\text{ad}} = \frac{a}{H} \hat{\xi}, \quad \zeta_{\text{ad}} = \frac{H}{a} \hat{\zeta} + \frac{1}{a} \hat{\xi}. \quad (29)$$

In terms of these new variables we obtain equations of motion

$$\xi_{\text{ad}}' = \frac{G a^2}{H^2} \zeta_{\text{ad}} \quad \zeta_{\text{ad}}' = \frac{H^2}{G a^2 c_s^2 \Delta} \xi_{\text{ad}}. \quad (30)$$

The associated action is

$$S = \int \left( v'^2 + c_s^2 \Delta v^2 + \frac{z''}{z} v^2 \right) \, d\eta \, d^3 x, \quad (31)$$

where $v$ is the familiar canonical quantization variable $v = z\zeta_{\text{ad}}$ and

$$z^2 \propto \frac{G a^2 \hat{O} H^2}{H^2 c_s^2 \Delta}. \quad (32)$$

Identifying the time-independent operator $\hat{O}$ with the Laplacian, $\hat{O} = \Delta$, we have reproduced the results obtained in the literature for adiabatic fluctuations [4]. $z^2$ is independent of $k$ and the representational advantages discussed above are restored. Furthermore $\zeta$ is the well-known curvature perturbation, which freezes out in the long-wavelength limit, where we can ignore the $c_s^2$ term. This feature is easily visible, once we have varied $S$ w.r.t $v$ and Fourier-transformed the resulting so-called $v$-equation, obtaining

$$v'' + \left( c_s^2 k^2 - \frac{z''}{z} \right) v = 0. \quad (33)$$

4.2. A single scalar field

Perhaps the most popular primordial matter candidate in the literature is a single scalar field. We will summarize here the argument given in [17], showing that a single $p(X, \phi)$ scalar field only produces adiabatic perturbations on large scales, as identically $\delta p_{\text{ent}} = 0$ for any such field then, we can write the entropic pressure $\delta p_{\text{ent}}$ as

$$\delta p_{\text{ent}} = [p, \phi] \left( 1 + c_s^2 Xp,\phi \right) \delta \phi + [p, X] \left( 1 - c_s^2 Xp,\phi \right) \delta X. \quad (34)$$

In addition we can derive the following constraint equation on large (super-horizon) scales:

$$(p, X + \phi^2 p,XX) \delta X + (\phi^2 p,\phi + p,\phi - 3H p,\phi) \delta \phi = 0. \quad (35)$$
Substituting this into the background field equations leads to $\delta X = \phi \delta \phi$. Finally, substituting this and the following expression for $c_s^2$,

$$c_s^2 = \frac{p_{,X(X)X}^2 + p_{,X}^2}{p_{,X}^2 - p_{,\phi} + p_{,XX}^2 \phi^2 + p_{,X\phi}^2},$$

into (34), we find that

$$\delta p_{\text{ent}} = 0.$$  

(37)

A single $p(x, \phi)$ scalar field therefore only produces adiabatic perturbations on large scales, i.e. $c_s^2 = c_s^2$.

5. The non-adiabatic case

5.1. General solution

What happens if we allow $\delta p_{\text{ent}}$ to depart from 0? Let us firstly recast the equations of motion into a form, where we separate out dependence on adiabatic and isocurvature modes. In terms of the adiabatic variables $\zeta_{ad}$ and $\xi_{ad}$ we now obtain

$$\xi_{ad}' = \frac{G a^2}{2 H^2} \zeta_{ad},$$

(38)

$$\zeta_{ad}' = \frac{H^2}{G a^2} c_s^2 \Delta \xi_{ad} + \frac{f'}{f} \left( \frac{H}{a^2} \xi_{ad} - \zeta_{ad} \right).$$

(39)

This explicitly reproduces the adiabatic equations in the $f' = 0$ limit and we can identify the last two terms in (39) as ‘non-adiabatic’ correction terms. Their dependence on $f'/f$ shows that they vanish identically in the adiabatic limit. We have therefore separated out adiabatic and isocurvature modes at the level of the system’s equations of motion.

In order to extract information about the behaviour of asymptotic wave modes, it is, however, helpful to combine those separate contributions into a more compact form. Following this agenda, equations (38) and (39) can be further compactified by iteratively applying substitution schemes in analogy to the derivation of equations (25) and (26). After a series of such steps we have mapped variables $\zeta_{ad}$ and $\xi_{ad}$ to

$$\theta \equiv \mu f \zeta_{ad} - \nu \xi_{ad} \rho \equiv \frac{\xi_{ad}}{\mu}. $$

(40)

Here the new substitution functions $\nu$ and $\mu$ are defined via coupled differential equations

$$\nu' = \frac{H f'}{a^2} \mu - \mu' = \frac{G a^2}{H^2 f} \nu.$$

(41)

With this new set of functions at our disposal we can finally write down the resulting equations of motion for the system:

$$\rho' = \frac{G a^2}{H^2 f} \frac{1}{\mu^2} \theta$$

(42)

$$\theta' = \frac{H^2 f}{G a^2} \mu^2 c_s^2 \Delta \rho.$$

(43)

1 Subject to the additional constraint (on the integration constants for $\mu$ and $\nu$) that $f \mu^2 \to 1$ as $f' \to 0$, i.e. ensuring the correct adiabatic limit.
Using techniques from appendix A we can turn these equations of motion into an action
\[ S = \int \left( v'^2 + c_{es}^2 \Delta v^2 + \frac{z''}{z} v^2 \right) \, d\eta \, d^3x, \] (44)
where the associated curvature variables \( v \) and \( z \) are given by
\[ z^2 \propto \frac{G a^2}{H^2 f c_{es}^2 \mu^2} \quad v = z\theta. \] (45)
Here we have once again identified \( \hat{O} \) with the Laplacian \( \Delta \).

With these variables the equation of motion for \( v \) is formally identical to that derived for the adiabatic case
\[ v'' - c_{es}^2 \Delta v - \frac{z''}{z} v = 0. \] (46)
All the effects of non-adiabaticity have been absorbed into \( c_{es}^2 \) and new expressions for \( z^2 \) and \( v \) (45) (and consequently a new time-dependent mass term \( z''/z \)).

### 5.2. Asymptotic limits

Let us first consider the short-wavelength limit. Here the asymptotic solution to the fluctuation equations remains unaltered. To see this we Fourier transform the \( v \) equation, obtaining
\[ v'' + \left( c_{es}^2 k^2 - \frac{z''}{z} \right) v = 0. \] (47)
The two \( v \)-terms directly yield the short- and long-wavelength plane wave perturbations, respectively. In the limit where the pressure term dominates (and hence \( c_{es}^2 k^2 \gg |z''/z| \)) we can use the WKB approximation to give the short-wavelength solution
\[ v \approx \frac{1}{\sqrt{c_{es}\lambda}} \exp \left( \pm i \int c_{es} \, d\eta \right). \] (48)
The functional form of the asymptotic short-wavelength limit is therefore independent of \( z''/z \) and hence remains unaffected by the introduction of non-adiabatic modes.

The long-wavelength solution is obtained by considering the opposite limit when the ‘time-variable mass’ term dominates the pressure term (i.e. when \( c_{es}^2 k^2 \ll |z''/z| \)). The introduction of entropy modes therefore plays a significant role.

\[ v = C_1(k)z + C_2(k)z \int \frac{dp}{z^2} + O((k\eta)^2), \] (49)
where \( C_1(k) \) and \( C_2(k) \) are time-independent functions of the wavenumber \( k \). Typically the first term in this expression represents the growing and therefore the dominant mode allowing us to ignore the second term. We will discuss the effects of a dominant \( C_2 \) term in section 8. For a dominant growing \( C_1 \) mode, however, one immediately obtains a conserved quantity on super-horizon scales, i.e. in the long-wavelength limit. Following our notation above this is given by \( \theta \), for \( v = z \theta \) (see (45)), thus resulting in a simple conservation equation \( \theta' = 0 \). This reduces to the familiar \( \zeta_{\text{ad}} = 0 \) in the adiabatic limit. The ‘frozen-in’ quantity outside the horizon, still formally given by \( v/z \), therefore generalizes in the way presented.

Relating the new expression for \( \theta \) to the adiabatically conserved \( \zeta_{\text{ad}} \) one finds
\[ \zeta_{\text{ad}}' = \frac{v \zeta_{\text{ad}}}{f \mu} - \left( \frac{\mu'}{\mu} + \frac{f'}{f} \right) \zeta_{\text{ad}}. \] (50)
The right-hand side of this equation can now be interpreted as an entropy producing the source term causing a deviation from the previously conserved \( \zeta_{\text{ad}} \). This has important physical
consequences. For example nonlinearities could now continue to grow outside the horizon, potentially generating large levels of non-Gaussianity [18].

Finally we can also obtain a general expression for horizon-crossing modes, when considering the point where the short- and long-wavelength solutions ‘meet’. Modes crossing from inside the Hubble radius to the gravity dominated region outside are then subject to the requirement that

\[ (k^2)' = \left( \frac{z''}{c^2 z} \right)' > 0. \]  

(51)

If this inequality is not satisfied, then the modes considered are ‘moving’ in the opposite direction, i.e. crossing the Hubble radius from the outside in.

6. Cosmological constraints

The formalism developed in the previous sections is completely general, as long as our minimal set of assumptions is met. In particular we have not constrained the equation of state of the underlying fluid or the associated behaviour of the scale factor. Inflating or non-inflating \((\dot{a} > 0\) or \(< 0)\) as well as expanding and contracting \((\dot{a} > 0\) or \(< 0)\) solutions are still all on the table. Here we will compile a simple checklist to classify solutions arising from any particular model we might consider.

- Is the model capable of resolving the horizon problem?
- Is an ‘expanding’ solution with \(\dot{a} > 0\) possible?
- Can a scale-invariant power spectrum of perturbations be produced? The observed near scale invariance of fluctuations [19] therefore completes our check-list with an observational criterion.

Let us briefly expand on the items in this list. The horizon problem is posed by the fact that the scales we now observe are initially causally disconnected according to the unreformed Big Bang model yet are also stunningly uniform. In other words, the remarkably homogeneous and isotropic energy density distribution we observe inside the present horizon scale \(ct_0 \sim 10^{28} \text{ cm}\) appears to require a strongly fine-tuned initial matter distribution in the absence of a physical mechanism generating such uniformity. Schematically a ‘resolution of the horizon problem’ involves a temporary reversal of the kinematics realized in the unreformed Big Bang model. Specifically this requires the realization of a phase in the early universe when modes cross from the region inside the Hubble radius (where they are ruled by causal micro-physics) to the region outside (where they become dominated by gravity). With respect to the formalism this means that (51) needs to be satisfied by \(k\)-modes during this phase.

In this context inflation is often invoked [20], where initial vacuum quantum fluctuations inevitably present while the modes are inside the Hubble radius are stretched to super-horizon scales during a phase with accelerating scale factor \(\dot{a}(t) > 0\). Typically this is achieved via the introduction of one or multiple scalar fields. Examples include slow-roll inflation, where restrictions are placed on the form of the scalar field’s potential \(V(\phi)\) (see e.g. [21, 22]) and a variety of models with non-canonical kinetic terms (see e.g. [11, 23] and references therein for \(k\)-inflation and DBI-inflation, respectively). Many alternatives exist; however, cyclic or ekpyrotic scenarios [24, 25] propose a contracting pre-Big Bang phase ‘causally connecting’ fluctuation modes. String gas cosmology [26] invokes thermal fluctuations that exit the Hubble radius during an early quasi-static Hagedorn phase. Varying speed of light (or sound) frameworks [27–29] spread perturbations via a much larger speed of sound in the early universe, thus allowing all observed modes to originate from causally
connected regions. Combinations of all of the above (see for example [18]) have also been proposed. More recently yet another potential resolution has been pointed out within Hofava–Lifshitz gravity [30–34]. Here the effective speed of light (and hence also the speed of sound) diverges in the ultraviolet regime, thus resolving the horizon problem in a way conceptually analogous to varying speed of light models.

The majority of these proposed ‘resolutions’ to the horizon problem are realized within an expanding phase of the universe ($\dot{a} > 0$). However, there are exceptions; e.g. ekpyrotic scenarios or some of the models considered by us in [35]. Here the evolution is reversed as a contracting universe is getting denser and hotter with time rather than diluting and cooling. Features such as scale-invariant spectra are set up within a contracting phase in these models and the horizon problem is solved by fiat as causal connectivity is invariably produced during the contraction. In section 8, we point out some of the issues one must address when employing a contracting phase to generate fluctuations.

One should note that there also remains a gauge subtlety in dealing with perturbations here. This is not immediately obvious since we have only been dealing with gauge-invariant quantities, and the expressions derived such as for the conserved super-horizon charge $\theta$ (40) are consequently gauge-invariant and free of gauge-mode contributions. However, varying $w$ models give rise to different scales for metric and matter variables, so that one still needs to ensure that initial conditions are not plagued by a gauge problem (i.e. that different choices of ‘gauge-invariant’ perturbation variables are indeed equivalent). We refer the interested reader to [15, 35, 36] for more details.

7. A model example: the Chaplygin gas revisited

We will now provide an example of how the formalism developed can be used to extract features for non-adiabatic perturbations around some specified background. The particular example we choose is an extension of the model discussed in [35]. Here the equation of state $w$ and the effective speed of sound $c_{es}^2$ exhibit a power-law dependence on the energy density $\varepsilon$. In principle $w$ and $c_{es}^2$ do not have to be functions of $\varepsilon$ only, but for illustrative purposes we will restrict ourselves to this simple model here. Other models exhibiting such a dependence include not only e.g. the Chaplygin gas and its modifications [37], but also intermediate inflationary models [38, 39]. In fact the latter leads to a second solution for scale invariance in the inflationary setting (the other solution being slow-roll inflation [22, 40]).

7.1. The background solution

We consider models with equation of state $w \equiv p/\varepsilon$ and effective speed of sound $c_{es}^2$ given by

$$w + w_0 \propto \varepsilon^{2\beta}, \quad c_{es}^2 \propto \varepsilon^{2\alpha}.$$  \hspace{1cm} (52)

In the adiabatic limit $c_{es}^2 = c_s^2$, which corresponds to $\alpha = \beta$ here. Specifying the equation of state in the adiabatic case will therefore automatically fix $c_s^2$ as well, so that we can then completely describe the solution via one parameter. In contrast, in the non-adiabatic case $c_{es}^2$ in principle becomes a free variable, so that we need at least two parameters to specify our model.

We will discuss solutions with positive and non-zero $\beta$ and positive $\alpha$ here. For other choices of $\alpha$, $\beta$ we refer to appendix B. At high density all these models display the same (power-law) behaviour. A high $w$ phase then exits into a constant $w$, low density phase which need not be inflation. The corresponding low energy equation of state is given by $w_0$. We can also consider contracting models with these equations of state: the obvious generalization of cyclic models, where a constant high $w$ is invoked.
Solving for \( \varepsilon \) we obtain
\[
\varepsilon \propto t^{-1+4\beta},
\]
where we have ignored the low-energy contribution \( w_0 \). The energy density therefore changes like a power law in \( t \) and diverges as \( t \to 0 \). As such we have
\[
w \propto t^{-4\beta}, \quad c_{es}^2 \propto t^{-1+4\beta}. \tag{54}
\]
Furthermore we obtain the following expression for the scale factor \( a(t) \):
\[
a(t) = a_0 e^{K_1 t^{1+4\beta}} \approx a_0, \tag{55}
\]
where the approximate equality holds in the regime we shall be interested in, namely for early times \( t \ll 1 \). The universe therefore appears to be loitering as a function of time \((a \approx a_0)\) and \( a \) does not vanish at \( t = 0 \). This means we can effectively use conformal and proper time interchangeably, as they only differ by a constant factor: \( \eta = t/a_0 \) when \( t \ll 1 \). Nevertheless the fact that the universe’s energy density diverges as \( t \to 0 \) shows that we do still have a Big Bang singularity. Completing our background solution we find that the conformal Hubble factor behaves as
\[
H \propto t^{-1+4\beta} \approx a_0 t^{-1+4\beta}. \tag{56}
\]

7.2. Perturbations and power spectra

Having specified an equation of state \( w \) and a particular profile for \( c_{es}^2 \) we are now in a position to explicitly solve the fluctuation equation (47). In order to work out the associated power spectra of fluctuation modes we in principle need to know the full Bessel function solution for \( v \). However, we can in fact extract all the necessary information from the asymptotic solutions to the \( v \) equations (48) and (49). When the growing ‘\( C_1 \)-mode dominates, we can simplify these expressions for long- and short-wavelength modes respectively to the following form:
\[
v \propto C_1(k)z, \quad v \propto \frac{1}{\sqrt{c_{es}k}}, \tag{57}
\]
where we have ignored a phase for the short-wavelength limit. We can now determine \( C_1(k) \) by requiring these two asymptotic solutions to match when the \( v \)-term vanishes, i.e. at the point of horizon-crossing. Consequently we ‘glue’ solutions at the point where
\[
c_{es}^2 k^2 = \frac{z''}{z}. \tag{58}
\]
The scalar power spectrum for \( v \), \(|P_\theta(k)|^2\), is given by
\[
|P_\theta(k)|^2 \propto k^3|\theta|^2, \tag{59}
\]
which we can express at the point of gluing as
\[
|P_\theta(k)|^2 \propto k^3|C_1(k)|^2 \propto \frac{k^2}{z^2 c_{es}^2} = \frac{z''}{z^2 c_{es}^3}. \tag{60}
\]
For a scale-invariant solution, \(|P_\theta(k)|^2\) has to be dimensionless. In other words \(|C_1(k)|^2 \propto k^{-3}\). Furthermore the dimensionless amplitude of the power spectrum is experimentally well constrained. We should also point out that (60) is valid for modes exiting the horizon at a primordial stage regardless of the form of the long-wavelength solution for \( v \). However, for it to still be a valid expression for modes re-entering the horizon at a later stage we require a dominant \( C_1 \) mode (see section 8 for details).
Substituting from the background solution into the definition of $z^2$ (45) and differentiating, we also find that

$$\frac{z'}{z} \propto \frac{4(\alpha - \beta)}{1 + 4\beta} t^{-1} - \frac{f'}{f} - \frac{2\mu'}{\mu} + \frac{2a'}{a}.$$  

(61)

This is interesting, as it contains information about which terms will dominate the evolution. Note that from (56) we can see that the first term will generically suppress the $a'/a = \mathcal{H}$ contribution, unless $\alpha = \beta$, i.e. the evolution is adiabatic. As such we can typically ignore the contribution of the $\mathcal{H}$ term in non-adiabatic cases. This is intriguing, given that it is the $\mathcal{H}$ term that provides the dominant contribution in familiar (adiabatic) inflationary models where $z^2 \propto a^2$. With an approximately constant $a_0$, however, we still obtain $z'/z \propto \eta^{-2}$ when only the $t^{-1}$ term is significant, which is reminiscent of the analogous $z'/z \propto \eta^{-2}$ expression we frequently find in inflationary models [18].

7.3. Adiabatic scale invariance

As can be seen from (52), adiabaticity corresponds to $\alpha = \beta$ (with appropriately tuned proportionality constants). We here recover the familiar $z^2 \propto a^2$, which results in the following expression for $k$-modes in the early time limit

$$(k^2)' \propto (\mathcal{H}^2)' < 0.$$  

(62)

No expanding resolution of the horizon problem is therefore possible here, as modes are crossing over from outside the Hubble radius to the inside region. This is the opposite behaviour to the one necessary to realize the desired reversal of the unreformed Big Bang model kinematics. In order to address the horizon problem this model consequently has to be implemented within a contracting phase, as e.g. invoked in cyclic scenarios, for in such a phase the evolution is reversed and incoming modes are mapped into outgoing ones and vice versa.

Applying the gluing techniques discussed above we can now compute the scalar power spectrum for adiabatic perturbations at the point of horizon-crossing. We find

$$|P_\theta(k)|^2 \propto t^{\frac{3\alpha}{2}},$$  

(63)

straightforwardly giving us a criterion for scale invariance by requiring the spectrum to be $k$- and hence, at horizon-crossing, time-independent

$$\beta = \alpha = 1.$$  

(64)

This result is in agreement with the one obtained in [35]. We therefore recover a scale-invariant solution which furthermore is capable of solving the horizon problem in a collapsing phase. We should note that by simultaneously requiring adiabaticity and $\beta > 0$ we have only explored time-varying $c_s^2$ solutions here.

7.4. Non-adiabatic scale invariance I

Let us first consider non-adiabaticity with $\alpha > \beta$. Comparing with (61) we then find

$$\frac{z'}{z} \propto \frac{f'}{f} \propto t^{-\frac{4\alpha}{3\beta + 1}}.$$  

(65)

As such $f$ will exhibit an exponential dependence. We again emphasize that the usually important contributions from the scale factor are negligible here. We are therefore in a radically different regime from the standard inflationary $z'/z \propto a'/a$ scenario. With this the
fluctuations are fully specified and, after computing the time-variable mass term $z'' / z$ to first order, we find

$$ (k^2)' \propto \left( t - \frac{4\alpha + 1}{4\beta} \right)' < 0. $$

Analogously to our reasoning for the adiabatic case, we can thus conclude that no expanding resolution of the horizon problem is possible here as well. In fact this conclusion is not an artefact of choosing a power-law solution for $c_{es}^2$, but will obtain a much wider class of $c_{es}^2$ profiles, e.g. if an exponential trial solution $c_{es}^2 \propto e^{kt}$ is chosen for some constants $c$ and $k$. In the class of scenarios considered here a change in the equation of state would therefore be required to overcome the solution’s ‘affinity’ towards collapsing models, for whilst an initially large and subsequently decaying $c_{es}^2$ has the tendency to reverse the horizon-crossing behaviour of $k$-modes, the time variable mass term $z'' / z$ counteracts this here.

Moving on to computing the scalar power spectrum we obtain

$$ |P_\theta(k)|^2 \propto z'' / z c_{es}^3 \propto t^{\frac{4\alpha - 1}{1 + 4\beta}}. $$

However, the exponential dependence of the $f$-measure (65) here means that $z^2$ diverges as $t \to 0$. And hence $1/z^2$ vanishes as $t \to 0$, growing with time afterwards. From expression (60) we see that the amplitude of the power spectrum $|P_\theta(k)|^2$ will consequently grow with time, also showing divergent behaviour. Comparing this with (66) we find that the result is an exponentially red-tilted power spectrum. Baring extreme fine-tuning, no (near)scale-invariant solution can therefore be produced here.

7.5. Non-adiabatic scale invariance II

We will now consider the non-adiabatic regime with $\beta > \alpha$. Prima facie one would not expect this regime to succeed in stretching primordial fluctuations to super-horizon scales in an expanding phase, for whilst we can still have an initially large speed of sound here, its effects are offset by a more rapidly varying equation of state $w$. Nevertheless it might present an interesting possibility of contracting scenarios. Let us first back up the claim that no expanding resolution of the horizon problem is possible in this context though.

Regarding the formalism we find that the ‘non-adiabatic’ functions $f$ and $\mu$ are given by

$$ f \propto G, \quad \mu \propto G^{-1}. $$

For $\beta > \alpha \geq 0$, we consequently obtain horizon-crossing modes with

$$ (k^2)' \propto \left( t - \frac{4\alpha + 1}{4\beta} \right)' < 0. $$

This does indeed show that no expanding solution can solve the horizon problem in the proposed fashion here. One should point out that the reasoning for the case where $\alpha = \beta$, but adiabaticity fails due to non-matching proportionality constants, is entirely analogous to the considerations presented in this section and the same equations are reproduced.

Is the $\beta > \alpha$ solution a candidate for a contracting solution to the horizon problem? Turning our attention to the scalar power spectrum we find that $|P_\theta(k)|^2$ at horizon-crossing is given by

$$ |P_\theta(k)|^2 \propto t^{\frac{7 - 3\alpha - \beta}{4\beta}}. $$

For a scale-invariant solution, we require (70) to not be $t$-dependent, so that the condition for scale invariance is simply

$$ \alpha = 0. $$
This corresponds to having a constant effective speed of sound \( c_{es}^2 \). We have therefore found a non-adiabatic, contracting and scale-invariant solution with constant \( c_{es}^2 \) but arbitrary \( w \propto \varepsilon^{2\beta} \) here. Interestingly it is straightforward to fabricate blue-tilted spectra in the \( \beta > \alpha \geq 0 \) regime. This can be achieved by choosing positive, non-zero \( \alpha \) as can be seen from (70). A red-tilted spectrum is not possible here, however.

In summary we have found a family of equations of state \( w \) that satisfy our background solution with \( \beta > \alpha \), which can resolve the horizon problem and produce flat power spectra in a contracting phase.

### 8. Growing versus decaying modes

We remind ourselves of the conservation equation for long-wavelength modes (49)

\[
v = C_1(k)z + C_2(k)z \int \frac{d\eta}{z^2} + O((k\eta)^2). \tag{72}
\]

This will only give rise to a conserved quantity \( \theta \) if the \( C_1 \) term is the dominant/growing mode. If the \( C_2 \) mode is dominant, on the other hand, \( \theta \) is not conserved. A power spectrum scale-invariant in \( \theta \) upon horizon exit consequently does not guarantee that modes re-entering the horizon at a later stage will be scale-invariant in \( \theta \) anymore. Meeting the observational constraints therefore requires a more elaborate setup than the simple gluing considerations we presented for a growing \( C_2 \) mode. As an example of such a scenario with a dominant \( C_2 \) term we here refer to a single scalar field in a contracting phase [41, 42]. Such setups frequently suffer from the problem of obtaining generically blue \( \zeta_{ad} \) fluctuations (for an exception see [25]).

The solutions worked out in the previous sections must also be implemented in a collapsing phase if they are to resolve the horizon problem. It is thus natural to ask whether we are also faced with a dominant \( C_2 \) mode here, for in constructing such a collapsing phase one effectively considers the mirror image of the post Big Bang picture we are familiar with. As temporal behaviour is reversed upon mirroring the dynamics around a singularity at \( t = 0 \), growing modes can be mapped into decaying ones and vice versa. When implementing a solution in a contracting phase, one therefore needs to be careful not to ignore the previously suppressed solutions that can become dominant in a collapsing phase.

For the example model presented here, the following picture emerges: in the adiabatic limit the \( C_2 \) term is proportional to \( \int \frac{d\eta}{a^2} \propto |\eta| \). It consequently vanishes as \( t \to 0 \) and only the \( C_1 \) term stays relevant.

When \( \alpha > \beta > 0 \) the \( C_2 \) contribution exponentially tends to zero as \( t \to 0 \). This can be seen from the exponential dependence of \( z^2 \) (65). It therefore becomes suppressed and hence irrelevant in this limit. Thus we maintain a conserved super-horizon quantity \( \theta \) even in the case of a collapsing phase.

When \( \beta > \alpha > 0 \) we find that the \( C_1 \) and \( C_2 \) modes are proportional to

\[
\begin{align*}
z_1 \propto t^{-\frac{3\alpha-4\beta-1}{2|\beta|}} & \quad \text{and} \\
z_2 \int \frac{d\eta}{z^2} \propto t^{-\frac{3\alpha+4\beta+2}{2|\beta|}}.
\end{align*}
\tag{73}
\]

From these expressions it again follows that the \( C_1 \) mode does indeed dominate over the \( C_2 \) mode and we therefore maintain a frozen-in \( \theta \) on super-horizon scales.

We have therefore justified that the ‘gluing’ procedure in our derivation does give us the correct power spectra both at horizon exit and re-entry for all cases considered. In other words, we are protected from additional super-horizon fluctuations sourced by \( C_2 \) modes. We will not discuss the issue of matching modes across the singularity here, but have worked under
the assumption that perturbations set up in a contracting phase can be successfully mapped into a post Big Bang expanding phase (for a more detailed discussion in the ekpyrotic setting see e.g. [41, 43, 44]).

9. Conclusions

We considered general non-adiabatic cosmological perturbations, allowing for varying \( w \) and \( c_s^2 \). In this setting, we derived the second-order action and its curvature variables in the same generality as has been achieved for purely adiabatic modes before. This showed how non-adiabatic perturbations give rise to a new conserved super-horizon quantity \( \theta \). Relating it to the adiabatically conserved \( \zeta_{ad} \) draws attention to potential consequences such as enlarged non-Gaussianities.

Applying the new formalism to an extension of the specific background model discussed in [35], we then produced both an adiabatic and a non-adiabatic scale-invariant solution for structure formation. The specific model considered has to be implemented in a contracting phase in order to resolve the horizon problem. In this context we considered the issue of growing and decaying modes. We show that, untypical for contracting models, the \( C_1 \) mode dominant in the corresponding expanding case also stays dominant here.

It will be an interesting task for the future to investigate whether models with other equations of state and speed of sound profiles can produce further expanding and (near) scale-invariant scenarios for structure formation. We hope the formalism developed will be useful in this enterprise.
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Appendix A. Constructing a schematic action

Consider a system with equations of motion

\[
\xi' + A(\eta)\xi = B(\eta)\zeta, \quad \zeta' + C(\eta)\zeta = D(\eta)\xi, \tag{A.1}
\]

where \( \eta \) is the ‘time’ associated with the system, \( ' \) denotes differentiation w.r.t. \( \eta \) and \( (\xi, \zeta) \) are the variables of the system. We want to find an action which, when varied w.r.t. \( \xi \) and \( \zeta \), reproduces these equations of motion.

For this, consider the following toy Lagrangian:

\[
L = \alpha(\eta)\xi \dot{\zeta} + \beta(\eta)\zeta \dot{\xi} + \gamma(\eta)\xi \dot{\xi} + \delta(\eta)\zeta \dot{\zeta} + \sigma(\eta)\xi \dot{\zeta}', \tag{A.2}
\]

where \( \dot{\zeta} = \dot{\zeta}(\Delta) \) is some time-independent operator. The Euler–Lagrange equations then allow us to fix the \( \alpha(\eta) \ldots \sigma(\eta) \) terms. Furthermore one can eliminate the \( A(\eta) \) and \( C(\eta) \) terms by employing substitution schemes in analogy with the way we defined the \( f \)-measure (24). Without loss of generality and with an eye on equations (25) and (26) we therefore set \( A(\eta) \) and \( C(\eta) \) to zero here. In fact this procedure gives us a simple tool to combine e.g. terms linear in a variable \( \xi \) with terms linear in \( \zeta \) via a change of variables. After some algebra we then obtain the following Lagrangian:

\[
L = \frac{K_1}{2} D(\eta)\xi \dot{\zeta} - \frac{K_1}{2} B(\eta)\zeta \dot{\xi} - K_1 \xi \dot{\zeta}', \tag{A.3}
\]
where $K_1$ is a constant of integration and we have eliminated an extra degree of freedom by choosing $\sigma = -K_1$. Replacing $\xi$ via (26) we can therefore finally write down the action for the full system:

$$S(\zeta, \zeta', \eta) = \int z^2 (\zeta'^2 + B(\eta) D(\eta) \zeta^2) \, d\eta \, d^3x,$$

where we have defined

$$z^2 \equiv \frac{\dot{O}}{D(\eta)}. \quad (A.5)$$

We are now in a position to introduce the variable $v \equiv z \zeta$, for which the action (up to a total derivative) takes on the following form:

$$S = \int \left(v'^2 + B(\eta) D(\eta) v^2 + \frac{z''}{z} v^2\right) \, d\eta \, d^3x. \quad (A.6)$$

Varying this action w.r.t. $v$ we obtain the equation of motion

$$v'' - B(\eta) D(\eta) v - \frac{z''}{z} v = 0. \quad (A.7)$$

**Appendix B. Regimes of the example model**

**B.1. A constant equation of state**

Constant equations of state abound in the literature. They are invoked e.g. in the standard de Sitter solution or by cyclic models [45] where a constant, high $w$ is postulated. In our setup they correspond to $\beta = 0$. We therefore obtain

$$1 + w = \gamma, \quad (B.1)$$

where $\gamma$ is a constant. If $\gamma = 0$, the familiar exponentially inflating de Sitter solution is reproduced

$$a(t) \propto e^{Kt}. \quad (B.2)$$

If $\gamma > 0$, then the expression for the scale factor $a$ becomes

$$a(t) = a_0 t^{\frac{2}{3\gamma}}. \quad (B.3)$$

Consequently we are in an inflationary regime if $\frac{2}{3\gamma} \left( \frac{2}{3\gamma} - 1 \right) > 0$. In particular we have power law inflation for $\gamma < 2/3$. This model therefore either always shows accelerated expansion or it never does at all, depending on what the constant value of $w$ is tuned to.

The energy density is now given by

$$\epsilon = \frac{4}{3\gamma^2} t^{-2}, \quad (B.4)$$

i.e. we obtain the well-known ‘scaling solution’ for $\epsilon$. At $t = 0$ the scale factor goes to zero and the energy density diverges, i.e. we have a Big Bang singularity.

If $\alpha$ is positive and non-zero, we obtain the following behaviour of $k$-modes:

$$\left(k^2\right)' \propto \left(t^{-4\alpha - 2} + \frac{4}{7\gamma} \right)' < 0. \quad (B.5)$$

We therefore have both expanding and contracting solutions depending on how parameters are chosen. If $4\alpha + 2 > \frac{1}{3\gamma}$ we are in a contracting scenario. Conversely, if the inequality is not satisfied, an expanding model is the result. However, in both cases we fail to obtain scale
invariance by the same arguments as given in the $\alpha > \beta$ case, for we obtain an exponential contribution via the $f$ dependence of $z^2$ (65).

In the constant $c_s^2$ limit, on the other hand (i.e. $\alpha = 0$), the condition for an expanding solution interestingly becomes $\gamma < 2/3$, so that we have expansion if and only if the model displays power law inflation. Such models are well known, so we will not discuss them further here.

It is worth pointing out that the considerations for $\beta = 0$ also apply to generic $\beta < 0$ models. Remember we are considering an equation of state of the form

$$w + w_0 = \gamma \varepsilon^{2\beta}.$$  \hspace{1cm} (B.6)

Combining this with the Friedmann equations we obtain

$$\dot{\varepsilon} + \sqrt{3\varepsilon}^2 (\gamma \varepsilon^{2\beta} - (w_0 - 1)).$$  \hspace{1cm} (B.7)

If $w_0 \neq 1$, the $\varepsilon^{2\beta}$ term is suppressed for $\beta < 0$. Hence we again have a scaling solution for the energy density $\varepsilon \propto t^{-2}$. Having gotten rid of a constant of integration by shifting the time coordinate, this takes on the following form:

$$\varepsilon = \frac{4}{3}(w_0 - 1)^{-2} t^{-2}.$$  \hspace{1cm} (B.8)

For $\alpha = 0$, we are in the power law inflation regime; otherwise this results in an exponentially divergent spectrum. This case is therefore completely analogous to that of a constant equation of state considered above.

### B.2. Tuned $\beta < 0$ scenarios

The cases where $\beta < 0$ and the equation of state is tuned to reproduce the standard perfect fluid equation of state, i.e. choosing $w_0 = 1$, are noticeably different. The corresponding adiabatic background solution is discussed at length in [38]. Essentially we reproduce the expressions presented in section 7.1 unless $\beta = -\frac{1}{4}$. As a general feature such models are naturally drawn towards $w = -1$ either as $t \to 0$ or for $t \gg 1$. The evolution is therefore either set up in an inflationary de Sitter phase or eventually exits into one.

If $0 > \beta > -\frac{1}{4}$, the constant $a$ assumption breaks down at first sight. However, recall that

$$a = a_0 e^{K_0 \frac{\alpha}{1+4}\beta}.$$  \hspace{1cm} (B.9)

$K_\alpha$ is now negative and $a$ is consequently strongly suppressed, i.e. $a \ll a_0$ at early times. With respect to the background solution this changes very little though. We recover $f'/f \propto 3Hc_s^2$, in analogy with the $\alpha > \beta$ case. Consequently no scale-invariant solution is possible just as in the $\alpha > \beta$ case, for $z^2$ is exponentially divergent.

If $\beta < -\frac{1}{4}$ the background behaves analogously to the $\beta > \alpha \geq 0$ case. $a$ is therefore loitering as a function of time. Consequently we can replicate the expression for horizon-crossing modes

$$(k^2)^\prime \propto (t^{-2} + \frac{1}{k^2})^\prime < 0.$$  \hspace{1cm} (B.10)

Moving to negative $\beta$ has not affected the fact that the solution is contracting. In contrast the contraction is more rapid now. The constant $c_s^2$ solution can still be implemented and we have identified the negative $\beta$ analogue of the non-adiabatic scale-invariant solution found in the positive $\beta$ domain. Importantly the consideration of growing and decaying modes for the $\beta > \alpha \geq 0$ case in section 8 also carries over and we find a dominant $C_1$ mode again.
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