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Abstract

We define a differential graded algebra for Legendrian graphs and tangles in the standard contact Euclidean three space. This invariant is defined combinatorially by using ideas from Legendrian contact homology. The construction is distinguished from other versions of Legendrian contact algebra by the vertices of Legendrian graphs. A set of countably many generators and a generalized notion of equivalence are introduced for invariance. We show a van Kampen type theorem for the differential graded algebras under the tangle replacement. Our construction recovers many known algebraic constructions of Legendrian links via suitable operations at the vertices.
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1. Introduction

The theory of Legendrian submanifolds plays an important role in the study of contact and symplectic topology. Moreover, it has an interesting connection to low-dimensional topology and knot theory. A key breakthrough in contact topology and symplectic geometry was initiated by Gromov’s pseudo-holomorphic disk counting technique. Invariants of Legendrian submanifolds using this curve counting method were outlined in [10] and concretized by Chekanov [4] for Legendrian links in the standard contact $\mathbb{R}^3$ in terms of combinatorial data. Later, the invariants, realized as a differential graded algebra(DGA), have been generalized in several directions including [5, 6, 9, 16, 19, 20, 23, 25].

Legendrian graphs are used in the proof of the famous Giroux correspondence theorem and recently appeared in the study of arboreal singularities as 1-dimensional Legendrians with singularities. They have been studied by several groups including [3, 21, 22] in their own right, especially in the spirit of classification. The goal of this article is to extend the curve counting idea to Legendrian graphs in the standard contact $\mathbb{R}^3$. 
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The main issue is how to deal with the singularities, that is, the vertices of the Legendrian graph. The crucial feature of the construction of a DGA for Legendrian graphs is that we associate a set of countably many generators, Reeb chords, for each vertex of the Legendrian graph. There is geometric motivation for such an assignment. Instead of considering a Legendrian with singularities, let us consider a bordered manifold $S^3 \setminus kB^3$, where $B^3$ is an open 3-ball and $k$ is the number of vertices of our Legendrian graph. Edges in a Legendrian graph are replaced by properly embedded Legendrian arcs in $S^3 \setminus kB^3$. By admitting a certain standard model near the boundary we have a Reeb orbit for each boundary component which yields infinitely many Reeb chords. A DGA with infinitely many generators was discussed in [9] where the authors considered Legendrian links in the boundary of a subcritical Stein 4-manifold. Note that these two constructions are deeply related both geometrically and algebraically.

The second issue is about the grading of the DGA. For Legendrian knots, there is a canonical construction of a potential function, which is unique up to translation and induces a $\mathbb{Z}$ or $\mathbb{Z}/r\mathbb{Z}$-grading. Similarly, the gradings on $n$-component links are given by componentwise potential functions which have $(n - 1)$ degrees of freedom up to translation. We generalize this construction further to Legendrian graphs by considering edgewise potential functions. Then each edge contributes one to the degree of freedom for grading and exactly one of them is reduced by the translation action as in the link case. To have a well-defined grading on our DGA, we consider Legendrian graphs with potential instead of Legendrian graphs alone.

The last important issue is about invariance with respect to Legendrian isotopy, or Reidemeister moves for Legendrian graphs. The stable-tame isomorphism, a notion of equivalence between DGAs, works well when a pair of generators emerges or cancels out. Such a phenomenon typically appear when we perform the Legendrian Reidemeister move (II) on Legendrian links in the standard contact $\mathbb{R}^3$. When there is an $m$-valent vertex in a Legendrian graph, however, the Legendrian Reidemeister move (IV$_*$) forces us to develop the notion of algebraic equivalence which cares about the birth and death of $m$ generators. To remedy this problem, we suggest the notion of peripheral structures and generalized stabilizations. With this terminology, we have the following two theorems.

**Theorem A** (Theorem 4.1). Let $\mathcal{L} = (\Lambda, \mathcal{P})$ be a Legendrian graph with potential. Then there is a pair $(A_\mathcal{L}, \mathcal{P}_\mathcal{L})$ consisting of a DGA $A_\mathcal{L} := (A_\Lambda, |\cdot|_{\mathcal{P}}, \partial)$ and a canonical peripheral structure $\mathcal{P}_\mathcal{L}$.

**Theorem B** (Theorem 5.1). The pair $(A_\mathcal{L}, \mathcal{P}_\mathcal{L})$ up to generalized stable-tame isomorphisms is an invariant for $\mathcal{L}$ under the Legendrian Reidemeister moves for Legendrian graphs with potential. In particular, the induced homology $H_*(A_\mathcal{L}, \partial)$ is an invariant.

The DGA construction can be generalized to Legendrian tangles and we consider the operation given by replacing a Darboux neighborhood of a vertex with a suitable Legendrian tangle, which yields a van Kampen type theorem for DGAs.

Legendrian links in a bordered manifold and their associated DGAs were first considered in [25] via combinatorial methods and later in [15] with geometric interpretation. The main statement there was also a van Kampen type theorem for Legendrian links in the standard contact $\mathbb{R}^3$. Note that their construction has at most two borders, and it can be interpreted as a Legendrian graph with one or two vertices in our terminology. Our construction of a DGA generalizes that of [25] as follows:

**Theorem C** (Theorems 6.18 and 7.5). Let $\mathcal{L}$ be a Legendrian graph (or tangle) with potential having an $m$-valent vertex $v$, $\mathcal{T}$ be a Legendrian $m$-tangle with potential, and $\mathcal{L} \sqcup v \mathcal{T}$ be a tangle replacement of $\mathcal{L}$ near $v$. Then we have a following commutative diagram of DGAs:

---

$^1$See Figure 4.
Here $\mathcal{I}_v$ is a DGA for the $m$-valent vertex $v$ with peripheral structures $p_v$ and $p_\infty$, and $w_v$ is defined by evaluating $p_\infty$ for the image $p_v(\mathcal{I}_m)$.

Moreover, there is a canonical inclusion from Sivek’s DGA diagram to the above DGA diagram.

On the other hand, Legendrian links can be considered as Legendrian graphs having bivalent vertices only which are smooth at each vertex. Conversely, we define an operation, called smoothing, on a bivalent vertex of a given Legendrian graph, which can be used to define an associated DGA for the result. Then via this operation, we can recover Chekanov–Eliashberg’s DGA \cite{4} and Etnyre–Ng–Sabloff’s DGA \cite{12}.

**Theorem D** (Theorem 7.3). Let $\mathcal{K} = (\Lambda, \mathfrak{P})$ be a Legendrian circle with $(\mathbb{Z}/2 \text{rot}(\mathcal{K})\mathbb{Z})$-valued potential consisting of one bivalent vertex $v$ and one edge. Suppose that two half-edges are opposite and have the same potential. Then there is a DGA isomorphism

$$A_{\mathcal{K}}^{\text{gp}}(v) \otimes \mathbb{Z}/2\mathbb{Z} \rightarrow A_{\mathcal{K}}^{\text{CE}},$$

where $A_{\mathcal{K}}^{\text{CE}}$ is the Chekanov–Eliashberg DGA over $\mathbb{Z}/2\mathbb{Z}$ for the Legendrian knot obtained from $\mathcal{K}$.

**Theorem E** (Theorem 7.4). Let $\mathcal{L} = (\Lambda, \mathfrak{P})$ be a Legendrian graph with $\mathbb{Z}$-valued potential whose underlying graph is a disjoint union of circles. Suppose that each component has only one bivalent vertex whose two half-edges are opposite and have the same potential. Then there is a DGA isomorphism

$$A_{\mathcal{L}}^{\text{gp}} \rightarrow A_{\mathcal{L}}^{\text{ENS}},$$

where $A_{\mathcal{L}}^{\text{ENS}}$ is the $\mathbb{Z}$-graded Chekanov–Eliashberg DGA over $\mathbb{Z}[t_1^{\pm 1}, \ldots, t_m^{\pm 1}]$ for the Legendrian $m$-component link $\mathcal{L}$ generalized by Etnyre, Ng, and Sabloff.

Even though we only consider a combinatorial description for pseudo-holomorphic disks in the rest of the article, the main idea of the construction of our DGA and of the proof of the invariance come from the geometric picture sketched above. This model is inspired by the standard local model for Legendrians in boundaries of Weinstein 1-handles discussed by Ekholm and Ng in \cite[Section 4.2]{9}. Indeed, we need half of that standard model. We have the following relation in this regard.

**Theorem F** (Theorem 7.6). Let $\mathcal{L}$ be a Legendrian graph with $2m$ vertices and $\Phi$ be an $m$-pair of gluings of vertices such that the gluing $\mathcal{L}_\Phi$ is a Legendrian link in $\#^m(S^1 \times S^2)$. Then the DGA $A_{\mathcal{L}}$ is generalized stable-tame isomorphic to the DGA $A_{\mathcal{L}_\Phi}^{\text{EN}}$ defined by Ekholm and Ng.

For a given Legendrian link in $S^3$, there is a construction of a Weinstein domain obtained by attaching a cotangent cone (or Weinstein two handle) along the neighborhood of the given Legendrian link. To extend this construction to a Legendrian graph $\Lambda$, we need additional data on $\Lambda$, the base points $I$, which determine preferred Legendrian cycles $\{\Lambda_i\}_{i \in I}$.

Now it is possible to mimic the construction for the Legendrian graph, and note that the resulting Weinstein domain, say $\mathcal{W}$, depends on a Legendrian ribbon $R$ under the ribbon
isotopies, not the starting Legendrian Λ. So it is natural and important to consider algebraic invariants for the ribbon structure which can be extracted from Λ equipped with the above additional data.

There are two distinguished Lagrangians in W. One is the Lagrangian skeleton of W and the other is its symplectic dual, the union of the corresponding cocore disks \( D_\Lambda = \{ D_i \}_{i \in I} \). Along with [7, Theorem 2, Conjecture 3] we propose a relation between the partially wrapped Floer cohomology of the dual of the Lagrangian skeleton and the newly constructed chain complexes of the Legendrian graph Λ.

**Conjecture G (Conjecture 8.18).** There is an \( A_\infty \) quasi-isomorphism between the partially wrapped \( A_\infty \) algebra \( CW^*(D_\Lambda, D_\Lambda) \) and \( \mathcal{A}_\mathcal{L}(\Lambda, \Lambda) = \bigoplus_{i,j} \mathcal{A}_\mathcal{L}(\Lambda_i, \Lambda_j) \) which extends the quasi-isomorphisms between the chain complexes \( CW^*(D_i, D_j) \) and \( \mathcal{A}_\mathcal{L}(\Lambda_i, \Lambda_j) \).

It seems interesting to make a comparison between our method and other approaches including the theory of microlocal sheaves, the infinitesimal Fukaya category, and the study of holonomic \( D \)-modules. At the end of this article we give explicit computations of the algebra \( \mathcal{A}_\mathcal{L}(\Lambda, \Lambda) \) for Legendrian graphs which are related to certain arboreal singularities in Nadler’s list [17].

**Summary of the paper**

As preliminaries, we recall in Section 2 the basic notions for Legendrian graphs such as Lagrangian projection, Reidemeister moves, and Maslov potentials.

In Section 3, we introduce a new equivalence relation for DGAs which generalizes stable-tame isomorphism of DGAs. In particular, peripheral structures and generalized stabilizations for DGAs are introduced.

A construction of a DGA for Legendrian graphs is given in Section 4. Capping paths are introduced as the generators and the grading is induced from the Maslov potential. Two types of admissible disks are introduced for the differential of generators coming from the crossings and the vertices, respectively. In order to encode the data of vertices of a graph, we introduce a canonical peripheral structure which is a collection of DG-subalgebras at each vertex.

Section 5 is devoted to showing the invariance theorem. Hybrid disks and pairs are introduced as a combinatorial model for pseudo-holomorphic disks in the Lagrangian cobordism induced by the move (IV ∗). A map between two DGAs is given by counting such hybrid disks and pairs.

In Section 6, we extend the DGA construction to Legendrian tangles and show the van Kampen type theorem for DGAs.

Relations to the known DGA constructions are dealt with in Section 7. In particular, the DGA construction in [4, 9, 18, 25] are discussed.

We introduce in Section 8 the Legendrian ribbon of the Legendrian graph and a related construction of a Weinstein domain. We also discuss the relation between the composable DGA of Legendrian graphs and the wrapped Floer homology of the newly constructed Weinstein domain.

In Appendices A and B, we perform explicit manipulations of (hybrid) admissible pairs to show \( \partial^2 = 0 \) and the invariance property of our DGA.

2. **Preliminaries**

2.1. **Conventions**

We will use different font styles to denote graphs and other objects in various categories as follows.
A CHEKANOV-ELIASHBERG ALGEBRA FOR LEGENDRIAN GRAPHS

(1) An abstract graph will be denoted by $\Gamma$, whose vertices, edges, and half-edges are denoted by a typewriter font, such as $v \in V_\Gamma$, $e \in E_\Gamma$, and $h \in H_v$.

(2) A Legendrian graph will be denoted by $\Lambda$, whose vertices, edges, and half-edges are denoted by italic letters, such as $v \in V_\Lambda$, $e \in E_\Lambda$, and $h \in H_v$.

(3) A projection of a Legendrian graph will be denoted by $L$, whose vertices, edges, and half-edges are denoted by sans serif letters, such as $v \in V_L$, $e \in E_L$, and $h \in H_v$.

(4) For Maslov potentials and gradings, we will use Fraktur letters, such as $R \in \mathcal{R}$, $t \in \mathcal{T}_L \subset X_L$, $P \in X^*_L$, and $G(L; R)$.

(5) On the other hand, we will consider the convex polygon $\Pi$, whose vertices, edges, and generic points will be denoted by the boldface letters, such as $v \in V_\Pi$, $e \in E_\Pi$, and $x \in \Pi$.

We will use the notations

$$R^3_0 := (R^3, \xi_0), \quad \xi_0 = \ker(dz - ydx),$$

$$R^3_{\operatorname{rot}} := (R^3, \xi_{\operatorname{rot}}), \quad \xi_{\operatorname{rot}} = \ker(dz + xdy - ydx)$$

to denote two standard tight contact structures on $R^3$, which are contactomorphic to each other via $\Xi : R^3_0 \to R^3_{\operatorname{rot}}$ defined as

$$\Xi : R^3_0 \to R^3_{\operatorname{rot}}, \quad (x, y, z) \mapsto (x, y, 2z - xy).$$

Note that two contact forms $dz - ydx$ and $dz + xdy - ydx$ define the same Reeb vector field $\partial_z$.

2.2. Legendrian graphs

Throughout this paper, we mean by a directed graph $\Gamma = (V_\Gamma, E_\Gamma)$ a finite regular CW complex of dimension 1, where $V_\Gamma$ and $E_\Gamma$ are the sets of 0-cells and oriented 1-cells called vertices and edges, respectively. Hence each edge $e \in E_\Gamma$ can be regarded as a function $e : ([0, 1], \{0, 1\}) \to (\Gamma, V_\Gamma)$.

A half-edge $h$ is a restriction of an edge $e$, which is either $e|_{[0, \epsilon)}$ or $e|_{(1-\epsilon, 1]}$ for $\epsilon \ll 1$ and whose vertex is defined as either $e(0)$ or $e(1)$, respectively. We say that $h$ is adjacent to $v$ if the vertex of $h$ is $v$. We denote the set of half-edges adjacent to $v$ by $H_v$. Then the number $m$ of half-edges adjacent to $v$ defines the valency of $v$.

$$H_v := \{h_{v,1}, \ldots, h_{v,m}\}, \quad \operatorname{val}(v) := m.$$ We say that a vertex $v$ is isolated if it is of valency 0.

Assumption 2.1 (No isolated vertices). We assume that there are no isolated vertices in $\Gamma$.

A spatial directed graph $\Lambda = (V_\Lambda, E_\Lambda)$ of a directed graph $\Gamma$ in $R^3$ is defined to be an embedding $\Lambda : \Gamma \to R^3$, where

$$V_\Lambda := \Lambda(V_\Gamma), \quad E_\Lambda := \Lambda(E_\Gamma), \quad H_v := \Lambda(H_v) = \{h_{v,1}, \ldots, h_{v,m} | h_{v,i} = \Lambda(h_v,i)\}$$

for $v = \Lambda(v)$. We use $\Lambda$ to denote the image $\Lambda(\Gamma)$ for convenience’s sake.

Definition 2.2 (Legendrian graphs, [21]). A spatial directed graph $\Lambda = (V_\Lambda, E_\Lambda)$ of $\Gamma$ is a Legendrian graph if:
Figure 1. A Darboux neighborhood $U_v$ and half-edges of a vertex $v$.

(i) each edge $e \in E_\Lambda$ as an embedding  
$$e : ([0, 1], \{0, 1\}) \rightarrow (\Lambda, V_\Lambda) \subset \mathbb{R}_\text{rot}^3$$
is smooth Legendrian on its interior;
(ii) for each edge, the one-sided differentials at both ends are well defined and non-vanishing, 
and therefore the angles between two half-edges at the same vertex are well defined; and
(iii) the angle between any two half-edges adjacent to the same vertex is non-zero \(^1\).

We say that two Legendrian graphs $\Lambda$ and $\Lambda'$ are equivalent if they are isotopic, that is, 
there exists a family of Legendrian graphs  
$$\Lambda_t : \Gamma \times [0, 1] \rightarrow \mathbb{R}_\text{rot}^3,$$  
$$\Lambda_0 = \Lambda, \quad \Lambda_1 = \Lambda'.$$

**Theorem 2.3** (Darboux Theorem for Legendrian graphs). Let $\Lambda = (V_\Lambda, E_\Lambda)$ be a Legendrian graph. Then for each vertex $v \in V_\Lambda$ of valency $m \geq 1$, there exist a neighborhood $U_v$ of $v$ and a contactomorphism $\phi_v$ preserving both orientation and co-orientation  
$$\phi_v : (U_v \setminus \{v\}, (U_v \setminus \{v\}) \cap \Lambda) \xrightarrow{\simeq} (U_0 \setminus \{0\}, (U_0 \setminus \{0\}) \cap T_\Theta),$$
where $U_0$ is the unit ball of $\mathbb{R}_\text{rot}^3$ and $T_\Theta$ is the union of Legendrian rays  
$$T_\Theta := \Lambda_{\theta_1} \cup \cdots \cup \Lambda_{\theta_m}, \quad \Lambda_\theta = \{(r \cos \theta, r \sin \theta, 0) \in \mathbb{R}_\text{rot}^3 \mid r \geq 0\},$$
for some $\Theta = (\theta_1, \ldots, \theta_m)$ with $0 \leq \theta_m < \cdots < \theta_1 < 2\pi$.

We call the neighborhood $U_v$ a Darboux neighborhood of $v$, see also Figure 1.

**Proof.** We omit the proof since it is essentially the same as the proof of [1, Lemma 3.2]. \(\square\)

This is nothing but a generalization of the Darboux theorems, such as [14, Theorem 2.5.1] 
for a single Legendrian and [1, Lemma 3.2] for two intersecting Legendrians, but we exclude 
the central vertex since one cannot control how singular the arcs formed by two half-edges are.

However, the contactomorphism $\phi_v$ defined above extends to the vertex $v$ up to equivalence. 
In other words, for any $\Lambda, v \in V_\Lambda$, and its Darboux neighborhood $U_v$, there exists an equivalent triple $(U_v', U_v' \cap \Lambda', v')$ via a Legendrian isotopy $\Lambda_t$ such that  
$$(U_v, U_v \cap \Lambda, v) \overset{\Lambda_t}{\sim} (U_v', U_v' \cap \Lambda', v') \overset{\phi_v'}{\simeq} (U_0, U_0 \cap T_\Theta, 0).$$

Indeed, one can find such $\Lambda_t$ whose support is arbitrarily small.

\(^1\)The angle $\pi$ between two half-edges is allowed.
Definition 2.4 (Tameness). We say that a Legendrian graph $\Lambda$ is tame if the contactomorphism $\phi_v$ for a Darboux neighborhood extends to the vertex $v$, and we denote the set of all tame Legendrian graphs by $\mathcal{LG}$.

Assumption 2.5. Unless mentioned otherwise, we assume that all Legendrian graphs are tame throughout this paper.

It is easy to see from Theorem 2.3 that one can equip a cyclic order between half-edges at each vertex $v$ by using the co-orientation with respect to the Reeb direction $\partial_z$ for the contact form $dz + xdy - ydx$. This is observed in [21, Remark 3.3] and also in [1, Section 3.2].

Assumption 2.6. For each $v \in V_\Gamma$, the intersection $U_v \cap \Lambda$ is the same as the union of half-edges at $v = \Lambda(v)$,

$$U_v \cap \Lambda = \bigcup_{h_v,i \in H_v} h_v,i = \bigcup_{h_v,i \in H_v} \Lambda(h_v,i)$$

and moreover, half-edges adjacent to $v$

$$H_v = \{h_v,1,\ldots,h_v,m\}$$

are cyclically ordered as written.

Let $\Lambda_t$ be a Legendrian isotopy between Legendrian graphs. Then the angles between two consecutive half-edges at each vertex may vary but their relative positions keep unchanged during the isotopy. Hence this implies that there exist cyclic-order-preserving bijections

$$H_{v_0} \simeq H_{v_t} \simeq H_{v_1}, \quad v_t := \Lambda_t(v)$$

for any $v \in V_\Gamma$ and $t \in [0,1]$.

2.3. Lagrangian projection

Let $\pi_L : \mathbb{R}^3 \to \mathbb{R}^2_{xy}$ be the projection onto the $xy$-plane $\mathbb{R}^2_{xy}$.

For $\Lambda = (V_\Lambda,E_\Lambda) \in \mathcal{LG}$, the (Lagrangian) projection $L = (V_L,E_L)$ of $\Lambda$ is defined as the composition

$$\Lambda : \Gamma \xrightarrow{\Lambda} \mathbb{R}^3_{\text{rot}} \xrightarrow{\pi_L} \mathbb{R}^2_{xy}.$$ 

We also define the sets of vertices $V_L$, edges $E_L$, and half-edges $H_v$ at $v$ as the images of the corresponding sets of $\Lambda$ under $\pi_L$. Indeed, for $v = \pi_L(v)$,

$$V_L := \pi_L(V_\Lambda), \quad E_L := \pi_L(E_\Lambda), \quad H_v := \pi_L(H_v) = \{h_v,1,\ldots,h_v,m \mid h_v,i = \pi_L(h_v,i)\}.$$ 

Then as before, we will use $L$ to denote the image $L(\Gamma)$. Note that $H_v$ inherits the cyclic order from $H_v$ via $\pi_L$.

Definition 2.7 (General position and regularity). We say that $\Lambda$ is in a general position, or its projection $L = \pi_L(\Lambda)$ is regular if it satisfies the following.

(i) There are only finitely many transverse double points in $L$ and no vertices of $\Lambda$ are double points.

(ii) No half-edges of $\Lambda$ are parallel to the $y$-axis at their vertices.

We denote the sets of all Legendrian graphs in a general position by $\mathcal{LG}$. See Figure 2 for non-regular projections.
Remark 2.8. Since each edge \( e \in E_\Lambda \) is smooth Legendrian, \( e \) cannot be parallel to the \( z \)-axis. That is, the restriction \( \pi_L|_e \) always becomes a smooth immersion.

The second condition is equivalent to that the vertex is not cuspidal in the front projection. Moreover, due to the second condition, regularity defined as above is more restrictive than the usual notion of regularity coming from smooth knot (or spatial graph) theory.

It is obvious that for any \( \Lambda \in \overline{LG} \), one can obtain a Legendrian graph \( \Lambda' \) from \( \Lambda \) by perturbing slightly so that \( \Lambda' \) is equivalent to \( \Lambda \) and is in general position. In this sense, we may say that \( LG \) is dense in \( \overline{LG} \).

Throughout this section, we assume that \( \Lambda \in LG \) and \( L = \pi_L(\Lambda) \).

Definition 2.9 (Standard neighborhoods of projections). For each vertex \( v \in V_L \), a standard neighborhood \( U_v \subset \mathbb{R}^2_{xy} \) is a small open ball neighborhood of \( v \) such that \( U_v \) contains no special points other than \( v \). We denote the boundary of the closure \( cl(U_v) \) by \( O_v \).

\[ v \in U_v \subset \mathbb{R}^2_{xy}, \quad O_v := \partial(cl(U_v)). \]

We denote by \( h_{v,i} \) the \( i \)th circular sector at \( v \) bounded by two half-edges, \( h_{v,i}, h_{v,i+1} \), and the reference circle \( O_v \).

Assumption 2.10. We assume that the Darboux neighborhood \( U_v \) intersects \( \Lambda \) exactly as much as the inverse \( \pi^{-1}_L(U_v) \) does, see Figure 3. In other words, the restriction of \( \pi_L \) induces a homeomorphism

\[ \pi_L| : U_v \cap \Lambda \to U_v \cap L. \]

However, the Lagrangian projection \( \pi_L(U_v) \) of a Darboux chart is not necessarily the same as \( U_v \). Instead, one can choose \( U_v \) and \( U_v \) such that \( \pi_L(U_v) \) is very close to \( U_v \) in the sense that the Hausdorff distance \( d_H(\pi_L(U_v), U_v) \) is arbitrarily small.
2.4. Reidemeister moves

Let $\Lambda_t : \Gamma \times [0, 1] \to \mathbb{R}^3_{\text{rot}}$ be an isotopy between two Legendrian graphs $\Lambda_0, \Lambda_1 \in \mathcal{L}_G$, and let $L_t := \pi_L(\Lambda_t)$ be the Lagrangian projection of $\Lambda_t$.

Note that $\Lambda_t \in \mathcal{L}_G$ for all $t$ but $\Lambda_t \notin \mathcal{L}_G$ in general. Since $\mathcal{L}_G$ is dense in $\overline{\mathcal{L}_G}$, without loss of generality, we may assume that $\Lambda_t \in \mathcal{L}_G$ for all but finitely many $t_i$ by perturbing $\Lambda_t$ slightly if necessary. Then a bifurcation at each $t_i$ corresponds to a composition of Reidemeister moves in $\mathbb{R}^2_{xy}$ depicted in Figure 4. A dashed gray line is a line passing through a vertex which is parallel to the $y$-axis.

Any projection of local isotopy on $\mathbb{R}^3_{\text{rot}}$ indeed preserves the area in the following sense: the planar isotopy below is realizable as a projection of local isotopy on $\mathbb{R}^3_{\text{rot}}$ if and only if two shaded regions have the same area.

Therefore, rigorously speaking, Reidemeister moves depicted in Figure 4 are only schematic diagrams but for convenience's sake, we may ignore this area-preserving condition unless mentioned otherwise.

Remark 2.11. The converse is not always true, that is, the diagram obtained by Reidemeister moves may not be realizable as (the schematic diagram of) the projection of any Legendrian graph.

Remark 2.12. Reidemeister moves $(0_a)$ and $(0_b)$ are usually not considered since they are planar isotopies. However, since we are using a more restrictive notion of the regularity of the projection than usual, these two moves are necessary.

Definition 2.13 (Legendrian mirror). The contact involution $\mu : \mathbb{R}^3_{\text{rot}} \to \mathbb{R}^3_{\text{rot}}$ defined by

$$
\mu : (x, y, z) \mapsto (x, -y, -z)
$$

is called the Legendrian mirror.
Remark 2.14. It is obvious that Reidemeister moves \((IV_a)\) are related with \((IV_b)\) via the Legendrian mirror \(\mu\). That is, if two projections of Legendrian links \(L_0\) and \(L_1\) are related with \((IV_a)\), then the projections of their mirrors \(\mu(L_0)\) and \(\mu(L_1)\) are related to \((IV_b)\).

\[
\begin{array}{c}
L_0 \xrightarrow{\text{\((IV_a)\)}} L_1 \\
\mu \downarrow \Downarrow \downarrow \mu \\
\mu(L_0) \xleftarrow{\text{\((IV_b)\)}} \mu(L_1)
\end{array}
\]

Assumption 2.15. We assume that the isotopy \(\Lambda_t\) is fixed outside of a small neighborhood where each Reidemeister move occurs.

2.5. Maslov potentials on Legendrian graphs

For a Legendrian link \(\Lambda\), a Maslov potential is a function with values in a cyclic group \(\mathcal{R} - \mathbb{Z}\) or \(\mathbb{Z}/m\mathbb{Z}\) in practice — whose domain is the set of subarcs obtained by removing cusps from the front projection of \(\Lambda\), such that the difference between potentials of two adjacent arcs in the front projection is precisely \(1_{\mathcal{R}} \in \mathcal{R}\). Therefore the changes of the potential are concentrated at the cusps at where the tangent space of the Legendrian is parallel to the \(y\)-axis.

On the other hand, if \(\Lambda\) is a knot, then the relations between two adjacent arcs determine a unique Maslov potential up to translation but if \(\Lambda\) is a link of \(n\) components, then the set of Maslov potential is an affine space modeled on \(\mathcal{R}^{n-1}\). That is, if we regard circles as graphs consisting of one vertex and one edge, then this means that the choices of Maslov potentials on different edges are independent to each other.

In this section, we define \(\mathcal{R}\)-valued Maslov potentials on the Lagrangian projections of Legendrian graphs by mimicking the above two ideas as follows.

1. Whenever one passes the tangent space parallel to \(y\)-axis, the Maslov potential changes.
2. Each edge possesses a Maslov potential independently.

Assumption 2.16. Throughout this paper, the abelian group \(\mathcal{R}\) is assumed to be a cyclic group with chosen generator \(1_{\mathcal{R}}\). If \(\mathcal{R}\) is trivial, then we regard \(1_{\mathcal{R}}\) as the identity 0.

Consider a stretching map \(f_M : \mathbb{R}^2_{xy} \to \mathbb{R}^2_{xy}\) which is a diffeomorphism defined as

\[
f_M : (x, y) \mapsto (Mx, y/M)
\]

and let \(L_M := f_M(L)\). For large enough \(M\), the slopes \(dy/dx\) of half-edges of \(L_M\) at each vertex become close to 0 since \(\Lambda\) is in general position and no half-edges are parallel to the \(y\)-axis.

Since our graph is directed, we have a parametrization \(e_M(t)\) for each edge \(e \in E_L\) and \(e_M := f_M(e) \in E_{L_M}\). Hence its initial and terminal half-edges are well defined and denoted by \(h_{i}(e_M)\) and \(h_{t}(e_M)\), respectively. Then by perturbing both ends slightly, we may assume that two half-edges are parallel to the \(x\)-axis. Then the tangent space \(De_M(t)\) defines a loop in \(\text{Gr}(1,T\mathbb{R}^2_{xy})\) by the canonical identification \(T_{e_M(t)}\mathbb{R}^2_{xy} \simeq T_{0}\mathbb{R}^2_{xy}\) for each \(t\). Since \(\pi_1(\text{Gr}(1,T\mathbb{R}^2_{xy})) \simeq \mathbb{Z}(1_{Gr})\) is generated by the counterclockwise \(\pi\)-rotation \(1_{Gr}\), the homotopy class \([De_M(t)]\) gives us a number \(n_e\) such that

\[
[De_M(t)] = n_e \cdot 1_{Gr}.
\]

\(\dagger\)This diffeomorphism lifts to a contactomorphism \(\tilde{f}_M : (x, y, z) \mapsto (Mx, y/M, z)\) on \(\mathbb{R}^3_{rot}\) via \(\pi_L\).
Let $\mathcal{X}_L$ be the free $\mathcal{R}$-module generated by $1$ and all half-edges of $L$, and $\mathcal{X}_L^*$ be the $\mathcal{R}$-dual of $\mathcal{X}_L$, and let $\mathcal{X}^*_L$ be the affine subspace of $\mathcal{X}_L^*$ consisting of $\mathcal{R}$-linear functions sending $1 \in \mathcal{X}_L$ to $1_{\mathcal{R}} \in \mathcal{R}$.

$$
\mathcal{X}_L := \mathcal{R}(1) \oplus \bigoplus_{e \in \mathcal{V}_L} \mathcal{R}(h_e), \\
\mathcal{X}_L^* := \text{Hom}_\mathcal{R}(\mathcal{X}_L, \mathcal{R}), \\
\mathcal{X}_L^\# := \{ \mathcal{P} \in \mathcal{X}_L^* \mid \mathcal{P}(1) = 1_{\mathcal{R}} \}.
$$

Then we have

$$
\mathcal{X}_L \cong \mathcal{R}^{2E+1} \cong \mathcal{X}_L^*, \\
\mathcal{X}_L^\# \cong \mathcal{R}^E,
$$

where $E = \# \mathcal{E}_L(= \# \mathcal{E}_R)$ is the number of edges of $L$ and $\cong$ denotes an affine isomorphism.

We define an element $t_e \in \mathcal{X}_L$ for each $e \in \mathcal{E}_L$ as $t_e := h_{s(e)} - n_e \cdot 1$ and let $\mathcal{I}_L := \mathcal{R}\langle t_e \mid e \in \mathcal{E}_L \rangle$ be the submodule of $\mathcal{X}_L$ generated by all functions $t_e$.

**Remark 2.17.** The submodule $\mathcal{I}_L$ does not depend on the choice of orientations on edges. That is, if we change the orientation of $e$, then

$$
h_{s(-e)} = h_{t(e)}, \\
h_{t(-e)} = h_{s(e)}, \\
n_{-e} = -n_e,
$$

since $[D(-e_M(t))] = -[De_M(t)] = -n_e \cdot 1_{Gr}$. Therefore,

$$
t_{-e} = h_{s(-e)} - h_{t(-e)} - n_{-e} \cdot 1 = h_{t(e)} - h_{s(e)} + n_e \cdot 1 = -t_e,
$$

and this implies that $\mathcal{I}_L$ is well defined.

**Definition 2.18** (Maslov potential). We call $\mathcal{P} \in \mathcal{X}_L^\#$ an $\mathcal{R}$-valued Maslov potential if $\mathcal{P}$ vanishes on $\mathcal{I}_L$, and we say that two potentials $\mathcal{P}$ and $\mathcal{P}'$ are equivalent if they are the same up to translation, that is,

$$
\mathcal{P} - \mathcal{P}' \equiv \tau
$$

for some $\tau \in \mathcal{R}$. We write as $\mathcal{P} \sim \mathcal{P}'$.

**Notation 2.19.** We denote the set of all Maslov potentials by $\tilde{\mathcal{G}}(L; \mathcal{R})$ and the set of all equivalence classes of Maslov potentials by $\mathcal{G}(L; \mathcal{R})$.

$$
\tilde{\mathcal{G}}(L; \mathcal{R}) := \{ \mathcal{P} \in \mathcal{X}_L^\# \mid \mathcal{I}_L \subset \ker \mathcal{P} \}, \\
\mathcal{G}(L; \mathcal{R}) := \tilde{\mathcal{G}}(L; \mathcal{R}) / \sim.
$$

Since $t_e$ are linearly independent, $\mathcal{I}_L$ is of rank $E$ and moreover, it is a direct summand of $\mathcal{X}_L$ whose complement is an $\mathcal{R}$-submodule of rank $(E + 1)$ isomorphic to $\mathcal{X}_L / \mathcal{I}_L$.

$$
\mathcal{I}_L \oplus (\mathcal{X}_L / \mathcal{I}_L) \cong \mathcal{X}_L, \\
\mathcal{I}_L \cong \mathcal{R}^E, \\
\mathcal{X}_L / \mathcal{I}_L \cong \mathcal{R}^{E+1}.
$$

Therefore

$$
\tilde{\mathcal{G}}(L; \mathcal{R}) = \{ \overline{\mathcal{P}} \in \text{Hom}_\mathcal{R}(\mathcal{X}_L / \mathcal{I}_L, \mathcal{R}) \mid \overline{\mathcal{P}}([1]) = 1_{\mathcal{R}} \in \mathcal{R} \} \cong \mathcal{R}^E.
$$

Now we consider an action of $\mathcal{R}$ on $\tilde{\mathcal{G}}(L; \mathcal{R})$ defined as for $\tau \in \mathcal{R}$,

$$
(\tau \cdot \mathcal{P})(h) := \mathcal{P}(h) + \tau.
$$

Then $\mathcal{G}(L; \mathcal{R})$ is the same as the orbit space $\tilde{\mathcal{G}}(L; \mathcal{R}) / \mathcal{R}$, and therefore

$$
\mathcal{G}(L; \mathcal{R}) \cong \tilde{\mathcal{G}}(L; \mathcal{R}) \cong \mathcal{R}^{E-1}.
$$
Definition 2.20 (Legendrian graphs with potential). For a Legendrian graph $\Lambda \in \mathcal{L} \mathcal{G}$ with projection $L$, the set of Maslov potentials $\mathcal{G}(\Lambda; R)$ for $\Lambda$ is defined as

$$\mathcal{G}(\Lambda; R) := \mathcal{G}(L; R).$$

We denote by $\mathcal{L} \mathcal{G}_\mathcal{R}$ the set of all Legendrian graphs in general position with $\mathcal{R}$-valued Maslov potentials. That is,

$$\mathcal{L} \mathcal{G}_\mathcal{R} := \{ L = (\Lambda, \mathcal{P}) \mid \Lambda \in \mathcal{L} \mathcal{G}, \mathcal{P} \in \mathcal{G}(\Lambda; \mathcal{R}) \}.$$

Note that for the trivial group $1$, we have $\mathcal{G}(\Lambda; 1) = \{ * \}$ and so $\mathcal{L} \mathcal{G}_1 \simeq \mathcal{L} \mathcal{G}$.

Indeed, the construction $\mathcal{G}(\Lambda; -)$ is functorial. Namely, if we have a homomorphism $f: \mathcal{R} \to \mathcal{R}'$, then it induces a canonical morphism

$$f_* : \mathcal{G}(\Lambda; R) \to \mathcal{G}(\Lambda; R').$$

Furthermore if $f$ is epic, then so is $\tilde{f}_*$ and we have a natural isomorphism

$$\tilde{\mathcal{G}}(\Lambda; R) \otimes_{\mathcal{R}} \mathcal{R}' \simeq \tilde{\mathcal{G}}(\Lambda; R')$$

between affine spaces. Therefore we have an epimorphism

$$f_* : \mathcal{G}(\Lambda; R) \to \mathcal{G}(\Lambda; \mathcal{R}'). \quad (2.2)$$

In particular, the induced map $\mathcal{L} \mathcal{G}_\mathcal{R} \to \mathcal{L} \mathcal{G}_1 \simeq \mathcal{L} \mathcal{G}$ from $\mathcal{R} \to 1$ is the same as the map forgetting about potentials which will be denoted by Forget. Then

$$\text{Forget}^{-1}(\Lambda) = \mathcal{G}(\Lambda; \mathcal{R}) \simeq \mathcal{R} \# \mathcal{E} \lambda^{-1},$$

and the natural question is whether the equivalence on $\mathcal{L} \mathcal{G}$ given by Reidemeister moves lifts to $\mathcal{L} \mathcal{G}_\mathcal{R}$ via Forget or not. This is equivalent to whether the following implication is true or not:

$$\Lambda \sim \Lambda' \implies \mathcal{G}(\Lambda; \mathcal{R}) \simeq \mathcal{G}(\Lambda'; \mathcal{R}).$$

The answer is yes.

Theorem 2.21. The equivalence on $\mathcal{L} \mathcal{G}$ lifts to $\mathcal{L} \mathcal{G}_\mathcal{R}$.

Proof. Let $L$ and $L'$ be the projections of $\Lambda$ and $\Lambda'$, respectively. Then it suffices to show that $\mathcal{G}(L; \mathcal{R})$ and $\mathcal{G}(L'; \mathcal{R})$ are canonically affine isomorphic.

Without loss of generality, we may assume that $L'$ is obtained from $L$ by only one Reidemeister move, say (F), depicted in Figure 4. Then the move (F) induces bijections

$$(F)_E : E_L \to E_{L'}, \quad (F)_H : H_L \to H_{L'}.$$

Suppose $\mathcal{P} \in \tilde{\mathcal{G}}(L; \mathcal{R})$. Unless $(F) = (0_a)$ or $(0_b)$, we define $\mathcal{P}' \in \mathcal{R}'$, as

$$\mathcal{P}'(h') := \mathcal{P}((F)_H^{-1}(h')).$$

Then it is obvious that $\mathcal{P}' \in \tilde{\mathcal{G}}(L'; \mathcal{R})$.

On the other hand, suppose $(F) = (0_a)$ or $(0_b)$. Indeed, we assume that $h_i$ and $h'_i = (F)_H(h_i)$ are lying on the different side with respect to a line parallel to the $y$-axis. Let $e \in E_L$ and $e' \in E_{L'}$ be edges containing $h_i$ and $h'_i$, respectively.
If we apply the stretching map $f_{M}$, the angle between two half-edges $f_{M}(h_{i})$ and $f_{M}(h_{j}')$ gets closer to $\pi$, which contributes $\pm 1_{Gr} \in \pi_{1}(Gr(1, \mathbb{R}^{2}))$. Hence the elements $t_{e}$ and $t_{e'}$ are as follows:

$$t_{e} := h_{i} - h_{j} - n_{e} \cdot 1 \quad \xleftarrow{(F)} \quad t_{e'} := h_{i}' - h_{j}' - n_{e'} \cdot 1,$$

where $h_{j}$ and $h_{j}' = (F)_{H}(h_{j})$ are half-edges of $e$ and $e'$ different from $h_{i}$ and $h_{i}'$, respectively, and $n_{e'} = n_{e} \pm 1$.

Therefore if we define $\mathfrak{P}'$ as

$$\mathfrak{P}'(h') = \begin{cases} \mathfrak{P}(h) & h' = (F)_{H}(h) \neq h'; \\ \mathfrak{P}(h) + 1_{G} & h' = (F)_{H}(h) = h'; \end{cases}$$

then $\mathfrak{P}'$ becomes a Maslov potential for $L'$ as desired. \qed

3. Generalized stable tame isomorphism for DGAs

For algebraic preliminaries, we introduce the notions of peripheral structures and generalized stable tame isomorphisms for DGAs which are essential in the invariance theorem for Legendrian graphs. Throughout this section, a DGA $A$ is a triple $(A, | \cdot |, \partial)$, where $A := \mathbb{Z}[G]$ is a free unital associative algebra over $\mathbb{Z}$ with a chosen set $G$ of generators, $| \cdot |$ is a $\mathbb{Z}$-grading on $A$, and $\partial : A \to A$ is a graded linear map of degree $-1$ satisfying the Leibniz rule and $\partial^{2} = 0$.

Let $A' = (A' = \mathbb{Z}[G'], | \cdot |', \partial')$ and $A'' = (A'' = \mathbb{Z}[G''], | \cdot |'', \partial'')$ be DGAs. Suppose that there are two DGA morphisms $\phi' : I \to A'$ and $\phi'' : I \to A''$ from $I = (I = \mathbb{Z}[I], | \cdot |_{I}, \partial_{I})$. Then the amalgamated free product $A' \ast_{I} A''$ of $A'$ and $A''$ over $I$ is defined as follows:

$$A := \mathbb{Z}[G', G''] \mid \phi'(\rho) = \phi''(\rho), \forall \rho \in I).$$

Especially, if $I = (\mathbb{Z}, 0, 0)$ is the trivial algebra, then we have the free product $A' \ast A''$.

**Remark 3.1.** The amalgamated free product may not be the same as the homotopy push-out of dg category, but if $I$ acts freely on one of $A'$ or $A''$ via $\phi'$ or $\phi''$, then it is the same as (up to chain equivalence) the homotopy push-out of $\phi'$ and $\phi''$. In this case, we will say that it is the push-out rather than the amalgamated free product.

3.1. Peripheral structures

**Definition 3.2** [9, Section 2.3]. For $m \geq 1$, let $I_{m} = (I_{m}, | \cdot |, \partial_{m})$ be the free associative unital $\mathbb{Z}$-graded algebra defined as

$$I_{m} := \mathbb{Z}(\rho_{i, \ell} | i \in \mathbb{Z}/m\mathbb{Z}, \ell \geq 1),$$

$$\partial_{m}\rho_{i, \ell} := \delta_{\ell, m} + \sum_{j=1}^{\ell-1} (-1)^{j} \rho_{i, j} \rho_{i+j, \ell-j},$$

$$\partial_{m}(ab) := (\partial_{m}a)b + (-1)^{|a|}a(\partial_{m}b)$$

for any homogeneous elements $a$ and $b$ in $I_{m}$.

**Remark 3.3.** The DGA $I_{m}$ is not uniquely determined since $I_{m}$ may possess multiple different gradings.
Definition 3.4 (Peripheral structure). A peripheral structure $p$ of $A$ is a DGA morphism
$$p : \mathcal{I}_m \to A,$$
where $\mathcal{I}_m := (I_m, | \cdot |, \partial_m)$ is a DGA for some $m \geq 1$ and grading $| \cdot |$ on $I_m$.

Example 3.5 (Distinguished peripheral structure). We consider the DGA $\mathcal{I}_\emptyset := (I_2, | \cdot |_\emptyset, \partial_2)$ and the map $p_\emptyset : \mathcal{I}_\emptyset \to A$ defined as follows:

$$|\rho_{i,\ell}|_\emptyset := (\ell - 1), \quad p_\emptyset(\rho_{i,\ell}) := \begin{cases} 1 & \ell = 1; \\ 0 & \ell \neq 1. \end{cases}$$

Then $p_\emptyset$ becomes a DGA morphism, called the distinguished peripheral structure.

From now on, we will consider a pair $(A, P)$, where $P$ is a collection of peripheral structures containing $p_\emptyset$. Recall that a DGA homomorphism $f : A \to A'$ is called elementary if $f$ maps all generators of $A$ to generators of $A'$ except for only one generator $g \in A$ whose image is the sum of a generator $g' \in A$ and words not involving $g'$.

Definition 3.6 (Tame isomorphisms). Let $(A, P)$ and $(A', P')$ be two DGAs with peripheral structures.

(i) A homomorphism $f : (A, P) \to (A', P')$ is a DGA homomorphism $f : A \to A'$ satisfying that the function
$$f_\ast : P \to P'$$
$$p \mapsto f \circ p$$
induced by post-composition with $f$ is well defined.

(ii) A homomorphism $f$ is an elementary isomorphism if $f : A \to A'$ is an elementary isomorphism between DGAs, see [4, Section 2.2], and $f_\ast : P \to P'$ is a bijection.

(iii) A finite composition of elementary isomorphisms is called a tame isomorphism, and we denote it by
$$(A, P) \xrightarrow{\ast} (A', P'),$$
if $(A, P)$ and $(A', P')$ are tame isomorphic.

Any homomorphism $f$ preserves the distinguished peripheral structure $p_\emptyset$ since $\text{Image}(p_\emptyset)$ is the coefficient ring $\mathbb{Z}$. Therefore the above definition for pairs is equivalent to the usual definition for DGAs if we set
$$P = P' = \{p_\emptyset\}.$$

3.2. Generalized stabilizations

Let $p : \mathcal{I}_m = (I_m, | \cdot |, \partial_m) \to A$ be a peripheral structure. For each $\emptyset \in \mathfrak{A}$, we define $\mathcal{F}_p^{\emptyset \pm} := (F_m^{\pm}, | \cdot |^{\emptyset}, \partial_m)$ as follows.

(1) The algebra $F_m^+$ (respectively, $F_m^-$) is the free product of $I_m$ and the unital free associative algebra generated by the functions $\mathcal{C}_i$ (respectively, functions $\mathcal{C}_{-i}$).
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\[ F_m^+ := \mathbb{Z}\langle \{ \overline{\rho}_{i, \ell} \} \cup \{ \mathfrak{e}_i \} \rangle \cong I_m \ast \mathbb{Z}(\mathfrak{e}_1, \ldots, \mathfrak{e}_m); \]

\[ F_m^- := \mathbb{Z}\langle \{ \overline{\rho}_{i, \ell} \} \cup \{ \mathfrak{e}_{-i} \} \rangle \cong I_m \ast \mathbb{Z}(\mathfrak{e}_{-1}, \ldots, \mathfrak{e}_{-m}). \]

(2) The grading \(| \cdot |^0\) is defined as

\[ |\overline{\rho}_{i, \ell}|^0 := |\rho_{i, \ell}|, \quad i \in \mathbb{Z}/m\mathbb{Z}, \ell \geq 1; \]

\[ |\mathfrak{e}_1|^0 := 0; \]

\[ |\mathfrak{e}_k|^0 := 0 + |\rho_{1,k-1}| + 1, \quad 1 < k \leq m; \]

\[ |\mathfrak{e}_{-1}|^0 := 0; \]

\[ |\mathfrak{e}_{-k}|^0 := 0 + |\rho_{-k,k-1}| + 1, \quad 1 < k \leq m. \]

(3) The differential \(\overline{\partial}_m\) is defined as

\[ \overline{\partial}_m \overline{\rho}_{i, \ell} := \delta_{\ell,m} + \sum_{j=1}^{\ell-1} (-1)^{|\mathfrak{e}_j|}|\overline{\rho}_{i,j}|^0 \overline{\rho}_{i,j+\ell-j}, \quad i \in \mathbb{Z}/m\mathbb{Z}, \ell \geq 1; \]

\[ \overline{\partial}_m \mathfrak{e}_1 := 0; \]

\[ \overline{\partial}_m \mathfrak{e}_k := (-1)^{|\mathfrak{e}_k|}|\overline{\rho}_{i, k-1}| \sum_{i=1}^{k-1} \mathfrak{e}_i \overline{\rho}_{i,k-i}, \quad 1 < k \leq m; \]

\[ \overline{\partial}_m \mathfrak{e}_{-1} := 0; \]

\[ \overline{\partial}_m \mathfrak{e}_{-k} := (-1)^{|\mathfrak{e}_k|}|\overline{\rho}_{i, k-1}| \sum_{i=1}^{k-1} \mathfrak{e}_{-i} \overline{\rho}_{i,k-i}, \quad 1 < k \leq m, \]

where \(p^{\pm} : I_m \to F_m^\pm\) is the canonical inclusion defined as \(\rho_{i, \ell} \mapsto \overline{\rho}_{i, \ell}\).

Then by definition, \(p^{\pm}\) induces a DGA morphism

\[ p^{\pm} : I_m = (I_m, | \cdot |, \partial_m) \to F_p^{\pm} = (F_m^\pm, | \cdot |^0, \overline{\partial}_m), \]

or equivalently, a peripheral structure for \(F_p^{\pm}\).

**Definition 3.7** (Generalized stabilization). Let \((A, \mathcal{P})\) be a DGA with a collection of peripheral structures. Suppose that \((p : I_m \to A) \in \mathcal{P}\) and \(\partial \in \mathcal{R}\) are given. The \(\partial^{th}\) generalized (±)-stabilization \(S_p^{\pm}\)(\(A, \mathcal{P}\)) of \((A, \mathcal{P})\) with respect to \(p\) is the pair

\[ S_p^{\pm}(A, \mathcal{P}) := (A_p^{\pm}, \mathcal{P}_p^{\pm}) \]

defined as follows.

(i) The DGA \(A_p^{\pm} := (A_p^{\pm}, | \cdot |^0_p, \partial_p^{\pm})\) is the push-out of \(p\) and \(p^{\pm}\)

\[ \vcenter{\xymatrix{ I_m = (I_m, | \cdot |, \partial_m) \ar[r]^{p^{\pm}} \ar[d]_p & F_p^{\pm} = (F_m^\pm, | \cdot |^0, \overline{\partial}_m) \ar[d]_{\overline{\partial}_p^{\pm}} \\mathcal{A} = (A, | \cdot |, \partial) \ar[r]^{\partial_p^{\pm}} & A_p^{\pm} = (A_p^{\pm}, | \cdot |^0, \partial). }} \]
(ii) The collection $\mathcal{F}_p^{\pm}$ of induced peripheral structures is defined by post-composition with the canonical map $\iota_p^{\pm} : A \to A_p^{\pm}$ so that

$$\mathcal{F}_p^{\pm} := \{ \iota_p^{\pm} \circ p' : I_p' \to A \to A_p^{\pm} \mid p' \in \mathcal{P} \}.$$ 

**Remark 3.8.** Each generalized stabilization defined above is a composition of stabilization and destabilization up to tame isomorphisms in the sense of Ekholm and Ng [9, Definition 2.16]. Note that infinitely many pairs of generators are necessary to make our generalized stabilizations.

**Remark 3.9.** The two DGA constructions $\mathcal{F}_p^{\pm}$ are related via the DGA antiisomorphism, which is an isomorphism as abelian groups, preserves gradings and differentials but reverses the order of multiplication,

$$\mu_s : \mathcal{F}_p^{\pm} \to \mathcal{F}_p^{\mp}, \quad \mu_s(\tau_i) = \tau_i, \quad \mu_s(\bar{\tau}_{i, \ell}) = \bar{\tau}_{-i, -\ell},$$

where $\mu^*(p): \mu^*(I_m) \to \mu^*(A)$ is the induced peripheral structure of $p$ and $\mu^*(-)$ is the DGA obtained by reversing the order of multiplication so that $\mu$ becomes an antiisomorphism.

Furthermore, so are the positive and negative $\delta$th generalized stabilizations. That is, there is an anti-isomorphism of DGAs

$$\mu_s : S_{\mu^*(p)}^0(\mu^*(A), \mu^*(\mathcal{P})) \to S_{p}^{\pm}(A, \mathcal{P}).$$

**Example 3.10** (Generalized stabilization with $p_\mathcal{P}$). We consider the generalized stabilization $A_p^{\pm}$ with respect to the distinguished peripheral structure $p_\mathcal{P}$. Then since $|\rho_{1,1}| = |\rho_{2,1}| = 0$, the grading and differential on $\{\bar{\tau}_1, \bar{\tau}_2\}$ become

$$[\bar{\tau}_1]_0 := \mathfrak{d}, \quad [\bar{\tau}_2]_0 := \mathfrak{d} + |\rho_{1,1}| + 1 = \mathfrak{d} + 1,$$

Then the push-out of $p_\mathcal{P} : I_2 \to A$ and $p^{\pm} : I_2 \to F_2^{\pm}$ is isomorphic to

$$A *_{I_2} F_2^{\pm} \simeq A * Z(\bar{\tau}_1, \bar{\tau}_2)$$

by the definition of $p_\mathcal{P} : \rho_{i, \ell} \mapsto \delta_{i, \ell}$. Moreover, the DGA $A_p^{\pm}$ is isomorphic to the free product

$$A_p^{\pm} \simeq A * E(\mathfrak{d}),$$

where the DGA $E(\mathfrak{d}) := (Z(\bar{\tau}_1, \bar{\tau}_2), \cdot)_{E(\mathfrak{d})}$ is defined as

$$[\bar{\tau}_1]_{E(\mathfrak{d})} = \mathfrak{d}, \quad \partial_{E(\mathfrak{d})}(\bar{\tau}_1) = 0;$$

$$[\bar{\tau}_2]_{E(\mathfrak{d})} = \mathfrak{d} + 1, \quad \partial_{E(\mathfrak{d})}(\bar{\tau}_2) = (-1)^{|\bar{\tau}_1|} \bar{\tau}_1.$$

Moreover, one can ignore the sign by using $\bar{\tau}_1 := (-1)^{|\bar{\tau}_1|} \bar{\tau}_1$. Therefore $A_p^{\pm}$ is nothing but what is called the $\delta$th stabilization of $A$ in the literature.

**Definition 3.11** (Generalized stable-tame isomorphism). We say that two DGAs $(A, \mathcal{P})$ and $(A', \mathcal{P'})$ with collections of peripheral structures are generalized stable-tame isomorphic if $(A, \mathcal{P})$ and $(A', \mathcal{P'})$ are tame isomorphic up to generalized stabilizations, and denote this by

$$(A, \mathcal{P})_{s,t} \simeq (A', \mathcal{P}'),$$
that is,
\[ S^{β_i,±}_{p_i}(\cdots S^{β_1,±}_{p_1}(A, P) \cdots) \simeq S^{β'_i,±}_{p'_i}(\cdots S^{β_1,±}_{p'_1}(A', P') \cdots) \]

for some \( β_i, β'_i \in R \) and \( p_i, p'_i \in (\cdots (P^{β_1,±}_{p_1}) \cdots )^{β_{j-1},±}_{p_{j-1}}, p'_j \in (\cdots (P')^{β_1,±}_{p'_1}) \cdots )^{β'_{j-1},±}_{p'_{j-1}} \).

**Proposition 3.12.** The DGA morphisms \( p^{β,±} \) are chain equivalences. In particular, \( p^{β,±} \) induce the isomorphisms between homology groups
\[ (p^{β,±})_* : H_*(\mathcal{I}_m) \to H_*(\mathcal{F}^{β,±}) \]

**Proof.** As discussed in Remark 3.9, it suffices to prove the claim only for the positive stabilization.

Let \( π^+: \mathcal{F}^{β,±}_p \to \mathcal{I} \) be a DGA morphism left inverse to \( p^{β,±} \), defined as
\[ π^+(\varphi_{i,1}) := ρ_{i,ℓ}, \quad π^+(ξ_i) := 0. \]

We claim that \( π^+ \) is a chain homotopy inverse of \( p^{β,±} \), and it suffices to prove that there exists \( h^+: \mathcal{F}^{β,±}_p \to \mathcal{F}^{β,±}_p \) of degree 1 such that
\[ \partial_m \circ h^+ + h^+ \circ \partial_m = Id - (p^{β,±} \circ π^+). \]

We need the following lemma.

**Lemma 3.13.** For each \( 1 \leq k \leq m \), let us define
\[ \tilde{c}_k := (-1)^{|ξ_k|^0} - 1 \sum_{i=1}^{m} ξ_i p_{i,m-\ell+k} ∈ F^{+}. \]

Then the following holds:
\[ \partial_m \tilde{c}_k = c_k + (-1)^{|ξ_k|^0} - 1 \sum_{i=1}^{k-1} c_i p_{i,k-i}. \]

**Proof.** By direct computation, we have
\[ (-1)^{|ξ_k|^0} - 1 \partial_m \tilde{c}_k = \sum_{i=1}^{m} (\partial_m ξ_i) p_{i,m+k-i} + (-1)^{|ξ_i|^0} ξ_i (\partial_m p_{i,m+k-i}) \]
\[ = \sum_{i=1}^{m} (-1)^{|ξ_i|^0} - 1 \left( \sum_{j=1}^{i-1} ξ_j p_{j,i-j} \right) p_{i,m+k-i} + (-1)^{|ξ_i|^0} ξ_i (\partial_m p_{i,m+k-i}) \]
\[ = \sum_{j=1}^{m} (-1)^{|ξ_j|^0} - 1 \xi_j \left( \sum_{i=j+1}^{m} (-1)^{|ξ_j|^0 - |ξ_i|^0} \xi_j p_{j,i-j} p_{i,m+k-i} - \partial_m p_{j,m+k-j} \right). \]

Since \( (-1)^{|ξ_i|^0 - |ξ_j|^0} = (-1)^{|p_{i,j} - j|^0} - 1 \) and
\[ \partial_m p_{j,m+k-j} = δ_{m+k-j,m} + \sum_{i=j+1}^{m+k-1} (-1)^{|p_{j,i-j}|0} - 1 p_{j,i-j} p_{i,m+k-i}, \]
the above equation is the same as
\[ \sum_{j=1}^{m} (-1)^{|\xi_j| - 1} \xi_j \left( \delta_{m+k-j,m} + \sum_{i=m+1}^{m+k-1} (-1)^{|\xi_{j-i}| - 1} \rho_{j,i-j} \rho_{i,m+k-i} \right) \]
\[ = (-1)^{|\xi_k| - 1} \xi_k + \sum_{\ell=1}^{k-1} \left( \sum_{j=1}^{m} (-1)^{|\xi_j| + 1} |\xi_j| \rho_{j,m+\ell-j} \right) \rho_{\ell,k-\ell} \]
\[ = (-1)^{|\xi_k| - 1} \xi_k + \sum_{i=1}^{k-1} \xi_i \rho_i \rho_{k-i}. \]
\]
\[
\]
\[ \square \]

Let \( w \in \mathcal{F}_p^{3+} \) be a monomial. We define \( h^+(w) \) inductively as follows:
\[ h^+(1) := 0, \quad h^+(w) := \begin{cases} (-1)^{|\xi_w|} x \xi_w y & w = x \xi_w y, h^+(x) = 0; \\ 0 & \text{otherwise.} \end{cases} \]

Then \( h^+(w) = 0 \) if and only if \( w \) does not contain any generators \( \xi_k \), and moreover, if \( h^+(x) = 0 \),
\[ h^+(xwy) = (-1)^{|\xi_y|} x h^+(w)y \]
for any \( w, y \in \mathcal{F}_p^{3+} \).

If \( w \) contains no generators \( \xi_\ell \), then neither does \( \overline{\partial}_m(w) \) and therefore
\[ (ld - p^{3+} \circ \pi^+)(w) = w - w = 0 = \overline{\partial}_m \circ h^+(w) + h^+ \circ \overline{\partial}_m(w). \]

Otherwise, if \( w = x \xi_w y \) with no generators \( \xi_k \) in \( x \), then it is easy to check that
\[ (\overline{\partial}_m \circ h^+ + h^+ \circ \overline{\partial}_m)((-1)^{|\xi_w|} - 1)w) \]
\[ = \overline{\partial}_m(x \xi_w y) + (-1)^{|\xi_w|} - 1) x \xi_w y + (-1)^{|\xi_w|} x \overline{\partial}_m(\xi_w) y + (-1)^{|\xi_w|} x \xi_w \overline{\partial}_m(y) \]
\[ = \overline{\partial}_m(x \xi_w y) - \overline{\partial}_m(x \xi_w y) + x(h^+ \circ \overline{\partial}_m)(\xi_w) y + (-1)^{|\xi_w|} x \xi_w \overline{\partial}_m(y) \]
\[ = x(\overline{\partial}_m(\xi_w) + (h^+ \circ \overline{\partial}_m)(\xi_w)) y \]
\[ = x \xi_w y = w \]
by the previous lemma. Since \( \pi^+(w) = 0 \), we have
\[ (ld - p^{3+} \circ \pi^+)(w) = w - w = 0, \]
which shows that \( (p^{3+})_* : H_*(\mathcal{I}_p) \to H_*(\mathcal{F}_p^{3+}) \) is an isomorphism. \( \square \)

**Proposition 3.14.** Let \((A, \mathcal{P})\) be a DGA with a collection of peripheral structures, and let \( A^{3\pm}_p \) be the \( 0 \)th generalized \((\pm)\)-stabilization with respect to \( p \in \mathcal{P} \) defined as above. Then the DGA morphism \( t_p^{3\pm} \) induces a chain equivalence, whose chain homotopy inverse is precisely the projection
\[ \pi_p^{3\pm} : A^{3\pm}_p \to A. \]
In particular, it induces an isomorphism between homology groups
\[(\iota^\pm_p)_*: H_*(\Lambda) \to H_*(\Lambda^\pm_p).\]

**Proof.** This follows by exactly the same argument as Proposition 3.12. \[\square\]

**Remark 3.15.** The proofs of Propositions 3.12 and 3.14 can be deduced from the fact that generalized stabilizations are compositions of (de)stabilizations involving infinitely many cancelling pairs of generators up to tame isomorphisms as mentioned in Remark 3.8.

4. **DGA for Legendrian graphs with potentials**

By extending the idea of disk counting, we construct a DGA for Legendrian graphs with potential. In addition to oriented admissible disks in the Lagrangian projection, we take into account infinitesimal disks near each vertex for the differential of generators from vertices. We also assign a canonical peripheral structure, a collection of DG-subalgebras, in order to encode the data of vertices of Legendrian graphs as follows.

**Theorem 4.1 (Associated DGA with peripheral structures).** Let \(L = (\Lambda, P)\) be a Legendrian graph with potential. Then there is a pair \((\Lambda_L, P_L)\) consisting of a DGA \(\Lambda_L := (\Lambda, |\cdot|_P, \partial)\) and a canonical peripheral structure \(P_L\).

4.1. **Capping paths**

Let us consider the set of double points of \(L\) by \(C_L\), and define the set \(S_L\) of special points as the disjoint union
\[S_L := C_L \sqcup V_L.\]

Now introduce capping paths as generators of our DGA. Consider the sets
\[\tilde{V}_v := \{v_{i,\ell} | i \in \mathbb{Z}/\text{val}(v)\mathbb{Z}, \ell \geq 1\}, \quad \tilde{V}_L := \bigsqcup_{v \in V_L} \tilde{V}_v.\]

**Notation 4.2.** We denote the union of \(C_L\) and \(\tilde{V}_L\) by \(G_L\).
\[G_L := C_L \sqcup \tilde{V}_L.\]

The projection \(\tilde{V}_L \to V_L\) defined as \(v_{i,\ell} \mapsto v\) extends to
\[G_L := C_L \sqcup \tilde{V}_L \to C_L II V_L = S_L\]
which maps \(c \in C_L\) to \(c\). Moreover, the assignment \(v_{i,\ell} \mapsto (h_v, i, \ell)\) gives us a bijection \(\tilde{V}_v \to \mathbb{H} \times \mathbb{Z}_{\geq 1}\). Therefore one can interpret \(v_{i,\ell}\) as the region covered by clockwise \(\ell\) sectors of \(U_v\) starting with the half-edge \(h_v, i\).

4.1.1. **Capping paths for \(C_L\).** Suppose that \(c = g \in C_L\) is a double point. Let \(c_{\pm} \in \Lambda\) be the two lifts of \(c\) chosen so that \(c_+\) has a greater \(z\)-value than \(c_-\). That is,
\[\pi_L(c_+) = \pi_L(c_-) = c \in C_L, \quad z(c_+) > z(c_-).\]
We denote the two edges of \(\Lambda\) containing \(c_{\pm}\) by \(e^+_c\) and \(e^-_c\). Their projections are denoted by \(e^+_c\) and \(e^-_c\), and are called the upper and lower edges at \(c\), respectively.
\[c_{\pm} \in e^+_c \in \mathcal{E}_\Lambda \quad \xrightarrow{\pi_L} \quad c \in e^+_c \in \mathcal{E}_\Lambda.\]
Then the tangent space $T_c L \subset \mathbb{R}^2_{xy}$ is the union $T_c e_c^+ \cup T_c e_c^-$. We define a path $c(t)$ such that

$$
c(t) : [0, 1] \rightarrow \text{Gr}(1, T_c \mathbb{R}^2_{xy}), \quad c(0) = T_c e_c^+, \quad c(1) = T_c e_c^-$$

and $c(t)$ rotates counterclockwise as $t$ increases.

Pictorially, if we assign a (+) or (−) sign to each region near $c$ separated by $L$ as depicted in Figure 5(a), then the path $c(t)$ sweeps through both positive regions counterclockwise. See Figure 5(b).

4.1.2. Capping paths for $\tilde{V}_L$. Now suppose $g = v_{i,\ell} \in \tilde{V}_L$. We define a path $v_{i,\ell} : [0, 1] \rightarrow \text{Gr}(1, T_c \mathbb{R}^2_{xy})$ in advance for each $v \in V_L$ and $i \in \mathbb{Z} / \text{val}(v) \mathbb{Z}$ as a loop based at $T_c h_{v,i}$ which turns counterclockwise $\pi$ radians. Then the (free) homotopy class $[v_{i,\ell}(t)]$ corresponds to a generator $1_{Gr} \in \pi_1(\text{Gr}(1, T_c \mathbb{R}^2_{xy}))$.

We use induction on $\ell$ to define $v_{i,\ell}(t)$. For $\ell > 1$, we define $v_{i,\ell+1}$ as the concatenation

$$
v_{i,\ell+1}(t) := v_{i,1}(t) \cdot v_{i+1,\ell}(t), \quad (4.1)$$

where $v_{i+1,\ell}(t)$ is the loop defined previously.

For $\ell = 1$, the path $v_{i,1}(t)$ is the same as the path defined by the tangent line along the boundary of the sector $\delta_{v,j}$ after smoothing. See Figure 6 for examples.

More precisely, let $0 < \theta \leq 2\pi$ be the angle between two half-edges $h_{v,i}$ and $h_{v,i+1}$ given by clockwise rotation\(^1\). A path $v_{i,1} : [0, 1] \rightarrow \text{Gr}(1, T_c \mathbb{R}^2_{xy})$ is defined by

$$
v_{i,1}(0) := T_c h_{v,i}, \quad v_{i,1}(1) := T_c h_{v,i+1}$$

and as $t$ increases $v_{i,1}(t)$ rotates by $(\pi - \theta)$ counterclockwise if $\theta < \pi$ and rotates by $(\theta - \pi)$ clockwise if $\pi < \theta$.

Note that the path $v_{i,m}(t)$ for $m = \text{val}(v)$ becomes a loop which is a clockwise rotation by $\pi$. In general, $v_{i,km}(t)$ corresponds to a clockwise rotation by $(2k - 1)\pi$ for $k \geq 0$.\(^2\)

---

\(^1\)The angle $\theta$ is $2\pi$ if and only if $h_{v,i} = h_{v,i+1}$, or equivalently, if $v$ is univalent.

\(^2\)When $k = 0$, then the clockwise $-\pi$ rotation means a counterclockwise rotation by $\pi$, which is the same as $v_i(t)$. 

---

**Figure 5** (colour online). Signs of regions and a capping path for a double point.

**Figure 6** (colour online). Sectors and capping paths.
Notation 4.3. The free associative unital algebra over \( \mathbb{Z} \) generated by \( G_L \) is denoted by \( A_\Lambda \).

\[ A_\Lambda := \mathbb{Z}(G_L) \]

4.1.3. Geometric interpretation of generators. We interpret generators as Reeb chords. In particular we focus on a local model of each vertex by considering the standard model of a Weinstein one-handle.

Let us start with a function \( F : \mathbb{C}^2 \to \mathbb{R} \) defined by

\[ F(x_1 + iy_1, x_2 + iy_2) = \frac{1}{2}(x_1^2 + y_1^2) + 2x_2 - y_2^2. \]

Then \( F^{-1}(-\delta) \) and \( F^{-1}(\delta) \) are homeomorphic to \( \mathbb{R}^3 \times S^0 \) and \( S^2 \times \mathbb{R} \), respectively. Now consider the Liouville vector field

\[ Z = \frac{1}{2}(x_1 \partial_{x_1} + y_1 \partial_{y_1}) + 2x_2 \partial_{x_2} - y_2 \partial_{y_2} \]

of \( F^{-1}(\pm\delta) \) with respect to the standard symplectic form \( \omega_{\text{std}} = dx_1 \wedge dy_1 + dx_2 \wedge dy_2 \). This defines a contact form on each \( F^{-1}(\pm\delta) \) by restricting the following 1-form

\[ \omega_{\text{std}}(Z, \cdot) = \frac{1}{2}(x_1 dy_1 - y_1 dx_1) + 2x_2 dy_2 + y_2 dx_2, \]

whose Reeb vector field \( R \) is proportional to

\[ \frac{1}{2}(x_1 \partial_{y_1} - y_1 \partial_{x_1}) + 2x_2 \partial_{y_2} + y_2 \partial_{x_2}, \]

on each level set of \( F \). We especially consider the following half of \( F^{-1}(\delta) \)

\[ N(\delta) := F^{-1}(\delta) \cap \{ y_2 \geq 0 \}, \]

which is homeomorphic to \( S^2 \times [0, +\infty) \). It is straightforward to check that there exists a unique closed Reeb orbit \( R \) on \( \partial N(\delta) = F^{-1}(\delta) \cap \{ y_2 = 0 \} \) parametrized as

\[ t \mapsto \left( \sqrt{2\delta} \cos t, \sqrt{2\delta} \sin t, 0, 0 \right). \]

For a Legendrian graph \( \Lambda \subset \mathbb{R}^3_{\text{rot}} \) and \( v \in V_\Lambda \), by Theorem 2.3, we identify the standard neighborhood \( U_v \subset \mathbb{R}^3_{\text{rot}} \) with the open unit ball at the origin

\[ (U_v, U_v \cap \Lambda) \cong (U_0, U_0 \cap T_\theta) \]

and for sufficiently small \( \delta_v > 0 \), let us consider

\[ N_v := \{(x, y, z) \in U_0 \mid x^2 + y^2 + z^2 \geq \delta_v \}. \]

Then there is a diffeomorphism \( \overline{\phi}_v : N(\delta_v) \to N_v \) defined as \( \overline{\phi}_v(x_1, y_1, x_2) := (x, y, z) \) such that

\[ x := x_1 \frac{y_2 + \sqrt{\delta_v}}{\sqrt{2(y_2^2 + \delta_v)}}, \quad y := y_1 \frac{y_2 + \sqrt{\delta_v}}{\sqrt{2(y_2^2 + \delta_v)}}, \quad z := x_2 \frac{\sqrt{2(y_2 + \sqrt{\delta_v})}}{\sqrt{2y_2 + \delta_v}}, \]

where

\[ y_2 = \sqrt{\frac{1}{2}(x_2^2 + y_2^2) + 2x_2^2 - \delta_v}. \]

We now equip \( N_v \) with the contact form \( \alpha_v \), which is given by interpolating the contact form on \( \mathbb{R}^3 \) and the one obtained from \( N(\delta_v) \) via \( \overline{\phi}_v \). Then the periodic Reeb orbit \( R_v \) is the equator of the sphere \( \partial N_v = \{(x, y, z) \mid x^2 + y^2 + z^2 = \delta_v \} \) parametrized as

\[ R_v(t) := \{(\sqrt{\delta_v} \cos t, \sqrt{\delta_v} \sin t, 0) \in \partial N_v \}. \]
We will use the given potential $U$ where $h$ are oriented. We choose two oriented subarcs $h_i, h_j$ are parallel to the $v$ before, by using the stretching map $f_M$ and perturbing slightly, we may assume that $h_{v,i}$ and $h_{w,j}$ are on the left of $v$ and $h_{v,a+1}, \ldots, h_{v,a+b}$ are on the right of $v$, respectively.

### 4.2. Gradients from Maslov potentials

We will use the given potential $\mathcal{Q}$ to define an $\mathfrak{R}$-grading on $A_\Lambda$ by assigning an element $|g|_\mathcal{Q} \in \mathfrak{R}$ for each $g \in G_L$ as follows.

#### 4.2.1. Grading on $C_L$

For $c \in C_L$, let $e^+_c$ and $e^-_c$ be the upper and lower edges, respectively, which are oriented. We choose two oriented subarcs $\gamma^\pm_c$ of $e^\pm_c$ from $c$ to their terminal vertices, say $v := e^+_c(1)$ and $w := e^-_c(1)$, respectively.

$$\gamma^+_c : [0, 1] \to e^+_c, \quad \gamma^-_c(0) = c, \quad \gamma^+_c(1) = v, \quad \gamma^-_c(1) = w.$$  

See Figure 7.

We denote by $h_{v,i}$ and $h_{w,j}$ the two half-edges contained in $\gamma^+_c$ and $\gamma^-_c$, respectively. As before, by using the stretching map $f_M$ and perturbing slightly, we may assume that $h_{v,i}$ and $h_{w,j}$ are parallel to the $v$-axis. Then the loop $\tilde{c}(t)$ is defined to be the concatenation

$$\tilde{c}(t) := D\gamma^+_c(t) \cdot D\gamma^-_c(t)^{-1} \cdot c(t)^{-1} \in \text{Gr}(1, \mathbb{R}^2),$$

which travels along $e^+_c$ from $T_c e^+_c$ to $T_c h_{v,i} \approx \partial_x \approx T_w h_{w,j} \in \text{Gr}(1, \mathbb{R}^2)$ and then to $T_c e^-_c$ along $e^-_c$. We define $|c|_\mathcal{Q}$ as

$$|c|_\mathcal{Q} := \mathcal{Q}(h_{v,i}) - \mathcal{Q}(h_{w,j}) + n_c \cdot 1_{\mathfrak{R}} \in \mathfrak{R}, \quad (\text{Gr1})$$

where $[\tilde{c}] = n_c \cdot 1_{\text{Gr}} \in \pi_1(\text{Gr}(1, \mathbb{R}^2))$.

If $c$ is a self-intersecting point of an edge $e \in E_L$, then we may have that $h_{v,i} = h_{w,j}$ and one of $D\gamma^+_c$ or $(D\gamma^-_c)^{-1}$ is completely cancelled by the other up to homotopy. In this case $|c|_\mathcal{Q}$ recovers the usual definition of the grading in the literature.

#### 4.2.2. Grading on $\tilde{V}_L$

Suppose that $H_v$ is decomposed into two parts

$$H_v = \{ h_{v,1}, \ldots, h_{v,a} \} \amalg \{ h_{v,a+1}, \ldots, h_{v,a+b} \}, \quad a + b = \text{val}(v)$$

so that $h_{v,1}, \ldots, h_{v,a}$ are on the left of $v$ and $h_{v,a+1}, \ldots, h_{v,a+b}$ are on the right of $v$, respectively.
We use the same strategy to define the grading of \( v_{i,\ell} \) by regarding \( h_{v,i} \) and \( h_{v,i+\ell} \) as the upper and lower strand for \( v_{i,\ell} \) together with two constant paths \( D_{\gamma^+_{v,i,\ell}}, D_{\gamma^-_{v,i,\ell}} \) at \( h_{v,i}, h_{v,i+\ell} \) in \( \text{Gr}(1,\mathbb{R}^2) \), respectively.

Then as before, two tangent spaces of half-edges \( h_{v,i} \) and \( h_{v,i+\ell} \) become close enough via the stretching map \( f_M \) to be identified and so we can compose paths to define the loop

\[
\hat{\nu}_{i,\ell} := D_{\gamma^+_{v,i,\ell}}(t) \cdot D_{\gamma^-_{v,i,\ell}}(t) \cdot v_{i,\ell}^{-1}(t) = v_{i,\ell}^{-1}(t).
\]

Suppose that this path turns \( n_{v_{i,\ell}} \) \( \pi \) for some \( n_{v_{i,\ell}} \in \mathbb{Z} \). Namely,

\[
\hat{\nu}_{i,\ell} = n_{v_{i,\ell}} \cdot 1_{\mathcal{R}}.
\]

Then we define the grading \( |v_{i,\ell}|_\mathcal{R} \) as the same as before.

\[
|v_{i,\ell}|_\mathcal{R} := \mathcal{P}(h_{v,i}) - \mathcal{P}(h_{v,i+\ell}) + n_{v_{i,\ell}} \cdot 1_{\mathcal{R}}
\]

By the concatenation formula (4.1) for the capping paths, we have the relation

\[
n_{v_{i,\ell+r}} = n_{v_{i,\ell}} + n_{v_{i+\ell, r}} + 1,
\]

where the last 1 comes from the path \( v_{i,\ell+r}^{-1}(t) \) in \( v_{i,\ell+r}(t) \). Therefore the following grading relation holds: For \( \ell, r \geq 1 \),

\[
|v_{i,\ell+r}|_\mathcal{R} := |v_{i,\ell}|_\mathcal{R} + |v_{i+\ell, r}|_\mathcal{R} + 1_{\mathcal{R}} \in \mathcal{R}.
\]

(Gr3)

It is easy to check from the definition that for \( m = \text{val}(v) \),

\[
\sum_{j=1}^{m} (|v_{i,j}|_\mathcal{R} + 1_{\mathcal{R}}) = 2 \cdot 1_{\mathcal{R}}, \quad |v_{i,m}|_\mathcal{R} = 1_{\mathcal{R}}, \quad \forall i \in \mathbb{Z}/m\mathbb{Z}.
\]

(4.2)

Explicitly, \( |v_{i,1}|_\mathcal{R} \in \mathcal{R} \) is given as follows.

1. If \( a, b \geq 1 \), then for \( 1 \leq i \leq a + b \),

\[
|v_{i,1}|_\mathcal{R} := \begin{cases} 
\mathcal{P}(h_{v,i}) - \mathcal{P}(h_{v,i+1}) - 1_{\mathcal{R}} & i \neq a, a + b; \\
\mathcal{P}(h_{v,a}) - \mathcal{P}(h_{v,a+1}) & i = a; \\
\mathcal{P}(h_{v,a+b}) - \mathcal{P}(h_{v,1}) & i = a + b.
\end{cases}
\]

(Gr21)

2. If \( a = 0 \), then for \( 1 \leq i \leq b \),

\[
|v_{i,1}|_\mathcal{R} := \begin{cases} 
\mathcal{P}(h_{v,i}) - \mathcal{P}(h_{v,i+1}) - 1_{\mathcal{R}} & i \neq b; \\
\mathcal{P}(h_{v,b}) - \mathcal{P}(h_{v,1}) + 1_{\mathcal{R}} & i = b.
\end{cases}
\]

(Gr22)

3. If \( b = 0 \), then for \( 1 \leq i \leq a \),

\[
|v_{i,1}|_\mathcal{R} := \begin{cases} 
\mathcal{P}(h_{v,i}) - \mathcal{P}(h_{v,i+1}) - 1_{\mathcal{R}} & i \neq a; \\
\mathcal{P}(h_{v,a}) - \mathcal{P}(h_{v,1}) + 1_{\mathcal{R}} & i = a.
\end{cases}
\]

(Gr23)

**Proposition 4.4.** The function

\[
| \cdot |_\mathcal{R} : \mathcal{G}_L \to \mathcal{R}
\]

determined by the conditions (Gr1), (Gr21), (Gr22), (Gr23) and (Gr3) is well defined and independent of the choices of orientations on edges.

**Proof.** The well-definedness is obvious. For \( v_{i,\ell} \in \tilde{\mathcal{V}}_L \), \( |v_{i,\ell}|_\mathcal{R} \) depends only on the given Maslov potential \( \mathcal{P} \) which is orientation independent as seen in Remark 2.17. For \( c \in \mathcal{C}_L \), if
we change the orientation of an edge, then subarcs $\gamma_{c}^{\pm}$ and so their terminal vertices may change simultaneously. However, from the vanishing condition for the Maslov potential $P$ on $t_{s}$ described in Section 2.5, their effects on $|c|_{P}$ should be cancelled and this completes the proof.

\[\square\]

Now we are ready to define graded algebras associated to Legendrian graphs with Maslov potentials.

**Definition 4.5 (Graded algebra).** Let $L = (\Lambda, P) \in \mathcal{L}_{\mathbb{R}}$ be a Legendrian graph with an $\mathbb{R}$-valued Maslov potential. We define a graded algebra $A_{L} = (A_{\Lambda}, |\cdot|_{P})$, where $A_{\Lambda}$ is the free unital associative algebra defined previously and $|\cdot|_{P}$ is the grading as above.

### 4.3. Admissible disks

Let $\Pi_{t} \subset \mathbb{R}^{2}$ be an embedded $(t + 1)$-gon which admits a canonical decomposition into open cells as follows:

- $\Pi_{t} = \text{VII}_{t} \cup \text{EII}_{t} \cup \hat{\Pi}_{t}$,
- $\text{EII}_{t} = \{e_{0}, \ldots, e_{t}\}$,
- $\text{VII}_{t} = \{v_{0}, \ldots, v_{t}\}$;
- $\partial \Pi_{t} = \text{VII}_{t} \cup \text{EII}_{t}$,
- $\partial e_{r} = \{v_{r}, v_{r+1}\}$,

where the index $r$ is assumed to be in $\mathbb{Z}/(t + 1)\mathbb{Z}$.

As usual, we call $\text{VII}_{t}$, $\text{EII}_{t}$ and $\Pi_{t}$ the sets of vertices, edges and interior points of $\Pi_{t}$, respectively. We assume that vertices are labeled counterclockwise so that the labeling convention induces the orientation on $\Pi_{t}$.

For convenience’s sake, we denote the half-edges at $v \in \text{VII}_{t}$ by $h_{v}^{-}$ and $h_{v}^{+}$ as shown in Figure 8, respectively, and suppress $t$ and simply use $\Pi$ unless any ambiguity occurs.

Recall the set $S_{L} = C_{L} \Pi V_{L}$ of special points. Let $f$ denote a map of triples

$$f : (\Pi, \partial \Pi, \text{VII}) \to (\mathbb{R}^{2}, \Lambda, S_{L}).$$

**Definition 4.6 (Standard neighborhoods and half-edges).** For each $v \in \text{VII}$ with $f(v) = g \in S_{L}$, the standard neighborhood $U_{v}$ of $v$ is defined to be the component of the inverse $f^{-1}(U_{g})$ of the standard neighborhood $U_{g}$ of $g$ which contains $v$

$$v \in U_{v} \subset f^{-1}(U_{g}), \quad f(v) = g \in S_{L}.$$

Recall that a point $x$ is a critical point of $f$ if the rank of the Jacobian $Df$ at $x$ is not maximal, and we denote the set of critical points by $\text{Crit}(f)$, which can be decomposed...
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Figure 9 (colour online). $m$ and $(m/2)$-folding edges.

(or stratified) as

$$ \text{Crit}(f) = \text{Crit}^0(f) \amalg \text{Crit}^1(f), \quad \text{Crit}^i(f) := \{ x \in \text{Crit}(f) \mid \text{rk}Df|_x = i \}. $$

For convenience’s sake, we regard vertices as regular points.

**Assumption 4.7 (Differentiable disks).** From now on, any differentiable disk $f$ is assumed to satisfy the following.

(i) $f$ is differentiable on $\bar{\Pi}$ which extends to $\text{EII}$.

(ii) $\text{Crit}(f)$ is of measure-zero. And

(iii) $f$ is smooth on $U_v \setminus \{v\}$ and $h^+_v \cup h^-_v = (e^+_v \cup e^-_v) \cap U_v$ for each $v \in \text{VII}$, where $e^+_v$ and $e^-_v$ are right and left edges adjacent to $v$, respectively.

**Definition 4.8 (Inverse and critical graphs).** Let $f$ be a differentiable disk. We define the **inverse graph** $L_f$ and the **critical graph** $O_f$ as the inverse image of $L$ and the set of critical points of $f$, respectively.

$$ L_f := f^{-1}(L), \quad O_f := \text{Crit}(f). $$

We will indicate $L_f$ and $O_f$ by thick black lines and thin dotted lines as shown in Figure 9, respectively.

**Definition 4.9 ($m$-folding edges).** Let $f$ be a differentiable disk. Suppose that an edge $e \in \text{EII}$ has a unique critical point $x \in e$. We say that an edge $e$ is either an $m$-folding edge or an $(m/2)$-folding edge for some $m \in \mathbb{Z}_{\geq 1}$ if there exists a neighborhood $U_x$ of $x$ such that $f|_{U_x} \simeq C_{x \geq 0} := \{ x + iy \mid y \geq 0 \}$ is modeled as either

$$ f|_{U_x} : (C_{x \geq 0}, 0) \rightarrow (C, 0) \quad \text{or} \quad f|_{U_x} : (C_{x \geq 0}, 0) \rightarrow (C, 0) \simeq (\mathbb{R}^2, 0) \rightarrow (\mathbb{R}^2, 0) $$

$$ z \mapsto z^m \quad \text{or} \quad z \mapsto z^m \simeq (a, b) \rightarrow (a^2, b), $$

respectively.

Let $\ell_f(v)$ be the number of regions separated by $L$ near $f(v)$ that $f$ covers, or equivalently, the number of components of $U_v \setminus L_f$

$$ \ell_f(v) := \#(\pi_0(U_v \setminus L_f)). $$

†This identification does not require any condition about orientations.
Since $\partial \Pi \subseteq L_f$, it is obvious that $\ell_f(v) = \text{val}_{L_f}(v) - 1$.

**Definition 4.10 (Canonical label).** Let $f$ be a differentiable disk. We define a function $\tilde{f} : \Pi \to G_L$, called the **canonical label** of $f$, as

$$\tilde{f}(v) := \begin{cases} c & f(v) = c \in C_L; \\ v_{i,\ell} & f(v) = v \in V_L; \end{cases}$$

where $\ell := \ell_f(v)$ and the index $i \in \mathbb{Z}/\text{val}(v)\mathbb{Z}$ is determined as follows:

$$\begin{cases} f(h_{v_+} \cap U_v) \subset h_{v,i} & f \text{ is orientation-reversing on } U_v; \\ f(h_{v_-} \cap U_v) \subset h_{v,i} & f \text{ is orientation-preserving on } U_v. \end{cases}$$

The canonical label $\tilde{f}$ is a lift of the restriction $f|_{\Pi} : \Pi \to SL$ with respect to the obvious projection $G_L \to SL$ defined by $v_{i,\ell} \mapsto v$ and $c \mapsto c$.

For convenience’s sake, we will assume that $\tilde{f}$ is freely extended to words on $\Pi$ so that

$$\tilde{f}(v_{i_1} \cdots v_{i_k}) := \tilde{f}(v_{i_1}) \cdots \tilde{f}(v_{i_k}) \in A_{\Lambda}.$$  

**Definition 4.11 (Convexities of vertices).** We say that a vertex $v \in \Pi$ is

(i) **convex** if $f(v) \in C_L$ and $\ell_f(v) = 1$;
(ii) **concave** if $f(v) \in C_L$ and $\ell_f(v) = 3$;
(iii) **neutral** if $f(v) \in V_L$.

**Remark 4.12.** Convexity, concavity, and neutrality are mutually exclusive but do not give a trichotomy since $\ell_f(v)$ can be arbitrarily large even if $f(v) \in C_L$.

**Definition 4.13 (Signs of vertices).** Let $f(v) \in C_L$. A convex vertex $v$ has **positive** or **negative Reeb sign** if the sign of the region covered by $f$ near $v$ is positive or negative, respectively. Similarly, a concave vertex $v$ has **positive** or **negative Reeb sign** if two of the three regions covered by $f$ near $v$ is positive or negative, respectively.

Any vertex $v$ has the **orientation sign** $\text{sgn}(f, v)$, which is either $+1$ or $(-1)^{|\tilde{f}(v)|-1}$ according to the orientation signs of quadrants or sectors assigned previously as depicted in Figure 10. Here we make a certain choice at each crossing $C_L$ for the orientation sign (see Remark 4.14).

We denote

$$\text{sgn}(f, v_{i_1} \cdots v_{i_k}) := \text{sgn}(f, v_{i_1}) \cdots \text{sgn}(f, v_{i_k}).$$

**Remark 4.14.** We are following the convention of Ekholm and Ng. As mentioned in [9, Section 2.4], the roles of $+1$ and $(-1)^{|\tilde{f}(v)|-1}$ are interchangeable by the automorphism $c \mapsto (-1)^{|c|-1}c$ or $v_{i,\ell} \mapsto (-1)^{|v_{i,\ell}|-1}v_{i,\ell}$ for all $i, \ell$. 

Assumption 4.15. We assign the orientation sign for all \( v_{i,\ell} \) to be +1 unless we mention otherwise. That is, for any \( f \) with \( f(v_i) = v_i \),
\[
\operatorname{sgn}(f, v_i) = 1.
\]

Definition 4.16 (Regular admissible disks). A differentiable disk \( f \) is regular admissible if
(i) \( f \) is smooth and orientation-preserving on \( \tilde{\Pi} \);
(ii) all vertices are either convex, concave or neutral;
(iii) all edges are either smooth or 2-folding;
(iv) \( v_0 \) is the only vertex having a positive Reeb sign.

Remark that the critical graph \( O_f \) for a regular admissible disk \( f \) is discrete and indicating positions of 2-folding edges.

Definition 4.17 (Infinitesimal admissible disks). A differentiable disk \( f \) is infinitesimal admissible if
(i) \( f \) maps a pair \( (\Pi, O_f) \) into \( (\operatorname{cl}(U_v), O_v) \) for some \( v \in V_L \);

\[\]
\[\]
\[\]
\[\]
(ii) for each \( x \in \mathbb{II} \setminus \mathbb{O}_f \), \( f \) is orientation-reversing at \( x \) if and only if \( x \in U_{v_0} \);

(iii) \( \mathbb{O}_f \) is connected.

**Remark 4.18.** This definition is not optimal in the sense that the third condition follows from the first two. However, we regard the third statement not as a consequence but as a condition for convenience’s sake.

**Example 4.19.** An infinitesimal triangle \( f \) looks as follows:

Then \( f \) is orientation-preserving on two neighborhoods \( U_{v_1} \) and \( U_{v_2} \) of vertices \( v_1 \) and \( v_2 \) and orientation-reversing on \( U_{v_0} \). The critical graph \( \mathbb{O}_f \) depicted in red is connected and intersects each and every edge exactly once, and so edges are \((1/2), (2/2) \) and \((1/2)\)-folding (see Figure 9).

**Example 4.20** (Infinitesimal bigons). Another examples are infinitesimal bigons as follows:

where the vertex \( f(v_0) \) is trivalent, and \( f \) covers five sectors on \( U_{v_0} \) and two sectors on \( U_{v_1} \) and both edges are \((1/2)\)-folding.

Note that these disks are distinct even up to the action of the diffeomorphism group on the domain.

Suppose that \( f \) is infinitesimal admissible. Since there is a unique special point \( v \) in \( \text{cl}(U_v) \),

\[ f(v_0) = f(v_1) = \cdots = f(v_t) = v \]

and so every edge contains a critical point, which is unique and \((m/2)\)-folding for some \( m \) by (1). Moreover, each component of \( \mathbb{II} \setminus (\mathbb{L}_f \cup \mathbb{O}_f) \) is diffeomorphically mapped onto the interior of a sector \( \mathcal{Q}_{v,i} \) for some \( i \) by \( f \). Therefore the following conditions hold.

(4) All vertices are neutral.
(5) All edges are \((m/2)\)-folding for some \( m \geq 1 \).
(6) All neighborhoods \( U_v \) are disjoint.

Condition (2) implies that the orientation is reversed an odd number of times on neighborhoods of \( e_i \) if and only if \( t > 0 \) and \( i \) is either 0 or \( t \). Therefore

\( (5') \quad m \) is odd if and only if \( t > 0 \) and \( e \) is either \( e_0 \) or \( e_t \).

---

*See figures in Section 4.4.2 for examples of the infinitesimal disks. One can see that every edge of such disks contains a unique critical point of \((m/2)\)-folding type.*
Figure 11 (colour online). The singular foliations $\mathbf{FL}_f$ and $\mathbf{FO}_f$ on an infinitesimal admissible disk.

On the other hand, by condition (1), the graph $L_f$ defines a singular foliation $\mathbf{FL}_f$, where the critical point on a $(m/2)$-folding edge corresponds to a $(m + 1)$-prong hyperbolic singularity while points $x$ with $f(x) = v$ including vertices correspond to elliptic singularities. Furthermore, one can regard $x$ as a source or a sink if $f$ is orientation-reversing or orientation-preserving, respectively. Then condition (2) implies uniqueness of the source which is precisely $v_0$.

Sources = $\{v_0\}$, Sinks = $\{v_1, \ldots, v_t\} \cup \{x \in \tilde{\Pi} \mid f(x) = v\}$.

Note that the graph $O_f$ defines a dual foliation $\mathbf{FO}_f$ and so the sinks of $\mathbf{FL}_f$ in $\tilde{\Pi}$ have one-to-one correspondence with minimal circuits of $O_f$. See Figure 11.

Remark 4.21. Let us consider a geometric realization of infinitesimal disks near $v$ as a pseudo-holomorphic map from a punctured disk to the symplectization of the geometric model $(B\Lambda, E\Lambda)$ in Section 4.1.3. Note that some of the images lie on the plane generated by the Reeb orbit $R_v$ on the boundary $\phi_{-1}^r(N_v)$ and the symplectization coordinate. So its corresponding image in $\mathbb{R}^2_{xy}$ is degenerate and has area zero. To visualize this disk in $\mathbb{R}^2_{xy}$, we need to introduce the orientation-reversing part which cancels out the orientation-preserving region and makes the total area zero.

Remark 4.22. The Legendrian mirror $\mu$ gives us a bijection between admissible disks of a given Legendrian $L$ and its mirror $\mu(L)$ as follows: Let $f$ be an admissible disk on $\Pi_t$ for $L$. Since $\mu$ on $\mathbb{R}^2_{xy}$ is orientation-reversing, by pre-composition with the orientation-reversing involution $\tau$ on $\Pi_t$ sending $v_i \mapsto v_{t+1-i}$, we have an admissible disk for $\mu(L)$. Therefore by identifying $G_{\mu(L)}$ with $\mu(G_L)$ in the canonical way, we have

$$\tilde{\mu}(f)(v_i) = \mu(\tilde{f}(v_{t+1-i})) \in G_{\mu(L)}.$$  (4.4)

4.3.1. Degree of admissible disks. Let $f$ be a regular or infinitesimal admissible disk on $\Pi_t$. For each edge $e \in E\Pi_t$ parametrized by $u \in [0,1]$, we define a path $De(u)$ in $\text{Gr}(1, \mathbb{R}^2)$ of derivatives of $e(u)$ by setting $De(u)$ to be $T_{f(e(u))}L$ when $De(u)$ vanishes. This can be done in the obvious way.

On the other hand, for two adjacent edges $e, e'$ sharing common vertex $v$, the end points $De(1)$ and $De'(0)$ are exactly the same as end points of a path $\tilde{f}(v)^{-1}$ if $v = v_0$ or $\tilde{f}(v)$ otherwise.

Hence by concatenating all vertex paths and edge paths in an alternating manner, we obtain the loop in $\text{Gr}(1, \mathbb{R}^2)$ as follows:

$$D(\partial f) := \tilde{f}(v_0)^{-1} \cdot De_0 \cdot \tilde{f}(v_1) \cdot De_1 \cdot \cdots \cdot De_{t-1} \cdot \tilde{f}(v_t) \cdot De_t \in \pi_1(\text{Gr}(1, \mathbb{R}^2)).$$
DEFINITION 4.23 (Degree of an admissible disk). The $\mathbb{Z}$-degree $|f|_\mathbb{Z}$ of $f$ is defined as the integer determined by the homotopy class $[D(\partial f)]$

$$[D(\partial f)] = |f|_\mathbb{Z} \cdot 1_{Gr} \in \pi_1(\text{Gr}(1, \mathbb{R}^2)),$$

and the ($\mathcal{R}$-)degree $|f|$ is defined as

$$|f| := |f|_\mathbb{Z} \cdot 1_{\mathcal{R}} \in \mathcal{R}.$$

Note that the degree $|f|_\mathbb{Z}$ does not depend on the choice of the Maslov potential but only on the immersion $f$. However, the following proposition shows how the two degrees $|f|_\mathbb{Z}$ and $|f|$ are related.

PROPOSITION 4.24. The following holds:

$$|f| = |\tilde{f}(v_0)|_{\mathcal{P}} - \sum_{r=1}^t |\tilde{f}(v_r)|_{\mathcal{P}}.$$

Proof. For convenience’s sake, let us denote $\tilde{f}(v_r)$ by $g_r$ for $0 \leq r \leq t$. Suppose that $f$ is regular. We start by choosing reference curves $\gamma_{g_r}^\pm : [0, 1] \to \mathcal{L}$ from $f(v_r)$ to the vertices\footnote{If $g_r$ is a vertex, then we may choose a constant path on $g_r$.} which are used in Section 4.2.1 to define $|f|_{\mathcal{P}}$ which satisfy the following conditions:

$$\gamma_{g_0}^+ = f|_{e_0} \cdot \gamma_{g_1}^+, \quad \gamma_{g_r}^- = f|_{e_r} \cdot \gamma_{g_0}^- \quad 0 \leq i < t$$

(4.5)

up to homotopy.

It is easy to check that such a set of reference curves exists. Since $\gamma_{g_r}^\pm(1) \in \mathcal{V}(\mathcal{L})$, for a sufficiently small $\epsilon > 0$, the image $\text{Image}(\gamma_{g_r}^\pm|_{(1-\epsilon, 1)})$ determines an half edge of the vertex $\gamma_{g_r}^\pm(1)$. We simply denote the induced half edge by $h(\gamma_{g_r}^\pm)$, then (4.5) implies

$$h(\gamma_{g_0}^+) = h(\gamma_{g_1}^+), \quad h(\gamma_{g_i}^-) = h(\gamma_{g_0}^-), \quad h(\gamma_{g_r}^-) = h(\gamma_{g_{r+1}}^+),$$

(4.6)

for $0 \leq i < t$.

Now recall from (Gr1) in Section 4.2 that

$$|g_r|_{\mathcal{P}} = \mathcal{P}(h(\gamma_{g_r}^+)) - \mathcal{P}(h(\gamma_{g_r}^-)) + n_{g_r} \cdot 1_{\mathcal{R}},$$

where $n_{g_r}$ is defined to satisfy $[\tilde{g}_r] = n_{g_r} \cdot 1_{Gr} \in \pi_1(\text{Gr}(1, \mathbb{R}^2))$ for

$$\bar{g}_r(t) = D\gamma_{g_r}^+(t) \cdot D\gamma_{g_r}^-(t)^{-1} \cdot g_r(t)^{-1} \in \text{Gr}(1, \mathbb{R}^2).$$

Then the right-hand side of the statement becomes

$$|g_0|_{\mathcal{P}} - \sum_{r=1}^t |g_r|_{\mathcal{P}} = \mathcal{P}(h(\gamma_{g_0}^+)) - \mathcal{P}(h(\gamma_{g_0}^-)) + n_{g_0} \cdot 1_{\mathcal{R}} - \sum_{r=1}^t n_{g_r} \cdot 1_{\mathcal{R}},$$

$$\quad - \sum_{r=1}^t \mathcal{P}(h(\gamma_{g_r}^+)) + \sum_{r=1}^t \mathcal{P}(h(\gamma_{g_r}^-)) - \sum_{r=1}^t n_{g_r} \cdot 1_{\mathcal{R}}$$

$$= n_{g_0} \cdot 1_{\mathcal{R}} - \sum_{r=1}^t n_{g_r} \cdot 1_{\mathcal{R}},$$

where we use (4.6) for the second equality.
So it suffices to show that
\[ [D(\partial f)] = n_{g_0} \cdot 1_{Gr} - \sum_{r=1}^{t} n_{g_r} \cdot 1_{Gr} \in \pi_1(\text{Gr}(1, \mathbb{R}^2)). \]

By definition, \( n_{g_0} \cdot 1_{Gr} - \sum_{r=1}^{t} n_{g_r} \cdot 1_{Gr} \) is equal to
\[
[D_{g_0}^+(t) \cdot D_{g_0}^-(t)^{-1} \cdot g_0(t)^{-1} \cdot \prod_{r=1}^{t} (D_{g_r}^+(t) \cdot D_{g_r}^-(t)^{-1} \cdot g_r(t)^{-1})^{-1}] = [D_{g_0}^+(t) \cdot D_{g_0}^-(t)^{-1} \cdot g_0(t)^{-1} \cdot \prod_{r=1}^{t} (D_{g_r}^+(t) \cdot D_{g_r}^-(t) \cdot D_{g_r}^+(t)^{-1})] = [D_{g_0}^-(t)^{-1} \cdot g_0(t)^{-1} \cdot D_{g_0}^+(t) \cdot \prod_{r=1}^{t} (D_{g_r}^+(t)^{-1} \cdot g_r(t) \cdot D_{g_r}^-(t))] = [D_{g_0}^-(t)^{-1} \cdot g_0(t)^{-1} \cdot Df|_{e_0} \cdot g_1(t) \cdots Df|_{e_{t-1}} \cdot g_t(t) \cdot D_{g_1}^-(t)] = [D(\partial f)],
\]
where we use (4.5) for the third and fourth equalities above.

Suppose that \( f \) is infinitesimal with \( \tilde{f}(v_j) = v_{i_j, \ell_j} \) for some \( i_j \in \mathbb{Z}/\text{val}(v)\mathbb{Z} \). Then \( \ell_0 = \ell_1 + \cdots + \ell_t + m \cdot \text{val}(v) \) and by (Gr3), we have
\[
|v_{i_0, \ell_0}| \psi = \sum_{j=1}^{t} |v_{i_j, \ell_j}| \psi + ((t - 1) + 2m) \cdot 1_{\mathbb{R}}
\]
\[ \iff |v_{i_0, \ell_0}| \psi - \sum_{j=1}^{t} |v_{i_j, \ell_j}| \psi = |f| \cdot 1_{\mathbb{R}} = |f|. \]

4.3.2. Equivalences of admissible disks. We may regard two admissible disks as the same whenever they are combinatorially the same, or equivalently, their critical sets are isomorphic via one-parameter family of admissible disks in the following sense.

**Definition 4.25** (Equivalent classes of admissible disks). We say that two admissible disks \( f \) and \( f' \) are equivalent and denote this by \( f \sim f' \) if there is a family of admissible disks \( \{f_u \mid u \in [0,1]\} \subset \mathcal{M}_t(\mathfrak{g}) \) such that
\[
f_0 = f, \quad f_1 = f', \quad (\Pi, O_{f_0}) \cong (\Pi, O_{f_1}) \cong (\Pi, O_{f_{t_1}}),
\]
where the isomorphism \( \cong \) means the diffeomorphism inducing an isomorphism between properly embedded graphs (or stratified spaces).

Note that if two disks are the same up to the action of \( \text{Diff}^+(\Pi, \partial\Pi, \text{VII}) \) by the precomposition, then they are equivalent. Therefore the usual equivalence relation coming from the \( \text{Diff}^+(\Pi, \partial\Pi, \text{VII}) \) action is finer than our equivalence relation.

**Example 4.26** (Infinitesimal bigons again). Recall infinitesimal bigons in Example 4.20. As mentioned there, they are all distinct but can be connected by one-parameter family of admissible disks. Roughly speaking this family can be obtained by rolling the image of the region containing a sink.
NOTATION 4.27. From now on, we will focus on admissible disks of degree 1 or 2, and define the following sets:

\[ \mathcal{M} := \{ f \mid f \text{ is admissible}, |f|_Z = 1, 2 \} / \sim, \quad \mathcal{M}_t := \{ f \in \mathcal{M} \mid \text{Domain of } f = \Pi_t \}; \]

\[ \mathcal{M}^{\text{reg}} := \{ f \in \mathcal{M} \mid f \text{ is regular} \}, \quad \mathcal{M}_{(d)} := \{ f \in \mathcal{M} \mid |f|_Z = d \}; \]

\[ \mathcal{M}^{\text{inf}} := \{ f \in \mathcal{M} \mid f \text{ is infinitesimal} \}, \quad \mathcal{M}(g) := \{ f \in \mathcal{M} \mid \tilde{f}(v_0) = g \}. \]

We also introduce notation for their intersections by decorating with sub- and superscripts. For example,

\[ \mathcal{M}_{i,j}^{\text{reg}}(c) := \mathcal{M}^{\text{reg}} \cap \mathcal{M}_t \cap \mathcal{M}(c), \quad \mathcal{M}(v_i, \ell_j)_{(d)} := \mathcal{M}(v_i, \ell_j) \cap \mathcal{M}_{(d)}. \]

4.4. Classifications of admissible disks

We classify admissible disks in \( \mathcal{M} \), which are of degree 1 or 2.

PROPOSITION 4.28. Let \( f \) be an admissible disk. Then the \( \mathbb{Z} \)-degree \( |f|_Z \) of \( f \) can be computed as follows.

(i) If \( f \) is regular,

\[ |f|_Z = 1 + \#(2\text{-folding edges}) + \#(\text{concave vertices}). \]

(ii) If \( f \) is infinitesimal,

\[ |f|_Z = -2\chi(O_f) + (t + 1). \]

Proof. (1) Let \( \gamma_f \) be the curve in \( \Pi \) which is the inner boundary of a collar neighborhood of \( \partial \Pi \). Then \( D\gamma_f \) defines a loop in \( \text{Gr}(1, \mathbb{R}^2) \) corresponding to \( 2 \cdot 1_{\text{Gr}} \) since \( \gamma_f \) is smooth and one full rotation. Note that \( D\gamma_f \) and \( D(\partial f) \) can be identified away from \( U_v \) for \( v \in \text{VII} \) and \( \text{Crit}(f) \), that is, the singular points in the edge. We need to compare the local path \( D\gamma_f|_{U_v} \) and the induced capping path \( D(\partial f)|_{U_v} \) in \( \text{Gr}(1, 2) \). When \( v \in \text{VII} \) is

(i) convex negative or neutral, then \( D\gamma_f|_{U_v} \) and \( D(\partial f)|_{U_v} \) are homotopic;

(ii) concave negative, \( D(\partial f)|_{U_v} \) contributes a \( \pi \)-rotation compared to \( D\gamma_f|_{U_v} \);

(iii) convex positive, then \( D(\partial f)|_{U_v} \) is the inverse of the capping path \( -\tilde{f}(v) \). So it contributes a \( (\pi) \)-rotation followed by \( D\gamma_f|_{U_v} \);

(iv) concave positive, the two paths on \( \pi_1(\text{Gr}(1, 2)) \) agree.

Now suppose that any edges \( e \) containing a singular point \( p \) are 2-folding. Then \( D\gamma_f|_{U_p} \) contributes a \( (\pi) \)-rotation, while \( D(\partial f)|_{U_p} \) is constant. Therefore by summing up all these contributions,

\[ |f|_Z = |D\gamma_f| - \#(\text{positive vertices}) + \#(2\text{-folding edges}) + \#(\text{concave vertices}). \]

(2) Suppose that for each \( 0 \leq j \leq t \), \( \tilde{f}(v_j) = v_{i_j, \ell_j} \) for some \( i_j, \ell_j \in \mathbb{Z}/\text{val}(v)\mathbb{Z} \) with \( \ell_j \geq 1 \) such that \( i_j = i_0 + \ell_0 + \cdots + \ell_{j-1} \). Then it is obvious that \( \ell_0 = \ell_1 + \cdots + \ell_t + m \cdot \text{val}(v) \) for some \( m \geq 0 \) since \( f \) is a disk. Moreover, by considering the singular foliation defined by \( L_f \) mentioned earlier, \( m \) is the same as the number of sinks in the interior, or the number of minimal circuits of \( O_f \), which can be formulated as \( m = 1 - \chi(O_f) \). This implies that near \( v_0 \), \( f \) makes \( m \) additional full turns counterclockwise, which contributes \( 2m \) to \( |f|_Z \in \pi_1(\text{Gr}(1, 2)) \).

On the other hand, all edges other than \( e_0 \) and \( e_t \) play exactly the same role of folding edges and contribute 1 to \( |f|_Z \). Here we exclude \( e_0 \) and \( e_t \) since \( f \) changes orientations.
Finally, the turns corresponding to $\ell_1, \ldots, \ell_t$ are cancelled with $\ell_0 - m \cdot \text{val}(v)$ and so there are no more contributions to $|f|_Z$. Therefore we have

$$|f|_Z = 2(1 - \chi(O_f)) + (t + 1 - 2) = -2\chi(O_f) + (t + 1)$$

as claimed. \square

4.4.1. **Regular admissible disks.** Let $f$ be a regular admissible disk. Then

$$|f|_Z = 1 + \#(2\text{-folding edges}) + \#(\text{concave vertices}).$$

(1) Degree 1 disks ($|f|_Z = 1$): All edges are smooth and all vertices are convex.

(2) Degree 2 disks ($|f|_Z = 2$): Either all edges are smooth and there is only one concave (not necessarily negative) vertex $v$,

or $f$ has exactly one 2-folding edge $e$ with all convex vertices, which gives us a one-parameter family of admissible disks as follows:

Obviously, these disks are all equivalent by Definition 4.25. We denote the sets of regular admissible disks of degree 2 with a folding edge and with a concave vertex by $\mathcal{M}^{\text{fold}^+}$ and $\mathcal{M}^{\text{concave}}$, respectively.

$$\mathcal{M}^{\text{reg}}(2) = \mathcal{M}^{\text{fold}^+} \sqcup \mathcal{M}^{\text{concave}}.$$

4.4.2. **Infinitesimal disks.** Let $f$ be an infinitesimal admissible disk on $\Pi_t$ with $\tilde{f}(v_0) = v_i, \ell \in \tilde{V}_L$. We use the formula in Proposition 4.28 (2)

$$|f|_Z = -2\chi(O_f) + (t + 1).$$

Since $O_f$ is connected and $|f|_Z \leq 2$, either $\chi(O_f) = 0$ or $\chi(O_f) = 1$.

(1) Degree 1 ($|f|_Z = 1$): There are two possibilities,

$$\begin{cases} t = 0; \\ \chi(O_f) = 0, \end{cases} \quad \iff \begin{cases} \Pi \text{ is a monogon;} \\ O_f = S^1, \end{cases}$$

$$\begin{cases} t = 2; \\ \chi(O_f) = 1, \end{cases} \quad \iff \begin{cases} \Pi \text{ is a triangle;} \\ O_f \text{ is a tree,} \end{cases}$$

where each corresponds to either $\tilde{f}(v_0) = v_i, \text{val}(v)$ and so
or $\tilde{f}(v_0) = v_{i, \ell_0}, \tilde{f}(v_1) = v_{i, \ell_1},$ and $\tilde{f}(v_2) = v_{i+\ell_1, \ell_2}$ with $\ell_0 = \ell_1 + \ell_2.$

We denote the sets of infinitesimal admissible monogons and triangles of degree 1 by $M_I$ and $M_{III}$, respectively.

$$M_{\inf}^{(1)} = M_I \amalg M_{III}$$

In summary, we have the following corollary.

**Corollary 4.29.** For each $v_i, \ell, M_I(v_i, \ell)$ contains at most one element, which happens if and only if $\ell = \text{val}(v)$. Moreover, the elements in $M_{III}(v_i, \ell)$ have one-to-one correspondence with the indices $1 \leq \ell_1 < \ell$ as above.

(2) Degree 2 ($|f|_Z = 2$): There are two possibilities as before.

$$\begin{aligned}
&t = 1; \quad \chi(O_f) = 0, \quad \iff \text{II is a bigon; } O_f \text{ contains a loop.} \\
&t = 3; \quad \chi(O_f) = 1, \quad \iff \text{II is a quadrilateral; } O_f \text{ is a tree.}
\end{aligned}$$

(4.7) (4.8)

The first solution gives us a one-parameter family $\{f_u \mid u \in [0, 1]\}$ of admissible disks depicted in Figure 12, where the internal vertex of $O_f$ moves along $O_v$ via $f_u$. By Definition 4.25 again, all disks $f_u$ for $u \in (0, 1)$ are equivalent.

We denote the sets of infinitesimal admissible bigons whose critical graphs $O_f$ look like the three equivalence classes $f_0, f_u, \text{ and } f_1$ above for some $u \in (0, 1)$ by $M_{II,L}, M_{II,C}, \text{ and } M_{II,R}$, respectively.

Moreover, the difference between the numbers of sectors $\ell_f(v_0) \text{ and } \ell_f(v_1)$ that $f$ covers at $v_0 \text{ and } v_1$, respectively, is exactly the same as $\text{val}(v)$

$$\ell_f(v_0) - \ell_f(v_1) = \text{val}(v),$$

since the inner circular region corresponding to a sink consumes exactly one full turn (= val(v) sectors). This is equivalent to

$$\ell_0 - \ell_1 = \text{val}(v), \quad \tilde{f}(v_0) = v_{i, \ell_0}, \quad \tilde{f}(v_1) = v_{i, \ell_1}. $$

On the other hand, the second solution corresponds to the following admissible disk:

$$\begin{aligned}
&v = \left( \begin{array}{c}
v_2 \\
v_0 \\
v_1 \\
v_3 \\
v_4
\end{array} \right) \xrightarrow{f} \left( \begin{array}{c}
v_0 \\
v_2 \\
v_3 \\
v_1 \\
v_4
\end{array} \right) \in M^{IV}
\end{aligned}$$

In this case, if $\tilde{f}(v_j) = v_{i_j, \ell_j}$, then $\ell_0 = \ell_1 + \ell_2 + \ell_3$ and $i_j = i_0 + \ell_1 + \cdots + \ell_{j-1}$.

We denote the set of infinitesimal admissible quadrilaterals of degree 2 by $M^{IV}$. Then $\mathcal{M}_{\inf}^{(2)} = M_{II,L} \amalg M_{II,C} \amalg M_{II,R} \amalg M^{IV}$. 

As before, for each $v_{i,\ell}$, each of sets $M^{II}(v_{i,\ell})$, $M^{II,L}(v_{i,\ell})$, and $M^{II,R}(v_{i,\ell})$ has at most one element, which happens if and only if $\ell > \text{val}(v)$.

4.5. DGA and canonical peripheral structures

Recall the signed label $\tilde{f}$ defined in Definition 4.13.

**Definition 4.30.** We define a function $P : M \to A$ by for $f \in M_{t}$,

$$P(f) := \text{sgn}(f) \tilde{f}(v_1 \cdots v_t),$$

where $\text{sgn}(f)$ is defined as

$$\text{sgn}(f) := \text{sgn}(f, v_0 \cdots v_t) (-1)^{|\tilde{f}(v_1 \cdots v_{r_1})|} \cdots (-1)^{|\tilde{f}(v_1 \cdots v_{r_k})|},$$

Here, the indices $r_i$ are the positions of the 2-folding edges or the concave vertices.

More precisely, since we are assuming that $\text{sgn}(f, v) = 1$ for any $f$ with $\tilde{f}(v) \in \tilde{V}_L$ by Assumption 4.15, we have

$$\text{sgn}(f) = \begin{cases} 
\text{sgn}(f, v_0 \cdots v_t) & f \in M^{\text{reg}(1)}; \\
\text{sgn}(f, v_0 \cdots v_t) (-1)^{|\tilde{f}(v_1 \cdots v_{r})|} & f \in M^{\text{reg}(2)}; \\
+1 & f \in M^{I} \cup M^{II,L} \cup M^{II,C} \cup M^{II,R}; \\
(-1)^{|\tilde{f}(v_1)|} & f \in M^{III}; \\
(-1)^{|\tilde{f}(v_2)|} & f \in M^{IV}.
\end{cases}$$

Now we equip $A_{C}$ with a differential $\partial$ by using admissible disks and the function $P$ as follows.
DEFINITION 4.31. Let $\mathcal{L} = (\Lambda, \mathcal{P}) \in \mathcal{L}\mathcal{G}_{\mathbb{R}}$ and let $\mathcal{A}_{\mathcal{L}} = (A_{\Lambda}, |\cdot|)$ be the graded algebra defined in Definition 4.5. A differential $\partial : A_{\Lambda} \rightarrow A_{\Lambda}$ is defined as follows. For any $g \in \mathcal{G}_L$,

$$\partial g := \sum_{f \in \mathcal{M}(g)_{(1)}} \mathcal{P}(f)$$

and $\partial$ is linearly extended from $\mathcal{G}_L$ to $A_{\Lambda}$ via the graded Leibniz rule with $\partial 1 = 0$. That is,

$$\partial (gg') := (\partial g)g' + (-1)^{|g|}g(\partial g'), \quad \partial 1 := 0.$$

PROPOSITION 4.32. For any $v_{i,\ell} \in \mathcal{G}_L$, the following holds:

$$\partial v_{i,\ell} = \delta_{i,\ell,\text{val}(v)} + \sum_{\ell_1 + \ell_2 = \ell} (-1)^{|v_{i,\ell_1}|}v_{i,\ell_1}v_{i+\ell_1,\ell_2}.$$  \hspace{1cm} (4.10)

Here $\delta_{k,\ell}$ is the Kronecker delta.

Proof. This is a direct consequence of Corollary 4.29 and Definitions 4.30 and 4.31. \hfill \square

REMARK 4.33. In [9], the authors considered Legendrian links in $\#_k(S^1 \times S^2)$ with the tight contact structure and constructed a DGA invariant. The presence of a closed Reeb orbit in each boundary component of a Weinstein handle forces them to consider infinitely many Reeb chords as seen in Section 4.1.3. Their definition of the internal DGA in [9, Section 2.3] on induced generators exactly coincides with (4.10).

PROPOSITION 4.34. The map $\partial$ is well defined for $g \in \mathcal{G}_L$, that is, $\partial g$ has only finitely many terms.

Proof. Let us start by defining the action $z(g) \in \mathbb{R}_{>0}$ for each $g \in \mathcal{G}_L$ as follows.

(i) If $g = c \in \mathcal{C}_L$, then

$$z(c) := |z(c_+) - z(c_-)| > 0,$$

where $c_+$ and $c_-$ are the two lifts of $c$ to $\Lambda$.

(ii) If $g = v_{i,\ell} \in \mathcal{V}_L$, then

$$z(v_{i,\ell}) := 0.$$  

Since $g \in \mathcal{C}_L$, an admissible disk $f \in \mathcal{M}_L(g)_{(1)}$ is regular. Then by Stokes’ theorem we have

$$z(g) = \sum_{r=1}^{t} z(f(v_r)) + \int_{\Pi_1} f^*(dx \wedge dy).$$  \hspace{1cm} (4.11)

Let $\{D_j\}_{j \in J}$ be a set of bounded connected components of $\mathbb{R}^2 \setminus L$. When $\Pi_1 \cap f^{-1}(D_j)$ is non-empty, $\int_{\Pi_1 \cap f^{-1}(D_j)} f^*(dx \wedge dy)$ is positive and in particular greater or equal than $\text{Area}(D_j)$. Note that

$$\int_{\Pi_1} f^*(dx \wedge dy) = \sum_{j \in J} \int_{\Pi_1 \cap f^{-1}(D_j)} f^*(dx \wedge dy).$$

Suppose that $f(v_r) = c$ for some $r \neq 0$ and generator $c \in \mathcal{C}_L$. There exist two regions $D_j$ and $D'_j$ containing a negative corner of $f(v_r)$. One of them, say $D_j$, satisfies $\Pi_1 \cap f^{-1}(D_j) \neq \emptyset$. Recall that the action of a generator $\mathcal{C}_L$ is positive. So $f(v_r)$ contributes at least two positive terms $z(f(v_r)) + \text{Area}(D_j)$ in the right-hand side of (4.11).

On the other hand, assume that $f(v_r) = w_{i,\ell}$ for some generator in $\mathcal{V}_L$. Then there exist $D_{j_1}, \ldots, D_{j_l}$ such that $D_{j_k}$ has a corner which corresponds to $w_{i+k-1,1}$, for $k = 1, \ldots, \ell$. 

Definition 4.10 implies \( \Pi_t \cap f^{-1}(D_{j_k}) \neq \emptyset \), for \( k = 1, \ldots, \ell \). Thus \( \tilde{f}(v_r) \) contributes at least \( \ell \) positive terms \( \sum_{k=1}^{\ell} \text{Area}(D_{j_k}) \) in the right-hand side of (4.11).

Note that each term of \( z(\tilde{f}(v_r)) + \min\{\text{Area}(D_j), \text{Area}(D'_j)\} \) and \( \sum_{k=1}^{\ell} \text{Area}(D_{j_k}) \) are determined by the configuration of \( L \). Thus \( M(g) \) is finite for a fixed \( g \in C_L \) because of the constraint (4.11). This proves the proposition.

**Theorem 4.35.** The map \( \partial \) is a differential. That is, \( |\partial| = -1_R \) and \( \partial^2 = 0 \).

It is obvious to see that \( |\partial| = -1_R \) by Proposition 4.24, and we will prove that \( \partial^2 = 0 \) later in Appendix A.

**Definition 4.36 (Differential graded algebra).** For \( L = (\Lambda, \mathcal{P}) \in \mathcal{LG}_{\mathcal{R}} \), the differential graded algebra (DGA) \( A_L \) for \( L \) is the triple

\[
A_L := (A, |\cdot|, \partial),
\]

where

(i) \( A \) is the free associative unital algebra over \( \mathbb{Z} \) generated by \( G_L \)

\[
A := \mathbb{Z}\langle G_L \rangle
\]

(ii) \( |\cdot| \) is a degree function on \( A \) defined by the potential \( \mathcal{P} \) as in Section 4.2

\[
|\cdot| := |\cdot|_{\mathcal{P}} : A \to R
\]

(iii) \( \partial \) is the differential on \( A \) defined in Definition 4.31

\[
\partial : A \to A.
\]

**Definition 4.37 (Canonical peripheral structures).** For each vertex \( v \in \mathcal{V}_L \), we consider a DGA

\[
\mathcal{I}_v := (I_v := I_{\text{val}(v)}, |\cdot|_v, \partial_v := \partial_{\text{val}(v)})
\]

which is isomorphic to the DG-subalgebra of \( A_L \) generated by \( v_i, \ell \). Then a canonical peripheral structure of \( A_L \) at \( v \) is a canonical injective DGA morphism

\[
p_v : \mathcal{I}_v \to A.
\]

The collection \( \mathcal{P}_L \) of canonical peripheral structures is denoted by

\[
\mathcal{P}_L := \{p_0\} \cup \{p_v | v \in \mathcal{V}_L\}
\]

**Proof of Theorem 4.1.** Definitions 4.36 and 4.37 provide a DGA and a collection of canonical peripheral structures for \( L = (\Lambda, \mathcal{P}) \).

Before closing this section, we consider the Legendrian mirror \( \mu \) and the induced map on DGAs.

**Lemma 4.38.** Let \( \mu(L) = (\mu(\Lambda), \mu(\mathcal{P})) \) be the Legendrian mirror of a Legendrian graph with potential \( L \) such that \( \mu(\mathcal{P}) \) is given by

\[
\mu(\mathcal{P})(\mu(h)) := \mathcal{P}(h)
\]

for any half-edge \( h \) of \( L = \pi_L(\Lambda) \). Then there exists an anti-isomorphism

\[
\mu_* : A_L \to A_{\mu(L)}
\]

between DGAs.
Proof. Let $A_{\mu}(\mathcal{L}) := (A_{\mu}(\Lambda), \cdot \mu, \partial_{\mu})$. Then $A_{\mu}(\Lambda)$ is the free associative unital algebra generated by $G_{\mu}(\mathcal{L})$ which is identified with $\mu(G_{\mathcal{L}})$ in the canonical way. Moreover, by the definition of $\mu(\mathcal{P})$, it is obvious that for any $g \in G_{\mathcal{L}}$,
$$|\mu(g)|_{\mu} = |g|.$$ Therefore the map $\mu_{\ast}$ defined by
$$\mu_{\ast}(g) = \mu(g), \quad \mu_{\ast}(gg') = \mu(g')\mu(g)$$ becomes an anti-isomorphism between graded algebras.

Finally, equation (4.4) in Remark 4.22 implies that for any admissible disk $f$,
$$\mathcal{P}(\mu(f)) = \mu_{\ast}(\mathcal{P}(f))$$ and therefore by equation (4.9), we have
$$\partial_{\mu} \circ \mu_{\ast} = \mu_{\ast} \circ \partial.$$ \qed

4.6. Examples

In this section, we compute several examples of DGAs.

4.6.1. Legendrian theta graphs. Let $\Theta$ be a Legendrian graph which consists of two vertices $V_{\Theta} = \{v, w\}$ and three edges $E_{\Theta} = \{e_1, e_2, e_3\}$ joining $v$ and $w$, and has the Lagrangian projection $\Theta = \pi_{\mathcal{L}}(\Theta)$ as follows:

We define a potential $\mathcal{P} : H_{\Theta} \to \mathbb{Z}$ as follows:
$$\mathcal{P}(h_{v,1}) = \xi, \quad \mathcal{P}(h_{v,2}) = \eta, \quad \mathcal{P}(h_{v,3}) = \varsigma,$$ $$\mathcal{P}(h_{w,1}) = \xi, \quad \mathcal{P}(h_{w,2}) = \eta - 1, \quad \mathcal{P}(h_{w,3}) = \varsigma - 1.$$ The DGA $A_{(\Theta, \mathcal{P})}$ is generated by the set
$$G_{\Theta} = \{v_{i, \ell}, w_{i, \ell} \mid i \in \mathbb{Z}/3\mathbb{Z}, \ell \geq 1\} \cup \{a, b_1, b_2\},$$ whose gradings are given by
$$|v_{i,1}| = |w_{i,1}| = \begin{cases} 
\xi - \eta & i = 1; \\
\eta - \varsigma & i = 2; \\
\varsigma - \xi - 1 & i = 3,
\end{cases} \quad |a| = \varsigma - \eta, \quad |b_1| = |b_2| = 1,$$ and the differentials for generators $a, b_1$, and $b_2$ are as follows:
$$\partial a = v_{3,1}w_{1,1},$$ $$\partial b_1 = 1 + (-1)^{|b_1|-1}(v_{2,1}a + v_{2,2}w_{1,1})$$ $$= 1 + v_{2,1}a + v_{2,2}w_{1,1},$$ $$\partial b_2 = 1 + (-1)^{|b_2|-1}(-1)^{|a|-1}aw_{2,1} + v_{3,1}w_{1,2})$$ $$= 1 + (-1)^{|a|-1}aw_{2,1} + v_{3,1}w_{1,2}.$$
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Figure 13. A local picture of a 4-valent vertex v and the projection of the standard model.

Then it is not hard to check that $\partial^2 = 0$. For example,

$$
\partial^2 b_1 = 0 + (-1)^{|v_{2,1}|}v_{2,1}\partial(a) + \partial(v_{2,2})w_{1,1} \\
= (-1)^{|v_{2,1}|}v_{2,1}v_{3,1}w_{1,1} + (-1)^{|v_{2,1}|}v_{2,1}v_{3,1}w_{1,1} = 0,
$$

$$
\partial^2 b_2 = 0 + (-1)^{|a|-1}\partial(a)w_{2,1} + (-1)^{|v_{3,1}|}v_{3,1}\partial(w_{1,2}) \\
= (-1)^{3-s-1}v_{3,1}w_{1,1}w_{2,1} + (-1)^{3-s-1}v_{3,1}(-1)^{|w_{1,1}|}w_{1,1}w_{2,1} = 0.
$$

4.6.2. 4-valent graphs and Legendrian singular links. Let Λ be a 4-valent Legendrian graph. Then it can be naturally regarded as a Legendrian singular link by making two pairs of opposite half-edges at each vertex smooth. Furthermore, one can equip orientations on edges which are consistent at every vertex, and so can choose the half-edge at each vertex which corresponds to $+x$-axis in the standard model as observed in [1, Lemma 3.2]. This is well defined and so we label half-edges with indices $\{1, 2, 3, 4\}$ clockwise starting from the chosen half-edge. See Figure 13.

One of the direct consequences is as follows: let Λ and Λ′ be two equivalent oriented Legendrian singular links via the isotopy $\phi_t$ and let $p_{v,4} : \mathcal{I}_v \to A_\Lambda$ and $p_{v,4} : \mathcal{I}_{v'} \to A_{\Lambda'}$ be two peripheral structures for $v \in V_\Lambda$ and $v' \in V_{\Lambda'}$ with $\phi_1(v) = v'$. Then we have the following commutative diagram of DGAs.

$$
\begin{array}{ccc}
A_\Lambda & \xrightarrow{\phi} & A_{\Lambda'} \\
\downarrow{p_{v,4}} & \cong & \downarrow{p_{v',4}} \\
\mathcal{I}_4 & \xrightarrow{\phi} & \mathcal{I}_4
\end{array}
$$

Here we abuse the notation of the above map, which is in fact a sequence of (zig-zags of) generalized stable tame isomorphisms. However, the bottom map is always a DGA isomorphism which maps $v_{i,\ell}$ to $v'_{i,\ell}$. That is, $\phi$ preserves both indices $i$ and $\ell$.

Let us see a concrete example. The oriented Legendrian pinched figure-eight knot and its reverse, denoted by $4_1^\times$ and $-4_1^\times$, are Legendrian graphs, each of which consists of one 4-valent vertex with two edges as depicted below.

Here, we are following the labeling convention for half-edges as given in Figure 13.

Note that for each edge $e$, the number $n_e$ used to define a potential in Section 2.5 is zero. For simplicity, we assume that all half-edges have the same potential.
Then the DGAs $A_{4_1^h}$ and $A_{-4_1^h}$ are generated by
\[ G_{4_1^h} = G_{-4_1^h} = \{ v_{i,\ell} \mid i \in \mathbb{Z}/4\mathbb{Z}, \ell \geq 1 \} \amalg \{ a, b_1, b_2, c_1, c_2, d \}, \]
whose gradings are as follows:
\[
\begin{align*}
|v_{1,1}| &= |v_{3,1}| = 0, & |b_1| &= 1, & |c_1| &= 1, & |d| &= 0, \\
|v_{2,1}| &= |v_{4,1}| = -1, & |b_2| &= 1, & |c_2| &= -1.
\end{align*}
\]
The differentials $\partial$ and $\partial'$ for each generator in $A_{4_1^h}$ and $A_{-4_1^h}$ are as follows:
\[
\begin{align*}
\partial a &= 1 + (-1)^{|d|} v_{1,1} d = 1 - v_{1,1} d, & \partial' a &= 1 + (-1)^{|d|} v_{3,1} d = 1 - v_{3,1} d, \\
\partial b_1 &= 1 + v_{3,1} + (-1)^{|c_1| + |c_2|} c_1 c_2 v_{3,1} = 1 + v_{1,1} + (-1)^{|v_{1,1}| + |c_2|} c_1 c_2 v_{1,1}, \\
\partial b_2 &= 1 + d + d c_2 c_1 + v_{2,1} c_1 = 1 + v_{1,1} + c_1 c_2 v_{1,1}, \\
\partial c_1 &= \partial d = 0, & \partial' c_1 &= \partial' d = \partial d = 0.
\end{align*}
\]
Therefore two DGAs $A_{4_1^h}$ and $A_{-4_1^h}$ are obviously isomorphic via $v_{i,\ell} \mapsto v_{i+2,\ell}$. However, this isomorphism is not consistent with the choice of the orientation since $h_{v,1}$ in $4_1^h$ is outward but $h_{v,3}$ in $-4_1^h$ is inward. Indeed, there are no orientation-preserving isotopies between $4_1^h$ and $-4_1^h$ as seen in [1], and therefore $4_1^h$ is irreversible.

In terms of DGAs and peripheral structures, one can prove that generalized stable-tame isomorphism classes of pairs $(A_{4_1^h}, p^C_v)$ and $(A_{-4_1^h}, p^C_v)$ are not the same.

\[ (A_{4_1^h}, p^C_v) \not\cong (A_{-4_1^h}, p^C_v) \]

In this sense, one can conclude that a DGA together with peripheral structures has more information than the DGA alone has.

4.6.3. More rotations at vertices. Compared with Legendrian links, one of the unique characteristics of DGAs for Legendrian graphs is that each vertex contributes infinitely many generators. However, for all above examples, the differential of each crossing generator does not involve any vertex generator which rotates more than a full turn, and therefore one may wonder about the necessity of generators having more rotations. Here we present a very simple example that we must consider vertex generators rotating more than a full turn.

Let $L$ be a Lagrangian projection of Legendrian graph with one bivalent vertex $v$ and one (oriented) edge as follows:

![Diagram of a bivalent vertex with an oriented edge](image)

We equip an order on half-edges such that the outgoing half-edge is indexed by 1. Then the generators and degrees for $A(L)$ are given as
\[
\begin{align*}
|v_{1,\ell}| &= \begin{cases} 2r - 1 & \ell \leq 2r; \\
2r + 2 & \ell = 2r + 1, \end{cases} & |v_{2,\ell}| &= \begin{cases} 2r - 1 & \ell = 2r; \\
2r - 2 & \ell = 2r + 1, \end{cases} & |a| = 1, & |b| = -1.
\end{align*}
\]
The differentials for $a$ and $b$ are
\[
\partial a = 1 + (-1)^{|b|} b v_{2,1} b + (-1)^{|b|} b v_{2,2} + v_{1,2} b + v_{1,3} \\
= 1 + b v_{2,1} b + b v_{2,2} + v_{1,2} b + v_{1,3},
\]
\[
\partial b = v_{1,1}.
\]
Note that the monomial $v_{1,3}$ corresponds to an immersed bigon which is folded twice on the inner circular region. See Figure 14.

Moreover, we have
\[
\partial^2 a = 0 + \left( v_{1,1} v_{2,1} b + (-1)^{|b|} b v_{2,1} v_{1,1} \right) \\
+ \left( v_{1,1} v_{2,2} + (-1)^{|b|} b \left( 1 + (-1)^{|v_{2,1}|} v_{2,1} v_{1,1} \right) \right) \\
+ \left( 1 + (-1)^{|v_{1,1}|} v_{1,1} v_{2,1} b + (-1)^{|v_{1,2}|} v_{1,2} v_{1,1} \right) \\
+ \left( (-1)^{|v_{1,1}|} v_{1,1} v_{2,2} + (-1)^{|v_{1,2}|} v_{1,2} v_{1,1} \right) \\
= 0.
\]

5. **Hybrid disks and the invariance theorem**

This section is devoted to show that the pair of a DGA and the collection of canonical peripheral structures is an invariant for Legendrian graphs with potential. More precisely, we show the following.

**Theorem 5.1** (Invariance theorem). *The pair $(A_L, P_L)$ up to generalized stable-tame isomorphisms is an invariant for $L$ under Legendrian Reidemeister moves for Legendrian graphs with potential.*

In other words, whenever we have two equivalent Legendrian graphs $L$ and $L'$ with potentials, then the two DGAs with canonical peripheral structures $(A_L, P_L)$ and $(A_{L'}, P_{L'})$ are generalized stable-tame isomorphic.

\[
L \simeq L' \implies (A_L, P_L) \simeq (A_{L'}, P_{L'}). 
\]

5.1. **Strategy of the proof**

Recall the Reidemeister moves for Legendrian graphs with potentials shown in Figure 4. Then without loss of any generality, we may assume that $L$ and $L'$ are different by exactly one Reidemeister move. The moves $(0_a)$ and $(0_b)$ only change the potentials and induce an
isomorphism not only between DGAs but also the canonical peripheral structures, and there is nothing to prove.

The moves (II) and (III) are well studied in the literature. See [4]. Note that the proofs of invariance under (II) and (III) are still valid for Legendrian graphs, and therefore we only need to prove invariance under the moves (IVa) and (IVb).

We consider two Legendrian graphs $L$ and $L'$ whose Lagrangian projections, denoted by $L$ and $L'$, only differ by Reidemeister move (IVa). For convenience’s sake, we will use the notation $(\cdot)$ and $(\cdot)'$ to denote $(\cdot)_L$ and $(\cdot)_{L'}$. For example, the DGAs for $L$ and $L'$ with corresponding collections of canonical peripheral structures are denoted by $(A, P)$ and $(A', P')$, respectively.

Let $A_d + v$ denote the $d$th generalized (+)-stabilization of $A$ with respect to the canonical peripheral structure $p_v : I_v \to A$, and we simply use bar notation $(\cdot)$ for this stabilized algebra. For example, $A := A_d + v = (A, |\cdot|, \partial)$, $A := \mathbb{Z} \langle G \rangle$.

Let $U$ and $U'$ be two neighborhoods of the vertices $v \in V$ and $v' \in V'$, respectively. Henceforth, the outside of $U$ and $U'$ will be regarded as the same. We label the double points in $U'$ as $\{c'_1, \ldots, c'_m\}$ as shown in Figure 15.

We denote by $C'_i$ the triangular region in $U'$ determined by $c'_i, c'_{i+1}$ and $v'$. Then by Stokes’ theorem, there are obvious relations between $z(c'_i)$ and $\text{Area}(C'_i)$ given by

\[ z(c'_m) = z(c'_{m-1}) + \text{Area}(C'_{m-1}) > \cdots > z(c'_2) = z(c'_1) + \text{Area}(C'_1) > z(c'_1) > 0. \]

Assumption 5.2. By moving an arc $L'_0$ slightly in $U'$, we may assume that functions $\text{Area}(C'_i)$ are sufficiently small so that for any $g' \in G' \setminus \{c'_1, \ldots, c'_m\}$ with $z(g') \neq 0$,

\[ z(c'_m) - z(c'_1) = \sum_{i=1}^{m-1} \text{Area}(C'_i) < z(g') \]

and either

\[ z(g') < z(c'_1) \quad \text{or} \quad z(g') > z(c'_m). \]

The canonical identifications between $G$ and a subset of $G'$ and between $G'$ and $\overline{G}$ will be denoted by $\iota$ and $\iota'$, and their left inverses will be denoted by $\pi$ and $\pi'$, respectively:

\[ G \cup \{0\} \xrightarrow{\iota} G' \cup \{0\} \xleftarrow{\pi} \overline{G} \cup \{0\}, \quad z(g) = z(\iota(g)), \quad \pi(g') := \begin{cases} 0 & g' = c'_i; \\ g & g' = \iota(g). \end{cases} \]
Note that the compositions \( t' \circ t \) and \( \pi \circ \pi' \) denoted by \( T \) and \( \pi \) induce two canonical DGA morphisms \( \tau_s = \iota^s_\ast \) and \( \pi_s = \pi^s_\ast \), respectively.

\[
\begin{align*}
\mathcal{A} & \xrightarrow{\tau_s = \iota^s_\ast} \mathcal{A}_s^0, \\
& \xrightarrow{\pi_s = \pi^s_\ast} \mathcal{A}_s^{\circ}.
\end{align*}
\]

**Notation 5.3.** Let us denote the generators having action at least \( c'_i \) by \( g'_i \) so that

\[
g'_i := c'_i \quad \forall i \leq m, \quad z(g'_i) < \cdots < z(g'_m) < z(g'_{m+1}) \leq \cdots \leq z(g'_{m+n})
\]

and let \( G'_i \) be the subset of \( G' \) defined as

\[
G'_{[0]} := \{ g' \in G' | z(g') < z(c'_1) \}, \quad G'_i := G'_{[0]} \amalg G'_1 \amalg \cdots \amalg G'_i.
\]

We define \( g_i := \pi(g'_i) \) and \( G_{[i]} := \pi(G'_i) \) as the images under the partial function \( \pi \) of \( g'_i \) and \( G'_i \), respectively, so that

\[
G_{[0]} = G_{[1]} = \cdots = G_{[m]}, \quad G_{[m+j]} = G'_{[0]} \amalg G'_{[1]} \amalg \cdots \amalg G'_{[m+j]}.
\]

**Definition 5.4.** We define the filtered DGAs \( A_\bullet \) and \( A'_\bullet \) as filtrations of DG-subalgebras of \( \mathcal{A} \) and \( \mathcal{A}' \) generated by \( G_{[i]} \) and \( G'_{[i]} \), respectively.

\[
A_\bullet := \{ A_{[i]} = (A_{[i]}^\circ, \cdot | \cdot, \partial) \}, \quad A'_\bullet := \{ A'_{[i]} = (A'_{[i]}^\circ, \cdot' | \cdot', \partial') \}.
\]

**Assumption 5.5 (hybrid admissible disks).** For each \( \bar{g} \in \mathcal{C} \), we will define the finite set \( \mathcal{M}(\bar{g})_{(0)} \) such that it decomposed into

\[
\mathcal{M}(\bar{g})_{(0)} = \coprod_{t \geq s \geq 0} \mathcal{M}_{t,s}(\bar{g})_{(0)},
\]

and for each \( f \in \mathcal{M}_{t,s}(\bar{g})_{(0)} \), there are \( sgn(f) = \pm 1 \) and a function \( \tilde{f} : \{ v_1, \ldots, v_t \} \to (G'_{[i-1]} \amalg G'_{[i-1]}) \) such that

\[
\tilde{f}(v_1), \ldots, \tilde{f}(v_s) \in G'_{[i-1]}, \quad \tilde{f}(v_{s+1}), \ldots, \tilde{f}(v_t) \in G_{[i-1]}
\]

The geometric construction of \( \mathcal{M}_{t,s}(\bar{g})_{(0)} \) will be given in Definition 5.16 and Notation 5.21.

We call elements in \( \mathcal{M}(\bar{g})_{(0)} \) hybrid admissible disks of degree 0 and \( \tilde{f} \) the canonical label for \( f \) as before.

**Definition 5.6.** We define a morphism \( \Psi_\bullet : A'_\bullet \to A_\bullet \) between filtered graded algebras inductively as follows.

\[
(i) \quad \Psi_{[0]} := \pi_\ast \quad \Psi_{hyb}(g'_i) := 0 \quad \text{for} \quad g'_i \in G'_{[0]},
(ii) \quad \text{for each} \quad i > 1 \quad \text{and} \quad g'_i \in G'_{[i]},
\]

\[
\Psi_{[i]}(g'_i) := \begin{cases} \Psi_{[i-1]}(g'_i) & g'_i \neq g'_i' \\
\pi_\ast(\bar{g}'_i) + \Psi_{hyb}(g'_i) & g'_i = g'_i'
\end{cases}
\]

\[
\Psi_{hyb}(g'_i) := \sum_{\bar{f} \in \mathcal{M}_{t,s}(\bar{g})_{(0)}} \text{sgn}(\bar{f})\Psi_{[i-1]}(\tilde{f}(v_1 \cdots v_t)) \tilde{f}(v_{t+1} \cdots v_t) \in A_{[i-1]}.
\]
The soundness of this definition will be shown in Remark 5.26. We have the following proposition which will be proved in Sections 5.2 and 5.3.

**Proposition 5.7.** The following holds.

(i) The restrictions of \( \iota_* \) and \( \pi_* \) on \( A_{[0]} \) and \( A'_{[0]} \) are isomorphisms between the DGAs

\[
A_{[0]} \xrightarrow{\iota_*} A'_{[0]},
\]

which are inverse to each other. In particular, \( \Psi_{[0]} = \pi_* \) commutes with differentials.

(ii) Suppose that \( \Psi_{[i-1]} \) commutes with differentials. Then so does \( \Psi_{[i]} \), that is,

\[
(\partial \circ \Psi_{[i]})(g'_i) = (\Psi_{[i]} \circ \partial')(g'_i).
\]

Therefore \( \Psi_* \) becomes a morphism between filtered DGAs.

**Remark 5.8.** Neither \( \iota \) nor \( \pi \) induces a DGA morphism between \( A \) and \( A' \) since \( \iota_* \) and \( \pi_* \) do not commute with differentials in general.

Then there is an essential corollary of this proposition as follows:

**Corollary 5.9.** There is a tame DGA isomorphism

\[
\Phi : A' \rightarrow \overline{A}.
\]

**Proof.** Let us define \( \Phi : A' \rightarrow \overline{A} \) as

\[
\Phi(g') := (\iota'_* + (\tau_* \circ \Psi^{hyb}))(g') = g + (\tau_* \circ \Psi^{hyb})(g').
\]

Then it is obvious that \( \Phi \) is a tame isomorphism and therefore it suffices to prove that \( \Phi \) commutes with differentials.

If \( g' \in G' \) different from any \( c'_j \), then \( (\tau_* \circ \pi_*)(g') = g = \iota'(g') \) and so

\[
\Phi(g') := (\iota'_* + (\tau_* \circ \Psi_{[i]} \circ \pi_*))(g') = (\tau_* \circ \Psi_{[i]})(g')
\]

for some \( i \geq 0 \) with \( g' \in G'_{[i]} \). Since both \( \tau_* \) and \( \Psi_{[i]} \) commute with differentials by (5.1) and Proposition 5.7(2), we are done.

Suppose \( g' = c'_i \). Then \( \Psi^{hyb}(c'_i) = \Psi_{[i]}(c'_i) \) by definition of \( \Psi_{[i]} \) since \( \pi_*(c'_i) = 0 \). Therefore since \( (\tau_* \circ \Psi_{[i]}) \) commutes with differentials,

\[
(\overline{\partial} \circ \Phi)(c'_i) = \overline{\partial}(\iota'_* + (\tau_* \circ \Psi_{[i]}))(c'_i) = \overline{\partial}(\iota_i) + (\tau_* \circ \Psi_{[i]})(\partial' c'_i).
\]

For further manipulations, we need to know \( \partial' c'_i \) more carefully.

By the area condition (4.11) of Proposition 4.34, for a monomial \( w \) of \( \partial' c'_i \), the actions of all generators involved in \( w \) is strictly less than \( c'_i \). That is, if \( w \) involves \( c'_j \), then \( j < i \), and moreover, by Assumption 5.2 that the difference \( z(c'_j) - z(c'_j) \) is sufficiently small, all other generators come from vertices. Furthermore, these vertices cannot be far from \( c'_i \) since the area of the immersed disk defining the given monomial \( w \) is at most \( z(c'_j) - z(c'_j) \). Therefore the only possibility corresponds to the triangular regions \( C'_{j} \cup \cdots \cup C'_{i-1} \) for \( 1 \leq j < i \) which contribute the monomial \( c'_1 \cdot \cdots \cdot c'_i \) in \( \partial' c'_i \).

If \( w \) does not involve any \( c'_j \), then \( w \in A'_{[0]} \) by the area condition again. Let us collect these monomials and denote the result by \( d'_i \), then we have

\[
\partial' c'_i = (-1)^{|c'_i|} (c'_1 v'_{i-1} + \cdots + c'_{i-1} v'_{i-1}) + d'_i
\]
for some $d'_i \in A_{[0]}$. Note that
\[(\tau_\ast \circ \Psi_{[i]})(d'_i) = (\tau_\ast \circ \Psi_{[0]})(d'_i) = \Phi(d'_i),\]
where the last equality comes from (5.3). Therefore
\[(\overline{\partial} \circ \Phi)(c'_i) = \overline{\partial}(c_i) + (\tau_\ast \circ \Psi_{[i]})(\partial' c'_i)
= (-1)^{|i|}(-1)(c_i, v_{1,i-1} + \cdots + c_{i-1}v_{i-1,1})
+ (-1)^{|i|}(-1)(\tau_\ast \circ \Psi_{[i]})(c'_i v_{1,i-1} + \cdots + c'_{i-1}v_{i-1,1} + \partial' c'_i)
= (-1)^{|i|}(-1)(\tau_\ast \circ \Psi_{[i]})(c'_i v_{1,i-1} + \cdots + c'_{i-1}v_{i-1,1} + d'_i) = \Phi(\partial' c'_i),\]
as desired and this completes the proof. \qed

With the aid of this corollary, we can prove Theorem 5.1.

**Proof of Theorem 5.1.** Suppose that $\mathcal{L}$ and $\mathcal{L}'$ are related by $(IV_a)$. Then we are done by Corollary 5.9.

On the other hand, suppose that two Legendrian graphs with potentials $\mathcal{L}$ and $\mathcal{L}''$ only differ by Reidemeister move $(IV_b)$. Let us denote their Lagrangian projections by $\mathcal{L}$ and $\mathcal{L}'''$. Then by Remark 2.14, $\mu(\mathcal{L})$ and $\mu(\mathcal{L}''')$ are related by Reidemeister move $(IV_a)$ which implies that $A_{\mu(\mathcal{L}'')}$ and $S^0_{\mu^*(p)}(\mu^*(A_{\mathcal{L}}))$ are tame isomorphic. Now we conclude
\[
\begin{array}{ccc}
A_{\mathcal{L}''} & \xrightarrow{\exists \zeta} & S^0_{p}(A_{\mathcal{L}}) \\
\mu_\ast & \cong & \mu_\ast \downarrow \\
\mu_\ast(A_{\mu(\mathcal{L}'')}) & \xrightarrow{\exists \zeta} & \mu_\ast(S^0_{\mu^*(p)}(\mu^*(A_{\mathcal{L}}))),
\end{array}
\]
where Lemma 4.38 implies the left isomorphism, the right isomorphism is guaranteed by Remark 3.9, and the bottom tame isomorphism comes from Corollary 5.9.

It is obvious that the composition of these three isomorphisms is a tame isomorphism, and this finally proves the theorem. \qed

5.2. Reality of the other side

We discuss the realizability of admissible disks for $\mathcal{L}$ as admissible disks for $\mathcal{L}'$, or vice versa. For convenience’s sake, we assume the following:
\[
f \in M(\Lambda), \quad f' \in M(\Lambda'), \quad \iota(g) = g', \quad \iota(v_{i,\ell}) = v'_{i,\ell},
\]
for any $g \in C_L$, $v \in V_L$, $i \in \mathbb{Z}/\text{val}(v)\mathbb{Z}$, and $\ell \geq 1$.

**Lemma 5.10.** For any $v_{i,\ell} \in \tilde{V}_L$ and $v'_{i,\ell} \in \tilde{V}_L'$ with $\iota(v_{i,\ell}) = v'_{i,\ell}$, there is a one-to-one correspondence $\iota_M : M(v_{i,\ell}) \to M(v'_{i,\ell})$ such that
\[
\iota_\ast(\mathcal{P}(f)) = \mathcal{P}(\iota_M(f)),
\]
where $\iota_\ast : A \to A'$ is a graded algebra morphism.

**Proof.** Since the set $M(v_{i,\ell})$ is determined only by local information such as the valency and two indices $i$ and $\ell$, we have a canonical bijection $\iota_M : M(v_{i,\ell}) \to M(v'_{i,\ell})$. Moreover, it is obvious that $\iota_M$ preserves degrees and labels via $\iota_\ast : A \to A'$. \qed
Suppose that $f$ is regular. That is, $f \in \mathcal{M}(g)$ for some $g \in \mathbb{C}$. Then the boundary $\partial f := f|_{\partial \Pi} \subset L$ is a loop based at $g$ which can be lifted piecewise to $\widetilde{\partial f} \subset \Lambda_0 \subset \mathbb{R}^3$ via $\pi_L$. Note that vertical jumps occur only at double points of the projection.

Now let $\phi_t$ be a Legendrian isotopy from $\Lambda_0 = \Lambda$ to $\Lambda_1 = \Lambda'$ realizing Reidemeister move $(IV_a)$ which is fixed outside of $\pi_L^{-1}(U)$. Then for each $0 \leq t \leq 1$, the projection $\widetilde{\partial f}_t := \pi_L(\phi_t(\partial f))$ can be understood as a loop in $L_t := \pi_L(\Lambda_t)$ because all jumps of $\partial f$ lie outside $\pi_L^{-1}(U)$ and remain fixed during the isotopy.

Conversely, let $f' \in \mathcal{M}(g')$ and assume that $\tilde{f}'$ misses all generators $c_j'$. Then all jumps of the piecewise lift $\widetilde{\partial f}'$ avoid $\pi_L^{-1}(U')$ and therefore the one-parameter family of loops $\{\widetilde{\partial f}'_t \subset L_t \mid 0 \leq t \leq 1\}$ is well defined.

The natural question is whether $\widetilde{\partial f}_1$ or $\widetilde{\partial f}'_0$ can be realized as the boundary of a regular admissible disk in $\mathcal{M}(\Lambda')$ or $\mathcal{M}(\Lambda)$. We will give a complete answer for this question as follows:

Let $\beta$ and $\beta'$ be arcs from $v$ and $v'$ to points in $L_0$ and $L'_0$, respectively, such that they are disjoint from $L$ and $L'$ in their interior. See Figure 16.

**Lemma 5.11.** Let $f \in \mathcal{M}(g)$ and $f' \in \mathcal{M}(g')$ for some $g \in \mathbb{C}$ and $g' \in \mathbb{C}'$ with $\iota(g) = g'$. Suppose that $\tilde{f}'$ misses all generators $c_j'$. Then the following holds.

(i) $\widetilde{\partial f}_1$ extends to an admissible disk $\iota_M(f) \in \mathcal{M}(g')$ if and only if there are no properly embedded components of $f^{-1}(\beta)$ in $\Pi$.

(ii) $\widetilde{\partial f}'_0$ extends to an admissible disk $\pi_M(f') \in \mathcal{M}(g)$ if and only if there are no properly embedded components of $f'^{-1}(\beta')$ in $\Pi'$.

In both cases, the labels are related via $\iota_*$ and $\pi_*$, respectively.

$$\iota_*(P(f)) = P(\iota_M(f)), \quad \pi_*(P(\pi_M(f'))) = P(\pi_*(f')).$$

**Proof.** (1) Let $\{\beta_1, \ldots, \beta_r\}$ be the connected components of $f^{-1}(\beta)$, where each component $\beta_j$ is contained in a component $U(\beta_j)$ of $f^{-1}(U)$. Then there are four cases according to whether the end points of $\beta_j$ are lying in the boundary $\partial \Pi$ or not, which correspond to the pictures on the left of Figures 17(a), 17(b), 17(c), and 17(e), respectively.

Unless there is a component $\beta_j$ with $\partial \beta_j \subset \partial \Pi$, or equivalently, unless Figure 17(e) happens, we can modify $O_f := f^{-1}(L)$ as shown in the pictures on the right of the figures to obtain a new complex $O' \subset \Pi$. Then we can define an admissible disk $\iota_M(f) \in \mathcal{M}(g')$ on $\Pi$ by the condition

$$O_{\iota_M(f)} = O'.$$

Conversely, if there is a properly embedded component, then there are no corresponding admissible disks since the orientation-preserving property will be broken during the isotopy. More precisely, as $t \to 1$, neighborhoods of the two end points $\beta_j(0)$ and $\beta_j(1)$ will overlap via
\( \phi_t \) and an orientation-reversing region, the shaded triangle in Figure 17(e), is created and so \( \partial f_1 \) will never extend to a disk.

(2) The proof of (2) is essentially the same as (1). There are four possibilities for configurations of the inverse image \( \beta'_j \) depicted in Figures 17(a), 17(b), 17(d), and 17(f). Among these configurations, the one and only obstruction arises when \( \beta'_j \) is properly embedded and an orientation-reversing (shaded) region, as seen in Figure 17(f), is created again. □

**Remark 5.12.** The existence of a properly embedded component in \( f^{-1}(\beta') \) implies \( z(g') > z(c'_m) \) and therefore \( g' \in \mathcal{G}_{>c} \) by the area condition.

A similar result holds for \( f \). That is, if there is a properly embedded component in \( f^{-1}(\beta) \), then \( g \in \mathcal{G}_{<c} \). Therefore, for \( g \in \mathcal{G}_{<c} \) and \( g' \in \mathcal{G}_{<c} \), all \( f \in \mathcal{M}(g) \) and \( f' \in \mathcal{M}(g') \) satisfy the hypothesis of the above lemma.

As a corollary of Lemma 5.11, we can prove Proposition 5.7(1).

**Proof of Proposition 5.7(1).** Since \( \iota_* \) and \( \pi_* \) are isomorphisms between graded algebras and inverse to each other, it suffices to prove the commutativity with differentials only for \( \iota_* \).

By Lemmas 5.10 and 5.11, there exists a bijection \( \iota_{\mathcal{M}} : \mathcal{M}(g) \to \mathcal{M}(g') \) preserving \( P \). Therefore by the definition of the differential in (4.9)

\[
\iota_*(\partial(g)) = \sum_{f \in \mathcal{M}(g)} \iota_*(P(f)) = \sum_{f \in \mathcal{M}(g)} P(\iota_{\mathcal{M}}(f)) = \sum_{f' \in \mathcal{M}(\iota_{\mathcal{M}}(g))} P(f') = \partial'(\iota(g)).
\]

□
5.3. Hybrid admissible disks

Let $\widetilde{\Gamma} := \Gamma \cup \Lambda'$ be the union of $\Gamma$ and $\Lambda'$, and let its projection be $\widetilde{\Gamma}$. Then the corresponding neighborhoods $U, \overline{U}$, and $U'$ of $L, \overline{L}$, and $L'$ look as follows:

Note that $\overline{L}$ in $U$ has the following information (see Figure 18).

(1) Double points $\{z_1, \ldots, z_m\}$ coming from $L'$.
(2) One additional double point $x$ at the center, which corresponds to the intersection of $L_0$ and $L'_0$.
(3) Two points $\overline{p}$ (upper) and $\overline{q}$ (lower) where $L_0$ and $L'_0$ are tangent.

Remark 5.13. By declaring $\overline{p}$ and $\overline{q}$ to be trivalent vertices, we may regard $\widetilde{\Gamma}$ as a spatial graph whose edges are all Legendrians. However, it is not a Legendrian graph in our definition since it violates the non-tangency condition of half-edges.

Instead, one may regard $\widetilde{\Gamma}$ as a Legendrian graph together with certain smoothing information.

We denote the sets of vertices, double points, special points, and generators by

$$\overline{V}, \overline{C} := \mathcal{C} \sqcup \{x\}, \overline{S} := \mathcal{S} \sqcup \{\overline{x}\}, \overline{G} := \mathcal{G} \sqcup \{\overline{x}\}.$$ 

Then $\overline{V}, \overline{C}, \overline{S}$, and $\overline{G}$ can be identified with $\overline{V}', \overline{C}', \overline{S}'$, and $\overline{G}'$. Moreover, we may regard $\overline{G}$ as the generating set of the stabilized DGA $\overline{A}$.

Let $\overline{A}_\pi$ be the free associative unital graded algebra over $\mathbb{Z}$ generated by $\overline{G}_\pi$. We define a grading $|\cdot| : \overline{A}_\pi \to \mathbb{R}$, a differential $\overline{\partial}_\pi : \overline{A}_\pi \to \overline{A}_\pi$, and a projection $\overline{\pi}_\pi : \overline{A}_\pi \to \overline{A}$ by

$$|g| = \begin{cases} |g'| & g \neq x; \\ 0 & g = x, \end{cases} \quad \overline{\partial}_\pi(g) = \begin{cases} \overline{\partial}(g) & g \neq x; \\ 0 & g = x, \end{cases} \quad \overline{\pi}_\pi(g) = \begin{cases} g & g \neq x; \\ 0 & g = x. \end{cases}$$

Then both the inclusion $\overline{A} \to \overline{A}_\pi$ and the projection $\overline{\pi}_\pi : \overline{A}_\pi \to \overline{A}$ are DGA morphisms.

Definition 5.14. Let $f : (\Pi, \partial \Pi, \mathbf{V}) \to (\mathbb{R}^2, L, \mathcal{S}_x)$ be a differentiable disk. We call $e \in \mathbf{E}\Pi$

(i) $(-)$-folding if $f|_e$ has a unique critical point $x \in e$ such that $f$ maps a neighborhood of $x$ as follows:

(ii) $(+)$-folding if $e$ is 2-folding in Definition 4.9.

Figure 18 (colour online). The neighborhoods $U, \overline{U}$, and $U'$. 
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(iii) \( (\pm)\)-folding if \( f|_e \) has two critical points which are locally \((+)\)-folding and \((-)\)-folding, respectively.

A \((-)\)-folding edge never occurs in our usual situation since there are no corners of angle 0 bounded by a Legendrian graph. However, in our current situation, there are two such corners in \( \overline{L} \), which are \( \overline{p} \) and \( \overline{q} \). In other words, if \( f \) has a \((-)\)-folding edge \( e \) with critical point \( x \in e \), then \( f(x) = \overline{p} \) or \( \overline{q} \).

**Notation 5.15.** Let us identify the boundary \( \partial \Pi_t \) of a \( (t+1) \)-gon with the quotient space of the interval \([0,t+1]\).

\[
\partial \Pi_t \simeq [0,t+1]/0 \sim (t+1),
\]

and assume that the integers in \([0,t+1]\) correspond to the vertices. Then for \( a, b \in [0,t+1] \), we denote the open or closed subarc in \( \partial \Pi_t \) by \((a,b)\) or \([a,b]\). Note that

\[
[0,t+1] = \partial \Pi_t, \quad [t+1,t+1] = v_0.
\]

**Definition 5.16 (hybrid admissible disk).** We say that \( f \) is a hybrid admissible disk if it satisfies the following.

(i) \( f \) is smooth and orientation-preserving on \( \hat{\Pi} \) which extends to \( \text{EII} \).

(ii) All vertices are either convex, concave, or neutral.

(iii) All edges are either smooth, \((+)\)-folding, \((-)\)-folding, or \((\pm)\)-folding.

(iv) \( v_0 \) is positive.

(v) There is a distinguished point \( \diamond \in [0,t+1] \), called the separator, such that

\[
f([\diamond,t+1]) \subset L \subset \overline{L}, \quad f([0,\diamond]) \subset L' \subset \overline{L}.
\]

We call \( f \) either

(a) **vertex-separated** if \( \diamond \in \text{VII} \); or

(b) **edge-separated** if \( \diamond \in \text{EII} \) and \( f(\diamond) \in \{\overline{p}, \overline{q}\} \). See also Figure 19.

**Remark 5.17.** Suppose that \( f \) has a \((-)\)-folding edge \( e \). Then its critical point \( x \in e \) must be sent to either \( \overline{p} \) or \( \overline{q} \) via \( f \) and \( x = \diamond \). Therefore \( f \) should be edge-separated.

As before, the canonical label \( \tilde{f} \) is well defined so that it fits into the commutative diagram as follows:
Note that \( \widetilde{f} \) may hit \( x \) only if \( f \) is vertex-separated. Otherwise one can always regard \( \widetilde{f}(v_i) \) as an element in \( G' \) if \( i \in (0, o) \) or in \( G \) if \( i \in (o, t+1) \), respectively. As before, we assume that \( \widetilde{f} \) is extended freely to words on \( \Pi \).

The \( \mathbb{Z} \) and \( \mathbb{R} \)-degrees for \( f \) are defined as before,

\[
[D(\partial f)] = |f|_{\mathbb{Z}} \cdot 1_{G_r} \in \pi_1(\text{Gr}(1, \mathbb{R}^2)) \simeq \mathbb{Z}, \quad |f| := |f|_{\mathbb{Z}} \cdot 1_{\mathbb{R}} \in \mathbb{R}.
\]

**Proposition 5.18.** The degree of a hybrid admissible disk \( f \) is given as follows:

\[
|f|_{\mathbb{Z}} = 1 - \#((-\text{-folding edges}) + \#((+\text{-folding edges}) + \#(\text{concave vertices}).
\]

Moreover,

\[
|f| = |\widetilde{f}(v_0)|_{\mathbb{Z}} - \sum_{r=1}^{t} |\widetilde{f}(v_r)|_{\mathbb{Z}}.
\]

**Proof.** The proof is essentially the same as the proofs of Propositions 4.24 and 4.28. A new effect arises from \((-\text{-folding edges}) which contribute an additional \((-\pi)\)-rotation on \([D(\partial f)]\). Note that a \((\pm)\)-folding edge has no contribution to \( D(\partial f) \), since the effects from the two critical points on the edge cancel out. This completes the proof. \( \square \)

**Remark 5.19.** As seen in this formula, we may think that the negative folding edge plays the role of the element of degree \(-1\).

**Definition 5.20** (Equivalence of hybrid admissible disks). Two hybrid admissible disks are equivalent if they are the same up to a one-parameter family preserving the combinatorial structure in the sense of Definition 4.25.

**Notation 5.21.** We denote the set of equivalence classes of all hybrid admissible disks of degree at most 1 by \( \mathcal{M} \) and define the following sets:

\[
\mathcal{M}_t := \{ f \in \mathcal{M} \mid \text{Domain}(f) = \Pi_t \}, \quad \mathcal{M}_{t,s} := \{ f \in \mathcal{M}_t \mid o \in [s, s+1) \};
\]

\[
\mathcal{M}(i) := \{ f \in \mathcal{M} \mid |f|_{\mathbb{Z}} = i \}, \quad \mathcal{M}(g) := \{ f \in \mathcal{M} \mid \widetilde{f}(v_0) = g \}.
\]

As before, their intersections will be denoted by using several decorations.

**Definition 5.22.** A hybrid admissible disk \( f \in \mathcal{M}_t \) is said to be

(i) leftmost or rightmost if \( o \) is 0 or \((t+1) \), respectively\(^1\);

(ii) left-rigid if \( f((o-\epsilon, o)) \subset L'_0 \) for some \( \epsilon > 0 \);

(iii) right-rigid if \( f((o, o+\epsilon)) \subset L_0 \) for some \( \epsilon > 0 \);

(iv) bi-rigid if \( f \) is both left- and right-rigid;

(v) flexible if \( o \neq 0 \) and \( f((o-\epsilon, o+\epsilon)) \subset L \cap L' \) for some \( \epsilon > 0 \).

We also say that a left-rigid or right-rigid disk is strict if it is not bi-rigid.

---

\(^1\)Here we regard 0 and \((t+1) \) as different points. In other words, 0 is the left-end and \((t+1) \) is the right-end of the boundary \( \partial \Pi_t = [0, t+1) \).
One can easily see that being \(-\)most, \(-\)rigid, and flexible form a trichotomy, and moreover, all edge-separated disks are left- or right-rigid. By using this observation, we can decompose \(\mathcal{M}\) as follows.

**Corollary/Notation 5.23** (Decomposition of hybrid admissible disks). The following holds.

(i) \(\mathcal{M}(0) = \mathcal{M}^\text{fold\textsuperscript{−}} := \{f \in \mathcal{M} \mid f\) has one (−)-folding edge only\}.

(ii) \(\mathcal{M}(1)\) can be decomposed into three subsets.

   (a) \(\mathcal{M}^\text{fold\textsuperscript{±}} := \{f \in \mathcal{M} \mid f\) has (−)- and (+)-folding edges or a (±)-folding edge\}.

   (b) \(\mathcal{M}^\text{fold\textsuperscript{−}},\text{concave} := \{f \in \mathcal{M} \mid f\) has a (−)-folding edge and a concave vertex\}.

   (c) \(\mathcal{M}^\varnothing := \{f \in \mathcal{M} \mid f\) has no folding edges and no concave vertices\} which can be decomposed further into the following seven subsets.

   (1) \(\mathcal{M}^\text{e\textsuperscript{−}},\text{rigidL} := \{f \in \mathcal{M} \mid f\) is edge-separated and strictly left-rigid\}.

   (2) \(\mathcal{M}^\text{e\textsuperscript{−}},\text{rigidR} := \{f \in \mathcal{M} \mid f\) is edge-separated and strictly right-rigid\}.

   (3) \(\mathcal{M}^\text{v\textsuperscript{−}},\text{mostL} := \{f \in \mathcal{M} \mid f\) is vertex-separated and leftmost\}.

   (4) \(\mathcal{M}^\text{v\textsuperscript{−}},\text{mostR} := \{f \in \mathcal{M} \mid f\) is vertex-separated and rightmost\}.

   (5) \(\mathcal{M}^\text{v\textsuperscript{−}},\text{rigidL} := \{f \in \mathcal{M} \mid f\) is vertex-separated and strictly left-rigid\}.

   (6) \(\mathcal{M}^\text{v\textsuperscript{−}},\text{rigid} := \{f \in \mathcal{M} \mid f\) is vertex-separated and bi-rigid\}.

   (7) \(\mathcal{M}^\text{v\textsuperscript{−}},\text{flex} := \{f \in \mathcal{M} \mid f\) is vertex-separated and flexible\}.

**Proof.** It is easy to see that the following decompositions hold:

\[
\mathcal{M} = \mathcal{M}(0) \amalg \mathcal{M}(1), \quad \mathcal{M}(1) = \mathcal{M}^\text{fold\textsuperscript{±}} \amalg \mathcal{M}^\text{fold\textsuperscript{−}},\text{concave} \amalg \mathcal{M}^\varnothing.
\]

It is also obvious that (i)–(vii) are mutually exclusive subsets of \(\mathcal{M}^\varnothing\). In order to verify that their union is \(\mathcal{M}^\varnothing\), it remains to prove that

(i) there are no edge-separated bi-rigid admissible disks in \(\mathcal{M}^\varnothing\);

(ii) there are no vertex-separated strictly right-rigid admissible disks in \(\mathcal{M}^\varnothing\).

The first claim follows since an admissible disk is edge-separated and bi-rigid admissible if and only if it has either a (−) or a (±)-folding edge and so is not contained in \(\mathcal{M}^\varnothing\).

On the other hand, vertex-separated right-rigidity requires a special point involving \(\mathfrak{L}_0\) and the only such special point is precisely \(\mathbf{x}\). However, any disk hitting \(\mathbf{x}\) at the separator is bi-rigid and therefore there are no such special points which completes the proof of the second claim. \(\square\)

**Remark 5.24.** Note that \(f \in \mathcal{M}^\text{v\textsuperscript{−}},\text{rigid}\) satisfies \(f(\diamond) = \mathfrak{c}_i\) for some \(i = 1, \ldots, m\), while \(f \in \mathcal{M}^\text{v\textsuperscript{−}},\text{rigid}\) satisfies \(f(\diamond) = \mathbf{x}\).

---

**Lemma 5.25.** For each \(\mathfrak{g}\), the set \(\mathcal{M}(\mathfrak{g})\) is finite.

\[1\text{See Figure 20(a) for its local conguration.}
\[2\text{See Figure 20(b) for its local conguration.}
Proof. As seen above, the image of the separator $f(\diamond)$ is either a special point or in $\{p, q\}$. Therefore up to one-parameter families preserving combinatorial structures, $\mathcal{M}(\overline{g})$ is discrete. Finally, finiteness follows from the exactly same argument as for Proposition 4.34. □

Remark 5.26 (Soundness of Definition 5.6). For each $g \in \overline{G}$, the set $\mathcal{M}_{t,s}(\overline{g})$ is finite by the previous lemma and can be decomposed into subsets $\mathcal{M}_{t,s}(\overline{g})_{(0)}$. Since any $f \in \mathcal{M}_{t,s}(\overline{g})_{(0)}$ are edge-separated as discussed in Remark 5.17, its labels $\tilde{f}(v_i)$ miss $\overline{x}$ and can be regarded as elements in $G'$ and $\overline{G}$ as mentioned earlier.

Example 5.27. Let $g = \overline{x}$. Then $\mathcal{M}(\overline{x})$ consists of two elements $f_{\overline{x},p}$ and $f_{\overline{x},q}$, which are monogons ($t = 0$) of degree 0 contained in $\overline{U}$ having negative folding edges touching $\overline{p}$ and $\overline{q}$, respectively. See Figure 21.

\[
\mathcal{M}(\overline{x}) = \mathcal{M}_{0,0}(\overline{x})_{(0)} = \{f_{\overline{x},p}, f_{\overline{x},q}\}.
\]

Lemma 5.28. Let $g \in G$ and $g' \in G'$. Then there are canonical bijections
\[
\mathcal{M}(g)_{(1)} \simeq \mathcal{M}_{v,\text{most}^L}(\overline{g}), \quad \mathcal{M}(g')_{(1)} \simeq \mathcal{M}_{v,\text{most}^R}(\overline{g}).
\]

Proof. We first regard both $\mathcal{M}(g)_{(1)}$ and $\mathcal{M}(g')_{(1)}$ as subsets of $\mathcal{M}$ by choosing the separator $\diamond$ as follows: For $f \in \mathcal{M}_t(g)$ and $f' \in \mathcal{M}_{t'}(g')$, we choose separators $\diamond$ as 0 and $(t' + 1)$, respectively. That is,
\[
\mathcal{M}(g)_{(1)} \ni f = \begin{array}{c}
\overline{v}_0
\end{array} \quad \Rightarrow \quad \begin{array}{c}
\overline{v}_0
\end{array} = \tilde{f} \in \mathcal{M}_{v,\text{most}^L}(\overline{g});
\]
\[
\mathcal{M}(g')_{(1)} \ni f' = \begin{array}{c}
\overline{v}_0
\end{array} \quad \Rightarrow \quad \begin{array}{c}
\overline{v}_0
\end{array} = \tilde{f}' \in \mathcal{M}_{v,\text{most}^R}(\overline{g}).
\]

Conversely, it is obvious that we can regard all hybrid disks in $\mathcal{M}_{v,\text{most}^L}(\overline{g})$ and $\mathcal{M}_{v,\text{most}^R}(\overline{g})$ as admissible disks in $\mathcal{M}(g)_{(1)}$ and $\mathcal{M}(g')_{(1)}$, respectively. □

Remark 5.29. The set $\mathcal{M}_{v,\text{most}^L}(\overline{e}_i) = \emptyset$ for any $i$ since $\overline{e}_i$ comes only from $L'$.
Remark 5.30. We may reformulate Proposition 5.7(1) as follows: For \(g \in G[0]\) and \(g' \in G'[0]\) with \(g' = \iota(g)\), we have bijections

\[
\mathcal{M}(g)(1) \simeq \mathcal{M}_{\mathrm{m}, \mathrm{m}}(\mathcal{R}(g)) \simeq \mathcal{M}(g')(1).
\]

(5.4)

Note that first and third bijections are established already by Lemma 5.28. The second bijection comes from the forward or backward move of the separator. Roughly speaking, since there are no obstructions in the sense of Lemma 5.11, one can freely move a separator along the boundary \(\partial \Pi\).

Let us introduce a polynomial \(P(f)\) associated to a hybrid admissible disk \(f\) as follows.

Definition 5.31. A map \(P : \mathcal{A}(0) \to A\) is defined as for \(f \in \mathcal{M}_{t,s}(g)\),

\[
P(f) := \text{sgn}(f)\Psi(\tilde{f}(v_1 \cdots v_s))\tilde{f}(v_{s+1} \cdots v_t), \quad \text{sgn}(f) := \text{sgn}(f, v_0 \cdots v_t),
\]

where \(\Psi = \Psi_{[m+n]}\) in Definition 5.6.

Then it is straightforward that

\[
\Psi_{\mathrm{hyb}}(g) = \sum_{f \in \mathcal{M}(g)(0)} P(f),
\]

(5.5)

and the proof of Proposition 5.7(2) will be given in Appendix B.

6. A DGA for Legendrian tangles

In this section, we define a DGA for Legendrian tangles and consider the operation given by replacing a Darboux neighborhood of a vertex with suitable Legendrian tangle, which yields a van Kampen type theorem for DGAs. To this end, we first consider Legendrian graphs embedded in \(S^3\) rather than in \(\mathbb{R}^3\).

Let us assume that \(S^3\) has the standard contact structure

\[
S^3_{\mathrm{std}} = (S^3, \xi_{\mathrm{std}} := \ker \alpha_{\mathrm{std}}), \quad \alpha_{\mathrm{std}} := x_1 dy_1 - y_1 dx_1 + x_2 dy_2 - y_2 dx_2,
\]

where \(S^3\) is the unit sphere in \(\mathbb{C}^2\) with two coordinates \(z_1 = x_1 + iy_1\) and \(z_2 = x_2 + iy_2\). Then for a designated point \(\infty \in S^3\), there is a well-known contactomorphism from \(S^3_{\mathrm{std}} \setminus \{\infty\}\) to \(\mathbb{R}^3_{\mathrm{rot}}\) given by

\[
\pi_{\infty} : S^3_{\mathrm{std}} \setminus \{\infty\} \to \mathbb{R}^3_{\mathrm{rot}} \quad (z_1, z_2) \mapsto \left(\frac{z_1}{1 + z_2}, \frac{y_2}{1 + z_2}\right).
\]

(6.1)

Here, we regard \(\infty\) as \((0, -1) \in S^3\) and identify \(\mathbb{R}^3\) with \(\mathbb{C} \times \mathbb{R}\).

6.1. Legendrian tangles and their projections

A Legendrian graph in \(S^3_{\mathrm{std}}\) is a spatial graph in \(S^3\), whose edges are Legendrian submanifolds in \(S^3_{\mathrm{std}}\) which are non-tangent to each other at their ends. Then a spatial graph \(\Lambda \subset S^3_{\mathrm{std}}\) missing \(\infty\) is Legendrian if and only if the image \(\pi_{\infty}(\Lambda)\) is a Legendrian graph in the sense of Definition 2.2.

Remark 6.1. Indeed, any Legendrian graph in \(S^3_{\mathrm{std}}\) can be isotoped to a Legendrian graph which avoids \(\infty\), and two Legendrian graphs avoiding \(\infty\) are isotopic in \(S^3_{\mathrm{std}}\) if and only if their images under \(\pi_{\infty}\) are isotopic in \(\mathbb{R}^3_{\mathrm{rot}}\).
Therefore the sets of isotopy classes of Legendrian graphs in $S_{\text{std}}^3$ and in $\mathbb{R}_\text{rot}^3$ coincide. In this sense, there are no differences between Legendrian graph theory in $S_{\text{std}}^3$ and in $\mathbb{R}_\text{rot}^3$.

On the other hand, if a Legendrian graph $\Lambda$ hits the point $\infty \in S^3$ especially at its vertex of valency $m$, then its projection defines a Legendrian $m$-tangle as follows:

**Definition 6.2 (Legendrian tangles).** A Legendrian $m$-tangle $T$ in $\mathbb{R}_\text{rot}^3$ is an image of a Legendrian graph $\Lambda$ under the stereographic projection $\pi_\infty$ for some $\Lambda \subset S_{\text{std}}^3$ such that $\infty$ is a vertex of $\Lambda$ of valency $m$, called the vertex at infinity,

$$T := \pi_\infty(\Lambda) \subset \mathbb{R}_\text{rot}^3, \quad \Lambda \subset S_{\text{std}}^3, \quad \infty \in V_\Lambda.$$  

We call $\Lambda$ the closure of $T$, denote it by $\hat{T}$, and say that two Legendrian tangles $T_0$ and $T_1$ are equivalent if the pairs $(\hat{T}_0, \infty)$ and $(\hat{T}_1, \infty)$ are isotopic in $S_{\text{std}}^3$.

By definition, for any Legendrian $m$-tangle $T \subset \mathbb{R}_\text{rot}^3$, its closure $\hat{T} \subset S_{\text{std}}^3$ is well defined. We denote the sets of vertices and edges of $T$ by $V_T$ and $E_T$ which are the images of $V_{\hat{T}}$ and $E_{\hat{T}}$ under $\pi_\infty$ after removing $\infty$ from vertices and edges if they hit $\infty$ in $\hat{T}$. However, the set of half-edges $H_T$ is the image of half-edges in $H_{\hat{T}} \setminus H_{\infty}$ which are non-adjacent to $\infty$.

$$V_T := \pi_\infty(V_{\hat{T}} \setminus \{\infty\}), \quad E_T := \{\pi_\infty(e \setminus \{\infty\}) \mid e \in E_{\hat{T}}\}, \quad H_T := \{\pi_\infty(h) \mid h \in H_{\hat{T}} \setminus H_{\infty}\}.$$  

We call half-edges in $H_{\infty}$ half-edges at infinity or simply ends of $T$.

Let $U_0 \subset \mathbb{R}_{\text{rot}}^3$ be the unit ball as before. We define $\mathcal{U}_0$ and $\mathcal{U}_\infty$ as the subsets of $S_{\text{std}}^3$

$$\mathcal{U}_0 := \pi_\infty^{-1}(U_0), \quad \mathcal{U}_\infty := S^3 \setminus \overline{U}_0.$$  

Note that the two subsets $\mathcal{U}_0$ and $\mathcal{U}_\infty$ are contactomorphic via the involution $\tau : (z_1, z_2) \mapsto (z_1, -z_2)$ on $\mathbb{C}^2$. We denote the image of $\mathcal{U}_\infty$ under the composition $(\pi_\infty \circ \tau)$ by $U_\infty \subset \mathbb{R}_\text{rot}^3$

$$(\pi_\infty \circ \tau) : \mathcal{U}_\infty \subset S_{\text{std}}^3 \xrightarrow{\sim} U_\infty \subset \mathbb{R}_\text{rot}^3.$$  

The subset $\mathcal{U}_\infty$ is the same as $U_0$ but we use different notation to clarify where they are coming.

**Example 6.3.** Let $\Theta = \{\theta_1, \ldots, \theta_m\}$ be a subset of $[0, 2\pi)$. Then the union $T_{\Theta}$ of Legendrian rays described in Theorem 2.3 becomes a Legendrian tangle whose closure $\hat{T}_{\Theta}$ is invariant under the involution $\tau$. That is,

$$(\mathcal{U}_0, \mathcal{U}_0 \cap \hat{T}_{\Theta}) \xrightarrow{\tau} (\mathcal{U}_\infty, \mathcal{U}_\infty \cap \hat{T}_{\Theta}).$$

Furthermore, for any Legendrian tangle $T$, the closure $\hat{T}$ is contactomorphic to $T_{\Theta(T)}$ near $\infty$ for some $\Theta(T) = \{\theta_1, \ldots, \theta_m\}$ due to Theorem 2.3 at $\infty$. Indeed, we assume the following.

**Assumption 6.4.** For any Legendrian tangle $T$, the closure $\hat{T}$ coincides with $\hat{T}_{\Theta(T)}$ on $\mathcal{U}_\infty \subset S_{\text{std}}^3$ for some $\Theta(T)$

$$(\mathcal{U}_\infty, \mathcal{U}_\infty \cap \hat{T}) = (\mathcal{U}_\infty, \mathcal{U}_\infty \cap \hat{T}_{\Theta(T)}),$$

and we denote $T_{\Theta(T)}$ by $T_\infty$.

Now one can decompose $\hat{T}$ into two pieces via $\pi_\infty \coprod (\pi_\infty \circ \tau)$

$$(S_{\text{std}}^3, \hat{T}) = (\overline{U}_0, \overline{U}_0 \cap \hat{T}) \coprod (\overline{U}_\infty, \overline{U}_\infty \cap T_\infty) \simeq (\overline{U}_0, \overline{U}_0 \cap T) \coprod (\overline{U}_\infty, \overline{U}_\infty \cap T_\infty) \quad (6.2)$$
Figure 22. A Legendrian tangle $T$ and its Lagrangian projection $\hat{T}$.

Recall the Lagrangian projection $\pi_L : \mathbb{R}^3 \to \mathbb{R}^2_{xy}$. Then the composition $\pi_L \circ \pi_\infty$ extends to all of $S^3$ as follows:

\[
\begin{array}{cc}
S^3 \setminus \{\infty\} & \to \mathbb{R}^2_{xy} \\
\downarrow & \downarrow \\
S^3 & \to S^2_{xy}
\end{array}
\]

Here we use the same notation $\pi_L$ for the extension\(^\dagger\). We denote the images of $T$ and $\hat{T}$ under $\pi_L$ by $T$ and $\hat{T}$, respectively.

We denote the set of all Legendrian tangles in general position by $L_T$.

Let $T_0$ and $T_1$ be the Lagrangian projections of $T_0$ and $T_1$, respectively. Then roughly speaking, $T_0$ and $T_1$ are equivalent only if there exists a sequence of Reidemeister moves as depicted in Figure 4 that transforms $T_0$ to $T_1$ up to planar isotopy on $\overline{U}_0$ and rotation in $\mathbb{R}^2_{xy}$.

It is not hard to check that this definition agrees with the equivalence in Definition 6.2, and we omit the proof.

6.2. Capping paths and gradings

One can equip a Legendrian $m$-tangle $T \in L_T$ with an $\mathcal{R}$-valued potential $\mathfrak{P}$ on $T$ which is a function

\[ \mathfrak{P} : H_T \to \mathcal{R} \]

\(^\dagger\)The map $\pi_L$ is the restriction of the canonical map $\mathbb{C}^2 \setminus \{0\} \to \mathbb{C}P^1 \simeq S^2_{xy}$.\]
such that for each edge $e \in E_T \simeq E_T$, the function $\mathfrak{P}$ satisfies the vanishing condition

$$\mathfrak{P}(h_{s(e)}) - \mathfrak{P}(h_{t(e)}) - n_e \cdot 1 = 0,$$

where $n_e$ is the number defined in Section 2.5.

**Corollary 6.6.** For any Legendrian $m$-tangle with potential $T = (T, \mathfrak{P})$, there is a Legendrian $m$-tangle with the inherited potential $T_\infty = (T_\infty, \mathfrak{P}_\infty)$. Moreover, $(T_\infty)_\infty = T_\infty$.

**Proof.** Since the number $n_e$ is defined even for edges hitting $\infty$, the potential $\mathfrak{P}$ extends to $\tilde{\mathfrak{P}}$ on $H_T$ naturally by using the same vanishing condition. Then the restriction of $\tilde{\mathfrak{P}}$ to $H_\infty \subset H_T$ defines a potential $\mathfrak{P}_\infty$ for $T_\infty$. Since $T_\infty = T_\Theta$ is the union of Legendrian rays for some $\Theta = \Theta(T)$ and is invariant under the involution $\tau$, we have $(T_\infty)_\infty = T_\infty$. Finally we have $(\mathfrak{P}_\infty)_\infty = \mathfrak{P}_\infty$ since $n_e = 0$ for all edges $e \in E_{T_\infty}$.

As before, we denote the set of all Legendrian tangles in general position with $\mathfrak{R}$-valued potentials by $LT_\mathfrak{R}$.

**Theorem 6.7.** The Legendrian tangle equivalence on $LT$ lifts to $LT_\mathfrak{R}$.

**Proof.** This is essentially the same as Theorem 2.21 and we omit the proof.

From now on, we fix a Legendrian $m$-tangle with $\mathfrak{R}$-valued potential $T = (T, \mathfrak{P}) \in LT_\mathfrak{R}$ whose Lagrangian projections are $T$ and $\hat{T}$.

We define the sets $C_T, S_T, V_T$ and $G_T$ as before

$$C_T := \{c \in T \mid c \text{ is a double point}\}, \quad S_T := C_T \amalg V_T,$$

$$\tilde{V}_T := \{v, \ell \mid v \in V_T, i \in \mathbb{Z}/\text{val}(v)\mathbb{Z}, \ell \geq 1\}, \quad G_T := C_T \amalg \tilde{V}_T,$$

and we define $(\cdot)_{\hat{T}} := (\cdot)_{T} \cup (\cdot)_{T_\infty}$. Then $C_{T_\infty} = \emptyset$ and $\tilde{V}_{T_\infty} = \{\infty, \ell \mid i \in \mathbb{Z}/m\mathbb{Z}, \ell \geq 1\} = G_{T_\infty}$ and therefore

$$C_{\hat{T}} := C_T \cup C_{T_\infty} = C_T$$

$$\tilde{V}_{\hat{T}} := \tilde{V}_T \cup \tilde{V}_{T_\infty} = \tilde{V}_T \cup \{\infty, \ell \mid i \in \mathbb{Z}/m\mathbb{Z}, \ell \geq 1\}$$

$$G_{\hat{T}} := G_T \cup G_{T_\infty} = C_{\hat{T}} \cup \tilde{V}_{\hat{T}}.$$

As seen in Proposition 4.4, there exists a $\mathfrak{R}$-valued grading

$$|\cdot| : G_T \to \mathfrak{R},$$

which is uniquely determined by the conditions (Gr1), (Gr2), (Gr2'), (Gr3), and (Gr3).

### 6.3. Admissible disks and DGAs

We also define the admissibility for a differentiable disk between triples

$$f : (\Pi, \partial\Pi, \mathfrak{V}) \to (\mathbb{R}^2_{xy}, T, S_T)$$

as before. For an admissible disk, the canonical label $\tilde{f} : \mathfrak{V} \Pi \to G_T$, the notion of being regular or infinitesimal, the equivalence relation, and degree $|f| \in \mathfrak{R}$ are well defined as in Section 4.3. In particular, the same formulas as in Propositions 4.24 and 4.28 hold.
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Figure 23. Admissible disks hitting the vertex at infinity.

We will use similar notation as in Notation 4.27 to denote admissible disks. For each \( g \in G_{T} \),
\[
M(g) := \left\{ f : (\Pi, \partial \Pi, \mathcal{V}) \to (\mathbb{R}^{2}_{xy}, T, S_{T}) \mid f \text{ is admissible}, \tilde{f}(v_{0}) = g, |f|_{Z} = d \right\}.
\]

**Proposition 6.8.** For each Legendrian tangle with \( \mathcal{R} \)-valued potential \( T = (T, \mathcal{R}) \in \mathcal{L}T_{\mathcal{R}} \), there is a free, unital, associative, and \( \mathcal{R} \)-graded DGA \( A_{T} = (A_{T}, |\cdot|, \partial) \), where \( A_{T} = \mathbb{Z}[G_{T}] \) and the differential \( \partial \) is given as follows: for each \( g \in G_{T} \),
\[
\partial g := \sum_{f \in M(g)} P(f),
\]
where \( P(f) = \text{sgn}(f) \tilde{f}(v_{1}) \cdots \tilde{f}(v_{t}) \in A_{T} \) if \( f \) is defined on \( \Pi_{t} \).

**Proof.** Exactly the same proofs as Proposition 4.4 and Theorem 4.35 hold and therefore the DGA \( A_{T} \) is well defined. \( \square \)

On the other hand, we also consider an admissible disk hitting the vertex at infinity
\[
f : (\Pi, \partial \Pi, \mathcal{V}) \to (S^{2}_{x,y}, \hat{T}, S_{\hat{T}}),
\]
which satisfies the following conditions.

1. The disk \( f \) is smooth and orientation-preserving on \( \Pi \) and extends to \( \partial \Pi \);
2. All edges are smooth or 2-folding;
3. The disk \( f \) hits \( \infty \) at \( x \in \Pi \) if and only if \( x = v_{0} \);
4. All vertices \( v_{i} \) with \( i \geq 1 \) are either convex negative, concave negative, or neutral.

Note that these conditions are similar to the conditions for a regular admissible disk in Definition 4.16. However, this can be also thought of as the conditions for an infinitesimal admissible disk as follows: let \( p : S^{2}_{xy} \simeq U_{0} \cup U_{\infty} \to U_{\infty} \subset \mathbb{R}^{2}_{xy} \) be the map identifying \( U_{0} \) and \( U_{\infty} \). Then we can see the alternative conditions for \( p \circ f \) below.

1. The image of \( p \circ f \) is contained in \( U_{\infty} \).
2. The composition \( p \circ f \) is orientation-reversing only on \( U_{v_{0}} := f^{-1}(U_{\infty}) \).
3. The critical graph \( O_{p \circ f} \) is the union of \( f^{-1}(O_{\infty}) \) and points in the middle of 2-folding edges of \( f \).

In this viewpoint, admissibility for \( f \) is almost the same as infinitesimal admissibility for \( p \circ f \). The only condition that might be violated is the connectedness of the critical graph \( O_{f} \), which is condition (3) in Definition 4.17. Hence \( f \) has both characteristics of regular and infinitesimal admissible disks simultaneously.

Then as before, the canonical label \( \tilde{f} : \mathcal{V} \to G_{\hat{T}} \) is well defined so that \( \tilde{f}(v_{0}) = \infty_{i, \ell} \) for some \( i \in \mathbb{Z}/m\mathbb{Z} \) and \( \ell \geq 1 \). See also Figure 23. We can define equivalence between two such
disks in a similar manner as in Definition 4.25, and the degree $|f|_Z$ as $|p \circ f|_Z$ in the sense of Definition 4.23. That is,

$$[D\partial(p \circ f)] = |f|_Z \cdot 1_{Gr} \in \pi_1(\text{Gr}(1, \mathbb{R}^2_{xy})).$$

Then the analog of Proposition 4.24 holds as well. However, we have the following proposition corresponding to Proposition 4.28.

**Proposition 6.9.** The $Z$-degree $|f|_Z$ of an admissible disk $f$ onto $S^2_{xy}$ can be computed as follows:

$$|f|_Z = \#(2\text{-folding edges}) + \#(\text{concave vertices}).$$

In particular, $f$ is of degree 0 if and only if there are neither 2-folding edges nor concave vertices.

**Proof.** The proof is essentially the same as the proof of Proposition 4.28(1) except for the following,

(i) The capping path $\tilde{f}(v_0)$ has no contributions to $|f|_Z$ since it is neutral.
(ii) The composition $p \circ f$ has two $1/2$-folding edges $e_0$ and $e_t$, which contribute $-2$ to $|f|_Z$.

Therefore

$$|f|_Z = 2 + \#(2\text{-folding edges}) + \#(\text{concave vertices}) - 2,$$

where the first 2 corresponds to the case when a differentiable disk is smooth and orientation-preserving, and the last $-2$ comes from $e_0$ and $e_t$ as above.

For any $\infty_{i,t} \in G_{T_{\infty}}$, we denote the set of admissible disks by $\mathcal{M}(\infty_{i,t})(d)$

$$\mathcal{M}(\infty_{i,t})(d) := \{ f : (\Pi, \partial\Pi, \text{VII}) \to (S^2_{xy}, \tilde{T}, S_{\tilde{T}}) \mid f \text{ is admissible, } \tilde{f}(v_0) = \infty_{i,t}, |f|_Z = d \}.$$

**Lemma 6.10.** Let us define a map $p_\infty : \mathcal{I}_{\infty} \to \mathcal{A}_T$ as follows.

(i) $\mathcal{I}_{\infty} := \mathcal{A}_{T_{\infty}}$ for $T_{\infty} = (T_{\infty}, \mathcal{P}_{\infty})$,
(ii) $p_\infty(\infty_{i,t})$ is defined as

$$p_\infty(\infty_{i,t}) := \sum_{f \in \mathcal{M}(\infty_{i,t})(d)} \mathcal{P}(f).$$

Then the map $p_\infty$ is a DGA morphism.

**Proof.** This can be shown by introducing suitable admissible pairs and their manipulations as described in Appendix A. The only possible manipulations occurring only in Legendrian tangle cases are either

(i) to glue two admissible disks of degree 0 to obtain an admissible disk of degree 1 having only one 2-folding edge, or
(ii) to cut a disk of degree 1 having only one 2-folding edge in which the image of the critical point lies on a half-edge at infinity.

These two operations are inverses to each other, and one can build the moduli graph $G_{\infty_{i,t}}$, which is bivalent at every internal vertex and has the same label at every edge. Then the handshaking lemma completes the proof as before.
6.4. Canonical peripheral structures for Legendrian tangles

In order to state the invariance result for DGA the Legendrian tangles $\mathcal{T}$, we introduce a set of vertex type generators

$$\check{\mathcal{V}}_{\infty} = \{ \check{\infty}_{i,\ell} \mid i \in \mathbb{Z}/m\mathbb{Z}, \ell \geq 1 \} \sqcup \{ \infty_{i,\ell} \mid i \in \mathbb{Z}/m\mathbb{Z}, \ell \geq 1 \}$$

in addition to the DGA $\mathcal{A}_{\mathcal{T}}$. Then the extended DGA $\check{\mathcal{A}}_{\mathcal{T}} = (\check{\mathcal{A}}_{\mathcal{T}}, |\cdot|_{\check{\mathcal{P}}}, \check{\partial})$ from $\mathcal{A}_{\mathcal{T}} = (\mathcal{A}_{\mathcal{T}}, |\cdot|_{\mathcal{P}}, \partial)$ is defined as follows.

1. The algebra is given by $\check{\mathcal{A}}_{\mathcal{T}} := \mathcal{A}_{\mathcal{T}} \ast \mathbb{Z} \langle \hat{\infty}_{i,\ell} \rangle$.
2. The grading is extended by
   $$|\check{\infty}_{i,\ell}|_{\check{\mathcal{P}}} = |\infty_{i,\ell}|_{\mathcal{P}} + 1, \quad |\hat{\infty}_{i,\ell}|_{\check{\mathcal{P}}} = |\infty_{i,\ell}|_{\mathcal{P}}.$$
3. The differential is defined by
   $$\check{\partial} \check{\infty}_{i,\ell} := \infty_{i,\ell} - p_{\infty}(\infty_{i,\ell}) + \sum_{k=1}^{\ell-1} (-1)^{|\infty_{i,k}|_{\mathcal{P}}} \infty_{i,k} \cdot \check{\infty}_{i+k,\ell-k} + p_{\infty}(\infty_{i,k}) \cdot \infty_{i+k,\ell-k};$$
   $$\check{\partial} \hat{\infty}_{i,\ell} := \delta_{\ell,m} + \sum_{k=1}^{\ell-1} (-1)^{|\infty_{i,k}|_{\mathcal{P}}-1} \infty_{i,k} \cdot \infty_{i+k,\ell-k}.$$

Lemma 6.11. The extended DGA $\check{\mathcal{A}}_{\mathcal{T}}$ is indeed a DGA, that is, $\check{\partial}^2 = 0$ and $|\check{\partial}| = -1$. Moreover, $\check{\mathcal{A}}_{\mathcal{T}}$ is isomorphic to $\mathcal{A}_{\mathcal{T}}$ via countably many stable tame isomorphisms. In particular, $H_*(\check{\mathcal{A}}_{\mathcal{T}}) \cong H_*(\mathcal{A}_{\mathcal{T}})$.

Proof. It is direct to check that $\check{\partial}^2 = 0$ and $|\check{\partial}| = -1$. We omit its computation.

Consider a DGA $S^\infty A = (S^\infty A, |\cdot|, \check{\partial})$ obtained by countably many stabilizations from the DGA $\mathcal{A}$ as follows.

1. The algebra is given by $S^\infty A := \mathcal{A}_{\mathcal{T}} \ast \mathbb{Z} \langle e_{i,\ell}, \hat{e}_{i,\ell} \mid i \in \mathbb{Z}/m\mathbb{Z}, \ell \geq 1 \rangle$.
2. The grading satisfies
   $$|e_{i,\ell}| = |\infty_{i,\ell}| + 1, \quad |\hat{e}_{i,\ell}| = |\infty_{i,\ell}|_{\mathcal{P}}.$$
3. The differential on $e_{i,\ell}, \hat{e}_{i,\ell}$ is defined by
   $$\check{\partial} e_{i,\ell} = e_{i,\ell}, \quad \check{\partial} \hat{e}_{i,\ell} = 0.$$

Now consider a DGA map $\phi : S^\infty A \to \check{\mathcal{A}}_{\mathcal{T}}$ satisfying

$$\phi(\check{\infty}_{i,\ell}) = \infty_{i,\ell}, \quad \phi(\hat{\infty}_{i,\ell}) = \check{\infty}_{i,\ell},$$

and fixing all other generators. Note that $\check{\partial} \check{\infty}_{i,\ell}$ consists of the term $\check{\infty}_{i,\ell}$ and other terms do not have $\check{\infty}_{i,\ell}$. This implies that $\phi$ is a composition of (countably many) tame isomorphisms, which proves the lemma.

We can regard $\check{\mathcal{A}}_{\mathcal{T}}$ as the mapping cylinder of $p_{\infty} : \check{\mathcal{I}}_{\infty} \to \check{\mathcal{A}}_{\mathcal{T}}$. Let us denote the internal DGA generated by $\{ \infty_{i,\ell} \mid i \in \mathbb{Z}/m\mathbb{Z}, \ell \geq 1 \}$ by $p_{\infty}$, then we have the following diagram of DGAs:
which commutes only up to a homotopy $H : \mathcal{I}_\infty \to A_{\hat{T}} : \infty \iota \mapsto \hat{\iota} \hat{\iota}$.

Similar to the Legendrian graph cases, one can consider the collection of canonical peripheral structures $\mathcal{P}_{\hat{T}}$ which consists of DGA morphisms $\mathcal{P}_{\hat{T}} := \{ p_\emptyset, p_\infty \} \cup \{ p_v : I_v \to A_{\hat{T}} \mid v \in V_{\hat{T}} \}$.

**Theorem 6.12.** Let $(T, \mathcal{P}) \in \mathcal{LT}_{\infty}$ be a Legendrian tangle with potential. Then there is a pair $(A_{\hat{T}}, \mathcal{P}_{\hat{T}})$ consisting of a DGA $A_{\hat{T}} := (A_{\hat{T}}, \cdot, \partial_{\hat{T}})$ and a canonical peripheral structure $\mathcal{P}_{\hat{T}}$, which is invariant under Reidemeister moves and tail rotations up to generalized stable-tame isomorphisms. In particular the induced homology $H_* (A_{\hat{T}}, \partial_{\hat{T}})$ is an invariant.

**Proof.** The well-definedness of $(A_{\hat{T}}, \mathcal{P}_{\hat{T}})$ has been shown, and the invariance under Reidemeister moves up to generalized stable-tame isomorphisms is the same as in Theorem 5.1. Since tail rotations do not change any data used to define the pair $(A_{\hat{T}}, \mathcal{P}_{\hat{T}})$, we are done. \( \square \)

### 6.5. Tangle replacements and van Kampen theorem for DGAs

Let $\mathcal{L} = (\Lambda, \mathcal{P}_\Lambda)$ be a Legendrian graph (or tangle) with potential having a vertex $v$ of $\text{val}(v) = m$, and $\mathcal{T} = (T, \mathcal{P}_T)$ be a Legendrian $m$-tangle with potential. Then by Theorem 2.3, one can identify $(U_\infty, U_\infty \cap T_\infty)$ with $(U_v, U_v \cap \Lambda)$ via $\phi_v$. Then it induces a diffeomorphism $\partial \phi_v : (\partial U_\infty, \partial U_\infty \cap T_\infty) \to (\partial U_v, \partial U_v \cap \Lambda)$ on pairs preserving the orientation of spheres, the cyclic orders at the two vertices, and the potential on corresponding Legendrian arcs.

**Definition 6.13.** Let $((\mathcal{L} = (\Lambda, \mathcal{P}_\Lambda), v), (\mathcal{T} = (T, \mathcal{P}_T)))$ be a pair of a Legendrian graph $\mathcal{L}$ with $m$-valent vertex $v$ and a Legendrian $m$-tangle $\mathcal{T}$. A tangle replacement of $((\mathcal{L}, v), \mathcal{T})$ is a Legendrian graph with potential $\mathcal{L} \sqcup_v \mathcal{T} := (\Lambda \sqcup_v T, \mathcal{P}_\Lambda \sqcup_v \mathcal{P}_T)$ defined to be

$$\Lambda \sqcup_v T := (\mathbb{R}^3 \setminus U_v, \Lambda \cap (\mathbb{R}^3 \setminus U_v)) \coprod (S^3 \setminus U_\infty, T_\infty \cap (S^3 \setminus U_\infty))$$

$$\mathcal{P} \sqcup_v \mathcal{P}_T := \begin{cases} \mathcal{P}(h) \in \mathcal{R} & h \in H_v; \\ \mathcal{P}_T(h) \in \mathcal{R} & h \in H_T; \end{cases}$$

where $\mathcal{R} = \mathcal{R}/(\mathcal{P}(h_{v,i}) - \mathcal{P}_T(h_{\infty,i}) \mid i \in \mathbb{Z}/\text{val}(v)\mathbb{Z})$.

**Lemma 6.14.** The tangle replacement induces a replacement in the Lagrangian projection.

**Proof.** Let $\mathcal{L}$ and $\mathcal{T}$ be the Lagrangian projections of $\Lambda$ and $T$, respectively. Here $T$ is the corresponding Legendrian $m$-tangle in $\mathbb{R}^3_{\text{rot}}$. Then it is straightforward to check that $\partial \phi_v$ induces a cyclic order preserving diffeomorphism $\partial \phi_v : (S_\infty \cap S_v) \to (S_v, L \cap S_v)$ on pairs of
circles with points, where $S_\infty$ and $S_v$ are the $xy$-projections of the equator of $\partial U_\infty$ and $\partial U_v$, respectively. Then the resulting Lagrangian projection of the tangle replacement is

$$(\mathbb{R}^2_{xy} \setminus U_v, \mathbb{R}^2_{xy} \setminus U_v) \bigcap (\mathbb{R}^2_{xy} \setminus U_v, \mathbb{R}^2_{xy} \setminus U_v)).$$

□

Let us denote the Lagrangian projection of the tangle replacement by $L \ast_T v T$. We denote DGAs for Legendrian graph $\Lambda$ and tangle $T$ by

$$A_{\Lambda} = (A_L = Z(G_\Lambda), | \cdot |_{L, \partial L}), \quad A_T = (A_T = Z(G_T), | \cdot |_T, \partial T),$$

respectively. Then the DGA $A_{\ast_T v T} = (A_{\ast_T v T}, | \cdot |_{\ast_T v T}, \partial_{\ast_T v T})$ for $L \ast_T v T$ is generated by

$$G_{\ast_T v T} = (G_L \setminus \{v_1, \ldots, v_n\}) \ast T, \quad A_{\ast_T v T} = Z(G_{\ast_T v T}),$$

and the gradings are inherited from those for $L$ and $T$

$$|g|_{\ast_T v T} := \begin{cases} |g|_L & g \in G_L; \\ |g|_T & g \in G_T. \end{cases}$$

For differentials, we need to argue that the admissible disks in $L$, $T$, and $L \#_v T$ are compatible with tangle replacement. We first define a replacement for a certain pair of admissible disks $f^1$ and $f^0$ in $L$ and $T$, respectively.

**Definition 6.15.** Let $f^0$ and $f^1$ be admissible disks such that

$$f^0 : (\Pi_v, \partial \Pi_v, \Pi v) \rightarrow (S^2_{xy}, \hat{T}, \hat{S}_T), \quad f^0(v_0) = \infty_{i_0, \ell_0},$$

$$f^1 : (\Pi_v, \partial \Pi_v, \Pi v) \rightarrow (\mathbb{R}^2, L, S_L), \quad f^1(v_k) = v_{i_k, \ell_k}.$$}

Then a replacement $f^1 \Pi v f^0$ of the pair $(f^1, f^0)$ is defined by restricting the tangle replacement process to the pair $(f^1, f^0)$. More precisely,

$$f^1 \Pi v f^0 : (\Pi_{t+u-1}, \partial \Pi_{t+u-1}, \Pi v_{t+u-1}) \rightarrow (\mathbb{R}^2, L \ast_T v T, S_{\ast_T v T})$$

is obtained as

$$(f^1|_{\mathbb{R}^2 \setminus u_v}) \bigcap (f^0|_{\mathbb{R}^2 \setminus u_v}).$$

**Lemma 6.16.** Let $f : (\Pi_v, \partial \Pi_v, \Pi v) \rightarrow (\mathbb{R}^2, L, S_L)$ be a regular admissible disk with

$$f^{-1}(v) \cap \Pi v = \{v_k, \ldots, v_k\}, \quad f(v_k) = v_{i_k, \ell_k}.$$}

For $j = 1, \ldots, n$, let $g_j : (\Pi_{t_j}, \partial \Pi_{t_j}, \Pi v_{t_j}) \rightarrow (S^2_{xy}, \hat{T}, \hat{S}_T)$ be admissible disks that satisfy

$$g_j(w_0) = \infty_{i_j, \ell_j}.$$}

Then the replacement, $f \Pi v (g_1, \ldots, g_n)$, for $f$ and $(g_1, \ldots, g_n)$ along $(v_k, \ldots, v_{k_n})$ is a regular admissible disk in the tangle replacement. Moreover,

$$|f \Pi v (g_1, \ldots, g_n)|_z = |f|_z + \sum_{j=1}^n |g_j|_z.$$
Conversely, when we have a regular admissible disk in the tangle replacement $L \amalg_v T$ we decompose the disks in $L$ and $T$ as follows. We shall omit the proof, since it is the reverse procedure to that of Lemma 6.16.

**Lemma 6.17.** Let $f : (\Pi, \partial \Pi, \mathcal{V}) \rightarrow (\mathbb{R}^2, L \amalg_v T, S_{L \amalg_v T})$ be a regular admissible disk. The map $f$ can be decomposed along the properly embedded arcs $f^{-1}(S_v)$, where $S_v$ is the circle in $\mathbb{R}^2_{xy}$ which is used in Lemma 6.15. Then a connected component of the decomposition canonically induces a regular admissible disk for $L$ and an admissible disk for $T$ hitting the vertex at infinity when the component has non-trivial image in $\mathbb{R}^2 \setminus U_v$ and $U_v$, respectively.

Now we are ready to state our van Kampen type theorem for DGAs:

**Theorem 6.18.** Let $((L, v), T)$ be a pair as before and $L \amalg_v T$ be its tangle replacement. Then we have the following commutative diagram of DGAs:

$$
\begin{array}{ccc}
\mathcal{I}_m = (I_m, |m, \partial_m) & \xrightarrow{p_\infty} & \mathcal{A}_T = (A_T, |p_T, \partial_T) \\
p_v \downarrow & & \downarrow \\
\mathcal{A}_L = (A_L, |p_L, \partial_L) & \xrightarrow{w_v} & \mathcal{A}_{L \amalg_v T} = (A_{L \amalg_v T}, |L \amalg_v T, \partial_{L \amalg_v T})
\end{array}
$$

Here $w_v$ is defined by evaluating $v_i, \ell$ with $p_\infty(v_{i, \ell})$.

**Proof.** Let us first show that $w_v$ is a DGA map. By its construction, it is a degree-preserving algebra map. Since $p_\infty$ is a DGA map, we have

$$
\partial_{L \amalg_v T}(w_v(g)) = \partial_T(p_\infty(v_{i, \ell})) = p_\infty(\partial_m(v_{i, \ell})) = w_v(\partial_L(v_{i, \ell})).
$$

It remains to show $\partial_{L \amalg_v T}(w_v(g)) = w_v(\partial_L(g))$ for $s \in S(L) \setminus \{v_{i, \ell}\}$. Now consider

$$
w_v(\partial_L(g)) = w_v \left( \sum_{f \in \mathcal{M}(g; L)} \mathcal{P}(f) \right) = \sum_{f \in \mathcal{M}(g; L)} w_v(\mathcal{P}(f)).
$$

Then each monomial of the above expression corresponds to an admissible disk $f$ for $L$ and $n$-pair of admissible disks $(g_1, \ldots, g_n)$ for $T$ satisfying

$$
f^{-1}(v) \cap \mathcal{V} = \{v_{k_1}, \ldots, v_{k_n}\}, \quad \tilde{f}(v_{k_j}) = \tilde{g}_j(w_0) \quad \text{for} \; j = 1, \ldots, n.
$$

Then by the construction of Lemma 6.16 we recover the chosen monomial

$$
\mathcal{P}(f \amalg_v (g_1, \ldots, g_n)).
$$

Moreover, $f \amalg_v (g_1, \ldots, g_n) \in \mathcal{M}(g; L \amalg_v T)_{(1)}$.

On the other hand, let us consider

$$
\partial_{L \amalg_v T}(w_v(g)) = \partial_{L \amalg_v T}(g) = \sum_{h \in \mathcal{M}(g; L \amalg_v T)_{(1)}} \mathcal{P}(h).
$$

Lemma 6.17 implies that every admissible disk $h$ in $\mathcal{M}(g; L \amalg_v T)_{(1)}$ can be decomposed into disks in $L$ and $T$. This proves $\partial_{L \amalg_v T}(w_v(g)) = w_v(\partial_L(g))$ and commutativity follows directly from the construction of the diagram. \qed
7. Applications

In this section, we will recover several known DGA invariants for Legendrian links in $\mathbb{R}^3$ due to Chekanov–Eliashberg [4, 10] and Etnyre–Ng–Sabloff [12], for bordered Legendrians due to Sivek [25], and furthermore for Legendrian links in $#^m(S^2 \times S^1)$ due to Ekholm–Ng [9].

Moreover, we will consider the relationship between our DGA for Legendrian links and partially wrapped Floer homology for certain Weinstein domains.

7.1. A trivial (1,1)-tangle and Chekanov–Eliashberg’s DGA for Legendrian links

The simplest example is the trivial (1,1)-tangle as shown below

\[ I = \]

whose DGA is obviously the same as the base ring $\mathbb{Z}$ generated by 1 of degree 0 with zero differential

\[ A_I = (\mathbb{Z}, 0, 0), \]

and the peripheral structure at infinity $p_\infty : I_2 \to A_I$ is defined as

\[ p_\infty(\infty_i, \ell) := \begin{cases} 1 & \ell = 1; \\ 0 & \ell > 1. \end{cases} \]

Let $\mathcal{L} = (\Lambda, \mathcal{P}_\Lambda) \in \mathcal{LG}_\mathcal{R}$ be a Legendrian graph with $\mathcal{R}$-valued potential. Suppose that $\mathcal{L}$ has a bivalent vertex $v$. Then the tangle replacement of $\mathcal{L}$ with $I$ has an effect which removes the designated bivalent vertex and makes two half-edges into a smooth arc. We call this operation a smoothing at $v$.

**Remark 7.1.** If we start with a Legendrian graph homeomorphic to a disjoint union of circles, then we eventually get a Legendrian link by replacing all vertices with the trivial (1,1)-tangle $I$.

Suppose that two half-edges of $v$ are opposite in the sense that they are lying on the opposite side with respect to $y$-axis. Then by smoothing at $v$, we obtain a Legendrian knot $K$. Initially, it has only one vanishing condition for Maslov potential $\mathcal{P}$ so that $|t_v|_{\mathcal{P}, T} = \mathcal{P}(h_{v,1} - h_{v,2}) = \pm 2 \text{rot}(K) \cdot 1_{\mathcal{R}} \in \mathcal{R}$.
where \( \text{rot}(\mathcal{K}) \in \mathbb{Z} \) is the rotation number of \( \mathcal{K} \). However, the smoothing condition for the potential implies

\[
2 \text{rot}(\mathcal{K}) \cdot 1_\mathcal{R} = 0 \in \mathcal{R}.
\]

Therefore whenever \( \mathcal{R} = \mathbb{Z}/2r'\mathbb{Z} \) for some \( r' \) dividing \( \text{rot}(\mathcal{K}) \), we have a Maslov potential \( \mathcal{R} \). In particular, if \( \mathcal{R} = \mathbb{Z}/2 \text{rot}(\mathcal{K})\mathbb{Z} \), then this construction perfectly matches with the usual construction of Maslov potentials on Legendrian knots.

**Theorem 7.3.** Let \( \mathcal{K} = (\Lambda, \mathcal{P}) \) be a Legendrian circle with \((\mathbb{Z}/2 \text{rot}(\mathcal{K})\mathbb{Z})\)-valued potential consisting of one bivalent vertex \( v \) and one edge. Suppose that two half-edges are opposite and have the same potential. Then there is a DGA isomorphism

\[
\mathcal{A}_{\mathcal{K}}^{sm}(v) \otimes_{\mathbb{Z}} (\mathbb{Z}/2\mathbb{Z}) \rightarrow \mathcal{A}_{\mathcal{K}}^{\mathcal{P}},
\]

where \( \mathcal{A}_{\mathcal{K}}^{\mathcal{P}} \) is the Chekanov–Eliashberg DGA over \( \mathbb{Z}/2\mathbb{Z} \) for the Legendrian knot obtained from \( \mathcal{K} \).

**Proof.** It is obvious that the algebra \( \mathcal{A}_{\mathcal{K}}(v) \) is generated only by the crossing \( C_{\mathcal{L}} \). The grading \( | \cdot |_{\mathcal{P}} \) is the usual grading for the Legendrian knot \( \Lambda \) as stated in Remark 7.2. The regular admissible disks \( \mathcal{M}(1) \) of degree 1 in Definition 4.16 with Proposition 4.28(1) recover the admissible immersions in [4, Section 3.2], and hence the differential \( \partial \) coincides with the differential of the Chekanov–Eliashberg algebra for Legendrian links. \( \square \)

### 7.2. Bivalent Legendrian graphs and DGAs over \( \mathbb{Z}[t_1^{\pm 1}, \ldots, t_m^{\pm 1}] \)

In this section, we recover DGAs for Legendrian \( m \)-components links defined over the multivariable Laurent polynomial ring \( \mathbb{Z}[t_1^{\pm 1}, \ldots, t_m^{\pm 1}] \) due to Etnyre–Ng–Sabloff [12] as follows.

Throughout this section, our Legendrian graph \( \Lambda \) is the union of \( m \)-circles, and each circle \( \Lambda_i \) has a bivalent vertex \( v^i \). We consider the group ring \( \mathbb{Z}[H_1(\Lambda; \mathbb{R})] \) which is isomorphic to the Laurent polynomial ring

\[
\mathbb{Z}[H_1(\Lambda; \mathbb{R})] \cong \mathbb{Z}[H_1(\Lambda, \Lambda \setminus V_{\Lambda})] \cong \mathbb{Z}[t_1^{\pm 1}, \ldots, t_m^{\pm 1}].
\]

Now we define a DGA \( \mathcal{A}_{\Lambda}^{sm} = (\mathcal{A}_{\Lambda}^{sm}, | \cdot |_{\mathcal{P}}, \partial) \) over \( \mathbb{Z}[t_1^{\pm 1}, \ldots, t_m^{\pm 1}] \) as follows: First, take the quotient \( \mathcal{A}_{\Lambda} \rightarrow \mathcal{A}_{\Lambda}^{sm} \) defined by \( c \mapsto c \)

\[
\nu^i_{k, \ell} \mapsto \begin{cases} t_i & k = 1, \ell = 1; \\ t_i^{-1} & k = 2, \ell = 1; \\ 0 & \ell > 1 \end{cases}
\]

for \( v^i \in V_{\Lambda} \). The grading and differential for \( \mathcal{A}_{\Lambda}^{sm} \) are inherited from \( \mathcal{A}_{\mathcal{L}} \) and so \( \partial t_i = 0 \).

Next, take another quotient to obtain \( \mathcal{A}_{\Lambda}^{sm} \) so that all variables \( t_i \) are central elements. Namely, \( \mathcal{A}_{\Lambda}^{sm} \) is a quotient of \( \mathcal{A}_{\Lambda}^{sm} \) by the subalgebra generated by elements of the form \( t_i m - m t_i \),

\[
\mathcal{A}_{\Lambda}^{sm} := \mathcal{A}_{\Lambda}^{sm} / I,
\]

\[
I := \mathbb{Z}(t_i c - ct_i | c \in \mathcal{A}_{\Lambda}^{sm}, 1 \leq i \leq m).
\]

Then one can naturally regard \( \mathcal{A}_{\Lambda}^{sm} \) as a DGA over \( \mathbb{Z}[t_1^{\pm 1}, \ldots, t_m^{\pm 1}] \).

In summary, we have the following theorem.

**Theorem 7.4.** Let \( \mathcal{L} = (\Lambda, \mathcal{P}) \) be a Legendrian graph with \( \mathbb{Z} \)-valued potential whose underlying graph is a disjoint union of circles. Suppose that each component has only one
bivalent vertex whose two half-edges are opposite and have the same potential. Then there is a DGA isomorphism
\[ \mathcal{A}_\mathcal{L}^{\mathrm{mon}} \to \mathcal{A}_\mathcal{L}^{\mathrm{ENS}}, \]
where \( \mathcal{A}_\mathcal{L}^{\mathrm{ENS}} \) is the \( \mathbb{Z} \)-graded Chekanov–Eliashberg DGA over \( \mathbb{Z}[[t_1^{\pm 1}, \ldots, t_m^{\pm 1}]] \) for the Legendrian \( m \)-component link \( \mathcal{L} \) generalized by Etnyre, Ng, and Sabloff.

7.3. Bordered Legendrians and Sivek’s DGAs

The van Kampen type theorem for Legendrian DGAs is already discussed in [25]. Let us briefly recall his construction.

Let \( \mathcal{L} \subset \mathbb{R}^2 \times \mathbb{R}^2 \) be a (simple) front diagram\(^1\) of a Legendrian knot \( \mathcal{L} \) in \((\mathbb{R}^3, \xi_0)\). Now consider a vertical line \( V = \{ x = a \} \) of \( \mathbb{R}^2 \), avoiding cusps and crossings of \( \mathcal{L} \). Suppose that \( V \cap \mathcal{L} \) consists of \( m \) points. Let \( \mathcal{L}_L \) and \( \mathcal{L}_R \) be the left and right halves of \( \mathcal{L} \) with respect to \( V \).

The type \( \mathcal{D} \) algebra \( D(\mathcal{L}_R) \) for \( \mathcal{L}_R \) is generated by crossings, right cusps, and \( \{ \rho_{ij} \}_{1 \leq i < j \leq m} \), while the type \( \mathcal{A} \) algebra \( A(\mathcal{L}_L) \) for \( \mathcal{L}_L \) is generated only by crossings. The grading for the generators is inherited from the Maslov potential \( \mu \) on \( \mathcal{L} \). The differential \( \partial \mathcal{A}_\mathcal{L} = D(\mathcal{L}_R) \to A(\mathcal{L}_L) \) is generated only by crossings. The grading for the \( \mathcal{A} \) algebra \( A(\mathcal{L}_L) \) is generated by crossings, right cusps, \( \{ \rho_{ij} \}_{1 \leq i < j \leq m} \), where \( \rho_{ij} \) is the bivalent vertex whose two half-edges are opposite and have the same potential. Then there is a DGA isomorphism
\[ \mathcal{A}_\mathcal{L}^{\mathrm{mon}} \to \mathcal{A}_\mathcal{L}^{\mathrm{ENS}}, \]
where \( \mathcal{A}_\mathcal{L}^{\mathrm{ENS}} \) is the \( \mathbb{Z} \)-graded Chekanov–Eliashberg DGA over \( \mathbb{Z}[[t_1^{\pm 1}, \ldots, t_m^{\pm 1}]] \) for the Legendrian \( m \)-component link \( \mathcal{L} \) generalized by Etnyre, Ng, and Sabloff.

\(^1\)A Legendrian front is simple if all of its right cusps have the same \( x \)-coordinate.
disks in Definition 4.16 for $L$ recover the grading and differential of crossings and right cusps in $F^R$. In other words, $\iota_R$ is a DGA map. A similar statement holds for $\iota_L: A(F^L) \to A_T$ and $\iota: A(F) \to A_{L\cup_T}$. Moreover $w: J_m \to A(F^L)$ is compatible with $p_\infty: J_m \to A_T$ as follows:

$$
\begin{array}{c}
J_m \xrightarrow{w} A(F^L) \\
\downarrow \iota_L \\
I_m \xrightarrow{p_\infty} A_T
\end{array}
$$

In summary we have

**Theorem 7.5.** There is a canonical inclusion from Sivek’s DGA diagram to the DGA diagram in Theorem 6.18 as follows:

$$
\begin{array}{c}
\begin{array}{c}
J_m \\
\downarrow \iota_L \\
I_m \\
\downarrow \iota_L \\
\end{array} \xrightarrow{w} A(F^L) \\
\downarrow \iota_L \\
D(F^R) \xrightarrow{w} A(F)
\end{array}
$$

### 7.4. Legendrian links in $\#^N(S^1 \times S^2)$

In this section, we will discuss how to obtain the Legendrian contact homology algebra associated to a Legendrian link in a connected sum $\#^N(S^1 \times S^2)$ as defined by Ekholm and Ng \[9\].

Let $L = (\Lambda, \mathfrak{P})$ be an $m$-component Legendrian link with $\mathbb{Z}$-valued potential in $\#^N(S^1 \times S^2)$, where the ambient space will be regarded as the boundary of the subcritical Weinstein manifold $W_N$ which is the standard 4-ball with $N$ Weinstein one-handles attached as discussed in Section 4.1.3. We assume that each component $\Lambda_i$ has a bivalent vertex $v_i$.

Let us denote the cocore spheres corresponding to the $N$ one-handles by $\{S^2_i\}$. In other words, there is a canonical contactomorphism between the complement of the spheres $\{S^2_i\}$ in $\#^N(S^1 \times S^2)$ with the complement $M$ of $2N$ three-balls $\{B^+_i, B^-_i\}$ in the standard $S^3$.

$$
\phi : \#^N(S^2 \times S^1) \setminus \bigcup_{i=1}^N S^2_i \to S^3 \setminus \bigcup_{i=1}^N (B^+_i \cup B^-_i)
$$

More precisely, we may assume that the two boundary spheres of $B^+_i$ correspond to the sphere $S^2_i$.

Now, we consider the bordered Legendrian $\Lambda \cap M$ in $M$ and obtain the Legendrian graph $\overline{\Lambda} \subset S^3$, called the completion, from $\Lambda \cap M$ by filling up the trivial Legendrian $n_i$-tangles for both $B^+_i$ and $B^-_i$ if $\Lambda \cap M$ has $n_i$ ends near $B^+_i$ (or $B^-_i$). Let us denote the pairs of vertices corresponding to the three-balls $B^+_i$ by $v^+_i$. Then the set of vertices for $\overline{\Lambda}$ is the union

$$
\gamma^{(2)}_{\overline{\Lambda}} = \gamma^{(2)}_{\overline{\Lambda}} \cup \gamma^{\text{ess}}_{\overline{\Lambda}}, \quad \gamma^{(2)}_{\overline{\Lambda}} := \{v^+_1, \ldots, v^+_m\}, \quad \gamma^{\text{ess}}_{\overline{\Lambda}} := \{w^+_1, w^-_1, \ldots, w^+_N, w^-_N\}.
$$

It is obvious that the potential $\mathfrak{P}$ for $\overline{\Lambda}$ is inherited from that $\mathfrak{P}$ for $\Lambda$ and so we can define the DGA for the pair $\overline{\mathcal{L}} := (\overline{\Lambda}, \mathfrak{P})$. Moreover, for each $i$, the domains of the two canonical peripheral structures $p_{w^+_i}$ and $p_{w^-_i}$ for $w^+_i$ and $w^-_i$ are isomorphic since the two vertices $w^+_i$
and \( w_i^- \) have the same local structures, that is, valency, potentials, and so on. Indeed, there exists a DGA \( I_{w_i} = (I_{n_i}, | \cdot |, \partial) \) such that

\[
I_{w_i} \xrightarrow{p_{w_i}^+} A_{E_{\Lambda}}.
\]

Now we obtain a new DGA \( A_L \) in two steps as follows.

1. Apply smoothing at each vertex in \( V^{(2)} \) to make the DGA over \( \mathbb{Z}[t_1^\pm, \ldots, t_k^\pm] \)

\[
A_{E_{\Lambda}} \xrightarrow{\text{smoothing}} A_{E_{\Lambda}}^{sm}(V_{\Lambda}^{(2)}).
\]

2. Take the coequalizer of \( p_{w_i}^+ \) and \( p_{w_i}^- \) for each \( i \) to define \( A_L \)

\[
A_L := A_{E_{\Lambda}}^{sm}(V_{\Lambda}^{(2)})/\sim,
\]

\((w_i^+)^{j,\ell} \sim (w_i^-)^{j,\ell} \quad \forall j \in \mathbb{Z}/n_i\mathbb{Z}, \ell \geq 1.\)

**Theorem 7.6.** The DGA \( A_L \) is generalized stable-tame isomorphic to the DGA \( A_{E_{\Lambda}}^{EKN} \) associated to the Legendrian \( L \) in \#\( m(S^1 \times S^2) \) defined by Ekholm and Ng.

In other words, we have commutativity of the following diagram.

\[
\begin{array}{ccc}
L \subset \#m(S^1 \times S^2) & \xrightarrow{A_{EKN}} & A_{E_{\Lambda}}^{EKN} \\
\downarrow \gamma & & \downarrow \gamma_* \phi_L \\
E \subset S^3 & \xrightarrow{A_{\Lambda}} & A_{E_{\Lambda}} \xrightarrow{\text{smoothing}} A_{E_{\Lambda}}^{sm}(V_{\Lambda}^{(2)}) \xrightarrow{/\sim} A_L
\end{array}
\]

**Proof.** The proof is straightforward from the definition of \( A_{E_{\Lambda}}^{EKN} \) and we omit it. \( \square \)

**Remark 7.7.** Compared to Ekholm–Ng’s construction, ours has the benefit that it works for arbitrary representatives for \( L \). That is, the Legendrian representative \( E \) need not be in Gompf standard form.

8. Relation to partially wrapped Floer homology

For a Legendrian graph \( \Lambda \), we will associate a Weinstein domain \( W_R \) whose Liouville vector field is adapted to the Legendrian ribbon \( R \) of \( \Lambda \). For Legendrian links and Legendrian tori, the construction and the statement in this section are already discussed in [7, 13] and in the arXiv version of [8].

8.1. Weinstein pairs and domains

**Definition 8.1** [11]. Let \((Y, \xi)\) be a contact manifold. A codimension one submanifold \( i : R \hookrightarrow Y \) with boundary is called a Weinstein hypersurface if

(i) there exists a contact form \( \lambda \) for \( \xi \) and a Lyapunov function \( \phi_R : R \to \mathbb{R} \) such that \( R = (R, i^* \lambda, \phi_R) \) is a Weinstein domain;

(ii) the Reeb vector field for \( \lambda \) is transverse to \( R \) and \( \partial R \) is a contact submanifold of \((Y, \xi)\).

A Weinstein pair \((W, R)\) consists of a Weinstein domain \( W = (W, \lambda, \phi) \) and a Weinstein hypersurface \( R \) in \((\partial W, \ker \lambda)\).
**Remark 8.2.** Weinstein hypersurfaces are the special cases of the Liouville hypersurfaces introduced by Avdek in \[2\].

For each Weinstein pair \((W = (W, \lambda_W, \phi_W), R = (R, \lambda_R = i^*\lambda_W, \phi_R))\), one can construct a new Weinstein domain which is relevant to ‘stops’ of Sylvan \[26\] and ‘Liouville sectors’ of Ganatra–Pardon–Shende \[13\] \(W_R = (W_R, \lambda_{W_R}, \phi_{W_R})\) as follows: Let us consider a cotangent cone \(C_R = (C_R, \lambda_{C_R}, \phi_{C_R})\) along \(R\) defined as
\[
C_R := R \times D^*T^*((0, +\infty)), \quad \lambda_{C_R} := \lambda_R + f(q_2)dp_2 - p_2dq_2, \quad \phi_{C_R} := \phi_R + \frac{1}{2}f(q_2)^2 + \frac{1}{2}p_2^2,
\]
where \((q_2, p_2)\) are coordinates for
\[
D^*T^*((0, +\infty)) = \{(q_2, p_2) \mid q_2 \in [0, +\infty), |p_2| \leq \epsilon\},
\]
and \(f : [0, +\infty) \to \mathbb{R}\) is a smooth cut-off function satisfying
\[
f(0) = 1, \quad f(q_2) = 0 \quad \text{for } q_2 \geq 2;
\]
\[
f'(0) = 0, \quad -1 < f'(q_2) \leq 0 \quad \text{for } q_2 \geq 0.
\]
Then it is easy to check that the Liouville vector field \(Z_{C_R}\) for \(C_R\) is given as
\[
Z_{C_R} = Z_R + \frac{f(q_2)}{f'(q_2) + 1} \partial_{q_2} + \frac{p_2}{f'(q_2) + 1} \partial_{p_2},
\]
where \(Z_R\) is the Liouville vector field for \(R\). Therefore we have
\[
Z_{C_R} = \begin{cases}
Z_R + \partial_{q_2} + p_2\partial_{p_2} & q_2 = 0; \\
Z_R + p_2\partial_{p_2} & q_2 \geq 2.
\end{cases}
\]

Let us consider embeddings
\[
i_1 : R \times (-\epsilon, \epsilon) \hookrightarrow C_R \quad i_2 : R \times (-\epsilon, \epsilon) \hookrightarrow W
\]
\[
(x, t) \mapsto (x, (0, t)), \quad (x, t) \mapsto \varphi_{\text{Reeb}}^t(x),
\]
where \(\varphi^t_{\text{Reeb}}\) is a time-\(t\) Reeb flow of \(W\). Note that \(i_2\) is well defined because of condition (2) in Definition 8.1. Then \(W_R\) is obtained by gluing \(W\) and \(C_R\) along \(R \times (-\epsilon, \epsilon)\) via \(i_1\) and \(i_2\).

It is direct to check that the Liouville vector field \(Z_{C_R}\) of \(C_R\) transversely indicates inward direction near \(i_1^*(R \times (-\epsilon, \epsilon))\). By the contact property of \(\partial W\) the Liouville vector field \(Z_W\) of \(W\) transversely points outward near \(i_2^*(R \times (-\epsilon, \epsilon))\). Now we deform the Weinstein structure \(W = (W, \lambda_W, \phi_W)\) into \(W' = (W, \lambda_{W'}, \phi_{W'})\) near a neighborhood \(U \subset W\) of \(i_2^*(R \times (-\epsilon, \epsilon))\) so that the deformed one smoothly coincides with \(C\) near the image of \(i_2\). Hence the glued Weinstein structure \(W_R = (W_R, \lambda_{W_R}, \phi_{W_R})\) is well defined up to Weinstein homotopy.

Then the Liouville vector field \(Z_{W_R}\) of \(W_R\) is given by interpolating Liouville vector fields \(Z_W\) and \(Z_{C_R}\). More precisely,
\[
Z_{W_R}(w) = \begin{cases}
Z_W & w \in W \setminus U; \\
Z_{C_R} & w \in C_R.
\end{cases}
\]
The vectors pointing outward in Figure 24 indicate the Liouville vector field \(Z_{W_R}\).

We now introduce two important Lagrangian subspaces of the Weinstein domain \(W_R\) which are symplectic dual to each other. For simplicity, we focus on the 4-dimensional case and assume the Liouville vector field \(Z_R\) and the corresponding Lyapunov function \(\phi_R\) are Morse–Smale which can be achieved generically.
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Figure 24 (colour online). A schematic picture for the Weinstein domain \( W_R \).

The first one is the Lagrangian skeleton

\[
L_{W_R} := \text{Core}(W_R) = \bigcap_{t \geq 0} \varphi_Z^t(W_R) \simeq \text{Core}(W) \cup \bigcup_{t \geq 0} \varphi_Z^{-t}(\text{Core}(R)),
\]

where \( \varphi_Z^t \) is the time \( t \) flow of \( Z = Z_{W_R} \).

For the other Lagrangian, let \( \{ c_1, \ldots, c_m \} \) be a set of index 1 critical points of the Morse–Smale function \( \varphi_R \), which is not necessarily exhaustive. Then we define the stable manifold \( I_i \subset \mathbb{R} \) corresponding to \( c_i \) and their union \( I \)

\[
I_i := \{ y \in R \mid \varphi_{Z_R}^t(y) \to c_i \text{ as } t \to -\infty \}, \quad I := \prod_{i=1}^m I_i.
\]

Here \( \varphi_{Z_R}^t \) is the time \( t \) flow of the Liouville vector field \( Z_R \) and note that each \( I_i \) intersects \( \partial R \) at two points. The Lagrangian cocore disk \( D_i \) corresponding to the critical point \( c_i \) is

\[
D_i := I_i \times D^\ell_i((0, +\infty)),
\]

for some \( \ell_i > 0 \). We denote the union of all disks \( D_i := D_{c_i} \) by \( D_{W_R} \).

Remark 8.3. The Lagrangian \( D_{W_R} \) does depend on the choice of the set of critical points \( \{ c_1, \ldots, c_m \} \).

Definition 8.4. We say that a pair \( (R, I) \) is a based Weinstein hypersurface if the complement of \( I \) is acyclic and has the same number of components as \( R \)

\[
H_0(R \setminus I; \mathbb{R}) \simeq H_0(R), \quad H_1(R \setminus I; \mathbb{R}) = 0,
\]

and its skeleton will be defined as the pair

\[
\text{Core}(R, I) := (\text{Core}(R), \{ c_1, \ldots, c_m \}).
\]

For a based Weinstein pair \( (W, (R, I)) \), the Lagrangian submanifold \( D_{W_R} \) is what we want to regard as the symplectic dual to the skeleton \( L_{W_R} \).

In the rest of this section, we focus on the endomorphism algebra \( CW^*(D_{W_R}, D_{W_R}) \) of \( D_{W_R} \)

\[
CW^*(D_{W_R}, D_{W_R}) = \bigoplus_{1 \leq i, j \leq m} CW^*(D_i, D_j).
\]

Let us briefly recall the construction of \( CW^*(D_{W_R}, D_{W_R}) \) from [7, Appendix B]. The algebra is generated by Reeb chords with respect to \( (\partial W_R, \lambda_{W_R}|_{\partial W_R}) \) starting and ending at \( \partial D_{W_R} = \bigsqcup \partial D_i \) and intersections between \( D_{W_R} \) and its push-off. The \( A_\infty \) structure is given by counting partial holomorphic buildings which consist of one primary disk in the symplectization \( \partial W_R \times \mathbb{R} \) with a distinguished negative puncture and several secondary disks of the partial building in \( W_R \) on each additional negative punctures of the primary disk.
There are generators $\gamma_\ell$ of $CW^*(D_{W_R}, D_{W_R})$, the Reeb chords from $\partial D_{W_R}$ to itself with respect to $(\partial W_{W_R}, \lambda_{W_{W_R}}|_{\partial W_{W_R}})$, whose trajectories are contained in the cotangent cone $C_{W_R}$. Then its images under the projection $$\pi_R : C_R = R \times D^*([0, +\infty)) \to R$$ travel along the foliation in Figure 25. In other words, these generators can be identified with (oriented) boundary arcs of $R$ starting and ending at $I$.

Moreover, for generators $\gamma_\ell \in CW^*(D_{i\ell}, D_{i\ell-1})$, the $A_\infty$ product $m_k(\gamma_k, \ldots, \gamma_1)$ vanishes unless the concatenation $$\gamma_1 \cdot I_{i_1} \cdot \gamma_2 \cdot \cdots \cdot I_{i_{k-1}} \cdot \gamma_k \cdot I_{i_k}$$ is contractible in the Weinstein hypersurface $R$. See Figure 26.

**Remark 8.5.** One expected statement from the above is that there is a quasi-isomorphism between the endomorphism algebra $L_{W_R}$ in the infinitesimal Fukaya category of $W_R$ and the endomorphism algebra $D_{W_R}$ in the partially wrapped Fukaya category of $W_R$. See [7] and the references therein for the Legendrian link case.

**Remark 8.6.** Up to Weinstein homotopies, the construction of $W_R$ is well defined under the deformation of $R$. Moreover, Weinstein homotopy yields the equivalence of the endomorphism algebra and Fukaya categories above.

### 8.2. Based Legendrians and Legendrian bouquets

Let us consider the standard Weinstein four-ball $B$

$$B := \left( B^4, \lambda_{B^4} := \sum_{i=1,2} (x_idy_i - y_idx_i), \phi_{B^4} := \frac{1}{2} \sum_{i=1,2} (x_i^2 + y_i^2) \right).$$

From now on, we suppose that $W = B$ and its contact boundary $S^3_{std}$ is equipped with the contact form $\alpha_{std} = \lambda_{B^4}|_{S^3}$. 

---

**Figure 25** (colour online). A Weinstein hypersurface $R$ and a Reeb foliation on $R$.

**Figure 26** (colour online). The Weinstein hypersurface $R$ contributes to a holomorphic disk.
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DEFINITION 8.7. A pair \((\Lambda, B)\) of a Legendrian graph with a subset \(B \subset \Lambda \setminus \mathcal{V}_\Lambda\) is called a based Legendrian graph if the complement of \(B\) is a maximal forest of \(\Lambda\). That is, \(H_0(\Lambda \setminus B; \mathbb{R}) \cong H_0(\Lambda; \mathbb{R})\), \(H_1(\Lambda \setminus B; \mathbb{R}) = 0\).

For a based Legendrian, each base point \(b_i \in B = \{b^1, \ldots, b^m\}\) with \(m = \text{rk} H_1(\Lambda; \mathbb{R})\) determines a piecewise smooth Legendrian cycle, say \(\Lambda_i\). Hence there are \(m\)-corresponding cycles \(\{\Lambda_1, \ldots, \Lambda_m\}\).

Let \((\mathcal{R}, I)\) be a based Weinstein hypersurface in \(S^{3}_{\text{std}}\) and \(\varphi_{Z_{\mathcal{R}}}\) be the flow of the corresponding Liouville vector field. Then the core \(\Lambda_{\mathcal{R}} := \text{Core}(\mathcal{R})\) becomes a Legendrian graph (possibly with isolated vertices) since \(\varphi_{Z_{\mathcal{R}}}\) is Morse-Smale. Indeed, its vertices are given by the set of index 2 critical points in \(\Lambda\) and each edge contains exactly one critical point of index 1. Then we regard the set of critical points corresponding to components of \(I\) as the set \(B_{\mathcal{R}}\) of base points.

REMARK 8.8. The surface \(\mathcal{R}\) is convex with respect to the Reeb vector field which is a contact vector field, and the characteristic foliation \(\mathcal{R}_{\xi}\) is the same as the singular foliation given by the Liouville vector field \(Z_{\mathcal{R}}\). Then the union of singular leaves is precisely \(\Lambda_{\mathcal{R}}\) so that elliptic singularities are regarded as vertices.

DEFINITION 8.9 [24]. A (based) Legendrian ribbon of a (based) Legendrian graph \(\Lambda\) (or \((\Lambda, B)\)) in \(S^{3}_{\text{std}}\) is a (based) Weinstein hypersurface \(\mathcal{R}\) (or \((\mathcal{R}, I)\)) whose skeleton is \(\Lambda\) (or \((\Lambda, B)\)).

Conversely, one can construct a ribbon for a Legendrian graph \(\Lambda\) as follows: First, for each vertex \(v \in \mathcal{V}_\Lambda\), consider a 2-dimensional disk (or a 0-handle) with the standard Weinstein structure

\[
\mathcal{R}_v = \left(\mathbb{R}^2, xdy - ydx, \frac{1}{2}(x^2 + y^2)\right),
\]

and for each edge \(e \in \mathcal{E}_\Lambda\), we attach a Weinstein 1-handle

\[
\mathcal{R}_e = \left([-2, 2] \times [-\frac{1}{4}, \frac{1}{4}], 2xdy + ydx, 2x^2 - y^2\right)
\]

along \(\{\mathcal{R}_v \mid v \in \partial e\}\) respecting the cyclic order at the vertices. Note that there is a unique critical point \(c_e\) of index 1 for each handle \(\mathcal{R}_e\) and the resulting Weinstein manifold \(\mathcal{R}_{\Lambda}\) can be realized as a Weinstein hypersurface in \(S^{3}_{\text{std}}\) whose skeleton is precisely \(\Lambda\). Namely, \(\mathcal{R}_{\Lambda}\) is a ribbon of \(\Lambda\). Moreover, if \(\Lambda\) is based at \(B\), then we define \(I\) as the union of stable manifolds corresponding to critical points of edges which contain a base point. See also Figure 27.

Figure 27 (colour online). A Liouville vector field on a based Weinstein hypersurface.
Remark 8.10. For a given Legendrian graph $\Lambda$, there may exist two non-isotopic ribbons $R_\Lambda$ and $R'_\Lambda$. However, they are homotopic to each other as Weinstein hypersurfaces in $S^3_{std}$, which induce the Weinstein homotopy between Weinstein domains $W_{R_\Lambda}$ and $W_{R'_\Lambda}$ as mentioned in Remark 8.6.

For higher dimensional cases, this may not true but all ribbons still define the objects having no Floer theoretic differences. See [24, Lemma 3.8].

For a based Legendrian graph, there is a canonical way to obtain (a union of) Legendrian bouquets—connected Legendrian graphs with one vertex at each component—by contracting edges without a base point. See, Figure 28 for the induced Legendrian bouquet. Note that each edge in the Legendrian bouquet corresponds to a Legendrian cycle.

Lemma 8.11. Let us consider two based Legendrian $(\Lambda_0, B_0)$ and $(\Lambda_1, B_1)$ which differ by Legendrian Reidemeister moves or contraction of a non-based edge. Then the based Legendrian ribbons $(R_i, I_i)$ corresponding to $(\Lambda_i, B_i)$ are homotopic.

Proof. There is nothing to prove for the Legendrian Reidemeister moves. For a non-based edge contraction, the corresponding Weinstein hypersurfaces differ by the handle cancellation between Weinstein 0- and 1-handles. □

Remark 8.12. One can rely on the convex surface theory of contact manifolds for the alternative proof. That is, the handle cancellation is nothing but the cancellation of elliptic-hyperbolic pair of singularities in the characteristic foliation on the ribbon which can be realized as a perturbation of the ribbon.

Definition 8.13. For a based Legendrian graph, we mean by a based ribbon isotopy a sequence of Reidemeister moves, non-based edge contractions, and inverse operations.

Therefore by Remark 8.10 and Lemma 8.11, the based Legendrian $(\Lambda, B)$ up to based ribbon isotopy defines a based Weinstein hypersurface $(R_\Lambda, I_\Lambda)$ uniquely up to homotopy. Furthermore, by the construction in Section 8.1 and Remark 8.6, this based hypersurface determines uniquely $W_{R_\Lambda}$ up to Weinstein homotopy and so $CW(D_{W_{R_\Lambda}}, D_{W_{R_\Lambda}})$ up to equivalence.

Notation 8.14. From now on, we simply use $C_\Lambda$, $W_\Lambda$, and $D_\Lambda$ instead of $C_{R_\Lambda}$, $W_{R_\Lambda}$, and $D_{W_{R_\Lambda}}$ respectively, to denote the cotangent cone, the Weinstein domain, and the distinguished Lagrangian corresponding to the based Legendrian graph $(\Lambda, B)$.

Without loss of generality, we may assume in the rest of this article that our based Legendrians are Legendrian bouquets.

8.3. DGAs of composable words

Let $L = ((\Lambda, B), \Psi)$ be a based Legendrian bouquet with potential. From now on, we will denote each edge $e_i \in E_\Lambda$ and its projection $e_i \in E_L$ simply by $\lambda_i$ unless any ambiguity occurs.
Then each edge $\lambda_i$ of $\Lambda$ has the base point $b^i$ and hence corresponds to the Legendrian cycle $\Lambda_i$. In order to define $A_C(\Lambda, \Lambda)$ we first consider a DGA of composable words as follows.

**Definition 8.15.** A composable DGA of the based Legendrian $L = ((\Lambda, B), \mathcal{P})$ is a pair

$A_C^\infty := (A_{\Lambda}^\infty, |\cdot|, \delta^\infty), \quad \mathcal{P}_C^\infty := \{ p_{x}^\infty | \lambda \in \mathcal{E}_{\Lambda} \} \coprod \{ p_{v}^\infty | v \in \mathcal{V}_{\Lambda})$ of a DGA and an associated collection of extended peripheral structures satisfying

(i) the algebra $A_{\Lambda}^\infty$ is an associative algebra over $\mathbb{Z}$ generated by the union $G_L \coprod E_L$

$A_{\Lambda}^\infty := \mathbb{Z}(G_L \coprod E_L)/\sim$

satisfying the following relations:

\[
\begin{align*}
\lambda_{i} g & \sim g \sim g \lambda_{j} \quad \forall g \in G_L(\Lambda_i, \Lambda_j); \\
\lambda_{i} \lambda_{j} & \sim \delta_{ij} \lambda_{i} \quad \lambda_{i}, \lambda_{j} \in E_L,
\end{align*}
\]

where $G_L(\Lambda_i, \Lambda_j)$ is the subset of $G_L$ consisting of generators whose corresponding capping paths start and end at the cycles $\Lambda_i$ and $\Lambda_j$, respectively;

(ii) the grading is extended by assigning $|\lambda|_g = 0$ for all $\lambda \in E_L$;

(iii) the differential is defined by counting the admissible disks as before except the following: Every admissible disk

\[
f : (\Pi_i, \partial \Pi_i, \Pi_{\mu_i}) \to (\mathbb{R}^2, L, S_L),
\]

contributes

\[
[f(e_0)][f(v_1)][f(e_1)] \cdots [f(e_{t-1})][f(v_t)][f(e_t)]
\]

to $\delta^\infty(f(v_0))$. Here we define $[f(e_i)]$ to be $\lambda_k$ when $f(e_i) \subset L_k = \pi_L(\Lambda_k)$. Let us define

$\delta^\infty(\lambda) := 0, \quad \forall \lambda \in E_L$;

(iv) the peripheral structure $p_{x}^\infty$ for $* \in \mathcal{V}_{\Lambda} \coprod \mathcal{E}_{\Lambda}$ is a DGA morphism

$p_{x}^\infty : \mathcal{I}_{x}^\infty \to A_{\Lambda}^\infty$

where $\mathcal{I}_{x}^\infty$ and $\mathcal{I}_{\Lambda}^\infty$ are non-unital DGAs extended from $\mathcal{I}_{v}$ and $\mathcal{I}_{\mu}$ by adding the generating set $E_L$ and the defining relations coming from (8.1), and $p_{x}^\infty$ maps each $\lambda \in \mathcal{I}_x$ to $\lambda \in A_{\Lambda}^\infty$ itself.

Due to the defining relation (8.1), all the generators $\lambda_k$ coming from edges will be absorbed into one of the adjacent generators coming from vertices unless $f$ is a monogon. In other words, two corresponding monomials in $\partial(g)$ and $\partial^\infty(g)$ are the same as words except for the case when $\partial(g)$ contains a monomial 1 corresponding to a monogon. In this case, the corresponding term in $\partial^\infty(g)$ is precisely $\lambda_k$, where $\lambda_k$ is the edge containing the boundary of the disk corresponding to 1 in $\partial(g)$. For example, we have

$\delta^\infty v_{i, \ell} := \delta_{i, \text{val}(v)} \lambda_k + \sum \text{(-1)}^{v_{i, \ell_1} - 1} v_{i, \ell_1} v_{i+\ell_1, \ell_2}, \quad v_{i, \ell} \in G_L(\Lambda_k, \Lambda_j)$.

Therefore it is straightforward that $\delta^\infty \circ \delta^\infty = 0$ and its generalized-stable tame isomorphism class is invariant under Legendrian isotopies.

The following theorem summarizes the above discussion and we will omit the proof.

**Theorem 8.16.** For each based Legendrian $L$ with potential, there exists a pair $(A_{\Lambda}^\infty, \mathcal{P}_{\Lambda}^\infty)$ consisting of an associative, differential graded algebra $A_{\Lambda}^\infty$ over $\mathbb{Z}$ generated by $G_L \coprod E_L$ and a
collection of extended peripheral structures $P^c_L$. Its generalized-stable tame isomorphism class is a Legendrian invariant.

**Definition 8.17.** A composable chain complex $A_L(\Lambda_1, \Lambda_j)$ is a sub-chain complex of $A^c_L = (A^c_L, |\cdot|, \partial^c)$ generated by composable word of the form $\lambda_i \cdot \lambda_j$ for some $m \in A^c_L$, or equivalently,

$$A_L(\Lambda_i, \Lambda_j) := \lambda_i \cdot A_L \cdot \lambda_j.$$ 

In particular, $A_L(\Lambda_i, \Lambda_i)$ for any $\lambda_i \in E_L$ becomes a DG-subalgebra of $A^c_L$. Let us define

$$A_L(\Lambda, \Lambda) := \bigoplus_{1 \leq i, j \leq m} A_L(\Lambda_i, \Lambda_j).$$

Note that one can regard $A_L(\Lambda, \Lambda)$ as a DG-category whose objects are $\Lambda_1, \ldots, \Lambda_m$ and morphisms between $\Lambda_i$ and $\Lambda_j$ are given as $A_L(\Lambda_i, \Lambda_j)$. Then the element $\lambda_i \in A_L(\Lambda_i, \Lambda_i)$ for each $\Lambda_i$ plays the role of the identity morphism. One can further regard $A_L(\Lambda, \Lambda)$ as an $A_\infty$-category with trivial higher compositions.

As an extension of [7, Theorem 2, Conjecture 3] we state the following conjecture.

**Conjecture 8.18.** There is an $A_\infty$ quasi-isomorphism between $CW^*(D_\Lambda, D_\Lambda)$ and $A_L(\Lambda, \Lambda)$ which extends a quasi-isomorphism between the chain complexes $CW^*(D_i, D_j)$ and $A_L(\Lambda_i, \Lambda_j)$.

### 8.4. Concrete examples and computation

In this section, we provide evidence for Conjecture 8.18 by computing the homology of the composable Legendrian DGAs for certain Legendrian graphs.

#### 8.4.1. The splitting case

Suppose that $L^\infty$ is a Legendrian bouquet of two circles whose ribbon is homeomorphic to a pair of pants as depicted in Figure 29.

There are two base points $b^1$ and $b^2$ marked as small bars, the vertex $w$ corresponding to the dot, two edges $\lambda_1, \lambda_2$ which correspond to cycles $\Lambda_1, \Lambda_2$, and two crossings $a_1$ and $a_2$.

First, let us list $G_L(\Lambda_i, \Lambda_j)$ for $i, j = 1, 2$ as follows:

$$G_L(\Lambda_1, \Lambda_1) = \{\lambda_1, a_1, w_{i,4k}, w_{i,4k-3}, w_{2,4k-1} \mid i = 1, 2, k \in \mathbb{N}\};$$

$$G_L(\Lambda_2, \Lambda_2) = \{\lambda_2, a_2, w_{i,4k}, w_{3,4k-3}, w_{4,4k-1} \mid i = 3, 4, k \in \mathbb{N}\};$$

$$G_L(\Lambda_1, \Lambda_2) = \{w_{1,4k-2}, w_{1,4k-1}, w_{2,4k-2}, w_{2,4k-1} \mid k \in \mathbb{N}\};$$

$$G_L(\Lambda_2, \Lambda_1) = \{w_{3,4k-2}, w_{3,4k-1}, w_{4,4k-3}, w_{4,4k-1} \mid k \in \mathbb{N}\}.$$

Note that the chain complexes $A_L(\Lambda_i, \Lambda_j) = (A_L(\Lambda_i, \Lambda_j), |\cdot|, \partial^c)$ are generated by composable words of arbitrary length from $\Lambda_i$ to $\Lambda_j$. We take a Maslov potential which induces the following degree:

$$|\lambda_i| = 0, \quad |a_i| = 1, \quad |w_{k,1}| = 0 \text{ for } k = 1, 3, \quad |w_{k,1}| = -1 \text{ for } k = 2, 4.$$
The differentials for $a_i$ are as follows:

$$\partial^c(a_1) = \lambda_1 + w_{1,1}, \quad \partial^c(a_2) = \lambda_2 + w_{3,1},$$

and these imply

$$[\lambda_1] = -[w_{1,1}] \in H_0(A_L(\Lambda_1, \Lambda_1));$$
$$[\lambda_2] = -[w_{3,1}] \in H_0(A_L(\Lambda_2, \Lambda_2)).$$

Other cycles of a single generator in $H_*(A_L(\Lambda_1, \Lambda_j))$ are

$$[w_{2,1}] \in H_{-1}(A_L(\Lambda_1, \Lambda_2)), \quad [w_{4,1}] \in H_{-1}(A_L(\Lambda_2, \Lambda_1)).$$

By the following differentials

$$\partial^c(a_1w_{2,1} + w_{1,2}) = (\lambda_1 + w_{1,1})w_{2,1} - w_{1,1}w_{2,1} = w_{2,1};$$
$$\partial^c(a_2w_{4,1} + w_{3,2}) = (\lambda_2 + w_{3,1})w_{4,1} - w_{3,1}w_{4,1} = w_{4,1};$$

we conclude that $[w_{2,1}], [w_{4,1}]$ are trivial cycles.

We expect that $[\lambda_1], [\lambda_2]$ are the only non-trivial homology cycles. This expectation coincides with the homology computation of partially wrapped Floer homology using the sheaf theoretic method, which can be seen as a representation of the quiver ‘• → •’ without any arrow. We will discuss it carefully in a future work.

8.4.2. $A_2$-case. Let us recall the based Legendrian bouquet of the Legendrian $\Theta$. The base points, the vertex, and the crossings are marked as before in Figure 30.

Here we also have two cycles $\Lambda_1$ and $\Lambda_2$ which correspond to $b^1$ and $b^2$, respectively. Now list $GL_2(\Lambda_i, \Lambda_j)$ for $i, j = 1, 2$ as follows:

$$GL_2(\Lambda_1, \Lambda_1) = \{\lambda_1, c_{11}, w_{i,4k}, w_{i,4k-2}, w_{3,4k-2} \mid i = 1, 3, k \in \mathbb{N}\};$$
$$GL_2(\Lambda_2, \Lambda_2) = \{\lambda_2, c_{22}, w_{4,4k}, w_{4,4k-2} \mid i = 2, 4, k \in \mathbb{N}\};$$
$$GL_2(\Lambda_1, \Lambda_2) = \{w_{1,4k-3}, w_{1,4k-1}, w_{5,4k-3}, w_{5,4k-1} \mid k \in \mathbb{N}\};$$
$$GL_2(\Lambda_2, \Lambda_1) = \{c_{21}, w_{2,4k-3}, w_{2,4k-1}, w_{4,4k-3}, w_{4,4k-1} \mid k \in \mathbb{N}\}.$$

The chain complexes $A_L^c(\Lambda_i, \Lambda_j) = (A_L(\Lambda_i, \Lambda_j), [\cdot], \partial^c)$ are generated by composable words of arbitrary length from $\Lambda_i$ to $\Lambda_j$. Here the degree is given as follows:

$$|\lambda_i| = 1, \quad |c_{11}| = |c_{22}| = 1, \quad |c_{21}| = 0, \quad |w_{k,1}| = 0 \text{ for } k = 1, 3, \quad |w_{k,1}| = -1 \text{ for } k = 2, 4.$$

The differentials for $c_{ij}$ are given by

$$\partial^c(c_{11}) = \lambda_1 + w_{1,2} + w_{1,1}c_{21};$$
$$\partial^c(c_{22}) = \lambda_2 + w_{2,2} - c_{21}w_{3,1};$$
$$\partial^c(c_{21}) = -w_{2,1}.$$
Here is the list of cycles of a single generator:

\[ [\lambda_1] \in H_0(A_{C^2}(\Lambda_1, \Lambda_1)) \]
\[ [\lambda_2] \in H_0(A_{C^2}(\Lambda_2, \Lambda_2)) \]
\[ [w_{1,1}], [w_{3,1}] \in H_0(A_{C^2}(\Lambda_1, \Lambda_2)) \]
\[ [w_{2,1}], [w_{4,1}] \in H_{-1}(A_{C^2}(\Lambda_2, \Lambda_1)) \]

Now examine the following differentials:

\[ \partial^c(c_{11}w_{3,1} + w_{1,3} + w_{1,1}c_{22}) = (w_{3,1} + w_{1,2}w_{3,1} + w_{1,1}c_{2,1}w_{3,1}) \]
\[ + (-w_{1,2}w_{3,1} - w_{1,1}w_{2,2}) \]
\[ + (w_{1,1} + w_{1,1}w_{2,2} - w_{1,1}c_{2,1}w_{3,1}) \]
\[ = w_{1,1} + w_{3,1} ; \]

\[ \partial^c(c_{2,2}w_{4,1} + c_{2,1}w_{3,2} + w_{2,3}) = (w_{4,1} + w_{2,2}w_{4,1} - c_{2,1}w_{3,1}w_{4,1}) \]
\[ + (-w_{2,1}w_{3,2} + c_{2,1}w_{3,1}w_{4,1}) \]
\[ + (w_{2,1}w_{3,2} - w_{2,2}w_{4,1}) \]
\[ = w_{4,1} . \]

In the end, we have

\[ [\lambda_1] \in H_0(A_{C^2}(\Lambda_1, \Lambda_1)) \]
\[ [\lambda_2] \in H_0(A_{C^2}(\Lambda_2, \Lambda_2)) \]
\[ [w_{1,1}] = -[w_{3,1}] \in H_0(A_{C^2}(\Lambda_1, \Lambda_2)) . \]

Even though general cycles of the chain complexes \( A_{C^2}(\Lambda_i, \Lambda_j) \) are complicated, we guess that the above are the only non-trivial cycles.

REMARK 8.19. Let us consider a Weinstein domain \( W_{C^2} \). Since \( L^2 \) is ribbon isotopic to the Legendrian theta graph \( \Theta \), there is a Weinstein isotopy between \( W_{C^2} \) and \( W_\Theta \). The skeleton of \( W_\Theta \) is homeomorphic to the cone of \( \Theta \) which is nothing but an arboreal singularity of type \( A_2 \) in Nadler’s list.

Moreover, the expected homology \( H_+(A_{C^2}(\Lambda, \Lambda)) \) can be seen as a representation of the \( A_2 \)-quiver ‘\( \bullet \to \bullet \)’.

8.4.3. \( A_3 \)-case. Let us consider a based Legendrian 4-complete graph \( K \) depicted in Figure 31(a). This example was suggested by Tobias Ekholm.

It is not hard to see that \( K \) is ribbon equivalent to a based Legendrian bouquet \( L^3 \) in Figure 31(b). The based points \( b^1, b^2, b^3 \) correspond to Legendrian circles \( \Lambda_1, \Lambda_2, \) and \( \Lambda_3 \), respectively. There are six crossings \( c_{ij} \) satisfying \( 1 \leq j \leq i \leq 3 \) which are Reeb chords from \( \Lambda_j \) to \( \Lambda_i \). The six half edges near the vertex \( w \) are labeled \( h_{w,1}, h_{w,2}, \ldots, h_{w,6} \) in a clockwise direction. For simplicity, we only label \( h_{w,1} \) in Figure 31(b).

The generators are as follows:

\[ G_{L^3}(\Lambda_1, \Lambda_1) = \{ \lambda_1, c_{11}, w_{i,6k}, w_{1,6k-3}, w_{4,6k-3} \mid i = 1, 4, k \in \mathbb{N} \} ; \]
\[ G_{L^3}(\Lambda_1, \Lambda_2) = \{ w_{1,6k-5}, w_{1,6k-2}, w_{4,6k-5}, w_{4,6k-2} \mid k \in \mathbb{N} \} ; \]
which induce the chain complexes $\Lambda_c$ for arbitrary length. Here we take a Maslov potential on $G$.

By direct computations, we obtain

As in the previous examples, let us focus on cycles of a single generator as follows:

The differentials for generators $c_{ij}$ are as follows:

As in the previous examples, let us focus on cycles of a single generator as follows:

By direct computations, we obtain

which induce

Figure 31. A Legendrian $K_4$ and a Legendrian bouquet $\Lambda$. 

$G_L^3(\Lambda_1, \Lambda_3) = \{w_{1,6k-4}, w_{1,6k-1}, w_{4,6k-4}, w_{4,6k-1} \mid k \in \mathbb{N}\};$

$G_L^3(\Lambda_2, \Lambda_1) = \{c_{21}, w_{2,6k-4}, w_{2,6k-1}, w_{5,6k-4}, w_{5,6k-1} \mid k \in \mathbb{N}\};$

$G_L^3(\Lambda_2, \Lambda_2) = \{\lambda_2, c_{22}, w_{4,6k}, w_{2,6k-3}, w_{5,6k-3} \mid i = 2, 5, k \in \mathbb{N}\};$

$G_L^3(\Lambda_2, \Lambda_3) = \{w_{2,6k-5}, w_{2,6k-2}, w_{5,6k-5}, w_{5,6k-2} \mid k \in \mathbb{N}\};$

$G_L^3(\Lambda_3, \Lambda_1) = \{c_{31}, w_{3,6k-5}, w_{3,6k-2}, w_{6,6k-5}, w_{6,6k-2} \mid k \in \mathbb{N}\};$

$G_L^3(\Lambda_3, \Lambda_2) = \{c_{32}, w_{3,6k-4}, w_{3,6k-1}, w_{6,6k-4}, w_{6,6k-1} \mid k \in \mathbb{N}\};$

$G_L^3(\Lambda_3, \Lambda_3) = \{\lambda_3, c_{33}, w_{6,6k}, w_{3,6k-3}, w_{6,6k-3} \mid i = 3, 6, k \in \mathbb{N}\}.$
We introduce the notion of admissible pairs as follows: If \( f \) of degree 1 whose vertices are \( \{v_0, \ldots, v_t\} \) and \( \{w_0, \ldots, w_u\} \) such that \( \tilde{f}^0(w_0) = \tilde{f}^1(v_r) \), and we write \( f := (f^0 \Rightarrow f^1) \).

We expect that the above are the only homology classes for \( H_*(A_{L^3}(\Lambda, \Lambda)) \).

Remark 8.20. By the similar argument in Remark 8.19, the Weinstein domain \( W_{L^3} \) is Weinstein isotopic to \( W_K \) whose skeleton \( \text{Cone}(K) \) is an arboreal singularity of type \( A_3 \), see [17]. The expectation of homologies for \( H_*(A_{L^3}(\Lambda, \Lambda)) \) can be interpreted as a representation of the \( A_3 \)-quiver \( \bullet \to \bullet \to \bullet \).

Appendix A. Admissible pairs and proof of Theorem 4.35

We introduce the notion of admissible pairs as follows:

Definition A.1 (Admissible pairs). Let \( f^1, f^0 \in \mathcal{M}_{(1)} \) be admissible disks on \( \Pi_t \) and \( \Pi_u \) of degree 1 whose vertices are \( \{v_0, \ldots, v_t\} \) and \( \{w_0, \ldots, w_u\} \), respectively.

(i) An admissible pair \( f \) is a triple \((f^0, f^1, r)\) of admissible disks \( f^0, f^1 \in \mathcal{M}_{(1)} \) and \( 1 \leq r \leq t \) such that \( \tilde{f}^0(w_0) = \tilde{f}^1(v_r) \), and we write \( f := (f^0 \Rightarrow f^1) \).

(ii) We define \( \mathcal{M}^\text{Pair}(g) \) to be the set of all admissible pairs

\[
\mathcal{M}^\text{Pair}(g) := \{(f^0 \Rightarrow f^1) \mid \tilde{f}^1(v_0) = g, |f^0|_Z = |f^1|_Z = 1\}
\]

and a function\(^1\) \( \mathcal{P} : \mathcal{M}^\text{Pair}(g) \to A_\Lambda \) as

\[
\mathcal{P}(f) := \text{sgn}(f) \tilde{f}^1(v_1 \cdots v_{r-1}) \tilde{f}^0(w_1 \cdots w_u) \tilde{f}^1(v_{r+1} \cdots v_t) \in A_\Lambda,
\]

where

\[
\text{sgn}(f) := \text{sgn}(f^1) \text{sgn}(f^0)(-1)^{|\tilde{f}^1(v_1 \cdots v_{r-1})|}.
\]

According to the classification of admissible disks of degree 1, we can separate \( \mathcal{M}^\text{Pair} \) into

\[
\mathcal{M}^\text{Pair} = \mathcal{M}^{\text{reg} \Rightarrow \text{reg}} \Pi \mathcal{M}^{\text{f} \Rightarrow \text{reg}} \Pi \mathcal{M}^{\text{III} \Rightarrow \text{reg}} \Pi \mathcal{M}^{\text{III} \Rightarrow \text{III}} \Pi \mathcal{M}^{\text{I} \Rightarrow \text{III}},
\]

where the meaning of each superscript is obvious

\[
f = (f^0 \Rightarrow f^1) \in \mathcal{M}^{A \Rightarrow B} \iff f^0 \in \mathcal{M}^A, f^1 \in \mathcal{M}^B.
\]

We introduce several operations on admissible disks and pairs which will be used in the proof of Proposition A.4.

A.1. Manipulations of admissible pairs

A.1.1. Gluing of pairs. Let \( f = (f^0 \Rightarrow f^1) \in \mathcal{M}^\text{Pair} \) such that \( f^1 \) and \( f^0 \) are admissible disks on \( \Pi_t \) and \( \Pi_u \) with vertices \( \{v_0, \ldots, v_t\} \) and \( \{w_0, \ldots, w_u\} \), respectively, as before.

(Gl-1) regular ancestor pairs. Suppose that \( f^1 \in \mathcal{M}^{\text{reg}} \). Then \( f^0 \) is either a regular disk, an infinitesimal monogon, or an infinitesimal triangle. We define

\[
\text{Gl}_+ : \mathcal{M}^{\text{reg} \Rightarrow \text{reg}} \Pi \mathcal{M}^{\text{I} \Rightarrow \text{reg}} \to \mathcal{M}^{\text{fold}^+},
\]

\[
\text{Gl}_- : \mathcal{M}^{\text{III} \Rightarrow \text{reg}} \to \mathcal{M}^{\text{fold}^+}
\]

as follows: If \( f \in \mathcal{M}^{\text{reg} \Rightarrow \text{reg}} \), then either

\(^1\)Here we abuse the notation \( \mathcal{P} \).
(1) \( f^1(h^-_w) = f^0(h^+_w) \) and \( f^0(h^-_w) \cup f^1(h^+_w) \) forms a smooth arc; or
(2) \( f^1(h^+_w) = f^0(h^-_w) \) and \( f^1(h^-_w) \cup f^0(h^+_w) \) forms a smooth arc.

We identify the two half-edges whose images coincide and making one smooth edge from the two half-edges whose image form a smooth arc. Then we have a glued domain \( \Pi \), a \((t + u - 1)\)-gon,

\[
\Pi \simeq \begin{cases} 
\Pi_0 \Pi_1 / \{ h^-_v \sim h^+_v \}, & h^-_w \cup h^+_w \subset e_{r+u-1}; \\
\Pi_0 \Pi_1 / \{ h^-_v \sim h^+_v \}, & h^-_v \cup h^+_w \subset e_{r-1};
\end{cases}
\]

and the disk \( g \) is defined as the union of \( f^0 \) and \( f^1 \) on this domain.

\[
g := f^0 \Pi f^1 : (\Pi, \partial \Pi, V \Pi) \to (\mathbb{R}^2, L, S_L).
\]

Obviously, this produces exactly one 2-folding edge coming from \( e_{r-1} = h^+_w \cup h^-_w \) or \( e_{r+u-1} = h^+_u \cup h^-_{r+u} \). Therefore all vertices for \( g \) are convex and there is exactly one 2-folding edge, and so

\[
|g|_\mathbb{Z} = 1 + \#(2\text{-folding edges}) + \#(\text{concave vertices}) = 1 + 1 + 0 = 2.
\]

If \( f \in M^{\Rightarrow \text{reg}} \), then \( \tilde{f}^0(w_0) = \tilde{f}^1(v_r) = v_{i, \ell} \) for some \( i \) with \( \ell = \text{val}(v) \). We remove neighborhoods \( U_{w_0} \) and \( U_{v_r} \) of \( w_0 \) and \( v_r \) from \( \Pi_0 \) and \( \Pi_1 \), respectively, and glue the two complementary regions to obtain an admissible disk \( \tilde{g} \) on \( \Pi_{r-1} \). Then gluing the infinitesimal monogon replaces the vertex \( v_r \) and the two adjacent edges \( e_{r-1}, e_r \) with a single 2-folding edge \( e \) so that \( |g|_\mathbb{Z} = 2 \).

If \( f \in M^{\Rightarrow \Rightarrow \text{reg}} \), then we remove \( U_{w_0} \) and \( U_{v_r} \) from \( \Pi_2 \) and from \( \Pi_1 \) and glue them to obtain \( g \) on \( \Pi_{r+1} \). Then \( g \) is very similar to \( f^1 \) except that \( g \) has one 2-folding edge and no concave vertices.
(Gl-2) **Infinitesimal ancestor pairs.** Suppose that \( f^1 \in \mathcal{M}^{III} \). Then \( r \) is either 1 or 2, and either \( f^0 \in \mathcal{M}^I \) or \( f^0 \in \mathcal{M}^{III} \). We remove neighborhoods \( U_{w_0} \) and \( U_{v_r} \) of \( w_0 \) and \( v_r \) from \( \Pi_0 \) and \( \Pi_t \), respectively, and glue them to obtain an admissible disk \( g \) as before.

According to \( r \) which is either 1 or 2 since \( f^1 \) is a triangle, we denote the gluing map by \( \text{Gl}_+ \) if \( r = 1 \) and \( \text{Gl}_- \) if \( r = 2 \). Then we have

\[
\text{Gl}_+: \mathcal{M}^{I\frac{1}{2}III} \to \mathcal{M}^{II R}, \quad \text{Gl}_-: \mathcal{M}^{I\frac{1}{2}III} \to \mathcal{M}^{II L},
\]

\[
\text{Gl}_+: \mathcal{M}^{III\frac{1}{2}III} \to \mathcal{M}^{IV}, \quad \text{Gl}_-: \mathcal{M}^{III\frac{1}{2}III} \to \mathcal{M}^{IV}.
\]

If \( f^0 \in \mathcal{M}^I \), then \( \tilde{f}^0(w_0) = \tilde{f}^1(v_r) = v_{i,\ell} \) for some \( i \) with \( \ell = \text{val}(v) \).

(Sh-1) **Shrink to pairs.** Suppose \( f(v_r) = f(v_{r+1}) \). Then they should be the same vertex \( v \in V_L \), and by shrinking \( e \), its image eventually converges to the point \( f(v_r) = f(v_{r+1}) \). We define \( \text{Sh}_+(f) \in \mathcal{M}_{reg}^{III} \) as the admissible pair \( g = (f^0 \xrightarrow{\text{Gl}_+} f^1) \) defined as follows. The disk \( f^1 \) is obtained from \( f \) by shrinking \( e \) to a point so that it has no folding edges, and \( f^0 \) is an infinitesimal admissible triangle such that

\[
f^0(e_0) \subset f(e_r), \quad f^0(e_1) \subset f(e_{r+1}), \quad f^0(e_2) \subset f(e_{r+2}).
\]

(Sh-2) **Shrink to concave vertices.** Suppose \( f(v_r) \neq f(v_{r+1}) \). Then one of \( f(v_r) \) or \( f(v_{r+1}) \) is in \( C_L \) and by shrinking \( e \), we define \( \text{Sh}_+(f) \in \mathcal{M}^{concave} \) to be the corresponding admissible
disk \( g \) having a unique concave (not necessarily negative) vertex \( v \) without any folding edges. Here we use the subscripts \( \pm \) to distinguish two cases as follows:

\[
\begin{align*}
  f = & & \quad \text{Sh}_{-} \rightarrow g = & & \quad \text{Sh}_{+} \\
  f = & & \quad \text{Sh}_{-} \rightarrow g = & & \quad \text{Sh}_{+}
\end{align*}
\]

By the convention of the orientation signs as described in Figure 10, we have
\[
\text{sgn}(\text{Sh}_{\pm}(f)) = \pm \text{sgn}(f), \quad \mathcal{P}(\text{Sh}_{\pm}(f)) = \pm \mathcal{P}(f).
\]
This is the inverse operation of \( \text{Gl}_{+} \) on \( \mathcal{M}^{\text{III}\Rightarrow\text{reg}} \), and therefore \( \mathcal{P} \) is preserved
\[
\mathcal{P}(\text{Sh}_{+}(f)) = \mathcal{P}(f).
\]

A.1.3. **Stretching folding edges.** On the other hand, for a regular admissible disk \( f \), the stretching along \( e \) is defined by enlarging the image of the folding edge \( e \) as long as it is combinatorially the same as the original disk \( f \). In this case, the result becomes always an admissible pair.

We eventually get the following three cases and define \( \text{St}(f) \) to be the admissible pair \( g \) depicted as follows.

(St-1) The singular point on \( e \) hits \( e \) itself.

(St-2) The singular point on \( e \) hits another edge of \( \partial \Pi \). Then
(St-3) The singular point on $e$ hits a point $x \in \hat{\Pi}$ so that $f(x)$ is a vertex.

The above operations are inverses of gluing operations which preserve labels and therefore

$$\mathcal{P}(\text{St}(f)) = \mathcal{P}(f).$$

A.1.4. Cutting disks. There are three kinds of cutting disks, which are inverses of certain gluing operations.

(Cut-1) Cutting concave vertices in two ways. Let us define

$$\text{Cut}_\pm : \mathcal{M}^{\text{concave}} \rightarrow \mathcal{M}^{\text{fold}+}.$$  

Let $f \in \mathcal{M}^{\text{concave}}$ be a non-infinitesimal admissible disk with unique concave vertex $v_r$ without any folding edge. Then $\text{Cut}_\pm(f)$ is defined by creating a folding edge at $v_r$ in two ways as depicted as follows:

By changing one of edges $e_r$ and $e_{r+1}$ with a folding edge, we obtain an admissible disk $g \in \mathcal{M}^{\text{fold}+}$.

These are inverses of the operations $\text{Sh}_\pm$ on $\mathcal{M}^{\text{concave}}$ and so we have

$$\mathcal{P}(\text{Cut}_\pm(f)) = \pm \mathcal{P}(f).$$

(Cut-2) Cutting along the arc in $O_f$. We define functions

$$\text{Cut}_+ : \mathcal{M}^{\text{II,R}} \rightarrow \mathcal{M}^{\text{I}+\text{III}}, \quad \text{Cut}_- : \mathcal{M}^{\text{II,L}} \rightarrow \mathcal{M}^{\text{I}+\text{II}+\text{III}},$$

$$\text{Cut}_+ : \mathcal{M}^{\text{IV}} \rightarrow \mathcal{M}^{\text{III}+\text{III}+\text{III}}, \quad \text{Cut}_- : \mathcal{M}^{\text{IV}} \rightarrow \mathcal{M}^{\text{III}+\text{III}+\text{III}}.$$  

For $f \in \mathcal{M}^{\text{II,L}} \cup \mathcal{M}^{\text{II,R}}$, we decompose $f$ into two parts cutting along the unique circuit in $O_f$. From the component containing $v_0$, there is a unique way of extending to an infinitesimal admissible triangle, say $f^1$. There is also a unique way to obtain an infinitesimal admissible monogon from the other component, say $f^0$. Then $\text{Cut}_\pm(f)$ is defined to be the admissible pair $g = (f^0 \xrightarrow{r} f^1)$. 
If \( f \in M^{IV} \) is an infinitesimal quadrilateral, then we can decompose \( f \) into a pair of infinitesimal triangles in two ways as depicted below. For each case, there is a unique way of assigning an admissible pair \( g = (f^0 \Rightarrow f^1) \) and we define them to be \( \text{Cut}_\pm(f) \), respectively:

Since these are the inverse operations of gluing maps described in (Gl-2), we have
\[
\mathcal{P}(\text{Cut}_\pm(f)) = \pm \mathcal{P}(f).
\]

A.1.5. Rolling the circuit of \( O_f \). Finally, we define
\[
\text{Rol}^L : M^{IL,II,LC} \rightarrow M^{IL,II,CR}, \quad \text{Rol}^R : M^{IL,II,CR} \rightarrow M^{IL,II,LC}.
\]

(Rol) Let \( f \) be an infinitesimal admissible bigon of degree 2, that is, \( f \in M^{IL,II,LC} \). Then \( \text{Rol}^L(f) \) is defined by rolling the unique circuit in \( O_f \) to the right and left, respectively, along \( O_f \) with respect to \( v_0 \).

Since all disks have the same sign, the operations \( \text{Rol}^* \) preserve \( \mathcal{P} \)
\[
\mathcal{P}(\text{Rol}^L(f)) = \mathcal{P}(f), \quad \mathcal{P}(\text{Rol}^R(f)) = \mathcal{P}(f).
\]

A.2. Proof of Theorem 4.35
In summary, we have the following lemma.

**Lemma A.2.** All operations preserve \( \mathcal{P} \) up to sign. Moreover, the only operations which reverse the sign of \( \mathcal{P} \) are operations having the subscript \((-)\).

**Proof.** This is the summary of the above discussion and we omit the proof. \(\square\)
We define a graph whose vertices are admissible disks and pairs of degree 2, called the moduli graph.

**Definition A.3.** For a given \( g \in G_L \), let us construct a simple, undirected, and edge-labeled graph \( G_g \) such that

\[
V_{G_g} := \mathcal{M}^{(2)}(g) \sqcup \mathcal{M}_{\text{Pair}}(g)
\]

For two of vertices \( f, g \) in \( V_{G_g} \), we assign an edge \( \{f, g\} \in E_{G_g} \) if there is a map

\[
Q \in \{ \text{Gl}_{\pm}, \text{Sh}_{\pm}, \text{St}, \text{Cut}_{\pm}, \text{Rol}^+, \text{Rol}^- \}
\]

such that \( g = Q(f) \). A label \( P : E_{G_g} \to \{+1, -1\} \) is defined when \( g = Q(f) \) by

\[
P(\{f, g\}) = \epsilon, \quad P(f) = \epsilon \cdot P(g).
\]

Note that the moduli graph \( G_g \) has no cycles. We write \( V_{\text{ext}}G_g \) for the set of exterior vertices of \( G_g \), that is, vertices whose valency is one, and write \( V_{\text{int}}G_g \) for vertices of valency (at least) two. As seen in Table A.1, we have that

\[
V_{\text{ext}}G_g = \mathcal{M}_{\text{Pair}}(g), \quad V_{\text{int}}G_g = \mathcal{M}^{(2)}(g).
\]

**Proposition A.4.** For \( g \in G_L \), we have

\[
\sum_{f \in \mathcal{M}_{\text{Pair}}(g)} P(f) = 0.
\]

**Proof.** Since \( G_g \) has no cycles and no vertices of valency three or higher, each connected component of \( G_g \) is a path joining two elements in \( \mathcal{M}_{\text{Pair}}(g) \)

\[
f_1 \xleftarrow{\epsilon_1} f_2 \leftarrow \cdots \leftarrow \epsilon_m f_m \subset G_g, \quad P(f_1) = (\epsilon_1 \cdots \epsilon_m)P(f_m) \in \mathcal{A}_{\Lambda}
\]

However, it is not hard to check that there exists exactly one edge with label \((-1)\) at every path and therefore the values of \( P \) for both ends have the opposite sign. This completes the proof.

**Proof of Theorem 4.35.** It is easy to see that

\[
\partial^2(g) = \sum_{f \in \mathcal{M}_{\text{Pair}}(g)} P(f) \quad \text{(A.1)}
\]

and by Proposition A.4 it is zero as claimed.

| \( \mathcal{M}_{\text{Pair}} \) | \( \text{Gl}_{\pm} \) | \( \text{Sh}_{\pm} \) | \( \text{St} \) | \( \text{Cut}^+ \) | \( \text{Cut}^- \) | \( \text{Rol}^+ \) | \( \text{Rol}^- \) | \( \text{val}_{G_g} \) |
|---|---|---|---|---|---|---|---|---|
| 1 | 2 | 2 | 2 | 2 | 2 | 2 |

**Table A.1.** Subsets and operations.
Appendix B. Hybrid admissible pairs and proof of Proposition 5.7

We first define the labels for all types of hybrid disks similarly as follows: for \( f \in \mathcal{M}_{t,s} \),
\[
\mathcal{P}(f) := \begin{cases} 
0 & f \in \mathcal{M}_{v,\text{rigid}}; \\
\text{sgn}(f) \Psi \left( \tilde{f}(v_1 \cdots v_s) \right) \tilde{f}(v_{s+1} \cdots v_t) & \text{otherwise},
\end{cases}
\]

where the index \( r \) is the position of the positive folding edge, the concave vertex if exists, or 0 otherwise.

**Definition B.1** (Hybrid admissible pairs). Let \( f^1, f^0 \in \mathcal{M} \) be hybrid admissible disks on \( \Pi_t \) and \( \Pi_u \) with separator \( \sigma \). Denote the vertices of \( \Pi_t \) and \( \Pi_u \) by \( \{v_i\} \) and \( \{w_i\} \), respectively.

A hybrid admissible pair \( f \) is a triple \((f^0, f^1, r)\), denoted by \( f := (f^0 \Rightarrow f^1) \), of hybrid admissible disks \( f^0, f^1 \in \mathcal{M} \), and \( 1 \leq r \leq t \) such that \( \tilde{f}^0(w_0) = \tilde{f}^1(v_r) \) and one of the following holds.

(i) \( r < \sigma \) and \((f^0, f^1) \in \mathcal{M}_{v,\text{most}}^1 \times \mathcal{M}_{\text{fold}}^- \).
(ii) \( r > \sigma \) and \((f^0, f^1) \in \mathcal{M}_{v,\text{most}}^0 \times \mathcal{M}_{\text{fold}}^- \).
(iii) \( r = \sigma \). The \( Z \)-degree and \( R \)-degree of the pair \( f \) are the sums of corresponding degrees of \( f^0 \) and \( f^1 \)
\[
|f| := |f^0| + |f^1| = |f|_Z \cdot \eta \in R.
\]

**Notation B.2.** We denote the sets of all hybrid admissible pairs by \( \mathcal{M}_{\text{Pair}} \) of \( Z \)-degree 1, and
\[
\mathcal{M}_{\text{Pair}}(\mathcal{G}) := \left\{ f \in \mathcal{M}_{\text{Pair}} \mid \tilde{f}^1(v_0) = \mathcal{G} \right\}, \quad \mathcal{M}_{\text{Pair}}^{(d^0 \Rightarrow d^1)} := \left\{ f \in \mathcal{M}_{\text{Pair}} \mid |f^1|_Z = d^1 \right\}.
\]

**Remark B.3.** It is obvious that hybrid admissible pairs are contained in \( \mathcal{M}_{\text{Pair}} \) if and only if they satisfy condition (1) or (2) in Definition B.1. Therefore all hybrid admissible pairs in \( \mathcal{M}_{\text{Pair}}^{(1 \Rightarrow 0)} \) satisfy condition (3) and vice versa.

**Definition B.4.** Suppose that a hybrid admissible pair \( f := (f^0 \Rightarrow f^1) \in \mathcal{M}_{\text{Pair}} \) is given for some \( f^1 \in \mathcal{M}_{t,s} \). Let us define functions
\[
\text{sgn}(f) := \text{sgn}(f^1) \text{sgn}(f^0)(-1)^{1\mid\tilde{f}^1(v_{r-1})\mid}
\]
and \( \mathcal{P} : \mathcal{M}_{\text{Pair}} \to A \) as follows.

(i) If \( r < \sigma \), then
\[
\mathcal{P}(f) := \text{sgn}(f) \Psi \left( \tilde{f}^1(v_1 \cdots v_{r-1}) \tilde{f}^0(w_1 \cdots w_u) \tilde{f}^1(v_{r+1} \cdots v_s) \right) \tilde{f}^1(v_{s+1} \cdots v_t).
\]
(ii) if \( \sigma^1 < r \), then
\[
\mathcal{P}(f) := -\text{sgn}(f) \Psi \left( \tilde{f}^1(v_1 \cdots v_s) \right) \tilde{f}^1(v_{s+1} \cdots v_{r-1}) \tilde{f}^0(w_1 \cdots w_u) \tilde{f}^1(v_{r+1} \cdots v_t).
\]
(iii) if \( \sigma^1 = r \), then
\[
\mathcal{P}(f) := \text{sgn}(f) \Psi \left( \tilde{f}^1(v_1 \cdots v_{s-1}) \right) \tilde{f}^0(w_1 \cdots w_u) \tilde{f}^1(v_{s+1} \cdots v_t).
\]
With the above definitions, the hybrid disks, and pair with the map \( P \), we now restate Proposition 5.7(2). By the induction hypothesis, the left-hand side of (5.2) is

\[
(\partial \circ \Psi_{[i]}(g'_i)) = \begin{cases} 
\partial(g_i) + (\partial \circ \Psi_{h}^{by}(g'_i)) & g'_i \neq c'_i; \\
(\partial \circ \Psi_{h}^{by})(c'_i) & g'_i = c'_i,
\end{cases} \]

(B.1)

where

\[
\partial(g_i) = \sum_{f \in M_{(i)}(1)} \text{sgn}(f) \tilde{f}(v_1 \cdots v_t); \\
(\partial \circ \Psi_{h}^{by})(g'_i) = \sum_{f \in M_{(1)}(0)} \text{sgn}(f) \Psi_{[i-1]}\left(\partial'\left(\tilde{f}(v_1 \cdots v_s)\right)\right) \tilde{f}(v_{s+1} \cdots v_t) \\
+ \sum_{\begin{subarray}{c}
(\sum_{s \geq t} \geq 0) \\
f \in M_{(1)}(0)
\end{subarray}} \text{sgn}(f)(-1)^{s \cdot s} \tilde{f}(v_1 \cdots v_s) \Psi_{[i-1]}\left(\tilde{f}(v_1 \cdots v_s)\right) \partial\left(\tilde{f}(v_{s+1} \cdots v_t)\right).
\]

By Lemma 5.28, Definition 5.31, and Definition B.4, we have

\[
\partial(g_i) = \sum_{f \in M_{h}^{m, \text{ad}}(z_i)} P(f), \\
(\partial \circ \Psi_{h}^{by})(g'_i) = \sum_{f \in M_{(1)}^{(0,0)}(z_i)} P(f).
\]

Since \( M_{h}^{m, \text{ad}}(z_i) = \emptyset \) by Remark 5.29, we need not separate the cases as in (B.1). On the other hand, the right-hand side of (5.2) becomes

\[
\Psi_{[i]}(\partial' g'_i) = \Psi_{[i-1]}(\partial' g'_i) = \sum_{f \in M_{(1)}(0)} P(f) = \sum_{f \in M_{h}^{m, \text{ad}}(z_i)} P(f). \\
\]

The first equality comes from the fact that \( \partial' g'_i \in A_{[i-1]} \).

Now we have a new proposition which is equivalent to Proposition 5.7(2) as follows:

**Proposition B.5.** Suppose that \( \Psi_{[i-1]} \) commutes with differentials. Then

\[
\sum_{f \in M_{h}^{m, \text{ad}}(z_i)} P(f) + \sum_{f \in M_{(1)}^{(0,0)}(z_i)} P(f) - \sum_{f \in M_{(1)}^{(0,0)}(z_i)} P(f) - \sum_{f \in M_{h}^{m, \text{ad}}(z_i)} P(f) = 0.
\]

**B.1. Manipulations of hybrid disks and pairs**

Let \( f^1, f^0 \in M \) be hybrid admissible disks on \( \Pi_t \) and \( \Pi_u \) with separator \( \diamond^i \) as before.

**B.1.1. Gluing of pairs.** Let us define

\[
\text{Gl}_+ : M_{(1)}^{\text{Pair}^{00} + \text{Pair}^{01}} \to M_{(1)}^{\text{Pair}^{00} + \text{Pair}^{01}}.
\]

For \( f = (f^0 \Rightarrow f^1) \in M_{(1)}^{\text{Pair}^{00}} \), we define \( \text{Gl}_+(f) \) by applying the gluing process (Gl-1) of the admissible pairs, described in Section A.1.1, near \( v_r \in \Pi_t \) and \( w_0 \in \Pi_u \). The separator of \( \text{Gl}_+(f) \) is defined to be \( \diamond^1 \).
(Gl-3) If \( f = (f^0 \overset{r}{\Rightarrow} f^1) \in \mathscr{M}_{(0 \Rightarrow 1)}^{\text{Pair}} \), then \( f^0 \) is hybrid and we obtain a glued disk \( g \) by exactly the same process as (Gl-1) in Section A.1.1 again. But in this case, the separator of \( g \) is given by \( \diamond^0 \). Note that \( f \) has one more (\(+\))-folding region compared to \( f^1 \) and hence \( f \in \mathscr{M}_{\text{fold}}^{\pm} \).

Note that the gluing map on hybrid admissible pairs always preserves the sign of \( \mathcal{P} \). That is,

\[
\mathcal{P}(\text{Gl}_+ (f)) = \mathcal{P}(f).
\]

**B.1.2. Shrinking of (\(+\))-folding edges.** We define

\[
\text{Sh}_{\pm} : \mathscr{M}_{\text{fold}}^{\pm} \to \mathscr{M}^{\text{Pair}_{(1 \Rightarrow 0)}} \amalg \mathscr{M}^{\text{fold}^-, \text{concave}} \amalg \mathscr{M}^{e, \text{rigid}^L} \amalg \mathscr{M}^{e, \text{rigid}^R}.
\]

For \( f \in \mathscr{M}_{\text{fold}}^{\pm} \), \( f(\diamond) \) is \( \overline{p} \) or \( \overline{q} \) in \( \mathcal{L} \) as discussed in Remark 5.17. If the folding edge avoids the separator, then one of \( \text{Sh}_{\pm} (f) \) is defined by applying one of (Sh-1) and (Sh-2) in Section A.1.2. Indeed, we have \( \text{Sh}_-(f) = (f^0 \overset{r}{\Rightarrow} f^1) \) when we apply (Sh-1). In particular, \( \diamond^1 \) inherits from \( \diamond \) and \( f^0 \) is infinitesimal so we do not need to care about \( \diamond^0 \). Thus \( \text{Sh}_-(f) \in \mathscr{M}^{\text{Pair}_{(1 \Rightarrow 0)}} \).

On the other hand, if we apply (Sh-2), then we have \( \text{Sh}_+(f) \in \mathscr{M}^{\text{fold}^-, \text{concave}} \) by fixing the separator.

(Sh-3) Suppose that the (\(+\))-folding edge \( e_r \) contains the separator \( \diamond \). If \( f(\diamond) = \overline{q} \), then there is another inverse image of \( \overline{q} \) on \( e_r \). Let us define \( \text{Sh}(f) \) by eliminating the (\(\pm\))-folding region simultaneously and by preserving the separator, that is, \( \text{Sh}_+(f)(\diamond) = \overline{q} \). The similar procedure holds for the case of \( f(\diamond) = \overline{p} \). Then \( \text{Sh}_+(f) \in \mathscr{M}^{e, \text{rigid}^L} \amalg \mathscr{M}^{e, \text{rigid}^R} \).

Recall the sign convention defined in Definition 5.31. Then \( \text{Sh}_+ \) preserves the sign and so \( \mathcal{P} \) as well

\[
\mathcal{P}(\text{Sh}_+ (f)) = \mathcal{P}(f).
\]
B.1.3. Stretching of (+)-folding edges. We define

\[ \text{St} : \mathcal{M}^{\text{fold}\pm} \rightarrow \mathcal{M}^{\text{Pair}_{(1\Rightarrow0)}} \cup \mathcal{M}^{\text{Pair}_{(0\Rightarrow1)}}. \]

For \( f \in \mathcal{M}^{\text{fold}\pm} \), let \( x \in e_r \) be a singular point of the (+)-folding edge \( e_r \). As we did in Section A.1.3, let us stretch \( e_r \) along either \( f^{−1}(L) \) or \( f^{−1}(L') \) until it hits another point \( y \in e_s \subset \mathcal{E} \cap \Pi' \). By cutting the domain of \( f \) along the stretching trajectory, we have two subdomain \( \Pi_t \) and \( \Pi_u \) so that \( \Pi_t \) contains \( v_0 \). Let \( f^1 := f|_{\Pi_t} \) and \( f^0 := f|_{\Pi_u} \) be the restrictions of \( f \).

If both \( x \) and \( y \) are contained in the same side of \( \partial \Pi \) with respect to \( \diamond \), that is, \( x, y \in (0, \diamond) \) or \( x, y \in (\diamond, t+1) \), then \( \text{St}(f) \) is defined by \( g = (f^0 \Rightarrow f^1) \) which is obtained by applying one of (St-1),(St-2), and (St-3) described in Section A.1.3, where \( \diamond^0 \) is inherited from the separator \( \diamond \) of \( f \) and \( \diamond^0 \) is given by

\[
\diamond^0 = \begin{cases} 
 u + 1 & \text{if } x, y \in (0, \diamond); \\
 0 & \text{if } x, y \in (\diamond, t+1).
\end{cases}
\]

This yields a hybrid admissible pair \( g \in \mathcal{M}^{\text{Pair}_{(1\Rightarrow0)}} \) since the (−)-folding edge is contained in \( \Pi_1 \).

(St-4) If \( x < \diamond < y \) or \( y < \diamond < x \), then \( \text{St}(f) \) is defined by \( g = (f^0 \Rightarrow f^1) \) and by assigning \( \diamond^1 = r = y \) and \( \diamond^0 \) inherited from \( \diamond \). It is easy to see that \( g \in \mathcal{M}^{\text{Pair}_{(0\Rightarrow1)}} \).

B.1.4. Cutting of concave corners and separators. Now we define

\[ \text{Cut}_\pm : \mathcal{M}^{\text{fold}\cdot, \text{concave}} \rightarrow \mathcal{M}^{\text{fold}\pm}, \quad \text{Cut}_\pm : \mathcal{M}^{e, \text{rigid}^L} \cup \mathcal{M}^{e, \text{rigid}^R} \rightarrow \mathcal{M}^{\text{fold}\pm}. \]

For \( f \in \mathcal{M}^{\text{fold}\cdot, \text{concave}} \), \( \text{Cut}_\pm(f) \) is defined by applying (Cut-1) in Section A.1.4 near the concave vertex and by preserving the separator. Obviously, \( \text{Cut}_\pm(f) \in \mathcal{M}^{\text{fold}\pm} \). Note that (Cut-2) and (Cut-3) are not necessary since they treat only infinitesimal disks.

(Cut-4) Suppose \( f \in \mathcal{M}^{e, \text{rigid}^L} \cup \mathcal{M}^{e, \text{rigid}^R} \). Then \( \text{Cut}_\pm(f) \) is defined by creating a (±)-folding edge near \( f(\diamond) \). Automatically, the separator \( \diamond' \) of \( \text{Cut}_\pm(f) \) is determined by \( \text{Cut}_\pm(f)(\diamond') = f(\diamond) \) and hence \( \text{Cut}_\pm(f) \in \mathcal{M}^{\text{fold}\pm} \).

\[ \]
Lemma B.6. The following maps preserve $\mathcal{P}: \mathcal{M} \sqcup \mathcal{M}^{\text{Pair}} \to A$ up to sign:

- $\text{Gl}_+ : \mathcal{M}^{\text{Pair}} \to \mathcal{M}^{\text{fold}}$;
- $\text{Sh}_\pm : \mathcal{M}^{\text{fold}} \to \mathcal{M}^{\text{Pair}} \sqcup \mathcal{M}^{\text{fold}}, \text{concave} \sqcup \mathcal{M}^{\text{e}, \text{rigid}}, \mathcal{M}^{\text{e}, \text{rigid}}$;
- $\text{St} : \mathcal{M}^{\text{fold}} \to \mathcal{M}^{\text{Pair}} \sqcup \mathcal{M}^{\text{Pair}} \sqcup \mathcal{M}^{\text{Pair}} (0, 1)$;
- $\text{Cut}_\pm : \mathcal{M}^{\text{fold}}, \text{concave} \to \mathcal{M}^{\text{fold}}$;
- $\text{Cut}_+ : \mathcal{M}^{\text{e}, \text{rigid}}, \mathcal{M}^{\text{e}, \text{rigid}} \sqcup \mathcal{M}^{\text{e}, \text{rigid}} \to \mathcal{M}^{\text{fold}}$.

Moreover, only the functions with negative subscripts reverse the sign of $\mathcal{P}$.

Proof. This is not hard to check from the definitions and we omit the proof. □

B.1.5. Dragging, ancestor, and descendant maps.

(Dr-1) If an admissible hybrid disk is not of rightmost or right-rigid type, then we define

$$\text{Dr}_R : \mathcal{M}^{\text{v}, \text{most}}, \mathcal{M}^{\text{e}, \text{rigid}}, \mathcal{M}^{\text{v}, \text{flex}} \to \mathcal{M}^{\text{v}, \text{most}}, \mathcal{M}^{\text{e}, \text{rigid}}, \mathcal{M}^{\text{v}, \text{flex}}$$

by dragging the separator in the right direction, that is, counterclockwise, along $\partial \Pi$ until it becomes vertex-separated or right-rigid.

(Dr-2) If an admissible hybrid disk is not of leftmost or left-rigid type, then we define

$$\text{Dr}_L : \mathcal{M}^{\text{v}, \text{most}}, \mathcal{M}^{\text{e}, \text{rigid}}, \mathcal{M}^{\text{v}, \text{flex}} \to \mathcal{M}^{\text{v}, \text{most}}, \mathcal{M}^{\text{e}, \text{rigid}}, \mathcal{M}^{\text{v}, \text{flex}}$$

by dragging the separator in the left direction, that is, clockwise, along $\partial \Pi$ until it becomes vertex-separated, leftmost, or left-rigid.

(Dr-3) For $f \in \mathcal{M}^{\text{Pair}} (0 \Rightarrow 1)$, we define $\hat{\text{Dr}}_R (f)$ by the ancestor disk of the pair

$$\hat{\text{Dr}}_R : \mathcal{M}^{\text{Pair}} (0 \Rightarrow 1) \to \mathcal{M}^{\text{v}, \text{flex}} \sqcup \mathcal{M}^{\text{v}, \text{rigid}}, \mathcal{M}^{\text{v}, \text{rigid}} : f = (f^0 \Rightarrow f^1) \mapsto f^1.$$

(Dr-4) For $f \in \mathcal{M}^{\text{v}, \text{flex}} \sqcup \mathcal{M}^{\text{v}, \text{rigid}}, \mathcal{M}^{\text{v}, \text{rigid}}$ with $\circ = r$, we define $\hat{\text{Dr}}_L (f)$ as the set of all hybrid admissible pairs whose ancestor is $f$ with $\circ = r$

$$\hat{\text{Dr}}_L (f) := \{ (f^0 \Rightarrow f^1) \in \mathcal{M}^{\text{Pair}} | f^1 = f, r \geq 1 \}.$$

Remark B.7. In general, the map $\text{Dr}_L$ on $\mathcal{M}^{\text{v}, \text{flex}}$ does not preserve the map $\mathcal{P}$ since the map $\Psi$ in Definition 5.31 is applied to different terms. Instead, by using equation (5.5), one compensates for the effect of $\Psi$ by considering the set $\hat{\text{Dr}}_L$.

Lemma B.8. The following holds:

$$\mathcal{P} (f) = \begin{cases} \mathcal{P} (\text{Dr}^L (f)) + \sum_{g \in \hat{\text{Dr}}^L (f)} \mathcal{P} (g) & f \in \mathcal{M}^{\text{v}, \text{flex}}, \\ \sum_{g \in \hat{\text{Dr}}^L (f)} \mathcal{P} (g) & f \in \mathcal{M}^{\text{v}, \text{rigid}} \sqcup \mathcal{M}^{\text{v}, \text{rigid}}. \end{cases}$$

Proof. All cases except $f \in \mathcal{M}^{\text{v}, \text{rigid}}$ are clear from the definition of $\mathcal{P} (f)$ and (5.5).
As seen earlier, \( \text{Dr}^L(f) \) for \( f \in \mathcal{M}^{v, \text{rigid}} \) consists of two elements

\[
\text{Dr}^L(f) = \{(f_{x, p} \overset{r}{\Rightarrow} f), (f_{x, q} \overset{r}{\Rightarrow} f)\},
\]

and since \( \mathcal{P}((f_{x, p} \overset{r}{\Rightarrow} f)) = -\mathcal{P}((f_{x, q} \overset{r}{\Rightarrow} f)) \),
\[
\mathcal{P}(f) = 0 = \mathcal{P}((f_{x, p} \overset{r}{\Rightarrow} f)) + \mathcal{P}((f_{x, q} \overset{r}{\Rightarrow} f)).
\]

\( \square \)

B.2. Proof of Proposition B.5

The underlying idea of the following combinatorial arguments is to consider the 1-dimensional moduli space consisting of admissible hybrid disks and pairs, which can be used to extract an algebraic relation from the boundary of the moduli space.

Let \( f \) be a hybrid non-infinitesimal admissible disk on \( \Pi_t \). For \( a \in [0, t + 1] \), we denote the length of the image of \([0, a] \subset \partial \Pi_t\) by \( \|a\|_f \). For convenience’s sake, we set \( \|a\|_f = 0 \) for all \( a \) if \( f \) is infinitesimal.

**Definition B.9 (Separator index).** Let \( f \in \mathcal{M}(\mathcal{g}) \) be a hybrid admissible disk on \( \Pi_t \). Then the separator index \( s(f) \) is defined as

\[
s(f) := \frac{\|\phi_f\|_f}{\|t + 1\|_f}.
\]

Similarly, for a hybrid admissible pair \( f = (f_0 \overset{r}{\Rightarrow} f_1) \in \mathcal{M}^{\text{Pair}}(\mathcal{g}) \) of \( f_1 \) on \( \Pi_t \) and \( f_0 \) on \( \Pi_u \), the separator index \( s(f) \) is defined as

\[
s(f) := \frac{\|\phi_{f_1}\|_{f_1} + \|\phi_{f_0}\|_{f_0}}{\|t + 1\|_{f_1} + \|u + 1\|_{f_0}}.
\]

Note that if \( f \) does not have a positive folding edge, the separator index for the equivalent class \([f] \) is well defined, or the separator index \( s(f) \) will increase or decrease by stretching or shrinking it.

**Definition B.10.** For a given \( \mathcal{g} \in \mathcal{G}_{\text{mc}} \Pi \mathcal{G}_{\geq c} \), let us construct a simple, labeled, directed graph \( \mathcal{G}_{\mathcal{g}} \) as follows.

(i) The vertices \( \mathcal{V}_{\mathcal{G}_{\mathcal{g}}} \) consist of

\[
\mathcal{V}_{\mathcal{G}_{\mathcal{g}}} := \mathcal{M}(\mathcal{g})_{(1)} \Pi \mathcal{M}^{\text{Pair}}(\mathcal{g})_{(1 \Rightarrow 0)} \Pi \mathcal{M}^{\text{Pair}}(\mathcal{g})_{(0 \Rightarrow 1)}.
\]

(ii) For two vertices \( f, g \) in \( \mathcal{V}_{\mathcal{G}_{\mathcal{g}}} \), we assign an edge \( \{f, g\} \in \mathcal{E}_{\mathcal{G}_{\mathcal{g}}} \) if there is a function

\[
Q \in \{\text{Gl}_\pm, \text{Sh}_\pm, \text{St}, \text{Cut}_\pm, \text{Dr}^R, \tilde{\text{Dr}}^R, \text{Dr}^L, \tilde{\text{Dr}}^L\}
\]

such that either \( g = Q(f) \) or \( g \in Q(f) \). See Table B.1.

(iii) The orientation for each edge of \( \mathcal{G}_{\mathcal{g}} \) is given as follows: Let \( \{f, g\} \) be an edge.

(a) If \( g = \text{Dr}^L(f) \) or \( f \in \text{Dr}^L(g) \), we assign an orientation \( f \to g \).

(b) For the rest of non-oriented edge \( \{f, g\} \), we assign an orientation \( f \to g \) if \( s(f) < s(g) \).

(iv) Finally, the label \( \mathcal{P} : \mathcal{E}_{\mathcal{G}_{\mathcal{g}}} \to \mathcal{A} \) is defined by

\[
\mathcal{P}(f \to g) = \begin{cases} 
\mathcal{P}(g) & g = Q(f) \text{ or } f = Q(g), Q \in \{\text{Gl}_-, \text{Cut}_-\}; \\
\mathcal{P}(f) & \text{otherwise}.
\end{cases}
\]
Note that if \( g = Gl_-(f) \) or \( g = \text{Cut}_-(f) \), then \( \mathcal{P}(g) = -\mathcal{P}(f) \). Moreover, the set of exterior vertices is

\[
\mathcal{V}_{\text{ext}} G_f = \mathcal{M}^{\text{most}^1}(g) \sqcup \mathcal{M}^{\text{most}^2}(g) \sqcup \mathcal{M}^{\text{Pair}(1 \Rightarrow 0)}(g),
\]

and it is easy to see that for each interior vertex \( f \in \mathcal{V}_{\text{int}} G_f \), the number of outgoing edges is

1. 0 if \( f \) is either in \( \mathcal{M}^{\text{fold}^- \text{concave}} \) with \( \diamond < r \), or in \( \mathcal{M}^{\text{rigid}} \),
2. 2 if \( f \) is in \( \mathcal{M}^{\text{fold}^- \text{concave}} \) with \( r < \diamond \), or
3. 1 otherwise.

Here the index \( r \) is the position of the concave vertex. Similarly, for each exterior vertex \( f \in \mathcal{V}_{\text{ext}} G_f \), the number of outgoing edge is 1 if and only if either

1. \( f \in \mathcal{M}^{\text{most}^1} \),
2. \( f \in \mathcal{M}^{\text{Pair}(1 \Rightarrow 0)} \) with \( f^0 \notin \mathcal{M}^{\text{III}} \) and \( r < \diamond^1 \), or
3. \( f \in \mathcal{M}^{\text{Pair}(1 \Rightarrow 0)} \) with \( f^0 \in \mathcal{M}^{\text{III}} \) and \( \diamond^1 < r \).

**Lemma B.11.** For each interior vertex \( f \in \mathcal{V}_{\text{int}} G_f \), the label sums of incoming and outgoing edges coincide. That is,

\[
\sum_{e \in \mathcal{E} G_f} \mathcal{P}(e) - \sum_{e \in \mathcal{E} G_f} \mathcal{P}(e) = 0.
\]

**Proof.** This can be checked case by case as follows.

(i) If \( f \) is not bivalent, then this is equivalent to Lemma B.8.
(ii) For \( f \in \mathcal{M}^{\text{fold}^\pm} \), there are one incoming and one outgoing edges with the same labels.
(iii) For \( f \in \mathcal{M}^{\text{fold}^- \text{concave}} \), there are two outgoing or two incoming edges whose signs of labels are opposite as seen in (Sh\(_{\pm}2\)) or in (Cut\(-2\)).
(iv) For \( f \in \mathcal{M}^{\text{rigid}} \), there are two incoming edges whose signs of labels are opposite as seen in Lemma B.8.

| \( \mathcal{M}^{\text{Pair}(1 \Rightarrow 0)} \) | \( \mathcal{M}^{\text{Pair}(0 \Rightarrow 1)} \) | \( \mathcal{M}^{\text{fold}^\pm} \) | \( \mathcal{M}^{\text{fold}^- \text{concave}} \) | \( \mathcal{M}^{\text{rigid}} \) | \( \mathcal{M}^{\text{rigid}^R} \) | \( \mathcal{M}^{\text{most}^1} \) | \( \mathcal{M}^{\text{most}^2} \) | \( \mathcal{M}^{\text{rigid}} \) | \( \mathcal{M}^{\text{rigid}^R} \) | \( \mathcal{M}^{\text{flex}} \) | \( \text{val}_{G_f} \) |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| 0               | 0               | 0               | 0               | 0               | 0               | 0               | 0               | 0               | 0               | 0               | 0               | 1               |
| 0               | 0               | 0               | 0               | 0               | 0               | 0               | 0               | 0               | 0               | 0               | 0               | 2               |
| 0               | 0               | 0               | 0               | 0               | 0               | 0               | 0               | 0               | 0               | 0               | 0               | 2               |
| 0               | 0               | 0               | 0               | 0               | 0               | 0               | 0               | 0               | 0               | 0               | 0               | 2               |
| 0               | 0               | 0               | 0               | 0               | 0               | 0               | 0               | 0               | 0               | 0               | 0               | 2               |

| Table B.1. Subsets and operations. |
Proof of Proposition B.5. We deduce

\[
0 = \sum_{e \in E_G} P(e) - P(e) = \sum_{f \in V_G} P(e) - \sum_{e = (f \to g)} P(e) = \sum_{f \in V_{\text{out}} G} P(e) - \sum_{e = (g \to f)} P(e)
\]

\[
= \left( \sum_{f \in \mathcal{M}'^{\text{out}}(\mathcal{F}_0)} \bar{P}(f) + \sum_{f \in \mathcal{M}'^{\text{par}}(\mathcal{F}_0)} \bar{P}(f) + \sum_{f \in \mathcal{M}'^{\text{par}}(\mathcal{F}_0)} (-\bar{P}(f)) \right)
\]

\[
- \left( \sum_{f \in \mathcal{M}'^{\text{out}}(\mathcal{F}_0)} \bar{P}(f) + \sum_{f \in \mathcal{M}'^{\text{par}}(\mathcal{F}_0)} \bar{P}(f) + \sum_{f \in \mathcal{M}'^{\text{par}}(\mathcal{F}_0)} (-\bar{P}(f)) \right)
\]

\[
= \sum_{f \in \mathcal{M}'^{\text{out}}(\mathcal{F}_0)} \bar{P}(f) + \sum_{f \in \mathcal{M}'^{\text{par}}_{\text{crit}}(\mathcal{F}_0)} \bar{P}(f) - \sum_{f \in \mathcal{M}'^{\text{par}}_{\text{crit}}(\mathcal{F}_0)} \bar{P}(f) - \sum_{f \in \mathcal{M}'^{\text{par}}_{\text{crit}}(\mathcal{F}_0)} \bar{P}(f)
\]

where the second equality is the handshaking lemma for directed graphs, the third and the fourth equalities comes from Lemma B.11, and the observation above the lemma. This proves Proposition B.5.
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