Reducing the Dynamical Degradation of Digital Chaotic Maps with Time-Delay Linear Feedback and Parameter Perturbation
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Digital chaotic maps are not secure enough for cryptographic applications due to their dynamical degradation. In order to improve their dynamics, in this paper, a novel method with time-delay linear feedback and parameter perturbation is proposed. The delayed state variable is used to construct the linear feedback function and parameter perturbation function. This method is universal for all different digital chaotic maps. Here, two examples are presented: one is 1D logistic map and the other is 2D Baker map. To show the effectiveness of this method, we take some numerical experiments, including trajectory and phase space analysis, correlation analysis, period analysis, and complexity analysis. All the numerical results prove that the method can greatly improve the dynamics of digital chaotic maps and is quite competitive with other proposed methods. Furthermore, a simple pseudorandom bit generator (PRBG) based on digital Baker map is proposed to show its potential application. The proposed PRBG is completely constructed by the digital chaotic map, without any other complex operations. Several numerical results indicate that this PRBG has good randomness and high complexity level.

1. Introduction

Chaos has been widely used in many different kinds of scientific fields, including physics, biology, economics, and social science. Chaotic maps have several particular characteristics, such as sensitivity to initial condition and parameter, fast attenuation of autocorrelation, time domain-long range independence, random-like, aperiodicity, and high complexity, which have already received widespread attentions. Most of these characteristics are consistent with the requirements of cryptography. Therefore, constructing cryptosystems by using chaotic maps is widely studied in these decades [1–6].

According to essential structure and used methodologies, the encryption schemes using chaotic system are roughly divided into the following five parts: randomness-oriented chaos enhancement, single round of encryption, multiple rounds of encryption, encrypting multiple images simultaneously, and compression image encryption [7]. Among them, the appearance of randomness-oriented chaos enhancement is mainly due to the realization on a device with finite precision (such as computer); these particular properties of chaotic maps will not hold anymore. Since the precision is finite, the phase space of the chaotic map will be limited to a finite state space, and its trajectory will finally fall into a cycle inevitably. Accordingly, other properties will degrade as well. We call it dynamical degradation of chaotic maps [8, 9]. The chaotic map which is realized on finite precision device is called digital chaotic map.

Obviously, digital chaotic maps are not secure to construct cryptosystems anymore. Therefore, in order to reduce the dynamical degradation of digital chaotic maps, many different kinds of method are proposed. Overall, these methods can be divided into following six categories: (1) Enlarging the precision [10]: this method can expand the phase space of digital chaotic maps and, thus, extend the average period of chaotic trajectories. (2) Cascading multiple chaotic maps [2, 11]: this method can extend the period of chaotic trajectories, while its properties depend on the cascaded chaotic maps completely. (3) Switching multiple chaotic maps [12, 13]: the effectiveness of this method depends on the switching strategy. (4) Perturbing the chaotic
maps [14–18]: generally, this method is proved to be better than the first three methods [19]. This method can improve the dynamics of digital chaotic map by introducing an external perturbation source. However, the introducing of external perturbation source will certainly increase its cost. (5) Error compensation method [20]: this method tries to compensate the state of digital chaotic map to the original chaotic map. However, the parameter space of this method is always small, and the compensated digital chaotic map cannot be driven to display desirable properties [21]. (6) Feedback control method [22]: this method uses a state function to control the state variable of digital chaotic maps. However, this method cannot improve the properties of digital chaotic maps significantly without other auxiliary methods.

Motivated by the summary above, in this paper, we proposed a novel effective method to reduce the dynamical degradation of digital chaotic maps. This method is composed of linear feedback control and parameter perturbation. The state variable of the digital chaotic map is used to construct a feedback function and a parameter perturbation function to control the next state and the system parameter, respectively. In order to increase the uncertainty of digital chaotic map, the time-delay state variable is used in these two control functions. In this paper, two examples are presented to show the effectiveness of our method, including 1D logistic map and 2D Baker map. Numerical experiments show that this method can greatly improve the performances of digital chaotic maps, which means that the dynamical degradation of digital chaotic maps can be reduced effectively. Moreover, the performance of this improved digital chaotic map is better than other proposed remedies, which implies that this method is quite competitive. Overall, the significant advantages of this method can be described as follows:

(1) This method is more effective than other proposed methods in improving the chaotic complexity of digital chaotic maps.

(2) This method is universal for all different digital chaotic maps, including 1D maps and high-dimensional maps.

(3) The external source is not necessary here, which implies that this method is much easier to implement than some other remedies [15, 16, 18].

Our method has more potential in cryptographic applications. To prove this viewpoint, in this paper, we also propose a simple PRBG based on the improved digital chaotic map. The proposed PRBG is constructed directly based on the improved digital Baker map, without any other complex operations. Some numerical simulations show that the generated bit sequence has good randomness and high security level.

The rest of this paper is organized as follows. In Section 2, the digital chaotic model with time-delay linear feedback and parameter perturbation is proposed. The improved 1D logistic map and 2D Baker map with several numerical experiments are presented in Sections 3 and 4, respectively. In Section 5, a simple PRBG based on improved digital Baker map is presented, as well as some randomness and security analysis. Finally, Section 6 concludes the whole paper.

2. Digital Chaotic Model with Time-Delay Linear Feedback and Parameter Perturbation

A general chaotic map can be described as

\[ x_{i+1} = f(p, x_i), \]

where \( x_i \in X \) is the state variable and \( p \) is the control parameter. According to equation (1), we have that the state \( x_{i+1} \) is completely determined by the current state \( x_i \). Once an initial value \( x_0 \) is given, a corresponding sequence \( \{x_i\} \) can be generated. The map \( f \) will be chaotic when the parameter \( p \) is in the suitable domain \( A \). Theoretically, the chaotic sequence \( \{x_i\} \) is aperiodic and random-like and has a high complexity. Based on these good characteristics, chaotic maps are widely used in some security fields, including cryptography.

However, when the chaotic map is realized on computer, it will be limited by the finite precision. The general digital chaotic map realized on computer can be written as

\[ x_{i+1} = FL(f(p, x_i)), \]

where FL denotes the precision function. Limited by function FL, the state space \( X \) will be finite. It indicates that the case \( x_0 = x_1 \) is inevitable along with the iteration of equation (2), where \( k \) and \( l \) are the iterative steps. As the state \( x_{i+1} \) is completely determined by \( x_i \), spontaneously, we will have \( x_{k+l} = x_{k+1}, x_{k+2} = x_{k+2}, \ldots \). Therefore, the sequence becomes periodic with a period \( l-k \) (we assume \( l \geq k \)). Furthermore, the randomness and complexity will also degrade, which makes the chaotic map not secure anymore.

To solve this problem, in this paper, we propose a novel method to reduce the dynamical degradation of digital chaotic maps, whose mathematical model can be described as

\[ x_{i+1} = FL(f(h(x_{i-1}, x_{i-2}, \ldots, x_{i-s}), x_i) + g(x_{i-3}, x_{i-2}, \ldots, x_{i-t})), \]

where \( h \) denotes the parameter perturbation function (PPF) and \( g \) denotes the linear feedback function (LFF). Both \( h \) and \( g \) are the functions of delayed states. \( s \) and \( t \) denote the cardinal numbers of delayed states of PPF and LFF. This model can reduce the dynamical degradation of digital chaotic maps effectively due to the following advantages:

(1) With the introduction of PPF, the control parameter is varying along with the iteration. This means that the parameters are always different at each iteration. Therefore, the generated sequence will become non-stationary. Obviously, the nonstationary chaotic sequence is much more difficult to predict and analyze and is more complex than the stationary sequence [23].

(2) In mode (3), a LFF is introduced. The function can be regarded as a perturbation of state variable. With the perturbation of state variable, the chaotic trajectory will not only be generated by the function \( f \). The function \( g \) can disrupt the state space of chaotic map \( f \), which makes the model much more complex.

(3) Both PPF and LFF are the functions of delayed states. With the introduction of delayed states, the state \( x_{i+1} \) will be determined not only by \( x_i \) but also by some
delayed states. It is evidently effective in expanding the period. Generally, even if \( x_k = x_{i1} \), the equation \( x_{k+1} = x_{i+1} \) will not hold since their delayed states \( x_{k-1}, x_{k-2}, x_{k-3}, \ldots \) may be different. Therefore, the trajectory will not fall into a cycle once \( x_k = x_{i1} \), unless their delayed states of PPF and LFF are all the same. It is a definite improvement of equation (2).

In practical use, the most pivotal issue for this method is the construction of PPF and LFF. It should be noted that although the construction of PPF and LFF is not unique, some necessary conditions should be satisfied to make the model valid.

1. The PPF is used to vary the control parameter of chaotic map. The range of the PPF should be a subset of chaotic parameter domain \( A \). Otherwise, the map \( f \) will not be chaotic. PPF is a function of delayed variable \( x_{k-1}, x_{k-2}, \ldots, x_{k-p} \). Given that the basic idea is the same, in this paper, we make the PPF only relate to the delayed variable \( x_{k-1} \); thus, it can be written as \( h(x_{k-1}) \).

2. The LFF is used to perturb the state variable of chaotic map. All the chaotic maps are bounded; therefore, the function value of \( f + g \) should also be located in the state space \( X \). In this paper, we use modular operation to ensure this condition can be satisfied. The same as PPF, we only consider the case \( g(x_{k-1}, x_{k-2}, \ldots, x_{k-2}) = g(x_{k-2}) \) for convenience, which indicates that the LFF is only related to one delayed variable \( x_{k-2} \).

**Remark 1.** Compared with some other remedies [15, 16, 18], our proposed digital chaotic model does not require any external systems, which is much easier to implement. Furthermore, the effect of our method is no worse than these complex models, but even better. Some comparisons will be shown in the numerical experiments to prove this viewpoint.

**Remark 2.** From equation (3), we can find that this model has no restrictions on chaotic maps. It indicates that our remedy is universal to all chaotic maps. In the next two sections, 1D logistic map and 2D Baker map are used to show the effectiveness of our method.

**Remark 3.** In [22, 24], the time-delayed variables are also used. In [22], the delayed variable is used to control the state, and in [24], the delayed variable is used to control the parameters. The delayed variable used in these two remedies can improve the digital chaotic maps to a certain extent, but their effects are not as well as ours. We will compare our method with these two remedies in the following sections.

### 3. Improved Digital Logistic Map

The basic model of logistic map realized on finite device can be described as

\[
x_{i+1} = FL(f(a, x_i)) = FL(ax_i(1 - x_i)),
\]

where \( x \in (0, 1) \) is the state variable and \( a \) is the control parameter. If \( a \) is in \((3.5699, 4] \), map \( f \) will be chaotic. Under the influence of precision function \( FL \), dynamical degradation is inevitable. Based on the proposed method above, we use the following PPF and LFF to improve its dynamics:

\[
\begin{align*}
  h(x_{i-1}) &= b + (4 - b)x_i^2, \\
  g(x_{i-2}) &= cx_{i-2},
\end{align*}
\]

where parameter \( b \in [3.6, 4] \) and \( c \) is linear feedback coefficient. In order to make the variable state \( x \) bounded, we add a modulator operation in our model. The improved digital logistic map can be written as

\[
x_{i+1} = FL\left((b + (4 - b)x_{i-1}^2)x_i(1 - x_i) + cx_{i-2}\right) \text{ mod } 1.
\]

Next, some characteristics are analyzed to highlight the effectiveness of this method.

We set \( a = b = 3.99 \), \( x_0 = 0.2145 \), \( x_1 = 0.2458 \), and \( x_2 = 0.365 \) in the following numerical experiments unless otherwise specified. The largest precision is set at \( 2^{-12} \). The linear feedback coefficient \( c \) will affect the complexity of equation (7). Here, we use perturbation entropy (PE) to help us to select the most appropriate \( c \). PE is a natural complexity measure proposed by Bandt and Pompe [25], which measures the uncertainty of different orderings. Figure 1 depicts the PE value of sequences generated by equation (7) with different \( c \). From Figure 1, we can find that the PE will firstly increase with \( c \) and then approach to be stable since \( c = 2 \). Therefore, we always choose \( c = 2 \) in equation (7).

Next, we use some characteristics to highlight the effectiveness of this method, including trajectory, phase space, autocorrelation function, period, complexity, and state-mapping network [26].

#### 3.1. Trajectory and Phase Space

The trajectories of equations (4) and (7) are depicted in Figures 2(a) and 2(b), respectively. From Figure 2(a), we can find that, after about 20 iterations, the trajectory will fall into a cycle with a short period, which indicates that the dynamics has been degenerated, while Figure 2(b) shows that the trajectory of equation (7) will still keep random-like after 1000 iterations with no period, which indicates that the period has been extended. Figures 3(a) and 3(b) show the phase space of equations (4) and (7), respectively. As Figure 3(a) shows, the phase space of equation (4) presents a parabolic shape, with an obvious structural feature, while the phase space of equation (7) is randomly distributed in the whole space. The space phase of equation (7) has no obvious structural feature, which makes the improved digital logistic map more complex.

#### 3.2. Autocorrelation Function

Autocorrelation function is always used as a randomness measure. The autocorrelation should be delta function for an ideal random sequence.
Figures 4(a) and 4(b) depict the autocorrelation functions of sequences generated by equations (4) and (7), respectively. From Figure 4(b), we can see that the autocorrelation function of the sequence generated by equation (7) is decreased rapidly with the interval increases, which indicates that the sequence generated by equation (7) can be considered as a good random sequence, while the sequence generated by equation (4) is not.

3.3. Period Analysis. Periodicity is the most important measure to evaluate the effectiveness of a remedy of digital chaotic maps. Here, we vary the computer precision from $2^{-4}$ to $2^{-15}$. The period analysis of the sequences generated by equations (4) and (7) is shown in Table 1. In this test, the length of the sequences is $10^6$. All period results are calculated by averaging the periods of 10 sequences which are generated by 10 different initial conditions. From Table 1, we can find that the period of the sequences generated by equation (7) is always larger than that of equation (4), which proves that our method can greatly extend the period of original digital chaotic map. Furthermore, since the largest precision is larger than $2^{-10}$, the period cannot be detected anymore. Compared to other remedies, our results are very competitive. In [22, 24], the period can still be detected when the largest precision is $2^{-12}$, which is worse than our results.

3.4. Complexity Analysis. In this experiment, we use approximate entropy (ApEn) and PE to measure the complexity of the generated sequences by equations (4) and (7). ApEn measures the probability of new patterns generated in sequences with embedding dimension growth [27]. Set $a = b = 3.95$. The results of ApEn are shown in Figure 5. From Figure 5, we can see that the ApEn of the sequence generated by equation (7) is much larger than the ApEn of the sequence generated by equation (4) under the same precision, which implies that our method can greatly improve the complexity of original digital logistic map. Compared with the results in [22, 24], our method is also much better in enhancing the complexity of chaotic map; see Figure 5 as well. The PE analysis is shown in Figure 6. From Figure 6, we can obtain several similar results as ApEn analysis. The PE of the sequence generated by equation (7) is much larger than the PE of the sequence generated by equation (4) and Refs. [22] and [24] under the same precision, which also indicates that our method is more effective in improving the complexity of digital chaotic map.

3.5. State-Mapping Network [26]. For the state-mapping network, perturbing the state is to jump from a walk path in an SMN to another one, and the control parameters are to walk from a path of an SMN corresponding to one control parameter to that corresponding to another one with a timely jump, essentially. Hence, perturbing the state and the control parameters can indeed improve the randomness of chaotic maps. Figure 7 shows the state-mapping networks of the sequence generated by the original logistic mapping and the improved one, respectively. The largest precision is set at $2^{-5}$. From the figure, we can conclude that the average length of the orbit of the SMN of improved map is larger than that of the original map, which indicates the effectiveness of our method.

4. Improved Digital Baker Map

Besides 1D logistic map, in this section, we use the following 2D digital Baker map as an example to show the effectiveness of our method as well,

$$
\begin{align*}
\left(x_{i+1}, y_{i+1}\right) &= \begin{cases} 
\text{FL} \left( \frac{x_i}{a}, ay_i \right), & 0 < x \leq a, \\
\text{FL} \left( \frac{x_i - a}{1 - a}, (1 - a)y_i + a \right), & a < x \leq 1,
\end{cases} 
\end{align*}
$$

(8)

where $a \in (0, 1)$ is the chaotic control parameter. The PPF is selected as

$$
\begin{align*}
h(x_{i-1}, y_{i-1}) &= bx_{i-1} + by_{i-1} + 1 - 2b,
\end{align*}
$$

(9)

where $b$ is the parameter in the interval (0, 0.5) to satisfy the necessary condition. The LFF is selected as the same as equation (6). With a modulator operation, the improved digital Baker map can be described as
In order to select a suitable linear feedback coefficient $c$, PE is also used here as a guideline. The PE value of sequences generated by equation (10) with different $c$ is depicted in Figure 8. As Figure 8 shows, since $c = 2.5$, the PE
Figure 4: The autocorrelation functions of (a) equation (4) and (b) equation (7).

Table 1: Period analysis of equations (4) and (7).

| Precision | Equation (4) | Equation (7) | Precision | Equation (4) | Equation (7) |
|-----------|--------------|--------------|-----------|--------------|--------------|
| $2^{-4}$  | 2            | 3            | $2^{-10}$ | 37           | Undetected   |
| $2^{-5}$  | 5            | 34           | $2^{-11}$ | 21           | Undetected   |
| $2^{-6}$  | 4            | 190          | $2^{-12}$ | 83           | Undetected   |
| $2^{-7}$  | 5            | 1682         | $2^{-13}$ | 7            | Undetected   |
| $2^{-8}$  | 16           | 1511         | $2^{-14}$ | 131          | Undetected   |
| $2^{-9}$  | 8            | 8569         | $2^{-15}$ | 259          | Undetected   |

Figure 5: The ApEn analysis of sequences generated by equations (4) and (7) and Refs. [22] and [24].

Figure 6: The PE analysis of sequences generated by equations (4) and (7) and Refs. [22] and [24].
will reach its maximum value and becomes stable approximately. Therefore, in this section, we always choose $c = 2.5$ in equation (10).

To prove the effectiveness of our method, we also use trajectory, phase space, autocorrelation function, period, and complexity measure to evaluate the dynamics of equation (10). In all these numerical experiments, we set $a = b = 0.49$, $x_0 = 0.214$, $x_1 = 0.547$, $x_2 = 0.651$, $y_0 = 0.654$, $y_1 = 0.782$, and $y_2 = 0.982$ unless otherwise specified. The largest precision is set at $2^{-12}$. All the experiment methods are similar to the experiments in Section 3. Without loss of generality, we only use the $x$-dimensional state variable in some experiments to avoid redundancy.

4.1. Trajectory and Phase Space. The trajectories of equations (8) and (10) are depicted in Figures 9(a) and 9(b), respectively. As Figure 9(a) shows, the trajectory of equation (8) will quickly fall into a cycle after less than 60 iterations, while Figure 8(b) implies that the trajectory of equation (10) is disordered which can be regarded as a random sequence. Figure 10 shows the phase space of equations (8) and (10). By comparison, the phase space of equation (8) is much sparser than the phase space of equation (10). This is because the period of (8) is very short, and the variable is repeated without creating new states, while the state variable of equation (10) has no period and can create more different states.
4.2. Auto-Correlation Function. The autocorrelation functions of equations (8) and (10) are shown in Figure 11. From Figure 11, we can have that the autocorrelation function of equation (10) is delta-like, which can be regarded as good randomness, but not the autocorrelation function of equation (8).

4.3. Period Analysis. Varying the computer precision from $2^{-4}$ to $2^{-15}$, the periods of the sequences generated by equations (8) and (10) are detected and shown in Table 2. As we can see from Table 2, the period can be extended greatly under the same precision. Since the largest precision is larger than $2^{-12}$, the period cannot be detected any more. In [24],
Figure 11: The autocorrelation functions of (a) equation (8) and (b) equation (10).

Table 2: Period analysis of equations (8) and (10).

| Precision | Equation (8) | Equation (10) | Precision | Equation (8) | Equation (10) |
|-----------|--------------|---------------|-----------|--------------|---------------|
| 2⁻⁴       | 1            | 19            | 2⁻¹⁰      | 34           | 10920         |
| 2⁻⁵       | 1            | 91            | 2⁻¹¹      | 21           | 6346          |
| 2⁻⁶       | 3            | 245           | 2⁻¹²      | 42           | Undetected    |
| 2⁻⁷       | 5            | 308           | 2⁻¹³      | 128          | Undetected    |
| 2⁻⁸       | 19           | 973           | 2⁻¹⁴      | 193          | Undetected    |
| 2⁻⁹       | 5            | 3127          | 2⁻¹⁵      | 306          | Undetected    |

Figure 12: The ApEn analysis of sequences generated by equations (8) and (10), and Ref. [24].

Figure 13: The PE analysis of sequences generated by equations (8) and (10), and Ref. [24].
the period cannot be detected since the precision is larger than $2^{-16}$. Therefore, our method can significantly extend the period of the original digital Baker map and is competitive with other proposed methods.

4.4. Complexity Analysis. The ApEn and PE of the sequences generated by equations (8) and (10) and Ref. [24] are plotted in Figures 12 and 13, respectively. These two figures show that the complexity of the improved system equation (10) is much larger than the complexity of original digital Baker map under the same precision and is also larger than the complexity of the proposed system in [24], which concludes that our method can greatly improve the complexity of digital chaotic maps.

5. A Novel PRBG Based on Improved Logistic Map

In order to show the practical usage of our method, in this section, we design a simple PRBG based on the improved digital Baker map as an example. This example proves that the method proposed in this paper can be used in many different scientific fields, especially cryptography.

The basic scheme of the simple PRBG is shown in Figure 14, and its mathematical model can be described as

\[
\begin{align}
  a_i &= 10^5 \cdot x_i \mod 256, \\
  b_i &= 10^5 \cdot y_i \mod 256, \\
  z_i &= a_i \oplus b_i.
\end{align}
\]

Here, \(x_i\) and \(y_i\) are the state variables of (10). \(\{z_i\}\) is the generated pseudorandom bit sequence. From this model, we can see that the bit sequence is completely determined by (10); no other complex operations are added here. Thus, the randomness of \(\{z_i\}\) totally depends on the characteristics of the improved Baker map. Next, we will do some numerical experiments to show that the generated bit sequence has a good randomness and high security level which can be used in cryptography.

5.1. Randomness Analysis. Currently, several statistical tests have been provided to measure the randomness of bit sequences, including Beker and Piper’s statistical test [28], FIPS140-1 statistical test [29], Crypto-XS statistical test suite [30], and NIST statistical test [31]. Among all these test suites, the NIST’s statistical test suite may be the most popular randomness test which has been regarded as an industrial random number standard. The NIST test suite is a statistical package comprising 16 tests that are developed to test the randomness of binary sequences produced by either hardware or software based cryptographic random or PRBGs. These tests focus on a variety of different types of non-randomness that could exist in a binary sequence. In the NIST statistical tests, the significance level is set at 0.01. A bit string is said to pass the test if and only if \(P\) value \(\geq 0.01\). Once the \(P\) value of all tests is larger than 0.01, the sequence can be regarded as random. In this test, 500 sequences are generated by using different initial conditions, which are selected randomly. Table 3 shows the NIST test results are all larger than 0.01. Hence, we can conclude that the generated bit sequences have passed all the statistical tests, which implies good randomness.

5.2. Key Space Analysis. The key space of a PRBG should be larger than \(2^{128}\) to be secure in cryptographic use. Set the largest precision to be \(10^{-7}\). In this PRBG, the initial values \(x_0, x_1, x_2, y_0, y_1 \in (0, 1)\) and the parameter \(b \in (0, 0.5)\) can be selected as the secret keys. Therefore, the key space of this PRBG equals \(0.5 \times 10^{18}\); this result indicates that the key space of our PRBG is large enough to resist all kinds of brute-force attacks, which can satisfy the cryptographic requirement. Furthermore, the key space of this PRBG is also larger than the key space of the recently proposed PRBGs in [15, 32], which are \(2^{184}\) and \(2^{199}\), respectively. Therefore, our PRBG is competitive with other proposed chaotic PRBGs in this sense.

5.3. Key Sensitivity Analysis. To resist differential attack (chosen-plaintext attack), the output sequence should be sensitive enough to the secret keys. In this test, we change the secret keys of the PRBG slightly by only \(10^{-14}\) to generate two different bit sequences. Then, compare these two-bit sequences bit by bit. The length of the sequences is \(10^6\) bits. The variance ratio is denoted by \(V\); the results are shown in Table 4. As Table 4 shows, the variance ratios are all close to 50\% for the secret keys, which implies that the PRBG is

![Figure 14: The basic scheme of the proposed PRBG based on equation (10).](image)

| Test index                        | Passing ratio | Mean value of \(P\) values |
|----------------------------------|---------------|----------------------------|
| Approximate entropy              | 0.996         | 0.406268                   |
| Block frequency                  | 0.996         | 0.198724                   |
| Cumulative sums                  | 0.994         | 0.356497                   |
| FFT                              | 0.997         | 0.491376                   |
| Frequency                        | 0.999         | 0.209782                   |
| Linear complexity                | 0.998         | 0.406798                   |
| Random excursions                | 0.996         | 0.204886                   |
| Random excursions variant        | 0.999         | 0.375429                   |
| Longest runs of ones             | 0.995         | 0.203973                   |
| Overlapping template of all ones | 0.997         | 0.487922                   |
| Rank                             | 0.997         | 0.379849                   |
| Runs                             | 0.998         | 0.421798                   |
| Serial                           | 0.998         | 0.379845                   |
| Universal statistical           | 0.999         | 0.264978                   |
| Lempel-Ziv compression test      | 0.996         | 0.239871                   |
improve the dynamic degradation of digital chaotic mapping to prolong its period. In this paper, we use parameter perturbation and time-delay linear feedback to suppress the dynamic degradation of digital chaotic mapping to improve the security of encryption algorithm. The numerical results of two examples, including 1D logistic map and 2D Baker map, show that our method can significantly improve the dynamic characteristics of digital chaotic mapping and is competitive with other methods. The introduction of parameter perturbation, linear feedback, and time-delay variables provides a new research direction for how to suppress the dynamic degradation of digital chaotic maps. In order to prove that the improved map can be applied to the encryption algorithm, we designed a simple PRBG and analyzed its performance, concluding that the improved chaotic mapping can greatly improve the security of the image encryption algorithm, which is of great significance to suppress the degradation of digital chaotic mapping and improve the security of the image encryption algorithm.
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