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1. INTRODUCTION

1.1. Let $X$ be a smooth proper scheme $X$ over a field $k$ of characteristic 0, $G$ an algebraic group over $k$ and $p : P \to X$ a $G$-torsor over $X$. Consider the following deformation problems.

Problem 1. Flat deformations of $X$.

Problem 2. Flat deformations of the pair $(X, P)$.

Problem 3. Deformations of $P$ ($X$ being fixed).

According to Grothendieck, one can assign to a deformation problem of the above type a sheaf of Lie algebras over $X$ which can be defined as "a sheaf of infinitesimal automorphisms" of the corresponding deformation functor (cf. Section 8).

Let us describe the sheaves corresponding to our problems. For Problem 1 it is a tangent sheaf $\mathcal{A}_1 = T_X$. For Problem 2 it is a sheaf $\mathcal{A}_2 = \mathcal{A}_P$ defined as follows. For a Zariski open $U \subset X$, $\Gamma(U, \mathcal{A}_P)$ is the space of $G$-invariant vector fields on $p^{-1}(U)$. The map $p$ induces (epimorphic) map $\epsilon : \mathcal{A}_P \to T_X$. For Problem 3, $\mathcal{A}_3 = g_P := \ker(\epsilon)$. The last sheaf may be also defined as a sheaf of sections of a vector bundle associated with $P$ and the adjoint representation of $G$ on its Lie algebra. Note that the sheaves $\mathcal{A}_i$ are locally free $\mathcal{O}_X$-modules of finite type (but the bracket is not $\mathcal{O}_X$-linear for $i = 1, 2$).

Suppose that $H^0(X, \mathcal{A}_i) = 0$. Then it is known that there exists a universal formal deformation space $\mathfrak{S}_i = \text{Spf}(R_i)$ for Problem $i$ (see Section 8). Here $R_i$ is a complete local $k$-algebra with residue field $k$. Let $m_{R_i}$ denote its maximal ideal. We have the Kodaira-Spencer isomorphism

$$\kappa^1 : T_{\mathfrak{S}_i, s} = \left( m_{R_i} / m_{R_i}^2 \right)^* \isom H^1(X, \mathcal{A}_i)$$

(1)

describing the tangent space of $\mathfrak{S}_i$ at the closed point $s$.

The main goal of the present paper is to describe, in case when $\mathfrak{S}_i$ is smooth, the whole ring $R_i$ in terms of the sheaf $\mathcal{A}_i$.

1.2. To formulate the answer, we need a certain cohomological construction. Let $g$ be a sheaf of $k$-Lie algebras over $X$ which is also a quasicoherent $\mathcal{O}_X$-module. Consider an affine open covering
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$U$ of $X$ and the corresponding complex of Čech cochains $\check{C}(U, \mathfrak{g})$. Using a generalization of Thom-Sullivan construction \(^1\) used in Rational homotopy theory one can construct (see Section 5) a certain differential graded Lie algebra $R\Gamma_{Lie}(X, \mathfrak{g})$ canonically quasi-isomorphic to $\check{C}(U, \mathfrak{g})$. This dg Lie algebra does not depend, up to (essentially) unique quasi-isomorphism, on a covering, hence we omit it from the notation.

Now one can apply to $R\Gamma_{Lie}(X, \mathfrak{g})$ the Quillen functor $C$ (which is a generalization to dg Lie algebras of the Chevalley complex computing the homology of a Lie algebra with trivial coefficients) and get the complex $C(R\Gamma_{Lie}(X, \mathfrak{g}))$. This complex carries the canonical increasing filtration $\{F_nC(R\Gamma_{Lie}(X, \mathfrak{g}))\}$ with graded quotients isomorphic to symmetric powers $S^n(R\Gamma_{Lie}(X, \mathfrak{g})[1])$ (for details, see 2.2). Let us define homology spaces $H^i_{Lie}(R\Gamma_{Lie}(X, \mathfrak{g})) := H^{-i}(C(R\Gamma_{Lie}(X, \mathfrak{g})))$ and $F_nH^i_{Lie}(R\Gamma_{Lie}(X, \mathfrak{g})) := H^{-i}(F_nC(R\Gamma_{Lie}(X, \mathfrak{g})))$.

These spaces depend only on $X$ and on the sheaf $\mathfrak{g}$. We have evident maps

\[
\ldots \rightarrow F_{n-1}H^i_{Lie}(R\Gamma_{Lie}(X, \mathfrak{g})) \rightarrow F_nH^i_{Lie}(R\Gamma_{Lie}(X, \mathfrak{g})) \rightarrow F_nH^i_{Lie}(R\Gamma_{Lie}(X, \mathfrak{g})) \rightarrow \ldots \rightarrow H^i_{Lie}(R\Gamma_{Lie}(X, \mathfrak{g}))
\]

and

\[
F_nH^i_{Lie}(R\Gamma_{Lie}(X, \mathfrak{g})) \rightarrow H^{n-i}(\Lambda^iR\Gamma_{Lie}(X, \mathfrak{g}))
\]

($\Lambda^i$ denotes the exterior power).

1.3. Return to the assumptions 1.1. Pick $i = 1, 2$ or 3. Recall that we suppose that $H^0(X, \mathcal{A}_i) = 0$. Suppose also that $\mathcal{G}_i$ is smooth i.e. isomorphic to a formal power series ring over $k$.

Let $R^*_i$ denote the space of continuous $k$-linear maps $R_i \rightarrow k$ ($k$ is equipped with the discrete topology). The main result of this paper is (see Thm. 8.3).

1.3.1. **Theorem.** One has compatible canonical isomorphisms

\[(2) \quad \kappa : R^*_i \xrightarrow{\sim} H^0_{Lie}(R\Gamma_{Lie}(X, \mathcal{A}_i));\]

\[(3) \quad \kappa^{\leq n} : (R_i/m^{n+1}_i)^* \xrightarrow{\sim} F_nH^0_{Lie}(R\Gamma_{Lie}(X, \mathcal{A}_i))\]

After passing to the graded quotients, isomorphisms $\kappa^{\leq n}$ induce isomorphisms

\[S^n(T_{\mathcal{E}_i,s}) \cong (m^n/m^{n+1})^* \xrightarrow{\sim} H^n(\Lambda^n R\Gamma_{Lie}(X, \mathcal{A}_i)) \cong S^nH^1(X, \mathcal{A}_i)\]

which coincide with $(-1)^n\kappa^1$.

\(^1\)introduced in [HLHA]
1.4. Let us describe the contents of the paper in a more detail.

Our construction of the isomorphism $\kappa$ is based on the construction of higher Kodaira-
Spencer morphisms — they are relative versions of (2). Similarly to a usual KS map they
are not necessarily isomorphisms and are defined for arbitrary — not necessarily universal —
deformation\(^2\).

In the same way as the usual KS map comes from a certain boundary homomorphism of a short
exact sequence of complexes, our higher KS map comes from a map, which we call connecting
morhism. It arises from an extension of *dg Lie algebras*

$$0 \rightarrow g \rightarrow a \rightarrow t \rightarrow 0$$

and maps the enveloping algebra of the cone of the map $g \rightarrow a$ (which is quasi-isomorphic to
$U(t)$) to the standard complex $C(g)$. The construction is given in Section 2, cf. 2.3.3.

For applications we need a generalization of this construction to *dg Lie algebroids*. The simplest
example of a sheaf of Lie algebroids is the tangent sheaf $\mathcal{T}_S$ over a variety $S$. We borrow
their definition from [BB] and [BFM]. Following loc.cit., one defines an analogue of enveloping
algebra for Lie algebroids — we call them *twisted enveloping algebras*. For example, the twisted
enveloping algebra of $\mathcal{T}_S$ will be the sheaf $\text{Diff}_S$ of differential operators provided $S$ is smooth.
These sheaves are sources of higher KS maps. Section 3 generalizes the principal construction
of Section 2 to (sheaves of) dg Lie algebroids.

The construction of connecting morphisms is our first point. (They may be of an independent
interest.)

Section 4 is technical; we discuss there some basic properties of differential operators on formal
schemes.

1.5. In Sections 5 and 6 we develop certain formalism of *Homotopy Lie algebras*. We define
there for (locally noetherian) schemes $X$ categories $\text{Holie}_{qc}(X)$ which contain sheaves of dg Lie
algebras with bounded cohomology and flat quasicoherent components, and have good functorial
properties. For example, the functor $R\Gamma^\text{Lie}$ mentioned in 1.2 is a particular case of the *direct
image* functor — its construction is the main result of these Sections.

Although it is a technical tool, we regard the contents of Sect. 5 and 6 as a *second main
outcome* of the present paper.

We believe that unlike usual types of algebras, *Homotopy Lie algebras* are correctly defined
only as objects of appropriate *Homotopy categories*. The main property one needs from them
is good functorial behaviour. This is what Thom-Sullivan functor does. The success of the
construction is due to the fact that Thom-Sullivan functor has excellent exactness, base change,
etc. properties. They are proved in 6.

Another approach to the definition and functoriality of Homotopy Lie algebras has been de-
veloped in [HLA]. In *loc.cit.* a HLA was a ”dg Lie algebra up to higher homotopies”. There are
strong indications that both definitions give rise to equivalent Homotopy categories.

\(^2\)this idea is used in [BS]
It seems that one can use also cosimplicial Lie algebras for the construction of the same Homotopy category. From this point of view, different versions of HLA are nothing but different "models" of these Homotopy categories. We believe that every "model" might be useful in applications.

Of course these remarks apply also to other types of algebras.

1.6. In Section 7 we take all the results together and start the machine of Section 3 which cooks up higher KS maps for us. In Section 8 we discuss universal formal deformations.

1.7. One can generalize the above approach and get a description of sheaves of differential operators on moduli spaces acting on natural vector bundles (for example, determinant bundles) in terms of Lie algebra homology (with non-trivial coefficients). For example, for operators of order \( \leq 1 \) on determinant bundles one gets a result equivalent to [BS].

Also there are strong indications that combining our description with Serre duality it is possible to get a "global counterpart" of the results of [BD].

We will return to these subjects in future publications.

1.8. The general main idea that

the completion of a local ring of a moduli space at a given point \( X \) is isomorphic to the dual of the 0-th homology group of the "Lie algebra of infinitesimal automorphisms of \( X \"

was spelled out very clearly a few years ago by Drinfeld, Deligne, Feigin (cf. [D], [De2], [F]). We knew this idea from Drinfeld.

For deformations of complex structures a result analogous to Theorem 1.3.1 was proven in [GM2] (by different argument).

The present paper develops further the results of [HDT]. Note also some recent related work: [EV], [R].

This paper owes much to various ideas of A. Beilinson and V. Drinfeld. We express to them our deep gratitude. We thank H. Esnault, V. Ginzburg and E. Viehweg for useful discussions.

We are especially grateful to Professor Han Sah who made possible several visits of V.H. to Stony Brook.

2. ENVELOPING ALGEBRAS AND STANDARD COMPLEXES

2.1. Preliminaries.

2.1.1. Let us fix some notations and sign conventions (cf. [De1], 1.1).

Throughout this Section we fix a commutative ground ring \( k \) of containing \( \mathbb{Q} \).

\( \text{Mod}(k) \), \( \text{Gr}(k) \) will denote a category of \( k \)-modules and that of \( \mathbb{Z} \)-graded \( k \)-modules respectively. \( \mathcal{C}(k) \) denotes the category of complexes of \( k \)-modules (all differentials have degree +1). We have an obvious forgetful functor \( \mathcal{C}(k) \rightarrow \text{Gr}(k) \). If \( X \in \mathcal{C}(k) \) (or \( \text{Gr}(k) \)), \( x \in X^p \), we refer to \( p \) as to degree of \( x \), and denote it \( |x| \).
We identify \( k \)-modules with complexes concentrated in degree 0. If \( n \in \mathbb{Z}, X \in \mathcal{G}r(k), X[n] \) will denote the shifted module \( X[n]^p = X^{p+n} \). If \( X \in \mathcal{C}(k) \), we define \( X[n] \in \mathcal{C}(k) \) which is as above as a graded module, the differential being \( d_{X[n]} = (-1)^n d_X \).

A map of degree \( n \), \( f : X \to Y \) in \( \mathcal{C}(k) \) is by definition a morphism \( f : X \to Y[n] \) in \( \mathcal{G}r(k) \). For such an \( f \) we set \( df = d_Y \circ f + (-1)^n f \circ d_X : X \to Y[n+1] \).

The category \( \mathcal{C}(k) \) has a tensor structure — for \( X,Y \in \mathcal{C}(k), X \otimes Y \) is the usual tensor product of complexes over \( k \). We have natural associativity and commutativity isomorphisms

\[
(4) \quad a_{X,Y,Z} : (X \otimes Y) \otimes Z \sim X \otimes (Y \otimes Z), \quad (x \otimes y) \otimes z \mapsto x \otimes (y \otimes z)
\]

and

\[
(5) \quad R_{X,Y} : X \otimes Y \sim Y \otimes X
\]
defined by the formula \( R_{X,Y}(x \otimes y) = (-1)^{|x||y|} y \otimes x \).

This formula, as well as other formulas in the "dg world" are obtained by implementing the Quillen sign rule: "whenever something of degree \( p \) is moved past something of degree \( q \) the sign \( (-1)^{pq} \) accrues", [Q1], p. 209.

Isomorphisms (4) and (5) endow \( \mathcal{C}(k) \) with a structure of a symmetric monoidal category in the sense of MacLane, [M].

We have canonical shifting isomorphisms

\[
(6) \quad X[n] \otimes Y[m] \sim (X \otimes Y)[n+m]
\]
sending \( x \otimes y, x \in X^i, y \in Y^j \) to \((-1)^{im} x \otimes y\). (They may be obtained by identifying (following [De1], 1.1) \( X[n] \) with \( k[n] \otimes X \), and applying \( R_{X,k[m]} \)).

Algebras. The structure of a symmetric monoidal category allows one to define usual types of algebras in \( \mathcal{C}(k) \). We shall refer to them by adding "dg" to their original name. More specifically, we shall use the following algebras (cf. [Q1]).

— A dg Lie algebra is a complex \( X \) together with a bracket \( [\cdot,\cdot] : X \otimes X \to X \) which is skew symmetric, i.e. \( [\cdot,\cdot] \circ R_{X,X} = -[\cdot,\cdot] \), and satisfies the Jacobi identity

\[
[x,[y,z]] + (-1)^{|x||y|+|z|}[y,[z,x]] + (-1)^{|x|(|y|+|z|)}[z,[x,y]] = 0
\]

We shall denote \( D\text{glie} = D\text{glie}_k \) the category of dg Lie algebras over \( k \).

— A dg coalgebra is a complex \( X \) together with an coassociative comultiplication \( \Delta : X \to X \otimes X \) and a counit \( \epsilon : X \to k \). \( X \) is called cocommutative if \( \Delta = R_{X,X} \circ \Delta \). We shall denote \( D\text{gc} = D\text{gc}_k \) the category of cocommutative dg coalgebras over \( k \).

— A dg algebra is a complex \( X \) together with an associative multiplication \( \mu : X \otimes X \to X \) and the unit \( 1 \in X^0 \) (which may be considered as a map \( k \to X \)). \( X \) is called commutative is \( \mu = \mu \circ R_{X,X} \).

— A dg Hopf algebra is a complex \( X \) together with a multiplication \( \mu \), comultiplication \( \Delta \), a unit and a counit, making it a dg algebra and a dg coalgebra, and such that these two structures are compatible in the standard way. In particular, \( \Delta \) is a map of dg algebras, where the multiplication in \( X \otimes X \) is defined by the rule \( (x \otimes y)(x' \otimes y') = (-1)^{|y||x'|} xx' \otimes yy' \). \( X \) is
called (co)commutative if the underlying (co)algebra is. An element \( x \in X \) is called primitive if \( \Delta(x) = x \otimes 1 + 1 \otimes x \).

2.1.2. An element \( u \) of a dg coalgebra \( C \) is called group-like if the following conditions are fulfilled:

(i) \( du = 0 \) (ii) \( \Delta(u) = u \otimes u \) (iii) \( \epsilon(u) = 1 \in k \)

A group-like element \( u \in C \) defines a decomposition \( C = k \cdot u \oplus C^+ \) with \( C^+ = \ker(\epsilon) \). Let \( \pi_u : C \to C^+ \) be the projection onto the second summand.

For a positive integer \( n \) define the map

\[
\Delta^{(n)} : C \to C^\otimes n
\]

by induction on \( n \): set \( \Delta^{(1)} = \text{id}_C \), \( \Delta^{(n)} = (\Delta \otimes \text{id}_{C^\otimes (n-2)}) \circ \Delta^{(n-1)} \).

The choice of a group-like element \( u \) defines an increasing filtration \( F^u = \{ F^u_n \} \) of \( C \) by the formula

\[
F^u_n = \ker \left( C \xrightarrow{\Delta^{(n+1)}} C^\otimes n + 1 \xrightarrow{\pi_u \otimes 1} (C^+) \otimes n + 1 \right).
\]

**Definition.**

1. A group-like element \( u \in C \) is called a unit if the corresponding filtration \( F^u \) is exhaustive: \( C = \bigcup_{i=0}^\infty F^u_i \).

2. A unital coalgebra is a pair \( (C, 1_C) \) where \( C \) is a coalgebra and \( 1_C \in C \) is a unit in it.

The category \( \mathcal{D}gc^u(k) \) has as objects unital cocommutative dg \( k \)-coalgebras; a morphism in \( \mathcal{D}gc^u(k) \) is a coalgebra morphism preserving the units.

2.1.3. Let \( X \in \mathcal{C}(k) \). For an integer \( n \geq 1 \) denote \( T^n(X) \) its \( n \)-th tensor power \( X \otimes \ldots \otimes X \). Set \( T^0X = k \). The direct sum \( T(X) = \oplus_{n \geq 0} T^n(X) \) has a natural structure of a dg algebra — the tensor algebra of \( X \).

The commutativity isomorphisms (5) define the action of the symmetric group on \( n \) letters \( \Sigma_n \) on \( T^n(X) \). We denote \( S^n(X) \), \( \Lambda^n(X) \) the complexes of coinvariants (resp., coantiinvariants) of this action and \( \pi_{S,n} : T^n(X) \to S^n(X) \), \( \pi_{\Lambda,n} : T^n(X) \to \Lambda^n(X) \) the canonical projections.

For \( x_1, \ldots, x_n \in X \) we set

\[
x_1 \cdot \ldots \cdot x_n = \pi_{S,n}(x_1 \otimes \ldots \otimes x_n) \in S^n(X);
\]

\[
x_1 \wedge \ldots \wedge x_n = \pi_{\Lambda,n}(x_1 \otimes \ldots \otimes x_n) \in \Lambda^n(X)
\]

The projections \( \pi_{S,n}, \pi_{\Lambda,n} \) have canonical sections

\[
i_{S,n} : S^n(X) \to T^n(X), \quad i_{S,n}(x_1 \cdot \ldots \cdot x_n) = \frac{1}{n!} \sum_{\sigma \in \Sigma_n} \sigma(x_1 \otimes \ldots \otimes x_n)
\]

\[
i_{\Lambda,n} : \Lambda^n(X) \to T^n(X), \quad i_{\Lambda,n}(x_1 \cdot \ldots \cdot x_n) = \frac{1}{n!} \sum_{\sigma \in \Sigma_n} (-1)^{\sigma(1)} \sigma(x_1 \otimes \ldots \otimes x_n)
\]
The isomorphisms (6) induce canonical isomorphisms 
\[ a_n : T^n(X[1]) \cong T^n(X)[n] \]
such that for \( \sigma \in \Sigma_n \), \( a_n \circ \sigma = (-1)^{\lvert \sigma \rvert} \sigma \circ a_n \). After passing to coinvariants, we get canonical shifting (”d\'eclage”) isomorphisms

\[ \text{dec}_n : S^n(X[1]) \cong \Lambda^n(X)[n] \]

Explicit formula: for \( x_i \in X^{p_i}, \ i = 1, \ldots, n \),

\[ \text{dec}_n(x_1 \cdot \ldots \cdot x_n) = (-1)^{\sum (n-i)p_i} (x_1 \wedge \ldots \wedge x_n) \]

2.1.4. The direct sum \( S(X) = \sum_{n \geq 0} S^n(X) \) is naturally a commutative dg algebra. Let us define the counit \( S(X) \to k = S^0(X) \) as a canonical projection, and a map \( \Delta : S(X) \to S(X) \otimes S(X) \) by two conditions which characterize it uniquely:

(i) \( \Delta(x) = x \otimes 1 + 1 \otimes x \) for \( x \in X = S^1(X) \)
(ii) \( \Delta \) is a map of dg algebras.
This makes \( S(X) \) a commutative and cocommutative dg Hopf algebra, cf. [Q1], App B, 3.3.
The argument of loc.cit. shows that \( S(X) \) is a unital dg coalgebra with \( 1_{S(X)} = 1 \in k = S^0(X) \).
The corresponding filtration is \( F_i S(X) = \oplus_{p=0}^i S^p(X) \).

2.1.5. Universal property of \( S(X) \). Let \( C \in \mathcal{D}ge^n \) and suppose we are given a map of unital dg coalgebras \( f : C \to S(X) \). Set \( f_n = p_n \circ f : C \to S^n(X) \) where \( p_n : S(X) \to S^n(X) \) is the projection. We have \( f_0 = \epsilon_C \).

**Lemma.** For \( n \geq 1 \) we have

\[ f_n = \frac{1}{n!} \pi_{S,n} \circ f_1^\otimes \circ \Delta^{(n)} \]

**Proof.** This follows from the compatibility of \( f \) with the comultiplication. \( \square \)

As a consequence, we get

**Proposition.** ([Q1], App. B, 4.4) The assignment \( f \mapsto f_1 \) establishes a bijection between the set of all unital dg coalgebra maps \( f : C \to S(X) \) and the set of maps \( f_1 : C \to X \) in \( C(k) \) such that \( f_1(1_C) = 0 \).

This follows from the previous lemma and the remark that for \( x \in F_i C \) we have \( f_n(x) = 0 \) for \( n > i \). \( \square \)

2.1.6. Universal enveloping algebra. If \( g \) is a dg Lie algebra, its universal enveloping algebra \( U(g) \) is a dg algebra which is a quotient of the tensor algebra \( T(g) \) by the two-sided dg ideal generated by all elements

\[ xy - (-1)^{\lvert x \rvert \lvert y \rvert} yx - [x, y] \]

\( x, y \in g = T^1(g) \) homogeneous.
The composition \( g = T^1(g) \hookrightarrow T(g) \longrightarrow U(g) \) is injective; one identifies \( g \) with the subcomplex of \( U(g) \). Evidently, \( U(g) \) is generated by \( g \) as a dg algebra. We shall denote \( F(U(g)) \subset U(g) \) the subspace spanned by all products of \( \leq i \) elements of \( g \). We have \( F_0U(g) = k \cdot 1 \).

\( U(g) \) has a canonical structure of a unital cocommutative dg Hopf algebra, the comultiplication being defined uniquely by the requirement that \( g \) consists of primitive elements. (See [Q1] for details.) \( U(g)^+ \subset U(g) \) will denote the kernel of the counit (augmentation ideal); one has a canonical decomposition \( U(g) \cong k \cdot (1 \oplus U(g)^+) \).

### 2.2. Quillen standard complex.

#### 2.2.1. Let \( X \in C(k) \). Consider the dg coalgebra \( C(X) := S(X[1]) \). Using the d´ecalage isomorphisms we identify \( C(X) \) with \( \oplus_{n \geq 0} \Lambda^n(X)[n] \).

Let us write down the precise formula for the comultiplication in \( C(X) \). Let \( x_i \in X^{\alpha_i}, i = 1, \ldots, n \). For a finite subset \( I = \{p_1, \ldots, p_l\} \subseteq \{1, \ldots, n\}; \ p_1 < \ldots < p_l \), set

\[
    x_I = x_{p_1} \wedge x_{p_2} \wedge \ldots \wedge x_{p_l} \in \Lambda^I(X),\ x_\emptyset = 1,
\]

\( \tilde{I} := \{1, \ldots, n\} - I \). Then

\[
    \Delta(x_1 \wedge \ldots \wedge x_n) = \sum_I (-1)^{s(I)} x_I \otimes x_{\tilde{I}}
\]

(11)

where the summation is over all subsets \( I \subseteq \{1, \ldots, n\} \), and signs \( s(I) \) are defined by the rule

\[
    x_1 \wedge \ldots \wedge x_n = (-1)^{s(I)} x_I \wedge x_{\tilde{I}}
\]

For future, we shall denote this sign \( s(I; \alpha_1, \ldots, \alpha_n) \).

Set

\[
    C(X)^{pq} = (\Lambda^{-p}(X))^q
\]

(we agree that \( \Lambda^p = 0 \) for \( p < 0 \)). It is clear that \( C(X)^n = \oplus_{p+q=n} C(X)^{pq} \). The differential in \( C(X) \) has bidegree \((0, 1)\). For future, let us denote it \( d_H \). Note that \( d_H^{pq} : \Lambda^p(X)^n \longrightarrow \Lambda^{p+1}(X)^n \) is equal to \((-1)^p\) times the differential on \( \Lambda^p(X) \) induced by that on \( X \).

#### 2.2.2. Now suppose that \( g \) is a dg Lie algebra. Let us define maps

\[
    d_n : \Lambda^n(g) \longrightarrow \Lambda^{n-1}(g)
\]

by the formula

\[
    d_n(x_1 \wedge \ldots \wedge x_n) = \sum_{1 \leq i < j \leq n} (-1)^{s(i,j; \alpha_1, \ldots, \alpha_n)} [x_i, x_j] \wedge \overline{x_{(i,j)}}
\]

where \( x_i \in X^{\alpha_i} \).

In particular,

(i) the composition \( d_2 \circ \pi_{\wedge, 2} \) coincides with the bracket on \( g \).

Set

\[
    d_I^{pq} = (d_{-p})^q : C(g)^{pq} \longrightarrow C(g)^{p+1,q};\ d_I = \sum_{p,q} d_I^{pq}
\]
Set \( d = d_I + d_{II} \); it is an endomorphism of degree 1 of the graded \( k \)-module \( C(\mathfrak{g}) \).

**Proposition.** (a) The map \( d \) has the following properties.

(ii) \( d^2 = 0 \). In particular, \( d_I^2 = 0 \) and \( d_Id_{II} + d_{II}d_I = 0 \).

(iii) The comultiplication \( \Delta : C(\mathfrak{g}) \rightarrow C(\mathfrak{g}) \otimes C(\mathfrak{g}) \) is compatible with \( d \).

(b) Given \( d_{II} \), the differential \( d_I \) is uniquely determined by the properties (i), (ii), and (iii).

(c) Conversely, given \( d = d_I + d_{II} \) satisfying (ii) and (iii), define the bracket \( \mathfrak{g} \otimes \mathfrak{g} \rightarrow \mathfrak{g} \) as the composition \( (d_I)^{-2*} \circ \pi_{\Lambda,2} \). This endows \( \mathfrak{g} \) with the structure of a dg Lie algebra. \( \Box \)

So, for a dg Lie algebra \( \mathfrak{g} \) we get a unital cocommutative dg coalgebra \( C(\mathfrak{g}) \) which is called the standard complex of \( \mathfrak{g} \). It was introduced by Quillen, [Q1], App. B, no. 6.

2.2.3. *Maurer-Cartan condition.* Let \( A \) be a unital cocommutative dg coalgebra, and \( f : A \rightarrow C(\mathfrak{g}) \) be a map in \( \mathcal{D}gc^c \). Let us denote \( f_i : A \rightarrow S^i(\mathfrak{g}[1]) \) the composition \( p_i \circ f \) where \( p_i \) is the projection \( p_i : C(\mathfrak{g}) \rightarrow S^i(\mathfrak{g}[1]) \).

Define the map \( [f_1, f_1] : A \rightarrow \mathfrak{g}[2] \) in \( \mathcal{G}r(k) \) as follows: if \( x \in A \), \( \Delta(x) = \sum y_i \otimes z_i \), set \( [f_1, f_1](x) = \sum (-1)^{|y_i|} [f_1(y_i), f_1(z_i)] \).

On the other hand, consider \( df_1 = d_\mathfrak{g} \circ f_1 + f_1 \circ d_A : A \rightarrow \mathfrak{g}[2] \).

For \( x \in A \) we have \( f(dx) = f_0(dx) + f_1(dx) + \ldots \). Since \( f(dx) = d \circ f(x) = (d_I + d_{II}) \circ f(x) \), we have

\[
    f_1(dx) = d_I \circ f_2(x) + d_{II} \circ f_1(x) = d_I \circ f_2(x) - d_\mathfrak{g} \circ f_1(x)
\]

On the other hand, if \( \Delta(x) = \sum y_i \otimes z_i \), we have by 2.1.5

\[
    f_2(x) = \frac{1}{2} \sum f_1(y_i) \cdot f_2(z_i) = \frac{1}{2} \sum (-1)^{|y_i|+1} f_1(y_i) \wedge f_1(z_i)
\]

whence

\[
    d_I \circ f_2 = - \frac{1}{2}[f_1, f_1]
\]

Hence we get

\[
    df_1 + \frac{1}{2}[f_1, f_1] = 0
\]

— the Maurer-Cartan equation.

Let us denote \( MC(A, \mathfrak{g}) \) the set of all maps \( f_1 : A \rightarrow \mathfrak{g}[1] \) in \( \mathcal{G}r(k) \) satisfying (12) and such that \( f_1(1_A) = 0 \).

2.2.4. **Proposition.** ([Q1], App. B, 5.3) The assignment \( f \mapsto f_1 \) yields a bijection

\[
    \text{Hom}_{\mathcal{D}gc^c}(A, C(\mathfrak{g})) \cong MC(A, \mathfrak{g})
\]

\( \Box \)
2.2.5. Suppose that $A$ is a dg Hopf algebra, $a_1, \ldots, a_n \in A^0$ primitive elements.

For a subset $I \subset \{1, \ldots, n\}$ set $a_I = a_{i_1} \cdot a_{i_2} \cdot \ldots \cdot a_{i_s}$ where $I = \{i_1, \ldots, i_s\}$; $i_1 < i_2 < \ldots < i_s$; $a_\emptyset = 1$.

Let us call a $p$-partition of $\{1, \ldots, n\}$ a sequence $P = (I_1, \ldots, I_p)$ of subsets $I_j \subset \{1, \ldots, n\}$ such that $\{1, \ldots, n\}$ is the disjoint union $I_1 \cup \ldots \cup I_p$. Denote $\mathcal{P}_p(n)$ the set of all $p$-partitions.

One computes without difficulty that

$$\Delta^{(p)}(a_1 \cdot \ldots \cdot a_n) = \sum_{P=(I_1, \ldots, I_p) \in \mathcal{P}_p(n)} a_{I_1} \otimes \ldots \otimes a_{I_p}$$

Suppose we are given a dg coalgebra map $f : A \longrightarrow C(\mathfrak{g})$. It follows form 2.1.5 that

$$f_p(a_1 \cdot \ldots \cdot a_n) = \frac{1}{p!} \sum_{P=(I_1, \ldots, I_p) \in \mathcal{P}_p(n)} f_1(a_{I_1}) \cdot \ldots \cdot f_1(a_{I_p}) \in S^p(\mathfrak{g}^1)$$

In particular,

$$f_n(a_1 \cdot \ldots \cdot a_n) = f_1(a_1) \cdot \ldots \cdot f_1(a_n) \quad (13)$$

2.3. Connecting morphism.

2.3.1. Conic dg Lie algebras. Let $\mathfrak{g}$ be a dg Lie algebra; $\mathfrak{h} \subset \mathfrak{g}$ a dg Lie ideal. Denote by $i : \mathfrak{h} \longrightarrow \mathfrak{g}$ the embedding.

Define a dg Lie algebra $X$ as follows. Set $X^n = \mathfrak{h}^{n+1} \oplus \mathfrak{g}^n$. The differential $d : X^n \longrightarrow X^{n+1}$ sends $(h, g)$ to $(-dh, i(h) + dg)$. So, as a complex, $X$ is the usual cone of $i$.

The bracket in $X$ is defined as follows. We have $X = \mathfrak{h}[1] \oplus \mathfrak{g}$ (as graded modules). The bracket $X \otimes X \longrightarrow X$ has components: $\mathfrak{g} \otimes \mathfrak{g} \longrightarrow \mathfrak{g}$ is the bracket in $\mathfrak{g}$; $\mathfrak{h}[1] \otimes \mathfrak{g} \cong (\mathfrak{h} \otimes \mathfrak{g})[1] \longrightarrow \mathfrak{h}[1]$ and $\mathfrak{g} \otimes \mathfrak{h}[1] \cong (\mathfrak{g} \otimes \mathfrak{h})[1] \longrightarrow \mathfrak{h}[1]$ are compositions of the shifting isomorphisms (6) and the adjoint action of $\mathfrak{g}$ on $\mathfrak{h}$. Explicitly:

$$[(h, g), (h', g')] = ((-1)^a[g, h'] + [h, g'], [g, g']) \quad (14)$$

for $g \in \mathfrak{g}^a$.

Define maps in $Gr(k) : \phi : X \longrightarrow \mathfrak{h}[1], \phi(h, g) = h; \theta : X \longrightarrow \mathfrak{g}, \theta(h, g) = g$. Note that $\phi$ is a map of complexes. On the other hand, $\theta$ is a morphism of graded (not dg) Lie algebras. We have

$$d\theta = -i \circ \phi \quad (15)$$

Consequently, $\theta$ induces the map $\Theta : U(X) \longrightarrow U(\mathfrak{g})$ of enveloping algebras which is a morphism of graded (not dg) Hopf algebras.
2.3.2. Construction of the connecting morphism. Define the map \( \tilde{c}_1 : T(\mathfrak{X}) \to \mathfrak{h}[1] \) in \( G r(k) \) as follows. Set

\[
\tilde{c}_1|_{T^0(\mathfrak{X})} = 0, \quad \tilde{c}_1|_{T^1(\mathfrak{X})} = \phi
\]

Suppose we have defined \( \tilde{c}_1 \) on \( T^n(\mathfrak{X}) \) for \( n \geq 1 \). For \( u \in T^n(\mathfrak{X}) \), \( x \in \mathfrak{X} \) set

\[
\tilde{c}_1(ux) = (-1)^{|x|} \text{ad}_g(\theta(x))(\tilde{c}_1(u))
\]

This defines \( \tilde{c}_1 \) on \( T^{n+1}(\mathfrak{X}) \). Here \( \text{ad}_g \) denotes the adjoint action of \( g \) on \( \mathfrak{h} \): \( \text{ad}_g(h) = [g, h] \).

Let us denote \( \text{ad}_{U(g)} \) the induced action of \( U(g) \) on \( \mathfrak{h} \). (16) implies the important equality:

\[
\tilde{c}_1(uv) = (-1)^{|u|} \text{ad}_{U(g)}(\Theta(u))(\tilde{c}_1(v))
\]

for all \( u \in T(\mathfrak{X}), v \in T^+(\mathfrak{X}) := \sum_{n>0} T^n(\mathfrak{X}) \).

2.3.3. Theorem. (i) The map \( \tilde{c}_1 \) vanishes on the kernel of the projection \( T(\mathfrak{X}) \to U(\mathfrak{X}) \), and hence it induces the map

\[
c_1 : U(\mathfrak{X}) \to \mathfrak{h}[1]
\]

(ii) \( c_1 \) satisfies the Maurer-Cartan equation (12).

Consequently, \( c_1 \) defines the map of unital dg coalgebras

\[
c : U(\mathfrak{X}) \to C(\mathfrak{h})
\]

We will call \( c \) connecting morphism.

Proof. (i) We have to prove that

\[
\tilde{c}_1(uxyv - (-1)^{|u|}uxyv - u[x, u]v) = 0
\]

for all \( u, v \in T(\mathfrak{X}), x \in \mathfrak{X}^a, y \in \mathfrak{X}^b \). If \( v \in T^+(\mathfrak{X}) \) this follows from (17); so we can suppose \( v = 1 \).

Again, from (17) follows that it suffices to prove (20) for \( u = 1 \). This reduces to proving that

\[
(-1)^a[\theta(x), \phi(y)] - (-1)^{(a+1)b}[\theta(y), \phi(x)] = \phi([x, y])
\]

which is equivalent to (14).

(ii) Recall the canonical filtration \( F_nU(\mathfrak{X}) \) from 2.1.6. Let us prove by induction on \( n \) that

\[
(dc_1 + \frac{1}{2}[c_1, c_1])(u) = 0
\]

for all \( u \in F_nU(\mathfrak{X}) \). If \( n \leq 1 \) then both summands in (21) are 0.
Suppose we have \( x \in \mathfrak{X}^a \), \( u \in U(\mathfrak{X})^b \) such that \( \epsilon(u) = 0 \) where \( \epsilon : U(\mathfrak{X}) \rightarrow k \) is the counit. We have

\[(dc_1)(xu) = d(c_1(xu)) + c_1(d(xu)) = (-1)^ad(\theta(x), c_1(u)) + c_1(dx \cdot u) + (-1)^a c_1(x \cdot du) =
\]

\[= (-1)^a d([\theta(x), c_1(u)]) + (-1)^{a+1} [\theta(dx), c_1(u)] + [\theta(x), c_1(du)]
\]

Note that

\[
[\theta(x), c_1(du)] = [\theta(x), (dc_1)(u)] - [\theta(x), d(c_1)(u)] =
\]

\[= [\theta(x), (dc_1)(u)] + (-1)^a d([\theta(x), c_1(u)]) + (-1)^a [d(\theta(x)), c_1(u)]
\]

(we have used that \( d([g, h]) = [dg, h] + (-1)^a[g, dh] \) for \( g \in \mathfrak{g}^a \)). Substituting this in (22) we get

\[(dc_1)(xu) = (-1)^a [d(\theta(x)) - \theta(dx), c_1(u)] = (-1)^{a+1} [\phi(x), c_1(u)]
\]

(we have used (15)).

Suppose that \( \Delta(u) = u \oplus 1 + 1 \otimes u + \sum_i u_i \otimes u''_i \). Let \( b, b', b'' \) be the degrees of \( u, u', u'' \) respectively. Then

\[
\Delta(xu) = xu \otimes 1 + 1 \otimes xu + x \otimes u + (-1)^{ab} u \otimes x + \sum_i xu_i \otimes u''_i + \sum_i (1)^{a'b'} u'_i \otimes xu''_i
\]

so that

\[(c_1, c_1)(xu) = 2(-1)^a [\phi(x), c_1(u)] + \sum_i (-1)^{a+b'} [c_1(xu'_i), c_1(u''_i)] +
\]

\[+ \sum_i (-1)^{(a+1)b'} [c_1(u'_i), c_1(xu''_i)] = 2(-1)^a [\phi(x), c_1(u)] + \text{ad}_g(\theta(x))(c_1, c_1(u))
\]

Adding up (23) and (24) we get

\[(dc_1 + \frac{1}{2} [c_1, c_1])(xu) = \text{ad}_g(\theta(x))(dc_1 + \frac{1}{2} [c_1, c_1])(u)
\]

Now (21) follows by induction on \( n \). This proves the theorem. \( \square \)

2.3.4. Let \( \mathfrak{a} \) be a graded Lie algebra, \( M \) a graded \( \mathfrak{a} \)-module, \( \phi : \mathfrak{a} \rightarrow M \) a 1-cocycle of \( \mathfrak{a} \) with values in \( M \), i.e.

\[\phi([a, b]) = a\phi(b) - (-1)^{|a||b|} b\phi(a)\]

for \( a, b \in \mathfrak{a} \). Then there exists a unique map of graded modules

\[c^+_1 : U(\mathfrak{a})^+ \rightarrow M\]

such that (i) \( c^+_1|_{\mathfrak{a}} = \phi \); (ii) \( c^+_1 \) commutes with the action of \( \mathfrak{a} \), where the \( \mathfrak{a} \) acts on \( U(\mathfrak{a})^+ \) by the left multiplication. Taking the composition with the projection \( U(\mathfrak{a}) \rightarrow U(\mathfrak{a})^+ \) we get a map

\[c_1 : U(\mathfrak{g}) \rightarrow M\]

The map (18) is obtained by applying this remark to \( \mathfrak{a} = \mathfrak{X} \), \( M = \mathfrak{h}[1] \), the action of \( \mathfrak{X} \) on \( \mathfrak{h}[1] \) being induced from the adjoint action of \( \mathfrak{g} \) on \( \mathfrak{h}[1] \) through the graded Lie algebra morphism \( \theta : \mathfrak{X} \rightarrow \mathfrak{g} \).
3. Twisted enveloping algebras and connecting morphism

3.1. From now on until the end of the paper we fix a ground field $k$ of characteristic 0.

Let $(X, \mathcal{O}_X)$ be a topological space equipped with a sheaf of commutative $k$-algebras $\mathcal{O}_X$. Define the \textit{tangent sheaf} $\mathcal{T}_X$ as the sheaf of $\mathcal{O}_X$-modules associated with the presheaf

$$ U \mapsto \text{Der}_k(\Gamma(U, \mathcal{O}_X), \Gamma(U, \mathcal{O}_X)) $$

(the space of $k$-derivations). $\mathcal{T}_X$ is a sheaf of $k$-Lie algebras.

We will say that $X$ is \textit{differentially smooth} if there exists an open covering $X = \bigcup U_i$ such that for each $U_i$ the restriction $\mathcal{T}_X|_{U_i}$ is a free $\mathcal{O}_X|_{U_i}$-module admitting a finite basis of \textit{commuting} sections $\partial_1, \ldots, \partial_n \in \Gamma(U_i, \mathcal{T}_X)$.

3.2. If $F$ a sheaf on $X$, the notation $t \in F$ will mean that $t$ is a local section of $F$. We will use below the straightforward "sheaf" versions of the definitions and results from Sect. 2. In particular, we will use the notion of a \textit{dg $\mathcal{O}_X$-Lie algebra} (the bracket is supposed to be $\mathcal{O}_X$-linear).

If $F$ is a complex of sheaves, $\mathcal{L}^i(F)$ will denote sheaves of $i$-cocycles, $\mathcal{H}^i(F)$ cohomology sheaves (not to be confused with cohomology \textit{spaces} $H^i(X, F)$).

If $\mathfrak{g}$ is a dg $\mathcal{O}_X$-Lie algebra, we will consider its standard complex $C(\mathfrak{g}) = \mathcal{C}_X(\mathfrak{g})$ (this is a complex of sheaves of dg $\mathcal{O}_X$-coalgebras) over $X$) and its canonical filtration $F_iC(\mathfrak{g})$; we set $\text{gr}_i C(\mathfrak{g}) = F_iC(\mathfrak{g})/F_{i-1}C(\mathfrak{g})$. We will use notations

$$ H^i_{\text{Lie}}(\mathfrak{g}) := H^{-i}(C(\mathfrak{g})); \quad F_i H^i_{\text{Lie}}(\mathfrak{g}) := H^{-i}(F_i C(\mathfrak{g})) \quad (25) $$

3.3. Dg Lie algebroids. Below we will use some definitions and constructions from [BB], 1.2 (see also [BFM], 3.2) and their generalization to a dg-situation.

\textbf{Definition.} A \textit{dg Lie algebroid} over $X$ is a sheaf of dg $k$-Lie algebras $\mathcal{A}$ on $X$ together with a structure of a left $\mathcal{O}_X$-module on it and a map

$$ \pi : \mathcal{A} \longrightarrow \mathcal{T}_X $$

of dg $k$-Lie algebras and $\mathcal{O}_X$-modules such that

$$ [a, fb] = f[a, b] + \pi(a)(f)b $$

for all $a, b \in \mathcal{A}$, $f \in \mathcal{O}_X$. We denote $\mathcal{A}(0) := \ker \pi$. It is an $\mathcal{O}_X$-Lie algebra and a dg Lie ideal in $\mathcal{A}$.

$\mathcal{A}$ is called \textit{transitive} if $\pi$ is epimorphic (i.e. $\pi^0 : \mathcal{A}^0 \longrightarrow \mathcal{T}_X$ is epimorphic).

A Lie algebroid is a dg Lie algebroid concentrated in degree 0.

Dg Lie algebroids over $X$ form a category in an obvious way, with the final object $(\mathcal{T}_X, \text{id}_{\mathcal{T}_X})$. A dg Lie algebroid with $\pi = 0$ is the same as a dg $\mathcal{O}_X$-Lie algebra.
3.4. Modules. Let $\mathcal{A}$ be a dg Lie algebroid over $X$. A dg $\mathcal{A}$-module is a complex of left $\mathcal{O}_X$-modules $M$ which is (as a complex of $k$-modules) equipped with the action of the dg $k$-Lie algebra $\mathcal{A}$ such that
\begin{equation}
 f(am) = (fa)m
\end{equation}
\begin{equation}
 a(fm) = f(am) + \pi(a)(fm)
\end{equation}
for all $f \in \mathcal{O}_X$, $a \in \mathcal{A}$, $m \in M$. We will say in this situation that we have an action of a dg Lie algebroid $\mathcal{A}$ on $M$.

3.5. Twisted enveloping algebras. Let $(\mathcal{A}, \pi)$ be a dg Lie algebroid over $X$. Let $U_k(\mathcal{A})$ denote the enveloping algebra of $\mathcal{A}$ considered as a dg $k$-Lie algebra, $U_k(\mathcal{A})^+ \subseteq U_k(\mathcal{A})$ the augmentation ideal.

Let us consider $U_k(\mathcal{A})^+$ as a sheaf of dg algebras without unit. Denote by $U_{\mathcal{O}_X}(\mathcal{A})^+$ its quotient by the two-sided dg ideal generated by all elements
\[
a_1 \cdot f a_2 - f a_1 \cdot a_2 - \pi(a_1)(f)a_2,
\]
$a_1, a_2 \in \mathcal{A}$, $f \in \mathcal{O}_X$. Set $U_{\mathcal{O}_X}(\mathcal{A}) = U_{\mathcal{O}_X}(\mathcal{A})^+ \oplus \mathcal{O}_X$ and define the structure of a dg algebra with unit by the rule
\[
f \cdot a = fa, \quad a \cdot f = fa + \pi(a)(f), \quad f \in \mathcal{O}_X, a \in \mathcal{A}
\]
We have a canonical algebra map
\[
\mathcal{O}_X \longrightarrow U_{\mathcal{O}_X}(\mathcal{A})
\]
providing $U_{\mathcal{O}_X}(\mathcal{A})$ with a structure of an $\mathcal{O}_X$-bimodule, and a map of left $\mathcal{O}_X$-modules and dg $k$-Lie algebras (with the structure of a dg Lie algebra on $U_{\mathcal{O}_X}(\mathcal{A})$ given by the commutator
\[
i : \mathcal{A} \longrightarrow U_{\mathcal{O}_X}(\mathcal{A})
\]
which is a composition of evident maps $\mathcal{A} \longrightarrow U_k(\mathcal{A})^+ \longrightarrow U_{\mathcal{O}_X}(\mathcal{A})$. The map $i$ induces an equivalence of the category of dg modules over $U_{\mathcal{O}_X}(\mathcal{A})$ (as an associative dg algebra) and that of $\mathcal{A}$-modules.

We define the canonical filtration $F_i U_{\mathcal{O}_X}(\mathcal{A}) \subset U_{\mathcal{O}_X}(\mathcal{A})$ as the image of $F_i U_k(\mathcal{A})^+ \oplus \mathcal{O}_X$.

3.6. Coalgebra structure. Let $\mathcal{A}$ be a dg Lie algebroid over $X$. Consider the comultiplication $\Delta : U_k(\mathcal{A}) \longrightarrow U_k(\mathcal{A}) \otimes_k U_k(\mathcal{A})$. For $x \in U_k(\mathcal{A})^+$, $\Delta(x) = x \otimes 1 + 1 \otimes x + \Delta^+(x)$ where $\Delta^+(x) \in U_k(\mathcal{A})^+ \otimes_k U_k(\mathcal{A})^+$. Consider the composition
\begin{equation}
 U_k(\mathcal{A})^+ \xrightarrow{\Delta^+} U_k(\mathcal{A})^+ \otimes_k U_k(\mathcal{A})^+ \longrightarrow U_{\mathcal{O}_X}(\mathcal{A})^+ \otimes_{\mathcal{O}_X} U_{\mathcal{O}_X}(\mathcal{A})^+
\end{equation}
(we consider the tensor square of $U_{\mathcal{O}_X}(\mathcal{A})^+$ as a left $\mathcal{O}_X$-module).

One checks directly that $\ker(U_k(\mathcal{A})^+ \longrightarrow U_{\mathcal{O}_X}(\mathcal{A}))$ is contained in the kernel of (28). Hence, (28) induces the map
\[
\Delta^+ : U_{\mathcal{O}_X}(\mathcal{A})^+ \longrightarrow U_{\mathcal{O}_X}(\mathcal{A})^+ \otimes_{\mathcal{O}_X} U_{\mathcal{O}_X}(\mathcal{A})^+
\]
Define
\[
\Delta : U_{\mathcal{O}_X}(\mathcal{A}) \longrightarrow U_{\mathcal{O}_X}(\mathcal{A}) \otimes_{\mathcal{O}_X} U_{\mathcal{O}_X}(\mathcal{A})
\]
as follows: for \( f \in \mathcal{O}_X \), \( \Delta(f) = f \otimes 1 \); for \( x \in U_{\mathcal{O}_X}(\mathcal{A})^+ \), \( \Delta(x) = x \otimes 1 + 1 \otimes x + \Delta^+(x) \). Define the counit \( U_{\mathcal{O}_X}(\mathcal{A}) \to \mathcal{O}_X \) to be the canonical projection.

This defines a structure of a unital cocommutative dg \( \mathcal{O}_X \)-coalgebra on \( U_{\mathcal{O}_X}(\mathcal{A}) \).

3.7. Differential operators. Let \((X, \mathcal{O}_X)\) be a differentially smooth \( k \)-ringed space.

**Definition.** The sheaf of differential operators (resp., that of operators of order \( \leq n \)) on \( X \) is

\[
\mathcal{D}iff_X = U_{\mathcal{O}_X}(\mathcal{T}_X); \quad \mathcal{D}iff_X^\leq_n = F_n U_{\mathcal{O}_X}(\mathcal{T}_X).
\]

3.8. Poincare-Birkhoff-Witt condition. The associated graded algebra

\[
\text{gr} U_{\mathcal{O}_X}(\mathcal{A}) := \bigoplus_{i \geq 0} F_i U_{\mathcal{O}_X}(\mathcal{A})/F_{i-1} U_{\mathcal{O}_X}(\mathcal{A})
\]

is a commutative dg \( \mathcal{O}_X \)-algebra. Hence, we have a canonical surjective morphism

\[
j : S_{\mathcal{O}_X} \mathcal{A} \to \text{gr} U_{\mathcal{O}_X}(\mathcal{A})
\]

We will say that \( \mathcal{A} \) satisfies the Poincare-Birkhoff-Witt (PBW) condition if (29) is isomorphism.

3.9. Theorem. Let \((X, \mathcal{O}_X)\) be differentially smooth and let \( \mathcal{A} \) be a transitive dg Lie algebroid over \( X \). Then \( \mathcal{A} \) satisfies PBW.

**Proof** will be done in several steps.

3.9.1. Lemma. Let \( \mathfrak{g} \) be a dg \( \mathcal{O}_X \)-Lie algebra. Then one has a canonical isomorphism of unital dg \( \mathcal{O}_X \)-coalgebras

\[
e : S_{\mathcal{O}_X}(\mathfrak{g}) \to U_{\mathcal{O}_X}(\mathfrak{g})
\]

defined by the formula

\[
e(x_1 \cdots x_n) = \frac{1}{n!} \sum_{\sigma \in \Sigma_n} \pm i(x_1) \cdots i(x_n)
\]

where \( i : \mathfrak{g} \to U(\mathfrak{g}) \) is the canonical map, the sign \( \pm \) is inserted according to the Quillen rule.

**Proof.** The argument of the proof of [Q1], App. B, Thm. 3.2 works in our situation. \( \square \)

Let us continue the proof of 3.9. We can forget about differentials. The question is local on \( X \), so we can suppose that \( \mathcal{T}_X \) is freely generated over \( \mathcal{O}_X \) by \( n \) commuting global vector fields \( \partial_1, \ldots, \partial_n \in \mathcal{T}_X(X) \) which can be lifted to global sections \( \gamma_1, \ldots, \gamma_n \in \mathcal{A}^0(X) \). Consider the map

\[
\mu : U_{\mathcal{O}_X}(\mathcal{A}(0))(X) \otimes_k k[\gamma_1, \ldots, \gamma_n] \to U_{\mathcal{O}_X}(\mathcal{A})(X)
\]

given by the multiplication. Here \( k[\gamma_1, \ldots, \gamma_n] \) denotes the free left \( k \)-module on the basis \( \gamma_1^{d_1}, \ldots, \gamma_n^{d_n} \), \( d_i \) being nonnegative integers.
3.9.2. **Lemma.** \( \mu \) is an isomorphism of filtered graded \( k \)-modules.

Here the filtration on \( U_{\mathcal{O}_X}(A(0))(X) \) is the canonical one; on \( k[\gamma_1, \ldots, \gamma_n] \) the filtration by the total degree, and the filtration on their tensor product is the tensor product of filtrations: \( F_i(A \otimes B) = \sum_{p+q=i} \text{Im}(F_pA \otimes F_qB \to A \otimes B) \).

**Proof.** We apply the idea of Serre’s proof of the PBW theorem, see [Se], proof of Thm. 3, p. I, ch. III.4. First, it is clear that \( \mu \) is surjective.

To prove the injectivity, consider the free left \( U_{\mathcal{O}_X}(A(0))(X) \)-module \( F \) with the basis \( \{x_M\} \) indexed by finite non-decreasing sequences \( M = (i_1, \ldots, i_d) \) with \( i_j \in \{1, \ldots, n\} \). One can introduce on \( M \) the structure of an \( \mathcal{A}(X) \)-module as follows.

For \( M \) as above, call \( d \) the length of \( M \), and denote it \( l(M) \). For \( i \in \{1, \ldots, n\} \) say that \( i \leq M \) if \( i \leq i_1 \), and denote \( iM \) the concatenation \((i, i_1, \ldots, i_d)\). Note that \( \mathcal{A}(X) \) is generated as an abelian group by elements \( x \gamma_i, \ a \in A(0)(X) \), so it suffices to define \( \gamma_i \cdot u x_M, \ u \in U_{\mathcal{O}_X}(A(0))(X) \).

Let us do this by induction. We set

\[
\gamma_i \cdot u x_M = u \gamma_i \cdot x_M - \text{ad}_{\gamma_i}(u) \cdot x_M
\]

so it suffices to define \( \gamma_i \cdot x_M \). Suppose we have defined \( \gamma_i \cdot u x_N \) for all \( N : \ l(N) < l(M) \) and \( \gamma_j \cdot u x_N \) for all \( j < i \), \( l(N) = l(M) \); we suppose that these elements are linear combinations over \( U_{\mathcal{O}_X}(A(0))(X) \) of \( x_{N'} \) with \( l(N') \leq l(N) + 1 \). Set

\[
\gamma_i \cdot x_M = \begin{cases} 
  x_{iM} & \text{if } i \leq M \\
  \gamma_j \cdot (\gamma_i \cdot x_N) + [\gamma_i, \gamma_j] \cdot x_N & \text{if } M = jN, \ i > j
\end{cases}
\]

the right hand side being defined by induction (note that \([\gamma_i, \gamma_j] \in A(0)(X)\)). One checks that this definition is correct.

Using this, one proves, as in loc. cit. that all \( x_M \) form the \( U_{\mathcal{O}_X}(A(0))(X) \)-basis of \( U_{\mathcal{O}_X}(A)(X) \), which implies the injectivity of \( \mu \). \( \square \)

To finish the proof of 3.9, it remains to note that

\[
gr(\mu) : S_{\mathcal{O}_X}(A(0))(X) \otimes_k k[\gamma_1, \ldots, \gamma_n] \to gr U_{\mathcal{O}_X}(A)(X)
\]

coincides with \( j(X) \). Theorem 3.9 is proven. \( \square \)

3.10. **Corollary.** Let \( (X, \mathcal{O}_X) \) be differentially smooth and \( f : A \to B \) be a map of transitive \( dg \) Lie algebroids satisfying one of the two assumptions:

(i) \( f \) locally \( \mathcal{O}_X \)-homotopy equivalence;

(ii) \( f \) is quasiisomorphism, all components \( A^i, \ B^i \) are flat over \( \mathcal{O}_X \), \( \mathcal{H}^i(A) = \mathcal{H}^i(B) = 0 \) for big \( i \).

Then the induced map \( U_{\mathcal{O}_X}(f) : U_{\mathcal{O}_X}(A) \to U_{\mathcal{O}_X}(B) \) is a filtered quasi-isomorphism.

**Proof.** Each of our hypotheses implies that \( T_{\mathcal{O}_X}(f) : T_{\mathcal{O}_X}(A) \to T_{\mathcal{O}_X}(B) \) is a quasi-isomorphism; hence this is true for \( S_{\mathcal{O}_X}(f) \). Now by 3.9 the same is true for \( U_{\mathcal{O}_X}(f) \). \( \square \)
3.11. **Pushout.** Let $\mathcal{A}$ be a dg Lie algebroid over $X$ and $\mathfrak{g}$ be a dg $\mathcal{O}_X$-Lie algebra which is also an $\mathcal{A}$-module. An $\mathcal{A}$-morphism $\psi : \mathcal{A}(0) \rightarrow \mathfrak{g}$ is a morphism of $\mathcal{O}_X$-Lie algebras which commutes with the $\mathcal{A}$-action, where the action of $\mathcal{A}$ on $\mathcal{A}(0)$ is the adjoint one, and such that

$$a \cdot x = [\psi(a), x]$$

for all $a \in \mathcal{A}(0), x \in \mathfrak{g}$.

Given such a morphism, the dg Lie algebroid $\mathcal{A}_\psi$ is defined as follows. Consider the dg Lie algebra semi-direct product $\mathcal{A} \rtimes \mathfrak{g}$ (so, the bracket is $[(a, x), (b, y)] = ([a, b], -(-1)^{|b||x|}b \cdot x + a \cdot y + [x, y])$, $a, b \in \mathcal{A}, x, y \in \mathfrak{g}$). By definition, $\mathcal{A}_\psi$ is the quotient of $\mathcal{A} \rtimes \mathfrak{g}$ by the dg Lie ideal $\mathcal{A}(0) \hookrightarrow \mathcal{A} \rtimes \mathfrak{g}$, $a \mapsto (a, -\psi(a))$. The map $\pi : \mathcal{A}_\psi \rightarrow T_X$ maps $(a, x)$ to $\pi_{\mathcal{A}}(a)$.

If $\mathcal{A}$ is transitive then so is $\mathcal{A}_\psi$, and $\mathcal{A}_\psi(0) = \mathfrak{g}$.

3.12. **Boundary morphism.**

3.12.1. **Conic Lie algebroids.** Let $(\mathcal{A}, \pi)$ be a dg Lie algebroid over $X$, $\mathfrak{h}$ a dg Lie algebra and a left $\mathcal{O}_X$-module, $i : \mathfrak{h} \hookrightarrow \mathcal{A}$ an embedding of dg Lie algebras and of $\mathcal{O}_X$-modules such that $i(\mathfrak{h})$ is a dg Lie ideal in $\mathcal{A}$, and $\pi \circ i = 0$. This implies that $\mathfrak{h}$ is a dg $\mathcal{O}_X$-Lie algebra.

Let us consider the complex $\mathcal{A} = \text{Cone}(i)$. According to 2.3.1, $\mathcal{A}$ has a canonical structure of a dg $k$-Lie algebra. Together with the evident structure of an $\mathcal{O}_X$-module and $\pi : \mathcal{A} \rightarrow T_X$, $\mathfrak{A}$ becomes a dg Lie algebroid.

Let us consider $\mathfrak{A}$ as a dg $k$-Lie algebra, and apply to it (the sheaf version of) the construction 2.3.2. We get a map of sheaves of graded $k$-modules

$$c^+_1 : U_k(\mathfrak{A})^+ \rightarrow \mathfrak{h}[1]$$

satisfying the Maurer-Cartan equation.

3.12.2. **Theorem.** The map $c^+_1$ factors through the canonical map $U_k(\mathfrak{A})^+ \rightarrow U_{\mathcal{O}_X}(\mathfrak{A})^+$ and hence induces the map

$$c^+_1 : U_{\mathcal{O}_X}(\mathfrak{A})^+ \rightarrow \mathfrak{h}[1].$$

Taking its composition with the projection $U_{\mathcal{O}_X}(\mathfrak{A}) \rightarrow U_{\mathcal{O}_X}(\mathfrak{A})^+$, we get

$$c_1 : U_{\mathcal{O}_X}(\mathfrak{A}) \rightarrow \mathfrak{h}[1].$$

This map is a morphism of left graded $\mathcal{O}_X$-modules and it satisfies the Maurer-Cartan equation. Consequently, it induces the map of filtered dg $\mathcal{O}_X$-coalgebras

$$c : U_{\mathcal{O}_X}(\mathfrak{A}) \rightarrow C_{\mathcal{O}_X}(\mathfrak{h})$$

The map $c$ will be called **boundary morphism** associated to $\mathfrak{A}$.

**Proof.** We have only to check that

$$ux(fy)v - u(fx)vy - u(\pi_{\mathfrak{A}}(x)(f)y)v \in \ker(c^+_1)$$
for all \(x, y \in \mathfrak{A}, u, v \in U_k(\mathfrak{A}), f \in \mathcal{O}_X\). Note that \(\mathfrak{h}\) is an \(\mathcal{A}\)-module with respect to the adjoint action (NB! this is not true for \(\mathcal{A}\): the Axiom (26) does not hold). It follows that the action of \(U_k(\mathcal{A})\) on \(\mathfrak{h}[1]\) factors through \(U_{\mathcal{O}_X}(\mathcal{A})\), hence (32) holds true for \(v \in U_k(\mathfrak{A})^+\); so we can suppose \(v = 1\); obviously, it is enough to check (32) for \(u = 1\). In that case it is a direct check (note that the maps \(\phi\) and \(\theta\) are \(\mathcal{O}_X\)-linear):

\[
c_{1/k}^+ (x(fy) - (fx)y - \pi_{\mathfrak{A}}(x)(f)y) = [\theta(x), f\phi(y)] - [f\theta(x), \phi(y)] - \pi_{\mathcal{A}}(\theta(x))(f)\phi(y) = 0
\]

\[\square\]

3.13. Connecting morphisms. Here \(X\) is supposed to be differentially smooth.

3.13.1. Let \(\mathcal{A}\) be a transitive dg Lie algebroid over \(X\). Set \(\mathfrak{h} := \mathcal{A}(0)\), so we have an exact sequence

\[
0 \rightarrow \mathfrak{h} \overset{i}{\rightarrow} \mathcal{A} \overset{\pi}{\rightarrow} \mathcal{T}_X \rightarrow 0.
\]

It induces the map

\[
\kappa^1 : \mathcal{T}_X \rightarrow \mathcal{H}^1(\mathfrak{h}).
\]

Set \(\mathfrak{A} = \text{Cone}(i)\). By Thm. 3.10 \(\pi\) induces a filtered quasi-isomorphism \(U_{\mathcal{O}_X}(\mathfrak{A}) \rightarrow U_{\mathcal{O}_X}(\mathcal{T}_X) = \mathfrak{Diff}_X\), whence isomorphisms

\[
\mathcal{H}^n(U_{\mathcal{O}_X}(\mathfrak{A})) \cong \mathfrak{Diff}^n_X; \quad \mathcal{H}^0(F_n U_{\mathcal{O}_X}(\mathfrak{A})) \cong \mathfrak{Diff}^n_X.
\]

On the other hand, Thm. 3.12.2 gives the filtered map

\[
c : U_{\mathcal{O}_X}(\mathfrak{A}) \rightarrow C_{\mathcal{O}_X}(\mathfrak{h}).
\]

By taking \(\mathcal{H}^0(c)\), we get maps

\[
\kappa : \mathfrak{Diff}_X \rightarrow \mathcal{H}^0_{\text{Lie}}(\mathfrak{h})
\]

as well as

\[
\kappa \leq^n : \mathfrak{Diff}^n_X \rightarrow F_n \mathcal{H}^0_{\text{Lie}}(\mathfrak{h})
\]

which are called connecting morphisms.

3.13.2. We have by definition

\[
\text{gr}_n C_{\mathcal{O}_X}(\mathfrak{h}) = S^n_{\mathcal{O}_X}(\mathfrak{h}[1])
\]

hence the maps

\[
F_n \mathcal{H}^n_{\text{Lie}}(\mathfrak{h}) \rightarrow \mathcal{H}_0(S^n_{\mathcal{O}_X}(\mathfrak{h}[1])).
\]

On the other hand, the embeddings \(S^n(\mathfrak{h}[1]) \subset S^n(\mathfrak{h}[1])\) induce embedding of cocycles \(S^n \mathfrak{C}(\mathfrak{h}) \rightarrow \mathfrak{C}(S^n(\mathfrak{h}[1]))\) which pass to cohomology and give the maps

\[
S^n_{\mathcal{O}_X}(\mathcal{H}^1(\mathfrak{h})) \rightarrow \mathcal{H}^0(S^n(\mathfrak{h}[1])).
\]
3.13.3. **Theorem.** The connecting morphisms (35) and (36) have the following properties.

(i) The squares

\[
\begin{align*}
\text{Diff}^{\leq n-1} & \xrightarrow{\kappa^{\leq n-1}} \mathcal{F}_{n-1}\mathcal{H}^0_\text{Lie}(\mathfrak{h}) \\
\downarrow & \downarrow \\
\text{Diff}^{\leq n} & \xrightarrow{\kappa^{\leq n}} \mathcal{F}_n\mathcal{H}^0_\text{Lie}(\mathfrak{h})
\end{align*}
\]

commute. We have

\[\kappa = \lim_{\to} \kappa^{\leq n}.\]

(ii) The squares

\[
\begin{align*}
\text{Diff}^{\leq n} & \xrightarrow{\kappa^{\leq n}} \mathcal{F}_n\mathcal{H}^0_\text{Lie}(\mathfrak{h}) \\
\downarrow & \downarrow \\
\mathcal{S}^n_{\mathcal{O}_X}(\mathcal{T}_X) & \xrightarrow{(-1)^n\mathcal{S}^n(\kappa^1)} \mathcal{S}^n_{\mathcal{O}_X}(\mathcal{H}^1(\mathfrak{h})) & \xrightarrow{(38)} \mathcal{H}^0(\mathcal{S}^n(\mathfrak{h}[1]))
\end{align*}
\]

commute. Here the left vertical arrow is the symbol map, and the right one is (37).

The property (i) is obvious. (ii) will be proven in the next Subsection.

3.14. **Explicit formulas.**

3.14.1. In the previous assumptions, suppose we have local sections \(\partial_1, \ldots, \partial_n \in \mathcal{T}_X\). Let us pick 0-cocycles in \(\mathfrak{A}\) lifting them: \(a_p = (-\alpha_p, \gamma_p) \in \mathfrak{A}^0, \gamma_p \in \mathfrak{A}^0, \alpha_p \in \mathfrak{h}^1, \pi(\gamma_p) = \partial_p; d_A(\gamma_p) = i(\alpha_p)\).

Consider the map \(c_{1/k}^1, (30)\). For \(I\) as in 2.2.5 define \(a_I\) as there, and set \(\partial_I = \partial_{i_1} \cdot \ldots \cdot \partial_{i_p}\),

\[\alpha(\partial_I) = c_{1/k}^1(a_I) = \text{ad}(\gamma_{i_1}) \circ \ldots \circ \text{ad}(\gamma_{i_{p-1}})(-\alpha_{i_p})\]

Define elements (we use the notations of 2.2.5)

\[\kappa_n^{(p)} = \frac{1}{p!} \sum_{p=(I_1, \ldots, I_p) \in P_p(n)} \alpha(\partial_{I_1}) \cdots \alpha(\partial_{I_p}) \in \mathcal{S}^p_{\mathcal{O}_X}(\mathfrak{h}^1),\]

\(p = 1, \ldots, n.\) In particular,

\[\kappa_n^{(n)} = (-1)^n \alpha_1 \cdots \alpha_n.\]

(39)

3.14.2. **Proposition.** The class \(\kappa^{\leq n}(\partial_1 \cdots \partial_n)\) is represented by the cocycle

\[(0, \kappa_n^{(1)}, \ldots, \kappa_n^{(n)}) \in \bigoplus_{p=0}^n \mathcal{S}^p_{\mathcal{O}_X}(\mathfrak{h}^1) \subset F_nC_{\mathcal{O}_X}(\mathfrak{h})^0.\]

**Proof.** This follows from 2.2.5 applied to \(c_{1/k}\) (note that \(\mathfrak{A}\) is a Hopf algebra). \(\square\)

As a corollary, we get the claim (ii) of 3.13.3 which follows from (39).
3.14.3. **Schur polynomials.** Let us define polynomials $P_n(\alpha_1, \alpha_2, \ldots)$ by means of the generating function

$$\exp(\sum_{p=1}^{\infty} \frac{\alpha_p t^p}{p!}) = \sum_{n=0}^{\infty} P_n(\alpha_1, \ldots) \frac{t^n}{n!}$$

It is easy to see that $P_n(\alpha_1, \ldots) = P_n(\alpha_1, \ldots, \alpha_n)$ and

$$P_n(\alpha_1, \ldots, \alpha_n) = \sum_{(n_1, \ldots, n_s): \sum j n_j = n} \frac{n!}{(1!)^{n_1} \cdots (s!)^{n_s} n_1! \cdots n_s! \alpha_1^{n_1} \cdots \alpha_s^{n_s}}$$

The first polynomials are: $P_0 = 1$, $P_1 = \alpha_1$, $P_2 = \frac{\alpha_1^2}{2} + \alpha_2$.

3.14.4. Now suppose we are given a local section $\partial \in \mathcal{T}_X$ together with a lifting $a = (-\alpha, \gamma) \in \mathfrak{A}^0$ as in 3.14.1. For $i \geq 1$ set

$$\alpha_i = (\text{ad}(\gamma))^{i-1}(-\alpha) \in \mathfrak{h}^1$$

3.14.5. **Proposition.** The class $\kappa \leq n(\partial^n)$ is represented by the cocycle

$$P_n(\alpha_1, \ldots, \alpha_n) \in F_n \mathcal{O}_X(\mathfrak{h}^1) \subseteq F_n \mathcal{O}_X(\mathfrak{h})^0.$$

**Proof.** From 3.14.2 follows that $\kappa \leq n(\partial^n)$ can be represented by the polynomial $Q(\alpha_1, \ldots, \alpha_n)$ where the coefficient of $Q$ at $\alpha_1^{n_1} \cdots \alpha_s^{n_s}$ is equal to the number of partitions of the set $\{1, \ldots, n\}$ containing $n_1$ of 1-element subsets, $n_2$ of 2-element subsets, ..., $n_s$ of $s$-element subsets. From (40) follows that $Q = P_n$. \qed

3.14.6. Summing up the expressions 3.14.5 over $n$, we can rewrite our formulas as

$$\kappa(\exp(t\partial)) = \exp\left(\frac{\exp(\text{ad}(\gamma)) - \text{Id}}{\text{ad}(\gamma)}(\alpha)\right).$$

This was pointed out to us by I.T. Leong. Cf. Deligne’s formula [GM1], p. 51, (1-1).

## 4. Differential calculus on formal schemes

The aim of this Section is to extend (a part of) the classical Grothendieck’s language of differential calculus, [EGA] IV, §§16, 17, to formal schemes.

4.1. Recall that we have fixed a ground field $k$ of characteristic 0. We will work in the category $\mathcal{F}_{sch}$ of separated locally noetherian formal schemes over $k$. All necessary definitions and facts about them are contained in [EGA] I, §10. Objects of $\mathcal{F}_{sch}$ will be called simply formal schemes. Inside $\mathcal{F}_{sch}$, we will consider a full subcategory $\mathcal{S}_{sch}$ of separated locally noetherian schemes of over $k$ whose objects will be called simply (usual) schemes.

By definition, a formal scheme is a topological space $\mathfrak{X}$ equipped with a sheaf of topological rings $\mathcal{O}_X$. $\mathfrak{X}$ is a union of affine formal schemes $\text{Spf}(A)$ where $A$ is a noetherian $k$-algebra complete in the $I$-adic topology for some ideal $I \subset A$. As a topological space, $\text{Spf}(A) = \text{Spec}(A/I)$, and $\Gamma(\text{Spf}(A), \mathcal{O}_{\text{Spf}(A)}) = A$. 
There exists a sheaf of ideals $\mathcal{I} \subset \mathcal{O}_X$ such that for sufficiently small affine $U \subset X$ the ideals $\Gamma(U, \mathcal{I})^n$, $n \geq 1$, form a base for the topology of $\Gamma(U, \mathcal{O}_X)$. Such a sheaf is called the ideal of definition of $X$. All ringed spaces

$$X_n := (X, \mathcal{O}_X/\mathcal{I}^{n+1})$$

are (usual) schemes, and we have

$$X = \lim_{\rightarrow} X_n \quad (41)$$

cf. loc.cit., 10.11. Among ideals of definition there exists a unique maximal one.

Let $f : X \to S$ be a morphism of formal schemes, $\mathcal{K} \subset \mathcal{O}_S$ an ideal of definition of $S$ and $\mathcal{I}$ the maximal ideal of definition of $X$. Then $f^*(\mathcal{K}) \subset \mathcal{I}$, so $f$ induces maps of schemes $f_n : X_n \to S_n$ such that

$$f = \lim_{\rightarrow} f_n \quad (42)$$

cf. loc.cit., 10.6.10.

4.1.1. The category $\mathcal{F}_{sch}$ has fibered products, loc.cit., 10.7.

4.2. Let $X$ be affine, $X = \text{Spf}(A)$. We have a canonical functor

$$\Delta : \text{Mod}(A) \to \text{Mod}(\mathcal{O}_X), \ M \mapsto M^\Delta$$

from the category of $A$-modules to the category of sheaves $\mathcal{O}_X$-modules.

If $A$ is noetherian then $\Delta$ establishes an equivalence between the category of $A$-modules of finite type and that of coherent $\mathcal{O}_X$-modules, loc.cit., 10.10.2.

4.3. Let $X$ be a formal scheme, $\mathcal{M}$ a coherent $\mathcal{O}_X$-module. If $X$ is represented as in (41) then

$$\mathcal{M} \cong \lim_{\leftarrow} M_n \quad (43)$$

for a suitable inverse system of coherent $X_n$-modules $M_n$, loc.cit., 10.11.3.

We will consider $\mathcal{M}$ as a sheaf of topological $\mathcal{O}_X$ modules equipped with the topology defined in loc.cit., 10.11.6. Note that for every affine open $U \subset X$ the module $\Gamma(U, \mathcal{M})$ is complete.

If $\mathcal{N}$ is another coherent $\mathcal{O}_X$-module, we have isomorphisms

$$\mathcal{M} \otimes_{\mathcal{O}_X} \mathcal{N} \cong \lim_{\leftarrow} (M_n \otimes_{\mathcal{O}_{X_n}} N_n)$$

and

$$\mathcal{H}om_{\mathcal{O}_X}(\mathcal{M}, \mathcal{N}) \cong \lim_{\leftarrow} \mathcal{H}om_{\mathcal{O}_{X_n}}(M_n, N_n),$$

cf. loc.cit., 10.11.7.
4.4. Jets. Let $f : \mathcal{X} \to \mathcal{S}$ be a morphism of formal schemes, $f = \lim_{\to} f_i$ a representation as in (42).

Let us consider the diagonal

$$\Delta_f : \mathcal{X} \hookrightarrow \mathcal{X} \times_{\mathcal{S}} \mathcal{X}$$

We have

$$\mathcal{X} \times_{\mathcal{S}} \mathcal{X} = \lim_{\to} X_i \times_{S_i} X_i$$

and $\Delta_f = \lim_{\to} \Delta_{f,i}$ where

$$\Delta_{f,i} : X_i \hookrightarrow X_i \times_{S_i} X_i$$

are diagonal mappings. If $I_i \subseteq \mathcal{O}_{X_i \times_{S_i} X_i}$ is the ideal of $\Delta_{f,i}$ then

$$\mathcal{J} = \lim_{\leftarrow} I_i \subseteq \lim_{\leftarrow} \mathcal{O}_{X_i \times_{S_i} X_i} = \mathcal{O}_{\mathcal{X} \times_{\mathcal{S}} \mathcal{X}}$$

is the ideal of $\Delta_f$.

Let $p_j : \mathcal{X} \times_{\mathcal{S}} \mathcal{X} \to \mathcal{X}$, $j = 1, 2$ be projections.

For any integer $n \geq 0$ set

$$\mathcal{X}_f^{(n)} = (\Delta_f(\mathcal{X}), \mathcal{O}_{\mathcal{X} \times_{\mathcal{S}} \mathcal{X}}/\mathcal{J}^{n+1})$$

— it is a closed formal subscheme of $\mathcal{X} \times_{\mathcal{S}} \mathcal{X}$. Consider canonical projections $p_i^{(n)} : \mathcal{X}_f^{(n)} \to \mathcal{X}$, $i = 1, 2$.

4.4.1. Definition. (Cf. [EGA] IV 16.3.1, 16.7.1.) We define a sheaf of rings over $\mathcal{X}$ which is called the sheaf of $n$-jets as

$$\mathcal{P}_f^n = \mathcal{P}_{\mathcal{X}/\mathcal{S}}^n := p_1^*(\mathcal{O}_{\mathcal{X} \times_{\mathcal{S}} \mathcal{X}}/\mathcal{J}^{n+1}) = p_1^*(\mathcal{O}_{\mathcal{X}})$$

We have two canonical morphisms of sheaves of topological rings

$$\mathcal{O}_{\mathcal{X}} \to \mathcal{P}_f^n, \ x \mapsto x \otimes 1$$

and

$$\mathcal{O}_{\mathcal{X}} \to \mathcal{P}_f^n, \ x \mapsto 1 \otimes x$$

by means of which one introduces a structure of left (resp., right) $\mathcal{O}_{\mathcal{X}}$-module on $\mathcal{P}_f^n$.

More generally, for a coherent sheaf $\mathcal{M}$ over $\mathcal{X}$ set

$$\mathcal{P}_{\mathcal{X}/\mathcal{S}}^n(\mathcal{M}) := p_1^*(p_2^*(\mathcal{M}))$$

We have

$$\mathcal{P}_{\mathcal{X}/\mathcal{S}}^n(\mathcal{M}) = \mathcal{P}_{\mathcal{X}/\mathcal{S}}^n \otimes_{\mathcal{O}_{\mathcal{X}}} \mathcal{M}$$

where the right $\mathcal{O}_{\mathcal{X}}$-module structure on $\mathcal{P}_{\mathcal{X}/\mathcal{S}}^n$ is used on the right-hand side, cf. loc.cit., 16.7.2.1. The $\mathcal{O}_{\mathcal{X}}$-bimodule structure on $\mathcal{P}_f^n$ induces an $\mathcal{O}_{\mathcal{X}}$-bimodule structure on $\mathcal{P}_{\mathcal{X}/\mathcal{S}}^n(\mathcal{M})$.

Following loc.cit., if we do not specify the structure of an $\mathcal{O}_{\mathcal{X}}$-module on $\mathcal{P}_{\mathcal{X}/\mathcal{S}}^n(\mathcal{M})$, we mean that of a left module.
4.4.2. If $M = \lim_i M_i$ as in (43) then
\begin{equation}
\mathcal{P}_{X/S}(M) = \lim_i \mathcal{P}_{X_i/S_i}(M_i).
\end{equation}

4.4.3. Consider affine open formal subschemes $U = \text{Spf}(B) \subseteq X$, $V = \text{Spf}(A) \subseteq S$ such that $f(U) \subseteq V$, so that $A, B$ are adic rings, and $B$ is a topological $A$-algebra. Let $I = \ker(B \otimes_A B \to B)$ be the kernel of the multiplication, and
\[ P_{B/A} = (B \otimes A B)/I^{n+1} \]
considered as a $B$-module by means of a map $x \mapsto x \otimes 1$. It is naturally a topological $B$-module, and we can consider its completion, $\hat{P}_{B/A}$. We have
\begin{equation}
P_r \cong (\hat{P}_{B/A})^\Lambda
\end{equation}

4.4.4. **Claim.** $d^n_{X/S}(\mathcal{O}_X)$ topologically generates $\mathcal{O}_X$-module $\mathcal{P}_r^n$.
(cf. [EGA] IV, 16.3.8) \(\square\)

4.4.5. We have evident projections
\begin{equation}
P_r^n \to P_r^{n-1}.
\end{equation}
Consider a projection
\begin{equation}
P_r^n \to P_r^0 = \mathcal{O}_X
\end{equation}
and let $\bar{P}_r^n$ denote its kernel. A map
\[ d_1 : \mathcal{O}_X \to P_r^n, \ x \mapsto x \otimes 1, \]
is left inverse to (49), so we have a splitting
\[ P_r^n \cong \bar{P}_r^n \oplus \mathcal{O}_X. \]

4.5. **Differentials.** We define
\[ \Omega_r^1 = \Omega_{X/S}^1 := \bar{P}_r^1. \]
If $X = \text{Spf}(B)$, $S = \text{Spf}(B)$ then we will use the notation $\Omega_{B/A}^1$ for $\Gamma(X, \Omega_{X/S}^1)$. We have natural isomorphisms
\[ \Omega_f^1 \cong p_{1*}(\mathcal{I}/\mathcal{I}^2) \cong p_{2*}(\mathcal{I}/\mathcal{I}^2). \]
We have a canonical continuous $\mathcal{O}_S$-linear map
\begin{equation}
d : \mathcal{O}_X \to \Omega_{X/S}^1
\end{equation}
induced by the map $x \mapsto x \otimes 1 - 1 \otimes x$.

4.5.1. From (46) follows that we have a natural isomorphism
\begin{equation}
\Omega_{X/S}^1 \cong \lim_i \Omega_{X_i/S_i}^1.
\end{equation}
4.6. Example. Suppose $\mathcal{S} = \text{Spf}(A)$, and $\mathcal{X} = \text{Spf}(A_n)$ where $A_n = A\{T_1, \ldots, T_n\}$ is the completion of the polynomial ring $A[T_1, \ldots, T_n]$ in the $J$-adic topology $J$, being an ideal generated by an ideal of definition of $A$ and $T_1, \ldots, T_n$. Then $\Omega^1_{A_n/A}$ is a free $A_n$-module with the basis $dT_1, \ldots, dT_n$.

4.7. Derivations. Let $\mathcal{M}$ be a coherent $\mathcal{O}_X$-module. We define the sheaf of derivations

$$\text{Der}_{\mathcal{S}}(\mathcal{O}_X, \mathcal{M}) := \mathcal{H}om_{\mathcal{O}_X}(\Omega^1_{X/\mathcal{S}}, \mathcal{M}).$$

The map (50) induces a canonical embedding

$$\text{Der}_{\mathcal{S}}(\mathcal{O}_X, \mathcal{M}) \hookrightarrow \mathcal{H}om_{\mathcal{O}_X}(\mathcal{O}_X, \mathcal{M})$$

which identifies $\text{Der}_{\mathcal{S}}(\mathcal{O}_X, \mathcal{M})$ with the sheaf of local $\mathcal{O}_S$-homomorphisms $\alpha : \mathcal{O}_X \rightarrow \mathcal{M}$ such that

$$\alpha(xy) = x\alpha(y) + y\alpha(x).$$

We set

$$\mathcal{T}_{X/\mathcal{S}} := \text{Der}_{\mathcal{S}}(\mathcal{O}_X, \mathcal{O}_X)$$

and call this sheaf the tangent sheaf of $\mathcal{X}$ with respect to $\mathcal{S}$, cf. loc.cit., 16.5.7. It is a sheaf of $\mathcal{O}_S$-Lie algebras.

4.8. Differential operators. Let $\mathcal{M}, \mathcal{N}$ be coherent $\mathcal{O}_X$-modules. We define the sheaf of differential operators of order $\leq n$ from $\mathcal{M}$ to $\mathcal{N}$:

$$\text{Diff}^n_{X/\mathcal{S}}(\mathcal{M}, \mathcal{N}) = \mathcal{H}om_{\mathcal{O}_X}(\mathcal{P}^n_{X/\mathcal{S}}(\mathcal{M}), \mathcal{N}).$$

The structure of $\mathcal{O}_X$-bimodule on $\mathcal{P}^n(\mathcal{M})$ induces the structure of $\mathcal{O}_X$-bimodule on $\text{Diff}^n_{X/\mathcal{S}}(\mathcal{M}, \mathcal{N})$. The projections (48) induce embeddings

$$\text{Diff}^{n-1}_{X/\mathcal{S}}(\mathcal{M}, \mathcal{N}) \hookrightarrow \text{Diff}^n_{X/\mathcal{S}}(\mathcal{M}, \mathcal{N}).$$

We set

$$\text{Diff}^n_{X/\mathcal{S}}(\mathcal{M}, \mathcal{N}) = \lim_{\to} \text{Diff}^n_{X/\mathcal{S}}(\mathcal{M}, \mathcal{N}).$$

We denote

$$\text{Diff}^n_{X/\mathcal{S}} := \text{Diff}^n_{\mathcal{S}}(\mathcal{O}_X, \mathcal{O}_X); \text{Diff}_{X/\mathcal{S}} := \text{Diff}_{\mathcal{S}}(\mathcal{O}_X, \mathcal{M}).$$

As in the case of schemes, we have compositions

$$\text{Diff}^n_{X/\mathcal{S}} \otimes_{\mathcal{O}_S} \text{Diff}^m_{X/\mathcal{S}} \rightarrow \text{Diff}^{n+m}_{X/\mathcal{S}}$$

(where in the tensor product the 1st (resp., 2nd) factor has a structure of a right (resp., left) $\mathcal{O}_X$-module).
4.9. Note that we have canonically
\[ \text{Diff}_{X/\mathcal{E}}^1 \cong \mathcal{O}_X \oplus \mathcal{T}_{X/\mathcal{E}}. \]
Thus, the multiplication induces a canonical map
\[ U_{\mathcal{O}_X}(\mathcal{T}_{X/\mathcal{E}}) \to \text{Diff}_{X/\mathcal{E}} \]
— cf. 3.5.

4.10. Suppose we have a commutative square of formal schemes
\[ \begin{array}{ccc}
\mathfrak{X} & \xrightarrow{u} & \mathfrak{X}' \\
\downarrow & & \downarrow \\
\mathfrak{S} & \to & \mathfrak{S}'
\end{array} \]
It induces natural maps
\[ \nu_n : u^*\mathcal{P}_{X'/\mathcal{E}}^n \to \mathcal{P}_{X/\mathcal{E}}^n \]
If the square is cartesian, these maps are isomorphisms, cf. loc.cit., 16.4.5.

4.11. Let \( \mathfrak{X} \) be a formal scheme, \( x : \text{Spec}(k) \to \mathfrak{X} \) a point. Then one has a canonical isomorphism of \( k(x) \)-algebras
\[ (\mathcal{P}_{X/k}^n)_x \otimes_{\mathcal{O}_x} k(x) \cong \mathcal{O}_x / \mathfrak{m}_x^{n+1} \]
— cf. loc.cit., 16.4.12.

4.12. Formally smooth morphisms. Let us call a morphism \( f : \mathfrak{X} \to \mathfrak{S} \) of formal schemes \textit{formally smooth} if for every commutative square
\[ \begin{array}{ccc}
Y & \to & \mathfrak{X} \\
\downarrow & & \downarrow \\
T & \to & \mathfrak{S}
\end{array} \]
where \( Y = \text{Spec}(B) \to T = \text{Spec}(A) \) is a closed embedding of affine (usual) schemes corresponding to an epimorphism \( A \to B \) whose kernel \( I \) satisfies \( I^2 = 0 \), there exists a lifting \( T \to \mathfrak{X} \).

4.12.1. Suppose that \( f = \lim_{\to} f_n \), where all \( f_n : X_n \to S_n \) are smooth morphisms of (usual) schemes. Then \( f \) is formally smooth.
This follows from [EGA] 0IV, 19.4.1.

4.13. Let \( \mathfrak{X} \xrightarrow{f} \mathfrak{Y} \xrightarrow{g} \mathfrak{S} \) be morphisms of formal schemes.
By 4.10 they induce maps \( f^*\Omega_{\mathfrak{Y}/\mathcal{E}}^1 \to \Omega_{\mathfrak{X}/\mathcal{E}}^1 \) and \( \Omega_{\mathfrak{X}/\mathcal{E}}^1 \to \Omega_{\mathfrak{X}/\mathfrak{Y}}^1 \). They in turn induce the maps in the sequence
\[ \begin{array}{ccc} 0 & \to & \mathcal{T}_{\mathfrak{X}/\mathfrak{Y}} \xrightarrow{g^*} \mathcal{T}_{\mathfrak{X}/\mathcal{E}} \xrightarrow{f^*} f^*\mathcal{T}_{\mathfrak{Y}/\mathcal{E}}. \end{array} \]
4.13.1. **Theorem.** The sequence (53) is exact. If $f$ is formally smooth then $f'$ is surjective.

*Proof.* Follows from [EGA] 0 IV, 20.7.18. □

4.14. **Smooth morphisms. Definition.** A morphism $f : \mathcal{X} \to \mathcal{G}$ is called *smooth* if it is formally smooth and locally of finite type ([EGA] I, 10.13).

4.14.1. **Lemma.** If $f$ is smooth then $\Omega^1_f$ is locally free of finite type.

*Proof.* Everything is reduced to the case of affine formal schemes, $\mathcal{X} = \text{Spf}(B)$, $\mathcal{G} = \text{Spf}(A)$, and $B$ is a noetherian topological $A$-algebra topologically of finite type over $A$. First, $\Omega^1_{B/A}$ is of finite type by 4.6 and 4.13.1 since $B$ is a quotient of some $A\{T_1, \ldots, T_n\}$.

Let us prove that $\Omega^1_{B/A}$ is projective $B$-module. Suppose we have a diagram

$$
\begin{array}{c}
\Omega^1_{B/A} \\
\downarrow \\
M \xrightarrow{\psi} N
\end{array}
$$

with epimorphic $\psi$ and finitely generated $M$. Let $I$ be an ideal of definition in $B$. By [EGA] 0 IV, 20.4.9, we can find liftings $\phi_n : \Omega^1_{B/A} \to M/I^nM$ for each $n$.

We claim that we can choose $\phi_n$’s in such a way that for all $n$ the composition $\Omega^1_{B/A} \xrightarrow{\phi_{n+1}} M/I^{n+1}M \to M/I^nM$ is equal to $\phi_n$. Indeed, we do it step by step, using again the lifting property and the fact that canonical maps

$$
M/I^{n+1}M \to M/I^nM \times_{N/I^nN} N/I^{n+1}N
$$

are surjective.

Since $B$ is complete, $M = \lim_{\leftarrow} M/I^nM$, hence there exists a lifting $\phi : \Omega^1_{B/A} \to M$.

Now, since $\Omega^1_{B/A}$ is of finite type, we can find an epimorphic map $F \to \Omega^1_{B/A}$ from a finitely generated free $B$-module $F$; using the lifting property proved above, we conclude that $\Omega^1_{B/A}$ is a direct summand of $F$. □

4.15. **Differentially smooth morphisms. Definition.** A morphism $f : \mathcal{X} \to \mathcal{G}$ of formal schemes is called *differentially smooth* if $\Omega^1_f$ is locally free of finite rank.

For an arbitrary $f$, define the graded ring

$$
\mathcal{G}r.(\mathcal{P}_f) = \oplus_{n=0}^\infty \mathcal{G}r_n(\mathcal{P}_f); \quad \mathcal{G}r_n(\mathcal{P}_f) = \mathcal{J}^n/\mathcal{J}^{n+1},
$$

$\mathcal{J}$ being as in 4.4.1. Evidently $\mathcal{G}r_1(\mathcal{P}_f) = \Omega^1_f$ and we have the canonical surjective morphism from the symmetric algebra

$$
S_{\mathcal{O}_x}(\Omega^1_f) \to \mathcal{G}r.(\mathcal{P}_f).
$$

4.15.1. **Lemma.** If $f$ is differentially smooth then (54) is isomorphism.

*Proof.* The same as in [EGA] IV 16.12.2 (cf. loc.cit., 16.10). □
4.15.2. **Theorem.** Let $f$ be differentially smooth, $U \subseteq \mathcal{X}$ an open, $\{t_i\}_{i \in I} \in \Gamma(U, \mathcal{O}_\mathcal{X})$ a set of sections such that $\{dt_i\}_{i \in I}$ is the basis of $\Omega^1_{U/\mathfrak{S}}$. Let $\{\partial_i\} \in \Gamma(U, \mathcal{T}_{\mathcal{X}/\mathfrak{S}})$ be the dual basis. Then

(i) all $\partial_i$ commute with each other;
(ii) $\text{Diff}_{\mathcal{X}/\mathfrak{S}}^{\leq n}$ is freely generated by all monomials on $\partial_i$ of degrees $\leq n$.

**Proof.** The same as in loc.cit., 16.11.2. □

Thus, if $\mathfrak{S} = \text{Spec}(k)$, if $f$ is differentially smooth then $\mathcal{X}$ is differentially smooth in the sense of 3.1.

4.16. **Corollary.** If $f$ is differentially smooth then the map (52) is isomorphism.

**Proof.** Follows immediately from Theorem 4.15.2 and Theorem 3.9: the map (52) preserves filtrations and induces an isomorphism on the associated graded rings. □

Hence, if $\mathfrak{S} = \text{Spec}(k)$, our sheaf $\text{Diff}_{\mathcal{X}/\mathfrak{S}}$ coincides with $\text{Diff}_{\mathcal{X}}$ defined in Section 3.

4.17. **Examples of differentially smooth morphisms.**

4.17.1. Smooth morphisms. This follows from loc.cit., 16.10.2.

4.17.2. The structure morphism $\text{Spf}(A\{T_1, \ldots, T_n\}) \longrightarrow \text{Spf}(A)$ (see 4.6).

5. **Homotopy Lie algebras and direct image functor**

In this Section we develop a formalism of homotopy Lie algebras which is sufficiently good for our needs.

In 5.1 we define the category $\mathcal{Holie}$ of homotopy Lie algebras and a functor from it to the filtered derived category given by the Quillen standard complex (see 2.2). In order to define higher direct images for $\mathcal{Holie}$ in 5.4, we provide in 5.2 a construction of Thom-Sullivan functor from cosimplicial modules to complexes, and some homotopic al properties of it in 5.3. The proof of the properties of the Thom-Sullivan functor is given in Section 6. The main result of this Section is Theorem 5.4.7.

5.1. **Homotopy Lie algebras.**

5.1.1. Let $X$ be a formal scheme. We define $\mathcal{Dglie}(X)$ (resp., $\mathcal{Dglie}^{qc}(X)$, $\mathcal{Dglie}^c(X)$) as a category of dg $\mathcal{O}_X$-Lie algebras $\mathfrak{g}$ such that —

(i) all components $\mathfrak{g}^i$ are $\mathcal{O}_X$-flat (and quasicoherent or coherent over $\mathcal{O}_X$ respectively);
(ii) one has $\mathcal{H}^i(\mathfrak{g}) = 0$ for sufficiently big $i$.

A morphism $f : \mathfrak{g} \longrightarrow \mathfrak{h}$ in this category is a map of complexes of $\mathcal{O}_X$-modules compatible with brackets. Let us call $f$ a **quasi-isomorphism** if it induces an isomorphism of all cohomology sheaves $\mathcal{H}^i(f) : \mathcal{H}^i(\mathfrak{g}) \longrightarrow \mathcal{H}^i(\mathfrak{h})$. 
By definition, the category $\mathcal{H}_{\text{olie}}^{(*)}(X)$, is the localization of $\mathcal{D}_{\text{glie}}^{(*)}(X)$ with respect to the class of all quasi-isomorphisms. Objects of $\mathcal{H}_{\text{olie}}(X)$ are called homotopy Lie algebras. So, each dg $\mathcal{O}_X$-Lie algebra defines a homotopy Lie algebra.

5.1.2. If $f : X \rightarrow Y$ is a flat morphism, the inverse image functor for $\mathcal{O}_X$-modules induces the functor

$$f^{\text{Lie}} : \mathcal{D}_{\text{glie}}^{(*)}(Y) \rightarrow \mathcal{D}_{\text{glie}}^{(*)}(X)$$

It takes quasi-isomorphisms to quasi-isomorphisms, and hence induces the functor (to be denoted by the same letter)

$$f^{\text{Lie}} : \mathcal{H}_{\text{olie}}^{(*)}(Y) \rightarrow \mathcal{H}_{\text{olie}}^{(*)}(X)$$

5.1.3. Filtered derived categories. (For more details, see [I], ch. V, no.1 where the case of finite filtrations is considered.) Let $\mathcal{C}(X)$ denote the category of complexes of $\mathcal{O}_X$-modules, and $\mathcal{CF}(X)$ the category whose objects are complexes of $\mathcal{O}_X$-modules together with a filtration by $\mathcal{O}_X$-subcomplexes $\ldots \subseteq F_i A \subseteq F_{i+1} A \subseteq \ldots$, $i \in \mathbb{Z}$ such that $F_i A = 0$ for sufficiently small $i$ and $A = \cup_i F_i A$; the morphisms being morphisms of complexes compatible with filtrations.

We set $\text{gr}_i(A) = F_i A / F_{i-1} A$. For $a, b \in \mathbb{Z}$, let $\mathcal{CF}_{[a,b]}(X)$ be the full subcategory consisting of complexes with $F_{a-1} A = 0, F_b A = A$.

A morphism $f : A \rightarrow B$ in $\mathcal{CF}(X)$ is called a filtered quasi-isomorphism if the induced maps $\text{gr}_i(f) : \text{gr}_i(A) \rightarrow \text{gr}_i(B)$ are quasi-isomorphisms. From our assumptions on filtrations follows that a filtered quasi-isomorphism is a quasi-isomorphism.

We denote by $\mathcal{D}(X)$ the localization of $\mathcal{C}(X)$ with respect to quasi-isomorphisms, and $\mathcal{DF}(X)$, $\mathcal{DF}_{[a,b]}(X)$ the localization of $\mathcal{C}(X)$ (resp., $\mathcal{CF}_{[a,b]}(X)$) with respect to filtered quasi-isomorphisms.

5.1.4. Lemma. Suppose that $f : \mathfrak{g} \rightarrow \mathfrak{h}$ is a quasi-isomorphism in $\mathcal{D}_{\text{glie}}(X)$. Then the induced morphism $C(f) : C(\mathfrak{g}) \rightarrow C(\mathfrak{h})$ is a filtered quasi-isomorphism.

Proof. It suffices to prove that all $\text{gr}_i(f) : S^i(\mathfrak{g}[1]) \rightarrow S^i(\mathfrak{h}[1])$ are quasi-isomorphisms. Repeated application of the Künneth spectral sequence [G], Ch. I, 5.5.1, shows that $f^{\otimes i} : \mathfrak{g}^{\otimes i} \rightarrow \mathfrak{h}^{\otimes i}$ are quasi-isomorphisms (we use the assumptions 5.1.1 (i)-(ii)). After passing to $\Sigma_n$-invariants, we get the desired claim. \qed

5.1.5. It follows that the functors $\mathfrak{g} \mapsto C(\mathfrak{g})$, $\mathfrak{g} \mapsto F_n C(\mathfrak{g})$ induce functors between homotopy categories

$$C : \mathcal{H}_{\text{olie}}(X) \rightarrow \mathcal{DF}(X)$$

$$F_n C : \mathcal{H}_{\text{olie}}(X) \rightarrow \mathcal{DF}_{[0,n]}(X)$$

For $\mathfrak{g} \in \mathcal{H}_{\text{olie}}(X)$ we define homology sheaves

$$\mathcal{H}_n^{\text{Lie}}(\mathfrak{g}) = H^{-n}(C(\mathfrak{g})); \quad F_n H_n^{\text{Lie}}(\mathfrak{g}) = H^{-n}(F_n C(\mathfrak{g}))$$

— these are sheaves of $\mathcal{O}_X$-modules. If $X = \text{Spec}(k)$, we denote them $H_n^{\text{Lie}}(\mathfrak{g})$, $F_n H_n^{\text{Lie}}(\mathfrak{g})$ respectively — these are $k$-vector spaces.
5.1.6. Let $g \in \mathcal{H}olie(X)$. We have a spectral sequence
\[ E_1^{pq} = \mathcal{H}^q(Lie^p_\mathcal{O}_X(g)) \Rightarrow \mathcal{H}^{Lie}_{p-q}(g) \]
If all sheaves $\mathcal{H}^i(g)$ are $\mathcal{O}_X$-flat then by Künneth formula, we have
\[ H^q(\Lambda^n \mathcal{O}_X(g)) \cong \left( \sum_{q_1 + \cdots + q_n = q} H^{q_1}(g) \otimes \cdots \otimes \mathcal{O}_X H^{q_n}(g) \right)^{\Sigma_n} \]
where $(\cdot)^{\Sigma_n}$ denotes the subspace of anti-invariants of the symmetric group $\Sigma_n$.

5.2. Thom-Sullivan complex.

5.2.1. In this subsection $\Delta$ will denote the category of totally ordered finite sets $[n] = \{0, \ldots, n\}$, $n \geq 0$, and non-decreasing maps. For any category $C$, we denote $\Delta^0 C$, $\Delta C$ the categories of simplicial and cosimplicial objects in $C$ respectively. For $A \in \Delta^0 C$ (resp., $B \in \Delta C$) we denote $\alpha^* : A_m \rightarrow A_n$ (resp., $\alpha_* : A^m \rightarrow A^n$) the map in $C$ corresponding to a morphism $\alpha : [n] \rightarrow [m]$ in $\Delta$.

$\mathcal{E}ns$ will denote the category of sets, $\Delta[n] \in \Delta^0 \mathcal{E}ns$ the standard $n$-simplex.

5.2.2. (For details, see [BoG]). Denote by $R_n$ the commutative $k$-algebra $k[t_0, \ldots, t_n]/(\sum_{i=0}^n t_i - 1)$ ($t_i$ being independent variables). Set $A[n] = \text{Spec } R_n$. Together with the standard face and degeneracy maps, algebras $R_n$, $n \geq 0$, form a simplicial algebra $R$.

Let $\Omega_n$ denote the algebraic de Rham complex of $R_n$ over $k$,
\[ \Omega_n = \Gamma(A[n], \Omega_{A[n]/k}) \]
It is a commutative dg $k$-algebra which may be identified with
\[ R_n[dt_0, \ldots, dt_n]/(\sum dt_i), \]
with $\text{deg}(dt_i) = 1$ and the differential given by the formula $d(t_i) = dt_i$. The algebras $\Omega_n$, $n \geq 0$ together with coface and codegeneracy maps induced from $R$, form a simplicial commutative dg algebra $\Omega = \{\Omega_n\}$. So, for a fixed $p$, $\Omega^p$ is a simplicial vector space, and $\Omega^p$ is a complex.

5.2.3. (Cf. [HLHA], 3.1.3) Let $C$ be a small category. Let us denote $\text{Mor}(C)$ the category whose objects are morphisms $f : x \rightarrow y$ in $C$, a map $f \rightarrow g$ is given by a commutative diagram
\[
\begin{array}{ccc}
. & \downarrow g & . \\
\uparrow f & & \downarrow \\
. & \downarrow & .
\end{array}
\]
The composition is defined in the evident way. For $f$ as above set $s(f) = x$, $t(f) = y$.

Let $A$ be a commutative $k$-algebra, $X : C^0 \rightarrow \text{Mod}(k)$, $Y : C \rightarrow \text{Mod}(A)$ two functors ($C^0$ denotes the opposite category). Denote by
\[ X \otimes Y : \text{Mor}(C) \rightarrow \text{Mod}(A) \]
the functor given by $X \otimes Y (f) = X(s(f)) \otimes_k Y(t(f))$ and defined on morphisms in the evident way. Set

$$X \otimes Y = \lim_{\leftarrow}(X \otimes Y) \in \mod(A)$$

In other words, $X \otimes Y$ is an $A$-submodule of $\prod_{c \in \ob(C)} X(c) \otimes Y(c)$ consisting of all $\{a(c)\}_{c \in \ob(C)}$, $a(c) \in X(c) \otimes Y(c)$ such that for every $f : b \rightarrow c \in \mor(C)$

$$(f^* \otimes 1)(a(c)) = (1 \otimes f_*)(a(b)).$$

5.2.4. Thom-Sullivan complex. (Cf. [HLHA], §4) Applying the previous construction to $C = \Delta$, $X = \Omega^p \in \Delta^0 \mod(k)$, $Y \in \Delta \mod(A)$, we get $A$-modules

$$\Omega^p(Y) = \Omega^p \otimes \leftarrow Y$$

When $p$ varies, they form a complex $\Omega(Y) \in \mathcal{C}(A)$ which is called Thom-Sullivan complex of $Y$. If $Y$ is a constant cosimplicial object, then

$$\Omega(Y) \cong Y$$

(59) canonically.

For example, if $Y$ is the cosimplicial space of $k$-valued cochains of a simplicial set $X$, $\Omega(Y)$ is the Thom-Sullivan complex of $X$ described in [BoG].

If $Y$ is a complex in $\Delta \mod(A)$ or, what is the same, a cosimplicial complex of $A$-modules, then, applying the previous construction componentwise we get a bicomplex of $A$-modules; we will denote the corresponding simple complex again $\Omega(Y)$. This way we get a functor

$$\Omega : \Delta \mod(A) \rightarrow \mathcal{C}(A).$$

(60)

5.2.5. Lemma. The functor $\Omega$ is exact.

For a proof, see 6.12.

5.2.6. Normalization. For $Y \in \Delta \mod(A)$ denote by $N(Y) \in \mathcal{C}(A)$ its normalization, i.e. set $N(Y)^i \subset Y^i$ to be the intersection of kernels of all codegeneracies $Y^i \rightarrow Y^{i-1}$, the differential $N(Y)^i \rightarrow N(Y)^{i+1}$ being the alternating sum of the cofaces. ($N(Y)^i = 0$ for $i < 0$). We say that $Y$ is finite dimensional if $N(Y)^i = 0$ for $i >> 0$. This way we get a functor

$$N : \Delta \mod(A) \rightarrow \mathcal{C}(A)$$

For each $n \geq 0$ denote by $Z^i_n = C^*(\Delta[n], k)$ the complex of normalized $k$-valued cochains of the standard simplex. When $n$ varies, the complexes $Z^i_n$ form a simplicial object $Z = Z \in \Delta^0 \mathcal{C}(k)$. Given $Y \in \Delta \mod(A)$, we can apply the construction 5.2.3 to each $Z^i_n$ and $Y$, and obtain $Z \otimes Y \in \mathcal{C}(A)$. It follows from the definitions that we have a natural isomorphism

$$Z \otimes Y \cong N(Y)$$

(cf. [HLHA], 2.4).
5.2.7. For each $n$ we have the integration map
\[ \int : \Omega_n \to C^*(\Delta[n], k) \]
in $\mathcal{C}(k)$, [BoG], §2. Taken together, they give rise to the morphism
\[ \int : \Omega \to \mathcal{Z} \]
in $\Delta^0\mathcal{C}(k)$. It induces natural maps
\[ \int_Y : \Omega(Y) \to N(Y) \]
for every $Y \in \Delta \text{Mod}(A)$.

5.2.8. "De Rham theorem". Lemma. For every $Y \in \text{Mod}(A)$ the map $\int_Y$ is a quasi-isomorphism.

Proof. See [HLHA], 4.4.1. □

5.2.9. Base change. Let $A'$ be a commutative $A$-algebra, $Y \in \Delta \text{Mod}(A)$, whence $Y \otimes_A A' \in \Delta \text{Mod}(A')$. We have an evident base change morphism
\[ \Omega(Y) \otimes_A A' \to \Omega(Y \otimes_A A'). \]

5.2.10. Lemma. If $Y$ is finite dimensional then (62) is isomorphism.

5.2.11. Lemma. Let $A$ be noetherian and $Y \in \Delta \text{Mod}(A)$; suppose that all $Y^n$ are flat over $A$. Then for every $p$, $\Omega^p(Y)$ is flat over $A$.

The proof of 5.2.10 and 5.2.11 will be given in the next Section, see 6.13, 6.14.

5.2.12. Suppose that $B$ is a commutative dg algebra and $\mathfrak{g}$ is a dg Lie algebra. Then $B \otimes \mathfrak{g}$ is naturally a dg Lie algebra, the bracket being defined as
\[ [a \otimes x, b \otimes y] = (-1)^{|x||b|}ab \otimes [x, y]. \]

Let $\mathfrak{g}$ be a cosimplicial dg $A$-Lie algebra. Then all $\Omega_n \otimes \mathfrak{g}^n$ are dg $A$-Lie algebras; hence their inverse limit $\Omega(\mathfrak{g})$ is. This way we get a functor $\Omega$ from the category of cosimplicial dg $A$-Lie algebras to dg $A$-Lie algebras.

5.2.13. Let $X$ be a (formal) scheme. We can sheafify Thom-Sullivan construction. Denote by $\text{Mod}(\mathcal{O}_X)$ the category of sheaves of $\mathcal{O}_X$-modules. For $\mathcal{F} \in \Delta \text{Mod}(\mathcal{O}_X)$ we get $N(\mathcal{F}), \Omega(\mathcal{F}) \in \mathcal{C}(X)$. We call $\mathcal{F}$ finite dimensional if $N(\mathcal{F})^i = 0$ for $i \gg 0$. We denote $\Delta(\text{Mod}(\mathcal{O}_X))^f \subseteq \Delta(\text{Mod}(\mathcal{O}_X))$ the full subcategory consisting of finite dimensional cosimplicial sheaves.

By 6.15 if $\mathcal{F}$ is finite dimensional, and all $\mathcal{F}^i$ are quasicoherent then all $\Omega^i(\mathcal{F})$ are quasicoherent.

By 5.2.11 if all $\mathcal{F}^i$ are $\mathcal{O}_X$-flat then all $\Omega^i(\mathcal{F})$ are $\mathcal{O}_X$-flat.

If $\mathfrak{g}$ is a cosimplicial dg $\mathcal{O}_X$-Lie algebra, then, applying 5.2.12 we get a dg $\mathcal{O}_X$-Lie algebra $\Omega(\mathfrak{g})$. 
5.2.14. Let \( f : X \rightarrow Y \) be a map of schemes, \( F \in \Delta \text{Mod}(\mathcal{O}_X) \). Then we have an evident equality
\[
f_* \Omega(F) = \Omega(f_* F)
\]

5.3. Cosimplicial homotopies. Let \( \mathcal{A} \) be a category with finite products.

5.3.1. Definition. Define the path functor \( X \mapsto X^I \) from \( \Delta \mathcal{A} \) to itself as follows:
\[
(X^I)^n = \prod_{s : [n] \rightarrow [1]} X^n,
\]
the map \( f_* : (X^I)^m \rightarrow (X^I)^n \) for any \( f : [m] \rightarrow [n] \) being defined by the formula
\[
f_*({\{x_s\}})_t = f_*(x_{tf}), \ t : [n] \rightarrow [1].
\]

The path functor is endowed with natural transformations
\[
i_X : X \rightarrow X^I, \ \text{pr}_{i,X} : X^I \rightarrow X(i = 0, 1)
\]
given by the formulas
\[
i_X(x)_s = x; \ \text{pr}_{i,X}({\{x_s\}}) = x_s,
\]
where \( s_i : [n] \rightarrow [1] \) denotes the constant map with value \( i \).

Definition 5.3.1 is a special case of constructions given in [Q2], ch. 2, see Prop. 2 for the dual statement. In particular, one can define in the same way a functor \( X \mapsto X^S \) for any finite simplicial set \( S \), this construction is functorial on \( S \in \Delta^0 \text{Ens} \) and the natural transformations \( i_X, \text{pr}_{i,X} \) are induced by the corresponding maps \( \pi : I \rightarrow \ast \) and \( \iota_i : \ast \rightarrow I(i = 0, 1) \) in \( \Delta^0 \text{Ens} \).

5.3.2. Definition. Let \( X,Y \in \Delta \mathcal{A} \). Maps \( f_i : X \rightarrow Y \) (\( i = 0, 1 \)) are said to be strictly homotopic if there exists a map \( F : X \rightarrow Y^I \) such that \( f_i = \text{pr}_i \circ F \).

5.3.3. Example. Let \( X \in \Delta \mathcal{A} \). The maps \( \text{id}, \ i \circ \text{pr}_0 : X^I \rightarrow X^I \) are strictly homotopic.

In fact, the maps \( \text{id}_I \) and \( \iota_0 \circ \pi \) are strictly homotopic in \( \Delta^0 \text{Ens} \).

5.3.4. Let now \( \mathcal{A} \) be additive. Recall that for \( X \in \Delta \mathcal{A} \) the total complex \( \text{Tot}(X) \in \mathcal{C}(\mathcal{A}) \) is defined by the properties
\[
\text{Tot}(X)^n = X^n,
\]
\[
d = \sum_{i}(-1)^i \delta^i : \text{Tot}(X)^n \rightarrow \text{Tot}(X)^{n+1}.
\]
This defines a functor \( \text{Tot} : \Delta \mathcal{A} \rightarrow \mathcal{C}(\mathcal{A}) \).

Lemma. A strict homotopy \( H : X \rightarrow Y^I \) between \( f \) and \( g \) induces a (chain) homotopy \( h : \text{Tot}(X) \rightarrow \text{Tot}(Y)[-1] \) between \( \text{Tot}(f) \) and \( \text{Tot}(g) \).
Proof. For $x \in X^n$ define

$$h(x) = \sum_{i=0}^{n-1} (-1)^i \sigma^i(y_{\alpha_i})$$

where $y_{\alpha_i}$ are defined by $H(x) = \{y_{\alpha_i}\}$ and

$$\alpha_i(t) = \begin{cases} 0 & \text{if } t \leq i \\ 1 & \text{if } t > i. \end{cases}$$

(63)

A direct calculation shows that $h$ is the chain homotopy we need. □

5.3.5. We apply the above constructions to homotopy Lie algebras. Fix a commutative ring $A \supseteq \mathbb{Q}$ and put $A = \mathcal{D}glie(A)$.

**Corollary.** Let $X, Y \in \Delta \mathcal{D}glie(A)$. Let $f, g : X \to Y$ be strictly homotopic. Then the maps $\Omega(f), \Omega(g) : \Omega(X) \to \Omega(Y)$ induce equal maps in the homotopy category $\mathcal{H}olie(A)$.

**Proof.** It suffices to check that $\Omega(pr_{0,Y}) = \Omega(pr_{1,Y})$ in the homotopy category. Since the both maps split $\Omega(i_Y)$, it suffices to check that the latter one is a quasi-isomorphism. For this we can substitute the functor $\Omega$ with $\text{Tot}$ (since they are naturally quasi-isomorphic). We can also substitute the category $\mathcal{D}glie(A)$ with the category $\mathcal{C}(A)$ since the forgetful functor $\# : \mathcal{D}glie(A) \to \mathcal{C}(A)$ commutes with direct products. Then Example 5.3.3 and Lemma 5.3.4 prove even more that we actually need. □

5.4. Direct image of homotopy Lie algebras.

5.4.1. Čech resolutions. Let $X$ be a topological space, $\mathcal{F}$ an abelian sheaf over $X$, $\mathcal{U} = \{U_i\}_{i \in I}$ an open covering of $X$. For each $n \geq 0$ set

$$\check{\mathcal{C}}^n(\mathcal{U}, \mathcal{F}) = \prod_{(i_0, \ldots, i_n) \in I^{n+1}} j_{i_0 \ldots i_n}^* \check{\mathcal{C}}(\mathcal{U}, \mathcal{F})$$

where $j_{i_0 \ldots i_n} : U_{i_0} \cap \ldots \cap U_{i_n} \hookrightarrow X$. Together with the standard cofaces and codegeneracies, the sheaves $\check{\mathcal{C}}^n(\mathcal{U}, \mathcal{F})$, $n \geq 0$, form a cosimplicial sheaf $\check{\mathcal{C}}(\mathcal{U}, \mathcal{F})$. It is finite dimensional if the covering $\mathcal{U}$ is finite.

We have an embedding $\mathcal{F} \hookrightarrow \check{\mathcal{C}}^0(\mathcal{U}, \mathcal{F})$; it induces the augmentation map

(64) $$\mathcal{F} \hookrightarrow \check{\mathcal{C}}(\mathcal{U}, \mathcal{F})$$

where $\mathcal{F}$ is considered as a constant cosimplicial sheaf. The induced map

(65) $$\mathcal{F} \hookrightarrow N(\check{\mathcal{C}}(\mathcal{U}, \mathcal{F}))$$

is a quasi-isomorphism, [G], ch. II, 5.2.1.
5.4.2. Suppose that
— either $X$ is a scheme and $F$ is a quasicoherent sheaf of $\mathcal{O}_X$-modules,
— or $X$ is a formal scheme and $F$ is a coherent sheaf.

Choose an affine covering $\mathcal{U}$. Then the complex $\Gamma(X, N(\mathcal{C}(\mathcal{U}, F)))$ represents $R\Gamma(X, F)$, [H], III, 4.5; 4.2.

If $f : X \rightarrow Y$ is a morphism of (formal) schemes then $f_* N(\mathcal{C}(\mathcal{U}, F))$ represents $Rf_*(F)$.

5.4.3. Applying to (64) the functor $\Omega$, and using (59), we get a canonical map of complexes

\[
\mathcal{F} \rightarrow \Omega(\mathcal{C}(\mathcal{U}, F)) \tag{66}
\]

which is a quasi-isomorphism by the above and 5.2.8.

5.4.4. Suppose we are in one of the following situations:

**Case 1.** $f : X \rightarrow Y$ is a flat morphism of schemes, $g \in \mathcal{D}glie^{\mathcal{w}}(X)$.

**Case 2.** $f : X \rightarrow Y$ is a flat morphism of formal schemes, $g \in \mathcal{D}glie^{c}(X)$.

Choose an open affine covering $\mathcal{U}$ of $X$, and consider the cosimplicial complex of $\mathcal{O}_Y$-modules $f_* \mathcal{C}(\mathcal{U}, g)$; it has an evident structure of a cosimplicial dg Lie algebra. Applying the Thom-Sullivan functor, we get a dg $\mathcal{O}_Y$-Lie algebra $\Omega(f_* \mathcal{C}(\mathcal{U}, g))$. Note that by 5.2.14 this is the same as $f_* \Omega(\mathcal{C}(\mathcal{U}, g))$. Let us denote it $f_{*\mathcal{M}}^{\text{Lie}}(g)$.

5.4.5. Let now $\mathcal{U} = \{U_i\}_{i \in I}$ and $\mathcal{V} = \{V_j\}_{j \in J}$ be two open coverings of $X$ so that cosimplicial dg Lie algebras $\mathcal{C}(\mathcal{U}, g)$, $\mathcal{C}(\mathcal{V}, g)$ are defined. Let maps $f, g : I \rightarrow J$ satisfy the conditions $U_i \subseteq V_{f(i)}$, $U_i \subseteq V_{g(i)}$.

**Lemma.** The maps from $\mathcal{C}(\mathcal{V}, g)$ to $\mathcal{C}(\mathcal{U}, g)$ induced by $f$ and $g$ are strictly homotopic.

**Proof.** Immediate. □

**Corollary.** In the notations above the maps from $f_{*\mathcal{V}}^{\text{Lie}}(g)$ to $f_{*\mathcal{U}}^{\text{Lie}}(g)$ induced by $f$ and by $g$, coincide in $\mathcal{Holie}(Y)$.

**Proof.** Compare 5.4.5 with 5.3.5. □

5.4.6. If $g = f^* \text{Lie}h$ for some $h \in \mathcal{D}glie(Y)$ then the augmentation (66)

\[
f^* \text{Lie}h \rightarrow \Omega(\mathcal{C}(\mathcal{U}, f^* \text{Lie}h))
\]

and the adjunction map $h \rightarrow f_* f^* h$ induce the map of dg $\mathcal{O}_X$-Lie algebras

\[
h \rightarrow f_{*\mathcal{M}}^{\text{Lie}}(f^* \text{Lie}h). \tag{67}
\]

On the other hand, for any $g \in \mathcal{Holie}(X)$ a map

\[
f^* \text{Lie} f_{*\mathcal{M}}^{\text{Lie}}(g) \rightarrow g \tag{68}
\]
in $\mathcal{Holie}(X)$ is defined as the composition
\begin{equation}
\tag{69}
f^*\mathcal{Lie} f_\mathcal{Lie}^*(\mathfrak{g}) = f^*\mathcal{Lie} f_\mathcal{Lie} (\mathcal{C}(U, \mathfrak{g})) \to \mathcal{C}(U, \mathfrak{g}) \to \mathfrak{g}
\end{equation}
the last map being inverse to the composition of the quasi-isomorphisms (65) and (61).

Putting together the above considerations, we get the following

5.4.7. **Theorem.** (i) In Case 1 (resp., Case 2) $f^\mathcal{Lie}_*(\mathfrak{g})$ belongs to $\mathcal{D}galie_qc(Y)$ (resp., $\mathcal{D}galie(Y)$).

(ii) The class of $f^\mathcal{Lie}_*(\mathfrak{g})$ in $\mathcal{Holie}^{qc}(Y)$ (resp., $\mathcal{Holie}(Y)$) does not depend, up to a unique isomorphism, on $U$.

(iii) The functor $f^\mathcal{Lie}_*$ takes quasi-isomorphisms to quasi-isomorphisms; thus it induces the functor
\[ f^\mathcal{Lie}_* : \mathcal{Holie}^{qc}(X) \to \mathcal{Holie}^{qc}(Y) \]
in Case 1, and
\[ f^\mathcal{Lie}_* : \mathcal{Holie}^{qc}(X) \to \mathcal{Holie}(Y) \]
in Case 2 respectively, such that the square
\[ \begin{array}{ccc}
\mathcal{Holie}(\mathcal{C})(X) & \xrightarrow{f^\mathcal{Lie}_*} & \mathcal{Holie}(\mathcal{C})(Y) \\
\downarrow & & \downarrow \\
\mathcal{D}(X) & \xrightarrow{f_*} & \mathcal{D}(Y)
\end{array} \]
the vertical arrows being forgetful functors, 2-commutes in both cases. This means that there is a natural isomorphism between the two functors from $\mathcal{Holie}(\mathcal{C})(X)$ to $\mathcal{D}(Y)$.

(iv) In Case 1, maps (67) induce the natural transformation $\text{Id}_{\mathcal{Holie}(Y)} \to f^\mathcal{Lie}_* f^\mathcal{Lie}$ which makes the functor $f^\mathcal{Lie}_*$ right adjoint to $f^\mathcal{Lie}$.

5.4.8. In case $Y = \text{Spec}(k)$, $f : X \to Y$ the structure morphism, we will denote $f^\mathcal{Lie}_*(\mathfrak{g})$ also by $\Gamma^\mathcal{Lie}(X, \mathfrak{g})$.

6. **Thom-Sullivan functor**

In this Section we will compute more explicitly the Thom-Sullivan functor and prove some fundamental properties of it.

6.1. We keep the assumptions and notations from 5.2. In particular, $k$ is a base field of characteristic zero and $A$ denotes a commutative $k$-algebra.

Expressing $t_0$ as $t_0 = 1 - \sum_{i=1}^{n} t_i$ we identify $k$-algebras $R_n$ with $k[t_1, \ldots, t_n]$ and commutative dg $k$-algebras $\Omega_n$ with $R_n[dt_1, \ldots, dt_n]$.

The standard simplicial morphisms of dg $k$-algebras
\[ d_i : \Omega_n \to \Omega_{n-1}, \quad s_i : \Omega_n \to \Omega_{n+1}, \quad i = 0, \ldots, n \]
are defined by the formulas
\[(70)\]
\[d_i(t_j) = \begin{cases} 
  t_j & \text{if } j < i, \\
  0 & \text{if } j = i, \\
  t_{j-1} & \text{if } j > i 
\end{cases}\]

for \(i > 0\) and

\[(71)\]
\[d_0(t_j) = \begin{cases} 
  t_{j-1} & \text{if } j > 1, \\
  1 - \sum t_i & \text{if } j = 1. 
\end{cases}\]

\[(72)\]
\[s_i(t_j) = \begin{cases} 
  t_j & \text{if } j < i, \\
  t_i + t_{i+1} & \text{if } j = i, \\
  t_{j+1} & \text{if } j > i 
\end{cases}\]

for \(i > 0\) and

\[(73)\]
\[s_0(t_j) = t_{j+1}.\]

These maps satisfy standard simplicial identities.

6.2. Let \(X \in \Delta_{Mod}(A)\). So \(X\) is a set of \(A\)-modules \(X^p, p \geq 0\), together with maps

\[\delta^i : X^{p-1} \to X^p, \; \sigma^i : X^{p+1} \to X^p,\]

\(i = 0, \ldots, p\), satisfying the standard cosimplicial identities.

By definition, \(\Omega(X)\) is a complex of \(A\)-modules

\[0 \to \Omega^0(X) \xrightarrow{d} \cdots \xrightarrow{d} \Omega^n(X) \xrightarrow{d} \cdots\]

where \(\Omega^n(X)\) is the space of all collections \(\{x_p \in \Omega_p^n \otimes X^p\}_{p \geq 0}\) satisfying the following conditions

\[(74)\]
\[(1 \otimes \delta^i)(x_p) = (d_i \otimes 1)(x_{p+1})\]

\[(75)\]
\[(s_i \otimes 1)(x_p) = (1 \otimes \sigma^i)(x_{p+1})\]

for all \(p, i\) — see the diagram below.
Until the end of this Section, let us fix \( n \geq 0 \). Our aim will be an explicit computation of \( \Omega^n(X) \).

6.3. In what follows \( \mathbb{N} = \{0, 1, \ldots\} \).

Let \( p \in \mathbb{N} \). For \( a \in \mathbb{N}^p, \alpha \in \{0, 1\}^p \) denote

\[
\omega_{a,\alpha} = t_1^{a_1} \cdots t_p^{a_p} dt_1^{\alpha_1} \wedge \cdots \wedge dt_p^{\alpha_p} \in \Omega_p.
\]

We have \( \deg \omega_{a,\alpha} = \sum \alpha_i \).

Let \( I^p \subset \mathbb{N}^p \times \{0, 1\}^p \) consist of all pairs \((a, \alpha)\) such that \( \sum \alpha_i = n \).

Evidently, forms \( \omega_{a,\alpha}, (a, \alpha) \in I^p \), make up a basis of \( \Omega^n_p \). Set \( I = \bigsqcup_p I^p \).

An arbitrary element \( x_p \in \Omega^n_p \otimes X^p \) takes form

\[
x_p = \sum_{(a,\alpha) \in I^p} \omega_{a,\alpha} \otimes x_{a,\alpha}
\]

with \( x_{a,\alpha} \in X^p \). This way we get a mapping

\[
x \mapsto \{x_{a,\alpha}\}_{(a,\alpha) \in I}
\]

from \( \Omega^n(X) \) to the set of collections

\[
\{x_{a,\alpha}\}_{(a,\alpha) \in I}, \ x_{a,\alpha} \in X^p \text{ for } (a, \alpha) \in I^p
\]

6.3.1. Let us introduce two operations on \( I \).

For \((a, \alpha) \in I^p\) denote by \( \eta_i(a, \alpha) \in I^{p+1}, \ i = 1, \ldots, p + 1 \) the element obtained from \((a, \alpha)\) by inserting \((0, 0)\) on the place \( i \).

Further, denote by \( \zeta_i(a, \alpha) \in I^{p-1}, \ i = 1, \ldots, p - 1, \) the pair \((a', \alpha')\) with \( a' = (\ldots, a_i + a_{i+1}, \ldots) \) and \( \alpha' = (\ldots, \alpha_i + \alpha_{i+1}, \ldots) \)— this operation is defined only if \( \alpha_i + \alpha_{i+1} \leq 1 \).

6.3.2. Let \( x_p = \sum_{(a,\alpha) \in I^p} \omega_{a,\alpha} \otimes x_{a,\alpha} \in \Omega^n_p \otimes X^p \) and \( x_{p+1} = \sum_{(b,\beta) \in I^{p+1}} \omega_{b,\beta} \otimes x_{b,\beta} \in \Omega^n_{p+1} \otimes X^{p+1} \).

The condition (74) is equivalent to the following formulas (78) and (79):

\[
x_{\eta_i(a,\alpha)} = \delta^i x_{a,\alpha}, \text{ for } i \geq 1
\]
\[ \delta^0(x_{a,\alpha}) = \sum_{e_i, \epsilon_j \leq a_i, \beta_j \leq \alpha_i, \beta_1 = \sum_i \beta_i} (-1)^{e_1 + \sum_{i \geq 1} e_i \beta_i} \frac{b_1!}{e_0! \cdots e_p!} x_{b,\beta} \]

where the (big) sum is taken over non-negative \( e_i, \epsilon_j \) satisfying the conditions written and \( b_1 = \sum_{i=0}^p e_i, \ e = \sum_{i=1}^p e_i, \ b_{i+1} = a_i - e_i, \ \beta_1 = \sum \epsilon_i, \beta_{i+1} = \alpha_i - \epsilon_i \).

The condition (75) is equivalent to the following formulas (80) and (81):

\[ \sigma^i(x_{b,\beta}) = \begin{cases} 0 & \text{if } \beta(i) = \beta(i+1) = 1 \\ (b_i + b_{i+1})x_{\zeta_i(b,\beta)} & \text{otherwise} \end{cases} \]

for \( i \geq 1 \);

\[ \sigma^0(x_{b,\beta}) = \begin{cases} x_{a,\alpha} & \text{if } (b, \beta) = \eta_1(a, \alpha) \\ 0 & \text{otherwise}. \end{cases} \]

Let us denote \( T(X) \) the set of all collections (77) satisfying (78)—(81).

Let us call a collection (77) \textit{locally finite} if for every \( p \) the set \( \{(a, \alpha) \in I^p | x_{a,\alpha} \neq 0 \} \) is finite. Let us denote by \( T^f(X) \subset T(X) \) the subset consisting of all locally finite collections.

The above argument proves

\[ 6.3.3. \ \textbf{Lemma.} \quad \text{The mapping (76) defines an isomorphism} \]

\[ \rho : \Omega^n(X) \sim \rightarrow T^f(X) \]

\[ \square \]

Elements \( x_{a,\alpha}, \ a, \alpha \in I \) are coordinates of \( x \in \Omega^n(X) \). Now our strategy will be: using relations (78)—(81) to express these coordinates in terms of smaller subsets of coordinates.

\[ 6.4. \quad \text{An element } (a, \alpha) \in I^p \text{ is called \textit{reduced} if none of } (a_i, \alpha_i), \ i = 1, \ldots, p, \text{ is equal to } (0, 0). \]

An element \( (a, \alpha) \in I^p \) is called \textit{special} if it is reduced and \( (a_1, \alpha_1) = (1, 0) \).

An element \( (a, \alpha) \in I^p \) is called \textit{d-free} if it is reduced and not special.

The set of all d-free elements in \( I^p \) will be denoted by \( F^p \). We set \( F = \bigcup F^p \subset I \).

Let us denote by \( T_F(X) \) the set of all collections

\[ \{x_{b,\beta}\} \forall (b, \beta) \in F, \text{ where } x_{b,\beta} \in X^p \text{ for } (b, \beta) \in F^p \]

satisfying following conditions:

\[ \sigma^0(x_{b,\beta}) = 0; \]

\[ \sigma^i(x_{b,\beta}) = 0 \text{ if } \beta(i) = \beta(i+1) = 1 \]

\[ \sigma^i(x_{b,\beta}) = \left( \frac{b_i + b_{i+1}}{b_i} \right) x_{\zeta_i(b,\beta)} \text{ otherwise} \]
6.4.1. **Lemma.** *The natural projection defines an isomorphism*\[ \pi_1 : T(X) \xrightarrow{\sim} TX(X) \]

**Proof.** The formula (78) allows one to express \( x_{b,\beta} \) for non-reduced \((b, \beta) \in I^{p+1}\) through \( x_{a,\alpha}, (a, \alpha) \in I^p \). Furthermore, the formula (79) allows one to calculate \( x_{b,\beta} \) for special \((b, \beta) \in I^{p+1}\) by induction as follows. Endow \( I^p \) with the partial order in which \((a, \alpha) \geq (a', \alpha')\) iff \( a_i \geq a'_i \) and \( \alpha_i = \alpha'_i \) for all \( i \). We determine the value of \( x_{b,\beta} \) for special \((b, \beta) \in I^{p+1}\) by induction on \((a, \alpha)\) such that \( b = a \cup 1_1, \beta = \alpha \cup 0_1 \) in the obvious notation. For this one should consider the equation (79) and see that all special summands in the right hand side except of \( x_{b,\beta} \) correspond to smaller values of \((a, \alpha)\).

This immediately implies that the map which takes \( x = \{x_{a,\alpha}\}_{(a, \alpha) \in I} \in T(X)^n \) to the collection \( \{x_{b,\beta}\}_{(b, \beta) \in F} \), is injective.

To prove bijectivity, we proceed by induction on \( p \). Suppose that, apart from \( x_{b,\beta} \) with \( d\)-free \((b, \beta) \), all elements \( x_{a,\alpha} \) with \((a, \alpha) \in I^i, i \leq p \), are constructed and satisfy the equations (78)–(81). In order to make the next induction step, we have to check the following claims:

1) If \((b, \beta) = \eta_i(a, \alpha) = \eta_j(a', \alpha')\) then \( \delta^i x_{a,\alpha} = \delta^j x_{a',\alpha'} \).

2) The condition (79) is satisfied for any \((a, \alpha) \in I^p \) (and not only for reduced \((a, \alpha)\)).

3) The conditions (80) and (81) are satisfied for any \((b, \beta) \in I^{p+1} \) (and not only for \(d\)-free \((b, \beta)\)).

These claims can be checked by a direct calculation using standard identities for the morphisms in the category \( \Delta \). \( \square \)

6.5. **An element** \((a, \alpha) \in I\) **is called basic if**

— \((a_1, \alpha_1) = \) either \((2, 0)\) or \((0, 1)\);

— \((a_i, \alpha_i) = \) either \((1, 0)\) or \((0, 1)\) for \( i > 1 \).

If \((a_1, \alpha_1) = (2, 0)\) then \((a, \alpha)\) is called **basic element of the first kind**, otherwise — **basic element of the second kind**.

We denote \( B \) the set of all basic elements; we define \( B^p = B \cap I^p \). Evidently \( B^p \subset F^p \subset I^p \).

6.5.1. **Lemma.** *Suppose we are given* \( x = (x_{a,\alpha})_{(a, \alpha) \in I} \in T(X) \). *The elements* \( x_{a,\alpha}, (a, \alpha) \in B \) **satisfy the following relations:**

\[ \sigma^0(x_{a,\alpha}) = 0 \] (84)

\[ \sigma^i(x_{a,\alpha}) = 0 \] if \( \alpha_i = \alpha_{i+1} = 1 \) (85)

\[ \sigma^i(x_{a,\alpha}) = \sigma^i(x_{a',\alpha'}) \] (86)
for \( i > 1 \) where
\[
a = (\ldots, 0, 1, \ldots), \quad a' = (\ldots, 1, 0, \ldots)
\]
\[
\alpha = (\ldots, 1, 0, \ldots), \quad \alpha' = (\ldots, 0, 1, \ldots).
\]
(switching the places \( i, i + 1 \)):

\[
\sigma^1(x_{a,\alpha}) = (\sigma^1)^2(x_{a',\alpha'})
\]

where
\[
a = (2, 0, \ldots), \quad a' = (0, 1, 1, \ldots)
\]
\[
\alpha = (0, 1, \ldots), \quad \alpha' = (1, 0, 0, \ldots).
\]

**Proof.** Direct. \( \square \)

6.5.2. We denote by \( T_B(X) \) the set of all collections \( \{x_{a,\alpha}\}_{(a,\alpha)\in B} \) satisfying the relations (84) – (87).

Thus we get a map

\[
\pi_2 : T_F(X) \longrightarrow T_B(X)
\]

6.5.3. **Lemma.** The map (88) is an isomorphism.

**Proof.** One can easily see that any \( d \)-free element may be obtained from an element from \( B \) by applying operations \( \zeta_i \). This proves injectivity of (88). The proof of surjectivity is standard. \( \square \)

Summing up, we get a sequence of natural maps

\[
\Omega^n(X) \overset{\sim}{\longrightarrow} T^l_f(X) \hookrightarrow T(X) \overset{\sim}{\longrightarrow} T_F(X) \overset{\sim}{\longrightarrow} T_B(X)
\]

6.6. Let us call a collection \( \{x_{a,\alpha}\}_{(a,\alpha)\in B} \) locally finite if
\[
\forall p \in \mathbb{N} \exists m \in \mathbb{N} \forall (a, \alpha) \in B^n_{m'}, \text{ with } m' \geq m \forall f : [q] \to [p] \in \Delta \text{ one has } f(x_{a,\alpha}) = 0.
\]

Let us denote by \( T^l_f(B)(X) \subset T_B(X) \) the subspace of all locally finite collections.

6.6.1. **Lemma.** The map (89) induces an isomorphism

\[
\pi : \Omega^n(X) \overset{\sim}{\longrightarrow} T^l_f(B)(X)
\]

**Proof.** Direct check. \( \square \)
6.7. Set \( B'_m = \{(a, \alpha) \in B^p \mid \sum a_i = m\} \); \( B_m = \cup_p B'_m \). By definition,
\[
B_m = B_{m+n-1} \cup B'_{m+n},
\]
the first (resp., second) subset consisting of all elements of the first (resp., second) kind.

Let us introduce the following total order on \( B_m \): \( (a, \alpha) > (a', \alpha') \) iff \( a > a' \) in the lexicographic order.

Let us denote by \( T_{B_m}(X) \) the set of all collections \( \{x_{a,\alpha}\}_{(a,\alpha) \in B_m} \) satisfying the relations (84) – (87).

Let \( (b, \beta) \in B_m \), denote by \( T_{\leq (b, \beta)}(X) \) the space of all collections \( \{x_{a,\alpha}\}_{(a,\alpha) \in B_m, (a,\alpha) \leq (b, \beta)} \).

We have obvious maps
\[
T_{\leq (b, \beta)}(X) \rightarrow T_{\leq (a, \alpha)}(X)
\]
for \( (a, \alpha) \leq (b, \beta) \).

6.7.1. **Lemma.** We have
\[
T_{B_m}(X) = \lim_{\leftarrow} T_{\leq (b, \beta)}(X)
\]
the inverse limit over \( B_m \).

**Proof.** Obvious. □

6.8. **Lemma.** Let \( (a, \alpha) \in B_m \). Let \( (b, \beta) \in B'_m \) be the first element such that \( (b, \beta) > (a, \alpha) \). Then the map
\[
T_{\leq (b, \beta)}(X) \rightarrow T_{\leq (a, \alpha)}(X)
\]
is surjective and its kernel is isomorphic to a direct summand of \( X' \).

**Proof** In order to lift an element of \( T_{a,\alpha}(X) \), we have to find an element \( x_{b,\beta} \) having prescribed values for some of \( \sigma'(x_{b,\beta}) \).

1. Existence of the lifting:

One has the following conditions on \( \sigma'(x_{b,\beta}) \):

(0) \( \sigma^0(x_{b,\beta}) = 0 \) — always.

(a) if \( \beta_i = \beta_{i+1} = 1 \). Then one has \( \sigma^i(x_{b,\beta}) = 0 \).

(b) if \( (\beta_i, \beta_{i+1}) = (0,1) \) and \( i > 1 \). Then the condition is \( \sigma^i(x_{b,\beta}) = \sigma^i(x_{b',\beta'}) \) where the pair \( (b', \beta') \) is obtained from \( (b, \beta) \) by switching the places \( (i, i+1) \).

(c) if \( (\beta_1, \beta_2) = (0,1) \). Then the condition is \( \sigma^1(x_{b,\beta}) = (\sigma^1)^2(x_{a,\alpha}) \) where \( (\alpha_1, \alpha_2, \alpha_3) = (1,0,0), \alpha_i = \beta_{i-1} \) for \( i > 3 \) and \( a_i \) are defined uniquely by \( \alpha_i \).

Let \( I \subseteq [0, l-1] \) be the set of indices \( i \) such that \( \sigma^i(x_{b,\beta}) \) is defined by the conditions (0)—(c) above. Let \( y^i \in A^{l-1}, i \in I, \) be the right hand sides of the conditions (0)—(c) so that they take form
\[
\sigma^i(x_{b,\beta}) = y^i, \ i \in I.
\]

The first observation is that for any couple \( i < j \) in \( I \) one has

(90) \( \sigma^{j-1}y^i = \sigma^iy^j \).
This can be checked easily by an explicit calculation. Now consider two different cases:

(1st case) $I$ does not coincide with $[0, l - 1]$. In this case Lemma 6.17 below asserts the existence of a solution for the system of equations for $x_{b, \beta}$.

(2nd case) $I = [0, l - 1]$. This is possible only in two cases:

— $\beta_i = 1$ for all $i$. Then $y^i = 0$ for all $i$.

— $\beta_1 = 0; \beta_i = 1$ for $i > 1$. Then $y^i = 0$ for $i \neq 1$ and the condition (90) gives that $y^1 \in N^{l-1} X$.

In both cases Lemma 6.18 assures the existence of a solution.

2. The kernel of the map.

The kernel of the map in question has always form

$$N^p_I(X) := \{a \in X^p | \sigma^i(a) = 0 \text{ for all } i \in I\}$$

for some subset $I \subseteq [0, p]$. According to Lemma 6.19.1 below, this is a direct summand of $X^p$. □

6.9. Let $\mathcal{M}$ be the set of all non-decreasing functions $f : \mathbb{N} \to \mathbb{N}$ equipped with a partial order:

$$f \geq g \text{ iff } f(n) \geq g(n) \text{ for each } n.$$  

6.9.1. Definition. Given $f \in \mathcal{M}$, an element $x \in \mathbf{T}(X)$ has growth $\leq f$ if $\pi_1(x) = \{x_{b, \beta}\}_{(b, \beta) \in \mathcal{F}}$ satisfies the property

$$x_{b, \beta} = 0 \text{ if } (b, \beta) \in \mathcal{F}^p \text{ and } \sum b_i > f(p).$$

Denote by $\mathbf{T}^f(X) \subset \mathbf{T}(X)$ the subspace of all elements of growth $\leq f$.

We have $\mathbf{T}^f(X) \subseteq \mathbf{T}(X)$. Moreover,

6.9.2. Lemma. We have

$$\mathbf{T}^{f^I}(X) = \lim_{\rightarrow} \mathbf{T}^{f^I}(X)$$

the limit taken over $f \in \mathcal{M}$.

Proof. Obvious.

6.10. For $X \in \Delta \text{Mod}(A)$ and $d \in \mathbb{N} \cup \{-1, \infty\}$ define $X_{>d} \in \Delta \text{Mod}(A)$ as follows. Set $X_{>-1} = X$; $X_{>\infty} = 0$. For $d \in \mathbb{N}$ set

(91) $$X^i_{>d} = \{x \in X^i | f(x) = 0 \forall f : [i] \to [d] \in \Delta\}$$

We have obviously $X^i_{>d} = 0$ for $i \leq d$, and $X^{d+1}_{>d} = N^{d+1} X$ where $N^i X$ denotes the normalization (see 6.16 below).
6.10.1. Given \( f \in \mathcal{M} \), define a function \( f^\circ : \mathbb{N} \to \mathbb{N} \cup \{-1, \infty\} \) by a formula
\[
f^\circ(m) = p \text{ iff } f(p) < m \leq f(p + 1).
\]
For \( f \in \mathcal{M} \) let us denote
\[
T^f_B(X) = \pi_2\pi_1(T^f(X))
\]

6.10.2. **Lemma.** We have
\[
T_B(X) = \prod_{m=0}^{\infty} T^m_B(X)
\]
**Proof.** Evident: the equations (84–87) are homogeneous on \( m = \sum a_i \). \( \square \)

6.10.3. **Lemma.** For any \( f \in \mathcal{M} \) one has
\[
T^f_B(X) = \prod_{m=0}^{\infty} T^f_B(X_{> f(m)})
\]
**Proof.** An element \( x \in T(X) \) has growth \( \leq f \) iff \( \pi_1(x) = \{ x_{b,\beta} \}_{(b,\beta) \in F} \) satisfies the property
\[
x_{b,\beta} = 0 \text{ if } (b,\beta) \in F^p \text{ and } p \leq f^\circ(\sum b_i).
\]
Then the formulas (84) give immediately the result. \( \square \)

Recall that \( X \) is called *finite dimensional* if there exists \( d \in \mathbb{N} \) such that \( N^i(X) = 0 \) for \( i > d \) (we say that \( \dim(X) \leq d \).

If this is the case then \( X_{>d} = 0 \), hence the product in (92) is finite.

Combining all the previous results together, we get

**6.11. Theorem.** For every \( n \in \mathbb{N} \) the \( A \)-module \( \Omega^n(X) \) may be obtained from \( X \) applying the following operations (naturally in \( X \)):

1. taking modules \( T^m_B(X) \) which have a natural finite filtration with graded factors isomorphic to direct summands of modules \( X^l \), \( l \in \mathbb{N} \);
2. taking direct products over \( \mathbb{N} \); if \( \dim(X) < \infty \) then products are finite;
3. passing to a filtered direct limit.

**Proof.** Follows immediately from 6.9.2, 6.10.3, 6.8 and 6.7.1. \( \square \)

We have the following easy corollaries which are the main properties of the functor \( \Omega \).

**6.12. Corollary.** The functor \( X \mapsto \Omega(X) \) is exact. \( \square \)

**6.13. Corollary.** Suppose \( X \in \Delta Mod(A) \) is finite dimensional. Let \( A' \) be a (commutative) \( A \)-algebra. Then the natural base change map
\[
\Omega(X) \otimes_A A' \to \Omega(X \otimes_A A')
\]
is an isomorphism. \( \square \)
6.14. Corollary. Let $X \in \Delta Mod(A)$ and suppose that either $A$ is noetherian or $X$ is finite dimensional.

If all $X^i$ are flat $A$-modules so are all $\Omega^n(X)$. □

6.15. Corollary. Let $S$ be topological space endowed with a sheaf $O_S$ of commutative $\mathbb{Q}$-algebras. Let $X \in \Delta Mod(O_S)$ be finite. If all $X^i$ are quasi-coherent $O_S$-modules so are all $\Omega^n(X)$. □

In the remaining part of this Section we will prove some facts about cosimplicial modules needed above. Most of them are more or less standard.

In fact, mostly we will discuss an explicit form of Dold-Puppe correspondence.

6.16. Let $X$ be a cosimplicial $A$-module. For any $i \geq 0$ define

$$N^i(X) = \{ x \in X^i | \sigma^j(x) = 0 \text{ for all } j \}.$$

Define a subcategory $\Lambda$ in $\Delta$ as follows. $\Lambda$ has the same objects as $\Delta$; The set of morphisms of $\Lambda$ is generated by the faces $\delta^i : [n] \to [n+1]$ with $i = 0, \ldots, n$ (that is: (a) only faces appear; (b) the last face $\delta^{n+1} : [n] \to [n+1]$ disappear).

Define a shift functor $s : \Delta \to \Delta$ by the formulas

$$s[n] = [n+1], \ s(\delta^i) = \delta^{i+1}, \ s(\sigma^i) = \sigma^{i+1}.$$

6.16.1. Proposition. For any cosimplicial $A$-module $X$ one has

$$X^n = \bigoplus_{m \geq 0} \bigoplus_{f : [m] \to [n] \in \Lambda} f(N^m(X)).$$

Proof. We will prove the claim by induction.

For $n = 0$ the claim is trivial. Suppose it is true for degrees $< n$ and for all cosimplicial modules $X$. Apply this to the shift $Y = Xs$ of $X$. We have by the inductive hypothesis

$$X^n = Y^{n-1} = \bigoplus_{m \geq 0} \bigoplus_{f : [m] \to [n-1] \in \Lambda} f(M^m)$$

where $M^i = N^i(Y)$ is the normalization of $Y = Xs$. An element $x \in X^{m+1}$ belongs to $M^m$ iff $\sigma^i(x) = 0$ for $i > 0$. Write $x = y + \delta^0 \sigma^0(x)$ where $y = x - \delta^0 \sigma^0(x)$. One checks that $y \in N^{m+1}(X)$ and (of course) $\sigma^0(x) \in X^m$. Thus by induction (note that $m \leq n-1$)

$$\sigma^0(x) = \sum_k \sum_{g : [k] \to [m] \in \Lambda} g(z_g)$$

with $z_g \in N^k(X)$. If $x' \in M^m$ is the element corresponding to $x \in X^{m+1}$ then $f(x') = (sf)(x)$ and therefore

$$f(x') = (sf)(x) = (sf)(y) + (sf)\delta^0 \sum g(z_g) = (sf)(y) + \sum \delta^0 f g(z_g).$$
which proves that

\[ X^n = \sum_m \sum_{f: [m] \to [n] \in \Lambda} f(N^m(X)). \]

Let us finally prove the uniqueness of the presentation of an element \( x \in X^n \) into sum

(93)

\[ x = \sum_m \sum_{f: [m] \to [n] \in \Lambda} f(x_f) \]

with \( x_f \in N^m(X) \).

For any \( f: [m] \to [n] \in \Lambda \) define a left-inverse \( f^l : [n] \to [m] \) as follows: if \( f = \delta^{i_1} \cdots \delta^{i_{n-m}} \) with \( i_1 > \ldots > i_{n-m} \) then

\[ f^l = \sigma^{i_{n-m}} \cdots \sigma^{i_1}. \]

We will check the uniqueness of the elements \( x_f \) in the presentation (93) by induction on \( m \).

Suppose that \( x_f \) are defined uniquely for all \( f : [m'] \to [n] \) with \( m' < m \) (this is true, say, for \( m = 0 \)). Define an order on the set \( \text{Hom}_\Lambda([m], [n]) \) saying that \( \delta^{i_1} \cdots \delta^{i_{n-m}} \geq \delta^{j_1} \cdots \delta^{j_{n-m}} \) iff \( (i_1, \ldots, i_{n-m}) \geq (j_1, \ldots, j_{n-m}) \) in the lexicographic order. One immediately checks the following

**Lemma.** If \( f > g \) then \( f^l g \neq \text{id}_{[m]} \).

By the inductive hypothesis we can suppose that \( x_f = 0 \) for \( f : [m'] \to [n] \) with \( m' < m \). Then

(94)

\[ f^l(g(x_g)) = \begin{cases} x_g & \text{if } f = g \\ 0 & \text{if } f > g \end{cases} \]

Thus, the transition matrix expressing the values of \( f^l(x) \) for different \( f \) through \( x_g \) is upper-triangular and hence invertible.

The proposition is proven. \( \square \)

It is very convenient to rewrite the statement of Proposition 6.16.1 as follows.

Let \( \mathbb{Q}\Lambda_{mn} \) be the rational vector space spanned by the set \( \text{Hom}_\Lambda([m], [n]) \). Then one has

**Corollary.** One has a canonical on \( X \in \Delta \text{Mod}(A) \) isomorphism

\[ X^n = \bigoplus_{m \geq 0} \mathbb{Q}\Lambda_{mn} \otimes \mathbb{Q} N^m(X). \]

6.17. **Lemma.** Let \( I \subset [0, n] \) be a proper subset and let \( y_i \in X^{n-1}, i \in I \) be given. Then the system of equations

\[ \sigma^i(x) = y^i, i \in I, \]

has a solution if (and only if) \( y^i \) satisfy the compatibilities

\[ \sigma^{i-1}y^i = \sigma^{i}y^i \text{ for } i < j \in I. \]
Proof. Consider the functor
\[ i : \Delta^0 \to \Delta \]
defined by the formulas
\[ i([n]) = [n + 1], \quad i(\delta^i) = \sigma^i, \quad i(\sigma^i) = \delta^{i+1} \]
— see Gabriel-Zisman’s functor II, [GZ], 3.1.1).

If \( X \) is a cosimplicial module then \( X_i \) is a simplicial module. The property of \( X \) we have to prove just means that \( X_i \) is a Kan simplicial set. This is well-known to be always true (see, e.g., [Q2], Prop. II.3.1).

6.18. Lemma. For any system \( y^i \in N^{n-1}X, \ i \in [0, n - 1] \) there exists an element \( x \in X^n \) such that \( \sigma^i x = y^i \) for all \( i \in [0, n - 1] \).

Proof. We will look for \( x = \sum \delta^i(z^i) \) with \( z^i \in N^{n-1}X \). Then the conditions on \( x \) are expressed by the equations \( y^i = \sigma^i(x) = z^i + z^{i+1} \) which are clearly solvable.

6.19. Notation. For \( I \subseteq [0, n] \) denote
\[ N^I_j(X) = \{ x \in X^i | \sigma^j(x) = 0 \text{ for all } j \in I \}. \]

6.19.1. Lemma. Let \( I \subseteq [0, n] \). There exist a collection of vector subspaces \( Q\Lambda^I_{m,n} \subseteq Q\Lambda_{m,n} \) such that
\[ N^I_j(X) = \bigoplus_m Q\Lambda^I_{m,n} \otimes_X N^m(X) \]

Here is a more general statement.

6.19.2. Lemma. Fix \( d \leq n \in \mathbb{N} \) and a subset \( \Phi \subseteq \text{Hom}_\Delta([n], [d]) \). Define
\[ X^n_\Phi = \{ x \in X^n | f(a) = 0 \text{ for all } f \in \Phi \}. \]

There exists a collection of vector subspaces \( Q\Lambda^\Phi_{m,n} \subseteq Q\Lambda_{m,n} \) such that
\[ X^n_\Phi = \bigoplus_m Q\Lambda^\Phi_{m,n} \otimes_X N^m(X). \]

Proof. of 6.19.2. Let \( t : [n] \to [k] \in \Delta \). The condition \( tx = 0 \) for \( x = \sum f(x_f) \) takes form
\[ 0 = tx = \sum f t(x_f) = \sum g(\sum_{f : tf = g} x_f) \]
which is equivalent to the system of equations
\[ \sum_{f : tf = g} x_f = 0 \]
numbered by \( g \in \text{Mor}_\Delta \).

The lemma immediately follows from this observation.
7. Higher Kodaira-Spencer morphisms

7.1. (Cf. [BS], 1.2.) Let $S$ be a differentially smooth formal scheme (for example, a smooth scheme). Let $\pi : X \to S$ be a smooth separated map of formal schemes, 4.14, for example a smooth morphism of usual schemes. We have the exact sequence (53):

$$0 \to T_{X/S} \to T_X \xrightarrow{\epsilon_T} \pi^* T_S \to 0$$

The first embedding makes $T_{X/S}$ a Lie algebroid over $X$. Note that the sheaf $\pi^* T_S$ is not a sheaf of Lie algebras.

Let $\pi^{-1}$ denote the functor of set-theoretical inverse image, so that $\pi^* = O_X \otimes_{\pi^{-1} O_S} \pi^{-1}$. The subsheaf $\pi^{-1} T_S \subset \pi^* T_S$ is a $\pi^{-1} O_S$-Lie algebra. Set $T_\pi := \epsilon_T^{-1}(\pi^{-1} T_S)$ - this is a sheaf of $k$-Lie algebras and $\pi^{-1} O_S$-modules (consisting of vector fields with the constant projection to $S$ along fibers of $\pi$). We have an exact sequence of $k$-Lie algebras and $\pi^{-1} O_S$-modules

$$0 \to T_{X/S} \to T_\pi \to \pi^{-1} T_S \to 0$$

Let $\epsilon : A \to T_X$ be a transitive Lie algebroid over $X$. We set $A_S := \epsilon^{-1}(T_{X/S}) \subset A_\pi := \epsilon^{-1}(T_\pi) \to A$. These are subsheaves of Lie algebras. $A_S$ is a subsheaf of $O_X$-modules, and a Lie algebroid over $X$ included into an exact sequence

$$0 \to A_{(0)} \to A_S \to T_{X/S} \to 0$$

$A_\pi$ is a subsheaf of $\pi^{-1} O_S$-modules. We have an exact sequence of $k$-Lie algebras and $\pi^{-1} O_S$-modules

$$0 \to A_S \to A_\pi \to \pi^{-1} T_S \to 0$$

7.2. Pick a finite affine open covering $U$ of $X$. We will suppose that $A$ is a locally free $O_X$-module of finite type, hence, so is $A_S$. Let us apply the functor $\pi_* \check{C}(U, \cdot)$ to the exact sequence (95). We have $R^1 \pi_* \check{C}(U, A_S) = 0$; so we get an exact sequence of cosimplicial $O_S$-modules

$$0 \to \pi_* \check{C}(U, A_S) \to \pi_* \check{C}(U, A_\pi) \to \pi_* \check{C}(U, \pi^{-1} T_S) \to 0$$

Next, applying the Thom-Sullivan functor $\Omega$ we get an exact sequence of complexes

$$0 \to \pi_* \check{L}^e_U(A_S) \to \Omega(\pi_* \check{C}(U, A_S)) \to \Omega(\pi_* \check{C}(U, \pi^{-1} T_S)) \to 0$$

Note that $\Omega(\pi_* \check{C}(U, A))$ is naturally a dg $k$-Lie algebra. We have a canonical adjunction map

$$T_S \to \Omega(\pi_* \check{C}(U, \pi^{-1} T_S))$$

so, taking the pullback of (96) we get an exact sequence

$$0 \to \pi_* \check{L}^e_U(A_S) \to A^*_U \to T_S \to 0$$

By definition,

$$A^*_U = \Omega(\pi_* \check{C}(U, A_\pi)) \times_{\Omega(\pi_* \check{C}(U, \pi^{-1} T_S))} T_S,$$

and this sheaf inherits the structure of a dg $k$-Lie algebra and $O_S$-module from $\Omega(\pi_* \check{C}(U, A_\pi))$ and $T_S$. One sees that this way we get a structure of a transitive dg Lie algebroid on $A^*_U$. 

7.3. Now we can apply to (97) the construction 3.13. We get the maps:

\[(98) \quad \kappa^1 : T_S \longrightarrow R^1\pi_* (A_S)\]

— the "classical" KS map;

\[(99) \quad \kappa : Diff_S \longrightarrow \mathcal{H}_0^{Lie}(\pi_*^{Lie}(A_S))\]

and

\[(100) \quad \kappa^{\leq n} : Diff_S^{\leq n} \longrightarrow F_n\mathcal{H}_0^{Lie}(\pi_*^{Lie}(A_S))\]

satisfying the compatibilities 3.13.3. These maps are called higher Kodaira-Spencer morphisms.

7.4. Split case. Suppose that \(X = Y \times S,\) and \(\pi}\) is a projection to the second factor. In this case we have canonical embeddings

\[\pi^{-1}T_S \hookrightarrow \pi^* T_S \hookrightarrow T_X\]

By taking the pull-back of the exact sequence

\[0 \rightarrow A(0) \rightarrow A \rightarrow T_X \rightarrow 0,\]

we get an exact sequence

\[(101) \quad 0 \rightarrow A(0) \rightarrow \bar{A} \rightarrow \pi^{-1}T_S \rightarrow 0\]

Now we can repeat the construction of 7.2, replacing the sequence (95) by (101). This will provide a dg Lie algebroid

\[(102) \quad 0 \rightarrow A(0) \rightarrow \bar{A}_{\leq} \rightarrow T_S \rightarrow 0\]

Again we can apply the construction 3.13, and get the KS maps analogous to (98) - (100):

\[(103) \quad \kappa^1(0) : T_S \longrightarrow R^1\pi_* (A(0))\]

— the "classical" KS map;

\[(104) \quad \kappa(0) : Diff_S \longrightarrow \mathcal{H}_0^{Lie}(\pi_*^{Lie}(A(0)))\]

and

\[(105) \quad \kappa^{\leq n}(0) : Diff_S^{\leq n} \longrightarrow F_n\mathcal{H}_0^{Lie}(\pi_*^{Lie}(A(0)))\]

satisfying the same compatibilities.
7.5. Theorem. Suppose that
— either we are in the situation 7.3, \( \pi_*A/S = 0 \), and \( \kappa^1 \) is an isomorphism,
— or we are in the situation 7.4, \( \pi_*A(0) = 0 \) and \( \kappa^1(0) \) is an isomorphism.

Then all \( \kappa^\leq n \) (resp., \( \kappa^\leq n(0) \)) are isomorphisms.

Proof. Suppose for definiteness that we are in the first situation. The claim is proved by induction on \( n \), using commutative diagrams

\[
\begin{array}{cccccc}
0 & \to & \Diff_S^{\leq n-1} & \to & \Diff_S^{\leq n} & \to & S^n(\mathcal{T}_S) & \to & 0 \\
& & \downarrow \kappa^{\leq n-1} & & \downarrow \kappa^{\leq n} & & (-1)^n S^n(\kappa^1) & \\
0 & \to & \mathcal{F}_{n-1} \mathcal{H}^{\Lie}_0(\pi_*^{\Lie}(A/S)) & \to & \mathcal{F}_n \mathcal{H}^{\Lie}_0(\pi_*^{\Lie}(A/S)) & \to & S^n(R^1 \pi_*(A/S)) & \to & 0 \\
\end{array}
\]

Note that our assumptions imply that
\[
H^{-1}(F_nC(\pi_*^{\Lie}(A/S))/F_{n-1}C(\pi_*^{\Lie}(A/S))) = 0
\]
and
\[
H^0(F_nC(\pi_*^{\Lie}(A/S))/F_{n-1}C(\pi_*^{\Lie}(A/S))) = S^n(R^1 \pi_*(A/S)).
\]
\[\square\]

7.6. Deformations of schemes. Set \( A = \mathcal{T}_X \). Applying the previous construction, we get the maps

(106) \( \kappa^1 : \mathcal{T}_S \to R^1 \pi_*(\mathcal{T}_X/S) \)
— the classical Kodaira-Spencer map;

(107) \( \kappa : \Diff_S \to \mathcal{H}^{\Lie}_0(\pi_*^{\Lie}(\mathcal{T}_X/S)) \)

and

(108) \( \kappa^{\leq n} : \Diff_S^{\leq n} \to \mathcal{F}_n \mathcal{H}^{\Lie}_0(\pi_*^{\Lie}(\mathcal{T}_X/S)) \)

satisfying the compatibilities 3.13.3.

7.7. Deformations of G-torsors. (a) Let \( G \) be an algebraic group over \( k \), \( g = \Lie(G) \), and \( p : P \to X \) a \( G \)-torsor over \( X \). We define sheaves of Lie algebras \( A_P \) and \( g_P \) as in 1.1. \( A_P \) is naturally a transitive Lie algebroid over \( X \), with \( A_{P(0)} = g_P \).

Applying the previous construction, we get the maps analogous to (106) - (108), with \( \mathcal{T}_X/S \) replaced by \( A_{P/S} \), subject to the same compatibilities.

(b) Suppose in addition that \( X = Y \times S \) as in 7.4. Then we can apply the construction of loc. cit. to \( A = A_P \), and get higher KS maps taking value in \( \mathcal{F}_n \mathcal{H}^{\Lie}_0(g_P) \).
8. Universal deformations

8.1. Let us fix a smooth scheme $X$, an algebraic group $G$ and a $G$-torsor $P$ over $X$. Consider the following deformation problems. To each problem we assign a sheaf of $k$-Lie algebras $A_i$, $i = 1, 2, 3$ over $X$.

**Problem 1.** Flat deformations of $X$; $A_1 = T_X$.

**Problem 2.** Flat deformations of the pair $(X, P)$; $A_2 = A_P$, cf. 7.7.

**Problem 3.** Deformations of $P$ ($X$ being fixed); $A_3 = g_P$.

According to Grothendieck, to each problem corresponds a $(2,\circ)$-functor of infinitesimal deformations

$$F_i : \text{Artin}_k \rightarrow \text{Groupoids}$$

from the category of local artinian $k$-algebras with the residue field $k$ to the $(2,\circ)$-category of groupoids.

In each case, $A_i$ is ”a sheaf of infinitesimal automorphisms” corresponding to $F_i$ (in the sense of [SGA1], Exp.III, 5, especially Cor. 5.2 for Problem 1; for the other problems the meaning is analogous).

In particular, we have the Kodaira-Spencer-Grothendieck isomorphisms

$$t_{F_i} \cong H^1(X, A_i),$$

where

$$\bar{F}_i : \text{Artin}_k \rightarrow \mathcal{E}_{ns}$$

is the composition of $F_i$ and the connected components functor $\pi_0 : \text{Groupoids} \rightarrow \mathcal{E}_{ns}$. Here for a functor

$$F : \text{Artin}_k \rightarrow \mathcal{E}_{ns}$$

$t_F$ denotes the tangent space to $F$:

$$t_F = F(\text{Spec}(k[\epsilon]/(\epsilon^2))),$$

cf. [Gr], Exp. 195.

8.2. One can verify that in each case the conditions of Schlessinger’s Theorem 2.11, [Sch], are fulfilled, and there exists a versal formal deformation $\mathcal{G}_i$.

8.2.1. **Lemma.** Suppose that $H^0(X, A_i) = 0$. Then $\mathcal{G}_i$ is a universal deformation, i.e. $\bar{F}_i$ is prorepresentable.

**Proof.** This fact is presumably classic. We give a sketch of a proof for completeness. We have $\mathcal{G}_i = \text{Spf}(R)$, and we have a canonical morphism $x : h_R \rightarrow F$ (we use notations of [Sch]). Consider the functor

$$G : \text{Artin}_R \rightarrow \mathcal{E}_{ns}$$

from the category of local artinian $R$-algebras with the residue field $k$, defined as $G(\alpha : R \rightarrow A) = \text{Aut}_{F_i(A)}(\alpha_*(x))$.

**Claim 1.** $G$ is prorepresentable.
Indeed, one can check that the hypotheses of loc.cit., 2.11 hold true for $G$.

Let $\text{Spf}(T)$ prorepresents $G$, where $T$ is a complete local $R$-algebra.

**Claim 2.** The structure morphism $\phi : R \rightarrow T$ is injective.

In fact, this morphism has a section since groups of automorphisms have identity. Now, we have

$$\frac{m_T}{m_T^2} + m_R = H^0(X, A) = 0$$

hence $R = T$, whence $\bar{F}_i$ is prorepresentable by loc.cit. 3.12.

**8.3. Theorem.** Suppose that $H^0(X, A) = 0$; let $\mathcal{S} = \text{Spf}(R)$ be the base of the universal formal deformation for Problem $i$. Suppose that $\mathcal{S}$ is formally smooth. Then we have a canonical isomorphism

$$R^* = H^0_{\text{Lie}}(R^\Gamma_{\text{Lie}}(X, A))$$

where $R^*$ denotes the space of continuous $k$-linear maps $R \rightarrow k$ ($k$ considered in the discrete topology).

**Proof.** Let us treat Problem 2 for definiteness (for other problems the proof is the same). Since $\mathcal{S}$ is formally smooth, $R$ is isomorphic to a power series algebra $k[[T_1, \ldots, T_n]]$, hence $\mathcal{S}$ is differentially smooth. Let $\pi : \mathcal{X} \rightarrow \mathcal{S}$ be the universal deformation and $\mathcal{P}$ the universal $G$-torsor over $\mathcal{X}$. Applying 7.7, we get the map

$$\kappa : \text{Diff}(\mathcal{S}) \rightarrow H^0_{\text{Lie}}(\pi^\Gamma_{\text{Lie}}(\mathcal{A}_{\mathcal{P}/\mathcal{S}}))$$

Since $\mathcal{S}$ is universal, the usual KS map $\kappa^1 : T_{\mathcal{S}} \rightarrow R^1\pi_* (\mathcal{A}_{\mathcal{X}/\mathcal{S}})$ is isomorphism. Note that $\mathcal{A}_{\mathcal{P}/\mathcal{S}}|_{\mathcal{X}} \cong A_i$. Since $H^0(X, A)$, we have $\pi_* (\mathcal{A}_{\mathcal{X}/\mathcal{S}}) = 0$; hence by 7.5 $\kappa$ is isomorphism.

Now let us take the geometric fiber of $\kappa$ at the closed point $s : \text{Spec}(k) \hookrightarrow \mathcal{S}$. We have $\text{Diff}(\mathcal{S})_{k(s)} \cong R^*$ by 4.11 and

$$H^0_{\text{Lie}}(\pi^\Gamma_{\text{Lie}}(\mathcal{A}_{\mathcal{P}/\mathcal{S}}))_{k(s)} \cong H^0_{\text{Lie}}(R^\Gamma_{\text{Lie}}(X, A))$$

by 5.2.10. The theorem follows.
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