Finite velocity planar random motions driven by inhomogeneous fractional Poisson distributions
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Abstract: In this paper we study finite velocity planar random motions with an infinite number of possible directions, where the number of changes of direction is randomized by means of an inhomogeneous fractional Poisson distribution. We first discuss the properties of the distributions of the generalized fractional inhomogeneous Poisson process. Then we show that the explicit probability law of the planar random motions where the number of changes of direction is governed by this fractional distribution can be obtained in terms of Mittag-Leffler functions. We also consider planar random motions with random velocities obtained from the projection of random flights with Dirichlet displacements onto the plane, randomizing the number of changes of direction with a suitable adaptation of the fractional Poisson distribution.
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1 Introduction

Planar random motions at finite velocity have been studied by many authors, with different approaches. Due to the difficulty of considering a continuous spectrum of infinite possible directions of random motions on the plane, many studies have been devoted to the analysis of cyclical planar random motions with a finite number of possible directions (see for example [5] and [12]). Planar random motion at finite velocity with an infinite number of uniformly distributed orientations of displacements has been studied by several researchers over the years. In particular Orsigher and Kolesnik in [9] studied a planar random motion with an infinite number of directions whose probability law is governed by the damped wave equation. In this work the number of changes of directions is given by an homogeneous Poisson process.

In the framework of fractional point processes, a number of papers have been devoted to the analysis of different fractional Poisson-type processes (see for example [2,10,11]). An interesting application of the fractional Poisson distribution (introduced in [2])

\[ P\{N_\alpha(t) = k\} = \frac{1}{E_{\alpha,1}(\lambda t)} \frac{(\lambda t)^k}{\Gamma(\alpha k + 1)}, \quad k \geq 0 \]

was discussed in recent papers about random flights with Dirichlet distributed displacements (see [3,4,5]).

In these papers the fractional Poisson distributions play a key role in order to find an explicit form for the unconditional probability law of random flights in dimension \(d > 2\) and the corresponding governing partial differential equations.

In this paper we introduce a generalized fractional Poisson distribution with time-dependent rate and we discuss some of its main properties. Then, we study planar random motions with an infinite number of possible directions, where the number of changes of directions is given by the inhomogeneous fractional Poisson process. We will show that explicit probability law can be expressed in terms of Mittag-Leffler functions. Finally we consider planar random motions with finite velocity obtained by the projection of random flights with Dirichlet displacements studied in [4] onto the plane.

1.1 Non-homogeneous fractional Poisson distributions

Here we introduce the following generalization of the fractional Poisson distribution, given by

\[ P\{N_\alpha(t) = n\} = \frac{1}{E_{\alpha,1}(\Lambda(t))} \frac{(\Lambda(t))^n}{\Gamma(\alpha n + 1)}, \quad n \geq 0 \]

(2)
where $\alpha \in (0, 1]$,
\[ E_{\alpha,1}(t) = \sum_{k=0}^{\infty} \frac{t^k}{\Gamma(\alpha k + 1)}. \] (3)
is the classical one-parameter Mittag-Leffler function and
\[ \Lambda(t) = \int_0^t \lambda(s)ds. \] (4)
It is immediate to check that, for $\alpha \neq 0$, finite expectation, i.e.
\[ \int_0^{\infty} \lambda(t)dt = \text{const.} \] (5)
and satisfies the following fractional differential equation
\[ d^\alpha \frac{d}{du^\alpha} G(u; t) = \Lambda(t)G(u; t), \] (6)
where
\[ d^\alpha \frac{d}{du^\alpha} f(u; t) = \frac{1}{\Gamma(1 - \alpha)} \int_0^u (u - s)^{-\alpha} \frac{d}{ds} f(s) ds, \quad u > 0, \] (7)
is the Caputo fractional derivative of order $\alpha \in (0, 1)$ (see e.g. \[14\]).

We finally recall that in \[7\], the authors studied a state-dependent fractional Poisson process, namely $\tilde{N}(t)$, $t \geq 0$. In view of the previous analysis, the non-homogeneous counterpart of this process has univariate probabilities given by
\[ \Pr\{\tilde{N}(t) = j\} = \frac{E(\Lambda(t))^j E_{\alpha,j,1}(\Lambda(t))}{\sum_{j=0}^{+\infty} E(\Lambda(t))^j E_{\alpha,j,1}(\Lambda(t))}, \] (8)
where $0 < \alpha_j \leq 1$, for all $j \geq 0$. This distribution leads to an interesting form of counting process, where the fractional weights depend on the state. The statistical applications of this approach should be object of further research.

## 2 Planar random motions with finite velocity and infinite directions: main results

In this section we recall some results obtained by Kolesnik and Orsingher in \[9\] about planar random motion with finite velocity with an infinite number of directions. In their model, the motion is described by a particle taking directions $\theta_j$, $j = 1, 2, \ldots$ uniformly distributed in $[0, 2\pi]$ at Poisson paced times. The orientations $\theta_j$ and the governing Poisson process $N(t)$, $t \geq 0$, are assumed to be independent. The particle starts its motion from the origin of the plane at time $t = 0$ and moves with constant velocity $c$. It changes direction at random instants according to a Poisson process. At these instants, the particle instantaneously takes a new direction $\theta$ with uniform distribution in $[0, 2\pi]$ independently of its previous deviation. Therefore, after $N(t) = n$ changes of direction, the position $(X(t), Y(t))$ of the particle in the plane is given by
\[ X(t) = c \sum_{j=1}^{n} (s_j - s_{j-1}) \cos \theta_j, \] (9)
\[ Y(t) = c \sum_{j=1}^{n} (s_j - s_{j-1}) \sin \theta_j, \] (10)
where $\theta_j$, $j = 1, \ldots, n + 1$, are independent random variables uniformly distributed in $[0, 2\pi]$, $s_j$ are the instants at which Poisson event occurs, $s_0 = 0$ and $s_{n+1} = t$. By means of \[11\] and \[12\], the conditional characteristic function of the random vector $(X(t), Y(t))$ can be written as follows
\[ E\{e^{i\alpha X(t)+i\beta Y(t)}\mid N(t) = n\} = \frac{e^{\alpha^2/2\Gamma(\alpha^2 + \beta^2)}}{(ct)^{n/2}} \left( ct \sqrt{\alpha^2 + \beta^2} \right)^n, \] (11)
\[ n \geq 1, \quad (\alpha, \beta) \in \mathbb{R}^2, \] (12)
Then by inverting (13), the following conditional distribution can be found (see formula (11) of [9])

\[ P\{X(t) \in dx, Y(t) \in dy\} = \frac{n((c^2t^2-x^2-y^2)^{\alpha-1})}{2\pi c} dx \, dy, \]

for \( x^2 + y^2 < c^2t^2, \text{ } n \geq 1 \). In the model of Kolesnik and Orsingher, the changes of direction are driven by an homogeneous Poisson process, such that the absolutely continuous component of the unconditional distribution of \((X(t), Y(t))\) reads

\[ P\{X(t) \in dx, Y(t) \in dy\} = \frac{\lambda}{2\pi c} e^{-\lambda t + \frac{\sqrt{c^2t^2-x^2-y^2}}{2}} dx \, dy, \]

for \( x^2 + y^2 < c^2t^2 \).

The singular component of \((X(t), Y(t))\) pertains to the probability of no Poisson events. It is uniformly distributed on the circumference of radius \( ct \) and has weight \( e^{-\lambda t} \). It has been proven that the density in (15) is a solution to the planar telegraph equation (also equation of damped waves)

\[ \frac{\partial^2 p}{\partial t^2} + 2\lambda \frac{\partial p}{\partial t} = c^2 \left( \frac{\partial^2 p}{\partial x^2} + \frac{\partial^2 p}{\partial y^2} \right), \]

(15)

3 Planar motions where the number of changes of direction is given by fractional Poisson distributions

We now apply the family of fractional-type Poisson distributions (2) in order to obtain explicit probability laws of planar random motions with infinite changes of direction. In this case we randomize the number of changes of direction by means of the general family of distributions (2), depending on the real parameter \( \alpha \in (0, 1) \) and the particular choice of the time-dependent rate \( \lambda(t) \). This means that we are able to construct a general family of planar random motions that includes as a special case the one studied in [9]. Moreover as we will see, their explicit probability law can be expressed in terms of Mittag-Leffler function, suggesting the possible relation with fractional hyperbolic partial differential equation.

**Theorem 1** The probability law

\[ p(x, y, t) = \frac{P\{X(t) \in dx, Y(t) \in dy\}}{dx \, dy} \]

of the random vector \((X(t), Y(t))\) in (17)-(12), when the number of changes of direction is given by the distribution (2) has the following form

\[ p(x, y, t) = p_{ac}(x, y, t) I_{C_{ct}} + p_s(x, y, t) I_{\partial C_{ct}} \]

\[ = \frac{1}{E_{\alpha, 1}(\lambda(t))} \frac{\lambda(t) E_{\alpha, \alpha}(\frac{\Lambda(t)}{2\pi c} \sqrt{c^2t^2-(x^2+y^2)} \sqrt{c^2t^2-(x^2+y^2)})}{2\alpha c \sqrt{c^2t^2-(x^2+y^2)}} I_{C_{ct}} \]

\[ + \frac{1}{E_{\alpha, 1}(\lambda(t))} I_{\partial C_{ct}}, \quad \alpha \in (0, 1) \]

(17)

where

\[ C_{ct} = \{(x, y) \in R^2 : x^2 + y^2 < c^2t^2\}, \]

(18)

\( I_{C_{ct}} \) and \( I_{\partial C_{ct}} \) are the indicator functions of the circle \( C_{ct} \) and its boundary.

**Proof:** The result stems from the fact that

\[ p_{ac}(x, y, t) = \sum_{n=0}^{\infty} P\{X(t) \in dx, Y(t) \in dy\} |_{N_\alpha(t) = n} \]

\[ \times P\{N_\alpha(t) = n\}, \]

(19)

using the conditional distribution (14) and the non-homogeneous fractional Poisson distribution (2) with an arbitrary time-dependent rate \( \lambda(t) \).

The singular component coincides with the probability of no changes of directions according to the distribution (2) and is concentrated on the boundary \( \partial C_{ct} \). On the other hand it is simple to check that

\[ \int_{C_{ct}} p_{ac}(x, y, t) dx \, dy = 1 - \frac{1}{E_{\alpha, 1}(\lambda(t))}. \]

(20)

A interesting example is given by the special case in which \( \Lambda(t) = \lambda t \). In this case the absolutely continuous component of the distribution has the following simple form

\[ p_{ac}(x, y, t) = \frac{1}{E_{\alpha, 1}(\lambda t)} \frac{\lambda(t) E_{\alpha, \alpha}(\frac{\Lambda(t)}{2\pi c} \sqrt{c^2t^2-(x^2+y^2)} \sqrt{c^2t^2-(x^2+y^2)})}{2\alpha c \sqrt{c^2t^2-(x^2+y^2)}} \]

(21)

that, for \( \alpha = 1 \) coincides with the distribution of planar random motions discussed in [9].

The projection of the planar random motion with distribution (17) in the line can be calculated as follows

\[ p(x, t) = \int_{-\sqrt{c^2t^2-x^2}}^{\sqrt{c^2t^2-x^2}} p(x, y, t) dy \]

\[ = \frac{1}{\sqrt{2E_{\alpha, 1}(\Lambda(t))}} \sum_{k=0}^{\infty} \left( \frac{\Lambda(t)}{c t} \right)^k \frac{\Gamma(\frac{\alpha+1}{2}) \Gamma(\frac{\alpha+2k}{2})}{\Gamma(\frac{\alpha}{2}) \Gamma(\frac{\alpha+k+1}{2})}. \]

(22)

We remark that the zeroth-term of the series in (22) pertains to the projection of the singular component of the distribution (17).
The function appearing in (22) can be expressed in terms of the generalized Wright function (see [8] and references therein)

\[ p\psi_q\left[t \left( (a_1, A_1), \ldots, (a_p, A_p) \right) \right] \]

\[ = \sum_{k=0}^{\infty} \frac{\Gamma(a_j + A_j k)}{\prod_{j=1}^{p} \Gamma(b_j + B_j k)} \frac{t^{k}}{k!}, \]

where \( a_j, b_j \in \mathbb{R} \) and \( A_j, B_j > 0 \), for all \( j \in \mathbb{N} \).

Hence, we can write the distribution (22) in the more compact form

\[ p(x, t) = \frac{2\psi_2 \left[ \frac{\Lambda(t)t}{ct} \right]}{\sqrt{\pi} E_{\alpha,1}(\Lambda(t)) \sqrt{c^2t^2 - x^2}} \]

\[ \times \left[ (1, 1), (1, \frac{1}{2}), (1, \alpha) \right], \tag{23} \]

For \( \alpha = 1 \), from (22), we have that

\[ p(x, t) = e^{-\Lambda(t)} \sum_{k=0}^{\infty} \frac{\left( \Lambda(t) \right)^k}{(2ct)^{k-1}} \]

\[ \sum_{k=0}^{\infty} \frac{\left( \Lambda(t) \right)^k}{(2ct)^{k-1}} = \sum_{k=0}^{\infty} (\Lambda(t))^k \frac{k!}{(2c)^k} \frac{(\sqrt{c^2t^2 - x^2})^{k-1}}{\Gamma\left( \frac{k+1}{2} \right)^2} \]

\[ = \sum_{k=0}^{\infty} \sum_{j=0}^{\infty} P\{N_1(t) = k\} P\{X(t) \in dx|N_1(t) = k\}, \]

where \( N_1(t) \) is the non-homogeneous Poisson distribution (2) with \( \alpha = 1 \). In such a way, we can infer the conditional distribution of the motion performed by the projection on the line of the random planar motion previously considered.

Moreover, for \( \alpha = 1 \) and \( \Lambda(t) = \lambda t \), we have that

\[ p(x, t) = e^{-\lambda t} \sum_{k=0}^{\infty} \frac{\left( \lambda t \right)^k}{(2ct)^{k-1}} \]

\[ = \sum_{k=0}^{\infty} \frac{(\lambda t)^k}{(2ct)^{k-1}} \frac{(\sqrt{c^2t^2 - x^2})^{k-1}}{\Gamma\left( \frac{k+1}{2} \right)^2} \]

(24)

that coincides with formula (1.3) of [13] where the projection of planar random motions with and infinite number of directions and homogeneous Poisson driven changes of direction was studied. The function appearing in (24) is known as Sonine function. The probability law (22) describes a finite velocity motion on the line with random velocity. Indeed, in this case the distribution is completely concentrated in \( |x| < ct \) because of the projection of the singular component of the planar distribution.

We finally consider the relation between fractional differential equations and the absolutely continuous component of the fractional telegraph process (21). We observe that the function

\[ f(x, y, t) = p_{\alpha c}(x, y, t) E_{\alpha,1}(\lambda t) \]

\[ = \frac{\lambda E_{\alpha,1} \left[ \sqrt{c^2t^2 - (x^2 + y^2)} \right]}{2\sqrt{c^2t^2 - (x^2 + y^2)}} \]

(25)

can be written in terms of the variable \( w = \sqrt{c^2t^2 - (x^2 + y^2)} \). Then, we have that \( f(w) \) satisfies the following fractional differential equation

\[ \frac{d^\alpha}{dw^\alpha} \left( w^\alpha f(w) \right) = \frac{\lambda}{c} \left( w^\alpha f(w) \right), \tag{26} \]

where the fractional derivative of order \( \alpha \in (0,1] \) is in the Caputo sense. Indeed, we have that

\[ w^\alpha f(w) = E_{\alpha,1} \left[ \frac{\lambda}{c} w^\alpha \right], \tag{27} \]

that is a well-known eigenfunction of the Caputo fractional derivative.

4 Planar motions with random velocities where the number of changes of direction is given by fractional Poisson distributions

In this section we consider a planar random motion with random velocities. Our construction is based on the marginal distributions of the projection of random flights with Dirichlet displacements in \( R^2 \) onto \( R^2 \) considered by De Gregorio and Orsingher in [4]. In this paper the authors considered random motions at finite velocity in \( R^d \), with infinite possible directions uniformly distributed on the hypersphere of unitary radius and changing directions at Poisson paced times. Two different Dirichlet distributions of the displacements were considered and the explicit form of marginal distributions of the random flights were found.

Here we consider planar motions with random velocities, obtained from the projection of the random flights \( X_d(t) \) and \( Y_d(t), t > 0 \), studied in [4] onto the plane. We recall from [4] (Theorem 4, pag.695) that the marginal distributions of the projections of the processes onto \( R^2 \) are given by

\[ f_{X_2}^d(x_2; t; n) = \frac{\Gamma\left( \frac{n}{2}(d-1)+1, \frac{1}{2}\right) \left( c^2t^2 - ||x_2||^2 \right)^{\frac{n}{2}(d-1)+1/2}}{\pi^d \Gamma\left( \frac{n+1}{2}(d-1) \right)}, \]

\[ f_{Y_2}^d(y_2; t; n) = \frac{\Gamma\left( \frac{n}{2}(d-1)+1, \frac{1}{2}\right) \left( c^2t^2 - ||y_2||^2 \right)^{\frac{n}{2}(d-1)+1/2}}{\pi^d \Gamma\left( \frac{n+1}{2}(d-1) \right)}, \]

with \( ||x_2|| < ct \) and \( ||y_2|| < ct \). Here we construct exact probability distributions of planar motions with random velocities, randomizing the number of changes of direction with the distribution (2), with a suitable choice of the parameter \( \alpha \) depending on the dimension \( d \) of the original space.

Let us consider in detail, for the sake of clarity, the planar motion obtained by the projection of the
random flight $Y_d(t)$ of [4]. We randomize the number of changes of directions by means of the following adaptation of the distribution (2)

$$P\{N_d(t) = n\} = \frac{1}{E^d_{\lambda} \Gamma((n + 1)(d/2 - 1) + 1)} \frac{(\Lambda(t))^n}{\Gamma((n + 1)(d/2) + 1)}$$

(28)

where $n \geq 0$ and $d$ is the dimension of the original space of the random flight that we are projecting onto the plane. Then, we have that the unconditional probability law of the planar motion can be obtained as follows

$$p(y_2, t) = \sum_{n=0}^{\infty} P\{Y_1(t) \in dy_1, Y_2(t) \in dy_2 | N_d(t) = n\} \times P\{N_d(t) = n\}$$

$$= \left(\frac{c^2 t^2 - \|y_2\|^2}{\pi c t^2} \right)^{\frac{d}{2} - 2} \frac{\pi^d_{\lambda} (c^2 t^2 - \|y_2\|^2)^{\frac{d}{2} - 1}}{E^d_{\lambda} \Gamma((n + 1)(d/2 - 1) + 1)}$$

An interesting case is for $d = 4$, where we have that

$$p(y_2, t) = \frac{\Lambda(t)}{\pi c t^2} \left(\frac{c^2 t^2 - \|y_2\|^2}{e^\Lambda(t) - 1}\right)^{\frac{d}{2} - 1}$$

(29)

In equation (29) we used the fact that

$$E_{1,2}(t) = \frac{c^2 t^2}{t^2}$$

$$E_{1,1}(t) = e^t$$

A similar derivation of the explicit probability law can be given for the other case considered in [4].
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