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ABSTRACT

One of the principal challenges of 21 cm cosmology experiments is overcoming calibration error. Established calibration approaches in the field require an exquisitely accurate sky model, and low-level sky model errors introduce calibration errors that corrupt the cosmological signal. We present a novel calibration approach called delay-weighted calibration, or DWCal, which enables precise calibration even in the presence of sky model error. Sky model error does not affect all power spectrum modes equally, and DWCal fits calibration solutions preferentially from error-free modes. We apply this technique to simulated data, showing that it substantially reduces calibration error in the presence of realistic levels of sky model error and can improve 21 cm power spectrum sensitivity by approximately 2 orders of magnitude.

1. INTRODUCTION

Interferometric measurement of 21 cm emission from neutral hydrogen at high redshift has great potential for mapping large volumes of the universe, probing the Cosmic Dawn and Epoch of Reionization (EoR), and measuring large-scale structure evolution throughout cosmological history (see Furlanetto et al. 2006, Pritchard & Loeb 2008, Morales & Wyithe 2010, and Liu & Shaw 2020 for reviews). The success of 21 cm cosmology experiments is currently limited by the precision with which bright intervening emission, or foregrounds, can be separated from the faint cosmological signal. While the foreground emission is a staggering 4-5 orders of magnitude brighter than the 21 cm signal, it is very spectrally smooth and therefore can, in principle, be distinguished from the spectrally structured cosmological signal.

However, the success of this approach requires extremely precise frequency-dependent, or bandpass, calibration. Low-level spectral errors in calibration introduce spectral structure into the foreground signal, preventing effective foreground removal. In recent years, this problem has inspired a proliferation of precision bandpass calibration methods (Mitchell et al. 2008; Yatawatta et al. 2009; Kazemi et al. 2011; Sullivan et al. 2012; Kazemi & Yatawatta 2013; Salvini & Wijnholds 2014; Sievers 2017; Dillon et al. 2020; Sob et al. 2020; Kern et al. 2020; Byrne et al. 2021b; Ewall-Wice et al. 2022; Sims et al. 2022a,b). Nevertheless, precision calibration approaches generally require exquisite prior knowledge of the sky signal and instrumental response, and calibration precision remains a principal limitation of 21 cm cosmology analyses.

We introduce a novel approach to bandpass calibration called delay-weighted calibration, or DWCal, which combats spectral calibration error. DWCal imposes no prior assumptions about the instrument’s bandpass response and can accurately calibrate even when the instrumental bandpass has substantial frequency structure. It fits the same number of free calibration parameters as traditional sky-based calibration, avoiding the computational challenges and overfitting concerns associated with many-parameter calibration approaches. DWCal can be combined with other advanced calibration techniques such as redundant calibration or unified calibration.

DWCal specifically combats a mechanism of calibration error by which errors in the calibration sky model introduce spurious spectral structure into the calibration solutions. Missing or mismodeled sources and structures in the calibration sky model produce bandpass calibration errors, even when both the true sky signal and the sky model are intrinsically spectrally smooth. For low levels of sky model error, the resulting calibration error is nonetheless at a level that precludes a detection of the cosmological 21 cm signal (Barry et al. 2016; Trott et al. 2016; Ewall-Wice et al. 2016; Byrne et al. 2019).

DWCal joins a suite of techniques designed to combat this error mechanism. First is simply the development
of highly accurate and complete sky models (Yatawatta et al. 2013; Offringa et al. 2015; Carroll et al. 2016; Hurley-Walker et al. 2017; Patil et al. 2017; Eastwood et al. 2018; de Gasperin et al. 2020; Byrne et al. 2021a). These have substantially improved calibration performance, but some degree of sky model error is nonetheless unavoidable. Next, assuming stable and uniform antenna responses, calibration benefits from averaging across antennas and time (Barry et al. 2016; Kern et al. 2020). If the intrinsic antenna response is relatively spectrally smooth, the calibration solutions can be averaged across frequency or fit to a simple function such as a low-order polynomial (Yatawatta 2015; Barry et al. 2016; Dillon et al. 2018; Gehlot et al. 2018; Barry et al. 2019b; Li et al. 2019; Eastwood et al. 2019; Mertens et al. 2020). Short baselines produce less spectral contamination in calibration, so calibration to short baselines only can improve calibration performance (Ewall-Wice et al. 2016; Patil et al. 2017). Taking this idea to its extreme, Barry et al. 2019b and Li et al. 2019 calibrate with baselines of zero length, using the autocorrelation visibilities to fit the antennas’ bandpass responses.

Other calibration approaches address this error mechanism by incorporating additional calibration parameters to directly fit the sky signal. Redundant calibration, applicable to highly regular arrays, constrains parameters of the sky signal by matching repeated baseline measurements, thereby reducing reliance on the sky model (Wieringa 1992; Liu et al. 2010; Grobler et al. 2018; Dillon et al. 2018; Li et al. 2018; Dillon et al. 2020; Kern et al. 2020; Zhang et al. 2020). However, regular arrays are particularly sensitive to sky model error, and they experience substantial bandpass calibration error from low-level sky model error even when redundantly calibrated (Byrne et al. 2019). Ewall-Wice et al. 2022 directly fits the spectrally smooth components of the sky signal measured by each baseline, fitting out much of the sky model error at the cost of a large increase in calibration parameters.

The DWCal framework takes a new approach to tackling the problem of sky model error in calibration. Interferometric measurements reconstruct spectrally smooth signals in a compact region of 2D power spectrum space (here the two dimensions refer to power spectrum modes parallel and perpendicular to the line of sight, respectively). This region is known as the “foreground wedge” and has been explored in depth in the literature (Morales et al. 2012; Trott et al. 2012; Vedantham et al. 2012; Pober et al. 2013; Thyagarajan et al. 2013; Hazelton et al. 2013; Dillon et al. 2015; Morales et al. 2019). Consequently, sky model error appears within this foreground wedge region. DWCal exploits this feature, incorporating knowledge of the foreground wedge to down-weight contaminated power spectrum modes in calibration.

Unlike short baseline calibration or autocorrelation calibration, DWCal calibrates with all baseline measurements, employing the full measurement set to constrain the calibration solutions. However, each baseline preferentially constrains the modes on which it is unaffected by sky model error. It assumes that the sky model error is compact in the 2D power spectrum space but makes no such assumption of the instrumental response, so it can fit any instrumental spectral features. It does not require averaging across antennas or time and supports arrays with heterogeneous antenna responses and time dependence. DWCal does not introduce any additional calibration degeneracies and has the same number of degenerate parameters as sky-based calibration (see §2.2 for a discussion of these degeneracies). While it is not immune to sky model error — DWCal still requires a good sky model — we show that it is significantly more robust against sky model error than established precision calibration techniques.

DWCal introduces cross-frequency constraints on the gains. This means that like calibration approaches such as those discussed in Yatawatta 2015, Mertens et al. 2020, Ewall-Wice et al. 2022, and Sims et al. 2022a, DWCal cannot be parallelized across frequency. Instead, the gains at all frequencies must be jointly calculated.

This paper introduces a simple implementation of DWCal, demonstrating the principles of the technique. This implementation can be considered an extension to simple sky-based calibration. We apply DWCal to simulated data, demonstrating that it improves calibration performance in the presence of sky model error. Future work could optimize the DWCal algorithm to reduce its computational cost. It could also combine DWCal with other calibration techniques such as redundant calibration or unified calibration.

2. DWCAL FORMALISM

In general, interferometric calibration consists of minimizing a cost function, often denoted $\chi^2$, to constrain parameters of the instrument response. The fundamental innovation underlying DWCal is the incorporation of delay-dependent expected error into the calibration $\chi^2$. In §2.1 we derive the DWCal $\chi^2$ as an extension to simple sky-based calibration. In §2.2 we present a new approach to constraining calibration degeneracies, and in §2.3 we discuss further extensions to DWCal.

2.1. The Basic DWCal Formalism
In its simplest form, sky-based calibration consists of calculating gain values that minimize the quantity
\[ \chi^2 = \sum_{f} \sum_{j,k} |g_j(f)g_k^*(f)v_{jk}(f) - m_{jk}(f)|^2. \] (1)

Here \( f \) represents frequencies and \( j \) and \( k \) index antennas. \( \sum_{f} \) indicates the sum over all frequency channels and \( \sum_{jk} \) indicates the sum across all baselines; \( v_{jk}(f) \) is the visibility derived by correlating antennas \( j \) and \( k \) at frequency \( f \); \( m_{jk}(f) \) is a model of that visibility derived from a sky model propagated through an instrument simulator; \( g(f) \) are the antenna gains, parameterized as a complex number for each antenna and frequency, and the asterisk * denotes the complex conjugate. We do not consider time dependence in this expression and assume a single time step. We further assume a single instrumental polarization mode.

Note that here we define a calibration convention in which the gains multiply the data, not the model visibilities. This diverges from the convention typically used in the literature (see, for example, Hamaker et al. 1996) for reasons delineated below. Under our convention, we calibrate data by multiplying the raw visibilities by the calculated gains.

Minimizing Equation 1 produces a maximum-likelihood estimate of the gains, assuming independent Gaussian-distributed thermal noise and model visibility error at each frequency and baseline (see Byrne et al. 2021b for a derivation of this expression based on the Bayesian likelihood function). Because Equation 1 assumes uncorrelated frequency channels, it is separable in frequency. Each frequency can be calibrated independently.

This simple sky-based calibration could be augmented with a frequency- and baseline-dependent weighting function. For example, we could replace Equation 1 with an expression
\[ \chi^2 = \sum_{f} \sum_{j,k} W_{jk}(f) |g_j(f)g_k^*(f)v_{jk}(f) - m_{jk}(f)|^2, \] (2)
where \( W_{jk}(f) \) is a positive, scalar weighting function. \( W_{jk}(f) \) can be adjusted to downweight particular baselines and frequency channels with known contamination. For example, if we knew the model visibility \( m_{jk}(f) \) was particularly inaccurate at frequency \( f = f_0 \), we could reduce the value of \( W_{jk}(f_0) \) to protect the calibration solutions from that error.

Calibrating with Equation 2 is appropriate when the model visibility error appears in distinct frequency channels. However, sky model error produces error in the model visibilities at all frequencies. This model visibility error is not compact in the frequency domain but is compact in the Fourier dual, or delay domain (Parsons & Backer 2009; Parsons et al. 2012; Pober et al. 2013; Morales et al. 2019). We therefore aim to remap the calibration problem into delay space.

We return to Equation 1. To make our expressions more concise, we define a new quantity
\[ r_{jk}(f) = g_j(f)g_k^*(f)v_{jk}(f) - m_{jk}(f). \] (3)

Equation 1 can then be written as
\[ \chi^2 = \sum_{jk} \sum_{f} |r_{jk}(f)|^2. \] (4)

From the Plancherel theorem, this is equivalent to
\[ \chi^2 = \frac{1}{N_{\text{freq}}} \sum_{jk} \sum_{\eta} |\tilde{r}_{jk}(\eta)|^2, \] (5)
where \( N_{\text{freq}} \) is the number of frequency channels and \( \eta \) is delay, the Fourier dual of frequency \( f \) with units of time. The tilde denotes the Fourier transformed quantity:
\[ \tilde{r}_{jk}(\eta) = \sum_{f} r_{jk}(f)e^{-2\pi i \eta f}. \] (6)

Via the convolution theorem
\[ \tilde{r}_{jk}(\eta) = \tilde{g}_j(\eta) * \tilde{g}_k^*(-\eta) * \tilde{v}_{jk}(\eta) - \tilde{m}_{jk}(\eta), \] (7)
where * indicates the convolution.

Equation 5 represents a delay-space reformulation of the calibration problem. We can now introduce a delay-dependent weighting function, such that
\[ \chi^2 = \frac{1}{N_{\text{freq}}} \sum_{jk} \sum_{\eta} \tilde{W}_{jk}(\eta) |\tilde{r}_{jk}(\eta)|^2. \] (8)

\( \tilde{W}_{jk}(\eta) \) can now be tuned to downweight particular delay modes for a given baseline \( \{j,k\} \). This allows us to capture the delay dependence of the model visibility error. At this point we leave the weighting function \( \tilde{W}_{jk}(\eta) \) fully general. In the next section we describe development and implementation of a specific weighting function targeting model visibility error in the foreground wedge.

This treatment motivates the calibration convention defined above, in which the gains multiply the data. If we were to use the convention established in Hamaker et al. 1996, the model visibilities in Equation 7 would be convolved with the gains. Nonzero gain values at high delay would spread model error beyond the foreground wedge modes, meaning that model error would no longer inhabit a compact delay-space region.

Equation 8 achieves the delay-dependent weighting we desire. However, the double convolution in Equation 7
Note that this can be written more concisely as a matrix.

Expanding Equation 8 gives

\[ \chi^2 = \frac{1}{N_{\text{freq}}} \sum_{jk} \sum_{\eta} \left| \sum_{f} r_{jk}(f)e^{-2\pi i nf} \right|^2 , \]

or

\[ \chi^2 = \frac{1}{N_{\text{freq}}} \sum_{jk} \sum_{\eta} \left( \sum_{f} r_{jk}(f) \right) c^2 e^{2\pi i n(f'-f)} . \]

We can rewrite this expression as

\[ \chi^2 = \sum_{jk} \sum_{f} \sum_{f'} \left[ \frac{1}{N_{\text{freq}}} \sum_{\eta} \left( \sum_{f} W_{jk}(\eta) e^{2\pi i (f'-f)} \right) r_{jk}(f) \right] r^*_{jk}(f') , \]

where the bracketed expression is simply the inverse Fourier transform of the weighting function. We then get that

\[ \chi^2 = \sum_{jk} \sum_{f} \sum_{f'} W_{jk}(f'-f) r_{jk}(f) r^*_{jk}(f') . \]

Expanding the quantity \( r_{jk}(f) \) gives

\[ \chi^2 = \sum_{jk} \sum_{f} \sum_{f'} W_{jk}(f'-f) \] 
\[ \times \left[ g_j(f) g_k^*(f)v_{jk}(f) - m_{jk}(f) \right] \] 
\[ \times \left[ g_j(f') g_k^*(f')v_{jk}(f') - m_{jk}(f') \right]^* . \]

Note that this can be written more concisely as a matrix multiplication operation:

\[ \chi^2 = \sum_{jk} \left[ g_j g_k^* v_{jk} - m_{jk} \right] ^\dagger W_{jk} \left[ g_j g_k^* v_{jk} - m_{jk} \right] , \]

where \( g_j, v_{jk}, \) and \( m_{jk} \) are each vectors of length \( N_{\text{freq}} \).
\( W_{jk} \) is an \( N_{\text{freq}} \times N_{\text{freq}} \) matrix, and \( ^\dagger \) denotes the conjugate transpose.

Equations 13 and 14 take the form of a maximum-likelihood estimate with correlated frequency channels. We find that if model error is compact in delay it is necessarily not independent across frequencies. The function \( W_{jk}(f'-f) \) can be interpreted as encoding covariances between frequency channels.

If the weighting function is appropriately set, it reduces calibration’s dependence on error-prone delay modes such as the foreground wedge modes. We recover sky-based calibration in the limit that \( W_{jk}(f'-f) = 0 \) when \( f \neq f' \).

2.2. Constraining the Degenerate Phase

Like sky-based calibration, DWCal is degenerate in the overall complex phase of the gains at each frequency. From Equation 13, note that for each frequency \( f \) the transformation \( g(f) \rightarrow g(f)e^{\lambda} \) leaves \( \chi^2 \) unchanged, where \( \lambda \) is an arbitrary real constant.

This degeneracy is typically constrained by setting the phase of a reference antenna’s gain to zero or requiring that the average phase of the gains across all antennas be zero. This constraint can be imposed after minimizing the degenerate \( \chi^2 \). However, this risks degrading the performance of an iterative optimization algorithm as it cannot fit to a unique minimum. We choose instead to introduce a regularization term to break the phase degeneracy.

We use L2 regularization to constrain the mean phase at each frequency to be zero. Equation 13 then becomes

\[ \chi^2 = \sum_{jk} \sum_{f} \sum_{f'} W_{jk}(f'-f) \] 
\[ \times \left[ g_j(f) g_k^*(f)v_{jk}(f) - m_{jk}(f) \right] \] 
\[ \times \left[ g_j(f') g_k^*(f')v_{jk}(f') - m_{jk}(f') \right]^* \] 
\[ + \lambda \sum_{f} \left( \sum_{j} \text{Arg} \left[ g_j(f) \right] \right)^2 , \]

where the final term imposes the phase regularization. Here \( \text{Arg} \) denotes the complex phase and \( \sum_j \) indicates the sum over all antennas; \( \lambda \) is an arbitrary positive, real constant. In principle the value of \( \lambda \) does not affect the global minimum of \( \chi^2 \), as the global minimum occurs where the regularization term is identically zero. However, in practice we found that tuning \( \lambda \) impacts the speed and accuracy of the optimization algorithm.

Equation 15 produces unique, nondegenerate solutions, and we use this expression to calculate the calibration solutions presented throughout this paper. Because it constrains the mean phase to be zero, we cannot calibrate a nonzero absolute phase at any frequency.

2.3. Further Extensions to DWCal

The DWCal formalism described above and represented by Equations 13 and 15 can be considered an extension to traditional sky-based calibration (Equation 1). However, the principle behind DWCal can be applied to other, more advanced calibration techniques.

DWCal can be applied to redundant calibration, specifically to the absolute calibration step that uses a sky model to constrain the bulk array response (Liu et al. 2010; Dillon et al. 2018; Li et al. 2018; Kern et al. 2020). Absolute calibration is susceptible to spectral error from low-level errors in the sky model (Byrne et al. 2019). Using the DWCal formalism to downweight the
foreground wedge modes in absolute calibration could reduce the impact of sky model error on redundant calibration solutions.

Unified calibration represents a middle ground between sky-based and redundant calibration (Byrne et al. 2021b). It directly fits the sky signal measured by each baseline or redundant baseline set, and it uses a sky model to impose a prior on that fit. DWCal can be applied to unified calibration by incorporating a delay-dependent weighting function into the prior. This would decrease the strength of the prior in foreground wedge modes and improve unified calibration’s spectral performance.

Throughout this section we have assumed calibration of a single polarization. However, DWCal can be extended to fully polarization calibration. For a dual-polarization interferometer, fully polarized calibration parameterizes the gains as a $2 \times 2$ polarization matrix for each antenna and frequency interval (Sault et al. 1996). If an instrument experiences negligible cross-polarization signal coupling, the gains can be more simply parameterized with two values per antenna and frequency, corresponding to the two instrumental polarizations (Byrne et al. 2022). DWCal is fully applicable to polarized calibration, and the delay-dependent weighting function can be applied to each polarization mode.

Gains need not be parameterized per frequency. While it is common practice to fit parameters of a low-order polynomial or other simple function to the calibrated bandpass after calculating per-frequency gains (Barry et al. 2016; Dillon et al. 2018; Gehlot et al. 2018; Barry et al. 2019b; Li et al. 2019; Eastwood et al. 2019; Mertens et al. 2020), these parameters can instead be calculated directly during the $\chi^2$ minimization operation (Byrne et al. 2021b). This technique could be applied to DWCal, in which case the gains in Equations 13 or 15 would be considered functions of the tunable calibration parameters. However, it is critical that the gain parameterization appropriately represents the true instrumental response in order for calibration to accurately capture all spectral features. Inaccurate gain parameterizations risk introducing additional calibration error.

For the remainder of this paper we focus on the simplest version of DWCal and calibrate by minimizing Equation 15. However, we emphasize that DWCal is not an alternative to precision calibration approaches such as redundant or unified calibration. Rather, the DWCal technique can supplement established calibration approaches to reduce spectral calibration error and build resilience to sky model error.

3. METHODS

We demonstrate the DWCal technique with simulated data and a simple off-the-shelf optimization algorithm. The calibration code is written in Python and is publicly available on GitHub\(^1\) under a BSD 3-Clause License as well as archived in Zenodo (Byrne 2022). We use pyuvdata\(^2\) (Hazelton et al. 2017) for interfacing with the visibility data and calibration solutions.

3.1. Visibility Simulation

We simulate visibilities with FHD\(^3\) (Sullivan et al. 2012; Barry et al. 2019; Byrne et al. 2022; Sullivan et al. 2022). The simulation is based on the Murchison Wide-field Array (MWA) Phase I configuration (Tingay et al. 2013). This array consists of 127 antennas in a nonregular imaging configuration. The FHD simulation corresponds to a zenith-pointed observation of the MWA’s “EoR-0” field, centered at R.A. 0\(^4\), decl. $-27^\circ$. The simulation spans a frequency range of 167-198 MHz at a frequency resolution of 80 kHz. It corresponds to a 2 minute snapshot image with 2 s time resolution; for calibration, we average the visibilities across the full 2 minutes. We use the beam model developed by Sutinjo et al. 2015 and average it across the full frequency range to represent a frequency-invariant beam. We simulate only a single polarization, corresponding to the east-west aligned dipoles.

We represent the sky signal with the GLEAM source catalog (Hurley-Walker et al. 2017), and we model point sources only. The simulated “true” visibilities are derived from the full catalog. Following the approach used in Barry et al. 2016 and Byrne et al. 2019, we simulate model visibilities $\mathbf{m}(f)$ from an incomplete catalog that omits the faintest GLEAM sources. Our incomplete catalog includes 90% of the full catalog’s power and omits sources fainter than 91 mJy.

Figure 1 plots model visibility error as a function of delay mode and baseline length. Due to the foreground wedge effect, the missing sources in the sky model produce model visibility error predominantly in a wedge-shaped region of delay space.

We simulate the instrument response by defining randomized gains for each antenna and frequency. We then divide the true visibilities simulated from the full GLEAM catalog by the gains to derive uncalibrated data visibilities $\mathbf{v}(f)$. Calibration then attempts to recover the gains as accurately as possible, enabling reconstruction of the simulated true signal from the data visibili-

\(^1\) https://github.com/rlbyrne/dwcal
\(^2\) https://github.com/RadioAstronomySoftwareGroup/pyuvdata
\(^3\) https://github.com/EoRImaging/FHD
Figure 1. Plot of simulated model visibility error as a function of delay mode and baseline length. The visibility error is calculated by differencing the simulated true visibilities and model visibilities. The differenced visibilities are then Fourier transformed across frequency and binned by baseline length, and we plot the variance in each bin. Model visibility error results from faint missing sources in the simulated sky model, and, due to the foreground wedge effect, these errors produce a wedge-shaped feature in delay space. The affected delay modes depend on the sources’ zenith angles, with sources on the horizon producing error out to the dashed white lines. The foreground wedge seen here does not extend to the horizon line due to the finite extent of the field of view. Missing data reflects sparse baseline coverage at long baselines.

Our simulation does not include thermal noise, so any calibration error results from sky model error only.

3.2. Defining the Weighting Function

DWCal uses a weighting function that represents the model visibility error for each baseline and delay mode. The form of this weighting function is fully arbitrary, but calibration performance improves with weightings that accurately estimate the true model visibility error.

We choose to define the weighting function with a relatively simple parameterization of the model visibility error, presented in Figure 2. We divide the foreground wedge into inner and outer wedge regions and empirically calculate the variance in each region from the model visibility error (plotted in Figure 1). We further represent short baseline error near delays \( \eta \approx 0 \) by fitting a decaying exponential function in \( |\eta| \).

From Equation 8, \( \tilde{W}_{jk}(\eta) \) can be interpreted as the reciprocal of the variance of the error on models of baseline \( \{j, k\} \) at delay mode \( \eta \). We therefore set \( \tilde{W}_{jk}(\eta) \) equal to the reciprocal of these values. As in Figure 1, the dashed white lines denote the horizon extent.

\( \tilde{W}_{jk}(\eta) \), and the right panel presents the Fourier transformed quantities \( W_{jk}(\Delta f) \). To reduce Fourier aliasing effects, we oversample the \( \eta \)-axis by a factor of 128 compared to the intrinsic sampling given by the data’s bandpass extent.

In practice, we represent the weighting function as an \( N_{\text{freq}} \times N_{\text{freq}} \) matrix \( W_{jk} \) for each baseline \( \{j, k\} \) (see Equation 14). This allows us to evaluate \( \chi^2 \) as a matrix multiplication operation. Figure 4 plots two such matrices, for baselines of lengths 5 and 500 m. We generate these matrices for each baseline and pass them to the calibration optimization algorithm.

In §4 we compare calibration performance using this weighting function to that of sky-based calibration. We implement sky-based calibration by simply setting the weighting matrices equal to the identity matrix for each baseline, i.e. \( W_{jk} = \mathbb{I} \).

In order to perform a direct comparison between calibration methods, we desire that the \( \chi^2 \) do not differ by orders of magnitude. While the overall normalization of the weighting function is arbitrary, vastly different \( \chi^2 \) magnitudes risk introducing variations in optimization precision. We therefore normalize the weighting functions such that

\[
\sum_{jk} \text{Tr} (W_{jk}) = N_{\text{bls}}N_{\text{freq}}, \tag{16}
\]
Figure 3. Plots of the weighting function for three baseline lengths. On the left are examples of the weighting function \( \tilde{W}_{jk}(\eta) \), plotted as a function of delay \( \eta \). \( \tilde{W}_{jk}(\eta) \) is defined as the reciprocal of the estimated model visibility error variance, plotted in Figure 2. On the right are the inverse Fourier transformed quantities \( W_{jk}(\Delta f) \).

Figure 4. Examples of weighting matrices \( W_{jk} \) used in calibration, for baselines of length 5 m (left) and 500 m (right). The weighting functions plotted in Figure 3 are transformed into these \( N_{\text{freq}} \times N_{\text{freq}} \) matrices for evaluating \( \chi^2 \) in calibration.

where \( N_{\text{bbls}} \) is the number of baselines and \( N_{\text{freq}} \) is the number of frequencies; \( \text{Tr} \) denotes the trace.

3.3. Calibration Optimization

We choose to use an off-the-shelf Python-based optimizer for the DWCAL explorations presented in this paper. We use \textsc{scipy}'s \texttt{optimize.minimize} function, with the “method” option set to “Newton-CG.” As this optimizer fits real-valued variables only, we represent the complex gains with their real and imaginary parts.

The inputs to the \texttt{optimize.minimize} function are the data, model visibilities, an initial guess for the gains, and a function that evaluates \( \chi^2 \). The “Newton-CG” minimization method also accepts functions that explicitly calculate Jacobian and Hessian. We analytically calculate those quantities from Equation 15 and supply them to the optimizer. See \url{https://github.com/rlbyrne/dwcal} for those calculations.

We randomize the initial gains, independently selecting the value for each antenna and frequency channel from a complex circular Gaussian distribution with mean value 1 and standard deviation 0.01. We set \( \lambda \), the coefficient of the regularization term (see §2.2), equal to 0.1.
Table 1. Comparison of six simulated calibration trials. We calibrate with a weighting matrices equal to the identity matrix (analogous to typical sky-based calibration), denoted “identity” in the above table, and with the DWCal weighting matrices described in §3.2 and Figure 4, denoted “weighted.” Each calibration trial fits a gain for each of 127 antennas and 384 frequencies, for a total of 48,768 free calibration parameters. The data and model visibilities correspond to 2-minute simulations, and for various calibration trials we average the 2 minute interval into 1, 2, or 4 time steps. In §4 we present results from the single time step trials. To demonstrate the DWCal concept, we use a highly analytic—but rather slow—optimization method built from SCIPY’s optimize.minimize function. We find that each optimization operation takes several hours, with the specific convergence timing depending on details of the $\chi^2$ function profile. Future DWCal optimization algorithms are expected to improve optimization efficiency and substantially reduce the runtimes presented here.

The primary limitation of this optimization implementation is its speed. Each calibration trial, corresponding to the full 127 antenna array with 384 frequency channels, took several hours to run. In Table 1 we compare six such runs. While the SCIPY optimizer is sufficient for demonstrating the DWCal concept, we require a more efficient algorithm for calibrating large data volumes.

3.4. Power Spectrum Estimation

After calculating calibration gains, we apply them to the simulated data using PYUVDATA’s calibration utility. We then propagate the calibrated data through the FHD/epsilon? utility. In the next section we present 2D and 1D power spectra generated with epsilon.

4. RESULTS

We test calibration on simulated data with an instrumental response represented by randomized gains. The gains are selected from a circular complex Gaussian distribution with mean 1 and standard deviation 0.01. We select the values independently for each antenna and frequency channel. To account for the calibration degeneracy in the per-frequency phase (see §2.2), we impose a phase rotation at each frequency to ensure that the mean complex phase of the true gains is zero for each frequency channel. Figure 5 plots the distribution of the gains. We divide the simulated visibilities by these gains to derive the data $v(f)$ used in calibration. Fitting randomized gains in this way ensures that our calibration tests are relevant for instruments with substantial bandpass structure. We show that DWCal performs well for arbitrary instrument responses.

We calibrate using model visibilities $m(f)$ simulated from an incomplete sky model (see §3.1). We calibrate twice, once performing typical sky-based calibration (analogous to setting the weighting matrices equal
to the identity matrix) and once implementing DWCal, using the weighting matrices described in §3.2. Figure 6 plots the distributions of gain error for sky-based calibration (left) and DWCal (right). We find that DWCal produces more accurate calibration solutions than sky-based calibration.

DWCal is fundamentally designed to improve bandpass calibration performance, and it is therefore instructive to explore its impact on the fit gains’ frequency dependence. The left panel of Figure 7 plots the amplitude of the fit gain error as a function of frequency. In the right panel we have Fourier transformed the gain error across frequency, and we plot the error amplitude as a function of delay mode. The solid lines indicate the average value across all antennas and the shaded regions enclose the central 50% of values.

The left panel of Figure 7 indicates that DWCal produces better results than sky-based calibration for most frequencies, with the notable exceptions of the lowest and highest frequency channels. DWCal leverages constraints from neighboring frequency channels to calibrate, and the frequencies on the edges of the band are therefore less constrained. Fortunately, these channels typically contribute minimally to the power spectrum estimate, as analyses generally apply a spectral window function to improve analysis dynamic range (the Blackman-Harris window function across frequency).

From the right panel of Figure 7 we note that gain error appears predominantly at low delay magnitude. Model visibility error occurs primarily at $\eta = 0$. However, the foreground wedge effect extends this error into neighboring delay modes, and sky-based calibration therefore exhibits error in delay modes around $\eta = 0$. DWCal does not completely eliminate this effect, but it reduces gain error at these low $|\eta|$.

To explore the effect of this calibration error on cosmological power spectrum measurements we propagate the visibilities through the FHD/\textsc{epsilon} pipeline (see §3.4). Figure 8 depicts the resulting 2D power spectra. Here the horizontal axis denotes modes perpendicular to the line of sight ($k_\perp$) and the vertical axis denotes modes parallel to the line of sight ($k_\parallel$). We present the “dirty” power spectra with no foreground subtraction.

The leftmost panel (a) depicts the power spectrum with no calibration error. Here we have used the visibilities directly output from our GLEAM catalog simulation. Power appears predominantly in the foreground wedge region. At high $k_\perp$, poor baseline coverage produces substantial power leakage into high $k_\parallel$. However, at lower $k_\perp$, while we see some leakage into the “EoR window” modes (power spectrum modes outside the foreground wedge), the window power is suppressed by many orders of magnitude.

In the second panel (b) of Figure 8, we have applied the randomized gains plotted in Figure 5. This added instrumental response structure couples power into the EoR window, and we see substantially higher power in the window compared to (a).

Panels (c) and (d) of Figure 8 depict the results of calibrating with sky-based calibration and DWCal, respectively. Here calibration attempts to recover the gains applied in panel (b), reducing power leakage in the EoR window and returning the power spectrum to its state in panel (a). While both methods substantially improve upon the uncalibrated power spectrum in panel (b), DWCal produces less power leakage in the EoR window than sky-based calibration.

To further highlight the differences between sky-based calibration and DWCal, Figure 9 plots the difference between Figures 8(c) and 8(d). Here positive (red) values indicate higher power when calibrated with sky-based calibration, and negative (blue) values indicate higher power when calibrated with DWCal. We see that, throughout the EoR window, sky-based calibration re-constructs more power than DWCal.

Finally, in Figure 10 we average the EoR window modes in annuli to compare 1D power spectra produced with sky-based calibration and DWCal. Here we have subtracted the “perfect calibration” power spectrum plotted in Figure 8(a) to highlight the effect of calibration error only. The power spectrum of sky-based calibration error exceeds that of DWCal by about 2 orders of magnitude. The black line represents the magnitude of the predicted EoR signal (Furlanetto et al. 2006). Sky-based calibration error exceeds the predicted EoR signal on all modes. For the level of sky model error explored here, where we have omitted 10% of the sky signal from the calibration sky model, sky-based calibration does not enable a detection of the cosmological signal, even in the absence of other systematic error and thermal noise.

Even when calibrating to the same sky model and making no assumptions about the instrumental response, DWCal performs substantially better than sky-based calibration. By incorporating information about the foreground wedge in the form of baseline-dependent weighting matrices, DWCal reduces power leakage into the EoR window and mitigates the impact of calibration error on power spectrum measurements.

5. DISCUSSION

DWCal, or delay-weighted calibration, is a new tool for precision bandpass calibration that is resilient to
sky model error. Broadly speaking, it is a calibration framework that allows for baseline- and delay-dependent weighting in calibration. This is valuable for 21 cm cosmology experiments, for which sky model error affects a compact region of the 2D power spectrum. DWCal is highly adaptable to a variety of calibration approaches. In this paper we present DWCal as an extension to simple sky-based calibration; however more advanced calibration techniques such as redundant calibration or unified calibration could likewise benefit from the DWCal technique.

DWCAl has several distinct benefits over other leading precision calibration techniques. Namely, it makes no assumptions about the antenna gains’ bandpass structure, uniformity, or stability. This enables DWCal to fit arbitrary bandpass features and accurately calibrate time-dependent, heterogeneous arrays. DWCal fits the same number of calibration parameters as sky-based cali-

Figure 6. 2D histograms of the error on gains fit with sky-based calibration (left) and DWCal (right). DWCal produces more accurate calibration solutions than sky-based calibration. The gains were fit by minimizing Equation 15 using the optimization procedure described in §3.3. For sky-based calibration, the weighting matrices were set equal to the identity matrix, while for DWCal they include off-diagonal elements that downweight modes with substantial sky model error (see §3.2). The fit gains were compared to the true gains plotted in Figure 5. Here we plot the discrepancies across all antennas and frequency channels. The solid and dashed contours enclose approximately 50% and 90% of the distributions, respectively.

Figure 7. Plot of the gain error as a function of frequency (left) and delay (right). We calculate the gain error by subtracting the true gains (Figure 5) from the gains fit in calibration. In the left panel, we calculate the amplitude of the gain error and plot it as a function of frequency. In the right panel, we Fourier transform the gain error and plot the amplitude of the result as a function of delay. The solid lines are the antenna-averaged quantities and the shaded regions enclose the central 50% of values.
Figure 8. Plots of 2D power spectra generated with the fhd/epsilon pipeline. The horizontal axes represent the $k_\perp$ modes perpendicular to the line of sight and the vertical axes represent the $k_\parallel$ modes parallel to the line of sight. Panel (a) corresponds to “perfect calibration” and is generated directly from the simulated data. Panel (b), the “uncalibrated” power spectrum, has the randomized gains plotted in Figure 5 applied. Panels (c) and (d) have been calibrated with sky-based calibration and DWCal, respectively. In each panel, power is reconstructed predominantly within the foreground wedge. The solid black lines denote the extent of foreground wedge power from sources on the horizon; the dashed black line denotes the extent from sources at the edge of the primary field of view. Beyond the foreground wedge is the EoR window region. The goal of precision calibration is to reduce power in the EoR window. We find that DWCal reconstructs less power in the EoR window than sky-based calibration.

Figure 9. Plot of the 2D power spectrum difference between sky-based calibration and DWCal. Here we have subtracted Figure 8(d) from Figure 8(c). Modes with positive (red) values have more power when calibrated with sky-based calibration, and modes with negative (blue) values have more power when calibrated with DWCal. We see that DWCal reduces power in nearly all EoR window modes.

Figure 10. 1D power spectra of calibration error from sky-based calibration (blue) and DWCal (red). The black line indicates the predicted Epoch of Reionization (EoR) signal (Furlanetto et al. 2006). The 1D power spectrum is calculated by averaging the EoR window modes of the 2D power spectrum in annuli. Here we use only modes beyond the horizon line. We have subtracted the “perfect calibration” power spectrum from Figure 8(a) to depict power from calibration error only. We find that DWCal produces a more sensitive power spectrum measurement than sky-based calibration.

in §2.2 we introduce an innovative solution for resolving that degeneracy.

The weighting function implemented in DWCal could take any form. Here we present results using the weighting function plotted in Figure 2, which fits a simple foreground wedge feature and is designed to approximate the model visibility error calculated in simulation and plotted in Figure 1. We expect DWCal will perform best
with weighting functions that most accurately describe the underlying distribution of model visibility error. Future work could explore alternative weighting functions. Model visibility error is highly dependent on the array configuration, antenna beam, and sky models used, so the optimal DWCal weighting function will be unique to each experiment.

This paper demonstrates that DWCal improves calibration’s resilience to sky model error. From Figure 10, we find that our simulated power spectrum measurements are improved by approximately 2 orders of magnitude on all modes when using DWCal compared to simple sky-based calibration. This moves us from a regime in which calibration error precludes a detection of the 21 cm signal into one in which such a detection would be possible, provided other sources of systematic error are properly controlled. Given that calibration error is one of the dominant barriers to the success of 21 cm experiments, DWCal provides an important tool for enabling these cosmological measurements.
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