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Abstract

Domain adaptation aims at aligning the labeled source domain and the unlabeled target domain, and most existing approaches assume the source data is accessible. Unfortunately, this paradigm raises concerns in data privacy and security. Recent studies try to dispel these concerns by the Source-Free setting, which adapts the source-trained model towards target domain without exposing the source data. However, the Source-Free paradigm is still at risk of data leakage due to adversarial attacks to the source model. Hence, the Black-Box setting is proposed, where only the outputs of source model can be utilized. In this paper, we address both the Source-Free adaptation and the Black-Box adaptation, proposing a novel method named better target representation from Frequency MixUp and Mutual Learning (FMML). Specifically, we introduce a new data augmentation technique as Frequency MixUp, which highlights task-relevant objects in the interpolations, thus enhancing class-consistency and linear behavior for target models. Moreover, we introduce a network regularization method called Mutual Learning to the domain adaptation problem. It transfers knowledge inside the target model via self-knowledge distillation and thus alleviates overfitting on the source domain by learning multi-scale target representations. Extensive experiments show that our method achieves state-of-the-art performance on several benchmark datasets under both settings.

1. Introduction

Deep learning approaches have achieved remarkable success in various visual tasks (Noh, Hong, and Han 2015; Chen et al. 2017; Redmon et al. 2016; Ren et al. 2015) when there are large amount of labeled data and the training and test data lie in the same distribution. However, if the training and test data come from different domains, these methods cannot generalize well to the test domain due to the presence of domain shift (Ben-David et al. 2010). To alleviate this issue, domain adaptation (Wang and Deng 2018) is proposed to transfer knowledge from the labeled training data that form the source domain to the unlabeled test data that form the target domain. Most existing domain adaptation methods (Long et al. 2015; Tzeng et al. 2014; Sun and Saenko 2016; Ganin and Lempitsky 2015; Saito et al. 2018) need to access labeled data from source, but this paradigm cannot be satisfied under certain conditions (Kairouz et al. 2021). For example, personal medical reports from hospitals or personal information records from social media must not be shared due to regulations that protect individual privacy. Therefore, a new setting –Source-Free domain adaptation (Liang, Hu, and Feng 2020)– emerges, where source data is completely unavailable when training on target. Even so, there are still potential risks if the source models are visible. Some works like dataset distillation (Wang et al. 2018) and DeepInversion (Yin et al. 2020) may recover data from the model through adversarial attacks. In such a case, Black-Box domain adaptation (Liang et al. 2021a) is introduced where the details of source models are completely unseen and only outputs of source models can be utilized for adaptation on target.

In a nutshell, only the target data and source models under different restrictions are available during the training on target for both Source-Free and Black-Box adaptation. To tackle this source-data absent problem, existing state-of-the-art methods mainly focus on developing solutions to align the two domains (i.e., source and target). For example, SHOT (Liang, Hu, and Feng 2020) uses information maximization and self-supervised pseudo-labeling to implicitly align representations of the two domains. A2Net (Xia, Zhao, and Ding 2021) leverages adversarial training to align two domains. SoFA (Yeh et al. 2021) adopts a mixture of Gaussian distributions as the reference distribution for target feature alignment. However, these methods do not explicitly align the distributions between the source and target domains for adaptation, and they may not be directly applicable to the more challenging Black-Box setting.

In this paper, we approach the problem from the perspective of model regularization to achieve domain adaptation and aim to answer the following question: How to avoid model overfitting on the source pretraining?

To tackle this challenge, we propose two modules (i.e. Frequency MixUp and Mutual Learning) to learn better target representations (i.e., better model generalization) in the adaptation stage from the perspective of regularization based on the available resources (target data and pre-trained model).

First, we build our intuition upon MixUp (Gidaris, Singh, and Komodakis 2018; Shorten and Khoshgoftaar 2019; Dorsch, Gupta, and Efros 2015; Zhang et al. 2018a), which regularizes ML model training from the data aspect, and develop a new and effective data augmentation method for domain adaptation as Frequency MixUp. Conventional MixUp directly blends one image’s pixels into another image (Wu,
Inkpen, and El-Roby 2020; Liang et al. 2021a). During this process, the model learns not only sample information but also an interpolation function, which is called linear behavior (Zhang et al. 2018a). The linear combination encourages the smoothness of the model, and the smoothness can serve as prior knowledge to help the model learn better representations (Bengio, Courville, and Vincent 2013). But this kind of combination is too simple to highlight the task-relevant objects, especially when the image owns complex background and style information. For example, the top of Fig. 1b shows the MixUp between the “bookcase” image and the “bicycle” image. The “bookcase” image has relatively complex background (e.g. floor, window and even sunlight apart from the core object bookcase, see Fig. 1a) and style information. The goal of MixUp is to encourage model to learn linear behavior in-between objects hence learning better representations, so background elements will have a negative impact on MixUp as they distract the focus on core objects and the model tends to learn a linear behavior between the “bicycle” and the background instead. Frequency decomposition proves to be a useful tool to disentangle object information and background information from an image (Yang and Soatto 2020; Liu et al. 2021). Therefore, we propose Frequency MixUp (Fig. 1a) to capture the key objects and reduce environmental interference at the same time, as the bottom of Fig. 1b shows. By mixing their phase spectra, we can focus more on the two core objects “bicycle” and “bookcase” and weaken background information. The augmented image will attend further training to enhance the target model’s class-consistency.

Second, we introduce a self-knowledge distillation method called Mutual Learning to the domain adaptation problem. The goal is to regularize the model training on the target, so that better target representations can be learned. Some existing methods (Meng et al. 2018; Liang et al. 2021a) apply a teacher-student paradigm to transfer knowledge from source to target, and others like (Feng et al. 2021; Meng et al. 2018) distill knowledge from different sources. These methods aim to explore knowledge from source models but this may lead to suboptimal performance due to domain shift. More importantly, the knowledge transfer inside the target network is overlooked. We argue that it is essential to extract more target relevant knowledge for the model to adapt well on target distribution. Therefore, we introduce the idea of Mutual Learning (Zhang et al. 2018b; Yang et al. 2020) to the domain adaptation problem by transferring knowledge between different (network) parts of the target model. Rather than one-way transfer between source and target models, an ensemble of target network and its subnetworks learn collaboratively and teach each other, which can be considered as regularization from the network structure aspect. This process is achieved via self-knowledge distillation so that the target model is able to learn better target representations. We rescale the input resolutions, and slim the widths of network layers to get the subnetworks. By transferring knowledge between the original network and subnetworks mutually, the original network captures multi-scale representations from the target domain data and thus generalizes better on target.

Connections between the Proposed Modules. First, the proposed modules (Frequency MixUp and Mutual Learning) both aim to learn better target representations in the adaptation stage from the perspective of model regularization. Second, Frequency MixUp assists Mutual Learning. Specifically, the mutual learning strategy used in the paper leverages augmented inputs and multi-scale networks. In a way, this process can be regarded as a specific contrastive learning method, where stronger data augmentation is desired. The proposed Frequency MixUp, which adds disturbances to the raw data, benefits mutual learning in this regard. The proposed two modules work coherently to learn more generalizable and diverse target representations.

Contribution. Our contributions to Source-Free and Black-Box domain adaptation can be summarized in three aspects. First, we propose Frequency MixUp as a new data augmentation scheme that helps the model enhance class-consistency and linear behavior with more task-relevant object information and obtain better representations for the target domain. Second, we introduce Mutual Learning as a network regularization technique that assists the model to learn multi-scale representations and transfer knowledge between the model’s different parts mutually to avoid overfitting on source. To the best of our knowledge, it is the first attempt to perform network regularization to the target model to achieve better domain adaptation, which provides a new perspective. Third, extensive experimental results on three benchmark datasets show that our approach achieves state-of-the-art performance compared with the latest methods for both Source-Free and Black-Box domain adaptation.

2. Related Work

Domain Adaptation. Motivated by the theoretical work from (Ben-David et al. 2006, 2010), a flurry of domain adaptation methods have been proposed. Metric-based and GAN-based approaches are the two major routes in the single-source domain adaptation. Metric-based method tends to measure the discrepancy between the source and target do-
main explicitly. (Long et al. 2015) uses maximum mean discrepancy, while (Tzeng et al. 2014) applies deep domain confusion and (Sun and Saenko 2016) utilizes correlation relation. Recent work like (Wu et al. 2021) uses this paradigm to solve heterogeneous domain adaptation, and (Deng et al. 2021) jointly makes clustering and discrimination for alignment together with contrastive learning. The GAN-based method origins from (Goodfellow et al. 2014). It builds a mini-max game for two players related to the source and target domains so as to minimize the discrepancy implicitly during the competition. (Ganin and Lempitsky 2015) adopts domain to confuse the two players, while (Saito et al. 2018) uses classifier discrepancy as the objective. (Xu et al. 2019) shows the importance of learning larger feature norms and (Tang, Chen, and Jia 2020) reveals that discriminative clustering on target will benefit the adaptation process.

**Source-Free Domain Adaptation.** The community pays more attention to the Source-Free setting owing to the concerns in data privacy, data portability and data transmission. Since (Li et al. 2020; Liang, Hu, and Feng 2020), Source-Free has become the mainstream paradigm for alleviating this concern, where sample-level source information is completely unseen during the training procedure on target. There are two technique routes under the source-free setting: self-supervision and virtual source transfer. For the self-supervised methods, (Liang, Hu, and Feng 2020) is the most representative, which introduces information maximization to assist. (Xia, Zhao, and Ding 2021) views this problem from a discriminative perspective and adds specific representation learning module to help the generalization. (Liang et al. 2021b) is an extended version of (Liang, Hu, and Feng 2020) and combines the merits from (Xia, Zhao, and Ding 2021). (Yang et al. 2021) explores the neighborhood structure to encourage class-wise consistency, while (Huang et al. 2021) constructs historical contrastive process to reweight target samples. (Chen et al. 2022) proposes the online pseudo label refinement and (Yang et al. 2021c) introduces attention modules to the network. Besides, (Yang et al. 2021a) replaces the backbones with vision transformer (Dosovitskiy et al. 2020). As for virtual source methods, most of them build GAN to generate virtual source data. (Kurmi et al. 2021) uses conditional GAN to generate new samples, while (Yeh et al. 2021) performs virtual cross-domain feature alignment. (Hou and Zheng 2021) provides interesting visualizations for unseen knowledge and (Li et al. 2020) applies collaborative GAN to achieve better generations. Part of our work belongs to this paradigm, where data and sample-based information from source is invisible during the target leverage, and here we choose the self-supervised route.

**Black-Box Domain Adaptation.** Black-Box domain adaptation is proposed by (Chang et al. 2019). It is a subset problem of Source-Free and also a very new topic. It is more strict than Source-Free because the models trained on source will be put into a black box and only the outputs of these models can be used when we turn to leverage on target. (Zhang et al. 2021) first states this setting completely and emphasizes on the purification of noisy labels. (Liang et al. 2021a) introduces knowledge distillation to the black-box problem, which largely improves the performance. Here we also tackle this type of adaptation. All the details are kept the same as the Source-Free setting but the source model strictly follows the Black-Box rule.

### 3. Methodology

![Diagram](image.png)

**Figure 2:** Overview of our proposed framework (Best viewed in color). The green part refers to source-related training, and the blue part refers to target-related training. Besides, we use orange and red colors to represent the process of Frequency MixUp and Mutual Learning, respectively.

#### 3.1 Preliminary

For a typical domain adaptation problem, we have a source domain dataset \(S = \{ (x_i^s, y_i^s) \}_{i=1}^{n_s} \) with \(n_s\) labeled samples. Besides, there exists a target domain dataset \(T = \{ x_i^t \}_{i=1}^{n_t} \) that includes \(n_t\) unlabeled samples. The source and target domains share the same label space \(D = \{1, 2, ..., K\}\) but lie in different distributions, where \(K\) is the number of classes. \(k\) here is a member of the label space. Our approach consists of two models, with source model as \(f_s\) and target model as \(f_t\), and our goal is to seek the best model \(f_t\). For both Source-Free and Black-Box paradigms, the optimization will start with the supervised learning on source as \(L^s = -\mathbb{E}_{(x_i^s, y_i^s)} \in S \sum_{k \in D} l_k^s \log f_s(x_i^s)\) with label smoothing (Muller, Kornblith, and Hinton 2019): 

\[
l_k^s = \alpha/K + (1 - \alpha) y_i^s
\]

Besides, a widely-used information maximization objective is applied on target as (Liang, Hu, and Feng 2020; Liang et al. 2021a):

\[
L_{im} = -\mathbb{E}_{x_i^t \in T} \sum_{k \in D} f_t(x_i^t) \log f_s(x_i^t) + \sum_{k \in D} \mathbb{E}_{x_i^t \in T} f_t(x_i^t) \log \mathbb{E}_{x_i^s \in T} f_s(x_i^s),
\]

which relies on target data completely without cross-domain adaptation. Therefore, it is natural for us to consider knowledge transfer between the source model and the target model. The difference between Source-Free and Black-Box paradigms is the visibility of source model, so it is necessary to tackle them with distinctive strategies. Under Source-Free setting, source model’s parameters are exposed, thus we are able to either transfer the model’s weights or optimize directly to get high-quality pseudo label \(\hat{y}_i^t\), then conduct pseudo-supervised learning:

\[
L_{ps} = -\mathbb{E}_{x_i^t \in T} \sum_{k \in D} \hat{y}_i^t \log f_t(x_i^t),
\]

For Black-Box setting, source model’s details are completely unseen except the model’s output. In this case, knowledge
distillation (Hinton, Vinyals, and Dean 2015) is applied to transfer knowledge from source to target:
\[
L_{kd} = D_{\text{KL}}(P^T(x_i) || f_t(x^t_i)),
\]
where \(D_{\text{KL}}(\cdot)\) denotes Kullback-Leibler (KL) Divergence and \(P^T(x_i)\) is the pseudo-label generated by adaptive label smoothing and exponential moving average. Readers are referred to (Liang et al. 2021a) for details.

### 3.2 Enhancing Class-Consistency via Frequency MixUp

Data augmentation via MixUp is a very popular technique in domain adaptation. Typically the goal is to enhance class-wise consistency and linear behavior by MixUp, thus helping the model learn better representations on target domain. Pixel-wise MixUp cannot highlight the task-relevant objects when the image has a complicated background, and it will lead to suboptimal performance since the core object may be ignored and the model learns a linear behavior between objects and background instead. From the top of Fig. 1b, we can observe such drawback. We want to blend the “bookcase” object into the “bicycle” image. The “bookcase” sample here contains a relatively complex background with floor, window and even sunlight. These background elements have negative impacts on the MixUp effect. In this case, the core object “bookcase” is not focused and it is difficult for the model to learn a linear behavior between the “bicycle” and the “bookcase”. Therefore, we propose Frequency MixUp to highlight the key objects and reduce environmental interference simultaneously. The bottom part of Fig. 1b illustrates the effect of Frequency MixUp, where the two core objects are highlighted.

We introduce the standard format of Fourier transform. Assume a target sample \(x^t_i \in \mathbb{R}^{C \times H \times W}\), where \(C, H\) and \(W\) correspond to channel numbers, height and width. We transfer it from RGB space to frequency space and then decompose its frequency as amplitude and phase:
\[
F^t_i = \sum_{h=0}^{H-1} \sum_{w=0}^{W-1} x^t_{ihw} \exp[-j2\pi(hH + wW)]) = A^t_i \exp(P^t_i).
\]

Here we ensure the one-to-one correspondence between channels of different spaces, while \(x^t_{ihw}\) is a function of the image pixel \((h, w)\), and \(F^t_i\) is a function of the frequency spectrum unit \((u, v)\). \(A^t_i\) is the amplitude spectrum and \(P^t_i\) is the phase spectrum of the target sample \(x^t_i\). According to (Yang and Soatto 2020; Liu et al. 2021), the amplitude spectrum reflects the low-level distributions like style and the high-level semantics like object shape are stored in the phase spectrum. Since our task here is domain adaptation for object recognition, we hope that our MixUp could learn a linear behavior more from core objects rather than the background. Hence, we interpolate between phase spectra as:
\[
P^t_{\text{mix}} = \mu P^t_j + (1 - \mu) P^t_i,
\]
where \(P^t_j\) is the phase spectrum from a randomly-selected target sample \(x^j_i\) as \(F(x^j_i) = A^j_i \exp(P^j_i)\), and \(\mu\) is sampled from a Beta distribution as \(\text{Beta}(0.3, 0.3)\). After that, we can get the Frequency MixUp augmented sample by inverse Fourier Transform:
\[
x^t_{\text{mix}} = F^{-1}(A^t_i, P^t_{\text{mix}})
= \frac{1}{HW} \sum_{u=0}^{H-1} \sum_{v=0}^{W-1} A^t_i \exp(P^t_{\text{mix}}) \exp[-j2\pi(uH + vW)]
\]

The Frequency MixUp procedure is shown in Fig. 1a. After obtaining the synthesized sample, we can enhance class-consistency by comparing the outputs of the original and synthesized samples. Here L1-norm is utilized to compute the Frequency MixUp loss as:
\[
L_{\text{mix}} = E_{x^t_i \in T} \|f_t(x^t_i) - f_t(x^t_{\text{mix}})\|_1.
\]

Frequency MixUp is different from conventional MixUp. Here Frequency MixUp serves as a small perturbation, because with appropriate disturbances, the target representations can be robust and more generalizable. And that is the reason why we set the Beta distribution’s parameter to be small enough as 0.3. In such a case, the disturbance is controllable and our augmented outputs can be consistent with the original outputs.

### 3.3 Encouraging Knowledge Transfer via Mutual Learning

During the procedure of knowledge transfer between source and target models, overfitting on source is an obvious side-effect. Hence, it is necessary to enforce target regularization to alleviate this issue. What’s more, previous works only consider the knowledge transfer from the source model to the target model. **The knowledge transfer inside the target model is overlooked.** To this end, we introduce the Mutual Learning strategy (Yang et al. 2020) to domain adaptation, which trains the target network and its subnetworks using multiple input (image) resolutions to learn multi-scale representations. Here we hope that this structure can assist the model to obtain better representations on target domain. Pixel-wise consistency and linear behavior by MixUp, thus helping the model learn better representations on target domain. Pixel-wise MixUp cannot highlight the task-relevant objects when the image has a complicated background, and it will lead to suboptimal performance since the core object may be ignored and the model learns a linear behavior between object and background instead. From the top of Fig. 1b, we can observe such drawback. We want to blend the “bookcase” object into the “bicycle” image. The “bookcase” sample here contains a relatively complex background with floor, window and even sunlight. These background elements have negative impacts on the MixUp effect. In this case, the core object “bookcase” is not focused and it is difficult for the model to learn a linear behavior between the “bicycle” and the “bookcase”. Therefore, we propose Frequency MixUp to highlight the key objects and reduce environmental interference simultaneously. The bottom part of Fig. 1b illustrates the effect of Frequency MixUp, where the two core objects are highlighted.

We introduce the standard format of Fourier transform. Assume a target sample \(x^t_i \in \mathbb{R}^{C \times H \times W}\), where \(C, H\) and \(W\) correspond to channel numbers, height and width. We transfer it from RGB space to frequency space and then decompose its frequency as amplitude and phase:
\[
F^t_i = \sum_{h=0}^{H-1} \sum_{w=0}^{W-1} x^t_{ihw} \exp[-j2\pi(hH + wW)]) = A^t_i \exp(P^t_i).
\]

Here we ensure the one-to-one correspondence between channels of different spaces, while \(x^t_{ihw}\) is a function of the image pixel \((h, w)\), and \(F^t_i\) is a function of the frequency spectrum unit \((u, v)\). \(A^t_i\) is the amplitude spectrum and \(P^t_i\) is the phase spectrum of the target sample \(x^t_i\). According to (Yang and Soatto 2020; Liu et al. 2021), the amplitude spectrum reflects the low-level distributions like style and the high-level semantics like object shape are stored in the phase spectrum. Since our task here is domain adaptation for object recognition, we hope that our MixUp could learn a linear behavior more from core objects rather than the background. Hence, we interpolate between phase spectra as:
\[
P^t_{\text{mix}} = \mu P^t_j + (1 - \mu) P^t_i,
\]
where \(P^t_j\) is the phase spectrum from a randomly-selected target sample \(x^j_i\) as \(F(x^j_i) = A^j_i \exp(P^j_i)\), and \(\mu\) is sampled from a Beta distribution as \(\text{Beta}(0.3, 0.3)\). After that, we can get the Frequency MixUp augmented sample by inverse Fourier Transform:
\[
x^t_{\text{mix}} = F^{-1}(A^t_i, P^t_{\text{mix}})
= \frac{1}{HW} \sum_{u=0}^{H-1} \sum_{v=0}^{W-1} A^t_i \exp(P^t_{\text{mix}}) \exp[-j2\pi(uH + vW)]
\]

The Frequency MixUp procedure is shown in Fig. 1a. After obtaining the synthesized sample, we can enhance class-consistency by comparing the outputs of the original and synthesized samples. Here L1-norm is utilized to compute the Frequency MixUp loss as:
\[
L_{\text{mix}} = E_{x^t_i \in T} \|f_t(x^t_i) - f_t(x^t_{\text{mix}})\|_1.
\]

Frequency MixUp is different from conventional MixUp. Here Frequency MixUp serves as a small perturbation, because with appropriate disturbances, the target representations can be robust and more generalizable. And that is the reason why we set the Beta distribution’s parameter to be small enough as 0.3. In such a case, the disturbance is controllable and our augmented outputs can be consistent with the original outputs.

![Figure 3: The training process of mutual learning (best viewed in color.)](image)

The left part with blue arrows reflects the training of original target network, and the right part with orange arrows shows the training of target subnetwork. During the optimization of \(L_{\text{sub}}\), the model obtains knowledge of multi-scale target representations.
the full network. As we aim to avoid overfitting on source, it is meaningful to provide multi-scale representations from target as diverse receptive fields, by leveraging inputs with multiple resolutions. The resolution set \( R = \{ r_1 \times r_1, r_2 \times r_2, r_3 \times r_3 \} \) consists of three resolutions satisfying \( 0 < r_1, r_2, r_3 < 224 \). \( I_r \) requires input resolution as \( r \times r \in R \). Therefore, the network’s output with width \( \alpha \) and input size \( r \times r \) is denoted as \( f_t(x_i^r; W_{0:1}; I_r) \). Our goal is to mutually learn diverse multi-scale target representations via self-knowledge distillation between the target network and its subnetwork, thus assisting the network to generalize better on target. The Mutual Learning objective is defined as

\[
\mathcal{L}_{ml} = D_{KL}(f_t(x_i^r; W_{0:1}; I_r) || f_t(x_i^r; W_{0:1}; I_{224})),
\]

where we randomly select \( r \times r \) from \( R \) and then feed the resized samples into subnetwork. After getting these outputs from subnetwork with smaller width and input resolution, we compare them with the original network’s outputs using KL divergence. The procedures and details are in Fig. 3. Resolutions are set as 224, 192, 160, and 128, while subnetwork width is set as \( \alpha = 0.9 \times \). Considering the efficiency and the complexity of parameter tuning, we just use one subnetwork here. When it comes to inference, we use the full network of target model with the original input scale.

Simply showing Eq. 8 is not persuasive enough to explain the effectiveness of learning multi-scale representations from subnetworks. Therefore, we illustrate it with a specific instance, which shows how mutual learning provides more target information so as to avoid source overfitting. Assume \( r \in R \) and \( \alpha \in (0, 1) \), then we denote the full target network and the target subnetwork as \( f_t(x_i^r; W_{0:1}; I_{224}) \) and \( f_t(x_i^r; W_{0:1}; I_r) \). First, we show the gradients of full network:

\[
\frac{\partial L_{full}}{\partial W} = \frac{\partial W_{0:1}; I_{224}}{\partial W_{0:1}} + \frac{\partial W_{0:1}; I_{224}}{\partial W_{0:1}}, \quad \text{(9)}
\]

where \( \oplus \) means vector concatenations. The reason why we can make such a decomposition is that \( W_{0:1} \) and \( W_{0:1} \) share the part \( W_{0:1} \). After that, new content from subnetwork will be added to the optimization procedure to check whether it is able to improve the representation learning on target:

\[
\frac{\partial L_{sub}}{\partial W} + \frac{\partial L_{full}}{\partial W} = \frac{\partial W_{0:0:1}; I_{224}}{\partial W_{0:1}} \oplus \frac{\partial W_{0:1}; I_{224}}{\partial W_{0:1}} \oplus \frac{\partial W_{0:1}; I_{224}}{\partial W_{0:1}} \oplus \frac{\partial W_{0:1}; I_{224}}{\partial W_{0:1}}.
\]

By comparing Eq. 9 and Eq. 10, we can clearly observe that difference comes from the first term inside the bracket of Eq. 10. This term provides multi-scale target-based knowledge from diverse receptive fields and gradients, thus can serve as a regularizer to alleviate overfitting on source, i.e. better generalization on target domain.

### 3.4 Overall Objectives

Our work considers two settings with different restrictions on source models, including Source-Free domain adaptation and Black-Box domain adaptations. For Source-Free adaptation, the total loss is:

\[
\mathcal{L}_{sf} = \mathcal{L}_{im} + \mathcal{L}_{ps} + \beta_1 \mathcal{L}_{mix} + \gamma_1 \mathcal{L}_{ml}. \quad \text{(11)}
\]

For Black-Box adaptation, the final objective is:

\[
\mathcal{L}_{bb} = \mathcal{L}_{im} + \mathcal{L}_{kd} + \beta_2 \mathcal{L}_{mix} + \gamma_2 \mathcal{L}_{ml}. \quad \text{(12)}
\]

The first two items of each formula are inherited from (Liang et al. 2021b) and (Liang et al. 2021a), \( \beta_1, \gamma_1 \) and \( \beta_2, \gamma_2 \) are trade-off hyperparameters for corresponding loss functions.

### 4. Experiments

**Datasets.** For both Source-Free and Black-Box paradigms, we use three popular benchmark datasets for evaluation.

- **Office-31** (Saenko et al. 2010) has three domains as Amazon, Webcam, and DSLR with 31 classes and 4,652 images.
- **Office-Home** (Venkateswara et al. 2017) is a medium-size dataset, containing four domains as Art, Clipart, Product, and Real World. Each domain includes 65 classes and the total number of images is 15,500.
- **VisDA-C** (Peng et al. 2017) is the most challenging dataset among the three, though it only contains two domains. There are 152,000 synthesized images served as the source domain and 55,000 real images served as the target domain, each with 12 classes.

**Model Architecture.** For the neural network architecture of Source-Free paradigm, we adopt ResNet-50 (He et al. 2016) as the backbone for Office-31 and Office-Home, and ResNet-101 for VisDA-C. To facilitate fair comparisons, we follow the protocols from SHOT (Liang, Hu, and Feng 2020), replacing the last layer of ResNet with a pipeline as fully-connected layer, batch normalization layer, fully-connected layer and weight normalization layer. For the network architecture of Black-Box paradigm, same ResNets are applied for both source and target client as the backbones. What differs from Source-Free paradigm is that the model trained on source is almost the same as the original ResNet, with only the number of classes changed, while the model trained on target adopts the pipeline we mentioned above. This Black-Box setting follows the protocols from DINE (Liang et al. 2021a).

**Implementation.** For both the Source-Free and Black-Box paradigms, the same training strategy is used. We set the batch size to 64 and adopt SGD (Ruder 2016) as the optimizer, with a momentum of 0.9 and a weight decay of 1e-3. For Office-31 and Office-Home, the learning rate is set as 1e-3 for the convolutional layers and 1e-2 for the rest. For VisDA-C, we choose 1e-4 for the convolutional layers and 1e-3 for the rest. The learning rate scheduler is the same as (Liang, Hu, and Feng 2020), i.e., a polynomial annealing strategy. Label smoothing (Muller, Kornblith, and Hinton 2019) is used on the leverage of source client, with 100 epochs for all the tasks. For the training procedure on target client, we train 30 epochs for all the tasks. In the evaluation stage, all results are obtained by averaging three random runs. For the hyper-parameters in Eqs. 11 and 12, we set \( \beta_1 = \beta_2 = 2, \gamma_1 = 0.6, \) and \( \gamma_2 = 0.2 \). PyTorch (Paszke et al. 2019) is used for the implementation. For the proposed Mutual Learning (Sec. 3.3), the input resolutions are set as \( \{ 224, 192, 160, 128 \} \), while the subnetwork width is set as \( 0.9 \times \).
Table 1: Source-Free Domain Adaptation Accuracy (%) on (a) Office-31, (b) Office-Home, and (c) VisDA-C

|                  | A → D | A → W | D → A | D → W | W → A | W → D | Avg. |
|------------------|-------|-------|-------|-------|-------|-------|------|
| Source-only      | 80.8  | 69.5  | 63.6  | 69.3  | 63.6  | 69.3  | 69.3 |
| SFDA             | 92.2  | 91.1  | 71.0  | 98.2  | 71.2  | 99.5  | 92.2 |
| SDDA             | 85.3  | 82.5  | 66.4  | 99.0  | 67.7  | 99.8  | 85.3 |
| SoFA             | 73.9  | 71.7  | 53.7  | 96.7  | 54.6  | 98.2  | 74.8 |
| SHOT             | 94.0  | 90.1  | 74.7  | 98.4  | 74.3  | 99.9  | 88.6 |
| CPGA             | 94.4  | 94.1  | 76.0  | 98.4  | 76.6  | 99.8  | 88.9 |
| VAKDT            | 89.9  | 91.8  | 73.9  | 98.7  | 72.9  | 99.9  | 87.7 |
| MA               | 92.7  | 93.7  | 75.3  | 98.5  | 77.8  | 99.8  | 89.6 |
| A2Net            | 94.5  | 94.0  | 76.7  | 99.2  | 76.1  | 100   | 90.1 |
| SHOT++           | 93.4  | 93.0  | 76.2  | 99.7  | 75.3  | 99.9  | 89.2 |
| NRC              | 96.0  | 90.8  | 75.3  | 99.0  | 75.0  | 100   | 90.4 |
| HCL              | 94.7  | 92.8  | 76.1  | 99.0  | 78.3  | 100   | 90.1 |

| (b) Office-Home  |       |       |       |       |       |       | Avg. |
|-------------------|-------|-------|-------|-------|-------|-------|------|
| Source-only       | 80.8  | 69.5  | 63.6  | 69.3  | 63.6  | 69.3  | 69.3 |
| SFDA              | 89.8  | 87.1  | 71.7  | 93.7  | 71.7  | 99.5  | 87.2 |
| HCL               | 96.0  | 90.8  | 75.3  | 99.0  | 75.0  | 100   | 90.4 |
| Ablation Study.   |       |       |       |       |       |       |      |
| Parameter Study.  |       |       |       |       |       |       |      |

| (c) VisDA-C       |       |       |       |       |       |       | Avg. |
|-------------------|-------|-------|-------|-------|-------|-------|------|
| Source-only       | 80.8  | 69.5  | 63.6  | 69.3  | 63.6  | 69.3  | 69.3 |
| FMML              | 95.8  | 86.1  | 70.9  | 98.3  | 70.9  | 98.3  | 70.9 |

4.1 Results

Source-Free Adaptation. We compare our method (FMML) with existing Source-Free approaches and the results on three datasets are shown in Table 1. Based on the average accuracies on these datasets, our model achieves the state-of-the-art performances. Comparing with the second best approaches such as HCL on Office-31 and SHOT++ on Office-Home and VisDA-C, our method (FMML) gains improvements of 1.0%, 1.1%, and 0.8% correspondingly. When examining specific tasks, our approach outperforms all the competing baselines on 4 out of 6 tasks on Office-31, 10 out of 12 tasks on Office-Home, and 5 out of 12 tasks on VisDA-C.

Black-Box Adaptation. We also compare our method (FMML) with the existing Black-Box approaches and the results are reported in Table 2. For the average accuracies on three datasets, our model again achieves the state-of-the-art performances. Comparing with the second best approach DINE-full on three datasets, our method yields improvements of 0.5%, 0.7%, and 0.4%, respectively. As for specific tasks, our approach outperforms all the listed baselines on 4 out of 6 tasks on Office-31, 11 out of 12 tasks on Office-Home, and 5 out of 12 tasks on VisDA-C.

4.2 Analysis

Ablation Study. We study the contributions of two proposed components in our approach and the results are shown in Table 3. Three representative tasks from different datasets are selected, as A → D, Ar → Rw, and Syn→ Real. L_mix refers to the loss from Frequency MixUp and L_ny is the loss of Mutual Learning. Each time we remove one or two of these components to obtain the four variants. Table 3 reports the results under Source-Free setting. For Black-Box we put the results in the supplementary. From this table we can see that any removal of these two parts will lead to worse performance. Frequency MixUp plays a more significant role than Mutual Learning. Besides, from the task A → D we observe that the cooperation of these two components lead to a better result (+1.5%) than the sum of improvements (+1.2%), indicating that they are not independent modules and can work synergistically.

As the proposed Frequency MixUp can be considered as a general data augmentation scheme, we further validate its superiority by comparing it with the existing state-of-the-art augmentation methods including MixUp (Zhang et al. 2018a), CutMix (Yun et al. 2019) and RandAugment (Shorten and Khoshgolzaran 2019). The comparison results of Source-Free are presented in Table 4 and those of Black-Box are in the supplementary. It is evident that Frequency MixUp consistently outperforms all the other three techniques.

Parameter Study. There are four hyper-parameters in our

Ablation Study. The contributions...
two overall objectives (Eqs. 11 and 12) as $\beta_1$, $\gamma_1$, $\beta_2$, and $\gamma_2$ that weigh the importance of $L_{mix}$ and $L_{ml}$. We select the task $\text{Art} \rightarrow \text{Clipart}$ from Office-Clipart and conduct parameter analysis in Fig. 4. For $\beta_1$ and $\beta_2$, we choose relatively large values with an interval of 0.2, while for $\gamma_1$ and $\gamma_2$ the values are smaller with an interval of 0.04. From this figure we can observe that the best values for $\beta_1$ and $\beta_2$ are near 0.5 and 0.2. For $\gamma_1$, 0.48 to 0.60 is a suitable range, and 0.20 to 0.28 for $\gamma_2$. What’s more, we can see that the model’s performance remains stable (i.e., small fluctuations within 0.3) and competitive in the range of values we tested.

We also provide a detailed analysis on the sub-network width in Mutual Learning based on both Source-Free and Black-Box settings with task $\text{Art} \rightarrow \text{Clipart}$, as shown in Table 5. We see that the best choice for Source-Free is between 0.90 and 0.94, while it is between 0.86 and 0.92 for Black-Box. Our choice of using 0.9 is reasonable. Besides, we observe that subnetwork width $= 1.0$ cannot achieve the best results. This is because if the subnetwork also has the width $= 1.0$ (i.e. the same network as the full network), the structure regularization aspect of the Mutual Learning is completely lost. The multi-scale representation learning not only comes from the input (as shown in Fig. 3), but also comes from the

Table 2: Black-Box Domain Adaptation Accuracy (%) on (a) Office-31, (b) Office-Home, and (c) VisDA-C

(a) Office-31

Dine 94.1 86.6 72.2 78.5 67.9 95.1 71.1 97.1 84.1
Dine-full 91.7 87.7 72.9 96.3 73.7 98.6 86.4
Avg. 84.1

(b) Office-Home

NLL-KL 83.2 89.4 68.1 94.8 67.1 98.7 83.2
NLL-OT 88.5 83.1 66.1 95.1 68.9 98.1 83.0
SD-SHOT 88.2 83.7 67.9 95.5 71.1 97.1 84.1
Dine 91.6 86.8 72.2 96.2 73.3 98.6 86.4
Dine-full 89.1 87.5 72.9 96.3 73.7 98.6 86.7
Avg. 86.4

(c) VisDA-C

NLL-KL 83.2 89.4 68.1 94.8 67.1 98.7 83.2
NLL-OT 88.5 83.1 66.1 95.1 68.9 98.1 83.0
SD-SHOT 88.2 83.7 67.9 95.5 71.1 97.1 84.1
Dine 91.6 86.8 72.2 96.2 73.3 98.6 86.4
Dine-full 89.1 87.5 72.9 96.3 73.7 98.6 86.7
Avg. 86.4

Table 3: Ablation Study under Source-Free Setting

| Method | $A \rightarrow D$ | $A \rightarrow W$ | $D \rightarrow A$ | $D \rightarrow W$ | $W \rightarrow A$ | $W \rightarrow D$ | Avg. |
|--------|----------------|----------------|----------------|----------------|----------------|----------------|------|
| Source-only | 79.9 | 76.6 | 56.4 | 92.8 | 60.9 | 98.5 | 77.5 |
| NLL-KL | 88.8 | 85.5 | 64.6 | 95.1 | 66.7 | 98.7 | 83.2 |
| NLL-OT | 86.6 | 68.1 | 94.8 | 67.1 | 98.7 | 83.2 |
| HD-SHOT | 85.1 | 83.1 | 66.1 | 95.1 | 68.9 | 98.1 | 83.0 |
| SD-SHOT | 89.2 | 83.7 | 67.9 | 95.5 | 71.1 | 97.1 | 84.1 |
| DINE | 94.1 | 86.6 | 72.2 | 96.2 | 73.3 | 98.6 | 86.4 |
| DINE-full | 89.1 | 87.5 | 72.9 | 96.3 | 73.7 | 98.6 | 86.7 |
| Avg. | 84.1 |

Table 4: Comparison of Different Augmentation Methods for Source-Free Domain Adaptation

| Method | $A \rightarrow D$ | $A \rightarrow W$ | $D \rightarrow A$ | $D \rightarrow W$ | $W \rightarrow A$ | $W \rightarrow D$ | Avg. |
|--------|----------------|----------------|----------------|----------------|----------------|----------------|------|
| Source-only | 64.3 | 24.6 | 47.9 | 75.3 | 69.6 | 8.5 | 79.0 |
| NLL-KL | 88.8 | 85.5 | 64.6 | 95.1 | 66.7 | 98.7 | 83.2 |
| NLL-OT | 86.6 | 68.1 | 94.8 | 67.1 | 98.7 | 83.2 |
| HD-SHOT | 85.1 | 83.1 | 66.1 | 95.1 | 68.9 | 98.1 | 83.0 |
| SD-SHOT | 89.2 | 83.7 | 67.9 | 95.5 | 71.1 | 97.1 | 84.1 |
| DINE | 94.1 | 86.6 | 72.2 | 96.2 | 73.3 | 98.6 | 86.4 |
| DINE-full | 89.1 | 87.5 | 72.9 | 96.3 | 73.7 | 98.6 | 86.7 |
| Avg. | 84.1 |

Table 5: FMML Analysis with Different Width Ratios of Sub-network

| Method | $A \rightarrow D$ | $A \rightarrow W$ | $D \rightarrow A$ | $D \rightarrow W$ | $W \rightarrow A$ | $W \rightarrow D$ | Avg. |
|--------|----------------|----------------|----------------|----------------|----------------|----------------|------|
| Source-free | 59.45 | 59.50 | 59.50 | 59.63 | 59.73 | 59.77 | 59.68 |
| Black-box | 54.87 | 54.89 | 54.94 | 54.96 | 54.98 | 54.99 | 54.95 |

5. Conclusion

In this paper, we propose a method named Frequency Mixup and Mutual Learning (FMML) for Source-Free and Black-Box domain adaptation. We propose a new data augmentation technique called Frequency MixUp to encourage class-consistency and linear behavior for better target representations. We also introduce Mutual Learning structure as a network regularization technique to distill knowledge between the target network and its subnetwork, thus learning multi-scale target representations. Comprehensive results on three datasets testify FMML’s efficacy, together with analysis. As we mainly focus on target representations here, further work can be done by exploring more knowledge from source to gain improvements.

Figure 4: Parameter Analysis on task $\text{Art} \rightarrow \text{Clipart}$ from Office-Home (best viewed in color). a: Analysis on $\beta_1$. b: Analysis on $\gamma_1$. c: Analysis on $\beta_2$. d: Analysis on $\gamma_2$. network structure by using the subnetwork (as we inspected the model gradients, i.e., Eqs. 9 and 10).
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1. Feature Visualization

Fig. 1 represents the t-SNE visualization of feature representation on Amazon→DSLR task from Office-31. Here three situations are selected for comparisons including pretrained ResNet-50, source-trained model, well-adapted Source-Free and Black-Box model. The red dots represent features of Amazon, while the blue dots represent features of DSLR. From the target part, we illustrate the effectiveness of our method, since it forms clear clusters in subfigure c and d, showing the improvement of target representations and the effectiveness of the adaptation process under both settings.

2. More Ablation Study Results

Analysis of the proposed two modules. In the main paper we present the ablation results of the proposed two components (Frequency MixUp and Mutual Learning) under the Source-Free setting. Here we also show the results for the Black-Box setting in Table 1. Since both situations are similar, we are not going to reiterate our conclusions.

Moreover, we did a complete set of experiments of all the tasks on three datasets to validate the effectiveness of the proposed two modules. The results are reported in Tables 2-7.

Comparisons of Frequency MixUp with other data augmentation methods for Black-Box adaptation. In the main paper, we show the comparisons of multiple data augmentation methods based on Source-Free setting. And here are the results for MixUp as Table 8. From it we observe that Frequency MixUp outperforms all the other three augmentation methods, indicating its effectiveness.

Table 1: Ablation under Black-Box setting

| Method | A→D | A→W | D→A | D→W | W→A | W→D | Avg |
|--------|------|------|------|------|------|------|-----|
| w/o $L_{mix}$ & $L_{ml}$ (baseline) | 91/1 | 81.6 | 77.6 | 78.1 | 91.7 | 88.8 | 83.5 |
| w/ $L_{mix}$ | 92.8 (±1.1) | 82.4 (±0.8) | 77.6 (±0.3) | 82.4 (±0.8) | 77.6 (±0.3) | 82.4 (±0.8) | 77.6 (±0.3) |
| w/ $L_{ml}$ | 92.0 (±0.3) | 81.9 (±0.3) | 77.3 (±0.0) | 81.9 (±0.3) | 77.3 (±0.0) | 81.9 (±0.3) | 77.3 (±0.0) |
| FMML ($L_{mix} + L_{ml}$) | 93.0 (±1.3) | 82.8 (±1.2) | 77.7 (±0.4) | 82.8 (±1.2) | 77.7 (±0.4) | 82.8 (±1.2) | 77.7 (±0.4) |

Table 2: Source-Free Domain Adaptation Accuracy (%) on Office-31 Dataset

Table 3: Source-Free Domain Adaptation Accuracy(%) on Office-Home Dataset

Table 4: Source-Free Domain Adaptation Accuracy(%) on VisDA-C Dataset
Figure 1: t-SNE visualization (best viewed in color) on task Amazon→DSLR from Office-31 for a: pretrained ResNet-50, b: source-trained model, c: FMML on Source-Free, and d: FMML on Black-Box.

Table 5: Black-Box Domain Adaptation Accuracy(%) on Office-31 Dataset

| Method       | A→ D | A→ W | D→ A | D→ W | W→ A | W→ D | Avg  |
|--------------|------|------|------|------|------|------|------|
| Source-only  | 76.0 | 76.4 | 58.4 | 52.6 | 62.5 | 83.6 | 75.5 |
| NLL-DIV      | 88.8 | 85.5 | 64.6 | 95.1 | 66.7 | 94.7 | 82.2 |
| NLL-KL       | 88.4 | 86.8 | 65.1 | 94.8 | 67.1 | 94.7 | 82.6 |
| SH-DIV       | 88.5 | 85.1 | 66.1 | 95.1 | 69.0 | 94.1 | 82.0 |
| SD-SHOT      | 88.2 | 83.7 | 67.9 | 95.7 | 71.1 | 97.1 | 84.1 |
| DINE         | 91.6 | 88.8 | 72.2 | 96.2 | 75.3 | 98.6 | 88.4 |
| FMML         | 91.7 | 87.5 | 72.6 | 96.3 | 75.7 | 98.5 | 88.7 |
| **FMML w/ Z** | 85.9 | 80.1 | 53.4 | 93.0 | 37.7 | 80.7 | 79.2 | 86.3 |

Table 6: Black-Box Domain Adaptation Accuracy(%) on Office-Home Dataset

| Method       | A→ D | A→ W | D→ A | D→ W | W→ A | W→ D | Avg  |
|--------------|------|------|------|------|------|------|------|
| Source-only  | 66.9 | 54.5 | 34.7 | 54.5 | 34.7 | 54.5 | 54.5 |
| DINE         | 91.6 | 88.8 | 72.2 | 96.2 | 75.3 | 98.6 | 88.4 |
| FMML         | 91.7 | 87.5 | 72.6 | 96.3 | 75.7 | 98.5 | 88.7 |
| **FMML w/ Z** | 85.9 | 80.1 | 53.4 | 93.0 | 37.7 | 80.7 | 79.2 | 86.3 |

Table 7: Black-Box Domain Adaptation Accuracy(%) on VisDA-C Dataset

| Method       | A→ D | A→ W | D→ A | D→ W | W→ A | W→ D | Avg  |
|--------------|------|------|------|------|------|------|------|
| Source-only  | 58.8 | 56.1 | 31.3 | 54.5 | 34.7 | 54.5 | 54.5 |
| DINE         | 91.6 | 88.8 | 72.2 | 96.2 | 75.3 | 98.6 | 88.4 |
| FMML         | 91.7 | 87.5 | 72.6 | 96.3 | 75.7 | 98.5 | 88.7 |
| **FMML w/ Z** | 85.9 | 80.1 | 53.4 | 93.0 | 37.7 | 80.7 | 79.2 | 86.3 |

Table 8: Comparison of Different Augmentation Methods for Black-Box Domain Adaptation

| Method          | A→ D | A→ W | D→ A | D→ W | W→ A | W→ D | Avg  |
|-----------------|------|------|------|------|------|------|------|
| SD-SHOT         | 89.2 | 50.1 | 74.5 | 50.1 | 73.6 | 50.1 | 74.5 |
| SD-SHOT + MixUp | 89.5 | (+0.3) | 50.1 | (+0.0) | 73.6 | (+0.9) |
| SD-SHOT + CutMix | 89.0 | (+0.2) | 49.8 | (+0.3) | 74.2 | (+0.3) |
| SD-SHOT + RandAugment | 89.4 | (+0.2) | 50.3 | (+0.2) | 74.7 | (+0.2) |
| SD-SHOT + Frequency MixUp | 90.8 | (+1.6) | 50.7 | (+0.6) | 75.2 | (+0.7) |

| Method          | A→ D | A→ W | D→ A | D→ W | W→ A | W→ D | Avg  |
|-----------------|------|------|------|------|------|------|------|
| DINE w/ MixUp   | 90.7 | 50.9 | 74.3 | 50.9 | 73.6 | 50.9 | 74.3 |
| DINE w/ CutMix  | 91.6 | (+0.9) | 52.2 | (+1.3) | 75.6 | (+1.3) |
| DINE w/ RandAugment | 91.0 | (+0.3) | 51.9 | (+1.0) | 74.4 | (+0.1) |
| DINE w/ Frequency MixUp | 91.8 | (+1.1) | 52.0 | (+1.1) | 75.7 | (+1.4) |

| Method          | A→ D | A→ W | D→ A | D→ W | W→ A | W→ D | Avg  |
|-----------------|------|------|------|------|------|------|------|
| DINE-full w/ MixUp | 90.9 | 52.9 | 76.3 | 52.9 | 77.3 | 52.9 | 76.3 |
| DINE-full w/ CutMix | 91.4 | (+0.5) | 53.8 | (+0.8) | 77.1 | (+0.8) |
| DINE-full w/ RandAugment | 92.0 | (+1.1) | 54.4 | (+1.5) | 77.3 | (+1.0) |
| DINE-full w/ Frequency MixUp | 92.8 | (+1.9) | 55.0 | (+2.1) | 77.6 | (+1.3) |

Table 9: Source-Free Partial-Set Domain Adaptation Accuracy(%) on Office-Home Dataset

| Method          | A→ D | A→ W | D→ A | D→ W | W→ A | W→ D | Avg  |
|-----------------|------|------|------|------|------|------|------|
| Source-only     | 58.7 | 56.1 | 31.3 | 54.5 | 34.7 | 54.5 | 54.5 |
| DINE            | 91.6 | 88.8 | 72.2 | 96.2 | 75.3 | 98.6 | 88.4 |
| FMML            | 91.7 | 87.5 | 72.6 | 96.3 | 75.7 | 98.5 | 88.7 |
| **FMML w/ Z**   | 85.9 | 80.1 | 53.4 | 93.0 | 37.7 | 80.7 | 79.2 | 86.3 |

Table 10: Source-Free Open-Set Domain Adaptation Accuracy(%) on Office-Home Dataset

| Method          | A→ D | A→ W | D→ A | D→ W | W→ A | W→ D | Avg  |
|-----------------|------|------|------|------|------|------|------|
| Source-only     | 58.7 | 56.1 | 31.3 | 54.5 | 34.7 | 54.5 | 54.5 |
| DINE            | 91.6 | 88.8 | 72.2 | 96.2 | 75.3 | 98.6 | 88.4 |
| FMML            | 91.7 | 87.5 | 72.6 | 96.3 | 75.7 | 98.5 | 88.7 |
| **FMML w/ Z**   | 85.9 | 80.1 | 53.4 | 93.0 | 37.7 | 80.7 | 79.2 | 86.3 |

Table 11: Black-Box Partial-Set Domain Adaptation Accuracy(%) on Office-Home Dataset

| Method          | A→ D | A→ W | D→ A | D→ W | W→ A | W→ D | Avg  |
|-----------------|------|------|------|------|------|------|------|
| Source-only     | 58.7 | 56.1 | 31.3 | 54.5 | 34.7 | 54.5 | 54.5 |
| DINE            | 91.6 | 88.8 | 72.2 | 96.2 | 75.3 | 98.6 | 88.4 |
| FMML            | 91.7 | 87.5 | 72.6 | 96.3 | 75.7 | 98.5 | 88.7 |
| **FMML w/ Z**   | 85.9 | 80.1 | 53.4 | 93.0 | 37.7 | 80.7 | 79.2 | 86.3 |
Figure 2: Confusion matrix (best viewed in color) on task Amazon→DSLR from Office-31 for a: pretrained ResNet-50, b: source-trained model, c: FMML on Source-Free and d: FMML on Black-Box.

Table 12: Black-Box Open-Set Domain Adaptation Accuracy(%) on Office-Home Dataset

| Method            | A→D | A→W | D→A | D→W | W→A | W→D | Avg  |
|-------------------|------|------|------|------|------|------|------|
| DINE-full w/o MixUp | 50.9 | 76.8 | 81.0 | 63.2 | 77.2 | 79.4 | 64.0 | 49.7 | 82.1 | 71.1 |
| DINE-full w/ MixUp by default | 92.6 | 84.7 | 77.8 | 78.0 | 75.8 | 74.2 | 86.5 | 89.8 | 85.7 | 68.4 | 77.5 |
| DINE-full w/ MixUp | 54.2 | 78.2 | 82.4 | 64.5 | 78.4 | 80.0 | 64.5 | 50.9 | 82.6 | 72.1 |
| DINE-full w/Frequency MixUp | 55.0 | 78.2 | 82.4 | 64.5 | 78.4 | 80.0 | 64.5 | 50.9 | 82.6 | 72.1 |

5. Full Comparisons between Vanilla MixUp and Frequency MixUp

In this section, vanilla MixUp (?) is compared with Frequency MixUp and results are shown in Table 13-18. Here strong baselines SHOT++ (?) and DINE-full (?) are applied. Frequency MixUp provides a gain of 1.5% and 2.6% for Source-Free and Black-Box on Office-31, while vanilla MixUp causes an increase of 0.3% and 1.1% on it. Frequency MixUp provides a gain of 0.7% and 1.1% for Source-Free and Black-Box on Office-Home, while vanilla MixUp causes an increase of 0.1% and 0.7% on it. Frequency MixUp provides a gain of 0.6% and 1.3% for Source-Free and Black-Box on VisDA-C, while vanilla MixUp causes an increase of -0.5% and 1.0% on it. Our experiments show that Frequency MixUp outperforms vanilla MixUp.

Table 13: MixUp Comparisons for Source-Free on Office-31 Dataset

| Method                          | A→D | A→W | D→A | D→W | W→A | W→D | Avg  |
|---------------------------------|------|------|------|------|------|------|------|
| SHOT++                          | 94.5 | 90.4 | 76.2 | 98.7 | 75.8 | 99.9 | 89.2 |
| SHOT++ w/ MixUp                 | 94.5 | 91.4 | 76.3 | 99.0 | 76.1 | 99.9 | 89.5 |
| SHOT++ w/ Frequency MixUp       | 95.2 | 95.0 | 77.4 | 99.0 | 77.5 | 100  | 90.7 |

Table 14: MixUp Comparisons for Source-Free on Office-Home Dataset

| Method                          | A→D | A→W | D→A | D→W | W→A | W→D | Avg  |
|---------------------------------|------|------|------|------|------|------|------|
| DINE-full w/o MixUp             | 58.4 | 80.0 | 82.4 | 64.5 | 78.4 | 80.0 | 64.5 | 50.9 | 82.6 | 72.1 |
| DINE-full w/ MixUp by default   | 95.3 | 86.5 | 70.0 | 74.4 | 80.4 | 79.2 | 87.2 | 89.8 | 86.8 | 77.6 |
| DINE-full w/ Frequency MixUp    | 95.5 | 88.7 | 71.1 | 77.4 | 80.7 | 79.3 | 87.2 | 90.8 | 88.8 | 79.5 |

6. Confusion Matrix Visualization

Confusion matrices of three situations (i.e. pretrained ResNet-50, source-trained model, and our model FMML) with the task Amazon→DSLR from the Office-31 (?) dataset are shown in Fig. 2. Subfigure a is the result of pretrained ResNet-50, which shows a random distributions. Subfigure b shows the result of source-trained model. Subfigure c and d represents the result of our model FMML on Source-Free and Black-Box settings. From these confusion matrices, we observe that training on source can obtain meaningful models, and further adaptations via our approach help improve the performance.

Table 15: MixUp Comparisons for Source-Free on VisDA-C Dataset

| Method                          | plane | bicyl | bus | car | horse | knife | mcycl | person | plant | sktbrd | train | truck | Mean  |
|---------------------------------|-------|-------|-----|-----|-------|-------|-------|--------|-------|--------|-------|-------|-------|
| SHOT++                          | 57.7  | 88.4  | 96.3 | 97.9 | 98.6  | 92.9  | 96.1  | 97.1   | 92.2  | 91.6   | 84.6  | 87.7  |
| SHOT++ w/ MixUp                 | 94.4  | 88.0  | 90.7 | 96.4 | 96.7  | 92.9  | 93.2  | 91.5   | 87.6  | 83.9   | 85.1  | 86.8  |
| SHOT++ w/ Frequency MixUp       | 95.5  | 88.7  | 91.0 | 96.7 | 94.7  | 92.8  | 92.0  | 90.6   | 94.0  | 86.3   |

Table 16: MixUp Comparisons for Black-Box on Office-31 Dataset

| Method                          | A→D | A→W | D→A | D→W | W→A | W→D | Avg  |
|---------------------------------|------|------|------|------|------|------|------|
| DINE-full w/o MixUp             | 90.7 | 86.0 | 70.2 | 95.2 | 73.0 | 98.2 | 83.6 |
| DINE-full w/ MixUp by default   | 97.7 | 88.4 | 96.3 | 97.9 | 98.6 | 92.9 | 96.1 | 97.1 | 92.2 | 91.6 | 84.6 | 87.7 |
| DINE-full w/ Frequency MixUp    | 95.5 | 88.7 | 91.0 | 96.7 | 94.7 | 92.8 | 92.0 | 90.6 | 94.0 | 86.3 | 86.8 |

Table 17: MixUp Comparisons for Black-Box on Office-Home Dataset

| Method                          | plane | bicyl | bus | car | horse | knife | mcycl | person | plant | sktbrd | train | truck | Mean  |
|---------------------------------|-------|-------|-----|-----|-------|-------|-------|--------|-------|--------|-------|-------|-------|
| DINE-full w/o MixUp             | 94.4  | 88.0  | 90.7 | 96.4 | 96.7  | 92.9  | 93.2  | 91.5   | 87.6  | 83.9   | 85.1  | 86.8  |
| DINE-full w/ MixUp by default   | 95.5  | 88.7  | 91.0 | 96.7 | 94.7  | 92.8  | 92.0  | 90.6   | 94.0  | 86.3   |

Table 18: MixUp Comparisons for Black-Box on VisDA-C Dataset

| Method                          | plane | bicyl | bus | car | horse | knife | mcycl | person | plant | sktbrd | train | truck | Mean  |
|---------------------------------|-------|-------|-----|-----|-------|-------|-------|--------|-------|--------|-------|-------|-------|
| DINE-full w/o MixUp             | 90.7  | 88.4  | 96.3 | 97.9 | 98.6  | 92.9  | 96.1  | 97.1   | 92.2  | 91.6   | 84.6  | 87.7  |
| DINE-full w/ MixUp by default   | 95.5  | 88.7  | 91.0 | 96.7 | 94.7  | 92.8  | 92.0  | 90.6   | 94.0  | 86.3   | 86.8  | 86.8  |

Table 19: MixUp Comparisons for Black-Box on VisDA-C