Deep learning requires large datasets for training (convolutional) networks with millions of parameters. In neuroimaging, there are few open datasets with more than 100 subjects, which makes it difficult to, for example, train a classifier to discriminate controls from diseased persons. Generative adversarial networks (GANs) can be used to synthesize data, but virtually all research is focused on 2D images. In medical imaging, and especially in neuroimaging, most datasets are 3D or 4D. Here we therefore present preliminary results showing that a 3D progressive growing GAN can be used to synthesize MR brain volumes.

1. INTRODUCTION

Generative adversarial networks (GANs) [1] can today produce very realistic synthetic images [2]. GANs use adversarial training, where a generator creates an image from noise and a discriminator classifies each image as synthetic or real. During the training, the generator becomes better at generating realistic images, and the discriminator becomes better at discriminating images as synthetic or real. GANs can broadly be divided into noise-to-image GANs [1][2], which produce an image from a noise vector, and image-to-image GANs, which produce an image from another image (image to image translation) [3][4].

GANs can be particularly useful in the medical imaging field [5], where large datasets (e.g. data from more than 100, 1,000 or 10,000 subjects) are uncommon [6]. However, medical imaging data are normally not 2D, but 3D or 4D, and therefore a 3D GAN should be used to synthesize realistic volumes. Compared to 2D GANs, the current progress on 3D noise-to-image GANs is rather limited, with a few exceptions [7][8].

3D CycleGAN [4] has been used for image-to-image translation of medical volumes [9][10][11][12] and 2D noise-to-image GANs have been used to synthesize medical images [13][6][14][15][16], but the work on 3D noise-to-image GANs in the medical imaging domain is very limited. [7]

1 Data collection and sharing for this project was provided by the Human Connectome Project (U01-MH93765) (HCP; Principal Investigators: Bruce Rosen, M.D., Ph.D., Arthur W. Toga, Ph.D., Van J. Weeden, MD). HCP funding was provided by the National Institute of Dental and Craniofacial Research (NIDCR), the National Institute of Mental Health (NIMH), and the National Institute of Neurological Disorders and Stroke (NINDS). HCP data are disseminated by the Laboratory of Neuro Imaging at the University of Southern California.

2. DATA

We used T1-weighted MR volumes from the Human Connectome Project (HCP) for training our 3D GAN [19][20]. Out of the 1,113 subjects we used the first 900 subjects for training, and reserved the remaining 213 subjects for evaluations. The T1-weighted volumes were acquired with a 0.7 x 0.7 x 0.7 mm isotropic voxel size, giving volumes of 260 x 311 x 260 voxels. We used preprocessed [20] structural images, which have been distortion corrected and registered to MNI space. Each volume was downsampled a factor 2 and then cropped to obtain volumes of 128 x 128 x 128 voxels.

3. METHODS

3.1. Data augmentation

To increase the number of training volumes we performed data augmentation by applying 10 random 3D rotations to each of the 900 volumes, to achieve a total of 9000 training volumes. The random rotations were generated from a normal distribution with a mean of 0 and a standard deviation of 10 degrees.
3.2. 3D PGAN

Noise-to-image GANs are rather difficult to train, especially for high resolutions, and a common pitfall is the mode collapse problem, where the GAN synthesizes a single image. A progressive growing GAN (PGAN) [2] is trained progressively, i.e. by first generating images of 4 x 4 pixels, then images of 8 x 8 pixels, all the way to the desired resolution. Here we investigate if the same idea can be used to synthesize high resolution volumes, by starting the training on 4 x 4 x 4 volumes, and then continue the training on 8 x 8 x 8 volumes etc.

We based our 3D PGAN on the 2D PGAN Tensorflow implementation provided in [2]. We replaced all 2D convolutions with 3D convolutions, and added an extra dimension to all relevant Tensorflow calls. We also added reading and writing of nifti files using the nibabel Python package [21]. Our 3D PGAN is available on Github to facilitate replication of our results [22]. Compared to the original 2D PGAN implementation, we lowered the number of filters from 512 to 128. Table 1 states the used parameters for each resolution level, in general the learning rate is lower compared to the original 2D PGAN. The number of real volumes to show before doubling the resolution was increased from 600,000 to 1,000,000.

### Table 1. Hyperparameters used for our 3D progressive growing GAN.

| Resolution     | Minibatch size | Learning rate |
|----------------|----------------|---------------|
| 4 x 4 x 4      | 512            | 0.0003        |
| 8 x 8 x 8      | 256            | 0.0003        |
| 16 x 16 x 16   | 16             | 0.0006        |
| 32 x 32 x 32   | 4              | 0.0006        |
| 64 x 64 x 64   | 4              | 0.0007        |

Table 2 states the training times for the 3D PGAN, using an Nvidia DGX station (containing 4 Nvidia Tesla V100 graphics cards with 32 GB of memory each).

### Table 2. Approximate training times for our 3D progressive growing GAN. Each time represents the total training time to get to that resolution.

| Resolution     | Training time |
|----------------|---------------|
| 4 x 4 x 4      | 8 min         |
| 8 x 8 x 8      | 35 min        |
| 16 x 16 x 16   | 4 h           |
| 32 x 32 x 32   | 23 h          |
| 64 x 64 x 64   | 81 h          |

4. RESULTS

Figure 1 shows some synthetic brains with a resolution of 32 x 32 x 32 voxels generated by our 3D PGAN, while Figure 2 shows some synthetic brains with a resolution of 64 x 64 x 64 voxels.

5. CONCLUSION

We have demonstrated that a 3D progressive growing GAN can be used to synthesize T1-weighted volumes of 64 x 64 x 64 voxels. The synthetic volumes can be used for training (convolutional) networks that perform classification or segmentation. Furthermore, synthetic volumes can be shared freely, as they do not belong to a specific person, and can therefore facilitate data sharing [23]. In future work we will synthesize volumes of higher resolution.
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Fig. 1. Synthetic T1-weighted MR volumes with a resolution of 32 x 32 x 32 voxels (upsampled to 128 x 128 x 128 voxels) generated by our 3D progressive growing GAN.
Fig. 2. Synthetic T1-weighted MR volumes with a resolution of 64 x 64 x 64 voxels (upsampled to 128 x 128 x 128 voxels) generated by our 3D progressive growing GAN.
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