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Abstract—Block compressive sensing is a well-known signal acquisition and reconstruction paradigm with widespread application prospects in science, engineering and cybernetic systems. However, state-of-the-art block-based image compressive sensing (BCS) methods generally suffer from two issues. The sparsifying domain and the sensing matrices widely used for image acquisition are not data-driven, and thus both the features of the image and the relationships among subblock images are ignored. Moreover, doing so requires addressing high-dimensional optimization problems with extensive computational complexity for image reconstruction. In this paper, we provide a deep learning strategy for BCS, called AutoBCS, which takes the prior knowledge of images into account in the acquisition step and establishes a subsequent reconstruction model for performing fast image reconstruction with a low computational cost. More precisely, we present a learning-based sensing matrix (LSM) derived from training data to accomplish image acquisition, thereby capturing and preserving more image characteristics than those captured by existing methods. In particular, the generated LSM is proven to satisfy the theoretical requirements of compressive sensing, such as the so-called restricted isometry property. Additionally, we build a noniterative reconstruction network, which provides an end-to-end BCS reconstruction framework to eliminate blocking artifacts and maximize image reconstruction accuracy, in our AutoBCS architecture. Furthermore, we investigate comprehensive comparison studies with both traditional BCS approaches and newly developed deep learning methods. Compared with these approaches, our AutoBCS framework can not only provide superior performance in terms of image quality metrics (SSIM and PSNR) and visual perception, but also automatically benefit reconstruction speed. The code is available on AutoBCS1.
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I. INTRODUCTION

Compressive sensing (CS) has renewed explosive interest in essential sampling techniques with the goal of acquiring and reconstructing signals at sub-Nyquist sampling rates. CS automatically enables hardware data compression of the signals of interest $x \in \mathbb{R}^n$ during the sampling process, and this provides significant potential for increasing the energy efficiency of sensors in modern signal processing applications. Under the guidance of a series of landmark works by Candès [1] and Donoho [2], a large number of CS-based applications have emerged in recent years, such as quantum state tomography [3], data security [4, 5], multilayer networks [6], and transcriptomic profiling [7].

Mathematically, CS theory states that $x$ can be exactly reconstructed from a set of non-adaptive measurements formed by $y = Bx$, where $B$ is of size $m \times n (m < n)$, assuming that $x$ satisfies the sparsity property and the sensing matrix (sampling patterns) $B$ meets certain structural conditions. Note that the number of measurements, $m$, is on the order of the information-theoretic dimension instead of that of the linear-algebraic ambient dimension of $x$ [8–10]. Obviously, the sparsity property of $x$, the sensing matrix $B$, and nonlinear reconstruction are three ingredients for perfect reconstruction in CS theory.

Sparsity property. Signals of interest can always be well represented as a linear combination with just a few entries from a certain dictionary or basis. Let us first focus on the concept of a sparse signal. A signal $x$ is regarded as $s$-sparse when $\|x\|_0 \leq s$. Let

$$\Sigma_s = \{x : \|x\|_0 \leq s\},$$

be an array of all $s$-sparse signals. In general, we always deal with the fact that $x$ is not itself sparse, but it allows for a well-approximated sparse signal in a sparsifying basis $\Psi \in \mathbb{R}^n$. If so, we can write $x$ as $x = \Psi \cdot v$ with $v$ being $s$-sparse. Originally, typical choices of the transform basis for sparse image regularization include the discrete cosine transform, wavelet domain, etc. However, these conventional sparse regularizations cannot seize the higher-order dependency of the coefficient vector $v$. To capture such dependencies, various specialized and sophisticated regularizations have been exploited for CS with images, most remarkably, attribute correlation learning [11–13], group/structured sparsity [14], Bayesian/model-based sparsity [15], low-rank regularization [16], and nonlocal sparsity [17]. These sparse regularizations can develop an interpretable sparsity prior of $x$, resulting in the corresponding reconstruction approaches often providing more accurate and efficient reconstruction results than

1Please check the webpage https://github.com/YangGaoUQ/AutoBCS/.
other techniques. For optimal CS recovery, unfortunately, the aforementioned sparsity regularization methods are either not learned in a data-driven way, or they are not predefined in CS-based image applications.

**Sensing matrix.** The sensing matrix $B$ should satisfy certain structural properties to seize and preserve the salient information of $x$ during linear dimensionality reduction: $\mathbb{R}^n \rightarrow \mathbb{R}^m$. An elegant property of $B$ that guarantees such signal acquisition is called the restricted isometry property (RIP) [18], which holds if $B$ approaches $\Sigma_r$ as an approximate isometry. More formally, a matrix $B$ satisfies the $(\epsilon, \delta_r)$-RIP if

$$\forall x \in \Sigma_r, \quad (1 - \delta) \leq \frac{\|Bx\|_2^2}{\|x\|_2^2} \leq (1 + \delta),$$

where the smallest constant $\delta_r \leq \delta$ obeying Eq. (2) is referred to as the restricted isometry constant. Other famous properties for selecting $B$ include the coherence [19], spark [8], and null space properties [20]. Based on these guiding properties, numerous insightful sensing matrices have been introduced for CS applications [21–23]. In particular, it is widely believed that random matrices (e.g., a Gaussian sensing matrix) can allow us to perfectly reconstruct $x$ from only $O(s \log(n/s))$ measurements in polynomial time through different reconstruction algorithms [8]. However, the sensing matrices used in practical CS applications are often signal independent, so they discard some prior signal information.

**Nonlinear reconstruction.** With the obtained measurements $y$ and the transform sparsity of $x$, it is a well-established fact that we can reconstruct the original signal $x$ via the following optimization problem:

$$\hat{x} = \arg \min_{x \in \mathbb{R}^n} \frac{1}{2} \|Bx - y\|_2^2 + \lambda \|\Psi x\|_1,$$

where $\lambda$ denotes the regularization parameter. We can refer to this procedure as nonlinear reconstruction mapping $\hat{x} = f(y)$. An intuitive way to solve Eq. (3) is to utilize a convex programming method. However, such a method often suffers from high computational complexity when handling large signals, such as images. To avoid this, a variety of low-cost iterative approaches have been developed, including alternating iterative maximization-minimization [24], the variational alternating direction method of multipliers (vADMM) [25], and iterative reweighted least squares (IRLS) [26]. Although these algorithms benefit from guaranteed convergence and theoretical analysis, the involved parameters (e.g., penalty parameters and step sizes) are always handcrafted in the solvers. Moreover, they usually require hundreds of iterations to converge to a (sub)optimal solution, leading to the whole process being very time consuming, possibly taking a few minutes.

In summary, the aforementioned three issues are the core issues of CS. From a theoretical perspective, the general-purpose CS approach is always effective. However, practitioners in most engineering applications often face industrial bottlenecks, such as big data problems, high memory requirements, and slow reconstruction speeds. Many efficient strategies have been exploited to transfer CS from theory to industry, including block CS [27], infinite dimensional CS [28], and quantized CS [29].

**A. Motivation**

Over the past decade, block CS has drawn particular interest because it has exhibited widespread application prospects in science and engineering, such as sparse subspace clustering [30], spectrum sensing [31], and multiple measurement vectors [32]. In particular, such a block-based CS framework has been successfully adapted to image acquisition systems to relieve the memory and energy consumption burdens of sensors and reconstruction algorithms [33]. As a consequence, block-based image compressive sensing (BCS) is extraordinarily desirable for low-power imaging devices (e.g., wireless visual sensor networks) because of their limited computational capabilities. Compared with the traditional general-purpose CS approach for images, BCS usually benefits from the following aspects. First, block-based measurements are naturally suitable for real-time, energy-limited imaging applications since they avoid dealing with high-dimensional data. Second, we can accelerate the image reconstruction process as each subblock image is independently handled. Third, the sensing operator only takes a small amount of memory and corresponds to feasible hardware architectures due to its structured construction.

The initial BCS framework introduced by Gan et al. [33] contains two separate phases: sampling and reconstruction. In the sampling phase, the original signal/image of interest is divided into nonoverlapping subblock images, and then each subblock is independently measured via the same sensing operator. In other words, the so-called BCS procedure accomplishes image acquisition in a block-by-block style. We can consider the equivalent full sensing matrix in BCS as a block diagonal matrix whose subblocks are identical copies of the utilized sensing operator. During the reconstruction phase, linear estimation coupled with two-stage iterative hard thresholding is devoted to reconstructing the original image. Following this baseline framework, some sophisticated reconstruction algorithms have been proposed to further improve the performance of BCS by exploiting either extra optimization criteria [34, 35] or image priors [36, 37]; these methods include smoothed projected Landweber reconstruction (SPL) [34, 38], collaborative sparsity (RCoS) [36], group-based sparse representation (GBsR) [37], and wavelet packet thresholding (WaPT) [39].

Although the aforementioned algorithms have exhibited promising performance and are beneficial with theoretical analysis, they still encounter the challenge of having to adjust their parameters because they are essentially iterative algorithms for solving Eq. (3). Moreover, the transform domain and sensing operator in BCS are handcrafted (not data-driven) and therefore do not adequately make use of the prior knowledge of images, as described before. To overcome these problems, we are unsurprisingly motivated to seek a data-driven BCS strategy, that is, a method for learning BCS from a set of training data. To this end, one should center on the following questions:
Can we design a learning-based image acquisition way without handcrafting both the sparsifying domain and the sensing operator?

With data-dependent acquisition, is there any possibility for us to customize noniterative reconstruction algorithms for BCS?

How does the performance of the data-driven BCS framework compare to those of the state-of-the-art algorithms?

These questions naturally guide us to incorporate the concept of deep learning (DL) in BCS. Roughly speaking, DL is a framework for automating feature learning and extraction, and it has been broadly used in computer vision tasks. Inspired by this technique, different attempts have been exploited to adopt the DL concept for CS imaging. First, improvements to iterative algorithms using DL techniques, such as ADMM-CSNet [40] and ISTA-net [41], have been introduced for image reconstruction; however, these frameworks still employ the traditional sensing operator, and thus, the data acquisition process is signal independent. Additionally, block-based reconstruction networks for BCS, such as ReconNet [42] and DR²-net [43], have been developed; nevertheless, these networks only utilize intra-block information to recover a subblock, thereby yielding heavy blocking artifacts and thus requiring a postprocessing algorithm. Third, pure DL-based BCS pipelines [44–46] have been proposed; unfortunately, existing frameworks typically use an undesirable fully connected network, and they are not fully recognized in theoretical analysis.

### B. Main contributions

To address the previously described problems, motivated by the perceptual learning archetype, we propose a pure DL-based framework for BCS from data acquisition to reconstruction in this paper. Figure 1 shows the schematic representation of our proposed AutoBCS architecture, which replaces the traditional BCS approach, with a unified image acquisition and reconstruction framework. Our main contributions are summarized as follows:

- We build a bridge between traditional non-learning strategies and prior knowledge by training subblock image sets and developing a learning-based sensing matrix (LSM) for image acquisition without handcrafting the sparsifying domain and the sensing operator.
- The generated LSM is proven to satisfy the theoretical guarantees, such as the RIP, and it can thus be applied to the traditional BCS framework, while the sampling efficiency can be significantly improved.
- We develop a noniterative image reconstruction strategy that mainly relies on our customized octave reconstruction subnetwork, which establishes an end-to-end BCS reconstruction to eliminate blocking artifacts and maximize image reconstruction accuracy, in the proposed AutoBCS architecture.

The experimental results on several public testing databases all demonstrate that, compared with other state-of-the-art approaches, our AutoBCS framework can not only provide superior performance in terms of two image quality metrics (PSNR and SSIM) and visual perception but also automatically benefit reconstruction speed.

The rest of this paper is organized as follows. In Section II, we briefly review the related works to highlight our motivations. Section III describes our AutoBCS framework in detail. Extensive experiments are derived in Section IV to demonstrate the superiority and effectiveness of the proposed framework. Section V presents the relevant discussions, and we conclude this paper in Section VI.

### II. RELATED WORK

In this section, we will review some related works on both traditional block-based and DL-based image compressive sensing methods via general insights to highlight our motivations and contributions; we simultaneously introduce octave convolution.

#### A. Traditional block-based image compressive sensing

Considering a full-size image $x$ of $n = H \times W$ pixels, BCS divides $x$ into nonoverlapping subblock images of size $A \times A$ and measures each subblock using the same sensing operator.
Let $\mathbf{x}_i$ denote the vectorized vector of the $i^{th}$ subblock in a raster-scan manner. Using an $m_a \times A^2$ sensing matrix $\mathbf{B}_A$, we can obtain the corresponding measurements $\mathbf{y}_i$ via

$$\mathbf{y}_i = \mathbf{B}_A \mathbf{x}_i. \quad (4)$$

Such a method is equivalent to applying general-purpose CS to the whole image $\mathbf{x}$ by using a block diagonal sensing operator $\mathbf{B}$, which is defined as:

$$\mathbf{B} = \begin{pmatrix} \mathbf{B}_A & 0 & \cdots & 0 \\ 0 & \mathbf{B}_A & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & \mathbf{B}_A \end{pmatrix}. \quad (5)$$

Note that $m_a = \left\lfloor \frac{m}{A^2} \right\rfloor$, and the sampling rate is $\tau = \frac{m}{A^2}$, where $m$ is the total number of measurements ($\mathbf{y}$) through $\mathbf{B}$.

In their inspiring work, Gan et al. [33] used linear MMSE estimation as a criterion to obtain the initial solution and then employed two-stage iterative hard thresholding to further improve the quality of the initial image. Following this baseline framework, Mun et al. [34] then developed an improved image reconstruction strategy for BCS, dubbed D-SPL, which combines SPL with direction transforms to simultaneously benefit smoothness and sparsity. This suggests that the dual-tree discrete wavelet transform (DWT) and contourlets can provide better reconstruction performances than other methods at low sampling rates. An improvement to this method that utilizes multiple scales and subbands of the DWT was proposed by Fowler et al. in [35]. After that, they used a multi-hypothesis prediction to develop a different BCS strategy, dubbed MH-SPL, for images and videos [38]. For still images, MH-SPL first calculates a multiple prediction for a subblock image from the spatially neighboring subblocks as an initial reconstruction and then obtains the final prediction for the subblock through an optimal linear combination. For video, MH-SPL can obtain the corresponding multi-hypothesis prediction of a frame from previously recovered adjacent frames. Comprehensive reviews on this kind of BCS method and its applications can be found in [47]. Moreover, block/patch-based methods that enforce the nonlocal self-similarity and local sparsity, such as GBsR [37] and WaPT [39], were developed for natural images. These aforementioned approaches can always obtain high-quality images but with low reconstruction speeds.

In summary, traditional BCS strategies generally enhance performance by designing the sparsifying domain or exploiting the prior knowledge of the given image. Different from these approaches, our method is a pure data-driven BCS framework from image acquisition to reconstruction. Compared with the traditional BCS paradigm, our data-driven method automatically learns the features of each subblock image and the relationships among subblocks, and then it develops a learning-based sensing matrix from the training data to perform image acquisition. In addition, the proposed AutoBCS can provide better image recovery accuracy than other approaches, with an extremely fast recovery speed.

B. Deep learning-based image compressive sensing

To improve upon the traditional iterative reconstruction approaches, several attempts have been devoted to adopting the DL technique for CS imaging. Roughly speaking, we can divide these DL-based BCS frameworks into three categories. First, interpretable optimization-inspired image reconstruction strategies have been developed by casting iterative optimization algorithms into DL forms, in which the involved parameters are not hand-crafted but are gradually learned in an end-to-end manner. For example, Yang et al. [40] introduced an effective iterative deep architecture, called ADMM-CSnet, which was inspired by the iterative ADMM solver for solving Eq. (3). Based on the ISTA solver, Jian et al. [41] similarly developed ISTA-net to solve the proximal mapping problem related to the sparsity-inducing regularizer, and this indeed improved the recovery performance of their network. Nevertheless, these frameworks mainly focused on learning the sparsifying domain and reconstruction strategy without considering the sensing operator; thus, the data acquisition processes are not data-dependent, and this may weaken the sampling performance of such methods.

Second, block learning-based image reconstruction networks have been designed for CS imaging. Initially, Mousavi et al. [48] applied a stacked denoising autoencoder noniterative network (SDA-net) to reconstruct an image from its measurements. Following this work, Kulkarni et al. [42] and Yao et al. [43] developed two noniterative reconstruction frameworks, known as ReconNet and DR$^2$-net, respectively, by borrowing insights from traditional BCS reconstruction methods, which have competitive reconstruction performances with very short recovery speeds. However, such noniterative reconstruction networks usually have two deficiencies. First, these noniterative networks only employ intra-block information to recover a subblock image, thereby yielding blocking artifacts and thus requiring an additional deblocking algorithm with high computational complexity. In addition, the sensing matrix utilized for image acquisition is hand-crafted, i.e., these networks still do not take the sampling patterns of data acquisition into account.

To address these problems, pure DL-based BCS pipelines [44–46] have been proposed for CS imaging, and these methods train a noniterative reconstruction network associated with learning the sampling patterns. For example, Wu et al. [45] introduced a BCS framework called CS-net for jointly optimizing the sampling patterns and the reconstruction strategy via a convolutional neural network, and this framework was further extended in [46]. In their research, CS-net could provide substantial improvements over other algorithms in terms of reconstruction accuracy, and it did so with a fast running speed. However, the existing pure DL-based BCS frameworks still suffer from many disadvantages, such as weak theoretical or comprehensive analyses and the use of undesirable fully connected or repetitive networks, which may hinder their practical applications.

Fundamentally, our proposed AutoBCS is a pure DL-based BCS framework that utilizes networks to learn a mapping between a set of measurements obtained by the LSM and
high-quality images. Although both our proposed AutoBCS approach and other pure DL-based methods have similar inspirations, they are different for the following reasons. On one hand, our framework not only learns the prior information of images but also develops an LSM for image acquisition. The generated LSM is proven to satisfy the theoretical guarantees of the sampling patterns. On the other hand, existing reconstruction networks generally use either fully connected or repetitive convolutional layers to accomplish image reconstruction, while our customized noniterative reconstruction module in AutoBCS goes beyond that to consistently boost accuracy for images, thereby reducing computational complexity and memory costs.

C. Octave convolution

In convolutional neural networks, we can consider the output feature maps of a convolution layer as mixtures of information at multiple spatial frequencies. Octave convolution, introduced by Chen et al. [49], is a novel frequency decomposition of convolution operations that stores and processes mixed feature maps while decreasing spatial redundancy. As an alternative to vanilla convolutions, it is a kind of plug-and-play convolutional operator that can effectively reduce the resolution of low-frequency maps and enlarge the receptive field, thus saving both computation and storage costs. As it also achieves significant performance gains, octave convolution is perfectly suitable for a variety of backbone deep convolutional networks related to image and video processing tasks, such as Res2Net [50] and stabilizing GANs [51], without any adjustment of the backbone network architecture.

To augment the detail recovery and maximize the image reconstruction accuracy of this method, we specifically modify the original octave convolution and customize an octave-transposed convolution to make the octave idea more suitable for our noniterative reconstruction network in this study. The related details about modified octave convolution and octave-transposed convolution are introduced in Appendix A, Part I and Part II, respectively. Compared with general DL-based strategies, our customized octave reconstruction strategy does not contain fully connected or repetitive networks, nor does it require deblending processing.

III. PROPOSED METHOD

In this section, we develop a pure DL-based BCS framework with data-driven image acquisition and noniterative data reconstruction to solve the questions posed in Section I, that is, how to efficiently measure images without handcrafting both the sparsifying domain and the sensing operator for improved sampling efficiency and how to use a noniterative reconstruction network to reconstruct images for optimal recovery accuracy.

A. Framework of AutoBCS

The proposed AutoBCS architecture is a pure DL framework incorporating data-driven image acquisition and reconstruction modules, as described in Fig. 2. In the data acquisition module, AutoBCS automatically captures the features of each block image and the relationships among subblock images, and it correspondingly develops a learning-based sensing matrix (LSM) from the training data. In the image reconstruction module, AutoBCS learns a reconstruction mapping between a set of measurements obtained by the LSM and high-quality images. As the mapping is made, a low-dimensional and mutual joint manifold of these two types of data is implicitly learned, yielding an extremely expressive representation that maximizes image reconstruction accuracy. Specifically, the noniterative reconstruction module used in AutoBCS includes two phases: an initial reconstruction subnetwork and an octave reconstruction subnetwork. The former

Fig. 2: The deep neural network architecture of AutoBCS contains two components: a data-driven image acquisition module and a noniterative data reconstruction module (composed of an initial reconstruction subnetwork and an octave reconstruction subnetwork). Note that we use different colors for the corresponding block processing operation to distinguish between different subblock images.
aims to obtain an initial recovery image with the proper global structure, while the latter focuses on augmenting fine details and finally outputs a high-quality reconstructed image.

For data training, the image acquisition module and the reconstruction module in AutoBCS are jointly optimized, and they form an end-to-end network to maximize both sampling efficiency and recovery performance. For application implementations, the trained LSM is utilized to yield a set of measurements for each subblock, and it equivalently forms a block-diagonal matrix with a constrained structure for encoding the full-size image to perform image acquisition. Moreover, the trained noniterative reconstruction module is considered a decoder for accomplishing image reconstruction.

B. Data-driven image acquisition module

As described in Eq. (4), the traditional BCS strategy employs \( \mathbf{B}_A \) to obtain a set of measurements \( y_i \) from each subblock image \( x_i \). In our AutoBCS framework, a convolution layer with kernel size \( (A, A) \), stride \( (A, A) \) and zero bias is used to implement the linear nonoverlapping block-based sampling stage, as each row of \( \mathbf{B}_A \) can be considered a filter. More specifically, the image acquisition process of AutoBCS is shown in the upper left part of Fig. 2, where \( N_p \) denotes the total number of subblock images, and the size of each filter used in the sampling layer is the same as that of the subblock image, i.e., \( A \times A \). At a sampling rate of \( \tau = \frac{m}{n} \), the sensing matrix \( \mathbf{B}_A \) has \( m_x = \left[ \frac{m}{A^2} \right] \) rows for image acquisition. As a consequence, the convolution layer has \( m_y \) filters of size \( A \times A \) for obtaining \( m_y \) measurements. For example, if \( \tau = 0.01 \), there are 10 filters of size 32 × 32 in the sampling layer.

To be more formal, let \( \mathbf{F}_A \) represent \( m_y \) filters of the sampling convolution layer. Mathematically, the nonoverlapping block-based image acquisition process can be formulated as a convolution operation:

\[
y_i = \text{conv}(\mathbf{F}_A, x_i) = \mathbf{F}_A \ast x_i, \tag{6}
\]

which corresponds to the sampling procedure of traditional BCS, which is described by Eq. (4). When inputting a subblock image \( x_i \) into the sampling layer, the output \( y_i \) is a vector of size \( m_y \) that can be considered the corresponding measurements of \( x_i \). In the AutoBCS architecture, the sampling layer automatically learns the sampling patterns from the training data, i.e., the weights of \( \mathbf{F}_A \) are gradually optimized for improved data acquisition. Once the training process is completed, we can obtain the corresponding LSM, denoted by \( \mathbf{P}_A \). The LSM can naturally capture the features of each subblock image and the relationships among subblocks, and it can thus guarantee that \( y_i \) inherits more structural characteristics of \( x_i \) than those inherited with other methods.

To analyze the property of \( \mathbf{P}_A \), we have trained four AutoBCS networks at four sampling rates, i.e., \( \tau \in \{0.2, 0.1, 0.05, 0.01\} \). The training details will be introduced in Section V. To this end, Fig. 3 plots the element distribution of the trained \( \mathbf{P}_A \) for visualization purposes, where the red line corresponds to the standard Gaussian distribution. From these histograms, it can be distinctly observed that the elements of \( \mathbf{P}_A, \mathbf{P}_{A,j} (1 \leq k \leq m_y, 1 \leq j \leq A^2) \) indeed obey Gaussian-like distributions, especially for AutoBCS with a high value of \( \tau \).

Although the elements of the LSM and Gaussian matrix follow similar distributions, they are totally diverse in essence because of the following two aspects. First, the Gaussian matrix in the traditional framework is usually handcrafted without considering the prior information of the data, while our LSM is fundamentally learned according to prior knowledge rather than manually set. Second, the statistical properties of the elements of the Gaussian matrix, such as the mean and variance, are fixed and signal independent, while the same characteristics for the elements of the LSM are gradually optimized from the training data to improve the sampling efficiency of BCS. Roughly speaking, we can consider that \( \mathbf{P}_A \) is automatically learned from the training data, and its elements follow a Gaussian-like distribution.

As described before, random matrices based on Gaussian or Bernoulli distributions or, more generally, a Gaussian-like distribution [8] have been shown to perfectly apply the theory of CS to satisfy real-world data acquisition demands. As a consequence, we can leverage the well-known theorems on random matrices to obtain many interesting conclusions regarding our trained LSM, and these conclusions come with theoretical guarantees. For brevity, we present the details in Appendix B. From another viewpoint, for a full-size image \( \mathbf{x} \), the equivalent sensing operator \( \mathbf{P} \) can be assumed to follow the form of Eq. (5) with constant block diagonal elements \( \mathbf{P}_A \). As might be expected, the equivalent block sensing matrix \( \mathbf{P} \) satisfies the RIP- or coherence-based performance guarantees as well. Additional related theoretical details on block diagonal matrices can be found in [52] and the references therein.

In short, the trained LSM implicitly learns the structural characteristics of images and satisfies asymptotically optimal theoretical guarantees. As a result, the proposed AutoBCS approach is data-driven, and this automatically benefits image acquisition.
C. Non-iterative data reconstruction module

We implement our noniterative image reconstruction module with a deep network architecture consisting of an initial reconstruction subnetwork followed by an octave reconstruction subnetwork. The initial reconstruction subnetwork is essential since it can yield initial recovery images from the low-dimensional measurement vectors generated by the data acquisition module, and this is an indispensable preprocessing step for the octave reconstruction subnetwork to execute refinement because the proposed octave subnetwork only accepts images as its inputs.

1) Initial reconstruction subnetwork: Using linear MMSE estimation as the optimization criterion, traditional BCS frameworks \[33\] utilize an \(A^2 \times m\) reconstruction matrix \(\hat{B}_A = \rho_{v, w}B^A_{\gamma}(B^A_{\gamma \rho_{v, w}}B^A_{\gamma})^{-1}\) to obtain the initial reconstructed image, i.e., \(\hat{x}_i = \hat{B}_A y_i\), where \(\hat{x}_i\) is the reconstructed vector of the \(i^{th}\) subblock image and \(\rho_{v, w}\) denotes the autocorrelation function for the input data. As a replacement for the reconstruction matrix, a convolutional layer with 1024 kernels of size 1 and no bias terms is used to perform the initial reconstruction process in our AutoBCS strategy. The initial reconstruction subnetwork is a linear signal reconstruction layer, as there is no activation function or bias.

Similar to the data acquisition procedure, we can also formulate the initial reconstruction process as a convolution operation:

\[
\hat{x}_i = \text{conv}(F_{\text{int}} \cdot y_i) = F_{\text{int}} \ast y_i,
\]  
(7)

where \(\hat{x}_i\) denotes the initial reconstruction vector of \(x_i\) and \(F_{\text{int}}\) represents \(A^2\) filters of size \(1 \times 1\) in the initial reconstruction layer. Obviously, \(\hat{x}_i\) is a \(1 \times A^2\) vector. The traditional BCS strategies always resize and concatenate these reconstruction vectors obtained by the reconstruction matrix to obtain the initial reconstruction result of \(x\). Following this baseline framework, we first resize each \(1 \times A^2\) reconstruction vector \(\hat{x}_i\) to an \(A \times A\) subblock result and then concatenate all subblocks to obtain an initial reconstructed image \(\hat{x}\) in our AutoBCS architecture. Let \(\gamma(\cdot)\) and \(\zeta(\cdot)\) denote the reshaping operator and the corresponding concatenation, respectively. We can formulate the following model:

\[
\hat{x} = \zeta \left( \begin{array}{c}
\gamma(\hat{x}_{11}) & \gamma(\hat{x}_{12}) & \cdots & \gamma(\hat{x}_{1r}) \\
\gamma(\hat{x}_{21}) & \gamma(\hat{x}_{11}) & \cdots & \gamma(\hat{x}_{2r}) \\
\vdots & \vdots & \ddots & \vdots \\
\gamma(\hat{x}_{r1}) & \gamma(\hat{x}_{r2}) & \cdots & \gamma(\hat{x}_{rr})
\end{array} \right),
\]  
(8)

where \(r\) and \(c\) jointly denote the positions of the subblock images in the original full-size image.

In fact, only exploiting the initial reconstruction subnetwork is not sufficient because the subblock image quality of the initial recovery is low and the concatenation operator will always yield blocking artifacts in the space domain. For the sake of exact reconstruction, we develop a customized octave reconstruction subnetwork that can automatically draw on the information of both intra- and inter-subblock images to eliminate blocking artifacts and maximize image reconstruction accuracy.

2) Octave reconstruction subnetwork: As shown in the bottom part of Fig. 2, an octave convolution-modified U-net architecture is introduced to further improve the reconstruction quality of \(x\). Similar to traditional U-net \[53\], our proposed octave reconstruction subnetwork consists of a contracting path and an expanding path. The goal of the former is to produce high-dimensional features from the local receptive field. Thus, this part could be considered a feature extraction component that contains a set of octave-convolution and max-pooling operations (two convolutions followed by one max-pooling operation). For the contracting path, two separate operations \(F_c\) and \(F_d\) (denoted by the blue and red arrows in Fig. 2, respectively) are involved, and they can be summarized as:

\[
F_c(\tilde{x}) = \text{ReLU} (\text{ModOctConv}(\tilde{x}, 3) + z),
\]  
(9)

\[
F_d(\tilde{x}) = \text{MaxPool}(\tilde{x}, 2),
\]  
(10)

where \(\tilde{x}\) consists of the input feature maps, \(\text{ModOctConv} (\cdot, 3)\) denotes the \(3 \times 3\) modified octave convolution operation designed in Appendix A, Part I, \(z\) is the bias of this layer, \(\text{ReLU}(\cdot)\) represents one of the most common activation functions (rectified linear unit, \(\text{max}(0, x)\)), and \(\text{MaxPool}(\cdot, 2)\) is the \(2 \times 2\) max-pooling operation.

The upsampling path is designed to increase the resolution of the images to the original size, and more importantly, such a U-shaped design allows the network to perform convolutions on feature maps at different spatial resolutions, resulting in a multiscale feature representation with enlarged receptive fields. Thus, the first operation in this part is a transposed convolution for gradually increasing the resolution of the feature maps to the original size. This operation \(F_u\), denoted by the purple arrow in Fig. 2, is included to oppose the effects of the pooling layers, and it can be expressed as:

\[
F_u(\tilde{x}) = \text{ReLU} (\text{OctTransConv}(\tilde{x}, 2) + z),
\]  
(11)

where \(\text{OctTransConv}(\cdot, 2)\) represents the \(2 \times 2\) octave-transposed convolution introduced in Appendix A, Part II.

Immediately after these transposition operations, some concatenations between the layers of the contracting path and expanding path are introduced to compensate for the potential spatial loss incurred along the downsampling path. We can formulate the concatenation \(F_c\), denoted by the black dashed arrow in Fig. 2, as:

\[
F_c(\tilde{x}_1, \tilde{x}_2) = \text{MatrixCat}(\tilde{x}_1, \tilde{x}_2),
\]  
(12)

where \(\tilde{x}_1\) and \(\tilde{x}_2\) denote the corresponding feature maps of the layers of the contracting path and expanding path, respectively.

In other words, two concatenation layers \(F_c\) from the downsampling path to the upsampling path are used to compensate for the loss of spatial information by the max-pooling layers in the octave reconstruction subnetwork. For example, if the sizes of the matrices \(\tilde{x}_1\) and \(\tilde{x}_2\) are \(256 \times 256 \times 10\) and \(256 \times 256 \times 20\), respectively, then the output is a matrix of size \(256 \times 256 \times 30\).

Finally, a skip connection between the initial reconstruction result and the final output forms a residual block and can help
the training process converge more easily. Therefore, the final reconstructed image $\hat{x}$ can be obtained by:

$$\hat{x} = \tilde{x} + \text{OctReconNet}(\tilde{x}),$$ \hspace{1cm} (13)

where $\text{OctReconNet}(\tilde{x})$ denotes the output of the octave reconstruction subnetwork.

\subsection*{D. Loss function}

The proposed AutoBCS architecture is a pure DL-based BCS framework from image acquisition to reconstruction. Given an input image $x$, our aim is to estimate the parameters $W$ of AutoBCS such that it can automatically and efficiently obtain samples $y$ via the image acquisition module and then rapidly and exactly reconstruct $x$ from $y$ through the data reconstruction module. To achieve this goal, we take the original image $x$ as the ground truth and the corresponding reconstruction image $\tilde{x}$ generated by AutoBCS as the output. Specifically, we design two loss functions. One is used for training the whole AutoBCS framework, and the other is utilized for the initial reconstruction subnetwork. For the whole AutoBCS framework, the loss function is

$$\mathcal{L}(W) = \frac{1}{2N} \sum_{j=1}^{N} \|AutoBCS(x^j; W) - x^j\|_2^2, \hspace{1cm} (14)$$

where $N$ is the number of training images, $x^j$ denotes the $j$th original image, and $AutoBCS(x^j; W)$ represents $\tilde{x}^j$. For the initial reconstruction subnetwork, the loss function is

$$\mathcal{L}_{\text{int}}(W_{\text{int}}) = \frac{1}{2N} \sum_{j=1}^{N} \|I(x^j; W_{\text{int}}) - x^j\|_2^2, \hspace{1cm} (15)$$

where $W_{\text{int}}$ and $I(x^j; W_{\text{int}})$ represent the parameters and the output of the initial reconstruction subnetwork, respectively. Note that the image acquisition and reconstruction modules are jointly trained, which impels AutoBCS to overcome the two main challenges of CS theory.

\section*{IV. EXPERIMENTAL VALIDATION}

The proposed AutoBCS is verified with extensive experiments in this section. In addition, we compare our AutoBCS with conventional BCS methods, including IRLS [26], D-SPL [34], MH-SPL [38], WaPT [39], and GBsR [37], as well as newly developed DL approaches, including SDA-net [48], ReconNet [42], DR²-net [43], ISTA-net [41], and CS-net [46]. Similar to that in our AutoBCS strategy, the block size for these state-of-the-art frameworks is set to $A = 32$ as well. The structural similarity index (SSIM) and the peak signal-to-noise ratio (PSNR in dB) [54] are used to evaluate the reconstruction accuracies of the network outputs.

\subsection*{A. Training details}

1) Implementation: The implementation of the proposed AutoBCS model was executed using the PyTorch 1.0 Framework on 2 TeslaV100 GPUs.

2) Experimental data: Our training dataset is composed of 400 images drawn from the popular BSD500 database (including 200 training images and 200 test images) [55]. Some sample images used for training are illustrated in Fig. 4. To improve network performance, data augmentation, including image flipping, rotating and their combination [56], is also applied to account for highly detailed recovery images.

\begin{table}[h]
\centering
\footnotesize
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline
\textbf{Databases} & \multicolumn{1}{c|}{\textbf{Sampling rate }\tau} & \textbf{IRLS} & \textbf{PSNR} & \textbf{D-SPL} & \textbf{SSIM} & \textbf{PSNR} & \textbf{MH-SPL} & \textbf{SSIM} & \textbf{PSNR} & \textbf{WaPT} & \textbf{SSIM} & \textbf{PSNR} & \textbf{GBsR} & \textbf{AutoBCS} \\
\hline
\textbf{Set5} & 0.01 & 0.4012 & 15.51 & 0.0978 & 8.95 & 0.4211 & 17.22 & 0.4254 & 17.45 & 0.4330 & 17.81 & 0.5968 & 23.12 & \\
& 0.04 & 0.5145 & 20.65 & 0.2773 & 12.71 & 0.6101 & 22.50 & 0.6216 & 22.81 & 0.6888 & 23.82 & 0.8446 & 29.18 & \\
& 0.1 & 0.7958 & 27.26 & 0.7641 & 24.66 & 0.8217 & 28.63 & 0.8435 & 29.84 & 0.8679 & 30.12 & 0.9180 & 33.28 & \\
& 0.25 & 0.9023 & 31.97 & 0.8939 & 32.64 & 0.9055 & 33.20 & 0.9165 & 33.97 & 0.9401 & 35.72 & 0.9607 & 37.65 & \\
& 0.3 & 0.9135 & 33.02 & 0.9062 & 33.66 & 0.9164 & 34.08 & 0.9247 & 34.65 & 0.9496 & 36.89 & 0.9675 & 38.75 & \\
& Avg. & 0.7179 & 25.75 & 0.5960 & 22.58 & 0.7378 & 27.28 & 0.7492 & 27.73 & 0.7873 & 29.07 & 0.8723 & 32.62 & \\
\hline
\textbf{Set14} & 0.01 & 0.4003 & 16.07 & 0.1065 & 9.65 & 0.4016 & 18.06 & 0.4197 & 18.28 & 0.4438 & 18.64 & 0.5578 & 23.79 & \\
& 0.04 & 0.4539 & 18.48 & 0.2201 & 13.30 & 0.4954 & 20.89 & 0.5073 & 21.12 & 0.5390 & 22.12 & 0.6833 & 26.40 & \\
& 0.1 & 0.6710 & 25.53 & 0.6341 & 23.45 & 0.6669 & 25.17 & 0.6728 & 25.27 & 0.7048 & 25.88 & 0.7937 & 28.74 & \\
& 0.25 & 0.7902 & 28.76 & 0.7811 & 28.25 & 0.8026 & 28.90 & 0.8196 & 29.58 & 0.8432 & 30.21 & 0.9019 & 32.33 & \\
& 0.3 & 0.8209 & 29.55 & 0.8086 & 29.20 & 0.8305 & 29.85 & 0.8434 & 30.11 & 0.8632 & 30.90 & 0.9215 & 33.39 & \\
& Avg. & 0.6273 & 23.68 & 0.5101 & 20.77 & 0.6394 & 24.57 & 0.6526 & 24.87 & 0.6788 & 25.55 & 0.7716 & 28.93 & \\
\hline
\textbf{BSD100} & 0.01 & 0.4012 & 15.51 & 0.0978 & 8.95 & 0.4211 & 17.22 & 0.4254 & 17.45 & 0.4330 & 17.81 & 0.5968 & 23.12 & \\
& 0.04 & 0.5025 & 19.04 & 0.2170 & 12.91 & 0.5345 & 21.02 & 0.5598 & 21.38 & 0.5849 & 22.32 & 0.7348 & 28.67 & \\
& 0.1 & 0.7025 & 25.88 & 0.6908 & 24.27 & 0.7492 & 26.88 & 0.7853 & 27.04 & 0.7954 & 28.24 & 0.8534 & 29.56 & \\
& 0.25 & 0.8287 & 29.45 & 0.8264 & 29.71 & 0.8645 & 31.20 & 0.8785 & 31.42 & 0.9017 & 32.65 & 0.9205 & 33.67 & \\
& 0.3 & 0.8574 & 30.47 & 0.8882 & 30.68 & 0.8824 & 32.06 & 0.8906 & 32.43 & 0.9092 & 33.70 & 0.9347 & 34.81 & \\
& Avg. & 0.6585 & 24.07 & 0.5360 & 21.30 & 0.6903 & 25.68 & 0.7025 & 25.94 & 0.7248 & 26.94 & 0.8042 & 29.97 & \\
\hline
\end{tabular}
\caption{AutoBCS vs. different conventional BCS methods on three typical benchmark databases}
\end{table}
cases. In total, the training images are prepared as 89600 sub-images (96 x 96 pixel size), with a minibatch size of 64, for network training. We train the proposed AutoBCS model for 100 epochs, while the learning rate is scheduled as $10^{-3}$ for the first 50 epochs, $10^{-4}$ for epochs 51-80, and $10^{-5}$ for the final 20 epochs. In addition, five well-known datasets, Set5 [57], Set11 [42], Set14 [58], BSD68 and BSD100 [59], are utilized as test data to increase the diversity and generality of the benchmark. To facilitate visual perception, we only exploit the grayscale information of the images for both training and testing, as in other BCS approaches.

**B. Comparisons with traditional BCS methods**

In this subsection, the superiority and effectiveness of the proposed AutoBCS are validated by comparisons with five conventional BCS methods, namely, IRLS, D-SPL, MH-SPL, WaPT, and GBsR, on three typical benchmark databases, Set5, Set14 and BSD100. For these conventional algorithms, we use the default setups declared on the author’s websites and run them on an Intel(R) Core(TM) i7-4770 CPU @ 3.40 GHz with 16.0 GB of RAM. The comparison results in terms of the SSIM and PSNR for the aforementioned approaches are illustrated in Table I, and the best result for each unit is hereafter marked in boldface. From the overall view, it can be observed that our proposed AutoBCS model obtains the best performances in terms of both the SSIM and PSNR on the three databases compared to all compared conventional BCS methods. Even compared with the well-known classic algorithm GBsR, our AutoBCS model can enhance the SSIM by approximately 33.46%, 24.82%, 7.55%, 3.65%, and 3.74% on average at different sampling rates, where $\tau \in \{0.01, 0.04, 0.1, 0.25, 0.3\}$, and the PSNR improvements are approximately 5.31 dB, 5.33 dB, 2.45 dB, 1.69 dB, and 1.82 dB, respectively. From these results, obviously, our proposed AutoBCS model has great performances at all sampling rates. Even when the sampling rate is 0.01, our method still provides superior performance in terms of both the SSIM and PSNR. Moreover, we plot a comparison of the recovery times of the competing algorithms on the Set5 and BSD100 databases for the case of $\tau = 0.1$. Please refer to Fig. 5, where the vertical axis follows $t = 2 + \log_{10}(t_{\text{real}})$ ($t_{\text{real}}$ represents the real recovery time). For example, if the real reconstruction time of AutoBCS $t_{\text{real}} = 0.03$ ms, then $t = 0.48$. Inspecting the figures, it can be concluded that our proposed AutoBCS model reduces the recovery time by a large amount and outperforms the other traditional BCS algorithms in all cases. Even compared with the fastest traditional BCS algorithm IRLS, AutoBCS is three orders of magnitude faster in terms of recovery speed.

In addition, we visualize the reconstructed images to facilitate a visual comparison. Figure 6 illustrates the corresponding reconstructed images obtained by AutoBCS with $\tau$ from 0.01 to 0.3. This once again verifies that AutoBCS can still capture rich semantic content, even at a particularly low sampling rate. As a consequence, our proposed AutoBCS model is extraordinarily desirable for low-power imaging devices. Finally, Fig. 7 depicts a comparison of the reconstructed images at various sampling rates. From these visual illustrations, we can clearly observe that AutoBCS is superior to the traditional BCS methods, especially with regard to recovering details and textures.

In summary, our proposed AutoBCS model can improve upon the performances of other BCS methods in terms both reconstruction accuracy and recovery speed, and it can produce better results than those of the conventional BCS methods in different cases on these public benchmark datasets.

**C. Comparisons with DL-based BCS methods**

In this subsection, several DL-based BCS methods, namely, SDA-net, ReconNet, DR$^2$-net, ISTA-net, and CS-net, are compared with our AutoBCS strategy to further demonstrate the effectiveness of the proposed approach. Following previous work [41], we select the Set11 and BSD68 datasets for testing and summarize the PSNR results of these approaches for comparison purposes in Table II and Table III, respectively. For a fair comparison, the listed results are achieved from the corresponding works or reproduced as stated with the optimal settings provided by the corresponding papers. The denoising postprocessing operator of SDA-net, ReconNet and DR$^2$-net, i.e., the BM3D denoiser, is also considered, as it can significantly enhance the reconstruction accuracies of these methods. As illustrated in Table II and Table III, we can conclude that the proposed AutoBCS model outperforms all the competitive DL-based methods with these sampling rates.

To carry out the model complexity analysis, we analyze our proposed AutoBCS from two aspects: #Params and #GFLOPs at various sampling rates, shown in Table IV. The #Params and #GFLOPs are frequently used to weigh the space complexity.

![Fig. 5: Comparison of reconstruction time in logarithmic order for traditional BCS methods and AutoBCS on the Set5 and BSD100. Please zoom in for better comparison.](image-url)

TABLE II: Average PSNR (dB) comparison between AutoBCS and various DL-based BCS methods on Set11

| Algo.      | 0.01  | 0.04  | 0.1   | 0.25  | 0.3   | Avg.  |
|------------|-------|-------|-------|-------|-------|-------|
| SDA-net    | 17.29 | 20.12 | 22.65 | 25.34 | 26.63 | 22.41 |
| ReconNet   | 17.27 | 20.63 | 24.28 | 25.60 | 28.74 | 23.30 |
| DR$^2$-net | 17.35 | 21.14 | 24.98 | 25.87 | 29.12 | 23.69 |
| ISTA-net   | 17.30 | 21.23 | 25.80 | 31.53 | 32.91 | 25.75 |
| CS-net     | 20.94 | 24.91 | 28.10 | 32.12 | 33.86 | 27.99 |
| AutoBCS    | 21.05 | 25.38 | 28.78 | 33.72 | 35.17 | 28.82 |
and time complexity of the model, respectively. In aggregate, Table IV shows that AutoBCS requires 20.12 GFLOPs in a single forward pass for a 256 × 256 pixel image. Moreover, the model complexity comparisons between AutoBCS and state-of-the-art DL-based frameworks including ReconNet, ISTA-net and CS-net are summarized in Table V. It should be noted that although the proposed AutoBCS contains the maximum number of parameters (2.01 million), it only needs lower GFLOPs than those of ISTA-net or CS-net to complete a single forward pass for a 256 × 256 pixel image at τ = 0.1. This contradiction in these models’space and time complexity should partly originate from the pooling-and-un-pooling design (or the contradicting-then-expanding design) and the OctConv operations in the reconstruction networks, which not only help enhance the multi-scale representation capability of the proposed model, but can also effectively reduce GFLOPs.

The reconstruction time of these approaches in the cases where τ = 0.01 and τ = 0.1 are reported in Fig. 8. We can evidentially conclude that, compared with traditional BCS approaches, DL-based BCS algorithms can achieve better performance, and this verifies the superiority of noniterative reconstruction methods. Relative to other aforementioned DL-based approaches, our proposed AutoBCS model obtains significantly better recovery accuracy with comparable reconstruction speed.

In particular, several visual comparisons between the reconstructed images for τ = 0.1 are illustrated in Fig. 9. By checking the figures, we empirically observe that the reconstructed images output by SDA-net, ReconNet, and DR^2-net have heavy blocking artifacts. In contrast, our proposed AutoBCS model can smoothly reconstruct the image with more details and sharper edges. In summary, we can conclude from the results that AutoBCS significantly boosts its reconstruction performance over those of the other compared strategies on the aforementioned databases with respect to both quantitative validations and qualitative visualizations.
Fig. 7: Comparison for reconstruction images for traditional BCS methods and AutoBCS at various sampling rates. The first to third rows correspond to $\tau = 0.1$, $\tau = 0.2$, and $\tau = 0.3$, respectively. Please zoom in for better comparison.

TABLE VI: Comparison results for various sensing matrices with traditional BCS methods at $\tau = 0.1$

| Database | Sensing Matrix | IRLS SSIM | D-SPL SSIM | MH-SPL SSIM | WaPT SSIM | GBsR SSIM | AutoBCS SSIM | Avg. SSIM |
|----------|----------------|-----------|------------|-------------|-----------|-----------|-------------|----------|
|          | GSM            | 0.7958    | 27.26      | 0.7641      | 24.66     | 0.8217    | 28.63       | 0.8679   |
| Set5     | BSM            | 0.7812    | 27.11      | 0.7747      | 25.16     | 0.8202    | 28.56       | 0.8624   |
|          | BcSM           | 0.7967    | 27.32      | 0.7892      | 26.08     | 0.8238    | 28.81       | 0.8701   |
|          | CbSM           | 0.7794    | 27.18      | 0.7571      | 24.47     | 0.8176    | 28.40       | 0.8608   |
|          | LSM            | 0.8463    | 29.87      | 0.8375      | 29.86     | 0.8499    | 30.89       | 0.8692   |

Fig. 8: Comparison of average reconstruction time (unit: ms) to reconstruct a $256 \times 256$ image for different DL-based BCS methods and AutoBCS on Set5 in case of $\tau = 0.01$ and $\tau = 0.1$.

V. DISCUSSIONS

In this section, we first determine the LSM from a comparative perspective to show whether it can indeed enhance sampling efficiency, and then we discuss whether our proposed AutoBCS framework is robust to noise. Finally, we execute some ablation studies on our proposed AutoBCS architecture.

A. LSM for traditional BCS frameworks

As previously described, we develop the LSM for data-driven image acquisition in our proposed AutoBCS architecture. The generated LSM automatically captures the feature of each block image and the relationships among subblock images, and it is proven to satisfy all theoretical guarantees. As a consequence, the LSM can significantly improve the sampling efficiency of our model and can be generally extended to traditional BCS frameworks. To quantify its performance, we apply the LSM and four other traditional sensing matrices (the GSM \cite{1}, BSM \cite{8}, BcSM \cite{23} and CbSM \cite{60}) in the aforementioned BCS algorithms, while all other parameters remain unchanged. In the case where $\tau = 0.1$ and the Set5 database is chosen, the corresponding results w.r.t. both the SSIM and PSNR metrics are reported in Table VI. According to the comparison results, we can distinctly observe that these traditional BCS methods have greatly enhanced sampling efficiency when equipped with our generated LSM for improved reconstruction, and the LSM can improve the reconstruction efficiency.

Note that GSM and BSM are two typical random sensing matrices, namely, Gaussian and Bernoulli sensing matrices. BcSM is a widely used deterministic binary code-based sensing matrix \cite{23}. CbSM represents the Chebyshev chaotic binary matrix, which was introduced in \cite{60}.
Fig. 9: Comparison of image reconstructions for various DL-based BCS approaches and AutoBCS at sampling rate $\tau = 0.1$. The reconstruction columns from left to right correspond to SDA-net, ReconNet, DR$^2$-net, ISTA-net, CS-net, and AutoBCS, respectively. Please zoom in for better comparison.

Ori SDA-net ReconNet DR$^2$-net ISTA-net CS-net AutoBCS

| PSNR/SSIM | 23.91/0.6735 | 25.68/0.6933 | 26.44/0.7528 | 28.45/0.7965 | 32.29/0.8694 | 32.60/0.8761 |
|-----------|--------------|--------------|--------------|--------------|--------------|--------------|

Fig. 10: Comparison of image reconstruction using three sensing matrices combined with traditional GBsR algorithm. First column: the original image; the reconstruction columns are based on GSM, BcSM and our trained LSM, respectively.

TABLE VII: Average PSNR (dB) comparison of the competing approaches for various noise levels on dataset Set5

| Noise $\sigma_n$ | Alg.   | Sampling rate $\tau$ |
|-----------------|--------|----------------------|
|                 | 0.01   | 0.04                 | 0.15          | 0.3           |
| $\sigma_n = 0.02$ | D-SPL  | 9.26                 | 12.71         | 24.83         |
|                 | MH-SPL | 18.15                | 22.59         | 28.51         |
|                 | GBsR   | 18.42                | 23.05         | 29.21         |
|                 | AutoBCS| 24.25                | 29.11         | 33.20         |
| $\sigma_n = 0.05$ | D-SPL  | 9.26                 | 12.71         | 24.83         |
|                 | MH-SPL | 17.89                | 22.28         | 28.02         |
|                 | GBsR   | 18.16                | 23.46         | 28.92         |
|                 | AutoBCS| 24.24                | 29.08         | 33.23         |
| $\sigma_n = 0.1$  | D-SPL  | 9.26                 | 12.71         | 24.26         |
|                 | MH-SPL | 17.30                | 20.96         | 26.41         |
|                 | GBsR   | 18.25                | 21.68         | 26.66         |
|                 | AutoBCS| 24.21                | 28.77         | 31.54         |

accordances of these methods by roughly 5.62% and 11.02% in terms of the SSIM and PSNR on average, respectively.

Let us now validate the comparison methods visually to make the distinction more convincing. We select “bird” and “butterfly” as the original images of interest. Following the previous settings, we present the comparison results in Fig. 10. From these visual plots, we can distinctly observe that the images reconstructed with the LSM seem to be much clearer than those obtained using other matrices and contain richer textures with more edges and details. In total, the LSM can indeed improve recovery performance by a large margin over those of other classic sensing matrices.

B. AutoBCS for noisy reconstruction

This subsection aims to measure the reconstruction performance of AutoBCS in noisy situations. To this end, three conventional BCS methods (D-SPL, MH-SPL, and GBsR) are simultaneously compared with AutoBCS in a setting with the Set5 dataset and additive Gaussian noise, where the standard deviations of the Gaussian noise are $\sigma_n = 0.02$, $\sigma_n = 0.05$, and $\sigma_n = 0.1$, respectively. The average PSNR results obtained at various noise levels are shown in Table VII. According to these results, all these methods, i.e., the proposed AutoBCS method and the traditional D-SPL, MH-SPL, and GBsR approaches, are more sensitive to noise at higher sampling rates. For example, as the noise level increases from $\sigma_n = 0.02$ to $\sigma_n = 0.1$ when the sampling rate $\tau = 0.3$, the PSNR of the proposed AutoBCS method only decreases by 0.04 dB at $\sigma_n = 0.02$; by contrast, a decrease of 6.39 dB is observed at $\sigma_n = 0.1$.

Moreover, we can clearly see that our proposed AutoBCS model consistently outperforms the other competing approaches. For $\sigma_n = 0.02$, our average PSNR gains over the D-SPL, MH-SPL, and GBsR methods are larger than 9.87 dB, 5.22 dB and 4.36 dB, respectively. For $\sigma_n = 0.05$, AutoBCS can enhance the PSNR by approximately 9.49 dB, 4.96 dB and 3.87 dB on average, respectively. For $\sigma_n = 0.1$, our proposed
framework surpasses the D-SPL, MH-SPL, and GBsR methods by 8.74 dB, 4.85 dB and 4.18 dB, respectively. In particular, we illustrate the visual comparisons at a sampling rate of $\tau = 0.1$ with Gaussian noise of $\sigma_n = 0.1$ in Fig. 11. From the visual plots, it can be observed that the other BCS algorithms all yield visually annoying artifacts; in contrast, the images recovered by the proposed AutoBCS method contain fewer artifacts and seem to be much smoother.

In summary, the proposed AutoBCS model achieves outstanding performances for noisy reconstruction according to the quantitative and visual results.

C. Ablation study

The influences of the octave reconstruction subnetwork, octave convolution, and generated LSM on the performance of the proposed AutoBCS framework are investigated in this subsection.

As depicted in the previous section, the initial reconstruction subnetwork is essential and indispensable in the proposed AutoBCS framework; however, the effectiveness of the octave reconstruction subnetwork has not yet been verified. Fig. 12 illustrates the output images from each subnetwork, showing that the octave reconstruction subnetwork can significantly alleviate artifacts and improve image quality. Overall, both reconstruction subnetworks are essential in the proposed AutoBCS scheme. Without the initial reconstruction subnetwork, $x_i$ cannot be directly reconstructed by the octave reconstruction subnetwork from the measurement vector $y_i$, while there would be heavy artifacts in the reconstruction results if there were no octave reconstruction subnetwork.

To investigate the impact of the octave convolution on the reconstruction results, a U-net-based AutoBCS model, obtained by replacing the octave convolutions in Fig. 2 with vanilla convolutions and dubbed AutoBCS(U-net), is trained with the same training dataset. In other words, AutoBCS(U-net) and AutoBCS are completely the same except for the fine reconstruction subnetwork, where AutoBCS is equipped with an octave-based U-net. The qualitative and quantitative comparison results between AutoBCS(U-net) and AutoBCS are shown in Fig. 13 and Table VIII. These comparative results confirm that the octave convolution operation consistently improves the reconstruction results on different datasets at various sampling rates. Moreover, about 25% relative increase in GFLOPs would be achieved for AutoBCS by replacing OctConv with the traditional convolutions in the backbone U-net. We refer the readers to the original OctConv work [49] for how and to what extent the OctConv can help reduce the model complexity.

A comparative experiment is designed to elucidate the importance of the generated LSM for the proposed AutoBCS scheme. A variant of AutoBCS, called AutoBCS(Non-LSM), is obtained by using a fixed GSM instead of using the LSM, and it is trained with the same training datasets as before with the same training parameters. A comparison between the variant version and the original AutoBCS on an image at $\tau = 0.1$ is shown in Fig. 14. According to the results,

### TABLE VIII: Performance comparison between AutoBCS(U-net) and AutoBCS on three databases at various sampling rates.

| Sampling rate | Databases | AutoBCS(U-net) | AutoBCS |
|---------------|-----------|----------------|---------|
|               | PSNR     | SSIM |                  | PSNR     | SSIM |                  |
| $\tau = 0.04$ | Set5      | 28.92 | 0.8446           | 29.18    |       |
|               | Set11     | 26.54 | 0.7348           | 28.67    |       |
|               | BSD100    | 26.26 | 0.6833           | 26.40    |       |
| $\tau = 0.1$  | Set5      | 23.88 | 0.9190           | 32.28    |       |
|               | Set11     | 29.36 | 0.8343           | 29.56    |       |
|               | BSD100    | 28.57 | 0.7937           | 28.74    |       |
| $\tau = 0.25$ | Set5      | 34.66 | 0.9503           | 37.65    |       |
|               | Set11     | 33.01 | 0.9205           | 33.67    |       |
|               | BSD100    | 31.86 | 0.9019           | 32.33    |       |
the generated LSM can significantly enhance the quality of reconstructor images from both the initial and octave reconstruction subnetworks. In addition, the results illustrated in Fig. 10 and Table V confirm that the LSM can also improve the reconstruction performances of traditional BCS frameworks over those obtained with conventional sensing matrices, such as the GSM.

VI. CONCLUSIONS

In this work, we present a novel pure DL-based framework for BCS, called AutoBCS, which replaces the traditional BCS approaches from data acquisition to reconstruction. The proposed AutoBCS develops learning-based sensing patterns to perform data acquisition without handcrafting the sparsifying domain and the related parameters, and it customizes a subsequent inference model to accomplish fast image reconstruction with low computational costs. In summary, the generated LSM is data-driven, its sampling efficiency is theoretically guaranteed, and the computational complexity of the image reconstruction process is significantly reduced through our framework. Our proposed AutoBCS model is verified on several image databases, and the corresponding results demonstrate its effectiveness and superiority compared with traditional BCS approaches, as well as other newly developed DL-based methods.

One limitation of the proposed AutoBCS is that the sampling block size is set as a constant number in this study, which means that zero-padding and removing processing steps should be considered when the size of original image is not divisible by this constant. A DL-based block compressed sensing with variational sampling matrix size for different sampling regions may be investigated in future work. Moreover, we will further investigate why the sampling efficiency of the LSM can outperform that of random matrices, even though we have shown that the LSM meets the theoretical requirements. Furthermore, some strong, robust modified DL strategies will be considered for noisy image reconstruction scenarios. Meanwhile, extending our proposed AutoBCS framework to other image inverse problems, such as inpainting and deconvolution, is another direction of concern for our future work.

APPENDIX A

Part I: Modified octave convolution

Let $X \in \mathbb{R}^{(h \times w \times u)}$ represent the input feature tensor of a convolution layer, where $h$, $w$, and $u$ denote the height, width, and channel of the feature maps, respectively. Unlike traditional vanilla convolutions, octave convolution explicitly factorizes the feature maps $X$ along the channel dimension into $\{X_L, X_H\}$, where $X_L \in \mathbb{R}^{(h \times w \times (1-t)u)}$ denotes the high-resolution features, $X_L \in \mathbb{R}^{(h \times w \times tu)}$ represents the low-resolution features, and $t \in [0, 1]$. Typically, for the input layer of the octave network, $t = 0$, and for the following layers, $t = 0.5$. In our work, the original octave convolution is specifically modified by replacing the nearest interpolation with the transposed convolution. As a consequence, the corresponding outputs of the modified octave convolution, $\{Y_H, Y_L\}$, can be obtained as follows:

\[
Y_H = \text{conv}(X_H, W_{H-H}) + \text{convT}(\text{conv}(X_L, W_{L-H}), 2),
\]
\[
Y_L = \text{conv}(X_L, W_{L-L}) + \text{conv}(\text{pool}(X_H, 2), W_{H-L}),
\]

where $\text{convT}(\cdot, k)$ is the traditional transposed convolution operation with kernels of size $k \times k$, $\text{pool}(\cdot, k)$ denotes the pooling operation with a kernel size of $k \times k$, and $W$ contains the learnable weights of different layers. For visual observation purposes, we illustrate the concept of modified octave convolution in Fig. 15.

Note that the replacement of the nearest interpolation by the transposed convolution results in the upsampling operation becoming a learnable block, and this block can be optimized during the training procedure of our network. Such a modification induces additional redundancy in the spatial dimension, and it leads to better multiscale representation learning than that achieved with vanilla convolutions.

Part II: Octave-transposed convolution

An octave-transposed convolution is designed for our customized octave reconstruction subnetwork. Let $\{X_H, X_L\}$ be the input feature maps, and let $\{Y_H, Y_L\}$, $Y_H \in \mathbb{R}^{(2h \times 2w \times (1-t)u)}$, $Y_L \in \mathbb{R}^{(2h \times 2w \times tu)}$ represent the output features. Then, we can formulate the octave-transposed convolution as:

\[
Y_H = \text{convT}(X_H, W_{H-H}, 2) + \text{convT}(X_L, 4),
\]
\[
Y_L = \text{convT}(X_L, 2) + \text{convT}(X_H, W_{H-L}).
\]

Such an octave-transposed convolution allows the feature maps $\{X_H, X_L\}$ to double their spatial resolution and can help build the expanding part of the octave reconstruction subnetwork.

APPENDIX B

First, we present the research on RIP-based guarantees for the LSM $P_a$ by following the works of [8].

Theorem 1. An $m_a \times A^2$ LSM, trained from the AutoBCS network, satisfies the $(s_a, \delta_a)$-RIP with the prescribed $\delta_a$.
implies that the LSM achieves asymptotically independent, that is, spark analyzing the elements’ characteristics with respect to perspective, the RIP of the LSM enables recovery guarantees $\varepsilon_s$ as this indicates that all sets of $2^s \cdot \alpha$ satisfy the coherence condition that guarantees sampling efficiency can be directly posed on our trained LSM.

Theorem 2. For an $m_{a} \times A^{2}$ LSM satisfying the $(s_{a}, \delta_{a})$-RIP, the coherence $\mu(P_{A})$ and spark of the LSM follow $\mu(P_{A}) = \delta_{a}/(s_{a} - 1)$ and $\text{spark}(P_{A}) > 2s_{a}$, respectively.

Very similar results in terms of sampling efficiency hold for random matrices, such as Gaussian and Bernoulli matrices. For each $s_{a}$-sparse signal to be uniquely represented by its samples $y_{a}$, we can show that $P_{A}$ meets the $(2s_{a}, \delta_{a})$-RIP with $\delta_{a} > 0$, as this indicates that all sets of $2s_{a}$ columns of $P_{A}$ are linearly independent, that is, $\text{spark}(P_{A}) > 2s_{a}$. From a theoretical perspective, the RIP of the LSM enables recovery guarantees that are more robust than those based on coherence and spark properties. In addition, we can draw similar conclusions by analyzing the elements’ characteristics with respect to $P_{A}$.
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