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Abstract

This article is in the context of gradient compression. Gradient compression is a popular technique for mitigating the communication bottleneck observed when training large machine learning models in a distributed manner using gradient-based methods such as stochastic gradient descent. In this article, assuming a Gaussian distribution for the components in gradient, we find the rate distortion trade-off of gradient quantization schemes such as Scaled-sign and Top-$K$, and compare with the Shannon rate distortion limit. A similar comparison with vector quantizers also is presented.

1 Introduction

Rate distortion theory provides a mathematical framework for analyzing the performance of lossy compression schemes. In work related to machine learning, rate distortion theory has been used to analyze model compression [1]. In order to fit gradient compression within the rate distortion framework we assume a Gaussian distribution to describe the distribution of the components in the gradient vector. The empirical results provided in [2, 3, 4] justifies this assumption. Specifically, the authors of [2] study the distribution of gradient components when training feed forward deep neural networks on datasets such as MNIST, CIFAR-10 and Small-ImageNet. They empirically show (see Figure 7 therein) that the gradient components have Gaussian-like distributions. This observation is corroborated by the experimental results presented in [3] and [4]. The authors of [3] empirically study the distribution of components in the stochastic gradient for convolutional neural network models of practical interest such as ResNet-20 and ResNet-50, trained on CIFAR-10 and Imagenet datasets respectively. The authors demonstrate (see Remark 1 therein) that the distribution of components in a gradient vector is uni-modal, symmetric and can be approximated by a zero-centered Gaussian distribution. A similar study is carried out in [4] where the results confirm (see Appendix A.2 therein) the uni-modality and symmetricity of the gradient distribution. The authors also demonstrate that the statistics of elements in the gradient may change over the epochs (see Figure 2 and 8 in [4]). These observations provide grounds for assuming a Gaussian distribution to describe the distribution of gradient components.

Let $X \in \mathbb{R}$ with $X \sim \mathcal{N}(0, \sigma^2)$ be a symbol passed to a quantizer and let $\hat{X} \in \mathbb{R}$ be the quantizer output, i.e., the reconstruction of $X$. The reconstruction is a discrete random variable and let it be represented with a rate $R$. Let $D$ be the distortion achieved with a rate $R$. The Shannon rate distortion function $R(D)$ provides the theoretical lower bound for the achievable rate $R$ for a distortion $D$. If squared error is taken as the distortion measure the rate distortion
Figure 1: Comparing the rate distortion trade-off of different quantizers with the Shannon limit. To see the derivation of the plots refer to Sec. 3. Specifically, refer to Sec. 3.1 for Scaled-sign, Sec. 3.2 for Asymmetric binary, Sec. 3.3 for Top-K 8-bit, and Sec. 3.4 for Top-K ternary.

function for a Gaussian source is \( R(D) = \frac{1}{2} \log \frac{\sigma^2}{D} \) for \( 0 \leq D \leq \sigma^2 \) and \( R(D) = 0 \) otherwise \([5, p. 344]\). The logarithm is to the base 2. This rate can only be achieved by considering block descriptions, i.e., a large number of realizations of \( X \) compressed together. In gradient compression one can compress together a large number of components in the gradient vector. The rate distortion lower bound presented above only applies when the compressed elements are independent. Although this may not be the case for the components in the gradient vector, \( R(D) \) is a useful theoretical bound to compare the performance of existing gradient quantizers. In our analysis we assert squared norm of the compression error as the distortion measure as it is has been widely used in gradient compression literature \([6, 7]\).

In this article we find the rate distortion trade-off of compression schemes such as Scaled-sign \([3]\) and Top-K \([8]\), and compare their performances with the Shannon bound \( R(D) \). In Sec. 2 we start with setting up the scalar quantization problem. In Sec. 3 we present the derivations of the rate distortion trade-off of the scalar quantizers considered. Our comparison is presented in Fig. 1. The substantial gap to the Shannon limit can be closed with vector quantization. Fig. 2 presents a similar comparison to that of Fig. 1 but with vector quantizers. The details of the vector quantizers is presented in Sec. 4. However, it must be noted that the vector quantization may not be a feasible solution for gradient compression due to the large computation requirements involved.
2 Optimal scalar quantizers

In scalar quantization the realizations of $X$ are quantized separately, i.e., without block descriptions. Since we are considering a single scalar, we can use the real line to illustrate the idea. The real line is separated into $M$ quantization regions, and all source values corresponding one region are assigned the same reconstruction point. Fig. 3 illustrates one possible assignment when $M = 4$. The quantization regions are separated by thresholds $\beta_1, \beta_2$ and $\beta_3$, and the reconstruction of $x$ values in the four regions from left to right are given by $s_0, s_1, s_2$ and $s_3$. For instance, given that $\beta_1 \leq X \leq \beta_2$ the reconstruction is $\hat{X} = s_1$. 

![Figure 3: A scalar quantizer for $M = 4$. The PDF of the source is indicated as $p(z)$.]
2.1 ECSQ problem

Let \( p_0, \ldots, p_{M-1} \) be the probability masses of the \( M \) regions corresponding to \( s_0, \ldots, s_{M-1} \). The \textit{entropy-constrained scalar quantization problem} (ECSQ) \cite{9} is to solve for the threshold and reconstruction points that minimize the expected distortion, subject to a maximum entropy constraint. The entropy-constrained scalar quantization problem is expressed as

\[
\min_{s_0, \ldots, s_{M-1}} \mathbb{E}[(X - \hat{X})^2]
\text{s.t. } H(\hat{X}) \leq R,
\]

where \( H(\hat{X}) = -\sum_{m=0}^{M-1} p_m \log p_m \). The problem is converted to an unconstrained optimization problem by writing the Lagrangian and minimizing

\[
J = \mathbb{E}[(X - \hat{X})^2] + \lambda (H(\hat{X}) - R).
\]

Note that for \( \lambda = 0 \) the optimization problem reduces to minimization of distortion alone, without the entropy constraint. As one may expect, the minimal distortion in this case is obtained when the entropy is at a maximum. This happens when all quantization regions are equiprobable, i.e. when \( p_m = 1/M \).

2.2 Lloyd-Max algorithm

The solution to minimization of \( J \) is obtained by the application of the iterative Lloyd-Max algorithm \cite{10}. The Lloyd-Max algorithm is executed as follows. Let \( p(x) \) be the PDF of the source \( X \). First, the reconstruction points \( s_0, \ldots, s_{M-1} \) are randomly initialized. Second, the thresholds and reconstruction points are iteratively updated as

\[
\beta_m = \frac{s_{m-1} + s_m}{2} - \lambda \frac{\log p_{m-1} - \log p_m}{2(s_{m-1} - s_m)} \quad \text{for } m = 1, \ldots, M - 1
\]

\[
p_m = \int_{\beta_m}^{\beta_{m+1}} p(x) \, dx, \quad s_m = \frac{\int_{\beta_m}^{\beta_{m+1}} xp(x) \, dx}{\int_{\beta_m}^{\beta_{m+1}} p(x) \, dx}
\]

for \( m = 0, \ldots, M - 1 \),

where we define \( \beta_0 = -\infty \) and \( \beta_M = \infty \). The iteration is continued until no further significant reduction in \( J \) is observed. For different \( \lambda \geq 0 \) we obtain operating points of the quantizer corresponding to different entropy rates. Note that as per \cite{2}, for a given quantization region \((\beta_m, \beta_{m+1})\), the optimal reconstruction point \( s_m \) is the centroid of the region. This can be verified by observing that for any random variable \( Y \) and a constant \( a \), \( \mathbb{E}[(Y - a)^2] \) is minimized by setting \( a = \mathbb{E}[Y] \).

3 Derivations of rate distortion trade-off

3.1 Scaled-sign: \( M = 2, \lambda = 0 \)

The Scaled-sign quantization \cite{3, 11} can be recovered by setting \( M = 2 \) and \( \lambda = 0 \) in \cite{1}. Scaled-sign, i.e., setting \( \hat{X} \) a scaled version of the sign of \( X \), is optimal when the rate \( R = 1 \)
and block descriptions are not allowed. The optimum reconstruction points are given by the centroids of the two quantization regions. This can be verified by using (2). For \( M = 2 \) and \( \lambda = 0 \) we have

\[
s_1 = \frac{\int_{0}^{\infty} xp(x) \, dx}{\int_{0}^{\infty} p(x) \, dx} = 2 \int_{0}^{\infty} xp(x) \, dx = \int_{-\infty}^{0} -xp(x) \, dx + \int_{0}^{\infty} xp(x) \, dx,
\]

which gives

\[
s_1 = \int_{-\infty}^{0} |x|p(x) \, dx + \int_{0}^{\infty} |x|p(x) \, dx = \int_{-\infty}^{\infty} |x|p(x) \, dx = \mathbb{E}[|X|].
\]

When \( p(x) \) is Gaussian \( \mathbb{E}[|X|] = \sigma \sqrt{2/\pi} \). Therefore, the relationship between \( X \) and \( \hat{X} \) can be compactly expressed as \( \hat{X} = \sigma \sqrt{2/\pi} \text{sgn}(X) \). If we have \( d \) observations of the random variable \( X \) represented as components in a vector \( u \in \mathbb{R}^d \), we can approximate \( \mathbb{E}[|X|] \) by computing \( \frac{|\text{sgn}(u)|}{d} \). With this approximation we have \( \hat{u} = \frac{|\text{sgn}(u)|}{d} \text{sgn}(u) \). The encoded \( \hat{u} \) vector first stores \( \frac{|\text{sgn}(u)|}{d} \) with finite precision, and second, stores \( \text{sgn}(u) \) as a binary vector. Since the median of \( p(x) \) is at zero, we expect the number of ones and zeros in the resulting binary vector to be equal. This means that the encoding of the binary vector takes one bit per component, and the vector cannot be compressed further without information loss. The comparison of Scaled-sign with other quantizers is presented in Fig. 1.

The expected distortion \( \mathbb{E}[(X - \hat{X})^2] \) with Scaled-sign is \( \frac{\pi - 2}{\pi} \sigma^2 = 0.3633 \sigma^2 \). The distortion rate function for Gaussian \( p(x) \) is \( D(R) = \sigma^2 2^{-2R} \), which for \( R = 1 \) is \( 0.25 \sigma^2 \). We have \( 0.3633 \sigma^2 \) greater than the optimal \( 0.25 \sigma^2 \) since scalar quantization does not allow block descriptions.

3.2 Asymmetric binary quantizer: \( M = 2, \lambda \geq 0 \)

Scaled-sign provides a rate of 1 bit with a fixed distortion. The Scaled-sign quantizer can be generalized to obtain all rates less than 1 by setting \( M = 2 \) and a non-zero \( \lambda \) in (1). For the ease of use let us refer to this generalization as the asymmetric binary quantizer. Instead of solving (1) using the Lloyd-Max algorithm, we can use the following method to obtain the rate distortion function for the asymmetric binary quantizer.

The idea behind the asymmetric binary quantizer is to change the boundary that separates quantization regions in a way that the two regions have asymmetric probability masses. This causes the two reconstruction points to be selected with different probabilities. Let the new boundary be \( \sigma \beta \) for some \( \beta \in \mathbb{R} \), and let \( \phi \) and \( \Phi \) be the PDF and CDF of the standard normal distribution. Fig. 4 illustrates the quantizing regions and the corresponding reconstruction points. We map \( X < \sigma \beta \) to \( s_0 \) and \( X > \sigma \beta \) to \( s_1 \) where \( s_0 \) and \( s_1 \) are yet to be determined. This means that we assign a random observation \( X \) to \( s_0 \) with probability \( \Phi(\beta) \) and to \( s_1 \) with probability \( 1 - \Phi(\beta) \). These assignments can be represented by a binary vector which has entropy \( H(\Phi(\beta)) \). By changing \( \beta \) we can attain any entropy between 1 and 0, which translates to the rate of the asymmetric binary quantizer. Expected distortion in this scheme is

\[
\mathbb{E}[(X - \hat{X})^2] = \mathbb{E}[(X - \hat{X})^2|X < \sigma \beta] \Pr(X < \sigma \beta) + \mathbb{E}[(X - \hat{X})^2|X > \sigma \beta] \Pr(X > \sigma \beta)
\]

\[
= \mathbb{E}[(X - s_0)^2|X < \sigma \beta]\Phi(\beta) + \mathbb{E}[(X - s_1)^2|X > \sigma \beta](1 - \Phi(\beta)).
\]

(3)

For a given \( \beta \) we can determine \( s_0 \) and \( s_1 \) that minimize the expected distortion. Note that for any random variable \( Y \) and a constant \( a \), \( \mathbb{E}[(Y - a)^2] \) is minimized by setting \( a = \mathbb{E}[Y] \).
Figure 4: Quantizing regions of the asymmetric binary quantizer. All values to the left of $\sigma \beta$ and to the right of $\sigma \beta$ get mapped to $s_0$ and $s_1$ respectively. We recover Scaled-sign by setting $\beta = 0$.

Therefore, we set $s_0$ to be the expected value of the normal distribution truncated from above at $\sigma \beta$. With this choice of $s_0$ the first term $E[(X-s_0)^2|X<\sigma \beta]$ in (3) becomes the variance of the normal distribution truncated from above at $\sigma \beta$. A similar argument is applied to finding the $s_1$ and the resulting second term in (3). Plugging in the truncation limits to the variance expression of the truncated normal distribution and simplifying gives

$$E[(X-\hat{X})^2] = \sigma^2(h(\beta) + h(-\beta)).$$

So far we have established that for a given $\beta$ the asymmetric binary quantizer yields a rate $H(\Phi(\beta))$ and a distortion $\sigma^2(h(\beta) + h(-\beta))$. For a given distortion budget $D$, we can find the rate offered by this scheme by solving the optimization problem

$$\min_{\beta} H(\Phi(\beta))$$

s.t. $\sigma^2(h(\beta) + h(-\beta)) \leq D$.

First, we observe that minimizing $H(\Phi(\beta))$ is equivalent to either minimizing or maximizing $\Phi(\beta)$. Since $\Phi$ is a monotonically increasing in $\beta$, we can equivalently minimize or maximize $\beta$ itself. Since both the objective function and the constraint are symmetric around $\beta = 0$, without loss of generality we choose to maximize $\beta$ and cast the optimization problem as $\max_{\beta>0} \beta$ subject to $\sigma^2(h(\beta) + h(-\beta)) \leq D$. One can plot the constraint against $\beta$ and verify that $h(\beta) + h(-\beta)$ is monotonically increasing for $\beta > 0$, and that there is a one-to-one mapping between $\beta$ and $D$. This means that we can first find $\beta_D$ that achieves equality $\sigma^2(h(\beta_D) + h(-\beta_D)) = D$, and then compute the rate as $H(\Phi(\beta_D))$. See Fig. 1 to compare the rate distortion trade-off of the asymmetric binary quantizer with other quantizers.

### 3.3 Top-K with $b$-bit precision: $M > 3, b > 1$  

Sparsification schemes such as Top-K preserves only the most significant elements in the gradient and achieves nearly consistent convergence performance with vanilla SGD. A subset of gradient entries with largest absolute values are selected and the rest is set to zero, essentially sparsifying the reconstructed gradient along the standard basis. The encoded representation
comprises of the list of non-zero locations and the list of corresponding non-zero values. Sparsification can be achieved by either setting a threshold and zeroing out all elements whose magnitudes are smaller than the threshold, or by selecting a fixed size subset of gradient entries that have the largest magnitude. In Table 1 we summarize the Top-$K$ variants and indicate how in those variants the largest elements are selected, and how the reconstruction values are assigned. Thresholding means values smaller than a threshold are set zero. Largest $K$ means that all except the $K$ gradient entries with largest magnitude are set to zero. The reconstruction point is either the original value itself, or the average of the non-zero values, or the threshold.

Consider the last two schemes in Table 1 that correspond to $b$-bit reconstruction points. Assume that we have $d$ observations of the random variable $X$ represented as components in a vector $u \in \mathbb{R}^d$. Similar to the approaches in [13, 14], for $\beta \geq 0$, all values in $u$ that are in $(-\sigma\beta, \sigma\beta)$ interval are set to zero. The rest of the values are represented with $b$-bit precision. The non-zero locations can be represented by a binary vector. In expectation we have $2\Phi(-\beta)d$ non-zero values which is similar to the $K$ in Top-$K$ in [6, 15]. For a given $\beta$, the expected rate of this scheme is $R = H(2\Phi(-\beta)) + 2\Phi(-\beta)b$. The first term is due to the entropy of the i.i.d. binary vector that represents non-zero locations, and the second term is due to the $b$-bit representation of non-zero values. Both terms in $R$ are monotonically decreasing in $\beta$.

We assume that $b$ is large enough so that the distortion incurred by encoding a real value with $b$-bit precision is negligible. In practice one often use 32-bit single-precision floats for this task. Therefore, only the zero reconstruction values contribute to the distortion. The expected distortion can be computed using the expression for the variance of the normal distribution truncated from below and above at $-\beta$ and $\beta$. This gives

$$\mathbb{E}[(X - \hat{X})^2] = \sigma^2 \left( 1 - \frac{2\beta\phi(\beta)}{2\Phi(\beta) - 1} \right) (2\Phi(\beta) - 1),$$

which, one can show is monotonically increasing in $\beta$. Therefore, for a given distortion budget $D$ we can find the $\beta$ that achieves equality $\mathbb{E}[(X - \hat{X})^2] = D$ and find the corresponding rate. In Fig. 1 we plot $R$ against $D/\sigma^2$ for $b = 8$ and compare this Top-$K$ variant discussed in [13, 14] with other quantizers.

### 3.4 Top-$K$ with ternary alphabet: $M = 3$, $\lambda \geq 0$

Let us now consider the case when $b$ is small enough to cause non-negligible distortion. In particular, let us consider the case when all non-zero values are assigned one of two reconstruction values. The idea is illustrated in Fig. 5. This quantizer has three regions, and three reconstruction points. The rate distortion function of this scheme can be obtained by solving (1) with $M = 3$ for different $\lambda$. For a given $\beta$, the optimal reconstruction points in Fig. 5 are the centroids of the quantizing regions. This is equivalent to the scheme proposed in [8].

| Reference | Sparsification method | Reconstruction point |
|-----------|-----------------------|----------------------|
| [12]      | Thresholding           | Threshold (ternary)   |
| [8]       | Thresholding           | Average (ternary)     |
| [13, 14]  | Thresholding           | Original ($b$-bit)    |
| [6, 15]   | Largest $K$            | Original ($b$-bit)    |

Table 1: Summarizing differences in sparsification methods.
Figure 5: Quantizing regions of a sparsification-based quantizer. The reconstruction points corresponding to the three regions are \( s_1, 0 \) and \( s_3 \).

Instead of solving (1) we can also find the rate distortion function of this scheme as follows. For a fixed \( \beta \), from left to right, values belonging to three coloured regions get mapped to \( s_0, 0 \) and \( s_2 \). Setting \( \beta \) such that \( s_0 \) and \( s_2 \) become the centroids of the respective regions minimize the distortion. Letting \( p_1 = \Phi(-\beta) \) and \( p_0 = 1 - 2p_1 \), we compute the expected distortion

\[
\mathbb{E}[(X - \hat{X})^2] = 2\mathbb{E}[(X - \hat{X})^2 | X < -\sigma \beta] \Pr(X < -\sigma \beta)
+ \mathbb{E}[(X - \hat{X})^2 | |X| \leq \sigma \beta] \Pr(|X| \leq \sigma \beta)
= 2\sigma^2 \left(1 + \frac{\beta \phi(\beta)}{p_1} - \left(\frac{\phi(\beta)}{p_1}\right)^2\right) p_1 + \sigma^2 \left(1 - \frac{2\beta \phi(\beta)}{p_0}\right) p_0.
\]

The expected rate is given by the entropy of the ternary vector that encodes three possible quantization values \( s_1, 0 \) and \( s_3 \). Therefore, the rate is \( R = -2p_1 \log p_1 - p_0 \log p_0 \) in bits. We let \( \mathbb{E}[(X - \hat{X})^2] = D \) and plot \( R \) versus \( D/\sigma^2 \) by varying \( \beta \) from 0 to \( \infty \). This plot is indicated in Fig. 1 as Top-K ternary.

4 Vector quantizers

A natural generalization of entropy-constrained scalar quantization is entropy-constrained vector quantization. The latter solves for the optimal quantizing regions in high dimensional space, and the corresponding reconstruction points. In this section we redefine \( X \) and \( \hat{X} \) to be a \( N \) dimensional vectors. The entries of \( X \in \mathbb{R}^N \) are normally distributed i.i.d. random variables with variance \( \sigma \). Let \( R_0, \ldots, R_{M-1} \) be \( M \) quantizing regions in the \( N \) dimensional space. The reconstruction of \( X \) is \( \hat{X} \in \mathbb{R}^N \), and \( \hat{X} \) is assigned one of \( s_0, \ldots, s_{M-1} \) reconstruction points that are in the \( N \) dimensional space. Let \( p_0, \ldots, p_{M-1} \) be the probabilities each of the \( M \) reconstruction points are picked. The entropy-constrained vector quantization problem can be expressed as

\[
\min_{s_0, \ldots, s_{M-1}, R_0, \ldots, R_{M-1}} \mathbb{E}[\|X - \hat{X}\|_2^2]
\text{s.t.} \quad H(\hat{X}) \leq R,
\]
where $H(\hat{X}) = -\sum_{m=0}^{M-1} p_m \log p_m$. Similar to (1) for the scalar case, we can obtain an unconstrained optimization problem by writing the Lagrangian with parameter $\lambda \geq 0$. The solution to the Lagrangian minimization is obtained by applying the Chou-Lookabaugh-Gray (CLG) algorithm [16], the extension of the Lloyd-Max algorithm to vector quantization.

4.1 Chou-Lookabaugh-Gray algorithm

It may not be straightforward to describe the exact boundaries of the optimal quantizing regions $R_0, \ldots, R_{M-1}$. Therefore, the CLG algorithm is implemented for a given dataset. Let $\{x_k\}$ be a set of realizations of $X$. Each realization $x_k$ is assigned to one reconstruction point out of $M$ possibilities $s_0, \ldots, s_{M-1}$. Let $p_0, \ldots, p_{M-1}$ be the fractions of data points that corresponds to the $M$ reconstruction points. The CLG algorithm is initialized by setting a set of initial guesses to $s_0, \ldots, s_{M-1}$, and then the algorithm is iterated executing the following two steps:

$$B_m = \{x_k \mid m = \arg \min_{m'} \|x_k - s_{m'}\|^2 - \lambda \log p_{m'}\} \quad \text{for } m = 1, \ldots, M-1 \quad (4)$$

$$s_m = \frac{1}{|B_m|} \sum_{x_k \in B_m} x_k \quad \text{for } m = 0, \ldots, M-1.$$

Here, $|B_m|$ denotes the cardinality of $B_m$. The first step computes the set of data points associated with the $m$th reconstruction region, and the second step computes the optimal reconstruction point that minimizes the distortion. This iteration is continued until the distortion averaged across the data points converges. For different $\lambda \geq 0$ we obtain operating points of the quantizer corresponding to different entropy rates. Note that setting $\lambda = 0$ recovers the $K$-means clustering algorithm. A zero $\lambda$ means there is no constraint on the rate. When $\lambda = 0$, $x_k$ is assigned to the closest reconstruction point. The impact of having a non-zero $\lambda$ can be easily understood by assuming a large $\lambda$. In that case, the minimization in (4) favors a reconstruction point $s_{m'}$ corresponding to a higher $p_{m'}$, even though $s_{m'}$ may not be the closest to $x_k$. This assignment creates an asymmetry in the probability distribution $p_{m'}$, making the entropy smaller. Intuitively, having one or two reconstruction points with very large $p_{m'}$ incurs a smaller entropy than having a large number of reconstruction points with equal $p_{m'}$.

4.2 Visualizing optimal quantization regions

Fig. 6 illustrates the how $B_m$ sets are determined by CLG for $N = 2$ and $M = 9$. Setting $\lambda = 0$ gives the left-most sub-figure in which the algorithm finds $B_m$ and $s_m$ that minimize distortion, without any constraint on entropy. This yields a uniform distribution across the reconstruction points with $p_m \approx 1/9$ producing the maximum entropy for $M = 9$. As $\lambda$ gets larger, such as in the middle and right-most sub-figures, most of the probability mass is assigned to one region. For example, in the right-most sub-figure 95682 $x_k$ are assigned to the reconstruction point in middle. The five reconstruction points immediately around the one in middle get roughly equal number of assignments: 713, 840, 873, 937, and 955 $x_k$. The three outermost reconstruction points are not assigned any $x_k$. For $N = 2$ and $\lambda = 0.8$, even if we set $M$ larger than 9, the CLG algorithm finds 6 quantizing regions with non-zero probabilities that are similar to those in the right-most sub-figure.
Figure 6: Optimal assignment of $10^5$ normally distributed 2-d random vectors to 9 reconstruction points. From left to right sub-figures correspond to three values of $\lambda$: 0, 0.4 and 0.8.

Figure 7: Quantization of $10^5$ normally distributed 2-d random vectors. Left and right sub-figures correspond to Lloyd-Max $M = 3$ (3 reconstruction points per random variable, 9 points for two) and CLG $M = 9$. Parameters in each method is tuned to produce a distortion of 0.6.

4.3 Comparing with scalar quantization

For rates below one bit, as per Fig. 1, Lloyd-Max $M = 3$ (Top-K ternary) quantizer performs as well as any other scalar quantizer with a larger $M$. For this reason we choose Lloyd-Max $M = 3$ and illustrate its quantization regions in 2-d space, i.e., when two random variables are quantized using 9 reconstruction points. We compare these quantization regions with the ones produced by CLG when $N = 2$ and $M = 9$. The two sub-figures in Fig. 7 presents the comparison. Note that Lloyd-Max $M = 3$ quantizer is only able to produce rectangular boundaries in 2-d space since the two dimensions are considered independently. In comparison, CLG produces more complex boundaries by jointly considering the two dimensions. The two outermost reconstruction points in CLG not not assigned any $x_k$. Both quantizers produce a distortion of 0.6. The corresponding entropy of Lloyd-Max and CLG quantizers are 0.524 and 0.511 respectively. Therefore, CLG achieves a lower entropy for the same distortion by jointly quantizing two random variables.

We can numerically compute entropy $H(\hat{X})$ and distortion $\mathbb{E}[\|X - \hat{X}\|_2^2]$ of the CLG quantizer trained on $\{x_k\}$. We compute and plot in Fig. 2 such rate distortion pairs for $N = 2, \ldots, 8$. Different rates are obtained by varying $\lambda$. Recall that CLG algorithm requires an $M$ parameter.
that indicates the number of reconstruction points in the quantizer. For each $N$ we increase $M$ given to CLG such that the algorithm assigns $p_m = 0$ for at least one reconstruction point.
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