Refining activation downsampling with SoftPool
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Abstract

Convolutional Neural Networks (CNNs) use pooling to decrease the size of activation maps. This process is crucial to locally achieve spatial invariance and to increase the receptive field of subsequent convolutions. Pooling operations should minimize the loss of information in the activation maps. At the same time, the computation and memory overhead should be limited. To meet these requirements, we propose SoftPool: a fast and efficient method that sums exponentially weighted activations. Compared to a range of other pooling methods, SoftPool retains more information in the downsampled activation maps. More refined downsampling leads to better classification accuracy. On ImageNet1K, for a range of popular CNN architectures, replacing the original pooling operations with SoftPool leads to consistent accuracy improvements in the order of 1-2\%.

We also test SoftPool on video datasets for action recognition. Again, replacing only the pooling layers consistently increases accuracy while computational load and memory remain limited. These favorable properties make SoftPool an excellent replacement for current pooling operations, including max-pool and average-pool\textsuperscript{1}.

1. Introduction

Pooling layers are essential in convolutional neural networks (CNNs) to decrease the size of activation maps. They reduce the computational requirements of the network while also achieving spatial invariance, increasing the receptive field of subsequent convolutions [5, 25, 42].

A range of pooling methods has been proposed, each with different properties (see Section 2). Most architectures use maximum or average pooling, both of which are fast and memory-efficient but leave room for improvement in terms of retaining important information in the activation map.

\textsuperscript{1}Our an code is available at: https://git.io/JL5zL

Figure 1. SoftPool illustration. The original image is subsampled with a $2 \times 2$ ($k = 2$) kernel. The output is the sum of the exponentially weighted original pixel values in the kernel region.

We introduce SoftPool, a kernel-based pooling method that uses the softmax weighted sum of activations. Through extensive experiments, we demonstrate that SoftPool largely preserves descriptive activation features, while remaining computation- and memory-efficient. SoftPool equipped CNNs consistently outperform their vanilla counterparts. We make the following contributions:

- We introduce SoftPool: a novel pooling method based on softmax normalization that can be used to downsample 2D (image) and 3D (video) activation maps.
- We demonstrate how SoftPool outperforms other pooling methods by preserving the original features, measured using image similarity.
- Experimental results on image and video classification tasks show consistent improvement when replacing the
Figure 2. **Pooling variants.** We simplify the equations by using $R$ for representing the width and height dimensions. (a,b) **average and maximum pooling** are based on averaging and maximum activation selection in a kernel. (c) **Power Average pooling ($L_p$)** [8, 13] is proportional to average pooling raised to a power ($p$), with the output being equal to max-pool ($p \to \infty$) or sum pooling ($p = 1$). (d) **Stochastic pooling** [46] outputs a randomly selected activation from the kernel region. (e) **Stochastic Spatial Sampling (S3Pool)** [47] samples random horizontal and vertical regions given a specified stride. (f) **Local Importance Pooling (LIP)** [10] uses a trainable function $G$ to enhance specific features. (g) **Softpool** (ours) exponentially weights the effect of activations using a softmax kernel. The remainder of the paper is structured as follows. We first discuss related work on feature pooling. We then detail SoftPool (Sec. 3) and evaluate it in terms of feature loss and image and video classification performance (Sec. 4).

### 2. Related Work

**Pooling for hand-crafted features.** Downsampling has been a widely used technique in hand-coded feature extraction methods such as Bag-of-Words and Bag-of-Features [7] where images are viewed as collections of local patches, pooled and encoded as vectors [39]. This approach has also been studied in combination with Spatial Pyramid Matching [20] to preserve spatial information. Later works considered the selection of the maximum SIFT features in a spatial region [43]. Pooling has primarily been linked to the use of max-pooling, because of the feature robustness of biological max-like cortex signals [30]. Boureau et al. [1] studied maximum and average pooling in terms of their robustness and usability. Max-pooling has been effectively used to produce representative results in low feature activation settings.

**Pooling in CNNs.** Pooling has also been adapted to learned feature approaches, as seen in early works in CNNs [21]. The main benefit of pooling has traditionally been the creation of condensed feature representations that are significantly smaller than the originals, thus reducing computational requirements and empowering the creation of larger and deeper architectures [31, 35].

Recent efforts have focused on preserving relevant features in the downsampling process. An overview of a number of popular pooling methods appears in Figure 2. Initial approaches include stochastic pooling [46], which uses a probabilistic weighted sampling of activations within a kernel region. Mixed pooling based on maximum and average pooling has been used either probabilistically [44] or through a combination of portions from each method [22]. Based on the combination of averaging and maximization, Power average ($L_p$) pooling [8, 13] utilizes a learned parameter $p$ to determine the relative importance of both methods. When $p = 1$, the local sum is used, while $p \to \infty$ corresponds to max-pooling. More recent approaches have considered grid-sampling methods, as in S3Pool [47], in which the downsampled outputs stem from randomly sampling the rows and columns from the original feature map grid. Detail Preserving Pooling (DPP, [29]) uses average pooling while enhancing activations with above-average values. Local Importance Pooling (LIP, [10]) has further evaluated the use of learned weights as a sub-network attention-based mechanism that can be utilized for pooling informative features while discarding uninformative ones.

In contrast to the previously described operations, some pooling methods have strict architectural or task-based criteria that limit their application to specific CNN architectures and tasks. For example, spatial pyramid pooling (SPS, [15]) is based on object windows and requires multi-layer bins and global average pooling [23]. ROI-pool [12] uses bounding boxes to distinguish foreground from background. ROI-align [14] further includes quantization. Most of the aforementioned methods rely on different combinations of maximum and average pooling. Instead of combining existing methods, our work is based on a soft-
max weighting approach to preserve the basic properties of the input while amplifying feature activations of greater intensity. Different from max-pooling, softmax pooling is differentiable. Consequently, we obtain a gradient for each input during backpropagation, which is likely to increase the training efficacy. We demonstrate the effects of SoftPool in Figure 3, where the zoomed-in regions show that features are not completely lost as with hard-max selection, or suppressed by others within the region, through averaging.

Other previous methods use trainable parameters resulting in increased computational costs, directly impacting usability in larger networks. In contrast, SoftPool can replace any pooling operation, including maximum and average pooling, and is both computation- and memory-efficient.

### 3. SoftPool Downsampling

We start by formally introducing the forward flow of information in SoftPool and the gradient calculation during backpropagation. We consider a local region \( R \) in an activation map \( a \) with dimension \( C \times H \times W \) with \( C \) the number of channels, \( H \) the height and \( W \) the width of the activation map. For simplicity of notation, we omit the channel dimension and assume that \( R \) is the set of indices corresponding to the activations in the 2D spatial region under consideration. For a pooling filter of size \( k \times k \), we consider \( |R| = k^2 \) activations. The output of the pooling operation is \( \tilde{a}_R \) and the corresponding gradients are denoted with \( \nabla \tilde{a}_i \).

#### 3.1. Exponential maximum kernels

SoftPool is influenced by the cortex neural simulations of Riesenhuber and Poggio [26] as well as the early pooling experiments with hand-coded features of Boureau et al. [1]. The proposed method is based on the natural exponent \( e \) which ensures that large activation values will have greater effect on the output. The operation is differentiable, which implies that all activations within the local kernel neighborhood will be assigned at least a minimum gradient value during backpropagation. This is in contrast to pooling methods that employ hard-max pooling. SoftPool utilizes the smooth maximum approximation of the activations within kernel region \( R \). Each activation \( a_i \) with index \( i \) is applied a weight \( w_i \) that is calculated as the ratio of the natural exponent of that activation with respect to the sum of all natural exponents of the activations within neighborhood \( R \):

\[
w_i = \frac{e^{a_i}}{\sum_{j \in R} e^{a_j}}
\]

The weights are used as non-linear transforms in conjunction with the value of the corresponding activation. Higher activations become more dominant than lower-valued ones. Because most pooling operations are performed in high-dimensional feature spaces, highlighting the
activations with greater effect is a more balanced approach than simply selecting the maximum. In the latter case, discarding the majority of the activations presents the risk of losing important information. Conversely, an equal contribution of activations in average pooling can significantly reduce in the overall regional feature intensity.

The output value of the SoftPool operation is produced through a standard summation of all weighted activations within the kernel neighborhood $R$:

$$\hat{a} = \sum_{i \in R} w_i \cdot a_i$$  \hspace{1cm} (2)

In comparison to other max- and average-based pooling approaches, using the softmax of regions produces normalized results with a probability distribution proportional to the values of each activation with respect to the neighboring activations for the kernel region. This is in direct contrast to popular maximum activation value selection or averaging all activations over the kernel region, where the output activations are not regularized. A full forward and backward information flow is shown in Figure 4.

![Figure 4. SoftPool operation overview](image)

In forward operation, in orange, the kernel uses the exponential softmax value of each activation as weight and then calculates the weighted sum for the region $R$. The same weights are also used for the gradients ($\nabla \hat{a}_i$), denoted in blue. The activation gradients are proportional to the calculated softmax weights.

### 3.2. Gradient calculation

During the update phase in training, gradients of all network parameters are updated based on the error derivatives calculated at the proceeding layer. This creates a chain of updates, when backpropagating throughout the entire network architecture. In SoftPool, gradient updates are proportional to the weights calculated during the forward pass. This corresponds to updates in the gradients of smaller activations being less than those of substantial activations.

Softmax is differentiable unlike max or stochastic pooling. As a result, during backpropagation, a minimum nonzero weight will be assigned to every activation within a kernel region. This enables the calculation of a gradient for every single activation in that region, as in Figure 4.

In our implementation of SoftPool, we use finite ranges of possible values given a precision level (i.e., half, single or double). We retain the differentiable nature of softmax by assigning a lower arithmetic limit given the number of bits used by each type. This prevents arithmetic underflow. We implement this mechanism for both the kernel values, and the produced activation value used in the final summation.

### 3.3. Feature preservation

An integral goal of sub-sampling is the preservation of the representative features in the input while simultaneously minimizing the overall resolution. Creating unrepresentative downscaled versions of the original inputs can be harmful to the overall model’s performance as the representation of the input is detrimental for the task.

Currently widely used pooling techniques can be ineffective in certain cases, as shown in Figure 3. Average pooling decreases the effect of all activations in the region equally, while max pooling selects only the single highest activation in the region. The effect of SoftPool falls between these two pooling methods, as all activations in the region contribute to the final output while higher activations are more dominant compared to lower ones. This can balance out the effects of both average and max pooling, while leveraging the beneficial properties of both. An example of the level of detail that can be preserved with SoftPool is shown in Figure 5. The colors (channel values) remain true to those of the original images even in cases where the image has been sub-sampled substantially (e.g., 25% of the original).

![Figure 5. Results after repeated SoftPool downsampling](image)

Figure 5. Results after repeated SoftPool downsampling. Top row shows the original $1000 \times 1000$ images. Rows 2–4 show the downscaled images with SoftPool applied $1 \times$, $2 \times$ and $3 \times$, respectively. The corresponding image sizes are $500 \times 500$, $250 \times 250$ and $125 \times 125$. Best viewed zoomed-in.

### 3.4. Spatio-temporal kernels

CNNs have also been extended to use 3D inputs to represent additional dimensions such as depth and time. To
accommodate these inputs, SoftPool can be extended to include an additional dimension in the kernel. For an input activation map $a$ with dimension $C \times H \times W \times T$, with $T$ the temporal extent, we transform the 2D spatial kernel region $R$ to a 3D spatio-temporal region where the third dimension operates on the temporal dimension.

The produced output now holds condensed spatio-temporal information. With the added dimension, desired pooling properties such as limited loss of information, a differentiable function, and low computational and memory overhead are even more important. In the next section, we demonstrate that SoftPool performs favorably with 3D inputs.

4. Experimental Results

We first evaluate the information loss for various pooling operators. We compare the downsampled outputs to the original inputs using three similarity measures (Section 4.2). We also investigate each pooling operator’s computation and memory overhead (Section 4.3).

We then focus on the classification performance gain when using SoftPool in a range of popular CNN architectures (Section 4.4). We also perform an ablation study where we replace max-pooling operations by SoftPool operations in an InceptionV3 architecture (Section 4.5).

Finally, we demonstrate the merits of SoftPool for spatio-temporal data by focusing on action recognition in video (Section 4.6). Additionally, we investigate how transfer learning performance is affected when SoftPool is used.

4.1. Experimental settings

Datasets. For our experiments with images, we employ the ImageNet1K dataset [28]. It contains approximately 1.2M images from 1,000 classes. For action recognition, we use the HACS [48] and Kinetics-700 [2] benchmark datasets which include 500K and 600K videos from 200 and 700 classes, respectively. For our transfer learning experiment, we use the UCF-101 [32] dataset. It contains 101 classes and 9K videos.

Implementation details. Training for the image classification task is performed with a random region selection of $294 \times 294$ height and width, which was then resized to $224 \times 224$. We use an initial learning rate of 0.1 with an SGD optimizer and a step-wise learning rate reduction every 40 epochs for a total of 100 epochs. The epochs number was chosen as no further improvements were observed for any of the models. We also set the batch size to 128 to ensure all models are trained with the same batch size. Possible deviations (in the range of 1-2%) from reported models in the literature are due to our training environment settings.

For our experiments on videos, we use a multigrid training scheme [41], with frame sizes between 4–16 and frame crops of 90–256 depending on the cycle. On average, the video inputs are of size $8 \times 160 \times 160$. With the multigrid scheme, the batch sizes are between 64 and 2048 with each size counter-equal to the input size in every step to match the memory use. We use the same learning rate, optimizer, learning rate schedule and maximum number of epochs as in the image-based experiments.

4.2. Downsampling similarity

We first assess the information loss of various pooling operations. We compare the original inputs with the downsampled outputs in terms of similarity. We use five different kernel sizes (i.e., $k \times k$, with $k = \{2...6\}$) and report the following three different similarity measures.

Structural Similarity Index (SSI) [40] is a widely-used similarity measure between two images, in our case the original and downsampled image. The SSI is based on the computation of a luminance term, a contrast term and a structural term. Larger index values correspond to larger structural similarities between the images compared.

Pixel-wise similarity (Pix Sim) measures the normalized inverse of the pixel-wise $L_1$ distance between the original and the downsampled image up-scaled through spline interpolation to match the image sizes. The results are summed and then averaged over the image dimensions.

Earth mover’s Distance (EMD) uses the Wasserstein metric [27] to compare the color-based histogram distributions of the original and downsampled images. Both histograms use a single channel version of their pixel values produced by the ITU-R 601-2 luma transform [6].

We randomly select 10 images for each class in ImageNet1K and evaluate performance of a number of pooling methods in terms of these three similarity measures. We apply pooling directly on the images, instead of on activation maps. Results appear in Table 1 and Figure 6.

Overall, SoftPool has a SSI above all other pooling methods for all tested kernel sizes. While differences with average pooling are small for SSI, we see larger differences in pixel-wise similarity. Finally, the Earth Mover’s Distance is lower for the SoftPool downsampled image in comparison to those of other pooling methods, albeit these differences are again small. In sum, SoftPool consistently achieves the best similarity scores, independent of the kernel size. In Section 4.4, we investigate whether this favorable property also leads to better generalization and, consequently, higher classification rates.

4.3. Latency and memory use

Memory and latency costs of pooling operations are largely overlooked as a single operation has negligible latency times and memory consumption. However, because of the parallelization of deep learning models, operations may be performed thousands of times per step. Eventually, a slow or memory-intensive pooling operations can have a
detrimental effect on the performance.

To test the computation and memory overhead, we report the memory use and inference times for runs on both CPU and GPU (CUDA) in Table 1. Our testing environment consists of an AMD Threadripper 2950X with 2400MHz RAM frequency and four Nvidia 2080 Tis. Results are based on 100 consecutive pooling operations. We use PyTorch, and test the publicly available implementations. Simple pooling methods (see Table 1) are integrated parts of the PyTorch library and thus have been better optimized.

It is evident from Table 1 that our implementation of SoftPool can achieve low inference times for both CPU- and CUDA-based operations, while remaining memory-efficient as the proposed method is simple and very efficient to compute within a kernel region. SoftPool is second only to average pooling in terms of latency and memory use.

4.4. Classification performance on ImageNet

We investigate whether SoftPool’s favorable performance in terms of retaining information also leads to better classification accuracy. We replace the original pooling layers (denoted as vanilla) in ResNet50, ResNet101, DenseNet121 and ResNeXt50 32x4d with several pooling methods reported in the literature. These models are chosen based on their widespread usability. Directly replacing the original pooling layers allows us to compare the classification accuracy on ImageNet1K.

As shown in Table 2, replacements with SoftPool yield consistent accuracy improvements in the order of 1.16-1.98% over the vanilla networks. In addition, results with SoftPool outperform all other tested pooling operations.

In Table 3, we report on a larger variety of CNN architectures with pairwise comparisons between the performance on ImageNet1K using the original pooling layers, and with all pooling operations replaced by SoftPool. For (Wide-)ResNets and ResNeXt models, we replace the max-pool operation after the first convolution layer. For DenseNet, we additionally replace four average pooling layers.

Replacing pooling layers with SoftPool improves the overall performance of the network, for all tested networks.
The classification accuracy gain is consistent, between 1.06 and 2.03% (average 1.60%).

Table 3 also summarizes the number of parameters and GLOPs. SoftPool does not increase the number of parameters because it does not use trainable variables, in contrast to recent pooling methods [10, 13, 19, 29]. Also, the number of operations (GLOPs) is the same as the maximum and average pooling operators that we replaced.

For ResNet [16] architectures, when switching to SoftPool, an average top-1 accuracy improvement of 1.57% is observed with a maximum improvement of 2.03% on ResNet50. DenseNet [17] top-1 accuracy gains are in the 1.06–1.91% range. The top-5 accuracy follows similar incremental trends with a 1.33% average increase. For both top-1 and top-5, the largest increase is for DenseNet121.

For ResNeXt [42] models, an average of 1.65% top-1 accuracy improvement is reported. The best model, ResNeXt32x8d, achieves 78.492% top-1 accuracy (+1.39%) and 94.534% top-5 accuracy (+0.78%) with SoftPool.

Finally, Wide-ResNets [45] have accuracy increases of 1.70% and 1.45% for top-1 and top-5, respectively, on Wide-ResNet50. On Wide-ResNet101, these gains are 1.82% and 1.13% for top-1 and top-5, respectively.

Together, these results demonstrate that simply replacing a single pooling layer (ResNet, ResNeXt and Wide-ResNet) or only five pooling layers (DenseNet) with SoftPool operations, leads to a modest but important increase in accuracy without affecting the number of parameters and GLOPs. The use of SoftPool typically performs as well as using a deeper network with maximum or average pooling.

### 4.5. Multi-layer ablation study

In order to better understand how SoftPool affects the network performance at different depths, we use an InceptionV3 model [36] which integrates pooling within its layer structure. We systematically replace the max-pool operations within Inception blocks at different network layers.

Judging from the top-1 and top-5 results summarized in Table 4, the accuracy increases with the number of pooling layers that are replaced with SoftPool. An average increase of 0.29% in top-1 and 0.20% in top-5 accuracies are observed over single layer replacements. The final accuracy surge between the original network with max-pool (N) and the SoftPool model (VII) is +2.01% for top-1 and +1.30% for top-5. This demonstrates that the proposed SoftPool operation can be used as a direct replacement regardless of the network depth.

### 4.6. Classification performance on video data

Finally, we demonstrate the merits of SoftPool in handling spatio-temporal data. Specifically, we address action recognition in videos where the input to the network is a stack of subsequent frames in a video. Representing time-based features stands as a major challenge in action recognition research [33]. This challenge is also present when downsampling space-time data because the downsampled volume needs to include key temporal information without decreasing the quality of the spatial structure of the input activations.

In this experiment, we use pre-existing time-inclusive networks and replace the original pooling methods with SoftPool. Most space-time networks extend 2D convolutions to 3D to account for the temporal dimension. They use stacks of frames as inputs. For the tested networks with SoftPool, the only modification is that we use SoftPool to deal with the additional input dimension (see Section 3.4).

We trained most architectures from scratch on HACS [48] using the implementations provided by the authors. Results for Kinetics-700 and UCF-101 are fine-tuned from the HACS-trained models. We make exceptions for ir-CSN-101 and SlowFast, for which we used the networks trained for Kinetics-700 that were provided by the authors. ir-CSN-101 [37] is pre-trained on I6G6M [11], a large dataset consisting of 65M video that is not publicly available. SlowFast [9] is pre-trained on the full ImageNet dataset.

Results appear in Table 4.5. For three architectures,
Table 5. Action recognition top-1 and top-5 accuracy for HACS, Kinetics-700 and UCF-101. Models are trained on HACS and fine-tuned for Kinetics-700 and UCF-101, except for ir-CSN-101 and SlowFast r3d-50 (see text). N/A means no trained model was provided.

| Model                          | GFLOPs | HACS top-1(%) | HACS top-5(%) | Kinetics-700 top-1(%) | Kinetics-700 top-5(%) | UCF-101 top-1(%) | UCF-101 top-5(%) |
|-------------------------------|--------|---------------|---------------|----------------------|----------------------|-----------------|-----------------|
| r3d-50 [18]**                 | 53.16  | 78.361        | 93.763        | 49.083               | 72.541               | 93.126          | 96.293          |
| r3d-101 [18]**                | 78.52  | 80.492        | 95.179        | 52.583               | 74.631               | 95.756          | 98.423          |
| r(2+1)d-50 [38]**             | 50.04  | 81.340        | 94.514        | 49.927               | 73.396               | 93.923          | 97.843          |
| I3D [3]‡∗                      | 55.27  | 79.948        | 94.482        | 53.015               | 73.396               | 94.619          | 98.756          |
| ir-CSN-101 [37]††             | 17.26  | N/A           | N/A           | 54.665               | 73.784               | 95.126          | 97.851          |
| MF-Net [4]†∗                   | 22.50  | 78.312        | 94.625        | 54.249               | 73.378               | 93.863          | 98.372          |
| SlowFast r3d-50 [9]‡†         | 36.71  | N/A           | N/A           | 56.167               | 75.569               | 94.619          | 98.756          |
| SRTG r3d-50 [34]††            | 53.22  | 80.362        | 95.548        | 53.522               | 74.171               | 96.853          | 98.263          |
| SRTG r(2+1)d-50 [34]††        | 50.10  | 83.774        | 96.560        | 54.174               | 74.620               | 95.993          | 98.197          |
| SRTG r3d-101 [34]††           | 78.66  | 81.659        | 96.326        | 56.462               | 76.819               | 97.325          | 99.557          |
| r3d-50 with SoftPool (Ours)    | 53.16  | 79.821        | 94.638        | 50.362               | 73.716               | 93.896          | 97.021          |
| SRTG r(2+1)d-50 with SoftPool (Ours) | 50.10  | **84.780**    | **97.724**    | 55.273               | 75.441               | 96.465          | 98.731          |
| SRTG r3d-101 with SoftPool (Ours) | 78.66  | 83.284        | 97.042        | **57.756**           | **77.839**           | **98.064**      | **99.823**      |

** re-implemented models trained from scratch. †† models and weights from official repositories. ‡∗ unofficial models trained from scratch. ‡† models from unofficial repositories with official weights. †† official re-trained models.

we report the performance on both the vanilla models and their counterparts with all pooling operations replaced by SoftPool. For r3d-50, a ResNet with 3D convolutions, using SoftPool increases the top-1 classification accuracy by 1.46%. The accuracy performance also increases with 1.00% and 1.63% for the two SRTG models [34]. For the SRTG model with ResNet-3D backbone with (2+1), we achieve state-of-the-art performance on HACS. Also when using spatio-temporal data, SoftPool does not add computational complexity.

When looking at the performance for Kinetics-700, we observe important performance gains. An average of 1.22% increase in top-1 accuracy is shown for the three models that have their pooling operations substituted by SoftPool. The best performing model is SRTG r3d-101 with SoftPool, which achieves a top-1 accuracy of 57.756% and a top-5 accuracy score 77.839%. These models also outperform state-of-the-art models such as SlowFast r3d-50 and ir-CSN-101.

4.7. Feature transferability evaluation

As fine-tuning is an important aspect when training CNNs, we test the transfer-learning capabilities of the video-based 3D CNN models on the significantly smaller UCF-101 dataset [32]. As shown in Table 4.5, SoftPool networks outperform their max-pooling counterparts consistently. The accuracy gain is on average 0.66% despite an almost saturated performance. SRTG r3d-101 is the best performing model when utilizing SoftPool with a top-1 accuracy of 98.064% and top-5 of 99.823%. Currently, only LGD-3D two-stream [24] has a higher reported accuracy of 98.2%, but with additional optical flow input.

5. Conclusions

We have introduced SoftPool, a novel pooling method that better preserves informative features and, consequently, improves classification performance in CNNs. SoftPool uses the softmax of inputs within a kernel region where each of the activations has a proportional effect on the output. Activation gradients are relative to the weights assigned to them. Our operation is differentiable, which benefits efficient training. SoftPool does not require additional parameters nor increases the number of performed operations.

Experiment results with Structural Similarity Index (SSI), Pix Sim and Earth Mover’s Distance show that, in comparison to other methods, SoftPool better preserves features when downampling, independent of the kernel size. We compare the inference times for both CPU and GPU settings, showing that SoftPool is fast and memory-efficient.

We demonstrate that the better preservation of information is beneficial for classification accuracy. In several experiments, the systematic substitution of pooling operations by SoftPool consistently leads to improvements. Experiments on ImageNet1K show performance gains in the range 1.16-1.98% for a wide range of popular CNN architectures. Similarly, we demonstrate the use of SoftPool on space-time data for action recognition from video. Again, systematic increases in classification accuracy of 1.06-2.03% are obtained on HACS, Kinetics-700 and UCF101.

The increase in classification performance combined with the low computation and memory requirements make SoftPool an excellent replacement for current pooling operations, including max-pool and average pooling.
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Refining activation downsampling with SoftPool – Supplementary Material

Figure 7. High resolution pooled images. Original images used are of size 1200 × 1200. The downsampled images were created with ×3 pooling operations. To match the sizes of the original images and make the downsampling result more visible, we used inter area interpolation to resize the pooled images. This does not create a smoothing effect between neighboring pixels that are interpolated but rather populates new pixels based on the area relation.

6. Detail preservation

We discussed and demonstrated the feature preservation capabilities of SoftPool in Section 3.3. Here, we provide high-resolution images from examples in Figure 3 of the paper, in order to demonstrate clearer the effects of each pooling method. As it can be seen in Figure 7, SoftPool can better capture detail in high-contrasting areas. Evidence of this can be seen in the top image where the dragon fruit seeds are not always preserved in the down-sampled images. For max pooling, most of the seeds are lost. This also applies to a certain extent to average pooling. By selecting the average within a region, features with high contrast are smoothed over, which reduces their effect significantly. In contrast, SoftPool preserves such regions in the sub-sampled outputs. By including part of the low-intensity regions in the output while weighting the high-intensity regions more, it can preserve the low-contrasting pixels. A similar pattern can also be seen with low-contrasting regions such as the bird’s eye in the second row where, again, max pooling will highlight the high intensity features in the output while the down-sampled output becomes less similar to that of the original image. Average pooling would instead make low-contrast features much more difficult to be recognized. SoftPool provides a balance between the two methods by weighting each part of the region respectfully to it’s intensity value.

7. Model feature visualization

Learned feature interpretability aims at understanding the features that networks associate with each class. One technique is activation maximization [S2] which creates a synthetic image by maximizing the activations relating to a specific neuron. Neurons could correspond to a specific class [S6] or features within the feature extractor [S1].

To test the representation capabilities of networks with SoftPool, we use InceptionV3 [36] as a backbone model and visualize the top-10 most informative features. To train, we initialize a random noise image which we use as input for each of the two tested networks. During the training process, the image is optimized with the maximization of the activations of the top-10 kernels in the final InceptionV3 block (Mixed7c) as objective function. The top-10 kernels are selected based on the highest average activations across
Target Original SoftPool-enabled

Figure 8. Neuron activation maximization for InceptionV3 with original and SoftPool pooling layers. We maximized the top-10 neurons [S2, S9] of the final block (Mixed7c) in InceptionV3 [36]. Target top-10 neuron combinations for each row were selected for ImageNet1K classes “broccoli”, “nails”, “artichoke” and “corn”.

all class examples. To eliminate additional noise, we use a mask-based approach similar to Wei et al. [S9]. However, in our setting, the mask is responsible for reducing the size of the gradient vectors for regions that are further away from the image center.

We used input images of size $512 \times 512$ in order to get higher-definition features. We use an SGD optimizer with an initial learning rate of 0.1 with a linear decrease to 0.01 over 2,000 total iterations. We use a weight decay of $1e^{-6}$. The weights for both models were initialized from those shown in Table 3 of the paper.

We show the outputs in Figure 8 for four ImageNet1K classes: “broccoli”, “nails”, “artichoke” and “corn”. We include in the left column the ImageNet1K images with the highest activations to provide representative examples. The majority of the features are fairly similar between the two models. Since SoftPool does not change the overall architecture nor the parameters, a high degree of similarity is expected. However, in cases such as the heads of the nails, we do notice a better definition of the objects. We also notice for the artichoke class that the structure of the petals and the thorns are more easy to distinguish from the network with SoftPool layers compared to the network with the original pooling layers. Although the differences remain small, by only changing the downsampling method used by the network, it can effect the robustness and improve the feature interpretability to a degree.

8. Spatio-temporal volume pooling

Pooling operations in time-inclusive volumes present the additional challenge of encoding time in the output. One large problem is between-frame motion as it can significantly impact the representation of spatial features within frames in the sub-sampled volume.

We show in Figure 3 with four different examples the effects of spatio-temporal pooling with max-pool, average pooling and SoftPool operations. As none of the methods is tailored towards completely alleviating the effects of encoded motion in the pooled output, they are visible in edges and regions where cross-frame motion exists. However, differences between the three methods do exist.

We demonstrate part of these differences in Figure 3(e). Where we include two cases of zoomed-in frame regions that show some variance based on the pooling method used. In the top one, gaps in the wooden planks of the floor are significantly less distinguishable within the max-pooled frame. Consequently, in the average pooled frame region, the nails are not visible at all anymore. This effect is in line with our observations for image-based downsampling of high-contrast and low-contrast regions. In contrast, SoftPool preserves features in both cases, which allows for the extraction of representative features after pooling.

9. Time-inclusive salient regions

To better understand the use of SoftPool in 3D-CNNs, we study the spatio-temporal regions that the network finds more informative. Similar to the activation maximization visualizations for images, we use a fixed network structure as a backbone and only study the variations produced by replacing the original pooling operations with SoftPool. For the visualizations in Figure 4, we use the r3d-50 network from Table 5 in the paper. The examples are sampled from the Kinetics-700 dataset from the classes “building lego”, “abseiling”, “baseball hit” and “archery”.

Based on the examples presented in Figure 4, there are no significant differences in the salient regions. However, in some cases such as in the abseiling example, the network with SoftPool does show that additional regions that are not part of a motion but are contextually associated with a target
Figure 3. Spatio-temporally downsampled videos. Sub-sampling over spatio-temporal volumes compared to original videos (a), and downsampled with average pooling (b), maximum pooling (c) and our proposed SoftPool (d). Two zoomed-in frame regions appear in (e).

action are also considered. In multi-object scenes such as for the “building lego” class, both networks focus on the region where there is a clear definition of the action performed (i.e. the hand with the lego brick). The last two cases of “baseball hit” and “archery” exhibit very small amounts of variations, with both either focusing on the action (“baseball hit”) or the main actor within the video (“archery”).
Figure 4. Spatio-temporal saliency region visualizations for r3d-50 with and without SoftPool. Class Feature Pyramids [S7] were used to generate the regional activations in the final conv layer of r3d-50.

10. Embedding spaces visualizations

We provide t-SNE [S5] visualizations of feature embeddings from an InceptionV3 model with original pooling operations and their counterparts with all pooling operations replaced by SoftPool. We use the averaged feature vectors of the final block in InceptionV3 (Mixed7c) with a reduced dimensionality of 50 channels produced by PCA [S3] and then perform t-SNE. We further perform k-means clustering [S4] to better represent the different sub-clusters within the embedding space. In well-defined feature spaces, images in clusters that are closer together should be more similar.

The visualizations in Figures 4-6 show distinct embeddings for the two networks. While structurally, both model yield similar embeddings, for some classes the differences are more apparent. For example, class “jack-o-lantern” (Figure 5) and “sax” (Figure 6) show more compact representations when SoftPool is used.
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Figure 4. t-SNE feature embeddings for InceptionV3 with and without SoftPool. ImageNet1K classes “bald eagle”, “sea anemone” and “ladybug”. Cluster centers are found with k-means to better visualize the feature space. Images displayed are the closest examples for each cluster center.
Figure 5. t-SNE feature embeddings for InceptionV3 with and without SoftPool. ImageNet1K classes “combination lock”, “gas pump” and “jack-o-lantern”. Cluster centers are found with k-means to better visualize the feature space. Images displayed are the closest examples for each cluster center.
Figure 6. t-SNE feature embeddings for InceptionV3 with and without SoftPool. ImageNet1K classes “sax” and “zucchini”. Cluster centers are found with k-means to better visualize the feature space. Images displayed are the closest examples for each cluster center.