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Abstract—In this paper, we analyze the ergodic rate of single transmit antenna selection (TAS) in low-resolution analog-to-digital converter (ADC) systems. Using low-resolution ADCs is a potential power-reduction solution for multiple antenna systems. Low-resolution ADC systems with TAS can further reduce cost and power consumption in wireless transceivers. Considering such systems, we derive the approximated lower bound of ergodic rate with TAS. Here, we exploit the approximated distribution of the sum of Weibull random variables to address the challenge involved in analyzing the quantization error. We, then, derive the approximated ergodic rate with TAS for a single receive antenna in closed form, which reveals the TAS gain in low-resolution ADC systems. The upper bound of a single transmit and single receive antenna system under coarse quantization is derived to compare with the ergodic rate of the TAS system. The analysis shows that the TAS method achieves a large improvement in ergodic rate with a moderate number of transmit antennas. Simulation results validate the derived ergodic rates and resulting intuition.

Index Terms—Low-resolution ADC systems, transmit antenna selection, antenna selection gain, ergodic rate.

I. INTRODUCTION

Employing low-resolution ADCs has been widely studied to reduce the power consumption of base stations and mobile devices [1], [2]. With the advent of large-scale antenna systems such as massive multiple-input multiple-output (MIMO) for sub-6GHz [3], [4] and millimeter wave (mmWave) communications [5], [6], the importance of low-resolution ADCs has greatly increased. Consequently, low-resolution ADC systems have been considered as a possible low-power solution for future wireless systems [7] with their large number of antenna outputs coupled with wide bandwidth.

For low-resolution ADC systems, the analysis of achievable rate was performed in [7]–[9]. In [8], the achievable rate for the mmWave systems was investigated to show the tradeoff between the resolution of ADCs and operating bandwidth. In [7], [9], the approximated ergodic rates of uplink massive MIMO systems with linear receivers were derived in closed form. User scheduling in uplink low-resolution ADC systems was also investigated in [10]. Recently, a receive antenna selection algorithm was generalized to different quantization resolutions in [11] to incorporate the quantization error penalty. Transmit antenna selection (TAS), however, is still understudied in low-resolution ADC systems. Although the benefits of TAS were widely analyzed in infinite-resolution ADC systems [12], [13], showing large improvement in communication performance with reduced power consumption and system complexity, the analysis cannot capture the impact of coarse quantization. Consequently, considering the coarse quantization effect in the TAS analysis is still an open question.

In this paper, we investigate TAS with a maximum ratio combining (MRC) receiver in low-resolution ADC systems and derive the approximated lower bound of the ergodic rate for single TAS. A single transmit antenna which maximizes the achievable rate is selected. Single TAS problems were investigated for infinite-resolution ADC systems in [13]–[16]. Unlike the TAS problems with infinite-resolution ADCs, the received signal-to-noise ratio (SNR) with low-resolution ADCs involves a quantization error term, which is a function of selected channels that makes the analysis particularly challenging. To address such a challenge, we adopt an approximated probability density function (PDF) and cumulative distribution function (CDF) of the sum of Weibull distributions. As a function of system parameters, the derived lower bound provides a performance guideline for the TAS method. To further analyze the TAS gain, we derive the approximated ergodic rate of TAS for a single receive antenna. The derived ergodic rates reveal that under coarse quantization, the TAS gain for a single receive antenna is limited because selecting an antenna with a larger channel gain also increases the quantization error. The analysis, however, still shows that the TAS method achieves a large improvement in ergodic rate with a moderate number of transmit antennas. The simulation results validate the derived ergodic rate expressions and resulting intuition.

The TAS can be used for both the downlink and uplink communications where a transmitter with multiple antennas and a single radio frequency (RF) chain selects a single antenna and a receiver with multiple antennas and multiple RF chains quantizes received signals with low-resolution ADCs to reduce cost and power consumption of the transmitter and receiver. In this paper, we focus on a single user communication with the TAS method and an extension to a multiuser communication is a potential direction of future work.

Notation: $\mathbf{A}$ is a matrix and $\mathbf{a}$ is a column vector. $\mathbf{A}^H$ and $\mathbf{A}^T$ denote conjugate transpose and transpose, and $a_i$ indicates the $i$th column vector of $\mathbf{A}$ and $a_j$ as the $j$th element of $\mathbf{A}$ and $a_{i,j}$ as the $i,j$th element of $\mathbf{A}$. $\mathcal{CN}(\mu,\sigma^2)$ is the complex Gaussian distribution with mean $\mu$ and variance $\sigma^2$. $\mathbb{E}[:]$ and $\mathbb{V}[:]$ represent an expectation and variance operators, respectively. The correlation matrix is denoted as $\mathbf{R}_{xy} = \mathbb{E}[\mathbf{x}\mathbf{y}^H]$. The diagonal matrix $\mathbf{diag}\{\mathbf{A}\}$ has $\{a_{i,i}\}$ at its $i$th diagonal entry. $\mathbf{I}_N$ denotes the $N$ dimensional identity matrix. $\mathbf{0}$ denotes a zero vector with a proper dimension. $\|\mathbf{A}\|$ represents $L_2$ norm. $|\cdot|$ indicates an absolute value and cardinality for a scalar value $a$ and a set $\mathcal{A}$, respectively.
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II. SYSTEM MODEL

We consider a wireless link in which a transmitter equipped with $N_t$ antennas selects a single transmit antenna. A receiver equipped with $N_r$ antennas employs low-resolution ADCs with $b$ quantization bits. With the transmit power $p_t$, the received baseband analog signal is given as $y = \sqrt{p_t} h_s n + b$, where $s$ and $n$ denote the zero mean and unit variance transmit symbol and the additive white Gaussian noise (AWGN) vector $n \sim \mathcal{CN}(0, \sigma^2 I_{N_r})$, respectively, and $h_s$ is the channel vector that corresponds to the transmit antenna $i$. We consider a Rayleigh fading channel $h_s \sim \mathcal{CN}(0, I_{N_r})$.

Each real and imaginary component of the complex output $y_i$ is quantized by the ADCs. Since an additive quantization noise model (AQNM) with scalar gain $\alpha$ [17] shows reasonable accuracy in low and medium SNR ranges [8], we adopt the AQNM to linearize the quantization process as a function of quantization bits $b$. For a scalar minimum mean squared error quantizer (MMSE), the quantized signal becomes

\[ y_i = Q(\text{Re}(y)) + j Q(\text{Im}(y)) = \alpha \sqrt{p_t} h_s n + a + q \]  

where $Q(\cdot)$, $\alpha$, and $q$ are the element-wise quantizer, quantization gain, and additive quantization noise vector, respectively. The quantization gain $\alpha$ is a function of quantization bits $b$ and is defined as $\alpha = 1 - \beta$, where $\beta = \mathbb{E}[|y - y_q|^2]/\mathbb{E}[|y|^2]$. For a scalar MMSE quantizer with Gaussian signaling $s \sim \mathcal{CN}(0, 1)$, the values of $\beta$ for $b \leq 5$ [18] are shown in Table 1 in [9] and $\beta$ is approximated as $\beta \approx 3.3^2 2^{-b b}$ for $b > 5$ [19].

The quantization noise $q$ is uncorrelated with the quantization input $y$ and follows $q \sim \mathcal{CN}(0, \mathbf{R}_{qq})$ [9], [17] where

\[ \mathbf{R}_{qq} = \alpha(1 - \alpha) \text{diag}(p_t h_s h_s^H + \sigma^2 I_{N_r}) \]  

We consider the MRC combiner $w = h_i^H$ at the receiver. Then, the received signal becomes

\[ z = w^H y_q = \alpha \sqrt{p_t} w^H h_s n + \alpha w^H n + w^H q \]  

The achievable rate of the considered system is computed as

\[ \mathcal{R}(\alpha) = \log_2 \left( 1 + \frac{\alpha^2 p_t \|h_i\|^4}{\alpha^2 \sigma^2 \|h_i\|^2 + \|w\|^2} \| \mathbf{R}_{qq} h_i \| \right) \]  

Note that the received SNR in $\mathcal{R}(\alpha)$ includes the quantization noise term $\| \mathbf{R}_{qq} h_i \|$, which lowers the received SNR and makes the analysis more challenging compared to infinite-resolution ADC systems.

III. MATHEMATICAL PRELIMINARIES

In this section, we introduce an approximated PDF of the sum of Weibull random variables for the ergodic rate analysis with TAS. Let $X = \sum_{i=1}^{N_r} W_i$ be the sum of $N_r$ IID Weibull random variables $W_i$ with the PDF for $w \geq 0$:

\[ f_{W_i}(w) = \frac{k_i w^{k_i-1}}{\Omega_i} e^{-\frac{w^{k_i}}{\Omega_i}}. \]

Here, $k_i > 0$ is a shape parameter and $\Omega_i = \mathbb{E}[W_i^{k_i}]$ is a scale parameter. The PDF and CDF of $X$ are approximated as [20]

\[ f_X(x) = \frac{k_i^\mu \mu x^{k_i-1} e^{-\frac{\mu x^k}{\Omega_i}}}{\Omega_i^\mu \Gamma(\mu)} e^{-\frac{\mu x^k}{\Omega_i}}, \quad F_X(x) = 1 - \frac{\Gamma(\mu, \mu x^k/\Omega)}{\Gamma(\mu)} \]  

where $k > 0$ is a shape parameter, $\Omega = \mathbb{E}[X^{k_i}]$ is a scale parameter, and $\mu = \mathbb{E}[X^k]/\sqrt{\mathbb{E}[X^{k_i}]}$. Here, $\Gamma(\mu)$ is the gamma function, and $\Gamma(a, z) = \int_0^z e^{-t} t^{a-1} dt$ is the upper incomplete gamma function. We use $\gamma(a, z) = \int_0^z e^{-t} t^{a-1} dt$ to denote the lower incomplete gamma function. Note that $\Gamma(\mu, a)$ for $a = 0$ is equivalent to the exponential integral function $E_1(z)$. The parameters, $k, \mu, \sigma$ can be computed by solving [20]

\[ \Gamma^2(\mu + 1/k) \mathbb{E}[X^2] = \Gamma(\mu) (\mu + 1/k) \mathbb{E}[X]^2 \]

\[ \Gamma^2(\mu + 2/k) \mathbb{E}[X^4] = \Gamma(\mu) (\mu + 2/k) \mathbb{E}[X^2]^2 \]

where $\mathbb{E}[X^n]$ is given by

\[ \mathbb{E}[X^n] = \sum_{n_1=0}^{n} \sum_{n_2=0}^{n} \cdots \sum_{n_{N_r}=0}^{n} \binom{n}{n_1} \binom{n_1}{n_2} \cdots \binom{n_{N_r}-2}{n_{N_r}-1} \times \mathbb{E}[W_i^{n_1} W_i^{n_2} \cdots W_i^{n_{N_r}-1}]. \]

Here, $n$ is a positive integer and $\mathbb{E}[W_i^n] = \Omega_i^{n/k} \Gamma(1 + n/k_i)$. Then, $\Omega_i$ is obtained as $\Omega_i^{1/k} = \mu^k i \Gamma(\mu) \mathbb{E}[X]^2/\Gamma(\mu + 1/k)$.

IV. TRANSMIT ANTENNA SELECTION

In this section, we analyze the ergodic rate of the TAS system assuming that the channel state information is known perfectly at both the transmitter and receiver. Based on the achievable rate in [4], the ergodic rate of TAS with the MRC receiver under quantization error is

\[ \mathcal{R}_i(\alpha) = \mathbb{E} \left[ \max_{i \in T} \log_2 \left( 1 + \frac{\rho a \|h_i\|^4}{\|h_i\|^2 + \|W_i\|^2} \right) \right] \]  

where $\rho = p_t / \sigma^2$ is the transmit SNR, $h_{j,i}$ is the $j$th element of $h_i$, and $T = \{1, \ldots, N_r\}$. In this paper, we specify the number of transmit antennas and receive antennas $N_t, N_r$ as $\mathcal{R}_i(\alpha; N_t, N_r)$ if necessary.

Lemma 1. The ergodic rate of TAS with MRC in (6) is lower bounded by

\[ \mathcal{R}_i(\alpha) \geq \mathbb{E} \left[ \log_2 \left( 1 + \frac{\rho a \|h_i\|^4}{\|\bar{h}_i\|^2 + \|W_i\|^2} \right) \right] \]  

where $i^* = \text{argmax}_{i \in T} \|h_i\|$ and $i^! = \text{argmax}_{i \in T} \sum_{j=1}^{N_r} |h_{j,i}|^4$. Proof. The ergodic rate in (6) is lower bounded by the ergodic rate with selecting the antenna $i^* = \text{argmax}_{i \in T} \|h_i\|$ since selecting the antenna $i^*$ may not be optimal due to the quantization error term $\rho(1-\alpha)\sum_{j=1}^{N_r} |h_{j,i}|^4$. The ergodic rate with the antenna $i^*$ is further lower bounded by considering $i^! = \text{argmax}_{i \in T} \sum_{j=1}^{N_r} |h_{j,i}|^4$ for the quantization error term because of the inequality: $\mathbb{E} \left[ \sum_{j} |h_{j,i}|^4 \right] \leq \mathbb{E} \left[ \sum_{j} |h_{j,i}|^4 \right]$. 

Note that the lower bound in (7) becomes an exact expression when there is not any quantization error, i.e., the quantization gain is $\alpha = 1$. Accordingly, the lower bound becomes tighter as the number of quantization bits $b$ increases. Using (7), we derive the approximated lower bound of the ergodic rate with TAS in closed form. In addition, we show that the derived rate provides a good lower bound for a small number of quantization bits in Section V.
Theorem 1. The lower bound of the ergodic rate of TAS with MRC under coarse quantization is approximated as
\[ \tilde{R}_1^\text{lb}(\alpha) \approx \log_2 \left( 1 + \frac{\rho_a}{\|h_i\|^4} \right) \tag{8} \]
where
\[ G(z) = e^{-z^2N_r} \left( \frac{\gamma(N, z)}{\Gamma(N_r)} \right)^{N_r-1} \]

Proof. From Lemma 1, the ergodic rate in (6) is lower bounded and further approximated as
\[ \tilde{R}_1^\text{lb}(\alpha) \geq \mathbb{E} \left[ \log_2 \left( 1 + \frac{\rho_a}{\|h_i\|^4} \right) \right] \tag{9} \]

where \( i^* = \arg\max_i \|h_i\| \), \( i^t = \arg\max \sum |h_{j,i}|^4 \), and (a) follows from Lemma 1 in [21]. Since \( \|h_i\|^4 \sim \chi_{2N_r}^2 \), the PDF of \( \|h_i\|^2 \) is derived using order statistics as
\[ f_{\|h_i\|^2}(y) = \frac{N_r}{(N_r - 1)!} \left( 1 - e^{-y} \sum_{n=0}^{N_r-1} \frac{y^n}{n!} \right)^{N_r-1} y^{N_r-1} e^{-y} \tag{10} \]

Using (10) with \( \Gamma(N_r, y)/\Gamma(N_r) = e^{-y} \sum_{n=0}^{N_r-1} y^n/n! \), we compute the expectations in (9) as
\[ \mathbb{E}[\|h_i\|^2] = \frac{N_r}{(N_r - 1)!} \int_0^\infty \left( 1 - \frac{\Gamma(N_r, y)}{\Gamma(N_r)} \right) y^{N_r-1} e^{-y} dy \tag{11} \]
\[ \mathbb{E}[\|h_i\|^4] = \frac{N_r}{(N_r - 1)!} \int_0^\infty \left( 1 - \frac{\Gamma(N_r, y)}{\Gamma(N_r)} \right) y^{N_r-1} e^{-y} dy \tag{12} \]

For \( \sum_{j=1}^{N_r} |h_{j,i}|^4 \) in (9), the PDF of \( \sum_{j=1}^{N_r} |h_{j,i}|^4 \) is necessary. Since \( |h_{j,i}|^4 \) is equal to a square of an exponential random variable with a rate parameter \( \lambda = 1 \), \( |h_{j,i}|^4 \) follows the Weibull distribution with a scale parameter \( \Omega_{j,i} = 1 \) and shape parameter \( k_{j,i} = 1/2 \), i.e., \( W_{j,i} \sim \text{Weib}(1, 1/2) \). Let \( X_i = \sum_{j=1}^{N_r} |h_{j,i}|^4 \). Then, the approximated PDF and CDF of \( X_i \) are given in (5), and the PDF of \( Z = X_i / \max X_i \) is derived as
\[ f_Z(z) = \frac{N_r k_i \mu^k}{\Omega^k \Gamma(\mu)} \left( 1 - \frac{\mu^k z^k}{\Gamma(\mu)} \right)^{N_r-1} z^{k-1} e^{-z^k/\alpha} \tag{13} \]
Replacing \( y = \mu^k z/\Omega \), we derive \( \mathbb{E}[\sum_{j=1}^{N_r} |h_{j,i}|^4] \) as
\[ \mathbb{E}[Z] \approx \frac{N_r}{\Gamma(\mu)} \left( \frac{\mu^k}{\Gamma(\mu)} \right)^{1/2} \int_0^\infty \left( 1 - \frac{\Gamma(\mu, y)}{\Gamma(\mu)} \right)^{N_r-1} y^{\mu^k} e^{-y} dy \tag{14} \]

Putting (11), (12), and (14) into (9), the ergodic rate in (9) becomes (8) after simplification by using the definition of \( \Omega^{1/k} = \mu^{1/k} \Gamma(\mu)/\Gamma(\mu + 1/k) \). Note that the expectation of the sum of \( N_r \) Weibull random variables is \( E[X] = 2N_r \) for the Weibull distribution with \( \Omega_i = 1 \) and \( k_i = 1/2 \). This completes the proof. ■

Theorem 1 derives the approximated lower bound of ergodic rate with TAS for multiple receive antennas as a function of system parameters. Note that (9) becomes more accurate as the number of receive antennas \( N_r \) increases [21]. We further derive the approximated ergodic rate of TAS with a single receive antenna \( \tilde{R}_1(\alpha; N_r, 1) \) in closed form.

Corollary 1. The ergodic rate of TAS for a single receive antenna under coarse quantization is approximated as
\[ \tilde{R}_1(\alpha; N_r, 1) \approx \log_2 \left( 1 + \frac{\rho_a}{1 + \rho(1 - \alpha)} \right) \tag{15} \]

Proof. For \( N_r = 1 \), the ergodic rate of TAS in (6) is given as
\[ \tilde{R}_1(\alpha; N_r, 1) = \mathbb{E} \left[ \max_{i \in \mathcal{I}} \log_2 \left( 1 + \frac{\rho_a |h_i|^2}{1 + \rho(1 - \alpha)|h_i|^2} \right) \right] \tag{16} \]

where (a) comes from \( i^* = \max \|h_i\| \). Similarly to the proof of Theorem 1, the ergodic rate in (16) can be approximated by using Lemma 1 in [21]. Computing \( \mathbb{E}[Y] \) with \( Y = |h_{i^*}|^2 \) and \( f_Y(Y; N_r = 1) \) in (10), we derive the ergodic rate in (15). ■

Corollary 2. The ergodic rate in (15) is further approximated in the large transmit antenna regime as
\[ \tilde{R}_1(\alpha; N_r, 1) \approx \log_2 \left( 1 + \frac{\rho_a (\ln N_r + \gamma_e)}{1 + \rho(1 - \alpha) (\ln N_r + \gamma_e)} \right) \tag{17} \]

where \( \gamma_e \) is the Euler-Mascheroni constant.

Proof. The harmonic series is equivalent to \( \sum_{n=1}^{N_r} 1/n = \ln N_r + \gamma_e + \epsilon_{N_t} \), where \( \epsilon_{N_t} \approx \frac{1}{2N_r} \). Thus, \( \sum_{n=1}^{N_r} 1/n \approx \ln N_r + \gamma_e \) for large \( N_r \), which leads to (17). ■

From (15) or (17), as the number of transmit antennas \( N_t \) increases, the ergodic rate \( \tilde{R}_1(\alpha; N_t, 1) \) increases, which can be considered as the TAS gain. To compare with the ergodic rate of TAS, Theorem 2 derives an upper bound of the ergodic rate with coarse quantization for a single transmit and single receive antenna \( \tilde{R}_1(\alpha; 1, 1) \), i.e., the special case of TAS in which there is only one transmit antenna to be selected.

Theorem 2. The ergodic rate with a single transmit/receive antenna under coarse quantization is upper bounded by
\[ \tilde{R}_1(\alpha; 1, 1) \leq \log_2 \left( 1 + \frac{\rho_a}{1 + \rho(1 - \alpha)} \right) \tag{18} \]

Proof. The ergodic rate for \( N_t = N_r = 1 \) with quantization error is given by
\[ \tilde{R}_1(\alpha; 1, 1) = \mathbb{E} \left[ \log_2 \left( 1 + \frac{\rho_a |h|^2}{1 + \rho(1 - \alpha)|h|^2} \right) \right] \approx \frac{1}{\ln 2} \left( e^{\frac{1}{\rho} \Gamma(0, \frac{1}{\rho})} - e^{\frac{1}{\rho \beta} \Gamma(0, \frac{1}{\rho \beta})} \right) \]

where (a) comes from the fact that \( |h|^2 \) follows the exponential distribution with unit mean, i.e., \( |h|^2 \sim \text{Exp}(1) \), and \( \beta = (1 - \alpha) \). Now, to prove (18), we need to show (19) for \( \rho > 0 \).
\[ \ln(1+\rho) - (1+\rho) \beta \geq e^{\frac{1}{\rho} \Gamma(0, \frac{1}{\rho})} - e^{\frac{1}{\rho \beta} \Gamma(0, \frac{1}{\rho \beta})} \]
To this end, let $g_1(x) = \ln(1+x) - e^{1/x} \Gamma(0, 1/x)$. Then, (19) reduces to $g_1(\rho) \geq g_1(\rho \beta)$. Since $0 < \beta < 1$, if $g_1(x)$ is monotonically increasing for $x > 0$, (19) holds true, or equivalently, we need to show that $g_2(y) = \ln(1+1/y) - e^y \Gamma(0, y)$ is monotonically decreasing for $y > 0$. The derivative of $g_2(y)$ is given as $g_2'(y) = 1/(1+y) - e^y \Gamma(0, y)$. Accordingly, we need to show $g_2'(y) < 0 \iff \frac{e^y}{1+y} < \Gamma(0, y)$ for $y > 0$.

To show $\frac{e^y}{1+y} < \Gamma(0, y)$, we use the following inequality: $\frac{1}{2} e^{-y} \ln(1+2/y) < \Gamma(0, y)$. Then, we need to show the following inequality (20) to prove $g_2'(y) < 0$:

$$e^{-y} \frac{1}{1+y} < \frac{1}{2} e^{-y} \ln \left(1 + \frac{2}{y}\right).$$

(20)

Let $h(y) = \frac{1}{2} (1+y) \ln(1+2/y) - 1$. Then, (20) is equivalent to $h(y) > 0$. Since $\lim_{y \to 0} h'(y) = -\infty$, $\lim_{y \to \infty} h'(y) = 0$, and $h''(y) > 0$, we have $h'(y) < 0$ for $y > 0$, i.e., $h(y)$ is monotonically decreasing for $y > 0$. As $\lim_{y \to 0} h(y) = \infty$ and $\lim_{y \to \infty} h(y) = 0$, this proves $h(y) > 0$, which also proves (20). Therefore, (19) holds true and this completes the proof.

We note that due to the TAS gain, the ergodic rate of TAS $\mathcal{R}(\alpha; N_t, 1)$ can achieve a higher rate than the upper bound of the ergodic rate with a single transmit antenna in (18) as the number of transmit antennas $N_t$ increases. The increase of ergodic rate from the TAS gain for a single receive antenna is limited to $\log_2(1+\alpha/(1-\alpha))$ as $N_t \to \infty$. This is because selecting the antenna with the larger channel gain also increases the quantization noise variance. Although the TAS gain under coarse quantization is limited when compared to the TAS gain for perfect quantization, the TAS gain can still provide a large increase of ergodic rate since $\mathcal{R}(\alpha; N_t, 1)$ with $N_t \to \infty$ converges to $\log_2(1+\alpha/(1-\alpha))$ which the upper bound of $\mathcal{R}(\alpha; 1, 1)$ requires $\rho \to \infty$ to achieve.

V. SIMULATION RESULTS

In this section, we validate the derived ergodic rates and resulting intuition. In Fig. 1(a), the approximated lower bound of the ergodic rate of TAS in (8) is compared with simulation results with respect to the transmit SNR $\rho$ for $N_t = 32$, $N_r = 8$, and $b \in \{1, 2, 3, 4, \infty\}$. We note that the lower bound in (8) shows a small gap from the simulation results. In particular, the gap decreases as $b$ increases or $\rho$ decreases since the quantization error becomes less dominant than the AWGN. Accordingly, (8) can serve as the approximation of the ergodic rate of TAS in the less dominant quantization error regime. As $b$ increases, the ergodic rate convergence occurs in the higher transmit SNR regime. For $b = \infty$, the ergodic rate keeps increasing without convergence as $\rho$ increases since the rate is not limited by quantization error.

In Fig. 1(b), we further compare the lower bound in (8) with the simulation results with respect to $N_r$ for $N_t = 32$, $\rho = 10$ dB, and $b \in \{2, 3, 4\}$. For a different number of transmit antennas $N_t$, the derived lower bound in (8) shows a small gap. As discussed, the gap decreases as $b$ increases, which makes the quantization error less dominant. Thus, we again conjecture that (8) can serve as the approximation of the ergodic rate of TAS in the high-resolution ADC regime.

In Fig. 2(a), the approximated ergodic rates of TAS for $N_r = 1$ in (15) and (17) are compared with simulation results with respect to $\rho$ for $N_t \in \{4, 16, 64\}$ and $b = 3$. We further compare the derived upper bound of the ergodic rate for $N_t = N_r = 1$ in (18) with simulation results for $b = 3$. The ergodic rates in (15) and (17) accurately align with the simulation results, and (18) provides a valid upper bound for $\mathcal{R}(\alpha; 1, 1)$. We note that the system with TAS achieves a large improvement in ergodic rate from the system with a single transmit antenna ($N_t = 1$). In addition, as the number of transmit antenna increases, the TAS case achieves higher ergodic rate owing to the TAS gain as shown in (15) and (17).

To further analyze the TAS gain, we evaluate the ergodic rate with respect to $N_t$ in Fig. 2(b). For a small or medium number of antennas, the ergodic rate rapidly increases as $N_t$ increases. In the large number of antenna regime, however, the rate of increase becomes slower. Since the received SNR in low-resolution ADC systems is lower than that in infinite-resolution ADC systems due to quantization error, the increase...
of the received SNR owing to the TAS gain can provide large improvement of ergodic rate in the small or medium number of antenna regime. For example, the ergodic rate with TAS for $N_t = 12$ transmit antennas in Fig. 2(b) shows $1.87\times$ increase from the single transmit antenna $N_r = 1$ case $R(\alpha; 1, 1)$ in Fig. 2(a) for $b = 3$ and $\rho = 5$ dB. Consequently, we can use a moderate number of transmit antennas to obtain a proper TAS gain in low-resolution ADC systems. Overall, the simulation results validate the derived ergodic rates and confirm the TAS gain for low-resolution ADC systems.

VI. CONCLUSION

We investigate single transmit antenna selection in low-resolution ADC systems. We adopt the approximated PDF and CDF of the sum of Weibull distributions to address the challenge in analyzing the ergodic rate with quantization error. Leveraging the approximated distribution and order statistics, we derive the approximated lower bound of the ergodic rate with TAS. For a single receive antenna case, we further derive the approximated ergodic rate with TAS in closed form. The analysis shows that the TAS method achieves large improvement with a moderate number of transmit antennas in ergodic rate. The simulation results validate the derived ergodic rate expressions and intuition regarding the TAS method in low-resolution ADC systems. The ergodic rate analysis of the TAS method under the presence of correlated channels or imperfect channel state information is desirable for future work.
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