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ABSTRACT
In recent years, the importance of Artificial Intelligence is inevitable for effective performance in communication area. The progressing in standards from beyond 5G networks are compatible gadgets for incorporate wireless communication. Cognitive radio (CR) is a sensible and advanced scientific communication that can effectively handle the radio spectrum applications. Spectrum sensing (SR) is the primary role in CR. In SR, various wideband techniques suited for 5G were investigated in this paper. (Least Absolute Shrinkage and Selection Operator) LASSO is the suitable choice for communication in compressive sensing and recovery in wideband 5G networks. The obtained results were correlated with recent report. Further, the relative merit and demerits are discussed significantly.

1. Introduction

The development of next generation 5G networks for mobile standards by several international bodies. The need of consumers always increases mainly in broadband communications. Of course, in this 2020 decade the technological development causes very high traffic rate even about 100 times or more. Due to over population and there is demand in devices which leads the increased number of mobiles and the affordability. It is predicted that by 2025, the number of devices linked to the Internet for communication will have surpassed 50 billion. This smart communication network can send big amounts of data considerably faster and efficiently connect a large number of devices [1, 2].

Compressed sensing (CS) has revolutionised signal processing, machine learning, and statistics, radically altering our understanding of sensing and data gathering. Beyond the traditional compressed sensing methods that gave rise to the discipline, the compressive framework implies the ability to perform measurements in real time and adapt to changing conditions. Adaptive sensing optimises the gain of new information by using previously acquired measurements to guide the design and selection of the next measurement.

Cognitive radio (CR) is a great strategy for exploiting dynamically changing spectrum holes and for making efficient use of the limited electromagnetic spectrum. CR determine unemployed radio frequency spectrum and adjusts its variables to make the stretch more efficient. Secondary users are those who are cognitive, but primary users are those who are licensed [3, 4, 5].

Narrow band sensing and broad band sensing were the two main types of spectrum sensing techniques accessible in CR, respectively [6, 7]. Many narrow band strategies have been presented, however in order to accomplish more opportunistic information processing, it is necessary to sense over a wider frequency range spanning from thousands of Mega hertz to a few Giga hertz [8, 9] are shown in Figure 1.

In CR the spectrum sensing technique is one of the main operations. Narrow band sensing and wide band sensing were the two principal categories of spectrum sensing techniques, respectively [10, 11, 12].

Compressive sensing (CS) is a set of techniques for describing a signal using a small number of measurements and then recovering the signal from these measurements. To recover largely the original signal from the compressed data is a vital role in CS process. The number of sample required was huge, making the sensing operation are complex and costlier one. To overcome these issues only compressive sensing is applied in 5G Cognitive Radio network [13, 14, 15].

2. Compressive sensing theory

To introduce Compressive sensing, a sparse signal $x \in \mathbb{C}^n$ with sparse level $k (k << n)$ is the measurement matrix characterizes this $\Phi \in \mathbb{C}^{m \times n (m << n)}$. $y = \Phi x$ is the measured signal $x$ is recovered from the
underdetermined set of equations \( y = \Phi x \) where \( \Phi \) and \( x \) are given. \( x \) may not be sparse in and of itself, but it may be sparse in a transfigured form of domain, which is written as \( x = \Psi s \), where \( s \) is the sparse signal and \( \Psi \) is the transform matrix connected with the level of sparsity \( k \).

Standard CS model consists of three fundamental parts such as (i) Transformation, (ii) Signal compression and (iii) Recovery Algorithms in Sparse. Sparse transformation transfer the original signal \( x \) to sparse signal \( s \) by transform matrix \( \Psi \). The design of \( \Phi \) or \( \Theta = \Phi \Psi \) is referred to as sparse signal compression. \( \Phi \) should reduce measurement dimension while reducing information loss, which can be quantified in terms of the coherence or restricted isometry property (RIP) of \( \Phi \) or \( \Theta \). For the reliable reconstruction of \( x \) or \( s \) from the observed signal \( y \), sparse signal recovery methods are critical. In 5G, there is more number of secondary users and it is very difficult to sense all the bands in CR networks. Compressive sensing increases the speed of sensing by sensing limited number of samples.

Currently, there exists several reconstruction algorithms among them for sparse signal recovery they are divided into six types are discussed in the following section (Figure 2).

Because CS reduces the sample rate without sacrificing relevant information, it can be employed in MRI in medical imaging. With compressed sensing, a higher target resolution can be achieved with fewer samples. And the CS used in pixel cameras.

3. Recovery/reconstruction algorithms

3.1. Convex relaxation

This class of techniques uses linear programming to solve a convex optimization problem and obtain reconstruction signal [16]. Additional information was given in section 4.

3.2. Non convex minimization algorithm

In this techniques, very hard to solve the problems in sensible time and so using the idea of heuristic algorithms leads to obtain the results. Otherwise, the minimization technique in which optimized variables can be used to minimize the constraints through cyclical fashion and linearization technique. In some cases the genetic algorithms such as Focal underdetermined system solutions (FOCUSS) [17], Iterative Re-weighted least squares [18], Sparse Bayesian learning algorithm [19], Monte-Carlo based algorithms [20]. It is mainly used in medical imaging and streaming data reduction.

3.3. Greedy iterative algorithms

It is good for fast reconstruction with less mathematical complexity in sensing. It is a multistep process attains the results step by step through iteration. It includes matching pursuit and gradient pursuit [21, 22]. The main idea is least square error is minimized in every iteration process [23]. Matching Pursuit and its derivate, Orthogonal Matching Pursuit (OMP) having low implementation cost and speed recovery with some other limitations [24]. To overcome this issue some improved versions of OMP such as Regularized OMP [25], Stagwise OMP [21], Compressive Sensing Matching Pursuits (CoSaMP) [17], Subspace pursuits (SP) [26], Gradient pursuits (GP) [27] and Orthogaonal Multiple Matching pursuits (OMMP) [28] can be used.

3.4. Combinational/sublinear algorithms

This class of methods uses group testing to recover sparse signals. They are faster and more efficient than convex relaxation or greedy algorithms, but they require a specific pattern in the data, which must be sparse. Fourier Sampling Process, Chaining Pursuit is an iterative algorithm, and Heavy Hitters on Steroids are examples of algorithms (HHS) [29, 30, 31].

3.5. Iterating threshold algorithms

Convex optimization problems are slower than iterative approaches to the CS recovery problem deals with threshold functions. The thresholding function is determined by the number of iterations and the problem setup [32, 33]. The Iterative Hard Thresholding (IHT) algorithm can provide a theoretical guarantee with its implementation [27, 34]. The primary idea behind IHT is to find a good candidate for estimating the support set that will be used in the measurement. The IHT algorithm is a straightforward algorithm with a straightforward implementation in...
Message Passing (MP) algorithm which gives the graph like n nodes (variables) in one side and m nodes in another side [21]. This distributed technique has a number of advantages; including low computational cost and ease of parallel or distributed implementation in are some of the types of iterative thresholds algorithms [35, 36].

3.6. Bregman iterative algorithm

The Bregman method introduces a novel concept: iteratively solving a succession of limited subproblems generated by a Bregman iterative regularization scheme yields accurate solutions to constrained problems. The iterative strategy using Bregman distance regularisation attains reconstruction from four to six iterations when applied to CS issues [37].

4. Convex relaxation algorithm (LASSO)

(i) Basic pursuit, (ii) basic pursuit denoising, (iii) LASSO and (iv) e angle regressions (LARS) are some of the convex recovery algorithms used in compressive sensing [38]. Pursuit can be used to decompose a signal into an optimal superposition of dictionary items in a basic manner. The least l1 norm of coefficients among all such decompositions was defined as the optimal.

Basic pursuit can apply to large scale optimizations issue because of modern linear and quadratic programming. Because this approach is more complicated and time-consuming, it cannot be used in time-sensitive reconstruction applications. When the sparsity level rises, accuracy drops, and you obtain a roughly correct signal, which leads to higher signal quality. Otherwise, signal quality drops.

Least Absolute Shrinkage and Selection Operator was introduced by Tibshirani (LAASO) [38]. It is a widely used sparse modelling technique that originated in the field of statistics. In this communication the authors try to exploit Lasso(l1) algorithm for spectrum sensing of wideband 5G networks which is useful for wide variety of models. This algorithm may permit large data set application by exploiting sparsity to achieve more computational and statistical gains. Lasso is an interesting algorithm carried out in many areas such as engineering and technology, modern mathematics, computation chemistry, space science, computer science and etc.,

(I) System Model

Cognitive Radio system is considered to sense ‘n’ number of Primary User Channels. There are only ‘k’ active Primary users (k << n). k is an unknown and varies with time and the remaining (n-k) bands are idle and utilized by the secondary CR users. The sensing matrix and recovery algorithm are the important testing part of compressive sensing design. At the secondary user side, sensing matrix is generated according to gaussian distribution with mean zero and variance one. The number of measurements is calculated based on the following expressions (equn.1),

\[ m = \left( O \left( k \log \frac{n}{k} \right) \right) \]  

(1)

To achieve robust recovery, random sensing matrix is generated. But recovery is slower than Circulant/Toeplitz Matrices. From the various recovery algorithms, the famous one for compressive sensing is convex optimization algorithm. l1 minimization recovery scheme (equn 2 and 3) is given by

\[ \minimize_{x} \| x \|_1 \]  

(2)

Subject to \[ \| Ax - y \|_2 \leq \varepsilon \]  

(3)

Here, \( \varepsilon \) is a user defined parameter chosen such that \( \| \eta_2 \| \leq \varepsilon \). This formulation is known as LASSO.

Primary user system is considered as n = 256 bands. MATLAB CVX is used for solving the optimization problem. Here, number of measurements is taken as m = 27 from given sparsity level.

Figure 3 shows the plot of sparsity level to minimum number of samples required for compressive sensing. The theoretical simulations are carried out from the following equation [39].

\[ M_s > 1.39 K \log \left( \frac{n}{K} + 0.5 \right) + 2.26 \]  

(4)

\[ M_s \approx 1.25 \log \left( \frac{n}{\delta_m} + 0.5 \right) \]  

(5)

Here, Ms – minimum number of samples, k-sparsity level and n – total number of samples in Eq. (4). \( \delta_m \) is the sparsity order derived from Nyquist sampling rate in two step Compressed Spectrum Sensing respectively. Curve fitting is the act of creating a curve, or mathematical function, which best fits a set of data points, potentially with limits. And this curve fitting method is used to find the closed form expression from the given data. From the simulation graph, it is found that the expression obtained from Eq. (4) efficiently uses small number samples compared to Eq. (5).

Figure 4 shows the simulated output of mean square error for various signal to noise ratio(SNR) values. From the graph, it is found that the mean square is almost constant for given SNR values. Although, its approaches well and good agreement with recent reports [39, 40].

Further, Figure 5 shows the simulated output of Mean Square Error with Sensing SNR where sensing SNR is defined in Eqs. (6), (7), and (8) as follows,
SNR \[= \frac{\|\text{Ax}\|_2^2}{\|\text{e}\|_2^2} \quad (6)\]

where,

\[\|\text{Ax}\|_2^2 = (\text{Ax})^T \text{Ax} \quad (7)\]

and

\[\|\text{e}\|_2^2 = \eta^T \eta \quad (8)\]

It is found from Hastie groups that compared to existing recovery algorithm like OMP CoSaMP the performance of LASSO is better [41].

5. Conclusion

In this theoretical approach of compressive sensing sub-sample consists of a signal, which is subsequently rebuilt using an optimization-based reconstruction technique. Also highlighted is the application of compressed sensing theory to exploit sparsity in critical 5G methods. LASSO is main tool for reconstruction and rebuilds the signal. LASSO method of convex optimization is simulated for various Sensing SNR and the mean square error values were plotted. The mean square is almost constant for given SNR values. Here, we can see that the algorithms used for the signal reconstruction to find the solution of systems of linear equations using sparseness conditions. The relative merit and demerit are discussed for various algorithms. In future, various algorithms can be used to construct compressed spectrum sensing in wideband cognitive radio networks. In future, Deep learning based algorithms can be used to construct compressed spectrum sensing in wideband cognitive radio networks.
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