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Abstract

Compressive phase retrieval is a popular variant of the standard compressive sensing problem in which the measurements only contain magnitude information. In this paper, motivated by recent advances in deep generative models, we provide recovery guarantees with near-optimal sample complexity for phase retrieval with generative priors. We first show that when using i.i.d. Gaussian measurements and an $L$-Lipschitz continuous generative model with bounded $k$-dimensional inputs, roughly $O(k \log L)$ samples suffice to guarantee that any signal minimizing an amplitude-based empirical loss function is close to the true signal. Attaining this sample complexity with a practical algorithm remains a difficult challenge, and finding a good initialization for gradient-based methods has been observed to pose a major bottleneck. To partially address this, we further show that roughly $O(k \log L)$ samples ensure sufficient closeness between the underlying signal and any globally optimal solution to an optimization problem designed for spectral initialization (though finding such a solution may still be challenging). We also adapt this result to sparse phase retrieval, and show that $O(s \log n)$ samples are sufficient for a similar guarantee when the underlying signal is $s$-sparse and $n$-dimensional, matching an information-theoretic lower bound. While these guarantees do not directly correspond to a practical algorithm, we propose a practical spectral initialization method motivated by our findings, and experimentally observe performance gains over various existing spectral initialization methods for sparse phase retrieval.

1 Introduction

In this paper, we consider the (real-valued) phase retrieval problem, which aims to recover a signal $x \in \mathbb{R}^n$ from noisy magnitude-only measurements:

$$y_i = |\langle a_i, x \rangle| + \eta_i, \quad i = 1, 2, \ldots, m,$$

where $a_i \in \mathbb{R}^n$ is the $i$-th sensing vector, and $\eta_i$ represents additive noise. This problem arises naturally in areas such as diffraction imaging, X-ray crystallography, microscopy, optics and astronomy [8], where it is often difficult or even impossible to observe the linear measurements directly, and one can only record the magnitudes or intensities (squared magnitudes).

In many real applications, to reduce the required number of measurements, it is of interest to exploit structure in the signal being estimated. In particular, for applications related to signal processing and imaging, it is well-known that the underlying signal typically admits a sparse or approximately sparse
representation in some known basis [40]. Motivated by this, and considering the popularity of the standard compressive sensing (CS) problem [16], the sparse phase retrieval problem has attracted significant research interest.

Moreover, inspired by the successful applications of deep generative models in many fields [15], recently, a new perspective of CS has emerged, for which the sparsity assumption is replaced by a generative model assumption. That is, instead of assuming sparsity, the signal is assumed to be close to the range of a generative model [5]. In addition to the theoretical developments in [5], the authors also provide impressive numerical results showing that for some imaging applications, using generative priors can significantly reduce the required number of measurements (e.g., by a factor of 5 to 10) for recovering the signal up to a given accuracy. Follow-up works of [5] include [58, 22, 45, 67, 12, 29], just to name a few.

In this paper, we focus on providing recovery guarantees with near-optimal sample complexity bounds (e.g., optimal up to constant factors) for the compressive phase retrieval problem, considering both sparse and generative priors.

1.1 Related Work

In this subsection, we provide a summary of some relevant works, which can roughly be divided into (i) the general phase retrieval problem with no structural assumptions on the signal, (ii) sparse phase retrieval, and (iii) phase retrieval with generative models.

**General phase retrieval:** A wide range of approaches have been designed to solve the phase retrieval problem. Error-reduction approaches [18, 14] work well in practice, but they lack provable guarantees. Convex methods such as PhaseLift [9] and PhaseCut [62] lift the phase retrieval problem to a higher dimension, and typically suffer from high computation cost. Convex relaxations that operate in the natural domain of the signal are proposed in [19, 2]. However, these convex relaxation based methods are not empirically competitive against widely-used non-convex methods.

Following the seminal work of Netrapalli et al. [42], several works have studied theoretically-guaranteed non-convex optimization algorithms for phase retrieval [8, 10, 63, 72]. These algorithms start from a spectral initialization method, and then use an iterative algorithm (e.g., alternating minimization or gradient descent) to further decrease the approximation error. For the general phase retrieval problem, the optimal sample complexity of $O(n)$ can be achieved by certain non-convex methods [10, 63, 72]. Interestingly, optimal (up to a logarithmic factor) sample complexity guarantees have also been provided in the case of a random initialization [55, 11]. It is worth mentioning that some variants of the classic Wirtinger Flow (WF) algorithm [8, 10] and trust-region methods [55] consider squared measurements:

$$y_i = |\langle a_i, x \rangle|^2 + \epsilon_i, \quad i = 1, 2, \ldots, m, \quad (2)$$

and minimize the intensity based empirical loss function:

$$f_f(w) := \frac{1}{2} \|y - |Aw|^2\|^2_2, \quad (3)$$

where $A \in \mathbb{R}^{m \times n}$ is the sensing matrix with its $i$-th row being $a_i^T$, and $|\cdot|$ is applied element-wise.

Nonetheless, numerical results suggest that algorithms minimizing the amplitude based empirical risk (with the measurement model (1))

$$f(w) := \|y - |Aw|\|^2_2 \quad (4)$$

are usually more efficient in computation [63, 72, 54]. Based on this, we focus on the measurement model (1) and the associated loss function (4).

**Sparse phase retrieval:** A variety of algorithms have been devised for sparse phase retrieval [44, 53, 50]. In particular, there exist various non-convex optimization based algorithms, including thresholded/projected WF [7, 54], sparse truncated amplitude flow [64], compressive phase retrieval with alternating minimization [28], and sparse phase retrieval by hard iterative pursuit [6]. All of these approaches are analyzed under the assumption of using a sensing matrix with i.i.d. Gaussian entries. In addition, similar to non-convex methods for the general phase retrieval problem, all of these approaches start with a spectral initialization step, and then use an iterative algorithm to refine the initial estimate.
We highlight two particularly relevant works in more detail. To guarantee favorable global geometry which are widely adopted for phase retrieval.

Algorithms proposed in both works \[20, 52\] minimize the objective function directly over the latent variable \(z\) with assumptions of noiseless measurements and the existence of a good initial vector. Recovery with \(n\) measurements model (1), and the loss function considered in \[66\] is different from both (3) and (4), error \[47\]. Moreover, the assumption of differentiability makes it is not directly applicable to the link function comes at a price; namely, it is an open problem to handle signals with representation setting of using differentiable but unknown link functions. The weaker assumption of an unknown guarantees for phase retrieval with generative models can also be found in \[66\], within a more general ReLU neural network priors and untrained neural network priors have been provided in \[25, 27\], achieving the optimal sample complexity \(O(s \log n)\). However, designing a computationally efficient algorithm achieving the optimal sample complexity for \(s\)-sparse vectors remains an important open problem.

**Phase retrieval with generative models**: Phase retrieval using generative models has been studied in \[20, 25, 27, 52, 66, 1\]. Extensive numerical experiments for phase retrieval with generative models, as well as both Gaussian and coded diffraction pattern measurements, have been presented in \[52\]. Algorithms proposed in both works \[20, 52\] minimize the objective function directly over the latent variable \(z \in \mathbb{R}^k\) using gradient descent, where \(k\) is the latent dimension. The corresponding objective function is highly non-convex, and performing gradient descent directly over \(z\) limits the explorable solution space, which may lead to getting stuck in local minima.

We highlight two particularly relevant works in more detail. To guarantee favorable global geometry for gradient methods, the authors of \[20\] assume a ReLU neural network generative model with i.i.d. zero-mean Gaussian weights and no offsets. In addition, the neural network needs to be sufficiently expansive such that \(n_i \geq \Omega(n_{i-1} \log n_{i-1})\), where \(n_i\) represents the number of neurons in the \(i\)-th layer. Under such conditions, a sample complexity \(O(k d^2 \log n)\) is obtained, where \(d\) is the number of layers. In another related work studying an approximate message passing algorithm, the authors of \[1\] maintain i.i.d. Gaussian weights but slightly relax to general activation functions (not only ReLU) and \(n_i \geq \Omega(n_{i-1})\). Under these conditions, the high-dimensional regime is studied \((n, m, k \to \infty\) with \(m/n\) kept fixed), and an asymptotic analysis is given (not yet established as fully rigorous). We also note that \[1\] focuses on the case that \(z \sim P_{z}\) for some separable \(P_{z}\). Both \[1\] and \[20\] focus on the noiseless case, though \[1\] states that the extension to noisy phase retrieval is possible.

Recovery guarantees for non-convex optimization algorithms for phase retrieval with pre-trained ReLU neural network priors and untrained neural network priors have been provided in \[25, 27\], with assumptions of noiseless measurements and the existence of a good initial vector. Recovery guarantees for phase retrieval with generative models can also be found in \[66\], within a more general setting of using differentiable but unknown link functions. The weaker assumption of an unknown link function comes at a price; namely, it is an open problem to handle signals with representation error \[47\]. Moreover, the assumption of differentiability makes it is not directly applicable to the measurement model \[1\], and the loss function considered in \[66\] is different from both \[3\] and \[4\], which are widely adopted for phase retrieval.

### 1.2 Contributions

- We show that for compressive phase retrieval with i.i.d. Gaussian measurements, when the signal is close to the range of an \(L\)-Lipschitz continuous generative model with bounded \(k\)-dimensional inputs, roughly \(O(k \log L)\) samples suffice for ensuring the closeness between the signal and any vector minimizing the amplitude-based empirical loss function \(4\).

- To address the sample complexity barrier posed by spectral initialization, we propose a relevant optimization problem, and show that roughly \(O(k \log L)\) samples are sufficient to guarantee that any *globally optimal* solution of the optimization problem is close to the true signal. This suggests the plausibility of practical spectral initialization algorithms that are able to find such a global optimum, though we do not attempt to provide one that can provably do so.

- We adapt our analysis to the case of sparse phase retrieval, and show that roughly \(O(s \log n)\) samples suffice for a similar recovery guarantee, where \(s\) is the sparsity level and \(n\) is the ambient dimension. This matches the information-theoretic lower bound up to constant factors.
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1.3 Notation

We use upper and lower case boldface letters to denote matrices and vectors respectively. We write $[N] = \{1, 2, \ldots, N\}$ for a positive integer $N$. We define the $\ell_2$-ball $B_2^N(r) := \{z \in \mathbb{R}^k : \|z\|_2 \leq r\}$, and the unit sphere $S^{n-1} := \{x \in \mathbb{R}^n : \|x\|_2 = 1\}$. We use $G$ to denote an $L$-Lipschitz continuous generative model from $B_2^N(r)$ to $\mathbb{R}^n$. For a set $B \subseteq B_2^N(r)$, we write $G(B) = \{G(z) : z \in B\}$. The sensing matrix $A \in \mathbb{R}^{m \times n}$ is assumed to have i.i.d. standard normal entries, i.e., $a_{ij} \sim \mathcal{N}(0, 1)$. For any $s \in \mathbb{R}^n$, we use $\bar{s} = \frac{s}{\|s\|_2}$ to denote the corresponding normalized vector. The support (set) of a vector is the index set of its non-zero entries. For any $X \in \mathbb{R}^{m \times n}$ and any index set $I \subseteq [m]$, $X_I$ denotes the $|I| \times n$ sub-matrix of $X$ that only keeps the rows indexed by $I$. We use $\|X\|_{2 \rightarrow 2}$ to denote the spectral norm of a matrix $X$. For any positive integer $N$, we use $I_N$ to denote the identity matrix in $\mathbb{R}^{N \times N}$. We use the generic notations $C$ and $C'$ to denote large positive constants, and we use $c$ and $c'$ to denote small positive constants; their values may differ from line to line.

2 Amplitude-Based Loss Minimization for Generative Priors

In this section, we provide recovery guarantees with respect to optimal solutions of the amplitude based loss function $f_2$ for phase retrieval with generative models. We let the generative model $G : B_2^N(r) \to \mathbb{R}^n$ be any $L$-Lipschitz continuous function, and we suppose that the underlying signal $x$ is close to (but does not need to lie in) the range of $G$. We are interested in the case $k \ll n$ (i.e., relatively small latent dimension). The sensing matrix $A$ is assumed to have i.i.d. standard normal entries. Let $q \in \text{Range}(G)$ minimize (4) to within additive $\tau > 0$ of the optimum, i.e.,

$$\|y - |Aq||_2^2 \leq \min_{w \in \text{Range}(G)} \|y - |Aw||_2^2 + \tau,$$

and define $p \in \text{Range}(G)$ to be the point that is closest to the signal $x$, i.e.,

$$p = \arg \min_{w \in \text{Range}(G)} \|x - w\|_2.$$

With the above settings in place, we present the following theorem, proved in Appendix [3]

**Theorem 1.** Consider the observation model (1) with i.i.d. Gaussian measurements, and $p, q$ satisfying (5) with parameter $\tau$. Then, for any $\delta > 0$, we have that if $m = \Omega(k \log \frac{L}{\epsilon})$ with probability $1 - e^{-\Omega(m)}$, it holds that

$$\min \{\|q - x\|_2, \|q + x\|_2\} \leq O \left(\|p - x\|_2 + \frac{\|y\|_2 + \sqrt{\tau}}{\sqrt{m}} + \delta\right).$$

Since we assume that $x$ is close to the range of $G$, the representation error $\|p - x\|_2$ is small (compared to $\|x\|_2$). The optimization error $\tau$ is also ideally small. In addition, it is common to assume that $\frac{\|y\|_2}{\sqrt{m}} \leq \|x\|_2$ (e.g., see (2)), where $c > 0$ is also small. A typical $d$-layer neural network generative model has $\text{poly}(n)$-bounded weights in each layer, and thus its Lipschitz constant is $L = n^{O(d)}$. Then, the values of $r$ and $\delta$ can be as extreme as $r = n^{O(d)}$ and $\delta = \frac{1}{2^{r+1}}$ without affecting the final scaling. In this case, Theorem 1 reveals that roughly $O(k \log L)$ samples suffice to guarantee that any optimal solution of the amplitude-based loss function (4) is close to the true signal (up to an unavoidable possible global sign flip). By the analysis of information-theoretic lower bounds in [31][37], this scaling cannot be improved without further assumptions.

---

1. Here and subsequently, all $m = \Omega(\cdot)$ statements are assumed to have a large enough implied constant.
3 Spectral Initializations with Generative Priors

In Theorem 1, we provided recovery guarantees with respect to optimal solutions of the amplitude based loss function. However, it is not clear whether such a guarantee is achievable by practical algorithms.

A notable recent work is [25], showing that for a depth-$d$, width-$w$ ReLU neural network, roughly $O(kd \log w)$ samples suffice for their alternating phase projected gradient descent (APPGD) approach to obtain an accurate estimate of the signal, as long as there exists a proper initial vector $x^{(0)}$, in the sense that $\min \{ \| x - x^{(0)} \|_2, \| x + x^{(0)} \|_2 \} \leq c \| x \|_2$ for some small positive constant $c$. However, as we know from sparse phase retrieval, designing a practical algorithm to find a proper initial vector with near-optimal sample complexity can be more difficult than designing the subsequent iterative algorithm that refines the initial guess, and this still remains as an open problem. It is also important to note that [25] assumes accurate projections onto the range of the generative model, but this is not guaranteed in practice, due to the use of approximations [51, 48].

Existing initialization methods for sparse phase retrieval typically first estimate the support of the sparse signal, and then perform a power method on a sub-matrix corresponding to the estimated support set to calculate an initial vector. Without extra assumptions beyond sparsity, these methods have a suboptimal sample complexity of $O(s^2 \log n)$. For phase retrieval with generative models, the situation is even worse – there is no theoretically-guaranteed initialization method at all. To address this gap, we provide recovery guarantees for a spectral initialization method of phase retrieval with generative models. We emphasize that our guarantees only concern the global optima of a suitably-defined optimization problem; see [14] below. Similarly to [25], the caveat remains that practical solutions may fail to find such optima (e.g., due to inexact projections).

We assume that $x$ is in the range of $G : B_2^k(r) \to \mathbb{R}^n$ (again assumed to be $L$-Lipschitz continuous), and we assume that the noise terms $\eta_1, \eta_2, \ldots, \eta_m$ are bounded as follows:

$$\frac{\| \eta \|_2}{\sqrt{m}} \leq c_0 \| x \|_2,$$

where $c_0 > 0$ is a sufficiently small constant. This assumption states that the signal to noise ratio (SNR) is sufficiently large, and has also been made in relevant existing works (see, e.g., [72, Theorem 3]). Moreover, we assume that

$$\| \eta \|_\infty \leq c_1 \| x \|_2,$$

where $c_1 > 0$ is also a sufficiently small constant. This assumption is satisfied, for example, when (assuming (9)),

$$\| \eta \|_\infty = O \left( \frac{\| \eta \|_2}{\sqrt{m}} \right),$$

i.e., when none of the noise entries are unusually large. Again, similar assumptions have been made in existing works such as [10, Theorem 2], and [71, Theorem 2].

Let $\lambda$ be defined as

$$\lambda := \sqrt{\frac{\pi}{2}} \frac{1}{m} \sum_{i=1}^{m} y_i.$$ (11)

Using sub-Gaussian concentration [60, Proposition 5.10], $\lambda$ is close to $\| x \|_2$ with high probability given enough samples. In the following, we focus on estimating the normalized signal vector $\hat{x} := \frac{x}{\| x \|_2}$. For this purpose, similar to the idea in [35], we consider a normalized generative model $G : D \to S^{n-1}$, where $D := \{ z \in B_2^k(r) : \| G(z) \|_2 > R_{\min} \}$ for some $R_{\min} > 0$ \footnote{This matches the $O(k \log L)$ scaling upon substituting $L = O(w^d)$ for ReLU networks [5].} $S^{n-1}$ denotes the unit sphere in $\mathbb{R}^n$, and $G(z) = \frac{G(z)}{\| G(z) \|_2}$. Then, $\hat{G}$ is $L$-Lipschitz continuous with $L = \frac{L}{R_{\min}}$. 

\footnote{When $\eta$ is Gaussian with $\eta \sim N(0, \sigma^2 I_m)$, (10) is not guaranteed, but any “truncated Gaussian” does satisfy (10). In addition, to circumvent this issue under Gaussian noise, we may instead assume that $\sigma \sqrt{\log m} \leq c_0 \| x \|_2$ in (8) (and remove the assumption in (9)). We also note that in [10, 71], the authors consider an intensity based measurement model, and accordingly, the corresponding assumption is for $\frac{\| \eta \|_2}{\| x \|_2}$ instead of for $\frac{\| \eta \|_\infty}{\| x \|_2}$.}

\footnote{As discussed in [35], the dependence on $R_{\min}$ in the sample complexity is very mild. Under the typical scaling $L = n^{O(d)}$ for a $d$-layer neural network, the scaling laws remain unchanged even with $R_{\min} = \frac{1}{n^{1/d}}$.}
In the following, we adopt an idea from [72] of considering an empirical matrix with a truncation operation. We note that [72] only considered doing so for general phase retrieval; we are not aware of any work doing so for constrained settings (e.g., with sparse or generative priors), and we found that handling such settings required substantial additional effort. In more detail, we consider the following matrix defined with a truncation operation (see Remark 2 below for a discussion comparing to the non-truncated counterpart):

\[ V := \frac{1}{m} \sum_{i=1}^{m} y_i a_i a_i^T 1_{\{l < y_i < u\}}, \]

(12)

where \( l, u \) are positive constants satisfying \( 1 < l < u \), and \( \lambda \) is given in (11). Note that for the noiseless case with \( y_i = |\langle a_i, x \rangle| \), in accordance with the above-mentioned closeness between \( \lambda \) and \( \|x\|_2 \), it is useful to consider the following expectation:

\[ J := \mathbb{E} \left[ \frac{1}{m} \sum_{i=1}^{m} y_i a_i a_i^T 1_{\{l \leq y_i < u\}} \right] = \|x\|_2 (\gamma_0 I_n + \beta_0 \tilde{x}\tilde{x}^T), \]

(13)

where for \( q \sim \mathcal{N}(0, 1) \), we define \( \gamma_0 := \mathbb{E}[|g| 1_{\{|l| < |u|\}}] \) and \( \beta_0 := \mathbb{E}[|g|^3 1_{\{|l| < |u|\}}] - \gamma_0 \) (cf. Lemma 3 in Appendix C.2). Based on the observation that \( \tilde{x} \) is a leading eigenvector of \( J \) and the assumption \( x \in \text{Range}(g) \), we consider using the following optimization problem to find an \( \hat{x} \) that approximates \( x \):

\[ \hat{x} := \arg \max_{w \in \tilde{G}(\tilde{D})} \; w^T V w. \]

(14)

In addition, in order to take the norm of \( x \) into account, we set the the initial vector \( x^{(0)} \) as

\[ x^{(0)} = \lambda \hat{x}. \]

(15)

We show that roughly \( O(k \log L) \) samples suffice for ensuring the closeness between \( x^{(0)} \) and \( x \) (up to a global signal flip). Formally, we have the following.

**Theorem 2.** Consider the model \( \mathcal{M} \) with i.i.d. Gaussian measurements and noise satisfying (9)-(12), and let \( \hat{x} \) be as defined in (14). Suppose that \( \hat{x} \in \tilde{G}(\tilde{D}) \) and \( u > 1 + c_1 \), where \( c_1 \geq \frac{\eta}{\|x\|_2} \) appears in \( c \).

Given a sufficiently small positive constant \( c \), when \( m = \Omega(k \log(\tilde{L} \tilde{n} r)) \), we have with probability \( 1 - e^{-\Omega(m)} \) that

\[ \min\{\|\hat{x} - \hat{x}\|_2, \|\hat{x} + \hat{x}\|_2\} < 0.9c. \]

(16)

In addition, we have with probability \( 1 - e^{-\Omega(m)} \) that \( x^{(0)} = \lambda \hat{x} \) satisfies

\[ \min\{\|x^{(0)}\|_2, \|x^{(0)} + x\|_2\} < c\|x\|_2. \]

(17)

The proof is given in Appendix C. Using well-established chaining arguments as those in [5, 35, 36], the sample complexity \( \Omega(k \log (\tilde{L} \tilde{n} r)) \) can be reduced to \( \Omega(k \log (\tilde{L} \tilde{r})) \). However, since for a typical \( d \)-layer neural network, we have the Lipschitz constant \( L = n^{O(d)} \) (and thus \( \tilde{L} \) and \( r \) can also be of order \( n^{O(d)} \) [5]), such a reduction is typically of minor importance.

## 4 Sparse Phase Retrieval

The proof of Theorem 2 relies on the fact that \( \hat{x} \) lies in \( \text{Range}(\tilde{G}) \subseteq S^{n-1} \), with the \( \delta \)-covering number being upper bounded by \( \left( \frac{L \delta}{\lambda} \right)^{k} \). Letting \( \Sigma^n_s \) be the set of all \( s \)-sparse unit vectors in \( \mathbb{R}^n \), we know that the \( \delta \)-covering number of \( \Sigma^n_s \) is upper bounded by \( \left( \frac{s}{\lambda} \right)^{k} \left( \frac{L \delta}{\lambda} \right)^{k} \leq \left( \frac{s}{\lambda} \right)^{k} \). Based on this observation, we can readily adapt the proof of Theorem 2 to obtain the following theorem.

---

5This is weaker than the assumption that \( \|x\|_2 > R_{\min} \) made in [35]. Moreover, even if \( \|x\|_2 \leq R_{\min} \), the condition \( \hat{x} \in \tilde{G}(\tilde{D}) \) may be satisfied (e.g., when \( G \) is a ReLU neural network generative model with no offsets, then the range of \( G \) becomes a cone, and if \( 0 < \|x\|_2 \leq R_{\min} \), we can choose a sufficiently large \( C \) such that \( C\|x\|_2 > R_{\min} \), with \( Ca \in \text{Range}(G) \).

6Note that the smaller \( c \) is taken to be here, the smaller the constant \( c_0 \) needs to be in the assumption (6).
We will see in our experiments that the method corresponding to the truncated empirical matrix $V$ outperforms the method corresponding to the non-truncated empirical matrix $\tilde{V}$, although the expectations of these two matrices have a very similar structure. Thus, we believe that truncation may potentially help in overcoming the computational challenges discussed above.

We note that [43, 56] consider solving sparse phase retrieval via practical SPCA methods, in a more general setting considering an unknown link function. They consider a weighted empirical covariance matrix with no truncation, and the derived sample complexity has a quadratic dependence on $s$. 

**Theorem 3.** Consider the model [1] with i.i.d. Gaussian measurements and noise satisfying (5–9), and suppose that $x \in \mathbb{R}^n$ is $s$-sparse. Let $\lambda$ be defined as in (11). Suppose that $u > l > 1 + c_1$, where $c_1 \geq \frac{\|\eta\|}{\|x\|_2}$ appears in [9], and $V$ is defined in (12). Let $\hat{x}$ be defined as

$$\hat{x} := \arg \max_{w \in \Sigma_2} w^T V w. \quad (18)$$

Then, when $m = \Omega(s \log n)$, we have with probability $1 - e^{-\Omega(m)}$ that

$$\min\{\|\hat{x} - x\|_2, \|\hat{x} + x\|_2\} < 0.9c,$$  

(19)

where $c > 0$ is a sufficiently small constant. In addition, we have with probability $1 - e^{-\Omega(m)}$ that $x^{(0)} = \lambda \hat{x}$ satisfies

$$\min\{\|x^{(0)} - x\|_2, \|x^{(0)} + x\|_2\} < c\|x\|_2.$$

(20)

**Implications regarding SPCA and support recovery:** We note that (18) is essentially a problem of sparse principal component analysis (SPCA) [7, 33]. Existing spectral initialization methods for sparse phase retrieval typically start from estimating the support of $x$, with an accurate estimate of the support requiring a suboptimal $O(s^2 \log n)$ sample complexity [7, 64, 28]. This serves as the major bottleneck of the sample complexity upper bound of the whole procedure (i.e., the initialization step and the subsequent iterative step), and it is unknown whether there is a practical and sample-optimal approach for estimating the support. In fact, to our knowledge, even the following question has not been answered previously:

**Key question:** Does there exist any spectral-based method (computationally efficient or otherwise) attaining an accurate initial vector with near-optimal sample complexity?

We provide a positive answer to this question, showing that $O(s \log n)$ samples suffice to ensure that any optimal solution of the SPCA problem (18) is close to the underlying (normalized) signal.

Motivated by the strong sample complexity guarantee provided in Theorem 3, we propose a spectral initialization method for sparse phase retrieval as described in Algorithm 1. In particular, after calculating $V$ from $A$ and $y$, we use algorithms for SPCA to solve (18). We observe via numerical experiments in Section 5 that our initialization method outperforms several popular spectral initialization methods used for sparse phase retrieval.

**Remark 1.** In various works on SPCA, it has been shown that there exists a statistical-computational gap for achieving consistency and optimal convergence rates uniformly over a parameter space (e.g., see [42, 65, 27]). However, the models therein are all different from ours (e.g., the spiked covariance model [17]), so it is unclear to what extent we should expect similar computational difficulties.

**Remark 2.** The truncation function $1_{\{(l < y_i < u)\}}$ in (12) plays an important role in our analysis. Specifically, it allows us to apply sub-exponential concentration bounds to certain quantities of interest, where the non-truncated version would involve heavier-tailed random variables (e.g., sub-Weibull of order $\alpha < 1$ [27, Theorem 3.1]). We believe that this distinction could be even more important when seeking uniform recovery guarantees, though we do not do so in this work. In Section 5 we present numerical results for applying SPCA to the non-truncated weighted empirical matrix

$$\tilde{V} = \frac{1}{m} \sum_{i=1}^m y_i a_i a_i^T. \quad (21)$$

We will see in our experiments that the method corresponding to the truncated empirical matrix $V$ outperforms the method corresponding to the non-truncated empirical matrix $\tilde{V}$, although the expectations of these two matrices have a very similar structure. Thus, we believe that truncation may potentially help in overcoming the computational challenges discussed above.
We compare our method (PRI-SPCA) with spectral initialization methods used in several popular algorithms for sparse phase retrieval: Thresholded Wirtinger flow (ThWF) \cite{7}, sparse truncated amplitude flow (SPARTA) \cite{64}, and compressive phase retrieval with alternating minimization (CoPRAM) \cite{23}. We also compare with the approach of solving an SPCA problem with respect to \( V \) (cf. \cite{21}), which is a non-truncated version of \( V \). The corresponding method is termed PRI-SPCA-NT, with ‘NT’ standing for no truncation. For PRI-SPCA, we set \( l = 1 \) and \( u = 5 \), as previously suggested in \cite{72}.

Various algorithms have been developed to tackle the SPCA problem, see, e.g., \cite{41, 30, 39}. In our experiments, we present the numerical results using the generalized Rayleigh quotient iteration (GRQI) method \cite{33}, but we observed that other popular SPCA methods such as the truncated power method (TPower) \cite{70} give similar averaged relative errors. For GRQI, we set the deflation parameter to be 0.2, and the total number of iterations to be 100. Since the sparsity level \( s \) is typically assumed to be known a priori for SPARTA and CoPRAM (ThWF assumes the knowledge of a parameter that plays the similar role as \( s \)), for GRQI, we set the parameter about the maximum number of non-zero indices as \( s \). Note that the time complexity of each iteration of GRQI is \( O(ns + s^3) \), which scales mildly compared to the subsequent \( O(s^2n\log n) \) time complexity of the iterative methods used in the three approaches (for ThWF, the corresponding time complexity is \( O(n^2\log n) \). See \cite[Table I]{28}). The number of power method steps used in all the methods is fixed to be 100.

The authors of \cite{33} suggest using the column of maximal norm as a starting point of GRQI. Because this policy has a time complexity of \( O(n^2) \), we instead choose the column corresponding to the largest diagonal entry as the starting point. Due to the structure of \( V \) (cf. \cite{13}), this modified strategy is very similar to the suggested policy, but with a smaller time complexity requirement. For a fair comparison, all power methods used in ThWF, SPARTA, and CoPRAM are similarly initialized. For the initialization method used in ThWF, we set the tuning parameter as \( \alpha = 0.1 \), as suggested in \cite{7}. Similarly, we set [\( I = \lceil \frac{1}{6}m \rceil \)] for the initialization method of SPARTA.

The support of the signal vector \( x \) is uniformly random, and the non-zero entries are generated from i.i.d. standard normal distributions. The noise vector \( \eta \) is generated from the distribution \( \mathcal{N}(0, \sigma^2\|x\|_2^2I_m) \), where \( \sigma > 0 \) represents the noise level. The initial relative error is defined as

\[
\min \{ \|x - x^{(0)}\|_2, \|x + x^{(0)}\|_2 \} / \|x\|_2,
\]

where \( x^{(0)} \) is an initial vector produced by each of the above mentioned initialization methods. The reported relative error is averaged over 50 random trials, and error bars indicate a single standard deviation over these trials. All numerical experiments are conducted using MATLAB R2014b on a machine with an Intel Core i5 CPU at 1.8 GHz and 8GB RAM.

\footnote{We use the MATLAB package shared by the authors of \cite{28} at \url{https://github.com/GauriJagatap/model-copram}. The package not only contains the codes for CoPRAM, but also for ThWF and SPARTA.}

\footnote{Using TPower also results in small relative error for our PRI-SPCA method, but in general, we found it to be less stable than GRQI in the absence of a careful design of its starting point.}
1. **Sample size effect:** In our first experiment, similarly to [64], we consider noiseless measurements, and we fix the signal dimension as \( n = 1000 \). We consider \( s \) equaling both 10 and 20. The number of measurements \( m \) takes values in \( \{100, 200, \ldots, 3000\} \). From Figure 1 we observe that our PRI-SPCA method almost always achieves the smallest initial relative error, thus outperforming all other methods, including the PRI-SPCA-NT method, which uses the non-truncated empirical matrix \( \tilde{V} \).

2. **Sparsity effect:** We consider noiseless measurements and fix \( n = 1000 \), and set \( m = 1000 \) or \( 2000 \), and vary \( s \) in \( \{5, 10, \ldots, 50\} \). We observe from Figure 2 that for this experiment, our PRI-SPCA method also gives the best empirical performance.

3. **Noise effect:** To demonstrate that PRI-SPCA also performs well in the noisy case, we vary \( \sigma \) in \( \{0.1, 0.2, \ldots, 1\} \). In addition, similarly to [64], we fix \( n = 1000 \), \( m = 3000 \), and consider \( s \) equaling both 10 and 20. For this experiment, similarly to that in [28], we do not compare with ThWF, as it uses quadratic measurements. From Figure 3 we observe that PRI-SPCA outperforms SPARTA and CoPRAM, and it is better than PRI-SPCA-NT at low noise levels.

In Appendix E we additionally compare with other initialization methods in terms of the effectiveness when combining with the subsequent iterative algorithm of CoPRAM. In particular, we compare the relative error and empirical success rate in the noiseless case, whereas for the noisy case, we compare the relative error when using approximately the same running time. We observe that for most cases, our PRI-SPCA method is superior to all other methods we compare with. This again suggests that PRI-SPCA can serve as a good initialization method in practice.

### 6 Conclusion and Future Work

We have provided a near-optimal recovery guarantee for amplitude-based loss minimization for phase retrieval with generative priors. In addition, motivated by the bottleneck of the spectral initialization for compressive phase retrieval, we have provided near-optimal recovery guarantees with respect to the optimal solutions of optimization problems designed for spectral initialization. An immediate future research direction is to design provably sample-optimal and computationally efficient spectral initialization methods that build on our theoretical results. In addition, extensions to complex-valued phase retrieval [32][46] would be of significant interest.
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Figure 1: Average relative error vs. number of measurements $m$ with $s = 10$ (Left), $s = 20$ (Right).

Figure 2: Average relative error vs. sparsity level $s$ with $m = 1000$ (Left), $m = 2000$ (Right).

Figure 3: Average relative error vs. noise level $\sigma$ with $s = 10$ (Left), $s = 20$ (Right).
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A General Auxiliary Results

In this section, we provide some useful auxiliary results that will be used throughout our analysis. First, we have the following basic concentration inequality.

Lemma 1. ([59, Lemma 1.3]) Suppose that $A \in \mathbb{R}^{m \times n}$ has i.i.d. standard normal entries. For fixed $x \in \mathbb{R}^n$, we have for any $\epsilon \in (0, 1)$ that

$$P\left( (1 - \epsilon)\|x\|_2^2 \leq \left\| \frac{1}{\sqrt{m}} Ax \right\|_2^2 \leq (1 + \epsilon)\|x\|_2^2 \right) \geq 1 - 2e^{-\epsilon^2(1-\epsilon)^m/4}. \quad (23)$$

Next, we state the following standard definition.

Definition 1. A random variable $X$ is said to be sub-Gaussian if there exists a positive constant $C$ such that $(\mathbb{E}[|X|^p])^{1/p} \leq C\sqrt{p}$ for all $p \geq 1$. The sub-Gaussian norm of a sub-Gaussian random variable $X$ is defined as $\|X\|_{\psi_2} = \sup_{p \geq 1} p^{-1/2} (\mathbb{E}[|X|^p])^{1/p}$.

According to [60, Proposition 5.10], we have the following concentration inequality for sub-Gaussian random variables.

Lemma 2. (Hoeffding-type inequality [60, Proposition 5.10]) Let $X_1, \ldots, X_N$ be independent zero-mean sub-Gaussian random variables, and let $K = \max_i \|X_i\|_{\psi_2}$. Then, for any $\alpha = [\alpha_1, \alpha_2, \ldots, \alpha_N]^T \in \mathbb{R}^N$ and any $t \geq 0$, it holds that

$$P\left( \left| \sum_{i=1}^N \alpha_i X_i \right| \geq t \right) \leq \exp\left( -\frac{ct^2}{K^2\|\alpha\|_2^2} \right), \quad (24)$$

where $c > 0$ is a constant.

Alongside the sub-Gaussian notion in Definition 1, we use the following definition of a sub-exponential random variable and sub-exponential norm.

Definition 2. A random variable $X$ is said to be sub-exponential if there exists a positive constant $C$ such that $(\mathbb{E}[|X|^p])^{1/p} \leq Cp$ for all $p \geq 1$. The sub-exponential norm of $X$ is defined as $\|X\|_{\psi_1} = \sup_{p \geq 1} p^{-1} (\mathbb{E}[|X|^p])^{1/p}$.

We have the following concentration inequality for sums of independent sub-exponential random variables.

Lemma 3. (Bernstein-type inequality [60, Proposition 5.16]) Let $X_1, \ldots, X_N$ be independent zero-mean sub-exponential random variables, and $K = \max_i \|X_i\|_{\psi_2}$. Then for every $\alpha = [\alpha_1, \ldots, \alpha_N]^T \in \mathbb{R}^N$ and $\epsilon \geq 0$, it holds that

$$P\left( \left| \sum_{i=1}^N \alpha_i X_i \right| \geq \epsilon \right) \leq 2 \exp\left( -c \cdot \min\left( \frac{\epsilon^2}{K^2\|\alpha\|_2^2}, \frac{\epsilon}{K\|\alpha\|_\infty} \right) \right), \quad (25)$$

where $c > 0$ is a constant.

B Proof of Theorem 1 (Recovery Guarantee for Amplitude-Based Loss Minimization)

Before proving the theorem, we present some additional auxiliary results.
B.1 Useful Lemmas

First, based on a basic two-sided concentration bound for standard Gaussian matrices (cf., Lemma 1 in Appendix A, and the well-established chaining arguments used in [5] [35], we have the following lemma, which essentially gives a two-sided Set-Restricted Eigenvalue Condition (S-REC) [5].

**Lemma 4.** [5 Lemma 4.1], [36 Lemma 2] For $\alpha < 1$ and $\delta > 0$, if $m = \Omega\left(\frac{k}{\alpha^2} \log \frac{Lr}{\delta}\right)$, then with probability $1 - e^{-\Omega(\alpha^2 m)}$, we have for all $x_1, x_2 \in G(B_2^k(r))$ that

\[
(1 - \alpha)\|x_1 - x_2\|_2 - \delta \leq \frac{1}{\sqrt{m}} \|A(x_1 - x_2)\|_2 \leq (1 + \alpha)\|x_1 - x_2\|_2 + \delta. \tag{26}
\]

In addition, we have the following lemma, which is similar to Lemma 1 in Appendix A.

**Lemma 5.** [61 Lemma 4.3] Suppose that $X_1, X_2, \ldots, X_N$ are i.i.d. standard normal random variables. Then, for $0 \leq \epsilon \leq \mu$, we have with probability $1 - e^{-\Omega(N\epsilon^2)}$ that

\[
\sqrt{N}(\mu - \epsilon) < \sqrt{\sum_{i=1}^{\lfloor N/2 \rfloor} |X_i|^2} < \sqrt{N}(\mu + \epsilon), \tag{27}
\]

where $\mu \geq \frac{1}{15} \sqrt{\frac{\pi}{2}}$ is a positive constant, and $|X|_1 \leq |X|_2 \leq \ldots \leq |X|_N$, i.e., $|X|_k$ is the $k$-th smallest entry in $\{X_1, X_2, \ldots, X_N\}$.

Based on Lemma 5 and using a chaining argument as in [5] [35], we arrive at the following lemma, which can be viewed as another (one-sided) variant of the S-REC in Lemma 4. The proof of Lemma 6 follows easily from [5] [35]: for completeness, we provide an outline in Appendix D.

**Lemma 6.** Let $\mu \geq \frac{1}{15} \sqrt{\frac{\pi}{2}}$ be the same positive constant as in Lemma 5. For $\alpha < \mu$ and $\delta > 0$, if $m = \Omega\left(\frac{k}{\alpha^2} \log \frac{Lr}{\delta}\right)$, then with probability $1 - e^{-\Omega(\alpha^2 m)}$, we have for all $x_1, x_2 \in G(B_2^k(r))$ that

\[
(\mu - \alpha)\|x_1 - x_2\|_2 - \delta \leq \min_{I \subseteq [m], |I| \geq \frac{1}{\pi}} \frac{1}{\sqrt{m}} \|A_I(x_1 - x_2)\|_2, \tag{28}
\]

where for any index set $I \subseteq [m]$, $A_I$ denotes the $|I| \times n$ sub-matrix of $A$ that only keeps the rows indexed by $I$.

B.2 Proof of Theorem 1

Since $p \in \text{Range}(G)$, we have

\[
\|y - |Ap|\|_2^2 + \tau \geq \min_{w \in \text{Range}(G)} \|y - |Aw|\|_2^2 + \tau \tag{29}
\]

\[
\geq \|y - |Aq|\|_2^2 \tag{30}
\]

\[
= \|y - |Ap| - (|Aq| - |Ap|)\|_2^2. \tag{31}
\]

where (30) follows from (5). Let $S, T$ be the following index sets:

\[
S := \{i \in [m] : \text{sign}(a_i^T p) = \text{sign}(a_i^T q)\}, \tag{32}
\]

\[
T := \{i \in [m] : \text{sign}(a_i^T p) \neq \text{sign}(a_i^T q)\}. \tag{33}
\]

Without loss of generality, we assume that $|S| \geq \frac{m}{2}$ (otherwise, we have $|T| \geq \frac{m}{2}$ and we can derive an upper bound for $\|q + x\|_2$ instead of for $\|q - x\|_2$). Expanding the squares in (31) and rearranging, we obtain

\[
\|Ap - |Aq|\|_2^2 \leq 2\|y - |Ap|, |Aq| - |Ap|\|_2^2 + \tau \tag{34}
\]

\[
\leq 2\|y - |Ap|\|_2^2\|Aq - |Ap|\|_2^2 + \tau \tag{35}
\]

\[
\leq 2\|y - |Ap|\|_2^2\|A(q - p)\|_2^2 + \tau \tag{36}
\]

\[
\leq 2\|\eta\|_2^2 + \|A(p - x)\|_2^2\|A(q - p)\|_2^2 + \tau, \tag{37}
\]

where (36) follows from the inequality $\|a - b\| \leq \min\{|a - b|, |a + b|\}$ for $a, b \in \mathbb{R}$, and (37) follows from (1) and the triangle inequality. Note that $p - x$ is a fixed vector. From a basic concentration
bound for standard Gaussian matrices (cf., Lemma 1 in Appendix A), we have with probability \(1 - e^{-\Omega(m)}\) that
\[
\|A(p - x)\|_2 \leq 2\sqrt{m}\|p - x\|_2.
\] (38)

In addition, setting \(\alpha = \frac{1}{2}\) in Lemma 4, we obtain that if \(m = \Omega\left(k \log \frac{1}{\delta}\right)\), then with probability \(1 - e^{-\Omega(m)}\), it holds that
\[
\|A(q - p)\|_2 \leq \sqrt{m} \left(\frac{3}{2}\|q - p\|_2 + \delta\right).
\] (39)

Moreover, setting \(\alpha = \frac{\mu}{2}\) in Lemma 6, we have that if \(m = \Omega\left(k \log \frac{1}{\delta}\right)\), with probability \(1 - e^{-\Omega(m)}\), it holds that
\[
\|Aq\|_2 - \|Ap\|_2 \leq \|A_S(p - q)\|_2 + \|A_T(p + q)\|_2 \geq \|A_S(p - q)\|_2 \geq m \left(\frac{\mu}{2}\|p - q\|_2 - \delta\right)^2 \geq m \left(\frac{\mu^2}{4}\|p - q\|_2^2 - \mu\delta\|p - q\|_2\right),
\] (40) (41) (42) (43)

where (40) follows from the definitions of \(S\) and \(T\), and (42) follows from Lemma 6 and our assumption \(|S| \geq \frac{m}{\eta}\). Combining (37), (38), (39), and (43), we obtain
\[
\frac{\mu^2}{4}\|p - q\|_2^2 - \mu\delta\|p - q\|_2 \leq 2 \left(\frac{\|\eta\|_2}{\sqrt{m}} + 2\|p - x\|_2\right) \left(\frac{3}{2}\|p - q\|_2 + \delta\right) + \tau \frac{m}{2},
\] (44)

which implies
\[
\|p - q\|_2 \leq O \left(\|p - x\|_2 + \frac{\|\eta\|_2}{\sqrt{m}} + \frac{\tau \frac{m}{2}}{\sqrt{m}}\right)\|p - x\|_2 + \left(\|p - x\|_2 + \frac{\|\eta\|_2}{\sqrt{m}}\right) \delta + O \left(\frac{\tau \frac{m}{2}}{\sqrt{m}}\right).
\] (45)

Simplifying terms in (45), we obtain
\[
\|p - q\|_2 \leq O \left(\|p - x\|_2 + \frac{\|\eta\|_2 + \sqrt{\tau}}{\sqrt{m}} + \delta\right).
\] (46)

From the triangle inequality \(\|q - x\|_2 \leq \|p - q\|_2 + \|p - x\|_2\), we obtain the desired result.

C Proof of Theorem 2 (Spectral Initializations with Generative Priors)

Before proving Theorem 2, we provide a simplified outline and some useful auxiliary results. In this appendix, it is particularly important to remember that \(c\) and \(c'\) represent small constants whose values may differ from line to line.

C.1 Simplified Outline of the Proof

Since the full proof of Theorem 2 is rather lengthy, we first provide an outline with certain simplifying assumptions (which are non-rigorous but will be dropped subsequently). Specifically, we consider an idealized scenario in which \(\eta = 0\) (i.e., the noiseless setting), and \(\lambda\) exactly equals its expectation \(\|x\|_2\). Then, we have \(y_i = |\langle a_i, x \rangle|\), and \(V\) simplifies to
\[
V_0 = \frac{1}{m} \sum_{i=1}^m y_i a_i a_i^T 1_{\{\langle a_i^T \hat{x} \rangle < \mu\}}.
\] (47)

In this simplified scenario, the mean is given by (cf. (13))
\[
J = \mathbb{E}[V_0] = \|x\|_2(\gamma_0 I_n + \beta_0 \hat{x} \hat{x}^T),
\] (48)

and \(\hat{x} \in S^{n-1}\) is the vector that satisfies
\[
\hat{x} = \arg\max_{w \in G(D)} w^T V_0 w.
\] (49)
On the one hand, since $\bar{x} \in \hat{G}(\mathcal{D})$, we have
\[
\hat{x}^T V_0 \hat{x} \geq \bar{x}^T V_0 \bar{x}
\]
where (52) uses (48). With $y_i = |a_i^T x|$, we have that $y_i (a_i^T \hat{x})^2 1_{\{t < |a_i^T \bar{x}| < u \}}$ is upper bounded by $\|x\|_2 u^3$. From (52) we can use the concentration inequality for the sum of sub-Gaussian random variables (cf. Lemma 2) to derive a lower bound of $\hat{x}^T V_0 \hat{x}$.

On the other hand, we have
\[
\hat{x}^T V_0 \hat{x} = \hat{x}^T (V_0 - J) \hat{x} + \hat{x}^T J \hat{x}
\]
where we again used (48). Note that $\hat{x}$ is dependent on $V_0$. To upper bound (54), we construct a $\delta$-net, and write $\hat{x}$ as
\[
\hat{x} = (\hat{x} - \bar{x}) + \bar{x},
\]
where $\bar{x}$ is in the $\delta$-net satisfying $\|\hat{x} - \bar{x}\|_2 < \delta$. For any $\bar{s} \in \mathbb{R}^n$, we have that $y_i (a_i^T \bar{s})^2 1_{\{t < |a_i^T \bar{x}| < u \}}$ is sub-exponential, with the sub-exponential norm being upper bounded by $\|x\|_2 u C$, where $C$ is an absolute constant. Using a concentration inequality for the sum of sub-exponential random variables (cf. Lemma 3) and taking a union bound over the $\delta$-net, we obtain an upper bound for $\hat{x}^T (V_0 - J) \hat{x}$. Using a high-probability upper bound on $\|a_i\|$ and the fact that $\|\hat{x} - \bar{x}\|_2 < \delta$, we can control the terms $\hat{x}^T (V_0 - J) \hat{x}$ and $\hat{x}^T (V_0 - J) (\hat{x} - \bar{x})$. Then, from (54), we obtain an upper bound on $\hat{x}^T V_0 \hat{x}$. Combining the upper and lower bounds on $\hat{x}^T V_0 \hat{x}$, we can derive the desired result.

In the full analysis in Section C.3 we additionally carefully deal with the noise terms and the case that $\lambda$ approximately equals $\|x\|_2$.

### C.2 Additional Lemmas

Based on Lemma 2 we present the following simple lemma showing that $\lambda$ approximates $\|x\|_2$.

**Lemma 7.** For any fixed $c \in (0, 1)$, with probability $1 - e^{-\Omega(m)}$, we have that $\lambda$ defined in (11) satisfies
\[
1 - c < \frac{\lambda}{\|x\|_2} < 1 + c.
\]

**Proof.** Since $|\langle a_i, x \rangle|$ is sub-Gaussian with the sub-Gaussian norm upper bounded by $C \|x\|_2$ and $\mathbb{E}[|\langle a_i, x \rangle|] = \sqrt{\frac{2}{\pi}} \|x\|_2$, from Lemma 2 we have with probability $1 - e^{-\Omega(m)}$ that
\[
\left| \frac{1}{m} \sum_{i=1}^{m} |\langle a_i, x \rangle| - \sqrt{\frac{2}{\pi}} \|x\|_2 \right| \leq c \|x\|_2.
\]

In addition, by the Cauchy–Schwarz inequality and the upper bound for the noise term assumed in (8), we have
\[
\left| \frac{1}{m} \sum_{i=1}^{m} \eta_i \right| \leq \frac{\|\eta\|_2}{\sqrt{m}} \leq c_0 \|x\|_2.
\]

Then, using (57), (58), and the triangle inequality, we obtain
\[
\left( \sqrt{\frac{2}{\pi}} - c' \right) \|x\|_2 \leq \frac{1}{m} \sum_{i=1}^{m} y_i = \frac{1}{m} \sum_{i=1}^{m} (|\langle a_i, x \rangle| + \eta_i) \leq \left( \sqrt{\frac{2}{\pi}} + c' \right) \|x\|_2.
\]

Therefore, we obtain
\[
(1 - c) \|x\|_2 < \lambda = \sqrt{\frac{2}{\pi}} \left( \frac{1}{m} \sum_{i=1}^{m} y_i \right) < (1 + c) \|x\|_2
\]
for a choice of $c$ possibly different from that above, but still arbitrarily small. 

\[\square\]
Next, we present the following lemma concerning the expectation of the truncated empirical matrix.

**Lemma 8.** Suppose that $a \sim \mathcal{N}(0, I_n)$. For any $s \in \mathbb{R}^n$ and $\eta \in \mathbb{R}$, choosing $\alpha_1, \alpha_2 \in \mathbb{R}$ such that $1 + \frac{\eta}{\|s\|^2} < \alpha_1 < \alpha_2$ and setting $y = |\langle a, s \rangle| + \eta$, we have

$$
E \left[ y a a^T 1_{\{\alpha_1 \|s\|^2 < y < \alpha_2 \|s\|^2 \}} \right] = \|s\|^2 (\gamma_1 I_n + \beta_1 \bar{s}s^T) + \eta (\gamma_1 I_n + \bar{\beta}_1 \bar{s}s^T),
$$

(61)

where $\bar{s} := \frac{s}{\|s\|^2}$, and for $g \sim \mathcal{N}(0, 1)$ and $\phi_1(x) = 1_{\{a_1 - \frac{\eta}{\|a\|^2} < |x| < a_2 - \frac{\eta}{\|a\|^2}\}}$, we define $\gamma_1 = E[|g|\phi_1(g)]$, $\beta_1 = E[|g|^3\phi_1(g)] - \gamma_1$, $\bar{\gamma}_1 = E[\phi_1(g)]$ and $\bar{\beta}_1 = E[|g|^2\phi_1(g)] - \bar{\gamma}_1$. (Note that from the assumption that $1 + \frac{\eta}{\|s\|^2} < \alpha_1 < \alpha_2$, we have $\beta_1 > 0$ and $\bar{\beta}_1 > 0$.)

**Proof.** Let $g = \langle a, \bar{s} \rangle \sim \mathcal{N}(0, 1)$. We have

$$
y a a^T 1_{\{\alpha_1 \|s\|^2 < y < \alpha_2 \|s\|^2 \}} = (\|s\|^2 |a^T \bar{s}| + \eta) a a^T 1_{\{\alpha_1 - \frac{\eta}{\|a\|^2} < |\langle a, s \rangle| < \alpha_2 - \frac{\eta}{\|a\|^2}\}}
$$

(62)

$$
= (\|s\|^2 |g| + \eta) \phi_1(g) a a^T.
$$

(63)

For any $i \in [n]$, we have $\text{Cov}[a_i, g] = \bar{s}_i$, and thus $a_i$ can be written as

$$
a_i = \bar{s}_i g + t_i,
$$

(64)

where $t_i \sim \mathcal{N}(0, 1 - \bar{s}_i^2)$ is independent of $g$. Then, we have

$$
E \left[ |g|\phi_1(g)a_i^2 \right] = E \left[ |g|\phi_1(g)(\bar{s}_i g + t_i)^2 \right] = \bar{s}_i^2 E \left[ |g|^2\phi_1(g) \right] + (1 - \bar{s}_i^2) E[|g|\phi_1(g)]
$$

(65)

$$
= \gamma_1 + \beta_1 \bar{s}_i^2,
$$

(66)

and similarly,

$$
E \left[ \phi_1(g)a_i^2 \right] = E \left[ \phi_1(g)(\bar{s}_i g + t_i)^2 \right] = \bar{s}_i^2 E \left[ g^2\phi_1(g) \right] + (1 - \bar{s}_i^2) E[\phi_1(g)]
$$

(67)

$$
= \bar{\gamma}_1 + \bar{\beta}_1 \bar{s}_i^2.
$$

(68)

Moreover, for $1 \leq i \neq j \leq n$, we have $0 = E[a_ia_j] = E[(\bar{s}_i g + t_i)(\bar{s}_j g + t_j)] = \bar{s}_i \bar{s}_j + E[t_it_j]$, which gives $E[t_it_j] = -\bar{s}_i \bar{s}_j$. Then, similarly to (65) and (68), we have

$$
E \left[ |g|\phi_1(g)a_ia_j \right] = E \left[ |g|\phi_1(g)(\bar{s}_i g + t_i)(\bar{s}_j g + t_j) \right] = \beta_1 \bar{s}_i \bar{s}_j,
$$

(69)

and

$$
E \left[ \phi_1(g)a_ia_j \right] = E \left[ \phi_1(g)(\bar{s}_i g + t_i)(\bar{s}_j g + t_j) \right] = \bar{\beta}_1 \bar{s}_i \bar{s}_j.
$$

(70)

Combining (63), (67), (70), (69), (71), we obtain the desired result. □

### C.3 Proof of Theorem 2

Let $\mathcal{E}$ be the event that

$$1 - c \leq \frac{\lambda}{\|x\|^2} \leq 1 + c.
$$

(73)

From Lemma 7, we know that $\mathcal{E}$ occurs with probability $1 - e^{-O(n)}$. Throughout the following, we assume that $\mathcal{E}$ holds, and the relevant probabilities are conditioned accordingly.
Lower bounding $\hat{x}^T \hat{V} \hat{x}$: Since $\hat{x} \in \hat{G}(D)$, and $\hat{x}$ is a solution of (14), we have

$$\hat{x}^T \hat{V} \hat{x} \geq \hat{x}^T \hat{V} \hat{x}$$

$$= \frac{1}{m} \sum_{i=1}^{m} y_i \left( a_i^T \hat{x} \right)^2 1_{\{\lambda < y_i < \mu \lambda \}}$$

$$= \frac{1}{m} \sum_{i=1}^{m} |a_i^T \hat{x}|^3 1_{\{\lambda < y_i < \mu \lambda \}} + \frac{1}{m} \sum_{i=1}^{m} \eta_i \left( a_i^T \hat{x} \right)^2 1_{\{\lambda < y_i < \mu \lambda \}}$$

$$\geq \frac{1}{m} \sum_{i=1}^{m} |a_i^T \hat{x}|^3 1_{\{(1+\epsilon')\|\hat{x}\| < \mu(1+\epsilon')\|\hat{x}\| \}} - \frac{1}{m} \sum_{i=1}^{m} \eta_i \left( a_i^T \hat{x} \right)^2 1_{\{(1-\epsilon')\|\hat{x}\| < \lambda(1-\epsilon')\|\hat{x}\| \}}$$

$$= \frac{1}{m} \sum_{i=1}^{m} |a_i^T \hat{x}|^3 1_{\{(1+\epsilon')|\|a_i^T \hat{x}\| < \mu(1+\epsilon')\|a_i^T \hat{x}\| \}} - \frac{1}{m} \sum_{i=1}^{m} \eta_i \left( a_i^T \hat{x} \right)^2 1_{\{(1-\epsilon')|\|a_i^T \hat{x}\| < \lambda(1-\epsilon')\|a_i^T \hat{x}\| \}}$$

$$\geq \frac{1}{m} \sum_{i=1}^{m} |a_i^T \hat{x}|^3 1_{\{(1+\epsilon')|\|a_i^T \hat{x}\| < \mu(1+\epsilon')\|a_i^T \hat{x}\| \}} - \frac{1}{m} \sum_{i=1}^{m} \eta_i \left( a_i^T \hat{x} \right)^2 1_{\{(1-\epsilon')|\|a_i^T \hat{x}\| < \lambda(1-\epsilon')\|a_i^T \hat{x}\| \}}$$

where we use (73) in (77), we use $y_i = |a_i^T \hat{x}| + \eta_i$ in (76) and (78), and we use (9) as well as $u > l > 1 + c_1$ to derive (79). We aim to bound the two terms in (79). Let

$$U = \frac{1}{m} \sum_{i=1}^{m} |a_i^T \hat{x}| a_i a_i^T 1_{\{(1+\epsilon')|\|a_i^T \hat{x}\| < \mu(1+\epsilon')\|a_i^T \hat{x}\| \}}$$

$$W = \frac{1}{m} \sum_{i=1}^{m} |a_i^T \hat{x}| a_i a_i^T 1_{\{(1-\epsilon')|\|a_i^T \hat{x}\| < \lambda(1-\epsilon')\|a_i^T \hat{x}\| \}}$$

$$\hat{U} = \frac{1}{m} \sum_{i=1}^{m} \eta_i |a_i| a_i a_i^T 1_{\{(1+\epsilon')|\|a_i^T \hat{x}\| < \mu(1+\epsilon')\|a_i^T \hat{x}\| \}}$$

$$\hat{W} = \frac{1}{m} \sum_{i=1}^{m} |a_i| a_i a_i^T 1_{\{(1-\epsilon')|\|a_i^T \hat{x}\| < \lambda(1-\epsilon')\|a_i^T \hat{x}\| \}}$$

According to the proof of Lemma 8 we have

$$E[U] = \|x\|_2 \left( \gamma I_n + \beta x^T x \right)$$

$$E[W] = \|x\|_2 \left( \gamma' I_n + \beta' x^T x \right)$$

where for $g \sim \mathcal{N}(0, 1)$ and

$$\phi(x) := 1_{\{(1+\epsilon')|\|x\| < \mu(1+\epsilon')\|x\| \}}$$

$$\psi(x) := 1_{\{(1-\epsilon')|\|x\| < \lambda(1-\epsilon')\|x\| \}}$$

we set $\gamma = E[|g|\phi(g)]$, $\beta = E[|g|^3\phi(g)] - \gamma$, $\gamma' = E[|g|\psi(g)]$, $\beta' = E[|g|^3\psi(g)] - \gamma'$, $\bar{\eta} = \frac{1}{m} \sum_{i=1}^{m} \eta_i$, $\bar{\gamma} = E[\phi(g)]$, $\bar{\beta} = E[g^2\phi(g)] - \bar{\gamma}$, $\bar{\gamma}' = E[\psi(g)]$, and $\bar{\beta}' = E[g^2\psi(g)] - \bar{\gamma}'$. Then, in (79), we have

$$\|x\|_2 \sum_{i=1}^{m} |a_i^T \hat{x}|^3 1_{\{(1+\epsilon')|\|a_i^T \hat{x}\| < \mu(1+\epsilon')\|a_i^T \hat{x}\| \}}$$

$$= \hat{x}^T U \hat{x}$$
\begin{align*}
= \hat{x}^T(U - E[U])\hat{x} + \hat{x}^TE[U]\hat{x} & \quad (91) \\
= \frac{1}{m} \sum_{i=1}^m (a_i^T \hat{x})(a_i^T \hat{x})^2 \phi(a_i^T \hat{x}) - E \left[ (a_i^T \hat{x})(a_i^T \hat{x})^2 \phi(a_i^T \hat{x}) \right] + \|x\|_2(\gamma + \beta), & \quad (92)
\end{align*}

where we use (84), (88), and \(\|x\|_2 = 1\) to obtain (92). Note that \(|a_i^T \hat{x}|(a_i^T \hat{x})^2 \phi(a_i^T \hat{x}) = |a_i^T \hat{x}|(a_i^T \hat{x})^2 \phi(a_i^T \hat{x}) \leq u(1 - c)^3 \|x\|_2 = O(\|x\|_2)\). Then, from Lemma 2, we have with probability \(1 - e^{-\Omega(m)}\) that

\begin{equation}
\left| \frac{1}{m} \sum_{i=1}^m (a_i^T \hat{x})(a_i^T \hat{x})^2 \phi(a_i^T \hat{x}) - E \left[ (a_i^T \hat{x})(a_i^T \hat{x})^2 \phi(a_i^T \hat{x}) \right] \right| \leq c\|x\|_2. \quad (93)
\end{equation}

In addition, we have

\begin{equation}
\frac{1}{m} \sum_{i=1}^m |\eta_i| (a_i^T \hat{x})^2 1_{\{(1-c)\|x\|_2 < \|x\|_2(1+c)\}} \leq \hat{x}^T \hat{\mathbf{W}} \hat{x} \quad (94)
\end{equation}

\begin{equation}
\hat{x}^T(W - E[W])\hat{x} + \hat{x}^TE[W]\hat{x} \leq \frac{1}{m} \sum_{i=1}^m |\eta_i| \left( (a_i^T \hat{x})^2 \psi(a_i^T \hat{x}) - E \left[ (a_i^T \hat{x})^2 \psi(a_i^T \hat{x}) \right] \right) + \eta(\gamma' + \beta') \quad (95)
\end{equation}

\begin{equation}
\leq \frac{1}{m} \sum_{i=1}^m |\eta_i| \left( (a_i^T \hat{x})^2 \psi(a_i^T \hat{x}) - E \left[ (a_i^T \hat{x})^2 \psi(a_i^T \hat{x}) \right] \right) + c_0\|x\|_2(\gamma' + \beta'), \quad (96)
\end{equation}

where we use \(\hat{\eta} = \frac{1}{m} \sum_{i=1}^m |\eta_i| \leq \frac{\|\eta\|_2}{\sqrt{m}} \leq c_0\|x\|_2\) (see (8)) in (97). From the definition of \(\psi\) in (84), we have \((a_i^T \hat{x})^2 \psi(a_i^T \hat{x}) \leq u^2(1+c)^2 = O(1)\). Setting \(\alpha_i = \frac{|m|}{m}\) and \(X_i = (a_i^T \hat{x})^2 \psi(a_i^T \hat{x}) - E[(a_i^T \hat{x})^2 \psi(a_i^T \hat{x})]\) in Lemma 2, we obtain with probability \(1 - e^{-\Omega(m)}\) that

\begin{equation}
\left| \frac{1}{m} \sum_{i=1}^m |\eta_i| \left( (a_i^T \hat{x})^2 \psi(a_i^T \hat{x}) - E \left[ (a_i^T \hat{x})^2 \psi(a_i^T \hat{x}) \right] \right) \right| \leq \frac{\|\eta\|_2}{\sqrt{m}} \leq c_0\|x\|_2. \quad (98)
\end{equation}

Combining (97), (92), (93), (96) and (98), we have with probability \(1 - e^{-\Omega(m)}\) that

\begin{equation}
\hat{x}^T V \hat{x} \geq (\gamma + \beta - c)\|x\|_2. \quad (99)
\end{equation}

**Upper bounding \(\hat{x}^T V \hat{x}\):** We have

\begin{align*}
\hat{x}^T V \hat{x} &= \frac{1}{m} \sum_{i=1}^m |a_i^T \hat{x}|(a_i^T \hat{x})^2 1_{\{(1-c)<|a_i^T \hat{x}|<u(1+c)\}} + \frac{1}{m} \sum_{i=1}^m |\eta_i|(a_i^T \hat{x})^2 1_{\{(1-c)<|a_i^T \hat{x}|<u(1+c)\}} \quad (100) \\
&\leq \frac{1}{m} \sum_{i=1}^m |a_i^T \hat{x}|(a_i^T \hat{x})^2 1_{\{(1-c)<|a_i^T \hat{x}|<u(1+c)\}} + \frac{1}{m} \sum_{i=1}^m |\eta_i|(a_i^T \hat{x})^2 1_{\{(1-c)<|a_i^T \hat{x}|<u(1+c)\}} \quad (101)
\end{align*}

\begin{equation}
= \hat{x}^T \hat{\mathbf{W}} \hat{x} + \hat{x}^T \hat{\mathbf{W}} \hat{x} \quad (102)
\end{equation}

\begin{equation}
= \hat{x}^T(W - E[W])\hat{x} + \hat{x}^T(W - E[W])\hat{x} + \|x\|_2(\gamma' + \beta' (\hat{x}^T \hat{x})) + \eta(\gamma' + \beta' (\hat{x}^T \hat{x})) \quad (103)
\end{equation}

\begin{equation}
\leq \hat{x}^T(W - E[W])\hat{x} + \hat{x}^T(W - E[W])\hat{x} + \|x\|_2(\gamma' + \beta' (\hat{x}^T \hat{x})) + c\|x\|_2, \quad (104)
\end{equation}

where (101) is derived similarly to (79), (102) comes from the definitions of \(\mathbf{W}\) and \(\hat{\mathbf{W}}\) in (81) and (83). (103) follows from (85) and (87), and (104) is deduced from \(\hat{\eta} \leq c_0\|x\|_2\).

We aim to provide an upper bound for (104). For \(\delta > 0\), let \(M\) be a \((\delta/L)-\)net of \(D \subseteq B_2^L(r)\). There exists such a net with [60, Lemma 5.2]

\begin{equation}
\log |M| \leq k \log \frac{4Lr}{\delta}. \quad (105)
\end{equation}
By the $\tilde{L}$-Lipschitz continuity of $\tilde{G}$, we have that $\tilde{G}(M)$ is a $\delta$-net of $\tilde{G}(D)$. We write

$$\tilde{x} = (\hat{x} - \bar{x}) + \hat{x},$$  \hspace{1cm} (106)

where $\tilde{x} \in \tilde{G}(M)$ with $\|\tilde{x} - \bar{x}\|_2 \leq \delta$. Then, we have

$$\tilde{x}^T(W - \mathbb{E}[W])\tilde{x} = \hat{x}^T(W - \mathbb{E}[W])\hat{x} + 2(\hat{x} - \tilde{x})^T(W - \mathbb{E}[W])\tilde{x} + (\hat{x} - \tilde{x})^T(W - \mathbb{E}[W])(\hat{x} - \tilde{x}).$$  \hspace{1cm} (107)

We bound the three terms in (107) separately.

1. **The first term:** For any $s \in \tilde{G}(M)$, we have from (81) that

$$s^T(W - \mathbb{E}[W])s = \frac{1}{m} \sum_{i=1}^{m} (|a_i^Tx||a_i|)^2 1_{\{|l(1-c)|<|a_i^T\bar{x}|<u(1+c)|\}} - s^T\mathbb{E}[W]s.$$  \hspace{1cm} (108)

Note that for $s \in \tilde{G}(M)$, $\|s\|_2 = 1$. Then, $|a_i^Tx||a_i|s^2 1_{\{|l(1-c)|<|a_i^T\bar{x}|<u(1+c)|\}}$ is sub-exponential with the sub-exponential norm upper bounded by $Cu(1+c)\|x\|_2$. From Lemma 3 we have with probability at least $1 - e^{-\Omega(m^2)}$

$$|s^T(W - \mathbb{E}[W])s| \leq \epsilon \|x\|_2.$$  \hspace{1cm} (109)

Taking a union bound over all $\tilde{G}(M)$, we obtain that when $m = \Omega(k \log \frac{Lr}{\epsilon})$, with probability $1 - e^{-\Omega(m^2)}$, for all $s \in \tilde{G}(M)$,

$$|s^T(W - \mathbb{E}[W])s| \leq \epsilon \|x\|_2.$$  \hspace{1cm} (110)

Hence, since $\bar{x} \in \tilde{G}(M)$, setting $\epsilon$ to be a sufficiently small absolute constant, we obtain that when $m = \Omega(k \log \frac{Lr}{\epsilon})$, with probability $1 - e^{-\Omega(m)}$,

$$|\tilde{x}^T(W - \mathbb{E}[W])\tilde{x}| \leq \epsilon \|x\|_2.$$  \hspace{1cm} (111)

2. **The second term:** From Lemma 2 and a union bound over $[m]$, we have with probability $1 - me^{-\Omega(n)}$ that

$$\max_{i \in [m]} \|a_i\|_2 \leq \sqrt{2n}.$$  \hspace{1cm} (112)

Conditioned on the event in (112), we have

$$(\hat{x} - \bar{x})^T(W - \mathbb{E}[W])\hat{x}$$

$$= \frac{1}{m} \sum_{i=1}^{m} (|a_i^T\tilde{x}|(|a_i^T\tilde{x}|)(|a_i^T\hat{x}|)(|a_i^T\hat{x}|)1_{\{|l(1-c)|<|a_i^T\tilde{x}|<u(1+c)|\}} - (\hat{x} - \tilde{x})^T\mathbb{E}[W]\hat{x})$$

$$= \frac{1}{m} \sum_{i=1}^{m} |a_i^T\tilde{x}|(|a_i^T\tilde{x}|)(|a_i^T\hat{x}|)(|a_i^T\hat{x}|)1_{\{|l(1-c)|<|a_i^T\tilde{x}|<u(1+c)|\}}$$

$$- \|x\|_2 \left(\gamma'(\hat{x} - \tilde{x})^T\hat{x} + \beta'(\hat{x} - \tilde{x})^T\tilde{x}\right)$$

$$\leq (2n(1+c)u + \gamma' + \beta')\|x\|_2\delta,$$  \hspace{1cm} (114)

where we use (112), $\|\hat{x} - \bar{x}\|_2 \leq \delta$, $\|x\|_2 = 1$, and the standard inequality $|a^Tb| \leq \|a\|_2 \|b\|_2$ (for any $a$ and $b$) in (115). Therefore, we obtain with probability $1 - e^{-\Omega(n)}$ that

$$|2(\hat{x} - \bar{x})^T(W - \mathbb{E}[W])\tilde{x}| \leq 2(2n(1+c)u + \gamma' + \beta')\|x\|_2\delta.$$  \hspace{1cm} (116)

3. **The third term:** By an argument similar to (116), we have with probability $1 - e^{-\Omega(n)}$ that

$$|\hat{x}^T(W - \mathbb{E}[W])\tilde{x}| \leq (2n(1+c)u + \gamma' + \beta')\|x\|_2\delta.$$  \hspace{1cm} (117)

Combining (107), (111), (116), and (117), and setting $\delta = \frac{\epsilon}{n}$, we obtain that when $m = \Omega(k \log(Lnr))$, with probability $1 - e^{-\Omega(m)}$, it holds that

$$|\tilde{x}^T(W - \mathbb{E}[W])\tilde{x}| \leq \epsilon \|x\|_2.$$  \hspace{1cm} (118)
Next, we provide an upper bound for $\hat{x}^T(\tilde{W} - \mathbb{E}[W])\hat{x}$. The strategy is mostly similar to that for upper bounding $\hat{x}^T(\tilde{W} - \mathbb{E}[W])\hat{x}$ in (104), but we provide the details below for completeness. Similarly to (107), we have

$$\hat{x}^T(\tilde{W} - \mathbb{E}[W])\hat{x} = \hat{x}^T(\tilde{W} - \mathbb{E}[W])\hat{x} + 2(\hat{x} - \tilde{x})^T(\tilde{W} - \mathbb{E}[W])(\hat{x} - \tilde{x}).$$

(119)

We bound the three terms in (119) separately.

- **The first term:** From the definition of $W$ in (83), we have for any $s \in \hat{G}(M)$ that

$$s^T(\tilde{W} - \mathbb{E}[W])s = \frac{1}{m} \sum_{i=1}^{m} |\eta_i| (a_i^T s)^2 1_{|\langle a_i^T \hat{x} \rangle| < u(1 + \epsilon)} - s^T \mathbb{E}[W]s. \quad (120)$$

Note that $\|s\|_2 = 1$. For any $i \in [m]$, $(a_i^T s)^2 1_{|\langle a_i^T \hat{x} \rangle| < u(1 + \epsilon)}$ is sub-exponential with the sub-exponential norm upper bounded by an absolute constant $C$. Then, from Lemma 3 (see also [21, Theorem 3.1]), we obtain that for $t > 2$, with probability $1 - e^{-t}$, it holds that

$$|s^T(\tilde{W} - \mathbb{E}[W])s| \leq C \left( \frac{\|\eta\|_2}{m} \sqrt{t} + \frac{\|\eta\|_{\infty}}{m} t \right). \quad (121)$$

Setting $t = m$ in (121), and from $\|\eta\|_2 \leq c_0 \|x\|_2$ (cf. (8)) and $\|\eta\|_{\infty} \leq c_1 \|x\|_2$ (cf. (9)), we obtain with probability $1 - e^{-m}$ that

$$|s^T(\tilde{W} - \mathbb{E}[W])s| \leq c \|x\|_2. \quad (122)$$

Taking a union bound over all $\hat{G}(M)$, we obtain that when $m = \Omega(k \log \frac{Lr}{\delta})$, with probability $1 - e^{-\Omega(m^2)}$, for all $s \in \hat{G}(M)$,

$$|s^T(\tilde{W} - \mathbb{E}[W])s| \leq c \|x\|_2. \quad (123)$$

Hence, since $\hat{x} \in \hat{G}(M)$, we have

$$|\hat{x}^T(\tilde{W} - \mathbb{E}[W])\hat{x}| \leq c \|x\|_2. \quad (124)$$

- **The second term:** Conditioned on the event in (112), we have

$$\begin{align*}
(\hat{x} - \tilde{x})^T(\tilde{W} - \mathbb{E}[W])\tilde{x} &= \frac{1}{m} \sum_{i=1}^{m} |\eta_i| (a_i^T (\hat{x} - \tilde{x})) (a_i^T \tilde{x}) 1_{|\langle a_i^T \hat{x} \rangle| < u(1 + \epsilon)} \\
&\quad - \bar{\eta} (\hat{\gamma}'(\hat{x} - \tilde{x})^T \hat{x} + \hat{\beta}'((\hat{x} - \tilde{x})^T \tilde{x})) \\
&\leq \bar{\eta} (2n + \hat{\gamma}' + \hat{\beta}'). \quad (125)
\end{align*}$$

Therefore, we obtain with probability $1 - e^{-\Omega(n)}$ that

$$|2(\hat{x} - \tilde{x})^T(\tilde{W} - \mathbb{E}[W])\tilde{x}| \leq 2\bar{\eta} (2n + \hat{\gamma}' + \hat{\beta}'). \quad (127)$$

- **The third term:** By an argument similar to (127), we have with probability $1 - e^{-\Omega(n)}$ that

$$\begin{align*}
\left| (\hat{x} - \tilde{x})^T(\tilde{W} - \mathbb{E}[W])((\hat{x} - \tilde{x}) \tilde{x}) \right| &\leq (2n(1 + c)u + \gamma' + \beta')\bar{\eta}\delta^2. \quad (128)
\end{align*}$$

Note that $\bar{\eta} \leq \frac{\|\eta\|_2}{\sqrt{m}} \leq c_0 \|x\|_2$ (cf. (8)). Combining (119), (124), (127), and (128), and setting $\delta = \frac{\epsilon}{n}$, we obtain that when $m = \Omega(k \log(\hat{Lnr}))$, with probability $1 - e^{-\Omega(m)}$, it holds that

$$|\hat{x}^T(\tilde{W} - \mathbb{E}[W])\tilde{x}| \leq c \|x\|_2. \quad (129)$$

Combining (104), (118), and (129), we obtain that when $m = \Omega(k \log(\hat{Lnr}))$, with probability $1 - e^{-\Omega(m)}$, it holds that

$$\hat{x}^TV\hat{x} \leq (c + \gamma' + \beta'(\hat{x}^T \hat{x})^2) \|x\|_2. \quad (130)$$
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Combining and simplifying: Finally, combining (99) and (130), we obtain that when $m = \Omega(k \log(Lnr))$, with probability $1 - e^{-\Omega(m)}$,

$$
(\gamma + \beta - c)\|x\|_2 \leq (c + \gamma' + \beta'(\hat{x}^T \hat{x})^2) \|x\|_2.
$$

Simplifying (131), we obtain

$$
\beta'(\hat{x}^T \hat{x})^2 \geq \beta + (\gamma - \gamma') - 2c.
$$

Defining $\Phi(x) = \int_{-\infty}^{x} \frac{1}{\sqrt{2\pi}} e^{-\frac{t^2}{2}} dt$ to be the standard normal distribution function and setting $C_0 = \max_{x \in \mathbb{R}} \Phi'(x) = \frac{1}{\sqrt{2\pi}}$, we have for $g \sim \mathcal{N}(0, 1)$ that

$$
\gamma' - \gamma = E[|g|1_{\{t(1-c) \leq |g| \leq t(1+c)\}}] + E[|g|1_{\{u(1-c) \leq |g| \leq u(1+c)\}}]
$$

$$
\leq 2E[|g|1_{\{u(1-c) \leq |g| \leq u(1+c)\}}]
$$

$$
\leq 4u(1+c)P(u(1-c) < g < u(1+c))
$$

$$
\leq 5u(\Phi(u(1+c)) - \Phi(u(1-c)))
$$

$$
\leq 10C_0 u^2 c = O(c),
$$

where (134) uses the definitions of $\gamma$ and $\gamma'$ following (89). (135) multiplies by two due to the replacement of $|g|$ by $g$ in the probability, and (136) holds for small enough $c$. Similarly, we have $\beta \geq \beta' - O(c)$. Recall from (73) that the event $\mathcal{E}$ occurs with probability $1 - e^{-\Omega(m)}$. Therefore, from (132), we obtain that when $m = \Omega(k \log(Lnr))$, with probability $1 - e^{-\Omega(m)}$, it holds that

$$
(\hat{x}^T \hat{x})^2 \geq 1 - c'.
$$

Without loss of generality, we assume that $\hat{x}^T \hat{x} > 0$ (otherwise, we can similarly derive an upper bound for $\|\hat{x} + \hat{x}\|_2$ instead of $\|\hat{x} - \hat{x}\|_2$). Then, we have

$$
\|\hat{x} - \hat{x}\|_2^2 = 2(1 - \hat{x}^T \hat{x}) \leq 2(1 - (\hat{x}^T \hat{x})^2) \leq 2c'.
$$

By suitably renaming the constant, we obtain (16) as desired. Using Lemma 7, we also obtain (17).

D Proof of Lemma 6 (Variant of the S-REC)

For fixed $\delta > 0$ and a positive integer $\ell$, let $M = M_0 \subseteq M_1 \subseteq \ldots \subseteq M_\ell$ be a chain of nets of $B^2_2(r)$ such that $M_i$ is a $\delta_i$-net with $\delta_i = \frac{\delta}{2^i}$. There exists such a chain of nets with [60, Lemma 5.2]

$$
\log |M_i| \leq k \log \frac{4Lr}{\delta_i}.
$$

By the $L$-Lipschitz assumption on $G$, we have for any $i \in [\ell]$ that $G(M_i)$ is a $\delta_i$-net of $G(B^2_2(r))$.

We write

$$
x_1 = (x_1 - s_\ell) + \sum_{i=1}^{\ell} (s_i - s_{i-1}) + s_0,
$$

$$
x_2 = (x_2 - t_\ell) + \sum_{i=1}^{\ell} (t_i - t_{i-1}) + t_0,
$$

where $s_i, t_i \in G(M_i)$ for all $i \in [\ell]$, and $\|x_1 - s_\ell\| \leq \frac{\delta}{2^\ell}, \|x_2 - t_\ell\| \leq \frac{\delta}{2^\ell}, \|s_i - s_{i-1}\| \leq \frac{\delta}{2^\ell}, \|t_i - t_{i-1}\| \leq \frac{\delta}{2^\ell}$, and $\|s_i - s_{i-1}\| \leq \frac{\delta}{2^\ell}$ for all $i \in [\ell]$. Therefore, the triangle inequality gives

$$
\|x_1 - s_0\| \leq 2\delta, \quad \|x_2 - t_0\| \leq 2\delta.
$$

For any index $I \subseteq [m]$ with $|I| \geq \frac{m}{2}$, from the triangle inequality, we have

$$
\|A_I(x_1 - x_2)\|_2 \geq \|A_I(s_0 - t_0)\|_2 - \sum_{i=1}^{\ell} (\|A_I(s_i - s_{i-1})\|_2 + \|A_I(t_i - t_{i-1})\|_2)
$$

$$
- \|A_I(s_\ell - x_1)\|_2 - \|A_I(t_\ell - x_2)\|_2
$$

$$
\geq \|A_I(s_0 - t_0)\|_2 - \sum_{i=1}^{\ell} (\|A(s_i - s_{i-1})\|_2 + \|A(t_i - t_{i-1})\|_2)
$$

$$
- \|A(s_\ell - x_1)\|_2 - \|A(t_\ell - x_2)\|_2.
$$
For any \( r_1, r_2 \in G(M) \) and \( 0 < \alpha < \mu \), from Lemma 5 we have with probability \( 1 - e^{-\Omega(\alpha^2 m)} \) that
\[
\| A_f(r_1 - r_2) \|_2 \geq \sqrt{m}(\mu - \alpha)\| r_1 - r_2 \|_2.
\]
Taking a union bound over \( G(M) \times G(M) \), we have that when \( m = \Omega(\frac{k}{\alpha^2} \log \frac{Lr}{\delta}) \), with probability \( 1 - e^{-\Omega(\alpha^2 m)} \), for all \( r_1, r_2 \in G(M) \),
\[
\| A_f(r_1 - r_2) \|_2 \geq \sqrt{m}(\mu - \alpha)\| r_1 - r_2 \|_2.
\]
Therefore, we have that when \( m = \Omega(\frac{k}{\alpha^2} \log \frac{Lr}{\delta}) \), with probability \( 1 - e^{-\Omega(\alpha^2 m)} \),
\[
\frac{1}{\sqrt{m}} \| A_f(s_0 - t_0) \|_2 \geq (\mu - \alpha)\| s_0 - t_0 \|_2 \geq (\mu - \alpha)(\| x_1 - x_2 \|_2 - 2\delta),
\]
where we applied (142). In addition, using the results in [5, 35], for the standard Gaussian matrix \( A \), we have \( m = \Omega(\frac{k}{\alpha^2} \log \frac{Lr}{\delta}) \), with probability \( 1 - e^{-\Omega(\alpha^2 m)} \),
\[
\sum_{i=1}^{\ell} (\| A(s_i - s_{i-1}) \|_2 + \| A(t_i - t_{i-1}) \|_2) \leq O(\sqrt{m\alpha\delta}) = O(\sqrt{m\delta}).
\]
Moreover, by [60], Corollary 5.35, we have \( \| \frac{1}{\sqrt{m}} A \|_{2 \rightarrow 2} \leq 2 + \sqrt{\frac{\pi}{m}} \) with probability at least \( 1 - e^{-m/2} \). Hence, choosing \( \ell = \lfloor \log_2 n \rfloor \), we have with probability at least \( 1 - e^{-m/2} \) that
\[
\left\| \frac{1}{\sqrt{m}} A(t_\ell - x_2) \right\|_2 + \left\| \frac{1}{\sqrt{m}} A(s_\ell - x_1) \right\|_2 \leq 2 + \sqrt{\frac{\pi}{m}} \frac{\delta}{2^\ell} = O(\delta),
\]
where we used the fact that \( \|t_\ell - x_2\| \leq \frac{\delta}{2^\ell} \) and \( \|s_\ell - x_1\| \leq \frac{\delta}{2^\ell} \). Combining (144), (147), (148) and (149), we obtain the desired result.

### E Further Experiments: Comparing the Iterative Algorithm in CoPRAM Combined with Various Initialization Methods

In this section, we provide additional numerical results comparing our approach with other initialization methods, in that case that the initialization is combined with the subsequent iterative algorithm used in CoPRAM. In addition to PRI-SPCA-NT and the spectral initialization methods used in ThWF, SPARTA, and CoPRAM, we also compare with random initialization, in which the initial vector is \( \lambda \frac{r}{\| r \|_2} \) with \( r \sim \mathcal{N}(0, I_n) \). The worsened performance of random initialization reveals the importance of using spectral initialization methods for sparse phase retrieval.

We first consider the noiseless case and compare the relative error and empirical success rate of different methods. More specifically, after obtaining initial vectors from different initialization methods using the procedure discussed in Section 5, we run the iterative algorithm of CoPRAM for \( T = 100 \) iterations to further refine the estimated vectors and obtain \( x^{(T)} \). For our experiments, we found that 100 iterations are usually sufficient for convergence. A trial is declared to be successful if the relative error
\[
\min\{ \| x^{(T)} - x \|_2, \| x^{(T)} + x \|_2 \} \frac{1}{\| x \|_2}
\]
is less than 0.01. We fix \( n = 1000 \), and consider \( s = 10 \) or \( s = 20 \), while varying \( m \) in \( \{100, 150, 200, \ldots, 1000\} \). For each of the experiments in this section, we repeat 50 trials for 10 times, and calculate the standard deviation over these 10 times to produce the error bars.

We report the relative error in Figure 4 and we report the empirical success rate of different methods in Figure 5. From Figures 4 and 5, we observe that for most cases, our PRI-SPCA method leads to the smallest relative error and the largest empirical success rate.

Next, we consider the noisy case, and compare the relative error for using approximately the same time cost. The time cost is calculated as the sum of the running time of each initialization method and the running time of the subsequent iterative algorithm. As we have mentioned in Section 5, the time complexity of each iteration in GRQI is \( O(s^3 + m) \), while for the iterative algorithm of CoPRAM, the time complexity of each iteration is \( O(s^2 n \log n) \), which dominates the total time complexity.
In this experiment, we fix $n = 1000$, $m = 500$, $s = 20$, and consider $\sigma = 0.1$ and $0.2$. Since the running times of the initialization methods are typically less than 0.1 second, we vary the time cost (in seconds) $t$ in $\{0.1, 0.12, \ldots, 0.48, 0.5\}$. For each $t$ and each of the methods we consider, we find the number of the iteration whose time cost is closest to $t$, and record the corresponding relative error. Note that as mentioned in Section 5, for noisy measurements, we do not compare with ThWF because it corresponds to quadratic measurements. The results are reported in Figure 6 from which we observe that when combined with the iterative algorithm of CoPRAM and using approximately the same time cost, our PRI-SPCA method gives smallest relative error in most cases.
Figure 6: Relative error for different initialization methods combined with the iterative algorithm of CoPRAM in the noisy setting with $\sigma = 0.1$ (Left) and $\sigma = 0.2$ (Right), when using approximately the same time cost.