Social Media, Cognitive Reflection, and Conspiracy Beliefs
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A growing number of Americans stay informed about current events through social media. But using social media as a source of news is associated with increased likelihood of being misinformed about important topics, such as COVID-19. The two most popular platforms—Facebook and YouTube—remain relatively understudied in comparison to Twitter, which tends to be used by elites, but less than a quarter of the American public. In this brief research report, we investigate how cognitive reflection can mitigate the potential effects of using Facebook, YouTube and Twitter for news on subsequent conspiracy theory endorsement. To do that, we rely on an original dataset of 1,009 survey responses collected during the first wave of the coronavirus pandemic in the United States, on March 31, 2020. We find that using Facebook and YouTube for news increases conspiracy belief (both general and COVID-19 specific), controlling for cognitive reflection, traditional news media use, use of web-based news media, partisanship, education, age, and income. We also find that the impact of Facebook use on conspiracy belief is moderated by cognitive reflection. Facebook use increases conspiracy belief among those with low cognitive reflection but has no effect among those with moderate levels of cognitive reflection. It might even decrease conspiracy belief among those with the highest levels of cognitive reflection.
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INTRODUCTION

A growing number of Americans get their news online, and increasingly on social media platforms like Facebook. The number of people in the United States who fall into that category has doubled since 2013.¹ It has become conventional wisdom in public discourse that misinformation and conspiracy theories have become more widespread since the advent and growth of social media platforms.² Research has shown that social media is indeed ripe for spreading misinformation (Vosoughi et al., 2018; Wang et al., 2019; Swire-Thompson Lazer 2020), and getting your news on social media is associated with increased likelihood of being misinformed about important topics, such as vaccines (Stecula et al., 2020). In addition to being more misinformed, social media users are more likely to be exposed to various conspiracy theories (Mitchell et al., 2020), and work has found that use of social media

¹https://www.digitalnewsreport.org/survey/2020/united-states-2020/.
²See, for example, https://www.forbes.com/sites/petersuciu/2020/09/11/conspiracy-theories-have-gained-traction-since-911-thanks-to-social-media/?sh=361413483ddfb.
for news correlates with conspiratorial worldview (Foley and Wagner, 2020). This has likely only been exacerbated during the global COVID-19 pandemic, where seemingly countless conspiracy theories about the novel coronavirus, its origins, and COVID-19 vaccines, have gone viral on various social media platforms.³

Most stories reinforcing COVID-19 conspiracy theories tend to originate from fringe online sources and social media posts (Papakyriakopoulos et al., 2020), and those who get their news on social media are more likely to be misinformed about basic facts surrounding COVID-19 (Baum et al., 2020; Bridgeman et al., 2020). At the same time, as social media platforms like Facebook continue to grow their user bases, and as increasing number of Americans use these platforms for informing themselves about current events, it is clear that not everyone who uses these platforms endorse conspiracy beliefs. This highlights the need to understand the heterogenous effects that these platforms have on different people using them. In this brief research report, we focus on one factor that might mitigate the effects of social media use: cognitive reflection.

A growing body of work has focused on the link between susceptibility to various forms of misinformation and broad “cognition,” as measured by various concepts including analytical thinking, numeracy skills, or various thinking styles (Pennycook et al., 2018; Guess et al., 2019; Roozenbeek et al., 2020). One particular strain of work focusing on thinking styles found that people who are more reflective (as operationalized by the Cognitive Reflection Test, described in more detail below) are less likely to believe misinformation and generally better at discerning between truth and falsehood (Pennycook and Rand, 2019; Ross et al., 2019; Bago et al., 2020; Pennycook and Rand, 2020).

Cognitive reflection is the capacity to override gut reactions. People engage in two distinct cognitive processes: those executed quickly with little conscious deliberation, and those that are slower and more reflective, sometimes called System one and System two thinking (Kahneman, 2013; Stanovich and West, 2000). System one thinking occurs spontaneously, is intuitive, and does not require attention, while System two thinking requires effort, motivation, and concentration. System one thinking employs mental shortcuts (heuristics) which under certain circumstances can lead to bias in information processing. It is what provides us with an intuitive or gut response to new information. System two thinking is logical and calculating, and can avoid the biases of System one thinking. From a neuroscientific perspective, System one thinking has been associated with activity in regions of the brain known as the Default Mode Network (Gronchi and Giovannelli 2018). The DFN is active during “unconstrained and internally focused cognitive processes” (Spreng 2012). Activity in the DFN has been found to be decreased when individuals engage in attention-demanding cognitive tasks. Simultaneously, activity in parts of the brain known as the task-positive network are more active during such tasks (Fox et al., 2005), suggesting it is associated with System two thinking.⁴

The Cognitive Reflection Test (CRT) is a measure of the ability of individuals to override and ignore incorrect intuition (System 1) and to instead engage in deeper reflection (System 2) to find the correct answer (Frederick 2005). Importantly, while CRT correlates with other measures of cognitive ability, cognitive reflection is more than intelligence or education (Frederick 2005; Toplak et al., 2011). In other words, it measures something conceptually distinct from other measures of intelligence, as evidenced by the moderate correlations between other intelligence tests and the CRT, and specifically the disposition to resist answering a question with an (incorrect) response that first comes to mind (Frederick 2005).

In the context of this study, cognitive reflection is important because conspiracy theories explicitly prey on System one thinking. Most conspiracy theories are designed to appeal to emotions, intuitive thinking, and gut reactions (Hofstadter, 1966; Hibbing et al., 2014; Radnitz and Underwood, 2015; van Prooijen, 2018). This suggests that not all social media users will be affected by the content they encounter on social media in the same way. Those more cognitively reflective will be more resistant to the conspiratorial content that they might encounter on these platforms, because they are better equipped to resist the intuitively appealing conspiratorial claims, and apply System two cognitive resources to determining the veracity of the conspiratorial content. They are also less likely to encounter such content to begin with, because they likely are better at curating a more reliable information environment on Facebook, Twitter, or YouTube. Previous work suggests that higher levels of cognitive reflection were associated with increased ability to discern fake and real news, and generally more responsible social media use (Pennycook and Rand, 2019; Mosleh et al., 2021). Those less cognitively reflective, on the other hand, will likely be more receptive to these conspiracies, because they are more likely to succumb to the intuitive gut reactions that these conspiracies appeal to. They are also likely to be less skilled at curating a landscape with reliable sources of information, and are therefore more likely to be exposed to these stories on social media platforms. We test the potential mitigating effect of cognitive reflection on the relationship between social media use and conspiracy belief. This is our first contribution.

The most popular social media platforms in the United States for current affairs are Facebook, YouTube, and Twitter.⁵ However, mostly because of data availability issues, Twitter remains the most studied platform by researchers. Facebook and YouTube, despite being vastly more popular among average Americans,⁶ remain relatively understudied in comparison to Twitter, which tends to be used by both political and media elites, but only about a quarter of the American public. Furthermore, survey-based research frequently combines social media usage into a single measure (e.g., Stecula et al., 2020), but looking at these platforms individually is important, given that differences between them

---

³One prominent example of this was the Pandemic video that went viral in early May on social media before being taken down—https://www.bbc.com/news/uk-53085640.
⁴It has been found that some tasks can activate both networks (Spreng 2012).
⁵https://www.digitalnewsreport.org/survey/2020/united-states-2020/.
⁶According to a 2020 report by the Pew Research Center, and consistently with their previous work, 25% of Americans use Twitter, while 68% use Facebook and 74% use YouTube. That does not mean that the user base of these more popular platforms is without biases, but, on average, they are more widely used by an average American than Twitter.
means that different social media platforms could have different effects on people accepting conspiracy theories.

Research has shown that how information is presented (whether in text or in video form) affects how it is received (Neuman et al., 1992; Sydnor, 2018; Goldberg et al., 2019). Images (e.g., video) are processed automatically and fast, while the processing of text is controlled and slow (Powell et al., 2019). Most recent work has found that video is slightly more persuasive than text across different domains (Wittenberg et al., 2020). This suggests that different social media platforms might have different effects on their consumers. YouTube, for example, is a video platform, while Twitter and Facebook are primarily text based, although both allow for posting of photo and video content. At the same time, Twitter and Facebook are also different, in terms of length of an average post being longer on Facebook, but also in terms of the user base being much broader on Facebook. Given these differences, it is possible that their effects on conspiracy belief vary. It is also possible that the moderating effect of cognitive reflection differs across platforms. The ability to stop and override a gut reaction, and to engage in slow, effortful information processing may be easier when information is presented as text rather than a fast-paced video. This all highlights the need to examine the different social media platforms individually. In this research report, we disaggregate the effects of YouTube, Twitter and Facebook. This is our second contribution.

### METHOD

Our data comes from an original survey of 1,009 adult Americans conducted using Lucid on March 31, 2020, during the first wave of the COVID-19 pandemic. The sample is generally representative of the United States population due to demographic (age, gender, ethnicity, and region) quotas employed by Lucid. Previous research has shown that Lucid provides a high-quality source of opinion data (Coppock and McClellan, 2019). To further ensure our sample is reflective of the general American public, we generated raking weights based on race, ethnicity, and educational attainment benchmarked to the United States Census’s Current Population Survey from February 2018.

Our dependent variable is a measure of agreement with four conspiracies, two of which are about COVID-19 and two of which are more general in nature. Our strategy was to select prominent conspiracies that could have an appeal across the political spectrum. COVID-19 conspiracies are new, but emerged during the global pandemic, when an unprecedented number of people have been following the news. Conspiracy surrounding the 9/11 terrorist attacks have been relatively mainstream in the past two decades, and the Jeffrey Epstein suicide has captivated the news media’s attention for several weeks. We asked: For each of the statements below, please indicate whether you agree or disagree with it:

1. Certain United States government officials planned the attacks of September 11, 2001, because they wanted the United States to go to war in the Middle East.
2. Jeffrey Epstein did not kill himself, but was murdered by powerful people who he had “dirt” on.
3. The Chinese government developed the coronavirus as a bioweapon.
4. There is a vaccine for the coronavirus that national governments and pharmaceutical companies won’t release.

Response categories were coded: Strongly disagree 1), Somewhat disagree 2), Somewhat agree 3), Strongly agree 4). The percent that strongly agreed with each conspiracy is: 12, 26, 19, and 14%, respectively. The Epstein conspiracy is a bit of an outlier here, mostly due to the media salience of Jeffery Epstein’s suicide and the plethora of conspiracies that emerged in light of it among both Republicans and Democrats. We use the average level of agreement across these four issues as the dependent variable. The Cronbach’s alpha coefficient is 0.80, highlighting that these four conspiracies do in fact “move together” and form a reliable scale. Figure 1 shows that the distribution of this variable is fairly uniform with a slight right tail skew. It has a mean of 2.35 and a standard deviation of 0.83.

Use of Twitter, Facebook and YouTube for news was measured by asking the following: “Some people follow politics closely while others don’t have time to do that or do not find it interesting. Now, thinking about your own news habits, how often do you get the news about current affairs from … “ Response categories were coded: Never 1), Hardly Ever 2), Sometimes 3), Often 4).

We measure cognitive reflection using the standard three-item Cognitive Reflection Test (CRT). The CRT measure is the number of correct responses to the three questions:

1. A bat and a ball cost $1.10 in total. The bat costs $1.00 more than the ball. How much does the ball cost? please enter the number of cents below.
2. If it takes five machines 5 min to make five widgets, how long would it take 100 machines to make 100 widgets? please enter the number of minutes below.
3. In a lake, there is a patch of lily pads. Every day, the patch doubles in size. If it takes 48 days for the patch to cover the entire lake, how long would it take for the patch to cover half of the lake? please enter the number of days below.

This scale is a simple and widely used measure of the ability to reflect on a problem and resist providing the first response that comes to mind (Frederick, 2005). The resulting CRT scale has a range from 0 to 3. The mean (and standard deviation) are: 0.36 (0.74). The modal value is zero, with 77% of respondents getting none of the answers correct. A further 14% got one answer correct, 6% got two correct and 3% got all three correct.

**Figure 2** shows the distribution of social media use for news (in the left panel) and the average CRT score for individuals at each level of use (in the right panel). We see that use of Twitter is lower than that of YouTube and Facebook. A full 58% of individuals say they never used Twitter for news. The corresponding numbers for YouTube and Facebook are 37 and 31%. At the other end of use, only 17% of individuals say they often used Twitter for news but 24 and 28% of individuals say they often use YouTube or Facebook.
We also see that the average CRT scores for those that never, hardly ever or sometimes use social media for news are equal to or higher than the average for the population as a whole. Those that often use Facebook or YouTube have lower CRT scores, on average. The difference between those that often use these social media platforms for news compared to those that never, hardly ever or sometimes use them is statistically significant (Facebook $p$-value = 0.035; YouTube $p$-value = 0.007). There is no such difference in CRT for those that often use Twitter.

In our models of conspiracy theory belief, we control for partisan identity (Democrat, Independent, Republican), traditional media use (average use of radio, national newspapers or magazines, local newspapers, national television news and local television news for news.\footnote{The question and response options for each source were the same as those for the social media platforms. The traditional media variable was created by taking the average across the traditional sources. The Cronbach’s alpha scale reliability coefficient is 0.76.}), web based news (use of websites such as Buzzfeed, Vice, or Vox), age (in years), education (university degree), and gender (binary). Partisanship is an important control, because even though people from across the political spectrum can believe in conspiracy theories,
research has shown that the unique and highly politicized nature of COVID-19 conspiracies makes Republicans and conservatives more likely to endorse these specific theories (Uscinski et al., 2016; Uscinski et al., 2020). Partisanship might also influence the endorsement of the 9/11 and Epstein conspiracy theories. Furthermore, we control for traditional news consumption because previous work has found that consumers of such news sources are less likely to be misinformed, including about COVID-19 (Bridgman et al., 2020; Stecula et al., 2020).

RESULTS

We begin by regressing conspiracy theory belief on CRT, social media use and our control variables. We use a linear model, but to account for the fact that the dependent variable is bounded by 1 and 4, we use a Tobit model (results using OLS are very similar and provided in Supplementary Information).8

Looking at the results (Figure 3), we can immediately see that CRT has a statistically significant negative effect on conspiracy belief, and the use of YouTube and Facebook for news each have a statistically significant positive effect on conspiracy theory belief.9 Twitter does not have a statistically significant effect (p-value = 0.11). Identifying as Republican (as opposed to a Democrat) and being male (as opposed to female) have statistically significant positive effects, and age has a statistically significant negative effect. The magnitude of the CRT effect is that getting one additional question correct (out of 3) reduces conspiracy belief by 0.21 (p-value < 0.001) on the one to four belief scale. This is a decrease of one quarter of a standard deviation on the belief scale. The magnitude of the effect of increasing CRT by one on the 0 to 3 CRT scale is greater than that of being a Republican vs. a Democrat (0.18; p-value = 0.010), although the effects are in the opposite direction. This is notable as partisanship has been shown to have a substantively important effect on belief in some conspiracies (Uscinski et al., 2016; Uscinski et al., 2020).

An increase of one on the one to four social media use scale increases conspiracy belief by 0.09 (p-value = 0.005) and 0.08 (p-value = 0.004) for YouTube and Facebook, respectively. For example, an individual that never uses Facebook or YouTube for news has an expected score of 2.1 on the conspiracy belief scale. An individual that “somewhat disagrees” with each of the conspiracy theories would obtain such a score. An individual that often uses Facebook and YouTube for news has an expected score of 2.6 on the conspiracy scale. An individual would have to “somewhat agree” or “strongly agree” with at least one of the conspiracies to obtain such a score. This suggests that for an “average individual”, frequent use of Facebook and YouTube can mean the difference between disagreeing with each of the conspiracy theories and agreeing with at least one of the conspiracies. The social media effects are smaller than those for CRT but still potentially important.

We next re-estimate our model including an interaction between CRT and social media use. Looking at the results (Figure 4), we see that the interaction between Facebook use and CRT is statistically significant but the Twitter and YouTube

---

8A power test indicates that our sample size allows us to detect an effect as small as 0.0088 with 80% power.
9Figures include 95% confidence intervals. Statistical significance is determined at the 0.05 level (two-tailed test).
interactions are not. The negative Facebook interaction suggests that the effect of using Facebook as a source of news on conspiracy belief may be limited to those with low CRT. At the lowest level of CRT (obtained by 77% of individuals), an increase of one on the Facebook use scale increases conspiracy belief by 0.12 ($p$-value $< 0.001$). For example, an individual that never uses Facebook for news and has a CRT score of 0, has an expected score of 2.2 on the conspiracy belief scale. As before, an individual that somewhat disagrees with each of the conspiracy theories would obtain such a score. An individual that often uses Facebook for news and has a CRT score of 0, has an expected score of 2.6 on the conspiracy scale. Again, an individual would have to somewhat or strongly agree with at least one of the conspiracies to obtain such a score.

For those with higher CRT scores, the effect of social media use is mitigated. For those that had CRT scores of 1 or 2 (obtained by 20% of individuals), the effects of Facebook are substantively small or negative and not statistically significant. At the highest level of CRT (obtained by 3% of individuals), an increase of one on the Facebook use scale actually decreases conspiracy belief by 0.19 ($p$-value $< 0.041$). Meanwhile the effect of YouTube use on conspiracy belief is positive at all levels of CRT and the effect of Twitter is not significant at any level.

**DISCUSSION**

Consistent with previous work, we find that using social media as a source of news is associated with greater likelihood of endorsing various conspiracy theories. Importantly, and in line with our expectations, the effects vary for different social media platforms and different levels of cognitive reflection. The effects are limited to the two biggest social media platforms: Facebook and YouTube, but not Twitter. At the same time, cognitive reflection mitigates these effects for Facebook. In other words, among Facebook users, it is those who easily succumb to gut reactions that are significantly more likely to believe in conspiracy theories, while those high in cognitive reflection, who can slow down and resist the incorrect intuitive answers, are unaffected by Facebook use or even less likely to endorse these conspiracies.

These findings suggest that cognitive reflection is an important moderator that can mitigate the relationship between conspiracy theories and social media use. At the same time, it also highlights that different platforms might influence their users differently. Facebook is primarily a text based social media platform that allows some photo and video content. Twitter is similar but with much shorter average text (and a smaller user base). These differences might explain why we do not see effects for Twitter use. YouTube, on the other hand, is a video platform. Video is processed automatically, while the processing of text is controlled (Powell et al., 2019), so a YouTube video is a more passive form of engagement than reading a Facebook post and, in general, tends to be more persuasive than text (Wittenberg et al., 2020). This may be why cognitive reflection does not mitigate the effects of YouTube use. System two just does not have the same opportunity to engage on YouTube compared to Facebook. This has potentially important implications, as there are indications that Facebook's user base in the United States is in decline, while the YouTube user base is increasing, and YouTube is more popular among young people.\(^\text{10}\) Future research should be mindful of the distinctions between platforms and explore these differences in more detail.

\(^{10}\)https://www.digitalnewsreport.org/survey/2020/united-states-2020/
Our findings also have implications for the battle against conspiracy theory belief. On the one hand, there exists potential for social media platforms to motivate users to engage in more reflective thinking. As previous work has found, it is possible to prime reflective thinking (Deppe et al., 2015). Furthermore, recent research suggests that shifting attention to accuracy increases the quality of news that people share on Twitter (Pennycook et al., 2021). This is a kind of intervention that social media platforms could easily implement to increase users’ focus on accuracy (Pennycook et al., 2021).

On the individual level, even with the necessary cognitive resources (e.g., vocabulary, numeracy), cognitive reflection requires individuals to be aware of the need to override System one thinking in a given context (conflict detection), and inhibit the intuitive response (sustained inhibition) long enough to deliberately apply cognitive resources to the situation (Bonnefon 2018). Bonnefon (2018) suggests that sustained inhibition is the part of this process most in need of training. We suggest that media literacy courses/training at both the secondary and postsecondary levels be studied for its ability to teach the need to override intuitive responses, sustain inhibition and apply cognitive resources in the context of social media. This is particularly important given the potential consequences of conspiracy theories about COVID-19. The conspiracies surrounding the vaccine will likely proliferate as potential consequences of conspiracy theories about COVID-19.

In the context of social media. This is particularly important given the responses, sustain inhibition and apply cognitive resources in the levels be studied for its ability to teach the need to override intuitive responses, sustain inhibition and apply cognitive resources in the context of social media. This is particularly important given the potential consequences of conspiracy theories about COVID-19. The conspiracies surrounding the vaccine will likely proliferate as the efforts to vaccinate national populations across the world become more intense, potentially lowering vaccination rates (Lindholt et al., 2020).
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