The clustering of galaxies at $z \sim 0.5$ in the SDSS-III Data Release 9 BOSS-CMASS sample: a test for the $\Lambda$CDM cosmology
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ABSTRACT

We present results on the clustering of 282,068 galaxies in the Baryon Oscillation Spectroscopic Survey (BOSS) sample of massive galaxies with redshifts $0.4 < z < 0.7$ which is part of the Sloan Digital Sky Survey III project. Our results cover a large range of scales from $\sim 500 \ h^{-1} \ \text{kpc}$ to $\sim 90 \ h^{-1} \ \text{Mpc}$. We compare these estimates with the expectations of the flat $\Lambda$CDM standard cosmological model with parameters compatible with WMAP7 data. We use the MultiDark cosmological simulation, one of the largest $N$-body runs presently available, together with a simple halo abundance matching technique, to predict the galaxy correlation functions, power spectra, abundance of satellites and galaxy biases. We find that the $\Lambda$CDM model gives a reasonable description to the observed correlation functions at $z \sim 0.5$, which is a remarkably good agreement considering that the model, once matched to the observed abundance of BOSS galaxies, does not have any free parameters. However, we find a small ($\sim 10\%$) deviation in the correlation functions for scales around 10–30 $h^{-1} \ \text{Mpc}$. A more realistic abundance matching model and better statistics from upcoming observations
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are needed to clarify the situation. We also predict that about 7% of the galaxies in the sample are most probably satellites inhabiting central haloes with mass $M \gtrsim 10^{14} h^{-1} M_\odot$. Using the MultiDark simulation we also study the scale-dependent galaxy bias $b$ and find that $b \approx 2$ for BOSS galaxies at scales $\gtrsim 10 h^{-1}$ Mpc. The large-scale bias, defined using the extrapolated linear matter power spectrum, depends on the maximum circular velocity $V_{\text{max}}$ of galaxies as $b = 1 + (V_{\text{max}}/361 \text{ km s}^{-1})^{4/3}$, or on the galaxy number density $n_g$ as $b = 0.0377 - 0.57 \log_{10}(n_g h^3 \text{ Mpc}^{-3})$. The damping of the BAO signal produced by non-linear evolution leads to $\sim 2-4\%$ dips in the large-scale bias factor defined in this way. Very accurate fits as a function of abundance and maximum circular velocity of galaxies are provided.
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1 INTRODUCTION

The clustering of galaxies is a fundamental measure of the statistical properties of the cosmic density field through cosmic time. In the last decade, it became possible to determine the clustering strength of galaxy populations at spatial scales out to tens of Mpc and beyond with reasonable accuracy by means of massive galaxy surveys such as the Two-Degree Field Galaxy Redshift Survey (e.g., Colless et al. 2001), Sloan Digital Sky Survey (SDSS-I/II; e.g., Gunn et al. 1998, York et al. 2000; Gunn et al. 2006). These and previous studies have shown that the correlation function is not a simple power-law and that the correlation length of luminous and massive galaxies is larger than that of less luminous ones (see Zehavi et al. 2011, and references therein). Furthermore, it has been also shown that the clustering strength of Luminous Red Galaxies (LRGs) is an excellent tracer of the Baryon Acoustic Oscillation (BAO) signal, which can be used to constrain the expansion history of the Universe (e.g., Eisenstein et al. 2005).

The Baryon Oscillation Spectroscopic Survey (BOSS), a branch of the ongoing SDSS-III (Eisenstein et al. 2011), is considerably increasing the size of available galaxy samples. BOSS consists of galaxy and quasar spectroscopic surveys over a sky area of 10,000 deg$^2$ and its main goal is to measure the BAO feature at high precision. Specifically, BOSS aims at measuring the redshifts of about 1.5 million galaxies out to $z = 0.7$. It will also acquire about 150,000 Lyα forest spectra of quasars in the range $2.2 < z < 4$, to map the large-scale distribution of galaxies at these earlier epochs (see Stosur et al. 2011). The effective volume of the galaxy survey is expected to be about 7 times higher than that of the SDSS-I/II LRG sample which consisted of $\sim 100,000$ galaxies out to $z = 0.45$. The selection criteria of the BOSS targets results in a sample of massive, and hence highly clustered systems, which are suitable candidates for a reliable detection of the acoustic peak. Additionally, the project also provides a wealth of other information on clustering and physical properties of galaxies.

Requirements for theoretical predictions of galaxy clustering in BOSS are extreme: one needs accurate predictions for very large volumes in order to compare with observations. Therefore, the combination of large-volume cosmological $N$-body simulations with prescriptions to associate galaxies with dark matter haloes turns out to be the most efficient way to generate the required model galaxy samples. Recently, White et al. (2011) presented clustering results for scales in the range $\sim 0.5-20 h^{-1}$ Mpc based on $\sim 44,000$ galaxies in the redshift range $0.4 < z < 0.7$ obtained during the first semester of BOSS operation. To compare these observational results with theory, the authors combined large, albeit low-resolution, $N$-body simulations with the Halo Occupation Distribution (HOD) model (e.g., Berlind & Weinberg 2002, Kravtsov et al. 2004, Zentner et al. 2005, Skibba & Sheth 2009, Ross & Brunner 2009, Ross et al. 2010). Their results suggest that the majority of BOSS galaxies are central systems living in haloes with a mass of $\sim 10^{13} h^{-1} M_\odot$, while about 10% of them are satellites typically residing in haloes $\sim 10$ times more massive.

The HOD approach is the most often used framework to make predictions for the large-scale distribution of galaxies. Alternatively, HODs can also be measured in observations (Zehavi et al. 2005, Abazajian 2005, Brown et al. 2008, Zheng et al. 2009). The main component of classical HOD models is the probability, $P(N|M)$, that a halo of virial mass $M$ hosts $N$ galaxies with some specified properties. In general, theoretical HODs require the fitting of a function with several parameters (e.g., Kravtsov et al. 2004, Zheng et al. 2005), which gives some freedom to match the observed clustering of galaxies. These models also depend on the theoretical approach adopted to predict the galaxy number $N$ inside haloes of mass $M$. For example, Zheng et al. (2005) used SPH simulations and semi-analytical models to measure the number of galaxies as a function of hosting halo mass, which is definitely a challenging theoretical exercise. White et al. (2011) tuned five HOD free parameters to fit the observed clustering of galaxies. In this case a random fraction of dark matter particles is selected from the simulations with a fraction following the optimized HOD. This prescription will have the best match to observations hence producing good-quality mock catalogs. However, this is not the best way of testing a cosmological model. Kravtsov et al. (2004) used a different approach: they identify subhaloes in high-resolution $N$-body simulations in order to associate them with satellite galaxies. This is a more attractive path, which can be further perfected by more accurate simulations and more elaborate prescriptions for “galaxies” in dark matter-only simulations (e.g., Trujillo-Gomez et al. 2011).

Halo Abundance Matching (HAM) has recently emerged as an attractive alternative to HOD in or-
order to bridge the gap between dark matter haloes and galaxies (Kravtsov et al. 2004; Tassis et al. 2004; Vale & Ostriker 2004; Conroy et al. 2006; Guo et al. 2010; Wetzel & White 2010; Trujillo-Gomez et al. 2011). Abundance-matching resolves the issue of connecting observed galaxies to simulated dark matter haloes and sub-haloes by setting a one-to-one correspondence between the red-band luminosity or stellar and dynamical masses: more luminous galaxies are assigned to more massive (sub)haloes. By construction, the method reproduces the observed luminosity function (or stellar mass function). It also reproduces the scale dependence of galaxy clustering over a large range of epochs (Conroy et al. 2006; Guo et al. 2010). When abundance matching is used for the observed stellar mass function (Li & White 2009), it gives also a reasonable fit to lensing results (Mandelbaum et al. 2006) and to the relation between stellar and virial mass (Guo et al. 2010). Guo et al. (2010) also attempted to reproduce the observed relation between the stellar mass and the maximum circular velocity with partial success, finding deviations both in shape and amplitude between predictions and observations. At circular velocities in the range 100–150 km s\(^{-1}\), the predicted circular velocity was \(\sim 25\%\) lower than the observed one. They proposed that this disagreement is likely due to the fact that they did not include the effect of baryons. Indeed, Trujillo-Gomez et al. (2011) show that accounting for baryons drastically improves the situation.

Just like with HODs, there are different flavours of HAMs. Generally, one does not expect a pure monotonic relation between stellar and dynamical masses. There should be some degree of stochasticity in this relation due to deviations in the merger history, angular momentum, and halo concentration. Even for haloes (or sub-haloes) with the same mass, these properties should be different for different systems, which would lead to deviations in stellar mass. Observational errors are also responsible in part for the non-monotonic relation between halo and stellar masses. Most of modern HAM models already implement prescriptions to account for the stochasticity (Tassis et al. 2004; Behroozi et al. 2010; Trujillo-Gomez et al. 2011; Leauthaud et al. 2011). The difference between monotonic and stochastic models depends on the magnitude of the scatter and on the stellar mass. The typical value of the scatter in the \(r\)-band is expected to be \(\Delta M_r = 0.3–0.5\) mag (e.g., Trujillo-Gomez et al. 2011). For the Milky-Way-size galaxies the differences are practically negligible (Behroozi et al. 2010), but they increase for very massive galaxies such as those targeted with BOSS due to the strong dependence of the bias with mass.

Almost two years after the start of the project, BOSS has obtained the spectra of about 487,000 galaxies and 61,000 quasars. Using the SDSS-III Data Release 9 (DR9) BOSS data we present results on the two-dimensional, projected and redshift-space correlation functions on scales from \(\sim 500 h^{-1}\) kpc to \(\sim 90 h^{-1}\) Mpc including fibre collision corrections. In order to make predictions for the ACDM cosmological model we use a large high-resolution \(N\)-body simulation with a resolution high enough to resolve subhaloes, which is very important for the HAM prescription. When connecting haloes with galaxies we use a stochastic HAM model.

This paper is organized as follows. In Section 2 we present the BOSS galaxy sample studied here, dubbed “CMASS”, and the measurements of the two-dimensional, projected and redshift-space galaxy clustering in observations. In Section 3 we present the details of the MultiDark simulation, the halo catalogs and the HAM technique adopted here. In Sections 4 and 5 we compare the clustering measures with observations and study the occupation distribution given by our halo catalog. We also discuss the comparison between our halo occupation distribution with that obtained by White et al. (2011) using an HOD model. In Section 6 we study the scale-dependent bias of galaxy clustering of the CMASS sample as inferred from our HAM model both in real and Fourier space. Finally, in Section 7 we close the paper with the summary and conclusions.

In Appendix A we discuss several effects that can affect the clustering power.

2 OBSERVATIONS

2.1 The CMASS sample

In this section we introduce the BOSS sample of massive galaxies analyzed in this work. The target galaxies are selected in such a way that the stellar mass of the systems is approximately constant over the entire redshift range of interest. As a consequence, the resulting galaxy sample is usually dubbed ‘constant mass’ (CMASS) sample. These galaxies are characterized by high-luminosities which translate in a rather low comoving space density of about \(3 \times 10^{-4} h^{-1}\) Mpc. The sample can be obtained by applying the following colour cuts to the observations (see e.g. Eisenstein et al. 2011):

![Figure 1. Sky area covered by the DR9 BOSS-CMASS sample shown in Aitoff projection colour-coded by completeness (see text). The upper and lower maps display the northern and southern galactic caps respectively.](image_url)
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Figure 2. The comoving number density of galaxies in the DR9 BOSS-CMASS sample both for the north and south subsamples in the redshift range \(0.4 < z < 0.7\). Dashed lines show the smoothed distributions used to create the Poisson distribution of particles when computing the correlation functions (see text).

\[
17.5 < \ i_{\text{cmd}} < 19.9, \quad r_{\text{mod}} - i_{\text{cmd}} < 2, \quad \text{ifiber2 < 21.5,} \quad d_{\perp} > 0.55, \quad i_{\text{cmd}} < 19.86 + 1.6 \times (d_{\perp} - 0.8) \quad (1)
\]

where \(d_{\perp} = (r_{\text{mod}} - i_{\text{cmd}}) - (g_{\text{mod}} - r_{\text{cmd}}) / 8\) and \(i_{\text{fiber2}}\) is the \(i\) magnitude measured with the 2\(\prime\) BOSS fiber within the SDSS ugriz photometric system (Fukugita et al. 1996). The subscripts \(\text{cmd}\) and \(\text{mod}\) denote “cmd” and “mod” magnitudes respectively. These cuts are chosen to pick out massive red galaxies at \(z \gtrsim 0.4\). In particular, the condition \(d_{\perp} > 0.55\) selects systems with observed red \(r - i\) colours, whereas the conditions imposed on \(i\)-magnitude is designed to identify an approximately complete galaxy sample down to a limiting stellar mass. Most of these galaxies (\(\sim 75\%\)) show an early-type morphology with a characteristic stellar mass of \(M_* \sim 10^{11} \, h^{-1} \, M_{\odot}\) and an absolute \(r\)-band magnitude of \(M_r - 5 \log h \lesssim -20.7\) (Masters et al. 2011).

Schlafly et al. (2010) and Schlafly & Finkbeiner (2011) found systematic offsets between the colours of SDSS objects in the southern and northern Galactic hemispheres which might reflect a combination of percent calibration errors in the SDSS photometry and errors in the corrections for Galactic extinction. The Schlafly & Finkbeiner (2011) results suggest a systematic offset in the value of \(d_{\perp}\) of 0.0064 between the north and south. As the CMASS selection criteria depends on \(d_{\perp}\), this offset leads, in principle, to a difference in the galaxy samples selected for spectroscopic observations in the two hemispheres. Ross et al. (2011) found a 2% difference in the number density of CMASS targets between the northern and southern hemispheres, which reduces to 0.3% when this offset is applied to the galaxies in the south before applying the CMASS selection criteria. However, Ho et al. (2012) found no appreciable north/south colour offsets in their sample. In this work we do not apply a colour offset to the selection of CMASS galaxies in the south. Although we present results obtained from the combined (north+south) CMASS sample, we also analyse the data from the northern and southern hemispheres separately in order to avoid potential systematics that could be associated with the use of slightly different selection criteria.

For a number of reasons it is not possible to obtain reliable redshifts for all the galaxies satisfying the CMASS selection criteria (see Section 2.2). We estimate the completeness \(c = n_{g}/n_{t}\), where \(n_{t}\) is the number of galaxy targets and \(n_{g}\) the number of these with reliable redshift estimates (weighted as described in Section 2.2) for each sector of the survey mask, that is, the areas of the sky covered by a unique set of spectroscopic tiles (Blanton et al. 2003; Tegmark et al. 2004) which we characterize using the MANGLE software (Hamilton & Tegmark 2004; Swanson et al. 2008). The average completeness of the combined CMASS sample is 98.2%. We trim the final area of our sample to all sectors with completeness \(c > 0.75\), producing our final sample of 282,666 galaxies, of which 219,773 and 62,295 are located in the northern and southern galactic caps respectively. Fig. 4 shows an Aitoff projection of the resulting survey mask in the northern (upper panel) and southern (lower panel) regions, with effective areas \(A_{\text{eff}} = \sum c_{i} \Omega_{i}\), where the sum extends over all sectors contained in the mask and \(\Omega_{i}\) corresponds to their solid angles, 2502 deg\(^2\) and 688 deg\(^2\) respectively. The redshift distribution of the CMASS sample can be seen in Fig. 2 both for the northern and southern subsamples. The dashed lines show the smoothed distributions used to create the random samples of points for our clustering analysis (see Section 2.2). As shown in this figure the galaxy number density peaks at \(z \approx 0.52\) having a value of \(\bar{n}_{g} \approx 3.6 \times 10^{-4} \, h^3 \, \text{Mpc}^{-3}\) and a mean redshift of \(z = 0.55\).

2.2 Clustering measures

We characterize the clustering of the CMASS galaxy sample by means of two-point statistics in configuration space. We measure the angle-averaged redshift-space correlation function \(\xi(s)\) and the full two-dimensional \(\xi(\sigma, \pi)\), where \(\sigma\) and \(\pi\) are the components in the direction perpendicular and parallel to the line of sight of the total separation vector \(s\). These measurements are affected by redshift-space distortions. In order to obtain a clustering measure that is less sensitive to these effects we also compute the projected correlation function (Davis & Peebles 1983)

\[
\Xi(\sigma) = 2 \int_{0}^{\infty} \xi(\sigma, \pi) \, d\pi. \quad (2)
\]

In practice, we sum all pairs with \(\pi_{\text{max}} < 100 \, h^{-1} \, \text{Mpc}\).

We compute the full correlation functions \(\xi(\sigma, \pi)\) using the Landy & Szalay (1993) estimator

\[
\xi(\sigma, \pi) = \frac{DD - 2DR + RR}{RR} \quad (3)
\]

where \(DD\), \(DR\), and \(RR\) are the suitably normalized numbers of data-data, data-random, and random-random pair.
counts in each bin of \((\sigma, \tau)\). In order to measure these quantities without introducing systematic effects, a few important corrections must be taken into account. Here we give a brief description of the main issues that should be considered while a more detailed discussion will be presented in Ross et al. (2012).

As described in the previous section, the spectroscopic CMASS sample is constructed from a target list drawn from the SDSS photometric observations. Even though the overall completeness of the CMASS sample is high, it is not possible to obtain reliable redshifts for all galaxies satisfying the selection criteria specified in Section 2.1. Which galaxies are observed spectroscopically is determined by an adaptive tiling algorithm, based on that of Blanton et al. (2003), which attempts to maximize the number of measured spectra over the survey area. As a result of this algorithm, not all galaxies satisfying the CMASS criteria are selected as targets for spectroscopy. Even when a fibre is assigned to a galaxy and a spectrum is observed, it might not be possible to obtain a reliable estimation of the redshift of the object, leading to what is called a redshift failure. These tend to occur for fibres located near the edges of the observed plates. This implies that it is not possible to simply consider these redshift failures as an extra component affecting the overall completeness of the sector since their probability is not uniform across the field. In order to correct for this effect we define a set of weights, \(w_{\text{zf}}\), whose default value is one for all galaxies in the sample. For every galaxy with a redshift failure, we increase by one the value of \(w_{\text{zf}}\) of the nearest galaxy with a good redshift measurement. The application of these weights effectively corrects for the non-uniformity effects produced by redshift failures.

The main cause for the loss of objects is, however, fibre collisions (Zehavi et al. 2002; Masjedi et al. 2006). The BOSS spectrographs are fed by optical fibres plugged on plates, which must be separated by at least 62'' (in the concordance cosmology this corresponds to a distance of \(0.27 \, h^{-1} \text{Mpc} \) at \(z \sim 0.5\)). It is then impossible, in any given observation, to obtain spectra of all galaxies with neighbours closer than this angular distance. The problem is alleviated in regions covered by multiple exposures, but it is in general not possible to observe all objects in crowded regions.

In this work we correct for the impact of fibre collisions on our clustering measurements by applying the correction presented in Guo et al. (2011). Using this method the total galaxy sample \(D\) is divided into two subsamples, dubbed as \(D_1\) and \(D_2\). These are constructed following the targeting algorithm of the catalogue in a way that guarantees that group \(D_1\) is not affected by fibre collisions, while \(D_2\) contains all collided galaxies. Any clustering measurement of the combined sample can be obtained as a combination of the contributions from these two groups. Based on tests on mock galaxy catalogues, Guo et al. (2011) showed that the application of this method can accurately recover the projected and redshift-space correlation functions on scales both below and above the fibre collision scale, providing a substantial improvement over the commonly used nearest neighbour and angular correction methods.

We constructed random catalogues for subsamples \(D_1\) and \(D_2\) for the northern and southern hemispheres with 40 times more objects than the real data following their respective angular completenesses. The redshifts of these random points were generated in order to follow the distributions of the real samples, which were obtained by a smoothing spline interpolation of the observed redshift distributions.

With the increasing size of current galaxy surveys, and the corresponding improvement on the statistical uncertainties, the contribution of systematic errors to the total error budget of any clustering statistic becomes increasingly important. Due to its large volume and high number density BOSS is perhaps one of the best examples of this. Ross et al. (2012) present a detailed analysis of the systematic effects that could potentially affect any clustering measurement based on the CMASS sample and show that, besides redshift failures and fibre collisions, other important systematics must be considered in order to obtain accurate clustering measurements. The main result from this analysis is that these systematics can be corrected for by applying a set of weights, \(w_{\text{sys}}\), which depend on both, the galaxy properties and their positions in the sky. We consider these weights in all our clustering measurements.

Finally, we also include a set of weights to reduce the variance of the estimator that are given by

\[
w = (1 + n(z)J_w)^{-1},
\]

where \(n(z)\) is the mean galaxy density at redshift \(z\) and \(J_w\) is a free parameter. Hamilton (1993) showed that setting \(J_w = 4\pi J_3(s)\), where \(J_3(s) = \int_0^s \xi(s') s'^2 ds'\), minimizes the variance on the measured correlation function for the given scale \(s\). Here we follow the standard practice and use a scale-independent value of \(J_w = 2 \times 10^4\).

Fig. 3 shows the projected correlation functions \(\Xi(\sigma)\)
times the projected distance of the north, south and combined CMASS samples. The combined sample gives a similar outcome to that of the north as a result of the higher statistics in the latter. For comparison the projected correlation inferred from a CMASS sample corresponding to the first semester of the BOSS observations is also shown (open circles; White et al. 2011). Besides the increase in the sample size and the volume probed, there are differences at small and large scales which are probably due to the different corrections for fibre collisions and the use of the weights to correct for the systematics affecting the galaxy density field.

Although the projected correlation functions of the northern and southern subsamples agree within their respective uncertainties, they show some intriguing differences. At scales in the range \( \sim 20-50 \, h^{-1} \, \text{Mpc} \) the amplitude of \( \Xi(\sigma) \) in the south is higher than that of the north. Similarly, the measurements of \( \xi(s) \) show the same behaviour. However, in this case, the agreement of the mean values is somewhat closer (see section 4).

To estimate covariance matrices for these clustering measures, we use a set of 600 mock catalogs designed to follow the same geometry and redshift distribution of the CMASS sample while mimicking their clustering properties at large scales (Manera et al. 2012). These mocks are inspired by the PTHalos method of Scoccimarro & Sheth (2002), although there are some important differences. The resulting covariances are compatible with the results of N-body simulations. For a detailed description about these mocks and their comparison with N-body results (see Manera et al. 2012).

3 CLUSTERING IN THE ΛCDM MODEL

3.1 The MultiDark simulation

The MultiDark run (MDR1) is an N-body cosmological simulation of the ΛCDM model that was done using the Adaptive-Refinement-Tree (ART) code (Kravtsov et al. 1997; Gottlöber & Klypin 2008). The simulation has \( 2048^3 \approx 8.6 \times 10^9 \) dark matter particles in a box of \( 1 \, h^{-1} \, \text{Gpc} \) on a side. The mass of the dark matter particle is \( 8.72 \times 10^9 \, h^{-1} \, M_\odot \). The cosmological parameters adopted in the simulation are consistent with the latest WMAP7 results (Jarosik et al. 2011) and with other cosmological probes (see Table 1 of Klypin et al. 2011). Hence, we adopt a matter density parameter \( \Omega_M = 0.27 \) and a dimensionless Hubble parameter \( h = 0.7 \). Initial conditions were set at the redshift \( z_{\text{init}} = 65 \) using a power spectrum characterized by a scalar spectral index \( n_s = 0.95 \) and normalized to \( \sigma_8 = 0.82 \) in the same way as done for the Bolshoi simulation (see Klypin et al. 2011, for a detailed description of this simulation). The ART code is designed in such a way that the physical resolution is nearly preserved over time with a value of \( \sim 7 \, h^{-1} \, \text{kpc} \) for the redshift range between \( z = 0-8 \). For further details on the ART code and MultiDark simulation see Prada et al. (2011) and references therein.

3.1.1 Halo finding

Dark matter haloes are identified in the simulation with a parallel version of the Bound-Density-Maxima (BDM) algorithm (Klypin & Holtzman 1997; Riebe et al. 2011). The BDM is a Spherical Overdensity (SO) code. It finds all density maxima in the distribution of particles using a top-hat filter with 20 particles. For each maximum the code estimates the radius within which the overdensity has a specified value. Among all overlapping density maxima the code finds the one having the deepest gravitational potential. The position of this maximum is the centre of a “distinct” halo, which is a halo whose centre is not inside the virial radius of a bigger one. Distinct haloes are also tracers of central galaxies. Self-bound haloes with more than 20 particles lying inside the virial radius of a distinct halo are classified as subhaloes. Subhalo identification is more subtle since it requires the removal of unbound particles and identification of fake satellites. See Riebe et al. (2011) for a more detailed description of the algorithm. The BDM halo finder was extensively tested and compared with other halo finders (Knebe et al. 2011; Behroozi et al. 2011). In Appendix A we show a comparison between the real-space correlation function for halo catalogs selected both with BDM and RockStar halo finders (see Fig. A1). The BDM halo catalogs for the MDR1 simulation are publicly available at the MultiDark Database: http://www.multidark.org.

The size of a distinct halo can be defined by means of the spherical radius within which the average density is \( \Delta \) times higher than the critical density of the Universe, \( \rho_c(z) \). As a consequence, the corresponding enclosed mass is given by

\[
M_\Delta = \frac{4\pi}{3} \Delta \rho_c(z) R_\Delta^3. \tag{5}
\]

We use a threshold overdensity of \( \Delta = 200 \) that corresponds to halo mass and radius of \( M_{200} \) and \( R_{200} \). BDM catalogs also provide virial masses and radius (\( M_{\text{vir}} \) and \( R_{\text{vir}} \)) defined using the standard overdensity 360 \( \rho_{\text{back}}(z) \) (background mean density).

One of the most important characteristics of a (sub)halo is its maximum circular velocity:

\[
V_{\text{max}}^2 = \max \left[ \frac{GM(<r)}{r} \right]. \tag{6}
\]

There are several advantages of using \( V_{\text{max}} \) to characterize a halo as opposed to the “virial mass”. First, \( V_{\text{max}} \) does not have the ambiguity related with the definition of mass. Virial mass and radius vary depending on the overdensity threshold used. For the often-employed overdensity 200 and “virial” overdensity thresholds, the differences in definitions result in changes in the halo radius from one definition to another and, thus, in concentration, by a factor of 1.2–1.3, with the exact value dependent on the halo concentration. Second and more important, the maximum circular velocity \( V_{\text{max}} \) is a better quantity to characterize haloes when we relate them to the galaxies inside these haloes. For galaxy-size haloes the maximum circular velocity is defined at a radius of \( \sim 40 \, \text{kpc} \), i.e., closer to the sizes of luminous parts of galaxies than the much larger virial radius, which for the Milky-Way halo is \( \sim 250 \, \text{kpc} \) (Klypin et al. 2002).

1. Mocks will be available in http://www.marcmanera.net/mocks/
3.2 Bridging the gap between galaxies and haloes

Once we have the maximum circular velocities for distinct haloes and subhaloes the implementation of the HAM prescription is simple. We start with a monotonic assignment. We count all haloes and subhaloes, which have maximum circular velocity \( V_{\text{max}} \) larger than \( V_{\text{cut}} \), and gradually decrease the value of \( V_{\text{cut}} \) until the number density of (sub)haloes is equal to that of BOSS galaxies at \( z \approx 0.5 \).

The bottom panel of Fig. 4 shows the number density of subhaloes as a function of maximum circular velocity. As a reference we indicate in both panels the mean number density of the BOSS-CMASS galaxy sample and as vertical lines the corresponding maximum circular velocity threshold \( (V_{\text{cut}}) \) used in the HAM procedure.

3.2.1 Halo stochasticity

There are a number of arguments why there should be some degree of stochasticity in the stellar mass – circular velocity relation (e.g., Tasitsiomi et al. 2002; Behroozi et al. 2010; Trujillo-Gomez et al. 2011). In our case the stochasticity means that some haloes above the velocity cut host galaxies with stellar masses smaller than the corresponding stellar mass cut of the BOSS sample and should not be included into the sample. Simultaneously, some smaller haloes may host galaxies with a larger stellar mass, and should be considered. Because the number density of galaxies is fixed by observations, the numbers of included and excluded haloes must be equal. Following Trujillo-Gomez et al. (2011) we implement this process using a Gaussian spread with an offset. If \( V_{\text{cut}} \) is the velocity cut in the monotonic assignment, then a (sub)halo is taken if its maximum circular velocity \( V_{\text{max}} \) satisfies the condition

\[
V_{\text{max}} [1 + \mathcal{N}(0, \sigma)] - \Delta V > V_{\text{cut}},
\]

where \( \mathcal{N}(0, \sigma) \) is a Gaussian random number with mean zero and \( \text{rms} \) \( \sigma \). The offset \( \Delta V \) is needed to compensate the larger influx of smaller haloes. We use \( \sigma = 0.2 \) and \( \Delta V = 18 \text{ km s}^{-1} \), which is similar to the values adopted by Trujillo-Gomez et al. (2011). Note that the offset \( \Delta V \) and the spread \( \sigma \) are not free parameters. The offset is just a normalization. The value of \( \sigma \) is defined by the spread of the observational Baryonic Tully-Fisher relation (or its equivalent for early-type galaxies), which has uncertainties (e.g., Trujillo-Gomez et al. 2011). The stochastic assignment has a very small effect on clustering for scales larger than \( 0.5 \text{ h}^{-1} \text{ Mpc} \) decreasing the correlation functions no more than \( \sim 8\% \).

3.2.2 Subhalo tidal stripping

In order to apply our HAM technique we use the maximum circular velocity at \( z = 0 \) as a proxy, which is a quantity that can be easily measured for haloes in our simulation. However, it is generally accepted that, for subhaloes, a better characteristic would be the peak value of the maximum circular velocity, \( V_{\text{peak}} \), during subhalo evolution (e.g., Conroy et al. 2006; Trujillo-Gomez et al. 2011). The latter is motivated by the tidal stripping effect: once a halo falls into the potential well of a larger one some of its material can be stripped away, thus lowering the value of \( V_{\text{max}} \). Since in real galaxies stars occupy the inner regions of subhaloes, where tidal forces are much weaker, their circular velocities should be, in general, less influenced by this effect.

We expect that the tidal stripping for BOSS-CMASS satellites, though present, not to be dominant, thus allowing us to use \( V_{\text{max}} \) for subhaloes as a reliable proxy for the HAM technique. In this case, satellites with masses of \( \sim 10^{13} \text{ h}^{-1} \text{ M}_\odot \) are typically located at large distances from their central hosts, which can reach even larger mass values of \( \sim 10^{15} - 10^{16} \text{ h}^{-1} \text{ M}_\odot \) (see Section 5).

To estimate the magnitude of the potential stripping effect in these systems we run a series of simple simulations. Using a direct-summation \( N \)-body code, we study the idealized case of a satellite orbiting its central host, where the latter is modeled as a static Navarro-Frenk-White (NFW) potential (Navarro et al. 1996). Initially, the satellite was set as a distribution of particles following an equilibrium NFW distribution with isotropic velocities. The mass per particle and force softening were set to \( 8 \times 10^7 \text{ h}^{-1} \text{ M}_\odot \) and \( 0.1 \text{ h}^{-1} \text{ kpc} \) respectively. Particle mass decreases with decreasing distance to the central halo as a way to achieve a better mass resolution in the central regions. In order to
check for equilibrium stability and numerical effects we did a test run for an isolated satellite, i.e. without considering an external tidal field, finding that its maximum circular velocity was well preserved during the entire evolution of the system, which was set to 5 Gyr.

We study two different cases for a satellite of mass \( M_{\text{sat}} = 10^{13} h^{-1} \) M\(_\odot\), alternatively assuming either \( M_{\text{host}} = 10^{14} h^{-1} \) M\(_\odot\) or \( M_{\text{host}} = 10^{15} h^{-1} \) M\(_\odot\) for the mass of the central host. Halo concentrations were selected to follow the results of Prada et al. (2011), thus they were taken to be \( c_{\text{vir}} = 8.2, 6.9, 5.8 \), in order of increasing halo mass. Stripping severely depends on the distance to the centre. For instance, for a central system with mass \( M_{\text{host}} = 10^{14} h^{-1} \) M\(_\odot\), we find that a satellite with a pericentre (apocentre) of 100 (500) \( h^{-1} \) kpc loses around half of its maximum circular velocity in 5 Gyr. However, this is not typical of satellites in large galaxy clusters. We find that, for both host halo masses, satellites falling from the virial radius with apocentre-to-pericentre ratios of \( 4 : 1 - 3 : 1 \), the tidal stripping is much less efficient, changing its maximum circular velocity only by 15-20\% after 5 Gyr. The effect is much smaller after the first \( \sim 2 \) Gyr of evolution producing a variation less than 5\%.

Since, in this work, the minimum studied physical scale is \( \gtrsim 0.5 \) Mpc, it is expected that most of the BOSS-CMASS satellites have spent most of their time at larger distances from their central haloes, where the impact of tidal forces is small. Thus, considering the relatively small change of the subhalo maximum circular velocities due to tidal stripping, we use \( V_{\text{max}} \) as a proxy for our HAM instead of \( V_{\text{peak}} \). Interestingly, Watson et al. (2012), based on a subhalo evolution model applied to clustering measurements in the SDSS, suggest that tidal stripping of stars in luminous galaxies is much less efficient than in less luminous systems, which provides additional support to our choice.

3.3 Modeling BOSS-CMASS clustering

We use the MultiDark BDM catalogs constructed for the overdensity 360 \( \rho_{\text{back}}(z) \) to facilitate the comparison with the HOD modeling presented in White et al. (2011). However, as stated before, our results do not depend on halo mass definition since halo matching is done using the maximum circular velocity \( V_{\text{max}} \) of either distinct haloes or subhaloes. We use redshift \( z = 0.53 \), which is close to the peak value of the BOSS-CMASS sample (see Fig. 2).

To model the effect of galaxy peculiar velocities in the redshift measurements, we transform the coordinates of our (sub)haloes to redshift-space using \( s = x + v \cdot \hat{r}/(aH) \), where \( x \) and \( v \) are their position and peculiar velocity vectors respectively, \( a \) is the scale factor and \( H \) is the Hubble constant. We compute the two-dimensional correlation function \( \xi(\sigma, \pi) \) of our catalog counting the number of “galaxy” tracers in bins parallel (\( \pi \)) and perpendicular (\( \sigma \)) to the line-of-sight. When estimating the projected correlation function, we count all pairs along the parallel direction out to \( \sigma_{\text{max}} \sim 100 h^{-1} \) Mpc.

To estimate the cosmic variance we use a set of simulations from the Large Suite of Dark Matter Simulations (LasDamas; see http://lss.phy.vanderbilt.edu/lasdamas/). We use mock galaxy catalogs extracted from the Carmen boxes, which are 40 dark matter-only low-resolution runs done with 1120\(^3\) particles in a periodic cube with \( 1 h^{-1} \) Gpc on a side. In this way, we can get a simple estimate of the expected rms deviations from our fiducial MultiDark result due to random fluctuations in the initial conditions of the universe. The dark matter density and scalar spectral index of the Carmen simulations display a difference of about 8\% in comparison to the corresponding values of MultiDark. However, since here we only want to obtain an estimate for the magnitude of the cosmic variance, we consider this approach as good enough for this purpose.

As already mentioned in Section 2.2, to estimate the covariance matrices of observed correlation functions we use a set of 600 galaxy mocks designed to follow the same geometry and redshift distribution of the CMASS sample, while mimicking its clustering properties. Manera et al. (2012) show that the covariances for the correlation functions of N-body simulations are consistent with those resulting from the mocks. This means that it is safe to compare the cosmic variance of MultiDark (estimated from the Carmen set of simulations) with that resulting from the mock galaxy catalogs.

4 CLUSTERING OF GALAXIES IN THE BOSS-CMASS SAMPLE

The two-dimensional correlation function \( \xi(\sigma, \pi) \) for the north subsample of BOSS-CMASS is presented in Fig. 3 for distances up to \( \sim 20 h^{-1} \) Mpc (dashed contours). The Finger-Of-God elongation along the line-of-sight direction at small perpendicular separations, which is due to galaxy small-scale random velocities, is clearly seen. The flattening of contours at larger projected scales is due to the Kaiser effect caused by large-scale infall velocities (Kaiser 1987). Predictions for the clustering of galaxies obtained from the MultiDark cosmological simulation (solid contours) produce a
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Figure 6. **Left panel:** Projected correlation function for the 0.4 < z < 0.7 DR9 BOSS-CMASS north, south and Full galaxy samples (open blue triangles, open red circles and filled black circles respectively) and the MultiDark catalog selected with the HAM procedure at z = 0.53 (solid line). The shaded area for MultiDark gives an estimate of the cosmic variance. BOSS-CMASS error bars were estimated using an ensemble of 600 mock galaxies (see Section 2.2). For clarity, only error bars for the combined sample are shown. The corresponding ones for the north and south are a factor of about 1.13 and 2.15 times larger respectively. The transition between the one-halo and two-halo terms can be seen at ∼1 h⁻¹ Mpc. Flattening of the signal at intermediate scales and bending at large scales are also evident features. **Right panel:** Detailed differences between the ΛCDM model and BOSS clustering are better seen when plotting the quantity Ξ(σ) σ.

Figure 7. **Left panel:** Redshift-space correlation function for the 0.4 < z < 0.7 DR9 BOSS-CMASS north, south and Full galaxy samples (open blue triangles, open red circles and filled black circles respectively) and the MultiDark catalog selected with the HAM procedure at z = 0.53 (solid line). Standard deviation for model and observations are shown in the same way as in Fig. 6. **Right panel:** Shown is the quantity ξ(s) s² which better reflects the differences between our ΛCDM model and BOSS clustering measures.

A fair representation of the measured clustering in the CMASS sample. Nevertheless, there are some deviations. At small separations, σ ≲ 2 h⁻¹ Mpc, observations show more clustering as compared with results from the simulation. The situation reverses at large scales, where our cosmological simulation predicts slightly stronger clustering.

These tendencies are clearly seen in the correlation functions presented in Figs. 6 and 7. The north, south and combined CMASS samples are shown together with the result of our simple HAM model. The shaded area for MultiDark gives an estimate of the cosmic variance as computed from LasDamas suite of simulations. Again, the overall agreement at all scales is quite good showing a remarkable match with observations. However, as noted before, there are some noticeable discrepancies at small and intermediate scales. The detailed differences between the projected correlation function and MultiDark can be better seen in the right panel of Fig. 6 where differences in the correlations are amplified after multiplying by the corresponding projected distance. The disagreement at scales ≲ 1 h⁻¹ Mpc is perhaps
related to the simple stochastic HAM adopted here. At large scales, starting from $\sim 20 \ h^{-1}\ Mpc$, the theoretical estimates lie slightly above the observational estimates of the northern galaxy subsample (at $\sim 1\sigma$ level), which has about four times larger statistics than the corresponding southern sample.

The redshift-space clustering results, both for the CMASS sample and the ΛCDM model given by the MultiDark simulation, are shown in Fig. 8 As before, the shaded area represents cosmic variance estimates and differences between model and observations are better seen in the right panel. Peculiar velocities of galaxies inside virialized systems reduce the clustering signal thus lowering the slope of the correlation function at scales of 1–2 $h^{-1}$ Mpc.

For scales in the range $0.6–1\ h^{-1}\ Mpc$ our model underpredicts the observed values, as already showed for the case of the projected correlation function. The agreement between the simulation measurement and observed redshift-space correlation function is quite remarkable at scales $\gtrsim 1\ h^{-1}\ Mpc$. Differences are less than 2–3% for a wide range of distances ranging from 2 $h^{-1}\ Mpc$ to 20 $h^{-1}\ Mpc$. At $20–40\ h^{-1}\ Mpc$ the MultiDark results overpredict the observed clustering by about $\sim 10\%$. Statistically the differences are significant: the effect is about $3\sigma$ at $\sim 30\ h^{-1}\ Mpc$.

5 THE MEAN HALO OCCUPANCY OF BOSS-CMASS GALAXIES

Our analysis allows us also to study the halo occupation distribution and the satellite fraction of BOSS-CMASS galaxies at $z \sim 0.5$. The main advantage of the MultiDark simulation is that it has sufficient resolution to resolve satellites around central distinct haloes. The satellite distribution around massive haloes can be directly studied from the resulting halo catalogs. As shown previously in the top panel of Fig. 9 the fraction of satellites for haloes with a number density close to that of the CMASS sample is less than 10%. In particular, for haloes having $V_{\text{vir}} \gtrsim 362\ \text{km s}^{-1}$, which corresponds to a number density of $3.6 \times 10^{-4} \ h^{-3} \ Mpc^{3}$, the resulting satellite fraction is 6.8%. The HOD modeling by White et al. (2011), using the first semester of BOSS data, reported a satellite fraction ($10 \pm 3\%$) which is reduced to $(7 \pm 2\%)$ when they ignore in their fit to the correlation function the very small scales affected by fibre collisions. Note that our HAM procedure is non-parametric and provides satellite fractions consistent with our ΛCDM cosmological simulation. Yet, the halo-occupancy distribution and satellite fractions from HOD modeling are obtained from a fit to the empirical correlation function.

Fig. 8 shows the mean occupancy of haloes for the BOSS-CMASS sample as obtained from the MultiDark halo abundance-matching scheme. The dashed line and open circles are the contributions of distinct haloes and subhaloes respectively. Open squares correspond to the total occupancy of haloes, including both central and satellite galaxies from our halo catalog. Distinct haloes display a sharp transition around $M_{\text{cen}} \gtrsim 10^{13} \ h^{-1} \ M_{\odot}$. The mean number of satellite...
galaxies as a function of halo mass can be modeled with the following expression (e.g., Wetzel & White 2010):

$$\tilde{N}_{\text{sat}}(M) = \left( \frac{M}{M_1} \right)^{\alpha} e^{-M_{\text{cut}}/M_1},$$

where $\log M_{\text{cut}} = 13.07 \pm 0.40$, $\log M_1 = 14.25 \pm 0.17$ and $\alpha = 0.94 \pm 0.42$ (dot-dashed line). Here, $M_1$ is the halo mass which hosts, approximately, one satellite and $M_{\text{cut}}$ governs the strength of the transition between systems with and without satellite systems. For high halo masses, fluctuations in the determination of the satellite occupancy arise because we are dealing with small number statistics as a result of the fixed volume of the simulation. The solid line in Fig. 6 shows the total mean halo occupancy but using in this case the best fit model for the satellite distribution in order to extrapolate the result towards higher masses.

In Fig. 6 we compare the HOD parameters, $M_{\text{cut}}$ and $M_1$, obtained from MultiDark at $z = 0.53$ as a function of number density (solid lines) following our HAM scheme. We also show estimates for a variety of intermediate redshift massive galaxy samples from the literature, including the HOD results from White et al. (2011) for the early BOSS data sample. This compilation of different datasets has been kindly provided by M. White. Error bars on the individual points are typically $\sim 0.1$ dex, as represented by the size of the symbols. The agreement between the MultiDark HAM predictions and data from different surveys is remarkable if one considers the differences in sample selection, redshift range and HOD methods. Our estimates for the HOD parameters of the BOSS-CMASS sample yield consistent values with those of White et al.’s HOD analysis which are contained within our error bars. Nevertheless, it is worth noting here that White et al. (2011) did not consider weights in the estimation of the correlation function used, which could have an impact on the derived parameters, and that our approach relies completely on our halo catalog.

6 POWER SPECTRUM AND BIASES

In this section we focus on the abundance-matched halo catalog to the BOSS-CMASS galaxy sample, presenting further predictions from the MultiDark simulation that can be tested with future observations. Using the resulting halo sample and dark matter particles from the simulation we can estimate the bias of the halo population with respect to the underlying mass distribution as follows

$$b(r) \equiv \sqrt{\frac{\xi_s(r)}{\xi_0(r)}}$$

where $\xi_s(r)$ and $\xi_0(r)$ are the real space correlation functions for the MultiDark haloes and dark matter in the volume at the redshift of interest. This bias is shown in Fig. 10 as a function of spatial scale (solid line). The resulting bias is $b \approx 2$ at the transition scale of $\sim 1 \ h^{-1} \text{Mpc}$ and, as expected, increases strongly for smaller scales where galaxies are more strongly clustered with respect to the dark matter. For the remaining scales we can constrain the bias factor to be in the range $b \approx 1.8 - 2.2$. Interestingly, this result is in very good agreement with the findings of Ho et al. (2012). These authors found a galaxy bias of $b = 1.98 \pm 0.05$ in the redshift range $z = 0.50 - 0.55$ by studying the angular clustering of the photometric CMASS sample. The bump-like feature between $\sim 1 - 10 \ h^{-1} \text{Mpc}$ is related to the transition between the one- and two-halo terms in the correlation function, while for larger scales the bias factor tends to decrease. The linear bias estimation is shown as a dashed line, where the linear matter correlation function is used instead. As expected, the linear bias at small scales differs strongly from the non-linear result while approaching more similar values at larger scales.

We have a number of goals with the analysis of the power spectrum and biases: (1) We want to present accurate approximations for the numerical results, which can be used for comparison of observational results with predictions of the cosmological model used in our simulations. It is more convenient to use these approximations instead of having to deal with raw simulations. (2) The high quality of our results allows us to study effects which are difficult to measure with low-resolution simulations.

One should clearly understand the role of the standard $\Lambda$CDM model with the particular set of cosmological parameters used for our simulations. Our results show that, once we match the abundance of haloes, the model reasonably reproduces a wide range of scales of the observed projected and redshift-space correlation functions. In principle, one can invert the correlation function to obtain the power spectrum. However, in practice, a model-independent inversion is a technically complicated process. This is why we chose a different approach: we use the power spectrum of haloes in the model as a proxy of the power spectrum of galaxies in BOSS.

We use two other sets of simulations in addition to MultiDark. The first one is the already mentioned Carmen suite of 40 simulations of the LasDamas suite of simulations that allows us to estimate the effect of cosmic variance. These mock galaxy catalogs are produced with an HOD model with parameters obtained from fitting the respective SDSS galaxy sample (McBride et al. 2009). Note that,
Figure 11. Left panel: Recovering the power spectrum: shot-noise and density assignment corrections. The top solid thin curve shows the “raw” estimate of the power spectrum at $z = 0.53$ for haloes and subhaloes with circular velocities larger than $V_{\text{max}} > 362 \text{ km s}^{-1}$ corresponding to a number density close to that of galaxies in the BOSS sample $n = 3.6 \times 10^{-4} \text{ h}^3 \text{ Mpc}^{-3}$. The dot-dashed line is the combined correction in Eq. (10) due to the shot-noise and the density assignment. The vertical line shows the Nyquist frequency. The thick solid line is the recovered power spectrum. The dashed line shows the linear power spectrum of dark matter density perturbations scaled up to match the amplitude of the recovered power spectrum at long waves. Right panel: Comparison between the recovered power spectra for haloes+subhaloes with $V_{\text{max}} > 200 \text{ km s}^{-1}$ in the MultiDark (solid line) and the Bolshoi (dashed line) simulations at $z = 0$. Deviations at $k < 0.1 \text{ h Mpc}^{-1}$ are due to cosmic variance. The deviations at $k > 5 \text{ h Mpc}^{-1}$ are due to density assignment effects in the MultiDark simulation. However, for wave-numbers in the range $0.2 \text{ h Mpc}^{-1} < k < 5 \text{ h Mpc}^{-1}$ the resulting power spectra are not affected by cosmic variance and resolution and the agreement between simulations is excellent, with deviations less than just few percent.

Figure 12. Power spectra (multiplied by $k^{1.5}$) of dark matter haloes in real space (open circles with error bars) for haloes with $V_{\text{max}} > 362 \text{ km s}^{-1}$ (top) and $V_{\text{max}} > 180 \text{ km s}^{-1}$ (bottom). Solid curves show the linear power spectra scaled to match the amplitude of fluctuations at long waves. The four vertical lines indicate the positions of maxima due to BAO. The BAO peaks in the linear spectrum give rise to peaks in the power spectrum of haloes.
Clustering of BOSS-CMASS galaxies

Figure 13. Bottom panel: Real-space bias factor $b(k) = (P_{gg}/P_{\text{linear}})^{1/2}$ for haloes with circular velocities $V_{\text{max}} = 180, 200, 220, 250, 300$ and $362$ km s$^{-1}$ (from bottom to top). Top panel: Bias factor for different haloes normalized to unity at long-waves. The bias factor $b(k)$ depends on the circular velocity $V_{\text{max}}$ and on wave-number $k$ in a rather complicated way. There are small depressions in the bias factor at peaks of BAOs. When normalized to the long-wave value $b_0$, the bias factor is slightly smaller for less massive haloes. However, the main effect is the overall shift $b_0$.

0.7$k_{N_Y}$ (Jing 2005; Cui et al. 2008). However, to remain on safe ground we decided to limit our analysis to $k < 0.4k_{N_Y} = 5$ h Mpc$^{-1}$. The left panel of Fig. 11 illustrates the procedure of shot-noise and density corrections using a halo sample with $V_{\text{max}} > 362$ km s$^{-1}$ extracted from the MultiDark simulation at $z = 0.53$.

In the right panel of Fig. 11 we compare results of the MultiDark and Bolshoi simulations. Just as one may expect, there are some deviations at long waves due to the cosmic variance: the Bolshoi box of $250$ h$^{-1}$ Mpc is too small to accurately probe these waves. There are also deviations at short waves that correspond to $k > 7$ h Mpc$^{-1}$ that are mainly due to the difference in density assignment between both simulations. For the Bolshoi simulation, the adopted mesh sets a minimum physical scale four times higher in frequency in comparison to MultiDark. However, for wave-numbers in the range $0.2$ h Mpc$^{-1} < k < 5$ h Mpc$^{-1}$ the agreement between the simulations is remarkably good. This agreement is especially important for short waves, where both resolution and shot-noise could have corrupted the results. However, since this has not happened, it indicates that the obtained power spectrum for MultiDark can be trusted up to, at least, $k = 5$ h Mpc$^{-1}$.

Fig. 12 shows power spectra of haloes with circular velocity cuts $V_{\text{max}} > 362$ km s$^{-1}$ (top curves) and $V_{\text{max}} > 180$ km s$^{-1}$ (bottom curves). To highlight BAO features, we actually plot the power spectra of the halo distribution multiplied by $k^{1.5}$. As a result, the first four peaks in the spectra are clearly seen in the plot. However, they are somewhat smeared out by the non-linear evolution. As expected,

Figure 14. Real-space bias factor for haloes with circular velocities larger than $V_{\text{max}} = 362$ km s$^{-1}$. Top panel: The bias factor normalized to the long-wave value $b_0$ (bottom panel, solid line) is compared with the analytical approximation given by Eq. (15) (dashed line). The top panel displays the relative error in percentages of the analytical approximation (filled circles). Error bars show the rms fluctuations due to the cosmic variance. Bottom panel: Deviations of the bias from the “de-wiggled” component of the bias factor given by Eq. (15). Open circles show the relative deviations $b(k)/b_{\text{de-wiggle}} - 1$ for each wave-number. The solid line is an analytical model for the residuals: the sum of exponential terms in Eq. (16). Error bars show the rms fluctuations due to cosmic variance.
the non-linearity is more important.

In what follows, we define the bias factor by

\[ b(k, V_{\text{max}}) \equiv \left( \frac{P_{\text{gg}}(k, V_{\text{max}})}{P_{\text{linear}}(k)} \right)^{1/2}, \tag{11} \]

where \( P_{\text{linear}}(k) \) is the linear power spectrum of the dark matter and \( P_{\text{gg}}(k, V_{\text{max}}) \) is the power spectrum of haloes and subhaloes with circular velocities larger than \( V_{\text{max}} \). In order to distinguish the latter from the often used non-linear dark matter power spectrum or from the power spectrum of distinct haloes, we use subscript "gg" to indicate that our results mimic mimic galaxies.

We start our analysis with the long-wave normalization of the bias parameter for different velocity cuts and, thus, for different number-densities of our “galaxies”. The bottom panel in Fig. 13 shows \( b(k, V_{\text{max}}) \) for different velocities. At all wave-numbers the bias \( b(k, V_{\text{max}}) \) increases with increasing \( V_{\text{max}} \). The top panel shows that when normalized to the long-wave value, \( b_0(V_{\text{max}}) \), the bias factor is nearly the same. However, there is some residual dependence on \( V_{\text{max}} \), i.e., the deviations of the bias from one velocity cut to another can be as large as 15% and this should be taken into account if an accurate fit is needed. An approximation for the real-space long-wave bias factor as a function of the average number density of dark matter haloes \( n(> V_{\text{max}}) \) or \( V_{\text{max}} \) is presented below:

\[ b_0(n) = 1 + 0.57 \log_{10} \left( \frac{2.05 \times 10^{-2} h^3 \text{Mpc}^{-3}}{n} \right), \tag{12} \]
\[ b_0(V_{\text{max}}) = 1 + \left( \frac{V_{\text{max}}}{361 \text{ km s}^{-1}} \right)^{4/3}. \tag{13} \]

We now focus our analysis on the bias factor of haloes with \( V_{\text{max}} > 362 \text{ km s}^{-1} \) at \( z = 0.53 \), whose abundance \( n = 3.6 \times 10^{-4} h^3 \text{ Mpc}^{-3} \) matches that of BOSS galaxies. The top panel of Fig. 14 shows the bias factor of these haloes normalized to the value \( b_0(V_{\text{max}}) = 2.01 \) found at long waves. Overall the bias factor is nearly flat at long waves and monotonically increases to short waves. The following approximation for the smooth component of the real-space bias factor gives an accuracy better than 4%:

\[ b(k, V_{\text{max}}) = b_0(V_{\text{max}}) \left[ 1 + \log_{10}(1 + 3k^{1.8} + 5.8k^3) \right], \tag{14} \]

where the wave-number \( k \) is in units of \( h \text{ Mpc}^{-1} \). However, this approximation misses an important effect of non-linearities, the damping of the BAO. The coupling between different Fourier modes washes out the acoustic oscillations, erasing the higher harmonic peaks (McInnes et al. 1996; Eisenstein et al. 2007; Angulo et al. 2003; Sánchez et al. 2008; Montesano et al. 2010).

In recent years, there has been substantial progress in the theoretical understanding of non-linear distortions in the BAO signal, which can now be accurately modelled (see e.g. Crocce & Scoccimarro 2006; 2008; Matsubara 2008; Taruya et al. 2008, and even partially corrected for Eisenstein et al. 2007; Seo et al. 2010). As the bias factor in Eq. (11) is defined with respect to the extrapolated linear theory power spectrum, this damping leads to small wiggles in \( b(k) \) with an amplitude at the 2–4% level, that can be better seen in the bottom panel of Fig. 14.

| BAO peak \( k \) (h \text{ Mpc}^{-1}) | \( \alpha_i \) | \( \sigma_i \) |
|---|---|---|
| 1 | 0.071 | 0.010 | 0.017 |
| 2 | 0.130 | 0.043 | 0.017 |
| 3 | 0.191 | 0.022 | 0.017 |
| 4 | 0.251 | 0.013 | 0.012 |

Table 1. Parameters for the approximation of the real-space bias factor given by Eq. (15).

The accuracy of the fitting of \( b(k, V_{\text{max}}) \) for \( V_{\text{max}} > 362 \text{ km s}^{-1} \) can be improved by including extra terms in the expansion and by adding the four main BAO peaks as follows

\[ b(k, V_{\text{max}}) = b_0(V_{\text{max}}) \times \left[ 1 + \log_{10}(1 + 4.0k^{1.8} + 3.1k^3 + 1.0k^{4.5}) \right] \times \prod_i \left[ 1 - \alpha_i \exp \left( \frac{-(k - k_i)^2}{\sigma_i^2} \right) \right], \tag{15} \]

Here each BAO peak is approximated as a small suppression of the bias factor given by the last term of the equation, \( k_i \) is the wave-number of the peak and \( \alpha_i \approx 0.01-0.05 \) and \( \sigma_i \approx 0.01-0.02 \) are free parameters. The typical errors given by this approximation are smaller than 2% (see the top panel of Fig. 14). The values of the parameters used in the approximation can be seen in Table 1.

Using Eq. (13) and the bias factor \( b(k) \) for the velocity cut \( V_{\text{max}} = 362 \text{ km s}^{-1} \), we develop corrections to the bias factor for different values of \( V_{\text{max}} \). In this way, we find the following set of equations that yield an accuracy better than 4% for the range of velocities within \( V_{\text{max}} = 180-370 \text{ km s}^{-1} \):

\[ b(k, V_{\text{max}}) = b_0(V_{\text{max}}) \times \left[ 1 + \log_{10}(1 + 4.0k^{1.8} + 3.1k^3 + 1.0k^{4.5}) \right] \times \prod_i \left[ 1 - \alpha_i \exp \left( \frac{-(k - k_i)^2}{\sigma_i^2} \right) \right] \times \left[ 1 - \beta_0 \left( 1 - e^{-k^2/0.22^2} \right) + \beta_1 k - \beta_2 k^3 \right], \tag{16} \]

where the parameters \( \beta_{0,1,2} \) depend only on \( V_{\text{max}} \)

\[ \beta_0 = \left( \frac{66.6 \text{ km s}^{-1}}{V_{\text{max}}} \right)^3, \]
\[ \beta_1 = 2.18 \times 10^{-2} \left[ 1 - \left( \frac{205.8 \text{ km s}^{-1}}{V_{\text{max}}} \right)^{103/14} \right], \tag{17} \]
\[ \beta_2 = 1.64 \times 10^{-2} \left[ 1 - \left( \frac{266.5 \text{ km s}^{-1}}{V_{\text{max}}} \right)^{1/6} \right]. \]

### 7 CONCLUSIONS

We presented an analysis of the clustering of 282,068 galaxies in the DR9 sample of BOSS data for a wide range of scales, ranging from \( \sim 500 h^{-1} \text{ Mpc} \) to \( \sim 90 h^{-1} \text{ Mpc} \). We separately studied the clustering in the northern and southern hemispheres, as well as for the full sky sample. We measured the two-dimensional, projected and redshift-space correlation functions and compare the results with those ob-
tained from a large cosmological simulation with $1\,h^{-1}\text{Gpc}$ on a side at a redshift of $z = 0.53$. The cosmological parameters adopted in the simulation are consistent with the latest WMAP7 results and several other probes. Our simulation, also known as MultiDark, is able to resolve the relevant sub-halo masses needed to compare with the observed satellite population. To bridge the gap between galaxies and dark matter haloes we use a simple HAM technique applied to the BOSS-CMASS sample. Our main results can be summarized as follows:

- There is a 10–20% asymmetry in the projected and redshift-space correlation functions between the north and south subsamples at $\gtrsim 20\,h^{-1}\text{Mpc}$ scales, which is better seen in the case of the projected correlation function. However, for both subsamples, the mean values agree with each other within a $\sim 1\sigma$ level of uncertainty.

- As compared with the first-semester of BOSS results presented by White et al. (2011), we find a small increase in power in the projected correlation function at scales smaller than $\sim 1\,h^{-1}\text{Mpc}$ due to the improved treatment of fibre collisions and new corrections for systematics. However, the correlation functions (projected and redshift-space) decline by 10–20% at $10–30\,h^{-1}\text{Mpc}$ scales in comparison with our HAM model. This is most noticeable for the north subsample which has about four times larger statistics than its southern counterpart. The comparison with the south subsample yields more consistent results with MultiDark at all scales, both in the projected and redshift-space correlations.

- Our N-body predictions for the clustering of galaxies give a fair representation of the measured clustering in the CMASS sample for a wide range of scales. The more consistent results between the north and south subsamples for the redshift-space correlation function show a remarkable agreement with theory: the differences are of the order of $\sim 2\%$ on scales ranging from $2\,h^{-1}\text{Mpc}$ up to $20\,h^{-1}\text{Mpc}$. This result is more impressive when considering the fact that our simple HAM scheme does not include any free parameter. At larger distances, however, we find some deviations when comparing with the north subsample. For scales in the range of $20–40\,h^{-1}\text{Mpc}$ the theoretical redshift-space correlation function is above the observations by $\sim 10\%$. Statistically, this difference is important – e.g., it represents a $\sim 3\sigma$ deviation at $\sim 30\,h^{-1}\text{Mpc}$. Future data and a more sophisticated theoretical modeling may help to clarify the situation.

- The distribution of (sub)haloes as a function of halo mass, as measured from our abundance-matched halo catalog, points towards a BOSS-CMASS galaxy population inhabiting haloes of mass $M \gtrsim 10^{13}\,h^{-1}\text{M}_\odot$, with $\sim 7\%$ of them being satellites orbiting centrals with $M \gtrsim 10^{14}\,h^{-1}\text{M}_\odot$. We also derived values for the HOD parameters of the sample using our simulation: $\log M_{\text{cut}} = 13.07 \pm 0.40$ and $\log M_1 = 14.25 \pm 0.17$.

- The scale-dependent galaxy bias of BOSS galaxies is likely to be $b \simeq 2$ at scales $\gtrsim 10\,h^{-1}\text{Mpc}$ (see Eq. (1)). Furthermore, using our simulation, we also compute a large-scale bias (defined as the ratio between the abundance-matched galaxy catalog and the extrapolated linear matter power spectra; see Eq. (1)) and found that it depends on the galaxy maximum circular velocity as $b(V_{\text{max}}) = 1 + (V_{\text{max}}/361\,\text{km s}^{-1})^{4/3}$, or on the galaxy number density as $b(n_g) = 0.0377 - 0.57\log_{10}(n_g/h^3\text{Mpc}^{-3})$. These approximations can be used to compare observational results with predictions for the cosmology adopted in our simulation.

- The large-scale galaxy bias, defined using Eq. (1), has $\sim 2–4\%$ dips at the positions of BAO peaks in the spectrum of fluctuations that are due to shifts caused by non-linear effects. In this case, we also provide very accurate fits of the bias as a function of maximum circular velocity of galaxies that can also be used to recover the non-linear galaxy power spectrum in terms of the extrapolated linear density field of matter.
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APPENDIX A: DEPENDENCE OF CLUSTERING ON DIFFERENT EFFECTS

The dependence of clustering with the halo finder used to identify virialized systems in the simulation is shown in Fig. A1 for the BDM (Klypin & Holtzman 1997; Riebe et al. 2011) and RockStar (Behroozi et al. 2011) codes. As an example we select all (sub)haloes present in the Multidark simulation at $z = 0$ with $V_{\text{max}} > 300 \text{ km s}^{-1}$ and $V_{\text{max}} > 350 \text{ km s}^{-1}$ in order to compute the real-space correlation function of the resulting halo catalogs. As can be seen in the figure the convergence between both halo finders is remarkable; for small ($\lesssim 1 \text{ h}^{-1} \text{ Mpc}$) and large ($\gtrsim 70 \text{ h}^{-1} \text{ Mpc}$) scales the difference in power is typically $\sim 10\%$.

To assess the clustering dependence with number den-