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Abstract. In this work, we propose a compositional framework for the construction of control barrier functions for networks of continuous-time stochastic hybrid systems enforcing complex logic specifications expressed by finite-state automata. The proposed scheme is based on a notion of so-called pseudo-barrier functions computed for subsystems, by employing which one can synthesize hybrid controllers for interconnected systems enforcing complex specifications over a finite-time horizon. Particularly, we first leverage sufficient small-gain type conditions to compositionally construct control barrier functions for interconnected systems based on the corresponding pseudo-barrier functions computed for subsystems. Then, using the constructed control barrier functions, we provide probabilistic guarantees on the satisfaction of given complex specifications in a bounded time horizon. In this respect, we decompose the given complex specification to simpler reachability tasks based on automata representing the complements of original finite-state automata. We then provide systematic approaches to solve those simpler reachability tasks by computing corresponding pseudo-barrier functions. Two different systematic techniques are provided based on (i) the sum-of-squares (SOS) optimization program and (ii) counter-example guided inductive synthesis (CEGIS) to search for pseudo-barrier functions of subsystems while synthesizing local controllers. We demonstrate the effectiveness of our proposed results by applying them to a fully-interconnected Kuramoto network of 100 nonlinear oscillators with Markovian switching signals.

1. Introduction

Motivations and State of the Art. In the past few years, formal methods have been becoming a promising approach to automatically synthesize controllers for complex stochastic systems against high-level logic properties, e.g., those expressed as linear temporal logic (LTL) formulae \cite{Pnu77}, in a reliable way. Since the closed-form characterization of synthesized policies for stochastic systems with both continuous time and space is not available in general, formal policy synthesis for those complex systems is naturally very challenging mainly due to their computational complexity arising from uncountable sets of states and inputs, especially in many safety-critical applications.

To mitigate the encountered computational complexity, one potential solution proposed in the relevant literature is to approximate original models by simpler ones with finite state sets (finite abstractions). However, the major bottleneck of finite-abstraction techniques is their dependency in the state and input set discretization parameters, and consequently, they suffer from the curse of dimensionality: the computational complexity grows exponentially as the dimension of the system increases. To alleviate this issue, compositional techniques have been introduced in the past few years to construct finite abstractions of interconnected systems based on abstractions of smaller subsystems \cite{HHHK13, LSZ20a, LSZ20b, LSZ19}.

Although the proposed compositional frameworks in the setting of finite abstractions can mitigate the effects of the state-explosion problem, the curse of dimensionality may still exist even in smaller subsystems given the range of state and input sets. These challenges motivate a need to employ control barrier functions as a discretization-free approach for the controller synthesis of complex stochastic systems. In this respect, discretization-free techniques based on barrier functions for stochastic hybrid systems are initially proposed in \cite{PJ04, PJP07}. Although \cite{PJP07} studies the same class of Markovian switching as the one we consider here (cf. (2.3)), the proposed results in \cite{PJP07} only address the verification problem and from a monolithic point of view. In comparison, we deal here with a controller synthesis problem by proposing a compositional approach to handle large-scale stochastic systems. Stochastic safety verification using barrier certificates for switched
diffusion processes and stochastic hybrid systems is respectively proposed in [WB17] and [HCL+17]. A verification approach for stochastic switched systems via barrier functions is presented in [AJZ+19]. Verification of Markov decision processes using barrier certificates is proposed in [AWLT18]. Temporal logic controller synthesis of stochastic systems via control barrier functions is presented in [JSZ20a]. Compositional construction of control barrier certificates for discrete-time stochastic switched systems is studied in [NSZ20a]. Although the proposed results in [NSZ20a] are dealing with stochastic switched systems, their switching signals are deterministic that are served as control inputs. In comparison, switching signals here are not control inputs and are randomly changing. As a result, the controller synthesis problem here is more challenging compared to [NSZ20a] since it deals with two different types of inputs: (i) internal inputs modeling the effects of other subsystems, and (ii) switching signals which are randomly changing the modes of the system.

Finite-time horizon safety verification of stochastic nonlinear systems with both continuous time and state-space using barrier certificates is proposed in [ST12]. Control barrier certificates for a class of stochastic nonlinear systems against safety specifications are discussed in [LLT+18]. A controller synthesis framework for stochastic control systems based on control barrier functions is also provided in [Cla19]. The results in [Cla19] consider both complete information systems, in which the controller has access to the full-state information, as well as incomplete information systems where the state must be reconstructed from noisy measurements. Verification of uncertain partially-observable Markov decision processes (POMDPs) with uncertain transition and/or observation probabilities using barrier certificates is discussed in [ACJT18]. A policy synthesis in multi-agent POMDPs via discrete-time barrier functions to enforce safety specifications is proposed in [ASBA19]. An introduction and overview of recent results on control barrier functions and their applications in verifying and enforcing safety properties is surveyed in [ACE+19].

Contributions. In this paper, we propose a compositional approach for the construction of control barrier functions for continuous-time stochastic hybrid systems enforcing complex logic specifications expressed by finite-state automata. We first compositionally construct control barrier functions for interconnected systems based on so-called pseudo-barrier functions of subsystems by leveraging some sufficient small-gain type conditions. Given the constructed control barrier functions, we then provide probabilistic guarantees on the satisfaction of specifications in a bounded time horizon. To do so, we decompose the given complex specification to reachability tasks based on automata representing the complements of original finite-state automata and provide upper bounds on probabilities of satisfaction for those reachability tasks by computing corresponding pseudo-barrier functions.

We utilize two different systematic techniques based on (i) the sum-of-squares (SOS) optimization program [Par03] and (ii) counter-example guided inductive synthesis (CEGIS) framework [RS15] to search for pseudo-barrier functions of subsystems while synthesizing local controllers. While the former is appropriate for continuous inputs, the latter is applicable for dynamical systems with finite input sets as well. To show the applicability of our approach to strongly-connected networks with nonlinear dynamics, we apply our proposed techniques to a fully-interconnected Kuramoto network of 100 nonlinear oscillators by compositionally synthesizing hybrid controllers regulating the phase of each oscillator in a comfort zone for a finite-time horizon. Proofs of all statements are provided in Appendix.

Related Work. A limited subset of the provided results in this work has been presented in [NSZ20c]. Our approach here differs from the one in [NSZ20c] in four main directions. First and foremost, we generalize the underlying dynamics to stochastic switching systems with random switching signals and solve the controller synthesis problem for this class of systems with respect to high-level logic properties in a compositional manner. The controller synthesis problem now is more challenging since it deals with two different types of inputs: (i) internal inputs modeling the effects of other subsystems, and (ii) switching signals which are randomly changing. Second, we enlarge the class of specifications to those that can be expressed by the accepting language of deterministic finite automata (DFA), whereas [NSZ20c] handles only invariance specifications. As our third contribution, we enlarge the class of systems to a class of stochastic hybrid ones by adding Poisson processes to the dynamics, while the results in [NSZ20c] only deal with stochastic control systems. Lastly, we provide here an additional approach to compute pseudo-barrier functions for systems with finite input sets by
employing counter-example guided inductive synthesis framework based on the satisfiability modulo theories (SMT) solvers such as Z3 [DMB08], dReal [GAC12] or MathSat [CGSS13].

Compositional construction of control barrier certificates for networks of control systems is also presented in [JSZ20b]. Our proposed approach differs from the one in [JSZ20b] in three directions. First, the results of [JSZ20b] are presented for discrete-time control systems whereas our proposed approaches are developed for a class of continuous-time hybrid systems with random switching signals. Second, the provided results in [JSZ20b] are valid for non-stochastic settings while our work deals with stochastic ones. As the third distinction, the results in [JSZ20b] are based on a different compositionality condition using max small-gain approach while we propose here a sum-type small-gain condition in which a spectral radius of some matrix needs to be strictly less than one (cf. Remark 4.3).

2. Continuous-Time Stochastic Hybrid Systems

2.1. Notation. We denote sets of nonnegative and positive integers by $\mathbb{N}_0 := \{0, 1, 2, \ldots\}$ and $\mathbb{N} := \{1, 2, 3, \ldots\}$, respectively. Symbols $\mathbb{R}$, $\mathbb{R}_{\geq 0}$, and $\mathbb{R}_{>0}$ denote respectively sets of real, positive, and nonnegative real numbers. We denote by $\text{diag}(a_1, \ldots, a_N)$ and $\text{blkdiag}(a_1, \ldots, a_N)$, respectively, a diagonal matrix in $\mathbb{R}^{N \times N}$ with diagonal scalar and matrix entries $a_1, \ldots, a_N$ starting from the upper-left corner. Given a matrix $A \in \mathbb{R}^{n \times n}$, $\text{Tr}(A)$ represents the trace of $A$ which is the sum of all its diagonal elements. Symbols $\mathbb{I}_n$, $\mathbb{0}_n$, and $\mathbb{I}_n$ denote the identity matrix in $\mathbb{R}^{n \times n}$ and the column vectors in $\mathbb{R}^{n \times 1}$ with all elements equal to zero and one, respectively. We denote the spectral radius of a matrix $P \in \mathbb{R}^{n \times n}$ by $\rho_{\text{spc}}(P)$ which is defined as $\rho_{\text{spc}}(P) = \max\{|\text{eig}_1|, \ldots, |\text{eig}_n|\}$, where $\text{eig}_1, \ldots, \text{eig}_n$ are eigenvalues of $P$. We employ $x = [x_1; \ldots; x_N]$ to denote the corresponding vector of dimension $\sum_{i=1}^N n_i$, given $N$ vectors $x_i \in \mathbb{R}^{n_i}, n_i \in \mathbb{N}_{\geq 1}$, and $i \in \{1, \ldots, N\}$. Given a vector $x \in \mathbb{R}^n$, $\|x\|$ denotes the Euclidean norm of $x$. For any set $X$ we denote by $2^X$ the power set of $X$ that is the set of all subsets of $X$. For any set $X$, $|X|$ and $\text{Int}(X)$ represent respectively the cardinality and interior of the set. The empty set is denoted by $\emptyset$. Given a set $X$ and $P \subseteq X$, the complement of $P$ with respect to $X$ is denoted by $X \setminus P = \{x \mid x \in X, x \notin P\}$. We denote the disjunction ($\lor$) and conjunction ($\land$) of Boolean functions $f : \Gamma \to \{0, 1\}$ over an index set $\Gamma$ by $\lor_{\alpha \in \Gamma} f(\alpha)$ and $\land_{\alpha \in \Gamma} f(\alpha)$, respectively. Given functions $f_i : X_i \to Y_i$, for any $i \in \{1, \ldots, N\}$, their Cartesian product $\prod_{i=1}^N f_i : \prod_{i=1}^N X_i \to \prod_{i=1}^N Y_i$ is defined as $(\prod_{i=1}^N f_i)(x_1, \ldots, x_N) = [f_1(x_1); \ldots; f_N(x_N)]$. A function $\gamma : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0}$, is said to be a class $K$ function if it is continuous, strictly increasing, and $\gamma(0) = 0$. A class $K$ function $\gamma(\cdot)$ is said to be a class $K_{\infty}$ if $\gamma(r) \to \infty$ as $r \to \infty$.

2.2. Preliminaries. We consider a probability space $(\Omega, \mathcal{F}_\Omega, \mathbb{P}_\Omega)$, where $\Omega$ is the sample space, $\mathcal{F}_\Omega$ is a sigma-algebra on $\Omega$ comprising subsets of $\Omega$ as events, and $\mathbb{P}_\Omega$ is a probability measure that assigns probabilities to events. We assume that triple $(\Omega, \mathcal{F}_\Omega, \mathbb{P}_\Omega)$ is endowed with a filtration $\mathbb{F} = (\mathcal{F}_s)_{s \geq 0}$ satisfying the usual conditions of completeness and right continuity. Let $(\mathbb{W}_s)_{s \geq 0}$ be a $d$-dimensional $\mathbb{F}$-Brownian motion, and $(\mathbb{P}_s)_{s \geq 0}$ be an $r$-dimensional $\mathbb{F}$-Poisson process. We assume that the Poisson process and Brownian motion are independent of each other. The Poisson process $\mathbb{P}_s = [\mathbb{P}_s^1; \ldots; \mathbb{P}_s^r]$ models $r$ events whose occurrences are assumed to be independent of each other.

2.3. Continuous-Time Hybrid Systems. We consider continuous-time stochastic hybrid systems (ct-SHS) as formalized in the following definition.

**Definition 2.1.** A continuous-time stochastic hybrid system (ct-SHS) in this paper is characterized by the tuple

\[ \Sigma = (X, U, W, U, W, P, P, f, \hat{f}, \hat{\sigma}, \hat{\rho}, Y, h), \]  

where:

- $X \subseteq \mathbb{R}^n$ is the state set of the system;
- $U \subseteq \mathbb{R}^m$ is the external input set of the system;
In this work, we assume that the controller has access to switching modes, which is a standard assumption used in the relevant literature [DST+21]. In particular, it is supposed that there is a mode detection device which is capable of identifying the system mode in real time so that the controller can switch...
Remark 3.3. Note that the CPBF satisfying conditions (3.1)-(3.4) is not useful on its own to ensure the safety of the system. In particular, CPBF captures the role of internal inputs \( w \) via \( \rho \text{int}_p \) in (3.4) as the effect of the interaction between subsystems in the interconnection topology and it is useful for the construction of CBF for the overall network. The safety of the overall network can then be verified only using the constructed CBF.
Remark 3.4. Condition (3.1) is required for the satisfaction of small-gain type compositionality conditions in Section 4. Although we assume that the full-state information is available for interconnected systems, we define ct-SHS in (2.2) with outputs \( y = h(x) \), using which we will introduce the interconnection constraint.

We now adapt the above notion to the interconnected ct-SHS without internal inputs by simply eliminating all terms related to \( w \). This notion will be utilized in Theorem 3.8 for quantifying upper bounds on probabilities that systems without internal inputs (e.g., interconnected stochastic systems) reach certain unsafe regions.

Definition 3.5. Consider the (interconnected) system \( \Sigma = (X, U, \mathcal{U}, P, \bar{f}, \bar{\sigma}, \bar{\rho}) \), and \( X_0, X_u \subseteq X \) as, respectively, initial and unsafe sets of the interconnected system. A function \( \mathcal{B} : X \times P \rightarrow \mathbb{R}_{\geq 0} \), that is twice differentiable with respect to \( x \), is called a control barrier function (CBF) for \( \Sigma \) if, for all \( p \in P \),

\[
\begin{align*}
\mathcal{B}(x, p) &\leq \gamma, \quad \forall x \in X_0, \\
\mathcal{B}(x, p) &\geq \lambda, \quad \forall x \in X_u,
\end{align*}
\]

and \( \forall x \in X, \exists \nu \in U \) such that

\[
\mathcal{L}\mathcal{B}(x, p) + \sum_{p'=1}^{M} \hat{\lambda}_{pp'}(x)\mathcal{B}(x, p') \leq -\kappa(\mathcal{B}(x, p)) + \psi,
\]

for some \( \kappa \in \mathcal{K}_\infty \), \( \gamma, \lambda, \psi \in \mathbb{R}_{\geq 0} \), with \( \lambda > \gamma \), and \( M = \prod_{i=1}^{N} m_i \), where \( m_i \) is the number of modes for each subsystem \( \Sigma_i \) as in (2.1).

Remark 3.6. CBFs are Lyapunov-like functions defined over the state space of the system enforcing a set of inequalities on both the function itself (i.e., conditions (3.6)-(3.7)) and the infinitesimal generator of the stochastic process along the flow (i.e., condition (3.8)). An appropriate level set of a barrier certificate (i.e., \( \gamma \) here) separates an unsafe region (i.e., \( X_u \) here) from all system trajectories starting from a given set of initial states (i.e., \( X_0 \) here) with some probability lower bound. Moreover, condition (3.8) ensures that the CBF is decaying up to a nonnegative constant \( \psi \), which captures the magnitude of the stochasticity in the system.

Remark 3.7. One requires \( \gamma < \lambda \) to have a meaningful probabilistic bound using Theorem 3.8; however, we only need this condition for the CBF in Definition 3.5. One can readily verify that the probabilistic safety guarantee in Theorem 3.8 is improved by increasing the distance between \( \gamma \) and \( \lambda \).

The next theorem shows the usefulness of CBF to quantify upper bounds on probabilities that (interconnected) systems reach certain unsafe regions.

Theorem 3.8. Let \( \Sigma = (X, U, \mathcal{U}, P, \bar{f}, \bar{\sigma}, \bar{\rho}) \) be an (interconnected) ct-SHS without internal inputs. Suppose \( \mathcal{B}(x, p) \) is a CBF for \( \Sigma \) as in Definition 3.5, and there exists a constant \( \tilde{\kappa} \in \mathbb{R}_{\geq 0} \) such that the function \( \kappa \in \mathcal{K}_\infty \) in (3.8) satisfies \( \kappa(s) \geq \tilde{\kappa}s \), \( \forall s \in \mathbb{R}_{\geq 0} \). Then the probability that the solution process of \( \Sigma \) starting from any initial state \( \xi^p(0) = x_0 \in X_0 \) and any initial mode \( p_0 \) reaches \( X_u \) under policy \( \nu(\cdot) \) within a time horizon \( [0, T] \subseteq \mathbb{R}_{\geq 0} \) is formally quantified as

\[
\left\{ \xi^p(t) \in X_u \text{ for some } 0 \leq t \leq T \mid \xi^p(0) = x_0, p_0 \right\} \leq \delta,
\]

where \( \delta \) is defined as

\[
\delta := \begin{cases} 
1 - (1 - \frac{\psi}{\lambda})e^{-\frac{\psi}{\lambda}T}, & \text{if } \lambda \geq \frac{\psi}{\kappa}, \\
\frac{\lambda + (e^{\kappa} - 1)\psi}{e^{\kappa} \lambda + (e^{\kappa} - 1)\psi}, & \text{if } \lambda < \frac{\psi}{\kappa}.
\end{cases}
\]

Remark 3.9. Note that since control barrier functions provide only sufficient conditions for synthesizing safety controllers and not necessary ones, the initial level-set of CBF, i.e., \( \mathcal{B}(x, p) = \gamma \) which is mode-dependent here, is a subset of the maximal winning set. One can always maximize the volume of the initial level-set of CBF, potentially to be close to the maximal winning set, by increasing the degree of CBF but at the cost of having more computational complexity. Remark that due to having unbounded noises in the stochastic setting, the corresponding safety guarantee in Theorem 3.8 comes with some probability as opposed to deterministic setting where the safety is guaranteed for all realizations.
The proposed results in Theorem 3.8 provide upper bounds on the probability that interconnected systems reach unsafe regions in finite-time horizons. We now generalize the proposed results to infinite-time horizon, as in the next corollary, provided that constant $\psi = 0$

**Corollary 3.10.** Let $\Sigma = (X, U, \mathcal{U}, P, \mathcal{P}, \hat{f}, \hat{\sigma}, \hat{\rho})$ be an interconnected ct-SHS without internal inputs. Suppose $B(x, p)$ is a CBF for $\Sigma$ such that $\psi = 0$ in (3.8). Then the probability that the solution process of $\Sigma$ starting from any initial state $\xi^0(0) = x_0 \in X_0$ and any initial mode $p_0$ reaches $X_u$ under policy $\nu(\cdot)$ within a time horizon $[0, \infty)$ is formally quantified as

$$P_x^0 \left\{ \xi^0(t) \in X_u \text{ for some } 0 \leq t < \infty \left| \xi^0(0) = x_0, p_0 \right\right\} \leq \frac{\gamma}{\lambda}.$$  

The proof is similar to that of Theorem 3.8 by applying [Kus67, Theorem 12, Chapter II] and is omitted here.

**Remark 3.11.** Note that CBF $B(x, p)$ satisfying condition (3.8) with $\psi = 0$ is non-negative supermartingale [Kus67, Chapter I]. Although the supermartingale property on $B$ allows one to provide probabilistic guarantees for infinite-time horizons via Corollary 3.10, it is restrictive in the sense that a supermartingale CBF $B$ may not generally exist [ST12]. Hence, we employ a more general c-martingale type condition in our work that does not require such an assumption at the cost of providing probabilistic guarantees only for finite-time horizons.

In the next section, we analyze networks of stochastic hybrid subsystems and show under some conditions one can construct CBF of an interconnected system using CPBF of subsystems.

### 4. Compositional Construction of CBF

In this section, we provide a compositional framework for the construction of control barrier functions for interconnected systems $\Sigma$. Suppose we are given $N$ stochastic hybrid subsystems $\Sigma_i = (X_i, U_i, W_i, U_i, W_i, P_i, \mathcal{P}_i, \hat{f}_i, \hat{\sigma}_i, \hat{\rho}_i, Y_i, h_i)$, $i \in \{1, \ldots, N\}$, where their internal inputs and outputs are partitioned as

$$w_i = [w_{i1}; \ldots; w_{i(i-1)}; w_{i(i+1)}; \ldots; w_{iN}],$$

$$y_i = [y_{i1}; \ldots; y_{iN}],$$

(4.1)

and their output spaces and functions are of the form

$$Y_i = \prod_{j=1}^{N} Y_{ij}, \quad h_i(x_i) = [h_{i1}(x_i); \ldots; h_{iN}(x_i)],$$

(4.2)

with $h_{ii}(x_i) = x_i$ (i.e., full-state information of subsystems is available). The outputs $y_{ij}$ are interpreted as *external* ones, whereas the outputs $y_{ij}$ with $i \neq j$ are *internal* ones which are employed to interconnect these stochastic control subsystems. For the interconnection, if there is a connection from $\Sigma_j$ to $\Sigma_i$, we assume that $w_{ij}$ is equal to $y_{ji}$. Otherwise, we put the connecting output function identically zero, i.e., $h_{ji} \equiv 0$. Now we define the interconnected stochastic hybrid system.

**Definition 4.1.** Consider $N \in \mathbb{N} \geq 1$ stochastic hybrid subsystems $\Sigma_i = (X_i, U_i, W_i, U_i, W_i, P_i, \mathcal{P}_i, \hat{f}_i, \hat{\sigma}_i, \hat{\rho}_i, Y_i, h_i)$, $i \in \{1, \ldots, N\}$, with the input-output configuration as in (4.1) and (4.2). The interconnection of $\Sigma_i$, $\forall i \in \{1, \ldots, N\}$, is the interconnected stochastic hybrid system $\Sigma = (X, U, \mathcal{U}, P, \mathcal{P}, \hat{f}, \hat{\sigma}, \hat{\rho})$, denoted by $I(\Sigma_1, \ldots, \Sigma_N)$, such that $X := \prod_{i=1}^{N} X_i$, $U := \prod_{i=1}^{N} U_i$, $P := \prod_{i=1}^{N} P_i$, $\mathcal{P} := \prod_{i=1}^{N} \mathcal{P}_i$, $\hat{f} := \prod_{i=1}^{N} \hat{f}_i$, $\hat{\sigma} := \text{blkdiag}(\hat{\sigma}_1(x_1), \ldots, \hat{\sigma}_N(x_N))$, and $\hat{\rho} := \text{blkdiag}(\hat{\rho}_1(x_1), \ldots, \hat{\rho}_N(x_N))$, subject to the following constraint:

$$\forall i, j \in \{1, \ldots, N\}, i \neq j: \quad w_{ji} = y_{ij}, \quad Y_{ij} \subseteq W_{ji}.$$  

(4.3)

Assume that for $\Sigma_{ip_i} P_i \in \{1, \ldots, m_i\}, i \in \{1, \ldots, N\}$, there exist CPBF $B_{p_i}$ as defined in Definition 3.1 with functions $\alpha_{ip_i}, \kappa_{ip_i} \in \mathcal{K}_\infty$, $\rho_{it_{ip_i}} \in \mathcal{K}_\infty \cup \{0\}$, and constants $\gamma_{ip_i}, \lambda_{ip_i}, \psi_{ip_i} \in \mathbb{R} \geq 0$. In order to establish the main compositionality result of the paper, we raise the following small-gain type assumption.
Assumption 1. Assume that for any $i, j \in \{1, \ldots, N\}$, $i \neq j$, there exist $K_\infty$ functions $\hat{\gamma}_i$ and constants $\lambda_{ip}, \delta_{ijp} \in \mathbb{R}_{>0}$ and $\hat{\delta}_{ijp} \in \mathbb{R}_{\geq 0}$ such that for any $s \in \mathbb{R}_{\geq 0}$:

$$
\kappa_{ip}(s) \geq \hat{\lambda}_{ip} \hat{\gamma}_i(s),
$$

$$
h_{ij} \equiv 0 \implies \delta_{ijp} = 0,
$$

$$
h_{ij} \neq 0 \implies \rho_{int_{ip}}((N - 1)\alpha_{ip}^{-1}(s)) \leq \hat{\delta}_{ijp} \hat{\gamma}_i(s),
$$

where $\alpha_{ip}, \kappa_{ip},$ and $\rho_{int_{ip}}$, represent the corresponding $K_\infty$ functions related to $B_{ip}$ appearing in Definition 3.1.

Before presenting the main compositionality theorem, we define $\Lambda := \text{diag}(\hat{\lambda}_1, \ldots, \hat{\lambda}_N)$ with $\hat{\lambda}_i = \min_{p_i \in P_i}\{\hat{\lambda}_{ip}\}$, $\Delta := \{\hat{\delta}_{ij}\}$ with $\hat{\delta}_{ij} = \max_{p_i, p_j \in P_i, \Delta} \{\hat{\delta}_{ijp}\}$ and $\hat{\delta}_{ij} = 0, \forall i \in \{1, \ldots, N\}$, and $\Gamma(s) := [\hat{\gamma}_1(s_1); \ldots; \hat{\gamma}_N(s_N)]$, where $s = [s_1; \ldots; s_N]$. In the next theorem, we leverage the small-gain Assumption 1 to compute compositionally a control barrier function for the interconnected system $\Sigma$ as in Definition 3.5.

Theorem 4.2. Consider the interconnected stochastic hybrid system $\Sigma = \mathcal{I}(\Sigma_1, \ldots, \Sigma_N)$ induced by $N \in \mathbb{N}_{\geq 1}$ stochastic hybrid subsystems $\Sigma_i$. Suppose that each mode $\Sigma_{ip}$ admits a CPBF $B_{ip}$ as defined in Definition 3.1 with initial and unsafe sets $X_{ip_0}$ and $X_{ip_u}$, respectively. If Assumption 1 holds and there exists a vector $\mu$ with $\mu_i > 0, i \in \{1, \ldots, N\}$, such that

$$
\mu^T(-\Lambda + \Delta) < 0,
$$

$$
\sum_{i=1}^{N} \mu_i \min_{p_i \in P_i} \{\lambda_{ip}\} > \sum_{i=1}^{N} \mu_i \max_{p_i \in P_i} \{\gamma_{ip}\},
$$

then

$$
B(x, p) := \sum_{i=1}^{N} \mu_i B_{ip}(x_i),
$$

with $p = [p_1; \ldots; p_N], p_i \in \{1, \ldots, m_i\}$, is a CBF for the interconnected system $\Sigma = \mathcal{I}(\Sigma_1, \ldots, \Sigma_N)$ with the initial and unsafe set $X_0 := \prod_{i=1}^{N} X_{ip_0}, X_u := \prod_{i=1}^{N} X_{ip_u}$, respectively.

The proof of Theorem 4.2 is provided in Appendix.

Remark 4.3. Assumption 1 is a well-established one in the relevant literature [IDW09, DIW11] studying the stability of large-scale interconnected systems via ISS Lyapunov functions of subsystems. We utilize this standard assumption to construct CBF of networks based on CPBF of their subsystems. The compositionality condition $\mu^T(-\Lambda + \Delta) < 0$, constructed from the parameters in Assumption 4.2, is automatically satisfied if the spectral radius of $\Lambda^{-1}\Delta$ is strictly less than one [DIW11], denoted by $\rho_{spc}(\Lambda^{-1}\Delta) < 1$, which is easy to check. If $\Delta$ is irreducible, $\mu$ can be chosen as the left eigenvector of $-\Lambda + \Delta$ corresponding to the largest eigenvalue, which is real and negative by the Perron-Frobenius theorem [Axe94].

Remark 4.4. Note that $\hat{\lambda}_{ip}$ and $\hat{\delta}_{ijp}$ in Assumption 1 are used to capture, respectively, the gains of each individual subsystem and its interaction with other subsystems in the interconnection topology, i.e., $\kappa_{ip}, \rho_{int_{ip}}$. Those $\hat{\lambda}_{ip}$ and $\hat{\delta}_{ijp}$ satisfying conditions (4.4),(4.6) are then utilized for the construction of $\Lambda$ and $\Delta$, and accordingly, establishing the compositionality condition $\rho_{spc}(\Lambda^{-1}\Delta) < 1$. On the downside, the small-gain type requirements inherently condition the spectral radius of the interconnection matrix which, in general, depends on the size of the graph and can be violated as the number of subsystems grows [DK04], [ZA18, Remark 6.1].

5. Logic Specifications Expressed as DFA

In this work, we deal with the class of specifications expressed by the accepting language of deterministic finite automata (DFA), as formalized in the following definition.
Definition 5.1. A deterministic finite automaton (DFA) is a tuple \( \mathcal{A} = \{ Q, q_0, \Sigma, F, \delta, \tau \} \), where \( Q \) is a finite set of locations, \( q_0 \subseteq Q \) is the initial location, \( \Sigma \) is a finite set (a.k.a., alphabet), \( F \subseteq Q \) is a finite set of accepting locations, and \( \tau : Q \times \Sigma \to Q \) is a transition function.

We denote the set of states in the DFA that can be reached from \( q \) in the presence of input symbol \( \overline{\sigma} \) by \( \tau(q, \overline{\sigma}) \). A finite word (a.k.a., trace) \((\overline{\sigma}_0, \overline{\sigma}_1, \ldots, \overline{\sigma}_{k-1}) \in \Sigma^k\) is accepted by the DFA if there exists a finite state run \( q = (q_0, q_1, \ldots, q_k) \in Q^{k+1} \) such that \( q_0 = Q_0, q_{i+1} = \tau(q_i, \overline{\sigma}_i) \) for all \( 0 \leq i < k \) and \( q_k \in F \). Accordingly, we denote the set of all finite words accepted by \( \mathcal{A} \), i.e., \( \text{the language accepted by the DFA } \mathcal{A} \), by \( L(\mathcal{A}) \). We also denote the set of all successor states of a state \( q \in Q \) by \( \Delta(q) \).

In this work, we study specifications represented by accepting languages of DFA \( \mathcal{A} \) with symbols defined over a set of atomic propositions \( \mathcal{AP} \), i.e., \( \Sigma = 2^{\mathcal{AP}} \). Without loss of generality, we work in this paper directly with the set of atomic propositions \( \mathcal{AP} \) instead of its power set \( 2^{\mathcal{AP}} \), i.e., \( \Sigma = \mathcal{AP} \). We are interested in LTL specifications in finite time horizons, in which the logic operators used in the definition of LTL will also come with a bound on the time horizon (cf. the case study).

We now define how solution processes of the interconnected ct-SHS \( \Sigma \) over a finite-time horizon \( T \) are related to specifications given by the accepting language of DFA \( \mathcal{A} \) via a measurable labeling function \( L : X \to \mathcal{AP} \).

Definition 5.2. Consider an interconnected ct-SHS \( \Sigma = (X, U, U, P, \mathcal{P}, f, \hat{\sigma}, \hat{\rho}) \) and a specification expressed by DFA \( \mathcal{A} = \{ Q, q_0, \Sigma, F, \delta, \tau \} \). Let \( L : X \to \mathcal{AP} \) be a measurable labeling function. A finite sequence \( \overline{\sigma}_t = (\overline{\sigma}_0, \overline{\sigma}_1, \ldots, \overline{\sigma}_{k-1}) \in \mathcal{AP}^k \) is a finite trace of the solution process \( \xi_{\overline{\sigma}_t} \) under the control policy \( q \) over a finite-time horizon \([0, T] \subseteq R_{\geq 0}\) if there exists an associated time sequence \( t_0, t_1, \ldots, t_{k-1} \) such that \( t_0 = 0 \), \( t_k = T \), and for all \( j \in \{0, 1, \ldots, k-1\} \), \( t_j \in R_{\geq 0} \), the following conditions hold:

- \( t_j < t_{j+1} \)
- \( \xi(t_j) \in L^{-1}(\overline{\sigma}_j) \)
- \( \text{If } \overline{\sigma}_j \neq \overline{\sigma}_{j+1}, \text{ then for some } t_j' \in [t_j, t_{j+1}] \),
  \[ \xi(t) \in \begin{cases} L^{-1}(\overline{\sigma}_j), & \forall t \in (t_j, t_j'), \\ L^{-1}(\overline{\sigma}_{j+1}), & \forall t \in (t_j', t_{j+1}). \end{cases} \]

In other words,

\[ \xi(t_j') \in L^{-1}(\overline{\sigma}_j) \text{ or } L^{-1}(\overline{\sigma}_{j+1}). \]

We now define the probability of satisfaction under which solution processes of the interconnected system \( \Sigma \) over a finite-time horizon \( T \) fulfill a specification expressed by DFA \( \mathcal{A} \).

Definition 5.3. Consider an interconnected ct-SHS \( \Sigma = (X, U, U, P, \mathcal{P}, f, \hat{\sigma}, \hat{\rho}) \), a specification given by the accepting language of DFA \( \mathcal{A} = \{ Q, q_0, \Sigma, F, \delta, \tau \} \), and a labeling function \( L : X \to \mathcal{AP} \). Then, \( \mathbb{P}_x^0(\overline{\sigma}_t | A) \) denotes the probability that solution processes \( \xi_{\overline{\sigma}_t} \) under the control policy \( q \) with initial condition \( \xi(0) = x_0 \) satisfy the specification expressed by \( A \) over the finite-time horizon \( T \).

Remark 5.4. Note that the set of atomic propositions \( \mathcal{AP} = \{ \overline{\pi}_0, \overline{\pi}_1, \ldots, \overline{\pi}_z \} \) and the labeling function \( L : X \to \mathcal{AP} \) provide a measurable partition of the state set \( X = \cup_{i=1}^z X_i \) as \( X_i := L^{-1}(\overline{\pi}_i) \). Without loss of generality, we assume that \( X_i \neq \emptyset \) for any \( i \), since all the atomic propositions \( \overline{\pi}_i \) with \( L^{-1}(\overline{\pi}_i) = \emptyset \) can be replaced by \( \overline{\text{true}} \) without affecting the probability of satisfaction.

Now we state the main problem that we aim to address in this section.

Problem 5.5. Consider an interconnected ct-SHS \( \Sigma \), a specification expressed by the accepting language of DFA \( \mathcal{A} \) and a labeling function \( L \). Compute a control policy \( q \) such that \( \mathbb{P}_x^0(\overline{\sigma}_t | A) \geq \delta, \delta \in [0, 1] \), for all \( x_0 \in X_0 \).
Remark 5.6. Note that the proposed approach here based on control barrier functions may not be able to find a suitable controller satisfying the desired specification even though there may exist one. In fact, barrier functions provide only sufficient conditions for synthesizing controllers and not the necessary ones.

To find a solution to Problem 5.5, we compute a control policy that guarantees $P_{\bar{\delta}}^x\{\tilde{\sigma}_x \models \mathcal{A}^x\} \leq \delta$ for all $x_0 \in L^{-1}(\bar{p}_i)$ and some $i \in \{1, 2, \ldots, z\}$, where $A^x = (Q^x, q_0, \Sigma, \bar{F}_x, t_x)$ is a DFA which is the complement of DFA $A$ with $\bar{F}_x = Q \backslash F_x$. Then the lower bound $\delta$ for the same control policy can be obviously achieved by $\bar{\delta} = 1 - \delta$. Here, we propose our solution to Problem 5.5 by providing a method to decompose the complement of given specification into simple reachability problems. The main target now is to find a suitable CBF as in Definition 3.5 together with a controller for the interconnected ct-SHS for simpler reachability tasks. However, finding a CBF for large-scale complex systems can be computationally intractable. Consequently, we first search for CPBF and the controller for each subsystem and then leverage compositionality results of Theorem 4.2 to acquire the overall CBF and the controller for the given interconnected system for each reachability task. We eventually combine the probabilities of different reachability problems in order to acquire an overall lower bound on the probability under which solution processes of the system satisfy the overall specification.

5.1. Sequential Reachability Decomposition. In this subsection, we describe sequential reachability decomposition using which a complex specification expressed by DFA can be decomposed into simple reachability tasks. We follow a similar approach as the one proposed in [JSZ20a, Section 4] but for networks of continuous-time stochastic systems.

For a DFA $A$ representing the property of interest, we first construct a complement DFA $A^c$, whose language contains all finite words not included in $L(A)$. We then specify all accepting state runs of $A^c$ and denote the set of all finite accepting state runs excluding self-loops by $R$. The accepting state runs are then partitioned to sets of sequential state runs of length 3, where each of them describes a reachability task.

Let $|q| = k + 1$ be the length of the accepting state run and $R$ be the set of all finite accepting state runs excluding self-loops, where

$$R := \{q = (q_0, q_1, \ldots, q_k) \in Q^k_{k+1} | q_k \in \bar{F}_x, q_i \neq q_{i+1}, \forall i < k\}.$$  

Note that computation of $R$ can be efficiently performed by considering the DFA $A^c$ as a directed graph $D = (V, E)$, where $V = Q^c$ and $E \subseteq V \times V$ are vertices and edges, respectively, such that $(q, q') \in E$ if and only if $q' \neq q$ and there exists $\bar{p} \in AP$ such that $t(q, \bar{p}) = q'$. For any $(q, q') \in E$, the atomic proposition corresponding to the edge $(q, q')$ is denoted by $\bar{\sigma}(q, q')$. It can be readily verified that a finite path starting at a vertex $q_0$ and terminating at a vertex that $q_k \in \bar{F}_x$ is an accepting state run $q$ of $A^c$ without any self-loop belonging to $R$. Then one can readily compute $R$ by employing available algorithms for the graph theory such as variants of depth first search algorithm [RN02].

For each $\bar{p} \in AP$, we define a set $R^\bar{p}$ as

$$R^\bar{p} := \{q = (q_0, q_1, \ldots, q_k) \in R | \bar{\sigma}(q_0, q_1) = \bar{p} \in AP\}.$$  

We now utilize the definition of $P^\bar{p}(q)$ as

$$P^\bar{p}(q) := \{(q_i, q_{i+1}, q_{i+2}) | 0 \leq i \leq k - 2\},$$  

which is the set of state runs of length 3, to characterize our problem as a multiple of reachability problems. We accordingly denote the set of all reachability elements arising from different accepting state run sequences by $P(A^c) = \bigcup_{\bar{p} \in AP} \bigcup_{q \in R^\bar{p}} P^\bar{p}(q)$. Computation of CBF is performed for each individual reachability problem that is obtained from the elements of $P(A^c)$.

To give the reader more insight on the sequential reachability decomposition, we present the following running example.
Lemma 5.7. Consider $(q,q',q'') \in \mathcal{P}(q)$ for every $p \in \mathcal{AP}$ and $q \in \mathcal{R}$. The probability that the solution process of ct-SHS $\Sigma$ starting from any initial state $a \in X_0 = L^{-1}(\bar{\sigma}(q, q'))$ under the control policy $\bar{\rho}$ reaches $X_\delta = L^{-1}(\bar{\sigma}(q', q''))$ in a finite-time horizon $T$ is upper-bounded by $\delta$ as in (3.9), provided that there exists a CBF and a control policy $\bar{\rho}$ such that conditions (3.6)-(3.8) hold.
6. Control Policy

In this section, we follow a similar approach as the one proposed in [JSZ20a, Section 5.1] by combining controllers for reachability tasks to compute a hybrid controller enforcing the overall property.

In our proposed controller synthesis scheme, one needs to compute a CBF and a suitable controller for each element of \( \mathcal{P}(\mathcal{A}^c) \). Since there may exist two outgoing transitions from a state of the automaton, one should deal with two different controllers which may cause ambiguity while applying them in the closed loop. To tackle this problem, we combine the two reachability problems into one by replacing \( X_u \) in Lemma 5.7 with the union of regions corresponding to the alphabets presenting all the outgoing edges. This technique leads to a common CBF and its corresponding controller for different reachability elements in the same partition set.

We partition \( \mathcal{P}(\mathcal{A}^c) \) and combine the reachability elements with the same CBF and controller as follows:

\[
\tilde{\gamma}_{(q,q',\Delta(q'))} := \{(q, q', q'') \in \mathcal{P}(\mathcal{A}^c) \mid q, q', q'' \in Q, q'' \in \Delta(q')\}.
\]

We denote the corresponding CBF and controller to each partition set \( \tilde{\gamma}_{(q,q',\Delta(q'))} \) by respectively \( B_{\tilde{\gamma}_{(q,q',\Delta(q'))}}(x) \) and \( \nu_{\tilde{\gamma}_{(q,q',\Delta(q'))}} \). In order to interpret a switching control mechanism, we first define a DFA \( \mathcal{A}_s \), which includes the switching mechanism as the following definition.

**Definition 6.1.** Consider the DFA \( \mathcal{A}_c = \{Q_c, Q_0, T_c, F_c, t_c\} \) with \( F_c = Q_c \setminus F_c \). The corresponding DFA for switching mechanism is defined as \( \mathcal{A}_s = \{Q_s, Q_0, T_s, F_s, t_s\} \) where \( Q_s := Q_0 \cup \{(q, q', \Delta(q')) \mid q, q' \in Q_c \setminus F_c\} \) union \( F_c \) is a finite set of locations, \( Q_0 := \{(q, \Delta(q)) \mid q = q_0\} \) is a finite set of initial states, \( T_s = \Sigma_s \) is a finite set as the alphabet for switching mechanism, and \( F_s = F_c \) is a finite set of accepting locations. Moreover, the transition function \( t_s \) is defined as

\[
\begin{align*}
\forall q_s &= (q, \Delta(q)) \in Q_0, \\
&- t_s((q, \Delta(q)), q', q'') = (q, q', \Delta(q')) \quad \text{where } q' \in \Delta(q), \\
\forall q_s &= (q, q', \Delta(q')) \in Q_s \setminus (Q_0 \cup F_c), \\
&- t_s((q, q', \Delta(q'))), q''(q', q'')) = (q', q'', \Delta(q'')) \quad \text{where } q, q', q'' \in Q_c \text{ and } q'' \notin F_c,
\end{align*}
\]

The switching control mechanism for Problem 5.5 is formally defined as

\[
\sigma(x, q_c) = \nu_{\tilde{\gamma}_{q_c}}(x), \quad \forall (q_c, L(x), q'_c) \in t_c.
\]

**Running Example (continued).** Consider the DFA \( \mathcal{A}_c \) presented in Figure 1. The elements \( (q_0, q_1, q_2) \) and \( (q_0, q_1, q_5) \) compose two individual reachability problems: one for reaching the region \( L^{-1}(\tilde{p}_1) \) and the other one for reaching the region \( L^{-1}(\tilde{p}_2) \) both from the same region \( L^{-1}(\tilde{p}_0) \). Since there are two outgoing transitions from the same state \( q_1 \) in the region \( L^{-1}(\tilde{p}_0) \), there are two different controllers. The DFA \( \mathcal{A}_s = \{Q_s, Q_0, T_s, F_s, t_s\} \) modeling the switching mechanism between different control policies of the DFA \( \mathcal{A}_c \) in Figure 1, is represented in Figure 2.

Now, we propose our solution to compute a lower bound on the probability that the desired specification is satisfied for Problem 5.5.

**Theorem 6.2.** Consider a specification expressed by the accepting language of DFA \( \mathcal{A} \), and the DFA \( \mathcal{A}_c \) as its complement. For every \( \tilde{p} \in \mathcal{AP} \), let \( \mathcal{R}^\tilde{p} \) be the set of all accepting state runs and \( \mathcal{P}^\tilde{p}(q) \) be the set of state runs of length 3. Then the probability that the solution process of \( \Sigma \) starting from any initial state \( x_0 = x_0 \in L^{-1}(\tilde{p}) \) under the corresponding switching control policy satisfying the specification expressed by \( \mathcal{A}_c \) over the time horizon \( [0, T] \subseteq \mathbb{R}_{\geq 0} \) is upper bounded by

\[
\text{P}^\tilde{p}(\{\tilde{\sigma}_\xi \models \mathcal{A}_c\}) \leq \sum_{q \in \mathcal{R}^\tilde{p}} \prod_{q \in \mathcal{P}^\tilde{p}(q)} \{\delta_\tilde{p} \mid \tilde{r} = (q, q', q'') \in \mathcal{P}^\tilde{p}(q)\}, \quad (6.1)
\]
where $\delta_{\mathbb{R}}$ is computed via equation (3.9) and is the upper bound on the probability that solution processes of $\Sigma$ starting from $X_0 := L^{-1}(\bar{\sigma}(q',q''))$ reach $X_n := L^{-1}(\bar{\sigma}(q'',q'''))$ within the time horizon $[0,T] \subseteq \mathbb{R}_{\geq 0}$.

Now the probability that solution processes of $\Sigma$ starting from any initial state $\xi(0) = x_0 \in L^{-1}(\bar{p})$ under the same hybrid controller satisfy the specification represented by the language of DFA $\mathcal{A}$ is lower bounded by

$$P^\mathcal{A}_{\mathcal{E}}\{\xi \models \mathcal{A}\} \geq 1 - \sum_{q \in \mathcal{P} \cap \mathcal{P}^\mathcal{A}(q)} \prod_{q' \in \mathcal{P}} \{\delta_{\mathbb{R}} | R = (q,q',q'') \in \mathcal{P}^\mathcal{A}(q)\}. \tag{6.2}$$

7. Computation of CPBF and Controller

In this section, we briefly discuss two different approaches based on sum-of-squares (SOS) optimization and counter-example guided inductive synthesis (CEGIS) to compute CPBF and synthesize corresponding controllers for $\Sigma_p$.

7.1. Sum-of-Squares Optimization Program. In order to utilize an SOS optimization, we raise the following assumption.

**Assumption 2.** Suppose that $\Sigma_p$ has a continuous state set $X \subseteq \mathbb{R}^n$ and continuous external and internal input sets $U \subseteq \mathbb{R}^m$ and $W \subseteq \mathbb{R}^p$. Moreover, the drift term $f_p : X \times U \times W \to X$ is a polynomial function of the state $x$ and external and internal inputs $\nu, w$. Furthermore, the output map $h : X \to Y$, the diffusion term $\sigma_p : \mathbb{R}^n \to \mathbb{R}^{n \times b}$ and reset term $\rho_p : \mathbb{R}^n \to \mathbb{R}^{n \times r}$ are polynomial functions of the state $x$. We also assume that $\mathcal{K}_\infty$ functions $\alpha_p$ and $\rho_{\text{int}}$ are polynomial.

Under Assumption 2, the following lemma provides a set of sufficient conditions for the existence of CPBF required in Definition 3.1, which can be solved as an SOS optimization problem.

**Lemma 7.1.** Suppose Assumption 2 holds and sets $X_0, X_0, X, U, W$ can be defined by vectors of polynomial inequalities $X_0 = \{x \in \mathbb{R}^n | g_0(x) \geq 0\}$, $X = \{x \in \mathbb{R}^n | g(x) \geq 0\}$, $U = \{\nu \in \mathbb{R}^m | g_\nu(\nu) \geq 0\}$, and $W = \{w \in \mathbb{R}^p | g_w(w) \geq 0\}$, where the inequalities are defined element-wise. Suppose there exists an SOS polynomial $\mathcal{B}_p(x)$, constants $\gamma_p, \psi_p \in \mathbb{R}_{\geq 0}$, $\lambda_p \in \mathbb{R}_{>0}$, polynomial functions $\alpha_p, \kappa_p \in \mathcal{K}_\infty$, $\rho_{\text{int}} \in \mathcal{K}_\infty \cup \{0\}$, polynomials $l_{\alpha}(x)$ corresponding to the $j^{th}$ input in $\nu = (\nu_1, \nu_2, \ldots, \nu_m) \in U \subseteq \mathbb{R}^m$, and vectors of sum-of-squares polynomials $l_0(x), l_\nu(x), l_p(x), l_{\psi}(x,\nu,w), l_{\psi}(x,\nu,w)$, and $l_{\psi}(x,\nu,w)$ of

![Figure 2. DFA $\mathcal{A}_e$ describing switching mechanism.](image)
appropriately dimensions such that the following expressions are sum-of-squares polynomials, for all $p \in P$:

$$B_p(x) - l_p^T(x)g(x) - \alpha_p(h(x)^T h(x))$$

(7.1)

$$-B_p(x) - l_0^T(x)g_0(x) + \gamma_p$$

(7.2)

$$B_p(x) - \tilde{l}_u^T(x)g_u(x) - \lambda_p$$

(7.3)

$$-LB_p(x) - \sum_{p'=1}^m \tilde{\lambda}_{pp'}(x)B_{p'}(x) - \kappa_{p}(B_p(x)) + \rho_{intp}(w^T w) + \psi_p - \sum_{j=1}^m (\nu_j - l_{\nu_{jp}}(x))$$

$$- l_p^T(x,\nu,w)g(x) - l_u^T(x,\nu,w)g_u(\nu) - \tilde{l}_w^T(x,\nu,w)g_w(w).$$

(7.4)

Then, $B_p(x)$ satisfies conditions (3.1)-(3.4) in Definition 3.1 and $\nu = [l_{\nu_{jp}}(x); \ldots; l_{\nu_{mp}}(x)]$, is the corresponding controller employed at the mode $p \in P$.

**Remark 7.2.** Note that the function $\kappa_p(\cdot)$ in (7.4) can cause nonlinearity on unknown parameters of $B_p$. A possible way to avoid this issue is to consider a linear function $\kappa_p(s) = \kappa_{ps}, \forall s \in \mathbb{R}_{\geq 0}$, with some given constant $\kappa_p \in \mathbb{R}_{>0}$. Then one can employ bisection method to minimize the value of $\kappa_p$.

**Remark 7.3.** Note that Lemma 7.1 is different from [JSZ20a, Lemma 5.6] in two main directions. First, there is no such a condition (7.1) in [JSZ20a, Lemma 5.6] since this condition here is essential for the sake of interconnection. Besides, we have here internal inputs in the last condition (7.4) that model the effects of other subsystems as bounded disturbances.

### 7.2. Counter-Example Guided Inductive Synthesis

In this subsection, we search for CPBF for subsystems by employing Satisfiability Modulo Theories (SMT) solvers such as Z3 [DMB08], dReal [GAC12] or MathSat [CGSS13]. In order to present this framework, we require the following assumption.

**Assumption 3.** Each $\Sigma_p$ has a compact state set $X$, a compact internal input set $W$ and a finite external input set $U$.

**Remark 7.4.** The assumption of compactness of the state space $X \subseteq \mathbb{R}^n$ can be supported by considering stopped process $\hat{\xi} : \Omega \times \mathbb{R}_{\geq 0} \rightarrow X$ as

$$\hat{\xi}(t) = \begin{cases} \xi(t), & \text{for } t < \tau, \\ \xi(\tau), & \text{for } t \geq \tau, \end{cases}$$

(7.5)

where $\tau$ is the first time that the solution process $\xi$ of the subsystem exits from the open set $\text{Int}(X)$. Note that in most cases, the infinitesimal generator corresponding to $\hat{\xi}$ is identical to the one corresponding to $\xi$ over the set $\text{Int}(X)$, and is equal to zero outside the set [Kus67]. Hence, the results in Theorem 3.8 can be employed for any systems with this assumption.

Now we leverage Assumption 3 and reformulate conditions (3.1)-(3.4) as a satisfiability problem as the following lemma.

**Lemma 7.5.** Consider a stochastic hybrid subsystem $\Sigma = (X, U, W, U, \mathcal{W}, P, \mathcal{P}, \hat{f}, \sigma, \rho, Y, h)$, fulfilling Assumption 3. Suppose there exists a function $B_p(x)$, constants $\gamma_p, \lambda_p, \psi_p \in \mathbb{R}_{\geq 0}$, and functions $\alpha_p, \kappa_p \in \mathcal{K}_{\infty}$, $\rho_{intp} \in \mathcal{K}_{\infty} \cup \{0\}$, such that the following expression is true:

$$\bigwedge_{x \in X} B_p(x) \geq \alpha_p(||h(x)||^2) \bigwedge_{x \in X_0} B_p(x) \leq \gamma_p \bigwedge_{x \in X_0} B_p(x) \geq \lambda_p$$

$$\bigwedge_{x \in X} \left( \bigvee_{u \in U} \bigwedge_{w \in W} -LB_p(x) + \sum_{p'=1}^m \tilde{\lambda}_{pp'}(x)B_{p'}(x) \leq -\kappa_p(B_p(x)) + \rho_{intp}(||w||^2 + \psi_p) \right).$$

Then $B_p(x)$ satisfies conditions (3.1)-(3.4) in Definition 3.1 and accordingly it is a CPBF.
To show the applicability of our approach to strongly-connected networks with nonlinear dynamics against complex logic properties, we apply our proposed techniques to a fully-interconnected Kuramoto network of 100 nonlinear oscillators by compositionally synthesizing hybrid controllers regulating the phase of each oscillator in a comfort zone for a bounded time horizon. Kuramoto oscillator has broad applications in real-life systems such as neural networks, smart grids, automated vehicle coordination, and so on. The model of this case study is adapted from [SA15] by including stochasticity in the model. The dynamic for the interconnection of N-oscillators is presented as

\[ \Sigma : d\theta(t) = (\Omega_{\theta(t)} + \frac{K}{N} \varphi(\theta(t)) + \nu(t))dt + G_{\theta(t)}d\mathbb{W}_t + R_{\theta(t)}d\mathbb{F}_t, \]

where \( \theta = [\theta_1; \ldots; \theta_N] \) is the phase of oscillators with \( \theta_i \in [0, 2\pi], \ i = \{1, \ldots, 100\} \), \( \Omega = [\Omega_1; \ldots; \Omega_N] = \Omega_{\theta_i}I_N \) is the natural frequency of oscillators with \( \Omega_{\theta_i} = \begin{cases} 0.1, & \text{if } p_i = 1, \\ 0.12, & \text{if } p_i = 2, \end{cases} \ K = 0.001 \) is the coupling strength, \( \varphi(\theta) = [\varphi(\theta_1); \ldots; \varphi(\theta_N)] \) such that \( \varphi(\theta_i) = \Sigma j=1, j \neq i \sin(\theta_j - \theta_i), \ i \in \{1, \ldots, 100\} \). Moreover, \( \nu(t) = [\nu_1(t); \ldots; \nu_N(t)] \), \( G = G_{\theta_i}I_n \) with \( G_{\theta_i} = \begin{cases} 0.1, & \text{if } p_i = 1, \\ 0.12, & \text{if } p_i = 2, \end{cases} \) and \( R = R_{\theta_i}I_n \) with \( R_{\theta_i} = \begin{cases} 0.1, & \text{if } p_i = 1, \\ 0.12, & \text{if } p_i = 2. \end{cases} \)

We consider rates of Poisson processes as \( \lambda_i = 0.1, \forall i \in \{1, \ldots, 100\} \). Now by introducing subsystems \( \Sigma_i, i \in \{1, \ldots, 100\} \), described by

\[ \Sigma_i : \begin{cases} d\theta_i(t) = (\Omega_{\theta_i}(t) + \frac{K}{N} \sum_{j=1, j \neq i}^N \sin(w_{ij}(t) - \theta_i(t)) + \nu_{ij}(t))dt + \tilde{G}_{ij}w_{ij}d\mathbb{W}_t + \tilde{R}_{ij}d\mathbb{F}_t, \\ \zeta_i(t) = \theta_i(t), \end{cases} \]

one can readily verify that \( \Sigma = \bigcup_{i=1}^N \Sigma_i \) where \( w_{ij}(t) = \theta_j(t) \).

Transition rates for switching between two modes \( P = \{1, 2\} \) are given as \( \tilde{\lambda}_{11} = -0.9, \tilde{\lambda}_{12} = 0.9, \tilde{\lambda}_{21} = 0.8, \tilde{\lambda}_{22} = -0.8, \forall i \in \{1, \ldots, 100\} \). In addition, the regions of interest are \( X^0 = [0, \frac{5\pi}{6}]^N, X^1 = [\frac{5\pi}{6}, \frac{11\pi}{6}]^N, X^2 = [\frac{5\pi}{6}, \pi]^N, X^3 = [\pi, \frac{7\pi}{6}]^N, X^4 = [\frac{11\pi}{12}, \frac{18\pi}{12}]^N, X^5 = [\frac{11\pi}{6}, 2\pi]^N \) and \( X^6 = X \setminus (X^0 \cup X^1 \cup X^2 \cup X^3 \cup X^4 \cup X^5) \). Each of these regions is associated with atomic propositions given by \( \mathcal{A}P = \{\tilde{p}_0, \tilde{p}_1, \tilde{p}_2, \tilde{p}_3, \tilde{p}_4, \tilde{p}_5, \tilde{p}_6\} \) such that the labeling function \( L(x_z) = \tilde{p}_z, \forall x_z \in X_z, z \in \{0, \ldots, 6\} \). The objective is to compute a controller such that if the state of the system starts from \( X^1 \), it always stays away from \( X^0 \) and \( X^2 \), and if it starts from \( X^4 \), it always stays away from \( X^3 \) and \( X^5 \) within the time horizon \([0, 7]\). Such a specification can be represented as an LTL specification given by \((\tilde{p}_1 \land \square\neg(\tilde{p}_0 \lor \tilde{p}_2)) \lor (\tilde{p}_4 \land \square\neg(\tilde{p}_3 \lor \tilde{p}_5))\) associated with time horizon \( T = 5 \). The specification can also be represented by accepting language \( \mathbb{L}(\mathcal{A}) \) of a DFA \( \mathcal{A} \). Figure 3 represents the complement DFA \( \mathcal{A}^c \).
We decompose the complement of our specification into simple reachability tasks. We consider accepting state runs without self-loops with $T = 5$. The DFA $A^r$ has three accepting state runs $R = \{(q_0, q_3), (q_0, q_1, q_3), (q_0, q_2, q_3)\}$. The sets $P_R(q)$ can be obtained for each of these accepting state runs as $P_R(q_0, q_1, q_3) = \{(q_0, q_1, q_3)\}$, and $P_R(q_0, q_2, q_3) = \{(q_0, q_2, q_3)\}$. Note that since $(q_0, q_2)$ is a state run of length 2 and admits the trivial probability, it is not considered. Accordingly, we need to find control policies and control barrier functions for only two reachability elements. To do so, we utilize the SOS algorithm proposed in [NSZ20b] by employing SOSTOOLS and SDP solver SeDuMi. Note that since the dynamics of the system $\Sigma$ in (8.1) are non-polynomial and SOS algorithm is only specialized for polynomial dynamics, we first make an approximation to our dynamics. In particular, we take an upper bound on the term $L_B p_i(\theta_i)$ by replacing the $\sin(\cdot)$ terms with either 1 or -1.

For the reachability element $(q_0, q_1, q_3)$ with $X_0 = \left[\frac{5.8\pi}{12}, \frac{6.2\pi}{12}\right]$ and $X_u = [0, \frac{\pi}{16}] \cup \left[\frac{5.8\pi}{6}, \pi\right], i \in \{1, \ldots, 100\}$, we compute CPBF of an order 6 as $B_{p_i}(\theta_i) = 5\theta_i^3 - 31\theta_i^3 + 8.9\theta_i^3 - 36\theta_i^3 + 4791\theta_i^3 - 1038\theta_i^3 + 6245$ and the corresponding hybrid controller $\nu_{p_i} = -3556\theta_i^3 + 7000$ for $p_i = 1$; and $B_{p_i}(\theta_i) = 840\theta_i^3 - 308\theta_i^3 + 2.8\theta_i^3 - 9.5\theta_i^3 + 4756\theta_i^3 - 1040\theta_i^3 + 6286$ together with $\nu_{p_i} = -4229\theta_i^3 + 5000$ for $p_i = 2, \forall i \in \{1, \ldots, 100\}$. Moreover, the corresponding constants and functions in Definition 3.1 satisfying conditions (3.1)-(3.4) are quantified as $\gamma_{p_i} = 3, \lambda_{p_i} = 4300, \psi_{p_i} = 50, \kappa_{p_i}(s) = 5 \times 10^{-5}s, \alpha_{p_i}(s) = 0.8\sqrt{s}, \rho_{\alpha_{p_i}}(s) = 4 \times 10^{-7}\sqrt{s}, \forall s \in \mathbb{R}_{\geq 0}$ for $p_i = 1$; and $\gamma_{p_i} = 3, \lambda_{p_i} = 4400, \psi_{p_i} = 52, \kappa_{p_i}(s) = 53 \times 10^{-6}s, \alpha_{p_i}(s) = 0.85\sqrt{s}, \rho_{\alpha_{p_i}}(s) = 4.2 \times 10^{-7}\sqrt{s}, \forall s \in \mathbb{R}_{\geq 0}$ for $p_i = 2, \forall i \in \{1, \ldots, 100\}$. We now proceed with Theorem 4.2 to construct a CBF for the interconnected system using CPBFs of subsystems. One can readily verify that the small-gain Assumption 1 holds with $\hat{\gamma}(s) = s, \forall s \in \mathbb{R}_{\geq 0}, \hat{\lambda} = \min_{p_i \in P}(\lambda_{p_i}) = 5 \times 10^{-5}, \delta_{ij} = \max_{p_i \in P}(\delta_{ij}) = 5 \times 10^{-7}$. By selecting $\mu_i = 1, \forall i \in \{1, \ldots, 100\}$, the spectral radius of $\Lambda^{-1} \Delta$ is computed as 0.99 which is strictly less than one. Then we proceed with the results of Theorem 4.2, one can conclude that $B(\theta, p) := \sum_{i=1}^{100} B_{p_i}(\theta_i)$ is a CBF for the interconnected system $\Sigma$ with $\gamma = \sum_{i=1}^{100} \max_{p_i \in P}(\gamma_{p_i}) = 320, \lambda = \sum_{i=1}^{100} \min_{p_i \in P}(\lambda_{p_i}) = 43 \times 10^4, \kappa(s) = 5 \times 10^{-7}s, \forall s \in \mathbb{R}_{\geq 0}$, and $\psi = \sum_{i=1}^{100} \max_{p_i \in P}(\psi_{p_i}) = 5200$.

By employing Theorem 3.8, one can guarantee that the state of the interconnected system $\Sigma$ starting from the initial set $X_0 = X^4$ never reaches $X_u = X^3 \cup X^5$ during the time horizon $T = 5$ with the probability of at least 94%, i.e.,

$$P_{x_0}(\sigma_x = A) \geq 0.94.$$ (8.2)

Similarly, for the reachability element $(q_0, q_2, q_3)$ with $X_0 = \left[\frac{17.8\pi}{12}, \frac{18.2\pi}{12}\right]$ and $X_u = [\pi, \frac{6.2\pi}{12}] \cup [\frac{11.8\pi}{6}, 2\pi], i \in \{1, \ldots, 100\}$, we compute CPBF of an order 6 as $B_{p_i}(\theta_i) = 2\theta_i^3 - 0.028\theta_i^3 + 6.7\theta_i^3 - 1.16\theta_i^3 + 202\theta_i^3 - 6365\theta_i^3 + 24559$ and the corresponding hybrid controller $\nu_{p_i} = -1733\theta_i^3 + 6900$ for $p_i = 1$; and $B_{p_i}(\theta_i) = 0.11\theta_i^3 - 0.038\theta_i^3 + 8.7\theta_i^3 + 5.5\theta_i^3 + 210\theta_i^3 - 580\theta_i^3 + 2215$ together with $\nu_{p_i} = -1678\theta_i^3 + 21870$ for $p_i = 2, \forall i \in \{1, \ldots, 100\}$. Moreover, the corresponding constants and functions in Definition 3.1 satisfying conditions (3.1)-(3.4) are synthesized as $\gamma_{p_i} = 300, \lambda_{p_i} = 5000, \psi_{p_i} = 64, \kappa_{p_i}(s) = 5 \times 10^{-5}s, \alpha_{p_i}(s) = 0.8\sqrt{s}, \rho_{\alpha_{p_i}}(s) = 4 \times 10^{-7}\sqrt{s}, \forall s \in \mathbb{R}_{\geq 0}$ for $p_i = 1$; and $\gamma_{p_i} = 340, \lambda_{p_i} = 4500, \psi_{p_i} = 66, \kappa_{p_i}(s) = 51 \times 10^{-6}s, \alpha_{p_i}(s) = 0.82\sqrt{s}, \rho_{\alpha_{p_i}}(s) = 4.1 \times 10^{-7}\sqrt{s}, \forall s \in \mathbb{R}_{\geq 0}$ for $p_i = 2, \forall i \in \{1, \ldots, 100\}$. We now proceed with Theorem 4.2 to construct a CBF for the interconnected system using CPBFs of subsystems. One can readily verify that the small-gain Assumption 1 holds with $\hat{\gamma}(s) = s, \forall s \in \mathbb{R}_{\geq 0}, \hat{\lambda} = \min_{p_i \in P}(\lambda_{p_i}) = 5 \times 10^{-5}, \delta_{ij} = \max_{p_i \in P}(\delta_{ij}) = 5 \times 10^{-7}$. By selecting $\mu_i = 1, \forall i \in \{1, \ldots, 100\}$, the spectral radius of $\Lambda^{-1} \Delta$ is computed as 0.99 which is strictly less than one. Then we proceed with the results of Theorem 4.2, one can conclude that $B(\theta, p) := \sum_{i=1}^{100} B_{p_i}(\theta_i)$ is a CBF for the interconnected system $\Sigma$ with $\gamma = \sum_{i=1}^{100} \max_{p_i \in P}(\gamma_{p_i}) = 34000, \lambda = \sum_{i=1}^{100} \min_{p_i \in P}(\lambda_{p_i}) = 45 \times 10^4, \kappa(s) = 5 \times 10^{-7}s, \forall s \in \mathbb{R}_{\geq 0}$, and $\psi = \sum_{i=1}^{100} \max_{p_i \in P}(\psi_{p_i}) = 6400$.

By employing Theorem 3.8, one can guarantee that the state of the interconnected system $\Sigma$ starting from the initial set $X_0 = X^4$ never reaches $X_u = X^3 \cup X^5$ during the time horizon $T = 5$ with the probability of...
at least 86%, i.e.,

\[ P_{x_0}^{\sigma_\xi} \{ \bar{\sigma}_\xi = A \} \geq 0.86. \]  

(8.3)

Figure 4. Switching mechanism for controllers.

The switching mechanism for controllers is shown in Figure 4. Closed-loop state trajectories of a representative oscillator with 10 different noise realizations starting from initial states starting from (a) Region \( X^1 \), and (b) Region \( X^4 \). Changed colors in each trajectory show that the mode is switched to the other one.

Figure 5. Closed-loop state trajectories of a representative oscillator with 10 different noise realizations in a network of 100 oscillators with initial state starting from (a) Region \( X^1 \), and (b) Region \( X^4 \). Changed colors in each trajectory show that the mode is switched to the other one.

9. Conclusion

In this work, we proposed a compositional scheme for constructing control barrier functions for continuous-time stochastic hybrid systems to enforce complex logic specifications expressed by finite-state automata. We constructed control barrier functions for large-scale stochastic systems using control pseudo-barrier functions of subsystems as long as some sufficient small-gain type conditions hold. In particular, we decomposed the given...
complex specification to simpler reachability tasks based on automata representing the complements of original finite-state automata. We then provided a systematic approach to solve those simpler reachability tasks by computing corresponding pseudo-barrier functions. We employed two different techniques based on the sum-of-squares optimization program and counter-example guided inductive synthesis to search for pseudo-barrier functions of subsystems while synthesizing local hybrid controllers. We demonstrated the effectiveness of our proposed results by applying them to a fully-interconnected Kuramoto network of 100 nonlinear oscillators with Markovian switching signals. Improving the probability of satisfaction for each individual reachability task can be considered as a future research direction.
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11. Appendix

Proof. (Theorem 3.8) Based on the condition (3.7), we have \( X_u \subseteq \{ x \in X \mid B(x) \geq \lambda \} \). Then one has

\[
P^\nu_{\xi} \left\{ \xi^p(t) \in X_u \text{ for some } 0 \leq t \leq T \mid \xi^p(0) = x_0, p_0 \right\} 
\leq P^\nu_{\xi} \left\{ \sup_{0 \leq t \leq T} B(\xi(t)) \geq \lambda \mid \xi^p(0) = x_0, p_0 \right\}.
\]

(11.1)

One can acquire the upper bound in (3.9) by applying [Kus67, Theorem 1, Chapter III] to (11.1) and utilizing respectively conditions (3.8) and (3.6).

Proof. (Theorem 4.2) We first show that conditions (3.6) and (3.7) in Definition 3.5 hold. For any \( x := [x_1; \ldots; x_N] \in X_0 = \prod_{i=1}^{N} X_0_i \), and from (3.2)

\[
B(x, p) = \sum_{i=1}^{N} \mu_i B_{ip}(x_i) \leq \sum_{i=1}^{N} \mu_i \gamma_{ip} \leq \sum_{i=1}^{N} \mu_i \max_{p_i \in P_i} \{ \gamma_{ip} \} = \gamma,
\]

and similarly for any \( x := [x_1; \ldots; x_N] \in X_u = \prod_{i=1}^{N} X_u_i \), and from (3.3)

\[
B(x, p) = \sum_{i=1}^{N} \mu_i B_{ip}(x_i) \geq \sum_{i=1}^{N} \mu_i \lambda_{ip} \geq \sum_{i=1}^{N} \mu_i \min_{p_i \in P_i} \{ \lambda_{ip} \} = \lambda,
\]

satisfying conditions (3.6) and (3.7) with \( \gamma = \sum_{i=1}^{N} \mu_i \max_{p_i \in P_i} \{ \gamma_{ip} \} \) and \( \lambda = \sum_{i=1}^{N} \mu_i \min_{p_i \in P_i} \{ \lambda_{ip} \} \). Note that \( \lambda > \gamma \) according to (4.8). Now, we show that condition (3.8) holds, as well. We first compute \( \sum_{p' \in P} \tilde{\lambda}_{pp'}(x)B(x, p') \) in (3.8) based on transition rates of subsystems. To do so, we first compute it for two subsystems with three modes and then extend it to the general case of \( N \) subsystems with \( M \) modes. Consider two subsystems \( \Sigma_1, \Sigma_2 \) with 3 independent modes, i.e., \( m_1 = 3, m_2 = 3 \). The generator matrix \( [ASSB00] \) of \( \Sigma_1, \Sigma_2 \) are constructed as

\[
\tilde{Q}_{\Sigma_1} = \begin{bmatrix}
-\check{\lambda}_{12} - \check{\lambda}_{13} & \check{\lambda}_{12} & \check{\lambda}_{13} \\
\check{\lambda}_{21} & -\check{\lambda}_{21} - \check{\lambda}_{23} & \check{\lambda}_{23} \\
\check{\lambda}_{31} & \check{\lambda}_{32} & -\check{\lambda}_{31} - \check{\lambda}_{32}
\end{bmatrix},
\]

\[
\tilde{Q}_{\Sigma_2} = \begin{bmatrix}
-\check{\lambda}_{12} - \check{\lambda}_{13} & \check{\lambda}_{12} & \check{\lambda}_{13} \\
\check{\lambda}_{21} & -\check{\lambda}_{21} - \check{\lambda}_{23} & \check{\lambda}_{23} \\
\check{\lambda}_{31} & \check{\lambda}_{32} & -\check{\lambda}_{31} - \check{\lambda}_{32}
\end{bmatrix}.
\]

Now we construct the generator matrix for the interconnected system \( \Sigma = I(\Sigma_1, \Sigma_2) \) via Table 1, in which the first and second elements of the pair \((\cdot, \cdot)\) are corresponding to switching modes of the first and second subsystems, respectively. Moreover, diagonal elements “*” are the summation of off-diagonals in each row with a negative sign, i.e., summation of each row including “*” should be zero. For each state \((p_{i'}, p_{j'})\), we can jump to \((p_i, p_j)\) with \( i = i' \) or \( j = j' \), i.e., only one of the modes can change [ASSB00].
Then by employing the definition of CBF in (4.9) and Table 1, one has
\[
\sum_{p' = 1}^{9} \hat{\lambda}_{pp'}(x)B(x, p') = \sum_{p'_1 = 1, p'_2 = 1}^{3} \hat{\lambda}_{p_1, p_2, p'_1, p'_2}(x) \mu_1 B_{p'_1}(x_1) + \sum_{p'_1 = 1, p'_2 = 1}^{3} \hat{\lambda}_{p_1, p_2, p'_1, p'_2}(x) \mu_2 B_{2p'_2}(x_2)
\]
\[
= \sum_{p'_1 = 1}^{3} \mu_1 B_{p'_1}(x_1) \hat{\lambda}_{1p'_1}(x_1) + \sum_{p'_2 = 1}^{3} \mu_2 B_{2p'_2}(x_2) \hat{\lambda}_{2p'_2}(x_2)
\]
\[
= \sum_{i = 1}^{3} \mu_1 \hat{\lambda}_{p_1, p'_1}(x_1) B_{p'_1}(x_1) + \sum_{i = 1}^{3} \mu_2 \hat{\lambda}_{p_2, p'_2}(x_2) B_{2p'_2}(x_2)
\]
\[
= \sum_{i = 1}^{3} \sum_{p'_1 = 1}^{3} \mu_1 \hat{\lambda}_{p_1, p'_1}(x_i) B_{p'_1}(x_i).
\]
Note that \(\hat{\lambda}_{p_1, p_2, p'_1, p'_2}(x)\) is corresponding to the current mode of subsystems 1, 2, which is respectively \(p_1, p_2\), and the next mode which is \(p'_1, p'_2\). One can readily extend the results to \(N\) subsystem, each of which has \(m_i\) modes, and conclude that \(\sum_{p' = 1}^{N} \hat{\lambda}_{pp'}(x)B(x, p') = \sum_{i = 1}^{N} \sum_{p'_1 = 1}^{m_i} \mu_i \hat{\lambda}_{p_i, p'_1}(x_i) B_{p'_1}(x_i)\) with \(M = \Pi_{i = 1}^{N} m_i\). By applying the following inequality
\[
\rho_{\text{int}, p_i}(s_1 + \cdots + s_{N-1}) \leq \sum_{i = 1}^{N-1} \rho_{\text{int}, p_i}((N - 1)s_i),
\]
which is valid for any \(\rho_{\text{int}, p_i} \in K_\infty \cup \{0\}\), and any \(s_i \in \mathbb{R}_{\geq 0}, i \in \{1, \cdots, N\}\), employing condition (3.1) and Assumption 1, one can obtain the chain of inequalities in (11.3). By defining
\[
\kappa(s) := \min \left\{ -\mu^T(-\Lambda + \Delta)\Gamma(B(x)) \mid \mu^T \bar{B}(x) = s \right\},
\]
\[
\psi := \max_{i = 1}^{N} \mu_i \psi_{p_i},
\]
where \(\bar{B}(x) = [B_{p_1}(x_1); \cdots; B_{Np_1}(x_N)]\), condition (3.8) is also satisfied. Then \(B\) is a CBF for \(\Sigma\), which completes the proof.
\[ \mathcal{L} \mathcal{B}(x, p) + \sum_{p' = 1}^{M} \check{\lambda}_{pp'}(x) \mathcal{B}(x, p') = \mathcal{L} \sum_{i = 1}^{N} \mu_i \mathcal{B}_{ip_i}(x_i) + \sum_{i = 1}^{m_i} \sum_{p' = 1}^{m_i} \mu_i \check{\lambda}_{pp'}(x_i) \mathcal{B}_{ip'}(x) \]

\[ = \sum_{i = 1}^{N} \mu_i \left( \mathcal{L} \sum_{p' = 1}^{m_i} \check{\lambda}_{pp'}(x_i) \mathcal{B}_{ip'}(x_i) \right) \leq \sum_{i = 1}^{N} \mu_i \left( -\kappa_{ip_i}(\mathcal{B}_{ip_i}(x_i)) + \rho_{\text{int},p_i}(\|w_i\|^2) + \psi_{ip_i} \right) \]

\[ \leq \sum_{i = 1}^{N} \mu_i \left( -\kappa_{ip_i}(\mathcal{B}_{ip_i}(x_i)) + \rho_{\text{int},p_i}(\sum_{j = 1, i \neq j}^{N} ||y_{ji}||^2) + \psi_{ip_i} \right) \]

\[ \leq \sum_{i = 1}^{N} \mu_i \left( -\kappa_{ip_i}(\mathcal{B}_{ip_i}(x_i)) + \sum_{j = 1, i \neq j}^{N} \rho_{\text{int},p_i}(N - 1)||y_{ji}||^2 + \psi_{ip_i} \right) \]

\[ \leq \sum_{i = 1}^{N} \mu_i \left( -\kappa_{ip_i}(\mathcal{B}_{ip_i}(x_i)) + \sum_{j = 1, i \neq j}^{N} \rho_{\text{int},p_i}(N - 1)||h_j(x_j)||^2 + \psi_{ip_i} \right) \]

\[ \leq \sum_{i = 1}^{N} \mu_i \left( -\kappa_{ip_i}(\mathcal{B}_{ip_i}(x_i)) + \sum_{j = 1, i \neq j}^{N} \rho_{\text{int},p_i}(N - 1)\alpha_{jp_j}(\mathcal{B}_{jp_j}(x_j)) + \psi_{ip_i} \right) \]

\[ \leq \sum_{i = 1}^{N} \mu_i \left( -\check{\lambda}_{ip_i}(\mathcal{B}_{ip_i}(x_i)) + \sum_{j = 1, i \neq j}^{N} \check{\delta}_{jp_j}(\mathcal{B}_{jp_j}(x_j)) + \psi_{ip_i} \right) \]

\[ = \mu^T (-\Lambda + \Delta) \Gamma(\mathcal{B}_{ip_1}(x_1), \ldots; \mathcal{B}_{Np_N}(x_N)) + \sum_{i = 1}^{N} \mu_i \psi_{ip_i} \leq -\kappa(\mathcal{B}(x, p)) + \psi. \quad (11.3) \]

**Proof. (Theorem 6.2)** For \( \bar{p} \in \mathcal{A} \bar{p} \), consider an accepting state run \( \mathcal{R} \bar{p} \) and \( \mathcal{P} \bar{p}(q) \) as the set of state runs of length 3. For \( N = (q, q', q'') \in \mathcal{P} \bar{p}(q) \), one can verify from Lemma 5.7 that the upper bound on the probability that the solution process of \( \Sigma \) starts at \( X_0 = \Lambda^{-1}(\bar{q}(q, q')) \) and reaches \( X_u = \Lambda^{-1}(\bar{q}(q, q'')) \) within the time horizon \( [0, \mathcal{T}] \subseteq \mathbb{R}_{\geq 0} \) under the control input \( r_k \) is given by \( \delta_N \). Now the upper bound on the probability that the trace of the solution process reaches the accepting state following the path corresponding to \( q \) is given by the product of the probability bounds corresponding to all elements \( N = (q, q', q'') \in \mathcal{P} \bar{p}(q) \):

\[ \mathbb{P}\{\bar{q}(q) \mid \mathcal{A}^C\} \leq \prod_{N \in \mathcal{P} \bar{p}(q)} \{\delta_N \mid N = (q, q', q'') \in \mathcal{P} \bar{p}(q)\}. \]

Now one can conclude that the final upper bound on the probability for the solution process of \( \Sigma \) starting from any initial state \( \xi(0) = x_0 \in \Lambda^{-1}(\bar{p}) \) to violate the required specification is essentially the summation of probabilities of all possible accepting state runs of \( \mathcal{A}^C \), i.e.,

\[ \mathbb{P}_{\bar{p}}^{\delta} \{\bar{q}(q) \mid \mathcal{A}^C\} \leq \sum_{q \in \mathcal{R} \bar{p}} \prod_{N \in \mathcal{P} \bar{p}(q)} \{\delta_N \mid N = (q, q', q'') \in \mathcal{P} \bar{p}(q)\}. \]

**Proof. (Lemma 7.1)** Since \( \mathcal{B}_p(x) \) and \( l_p(x) \) in (7.1) are sum-of-squares, we have \( 0 \leq \mathcal{B}_p(x) - l_p^T(x)g(x) - \alpha_p(h(x)^T h(x)) \). Since the term \( l_p^T(x)g(x) \) is non-negative over \( X \), the new condition (7.1) implies the condition (3.1) in Definition 3.1. Similarly, we can show that (7.2) and (7.3) imply conditions (3.2) and (3.3) in Definition 3.1. Now we show that condition (7.4) implies (3.4), as well. By selecting external inputs \( v_j = l_{\nu_j}(x) \) and since terms \( l_p^T(x, \nu, w)g(x), l_p^T(x, \nu, w)g_{\nu}(\nu), l_p^T(x, \nu, w)g_{w}(w) \) are non-negative over the set
\[ X, \text{ we have } L\mathcal{B}_p(x) + \sum_{p'=1}^{m} \hat{\lambda}_{pp'}(x)\mathcal{B}_{p'}(x) \leq -\kappa_p(\mathcal{B}_p(x)) + \rho_{tt}(w^T w) + \psi_p \text{ which implies that the function } \mathcal{B}_p(x) \text{ is a CPBF and completes the proof.} \]
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