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Abstract. Graph Neural Networks (GNNs) achieve significant performance for various learning tasks on geometric data due to the incorporation of graph structure into the learning of node representations, which renders their comprehension challenging. In this paper, we first propose a unified framework satisfied by most existing GNN explainers. Then, we introduce GraphSVX, a post hoc local model-agnostic explanation method specifically designed for GNNs. GraphSVX is a decomposition technique that captures the “fair” contribution of each feature and node towards the explained prediction by constructing a surrogate model on a perturbed dataset. It extends to graphs and ultimately provides as explanation the Shapley Values from game theory. Experiments on real-world and synthetic datasets demonstrate that GraphSVX achieves state-of-the-art performance compared to baseline models while presenting core theoretical and human-centric properties.

1 Introduction

Many aspects of the everyday life involve data without regular spatial structure, known as non-euclidean or geometric data, such as social networks, molecular structures or citation networks [1,5,11]. These datasets, often represented as graphs, are challenging to work with because they require modelling rich relational information on top of node feature information [47,48]. Graph Neural Networks (GNNs) are powerful tools for representation learning of such data. They achieve state-of-the-art performance on a wide variety of tasks [9,41,46] due to their recursive message passing scheme, where they encode information from nodes and pass it along the edges of the graph. Similarly to traditional deep learning frameworks, GNNs showcase a complex functioning that is rather opaque to humans. As the field grows, understanding them becomes essential for well known reasons, such as ensuring privacy, fairness, efficiency, and safety [10,16,25].

While there exist a variety of explanation methods [12,30,32,34,35,45], they are not well suited for geometric data as they fall short in their ability to incorporate graph topology information. [2,26] have proposed extensions to GNNs, but in addition to limited performance, they require model internal knowledge and show gradient saturation issues due to the discrete nature of the adjacency matrix.

GNNExplainer [42] is the first explanation method designed specifically for GNNs. It learns a continuous (and a discrete) mask over the edges (and features) of the graph by formulating an optimisation process that maximizes mutual information between the distribution of possible subgraphs and GNN prediction. More recently, PGEexplainer [21] and GraphMask [31] generalize GNNExplainer to an inductive setting; they use re-parametrisation tricks to alleviate the “introduced evidence” problem [6] — i.e. continuous masks deform the adjacency matrix and introduce new semantics to the generated graph. Regarding other approaches; GraphLIME [15] builds on LIME [27] to provide a non-linear explanation model; PGM-Explainer [40] learns a simple Bayesian network handling node dependencies; XGNN [43] produces model-level insights via graph generation trained using reinforcement learning.

Despite recent progress, existing explanation methods do not relate much and show clear limitations. Apart from GNNExplainer, none considers node features together with graph structure in explanations. Besides, they do not present core properties of a “good” explainer [24] (see Sec. 2). Since the field is very recent and largely unexplored, there is little certified knowledge about explainers’ characteristics. It is, for instance, unclear whether optimising mutual information is pertinent or not. Overall, this often yields explanations with a poor signification, like a probability score stating how essential a variable is [21,31,42]. Existing techniques not only lack strong theoretical grounds, but also do not showcase an evaluation that is sophisticated enough to
properly justify their effectiveness or other desirable aspects. Lastly, little importance is granted to their human-centric characteristics, limiting the comprehensibility of explanations from a human perspective.

In light of these limitations, first, we propose a unified explanation framework encapsulating recently introduced explainers for GNNs. It not only serves as a connecting force between them but also provides a different and common view of their functioning, which should inspire future work. In this paper, we exploit it ourselves to define and endow our explainer, GraphSVX, with desirable properties. More precisely, GraphSVX carefully constructs and combines the key components of the unified pipeline so as to jointly capture the average marginal contribution of node features and graph nodes towards the explained prediction. We show that GraphSVX ultimately computes, via an efficient algorithm, the Shapley values from game theory, that we extend to graphs. The resulting unique explanation thus satisfy several theoretical properties by definition, while it is made more human-centric through several extensions. In the end, we evaluate GraphSVX on real-world and synthetic datasets for node and graph classification tasks. We show that it outperforms existing baselines in explanation accuracy, and verifies further desirable aspects such as robustness or certainty.

Source code. The source code is available at https://github.com/AlexDuvalinho/GraphSVX

2 Related Work

Explanations methods specific to GNNs are classified into five categories of methods according to: gradient-based, perturbation, decomposition, surrogate, and model-level. We utilise the same taxonomy in this paper to position GraphSVX.

Decomposition methods distribute the prediction score among input features using the weights of the network architecture, through backpropagation. Despite offering a nice interpretation, they are not specific to GNNs and present several major limits such as requiring access to model parameters or being sensitive to small input changes, like gradient-based methods discussed in Sec. 1.

Perturbation methods monitor variations in model prediction with respect to different input perturbations. Such methods provide as explanation a continuous mask over edges (features) holding importance probabilities learned via a simple optimisation procedure, affected by the introduced-evidence problem.

Surrogate methods approximate the black box GNN model locally by learning an interpretable model on a dataset built around the instance of interest v (e.g., neighbours). Explanations for the surrogate model are used as explanations for the original model. For now, such approaches are rather intuition-based and consider exclusively node features or graph topology, not both.

Model level methods provide general insights on model functioning. It supports only graph classification, requires an input candidate node set and is challenged by local methods also giving global explanations.

As we will show shortly, GraphSVX bridges the gap between these categories by learning a surrogate explanation model on a perturbed dataset that ultimately decomposes the explained prediction among the nodes and features of the graph, depending on their respective contribution. It also derives model-level insights by explaining subsets of nodes, while avoiding the respective limits of each category.

Desirable properties of explanations have received subsequent attention from the social sciences and the machine learning communities, but are often overlooked when designing an explainer. From a theoretical perspective, good explanations are accurate, fidel (truthful), and reflect the proportional importance of a feature on prediction (meaningful). They also are stable and consistent (robust), meaning with a low variance when changing to a similar model or a similar instance. Besides, they reflect the certainty of the model (decomposable) and are as representative as possible of its (global) functioning. Finally, since their ultimate goal is to help humans understand the model, explanations should be intuitive to comprehend (human-centric). Many sociological and psychological studies emphasise key aspects: only a few motives (selective), comparable to other instances (contrastive), and interactive with the explainee (social). We refer to Appendix for more rigorous definitions and to see how GNN explainers satisfy them.
3 Preliminary Concepts and Background

Notation. We consider a graph $G$ with $N$ nodes and $F$ features defined by $(X, A)$ where $X \in \mathbb{R}^{N \times F}$ is the feature matrix and $A \in \mathbb{R}^{N \times N}$ the adjacency matrix. $f(X, A)$ denotes the prediction of the GNN model $f$, and $f_v(X, A)$ the score of the predicted class for node $v$. Let $X_{ij} = (X_{i1}, \ldots, X_{iN})$ with feature values $x_{ij} = (x_{i1}, \ldots, x_{iF})$ represent feature $j$’s value vector across all nodes. Similarly, $X_i = X_{i*} = (X_{i1}, \ldots, X_{iF})$ stands for node $i$’s feature vector, with $X_{iS} = \{X_{ik}| k \in S\}$. $1$ is the all-ones vector.

3.1 Graph Neural Networks

GNNs adopt a message passing mechanism \cite{Kipf16} where the update at each GNN layer $\ell$ involves three key calculations \cite{Gilmer17}. (i) The propagation step. The model computes a message $m_{ij}^{\ell} = \text{MSG}(h_i^{\ell-1}, h_j^{\ell-1}, a_{ij})$ between every pair of nodes $(v_i, v_j)$, that is, a function MSG of $v_i$’s and $v_j$’s representations $h_i^{\ell-1}$ and $h_j^{\ell-1}$ in the previous layer and of the relation $a_{ij}$ between the nodes. (ii) The aggregation step. For each node $v_i$, GNN calculates an aggregated message $M_i$ from $v_i$’s neighbourhood $N_i$, whose definition vary across methods. $M_i^{\ell} = \text{Agg}(m_{ij}^{\ell}| v_j \in N_i)$. (iii) The update step. GNN non-linearly transforms both the aggregated message $M_i^{\ell}$ and $v_i$’s representation $h_i^{\ell-1}$ from the previous layer, to obtain $v_i$’s representation $h_i^{\ell}$ at layer $\ell$: $h_i^{\ell} = \text{Upd}(M_i^{\ell}, h_i^{\ell-1})$. The representation $z_i = h_i^{L}$ of the final GNN layer $L$ serves as final node embedding and is used for downstream machine learning tasks.

3.2 The Shapley value

The Shapley value is a method from Game Theory. It describes how to fairly distribute the total gains of a game to the players depending on their respective contribution, assuming they all collaborate. It is obtained by computing the average marginal contribution of each player when added to any possible coalition of players \cite{Shapley52}. This method has been extended to explain machine learning model predictions on tabular data \cite{Lundberg17, Lee19}, assuming that each feature of the explained instance $(x)$ is a player in a game where the prediction is the payout.

The characteristic function $\text{val} : S \rightarrow \mathbb{R}$ captures the marginal contribution of the coalition $S \subseteq \{1, \ldots, F\}$ of features towards the prediction $f(x)$ with respect to the average prediction: $\text{val}(S) = \mathbb{E}[f(X)| X_S = x_S] - \mathbb{E}[f(X)]$. We isolate the effect of a feature $j$ via $\text{val}(S \cup \{j\}) - \text{val}(S)$ and average it over all possible ordered coalitions $S$ to obtain its Shapley value as:

$$
\phi_j(\text{val}) = \frac{1}{F!} \sum_{S \subseteq \{1, \ldots, F\} \setminus \{j\}} |S|! \frac{(F - |S| - 1)!}{|S|!} (\text{val}(S \cup \{j\}) - \text{val}(S)).
$$

The notion of fairness is defined by four axioms (efficiency, dummy, symmetry, additivity), and the Shapley value is the unique solution satisfying them. In practice, the sum becomes impossible to compute because the number of possible coalitions $(2^F - 1)$ increases exponentially by adding more features. We thus approximate Shapley values using sampling \cite{Lundberg17, Lee19, Lee20}.

4 A Unified Framework for GNN Explainers

As detailed in the previous section, existing interpretation methods for GNNs are categorised and often treated separately. In this paper, we approach the explanation problem from a new angle, proposing a unified view that regroups existing explainers under a single framework: GNNExplainer, PGEexplainer, GraphLIME, PGM-Explainer, XGNN, and the proposed GraphSVX. The key differences across models lie in the definition and optimisation of the three main blocks of the pipeline, as shown in Fig. 4:

- **Mask** generates discrete or continuous masks over features $M_F \in \mathbb{R}^F$, nodes $M_N \in \mathbb{R}^N$ and edges $M_E \in \mathbb{R}^{N \times N}$, according to a specific strategy.
- **Gen** outputs a new graph $G' = (X', A')$ from the masks $(M_E, M_N, M_F)$ and the original graph $G = (X, A)$.
Fig. 1. Overview of unified framework. All methods take as input a given graph \( G = (X, A) \), feed it to a mask generator (Mask) to create three masks over nodes, edges and features. These masks are then passed to a graph generator (Gen) that converts them to the original input space \((X', A')\) before feeding them to the original GNN model \( f \). The resulting prediction \( f(X', A') \) is used to improve the mask generator, the graph generator or the downstream explanation generator (Expl), which ultimately provides the desired explanation—using masks and \( f(X', A') \). This passage through the framework is repeated many times to create a proper dataset \( D \) from which each generator block learns. Usually, only one is optimised with a carefully defined process involving the new and original GNN predictions.

- Expl generates explanations, often offered as a vector or a graph, using a function \( g \) whose definition vary across baselines.

In the following, we show how each baseline fits the pipeline. \( \odot \) stands for the element wise multiplication operation, \( \sigma \) the softmax function, \( || \) the concatenation operation, and \( M^{\text{ext}} \) describes the extended vector \( M \) with repeated entries, whose size makes the operation feasible. All three masks are not considered for a single method; some are ignored as they have no effect on final explanations. Indeed, one often studies node feature \( M_F \) or graph structure (via \( M_E \) or \( M_N \)).

**GNNEExplainer**’s key component is the mask generator. It generates both \( M_F \) and \( M_E \), where \( M_E \) has continuous values and \( M_F \) discrete ones. They are both randomly initialised and jointly optimised via a mutual information loss function \( \text{MI}(Y, (M_E, M_F)) = H(Y) - H(Y|A', X') \), where \( \text{Gen} \) gives \( A' = A \odot \sigma(M_E) \) and \( X' = X \odot M_F^{\text{ext}} \). \( Y \) represents the class label and \( H(\cdot) \) the entropy term. Expl simply returns the learned masks as explanations, via the identity function \( g(M_E, M_F) = (M_E, M_F) \).

**PGExplaner** is very similar to GNNEExplainer. Mask generates only an edge mask \( M_E \) using a multi-layer neural network \( \text{MLP}_\psi \) and the learned matrix \( Z \) of node representations: \( M_E = \text{MLP}_\psi(G, Z) \). The new graph is constructed with \( \text{Gen}(X, A, M_E) = (X, A \odot \rho(M_E)) \), where \( \rho \) denotes a reparametrisation trick. The obtained prediction \( f_v(X, A') \) is also used to maximise mutual information with \( f_v(X, A) \) and backpropagates the result to optimise Mask. As for GNNEExplainer, Expl provides \( M_E \) as explanations.

**GraphLIME** is a surrogate method with a simple and not optimised mask generator. Although it measures feature importance, it creates a node mask \( M_N \) using the neighbourhood of \( v \) (i.e., \( N_v \)). The \( k^{th} \) mask (or sample) is defined as \( M_N^k = 1 \) if \( v_i = N_v[k] \) and 0 otherwise. \( \text{Gen}(X, A, M_N) = (X, A) \), so in fact, it computes and stores the original model prediction. \( X \) and \( f(X, A) \) are then combined with the mask \( M_N \) via simple dot products \( M_N^k \cdot X \) and \( M_N^k \cdot f(X, A) \) respectively, to isolate the original feature vector and prediction of the \( k^{th} \) neighbour of \( v \). These two elements are treated as input and target of an HSIC Lasso model \( g \), trained with an adapted loss function. The learned coefficients constitute importance measures that are given as explanations by Expl.

**PGM-Explainer** builds a probabilistic graphical model on a local dataset that consists of random node masks \( M_N \in \{0, 1\}^N \). The associated prediction \( f_v(X', A') \) is obtained by posing \( A' = A \) and \( X' = M_N^{\text{ext}} \odot X + (1 - M_N^{\text{ext}} \odot \mu^{\text{ext}}) \), with \( \mu = (E[X_{1}], \ldots, E[X_{F}])^T \). This means that each excluded node feature \( (M_{N,j} = 0) \) is set to its mean value across all nodes. This dataset is fed sequentially to the main component
GraphSVX: Shapley Value Explanations for Graph Neural Networks

EXPL, which learns and outputs a Bayesian Network $g$ with input $M_N$ (made sparser by looking at the Markov-blanket of $v$), **BIC score** loss function, and target $I(f_v(X', A'))$, where $I(\cdot)$ is a specific function that quantifies the difference in prediction between original and new prediction.

**XGNN** is a model-level approach that trains an iterative graph generator (add one edge at a time) via reinforcement learning. This causes two key differences with previous approaches: (1) the input graph at iteration $t$ ($G_t$) is obtained from the previous iteration and is initialised as the empty graph; (2) we also pass a candidate node set $C$, such that $X_C$ contains the feature vector of all distinct nodes across all graphs in dataset. **Mask** generates an edge mask $M_E = A_t$ and a node mask $M_{N_t} \in \{0, 1\}^{|C|}$ specifying the latest node added to $G_t$, if any. **GEN** produces a new graph $G_{t+1}$ from $G_t$ by predicting a new edge, possibly creating a new node from $C$. This is achieved by applying a GNN and two MLP networks. Then, $G_{t+1}$ is fed to the explained GNN. The resulting prediction is used to update model parameters via a policy gradient loss function. **EXPL** stores nonzero $M_{N_t}$ at each time step and provides $g(\{M_{N_t}\}_t, X_C, M_E) = (||I|M_{N_t} \cdot X_C, M_E)$ as explanation — i.e. the graph generated at the final iteration, written $G_T$.

**GraphSVX.** As we will see in the next section, the proposed GraphSVX model carefully exploits the potential of this framework through a better design and combination of complex mask, graph and explanation generators—in the perspective of improving performance and embedding desirable properties in explanations.

5 Proposed Method

GraphSVX is a post hoc model-agnostic explanation method specifically designed for GNNs, that jointly computes graph structure and node feature explanations for a single instance. More precisely, GraphSVX constructs a perturbed dataset made of binary masks for nodes and features $(M_N, M_F)$, and computes their marginal contribution $f(X', A')$ towards the prediction using a graph generator $\text{GEN}(X, A, M_F, M_N) = (X', A')$. It then learns a carefully defined explanation model on the dataset $(M_N || M_F, f(X', A'))$ and provides it as explanation. Ultimately, it produces a unique deterministic explanation that decomposes the original prediction and has a real signification (Shapley values) as well as other desirable properties evoked in Sec. 2.

Without loss of generality, we consider a node classification task for the presentation of the method.

5.1 Mask and graph generators

First of all, we create an efficient mask generator algorithm that constructs discrete feature and node masks, respectively denoted by $M_F \in \{0, 1\}^F$ and $M_N \in \{0, 1\}^N$. Intuitively, for the explained instance $v$, we aim at studying the joint influence of a subset of features and neighbours of $v$ towards the associated prediction $f_v(X, A)$. The mask generator helps us determine the subset being studied. Associating 1 with a variable (node or feature) means that it is considered, 0 that it is discarded. For now, we let Mask randomly sample from all possible $(2^F + N - 1)$ pairs of masks $M_F$ and $M_N$, meaning all possible coalitions $S$ of features and nodes ($v$ is not considered in explanations). Let $z$ be the random variable accounting for selected variables, $z = (M_F \parallel M_N)$. This is a simplified version of the true mask generator, which we will come back to later, in Sec. 5.2.

We now would like to estimate the joint effect of this group of variables towards the original prediction. We thus isolate the effect of selected variables marginalised over excluded ones, and observe the change in prediction. We define $\text{GEN} : (X, A, M_F, M_N) \rightarrow (X', A')$, which converts the obtained masks to the original input space, in this perspective. Due to the message passing scheme of GNNs, studying jointly node and features’ influence is tricky. Unlike GNNExplainer, we avoid any overlapping effect by considering feature values of $v$ (instead of the whole subgraph around $v$) and all nodes except $v$. Several options are possible to cancel out a node’s influence on the prediction, such as replacing its feature vector by random or expected values. Here, we decide to isolate the node in the graph, which totally removes its effect on the prediction. Similarly, to neutralise the effect of a feature, as GNNs do not handle missing values, we set it to the dataset expected value. Formally, it translates into:

\begin{equation}
X' = X \text{ with } X'_v = M_F \odot X_v + (1 - M_F) \odot \mu
\end{equation}

\begin{equation}
A' = (M_N^{\text{ext}} \cdot A \cdot M_N^{\text{ext}}) \odot I(A),
\end{equation}

\begin{equation}
\text{(1)}
\end{equation}

\begin{equation}
\text{(2)}
\end{equation}
where \( \mu = (E[X_{s1}], \ldots, E[X_{sF}]) \) and \( I(\cdot) \) captures the indirect effect of \( k \)-hop neighbours of \( v \) \((k > 1)\), which is often underestimated. Indeed, if a 3-hop neighbour \( w \) is considered alone in a coalition, it becomes disconnected from \( v \) in the new graph \( G' \). This prevents us from capturing its indirect impact on the prediction since it does not pass information to \( v \) anymore. To remedy this problem, we select one shortest path \( P \) connecting \( w \) to \( v \) via Dijkstra’s algorithm, and include \( P \) back in the new graph. To keep the influence of the new nodes (in \( P \setminus \{w, v\} \)) switched off, we set their feature vector to mean values obtained by Monte Carlo sampling. The pseudocode is in the Supplementary material.

To finalize the perturbation dataset, we pass \( z' = (X', A') \) to the GNN model \( f \) and store each sample \((z, f(z'))\) in a dataset \( D \). \( D \) associates with a subset of nodes and features of \( v \) their estimated influence on the original prediction.

5.2 Explanation generator

In this section, we build a surrogate model \( g \) on the dataset \( D = \{(z, f(z'))\} \) and provide it as explanation. More rigorously, an explanation \( \phi \) of \( f \) is normally drawn from a set of possible explanations, called interpretable domain \( \Omega \). It is the solution of the following optimisation process: \( \phi = \arg \min_{g \in \Omega} \mathcal{L}_f(g) \), where the loss function attributes a score to each explanation. The choice of \( \Omega \) has a large impact on the type and quality of the obtained explanation. In this paper, we choose broadly \( \Omega \) to be the set of interpretable models, and more precisely the set of Weighted Linear Regression (WLR).

In short, we intend our model to learn to calculate the individual effect of each variable towards the original prediction from the joint effect \( f(z') \), using many different coalitions \( S \) of nodes and features. This is made possible by the definition of the input dataset \( D \) and is enforced by a cross entropy loss function:

\[
\mathcal{L}_{f, \pi}(g) = \sum_{z} \left(g(z) - f(z')\right)^2 \pi_z, \tag{3}
\]

where \( \pi_z = \frac{F + N - 1}{(F + N) \cdot |z|} \left(\frac{F + N - 1}{|z|}\right)^{-1} \).

\( \pi \) is a kernel weight that attributes a high weight to samples \( z \) with small or large dimension, or in different terms, groups of features and nodes with few or many elements—since it is easier to capture individual effects from the combined effect in these cases.

In the end, we provide the learned parameters of \( g \) as explanation. Each coefficient corresponds to a node of the graph or a feature of \( v \) and represents its estimated influence on the prediction \( f_v(X, A) \). In fact, it approximates the extension of the Shapley value to graphs, as shown in next paragraph.

5.3 Decomposition model

We first justify why it is relevant to extend the Shapley value to graphs. Looking back at the original theory, each player contributing to the total gain is allocated a proportion of that gain depending on its fair contribution. Since a GNN model prediction is fully determined by node feature information \((X)\) and graph structural information \((A)\), both edges/nodes and node features are players that should be considered in explanations. In practice, we extend to graphs the four Axioms defining fairness (please see the Supplementary Material), and redefine how is captured the influence of players (features and nodes) towards the prediction as \( val(S) = E_{X_v}[f_v(X, A_S)|X_{v \setminus S} = x_{v \setminus S}] - E[f_v(X, A)] \). \( A_S \) is the adjacency matrix where all nodes in \( S \) (not in \( S \)) have been isolated.

Assuming model linearity and feature independence, we show that GraphSVX, in fact, captures via \( f(z') \) the marginal contribution of each coalition \( S \) towards the prediction:

\[
E_{X_v}[f_v(X, A_S)|X_{v \setminus S}] = E_{X_v,x_{v \setminus S}}[f_v(X, A_S)] \\
\approx E_{X_v}[f_v(X, A_S)] \quad \text{by independence} \\
\approx f_v(E_{X_v}[X], A_S) \quad \text{by linearity} \\
= f_v(X', A'),
\]
where \( A' = A_S \) and \( X'_{ij} = \begin{cases} E[X_{ij}] & \text{if } i = v \text{ and } j \in S \\ X_{ij} & \text{otherwise.} \end{cases} \)

Using the above, we prove that GraphSVX calculates the Shapley values on graph data. This builds on the fact that Shapley values can be expressed as an additive feature attribution model, as shown by [20] in the case of tabular data.

In this perspective, we set \( \pi_v \) such that \( \pi_v(z) \to \infty \) when \( |z| \in \{0, F + N\} \) to enforce the efficiency axiom: 
\[ g(1) = f_v(X, A) = E[f_v(X, A)] + \sum_{i=1}^{F+N} \phi_i. \]
This holds due to the specific definition of GEN and \( g \) (i.e., EXPL), where \( g(1) = f_i(X, A) \) and the constant \( \phi_0 \), also called base value, equals \( E_{X}[f_v(X, A_v)] \approx E[f_v(X, A)] \), so the mean model prediction. \( A_v \) refers to \( A_S \), where \( v \) is isolated.

**Theorem 1.** With the above specifications and assumptions, the solution to \( \min_{g \in \Omega} C_{f, \pi}(g) \) under Eq. (\ref{eq:obj}) is a unique explanation model \( g \) whose parameters compute the extension of the Shapley values to graphs.

**Proof.** Please see Appendix [D].

### 5.4 Efficient approximation specific to GNNs

Similarly to the euclidean case, the exact computation of the Shapley values becomes intractable due to the number of possible coalitions required. Especially that we consider jointly features and nodes, which augments exponentially the complexity of the problem. To remedy this, we derive an efficient approximation via a smart mask generator.

Firstly, we reduce the number of nodes and features initially considered to \( D \leq N \) and \( B \leq F \) respectively, without impacting performance. Indeed, for a GNN model with \( k \) layers, only \( k \)-hop neighbours of \( v \) can influence the prediction for \( v \), and thus receive a non-zero Shapley value. All others are allocated a null importance according to the dummy axiom\(^1\) and can therefore be discarded. Similarly, any feature \( j \) of \( v \) whose value is comprised in the confidence interval \( I_j = [\mu_j - \lambda \cdot \sigma_j, \mu_j + \lambda \cdot \sigma_j] \) around the mean value \( \mu_j \) can be discarded, where \( \sigma_j \) is the corresponding standard deviation and \( \lambda \) a constant.

The complexity is now \( O(2^B + D) \) and we further drive it down to \( O(2^B + 2^D) \) by sampling separately masks of nodes and features, while still considering them jointly in \( g \). In other words, instead of studying the influence of possible combinations of nodes and features, we consider all combinations of features with no nodes selected, and all combinations of nodes with all features included: \( (2^B + 2^D) \). We observe empirically that it achieves identical explanations with fewer samples, while it seems to be more intuitive to capture the effect of nodes and features on prediction (expressed by Axiom[1]).

**Axiom 1 (Relative efficiency)** Node contribution to predictions can be separated from feature contribution, and their sum decomposes the prediction with respect to the average one:
\[
\begin{align*}
\sum_{j=1}^{B} \phi_j &= f_v(X, A_v) - E[f_v(X, A)] \\
\sum_{i=1}^{D} \phi_{B+i} &= f_v(X, A) - f_v(X, A_v).
\end{align*}
\]

Lastly, we approximate explanations using \( P \ll 2^B + 2^D \) samples, where \( P \) is sufficient to obtain a good approximation. We reduce \( P \) by greatly improving Mask, as evoked in Sec. [5.1]. Assuming we have a budget of \( P \) samples, we develop a smart space allocation algorithm to draw in priority coalitions of order \( k \), where \( k \) starts at 0 and is incremented when all coalitions of the order are sampled. This means that we sample in priority coalitions with high weight, so with nearly all or very few players. If they cannot all be chosen (for current \( k \)) due to space constraints, we proceed to a smart sampling that favours unseen players. The pseudocode and an evaluation of its efficiency lie in Appendix [C] and [E] respectively.

### 5.5 Desirable properties of explanations

In the end, GraphSVX generates fairly distributed explanations \( \sum_j \phi_j = f_v(X, A) \), where each \( \phi_j \) approximates the average marginal contribution of a node or feature \( j \) towards the explained GNN prediction (with respect to the average prediction \( \phi_0 \)). By definition, the resulting explanation is unique, consistent, and stable. It is also truthful and robust to noise, as shown in Sec. [6.2]. The last focus of this paper is to make them

\(^1\) Axiom: If \( \forall S \in \mathcal{P}([1, \ldots, p]) \) and \( j \notin S \), \( \text{val}(S \cup \{j\}) = \text{val}(S) \), then \( \phi_j(\text{val}) = 0. \)
more selective, global, contrastive and social; as we aim to design an explainer with desirable properties. A few aspects are detailed here.

**Contrastive.** Explanations are contrastive already as they yield the contribution of a variable with respect to the average prediction \( \phi_0 = \mathbb{E}[f(X, A)] \). To go further and explain an instance with respect to another one, we could substitute \( X_v \) in Eq. (1) by \( X_v' = M_F \odot X_v + (1 - M_F) \odot \xi \), with \( \xi \) being the feature vector of a specific node \( w \), or of a fictive representative instance from class \( C \).

**Global.** We derive explanations for a subset \( U \) of nodes instead of a single node \( v \), following the same pipeline. The neighbourhood changes to \( \bigcup_i N_i \), Eq. (1) now updates \( X_U \) instead of \( X_v \) and \( f(z') \) is calculated as the average prediction score for nodes in \( U \). Also, towards a more global understanding, we can output the global importance of each feature \( j \) on \( v \)'s prediction by enforcing in Eq. (1) \( X_{N(v) \cup \{v\},j} \) to a mean value obtained by Monte Carlo sampling on the dataset, when \( z_j = 0 \). This holds when we discard node importance, otherwise the overlapping effects between nodes and features render the process obsolete.

**Graph classification.** Until now, we had focused on node classification but the exact same principle applies for graph classification. We simply look at \( f(X, A) \in \mathbb{R} \) instead of \( f_v(X, A) \), derive explanations for all nodes or all features (not both) by considering features across the whole dataset instead of features of \( v \), like our global extension.

6 Experimental Evaluation

In this section, we conduct several experiments designed to determine the quality of our explanation method, using synthetic and real world datasets, on both node and graph classification tasks. We first study the effectiveness of GraphSVX in presence of ground truth explanations. We then show how our explainer generalises to more complex real world datasets with no ground truth, by testing GraphSVX’s ability to filter noisy features and noisy nodes from explanations. Detailed dataset statistics, hyper-parameter tuning, properties’ check and further experimental results including ablation study, are given in Appendix E.

6.1 Synthetic and real datasets with ground truth

**Synthetic node classification task.** We follow the same setting as [21] and [42], where four kinds of datasets are constructed. Each input graph is a combination of a base graph together with a set of motifs, which both differ across datasets. The label of each node is determined based on its belonging and role in the motif. As a consequence, the explanation for a node in a motif should be the nodes in the same motif, which creates ground truth explanation. This ground truth can be used to measure the performance of an explainer via an accuracy metric.

**Synthetic and real-world graph classification task.** With a similar evaluation perspective, we measure the effectiveness of our explainer on graph classification, also using ground truth. We use a synthetic dataset \( BA-2motifs \) that resembles the previous ones, and a real life dataset called \( MUTAG \). It consists of 4,337 molecule graphs, each assigned to one of 2 classes based on its mutagenic effect [28]. As discussed in [8], carbon rings with groups \( NH_2 \) or \( NO_2 \) are known to be mutagenic, and could therefore be used as ground truth.

**Baselines.** We compare the performance of GraphSVX to the main explanation baselines that incorporate graph structure in explanations, namely GNNEXplainer, PGExplainer and PGM-Explainer. GraphLIME and XGNN are not applicable here, since they do not provide graph structure explanations for such tasks.

**Experimental setup and metrics.** We train the same GNN model – 3 graph convolution blocks with 20 hidden units, (maxpooling) and a fully connected classification layer – on every dataset during 1,000 epochs, with relu activation, Adam optimizer and initial learning rate 0.001. The performance is measured with an accuracy metric (node or edge accuracy depending on the nature of explanations) on top-k explanations, where \( k \) is equal to the ground truth dimension. More precisely, we formalise the evaluation as a
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| Node Classification | Graph Classification |
|---------------------|----------------------|
| BA-Shapes | BA-Community | Tree-Cycles | Tree-Grid | BA-2motifs | MUTAG |

**Base**

**Motifs**

**Features** None $N(\mu_1, \sigma_1)$ None None None Atom types

**Visualization**

**Explanations by GraphSVX**

**Explanation Accuracy**

| GNNExplainer | PGM-Explainer | PGExplainer | GraphSVX |
|--------------|---------------|-------------|----------|
| 0.83         | 0.96          | 0.92        | **0.99** |
| 0.75         | 0.92          | 0.81        | **0.93** |
| 0.86         | 0.95          | 0.96        | **0.97** |
| 0.84         | 0.87          | 0.88        | **0.93** |
| 0.68         | 0.91          | 0.85        | **0.99** |
| 0.65         | 0.72          | 0.79        | 0.77     |

Table 1. Evaluation of GraphSVX and baseline GNN explainers on various datasets. The top part describes the construction of each dataset, with its base graph, the motif added, and the node features generated. Node labels are represented by colors. Then, we provide a visualisation of GraphSVX’s explanations, where an important substructure is drawn in bold, as well as a quantitative evaluation based on the accuracy metric.

Results. The results on both synthetic and real-life datasets are summarized in Table 1. As shown both visually and quantitatively, GraphSVX correctly identifies essential graph structure, outperforming the leading baselines on all but one task, in addition to offering higher theoretical guarantees and human-friendly explanations. On MUTAG, the special nature of the dataset and ground truth favours edge explanation methods, which capture slightly more information than node explainers. Hence, we expect PGExplainer to perform better. For BA-Community, GraphSVX demonstrates its ability to identify relevant features and nodes together, as it also identifies important node features with 100% accuracy. In terms of efficiency, our explainer is slower than the scalable PGExplainer despite our efficient approximation, but is often comparable to GNNExplainer. Running time experiments as well as existence of desirable properties (certainty, stability, consistency, comprehensibility, etc.) are given in Appendix E and F.

6.2 Real-world datasets without ground truth

Previous experiments involve mostly synthetic datasets, which are not totally representative of real-life scenarios. Hence, in this section, we evaluate GraphSVX on two real-world datasets without ground truth explanations: Cora and PubMed. Instead of looking if the explainer provides the correct explanation, we check that it does not provide a bad one. In particular, we introduce noisy features and nodes to the dataset, train a new GNN on the latter (which we verify do not leverage these noisy variables) and observe if our explainer includes them in explanations. In different terms, we investigate if the explainer filters useless features/nodes in complex datasets, selecting only relevant information in explanations.

Datasets. Cora is a citation graph where nodes represent articles and edges represent citations between pairs of papers. The task involved is document classification where the goal is to categorise each paper into one out of seven categories. Each feature indicates the absence/presence of the corresponding term in its abstract. PubMed is also a publication dataset with three classes and 500 features, each indicating the TF-IDF value of the corresponding word.
Noisy features. Concretely, we artificially add 20% of new “noisy” features to the dataset. We define these new features using existing ones' distribution. We re-train a 2-layer GCN and a 2-layer GAT model on this noisy data, whose test accuracy is above 75%. The detailed experimental settings are provided in Appendix E. We then produce explanations for 50 test samples using different explainer baselines, on Cora and PubMed, and we compare their performance by assessing how many noisy features are included in explanations among top-k features. Ultimately, we compare the resulting frequency distributions using a kernel density estimator (KDE). Intuitively, since features are noisy, they are not used by the GNN model, and thus are unimportant. Therefore, the less noisy features are included in the explanation, the better the explainer.

Baselines include GNNExplainer, GraphLIME (described previously) as well as the well-known SHAP [20] and LIME [27] models. We also compare GraphSVX to a method based on a Greedy procedure, which greedily removes the most contributory features/nodes of the prediction until the prediction changes, and to the Random procedure, which randomly selects k features/nodes as the explanations for the prediction being explained.

The results are depicted in Fig. 2(a)-(b). For all GNNs and on all datasets, the number of noisy features selected by GraphSVX is close to zero, and in general lower than existing baselines—demonstrating its robustness to noise.

Noisy nodes. We follow a similar idea for noisy neighbours instead of noisy features. Each new node's connectivity and feature vector are determined using the dataset's distribution. Only a few baselines (GNNExplainer, Greedy, Random) among the ones selected previously can be included for this task since GraphLIME, SHAP, and LIME do not provide explanations for nodes.

As before, this evaluation builds on the assumption that a well-performing model will not consider as essential these noisy variables. We check the validity of this assumption for the GAT model by looking at its attention weights. We retrieve the average attention weight of each node across the different GAT layers and compare the one attributed to noisy nodes versus normal nodes. We expect it to be lower for noisy nodes, which proves to be true: 0.11 vs. 0.15.

As shown in Fig. 2(c)-(d), GraphSVX also outperforms all baselines, showing nearly no noisy nodes in explanations. Nevertheless, GNNExplainer achieves almost as good performance on both datasets (and in several evaluation settings).

7 Conclusion

In this paper, we have first introduced a unified framework for explaining GNNs, showing how various explainers could be expressed as instances of it. We then use this complete view to define GraphSVX, which conscientiously exploits the above pipeline to output explanations for graph topology and node features endowed with desirable theoretical and human-centric properties, eligible of a good explainer. We achieve this by defining a decomposition method that builds an explanation model on a perturbed dataset, ultimately computing the Shapley values from game theory, that we extended to graphs. Through a comprehensive evaluation, we not only achieve state-of-the-art performance on various graph and node classification tasks but also demonstrate the desirable properties of GraphSVX.
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A  Graph Neural Networks

In this section, we define the two main GNNs used during the evaluation phase. Consider a graph $G$ with feature matrix $X$, adjacency matrix $A$, and diagonal degree matrix $D$. Let $N$ be the number of nodes, $C$ the number of input features, $F$ of output features, and $Z$ the output. Note that, $Z \in \mathbb{R}^{N \times F}$, $X \in \mathbb{R}^{N \times C}$, $W \in \mathbb{R}^{C \times F}$, where $W$ is a weight matrix.

A.1 Graph Convolution Networks (GCN)

The output of one GCN \cite{kipf2016semi} layer is obtained as follows:

$$H^{(l+1)} = f(H^{(l)}, A) = \sigma(\tilde{D}^{-1/2} \tilde{A} \tilde{D}^{-1/2} H^{(l)} W^{(l)}),$$

with $H^{0} = X$, $H^{L} = Z$ and $\sigma$ often chosen to be the ReLU function. Also, $\tilde{A} = A + I$ and $\tilde{D} = D + I$ (adding self loops). Each element in $H^{(l+1)}$ can thus be written as $h_{i}^{(l+1)} = \sigma\left(\sum_{j \in N_{vi}} \frac{1}{c_{ij}} W^{(l)} h_{j}^{(l)}\right)$.

A.2 Graph Attention Networks (GAT)

The GAT \cite{velivckovic2017graph} model is extremely similar to the GCN model. The key difference lies in how information is aggregated from one-hop neighbour:

$$h_{i}^{(l+1)} = \sigma\left(\sum_{j \in N_{vi}} \alpha_{ij}^{(l)} W^{(l)} h_{j}^{(l)}\right),$$

with $\alpha_{ij} = \frac{\exp(\text{LeakyReLU}(\tilde{a}^{T}[W_{h_{i}} || W_{h_{j}}]))}{\sum_{k \in N_{vi}} \exp(\text{LeakyReLU}(\tilde{a}^{T}[W_{h_{i}} || W_{h_{k}}]))}$. 

In the above, $\tilde{a}$ is single feed forward neural network that concatenates both inputs and produces a unique value.

We can have multi-head attention where the various heads utilised are either concatenated or averaged as follows:

$$h_{i}^{(l+1)} = \sigma\left(\frac{1}{K} \sum_{k=1}^{K} \sum_{j \in N_{vi}} \alpha_{ij}^{(l)} W_{k}^{(l)} h_{j}^{(l+1)}\right) \text{ or } h_{i}^{(l+1)} = ||_{k=1}^{K} \sigma\left(\sum_{j \in N_{vi}} \alpha_{ij}^{(l)} W_{k}^{(l)} h_{j}^{(l)}\right).$$

B  Extended Shapley Value Axioms

Here, we provide the extension of the Shapley Value Axioms \cite{shapley1953value} to graphs. Players designate nodes of the graph (except $v$) and features of $v$; they are $F + N - 1$. $P$ is the power set, meaning all possible combinations of players.

Axiom 2 (Efficiency) Features and nodes’ contributions must add up to the difference between the original prediction and the average model prediction, i.e., $\sum_{j=1}^{F+N-1} \phi_{j} = f_{v}(X, A) - E[f_{v}(X, A)]$.

Axiom 3 (Symmetry) If $\forall S \in P$, and $k, j \notin S$, $\text{val}(S \cup \{k\}) = \text{val}(S \cup \{j\})$, then $\phi_{k}(\text{val}) = \phi_{j}(\text{val})$. The contribution of two players $j$ and $k$ should be identical if they contribute equally to all possible coalitions of nodes and features.

Axiom 4 (Dummy) If $\forall S \in P$, and $j \notin S$, $\text{val}(S \cup \{j\}) = \text{val}(S)$, then $\phi_{j}(\text{val}) = 0$. A player $j$ which does not influence the predicted value regardless of the coalition sampled should receive a Shapley Value of 0.

Axiom 5 (Additivity) For all pairs of characteristic functions $v, w : \phi_{j}(v+w) = \phi_{j}(v) + \phi_{j}(w)$, where $(v+w)(S) = v(S) + w(S)$ for all $S \in P$. For each instance, the sum of the Shapley Values for two different prediction tasks is equal to the Shapley Value of one task whose prediction is defined from the sum of the two instances’ predictions. This last axiom constrains the value to be consistent in the space of all prediction tasks.
C GraphSVX

In this section, we provide the pseudocode of some algorithms evoked in the paper: GraphSVX, the mask generator Mask and the indirect effect of nodes on prediction.

Algorithm 1 GraphSVX

1: **Input:** $\mathcal{G} = (\mathbf{X}, \mathbf{A})$ with $N$ nodes and $F$ features. GNN model $f$. Interpretable domain $\Omega$, loss function $L$ and kernel weight $\pi$ as defined in Eq.(3). $P$: number of samples. GEN, MASK, EXPL are detailed in the paper;
2: $D \leftarrow \{\}$; // create a dataset of binary masks (feat and nodes)
3: $Z \leftarrow \text{MASK}(\mathbf{X}, \mathbf{A})$; // concatenation
4: for $(\mathbf{M}_F, \mathbf{M}_N)$ in $Z$: do
5:    $z \leftarrow (\mathbf{M}_F || \mathbf{M}_N)$; // convert masks to the original input space
6:    $(\mathbf{X}', \mathbf{A}') \leftarrow \text{GEN}(\mathbf{M}_F, \mathbf{M}_N, \mathbf{X}, \mathbf{A})$; // see Algorithm 2
7: $y \leftarrow f(\mathbf{X}', \mathbf{A}')$; // learn explanation model
8:    $D \leftarrow D \cup \{(z,y)\}$; // add sample to dataset
9: end for
10: $g \leftarrow \text{EXPL}(D, L_f, \pi, \Omega)$; // learn explanation model $g$
11: **Return** parameters $\phi$ of $g$

Algorithm 2 IE - Indirect effect

1: **Input:** Explained node $v$, $N_v^k$ set of $k$-hop neighbours of $v$, binary masks $z$, $\mathcal{G} = (\mathbf{X}, \mathbf{A})$ and $\mathcal{G}' = (\mathbf{X}', \mathbf{A}')$;
2: $\mathcal{G}'_S \leftarrow \text{Subgraph}_G(N_v^k)$; // k-hop subgraph of $v$ in $\mathcal{G}'$
3: for $w$ in $\{u \in N_v^k | z_u = 1\}$ do
4:    if $\text{DISCONNECTED}(w, v)$ in $\mathcal{G}'_S$ then
5:        $P_{alt} \leftarrow \text{Dijkstra}(v, w)$; // finds shortest paths in $\mathcal{G}'$ between $(v,w)$
6:        $P \leftarrow \text{RANDOMSAMPLE}(P_{alt}, 1)$; // sample one path at random
7: for $e$ in $P$ edges do
8:        $A'_e = 1$; // include in $\mathcal{G}'$ edges of the selected path
9: end for
10: for $n$ in $P_{node} \setminus \{v, w\}$ do
11:    $X'_n = X_n$; // set new nodes of $\mathcal{G}'$ to feature values of $v$
12: end for
13: end if
14: end for
15: **Return** $(\mathbf{X}', \mathbf{A}')$

While the first two pseudocodes are well-detailed within the paper and easy to understand, we will give some more intuition regarding the mask generator, split into two pseudocodes. The first one, MASK, constructs the dataset of masks, separating samples where we consider nodes from those where we consider features, following from the relative efficiency axiom. In practice, it samples $P'$ coalitions of features ($\mathbf{M}_F$) according to our sampling algorithm SMARTERSEPARATE (Algorithm 3) and computes the associated kernel weights of this “incomplete” sample. This means that high weight is given to coalitions having all features but zero nodes, which was not the case beforehand. We then set to 0 the corresponding node masks $\mathbf{M}_N$ to form final samples $z = (\mathbf{M}_F, \mathbf{M}_N)$, because we capture better the influence of $v$’s features on prediction when $v$ is isolated. Note that $P'$ is determined based on the proportion of nodes among all variables (nodes and features) considered. We repeat the same process for nodes, but this time, we include all features ($\mathbf{M}_F = 1$) in the final sample $z = (\mathbf{M}_F, \mathbf{M}_N)$ as we would like to study the influence of neighbours of $v$ when $v$ is defined as it is (with all its features). Note the sum of features and nodes coefficients are fixed by the close to infinity weights enforced on the null coalition, the full coalition and the coalition of all features but zero nodes. We ultimately generate the dataset $Z$ of binary concatenated masks of nodes and features, as well as their respective weights. The global process is detailed in Algorithm 1 (GraphSVX).
Algorithm 3 MASK - Smart sampling for nodes and features

1: Input: number of samples $P$ (budget), $M$ features and $N$ neighbours, $M = F + N$, $r$ regularisation parameter for node/feature importance, SMARTERSEPARE, kernel weight function $\pi$, dataset $Z \in \mathbb{R}^{P \times (P+N)}$ of samples $z$;
2: 
   $P' = \begin{cases} 
   \text{int}(r \times P) & \text{if } r \text{ exists} \\
   \text{int}(P \times F/M) & \text{if } F = 0 \text{ or } D = 0 \\
   \text{int}(0.5 \times P/2 + 0.5 \times P \times F/M) & \text{else}
   \end{cases}$ // samples dedicated to features
3: $\pi \leftarrow \{\}$
4: $Z[;P',F;] \leftarrow 0$, $Z[P';:] \leftarrow 1$
5: $Z_f \leftarrow \text{SMARTERSEPARE}(X,A,P',F)$; // see Algorithm 4
6: Shuffle rows of $Z_f$
7: $\pi \leftarrow \pi \cup \pi_v(Z_f)$; // compute weights for each sample in $Z_f$
8: $Z[;P',:] \leftarrow Z_f$
9: $Z_n \leftarrow \text{SMARTERSEPARE}(X,A,P-P',N)$; // repeat process for nodes
10: Shuffle rows of $Z_n$
11: $\pi \leftarrow \pi \cup \pi_v(Z_n)$
12: $Z[P';:] \leftarrow Z$; // update weights
13: Return $(\pi,Z)$

Algorithm 4 SMARTERSEPARE - Smarter Mask generator

1: Input: Number of samples $P$, $M$ variables, maximum size $S$ of samples favoured, graph $G = (X,A)$;
2: $Z \leftarrow \{\}$
3: $P' \leftarrow \frac{9}{10} \times P$
4: $i = 0$, $k = 0$
5: while $i < P'$ and $k \leq \min(S,M-1)$ do
6:   if $i + 2 \times \binom{M}{k} < P'$ then
7:     $C \leftarrow \{\text{All_coal_of_order}_k\}$; // set of all subsets of order $k$
8:     for $c$ in $C$ do
9:        $v \leftarrow 0$, $u \leftarrow 0$
10:       // change value of subset's elements only
11:      $Z \leftarrow Z \cup \{u,v\}$
12:     end for
13:     $k += 1$, $i += 1$
14:   else
15:      $w \in \mathbb{R}^M \leftarrow 1$; // init weights
16:      $C \leftarrow \{\text{All_coal_of_order}_k\}$
17:      while $i < P'$ do
18:         $c_w \leftarrow \text{COMPUTEWEIGHTS}(C,w)$; // def subset weight as sum of its elements' $w$
19:         $c_{\text{max}} \leftarrow \text{MAXWEIGHTCOAL}(C,c_w)$; // keep only coalitions with max weight
20:         $c \leftarrow \text{RANDOMSAMPLE}(c_{\text{max}})$; // randomly sample one coalition
21:         $p \leftarrow \text{BERNOULLI}(0.5)$; // p=0 or 1
22:         $v \leftarrow [p,\text{repeat}(M)]$; // vector of dim $M$ with repeated value $p$
23:         $v[c] \leftarrow [(1-p)\times \text{repeat}(\text{len}(c))$; // replace value of elements in $c$ by 1-p
24:         $Z \leftarrow Z \cup v$
25:         $w[c] \leftarrow (1+w^{-1})^{-1}$; // update weights of coalition's elements
26:         $i += 1$
27:      end while
28:   end if
29: end while
30: $Z \leftarrow Z \cup \text{RANDOMCOALITIONS}(M,P-P')$; // sample $(P-P')$ random binary vectors of size $M$ using a Bernoulli(0.5) distribution, and add them to the dataset
31: Return $Z$
SMARTERSEPARATE (Algorithm 1), is a sampling algorithm that favours coalitions with high weight (small or large dimension) using smart space allocation. 10\% of the space is left for random coalitions. The rest is divided as follows. If there is enough space, it samples all possible combinations of variables (from 1 to \( M \)) of order \( k \), where \( k \) starts at 0 and is incremented once they are all sampled. We create and add to the dataset two samples from each subset, one where all variables are included (1) except those in the subset (0), the other where all variables are excluded (0) except those in the subset (1). We repeat the process until there is not enough space left to sample all subsets of order \( k \). In this case, we select iteratively samples of order \( k \) (1 with \( k \) zeros, 0 with \( k \) ones) until we reach the desired number, weighting the probability of each subset being drawn as the sum of its components’ weights. The latter is defined such that variables that have already been sampled receive lower weights and therefore get a lower probability of being sampled again.

This fosters diversity. Note that this is the most complex mask generator. They are some more simple ones that you can choose from in the code, and which are mentioned in the evaluation part below.

\[ \phi = (Z^\top WZ)^{-1}Z^\top Wy. \]

In the above expression, the term \( Z^\top W \) is an \( M \times 2^M \) matrix whose each entry \((i, j)\) contains the sample weight \( \pi_{zi} \) if the corresponding player is present in this coalition \( z_i = 1 \), and 0 otherwise.  \( Z^\top WZ \) has a more tricky interpretation. An entry \((i, j)\) in the diagonal contains the sum of the weight where player \( j \) is present, and the \((i, j)^{th} = (j, i)^{th}\)’s entry corresponds to the sum of sample weights where both player \( i \) and player \( j \) are present in the coalition, i.e. \( z_i = z_j = 1\).

Remember we must have \( k(M, 0) = k(M, M) = \infty \), so \( W \) is infinity for the zero row of \( Z \) and its row of ones. However, if we set these infinite weights to a large positive constant \( c \), (with \( I \) being the identity matrix and \( J \) the matrix of ones), then

\[ (Z^\top WZ) = \frac{M - 1}{M} I + cJ. \]  \hspace{1cm} (4)

Computing the expression of \( Z^\top WZ \), the right-hand side of the sum in the equation follows easily, as the constant weight \( c \) attributed to the complete coalition (set of 1s) is added to each entry of the matrix \( Z^\top WZ \).

Let’s thus study how the first component is obtained. Denoting by \( E_j \) the set of samples where \( z_j = 1 \), it comes back to showing that the difference between these weights, which is in fact the sum of the weights given to each sample in \( E_j \), and the \((j, i)^{th} \) entry, which denotes the sum of the weights of samples in \( E_j \cap E_i \), equals \( \frac{M - 1}{M} \). Because we are looking at the identity matrix, we can choose any \( i, j \) such that \( i \neq j \). We thus want to prove that each diagonal entry is equal to \( \frac{M - 1}{M} \), and we proceed as follows.
The number of $z \in E_j \setminus E_i$ is $\binom{M-s}{s-1}$ as we need to place $(s-1)$ 1s into $M-2$ free spots, since in this set, $z_j = 1$ and $z_i = 0$ by definition. It follows that $1 \leq s \leq M-1$. Thus,

$$\sum_{z \in E_j \setminus E_i} \pi_z = \sum_{s=1}^{M-1} \binom{M-2}{s-1} \frac{M-1}{M-s} \cdot \frac{(M-1)}{s} = \frac{1}{M} \sum_{s=1}^{M-1} \binom{M-2}{s-1}(M-1)(s-1)!(M-s-1)!$$

$$= \frac{1}{M} \sum_{s=1}^{M-1} \frac{(M-1)(s-1)}{(M-2)(s-1)} = \frac{1}{M} \sum_{s=1}^{M-1} \frac{1}{M-1} = \frac{1}{M} \frac{M-2}{M}.$$ 

We are, in fact, interested in the inverse of such matrix (when $c$ tends to infinity):

$$(Z^\top WZ)^{-1} = I + \frac{1}{M-1}(I - J).$$

To show this, we use the specific form of $Z^\top WZ$ given in Eq. (4) and $(Z^\top WZ)^{-1}(Z^\top WZ) = I$ to derive the expression of its inverse. In the equation below, we write $J^2 = M \cdot J$ because $J$ is the $M \times M$ matrix of all ones:

$$(aI + cJ)(bI + dJ) = abI + adJ + bcJ + cdJ^2 = abI + J(ad + bc) + McdJ = abI + J(ad + bc + Mcd).$$

This equals $I$ if $b = \frac{1}{a}$ and $ad + bc + Mcd = 0$, so $d = -\frac{c}{a(Mc + a)}$, meaning that $(bI + dJ)$ is the inverse of $(aI + cJ)$. Using the above, we have that

$$(Z^\top WZ)^{-1} = (aI + cJ)^{-1} = \frac{1}{aI - \frac{c}{a(Mc + a)}J} = \frac{1}{aI} - \frac{1}{a(Mc + a)}J$$

$$\approx \frac{1}{a}I - \frac{1}{aM}J \quad \text{as } c \to \infty$$

$$= \frac{M}{M-1}I - \frac{J}{M} = \frac{M}{M-1}I - \frac{1}{M-1}(I - J).$$

Coming back again to our expression of the weighted least squares, multiplying $(Z^\top WZ)^{-1}$ by $Z^\top W$ creates a matrix of weights to apply to $y$. Here, we consider without loss of generality the Shapley value for a single feature $j$ (any feature), written $\phi_j$ and thus only need to consider a single row of this $M \times 2^M$ matrix. This is equivalent to using only the $j^{th}$ row of $(Z^\top WZ)^{-1}$:

$$\phi_j = \sum_{i=1}^{2^M} (Z^\top WZ)_{(j,*)}^{-1} Z^\top W_{(*,i)} y_i.$$
We shall first place our attention on a single component \((Z^\top WZ)_{(j,s)}^{-1}(Z^\top W)_{(s,i)}\) of the sum for now (for any i) and use the formula of \((Z^\top WZ)^{-1}\) derived above to rewrite it. Letting \(1_{Z_{i,j}=1} = 1\) if \(Z_{i,j} = 1\) (feature j of coalition i is included) and 0 otherwise, this yields:

\[
(Z^\top WZ)_{(j,s)}^{-1}(Z^\top W)_{(s,i)} = \left[1_{Z_{i,j}=1} - \frac{(s_i - 1_{Z_{i,j}=1})}{M-1}\right] k(M, s_i)
\]

\[
= \frac{M-1}{M \cdot s_i} \cdot \left(\frac{M-1}{s_i}\right)^{1-1} 1_{Z_{i,j}=1} - \left(\frac{M-1}{s_i}\right)^{1-1} (s_i - 1_{Z_{i,j}=1})
\]

\[
= \frac{(M-1)(M-s_i-1)!}{M!} 1_{Z_{i,j}=1} - \frac{(s_i - 1_{Z_{i,j}=1})(M-s_i-1)(s_i-1)!}{M!}
\]

\[
= \frac{(M-s_i-1)!(s_i-1)!}{M!} 1_{Z_{i,j}=1} - \frac{(M-s_i-1)!(s_i-1)!}{M!}
\]

When \(1_{Z_{i,j}=1} = 0\) we get

\[
\frac{(M-s_i-1)!(s_i-1)!}{M!}[0 - s_i] = - \frac{(M-s_i-1)!s_i!}{M!}.
\]

When \(1_{Z_{i,j}=1} = 1\) we get

\[
\frac{(M-s_i-1)!(s_i-1)!}{M!}[(M-1) - (s_i - 1)] = \frac{(M-s_i-2)!(s_i-1)!}{M!}.
\]

So, back to our formula for the coefficient \(\phi_j\), we write \(y_i = f_v(S_i)\), define \(\mathcal{N} = \{1, \ldots, M\}\) and use the simplified form of each component of the sum, to obtain:

\[
\phi_j = \sum_{S_i \subseteq \mathcal{N}, j \notin S_i} \frac{(M-s_i-2)!(s_i-1)!}{M!} f_v(S_i) + \sum_{S_i \subseteq \mathcal{N}, j \notin S_i} - \frac{(M-s_i-1)!s_i!}{M!} \cdot f_v(S_i)
\]

\[
= \sum_{S_i \subseteq \mathcal{N}, j \notin S_i} \frac{(M-s_i-1)!s_i!}{M!} f_v(S_i \cup \{j\}) - \sum_{S_i \subseteq \mathcal{N}, j \notin S_i} \frac{(M-s_i-1)!s_i!}{M!} \cdot f_v(S_i)
\]

\[
= \sum_{S_i \subseteq \mathcal{N}, j \notin S_i} \frac{(M-s_i-1)!s_i!}{M!} [f_v(S_i \cup \{j\}) - f_v(S_i)].
\]

Assuming model linearity and feature independence,

\[f_v(S_i \cup \{j\}) - f_v(S_i) = \mathbb{E}[f_v(X, A_{S_i \cup \{j\}})|X_{S_i \cup \{j\}}] - \mathbb{E}[f_v(X, A_{S_i})|X_{S_i}],\]

which is the form of Shapley value \(\phi_j\) in the case of graphs. This proves that GraphSVX computes the extension of Shapley values to graphs via the coefficients of its weighted linear regression g. This however requires GraphSVX to use all \(2^M\) samples for an exact computation. As this is computationally expensive, as we presented in the main paper, we have to resort to an approximation.

E Evaluation

In this section, we provide additional information about the evaluation phase. All experiments are conducted on a Linux machine with an Nvidia Tesla V100-PCIE-32GB model, driver version 455.32.00 and Cuda 11.1. GraphSVX is implemented using Pytorch 1.6.0.

E.1 Synthetic and real datasets with ground truth

We follow the setting exposed in [42] and construct four kinds of node classification datasets: BA-Shapes, BA-Community, Tree-Cycles, Tree-Grids as well as two graph classification datasets: BA-2motifs and MUTAG. Table 2 displays the statistics of these datasets.
Table 2. Statistics of datasets with ground truth.

- **BA-Shapes** consists of a single graph with Barabasi-Albert (BA) base graph composed of 300 nodes and 80 “house”-structured motifs. These motifs are attached to randomly selected nodes from the BA graph. In addition, 0.1N random edges are added to perturb the graph. Overall, nodes are assigned to one of 4 classes based on their structural role. All the ones belonging to the base graph are labelled with 0. For those in the house motifs, they are labelled with 1, 2, 3 if they belong respectively to the top/middle/bottom of the “house”. Features are constant across nodes.

- **BA-Community** dataset is a union of two BA-Shapes graphs. Node features are sampled using two Gaussian distributions, one for each BA-Shapes graph. Nodes are labelled based on their structural role and community membership, leading to 8 classes in total.

- **Tree-Cycles** dataset has an 8-level balanced binary tree as base graph. A set of 80 cycle motifs of size 6 are attached to randomly selected nodes from the base graph.

- **Tree-Grid** is constructed in the same way as **Tree-Cycles**, except that the cycle motifs are replaced by 3-by-3 grid motifs. Like the above, it is designed for node classification.

- **BA-2motifs** is made for graph classification tasks and contains 800 graphs. We adopt the BA graph as base. Half of the graphs are attached with “house” motifs and the rest with five-node cycle motifs. Graphs are assigned to one of 2 classes according to the type of attached motifs.

- **MUTAG** is a real-life dataset for graph classification composed of 4,337 molecule graphs, each assigned to one of 2 classes given its mutagenic effect on the Gram-negative bacterium S.typhimurium [28]. According to [8], carbon rings with chemical groups NO2 or NH2 are mutagenic. Since carbon rings exist in both mutagenic and nonmutagenic graphs, they are not discriminative and are thus treated as the shared base graph. NH2, NO2 are viewed as motifs for the mutagen graphs. Regarding nonmutagenic ones, there are no explicit motifs so we do not consider them.

**Experimental setup.** We share a single GNN model architecture across all datasets. We write as GNN($a$, $b$, $f$) a GNN layer with input dimension $a$, $b$ output neurons, and activation function $f$. A similar notation applies for a fully connected layer, FC($a$, $b$, $f$). For node classification, the structure is the following: GNN(10, 20, ReLU)-GNN(20, 20, ReLU)-GNN(20, 20, ReLU)-FC(20, #label, softmax). For graph classification, GNN(10, 20, ReLU)-GNN(20, 20, ReLU)-GNN(20, 20, ReLU)-Maxpooling-FC(20, #label, softmax). Each model is trained for 1,000 epochs with Adam optimizer and initial learning rate $1.0 \times 10^{-3}$. For all datasets, we use a train/validation/test split of 80/10/10%. The accuracy metric reached on each dataset is displayed in Table 3. The results are good enough to make explanations of this model relevant.
E.2 Real-life datasets without ground truth

We use two real-world datasets: Cora and PubMed, whose statistical details are provided in Table 4. We add noise to these datasets for the next experiments and obtain six datasets in total.

- Cora is a citation graph where nodes represent machine learning papers and edges represent citations between pairs of papers. The task involved is document classification where the goal is to categorise each paper into one of 7 categories. Each feature indicates the absence/presence of the corresponding word in its abstract.

- PubMed is also a publication dataset where each feature indicates the TF-IDF value of the corresponding word. The task is also document classification into one of 3 classes.

- NFCora is the Cora dataset where we have added 20% of noisy features (287) to all nodes. These new noisy features are binary and have a similar distribution as existing features. We sample their value using a Bernoulli(p) distribution, where \( p = 0.013 \).

- NFPubMed is the PubMed dataset where we have added 20% of noisy features (100) to all nodes. These new noisy features are continuous and have a similar distribution as existing features: they follow a Uniform distribution within \([0,1)\) with probability 0.1 and take a null value otherwise.

- NNCora is the Cora dataset where we have added 20% of noisy nodes to the graph (541). Each new noisy node is connected to an existing node with probability 0.003, to present similar connectedness properties as existing nodes. Features of these new nodes are defined as for NFCora.

- NNPubMed is the PubMed dataset where we have added 20% of noisy nodes to the graph. Each new node is connected to an existing node according to a Bernoulli(0.0005) distribution, to present similar connectedness properties as existing nodes. Features of these new nodes are defined as for NFPubMed.

| Datasets  | Cora | Pubmed |
|-----------|------|--------|
| #classes  | 7    | 3      |
| #nodes    | 2,708| 19,717 |
| #features | 1,433| 500    |
| #edges    | 5,429| 44,338 |

Table 4. Statistics of Cora and Pubmed datasets.

| Model-Data | Cora | Pubmed | NFCora | NFPubMed | NNCora | NNPubMed |
|------------|------|--------|--------|----------|--------|----------|
| GCN-Train  | 0.91 | 0.85   | 0.92   | 0.85     | 0.90   | 0.73     |
| GCN-Val    | 0.88 | 0.89   | 0.88   | 0.88     | 0.86   | 0.77     |
| GCN-Test   | 0.86 | 0.86   | 0.86   | 0.86     | 0.84   | 0.77     |
| GAT-Train  | 0.78 | 0.83   | 0.79   | 0.83     | 0.74   | 0.76     |
| GAT-Val    | 0.88 | 0.88   | 0.88   | 0.88     | 0.86   | 0.85     |
| GAT-Test   | 0.86 | 0.85   | 0.86   | 0.85     | 0.86   | 0.83     |

Table 5. Performance of GCN/GAT models – on original and noisy Cora and Pubmed datasets. NFCora signifies Cora dataset with Noisy Features, NNCora points to Cora dataset with Noisy Nodes added. Similarly for NFPubMed and NNPubMed.

**Experimental setup.** We use the same notation as before to describe GCN and GAT models’ architecture, except for GAT where we add one last element representing the number of attention heads. For all models below, we use an Adam optimiser and a negative log-likelihood loss function.

For Cora, we train a 2-layer GCN model GCN(1433, 16, ReLU)-GCN(16, 7, ReLU) with 50 epochs, dropout= 0.5, learning rate (lr) = 0.01 and weight-decay (wd) = 5e-4. We also train a 2-layer GAT
model with structure: $\text{GAT}(1433, 8, \text{ReLU}, 8)$-$\text{GAT}(8, 7, \text{ReLU}, 1)$ with 80 epochs, dropout= 0.6, lr= 0.005, wd= $5e^{-4}$.

For $\text{PubMed}$, we train a 2-layer GCN model $\text{GCN}(500, 16, \text{ReLU})$-$\text{GCN}(16, 3, \text{ReLU})$ with dropout= 0.5, 150 epochs, lr= 0.01, wd = $5e^{-4}$. We also train a 2-layer GAT model with structure: $\text{GAT}(500, 8, \text{ReLU}, 8)$-$\text{GAT}(8, 3, \text{ReLU}, 8)$ with 120 epochs, dropout= 0.6, lr= 0.005 and wd= $5e^{-4}$.

The results provided in the paper are obtained by constructing a Kernel Density Estimator (KDE) plot from the distribution of noisy nodes/features that are included in top-k explanations for 50 different test samples (50 node predictions explained), using the above trained GAT model.

### E.3 Ablation study and hyperparameters tuning

During the evaluation process, we have tested the impact of different hyperparameters as well as different versions of GraphSVX so as to validate the improvements we thought of. Here is a non-exhaustive list of the conclusions we were able to draw for this analysis:

- We show empirically that **reducing the number of features and nodes** considered from $F + N$ (all) to $D + B$ ($D$: k-hop neighbours; $B$: features not within a confidence interval around the mean value or 0) is extremely significant. On average, features that are removed from consideration occupy 5% of the explainable part $f_v(X,A) - E[f_v(X,A)]$ when considered. Similarly, all nodes that are removed occupy 8% of the explainable part.

- Capturing the **indirect effect** of nodes in $\text{GEN}()$ augments performance by 19% (on average) on $\text{Treecycles}$ and $\text{TreeGrid}$ datasets, where higher-order relations matter more and more coalitions are sampled. For $\text{BA-Shapes}$ and $\text{BA-Community}$, where most nodes in the ground truth are 1-hop neighbours, higher order relation are less important and adding indirect effect has no effect on performance.

- The extension involving considering the influence of a certain **feature from the subgraph perspective** instead of $v$’s feature value is highly relevant, especially for our evaluation framework as we add noisy features using Gaussian distributions on all nodes. It is thus easier to spot noisy features on $\text{Cora}$ and $\text{PubMed}$. On $\text{BA-Community}$, we demonstrated its higher ability to capture global feature importance for similar reasons (important features are defined using the whole graph and not single nodes), as it achieved 100% accuracy for essential features against 65% for the standard method.

- Enforcing a high (close to infinity) weight to the masks $\mathbf{1}$ and $\mathbf{0}$ to satisfy the efficiency axiom is not necessary. Identical explanations are reached most of the time when these coalitions are not sampled.

- Weighted Least Squares (WLS) and Weighted Linear Regression (WLR) yield equivalent results. In different terms, the learning method in the explanation generator does not impact much the results, although WLR yields slightly better ones. Furthermore, weighted Lasso is not extremely useful for synthetic datasets, rather small and sparse.

- The base value, or constant of our explanation model $g$, approximates the expected model prediction, as stated in the paper. For Cora, the class repartition is the following: $[0.13, 0.09, 0.15, 0.29, 0.15, 0.11, 0.07]$, for the seven targets. The base value for all classes, obtained via $g$ are: $[0.12, 0.10, 0.15, 0.27, 0.15, 0.12, 0.08]$, which is a great approximation.

- GAT is more effective than GCN for our evaluation on real-world datasets without a ground truth, and yields better results for most baselines.

- The seed chosen to generate pseudo-random numbers and thus be able to replicate identical experiments impact significantly the results for methods with high variability when a small test sample is chosen. We choose a large test sample to counter this.

- We observe in Table 6 that our SmarterSeparate mask generator outperforms sampling baselines on all tasks - for a same number of samples $P < 2^{B+D}$ (except All which uses $\rightarrow 2^{B+D}$). All approximately samples every possible combinations of nodes and features. RANDOM simply chooses randomly binary masks. SMART samples in priority masks with a high weight (wrt $g$). SMARTSeparate additionally separates the effect of nodes and features. Finally, SmarterSeparate is the current approach, described in the paper. It uses a smart space allocation algorithm on top of SmartSeparate.
Table 6. Random is improved by Smart, so sampling masks of high weight (few or many variables) is relevant. Smart is itself improved by SmartSeparate, which shows that separating nodes and features in coalitions increases performance for an identical number of coalitions \(P\)—in fact reduces complexity. Finally, Smarter is improved by SmarterSeparate, which justify the efficiency of the smart space allocation algorithm.

Alongside with the Table 6 we remark that increasing \(P\) (number of samples) and \(S\) (maximum order of coalitions favoured) is relevant until a certain point, where performance starts to slightly decrease and often converges to All coalition results. For example, on Tree-Cycles, the performance of default GraphSVX for 500 samples is 0.83, for 1,500 samples 0.95 and for 3,000 samples 0.88; while GraphSVX with All method yields 0.87. For simple datasets (BA-Shapes, BA-Community), few samples is enough to get good accuracy, meaning when looking only at individual effect (\(S = 1\)). Increasing \(S\) and \textit{num samples} does not change performance, it only increases computational time. Nevertheless, on slightly more complex datasets (Tree-Cycles, Tree-Grid), optimal performance is reached when considering all coalitions of higher-order (\(S = 4\)), which require more coalitions to be sampled.

To continue with parameter sensitivity, when testing robustness to noise, the proportion of noisy features and nodes introduced, as well as the connectivity of the nodes, the distribution of the features and the number/proportion of most important features we look at all have a significant impact on results. Nevertheless, this impact is consistent across all baselines. We therefore chose a configuration that appeared relevant, with enough noise introduced to differentiate between good and bad explainers.

Running times for explanation of a single node are displayed in Table 8 for all synthetic node classification datasets. Comparing running times with baselines [21,42], GraphSVX is still slower than PGExplainer, which is very scalable, but matches GNNEexplainer thanks to our efficient approximation, especially when the data is relatively sparse (e.g., BA-Shapes or Tree-Cycles). With a 2-hop subgraph approximation [7], it is faster than GNNEexplainer while maintaining state-of-the-art performance.

Table 7. Average running time for the explanation of a single node with GraphSVX (3-hop subgraph approximation) and GNNEexplainer.

Table 8. Average running time for the explanations of a single node with GraphSVX (2-hop subgraph).
F Properties

F.1 Desirable properties of explanations from a machine learning perspective

– **Accuracy** and **Fidelity**: How relevant is an explanation? And for an explanation model, how well does it approximate the prediction of the black box model? There must be a ground truth explanation or a human judge to assess the accuracy of an explainer [4].

– **Robustness**: How different are explanations for similar models/instances? It encapsulates consistency, stability, and resistance to noise. High robustness means that slight variations in the features of an instance, or in the model functioning, do not substantially change the explanation. Sampling or random initialisation of mask generator goes usually against robustness [24].

– **Certainty**: Does the explanation reflect the certainty of the machine learning model? In different terms, does the explanation indicate the confidence of the model for the explained instance prediction? In the paper, we refer to it as decomposability—the most common way to reflect certainty [29].

– **Meaningfulness**: How well does the explanation reflect the importance of features/nodes? Here, meaningful explanations mean “with a nice interpretation/signification” [44].

– **Representativeness** (or **Global**): How general is an explanation? People like explanations that cover many instances or the general functioning of the model. This global scope is concerned with overall actions and usually provides a pattern that the prediction model discovers [22].

– **Comprehensibility**: How well do humans understand explanations? This property comprises several aspects that are further analysed below [24].

F.2 Human-centric explanations

– **Contrastive**: Humans usually do not ask why a certain prediction was made, but why it was made instead of another prediction. In different terms, humans want to compare it against another instance’s prediction (could be an artificial one) [19].

– **Selective**: People do not expect explanations to cover the actual and complete list of causes of an event. They are used to being given one or two key causes as the explanation [38].

– **Social**: Explanations are part of an interaction between the explainer and the receiver. The social context determines the content and nature of explanations; they should be targeted to the audience [23].

F.3 Explainers’ properties

| Method            | Task        | Target | Decomposable | Global | Robust | Meaningful | Human-centric |
|-------------------|-------------|--------|--------------|--------|--------|------------|--------------|
| GNNExplainer      | GC/NC       | E/F    | ×            | ✓      | ×      | ×          | ✓            |
| PGExplainer       | GC/NC       | E/F    | ×            | ✓      | ×      | ✓          | ✓            |
| GraphLIME         | GC/NC       | E      | ×            | ✓      | ×      | ✓          | ✓            |
| PGM-Explainer     | GC/NC       | N      | ×            | ×      | ×      | ✓          | ✓            |
| XGNN              | GC          | N      | ×            | ✓      | ×      | ✓          | ✓            |
| GraphSVX          | GC/NC       | N/F    | ✓            | ✓      | ✓      | ✓          | ✓            |

Table 9. Comparison of explanation methods for GNNs. GC/NC denote graph and node classification tasks. Target explanation points to features (F), edges (E) or nodes (N). Human-centric is decomposed into social, contrastive and selective—and one checkmark is attributed for each property that holds. We regroup under Robust: Consistent, Stable and robust to noise.

In Table 9, we show how explainers belonging to the unified framework proposed in the paper satisfy these properties. Below, we develop why/how GraphSVX (and the baselines) satisfy them.

**Fidel and accurate**. GraphSVX achieves state-of-the-art results on all but one task, which proves its high accuracy. It is also fidel to the GNN model locally, as the explanation model $g$ reaches $R^2 > 0.90$ for all tasks.
Decomposable. GraphSVX is the only fairly distributed method. In practice, we verify that \( \sum_i \phi_i = f_v(X, A) \) for all predictions, which is naturally enforced by the high weight given to both null and full coalitions.

Meaningful. Along with GraphLIME, GraphSVX is the only meaningful method—it outputs the “fair” contribution of each feature/node towards the prediction (with respect to the average prediction). Overall, it provides more information than all methods, including GraphLIME. For instance, on synthetic datasets, the importance granted to nodes belonging to a motif achieves 85% of the explainable part \( f_v(X, A) - \mathbb{E}[f_v(X, A)] \) for Tree-Grid and Tree-Cycle, while it represents only 20% on BA-Community, where node features and the relation to other motifs (inside another community) are also essential for prediction. This provides key information to an end-user. Note that, we consider GraphLIME as meaningful although the coefficients themselves do not have proper signification and only account for feature importance. None the less, they do give an idea of the influence of a feature in prediction. Regarding other baselines, PGExplainer and GNNeXplainer output probability scores, PGM-Explorer a bayesian network, and XGNN a subgraph without further information.

Global. Similarly to GNNeXplainer, GraphSVX is endowed with an extension that enables it to explain a subset of nodes together, without aggregating local explanations. Furthermore, it can study feature importance in the subgraph of the node being explained instead of the node itself, which also goes towards a more global comprehension. Two other explainers provide even more general explanations: XGNN, a true model-level explanation method and PGExplainer, which provides collective and inductive explanations.

Robust. GraphSVX is by definition consistent and stable. In addition to showing its robustness to noise in the experimental evaluation section, we further investigate those two properties. We assess stability by computing variance statistics on synthetic datasets explanations, for nodes occupying the same role in a motif. Explanations are very stable across all datasets, with a variance in accuracy always inferior to 0.1. Consistency is less trivial to examine. We compare the explanations obtained for the GCN and GAT models on Cora, and compute the intersection over union (IOU) score (0.76) between the two sets of top-20% (or top 10) most important features and nodes. The core differences in behaviour and performance between the GCN and GAT models prevents us from obtaining a better result. Consistency is tricky to assess for every explainer. We justify theoretically why baseline explainers are not considered as robust (w.r.t. to GraphSVX). GraphLIME and PGExplainer use sampling without any approximation guarantees. XGNN uses a reinforcement learning approach, a candidate node set and several deep learning models to produce subgraph explanations. PGExplainer initialises randomly the parameters of the mask generator and uses intermediate model representations, which could respectively lead to local optimum and differences across similar models. Similarly for GNNeXplainer but in a smaller extent since it does not use intermediate representations.

Human-centric. Let’s split this part into different sub-properties. (1) Selective. Instead of fitting a WLR explanation model \( g \), we fit instead a weighted Lasso regression, which produces sparser results, more easily comprehensible by humans [38]. (2) Contrastive. As detailed in the paper, we extend GraphSVX to enable explaining an instance with respect to another instance. (3) Social. Explanations should be adapted to the target audience. Here, we offer complete explanations appropriate for domain experts, which answers the recent European regulations concerning the legal right to explanation: GDPR [13]. We also provide for non-domain expert selective explanations with intuitive visualisations. Furthermore, the pipeline is flexible. We can fully regulate the amount of importance granted to nodes and features, either via shutting down completely the importance given to either category, or by rescaling it:

\[
\phi_{\text{node}} = \phi_{\text{node}} \cdot \frac{\alpha \cdot e}{\sum (\phi_{\text{node}})} \quad \text{and} \quad \phi_{\text{feat}} = \phi_{\text{feat}} \cdot \frac{(1 - \alpha) \cdot e}{\sum (\phi_{\text{feat}})},
\]

with \( e = (f_v(X, A) - \mathbb{E}[f_v(X, A)]) \) and \( \alpha \in [0, 1] \) the regularisation coefficient. In the above table, this leads to 3 checkmarks out of 3 for GraphSVX. PGM-Explorer is selective and social, as it produces a causal graph with feature selection, but is not contrastive. GNNeXplainer, XGNN, GraphLIME and PGExplainer are simply selective.