Hydrodynamical study of Terahertz emission in magnetized graphene field-effect transistors
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Several hydrodynamic descriptions of charge transport in graphene have been presented in the late years. We discuss a general hydrodynamic model governing the dynamics of a two-dimensional electron gas in a magnetized field-effect transistor in the slow drift regime. The Dyakonov–Shur instability is investigated, including the effect of weak magnetic fields (i.e. away from Landau levels). We show that the gap on the dispersion relation prevents the instability from reaching the lower frequencies, thus imposing a limit on the Mach number of the electronic flow. Furthermore, we discuss that the presence of the external magnetic field decreases the growth rate of the instability, as well as the saturation amplitude. The numerical results from our simulations and the presented higher order dynamic mode decomposition support such reasoning.
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I. INTRODUCTION

In recent years, the scientific community has witnessed the emergence of integrated-circuit technology with bidimensional (2D) materials. In this scope, graphene is undoubtedly one of the most prominent materials. Among the many applications of graphene, the possibility of resorting to plasmonics instabilities to trigger the emission, or conversely, the detection, of THz radiation has been an active field of study[1–4]. The explored mechanisms for the creation and control of plasmons in graphene commonly rely on graphene field-effect transistors (GFET), which allow to control the Fermi level while being easily combined in integrated circuitry.

One of the defining characteristics of graphene is its high electron mobility, as a consequence of the weak scattering between electrons and phonons, defects, or impurities, which leads to large electron–impurity mean free path \( \ell_{\text{imp}} \). Indeed, ultra-clean samples of graphene encapsulated by hexagonal boron nitride (hBN) or hBN–graphene–WSe\(_2\) structures[5] exhibit a mobility \( \mu > 3.5 \times 10^5 \text{ cm}^2\text{V}^{-1}\text{s}^{-1} \). Yet, the electron–electron scattering is significant, resulting in a short mean free path \( \ell_{ee} \) at room temperature. Thereby, it is possible to design a system of size \( L \) under the condition \( \ell_{ee} \ll L \ll \ell_{\text{imp}} \). In such a regime, the collective behavior of carriers can be accurately described hydrodynamically[6–11], with some recent experimental results validating this approach[12–14].

Given the massless nature of graphene electrons, a relativistic description is required for velocities near the Fermi velocity \( v_F \). However, for the usual operation conditions of GFETs, the velocity of the carriers is expected to saturate far below \( v_F \)[15–17]. As such, we here model graphene plasmons making use of a hydrodynamic set of equations valid in the regime \( v \ll v_F \). Moreover, we operate at room temperature, such that the Fermi level is large enough to prevent interband transitions, \( E_F \gg k_B T \).

The Dyakonov–Shur (DS) instability has been extensively studied for high-mobility semi-conductors as a mechanism for emission/detection of THz radiation[18–21] and has recently been considered in graphene devices[22–23]. However, few works have approached the issue under the influence of magnetic fields[24]. In this work, we investigate the DS instability taking place in GFETs in the regime of weak magnetic fields, i.e. away from the Landau levels. Due to the appearance of a gap, the difference of frequency between the forward and backward plasmon modes is decreased, leading to an attenuation of the DS frequency and growth rate. We also show that the emergence of a transverse (Hall) current in the channels in the nonlinear regime is responsible for the decreasing of the electron saturation amplitude.

II. HYDRODYNAMIC MODEL FOR GRAPHENE ELECTRONS

The fact that the electrons in graphene behave as massless Dirac fermions poses the major difficulty for the development of hydrodynamic models: not only do carriers...
have zero mass, but also the effective inertial mass tensor diverges. A naive approach would dictate to define an effective mass as

\[ m^* = \frac{\hbar k_F}{v_F} = \frac{\hbar \sqrt{n}}{v_F}, \tag{1} \]

where \( k_F \) is the Fermi momentum and \( n \) is the electron 2D number density. This definition is extensively used in the literature, \cite{10,11,31-33} and recent developments based on quantum kinetic theory propose corrections to \cite{10,11,31-33}. Since the electronic fluid is compressible, the effective mass is not a conserved quantity, contrary to customary fluids. For typical conditions in GFETs, the effective mass is expected in the range

\[ 2.7 \text{ keV}/c^2 \ll m^* \ll 270 \text{ keV}/c^2, \tag{2} \]

lying fairly below the free electron mass.

Starting from the Boltzmann equation for the distribution function \( f = f(r, p, t) \)

\[ \frac{\partial}{\partial t}f + v_F \frac{p}{|p|} \cdot \nabla_r f + F \cdot \nabla_p f = \tilde{C}[f], \tag{3} \]

one can derive the hydrodynamic model for electronic transport in graphene. Here, the collision operator can be taken in the Bhatnagar–Gross–Krook approximation, \cite{27,28} \( \tilde{C}[f] = (f_{\text{Equilibrium}} - f)/\tau. \) However, since we are interested in mesoscopic effects with small Knudsen number, \( v\tau/L \ll 1, \) and time scales much longer than the collision time, we can safely set \( \tilde{C}[f] \approx 0. \) This does not imply the absence of electron-electron collisions in the electronic fluid, but rather that they occur fast enough to maintain the local equilibrium.

By integrating the zero-order momentum of Eq. \( \text{(3)}, \)

\[ \frac{\partial n}{\partial t} + \nabla \cdot (nv) = 0. \tag{4} \]

Furthermore, the first momentum of Eq. \( \text{(3)}, \)

\[ \frac{\partial v}{\partial t} + \frac{(v \cdot \nabla)v}{2} + \frac{1}{nm^*} \nabla \cdot P - \frac{F}{m^*} = 0, \tag{5} \]

where \( P \) is the pressure stress tensor and \( F \) the resultant external force. As we can see, the variation of the effective mass introduces a 1/2 factor to the convective term. Such correction breaks the Galilean invariance of the system, leading to an unusual expression for the dispersion relation in the presence of a Doppler shift.\cite{27,28}

The hydrostatic diagonal terms of the pressure, \( P_{ij} = P\delta_{ij}, \) given by the 2D Fermi-Dirac pressure \cite{12,29,30}

\[ P = \frac{2(k_BT)^3}{\pi^2 \hbar^2 v_F^3} \frac{E_F}{k_BT} \tilde{g}_2 \left( \frac{E_F}{k_BT} \right), \tag{6} \]

where \( \tilde{g}_2 \) is the complete Fermi-Dirac pressure, which at room temperature, \( E_F \gg k_BT, \) gives

\[ P = \frac{E_F^3}{3\pi(\hbar v_F)^2} + \mathcal{O} \left( \frac{k_BT}{E_F} \right)^2 \approx \frac{\hbar v_F^2}{3\pi} \left( \pi n \right)^{3/2}. \tag{7} \]

As such, the pressure term in \( \text{(5)} \) reduces to

\[ \frac{1}{nm^*} \nabla P = \frac{v_F^2}{2n} \nabla n. \tag{8} \]

The off-diagonal elements of the pressure in Eq. \( \text{(5)} \)

describe the viscous terms of the fluid. The kinematic viscosity near the Dirac point is \( \nu \approx v_F \ell_{ee}/4 \approx 2.5 \times 10^{-3} \text{ m}^2/\text{s}; \) however, at room temperature \( T \ll T_F \) this value increases to \( \nu \approx 0.1 \text{ m}^2/\text{s} \) and the corresponding Reynolds number of the electron fluid is

\[ \text{Re} \approx \frac{L v_0}{0.1 \text{ m}^2/\text{s}}. \tag{9} \]

A suitable choice of the system parameters can be made such that \( \text{Re} \gg 1, \) rendering the viscous effects negligible. As a matter of fact, our simulations performed for moderate values of the Reynolds number have not shown any significant difference from the inviscid case, apart from the expected suppression of higher frequency content and subsequent smoothing of the waveforms.

For a magnetized graphene electron gas in the field-effect transistor configuration, as depicted in Fig. 1 the force term results from the combined effect of the gate and the cyclotron (Lorentz) force,

\[ \mathbf{F} = -\nabla U_{\text{gate}} - \frac{e}{m^*} \mathbf{v} \times \mathbf{B}, \tag{10} \]

where \( U_{\text{gate}} \) is the gate voltage,

\[ U_{\text{gate}} = en \left( \frac{1}{C_g} + \frac{1}{C_q} \right) \]

with \( C_g \) and \( C_q \) denoting the geometric and the quantum capacitances.\cite{10,11,31-33} For typical carrier densities \( n \geq 10^{12} \text{ cm}^{-2}, \) the quantum capacity dominates, \( C_q \gg C_g, \)

and \( U_{\text{gate}} \approx en/C_g = en\nu/\epsilon. \)

\section{Enhanced diamagnetic drift}

In the presence of a magnetic field, the system is subject to Lorentz force and, taking the steady state of eq. \( \text{(5)} \) leads to

\[ \frac{v_F^2}{2n} \nabla n + \frac{s^2}{\sqrt{n_0 n}} \nabla n + \frac{ev \times B}{m^*} = 0, \tag{12} \]

where \( s = (e^2 v_F \sqrt{n_0/\epsilon} \hbar)^{1/2} \) is the screened plasmon sound velocity. The drift velocity perpendicular to \( B \) can be retrieved as

\[ \mathbf{v}_\perp = \frac{S^2 m^*}{n_0 e} \frac{\nabla n \times \mathbf{B}}{B^2}, \tag{13} \]

with \( S^2 = s^2 + v_F^2/2 \) which is analogous to a diamagnetic drift \cite{27} in plasmas. Here, however, the drift is not only
due to the pressure gradient but has the added contribution of the force drift since \( \mathbf{F} \sim \nabla n \) as well. Thus, the fluid has a larger diamagnetic drift compared to what would be expected from the pressure itself. In the case of wave or shock propagation along the GFET channel, as the density gradient will be mostly in the \( x \) direction and, therefore, the diamagnetic drift will give rise to a transverse Hall current.

**B. Magneto-plasmons in graphene FETs**

Considering an uniform field \( \mathbf{B} = B_0 \hat{z} \) perpendicular to the graphene layer and writing \( \mathbf{v} = v_\parallel \hat{x} + v_\perp \hat{y} \) while looking for propagation along \( x \), \( \mathbf{k} = k \hat{x} \), linearization of Eqs. (4) and (5), with \( \mathbf{v} = (v_0 + v_\parallel) \hat{x} + v_\perp \hat{y} \) and \( n = n_0 + n_1 \), reads in Fourier space

\[
\begin{align*}
(\omega - kv_0) \hat{n}_1 & = k n_0 \hat{v}_x, & (14a) \\
(\omega - kv_0/2) \hat{v}_x & = \frac{k S^2}{n_0} \hat{n}_1 - i \omega_c \hat{v}_y, & (14b) \\
(\omega - kv_0/2) \hat{v}_y & = i \omega_c \hat{v}_x, & (14c)
\end{align*}
\]

where \( \omega_c = eB/m^* \) is the cyclotron frequency. Note that as the effective mass is much smaller than the electron mass, \( m^* \ll m_e \), it is possible to access high cyclotron frequencies with modest fields; for a typical excess density of \( 10^{12} \text{ cm}^{-2} \omega_c/B = 9 \text{ THz} \text{T}^{-1} \). Furthermore, combining (14) yields the relation

\[
(\omega - kv_0) \left[ \left( \omega - \frac{kv_0}{2} \right)^2 - \omega_c^2 \right] = S^2 k^2 \left( \omega - \frac{kv_0}{2} \right).
\]

With this dispersion relation, the propagating solutions \( \omega_\pm(k) \) coalesce to \( \omega_c \) as \( k \to 0 \), opening a gap at the origin as patent in Fig. 2 whereas for large \( k \) we recover the unperturbed solutions \( \omega \simeq (3/4v_0 \pm S)k \). Moreover, a third solution \( \omega_0(k) \simeq kv_0/2 \) is also present.

**III. DYAKONOV–SHUR INSTABILITY**

The hydrodynamic model in Eqs. (4) and (5) contains an instability under the boundary conditions of fixed density at the source \( n(x = 0) = n_0 \) and fixed current density at the drain \( n(x = L)v(x = L) = n_0 v_0 \), dubbed in the literature as the Dyakonov–Shur (DS) instability. The latter arises from the multiple reflections of the plasma waves at the boundaries, which provide positive feedback for the incoming waves driven by the current at the drain. From an electronic point of view, the peculiar boundary conditions correspond to an AC short circuit at the source, forcing the voltage (and so the carriers density) to remain constant, and an AC open circuit at the drain setting the current constant. Thus, these conditions can be implemented with a low-reactance capacitor on the source and a high-reactance inductor on the drain as outlined in Figure 1.

The asymmetric boundary conditions described above imply that the counterpropagating wave vectors need to comply with the relation

\[
\frac{k_+}{k_-} = e^{i(k_+ - k_-)L}, \tag{16}
\]

where

\[
k_{\pm} = \frac{3}{4} \omega \mp \text{sgn}(\omega) \sqrt{s^2 (\omega^2 - \omega_0^2) + \left( \frac{3}{4} \omega_c \right)^2}.
\]

This condition leads to complex solutions, \( \omega = \omega_r + i \gamma \), where \( \omega_r \) is the electron oscillation frequency and \( \gamma \) is the instability growth rate. Numerical inspection of Eq. (16) provides the results depicted in Fig. 3. In the unmagnetized case, the instability condition can be
analytically solved
\[
\omega_r = \frac{|S^2 - \left(\frac{3}{4}v_0\right)^2|}{2LS},
\]
\[
\gamma = \frac{S^2 - \left(\frac{3}{4}v_0\right)^2}{2LS} \cdot \log \left| \frac{S + \frac{3}{4}v_0}{S - \frac{3}{4}v_0} \right|.
\] (18)

Plasmonic dynamical instability takes place for \(S/v_0 > 3/4\), i.e. in the subsonic regime. It turns out that the instability develops in such a regime is advantageous from the technological point of view, as it allows the operation of the GFET far from the velocity saturation.\(^{20,22}\) Moreover, when \(S \gg v_0\) the frequency is dominated by the \(S/L\) ratio as \(\omega_r \sim \pi S/2L\) while \(\gamma \sim 3v_0/4L\). Then, given the dependence of \(S\) with gate voltage, and as \(v_0 n_0 \sim I_{DS}/We\), with \(I_{DS}\) representing the source-to-drain current and \(W\) the transverse width of the sheet, the frequency can be tuned by the gate voltage and injected drain current, not being solely restricted to the geometric factors of the GFET.

In the presence of the magnetic field, the solutions of\(^{16}\) reveal that the growth rate of the instability decreases slightly, which is more evident around the subsonic regime, while at the subsonic case the influence of the magnetic field on the growth rate is less noticeable (Fig. 3). This observation contradicts what has been previously reported in Ref\(^{23}\). Regarding the frequency, the magnetic field introduces a small shift from the unmagnetized scenario.

The reason for our results to differ from those presented in\(^{21}\) lies in the treatment of the wave vector solutions. In the cited work the cyclotron frequency \(\omega_c\) is a priori normalized to \(S/L\). Such approach simplifies the problem as it artificially linearises\(^{17}\). However, this obscures the analysis as in a \(\omega - S\) plot, the cyclotron frequency would also be varying. Moreover, the gap of the dispersion relation opened by the magnetic field suppresses frequencies below \(\omega_c\); hence, as one approaches the sonic regime \(S \sim v_0\), the real part of the frequency drops and reaches the cut-off. Thus, leaving the solutions on Fig 3 with an endpoint.

IV. NUMERICAL SIMULATION

In order to perform the simulations revealing the late-stage (nonlinear) evolution of the plasmon wave in the FET channel, the hydrodynamical equations have been recast into a conservation form plus a magnetic source term. Resorting to the mass flux density \(p = m^* n v\), the continuity and momentum equation can be written in the equivalent form
\[
\frac{\partial n}{\partial t} + \nabla \cdot \left( \frac{p}{\sqrt{n}} \right) = 0,
\] (19a)
\[
\frac{\partial p}{\partial t} + \nabla \cdot \left( \frac{p \otimes p}{n^{\gamma/2}} + \frac{p F^2 n^{\gamma/2}}{v_0^2} \right) = \frac{\omega_c^2 n^2}{\omega_0^2} + \frac{\omega_c p \times \hat{z}}{\sqrt{n}} = 0.
\] (19b)

This hyperbolic system of differential equations has been solved with a finite volume Lax-Wendroff method\(^{13,14}\), the two-step Richtmyer scheme for nonlinear systems.\(^{13}\) The simulation of system\(^{19}\), as well as the computation of the observable electronic quantities of the GFET, has been carried with a software specifically developed for the task.\(^{15}\) Our simulations confirm that the magnetic field reduces the instability growth rate, as expected for the subsonic regime (Fig 5). The average value and oscillation amplitude of the quantities along the channel are also reduced (Tab. 1), as the diamagnetic current removes a fraction of the electrons participating in the longitudinal oscillation. A typical situation for the current density at source can be seen in Fig 4. The latter reveals that

\[
I_{DS} = I_{Hall}
\]

\[
\omega_c = 0 v_0/L
\]

\[
\omega_c = 5 v_0/L
\]

\[
\omega_c = 15 v_0/L
\]
the magnetic drift is responsible for a transverse current, which could be exploited for a directional coupler operating in the THz regime. In the present case, we are dealing with plasmons, but it may also be applicable to the case of surface-plasmon polaritons. Indeed the applied magnetic field can control not only the average $I_{\text{Hall}}$ value but also amplify the amplitude of its oscillation as patent on Fig.5.

To further analyze and quantify the impact of $\omega_c$ on the electronic fluid, the numerical results were evaluated with higher order dynamic mode decomposition (HODMD) resorting to PyDMD software. The direct outputs of the fluid equations have been firstly integrated to obtain the average drain-to-source current; this enables the analysis to be performed on a lower dimensionality quantity that retains the dynamic of the system. Then, the HODMD algorithm was applied to the linear growth portion of the signal, i.e. before the nonlinear saturation effects, which corresponds to $t \lesssim 1.5L/v_0$. Although HODMD can perfectly deal with the transition to the saturation regime, the eigenmodes and complex frequencies thus retrieved do not necessarily reflect the values predicted by linear theory. Figure 6 shows an example of such results where the overall decrease of growth rate is evident, with the growth rates from the $\omega_c = 0$ case exceeding the subsequent results with magnetic field. Moreover, the predicted slight drift of the main frequency towards higher values can also be observed.

### V. CONCLUSIONS

The theoretical study of electronic transport in graphene is a challenging task, covering several regimes and interactions, and resorting to complex techniques. Nonetheless, the hydrodynamic models provide a semi-classical description capable of recovering the behavior and properties of such quantum fluids while also allowing numerical simulation with well-established methods. However, it is vital to stress that conventional fluid equations — for instance, the Cauchy momentum equation — cannot be bluntly applied and that the variation of the effective mass with the numerical density introduces a correction in the nonlinear convective term, breaking the symmetry of the dispersion relation in the presence of a base drift of the fluid.

The presented model evince that the presence of a weak transverse magnetic field dramatically changes the nature of the plasmons for small $k$, opening a gap in the dispersion relation, imposing a cut-off on the feasible frequencies of such systems. Furthermore, our numerical results point out that the magnetic field impairs the growth of the DS instability, a result that, to our knowledge, has not yet been reported in this context. Such reduction of the growth rate is practically unnoticeable for the deep subsonic flows on which technological applications are bound to operate. Yet, the frequency itself can be increased for moderate values of Mach number before reaching the gap cut-off. Moreover, our results suggest that the DS configuration in a magnetized FET has the potential to function as a directional coupler operating in the THz regime. In future studies, other magnetic effects could be addressed, either with DS mechanism or exploring other instability processes. Namely, drift instabilities considering the enhanced diamagnetic drift arising from the gated scenario. Lastly, the presence of magnetic field would also lead to the emergence of an odd viscosity contribution with potentially interesting effects, such as topologically protected edge states and new exotic dynamics.
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