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Abstract
A long-standing open problem asks if there can exist 7 mutually unbiased bases (MUBs) in \( \mathbb{C}^6 \), or, more generally, \( d + 1 \) MUBs in \( \mathbb{C}^d \) for any \( d \) that is not a prime power. Recent work of Proc Am Math Soc 146(3), 1143–1150 (2018) proposed an application of the method of positive definite functions (a relative of Delsarte’s method in coding theory and Lovász’s semidefinite programming relaxation of the independent set problem) as a means of answering this question in the negative. Namely, they ask whether there exists a polynomial of a unitary matrix input satisfying various properties which, through the method of positive definite functions, would show that 7 MUBs cannot exist in \( \mathbb{C}^6 \). Using a convex duality argument, we prove that there is no such polynomial of degree at most 6. We also propose a general dual certificate which we conjecture to certify that this method can never show that there exist strictly fewer than \( d + 1 \) MUBs in \( \mathbb{C}^d \).
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1 Introduction

Collections of mutually unbiased bases of $\mathbb{C}^d$ (MUBs) have long been of interest in the combinatorics and geometry of packing problems and find important applications in quantum information and coding theory [1–4]. These objects are defined as follows.

**Definition 1.1** Two orthonormal bases $B = \{v_1, \ldots, v_d\}$ and $B' = \{w_1, \ldots, w_d\}$ of $\mathbb{C}^d$ are called unbiased if for any $v \in B$ and $w \in B'$, $|\langle v, w \rangle| = 1/\sqrt{d}$. A set of orthonormal bases $\{B_1, \ldots, B_n\}$ any two of which are unbiased is called mutually unbiased.

Despite a rich literature studying MUBs, many basic questions remain, including how many MUBs can exist in many dimensions $d$. Specifically, the number

$$N(d) := \max \{n : \text{there exist } n \text{ mutually unbiased bases in } \mathbb{C}^d\}$$

is not known for any $d \geq 2$ that is not a prime power. In particular, even the smallest non-trivial case $N(6)$ remains unknown.

A general bound, which in the sequel we will call the Welch bound, shows that $N(d) \leq d + 1$; however, it has long been believed that $N(6) < 7$ strictly and indeed that perhaps $N(6) = 3$ (see, e.g., [5, 6] and our discussion below). The recent work [7] proposed a technique, based on the method of positive definite functions, to improve on the Welch bound. This method may be viewed as an analogue of semidefinite programming relaxation that applies even to infinite-dimensional settings. In this case, it shows that certain positive definite functions on the unitary group $U(d)$ yield upper bounds on $N(d)$; optimizing this upper bound over all positive definite functions is an infinite-dimensional convex optimization problem with some value $B(d) \geq N(d)$.

In this paper, we consider the dual of this optimization problem, and propose a dual certificate that, if feasible for the dual program, would show $B(6) = 7$ (and the general version of the same construction would show that $B(d) = d + 1$ for all $d$); that is, feasibility would imply that the method of positive definite functions cannot improve on the Welch bound, answering in the negative a question posed in [7]. The feasibility of our certificate is only conjectural, but, as a first step, we prove its feasibility for a restricted program, showing that positive definite low-degree polynomials cannot improve on the Welch bound $N(6) \leq 7$.

1.1 Mutually unbiased bases and Hadamard matrices

Towards stating our main result, we first recall some standard facts about MUBs and the closely related Hadamard matrices. First, the bound alluded to above is as follows. We include the proof for the sake of completeness.

**Proposition 1.2** (Welch bound; e.g., Section 4 of [8]) For any $d \geq 2$, there are at most $d + 1$ mutually unbiased bases in $\mathbb{C}^d$, i.e., $N(d) \leq d + 1$. 
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Proof The general Welch bound states that, for any \( k \geq 1 \) and \( X \subset \mathbb{C}^d \) with \( |X| = n \), we have

\[
\binom{n + k - 1}{k} \sum_{x,y \in X} |\langle x, y \rangle|^{2k} \geq \left( \sum_{x \in X} \|x\|^{2k} \right)^2.
\]

Applying this with \( k = 2 \) and \( X = \bigcup_{i=1}^{n} B_i \) shows that \( n \leq d + 1 \), i.e., that there can be at most \( d + 1 \) MUBs in \( \mathbb{C}^d \).

Explicit constructions (see the references below for details) show that this bound is tight in the case of prime powers.

Proposition 1.3 (Prime power dimensions [9–11]) For \( p \) prime and \( k \geq 1 \), \( N(p^k) = p^k + 1 \).

Finally, the main general tool for producing MUBs in other dimensions is the following construction based on taking tensor products of bases.

Proposition 1.4 (Tensor product construction; Lemma 3 of [11]) For any \( d \), \( d' \geq 1 \) we have \( N(dd') \geq \min\{N(d), N(d')\} \).

In particular, this yields the lower bound \( N(6) \geq 3 \) which was conjectured by Zauner to be optimal in 1999 [5, 8]. The problem of improving either the upper or lower bounds in \( 3 \leq N(6) \leq 7 \) has since remained open. We note, however, that the bound produced by Proposition 1.4 is suboptimal in certain other dimensions, as witnessed by the construction of [12] based on Latin squares. For these and other concrete constructions of MUBs in low dimension, the reader may consult [13].

The connection between MUBs and Hadamard matrices, which we define below, lets us formulate the problem of finding MUBs as a packing problem in the unitary group \( U(d) \).

Definition 1.5 (Hadamard matrices) We call a unitary matrix \( H \in U(d) \) a Hadamard matrix if \( |H_{i,j}| = 1/\sqrt{d} \) for all \( i, j \in [d] \). We denote the set of Hadamard matrices by \( H(d) \subset U(d) \).

Let us associate to a basis \( B \) of \( \mathbb{C}^d \) a unitary matrix \( U \) whose columns are the vectors of \( B \); we will equate these two objects freely below. Then, the following equivalence is immediate.

Proposition 1.6 A set of bases \( \{B_1, \ldots, B_n\} \) of \( \mathbb{C}^d \) is mutually unbiased if and only if the associated matrices \( \{U_1, U_2, \ldots, U_n\} \) satisfy \( U_i^*U_j \in H(d) \) for all \( i \neq j \).

1.2 Upper bounds from positive definite functions

We next review the technique proposed in [7] for bounding \( N(d) \) using positive definite functions. Let us work for the moment in the general setting of packing problems over a compact group \( G \), where we search for collections of elements \( g_1, \ldots, g_n \in G \).
such that the pairwise differences $g^{-1}_i g_j$ avoid some forbidden subset $A \subset G$. By Proposition 1.6, the problem of finding MUBs falls under this framework with $G = U(d)$ and $A = H(d)^c$. In such a setting, we write $e$ for the identity element of $G$, and $\nu$ for the Haar measure on $G$ normalized so that $\nu(G) = 1$.

The following is the key definition underlying the technique we will study.

**Definition 1.7 (Positive definite function)** For $G$ a compact group, we say that a continuous $f : G \to \mathbb{C}$ is positive definite if, for all $n \geq 1$, $g_1, \ldots, g_n \in G$, and $c_1, \ldots, c_n \in \mathbb{C}$, we have

$$\sum_{i,j=1}^{n} c_i f(g^{-1}_i g_j)c_j \geq 0.$$ 

We denote the set of such functions by $C_{\geq 0}(G)$.

The main tool used by [7] is the following general application of positive definite functions to packing problems in compact groups.

**Theorem 1.8 (Theorem 2.3 in [7])** Let $G$ be a compact group, and let $A = A^{-1} \subset G$ with $e \in A$. Suppose $h : G \to \mathbb{R}$ satisfies the following properties:

1. $h \in C_{\geq 0}(G)$,
2. $h(x) \leq 0$ for all $x \in A^c$, and
3. $\int h d\nu > 0$.

Then, for any $B \subset G$ such that $b^{-1}c \in A^c$ for all $b, c \in B$ distinct, we have

$$|B| \leq \frac{h(e)}{\int h d\nu}.$$ 

Let us write the optimal bound achieved in this way, for a given $G$ and $A$, as

$$B(G, A) := \left\{ \begin{array}{l} \text{infimum of } h(e) \\ \text{subject to } h \in C_{\geq 0}(G) \text{ real-valued,} \\ h(g) \leq 0 \text{ for all } g \in A^c, \\ \int h d\nu = 1 \end{array} \right\},$$

where we assume without loss of generality in the optimization that $h$ is normalized to fix its average value.

We may write the application of this result to the problem of MUBs by setting $G = U(d)$ and $A^c = H(d)^c$, obtaining the following.

**Corollary 1.9** Let $\nu$ denote the normalized Haar measure of $U(d)$. Then,

$$N(d) \leq B(d) := \left\{ \begin{array}{l} \text{infimum of } h(I) \\ \text{subject to } h \in C_{\geq 0}(U(d)) \text{ real-valued,} \\ h(H) \leq 0 \text{ for all } H \in H(d), \\ \int h d\nu = 1 \end{array} \right\}$$

(1)
= B(U(d), H(d)^c).

Of course, the question remains to identify \( B(d) \). In [7], the authors show that the polynomial

\[
h_0(U) = \sum_{i,j=1}^{d} |U_{i,j}|^4 - 1
\]

(2)

has \( h_0/\int h_0 \, dv \) feasible for (1) (note that in fact \( h_0(U) = 0 \) for all \( U \in H(d) \)), and has \( h_0(I) = d - 1 \) and \( \int h_0 \, dv = \frac{d-1}{d+1} \). Therefore,

\[
B(d) \leq \frac{h_0(I)}{\int h_0 \, dv} = \frac{d - 1}{\frac{d-1}{d+1}} = d + 1,
\]

giving an alternative proof of the Welch bound (our Proposition 1.2). They further conjecture that, when \( d = 6 \), it may be possible to find a polynomial feasible for (1) which would show that \( B(6) < 7 \) (and therefore that \( N(d) < 7 \)). Moreover, they conjecture a specific set of polynomials to vanish on \( H(6) \), which could then be used to produce a better upper bound.

1.3 Main result

Let us write \( C_{\leq k}[U, \bar{U}] \) for the set of polynomials in the entries of a matrix \( U \) and their conjugates whose degree is at most \( k \). For example, the polynomial given in (2) belongs to \( C_{\leq 4}[U, \bar{U}] \). Following [7] in restricting our attention to polynomials, we will consider the related optimization problems

\[
B(d) \leq B_{\leq k}(d) := \left\{ \infimum \left\{ h(I) \right\} \text{ subject to } h \in C_{\geq 0}(U(d)) \cap C_{\leq k}[U, \bar{U}] \text{ real-valued}, \right.
\]
\[
\left. h(H) \leq 0 \text{ for all } H \in H(d), \quad \int h \, dv = 1 \right\},
\]

which is identical to (1) except for further constraining \( h \in C_{\leq k}[U, \bar{U}] \). Writing \( C[U, \bar{U}] := \bigcup_{k \in \mathbb{N}} C_{\leq k}[U, \bar{U}] \), an application of the Stone–Weierstrass theorem yields

\[
B(d) = \lim_{k \to \infty} B_{\leq k}(d).
\]

In this notation, the general conjecture proposed in [7] is that \( B_{\leq k}(6) < 7 \) for some modest \( k \). Our main result, giving evidence against this conjecture, is the following.

**Theorem 1.10** Positive definite polynomials of degree at most 6 cannot show there are less than 7 MUBs in \( \mathbb{C}^6 \), i.e., \( B_{\leq 6}(6) = 7 \).

It remains unclear if our technique extends to larger values of \( d \) and \( k \), but we propose a dual certificate construction that, if verified, would yield the following stronger negative result.
Conjecture 1.11 The method of positive definite functions cannot improve on the Welch bound in any dimension, i.e., for all $d \geq 1$, $B(d) = d + 1$.

In Sect. 4.4 we present the concrete linear-algebraic conjectures that would yield the results $B_{\leq k}(d) = d + 1$ for various choices of $k$ and $d$. In principle, each such result for fixed $k$ and $d$ would be implied by a finite symbolic computation; we carry this out with computer assistance for $k = 6$ and $d = 6$, but these computations quickly become computationally intractable for larger values. We leave it as an open problem to find more conceptual proofs of our linear-algebraic claims.

1.4 Related work

1.4.1 Convex relaxations of packing problems

Methods based on convex optimization give state-of-the-art upper bounds for a range of packing problems. This idea was pioneered by Delsarte [14, 15], who used linear programming relaxations to prove packing bounds in coding theory. A similar idea based instead on semidefinite programming was introduced by Lovász through his “$\vartheta$ function” bound for the independent set problem in finite graphs in the seminal work [16]. A related method closer to the setting we consider, for the non-compact but abelian group $\mathbb{R}^d$ (in which case the semidefinite programs we consider become linear programs as in Delsarte’s setting), was proposed for the sphere packing problem in [17] and is an essential ingredient in the recent breakthrough results identifying exactly optimal sphere packings in dimension 8 and 24 [18, 19]. An overview of other applications is given in Table 1.5 of [20]; in that framework, the kind of bound we study is an instance of a “two-point semidefinite programming bound” on a packing problem.

The task of producing dual bounds on such techniques has not been studied as much. As a first step, Laat and Vallentin [20] proposed a unified framework in the style of the sum-of-squares hierarchy for such duality relations for packing problems. In a more concrete application, the notable recent work [21] studies the dual of the linear programs of [17], showing a significant gap between the densest known sphere packings and the upper bounds achievable by linear programs in some dimensions. Their proof technique takes advantage of the remarkable structure and symmetry of modular forms in these special dimensions. The analogous construction in our setting will be based on the Fourier matrix as presented in Sect. 3, and we discuss some intriguing combinatorial and number-theoretic open questions raised by this construction in Sect. 4.4.

1.4.2 Other relaxations for the MUB problem

Several formulations of upper bounds for MUBs based on convex relaxations besides that of [7] have been proposed in the literature. The work [22] uses that the existence of MUBs is related to the existence of MUBs further restricted so that each unitary matrix $U_i$ is in fact also a Hadamard matrix, and then, viewing the columns of these matrices as separate variables in a packing problem, applies Theorem 1.8 on the torus with its $\vartheta$ function.
to obtain the Welch bound. This method is further extended in [23] to derive various constraints on MUBs in low dimension \(d \leq 5\) and, with weaker results, in arbitrary dimension.

Another line of work, initiated by [24] and continued more recently by [25], uses that computing the size of a MUB may also be cast as an optimization problem over non-commutative (i.e., matrix-valued) variables. Such problems admit a variant of the sum-of-squares hierarchy of convex relaxations, which these works use to formulate different semidefinite programming relaxations.

It would be interesting to investigate both dual bounds in these other frameworks and the possibility that these various approaches might be equivalent in power. We note that some systems for automated proofs, such as the above case of non-commutative sum-of-squares relaxations, come with guarantees of completeness — if it is indeed true that \(N(6) < 7\), then some relaxation in the associated hierarchy provides a proof of this fact. Thus, for such proof systems, we must have either that \(N(6) = 7\) (contrary to Zauner’s conjecture in [5]) or that the method of positive definite functions is strictly weaker than the given proof system.

### 1.5 Organization

The remainder of the paper is organized as follows. In Sect. 2 we derive dual programs both for the general problem of optimizing upper bounds on packing problems over compact groups and for the problem of MUBs. In doing so, we introduce some further background on positive definite measures and the Fourier transform of a measure over a compact group. In Sect. 3 we motivate and define the dual certificate we propose for the problem of MUBs. In Sect. 4 we prove Theorem 1.10 using this dual certificate.

### 1.6 Notation

We use the standard notation \([d] = \{1, \ldots, d\}\). For a proposition \(P\), we write \(\mathbb{I}\{P\}\) for the indicator of \(P\), which takes the value 1 if \(P\) holds and 0 if \(P\) does not hold.

We write \(U(d)\) and \(SU(d)\) for the unitary and special unitary groups of \(d \times d\) complex matrices, respectively, \(S_d\) for the symmetric group on \([d]\), \(\mathbb{T}^d\) for the torus group or \(d\)-fold direct product of the complex unit circle with itself, and \(G \leq H\) and \(G < H\) for the relations of \(G\) being a subgroup and a proper subgroup of \(H\), respectively.

In part of our discussion, we will write \(G\) for an arbitrary compact group. In this context, we also write \(e \in G\) for the identity element and \(\nu\) for the Haar measure normalized so that \(\nu(G) = 1\). We write \(\mathcal{I}(G)\) for the collection of non-isomorphic irreducible representations (or irreps) of \(G\). We write \(1 \in \mathcal{I}(G)\) for the irreducible trivial representation, and do not introduce any special notation for isomorphism of representations, writing, e.g., \(\pi = 1\) for a representation \(\pi\) being isomorphic to the trivial representation.

We use boldface lowercase \((\mathbf{x})\) for vectors and boldface uppercase \((\mathbf{X})\) for matrices; scalar entries of either are written in the same case but in regular font \((x_i, X_{ij})\). For a
permutation $\sigma \in S_d$, we write $P_{\sigma} \in \{0, 1\}^d$ for the associated permutation matrix, so that $(P_{\sigma}x)_i = x_{\sigma(i)}$.

2 Duals of positive definite function programs

2.1 Packing problems over compact groups

We now discuss how to obtain dual bounds on optimizations such as those prescribed by Theorem 1.8. To do this, we formulate that optimization as a conic optimization problem. We keep for the moment to the general setting of [7] over compact groups, and later will reformulate our main result for the special case of MUBs.

Since in Theorem 1.8 we may without loss of generality assume that $\int hd\nu = 1$, optimizing the upper bound given by Theorem 1.8 can be rewritten as

$$B(G, A) = \left\{ \inf \text{imum of } h(I) \mid h \in K := C_{\geq 0}(G) \cap C_{\leq 0, A^c}(G), \int h d\nu = 1 \right\}. \quad (3)$$

Here $C_{\geq 0}(G) \subset C(G)$ is the convex cone of positive definite functions and $C_{\leq 0, A^c}(G) \subset C(G)$ is the convex cone of functions which are non-positive on $A^c$. In this form, (3) is a conic program, albeit one over an infinite-dimensional space. The reader may consult [26] for discussion of convex optimization and conic programs in this general setting.

To proceed towards producing dual certificates for such a program, we note that the dual space of $C(G)$ is the space $M(G)$ of Radon measures$^1$ on $G$, with the dual pairing $\langle f, \mu \rangle := \int fd\mu$. The dual program is then

$$B^*(G, A) = \left\{ \sup \text{imum of } c \in \mathbb{R} \mid \delta_e - cv \in K^* \right\}. \quad (4)$$

Here $K^*$ denotes the dual cone of $K$ and $\delta_e$ is the Dirac measure at the identity.

It is simple to give a hands-on proof of weak duality, i.e., $B(G, A) \geq B^*(G, A)$. This is because, if $f$ is feasible for (3) and $c$ for (4), then by the definition of $K^*$ we have

$$0 \leq \langle f, \delta_e - cv \rangle = f(e) - c.$$

Thus to prove lower bounds on (3), it suffices to produce feasible $c$ for (4).

To study the dual program, instead of $K^*$, we use the simpler cone

$$K^* = (C_{\geq 0}(G) \cap C_{\leq 0, A^c}(G))^* \supseteq C_{\geq 0}(G)^* + C_{\leq 0, A^c}(G)^*.$$ 

---

$^1$ Radon measures are signed measures on the Borel $\sigma$-algebra satisfying certain regularity properties; for the full definition, see Chapter 7 of [27].
Thus, to show $\delta_e - c\nu \in K^*$, it suffices to produce $\lambda \in C_{\geq 0}(G)^*$ and $\mu$ an unsigned measure with support in $\overline{A}^c$ (which must then belong to $-C_{\leq 0, A^c}(G)^*$) which fulfill

$$\delta_e - c\nu = \lambda - \mu.$$ 

We rewrite this as

$$\delta_e + \mu \geq c\nu,$$

which means

$$\delta_e + \mu - c\nu \in C_{\geq 0}(G)^* =: M_{\geq 0}(G).$$

(5)

We next give the characterization of this convex cone of measures. First, we define the Fourier transform of a measure on $G$. We recall that $\mathcal{I}(G)$ denotes the irreducible representations (irreps) of a compact group $G$ distinct up to isomorphism. Standard results of representation theory imply that all such irreps are finite-dimensional and that any arbitrary representation splits into a (possibly infinite) direct sum of irreps.

**Definition 2.1 (Fourier transform of a measure)** For $\lambda \in \mathcal{M}(G)$ and $\pi$ a unitary representation of $G$, we define

$$\hat{\lambda}(\pi) := \int_G \pi(g)d\lambda(g).$$

Thus, $\hat{\lambda}$ is defined on the set of unitary representations of $G$, and maps a representation $\pi$ to an operator on the Hilbert space of $\pi$.

The following is the key characterization of positive definite functions on compact groups. This follows for instance by combining Proposition 3.35 and Theorem 3.20 in [28].

**Theorem 2.2** $f \in C_{\geq 0}(G)$ if and only if, for some unitary representation $\pi$ of $G$ on a Hilbert space $\mathcal{H}$ and some $v \in \mathcal{H}$, for all $g \in G$ we have $f(g) = \langle \pi(g)v, v \rangle$.

The following characterization is then an analog of Bochner’s theorem for compact groups.

**Theorem 2.3** $M_{\geq 0}(G)$ is the set of $\lambda \in \mathcal{M}(G)$ with $\hat{\lambda}(\pi) \succeq 0$ for all $\pi \in \mathcal{I}(G)$.

**Proof** Theorem 2.2 tells us that a function $f(g)$ is in $C_{\geq 0}(G)$ if and only if it is of the form $\langle \pi(g)v, v \rangle$. Integrating against $\lambda$ then gives

$$\int \langle \pi(g)v, v \rangle d\lambda(g) = \langle \hat{\lambda}(\pi)v, v \rangle,$$

which shows that $\lambda \in M_{\geq 0}(G)$ if and only if $\hat{\lambda}(\pi) \succeq 0$ for any representation $\pi$. Since any such $\pi$ is a direct sum of irreducible subspaces, this statement is in turn equivalent to $\hat{\lambda}(\pi) \succeq 0$ for all $\pi \in \mathcal{I}(G)$.

$\Box$
Remark 2.4 (Hermitian Fourier transform) We note that the definition of positive definiteness presumes that $\hat{\lambda}(\pi)$ is also Hermitian for all $\pi \in \mathcal{I}(G)$. The Fourier transform being Hermitian turns out to be equivalent to a suitable notion of self-adjointness for the measure $\lambda$ itself, under an involution $\lambda \mapsto \lambda^*$ which makes $\mathcal{M}(G)$ into a Banach-* algebra. We discuss this further in Appendix B. In the sequel we will only be concerned with real-valued measures for which this is equivalent to $\mu$ being invariant under inversion, that is, $\mu$ must be equal to its pushforward under the map $g \mapsto g^{-1}$.

It is also simple to compute the Fourier transforms of the two specific measures appearing above: the Fourier transform of the Haar measure is given by $\hat{\nu}(\pi) = \delta_e(\pi)$, and that of the Dirac mass is given by $\hat{\delta}(\pi) = I_{\dim(\pi)}$.

We are now equipped to identify when (5) will hold for a given $\mu$. By the above computations of Fourier transforms, we must consider two cases: when $\pi = 1$ is the trivial representation, then the corresponding condition is $\mu(G) \geq c - 1$. Otherwise, the condition is simply that $\hat{\mu}(\pi) \succeq -I$. Reorganizing these conditions, we find the following formulation of weak duality.

Lemma 2.5 If $\mu \in \mathcal{M}(G)$ a probability measure with $\text{supp}(\mu) \subseteq \overline{\mathcal{F}}$ and $c > 0$ are such that for any $\pi \in \mathcal{I}(G)$ we have $\hat{\mu}(\pi) = \int \pi d\mu \succeq -cI$, then

$$B(G, A) \geq 1 + \frac{1}{c}. \quad \quad (6)$$

2.2 Duals over finite-dimensional subspaces of functions

The space of positive definite functions on a compact group is an infinite-dimensional vector space. In practice, to try to produce concrete positive definite function bounds, we would search for “good” positive definite functions in some convenient subspace, for example, the space of low-degree polynomials.

These infinitely many degrees of freedom in the primal program are reflected in the infinitely many constraints on $\mu$ in the dual program—one for each irrep of $G$. Fortunately, if we restrict our attention to a finite-dimensional subspace of positive definite functions, then there is an associated dual program with likewise finitely many positive semidefinite constraints on $\mu$.

The following is a natural class of positive definite functions to restrict our attention to in the primal program: given a list of irreps $\mathcal{R} = \{\pi_0 = 1, \pi_1, \ldots, \pi_m\}$ of $G$ and corresponding positive semidefinite matrices $\{X_0 = 1, X_1, \ldots, X_m\}$ such that $X_i \in \mathbb{C}^{\dim(\pi_i) \times \dim(\pi_i)}$, we may take

$$h(g) := \sum_{i=0}^{m} \langle X_i, \pi_i(g) \rangle = 1 + \sum_{i=1}^{m} \text{tr}(\pi_i(g) X_i).$$

Functions of this form can be seen to be the intersection of the cone $C_{\geq 0}(G)$ and the finite dimensional vector subspace of $C(G)$ spanned by the matrix-coefficients of the $\pi_i$. We will see below that, in fact, in the MUB setting we may choose the $\pi_i$ appropriately to allow $h$ to be an arbitrary positive definite low-degree polynomial.
Note that, in general, we would have \( \int h d\mu = \text{tr}(X_0) \), so our choice \( X_0 = 1 \) ensures that \( h \) satisfies the same normalization as in our definition of \( B(G, A) \). Thus, using the notation \( S^+_{l \times l} \subseteq \mathbb{C}^{l \times l} \) for the cone of positive semidefinite matrices, one can see that under this restriction the optimization (3) transforms into:

\[
B_R(G, A) := \left\{ \begin{array}{l}
\inf \{ 1 + \sum_{i=1}^m \text{tr}(X_i) \mid 1 + \sum_{i=1}^m \text{tr}(\pi_i(g)X_i^\top) \leq 0 \text{ for all } g \in A^c, \\
X_i \in S^+_{\dim(\pi_i)} \text{ for all } i \in [m] \}
\end{array} \right\}
\geq B(G, A). \tag{6}
\]

This is almost an ordinary semidefinite program, except that if \( A^c \) is infinite (as in the MUB setting), there are an infinite number of inequality constraints.

The dual program then allows more measures; in particular, if we put \( \lambda = \delta_e + \mu \), then the dual program simply optimizes over measures for which the finitely many Fourier coefficients \( \hat{\lambda}(1), \hat{\lambda}(\pi_1), \ldots, \hat{\lambda}(\pi_m) \) are positive definite matrices, since these are precisely those measures for which we have

\[
\langle f, \lambda \rangle = \int \sum_{i=0}^m \text{tr}(\pi_i(g)X_i^\top)d\lambda(g) = \sum_{i=1}^m \text{tr}(\hat{\lambda}(\pi_i)X_i^\top) \geq 0
\]

for any \( f \) feasible for (6). Thus an analogue of Lemma 2.5 holds after computing the dual.

**Lemma 2.6** Let \( \pi_0 = 1, \pi_1, \ldots, \pi_m \) be distinct irreps of \( G \). If \( \mu \in \mathcal{M}(G) \) is a probability measure with \( \text{supp}(\mu) \subseteq A^c \) such that \( \hat{\mu}(\pi_i) = \int \pi_i(g)d\mu(g) \succeq -cI \) for all \( i \in [m] \), then

\[
B_{\{1, \pi_1, \ldots, \pi_m\}}(G, A) \geq 1 + \frac{1}{c}.
\]

### 2.3 Duals for the problem of MUBs

Let us now state the consequences of the previous two sections in the specific setting of MUBs, where we take \( G = U(d) \) and \( A = H(d)^c \). We first apply the results of Sect. 2.1, which applied to general positive definite functions.

**Lemma 2.7** If \( \mu \in \mathcal{M}(G) \) is a probability measure with \( \text{supp}(\mu) \subseteq H(d) \) such that for any irrep \( \pi \) of \( U(d) \) we have \( \hat{\mu}(\pi) = \int \pi(U)d\mu(U) \succeq -cI \) for all \( c > 0 \), then

\[
B(d) \geq 1 + \frac{1}{c}.
\]

In particular, if one could find such a measure \( \mu \) for \( c = 1/d \), then Conjecture 1.11 would be proven.
We may also give an analogous result for $B_{\leq k}(d)$, the restriction of the positive definite function bound to polynomials of degree at most $k$. Here, we must introduce a small amount of further representation theory. Note that $U(d)$ admits a $d$-dimensional representation in which $U \in U(d)$ simply acts by matrix multiplication. We denote this representation by $\rho$; it is irreducible and is often called the natural representation of $U(d)$. This also admits a dual representation $\rho^*$, in which $U \in U(d)$ acts by matrix multiplication by $\overline{U}$. The linear span of the matrix-coefficients of the representations $\rho \otimes (\rho^*) \otimes r \otimes (\rho^*) \otimes r'$ with $r, r' \geq 0$ and $r + r' \leq k$ then coincides with $\mathbb{C}_{\leq k}[U, \overline{U}]$, giving us the following.

**Lemma 2.8** Let $k \geq 1$, and let $\pi_0 = 1, \pi_1, \ldots, \pi_m$ be a list of the distinct irreps appearing in the decomposition of $\rho \otimes (\rho^*) \otimes r \otimes (\rho^*) \otimes r'$ for any $r, r' \geq 0$ with $r + r' \leq k$. If $c > 0$ and $\mu \in \mathcal{M}(G)$ is a probability measure with $\text{supp}(\mu) \subseteq H(d)$ such that, for all $i \in [m]$, $\hat{\mu}(\pi_i) \geq -cI$, then

$$B_{\leq k}(d) \geq 1 + \frac{1}{c}.$$ 

### 3 The Fourier dual certificate

We now present our dual certificate construction, which is based on a particular class of Hadamard matrices that we describe below.

#### 3.1 More on Hadamard matrices

The classification of MUBs is closely related to the classification of Hadamard matrices, which also contains many open questions for low dimensions. Still, we will make use of a basic reduction common in their study. While real Hadamard matrices are discrete objects since their entries have only two possible values, complex Hadamard matrices come in continuous families. For this reason, the following notion of equivalence has become widely used [29–32].

**Definition 3.1** (Equivalent Hadamard matrices) We call two Hadamard matrices $H, H'$ equivalent, written $H \sim H'$, if there are permutation matrices $P, P'$ and unitary diagonal matrices (i.e., ones with diagonal entries of unit norm) $D, D'$, such that

$$H' = P D H D' P'.$$

We denote by $[H]$ the equivalence class of $H$ under this equivalence relation.

The online resource [33] lists families of Hadamard matrices found to date in low dimensions. For dimensions $d = 2, 3, 5$ there is only one equivalence class of Hadamard matrices, and for $d = 4$ there is one continuous family of them. In parallel to the difficulties with identifying MUBs, the set of Hadamard matrices is not
well-understood for $d = 6$: several continuous families have been found, but it is not
known whether further families exist.

Let us be more precise about the group action under which we consider equiva-
lence classes of Hadamard matrices. We will later see that the group defined below
corresponds to an important symmetry of the convex program we will be interested in solving.

**Definition 3.2** (*Generalized permutations*) We write $\mathbb{T}^d$ for the $d$-fold direct product
of the group formed by the unit circle of $\mathbb{C}$ with itself, and $S_d$ for the symmetric group of
permutations of $d$ elements. Each of these may be identified with a subgroup of $U(d)$, with $\lambda \in \mathbb{T}^d$ corresponding to the diagonal matrix $D_\lambda$ and $\sigma \in S_d$ corresponding to
the permutation matrix $P_\sigma$. We identify the group of products $P_\sigma D$ for $\sigma \in S_d$ and
$D \in \mathbb{T}^d$, a closed subgroup of $U(d)$, with the semidirect product $\mathbb{T}^d \rtimes S_d$, and call it
the subgroup of *generalized permutations*.

We also identify a concrete example of a Hadamard matrix in all dimensions that
will play an important role in our main construction. We note that, per our above
discussion, this matrix generates the equivalence class of all Hadamard matrices for
$d = 2, 3, 5$.

**Definition 3.3** (*Fourier matrix*) The *Fourier matrix*, denoted $F_d \in H(d)$, is the matrix
with entries

$$(F_d)_{jk} = \frac{1}{\sqrt{d}} \exp \left( \frac{2\pi i}{d} jk \right).$$

For this matrix we adopt the convention of starting indices from zero: $j, k \in \{0, 1, \ldots, d - 1\}$.

Finally, we introduce the operation of averaging a measure over the equivalence
classes of Hadamard matrices, which we define below. The symmetries of the MUB
problem ensure that, in fact, we may restrict our attention to mixtures of such measures
rather than arbitrary measures supported on $H(d)$; for details on this reduction see
Appendix A.

**Definition 3.4** (*Uniform measure on an equivalence class*) Let $H \in U(d)$ be a
Hadamard matrix. We then denote by $\mu[H]$ the measure integrating functions in $C(G)$ by

$$\int f \mu[H] = \left(\frac{1}{d!}\right)^2 \sum_{\sigma \in S_d} \sum_{\sigma' \in S_d} \left(\frac{1}{(2\pi)^d}\right)^2 \int_{\mathbb{T}^d} \int_{\mathbb{T}^d} f(P_\sigma D_\lambda H D_\lambda' P_{\sigma'}) d\lambda d\lambda',$$

where we recall that $D_x$ denotes the diagonal matrix with diagonal entries given by
$x$ and where $\int_{\mathbb{T}^d} F(\lambda) d\lambda$ denotes an integral with respect to the Haar measure on $\mathbb{T}^d$
with the “surface area” normalization so that $\int_{\mathbb{T}^d} d\lambda = (2\pi)^d$.

The measure $\mu[H]$ “averages” over the equivalence class $[H]$, and one can check that
$\mu[H] = \mu[H']$ if $H \sim H'$, justifying the notation.
3.2 Intuition from dimensions $d \leq 5$

It is instructive to begin by looking at dual certificate measures $\mu$ that are optimal for the dual program in the dimensions $d = 2, 3, 4, 5$ where we both know the value of $N(d)$ and have a characterization of all matrices of $H(d)$.

As these dimensions are prime powers, by Proposition 1.3 in these cases there exist MUBs of size $d + 1$, $\{U_1, \ldots, U_{d+1}\}$, for which moreover there are explicit constructions given in [9–11]. A direct construction of $\mu$ is then

$$
\mu_0 := \frac{1}{d+1} \sum_{i \neq j} \delta U_i^* U_j,
$$

which satisfies

$$
\delta_e + \mu_0 = \frac{1}{d+1} \sum_{i=1}^{d+1} \delta U_i^* U_i + \frac{1}{d+1} \sum_{i \neq j} \delta U_i^* U_j = \frac{1}{d+1} \sum_{i,j=1}^{d+1} \delta U_i^* U_j \geq (d+1) \nu,
$$

the last claim holding by checking the value of the Fourier transform of either side on the trivial representation, in which case both sides equal 1, and on any other irrep $\pi$, in which case $\hat{\nu}(\pi) = 0$ while the Fourier transform of the left-hand side is

$$
\frac{1}{d+1} \sum_{i,j=1}^{d+1} \delta U_i^* U_j(\pi) = \frac{1}{d+1} \sum_{i,j=1}^{d+1} \pi(U_i^* U_j)
$$

$$
= \frac{1}{d+1} \left( \sum_{i=1}^{d+1} \pi(U_i) \right)^* \left( \sum_{i=1}^{d+1} \pi(U_i) \right) \geq 0,
$$

where, in the notation of Appendix C, we have shown that $\delta_e + \mu_0$ is of the form $\lambda^* \ast \lambda$. Thus, $\mu_0$ gives a dual bound of $d + 1$ and is optimal for the dual program in these dimensions.

In fact, as we show in Appendix A, replacing $\delta H$ with $\mu_{\{H\}}$ in such a construction does not affect feasibility or the dual value, so the same holds for the “smoothed” measure

$$
\mu := \frac{1}{d+1} \sum_{i \neq j} \mu_{\{U_i^* U_j\}}.
$$

We then consider what the equivalence classes appearing in the summation are. In dimension $d = 2, 3, 5$ there is only one equivalence class of Hadamard matrices, equal to $[F_d]$, so we have $\mu = d \mu_{\{F_d\}}$. In dimension $d = 4$ not all Hadamard matrices are equivalent. Instead there is a single continuous family of Hadamard matrices that belong to several different equivalence classes. However, we do have an explicit construction [13] of $U_1, \ldots, U_5$ a maximal collection of MUBs in $\mathbb{C}^4$, and
computing the pairwise differences we find that $[U_i^*U_j] = [F_2 \otimes F_2]$ for all $i \neq j$ (this is also proved in [23]). So, when $d = 4$ the above sum still collapses and we have $\mu = 4\mu[F_2 \otimes F_2]$.

### 3.3 General construction

It remains unclear if the above pattern will repeat in higher dimensions. There are several variants of constructions of MUBs in prime power dimensions [9–11], and it as an interesting problem to determine whether the pairwise differences of the associated unitary matrices are all equivalent to a suitable tensor product of Fourier matrices for all of these constructions.

Nonetheless, the above observations make it natural to predict the following general dual certificate construction. The following directly implies Conjecture 1.11.

**Conjecture 3.5** For any $d$, there is a Hadamard matrix $H \in U(d)$ such that

$$\delta_e + d\mu[H] \geq (d + 1)v, \quad (7)$$

or, equivalently, so that for all $\pi \in \mathcal{I}(U(d))$,

$$\hat{\mu[H]}(\pi) \geq -\frac{1}{d}I. \quad (8)$$

Moreover, if $d = p_1^{k_1}\cdots p_m^{k_m}$ is the prime factorization of $d$, then it is possible to take

$$H = \bigotimes_{k=1}^m F_{p_i}^{\otimes k_i}.$$  

We have seen above that this is true for $2 \leq d \leq 5$. In the remainder of the paper we will give partial results towards this conjecture for $d = 6$. In that case, $F_6$, $F_2 \otimes F_3$ and $F_3 \otimes F_2$ are all equivalent Hadamard matrices, so $\mu[F_6] = \mu[F_2 \otimes F_3] = \mu[F_3 \otimes F_2]$ and we may simply take $H = F_6$. This is true more generally for $d$ a squarefree number (a product of distinct primes), but not otherwise (as may be checked for the case $d = 4$).

**Remark 3.6** It is shown in [34, 35] that, for $d = 6$, there does not exist a system of 7 MUBs such that $[U_i^*U_j] = [F_6]$ for even a single pair $i, j \in \{7\}$. In this sense Conjecture 3.5 would show that the method of positive definite functions cannot replicate the proof techniques developed in those works. Put differently, suppose we considered a variant of the problem of MUBs that sought a maximal set of $6 \times 6$ unitary matrices with pairwise differences (computed in the unitary group) belonging to $[F_6]$. This condition is more restrictive, so we might hope it would be easier to prove that such a set must be small. However, Conjecture 3.5 would imply that the method of positive definite functions cannot improve on the $d + 1 = 7$ bound for this question, even though the proof of [35] does make such an improvement using a different argument based on convex relaxation.
4 Dual bound in dimension $d = 6$: Proof of Theorem 1.10

In this section, we focus on the choice $H = F_6$. By Lemma 2.8, it suffices to show that $\hat{\mu}(H)(\pi) \geq -\frac{1}{6} I$ for all irreps $\pi$ of $U(6)$ that appear in decompositions of $\rho^\otimes r \otimes (\rho^*)^\otimes r'$ for any $r, r' \geq 0$ with $r + r' \leq 6$, where $\rho$ is the natural representation of $U(d)$.

Thus we will first need to identify this collection of irreps, and then develop tools for showing the necessary positivity condition. We give deeper background on the representation theory of $U(d)$ in Appendix C, but here we give a brief overview that suffices to specify our calculations.

4.1 Overview of necessary representation theory of $U(d)$

$I(U(d))$ is parametrized by tuples $w \in \mathbb{Z}_d$ whose entries are decreasing, which we denote $w \in \mathbb{Z}_d$. We refer to $w$ as the weight of the associated $\pi$. We also write $|w| := \sum_{i=1}^d |w_i|$.

There are two basic representations within whose tensor products we may identify instances of each $\pi$. The first is the representation $\rho$ discussed above and in Lemma 2.8. The second is a special non-trivial one-dimensional representation $\eta$ with $\eta(U) = \text{det}(U) = \text{det}(U)^{-1}$.

We may produce a concrete instance of $\pi$ indexed by $w$ as follows. Let $f_i = w_i - w_d$, this forming a partition of $n = n(w) := \sum_{i=1}^d (w_i - w_d)$. Then, $\pi$ will be a subrepresentation of $\eta^{|w_d|} \otimes \rho^n$, on which $U \in U(d)$ acts as the matrix $\text{det}(U)^{-|w_d|} U^n$. Specifically, $\pi$ may be identified as the subrepresentation on the image of the Young symmetrizer associated to any Young tableau whose shape is the partition $f$. We define these notions in greater detail in Appendix C, but, in short, the Young symmetrizer is a linear operator $Y_f : (\mathbb{C}^d)^\otimes n \rightarrow (\mathbb{C}^d)^\otimes n$ with a combinatorial definition involving the signs of certain permutations associated to $f$. With a particular default choice of Young tableau associated to $f$ as detailed in Appendix C, we let $V_w \subset (\mathbb{C}^d)^\otimes n$ denote this subspace, which is then a realization of $\pi$ indexed by $w$. We write $\pi_w$ for this representation when we wish to not be particular about this specific realization.

Finally, as we show in Corollary C.7, the decomposition of $\rho^\otimes r \otimes (\rho^*)^\otimes r'$ into irreps can involve only those $\pi_w$ with $|w| \leq r + r'$, of which there are finitely many.

4.2 Initial steps

Suppose $\pi \in I(U(d))$. Expanding the definition,

$$\hat{\mu}(H)(\pi) = \int \pi(U) d\mu(H)(U)$$

$$= \frac{1}{(d!)^2} \sum_{\sigma \in S_d} \sum_{\sigma' \in S_d} \int_{\mathbb{T}^d} \int_{\mathbb{T}^d} \pi(P_\sigma D_\lambda H D_\lambda' P_{\sigma'}) d\lambda d\lambda'$$

$$= \Pi_{S_d} \Pi_{\mathbb{T}^d} \pi(H) \Pi_{\mathbb{T}^d} \Pi_{S_d},$$
where we set

\[
\Pi_{S_d} := \frac{1}{d!} \sum_{\sigma \in S_d} \pi(P_\sigma), \\
\Pi_{T^d} := \int_{T^d} \pi(D_\lambda)d\lambda = \frac{1}{(2\pi)^d} \int_0^{2\pi} \ldots \int_0^{2\pi} \pi(D_{e^{it_1}, \ldots, e^{it_d}}) dt_1 \ldots dt_d.
\]

These are projections to the subspaces of \(\mathbb{C}^{\dim \pi}\) invariant under the actions of the subgroups \(S_d\) and \(T^d\) of \(U(d)\) (with the former identified as the subgroup of permutation matrices). In fact, we have

\[
\Pi_{T^d \ltimes S_d} := \Pi_{S_d} \Pi_{T^d} = \Pi_{T^d} \Pi_{S_d},
\]

as may be checked for instance by recognizing that either product involves an integration with respect to a measure over \(T^d \ltimes S_d\) that satisfies the properties of a Haar measure. Thus this product is likewise a projection to the subspace invariant under the group of generalized permutations \(T^d \ltimes S_d\) (see Definition 3.2). In effect, we need only work over this subspace to verify the necessary positivity condition for \(\pi\), so it will play a crucial role in our analysis. We thus define:

\[
\tilde{V}_\pi := \text{img}(\Pi_{T^d \ltimes S_d}).
\]

Our plan is then as follows. First, we will develop some machinery for computing \(\dim(\tilde{V}_\pi)\), and we will see that for the particular subspace of polynomials we are interested in, we will only need to consider \(\pi\) for which \(\dim(\tilde{V}_\pi) \leq 1\). When \(\dim(\tilde{V}_\pi) = 0\), then \(\hat{\mu}[H](\pi) = 0\) and the condition we need holds immediately. The only non-trivial case will then be when \(\dim(\tilde{V}_\pi) = 1\). In this case, for some \(v\) we can write \(\Pi_{T^d \ltimes S_d} = vv^\top\), and the only non-zero eigenvalue of \(\hat{\mu}[H](\pi)\) is \(v^\top \pi(H)v\), so it suffices to perform the scalar computation of this value.

### 4.3 Projection to and interpretation of \(\tilde{V}_\pi\)

We now proceed to a concrete description of \(\tilde{V}_\pi\), which we will see is actually a natural object from the perspective of the representation theory of \(U(d)\) and even one that has been studied occasionally in the past. Let us write \(\tilde{V}_w\) for \(\tilde{V}_\pi\), where \(\pi\) is indexed by \(w \in \mathbb{Z}_d^d\). Per the above discussion, the subspace \(\tilde{V}_w \subset V_w\) is that which is fixed under the actions of the subgroups \(T^d\) and \(S_d\) of \(U(d)\). As we have seen above, the projections to the respective fixed subspaces of either group commute, so we may apply them in either order to identify \(V_w\). Thus let us consider these projections one at a time below.
4.3.1 Subspace invariant under $\mathbb{T}^d$

We first consider when $\Pi_{\mathbb{T}^d} \neq 0$. Computing the trace, we find

$$\text{tr}(\Pi_{\mathbb{T}^d}) = \text{tr} \left( \int_{\mathbb{T}^d} \pi(D_\lambda) d\lambda \right)$$

$$= \int_{\mathbb{T}^d} \text{tr}(\pi(D_\lambda)) d\lambda$$

$$= \int_{\mathbb{T}^d} \left( \sum_{i=1}^d \lambda_i \right)^n \prod_{i=1}^d \lambda_i^{-|w_i|} d\lambda.$$ 

Visibly, upon expanding the power of $\sum_{i=1}^d \lambda_i$, each term that is not a constant will integrate to zero, and thus the above will be non-zero if and only if $n = d|w_d|$, which is equivalent to $\sum_{i=1}^d w_i = 0$. We then find the following substantial restriction.

**Lemma 4.1** If $\Pi_{\mathbb{T}^d} \neq 0$, then the weight $w$ of $\pi$ satisfies $\sum_{i=1}^d w_i = 0$.

We detail in Appendix C how, equipped with a description of a basis of $V_w$ in terms of Young tableaux, we may also identify a basis of $\Pi_{\mathbb{T}^d}(V_w)$ described in a similar way.

Referring for a moment back to our original task, we see that in fact we only need to consider the representations $\rho \otimes r \otimes (\rho^*) \otimes r$, i.e., the case $r = r'$. For the case of studying $B \leq 6$ ($6$), we then be interested in $0 \leq r \leq 3$. Moreover, among the $\pi_w$ occurring in the decompositions of these representations, we will only be interested in those with $\sum w_i = 0$ and $d|w_d| = r$.

Let us comment briefly on the role that subspaces like $\Pi_{\mathbb{T}^d}(V_w)$ play in the representation theory of Lie groups more generally. $\mathbb{T}^d$ is a torus subgroup of $U(d)$, so called because it is, as a group, isomorphic to a product of unit circles in $\mathbb{C}$, which is, as a topological space, homeomorphic to a torus. Those torus subgroups that are maximal, as $\mathbb{T}^d < U(d)$ is, play a special role in the classification of representations of Lie groups. In this classification, one argues as follows: for $\pi$ irreducible as a representation of $U(d)$, $\pi$ is also a representation of $\mathbb{T}^d$, though not necessarily an irreducible one. Thus one may consider the decomposition of $\pi$ into irreducible subrepresentations of $\mathbb{T}^d$, which is straightforward since $\mathbb{T}^d$ is abelian: all such sub-representations are one-dimensional, and $\mathbb{T}^d$ acts with $\lambda$ acting as $\prod_{i=1}^d \lambda_i^{a_i}$, for some tuple $a = (a_1, \ldots, a_d) \in \mathbb{Z}^d$. So, to each $\pi$ is associated a collection of weights $a$ and associated subspaces on which $\mathbb{T}^d$ acts with those weights. It turns out that the $w$ associated to $\pi$ is, in a certain ordering, the highest weight appearing in $\pi$, and this highest weight suffices to determine $\pi$ completely. On the other hand, $V_{\pi}$ is the subspace associated to the weight $a = 0$, and for this reason is called the zero-weight subspace of $V_{\pi}$. See Appendix C.2 for further technical details. Much the same story applies to all compact Lie groups with respect to a maximal torus subgroup; see [36] for a more general presentation (note that such presentations, however, usually treat $SU(d)$ instead of $U(d)$, as the latter is not semisimple once $d \geq 2$).
4.3.2 Subspace invariant under $S_d$

We are next interested in the further subspace of the zero-weight subspace that is fixed by the action of $S_d$. Here again it is useful to recognize the more general context in Lie theory. Here it is more convenient to work over $SU(d) < U(d)$. The above discussion applies just as well to $SU(d)$, only with maximal torus isomorphic to $\mathbb{T}^{d-1}$ due to the determinant constraint (concretely, one may view the torus as diagonal matrices with the last diagonal entry determined by the first $d-1$). The group $S_d < SU(d)$ is the Weyl group of $SU(d)$, and is formed as $N(\mathbb{T}^{d-1})/\mathbb{T}^{d-1}$, where $N(\mathbb{T}^{d-1}) = \{ U \in SU(d) : UDU^{-1} \in \mathbb{T}^{d-1} \text{ for all } D \in \mathbb{T}^{d-1} \}$ is the normalizer of $\mathbb{T}^{d-1}$ in $SU(d)$.

From this definition, we see that it is a general phenomenon that the Weyl group has a well-defined action on the zero-weight subspace of any irrep, i.e., the zero-weight subspace gives a representation of the Weyl group. The question of characterizing this representation for various Lie groups has received some attention in the literature [37–40], and we will draw on one of these results in our calculations. In particular, the following result gives a recipe for computing the character of this representation of the Weyl group, for the special case of $SU(d)$ with Weyl group $S_d$. We will use this result solely for symbolic computations, so the reader need not understand the details of the statement—all that matters is that it is, in principle, possible to compute the character of the representation we have described above.

**Proposition 4.2** (Theorem 2 of [39]) Write $s := |w_d|$. Let $n = sd$ as above, and let $H := S_s \times \cdots \times S_s < S_n$. This may be viewed as the stabilizer of the element

$$
e_1 \otimes \cdots \otimes e_1 \otimes \cdots \otimes e_d \otimes \cdots \otimes e_d$$

when $S_n$ acts on $(\mathbb{C}^d)^{\otimes n}$ by permuting the axes. Let $N(H) < S_n$ be the normalizer of $H$, so that $N(H)/H$ is isomorphic to $S_d$. For each character $\psi$ of $S_d$, let $\hat{\psi}$ be the character of $N(H)$ that is formed by extending $\psi$ to be constant on cosets under the above quotient. Then, let $\hat{\psi}^S_n$ be the induced character on $S_n$. Suppose that there are coefficients $c_{\phi, \psi}$ for each $\phi$ a character of $S_n$ such that this character admits the expansion

$$\hat{\psi}^S_n = \sum_{\phi \text{ a character of } S_n} c_{\phi, \psi} \phi.$$

Let $\chi_0$ be the character of $S_d$ acting on $\Pi_{\mathbb{T}^d}(V_w)$ by permuting the indices of the standard basis vectors. Let $\phi_0$ be the character of the representation of $S_n$ indexed by the partition $(w_1 - w_d, \ldots, w_{d-1} - w_d)$. Then, $\chi_0$ admits the expansion

$$\chi_0 = \sum_{\psi \text{ a character of } S_d} c_{\phi_0, \psi} \psi.$$

We emphasize one important detail, which stems from [39] working over $SU(d)$ while we work over $U(d)$. The above describes the character of $S_d$ acting on
Table 1  All cases of $w \in \mathbb{Z}_6^4$ where $0 \leq |w| \leq 10$ and where $\dim(\tilde{V}_w) > 0$

| $r = |w|/2$ | $w$ | $\dim(\tilde{V}_w)$ |
|---|---|---|
| 0 | 0 0 0 0 | 0 1 |
| 2 | 2 0 0 0 | -2 1 |
| 3 | 3 0 0 0 | -3 1 |
| 4 | 2 2 0 0 | -2 1 |
| 5 | 3 2 0 0 | -2 1 |

We note that there are no such cases with $|w| = 2$

We note that there are no such cases with $|w| = 2$

$\Pi_{Td}(V_w)$ where $\sigma$ acts as $P_\sigma^\otimes n$. This is not the action associated to the representation $V_w$. That action involves an extra determinant term, with $\sigma$ acting as $\pi(P_\sigma) = \det(P_\sigma)^{|w_d|} P_\sigma^\otimes n = \text{sgn}(\sigma)^{|w_d|} P_\sigma^\otimes n$. Taking into account this adjustment, we finally obtain the following means of computing $\dim(\tilde{V}_w)$.

**Corollary 4.3** Let $\chi$ be the character of the trivial representation of $S_d$ if $|w_d|$ is even, and the character of the sign representation if $|w_d|$ is odd. Then, in the setting of Proposition 4.2, $\dim(\tilde{V}_w) = \langle \chi_0, \chi \rangle = c_{\phi_0, \chi}$.

With this fact in hand, $\dim(\tilde{V}_w)$ may be computed using standard symbolic algebra tools; we have used the SageMath package for this purpose. What will be convenient is that often $\dim(\tilde{V}_w) = 0$, and for small $\|w\|_1$ when the dimension is non-zero then it is 1. We list all indices $w$ where $|w| \leq 10$ and where $\dim(\tilde{V}_w) > 0$ in Table 1; we will only look at $|w| \leq 6$ in the sequel, but include further results for the sake of completeness.

**Remark 4.4** It seems plausible based on the data presented in Table 1 to conjecture that $\dim(\tilde{V}_w) \neq 0$ only when $w$ has at most two non-zero positive entries and two non-zero negative entries. It is an interesting open problem to derive such a constraint from Corollary 4.3.
4.4 Final computer verification

Finally, we describe the last part of our proof, which is essentially a brute-force computer-assisted treatment of the few cases where \( \dim(\tilde{V}_w) = 1 \) for \( |w| \leq 6 \). In particular, per the results presented in Table 1, it suffices to consider \( w = (k, 0, 0, 0, 0, -k) \) for \( k \in \{2, 3\} \). The code for performing these verifications, which is implemented in the SageMath system, is available in the online supplementary materials [41]. Here we give a brief overview of how these calculations are implemented; further details of optimizations made in the code are also discussed in Appendix D.

We would like to show that
\[
\frac{-1}{6} I \preceq \hat{\mu}[H](\pi) = \Pi_{\mathbb{T}^d \times S_d} \pi(H) \Pi_{\mathbb{T}^d \times S_d},
\]

The preceding discussion has shown that, for the two cases we are interested in, \( \dim(\tilde{V}_w) = 1 \), so it suffices to produce some \( 0 \neq v \in \tilde{V}_w \) (all such vectors will be scalar multiples of one another) and verify that
\[
-\frac{1}{6} \|v\|^2 \leq v^\top \pi(H)v. \tag{10}
\]

We describe how to find such non-zero \( v \) in Appendix C.3 using the combinatorial description of a basis of \( \Pi_{\mathbb{T}^d}(V_w) \) and the formula for \( \Pi_{S_d} \). It is important that this \( v \) is very sparse, since it belongs to \((\mathbb{C}^d)^{\otimes n}\) for \( n = d|w_d| \), which can have dimension as large as \( 6^{6.3} > 10^{14} \) for \( w = (-3, 0, 0, 0, 0, 3) \). As shown there, \( v \) will lie in the subspace spanned by the
\[
x_i := \sum_{\sigma \in S_d} \text{sgn}(\sigma)^{|w_d|} e_{\sigma(i)} = \sum_{\sigma \in S_d} \text{sgn}(\sigma)^{|w_d|} e_{\sigma(i_1)} \otimes e_{\sigma(i_2)} \otimes \cdots \otimes e_{\sigma(i_{d|w_d|})},
\]
for \( i \in [d]^n \) where every index appears exactly \( |w_d| \) times in \( i \), and will have all entries belonging to \( \{-1, 0, 1\} \). We then compute \( \|v\|^2 \) directly by counting the non-zero entries in \( v \).

In this section we describe the structure of \( \pi(H) \) sufficiently to specify the rest of this computation. As we view \( \pi \) as acting on a subspace of \((\mathbb{C}^d)^{\otimes n}\), we may identify
\[
\pi(H) = \det(H)^{-|w_d|} H^{\otimes n}.
\]

The determinant term is not trivial to compute, but fortunately was treated in previous literature.

**Proposition 4.5** (Table 1 of [42]) Suppose \( d = 4q + r \) for some \( r \in \{0, 1, 2, 3\} \). Then,
\[
\det(F_d) = \begin{cases} (-1)^q i & \text{if } r = 0, \\ (-1)^q & \text{if } r = 1, \\ (-1)^q+1 & \text{if } r = 2, \\ (-1)^q+1 i & \text{if } r = 3. \end{cases} \tag{11}
\]
In particular, in our case of \( d = 6 \) we have \( q = 1 \) and \( r = 2 \), so \( \text{det}(F_6) = 1 \) and we may discard this term. Writing \( s := |w_d| \), the right-hand side of (10) will then be a linear combination of quantities of the form

\[
f(i, j) := x_i^\top \pi(H) x_j = \det(F_d)^{-s} \frac{1}{(d!)^2 d^{2d}} \sum_{\sigma, \sigma' \in S_d} \text{sgn}(\sigma \sigma')^s \exp\left(\frac{2\pi i}{d} (\sigma(i), \sigma'(j))\right).
\]

One can see that some of the information contained in a pair of indices \( i, j \) is redundant, and, in order to compute \( f(i, j) \), we only need to keep track of how often various indices occur in the same position in \( i \) and \( j \). For this we introduce the formalism of the \( S \)-matrix.

**Definition 4.6 (S-matrix)** Given a pair of indices \( i, j \), we define \( S_{i,j} \in \mathbb{Z}/d\mathbb{Z} \) by

\[
S_{i,j} = |\{ t : i_t = m \text{ and } j_t = n \}| \mod d.
\]

This matrix satisfies \( \sum_k S_{k,\ell} = \sum_\ell S_{k,\ell} = s \mod d \) for every \( j \), which is sometimes called the property of being a magic square (modulo \( d \)).

Equivalently, such \( S \) is the adjacency matrix of an \( s \)-regular bipartite graph with \( d \) nodes on either side of the bipartition and repeated edges permitted, where furthermore the counts of repeated edges may be interpreted modulo \( d \).

These matrices determine the function we are interested in as follows.

**Lemma 4.7** \( f(i, j) \) is determined by the corresponding \( S = S_{i,j} \) matrix, in particular

\[
f(i, j) = f(S) = \frac{\det(F_d)^{-s} \frac{1}{(d!)^2 d^{2d}}}{\sum_{\sigma, \sigma' \in S_d} \text{sgn}(\sigma \sigma')^s \exp\left(\frac{2\pi i}{d} (\sigma(c), \sigma'(c))\right)}
\]

for \( c = (1, 2 \ldots, d) \).

When \( S \) is interpreted as the adjacency matrix of an \( s \)-regular bipartite multigraph with \( d \) vertices on each side of the bipartition, then the computation above may be viewed as indexed by all labellings of either side with the numbers \( 1, \ldots, d \), and where the inner product in the exponential is the sum of products of pairs of numbers on opposite sides of each edge.

We complete our symbolic verification by computing \( f(S) \) for all \( S \) with row and column sums equal to 2 and 3 as a preprocessing step, and then computing the requisite summation of those quantities given by the Young symmetrizer. We provide this intermediate result together with the code in [41]; indeed, understanding what governs the behavior of \( f(S) \) is likely to be one of the main technical obstacles to a more conceptual and general proof of positivity.

We remark on just one final computational shortcut: as is clear from the formulas above, \( f(S) \) is invariant under permutations of the rows and columns of \( S \), except...
for incurring a change in sign according to the sign of the permutation if $s$ is odd. Thus it suffices to precompute the values of such $S$ up to permutations. By repeatedly applying Hall’s marriage theorem, we find that any $S$ is a sum of permutation matrices, $S = P_1 + P_2 + \cdots + P_s$. We may then multiply $S$ on the left by $QP_1^{-1}$ and on the right by $Q^{-1}$, obtaining

$$QP_1^{-1}SQ^{-1} = I + \sum_{k=2}^{s} QP_1^{-1}P_k Q^{-1}.$$  

Thus, it suffices to precompute $f(S)$ for those cases where $P_1 = I$ and $P_2$ is some canonical representative of its conjugacy class, which depends only on the cycle type. For $s = 1$ this leaves only one matrix, for $s = 2$ and $d = 6$ it leaves 11 matrices (as there are 11 partitions of the number 6), and for $s = 3$ and $d = 6$ it leaves $11 \cdot 6! = 7920$ partitions. Of course, these numbers quickly grow for increasing $s$, but for $s \leq 3$ and $d = 6$ these computations fortunately remain tractable.

Further details on how these results are substituted into the main computations of $\|v\|^2$ and $v^\top \pi(H)v$ are given in Appendix D.

**Remark 4.8** We do not know, in general, how to compute $f(i,j)$ in closed form, and this is an intriguing open question that would likely need to be addressed to generalize our results to higher polynomial degrees. A more principled approach might take advantage of the representation theory of the action of $S_n$ on “balanced partitions” of $[n] = [|w_d| \cdot d]$ into $d$ parts of size $|w_d|$. Unfortunately, the decomposition of the associated representation into irreducible representations of $S_n$ appears to be unknown in general; see, e.g., Chapter 12 of [43]. We note that this is different from the representation-theoretic questions considered in [25], who are led by a different convex relaxation to study representations of the “wreath product” of two symmetric groups, which in our setting arises as the subgroup of $S_n$ that is the stabilizer of any given balanced partition.
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**Appendix A Sufficiency of symmetric dual certificates**

Recalling the original problem of MUBs, we notice that their definition is invariant under permutations of the basis vectors and multiplications of each basis by a complex number of unit norm. It is therefore reasonable to expect that the upper bound obtained
from (3) or the dual bound from (4) should also be invariant under such transformations. We formalize this intuition in the following two theorems, which can be applied by taking $W = \mathbb{T}^d \rtimes S_d$ (per Definition 3.1). We note that similar ideas have appeared in the literature before, e.g., in [44] for the case of an abelian group.

**Theorem A.1** Suppose that $G$ is a compact group and $W \leq G$ is a closed subgroup such that $wA = Aw = A$ for all $w \in W$. Then, we may add to (3) the constraint that $h$ is invariant under $W$, i.e., that $h(wg) = h(gw) = h(g)$ for any $g \in G$ and $w \in W$, without changing the value of $B(G, A)$.

**Proof** Since $W$ is a closed subgroup and $G$ is compact, $W$ is also a compact group and so is endowed with a left- and right-invariant Haar probability measure $\nu_W$. We consider replacing some $h$ feasible for (3) by

$$h_W(g) := \int_W \int_W h(w_1gw_2)d\nu_W(w_1)d\nu_W(w_2).$$

Clearly $h_W$ is still in $C_{\leq 0,A^c}$. Since $h$ is positive definite, we may write it as

$$h(g) = \langle \pi(g)v, v \rangle$$

for some $\pi : G \rightarrow \mathcal{H}$ a unitary representation for some Hilbert space $\mathcal{H}$ and $v \in \mathcal{H}$. We then we obtain

$$h_W(g) = \left\langle \pi(g) \int_W \pi(w)d\nu_W(w)v, \int_W \pi(w^{-1})d\nu_W(w)v \right\rangle = \left\langle \pi(g) \int_W \pi(w)d\nu_W(w)v, \int_W \pi(w)d\nu_W(w)v \right\rangle,$$

where we used that the pushforward of $\nu_W$ under the map $w \mapsto w^{-1}$ is also a left- and right-invariant probability measure on $W$ and so must equal $\nu_W$. This shows that $h_W$ is also a positive definite function. Since $h(g) \leq h(e)$ for all $g \in G$, we have $h_W(e) \leq h(e)$ and thus $h_W(e)$ is feasible for (3), has the required invariance, and has an objective value at most that of $h$. $\square$

We note that the polynomial $h_0$ used in [7] to rederive the Welch bound (our (2)) already fulfills this invariance property.

To formulate an analogous reduction for the dual program, for $w \in G$ and $f \in C(G)$, define

$$(L_w f)(g) := f(w^{-1}g),$$

$$(R_w f)(g) := f(gw).$$
These operators also admit adjoints acting on measures, which integrate $f \in C(G)$ through
\[
\int_G f(g) dL^*_w \mu = \int_G f(w^{-1}g) d\mu(g),
\]
\[
\int_G f(g) dR^*_w \mu = \int_G f(gw) d\mu(g).
\]

**Theorem A.2** With $W \leq G$ as in Theorem A.1, we may add to (4) the constraint that $\mu$ is invariant under $W$, i.e., that $L^*_w \mu = R^*_w \mu = \mu$ for any $w \in W$, without changing the value of $B^*(G, A)$.

**Proof** Suppose $\mu$ is feasible for (4), i.e., that $\delta_e + \mu \succeq c\nu$. Then, we want to show that $[\mu]$ defined by
\[
[\mu] := \int_W \int_W R^*_w L^*_w \mu d\nu_W(w_1) d\nu_W(w_2),
\]
for $\nu_W$ the Haar probability measure on $W$, fulfills
\[
\delta_e + [\mu] \succeq c\nu.
\]
We will show this by checking the value of the Fourier transform on each irrep of $G$.

For the trivial representation, the associated scalar inequality is $1 + \mu(G) \geq c$, which is the same as the feasibility condition for $\mu$ evaluated on the trivial representation, since $\int_G d\mu = \int_G d[\mu] = \mu(G)$. Suppose now that $\pi$ is non-trivial. Then, the feasibility condition for $\mu$ gives us
\[
I + \int \pi(g) d\mu \succeq 0.
\]
We then have
\[
I + \int_W \int_W \int_G \pi(w_1^{-1}gw_2) d\nu_W(w_1) d\mu(g) d\nu_W(w_2) = I + P \int \pi(g) d\mu P.
\]
For
\[
P = \int_W \pi(w) d\nu_W(w) = \int_W \pi(w^{-1}) d\nu_W(w) = P^*,
\]
which, as the name suggests, is a projection onto the subspace invariant under $\pi(w)$ for any $w \in W$. Since we have
\[
I + \int \pi(g) d\mu \succeq 0,
\]
we also have
\[ P \left( I + \int \pi(g) d\mu \right) P \succeq 0, \]
and since \( P \) is a projection we have \( I \succeq P = PPP \), whereby
\[ I + P \int_G \pi(g) d\mu(g) P \succeq P \left( I + \int \pi(g) d\mu \right) P \succeq 0, \]
completing the proof. \( \square \)

**Remark A.3** \( S_d, T^d \) and their semidirect product can be realized as subgroups of \( U(d) \). All of these groups are equipped with Haar measures, which we will denote by \( \nu_{T^d}, \nu_{S_d} \) and \( \nu_{T^d \rtimes S_d} \) respectively. We can abuse notation and reuse this notation for the push-forward of these under the natural inclusion as measures on \( U(d) \). We then have, in the notation of Appendix B,
\[ \nu_{T^d \rtimes S_d} = \nu_{S_d} * \nu_{T^d} = \nu_{T^d} * \nu_{S_d} \]
as well as
\[ \nu_H = \nu_H^* = \nu_H^* \nu_H, \]
for each group \( H \in \{ S_d, T^d, T^d \rtimes S_d, U(d) \} \).

The operation \([\cdot]\) described in Theorem A.2 can then be defined concisely as
\[ [\lambda] = \nu_{T^d \rtimes S_d} * \lambda * \nu_{T^d \rtimes S_d}. \]
Further, \( \Pi_H \) is equal to \( \hat{\nu}_H(\pi) \) whenever it occurs in the main text.

**Appendix B** Banach \(*\)-algebra interpretation of positive definite measures

We mention an alternative viewpoint on positive definite measures that clarifies some matters raised in the main text. If \( G \) is a compact group, then \( \mathcal{M}(G) \) is a Banach \(*\)-algebra under the convolution product \( \lambda * \mu \) defined by
\[ \int_G f(g) d(\lambda * \mu)(g) := \int_G \int_G f(gh) d\lambda(g) d\mu(h) \]
and the involution \( \lambda \mapsto \lambda^* \) defined by
\[ \int_G f(g) d\lambda^*(g) = \int_G \overline{f(g^{-1})} d\lambda(g). \]
We note that $\lambda$ here is \textit{a priori} a complex-valued measure, rather than the real-valued measures that we deal with in the majority of the main text, so we cannot merely cancel the two conjugations.

One can then check that, for any representation $\pi$ of $G$, the map that evaluates the Fourier transform at $\pi$,

$$\lambda \mapsto \hat{\lambda}(\pi),$$

is a $\ast$-algebra morphism. That is, we have

$$\hat{\lambda} \ast \hat{\mu}(\pi) = \hat{\lambda}(\pi) \hat{\mu}(\pi),$$
$$\hat{\lambda}^\ast(\pi) = (\hat{\lambda}(\pi))^\ast,$$
$$\hat{\lambda} + \hat{\mu}(\pi) = \hat{\lambda}(\pi) + \hat{\mu}(\pi).$$

Combining this with Theorem 2.3 then gives that all measures of the form $\lambda \ast \lambda^\ast$ are positive definite, i.e., $\lambda \ast \lambda^\ast \in \mathcal{M}_{\geq 0}(G)$.

**Appendix C Representation theory of $U(d)$**

The unitary group $U(d)$ consists of all $d \times d$ complex matrices $U$ which satisfy $U^*U = I$. It is a compact topological group (indeed, also a Lie group) under the subspace topology of $\mathbb{C}^{d \times d}$ and the operation of matrix multiplication. We review some standard facts about its representation theory below, drawing on the standard references [36, 45] for general theory and [46] for aspects of the specific case of $U(d)$.

**C.1 Young diagrams, tableaux, and symmetrizers**

Given a partition of $n$, $\mathbf{f} = (f_1, \ldots, f_k)$ with $\sum f_i = n$ and $f_1 \geq f_2 \geq \cdots \geq f_k > 0$, we can associate to it a \textit{Young diagram}, which is a collection of boxes with $f_1$ boxes in the first row, $f_2$ in the second, and so on. For example, this is the diagram associated to the partition $(5, 3, 1)$:

```
  |   |   |   |
  | |   |   |
  | |   |   |
  - - - - -
```

A way of filling these boxes with numbers is a \textit{Young tableau} of \textit{shape} $\mathbf{f}$. A Young tableau is called \textit{standard} if it is increasing in both the rows and columns, and \textit{semistandard} if it is non-decreasing in the rows and increasing in the columns. We call the \textit{default} standard tableau of a given shape (this is not typical terminology) the one obtained by putting in the numbers $1, \ldots, n$ consecutively across the rows, as in, for example:
We will denote the set of semistandard Young tableaux with shape $f$ and filled with numbers in $1, \ldots, m$ by $\mathcal{Y}_f(m)$. For instance,

$$
\begin{bmatrix}
1 & 1 & 1 & 1 & 3 \\
2 & 2 & 2 \\
3
\end{bmatrix}
$$

is in $\mathcal{Y}_{(5,3,1)}(3)$.

The content $c$ of a Young tableau $T \in \mathcal{Y}_f(m)$ has $c_i$ equal to the number of times $i$ appears in $T$. For example, the content of (C1) is $(4, 3, 2)$. $\mathcal{Y}_f^c(m)$ will denote the set of Young tableaux in $\mathcal{Y}_f(m)$ with content $c$.

Finally, given a Young diagram of $n$ boxes associated to a partition $f$ and $T_0$ the default standard Young tableau, we let $R \leq S_n$ be the subset of permutations that fix each row of $T_0$ and $C \leq S_n$ the subset of permutations that fix each column of $T_0$. Suppose $V$ is some fixed vector space, then for $\sigma \in S_n$ we let $F_{\sigma} : V^\otimes n \to V^\otimes n$ be the linear operator permuting the tensor axes according to $\sigma$ (i.e., mapping $v_1 \otimes \cdots \otimes v_n \mapsto v_{\sigma(1)} \otimes \cdots \otimes v_{\sigma(n)}$ and extending this action by linearity to all tensors). Clearly we have $F_{\sigma \tau} = F_{\sigma} F_{\tau}$ (indeed, the mapping $\sigma \mapsto F_{\sigma}$ is a representation of the symmetric group). Then, we define the Young symmetrizer associated to this Young diagram on $V^\otimes n$ to be the linear operator

$$
Y_f := \sum_{\sigma \in R} \sum_{\tau \in C} \text{sgn}(\tau) F_{\tau \sigma}.
$$

## C.2 Irreducible representations of $U(d)$

We now describe the irreps of $U(d)$, following [46]. This description begins with the observation that, inside $U(d)$, there is a maximal abelian subgroup of diagonal matrices

$$
D_\lambda = \begin{pmatrix}
\lambda_1 \\
& \ddots \\
& & \lambda_d
\end{pmatrix}
$$

with $|\lambda_i| = 1$, which is isomorphic to the $d$-dimensional torus $\mathbb{T}^d$, viewed as the $d$-fold direct product of the unit circle in $\mathbb{C}$ with itself.

### C.2.1 Weights

In this subsection we will see how the character of an irrep only depends on a vector $w \in \mathbb{Z}^d$ which we will call the weight of the representation.
Consider any irrep $\pi$ of $U(d)$ on a finite dimensional vector space $V$ of dimension $m$. The linear maps $\pi(D_{\lambda})$ for $\lambda \in \mathbb{T}^d$ commute with each other, so there is a basis of $V$ with respect to which they are diagonal,

$$\pi(D_{\lambda}) = \begin{pmatrix} \pi_1(D_{\lambda}) & \cdots & \pi_m(D_{\lambda}) \end{pmatrix}.$$

Each $\pi_i$ is a one-dimensional representation of $\mathbb{T}^d$, a continuous group homomorphism into $\mathbb{C}$. Such group homomorphisms are of the form

$$\pi_i(D_{\lambda}) = \lambda^{w_i} = \prod_{j=1}^{d} \lambda_{ij}^{w_{ij}}$$

for a unique $w_i = (w_{i1}, \ldots, w_{id}) \in \mathbb{Z}^d$. Thus, $V$ admits a decomposition into weight subspaces, $V = V_1 \oplus \cdots \oplus V_\ell$, where $V_i$ is the coordinate subspace in the basis diagonalizing the $\pi(D_{\lambda})$ corresponding to the coordinates $i$ with a given weight.

We introduce the lexicographic ordering on $\mathbb{Z}^d$, for which $v > v'$ if the first nonzero entry in $v - v'$ is positive. The weight $w$ of $\pi$ that is largest among all the weights under this ordering is called the weight of $\pi$. It turns out that $\pi$ is uniquely determined by this weight, as is shown in the presentation of [46] by verifying that the character of $\pi$ is determined by this weight.

Let us give this description of the character, since it will also be useful below. We introduce the polynomials

$$a_f(\lambda) := \sum_{\sigma \in S_d} \operatorname{sgn}(\sigma) \prod_{i=1}^{d} \lambda_{\sigma(i)}^{f_i} = \det \begin{pmatrix} \lambda_1^{f_1} & \cdots & \lambda_d^{f_1} \\ \vdots & \ddots & \vdots \\ \lambda_1^{f_d} & \cdots & \lambda_d^{f_d} \end{pmatrix}.$$

We then have the following result.

**Lemma C.1** Suppose $\pi$ is an irrep of $U(d)$ with weight $w = (w_1, \ldots, w_d)$. Then, the character $\chi_\pi$ of $\pi$ is the unique function on $U(d)$ that is constant on conjugacy classes and whose value on diagonal matrices is given by

$$\chi_\pi(D_{\lambda}) = \frac{a(w_1+d-1, \ldots, w_d)(\lambda)}{a(d-1, \ldots, 1, 0)(\lambda)}.$$

The right-hand side is a polynomial upon performing the polynomial division.

Note that the denominator is the ordinary Vandermonde determinant:

$$a_{(d-1, \ldots, 1, 0)}(\lambda) = \Delta(\lambda) := \det \begin{pmatrix} \lambda_1^0 & \cdots & \lambda_d^0 \\ \vdots & \ddots & \vdots \\ \lambda_1^{d-1} & \cdots & \lambda_d^{d-1} \end{pmatrix} = \prod_{1 \leq i < j \leq d} (\lambda_j - \lambda_i).$$
C.2.2 From weights to representations

Our next goal is to construct an irrep of $U(d)$ with a given weight $w \in \mathbb{Z}^d$. It will be convenient to work first with a vector $f \in \mathbb{Z}^d$ all of whose components are non-negative. We take $f$ given by $f_j = w_j - w_d$ if this is not the case. This $f$ is a partition of $n := \sum (w_j - w_d)$.

We then realize $\pi$ on a subspace $V_f \subset (\mathbb{C}^d)^{\otimes n}$, on which $U \in U(d)$ acts as $U^{\otimes n}$. This subspace is just $V_f = Y_f (\mathbb{C}^d)^{\otimes n}$, where $Y_f$ is the Young symmetrizer defined in Appendix C.1. We also describe an explicit basis for this subspace below.

For $w_d < 0$, call $\pi_f$ the representation for $f$ obtained above. We then instead consider the representation $\pi_w = \pi_f \otimes \eta^{\otimes |w_d|}$, where $\eta$ is the one-dimensional representation with $\eta(U) = \det(U)$. Irreducibility of $\pi_f$ implies irreducibility of $\pi_w$, so it suffices to check that $\pi_w$ indeed has weight $w$.

We note that $\eta$ is itself an irrep with weight $(-1, \ldots, -1)$, since $\eta(D_\lambda) = \lambda_1^{-1} \cdots \lambda_d^{-1}$. Thus for $\pi_w$ we have

$$\pi_w(D_\lambda) = \lambda_1^{f_1-w_d} \cdots \lambda_d^{f_d-w_d} = \lambda_1^{w_1} \cdots \lambda_d^{w_d},$$

and thus $\pi_w$ is an irrep with weight $w$.

We note in particular that, as a consequence of this discussion, the irrep with weight $w$ occurs as an irreducible subrepresentation of $\rho^{\otimes n} \otimes \eta^{\otimes |w_d|}$, where $\rho$ is the natural representation as in the main text.

C.2.3 Explicit bases

In addition to the above description, we may give quite explicit bases for $V_f$. Given a tableau $T$ of shape $f$,

$$\begin{array}{cccccc}
  t_{1,1} & t_{1,2} & t_{1,3} & \cdots & t_{1,f_1-1} & t_{1,f_1} \\
  t_{2,1} & t_{2,2} & t_{2,3} & \cdots & t_{2,f_2} \\
  \vdots & \vdots & \vdots & \ddots & \vdots & \vdots
\end{array}$$

with $t_{i,j} \in [d]$, we can associate an element of $(\mathbb{C}^d)^{\otimes n}$ to $T$ by setting

$$e_T := e_{t_{1,1}} \otimes e_{t_{1,2}} \otimes \cdots \otimes e_{t_{1,f_1}} \otimes \cdots \otimes e_{t_{k,1}} \otimes \cdots \otimes e_{t_{k,f_k}},$$

(C2)

taking tensor products of basis vectors across the rows of $T$. We then have the following description.
Lemma C.2 (Proposition 21 of [47]) The set
\[ \{ Y_f e_T : T \in \mathcal{Y}_f(d) \} \]
forms a basis of \( V_f \).

Note that this result implicitly contains the standard description of \( \dim(\pi_f) \) as the number of semistandard Young tableaux of shape \( f \) with entries in \( [d] \).

A further extension of this result gives explicit bases for each individual weight subspace of \( V_f \) (note that the weight subspaces of \( V_w \) are the same as those of the associated \( V \) after shifting all weights by \( -w_d \)).

Lemma C.3 The set
\[ \{ Y_f e_T : T \in \mathcal{Y}_w^f(d) \} \]
forms a basis of the weight subspace of \( V_f \) having weight \( w \).

This result likewise gives a description of the dimensions of various weight subspaces as the numbers of semistandard Young tableaux with shape and various contents, as well as a description of the set of weights of \( \pi_f \).

C.3 Finding a non-zero element of \( \widetilde{V}_w \)

In the main text, we are concerned with the subspace \( \widetilde{V}_w \subseteq V_w \) that is invariant under the action of \( \mathbb{T}^d \times S_d \triangleleft U(d) \). As we discuss in Sect. 4.3.1, the subspace invariant under \( \mathbb{T}^d \) is precisely the subspace associated to the weight \( (0, \ldots, 0) \) in the above sense. Accordingly, Lemma C.3 gives that the \( Y_f e_T \) for \( T \) a semistandard Young tableau of weight \( f \) and content \( (|w_{d_1}|, \ldots, |w_{d_d}|) \) (i.e., a tableau where each \( i \in [d] \) occurs an equal number of times) form a basis for \( \Pi_{\mathbb{T}^d} V_w \).

For the computations in Sect. 4.4, in the case where \( \widetilde{V}_w \neq \{0\} \), we need only find a single non-zero vector in \( \widetilde{V}_w \). Equivalently, it suffices to find \( T \) a tableau as above such that \( \Pi_{S_d} Y_f e_T \neq 0 \). Since \( S_d \) is finite, the projection \( \Pi_{S_d} \) is given in a closed form that can be used computationally, so we simply search for such \( T \) by brute force. We remark that the above does not hold for every \( T \) of suitable shape and content, so it is indeed important to check that the appropriate projection is non-zero.

C.4 Decomposition of tensor products of natural representations

In the main text, we need to obtain restrictions on the irreps occurring in certain tensor product representations, which we consider here. The natural representation \( \rho \) of \( U(d) \) is the \( d \)-dimensional irrep with \( \rho(U) = U \). Its dual is \( \rho^*(U) = \overline{U} \). In the main text, we wish to constrain the irreps occurring in tensor products of the form
\[ \rho_{r,r'} := \rho^\otimes r \otimes (\rho^*)^\otimes r', \]
for some \( r, r' \geq 0 \).

More specifically, we wish to constrain the irreps occurring in all such tensor products with \( r + r' \leq k \) for some \( k \). We recall that the reason for this is that the matrix coefficients of these tensor product representations, taken together, span \( \mathbb{C}_{\leq k}[U, \overline{U}] \), the space of polynomials of degree at most \( k \) in the \( U_{ij} \) and their conjugates.

We obtain such constraints using character theory. The character of the tensor product representation is invariant on conjugacy classes and on diagonal matrices is given by

\[
\text{tr}(\rho_{r,r'}(D_\lambda)) = \left( \sum_{i=1}^{d} \lambda_i \right)^r \left( \sum_{i=1}^{d} \overline{\lambda}_i \right)^{r'}.
\]

Using Lemma C.1, the multiplicity of an irrep \( \pi \) with weight \( w \) in \( \rho_{r,r'} \) is given by the inner product of characters,

\[
m_{w \rightarrow r,r'} := \int_{U(d)} \chi_\pi(U) \overline{\chi_{\rho_{r,r'}}(U)} d\nu(U).
\]

To compute this, we use the following general tool for integrating functions constant on conjugacy classes (this also plays an important role in the usual derivation of the character formula in Lemma C.1).

**Proposition C.4** (Weyl integration formula) Let \( f \) be a continuous function on \( U(d) \) that is constant on conjugacy classes. Then,

\[
\int_{U(d)} f(U) dU = \frac{1}{d!} \int_{T^d} f(\lambda) |\Delta(\lambda)|^2 d\lambda.
\]

Thus, we find

\[
m_{w \rightarrow r,r'} = \frac{1}{d!} \int_{T^d} a_{(w_1+d-1,...,w_d)}(\lambda) \Delta(\lambda) \left( \sum_{i=1}^{d} \lambda_i \right)^r \left( \sum_{i=1}^{d} \overline{\lambda}_i \right)^{r'} d\lambda.
\]

This can be non-zero only if some monomial is shared between the two polynomials

\[
\Delta(\lambda) \left( \sum_{i=1}^{d} \lambda_i \right)^r \left( \sum_{i=1}^{d} \overline{\lambda}_i \right)^{r'} \text{ and } a_{(w_1+d-1,...,w_d)}(\lambda),
\]

after canceling \( \lambda_i \overline{\lambda}_i = 1 \) and interpreting \( \overline{\lambda}_i = \lambda_i^{-1} \) as a monomial with negative exponent.

The monomials occurring in the former have tuples of exponents of the form

\[
\sigma(d-1, \ldots, 0) + (s_1, \ldots, s_d),
\]
for $\sigma \in S_d$ and the latter tuple satisfying
\[
\sum_{i=1}^{d} \max\{s_i, 0\} \leq r, \quad (C3)
\]
\[
\sum_{i=1}^{d} \min\{s_i, 0\} \geq -r'. \quad (C4)
\]

The monomials occurring in the latter have tuples of exponents of the form
\[
\sigma(w_1 + d - 1, \ldots, w_d)
\]
for $\sigma \in S_d$. Thus, a monomial can be shared between the two only if there exist $\sigma, \tau \in S_d$ such that
\[
s := \sigma(w_1 + d - 1, \ldots, w_d) - \tau(d - 1, \ldots, 0)
\]
satisfies (C3) and (C4).

The following general combinatorial result restricts when it is possible to achieve this.

**Proposition C.5** Suppose $a_1 \geq \cdots \geq a_d$ and $b_1 \geq \cdots \geq b_d$. Define, for $\sigma, \tau \in S_d$,
\[
F_+(\sigma, \tau) := \sum_{i=1}^{d} \max\{a_{\sigma(i)} - b_{\tau(i)}, 0\},
\]
\[
F_-(\sigma, \tau) := \sum_{i=1}^{d} \min\{a_{\sigma(i)} - b_{\tau(i)}, 0\}.
\]
Then, $F_+(\sigma, \tau)$ is minimized and $F_-(\sigma, \tau)$ is maximized when $\sigma = \tau$.

**Proof** In this proof let us write $\text{id}$ for the identity permutation. Without loss of generality, we may assume $\sigma = \text{id}$. Let $\tau \in S_d$ have $F_+(\text{id}, \tau) < F_+(\text{id}, \text{id})$. Then $\tau \neq \text{id}$, so there exist $1 \leq i < j \leq d$ that are transposed by $\tau$, i.e., having $\tau(i) > \tau(j)$.

Define $\tau' := (\tau(i) \tau(j)) \circ \tau$. We claim that then $F_+(\text{id}, \tau') \leq F_+(\text{id}, \tau)$. Repeating this procedure shows eventually that $F_+(\text{id}, \text{id}) \leq F_+(\text{id}, \tau)$, which is a contradiction and gives the result for $F_+$. For $F_-$ a symmetric argument applies.

Let us write $k := \tau(j) < \tau(i) := \ell$. Then,
\[
F_+(\text{id}, \tau') - F_+(\text{id}, \tau) = \max\{a_i - b_k, 0\} + \max\{a_j - b_\ell, 0\} - \max\{a_i - b_\ell, 0\} - \max\{a_j - b_k, 0\}.
\]

Enumerating all possible orderings of the four numbers $a_i \geq a_j$ and $b_k \geq b_\ell$ shows that this is always non-positive, completing the argument. \qed
The following results then follow immediately from applying the Proposition to our preceding computations.

**Lemma C.6** If an irrep of $U(d)$ with weight $\mathbf{w} = (w_1, \ldots, w_d) \in \mathbb{Z}^d_+$ occurs as a subrepresentation of $\rho^{\otimes r} \otimes (\rho^{\ast})^{\otimes r'}$, then

$$\sum_{i=1}^d \max\{0, w_i\} \leq r,$$

$$\sum_{i=1}^d \min\{0, w_i\} \geq -r'.$$

**Corollary C.7** If an irrep of $U(d)$ with weight $\mathbf{w} = (w_1, \ldots, w_d) \in \mathbb{Z}^d_+$ occurs as a subrepresentation of $\rho^{\otimes r} \otimes (\rho^{\ast})^{\otimes r'}$ for any $r, r' \geq 0$ with $r + r' \leq k$, then $|\mathbf{w}| \leq k$.

### Appendix D Details and optimizations of symbolic verification

We mention a few further properties that we take advantage of in the code implementing our computations to save computing time. We note also that essentially the same calculations as well as a similar algorithm for performing them have appeared in the literature on applying semidefinite programs to coding theory [48, 49].

Let us recall the setting of our main computation. For $\mathbf{w}$ one of the two weights $(s, 0, 0, 0, 0, -s)$ for $s \in \{2, 3\}$, let $\mathbf{f}$ be the associated partition of $n = ds = 6s$, which in these cases will be $\mathbf{f} = (2s, s, s, s, s, s)$. Following the simple brute force procedure in Appendix C.3, we find a semistandard Young tableau $T$ of shape $\mathbf{f}$ and of content $(s, s, s, s, s, s)$ (i.e., containing each index $i \in [6]$ exactly $s$ times) such that $v := \Pi_{S_d} Y_f e_T \neq 0$.

Let us expand the definitions and write $v$ explicitly. We recall from Appendix C the definitions related to $Y_f$: we have $T_0$ a standard Young tableau of the same shape as $T$, labelled by the numbers $1, 2, \ldots, n$ increasing across the rows. To $T_0$ we associate the subgroups $R, C \leq S_n$ fixing the sets of labels of each row and each column, respectively. We then have $Y_f = \sum_{\sigma \in R} \sum_{\tau \in C} \text{sgn}(\tau) F_{\tau\sigma}$, where $F_{\tau\sigma}$ permutes the tensor axes according to $\sigma$. Finally, the matrix $\Pi_{S_d}$ averages over $\rho \in S_d$ the application of $\rho$ to every axis of a tensor.

Let $t_1, \ldots, t_n \in [d]$ be the indices written in $T$, read across the rows. We then have

$$e_T = e_{t_1} \otimes \cdots \otimes e_{t_n},$$

$$Y_{f} e_T = \sum_{\sigma \in R} \sum_{\tau \in C} \text{sgn}(\tau) e_{l(\tau\sigma)(1)} \otimes \cdots \otimes e_{l(\tau\sigma)(n)},$$

$$v = \Pi_{S_d} Y_{f} e_T = \frac{1}{d!} \sum_{\rho \in S_d} \sum_{\sigma \in R} \sum_{\tau \in C} \text{sgn}(\tau) e_{\rho(l(\tau\sigma)(1))} \otimes \cdots \otimes e_{\rho(l(\tau\sigma)(n))}.$$  

---

1 We thank an anonymous reviewer for bringing these references to our attention.
We are interested in computing quadratic forms $v^\top M v$ for the two matrices $M = \pi(H)$ and $M = I$. These take the form

$$v^\top M v = \frac{1}{d!^2} \sum_{\rho, \rho' \in S_d} \sum_{\sigma, \sigma' \in R} \sum_{\tau, \tau' \in C} \text{sgn}(\tau \tau') (e_{\rho(l(\tau\sigma)(1))} \otimes \cdots \otimes e_{\rho'(l(\tau\sigma')(1))})^\top M e_{\rho'(l(\tau\sigma')(1))} \otimes \cdots \otimes e_{\rho'(l(\tau\sigma')(n))}. $$

Now, defining for two tableaux $A, B$ having shape $f$, entries in $[d]$, and the associated actions of $S_n$ and $S_d$, the function

$$g(A, B) := \frac{1}{d!^2} \sum_{\rho, \rho' \in S_d} e_{\rho(A)}^\top M e_{\rho'(B)}, $$

we may rewrite the above as

$$v^\top M v = \sum_{\sigma, \sigma' \in R} \sum_{\tau, \tau' \in C} \text{sgn}(\tau \tau') g((\tau \sigma)(T), (\tau' \sigma')(T)). $$

When $M = \hat{\pi}(H)$, then $g(A, B)$ is, up to rescaling, just the function $f(i, j)$ from Sect. 4.4, where $i$ and $j$ are the entries of $A$ and $B$ read across the rows. As with $f$, $g(A, B)$ only depends on the associated matrix $S^i_j$ of these vectorizations, and is unchanged by row and column permutations of this matrix. In particular, for any $\eta \in S_n$, we have $g(A, B) = g(\eta(A), \eta(B))$. Applying this transformation with $\eta = \tau^{-1}$ above, we find that we may remove one of the summations over $C$,

$$v^\top M v = |C| \sum_{\sigma, \sigma' \in R} \sum_{\tau \in C} \text{sgn}(\tau) g((\tau \sigma)(T), \sigma'(T)). $$

For another simplification, let $R_{stab} < R$ denote the subgroup of the row stabilizer that further preserves the labelling of each row of $T$ (recalling that $T$, being only semistandard, has repeated indices whereby $R_{stab}$ can be non-trivial). In the code, we abuse naming conventions slightly and refer to this as the row stabilizer of $T$. Let $R_1$ be a set of right coset representatives of $R_{stab}$ in $R$. The value of $g(A, \sigma(B))$ only depends on the right coset of $G$ to which $\sigma$ belongs, so we may collect these terms and find

$$v^\top M v = |C| \frac{|R|}{|R_{stab}|} \sum_{\sigma \in R} \sum_{\sigma' \in R_1} \sum_{\tau \in C} \text{sgn}(\tau) g((\tau \sigma)(T), \sigma'(T)), $$

and, using $g(\tau(A), B) = g(A, \tau^{-1}(B))$, applying the same transformation to $\sigma$, and then moving $\tau$ back to the first argument of $g$ further gives

$$= |C| \left( \frac{|R|}{|R_{stab}|} \right)^2 \sum_{\sigma, \sigma' \in R_1} \sum_{\tau \in C} \text{sgn}(\tau) g((\tau \sigma)(T), \sigma'(T)).$$
For a final simplification, we note that if $\sigma(T)$ contains a repetition of any index in any column, then the summation over $\tau$ will result in zero, since any two terms with $\tau$ differing only by a transposition of these two positions will make opposite contributions. Thus, letting $R_2 \subseteq R_1$ denote only those elements $\sigma \in R_1$ such that $\sigma(T)$ contains no repeated elements in any column, we may again first restrict to $\sigma' \in R_2$, and then, moving $\tau$ between the arguments of $g$ as above, also restrict to $\sigma \in R_2$. We finally obtain:

$$v^\top M v = |C| \left( \frac{|R|}{|R_{\text{stab}}|} \right)^2 \sum_{\sigma, \sigma' \in R_2} \sum_{\tau \in C} \text{sgn}(\tau) g((\tau \sigma)(T), \sigma'(T)).$$

This reduced summation is what our code in [41] directly implements. We note that the leading factor applies to both of the matrices we want to substitute for $M$, so it need not be included in the calculations, and likewise for the $1/d!^2$ factor in the definition of $g$.
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