Non-perturbative finite-temperature Yang-Mills theory
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We present non-perturbative correlation functions in Landau-gauge Yang-Mills theory at finite temperature. The results are obtained from the functional renormalisation group within a self-consistent approximation scheme. In particular, we compute the magnetic and electric components of the gluon propagator, and the three- and four-gluon vertices. We also show the ghost propagator and the ghost-gluon vertex at finite temperature. Our results for the propagators are confronted with lattice simulations and our Debye mass is compared to hard thermal loop perturbation theory.

I. INTRODUCTION

Understanding the phase structure of Quantum Chromodynamics still poses a major challenge. On the theoretical side, its strongly-correlated nature hampers the progress of first-principles approaches in particular at high densities. While lattice simulations struggle with the sign problem, functional methods have to address the resonant interaction structure, which requires particularly advanced truncations of the corresponding generating functionals. The tremendous progress in functional approaches to QCD has recently led to a shift from qualitative bottom-up towards quantitative top-down approaches [1–6], see also [7–22] for reviews. In particular, the functional renormalisation group (FRG) is a first-principles method that allows for quantitative computations of the generating functional of QCD. Recently, the functional QCD (fQCD) collaboration [23] has established a comprehensive framework encompassing both, top-down [16] and bottom-up [24–30] approaches within the FRG framework.

In this work, we focus on thermal correlation functions of the pure gauge sector of QCD. Qualitative control over Yang-Mills theory at zero as well as finite temperature is a pivotal prerequisite for predictive investigations of the QCD phase structure with functional methods. While vacuum Yang-Mills correlation functions have been studied intensively in the past two decades [2, 31–60], results for the finite-temperature correlation functions are scarce, see [61–71] for propagator studies. For the vertices, the situation is even less satisfactory and only exploratory studies exist [72–73].

The main goal of this study is to get quantitative access to the finite-temperature 1PI n-point functions of Yang-Mills theory. These correlators contain all the information about the observables. For example, the resulting propagators and vertices can be used to investigate the center-symmetry phase transition in terms of the Polyakov-loop potential, see e.g. [74–85]. Furthermore, the Debye mass, which has been studied intensively on the lattice [86–89] and hard thermal loop perturbation theory [90–91] as well as with other thermal QCD approaches [92–94], can be extracted from the gluon propagator. Additionally, the correlators allow for the extraction of spectral functions and the calculation of the shear viscosity [95, 96].

To calculate the 1PI n-point functions, we perform a systematic vertex expansion of the effective action with the aim of quantitative precision, controlled by apparent convergence. The zero-temperature baseline for this calculation is provided by [2], a recent FRG study, which incorporates all tensor structures present at the classical level in a self-consistent truncation scheme. Here, we generalise this truncation to finite temperature, which includes the splitting of the correlation functions into electric and magnetic components. In particular, we provide results for the electric and magnetic gluon propagators as well as the electric and magnetic components of the three- and four-gluon vertices. For the propagators, we compare extensively to results obtained in lattice simulations. We use the Debye screening mass to determine a lower bound for the temperature range in which hard thermal loop perturbation theory can be applied straightforwardly. Furthermore, the finite-temperature behaviour of the ghost-induced zero crossing of the three-gluon vertex is investigated. The comprehensive truncation brings along new technical challenges whose solutions are discussed. In summary, this work provides a major step towards investigations of the QCD phase structure from first principles within the functional methods.

This paper is organised as follows. In Sec. II we discuss the finite-temperature vertex expansion, order parameters, and the Debye screening mass. Section III deals with finite-temperature flows of gauge theories. We present our results in Sec. IV and discuss them in Sec. V. Finally, we summarise our findings and give an outlook in Sec. VI. Technical details and numerical checks are provided in the appendices. In particular, we confirm regulator independence in App. A.
II. YANG-MILLS THEORY AT T > 0

We consider Euclidean Yang-Mills theory, whose classical action in general covariant gauges is given by

\[ S = \frac{1}{4} \int_x F_{\mu\nu}^a F_{\mu\nu}^a + \frac{1}{2\xi} \int_x (\partial_\mu A_\mu^a)^2 - \int_x \epsilon^a \partial_\mu D^{ab} \epsilon^b. \]  

(1)

Here, \( A, c \) and \( \partial, \) denote the gluon, ghost and antighost fields and \( \int_x = \int d^4 x. \) The gauge fixing parameter \( \xi \) is taken to zero in Landau gauge, \( \xi \rightarrow 0. \) The field strength tensor and adjoint covariant derivative are given by

\[ F_{\mu\nu}^a = \partial_\mu A_\nu^a - \partial_\nu A_\mu^a + g f^{abc} A_\mu^b A_\nu^c, \]

\[ D^{ab}_\mu = \delta^{ab} \partial_\mu - g f^{abc} A_\mu^c, \]

(2)

where \( f^{abc} \) are the structure constants of the Lie algebra. Our notation largely follows earlier works within the fQCD collaboration [23], and we refer to [1–3, 26] for further details.

A. Finite-temperature vertex expansion

Functional approaches require an approximation of the corresponding generating functional. We use a vertex expansion about the vanishing expectation values of the gluon and ghosts fields, \( A_\mu = 0 \) and \( c = \bar{c} = 0. \) These field values are solutions of the equations of motion and constitute the vacuum at vanishing temperature. The intricacies at finite temperature are discussed in more detail in the next Sec. II B. In the vertex expansion, the effective action is written as a sum over powers of the fields,

\[ \Gamma[\Phi] = \sum_n \frac{1}{n!} \int \prod_{i=1}^n p_i \Gamma^{(n)}(p_1, \ldots, p_n) \Phi(p_1) \cdots \Phi(p_n), \]  

(3)

where \( \Phi = (A_\mu, c, \bar{c}) \) is a superfield and momentum conservation implies \( \sum_i p_i = 0. \) The expansion coefficients in (3) are the 1PI \( n \)-point functions that are in field components given by

\[ \Gamma^{(n)}_{\Phi_i \cdots \Phi_n} \Phi [\Phi] = \frac{\delta^n \Gamma[\Phi]}{\delta \Phi_{i_1} \cdots \delta \Phi_{i_n}}. \]  

(4)

The correlation functions are expanded in terms of basis tensors \( T^{(i)} \) and dressing functions \( \lambda^{(i)} \),

\[ \Gamma^{(n)}_{\Phi_i \cdots \Phi_n} \Phi = \sum_i \lambda^{(i)}_{\Phi_i \cdots \Phi_n} T^{(i)}_{\Phi_i \cdots \Phi_n}. \]  

(5)

At finite temperature, the vacuum \( O(4) \)-symmetry is replaced by \( \mathbb{Z}_2 \otimes O(3). \) This reduced symmetry implies a difference between the magnetic and electric components, which correspond to the directions that are transverse and longitudinal with respect to the heat bath. Starting from the longitudinal and transverse vacuum projection operators,

\[ \Pi^\parallel_{\mu\nu} (p) = \frac{p_\mu p_\nu}{p^2}, \]

\[ \Pi^\perp_{\mu\nu} (p) = \delta_{\mu\nu} - \Pi^\parallel_{\mu\nu} (p), \]  

(6)

we decompose four-vectors into

\[ p = \left( \frac{\omega_n}{p} \right) = \left( \frac{2\pi T n}{p} \right), \]  

(7)

where \( n \in \mathbb{Z} \) are the discrete Matsubara modes and \( \omega_n = 2\pi T n \) the corresponding frequencies. This leads to the magnetic and electric projection operators at finite temperature,

\[ \Pi^M_{\mu\nu} (p) = (1 - \delta_{0\nu})(1 - \delta_{0\mu}) \left( \delta_{\mu\nu} - \frac{p_\mu p_\nu}{p^2} \right), \]

\[ \Pi^E_{\mu\nu} (p) = \Pi^\perp_{\mu\nu} (p) - \Pi^M_{\mu\nu} (p). \]  

(8)

A crucial consequence of the breaking of the vacuum \( O(4) \)-symmetry by (8) is the splitting of the tensor structures into electric and magnetic components. In particular, the propagators are given by

\[ \left[ \Gamma^{(2)}_{AA\mu\nu} \right]_{ab}(p) = \delta^{ab} p^2 \left[ Z^M_A(p) \Pi^M_{\mu\nu} (p) + Z^E_A(p) \Pi^E_{\mu\nu} (p) \right], \]

\[ \left[ \Gamma^{(2)}_{cc} \right]_{ab}(p) = \delta^{ab} p^2 Z_c(p), \]  

(9)

with dimensionless scalar dressing functions \( 1/Z^M_A \) and \( 1/Z^E_A \) for the magnetic and electric components of the gluon propagator. In the case of the vertices, we take only the classical tensor structures into account. Similarly to the gluon propagator, we split their dressings into electric and magnetic components. See Fig. 1 for an illustration of the constituents of our truncation and App. [E] and [F] for further details. As a consequence of the restriction
to classical tensors only, the tensor bases of the gluonic vertices are not complete, and the projection of the tensor equations onto the scalar dressing functions is not unique. We use vacuum calculations to identify uncertainties that stem from the projections in order to disentangle them from finite-temperature effects, see App. [13] for details.

Due to the breaking of $O(4)$-invariance, the scalar dressings are in general functions of the Matsubara modes and spatial momenta, e.g. $Z(p) = Z(\omega_n^2, \vec{p}^2)$ for a generic wave function renormalisation $Z$. However, the thermal contributions to the correlation functions decay rapidly for spatial momenta and frequencies with $\tilde{p}^2 \gtrsim (2\pi T)^2$. Hence, the thermal correlation functions converge quickly towards their $O(4)$-symmetric vacuum counterparts for these momenta, see e.g. Fig. 13. Consequently, the correlation functions exhibit an approximate $O(4)$-symmetry for all higher Matsubara modes, and most of the finite temperature effects are encoded in the zero mode at small spacial momenta $\tilde{p}^2 \lesssim (2\pi T)^2$. Therefore, the spatial momentum dependence of the Matsubara zero modes can be used to obtain a very good approximation of the full frequency and momentum dependence via

$$Z(\omega_n^2, \tilde{p}^2) \approx Z(0, \omega_n^2 + \tilde{p}^2),$$

or in short $Z(p) = Z(0, p^2)$. In this work, we compute the zero modes of the propagators and use (10) to close the equations. Within functional methods, this $O(4)$-symmetric approximation has been found to be quantitatively reliable for gluon [62, 67] as well as quark propagators [64]. This is confirmed by lattice studies that show a slight deviation of the $O(4)$ invariance only for the first Matsubara mode at temperatures just below the critical temperature [98, 99].

This pattern carries over to the scalar dressings of higher order correlation functions $\lambda^{(n)}(p_1, \ldots, p_n)$. Analogously to the propagator dressings, we base our computation on the zero modes

$$\lambda^{(n)}(\vec{p}_1, \ldots, \vec{p}_n) = \lambda^{(n)}(\omega_n = 0, \vec{p}_1, \ldots, \omega_n = 0, \vec{p}_n).$$

In contradistinction to the propagator dressings, the zero modes of the vertex dressings $\lambda^{(n)}$ depend on all $\vec{p}_i \cdot \vec{p}_j$ and not only $\vec{p}^2$. However, the spatial momentum dependence of the vertices is well described by a one-dimensional symmetric-point approximation in four [2] as well as three dimensions [100, 101], see also App. A.

This leads to

$$\lambda^{(n)}(\vec{p}_1, \ldots, \vec{p}_n) \approx \lambda^{(n)}(\bar{p}), \quad \bar{p}^2 = \frac{1}{n} \sum_{i=1}^{n} \vec{p}_i^2,$$  

which allows to compute the flows of the zero modes of the vertex dressings in a quantitatively reliable approximation, cf. Fig. 12. However, the flows of the zero modes depend on the full frequency and spatial momentum dependence. Analogously to the propagator dressings, we approximate the full momentum dependence with an $O(4)$-symmetric generalisation of (12),

$$\lambda^{(n)}(\omega_n, \vec{p}_1, \ldots, \omega_n, \vec{p}_n) \approx \lambda^{(n)}(\bar{p}),$$  

where the symmetric momentum $\bar{p}$ is then given by

$$\bar{p}^2 \equiv \frac{1}{n} \sum_{i=1}^{n} (\omega_n^2 + \vec{p}_i^2).$$

In summary, we use two quantitatively reliable approximations for the dressing functions: the approximate $O(4)$-invariance of all non-vanishing Matsubara modes, which allows to use only information from the lowest Matsubara mode, and the well-tested symmetric point approximation. This truncation generalises the vacuum truncation used in [2], see App. E for an explicit numerical check.

### B. Non-trivial vacuum and backgrounds

As discussed in the last Sec. I A, we use a vertex expansion about vanishing field expectation values $A_{\mu} = 0$ and $c = \bar{c} = 0$. This necessitates a thorough discussion of the implications of this choice, in particular for comparisons to lattice results. We argue that such an expansion about vanishing background fields, i.e. Landau gauge, leads to correlation functions that agree with the lattice correlators for temperatures outside a small region around the phase transition. Furthermore, even near the phase transition, sizeable effects are only expected for correlation functions that have electric gluon legs, the electric gluon propagator being their most prominent representative. This becomes most evident by investigating the relation of the physical solution of the equation of motion in non-vanishing gluon background fields and the Polyakov loop, the canonical order parameter of the confinement-deconfinement phase transition. For the convenience of the reader, the first two parts briefly review corresponding relevant advances in non-perturbative functional approaches [74, 79, 102], see [65, 80–85] for further applications.

#### 1. Correlation functions

To facilitate the discussion, we use the background extension of Landau gauge,

$$(\partial_\mu - igA_\mu) a_\mu = 0 \quad \text{with} \quad A_\mu = \tilde{A}_\mu + a_\mu,$$

called Landau-deWitt gauge. Here, $\tilde{A}_\mu$ is a general background and $a_\mu$ is the quantum fluctuation field. In this formulation, the effective action is gauge invariant under background gauge transformations, which allows for a simpler interpretation of physical backgrounds as well as simpler technical implementations. Besides being a functional of $\tilde{\Phi} = (a_\mu, \bar{c}, c)$, the effective action depends...
now also on the background $\bar{A}$. Accordingly, the vertices $\Gamma^{(n)}[\bar{A}, \Phi]$ are correlation functions in the background

$$\Phi = \langle \Phi \rangle_{J(\bar{A}, \Phi)}.$$  \hfill (16)

Here, we have introduced the background current, which satisfies $J(\bar{A}, \Phi) = \delta \Gamma / \delta \Phi$. The correlation functions in the absence of external sources, $J(\bar{A}, \Phi) = 0$, are then given by $\Gamma^{(n)}[\bar{A}, \Phi_{\text{EOM}}]$, where $\Phi_{\text{EOM}}$ is a solution of the equation of motion in the chosen background $\bar{A}$,

$$\frac{\delta \Gamma[\bar{A}; \Phi]}{\delta \Phi} \bigg|_{\Phi_{\text{EOM}}} = 0.$$  \hfill (17)

In general, this condition yields stationary points of the effective action. In particular, the expansion point $(\bar{A}, \Phi) = 0$ satisfies (17), but does not necessarily single out the physical minimum. In contrast, the physical correlators that correspond to scattering amplitudes are obtained at the physical solution of the equation of motion (17), i.e. the minimum of the effective action $(\bar{A}, \Phi_{\text{min}})$. This is also the field value about which the vertex expansion is expected to be most stable and converge most rapidly. Furthermore, only an expansion around the physical solution of the equation of motion allows for a direct comparison with correlation functions from lattice simulations, since the latter are measured on the physical ground state. In general, any other expansion point requires information about higher correlation functions in order to evaluate $\Gamma^{(n)}[\bar{A}, \Phi_{\text{min}}]$. In particular, in a vertex expansion with expansion point $(\bar{A}, \Phi) = 0$, the inverse propagator is given by

$$\Gamma^{(2)}[\bar{A}, \Phi_{\text{min}}] = \sum_n \frac{1}{n!} \int \prod_{i=1}^n \Gamma^{(2+n)}[\bar{A}, 0](p_1, \ldots, p_n)$$
$$\times \Phi_{\text{min}}(p_1) \cdots \Phi_{\text{min}}(p_n),$$  \hfill (18)

where we suppressed external momentum arguments. Therefore, we expect deviations between the correlation functions $\Gamma^{(n)}[0, 0]$, computed in this work, and those from lattice simulations. However, these differences are sizeable only if the momentum scales of the solution $(\bar{A}, \Phi_{\text{min}}) \neq 0$ are of the same order as $T_c$, the characteristic scale of the finite temperature Yang-Mills system. Only in this case, the higher correlation functions would lead to noticeable contributions in (18).

We can utilise the background field to achieve a technical simplification. Since it is arbitrary, we can choose $\bar{A} = A_{\text{min}} \equiv (\bar{A})$ such that

$$\Phi_{\text{min}}[A_{\text{min}}] = 0.$$  \hfill (19)

For this particular choice, the background carries all the non-trivial information about the ground state, whereas the (classical) fluctuation field vanishes on the equation of motion. The physical correlators are then given by $\Gamma^{(n)}[(\bar{A}), 0]$. In particular, the inverse propagator (18) for the gluon is then given by

$$\Gamma^{(2)}_{AA}[\bar{A}, \Phi_{\text{min}}] = \Gamma^{(2)}_{AA}(\bar{A}, 0).$$  \hfill (20)

FIG. 2: Expectation value of $\langle L[A_0] \rangle$ versus $L[(\bar{A}_0)]$ from [79]. Both observables are order parameters for the confinement-deconfinement phase transition. Moreover, $L[(\bar{A}_0)] = 1$ entails $\langle \bar{A}_0 \rangle = 0$.

Semi-perturbative studies in the Curci-Ferrari model for Yang-Mills theory confirm that the background has large effects on the electric propagator at temperatures close to the phase transition [65]. Furthermore, the calculation of quantitatively correct values for the chiral phase transition temperature as well as its observed coincidence with the confinement-deconfinement crossover temperature require to take into account such a non-trivial minimum [76]. Finally, such a consistent treatment was also required for the description of the Roberge-Weiss transition [76] as well as the study of criticality in SU(2) Yang-Mills theory [75, 102].

2. Order parameters

A further advantage of the background $(\bar{A})$ is its relation to the Polyakov loop [74, 76, 78, 79], the standard order parameter of the confinement-deconfinement phase transition. The traced Polyakov loop is expressed as a correlator of the temporal gauge field with

$$L[A_0] = \frac{1}{N_c} \text{tr} P[A_0],$$

$$P[A_0] = \mathcal{P} e^{i \int_0^\beta d t A_0(t, \vec{x})} \equiv e^{2\pi i \varphi[A_0]}.$$  \hfill (21)

Here, $\mathcal{P}$ stands for path ordering, and the functional $\varphi[A_0]$ is the gauge-covariant algebraic element of the Polyakov loop. It transforms as $\varphi \to U \varphi[A_0] U^\dagger$ under time-periodic gauge transformation $U \in SU(N)$. This entails that the eigenvalues of $\varphi[A_0]$ are gauge invariant, and consequently the eigenvalues of its expectation value $\bar{\varphi} \equiv \langle \varphi[A_0] \rangle$ are observables. This expectation value, as well as $L[(\bar{\varphi})]$, are order parameters for the confinement-deconfinement phase transition. In Polyakov gauge, the
expectation value of the algebra element takes the particularly simple form

\[ \bar{\varphi} = \beta g \bar{A}_0, \]

(22)

for a given background \( \bar{A}_0 \). Due to background gauge invariance, the eigenvalues of \( \bar{\varphi} \) can therefore be calculated from the eigenvalues of \( \bar{A}_0 \) in any background gauge. In particular, the effective potential, \( V[\bar{A}_0] \), of Landau-deWitt gauge carries thus the full information about the eigenvalues of the expectation value of \( \varphi \).

In conclusion, the effective potential \( V[\bar{A}_0] \) is an order parameter potential for center symmetry. The gauge invariant observables, \( \langle L[\bar{A}_0] \rangle \) and \( \langle \bar{A}_0 \rangle \), or equivalently also \( \langle \bar{A}_0 \rangle \), serve as order parameters for the confinement-deconfinement phase transition, see Fig. 2. Therefore, the vanishing of \( \langle L[\bar{A}_0] \rangle \) in the confined phase relates to a non-vanishing value for \( \langle \bar{A}_0 \rangle \). This has recently been demonstrated explicitly in a self-consistent vertex expansion scheme, which has been used for the first computation of \( \langle L[\bar{A}_0] \rangle \) within functional methods. Finally, the electric propagator \( \langle A_0(p)A_0(-p) \rangle \) is closely related to the propagator of an order parameter field, and as such should show critical properties, see. Hence, we expect the electric correlators to be affected most by the background field.

3. Comparison to lattice simulations

The previous discussion of the non-trivial \( \bar{A}_0 \) background and its relation to the order parameter of the confinement-deconfinement phase transition allows us to derive a theoretical estimate of the temperature range, in which our present results potentially deviate from the respective lattice results due to the different background configurations. The first important piece of information is given by the fact that the order parameter \( L[\bar{A}_0] \) approaches unity rapidly for temperatures above the phase transition temperature, see Fig. 2. This in stark contrast to the Polyakov loop \( \langle L[\bar{A}_0] \rangle \), which is usually calculated in lattice simulations. The latter reaches its asymptotic value only for \( T \gg T_c \), which can be understood from fluctuation effects. The fact that \( L[\bar{A}_0] \) quickly approaches unity above the transition temperature can be formulated as the more precise statement,

\[ \langle \bar{A}_0 \rangle \approx 0 \quad \text{if} \quad T \gtrsim 1.3 T_c. \]

(23)

As a consequence, we can expect quantitative effects due to the non-trivial background only at temperatures \( T \lesssim 1.3 T_c \). The most immediate effect of this non-trivial background is a shift in the Matsubara frequencies \( \omega_n \rightarrow \omega_n \pm 2\pi T \nu_1 \), where \( \nu_1 \) are the eigenvalues of \( \bar{\varphi} \), or equivalently of \( \beta g \bar{A}_0/(2\pi) \). Rotating the constant field into the Cartan sub-algebra, these are given by

\[ \nu_{SU(2)} = \{0, \pm \varphi_3 \}, \quad \nu_{SU(3)} = \left\{0, 0, \pm \varphi_3, \pm \frac{\varphi_3 \pm \sqrt{3} T \varphi_3}{2} \right\}, \]

(24)

in \( SU(2) \) and \( SU(3) \), see e.g. Reference 79. However, for \( T \lesssim 0.5 T_c \), the effect of the shifts of the Matsubara frequencies is suppressed by the zero temperature gapping \( m_{\text{gap}} \), of the gluon propagator \( 2\pi \nu_1 T/m_{\text{gap}} \ll 1 \). Therefore, we expect sizeable effects due to the non-trivial background only in the regime

\[ T \in (0.5 T_c, 1.3 T_c), \]

(25)

and in particular in the electric gluon propagator.

C. Debye screening mass

Gluons are screened at high temperatures by the standard thermal Debye mass. However, also in the con-
fined phase, they possess a finite screening mass. Our non-perturbative results allow to compute a screening mass also below the critical temperature. We extract it from the zero mode of the electric gluon propagator, \( G_E^E(p) = \langle A_0(p)A_0(-p) \rangle \), whose computation is detailed below in Sec. V. To this end, we Fourier transform the propagator,

\[
G_E^E(x) = \int_{-\infty}^{\infty} \frac{dp}{2\pi} G_E^E(p) e^{ipx}.
\]  

(26)

At high temperatures, the screening mass can then be extracted from the exponential decay at large distances,

\[
\lim_{x \to \infty} G_E^E(x) = c_e \exp (-m_s x).
\]  

(27)

The screening mass \( m_s \) obtained with (27) is shown in Fig. 3. The large distance behaviour of \( G_E^E(x) \) and the fits by (27) are provided in App. I. The left panel shows that the screening mass is finite across the phase transition and possesses a minimum at some finite temperature. Perturbatively, the Debye mass is given to leading order by

\[
m_D^0 = \sqrt{\frac{N}{3}} g_T T + \mathcal{O}(g_T^2 T).
\]  

(28)

A prescription for taking higher-order effects into account has been proposed by [92]

\[
m_D = m_D^0 + \left(c_D + \frac{N}{4\pi} \ln \left( \frac{m_D^0}{g_T^2 T} \right) \right) g_T^2 T + \mathcal{O}(g_T^3 T).
\]  

(29)

In order to compare our screening mass to the expressions of external legs and regulator insertions are omitted in the vertex equations. The gluon propagators, \( G_k, \) are connected to the corresponding magnetic and electric components of the vertices, see also Fig. 1.

\[
\frac{\partial \Gamma_k}{\partial t} = \frac{1}{2} \sum \text{perm} \left\{ A_k \right\} \frac{\partial}{\partial t} R_k + \text{terms}.
\]

FIG. 4: Graphical representation of the Wetterich equation. Wiggly (dotted) lines represent the dressed gluon (ghost) propagators. The cross in the circle denotes the regulator insertion \( \partial_t R_k \) of the corresponding field type.

expected to contribute most. This yields for the non-perturbative constant \( c_D = 0.100(3) \). To substantiate the choice \( c_p = 1 \), we also leave it as a free fit parameter and find \( c_p = 0.88(64) \), where the non-perturbative constant \( c_D = 0.105(30) \) changes only within the fit uncertainties. The effect on the resulting Debye mass is negligible, see Fig. 3b. The excellent agreement at very high temperatures provides a non-trivial check of the calculations. Further physical consequences are discussed in Sec. V.B.

III. METHOD

In this section, we discuss the flow equations, the implications of the regulator term at non-vanishing RG scale, and we provide details on the numerical implementation.

A. FRG flows

The functional renormalisation group in Wetterich’s formulation [104] allows to integrate momentum-shell contributions to the effective action in the Wilsonian spirit. To this end, a scale- and momentum-dependent mass term is added to the classical action,

\[
\Delta S_k = \int x \frac{1}{2} A^a \, R^{ab}_{k,\mu
u} A^b_{\nu} + \int x \bar{c}^a R^{ab} c^b.
\]  

(31)

The regulator term suppresses quantum as well as thermal fluctuations at momenta below the RG scale \( k \). Taking the derivative with respect to the scale \( k \) leads to
the Wetterich equation for the generalised effective action $\Gamma_k$. This flow equation interpolates between the classical $\Gamma_{k=\Lambda}\to\infty = S$ and the 1PI effective action $\Gamma_{k=0} = \Gamma$.

For the pure gauge theory at finite temperature, the Wetterich equation reads

$$\partial_t \Gamma_k[\Phi] = \sum_q \frac{1}{2} G^b_{k,\mu\nu}[\Phi] \partial_\nu R^a_{k,\mu} - \sum_q G^b_k[\Phi] \partial_t R^a_{k},$$

(32)

where $t = \ln(k/\Lambda)$ denotes the RG time and

$$G_k[\Phi] = \frac{1}{\Gamma^{(2)}[\Phi] + R_k}.$$  

(33)

Using the Matsubara formalism, the momentum integral in (32) is given by

$$\sum_q G^b_{k}\equiv \int \frac{d^3 q}{(2\pi)^3} T \sum_n,$$

(34)

where $q_0 = 2\pi n T \equiv \omega_n$. A graphical representation of the Wetterich equation for the effective action is shown in Fig. 4. The truncated flow equations for the correlation functions that are obtained by taking functional derivatives of (32) are displayed in Fig. 5.

Instead of the flat regulator used in the vacuum computation, we use an exponential regulator. As demonstrated in App. A, the results for the correlation functions do not depend on this choice within our error bars. However, analytic regulators such as the exponential regulator are better suited for numerical calculations of thermodynamic quantities since they carry the thermal exponential decay with the cutoff scale $\sim e^{-ck/T}$ in the flow, see [106] for a detailed study.

To reduce the numerical effort of the finite-temperature calculation, we exploit the degeneracy of the dressings for $k \gg 2\pi T$. We integrate the finite-temperature flow starting from the non-trivial zero-temperature effective action at

$$\Lambda_T = \max \left( \lambda \frac{2\pi T}{\Lambda^\text{min}_T} \right),$$

(35)

with $\lambda = 4$ and $\Lambda^\text{min}_T = 1 \text{GeV}$, see App. F for details.

### B. Renormalisation and mSTIs

In the presence of a regulator, the BRST-symmetry leads to modified Slavnov-Taylor identities (mSTIs) for non-vanishing RG scales, $k > \Lambda$, [2, 8, 107–112]. The additional terms are generated by the BRST-variation of the regulator term and have a one loop form. They are similar in form and structure to the flow equation itself. The latter encodes the breaking or flow of scale invariance while the former encode the breaking or flow of BRST symmetry. The resulting mSTIs reduce to the standard STIs in the limit of vanishing RG scale, $k \to 0$, similar to the removal of the explicit breaking of scale invariance due to the regulator. Therefore, in both cases the underlying symmetry is restored in the limit of vanishing RG scale $k \to 0$. We emphasise that any regularisation scheme in momentum space leads to such a modification of BRST symmetry in terms of modified STIs. This is also well known from perturbation theory, where a cutoff regularisation, amongst other modifications, requires a gluon mass counter term in order to guarantee gauge invariance. Modified STIs are also present within other functional methods such as non-perturbative DSE and nPI approaches that rely on numerical momentum integrations.

To take the modification of the STIs of the vertices into account, we choose constant vertex dressings $\lambda_{\bar{c}\bar{c}A}$, $\lambda_{A^3}$ and $\lambda_{A^4}$ at the cutoff scale, $k = \Lambda$, such that the STIs for the running couplings,

$$\alpha_{\bar{c}\bar{c}A}(\mu) = \alpha_{A^3}(\mu) = \alpha_{A^4}(\mu) \equiv \alpha(\mu),$$

(36)
are fulfilled at $\mu = 20\text{ GeV}$, $k = 0$. Here, the running couplings in (39) are obtained from the classical vertices,

$$\alpha_{\varepsilon A}(\bar{p}) = \frac{(\lambda_{\varepsilon A}(\bar{p}))^2}{Z_A(\bar{p}) Z_p^2(\bar{p})},$$

$$\alpha_{A^2}(\bar{p}) = \frac{(\lambda_{A^2}(\bar{p}))^2}{Z_A^4(\bar{p})},$$

$$\alpha_{A^4}(\bar{p}) = \frac{\lambda_{A^4}(\bar{p})}{Z_A^2(\bar{p})},$$

(37)

with the symmetric momentum configuration $\bar{p}$.

The mSTI of the gluon propagator implies a non-vanishing longitudinal gluon mass term at the cutoff scale $\Lambda$. In the perturbative regime, it can be shown that the transverse mass agrees with the longitudinal one, for details see [2]. However, while the longitudinal mass parameter vanishes at $k = 0$, the transverse mass term encodes the gapping of the transverse gluon propagator at $k = 0$. At the initial UV cutoff scale $k = \Lambda$ the gluon mass parameter is uniquely determined by the mSTI and cannot be chosen freely. Its precise determination is at the root of confinement, which is encoded in the transverse mass gap at vanishing cutoff scale. Since the mass parameter is proportional to the cutoff, $m_k^2 \propto \alpha(\Lambda) \Lambda^2$, quadratic precision is required in its determination from the mSTI. The solution of this quadratic fine tuning problem requires both, a BRST-consistent quantitative level of the approximation, but still requires quadratic precision in the fine-tuning. Further details are provided in App. C.

C. Numerical implementation

To solve the system of coupled flow equations, we use the tools established by the fQCD collaboration [23]. The tensorial flow equations are derived with DoFun [113]. Subsequently, the projected equations are traced with FormTracer [114], a Mathematica package that uses FORM [115–118] and has native support for finite-temperature applications. The output is exported as optimised C++ code, which is then used within the computational framework of the fQCD collaboration. The latter uses the adaptive ordinary differential equation solver from the Boost library [119] and the adaptive multidimensional integration routine from [120], which implements 121122.

In the derivation of the equations, tracing the four-gluon vertex equation, and in particular the gluon box diagrams, is the most challenging part. To this end, we generate FORM files with FormTracer [114] for each of the twelve permutations of the box diagrams. Executing one of these with FORM can take up to eight core days and intermediate expressions reach more than 1 TB in size. Since the resulting expressions are still very large, we sum all permutations, factorise all dressing functions, and intermediate expressions reach more than 1 TB in size. Consequently, in truncated systems of flow equations, its computation from the mSTI at the required precision level is extremely challenging. The above brief discussion is detailed in [2]. Note that these statements hold also for other functional methods such as DSE and nPI approaches.

In the present work we utilise that it is possible to uniquely determine the gluon mass parameter by demanding a solution of the scaling type, for details see again [2]. We exploit that this also holds at finite temperature. Requiring scaling in the magnetic sector provides us with a unique value for the gluon mass parameter at each temperature. This procedure resolves the necessity of a BRST-consistent level of the approximation, but still requires quadratic precision in the fine-tuning. Further details are provided in App. C.
for each temperature due to the gluon mass parameter determination.

IV. RESULTS

The main results are displayed in Fig. 6. We show results for the magnetic and electric dressing functions of propagators and vertices for various temperatures. For all correlators we find that the magnetic and electric dressings coincide for momenta \( p \gg 2\pi T \), and become degenerate with the vacuum dressings. This is required by the recovery of \( O(4) \) invariance. The convergence towards the vacuum dressings for small temperatures is explicitly checked in App. \( \square \). This apparently obvious property is actually non-trivial within frequency and momentum-dependent non-perturbative truncations.

We compare our gluon propagators to \( SU(2) \) lattice results \( \square \) and \( SU(3) \) lattice results in Fig. 6 and 7. This comparison requires the setting of a relative scale as well as renormalisation, detailed in App. \( \square \). As a consequence, a potential relative offset of functional and lattice results has to be considered in addition to the systematic errors of the truncation, when juxtaposing the results from the different calculations. The comparison with \( SU(2) \) as well as \( SU(3) \) lattice data is legitimate because the truncation used in this work yields only a trivial dependence on the gauge group. This is the case because the colour traces can be taken without specifying the gauge group \( \square, \square, \square, \square \), and the only group constant appearing in the equations is the quadratic Casimir operator of the adjoint representation \( C_A \). Furthermore, \( C_A \) occurs only in combination with the coupling at the renormalisation point \( \alpha(\mu) \cdot C_A = \tilde{\alpha}(\mu) \). Thus, it can be absorbed into a redefinition of the running coupling, or, equivalently, the scale of the theory. Therefore, the propagators are identical for all groups, and the different couplings can be obtained by a trivial rescaling with \( C_A \). We emphasise that this is not a mere artefact of the approximation.

Perturbatively, the beta function of the pure gauge theory has a trivial group dependence up to three loops, see e.g. \( \square \) for a recent discussion. See Sec. \( \square \) for a discussion.

At low momenta, the electric and magnetic propagators show a qualitatively different behaviour. While the magnetic gluon propagator decreases almost monotonously with increasing temperature, the electric propagator increases at small temperatures. At high temperatures, where the growth of thermal contributions to the mass becomes dominant, also the electric gluon propagator decreases, see also Sec. \( \square \) and in particular Fig. 3. For the magnetic gluon propagator we find agreement with the lattice results on the 10\% accuracy level we expect from the truncation of the vertices. Furthermore, we see that the deviation takes its maximum for temperatures about the phase transition temperature, where we expect large-scale dynamical fluctuations to be most relevant. On the one hand, our truncation is tested maximally in this regime, and on the other hand discretisation and finite volume effects in the lattice calculation are strongest there. In contradistinction to the very satisfactory situation for the magnetic propagator, we observe a significant deviation about the phase transition temperature \( T_c \) for the electric gluon propagator. However, the agreement is very good for small and large temperatures. As discussed in great detail in Sec. \( \square, \square \) and \( \square \) the deviation about \( T_c \) can be explained by the missing non-trivial \( \langle A_0 \rangle \)-background in the present calculation.

The ghost propagator agrees qualitatively, but deviates quantitatively, from the lattice results, as shown in Fig. 8a. We discuss this point further in Sec. \( \square \). The ghost-gluon vertex is plotted in Fig. 8b. Interestingly, it is weaker around the phase transition temperature than in the vacuum. At high temperatures it shows a broader and less pronounced bump than at zero temperature.

The gluonic vertex dressing functions are shown in Fig. 9 and 10. The magnetic dressings of both vertices show scaling in the infrared. Contrarily, the correspond-
ing electric components decouple at \( p \approx 2\pi T \) and become constant in the infrared. We show the position of the zero crossing of the magnetic three-gluon vertex dressing function as a function of temperature in Fig. [11]. At small temperatures the zero crossing moves towards lower momenta as the temperature is increased, since the three-gluon vertex is stronger at small and intermediate momenta for small temperatures, cf. Fig. [9]. At high temperatures, the magnetic zero crossing rises linearly with the temperature. In contrast, the zero crossing of the electric three-gluon vertex dressing function disappears at \( T \approx 40 \) MeV. Similarly, the electric dressing of the four-gluon vertex undergoes a drastic change from zero to small temperatures, where scaling is lost, and goes on to increase with growing temperature.

At low momenta \( p \ll 2\pi T \) the dimension of the theory is effectively reduced and the magnetic dressings behave as they do in three dimensions. In the case of the scaling solution, all magnetic dressing functions scale with a power-law \([39, 40, 44]\),

\[
\lim_{p \to 0} \lambda_{(2n,m)}(p) \propto (p^2)^{(n-m)\kappa+(1-n)\left(\frac{d}{2}-2\right)},
\]

where \( 2n \) and \( m \) is the number of ghost and gluon legs, respectively. Due to dimensional reduction, the temperature-independent scaling coefficient \( \kappa \) is determined by three-dimensional Yang-Mills theory. Fitting the magnetic gluon propagators to \([38]\) with \( d = 3 \) at \( p \ll 2\pi T \), we find \( \kappa = 0.323(3) \). This agrees with the scaling exponent \( \kappa = 0.321(1) \) of the three-dimensional vacuum theory \([100]\). We summarise the different scaling coefficients in Tab. [I].

### V. DISCUSSION

In the previous section we have presented non-perturbative results obtained with the most comprehensive truncation within functional methods to date. The agreement of the magnetic propagator and the electric propagator for high temperatures is of the order of 10% in the momentum regime relevant for hadronic observables. These small deviations can be attributed to lattice artefacts, the relative scale setting uncertainty, and the systematic error within our truncation. The latter stems from incomplete momentum dependencies of the vertices and missing non-classical tensors, see App. [A] and [D] for estimates of their respective importance. The electric propagator deviates from the lattice results at temperatures about the phase transition temperature. The explanation has already been indicated in Sec. [IV] and is discussed below.

#### A. Non-trivial backgrounds and their impact on electric and magnetic propagators

A potential source of the discrepancy of the electric gluon propagator near the phase transition temperature is an insufficient order in our approximation scheme. However, such deviations of the electric gluon propagator from lattice results were already observed in much simpler truncations \([62]\). Furthermore, if truncation artefacts were the main source, we would expect larger discrepancies also in the magnetic gluon propagator.

In contrast to this, the electric propagator, which is closely related to the order parameter \( L([A_0]) \), is partic-
ularly sensitive to a non-vanishing background field \[ \bar{A}_0 \neq 0 \]. As argued in Sec. 11B, the non-trivial solution of the equation of motion, \( \bar{A}_0 \neq 0 \), is important in the temperature regime \[ T \in (0.5 T_c, 1.3 T_c) \].

This is exactly the temperature range where the deviations from the lattice results, which are evaluated on the equation of motion, are most pronounced. We expect a considerable improvement in the electric propagator if the correlation functions are evaluated on the non-trivial background. At this point, we want to emphasize that the observed deviations do not invalidate our results for the electric two-point correlator. It simply represents the correlation functions at a non-minimal configuration, cf. [18]. Furthermore, these findings underline that Polyakov-enhanced low-energy effective models should be constructed in \( \bar{A}_0 \)-backgrounds and the effective potential \( V[\bar{A}_0] \) rather than Polyakov loop backgrounds and the Polyakov loop potential \( V[L] \): the electric propagators agree on the 10% level above \( T > 1.3 T_c \). This entails that the relevant background for the shifts in the Matsubara frequencies is \( \langle \bar{A}_0 \rangle \).

The above analysis is also important for the discussion of the comparison of the present results with \( SU(2) \) and \( SU(3) \) lattice simulations. As discussed in detail in the last Sec. 11V the gauge group enters only at very high orders of the approximation in an expansion of the effective action around vanishing background. Thus, our results depend only trivially on the gauge group. However, the gauge group, and in particular the universality class, enters via the Polyakov loop background, or, more precisely \( \langle \bar{A}_0 \rangle \). It has already been shown in [74, 80] that the different orders of the phase transition for \( SU(2) \) and \( SU(N > 2) \) are encoded in the Polyakov loop potential \( V[\bar{A}_0] \) and the respective expectation values \( \nu \) in [24], rather than in the propagators. The Ising critical exponents for \( SU(2) \) are also extracted from critical fluctuations encoded in the effective potential, see [73] for Yang-Mills theory in Polyakov gauge and [102] for Landau-gauge Yang-Mills theory. In [73, 102] it also has been shown, that the critical fluctuations are the actual cause of the higher phase transition temperature in comparison to \( SU(N > 2) \). Thus, the gauge group dependence of the order of the phase transition and the value of transition temperature are to leading order caused by the effective potential, and hence by the related expansion about the physical ground state, i.e. \( \langle \bar{A}_0 \rangle \) in the current setting.

We close the discussion of the propagators with the remark that the comparison of our results with the lattice results at small momenta \( p^2 \ll \Lambda_{\text{QCD}}^2 \) has to be taken with a grain of salt. The lattice results are of the decoupling type, while our results are of the scaling type. Consequently, possible non-perturbative gauge fixing effects have to be kept in mind, see e.g. [126–129]. This concerns in particular the ghost propagator, shown in Fig. 5a which is more sensitive to the treatment of the Gribov copies than the gluon propagator [124].

### B. Debye mass and perturbative regime

We find very good agreement of our non-perturbative Debye screening mass with two-loop hard thermal loop perturbation theory down to \( T \approx 0.6 \text{ GeV} \), see Fig. 3. This remarkable agreement down to comparably low temperatures is in line with earlier findings, see e.g. [80, 94]. In general, perturbative resummation schemes have been found to be applicable at surprisingly large couplings. An explanation of this unexpectedly large range of validity can be given by the structural similarity of higher order perturbative resummation schemes and the non-perturbative resummations performed within functional methods. This opens the door for applications of functionally assisted analytic perturbative computations beyond the validity bounds of perturbation theory, in particular to the transport and kinetic realm of heavy ion collisions.
C. Three-gluon vertex and its zero crossing

The magnetic three-gluon vertex dressing function has been studied on the lattice \cite{72} and with a semi-perturbative approximation of its DSE \cite{73}. Both studies show a significant enhancement of the magnetic dressing at low momenta $p \approx 0.2 \text{ GeV}$ for temperatures just below the critical temperature. While we also observe this effect qualitatively, see Fig. 9, we find a much weaker enhancement. This is consistent with the finding that our electric gluon propagator is weaker than the electric lattice propagator, cf. Fig. 7. This electric propagator enters the triangle diagram in the three-gluon vertex equation, which yields a positive contribution to the dressing function \cite{59}. Thus, a stronger electric propagator increases the strength of the magnetic three-gluon vertex.

At zero temperature, the three-gluon vertex shows a zero crossing in four as well as in three dimensions \cite{2, 6, 10, 39, 51, 53, 59, 130, 133}. Analytical studies show that it is caused by the divergent ghost triangle diagram. We find that the zero crossing persists in the magnetic dressing function for all temperatures. This stands in line with \cite{73} but in contrast to \cite{72}, where the lowest investigated momenta show a positive sign at temperatures somewhat below the critical temperature. Here, we present an analytical argument for the persistence of the magnetic zero crossing at all temperatures. The argument is first presented for a vanishing gluonic background and is based on the infrared dominance of ghost loops. Finally we discuss the case of non-vanishing gluonic backgrounds relevant for temperatures about $T_c$.

All gluonic diagrams are gapped below a certain scale, whereas the ghost triangle effectively behaves like the corresponding three-dimensional diagram for $p^2 < (2 \pi T)^2$. Therefore, it causes a divergence in the magnetic three-gluon vertex dressing function at low momenta for all temperatures, and thus, the magnetic zero crossing cannot vanish. At high temperatures, this zero crossing moves then to higher scales, which is in line with the high temperature limit and \cite{72}. This qualitative argument is actually independent of the type of the solution, since the three-dimensional ghost triangle diagram diverges with a power-law in the case of the scaling solution and linearly \cite{0, 49, 51} in the case of the decoupling solution. We find that the zero crossing of the electric component vanishes at a temperature of $T \approx 40 \text{ MeV}$. This can be understood by observing that the zero mode of the ghost triangle diagram, evaluated at zero external Matsubara frequencies, contributes to the magnetic three-gluon vertex dressing, but vanishes analytically if projected with the electric three-gluon vertex projection operator. Our numerical results show precisely the expected behaviour, see Fig. 11 and 9.

We extend the argument to the case of non-vanishing backgrounds. They introduce a colour structure in the ghost propagator and the ghost-gluon vertex. After diagonalisation, we are left with gapped and ungapped modes in the ghost propagator, as well as background-dependent and background-independent (colour) tensor structures in the ghost-gluon vertex. The remaining ungapped ghost modes couple to the latter tensor structure, which is nothing but the original tensor structure at vanishing background. Therefore, the background simply leads to a weakening of the infrared dominance by gapping some, but not all, ghost modes. Accordingly, the zero crossing moves towards smaller momenta, but does not disappear, in the presence of non-trivial backgrounds. Furthermore, for small temperatures $T/\Lambda_{\text{QCD}} \rightarrow 0$, the gapping of the ghost occurs only at very small momenta $p^2 \lesssim (2 \pi T)^2$, and we are left with the temperature regime \cite{25}, in which a weakening of the infrared ghost dominance is to be expected. This structure is compatible with the results in \cite{72}, where no zero crossing was observed at temperatures about $T_c$ in the accessible momentum regime. In our opinion, it would therefore be interesting to extend the analysis of \cite{72} to smaller momenta.

VI. SUMMARY & OUTLOOK

We have presented non-perturbative first-principles results for the finite-temperature Landau-gauge Yang-Mills correlation functions, obtained from the functional renormalisation group. Our comprehensive truncation of the effective action includes the computationally especially expensive magnetic and electric components of the purely gluonic vertices. We gauged our truncation by comparing to propagator results obtained in lattice simulations and found very good agreement for the magnetic gluon propagator. Our result for the Debye screening mass shows excellent agreement with two-loop hard thermal loop perturbation theory at high temperatures and the electric gluon propagator compares very well to lattice results for all temperatures except $T \in (0.5 T_c, 1.3 T_c)$. We have argued that the deviations in this regime are related to the different backgrounds used. Particular focus was also put on the fate of the zero crossing in the
three-gluon vertex at finite temperature. In the electric component of the three-gluon vertex we found the disappearance of the zero crossing at a very small temperature. The magnetic zero crossing also moves towards lower momenta for small temperatures but it never vanishes. At high temperatures, its position increases linearly with the temperature. We gave an analytic argument for the observed qualitative behaviour of the zero crossing in the magnetic and electric components.

The presented first-principles results for the finite-temperature correlation functions of Yang-Mills theory form the foundation for a number of subsequent studies. First and foremost, the capability to perform non-perturbative first-principles studies of gauge theories at finite temperatures provides a crucial prerequisite for the investigation of the QCD phase structure. In particular, combining the advancements of this work with those of a recent calculation of the correlators of two-flavour QCD [3], will allow us to investigate the properties of quantum chromodynamics at finite temperature and density from first principles. Furthermore, the presented correlators can be used to compute thermodynamic quantities like the pressure, the shear viscosity, as well as the Polyakov loop potential and spectral functions, the latter being notoriously difficult to obtain. Additionally, it is suggestive to use the remarkable agreement of fully non-perturbative results with resummed perturbative results, in particular in the Debye mass, to devise functionally assisted analytic applications for the transport and kinetic regime in heavy ion collisions. Finally, we expect that improving the current investigation by including a non-vanishing background field and non-vanishing Matsubara modes will lead to the disappearance of the discrepancy in the electric gluon propagator near the phase transition temperature.
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FIG. 12: Gluon propagator dressing obtained with the exponential regulator in comparison with dressings calculated with the flat regulator in [2] and $SU(3)$ lattice data [134]. The lattice results are renormalised as in [2]. Newer lattice results [135] agree with [134] if the largest physical volumes are compared.

Appendix A: Regulator and truncation dependence

The regulators in [31] are parametrised by

$$
R_{k, \mu \nu}^{ab}(p) = \tilde{Z}_{A,k}^M r(p^2/k^2) p^2 \delta^{ab} \Pi_{\mu \nu}^\perp(p),
$$

$$
R_k^{ab}(p) = \tilde{Z}_{c,k} r(p^2/k^2) p^2 \delta^{ab},
$$

(A1)

where we dress the regulators with $\tilde{Z}_{A,k}^M$ and $\tilde{Z}_{c,k}$ as in [2]. Since $\Pi_{\mu \nu}^\perp(p) = \Pi_{\mu \nu}^M(p) + \Pi_{\mu \nu}^E(p)$, (A1) implies the same regularisation for electric and magnetic modes. Due to its advantages for the evaluation of thermodynamic quantities [62, 97] we use the exponential regulator shape function,

$$
r(x) = \frac{x^{m-1} e^{-x^m}}{1 - e^{-x^m}},
$$

(A2)

with $m = 2$. This is in contrast to the vacuum calculations in [2], which were performed with a smoothed version of the flat regulator [105].

In Fig. 12 we show vacuum results obtained with the flat and the exponential regulator. Clearly, the results obtained with the symmetric-point approximation, defined by (13), agree very well. However, they show a higher bump than the lattice results. This is due to the symmetric-point approximation used for the vertices. This discrepancy vanishes if more momentum dependencies are included as shown in Fig. 12 cf. [2] for a thorough discussion. An extension of the current finite-temperature investigations beyond the symmetric-point approximation is deferred to future work.
Appendix B: Tensor Splitting

At vanishing Matsubara frequencies, not all tensors that are obtained by contracting the classical tensor structures with all possible combinations of electric and magnetic projectors are linearly independent, see App. C. Since we calculate the dressing functions at vanishing Matsubara mode, we can compute only a restricted set of dressings. This implies that we have to approximate the remaining degenerate dressing functions from this reduced set of dressings in order to obtain the correct UV behaviour and to recover the vacuum results in the zero-temperature limit. We use

$$
\left[ \Gamma_{A}^{(3)} \right]_{\mu\nu\rho}(p, q) = \left[ S_{A}^{(3)} \right]_{\mu\nu\rho}(p, q)
$$

for the ghost-gluon vertex,

$$
\left[ \Gamma_{A}^{(3)} \right]_{\mu\nu\rho}(p, q) = \left[ S_{A}^{(3)} \right]_{\mu\nu\rho}(p, q)
$$

for the three-gluon vertex and

$$
\left[ \Gamma_{A}^{(4)} \right]_{\mu\nu\rho\sigma}(p, q, r) = \left[ S_{A}^{(4)} \right]_{\mu\nu\rho\sigma}(p, q, r)
$$

for the four-gluon vertex. Here and in the following we leave the momentum arguments implicit. Although the dressing functions of some tensors coincide in our approximation, we explicitly show the splitting to make the construction of the approximation apparent. The magnetic dressing functions appear in more than one tensor structure, and we evaluate them by projecting onto the purely magnetic tensor structure for every vertex, see App. C. Due to the $O(4)$-symmetry of the vacuum, this approximation becomes exact for large momenta $p^2 \gg (2\pi T)^2$, which are not affected by finite-temperature effects. In the limit of vanishing Matsubara frequencies, the dimension of the tensor space is reduced, see App. C. Therefore, this approximation is very good also for small momenta $p^2 \lesssim (2\pi T)^2$. Hence, the approximations used in [B1] – [B3] affect only intermediate Matsubara modes, which are only slightly influenced by finite temperature effects, see Sec. II A.

Appendix C: Tensor Degeneracy

We generalise the classical tensor structures to finite temperature by attaching all combinations of magnetic and electric projection operators, see [B1] – [B3]. However, contracting the electric ghost-gluon vertex with itself and evaluating it at vanishing Matsubara modes yields

$$
\left[ S_{A}^{(3)} \right]_{\mu\nu\sigma}(p, q, r) = 0
$$

Hence, the electric component of the ghost-gluon vertex disappears in the limit of vanishing Matsubara frequencies. Similarly, we find for the three-gluon vertex,

$$
\left[ S_{A}^{(3)} \right]_{\mu\nu\sigma}(p, q, r) = 0
$$

and for the four-gluon vertex,

$$
\left[ S_{A}^{(4)} \right]_{\mu\nu\rho\sigma}(p, q, r) = 0
$$

Thus, for $p^2 \ll (2\pi T)^2$ the classical vertex dressings are fully described by the remaining basis tensors, to wit,
FIG. 14: Relative deviations, e.g. \((\lambda_{A}^{M}(\lambda_{c} = 1) - \lambda_{A}^{M}(\lambda_{c} = 2)) / \lambda_{A}^{M}(\lambda_{c} = 1)\), of the four-gluon vertex dressings, \([D3]\), calculated with different parameters in the smoothed theta function \([D9]\). Depending on the temperature, the dressings depend either on \(\lambda_{c}\) or \(\Lambda_{c}\), see \([D10]\).

those with only magnetic legs and those with exactly two electric legs.

Appendix D: Projecting the flow equations

The tensor bases for the propagators as well as for the ghost-gluon vertex are complete, and therefore the projection onto the dressings is unique. For the gluonic vertices we do not take the full transverse tensor bases into account. Consequently, already in the vacuum, any projection is an approximation that relies on the assumption that non-included basis elements are small. If the flows are projected onto their electric and magnetic components, the incompleteness of the bases can lead to intricate complications. The reason is that the magnetic and electric projection operators can yield differing contributions from non-classical tensor structures that are created by quantum fluctuations. As an immediate consequence, the magnetic and electric dressings differ then by momentum dependent terms. This effect occurs already at vanishing temperature, and is therefore in contradiction with the \(O(4)\)-symmetry of the vacuum. If one uses a complete basis, projecting with magnetic and electric projection operators does not spoil the \(O(4)\)-symmetry although the projection operators themselves are not \(O(4)\)-symmetric.

In the following two subsections we discuss in detail the quantitative relevance of these effects caused by the incomplete bases for the gluonic vertices. In order to disentangle genuine finite-temperature contributions from these projection artefacts, we consider only vacuum flows. By splitting the projection into electric and magnetic components and comparing them to the \(O(4)\)-symmetric projection, we are able to quantify these basis artefacts. Unfortunately, we find that the emergence of certain non-classical tensors yields sizeable artefacts on the dressing of the classical tensor structure of the four-gluon vertex. As discussed in detail in this and the following two App. \([E]\) and \([F]\), implementing a proper treatment of these artefacts of the incomplete bases turns out to be vital to obtain the correct UV behaviour and cutoff independence of the finite-temperature results.

1. Three-gluon vertex

We project onto the magnetic and electric components of the three-gluon vertex by

\[
\lambda_{A}^{M} = \left[ S_{A}^{(3)abc} \right]_{\mu\rho} \Pi^{M}_{\mu\nu} \Pi^{M}_{\nu\rho} \Pi^{M}_{\rho\mu} \left[ \Sigma^{(3)abc} A^{A}_{\mu\nu\rho} \Pi^{A}_{\mu\nu} \Pi^{A}_{\nu\rho} \Pi^{A}_{\rho\mu} \right],
\]

\[
\lambda_{A}^{E} = \left[ S_{A}^{(3)abc} \right]_{\mu\rho} \Pi^{E}_{\mu\nu} \Pi^{E}_{\nu\rho} \Pi^{E}_{\rho\mu} \left[ \Sigma^{(3)abc} A^{A}_{\mu\nu\rho} \Pi^{A}_{\mu\nu} \Pi^{A}_{\nu\rho} \Pi^{A}_{\rho\mu} \right],
\]

as generalisation of the vacuum projection

\[
\lambda_{A} = = \left[ S_{A}^{(3)abc} \right]_{\mu\rho} \Pi^{A}_{\mu\nu} \Pi^{A}_{\nu\rho} \Pi^{A}_{\rho\mu} \left[ \Sigma^{(3)abc} A^{A}_{\mu\nu\rho} \Pi^{A}_{\mu\nu} \Pi^{A}_{\nu\rho} \Pi^{A}_{\rho\mu} \right].
\]

In explicit numerical checks we find that the projections \([D1]\) and \([D2]\) agree to the per mille level at \(T = 0\) and therefore also for \(k \gg 2\pi T\). We conclude that our projection is not sensitive to the possible emergence of non-classical tensors structures in the three-gluon vertex. This is also consistent with the sub-leading importance of non-classical tensor structures found in earlier three-gluon vertex studies \([53]\).
2. Four-gluon vertex

We project onto the vacuum dressing function with

$$\lambda_{A^4} = \left[ S_{A^4}^{(4)\mu_1\mu_2\mu_3\mu_4} \Pi_{\mu_1\rho_1}^{+} \Pi_{\mu_2\rho_2}^{-} \Pi_{\mu_3\rho_3}^{+} \Pi_{\mu_4\sigma}^{-} \right] \Gamma_{(4)^{\mu_1\mu_2\rho_1\rho_2}^+\mu_3\mu_4\rho_3\rho_4}^{(4)} | S_{A^4}^{(4)\mu_1\mu_2\mu_3\mu_4} \right]^{\mu_1\mu_2\rho_1\rho_2}^+ \mu_3\mu_4\rho_3\rho_4. $$

Assuming vanishing non-classical tensor structures, this generalises to

$$\lambda_{A^4}^M = \left[ S_{A^4}^{(4)\mu_1\mu_2\mu_3\mu_4} \Pi_{\mu_1\rho_1}^{M} \Pi_{\mu_2\rho_2}^{M} \Pi_{\mu_3\rho_3}^{M} \Pi_{\mu_4\sigma}^{M} \right] \Gamma_{(4)^{\mu_1\mu_2\rho_1\rho_2}^M\mu_3\mu_4\rho_3\rho_4}^{(4)} | S_{A^4}^{(4)\mu_1\mu_2\mu_3\mu_4} \right]^{\mu_1\mu_2\rho_1\rho_2}^M \mu_3\mu_4\rho_3\rho_4, $$

$$\lambda_{A^4}^E = \left[ S_{A^4}^{(4)\mu_1\mu_2\mu_3\mu_4} \Pi_{\mu_1\rho_1}^{E} \Pi_{\mu_2\rho_2}^{E} \Pi_{\mu_3\rho_3}^{E} \Pi_{\mu_4\sigma}^{E} \right] \Gamma_{(4)^{\mu_1\mu_2\rho_1\rho_2}^E\mu_3\mu_4\rho_3\rho_4}^{(4)} | S_{A^4}^{(4)\mu_1\mu_2\mu_3\mu_4} \right]^{\mu_1\mu_2\rho_1\rho_2}^E \mu_3\mu_4\rho_3\rho_4, $$

for the magnetic and the electric components. If the only tensor generated by the flow were the classical one,

$$\Gamma_{(4)^{\mu_1\mu_2\rho_1\rho_2}^C\mu_3\mu_4\rho_3\rho_4}^{(4)} = f^{\mu_1\mu_2\rho_1\rho_2} \delta_{\mu_3\rho_3} + \text{perm.},$$

the projections (D3) and (D4) would yield $\lambda_{A^4} = \lambda_{A^4}^M = \lambda_{A^4}^E$. However, this equality can be spoiled by the presence of non-classical tensors, which are in general created by the flow equation. Consider, for example, the following $O(4)$- and Bose-symmetric non-classical tensor:

$$\Gamma_{(4)^{\mu_1\mu_2\rho_1\rho_2}^{\text{noncl}}\mu_3\mu_4\rho_3\rho_4}^{(4)} = f^{\mu_1\mu_2\rho_1\rho_2} \delta_{\mu_3\rho_3} + \text{perm.},$$

which are also shown in Fig. 13. Assuming that this unphysical projection artefact of these non-classical tensors is given by the vacuum differences of the projections (D3) and (D4),

$$\partial_t \left[ \lambda_{A^4} - \lambda_{A^4}^M (T = 0) \right],$$

$$\partial_t \left[ \lambda_{A^4} - \lambda_{A^4}^E (T = 0) \right],$$

which is also shown in Fig. 13. Assuming that this unphysical difference depends only mildly on the temperature, a natural strategy to account for this artefact is to subtract (D7) from the finite-temperature flows. However, there is an additional complication in the case of the scaling solution. The vertex dressings obey a power law behaviour at small momenta, see (38), and the corresponding exponent changes as one goes from the vacuum to finite temperature. Although this behaviour of the correlators at very small momenta does not affect any observables, it has to be taken into account when subtracting (D7) from the finite-temperature flows. Conse-
of the four-gluon vertex dressings on these parameters as shown in Fig. 14. Since the four-gluon vertex is the least important of all classical tensors in the self-consistently coupled system, we find that the dependence of all other dressings on these parameters is even smaller. For example, the induced uncertainty on the electric gluon propagator is at most 3\%, but for a wide range of temperatures and momenta it is even smaller than 0.5\%. In all cases the dependence on the smoothing parameter, \( \epsilon = 0.05\), is negligible.

Appendix E: Vacuum limit

We constructed the truncation such that it converges to the symmetric-point approximation used in [2] in the vacuum limit, \( T \to 0 \). In Fig. 15a, we show the gluon propagator for a range of small temperatures. We clearly see that the magnetic as well as the electric propagators approach the vacuum propagator in the zero temperature limit. In particular, for each temperature there exists a threshold momentum above which the magnetic, the electric and the vacuum dressings agree. This is not only a strong check of our code but also shows the validity of (B1) – (B3) at \( k \ll T \) as well as the consistency of our \( O(4)\)-symmetric momentum approximations, i.e. [13]. Similarly, the magnetic and electric dressing functions of the other vertices become degenerate in the vacuum limit. As discussed in the next appendix, this behaviour allows us to significantly reduce the computational effort.

Appendix F: Initial scale

The regulator suppresses quantum as well as thermal fluctuations below the regulator scale \( k \). Therefore, the temperature-dependent generalised effective action \( \Gamma_k(T) \) agrees with the zero-temperature effective action

\[
\frac{1}{(p^2 Z_A^M(p))}.
\]

FIG. 16: Electric and magnetic gluon propagators with and without mass subtraction procedure. (G2).

\[
\frac{1}{(p^2 Z_A^M(p))}.
\]

(1) – (13). Similarly, the magnetic and electric dressing functions of the other vertices become degenerate in the vacuum limit. As discussed in the next appendix, this behaviour allows us to significantly reduce the computational effort.

\[\Gamma_k(T)\] agrees with the zero-temperature effective action

\[\frac{1}{(p^2 Z_A^M(p))}.
\]

\[\frac{1}{(p^2 Z_A^M(p))}.
\]
as long as temperature fluctuations are suppressed,
\[ \Gamma_k(T) = \Gamma_k(T = 0) \quad \text{if} \quad 2\pi T \ll k. \]  
(F1)
This property enables us to reduce the computational effort by one to two orders of magnitude. First we compute the \( T = 0 \) effective action, starting at a large perturbative scale of typically \( k = \Lambda = 60 \text{GeV} \) from the classical action. To obtain the temperature-dependent 1PI effective action, we integrate the flow equation starting from the effective average action \( \Gamma_{\Lambda_T}(T) = \Gamma_{\Lambda_T}(T = 0) \) at a lower, temperature-dependent cutoff scale,
\[ \Lambda_T = \max(\lambda 2\pi T, \Lambda_T^{\text{min}}). \]  
(F2)
Here, \( \Lambda_T^{\text{min}} \) has been introduced to avoid the interference of the lowered starting scale with the dynamical mass generation of the gluon. This is necessary, because the scaling condition forces us to modify the input at \( \Lambda_T \) by a gluon mass term, see App. G. Consequently, we choose \( \Lambda_T^{\text{min}} \) as the scale where the vacuum gluon propagator dressing becomes maximal, i.e. \( \Lambda_T^{\text{min}} = 0.955 \text{GeV} \). We show the dependence of the longitudinal gluon propagator on the physical start scale \( \lambda \) in Fig. 15b. The gluon propagator as well as all other quantities do not depend on the start scale for \( \lambda \geq 2 \). In our numerical computation we use \( \lambda = 4 \) although \( \lambda = 2 \) is sufficient, as argued in App. G.

To demonstrate the advantage of the temperature-dependent initial scale, we consider the numerical vacuum integration,
\[ \int_q = \int \frac{d^4 q}{(2\pi)^4} = \int_0^L \frac{dq}{(2\pi)^3} \theta^3 \int d\Omega. \]  
(F3)
Numerically, it is advantageous to choose a \( k \)-dependent numerical cutoff \( L = lk \), where \( l = 3 \) is sufficient for the exponential regulator due to the regulator derivative appearing in all diagrams. This persists in the Matsubara formalism and we can limit the summation to frequencies
\[ \omega = 2\pi T n \text{ smaller than } L = lk, \]
\[ \sum_n = \int_0^L \frac{dq}{(2\pi)^3} q^2 \int d\Omega \sum_{n}^{w \leq L}. \]  
(F4)
Thus, the number of required integrand evaluations grows linearly with \( k \) as well as with \( 1/T \). For small temperatures, the increased number of evaluations due to the growing number of small Matsubara modes is therefore compensated by the shrinking initial scale, at least down to \( T = \Lambda_T^{\text{min}}/(2\pi \lambda) \).

**Appendix G: Gluon mass parameter**

The gluon mass parameter, \( m_A^2 \propto \alpha(\Lambda) \Lambda^2 \), is fixed at the cutoff scale \( k = \Lambda \), which is far bigger than the temperature scale, \( \Lambda \gg 2\pi T \). As discussed in Sec. III B, this parameter is determined by the modified Slavnov-Taylor identity that is difficult to solve numerically with the required quadratic precision. In addition, a truncation to the combined system of mSTI and flow has to be self-consistent to quadratic precision. At vanishing temperature, we have therefore determined the gluon mass term by requiring a solution of the scaling type.

Temperature effects are suppressed exponentially for the used regulators, see [106] and Sec. III A. Hence, the initial conditions for the flow at \( k = \Lambda \) converge exponentially to that at vanishing temperature. However, in the present scaling solution the initial conditions compensate for the violation of the modified BRST-symmetry during the flow, and in particular at low cutoff scales. Therefore, we expect a temperature-dependent change of the initial conditions for compensating temperature-dependent truncation artefacts at low scales. Keeping this in mind, we extend the BRST-consistent fine-tuning of the initial
conditions to finite temperature,
\[ \Gamma^{(2),M,\text{raw}}_{AA,k=k_T}(p) = \Gamma^{(2),E,\text{raw}}_{AA,k=k_T}(p) = \Gamma^{(2),T=0}_{AA,k=k_T}(p) + \Delta m^2_T. \quad (G1) \]

The temperature-dependent part of the gluon mass parameter \( \Delta m^2_T \) is fixed such that we obtain infrared scaling in the purely magnetic sector, see Sec. [1113]. Its sole purpose is to adjust the modified BRST symmetry as in the \( T=0 \) case. Requiring scaling fixes \( \Delta m^2_T \) uniquely. While adjusting the correct infrared behaviour, this introduces truncation artefacts in the UV. The RG-relevant part of the temperature-dependence at large momentum has to vanish identically. It is uniquely removed with
\[ \Gamma^{(2),M/E}_{AA,k=0} = \Gamma^{(2),M/E,\text{raw}}_{AA,k=0} - \left( \Gamma^{(2),M/E,\text{raw}}_{AA,k=k_T} - \Gamma^{(2),T=0}_{AA,k=k_T} \right). \quad (G2) \]

Here, \( k_T \approx 4\pi T \leq \Lambda_T \) is the scale above which temperature effects are virtually absent, i.e.
\[ \Gamma^{(2),M,\text{raw}}_{AA,k\geq k_T} = \Gamma^{(2),E,\text{raw}}_{AA,k\geq k_T}. \quad (G3) \]

Note that (G2) keeps the physical temperature-dependent polynomially suppressed large momentum corrections, see [G2]. Equation (G2) removes in particular \( \Delta m^2_T \) from the final result. Moreover, the mass correction (G1) leads to modifications of the flows due to the back coupling of the changed gluon mass parameter. Consequently, the subtraction (G2) removes back-coupling artefacts that are accumulated during the integration of the flow from \( \Lambda_T \) to \( k_T \). In the case \( \Lambda_T = k_T \), no back-coupling artefacts are created at scales larger than \( k_T \) and the correction becomes trivial,
\[ \Gamma^{(2),M/E,\text{raw}}_{AA,k=k_T} - \Gamma^{(2),T=0}_{AA,k=k_T} = \Delta m^2_T. \quad (G4) \]

We demonstrate in Fig. [15b] that neither the raw nor the final gluon propagators, obtained with (G2), depend on the initial cutoff scale \( \Lambda_T \). Thus, \( \Lambda_T = k_T \) is the numerically least demanding and most stable choice that includes all thermal fluctuations. Note that (G1) modifies the magnetic and electric propagators identically. Thus, the electric mass is an observable at vanishing cutoff.

In order to assess the effect of the temperature-dependent tuning of the gluon mass parameter (G1), we compare the raw with the final propagators in Fig. [16]. We observe a sizeable influence of the correction on the final result. We plot the raw and the final magnetic gluon propagator each normalised by the magnetic lattice propagator in Fig. [17]. Since the lattice data have to be renormalised for each temperature separately, agreement is always found at the corresponding momentum scale, see App. [I]. At lower scales, the raw propagator quickly deviates from the lattice results. Contrarily, the final propagator shows better agreement, which we interpret as support for our subtraction procedure (G2).

**Appendix II: Scale setting and renormalisation**

We set the scale by rescaling our internal units such that the bump position of the gluon propagator dressing lies at \( p_{\text{max}} = 0.955 \) GeV, and thus coincides with the bump position of the vacuum lattice results from [134], see Fig. [12].

The temperatures of the \( SU(2) \) lattice results from [69, 103] are given in terms of the critical temperature. In order to compare, we use \( T_{SU(2)} = 0.7091 \sqrt{\sigma} = 312 \) MeV [159] to convert the temperature into units of GeV, where the string tension \( \sigma \) is given by \( \sigma = 0.440 \) GeV$^2$. These lattice results need to be renormalised for each temperature separately. We determine the temperature-dependent renormalisation constants by fitting all lattice
The SU(3) lattice results from [71] do not include the vacuum case $T = 0$. Therefore, we allow for a scale mismatch by introducing a temperature-independent relative scale factor $r_s$, in addition to the temperature-independent wave function renormalisation constant $z_L$. We determine $r_s$ and $z_L$ by fitting the magnetic gluon dressing function, $1/(z_L Z^M(r_s T, r_s p))$, simultaneously for all temperatures to all lattice points above $p \geq 0.5 \text{GeV}$. Subsequently, we use $r_s$ and $z_L$ to rescale the magnetic as well as the electric lattice propagators to our data. We find the relative scale mismatch $r_s - 1$ to be small, of the order of 2%. The temperatures in [71] are given in units of GeV. In order to simplify the discussion, we convert the temperatures into units of the critical temperature, using their value for the $SU(3)$ phase transition temperature, $T_c = 270 \text{MeV}$.

Appendix I: Screening mass

In this appendix we describe the extraction of the screening masses shown in Sec. II C and provide the propagators in position space, see Fig. 18. In general, the thermal propagators at large distances show a combination of an exponential and an algebraic decay,

$$
\lim_{z \rightarrow \infty} G^E_T(x) = c_a x^{1-4c} + c_e \exp (-m_a x)
$$

where $G^E_T(x)$ is the Fourier transformed zero mode of the electric gluon propagator (26), see Sec. II C. The algebraic decay originates from the infrared scaling at vanishing temperature with $1-4c$ being the scaling exponent in position space, cf. also (38). At low enough temperatures $T \ll T_c$, we see remnants of this zero-temperature algebraic part. At higher temperatures we have $c_a = 0$.

In Fig. 18 we show $G^E_T(x)$ for low (left panel) and high (right panel) temperatures. For all shown temperatures, the exponential decay is apparent as linear regime. For even lower temperatures, the linear regime shrinks considerably due to the algebraic decay, and we need a higher numerical precision for extracting the sub-leading exponential decay. This is clearly seen in the lowest temperature shown, $T = 0.102 \text{GeV}$.
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