Dynamic Locomotion in the MIT Cheetah 3 Through Convex Model-Predictive Control

Jared Di Carlo¹, Patrick M. Wensing², Benjamin Katz³, Gerardo Bledt¹,³, and Sangbae Kim³

Abstract—This paper presents an implementation of model predictive control (MPC) to determine ground reaction forces for a torque-controlled quadruped robot. The robot dynamics are simplified to formulate the problem as convex optimization while still capturing the full 3D nature of the system. With the simplified model, ground reaction force planning problems are formulated for prediction horizons of up to 0.5 seconds, and are solved to optimality in under 1 ms at a rate of 20-30 Hz. Despite using a simplified model, the robot is capable of robust locomotion at a variety of speeds. Experimental results demonstrate control of gaits including stand, trot, flying-trot, pronk, bound, pace, a 3-legged gait, and a full 3D gallop. The robot achieved forward speeds of up to 3 m/s, lateral speeds up to 1 m/s, and angular speeds up to 180 deg/sec. Our approach is general enough to perform all these behaviors with the same set of gains and weights.

I. INTRODUCTION

Control of highly dynamic legged robots is a challenging problem due to the underactuation of the body during many gaits and due to constraints placed on ground reaction forces. As an example, during dynamic gaits such as bounding or galloping, the body of the robot is always underactuated. Additionally, ground reaction forces must always remain in a friction cone to avoid slipping. Current solutions for highly dynamic locomotion include heuristic controllers for hopping and bounding [1], which are effective, but difficult to tune; two-dimensional planar simplifications [2], which are only applicable for gaits without lateral or roll dynamics; and evolutionary optimization for galloping [3], which cannot currently be solved fast enough for online use. Recent results on hardware include execution of bounding limit cycles discovered offline with HyQ [4] and learned pronking, trotting, and bounding gaits on StarETH [5].

Predictive control can stabilize these dynamic gaits by anticipating periods of flight or underactuation, but is difficult to solve due to the nonlinear dynamics of legged robots and the large number of states and control inputs. Nonlinear optimization has been shown to be effective for predictive control of hopping robots [6], humanoids [7], [8], and quadrupeds [9], with [9] demonstrating the utility of heuristics to regularize the optimization. Another common approach is to use both a high-level planner, such as in [10], [11] and a lower level controller to track the plan. More recently, the experimental results in [12] show that whole-body nonlinear MPC can be used to stabilize trotting and jumping.

The stabilization of the quadruped robot HyQ using convex optimization discussed in [13] demonstrates the utility of convex optimization, but the approach cannot be immediately extended to dynamic gaits due to the quasi-static simplifications made to the robot model. Similarly, in bipedal locomotion, convex optimization has been used to find the best forces to satisfy instantaneous dynamics requirements [14] and to plan footsteps with the linear inverted pendulum model [15] but the latter approach does not include orientation in the predictive model.

While galloping is well studied in the field of biology [16], [17], surprisingly few hardware implementations of galloping exist. The first robot to demonstrate galloping was the underactuated quadruped robot Scout II [18], which reached 1.3 m/s, but had limited control of yaw. The MIT Cheetah 1 robot [19] achieved high-speed galloping, but was constrained to a plane. To the best of our knowledge, the only previous implementation of a fully 3D gallop with yaw control is on the hydraulically actuated WildCat robot [20], developed by Boston Dynamics. Unfortunately, no specific details about WildCat or its control system have been published.

The main contribution of this paper is a predictive controller which stabilizes a large number of gaits, including those with complex orientation dynamics. On hardware, we achieved a maximum yaw rate of 180 deg/sec and a maximum linear velocity of 3.0 m/s during a fully 3D gallop, which we believe to be the fastest gallop of an electrically actuated robot, and the fastest angular velocity of any legged robot similar in scale to Cheetah 3. Our controller can be formulated as a single convex optimization problem which considers a 3D, 12 DoF model of the robot. The solution of
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Section V contains implementation details and results.

II. CONTROL ARCHITECTURE

A. MIT Cheetah 3 Robot

The MIT Cheetah 3, shown in figure 1, is a 45 kg quadruped robot built by the MIT Biomimetic Robotics Lab [26]. The robot utilizes the proprioceptive actuator technology developed for the Cheetah 2 robot [27], which had low inertia, easily backdrivable hip and knee actuators to mitigate impacts. Cheetah 3 uses the same actuator technology in its hips, knees, and additionally the ab/ad joints, which allows the robot to execute dynamic turns.

Each of the robot’s four legs has three torque controlled joints: ab/ad, hip, and knee. Each joint can produce a maximum torque of 250 Nm and can operate at a maximum velocity of 21 rad/sec. Motor torque control is accomplished by adjusting the setpoint of the motor current control loop; there are no torque or force sensors.

B. Conventions

The body and world coordinate systems are defined in Figure 3. All quantities in the body coordinate system have a left subscript $B$. Quantities with no subscript are in the world coordinate system. Vectors are bold, upright, and lowercase ($a, \omega$), matrices are bold, upright, and uppercase ($A, \Omega$), and scalars are lowercase and italicized ($a, \omega$). $I_n$ is used to denote an $n \times n$ identity matrix.

C. State Machine

The controller proposed in this paper determines desired 3D ground reaction forces for behaviors with fixed-timing foot placement and liftoff. When a foot is scheduled to be in the air, the robot runs a swing leg controller, which is robust to early touchdowns. Otherwise, a ground force controller runs. These controllers are described in the following subsections and in Figure 2.

D. Swing Leg Control

The swing controller computes and follows a trajectory for the foot in the world coordinate system. The controller for tracking the trajectory uses the sum of a feedback and feedforward term to compute joint torques.

The control law used to compute joint torques for leg $i$ is

$$\tau_i = J_i^\top \left[ K_p (B_{pi,ref} - B_{pi}) + K_d (B_{vi,ref} - B_{vi}) \right] + \tau_{i,ff}$$

(1)
where $J_i \in \mathbb{R}^{3 \times 3}$ is the foot Jacobian, $K_p, K_d \in \mathbb{R}^{3 \times 3}$ are diagonal positive definite proportional and derivative gain matrices, $p_{r_{i, \text{ref}}}, v_{r_{i, \text{ref}}} \in \mathbb{R}^3$ are the position and velocity of the $i$-th foot, $p_{r_{i, \text{ref}}}, v_{r_{i, \text{ref}}} \in \mathbb{R}^3$ are the corresponding references for the position and velocity of the swing leg trajectory and $\tau_{i, \text{ff}} \in \mathbb{R}^{3}$ is a feedforward torque, found with

$$
\tau_{i, \text{ff}} = J_i^T \Lambda_i (p_{r_{i, \text{ref}}} - J_i q_i) + C_i \dot{q}_i + G_i
$$

where $\Lambda_i \in \mathbb{R}^{3 \times 3}$ is the operational space inertia matrix, $a_{r_{i, \text{ref}}} \in \mathbb{R}^3$ is the reference acceleration in the body frame, $\dot{q}_i \in \mathbb{R}^3$ is the vector of joint positions, and $C_i \dot{q}_i + G_i$ is the torque due to gravity and Coriolis forces for the leg.

To ensure high-gain stability in a wide range of leg configurations, the $K_p$ matrix must be adjusted to keep the natural frequency of the closed loop system relatively constant in response to changes in the apparent mass of the leg. The $i$-th diagonal entry of $K_p$ required to maintain a constant natural frequency $\omega_i$ for the $i$-th axis can be approximated with

$$
K_{p, i} = \omega_i^2 \Lambda_{i, i}
$$

where $\Lambda_{i, i}$ is the $i$, $i$-th entry in the mass matrix, corresponding to the apparent mass of the leg along the $i$-th axis.

Desired footstep locations are chosen with a simple heuristic described in Section V. Additionally, a contact detection algorithm [25] detects and handles early or late contact. If an early contact is detected, the controller immediately switches to stance and begins ground force control.

E. Ground Force Control

During ground force control, joint torques are computed with

$$
\tau_i = J_i^T R_i^T f_i
$$

where $R_i$ is the rotation matrix which transforms from body to world coordinates, $J_i \in \mathbb{R}^{3 \times 3}$ is the foot Jacobian, and $f_i$ is the vector of forces calculated from the model predictive controller described in Section IV.

III. SIMPLIFIED ROBOT DYNAMICS

The predictive controller models the robot as a single rigid body subject to forces at the contact patches. Although ignoring leg dynamics is a major simplification, the controller is still able to stabilize a high-DoF system and is robust to these multi-body effects. For the Cheetah 3 robot, this simplification is reasonable; the mass of the legs is roughly 10% of the robot’s total mass. For each ground reaction force $f_i \in \mathbb{R}^3$, the vector from the center of mass (COM) to the point where the force is applied is $r_i \in \mathbb{R}^3$. The rigid body dynamics in world coordinates are given by

$$
p = \sum_{i=1}^{n} \frac{m}{r_i} f_i - g
$$

$$
\frac{d}{dt} (p \omega) = \sum_{i=1}^{n} r_i \times f_i
$$

$$
\dot{R} = [\omega] \times R
$$

where $p \in \mathbb{R}^3$ is the robot’s position, $m$ is the robot’s mass, $g \in \mathbb{R}^3$ is the acceleration of gravity, $I \in \mathbb{R}^{3 \times 3}$ is the robot’s inertia tensor, $\omega \in \mathbb{R}^3$ is the robot’s angular velocity, and $R$ is the rotation matrix which transforms from body to world coordinates. $[x]_\times \in \mathbb{R}^{3 \times 3}$ is defined as the skew-symmetric matrix such that $[x]_\times y = x \times y$ for all $x, y \in \mathbb{R}^3$. The nonlinear dynamics in (6) and (7) motivate the approximations made in the following subsection to avoid the nonconvex optimization that would otherwise be required for model predictive control.

A. Approximated Angular Velocity Dynamics

The robot’s orientation is expressed as a vector of Z-Y-X Euler angles [28] $[\phi \theta \psi]^T$ where $\psi$ is the yaw, $\theta$ is the pitch, and $\phi$ is the roll. These angles correspond to a sequence of rotations such that the transform from body to world coordinates can be expressed as

$$
R = R_z(\psi) R_y(\theta) R_x(\phi)
$$

where $R_n(\alpha)$ represents a positive rotation of $\alpha$ about the $n$-axis. The angular velocity in world coordinates can be found from the rate of change of these angles with

$$
\omega = \begin{bmatrix}
\cos(\theta) \cos(\psi) & -\sin(\theta) & 0 \\
\cos(\theta) \sin(\psi) & \cos(\psi) & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
\dot{\phi} \\
\dot{\theta} \\
\dot{\psi}
\end{bmatrix}
$$

If the robot is not pointed vertically ($\cos(\theta) \neq 0$), equation (9) can be inverted to find

$$
\begin{bmatrix}
\dot{\phi} \\
\dot{\theta} \\
\dot{\psi}
\end{bmatrix} = \begin{bmatrix}
\cos(\psi)/\cos(\theta) & \sin(\psi)/\cos(\theta) & 0 \\
-\sin(\psi) & \cos(\psi) & 0 \\
\cos(\psi) \tan(\theta) & \sin(\psi) \tan(\theta) & 1
\end{bmatrix}
\begin{bmatrix}
\phi \\
\theta \\
\psi
\end{bmatrix}
$$

For small values of roll and pitch ($\phi, \theta$), equation (10) can be approximated as

$$
\begin{bmatrix}
\dot{\phi} \\
\dot{\theta} \\
\dot{\psi}
\end{bmatrix} \approx \begin{bmatrix}
\cos(\psi) & \sin(\psi) & 0 \\
-\sin(\psi) & \cos(\psi) & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
\phi \\
\theta \\
\psi
\end{bmatrix}
$$

which is equivalent to

$$
\begin{bmatrix}
\dot{\phi} \\
\dot{\theta} \\
\dot{\psi}
\end{bmatrix} \approx R_z(\psi) \omega
$$

Note that the order in which the Euler angle rotations are defined is important; with an alternate sequence of rotations, the approximation will be inaccurate for reasonable robot orientations.

Equation (6) can be approximated with

$$
\frac{d}{dt} (I \omega) = \dot{\omega} + \omega \times (I \omega) \approx \dot{\omega}
$$

This approximation has been made in controllers such as [13], and discards the effect of precession and nutation of the rotating body. The $\omega \times (I \omega)$ term is small for bodies with small angular velocities and does not contribute significantly
to the dynamics of the robot. The inertia tensor in the world coordinate system can be found with
\[ I = R B_i R^T \]
which, for small roll and pitch angles, can be approximated by
\[ \hat{I} = R_i z(\psi) B_i R_i^{-1}(\psi)^T \]
where \( B_i \) is the inertia tensor in body coordinates.

**B. Simplified Robot Dynamics**

The approximated orientation dynamics and translational dynamics can be combined into the following form:
\[
\begin{bmatrix}
\dot{\hat{\Theta}} \\
\dot{\hat{\mathbf{p}}} \\
\end{bmatrix}
= 
\begin{bmatrix}
0_3 & 0_3 & R_i z(\psi) & 0_3 \\
0_3 & 0_3 & 0_3 & 0_3 & 0_3 \\
0_3 & 0_3 & 0_3 & 0_3 \\
\hat{I}^{-1}[r_{1x}] & \ldots & \hat{I}^{-1}[r_{3x}] & 0 \\
\end{bmatrix}
\begin{bmatrix}
\dot{\Theta} \\
\dot{\mathbf{p}} \\
\end{bmatrix}
+ 
\begin{bmatrix}
0 \\
0 \\
0 \\
|f_1| & \ldots & |f_n| \\
\end{bmatrix}
\end{bmatrix}
\begin{bmatrix}
\dot{\mathbf{g}} \\
\end{bmatrix}
\]  
(16)

Equation (16) can be rewritten with an additional gravity state to put the dynamics into the convenient state-space form:
\[ \mathbf{x}(t) = A_c(\psi)\mathbf{x}(t) + B_c(r_1, \ldots, r_n, \psi)\mathbf{u}(t) \]
(17)
where \( A_c \in \mathbb{R}^{13 \times 13} \) and \( B_c \in \mathbb{R}^{13 \times 3n} \). This form depends only on yaw and footstep locations. If these can be computed ahead of time, the dynamics become linear time-varying, which is suitable for convex model predictive control.

**IV. MODEL PREDICTIVE CONTROL**

Desired ground reaction forces are found with a discrete-time finite-horizon model predictive controller. Because we consider ground reaction forces instead of joint torques, the predictive controller does not need to be aware of the configuration or kinematics of the leg. In general, model predictive controllers contain a model of the system to be controlled, and on each iteration, start from the current state and find the optimal sequence of control inputs and the corresponding state trajectory over the finite-length prediction horizon, subject to constraints on the state trajectory and the control inputs. Because this process is repeated for every iteration, only the first timestep of the computed control input trajectory is applied before the controller runs again and new control inputs are computed. In this section, we consider an MPC problem with horizon length \( k \) in the standard form
\[
\min_{\mathbf{x}, \mathbf{u}} \sum_{i=0}^{k-1} ||\mathbf{x}_{i+1} - \mathbf{x}_{i+1,ref}||_Q + ||\mathbf{u}_i||_R
\]
subject to
\[
\mathbf{x}_{i+1} = A_i\mathbf{x}_i + B_i\mathbf{u}_i, i = 0 \ldots k - 1
\]
(19)
\[
\mathbf{g}_i \leq \mathbf{c}_i \mathbf{u}_i \leq \mathbf{c}_i, i = 0 \ldots k - 1
\]
(20)
\[
D_i \mathbf{u}_i = 0, i = 0 \ldots k - 1
\]
(21)
where \( \mathbf{x}_i \) is the system state at time step \( i \), \( \mathbf{u}_i \) is the control input at time step \( i \), \( Q \) and \( R \) are diagonal positive semidefinite matrices of weights, \( A_i \) and \( B_i \) represent the discrete time system dynamics, \( \mathbf{c}_i \) and \( \mathbf{c}_i \) represent inequality constraints on the control input, and \( D_i \) is a matrix which selects forces corresponding with feet not in contact with the ground at timestep \( i \). The notation \( ||a||_s \) is used to indicate the weighted norm \( \mathbf{a}^T S \mathbf{a} \). The controller in this form attempts to find a sequence of control inputs that will guide the system along the trajectory \( \mathbf{x}_{ref} \), trading off tracking accuracy for control effort, while obeying constraints. In the event that the system cannot exactly track the reference trajectory, which is often the case due to uncontrollable dynamics during periods of underactuation, or due to constraints, the predictive controller finds the best solution, in the least squares sense, over the prediction horizon. The optimization over the horizon while taking into account future constraints enables the predictive controller to plan ahead for periods of flight and regulate the states of the body during a gait when the body is always underactuated, such as bounding.

**A. Force Constraints**

The equality constraint in (21) is used to set all forces from feet off the ground to zero, enforcing the desired gait. The inequality constraint in (20) is used to set the following 10 inequality constraints for each foot on the ground
\[
f_{\min} \leq f_z \leq f_{\max}
\]
(22)
\[
-\mu f_z \leq f_x \leq \mu f_z
\]
(23)
\[
-\mu f_z \leq f_y \leq \mu f_z
\]
(24)

These constraints limit the minimum and maximum \( z \)-force as well as a square pyramid approximation of the friction cone.

**B. Reference Trajectory Generation**

The desired robot behavior is used to construct the reference trajectory. In our application, our reference trajectories are simple and only contain non-zero \( xy \)-velocity, \( xy \)-position, \( z \)-position, yaw, and yaw rate. All parameters are commanded directly by the robot operator except for \( xy \) and \( z \)-position, which are determined by integrating the appropriate velocities. The other states (roll, pitch, roll rate, and \( z \)-velocity) are always set to 0. The reference trajectory is also used to determine the dynamics constraints and future foot placement locations. In practice, the reference trajectory is short (between 0.5 and 0.3 seconds) and recalculated often (every 0.05 to 0.03 seconds) to ensure the simplified dynamics remain accurate if the robot is disturbed.

**C. Linear Discrete Time Dynamics**

For each point \( n \) in the reference trajectory, an approximate \( \mathbf{B}_{c,n} \in \mathbb{R}^{13 \times 3n} \) matrix is computed from the \( \mathbf{B}_c(r_1, \ldots, r_n, \psi) \) matrix defined in (17) using desired values of \( \psi \) and \( r_i \) from the reference trajectory and foot placement controller. Similarly, a single \( \hat{A}_{c} \in \mathbb{R}^{13 \times 13} \) matrix is computed for the entire reference trajectory using the average value of \( \psi \) during the reference trajectory. The
1. Introduction

The matrices $B_c(r_1,...,r_n,\psi)$ and $A_c$ matrices are converted to a zero order hold discrete time model using the state transition matrix of the extended linear system:

$$\frac{d}{dt} [x] = \begin{bmatrix} A & B \\ 0 & 0 \end{bmatrix} [x]$$

This simplification allows us to express the dynamics in the discrete time form

$$x[n+1] = \hat{A}x[n] + \hat{B}[u][n]$$

(26)

The approximation in (26) is only accurate if the robot is able to follow the reference trajectory. Large deviations from the reference trajectory, possibly caused by external or terrain disturbances, will result in $\hat{B}[n]$ being inaccurate. However, for the first time step, $\hat{B}[n]$ is calculated from the current robot state, and will always be correct. If, at any point, the robot is disturbed from following the reference trajectory, the next iteration of the MPC, which happens at most 40 ms after the disturbance, will recompute the reference trajectory based on the disturbed robot state, allowing it compensate for a disturbance.

2. Optimization

3. Results

Table I: Controller Settings and Robot Data

|                | m      | $l_{xx}$ | $l_{yy}$ | $I_{zz}$ | $\Theta$ | $\omega$  | $\alpha$  | $\beta$  | $v_{max}$ |
|----------------|--------|----------|----------|----------|---------|---------|---------|---------|---------|
| mass           | 43 kg  | 0.41 kgm²| 2.1 kgm²| 2.1 kgm²| 0.6     | -9.8 m/s²| 250 Nm  | 10 N    | 666 N   |

A. Experimental Setup

The proposed controller was implemented on the MIT Cheetah 3 Robot [26] with a horizon length of one gait cycle (0.33 to 0.5 seconds), subdivided into between 10 and 16 timesteps, depending on the gait selected. New predictions were made at frequencies between 25 and 50 Hz, depending on the gait selected. Reference trajectories and desired gaits were generated based on inputs from a video game controller. Table I contains all parameters used for the predictive controller.

The result from the optimization is used directly and without filter in (4) to find joint torques. State estimation, swing leg planning, and leg impedance control happen at 1 kHz.

A simple heuristic function inspired by [1] is used to plan desired foot locations in the xy-plane of the world coordinate system:

$$p_{des} = p_{ref} + v_{CoM} \Delta t/2$$

(33)

where $\Delta t$ is the time the foot will spend on the ground, $p_{ref}$ is the location on the ground beneath the hip of the robot, and $v_{CoM}$ is the velocity of the robot’s center of mass projected onto the xy-plane. The state estimator is used to determine these values for the current time step, and the reference trajectory is used for future values. The values of
$p_{\text{des}}$ are used for both the swing leg controller and to find $r_i$ for the predictive controller.

The robot has an onboard computer with an Intel i7 laptop processor from 2011 and runs Ubuntu Linux with a kernel patched with CONFIG_PREEMPT_RT. The high level control code, including state estimation, swing leg control, and the dynamics calculations are implemented in MATLAB/Simulink and converted into C code. The MPC setup described in this paper is implemented in C++. The software uses the Eigen3 linear algebra library [30] and the qpOASES [24] quadratic programming library. The qpOASES solver specializes in solving quadratic programs for MPC with the online active set strategy [31] and was used to solve the convex optimization problem. See Figure 4 for a distribution of typical solve times.

To evaluate the predictive controller, it was tested with all of the common gaits: standing, trotting, a flying-trot, pacing, bounding, pronking, and galloping as well as an original 3-legged gait.

B. Trotting

A simple trotting gait was very effective at speeds under 1.2 m/s. While trotting, the robot has no preferred direction of travel; it can easily travel forward, backward, sideways, and along a diagonal at speed, or even travel in straight line while rotating around its center. Figure 5 demonstrates an aggressive turn in place with rotation speeds over 150 deg/sec, resulting in a linear foot velocity with respect to the body of over 1 m/s while the foot is on the ground. Additionally, the figure shows a separate aggressive acceleration test from -1 to 1 m/s in two seconds. Our ability to achieve these velocities on a 10 meter by 1.3 meter platform demonstrates the agility of the robot. The trotting gait was also tested outdoors at speeds up to 1.2 m/s, with the robot untethered. To demonstrate robustness, the robot was driven on muddy and sloped ground and remained stable, even when the feet slipped in the mud.

When trotting forward at high speed, feet in swing may collide with feet lifting off the ground, effectively limiting our trotting gait to low speeds. The flying-trot adds a flight period, improving the top speed to 1.7 m/s, and allows the robot to spin in place at 180 deg/s.

C. Disturbances and Stairs

To test the disturbance rejection of the controller, the robot was firmly kicked while trotting. The kick was forceful enough to accelerate the robot’s body over 1 m/s sideways, but the robot was able to recover while keeping roll and pitch within 10 degrees of level, as shown in Figure 7.

The flying trot gait was also tested on a staircase with 4 full size steps, which it was able to climb reliably. Approximately 15 pieces of wood simulating debris were scattered on the staircase to intentionally make the robot’s feet slip. The swing trajectory height was increased to allow the feet to reach the next step, but the robot otherwise had no knowledge of the staircase. Contact detection algorithms [25] allowed the gait to be modified in real time as the feet touched down earlier or later than anticipated. We attempted to climb and descend the debris covered staircase 3 times. On the first attempt, the robot’s front feet reached the top, but the operator mistakenly commanded a yaw rate of 120 deg/sec, causing a foot to step off the staircase, at which point the robot was shut off. The second attempt was successful at climbing and descending the stairs. In the third attempt, the robot again reached the top step and had a rear foot step off the staircase, causing the knee to invert. The robot slipped down a few stairs and regained control with its front feet on the first step. The operator commanded the robot to correct the orientation of the knee and tried again. This time, the robot was successful in ascending the stairs, but on the way down, as the front feet were about to step off the staircase, the robot kicked its own power switch and shut off. To the best of our knowledge, this is the first time a legged robot has climbed a staircase while using a dynamic gait with a flight period.

D. Pronking/Jumping

To demonstrate the robustness of our controller, we tested a pronking gait, which is a sequence of short jumps approximately 15 cm high. The robot spends 150 ms with all four feet on the ground, followed by 350 ms of flight. The robot is able to land and stabilize itself during the 150 ms of ground contact, allowing it to pronk in place indefinitely.
E. Bounding and Galloping

Bounding on Cheetah 3 is able to achieve higher speeds than trotting due to the higher gait frequency (3.3 Hz) and longer flight times. When bounding with low flight times, the legs must be narrowed in the front so that the rear feet can swing past. For our bounding gait, each foot is on the ground for 90 ms and in swing for 210 ms. While bounding, the robot was able to rotate in place at speeds up to 180 deg/sec. To demonstrate the stability of the controller, the spacing between the left and right feet was decreased until the robot fell. The robot was able to bound with the feet 10 cm apart indefinitely. With the feet 5 cm apart from each other, the robot was able to bound, but had poor control of sideways velocity, limiting the test to roughly 10 footsteps. Figure 6 shows the orientation during 2.25 m/s bounding. Bounding was tested up to 2.5 m/s and likely can go faster, however, galloping was observed to be much smoother, so it was used for all high speed tests. Galloping was able to reach a maximum speed of 3 m/s, at which point it became challenging to keep the robot on the treadmill. Figure 10 shows accurate velocity tracking of galloping up to the maximum speed, and Figures 8 and 9 show leg and controller data during 2.5 m/s galloping.

F. Limitations at High Speed

The MIT Cheetah 3 robot was developed with the intent to operate efficiently, carrying payloads indoors and near humans. As a result, its actuators and legs are designed for lower speeds than Cheetah 2, limiting the linear velocity of the feet. When testing high speed locomotion, the legs installed on Cheetah 3 had a maximum velocity of 15 rad/sec, significantly slower than the maximum of 24 rad/sec, observed on Cheetah 2. When operating near the hip velocity limit, the swing leg controller does not track well. In our attempts to go faster than 3 m/s, the legs could not swing far enough forward in time, causing the robot’s orientation control to become less accurate. The robot was able to handle the increased roll and pitch error, but it became challenging to keep the robot on the 1.3 meter wide treadmill due to drift in yaw velocity. All of our high speed tests ended either with the robot accidentally being driven off the side of the treadmill or with a mechanical failure of the robot. We suspect that with increased leg velocity, higher speeds can be reached. In our full, multi-body simulation of the robot, we have achieved speeds up to 6 m/s when we increase leg velocity to a maximum of 30 rad/sec.

VI. CONCLUSIONS AND FUTURE WORK

Despite significant simplifications to the robot dynamics model, the controller is shown to have good performance with a variety of gaits. We believe our controller is successful because our approximate model still captures many of
the important details of locomotion, including the ground reaction force constraints. We find that a highly accurate model of the robot’s dynamics during the prediction horizon is less important than an accurate model of the robot’s instantaneous dynamics. Our approach updates the dynamics during the prediction horizon frequently and with minimal delay, ensuring the instantaneous approximation is always accurate. Between iterations of our control algorithm, a linear approximation of dynamics appears to be sufficient.

In the future, we plan to more thoroughly investigate different gaits and aggressive behaviors. It is very likely that higher speeds and greater stability can be achieved by designing a more favorable gait. So far, all of the gaits used with the proposed controller were created manually, and imitated gaits found in dogs and other legged robots. We plan to replace these predetermined gaits with contact patterns determined by a higher level planner to improve the robustness and performance of our locomotion. This framework would allow the higher-level planner to run slowly and the low-level predictive controller can continue to run rapidly.
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