Color Channel Perturbation Attacks for Fooling Convolutional Neural Networks and A Defense Against Such Attacks

Jayendra Kantipudi, Shiv Ram Dubey, Member, IEEE, and Soumendu Chakraborty

Abstract—The Convolutional Neural Networks (CNNs) have emerged as a very powerful data dependent hierarchical feature extraction method. It is widely used in several computer vision problems. The CNNs learn the important visual features from training samples automatically. It is observed that the network overfits the training samples very easily. Several regularization methods have been proposed to avoid the overfitting. In spite of this, the network is sensitive to the color distribution within the images which is ignored by the existing approaches. In this paper, we discover the color robustness problem of CNN by proposing a Color Channel Perturbation (CCP) attack to fool the CNNs. In CCP attack new images are generated with new channels created by combining the original channels with the stochastic weights. Experiments were carried out over widely used CIFAR10, Caltech256 and TinyImageNet datasets in the image classification framework. The VGG, ResNet and DenseNet models are used to test the impact of the proposed attack. It is observed that the performance of the CNNs degrades drastically under the proposed CCP attack. Result show the effect of the proposed simple CCP attack on the test accuracy of the CNN trained model. The results are also compared with existing CNN fooling approaches to evaluate the accuracy drop. We also propose a primary defense mechanism to this problem by augmenting the training dataset with proposed CCP attack. The state-of-the-art performance using the proposed solution in terms of the CNN robustness under CCP attack is observed in the experiments. The code is made publicly available at https://github.com/jayendrakantipudi/Color-Channel-Perturbation-Attack.

Impact Statement—Convolutional Neural Networks (CNNs) are an important feature learning mechanism for visual data. They have been very successful in many computer vision applications, primarily within a controlled experimental setup. However, CNNs can be fooled very easily by augmenting the test data, which limits its practical uses over unseen data in real applications. We propose a simple image color channel perturbation (CCP) attack over test data, which fools the CNNs and reduces the average accuracy by 41%. We also use the CCP based data augmentation during training to increase the robustness of the CNNs, which achieves an increase in average accuracy by 63%. The proposed approach can be used to improve the robustness of CNNs against the attacks over the color channels for different vision based intelligent applications.

Index Terms—Deep Learning, CNN Robustness, Image Classification, Color Image, Channel Attack.

I. INTRODUCTION

K. Jayendra and S.R. Dubey are with Computer Vision Group at Indian Institute of Information Technology, Sri City, Chittoor, Andhra Pradesh, India (Email: jayendra.k17@iiits.in, srdubey@iiits.in).
S. Chakraborty is with Indian Institute of Information Technology, Lucknow, Uttar Pradesh, India (Email: soumendu@iiit.ac.in).

THE last decade was completely dominated by the deep learning methods to solve the various problems of Computer Vision, Natural Language Processing, Robotics, and others [1]. Deep learning methods learn the important features from the data automatically in a hierarchical fashion [2]. It has shown very promising performance in various domains, such as computer vision [3], [4], natural language processing [5], [6], health informatics [7], [8], sentiment analysis from social media data [9], [10], etc. However, the recent studies show that the trained deep learning models can be fooled easily by manipulating the test data [11], [12], [13], [14], [15]. Most of the existing fooling techniques are data dependent, whereas we present a data independent color channel perturbation based attack in this paper to fool the trained deep learning models as depicted in Fig. 1.

The Convolutional Neural Network (CNN) is a type of neural network designed to incorporate deep learning in the classification of image and video data. The AlexNet was the first popular CNN model developed by Krizhevsky et al. in 2012 [17]. It won the ImageNet object recognition challenge in 2012 and shown a great improvement [18]. Inspired from the success of AlexNet, various CNN models have been investigated for object recognition, including VGG [19], ResNet [20], DenseNet [21], etc. The CNN based models...
have been also proposed for different applications. The Faster R-CNN [22], Single Shot Detector (SSD) [23] and You Only Look Once (YOLO) [24] are proposed for object detection. The Mask R-CNN [25] is designed for segmentation and the MicroExpSTCNN [26] is proposed for micro-expression recognition. The HybridSN [27] is proposed for hyperspectral image classification. There are CNN applications, which include image classification [28], face recognition [29], [30], face anti-spoofing [31], image-to-image transformation [32], [33], and many more.

The basic aim of any CNN is to learn the important features automatically from the training data. The learning of the weights of CNN is generally done using the back propagation technique [34], [35]. Normally, the CNNs are likely to overfit the training data if the complexity of the CNN model is higher than the dataset. The dataset and proper regularizations are not used. Some common regularization techniques are Dropout [36], Batch Normalization [37], Data Augmentation [38], etc.

It has been observed in the literature that the trained CNN models can be fooled by modifying the test data using different approaches [11]. Recent studies show that the CNNs are vulnerable to maliciously designed perturbations (i.e., adversarial examples) [12], [13], [40]. Su et al. have generated the differential evolution based One-pixel adversarial perturbations to fool the CNNs [14]. Zhao et al. have introduced a one-step spectral attack (OSSA) using the Fisher information in neural networks [15]. The adversarial transformation using the shape bias property is developed to generate the semantic adversarial examples to fool the CNNs [41]. Joshi et al. have also developed the semantic adversarial attacks using the parametric transformations to fool the CNNs [42]. Bhattad et al. have developed the texture transfer and colorization based big, but imperceptible adversarial perturbations [43]. A functional adversarial attack is also investigated to fool the machine learning models [44]. Guo et al. have generated the adversarial images in the low frequency domain [45]. It is observed in the literature that the adversarial attack is widely explored to fool the CNNs. However, most of the existing methods do not attack the color channels, which is exploited by the proposed color channel perturbation attack.

In order to cope up with the problem of CNNs getting fooled by the synthesized test images, several defense mechanisms and robustness properties of the network have been explored. Billovits et al. have observed that the robust CNNs can be developed for adversarial attack by preserving the L2 norm of the original image in the corresponding adversarial image [46]. Feng et al. have analyzed the effect of adversarial attacks over a Deep product quantization network (DPQN) for image retrieval [47]. Agarwal et al. have used Support Vector Machine as the classifier coupled with the Principal Component Analysis as features for the detection of image-agnostic universal perturbations [48]. Zheng et al. have utilized the CNN’s intrinsic properties to detect adversarial inputs [49]. Prakash et al. have corrupted the image by redistributing pixel values using pixel deflection to increase the CNN robustness [50]. Raff et al. have shown that, combining a large number of individually weak defenses stochastically yields a strong defense against adversarial attacks [51]. Mao et al. have used the metric learning to produce robust classifiers against adversarial attack [52]. We use data augmentation where new images are created by CCP attack to increase the robustness of the CNN models against CCP attack.

The existing methods focus over the adversarial attacks which use the gradient information and defense mechanism. However, to the best of our knowledge the attack due to the color channel perturbation is not studied so far. Thus, in this paper, we introduce a stochastic color channel perturbation (CCP) attack to fool the CNNs as shown in Fig. 1. We also present an analysis of the proposed CCP attack when used in data augmentation during the training of different CNN models over different datasets. Most of the existing image attack strategies have the following two major limitations: (a) they are data dependent and make use of network for attack which limits its applications in unknown scenarios, whereas the proposed attack strategy is independent of data, and (b) they are unable to create variations in the color, whereas the main aim of the proposed approach is to introduce the color perturbations while preserving the semantic meaning. Following are the main contributions of this paper:

- We propose a new data independent stochastic attack termed as Color Channel Perturbation (CCP) attack.
- The proposed CCP attack generates the color channels by combining the original color channels with stochastic weights.
- Unlike other attacks, the proposed CCP attack makes use of the same weights for each pixel of the image, i.e., uniform relative transformation within an image.
- We show the performance degradation in VGG, ResNet and DenseNet models due to the proposed attack over different benchmark datasets, including CIFAR10, Caltech256 and TinyImageNet.
- We analyze the performance of the proposed attack over both low and high resolution images.
- We also train the models with the synthesized images to observe the defense capability when the proposed attack is used as the data augmentation.

The rest of the paper is structured as follows: Section II presents the proposed color channel perturbation attack; Section III is devoted to experimental settings in terms of the CNNs used, datasets used and training settings followed; Section IV illustrates the experimental results and analysis, and finally the conclusions are drawn in Section V.

II. PROPOSED COLOR CHANNEL PERTURBATION ATTACK

Recently, the researchers have observed that the trained Convolutional Neural Network (CNN) can be fooled by attacking the test image. However, the synthesized test image preserves the semantic meaning of the original test image. The performance of the CNN’s giving the correct result for the original test image degrades suddenly over the synthesized test image. Different types of attack methods have been explored in recent days. However, the existing attacking methods fail to utilize the color property of the image.

In this paper, we propose a simple, yet effective Color Channel Perturbation (CCP) attacks on the image data to fool
The proposed attack is based on the color property of the image. Any color image \((I)\) contains three channels, namely Red \((R)\), Green \((G)\), and Blue \((B)\) in RGB color space. The proposed CCP attack uses the original color channels (i.e., Red \((R)\), Green \((G)\), and Blue \((B)\)) of the image \((I)\) to generate the new transformed color channels (i.e., transformed Red \((R^T)\), transformed Green \((G^T)\), and transformed Blue \((B^T)\)) of the transformed image \((I^T)\). Basically, each one of \(R^T\), \(G^T\), and \(B^T\) is the weighted combination of \(R\), \(G\), and \(B\) and given as,

\[
R^T_i = s \times \left( \frac{\alpha^r_i \times R_i + \alpha^g_i \times G_i + \alpha^b_i \times B_i}{3} \right) + b \quad (1)
\]

\[
G^T_i = s \times \left( \frac{\beta^r_i \times R_i + \beta^g_i \times G_i + \beta^b_i \times B_i}{3} \right) + b \quad (2)
\]

\[
B^T_i = s \times \left( \frac{\gamma^r_i \times R_i + \gamma^g_i \times G_i + \gamma^b_i \times B_i}{3} \right) + b \quad (3)
\]

where \(s\) is a scale factor hyperparameter, \(b\) is a bias hyperparameter, \(\{R_i, G_i, B_i\} \in \mathbb{R}\) are the intensity values in Red, Green and Blue channels of \(i\)th input image \((I_i)\) of the test set (i.e., \(i \in [1, N_{test}]\) where \(N_{test}\) is the number of images in the test set), \(\{R^T_i, G^T_i, B^T_i\} \in \mathbb{R}\) are the intensity values in Red, Green and Blue channels of the transformed image \((I^T)\) corresponding to \(I_i\), \(\alpha_i = \{\alpha^r_i, \alpha^g_i, \alpha^b_i\}\), \(\beta_i = \{\beta^r_i, \beta^g_i, \beta^b_i\}\) and \(\gamma_i = \{\gamma^r_i, \gamma^g_i, \gamma^b_i\}\) are the random weights to generate the Red, Green and Blue channels of the transformed image, respectively, corresponding to \(i\)th input image with \(\{\alpha^r_i, \beta^r_i, \gamma^r_i\} \in [L, U]\), \(\forall \eta \in \{r, g, b\}\) where \(L\) and \(U\) are the lower and upper limits of random numbers/weights generated, respectively. Note that we use \(L = 0\) and \(U = 1\) in the experiments until or otherwise specified. The scale \(s\) and bias \(b\) are used to adjust the visual appearance of the generated image.

We propose two schemes of the proposed CCP attack, namely fixed random weight based CCP attack \((CCP_F)\) and variable random weight based CCP attack \((CCP_V)\). Note that in both the cases, the random weights generated are same for all the pixels of an image to preserve the relative local neighborhood information in the image. However, the random weights for different channels are generated independently in both the cases. In fixed scheme \(CCP_F\), the random weight generated is same for all the test images, i.e., \(\alpha^r_i = \alpha^g_i = \alpha^b_i\), \(\beta^r_i = \beta^g_i = \beta^b_i\) and \(\gamma^r_i = \gamma^g_i = \gamma^b_i\), \(\forall \{i, j\} \in [1, N_{test}]\) and \(\forall \eta \in \{r, g, b\}\). However, in the variable scheme \(CCP_V\), independent random weights are generated for different test images, i.e., the weights \(\alpha^r_i, \beta^r_i, \gamma^r_i\), \(\forall \eta \in \{r, g, b\}\) are drawn at random for each image \(I_i\) with \(i \in [1, N_{test}]\) independently.

The sample images generated using the proposed color channel perturbation (CCP) method in fixed and variable schemes are shown in the \(2^{nd}\) and \(3^{rd}\) rows, respectively in Fig. 2 corresponding to the original images shown in the \(1^{st}\) row of the same figure. The original sample images are taken from the CIFAR10 dataset [39]. It can be easily seen that the semantic meaning of the images with respect to the underlying objects within the image is preserved in the generated images. Even then there is a significant performance drop in image classification due to the CCP transformation. The color distribution of the output images using fixed scheme is similar (see \(2^{nd}\) row) due to the fixed random weights used.
Fig. 3: The histograms of Red, Green and Blue channels computed under No attack, CCP attack with fixed random weight setting, CCP attack with variable random setting, One-pixel attack [14], and Adversarial attack [11] over few images of the test set from (1st - 3rd rows) CIFAR-10 dataset [39] and (4th - 6th rows) Caltech-256 dataset [16].

for all images in this scheme. However, the different color distributions (see 3rd row) can be observed in the images generated using variable random weights. The sample images generated using the Adversarial attack [11] and the One-pixel attack [14] are also shown in 4th and 5th rows, respectively. It can be observed that the adversarial and one-pixel attacks try to follow the similar color distributions as in the original images.

The histograms of Red, Green and Blue channels for sample images are illustrated in Fig. 3 by red, green and blue colors, respectively. The sample images in the first three rows and the last three rows are taken from CIFAR10 [39] and Caltech256 [16] datasets, respectively. The sample images in the 1st column are the original images, whereas the images in the other columns are generated using the different transformation approaches. The 2nd and 3rd columns are corresponding to the proposed CCP attack based transformation under fixed random and variable random settings, respectively. The 4th and 5th columns are corresponding to the One-pixel attack [14] and Adversarial attack [11] based transformations, respectively. The x-axis and y-axis in each plot represent the bin and frequency, respectively. It is noticed from these plots that the proposed CCP attack leads to the variations in the color distributions using both fixed and variable random weight schemes (i.e., 2nd and 3rd columns, respectively) preserving the density distribution of the intensity values. These properties of CCP transformation enforces the different color combinations in the generated image while retaining the visual appearance and semantic meaning of the objects. The histogram plots generated using the One-pixel attack [14] (4th column) and Adversarial attack [11] (5th row) show that these transformations try to preserve only the density distribution without preserving the color variation.

We generate two transformed test sets using the proposed CCP transformation using the original test set as depicted in the right side in Fig. 4. The two transformed settings used are 1) CCP attack using fixed random weights for all the test examples (i.e., $CCP_f$) and 2) CCP attack using variable
random weights for different test examples (i.e., $CCP_v$). The number of images in each transformed test set is same as the original test set. In order to show the impact and defense of CCP attack, we perform the experiments using two training sets, including 1) the original training set having training images without CCP based augmentation and 2) the modified training set having training images with CCP based augmentation as depicted on the left side of Fig. 4.

### III. EXPERIMENTAL SETUP

In this section, we describe the experimental setup used in the result analysis. First, we discuss about the CNN architectures, including VGG, ResNet and DenseNet. Then we elaborate the datasets, including CIFAR10, Caltech256 and TinyImageNet. Finally, we provide the details of settings for training.

#### A. CNN Architectures Used

In order to show the impact of the proposed CCP attack, the widely used CNN models such as VGG [19], ResNet [20] and DenseNet [21] are employed in the experiments. The VGG network is a deep CNN model with either 16 or 19 learnable layers. In the experiments, the VGG network with 16 layers (i.e., VGG16) is used over CIFAR10 and TinyImageNet datasets, whereas the VGG network with 19 layers (i.e., VGG19) is used over the Caltech256 dataset. The ResNet architecture is built by arranging the residual blocks in a hierarchical order. A residual block transforms an input ($A$) to an output ($B$) as $B = A + h(A)$, where the residual function $h(.)$ consists of two convolution layer and an activation function. The residual model has shown very promising performance with respect to convergence in the training of the deep CNNs, which otherwise fail to converge as it provides the highway for gradient flow through identity mapping. In the experiments, the ResNet56, ResNet18 and ResNet101 models are used over CIFAR10, Caltech256 and TinyImageNet datasets, respectively. We have also used the DenseNet network to observe the performance drop of heavy CNN using the proposed CCP attack. The DenseNet network contains the identity mapping from a layer to all the following layers, thus becomes a complex model. The DenseNet21 model has been used in the experiments over all the datasets.

#### B. Datasets Used

We perform the experiments under image classification framework over three benchmark datasets (i.e., CIFAR10 [39], Caltech256 [16] and TinyImageNet [53]) to observe the effect of the proposed CCP attack. We consider the most popular CIFAR10 dataset [39] which is widely being used to test the performance of CNNs for image classification. The CIFAR10 dataset consists of 60,000 images from 10 object categories with 6,000 images per category. Out of 60,000 images, 10,000 images (i.e., 1,000 images per class) are provided as the test set and remaining images are provided in the training set. Each transformed test set also contains 10,000 images with 1,000 images per class. As the CIFAR10 dataset contains the low resolution images, we also use the datasets having better resolution images, like the TinyImageNet dataset having 64 × 64 resolution images and the Caltech256 dataset having 256 × 256 resolution images. The Caltech256 dataset [16] consists of 30,607 images from 257 object categories. The 80% of the Caltech256 dataset is used for the training and remaining for the testing purpose. The overall complexity of the Caltech256 dataset is high due to the presence of the larger category sizes, larger category clutter and overall increased difficulty. The benchmark TinyImageNet dataset [53] is also included in the experiments. The TinyImageNet dataset is a subset of the original ImageNet large-scale visual recognition challenge [54]. The TinyImageNet dataset contains 1,000 images in the training set, 10,000 images in the validation set, and 10,000 images in the test set with

---

1. https://www.cs.toronto.edu/~kriz/cifar.html
2. http://www.vision.caltech.edu/Image_Datasets/Caltech256/
3. https://tiny-imagenet.herokuapp.com/
C. Training Settings

For all the experiments, the Keras framework with Tensorflow at the backend is used. We have performed the training of ResNet56 over the original training set of CIFAR10 dataset. The model is trained for 200 epochs with a batch size of 32. The learning rate is set to $10^{-3}$, $10^{-4}$, $10^{-5}$, $10^{-6}$, and $0.5 \times 10^{-6}$ for 100 epochs, 40 epochs, 30 epochs, 10 epochs, and 20 epochs, respectively. The Adam optimizer [34] is used with categorical cross-entropy loss function. Following data augmentations are applied during training: normalization with zero mean and unit standard deviation at dataset as well as image level, ZCA whitening with epsilon of $10^{-6}$, random rotation from 0 to 180 degree, random shifting (range 0.1) horizontally and vertically, random flipping horizontally and vertically, random shear, random zoom, and random channel shifts. The training of DenseNet121 is carried out over the original training set of CIFAR10 dataset. The model is trained for 85 epochs with learning rate as 0.001 for the first 50 epochs, 0.0001 for next 25 epochs and 0.00001 for the last 5 epochs. The data augmentations, including random rotation (range 40), height and width shifts, horizontal flips, and random zoom (range 0.1), are used during the training. We have also done training of VGG16 over CIFAR10 dataset with data augmentations such as feature and sample normalization, ZCA whitening, height and width shift, horizontal and vertical flip, and random rotation (range 15). The learning rate ($lr$) is varied in each epoch as $lr = lr \times (0.5^{epoch/lr_{drop}})$, where $lr_{drop}$ is a factor used to reduce the learning rate.
Note that the values of scale \( s \) and bias \( b \) in the CCP attack are set to 2 and 0, respectively, for the CIFAR10 dataset and 1 and 30, respectively, for the Caltech256 and TinyImagenet datasets for visually appealing generated images.

IV. EXPERIMENTS, RESULTS AND OBSERVATIONS

This section is devoted for the experimental results and analysis. First, we show the impact of the proposed CCP attack with qualitative and quantitative results. Then, we compare the results with the existing methods. Finally, we enhance the defense capability of the CNNs using CCP attack based augmentation of training data against such attacks.

### A. Qualitative Results

The sample results depicting the effect of the proposed CCP transformations to fool the CNN are illustrated in Fig. 5 and Fig. 6. The DenseNet121 model is used over the sample images from CIFAR10 dataset in Fig. 5 and the ResNet18 model is used over the sample images from Caltech256 dataset in Fig. 6. The 1\(^{st}\) row, in both Fig. 5 and 6, show the classification results using the images of the corresponding original test set. The 2\(^{nd}\) and 3\(^{rd}\) rows, in both Fig. 5 and 6, present the classification results of the corresponding 1\(^{st}\) row images after CCP attack with fixed (\( CCP_f \)) and variable (\( CCP_v \)) random weights, respectively. The class labels along with the probability of classification for correct and misclassified cases are also shown. It can be observed in Fig. 5 that the original image classified in ‘Automobile’ category with 100% confidence gets completely misclassified in ‘Truck’ category after CCP attack using fixed and variable random weights with 85.3% and 99.6% confidence, respectively. A very similar misclassification is reported for the other samples as well after CCP attack. The similar trend can also be noticed in Fig. 6 over samples of Caltech256 dataset. The original image of category ‘Chimp’ with 0.9608 probability has been classified as ‘Gorilla’ with 0.9136 and 0.7857 probabilities under fixed and variable settings, respectively. Similarly, the same sample image from ‘Gloves’ category with 0.9921 probability is completely misclassified in ‘Yarmulke’ category with 0.9784 and 0.9965 probabilities after \( CCP_f \) and \( CCP_v \) attacks, respectively. Moreover, all of the original input images have been misclassified in other classes with high confidence after CCP attack as shown in Fig. 5 and 6. However, the visual appearance of the original images and attacked images are pretty similar with some color perturbation. It shows that the color plays an important role in decision making by CNN and the current training procedure is not able to exhibit the robustness of CNN for color channel perturbations.

### B. Experimental Results with Original Training Data

In this experiment, the VGG16, ResNet56 and DenseNet121 models are trained over the original CIFAR10 training set. The performance of trained models is tested over the original CIFAR10 test set as well as the transformed test sets using the proposed color channel perturbation (CCP) attack with fixed and variable random weight settings. We perform thirty trials of the experiment as the weights are generated randomly between 0 and 1. The average classification test accuracy is reported in Table IX over different transformed test sets for the models trained over the original training data. The accuracy over original test is also reported in Table IX. The performance in different trials varies in \( CCP_f \) and \( CCP_v \) attack based transformed test sets due to the random weights used in their generation. It can be noted that the average performance degrades significantly after fixed and random weight based CCP attack by 17.09% and 17.66%, respectively, using VGG16; 13.06% and 13.86%, respectively, using ResNet56; and 32.49% and 36.26%, respectively, using DenseNet121. It is also observed that the variable weight generation scheme leads to the lower standard deviation in the results as compared to the fixed weight generation scheme. It is due to the fact that the random weights for all the images are generated independently in each trial of variable setting. Whereas, in a trial of the fixed setting the random weights are same for all

### Table I: Experimental results in terms of the accuracy (%) over original CIFAR10 training data and different test sets. Total 30 trials are performed. The \( CCP_f \) and \( CCP_v \) represent the results using the proposed CCP attack with fixed and variable random weight settings, respectively. The STD denotes the standard deviation. The minimum and maximum denotes the max and min accuracy out of 30 trials, respectively. The original refers to the accuracy over original test set.

| 30 Trials | VGG16 | ResNet56 | DenseNet121 |
|-----------|-------|----------|-------------|
| \( CCP_f \) | \( CCP_v \) | \( CCP_f \) | \( CCP_v \) | \( CCP_f \) | \( CCP_v \) |
| Mean | 76.49 | 75.92 | 78.38 | 77.58 | 60.23 | 56.46 |
| STD | 9.16 | 0.29 | 7.54 | 0.29 | 10.93 | 0.35 |
| Minimum | 53.59 | 75.20 | 59.99 | 76.94 | 37.77 | 55.68 |
| Maximum | 88.31 | 76.36 | 88.55 | 78.34 | 79.95 | 56.99 |
| Original | 93.38 | 91.44 | 92.72 |

### Table II: Experimental results in terms of the accuracy (%) over original Caltech256 training data and different test sets. Thirty trials are performed.

| 30 Trials | VGG19 | ResNet18 | DenseNet121 |
|-----------|-------|----------|-------------|
| \( CCP_f \) | \( CCP_v \) | \( CCP_f \) | \( CCP_v \) | \( CCP_f \) | \( CCP_v \) |
| Mean | 28.76 | 28.01 | 38.01 | 41.58 | 38.10 | 38.56 |
| STD | 6.65 | 0.36 | 9.60 | 0.43 | 5.98 | 2.25 |
| Minimum | 16.14 | 27.29 | 14.77 | 40.89 | 26.73 | 32.67 |
| Maximum | 40.55 | 28.80 | 51.70 | 42.61 | 49.32 | 42.51 |
| Original | 50.42 | 66.73 | 64.83 |

### Table III: Experimental results in terms of the accuracy (%) over original TinyImageNet training data and different test sets. Thirty trials are performed.

| 30 Trials | VGG16 | ResNet101 | DenseNet121 |
|-----------|-------|----------|-------------|
| \( CCP_f \) | \( CCP_v \) | \( CCP_f \) | \( CCP_v \) | \( CCP_f \) | \( CCP_v \) |
| Mean | 13.31 | 14.07 | 26.09 | 26.72 | 30.55 | 31.09 |
| STD | 4.04 | 0.29 | 4.81 | 0.29 | 4.09 | 0.25 |
| Minimum | 3.34 | 13.48 | 12.95 | 26.21 | 18.26 | 27.90 |
| Maximum | 20.26 | 14.70 | 33.54 | 27.38 | 37.86 | 29.23 |
| Original | 42.55 | 59.19 | 62.52 |
the high resolution Caltech256 dataset. The impact of the proposed CCP attack is also significant over weights are generated independently for each image. Note that deviation is lower in variable random weight setting as the 38 28 50 with variable random weight setting, the original accuracy of 56% 64% 62% transformed test sets. We perform 30 trials over transformed original training set and tested over original as well as different TABLE V: Experimental results in terms of the accuracy (%) over CCP augmented CIFAR10 training data and different test sets. Thirty trials are performed.

| 30 Trials | VGG16 | ResNet56 | DenseNet121 |
|-----------|-------|----------|-------------|
| Mean      | 90.81 | 90.89    | 89.00       |
| STD       | 0.59  | 0.61     | 0.35        |
| Minimum   | 89.16 | 88.09    | 88.31       |
| Maximum   | 91.35 | 91.43    | 89.67       |
| Original  | 91.42 | 90.15    | 90.61       |

the images, thus leading to the high standard deviation in the results.

The experimental results using ResNet18, VGG19 and DenseNet121 are summarized in Table X over the Caltech256 dataset. In this experiment, the CNN models are trained on original training set and tested over original as well as different transformed test sets. We perform 30 trials over transformed test sets and present the average classification accuracy with standard deviation (STD) in Table X. A very similar performance degradation is observed due to the proposed CCP attack over Caltech256 dataset also, in spite of being a high resolution dataset. After applying the CCP transformation with variable random weight setting, the original accuracy of 50.42%, 66.73% and 64.83% using VGG19, ResNet18 and DenseNet121 models gets dropped to 28.01%, 41.58% and 38.56%, respectively. It can also be seen that the standard deviation is lower in variable random weight setting as the weights are generated independently for each image. Note that the impact of the proposed CCP attack is also significant over the high resolution Caltech256 dataset.

We also conduct experiments over TinyImageNet dataset using VGG16, ResNet101, and DenseNet121 models and report the results for 30 trials of transformed sets and original test set in Table XI. A similar performance degradation can also be observed using all the models over TinyImageNet dataset. The performance of VGG16, ResNet101, and DenseNet121 is 42.55%, 59.19%, and 62.52%, respectively, over the original test set. The performance of the same networks gets reduced to 14.07%, 26.72% and 31.09%, respectively, over the CCP attacked test set.

The results obtained over CIFAR10, Caltech256 and TinyImageNet datasets using VGG, ResNet and DenseNet models show the high impact on the performance drop of the CNNs.
TABLE VIII: The comparison of results for different attacks on the original CIFAR10, Caltech256 and TinyImageNet test sets using VGG, ResNet and DenseNet models augmented with CCP transformation in the training data. The results of the proposed CCP attack are reported under both fixed and variable random weight settings. These results are computed as an average and standard deviation over 30 trials. The % improvement in accuracy is also mentioned after CCP augmentation of training data w.r.t. the accuracy without augmentation as presented in Table IV. The best and second best improvements are highlighted in Bold and Italic, respectively. The ↑ and ↓ represent the gain and loss, respectively.

| Type of Attack | VGG16 | ResNet56 | DenseNet121 |
|----------------|-------|----------|-------------|
| Without Attack | 91.42 ± 0.00 (↑ 2.13%) | 90.15 ± 0.00 (↑ 1.41%) | 90.61 ± 0.00 (↑ 2.28%) |
| One Pixel Attack | 90.57 ± 0.08 (↑ 2.41%) | 89.07 ± 0.17 (↑ 3.37%) | 89.12 ± 0.12 (↓ 3.35%) |
| Adversarial Attack | 81.36 ± 0.18 (↑ 1.51%) | 80.62 ± 0.61 (↑ 1.05%) | 75.08 ± 0.21 (↑ 11.35%) |
| CCP Attack (CCPf) | 90.81 ± 0.59 (↑ 18.72%) | 89.00 ± 0.35 (↑ 13.55%) | 88.53 ± 0.35 (↑ 47.48%) |
| CCP Attack (CCPv) | 90.89 ± 0.61 (↑ 19.72%) | 88.92 ± 0.67 (↑ 14.62%) | 88.67 ± 0.12 (↑ 57.05%) |

C. Results Comparison with Other Attacks

We also compare the results of the proposed CCP attack with the existing attacks, such as One-pixel attack [14] and Adversarial attack [11]. The untargeted One-pixel attack is easy to perform as it has the impact over selected pixels. However, the adversarial attack involves the addition of the designed noise which is a complex process. The comparison results are reported in Table IV with respect to the classification accuracy. The % accuracy drop is also mentioned in the results for all the attacks w.r.t. the accuracy without attack. It is noticed that the proposed CCP attacks fool the CNN greatly as compared to the other attacks. The One-pixel attack exhibits the limited impact in terms of fooling the CNN. However, the Adversarial attack is close to the proposed CCP attack. The CCP attack is not data dependent in contrast to the Adversarial attack. Moreover, the CCP attack is much simpler to perform as compared to the Adversarial attack. Moreover, the proposed CCP attack is the first of its kind to exhibit the high performance degradation of the CNNs by simple color perturbations.

D. Experimental Results with CCP Augmented Training Data

We also perform the experiments by including the CCP transformed images in the training datasets. The variable random weight setting is used to generate the new training images using the proposed CCP transformation. However, the test sets remain same as in the earlier experiments. The experimental results using different CNN models over the augmented CIFAR10, Caltech256 and TinyImageNet datasets are reported in Table XII, XIII and XIV, respectively. The testing is performed over the original test set and CCP attacked test sets. The testing is done for 30 trials. The average and the standard deviation are shown in the results. It can be seen from these results that the robustness of the trained models increases greatly against the CCP attack after adding the CCP transformed images in the training set as compared to the results observed without CCP based augmentation illustrated in Section IV.B. The improvements average performance over 30 trials in % using VGG16, ResNet56 and DenseNet121 models over CIFAR10 dataset (Table IX vs Table XII) are \{14.32, 14.97, 10.62, 11.34\} and \{28.60, 32.21\} with \{CCPf, CCPv\} test sets, respectively, after augmentation in the training set. A slight drop in the performance over the original test set is also noticed using VGG16, ResNet56 and DenseNet121 models as 93.58 → 91.42, 91.44 → 90.15 and 92.72 → 90.61, respectively. It is due to the increased generalization of the models for CCP attacked images. However, the improvement over CCPf and CCPv test sets is more significant than the little drop over original test set. The similar trend is also observed using different models over the Caltech256 (Table X vs Table XIII) and TinyImageNet (Table XI vs Table XIV) datasets. These results show that augmenting the training set with CCP transformed images increases the defense capability of networks against such attacks over the test data.

E. Results Comparison under CCP Augmented Training Data

The comparison results for different attacks over CIFAR10, Caltech256 and TinyImageNet datasets are summarized in Table VIII using different CNN models, when the CCP based augmentation is used during training. The improvement in the accuracy with CCP augmentation over the accuracy without CCP augmentation (i.e., w.r.t. Table IV) is also computed and
shown in Table VIII. It can be seen that the accuracies for CCP attack on test data are increased significantly, when CCP augmentation is done across all the datasets during the training of all the models. The highest performance gained by VGG16 is 155.60% for CCP attack over the TinyImageNet dataset. Moreover, the accuracy for the original test set and other attacks are improved marginally over the TinyImageNet dataset. The performance for all the test sets is also improved with VGG19 over Caltech dataset. The performance under adversarial attack using CIFAR10 dataset over DenseNet121 is increased by 11.35%.

We also test the performance of different attacks under adversarial attack based augmentation during the training (these results are provided in supplementary). It is revealed that under adversarial data augmentation the performance of adversarial attack improves, whereas the performance of CCP attacks further deteriorates under adversarial attack based augmentation. It shows the suitability of CCP based augmentation against such attacks. It also opens the future research direction to develop the multi-attack representative data augmentation to increase the defense capability of the CNN models.

V. CONCLUSION

A color channel perturbation (CCP) attack is proposed in this paper to fool the CNN for image classification. The proposed CCP attack is a simple attack and data independent. It uses the Red, Green and Blue channels of the original image to generate the Red, Green and Blue channels of the transformed image. Two transformed test sets are generated based on the fixed and variable random weight schemes. A significant drop is observed in the classification performance over the transformed test sets as compared to the original test set when used with the VGG, ResNet, and DenseNet models over the CIFAR10, Caltech256, and TinyImageNet datasets. The original samples correctly classified with high confidence are incorrectly classified with high confidence after CCP attack. The promising impact of the attack is observed using the proposed CCP attacks as compared to the state-of-the-art One-pixel and Adversarial attacks with respect to the accuracy drop. It is also observed from the histogram analysis that the proposed CCP attack preserves the density distribution, but changes the color contribution. However, the semantic meaning of images generated after the CCP attack is preserved. The proposed CCP attack is also used over the training data to observe the effect of such images over training to enhance the defense capability of CNN models. It is observed that the robustness of the model increases with the CCP transformed images in the training set. The experimental results confirm the high impact of the proposed CCP attack in fooling the CNN in image classification. Results also confirm the enhanced defense capability of the CNN models trained with the augmented training data with such attacks.
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**Paper Title:** Color Channel Perturbation Attacks for Fooling Convolutional Neural Networks and A Defense Against Such Attacks  
**Authors:** Jayendra Kantipudi, Shiv Ram Dubey and Soumendu Chakraborty

**Detailed Experimental Results on Different Trials:**  
The tables in this supplementary material contain the experimental results for 30 trials under different training settings.  
Table IX presents the experimental results for 30 trials over the original CIFAR10 training set using VGG16, ResNet56 and DenseNet121 models for different CIFAR10 test sets.  
Table X summarizes the classification accuracy for 30 trials over the original Caltech256 training set using VGG19, ResNet18 and DenseNet121 models for different Caltech256 test sets.  
Table XI presents the experimental results on 30 trials over the original TinyImageNet training set using VGG16, ResNet101 and DenseNet121 models for different TinyImageNet test sets.  
Table XII presents the experimental results for 30 trials over the CCP augmented CIFAR10 training set using VGG16, ResNet56 and DenseNet121 models for different CIFAR10 test sets.  
Table XIII summarizes the classification accuracy for 30 trials over the CCP augmented Caltech256 training set using VGG19, ResNet18 and DenseNet121 models for different Caltech256 test sets.  
Table XIV presents the experimental results on 30 trials over the CCP augmented TinyImageNet training set using VGG16, ResNet101 and DenseNet121 models for different TinyImageNet test sets.  
Table XV presents the experimental results on 30 trials over the CCP augmented CIFAR10 training set using VGG16, ResNet56 and DenseNet121 models for One-pixel and Adversarial attacked CIFAR10 test sets.  
Table XVI presents the experimental results on 30 trials over the CCP augmented Caltech256 training set using VGG19, ResNet18 and DenseNet121 models for One-pixel and Adversarial attacked Caltech256 test sets.  
Table XVII presents the experimental results on 30 trials over the CCP augmented TinyImageNet training set using VGG16, ResNet101 and DenseNet121 models for One-pixel and Adversarial attacked TinyImageNet test sets.  
Table XVIII presents the experimental results on 30 trials over the adversarial augmented training sets using different models for different test sets.
TABLE IX: Experimental results in terms of the accuracy (%) over original CIFAR10 training data and different test sets. Thirty trials are performed using different CNN models, such as VGG16, ResNet56 and DenseNet121. The CCP\textsubscript{f} and CCP\textsubscript{v} represent the results using the proposed CCP attack with fixed and variable random weight settings, respectively. The STD denotes the standard deviation.

| Trials | VGG16 | | ResNet56 | | DenseNet121 | |
|--------|-------|-----|---------|-----|---------|-----|
| CCP\textsubscript{f} | CCP\textsubscript{v} | CCP\textsubscript{f} | CCP\textsubscript{v} | CCP\textsubscript{f} | CCP\textsubscript{v} |
| 1     | 64.34 | 76.03 | 79.99 | 77.47 | 57.44 | 56.06 |
| 2     | 81.57 | 75.81 | 85.41 | 77.65 | 66.93 | 56.59 |
| 3     | 76.11 | 75.72 | 81.76 | 77.44 | 49.31 | 56.36 |
| 4     | 79.65 | 75.86 | 83.88 | 77.73 | 66.89 | 56.89 |
| 5     | 78.07 | 76.26 | 66.50 | 77.67 | 57.95 | 55.83 |
| 6     | 76.07 | 76.12 | 88.08 | 77.49 | 67.80 | 56.58 |
| 7     | 70.56 | 75.90 | 82.75 | 77.84 | 72.65 | 56.90 |
| 8     | 81.32 | 76.30 | 70.72 | 77.57 | 73.54 | 56.09 |
| 9     | 81.69 | 76.07 | 81.65 | 77.09 | 40.35 | 55.68 |
| 10    | 86.98 | 75.82 | 63.86 | 77.11 | 49.48 | 55.83 |
| 11    | 85.61 | 76.01 | 81.99 | 78.18 | 60.30 | 56.34 |
| 12    | 82.99 | 75.94 | 65.84 | 77.86 | 74.76 | 56.78 |
| 13    | 80.53 | 75.81 | 81.35 | 77.62 | 61.96 | 56.52 |
| 14    | 83.11 | 76.06 | 71.17 | 76.94 | 73.91 | 56.71 |
| 15    | 78.18 | 76.24 | 79.95 | 77.28 | 73.15 | 56.40 |
| 16    | 85.35 | 75.98 | 65.71 | 77.68 | 41.66 | 56.34 |
| 17    | 67.95 | 76.09 | 59.99 | 77.20 | 54.97 | 56.20 |
| 18    | 66.60 | 75.69 | 82.55 | 77.44 | 70.92 | 56.62 |
| 19    | 77.54 | 75.76 | 83.40 | 77.80 | 65.61 | 56.67 |
| 20    | 77.50 | 75.96 | 82.37 | 77.27 | 43.12 | 56.11 |
| 21    | 86.76 | 75.84 | 74.41 | 77.61 | 65.05 | 56.88 |
| 22    | 58.49 | 76.24 | 76.54 | 77.67 | 46.09 | 56.99 |
| 23    | 53.59 | 75.28 | 83.01 | 77.73 | 37.77 | 56.52 |
| 24    | 84.70 | 75.48 | 86.51 | 77.76 | 63.62 | 55.92 |
| 25    | 71.94 | 75.91 | 83.95 | 78.34 | 61.00 | 56.87 |
| 26    | 88.31 | 75.39 | 79.84 | 77.62 | 62.00 | 56.78 |
| 27    | 83.03 | 76.36 | 80.48 | 77.37 | 57.48 | 56.45 |
| 28    | 66.18 | 76.25 | 88.55 | 77.64 | 77.95 | 56.49 |
| 29    | 81.85 | 76.21 | 75.42 | 77.62 | 57.01 | 56.64 |
| 30    | 58.17 | 75.20 | 83.79 | 77.72 | 56.21 | 56.64 |
| Mean  | 76.49 | 75.92 | 78.38 | 77.58 | 60.23 | 56.46 |
| STD   | 9.16  | 0.29  | 7.54  | 0.29  | 10.93 | 0.35 |
| Minimum | 53.59 | 75.20 | 59.99 | 76.94 | 37.77 | 55.68 |
| Maximum | 88.31 | 76.36 | 88.55 | 78.34 | 77.95 | 56.99 |

Original Accuracy 93.38 91.44 92.72
TABLE X: Experimental results in terms of the accuracy (%) over original Caltech256 training data and different test sets. Thirty trials are performed using different CNN models, such as VGG19, ResNet18 and DenseNet121. The $CCP_f$ and $CCP_v$ represent the results using the proposed CCP attack with fixed and variable random weight settings, respectively. The STD denotes the standard deviation.

| Trials | VGG19 | ResNet18 | DenseNet121 |
|--------|-------|----------|--------------|
|        | $CCP_f$ | $CCP_v$ | $CCP_f$ | $CCP_v$ | $CCP_f$ | $CCP_v$ |
| 1      | 16.14  | 28.05   | 38.94   | 40.97   | 38.88   | 37.67  |
| 2      | 30.65  | 27.48   | 27.84   | 41.66   | 39.47   | 36.85  |
| 3      | 31.66  | 28.33   | 45.00   | 40.89   | 49.32   | 39.79  |
| 4      | 29.36  | 28.05   | 41.24   | 41.37   | 44.60   | 41.40  |
| 5      | 30.71  | 27.93   | 22.84   | 41.98   | 36.35   | 39.83  |
| 6      | 22.18  | 28.06   | 44.91   | 41.03   | 39.54   | 36.76  |
| 7      | 16.57  | 28.09   | 47.12   | 42.00   | 30.01   | 40.98  |
| 8      | 35.49  | 28.33   | 47.46   | 41.66   | 30.99   | 40.45  |
| 9      | 33.45  | 27.87   | 29.48   | 41.06   | 42.19   | 36.26  |
| 10     | 33.64  | 28.05   | 51.70   | 40.98   | 36.03   | 39.67  |
| 11     | 21.73  | 28.00   | 33.17   | 42.61   | 46.79   | 38.27  |
| 12     | 40.55  | 28.54   | 29.86   | 41.58   | 29.99   | 38.81  |
| 13     | 25.91  | 28.74   | 40.28   | 41.61   | 42.03   | 37.22  |
| 14     | 33.94  | 28.22   | 41.74   | 40.89   | 30.15   | 42.51  |
| 15     | 20.23  | 28.01   | 37.45   | 41.82   | 37.16   | 37.93  |
| 16     | 16.26  | 28.80   | 22.31   | 42.00   | 47.44   | 35.97  |
| 17     | 38.64  | 27.61   | 46.37   | 41.16   | 26.73   | 37.82  |
| 18     | 33.14  | 28.24   | 42.49   | 42.30   | 40.04   | 38.60  |
| 19     | 31.37  | 28.29   | 29.62   | 42.11   | 42.45   | 34.51  |
| 20     | 36.10  | 27.77   | 28.78   | 41.95   | 40.79   | 37.01  |
| 21     | 26.47  | 27.90   | 14.77   | 41.69   | 27.77   | 39.86  |
| 22     | 23.43  | 27.50   | 43.70   | 41.34   | 38.78   | 38.41  |
| 23     | 26.31  | 27.76   | 49.44   | 42.04   | 42.96   | 39.97  |
| 24     | 28.29  | 27.29   | 50.63   | 41.39   | 39.76   | 41.08  |
| 25     | 26.23  | 28.06   | 38.93   | 41.64   | 34.14   | 42.35  |
| 26     | 24.24  | 27.92   | 22.39   | 41.56   | 32.50   | 40.53  |
| 27     | 38.14  | 27.90   | 37.67   | 41.58   | 45.50   | 39.70  |
| 28     | 35.05  | 27.66   | 44.12   | 41.69   | 31.37   | 38.54  |
| 29     | 23.82  | 27.71   | 40.12   | 41.14   | 41.72   | 35.50  |
| 30     | 33.12  | 28.22   | 49.95   | 41.84   | 37.46   | 32.67  |
| Mean   | **28.76** | **28.01** | **38.01** | **41.58** | **38.10** | **38.56** |
| STD    | 6.65   | 0.36    | 9.60    | 0.43    | 5.98    | 2.25   |
| Minimum | 16.14  | 27.29   | 14.77   | 40.89   | 26.73   | 32.67  |
| Maximum | 40.55  | 28.80   | 51.70   | 42.61   | 49.32   | 42.51  |
| Original Accuracy | **50.42** | **66.73** | **64.83** |
TABLE XI: Experimental results in terms of the accuracy (%) over \textit{original TinyImagenet training data} and different test sets. Thirty trials are performed using different CNN models, such as VGG16, ResNet101 and DenseNet121. The $CCP_f$ and $CCP_v$ represent the results using the proposed CCP attack with fixed and variable random weight settings, respectively. The STD denotes the standard deviation.

| Trials | VGG16  | ResNet101 | DenseNet121 |
|--------|--------|-----------|-------------|
|        | $CCP_f$ | $CCP_v$   | $CCP_f$     | $CCP_v$   | $CCP_f$  | $CCP_v$ |
| 1      | 15.48   | 13.76     | 27.23       | 26.32     | 30.10    | 31.28   |
| 2      | 14.63   | 13.93     | 30.26       | 27.08     | 33.39    | 31.41   |
| 3      | 9.34    | 14.26     | 21.18       | 26.49     | 26.10    | 31.31   |
| 4      | 14.13   | 14.39     | 25.89       | 26.65     | 30.63    | 30.78   |
| 5      | 20.12   | 13.96     | 33.48       | 26.55     | 36.01    | 31.07   |
| 6      | 16.56   | 13.86     | 30.40       | 26.21     | 35.12    | 31.20   |
| 7      | 13.71   | 13.68     | 26.59       | 26.51     | 30.72    | 30.61   |
| 8      | 16.42   | 13.96     | 27.35       | 27.18     | 31.28    | 31.09   |
| 9      | 11.07   | 14.33     | 24.35       | 26.95     | 34.34    | 31.12   |
| 10     | 10.96   | 14.64     | 23.42       | 27.05     | 27.39    | 31.14   |
| 11     | 3.34    | 13.48     | 19.07       | 26.65     | 26.86    | 31.10   |
| 12     | 12.65   | 14.19     | 25.52       | 26.71     | 30.47    | 30.59   |
| 13     | 13.91   | 14.11     | 25.82       | 27.38     | 30.05    | 31.63   |
| 14     | 17.49   | 14.11     | 31.96       | 26.86     | 36.54    | 31.41   |
| 15     | 13.58   | 14.05     | 26.74       | 26.55     | 29.90    | 31.22   |
| 16     | 7.89    | 14.38     | 17.55       | 26.82     | 27.84    | 30.78   |
| 17     | 12.06   | 13.96     | 25.28       | 26.54     | 28.73    | 31.42   |
| 18     | 20.26   | 14.00     | 32.98       | 26.36     | 37.46    | 30.89   |
| 19     | 13.70   | 14.09     | 25.60       | 26.74     | 29.45    | 30.97   |
| 20     | 10.84   | 13.85     | 23.65       | 26.41     | 27.56    | 31.09   |
| 21     | 15.30   | 14.70     | 28.66       | 26.84     | 31.80    | 31.20   |
| 22     | 9.22    | 14.49     | 21.89       | 26.57     | 24.70    | 31.12   |
| 23     | 13.57   | 14.03     | 25.29       | 26.39     | 30.21    | 30.58   |
| 24     | 7.76    | 14.35     | 21.00       | 26.58     | 24.18    | 31.10   |
| 25     | 12.20   | 14.30     | 23.84       | 27.03     | 28.06    | 30.89   |
| 26     | 14.54   | 13.84     | 32.75       | 26.94     | 34.22    | 31.06   |
| 27     | 18.70   | 13.61     | 31.10       | 26.59     | 35.79    | 31.01   |
| 28     | 19.68   | 13.91     | 33.54       | 27.06     | 37.00    | 31.25   |
| 29     | 14.87   | 13.87     | 27.25       | 26.47     | 30.70    | 30.97   |
| 30     | 5.56    | 13.90     | 12.95       | 27.15     | 19.81    | 31.45   |

|                | Mean  | Minimum | Maximum | Original Accuracy |
|----------------|-------|---------|---------|-------------------|
| VGG16          | 15.31 | 3.34    | 20.26   | 42.55             |
| ResNet101      | 14.07 | 4.04    | 20.26   | 59.19             |
| DenseNet121    | 26.09 | 5.56    | 4.04    | 62.52             |
| STD            | 4.04  | 3.34    | 20.26   |
| Minimum        | 0.29  | 0.29    | 0.25    |
| Maximum        | 4.81  | 4.04    | 0.25    |
| Original Accuracy | 42.55 | 59.19   | 62.52   |
TABLE XII: Experimental results in terms of the accuracy (%) over CCP augmented CIFAR10 training data and different test sets. Thirty trials are performed using different CNN models, such as VGG16, ResNet56 and DenseNet121.

| Trials | VGG16 | ResNet56 | DenseNet121 |
|--------|-------|----------|-------------|
|        | CCP_f | CCP_v   | CCP_f | CCP_v | CCP_f | CCP_v |
| 1      | 90.14 | 90.81   | 89.14 | 89.34 | 89.04 | 88.54 |
| 2      | 91.18 | 90.80   | 88.69 | 89.33 | 88.30 | 88.67 |
| 3      | 91.05 | 90.43   | 88.40 | 89.52 | 88.43 | 88.81 |
| 4      | 91.26 | 91.12   | 89.00 | 87.22 | 89.46 | 88.78 |
| 5      | 89.16 | 91.30   | 89.06 | 89.38 | 88.97 | 88.66 |
| 6      | 90.69 | 91.29   | 88.69 | 88.86 | 88.49 | 88.39 |
| 7      | 90.79 | 91.16   | 89.33 | 88.94 | 88.23 | 88.88 |
| 8      | 91.04 | 90.02   | 89.25 | 89.26 | 89.17 | 88.55 |
| 9      | 91.20 | 91.19   | 88.94 | 89.17 | 88.40 | 88.66 |
| 10     | 91.18 | 91.20   | 88.34 | 89.14 | 88.72 | 88.60 |
| 11     | 91.34 | 91.42   | 88.98 | 89.44 | 88.82 | 88.70 |
| 12     | 89.52 | 90.78   | 89.20 | 89.23 | 89.19 | 88.70 |
| 13     | 90.86 | 91.08   | 89.15 | 89.40 | 88.94 | 88.95 |
| 14     | 90.87 | 90.67   | 89.26 | 89.15 | 89.20 | 88.58 |
| 15     | 91.27 | 91.38   | 89.00 | 86.63 | 88.64 | 88.67 |
| 16     | 91.35 | 91.34   | 89.14 | 89.24 | 88.75 | 88.75 |
| 17     | 90.98 | 88.09   | 89.10 | 88.91 | 88.84 | 88.59 |
| 18     | 91.13 | 90.89   | 89.60 | 88.11 | 89.48 | 88.50 |
| 19     | 90.61 | 91.06   | 89.01 | 89.37 | 89.37 | 88.72 |
| 20     | 90.97 | 90.46   | 88.59 | 89.44 | 89.00 | 88.57 |
| 21     | 90.82 | 91.43   | 89.08 | 89.23 | 88.65 | 88.60 |
| 22     | 90.86 | 91.26   | 89.16 | 88.56 | 89.28 | 88.68 |
| 23     | 91.34 | 90.86   | 89.09 | 88.44 | 88.83 | 88.52 |
| 24     | 91.30 | 90.89   | 89.50 | 89.59 | 88.49 | 88.51 |
| 25     | 89.94 | 91.28   | 89.67 | 88.67 | 88.76 | 88.67 |
| 26     | 90.97 | 90.96   | 89.41 | 88.90 | 88.68 | 88.79 |
| 27     | 90.99 | 90.87   | 88.59 | 88.33 | 88.33 | 88.69 |
| 28     | 91.01 | 91.23   | 88.43 | 89.14 | 89.18 | 88.71 |
| 29     | 91.19 | 90.60   | 88.31 | 89.43 | 88.79 | 88.86 |
| 30     | 89.24 | 90.89   | 88.95 | 88.12 | 88.34 | 88.65 |
| Mean   | 90.81 | 90.89   | 89.06 | 88.32 | 88.33 | 88.67 |
| STD    | 0.59  | 0.61    | 0.35  | 0.67  | 0.35  | 0.12 |
| Minimum| 89.16 | 88.09   | 88.31 | 86.63 | 88.23 | 88.39 |
| Maximum| 91.35 | 91.43   | 89.67 | 89.59 | 89.48 | 88.95 |

**Original Accuracy**: 91.42, 90.15, 90.61
TABLE XIII: Experimental results in terms of the accuracy (%) over CCP augmented Caltech256 training data and different test sets. Thirty trials are performed using different CNN models, such as VGG19, ResNet18 and DenseNet121.

| Trials | VGG19 | ResNet18 | DenseNet121 |
|--------|-------|----------|-------------|
|        | $CCP_f$ | $CCP_v$ | $CCP_f$ | $CCP_v$ | $CCP_f$ | $CCP_v$ |
| 1      | 42.54  | 40.02   | 63.39     | 63.55   | 60.86   | 60.48   |
| 2      | 38.73  | 39.67   | 63.11     | 63.53   | 60.37   | 60.80   |
| 3      | 39.86  | 40.12   | 63.47     | 63.61   | 61.68   | 60.75   |
| 4      | 41.71  | 40.08   | 63.66     | 63.26   | 62.41   | 60.54   |
| 5      | 40.77  | 40.04   | 62.83     | 63.36   | 61.40   | 60.58   |
| 6      | 34.39  | 39.97   | 63.71     | 63.42   | 62.18   | 60.35   |
| 7      | 35.45  | 40.15   | 63.89     | 63.08   | 59.82   | 60.45   |
| 8      | 42.61  | 40.58   | 61.30     | 63.23   | 57.28   | 60.82   |
| 9      | 42.49  | 39.95   | 63.29     | 63.53   | 62.17   | 60.95   |
| 10     | 39.20  | 40.05   | 63.36     | 63.36   | 57.41   | 60.64   |
| 11     | 40.60  | 40.36   | 63.69     | 62.86   | 61.78   | 60.51   |
| 12     | 31.00  | 40.12   | 63.03     | 63.10   | 60.66   | 60.54   |
| 13     | 42.33  | 40.12   | 63.66     | 63.42   | 58.29   | 60.67   |
| 14     | 37.93  | 40.23   | 63.84     | 63.48   | 60.96   | 60.64   |
| 15     | 42.38  | 39.63   | 62.91     | 63.11   | 62.78   | 60.74   |
| 16     | 36.03  | 39.79   | 60.72     | 63.47   | 58.68   | 60.38   |
| 17     | 39.49  | 39.70   | 63.45     | 63.00   | 60.30   | 60.62   |
| 18     | 44.15  | 39.78   | 64.03     | 62.73   | 62.70   | 60.74   |
| 19     | 44.36  | 40.28   | 63.39     | 63.60   | 62.42   | 60.77   |
| 20     | 35.12  | 39.87   | 63.34     | 63.60   | 62.62   | 60.83   |
| 21     | 43.06  | 39.95   | 64.16     | 63.32   | 60.85   | 60.50   |
| 22     | 42.40  | 40.68   | 63.08     | 63.45   | 61.75   | 61.11   |
| 23     | 45.18  | 40.07   | 63.05     | 63.53   | 62.71   | 60.64   |
| 24     | 44.58  | 40.02   | 63.66     | 63.60   | 62.65   | 60.61   |
| 25     | 36.02  | 40.41   | 62.75     | 62.95   | 61.68   | 60.48   |
| 26     | 36.10  | 40.08   | 63.81     | 63.26   | 59.58   | 60.64   |
| 27     | 42.43  | 39.70   | 63.66     | 63.65   | 61.06   | 60.56   |
| 28     | 44.52  | 40.41   | 62.65     | 63.40   | 60.88   | 60.70   |
| 29     | 39.42  | 40.26   | 63.74     | 63.56   | 58.95   | 60.46   |
| 30     | 39.41  | 40.04   | 63.87     | 63.69   | 60.96   | 60.59   |
| Mean   | 40.14  | 40.07   | 63.28     | 63.36   | 60.93   | 60.64   |
| STD    | 3.51   | 0.25    | 0.72      | 0.24    | 1.54    | 0.16    |
| Minimum| 31.00  | 39.63   | 60.72     | 62.73   | 57.28   | 60.35   |
| Maximum| 45.18  | 40.68   | 64.16     | 63.69   | 62.78   | 61.11   |

Original Accuracy | 52.57 | 64.87 | 62.58
TABLE XIV: Experimental results in terms of the accuracy (%) over CCP augmented TinyImageNet training data and different test sets. Thirty trials are performed using different CNN models, such as VGG16, ResNet101 and DenseNet121.

| Trials | VGG16 | ResNet101 | DenseNet121 |
|--------|-------|-----------|-------------|
|        | $CCP_f$ | $CCP_v$ | $CCP_f$ | $CCP_v$ | $CCP_f$ | $CCP_v$ |
| 1      | 35.02  | 33.66     | 53.37    | 51.87   | 56.49   | 55.57   |
| 2      | 34.04  | 33.68     | 52.28    | 51.61   | 56.63   | 55.37   |
| 3      | 32.43  | 33.81     | 49.19    | 52.35   | 53.33   | 55.11   |
| 4      | 34.78  | 33.80     | 52.39    | 51.65   | 56.07   | 55.43   |
| 5      | 35.79  | 33.50     | 52.10    | 51.75   | 59.91   | 55.49   |
| 6      | 33.87  | 33.89     | 51.95    | 51.88   | 55.30   | 55.72   |
| 7      | 34.08  | 33.67     | 52.70    | 51.38   | 56.58   | 55.33   |
| 8      | 32.66  | 33.88     | 51.36    | 52.15   | 55.58   | 55.58   |
| 9      | 35.05  | 33.86     | 52.40    | 52.10   | 56.92   | 55.86   |
| 10     | 33.96  | 33.95     | 51.59    | 51.59   | 55.29   | 55.25   |
| 11     | 33.15  | 33.90     | 51.53    | 51.74   | 55.91   | 55.25   |
| 12     | 34.74  | 33.80     | 52.28    | 51.52   | 55.50   | 55.41   |
| 13     | 32.26  | 34.16     | 50.87    | 51.76   | 55.18   | 55.42   |
| 14     | 35.16  | 33.78     | 52.92    | 51.63   | 57.21   | 55.40   |
| 15     | 35.03  | 33.93     | 52.33    | 52.08   | 55.66   | 55.47   |
| 16     | 33.66  | 34.00     | 50.61    | 51.88   | 54.36   | 55.81   |
| 17     | 33.93  | 33.88     | 52.21    | 51.66   | 56.37   | 55.57   |
| 18     | 34.95  | 34.47     | 52.49    | 52.04   | 55.87   | 55.73   |
| 19     | 34.27  | 33.86     | 53.28    | 51.83   | 57.10   | 55.65   |
| 20     | 32.45  | 33.86     | 50.47    | 51.84   | 54.50   | 55.55   |
| 21     | 33.76  | 33.70     | 51.86    | 51.79   | 55.78   | 54.98   |
| 22     | 33.60  | 34.31     | 51.59    | 51.53   | 54.32   | 55.18   |
| 23     | 34.95  | 33.49     | 53.37    | 52.17   | 56.99   | 55.08   |
| 24     | 32.92  | 33.98     | 50.36    | 51.94   | 54.42   | 55.34   |
| 25     | 32.57  | 33.62     | 50.30    | 51.99   | 54.14   | 55.41   |
| 26     | 35.35  | 33.79     | 51.55    | 52.16   | 55.73   | 55.69   |
| 27     | 34.66  | 33.43     | 53.15    | 51.58   | 56.71   | 55.60   |
| 28     | 35.99  | 33.56     | 52.28    | 52.20   | 56.37   | 55.82   |
| 29     | 33.56  | 33.44     | 51.64    | 51.39   | 55.31   | 55.92   |
| 30     | 31.90  | 33.97     | 50.34    | 52.09   | 53.67   | 55.61   |
| Mean   | 34.02  | 33.82     | 51.87    | 51.84   | 55.64   | 55.49   |
| STD    | 1.09   | 0.23      | 1.05     | 0.25    | 1.02    | 0.23    |
| Minimum| 31.90  | 33.43     | 49.19    | 51.38   | 53.33   | 54.98   |
| Maximum| 35.99  | 34.47     | 53.37    | 52.35   | 57.21   | 55.92   |
| Original Accuracy | 43.73 | 59.65 | 63.41 |
TABLE XV: Experimental results in terms of the accuracy (%) over CCP augmented CIFAR10 training data over different attacks. Thirty trials are performed using different CNN models, such as VGG16, ResNet56 and DenseNet121.

| Trials | VGG16 | ResNet56 | DenseNet121 |
|--------|--------|----------|-------------|
|        | OnePixel | Adversial | OnePixel | Adversial | OnePixel | Adversial |
| 1      | 90.47   | 81.18    | 88.99     | 80.35     | 89.01    | 74.80     |
| 2      | 90.43   | 81.36    | 88.73     | 81.45     | 89.11    | 74.91     |
| 3      | 90.67   | 81.45    | 89.34     | 80.93     | 89.17    | 74.99     |
| 4      | 90.56   | 81.45    | 89.06     | 80.99     | 89.13    | 75.38     |
| 5      | 90.62   | 81.27    | 88.94     | 79.32     | 89.07    | 75.26     |
| 6      | 90.57   | 81.27    | 89.14     | 80.44     | 89.12    | 75.01     |
| 7      | 90.58   | 81.24    | 89.24     | 81.31     | 89.09    | 74.99     |
| 8      | 90.42   | 81.37    | 89.34     | 80.56     | 89.06    | 75.09     |
| 9      | 90.50   | 81.28    | 88.73     | 82.17     | 89.14    | 75.26     |
| 10     | 90.68   | 81.55    | 89.03     | 79.88     | 89.09    | 75.26     |
| 11     | 90.60   | 81.36    | 88.94     | 80.51     | 89.22    | 75.14     |
| 12     | 90.55   | 81.64    | 89.34     | 80.17     | 89.12    | 75.04     |
| 13     | 90.56   | 81.23    | 89.14     | 80.32     | 89.21    | 75.24     |
| 14     | 90.53   | 81.55    | 89.06     | 80.68     | 89.23    | 75.40     |
| 15     | 90.57   | 81.38    | 89.14     | 80.59     | 88.98    | 75.31     |
| 16     | 90.55   | 81.14    | 89.24     | 79.23     | 89.26    | 74.95     |
| 17     | 90.68   | 81.30    | 88.73     | 80.24     | 88.95    | 75.26     |
| 18     | 90.70   | 81.18    | 89.03     | 81.05     | 89.06    | 74.98     |
| 19     | 90.57   | 81.51    | 88.94     | 80.95     | 88.97    | 74.86     |
| 20     | 90.73   | 81.24    | 88.99     | 80.82     | 88.86    | 75.11     |
| 21     | 90.59   | 81.23    | 89.14     | 80.54     | 89.06    | 75.17     |
| 22     | 90.51   | 81.26    | 89.06     | 80.05     | 89.02    | 75.10     |
| 23     | 90.45   | 81.64    | 89.24     | 80.45     | 89.07    | 74.67     |
| 24     | 90.56   | 81.14    | 89.06     | 81.40     | 89.19    | 75.22     |
| 25     | 90.46   | 81.63    | 89.34     | 81.13     | 89.37    | 75.12     |
| 26     | 90.51   | 80.92    | 89.06     | 80.54     | 89.13    | 74.58     |
| 27     | 90.57   | 81.70    | 88.94     | 80.79     | 89.38    | 74.96     |
| 28     | 90.61   | 81.41    | 88.94     | 80.02     | 89.06    | 75.55     |
| 29     | 90.63   | 81.44    | 89.25     | 81.33     | 89.25    | 74.80     |
| 30     | 90.75   | 81.39    | 88.99     | 80.48     | 89.25    | 74.98     |
| Mean   | 90.57   | 81.36    | 89.07     | 80.62     | 89.12    | 75.08     |
| STD    | 0.08    | 0.18     | 0.17      | 0.61      | 0.12     | 0.21      |
| Minimum| 90.42   | 80.92    | 88.73     | 79.23     | 88.86    | 74.58     |
| Maximum| 90.75   | 81.70    | 89.34     | 82.17     | 89.38    | 75.55     |

Original Accuracy: 91.41  90.15  90.61
TABLE XVI: Experimental results in terms of the accuracy (%) over CCP augmented CALTECH256 training data over different attacks. Thirty trials are performed using different CNN models, such as VGG19, ResNet18 and DenseNet121.

| Trials | VGG19 | ResNet18 | DenseNet121 |
|--------|-------|----------|-------------|
|        | OnePixel | Adversial | OnePixel | Adversial | OnePixel | Adversial |
| 1      | 52.33  | 49.47    | 66.67    | 64.66    | 62.44    | 60.29     |
| 2      | 52.30  | 49.53    | 66.57    | 64.69    | 62.50    | 60.22     |
| 3      | 52.38  | 49.39    | 66.60    | 64.83    | 62.49    | 60.64     |
| 4      | 52.33  | 49.47    | 66.62    | 64.35    | 62.50    | 60.32     |
| 5      | 52.31  | 49.66    | 66.70    | 64.66    | 62.49    | 60.30     |
| 6      | 52.43  | 49.53    | 66.62    | 64.64    | 62.46    | 60.37     |
| 7      | 52.30  | 49.53    | 66.70    | 64.80    | 62.46    | 60.37     |
| 8      | 52.33  | 49.45    | 66.60    | 64.72    | 62.44    | 60.06     |
| 9      | 52.31  | 49.60    | 66.60    | 64.72    | 62.58    | 60.29     |
| 10     | 52.33  | 49.60    | 66.57    | 64.74    | 62.47    | 60.53     |
| 11     | 52.30  | 49.58    | 66.68    | 64.77    | 62.41    | 60.54     |
| 12     | 52.35  | 49.45    | 66.60    | 64.85    | 62.52    | 60.29     |
| 13     | 52.36  | 49.57    | 66.59    | 64.43    | 62.47    | 60.40     |
| 14     | 52.35  | 49.57    | 66.63    | 64.61    | 62.52    | 60.17     |
| 15     | 52.33  | 49.37    | 66.67    | 64.63    | 62.52    | 60.50     |
| 16     | 52.31  | 49.37    | 66.67    | 64.72    | 62.49    | 60.25     |
| 17     | 52.31  | 49.53    | 66.63    | 64.88    | 62.46    | 60.17     |
| 18     | 52.30  | 49.57    | 66.65    | 64.63    | 62.55    | 60.35     |
| 19     | 52.27  | 49.86    | 66.63    | 64.82    | 62.42    | 60.32     |
| 20     | 52.31  | 49.58    | 66.76    | 64.90    | 62.57    | 60.40     |
| 21     | 52.33  | 49.52    | 66.71    | 64.42    | 62.47    | 60.22     |
| 22     | 52.31  | 49.63    | 66.73    | 64.79    | 62.49    | 60.32     |
| 23     | 52.36  | 49.61    | 66.63    | 64.61    | 62.49    | 60.38     |
| 24     | 52.36  | 49.29    | 66.60    | 64.82    | 62.50    | 60.38     |
| 25     | 52.33  | 49.53    | 66.59    | 64.61    | 62.52    | 60.62     |
| 26     | 52.35  | 49.71    | 66.67    | 64.64    | 62.49    | 60.62     |
| 27     | 52.30  | 49.61    | 66.63    | 64.72    | 62.42    | 60.24     |
| 28     | 52.38  | 49.66    | 66.59    | 64.87    | 62.52    | 60.45     |
| 29     | 52.33  | 49.58    | 66.75    | 64.61    | 62.55    | 60.27     |
| 30     | 52.33  | 49.57    | 66.59    | 64.67    | 62.44    | 60.40     |
| Mean   | 52.33  | 49.55    | 66.64    | 64.69    | 62.49    | 60.36     |
| STD    | 0.03   | 0.11     | 0.05     | 0.13     | 0.04     | 0.14      |
| Minimum| 52.27  | 49.29    | 66.57    | 64.35    | 62.41    | 60.06     |
| Maximum| 52.43  | 49.86    | 66.76    | 64.90    | 62.58    | 60.64     |

Original Accuracy | 52.57 | 66.73 | 62.58
TABLE XVIII: The comparison of results for different attacks on the original CIFAR10, Caltech256 and TinyImageNet test sets using VGG, ResNet and DenseNet Models adversarial augmentation in training data. The results of the proposed CCP attack are reported under both fixed and variable random weight settings. These results are computed as an average and standard deviation over 30 trials. The % improvement in accuracy is also mentioned after CCP augmentation of training data w.r.t. the accuracy without training augmentation as presented in Table IV in the main paper. The $\uparrow$ and $\downarrow$ represent the gain and loss, respectively.

| Trials | VGG16 | ResNet101 | DenseNet121 |
|--------|-------|-----------|-------------|
|        | OnePixel | Adversarial | OnePixel | Adversarial | OnePixel | Adversarial |
| 1      | 43.63 | 41.01 | 59.72 | 56.83 | 63.05 | 60.63 |
| 2      | 43.61 | 40.70 | 59.62 | 56.89 | 63.12 | 60.67 |
| 3      | 43.54 | 40.82 | 59.47 | 57.02 | 63.25 | 60.60 |
| 4      | 43.66 | 40.50 | 59.61 | 57.12 | 63.11 | 60.59 |
| 5      | 43.40 | 40.81 | 59.46 | 56.92 | 63.00 | 60.37 |
| 6      | 43.67 | 41.07 | 59.47 | 57.02 | 63.22 | 60.56 |
| 7      | 43.58 | 40.91 | 59.63 | 56.95 | 62.96 | 60.53 |
| 8      | 43.57 | 40.87 | 59.43 | 57.15 | 63.11 | 60.29 |
| 9      | 43.57 | 41.02 | 59.62 | 56.68 | 62.97 | 60.46 |
| 10     | 43.56 | 40.80 | 59.67 | 56.69 | 63.24 | 60.56 |
| 11     | 43.63 | 41.10 | 59.43 | 57.00 | 63.12 | 60.89 |
| 12     | 43.72 | 40.95 | 59.55 | 56.95 | 63.09 | 60.71 |
| 13     | 43.49 | 40.82 | 59.69 | 56.81 | 63.09 | 60.19 |
| 14     | 43.45 | 40.80 | 59.57 | 57.63 | 63.26 | 60.42 |
| 15     | 43.56 | 40.93 | 59.70 | 56.70 | 63.25 | 60.61 |
| 16     | 43.58 | 40.94 | 59.62 | 56.79 | 63.03 | 60.57 |
| 17     | 43.56 | 40.88 | 59.39 | 56.72 | 63.10 | 60.72 |
| 18     | 43.54 | 41.00 | 59.66 | 56.86 | 63.13 | 60.07 |
| 19     | 43.54 | 40.95 | 59.71 | 56.94 | 63.20 | 60.19 |
| 20     | 43.38 | 40.86 | 59.53 | 57.09 | 63.28 | 60.61 |
| 21     | 43.62 | 40.92 | 59.58 | 57.01 | 63.15 | 60.46 |
| 22     | 43.35 | 40.94 | 59.62 | 56.77 | 63.17 | 60.71 |
| 23     | 43.66 | 40.54 | 59.60 | 56.33 | 63.01 | 60.33 |
| 24     | 43.55 | 40.67 | 59.62 | 56.78 | 63.27 | 60.68 |
| 25     | 43.44 | 40.97 | 59.54 | 57.03 | 63.41 | 60.60 |
| 26     | 43.52 | 40.97 | 59.63 | 56.77 | 63.23 | 60.80 |
| 27     | 43.54 | 40.74 | 59.63 | 57.25 | 63.16 | 60.53 |
| 28     | 43.72 | 40.68 | 59.48 | 57.02 | 63.03 | 60.60 |
| 29     | 43.57 | 40.98 | 59.66 | 56.60 | 63.02 | 60.42 |
| 30     | 43.51 | 40.80 | 59.72 | 57.09 | 63.21 | 60.58 |

Mean 43.35 40.87 59.29 56.38 63.14 60.53
STD 0.09 0.14 0.09 0.19 0.11 0.18
Minimum 43.35 40.50 59.39 56.33 62.96 60.07
Maximum 43.72 41.10 59.72 57.25 63.41 60.89

Original Accuracy 43.73 59.65 63.41

TABLE XVIII: The comparison of results for different attacks on the original CIFAR10, Caltech256 and TinyImageNet test sets using VGG, ResNet and DenseNet Models adversarial augmentation in training data. The results of the proposed CCP attack are reported under both fixed and variable random weight settings. These results are computed as an average and standard deviation over 30 trials. The % improvement in accuracy is also mentioned after CCP augmentation of training data w.r.t. the accuracy without training augmentation as presented in Table IV in the main paper. The $\uparrow$ and $\downarrow$ represent the gain and loss, respectively.