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Abstract: Group contribution (GC) methods to predict thermochemical properties are of eminent importance to process design. Compared to previous works, we present an improved group contribution parametrization for the heat of formation of organic molecules exhibiting chemical accuracy, i.e., a maximum 1 kcal/mol (4.2 kJ/mol) difference between the experiment and model, while, at the same time, minimizing the number of parameters. The latter is extremely important as too many parameters lead to overfitting and, therewith, to more or less serious incorrect predictions for molecules that were not within the data set used for parametrization. Moreover, it was found to be important to explicitly account for common chemical knowledge, e.g., geminal effects or ring strain. The group-related parameters were determined step-wise: first, alkanes only, and then only one additional group in the next class of molecules. This ensures unique and optimal parameter values for each chemical group. All data will be made available, enabling other researchers to extend the set to other classes of molecules.
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1. Introduction

To understand chemical reactivity and/or chemical equilibria, knowledge of thermodynamic properties such as gas-phase standard enthalpy of formation $\Delta H_{\text{f, gas}}$ is a necessity. Moreover, it is highly relevant to technological process design. Experimental measurement of $\Delta H_{\text{f, gas}}$ is one of the ways of collecting reliable and accurate data. However, the limitations and challenges, including the determination of $\Delta H_{\text{f, gas}}$ of unstable species, the required purity of samples, time and the cost of experiments faced by experimentalists, are well known. Furthermore, the very large gap between the large number of compounds registered in Chemical Abstracts (more than 100 million) and the available experimental values of $\Delta H_{\text{f, gas}}$ of compounds is continuously increasing, and with more than 1 billion possible organic molecules containing 13 non-hydrogen atoms, the most convenient and practical approach has been to employ property prediction models for the estimation of $\Delta H_{\text{f, gas}}$.

To evaluate the enthalpy of formation of molecules, which we will mostly refer to as $\Delta H_f$ throughout this paper, from their molecular structure, two important classes of property models have been widely employed: ab initio quantum mechanics-based property models and GC-based property models [1] and references therein. More recently, artificial intelligence-based models such as neural networks have been explored [2] and references therein. The “holy grail” in the field of computational thermochemistry is to arrive at chemical accuracy, which is generally stated as 1 kcal mol$^{-1}$ or about 4 kJ mol$^{-1}$. In a 2010 review paper in which both ab initio methods and GC methods were reviewed, Van Speybroeck et al. [1] noted that “for the majority of chemical species we are still quite a bit away from what is often referred to as chemical accuracy, i.e., 1 kcal mol$^{-1}$” (for further background, see also the references in [1]). Recently (2019), Curtiss and co-workers [3]...
claimed that for a set of 459 from the GDB-9 database, “the G4MP2 enthalpies of formation have an accuracy (mean absolute deviations) of 0.79 kcal mol⁻¹”, i.e., 3.3 kJ/mol. However, in 2013, Hukkerikar et al. [4] reported that for a data set containing 861 experimentally measured values comprising a wider variety of organic compounds (hydrocarbons, oxygenated compounds, nitrogenated compounds, multifunctional compounds, etc.), a “developed GC model for the gas-phase ΔHf provides significant improvement in accuracy with an average absolute error of 1.75 kJ/mol and standard deviation of 2.61 kJ/mol”, thus significantly better than the Curtiss result.

Regarding predictive methods for the heat of formation of organic molecules, the work described in the literature referred to above, including the references therein, is the status quo regarding achieving chemical accuracy, i.e., 1 kcal/mol. However, although both ab initio and GC methods [3,4] seem to be near the goal of chemical accuracy, each of the current implementations has at least one serious drawback with consequences for the predictive reliability for molecules other than those taken into account in [3,4]. The reliability of predictions with a pre-set required accuracy is the key performance indicator for an appropriate method in the context of the application purpose indicated in the first part of this Introduction. For the ab initio work [3], all Gn methods are composite methods comprising a number of computed energy values and a specific choice of the basis set for these components in order to arrive at the best result for a pre-selected set of usually small test molecules, making these methods, in essence, semi-empirical rather than pure ab initio with no guarantee of reliable prediction for molecules larger than very small molecules. Moreover, the error in the computed energies as evaluated by ab initio quantum methods depends on the accuracy of the total energy per atom, and with the total energy of a molecule proportional to the number of atoms (roughly speaking) (see Figure 4 in [1]), the error in the computed heat of formation steadily increases with the size of the molecule and therefore is (far) beyond chemical accuracy.

As it is far from trivial to consider an improved approach based on ab initio quantum mechanics calculations, we decided to focus on the group contribution method. The reason why we want to reevaluate the group contribution implementation is that previous works either did not achieve chemical accuracy (all older works) for a large range of organic molecules with different functional groups or claimed chemical accuracy [4] but the number of parameters was large and overfitting, leading to, in part, incorrect predictions with a totally unknown magnitude of deviations for molecules not part of the parametrization procedure. Thus, the novelty of this work, assuming we will be successful, will be a GC approach with chemical accuracy and avoidance of too many parameters (e.g., in [4]) to ensure good predictability. Actually, in the present work, we will only adopt the absolute minimum number of parameters required to establish chemical accuracy. If this cannot be achieved, the conclusion must be that the GC approach is not the correct way forward, as either chemical accuracy or reliable predictability is not within reach.

2. Key Aspects to Consider When Parametrizing a GC Model Aiming at Accurate ΔHf Predictions: Methodology and Methods Applied

2.1. The Group Contribution Method

In recent decades, the GC methodology has been developed by various groups of authors and deals with a variety of molecular properties. GC methods include those devised by Joback and Reid [5], Benson and co-workers [6,7], Domalski and Hearing [8], Constantino and Gani [9], Marrero and Gani [10], Rarey et al. [11,12], Hukkerikar et al. [4] and Kadda et al. [13]. One of these properties is gas-phase ΔHf organic molecules. In GC methods, the property of a pure compound is determined as the sum of individual contributions associated with the groups present in the molecule, see Figure 1, i.e., the GC method is an additive method. These contributions are parameters whose values are determined by comparing to a selected set of experimental data. The GC method is attractive
when we consider a property such as the heat of formation of organic molecules, as chemists have known for a long time about the additivity of certain properties when analyzing the composition of the molecular structure. This applies definitively to homologous series which are series of compounds with the same general formula, where each member differs from the successive member by one –CH2- group. Members of the same homologous series show a trend in their physical properties. As more recent implementations of the GC method perform better than current ab initio methods [1,3,4], this paper is dedicated to a more detailed analysis of the performance of the GC method for the evaluation of the heat of formation of organic molecules.
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**Figure 1.** Schematic representation of the group contribution (GC) concept where the molecule is broken into building blocks. The upper part shows chemical groups, the identities in the group contribution method, which can be used to describe a molecule such as 2-methyl-1-propanol shown in the lower part. Different GC approaches might follow a different definition of the individual groups (see also text for further detail). A property.

In this paper, we will particularly compare the approach we will present to the Marrero–Gani model [10] with the parametrization reported by Hukkerikar et al. [4], as the latter approach has, thus far, shown the best results for ΔHf. The Marrero and Gani GC method employs the formula [10]

\[
\Delta_f H_{\text{gas}}^o - H_{\text{fo}} = \sum_i N_i C_i + \sum_j M_j D_j + \sum_k E_k O_k
\]

(1)

with the variable H_{\text{fo}} an additional adjustable parameter of the property model. C is the contribution of the first-order group of type-i that occurs N times. First-order groups are the common molecular subgroups, viz., Figure 1, in which molecules are subdivided in a GC approach. To account for interactions between groups, e.g., more complex interactions in heterocyclic species, second-order and third-order groups have been previously introduced [10]. D_j is the contribution of the second-order group of type-j that occurs M times. E_k is the contribution of the third-order group of type-k that has O_k occurrences in the molecular structure of the pure compound. A detailed description can be found in [10].

It is important to note that the first-order groups, i.e., the groups in which the molecule is initially subdivided, can be defined in various ways. In the Marrero–Gani method [10], benzene has individual aromatic carbon atoms named aC as a group, and in 2-hexanon, one of the first-order groups is CH3C=O. Similarly, for a terminal cyanide (R-CH=CN), one of the first-order groups reads CH3CN. Older GC methods, however, have followed a definition of first-order groups which is more in line with how chemists define
the different entities that constitute a molecule. This applies, e.g., to van Krevelen and Chermin [14] and Joback and Reid [4]. These methods divide a molecule into, e.g., CH₃, C=O, CN or a phenyl ring. Now, 2-hexanon comprises the groups CH₃, CH₂ and C=O.

As mentioned before, in the present work, we will explore whether we can develop the GC method with these more chemically intuitive first-order groups up to the level of an accurate predictive tool, i.e., chemical accuracy, 1 kal/mol, whilst avoiding overfitting due to too many adjustable parameters. We will build on the experience obtained from the work in [4] which was co-authored by the present author.

2.2. The Reliability of the Experimental Data Employed to Establish the GC Parameters

An accurate and reliable experimental data set is key to the reliable estimation of GC model parameters. When the experimental value available from the literature deviates from the true value, this can have a serious impact on the correct prediction for other species, particularly when a high accuracy such as “1 kcal/mol” is required. Hukkerikar et al. used experimental values of ΔH°gas taken from the extended CAPEC database [15]. Unfortunately, like for many other such databases, the list with concrete data (numerical values) is not publicly available. In the present work, we therefore prefer to adopt other data, i.e., data taken from the NIST database which are freely available (https://webbook.nist.gov/ (accessed on 7 April 2021)) and original papers that are quoted in the database. Experimental data show, however, a variation in experimental values which may go beyond the 1 kcal/mol accuracy we want to achieve. The NIST database, for instance, reveals for 1-decanol what is collected in Table 1 and there are many similar examples to be found. For many literature reported values, one observes such, one could say typical, variations, errors if you like, sometimes claimed to be small, and sometimes indicated as larger. Moreover, frequently, different methods were used to analyze and evaluate experimental heats of formation. Thus, we should take it for a fact that some experimental data have an error range of the magnitude or larger than the accuracy we set out as the requirement, namely, 1 kcal/mol. For these reasons, we preferably adopted data from the papers from Frederick D. Rossini and co-workers (we will quote the relevant papers later on), which are all from a single source analyzed by the same group of persons using the same equipment and, as we will see later, which have the more consistent CH₂ group increments. Experimental data employed refer to 298.15K and the gas phase.

As history and experience in the chemical discipline has taught us about the additivity of certain properties, that knowledge can be used to find experimental values that must simply be incorrect. Let us present a clear-cut example from the series of n-alkyl alcohols (primary alcohols). When we look at the experimental data (Table S1 in the Supplementary Material), we see that the increment per CH₂ group varies roughly between 17 and 24 kJ/mol, whereas the increment should equal the group contribution for the CH₂ entity. In addition, the variation in the CAPEC database [15] is rather different from the variation within the values obtained from the NIST database as can be corroborated from Table S1. In both data sets, the variations have a magnitude similar to the predictive accuracy, 4 kJ/mol, we want to achieve. Similar observations and conclusions can be made for the n-alkanes, the n-alkenes and various other series. In summary, as chemical knowledge teaches us that it goes without saying that the deviations in these just mentioned cases must be attributed to experimental errors, consequently, in some cases, predictions should be considered more reliable than the experimental values, and the true series averaged deviation between model and experimental values is smaller than that calculated on the basis of the available experimental values.
Another feature that may occur is an experimental value for a single specific molecule which, for one reason or another, completely falls off track even though all similar molecules are well described by the devised model. When the procedure to fit a model is automated, such discrepancies are unlikely to be detected, e.g., higher-order contributions might be proposed, whereas it is much more likely that there is a problem with the reliability of the experimental value. We will see such a case later on in this paper, i.e., malononitrile and succinonitrile.

2.3. The Number of GC Parameters and the Choice for the Type of Groups

As not all heats of formation can be described as simple additions of contributions of basic groups such as CH\textsubscript{3}, -CH\textsubscript{2}, and C=C, Gani et al. [10], for example, introduced second- and higher-order contributions to account for the otherwise too large deviations between model and experimental values, which have led to the best results reported up till now [4]. However, in practice, we see that, as an example, in the case of Tb (boiling point) estimation, 167 first-order, 106 second-order and 51 third-order (in total 324) contributions were involved (see Rarey et al. [16], for these data). With an absolute average deviation of 5.89 K for a set of 1794 components, approximately 5.5 data points were used per adjustable parameter. It goes without saying that with such a typical number of parameters compared to the number of data points, one cannot be really surprised about a good fit. For the ΔH\textsubscript{f} [4,13,17], we also observe very many higher-order parameters. The objective of fitting parameters in a specific model should obviously be to avoid any kind of what is known as overfitting because this seriously deteriorates the quality of the predictive behavior of the method. Therefore, we aim to establish a model with the minimum number of parameters ultimately required whilst, at the same time, achieving chemical accuracy.

As previously mentioned, in the present work, we will adopt the “group” definition in the sense of van Krevelen and Chermin [14]. This approach is different from the one in other works [4,10,13]. Still, the fact that not all properties can be accounted for quantitatively, sufficiently and accurately using the additivity of these group contributions must be accounted for. Therefore, we will use the concepts of the nearest neighbor group, in essence, group–group interactions, and if needed, the next nearest neighbor group. The terminologies nearest neighbor and next nearest neighbor are very common in the fields of chemistry and physics, e.g., NMR [18] and XPS (ESCA) [19], and in the field of magnetism in the physics domain. Thus, this is what chemists and physicists have successfully applied for decades to account for interactions between neighboring entities, in the present case, chemical groups. Rarey et al. also adopted this approach whilst modeling the boiling point Tb using group contributions [16]. We will demonstrate that this will enable us to obtain a method which uses the minimum number of parameters.
2.4. Methodology Applied to Obtain Group Contribution Parameter Values

Rather than optimizing many parameters for a larger set of different compounds at the same time, we take the approach to determine each individual chemical group contribution step-wise. This guarantees a unique and proper determination of the individual parameters whilst avoiding cross-contamination, i.e., contributions hidden in another parameter. As it is chemical knowledge that, for the alkanes and alkyl chains, the contribution due to the CH₂ and CH₃ groups is truly additive, we should start by fixing the group contribution values for these two groups by considering alkanes only. Next, adding another group to the alkane, e.g., a double (C=C) or triple bond (C≡C), an amine or a carboxylic group, we can also determine the group contribution of each of those groups. When there is no non-additive interaction with the alkyl chain, each of these substituents will have a single unique GC parameter. Reasons for non-additive contributions include electron donating or withdrawing groups, e.g., conjugation, steric hindrance or, as we will see later, a geminal substituent effect.

After careful consideration, we decided to determine the numerical values of the group contributions by hand. This is, of course, not common anymore today, as such an operation is commonly conducted by invoking computer-based optimization routines. However, while we want an average absolute difference between experimental and model values below 1 kcal/mol, i.e., chemical accuracy, at the same time, we want no, or only incidental, individual values above 1 kcal/mol. In incidental cases, a single value not reaching chemical accuracy might occur and needs to be accepted to keep the overall performance for a certain class of molecular entities acceptable with respect to chemical accuracy. Moreover, it might be needed to take into account a larger error arising from specific experimental data. Such decisions are made more adequately by the eye than by automated mathematical routines. The rationale is that we aim for an approach aiming at a reliable predictive method to obtain heats of formation with chemical accuracy and not a priori the best overall mathematical fit as pure mathematics does not know about physics and chemistry. As we gradually build up the approach class by class and thus group parameter by group parameter, this is an appropriate approach and, most importantly, we will see this leads to the desired results.

In specific cases, which we will encounter, we will use ab initio and density functional-type quantum chemical calculations to verify energy differences between similar species in order to verify whether deviations we see are genuine. While it is far from straightforward to evaluate the heat of formation by ab initio or DFT calculations [1], relative energy differences between structurally very similar structures can be evaluated with greater confidence. These calculations were performed using the Spartan 10 program suite [20], involving full geometry optimization within the Hartree–Fock (HF) method and with density functional theory (DFT) invoking the B3LYP functional, both involving the 6–311 + G** basis set.

Heats of formation and group contributions from the Marrero–Gani method [10], as optimized in the first paper claiming chemical accuracy [4], were obtained using the ICAS23 software version [17], which we will refer to as MG ICAS23.

The performance of the parameter estimation will be verified by calculating the differences between model and experimental values, and, in addition, by calculating the averaged absolute differences (ADD) per class of molecules expressed by $AAD = (1/N) \sum_{i=1}^{N} |\text{AAD}_i|$ (model–experiment).

2.5. Limitations of the Group Contribution Method

One might consider attempting to construct a group contribution method to cover any type of molecule. The GC methodology assumes additivity, and even when higher-order contributions such as the second- or third-order parameters in the Marrero–Gani method are introduced, it still remains a linear additive method. It is to be realized that
in, e.g., substituted conjugated molecules, one can have any magnitude of shift in the electron density, particularly the \( \pi \)-electron density, and additivity based on a limited number of groups is by no means to be expected throughout. One should therefore accept that at a certain stage, the GC approach will cease to be applicable. Therefore, it is the opinion of the author that one should clearly state which systems can be treated reliably with the method, with a pre-defined quality of results, and that other systems may not be qualified to be treated appropriately.

3. Results

As explained before, in order to arrive at a consistent data set, we first need to parametrize the more simple classes of molecules such as the \( n \)-alkanes and the \( n \)-alcohols, even though these have been treated elsewhere before. Following the approach outlined in the above, one new group is parametrized in each successive step.

3.1. \( n \)-Alkanes and Monomethyl Alkanes

For the \( n \)-alkanes, we collected data from the NIST database, from the CAPEC database as used in [15] and from Rossini and co-workers [21]. All individual data can be found in the Supplementary Materials as Table S2. The \( CH_2 \) GC parameter was simply taken as 50\% of the heat of formation of ethane from the Rossini paper, i.e., \(-42.36\) kJ/mol. There is a little variation in the experimental values for ethane with the CAPEC and NIST values but well below 1 kJ/mol, so for any practical use, this makes no difference. When we adopted the \( CH_2 \) increment from the Rossini data set, \(-20.63\) kJ/mol, we obtained an excellent result for the entire alkane data set with the model equation

\[
\Delta H_f (n\text{-alkanes}) = 2 \times GC_{CH_2} + N_{CH_2} \times GC_{CH_2}
\]

Equation (2), as with all other equations that will follow for other classes of molecules, is essentially of the general form of Equation (1), but now only the first-order term \( \sum N_i \Delta C_i \) has been retained. \( C_i \) is the contribution of the group \( i \), e.g., \( CH_2 \), to the heat of formation, and \( N_i \) is the number of times this group is present in the molecule. The average absolute difference between the model Equation (2) and experiment (Rossini values and CAPEC values when not available from Rossini) was found to be 0.53 kJ/mol. We emphasize that this value could have been lower as the experimental data set probably suffers from some errors, albeit small ones. The deviations become clearly larger as soon as there are no available data from the Rossini group, which is from heneicosane onwards. The variation in the values for the \( CH_2 \) increments is very small for the Rossini data, but non-negligible for the other data set. For the higher alkanes starting with heneicosane, for which we have only CAPEC data, the increments vary between 19.3 and 21.44 kJ/mol. When we calculate the average absolute difference between the experiment and model for the Rossini data (ethane up till eicosane), we only find a value of 0.19 kJ/mol. In conclusion, we may state that the model works excellently, as is also known from other works.

For the mono-methyalkanes, we needed to introduce one new group, namely, the \( CH \) group, for which we found the value \(-4\) kJ/mol the best overall solution. Group contribution values for \( CH_2 \) and \( CH_3 \) were previously determined in Section 3.1. With the model equation

\[
\Delta H_f \text{(monomethyl-alkanes)} = 3 \times GC_{CH_3} + N_{CH_2} \times GC_{CH_2} + GC_{CH}
\]

we obtained an average absolute difference between the model and experiment of 1.91 kJ/mol, and all individual values, except for (2-methylpropane), are within chemical accuracy (1 kcal/mol or 4.2 kJ/mol). Here, we again used Rossini’s data wherever available [21] and otherwise NIST, and if both were not available, we used CAPEC data. All individual data can be found in Table S3 in the Supplementary Material. The value for the group \( CH \) was chosen as \(-4\) kJ/mol because that value showed the best agreement between model and experimental values with the exception of 2-methylpropane which deviated by 5.34
kJ/mol from the experiment. A more negative value for the CH group would have led to a better overall (averaged) agreement with the experiment; however, in that case, other values would have been beyond chemical accuracy, more specifically, 4-methylheptane. Our choice was based on the observation that the CH₂ increment associated with 2-methylpropanol (−22.35 kJ/mol) is an indicator for an error in the experimental value (−260.2 kJ/mol). Finally, later on, we experienced that our choice for the CH group parameter also positively influenced the results for other classes, e.g., “2-Alkenes + substituent at double bond” and “1-Alkenes + substituent NOT at double bond”, avoiding results that would otherwise be beyond chemical accuracy.

3.2. Oxygen-Containing Series: n-Alcohols, n-Aldehydes, 2-Alkanones, Mono- and Dicarboxylic Acids, Ethers

For the new OH group to be introduced, we found a group contribution value of −171 kJ/mol to be the appropriate value for a good model, leading to the best results for the model based on the formula

$$\Delta H_f (\text{primary or n-alcohols}) = GC_{CH_3} + N_{CH_2} * GC_{CH_2} + GC_{OH}$$

(4a)

to evaluate the heats of formation for the n-alcohols and

$$\Delta H_f (\text{secondary alcohols}) = 2*GC_{CH_3} + N_{CH_2} * GC_{CH_2} + GC_{OH}$$

(4b)

for the secondary alcohols. The averaged absolute difference between the model and experiment was evaluated as 1.54 kJ/mol. All individual data can be found in Table S4 in the Supplementary Material. The overall good performance including that for the higher members of the groups 1-tetradecanol and 1-eicosanol suggest that the model values are more accurate than the experimental values.

When adopting a new group contribution value of −124 kJ/mol for the aldehyde group (terminal C=O), the average absolute difference (model−exp) using CAPEC database experimental data was found to be only 0.31 kJ/mol, our model being

$$\Delta H_f (\text{n-aldehydes}) = GC_{CH_3} + N_{CH_2} * GC_{CH_2} + GC_{C=O \text{ aldehyde}}$$

(5)

Experimental and model data are collected in Table S5 in the Supplementary Material. When we adopt the simplest formula possible for the alkanones,

$$\Delta H_f (\text{n-alkanones}) = GC_{CH_3} + N_{CH_2} * GC_{CH_2} + GC_{C=O \text{ keto}}$$

(6)

we find a very good account of the heat of formation based on the pure additive contribution using a group contribution parameter of −133 kJ/mol for the keto group, and an averaged absolute difference (model−exp) of 1.10 kJ/mol, whereas all individual deviations are below 2 kJ/mol. Data are collected in Table S6 in the Supplementary Material.

With the formula

$$\Delta H_f (\text{carboxylic acids}) = GC_{CH_3} + N_{CH_2} * GC_{CH_2} + GC_{COOH}$$

(7a)

the group contribution parameter for the carboxylic group was determined as −391 kJ/mol, leading to an averaged absolute difference (model−exp) of 1.12 kJ/mol. All individual data are collected in Table S7 in the Supplementary Material. Regarding individual values, the values for pentanoic acid and hexanoic acid show deviations of 4.25 and 3.88 kJ/mol, respectively. Whilst still basically within chemical accuracy, we observe that (i) the increments in the NIST data set are irregular (see Table S7 in the Supplementary Material) and (ii) when we take the corresponding values from the CAPEC database, the values for (model−exp) go down to 1.25 and 0.78 kJ/mol, respectively. In this case, we thus may conclude there is an issue with some experimental data, whereas otherwise, the model shows very satisfactory performance.

For dicarboxylic acids, we found that we can describe the heats of formation well by
\[ \Delta H_f (\text{dicarboxylic acids}) = N_{\text{CH}_2} \ast GC_{\text{CH}_2} + 2 \ast GC_{\text{COOH}} \]  

(7b)

with an average absolute difference (exp–model) of 0.89 kJ/mol. All data are shown in Table S7 in the Supplementary Material. These results suggest there is definitely no need for higher-order contributions as suggested in the work of [4]. For MG ICAS23 [4,17], we found that for propanedioic acid, a secondary group had been introduced (HOOC-\text{CH}_n-\text{COOH} (n in 1..2)); for butanoic acid, yet another second-order group had been introduced (HOOC-\text{CH}_m-\text{CH}_n-\text{COOH} (n, m in 1..2)); and for pentadioic and hexadioic acids, a third-order group was introduced (HOOC-(\text{CH}_3)m-\text{COOH} (m > 2, n in 0..2)), adding up to four additional parameters to be fitted, whereas our current approach has none.

For the methylalkylethers, the group value for the (H\text{3})COC(-) group was determined as \(-175\) kJ/mol. The averaged absolute difference (model–exp) of 2.42 kJ/mol with the model

\[ \Delta H_f (\text{methylalkylethers}) = GC_{\text{CH}_2} + N_{\text{CH}_2} \ast GC_{\text{CH}_2} + GC_{(\text{H})\text{COC}(\cdots)} \]  

(8)

and data are to be found in Table S8 in the Supplementary Material. We observed that for dimethylether, the difference (model–experiment) is 9.1 kJ/mol, whereas also Hukkerikar et al. [4], using a different GC approach, found a difference 10.2 kJ/mol. This suggests we should treat dimethylether as a separate, individual species in the GC approach with the experimental value of \(-184.1\) kJ/mol associated with it, assuming this is a correct value.

Initially, we made an attempt to cover all ethers and di-alkylethers with one formula. However, it became clear that many individual values would not comply with chemical accuracy. Consequently, we introduced two distinct values for the methyl-alkylethers (H\text{3})COC(-), and for the other di-alkylethers R’-COC-R. The GC contribution for the latter was determined as \(-168\) kJ/mol. For these latter class of di-alkylethers, we report an averaged absolute difference with a value of 3.48 kJ/mol and thus within chemical accuracy, whereas the MG ICAS23 approach gives 3.38 kJ/mol. Still, our model value for di-n-pentylether differs by 13.5 kJ/mol from the experimental value. Interestingly, the MG ICAS23 approach [4] also reveals a difference of 13.5 kJ/mol. Moreover, also remarkable is the increment, from experimental data, for di-n-pentylether. Compared to di-n-butylether, the difference is 56 kJ/mol, which is a lot more than the additive value 2 \ast 20.68 = 41.7 kJ/mol. A value of 41.7 kJ/mol would account for the difference 13.7 kJ/mol for di-n-pentylether. For these longer alkyl chains, there is no chemical argument why such non-additive behavior would be realistic. One should therefore question this exceptional value for a single species, di-n-pentylether. On the basis of the current data and arguments, we conclude, for the time, that the models properly predict the heat of formation for all ethers. Both MG ICAS23 and the here proposed model perform appropriately.

3.3. Alkenes

Experimental data for the 1-alkenes were preferably taken from Rossini et al. [22,23], and otherwise from NIST or CAPEC. With a choice of +62.5 kJ/mol for the C=C group and our formula describing the heats of formation for the 1-alkenes,

\[ \Delta H_f (1-\text{alkenes}) = GC_{\text{CH}_2} + N_{\text{CH}_2} \ast GC_{\text{CH}_2} + GC_{\text{C} = \text{C}} \]  

(9a)

we arrived at an average absolute difference (model–exp) of 0.17 kJ/mol only. All individual data can be found in Table S9 in the Supplementary Material. These findings once more confirm the correctness of our adopted values for the CH\text{3} and CH\text{2} groups. For ethylene itself, we need a dedicated single value, assuming the NIST value of +52.4 kJ/mol is correct. This is apparent from the increment of \(-31.49\) kJ/mol between ethylene and 1-propene. We may also look at this from a different perspective, namely, by taking the heat of formation of +52.4 kJ/mol of ethylene as the basic value for C=C (rather than 62.5 kJ/mol for C=C-), and seeing all mono-substituted species as having a group nearest neighbor
interaction of 10.1 kJ/mol. At the moment, it seems as appropriate to consider ethylene as a separate species with an individual value.

When we now look at the alkenes which have a non-terminal double bond, e.g., 2-pentene or 3-hexene, adopting the equation based on our choice for defining the groups \(\Delta H_f\) (non-terminal alkenes) = \(2^\ast GC_{CH_3} + N\ CH_2 \ast GC_{CH_2} + GC_{C=C}\) to evaluate the heats of formation as for the 1-alkynes, we find that the heats of formation deviate clearly, typically by about 10 kJ/mol, from the experimental values. It is to be noted that this is not observed for the alkenes (see later) which obey the same model for the 1-alkynes as well as for the other alkenes listed. This is likely to be the reason why in the Marrero–Gani model [10] the alkenes’ required groups include \(CH_3\), \(CH_2\) and \(C=C\), whereas for the alkenes, including the 1-alkenes, a second-order parameter was included to arrive at sufficiently accurate model values. To find out more about whether this is indeed truly non-additivity for the 2-alkenes, we performed density functional theory (DFT) calculations using the B3LYP functional and the 6–31+G** basis set to evaluate the energies of alkenes and alkynes. The results are shown in Table 2. When we look at the structural differences between 1-ene and 2-ene, the difference regarding groups is one \(CH_3\) more and one \(CH_2\) less. The same can be said for the ynes. As we see from Table 2, the increment is about 25 kJ/mol for the ynes and 12 kJ/mol for the enes. Therefore, there is, maybe a little surprisingly from a naive chemical point of view, a difference between ynes and enes. It is the enes that pose the non-additive issue, as when we take the difference between our GC value for \(CH_3\) and \(CH_2\), we end up with a value over 20 kJ/mol which we obtained from the DFT calculations for the ynes, so these behave in a normal additive way. Thus, we need to correct the model values for the 2-enes and 3-enes or, in other words, we need to introduce a nearest neighbor interaction. For trans-R-C=C–R’, this correction was determined as 11.5 kJ/mol, and thus we introduced a new group, trans-R-C=C–R’, with a GC parameter value of +73.5 kJ/mol. For cis-R-C=C–R’, the correction was slightly larger, and the new group trans-R-C=C–R’ has an associated GC parameter of +78 kJ/mol. Thus, for the enes other than the 1-enes, we have a group contribution of +73.5 kJ/mol for the trans R-C=C–R’ group and +78 kJ/mol for the cis R-C=C–R’ group, compared to +62.5 kJ/mol for the 1-enes. One could also formulate it such that we can obtain a nearest neighbor effect contribution of 11 kJ/mol for trans-R-C=C–R’, and, similarly, 15.5 kJ/mol for cis-R-C=C–R’. With these new parameters and model formulae

\[
\Delta H_f (\text{non-terminal trans-alkenes}) = GC_{CH_3} + N\ CH_2 \ast GC_{CH_2} + GC_{\text{trans-R-C=C–R'}}
\]

\[
\Delta H_f (\text{non-terminal cis-alkenes}) = GC_{CH_3} + N\ CH_2 \ast GC_{CH_2} + GC_{\text{cis-R-C=C–R'}}
\]

we obtain good agreement (within chemical accuracy) between model and experimental values for the trans-alkenes with an absolute average difference between the model and experiment of only 0.55 kJ/mol. All individual data are collected in Table S10 in the Supplementary Material.

Table 2. Density functional theory (DFT) calculated energies (B3LYP total energy in hartree units) and energy differences (in kJ/mol) between higher enes and ynes (i.e., 2-, 3-, 4-, 5- enes and -ynes) with the corresponding 1-ene or 1-yne. Therefore, for example, the −25.7 kJ/mol in column 3 is the energy difference between 2-butyne and 1-butyne, the minus sign indicating 2-butyne as the more stable species. For further discussion, see text.

| Alkenes       | B3LYP Total Energy (Hartree) | Energy Difference with 1-yne (kJ/mol) | Alkenes       | B3LYP Total Energy (Hartree) | Energy Difference with 1-ene (kJ/mol) |
|---------------|------------------------------|-------------------------------------|---------------|------------------------------|-------------------------------------|
| 1-butyne      | −156.016968                  |                                     | 1-buten       | −157.269727                  |                                     |
| 2-butyne      | −156.026734                  | −25.72                              | 2-buten       | −157.27461                   | −12.86                              |
| 1-pentene     | −195.341675                  |                                     | 1-pentene     | −196.594118                  |                                     |
| 2-pentene     | −195.350891                  | −24.27                              | 2-pentene     | −196.598701                  | −12.07                              |
| 1-hexyne      | −234.665807                  |                                     | 1-hexene      | −235.91856                   |                                     |
We will now treat various alkylsubstituted alkenes separately, and as we will see in some cases, nearest neighbor effects are present; in others, they are not. For the 1-enes with an alkyl substituent not directly attached to a double-bond carbon atom, we can describe the heats of formation similar to the non-substituted 1-alkenes, and the formula reads

$$\Delta H_f \ (1\text{-alkenes}) = 2^*G_C + G_C + N_{CH_2}^* G_{CH_2} + G_{C-C}$$  \hspace{1cm} (10)$$

The averaged absolute difference (model–exp) is 2.54 kJ/mol and all individual model values are within chemical accuracy from the experimental values. As described before, the group CH has a value of ~4 kJ/mol attributed to it. Data are collected in Table S11 in the Supplementary Material. In works using second- and third-order groups, e.g., the MG ICAS23 software suite [17], three additional second-order group parameters were involved ((CH$_3$)$_2$CH, CH$_2$CH$_n$=CH$_m$ (m,n in 0..2), CH$_3$CH$_m$=CH$_n$ (m,n in 0..2; p in 0..1)), whereas the presently proposed model did not involve any new parameters.

The next data set comprises 2-alkenes with a substituent at the double bond, and all data are collected in Table S12 in the Supplementary Material. Unfortunately, we have few experimental data available. Applying the formula expected on the basis of the groups that constitute this class of species results in an averaged absolute difference between model and experimental values of 1.0 kJ/mol and all individual values being within chemical accuracy. Compared to the best method thus far, implemented in the MG ICAS23 software suite, the MG approach needed two additional second-order group parameters (CH$_2$CH$_m$=CH$_n$ (m,n in 0..2), CH$_3$CH$_m$=CH$_n$ (m,n in 0..2)), whereas no additional parameters were needed for the model we present here, viz., Equation (11). It is interesting to note that this is different from the pure 2-alkenes (see above) where a, albeit single, nearest neighbor parameter needed to be added, but at present, we cannot exclude the idea that a fortuitous cancellation of two effects is involved.

$$\Delta H_f \ (2\text{-alkenes with a substituent at the double bond}) = N_{CH_2} + G_{CH_2} + N_{CH}^* G_{CH_2} + N_{CH_2}^* G_{CH_2} + G_{C-C}$$  \hspace{1cm} (11)$$

For the 1-enes with an alkyl substituent at the double-bond carbon atom, i.e., 2-(m)ethyl-1-alkenes, the formula comprises a new group contribution term, GC $G_{C-GCH_3}$, which includes a neighbor (to the double bond) effect of magnitude 8 kJ/mol in order to achieve the required chemical accuracy. The group contribution for the C=C bond with substituent (C=C(C)-R) therefore is +70 kJ/mol compared to +62 kJ/mol for the unsubstit-
tuted 1-enes. All individual values are collected in Table S13 in the Supplementary Material, for which we obtained an average absolute difference (model–exp) of 1.21 kJ/mol, whereas all individual differences are below 2 kJ/mol. The MG ICAS23 [4,17] result (we once more compare to the best available results reported until now) for the average absolute difference (exp–model) reads 1.50 kJ/mol. However, to achieve this, the method has four additional second-order group parameters ((CH₃):CH, CH₂=CHm=CHₙ (m,n in 0..2), CH₃=CHm=CHₙ (m,n in 0..2), CH₉=CHm=CHₙ (m,n in 0..2; p in 0..1)) compared to a single nearest neighbor parameter in the presently proposed model.

\[ \Delta H_f (1\text{-alkenes with alkyl substituent at the double bond carbon atom}) = 2 \cdot GC_{CH₃} + N \cdot CH₂ \cdot GC_{CH₂} + GC_{C\equiv(C)(R)} \] (12)

3.4. Alkynes

As we have more experimental values from the NIST database, we use the Rossini data [24] when available and otherwise NIST experimental data to determine the GC parameter for the C=C group. This does not impose any kind of issue, as the experimental values from the two data sets that can be compared differ by less than 2 kJ/mol. The main reason to select the larger NIST set is to check whether there are no deviations from a larger data set to ensure that we have a proper parameter value for the C=C group. The value of this parameter was found to be 229 kJ/mol. The averaged absolute difference (model–exp) was 1.53 kJ/mol whilst using

\[ \Delta H_f (1\text{-alkynes}) = GC_{CH₃} + N \cdot CH₂ \cdot GC_{CH₂} + GC_{C\equivC} \] (13a)

to evaluate the model values. Data are to be found in Table S14 of the Supplementary Material. The value of 229 kJ/mol was selected such that also individual values are within chemical accuracy (1 kcal/mol).

For the 2-, 3-, 4- and 5-ynes, we also found good agreement between experimental values (Rossini values, and if they are not available, NIST data) and the model

\[ \Delta H_f (\text{non-terminal-alkynes}) = 2 \cdot GC_{CH₃} + N \cdot CH₂ \cdot GC_{CH₂} + GC_{C\equivC} \] (13b)

and calculated an averaged absolute difference (model–exp) of 1.78 kJ/mol. Only 2-pentyne has an error (5.25 kJ/mol) somewhat larger than chemical accuracy (4 kJ/mol). The NIST database provides two values for 2-butyne: 145 and 148 kJ/mol. The latter value 145 kJ/mol originates from [24], whereas the value of 148 kJ/mol originates from [25]. In their later paper [24], Rossini et al. stated not to have found the reason for these (small) differences.

For 2-pentyne, there is only one value, and the reference is to the Rossini et al. works, and therefore it is identical to the value in the previous column in Table S14 of the Supplementary Material. At this moment, we cannot conclude whether an experimental deviation is involved or that minor interactions are involved. Regarding the latter, a small additional term of the size 1.5 kJ/mol added to the C=C group contribution (+229 kJ/mol) would make all non-terminal alkynes have a deviation within chemical accuracy. However, as this would be added on the basis of the need for, in essence, a single deviation, which still might be an experimental error of minor size, we do not propose this at this stage. All individual data are collected in Table S14 in the Supplementary Material.

3.5. Nitrogen-Containing Species: n-Alkylamines and Nitriles

The availability of experimental data led to the selection of these data from different literature sources: experimental data are based on the Rossini value for ethylamine (Ref. [26] page 623), NIST values when available, and otherwise CAPEC data base values. By selecting a value of +13 kJ/mol for the amine group and our formula describing the heats of formation for the alkylamines,
we arrived at an averaged absolute difference (model–exp) of 1.20 kJ/mol. The methylamine species is to be considered separately. This is not only because of the difference between the model and experiment (5.86 kJ/mol) but also because the increment between methylamine and ethylamine is clearly larger than the typical CH2 value of 20.63 kJ/mol, but around 26 kJ/mol. Thus, methylamine should best be considered a separate species. All individual values are collected in Table S15 of the Supplementary Material.

The nitriles form an interesting class, more specifically, the dinitriles. For the mononitriles, the group value for the nitrile group was found to be +116 kJ/mol based on the model

$$\Delta H_f (\text{n-alkylamines}) = \text{GC}_\text{CH}_4 + N \text{CH}_2 \ast \text{GC}_\text{CH}_2 + \text{GC}_\text{NH}_2$$  (14)

and the experimental values shown in Table 3. For malononitrile (N=CCC=N) and butanedinitrile (N=CCCC=N), also known as succinonitrile, the difference between model and experimental values is around 55 and 20 kJ/mol, respectively. As the other species reveal good agreement between model and experimental values, and because dinitrile species with a long CH2 sequence in between should be considered to be similar in behavior to the mono-nitriles but now with two nitrile groups at both ends, we assume these deviations are due to the interaction between the CN groups, which is further supported by the observation that for malononitrile, the deviation is much larger than for butane-dinitrile.

We performed ab initio Hartree–Fock and DFT B3LYP calculations to evaluate the energy differences between the successive dinitriles, as presented in Table 4. These confirm that malononitrile and butane-dinitrile are distinct cases, and higher species follow the formula Equation (15b). This is supported by Beckhaus et al. [27], who reported, in a paper on geminal substituent effects, a synergetic destabilization by two geminal cyano substituents of 11.5 kcal/mol or 48 kJ/mol. In their paper, they also evaluated the heat of formation and found 266.5 kJ/mol for malononitrile, in good agreement with the NIST value in Table 5. For alkylsubstituted malononitriles, this effect decreases with increasing substitution but is still present, viz., Table 5. Thus, the alkylsubstituted malononitriles need to be treated separately which we will not further discuss here, but [27] provides the first useful data to push this forward.

Table 3. Experimental and model values for mono- and dinitriles. All values in kJ/mol.

| Nitriles              | NIST  | Model | Model–exp | ABS (Model–exp) |
|-----------------------|-------|-------|-----------|-----------------|
| propanenitrile        | 51.5  | 53.01 | 1.51      | 1.51            |
| butanenitrile         | 31.2  | 32.38 | 1.18      | 1.18            |
| pentanenitrile        | 11.1  | 11.75 | 0.65      | 0.65            |
| heptanenitrile        | -29.51| 1.45  | 1.45      |                 |
| octanenitrile         | -50.6 | -50.14| 0.46      | 0.46            |
| decanenitrile         | -91.6 | -91.4 | 0.20      | 0.2             |
| tetradecanenitrile    | -174.8| -173.92| 0.88     | 0.88            |
| averaged absolute difference | | | | 0.80 |
| malononitrile         | 266.3 | 211.37| -54.93    | 54.93           |
| butanedinitrile       | 209.7 | 190.74| -18.96    | 18.96           |
| pentanedinitrile      | 170.11| 0.11  | 0.11      |                 |
For quantum calculations suggest a deviation in the range 3–4 Hartree, which we can qualitatively compare to the deviation of 54 kJ/mol from the data in part a of this table. Additionally, for succinonitrile (butanedinitrile), we find a clear deviation. For further discussion, see the main text. All numbers except those in bold are reported in order for theoretical chemists to be able to reproduce the results reported here.

|        | Hartree Fock Total Energy (hartree) | Increments Total Energy (hartree) | Total Energy Assuming Additivity (hartree) | Deviation from Additivity (hartree) | Deviation from Additivity (kJ/mol) | DFT B3LYP Total Energy (hartree) | Increments Total Energy (hartree) | Total Energy Assuming Additivity (hartree) | Deviation from Additivity (hartree) | Deviation from Additivity (kJ/mol) |
|--------|-------------------------------------|----------------------------------|-------------------------------------------|-------------------------------------|------------------------------------|----------------------------------|----------------------------------|-------------------------------------------|-------------------------------------|------------------------------------|
| malon  | −223.69937                          | −223.714233                     | 0.014863                                  | 39.0                                | −225.042919                       | −225.055901                     | 0.012982                         | 34.1                                      |
| succin | −262.75558                          | −39.056210                      | −262.759134                               | 9.3                                 | −264.378353                       | −264.381001                     | 0.002648                         | 7.0                                       |
| pentan | −301.802334                         | −301.804035                     | 0.001701                                  | 4.5                                 | −303.70477                        | −303.706101                     | 0.001331                         | 3.5                                       |
| hexan  | −340.848886                         | −340.846552                     | 0.000005                                  | 0.1                                 | −343.031351                       | −343.032012                     | -0.00015                         | -0.4                                      |
| heptan | −379.893837                         | −379.894951                     | 0.0                                       | 0.0                                 | −382.356335                       | −382.356301                     | -0.00034                         | -0.1                                      |
| octan  | −418.938738                         | −39.044901                      |                                            |                                     |                                    |                                  |                                  |                                            |

Table 4. Hartree–Fock and DFT calculated energies in the unit hartree, the common energy unit for quantum calculations. These values are given as a reference for those that want to verify these results by similar calculations, but for the context of this paper, the important numbers are those in bold representing the deviation from additivity. We applied both methods to ensure we obtain a semi-quantitatively reliable answer. The numbers in bold in the columns entitled “deviation from additivity” reveal that, in particular, the heat of formation of malononitrile deviates strongly from additivity: the quantum calculations suggest a deviation in the range 34–39 kJ/mol, which we can qualitatively compare to the deviation of 54 kJ/mol from the data in part a of this table. Additionally, for succinonitrile (butanedinitrile), we find a clear deviation. For further discussion, see the main text. All numbers except those in bold are reported in order for theoretical chemists to be able to reproduce the results reported here.

Table 5. Results for substituted malononitriles, where predictions from the currently proposed model are compared to experimental results obtained from [27]. The results, in particular, the difference between the model and experiment, reflect the statement made in [27] that the deviation is dependent on the degree of substitution.

| R (R’) C (CN)2 | R (R’) C (CN)2 | R (R’) C (CN)2 | R (R’) C (CN)2 | R (R’) C (CN)2 |
|----------------|----------------|----------------|----------------|----------------|
| 1a Ref [19] R=H, R’=H | 1b Ref [19] R=H, R’=C(CH3)3 | 1c Ref [19] R=H, R’=CH3 | 1d Ref [19] R=CH2, R’=CH3 | 1e Ref [19] R=CH, R’=C(CH3)2 |
| 1f Ref [19] R=CH3, R’=C(CH3)2 | 1f Ref [19] R=CH3, R’=C(CH3)2 | 1f Ref [19] R=CH3, R’=C(CH3)2 | 1f Ref [19] R=CH3, R’=C(CH3)2 | 1f Ref [19] R=CH3, R’=C(CH3)2 |
| 266.5 | 266.3 | 211.37 | −55.13 | 55.13 |
| 266.3 | 211.37 | −55.13 | 55.13 | 55.13 |
| 83.29 | 83.29 | 83.29 | 83.29 | 83.29 |
| 83.29 | 83.29 | 83.29 | 83.29 | 83.29 |
| 107.12 | 107.12 | 107.12 | 107.12 | 107.12 |
| 107.12 | 107.12 | 107.12 | 107.12 | 107.12 |
| −23.98 | −23.98 | −23.98 | −23.98 | −23.98 |
| −23.98 | −23.98 | −23.98 | −23.98 | −23.98 |
| −61.75 | −61.75 | −61.75 | −61.75 | −61.75 |
| −61.75 | −61.75 | −61.75 | −61.75 | −61.75 |
| 77.8 | 77.8 | 77.8 | 77.8 | 77.8 |
| 36.93 | 36.93 | 36.93 | 36.93 | 36.93 |
| −40.87 | −40.87 | −40.87 | −40.87 | −40.87 |
| −40.87 | −40.87 | −40.87 | −40.87 | −40.87 |
| 71.8 | 71.8 | 71.8 | 71.8 | 71.8 |
| 83.29 | 83.29 | 83.29 | 83.29 | 83.29 |
| 11.49 | 11.49 | 11.49 | 11.49 | 11.49 |
| 11.49 | 11.49 | 11.49 | 11.49 | 11.49 |
| averaged absolute difference | averaged absolute difference | averaged absolute difference | averaged absolute difference | averaged absolute difference |
| 40.26 | 40.26 | 40.26 | 40.26 | 40.26 |

Table 5. Results for substituted malononitriles, where predictions from the currently proposed model are compared to experimental results obtained from [27]. The results, in particular, the difference between the model and experiment, reflect the statement made in [27] that the deviation is dependent on the degree of substitution.

Now, we need to mention an important difference from the previous MG ICAS23 [17] approach which reveals that for 1,6-hexanedinitrile, the groups involved are CH2 (twice), CH3CN (twice) and a third-order group NC-(CH3)2=CN, m > 2. Similarly, the heat of formation of 1,5-pentanedinitrile is accounted for by CH3 (one), CH3CN (twice) and a third-order group NC-(CH3)2=CN (m > 2), whereas 1,4-butanedinitrile is described by two CH3CN groups and a second-order group named NC-CH3=CH2-CN (n, m in 1..2), and, finally, malononitrile is described by one CH3CN group and one CN group. Thus, malononitrile is considered a regular molecule for which the heat of formation is purely additive with first-order contributions, namely, for CH3CN and CN only. Based on the energy differences between successive species in the series, and our ab initio and DFT calculations and the work by Beckhaus et al. [27], we have to conclude that the MG ICAS23 results are not based on the correct chemistry.
In summary, because of the presence of (large) geminal effects in malononitrile and succinonitrile, we need to treat these as individual entities in the GC method to circumvent more parameters for these two species only. All other mono- and dinitriles can be described based on the group contribution for CH₂, CH₃ and CN only.

3.6. Benzene/Phenyls

For the mono-substituted benzenes, from experimental data from Rossini et al. [28,29], we initially attempted \( \Delta H (\text{mono-substituted benzene}) = \text{GC}_{\text{Phenyl}} + N_{\text{Substituent}} \times \text{GC}_{\text{Substituent}} \). When we included benzene and thus only have the contribution \( \text{GC}_{\text{Phenyl}} \), we had deviations between the model and experiment. We observed the same for the di-, tri- and tetra-substituted benzenes that will be discussed later. However, when we add a single parameter, \( \text{AromMonoalkyl} \), for the mono-alkylsubstituted benzenes with the numerical value 6 kJ/mol, we arrive at

\[
\Delta H (\text{mono-substituted benzene}) = \text{GC}_{\text{Phenyl}} + \sum N_{\text{Substituent}} \times \text{GC}_{\text{Substituent}} + \text{AromMonoalkyl} \quad (16a)
\]

and we find good agreement between our new model and experimental values. All individual values are collected in Table S16 in the Supplementary Material. The averaged absolute difference (model–exp) found reads 0.88 kJ/mol, and all individual values are within chemical accuracy; actually, many have a deviation less than \(-1\) kJ/mol. In our approach, we only have the single additional parameter valued at 6 kJ/mol. This additional parameter is not added in the unsubstituted benzene, so it could be said that benzene itself is an exception.

It was to be expected that for the substituted benzenes, a simple additive behavior of the energies of the individual groups will not lead to adequate results. The substitution of a conjugated system will lead to interaction energies between the groups, even though perhaps small. The MG ICAS23 [4,10,17] approach introduced second-order parameters for substituted benzenes, for each substitution pattern, e.g., \( \text{AROMRINGs}1s2s \) for 1,2-substitution, \( \text{AROMRINGs}1s3s5 \) for 1,5-substitution, \( \text{AROMRINGs}1s2s3s4s \) for 1,2,3,4-tetrasubstitution. By doing that, the quality of the fitting of the experimental data was improved substantially. However, it means that for di-substituted benzenes, we have \( \text{AROMRINGs}1s2s, \text{AROMRINGs}1s3s \) and \( \text{AROMRINGs}1s4s \), which implies three parameters; for the tri-substituted benzenes, we have \( \text{AROMRINGs}1s2s3s, \text{AROMRINGs}1s2s4s, \text{AROMRINGs}1s2s5s, \text{AROMRINGs}1s3s4s \) and \( \text{AROMRINGs}1s3s5s \), which implies five additional parameters. For tetra-substituted benzene, we even have potentially three additional parameters: \( \text{AROMRINGs}1s2s3s4s, \text{AROMRINGs}1s2s3s5s, \text{AROMRINGs}1s2s4s5s \).

As we aim at results within chemical accuracy with a minimum number of parameters, i.e., avoiding overfitting, we describe the di-substituted alkylbenzenes by

\[
\Delta H (\text{di-substituted benzene}) = \text{GC}_{\text{Phenyl}} + \sum N_{\text{Substituent}} \times \text{GC}_{\text{Substituent}} + \text{AromDialkyl} \quad (16b)
\]

where the single additional substitution parameter \( \text{AromDialkyl} \) leads to a good description of the heats of formation of the di-substituted alkylbenzenes when this parameter takes the value 18.5 kJ/mol, viz., Table S16b. The averaged absolute difference between the model and experiment is 1.52 kJ/mol and all individual values are within chemical accuracy.

For the tri-substituted alkylbenzenes, we adopted

\[
\Delta H (\text{tri-substituted benzene}) = \text{GC}_{\text{Phenyl}} + \sum N_{\text{Substituent}} \times \text{GC}_{\text{Substituent}} + \text{AromTrialkyl} \quad (16c)
\]

with \( \text{AromTrialkyl} = +30 \) kJ/mol, and the averaged absolute difference (model–exp) found reads 2.33 kJ/mol and all individual values are within chemical accuracy for both models, viz., Table S16c.

Finally, for the tetra-substituted alkylbenzenes, we adopted...
\[ \Delta H_f (\text{tetra-substituted benzene}) = GC_{\text{Phenyl}} + \sum N_{\text{substituent}} \cdot GC_{\text{substituent}} + \text{AromTetraalkyl} \]  

(16d)

with \( \text{AromTetraalkyl} = +40 \, \text{kJ/mol} \), and the averaged absolute difference (model–exp) was calculated as 1.15 \( \text{kJ/mol} \). For the present model, all individual values are clearly within chemical accuracy, viz., Table S16d.

In summary, we obtained excellent results whilst involving a single, individual substitution parameter for each of the mono-, di-, tri- and tetra-alklysubstituted benzenes (we already had all other parameters from the previous part of this paper). This seems the best methodology reported thus far, as (see above) the previous best approach involved substantially more parameters with the risk of overfitting.

3.7. Naphthalenes

Experimental data were taken from Rossini et al. [29], if not available from the CAPEC database. With our choice of chemical groups, we treat naphthalene itself as a group and therefore the heat of formation for the unsubstituted molecule is set to the experimental value, i.e., the group contribution for the naphthalene group is +151.8 \( \text{kJ/mol} \). We found the same as for the benzenes, i.e., a substituent effect which requires an additional parameter for substituted naphthalenes. In fact, we found the same parameters \( \text{AromMonoalkyl} \) and \( \text{AromDialkyl} \) as found for the substituted benzenes can be applied to the substituted naphthalenes. Thus, for the mono-substituted naphthalenes, we have

\[ \Delta H_f (\text{mono-alkyl substituted naphthalene}) = GC_{\text{Naphthalene}} + \sum N_{\text{substituent}} \cdot GC_{\text{substituent}} + \text{AromMonoalkyl} \]  

(17a)

and for the di-substituted naphthalenes, we have

\[ \Delta H_f (\text{di-alkyl substituted naphthalene}) = GC_{\text{Naphthalene}} + \sum N_{\text{substituent}} \cdot GC_{\text{substituent}} + \text{AromDialkyl} \]  

(17b)

The averaged absolute difference (model–exp) was found to be 1.52 \( \text{kJ/mol} \) and all six individual values were also within chemical accuracy, 4.2 \( \text{kJ/mol} \). For the MG ICAS23 approach, the AAD was also only 2.60 \( \text{kJ/mol} \); however, both naphthalene and 1-ethyl-naphthalene were both beyond the desired 4.2 \( \text{kJ/mol} \) limit. For naphthalene, one third-order group is involved; for 1-ethylnaphthalene, two third-order groups are involved. The presently proposed model only has naphthalene as a group itself, and other parameters were known from the previous classes of molecules dealt with in this paper. For the mono- and di-alklysubstituted naphthalenes, the same additional corrections were applied as for the corresponding substituted benzenes (see above). Individual data can be found in Table S17 in the Supplementary Material.

3.8. A Most Interesting Case: Cycloalkanes

An interesting case are the cycloalkanes in which ring strain plays a significant role. We have already seen one case in which taking into account chemical knowledge is crucial, i.e., malononitrile and succinonitrile, to obtain a reliable predictive model also beyond the molecules used for the parametrization. When we apply the up till now best approach, MG ICAS23 [4,10,17], we find that a range of third-order parameters were involved for the cycloalkanes. In addition, for methylcyclopentane and methylcyclohexane, additional third-order 5- and 6-member ring parameters are introduced, whereas these are surprisingly absent in the unsubstituted equivalents cyclopentane and cyclohexane. This is surprising as one would expect that cyclohexane and methylcyclohexane, not suffering from ring strain, would behave quite normally as a collection of CH\(_2\) groups, and as we will see below, they do indeed. Furthermore, despite all additional third-order parameters, the performance when applied to the cycloalkanes varies a lot: from chemical accuracy up till some 80 \( \text{kJ/mol} \) in error for cyclopropane and cyclobutane and more than 20 \( \text{kJ/mol} \) for cyclodecane. For the very constrained case of bicyclobutane, the deviation from the experiment (MG ICAS23 value −169 \( \text{kJ/mol} \)) is even around 380 \( \text{kJ/mol} \) (for references, see the caption of Table 4).
As cyclohexane is a species known to exhibit practically no ring strain (only 0.4 kJ/mol according to Anslyn and Dougherty [30]), one would expect the heat of formation can be described as the sum of CH₂ group contributions. This is confirmed by the results for cyclohexane and all n-alkylsubstituted cyclohexanes in Table 6: the only groups involved were CH₂ (only group for cyclohexane), and CH₂ and CH for the n-alkylsubstituted cyclohexanes, for which parameter values were determined at the beginning of the present study, viz., Section 3.1. All other cycloalkanes show very significant differences between such a model, i.e., \( \Delta H_f \) (cycloalkane) = N CH₂ * GC CH₂ and the experimental values.

The issue here is the ring strain in these cyclic molecules. Ring strain is a result of energy differences introduced by CCC bending and CCCC torsional changes and not simply a property which is additive in a few additional parameters. With increasing ring size and increasing substitution, these contributions vary, and it is not surprising that many additional parameters are needed, while for several species, the difference between the model and experiment is still huge (see numbers quoted above). As the ring strain is not a simple additive parameter or a few simple additive parameters covering the series, the solution to this problem is as follows: we need to take into account common chemical knowledge, namely, recognition of and concrete experimental values for the ring strain [29], add the values

\[
\Delta H_f (\text{cycloalkane}) = N \text{CH}_2 * \text{GC CH}_2 + \text{ring strain} \tag{18a}
\]

and, similarly for the methylsubstituted cycloalkanes,

\[
\Delta H_f (\text{methylcycloalkane}) = N \text{CH}_2 * \text{GC CH}_2 + \text{GC CH} + \text{GC CH}_2 + \text{ring strain} \tag{18b}
\]

and we then obtain the value in the column “Model \( \Delta H_f \)” in Table 6, and the difference from experimental values is shown in the column “Model–Exp”. The averaged absolute difference over all cycloalkanes in Table 6 is 2.32 kJ/mol. This is a good result, with only a single value beyond chemical accuracy, viz., methylcyclohexane. We notice that the deviation for the n-alkylsubstituted cyclopentanes is typically 3.6 kJ/mol throughout, which may originate from a different ring strain energy for the substituted cyclopentane compared to the pure cyclopentane. The same applies to the n-alkylsubstituted cyclohexanes for which the difference is, on average, approximately 2.4 kJ/mol. If this could be confirmed, the averaged absolute deviation would decrease from 2.32 down to 0.46 kJ/mol.

Whilst taking into account ring strain, the most striking example in this series is bicyclobutane: 0.74 kJ/mol from the experiment where other methods totally fail.

In summary, these results clearly reveal that for the (alkylsubstituted-)cycloalkanes, one should take into account ring strain, a well-known phenomenon in the field of physical organic chemistry. However, as these ring strain energies themselves are evaluated from the differences between the experimental values and the expected, additive values, the straightforward way is to adopt the experimental values for the unsubstituted cycloalkanes; in other words, adopt each unsubstituted cycloalkane as an individual new group.

**Table 6.** All values in kJ/mol. Experimental data from Rossini et al. [30,31], or if they are not available, from NIST (only cyclooctane); otherwise, data are from the CAPEC database. Ring strain energies from [32,33] (bicyclobutane). The model \( \Delta H_f \) values incorporate the contribution due to ring strain according to Equation (18).

| Cycloalkanes      | Rossini | NIST   | Model \( \Delta H_f \) | Model–Exp | ABS (Model–Exp) | Ring Strain |
|-------------------|---------|--------|-------------------------|-----------|-----------------|------------|
| cyclopropane      | 53.3    | 53.21  | -0.09                   | 0.09      | 115.1           |            |
| cyclobutane       |         | 27.58  | 0.94                    | 0.94      | 110.1           |            |
| cyclopentane      | -77.3   | -77    | -77.19                  | 0.11      | 0.11            | 25.96      |
| cyclohexane       | -123.2  | -123.5 | -123.38                 | -0.18     | 0.18            | 0.4        |
| cycloheptane      |         | -118.45| 0.95                    | 0.95      | 25.96           |            |
The use of common, generally known and accepted chemical knowledge was found to be crucial to properly account for certain species, including geminal effects for malononitrile and succinonitrile, and ring strain for cycloalkanes. This underpins that solely using mathematical optimization routines and adding higher-order group parameters is not appropriate as it does not account for the proper chemistry/physics throughout, with consequences for the predictive power for species not within the data set employed for parametrization.

Finally, additional results for other classes of molecules are in preparation, whereas the Excel file comprising all numerical values involved in this study will be made available upon request, so other researchers can expand this work with additional experimental data and new group parametrizations.
**Supplementary Materials:** The following are available online at www.mdpi.com/5/2/24/s1, Table S1: Experimental (CAPEC data base and NIST data base) and increments (difference between experimental value for the species and that of the species with 1 CH₂ group less, so the previous entry in the table); Table S2: Experimental and model values for alkanes. All values in kJ/mol.; Table S3: Experimental and model values for mono-methylalkanes. All values in kJ/mol.; Table S4: Experimental and model values for the n-alkanols. All values in kJ/mol.; Table S5: Experimental and model values for the aldehydes. All values in kJ/mol.; Table S6: Experimental and model values for the ketones. All values in kJ/mol.; Table S7: Experimental and model values for mono- and dicarboxylic acids. All values in kJ/mol.; Table S8: Experimental and model values for methyl (upper part) and other di-alkyl ethers (lower part). All values in kJ/mol.; Table S9: Experimental and model values for alkynes. All values in kJ/mol; Table S10: Experimental and model values for the 2-enes and 3-enes. All values in kJ/mol; Table S11: Experimental and model values for the 1-alkenes with an alkyl substituent not directly attached to the double bond carbon atom; Table S12: Experimental and model values for the 2-alkenes with an alkyl substituent directly attached to the double bond carbon atom; Table S14: Experimental and model values for alkanes. All values in kJ/mol.; Table S15: Experimental and model values for the primary amines. All values in kJ/mol.; Table S16: Experimental and model values for substituted benzenes; Table S17: Experimental and model values for substituted naphthalenes. All values in kJ/mol.
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