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Abstract—IoT systems typically involve separate data collection and processing, and face the scalability issue when the number of nodes increases. For some tasks, only the result of data fusion is needed. Then, the whole process can be realized in an efficient way, integrating the data collection and fusion in one step by over-the-air computation (AirComp). Its shortcoming, however, is signal distortion when channel gains of nodes are different, which cannot be well solved by transmission power control alone in times of deep fading. To address this issue, in this paper, we propose a multi-slot over-the-air computation (MS-AirComp) framework for the sum estimation in fading channels. Compared with conventional data collection (one slot for each node) and AirComp (one slot for all nodes), MS-AirComp is an alternative policy that lies between them, exploiting multiple slots to improve channel gains so as to facilitate power control. Avoiding to obtain instantaneous channel gains of all nodes at the sink is a key point. Specifically, the transmissions are distributed over multiple slots and a threshold of channel gain is set for distributed transmission scheduling. Each node transmits its signal only once, in the slot when its channel gain first gets above the threshold, or in the last slot when its channel gain remains below the threshold. Theoretical analysis gives the closed-form of the computation error in fading channels, based on which the optimal parameters are found. Notice that computation error tends to be reduced at the cost of more transmission power, a method is suggested to control the increase of transmission power. Simulations confirm that the proposed method can effectively reduce computation error, compared with state-of-the-art methods.

Index Terms—Over-the-air computation, multi-slot, transmission power control, distributed transmission scheduling.

I. INTRODUCTION

INTERNET of Things (IoT) will have billions of devices, many of which will be connected to the Internet by the low power wide area (LPWA) technologies such as NB-IoT and LoRa [1]. Data collection and processing in IoT systems usually are separated, both in the digital domain, and the former involves the one-by-one data transmission. Then, a network with $K$ nodes will involve at least $K$ transmissions per data collection, which takes much time when there are millions of nodes in a LPWA cell. This is a challenging problem, because of limited spectrum bandwidth, real-time requirement, and the transmission collisions in a multiple access channel.

Some sensing tasks actually do not require the individual value from each sensor, e.g., sum, average, max, etc., is computed correctly. For these tasks, a more efficient method is possible. Recently, a new policy, called over-the-air computation (AirComp) [2], [3], was investigated, which usually integrates the data collection and fusion in the analog domain using uncoded transmissions [4], in the way similar to physical layer network coding [5]. All nodes transmit their signals simultaneously in a coordinated way and the data fusion (sum) is computed over the air. In addition, it has been proven that the computation error of the analog transmission can be made much smaller than that of digital methods when using the same amount of resources [6].

Although AirComp generally only supports the sum operation, by proper pre-processing and post-processing, it can be extended to support any kind of nonomographic functions [7], [8], [9]. Recently, deep neural network has also been exploited in pre-processing and post-processing, which enables more advanced processing of sensor data by approximating any function via deep models learned from data [10].

AirComp only takes one slot for data collection, which is very efficient. But to ensure the unbiased data fusion, each node has to pre-amplify its data so that signals arriving at the sink are aligned in their signal magnitude [11], [12]. The pre-amplification usually uses a principle of channel inversion (use a power inversely proportional to the channel coefficient) to not only mitigate the difference in channel gains but also to get an a priori agreed magnitude of the received signals. But this requires a high transmission power in deep fading.

Accurate channel coefficient per node usually is required at the sink, but its collection from many nodes is also a challenging problem. AirComp is used for estimating channel coefficients before actual computation in [13]. But it is still time consuming and the accuracy is limited by noise. A more aggressive effort is to exploit blind AirComp without channel coefficient [14], at the cost of degraded performance.

To overcome channel fading without incurring much overhead in collecting instantaneous channel coefficient, in this
paper, we propose a multi-slot over-the-air computation (MS-AirComp) framework for the sum estimation in fading channels. Conventional data collection and AirComp are two extremes. The former uses one slot for each node and the latter uses one slot for all nodes. MS-AirComp is an alternative policy that lies between them, exploiting multiple slots to take advantage of time-varying channel gains so as to facilitate power control. It is necessary to avoid transmission when a node is in deep fading. This is also feasible when considering the time diversity due to the random variation of channel gain [15]. Then, the over-the-air computation is distributed over $N$ slots, where $N$ is much less than the number of nodes. Specifically, the sink node sets a threshold of channel gain, based on the channel statistics. Each node transmits its signal only once in the $N$ slots, either in the slot when its channel gain first gets above the predefined threshold, or in the last slot if its channel gain remains below the threshold. The transmission power control policy is the same as in previous methods [11], [12], either the channel inversion policy or using the maximal value of transmission power and presenting a simple solution for this issue.

The main contributions of this paper are:

- Shaping channel gain by exploiting time diversity. This paper improves channel gains by using multiple slots and setting a threshold of channel gain. This helps to avoid deep fading and facilitate power control to achieve signal magnitude alignment.

- Distributed transmission scheduling. Transmission scheduling of each node is performed in a distributed way, using a threshold of channel gain, which the sink computes based on the channel statistics instead of instantaneous values. This helps reduce the overhead of feeding back instantaneous channel gain from each node to the sink, which is a key feature.

- Closed-form of the mean squared error (MSE) of the computation result; hereafter referred to as computation MSE. Theoretical analysis of the computation MSE enables to find optimal parameters given the statistics of channel gains, and the simulation results, based on these optimal parameters, are consistent with the analysis.

- Revealing the tradeoff between the computation MSE and transmission power and presenting a simple solution for this issue.

Numerical analysis and Monte Carlo simulations illustrate the promising performance of the proposed method. Compared with state-of-the-art methods, the proposed method greatly reduces the computation MSE, by utilizing channel gain diversity at the cost of only a few slots. By a refined tradeoff between the computation MSE and transmission power, the proposed method effectively reduces the computation MSE while consuming almost the same transmission power as the previous method.

Main notations used in the analysis are listed in Table I. $\mathbb{C}$ and $\mathbb{R}^+$ denote the set of complex, positive real numbers, respectively, and $\mathbb{E}$ is the expectation operation.

The rest of this paper is organized as follows: Sec. II reviews the basic AirComp method and related work. Sec. III first presents the proposed framework, and analyzes the computation MSE. On this basis, optimal parameters are found, transmission power is analyzed, and some numerical results are illustrated. Sec. IV shows the results achieved by Monte Carlo simulation, and points out the necessity of a tradeoff between the computation MSE and transmission power. Then, in Sec. V, a simple method is suggested to control the increase of transmission power. Finally, Sec. VI concludes this paper and points out future work.

II. RELATED WORK

Here, we review the basic AirComp method, and previous efforts on improving its performance.

A. Basic AirComp Model

In a typical AirComp model [11] for a sensor network, $K$ nodes each transmit the analog signals to a common sink simultaneously, triggered by a control signal from the sink, as shown in Fig. 1. All the transmissions are synchronized so that all signals arrive at the sink at the same time. This is called single-slot transmission, where a slot equals the transmission time of a signal. Both the nodes and the sink have a single antenna each. To deal with the difference in channel gains, the pre-processed signal at the $k$-th node, $x_k \in \mathbb{C}$ and $|x_k| \leq \nu$, with zero mean and unit variance ($\mathbb{E}[|x_k|^2] = 1$), is amplified by its Tx-scaling factor $b_k \in \mathbb{C}$ and sent to the sink.

The sink applies a Rx-scaling factor $a \in \mathbb{C}$ to the received signal to get the computation result as

$$r = a \left( \sum_{k=1}^{K} h_k b_k x_k + n \right),$$

where $h_k \in \mathbb{C}$ is the channel coefficient between node $k$ and the sink, and $n \in \mathbb{C}$ is the additive white Gaussian noise.

![Fig. 1. Basic AirComp model with $K$ nodes and 1 sink. All nodes transmit their signals simultaneously in one slot.](image)

| Notation | Meaning | More details |
|----------|---------|-------------|
| $K$      | Number of sensor nodes | Default value is 100 |
| $g_k$    | Channel gain of node $k$ | |
| $g_{\mu}$ | Average channel gain of node $k$ | Default value is 10 |
| $h_k$    | Channel coefficient of node $k$ | Complex value |
| $b_k$    | Tx-scaling factor for node $k$ | Assumed to be positive real in the analysis for simplicity |
| $a$      | Rx-scaling factor at the sink | |
| $P_{\text{max}}$ | Normalized maximal Tx power | Default value is 10 |
| $\theta_{\text{th}}$ | Threshold of channel gain | |
| $P_{\text{th}}$ | Threshold of signal receive rate | |

TABLE I

MAIN NOTATIONS FOR ANALYSIS

Authorized licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.
Channel coefficient $h_k$ is assumed to be known by node $k$ and by the sink, and the latter is a key drawback of AirComp because collecting channel coefficients of all nodes at the sink is time consuming and will greatly degrade the efficiency of AirComp. Signal $x_k$ and channel coefficient $h_k$ change with time. Block fading is assumed, i.e., channel coefficients change per slot and are constant in a slot. Because parameters $a$ and $b_k$ are optimized per slot, the slot index is neglected to simplify the analysis. With the maximal power constraint, $|b_k x_k|^2$ should be no more than $P'$, the maximal power. Let $P_{\text{max}}$ denote $P'/\nu^2$. Then, $|b_k|^2 \leq P'/\nu^2 = P_{\text{max}}$.

The error between $r$ and the target sum $\sum_{k=1}^{K} x_k$ is measured by the computation MSE defined in (2), where $E[\cdot]$ is the expectation operation with respect to signal $x_k$ and the noise, and it is assumed that signals and noise are non-correlated.

$$\text{MSE} = E \left[ r - \sum_{k=1}^{K} x_k \right]^2 \sum_{k=1}^{K} |a h_k b_k - 1|^2 + \sigma^2 |a|^2. \quad (2)$$

When $h_k b_k$, $\forall k$, equals to a constant $c$, all signals have the same magnitude (i.e., it is equal to $c$ before Rx-scaling and $ac$ after Rx-scaling), which is called signal magnitude alignment. In such cases, if $a$ is set to $1/c$, $ah_k b_k = 1$ and (1) gives the result $r = \sum_k x_k + an$, using the same weight for all signals without a bias on any one, which is an unbiased estimation. Because $b_k$ is computed as $1/(ah_k)$, this policy of power control is called channel inversion. Although this removes the signal distortion (The first part in MSE equals to $0$), it requires to use a large $a$ when some node is in deep fading (with very small $h_k$), which leads to an increase of the noise power, the second part of MSE.

Generally, MSE is minimized by taking a tradeoff between signal distortion and noise power. This policy aligns most signals to the same signal magnitude ($ah_k b_k = 1$) while allows a small number of weak signals to be misaligned ($ah_k b_k < 1$) [11], [12], which is called partial signal magnitude alignment in this paper.

This AirComp is a centralized method because the sink decides the timing of the computation, and obtains instantaneous channel coefficient ($h_k$) from each node in advance for computing the optimal parameter ($a$), which causes a significant overhead.

B. Dealing With Errors in AirComp

Several factors may affect the performance of AirComp. Timing synchronization usually is a necessity of AirComp for avoiding signal distortion. By modulating the sensor data in a series of random signal pulses, AirComp can be realized by a coarse block-synchronization [16]. In [17], AirShare is proposed, in which the sink synchronizes the clock of all nodes before the actual transmission, by using multiple frequencies.

Errors may also be caused by noise and channel fading. Distortion outage for AirComp was first investigated in [18].

In deep fading, the magnitudes of some signals cannot be aligned with that of other signals, under the constraint of maximal transmission power. To solve this problem, the work in [11] and [12] minimizes the computation MSE by jointly optimizing the transmission power and a Rx-scaling factor at the sink node. An active relay model based on amplify-and-forward is studied in [19] and [20]. In [21], reconfigurable intelligent surface is exploited to control the phase of reflected signals so that multipath components of all signals constructively add together at the sink. Antenna array is investigated in [13] and [22] to support vector-valued AirComp. It is further combined with wireless power transfer in [23].

Recently, federated learning, a distributed learning method in which all nodes share a common model to locally process data, has attracted much attention. AirComp, as a key component, is used in aggregating model update created by each node. Researchers have studied how to deal with the impact of fading and noise. The authors in [24] investigated direct model update based on the noisy distorted gradient. Precoding and scaling operations are suggested to mitigate the effect of the noisy channel to accelerate the convergence of the learning process [25]. In federated learning, it is not necessary to receive model update from all nodes. Therefore, in [26] and [27], at each iteration, only nodes with a channel gain large enough are selected to transmit their model update, and the centralized control of AirComp enables this selection. Fast fading is taken into account in [28], for the purpose of one-shot approximation of function values, considering sub-Gaussian noise and correlated channels.

C. Dealing With Fading in Multiple Access Channel

In the multiple access channel, it is efficient to exploit multi-user diversity to deal with channel fading, letting nodes with high channel gains transmit their signals first. This is studied for ALOHA networks in [29] and [30], and for CSMA networks in [31]. Generally, a threshold of channel gain is set for nodes to facilitate distributed transmission scheduling. But these methods only let one node transmit its signal each time in order to avoid transmission collisions.

D. A Short Comparison

Considering the specific task of model aggregation in federated learning, the policy of node selection in [26] and [27] relies on the centralized control, both to obtain channel gains and to get the correct number of nodes involved in the transmission. But it is impractical for the sink to collect channel gain of all nodes in some cases. Transmission power control [11], [12] is necessary in AirComp, but its effect is limited in times of deep fading. In comparison, the proposed method improves channel gain by leveraging the time diversity, letting nodes schedule their transmissions only when their channel gains are high enough. This distributes over-the-air computation into multiple slots, improving system performance at the cost of only a few slots meanwhile avoiding the overhead of collecting instantaneous channel gains at the sink.
III. MULTIPLE-SLOT AIRCOMP

Here, we present the proposed MS-AirComp framework and analyze the computation MSE and the optimal solution for the general model in Sec. III-A, discuss the impact of the signal magnitude alignment in Sec. III-B under a transmission policy defined by probability functions, and present the probability functions for the proposed threshold-based slot selection method in Sec. III-C. For a comparison, we also present the method that always selects the best slot with all channel gains known in advance as an upper bound, do some further analysis such as average channel gain and transmission power in Sec. III-D, discuss the impact of channel estimation error in Sec. III-E, and show some numerical results in Sec. III-F.

A. System Model

This paper focuses on the sum estimation of sensor data obtained by all nodes in a sensor network. It can be easily extended to support other computations by proper pre-processing and post-processing.

Fig. 2 shows the system model. We investigate a multi-slot over-the-air computation (MS-AirComp) framework, extending the AirComp model from single-slot (single transmission chance) to multi-slot (multiple transmission chances) and distributing the transmission to multiple slots. For simplicity, we mainly consider a single frequency channel, but the proposed method may be extended to multi-frequency systems. Specifically, there are $N$ slots for the whole transmission. Each slot involves a beacon from the sink (with pilot signals for each node to estimate the channel coefficient and synchronize its clock with the sink), a fixed space (for each node to transit from receiving to transmitting), and a superposition of signals simultaneously transmitted from nodes on the same frequency as the beacon signal uses. Each node has the chance to choose a slot with a high channel gain to transmit its signal, $x_k \in \mathbb{C}$ and $|x_k| \leq v$, with zero mean and unit variance ($\mathbb{E}[|x_k|^2] = 1$).

We assume a block-fading channel, where the channel gain is constant in a slot and the slots are separated far enough in time in order to ensure that the channel gain independently varies per slot [15]. Different from the model in Sec. II-A, instantaneous channel coefficient $h_{k,i} \in \mathbb{C}$ in the $i$-th slot is known by node $k$ (by receiving the beacon signal) but not by the sink. Instead, each node monitors its own link when receiving messages from the sink, estimates probability density function (PDF) of its channel gain and sends it to the sink at a relatively long period. On this basis and exploiting channel reciprocity, the sink decides the optimal parameters. The same Rx-scaling factor $a \in \mathbb{C}$ is used for all slots. Each node monitors $N$ channel coefficients in $N$ slots, but transmits its signal only once. For simplicity, here $h_k$ is used to represent the channel coefficient $h_{k,i}$ of the $i$-th slot over which node $k$ actually transmits its signal, and $|b_k|^2$ ($b_k \in \mathbb{C}$) corresponds to the transmission power. Each noise sample $n_i$ is produced by the respective slot $i$.

Then, the signals received over $N$ slots, summed together at the sink, are

$$r = a \left( \sum_{k=1}^{N} h_k b_k x_k + \sum_{i=1}^{N} n_i \right). \tag{3}$$

The signal sum has the same form as in the single-slot case in (1), except that the noise samples in all slots are involved. It is expected that the improvement in channel gain is greater than the increase in noise power. Because node $k$ can always adjust the phase of $b_k$ to ensure that $h_k b_k$ is real and positive, without loss of generality, it is assumed that $h_k \in \mathbb{R}^+$, $b_k \in \mathbb{R}^+$, and $a \in \mathbb{R}^+$ in the analysis, for simplicity. The same assumption was taken in [11], too. Later, in the simulation evaluation, complex parameters are used.

The computation MSE is defined in a similar way as in (2), as follows

$$\text{MSE} = \mathbb{E} \left[ \sum_{k=1}^{K} (\alpha_k b_k) - 1 \right]^2 + Na^2 \sigma^2, \tag{4}$$

where $\alpha_k$ changes with $h_k$ and is also random, so the expectation operator (with respect to $\alpha_k$) is kept.

Assume on each slot, $\alpha_k$ has a PDF $f_{\alpha_k}(x)$ and a cumulative distribution function (CDF) $F_{\alpha_k}(x)$, and their counterparts over $N$ slots, under a selection policy, are $f_{\alpha_k}^N(x)$ and $F_{\alpha_k}^N(x)$, respectively. Define $\psi(x)$ as a function of partial signal magnitude alignment, which changes the magnitude of a signal by adjusting its transmission power. E.g., $\psi(x)$ converts the maximal signal magnitude $\alpha_k = h_k \sqrt{P_{\text{max}}}$ to $h_k b_k$. In this case, $\text{MSE}$ can be written as

$$\text{MSE} = \mathbb{E} \left[ \sum_{k=1}^{K} (\alpha_k b_k) - 1 \right]^2 + Na^2 \sigma^2.$$

In wireless sensor networks, although nodes do not move, changes in the environment lead to variations in channel gains. Under typical moving speeds of background objects, the channel has a coherence time that is longer than the packet duration, such that it is constant during a packet transmission and changes afterwards. Therefore, block fading is assumed. Although the channel is coherent within an interval, the slots in the proposed method are separated far enough so that the channel gains between adjacent slots are independent. Another case is to realize the multi-slot transmission by frequency hopping communication. When the sink sends a beacon signal on a selected frequency (outside the coherence bandwidth of the frequency used in the previous transmission), channel gains are independent. Nodes will transmit their signals on the same frequency as the sink does.
way, \( \psi(x) \) shapes the magnitude of each signal to facilitate the subsequent computation, \( \alpha \) \( \sum_{k=1}^{K} \psi(\alpha_k) \). Then, the MSE in (4) is computed as the expectation of \((\alpha \psi(\alpha_k) - 1)^2\), using the PDF \( f_{\alpha_k}(x) \), as follows:

\[
MSE = \sum_{k=1}^{K} E_{\alpha_k \sim f_{\alpha_k}} \left[ (a\psi(\alpha_k) - 1)^2 \right] + N\alpha^2\sigma^2. 
\]

And the optimal parameters \( a \) and \( b_k \) can be found by

\[
\begin{align*}
\min_{a,b_k} \ & \ MSE, \\
\text{s.t.} \ & \ b_k^2 \leq P_{\text{max}}, \quad k = 1, \ldots, K.
\end{align*}
\]

Notice that MSE is a quadratic function. Letting the partial differentiation \( \frac{\partial MSE}{\partial a} \) equal to 0, the optimal \( a \) can be computed by

\[
\begin{align*}
a_{\text{opt}} &= \frac{\sum_{k=1}^{K} \int_{0}^{\infty} \psi(x)f_{\alpha_k}(x)dx}{\sum_{k=1}^{K} \int_{0}^{\infty} \psi^2(x)f_{\alpha_k}(x)dx + N\sigma^2} \\
&= \frac{\sum_{k=1}^{K} E[\psi(\alpha_k)]}{\sum_{k=1}^{K} E[\psi^2(\alpha_k)] + N\sigma^2}.
\end{align*}
\]

B. Impact of Signal Magnitude Alignment

This paper takes the policy of partial signal magnitude alignment, as shown in Fig. 3. In the transmission, magnitudes \( \alpha_k \) of signals from most nodes will be aligned to a common value, which is denoted as \( \alpha_{\text{th}} \). The Tx-scaling \( b_k \) used for the transmission at node \( k \) is \( b_k = \min(\alpha_{\text{th}}/h_k, \sqrt{P_{\text{max}}}) \), namely it is equal to \( \alpha_{\text{th}}/h_k \) if it is not more than \( \sqrt{P_{\text{max}}} \) (using the channel inversion policy) and \( \sqrt{P_{\text{max}}} \) otherwise (using the maximal power). This power control policy is the same as in the previous work [11]. The difference is that \( h_k \) in the actual transmission, after slot selection, is improved in the proposed method.

Considering the above policy of power control, in the following we consider \( \alpha_k = \sqrt{P_{\text{max}}}/b_k \), the maximal available signal magnitude. With channel gain \( g_k \), \( b_k = \sqrt{g_k} \), then \( \alpha_k = \sqrt{P_{\text{max}}}/g_k \).

At current channel gain \( g_k \), node \( k \) needs to check whether \( \sqrt{P_{\text{max}}}/g_k \), at the maximal transmission power, reaches the threshold \( \alpha_{\text{th}} \). If affirmative, its signal magnitude will be aligned to \( \alpha_{\text{th}} \), possibly using a smaller transmission power. Then, \( \psi(\alpha_k) \), representing the value of \( \alpha_k \) after signal magnitude alignment, corresponds to the function

\[
\psi(x) = \begin{cases} 
  x & \text{if } x < \alpha_{\text{th}}, \\
  \alpha_{\text{th}} & \text{if } x \geq \alpha_{\text{th}}.
\end{cases}
\]

This applies to the selected slot where a node transmits its own signal. Using this function, \((\alpha \psi(\alpha_k) - 1)^2\) in (5) becomes \((\alpha x - 1)^2\) in the range \((0, \alpha_{\text{th}})\), and \((\alpha \psi(\alpha_k) - 1)^2\) in the range \(\left[\alpha_{\text{th}}, \infty\right)\) with a probability \(1 - F_{\alpha_k}(\alpha_{\text{th}})\). Then, the MSE in (5) is simplified as

\[
MSE(k) = \sum_{k=1}^{K} MSE(k) + N\alpha^2\sigma^2, \\
\]

\[
MSE(k) = \sum_{k=1}^{K} \int_{0}^{\alpha_{\text{th}}} (ax - 1)^2 f_{\alpha_k}(x)dx \\
+ (\alpha \alpha_{\text{th}} - 1)^2 \left(1 - F_{\alpha_k}(\alpha_{\text{th}})\right). 
\]

Accordingly, the optimal \( a \) in (7) can be rewritten as

\[
a_{\text{opt}} = \frac{\sum_{k=1}^{K} \int_{0}^{\alpha_{\text{th}}} xf_{\alpha_k}(x)dx + \alpha_{\text{th}} - F_{\alpha_k}(\alpha_{\text{th}})}{\sum_{k=1}^{K} \int_{0}^{\alpha_{\text{th}}} x^2 f_{\alpha_k}(x)dx + \alpha_{\text{th}}^2 - (1 - F_{\alpha_k}(\alpha_{\text{th}})) + N\sigma^2}. 
\]

C. Selecting a Slot by a Threshold of Channel Gain

The analysis in the previous section is based on the assumption that a slot is somehow selected, but did not mention how to realize it. Here, we analyze how to set a threshold of channel gain \( g_{\text{th}} \) for the slot selection (distributed transmission scheduling) in the proposed method.

In each slot, based on the beacon signal from the sink, each node detects channel gain and transmits its signal immediately, if its channel gain is above the threshold and the transmission has not been done in previous slots yet. Otherwise, a node in deep fading (when its channel gain is below the threshold) defers the transmission decision to next slot, expecting a high channel gain in the future. If the channel gain of a node is below the threshold over all slots, the node transmits its signal in the last slot, and the signal arriving at the sink is susceptible to magnitude misalignment.

To ensure a successful transmission, it is required that the channel gain should be above the threshold \( g_{\text{th}} \), over at least one of the \( N \) slots, with a relatively high probability \( P_{\text{th}} \). On the other hand, if channel gain of node \( k \) is below \( g_{\text{th}} \) over all \( N \) slots, node \( k \) has to transmit its signal in the \( N \)-th slot, with a probability \( (F_{g_k}(g_{\text{th}}))^{N-k} \), where \( F_{g_k}(x) \) denotes the CDF of channel gain \( g_k \) per slot. Then,

\[
\frac{1}{K} \sum_{k=1}^{K} P_{g_k}(g_{\text{th}}) \geq P_{\text{th}} 
\]
should be satisfied, where $P^s_k(g_{th}) = 1 - (F_{g_k}(g_{th}))^N$ is the probability that the channel gain of node $k$ is no less than $g_{th}$ over at least one slot.

Generally, at a given gain threshold $g_{th}$, using the maximal power, the signal magnitude $a_0 = \sqrt{P_{max}g_{th}}$ should be no less than $\alpha_{th}$, Fig. 4 shows this relationship. Then, in the range $[a_0, \infty)$, MSE of the signal part is

$$MSE_1 = \sum_{k=1}^{K} (a\alpha_{th} - 1)^2 P^s_k(g_{th}).$$

(12)

With a small probability $1 - P^s_k(g_{th})$, the channel gain of node $k$ is below the threshold $g_{th}$ over all slots, and has to transmit its signal in the last slot. Accordingly, in the range $(0, a_0)$, $\alpha_k$ has a conditional distribution

$$\hat{f}_{\alpha_k}(x) = \frac{f_{\alpha_k}(x)}{F_{\alpha_k}(a_0)}, \quad \alpha_k < a_0.$$  

(13)

This range is further divided into two sub-ranges. In the sub-range $(\alpha_{th}, a_0)$, the error term is $(a\alpha_{th} - 1)^2$ with a conditional probability $(F_{\alpha_k}(a_0) - F_{\alpha_k}(\alpha_{th}))^2 / F_{\alpha_k}(a_0)$. In the sub-range $(0, \alpha_{th})$, the error term is $(ax - 1)^2$. Then, MSE of the signal part in the range $(0, a_0)$ is

$$MSE_2 = \sum_{k=1}^{K} MSE(k) \left(1 - P^s_k(g_{th})\right),$$

$$MSE(k) = (a\alpha_{th} - 1)^2 F_{\alpha_k}(a_0) - F_{\alpha_k}(\alpha_{th}) F_{\alpha_k}(a_0)$$

$$+ \int_{0}^{\alpha_{th}} (ax - 1)^2 \hat{f}_{\alpha_k}(x) dx.$$  

(14)

And the overall computation MSE in the whole range is

$$MSE = MSE_1 + MSE_2 + Na^2\sigma^2.$$  

(15)

The probability functions of $\alpha_k$ in the three ranges are summarized as

$$f^N_{\alpha_k}(x) = \hat{f}_{\alpha_k}(x) \left(1 - P^s_k(g_{th})\right), \alpha_k < \alpha_{th},$$

$$1 - F^N_{\alpha_k}(\alpha_{th}) = P^s_k(g_{th}) + \frac{F_{\alpha_k}(a_0) - F_{\alpha_k}(\alpha_{th})}{F_{\alpha_k}(a_0)} \left(1 - P^s_k(g_{th})\right),$$

and the optimal $a$ for the computation MSE can be computed by (10). Then, the optimal $\alpha_{th}$ is found via a grid search.

Under Rayleigh fading, $g_k$, channel gain of node $k$, follows an exponential distribution $f_{g_k}(x)$ with an average $\bar{g}_k$, and has a CDF $F_{g_k}(x)$, as follows:

$$f_{g_k}(x) = \frac{1}{\bar{g}_k} \exp \left(-\frac{x}{\bar{g}_k}\right),$$

$$F_{g_k}(x) = 1 - \exp \left(-\frac{x}{\bar{g}_k}\right).$$

(17)

Then, $\alpha_k = \sqrt{P_{max}g_k}$ has a PDF $f_{\alpha_k}(x)$ and a CDF $F_{\alpha_k}(x)$,

$$f_{\alpha_k}(x) = \frac{2x}{P_{max}g_k} \exp \left(-\frac{x^2}{P_{max}g_k}\right),$$

$$F_{\alpha_k}(x) = 1 - \exp \left(-\frac{x^2}{P_{max}g_k}\right).$$

(19)

(20)

1) Relation Between $a$ and $\alpha_{th}$: Although $\alpha_{th}$ and $a$ are separately computed, they are closely related. Actually, their product, $\alpha_{th}$, is approximately 1.

According to (9), it is straightforward that $a\alpha_{th}$ approaching 1 will ensure that signals aligned to $\alpha_{th}$ have a computation error close to 0. In fact, it is assumed $a\alpha_{th} = 1$ in [11]. But in the analysis, assuming $a\alpha_{th} = 1$ will make the whole process fail. Once the optimal parameters are determined, it is safe to use the approximation $a\alpha_{th} = 1$ to compute the actual computation MSE.

2) The Whole Process of the Proposed Method:

- For each possible number of slots, $N$, $g_{th}$ is computed from $P_{th}$ according to (11), which can be simplified in Rayleigh fading.
- For each possible $\alpha_{th}$, the optimal $a$ is computed via (10).
- Parameters $(N, g_{th}, \alpha_{th})$ leading to the minimal computation MSE are found.
- The sink node broadcasts a beacon signal (containing $N, g_{th}, \alpha_{th}$) at the beginning of each slot.
- Each node $k$ monitors the beacon signal, obtains its channel gain $g_k$, and compares it with the threshold $g_{th}$. If $g_k \geq g_{th}$ and node $k$ has not transmitted its signal yet, it transmits its signal immediately. Otherwise, if the channel gain remains below the threshold over all $N$ slots, node $k$ transmits its signal in the $N$-th slot. The transmission power of node $k$ is computed as $h_k = \min\{\alpha_{th}/h_k, \sqrt{P_{max}}\}$, using the channel coefficient $h_k$.
- At the end of the $N$-th slot, the signals received over all $N$ slots are summed together at the sink.

In this way, although the sink computes the optimal parameters, each node decides its own transmission slot and transmission power in a distributed way, which both improves channel gain and avoids the overhead of feeding back its instantaneous channel coefficient to the sink.

D. Further Analysis

Before the analysis, we first discuss a generated case, in which channel gains of all slots are known in advance and each node will select the slot with the maximal gain to transmit its signal. This method determines the performance upper bound of the proposed method. According to order statistics [32], $f^N_{\alpha_{max}}(x)$, the PDF of $\alpha_{max} = \max_{k=1,\ldots,N} \alpha_k$, is

$$f_{\alpha_{max}}(x) = N f_{\alpha_k}(x) (F_{\alpha_k}(x))^{N-1}.$$  

(21)

Then, the optimal parameters minimizing the computation MSE in (9) can be found by (10).

Next, we analyze the average channel gain, the probability of misalignment in signal magnitude, and transmission power. In the analysis, the optimal selection method is denoted as OptSel, and the proposed method is denoted as SelFirst.
1) Average Channel Gain: In the proposed method, \( f_{th}(x) \), the PDF of \( g_k \) in the presence of the gain threshold \( g_{th} \), is written as

\[
\begin{align*}
    f_{th}(x) &= \begin{cases} 
    P_k^*(g_{th}) f_{g_k}(x) & g_k \geq g_{th} \\
    (1 - P_k^*(g_{th})) f_{g_k}(x) & g_k < g_{th},
    \end{cases}
\end{align*}
\]

Thus, \( \bar{g}_{SelFirst} \), the average channel gain of all nodes, is computed as the average of expected channel gain per node, as follows:

\[
\bar{g}_{SelFirst} = \frac{1}{K} \sum_{k=1}^{K} g_k f_{g_k}(x),
\]

which is further expressed by the average channel gains in the two ranges \( [g_{th}, \infty) \) and \((0, g_{th})\).

In the optimal selection method, the probability of channel gain \( g_{max} = \max_{k=1,\ldots,N} g_k \) is expressed by a single function \( f_{g_{max}}(x) \) in the whole range, which is deduced by using order statistics similar to that in (21). Then, the average channel gain is computed in a similar way as in (23),

\[
\bar{g}_{OptSel} = \frac{1}{K} \sum_{k=1}^{K} g_k f_{g_{max}}(x),
\]

2) Probability of Misalignment in Signal Magnitude: In the proposed method, let \( g_0 \) denote the channel gain \( \bar{g}_{max} \). The signal of node \( k \) arrives at the sink with signal magnitude in alignment when \( g_k \geq g_0 \). Considering the two ranges \( [g_{th}, \infty) \) and \((0, g_{th})\), the overall probability that the signal from node \( k \) is in alignment is

\[
P_k^*(g_0) = P_k^*(g_{th}) + (1 - P_k^*(g_{th})) \frac{F_{g_k}(g_{th}) - F_{g_k}(g_0)}{F_{g_k}(g_{th})},
\]

And the probability that the signal magnitude misalignment occurs in one or more signals is

\[
p_{min}^{SelFirst} = 1 - \prod_{k=1}^{K} P_k^*(g_0).
\]

When \( p = 1 - P_k^*(g_0) \) is the same for all nodes, the probability that signals of \( K \) nodes are misaligned in signal magnitude is

\[
p_k = \binom{K}{k} p^k (1 - p)^{K-k}.
\]

Then, the average number of signals with magnitude misalignment is \( \sum_k k p_k = K p \).

In the optimal selection method, the probability that the signal of node \( k \) arrives at the sink with signal magnitude in alignment is \( 1 - F_{\bar{g}}^N(\alpha_{th}) \). Then, the probability that the signal magnitude misalignment occurs in one or more signals is

\[
p_{OptSel}^{min} = 1 - \prod_{k=1}^{K} (1 - F_{\bar{g}}^N(\alpha_{th})).
\]

When \( p = F_{\bar{g}}^N(\alpha_{th}) \) is the same for all nodes, the probability that signals of \( K \) nodes are misaligned in signal magnitude can be computed in a similar way as in the proposed method.

3) Average Transmission Power: According to Fig. 4, in the range \( g_k \in (g_0, \infty) \), the transmission power \( p_{g_k}(g_k) = b_k^2 \) is less than \( P_{max} \), and the channel inversion policy is applied for transmission power control. On the other hand, when \( g_k \in (0, g_0) \), the maximal power \( p_{g_k}(g_k) = P_{max} \) is used, as follows:

\[
p_{g_k}(g_k) = \begin{cases} 
    \frac{\alpha_{th}^2}{g_k} & g_k > g_0 \\
    P_{max} & g_k \leq g_0.
    \end{cases}
\]

Then, in the proposed method, the average transmission power of all nodes can be computed by

\[
\bar{P}_{SelFirst} = \frac{1}{K} \sum_{k=1}^{K} g_k f_{g_k}(x) [p_{g_k}(g_k)]
\]

\[
= \frac{1}{K} \sum_{k=1}^{K} P_k^*(g_{th}) E_{g_k \sim f_{g_k}} [g_k] + (1 - P_k^*(g_{th})) E_{g_k \sim f_{g_k}} [g_k],
\]

\[
E_{k1} = \int_{g_{th}}^{\infty} \frac{\alpha_{th}^2}{g_k} f_{g_k}(x) dx, \quad g_k \geq g_{th},
\]

\[
E_{k2} = \int_{0}^{g_{th}} \frac{\alpha_{th}^2}{g_k} f_{g_k}(x) dx, \quad g_k \leq g_{th},
\]

\[
E_{k3} = \int_{0}^{\infty} P_{max} f_{g_k}(x) dx,
\]

using \( f_{th}(x) \) defined in (22). It can be expressed by \( E_{k1}, E_{k2} \) and \( E_{k3} \), the average powers in the three ranges of channel gains.

In the optimal selection method, the average transmission power is computed in a similar way as in (29), using \( f_{g_{max}}(x) \) defined in (24), as follows:

\[
\bar{P}_{OptSel} = \frac{1}{K} \sum_{k=1}^{K} g_k f_{g_k}(x) [p_{g_k}(g_k)]
\]

\[
= \frac{1}{K} \sum_{k=1}^{K} \int_{0}^{\infty} \frac{\alpha_{th}^2}{g_k} f_{g_{max}}(x) dx
\]

\[
+ \int_{0}^{\infty} P_{max} f_{g_{max}}(x) dx.
\]

E. Impact of Channel Estimation Error

In a real system, the actual channel has complex channel coefficient. If each node \( k \) correctly learns its channel coefficient \( h_k \), its Tx-scaling factor \( b_k \) is computed as follows:

\[
b_k = \begin{cases} 
    \frac{\alpha_{th}}{|h_k|} & |h_k| \leq \sqrt{P_{max}} \\
    \frac{\alpha_{th}}{|h_k|} \sqrt{P_{max}} & |h_k| > \sqrt{P_{max}}.
    \end{cases}
\]
Due to the estimation error, the instantaneous channel coefficient of node $k$ is estimated as $\hat{h}_k = h_k + \Delta_k$ with a small error $\Delta_k$, and its Tx-scaling factor is computed as $b_k$, replacing $h_k$ by $\hat{h}_k$ in (31).

It is reasonable to assume that the distributions of $h_k$ and $\alpha_k$ are accurate enough so that the estimations of $a_{\text{opt}}$ and $\alpha_{\text{th}}$ are accurate. Then, for signal $k$ which is assumed to be aligned in magnitude, its actual complex magnitude is

$$a_{\text{opt}} h_k \frac{\alpha_{\text{th}}}{h_k} = a_{\text{opt}} \alpha_{\text{th}} (1 + \gamma_k),$$

$$\gamma_k \approx -\frac{\Delta_k}{h_k}.$$  \hspace{1cm} (32)

For signal $k$ which is assumed to be misaligned in magnitude, its actual complex magnitude is

$$a_{\text{opt}} h_k \frac{\hat{h}_k^*}{h_k} \sqrt{P_{\text{max}}} = a_{\text{opt}} h_k b_k (1 + \gamma_k),$$

$$1 + \gamma_k = \frac{|h_k| \hat{h}_k^*}{|h_k| h_k^*}, \quad \gamma_k \approx \frac{2 \hat{h}_k^* - \Delta_k}{2 h_k}.$$ \hspace{1cm} (33)

Here, $\gamma_k$ denotes how much the magnitude deviates from the ideal value, and decreases with channel estimation error $\Delta_k$. Then, the variation in MSE($k$) of signal $k$ due to channel estimation error is

$$|a_{\text{opt}} h_k b_k (1 + \gamma_k) - 1|^2 - |a_{\text{opt}} h_k b_k - 1|^2$$

$$= a_{\text{opt}} h_k b_k (a_{\text{opt}} h_k b_k - 1) (\gamma_k + \gamma_k^*)$$

$$+ (a_{\text{opt}} h_k b_k)^2 \gamma_k \gamma_k^*.$$ \hspace{1cm} (34)

For signals expected to be aligned, the variation in MSE is proportional to $\Delta_k$. On the other hand, for signals expected to be misaligned, $\gamma_k + \gamma_k^* = 0$. The variation in MSE is proportional to $|\gamma_k|^2$. This error is small because it is the phase not the magnitude of the Tx-scaling factor that is affected by the channel estimation error. Because most signals are aligned in magnitude, the variation in the overall MSE has the same order as channel estimation error. But its actual value is small when $a_{\text{opt}} h_k b_k - 1$ approaches 0.

### F. Numerical Analysis

Here, we do some numerical analysis, using the default setting in Table I unless specified otherwise. All links have the same average channel gain\(^5\) ($\overline{\gamma}_k = 10$) and instantaneous channel gain follows independent block Rayleigh fading.

Fig. 5 shows the average channel gain and the channel gain threshold (SelFirst($g_{th}$)) under different numbers of slots. At $N = 1$ slot, the average channel gain is 10, in both SelFirst and OptSel. Then, average channel gain increases with the number of slots, although there is a gap between SelFirst and OptSel. The increase of channel gain in SelFirst is because the threshold of channel gain increases with the number of slots. The gap between SelFirst and OptSel is because SelFirst does not know the channel gain of all slots in advance, and setting the threshold cannot ensure to select the optimal slot with the maximal gain, although it does help deep fading.

\(^5\)Here, channel gain involves the fixed gain amplification at the sink, including both the analog amplification which generates the noise and the digital amplification which makes noise power $\sigma_n^2$ equal to 1. This definition of channel gain applies to all simulation evaluations.

Fig. 6 shows how the computation MSE varies with $\alpha_{\text{th}}$ in the SelFirst method. Clearly, the computation MSE reaches a minimum at some place, which depends on $N$, the number of slots.

We further investigate the impact of $N$, the number of slots. As shown in Fig. 7, with the increase of $N$, $\alpha_{\text{th}}$ increases in both OptSel and SelFirst. The computation MSE first decreases, and after reaching the minimum, increases again, which indicates that some $N$ is optimal. When $N$ is small, the benefit brought by multiple slots in improving channel gains is greater than its cost brought by the increase in noise power, which leads to a decrease in the computation MSE. OptSel has a larger $\alpha_{\text{th}}$, and accordingly a smaller computation MSE.
Fig. 8 shows how optimal parameters ($N$, $g_{th}$, $\alpha_{th}$) change with $P_{th}$. With the increase of $P_{th}$, the number of slots gradually increases. At the same number of slots, $g_{th}$ decreases when $P_{th}$ increases, because a smaller $g_{th}$ ensures that more nodes transmit their signals to meet the requirement of $P_{th}$. $\alpha_{th}$ always increases with $P_{th}$, which helps to reduce $\alpha$ in the MSE equation, and reduce the impact of noise, but at the cost of more transmission power because transmission power is proportional to $\alpha_{th}^2$.

The optimal parameters are shown in Table II.

### Table II

| $P_{th}$ | 0.90 | 0.92 | 0.94 | 0.95 | 0.96 | 0.97 | 0.98 | 0.99 |
|----------|------|------|------|------|------|------|------|------|
| $N$      | 2    | 3    | 3    | 3    | 3    | 4    | 4    | 5    |
| $\alpha_{th}$ | 2.5  | 3.2  | 3.3  | 3.4  | 3.5  | 4.3  | 4.7  | 6.1  |
| $g_{th}$ | 3.8  | 5.6  | 5.0  | 4.6  | 4.2  | 5.4  | 4.7  | 5.1  |

Fig. 9 shows the computation MSE in three methods, under different $P_{th}$. Generally, SelFirst lies between OptSel and AirComp. At $P_{th} = 0.8$, SelFirst and AirComp have almost the same computation MSE. As $P_{th}$ increases, the computation MSE in the SelFirst method gradually decreases and approaches that of OptSel.

Fig. 10 shows average transmission power in three methods. Here, average transmission power in SelFirst and OptSel increases with $P_{th}$. This is consistent with the result of $\alpha_{th}$ in Fig. 8. Surprisingly, both SelFirst and OptSel consume more power than AirComp. It is clear that a tradeoff between the computation MSE and transmission power is necessary.

Next, we investigate the probability of misalignment in signal magnitude. Fig. 11 shows the cumulative probability of signal misalignment in up to $k$ signals ($g_k = 10$, $P_{th} = 0.98$, $P_{max} = 10$). The average number of signals with signal magnitude misalignment is 1.05 in SelFirst, 1.04 in OptSel, while 2.75 in AirComp. These results are consistent with the analysis in Sec. III-D2.

### V. Tradeoff Between Transmission Power and MSE

The results in Fig. 9 and Fig. 10 have shown that a tradeoff is necessary between the computation MSE and transmission power.
In the proposed SelFirst method, we investigate the three parts of MSE, MSE1 (signals with channel gain above the threshold), MSE2 (signals with channel gain below the threshold) and noise in (15). Fig. 12(a) shows the result. Generally, MSE1 and MSE2 are reduced by transmission power control. Here, MSE1 is almost negligibly small. By setting a threshold of channel gain ($g_{th}$ increases with $P_{th}$), MSE2 is further reduced. But surprisingly, noise is also reduced, although it has a factor of $N$ ($N$ increases with $P_{th}$).

To explain this, we look back at (4). MSE of the signal part depends on $a_{th}$, and MSE of the noise part is $Na^2\sigma^2$. Reducing the MSE of the noise part will lead to a small $a$. Because $a_{th}$ approaches 1.0 (to reduce the computation error of the signal part, as discussed in Sec. III-C1), this will lead to a large $a_{th}$ and accordingly a large transmission power (which is proportional to $a_{th}^2$).

To solve this problem, we propose that the optimization is focused on the signal part, and avoid the over-reduction of the noise part. Specifically, $\max\{Na^2, \beta\} \sigma^2$ is used instead of $Na^2\sigma^2$ in (15) so that the optimization for the noise part will stop once the noise power is reduced to $\beta\sigma^2$, where $\beta$ is an adjustable parameter. It should be noted that this is only used for finding the optimal parameters, not for the computation of MSE in the experiment. By setting $\beta$ to 0.4 in SelFirst, the corresponding MSE parts are shown in Fig. 12(b). Here, the noise part is almost fixed while MSE of the signal part is reduced more compared with the result in Fig. 12(a).

The overall computation MSE and average transmission power of the three methods are shown in Fig. 13. Here, $\beta = 0.25$ is used in OptSel. As $P_{th}$ increases, the reduction of the computation MSE by SelFirst becomes smaller compared with the result in Fig. 9, but the quick increase of transmission power is avoided, which confirms that the simple method is effective in balancing transmission power and the computation MSE. At $P_{th} = 0.98$, SelFirst consumes almost the same transmission power as AirComp, but reduces the computation MSE by 36.7%.

The optimal parameters for Fig. 13 are shown in Table III. Compared with Table II, $a_{th}$ is reduced much, but other parameters ($N$ and $g_{th}$) remain almost unchanged, which indicate that the optimization of transmission power does not lead to more slots (larger delay).

A. Evaluation in Real Scenarios With Non Equal Gains

Next we evaluate the three methods in a general scenario where all nodes have different average channel gains. Specifically, all nodes are uniformly distributed in a square area ($200m \times 200m$), and the sink node is located at the center. The mean value of average channel gains in dB is 10, and each node has a channel gain depending on its location, which also varies with time according to block Rayleigh fading. Fig. 14 shows how average transmission power and computation MSE change with $P_{th}$ in three methods, where $K = 100$ nodes are used. This has a similar trend as in Fig. 13, but the variation of average channel gains has a little negative impact on the performance. At $P_{th} = 0.98$, SelFirst still consumes almost the same transmission power as AirComp, but reduces the computation MSE only by 23.6%. This result is still promising considering that the sink needs to know instantaneous channel gains of all nodes in AirComp but only needs to know channel statistics in SelFirst.
channel gains, which further facilitate the transmission power compared with AirComp, we can say that SelFirst consumes less or almost the same average power as AirComp.

Signals of nodes far from the sink may be misaligned in signal magnitude. In the future, we will try to apply a relay model to solve this problem, and further improve system performance by using multiple antennas at the sink.

VI. CONCLUSION
To deal with fast channel fading in over-the-air computation, this paper has extended the conventional AirComp method, by distributing data transmission/fusion to multiple slots. A threshold of channel gain is set to make a node transmit its signal when its channel gain gets above the threshold in any slot, or in the last slot if its channel gain remains below the threshold. This helps to avoid deep fading and improve channel gains, which further facilitate the transmission power control for the alignment of signal magnitudes. Theoretical analysis gives the closed-form of the computation MSE, which helps to find optimal parameters. The transmission scheduling at each node is conducted in a distributed way, and works well in the fast fading environment, which avoids the overhead of feeding back instantaneous channel coefficients from each node to the sink. By avoiding over-reducing MSE of the noise part, the proposed method reduces the computation MSE while consuming less or almost the same power as AirComp.

Fig. 14. Computation MSE and average transmission power under different $P_{th}$ in a general scenario where average channel gain of a node varies with its location. (The mean value of average channel gains in dB is 10, $K=100$, $P_{\text{max}}=10$).

Fig. 15. Computation MSE and average transmission power under different numbers of nodes in a general scenario where average channel gain of a node varies with its location. (The mean value of average channel gains in dB is 10, $P_{\text{th}}=0.98$, $P_{\text{max}}=10$).

Next, we fix $P_{\text{th}}$ to 0.98 and change the number of nodes (but ensure that the mean value of average channel gains in dB is 10). Fig. 15 shows how average transmission power and computation MSE change with the number of nodes. Generally, the computation MSE increases with the number of nodes in AirComp, because it becomes more difficult to align signals. The computation MSE of OptSel is almost unchanged, by always selecting the optimal slot. The computation MSE of SelFirst lies between that of AirComp and OptSel, and increases more slowly compared with that of AirComp. Considering that SelFirst consumes less or almost the same average transmission power compared with AirComp, we can say that SelFirst is more scalable with the number of nodes.
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