Learning Continuous 3D Reconstructions for Geometrically Aware Grasping
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Fig. 1: We train a continuous signed distance function embedding (PointSDF) for the partial object pointcloud, and a grasp success (GS) model in simulation. Leveraging these simulation learned models in a gradient-based grasp optimization, we enable collision-free grasping of novel objects in the real world.

Abstract—Deep learning has enabled remarkable improvements in grasp synthesis for previously unseen objects from partial object views. However, existing approaches lack the ability to explicitly reason about the full 3D geometry of the object when selecting a grasp, relying on indirect geometric reasoning derived when learning grasp success networks. This abandon explicit geometric reasoning, such as avoiding undesired robot object collisions. We propose to utilize a novel, learned 3D reconstruction to enable geometric awareness in a grasping system. We leverage the structure of the reconstruction network to learn a grasp success classifier which serves as the objective function for a continuous grasp optimization. We additionally explicitly constrain the optimization to avoid undesired contact, directly using the reconstruction. We examine the role of geometry in grasping both in the training of grasp metrics and through 96 robot grasping trials. Our results can be found on https://sites.google.com/view/reconstruction-grasp/.

I. INTRODUCTION

The ability to reliably grasp previously unseen objects in multiple environments remains an open challenge in robotics [1, 2]. The effects of noisy and partial sensor inputs coupled with the unknown object properties complicate effective grasp synthesis. In this paper, we consider grasping unseen, isolated objects on tabletop environments with multi-fingered dexterous hands.

While analytical robotic grasp synthesis methods can provide desirable guarantees about grasp performance, they rely on metrics that have failed to generalize to the real world and can fail to perform given perceptual uncertainty; as such, much recent work in robotic grasp synthesis has turned to deep-learning based approaches [2]. Most existing deep-learning approaches are trained in an end-to-end fashion [3–13]. That is, the system takes in sensor input, such as an RGB or RGBD image, and outputs a grasp, either via direct regression [12, 13], sampling candidate grasps or motions [5, 6], or solving an optimization problem leveraging the learned network, either in a discrete [3, 4] or continuous [7–9, 11, 14] fashion. As such, there is typically no explicit modeling of the geometry in the scene. Rather, researchers assume the classifier will indirectly learn a geometric understanding of the scene, such that the network will prefer stable grasps that are out of collision. This abandon explicit a priori geometric reasoning, yielding undesirable robot-object collisions [3–6]. We seek to decrease the chance of such collisions by explicitly modeling the 3D environment as part of the grasp planning problem.

The more difficult problem of multi-fingered grasping has similarly followed an end-to-end grasp learning framework [7–12]. One competitive approach to multi-fingered grasping, achieving state-of-the-art results, relies on performing a continuous optimization over the hand configuration to maximize the likelihood of grasp success [8, 9, 11]. In [8, 15], the continuous grasp optimization is shown to generally achieve higher grasp success rates compared sampling-based [16, 17] and regression [12, 13] approaches used for grasping with neural networks. However, similar to other approaches, these optimization-based inference procedures have no explicit understanding of the geometry of the scene and thus may find a solution which causes the hand to be in collision with the environment or even intersect with the object to be grasped. This forces relying on full state knowledge of the environment [11] or abandoning grasp attempts when motion planners fail to find a collision free path to the desired grasp.

The primary obstacle to explicitly incorporating geometric information into grasp synthesis is that these systems have only a single view of the world and thus can only partly understand the object geometry. One approach adopted in the computer vision community is to learn to predict the underlying 3D shape generating the partial view [18–22]. The recent dominant approach has been to learn a voxel-based object reconstruction [19] from the partial view; these reconstructions have been utilized in analytical [23] and learning-based [24] grasp synthesis systems. Recent work has shown that neural networks can effectively learn implicit
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shape representations, such as signed distance functions (SDF) or continuous occupancy maps, yielding state-of-the-art 3D reconstruction performance [20–22]. Learning signed distance function reconstructions yields many desirable improvements to voxel based approaches, including arbitrarily high resolution and mesh-free geometric understanding. Indeed, roboticists regularly use signed distance functions to encode collision constraints in trajectory optimization for motion planning [25].

We propose utilizing 3D object reconstruction to enable geometrically-aware grasp synthesis in a continuous optimization framework [8, 9]. At the core of our approach lies a novel implicit surface reconstruction algorithm, PointSDF, which directly regresses signed distance functions from point clouds, providing geometrically rich input and output. We leverage these reconstructions to make our grasping system geometrically aware both implicitly and explicitly.

We implicitly encode geometry by introducing the point cloud embedding from PointSDF into a grasp success prediction network [8]. We enable explicit geometric reasoning by constraining the optimization of our grasp success prediction network to be collision free. We achieve this by extending previous approaches to learning-based grasp optimization [8, 9, 11] to include the full robot arm configuration, instead of only a 6DOF wrist pose, and add SDF collision constraints between the reconstructed object and all links of the robot. By formulating the optimization in the robot joint space, we ensure not only kinematic feasibility of all synthesized grasps but also Euclidean updates of the gradients in the optimization by propagating learned gradients through the kinematic Jacobian. We examine the efficacy of our approach through real robot grasping experiments on a KUKA LBR4 robot with an Allegro multi-fingered hand.

To summarize, our primary contributions are listed below,

- **3D Reconstruction**: a novel single-view reconstruction learning architecture, PointSDF, that learns a signed distance function implicit surface for a partially viewed object.
- **Grasp Success Prediction**: a novel grasp success prediction learning architecture, that implicitly learns geometrically aware point cloud encodings.
- **Grasp Synthesis**: an extended formulation of learning-based grasp synthesis as a constrained optimization problem in the full robot configuration space, ensuring kinematic feasibility and explicit collision avoidance via our learned continuous signed distance function (PointSDF).

We illustrate our key contributions in Fig. 1. We organize the remainder of the paper as follows. In Sec. II we present PointSDF for geometric reconstruction. In Sec. III we apply PointSDF to grasp success prediction and define the full grasp synthesis optimization in Sec. IV. We discuss the implementations, experiments, and implications of our results in Sec. V. We then briefly conclude and discuss directions for future work in Sec. VI.

### II. 3D Reconstruction via Learned Signed Distance Function

We present a new architecture for predicting a 3D reconstruction of an object from a single view point cloud. Motivated for its use in grasp planning, we desire that our reconstruction approach seamlessly handles seen and unseen objects alike from arbitrary viewpoints and accurately encodes geometric concepts, while efficiently performing inference in terms of both time and space. As such, we propose learning to directly predict the signed distance function, which implicitly represents the object surface as the zero level set of the function. The signed distance function defines the shortest distance between a query point in 3D space and the surface of the object, where distances are negative for points inside the object and positive when outside. We call our architecture PointSDF. Unlike previous iterations of similar design [21], we enable single-pass evaluation using a simple encoder-decoder structure.

Given a point cloud view of the object, \( o \), and a query point in 3D space, \( x \), the PointSDF function, \( f_{SDF} \) predicts the continuous-valued signed distance from that point to the surface of the fully reconstructed object:

\[
f_{SDF}(o, x; \theta) = s; \quad o \in \mathbb{R}^{P \times 3}, x \in \mathbb{R}^3, s \in \mathbb{R}
\]

where \( \theta \) represents the parameters of the network. We train our network using the standard mean-squared error loss for regression between the distance predictions from the network and the true SDF values for query points relative to the training objects.

Directly regressing SDF values from the point cloud holds several key advantages that make our PointSDF representation advantageous for robotics applications, especially grasp planning: first, PointSDF can be evaluated at arbitrary resolution without transforming the prediction into a mesh, maintaining accuracy as compared to discretization inherent in earlier voxel-based approaches in robotics [23, 24, 26]. Nevertheless, a mesh can be extracted if desired by determining the zero isosurface of the SDF, which we can compute via sampling the network throughout the space as shown by [20, 21].

Another benefit of using a SDF representation via a neural network is that the network implicitly learns geometric gradients. Given a query point \( x \) and observation \( o \), we can derive a vector pointing towards or away from the true reconstructed object by finding the gradient at the point \( x \), \( \partial f_{SDF}(o, x; \theta)/\partial x \). We can efficiently compute such gradients using the backpropagation algorithm.

Our architecture builds on recent work deriving convolution operations directly on point clouds [27, 28]. Unlike typical convolutions which require well structured inputs, these approaches work directly on unstructured point clouds. We embed the point cloud using four PointConv layers [28]. This embedding, along with the query point, is passed through several fully-connected layers, leading to a single prediction passed through a tanh activation to get an SDF estimate between -1 and 1. The top half of Figure 2 shows our network design.
III. LEARNING GRASP SUCCESS PREDICTION VIA 3D RECONSTRUCTION

Our primary goal is to synthesize high quality grasps for partially viewed objects, which we perform as a continuous optimization over the robot’s arm-hand joint configuration. Here we present our design of a learned grasp success metric that serves as the objective to maximize during grasp synthesis. Following recent, high-performing approaches to multi-fingered grasp planning [8, 9], we model this planning problem as probabilistic inference.

We seek to maximize the posterior probability of a robot arm-hand joint configuration, \( q \), generating a successful grasp (i.e., \( Y = 1 \)) given a point cloud observation, \( o \), of the target object. For our objective we replace the full configuration, \( q = [q_b, q_o] \), with \( q_o = [q_h, F_K(p(q_a))] \). Here \( q_b \) represents the \( N \) joint positions of the hand, while \( F_K(p(q_a)) \) computes 6-DOF palm pose of the robot hand as a function of the robot arm joint state \( q_a \). Formally we have the following objective:

\[
p(q|Y = 1, o) \propto p(Y = 1|q, o; \phi) \cdot p(q; \psi) \quad (2)
\]

\[
\propto h(q, o; \phi) \cdot g(q; \psi) \quad (3)
\]

where \( \phi \) and \( \psi \) parameterize each respective probability distribution. Following Lu et al. [8], we parameterize the grasp success probability distribution \( h(\cdot) \) as a neural network and the grasp prior \( g(\cdot) \) as a Gaussian mixture model (with 2 components) fit to all grasp configurations seen during training.

In order to make our grasp success prediction network geometrically aware, we utilize the same point cloud encoder architecture used in PointSDF to embed the point cloud of the target object. Along with the grasp configuration, the embedding is passed through several fully-connected layers, leading to a single prediction passed through a sigmoid activation to get our grasp success probability estimate. Our network design is shown in the bottom half of Figure 2.

IV. RECONSTRUCTION-AWARE GRASP SYNTHESIS VIA CONSTRAINED OPTIMIZATION

Given the robot joint configuration \( q \) encoding the arm and hand joint vectors respectively, we define the grasp synthesis problem as finding a grasp preshape joint configuration for the arm and the hand that enables a collision-free grasp on the object that maximizes the probability of grasp success. This amounts to solving the following constrained, non-convex optimization problem,

\[
\arg\min_q \max(\beta - s, 0)^2 \quad (4)
\]

s.t. \( q_{\min} \leq q \leq q_{\max} \) \( a_{SDF}(M_e, FK(q)) > 0 \quad \forall l \in L; e \in E \) \( f_{SDF}(o, FK(q)) > 0 \quad \forall l \in L \) \( (5)\) \( (6)\) \( (7)\)

where \( s = -\log(h(q_o, o)) - \alpha \log(g(q_o)) \) is the cost term derived from the learned grasp success prediction network and prior function. In Eq. 4 we turn Eq. 3 into a least-squares cost to be minimized. As we are combining the log likelihood of a discrete and continuous probability distribution, the range of our objective function in Eq. 4 is unbounded below; as such, we empirically select some value \( \beta \) as a sufficient minimum and square the difference; for our experiments, we use \( \beta = -2 \). We can derive objective function gradients via backpropagation through our grasp success network.

We split our collision constraints into two parts. First is a known geometry collision constraint where \( M_e \) defines the mesh relating to component \( e \) of the environment (e.g., avoid collision with known table geometry). This utilizes an analytical signed distance function constraint in Eq. 5. Second is the unknown target object collision constraint, whose geometry we assume is unknown beyond the single view received from a depth sensor \( o \). This utilizes our reconstruction network \( f_{\text{ sdf}}(\cdot) \) to enforce the constraint in Eq. 7. Because this network takes in the query point and assigns an SDF, we avoid meshing and can directly utilize the learned network to get SDF values for our robot.

Fig. 2: The top network is a 3D reconstruction network that takes in a point cloud and a query point and regresses to signed distance function values for each query point to the surface of the reconstructed object. The bottom network utilizes the point cloud embedding subnetwork, as well as grasp configuration and point cloud size information to predict whether the given grasp configuration will succeed.
compute the query points to check for robot-object collision by computing the forward kinematics of each link for the current robot joint configuration $q$ and using each vertex from the link mesh. Each link is assigned the minimum SDF value of all its vertices. As described in Sec. [II], we can derive SDF gradients to move a link out of collision directly through the network via backpropagation. The constraints in Eq. 5 encode the kinematic limits of the robot joints.

This formulation allows direct enforcement of geometric constraints that avoids unintentional robot-object contact for the full robot arm. The formulation also ensures all solutions are kinematically feasible, due to the optimization over the full arm-hand joint configuration $q$.

V. EXPERIMENTS

Our experiments seek to examine the efficacy of our reconstruction-based grasping formulation. Specifically, we seek to answer the following questions: 1. How well does PointSDF perform at single depth view reconstruction? 2. How well does our grasp metric perform at predicting grasp success and how does implicit geometric reasoning affect this performance? 3. How well does our grasp formulation work when deployed on a real robot? See videos of our experiments at our website: https://sites.google.com/view/reconstruction-grasp/

A. PointSDF Reconstruction

We first describe the training procedure for the PointSDF architecture introduced in Sec. [II] then evaluate its performance.

To train PointSDF, we synthetically render, via a simulated camera, the 590 meshes from the Grasp Database [10] and 76 meshes from the YCB Database [29] at 200 random orientations each, adding noise to the depth images to reflect Kinect noise. We backproject the rendered points into a 3D point cloud, which becomes the input to our network. We generate SDF query label pairs by rotating the true mesh to the same random rotation for each view and sampling and labeling points from the surface and space around the mesh.

We employ a simple object frame centered in the point cloud that uses the same orientations as the camera frame. By keeping the camera frame orientation and by applying random rotations during data collection, PointSDF is camera-pose invariant. To simplify learning, we also scale all point clouds to fit in a $1m \times 1m \times 1m$ bounding box. At inference time, SDF estimates can easily be scaled back for use.

To demonstrate how our reconstructed meshes compare to the reconstructions currently used in grasping [23, 24], we reimplement a representative voxel-based reconstruction model based on a 3D CNN encoder-decoder structure [18], which we hereafter refer to as VoxelCNN. We quantify 3D reconstruction performance with three metrics computed between the reconstructed test object and the ground truth mesh: the volumetric IoU, Chamfer-$L_1$ distance, and a normal consistency score (for description of metrics, we refer the reader to [20]). To recover the mesh from our implicit surface model, we re-implement a hierarchical sampling reconstruction method from [20], and sample to a resolution of $512^3$.

In Table I, we see that PointSDF outperforms VoxelCNN on the IoU and Chamfer-$L_1$ metrics and nearly matches VoxelCNN on normal consistency, indicating increased geometric understanding. In Figure 3 we show representative object reconstructions on previously unseen objects from both datasets. We see that PointSDF reconstructions are smoother and retain finer details as compared to VoxelCNN results. The PointSDF slices also show a desirable gradient in predictions with a clear zero level set.

B. Grasp Success Network

We now describe our specific grasp configuration $q_g$, our data collection and training procedure, and evaluate our grasp success network performance.

We conduct all training and experiments using the four-fingered, 16 DOF Allegro hand mounted on a Kuka LBR4 7 DOF arm. As described in Sec. [III], we use the palm pose of the grasp (in the object frame used for reconstruction) and $N = 8$ joint values, representing the two joints of each finger closest to the palm.

We collected simulated grasp data for grasp model training using our robot hand-arm setup inside the Gazebo simulator with the DART physics engine[1]. We use the built-in Gazebo Kinect camera to generate point clouds. We collected training data using a heuristic, geometry-based grasp planner [15] and

![Fig. 3: Qualitative comparison of reconstruction results with objects from the Grasp and YCB dataset, as well as the YCB mustard with a point cloud from the real camera. We also show samples in a plane through the target object.](https://sites.google.com/view/reconstruction-grasp/)

| Metric         | Method          | Dataset       | Grasp Database | YCB               |
|----------------|-----------------|---------------|----------------|-------------------|
| IoU            | PointSDF        | 0.71933       | 0.56975        | 0.28807          |
|                | VoxelCNN        | 0.53172       | 0.44039        | 0.23304          |
| Chamfer-$L_1$  | PointSDF        | 0.00150       | 0.00256        | 0.00237          |
|                | VoxelCNN        | 0.00296       | 0.00458        | 0.00230          |
| Normal Consistency | VoxelCNN       | 0.83611       | 0.77919        | 0.10078          |
|                | Normal PointSDF | 0.83625       | 0.78665        | 0.07273          |
randomly sample joint angles for the first two joints of all fingers within a reasonable range, fixing the last two joints of each finger to be zero. More details of our grasping data collection can be seen from [15]. In total, we train with 7290 grasp examples, and test on a leave-out set of 1821 grasps.

To determine how implicit geometric reasoning effects the performance of grasp success prediction, we train two variations of our network from Sec. III. First, we train the point cloud embedding from scratch, only with regards to the grasp dataset (referred to as “PointSDF-Scratch”). Second, we train the point cloud embedding on reconstruction, then lock the embedding network and only update the grasp metric model (referred to as “PointSDF-Fixed”). The former acts as a baseline which learns geometric reasoning implicitly from the downstream task, whereas the latter seeks to impose geometric reasoning by first training the embedding on the reconstruction tasks.

To compare to voxel-based approaches, we replace the PointSDF embedding with a voxel-based embedding from Sec. V-A and setup the same two variations (“VoxelCNN-Scratch” and “VoxelCNN-Fixed”).

We show in Fig. 4 the F1-score of each classifier (with threshold 0.5 on prediction) against the test set from our simulated grasps. We highlight two key observations from our results. First, we notice that both networks based on the point cloud embedding [28] outperformed the voxel-based networks. Second, locking the embedding network based on the reconstruction slightly decreased the performance of the classifier when using the PointSDF encoder. We speculate that this could be due to, a) the structure of PointConv layers in the encoder, and b) the small size of our training set. We notice that for the VoxelCNN method this role was reversed, indicating that the CNN structure appears to encourage overfitting.

C. Grasp Synthesis

We now combine our grasp success network with our reconstruction network for reconstruction-aware grasp synthesis, as described in Sec. IV.

We implement our optimization in PAGMO [30] and use SLSQP [31] to perform the optimization. Our analytic signed distance function (for the analytical environment collision constraint in Eq. 6) is obtained using GJK [32] and PQP [33]. We seed the optimization by sampling a grasp configuration from the grasp prior $g$ and use Inverse Kinematics (IK) to convert the 6DOF palm pose to a set of arm joints, constraining the IK solution to be above the table. We sample from the component of the prior that represents side grasps.

We complete our implementation of our formulation by using the PointSDF network for the robot-object collision constraint in Eq. 7 and using our grasp success network “PointSDF-Fixed” for the objective function in Eq. 4. We call this approach “Reconstruction-Grasping.” To provide a strong comparison, we introduce another approach that uses the “PointSDF-Scratch” model for the objective function and replaces the learned collision constraint in Eq. 7 with an analytical collision constraint. We provide this analytical collision model with the partial point cloud meshed at 32$^3$ voxelization. This approach, which we call “Partial-View-Grasping”, represents an approach that relies only on the partial geometric information available.

We test our grasp optimization with an Allegro hand mounted on a KUKA LBR4 arm. We use a Kinect 2 camera to get our point clouds, and place the camera such that the right-handed robot plans side-grasps near the occluded area of each object; this provides us with a geometrically difficult grasping problem. We use 6 objects from the YCB dataset [29] and two objects that were used by [9]. All objects as well as the full robot/camera setup are shown in Fig. 5. Only the chips object was part of the training dataset and all others are novel objects.

We place a single target object on the table and call the grasp optimization. In order to select good grasps, we accept the grasp plan if the likelihood of success from the learned grasp success network is above 0.6 and if the combined grasp score with the prior (i.e., Eq. 4) is below 5.0. We allow up to five chances to satisfy this heuristic, each with a new seed from the prior; failure to find a sufficient plan given five chances is recorded as a failure. Given a successful robot joint configuration, the configuration is sent to MoveIt! to obtain a collision free trajectory to reach the grasp configuration. We allow up to three plans to be sent to MoveIt!, upon which continued lack of a motion plan is labeled a failure. For collision checking during motion planning, we provide the partial mesh of the object to MoveIt! for

![Fig. 4: Grasp success prediction performance across different embedding approaches.](image)

![Fig. 5: Our robot and camera setup for evaluating grasping in the real world with a KUKA LBR4 robot with Allegro end-effector. The objects are labeled from left to right as mustard, soft-scrub, airplane-toy, Lego, pringles, pitcher, juice-box, and max-gel respectively.](image)
“Reconstruction-Grasping” approach succeeded on 48% of its grasp attempts (22 grasps). The “Partial-View-Grasping” approach succeeded on 60% of its grasp attempts (29 grasps). The “Reconstruction-Grasping” approach has an average planning time of 37.81s as compared to “Partial-View-Grasping” approach’s slightly shorter 36.55s.

From Fig. 7 we see that the “Reconstruction-Grasping” approach struggles to grasp the larger objects from our object set (pitcher, juice-box, and max-gel) and is roughly equivalent in performance across the other objects. We believe the lack of quantitative improvement is due, in part, to the increased difficulty the constraints over the full geometry impose on the optimization. Of the 26 failures, the “Reconstruction-Grasping” optimization failed to find a sufficient solution to our heuristic 11 times, as opposed to only 4 such failures for “Partial-View-Grasping,” indicating that the optimization was struggling to both fulfill the constraints and meet the heuristic cutoffs on grasp success likelihood.

In Fig. 8 we show an example of a plan generated by the “Partial-View-Grasping” approach that yields a final grasp in contact with the target object. We see that the “Reconstruction-Grasping” approach can avoid this error through its understanding of the full geometry. Interestingly, we found actual grasp execution to be relatively robust to grasps in contact with the object; only one grasp failure for “Partial-View-Grasping” was clearly due to planning in contact with the object. Further work into determining when target geometry matters to the grasp success is needed to understand the extent to this robustness; intuitively, the qualitative results of Fig. 8 could impact performance broadly, even if our results did not reflect this as clearly.

VI. CONCLUSION AND FUTURE WORK

We explore how geometry can be leveraged in grasp synthesis. We incorporate a learned signed distance function via a shared embedding space for grasp success prediction and add collision constraints to the grasp optimization to yield geometrically-aware grasp synthesis. Our results indicate that while our approach exhibits desirable qualitative geometric reasoning (e.g., Fig. 8), the difficulty of the optimization hurts our approach’s quantitative gains. In future work, we hope to improve the constrained optimization efficacy and better understand when object geometry matters. We also plan to explore incorporating feedback from multiple viewpoints and tactile sensing [34] to improve reconstruction and, in-turn, grasp success predictions. Finally, we hope to explore using the learned grasp success models as constraints for optimization of in-hand manipulation tasks [35].
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