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Abstract
We introduce a bi-Hamiltonian hierarchy on the loop-algebra of sl(2) endowed with a suitable Poisson pair. It gives rise to the usual CH hierarchy by means of a bi-Hamiltonian reduction, and its first nontrivial flow provides a 3-component extension of the CH equation.
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1 Introduction

One of the many remarkable facts concerning the theory of integrable PDEs is that almost all these equations can be obtained as suitable reductions from (integrable) hierarchies living on loop-algebras. The main example is the Drinfeld-Sokolov reduction [12], leading from (the loop-algebra of) a simple Lie algebra \( \mathfrak{g} \) to the so-called generalized Korteweg-deVries (KdV) equations. It is well-known (see, e.g., [11]) that the choice \( \mathfrak{g} = \mathfrak{sl}(n) \) gives rise to the
Gelfand-Dickey hierarchies. In particular, $\mathfrak{sl}(2)$ corresponds to the KdV hierarchy, whose most famous member is the KdV equation
\begin{equation}
u_t = -3uu_x + u_{xxx} , \tag{1}
\end{equation}
describing shallow water waves. Another important model for such waves is the Camassa-Holm (CH) equation
\begin{equation}
u_t - u_{txx} = -3uu_x + 2u_xu_{xx} + uu_{xxx} , \tag{2}
\end{equation}
derived and studied in \cite{4}, and later found to be in the class of integrable systems introduced in \cite{14}. Like KdV, it belongs to a hierarchy of commuting evolution equations and possesses a bi-Hamiltonian formulation. Also because of the existence of travelling wave solutions with discontinuous first derivative (the famous peakons), the CH equation is presently one of the most studied examples of integrable PDEs. Many papers (see, e.g., \cite{2,3,15,21}) have investigated its connections with the KdV hierarchy, and the Whitham modulation theory for CH has been recently discussed in \cite{1}. Despite the importance of the CH hierarchy, it was not known if it shares with the other integrable PDEs the property mentioned at the beginning of this introduction, namely, if it can be seen as the reduction of a matrix hierarchy. The first step to solve this problem was made in \cite{18}, where it has been shown that the bi-Hamiltonian structure of CH is the reduction of a suitable bi-Hamiltonian structure on the space $\mathcal{M} = C^\infty(S^1, \mathfrak{sl}(2))$ of $C^\infty$ maps from the unit circle to $\mathfrak{sl}(2)$. The reduction process — called bi-Hamiltonian reduction — is a particular instance of the Marsden-Ratiu reduction \cite{20} and can be canonically performed on every bi-Hamiltonian manifold. In \cite{7} it has been introduced and applied to the KdV hierarchy, while in \cite{9,22} its equivalence with the Drinfeld-Sokolov reduction has been showed.

In this paper we make the second (and final) step, showing that there exists a bi-Hamiltonian hierarchy on $\mathcal{M} —$ to be called the matrix CH hierarchy — that gives rise to the usual (i.e., scalar) CH hierarchy after that the bi-Hamiltonian reduction is performed. This allows us to interpret also CH as a reduced hierarchy, and to define a 3-component extension of the CH equation. This should be related to the 2-component extension introduced in \cite{17} in the framework of the Dubrovin-Zhang theory of deformations of bi-Hamiltonian structures of hydrodynamic type, and further studied in more details in \cite{10,13}.

The paper is organized as follows: In Section 2 we recall the bi-Hamiltonian reduction process and its application to the CH case. In Section 3 we present
the 3-component extension of the CH equation, then we show that it belongs to the (nonlocal) matrix CH hierarchy, studied in Section 4. Section 5 is devoted to conclusions, including a brief discussion on the local matrix CH hierarchy.
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2 Some information about the bi-Hamiltonian reduction

In this section we review some facts on the geometry of bi-Hamiltonian manifolds (see, e.g., [19, 5]), and we recall from [18] that the bi-Hamiltonian structure of the (usual) CH hierarchy can be obtained by means of a reduction.

Let \((M, P_1, P_2)\) be a bi-Hamiltonian manifold, i.e., a manifold \(M\) endowed with two compatible Poisson tensors \(P_1\) and \(P_2\). Let us fix a symplectic leaf \(S\) of \(P_1\) and consider the distribution \(D = P_2(\ker P_1)\) on \(M\).

**Theorem 1** The distribution \(D\) is integrable. If \(E = D \cap TS\) is the distribution induced by \(D\) on \(S\) and the quotient space \(N = S/E\) is a manifold, then it is a bi-Hamiltonian manifold.

Whenever an explicit description of the quotient manifold \(N\) is not available, the following technique to compute the reduced bi-Hamiltonian structure (already employed in [9] for the Drinfeld-Sokolov case) is very useful. Suppose \(Q\) to be a submanifold of \(S\) which is trasversal to the distribution \(E\), in the sense that

\[
T_pQ \oplus E_p = T_pS \quad \text{for all } p \in Q.
\]
Then $Q$ (which is locally diffeomorphic to $N$) also inherits a bi-Hamiltonian structure from $M$. The reduced Poisson pair on $Q$ is given by

$$
(P_i^{red})_p \alpha = \Pi_p ((P_i)_p \tilde{\alpha}) , \quad i = 1, 2 ,
$$

(4)

where $p \in Q$, $\alpha \in T^*_p Q$, $\Pi_p : T_p S \to T_p Q$ is the projection relative to, and $\tilde{\alpha} \in T^*_p M$ satisfies

$$
\tilde{\alpha}|_{D_p} = 0 , \quad \tilde{\alpha}|_{T_p Q} = \alpha .
$$

(5)

Let us suppose now that $\{ H_j \}_{j \in \mathbb{Z}}$ be a bi-Hamiltonian hierarchy on $M$, that is, $P_2 dH_j = P_1 dH_{j-1}$ for all $j$. This amounts to saying that $H(\lambda) = \sum_{j \in \mathbb{Z}} H_j \lambda^{-j}$ is a (formal) Casimir of the Poisson pencil $P_1 - \lambda P_2$. The bi-Hamiltonian vector fields associated with the hierarchy can be reduced on the quotient manifold $N$ according to

**Proposition 2** The restrictions of the functions $H_j$ to $S$ are constant along the distribution $E$, and therefore they give rise to functions on $N$. These functions form a bi-Hamiltonian hierarchy with respect to the reduced Poisson pair. The vector fields $X_j = P_2 dH_j = P_1 dH_{j-1}$ are tangent to $S$ and project on $N$. Their projections are the vector fields associated with the reduced hierarchy.

Now let $\mathcal{M} = C^\infty(S^1, \mathfrak{sl}(2))$ be the loop-space on the Lie algebra of traceless $2 \times 2$ real matrices. The tangent space $T_S \mathcal{M}$ at $S \in \mathcal{M}$ is identified with $\mathcal{M}$ itself, and we will assume that $T_S \mathcal{M} \simeq T^*_S \mathcal{M}$ by the nondegenerate form

$$
\langle V_1 , V_2 \rangle = \int \text{tr}(V_1(x)V_2(x)) \, dx , \quad V_1 , V_2 \in \mathcal{M} ,
$$

where the integral is taken (here and in the rest of the paper) on $S^1$. It is well-known (see, e.g., [16]) that the manifold $\mathcal{M}$ has a 3-parameter family of compatible Poisson tensors

$$
P_{(\lambda_1, \lambda_2, \lambda_3)} = \lambda_1 \partial_x + \lambda_2 [ \cdot , S] + \lambda_3 [ \cdot , A] ,
$$

(6)

where $\lambda_1, \lambda_2, \lambda_3 \in \mathbb{R}$, $A$ is a constant matrix in $\mathfrak{sl}(2)$, and

$$
S = \begin{pmatrix} p & q \\ r & -p \end{pmatrix} \in \mathcal{M} .
$$
In this paper we are interested in the pencil
\[ P_\lambda = P_1 - \lambda P_2 = [\cdot, S] - \lambda (\partial_x + [\cdot, A]) , \] (7)
obtained from (6) setting \( \lambda_2 = 1, \lambda_3 = \lambda_1 = -\lambda, \) and
\[ A = \frac{1}{2} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}. \]
In [18] the bi-Hamiltonian reduction procedure has been applied to the pair
\((P_1, P_2)\). In this case
\[ D_S = \left\{ \left( \frac{(\mu p)_x + \frac{1}{2}(q - r)\mu}{(\mu r)_x - \mu p}, \frac{(\mu q)_x + 2\mu p}{-(\mu p)_x - \frac{1}{2}(q - r)\mu} \right) \mid \mu \in C^\infty(S^1, \mathbb{R}) \right\}. \]
The distribution \( D \) is not tangent to the generic symplectic leaf of \( P_1 \), but it is tangent to the symplectic leaf
\[ S = \left\{ \left( \begin{array}{c} p \\ q \\ r \end{array} \right) \mid p^2 + qr = 0, (p, q, r) \neq (0, 0, 0) \right\}, \] (8)
so that \( E_p = D_p \cap T_p S \) coincides with \( D_p \) for all \( p \in S \). It is not difficult to prove that the submanifold
\[ Q = \left\{ S(q) = \begin{pmatrix} 0 & q \\ 0 & 0 \end{pmatrix} \mid q \in C^\infty(S^1, \mathbb{R}), q(x) \neq 0 \forall x \in S^1 \right\} \] (9)
of \( S \) is transversal to the distribution \( E \) and that the projection \( \Pi_{S(q)} : T_{S(q)} S \rightarrow T_{S(q)} Q \) is given by
\[ \Pi_{S(q)} : (\dot{p}, \dot{q}) \mapsto (0, \dot{q} - 2\dot{p}x) . \] (10)
The reduced bi-Hamiltonian structure (11) coincides with the bi-Hamiltonian structure of the Camassa-Holm hierarchy (see [18] for details):
\[ \left( P_1^{rd} \right)_q = 2(2q\partial_x + q_x) \]
\[ \left( P_2^{rd} \right)_q = 2(-\dot{\partial}_x^3 + \partial_x) . \]
Starting from the Casimir \( \int \sqrt{q} \mathrm{d}x \) of \( P_1^{rd} \) one constructs the local (or negative) CH hierarchy. The Casimir \( \int q \mathrm{d}x \) of \( P_2^{rd} \) gives rise to the nonlocal (or positive) CH hierarchy, whose second flow is the CH equation (2). We refer to [6] and the references cited therein for more details, and for a discussion about a “KP extension” of the local hierarchy.
3 A 3-component extension of the Camassa-Holm equation

In this section we start to construct a bi-Hamiltonian hierarchy associated to the pencil \((7)\). We consider the functional

\[
H_1 = -\frac{1}{2} \int (r + q) \, dx ,
\]

which is easily seen to be a Casimir of \(P_2\). Applying \(P_1\) to the differential \(dH_1\) we obtain the vector field

\[
\begin{cases}
\dot{p} = -\frac{1}{2}(r - q) \\
\dot{q} = p \\
\dot{r} = -p
\end{cases}
\]

This vector field is Hamiltonian also with respect to \(P_2\), i.e., it can be written as \(P_2 dH_2\), where

\[
H_2[p, q, r] = \int (p^2 - \gamma^2 - \gamma_x^2) \, dx ,
\]

where \(\gamma\) satisfies the equation

\[
\gamma_{xx} - \gamma = \frac{1}{2} (q - r) - p_x .
\]

To obtain this expression of \(H_2\), let us start from

\[
(dH_2)_x + [dH_2, A] = [dH_1, S] .
\]

and let us denote the components of \(dH_2\) in the following way:

\[
dH_2 = \begin{pmatrix} \alpha & \beta \\ \gamma & -\alpha \end{pmatrix} .
\]

Equation (15) in componentwise form reads

\[
\begin{cases}
\alpha_x - \frac{1}{2}(\gamma - \beta + r - q) = 0 \\
\beta_x - p + \alpha = 0 \\
\gamma_x + p - \alpha = 0
\end{cases}
\]
The last two equations implies \((\beta + \gamma)_x = 0\). If we suppose that \(\beta = -\gamma\), then we have

\[
\left\{
\begin{array}{ll}
\alpha = p + \gamma_x \\
\beta = -\gamma \\
\gamma_{xx} - \gamma = \frac{1}{2}(q - r) - p_x
\end{array}
\right.
\]

The expression of \(H_2\) can be easily obtained evaluating \(dH_2\) on a tangent vector \(\dot{S}\). Indeed, we have

\[
\langle dH_2, \dot{S} \rangle = \int (2\dot{p}\gamma_x + p - \gamma\dot{r} + \dot{q}\gamma)dx = \frac{d}{dt} \int p^2 dx + \int \gamma(-2\dot{p} - \dot{r} + \dot{q})dx
\]

\[
= \frac{d}{dt} \int p^2 dx + 2 \int \gamma\gamma_x dx = \frac{d}{dt} \int (p^2 - \gamma^2)dx - 2 \int \dot{q}\gamma_x dx
\]

leading to (13).

Hence the second vector field \(P_1dH_2\) of the hierarchy is given by

\[
\left\{
\begin{array}{ll}
\dot{p} = -\gamma(r + q) \\
\dot{q} = 2q(\gamma_x + p) + 2p\gamma \\
\dot{r} = 2p\gamma - 2r(p + \gamma_x)
\end{array}
\right.
\] (16)

where \(\gamma\) satisfies equation (14).

Let us show that the vector fields (12) and (16) project on the first members of the usual CH hierarchy. The reduction procedure for \(P_1dH_1\) goes as follows:

- we restrict \(P_1dH_1\) on the symplectic leaf \(S\) and in particular on the points \((p = r = 0)\) of the transversal submanifold \(Q\);
- we project the restricted vector field according to the formula (10).

We obtain

\[
q_{t_1} = \dot{q} - 2\dot{p}_x = -q_x
\]

As far as \(P_1dH_2\) is concerned, its restriction at the points of \(Q\) is

\[
\left\{
\begin{array}{ll}
\dot{p} = -\gamma q \\
\dot{q} = 2q\gamma_x \\
\dot{r} = 0
\end{array}
\right.
\] (17)
where, from (14), one has that $\gamma_{xx} - \gamma = \frac{1}{2}q$. This shows that the usual change of dependent variable for the CH equation arises naturally in the reduction procedure. The projection of (17) on $TQ$ is

$$q_2 = \dot{q} - 2\dot{p}_x = 4q\gamma_x + 2q_x\gamma,$$

that is,

$$\gamma_{xxt} - \gamma_{t2} = 4\gamma_{xx}\gamma_x - 6\gamma\gamma_x + 2\gamma\gamma_{xxx},$$

which becomes the Camassa-Holm equation (2) after putting $u = -2\gamma$. Thus (16) is a 3-component extension of the Camassa-Holm equation. Notice that the reduced Hamiltonian

$$H_2[0, q, 0] = -\int (\gamma^2 + \gamma_x^2)dx$$

is the first Hamiltonian of the Camassa-Holm equation.

Now we want to show that this procedure can be iterated, i.e., that the vector fields (12) and (16) belong to a (bi-Hamiltonian) hierarchy of (commuting) vector fields, whose reduction is the (scalar, nonlocal) CH hierarchy. To this aim, we construct a Casimir of the pencil (7) using the classical method of dressing transformations [24, 12, 8].

First of all we observe that the elements

$$V = \begin{pmatrix} v_1 & v_2 \\ v_3 & -v_1 \end{pmatrix}$$

of $\ker P_\lambda$ satisfy the equation

$$-\lambda V_x + [V, S - \lambda A] = 0,$$  \hspace{1cm} (18)

which implies that

$$\frac{d}{dx} \text{tr} V^2 = 0,$$

so that the spectrum of $V$ does not depend on $x$:

$$\text{tr} \frac{V^2}{2} = F(\lambda).$$  \hspace{1cm} (19)

Therefore, there exists a nonsingular matrix $K$ such that

$$V(\lambda) = K\Lambda K^{-1},$$

where

$$\Lambda = \begin{pmatrix} 0 & F(\lambda) \\ 1 & 0 \end{pmatrix}.$$
Proposition 3 If \( F(\lambda) \) does not depend on the point \( S \), then \( V(\lambda) \) is an exact 1-form whose potential is given by

\[
H(\lambda) = \int \text{tr}(M\Lambda) \, dx ,
\]

where

\[
M = K^{-1}(S - \lambda A)K + \lambda K^{-1}K_x .
\]

Proof. From (18) it follows that

\[-\lambda K^{-1}V_x K + K^{-1}[V, S - \lambda A]K = -\lambda \Lambda_x + [\Lambda, M] = [\Lambda, M] = 0 ,
\]

which implies that \( \int \text{tr}([M, K^{-1}\dot{K}]\Lambda) \, dx = 0 \). Thus, for every tangent vector \( \dot{S} \), we have

\[
\langle dH, \dot{S} \rangle = \int \text{tr}(\dot{M}\Lambda) \, dx = \int \text{tr}(K^{-1}\dot{S}K\Lambda) + \text{tr}([M, K^{-1}\dot{K}]\Lambda) \, dx \\
= \int \text{tr}(\dot{S}\Lambda K^{-1}) \, dx = \int \text{tr}(\dot{S}V) \, dx = \langle V, \dot{S} \rangle .
\]

\[\blacksquare\]

Let us compute explicitly \( M \) and \( H \). A possible choice for \( K \) is

\[
K = \begin{pmatrix}
v^{-\frac{1}{2}} & v_1 v^{-\frac{1}{2}} \\
0 & v^2
\end{pmatrix},
\]

where \( v = v_3 \). From (21) and (20) we easily obtain

\[
M = \begin{pmatrix}
0 & v^{-1}(r - \frac{\lambda}{2})F(\lambda) \\
v^{-1}(r - \frac{\lambda}{2}) & 0
\end{pmatrix} = \frac{2r - \lambda}{2v} \Lambda
\]

and

\[
H(\lambda) = \int \frac{F(\lambda)(2r - \lambda)}{v} \, dx .
\]

The functional \( H(\lambda) \) can also be written as

\[
H(\lambda) = 2\lambda \sqrt{F(\lambda)} \int h \, dx ,
\]

where the density \( h \) is clearly defined up to a total \( x \)-derivative. Using this freedom we can choose \( h \) in such a way that it satisfies a Riccati-type equation.
Indeed, from the first two equations of the system (18) written in componentwise form,

\[-\lambda v_1 + \frac{1}{2} v_2 (2r - \lambda) - \frac{1}{2} v (2q - \lambda) = 0\]
\[-\lambda v_2 + v_1 (2q - \lambda) - 2v_2 p = 0\]

we can write \(v_1\) and \(v_2\) as functions of \(v = v_3\):

\[
v_1 = \frac{-\lambda_1 v_x + 2vp}{2r - \lambda} \quad v_2 = 4 \frac{\lambda_2^2 r_x v_x - 2\lambda r_x p v}{(2r - \lambda)^3} + 2 \frac{-\lambda^2 v_{xx} + 2\lambda p v_x + 2\lambda vp_x}{(2r - \lambda)^2} + \frac{v(2q - \lambda)}{2r - \lambda}.
\] (24)

Substituting these expressions of \(v_1\) and \(v_2\) in (19) we obtain the following equation,

\[(2r - \lambda)^2 F(\lambda) - \lambda^2 (2r - \lambda)^2 v_x^2 + 2\lambda^2 (2r - \lambda)v_{xx} v - 4r_x \lambda^2 v_x v + v^2 (\lambda^3 + 2\lambda^2 (2p_x - q - 2r) + 4\lambda (2p_x r + 2r_x p + p^2 + 2qr + r^2) - 8r (p^2 + qr)) = 0,
\] (25)

whose solution gives, with (24), the differential \(V(\lambda)\) of the Casimir \(H(\lambda)\) of the Poisson pencil.

It is now easy to guess the most convenient choice of the total \(x\)-derivative involved in the definition of \(h\). Putting

\[h = \frac{v_x}{2v} + \frac{\sqrt{F(\lambda)}(2r - \lambda)}{2\lambda v}\]
we get from (25) the following Riccati equation for \(h\):

\[(h_x + h^2)(2r - \lambda)\lambda^2 - 2r_x h \lambda^2 = -\frac{1}{4} \lambda^3 + (r + \frac{1}{2} q - p_x) \lambda^2
+ (-r^2 - 2r_x p - 2qr + 2p_x r - p_x^2) \lambda + 2 qr^2 + 2 p^2 r.\] (26)

If \(h\) is a solution of this equation, then (26) is a Casimir of the Poisson pencil and its coefficients constitute a bi-Hamiltonian hierarchy. We remark that equation (26), evaluated at the points of \(Q\), is the Riccati equation for the scalar CH hierarchy (see [23] and [6]).
4 The matrix CH hierarchy

This section contains the main result of the paper, i.e., the existence of a hierarchy on $\mathcal{M} = C^\infty(S^1,\mathfrak{sl}(2))$, to be called the matrix CH hierarchy, whose (bi-Hamiltonian) reduction coincides with the usual CH hierarchy.

We will show that a suitable choice of a solution of the Riccati equation (26) leads to a bi-Hamiltonian hierarchy which starts from the Casimir (11) of $P_2$ and contains the 3-component extension of the CH equation presented in the previous section. To do this, we need to find a solution $h(\lambda)$ of (26) as a formal series expansion in negative powers of $\lambda$,

$$h = \sum_{i=0}^{\infty} h_i \lambda^{-i}.$$ 

Substituting in (26) we obtain:

$$(2r\lambda^2 - \lambda^3) \left( \sum_{i=0}^{\infty} (h_{ix} + \sum_{j=0}^{i} h_i - j h_j) \lambda^{-i} \right) - 2r_x \lambda^2 \sum_{i=0}^{\infty} h_i \lambda^{-i} =$$

$$= -\frac{4\lambda^3}{\lambda} + \left( \frac{q}{2} + r - p_x \right) \lambda^2 - \left( +r^2 + 2rq - 2rp_x + p^2 + 2r_x p \right) \lambda + 2r(rq + p^2)$$

(27)

It is possible to find the coefficients $h_i$ recursively, by solving a differential equation at every step. The first step corresponds to the coefficients of $\lambda^3$ in (27):

$$h_{0x} + h_0^2 = \frac{1}{4}.$$

The only periodic solutions of this equation are $h_0 = \pm\frac{1}{2}$. We choose the positive solution, so that the next equation become

$$h_{1x} + h_1 = -\frac{1}{2}(r + q) - r_x + p_x.$$ 

(28)

The differential operator $(1 + \partial_x)$ is invertible in the space of periodic smooth functions $C^\infty(S^1,\mathbb{R})$, so the previous equation has a unique solution

$$h_1 = (1 + \partial_x)^{-1} m = \int_0^x e^{y-x} m(y) dy + \frac{1}{e-1} \int_0^1 e^{y-x} m(y) dy,$$

were $m = -\frac{1}{2}(r + q) - r_x + p_x$. The next step is

$$h_{2x} + h_2 = 2r(h_{1x} + h_1) - h_1^2 - 2r_x h_1 + r^2 + 2rq - 2rp_x + p^2 + 2r_x p.$$
Substituting the expression for $h_1$ we get
\[ h_2 = (1 + \partial_x)^{-1} \left[ 2mr - \left( (1 + \partial_x)^{-1}m \right)^2 - 2r_x (1 + \partial_x)^{-1}m + r^2 + 2rq - 2rp_x + p^2 + 2rxp \right] \]
\[ = (1 + \partial_x)^{-1} \left[ - \left( (1 + \partial_x)^{-1}m \right)^2 - 2r_x (1 + \partial_x)^{-1}m + rq - 2rr_x + p^2 + 2rxp \right] \]

Similarly, we obtain
\[ h_3 = (1 + \partial_x)^{-1} \times \]
\[ 2r(2rm - \left( (1 + \partial_x)^{-1}m \right)^2 - 2r_x (1 + \partial_x)^{-1}m + r^2 + 2rq - 2rp_x + p^2 + 2rxp) \]
\[ + 2r \left( (1 + \partial_x)^{-1}m \right)^2 - (2r_x + (1 + \partial_x)^{-1}m) \left( (1 + \partial_x)^{-1} \left( 2rm - \left( (1 + \partial_x)^{-1}m \right)^2 \right) - 2r_x (1 + \partial_x)^{-1}m + r^2 + 2rq - 2rp_x + p^2 + 2rxp \right) - 2r(qr + p^2) \]

and so on. The matrix CH hierarchy is the bi-Hamiltonian hierarchy on $(\mathcal{M}, P_1, P_2)$ given by the functionals $H_j = \int h_j \, dx$, for $j \geq 1$. This corresponds to putting $H(\lambda) = \sum_{j \geq 1} H_j \lambda^{-j}$ and $F(\lambda) = \frac{1}{2\lambda}$ in equation (23).

Integrating both sides of (28) with respect to $x$ we obtain
\[ \int h_1 \, dx = -\frac{1}{2} \int (r + q) \, dx = H_1 . \]

Moreover, using the identity
\[ m = \frac{1}{2} (r - q) - (r + r_x) + p_x = (1 - \partial_x^2)\gamma - (1 + \partial_x)r , \]
that is,
\[ (1 + \partial_x)^{-1}m = \gamma - \gamma_x - r , \]
it is easy to show that
\[ \int h_2 \, dx = \int (p^2 - \gamma^2 - \gamma_x^2) \, dx \]

coincides with the first Hamiltonian $H_2$ of the vector field (16).
5 Conclusions

In this paper we showed that the Camassa-Holm equation has a property that seems to be a common feature of integrable PDEs, namely, that it can be interpreted as a reduction of a member of a matrix hierarchy. Indeed, we constructed a bi-Hamiltonian hierarchy for the Poisson pair \((P_1 = [\cdot, S], P_2 = \partial_x + [\cdot, A])\), starting from a Casimir of \(P_2\) and giving rise to the scalar CH hierarchy after a (bi-Hamiltonian) reduction. In particular, this allowed us to find a 3-component extension of the Camassa-Holm equation. We conclude with two natural developments of our study.

First of all, the restriction of the matrix CH hierarchy to the symplectic leaf \(S\), defined by the constraint \(p^2 + qr = 0\), is by construction a 2-component extension of the CH hierarchy. Is there a parametrization of \(S\) showing that this extension coincides with the (bi-Hamiltonian) one discussed in [10, 13, 17]? If the answer is affirmative, how can the bi-Hamiltonian structure on \(\mathcal{M}\) be reduced on \(S\)?

Secondly, the scalar CH hierarchy has a negative (or local) counterpart, generated by a Casimir of \((\mathcal{P}_{1}^{\text{red}}) = 2(2q\partial_x + q_x)\). In order to find a local matrix CH hierarchy, one should start from the Casimir \(H_0 = p^2 + qr\) of \(P_1\). Since \(H_0\) vanishes on the symplectic leaf \(S\) used in the reduction procedure, the construction of an extension of the local CH hierarchy is more complicated and requires a careful description from the geometric point of view.
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