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Abstract: With the emergence of the massive educational data, education data mining techniques have extensively drawn considerable interest from scholars to explore the relationship between students’ achievements and other factors. In this study, the data set about the students’ achievements of Portuguese in two secondary education schools in Portugal is selected for education data mining, which involves the personal information, social and school related factors. To analyze the relationship between the students’ achievements and other factors, this study proposed an ensemble model based on weighted voting for predicting the students’ achievements of Portuguese in the final period. First, the raw data is preprocessed using some basic methods, including dummy coding, correlation analysis, standardization, and normalization. Second, the isolation forest algorithm-based outlier adaption is applied to deal with the data set to enhance the robustness of the ensemble model. Finally, two base classifiers, i.e. gradient boosting decision tree and extreme gradient boosting, are integrated to form the ensemble model. The experiments are presented for verifying the superiority of the proposed model by comparing with five base classifiers, including gradient boosting decision tree, adaptive boosting, extreme gradient boosting, random forest, and decision tree. The experimental results demonstrate that the ensemble model performs better than other base classifiers in classification, and prove the validity of the outlier adaption based on isolation forest algorithm.
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1. Introduction

With the development of the education, massive useful educational data is emerged. Therefore, how to use these data effectively has been a critical issue. Recently, education data mining (EDM) has drawn a considerable research interest from scholars. EDM is an emerging discipline that extracts and analyzes the hidden knowledge from the educational data by using data mining techniques [1]. Moreover, EDM focuses on using data mining techniques to explore the educational data to learn more about the students and educational environment [2].

Generally, data mining techniques include classification, clustering, association rule mining, prediction, and so on. In this study, classification is used to analyze students’ achievements of Portuguese in the final period from two secondary education schools in Portugal. First, the ensemble model based on weighted voting is proposed, which integrates two base classifiers, i.e. gradient boosting decision tree (GBDT) [3] and extreme gradient boosting (XGBoost) [4]. The raw data is preprocessed with some basic approaches, including dummy coding, correlation analysis, standardization, and normalization. Moreover, the isolation forest algorithm (IF)-based outlier adaption is applied in the ensemble model to improve the classification performance. Finally, the experiments are performed by comparing the proposed ensemble model with five base classifiers, including GBDT, adaptive boosting (AdaBoost) [5], XGBoost, random forest (RF) [6], and decision tree (DT) [7]. The experimental results demonstrate that the proposed model outperforms other base classifiers in predicting the students’ Portuguese achievements in the final period, and the
validity of the IF-based outlier adaption has also been proved.

The remainder of this paper is organized as follows. Section 2 reviews the related work on EDM and ensemble methods. Section 3 describes the methodology of the proposed ensemble model. Section 4 presents the experiments and analyzes the experimental results by comparing the proposed model with the base classifiers. Section 5 presents the conclusions and directions for future work.

2. Related Work

2.1. EDM

To effectively extract the hidden knowledge in the educational data, many scholars pay attention to the EDM to analyze educational data. There are several EDM techniques that are extensively used in the educational environment, including classification, clustering, association rule mining, and prediction. Zhang et al. [8] utilized the association rule mining to discover the hidden knowledge between the career choices and academic performance. Francis and Babu [9] proposed the hybrid data mining method to predict the students’ academic performance based on students’ learning behavior, by integrating the classification and clustering techniques. Karthikeyan et al. [10] employed the hybrid model based on the J48 Classifier and Naive Baye’s classification to analyze the students’ academic performance. Mengash [11] predicted the academic performance of applicants by using data mining techniques to provide the reliable admission information for higher education institutions.

Previous literatures have proved that the EDM techniques can analyze the relationship between students’ behaviors and the other factors to solve the educational issues. In this study, the data set about students’ achievements of Portuguese in secondary education of two Portuguese schools is selected to analyze the hidden relationship between students’ achievements and other factors such as the personal, social and school information. Moreover, the students’ achievements of Portuguese in the final period are predicted.

2.2. Ensemble Methods

In the EDM, the ensemble methods that integrate several base classifiers have drawn considerable attention due to its better classification performance over the individual classifiers. Existing literatures have explored the ensemble methods in education issues. Kausar et al. [12] utilized the ensemble methods to analyze the students’ learning performance, and demonstrated that the ensemble methods of bagging and stacking classifiers can enhance the classification performance. Sun et al. [13] proposed a multi-classification model, by combining the feature integration and the ensemble method to predict the education grants of students.

In the ensemble model, voting is popularly used to integrate the prediction results of several base classifiers. The voting strategies, which include majority voting [6] and weighted voting [14], have been extensively applied in the classification field. For example, Assi et al. [15] developed the ensemble methods based on majority voting to predict the choice behavior of student travel mode. Troussas et al. [16] utilized the ensemble classification methods through majority voting to identify the learning styles of students. Rao et al. [17] constructed the binary classification model based on weighted voting to assess the credit of the borrowers in rural. Xiao et al. [18] proposed the weighted voting-based ensemble method for identifying and classifying the pulmonary nodules.

Based on the successful application of the ensemble model in educational issues, this study proposed an ensemble model based on weighted voting to predict the students’ achievements of Portuguese in the final period. The raw data is preprocessed by dummy coding, correlation analysis, standardization, and normalization, and the IF-based outlier adaption is applied to improve the performance of the proposed model in robustness.

3. Methodology

3.1. Dataset Exploration and Preprocessing

The data set used in this study concerns the students’ achievements of Portuguese in two secondary education schools in Portugal. The data source is http://archive.ics.uci.edu/ml/datasets/Student+Performance. This data set includes 33 attributes and 649 samples, and the detailed description is illustrated in Cortez and Silva [19]. In Portugal, students in secondary education are evaluated through three periods, and the last period is the final grade. The purpose of this study is to predict the students’ achievements of Portuguese in the final period through their personal information, social and school related factors.

In this study, the numerical value of the final grade to be predicted is converted into binary value. According to Cortez and Silva [19], if the final grade is equal or greater than 10, the student will pass; else, the student will fail.

In this study, the raw data is preprocessed with some basic methods to improve the classification performance, including dummy coding, correlation analysis, standardization, and normalization. The input variables are converted into dummy variables by dummy coding. The correlation between two explanatory features is evaluated by correlation analysis. If the correlation of any two explanatory features exceeds 0.97, one of the features is removed. Then, the numerical data is scaled into a specific range through standardization and normalization.

3.2. The Proposed Model

This section presents the ensemble model, which is shown in Figure 1. The detail of the model is as follows.
3.2.1. IF-based Outlier Adaption

IF [20] is an unsupervised outlier detection method to identify outliers. It uses multiple binary trees to isolate the data points, and obtain the outlier score by measuring the average path length of the data point through multiple sampling. Wei et al. [21] indicated that the outliers detected by IF can reflect the real objective function, and boosting detected outliers to the training set can decrease the possibility of model overfitting. Therefore, IF is used to identify the outliers in the preprocessed data effectively in this study, and the IF-based outlier adaption [21] is employed to boost the outliers in the training set so as to improve the performance of the proposed model in robustness.

3.2.2. Ensemble Model

The ensemble model that integrates several base classifiers based on majority voting, weighted voting, and other voting strategies can improve the accuracy and robustness by contrast to the individual classifiers [22]. This study proposed an ensemble model based on weighted voting to obtain the better classification ability. The five popular base classifiers, including GBDT, AdaBoost, XGBoost, RF, and DT, are evaluated. Through evaluation, the n (<= 5) base classifiers (Clf 1, Clf 2, ..., Clf n) with better performance are selected to construct m candidate ensemble models (Eclf 1, Eclf 2, ..., Eclf m). By comparing the performance of the candidate ensemble models, this study selects the ensemble model with the best performance as the proposed model.

4. Experiment

In this section, the evaluation indicators for measuring the classification performance of the classifiers are introduced, and the experimental results of the classifiers in predicting students’ achievements of Portuguese are analyzed. The data set was divided into the training set and test set with the proportion of 4:1. The experiments were executed in 5 replications, and the classification performance was measured by the average value. The experiments were implemented using Python programming language on a personal computer with a 3.2 GHz AMD Ryzen 7 2700 Eight-Core processor with 16 GB of RAM.

4.1. Evaluation Indicators

The confusion matrix has been extensively used to evaluate the classification performance. The confusion matrix [23] includes four elements: true positive (TP), true negative (TN), false positive (FP), and false negative (FN). This study utilizes four evaluation indicators to assess the classification ability of the classifiers, including accuracy, AUC, F-score, and Brier score. The description of evaluation indicators is as follows.

Accuracy denotes the proportion of the samples that are correctly classified to the total samples, and is calculated by Equation (1).

\[
\text{Accuracy} = \frac{TP + TN}{TP + FN + FP + TN}
\]  
AUC is a typically used evaluation indicator in the binary classification, and is calculated as the area under the receiver operating characteristic curve [23]. The value of AUC ranges from 0 to 1, and the higher AUC value of the classifier represents the better classification performance.

F-score is defined as the harmonic mean of precision and recall. F-score is calculated by Equation (2). Precision and recall are calculated by Equations (3) and (4).

\[
F\text{ – score} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]

\[
\text{Precision} = \frac{TP}{TP + FP}
\]

\[
\text{Recall} = \frac{TP}{TP + FN}
\]

Brier score [24] denotes the mean squared difference between the predicted probability and the actual value, and is calculated by Equation (5). The lower Brier score represents that the corresponding classifier has a better performance.

\[
\text{Brier score} = \frac{1}{N} \sum_{i=1}^{N} (p_i - y_i)^2
\]

where N denotes the total number of the samples; p_i and y_i indicate the predicted probability and the actual value of the sample i, respectively.

4.2. Experimental Results Analysis

In this study, five base classifiers without IF-based outlier adaption were selected as baselines of comparison, which is shown in the Table 1. The average rank [21] is a ranking result with comprehensive consideration of the four evaluation indicators. The value is marked in bold if the average rank or evaluation indicator of the corresponding base classifier is better or same as the other base classifiers. From Table 1, it can be observed that the average rank of
GBDT is same as that of RF, but GBDT performs better than RF in AUC and Brier score. In terms of AUC, the value of DT is obviously lower than that of other base classifiers. Thus, the base classifiers except DT were selected and composed to construct six candidate ensemble models (Eclf 1, Eclf 2, Eclf 3, Eclf 4, Eclf 5, and Eclf 6) through weighted voting, which is illustrated in the Table 2.

| Classifier | Average rank | Accuracy | AUC | F-score | Brier score |
|------------|--------------|----------|-----|---------|-------------|
| GBDT       | 1.50         | 0.89846  | 0.95577 | 0.82236 | 0.07053     |
| RF         | 1.50         | 0.90308  | 0.95481 | 0.82788 | 0.07891     |
| XGBoost    | 3.25         | 0.89231  | 0.94541 | 0.81457 | 0.08354     |
| AdaBoost   | 4.00         | 0.89077  | 0.95347 | 0.81338 | 0.21096     |
| DT         | 4.75         | 0.87692  | 0.85696 | 0.80311 | 0.12308     |

Then, the classification performance of six candidate ensemble models without IF-based outlier adaption was compared in the Table 3, and each ensemble model was ranked based on the evaluation indicators. The value is marked in bold if the average rank or evaluation indicator of the corresponding ensemble model is better or same as the other ensemble models. It can be observed that Eclf 3 outperforms the other ensemble models; thus, this study selects Eclf 3 as the proposed ensemble model, which integrates the GBDT and XGBoost based on weighted voting.

Moreover, the classification performance of the five base classifiers and proposed ensemble model with the IF-based outlier adaption applied were compared. The average rank and evaluation indicators of each classifier with IF-based outlier adaption are shown in the Table 4. The value of the average rank is marked in bold if the corresponding classifier has a better or same average rank as others; and the value of evaluation indicator is marked in bold too if the evaluation indicator of the corresponding classifier is better or same as the one without IF-based outlier adaption. Table 4 demonstrates that Eclf 3 with IF-based outlier adaption has the best performance in predicting the students’ achievements on basis of the comprehensive evaluation. By comparing Table 4 with Tables 1 and 3, it can be seen that each classifier with IF-based outlier adaption performs better than the corresponding one without IF-based outlier adaption. In summary, it is proved that the ensemble model has the competitive performance by comparing with five base classifiers, and the validity of the IF-based outlier adaption in improving the robustness of the classifier has also been verified.

5. Conclusion

EDM has been a popular tool to analyze the educational data with a large size and promote the development of education. This study proposed the ensemble model to predict the students’ achievements of Portuguese in the final period, by integrating GBDT and XGBoost based on
weighted voting. The raw data is preprocessed by some basic methods, including dummy coding, correlation analysis, standardization, and normalization. Moreover, the IF-based outlier adaption is adopted to enhance the performance of the classifiers in robustness. By comparing the performance of the proposed ensemble model and five base classifiers, it is demonstrated that the proposed ensemble model outperforms the base classifiers. In addition, it is proved that the IF-based outlier adaption can effectively enhance the classification performance.

However, this study still has some limitations, and can be extended in several directions. For example, other outlier detection methods can be considered and compared to achieve a better classification performance. More evaluation indicators can also be used to comprehensively evaluate the classifiers.
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