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1 Introduction

The primary ingredient for studying the phases of a quantum field theory is the effective action. Though obtaining an exact form is beyond the scope of the existing techniques, approximate expressions using perturbative methods are available. To the leading order this involves computation of one-loop determinants. In this paper we employ these results for scalar field theories in thermal $AdS$. Specifically we shall be interested in studying the phases of scalar theories as a function of the mass-squared ($m^2$) of the field and temperature ($T = 1/\beta$) in various dimensions.

One-loop partition functions for quantum fields on maximally symmetric spaces have been the topic of interest for quite some time [1]-[9]. Since the initial computations, various new techniques have been invented. The renewed momentum in the field was primarily motivated from the AdS/CFT correspondence. Thermal $AdS_{d+1}$ is the quotient $\mathbb{H}^{d+1}/\mathbb{Z}$. Using this fact, expressions for the partition functions were obtained for $AdS_3$ after computing the heat kernels using the method of images in [12]. By noting that the one-loop determinant is a meromorphic function of $\Delta = d/2 + \sqrt{(d/2)^2 + m^2}$ the authors of [13] have obtained the corresponding expressions utilizing the normal modes. Group
theoretic methods were used in [14]-[15] to obtain the heat kernels for $d \geq 3$. Connection between the heat kernel methods and that using normal modes is recently explored in [16]. In this paper we give an alternate derivation of these results for scalars using the eigenfunctions of the Laplacian operator in $AdS$ for Euclidean $AdS$. We show that our computation essentially involves the method of images applied to the Green’s function and generalizes to $AdS$ spaces with arbitrary dimensions. A similar method using global coordinates was used in [17]. The computation here being done using Poincaré coordinates differs from this in details.

The subsequent sections of the paper are devoted to the study of phases of scalar theories on thermal $AdS_{d+1}$. We identify the regions in the $\beta-m^2$ parameter space that correspond to the symmetry preserving and symmetry breaking phases for $d = 1, 2, 3$. It is expected that the ultraviolet properties of the theory remain unaffected by the finite curvature of $AdS$ space. As a consequence the zero temperature contribution to the leading effective action is divergent in the ultraviolet as in flat space for $d \geq 1$. We regularize this using dimensional regularization and obtain a finite answer by using the standard procedure of adding counterterms. It is further essential to regularize the volume of thermal $AdS_{d+1}$ in order to proceed with the analysis. We use two regularization schemes namely cutoff [20]-[22] and dimensional regularization [23]-[24] to obtain the regularized volume $V_{d+1}$. The sign of $V_{d+1}$ plays a crucial role in the qualitative nature of the phase diagrams. For $AdS_3$ the regularized volume $V_3$ from the two schemes differ in magnitude and in sign. The zero temperature contribution to the effective potential is finite and unambiguous. For example, both the dimensional regularization and the heat kernel methods give the same result. We thus study the phases of the $O(N)$ vector model corresponding to both the regularization schemes, each giving a different qualitative behavior. The choice of the phase diagram is presumably determined by fixing the ground state energy of the boundary CFT. Along the same lines, we find that the phase diagrams for the $O(N)$ vector model, with finite $N$ on $AdS_2$ and $AdS_3$ with negative $V_{d+1}$ are similar and differ from that on $AdS_4$ and $AdS_3$ having $V_{d+1}$ positive. An interesting feature in $d = 1, 2$, when $V_{d+1}$ is negative is that, the symmetry breaking phase persists at high temperatures unlike that in flat space.

For the large $N$, $O(N)$ vector model, one of the constraints that is important in the determination of the phases is the existence of solution corresponding to the saddle point equation. In our analysis we are able to isolate a region where there is no solution corresponding to an extremum of the potential for some of the cases. We suspect that this is an artifact of the perturbative analysis. In $AdS$ space unlike that of flat space, there is a region in the parameter space where both the phases coexist. This is due to the fact that $AdS$ space allows the scalars to have negative mass-squared up to $-(d/2)^2$, which is the Breitenlohner-Freedman (BF) bound. The preferred phase of the system is determined by the one with a lower value of the potential. Such a phase was identified at zero temperature in
We see here that the phase extends into lower values of \( \beta \) (higher temperatures). We further find a limiting temperature \( \beta_l \) below which this phase ceases to exist. Another departure in the phase structure here from that in flat space is the occurrence of the symmetry breaking phase in two dimensions. This was noted in [29] for the large \( N, O(N) \) vector model. It was argued that this is due to the curvature of AdS and should persist for finite \( N \). The analysis here confirms this for finite temperatures.

The paper is organized as follows. In section 2 we study the computation of one-loop determinant for scalar field in AdS\(_{d+1}\). We first review the computation for Euclidean AdS\(_{d+1}\) in section 2.1. In section 2.2 we give a derivation of the partition function for thermal AdS\(_{d+1}\). The phases of scalars are studied in section 3. We study the phases for a theory with a single scalar field in section 3.1 and that of the \( O(N) \) vector model in section 3.2 for various dimensions. Large \( N, O(N) \) vector model is studied in section 3.3. We summarize in section 4. In appendix A we present details that demonstrate equality of the various integral representations of the trace given in section 2.1. In appendix B we deduce delta-function identities used in section 2.2.

## 2 One-loop effective action at zero and finite temperature

We begin with some basics to setup the notations. The action for a real scalar field on an Euclidean \( d+1 \) dimensional space is

\[
S = -\int d^{d+1}x \sqrt{g} \left[ \frac{1}{2} (\partial_{\mu}\phi)^2 + V(\phi) \right].
\]  

(2.1)

Expanding about the constant classical value of \( \phi \), which extremizes the potential, as \( \phi = \phi_{cl} + \eta \) and integrating over \( \eta \), one gets the one-loop partition function,

\[
Z = \det [-\Box_E + V''(\phi_{cl})]^{-1/2} \exp (-\mathcal{V}_{d+1} V(\phi_{cl})) \\
= \exp \left( -\frac{1}{2} \tr \log [-\Box_E + V''(\phi_{cl})] \right) \exp (-\mathcal{V}_{d+1} V(\phi_{cl}))
\]  

(2.2)

where,

\[
\Box_E = \frac{\partial_{\mu} [\sqrt{g} g^{\mu\nu} \partial_{\nu}]}{\sqrt{g}}
\]  

(2.3)

and \( \mathcal{V}_{d+1} \) is the volume of \( d+1 \) dimensional Euclidean space. The effective potential is thus,

\[
V_{eff}(\phi_{cl}) = -\frac{1}{\mathcal{V}_{d+1}} \log Z = \frac{1}{2\mathcal{V}_{d+1}} \tr \log [-\Box_E + V''(\phi_{cl})] + V(\phi_{cl}).
\]  

(2.4)
Extremizing the effective potential
\[
\frac{dV_{\text{eff}}}{d\phi_{cl}} = V'(\phi_{cl}) + \frac{1}{2V_{d+1}} \text{tr} \left[ \frac{1}{-\Box_E + V''(\phi_{cl})} \right] V'''(\phi_{cl}).
\] (2.5)

We shall be computing the trace in the above equation which can also be written as $\partial \log Z^{(1)}/\partial M^2$ with
\[
\log Z^{(1)} = -\frac{1}{2} \text{tr} \log [-\Box_E + M^2]
\] (2.6)

### 2.1 Euclidean $AdS_{d+1}$

In this section we review the computation of the trace in (2.5) for Euclidean $AdS_{d+1}$. The metric of $AdS_{d+1}$ in Poincaré coordinates is:
\[
ds^2 = \frac{L^2}{y^2} \left( dy^2 + \eta_{\mu\nu} dx^\mu dx^\nu \right).
\] (2.7)

In these coordinates we first solve the following eigenvalue equation,
\[
-L^2 \Box_E \Psi_{\lambda,\vec{k}}(\vec{x}, y) = \left[ \lambda^2 + \left( \frac{d}{2} \right)^2 \right] \Psi_{\lambda,\vec{k}}(\vec{x}, y)
\] (2.8)

where,
\[
-L^2 \Box_E = -y^2 \left[ y^{d-1} \partial_y \left( y^{1-d} \partial_y \right) + \partial_\vec{x}^2 \right].
\] (2.9)

Writing $\Psi_{\vec{k},\lambda}(\vec{x}, y) = \phi_{\lambda}(y)e^{\pm ik \cdot \vec{x}}$, and defining $\phi_{\lambda}(y) = (ky)^{d/2}\tilde{\phi}_{\lambda}(ky)$, the above equation leads to the following differential equation
\[
\tilde{y}^2 \tilde{\phi}''_{\lambda}(\tilde{y}) + \tilde{y}\tilde{\phi}'_{\lambda}(\tilde{y}) + [\lambda^2 - \tilde{y}^2]\tilde{\phi}_{\lambda}(\tilde{y}) = 0
\] (2.10)

where $\tilde{y} = ky$. The solution to this equation gives the eigenfunctions of (2.8). They are given by the modified Bessel function of the second kind, $\tilde{\phi}_{\lambda}(ky) = K_{i\lambda}(ky)$ that is regular as $y \to \infty$ and thus $\phi_{\lambda}(ky) = (ky)^{d/2}K_{i\lambda}(ky)$. A scalar field $\phi$ of mass $m$ is dual to the operator in CFT whose conformal dimension $\Delta$ satisfies $\Delta(\Delta - d) = (mL)^2$. Out of the two roots, $\Delta_\pm = d/2 \pm \sqrt{(d/2)^2 + (mL)^2}$, of this equation, this choice of the solution, corresponds to choosing $\Delta = \Delta_+ > d/2$.

The trace in (2.5) can be computed using the spectral form as follows.
\[
\frac{1}{L^2} \mathrm{tr} \left[ \frac{1}{-\Box + V''(\phi_{cl})} \right] = \frac{1}{L^2} \int d^{d+1}x \sqrt{g} \int d\lambda \, \mu(\lambda) \int \frac{dk}{(2\pi)^d} \frac{1}{(L^{d+1}k^d)^d} \langle \lambda, k | \frac{1}{-\Box + V''(\phi_{cl})} | y, \bar{x} \rangle \langle y, \bar{x} | \lambda, k \rangle = \frac{1}{L^{d+1}} \int d^{d+1}x \sqrt{g} \int d\lambda \, \mu(\lambda) \int \frac{dk}{(2\pi)^d} y^d K^{2d}_{i\lambda}(ky) \tag{2.11}
\]

where \( \nu = \sqrt{\left(\frac{d}{2}\right)^2 + L^2 V''(\phi_{cl})} \) and

\[
\mu(\lambda) = \frac{2\lambda}{\pi^2} \sinh(\pi \lambda) \tag{2.12}
\]

We have used the following normalizations,

\[
\int d^{d+1}x \sqrt{g} |x\rangle \langle x| = 1 \quad ; \quad |x\rangle = |\vec{x}\rangle \otimes |y\rangle \\
\langle y, \vec{x} | \lambda, \vec{k} \rangle = e^{i\vec{k} \cdot \vec{x}}(ky)^{d/2} K_{i\lambda}(ky) \tag{2.13}
\]

The measures \( \mu(\lambda) \) and \( 1/k^d \) are obtained from

\[
\langle \lambda, \vec{k} | \lambda', \vec{k}' \rangle = \int d^{d+1}x \sqrt{g} e^{-i(k-k') \cdot \vec{x}}(ky)^{d/2} (k'y)^{d/2} K_{i\lambda}(ky) K_{i\lambda'}(k'y) = L^{d+1}k^d(2\pi)^d \delta^{d}(\vec{k} - \vec{k}') \int \frac{dy}{y} K_{i\lambda}(ky) K_{i\lambda'}(k'y) = L^{d+1}k^d(2\pi)^d \delta^{d}(\vec{k} - \vec{k}') \frac{\delta(\lambda - \lambda')}{\mu(\lambda)} \tag{2.14}
\]

so that

\[
\int \frac{dk}{(2\pi)^d} \frac{1}{(L^{d+1}k^d)^d} \int d\lambda \, \mu(\lambda) \langle \lambda, \vec{k} | \lambda', \vec{k}' \rangle = 1 \tag{2.15}
\]

The trace can be computed by performing the integrals in various orders. One can first integrate over \( k \) in (2.11) and further perform the integral over \( \lambda \) by closing the contour in the upper half of the complex \( \lambda \) plane. This has been done in Appendix [A].

Other representations of the trace can obtained by using the following identities [32] (see also [10]):

\[
K_{i\lambda}(ky) = \frac{\pi}{2} \frac{I_{-i\lambda}(ky) - I_{i\lambda}(ky)}{i \sinh(\pi \lambda)} \tag{2.16}
\]
and for \( y < y' \),

\[
I_{-i\lambda}(ky) K_{i\lambda}(ky') = \int_0^\infty ds \frac{e^{-k^2 s} e^{-\frac{y^2+y'^2}{4s}}}{2s} I_{-i\lambda} \left( \frac{yy'}{2s} \right) = \int_0^\infty ds \frac{e^{-k^2 s} e^{-\frac{y^2+y'^2}{4s}}}{2s} \frac{1}{2\pi i} \int_{\infty-i\pi}^{\infty+i\pi} dt \exp \left( \frac{yy'}{2s} \cosh(t) + i\lambda t \right) \tag{2.17}
\]

one can write

\[
\frac{1}{L^2} \text{tr} \left[ \frac{1}{-\Box_E + V''(\phi_{cl})} \right] = \frac{1}{L^{d+1}} \int d^{d+1} x \sqrt{g} y^d \int \frac{d^d k}{(2\pi)^d} \frac{1}{(2\pi i)^d} \int d\lambda \frac{\lambda^2}{\lambda^2 + \nu^2} \left[ \lim_{y' \to y} \int ds \frac{e^{-k^2 s} e^{-\frac{y^2+y'^2}{4s}}}{2s} \frac{1}{2\pi i} \int_{\infty-i\pi}^{\infty+i\pi} dt \exp \left( \frac{yy'}{2s} \cosh(t) - \nu t \right) \right] \tag{2.18}
\]

which allows one to perform the contour integral over \( \lambda \) in the upper half plane. This leads to the trace being written as

\[
\frac{1}{L^{d+1}} \int d^{d+1} x \sqrt{g} y^d \int \frac{d^d k}{(2\pi)^d} \left[ \lim_{y' \to y} \int ds \frac{e^{-k^2 s} e^{-\frac{y^2+y'^2}{4s}}}{2s} \frac{1}{2\pi i} \int_{\infty-i\pi}^{\infty+i\pi} dt \exp \left( \frac{yy'}{2s} \cosh(t) - \nu t \right) \right] \tag{2.19}
\]

\[
= \frac{1}{L^{d+1}} \int d^{d+1} x \sqrt{g} y^d \int \frac{d^d k}{(2\pi)^d} \left[ \lim_{y' \to y} \int ds \frac{e^{-k^2 s} e^{-\frac{y^2+y'^2}{4s}}}{2s} I_\nu \left( \frac{yy'}{2s} \right) \right] \tag{2.20}
\]

\[
= \frac{1}{L^{d+1}} \int d^{d+1} x \sqrt{g} y^d \int \frac{d^d k}{(2\pi)^d} \left[ \lim_{y' \to y} I_\nu(ky) K_\nu(ky') \right] \tag{2.21}
\]

\[
= \frac{\psi_{d+1} \Gamma(d/2 + \nu) \Gamma(1/2 - d/2)}{L^{d+1} \Gamma(1 - d/2 + \nu) (4\pi)^{(d+1)/2}} \tag{2.22}
\]

The above expression was derived in [1, 2] and the corresponding effective actions have been studied in various works (see for example [1, 3, 8, 9, 28]). Equation \((2.22)\) gives the analytically continued result valid for \( d \geq 1 \) which is otherwise (ultraviolet) divergent for \( d \geq 1 \). Alternate approach such as the zeta-function regularization was used in [4, 7].

The integrals in \((2.19)\) and \((2.20)\) can also be performed separately, the results for both of which can be brought to the form \((2.22)\). This is shown in Appendix A. This exercise serves as a check for the various integral representations of the trace. The final form given by \((2.21)\) will be used in computation of the trace on thermal \( AdS \).

## 2.2 Thermal \( AdS \)

In this section we compute the one-loop partition function for scalar field theory in the thermal \( AdS \) background. The expression will be used to study the phases of scalar field theories in section 3.
As mentioned before the result that we obtain is well known in the literature. Here we give an alternate derivation of the finite temperature contribution using the spectral form of the trace. The computation is based on the method of images and uses the eigenfunctions already derived for the Euclidean space\(^\text{1}\). We begin by illustrating the method for thermal AdS\(_3\) and then generalize this for AdS\(_{d+1}\) for \(d\) even. We shall further see that the derivation generalizes to even dimensional AdS spaces.

### 2.2.1 Thermal AdS\(_3\)

Thermal AdS\(_3\) is the quotient space \(\mathbb{H}^3/\mathbb{Z}\) having the metric

\[
ds^2 = \frac{L^2}{y^2} \left( dy^2 + dz d\bar{z} \right)
\]

with the action of \(\gamma^n \in \mathbb{Z}\) on the coordinates as,

\[
\gamma^n(y, z) = (e^{-n\beta}y, e^{2\pi in\tau}z) \quad \text{where} \quad \tau = \frac{1}{2\pi} (\theta + i\beta)
\]

In terms of real coordinates \(z = x_1 + ix_2\), the action of the group element on the real coordinates \(\vec{x} = (x_1, x_2)\) can be written as,

\[
\gamma^n \vec{x} = \left( e^{-n\beta}(x_1 \cos n\theta - x_2 \sin n\theta), e^{-n\beta}(x_1 \sin n\theta + x_2 \cos n\theta) \right)
\]

Using the eigenfunctions \(\Psi_{\lambda, \vec{k}}(\vec{x}, y)\) that solve (2.8), we write down the following function that is invariant under the above action on the coordinates,

\[
\Phi_{\vec{k}, \lambda}(\vec{x}, y) = \frac{1}{N} \sum_{n=-\infty}^{\infty} (ke^{-n\beta}y) K_{i\lambda}(ke^{-n\beta}y)e^{-i\vec{k}.(\gamma^n \vec{x})}
\]

It is easier to perform the integrals over the full \(\mathbb{H}^3\) instead of the fundamental domain of \(\mathbb{H}^3/\mathbb{Z}\). This however results in the sum being divergent. The normalization \(N\) introduced in (2.26) regularizes the sum over \(n\) as explained further below.

Similar to that of the zero temperature, and setting \(L = 1\), we normalize \(\Phi_{\vec{k}, \lambda}(\vec{x}, y)\) as follows,

\[
\int d^3x \sqrt{g} \Phi_{\vec{k}, \lambda}(\vec{x}, y) \Phi_{\vec{k}', \lambda'}^*(\vec{x}, y)
\]

\(^1\)A similar method was used to compute entanglement entropy in AdS in [10],[11].
\[
Z = \frac{1}{N^2} \sum_{n,n'} \int d^3x \sqrt{g} \ (ke^{-n\beta}y)(k'e^{-n'\beta}y)K_{i\lambda}(ke^{-n\beta}y)K_{i\lambda'}(k'e^{-n'\beta}y)e^{-i\vec{k} \cdot (\gamma \eta \vec{x})} e^{i\vec{k}' \cdot (\gamma' \eta \vec{x})}
\]

\[
= \frac{1}{N^2} \sum_{n,n'} \int dy \ \frac{dy}{y} \ (ke^{-n\beta})(k'e^{-n'\beta})K_{i\lambda}(ke^{-n\beta}y)K_{i\lambda'}(k'e^{-n'\beta}y)(2\pi)^2 \delta^2(\gamma \eta \vec{k} - \gamma' \eta \vec{k}')
\]

\[
= \frac{1}{N^2} \sum_{n,n'} \int dy \ \frac{dy}{y} \ (ke^{-n\beta})(k'e^{-n'\beta})^2K_{i\lambda}(ke^{-n\beta}y)K_{i\lambda'}(ke^{-n'\beta}y)(2\pi)^2 \delta^2(\gamma \eta \vec{k} - \gamma' \eta \vec{k}')
\]

\[
= \frac{1}{N} \sum_n (ke^{-n\beta})^2(2\pi)^2 \delta^2(\gamma \eta \vec{k} - \gamma' \eta \vec{k}') \delta(\lambda - \lambda')/\mu(\lambda).
\]

In the third line of equation (2.27) we have integrated over \( \vec{x} \). The action of \( \gamma \) on \( \vec{k} \) is defined as,

\[
\gamma \vec{k} = \left( e^{-\beta}(k_1 \cos n \theta + k_2 \sin n \theta), e^{-\beta}(k_2 \cos n \theta - k_1 \sin n \theta) \right)
\]

so that \( |\gamma \vec{k}| = e^{-\beta}k \). In the second-last line we have used the identity (see Appendix B)

\[
\delta^2(\gamma \eta \vec{k} - \gamma' \eta \vec{k}') = e^{2n\beta} \delta^2(\gamma \eta \vec{k} - \gamma' \eta \vec{k}')
\]

(2.28)

In the last line we have used the fact that each value of \( n' \) gives the same series in \( n \). The sum over \( n' \) being divergent cancels a factor of \( N \) in the denominator. The divergence appears due to the infinite number of elements of the group \( \mathbb{Z} \) (as in limit \( N \to \infty \) of \( \mathbb{Z}N \)). We shall see that we reproduce a finite expression for one-loop partition function at non-zero temperature.

The final line of (2.27) implies that,

\[
\frac{1}{N} \sum_n \int \frac{d^2k}{(2\pi)^2} \frac{1}{k^2} \int d\lambda \ \mu(\lambda)(ke^{-n\beta})^2(2\pi)^2 \delta^2(\gamma \eta \vec{k} - \gamma' \eta \vec{k}') \delta(\lambda - \lambda')/\mu(\lambda) = 1
\]

(2.29)

We now compute the one-loop partition function. As in the zero temperature case, this is given by the first line of (2.11) with the difference that, \( \langle y, \vec{x} | \lambda, k \rangle = \Phi_{\vec{x},\lambda}(\vec{x}, y) \). Noting that

\[
\partial^2 e^{-i\vec{k} \cdot (\gamma \eta \vec{x})} = -|e^{-n\beta}k|^2 e^{-i\vec{k} \cdot (\gamma \eta \vec{x})}
\]

we see that \( \Phi_{\vec{x},\lambda}(\vec{x}, y) \) have the same eigenvalues \( \lambda \) as \( \Psi_{\vec{x},\lambda}(\vec{x}, y) \). We thus have

\[
\text{tr} \left[ \frac{1}{-\square + V'(\phi_{cl})} \right] \]

(2.30)

\[
= \frac{1}{N^2} \sum_{n,n'} \int d^3x \sqrt{g} \int \frac{d^2k}{(2\pi)^2} \int d\lambda \ \mu(\lambda)(e^{-n\beta}y)K_{i\lambda}(ke^{-n\beta}y)K_{i\lambda}(ke^{-n'\beta}y)e^{-i\vec{k} \cdot (\gamma \eta \vec{x})} e^{i\vec{k} \cdot (\gamma' \eta \vec{x})}
\]
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\[ \sum_{n,n'} \int dy \int \frac{d^2 k}{(2\pi)^2} \int d\lambda \frac{\mu(\lambda)}{\lambda^2 + \nu^2} e^{-(n+n')\beta} K_i(ke^{-(n-n')\beta} y)K_i(ky)(2\pi)^2 \delta^2(\gamma^n k - \gamma^{n'} k) \]

\[ \int dy \int \frac{d^2 k}{(2\pi)^2} \int d\lambda \frac{\mu(\lambda)}{\lambda^2 + \nu^2} K_i(ke^{-n\beta} y)K_i(ky)(2\pi)^2 \delta^2(\bar{k}) \]

The third line of the above equation is obtained by integrating over \( \bar{x} \) and re-scaling \( y \) for each term in the summation as \( y \rightarrow e^{n'\beta} y \). As before, each term in the summation over \( n' \) gives the same series in \( n \), thus canceling a factor of \( N \). Further, we have discarded the zero temperature \( n = 0 \) contribution which was computed earlier and used the delta function identity (see Appendix B)

\[ \delta^2(\gamma^n k - \gamma^{n'} k) = \frac{e^{2n'\beta}}{|1 - e^{2\pi i (n-n')\tau}|^2} \delta^2(k) \quad (2.31) \]

Next tracing the steps as in equations (2.16)-(2.21) and using the invariance of the expression under \( n \rightarrow -n \), the trace can be written as

\[ \frac{2}{N} \sum_{n=1}^{\infty} e^{-n\beta} \int dy \int \frac{d^2 k}{(2\pi)^2} K_\nu(ky)I_\nu(ke^{-n\beta} y)(2\pi)^2 \delta^2(k) \quad (2.32) \]

\[ \int dy \int \frac{d^2 k}{(2\pi)^2} e^{-\beta\nu} \frac{e^{-\beta\nu \nu}}{2\nu} \]

where we have used,

\[ K_\nu(ky)I_\nu(ke^{-n\beta} y) \xrightarrow{k \rightarrow 0} e^{-\beta\nu \nu} \frac{e^{-\beta\nu \nu}}{2\nu} + O(k^2) \quad (2.33) \]

Defining \( V''(\phi,\chi) = M^2 \), so that \( \nu = \sqrt{1 + M^2} \), the finite temperature contribution to the one-loop partition function \( Z^{(1)} \) is,

\[ \log Z^{(1)}_\tau = \frac{1}{2} \int_{M^2}^{\infty} \text{tr} \left[ \frac{1}{-\square_E + M^2} \right] dM^2 \quad (2.34) \]

\[ \int dy \int \frac{d^2 k}{(2\pi)^2} e^{-\beta\nu \nu} \]

\[ \int dy \int \frac{d^2 k}{(2\pi)^2} e^{-\beta\nu \nu} \]

The integral over \( y \) can be written as
\[
\int_0^\infty \frac{dy}{y} = \sum_{m=-\infty}^{\infty} \int_{e^{-m\beta}}^{e^{-(m+1)\beta}} \frac{dy}{y} = N\beta 
\]  

(2.37)

We note that \( \beta \) is the value of the \( y \) integral over the fundamental region \( e^{-\beta} \leq y \leq 1 \). Finally, the one-loop partition function is,

\[
\log Z^{(1)}_\tau = \sum_{n=1}^{\infty} \frac{1}{n} \frac{e^{-n\beta(1+\nu)}}{1 - e^{2\pi i n \tau}/2} 
\]  

(2.38)

This matches with the expression derived using other methods \[12\]-\[14\].

To make the method of images manifest consider the two-point function,

\[
\langle x \left| \left[ \frac{1}{-\Box_E + V''(\phi_{cl})} \right] \right| x' \rangle = \frac{1}{N^2} \sum_{n,n'} \int \frac{d^2 k}{(2\pi)^2} \int d\lambda \frac{\mu(\lambda)}{\lambda^2 + \nu^2} (e^{-n\beta y})(e^{-n'\beta y'})K_{i\lambda}(ke^{-n\beta y})K_{i\lambda}(ke^{-n'\beta y'})e^{-ik.\gamma y}e^{ik.\gamma y'}
\]

\[
= \frac{1}{N} \sum_n \int \frac{d^2 k}{(2\pi)^2} \int d\lambda \frac{\mu(\lambda)}{\lambda^2 + \nu^2} (y)(e^{-n\beta y})K_{i\lambda}(ky)K_{i\lambda}(ke^{-n\beta y'})e^{-ik.\gamma y}e^{ik.\gamma y'}
\]

\[
= \frac{1}{N} \sum_n G(x, \gamma^n x')
\]

Thus,

\[
\text{tr} \left[ \frac{1}{-\Box_E + V''(\phi_{cl})} \right] = \frac{1}{N} \sum_n \int_{\mathbb{H}^3} d^3 x \sqrt{g} G(x, \gamma^n x) = \sum_n \int_{\mathbb{H}^3/Z} d^3 x \sqrt{g} G(x, \gamma^n x) 
\]  

(2.40)

Following the steps below (2.39), each copy of the fundamental region gives the same answer. This cancels the normalization \( N \) in the denominator in the first line of (2.40).

Before ending this section we recall that the expression for \( Z^{(1)}_{(-1/\tau)} \) is also equal to the partition function for a rotating BTZ black hole with parameters \((\beta, \theta)\) \[18\]. This can be seen from the relation between the Poincaré coordinates \((x_1, x_2, y)\) and the Schwarzschild coordinates, \((\tau, r, \phi)\). Requiring \( \phi \) to be of periodicity \( 2\pi n \) results in the identification of \((x_1, x_2, y) \sim \gamma^n(x_1, x_2, y)\) with \( \tau \) replaced by \(-1/\tau\), where the action of \( \gamma^n \) is given in equation (2.25).

**2.2.2 Thermal AdS\(_{d+1}\)**

The generalization of the previous computation to that of higher odd dimensional spaces \((d\ even)\) is straightforward. We begin by writing down the metric

\[
\end{equation}

\]
\[ ds^2 = \frac{L^2}{y^2} \left( dy^2 + \sum_{i=1}^{d/2} dz_i dz_i \right) \] (2.41)

Corresponding to each \( z_i \) we associate an angular transformation \( \theta_i \). Thermal \( \text{AdS}_{d+1} \) is thus the quotient space with the action of \( \gamma_i^n \) as,

\[ \gamma_i^n(y, z) = (e^{-n\beta y}, e^{2\pi i n \tau_i} z_i) \quad \text{where} \quad \tau_i = \frac{1}{2\pi} (\theta_i + i\beta) \] (2.42)

Writing, real coordinates \( z_i = x_{i1} + ix_{i2} \), the action of each \( \gamma_i^n \) on the real coordinates \( \bar{x}_i = (x_{i1}, x_{i2}) \) can be written as in equation (2.25) with \( \theta_i \).

The scalar wave function invariant under the transformation (2.42) is,

\[ \Phi_{\vec{k}, \lambda}(\bar{x}, y) = \frac{1}{N} \sum_{n=-\infty}^{\infty} (ke^{-n\beta y})^{d/2} K_{i\lambda}(ke^{-n\beta y}) e^{-i\vec{k}_i(\gamma_i^n z_i)} \] (2.43)

The normalization works out as follows,

\[
\begin{align*}
\int d^{d+1}x \sqrt{g} \Phi_{\vec{k}, \lambda}(\bar{x}, y) \Phi^{*}_{\vec{k}', \lambda'}(\bar{x}, y) \\
= \frac{1}{N^2} \sum_{n,n'} \int d^{d+1}x \sqrt{g} (ke^{-n\beta y})^{d/2}(k'e^{-n'\beta y})^{d/2} K_{i\lambda}(ke^{-n\beta y}) K_{i\lambda'}(k'e^{-n'\beta y}) e^{-i\vec{k}_i(\gamma_i^n z_i)} e^{i\vec{k}'_{i'}(\gamma_i'^{n'} z_i)} \\
= \frac{1}{N} [\delta(\lambda - \lambda')/\mu(\lambda)] \prod_{n=1}^{d/2} (ke^{-n\beta y})^{2}(2\pi)^2 \delta^2(\gamma_i^n \vec{k}_i - \vec{k}'_{i'})
\end{align*}
\] (2.44)

Following the steps as in \( \text{AdS}_3 \), the trace thus takes the following form,

\[
\begin{align*}
\text{tr}\left[ \frac{1}{-\Box E + V''(\phi_{cl})} \right] \\
= \frac{1}{N^2} \sum_{n,n'} \int d^3x \sqrt{g} \int \frac{d\lambda}{\lambda^2 + \nu^2} \int \frac{d^dk}{(2\pi)^d} (e^{-n\beta y})^{d/2}(e^{-n'\beta y})^{d/2} K_{i\lambda}(ke^{-n\beta y}) K_{i\lambda'}(ke^{-n'\beta y}) e^{-i\vec{k}_i(\gamma_i^n z_i)} e^{i\vec{k}'_{i'}(\gamma_i'^{n'} z_i)} \\
= \frac{1}{N} \sum_{n \neq 0} \int \frac{dy}{y} \int \frac{d\lambda}{\lambda^2 + \nu^2} \int \frac{d^dk}{(2\pi)^d} K_{i\lambda}(ke^{-n\beta y}) K_{i\lambda}(ky) \prod_{i=1}^{d/2} \frac{e^{-n\beta y}}{1 - e^{2\pi i n \tau_i}^2} (2\pi)^2 \delta^2(\vec{k}_i) \\
= \frac{2}{N} \sum_{n=1}^{\infty} \int \frac{dy}{y} \int \frac{d^dk}{(2\pi)^d} K_{\nu}(ky) I_{\nu}(ke^{-n\beta y}) \prod_{i=1}^{d/2} \frac{e^{-n\beta y}}{1 - e^{2\pi i n \tau_i}^2} (2\pi)^2 \delta^2(\vec{k}_i)
\end{align*}
\] (2.45)
This gives the following expression for the partition function

$$\log Z = \sum_{n=1}^{\infty} e^{-n\beta \nu} \frac{d/2}{n} \prod_{i=1}^{\infty} \left| 1 - e^{2\pi in\tau_i} \right|^2$$

(2.47)

For $\theta_i = 0$ equation (2.47) reduces to

$$\log Z = \sum_{n=1}^{\infty} \frac{1}{n} e^{-n\beta (d/2 + \nu)}$$

(2.48)

In the case when $d$ is odd we write $z_i = x_{i1} + ix_{i2}$ as before, with $i = 1, \cdots (d - 1)/2$.

$$ds^2 = \frac{L^2}{y^2} \left( dy^2 + \sum_{i=1}^{(d-1)/2} dz_i d\bar{z}_i + dx_{i1}^2 \right)$$

(2.49)

$\gamma^n$ acts on the coordinates as

$$\gamma^n (y, z_i, x_d) = (e^{-n\beta} y, e^{2\pi in\tau_i} z_i, e^{-n\beta} x_d)$$

(2.50)

The $\gamma^n$ invariant solution now is,

$$\Phi_{k,\lambda} (\vec{x}, y) = \frac{1}{\mathcal{N}} \sum_{n=\infty}^{\infty} (ke^{-n\beta} y)^{d/2} K_{\lambda}(ke^{-n\beta} y)e^{-i\vec{k}_i \cdot (\gamma^n \vec{x}_i)} e^{-ik_d (e^{-n\beta} x_d)}$$

(2.51)

with the normalization,

$$\int d^{d+1} x \sqrt{g} \Phi_{k,\lambda}^* (\vec{x}, y) \Phi_{k,\lambda} (\vec{x}, y)$$

$$= \frac{1}{\mathcal{N}} \left[ \delta(\lambda - \lambda')/\mu(\lambda) \right] \sum_n (ke^{-n\beta}) (2\pi) \delta(e^{-n\beta} k_d - k'_d) \prod_{i=1}^{(d-1)/2} (ke^{-n\beta})^2 (2\pi)^2 \delta^2 (\gamma^n \vec{k}_i - \vec{k}'_i)$$

(2.52)

The partition function in this case is,

$$\log Z = \sum_{n=1}^{\infty} e^{-n\beta (1/2 + \nu)} \frac{(d-1)/2}{n} \prod_{i=1}^{\infty} \left| 1 - e^{2\pi in\tau_i} \right|^2$$

(2.53)
For $\theta_i = 0$, the odd $d$ case also leads to the expression (2.48) for the one-loop partition function, thus reproducing the result obtained in, for example [13,15,17,19]. As noted before the appearance of $\Delta_+ = d/2 + \nu$ in (2.47), (2.53) is due to the choice of our wave functions which are regular in the interior of $AdS$. The expressions are known to match with the CFT computations of the partition function dual to the scalar field.

3 Phases of scalar field theories

In this section we study the phases of scalar theories in thermal $AdS$. We first study the theory with a single scalar field and then the $O(N)$ vector model for finite $N$ and in the large $N$ limit. The main objective is to identify the regions in the parameter space ($m^2$, $\beta$) that gives various forms of the potential which correspond to the (un)broken symmetry phases. We do this numerically, setting $L = 1$.

Unlike the finite temperature contribution, the zero temperature contribution to the one-loop correction is proportional to $\text{Vol}(\mathbb{H}^{d+1}/\mathbb{Z})$ which is divergent. We thus need the regularized volume to proceed with the analysis. Volume regularization of Euclidean $AdS$ appeared in several contexts. We first review the method using a cutoff [20]-[22] here for $d = 1, 2, 3$.

To obtain the regularized volume one can use the Euclidean metric in global coordinates.

$$\text{Vol}(\mathbb{H}^2/\mathbb{Z}) = \int_0^\beta d\theta \int_0^{\rho_0} \sinh \rho \, d\rho$$

The volume with a cutoff for the radial coordinate at $\rho = \rho_0$, and for thermal $AdS$, taking the period of $\theta$ to be $\beta$,

$$\text{Vol}(\mathbb{H}^2/\mathbb{Z}) = \beta [\cosh(\rho_0) - 1] = \beta [\frac{1}{2} (e^{\rho_0} + e^{-\rho_0}) - 1] \rightarrow V_2 = -\beta$$

The $O(e^{\rho_0})$ are canceled by adding boundary counterterms at $\rho = \rho_0$. The resulting finite part is $V_2 = -\beta$.

Similarly,

$$\text{Vol}(\mathbb{H}^3/\mathbb{Z}) = \pi \beta [\cosh(2\rho_0) - 1] = \pi \beta [\frac{1}{2} (e^{2\rho_0} + e^{-2\rho_0}) - 1] \rightarrow V_3 = -\frac{\pi \beta}{2}$$
Finally,
\[ ds^2_{AdS_4} = d\rho^2 + \sinh^2 \rho \, d\Omega_3^2, \quad 0 < \rho < \infty \]  
(3.58)

\[
\text{Vol}(\mathbb{H}^4/Z) = \text{Vol}(\Omega_3) \frac{\beta}{2\pi} \int_0^{\rho_0} \sinh^3 \rho \, d\rho
\]
\[
= \pi \beta \left[ \frac{1}{3} \cosh^3(\rho_0) - \cosh(\rho_0) + \frac{2}{3} \right]
\]
\[
= \pi \beta \left[ \frac{1}{24} e^{3\rho_0} - \frac{3}{8} e^{-2\rho_0} + \frac{2}{3} + O(e^{-\rho_0}) \right] \rightarrow V_4 = \frac{2\pi \beta}{3}
\]  
(3.59)

Dimensional regularization was used in [23], [24]. The regulatized volume of \( \mathbb{H}^{d+1}/Z \) is given by
\[
V_{d+1} = \mathcal{V}(\mathbb{H}^{d+1})/\beta/(2\pi)
\]

We shall see that the sign of the regularized volume leads to qualitative differences between the phases of scalar theories, using the following perturbative analysis. The regularized volume for \( d = 2 \) (thermal \( AdS_3 \)) differ both in magnitude and in sign for the two methods while for \( d = 1,3 \) they are same. As mentioned in the introduction we could thus use any of the regularization schemes for the volume in our analysis of phases for \( AdS_3 \) each giving a different qualitative behavior. In the following we present the details for both the cases.

### 3.1 Single scalar

Consider the following Lagrangian for the \( \phi^4 \) theory
\[
\mathcal{L}_E = \frac{1}{2} (\partial_\mu \phi)^2 + \frac{1}{2} m^2 \phi^2 + \frac{\lambda}{4!} \phi^4
\]  
(3.61)

The effective potential for the \( \phi^4 \) at finite temperature can thus be written as
\[
V_{eff}(\phi) = V(\phi) - \frac{1}{V_{d+1}} \left[ \log Z^{(1)} + \log Z^{(1)}_T \right]
\]  
(3.62)

We shall consider the theory on \( AdS_3 \). Thus setting \( d = 2 \) in (2.22) gives
\[
\frac{1}{2} \text{tr} \left[ \frac{1}{-\Box_E + V''(\phi)} \right] = -\mathcal{V}_3 \frac{\sqrt{1 + M^2}}{8\pi}
\]  
(3.63)
\[\nu = \sqrt{1 + M^2} = \left[1 + \frac{\lambda}{2} \phi_c^2 + m^2\right]^{1/2}.\] (3.64)

\(\log Z^{(1)}\) is obtained from (3.63) after integrating over \(M^2\) as in equation (2.34). We discard an infinite constant arising from the integral on the RHS of (2.34). \(\log Z^{(1)}\) is given in equation (2.38).

We further set the angular potential \(\theta = 0\) and insert \(V_3 = -\beta \pi/2\) from (3.57). The phase plot corresponding to the positive renormalized volume as in (3.60) is given in the next section.

The complete expression for the one-loop corrected effective potential is,

\[V_{\text{eff}}(\phi_c) = \frac{1}{2} m^2 \phi_c^2 + \frac{\lambda}{4!} \phi_c^4 - \frac{\nu^3}{12\pi} + \frac{2}{\pi \beta} \sum_{n=1}^{\infty} \frac{e^{-\beta n(1+\nu)}}{n(1 - e^{-\beta m})^2}\] (3.65)

As a side remark, we note that the one-loop zero temperature contribution to the effective potential for \(AdS_3\) resulting from equation (2.22) is finite. Thus no counterterm is added in (3.65) and accordingly no renormalization condition is imposed. The mass \(m\), that appears in equation (3.65) is the renormalized mass. The same observation holds for the analysis on \(AdS_3\) in sections 3.2.1 and 3.3.1.

Figure 1: Phases and potentials for \(\lambda = 0.1\).
We are thus adopting the minimal subtraction scheme in writing down effective potentials for $AdS_3$. An alternate renormalization scheme used in the analysis on $AdS_2$ and $AdS_4$ in the later sections, utilizes the mass renormalization condition as in equations (3.69) and (3.82). The qualitative nature of the phase plots are expected to remain the same in both the schemes.

The saddle point equation from (3.65) is

$$0 = \frac{dV_{\text{eff}}}{d\phi_{cl}} = -\sum_{n=1}^{\infty} \frac{\lambda \phi_{cl} e^{-\beta n(1+\nu)}}{\pi \nu (1 - e^{-\beta n})^2} - \frac{\lambda \phi_{cl} \nu}{8\pi} + \frac{\lambda \phi_{cl}^3}{6} + m^2 \phi_{cl}.$$  (3.66)

Figure 1a shows the regions in the $\beta - m^2$ parameter space corresponding to the various forms of the potentials shown in Figures 1b and 1c. These regions are obtained numerically for $n = 100$. In the region $A$ the theory has only one minimum at $\phi_{cl} = 0$. The region $B$ corresponds to the theory having a minimum at $\phi_{cl} \neq 0$ and a maximum at $\phi_{cl} = 0$. On the boundary separating $A$ and $B$ both these extrema coincide and the line at zero temperature approaches a $m^2$ value which is a solution of $m^2 = \lambda/(8\pi)\sqrt{1 + m^2}$. Since the region $B$ is bounded below by the Breitenlohner-Freedman (BF) bound $m^2 = -1$ both the symmetry breaking $\phi_{cl} \neq 0$ and the symmetry preserving $\phi_{cl} = 0$ coexist, unlike the theory in flat space. The region $C$ is below the BF bound and hence unstable.2

We now consider the theory on $AdS_2$. The zero temperature trace (2.22) is divergent for $d = 1$. We thus expand

$$\frac{\mu^{-\epsilon}}{2V_{d+1}} \text{tr} \frac{1}{-\Box + M^2} = \frac{1}{4\pi \epsilon} + \frac{1}{8\pi} \left[-2\psi^{(0)} \left(\nu + \frac{1}{2}\right) - \gamma + \log(4\pi) - \log(\mu^2)\right] + \mathcal{O}(d - 1)$$  (3.67)

where $\gamma$ is the Euler-Mascheroni constant, $\psi^{(m)}(x) = d^{m+1} \log \Gamma(x)/dx^{m+1}$ is the Polygamma function, $\epsilon = 1 - d$ and $\mu$ is a parameter having mass dimension which is introduced as usual in dimensional regularization to compensate for the dimensions of the parameters. The divergence appears as a pole $1/\epsilon$ in the above expression.

The renormalized effective potential is obtained by including a counterterm so that

$$V_{\text{eff}}(\phi_{cl}) = \frac{1}{2} m^2 \phi_{cl}^2 + \frac{\lambda}{4!} \phi_{cl}^4 + M^2 \delta m^2 - \frac{1}{V_{d+1}} (\log Z^{(1)} + \log Z_r^{(1)}).$$  (3.68)

The counterterm $\delta m^2$ is obtained by imposing the following renormalization condition on zero temperature effective potential $V_{\text{eff}}^0$.

---

2The effective potential in the alternate scheme including a mass counterterm in (3.65) and imposing (3.69) gives $V_{\text{eff}}(\phi_{cl}) = \frac{1}{2} (m^2 + \frac{\lambda}{8\pi} \sqrt{1 + m^2}) \phi_{cl}^2 + \frac{\lambda}{4!} \phi_{cl}^4 - \frac{\nu^3}{12\beta} + \frac{\lambda}{\pi \beta} \sum_{n=1}^{\infty} \frac{e^{-\beta n(1+\nu)}}{n(1 - e^{-\beta})^2}$. The qualitative nature of the phase plot is same as that of Figure 1. The boundary separating regions $A$ and $B$ now asymptotes to $m^2 = 0$ at zero temperature.
\[
\frac{\partial^2}{\partial \phi_{cl}^2} V_{eff}^{0}(\phi_{cl})\big|_{\phi_{cl}=0} = m^2
\]  
(3.69)

where from \((3.68)\), \(V_{eff}^{0}\) is

\[
V_{eff}^{0} = \frac{1}{2} m^2 \phi_{cl}^2 + \frac{\lambda}{4!} \phi_{cl}^4 + M^2 \delta m^2 - \frac{\mu - \epsilon}{2V_{d+1}} \int_{M^2}^{\infty} \text{tr} \left[ \frac{1}{-\Box_E + M^2} \right] dM^2.
\]  
(3.70)

With \(M^2\) defined in \((3.64)\), this gives

\[
\delta m^2 = -\frac{\mu - \epsilon}{2V_{d+1}} \text{tr} \left[ \frac{1}{-\Box_E + M^2} \right]_{\phi_{cl}=0}
\]

\[
= -\frac{1}{4\pi \epsilon} - \frac{1}{8\pi} \left[ -2\psi^{(0)} \left( \nu + \frac{1}{2} \right) - \gamma + \log(4\pi) - \log(\mu^2) \right] + O(\epsilon).
\]  
(3.71)

The integral over \(M^2\) can be written as,

\[
= -\frac{1}{4\pi} \int_{0}^{M^2} dM^2 \left[ \psi^{(0)} \left( \nu + \frac{1}{2} \right) \right] + \text{infinite constant}.
\]  
(3.72)

We shall discard the infinite constant as before in our analysis. Next including the finite temperature contribution from \((2.48)\) and putting \(V_2 = -\beta\) from \((3.55)\), the effective potential at finite temperature becomes

\[
V_{eff}(\phi_{cl}) = \frac{1}{2} m^2 \phi_{cl}^2 + \frac{\lambda}{4!} \phi_{cl}^4 + \frac{1}{2} \int_{0}^{M^2} dM^2 \left[ \frac{1}{2\pi} \left( \psi^{(0)} \left( \sqrt{\frac{1}{4} + m^2 + \frac{1}{2}} \right) - \psi^{(0)} \left( \nu + \frac{1}{2} \right) \right) \right]
\]

\[
+ \frac{1}{\beta} \sum_{n=1}^{\infty} \frac{1}{n} \frac{e^{-n\beta \left( \sqrt{\frac{1}{4} + M^2} \right)}}{1 - e^{-n\beta}}
\]  
(3.73)

The phase diagram for the single scalar theory on \(AdS_2\) is similar to that of the theory on \(AdS_3\) (with negative renormalized volume) as shown in Figure 1a. The renormalization condition \((3.69)\) implies that on the boundary separating the regions \(A\) and \(B\), the \(m^2\) value approaches zero for large \(\beta\).

The symmetry breaking phase persists at high temperatures for large enough positive mass values, unlike that in the flat space where the symmetry is restored for this model at high temperatures. Symmetry restoration in flat space however does not occur for all models, see for example \[25\]. In a recent work \[26\] the authors have addressed this issue.
3.2 \(O(N)\) vector model

The Lagrangian for the \(O(N)\) vector model is given by

\[
\mathcal{L}_E = \frac{1}{2} (\partial_\mu \phi^i)^2 + \frac{1}{2} m^2 (\phi^i)^2 + \frac{\lambda}{4} \left( (\phi^i)^2 \right)^2 \quad \text{where} \quad i = 1, \ldots, N .
\]

(3.74)

Expanding about the classical field as \(\phi^i = \phi^i_{cl} + \eta^i\) and setting \(\phi^i_{cl} = (0,0,\ldots,0,\phi_{cl})\), gives a modified Klein-Gordon operator \([-\Box_E + M^2_i]\) with

\[
M^2_i = \begin{cases} 
\lambda \phi^2_{cl} + m^2, & \text{for } \eta^1 \cdots \eta^{N-1} \\
3\lambda \phi^2_{cl} + m^2, & \text{for } \eta^N
\end{cases}
\]

(3.75)

The effective potential thus becomes

\[
V_{\text{eff}}(\phi_{cl}) = V(\phi_{cl}) + \frac{1}{2V_{d+1}} \left[ (N-1) \text{tr} \log[-\Box_E + M^2_1] + \text{tr} \log[-\Box_E + M^2_2] \right]
\]

(3.76)

The modification here from that of the flat-space case \([27]\) is encoded in the traces.

3.2.1 \(AdS_{2,3}\)

Similar to the case of the single scalar theory, where the trace is given by \((3.63)\), the leading contribution to the effective potential for the \(O(N)\) vector model including the expression for the partition function \((2.38)\) can be written for \(AdS_2\) and \(AdS_3\). Here we give the relevant expressions for \(AdS_3\).

\[
V_{\text{eff}}(\phi_{cl}) = \frac{1}{2} m^2 \phi^2_{cl} + \frac{\lambda}{4} \phi^4_{cl} - \frac{1}{12\pi} \left[ (N-1) \nu(M^2_1)^3 + \nu(M^2_2)^3 \right] - \frac{(N-1)}{\nu_3} \sum_{n=1}^{\infty} \frac{1}{n} \frac{e^{-n\beta(1+\nu(M^2_1))}}{|1 - e^{2\pi i n\tau}|^2} - \frac{1}{\nu_3} \sum_{n=1}^{\infty} \frac{1}{n} \frac{e^{-n\beta(1+\nu(M^2_2))}}{|1 - e^{2\pi i n\tau}|^2}
\]

(3.77)

where \(\nu(M^2_i) = \sqrt{1 + M^2_i}\). Extremizing the potential gives,

\[
0 = \frac{\partial V}{\partial \phi_{cl}} = \lambda \phi^3_{cl} + m^2 \phi_{cl} - \frac{(N-1) \lambda \phi_{cl} \nu(M^2_1)}{4\pi} - \frac{3\lambda \phi_{cl} \nu(M^2_2)}{4\pi} + \sum_{n=1}^{\infty} \frac{\beta(N-1) \lambda \phi_{cl} e^{-\beta n(1+\nu(M^2_1))}}{\nu_3 (1 - e^{-\beta n})^2 \nu(M^2_1)} - \sum_{n=1}^{\infty} \frac{3\beta \lambda \phi_{cl} e^{-\beta n(1+\nu(M^2_2))}}{\nu_3 (1 - e^{-\beta n})^2 \nu(M^2_2)}
\]

(3.78)

where the angular potential has been set as \(\theta = 0\). The \(\beta - m^2\) phase plots for \(AdS_2\) and \(AdS_3\) with negative renormalized volume are qualitatively similar to that in Figure 1a. Unlike flat space, in two
dimensions the symmetry broken phase exists for $AdS_2$. This was noted for the large $N$ vector model in [28, 29] which we shall study in section 3.3.2. As already seen for the single scalar theory discussed above, another contrasting feature from that of flat space is that, one gets a broken symmetry phase at high temperatures.

For the positive regularized volume of thermal $AdS_3$ as in (3.60) the phase plot is given in Figure 2. On the boundary separating $A$ and $B$, two extrema at $\phi_{cl} = 0$ coincide. The contours for the minima of the potential that appear for various values $\phi_{cl}$ intersect in region $C$ which gives rise to the existence of an additional extremum as compared to the previous cases. The effective mass-squared being above the BF bound all the phases coexist in region $C$. The preferred symmetric phase at $\phi_{cl} = 0$ gives way to the broken symmetry phase as $\beta$ is increased. Thus unlike the previous case of negative renormalized volume, at high temperatures we see that the symmetry is restored. In region $A$ the broken symmetry phase is always preferred. For $N = 1$ the phase plot is qualitatively similar as described above.

Figure 2: Phases and potentials for $\lambda = 0.1$, $N = 2$ and $n = 100$. The potential plots are shown for regions $A$, $B$ and $C$. 
Expanding the expression for the trace at zero temperature around \(d = 3\) and substituting \(L = 1\), gives

\[
\frac{\mu^{-\epsilon}}{V_{d+1}} - \frac{1}{-\Box + M_i^2} = \frac{(2 + M_i^2)}{16\pi^2} \left[ -\frac{2}{\epsilon} - 1 + \gamma - \log(4\pi) + \psi^{(0)} \left( \nu(M_i^2) - \frac{1}{2} \right) + \psi^{(0)} \left( \nu(M_i^2) + \frac{3}{2} \right) + \log(\mu^2) \right] \tag{3.79}
\]

where \(\nu(M_i^2) = \sqrt{9/4 + M_i^2}\) and \(\epsilon = 3 - d\). The effective potential is renormalized by adding counterterms corresponding to \(m^2\) and \(\lambda\) so that,

\[
V_{\text{eff}}^0(\phi_{\text{cl}}) = \frac{1}{2} m^2 \phi_{\text{cl}}^2 + \frac{\lambda}{4} \phi_{\text{cl}}^4 - \frac{1}{V_{d+1}} (\log Z^{(1)} + \log Z_{\beta}^{(1)}) + \frac{\delta m^2}{2} \phi_{\text{cl}}^2 + \frac{\delta \lambda}{4} \phi_{\text{cl}}^4 \tag{3.80}
\]

where the zero temperature contribution is,

\[
\frac{-1}{V_{d+1}} \log Z^{(1)} = \frac{\lambda}{2V_{d+1}} \int_0^{\phi_{\text{cl}}^2} \left[ (N - 1) \frac{1}{-\Box + M_1^2} + 3 \frac{1}{-\Box + M_2^2} \right] d\phi_{\text{cl}}^2. \tag{3.81}
\]

To renormalize we set the following renormalization conditions (at zero temperature),

\[
\frac{\partial}{\partial \phi_{\text{cl}}^2} V_{\text{eff}}^0(\phi_{\text{cl}}) \bigg|_{\phi_{\text{cl}} = 0} = \frac{m^2}{2} \quad \frac{\partial^2}{\partial (\phi_{\text{cl}}^2)^2} V_{\text{eff}}^0(\phi_{\text{cl}}) \bigg|_{\phi_{\text{cl}} = 0} = \frac{\lambda}{2} \tag{3.82}
\]

which give

\[
\delta m^2 = -\lambda(N + 2) \frac{\mu^{-\epsilon}}{V_{d+1}} \frac{1}{-\Box + m^2} \quad \text{and} \quad \delta \lambda = -\lambda^2 (N + 8) \frac{\mu^{-\epsilon}}{V_{d+1}} \frac{1}{\partial m^2} \frac{1}{-\Box + m^2} \tag{3.83}
\]

The renormalized effective potential at zero temperature, removing (an infinite) constant is thus

\[
V_{\text{eff}}(\phi_{\text{cl}}) = \frac{1}{2} m^2 \phi_{\text{cl}}^2 + \frac{\lambda}{4} \phi_{\text{cl}}^4 + \frac{\lambda}{2V_{d+1}} \int_0^{\phi_{\text{cl}}^2} \left[ (N - 1) \frac{1}{-\Box + M_1^2} + 3 \frac{1}{-\Box + M_2^2} \right] \phi_{\text{cl}}^2 \tag{3.84}
\]

where

\[
\frac{1}{V_{d+1}} \left[ (N - 1) \frac{1}{-\Box + M_1^2} + 3 \frac{1}{-\Box + M_2^2} \right] \text{ren}
\]
\[ (N - 1) \frac{(2 + M_2^2)}{16 \pi^2} \left[ \psi^{(0)} \left( \nu (M_2^2) - \frac{1}{2} \right) + \psi^{(0)} \left( \nu (M_1^2) + \frac{3}{2} \right) - \psi^{(0)} \left( \nu (m^2) - \frac{1}{2} \right) - \psi^{(0)} \left( \nu (m^2) + \frac{3}{2} \right) \right] \\
+ 3 \frac{(2 + M_2^2)}{16 \pi^2} \left[ \psi^{(0)} \left( \nu (M_2^2) - \frac{1}{2} \right) + \psi^{(0)} \left( \nu (M_2^2) + \frac{3}{2} \right) - \psi^{(0)} \left( \nu (m^2) - \frac{1}{2} \right) - \psi^{(0)} \left( \nu (m^2) + \frac{3}{2} \right) \right] \] (3.85)

Including the finite temperature contribution and extremizing the potential,

\[ 0 = \frac{\partial V}{\partial \phi_{cl}} = \lambda \phi_{cl}^3 + m^2 \phi_{cl} + \frac{\lambda \phi_{cl}}{V_{d+1}} \left[ (N - 1) \text{tr} \frac{1}{-\Box + M_1^2} + 3 \text{tr} \frac{1}{-\Box + M_2^2} \right]_{\text{ren}} \]

\[ - \frac{(N + 8) \lambda^2 (2 + m^2)}{32 \pi^2} \frac{\psi^{(1)} \left( \nu (m^2) - \frac{1}{2} \right) + \psi^{(1)} \left( \nu (m^2) + \frac{3}{2} \right)}{\nu (m^2)} \phi_{cl}^3 \\
+ \sum_{n=1}^{\infty} \frac{3(N - 1) \lambda \phi_{cl} e^{-\beta n (3/2 + \nu (M_1^2))}}{2 \pi (1 - e^{-\beta n})^3 \nu (M_1^2)} + \sum_{n=1}^{\infty} \frac{9 \lambda \phi_{cl} e^{-\beta n (3/2 + \nu (M_2^2))}}{2 \pi (1 - e^{-\beta n})^3 \nu (M_2^2)} \] (3.86)

Figure 3: Phases and potentials for \( \lambda = 0.1, N = 2 \) and \( n = 20 \). The potential plots are shown for regions \( A, B \) and \( C \).

The phase plot (Figure 3) in this case is qualitatively different from that of \( AdS_2 \) and \( AdS_3 \) with negative renormalized volume but similar to that of \( AdS_3 \) with positive renormalized volume. Figure 3 shows the phase plots and the potentials corresponding to the various regions for \( \lambda = 0.1 \) and \( N = 2 \).
3.3 Large $N$

We begin with some basics using the notation as in [28]. The Lagrangian for the $O(N)$ vector model is given by (3.74).

For organizing the perturbation theory in $1/N$ one re-scales the coupling $\lambda \rightarrow \lambda/N$ and introduces an auxiliary field $\sigma$ so that the Lagrangian is

$$
\mathcal{L} = \frac{1}{2} \left( \partial_{\mu} \phi^i \right)^2 + \frac{m^2}{2} (\phi^i)^2 - \frac{1}{2\lambda} \sigma^2 + \frac{1}{\sqrt{N}} \sigma (\phi^i)^2
$$

(3.87)

Expanding the fields as $\phi^i(x) = \sqrt{N} \phi^i_{cl} + \delta \phi^i(x)$ and $\sigma(x) = \sqrt{N} \sigma_{cl} + \delta \sigma(x)$, and then performing the integral over the fluctuations $\delta \phi^i(x)$ one gets the following effective potential to the leading order in $1/N$.

$$
V_{\text{eff}}(\phi_{cl}^i, \sigma_{cl}) = N \left[ \frac{M^2}{2} (\phi_{cl}^i)^2 - \frac{(M^2 - m^2)^2}{8 \lambda} + \frac{1}{2} \text{tr} \log (-\Box_E + M^2) \right]
$$

(3.88)

where $M^2 = m^2 + 2 \sigma_{cl}$. Writing the trace in the above equation by separating the contributions from the zero and finite temperature,

$$
V_{\text{eff}}(\phi_{cl}^i, \sigma_{cl}) = N \left[ \frac{M^2}{2} (\phi_{cl}^i)^2 - \frac{(M^2 - m^2)^2}{8 \lambda} - \frac{1}{V_{d+1}} \left( \log Z^{(1)} + \log Z^{(1)}_{\tau} \right) \right].
$$

(3.89)

In the following subsections we shall study the phases in various dimensions.

3.3.1 AdS$_3$

As in the case of the single scalar theory, with the trace given by (3.63), the leading contribution to the effective potential for the large $N$ theory at zero temperature, after removing an infinite constant is,

$$
\frac{V_{\text{eff}}^{0}(M^2, \phi_{cl})}{N} = -\frac{(M^2 - m^2)^2}{8 \lambda} + \frac{1}{2} (\phi_{cl}^i)^2 M^2 - \frac{(1 + M^2)^{\frac{3}{2}}}{12 \pi}
$$

(3.90)

Including the expression for the partition function (2.38),

$$
\frac{V_{\text{eff}}(M^2, \phi_{cl})}{N} = -\frac{(M^2 - m^2)^2}{8 \lambda} + \frac{1}{2} (\phi_{cl}^i)^2 M^2 - \frac{(1 + M^2)^{\frac{3}{2}}}{12 \pi} - \frac{1}{V_{d+1}} \sum_{n=1}^{\infty} \frac{1}{n} \frac{e^{-n \beta (1 + \sqrt{1 + M^2})}}{|1 - e^{2\pi i n \tau}|^2}
$$

(3.91)

The saddle point equation is

$$
0 = \frac{1}{N} \frac{\partial V_{\text{eff}}}{\partial M^2} = \frac{m^2 - M^2}{4 \lambda} + \frac{(\phi_{cl}^i)^2}{2} - \frac{\sqrt{1 + M^2}}{8 \pi} + \frac{1}{V_{d+1}} \sum_{n=1}^{\infty} \frac{\beta e^{-n \beta (1 + \sqrt{1 + M^2})}}{2 |1 - e^{2\pi i n \tau}|^2 \sqrt{1 + M^2}}
$$

(3.92)
We first consider the case when the regularized volume is negative \((3.57)\). The above equation can be solved numerically by restricting the sum to the first few values of \(n\). In the following we have done the analysis for \(n = 10\) which gives quite good convergence. Relevant plots are shown in figures 4 and 5.

![Figure 4](image1)

(a) Effective potentials corresponding to the two roots of the saddle point equation for \(\lambda = 1, m^2 = -0.8\), \(\beta = 1\) and \(n = 10\).

(b) \(M^2 = 0\) plots for values of \(\beta\) in the range \([1, 2]\) on the \(m^2|\phi_{cl}(\text{min})|\) plane.

Figure 4: Bounded/unbounded effective potentials and \(M^2 = 0\) plots for \(AdS_3\) with negative renormalized volume.
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(a) Phases on the \(\beta - m^2\) plane.

(b) Roots of the saddle point equation, \(m^2 = -0.8\), \(\beta = 1\), \(n = 10\) and different values of \(\phi_{cl}\).

Figure 5: Phases and roots of saddle point equation for \(AdS_3\) with negative renormalized volume.
There are two roots for $M^2$ from the saddle point equation (3.92), one moves towards $M^2 = -1$ and the other away in the positive direction as $\phi_{cl}$ is increased. This behaviour of the roots of the saddle point equation is depicted in Figure 5b.

It is observed from the expression for the effective potential, that corresponding to the root of $M^2$ from the saddle point equation that goes to $-1$, the value of $V_{eff}$ becomes unbounded below as $\phi_{cl}$ is increased. On this physical ground we can discard the left-hand-side root where $M^2$ goes to $-1$. Effective potentials corresponding to these two roots are shown in Figure 4a.

We summarize the nature of the potentials in this theory for various values of the parameters. Figure 5a shows the phases of the theory in the $\beta - m^2$ plane. (i) $A$: Minimum only at $|\phi_{cl}| = 0$ (ii) $B$: Maximum at $|\phi_{cl}| = 0$ and a minimum at $|\phi_{cl}| \neq 0$. Figure 4b shows the values of $|\phi_{cl}(\text{min})|$ versus $m^2$ for various $\beta$. Each contour satisfies $M^2 = 0$. The inner and outer contours are for $\beta = 2$ and $\beta = 1$ respectively. The region $B$ shrinks for small values of $\beta$ (high temperature) and expands to a width given by $-1 < m^2 \leq \lambda/(2\pi)$ at zero temperature. The upper limit is obtained from the saddle point equation (3.92) at zero temperature by putting $M^2 = |\phi_{cl}| = 0$. The limiting value of $m^2$ can be obtained as follows. The RHS of the saddle point equation (3.92) at zero temperature is a monotonically decreasing function of $M^2$ which ends when $M^2 = -(d/2)^2$. Real roots of $M^2$ will exist as long as the value of the function at the endpoint is positive. Since the term containing $m^2$ in (3.92) is independent of $M^2$, the limiting value of $m^2$ can be obtained by putting $M^2 = -(d/2)^2$ in the saddle point equation. Since $m^2 \geq -1$ is above the BF bound, both the symmetry breaking and the symmetry preserving phases coexist in this region. (iii) $C$: Only the $|\phi_{cl}| \neq 0$ minimum exists. The effective potential plots end when there exists no solution for the saddle point equation. This may be seen graphically in the Figure 5a. There exist solutions of the saddle point equation only beyond a certain value of $|\phi_{cl}|$. (iv) $D$: There appears to be no ground state accessible by the present analysis. In this region too the there is no solution to the saddle point equation below a certain value of $|\phi_{cl}|$ satisfying the extremum condition $\partial V_{eff}/\partial |\phi_{cl}| = |\phi_{cl}|M^2 = 0$. Plots corresponding to various $m^2$ and $\beta$ values are shown in Figure 6.

We now discuss some of the details of the numerics. The boundary separating the phases $A$ and $B$ is the contour on which the two extrema coincide, requiring $\partial^2 V_{eff}/\partial |\phi_{cl}|^2 = M^2 = 0$. Numerically this is given by the contour $M^2 = 0$ root of the saddle point equation (3.92) for $|\phi_{cl}| = 0$. The phase boundary between $B$ and $C$ and also $A$ and $D$ is the contour for $|\phi_{cl}| = 0$ below which there is no real solution for $M^2$ from the saddle point equation. From the concave nature of the plot of the RHS of the saddle point equation Figure 5b, the boundary values of $(\beta, m^2)$ corresponding to the limiting condition for existence of real $M^2$ solutions is obtained when the curve is tangential to the $M^2$ axis i.e.
Figure 6: Representative plots of the potential corresponding to the regions in Figure 5a for \( \lambda = 1 \).

(a) Phases on the \( \beta - m^2 \) plane.

(b) Roots of the saddle point equation, \( m^2 = -0.5, \beta = 1 \), \( n = 10 \) and different values of \( \phi_{cl} \).

Figure 7: Phases and roots of saddle point equation for \( AdS_3 \) with positive renormalized volume.
\[
\frac{\partial}{\partial M^2} \left[ \frac{m^2 - M^2}{4\lambda} - \frac{\sqrt{1 + M^2}}{8\pi} - \frac{1}{\pi} \sum_{n=1}^{\infty} e^{-n\beta(1+\sqrt{1+M^2})} \right] = 0 \quad (3.93)
\]

The boundary separating \(C\) and \(D\) is the contour on the left of which \(M^2 = 0\) solution ceases to exist. From the saddle point equation (3.92) it can be seen that this condition depends only on \(\beta\). The boundary value of \(\beta\) can be obtained from (3.93) by setting \(M^2 = 0\). For \(\theta = 0\), this limiting value is \(\beta_l = 0.745\).

Let us now consider the case when the regularized volume is positive (3.60). Relevant plots are shown in figure 7. The phase plot is given in Figure 7a. Unlike the previous analysis where the renormalized volume was negative, here the saddle point equation has a solution for all values of \(\phi_{cl}, m^2\) and \(\beta\). This is because the RHS of the saddle point equation (3.92) as shown in Figure 7b is monotonically decreasing and the plot asymptotes to positive infinity for \(M^2 = -1\). The corresponding \(C\) and \(D\) regions of Figure 5a are thus absent here. The phase plot is simpler and only has two regions corresponding to the sign of the second derivative of \(V_{eff}\) with respect to \(\phi_{cl}\) (which is \(M^2\)) at \(\phi_{cl} = 0\).

### 3.3.2 AdS\(_2\)

The zero temperature (Euclidean AdS\(_2\)) contribution to the trace can be obtained from (2.22). Since the trace is divergent we expand about \(d = 1\) as in (3.67). To renormalize the effective potential we include a mass counterterm so that

\[
\frac{V_{eff}(\phi_{cl}^i, \sigma_{cl})}{N} = -\frac{(M^2 - m^2)^2}{8\lambda} + \frac{M^2}{2}(\phi_{cl}^i)^2 + M^2\delta m^2 \frac{4\lambda}{2} - \frac{1}{V_{d+1}} (\log Z^{(1)} + \log Z^{(1)}_{r}). \quad (3.94)
\]

and define the renormalized mass as

\[
\frac{1}{N} \frac{\partial}{\partial M^2} V_{eff}^0(\phi_{cl}^i, \sigma_{cl}) \bigg|_{M^2 = \phi_{cl}^i = 0} = \frac{m^2}{4\lambda}. \quad (3.95)
\]

where \(V_{eff}^0\) in this equation is for zero temperature. This renormalization condition gives

\[
\frac{\delta m^2}{4\lambda} = -\frac{\mu - \epsilon}{2V_{d+1}} \text{tr} \left[ \frac{1}{-\Box_E} \right] = -\frac{1}{4\pi\epsilon} - \frac{1}{8\pi} [\gamma + \log(4\pi) - \log(\mu^2)] + O(\epsilon) \quad (3.96)
\]
(a) Phases in AdS$_2$ on the $\beta - m^2$ plane. 

(b) $M^2 = 0$ plots for values of $\beta$ in the range $[2.8, 5.3]$ on the $m^2$-$|\phi_d(\text{min})|$ plane.

Figure 8: Phases and $M^2 = 0$ plots for AdS$_2$.

A: $m^2 = 1.1$, $\beta = 3.5$

B: $m^2 = -0.1$, $\beta = 4.7$

C: $m^2 = -0.3$, $\beta = 3.0$

D: $m^2 = -0.4$, $\beta = 1.2$

Figure 9: Representative plots of the potential corresponding to the regions in Figure 8a for $\lambda = 0.5$. 
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Inserting the finite temperature contribution from (2.48), $V_2 = -\beta$ from (3.55) and after removing an infinite constant, the effective potential at finite temperature becomes

\[
\frac{V_{\text{eff}}}{N} = -\frac{(M^2 - m^2)^2}{8\lambda} + \frac{1}{2} M^2 (\phi_{cl}^i)^2 - \frac{1}{4\pi} \int_0^M dM^2 \left[ \psi^{(0)} \left( \nu + \frac{1}{2} \right) + \gamma \right]
+ \frac{1}{\beta} \sum_{n=1}^{\infty} \frac{1}{n} e^{-n\beta} \left( \frac{1}{4} + M^2 \right) \frac{1}{1 - e^{-n\beta}} \tag{3.97}
\]

and the saddle point equation is

\[
0 = \frac{1}{N} \frac{\partial V}{\partial M^2} = m^2 - M^2 \frac{(\phi_{cl}^i)^2}{4\lambda} - \frac{1}{4\pi} \psi^{(0)} \left( \frac{1}{2} + \sqrt{\frac{1}{4} + M^2} \right) - \frac{\gamma}{4\pi}
- \frac{1}{2} \sum_{n=1}^{\infty} e^{-n\beta} \frac{1}{1 - e^{-n\beta}} \left( \frac{1}{4} + M^2 \right) \tag{3.98}
\]

The relevant plots are shown in figure 8. The phase plot for the theory on $AdS_2$, Figure 8a is similar to that of $AdS_3$ with negative regularized volume (Figure 5a). Here too there are four regions marked $A-D$ corresponding to the existence of the extrema. The phase boundaries are obtained numerically (for $n = 10$) using similar observations as in section 3.3.1. The coexistence region asymptotes to $-(1/4 + \lambda/\pi \log 4) < m^2 \leq 0$ at zero temperature.

The upper limit is determined from the saddle point equation (3.98) by inserting $|\phi_{cl}| = M^2 = 0$ and the lower limit is obtained by requiring that real solution of $M^2$ exists for $|\phi_{cl}| = 0$ in (3.98). Contour plots for $M^2 = 0$ on the $m^2 - |\phi_{cl} (\min)|$ plane for various values of $\beta$ are shown in Figure 8b. The limiting value $\beta_l$ below which there is no solution to the saddle point equation corresponding to an extremum is 2.178 ($\lambda = 0.5$). The existence of the symmetry breaking phase in this theory as noted in [29], in two-dimensional $AdS$ space unlike that in flat-space is not a large $N$ phenomenon, but is due to the curvature of the background $AdS$ space. The long-range two-point correlator for the fields in the symmetry broken phase remain finite even for finite $N$. Plots of potentials corresponding to various regions $A-D$ are shown in Figure 9.

### 3.3.3 $AdS_4$

Expanding the expression for the trace at zero temperature as (3.79) and adding counterterms corresponding to $m^2$ and $\lambda$,

\[
\frac{V_{\text{eff}}(\phi_{cl}, \sigma_{cl})}{N} = -\frac{(M^2 - m^2)^2}{8\lambda} + \frac{M^2}{2} (\phi_{cl}^i)^2 - \frac{1}{V_{d+1}} (\log Z^{(1)} + \log Z_{\beta}^{(1)})
\]
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\[ \frac{\delta m^2}{4 \lambda} = -\frac{\mu^2}{2 \nu_{d+1}} \text{tr} \left[ \frac{1}{-\Box_E} \right] = \frac{1}{8 \pi^2 \epsilon} + \frac{1}{16 \pi^2} \left[ \gamma + \log(4\pi) - \frac{1}{2} - \log(\mu^2) \right] + \mathcal{O}(\epsilon) \]

\[ \delta \left( \frac{1}{4 \lambda} \right) = \frac{\mu^2}{2 \nu_{d+1}} \frac{\partial}{\partial M^2} \text{tr} \left[ \frac{1}{-\Box_E + M^2} \right]_{M^2 = 0} \]

\[ = -\frac{1}{16 \pi^2 \epsilon} - \frac{32}{32 \pi^2} \left[ \gamma + \log(4\pi) - \frac{1}{2} - \log(\mu^2) \right] + \frac{1}{48 \pi^2} [\psi^{(1)}(1) + \psi^{(1)}(3)] + \mathcal{O}(\epsilon) \]

We can now write down the renormalized effective potential at zero temperature,

\[ \frac{V(M^2, \phi^i_{cl})}{N} = -\frac{(M^2 - m^2)^2}{8 \lambda} + \frac{1}{2} M^2 (\phi^i_{cl})^2 + \frac{1}{2} \int_0^{M^2} dM^2 \text{tr} \left[ \frac{1}{-\Box_E + M^2} \right]_{\text{ren}} \]

\[ - \frac{M^4}{96 \pi^2} [\psi^{(1)}(1) + \psi^{(1)}(3)] \]

where,

\[ \text{tr} \left[ \frac{1}{-\Box_E + M^2} \right]_{\text{ren}} = \frac{(2 + M^2)}{16 \pi^2} \left[ \psi^{(0)} \left( \nu - \frac{1}{2} \right) + \psi^{(0)} \left( \nu + \frac{3}{2} \right) + 2\gamma - \frac{3}{2} \right]. \]

The finite temperature effective potential can be written by including the partition function for thermal AdS\(_4\) from (2.48) with the regularized volume obtained from (3.59) which is \( V_4 = 2\pi \beta / 3 \).

The saddle point equation is

\[ 0 = \frac{1}{N} \frac{\partial V}{\partial M^2} = \frac{m^2 - M^2}{4 \lambda} + \frac{(\phi^i_{cl})^2}{2} + \frac{(2 + M^2)}{32 \pi^2} \left[ \psi^{(0)} \left( \nu - \frac{1}{2} \right) + \psi^{(0)} \left( \nu + \frac{3}{2} \right) + 2\gamma - \frac{3}{2} \right] \]
\[- \frac{M^2}{48\pi^2} \left[ \psi^{(1)}(1) + \psi^{(1)}(3) \right] + \frac{3}{4\pi} \sum_{n=1}^{\infty} \frac{e^{-n\beta(\frac{3}{2} + \sqrt{\frac{9}{4} + M^2})}}{1 - e^{-n\beta}|\beta|\sqrt{\frac{9}{4} + M^2}} \]

\[ (3.106) \]

The zero temperature contribution to the RHS of the saddle point equation (3.106) is not a monotonic function but is convex unlike that of the previous $AdS_2$ and $AdS_3$ cases. The relevant plots are shown in figure 10. Looking at the large $M$ behavior of the RHS, we note that the curve starts rising when $\log(M) \sim (8\pi^2)/\lambda$. This is why we need to choose a large value of $\lambda$ for the numerics which we fix to be $\lambda = 70$. The convex nature of the RHS of saddle point equation (3.106) persists for finite temperature (see Figure 10b). Further, since the coefficient of the term containing $|\phi_{cl}|$ is independent of $M$, there is no solution to the saddle point equation beyond a certain value of $|\phi_{cl}|$. The potential plots end beyond this value. This is unlike the previous concave nature where the potential plots end at lower values of $|\phi_{cl}|$. There is thus no physical ground on which we may concentrate on one of the roots.

We thus summarize the nature of the potentials in this theory corresponding to both the roots of the saddle point equation for various values of the parameters.

(i) The phases are shown in Figure 10a. There is no solution to the saddle point equation in region $C$ and the two roots as shown in Figure 10b coincide on the boundary separating regions $B$ and $C$.

(ii) The second derivative of the potential (3.104) with respect to $|\phi_{cl}|$ is $M^2$. Thus the sign of the root

\[ N \frac{d^2 V_{eff}}{d M^2} \]

Figure 10: Phases and roots of saddle point equation for $AdS_4$. 

We thus summarize the nature of the potentials in this theory corresponding to both the roots of the saddle point equation for various values of the parameters.
of the saddle point equation determines the nature of extremum (maximum or minimum). We find that for $|\phi_{cl}| = 0$ the right root (as in Figure 10b) is always positive and the corresponding potential is stable at $|\phi_{cl}| = 0$ both in regions A and B.

(iii) The left root of the saddle point equation gives a maximum at $|\phi_{cl}| = 0$ and a minimum $|\phi_{cl}| \neq 0$ in region A. The two extrema coincide at $|\phi_{cl}| = 0$ on the boundary separating A and B.

For $M^2 = |\phi_{cl}| = 0$, i.e., on boundary separating the regions A and B, the $m^2$ value approaches zero for large $\beta$ as in $AdS_2$. The corresponding value on the boundary separating regions A and C at zero temperature is obtained from the condition that the two roots of the saddle point equation coincide. For $\lambda = 70$ this gives $m^2 \sim 1.734$.

4 Discussion

In this paper we have given a derivation for the one-loop partition function $Z^{(1)}$ for scalars using the eigenfunctions of the Laplacian operator in Euclidean $AdS$. We have shown that our computation involves the method of images applied to the Green’s function and generalizes to $AdS$ spaces with arbitrary dimensions thus reproducing results derived using other techniques [12]-[15],[19],[17]. For Euclidean $AdS$ we have also demonstrated the equality of the various integral representations of the trace $\langle 2.11 \rangle$.

Equipped with the above leading order results we studied the phases of scalar theories on thermal $AdS_{d+1}$. Though inclusion of the angular potentials $\theta$ would result in a richer phase diagram, as an initial step we have set the angular potentials $\theta = 0$. After an analysis of the theory with a single scalar field we studied the phases of $O(N)$ vector model for finite $N$ as well as for the large $N$ limit. We identified regions in the $\beta - m^2$ parameter space that correspond to the symmetry preserving and symmetry breaking phases for $d = 1, 2, 3$, performing the analysis numerically. The zero temperature effective potentials are UV divergent and were renormalized using the standard procedure of dimensional regularization and inclusion of counterterms. We also used the regularized volume of thermal $AdS_{d+1}$ to proceed with the analysis.

One of the constraints in the determination of the phases in the large $N$, $O(N)$ vector model is the existence of the solution corresponding to the saddle point equation. The zero temperature contribution to the saddle point equation for $AdS_2$ and $AdS_3$ as a function of the effective mass-squared $M^2$ qualitatively differs from that of $AdS_4$. Along with this the sign of the regularized volume of thermal $AdS_{d+1}$ leads to different qualitative nature of the phase diagrams. The plots of RHS of the saddle point equations in $AdS_2$ and $AdS_3$ with negative regularized volume being concave (Figure 5b) results in the potential plots to end at lower values of $|\phi_{cl}|$. For $AdS_3$ with positive
regularized volume, the saddle point equation has solution for all values of \( m^2, \beta \) and \( \phi_d \) (Figure 7b). For \( AdS_4 \), where the plot for the RHS of the saddle point equation is convex, the potential plots end beyond a certain value of \( |\phi_d| \) (Figure 10b). As was shown for zero temperature in \([29]\), we are able to confirm that for a finite temperature theory in \( AdS \) there occurs a symmetry breaking phase in two dimensions, which is in contrast to the flat space where the Coleman-Mermin-Wagner theorem prohibits continuous symmetry breaking \([30, 31]\).

It was observed that unlike the flat space, there exists a region in \( AdS \) space where both the symmetry breaking and symmetry preserving phases coexist. With the present analysis, it has not been possible to study the nature of transition between these two phases as a function of temperature. Further in our analysis, we found a region where there exists no solution corresponding to a minimum of the potential. The perturbative analysis carried out here could well be valid for small enough temperatures and masses. For a more realistic setup one should supplement the phase diagrams by including asymptotically \( AdS \) black-holes for high temperatures. We would like to address these in future.

The study of phases of the large \( N \) model carried out here may be extended in various directions. We would like to understand the implications of the present study on the dual boundary theory. The analysis of correlation functions at finite temperatures is expected to shed more light on this aspect. It would also be interesting to consider the theories including those of fermions on other thermal spaces with maximal symmetry.
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A Performing integrals in various orders

Integral (2.11)

\[
\frac{1}{L^2} \text{tr} \left( \frac{1}{-\Box + V''(\phi_d)} \right) = \frac{1}{L^{d+1}} \int d^{d+1}x \sqrt{g} \int_0^\infty d\lambda \mu(\lambda) \int \frac{d^d(ky)}{(2\pi)^d} \left[ K_i(\lambda)(ky) \right]^2
\]  
(A.107)
Using the expression for the area of $d - 1$ dimensional unit sphere

$$\int \frac{d\Omega_d}{(2\pi)^d} = \frac{2\pi^{d/2}}{\Gamma(d/2) (2\pi)^d},$$

integrating over $k$ and plugging in the normalization measure then gives

$$\frac{1}{L^2} \text{tr} \left( \frac{1}{-\Box_E + V''(\phi_{cl})} \right) = \frac{\mathcal{V}_{d+1}}{L^{d+1} 2^{d+1} \pi^{d+1} \Gamma\left(\frac{d+1}{2}\right)} \int_{-\infty}^{\infty} \frac{d\lambda}{\lambda^2 + \nu^2} \frac{\Gamma\left(\frac{d+1}{2} \pm i\lambda\right)}{\Gamma\left(\pm i\lambda\right)},$$

where $\Gamma(-a) = \Gamma(a)\Gamma(-a)$.

Next the $\lambda$ integral needs to be performed. The poles for $\lambda$ occur when

$$\lambda^2 + \nu^2 = 0$$

Therefore $\lambda = \pm i\nu$. We close the contour in the upper half so that $\lambda = +i\nu$ and the residue from this pole is

$$\text{Residue} = -\Gamma\left(\frac{d}{2} \pm \nu\right) \sin(\pi\nu)$$

The Gamma functions also give poles when

$$\frac{d}{2} \pm i\lambda = -n$$

for $n = 0, 1, 2, \cdots$. However only $\Gamma\left(\frac{d}{2} + i\lambda\right)$ has poles in the upper half. Therefore

$$(2\pi i)\text{Residue} = (2\pi i) \left[ \sum_{n=0}^{\infty} \frac{1}{\nu^2 - \left(\frac{d}{2} + n\right)^2} \frac{(-1)^n}{n!} \Gamma(d + n) i \left( n + \frac{d}{2} \right) \frac{\sin(\pi(n + \frac{d}{2}))}{\pi} \right].$$

This simplifies to

$$\frac{(-2)\pi^2 \cos(\pi\nu) \tan\left(\frac{d\pi}{2}\right)}{(\cos(\pi d) - \cos(2\pi\nu)) \Gamma\left(1 - (\frac{d}{2} + \nu)\right) \Gamma\left(1 - (\frac{d}{2} - \nu)\right)}.$$ (A.114)

After adding the two contributions we get,

$$\frac{1}{L^2} \text{tr} \left( \frac{1}{-\Box_E + V''(\phi_{cl})} \right) = \frac{\mathcal{V}_{d+1}}{4(\pi)^{d+2} \Gamma(d)} \frac{\Gamma\left(\frac{d}{2} + \nu\right)}{L^{d+1} \cos\left(\frac{d\pi}{2}\right)}.$$

**Integral (2.19)**

Performing the $k$ integral and then the $s$ integral gives

$$\frac{1}{L^2} \text{tr} \left( \frac{1}{-\Box_E + V''(\phi_{cl})} \right) = \mathcal{V}_{d+1} \int \frac{d\Omega_d}{(2\pi)^d} \frac{1}{4 \Gamma(d/2) 2^{d/2}} \int_{-\infty}^{\infty+i\infty} e^{-\nu t} [1 - \cosh (t)]^{-d/2} dt.$$ (A.116)
Now consider the integral
\[
\frac{1}{(2\pi i)} \int_{\infty-i\pi}^{\infty+i\pi} e^{-\nu t} [1 - \cosh t]^{-d/2} dt
\] (A.117)
over the contour as shown in Figure 11.

Figure 11: The contour for integration over t.

The three contributions to the integral are
\[
\frac{1}{(2\pi i)} \left( \int_0^\infty e^{-\nu(i\pi + x)} [1 - \cosh (i\pi + x)]^{-d/2} dx + \int_0^\infty e^{-\nu(-i\pi + x)} [1 + \cosh(-i\pi + x)]^{-d/2} dx + i \int_{-\pi}^\pi e^{-\nu x} [1 - \cos x]^{-d/2} dx \right)
\] (A.118)

These integrals can be computed and plugged back into the main expression to give the trace as
\[
\frac{1}{L^2} \text{tr} \left( \frac{1}{-\square_E + V''(\phi_{cl})} \right) = \frac{V_{d+1}}{L^{d+1}} \frac{\Gamma(d/2)}{2\pi^{d/2}} \left[ \frac{\sec\left(\frac{\pi d}{2}\right) \Gamma\left(\frac{d}{2} - \nu\right)}{2\Gamma(d) \Gamma(1 - \frac{d}{2} - \nu)} \right] \frac{\sin(\pi\nu)}{\pi} \left( \Gamma\left(\nu + \frac{d}{2}\right) 2F_{1R} \left( \nu + \frac{d}{2}, d, 1 + \nu + \frac{d}{2}; -1 \right) + \Gamma\left(-\nu + \frac{d}{2}\right) 2F_{1R} \left( d, -\nu + \frac{d}{2}, 1 - \nu + \frac{d}{2}; -1 \right) \right)
\] (A.119)

where
\[
2F_{1R}(a, b, c; z) = \frac{2F_1(a, b, c; z)}{\Gamma(c)}
\] (A.120)
is the regularized hypergeometric function.
Integral (2.20)

The integral over $k$ gives

$$\int dk k^{d-1} \exp[-sk^2] = \frac{1}{2} s^{-d/2} \Gamma\left(\frac{d}{2}\right)$$  \hspace{1cm} (A.121)

Then finally the integral over $s$ and the use of the relation in equation (A.108) gives

$$\frac{1}{L^2} \text{tr} \left( -\Box_E + V''(\phi_{cl}) \right) = \frac{\nu_{d+1}}{L^{d+1}} \frac{\Gamma(1/2) \Gamma(1-d/2)}{4\pi^{d/2} \Gamma(1/2 - d/4 + \nu/2) \Gamma(1 - d/4 + \nu/2)} \times$$

$$\left( \frac{\cos\left(\frac{\pi}{4}(d+2\nu)\right) \Gamma\left(\frac{d+2\nu}{4}\right)}{\Gamma\left(\frac{1}{2} - \frac{d}{4} - \frac{\nu}{2}\right)} + \frac{\sin\left(\frac{\pi}{4}(d+2\nu)\right) \Gamma\left(\frac{2+d+2\nu}{4}\right)}{\Gamma\left(1 - \frac{d}{4} - \frac{\nu}{2}\right)} \right)$$  \hspace{1cm} (A.122)

We may check the equality of the four expressions for the trace by using different properties of the special functions involved as shown below.

Equality of the expressions (2.22), (A.115), (A.119) and (A.122)

Expression (A.122)

We use the following relations for Gamma functions

$$\Gamma(z) \Gamma(z + \frac{1}{2}) = 2^{1-2z} \sqrt{\pi} \Gamma(2z)$$  \hspace{1cm} (A.123)

and

$$\Gamma(1 - z) \Gamma(z) = \frac{\pi}{\sin(\pi z)}$$  \hspace{1cm} (A.124)

Thus the term in the brackets in equation (A.122) can be written as

$$\frac{\cos\left(\frac{\pi}{4}(d+2\nu)\right) \Gamma\left(\frac{1}{4}(d+2\nu)\right) \Gamma\left(1 - \frac{d}{4} - \frac{\nu}{2}\right)}{\Gamma\left(1 - \frac{d}{4} - \frac{\nu}{2}\right) \Gamma\left(\frac{1}{2} - \frac{d}{4} - \frac{\nu}{2}\right)} +$$

$$\frac{\sin\left(\frac{\pi}{4}(d+2\nu)\right) \Gamma\left(\frac{1}{4} + \frac{d}{4} + \frac{\nu}{2}\right) \Gamma\left(1 - \frac{d}{4} - \frac{\nu}{2}\right)}{\Gamma\left(1 - \frac{d}{4} - \frac{\nu}{2}\right) \Gamma\left(\frac{1}{2} - \frac{d}{4} - \frac{\nu}{2}\right)}$$  \hspace{1cm} (A.125)

and using the relation in equation (A.124) we may write the second term in the numerator of equation (A.125) as

$$\sin\left(\frac{\pi}{4}(d+2\nu)\right) \Gamma\left(\frac{1}{4}(2+d+2\nu)\right) \Gamma\left(\frac{1}{2} - \frac{d}{4} - \frac{\nu}{2}\right) = \frac{\sin\left(\frac{\pi}{4}(d+2\nu)\right) \pi}{\cos\left(\frac{\pi}{4}(d+2\nu)\right)}$$  \hspace{1cm} (A.126)

Thus numerator of equation (A.125) becomes

$$\frac{\pi \left( \cos^2\left(\frac{\pi}{4}(d+2\nu)\right) + \sin^2\left(\frac{\pi}{4}(d+2\nu)\right) \right)}{\cos\left(\frac{\pi}{4}(d+2\nu)\right) \sin\left(\frac{\pi}{4}(d+2\nu)\right)}$$  \hspace{1cm} (A.127)
Therefore the expression for trace becomes

\[
\frac{1}{L^2} \text{tr} \left( \frac{1}{-\square + V''(\phi_{cl})} \right) = \frac{2\mathcal{V}_{d+1} \pi^{\frac{1-d}{2}}}{L^{d+1}} \frac{\Gamma \left( \frac{d}{2} + \nu \right) \Gamma \left( 1 - \frac{d}{2} - \nu \right) \Gamma \left( \frac{1}{2} - \frac{d}{2} \right)}{\Gamma \left( 1 - \frac{d}{2} - \nu \right) \Gamma \left( \frac{1}{2} - \frac{d}{2} - \frac{\nu}{2} \right)} \times \\
\frac{1}{4\Gamma \left( 1 - \frac{d}{2} + \frac{\nu}{2} \right) \Gamma \left( \frac{1}{2} - \frac{d}{2} + \frac{\nu}{2} \right)}
\]  

(A.128)

which on further simplification using property in equation (A.123) gives

\[
\frac{1}{L^2} \text{tr} \left( \frac{1}{-\square + V''(\phi_{cl})} \right) = \frac{\mathcal{V}_{d+1}}{(4\pi)^{(d+1)/2}L^{d+1}} \frac{\Gamma \left( \frac{1}{2} - \frac{d}{2} \right) \Gamma \left( \frac{d}{2} + \nu \right)}{\Gamma \left( 1 - \frac{d}{2} + \nu \right)}
\]

(A.129)

It thus exactly matches with the expression in equation (2.22).

Expression (A.115)

We may write relations for Gamma functions as

\[
\frac{\Gamma \left( \frac{d}{2} \right)}{\Gamma(d)} = \frac{2^{1-d} \sqrt{\pi}}{\Gamma \left( \frac{1}{2} + \frac{d}{2} \right)}
\]

(A.130)

and

\[
\sin \left( \frac{\pi}{2} (1 + d) \right) = \frac{\pi}{\Gamma \left( \frac{1}{2} + \frac{d}{2} \right) \Gamma \left( \frac{1}{2} - \frac{d}{2} \right)} = \cos \left( \frac{\pi d}{2} \right)
\]

(A.131)

Substituting these values in equation (A.115) and simplifying we obtain (A.129) which again matches with the expression in equation (2.22).

Expression (A.119)

Using the relation (A.120) for the regularized Hypergeometric function, the terms involving the hypergeometric functions in the numerator in equation (A.119) can be simplified as

\[
\left( \frac{d}{2} - \nu \right) _2F_1 \left( \nu + \frac{d}{2}, d, 1 + \nu + \frac{d}{2}, -1 \right) + \\
\left( \frac{d}{2} + \nu \right) _2F_1 \left( d, \frac{1}{2}(-2\nu + d), \frac{1}{2}(2 - 2\nu + d), -1 \right)
\]

(A.132)

Now let

\[
a = \frac{d}{2} + \nu \quad \text{and} \quad b = \frac{d}{2} - \nu
\]

(A.133)

The permutation symmetry for hypergeometric functions states

\[
_2F_1 \left( a, b, c, z \right) = _2F_1 \left( b, a, c, z \right)
\]

(A.134)
We further have the relation

\[ b_{2F_1}(a, a+b, a+1, -1) + a_{2F_1}(b, a+b, b+1, -1) = \frac{\Gamma(a+1)\Gamma(b+1)}{\Gamma(a+b)} \]  

(A.135)

Applying this symmetry property [A.134] and the relation in equation (A.135) to equation (A.132) we get

\[ \left( \frac{d}{2} - \nu \right) \, 2F_1 \left( \nu + \frac{d}{2}, d, 1 + \nu + \frac{d}{2}, -1 \right) + \left( \frac{d}{2} + \nu \right) \, 2F_1 \left( d, 1 - 2\nu + d, \frac{1}{2}(2-2\nu+d), -1 \right) \]

\[ = \frac{\Gamma \left( \frac{d}{2} + \nu + 1 \right) \Gamma \left( \frac{d}{2} - \nu + 1 \right)}{\Gamma(d)} \]  

(A.136)

Therefore the complete term involving hypergeometric functions becomes

\[ \frac{\Gamma \left( \frac{d}{2} + \nu \right) \Gamma \left( \frac{d}{2} - \nu \right)}{\Gamma(d)} \]  

(A.137)

Thus the terms in the bracket in expression (A.119) become

\[ \sec \left( \frac{\pi d}{2} \right) \frac{\Gamma \left( \frac{d}{2} - \nu \right)}{2\Gamma(d)\Gamma \left( 1 - \frac{d}{2} - \nu \right)} - \sin \left( \pi \nu \right) \frac{\Gamma \left( \frac{d}{2} + \nu \right) \Gamma \left( \frac{d}{2} - \nu \right)}{\pi \Gamma(d)} \]  

(A.138)

Using the property in equation (A.124) we get

\[ \frac{\Gamma \left( \frac{d}{2} - \nu \right)}{\Gamma(d)} \left( \pi - 2\sin \left( \pi \nu \right) \cos \left( \pi \frac{d}{2} \right) \frac{\sin \left( \pi \left( \nu + \frac{d}{2} \right) \right)}{2\cos \left( \pi \frac{d}{2} \right) \Gamma \left( 1 - \nu - \frac{d}{2} \right)} \right) \]  

(A.139)

which further simplifies to

\[ \frac{\Gamma \left( \frac{d}{2} - \nu \right)}{2\Gamma(d)\cos \left( \pi \frac{d}{2} \right) \Gamma \left( 1 - \nu - \frac{d}{2} \right)} \times \frac{\sin \left( \pi \left( \frac{d}{2} - \nu \right) \right)}{\sin \left( \pi \left( \nu + \frac{d}{2} \right) \right)} \]  

(A.140)

Simplifying further we get,

\[ \frac{1}{L^2 \text{tr}} \left( \frac{1}{-\Box + V''(\phi_{cl})} \right) = \frac{V_{d+1} \Gamma \left( \frac{d}{2} - \nu \right) \Gamma \left( \frac{d}{2} + \nu \right) \sin \left( \pi \left( \frac{d}{2} - \nu \right) \right) \Gamma \left( \frac{d}{2} \right)}{4\pi^{d/2+1} \Gamma \left( d \right) \cos \left( \pi \frac{d}{2} \right)} \]  

(A.141)

which is exactly the same as expression (A.115)

### B  Delta function identities

To simplify the delta functions we use the following identity:

\[ \delta^n(f(\vec{x})) = \sum_{\delta(f_1,...,f_n)} \frac{\delta^n(\vec{x} - \vec{x}_0)}{|\delta x_1,...,x_n|} \]  

(B.142)
where the sum runs over all the roots of the equations $\tilde{f}(\vec{x}) = 0$.

Consider first the identity, equation (2.28):

$$\delta^2(\gamma^n \vec{k} - \gamma^{n'} \vec{k}') = \delta \left( e^{-n\beta}(k_1 \cos n\theta + k_2 \sin n\theta) - e^{-n'\beta}(k'_1 \cos n'\theta + k'_2 \sin n'\theta) \right)$$

$$\times \delta \left( e^{-n\beta}(k_2 \cos n\theta - k_1 \sin n\theta) - e^{-n'\beta}(k'_2 \cos n'\theta - k'_1 \sin n'\theta) \right)$$

(B.143)

$$\left| \frac{\partial(f_1, f_2)}{\partial(k'_1, k'_2)} \right| = \left| \begin{array}{cc} -e^{-n'\beta} \cos n'\theta & -e^{-n'\beta} \sin n'\theta \\ e^{-n'\beta} \sin n'\theta & -e^{-n'\beta} \cos n'\theta \end{array} \right| = e^{-2n'\beta}$$

(B.144)

With the solutions $\vec{k}' = \gamma^{n-n'} \vec{k}$, we have the identity

$$\delta^2(\gamma^n \vec{k} - \gamma^{n'} \vec{k}') = e^{2n'\beta} \delta^2(\gamma^{(n-n')} \vec{k} - \vec{k}')$$

(B.145)

The other identity (2.31) is for $\vec{k}' = \vec{k}$. The RHS of (B.145) is

$$\delta^2(\gamma^{(n-n')} \vec{k} - \vec{k}) = \delta \left( e^{-(n-n')\beta}(k_1 \cos(n-n')\theta + k_2 \sin(n-n')\theta) - k_1 \right)$$

$$\times \delta \left( e^{-(n-n')\beta}(k_2 \cos(n-n')\theta - k_1 \sin(n-n')\theta) - k_2 \right)$$

(B.146)

$$\left| \frac{\partial(f_1, f_2)}{\partial(k_1, k_2)} \right| = \left| \begin{array}{cc} e^{-(n-n')\beta} \cos(n-n')\theta - 1 & e^{-(n-n')\beta} \sin(n-n')\theta \\ -e^{-(n-n')\beta} \sin(n-n')\theta & e^{-(n-n')\beta} \cos(n-n')\theta - 1 \end{array} \right|$$

$$= \left| 1 - 2e^{-(n-n')\beta} \cos(n-n')\theta + e^{-2(n-n')\beta} \right|$$

$$= \left| 1 - e^{2\pi i(n-n')\tau} \right|^2$$

(B.147)

Since the solutions are $\vec{k} = 0$ we have the identity (2.31).
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