The bilayer QH system has four energy levels in the lowest Landau level, corresponding to the layer and spin degrees of freedom. We investigate the system in the regime where all four levels are nearly degenerate and equally active. The underlying group structure is SU(4). At \( \nu = 1 \) the QH state is a charge-transferable state between the two layers and the SU(4) isospin coherence develops spontaneously. Quasiparticles are isospin textures to be identified with SU(4) skyrmions. The skyrmion energy consists of the Coulomb energy, the Zeeman energy and the pseudo-Zeeman energy. The Coulomb energy consists of the self-energy, the capacitance energy and the exchange energy. At the balanced point only pseudospins are excited unless the tunneling gap is too large. Then, the SU(4) skyrmion evolves continuously from the pseudospin-skyrmion limit into the spin-skyrmion limit as the system is transformed from the balanced point to the monolayer point by controlling the bias voltage. Our theoretical result explains quite well the experimental data due to Murphy et al. and Sawada et al. on the activation energy anomaly induced by applying parallel magnetic field.

The bilayer QH state is a charge-transferable state between the two layers and the SU(4) isospin coherence develops spontaneously across the layers. The SU(4) skyrmion evolves continuously from the pseudospin-skyrmion limit into the spin-skyrmion limit as the system is transformed from the balanced point to the monolayer point by controlling the bias voltage. Our theoretical result explains quite well the experimental data due to Murphy et al. and Sawada et al. on the activation energy anomaly induced by applying parallel magnetic field.

In Section II we derive the Landau-site Hamiltonian governing bilayer QH systems, by extending the algebraic method employed previously to investigate multi-

\[
\mathbf{X} = (X, Y) \text{ subject to the noncommutative relation, } [X, Y] = -i\ell_B^2, \text{ with the magnetic length } t_B = \sqrt{\hbar/eB}. \text{ The QH system provides us with a simple realization of noncommutative geometry. It follows from this relation that each electron occupies an area } 2\pi t_B^2 \text{ labelled by the Landau-site index. Electrons behave as if they were on lattice sites, among which exchange interactions operate.}
\]

In QH ferromagnets charged excitations are spin textures called skyrmions. Skyrmions are identified experimentally by measuring the number of flipped spins per one quasiparticle. Indeed, by tilting samples, the activation energy increases by the Zeeman effect, which is roughly proportional to the number of flipped spins. On the contrary, an entirely opposite behavior has been observed by Murphy et al. in the bilayer QH system at the filling factor \( \nu = 1 \), where the activation energy decreases rapidly by tilting samples. It is called the activation energy anomaly because of this unexpected behavior. Note that we expect an increase since the \( \nu = 1 \) bilayer QH system is a QH ferromagnet with spins spontaneously polarized. This anomalous decrease has been argued to occur due to the loss of the exchange energy of a pseudospin texture based on the bimeron model, where the spin degree of freedom is frozen. Here, the layer degree of freedom is referred to as the pseudospin: It is said to be up (down) when an electron is in the front (back) layer.

We investigate physics taking place in the lowest Landau level (LLL). Since each Landau level can accommodate four electrons with the spin and layer degrees of freedom, the underlying group structure is enlarged to SU(4). Let us call it the isospin SU(4) in contrast to the spin SU(2) and the pseudospin SU(2). We study charged excitations in the \( \nu = 1 \) bilayer QH system. A natural candidate is the SU(4) isospin texture to be identified with the SU(4) skyrmion. A specific feature of the SU(4) isospin texture is that it is reduced to the spin and pseudospin textures in certain limits.

At \( \nu = 1 \), electrons are transferable between the two layers continuously without breaking the QH effect. Namely, the bilayer QH system can be continuously brought into the monolayer QH system by changing the density imbalance. It implies that a pseudospin texture at the balanced point must be continuously transformed into a spin texture at the monolayer point. It is natural that a pseudospin texture evolves into an isospin texture and then regresses to a spin texture in this process. The corresponding continuous transformation of the activation energy has already been observed experimentally by Sawada et al.

In Section II we derive the Landau-site Hamiltonian governing bilayer QH systems, by extending the algebraic method employed previously to investigate multi-
component monolayer QH systems\cite{16}. In Section III we rewrite the Landau-site Hamiltonian into the exchange-interaction form. The Coulomb potentials associated with the direct and exchange interactions are obtained analytically.

In Section IV the ground state is explored in the regime where the SU(4) isospin coherence develops spontaneously. It is shown that the capacitance energy consists of two terms arising from the direct interaction, which is the standard one made of two planes, and from the exchange interaction, by way of which the capacitance energy becomes considerably smaller than the standard one for a small layer separation.

In Section V the excitation energy of an electron-hole pair is calculated exactly. A hole (electron) is the small size limit of a skyrmion (antiskyrmion), which is realized when the Zeeman gap $\Delta_Z$ and the tunneling gap $\Delta_{\text{SAS}}$ are very large. The exchange energy is very different whether the pair excites the spin or the pseudospin. Due to this difference the pseudospin excitation occurs at the balanced point even if the tunneling gap is quite large. Our result explains why pseudospin flips were observed in the experiment due to Terasawa et al.\cite{17} in a sample having a very large tunneling gap ($\Delta_{\text{SAS}} \simeq 33\text{K}$). In Section VI we study skyrmions in a microscopic theory, extending the approach\cite{17} previously known for the monolayer system.

In Section VII the effective Hamiltonian is derived from the Landau-site Hamiltonian by making the derivative expansion. We introduce composite bosons together with the CP$^3$ field\cite{12} to describe coherent excitations. In Section VIII we carry out an analysis of SU(4) isospin textures identified with topological excitations called CP$^3$ skyrmions or equivalently SU(4) skyrmions. A spin texture (spin-skyrmion) and a pseudospin texture (ppin-skyrmion) are special limits of an SU(4) skyrmion. We estimate the excitation energy of one SU(4) skyrmion. We show that, if a ppin-skyrmion is excited at the balanced point, it evolves continuously into a spin-skyrmion at the monolayer point via an SU(4) skyrmion as the density imbalance is increased between the two layers.

In Section IX we investigate the activation energy anomaly by applying the parallel magnetic field between the two layers. We calculate explicitly the loss of exchange energy of one SU(4) skyrmion, which is shown to be proportional to the capacitance term. Our theoretical result explains quite well both experimental data due to Murphy et al.\cite{11} and Sawada et al.\cite{14,12}.

Section X is devoted to discussions.

II. LANDAU-SITE HAMILTONIAN

Electrons perform cyclotron motion under perpendicular magnetic field $B_\perp$. The number of flux quanta passing through the system is $N_b = B_\perp S/\Phi_0$, where $S$ is the area and $\Phi_0 = 2\pi\hbar/e$ is the flux quantum. There are $N_b$ Landau sites per one Landau level, each of which is associated with one flux quantum and occupies an area $S/N_b = 2\pi\hbar/|e|B_\perp$. In the bilayer system an electron has two types of indices, the layer index $(f, b)$ and the spin index $(\uparrow, \downarrow)$. One Landau site may accommodate four electrons.

In Section VI we study skyrmions in a microscopic theory, extending the approach\cite{17} previously known for the monolayer system.

The effective Hamiltonian is

$$H = \frac{1}{2M} \int d^2x \, \Psi^\dagger(x)(D_x - iD_y)(D_x + iD_y)\Psi(x),$$

(2.1) where $\Psi$ stands for the four-component electron field, and $D_k = -i\hbar\partial_k + eA_k$ is the covariant momentum. The kinetic Hamiltonian, which is invariant under the global SU(4) transformation, creates Landau levels. Assuming a large Landau level separation we focus on physics taking place in the LLL. Then we may neglect the kinetic energy since it is common to all states.

We introduce $4 \times 4$ matrices $\tau^a_{\text{spin}}$ and $\tau^a_{\text{ppin}}$ for the spin SU(2) field, and pseudospin SU(2) field, $a = x, y, z$ and $I_A$ for the isospin SU(2) field ($A = 1, 2, \cdots 15$).

The total Hamiltonian consists of the Coulomb term, the Zeeman term, the tunneling term and the bias term. The role of the bias term is to transfer electrons from one layer to the other by applying the bias voltage $V_{\text{bias}}$ between the two layers.

The Coulomb interaction is decomposed into the SU(4)-invariant and SU(4)-noninvariant terms,

$$H_C^+ = \frac{1}{2} \int d^2x d^2y \, V^+(x - y)\rho(x)\rho(y),$$

(2.2)

$$H_C^- = 2 \int d^2x d^2y \, V^-(x - y)P_z(x)P_z(y),$$

(2.3) where $\rho(x) = \Psi^\dagger(x)\Psi(x)$, $2P_a(x) = \Psi^\dagger(x)\tau^a_{\text{ppin}}\Psi(x)$ and

$$V^\pm(x) = \frac{e^2}{8\pi\varepsilon} \left( \frac{1}{|x|} \pm \frac{1}{\sqrt{|x|^2 + d^2}} \right),$$

(2.4) with the layer separation $d$.

The Zeeman term is

$$H_Z = -\Delta_Z S_z(x),$$

(2.5) where $\Delta_Z$ is the Zeeman gap and $2S_z = \Psi^\dagger \tau^a_{\text{spin}} \Psi$. The tunneling and bias terms are combined into the pseudo-Zeeman term,

$$H_{PZ} = -\Delta_{\text{SAS}} P_z(x) - eV_{\text{bias}} P_z(x),$$

(2.6) where $\Delta_{\text{SAS}}$ is the tunneling gap.

The total Hamiltonian is

$$H = H_C^+ + H_C^- + H_Z + H_{PZ}.$$  

(2.7)
We investigate the regime where the SU(4)-invariant Coulomb term $H_C^+$ dominates all other interactions. Note that the SU(4)-noninvariant Coulomb term vanishes, $H_C^- \to 0$, in the limit $d \to 0$.

We expand the electron field operator by a complete set of one-body wave functions $\varphi_i(x) = \langle x|i \rangle$ in the LLL,

$$\psi_\alpha(x) = \sum_{i=1}^{N_\alpha} c_\alpha(i) \varphi_i(x), \quad (2.8)$$

where $c_\alpha(i)$ is the annihilation operator at the Landau site $|i\rangle$ with $\alpha = \uparrow, \downarrow, \uparrow'$ and $\downarrow'$,

$$\{c_\alpha(i), c_\beta(j)\} = \delta_{ij}\delta_{\alpha\beta}, \quad \{c_\alpha(i), c_\beta(j)\} = \{c_\alpha^\dagger(i), c_\beta(j)\} = 0. \quad (2.9)$$

It is impossible to choose an orthonormal complete set of one-body wave functions $\varphi_i(x)$ in the LLL\cite{15}. Hence $\psi_\alpha(x)$ does not satisfy the standard canonical anticommutation relation, as implies that an electron cannot be localized to a point within the LLL. Various interactions are projected to the LLL\cite{15 18 20} by expanding the electron field as in (2.8).

The projected density is given by $\rho(x) = \Psi^\dagger(x) \Psi(x)$ with the use of the field operator (2.8). Its Fourier transformation reads\cite{17}

$$\rho(q) = \frac{1}{2\pi} e^{-\frac{\xi^2}{4}} \sum_{mn} (m|e^{-iqx}|n) c_m^\dagger c_n, \quad (2.10)$$

where $X = (X, Y)$ is the guiding center obeying the noncommutativity $[X, Y] = -i\xi^2$. Similar formulas hold for spin density operators and so on. Substituting them into (2.2) and (2.3) we find the projected Coulomb terms to be

$$H_C^+ = \sum_{mnij} V_{mnij}^+ \sum_{\alpha\beta} c_\alpha^\dagger(m)c_\alpha(i)c_\beta(j)c_\beta(n), \quad (2.11)$$

$$H_C^- = \sum_{mnij} V_{mnij}^- \sum_{\alpha\beta\delta} \tau^{\text{spin}}_{\alpha\beta}[\tau^{\text{spin}}_{\beta\delta}]c_\alpha(i)c_\beta(j)c_\beta(n) \quad (2.12)$$

with

$$V_{mnij}^\pm = \frac{1}{4\pi} \int d^2p V_{D}^\pm(p)v_{mnij}(p)e^{ipx}|i\rangle\langle e^{-ipx}|j\rangle \quad (2.13)$$

and

$$V_{D}^\pm(p) = \frac{e^2}{8\pi \xi} \frac{1 \pm e^{-|p|d}}{|p|} e^{-\xi^2p^2/2} \quad (2.14)$$

We also find

$$H_Z = -\Delta_Z \sum_{m} S_Z(m, m), \quad (2.15)$$

$$H_{VZ} = -\sum_{m} \left[ \Delta_{SAS} P_z(m, m) + eV_{\text{bias}} P_z(m, m) \right], \quad (2.16)$$

where

$$\rho(m, n) = \sum_{\alpha} c_\alpha^\dagger(m)c_\alpha(n), \quad (2.17)$$

$$S_a(m, n) = \frac{1}{2} \sum_{\alpha\beta} c_\alpha^\dagger(m)[\pi^{\text{spin}}_{\alpha\beta}]c_\beta(n), \quad (2.17)$$

and a similar formula for $P_a(m, n)$. These formulas are derived precisely in the same way as for the multicomponent monolayer system with the replacement of the potential $V_{mnij}$ by $V_{mnij}^+$. See Section V in Ref. 16.

For a later convenience we represent the projected Coulomb Hamiltonians (2.11) and (2.12) as

$$H_D^+ = \sum_{mnij} V_{mnij}^+ \rho(m, n) \rho(i, j), \quad (2.18)$$

$$H_D^- = 4 \sum_{mnij} V_{mnij}^- P_z(m, n) P_z(i, j). \quad (2.19)$$

In the momentum space the total Coulomb Hamiltonian reads

$$H_D = \pi \int d^2p V_{D}^+(p)\tilde{\rho}(-p)\tilde{\rho}(p), \quad + 4\pi \int d^2p V_{D}^-(p)\tilde{P}_z(-p)\tilde{P}_z(p), \quad (2.20)$$

where we have defined

$$\tilde{\rho}(p) = \frac{1}{2\pi} \sum_{mn} (m|e^{-ipx}|n) \rho(m, n), \quad (2.21)$$

$$\tilde{P}_a(p) = \frac{1}{2\pi} \sum_{mn} (m|e^{-ipx}|n) P_a(m, n). \quad (2.21)$$

We call (2.20) the direct-interaction form of the Coulomb Hamiltonian $\tilde{H}_C$.

Note the relation

$$\rho(q) = e^{-\xi^2/4}\tilde{\rho}(q). \quad (2.22)$$

between the two types of densities (2.10) and (2.21). Though $\tilde{\rho}(p)$ presents a useful tool to work with noncommutative geometry\cite{17}, it turns out that $\rho(q)$ describes the physical density [see 5.19].

The density operator $\tilde{\rho}(p)$ satisfies the $W_\infty$ algebra\cite{15 19 21},

$$[\tilde{\rho}(p), \tilde{\rho}(q)] = \frac{i}{\pi} \tilde{\rho}(p + q) \sin \left[ \frac{1}{2} \xi^2 p \wedge q \right]. \quad (2.23)$$

For the SU(4) isospin field we may define

$$I_A(m, n) = \frac{1}{2} \sum_{\alpha\beta} c_\alpha^\dagger(m)[\lambda_A]_{\alpha\beta}c_\beta(n), \quad (2.24)$$

where $\lambda_A$ is the generating matrices [See Appendix A], and

$$\tilde{I}_A(p) = \frac{1}{2\pi} \sum_{mn} (m|e^{-ipx}|n) I_A(m, n). \quad (2.25)$$
All of the density operators $\hat{\rho}(p)$ and $\hat{I}_A(p)$ form an algebra, which we have called $\mathbb{W}_\infty(4)$ since it is the SU(4) extension of $\mathbb{W}_\infty$. It gives the fundamental algebraic structure of the noncommutative system made of 4-component electrons. In general there arises the $\mathbb{W}_\infty(N)$ algebra in the N-component QH ferromagnet.

We define classical densities $\varrho^c(p)$, $\bar{\varrho}^c(p)$, $\bar{S}^c_{\sigma\tau}(p)$ and $\bar{P}^c_{\sigma\tau}(p)$ by

$$
\varrho^c(p) = \langle \mathcal{S} | \varrho(p) | \mathcal{S} \rangle, \quad \bar{\varrho}^c = \langle \mathcal{S} | \bar{I}_A(p) | \mathcal{S} \rangle,
$$

(2.26)

and so on, where $| \mathcal{S} \rangle$ represents a skyrmion state. In the coordinate space the relation

$$
\sum_{A=1}^{N^2-1} \bar{T}_A^c(x) \bar{T}_A^c(x) = \frac{1}{2N} \varrho^c(x) \star \frac{N}{2\pi^2 \ell_B^2} - \varrho^c(x)
$$

(2.27)

holds among the classical densities associated with the generators of the $\mathbb{W}_\infty(N)$ algebra, where $\star$ stands for the Moyal star product. We demonstrate this formula in Appendix B. Remark the invariance of (2.27) under

$$
\varrho^c(r) \rightarrow \frac{N}{2\pi^2 \ell_B^2} - \varrho^c(r).
$$

(2.28)

This represents the electron-hole symmetry.

### III. EXCHANGE INTERACTIONS

In classical theory the Coulomb energy is simply given by (2.28) with the use of the classical density $\varrho^c(x)$, but this is not the case in quantum theory. The exchange interaction emerges as an important interaction from the exchange integral over wave functions. We present a rigorous treatment of the direct and exchange energies valid in QH systems.

For this purpose we rewrite the microscopic Coulomb Hamiltonians (2.11) and (2.12) into entirely different forms. Based on an algebraic relation,

$$
\delta_{\sigma\beta}\delta_{\tau\alpha} = \frac{1}{2} \sum_A^{N^2-1} \lambda_A[\lambda_A]_{\sigma\tau}[\lambda_A]_{\alpha\beta} + \frac{1}{N} \delta_{\sigma\tau}\delta_{\alpha\beta},
$$

(3.1)

which holds for SU(N) with $\lambda_A$ the generating matrices, these Coulomb Hamiltonians are equivalent to

$$
H^+_X = -2 \sum_{mnij} V_{mnij}^+ \left[ \sum_{A=1}^{15} I_A(m,j) I_A(i,n) + \frac{1}{2N} \rho(m,j)\rho(i,n) \right],
$$

(3.2)

and

$$
H^-_X = -2 \sum_{mnij} V_{mnij}^- \left[ \sum_{A=1}^{15} \xi_A I_A(m,j) I_A(i,n) + \frac{1}{2N} \rho(m,j)\rho(i,n) \right],
$$

(3.3)

where $N = 4$, $I_A(m,n)$ is defined by (2.24) and $\xi_{1,2,3,8,13,14,15} = +1$, $\xi_{4,5,6,7,9,10,11,12} = -1$. In the momentum space they read

$$
H^+_X = \pi \int d^2p \left( \sum_{A=1}^{15} \bar{I}_A(-p) \bar{I}_A(p) + \frac{1}{2N} \varrho(-p) \varrho(p) \right),
$$

(3.4)

$$
H^-_X = 4\pi \int d^2p \bar{V}^-_X(p) \left[ \sum_{A=1}^{15} \xi_A \bar{I}_A(-p) \bar{I}_A(p) + \frac{1}{2N} \varrho(-p) \varrho(p) \right],
$$

(3.5)

where

$$
\bar{V}^+_X(p) = \frac{\ell_B^2}{2} \int d^2k e^{-ik\cdot p} V^+_D(k)
$$

(3.6)

and $N = 4$.

We change the SU(4) basis from $\lambda_A$ to $\tau^{spin}_a$, $\tau^{pin}_a$ and $\tau^{spin,pin}_a$ by way of the formula (A6) in Appendix, which transforms variable $I_A(m,n)$ to a set of variables,

$$
S_a(m,n) = \frac{1}{2} \sum_{\sigma\tau} c_{\sigma\tau}^{spin}(m)(\tau^{spin}_a)_{\sigma\tau} c_{\tau}(n),
$$

$$
P_a(m,n) = \frac{1}{2} \sum_{\sigma\tau} c_{\sigma\tau}^{pin}(m)(\tau^{pin}_a)_{\sigma\tau} c_{\tau}(n),
$$

$$
R_{ab}(m,n) = \frac{1}{2} \sum_{\sigma\tau} c_{\sigma\tau}^{spin,pin}(m)(\tau^{spin,pin}_b)_{\sigma\tau} c_{\tau}(n).
$$

(3.7)

The sum of (3.2) and (3.3) is expressed as

$$
H_X = - \sum_{mnij} V_{mnij}^d [S_a(m,j) S_a(i,n) + P_a(m,j) P_a(i,n)]
$$

$$
+ R_{ab}(m,j) R_{ab}(i,n)]
$$

$$
-2 \sum_{mnij} V_{mnij}^- [S_a(m,j) S_a(i,n) + P_a(m,j) P_a(i,n)]
$$

$$
+ R_{az}(m,j) R_{az}(i,n)]
$$

$$
- \frac{1}{8} \sum_{mnij} V_{mnij} \rho(m,j)\rho(i,n),
$$

(3.8)

where

$$
V_{mnij} = V_{mnij}^+ + V_{mnij}^-, \quad \rho^{d} = V_{mnij}^+ - V_{mnij}^-.
$$

(3.9)

In the momentum space we find

$$
H_X = -\frac{\pi}{2} \int d^2p V_X^d(p) [\bar{S}_a(-p) \bar{S}_a(p) + \bar{P}_a(-p) \bar{P}_a(p)]
$$

$$
+ \bar{R}_{ab}(-p) \bar{R}_{ab}(p)]
$$

$$
- \pi \int d^2p V^+_X(p) [\bar{S}_a(-p) \bar{S}_a(p) + \bar{P}_z(-p) \bar{P}_z(p)]
$$

$$
+ \bar{R}_{az}(-p) \bar{R}_{az}(p),
$$

(3.10)

$$
- \frac{\pi}{8} \int d^2p V_X(p) \rho(-p)\rho(p),
$$
where

\[ V_X(p) = V_X^+(p) + V_X^-(p), \quad V_X^\pm(p) = V_X^\pm(p) - V_X^\mp(p). \]

(3.11)

In (3.8) and (3.10) the summation \( \sum_{a=x,y,z} \sum_{b=x,y,z} \) over the repeated indices \( a \) and \( b \) is understood. We call (3.10) the exchange-interaction form of the Coulomb Hamiltonian \( \tilde{H}_C \).

We have demonstrated that the Landau-site Hamiltonian \( H_C \) possesses two entirely different forms, the direct-interaction form \( H_D \) given by (2.20) and the exchange-interaction form \( H_X \) given by (3.10). They are equivalent, \( H_D = H_X \), as the microscopic Hamiltonian. In this paper we are interested in the excitation energy \( \langle \mathcal{E} | H | \mathcal{E} \rangle \) of a skyrmion state \( | \mathcal{E} \rangle \). In a previous paper [16] we have presented a heuristic argument showing that

\[ \langle \mathcal{E} | H_C | \mathcal{E} \rangle = H_D^0 + H_X^0. \]

(3.12)

Here \( H_D^0 \) and \( H_X^0 \) are the Hamiltonians of the direct-interaction form (2.20) and of the exchange-interaction form (3.10), where the density operators \( \tilde{\rho}(p) \), \( \tilde{I}_A(p) \), \( \cdots \) are replaced by the classical ones \( \tilde{\rho}_\ell(p) \), \( \tilde{I}_A(p) \), \( \cdots \).

We present a proof of this formula for the skyrmion state in Appendix B. Thus, the energy of a charge excitation consists of two well-separated pieces, the direct energy and the exchange energy.

IV. GROUND STATE

We first determine the ground state of the bilayer system in this section. For simplicity we start with the spin-frozen SU(2) bilayer system. We are concerned about the regime dominated by the SU(2)-invariant Coulomb interaction \( H_C \). Hence we define the ground state as an eigenstate of \( H_C \) given by (2.11), and treat all other interactions as small perturbations.

The unperturbed ground-state energy is given by

\[ H_C^0 | g \rangle = \sum_{jn} V^\pm_{jmnj} | g \rangle = -\epsilon_X^+ N_\Phi | g \rangle \]

(4.1)

with

\[ \epsilon_X^+ = \frac{1}{N_\Phi} \sum_{jn} V^\pm_{jmnj} = \frac{1}{4\pi} \int d^2k V_C^\pm(k) \]

(4.2)

\[ = \frac{1}{2} \left[ 1 \pm e^{d^2/2\tilde{\sigma}_0^2} \text{erfc} \left( \frac{d}{\sqrt{2} \tilde{\rho}_B} \right) \right] \Delta_C^0, \]

(4.3)

where

\[ \Delta_C^0 = \frac{1}{2} \sqrt{\frac{\pi}{2}} e^2 \frac{\epsilon^2}{4\pi \epsilon \tilde{\rho}_B}. \]

(4.4)

We take \( \Delta_C^0 \) as the Coulomb energy unit in this paper. The unperturbed system is equivalent to the monolayer SU(2) QH ferromagnet, where all pseudospins are spontaneously polarized into one arbitrary direction in the SU(2) pseudospin space. The ground state may be expressed as

\[ | g \rangle = \prod_n \left\{ e^{i\phi_0/2} \sqrt{\frac{1 + \sigma_0}{2}} c_{1n}^\dagger(n) + e^{-i\phi_0/2} \sqrt{\frac{1 - \sigma_0}{2}} c_{1n}^\dagger(n) \right\} | 0 \rangle, \]

(4.4)

by introducing two constant parameters \( \sigma_0 \) and \( \phi_0 \). We call \( \sigma_0 \) the imbalance parameter since it represents the density imbalance between the two layers. The ground state is a coherent state due to an infinite degeneracy with respect to \( \sigma_0 \) and \( \phi_0 \).

We then study the effect due to the SU(2)-noninvariant interaction. First, due to the capacitance effect \( \propto V_{mnij} \) all pseudospins are polarized into one arbitrary direction within the pseudospin \( xyz \) plane, implying that the electron density is balanced between the two layers \( \sigma_0 = 0 \). The symmetry SU(2) is broken into U(1). It is thus said that the bilayer QH system is an easy plane ferromagnet. Next, we apply the bias voltage to generate an imbalanced density state \( \sigma_0 \neq 0 \), where the symmetry is still U(1). Finally, the tunneling interaction breaks the symmetry completely by fixing \( \phi_0 = 0 \) in the state (4.4).

Consequently, the ground state is the bonding state \( | B \rangle \) parametrized by the imbalance parameter \( \sigma_0 \), which is (4.4) with \( \phi_0 = 0 \).

The generalization to the SU(4) bilayer system is trivial by adding the spin component. The ground state turns out to be the up-spin bonding state \( | B^\uparrow \rangle \) due to the Zeeman effect. It is convenient to represent the up-spin bonding state \( | B^\uparrow \rangle \) and the up-spin antibonding state \( | A^\uparrow \rangle \) as

\[ | B^\uparrow \rangle = \prod_n B^\dagger_{1n}(n)| 0 \rangle, \quad | A^\uparrow \rangle = \prod_n A^\dagger_{1n}(n)| 0 \rangle, \]

(4.5)

where

\[ \left( B_{1n}(n) \right) = \frac{1}{\sqrt{2}} \left( \frac{1 + \sigma_0}{1 - \sigma_0} - \sqrt{1 - \sigma_0^2} \right) \left( c_{1n}(n) \right). \]

(4.6)

The down-spin bonding state \( | B^\downarrow \rangle \) and the down-spin antibonding state \( | A^\downarrow \rangle \) are similarly defined.

We evaluate the ground state energy \( E_g = \langle B^\uparrow | H | B^\uparrow \rangle \) by representing the Hamiltonians in terms of these operators. The ground-state energy per one site reads

\[ E_g/N_\Phi = -\epsilon_X^+ + \frac{1}{4} \epsilon_{\text{cap}} \sigma_0^2 - \frac{1}{2} \Delta_{\text{SAS}} \sqrt{1 - \sigma_0^2} - \frac{1}{2} e V_{\text{bias}} \sigma_0 - \Delta_Z, \]

(4.7)

where

\[ \epsilon_{\text{cap}} = 4(\epsilon_0 - \epsilon_{\text{X}}) \]

(4.8)

with

\[ \epsilon_0 = \frac{1}{N_\Phi} \sum_{jn} V_{jmnj} \]

(4.9)
and $\epsilon_X$ given by (4.12). The imbalance parameter $\sigma_0$ is determined to minimize the ground-state energy,

$$\epsilon_{\text{cap}}\sigma_0 + \frac{\Delta_{\text{SAS}}\sigma_0}{\sqrt{1 - \sigma_0^2}} = eV_{\text{bias}},$$  \hspace{1cm} (4.10)$$
as a function of the bias voltage.

The second term in the ground-state energy (4.7) is the capacitance energy,

$$E_{\text{cap}}^0 = \frac{\epsilon_{\text{cap}}\sigma_0^2}{4} N_\Phi \equiv \frac{Q^2}{2C} S_z,$$  \hspace{1cm} (4.11)$$
where $Q = \frac{1}{2}e\rho_0\sigma_0$ is the charge imbalance and $C$ is the capacitance per unit area. We rewrite (4.10) as

$$\frac{Q}{C} + V_{\text{junc}} = eV_{\text{bias}},$$  \hspace{1cm} (4.12)$$
with

$$eV_{\text{junc}} = \frac{\sigma_0}{\sqrt{1 - \sigma_0^2}} \Delta_{\text{SAS}}.$$  \hspace{1cm} (4.13)$$
When the tunneling interaction is absent ($\Delta_{\text{SAS}} \to 0$), (4.12) is reduced to

$$Q = CV_{\text{bias}}.$$  \hspace{1cm} (4.14)$$
Eqs. (4.11) and (4.14) are the well-known formulas for the condenser, where the bias voltage $V_{\text{bias}}$ is balanced with the electric potential $Q/C$ due to the charge difference $Q$ between the two layers. In this case, a charge transfer between the two layers makes no work, since there exists no potential difference between the two layers.

When $\Delta_{\text{SAS}} \neq 0$, the cancellation is imperfect as in (4.12). Thus, when a charge is moved from one layer to the other, it is necessary to supply an energy against the potential difference $V_{\text{junc}} = V_{\text{bias}} - Q/C$. Consequently, the pseudo-Zeeman energy is given by

$$H_{\text{PZ}} = -\Delta_{\text{SAS}} P_2(x) + eV_{\text{junc}} P_2(x)$$
$$= -\left[ P_x(x) + \frac{\sigma_0}{\sqrt{1 - \sigma_0^2}} P_2(x) \right] \Delta_{\text{SAS}},$$  \hspace{1cm} (4.15)$$
or

$$H_{\text{PZ}} = -\sum_m \left[ P_x(m,m) + \frac{\sigma_0}{\sqrt{1 - \sigma_0^2}} P_2(m,m) \right] \Delta_{\text{SAS}}.$$  \hspace{1cm} (4.16)$$
As $\Delta_{\text{SAS}} \to 0$, the pseudo-Zeeman energy vanishes even in imbalanced configuration ($\sigma_0 \neq 0$), and the total ground-state energy consists solely of the capacitance energy (4.11). In order to analyze charge excitations it is necessary to use (4.10) as the pseudo-Zeeman term in the total Hamiltonian (2.7).

V. ELECTRON AND HOLE EXCITATIONS

As we see in the succeeding section, a skyrmion and an antiskyrmion are reduced to a hole and an electron in their small size limit. We analyze electron and hole excitations in this section to derive some exact results.

FIG. 1: The LLL contains four energy levels corresponding to the two layers and the two spin states. (We call them the g-level, s-level, p-level and r-level.) At $\nu = 1$ the ground state is the up-spin bonding state. An electron may be moved to any one of the other three levels to form an electron-hole pair excitation.

A. Electron-Hole Pair Excitation

One electron may be excited from the up-spin bonding state into the down-spin bonding state, the up-spin antibonding state or the down-spin antibonding state [FIG]. These electron-hole states are

$$|\psi_{\text{h}}\rangle = |e^{\text{B}^+}_j; h^{\text{B}^+}_k\rangle = B^+_j(k)B^+(k)|,$$  \hspace{1cm} (5.1)$$
$$|\psi_{\text{p}}\rangle = |e^{\text{A}^+}_j; h^{\text{B}^+}_k\rangle = A^+_j(k)B^+(k)|,$$  \hspace{1cm} (5.2)$$
$$|\psi_{\text{s}}\rangle = |e^{\text{A}^+}_j; h^{\text{A}^+}_k\rangle = A^+_j(k)B^+(k)|.$$  \hspace{1cm} (5.3)$$
We assume that an electron and a hole are separated far enough so that interactions between them are neglected. The energy matrix looks as

$$
\begin{pmatrix}
\langle \psi_{\text{h}}|H|\psi_{\text{h}}\rangle & \langle \psi_{\text{h}}|H|\psi_{\text{p}}\rangle & 0 \\
\langle \psi_{\text{p}}|H|\psi_{\text{h}}\rangle & \langle \psi_{\text{p}}|H|\psi_{\text{p}}\rangle & 0 \\
0 & 0 & \langle \psi_{\text{p}}|H|\psi_{\text{p}}\rangle
\end{pmatrix},$$  \hspace{1cm} (5.4)$$
where

$$\langle \psi_{\text{h}}|H|\psi_{\text{h}}\rangle = E_{\text{h}} + 2e^+_X + 2\sigma_0^2\epsilon_X + \Delta_Z,$$

$$\langle \psi_{\text{p}}|H|\psi_{\text{p}}\rangle = E_{\text{p}} + 2e^+_X - 2\epsilon_X - \sigma_0^2\epsilon_{\text{cap}} + \frac{\Delta_{\text{SAS}}}{\sqrt{1 - \sigma_0^2}},$$

$$\langle \psi_{\text{s}}|H|\psi_{\text{p}}\rangle = 2\sigma_0\sqrt{1 - \sigma_0^2}\epsilon_{\text{D}}.$$  \hspace{1cm} (5.5)$$
We have $\langle \psi_{\text{h}}|H|\psi_{\text{p}}\rangle = \langle \psi_{\text{p}}|H|\psi_{\text{h}}\rangle = 0$, because the Hamiltonian does not flip the spin (it does not involve $S_x$ and $S_y$).

The matrix (5.4) is diagonal at the balanced point. The minimum eigenvalue is the spin-excitation energy

$$\langle \psi_{\text{h}}|H|\psi_{\text{h}}\rangle = E_{\text{g}} + 2e^+_X + \Delta_Z,$$  \hspace{1cm} (5.6)$$
or the ppin excitation energy

$$\langle \psi_{\text{p}}|H|\psi_{\text{p}}\rangle = E_{\text{g}} + 2e^+_X - 2e_X + \Delta_{\text{SAS}}.$$  \hspace{1cm} (5.7)$$
The pseudospin excitation occurs when

$$2e^+_X > \Delta_{\text{SAS}} - \Delta_Z.$$  \hspace{1cm} (5.8)$$
We remark that $2\zeta_X \approx 47$K in a typical sample with $d \approx 231$ nm.

The matrix $\sigma \in \mathbb{R}^{2 \times 2}$ is diagonal also at the monolayer point, where the spin excitation always occurs with the excitation energy

$$\langle \psi_s | H | \psi_s \rangle = E_S + 2(\zeta_X + \epsilon) + \Delta_2,$$  \hspace{1cm} (5.9)

since the energies of the other two modes diverge. The two excitation states $|\psi_s\rangle$ and $|\psi_p\rangle$ mix to make a new state, $|\psi_m\rangle$, to lower the excitation energy except for $\sigma_0 = 0$ and $\sigma_0 = 1$. After diagonalization it is

$$\langle \psi_s | H | \psi_s \rangle = E_S + 2\zeta_X + \frac{1}{2} \sigma_0^2 \epsilon_{\text{cap}} + \Delta_2 + \frac{1}{2} \Delta_{\text{SAS}} - \frac{1}{2} \sqrt{(\Delta_{\text{SAS}} - 4\sigma_0^2 \epsilon_D^2 + 16\sigma_0^3 (1 - \sigma_0^2) (\epsilon_D^2)^2)},$$  \hspace{1cm} (5.10)

with $\Delta_{\text{SAS}} = \Delta_{\text{SAS}}/\sqrt{1 - \sigma_0^2}$. Thus, when the condition $\sigma_0 \neq 0$ is satisfied, an electron is excited to the $|\psi_p\rangle$ state at the balanced point, and it makes a sudden transition to the $|\psi_m\rangle$ state, and finally transforms smoothly into the $|\psi_s\rangle$ state, as depicted in FIG. 2. The sudden transition would be smoothed out in a skyrmion-antiskyrmion excitation involving several electrons simultaneously.

**B. Physical Densities**

It is interesting to investigate a single electron excitation and a single hole excitation separately. For simplicity we analyze the SU(2) QH ferromagnet. One-electron excited state $|\mathbf{S}_+\rangle$ and one-hole excited state $|\mathbf{S}_-\rangle$ are given by

$$|\mathbf{S}_+\rangle = c_0^\dagger (0) \prod_{n \neq 0} c_n^\dagger (n)|0\rangle, \quad |\mathbf{S}_-\rangle = \prod_{n \neq 0} c_n^\dagger (n)|0\rangle,$$  \hspace{1cm} (5.11)

where we have placed an electron or a hole at the momentum-zero state. Their classical densities are

$$\rho_{\pm}^c (m, n) = \sum_\sigma \langle \mathbf{S}_\pm | c_\sigma^\dagger (m) c_\sigma (n) | \mathbf{S}_\pm \rangle$$

$$= \delta_{mn} \pm \delta_{m0} \delta_{n0}.$$  \hspace{1cm} (5.12)

In the coordinate space, based on formula (5.10) it reads

$$\tilde{\rho}_{\pm}^c (x) = \rho_0 \left( 1 + 2e^{-r^2/\epsilon_B^2} \right),$$  \hspace{1cm} (5.13)

where $\rho_0$ is the electron density in the ground state. The hole density becomes negative at the origin,

$$\lim_{x \to 0} \tilde{\rho}_{\pm}^c (x) = -\rho_0.$$  \hspace{1cm} (5.14)

There is nothing wrong with this mathematically since the electron cannot be localized within the LLL. Nevertheless, we cannot accept this as a physical quantity.

We recall that the wave function of one electron with the angular-momentum zero in the LLL is

$$\varphi_0 (x) = \frac{1}{\sqrt{2\pi \epsilon_B^2}} e^{-r^2/4\epsilon_B^2},$$  \hspace{1cm} (5.15)

which leads to the density

$$\delta \rho_{\pm}^c (x) = |\varphi_0 (x)|^2 = \rho_0 e^{-r^2/2\epsilon_B^2},$$  \hspace{1cm} (5.16)

at $\nu = 2\pi \epsilon_B^2 \rho_0 = 1$. When we remove one electron from or add one electron to the filled up-spin level, the density becomes

$$\rho_{\pm}^c (x) = \rho_0 \pm \delta \rho_{\pm}^c (x),$$  \hspace{1cm} (5.17)

and the hole density satisfies

$$\lim_{x \to 0} \rho_{\pm}^c (x) = 0.$$  \hspace{1cm} (5.18)

This behavior is what we expect for the physical density at the origin.

It is easy to see that the Fourier transformations of (5.13) and (5.17) are related as

$$\rho_{\pm}^c (q) = e^{-\epsilon_B^2 q^2/4} \rho_{\pm}^c (0).$$  \hspace{1cm} (5.19)

This is precisely the relation (5.11) between the two types of the densities. We conclude that the projected density represents a physical quantity.
C. Direct and Exchange Energies

For simplicity we work still in the SU(2) QH ferromagnet. The electron-hole pair excitation energy is

\[ \delta E_{\text{pair}} = \langle \psi \mid H_C \mid \psi \rangle - E_\varepsilon = 2 \epsilon_X, \]

(5.20)

where

\[ \epsilon_X = V_{0000} + \sum_{j \neq 0} V_{j00j} = \Delta_C^0, \]

(5.21)

as is obtained by taking \( d \to 0 \) in \( 12 \) and \( 15 \). It follows from \( 24 \) that \( V_{0000} \) is the direct integral and \( V_{j00j} (j \neq 0) \) is the exchange integral. Hence, the Coulomb energy consists of the direct energy \( \delta H^c_D = V_{0000} \) and the exchange energy \( \delta H^c_X = \sum_{j \neq 0} V_{j00j} \).

We can express them in familiar forms. First, the classical energy associated with the density modulation \( \delta \rho \)

\[ \delta H^c_D = \sum_{mnij} V_{mnij} \delta \rho^c(m,n) \delta \rho^c(i,j) = V_{0000} \]

(5.22)

with \( \delta \rho^c(m,n) = \delta_{m0} \delta_{n0} \), which is transformed into

\[ \delta H^c_D = \frac{1}{2} \int d^2x d^2y V(x - y) \delta \rho^c(x) \delta \rho^c(y) \]

(5.23)

with \( \delta \rho^c(x) \) being given by \( 5.16 \). This is the direct energy of the excitation. We next remark that the spin energy of the excitation. We next remark that the spin rotation modulates the electron density \( \delta \rho_0 \), which is transformed into

\[ S^c_\alpha(m,n) = \delta \rho^c_\alpha(m,n) = \frac{1}{2} (\delta_{mn} - \delta_{m0} \delta_{n0}) \]

(5.24)

both for the electron or hole excitation. Substituting them into the exchange energy \( 5.22 \), or

\[ H^c_X = -2 \sum_{mnij} \sum_{a=xyz} S^c_\alpha(m,j) S^c_\alpha(i,n) \]

\[ + \frac{1}{4} \rho^c_{\alpha \beta}(m,j) \rho^c_{\alpha \beta}(i,n), \]

(5.25)

we reproduce \( \delta H^c_X = \sum_{j \neq 0} V_{j00j} \). In the momentum space we have a more familiar expression,

\[ H^c_X = \pi \int d^2p V_X(p) \sum_{a=xyz} \left[ \frac{\delta S^c_\alpha(-p)}{2} \right] \]

\[ + \frac{1}{4} \rho^c_{\alpha \beta}(-p) \rho^c_{\alpha \beta}(p). \]

(5.26)

Thus, the excitation energy of an electron or a hole presents us the simplest example of the decomposition formula \( 5.12 \) into the direct and exchange energies.

VI. SKYRMIONS IN MICROSCOPIC THEORY

We study skyrmions in a microscopic theory of the SU(2) QH ferromagnet, and then extend the scheme to the SU(4) bilayer QH ferromagnet. We set \( \ell_B = 1 \) throughout in this section, where \( \rho_0 = 1/2\pi \).

A. SU(2) Skyrmions

A skyrmion and an antiskyrmion are topological solitons in the nonlinear sigma model, and characterized by the nonlinear sigma field (normalized spin field),

\[ S_x = \frac{\alpha_x}{r^2 + \alpha^2}, \quad S_y = \frac{\alpha_y}{r^2 + \alpha^2}, \quad S_z = \frac{1}{2} - \frac{\alpha^2}{r^2 + \alpha^2}, \]

(6.1)

when it carries topological charge \( \pm 1 \). Actual skyrmions are much more complicated in the QH ferromagnet because the spin rotation modulates the electron density due to the \( W_\infty(2) \) algebra. Nevertheless, a gross feature remains as it is \( 1 \).

Let \(|\mathcal{S}\rangle\) be the skyrmion state. Its spin field is given by \( 24 \)

\[ \hat{S}^c_\alpha(p) = \frac{1}{2\pi} \int_\mathbb{R} e^{-ipX} |m\rangle e^{-ipX} \langle S_\alpha(m,n)|\mathcal{S}\rangle. \]

(6.2)

Due to the formula

\[ |m\rangle e^{ikX} |m + n\rangle \]

\[ = \sqrt{m!} \frac{\Gamma_{m + 1/n}}{(m + n)!} \left( \frac{k_x + ik_y}{\sqrt{2}} \right)^n e^{-k^2/4L^2} \]

(6.3)

we need to have \( \langle S | S_{x,y}(m,n) | S \rangle \propto \delta_{m,n \pm 1} \)

and \( \langle S | S_z(m,n) | S \rangle \propto \delta_{m,n} \) to be consistent with \( 6.1 \). Such a state is uniquely constructed as \( 17 \)

\[ \langle S_{\text{sky}} \rangle = \prod_{n=0} \xi(z)(n)|0\rangle \]

(6.4)

with

\[ \xi(z)(n) = u(n)c_\uparrow(n) + v(n)c_\downarrow(n + 1) \]

(6.5)

They satisfy the standard canonical commutation relations,

\[ [\xi(m), \xi^\dagger(n)] = \delta_{mn}, \quad [\xi(m), \xi(n)] = 0, \]

(6.6)

provided \( u^2(n) + v^2(n) = 1 \). Note the state \( |\mathcal{S}_{\text{sky}}\rangle \)

describes one hole state in the momentum-zero site when we set \( u(n) = 0 \) and \( v(n) = 1 \) for all \( n \).

Similarly, the antiskyrmion state is given by \( 17 \)

\[ |\mathcal{S}_{\text{asky}}\rangle = \prod_{n=0} \xi(z)(n)c_\downarrow(0)|0\rangle \]

(6.7)

with

\[ \xi(z)(n) = -u(n)c_\uparrow(n + 1) + v(n)c_\downarrow(n). \]

(6.8)

The state \( |\mathcal{S}_{\text{asky}}\rangle \)

describes one electron excited state in the momentum-zero site when we set \( u(n) = 0 \) and \( v(n) = 1 \) for all \( n \). In what follow we only discuss the skyrmion case explicitly.
First we evaluate \( \rho^{cl}(m,n) = \langle \mathcal{S} | \rho(m,n) | \mathcal{S} \rangle \) and others. The only nonvanishing components are [see Eq. (13.4.3) in Ref. 21] in Appendix 3.

\[
\begin{align*}
\hat{\rho}^{cl}(m,m) &= u^2(m) + v^2(m - 1), \\
\hat{S}^{cl}_x(m,m) &= -\frac{1}{2} \left[ u^2(m) - v^2(m - 1) \right], \\
\hat{S}^{cl}_x(m,m-1) &= -i \hat{S}^{cl}_x(m,m), \\
&= i \frac{e}{2} \hat{S}^{cl}_x(m+1,m) = \frac{1}{2} u(m) v(m), \quad (6.9)
\end{align*}
\]

where we have set \( v(-1) = 0 \). They are converted into the momentum space based on the formula \( \hat{S}^{cl}(k) = \frac{1}{2\pi} e^{-k^2/4} \sum_{m=0}^{\infty} \left[ u^2(m) + v^2(m - 1) \right] L_m \left( k^2/2 \right) \),

\[
\begin{align*}
\hat{S}^{cl}_x(k) &= -\frac{1}{4\pi} e^{-k^2/4} \sum_{m=0}^{\infty} \left[ u^2(m) - v^2(m - 1) \right] L_m \left( k^2/2 \right), \\
\hat{S}^{cl}_y(k) &= -\frac{i k a}{2\pi} e^{-k^2/4} \sum_{m=0}^{\infty} \frac{u(m) v(m)}{\sqrt{m+1}} L_m^{(1)} \left( k^2/2 \right), \\
\hat{S}^{cl}_y(k) &= \frac{i k a}{2\pi} e^{-k^2/4} \sum_{m=0}^{\infty} \frac{u(m) v(m)}{\sqrt{m+1}} L_m^{(1)} \left( k^2/2 \right), \quad (6.10)
\end{align*}
\]

after some calculation with the use of \( \hat{S}^{cl}(k) \).

The electron number difference between the skyrmion state and the ground state is

\[
\begin{align*}
\delta Q &= \sum_{m=0}^{\infty} \left[ \hat{\rho}^{cl}(m,m) - 1 \right] \\
= u^2(0) - 1 + \sum_{m=1}^{\infty} \left[ u^2(m) - u^2(m - 1) \right] &=-1 \\
&= 0 \quad (6.11)
\end{align*}
\]

by pairwise cancellations, where we have used \( v^2(m) = 1 - u^2(m) \), \( m \geq 0 \), and \( v(-1) = 0 \). Hence the skyrmion excitation removes one electron from the ground state. However, because the manipulation is too subtle, we give a concrete calculation taking an explicit example in \( \hat{S}^{cl}(k) \).

As we have remarked before, it is necessary to construct physical densities from the formulas \( \hat{S}^{cl}(k) \) by way of \( \hat{S}^{cl}(k) \). The procedure is simply to replace \( e^{-k^2/4} \) with \( e^{-k^2/4} \) therein. We make the Fourier transformation of the physical densities with the aid of the formula [see formula (2.19.12.6) in Ref. 23]

\[
\begin{align*}
\int_{-\infty}^{\infty} dk \, k^n e^{-k^2/2} J_m(kr) L_n^{(1)}(k^2/2) &= \frac{1}{n!} \left( \frac{r^2}{2} \right)^n r^n e^{-r^2/2}, \quad (6.12)
\end{align*}
\]

and

\[
\begin{align*}
\int d\theta \, e^{ikx} \equiv 2\pi J_0(kr), \\
\frac{1}{2\pi} \int d\theta \, \frac{k}{k} e^{iKx} &= \frac{x_j}{r_j} J_1(kr), \quad (6.13)
\end{align*}
\]

where we have set \( \mathbf{x} = (r \cos \theta, r \sin \theta) \). The physical densities reads

\[
\begin{align*}
\rho^{cl}(x) &= \frac{1}{2\pi} e^{-r^2/2} \sum_{m=0}^{\infty} \left[ u^2(m) + v^2(m - 1) \right] \left( \frac{r^2}{2} \right)^n, \\
S^{cl}_x(x) &= -\frac{1}{2\pi} e^{-r^2/2} \sum_{m=0}^{\infty} \frac{u^2(m) - v^2(m - 1)}{n!} \left( \frac{r^2}{2} \right)^n, \\
S^{cl}_x(x) &= \frac{x}{2\pi\sqrt{2}} e^{-r^2/2} \sum_{m=0}^{\infty} \frac{u(m)v(m)}{n!\sqrt{n+1}} \left( \frac{r^2}{2} \right)^n, \\
S^{cl}_y(x) &= -\frac{y}{2\pi\sqrt{2}} e^{-r^2/2} \sum_{m=0}^{\infty} \frac{u(m)v(m)}{n!\sqrt{n+1}} \left( \frac{r^2}{2} \right)^n \quad (6.14)
\end{align*}
\]

in the coordinate space.

In order to make a further analysis we make an anzats \( \rho(x) \) on functions \( u(m) \) and \( v(m) \),

\[
\begin{align*}
u^2(n) &= \frac{\omega^2}{n + 1 + \omega^2}, \quad v^2(n) = \frac{n + 1}{n + 1 + \omega^2} \quad (6.15)
\end{align*}
\]

The densities can be expressed in terms of the Kummer function \( M(a;b;x) \),

\[
\begin{align*}
M(a; a + 1; x) &= a \sum_{n=0}^{\infty} \frac{x^n}{(n+a)!} \quad (6.16)
\end{align*}
\]

as

\[
\begin{align*}
\rho(x) &= \frac{1}{2\pi} - \frac{1}{2\pi} \frac{1}{\omega^2 + 1} e^{-\frac{r^2}{2}} M(\omega^2; \omega^2 + 2; r^2/2), \\
S^{cl}_x(x) &= \frac{1}{4\pi} - \frac{1}{4\pi} e^{-\frac{r^2}{2}} M(\omega^2; \omega^2 + 1; r^2/2) \\
&- \frac{1}{4\pi} \frac{\omega^2}{\omega^2 + 1} e^{-\frac{r^2}{2}} M(\omega^2 + 1; \omega^2 + 2; r^2/2), \\
S^{cl}_x(x) &= \frac{\sqrt{2\omega}}{4\pi} e^{-\frac{r^2}{2}} M(\omega^2 + 1; \omega^2 + 2; r^2/2), \\
S^{cl}_y(x) &= \frac{\sqrt{2\omega}}{4\pi} e^{-\frac{r^2}{2}} M(\omega^2 + 1; \omega^2 + 2; r^2/2) \quad (6.17)
\end{align*}
\]

where we have used the formula (13.4.3) of Ref. 24 to derive \( \rho(x) \). The electron number of the skyrmion excitation is

\[
\begin{align*}
\delta Q &= \int d^2 x \left[ \rho(x) - \frac{1}{2\pi} \right] \\
&= -\frac{1}{\omega^2 + 1} \int_{-\infty}^{\infty} e^{-z} M(\omega^2; \omega^2 + 2; z) dz = -1, \quad (6.18)
\end{align*}
\]

where the last equality is checked via order by order integration with respect to \( z \). There is no ambiguity in this derivation contrary to that in \( \hat{S}^{cl}(k) \).

The skyrmion with the anzats \( \rho(x) \) has a peculiar feature. It is reduced to a hole for \( \omega = 0 \), where the density \( \rho(x) \) approaches the ground-state value exponentially fast. However, for all \( \omega \neq 0 \), with the use of the formula (13.1.4) of Ref. 24, we find

\[
\rho(x) \to \frac{1}{2\pi} \left( 1 - \frac{2\alpha^2}{r^2} \right), \quad \text{as } r \to \infty, \quad (6.19)
\]
where we have set \( \alpha^2 = 2 \omega^2 \). Furthermore, we find

\[
S_x(x) \rightarrow \frac{1}{2\pi} \frac{ax}{r^2}, \quad S_y(x) \rightarrow -\frac{1}{2\pi} \frac{ay}{r^2},
\]

\[
S_z(x) \rightarrow \frac{1}{2\pi} \left( \frac{1}{2} - \frac{\alpha^2}{r^2} \right), \quad \text{as} \ r \to \infty. \tag{6.20}
\]

They agree with the asymptotic behaviors of the density and the spin field of a sufficiently large skyrmion we discuss later: See FIGS 5-10. It is easy to see that the number of the flipped spin diverges for all \( \omega \neq 0 \). Consequently, small skyrmions cannot be discussed based on these anzats.

### B. SU(4) Skyrmions

The generalization to the SU(4) bilayer system is straightforward. The ground state is given by the up-spin bonding state. The skyrmion state is given by

\[
|\mathcal{S}_{\text{sky}}\rangle = \prod_{n=0}^{\infty} \xi^\dagger(n)|0\rangle, \tag{6.21}
\]

where

\[
\xi^\dagger(n) = u_r(n)A_r^\dagger(n) + u_p(n)A_p^\dagger(n) + u_s(n)B_s^\dagger(n) + v(n)B_s^\dagger(n+1)
\]

\[
\tag{6.22}
\]

with constraint, \( u_r^2(n) + u_p^2(n) + u_s^2(n) + v^2(n) = 1 \). The hole state \( B_\uparrow(0)|B_\uparrow\rangle \) is given by setting \( v(n) = 1 \) and \( u_r(n) = u_p(n) = u_s(n) = 0 \) for all \( n \).

There are three types of antiskyrmions,

\[
|\mathcal{S}_{\text{asky}}^+\rangle = \prod_{n=0}^{\infty} \zeta_{\uparrow}^\dagger(n)B_\uparrow(0)|0\rangle,
\]

\[
|\mathcal{S}_{\text{asky}}^-\rangle = \prod_{n=0}^{\infty} \zeta_{\downarrow}^\dagger(n)A_\downarrow(0)|0\rangle,
\]

\[
|\mathcal{S}_{\text{asky}}^0\rangle = \prod_{n=0}^{\infty} \zeta_{\uparrow}^\dagger(n)A_\downarrow(0)|0\rangle, \tag{6.23}
\]

with

\[
\xi_{\uparrow}(n) = u_r(n)A_{\uparrow}(n) + u_p(n)A_{\downarrow}(n) - u_s(n)B_{\uparrow}(n+1) + v(n)B_{\uparrow}(n+1),
\]

\[
\xi_{\downarrow}(n) = u_r(n)A_{\downarrow}(n) - u_r(n+1)A_{\uparrow}(n) + u_s(n)B_{\uparrow}(n) + v(n)B_{\uparrow}(n+1),
\]

\[
\xi_{\uparrow}(n) = -u_r(n)A_{\uparrow}(n+1) + u_p(n)A_{\downarrow}(n) + u_s(n)B_{\uparrow}(n) + v(n)B_{\uparrow}(n+1). \tag{6.24}
\]

They are reduced to three different electron excited states \( B_\uparrow(0)|B_\uparrow\rangle, A_{\downarrow}(0)|B_\uparrow\rangle \) and \( A_{\uparrow}(0)|B_\uparrow\rangle \) when we set \( v(n) = 1 \) and \( u_r(n) = u_p(n) = u_s(n) = 0 \) for all \( n \): See FIG II.

There are important SU(2) limits of SU(4) skyrmions. When we set \( u_p(n) = u_r(n) = 0 \), \( |\mathcal{S}_{\text{sky}}^p\rangle \) and \( |\mathcal{S}_{\text{asky}}^p\rangle \) describe a skyrmion and an antiskyrmion where only spins are excited. We call them the spin-skyrmion and the spin-antiskyrmion. Similarly, when we set \( u_s(n) = 0 \), \( |\mathcal{S}_{\text{sky}}^p\rangle \) and \( |\mathcal{S}_{\text{asky}}^p\rangle \) describe a skyrmion and an antiskyrmion where only pseudospins are excited. We call them the ppin-skyrmion and the ppin-antiskyrmion.

It is a dynamical problem which skyrmion-antiskyrmion pairs are excited thermally. As we have shown, as far as electron-hole pairs are concerned, only pseudospins are excited at the balanced point unless the tunneling gap is too large, while only spins are excited at the monolayer point. This is the case also for skyrmion-antiskyrmion pair excitations. However, in general, all components are excited to lower the total energy, which leads to genuine SU(4) skyrmions. Contrary to the case of the electron-hole limit, the transition from the ppin-skyrmion at the balanced point \( (\sigma_0 = 0) \) to the spin-skyrmion at the monolayer point \( (\sigma_0 = 1) \) will occur continuously via a genuine SU(4) skyrmion since the matrix elements of the total Hamiltonian \( \hat{H} \) between various skyrmion states are nonvanishing.

### VII. EFFECTIVE HAMILTONIANS

It is very hard to calculate the skyrmion excitation energy with use of the microscopic states \( (6.21) \) and \( (6.23) \) since they involve infinitely many functions \( u_r(n), u_p(n), u_s(n) \) and \( v(n) \). In this paper we construct the effective theory by making the derivative expansion of the Hamiltonian. Thus, strictly speaking, our approximation is good only for large skyrmions. Nevertheless, its application even to small skyrmions would present us invaluable results otherwise unavailable. We wish to develop a microscopic theory in a future work.

Our analysis is based on the decomposition formula \( \rho \rightarrow \rho^d(x) \) into the direct and exchange energy terms. In what follows we represent the classical density \( \rho^d(x) \) simply by \( \rho(x) \) since we use only classical fields.

We first identify the SU(4)-invariant direct Coulomb term as the self-energy,

\[
H_{\text{self}} = \frac{1}{2} \int d^2x d^2y \rho(x) V^+(x - y) \rho(y). \tag{7.1}
\]

We then make the derivative expansion of the SU(4)-invariant exchange term \( H_{\chi}^x \). We rewrite it as

\[
H_{\chi}^x = -\frac{1}{2} \int d^2x d^2z V_{\chi}(x) [\hat{I}(x + z) \hat{I}(x) + \frac{1}{8} \hat{\rho}(x + z) \hat{\rho}(x)]. \tag{7.2}
\]

Since \( V_{\chi}(z) \) is short ranged,

\[
V_{\chi}(x) = \frac{1}{2\pi} \int d^2p e^{ipx} V_{\chi}(p) = \rho(x) \left( 1 + e^{-|x|/\ell_b^2} \right) e^{-x^2/2\ell_b^2}, \tag{7.3}
\]
it is a good approximation to make the Taylor expansion of \( \hat{I}(x + z) \) and \( \hat{\rho}(x + z) \) to the nontrivial lowest order of \( z \),

\[
\hat{I}(x + z)\hat{I}(x) = \hat{I}(x)\hat{I}(x) - \frac{1}{2} \sum_{ij} z_i z_j \partial_j \hat{I}(x) \partial_j \hat{I}(x),
\]

(7.4)

where a partial integration is understood in the integrand of (7.2). Equivalently, we make the momentum expansion of the potential (3.6),

\[
V^\pm_X(p) = V^\pm_X(0) - 8\pi \ell_B^4 J_s^2 p^2 + O(p^4),
\]

(7.5)

where

\[
V^\pm_X(0) = 2\ell_B^2 \left[ 1 \pm e^{\frac{a^2}{2\ell_B^2}} \text{erfc} \left( \frac{d}{\sqrt{2\ell_B}} \right) \right] \Delta_C^0,
\]

(7.6)

and

\[
J_s^\pm = \frac{1}{2} (J_s \pm J_s^d),
\]

(7.7)

with

\[
J_s = \frac{1}{8\pi} \Delta_C^0,
\]

(7.8)

\[
\frac{J_s^d}{J_s} = -\sqrt{\frac{d}{\pi \ell_B}} \left( 1 + \frac{d}{\ell_B^2} \right) e^{\frac{a^2}{2\ell_B^2}} \text{erfc} \left( \frac{d}{\sqrt{2\ell_B}} \right).
\]

(7.9)

The zeroth order term in \( p^2 \) is proportional to the integral

\[
\int d^2x \left[ \hat{I}(x)\hat{I}(x) + \frac{1}{8} \hat{\rho}(x)\hat{\rho}(x) \right] = \frac{1}{4\pi \ell_B} \int d^2x \hat{\rho}(x),
\]

(7.10)

which is a Casimir invariant obtained by integrating the relation (2.27). Note that the star product becomes an ordinary product within the integrand. We may neglect the term, because it represents the total number of electrons and is fixed to the ground-state value in excitations of skyrmion-antiskyrmion pairs. Consequently, we obtain

\[
H^\text{eff}_X = \frac{2J_s^\pm}{\rho_0^2} \int d^2x \left[ \partial_k \hat{I}(x) \partial_k \hat{I}(x) + \frac{1}{2N} \partial_k \hat{\rho}(x) \partial_k \hat{\rho}(x) \right]
\]

(7.11)

as the effective Hamiltonian. Here and hereafter the summation over the repeated index in \( \partial_k \) is understood.

We next derive the effective Hamiltonian from the SU(4)-noninvariant terms \( H_C \). The zeroth order term in \( p^2 \) yields the capacitance energy as the leading term,

\[
H^\text{cap} = 2\pi \ell_B \epsilon_{\text{cap}} \int d^2x \hat{P}_s(x)\hat{P}_s(x),
\]

(7.12)

where we have used the identity (7.10). The capacitance energy \( (\propto \epsilon_{\text{cap}}) \) consists of two terms; the one \( (\propto \epsilon_0^2) \) arising from the direct interaction \( H_0^2 \), which is the standard capacitance energy of a condenser made of two planes with separation \( d \), and the other \( (\propto \epsilon_X^2) \) from the exchange interaction \( H_X^2 \). The exchange effect makes the capacitance energy quite small for a small layer separation [23]. We note that our capacitance formula (7.12) is different from the one assumed in some literature [26, 27].

Collecting all the first order terms in \( p^2 \) from the exchange Hamiltonian (3.10) we obtain

\[
H_X^{SU(4)} = \frac{1}{2} \pi^2 \ell_B^4 J_s \left[ \partial_k \hat{\rho} \right]^2 + 4\pi^2 \ell_B^4 J_s^d \left[ \left[ \partial_k \hat{S}_a \right]^2 + \left[ \partial_k \hat{P}_a \right]^2 + \left[ \partial_k \hat{R}_{ab} \right]^2 \right] + 8\pi^2 \ell_B^4 J_s^d \left[ \left[ \partial_k \hat{S}_a \right]^2 + \left[ \partial_k \hat{P}_a \right]^2 + \left[ \partial_k \hat{R}_{az} \right]^2 \right],
\]

(7.13)

where the summation over repeated indices \( a \) and \( b \) is understood.

It is worthwhile to take two important limits of \( H_X^{SU(4)} \). When all electrons are moved to the front layer, by setting \( \Psi = (\psi^\uparrow, \psi^\uparrow, 0, 0) \), the nonvanishing elements are \( \hat{S}_a = \hat{S}_a^\uparrow \) and \( \hat{R}_{az} = \hat{S}_a^\uparrow \) in (7.13), and we find

\[
H_X^{\text{spin}} = \frac{2J_s^d}{\rho_0^2} \sum_{a=x,y} \left[ \partial_k \hat{S}_a^\uparrow \right]^2
\]

(7.14)

for the spin-ferromagnet. Similarly, when the spin degree of freedom is frozen, the nonvanishing elements are \( \hat{P}_a = \hat{P}_a^\uparrow \) and \( \hat{R}_{az} = \hat{P}_a^\uparrow \) in (7.13), and we find

\[
H_X^{\text{pseudospin}} = \frac{2J_s^d}{\rho_0^2} \sum_{a=x,y} \left[ \partial_k \hat{P}_a^\uparrow (x) \right]^2 + \frac{2J_s}{\rho_0} \sum_{a=x,y} \left[ \partial_k \hat{P}_a^\uparrow (x) \right]^2
\]

(7.15)

for the pseudospin-ferromagnet.

To discuss the Goldstone modes we may set \( \hat{\rho}(x) = \rho_0 \) since the ground state is robust against the density fluctuation. By setting \( \hat{S}_a^\uparrow = \rho_0 \hat{S}_a^\uparrow \), \( \hat{P}_a^\uparrow \) becomes an O(3) nonlinear sigma model describing the spin-ferromagnet Hamiltonian [7] with the spin stiffness \( J_s \). By setting \( \hat{P}_a^\uparrow = \rho_0 \hat{P}_a^\uparrow \), \( \hat{R}_{az} \) becomes an anisotropic O(3) nonlinear sigma model describing the pseudospin-ferromagnet Hamiltonian [8] with the interlayer stiffness \( J_s^d \).

VIII. SEMIClassICAL ANALYSIS

We use bosonic variables to describe coherent excitations such as spin and pseudospin textures. In so doing we introduce the composite-boson (CB) field [27, 28]. The CB theory of QH ferromagnets is formulated as follows [12]. The CB field \( \phi^\sigma(x) \) is defined by making a singular phase transformation to the electron field \( \psi^\sigma(x) \),

\[
\phi^\sigma(x) = e^{-ie\theta(x)} \psi^\sigma(x),
\]

(8.1)
where the phase field $\Theta(x)$ attaches one flux quantum to each electron via the relation,

$$
\varepsilon_{ij}\partial_i\partial_j\Theta(x) = \Phi_D\rho(x). \tag{8.2}
$$

We then introduce the normalized CB field $n^\sigma(x)$ by

$$
\phi^\sigma(x) = \rho(x)n^\sigma(x), \tag{8.3}
$$

where $\phi^\sigma(x) = \sum_\sigma \psi_\sigma^\dagger(x)\psi_\sigma(x) = \rho(x)$, and the 4-component field $n^\sigma(x)$ obeys the constraint $\sum_\sigma n^\sigma(x)n^\sigma(x) = 1$: Such a field is the CP$^3$ field \[29\].

The isospin operators are expressed as

$$
S_3 a = \rho(x) S_3 a(x), \quad S_\alpha a = \frac{1}{2} n^\dagger(x)n^\alpha a(x),
$$

$$
P_\alpha a = \rho(x) P_\alpha a(x), \quad P_\alpha a = \frac{1}{2} n^\dagger(x)n^\alpha a(x), \tag{8.4}
$$

and so on, with $n = (n^f_l, n^l_t, n^b_t, n^l_b)^T$. They are

$$
S_3 z = 0, \quad S^\sigma = 0, \quad S^\sigma = \frac{1}{2},
$$

$$
P^\sigma = \frac{1}{2} \sqrt{1 - \sigma^2}, \quad P^\sigma = 0, \quad P^\sigma = \frac{1}{2} \sigma_0, \tag{8.5}
$$

and $R^\sigma = 0$ except for $R^\sigma = P^\sigma$ and $R^\sigma = P^\sigma$ in the ground state.

We investigate charged excitations at $\nu = 1$. Charged excitations are topological solitons in incompressible QH liquids. To describe them we introduce the dressed CB field by $\Phi(x), \phi^\sigma(x), (8.3), (8.4)$ and $A(x)$ is given by

$$
A(x) = \int d^2 y \ln \left( \frac{|x - y|}{2\ell_B} \right) \rho(y) - |z|^2. \tag{8.7}
$$

The kinetic Hamiltonian is rewritten as

$$
H_K = \frac{1}{2M} \sum_\alpha \int d^2 x \Phi^\dagger(x)(D_x - iD_y)(D_x + iD_y)\Phi(x), \tag{8.8}
$$

where $\Phi(x)$ is the four-component dressed CB field with $\Phi^\dagger = \Phi^\dagger e^{2A}$, and $D_j = -i\hbar\partial_j + h(\varepsilon_{jk} + \delta_{jk})\partial_k A(x)$.

The LLL condition follows from the kinetic Hamiltonian $\Phi(x), \Phi^\dagger(x)$.

$$
(D_x + iD_y)\Phi(x)|\Sigma\rangle = -i\hbar \frac{\partial}{\partial z^*}\Phi(x)|\Sigma\rangle = 0, \tag{8.9}
$$

where $z = (x + iy)/2\ell_B$. It implies that the N-body wave function is analytic and symmetric in $N$ variables,

$$
\mathcal{S}_{\text{CB}}[z] = \langle \Phi(x_1) \cdots \Phi(x_N)|\Sigma\rangle. \tag{8.10}
$$

It is easy to verify $[11, 12]$ that the electron wave function is $\mathcal{S}[x] = \mathcal{S}_{\text{CB}}[z] \mathcal{S}_{\text{Laughlin}}[x]$, where $\mathcal{S}_{\text{Laughlin}}[x]$ is the Laughlin wave function $\[30\].$

The analysis is quite simple when the function is factorized, $\mathcal{S}_{\text{CB}}(z) = \prod \mathcal{S}(z_n)$. Then it follows that $\mathcal{S}(z) = \langle \Phi(x)|\Sigma\rangle$ and that $|\Phi(x)| = \mathcal{S}(z)/|\mathcal{S}(z)|$. The lightest topological soliton is described by the nontrivial simplest wave function $\mathcal{S}(z) = (z, \kappa_s, \kappa_p, \kappa_r)$, which we call the SU(4) skyrmion. Thus, a skyrmion is characterized by its shape parameters $\kappa_s, \kappa_p$ and $\kappa_r$ representing how it is excited to energy levels $B_\uparrow, A_\uparrow$ and $A_\downarrow$, respectively \[11\]. In terms of the layer CP$^3$ field it reads

$$
\begin{pmatrix}
\phi^f_l(x) \\
\phi^l_t(x) \\
\phi^b_t(x) \\
\phi^l_b(x)
\end{pmatrix} = C(z)
\begin{pmatrix}
z \sqrt{1 + \sigma_0 + \kappa_s \sqrt{1 - \sigma_0}} \\
\kappa_s \sqrt{1 + \sigma_0 + \kappa_p \sqrt{1 - \sigma_0}} \\
\kappa_r \sqrt{1 - \sigma_0 - \kappa_p \sqrt{1 - \sigma_0}} \\
\kappa_s \sqrt{1 - \sigma_0 - \kappa_r \sqrt{1 + \sigma_0}}
\end{pmatrix},
$$

with the normalization factor $C(z) = 1/\sqrt{2(z^2 + \kappa^2)}$ with $\kappa^2 = \kappa_s^2 + \kappa_p^2 + \kappa_r^2$. When $\kappa = \kappa_s, \kappa_p = \kappa_r = 0$, it is reduced to

$$
\begin{pmatrix}
\phi^f_l(x) \\
\phi^l_t(x) \\
\phi^b_t(x) \\
\phi^l_b(x)
\end{pmatrix} = C(z)
\begin{pmatrix}
z \sqrt{1 + \sigma_0} \\
\kappa_s \sqrt{1 + \sigma_0} \\
\kappa_r \sqrt{1 - \sigma_0} \\
\kappa_s \sqrt{1 - \sigma_0}
\end{pmatrix},
$$

which describes a spin texture reversing only spins. This is identified with the microscopic spin-skyrmion in \[6, 21\]. When $\kappa = \kappa_p, \kappa_s = \kappa_p = 0$, it is reduced to

$$
\begin{pmatrix}
\phi^f_l(x) \\
\phi^l_t(x) \\
\phi^b_t(x) \\
\phi^l_b(x)
\end{pmatrix} = C(z)
\begin{pmatrix}
z \sqrt{1 + \sigma_0 + \kappa_s \sqrt{1 - \sigma_0}} \\
\kappa_s \sqrt{1 + \sigma_0} \\
\kappa_r \sqrt{1 - \sigma_0} \\
\kappa_s \sqrt{1 - \sigma_0}
\end{pmatrix},
$$

which describes a pseudospin texture reversing only pseudospins: This is identified with the microscopic ppskyrmion in \[6, 21\].

A skyrmion excitation modulates the density around it, $\rho_0 \to \rho_{\text{sky}}(x)$, according to the soliton equation \[12\],

$$
\frac{1}{4\pi^2} \nabla^2 \rho_{\text{sky}}(x) = \rho_{\text{sky}}(x) = J_{\text{sky}}(x), \tag{8.14}
$$

which follows from the LLL condition \[8, 9\]: $J_{\text{sky}}(x)$ is the topological (Pontryagin number) density, which is calculated as

$$
J_{\text{sky}}(x) = \frac{1}{\pi} \frac{4(\ell_B)^2}{\ell^2 + 4(\ell_B)^2/4}. \tag{8.15}
$$

for the SU(4) skyrmion \[8, 11\]. The soliton equation is solved iteratively, and the first order term is

$$
\delta \rho_{\text{sky}}(x) \simeq -J_{\text{sky}}(x) = \frac{1}{\pi} \frac{4(\ell_B)^2}{\ell^2 + 4(\ell_B)^2/4}. \tag{8.16}
$$

This is good for a very smooth skyrmion ($\kappa \gg 1$).

The antiskyrmion configuration is related to the skyrmion configuration by

$$
\begin{align*}
\mathcal{S}_{\text{asky}}^x &= \mathcal{S}_{\text{asky}}^x, \\
\mathcal{S}_{\text{asky}}^y &= -\mathcal{S}_{\text{asky}}^y, \\
\mathcal{S}_{\text{asky}}^z &= \mathcal{S}_{\text{asky}}^z, \\
\mathcal{P}_{\text{asky}}^x &= \mathcal{P}_{\text{asky}}^x, \\
\mathcal{P}_{\text{asky}}^y &= -\mathcal{P}_{\text{asky}}^y, \\
\mathcal{P}_{\text{asky}}^z &= \mathcal{P}_{\text{asky}}^z.
\end{align*}
$$

\[8.17\]
A skyrmion (antiskyrmion) induces the modulation of the spin and the pseudospin,

\[ \delta S_{a}^{\text{sky}}(x) = \rho_{(a)\text{sky}}(x)S_{a}^{\text{sky}}(x) - \rho_{0}S_{a}^{\text{sky}}, \]
\[ \delta P_{a}^{\text{sky}}(x) = \rho_{(a)\text{sky}}(x)P_{a}^{\text{sky}}(x) - \rho_{0}P_{a}^{\text{sky}}, \] (8.18)

where \( S_{a}^{\text{sky}} \) and \( P_{a}^{\text{sky}} \) are the ground-state values, and

\[ \rho_{\text{sky}}(x) = \rho_{0} + \delta \rho_{\text{sky}}(x), \]
\[ \rho_{\text{sky}}(x) = \rho_{0} - \delta \rho_{\text{sky}}(x), \] (8.19)

where \( \delta \rho_{\text{sky}}(x) \) is given by \( S_{10} \).

It is actually the energy of a skyrmion-antiskyrmion pair,

\[ \Delta_{\text{pair}} = \frac{1}{2}(E_{\text{sky}} + E_{\text{asky}}), \] (8.20)

that is observed experimentally. We estimate the excitation energy \( E_{\text{sky}} = \langle \mathcal{S} | \hat{H} | \mathcal{S} \rangle \) of one skyrmion \( S_{\text{sky}} \). For simplicity we set \( \kappa_{s} = 0 \) in the SU(4) skyrmion \( S_{\text{sky}} \).

This approximation reduces the validity of some of our results. Indeed, we have found that the mixing between the excitation modes to the s-level and the r-level lowers the energy of the electron-hole pair state \( \text{FIG} \). Nevertheless, we use this approximation to reveal an essential physics we mean a continuous transformation of the SU(4) skyrmion from the ppin-skyrmion limit to the spin-skyrmion limit in contrast to the case of the electron-hole excitation.

Thus we study a skyrmion parametrized by two shape parameters \( \kappa_{s} \) and \( \kappa_{p} \) with \( \kappa^{2} = \kappa_{s}^{2} + \kappa_{p}^{2} \). We calculate the SU(4) generators \( S_{\alpha}^{\text{sky}} \) for this field configuration,

\[ S_{x}^{\text{sky}} = \frac{\alpha_{x}x}{r^2 + \alpha^2}, \quad S_{y}^{\text{sky}} = -\frac{\alpha_{y}y}{r^2 + \alpha^2}, \quad S_{z}^{\text{sky}} = \frac{1}{2} \frac{\alpha_{z}z}{r^2 + \alpha^2}, \]
\[ P_{x}^{\text{sky}} = \frac{\cos \beta - \alpha_{p}x \sin \beta + \alpha_{p}y \cos \beta}{r^2 + \alpha^2}, \quad P_{y}^{\text{sky}} = \frac{\cos \beta}{r^2 + \alpha^2}, \]
\[ P_{z}^{\text{sky}} = \frac{\sin \beta}{2} + \frac{\alpha_{p}x \cos \beta - \alpha_{p}y \sin \beta}{r^2 + \alpha^2}, \] (8.21)

and similar expressions for \( R_{\alpha}^{\text{sky}} \), where \( \alpha_{s} = 2\kappa_{s}\ell_{B}, \alpha_{p} = 2\kappa_{p}\ell_{B}, \alpha^{2} = 4(\kappa_{s}\ell_{B})^{2} \), \( \cos \beta = \sqrt{1 - \frac{\alpha^{2}}{2}} \), and \( \sin \beta = \sigma_{0} \).

The skyrmion energy consists of the Coulomb energy, the Zeeman energy and the pseudo-Zeeman energy. The Coulomb energy consists of the self-energy, the capacitance energy and the exchange energy.

The dominant one is the self-energy \( \Phi \),

\[ E_{\text{self}} = \frac{1}{2} \int d^{2}x d^{2}y \delta \rho_{\text{sky}}(x) V^{+}(x - y) \delta \rho_{\text{sky}}(y). \] (8.22)

After a straightforward calculation we find

\[ E_{\text{self}} = \frac{1}{8\kappa} E_{C}^{0} \int z^{2}[K_{1}(z)]^{2} \left( 1 + e^{-\frac{z}{\kappa \xi}} \right) \, dz. \] (8.23)

See \( \text{(C4)} \) in Appendix \( \text{C} \). It depends only on the total skyrmion scale \( \kappa = \sqrt{\kappa_{s}^{2} + \kappa_{p}^{2}} \), since the Coulomb term \( H_{\text{CO}} \) depends only on the total density \( \delta \rho_{\text{sky}}(x) \).

The capacitance energy is given by \( \text{(C7)} \), or

\[ H_{\text{cap}} = 2\pi \varepsilon_{B}^{2} e_{\text{cap}} \int d^{2}x \delta P_{z}^{\text{sky}}(x) \delta P_{z}^{\text{sky}}(x). \] (8.24)

It is calculated in \( \text{(C7)} \) in Appendix \( \text{C} \). The leading term is

\[ E_{\text{cap}} \simeq \frac{1}{2}(1 - \sigma_{0}^{2}) e_{\text{cap}} N_{\text{ppin}}(\kappa_{p}), \] (8.25)

where \( N_{\text{ppin}}(\kappa_{p}) \) is the number of flipped pseudospins to be defined by \( \text{(S.4)} \).

In evaluating the exchange energy \( \text{(8.13)} \), we set \( \rho(x) = \rho_{0} \) since the skyrmion charge is spread over a large domain. (See Appendix B for the result without making the approximation.) Using \( \text{(8.21)} \) we obtain

\[ E_{X} = 4\pi \left[ J_{s}^{+} - \frac{1}{3} J_{s}^{-} \left\{ \frac{\kappa_{p}^{2}}{\kappa_{s}^{2}} - \frac{\kappa_{s}^{2}}{\kappa_{p}^{2}} \left( 1 + \frac{2\kappa_{s}^{2}}{\kappa_{p}^{2}} \right) \sigma_{0}^{2} \right\} \right]. \] (8.26)

It contains shape parameters explicitly via the SU(4)-noninvariant term. The SU(4)-invariant part of \( \text{(8.12)} \) is the SU(4) nonlinear sigma model yielding a topological invariant value \( 4\pi J_{s}^{+} \). In the spin-skyrmion limit it is reduced to

\[ E_{X}^{\text{spin}} = 4\pi \left( J_{s}^{+} + J_{s}^{-} \sigma_{0}^{2} \right), \] (8.27)

which yields the well-known formula \( \text{(7)} \), \( E_{X}^{\text{spin}} = 4\pi J_{s} \), at the monolayer point \( (\sigma_{0} \to 1) \). In the ppin-skyrmion limit it is reduced to

\[ E_{X}^{\text{ppin}} = 4\pi \left( J_{s}^{+} - \frac{1}{3} J_{s}^{-} \right) = \frac{4\pi}{3} \left( J_{s} + 2J_{s}^{d} \right), \] (8.28)

which is independent of the imbalance parameter \( \sigma_{0} \).

The Zeeman energy of one skyrmion is

\[ E_{Z} = -\Delta_{Z} \int d^{2}x \delta S_{z}^{\text{sky}}(x) = N_{\text{spin}}(\kappa_{s}) \Delta_{Z}, \] (8.29)

where \( N_{\text{spin}}(\kappa_{s}) \) is the number of flipped spins. Neglecting the term which is cancelled out in a skyrmion-antiskyrmion pair excitation due to the relations \( \text{8.15} \), we obtain

\[ N_{\text{spin}}(\kappa_{s}) = \rho_{0} \int d^{2}x \frac{4(\kappa_{s}\ell_{B})^{2}}{r^{2} + 4(\kappa_{s}\ell_{B})^{2}} \simeq \kappa_{s}^{2} N_{\xi}. \] (8.30)

with

\[ N_{\xi} = 2 \ln \left( 1 + \frac{\xi^{2}}{4\ell_{B}^{2}} \right), \] (8.31)

where the divergence has been cut off at \( r \simeq \kappa \xi \) with a typical coherence length \( \xi \).
The pseudo-Zeeman energy \( \mathcal{E}_{PZ} \) is
\[
\mathcal{E}_{PZ} = -\Delta_{\text{SAS}} \int d^2x \left[ \sigma_0 \delta P_{\text{sky}}(x) + \frac{\sigma_0 \delta P_{\text{sky}}(x)}{\sqrt{1 - \sigma_0^2}} \right]. \tag{8.32}
\]

We extract the terms which are not cancelled out in a skyrmion-antiskyrmion pair excitation. It is equal to
\[
\mathcal{E}_{PZ} = \frac{N_{\text{ppin}}(\kappa_p)}{1 - \sigma_0^2} \Delta_{\text{SAS}}, \tag{8.33}
\]
where \( N_{\text{ppin}} \) is the number of flipped pseudospins,
\[
N_{\text{ppin}}(\kappa_p) \simeq \kappa_p^2 N_\xi. \tag{8.34}
\]
We have cut off the divergence as in \( \text{(8.5)} \).

The total excitation energy is
\[
E_{\text{sky}} = E_X + E_{\text{self}} + E_{\text{cap}} + E_Z + E_{PZ} \tag{8.35}
\]
with \( \text{(8.20), (8.21), (8.22), (8.29) and (8.34)} \). Skyrmion parameters \( \kappa_\sigma \) and \( \kappa_p \) with \( \kappa^2 = \kappa_\sigma^2 + \kappa_p^2 \) are to be determined by minimizing the excitation energy \( E_{\text{sky}} \). According to an examination of \( \text{(8.35)} \) presented in Appendix D, provided
\[
4\pi J^+_s/3 > \left( \frac{1}{2} \epsilon_{\text{cap}} - \Delta_Z + \Delta_{\text{SAS}} \right) \kappa^2 N_\xi, \tag{8.36}
\]
ppin-skyrmions are excited at the balanced point \( (\sigma_0 = 0) \): See \( \text{(13)} \). Then, it evolves continuously into a spin-skyrmion at the monolayer point \( (\sigma_0 = 1) \) via a generic skyrmion \( (\kappa_\sigma k_p \neq 0) \). As we have stated, to simplify calculations we have set \( \kappa_\sigma = 0 \) in the SU(4) skyrmion \( \text{(8.11)} \). When we allow a skyrmion to be excited into the r-level \( (\kappa_r \neq 0) \), a genuine SU(4) skyrmions \( (\kappa_\sigma k_p k_r \neq 0) \) would be excited except at the monolayer point, as illustrated in FIG.3. Compare this with FIG.2.

We examine the condition \( \text{(8.36)} \) numerically. When we adopt typical values of sample parameters \( (\rho_0 = 1.2 \times 10^{11}/\text{cm}^2 \) and \( d = 231\text{Å} \)), we find the capacitance \( \epsilon_{\text{cap}} \simeq 132\text{K} \) while the exchange-energy difference to be 4\pi J^+_s/3 \simeq 5.4K. The condition is hardly satisfied. Here, we question the validity of the standard identification of the layer separation, \( d = d_B + d_W \), where \( d_W \simeq 200\text{Å} \) is the width of a quantum well and \( d_B \simeq 31\text{Å} \) is the separation of the two quantum wells. In this identification the electron cloud is assumed to be localized in the center of each quantum well. However, it is a dynamical problem. Let us minimize the ppin-skyrmion energy as a function of \( d \). The minimum is found to be achieved at \( d < d_B \). Namely, the energy increases monotonously for \( d > d_B \). Then, it would be reasonable to use \( d = d_B \) as the layer separation to estimate the energy of the ppin-skyrmion. When we choose \( d \simeq 31\text{Å} \) we find \( \epsilon_{\text{cap}} \simeq 4.5\text{K} \).

Then, the condition \( \text{(8.36)} \) is satisfied in some parameter regions, where ppin-skyrmions are excited.

However, the condition \( \text{(8.36)} \) cannot be taken literally, because it rules out excitations of large ppin-skyrmions.

\[
\text{(8.20)} \] and ppin-skyrmions are not excited at the monolayer point \( (\sigma_0 \rightarrow 1) \). We have depicted the excitation energy
\[
\Delta_{\text{pair}} \rightarrow \frac{\Delta_{\text{SAS}}}{1 - \sigma_0}, \tag{8.37}
\]
$E_{\text{sky}}^{\text{ppin}}$ in FIG. 3 where it is normalized to the data at the monolayer point. In so doing we have used the full expression \( \text{cap} \) for the capacitance energy $E_{\text{cap}}$ since other terms are as important as \( \text{SAS} \) for a ppin-skyrmion of an ordinary size.

IX. ACTIVATION ENERGY ANOMALY

We have studied how one skyrmion evolves continuously from the balanced point ($\sigma_0 = 0$) to the monolayer point ($\sigma_0 = 1$) by changing its shape. It is important how to distinguish various shapes of skyrmions experimentally. As is well known, as the sample is tilted, the activation energy of a spin-skyrmion increases due to the Zeeman energy. On the contrary, the activation energy of a ppin-skyrmion decreases due to the loss of the exchange energy. Thus, the tilted-field method provides us with a remarkable experimental method \[11, 14\] to reveal the existence of various shapes of a skyrmion in bilayer QH systems.

As the sample is tilted, the parallel magnetic field $B_\parallel$ is penetrated between the two layers. We take the symmetric gauge generalized as

$$A = \left( \frac{1}{2} B_\parallel y + B_\parallel z, -\frac{1}{2} B_\perp x, 0 \right),$$

(9.1)

where the two layers are placed at $z = \pm d/2$. In the kinetic Hamiltonian \(2.1\) the covariant momentum is now different between the two layers,

$$D_x = -i\hbar \frac{\partial}{\partial x} + \frac{\hbar}{2\ell_B^2} y + eB_\parallel \frac{d}{2} \tau_z \text{ppin},$$

$$D_y = -i\hbar \frac{\partial}{\partial y} - \frac{\hbar}{2\ell_B^2} x.$$  

(9.2)

Consequently, the LLL condition \(8.9\) is modified as

$$(D_x + iD_y)\Phi(x|\Sigma; B_\parallel) = -i\hbar \frac{1}{\ell_B} \left( \frac{\partial}{\partial z} + \frac{i}{2} \ell_B \tau_z \text{ppin} \right) \Phi(x|\Sigma; B_\parallel) = 0.$$  

(9.3)

with

$$\delta_m = \frac{edB_\parallel}{\hbar}.$$  

(9.4)

We may solve the LLL condition \(9.3\) for the one-body wave function $\Sigma(x; B_\parallel) = \langle x|\Sigma; B_\parallel \rangle$ as

$$\Sigma(x; B_\parallel) = \exp \left( -\frac{i}{2} \delta_m \tau_z \text{ppin} x \right) \Sigma(z).$$  

(9.5)

Accordingly, the skyrmion configuration acquires different phase factors between the two layers,

$$n(x; B_\parallel) = \exp \left( -\frac{i}{2} \delta_m \tau_z \text{ppin} x \right) n(x; 0),$$  

(9.6)

where $n(x; 0)$ is the configuration \(8.11\) in the absence of the parallel magnetic field. Various isospin fields are given by \(8.1\) with this CP\(^3\) field.

We first consider the balanced configuration ($\sigma_0 = 0$), where we assume ppin-skyrmions are excited [FIG. 3]. The excitation energy at $B_\parallel = 0$ is given by,

$$E_{\text{sky}}^{\text{ppin}}(0) = E_X^{\text{ppin}}(0) + E_{\text{self}} + E_{\text{cap}} + N_{\text{ppin}} \Delta_{\text{SAS}},$$  

(9.7)

where $E_X^{\text{ppin}}(0)$ is the exchange energy \(2.2\) in the absence of the parallel magnetic field. We analyze how the exchange Hamiltonian \(7.13\) is affected by the parallel magnetic field. Subtracting the ground-state energy we easily deduce the $B_\parallel$ dependence of the excitation energy, 

$$E_X^{\text{ppin}}(B_\parallel) = E_X^{\text{ppin}}(0) + \Delta E_X^{\text{ppin}}(B_\parallel)$$  

(9.8)

with

$$\Delta E_X^{\text{ppin}}(B_\parallel) = -2J_\parallel^2 \delta \int d^2x \left( T_{\text{sky}}(x) \right)^2, $$  

(9.9)

where $P_{\text{sky}}$ is the skyrmion pseudospin component in the absence of the parallel magnetic field and given by \(8.21\).

We note that $\Delta E_X^{\text{ppin}}(B_\parallel)$ is proportional to the capacitance energy \(7.13\). Thus the leading order term is...
found to be
\[
\Delta E^{\text{ppin}}_{\text{sky}}(B_{\|}) \simeq -\frac{2\pi d^2 J^d}{\ell_B^2} N_{\text{ppin}} \tan^2 \Theta, \tag{9.10}
\]
where \(\tan \Theta = B_{\|}/B_\perp \) and \(N_{\text{ppin}}\) is the number of pseudospins flipped around the skyrmion. All other terms in (9.7) are unaffected by the parallel magnetic field. Thus, the excitation energy decreases as the tilting angle \(\Theta\) increases. The rate of the decrease depends on the number \(N_{\text{ppin}}\) of flipped pseudospins and the amount of the penetrated magnetic field \(B_{\|}\).

It has been shown[1] that, when the parallel magnetic field \(B_{\|}\) increases more than a certain critical point, the phase transition occurs in the bilayer QH system: It is the commensurate-incommensurate transition point \(B_0^{\text{ppin}}\). Hence, we have fitted the data due to Murphy et al.[11] in imbalanced configuration, where the exchange Hamiltonian is given by (7.13). After some calculation we find that the exchange-energy loss \(\Delta E^{\text{SU(4)}}_{\text{sky}}(B_{\|})\) is again proportional to the capacitance energy, and the leading order term is
\[
\Delta E_{\text{sky}}(B_{\|}) \simeq -\frac{2\pi d^2 J^d}{\ell_B^2}(1-\sigma_0^2)N_{\text{ppin}} \tan^2 \Theta, \tag{9.14}
\]
which is reduced to (9.10) in the balanced point.

We proceed to analyze excitations of SU(4) skyrmions in imbalanced configuration, where the exchange Hamiltonian is given by (7.13). After some calculation we find that the exchange-energy loss \(\Delta E^{\text{SU(4)}}_{\text{sky}}(B_{\|})\) is again proportional to the capacitance energy, and the leading order term is
\[
\Delta E_{\text{sky}}(B_{\|}) \simeq -\frac{2\pi d^2 J^d}{\ell_B^2}(1-\sigma_0^2)N_{\text{ppin}} \tan^2 \Theta, \tag{9.14}
\]
which is reduced to (9.10) in the balanced point.

Hence, in the commensurate phase (\(\Theta < \Theta^*_0\)) the excitation energy turns out to be
\[
E_{\text{sky}}(B_{\|}) = E_X(0) + E_{\text{self}} + E_{\text{cap}} + N_{\text{ppin}} \sqrt{1 + \tan^2 \Theta} \Delta Z + N_{\text{ppin}} \Delta \Theta_{\text{BAB}}^\Theta \tag{9.15}
\]
with
\[
\Delta \Theta_{\text{BAB}}^\Theta = \frac{1}{\sqrt{1 - \sigma_0^2}} \Delta \Theta_{\text{SAS}} - \frac{2\pi d^2 J^d}{\ell_B^2}(1-\sigma_0^2) \tan^2 \Theta, \tag{9.16}
\]
In the incommensurate phase (\(\Theta > \Theta^*_0\)) it is given by this formula by replacing \(\tan^2 \Theta\) with \(\tan^2 \Theta^*_0\). Here, the commensurate-incommensurate transition point increases slowly as \(\Theta^*_0 = (1-\sigma_0^2)^{-1/4} \Theta^*_0\), (9.17)

as the imbalance parameter \(\sigma_0\) increases.

Experiments have been carried out by Sawada et al.[14] in bilayer samples (FIG 4), where the activation energy was measured at \(\nu = 1\) by controlling both the tilting angle \(\Theta\) and the imbalance parameter \(\sigma_0\). Their data are interpreted based on the theoretical result (9.13) as follows. We focus on the behavior of the activation energy \(E_{\text{sky}}\) by changing the tilting angle at each fixed imbalance parameter. The relevant term in (9.13) is
\[
\Delta E_{\text{sky}}(\Theta) = N_{\text{spin}} \sqrt{1 + \tan^2 \Theta} \Delta Z_{\text{SAS}}^0 - N_{\text{ppin}} \frac{2\pi d^2 J^d}{\ell_B^2}(1-\sigma_0^2) \tan^2 \Theta, \tag{9.18}
\]
for \(\Theta < \Theta^*_0\). By adjusting the theoretical curve to the data at the point \(\Theta = 0\), we fit the data by this curve throughout the observed range of the tilting angle \(\Theta\). As seen in FIG 4 the fitting is quite good when by assuming constant values of \(N_{\text{spin}}\) and \(N_{\text{ppin}}\) throughout the range of \(\Theta\). A deviation of the theoretical curve from the data for large tilting angles \(\Theta > 70^\circ\) would be due to effects not taken into account in the above analysis. For instance, when the parallel magnetic field become too large, the soliton lattice becomes too dense in the incommensurate phase and would destabilize skyrmions. We summarize the numbers \(N_{\text{spin}}\) and \(N_{\text{ppin}}\) per one skyrmion-antiskyrmion pair determined by this fitting in a table.

| sample | A  | B  | C  | D  |
|--------|----|----|----|----|
| \(\Delta \Theta_{\text{SAS}}\) | 0.81 | 0.86 | 1.43 | 8.53 |
| \(N_{\text{ppin}}\) | 18  | 24  | 2.1 | 1.5 |

It takes a large value in samples with \(\Delta \Theta_{\text{SAS}} < 1\) K but take a small value in samples with \(\Delta \Theta_{\text{SAS}} > 4\) K. Recall spin-skyrmion excitations in the monolayer QH system, where the flipped spin number remains small when the Zeeman energy is moderate but becomes quite large when the Zeeman energy is almost zero.
flipped unless \( \sigma_0 = 0 \) or \( \sigma_0 = 1 \). We conclude that the SU(4) skyrmion evolves continuously from the ppin-skyrmion limit to the spin-skyrmion limit as \( \sigma_0 \) increases from 0 to 1.

\[
\begin{array}{cccc}
\sigma_0 & 0 & 0.3 & 0.6 & 0.7 & 1 \\
N_{\text{spin}} & 0.64 & 2.3 & 2.8 & 7.0 & \text{N}_{\text{ppin}} \\
N_{\text{ppin}} & 1.9 & 1.8 & 1.5 & 0.68 & 0 \\
\end{array}
\]

(9.19)

It is interesting to study the same problem in a sample having a very large tunneling gap. Terasawa et al.\[15\] have measured the activation energy by controlling the tilting angle \( \Theta \) at the balanced point in a sample with \( \Delta_{\text{SAS}} \approx 33 \text{K} \). We have fitted their data [FIG.6] by the ppin-excitation formula \[9.11\] and by the generic formula \[9.15\]. It is difficult to fit the data if pure pseudospin excitations are assumed since it is required that \( N_{\text{ppin}} \geq 1 \) per one pair. A better fitting is obtained if spins and pseudospins are excited simultaneously since \( N_{\text{ppin}} \) may take a smaller value than 1. Such a simultaneous excitation is allowed at the balanced point as explained in Appendix D.

In passing we comment on the original mechanism\[6, 32, 33\] proposed to explain the activation energy anomaly based on the exchange-energy loss of bimeron excitations. A bimeron has the same quantum numbers as a skyrmion, and it can be viewed as a deformed skyrmion with two meron cores with a string between them. The bimeron excitation energy consists of the core energy, the string energy and the Coulomb repulsive energy between the two cores. It is argued that the parallel magnetic field decreases the string tension and hence the bimeron activation energy. Clearly the mechanism works well only when the string length is much larger than the core size. A microscopic calculation has already revealed\[37\] that the meron core size is large enough to invalidate the naive picture. Furthermore, the skyrmion is almost as small as the hole itself in samples with large tunneling gap. On the contrary, in our mechanism the decrease of the exchange energy follows simply from the phase difference induced by the parallel magnetic field between the wave functions associated with the two layers, and it is valid even for small skyrmions.

We have investigated the dynamics of bilayer QH systems based on an algebraic method inherent to the noncommutative plane with \([X,Y] = -i\ell_B^2\). The noncommutativity induced by the LLL projection implies that the electron position cannot be localized to a point but to a Landau site occupying an area \( 2\pi\ell_B^2 \). We have derived the Landau-site Hamiltonian \( H_C \) akin to the lattice Hamiltonian. It has two entirely different forms, the direct-interaction form \( H_D \) and the exchange-interaction form \( H_X \). They are equivalent, \( H_D = H_X \), as the microscopic Hamiltonian. Nevertheless, the energy of a charge excitation consists of two well-separated pieces, the direct energy \( H_D^3 \) and the exchange energy \( H_X^3 \).

One of our new contributions is the derivation of various LLL-projected Coulomb potentials in analytic forms. For instance, we have revealed a new form of the capac-
quite interesting: At the balanced point (σ₀ = 0) the pseudospin excitation occurs provided the tunneling gap is not too large (∆ ≲ 2χ). A peculiar feature is that, as σ₀ increases, the spin excitation occurs suddenly because the excitation involves just one electron or hole. At the monolayer point (σ₀ = 1) only spins are excited always. We have also extended the microscopic theory of skyrmions to our framework. However, a quantitative analysis is yet to be carried out.

We have explored various aspects of SU(4) skyrmions at ν = 1. In particular we have studied a skyrmion-antiskyrmion pair in its small size limit (electron-hole pair) and its large size limit.

The excitation energy of an electron-hole pair is exactly calculable. We have obtained the excitation energy as a function of the imbalance parameter σ₀. The result is quite interesting: At the balanced point (σ₀ = 0) the pseudospin excitation occurs provided the tunneling gap is not too large (∆ ≲ 2χ). A peculiar feature is that, as σ₀ increases, the spin excitation occurs suddenly because the excitation involves just one electron or hole. At the monolayer point (σ₀ = 1) only spins are excited always. We have also extended the microscopic theory of skyrmions to our framework. However, a quantitative analysis is yet to be carried out.

We have explored various aspects of SU(4) skyrmions at ν = 1. In particular we have studied a skyrmion-antiskyrmion pair in its small size limit (electron-hole pair) and its large size limit.

The excitation energy of an electron-hole pair is exactly calculable. We have obtained the excitation energy as a function of the imbalance parameter σ₀. The result is quite interesting: At the balanced point (σ₀ = 0) the pseudospin excitation occurs provided the tunneling gap is not too large (∆ ≲ 2χ). A peculiar feature is that, as σ₀ increases, the spin excitation occurs suddenly because the excitation involves just one electron or hole. At the monolayer point (σ₀ = 1) only spins are excited always. We have also extended the microscopic theory of skyrmions to our framework. However, a quantitative analysis is yet to be carried out.

We have explored various aspects of SU(4) skyrmions at ν = 1. In particular we have studied a skyrmion-antiskyrmion pair in its small size limit (electron-hole pair) and its large size limit.

The excitation energy of an electron-hole pair is exactly calculable. We have obtained the excitation energy as a function of the imbalance parameter σ₀. The result is quite interesting: At the balanced point (σ₀ = 0) the pseudospin excitation occurs provided the tunneling gap is not too large (∆ ≲ 2χ). A peculiar feature is that, as σ₀ increases, the spin excitation occurs suddenly because the excitation involves just one electron or hole. At the monolayer point (σ₀ = 1) only spins are excited always. We have also extended the microscopic theory of skyrmions to our framework. However, a quantitative analysis is yet to be carried out.

We then have estimated the SU(4) skyrmion excitation energy as a function of σ₀ based on the effective Hamiltonian valid for very smooth isospin textures. In typical samples it flips only pseudospins at the balanced point. As σ₀ increases, it evolves continuously to flip both spin and pseudospins, and finally flips only pseudospins at the monolayer point. We have then calculated how the excitation energy changes as the sample is tilted. Our formula has explained quite well the activation energy anomaly found by Murphy et al. at the balanced point by excitations of pseudospins, and also found by Sawada et al. at various values of σ₀ by simultaneous excitations of spins and pseudospins. Though our formulas are derived for sufficiently smooth skyrmions, they have turned out to be quite good at least with the use of phenomenological values of N_{spin} and N_{ppin}. We wish to develop a microscopic theory to analyze small skyrmions in a future work. In conclusion, the activation energy anomaly is explained by the loss of the exchange energy of SU(4) skyrmions, which are reduced always to spin-skyrmions at the monolayer point and mostly to pseudospin-skyrmions at the balanced point.

**Acknowledgements**

We would like to thank M. Eliašhvili, Y. Hirayama, N. Kumada, D.K.K. Lee, K. Muraki, A. Sawada and D. Terasawa for fruitful discussions on the subject. One of the authors (ZFE) is grateful to the hospitality of Theoretical Physics Laboratory, RIKEN, where a part of this work was done.

**APPENDIX A: GROUP SU(4)**

The special unitary group SU(N) has (N²-1) generators. In the standard representation[33], we denote them as λₐ, A = 1, 2, ..., N²-1, and normalize them as

\[ \text{Tr}(\lambdaₐ λₐ) = 2δₐₐ. \] (A1)

They are characterized by

\[ [λₐ, λₐ] = 2ifₐₖₗλₖ, \]
\[ \{λₐ, λₐ\} = \frac{4}{N} + δₐₖ2dₐₖₗλₖ, \] (A2)

where fₐₖₗ and dₐₖₗ are the structure constants of SU(N). We have λₐ = τₐ (the Pauli matrix) with fₐₖₗ = εₐₖₗ and dₐₖₗ = 0 in the case of SU(2).

This standard representation is not convenient for our purpose because the spin group is SU(2)⊗SU(2) in the bilayer electron system with the four-component electron field as \( Ψ = (ψ↑↑, ψ↑↓, ψ↓↑, ψ↓↓). \) Embedding SU(2)⊗SU(2) into SU(4) we define the spin matrix by

\[ \tau^\text{spin}_x = \begin{pmatrix} τ_x & 0 \\ 0 & τ_x \end{pmatrix}, \quad \tau^\text{spin}_y = \begin{pmatrix} τ_y & 0 \\ 0 & τ_y \end{pmatrix}, \]
\[ \tau^\text{spin}_z = \begin{pmatrix} τ_z & 0 \\ 0 & τ_z \end{pmatrix}, \] (A3)

and similarly the pseudospin matrix by

\[ \tau^\text{ppin}_x = \begin{pmatrix} 0 & 1₂ \\ 1₂ & 0 \end{pmatrix}, \quad \tau^\text{ppin}_y = \begin{pmatrix} 0 & -i1₂ \\ i1₂ & 0 \end{pmatrix}, \]
\[ \tau^\text{ppin}_z = \begin{pmatrix} 1₂ & 0 \\ 0 & -1₂ \end{pmatrix}, \] (A4)

where \( 1₂ \) is the unit matrix in two dimensions. Nine remaining matrices are products of the spin and pseudospin matrices:

\[ \tau^\text{spin}_a τ^\text{ppin}_a = \begin{pmatrix} 0 & τₐ \\ τₐ & 0 \end{pmatrix}, \]
\[ \tau^\text{spin}_a τ^\text{ppin}_y = \begin{pmatrix} 0 & -iτₐ \\ iτₐ & 0 \end{pmatrix}, \]
\[ \tau^\text{spin}_a τ^\text{ppin}_z = \begin{pmatrix} τₐ & 0 \\ 0 & -τₐ \end{pmatrix}. \] (A5)

Let us denote them as \( Tₐ, A = 1, 2, ..., 15 \), where \( T₁ = Tₓ₀, \) etc., \( T₄ = Tᵪᵣ, \) etc., \( T₇ = Tₓₓ, \) \( T₈ = Tₓᵧ \), etc. with \( Tₐₐ = τ^\text{spin}_a, \quad T₀ₐ = τ^\text{ppin}_a, \quad Tₐₙ = τ^\text{spin}_a τ^\text{ppin}_b \). They are
related with the standard SU(4) generators as

\[ T_{x0} = \lambda_1 + \lambda_{13}, \quad T_{y0} = \lambda_2 + \lambda_{14}, \]
\[ T_{20} = \lambda_3 - \frac{1}{\sqrt{3}} \lambda_8 + \frac{\sqrt{6}}{3} \lambda_{15}, \]
\[ T_{0x} = \lambda_4 + \lambda_{11}, \quad T_{0y} = \lambda_5 + \lambda_{12}, \]
\[ T_{0z} = \frac{2}{\sqrt{3}} \lambda_8 + \frac{2}{\sqrt{6}} \lambda_{15}, \]
\[ T_{xx} = \lambda_6 + \lambda_9, \quad T_{xy} = \lambda_{10} + \lambda_7, \quad T_{xz} = \lambda_1 - \lambda_{13}, \]
\[ T_{yx} = \lambda_{10} - \lambda_7, \quad T_{yy} = \lambda_6 - \lambda_9, \quad T_{yz} = \lambda_2 - \lambda_{14}, \]
\[ T_{zx} = \lambda_4 - \lambda_{11}, \quad T_{zy} = \lambda_5 - \lambda_{12}, \]
\[ T_{zz} = \lambda_3 + \frac{1}{\sqrt{3}} \lambda_8 - \frac{\sqrt{6}}{3} \lambda_{15}. \]  
(A6)

The normalization condition reads

\[ \text{Tr}(T_{ab}T_{cd}) = 4\delta_{ac}\delta_{bd}, \]  
(A7)

which is different from the standard one \[ \text{A1} \].

**APPENDIX B: DECOMPOSITION FORMULA**

The Landau-site Hamiltonian \( H_C \) possesses two entirely different forms, the direct-interaction form \( H_D \) and the exchange-interaction form \( H_X \). They are equivalent, \( H_D = H_X \), as the microscopic Hamiltonian. On the other hand, the exciton energy consists of two well-separated pieces, the direct energy and the exchange energy. In this appendix we derive the decomposition formula \[ \text{B1}, \text{B2} \],

\[ \langle \mathcal{S} | H_C | \mathcal{S} \rangle = H^D_{\mathcal{S}} + H^\dagger_{\mathcal{S}}, \]  
(B1)

for skyrmion excitations. We also prove the algebraic relation \[ \text{B2, B3} \], or

\[ \sum_{A=1}^{N^2-1} \hat{T}^A_{\sigma}(x) \hat{T}^A_{\tau}(x) + \frac{1}{2N} \rho^A_{\sigma}(x) \rho^A_{\tau}(x) = \frac{1}{4\pi^2} \rho^A_{\sigma}(x), \]  
(B2)

that holds among the classical densities associated with the generators of the \( \mathcal{W}_\infty(\mathbb{N}) \) algebra.

We consider a skyrmion state in the SU(N) QH ferromagnet,

\[ |\mathcal{S}\rangle = \prod_{n=0}^N \xi^\dagger(n)|0\rangle, \]  
(B3)

where

\[ \xi^\dagger(n) = \sum_{\mu} [u_{\mu}(n)c^\mu_{\sigma}(n) + v_{\mu}(n)c^\mu_{\sigma}(n + 1)]. \]  
(B4)

They satisfy the standard canonical commutation relations,

\[ [\xi(m), \xi^\dagger(n)] = \delta_{mn}, \quad [\xi(m), \xi(n)] = 0, \]  
(B5)

provided

\[ \sum_{\mu} |u_{\mu}(n)c^\mu_{\sigma}(n) + v_{\mu}(n)c^\mu_{\sigma}(n + 1)| = 1, \]
\[ \sum_{\mu} v^\dagger_{\mu}(n)u_{\mu}(n + 1) = 0. \]  
(B6)

It follows that

\[ c_{\mu}(n)|\mathcal{S}\rangle = [u_{\mu}(n)\xi(n) + v_{\mu}(n - 1)\xi(n - 1)]|\mathcal{S}\rangle, \]  
(B7)

from which the only nonvanishing components of two-point correlation functions are found to be

\[ \langle c^*_{\mu}(n)c_{\nu}(n) \rangle = u^*_{\mu}(n)u_{\nu}(n) + v^*_{\mu}(n - 1)v_{\nu}(n - 1), \]
\[ \langle c^*_{\mu}(n)c_{\nu}(n + 1) \rangle = u^*_{\mu}(n)v_{\nu}(n). \]  
(B8)

where \( \langle c^*_{\mu}(n)c_{\nu}(n) \rangle = \langle \mathcal{S}|c^*_{\mu}(n)c_{\nu}(n)|\mathcal{S}\rangle \) and so on. We also derive

\[ c_{\mu}(j)c_{\nu}(n)|\mathcal{S}\rangle = [u_{\mu}(j)\xi(j) + v_{\mu}(j - 1)\xi(j - 1)] 
\times [u_{\nu}(n)\xi(n) + v_{\nu}(n - 1)\xi(n - 1)]|\mathcal{S}\rangle. \]  
(B9)

Four-point correlation functions \( \langle c^A_{\mu}(m)c^B_{\sigma}(i)c^B_{\tau}(j)c^A_{\nu}(n) \rangle \) are complicated. Nevertheless, taking into account the angular-momentum conservation \( V_{\mu\nu\tau\sigma} \propto \delta_{m+i,n+j} \) we deduce

\[ V_{mnij} \langle c^A_{\mu}(m)c^B_{\sigma}(i)c^B_{\tau}(j)c^A_{\nu}(n) \rangle 
= V_{mnij} \langle c^A_{\mu}(m)c^B_{\sigma}(i)c^B_{\tau}(j) \rangle 
- V_{mnij} \langle c^A_{\mu}(m)c^B_{\sigma}(j) \rangle \langle c^A_{\nu}(n) \rangle. \]  
(B10)

This is the general expression allowing to express all kind of Coulomb energies in the exact form.

It follows from \[ \text{B10} \] that

\[ V_{mnij} \sum_{\mu\nu\tau\sigma} \langle c^A_{\mu}(m)c^B_{\sigma}(i)c^B_{\tau}(j)c^A_{\nu}(n) \rangle \delta_{\mu\nu}\delta_{\sigma\tau} 
= V_{mnij} \rho^A_{\mu}(m, n)\rho^B_{\tau}(i, j) - V_{mnij} X(m, n, i, j), \]  
(B11)

where we have set

\[ X(m, n, i, j) = \sum_{\mu\nu\tau\sigma} \langle c^A_{\mu}(m)c^B_{\tau}(i)c^B_{\sigma}(n) \rangle \delta_{\mu\nu}\delta_{\sigma\tau}. \]  
(B12)

Here we use the algebraic identity \[ \text{B3, B4} \] to find

\[ X(m, n, i, j) = 2 \left[ I_{\mu}^A(m, j)I_{\nu}^A(i, n) + \frac{1}{2N} \rho^A_{\mu}(m, j)\rho^B_{\tau}(i, n) \right]. \]  
(B13)

Consequently,

\[ E_C = - \sum_{mnij} \sum_{\sigma, \tau} \langle c^A_{\mu}(m)c^B_{\sigma}(i)c^B_{\tau}(n)c^A_{\nu}(j) \rangle 
= E_D + E_X, \]  
(B14)
where
\[ E_D = \sum_{mnij} V_{mnij} \rho_c^l(m,n) \rho_c^l(i,j), \quad \text{(B15)} \]
\[ E_X = -2 \sum_{mnij} V_{mnij} \left( \sum_{A=1}^{I_A} I_A^c(m,j) I_A^c(i,n) + \frac{1}{2N} \rho_c^l(m,j) \rho_c^l(i,n) \right). \quad \text{(B16)} \]

Now, \( E_D \) and \( E_X \) are identical to (2.13) and (B12) when we replace \( \rho(m,n) \) and \( I_A(m,n) \) with \( \rho_c^l(m,n) \) and \( I_A^c(m,j) \). Hence, we have established the decomposition formula (B1) rigorously.

We proceed to prove the algebraic relation (B2) for the skyrmion state (B3). From (B12) we define
\[ X(m,n) = \sum_{ij} X(m,n,i,j) \delta_{ij} \]
\[ = \sum_j \sum_{\mu \sigma} \langle c^\dagger_{\mu}^l(m) c_{\sigma}(j) \rangle \langle c^\dagger_{\sigma}^j(j) c_{\mu}(n) \rangle. \quad \text{(B17)} \]

Using (B6) and (B8) we find the only nonvanishing values to be given by
\[ X(n,n) = u^1(n) u(n) + v^l(n) (n-1) u(n-1), \]
\[ X(n,n+1) = [X(n+1,n)]^* = u^1(n) u(n) \]
which implies that \( X(m,n) = \rho_c^l(m,n) \). Combining this with (B13) we obtain
\[ I_A^c(m,l) I_A^c(l,n) + \frac{1}{2N} \rho_c^l(m,l) \rho_c^l(l,n) = \frac{1}{2} \rho_c^l(m,n). \quad \text{(B19)} \]

This is equivalent to (B2) in the coordinate space.

APPENDIX C: COULOMB ENERGIES

We estimate the Coulomb self-energy of one skyrmion in the bilayer QH ferromagnet. It is defined by
\[ E_{\text{self}} = \pi \int d^2 q \delta_{\text{sky}}(-q) V^+(q) \delta_{\text{sky}}(q) \quad \text{(C1)} \]
with
\[ V^+(q) = \frac{e^2}{8 \pi \varepsilon q} (1 + e^{-qd}). \quad \text{(C2)} \]
The density modulation \( \delta_{\text{sky}}(x) \) is given by (8.14) for a large skyrmion. Its Fourier component reads
\[ \delta_{\text{sky}}(q) = \frac{1}{2\pi} \int d^2 x e^{i qx} \delta_{\text{sky}}(x) = \frac{\alpha q}{2\pi} K_1(\alpha q), \quad \text{(C3)} \]
where we have set \( \alpha = 2\kappa \ell_B \). To calculate the energy we use (5.13) and
\[ \int_0^\infty \frac{r^{n+1} J_n(qr)}{(r^2 + \alpha^2)^{m+1}} = \frac{q^m \alpha^{-m}}{2^m m!} K_{n-m}(\alpha q), \quad \text{(C4)} \]
where \( K_n(z) = K_{-n}(z) \) is the modified Bessel function. See the formula (11.4.44) in Ref. 24. Now it is straightforward to derive
\[ E_{\text{self}} = \frac{e^2}{8\kappa} \int \frac{1}{2} \left| K_1(z) \right|^2 \left( 1 + e^{-\frac{z}{\kappa}} \right) dz \quad \text{(C5)} \]
as the Coulomb self-energy of one skyrmion.

The SU(4)-noninvariant term yields the capacitance energy (S.24),
\[ E_{\text{cap}} = 2\pi \ell_B^2 \epsilon_{\text{cap}} \int d^2 x \delta P_{\text{sky}} (x) \delta P_{\text{sky}} (x), \quad \text{(C6)} \]
where \( \delta P_{\text{sky}} (x) \) is given by (S.18). After some calculation we obtain
\[ \frac{E_{\text{cap}}}{\epsilon_{\text{cap}}} = \frac{\sigma_0^2}{24\kappa^2} + (1 - \sigma_0^2) \alpha_p A(\kappa) + \sigma_0^2 \left( \frac{1}{4\kappa^2} - 1 \right) \frac{\kappa_p^2}{\kappa^2} \quad + \sigma_p^2 \left( \frac{1}{10\kappa^2} - \frac{2}{3} + \frac{2\kappa^2}{\kappa_p^2} \right) \frac{\kappa_p^2}{\kappa^2}, \quad \text{(C7)} \]
where \( \alpha = 2\kappa \ell_B \) and \( \alpha_p = 2\kappa \ell_B \): \( A(\kappa) \) is divergent logarithmically,
\[ A(\kappa) = \frac{1}{\kappa^2} \int_0^\infty \left( \frac{1}{r^2 + \alpha^2} - \frac{2\alpha^2 \ell_B^2}{(r^2 + \alpha^2)^3} \right)^2 r^3 dr. \quad \text{(C8)} \]
We take the divergent term as the leading contribution for the pseudospin component,
\[ E_{\text{cap}} \simeq \frac{1}{2} (1 - \sigma_0^2) \epsilon_{\text{cap}} \sigma_{\text{pppin}}(\kappa_p) \quad \text{(C9)} \]
with (S.34).

Finally we present the formula for the exchange energy (7.13) for a general SU(4) skyrmion (S.11). After a straightforward but tedious calculation we obtain
\[ E_X^{\text{SU(4)}} = 4\pi J_s^+ \left( 1 + \frac{1}{10\kappa^2} \right) - 4\pi J_s^- \left( 1 + \frac{3\sigma_0^2}{140\kappa^4} \right) \]
\[ + 4\pi J_s^+ \left( \frac{2}{3} + \frac{3}{14\kappa^2} \right) \left( \frac{\kappa_0^2}{\kappa} + \sqrt{1 - \sigma_0^2} \sigma_p \kappa_{\text{pppin}} \right) \frac{\kappa_p^2}{\kappa^2} \quad + 4\pi J_s^+ \left( 1 - \frac{\sigma_0^2}{3} \right) \frac{\kappa_p^2}{\kappa^2} \]
\[ + 4\pi J_s^- \left( 1 - \frac{\sigma_0^2}{3} \right) \left( 1 + \frac{9\sigma_p^2}{140\kappa^4} \right) \frac{\kappa_p^2}{\kappa^2} \quad \text{with (S.24),} \quad \text{(C10)} \]

By setting \( \kappa_r = 0 \), this is reduced to \( E_X^{\text{SU(4)}} = E_X + \Delta E_X \) with (S.26), where
\[ \Delta E_X = 4\pi \ell_B^2 J_s^+ - 4\pi \kappa_0^2 \ell_B^2 J_s^- \]
\[ + \frac{4\pi \sigma_0^2}{140\kappa^8} \left( 3\kappa_0^4 - 19\kappa^4 \kappa_r^2 + 35\kappa_r^4 \right) J_s^- \quad \text{(C11)} \]
The correction term is small for a large skyrmion.
APPENDIX D: CONTINUOUS TRANSFORMATION

Based on the skyrmion-energy formula (3.11), we verify that, if a ppin-skyrmion ($\kappa_s = 0$, $\kappa_p = \kappa$) is excited at the balanced point, it evolves continuously into a spin-skyrmion ($\kappa_s = \kappa$, $\kappa_p = 0$) via a generic skyrmion ($\kappa_s \kappa_p \neq 0$) as the imbalance parameter $\sigma_0$ increases.

We summarize the total skyrmion energy as a function of $\kappa = \sqrt{\kappa_s^2 + \kappa_p^2}$, $z = (\kappa_s/\kappa)^2$ and $\sigma_0$ in the following form,

$$E_{\text{sky}}(\kappa, z; \sigma_0) = \frac{4\pi J_s^+ \sigma_0^2}{3} z^2 + A(\kappa; \sigma_0) z + B(\kappa; \sigma_0), \quad (D1)$$

where

$$A(\kappa; \sigma_0) = \frac{4\pi J_s^+}{3} (1 + \sigma_0^2) - \frac{1 - \sigma_0^2}{2} \epsilon_{\text{cap}} \kappa^2 N_\xi$$

$$+ \Delta z \kappa^2 N_\xi - \frac{\Delta \text{SAS}}{\sqrt{1 - \sigma_0^2}} \kappa^2 N_\xi \quad (D2)$$

with (3.11). The explicit expression of $B(\kappa; \sigma_0)$ is not necessary. The variable $z$ is limited in the range $0 \leq z \leq 1$.

We start with the balanced point ($\sigma_0 = 0$), where $E_{\text{sky}}(\kappa, z; \sigma_0)$ is a linear function of $z$. Let us assume

$$A(\kappa; \sigma_0) > 0 \quad \text{at} \quad \sigma_0 = 0. \quad (D3)$$

Then the energy is minimized at $z = 0$ or $\kappa_s = 0$, where ppin-skyrmions are excited. We now increases $\sigma_0$ from $\sigma_0 = 0$. As far as $A(\kappa; \sigma_0) > 0$, ppin-skyrmions have the lowest energy. Due to the $\Delta \text{SAS}$ term, $A(\kappa; \sigma_0)$ decreases and vanishes at $\sigma_0 = \sigma_p$.

$$A(\kappa; \sigma_0) = 0 \quad \text{at} \quad \sigma_0 = \sigma_p. \quad (D4)$$

Then it becomes negative for $\sigma_0 > \sigma_p$, and the energy is minimized at $z = z_{\text{min}}$ with

$$z_{\text{min}} = \frac{3}{8\pi J_s^+ \sigma_0^2} |A(\kappa; \sigma_0)|. \quad (D5)$$

Because $z_{\text{min}}$ increases continuously from $z_{\text{min}} = 0$ at $\sigma_0 = \sigma_p$, the spin component ($\kappa_s$) is excited gradually to form a generic skyrmion ($\kappa_s \kappa_p \neq 0$). The point $z_{\text{min}}$ increases and achieve at $z_{\text{min}} = 1$ at $\sigma_0 = \sigma_s$,

$$|A(\kappa; \sigma_0)| = \frac{8\pi J_s^+ \sigma_0^2}{3} \quad \text{at} \quad \sigma_0 = \sigma_s, \quad (D6)$$

where the pseudospin component ($\kappa_p$) vanishes continuously.

We conclude that, if $A(\kappa; \sigma_0) > 0$ at $\sigma_0 = 0$, ppin-skyrmions are excited for $0 \leq \sigma_0 < \sigma_p$, generic skyrmions are excited for $\sigma_p < \sigma_0 < \sigma_s$, and finally spin-skyrmions are excited for $\sigma_s < \sigma_0 \leq 1$. The transition occurs continuously as illustrated in FIG. 3 with the critical points $\sigma_p$ and $\sigma_s$ being fixed by (D3) and (D6). On the other hand, generic skyrmions are excited at the balanced point if $A(\kappa; \sigma_0) < 0$ and $z_{\text{min}} < 1$ at $\sigma_0 = 0$, and spin skyrmions are excited at the balanced point if $A(\kappa; \sigma_0) < 0$ and $z_{\text{min}} \geq 1$ at $\sigma_0 = 0$.
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