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Abstract. In this paper we use a modified test function method to derive nonexistence results for the semilinear wave equation with time-dependent speed and damping. The obtained critical exponent is the same exponent of some recent results on global existence of small data solution.

1. Introduction

We consider the Cauchy problem for the wave equation with time-dependent speed and damping

\begin{align*}
  u_{tt} - a(t)\Delta u + b(t)u_t &= f(t,x) |u|^p, \quad t \geq 0, \ x \in \mathbb{R}^n, \\
  u(0,x) &= u_0(x), \\
  u_t(0,x) &= u_1(x),
\end{align*}

with \( a(t) > 0, b(t) > 0, f(t,x) > 0 \) and \( p > 1 \). Recently a big effort has been done for proving global existence for (1). In small data context this means to find an exponent \( p_C \) such that the local-in-time solution can be extended to a global one, for any \( p > p_C \). One may ask if this exponent \( p_C \) is critical, that is, if for \( p < p_C \) a non-existence result can be established.

In the case \( a = b = f = 1 \) Todorova and Yordanov [28] proved that \( p_C = 1 + 2/n \) is critical. The nonexistence result for \( p = p_C \) has been established in [31]. In the case \( a = f = 1 \) and for \( b(t) = b_0 (1 + t)^\beta \), with \( |\beta| < 1 \), the exponent \( p_C = 1 + 2/n \) is still critical, see [19]. Recently global existence of small data solutions for \( p > p_C \) has been proved in [5] for a general damping coefficient \( b = b(t) \) sufficiently regular, provided that it is effective, that is, the damped wave equation inherits parabolic properties, see [30]. If \( f = f(t) \) then the global existence holds for \( p > \overline{p} \), where \( \overline{p} \) depends on the interaction between the asymptotic behaviors of \( b(t) \) and \( f(t) \), see [11].

On the other hand, if we have a space-dependent damping \( b(x)u_t \) the critical exponent \( p_C \) is modified by the decaying behavior of \( b(x) \), see [13]. For the existence result with damping term depending on time and space variables, we address to [18, 29].

If we consider global existence of classical solutions for semilinear waves with time-dependent propagation speed \( a(t) \), no damping and \( f = 1 \), the range of admissible exponents \( p \) for large data depend on \( a(t) \), see [7, 8, 12]. If, moreover, \( f = f(t) \), this range is modified by the interaction between the order of zeros of \( a(t) \) and the order of zeros of \( f(t) \), see [20]. A global existence result for Schrödinger operator with time-dependent coefficients has been obtained in [11]. The interaction between the coefficients \( a(t) \) and \( b(t) \) comes into play also if one studies linear decay estimates for the wave equation with time-dependent speed and damping, see [4, 11, 25].
We expect a nonexistence result for weak solution to (1) for $p \leq \bar{p}$ where $\bar{p}$ depends on the interaction between $a(t), b(t)$ and $f(t, x)$. We will use the following definition of weak solutions.

**Definition 1.** Let us consider (1) with $u_0, u_1 \in L^1_{\text{loc}}$. We assume that $a \in L^\infty_{\text{loc}}([0, \infty)), b \in W^{1, \infty}_{\text{loc}}([0, \infty) \times \mathbb{R}^n)$. We say that $u \in L^1_{\text{loc}}([0, \infty) \times \mathbb{R}^n)$ is a global weak solution to (1) if $|u|^p f \in L^1_{\text{loc}}([0, \infty) \times \mathbb{R}^n)$ and for any $\Phi \in C^\infty_0([0, \infty) \times \mathbb{R}^n)$ it holds

$$
\int_0^\infty \int_{\mathbb{R}^n} u(t, x) (\Phi_{tt}(t, x) - a(t) \Delta \Phi(t, x) - b(t) \Phi_t(t, x) - b'(t) \Phi(t, x)) \, dx \, dt = \int_0^\infty \int_{\mathbb{R}^n} f(t, x) |u(t, x)|^p \Phi(t, x) \, dx \, dt + \int_{\mathbb{R}^n} (u_1(x) + u_0(x) b(0)) \Phi(0, x) - u_0(x) \Phi_1(0, x)) \, dx.
$$

It follows that classical solutions are weak solutions, and that $C^2$ weak solutions are classical solutions.

We consider a class of damping coefficients $b(t)$ satisfying the following.

**Hypothesis 1.** Let $b \in C^1([0, \infty))$ be such that $b(t) > 0$ for any $t \geq 0$. We assume that

$$
\liminf_{t \to \infty} \frac{b'(t)}{b(t)^2} > -1, \quad \limsup_{t \to \infty} \frac{b'(t)}{b(t)} < 1.
$$

**Definition 2.** Let us define

$$
B(t) := \int_0^t \frac{1}{b(\tau)} \, d\tau.
$$

Since $b(t) > 0$, the function $B : [0, \infty) \to [0, \infty)$ is strictly increasing.

In Remark 18 using (3), we will show that $b(t) \leq t^\gamma$ for some $m \in [0, 1)$, therefore $1/b \notin L^1$ so that $B(t)$ is a bijection.

**Definition 3.** Let $b(\cdot) > 0$ for any $t > 0$. We define

$$
\beta(t) := \exp \left( -\int_0^t b(\tau) \, d\tau \right).
$$

In Remark 19 using (3), we will show that $\beta \in L^1([0, \infty))$. Therefore, for any $t > 0$, we may define:

$$
\Gamma(t) := \int_t^\infty \beta(\tau) \, d\tau, \quad \hat{b}_1 := (\Gamma(0))^{-1} = \|\beta\|^{-1}_{L^1([0, \infty))}.
$$

**Theorem 1.** Let $b(t)$ be as in Hypothesis 1 and let us assume that

- $0 < a(t) \leq B(t)^{-\alpha}$ for some $\alpha < 1$,
- $f(t, x) \geq B(t)^\gamma |x|^\delta$ for some $\gamma > -1$ and $\delta \in \mathbb{R}$.

If

$$
p_{\min} < p \leq p_C = 1 + \frac{2(1 + \gamma)}{n(1 - \alpha)} + \frac{\delta}{n},
$$

where

$$
p_{\min} = 1 + \max \left\{ \frac{\gamma + \alpha}{1 - \alpha}, \frac{\delta}{n} \right\},
$$

where $p_C$ is a critical exponent.
then there exists no weak solution to the Cauchy problem (1) with initial data \((u_0, u_1) \in L^1\) satisfying
\[
\int_{\mathbb{R}^n} (u_1(x) + \hat{b}_1 u_0(x)) \, dx > 0.
\] (6)

Remark 1. Theorem 1 is meaningful if \(p_{\min}(\alpha, \gamma, \delta) < p_C(\alpha, \gamma, \delta, n)\). Since \(\alpha < 1 \) and \(\gamma > -1\), this inequality holds if, and only if,
\[
\delta > \frac{n[\gamma + \alpha]^+ - 2(1 + \gamma)}{1 - \alpha}.
\]

In particular, we have the following.

Example 1. If \(\gamma = -\alpha\) in Theorem 1, that is, we assume that
\[
0 < a(t) \lesssim (B(t))^{-\alpha}, \quad f(t, x) \gtrsim (B(t))^{-\alpha} |x|^{\delta},
\]
for some \(\alpha < 1\), and \(\delta > -2\), then a nonexistence result follows for any
\[
1 + \frac{[\delta]^+}{n} < p \leq 1 + \frac{2 + \delta}{n}.
\]
Moreover, if we replace the assumption on \(f(t, x)\) with \(f(t, x) \gtrsim B(t)^{-\alpha} |x|^d\), for some \(d > 0\), then we may apply Theorem 1 for any \(\delta \in [0, d]\), obtaining a range for nonexistence given by \(1 < p \leq 1 + (2 + d)/n\).

For \(\delta = 0\) we get the range \(1 < p \leq 1 + 2/n\). In particular, we have a counterpart of the global existence results proved in [2, 5] for \(p > 1 + 2/n\) when \(\alpha = \gamma = \delta = 0\).

Example 2. Let \(\alpha = \delta = 0\) in Theorem 1 that is, \(a(t)\) is bounded and \(f(t, x) \gtrsim B(t)^{\gamma}\) for some \(\gamma > -1\), and \(\gamma < 2/(n - 2)\) if \(n \geq 3\). Then a nonexistence result follows for any \(1 + [\gamma]^+ < p \leq 1 + 2(1 + \gamma)/n\). In particular, we have a counterpart of some global existence results proved in [1].

In order to prove Theorem 1 we will use a modified test function method coupled with a careful study of the properties of \(b(t)\).

The modified test function method is based on the scaling invariance property of the operator. Since it works for elliptic, parabolic and hyperbolic equations, the corresponding literature is very extensive. We only quote the papers in which Mitidieri and Pohozaev explain how a suitable choice of the test function gives a nonexistence result. A deep description of this technique can be found in [23], see also [21, 22, 24]. Here we use a modified test function method: we apply the scaling argument on an associated equation obtained from the original one by means of a multiplication by an auxiliary function.

The scheme of the paper is the following. In order to clarify our approach in Section 2 we introduce a general notation and we briefly derive a modified version of the test function method for a class of Liouville and Cauchy problems. In Section 3 we prove Theorem 1 as a corollary of the result established in Section 2.2. In Section 4 we present some other applications of the results of Section 2 in particular for non-damped wave equations and for damped wave equations with a special mass term.

The modified test function method can be extended to Liouville problems for differential inequality or for quasilinear operators, as well as one can deal with Cauchy problems for quasilinear systems. For the sake of brevity, we will not investigate here these arguments.
1.1. Notation. In this paper, all functions are assumed to be measurable.

- We omit to write $\mathbb{R}^n$ when considering spaces of functions defined on $\mathbb{R}^n$. In particular, $L^p_{\text{loc}}$ stands for $L^p_{\text{loc}}(\mathbb{R}^n)$ and so on.
- Given $m : \mathbb{R}^n \to (0, \infty)$, with $L^p_{\text{loc}}(m(x)dx)$ we denote the space of real functions $f$ such that $mf \in L^p_{\text{loc}}$.
- With $C^k(D)$ we denote the space of functions belonging to $C^k(D)$ with compact support in a domain $D$.
- Given $p > 1$, by $p'$ we mean the conjugate of $p$, that is, $p/(p-1) = p$.
- By $x \cdot M$ or $M \cdot x$ we will denote the product of a vector $x \in \mathbb{R}^n$ with a $n \times n$ matrix $M$ and vice-versa.
- In what follows, $e_k$ stands for the vector in $\mathbb{N}^n$ or $\mathbb{N}^{n+1}$ with zero entries, exception given for the $k$-th, which assumes value 1.
- Let $A(\xi), B(\xi)$ be two positive functions on suitable domains. We write $A \approx B$ if there exist $C_1, C_2 > 0$ such that $C_1 A(\xi) \leq B(\xi) \leq C_2 A(\xi)$ a.e. Similarly $A(\xi) \preceq B(\xi)$ means that there exists $C > 0$, independent of $\xi$, such that $A(\xi) \leq C B(\xi)$ a.e.

2. A modified test function method

In this section we illustrate the modified test function method. First we state notation and results for Liouville problems, whose presentation is simpler, then we show how to extend the approach to the Cauchy problems.

2.1. The Liouville problem. We consider the differential Liouville problem:

$$Lu = f(x)|u|^p, \quad x \in \mathbb{R}^N, \tag{7}$$

where $Lu$ is a linear operator of order $m$, $p > 1$, and $f \in L^\infty_{\text{loc}}$ satisfies $f(x) > 0$ a.e.

We denote by $L^*$ the formal adjoint of $L$: for any $u, v \in C^\infty$ it holds

$$\int_{\mathbb{R}^N} v(x)L(x, \nabla)u(x) \, dx = \int_{\mathbb{R}^N} u(x)L^*(x, \nabla)v(x) \, dx. \tag{8}$$

Moreover, we denote by $L(x, \xi)$ the symbol of $L$ obtained by means of the Fourier transform.

For Liouville problem (7) we will use the following definition of solution.

Definition 4. Let $g(x) > 0$ a.e. be such that if we put

$$D(x, \nabla) := g(x)L(x, \nabla),$$

then $D^*$ is a differential operator with $L^\infty_{\text{loc}}$ coefficients.

We say that $u \in L^1_{\text{loc}}$ is a (weak) $g$-solution to (7) if $|u|^p f g \in L^1_{\text{loc}}$ and for any $\phi \in C^\infty_{\text{c}}$, it holds

$$\int_{\mathbb{R}^N} f(x) g(x)|u(x)|^p \phi(x) \, dx = \int_{\mathbb{R}^N} u(x)D^*(x, \nabla)\phi(x) \, dx. \tag{9}$$

Remark 2. Since we look for $u \in L^1_{\text{loc}}(|f(x)g(x)dx)$ and $D^*$ has $L^\infty_{\text{loc}}$ coefficients, both the integrals in (9) are well-defined.

Remark 3. If $g \in C^\infty$ then Definition 4 is equivalent to the definition of weak solution: for any $\Phi \in C^\infty_{\text{c}}$ it holds

$$\int_{\mathbb{R}^N} f(x)|u(x)|^p \Phi(x) \, dx = \int_{\mathbb{R}^N} u(x)L^*(x, \nabla)\Phi(x) \, dx. \tag{10}$$
Indeed, $D^*\phi = L^*(g\phi)$ and $1/g$ belongs to $C^\infty$, hence the application $\phi \in C^\infty \mapsto \Phi = g\phi \in C^\infty$ is a bijection.

Given $L$ a differential operator of order $m$ and $u \in L^1_{\text{loc}} \cap L^p_{\text{loc}}(f(x)g(x)dx)$ which satisfies (9) (respectively (10)), a density argument shows that the same relation (9) (respectively (10)) holds for any $\phi \in C^\infty_c$. Arguing as before one the equivalence of $g$-solutions and weak solutions for $g \in C^m$ follows.

Remark 4. Let $L$ be a differential operator of order $m$ with continuous coefficients and let $f(x) > 0$ be continuous. Let $u(x)$ be a classical solution to (7), that is, $u \in C^m$ and $Lu(x) = f(x)|u(x)|^p$. Let $g(x) > 0$ be in $C^m$. Then $D^*$ is a differential operator with continuous coefficients, and $u(x)$ is a $g$-solution. Indeed, $u \in L^1_{\text{loc}} \cap L^p_{\text{loc}}(f(x)g(x)dx)$ and

$$\int_{\mathbb{R}^N} f(x) g(x) |u(x)|^p \phi(x) \, dx = \int_{\mathbb{R}^N} \phi(x) g(x) Lu(x) \, dx$$

for any $\phi \in C^\infty$, where the last inequality holds by density argument.

By virtue of Remark 3, $u$ is a weak solution, as yet known being $u$ a classical solution.

Definition 5. Let $N \geq 2$ and $l > 0$. We denote by

$$C_l := \{ x \in \mathbb{R}^N : |x_i| \leq l, \ i = 1, \ldots, N \},$$

the $N$-dimensional cube with length $2l$, centered at the origin. Moreover, for any $\alpha \in \mathbb{N}^N$, we put

$$C_l^{(\alpha)} := \{ x \in C_l : |x_i| \geq 1/2 \quad \text{for any} \ i \ \text{such that} \ \alpha_i \neq 0 \},$$

and we notice that $C_l^{(\alpha)} \subset C_l \setminus C_{l/2}$, for any $|\alpha| \geq 1$.

Now we consider

$$F_i : (0, \infty) \to (0, \infty) \quad i = 1, \ldots, N,$$

strictly increasing, continuous functions with $F_i(R) \to \infty$ as $R \to \infty$. Let

$$F(R) := \text{diag}(F_1(R), \ldots, F_N(R))$$

be the diagonal matrix with $F_i(R)$ as $(i,i)$-th entry.

For any $R > 1$, we define the $N$-dimensional rectangle

$$Q_R := [-F_1(R), F_1(R)] \times \ldots \times [-F_N(R), F_N(R)],$$

that is,

$$Q_R = \left\{ x \in \mathbb{R}^N : \max_i |x_i(F_i(R))^{-1}| \leq 1 \right\}$$

is the image of the cube $C_l$ by the matrix $F(R)$. We denote the volume of $Q_R$ by $|Q_k|$; it follows

$$|Q_R| := 2^N \det F(R) = 2^N F_1(R) \cdots F_N(R).$$

We also put

$$Q_R^{(l)} := [-F_1(R)/2, F_1(R)/2] \times \ldots \times [-F_N(R)/2, F_N(R)/2],$$

that is, the image of the cube $C_{l/2}$ by the matrix $F(R)$. It is clear that $|Q_R^{(l)}| = \det F(R)$.

Finally for any $\alpha \in \mathbb{N}^N$, we put

$$Q_R^{(\alpha)} := \{ x \in Q_R : |x_i| \geq F_i(R)/2 \quad \text{for any} \ i \ \text{such that} \ \alpha_i \neq 0 \},$$

and we notice that $Q_R^{(\alpha)} \subset Q_R \setminus Q_R^{(l)}$, for any $|\alpha| \geq 1$. 
Definition 6. For any $F(R)$ as in Definition 5 we denote by $S_R$ the scaling operator such that for any $f : \mathbb{R}^N \to \mathbb{R}$ the function $S_R f : \mathbb{R}^N \to \mathbb{R}$ is defined by

$$S_R f(x) := f(x \cdot (F(R))^{-1}) .$$

The test function method is based on a suitable choice of compactly supported function which multiply the considered equation. In one dimensional case we call test function any $\Phi \in C^\infty_c(\mathbb{R})$ which satisfies

- $\Phi(\mathbb{R}) \subset [0, 1]$;
- $\text{supp } \Phi \subset [-1, 1]$;
- $\Phi \equiv 1$ on $[-1/2, 1/2]$.

Remark 5. Clearly, there exists an even $\Phi \in C^\infty_c(\mathbb{R})$ satisfying the previous assumptions and decreasing in $[1/2, 1]$.

In order to consider the $N$-dimensional case, one can use a radial reduction and gain spherical supports or one can separate the variables and use cubic supports. Here we prefer this second procedure.

Definition 7. Let $\Phi \in C^\infty_c(\mathbb{R})$ such that $\text{supp } \Phi \subset [-1, 1]$, $\Phi(\mathbb{R}) \subset [0, 1]$ and $\Phi \equiv 1$ on $[-1/2, 1/2]$. In what follows by test function we mean a function $\psi \in C^\infty_c(\mathbb{R}^N, [0, 1])$ having the following structure:

$$\psi(x) = \prod_{j=1}^N \Phi(x_j) .$$

(11)

For any $F(R)$ as in Definition 5 we put

$$\psi_R(x) := S_R \psi(x) \equiv \prod_{j=1}^N \Phi(x_j F_j(R)^{-1}) .$$

Remark 6. If $\psi$ is a test function, then supp $\psi \subset C_1$ and $\psi \equiv 1$ in $C_{1/2}$. Therefore supp $\psi_R \subset Q_R$ and $\psi_R \equiv 1$ in $Q_{1/2}^R$.

Hypothesis 2. Let $g(x) > 0$ a.e. be such that $D^\ast$ is a differential operator with $L_{\text{loc}}^\infty$ coefficients, which contains no zero order terms, that is, $D^\ast(x, 0) = 0$. We denote by $a_\alpha(x)$ its coefficients, i.e.

$$D^\ast(x, \nabla) := \sum_{1 \leq |\alpha| \leq m} a_\alpha(x) \partial_\alpha^\ast .$$

Remark 7. Given $\psi$ as in Definition 5 for any $\alpha \in \mathbb{N}^N$ one has supp $\partial_\alpha^\ast \psi \subset C_{1}^{(\alpha)}$ and, analogously supp $\partial_\alpha^\ast \psi_R \subset Q_{1}^{(\alpha)}$. In particular Hypothesis 2 implies

$$\text{supp } D^\ast(\psi^\sigma) \subset C_1 \setminus C_{1/2}, \quad \text{supp } D^\ast(\psi_R) \subset Q_R \setminus Q_{1/2}^R ,$$

(12)

for any test function $\psi$ and any $\sigma \in \mathbb{N}^\ast$.

Remark 8. It is clear that we also have the following scaling property:

$$\partial_\alpha^\ast \psi_R \equiv \partial_\alpha^\ast (S_R \psi) \equiv \left( \prod_{i=1}^N (F_i(R))^{-\alpha_i} \right) S_R(\partial_\alpha^\ast \psi) .$$

(13)

Lemma 1. Let $\varphi$ be a test function. For any fixed $r > 1$ there exists $\sigma \in \mathbb{N}$ such that

$$|\partial_\alpha^\ast (\varphi^\sigma)|^r \lesssim \varphi^\sigma , \quad \text{for any } \sigma \in \mathbb{N}, \ \sigma \geq |\alpha|r' .$$
The proof may be given by inductive argument on $|\alpha| \in \mathbb{N}$.

Now we introduce two quantities related respectively to the linear operator and to the semilinear perturbation.

**Definition 8.** Let $g(x)$ and $a_\alpha(x)$ be as in Hypothesis 2. For any $\alpha \in \mathbb{N}$ with $1 \leq |\alpha| \leq m$, we put

$$H_\alpha(R) := \prod_{i=1}^{N} F_i(R)^{-\alpha_i}, \quad G_\alpha(R) := \int_{Q_R^{\alpha}} |a_\alpha(x)|^{p'} (g(x)f(x))^{-(p'-1)} \, dx$$

(14)

(15)

We remark that $G_\alpha(R)$ can be a divergent integral of positive functions, that is, $G_\alpha(R) \in [0, \infty]$. We observe that $\lim_{R \to \infty} H_\alpha(R) = 0$, since $F_i(R) \to \infty$ for any $i = 1, \ldots, N$.

Combining the growth behaviour of $H_\alpha(R)$ and $G_\alpha(R)$ we can state a first nonexistence theorem.

**Theorem 2.** Let $L(x, \nabla)$ be a differential operator, $f(x) > 0$ a.e. and $p > 1$. Assume that there exists $g > 0$ a.e. such that $(L, g)$ satisfies Hypothesis 2. Suppose that $u \in L^p_{\text{loc}}(f(x)g(x)dx)$ is a global $g$-solution in the sense of Definition 11. If there exists $F(R)$ as in Definition 5 such that

$$\limsup_{R \to \infty} H_\alpha(R) G_\alpha(R)^{\frac{1}{p'}} < \infty \quad \text{for any} \quad 1 \leq |\alpha| \leq m,$$

(16)

then $u(x) = 0$ a.e.

Thanks to Remark 3 from Theorem 2 we immediately obtain the following.

**Corollary 2.** Let $L(x, \nabla)$ be a differential operator, $f(x) > 0$ a.e. and $p > 1$. Let $u \in L^p_{\text{loc}}(f(x)dx)$ be a global weak solution in the sense of (14).

Assume that there exists $g \in C^m$ such that $(L, g)$ satisfy Hypotheses 2 and there exists $F(R)$ as in Definition 5 such that (16) holds.

Then $u(x) = 0$ a.e.

**Remark 9.** Condition (16) implies that $H_\alpha(R) G_\alpha(R)^{\frac{1}{p'}}$ are bounded and $G_\alpha(R)$ is finite for sufficiently large $R$.

**Proof of Theorem 2.** Let $(L, p, f)$ and $(g, F(R))$ be such that the assumptions of Theorem 2 hold. Let $u \in L^p_{\text{loc}}(f(x)g(x)dx)$ be a $g$-solution of $Lu = f|u|^p$, that is, (9) is satisfied. Given $R > 1$, and $\psi$ a test function, we put

$$I_R := \int_{\mathbb{R}^N} g(x)f(x)|u(x)|^p \psi_R(x) \, dx \equiv \int_{Q_R} g(x)f(x)|u(x)|^p \psi_R(x) \, dx,$$

$$I_R^2 := \int_{Q_R \setminus Q_R^1} g(x)f(x)|u(x)|^p \psi_R(x) \, dx.$$

By using (9) and (12) together with Hölder inequality, since $p'/p = p' - 1$, we formally obtain:

$$I_R = \int_{Q_R \setminus Q_R^1} u D^* \psi_R(x) \, dx \leq \int_{Q_R \setminus Q_R^1} |u| |D^* \psi_R(x)| \, dx \lesssim (I_R^2)^{\frac{1}{p'}} \left( \int_{Q_R \setminus Q_R^1} \frac{|D^* \psi_R(x)|^{p'}}{\psi_R^{p'-1}(x)} (g(x)f(x))^{-(p'-1)} \, dx \right)^{\frac{1}{p'}}.$$

(17)
By using (18), we may now estimate
\[ |D^*ψ_R(x)| \leq \sum_{1 \leq |α| \leq m} |a_α(x)||∂_α^p ψ_R(x)| \leq \sum_{1 \leq |α| \leq m} H_α(R)|a_α(x)||S_R∂_α^p ψ(x)|. \]

In order to control the quantities
\[ \frac{|S_R∂_α^p ψ(x)|^p}{(ψ_R(x))^{p′-1}} = S_R\left(\frac{|∂_α^p ψ|^p}{ψ^{p′-1}}\right)(x), \]
we choose a particular $ψ$. More precisely we take $ψ = ϕ^σ$ a suitable integer power of a test function $ϕ$ with $σ \in \mathbb{N}$ and $σ ≥ m p′$. By virtue of Lemma 1, the quantities in (18) are bounded. In particular, the quantity $|D^*ψ_R(x)|^p ψ_R^{-(p′-1)}(x)$ in (17) is well-defined.

Recalling that $\text{supp} \partial_α^p ψ_R(x) ∈ Q_α(R)$, we get
\[ I_R ≤ (I^k_R)^{\frac{1}{p}} \sum_{1 \leq |α| \leq m} H_α(R) \left(\int_{Q_α(R)} |a_α(x)|^p \left(g(x)f(x)\right)^{-(p′-1)} dx\right)^{\frac{1}{p'}} \]
\[ ≈ (I^k_R)^{\frac{1}{p}} \sum_{1 \leq |α| \leq m} H_α(R)(G_α(R))^{\frac{1}{p'}} ≤ C (I^k_R)^{\frac{1}{p}}, \]
where $C > 0$ does not depend on $R$, since $H_α(R)(G_α(R))^{\frac{1}{p'}}$ are bounded.

We immediately get that $I_0 ≤ C_p := C\frac{1}{p′-1}$, being $I_0^{\frac{1}{p′-1}} ≤ C$. Indeed, $I^k_R ≤ I_R$ and $p > 1$. Now we apply Beppo-Levi convergence theorem. Let $\{R_k\}_{k \in \mathbb{N}}$ be a strictly increasing sequence with $R_k → ∞$ as $k → ∞$ and so that $F_i(R_{k+1}) ≥ 2F_i(R_k)$ for any $i = 1, \ldots, N$. Then it holds $ψ_{R_{k+1}}(x) ≥ ψ_{R_k}(x)$ for any $x ∈ \mathbb{R}^N$ and $ψ_{R_k}(x) → 1$ pointwise as $k → ∞$. We constructed an increasing sequence of positive functions $\{g f |u|^p ψ_{R_k}\}_{k \in \mathbb{N}}$ to which we can apply Beppo-Levi convergence theorem:
\[ I := \int_{\mathbb{R}^N} g(x)f(x)|u(x)|^p dx = \lim_{k → ∞} I_{R_k}. \]
This gives $I ≤ C_p$, hence $u ∈ L^{p′}(f(x)g(x)dx)$. Now we can apply Lebesgue convergence theorem to gain
\[ \lim_{R → ∞} I^k_R ≤ \lim_{R → ∞} \int_{Q_α(R)\setminus Q_α(R)} g(x)f(x)|u(x)|^p dx = 0. \]
This concludes the proof, since $I_R ≤ C (I^k_R)^{\frac{1}{p′}} → 0$ as $R → ∞$ so that $I = 0$ thanks to (20), hence $u = 0$ a.e. since $g(x)f(x) > 0$ a.e.

**Remark 10.** Theorem 2 cannot be extended if $D^*$ has zero order term, namely $a_0(x) ≠ 0$. Indeed with the same notation of Theorem 2 we would have $Q_0^R = Q_R$, so that $I^k_R = I_R$ and (19) gives $I_R ≤ I^k_R$. The final convergence argument does not work except for the case $H_0(R)G_0(R) → 0$ for $R → ∞$. On the other hand, $H_0(R) = 1$, and
\[ \lim_{R → ∞} G_0(R) ≡ \lim_{R → ∞} \int_{Q_R} |a_0(x)|^p \left(g(x)f(x)\right)^{-(p′-1)} dx = \int_{\mathbb{R}^N} |a_0(x)|^p \left(g(x)f(x)\right)^{-(p′-1)} dx. \]
So that $H_0(R)G_0(R) → 0$ if and only if $a_0(x) = 0$ a.e.

This means that $g$ has to be taken, when it exists, such that the corresponding $D^*$ does not contain the zero order term.
2.2. The Cauchy Problem. Let us denote $\mathbb{R}^{n+1}_+ := [0, \infty) \times \mathbb{R}^n$. Here we consider the Cauchy problem:

\[
\begin{align*}
Lu &= f(t, x)|u|^p, & t \geq 0, & x \in \mathbb{R}^n \\
\partial_t^j u(0, x) &= u_j(x), & j = 0, \ldots, m - 1
\end{align*}
\]  

(21)

where $u_j \in L^1_{loc}$ for any $j = 0, \ldots, m - 1$ and

\[
L = \partial_t^m + \sum_{j=0}^{m-1} L_j(t, x, \nabla x) \partial_t^j,
\]

(22)

with $L_j$ differential operators of order $m_j \in \mathbb{N}$. We also put $L_m = 1$.

Let $g(t, x) > 0$ a.e. and let us define $D = gL$ and $D_j = gL_j$ for $j = 0, \ldots, m - 1$. Formally

\[
D^* v(t, x) := \sum_{j=0}^{m} (1)^j \partial_t^j \left( D^*_j(t, x, \nabla x) v(t, x) \right), \quad \text{for any } v \in C^\infty([0, \infty) \times \mathbb{R}^n).
\]

(23)

Here $D_m = D^n_m = g$, and $D^*_j = (gL_j)^*$ according to notation $[8]$.

For any $j = 0, \ldots, m$, we assume that $D^*_j(t, x, \nabla)$ is a differential operator with $C^j([0, \infty), L^1_{loc})$ coefficients. In particular we suppose $g \in C^n([0, \infty), L^1_{loc})$.

Let $\eta \in C^\infty_c([0, \infty))$ be such that $\eta \equiv 1$ in some neighborhood of $\{t = 0\}$. Integrating by parts, we obtain

\[
\int_0^\infty \int_{\mathbb{R}^n} \eta(t) \phi(x) D u(t, x) \, dx \, dt = \int_0^\infty \int_{\mathbb{R}^n} u(t, x) D^* \left( \eta(t) \phi(x) \right) \, dx \, dt
\]

\[
- \sum_{j=1}^{m} \sum_{k=1}^{j} (1)^{j-k} \int_{\mathbb{R}^n} [\partial_t^{j-k} u(0, x)] \left( \partial_t^k D^*_j \right)(0, x, \nabla x) \phi(x) \, dx,
\]

for any $u \in C^\infty([0, \infty) \times \mathbb{R}^n)$ and $\phi \in C^\infty_c(\mathbb{R}^n)$.

**Definition 9.** We say that $u \in L^1_{loc}$ is a $g$-solution to $[21]$ if $|u|^pfg \in L^1_{loc}$ and for any $\eta \in C^\infty_c([0, \infty))$ such that $\eta \equiv 1$ in some neighborhood of $\{t = 0\}$ and for any $\phi \in C^\infty_c(\mathbb{R}^n)$ it holds

\[
\int_0^\infty \int_{\mathbb{R}^n} g(t, x) f(t, x) |u(t, x)|^p \eta(t) \phi(x) \, dx \, dt = \int_0^\infty \int_{\mathbb{R}^n} u(t, x) D^* \left( \eta(t) \phi(x) \right) \, dx \, dt - K_0(\phi),
\]

where we put

\[
K_0(\phi) := \sum_{j=1}^{m} \sum_{k=1}^{j} (1)^{j-k} \int_{\mathbb{R}^n} u_{k-1}(x) \left( \partial_t^{j-k} D^*_j \right)(0, x, \nabla x) \phi(x) \, dx,
\]

(24)

with $u_{k-1}(x)$ as in $[21]$.

We remark that we are not assuming that $L$ is a Kovalevskian operator in normal form. Indeed $L$ is a differential operator of order $M := \max\{m, j + m_j \mid j = 0, \ldots, m - 1\}$, possibly $M > m$. In order to state our result, analogously to Hypothesis $[2]$ we assume that $D^*$ may be written as

\[
D^*(t, x, \nabla) := \sum_{1 \leq \alpha + |\alpha| \leq M} a_{\alpha}(t, x) \partial_\alpha \partial_t^m.
\]

(25)

Let us extend the notation of Section $[21]$ for $N = n + 1$, denoting $x_0 = t$ when it is convenient and $\tilde{x} = (x_0, x) \in \mathbb{R}^{n+1}_+$ with $x_0 \geq 0$ and $x \in \mathbb{R}^n$. We put

$\tilde{C}_l := \{ \tilde{x} \in \mathbb{R}^{n+1}_+ : x_0 \leq l, |x_1| \leq l \} \equiv [0, l] \times C_l$,

and similarly

$\tilde{F}(R) := \left( F_0(R), F(R) \right) \equiv \left( F_0(R), F_1(R), \ldots, F_n(R) \right)$,
\[ \tilde{Q}_R := [0, F_0(R)] \times Q_R, \quad \tilde{Q}_R^2 := [0, F_0(R)/2] \times Q_R^2. \]

We remark that \( \det \tilde{F}(R) = F_0(R) \det F(R) \). We will consider test functions with separable variables, that is,

\[
\tilde{\psi}(\tilde{x}) \equiv \tilde{\psi}(t, x) = \eta(t)\psi(x) \equiv \eta(t) \prod_{j=1}^n \phi(x_j), \tag{26}
\]

with \( \phi \) as in Definition \( \square \) and \( \eta \) satisfying

- \( \eta \in C^\infty_c([0, +\infty)) \);
- \( \eta([0, +\infty)) \subset [0, 1] \);
- \( \text{supp} \eta \subset [0, 1] \);
- \( \eta \equiv 1 \) on \( [0, 1/2] \).

This choice is consistent with our definition of \( \tilde{C}_1 \), in particular \( \text{supp} \tilde{\psi} \subset \tilde{C}_1 \) and \( \tilde{\psi}(t, x) = 1 \) for any \( (t, x) \in \tilde{C}_{1/2} \).

For any \( \tilde{\alpha} = (\alpha_0, \alpha) \in \mathbb{N}^{n+1} \), we define

\[
\tilde{Q}_{\tilde{R}}^{(\tilde{\alpha})} = \tilde{Q}_{\tilde{R}}^{(\alpha_0, \alpha)} = \left\{ (x_0, x) \in \tilde{Q}_R : |x_i| \geq F_i(R)/2, \text{ for any } i = 0, \ldots, m \text{ such that } \alpha_i \neq 0 \right\},
\]

\[
H_{\tilde{\alpha}}(R) = H_{(\alpha_0, \alpha)}(R) = \prod_{i=0}^n (F_i(R))^{-\alpha_i},
\]

and for any \( a_{\tilde{\alpha}} \) as in \( (25) \), we put

\[
G_{\tilde{\alpha}}(R) = G_{(\alpha_0, \alpha)}(R) = \int_{\tilde{Q}_{\tilde{R}}^{(\alpha_0, \alpha)}} \frac{|a_{(\alpha_0, \alpha)}(t, x)|^p'}{(g(t, x)f(t, x))^{p-1}} \, dt \, dx.
\]

**Theorem 3.** Let \( L(t, x, D_t, \nabla_x) \) be a differential operator, \( f(t, x) > 0 \) a.e. and \( p > 1 \). Assume that there exists \( g(t, x) > 0 \) a.e. such that \( D^* \) does not contain a term of zero order. Let us assume that there exists \( \tilde{F}(R) \) such that

\[
\limsup_{R \to \infty} H_{\tilde{\alpha}}(R) G_{\tilde{\alpha}}(R)^p < \infty \quad \text{for any } 1 \leq |\tilde{\alpha}| \leq M. \tag{27}
\]

Let \( (u_0, u_1, \ldots, u_{m-1}) \) be sufficiently smooth so that \( U_0 \in L^1 \) where

\[
U_0(x) := \sum_{j=1}^m \sum_{k=1}^j (-1)^{j-k} (\partial_t^{j-k} D_j)(0, x, \nabla_x) u_{k-1}(x). \tag{28}
\]

If

\[
\int_{\mathbb{R}^n} U_0(x) \, dx > 0 \tag{29}
\]

then there exists no global \( g \)-solution \( u(t, x) \) to \( (21) \) in the sense of Definition \( \square \).

**Remark 11.** Analogously to Corollary \( \square \) if \( g \) is sufficiently smooth then the non-existence result of \( g \)-solution in Theorem \( \square \) implies a non-existence result of global weak solution.

**Remark 12.** Here and in the examples we will not discuss the local existence result for the equation \( Lu = f(t, x)|u|^p \). Theorem \( \square \) as well as its applications means that either the local solution blows up or the local solution does not exist. No information is contained on the blow up mechanism.

**Remark 13.** If \( u_k \in W^{M_k, 1} \) where \( M_k = \max\{m_j \mid k \leq j \leq m - 1 \} \), then \( U_0 \in L^1 \).
Remark 14. The expression of $U_0$ simplifies if $D_j$ are independent of $t$. For example this holds if $g = g(x)$ and $L$ has constant coefficient with respect to $t$.

In particular if $L_1 = \cdots = L_h \equiv 0$ for some $h = 1, \ldots, m-1$ and $D_j$ is independent of $t$ for $j = h+1, \ldots, m-1$ then condition (29) only involves the initial data $u_0, \ldots, u_{m-1}$, and no sign assumption is needed for $u_0, \ldots, u_{h-1}$. More in general, the same property holds if $L_1 = \cdots = L_h \equiv 0$ and $\partial_t^{j-k} D_j(0,x,\nabla x) = 0$ for $j = h+1, \ldots, m-1$ and $k = 0, \ldots, h$.

Proof. We follow the proof of Theorem 2 with minor modifications.

Let $u(t,x)$ be a $g$-solution to (21), in the sense of Definition 3. Due to (29) it follows that some data are not zero, so that $u \equiv 0$ is not a solution to (21). We put

$$I = \int_0^\infty \int_{\mathbb{R}^n} g(t,x) f(t,x) |u(t,x)|^p \, dx \, dt \in [0,\infty].$$

and we shall prove that $I = 0$. This gives absurd conclusion and the theorem follows.

Being $U_0 \in L^1$, it holds

$$K_0(\phi) = \int_{\mathbb{R}^n} U_0(x) \phi(x) \, dx,$$

for any $\phi \in C_0^\infty(\mathbb{R}^n)$. In particular, there exists $\overline{R} > 0$ such that $K_0(\psi_R) \geq 0$ for any $R \geq \overline{R}$. Therefore, if we put

$$I_R := \int_0^\infty \int_{\mathbb{R}^n} g(t,x) f(t,x) |u(t,x)|^p \psi_R(x) \eta_R(t) \, dx \, dt,$$

then we obtain

$$I_R \leq \int_0^\infty \int_{\mathbb{R}^n} u(t,x) D^+ (\eta_R(t) \psi_R(x)) \, dx \, dt,$$

for $R \geq \overline{R}$. We can now follow the proof of Theorem 2 obtaining $I_R \lesssim (I_R^1)^{\frac{1}{2}}$ where

$$I_R^1 := \int_{Q_0(R)} \int_{Q_{R/2}(\mathbb{R}^n)} g(t,x) f(t,x) |u(t,x)|^p \eta_R(t) \psi_R(x) \, dx \, dt.$$

This implies $I_R$ bounded with respect to $R$ and hence $I$ finite since $I_{R_k} \to I$ for a suitable sequence $R_k \to \infty$. One can apply Lebesgue convergence theorem and get $I_R^1 \to 0$. In turn, this gives $I_R \to 0$ as $R \to \infty$, hence $I = 0$. \qed

Remark 15. Let $(u_0, u_1, \ldots, u_{m-1})$ be sufficiently smooth so that $U_0$ is defined, not necessarily in $L^1$, and $U_0(x) \geq 0$ a.e. Then inequality (31) still holds, as well as the nonexistence result in Theorem 3.

3. PROOF OF THEOREM 1

In order to prove Theorem 1 we first prepare some instruments.

Remark 16. As a consequence of (24) we obtain

$$\liminf_{t \to \infty} t b(t) > 1.$$

Indeed, there exist a sufficiently small $\delta \in (0,1)$ and $T > 0$ such that $b(t)/b(t)^2 > -(1-\delta)$ for any $t \geq T$. It is now sufficient to integrate in $[T,t]$, obtaining

$$\frac{1}{b(T)} - \frac{1}{b(t)} > -(1-\delta)(t-T).$$
hence
\[ b(t) > \frac{1}{1/b(T) + (1 - \delta)(t - T)}. \]

**Remark 17.** Combining (32) with (3), we may prove that \( b'(t)/b(t)^2 < 1 \) for large \( t \). Since \( b'(t)/b(t)^2 \) is continuous, recalling (2), we may conclude that
\[ |b'(t)| \leq Cb^2(t). \] (33)

**Remark 18.** On the other hand, combining (32) with (33) and recalling (3), we derive
\[ -\frac{M}{t} \leq \frac{b'(t)}{b(t)} \leq \frac{m}{t}, \] (34)
for some \( M > 0 \) and \( m \in [0, 1) \), for \( t \geq T \) with a sufficiently large \( T > 0 \). Integrating (34) in \([t, \lambda t]\) and taking the exponential, it follows
\[ \lambda^{-M} \leq \frac{b(\lambda t)}{b(t)} \leq \lambda^m, \] (35)
for any \( t \geq T \) and \( \lambda \geq 1 \).

Integrating (34) in \([T, t]\) we get
\[ b(t) \leq Ct^m \text{ for any } t \geq T, \] where \( C = C(T, m) \).

**Remark 19.** By using (32) we can prove that \( \beta \in L^1(0, \infty) \) and that
\[ \lim_{t \to \infty} \frac{\beta(t)}{b(t)} = 0, \] (36)
where \( \beta(t) \) is defined in (1). Indeed, there exists \( \delta > 0 \) and \( T > 0 \) such that
\[ \exp\left(-\int_T^t b(\tau) d\tau\right) \lesssim \exp\left(-(1 + \delta) \int_T^t \frac{1}{\tau} d\tau\right) \leq t^{-(1 + \delta)}, \]
for any \( t \geq T \). Therefore \( \beta \in L^1 \). Moreover, \( b(t)/\beta(t) \leq Ct^{m-(1+\delta)} \to 0 \) as \( t \to \infty \), due to Remark 18.

**Remark 20.** Thanks to (33) and (2), there exist \( \epsilon, C > 0, T > 0 \) such that
\[ \epsilon \leq \frac{b(t)^2 + b'(t)}{b(t)^2} < C \text{ for any } t \geq T. \] (37)
In particular, \( b(t)^2 + b'(t) > 0 \), hence \( \beta(t)/b(t) \) is strictly decreasing for \( t \geq T \).

**Remark 21.** We claim that:
\[ \Gamma(t) \approx \frac{\beta(t)}{b(t)} = \frac{1}{b(t)} \exp\left(-\int_0^t b(\tau) d\tau\right), \text{ for any } t \in [0, \infty). \] (38)
In order to prove (38), we may integrate the relation
\[ \left(-\frac{\beta(t)}{b(t)}\right) = \beta(t) \left(\frac{b'(t)}{b(t)^2} + 1\right) \approx \beta(t) \quad t \geq T, \]
where the equivalence is a consequence of (32), and \( T > 0 \) is the same found in Remark 20. Due to (38), this gives us \( \Gamma(t) \approx \beta(t)/b(t) \) in \([T, \infty)\). On the other hand, \( \Gamma(t)b(t)/\beta(t) \) is a strictly positive continuous function in \([0, T]\), and this concludes the proof of (38).

**Remark 22.** We claim that
\[ B(t) \approx t/b(t), \text{ for any } t \in [0, \infty). \] (39)
Similarly to Remark 21 using (35) and (37) one can prove that
\[
\left( \frac{t}{b(t)} \right)' = \frac{1}{b(t)} \left( 1 - \frac{tb'(t)}{b(t)} \right) \approx \frac{1}{b(t)},
\]
for any \( t \geq \hat{T} \), for a suitable \( \hat{T} > 0 \). Indeed, from (35) one can deduce \(-\hat{M}b(t) \leq \hat{M}b(t)\) for any \( t \geq 0 \) and for a suitable \( \hat{M} > 0 \). It follows that \( t/b(t) \) is strictly increasing for \( t \geq \hat{T} \), and that \( B(t) \approx t/b(t) \) in \([\hat{T}, \infty)\). On the other hand, the function \( t/b(t) \) is continuous in \([0, \hat{T}]\), therefore there exists \( t_0 \in (0, \hat{T}] \) such that \( t/b(t)/b(t) < 1 \) for any \( t \in [0, t_0] \), hence (30) remains true in \([0, t_0] \) and \( B(t) \approx t/b(t) \) in this interval. Finally, if \( t_0 < \hat{T} \), being \( B(t) \) and \( t/b(t) \) continuous strictly positive functions in \([t_0, \hat{T}] \), we can conclude that \( B(t) \approx t/b(t) \) in \([t_0, \hat{T}] \) too. This concludes the proof of (37).

Recalling (35) we get
\[
\lambda^{1-m} \leq \frac{B(\lambda t)}{B(t)} \leq \lambda^{1+M},
\]
for any \( t \geq T \) and \( \lambda \geq 1 \).

We are now ready to prove Theorem 11.

**Proof.** We define \( g(t) := \Gamma(t)/\beta(t) \); this is the solution to the following Cauchy problem:
\[
\begin{cases}
-g'(t) + g(t)b(t) = 1, & t > 0, \\
g(0) = \frac{1}{b_1},
\end{cases}
\]
(42)
We remark that \( g \in C^2 \), since \( b \in C^1 \), therefore Remark 3 is applicable and we will establish non-existence results for the weak solution to (41).

With this choice of \( g(t) \), putting \( D = g(t)(\partial_a - a(t)\Delta + b(t)\partial_t) \), we see that \( D^* \) does not contain the zero order term:
\[
D^* = g(t)\partial^2_t - g(t) a(t)\Delta + (g'(t) - 1)\partial_t.
\]
Moreover
\[
U_0(x) = (g(t)b(t)u_0(x) - g'(t)u_0(x) + g(t)u_1(x))_{t=0} = u_0(x) + \frac{1}{b_1}u_1(x).
\]
and the initial data condition (36) is equivalent to (29).
Let us define \( A : [0, \infty) \to [0, \infty) \) to be the inverse of the function \( B(t) \). It follows that \( A \) is strictly increasing and bijective. We set \( F_0(R) := A(R^d) \) with a suitable \( d > 0 \) which we will choose later, and \( F_i(R) = R \) for any \( i = 1, \ldots, n \), so that
\[
H_{2s_0}(R) = A(R^d)^{-2}, \quad H_{s_0}(R) = A(R^d)^{-1}, \quad H_{2s_i}(R) = R^{-2}, \quad i = 1, \ldots, n.
\]
By using the growth assumptions on \( f(t, x) \) and \( a(t) \), we obtain
\[
G_{2s_0}(R) \lesssim \int_{A(R^d)/2}^{A(R^d)} g(t) B(t)^{-\gamma(p'-1)} \int_{Q_n} |x|^{-\delta(p'-1)} dx \, dt,
\]
\[
G_{s_0}(R) \lesssim \int_{A(R^d)/2}^{A(R^d)} \frac{|1 - g'(t)| p'}{g(t) B(t)^{\gamma(p'-1)} p'} \int_{Q_n} |x|^{-\delta(p'-1)} dx \, dt,
\]
\[
G_{2s_i}(R) \lesssim \int_{0}^{A(R^d)} g(t) B(t)^{-\gamma(p'-1) - \alpha p'} \int_{Q_n \setminus Q_{n/2}} |x|^{-\delta(p'-1)} dx \, dt.
\]
It is clear that
\[
\int_{Q_n} |x|^{-\delta(p'-1)} dx \approx R^{n-\delta(p'-1)},
\]
and
since \( \delta(p' - 1) < n \), thanks to the assumption

\[ p > 1 + \frac{\delta}{n}. \]  

(43)

By using (35) we have \( g(t) = \Gamma(t)/\beta(t) \approx 1/b(t) \); recalling the definition of \( B(t) \) and \( A(s) \) it follows

\[
\int_0^{A(R^d)} g(t) \frac{1}{b(t)} B(t)^{-\gamma p' - \gamma p'(p'-1)} dt \lesssim \int_0^{A(R^d)} \frac{1}{b(t)} B(t)^{-\alpha p' - \gamma(p'-1)} dt
\]

\[
\approx B(t)^{-1 - \alpha p' - \gamma(p'-1)} \bigg|_{t = A(R^d)} = R^{d(1 - \alpha p' - \gamma(p'-1))}.
\]

Indeed, \( \alpha p' + \gamma(p'-1) < 1 \) thanks to the assumption

\[
(1 - \alpha)p > \gamma + 1.
\]

(44)

We remark the assumption \( p > p_{\text{min}} \) in Theorem 1 implies (39) and (40).

Therefore we have

\[
G_{2e_\alpha}(R) \lesssim R^{n+d-d\alpha p'-(d\gamma+\delta)(p'-1)}, \quad i = 1, \ldots, n.
\]

To deal with \( G_{e_\alpha}(R) \) we compute

\[
\int_{A(R^d)/2}^{A(R^d)} g(t) B(t)^{-\gamma(p'-1)} dt \lesssim \begin{cases} B(t)^{1 - \gamma(p'-1)} |_{t = A(R^d)} & \text{if } \gamma(p'-1) < 1, \\ \log B(t) |_{t = A(R^d)} - \log B(t) |_{t = A(R^d)/2} & \text{if } \gamma(p'-1) = 1, \\ B(t)^{1 - \gamma(p'-1)} |_{t = A(R^d)/2} & \text{if } \gamma(p'-1) > 1. \end{cases}
\]

Recalling that \( A : [0, \infty) \to [0, \infty) \) is a strictly increasing, surjective function, and that \( d > 0 \), it follows that \( A(R^d) \to \infty \) as \( R \to \infty \). Therefore we get \( B(A(R^d)) \approx B(A(R^d)/2) \) for large \( R \), thanks to (41). Assuming (35), in all the three cases we conclude that

\[
G_{2e_\alpha}(R) \lesssim R^{n+d-(d\gamma+\delta)(p'-1)},
\]

for large \( R \). It remains to estimate \( G_{e_\alpha}(R) \). By using \( 1 - g' = 2 - gb \) and \( g \approx 1/b \), see (35), it follows that \( 1 - g' \) is bounded. Hence

\[
\int_{A(R^d)/2}^{A(R^d)} \frac{1 - g(t)}{g(t)^{p' - 1}} B(t)^{-\gamma(p'-1)} dt \lesssim \int_{A(R^d)/2}^{A(R^d)} b(t)^{p'} \frac{1}{b(t)} B(t)^{-\gamma(p'-1)} dt,
\]

for a sufficiently large \( R \). Now, we use (35). In particular, we have \( b(s) \approx b(t) \) for any \( s \in [t/2, t] \), for sufficiently large \( t \), namely \( t \geq 2T \). Proceeding as before, we find

\[
G_{e_\alpha}(R) \lesssim b(A(R^d))^{p'} R^{n+d-(d\gamma+\delta)(p'-1)},
\]

for large \( R \). On the other hand, the equivalence (32) implies \( b(A(R^d)) \approx A(R^d)^d \), so that we can conclude

\[
G_{e_\alpha}(R) \lesssim (A(R^d))^{p'} R^{n-(d+d\gamma+\delta)(p'-1)},
\]

for large \( R \). Summarizing,

\[
H_{2e_\alpha}(R) (G_{2e_\alpha}(R))^{1/2} \lesssim R^{-2-d\alpha-d\gamma-\delta+n+d+1+(1+\gamma)}p', \quad i = 1, \ldots, n,
\]

(45)

\[
H_{e_\alpha}(R) (G_{e_\alpha}(R))^{1/2} \lesssim A(R^d)^{-2} R^{-d\gamma-\delta+n+d+1+(1+\gamma)}p',
\]

(46)

\[
H_{e_\alpha}(R) (G_{e_\alpha}(R))^{1/2} \lesssim R^{-d-d\gamma-\delta+n+d+1+(1+\gamma)}p',
\]

(47)

for large \( R \). But the estimate in (46) is better than the estimate in (45), since \( R^d \lesssim A(R^d)^2 \). Indeed, this is equivalent to \( B(t) \lesssim t^2 \), which holds true due to (39) and (32). Looking for \( d > 0 \)
such that the estimates in (45) and (47) are equal, we immediately find 
\[ d = \frac{2}{1 - \alpha}. \]
Therefore condition (27) holds if 
\[ d(1 + \gamma) \geq \frac{n + d(1 + \gamma) + \delta}{p'}, \quad \text{i.e.} \quad p \leq 1 + \frac{d(1 + \gamma) + \delta}{n} = 1 + \frac{2(1 + \gamma) + \delta}{n(1 - \alpha)}. \]
By applying Theorem 3, we conclude the proof. \[ \square \]

3.1. Examples for the damping term.

**Example 3.** Let us choose 
\[ b(t) = \frac{\mu}{(1 + t)^\kappa} \]
for some \( \mu > 0 \) and \( \kappa \in (-1, 1]. \) (48)
Being \( \kappa \in (-1, 1], \) Hypothesis 1 holds, provided that \( \mu > 1 \) if \( \kappa = 1. \) Indeed
\[ \lim_{t \to \infty} b'(t) \approx \frac{\mu \kappa}{(1 + t)^{\kappa + 1}} = \frac{-\kappa}{\mu}, \]
\[ \lim_{t \to \infty} \frac{t b'(t)}{b(t)} = -\kappa \lim_{t \to \infty} \frac{t}{1 + t} = -\kappa. \]
We notice that \( B(t) \approx t^{1+\kappa}. \)

**Example 4.** We may consider perturbations of (48) by taking 
\[ b(t) = \frac{\mu}{(1 + t)^\kappa} v(t), \quad \text{with } \mu > 0 \text{ and } 0 < |\kappa| < 1, \]
where \( v \in C^1([0, \infty)) \) satisfies \( v(t) > 0 \) and 
\[ \lim_{t \to \infty} \frac{t v'(t)}{v(t)} = 0. \] (49)
It immediately follows that
\[ \frac{b'(t)}{b(t)} = -\frac{\kappa}{1 + t} \left( 1 + \frac{(1 + t) v'(t)}{\kappa v(t)} \right), \]
has the same asymptotic profile of \(-\kappa/(1 + t), \) due to (49). Therefore
\[ \liminf_{t \to \infty} \frac{b'(t)}{b(t)} = -\frac{\kappa}{\mu} \limsup_{t \to \infty} \frac{v(t)}{(1 + t)^{\kappa - 1}} v(t), \]
\[ \lim_{t \to \infty} \frac{t b'(t)}{b(t)} = -\kappa. \]
Assumption (3) is immediately satisfied, and assumption (2) trivially holds if \( v(t) \) also verifies 
\[ \lim_{t \to \infty} (1 + t)^{1-\kappa} v(t) = +\infty. \] (50)
In particular, conditions (49) and (50) hold if 
\[ v(t) = (\log(e + t))^\gamma \]
for any \( \gamma \in \mathbb{R}. \) More in general, if it is an iteration of logarithmic functions, possibly with different powers, like as:
\[ v(t) = (\log(e + (\log(e + t))^{\gamma_2}))^{\gamma_1}, \quad \text{or} \]
\[ v(t) = (\log(e + (\log(e + \ldots)))^{\gamma_3}))^{\gamma_2})^{\gamma_1}. \]
Conditions (49) and (50) hold if \( v(t) = w((1 + t)^{-\alpha}) \) for some \( \alpha > 0 \), where \( w : [0, 1] \to (0, \infty) \) is a strictly positive, \( C^1 \) function. Indeed, \( w, 1/w \) and \( w' \) are bounded functions, hence (49) and (50) are satisfied. In this case, we still have \( B(t) \approx t^{1+\alpha} \). For instance,

\[
v(t) = 1 + (1 + t)^{\alpha} \sin(1 + t)^{-2\alpha}
\]

obtained by taking \( w(r) = 1 + \frac{\sin^2}{r} \) for \( r \in (0, 1] \) and \( w(0) = 1 \).

4. Examples

In the statements of Theorems 2 and 3 for fixed \( p > 1 \) we check our assumptions on a suitable \( g \). One can pose the question on the structure of the set of exponents \( p > 1 \) such that these assumptions hold. For a fixed \( g \), it is evident that if the assumptions hold for \( p_1 > 1 \) then they also holds for any \( 1 < p < p_1 \). Hence one may look for the largest interval \( (1, \bar{p}) \) or \( (1, \tilde{p}) \) such that the assumptions remain valid. The literature sometimes refers to the exponent \( \bar{p} \) as critical Fujita exponent. In this Section, we will call these exponents Fujita-type, whereas by Fujita exponent we only means \( p_{\text{Fuj}}(n) : = 1 + 2/n \). Indeed, for semi-linear heat equation a nonexistence result for \( 1 < p \leq p_{\text{Fuj}}(n) \) was provided by Fujita [13] (see Example 6). In the same paper one can find a global existence result for \( p > p_{\text{Fuj}}(n) \) and suitable initial data condition.

We are specially interested in Fujita-type exponents \( \bar{p} \) for which it is known an existence result for \( p > \bar{p} \). In such a case, we will say that they are critical.

Let us remark that for the same equation one can find different exponents \( \tilde{p} \) for which the solution globally exists for \( p > \tilde{p} \), according to which kind of solution one is interested in. The Fujita-type exponent is smaller than any possible existence exponent. In the critical case it coincides with an existence exponent.

A typical example in this direction is given by the wave operator in dimension \( n \geq 3 \): the real numbers

\[
p_{\text{Fuj}}(n-1) = 1 + \frac{2}{n-1} < p_{\text{STR}}(n-1) = \frac{1}{2} + \frac{1}{n-1} + \left( \frac{1}{2} \frac{1}{n-1} \right)^{1/2} < p_{\text{Sob}}(n) = \frac{n+2}{n-2}
\]

are respectively the Fujita-type exponent, the critical exponent for small amplitude solution, the large data critical exponent, see [27]. This says that for suitable small data and for \( p_{\text{Fuj}}(n-1) < p < p_{\text{STR}}(n-1) \) pointwise solutions to \( u_{tt} - \Delta u = |u|^p \) do not exist but weak solutions may “survive”.

A general discussion on the critical exponents can be found in [9, 17].

We first see how taking \( g \equiv 1 \) in Theorems 2 and 3 we find some already known nonexistence results for quasi-homogeneous operators.

Example 5. Theorem 2 easily applies to quasi-homogeneous operators \( L \) such that \( L^* \) contains no zero order terms. In particular, following [3], let us write \( x = (x_1, x_2) \), with \( x_j \in \mathbb{R}^{n_j} \) and \( N_1 + N_2 = N \). We assume that there exists \( (d_1, d_2, h) \), with \( d_1, d_2 > 0 \) and \( h \in \mathbb{R} \), such that the symbol of \( L \) satisfies

\[
L(\lambda^{-d_1} x_1, \lambda^{-d_2} x_2, \lambda^{d_1} \xi_1, \lambda^{d_2} \xi_2) = \lambda^h L(x_1, x_2, \xi_1, \xi_2), \tag{51}
\]

for any \( \lambda > 0 \). Then we set \( F_i(R) = R^{d_i} \) for \( i = 1, \ldots, N_1 \) and \( F_i(R) = R^{d_2} \) for \( i = N_1 + 1, \ldots, N \). Using (51) one can prove that

\[
L^* S_R = R^{-h} S_R L^*. \tag{52}
\]
If we write $L^*$ as

$$L^* = \sum_{1 \leq |\alpha| \leq m} a_\alpha(x) \partial_x^{2|\alpha|},$$

then each operator $a_\alpha(x) \partial_x^{2|\alpha|}$ satisfies (51). Therefore

$$a_\alpha(x \cdot F(R)) = h_\alpha(R) a_\alpha(x), \quad \text{where} \quad h_\alpha(R) = R^{-h} \left( \prod_{i=1}^{N_1} R^{d_i|\alpha_i|} \right) \left( \prod_{i=N_1+1}^{N} R^{d_i|\alpha_i|} \right).$$

Let us assume that $f(x_1, x_2) \approx |x_1|^{\theta_1} |x_2|^{\theta_2}$ for some $\theta_1, \theta_2 \in \mathbb{R}$, and let $g \equiv 1$. Since

$$G_\alpha(R) \leq \text{det} F(R) \int_{C_1} (h_\alpha(R) a_\alpha(x))^{p'} \left( |R^{d_1} x_1|^{\theta_1} |R^{d_2} x_2|^{\theta_2} \right)^{-p'} dx,$$

we derive the estimate

$$H_\alpha(R) (G_\alpha(R))^{\frac{1}{p'}} \leq R^{-h \left( \frac{d_1 N_1 + d_2 N_2}{p'} - \frac{(d_1 \theta_1 + d_2 \theta_2)(p' - 1)}{p'} \right)} = R^{-\left( h + \frac{d_1 + d_2}{p'} \right)},$$

where we put $\theta = d_1 \theta_1 + d_2 \theta_2$ and $d = d_1 N_1 + d_2 N_2$, for any $1 \leq |\alpha| \leq m$. Applying Theorem 2 we obtain a nonexistence result for the Liouville problem $Lu = f|u|^p$, if

$$p \leq \frac{d + \theta}{d - h} = 1 + \frac{\theta + h}{d - h},$$

provided that $h \in (-\theta, d)$. The bound on the exponent $p$ is the same obtained in [6]. We remark that (53) implicitly requires $|x_1|^{-\theta_1} |x_2|^{-\theta_2} a_\alpha(x) \in L_{\text{loc}}^{p'}(|x_1|^{\theta_1} |x_2|^{\theta_2})$. This may give a lower bound for the exponent $p$.

**Example 6.** It is clear that the approach in Example 5 holds in the setting of Cauchy problem for quasi-homogeneous operators, provided that data satisfy (29).

According to Theorem 3 for the semilinear heat equation

$$u_t - \Delta u = |u|^p, \quad u(0, x) = u_0(x),$$

we find nonexistence of global solutions for any $1 < p \leq p_{\text{Fuj}}(n) = 1 + 2/n$, provided that $u_0 \in L^1$ and

$$\int_{\mathbb{R}^n} u_0(x) \, dx > 0.$$ 

Indeed, the heat operator is quasi-homogeneous of type $(2,1,2)$ in $[0, \infty) \times \mathbb{R}^n$.

If one considers the Cauchy problem for the semilinear Schrödinger equation

$$Lu \equiv iu_t + \Delta u = |u|^p, \quad u(0, x) = u_0(x),$$

one finds again a nonexistence result for $1 < p \leq 1 + 2/n$, provided that $\exists u_0 \in L^1$ and that

$$\int_{\mathbb{R}^n} \exists u_0(x) \, dx < 0.$$ 

We address the interested reader to [13], where the same result is extended to nonlinearities of type $\lambda |u|^p$, where $\lambda$ is complex-valued. We remark that for $p > 1 + 2/n$ the scattering theory of Schrödinger equation becomes meaningful, see [25].

The classical semilinear wave equation

$$u_{tt} - \Delta u = |u|^p, \quad u(0, x) = u_0(x) \quad u_t(0, x) = u_1(x),$$
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is also quasi-homogeneous of type \((2,1,1)\) and we find Kato exponent \(p_{\text{Kat}}(n) = 1 + 2/(n - 1) = p_{\text{Kat}}(n - 1)\), provided that \(u_1 \in L^1\) and that

\[
\int_{\mathbb{R}^n} u_1(x) \, dx > 0.
\]

We remark that Kato’s result of nonexistence is obtained in [16] by comparison method, so that it holds for a larger class of operators.

In some cases estimate \([53]\) can be refined to relax the restrictions on the exponent \(p\).

**Example 7.** Following Example [51] and [50], one can find a nonexistence result for the semilinear equation for the Grushin operator

\[
\triangle_x u + g_\gamma(x)\triangle_y u = |x|^\theta_1 |y|^\theta_2 |u|^p,
\]

where \(g_\gamma(x)\) is a homogeneous function of order \(2\gamma\) with \(\gamma \in \mathbb{R}, x \in \mathbb{R}^k\) for some \(1 \leq k \leq N - 1\) and \(y \in \mathbb{R}^{N-k}\). We are dealing with a quasi-homogeneous operator of type \((2,1,1)\), so that the admissible range for \(p\) is given by

\[
1 + \max \left\{ \frac{\theta_1}{k}, \frac{\theta_2}{N-k} \right\} < p \leq 1 + \frac{2 + \theta_1 + (1 + \gamma)\theta_2}{N + (N-k)\gamma - 2}
\]

if \((k + 2\gamma)p > k + \theta_1\) and \((\gamma, \theta_1, \theta_2)\) satisfies \(2 + \theta_1 + (1 + \gamma)\theta_2 > 0\) and \(N + (N-k)\gamma - 2 > 0\).

In particular, for \(k = 1\) and \(2\gamma \in \mathbb{N}^+\), we have the Tricomi Operator \(\partial_{xx} + x^{2\gamma} \triangle_y\). We consider the Liouville problem

\[
u_{xx} + x^{2\gamma} \triangle_y u = |x|^\theta |u|^p,
\]

where \(x \in \mathbb{R}\) and \(y \in \mathbb{R}^{N-1}\), \(N \geq 2\) and \(\theta > -2\). Since \(\max\{[\theta]^+, [\theta - 2\gamma]^+\} = [\theta]^+\), one obtains a nonexistence result for

\[
1 + [\theta]^+ < p \leq 1 + \frac{2 + \theta}{N + (N-1)\gamma - 2}.
\]

Let us see that the lower bound on \(p\) can be relaxed if we directly apply the estimate for \(G_\alpha\) given in [15]. Fixed \(F(R) = (R^d, R, \ldots, R)\), for some \(d > 0\), we compute

\[
H_\alpha(R) = \begin{cases} R^{-2d} & \text{if } \alpha = 2e_1, \\ R^{-2} & \text{if } \alpha = 2e_k, \quad k \geq 2. \end{cases}
\]

Moreover, we can immediately estimate:

\[
G_{2e_1}(R) \approx R^{d+N-1} \int_{1/2 \leq |x| \leq 1} (f(x R^d))^{-(p'-1)} \, dx \approx R^{d+N-1-d\theta(p'-1)},
\]

\[
G_{2e_k}(R) \approx R^{d+N-1} \int_{|x| \leq 1} |x R^d|^{2\gamma p'} (f(x R^d))^{-(p'-1)} \, dx \approx R^{d+N-1+2\gamma dp'-d\theta(p'-1)}, \quad k \geq 2,
\]

provided that \(2\gamma p' - (p'-1)\theta > -1\). We remark that we do not have integrability problems in \([58]\) due to the fact that we integrate in \(1/2 \leq |x| \leq 1\). This approach represents an improvement with respect to the estimate \([57]\). Taking \(d > 0\) such that the same exponent appears in \([58]\) and \([59]\), from Theorem [2] we get

\[
1 + [\theta - 2\gamma]^+ < p \leq 1 + \frac{\theta + 2}{N + (N-1)\gamma - 2}
\]

provided that \(\theta > -2\). We remark that for some \(\theta, N, \gamma\) the previous range for \(p\) is empty. The same result holds for

\[
u_{xx} + x^{2\gamma} \triangle_y u = f(x) |u|^p,
\]
for any \( f \) such that \( f(x) \gtrsim |x|^\theta \). We remark that if \( f(x) \gtrsim \langle x \rangle^{\Theta} \) for some \( \Theta > 1 \) in \((56)\), then assumption \( f(x) \gtrsim |x|^\theta \) is verified for any \( \theta \in [1, \Theta] \), hence the bound in \((56)\) is replaced by

\[
1 < p \leq 1 + \frac{\theta + 2}{N + (N - 1)\gamma - 2}.
\]

Condition \((56)\) improves from below the range of admissible exponents \( p \) for Grushin operators with nonlinearities \( |x|^\theta \) with respect to \((5)\). Let us come back to the original question posed by Deng and Levin in §5 in \([3]\). Taking a nonlinearity in the form

\[
f(x)|u|^p = |x^{(1)}|^{\theta_1} \ldots |x^{(k)}|^{\theta_k} |u|^p
\]

where \( x^{(j)} \in \mathbb{R}^{N_j} \) and \( N_1 + \ldots + N_k = N \), we may obtain more admissible exponents for a quasi-homogeneous operator with constant coefficients, with respect to the approach in \([6]\). This improvement is a consequence of the choice of using nonradial test functions in the form \((11)\). Indeed, in this way, for any \( \alpha \in \mathbb{N}^N \) such that \( \partial^{\alpha}_{x} x_j^{(j)} = 0 \) for some \( j \) and for any \( k = 1, \ldots, N_j \), the domain of \( G_\alpha \) absorbs potential singularities coming from \( |x^{(j)}|^{\theta_j} \) if \( \theta_j > 0 \).

**Example 8.** We notice that no sign assumption on the coefficients plays a particular role in Example \([4]\) therefore the result of nonexistence is still valid for \( u_{xx} - x^{2\gamma} \Delta_y u = |x|^\theta |u|^p \). As a consequence we may study the Cauchy problem

\[
\begin{aligned}
\{ & u_{tt} - t^{2\gamma} \Delta u = f(t) |u|^p & t \in [0, \infty) \text{ and } x \in \mathbb{R}^n \\
& u(0, x) = u_0(x), & u_t(0, x) = u_1(x), \\
\end{aligned}
\]

where \( f(t) \) is a positive function satisfying \( f(t) \gtrsim t^\theta \) for some \( \theta > -2 \). If \( u_1 \in L^1 \) and

\[
\int_{\mathbb{R}^n} u_1(x) \, dx > 0,
\]

then there exists no global weak solution to \((62)\) if

\[
1 + \frac{[\theta - 2\gamma]^+}{1 + 2\gamma} < p \leq 1 + \frac{\theta + 2}{n + n\gamma - 1}.
\]

For \( \gamma = 0 \) we find again Kato exponent \( p_{\text{Kat}}(n) \).

Even if an operator is quasi-homogeneous, it may happen that \( L^* \) contains a term of order zero. In this case, Theorems \([2]\) and \([3]\) come into play if one finds a function \( g \) such that \( D^* = (gL)^* \) does not contain zero order terms. In the next example \( D^* \) will also remain quasi-homogeneous.

**Example 9.** Let us consider the Cauchy problem

\[
\begin{aligned}
\{ & Lu \equiv \partial_t^2 u - \Delta u + \frac{\lambda}{|x|^2} = |u|^p & t \geq 0, \text{ } x \in \mathbb{R}^n \\
& \partial_t^m u(0, x) = u_k(x), & k = 0, \ldots, m - 1,
\end{aligned}
\]

where \( \lambda \geq 0 \), in space dimension \( n \geq 3 \). Assuming \( u_{m-1}(x) \geq 0 \) a.e. and defining

\[
s = s(n, \lambda) := \sqrt{\frac{(n - 2)^2}{4} + \lambda - \frac{n - 2}{2}},
\]

in \([10]\) it was proved that there exists no global solution to \((64)\) for

\[
1 < p \leq 1 + \frac{2}{n - 2 + s + 2/m}.
\]
According to Remarks 14 and 15 we may obtain the same result using Theorem 3 provided that $s > 1$, that is, $\lambda > n - 1$. Indeed, if $u$ is a $g$-solution, we may set $F_0(R) = R^{\frac{2}{p}} \pi^{-n}$, $F_i(R) = R$ for $i = 1, \ldots, n$, and $g(x) = |x|^s$. Therefore

$$- \triangle g + \frac{\lambda}{|x|^2} g = 0,$$

so that

$$D^* = g(x)(-1)^m \partial_i^m g(x) - g(x) \triangle g(x) \cdot \nabla$$

does not contain terms of order zero. We notice that the assumption $s > 1$ comes into play to guarantee that $D^*$ has $L^\infty_{loc}$ coefficients. Moreover, we may replace the assumption $u_{m-1}(x) \geq 0$ by taking $u_{m-1} \in L^1(g(x)dx)$ and

$$\int_{\mathbb{R}^n} g(x)u_{m-1}(x) \, dx > 0.$$

Stretching a little bit Theorem 3 we may also consider the case $\lambda \in [0, n - 1]$, in particular if we assume $u_{m-1}(x) \geq 0$ and we want to prove the non existence of weak solution.

**Remark 23.** We remark that for $m = 2$ in (65) one finds

$$1 < p \leq 1 + \frac{2}{n - 1 + s}.$$

The upper bound gives Kato exponent $p_{Kat}(n) = 1 + 2/(n - 1)$ if $\lambda = 0$, and it can be considered like a Kato exponent modified by the influence of the mass term if $\lambda > 0$. We remark that $s \geq 0$, so that it is worse than $p_{Kat}(n)$. Similarly for $m = 1$ the relation (65) becomes

$$1 < p \leq 1 + \frac{2}{n + s},$$

which is a Fujita modified exponent. Moreover in [10] it is shown that this exponent is critical, that is, there exist global positive solutions to (64) for $m = 1$.

If we add a mass term in the form $a(t) \lambda/|x|^2$ to the damped wave equation in (1), then we can use again a modified test function method. Moreover, in this case we are no more dealing with quasi-homogeneous operators.

**Example 10.** Let $b(t)$ be as in Hypothesis 11 and let us consider the Cauchy problem

$$\begin{cases}
    u_{tt} - a(t)\triangle u + b(t)u_t + a(t) \frac{\lambda}{|x|^2} u = f(t, x) |u|^p, & t \geq 0, \quad x \in \mathbb{R}^n, \\
    u(0, x) = u_0(x), \\
    u_t(0, x) = u_1(x).
\end{cases}$$

where $n \geq 3$ and $\lambda > n - 1$. Now we may apply Theorem 3 with $g = g_1(t)g_2(x)$ where $g_1(t) = \Gamma(t)/\beta(t)$ as in the proof of Theorem 11 and $g_2(x) = |x|^s$ as in Example 9.

By virtue of (12) and (66), we have

$$D^* = g(t, x)\partial_t^2 - g(t, x) a(t)\triangle + g_2(x) (g_1'(t) - 1)\partial_t - a(t) g_1(t) \nabla g_2(x) \cdot \nabla.$$

We claim that if

- $0 < a(t) \lesssim B(t)^{-\alpha}$ for some $\alpha < 1$,
- $f(t, x) \gtrsim B(t)^\gamma |x|^\delta$ for some $\gamma > -1$ and $\delta \in \mathbb{R},$
as in Theorem 1 then there exists no global solution for
\[
1 + \max \left\{ \left[ \gamma + \alpha \right]^+ \frac{\delta^+}{1 - \alpha}, \frac{n + s}{n + s} \right\} < p \leq 1 + \frac{2}{n + s} \left( \frac{1 + \gamma + \delta}{1 - \alpha} - \frac{\delta}{2} \right),
\]
(68)
provided that \( u_0, u_1 \in L^1(g_2(x)dx) \) and
\[
\int_{\mathbb{R}^n} g_2(x) \left( u_1(x) + \hat{b}_1 u_0(x) \right) dx > 0.
\]
Indeed, it is sufficient to follow the proof of Theorem 1 replacing
\[
\alpha \rightarrow \alpha + \delta > -2,
\]
\[
\gamma \rightarrow \gamma + \delta,
\]
in the estimates for \( G_{2e_i} \), \( G_{e_i} \) and \( G_{2e_i} \) for \( i = 1, \ldots, n \). Moreover, we have to consider the new terms
\[
G_{e_i}(R) \lesssim \int_0^\infty A(R^\delta) g_1(t) B(t)^{-\gamma(p' - 1) - \alpha p'} \int_{Q_{2R} \setminus Q_{R/2}} |x|^{s - \delta(p' - 1)} dx dt,
\]
for any \( i = 1, \ldots, n \). Since \( s - \delta(p' - 1) > 1 \) thanks to (68), setting again \( d = 2/(1 - \alpha) \), we may then arrive at the estimate
\[
H_{\alpha}(R) (G_{e_i}(R))^\frac{d}{\delta'} \lesssim R^{\frac{d}{\delta'} + \frac{(n + s)\alpha}{\delta'}},
\]
for any \( \alpha = 2e_i, e_i \), for \( i = 0, \ldots, n \). Therefore we can apply Theorem 3 proving our claim.

If \( \gamma = -\alpha \), as in Example 1 and \( \delta > -2 \), then (68) becomes:
\[
1 + \frac{\delta^+}{n + s} < p \leq 1 + \frac{2 + \delta}{n + s}.
\]
For \( \delta = 0 \) we have nonexistence for \( 1 < p \leq 1 + 2/(n + s) \), the Fujita exponent modified by the influence of the mass term, as in Remark 23.

Remark 24. An analogous result can be obtained for the Liouville problem associated to the equation
\[
\partial_{yy} \pm a(y) \Delta u + b(y)u_y \pm a(t) \frac{\lambda}{|x|^2} u = f(y, x) |u|^p, \quad y \in \mathbb{R}, \quad x \in \mathbb{R}^{N-1},
\]
with \( a, b, f, \lambda \) satisfying the same assumptions of Example 1. One obtains a nonexistence result for any \( p \) in the range (68), by replacing \( N = n + 1 \) as usual.
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