Singularities of 3–d vector fields preserving the form of Martinet

Stavros Anastassiou
Department of Mathematics
Aristotle University of Thessaloniki
GR-54124 Thessaloniki, Greece
sanastassiou@gmail.com

July 23, 2024

Abstract

We study the local structure of vector fields on $\mathbb{R}^3$ which preserve the Martinet 1-form $\alpha = (1+x)dy \pm zdz$. We present the classification of their singularities, up to diffeomorphisms preserving the form $\alpha$, as well as their transversal unfoldings. We are thus able to provide a fairly complete list of the bifurcations such vector fields undergo.
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1 Introduction

The study of singularities of vector fields, along with the subsequent analysis of the bifurcations they undergo, is a subject that has attracted a lot of attention. In case the vector fields preserve a special structure (symplectic structure, volume form, symmetry...), it is only natural to study their classification up to transformations (homeomorphisms/diffeomorphisms) which also preserve this structure. In this article, we engage ourselves with the local classification of vector fields on $\mathbb{R}^3$ which preserve the Martinet 1-form.

To make things precise, let $M$ be a smooth (i.e. $C^\infty$), 3–dimensional, manifold and $w$ a differential 1–form on $M$. At a generic point of $M$, the condition $w \wedge dw \neq 0$ is fulfilled and, locally, $w$ reduces to the Darboux normal form $dz + xdy$.

There may exist, however, a smooth submanifold $M_1$, of codimension 1 in $M$, at a generic point $p$ of which the 1–form $w$ satisfies the following conditions:

(i) $w|_p \neq 0$, (ii) $(dw)|_p \neq 0$, (iii) $\ker(dw)|_p \cap M_1$.

At such a point, Martinet (1) showed that the 1-form can be written (at least locally) as $\alpha = (1+x)dy \pm zdz$. We shall refer to $\alpha$ as “the Martinet 1–form”.

This is a 1–form on $M = \mathbb{R}^3$, which fulfils the condition $\alpha \wedge da \neq 0$ everywhere, except the $M_1 = \{(x,y,z) \in M, z = 0\}$ surface. At the point $p = (0,0,0)$ of this surface, the three conditions above are indeed satisfied:
that is, \( \alpha|_p = dy \neq 0, (da)|_p = dx \wedge dy \neq 0 \), while \( \ker(a|_p) = \langle \frac{\partial}{\partial x}, \frac{\partial}{\partial z} \rangle \), which is transverse to \( M_1 \).

In dimension three, the Darboux and the Martinet models are the only stable models for 1–forms (the same holds for their generalizations, in any odd–dimensional manifold \[6\]). Vector fields and diffeomorphisms preserving the contact form (and more generally, the contact structure) were studied in \[3, 4\]. Here, we engage ourselves with the study of vector fields preserving the Martinet form.

To be more precise, let \( \mathcal{X}(\mathbb{R}^3, \alpha) \) stand for the set of germs, at the origin, of those \( C^\infty \) vector fields \( X \) of \( \mathbb{R}^3 \), which preserve the 1–form \( \alpha \), that is, those vector fields which satisfy equation \( \mathcal{L}_X \alpha = 0 \), where \( \mathcal{L}_X \) stands for the Lie derivative in the direction of \( X \). Let also \( \text{Diff}(\mathbb{R}^3, \alpha) \) denote the set of germs, at the origin, of \( C^\infty \) diffeomorphisms preserving the form \( \alpha \), that is, diffeomorphisms \( \phi \) of \( \mathbb{R}^3 \) with \( \phi^* \alpha = \alpha \). In this paper, we wish to classify vector fields of \( \mathcal{X}(\mathbb{R}^3, \alpha) \), up to diffeomorphisms belonging in \( \text{Diff}(\mathbb{R}^3, \alpha) \).

Towards this end, in section 2 we give the general form of vector fields and diffeomorphisms preserving the Martinet model and show that their study can be simplified, using the fact that they depend on univariate functions. In section 3, we recall the local classification theorem, for 1–dimensional vector fields, and use it to give the local models of vector fields of interest here. In section 4, we present transversal unfoldings for the singularities found in the previous section and study the simplest bifurcation occurring; in an analogous way, one can study bifurcations of arbitrary, finite, codimension.

Throughout this article, we assume everything to be smooth, that is, we work in the \( C^\infty \) category. Furthermore, our considerations are purely local. In what follows, even when, for the sake of simplicity, not explicitly stated, we study germs of functions and germs of vector fields at the origin. The neighbourhood of the origin, which interests us, does not include the \( x = -1 \) line, on which \( \alpha \) descends to \( \pm zdz \).

For the interested reader, excellent references on the classification of vector fields should include \[7, 6, 8, 10\]; on singularity theory see \[2\]; some recent articles in the same spirit are \[11, 13\], while this article is directly connected with \[12\].

## 2 The vector fields of interest

Consider \( \mathbb{R}^3 \) equipped with the Martinet form \( \alpha \). If \( X \in \mathcal{X}(\mathbb{R}^3, \alpha) \), write \( X = X_1 \frac{\partial}{\partial x} + X_2 \frac{\partial}{\partial y} + X_3 \frac{\partial}{\partial z} \). Equation \( \mathcal{L}_X \alpha = 0 \) becomes:

\[
\begin{cases}
(1 + x) \frac{\partial X_2}{\partial x} \pm z \frac{\partial X_3}{\partial x} = 0 \\
X_1 + (1 + x) \frac{\partial X_2}{\partial y} \pm z \frac{\partial X_3}{\partial y} = 0 \\
(1 + x) \frac{\partial X_2}{\partial z} \pm X_3 \pm z \frac{\partial X_3}{\partial z} = 0
\end{cases}
\]

By studying the system above, one finds that \( X = -(1 + x)X_2(y) \frac{\partial}{\partial x} + X_2(y) \frac{\partial}{\partial y} \).

Note that its third component vanishes identically. We may thus restrict our attention to the \( z = 0 \) plane and study \( C^\infty \) vector fields defined on it, which preserve the 1–form \( \mu = (1 + x)dy \) (that is, vector fields \( X \) satisfying \( \mathcal{L}_X \mu = 0 \)). We shall denote the set of germs at the origin of such vector fields by \( \mathcal{X}(\mathbb{R}^2, \mu) \).

We have the following:
2.1 Lemma There exists a bijection between the space of univariate functions $C^\infty(\mathbb{R}, \mathbb{R})$ and the space $X(\mathbb{R}^2, \mu)$. If we denote by $X_f$ the vector field corresponding to function $f$, this bijection is given by:

$$f \mapsto X_f = -(1 + x)f'(y) \frac{\partial}{\partial x} + f(y) \frac{\partial}{\partial x}, \quad X_f \mapsto \frac{1}{1 + x}\mu(X_f).$$

2.2 Remark Note that, if $X \in X(\mathbb{R}^2, \mu)$, by setting $H = \mu(X)$, $X$ can be written in the familiar form $-\frac{\partial H}{\partial y} \frac{\partial}{\partial x} + \frac{\partial H}{\partial x} \frac{\partial}{\partial y}$. That is, vector fields of the plane, preserving the form $\mu$, are a special class of Hamiltonian fields.

In the same way, we can obtain the form of diffeomorphisms preserving the 1–form $\mu$, that is, diffeomorphisms $\phi$ such that $\phi^*\mu = \mu$. We denote their set by $Diff(\mathbb{R}^2, \mu)$.

2.3 Lemma Let $\phi \in Diff(\mathbb{R}^2, \mu)$. Then:

$$\phi(x, y) = (1 + x\psi'(y) - 1, \psi(y)),$$

where $\psi : (\mathbb{R}, 0) \to (\mathbb{R}, 0)$ is the germ at the origin of a smooth function with $\psi'(0) = 1$.

**Proof.** The form of $\phi$ is obtained by studying equation $\phi^*\mu = \mu$, under the condition $\phi(0, 0) = (0, 0)$. \hfill \Box

We aim to classify members of $X(\mathbb{R}^2, \mu)$, up to diffeomorphisms preserving $\mu$. If $X, Y \in X(\mathbb{R}^2, \mu)$, we shall call them $\mu$–conjugate if a diffeomorphism $\phi \in Diff(\mathbb{R}^2, \mu)$ exists, such that $\phi \cdot Y = X$. We note that this equivalence relation induces an equivalence relation on the functions, on which the vector fields depend.

2.4 Lemma Let $\psi : (\mathbb{R}, 0) \to (\mathbb{R}, 0)$. $\psi'(0) = 1$. The vector field $X \in X(\mathbb{R}^2, \mu)$, corresponding to function $f$, is $\mu$–conjugate to the vector field $Y$, corresponding to the function $g(y) = \frac{1}{\psi(y)}f(\psi(y))$.

**Proof.** It is $X = -(1 + x)f'(y) \frac{\partial}{\partial x} + f(y) \frac{\partial}{\partial y}$ and

$$Y = \left(\frac{1 + x}{\psi(y)^2}f(\psi(y)) - (1 + x)f'(\psi(y))\psi'(y) \frac{\partial}{\partial x}\right) + \frac{1}{\psi(y)}f(\psi(y)) \frac{\partial}{\partial y}.$$

Define $\phi(x, y) = (1 + x\psi'(y) - 1, \psi(y))$. It is easy to confirm that $\phi \in Diff(\mathbb{R}^2, \mu)$ and $D\phi \cdot Y = X \circ \phi$. \hfill \Box

Thus, to classify vector fields of the plane that preserve the form $\mu$, we shall concentrate on their dependence on univariate functions.

3 Local normal forms for members of $X(\mathbb{R}^2, \mu)$

According to Lemma 2.4, functions, corresponding to $\mu$–conjugate vector fields, are related through a diffeomorphism tangent to the identity.
To make this precise, let \( f, g \) be two function–germs, at the origin of \( \mathbb{R} \). Relation \( g = \frac{1}{\psi} f(\psi) \), used in Lemma 2.4, is nothing more than the smooth conjugacy relation for vector fields, in the 1–dimensional case, where the conjugacy \( \psi \) satisfies conditions \( \psi(0) = 0, \psi'(0) = 1 \).

In the \( C^\infty \) case, the classification of 1–dimensional vector fields is well–known, see, for example, [9]. Of interest to us is the following result:

3.1 Theorem Let \( f(y) \frac{\partial}{\partial y} \) the germ at the origin of a smooth vector field of the line. This field is, locally, smoothly conjugate either with the vector field \( \lambda y \frac{\partial}{\partial y} \), in case \( f'(0) = \lambda \neq 0 \), or with the vector field \( (\pm y^k + dy^{2k-1}) \frac{\partial}{\partial y} \), \( d \in \mathbb{R}, k \geq 2 \).

Proof. We shall state the main points of the proof of this theorem here, and refer the reader to [9] for details.

For the \( C^\infty \) linearization, one just solves the conjugacy equation with respect to the unknown conjugacy \( \psi \). For the non–linear normal form, the proof consists of three steps: first, one shows that vector fields:

\[
(\pm y^k + dy^{2k-1}) \frac{\partial}{\partial y} \quad \text{and} \quad (\pm y^k + dy^{2k-1} + x^2 g(y)) \frac{\partial}{\partial y},
\]

where \( g(y) \) is a \( C^\infty \) local function, are conjugate. Then, one shows that the vector field \( (ay^k + h(y)) \frac{\partial}{\partial y} \), where \( a \neq 0, h(0) = h'(0) = \ldots = h^{(k-2)}(0) = 0, k \geq 2 \), is conjugate with \( ay^k + dy^{2k-1} \). Third, a linear transformation is used to turn the coefficient of \( y^k \) to \( \pm 1 \).

3.2 Remark The sign of the term \( y^k \), in the normal form \( \pm y^k + dy^{2k-1} \) depends on \( k \): if \( k \) is odd, the sign is equal to “+”, otherwise the sign is equal to the sign of \( a \). In our studies, the conjugating diffeomorphism \( \psi \) should satisfy \( \psi'(0) = 1 \). The third step in the proof above is therefore not applicable. Thus, we shall use the normal form \( ay^k + dy^{2k-1}, a \neq 0 \).

Using Theorem 3.1 one gets the following:

3.3 Theorem Let \( X \in X(\mathbb{R}^2, \mu) \).

(i) \( X \) does not possess hyperbolic singularities.

(ii) If \( X(0) \neq 0 \), then \( X \) is \( \mu \)–conjugate to either \( X_0 = a \frac{\partial}{\partial y} \), or to \( X_1 = -a(1+x) \frac{\partial}{\partial y} + ay \frac{\partial}{\partial y} \).

(iii) If \( j^i X(0) = 0, i = 0, \ldots, k-2, \) and \( j^{k-1} X(0) \neq 0, k \geq 2, \) \( X \) is \( \mu \)–conjugate to

\[
X_k = -(1+x)(aky^{k-1} + d(2k-1)y^{2k-2}) \frac{\partial}{\partial x} + (ay^k + dy^{2k-1}) \frac{\partial}{\partial y}.
\]

Proof. Vector field \( X \) is of the form \( X = -(1+x)f'(y) \frac{\partial}{\partial x} + f(y) \frac{\partial}{\partial y} \).

(i) Let \( X(0,0) = (-f'(0), f(0)) = (0,0) \). The jacobian matrix of \( X \) at the origin is:

\[
\begin{bmatrix}
-f'(0) & -f''(0) \\
0 & f'(0)
\end{bmatrix}.
\]

Thus, its eigenvalues are both equal to 0.
(ii) If $X(0,0) = (-f'(0), f(0)) \neq (0,0)$, we distinguish two cases: either $f(0) \neq 0$ and $f'(0) = c \in \mathbb{R}$, or $f(0) = 0$, $f'(0) \neq 0$.

In case $f(0) = a \neq 0$, let us consider the conjugacy equation:

$$f(y) = \frac{1}{\psi'(y)} a \Rightarrow \psi'(y) = \frac{a}{f(y)}.$$ 

Searching for a solution of the form $\psi(y) = y + \psi_1(y), \psi_1(0) = 0, \psi_1'(0) = 0$, we arrive at equation:

$$\psi_1'(y) = a f(y) - 1,$$

which has a $C^\infty$ right-hand side, thus possesses a smooth solution. Therefore, $f$ is smoothly conjugate, via a diffeomorphism of the form $\psi(y) = g + \psi_1(y)$, to the constant function $a$, while function $a$ is conjugate to function $b$, with $\psi$ of the desired form, if, and only if, $a = b$.

Thus, $f$ is conjugate to $a$, which corresponds to vector field $X_0$.

On the other hand, if $f(0) = 0$ and $f'(0) = a \neq 0$, $f$ is conjugate to $a y$ (due to Theorem 3.1), corresponding to the vector field $X_1$.

(iii) Let $j^i X(0) = 0$, $i = 0, \ldots, k - 2$ and $j^{k-1} X(0) \neq 0$. This means that $j^k f \neq 0$, thus $f$ is conjugate with the function $amy^k + dy^{2k-1}$, corresponding to the model $X_k$.

We summarize these results in Table 2. Note that there are two kinds of regular points and no hyperbolic singularities.

| type of singularity | local model |
|---------------------|-------------|
| regular point       | $X_0 = a \frac{\partial}{\partial y}$ |
| regular point       | $X_1 = -a(x + 1) \frac{\partial}{\partial x} + ay \frac{\partial}{\partial y}$ |
| hyperbolic singularity | $X_k = -(1 + x)(aky^{k-1} + d(2k - 1)y^{2k-2}) \frac{\partial}{\partial x} + (ay^k + dy^{2k-1}) \frac{\partial}{\partial y}$ |

4 Bifurcations of members of $\mathcal{X}(\mathbb{R}^2, \mu)$

To study bifurcations of vector fields of interest, we first recall, in our setting, the definition of a versal deformation.

4.1 Definition Let $f$ be a univariate function (which corresponds to the vector field $f(y) \frac{\partial}{\partial y}$). A deformation of $f$ is a mapping $F : U \times \mathbb{R} \to \mathbb{R}$, where $U \subset \mathbb{R}^m$ an open neighbourhood of the origin, such that $F(0, y) = f(y)$. This deformation is said to be versal, if for every other deformation $G : V \times \mathbb{R} \to \mathbb{R}$, where $V \subset \mathbb{R}^l$ an open neighbourhood of the origin, there exist germs $\psi : V \times \mathbb{R} \to \mathbb{R}$ and $H : V \to U$, such that:

i) $\forall \lambda_0 \in V, \psi(\lambda_0, z)$ is the germ at the origin of a diffeomorphism of the line, such that $\psi(\lambda_0, 0) = 0, \psi'(\lambda_0, 0) = 1$
\[ G(\lambda, z) = (\frac{\partial \psi(\lambda, z)}{\partial z})^{-1} F(H(\lambda), \psi(\lambda, z)). \]

Versal deformations of vector fields of the line have been studied in [5] (see also [14]). Here we are interested in the following result:

**4.2 Theorem** A versal unfolding of the vector field \((ay^k + \lambda_k y^{2k-1}) \frac{\partial}{\partial y}\) is given by \(F: \mathbb{R}^k \times \mathbb{R} \rightarrow \mathbb{R}\), defined as:

\[ F(\lambda_1, \ldots, \lambda_k, y) = \left( ay^k + \sum_{i=1}^{k-1} \lambda_i y^{k-1-i} + \lambda_k y^{2k-1} \right) \frac{\partial}{\partial y}. \]

For a proof of the theorem above, we refer the reader to [5, 14]. This theorem, along with the following proposition, will allow us to describe bifurcations for members of \(X(\mathbb{R}^2, \mu)\).

**4.3 Theorem** The unfolding:

\[ F(\lambda, x, y) = - (1 + x) \left[ ay^{k-1} + \sum_{i=1}^{k-1} ((k-1-i)\lambda_i y^{k-2-i}) + \right. \]

\[ + (2k-1)\lambda_k y^{2k-2} \frac{\partial}{\partial x} + \left. \right] \frac{\partial}{\partial y}, \quad (1) \]

is a versal unfolding for the vector field:

\[ X_k = -(1 + x)(ay^{k-1} + \lambda_k(2k-1)y^{2k-2}) \frac{\partial}{\partial x} + (ay^k + \lambda_k y^{2k-1}) \frac{\partial}{\partial y}. \]

**Proof.** Consider mapping:

\[ X_f \mapsto \frac{1}{1 + x} \mu(X_f) \quad (\ast) \]

introduced in **Lemma 2.1**. This mapping is continuous, thus the preimage of an open neighbourhood of \(f\) is an open neighbourhood of \(X_f\).

Since the image of a versal unfolding \(F_f\) of \(f(y) \frac{\partial}{\partial y}\) is an open neighbourhood of \(f(y) \frac{\partial}{\partial y}\), the preimage of this neighbourhood, under mapping \((\ast)\), is a versal unfolding of \(X_f\). Versal unfoldings for vector fields of the line are given in **Theorem 4.2** using the inverse of mapping \((\ast)\) we get the conclusion.

We are now able to state results regarding bifurcations of vector fields belonging in \(X(\mathbb{R}^2, \mu)\). Since vector fields undergo no bifurcations in the neighbourhood of regular points and, as we saw above, hyperbolic singularities do not exist, we proceed to the analysis of the first degenerate case.

**4.4 Proposition** There exists a codimension 2 surface in \(X(\mathbb{R}^2, \mu)\), every member of which is \(\mu\)-conjugate to the vector field:

\[ X_2 = -(1 + x)(2ay + 3\lambda_2 y^2) \frac{\partial}{\partial x} + (ay^2 + \lambda_2 y^3) \frac{\partial}{\partial y}. \]

A versal unfolding of this field is given by:

\[ F_2 = -(1 + x) \left[ 2ay + 3\lambda_2 y^2 \right] \frac{\partial}{\partial x} + (ay^2 + \lambda_1 + \lambda_2 y^3) \frac{\partial}{\partial y}. \]
Proof. The proof is, of course, a consequence of Theorem 4.3. The codimension of the surface is equal to the number of the parameters of the unfolding.

In figure 1 we see the face portrait of the vector field $X_2$, for characteristic values of parameters $a, \lambda_2$. Apart from the $x$–axis, which consists entirely of singularities, there exists also a saddle point (for $a \neq 0$), which lies on the $x = -1$ line, on which the Martinet form descents to the form $\pm zdz$.

Figure 1: Phase portraits for the $X_2$ vector field. Parameter values: $a = 1, \lambda_2 = 1$ (left), $a = 0, \lambda_2 = 1$ (center), $a = -1, \lambda_2 = 1$ (right). The dotted $x$–axis consists entirely of fixed points. As $a$ decreases from positive to negative values, a saddle singularity merges with the fixed points of the $x$–axis and then reappears.

For the unfolding $F_2$, the phase portrait is entirely different. For $\lambda_1 \neq 0$, the origin is no longer an equilibrium. On the invariant $x = -1$ line there may no exist one or three equilibria, according to the parameter values. Characteristic phase portraits are shown in figure 2.

Figure 2: Phase portraits for the $F_2$ vector field. Parameter values: $a = \lambda_1 = \lambda_2 = 1$ (left) and $a = \lambda_2 = 1, \lambda_1 = -0.02$ (right). Equilibria exist only on the, invariant, $x = -1$ line.

Analogously, one can study all fields listed in Theorem 4.3.
5 Conclusions

We have studied vector fields of $\mathbb{R}^3$ which preserve the Martinet 1–form $\alpha$. Their third component vanishes identically; thus we turned our attention to vector fields of the plane preserving the form $\mu$. We gave a complete list of their local normal forms and studied their bifurcations, by constructing versal unfoldings of these normal forms. These results are connected with other studies, concerning vector fields preserving special structures ([11, 13, 12]).

An analogous classification for diffeomorphisms of the plane preserving the form $\mu$, and, thus, of 3–d diffeomorphisms preserving the form of Martinet, cannot be given, since, as implied by Lemma 2, such a diffeomorphism is not finitely determined (except, of course, from the identity transformation).

The local, and global, study of dynamical systems preserving specific 1–forms is, of course, far from complete. In a next publication, we hope to further comment on these issues.
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