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Abstract

Subset sum is a very old and fundamental problem in theoretical computer science. In this problem, \(n\) items with weights \(w_1, w_2, w_3, \ldots, w_n\) are given as input and the goal is to find out if there is a subset of them whose weights sum up to a given value \(t\). While the problem is NP-hard in general, when the values are non-negative integer, subset sum can be solved in pseudo-polynomial time \(O(n + t)\).

In this work, we consider the dynamic variant of subset sum. In this setting, an upper bound \(t_{\text{max}}\) is provided in advance to the algorithm and in each operation, either a new item is added to the problem or for a given integer value \(t \leq t_{\text{max}}\), the algorithm is required to output whether there is a subset of items whose sum of weights is equal to \(t\). Unfortunately, none of the existing subset sum algorithms is able to process these operations in truly sublinear time\textsuperscript{1} in terms of \(t_{\text{max}}\).

Our main contribution is an algorithm whose amortized processing time\textsuperscript{2} for each operation is truly sublinear in \(t_{\text{max}}\) when the number of operations is at least \(t_{\text{max}}^{2/3+\Omega(1)}\). We also show that when both element addition and element removal are allowed, there is no algorithm that can process each operation in time \(t_{\text{max}}^{1-\Omega(1)}\) on average unless SETH\textsuperscript{3} fails.

1 Introduction

Dynamic programming (DP)\textsuperscript{4} is one of the basic algorithmic paradigms for solving computational problems. The technique is of central use in various fields such as bioinformatics, economics, and operations research. While DP has been a core algorithmic technique in the past, as computational models evolve, there is a pressing need to design alternative algorithms for DP problems.

A great example is when the algorithm is required to update the solution after each incremental change, namely the dynamic setting. Dynamic settings for many problems have been studied, e.g. \[2, 5, 7, 14, 16, 17, 23, 25, 26\]. In general, in dynamic settings the goal is to develop an algorithm where the solution can be updated efficiently given incremental changes to the input. In the context of graph algorithms \[2, 5, 7, 23, 25, 26\], such changes are usually modeled by edge addition or edge deletion. Also, for string problems, changes are typically modeled with character insertion and character deletion \[13, 15, 21, 24\].

\textsuperscript{1}Truly sublinear means \(n^{1-\Omega(1)}\).
\textsuperscript{2}Since the runtimes are amortized, we do not use separate terms update time and query time for different operations and use processing time for all types of operations.
\textsuperscript{3}The strong exponential time hypothesis states that no algorithm can solve the satisfiability problem in time \(2^{n(1-\Omega(1))}\).
\textsuperscript{4}To avoid confusion with the dynamic setting, we refer to dynamic programming by DP throughout the paper.
This work is concerned with dynamic algorithms of subset sum which is a text-book example of DP. In this problem, a list of \( n \) items with weights \( w_1, w_2, \ldots, w_n \) are given as input and the goal is to find out if there is a subset of items whose weights sum up to \( t \). While classic DP algorithms solve subset sum in time \( O(nt) \), more efficient algorithms have been recently developed for subset sum \([22]\), culminating in the \( \tilde{O}(n + t) \) time algorithm of Bringmann \([10]\).

We consider the dynamic variant of subset sum wherein an upper bound \( t_{\text{max}} \) is given to the algorithm in advance and in each operation, either a new item is added to the problem or for a given value \( t \leq t_{\text{max}} \), the algorithm is required to output whether there is a subset of items whose sum of weights is equal to \( t \). The classic DP solution for subset sum can be modified to process each operation in time \( O(t_{\text{max}}) \). Unfortunately, even the more advanced algorithms of subset sum \([10, 22]\) do not offer a meaningful improvement upon this naive algorithm (the only way one can make use of them in the dynamic context is to recompute the solution from scratch after each modification). Therefore, a natural question that emerges is if one can design a dynamic algorithm for subset sum that processes each operation in truly sublinear time in terms of \( t_{\text{max}} \)?

In this work, we answer this question in the affirmative. Our main contribution is an algorithm whose amortized processing time for each operation is truly sublinear in \( t_{\text{max}} \) when the number of operations is at least \( t_{\text{max}}^{2/3} + \Omega(1) \). We also show that when both element addition and element removal are allowed, there is no algorithm that can process each operation in truly sublinear time unless \textbf{SETH} fails. In addition to this, we present several algorithms for simplified variants of subset sum that outperform our general algorithm.

| problem                                           | amortized processing time       | reference          |
|---------------------------------------------------|---------------------------------|--------------------|
| dynamic subset sum                                | \( \tilde{O}(1 + t_{\text{max}}/\text{oprs}) \) | Theorem 3.1        |
| dynamic subset sum with offline access            | \( \tilde{O}(1 + t_{\text{max}} \min \{\sqrt{\text{oprs}}, \sqrt{t_{\text{max}}}/\text{oprs}\}) \) | Theorem 4.1        |
| fully dynamic bounded 3-sum                       | \( \tilde{O}(\min \{\text{oprs}, t_{\text{max}}^{0.5}\}) \) | Theorem A.1        |
| fully dynamic bounded \( k \)-sum                 | \( \tilde{O}(\min \{\text{oprs}^{k-2}, t_{\text{max}}^{k-1}\}) \) | Theorem A.2        |

Table 1: The results of this paper are summarized in this table. \( \text{oprs} \) denotes the number of operations in the dynamic problems.

### 1.1 Related Work

Recent studies have investigated alternative dynamic algorithms for DP problems. For instance, a series of recent works \([15, 21, 24]\) (STOC’20,21,21) give dynamic algorithms for the longest increasing subsequence problem that update the solution in sublinear time after each modification to the input. Other famous DP problems such as edit distance and the longest common subsequence problem have also been studied in the dynamic setting and almost efficient algorithms are given for them \([13]\).

The well-known pseudo-polynomial time algorithm of Bellman \([9]\) solves the subset sum problem in time \( O(nt) \). No significant improvements upon this classic algorithm was known until recent years. In 2017, Koiliaris and Xu \([22]\) break the \( O(nt) \) barrier after several decades by giving two algorithms with runtimes \( O(n \sqrt{t}) \) and \( O(n + t^{4/3}) \). Shortly after, Bringmann \([10]\) presents an algorithm which solves the subset sum problem in time \( \tilde{O}(n + t) \). This algorithm is tight up to polylogarithmic factors.

When \( t \) is exponentially large in terms of \( n \), subset sum can be solved in time \( O(2^{n/2} \text{poly}(n, \log t)) \) using the meet-in-the-middle approach \([18]\). On the flip side, Abboud, Bring-
mann, Hermelin, and Shabtay [1] show that for any constant $\epsilon > 0$, there exists no algorithm with runtime $t^{1-\epsilon^{2^{\Omega(n)}}}$ for subset sum unless SETH fails. Their result is based on a careful reduction from $k$-SAT to subset sum.

Another variant of the subset sum problem which has received attention in recent years is the modular subset sum problem. This problem is similar to subset sum except that an additional parameter $m$ is provided and the goal is to find out if there exists a subset of items such that the total sum of their weights modulo $m$ is equal to $t$. This problem has been studied in a series of works [4, 5, 12, 22] and it is known to be solvable in time $\tilde{O}(n + m)$.

1.2 Preliminaries

In the subset sum problem, we are given a list of $n$ items with non-negative integer weights $w_1, w_2, \ldots, w_n$, and we are asked to find out whether there exists a subset $S \subseteq [n]$ such that $\sum_{i \in S} w_i = t$ for a given parameter $t$. We define the dynamic variant of the subset sum problem in the following way:

- There is a multiset of items which is initially empty. Also, a value $t_{\max}$ is given to the algorithm before any of the operations arrives.
- At each point in time, one of the following operations arrives:
  1. Either an item with a given weight $w$ is added to the problem. We call such operations insertion operations.
  2. Or for a given value $0 \leq t \leq t_{\max}$, the algorithm is required to find out if there is a subset of items whose total sum of weights is equal to $t$. We call such operations query operations.

We also consider another variant of dynamic subset sum which we call fully dynamic subset sum. In the fully dynamic regime, in addition to insertion operations and query operations, our algorithm is required to process deletion operations in which an already existing item is deleted from the problem.

Another setting that we consider for dynamic subset sum is when offline access is provided. We call this problem dynamic/fully dynamic subset sum with offline access. This setting is similar to the dynamic setting, except that all operations are given to the algorithm at once and only after that the algorithm is required to process the operations in their order. Indeed, this setting is easier than the dynamic setting since the algorithm can foresee future operations before processing them.

Our goal is to design an algorithm that can process the operations in truly sublinear amortized time in terms of $t_{\max}$ and indeed this is only possible if the number of operations is considerable. Therefore, we also denote the number of operations by $\text{oprs}$. It is important to note that $\text{oprs}$ is not known to the algorithm in advance (unless offline access is provided).

We define the bounded 3-sum problem as a simplified variant of subset sum in the following way: In the bounded 3-sum problem, three sets $A$, $B$, and $C$ are given as input wherein each set contains integer numbers in range $[0, r_{\max}]$. The goal is to find out if there are three numbers $a \in A$, $b \in B$, and $c \in C$ such that $a + b = c$. Similar to subset sum, we define the dynamic variant of bounded 3-sum in the following way:

- Initially, sets $A$, $B$, and $C$ are empty. Also, the value of $r_{\max}$ is given to the algorithm before any of the operations comes.
- At each point in time, one of the following operations arrives:
(i). Either an integer number \( w \) in range \([0, r_{\text{max}}]\) will be added to \( A, B, \) or \( C \). We call such operations \textit{insertion operations}.

(ii). Or the algorithm is asked if there are three numbers \( a \in A, b \in B, \) and \( c \in C \) such that \( a + b = c \). We call such operations \textit{query operations}.

When deletion operations are also allowed, we call the problem fully dynamic bounded 3-sum. We also generalize bounded 3-sum to bounded \( k \)-sum wherein instead of three sets \( A, B, \) and \( C \), we have \( k \) sets \( A_1, A_2, \ldots, A_k \) and the goal is to find out if there are numbers \( a_1 \in A_1, a_2 \in A_2, \ldots, a_k \in A_k \) such that \( a_1 + a_2 + a_3 + \ldots + a_{k-1} = a_k \). Similar to dynamic bounded 3-sum, in the dynamic version of bounded \( k \)-sum, the value of \( r_{\text{max}} \) is given to the algorithm in advance. Insertion operations can add any integer number in range \([0, r_{\text{max}}]\) to any of the sets \( A_1, A_2, \ldots, A_k \). Also, in the case of fully dynamic bounded \( k \)-sum, each deletion operation will remove an already existing number from a set. For a query operation, the algorithm has to find out if there are numbers \( a_1 \in A_1, a_2 \in A_2, \ldots, a_k \in A_k \) such that \( a_1 + a_2 + a_3 + \ldots + a_{k-1} = a_k \).

Throughout the paper, when we say a runtime is truly sublinear, we mean the runtime is truly sublinear in terms of \( t_{\text{max}} \) for subset sum, or truly sublinear in terms of \( r_{\text{max}} \) in case of 3-sum and \( k \)-sum, unless explicitly stated otherwise.

2 Our Results and Techniques

Our main contribution is an algorithm for dynamic subset sum whose amortized processing time is truly sublinear in terms of \( t_{\text{max}} \) when the number of operations is at least \( t_{\text{max}}^{2/3+\Omega(1)} \).

\textbf{Theorem 3.1} [restated informally]. \textit{There exists an algorithm for dynamic subset sum whose amortized processing time is bounded by }\tilde{O}(1 + t_{\text{max}}^{5/3}/\text{oprs}). \textit{The algorithm gives a correct solution to each query operation with high probability.}

![Figure 1: The solid polyline shows the amortized processing time of our dynamic subset sum algorithm. The red part indicates the range in which the trivial }\tilde{O}(t_{\text{max}})\text{ algorithm is optimum, and the orange part indicates the range in which }\tilde{O}(1 + t_{\text{max}}^{5/3}/\text{oprs})\text{ is optimum. The dashed blue polyline illustrates the lower bound that is implied from \cite{1}.}![

Let us clarify a few points here. First and foremost, our techniques are new and novel and to
the best of our knowledge have not been used in previous works. Second, in our setting, multiple items can have equal weights. However, the problem is non-trivial even if we are guaranteed that all item weights are distinct and indeed our algorithm still obtains a sublinear processing time when the number of operations is at least \( t_{\max}^{2/3 + \Omega(1)} \). As we explain below, our dynamic algorithm directly implies a new subquadratic time algorithm for subset sum in the standard setting (which is a fairly recent result) and therefore it cannot be implied from old works on subset sum.

Theorem 3.1 does not make use of existing subquadratic time algorithms for subset sum and thus it can be seen as an independent improved algorithm for subset sum which is able to solve the problem iteratively. In other words, the result of Theorem 3.1 leads to an algorithm for subset sum which runs in time \( \tilde{O}(n + t^{5/3}) \). We remark that although the runtime is subquadratic in terms of \( n + t \), this algorithm is still slower than the more advanced algorithms of subset sum [10, 22].

Before explaining the techniques, we would like to justify some of the limitations of our algorithm. Since our guarantees do not carry over to the fully dynamic setting wherein deletion operations are also allowed, it is natural to ask whether a fully dynamic algorithm for subset sum with truly sublinear processing time is possible at all? We prove that such an algorithm does not exist unless SETH fails.

**Theorem 5.1** [restated informally]. Assuming SETH, there does not exist a fully dynamic subset sum algorithm that processes the operations in amortized truly sublinear time even if the number of operations grows to \( t_{\max}^c \) for some constant \( c > 0 \).

It is interesting to note that Theorem 5.1 holds even if offline access to the operations is provided in advance. Theorem 5.1 is mainly inspired by the SETH-based hardness of [23] for subset sum. In our proof, we build a collection of \( N = \Theta(t_{\max}^c) \) instances of the subset sum problem \( \xi_1, \xi_2, \ldots, \xi_N \) each with \( O(\log t_{\max}) \) items and target \( t_i \) which is bounded by \( t_{\max} \). We denote by \( \xi_i^+ \) a set of operations that adds the items of \( \xi_i \) to the dynamic problem, and by \( \xi_i^- \) a set of operations that removes the items of \( \xi_i \) from the dynamic problem. In addition, let \( \xi_i^q \) be a query operation that asks if we can build a sum of \( t_i \) using the elements of the dynamic problem at the time of the query operation. Then we consider the following sequence of operations for the dynamic subset sum problem which has a combination of insertion, deletion, and query operations:

\[
\xi_1^+, \xi_1^q; \xi_2^+, \xi_2^-; \xi_3^+, \ldots, \xi_N^+, \xi_N^-; \xi_N^q
\]

Roughly speaking, we show that under the SETH hypothesis, there is no algorithm that is able to find out whether the result of any of \( \xi_i \)'s is Yes in time \( O(N t_{\max}^{1-\epsilon}) \) for any constant \( \epsilon > 0 \). However if we feed this sequence into a fully dynamic subset sum algorithm with amortized processing time \( O(t_{\max}^{1-\epsilon}) \), it will solve this problem in time \( \tilde{O}(N t_{\max}^{1-\epsilon}) \) which contradicts SETH. We explain this reduction in details in Section 5.

Another limitation of our algorithm is that although its processing time is truly sublinear on average, for a few operations the runtime may grow to linear. This raises the question of whether it is possible to design a dynamic algorithm for subset sum whose worst-case runtime is truly sublinear? The answer to this question is also negative since [22] implies that solving subset sum for an instance with \( n = O(\log t_{\max}) \) items and target \( t = t_{\max}/2 \) cannot be done in time \( O(t_{\max}^{1-\epsilon}) \) for any constant \( \epsilon > 0 \) assuming SETH. Let \( I \) be such an instance of subset sum. Consider a dynamic

---

5Unfortunately, for the previous submission of this paper, a reviewer questioned the novelty of our techniques without brining any similar results.

6Unfortunately, for the previous submission of this paper, a reviewer saw this feature of our algorithm as a negative.

7Unfortunately, for the previous submission of this paper, a reviewer was not convinced that our result cannot be implied from works in 1990s on subset sum. We hope this addresses the issue.
scenario for subset sum in which for an arbitrary number of operations, items with values more than \( t_{\text{max}}/2 \) are added to the problem and at some point we decide to add the items of instance \( I \) to the dynamic problem. After we add all those items, we ask if there is a subset of items whose total weight is equal to \( t_{\text{max}}/2 \). The hardness of [1] proves that the total time our algorithm spends on the last \( n+1 \) operations cannot be truly sublinear unless \( \text{SETH} \) fails. Moreover, since \( n \) is polylogarithmic in terms of \( t_{\text{max}} \), the runtime of processing at least one of those operations would not be truly sublinear.

The above argument also shows that in order to obtain a dynamic algorithm whose amortized processing time is truly sublinear, there has to be a lower bound on the number of operations. Otherwise, the hardness of [1] can be used to make a dynamic subset sum scenario in which the number of operations is polylogarithmic and that there is no hope to obtain a truly sublinear processing time on average unless \( \text{SETH} \) fails. We acknowledge that this argument does not prove a lower bound of \( t_{\text{max}}^{2/3+\Omega(1)} \) on the number of operations which is required by our algorithm in order to make sure the amortized processing time is truly sublinear.

### 2.1 Dynamic Subset Sum with Truly Sublinear Processing Time

We are now ready to state the main ideas of our algorithm. We begin by considering a more relaxed version of the subset sum problem which is a great illustrating example of the ideas behind our algorithm. We call this problem static subset sum. In this problem, an initial array \( A: [0, t_{\text{max}}] \rightarrow \{0, 1\} \) is given which represents a solution to the subset sum problem. That is, \( A_i = 1 \) holds if and only if there is a subset of items whose total sum of weights is equal to \( i \). The goal is to preprocess the sequence such that we can find out how the solution array changes if we add an element with a given weight to the problem. More precisely, for a given \( w \), we would like to find indices \( w \leq i \leq t_{\text{max}} \) such that \( A_i = 0 \) and \( A_{i-w} = 1 \). However, the algorithm does not update the sequence after an operation is processed. In other words, the initial sequence remains intact throughout the algorithm and we only need to detect which places of array \( A \) would change if we added a new element. After an operation is processed, we do not modify the initial sequence.

We begin by stating a well-known application of Fast Fourier Transform that is useful in this context. Given 0/1 arrays \( X \) and \( Y \), one can construct in time \( O((|X|+|Y|)\log(|X|+|Y|)) \) an array \( Z \) of size \(|X|+|Y|+1\), such that \( Z_i = \sum X_j Y_{i-j} \). This technique is usually referred to as polynomial multiplication. Now, let \( X \) be exactly the same as array \( A \) and \( Y \) be made as follows: \( Y_i = 1 - A_i |A|_{i+1} \). (Both \( X \) and \( Y \) have the same length as \( A \).) It follows that if we compute array \( Z \) using polynomial multiplication, the number of indices of \( A \) that would be affected by adding an item with any weight \( w \) will be available in \( Z \). More precisely, \( Z_i Y_{i+1-w} \) would be equal to the number of indices \( i \) such that \( A_i = 0 \) but \( A_{i-w} = 1 \). This technique would solve the problem if we were to just report the number of affected indices of \( A \) after each operation instead of reporting their locations. In that case, the preprocessing time of the algorithm would be \( O(|A|\log|A|) \) and the runtime for answering each operation would be \( O(1) \).

### 2.2 From Counting to Detecting Exact Locations

We show a nice reduction from counting the number of solution indices to actually reporting the positions of the indices that are affected by a change. To make the explanation simpler, we introduce a toy problem and show the reduction in terms of the toy problem. Let \( B: [1, m] \rightarrow \{0, 1\} \) be a 0/1 array of size \( m \) which is hidden from us. We would like to discover which places of array \( B \) have value 1 by asking count queries. For each count query, we give a subset \( S \) of indices in \([1, m]\) to an oracle, and in return, we learn how many indices \( i \) of \( S \) satisfy \( B_i = 1 \). The goal is to find out
which indices of $B$ have value 1 with a small number of queries to the oracle. Intuitively, the toy problem shows how to use count queries in order to find the location of the elements with value 1.

For reasons that become clear later, we are interested in non-adaptive algorithms. That is, all the queries are made to the oracle before learning about the answers. However, let us start for simplicity by explaining an adaptive algorithm. We denote the total number of ones in array $B$ by $k$. The easiest case is when $k = 1$ in which case we can solve the problem with a binary search with $O(\log m)$ count queries. Even for larger $k$, we can still modify the binary search idea to detect all of the desired positions in time $O(k \log m)$. It is not hard to show that a lower bound of $\Omega(k)$ holds on the number of necessary count queries when $k$ is not very close to $m$ (say $k < m/2$).

The next step is to make the count queries non-adaptive. In this case, we first give a list of queries to the oracle, and after receiving all of the queries, the oracle reports the answers of the queries to us. Obviously, binary search cannot be used in the non-adaptive setting. Let us again begin with the case of $k = 1$ in the non-adaptive setting. We make $\lceil \log m \rceil + 1$ queries in the following way: For any $0 \leq \gamma \leq \lceil \log m \rceil$, we make a query that includes every element $i$ such that the $\gamma$'th bit of the base-2 representation of $i$ is equal to 1. Since $k = 1$, the answer to each query will be either 0 or 1. Let $s$ be the index of $B$ such that $B_s = 1$. For a $\gamma$, if the answer to the $\gamma$'th query is equal to 1, it means that the $\gamma$'th bit of the base-2 representation of $s$ is equal to 1. Otherwise, we know that the $\gamma$'th bit of the base-2 representation of $s$ is equal to 0. Thus, by looking at the answers of the $\lceil \log m \rceil + 1$ queries, we can detect what is the value of $s$. Notice that these queries are completely independent and thus they can be made non-adaptively.

While the above idea solves the problem for $k = 1$, unfortunately it does not generalize to larger $k$. Therefore, we bring a sampling technique which in addition to the above ideas solves the problem for us. To show the technique, we consider the case of $k = 2$. In this case, if we are able to divide the elements of $B$ into two subsets $B^1$ and $B^2$ such that each of $B^1$ and $B^2$ contains one element of $B$ with value 1, we could solve the problem separately for each subset and report the locations of both desired indices. If we were to make adaptive queries, finding such $B^1$ and $B^2$ would be easy: We would keep making a random decomposition of indices of $B$ into $B^1$ and $B^2$ and ask a query with subset $S = B^1$ until the answer to the query is equal to 1. Since the choices of $B^1$ and $B^2$ are random, we know that w.h.p, we find such a decomposition after $O(\log m)$ queries. Once we find such a decomposition, we solve the problem subject to sets $B^1$ and $B^2$ separately using the ideas discussed previously. This keeps the number of queries $O(\log m)$ for $k = 2$.

Unfortunately, this is not possible in the non-adaptive setting. Therefore, we need to consider all of the $O(\log m)$ random choices of $B^1$ and $B^2$ in our algorithm. That is, we make $O(\log m)$ random decompositions of the elements of $B$ into two subsets and for each of them we make a query to see how many solution elements lie in each set. Next, for each random decomposition, we assume that the two solution indices are divided between them and solve the problem separately subject to the two subsets. When all of the queries are given to the oracle, we can find out which decomposition meets our desired condition and based on that we can detect which places of the array have value 1. This does solve the problem but with more queries in comparison to the adaptive setting; Instead of $O(\log m)$ queries that we would make in the adaptive setting, we now make $O(\log^2 m)$ queries.

This idea is generalizable to larger $k$ but the additional multiplicative factor is large. That is, if we decompose array $B$ into $k$ subsets $B^1, B^2, \ldots, B^k$, the odds that each one of the subsets has exactly one element with value 1 decreases exponentially in terms of $k$. Therefore, instead of having only $O(\log m)$ random decompositions for $k = 2$, we would need to have $O(k^{\log k})$ log decompositions to make the algorithm work for larger $k$. However, we can remedy this issue in the following way: We first set our goal to only report one of the solution indices (chosen arbitrarily). In this case, instead of a decomposition, we just need to find a subset $B^*$ of $B$ such that $B^*$ only contains one element of $B$ with value 1. If we put each element of $B$ into $B^*$ with probability $1/k$, we would only
need $O(\log m)$ random choices of $B^*$ to make sure one choice is desirable with high probability. We can then use the binary coding ideas to detect the position of the corresponding element with $O(\log m)$ additional queries. Again, since the queries are non-adaptive, we would need to make all of the queries for all $O(\log m)$ random choices of $B^*$ which amounts to $O(\log^2 m)$ queries in total.

The above idea gives one of the solution indices to us via $O(\log^2 m)$ queries. To discover the rest of the solution indices, we repeat the procedure all over again, this time only for the $k - 1$ remaining solution elements (thus the probability that an element is included in $B^*$ is $1/(k - 1)$). The only difference is that whenever a query contains the already discovered solution index, we manually decrease the reported value by 1 to ignore that element. The crux of the argument is that since the sets are made completely at random, the queries are completely independent and can be asked non-adaptively. That is, we make $O(\log^2 m)$ queries for discovering the first solution index. The next $O(\log^2 m)$ queries are completely independent of the first $O(\log^2 m)$ queries. If we follow this pattern $k$ times, we would be able to discover all indices of $B$ with value 1 with $O(k \log^2 m)$ queries.

We can now make a connection between the above toy problem and our solution for static subset sum. Recall that the solution is represented by an array $A : [0, t_{\text{max}}] \rightarrow \{0, 1\}$. After computing the polynomial multiplication, we can use the computed sequence to find out how many elements of $A$ will be affected if we add an item with any weight. Now, for $m = t_{\text{max}} + 1$, consider an array $B$ where $B_i$ is equal to 1, if and only if $A_{i-1} = 0$ and $A_{i+w-1} = 1$ (the shift in the indices is due to the fact that array $A$ starts at index 0 but array $B$ starts at index 1).

Counting the number of indices that are affected by a change is equivalent to counting the number of elements in $B$ that are equal to 1. However, we can extend this notion to any subset of elements in $B$. Recall that our solution for the count queries involves making two 0/1 sequences $X$ and $Y$ and taking their polynomial multiplication. Now, if we only want to take into account a subset $S$ of elements of $A_i$, it suffices to set $Y_{|A|-i+1} = 0$ if $i \notin S$. Thus, when considering the corresponding toy problem that concerns array $B$, we can implement the count queries by the polynomial multiplication technique. Therefore, a reduction from counting to detecting the exact location of the indices carries over to static subset sum. That is, for a fixed $k$, one can design an algorithm that preprocess the input in time $O(k |A|)$ and is able to detect the changes in $A$ after an element with weight $w$ is added to the problem so long as the number of changes is bounded by $k$. Keep in mind that if the number of changes exceeds $k$, our algorithm is not able to detect any of the affected indices at all. Otherwise, the runtime for detecting each affected index is $O(k)$. In our technical sections, we refer to the solution of the static subset sum problem as the $k$-flip-detector data structure.

### 2.3 From Static Subset Sum to Dynamic Subset Sum

In this section, we consider the dynamic subset sum problem. For simplicity, we assume that the number of operations is equal to $t_{\text{max}}$ ($\text{oprs} = t_{\text{max}}$) but we show in Section 6 that the average processing time of our algorithm remains truly sublinear as long as $\text{oprs} \geq t_{\text{max}}^{2/3 + \Omega(1)}$. In our algorithm, we keep an array $A : [0, t_{\text{max}}] \rightarrow \{0, 1\}$ that represents our solution. $A_i = 1$ means that there is a subset of items whose total weight is equal to $i$ and $A_i = 0$ means otherwise. In the beginning, we set $A_0 \leftarrow 1$ and $A_i \leftarrow 0$ for $1 \leq i \leq t_{\text{max}}$.

Our algorithm utilizes $k$-flip-detector to dynamically solve subset sum however, this requires us to address two issues. The first shortcoming of $k$-flip-detector is that it is designed in a static manner. That is, once we detect the changes to array $A$ after an element insertion, we cannot incorporate that into $k$-flip-detector to be able to answer future queries. The other shortcoming of $k$-flip-detector is that it is only capable of detecting the changes in $A$ when their count is bounded by
The number of changes exceeds the updated sequence. Since this happens at most this amounts to a runtime of \( \tilde{O}(t) \) processing time so long as the number of operations is at least \( \frac{t}{k} \) for every operation. Also, since the number of changes to \( A \) time required to count the number of changes and detect each change is also bounded by \( \tilde{O}(t) \). We show that when we count the number of affected indices of \( A \), we can incorporate the changes by spending additional time \( \tilde{O}(\text{cnt}) \). Similarly, this comes with an extra cost of \( \tilde{O}(\text{cnt}) \) for detecting each of the affected indices. We refer the reader to Section 3.1 for more details about \( k \)-flip-detector*.

We also resolve the second issue via the following trick: We set \( k = \frac{1}{t} \) and initialize the data structure on sequence \( A \). After we process each query, we also update the data structure by incorporating the changes to \( A \). We use the same data structure for up to \( \frac{2}{3}t \) changes to \( A \). However, each time the number of changes for an element addition exceeds \( k \), instead of using \( k \)-flip-detector*, we spend time \( O(t) \) to discover all of the affected positions of \( A \) explicitly. The crux of the argument is that since we only change the values of \( A \) from 0 to 1, the total number of times that happens is bounded by \( t/k = \frac{2}{3} \). Therefore, throughout the life of our algorithm this amounts to a runtime of \( \tilde{O}(\frac{5}{3}t) \) and when taking average over all operations, this cost is only \( \tilde{O}(\frac{2}{3}t) \) per operation. We also keep track of changes to \( A \) after each initialization and once the number of changes exceeds \( \frac{2}{3}t \), we initialize the data structure from scratch by using the updated sequence. Since this happens at most \( \tilde{O}(\frac{1}{t}) \) many times and each initialization takes time \( \tilde{O}(kt) = \tilde{O}(\frac{4}{3}t) \), the total initialization cost is bounded by \( \tilde{O}(\frac{5}{3}t) \) which is \( \tilde{O}(\frac{2}{3}t) \) per operation. Also, since the number of changes to \( A \) for each data structure never exceeds \( \frac{2}{3}t \), the time required to count the number of changes and detect each change is also bounded by \( \tilde{O}(\frac{2}{3}t) \) for every operation.

While this gives amortized processing time \( \tilde{O}(\frac{2}{3}t) \) when \( t \) and \( \text{oprs} \) are asymptotic, we show that by proper choice of \( k \) and tuning other parameters, we can obtain a truly sublinear amortized processing time so long as the number of operations is at least \( \frac{2}{3}+\Omega(1) t \). Finally, we would like to note that our algorithm is not aware of the number of operations in advance but manages to keep the amortized processing time bounded in terms of \( \text{oprs} \). The full description of our algorithm and its analysis is given in Section 3.

### 2.4 Dynamic Subset Sum with Offline Access

The problem becomes more tractable if offline access is provided to the operations in advance. For this setting, we prove that we can process the operations in time \( \tilde{O}(1+t_{\text{max}} \min \{ \sqrt{\text{oprs}}, \sqrt{t_{\text{max}}} \} / \text{oprs}) \) on average. This means that the processing time is truly sublinear so long as \( \text{oprs} \geq t_{\text{max}}^{\Omega(1)} \) which matches the lower bound implied from [1].

**Theorem** [restated informally]. *There is an algorithm for dynamic subset sum with offline access whose amortized processing time is bounded by \( \tilde{O}(1+t_{\text{max}} \min \{ \sqrt{\text{oprs}}, \sqrt{t_{\text{max}}} \} / \text{oprs}) \).*

Our algorithm takes advantage of the extra information about the operations given in advance. Therefore, we first make an initialization in our algorithm and from then on we would be able to process each query in sublinear time. We assume for simplicity here that \( \text{oprs} = t_{\text{max}} \).
We divide the operations by λ milestones in our algorithm. Let the milestones be at operations $m_1, m_2, \ldots, m_\lambda$. The time steps between consecutive milestones are chosen in a way that the solution sequence changes in at most $t_{\text{max}}/\lambda$ indices. We show in Section 4 how we determine the milestones in time $\tilde{O}(\lambda t_{\text{max}})$.

In our algorithm, before we process any of the operations, for each milestone $m_i$, we solve the problem from scratch. That is, we consider all of the items that are added prior to that milestone and find which numbers can be made as sum of weights of those items. This takes time $\tilde{O}(t_{\text{max}})$ for each milestone using Bringmann’s algorithm [10] which in total amounts to $\tilde{O}(\lambda t_{\text{max}})$. After that, we make an array $A[0, t_{\text{max}}] \rightarrow \{0, 1\}$ such that $A_0 = 1$ and $A_i = 0$ for all $1 \leq i \leq t_{\text{max}}$ which represents the solution. We then process the operations one by one. If an operation adds an element we update $A$ and otherwise we report the solution by looking at $A$.

When we reach a milestone, say $m_i$, updating $A$ would be trivial; we just look at the solution which is precomputed for that milestone and based on that we update $A$. For operations between two consecutive milestones, say $m_i$ and $m_{i+1}$, we know that $A$ only changes for at most $t_{\text{max}}/\lambda$ indices. Due to our preprocessing, those indices are also available to us. Therefore, all it takes in order to process each insertion operation is to iterate over those indices and find out whether the solution changes for any of them. Thus, the processing time of each insertion operation is $O(t_{\text{max}}/\lambda)$. Moreover, the query operations take time $O(1)$ to be processed. Thus, the overall runtime of our algorithm would be $\tilde{O}(\lambda t_{\text{max}} + t_{\text{max}}oprs/\lambda) = \tilde{O}(\lambda t_{\text{max}} + t_{\text{max}}^2/\lambda)$ and by setting $\lambda = \sqrt{t_{\text{max}}}$ we obtain an amortized runtime of $\tilde{O}(\sqrt{t_{\text{max}}})$ per operation.

For a larger number of operations ($\text{oprs} > t_{\text{max}}$), we make one more observation that further improves the runtime: for a weight $w$, if at least $t_{\text{max}}/w$ items with weight $w$ are already added to the problem, we can ignore the rest of the operations that insert an item with weight $w$. This implies that we can narrow down the set of insertion operations to at most $O(t_{\text{max}} \log t_{\text{max}})$ many operations. This enables us to improve the runtime down to $\tilde{O}(t_{\text{max}}^{1.5}/\text{oprs})$ in this case. More details about the algorithm is given in Section 4.

Figure 2: The amortized processing time of our dynamic subset sum algorithm with offline access is shown via solid lines. The red part is for the case $\text{oprs} < t_{\text{max}}$ and the orange part is for the case $\text{oprs} \geq t_{\text{max}}$. The blue dashed polyline shows the lower bound on the amortized processing time which directly follows from the lower bound of [1] for subset sum. The dotted polyline shows the performance of our dynamic algorithm that does not have offline access to the operations.
2.5 Special Cases: Bounded 3-sum and Bounded \(k\)-sum

We also consider special cases of subset sum, namely bounded 3-sum and more generally bounded \(k\)-sum. We prove in Section \([A]\) that any dynamic algorithm for subset sum yields a dynamic algorithm with the same processing time for bounded 3-sum. This carries over to the bounded \(k\)-sum problem except that the average processing time will be multiplied by a function of \(k\).

**Theorem \([A,3]\)** [restated informally]. For any constant \(k \geq 3\), (fully) dynamic subset sum is at least as hard as (fully) dynamic bounded \(k\)-sum.

We proceed to design fully dynamic algorithms for bounded 3-sum and bounded \(k\)-sum in Section \([A]\) that have truly sublinear processing times in terms of \(r_{\max}\).

**Theorem \([A,1]\)** [restated informally]. There is an algorithm for fully dynamic 3-sum whose amortized processing time is bounded by \(\tilde{O}(\min\{\text{oprs}, r_{\max}^{0.5}\})\).

We start by presenting a fully dynamic algorithm for bounded 3-sum with sublinear amortized processing time. In our algorithm, we keep an auxiliary dataset which we refresh after every \(\sqrt{r_{\max}}\) operations. We call such an event a milestone. We also maintain a list \(R\) which is a pile of operations which have come after the most recent computation of the auxiliary dataset. Therefore the size of \(R\) never exceeds \(\sqrt{r_{\max}}\). We also maintain a number \(\text{cnt}\) throughout the algorithm such that at every point in time, \(\text{cnt}\) counts the number of tuples \((a, b, c)\) such that \(a \in A, b \in B, c \in C\) and \(a + b = c\). The ultimate goal is to update the value of \(\text{cnt}\) after each operation so that we can answer query operations based on whether \(\text{cnt} > 0\) or not. In the beginning, and also after every \(\sqrt{r_{\max}}\) operations, we compute the auxiliary dataset. More precisely, we compute

\[
\{A, B, -C, A + B, A - C, B - C\}.
\]

where \(A + B\) (or \(A - B\)) is a set containing \(a + b\) (or \(a - b\)) for every pair of elements \((a, b) \in A \times B\).

Similarly, \(-C\) contains the negation of each number in \(C\).

Note that we treat each of the above data as a non binary vector over range \([-2r_{\max}, 2r_{\max}]\) where every element specifies in how many ways a specific number can be made. For instance \(A + B\) is a vector over range \([-2r_{\max}, 2r_{\max}]\) and index \(i\) counts the number of pairs \((a, b)\) such that \(a \in A\) and \(b \in B\) and \(a + b = i\). It follows that each of the vectors can be computed in time \(O(r_{\max} \log r_{\max})\) using polynomial multiplication. When the number of elements in the sets is small, an alternative way to compute \(A + B\) is iterating over all pairs which can be done in time \(O(\text{oprs}^2)\). Each time we compute the auxiliary dataset, we also start over with a new pile \(R\) with no operations in it. Moreover, after the computation of the auxiliary dataset, we also compute \(\text{cnt}\) using polynomial multiplication in time \(O(r_{\max} \log r_{\max})\). The only exception is the first time we make the auxiliary dataset in which case we know \(\text{cnt}\) is equal to 0 and we do not spend any time on computing it.

The auxiliary dataset remains intact until we recompute it from scratch but as new operations are added into \(R\), we need to update \(\text{cnt}\). To update \(\text{cnt}\) after an insertion operation or a deletion operation, we need to compute the number of triples that affect \(\text{cnt}\) and contain the newly added (or deleted) number. To explain the idea, let us assume that a number \(w\) is added into \(A\). There are four types of triples \((w, b, c)\) that can potentially affect \(\text{cnt}\): (Keep in mind that \(b\) and \(c\) may refer to some numbers that previously existed in the sets but were removed at some point.)

- Both \(b\) and \(c\) have arrived before the last milestone and thus they are incorporated in it. The number of such pairs is \((B - C) - w\).
• \( b \) is added or deleted after the last milestone, but \( c \) has come before the last milestone. In this case, we iterate over all new modifications to \( B \), which their count is bounded by \( |R| \). For each of them we look up \((-C)_{w-b}\) to verify if there is a triple containing \( w \) and \( b \).

• In this case, \( b \) refers to an operation prior to the last milestone and \( c \) refers to an operation after the last milestone. This case is similar to the previous case and we just iterate over new modifications to \( C \).

• In this case, both \( b \) and \( c \) refer to operations after the last milestone. The number of such pairs can also be computed in time \( O(|R|) \) since by fixing \( b \), we just search to verify if \( c = w + b \) exists in the new set of operations.

Depending on whether or not an operation adds a number or removes a number, we may incorporate the number of tuples into \( \text{cnt} \) positively or negatively. However, since all the above counts are available in time \( O(|R|) \), we can update \( \text{cnt} \) in time \( O(|R|) \). This implies that the amortized update time of our algorithm is bounded by \( \tilde{O}(\min \{ \text{oprs}, t^{0.5} \}) \). We also generalize this algorithm to work for fully dynamic bounded \( k \)-sum.

**Theorem A.2** [restated informally]. There is an algorithm for fully dynamic \( k \)-sum whose amortized processing time is bounded by \( \tilde{O}(\min \{ \text{oprs}^{k-2}, t^{(k-2)/(k-1)} \}) \).

3 Dynamic Subset Sum With Sublinear Processing Time

In this section, we present our main result which is a dynamicalgorithm for subset sum whose amortized processing time per operation is truly sublinear when the number of operations is at least \( t^{2/3+\Omega(1)} \). We obtain this result through multiple combinatorial ideas married with the classic application of Fast Fourier Transform to design an efficient data structure for subset sum. We begin by providing a formal statement of our result in Theorem 3.1.

**Theorem 3.1.** There exists an algorithm for dynamic subset sum whose amortized processing time is bounded by \( O(1 + \frac{5}{3} t_{\text{max}} \log^2 t_{\text{max}} \log \frac{\text{oprs}}{\text{oprs}}) \). The algorithm answers each query operation correctly with probability at least \( 1 - \frac{1}{t^{3/\text{max}}} \).

Theorem 3.1 does not make use of existing subquadratic time algorithms for subset sum and thus can be seen as an independent improved algorithm for subset sum which features flexibility with respect to incremental changes. In other words, the result of Theorem 3.1 leads to an algorithm for subset sum which runs in time \( O(n + t^{5/3}) \). (Notice that although the runtime is subquadratic in \( n + t \), this algorithm is still slower than the more advanced algorithms given for subset sum \([10, 22]\).)

Although the amortized processing time of our algorithm is based on parameter \( \text{oprs} \), our algorithm is not aware of this value in advance. Instead, we maintain a parameter \( \hat{\text{oprs}} \) which 2-approximates the number of operations. We start by setting \( \text{oprs} \leftarrow 1 \) and maintain its value intact until the number of processed operations reaches \( \text{oprs} \). Once we reach that threshold, we multiply \( \text{oprs} \) by 2 and run the algorithm all over again. That is, we start anew and reprocess all of the already processed operations and then continue processing new operations from then on. We discuss at the end of the section that this comes with an additional overhead of \( O(\log \text{oprs}) \) to the average processing time of the algorithm. In the below discussion, we assume w.l.o.g that \( \text{oprs} \) remains intact throughout the life of the algorithm.

The processing time of our algorithm is independent of the number of items at the time the operations arrive. In fact, our algorithm keeps track of items only because it requires to reprocess
the operations each time $\text{oprs}$ changes. Other than that, our algorithm is oblivious to the items that have come prior to any operation and only takes into account the weight of the newly added item to the problem.

The algorithm is naive when $\text{oprs} < \frac{t_{\text{max}}^2}{3}$: We keep a 0/1 array of $A$ of size $|t_{\text{max}} + 1|$ which stores the solution for various values of $t$ and after each query operation, we report the answer in time $O(1)$. In this case, the processing time of our algorithm is $O(t_{\text{max}})$ per operation. In what follows, we consider $t_{\text{max}}^2/3 \leq \text{oprs} \leq t_{\text{max}}$ and show how we obtain a sublinear processing time in this case. Later in the section, we discuss how to make the algorithm work when $\text{oprs} > t_{\text{max}}$.

In our algorithm, we maintain a 0/1 array $A_i : [0, t_{\text{max}}] \rightarrow \{0, 1\}$ such that $A_i$ always tells us whether there exists a subset of items whose sum of weights is exactly equal to $i$. Thus, the query operations always take time $O(1)$. The challenging part of the algorithm is to efficiently update array $A$ after every insertion operation. For that purpose, we design a data structure which is parametrized by a variable $k$ namely, $k$-flip-detector*. $k$-flip-detector* initializes on a 0/1 array $Z$ and is able to answer queries of the following form: (i) For a given parameter $\alpha$, it reports the number of indices of $Z$ that meet Condition (1). (ii) For a given parameter $\alpha$ for which no more than $k$ indices of $Z$ meet Condition (1), it will report all such indices.

$$\alpha \leq i \leq |Z| \quad \text{and} \quad Z_i = 0 \quad \text{and} \quad Z_{i-\alpha} = 1. \quad (1)$$

If more than $k$ indices of $Z$ meet Condition (1), $k$-flip-detector* may not give us any meaningful information about their location. Moreover, $k$-flip-detector* supports changes to the initial sequence $Z$. The time complexities of the operations supported by $k$-flip-detector* is as follows:

$k$-flip-detector*:

- Initialization of $k$-flip-detector* on a 0/1 array $Z$ takes time $O(k|Z|\log^2 |Z|)$.
- Each time we flip an index of $Z$, it takes $O(1)$ time to update $k$-flip-detector*.
- For a given $\alpha$, it takes time $O(\text{cnt})$ to determine how many elements of $Z$ meet Condition (1) where $\text{cnt}$ is the number of changes made to $Z$ after its initialization.
- If for a given $\alpha$, the number of indices of $Z$ that meet Condition (1) is bounded by $q \leq k$, the runtime for detecting all of such indices is $O((q + \text{cnt})q\log |Z|)$. That is, per solution index the algorithm takes time $O((q + \text{cnt})\log |Z|)$.

We defer the details of $k$-flip-detector* to Section 3.1 and focus on the overall algorithm here. (A formal statement of the time complexities of $k$-flip-detector* is given in Lemma 3.4.) For a parameter $1 \leq \Delta$ whose value will be determined at the end of the section, we set $k = \Delta t_{\text{max}}/\text{oprs}$ and update array $A$ in the following way. Initially, we set $A_0 \leftarrow 1$ and $A_i \leftarrow 0$ for all $i \in [1, t_{\text{max}}]$. Also in the beginning, we make an instance of $k$-flip-detector* and initialize it on array $A$. Whenever an operation adds an item with value $w$, we query $k$-flip-detector* to find how many elements of $A$ are affected by adding the new item (these are basically the elements that meet Condition (1) for $\alpha = w$). If their count is more than $k = \Delta t_{\text{max}}/\text{oprs}$, we iterate over the entire array $A$ to find the positions of all such changes. If their count is bounded by $k = \Delta t_{\text{max}}/\text{oprs}$, we query $k$-flip-detector* to list all those positions. In any case, we update array $A$ accordingly.
We also need to update \( k\)-flip-detector\* as \( A \) changes in our algorithm. Every time an element of \( A \) changes, we perform the same modification to \( k\)-flip-detector\*. However, when the number of changes exceeds \( \text{oprs}/\Delta \), instead of modifying \( k\)-flip-detector\*, we initialize it from scratch. This takes time \( O(kt_{\text{max}} \log^2 t_{\text{max}}) \) but it resets the number of edits to zero. Keep in mind that since elements of \( A \) only change from 0 to 1, the total number of changes is bounded by \( t_{\text{max}} \) and thus we initialize \( k\)-flip-detector\* at most \( t_{\text{max}}/(\text{oprs}/\Delta) = \Delta t_{\text{max}}/\text{oprs} \) times. Thus, the total time required for all initializations combined is

\[
(\Delta t_{\text{max}}/\text{oprs})O(kt_{\text{max}} \log^2 t_{\text{max}}) = O((\Delta t_{\text{max}}/\text{oprs})kt_{\text{max}} \log^2 t_{\text{max}})
= O((\Delta t_{\text{max}}/\text{oprs})(\Delta t_{\text{max}}/\text{oprs})t_{\text{max}} \log^2 t_{\text{max}})
= O(\Delta^2 t_{\text{max}}^2 \log^2 t_{\text{max}}/\text{oprs}^2).
\]

Thus, per operation, we spend average time \( O(\Delta^2 t_{\text{max}}^3 \log^2 t_{\text{max}}/\text{oprs}^3) \) for initializations. Finally, since we always limit the number of edits to \( k\)-flip-detector\* by \( \text{oprs}/\Delta \) and \( k = \Delta t_{\text{max}}/\text{oprs} \), the runtime of queries of type (ii) to \( k\)-flip-detector\* per change to \( A \) is bounded by:

\[
O((q + \text{cnt}) \log t_{\text{max}}) \leq O((k + \text{cnt}) \log t_{\text{max}})
\leq O((\Delta t_{\text{max}}/\text{oprs} + \Delta)/\log t_{\text{max}})
\]

where \( q \) denotes the solution size of a query of type (ii) and \( \text{cnt} \) denotes the number of changes after initialization. Therefore, the total cost for all changes is bounded by \( O((\Delta t_{\text{max}}/\text{oprs} + \Delta)/\log t_{\text{max}}) \). Thus, per operation, we pay a cost of \( O((\Delta t_{\text{max}}/\text{oprs}^2 + 1/\Delta)\log t_{\text{max}}) \).

For the cases that \( \text{oprs} > t_{\text{max}} \), we make the following modification to the algorithm. We also keep track of how many items of each weight are added to the problem. Moreover, after an item of weight \( w \) is added \( \lceil t_{\text{max}}/w \rceil \) times, we ignore all the coming operations that add an item with weight \( w \). This does not change the outcome since we never use more than \( \lfloor t_{\text{max}}/w \rfloor \) items of weight \( w \) in any solution. Thus, the total number of times that we make type (i) queries to the data structure would be bounded by \( t_{\text{max}} + \lfloor t_{\text{max}}/2 \rfloor + \lfloor t_{\text{max}}/4 \rfloor + \ldots + 1 = O(t_{\text{max}} \log t_{\text{max}}) \). Thus, the total time we spend on queries of type (i) would be \( O((t_{\text{max}} \log t_{\text{max}})(\text{oprs}/\Delta)) \). Therefore, per operation, the amortize processing time of our algorithm would be \( O(\Delta^2 t_{\text{max}}^3 \log^2 t_{\text{max}}/\text{oprs}^3) + O((\Delta t_{\text{max}}/\text{oprs}^2 + 1/\Delta)\log t_{\text{max}}) \). Again, by setting by setting \( \Delta = \text{oprs}/t_{\text{max}}^{2/3} \) we can obtain a dynamic algorithm whose amortized processing time is \( O(t_{\text{max}} \log^2 t_{\text{max}}/\Delta) = O(t_{\text{max}}^{5/3} \log^2 t_{\text{max}}/\text{oprs}) \).

**Proof of Theorem 3.11** We explained the description of the algorithm and time complexities earlier. Here we just argue why there is an additional overhead of \( O(\log \text{oprs}) \) in the processing time of the algorithm. Since the average processing time of the algorithm is \( O(t_{\text{max}}^{5/3} \log^2 t_{\text{max}}/\text{oprs}) \), each time we multiply \( \text{oprs} \) by 2, the total time we spend on all operations will be bounded by \( O(t_{\text{max}}^{5/3} \log^2 t_{\text{max}}/\text{oprs}) \).

Since the number of times we multiply \( \text{oprs} \) by 2 is bounded by \( \log \text{oprs} \), the overall runtime over all operations would be \( O(t_{\text{max}}^{5/3} \log^2 t_{\text{max}} \log \text{oprs}) \). Thus, per operation we spend time \( O(1 + t_{\text{max}} \log^2 t_{\text{max}} \log \text{oprs}/\text{oprs}) \). There is an additional additive +1 term in the runtime since we spend an additional time \( O(1) \) on each query for receiving it.
In terms of correctness, we point out that each query of type (ii) to $k$-flip-detector* may fail with probability at most $1/t^4_{\text{max}}$ and since the number of those queries never exceeds $t_{\text{max}}$, our algorithm always reports a correct solution with probability at least $1 - t^3_{\text{max}}$. □

3.1 $k$-flip-detector*

The goal of this section is to present our algorithm for $k$-flip-detector*. To this end, we begin by a simpler data structure, namely $k$-asymmetric-flip-detector and then show a reduction from $k$-flip-detector* to $k$-asymmetric-flip-detector. In $k$-asymmetric-flip-detector, we are given two 0/1 sequences $X$ and $Y$ and the goal to preprocess the sequences in a way that our algorithm would be able to answer queries of the following forms efficiently: (i) Given an $1 - |X| \leq \alpha \leq |Y| - 1$, how many indices $i$ of $Y$ meet Condition (2)?

$$1 \leq i \leq |Y|, 1 \leq i - \alpha \leq |X| \quad \text{and} \quad Y_i = 0 \quad \text{and} \quad X_{i-\alpha} = 1. \quad (2)$$

(ii) Also in case for some $\alpha$, the answer to the type (i) query is bounded by $k$, $k$-asymmetric-flip-detector should also be able to detect such positions. We begin by explaining how type (i) queries can be answered and then we move on to type (ii) queries. This can be thought of as a special case of $k$-asymmetric-flip-detector* for the case of $k = 0$.

It is well known that for any 0/1 sequences $A$ and $B$, one can spend time $O((|A| + |B|) \log(|A| + |B|))$ and construct a (not necessarily 0/1) sequence $C$ of size $|A| + |B|$ such that for any $2 \leq i \leq |A| + |B|$ we have $C_i = \sum_{1 \leq j \leq |A|, 1 \leq j - i \leq |B|} A_j B_{i-j}$. This is a classic application of Fast Fourier Transform to the polynomial multiplication of 0/1 sequences.

0-asymmetric-flip-detector can be solved using the above technique. In the preprocessing step, we construct a 0/1 sequence $\hat{Y}$ of size $|Y|$ such that $\hat{Y}_i = 1 - Y_{|Y|-i+1}$. In other words, we change $Y$ in two ways to obtain $\hat{Y}$: We first reverse it, and then we flip each of its elements. We then use the Fast Fourier Transform technique to construct a sequence of size $|X| + |\hat{Y}|$, namely $R$ such that for any $2 \leq i \leq |X| + |\hat{Y}|$ we have $R_i = \sum_{1 \leq j \leq |X|, 1 \leq i-j \leq |\hat{Y}|} X_j \hat{Y}_{i-j}$. This basically completes the preprocessing needed for 0-asymmetric-flip-detector.

When a query of type (i) with parameter $\alpha$ is given to 0-asymmetric-flip-detector, the answer is already computed in sequence $R$. More precisely, for $i = |Y| + 1 - \alpha$ we have:

$$R_i = \sum_{1 \leq j \leq |X|, 1 \leq i-j \leq |\hat{Y}|} X_j \hat{Y}_{i-j}$$

$$= \sum_{1 \leq j \leq |X|, 1 \leq i-j \leq |\hat{Y}|} X_j (1 - Y_{|\hat{Y}|-i+j+1})$$

$$= \sum_{1 \leq j \leq |X|, 1 \leq |\hat{Y}|-1-\alpha-j \leq |Y|} X_j (1 - Y_{|\hat{Y}|-1-\alpha-j}+1)$$

$$= \sum_{1 \leq j \leq |X|, 1 \leq |Y|+1-\alpha-j \leq |\hat{Y}|} X_j (1 - Y_{j+\alpha})$$

$$= \sum_{1 \leq j \leq |X|, 1 \leq |Y|-\alpha-j \leq -1} X_j (1 - Y_{j+\alpha})$$

$$= \sum_{1 \leq j \leq |X|, 1 \leq j+\alpha \leq |Y|} X_j (1 - Y_{j+\alpha})$$

and thus $R_i$ correctly gives us the answer for query type (i) with parameter $\alpha$. 
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Figure 3: An example of $k$-asymmetric-flip-detector for $k = 0$. Two binary vectors $X$ and $Y$ are given and we wish to count the number of indices $i$ so that $Y_i = 0$ and $X_{i−α} = 1$ for a given parameter $α$.

In the above algorithm, the preprocessing time is $O((|X| + |Y|) \log (|X| + |Y|))$ and each query can be answered in time $O(1)$. We now extend the above idea to present a solution for 1-asymmetric-flip-detector. In the case of 1-asymmetric-flip-detector, when for some $α$ the solution to type (i) query is exactly equal to 1, we should be able to also find the corresponding index.

As part of the preprocessing step of 1-asymmetric-flip-detector, we make sequences $\hat{Y}$ and $R$. In addition to that, we construct $l + 1 = \lceil \log |Y| \rceil + 1$ auxiliary sequences $\hat{Y}_0, \hat{Y}_1, \hat{Y}_2, \ldots, \hat{Y}_l$ each of size $|Y|$. For each $0 \leq γ \leq l$, $\hat{Y}_γ$ is formulated in the following way:

- $∀1 \leq i \leq |Y|$ such that the $γ$’th bit of the base 2 representation of $|Y| − i + 1$ is equal to 0, we have $(\hat{Y}_γ)_i = 0$. This implies that $Y_{|Y|−i+1}$ will not be incorporated in the construction of $\hat{Y}_γ$.
- Otherwise we have $(\hat{Y}_γ)_i = \hat{Y}_i$.

In other words, $\hat{Y}_γ$ is exactly the same as $\hat{Y}$ except that it only takes into account the indices of $Y$ whose $γ$’th bit in the base-2 representation is equal to 1. Similarly, we make $l + 1$ additional sequences $\hat{R}_0, \hat{R}_1, \hat{R}_2, \ldots, \hat{R}_l$ in the same way we make $R$. The only difference is that instead of computing the polynomial multiplication of $X$ and $\hat{Y}$, $\hat{R}_γ$ takes the multiplication of $X$ and $\hat{Y}_γ$.

Similar to 0-asymmetric-flip-detector, 1-asymmetric-flip-detector can also answer queries of type (i) in $O(1)$ time. Now, consider a query of type (ii) with parameter $α$ such that its answer for the type (i) query is exactly equal to 1. This means that there is a unique index $s$ in a way that $X_{s−α} = 1$ and $Y_s = 0$. Moreover, we already know that $R_{|Y|+1−α} = 1$ holds.

To discover $s$, we take into account sequences $\hat{R}_0, \ldots, \hat{R}_l$. For any $0 \leq γ \leq l$, it follows from the construction of $\hat{Y}_γ$ that $(\hat{R}_γ)_{|Y|+1−α} = 1$ if and only if the $γ$’th bit of the base-2 representation of $s$ is equal to 1. This means that by putting the values of $(\hat{R}_γ)_{|Y|+1−α}$ next to each other, we get the base-2 representation of $s$. Thus, we can answer type (ii) queries in $O(\log |Y|)$ time.

Unfortunately, the above idea does not generalize to $k > 1$ for $k$-asymmetric-flip-detector. For $k > 1$, we make $10k \log |Y|$ instances of 1-asymmetric-flip-detector and put them in baskets of size $10 \log |Y|$. We also label the baskets with numbers 1 to $k$. We use the same initialization algorithm for each instance, except that for an instance in basket $i$, we take into account each index of $Y$ with probability $1/i$. In other words, for a pair of initialization sequences $X$ and $Y$ we initialize an instance of basket $i$ in the following way:

- We make a 0/1 sequence $Y'$ which is initially equal to $Y$.
- We iterate over its indices and turn each element into 1 with probability $(i−1)/i$. For all such indices $Y'_j$ that are intentionally set to 1, we say the corresponding 1-asymmetric-flip-detector
does not take into account the $j$'th element of $Y$. We also store which indices are taken into account for that instance.

- We initialize the instance based on sequences $X$ and $Y'$.

There is a redundancy in the basket with label 1 that is all of its 1-asymmetric-flip-detectors are all made the same way but for the sake of simplicity, we do not optimize our algorithm for that particular basket. The intuition behind the algorithm is the following: Let for a query of type (ii) with value $\alpha$, $t$ denote the number of indices of $Y$ which meet Condition (2). If $t \leq k$, with high probability, there is at least one instance of 1-asymmetric-flip-detector in basket $t$ that takes into account exactly one of those indices. Based on the ideas above, we can detect that particular index in time $O(\log |Y|)$ in the following way: We iterate over all 1-asymmetric-flip-detectors in basket $t$ and find the one which reports 1 to us when making a query type (i) with value $\alpha$. We then make a query type (ii) with value $\alpha$ to that 1-asymmetric-flip-detector.

We then move on to the basket with label $t-1$. With the same argument, with high probability, there is at least one instance of 1-asymmetric-flip-detector in that basket, that takes into account exactly one of the $t-1$ remaining indices of $Y$ that meet Condition (2). However, when giving $\alpha$ to that instance as a query type (i), the answer may not be equal to 1 since the solution index that we have detected already may also be incorporated in that 1-asymmetric-flip-detector. (In that case, the value reported for query type (i) will be equal to 2.) Thus, we need to manually update the answers: If the already detected index is incorporated in a 1-asymmetric-flip-detector, we decrease the reported value by 1. This also applies to the additional queries we make in order to locate the solution indices. Therefore, the second index that meets Condition (2) can also be found in time $O(\log |Y|)$.

When trying to locate the third index, we move to basket $t-2$ but this time we need to refine the reported values by considering both of the detected solution indices. This still gives us runtime $O(\log |Y|)$ but as we detect more solution indices the runtime increases proportionally to the number of discovered indices. Therefore, there is an additional $O(t)$ overhead in the runtime of the algorithm and thus the overall runtime for detecting all such indices will be $O(t^2 \log |Y|)$ which is $O(t \log |Y|)$ per each index. This completes the implementation of $k$-asymmetric-flip-detector.

Lemma 3.2. $k$-asymmetric-flip-detector preprocesses the inputs in time $O(k(|X| + |Y|)\log^2(|X| + |Y|))$ and can answer queries of type (i) in time $O(1)$ and queries of type (ii) in time $O(t^2 \log |Y|)$ when the number of solution indices is equal to $t \leq k$. The answers to queries of type (ii) are correct with probability at least $1 - 1/|Y|^4$.

Proof. We discussed the algorithms and time complexities above. Here we just bound the failure probability. When there are $t$ indices that meet Condition (2), an instance of 1-asymmetric-flip-detector in basket $t$ will take exactly one of such indices into account with probability

$$t((1/t)(t-1/t)^{t-1}) = (t-1/t)^{t-1} \geq 1/e > 0.367.$$ 

Therefore, among the $10 \log |Y|$ instances of basket $t$, with probability at least $1 - 1/|Y|^5$, there is at least one instance that takes exactly one of the solution indices into account. Since we repeat this procedure $t$ times to detect all the solution indices, the failure probability will be multiplied by an additional factor $t$. Therefore, our algorithm answers each query of type (ii) correctly with probability at least $1 - t/|Y|^6 \geq 1 - 1/|Y|^4$. Also, type (i) queries are always reported correctly since no randomness is used in their algorithm. \qed
The next step is to modify \( k\text{-asymmetric-flip-detector*} \) to make it flexible with respect to changes to initial sequences \( X \) and \( Y \). We call such a data structure \( k\text{-asymmetric-flip-detector*} \). \( k\text{-asymmetric-flip-detector*} \) is the same as \( k\text{-asymmetric-flip-detector} \) except that in addition to the two query types, it will also be able to handle changes to initial arrays \( X \) and \( Y \) in the following form: Each change comes either in terms of flipping one element of \( X \) or one element of \( Y \). Our algorithm handles these changes in time \( O(1) \) but these changes will incur an overhead to the runtime of answering query types (i) and (ii).

The overall idea is simple: We use an instance of \( k\text{-asymmetric-flip-detector} \) but we also keep track of the changes that are made to the input sequence after initialization. Once a query of type (i) with parameter \( \alpha \) is given, we make the query to \( k\text{-asymmetric-flip-detector} \) to find the answer had the changes not been made to the sequence. We then iterate over the changes and see how the changes would affect the outcome. For every change, it takes time \( O(1) \) to see if this affects the outcome: If an element of \( X \), say \( X_i \), is modified, we look at \( Y_{i+\alpha} \) and verify if this change affects the outcome. If so, we update the solution accordingly. Thus, this incurs a multiplicative overhead to the runtime of answering queries of types (i) which is proportional to the number of changes.

Queries of type (ii) are also answered in the same way. However, when the number of solution indices is equal to \( t \leq k \), instead of having an overhead \( O(t) \) for fixing the reported values, the overhead would be equal to \( O(t + \text{cnt}) \) where \( \text{cnt} \) is the number of changes made to the data structure after its initialization.

**Lemma 3.3.** (as a Corollary of Lemma 3.2) \( k\text{-asymmetric-flip-detector*} \) preprocesses the inputs in time \( O(k(|X| + |Y|) \log^2(|X| + |Y|)) \). Each modification to \( k\text{-asymmetric-flip-detector*} \) takes time \( O(1) \). When the number of changes after the initialization is equal to \( \text{cnt} \), \( k\text{-asymmetric-flip-detector*} \) can answer queries of type (i) in time \( O(\text{cnt}) \) and queries of type (ii) in time \( O((t + \text{cnt})t \log |Y|) \) when the number of solution indices is equal to \( t \leq k \). The answers to queries of type (ii) are correct with probability at least \( 1 - 1/|Y|^4 \).

We are now ready to discuss the details of \( k\text{-flip-detector*} \). Recall that in this data structure, an initial 0/1 array \( Z \) is given and there are two types of queries. In type (i), for a value \( \alpha \), our algorithm needs to find out how many elements of \( Z \) meet Condition (1). (For clarity, we restate Condition (1) below). For type (ii) queries, we are given an \( \alpha \) such that the solution of type (i) query with value \( \alpha \) is bounded by \( k \) and we need to detect all the positions that meet Condition (1).

\[ \alpha \leq i \leq |Z| \quad \text{and} \quad Z_i = 0 \quad \text{and} \quad Z_{i-\alpha} = 1. \]  

The reduction from \( k\text{-flip-detector*} \) to \( k\text{-asymmetric-flip-detector*} \) is straightforward. For a given 0/1 sequence \( Z \), we construct a \( k\text{-asymmetric-flip-detector*} \) with both parameters \( X = Z \) and \( Y = Z \). Moreover, once an element of \( Z \) changes, we report the two corresponding changes to the \( k\text{-asymmetric-flip-detector*} \) instance. Whenever a query of type (i) or a query of type (ii) arrives, we directly forward that to the \( k\text{-asymmetric-flip-detector*} \) and report the answer to the output.

**Lemma 3.4.** (as a Corollary of Lemma 3.3) \( k\text{-flip-detector*} \) preprocesses the inputs in time \( O(k|Z| \log^2 |Z|) \). Each modification to \( k\text{-asymmetric-flip-detector*} \) takes time \( O(1) \). When the number of changes after the initialization is equal to \( \text{cnt} \), \( k\text{-flip-detector*} \) can answer queries of type (i) in time \( O(\text{cnt}) \) and queries of type (ii) in time \( O((t + \text{cnt})t \log |Z|) \) when the number of solution indices is equal to \( t \leq k \). The answers to queries of type (ii) are correct with probability at least \( 1 - 1/|Z|^4 \).
4 Dynamic Subset Sum with Offline Access

In this section, we consider the dynamic subset sum problem when offline access to the operations is available. For a time step $1 \leq i \leq \text{oprs}$, let $C_i \subseteq [0, t_{\text{max}}]$ be a set of positive integers where $\alpha \in C_i$ if and only if there exists a subset $S$ of items added to the problem in the first $i$ operations such that $\sum_{j \in S} w_j = \alpha$. In our algorithm, we compute $C_i$ for some of the time steps before starting to process the queries and use this additional information to improve the amortized processing time of the operations.

It follows that $C_i$s are monotone in that $C_i \subseteq C_{i+1}$ holds for all $1 \leq i < \text{oprs}$. Moreover, $\sum |C_{i+1} \setminus C_i| \leq t_{\text{max}}$ holds by definition. Our algorithm for dynamic subset sum with offline access takes overall time $\tilde{O}(\text{oprs} + t_{\text{max}} \min \{\sqrt{\text{oprs}}, \sqrt{t_{\text{max}}}\})$ which is $\tilde{O}(1 + t_{\text{max}} \min \{\sqrt{\text{oprs}}, \sqrt{t_{\text{max}}}\}/\text{oprs})$ per operation.

Algorithm 1: Dynamic Subset Sum with Offline Access $\tilde{O}(1 + t_{\text{max}} \min \{\sqrt{\text{oprs}}, \sqrt{t_{\text{max}}}\}/\text{oprs})$ amortized processing time

Input: The maximum target threshold $t_{\text{max}}$, a sequence of $\text{oprs}$ operations of following form: either (1) addition of an item $w_j$, or (2) query $t_j$.

1 $I, Q \leftarrow \text{FilterOperations}(\text{oprs}, t_{\text{max}})$;
2 $m_0 \leftarrow 0$;
3 for $i \in [\lambda]$ do
   // We find $C_j$ whenever needed by calling Bringmann($\{w_l | l \in I \cap [j]\}$)
4   Binary search on variable $m_i$ comparing $|C_{m_i}| \geq i t_{\text{max}}/\lambda$;
5   Let $X_i \leftarrow C_{m_i-1} \setminus C_{m_i-1}$;
6  end
7 $i \leftarrow 1$;
8 $A \leftarrow (1, 0, \ldots, 0) \in \{0, 1\}^{t_{\text{max}}}$;
9 for $j \in I \cup Q$ sorted by $j$ do
10   if $j \in Q$ then
11      Answer Yes if $t_j \in A$ and No otherwise;
12   else
13      if $j \in \{m_i, m_i - 1 | i \in [\lambda]\}$ then
14         $i = \max \{i | i \in [\lambda] \text{ and } 0 \leq m_i - j \leq 1\}$ + 1;
15      end
16      $A \leftarrow C_j$;
17      for $x \in X_i$ do
18         if $x - w_j \in A$ and $x \notin A$ then
19            Add $x$ to $A$;
20      end
21   end
22 end
23

We divide the operations by $\lambda$ milestones in our algorithm. Let the milestones be at operations $m_1, m_2, \ldots, m_\lambda$. The time steps between consecutive milestones may vary depending on how the solution changes. More precisely, the $i$th milestone is at the smallest operation $j \in [\text{oprs}]$ such that $|C_j| \geq i t_{\text{max}}/\lambda$ (see Figure 4 for an example). It is straightforward to find the set of milestones $m_1, m_2, \ldots, m_\lambda$ by using the Bringmann’s algorithm as a blackbox in a binary search. For finding
To find the set of milestones, we first determine the positions for the milestones. We then compute $C_{m_i}$ and $C_{m_{i-1}}$ for each milestone $m_i$ from scratch, which takes time $\tilde{O}(\lambda \log \text{oprs})$. After that, we make an array $A[0, t_{\text{max}}] \rightarrow \{0, 1\}$ such that $A_0 = 1$ and $A_i = 0$ for all $1 \leq i \leq t_{\text{max}}$ which represents the solution. We then process the operations one by one. If an operation adds an element we update $A$ and otherwise we report the solution by looking at $A$.

When we reach a milestone, say $m_i$, updating $A$ would be trivial; we just look at $C_{m_i}$ which is precomputed in the beginning and based on that we update $A$. For operations between two consecutive milestones, say $m_i$ and $m_{i+1}$, we know that $A$ only changes for indices in $C_{m_{i+1}-1} \setminus C_{m_i}$. Since we already computed $C_{m_i}$ and $C_{m_{i+1}-1}$, we have explicit access to $C_{m_{i+1}-1} \setminus C_{m_i}$. Let $X_i = C_{m_{i-1}} \setminus C_{m_{i-1}}$. It follows from the definition that $|X_i| \leq t_{\text{max}}/\lambda$.

In order to process operations between $m_i$ and $m_{i+1} - 1$, we only consider set $X_i$. More precisely, after each operation that adds an item with weight $w$ to the problem, we only consider elements of $A$ that are included in $X_i$. For an integer $x \in X_i$, we set $A_x = 1$ if $A_{x-w}$ was equal to 1 prior to this operation. This way, we can maintain $A$ after each operation by iterating over the elements of $X_i$ and thus spending $O(|X_i|) = O(t_{\text{max}}/\lambda)$ time. By maintaining $A$ after each insertion operation, we can answer each query operation in time $O(1)$ by verifying if the value of $A$ is equal to 1 for the given target.

The overall time that our algorithm spends in order to process the operations is as follows: In the beginning, we first find the positions for the milestones. This takes a total time of $\tilde{O}(\lambda \text{oprs} + t_{\text{max}})$. We then compute $C_i$ for $i \in \{m_1, m_1-1, m_2, m_2-1, \ldots, m_\lambda, m_\lambda-1\}$ each in time $\tilde{O}(\text{oprs} + t_{\text{max}})$. This
Algorithm 2: FilterOperations(oprs, t_{max})

Input: The maximum target threshold t_{max}, a sequence of oprs operations of following form: either (1) addition of an item w_j, or (2) query t_j.

1. I, Q ← ∅;
2. cnt_j ← 0 ∀ j ∈ [t_{max}];
3. for j ∈ [oprs] do
4.   if operation j is addition of an item w_j then
5.     cnt_{w_j} ← cnt_{w_j} + 1;
6.     if cnt_{w_j} ≤ ⌊t_{max}/w_j⌋ then
7.       I ← I ∪ {j};
8.   end
9. else
10.   Q ← Q ∪ {j};
11. end
12. end
13. return I, Q;

amount to a total runtime of $\tilde{O}(\lambda (\text{oprs} + t_{\text{max}}))$. From then on, each time we update A for operations that are in the middle of two milestones, we only spend time $O(t_{\text{max}}/\lambda)$. Also, each time we reach a milestone $m_i$, we update A by using the already computed $C_{m_i}$ in time $O(t_{\text{max}})$. This also takes a total time of $O(\lambda t_{\text{max}})$. Thus, the total runtime of the algorithm is $O(\lambda (\text{oprs} + t_{\text{max}}) + \text{oprs} \cdot t_{\text{max}}/\lambda)$. Thus, per operation we spend time $\tilde{O}(\lambda t_{\text{max}}/\text{oprs})$. When $\text{oprs} \leq t_{\text{max}}$, we set $\lambda = \sqrt{\text{oprs}}$ which gives us an amortized processing time of $\tilde{O}(t_{\text{max}}/\sqrt{\text{oprs}})$.

If $\text{oprs} > t_{\text{max}}$ we make a distinction between insertion operations and query operations. Notice that in our algorithm, the processing time of each query operation is $O(1)$. With a similar argument that we made in Section 3 we can ignore some redundant insertion operations to make sure their count is bounded by $\tilde{O}(t_{\text{max}})$ without any change to the outcome of the algorithm. Therefore, we can improve the initialization time of our algorithm down to $\tilde{O}(\lambda t_{\text{max}})$ by only considering the insertion operations that are not ignored. Similarly, updating A for the insertion operations between the milestones would take time $O(t_{\text{max}}/\lambda)$. Moreover, answering each query operation takes time $O(1)$ and therefore the total time we spend on all operations combined is $\tilde{O}(\text{oprs} + \lambda t_{\text{max}} + t_{\text{max}}^2/\lambda)$. By setting $\lambda = \sqrt{t_{\text{max}}}$ we obtain amortized processing time $\tilde{O}(1 + t_{\text{max}}^1.5/\text{oprs})$.

**Theorem 4.1.** There exists a randomized algorithm for dynamic subset sum with offline access whose amortized processing time is bounded by $\tilde{O}(1 + t_{\text{max}} \min \{\sqrt{\text{oprs}}, \sqrt{t_{\text{max}}}/\text{oprs}\})$. The algorithm succeeds with high probability.

## 5 Hardness of Fully Dynamic Subset Sum

In this section, we aim to show a lower bound for the fully dynamic subset sum problem. Recall that in this problem, we also allow for deletion operations. We prove that there is no fully dynamic subset sum algorithm with amortized processing time $O(t_{\text{max}}^{1+\epsilon})$ for any constant $\epsilon > 0$, unless SETH fails. Our result is mainly inspired by the SETH-based hardness of [1] for subset sum. Our proof directly makes use of some of the observations made by [1] as blackbox. We begin by explaining their method in Section 5.1 and then proceed by showing how it gives a lower bound for the fully
dynamic subset sum problem in Section 5.2. Our lower bound is formally stated in Theorem 5.1.

**Theorem 5.1.** For any arbitrarily large constant \( c > 0 \) and any arbitrarily small constant \( \epsilon > 0 \), there is no fully dynamic algorithm for subset sum with amortized processing time \( O(t_{\text{max}}^{1-\epsilon}) \) when the number of operations is \( \Omega(t_{\text{max}}^c) \) unless SETH fails.

In our proof, we build a collection of \( N = \Theta(t_{\text{max}}^c) \) instances of the subset sum problem \( \xi_1, \xi_2, \ldots, \xi_N \) each with \( O(\log t_{\text{max}}) \) items and target \( t_i \) which is bounded by \( t_{\text{max}} \). We denote by \( \xi_i^+ \) a set of operations that adds the items of \( \xi_i \) to the dynamic problem, and by \( \xi_i^- \) a set of operations that removes the items of \( \xi_i \) from the dynamic problem. In addition, let \( \xi_i^q \) be a query operation that asks if we can build a sum of \( t_i \) using the elements of the dynamic problem at the time of the query operation. Then we consider the following sequence of operations for the dynamic subset sum problem which has a combination of insertion and deletion, and query operations:

\[
\xi_1^+, \xi_1^-, \xi_2^+, \xi_2^-, \ldots, \xi_N^+, \xi_N^-
\]

Roughly speaking, we show that under the SETH hypothesis, there is no algorithm that is able to find out whether the result of any of \( \xi_i \)'s is Yes in time \( O(N t_{\text{max}}^{1-\epsilon}) \) for any constant \( \epsilon > 0 \). However if we feed this sequence into a fully dynamic subset sum algorithm with amortized processing time \( O(t_{\text{max}}^{1-\epsilon}) \), it will solve this problem in time \( \tilde{O}(N t_{\text{max}}^{-\epsilon}) \) which contradicts SETH.

### 5.1 The Reduction of [1]

[1] shows a clever reduction from \( k \)-SAT to subset sum. Let \( \phi \) be an instance of \( k \)-SAT on \( m \) variables, a CNF formula in which every clause has at most \( k \) variables. It is well-known that finding an assignment of true or false to these \( m \) variables that satisfies \( \phi \) is NP-hard if \( k \geq 3 \) and it can be solved in \( O(n(2^m)^3) \) time by verifying every possible assignment. The Strong Exponential Time Hypothesis [11, 19], or SETH for short, states that for any constant \( \epsilon > 0 \), there is a constant \( k \geq 3 \) so that \( k \)-SAT is not solvable in time \( O(2^{(1-\epsilon)m}) \). In their main theorem, they use the reduction from \( k \)-SAT to subset sum to show that the existence of an algorithm that solves subset sum in time \( t^{1-\epsilon}2^{\Omega(m)} \) refutes SETH, as it can also solve \( k \)-SAT in time \( O(2^{(1-\epsilon/5)m}) \).

Their approach utilizes several techniques including a sparsification lemma of [20] and \( \lambda \)-average-free sets of Behrend [8] to achieve the following reduction which we use as a black-box in this paper.

**Lemma 5.2 ([1]).** For any constant \( \epsilon > 0 \) and any constant \( k \geq 3 \), a \( k \)-SAT formulation \( \phi \) on \( m \) variables can be reduced to \( l \leq 2^m \) instances of subset sum \( \xi_1, \xi_2, \ldots, \xi_l \), in a way that \( \phi \) is satisfiable if and only if at least one of \( \xi_i \)'s returns Yes. In each \( \xi_i \), target \( t_i \) is bounded by \( 2^{(1+2\epsilon)m} \) and the number of items is at most \( f(k, \epsilon)m \), where \( f \) is a function that only depends on \( k \) and \( \epsilon \).

Lemma 5.2 directly gives a lower bound to subset sum in the following way. Assume for the sake of contradiction that subset sum can be solved in time \( t^{1-\epsilon'}2^{\Omega(m)} \) and let \( \epsilon = \epsilon'/4 \). We can then use Lemma 5.2 to solve each of the \( l \) instances of subset sum in time

\[
O((2^{(1+2\epsilon)m})^{1-\epsilon'}2^{\Omega(f(k, \epsilon)m)}) = O((2^{(1+2\epsilon)m})^{1-\epsilon'}2^{\Omega(m)})
\]

\[
= O(2^{(1+2\epsilon)(1-\epsilon)m}2^{\Theta(m)})
\]

\[
= O(2^{(1+2\epsilon)(1-4\epsilon)m}2^{\Theta(m)})
\]

\[
= O(2^{(1+2\epsilon)m})
\]

which amounts to a total runtime of \( O(2^{(1-\epsilon)m}) \) for all \( l \leq 2^m \) instances. This contradicts SETH for sufficiently large \( k \).

\(^8O_m \) notation hides polynomials in terms of \( m \).
5.2 A Lower Bound for Amortized Processing Time of Fully Dynamic Subset Sum

In this section we prove Theorem 5.1.

Proof Of Theorem 5.1 As mentioned earlier, we set $N = t_{\max}^c$ and seek to find $N$ instances of subset sum $\xi_1, \xi_2, \ldots, \xi_N$ in a way that the solution to some $k$-SAT problem is Yes if and only if the solution for one of the subset sum problems $\xi_1, \xi_2, \ldots, \xi_N$ is Yes.

To this end, we assume for the sake of contradiction that for some $\epsilon'$, there exists a fully dynamic subset sum algorithm with amortized processing time $t^{1-\epsilon'}$. Let $\epsilon = \epsilon'/3$ and set $m$ in a way that $2^{(1+2\epsilon)m} = t_{\max}$. That is, $m = \frac{\log t_{\max}}{1+2\epsilon}$. We assume that $N \geq 2^m$ otherwise the proof is similar to the lower bound for subset sum. We also set $m'$ in a way that $2^{m'-m} = N/2^m$. Therefore, $m' = m + \log N - \epsilon m$.

We argue that any $k$-SAT instance on $m'$ variables can be reduced to at most $N$ instances of subset sum. To this end, we divide the variables into two sets. The first set contains the first $m$ variables and the second set contains the last $m' - m$ variables. We try all the $2^{m'-m}$ different assignments for the second set of variables, and for each one we make a separate $k$-SAT instance with $m$ variables which is subject to the first $m$ variables and the given assignment to the second set of variables. Obviously, at least one of the $2^{m'-m}$ instances of $k$-SAT is solvable if and only if we can solve the original $k$-SAT problem on $m'$ variables. We then reduce each of the $k$-SAT instance on $m$ variables into $l \leq 2^m$ instances of subset sum each with target value $t_i$ bounded by $2^{(1+2\epsilon)m}$ and at most $f(k, \epsilon)m$ items.

Let the subset sum instances be $\xi_1, \xi_2, \ldots, \xi_N$ and the target for each $\xi_i$ be $t_i$. If the solution to any of the subset sum instances is Yes, the original $k$-SAT problem admits a solution. We denote by $\xi_i^+$ a set of operations that adds the items of $\xi_i$ to the dynamic problem and by $\xi_i^-$ a set of operations that removes the items of $\xi_i$ from the dynamic problem. In addition, let $\xi_i^q$ be a query operation that asks if we can build a sum of $t_i$ using the elements of the dynamic problem at the time of the query operation. Then we consider the following sequence of operations for the dynamic subset sum problem which has a combination of insertion and deletion, and query operations:

$$\xi_1^+, \xi_2^+, \xi_1^-, \xi_2^-, \ldots, \xi_N^+, \xi_N^-$$

Since $t_i$ for each instance is bounded by $t_{\max} = 2^{(1+2\epsilon)m}$ and each instance has at most $f(\epsilon, k)m = O(\log t_{\max})$ elements, using the fully dynamic subset sum algorithm, we can find out if the solution to any of the subset sum instance is Yes in time $O(Nt_{\max}^{1-\epsilon'}) = O(t_{\max}^{c+1-\epsilon'})$. This implies that the original subset sum problem on $m'$ variables can be solved in time $O(t_{\max}^{c+1-\epsilon'}) = O(2\log t_{\max}(c+1-\epsilon'))$. Since

$$m' = m + \log N - \epsilon m$$

$$= m(1-\epsilon) + c \log t_{\max}$$

$$= (1-\epsilon) \frac{\log t_{\max}}{1+2\epsilon} + c \log t_{\max}$$

$$= \log t_{\max} \frac{c+1-\epsilon}{1+2\epsilon}$$

$$\geq \log t_{\max} (c+1-3\epsilon)$$

$$= \log t_{\max} (c+1-\epsilon')$$

this contradicts SETH for large enough $k$. □
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A Fully Dynamic Bounded 3-Sum and Beyond

In the fully dynamic bounded 3-sum problem, we have three sets $A$, $B$, and $C$ which are initially empty. These sets will contain numbers with values in range $[0, r_{\text{max}}]$, where $r_{\text{max}}$ is an upper bound explicitly given to the algorithm in advance. At each point in time, one of the following operations arrives:

- Insert a number with value $w \in [0, r_{\text{max}}]$ into $A$, $B$, or $C$.
- Delete an existing number with value $w \in [0, r_{\text{max}}]$ from $A$, $B$, or $C$.
- Report whether three numbers $(a, b, c) \in A \times B \times C$ exist so that $a + b = c$.

We assume for simplicity that a number which already exists in a set will never be added to that set again and that each deletion operation is valid in the sense that the number to be deleted is previously added to the corresponding set. We give a fully dynamic algorithm for bounded 3-sum with amortized processing time $\tilde{O}(\min \{\text{ops}, r_{\text{max}}^{0.5}\})$ in Theorem A.1. We also extend our solution to the bounded $k$-sum problem, in which there are $k$ sets $A_1, A_2, \ldots, A_k$ and we wish to determine if there exists a tuple $(a_1, a_2, \ldots, a_k)$ such that $a_1 + a_2 + \ldots + a_{k-1} = a_k$ and $a_i \in A_i$. Next, in Lemma A.3 we show a reduction from any instance of bounded $k$-sum with range $r_{\text{max}}$ to an instance of subset sum such that $t_{\text{max}} = O(k(r_{\text{max}}))$.

We start by presenting a fully dynamic algorithm for bounded 3-sum with sublinear amortized processing time. In our algorithm, we keep an auxiliary dataset which we refresh after every $\sqrt{r_{\text{max}}}$ operations. We call such an event a milestone. We also maintain a list $R$ which is a pile of operations which have come after the most recent computation of the auxiliary dataset. Therefore the size of $R$ never exceeds $\sqrt{r_{\text{max}}}$. We also maintain a number $\text{cnt}$ throughout the algorithm such that at every point in time, $\text{cnt}$ counts the number of tuples $(a, b, c)$ such that $a \in A, b \in B, c \in C$ and $a + b = c$. The ultimate goal is to update the value of $\text{cnt}$ after each operation so that we can answer query operations based on whether $\text{cnt} > 0$ or not. In the beginning, and also after every $\sqrt{r_{\text{max}}}$ operations, we compute the auxiliary dataset. More precisely, we compute

$$\{A, B, -C, A + B, A - C, B - C\}.$$ 

where $A + B$ (or $A - B$) is a set containing $a + b$ (or $a - b$) for every pair of elements $(a, b) \in A \times B$. Similarly, $-C$ contains the negation of each number in $C$.

Note that we treat each of the above data as a non binary vector over range $[-2r_{\text{max}}, 2r_{\text{max}}]$ where every element specifies in how many ways a specific number can be made. For instance $A + B$ is a vector over range $[-2r_{\text{max}}, 2r_{\text{max}}]$ and index $i$ counts the number of pairs $(a, b)$ such that $a \in A$ and $b \in B$ and $a + b = i$. It follows that each of the vectors can be computed in time $O(r_{\text{max}} \log r_{\text{max}})$ using polynomial multiplication. Each time we compute the auxiliary dataset, we also start over with a new pile $R$ with no operations in it. Moreover, after the computation of the auxiliary dataset, we also compute $\text{cnt}$ using polynomial multiplication in time $O(r_{\text{max}} \log r_{\text{max}})$. The only exception is the first time we make the auxiliary dataset in which case we know $\text{cnt}$ is equal to 0 and we do not spend any time on computing it.

The auxiliary dataset remains intact until we recompute it from scratch but as new operations are added into $R$, we need to update $\text{cnt}$. To update $\text{cnt}$ after an insertion operation or a deletion operation, we need to compute the number of triples that affect $\text{cnt}$ and contain the newly added (or deleted) number. To explain the idea, let us assume that a number $w$ is added into $A$. There are four types of triples $(w, b, c)$ that can potentially affect $\text{cnt}$: (Keep in mind that $b$ and $c$ may refer to some numbers that previously existed in the sets but were removed at some point.)
Algorithm 3: Fully Dynamic Bounded 3-Sum

\( O(\min\{\text{oprs}, r_{\text{max}}^{0.5} \log r_{\text{max}}\}) \) amortized processing time

**Input:** The maximum weight threshold \( r_{\text{max}} \), a sequence of \( \text{oprs} \) operations of either (1) addition of an item \( w_j \) to \( \{A, B, C\} \), (2) deletion of an item \( w_j \) from \( \{A, B, C\} \), or (3) query whether there exists triple \((a, b, c) \in A \times B \times C\) so that \( a + b = c \).

1. \( \text{cnt} \leftarrow 0; \)
2. \( R \leftarrow \emptyset; \)
3. \( A, B, C, (A + B), (A - C), (B - C) \leftarrow \emptyset; \)
4. for \( j \in [\text{oprs}] \) do
   5. if operation \( j \) is a query then
      6. Answer Yes if \( \text{cnt} > 0 \) and No otherwise;
      7. continue;
   8. end
   9. if \( j \geq i \cdot \sqrt{r_{\text{max}}} \) then
      10. Apply the new modifications in pile \( R \) to \( A, B, \) and \( C; \)
      11. Recompute \((A + B), (A - C), (B - C);\)
      12. \( R \leftarrow \emptyset; \)
   13. end
   14. if operation \( j \) is an addition to \( X \) then
      15. \( R \leftarrow R \cup (+, X, w_j); \)
      16. \( \text{cnt} \leftarrow \text{cnt} + \text{CountTriples}(w_j, Y + Z, Y, Z, R); \) // \( \{Y, Z\} \leftarrow \{A, B, -C\} \setminus \{X\} \)
   17. end
   18. if operation \( j \) is a deletion from \( X \) then
      19. \( R \leftarrow R \cup (-, X, w_j); \)
      20. \( \text{cnt} \leftarrow \text{cnt} - \text{CountTriples}(w_j, Y + Z, Y, Z, R); \)
   21. end
22. end

- Both \( b \) and \( c \) have arrived before the last milestone and thus they are incorporated in it. The number of such pairs is \( (B - C)_{w}. \)
- \( b \) is added or deleted after the last milestone, but \( c \) has come before the last milestone. In this case, we iterate over all new modifications to \( B \), which their count is bounded by \( |R| \). For each of them we look up \(-C)_{w-b} \) to verify if there is a triple containing \( w \) and \( b \).
- In this case, \( b \) refers to an operation prior to the last milestone and \( c \) refers to an operation after the last milestone. This case is similar to the previous case and we just iterate over new modifications to \( C \).
- In this case, both \( b \) and \( c \) refer to operations after the last milestone. The number of such pairs can also be computed in time \( O(|R|) \) since by fixing \( b \), we just search to verify if \( c = w + b \) exists in the new set of operations.

Depending on whether or not an operation adds a number or removes a number, we may incorporate the number of tuples into \( \text{cnt} \) positively or negatively. However, since all the above counts are available in time \( O(|R|) \), we can update \( \text{cnt} \) in time \( O(|R|) \).
Theorem A.1. There is an algorithm for fully dynamic bounded 3-sum whose amortized processing time is bounded by $O(\min \{ \text{oprs}, r_{\max}^{0.5} \log r_{\max} \})$.

Proof. We consider two cases separately. If $\text{oprs} < \sqrt{r_{\max}}$, then the only time we make the auxiliary dataset is in the beginning of the algorithm and since there are no operations at that point, this only takes time $O(1)$. From then on, every operation takes time $O(|R|)$ to be processed and since $|R| \leq \text{oprs}$, then the processing time would be bounded by $O(\sqrt{r_{\max}})$.

If $\text{oprs} \geq \sqrt{r_{\max}}$ then we compute the auxiliary dataset $O(\text{oprs}/\sqrt{r_{\max}})$ times and since each computation takes time $O(r_{\max} \log r_{\max})$, the overall runtime would be bounded by $O(\text{oprs}^2 \sqrt{r_{\max}} \log r_{\max})$. Moreover, processing each operation takes time $O(|R|) = O(\sqrt{r_{\max}})$. Thus, per operation the processing time is bounded by $O(\sqrt{r_{\max}} \log r_{\max})$. \hfill \qed

A.1 Extending the Algorithm to Bounded $k$-sum

The fully dynamic bounded $k$-sum problem is a generalization of fully dynamic bounded 3-sum in which instead of three sets we have $k$ sets denoted by $\mathcal{A} = \{A_1, A_2, \ldots, A_k\}$. Note that we use negative values for the numbers in $A_k$ since in the fully dynamic bounded $k$-sum problem we aim to find a tuple $(a_1, a_2, \ldots, a_k) \in \prod_{i \in [k]} A_i$ such that $a_1 + \ldots + a_{k-1} - a_k = 0$.

We denote by $\mathcal{A}_S$ the subset of $\mathcal{A}$ restricted to a subset $S \subseteq [k]$ of indices from 1 to $k$. In particular, $\mathcal{A}_{\{k\}} = -A_k$ where $-A_k$ contains the negative value $-w$ for each number of value $w \in A_k$ ($w \in [0, r_{\max}]$). Again we are given a threshold $r_{\max}$ on the value of numbers, and the operations are similar to fully dynamic bounded 3-sum. In each operation we either add or delete a number with value in range $[0, r_{\max}]$ to/from one of $A_i$'s, or answer a query of the following format:

- Does a tuple $(a_1, a_2, \ldots, a_k) \in \prod_{i \in [k]} A_i$ exist such that $a_1 + \ldots + a_{k-1} - a_k = 0$?

\footnote{Recall that we defined an analogous condition for triples in bounded 3-sum using a slightly different format $a + b = c$, which is equivalent to $a + b - c = 0$. Thus, negating the value of each number in $A_k$ resolves the asymmetries between $A_k$ and other $A_i$'s.}

Algorithm 4: CountTriples($w_j, Y + Z, Y, Z, R$)
Counting the number of triples $(w_j, y, z) \in \{w_j\} \times Y \times Z$ so that $w_j + y + z = 0$.

| Input: The weight $w_j$ of the item to be added/deleted, a set $Y + Z$ containing $y + z$ for every pair $(y, z) \in Y \times Z$, and a pile of new modifications $R$. |
|---|
| 1 triples $\leftarrow (Y + Z)(-w_j)$; |
| 2 for every operation $(+, Y, y)$ in $R$ do |
| 3 \hspace{1em} triples $\leftarrow$ triples $+$ $Z(-w_j-y) - \left\{|(-, Z, -w_j-y) \in R\} + \{|(+, Z, -w_j-y) \in R\}$; |
| 4 end |
| 5 for every operation $(-, Y, y)$ in $R$ do |
| 6 \hspace{1em} triples $\leftarrow$ triples $-$ $Z(-w_j-y) + \{|(-, Z, -w_j-y) \in R\}$; |
| 7 end |
| 8 for every operation $(+, Z, z)$ in $R$ do |
| 9 \hspace{1em} triples $\leftarrow$ triples $+$ $Y(-w_j-z) - \{|(-, Y, -w_j-z) \in R\}$; |
| 10 end |
| 11 for every operation $(-, Z, z)$ in $R$ do |
| 12 \hspace{1em} triples $\leftarrow$ triples $-$ $Y(-w_j-z)$; |
| 13 end |
| 14 return triples; |


Our algorithm for fully dynamic bounded $k$-sum is similar to our algorithm for fully dynamic at a high-level. However, instead of keeping track of 6 sequences in the auxiliary dataset, we keep track of $2^k - 2$ sequences. Moreover, each sequence in the auxiliary dataset is ranged over $[-kr_{\text{max}}, kr_{\text{max}}]$. Also, we refresh the auxiliary dataset every $r_{\text{max}}^{1/(k-1)}$ operations.

In what follows, we study the dependence of the amortized processing time of fully dynamic bounded $k$-sum on $k$. We utilize the fully dynamic algorithm for bounded 3-sum and extend it to compute $O(2^k)$ sets $A_S$ for each subset $S \subseteq [k]$ — corresponding to each subset of $A$ — from scratch at each milestone. For a subset $S = \{i_1, i_2, \ldots, i_{|S|}\} \subseteq [k]$, $A_S$ is defined as the set of the total values $W(\vec{a})$ of every tuple $\vec{a} = (a_{i_1}, a_{i_2}, \ldots, a_{i_{|S|}}) \in \prod_{z \in S} A_z$, i.e.,

$$A_S = \left\{ W(\vec{a}) = \sum_{z \in S} a_z \mid \vec{a} = (a_{i_1}, a_{i_2}, \ldots, a_{i_{|S|}}) \in \prod_{z \in S} A_z \land W(\vec{a}) \in [-r_{\text{max}}, r_{\text{max}}]\right\}.$$  

It is straightforward to compute $A_S$ for every $S \subseteq [k]$ in $\tilde{O}(q^k \cdot k^2 \cdot r_{\text{max}})$ time using polynomial multiplication. Given $A_S$ for each subset $S \subseteq [k]$ and the pile of new modifications $R$ since the last milestone, we update cnt after each operation by counting the number of valid tuples $(a_1, a_2, \ldots, a_k) \in \prod_{z \in [k]} A_z$ so that $a_1 + \ldots + a_{k-1} - a_k = 0$, and $a_i = w_j$ if the current operation adds (or deletes) a number of value $w_j$ to (from) $A_i$.

We iterate over each $O(2^{k-1})$ types of tuples after each modification. Each $a_z (\forall z \in [k] \setminus \{i\})$ either existed before the last milestone and is not removed, or is added to $A_z$ since the last milestone. We specify each type of tuples by a subset $S' \subseteq [k] \setminus \{i\}$. For the special case of $S' = [k] \setminus \{i\}$, in which we do not use the new numbers since the last milestone, we simply lookup $-w_j$, or $w_j$ if $i = k$, in a precomputed set $A_{[k]\setminus\{i\}}$. For any other type, specified by a subset $S' \subset [k] \setminus \{i\}$, we lookup the number of the tuples in $A_{S'}$ for all $O(|R|^{k-2})$ possible combinations of newly added numbers from at most $k-2$ sets. Depending on whether the current operation is addition or deletion, we add or subtract the number of valid tuples to/from cnt. If $\text{oprs} < r_{\text{max}}^{1/(k-1)}$, we never create the auxiliary dataset and the running time per operation is bounded by $O(|R|^{k-2}) = O(\text{oprs}^{k-2})$. Otherwise, the total running time of the algorithm per operation is equal to $\tilde{O}(r_{\text{max}}^{(k-2)/(k-1)})$.

**Theorem A.2.** There is an algorithm for fully dynamic bounded $k$-sum whose amortized processing time is bounded by $\tilde{O}(\text{min}\{\text{oprs}^{k-2}, r_{\text{max}}^{(k-2)/(k-1)}\})$.

### A.2 A Reduction from Bounded $k$-sum to Subset Sum

Any instance $K$ of (fully) dynamic bounded $k$-sum with weight threshold $r_{\text{max}}$ can be converted to an equivalent (fully) dynamic subset sum instance $\mathcal{I}$ in a way that the answer of each query is unchanged and we have target threshold $t_{\text{max}} = O(k^{k+2} \cdot r_{\text{max}})$. To create the subset sum instance $\mathcal{I}$, we process the operations of $K$ one by one. We add an item with weight $f(k, i) \cdot r_{\text{max}} + w$ to $\mathcal{I}$ upon the arrival of a new number in $A_i$ with value $w$ if $i < k$ and $f(k, k) \cdot r_{\text{max}} - w$ if $i = k$. In the rest of this section, we construct function $f(k, i)$ and show that $\sum_{i \in [k]} f(k, i) = O(k^{k+2})$. Similarly, we remove the respective item if we have a deletion operation from some $A_i$. We further show that if we query the weight $f^Q(k) = \sum_{i} f(k, i) \cdot r_{\text{max}}$ in the subset sum instance $\mathcal{I}$ instead of each bounded $k$-sum query in $K$, we end up with the same response. We carefully choose the value of $f(k, i)$ for every $i \in [k]$ so that any possible subset that adds up to $f^Q(k)$ includes exactly one item from each $A_i$. Thus, any bounded $k$-sum instance is reduced to an equivalent subset sum instance.

**Theorem A.3.** Given a (fully) dynamic bounded $k$-sum instance with weight threshold $r_{\text{max}}$, there is a (fully) dynamic subset sum instance with the same number of items and target threshold $t_{\text{max}} \leq O(k^{k+2} \cdot r_{\text{max}})$ that preserves the query results.
Proof. It is true that if the bounded $k$-sum query result is positive, we correctly identify it since
\[
\sum_{i \in [k-1]} (f(k, i) \cdot r_{\text{max}} + a_i) + f(k, k) \cdot r_{\text{max}} - a_k = (a_1 + \ldots + a_{k-1} - a_k) + f^Q(k).
\]

By querying the target $f^Q(k)$ in the subset sum instance $I$, we find out whether there is a tuple $(a_1, a_2, \ldots, a_k) \in \prod_{i \in [k]} A_i$ so that $a_1 + \ldots + a_{k-1} - a_k = 0$. We also need to show that no subset of items in $I$ adds up to $f^Q(k)$ unless it contains exactly one item from every $A_i$. To achieve this, we set $f(k, i) = c + k^i$ for a large enough value $c \geq k^{k+1}$. We observe that any subset containing $k + 1$ items has a weight of at least
\[
c(k + 1)r_{\text{max}} = (kc + c)r_{\text{max}} \geq (kc + k^{k+1})r_{\text{max}} > (\sum_{i \in [k]} (c + k^i))r_{\text{max}} = \sum_{i \in [k]} f(k, i)r_{\text{max}} = f^Q(k).
\]

Additionally, any subset containing at most $k - 1$ items has a weight of at most
\[(k - 1)(c + k^k + 1)r_{\text{max}} \leq (k - 1)(c + c/k + 1)r_{\text{max}} = (kc - c/k + k - 1)r_{\text{max}} < kr_{\text{max}} < f^Q(k),
\]

where we used the inequality $k^k \leq c/k$ according to the definition of $c$. Thus, any subset in $I$ adding up to $f^Q(k)$ has exactly $k$ items. Now assume that this subset contains two items from set $A_k$. The total weight of this subset must be at least $(ck + 2k^k)r_{\text{max}}$. However,
\[
f^Q(k) = \sum_{i} f(k, i) \cdot r_{\text{max}} = (ck + k^k + \sum_{i<k} k^i)r_{\text{max}} < (ck + 2k^k)r_{\text{max}}.
\]

Hence, if there is a subset of $k$ items in $I$ that contains at least two items from $A_k$, its total weight is strictly larger than $f^Q(k)$. Using the same argument we can show any subset of $I$ that adds up to $f^Q(k)$ contains exactly one item from each $A_i$. This completes the reduction from any (fully) dynamic bounded $k$-sum instance with weight threshold $r_{\text{max}}$ to a (fully) dynamic subset sum instance with the following target threshold if we set $c = k^{k+1}$.
\[
t_{\text{max}} = f^Q(k) = \sum_{i} f(k, i) \cdot r_{\text{max}} = (ck + \sum_{i<k} k^i) \cdot r_{\text{max}} < (k^{k+2} + k^{k+1})r_{\text{max}} = O(k^{k+2} \cdot r_{\text{max}}).
\]

□