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Abstract

We propose a novel method for gradient-based optimization of black-box simulators using differentiable local surrogate models. In fields such as physics and engineering, many processes are modeled with non-differentiable simulators with intractable likelihoods. Optimization of these simulators is particularly challenging, especially when the simulator is stochastic. To address such cases, we introduce the use of deep generative models to iteratively approximate the simulator in local neighborhoods of the parameter space. We demonstrate that these local surrogates can be used to approximate the gradient of the simulator, and thus enable gradient-based optimization of simulator parameters. In cases where the dependence of the simulator on the parameter space is constrained to a low dimensional submanifold, we observe that our method attains minima faster than all baseline methods, including Bayesian optimization, numerical optimization, and REINFORCE driven approaches.

1. Introduction

Simulator optimization aims to determine the parameters that lead to the “best” performance of a simulated system or device as defined through an objective function and potentially a set of constraints. Thus a typical simulator optimization problem is defined as

$$\arg \min_{\psi} f(\psi), \text{ such that } h(\psi) = 0, \ g(\psi) \leq 0,$$

where $f$ is an objective with parameters $\psi \in \mathbb{R}^n$, and $h$ and $g$ are equality and inequality constraints respectively. In some domains, this is referred to as design optimization.

In this work, we focus on a stochastic unconstrained variant of the above formulation wherein the objective function is expressed as an expected value of a cost or objective function $f(\psi) = \mathbb{E}_{p(y; \psi)}[R(y)]$. The objective function $R$ is a function of the random variables $y \sim p(y; \psi)$ with a density that is parameterized by the simulator parameters $\psi$. We also focus on the setting in which the cost of running the simulator is high, and thus aim to minimize the number of simulator calls needed for optimization. Such stochastic simulator optimization occurs in an array of scientific and engineering domains, especially in cases of simulation-based optimization relying on Monte Carlo techniques.

Several methods exist for such optimization, depending on the availability of gradients for the objective function (for a recent review see (Lei et al., 2017)). While gradient-based optimization has been demonstrated to work well for differentiable objective functions (Hu et al., 2019; Chang et al., 2016; de Avila Belbute-Peres et al., 2018; Degrave et al., 2017), non-differentiable objective functions occur frequently in practice, e.g., where one aims to optimize the parameters of a system characterized by a Monte Carlo simulator that may only produce data samples from an intractable likelihood (Cranmer et al., 2019). In such cases, genetic algorithms (Bhaskar, 2001; Banzhaf et al., 1998), Bayesian optimization (Rasmussen, 2006), or numerical differentiation (Svanberg, 1987) are frequently employed. More recently, stochastic gradient estimators such as the REINFORCE algorithm (Williams, 1992) have been employed to estimate the gradient of non-differentiable functions (Stulp & Sigaud, 2013; Chen et al., 2016) and subsequently perform gradient descent based optimization.

In order to utilize the strengths of gradient-based optimization while avoiding the high variance often observed with stochastic gradient estimators like REINFORCE, our ap-
proach employs deep generative models as differentiable surrogate models to approximate non-differentiable simulators (Figure 1). Using these surrogates, we show that we can both approximate the stochastic behavior of the simulator and enable the direct gradient-based optimization of an objective function by parameterizing the surrogate model with the relevant parameters of the simulator. In high dimensional parameter spaces, training such surrogates over the complete parameter space becomes computationally expensive. Our technique, which we name local generative surrogate optimization (L-GSO), addresses this by using successive local neighborhoods of the parameter space to train surrogates at each step of parameter optimization. Our method works especially well when the parameters, which are seemingly high dimensional, live on a lower dimensional submanifold, as seen in practice in a variety of settings (Hoos & Leyton-Brown, 2014).

L-GSO relies primarily on two assumptions: (a) that the objective function is continuous and differentiable, and (b) that the parameters ψ are continuous variables. The first assumption may be relaxed by incorporating the objective into the surrogate. The second assumption may be relaxed in the case of discrete random variables by using discrete relaxation methods (Balog et al., 2017; Maddison et al., 2017), although this may inject bias into the surrogate.

In Section 2 we describe the local generative surrogate optimization algorithm. We cover related work in Section 3. In Section 4 we evaluate L-GSO on a set of toy problems and compare it with frequently used baseline methods including numerical differentiation, Bayesian optimization, and REINFORCE-based approaches. We also present results of a realistic use case in the high-energy physics domain. Section 5 presents our conclusions.

2. Method

2.1. Problem Statement

We target an optimization formulation applicable in domains where a simulator characterized by parameters ψ takes stochastic inputs x ∼ q(x) and produces outputs (observations) y ∼ p(y|x; ψ). For example in the case of designing the shape of an experimental device, x may represent random inputs to an experimental apparatus, ψ defines the shape of the apparatus, and p(y|x; ψ) encodes the impact of the apparatus on the input to produce observations y. A task-specific objective function R(y) encodes the quality of observations and may be optimized over the parameters ψ of the observed distribution as

\[ ψ^* = \arg \min_ψ \mathbb{E}[R(y)] \]

\[ = \arg \min_ψ \int R(y)p(y|x; ψ)q(x)dxdy. \]  (1)

In cases when a simulator F can only draw samples from the distributions p(y|x; ψ) the optimization problem can be approximated as

\[ ψ^* = \arg \min_ψ \frac{1}{N} \sum_{i=1}^N R(F(x_i; ψ)) , \]  (2)

where \( y_i = F(x_i; ψ) ∼ p(y|x; ψ) \), \( x_i ∼ q(x) \) and a Monte Carlo approximation to the expected value of the objective function is computed using samples drawn from the simulator. Note that F represents a stochastic process, which may itself depend on latent random variables.

2.2. Deep Generative Models as Differentiable Surrogates

Given a non-differentiable simulator F, direct gradient-based optimization of Eq. 1 is not possible unless one uses typically high variance stochastic gradient estimators such as REINFORCE. Instead, we propose to approximate F with a learned differentiable surrogate model \( \tilde{y} = S_θ(z, x; ψ) \) that approximates \( F(x; ψ) \), where \( z ∼ p(z) \) is a latent variable accounting for the stochastic variation of the distribution \( p(y|x; ψ) \). When the samples \( \tilde{y} \) are differentiable with respect to \( ψ \), direct optimization of Eq. 1 becomes possible using the surrogate gradient estimator:

\[ \nabla_ψ \mathbb{E}[R(y)] ≈ \frac{1}{N} \sum_{i=1}^N \nabla_ψ R(S_θ(z_i, x_i; ψ)) . \]  (3)

To obtain a differentiable surrogate capable of modeling a stochastic process, S is learned with a deep generative model. Such generative model learning can be done independently of the simulator optimization in Eq. 2 as it only requires samples from the simulator to learn the simulated stochastic process. Once learned, the generative surrogate can produce differentiable samples that are used to approximate the integration for the expected value of the objective function. Several types of generative models could be used, including generative adversarial networks (GANs) (Goodfellow et al., 2014), variational autoencoders (Kingma & Welling, 2013; Rezende et al., 2014), or flow based models (Rezende & Mohamed, 2015). In this paper we present results obtained using conditional variants of two recently proposed generative models, Cramer GAN (Bellemare et al., 2017) and the FFJORD continuous flow model (Grathwohl et al., 2018a), to show the independence of L-GSO from the choice of generative model.

2.3. Local Generative Surrogates

The L-GSO optimization algorithm is summarized in Algorithm 1. Using a sample of values for \( ψ \) and input samples
of \(x\), a set of training samples for the surrogate are created from the simulator \(F\). The surrogate training step 8 refers to the standard training procedures for the chosen generative model (additional details about model architectures and training hyperparameters are given in Appendix A). The learned surrogate is used to estimate the gradient of the objective function with backpropagation through the computed expectation of Eq. 3 with respect to \(\psi\). Subsequently \(\psi\) is updated with a gradient descent procedure which we denote as SGD (stochastic gradient descent) in the algorithm. Due to the use of SGD, an inherently noisy optimization algorithm, the surrogate does not need to be trained until convergence but only sufficiently well to provide gradients correlated with the true gradient that produce useful SGD updates. The level of correlation of the gradients will control the speed of convergence of the method.

For high-dimensional \(\psi\), a large number of parameter values \(\psi\) must be sampled to accurately train a single surrogate model to provide sufficiently well estimated gradients over the full parameter space that may be explored by gradient-based optimization. Thus optimization using a single upper-triangular of the surrogate model over all \(\psi\) becomes unfeasible. As such, we utilize a trust-region like approach (Sorensen, 1982) to train a surrogate model locally in the proximity of the current parameter value \(\psi\). Thus we sample new \(\psi'\) around the current point \(\psi\) from the set \(U_{\epsilon}^\psi = \{\psi' | |\psi' - \psi| \leq \epsilon\}\). Using this local model, a gradient at the current point \(\psi\) can be obtained and a step of SGD performed. After each SGD update of the parameters \(\psi\), a new local surrogate is trained. As a result, we do not expect domain shift to impact L-GSO as it is retrained at each new parameter point.

In local optimization there are several hyperparameters that require tuning either prior to or dynamically during optimization. One must choose the sampling algorithm for \(\psi\) values in the region \(U_{\epsilon}^\psi\) in step 3 of Algorithm 1. In high-dimensional space, uniform sampling is inefficient, thus we have adopted the Latin Hypercubes algorithm (Iman et al., 1980). One must also choose a proximity hyperparameter \(\epsilon\), that controls the size of the region of \(\psi_i\) in which a set of \(\psi\) values is chosen to train a local surrogate. This hyperparameter is similar to the step size used in numerical differentiation, affecting the speed of convergence as well as the overall behaviour of the optimization algorithm; if \(\epsilon\) is too large or too small the algorithm may diverge. In this paper we report experimental results with this hyperparameter tuned based on a grid search.

**Algorithm 1: Local Generative Surrogate Optimization (L-GSO) procedure**

**Require:** number N of \(\psi\), number M of \(x\) for surrogate training, number K of \(x\) for \(\psi\) optimization step, trust region \(U_{\epsilon}\), size of the neighborhood \(\epsilon\), Euclidean distance \(d\)

1: Choose initial parameter \(\psi\)
2: while \(\psi\) has not converged do
3: Sample \(\psi_i\) in the region \(U_{\epsilon}^\psi\), \(i = 1, \ldots, N\)
4: For each \(\psi_i\), sample inputs \(\{x_j^i\}_{j=1}^M \sim q(x)\)
5: Sample \(M \times N\) training examples from simulator \(y_{ij} = F(x_j^i; \psi_i)\)
6: Store \(y_{ij}, x_j^i, \psi_i\) in history \(H\)
7: Extract all \(y_i, x_i, \psi_i\) from history \(H\), if \(d(\psi, \psi_i) < \epsilon\)
8: Train generative surrogate model \(S_\theta(z_i, x_i; \psi_i)\), where \(z_i \sim \mathcal{N}(0, 1)\)
9: Fix weights of the surrogate model \(\theta\)
10: Sample \(y_k = S_\theta(z_k, x_k; \psi)\), \(z_k \sim \mathcal{N}(0, 1)\), \(x_k \sim q(x)\), \(k = 1, \ldots, K\)
11: \(\nabla \psi \mathbb{E}[\mathcal{R}(\hat{y})] + \frac{1}{K} \sum_{k=1}^{K} \frac{\partial \mathbb{E}[\mathcal{R}(z_k, x_k; \psi)]}{\partial \psi}\)
12: \(\psi \leftarrow \text{SGD}(\psi, \nabla \psi \mathbb{E}[\mathcal{R}(\hat{y})])\)
13: end while

The number of \(\psi\) values sampled in the neighborhood is another key hyperparameter. We expect the optimal value to be highly correlated with the dimensionality and complexity of the problem. In our experiments, we examine the quality of gradient estimates as a function of the number of points used for training the local surrogate. We observe that it is sufficient to sample \(O(D)\) samples in the neighbourhood of \(\psi\), where \(D\) is the full parameter space dimensionality of \(\psi\). In this case, our approach is observed to be competitive with the numerical optimization and REINFORCE approaches, which similarly expect \(O(D)\) samples for performing a gradient step (Stulp & Sigaud, 2013; Svanberg, 1987). However, in cases where the components of \(\psi\) relevant for the optimization lie on a manifold of dimensionality lower than \(D\), i.e., intrinsic dimensionality \(d\) is smaller than \(D\), we observe that L-GSO requires less than \(D\) samples for producing a reasonable gradient step, thus leading to the faster convergence of L-GSO than other methods.

Previously sampled data points can also be stored in history and later reused in our local optimization procedure (Algorithm 1). This provides additional training points for the surrogate as the optimization progresses. This results in a better surrogate model and, consequently, better gradient estimation. The ability of L-GSO to reuse previous samples is a crucial point to reduce the overall number of calls.
to the simulator. This procedure was observed to aid both FFJORD and GAN models to attain the minimum faster and to prevent the optimization from diverging once the minimum has been attained.

The benefit of our approach, in comparison with numerical gradient estimation, is that a deep generative surrogate can learn more complex approximations of the objective function than a linear approximation, which can be beneficial to obtain gradients for surfaces with high curvature. In addition, our method allows a reduction of the number of function calls by reusing previously sampled points. Utilizing generative neural networks as surrogates also provides potential benefits such as Hessian estimation, that may be used for second-order optimization algorithms and/or uncertainty estimation, and possible automatic determination of a low-dimensional parameter manifold.

3. Related Work

Our work lives at the intersection of simulator optimization and likelihood-free inference. In terms of simulator optimization, our approach can be compared to Bayesian optimization (BO) with Gaussian process based surrogates (Rasmussen, 2006) and numerical derivatives (Svanberg, 1987). In comparison with BO, our optimization approach makes use of gradients of the objective surface approximated using a surrogate, which can result in a faster and more robust convergence in multidimensional spaces with high curvature (see the Rosenbrock example in Figure 3c). Importantly, our approach does not require covariance matrix inversion which costs $O(n^3)$ where $n$ is a number of observations, thus making it impractical to compute in high dimensional spaces. To make BO scalable, authors often make structural assumptions on the function that may not hold generally. For example, references (Wang et al., 2013; Djolonga et al., 2013; Garnett et al., 2014; Zhang et al., 2019), assume a low-dimensional linear subspace that can be decomposed in subsets of dimensions. In addition, BO may require the construction of new kernels (Gorbatch et al., 2017), such as (Oh et al., 2018) which proposes a cylindrical kernel that penalizes close to boundary points in the search space. Our approach does not make structural assumptions of the parameter manifold or assumptions on the locality of the optimum. While our approach does not require the design of a task-specific kernel, it does require the selection of a surrogate model structure.

In connection with likelihood-free inference, one aim is to estimate the parameters of a generative process with neither a defined nor tractable likelihood. A major theme of this work is posterior or likelihood density estimation (Papamakarios et al., 2018; Lueckmann et al., 2018; Greenberg et al., 2019). Our work is similar in its use of sequentially trained generative models for density estimation, but unlike this work we focus on optimizing any user-defined function, and not specifically a likelihood or posterior, and the sequential training of generative models is used to enable gradient estimation rather than updating a posterior. Other recent examples of work that address this problem include (Louppe et al., 2017; Grathwohl et al., 2018b; Ruiz et al., 2019). While the first reference discusses non-differentiable simulators, it targets tuning simulator parameters to match a data sample and not the optimization of a user-defined objective function $R$.

Non-differentiable function optimization using REINFORCE stochastic gradient estimators is explored in Grathwohl et al. (2018b); Ruiz et al. (2019). These approaches are applicable to our setting and we provide comparison in our experiment. Instead of employing the simulator within the computation of high variance REINFORCE gradients, our approach builds a surrogate simulator approximation to estimate gradients.

Deep generative models approaches to optimization problems have been explored in (Gupta & Zou, 2019; Brookes et al., 2019). These approaches focus on posterior inference of the parameters given observations, whereas we focus on direct gradient based objective optimization. In addition, these algorithms assume that it is not costly to sample from the simulator to perform posterior estimation, while sampling from the simulator is considered to be the most computationally expensive step to be minimized in our approach. In addition, (Gómez-Bombarelli et al., 2018) use generative models to learn a latent space where optimization in performed, rather than direct optimization over the parameter space of a surrogate forward model as in our approach.

The success of our optimization procedure on high dimensional spaces with low dimensional submanifolds is consistent with findings on the approximation quality of deep networks and how they adapt to the intrinsic dimension of the data (Suzuki & Nitanda, 2019; Nakada & Imaizumi, 2019; Schmidt-Hieber, 2019). These results provide bounds on approximation quality that reduce with small intrinsic dimension. Although these results are restricted to specific function classes, they are suggestive of the benefits of deep generative modeling over submanifolds that we empirically observe for optimization.

4. Experiments

We evaluate our methods on five toy experiments in terms of the attained optima and the speed of convergence. The speed of convergence is measured in the number of simulator calls, as it is assumed that this is the most time consuming operation during the optimization. The toy experiments were chosen to explore low and high dimensional
optimization problems, as well as those with parameters on submanifolds. We also present results in a real physics experiment optimization.

4.1. Toy Problems

Three Hump Problem In 2-dimensional probabilistic three hump problem we aim to find $\psi$ that optimizes the following probabilistic process:

$$\psi^* = \arg \min_{\psi} \mathbb{E}[\mathcal{R}(y)] = \mathbb{E}[\sigma(y - 10) - \sigma(y)], \text{ s.t.}$$

$$y \sim \mathcal{N}(y; \mu_i, 1), \ i \in \{1, 2\}$$

$$\mu_i \sim \mathcal{N}(x_i h(\psi), 1), \ P(i = 1) = \frac{\psi_1}{\|\psi\|_2} = 1 - P(i = 2)$$

$$x_1 \sim \mathcal{U}[-2, 0], \ x_2 \sim \mathcal{U}[2, 5],$$

$$h(\psi) = 2\psi_1^2 - 1.05\psi_1^3 + 6\psi_1\psi_2 + \psi_2^2$$

(4)

Rosenbrock Problem In the N-dimensional Rosenbrock problem we aim to find $\psi$ that optimizes the following probabilistic process:

$$\psi^* = \arg \min_{\psi} \mathbb{E}[\mathcal{R}(y)] = \arg \min_{\psi} \mathbb{E}[y], \text{ s.t.}$$

$$y \sim \mathcal{N}\left(y; \sum_{i=1}^{n-1} \left[\left(\psi_i - \psi_{i+1}\right)^2 + (1 - \psi_i)^2\right] + x, 1\right),$$

$$x \sim \mathcal{N}(x; \mu, 1), \ \mu \sim \mathcal{U}[-10, 10]$$

(5)

Submanifold Rosenbrock Problem To address problems where the parameters lie on a low dimension submanifold, we define the Submanifold Rosenbrock problem, with a mixing matrix $A$ to project the parameters onto a submanifold\(^3\). In our experiments $\psi \in \mathbb{R}^{100}$ and $A \in \mathbb{R}^{10 \times 100}$ has full rank. Prior knowledge of $A$ or the submanifold dimension is not used in the surrogate training. The optimization problem is thus defined as:

$$\psi^* = \arg \min_{\psi} \mathbb{E}[\mathcal{R}(y)] = \arg \min_{\psi} \mathbb{E}[y], \text{ s.t.}$$

$$y \sim \mathcal{N}\left(y; \sum_{i=1}^{n-1} \left[\left(\psi_i - \psi_{i+1}\right)^2 + (1 - \psi_i)^2\right] + x, 1\right),$$

$$\psi' = A \cdot (\psi[\text{mask}]), \ x \sim \mathcal{N}(x; \mu, 1), \ \mu \sim \mathcal{U}[-10, 10]$$

(6)

Nonlinear Submanifold Hump Problem This experiment explores non-linear submanifold embeddings of the parameters $\psi$. The embedding is through $\psi = B \tan(\mathcal{A} \psi)$, where $\psi \in \mathbb{R}^{40}$, $A \in \mathbb{R}^{16 \times 40}$, $B \in \mathbb{R}^{2 \times 16}$, with $A$ and $B$ generated with the same procedure of in a previous problem.\(^3\) The intrinsic dimension of the parameter space is equal to two in this example. The embedded parameters $\hat{\psi}$ are then used in place of $\psi$ in the three hump problem define in section 4.1. We use this example to additionally explore the number of parameter points needed per surrogate training for effective optimization on a submanifold.

Neural Network Weights Optimization Problem In this problem, we optimize neural network weights for regressing the Boston House Prices dataset (Harrison & Rubinfeld, 1978). As discussed by Li et al. (2018), neural networks are often overparameterized, thus having a smaller intrinsic dimensions than the full parameter space dimension. In this experiment we explore the optimization capability of L-GSO over the number of parameter space points needed per surrogate training, and, indirectly, measure bound on intrinsic dimensionality of the problem. The problem is defined as:

$$\psi^* = \arg \min_{\psi} \mathbb{E}[\mathcal{R}(y)] = \arg \min_{\psi} \sqrt{\frac{1}{N} \sum_{i=1}^{N} (y - y_{\text{true}})^2},$$

where $y = \mathcal{N}(\psi, x), x \sim \{x_i\}_{i=1}^{506}$

(7)

Baselines We compare L-GSO to several baselines: Bayesian optimization using Gaussian processes with cylindrical kernels (Oh et al., 2018), which we denote “BOCK”, numerical differentiation with gradient descent (referred to as numerical optimization), guided evolutionary strategies (Maheshwaranathan et al., 2018), and the

\(^3\)The orthogonal mixing matrix $A$ is generated via a QR-decomposition of a random matrix sampled from the normal distribution.
REINFORCE-based “Learning To Simulate” method proposed in Ruiz et al. (2019), which we denote “LTS”, and the “Backpropagation through the Void” method by Grathwohl et al. (2018b), which we denote “Void”. The latter two baselines have recently been proposed for black-box optimization problems similar to ours. In cases where it is possible to compute true gradients of the objective function, we also present them as calculated by Pyro (Bingham et al., 2018).

Our primary metrics for comparison are the value of the objective function obtained from the optimization, and the number of simulator function calls needed to find a minimum. The latter metric assumes that the simulator calls are driving the computation time of the optimization. We tuned the hyper-parameters of all the baselines for their best performance.

**Results** As an illustrative example of L-GSO, we show the optimization path in $\psi$ space for three hump problem in Figure 2. We also show gradient vector fields of the true model and of the GAN surrogate estimation at random $\psi$ points during optimization, showing the successful non-linear approximation of the gradients by the surrogate. Visually, the true and the surrogate gradients closely match each other inside the surrogate training neighborhood (black rectangle). For an animated visualization of the optimization refer to the link in Figure 2.

For all experiments we rerun L-GSO on the same task five times with different random seeds. The variance is reported as bands in Figures 3 and 4.

The objective value as a function of the number of simulator calls for several experiments is presented in Figure 3. In all three experiments L-GSO outperforms REINFORCE based algorithms in speed of convergence by approximately an order of magnitude in number of simulator calls. Additionally, in all three experiments L-GSO attains the same optima as other converged methods and the speed of convergence is comparable to numerical optimization. In Figure 3a, Bayesian optimization converges faster than all other methods, which is not surprising in such a low dimensional problem. Conversely, in Figure 3b Bayesian optimization struggles to find the optimum due to the high curvature of the objective function, whereas the convergence speed of L-GSO is on par with numerical optimization. In general, L-GSO has several advantages over Bayesian optimization: (a) it is able to perform optimization without specification of the search space, i.e., $\psi \in \mathbb{R}^p$, (b) the algorithm is embarrassingly parallelizable, though it should be noted that BO parallelization is an active area of research (Wang et al., 2016).

For completeness, in Table 1 we present difference between surrogate and true gradients (bias) as well as gradient variance for the Rosenbrock problem. The bias is calculated as: $\text{GradDiff} = \left\| \frac{\nabla \psi_{\text{true}}}{\| \nabla \psi_{\text{true}} \|_2} - \frac{\nabla \psi_{\text{surr}}}{\| \nabla \psi_{\text{surr}} \|_2} \right\|_2^2$, where $\nabla \psi_{\text{true}}$ is a gradient from our toy simulator and $\nabla \psi_{\text{surr}}$ is a gradient from the surrogate. We define the variance of the gradient as follows: for the current value of $\psi$ during optimization, we run our surrogate $n$ times and obtain gradients for $\psi_1, \ldots, \psi_n$, and calculate the variance for each dimension in $\psi$. Thus we obtain a vector $\text{Var}(\psi) = (\text{Var}(\psi^0), \ldots, \text{Var}(\psi^p))$. The norm of this vector is an estimator of gradient variance. We notice that the variance of the gradients of L-GSO is significantly smaller while the bias is comparable to that of REINFORCE based methods.

While L-GSO is comparable with baseline methods in the aforementioned experiments, we can observe the benefits of L-GSO in problems with parameter submanifolds, i.e., the Submanifold Rosenbrock, Nonlinear Submanifold Hump Problem and Neural Network Weights Optimization problems where the relevant $\psi$ parameters live on a latent low-dimensional manifold. No prior knowledge of the submanifold is used in the training and we treat all the dimensions of $\psi$ equally for all algorithms. The objective value as a function of the number of simulator calls can be seen in Figures 3c and 4 where we observe that L-GSO outperforms all baseline methods. We also observe that Bayesian Optimization was frequently not able to converge on such problems. Additionally, in all experiments, numerical optimization and/or BOCK outperform the REINFORCE-based approaches under consideration.

Figure 4 compares L-GSO implementations trained with differing numbers of parameter space points used per surrogate training. In the submanifold problems, L-GSO converges fastest with far fewer parameter points than the full dimension of the parameter space. This indicates that L-GSO is able to learn about the latent manifold of the data, rather than needing to fully sample the volume around a current parameter point. Leveraging the conditional generative network, the algorithm learns the correlations between different dimensions of $\psi$ and is also able to inter-

| Model | Gradient bias | Gradient variance |
|-------|--------------|------------------|
| LTS [(Ruiz et al., 2019)] | 0.84 ± 0.01 | 38 ± 13 |
| Void [Grathwohl et al., 2018b)] | 1.21 ± 0.02 | 319 ± 51 |
| Numerical differentiation | 0.56 ± 0.01 | 0.60 ± 0.01 |
| L-GSO (FFJORD surrogate) | 0.98 ± 0.03 | 0.001 ± 0.001 |
| L-GSO (GAN surrogate) | 1.06 ± 0.05 | 0.08 ± 0.01 |
Figure 4. The objective function value on the toy problems for baselines and our method for different number of samples per epochs. (a) Nonlinear Submanifold Three Hump problem, $\psi \in \mathbb{R}^{40}$. (b) Neural Network Weights Optimization problem , $\psi \in \mathbb{R}^{91}$.

4.2. Physics Experiment Example

We apply the L-GSO algorithm to optimize the parameters of a apparatus in a physics experiment setting that utilizes the physics simulation software GEANT4 (Agostinelli et al., 2003) and FairRoot (Al-Turany et al., 2012). In this example, muon particles pass through a multi-stage steel magnet system, as seen in Figure 5. The muons are bent by the magnetic field and simultaneously experience stochastic scattering as they pass through the steel which causes random variations in their trajectories. The coordinates perpendicular to incoming direction (the z-axis in Figure 5) when muons leave the magnet volume are recorded if they pass through the sensitive area of a detection apparatus. As muons are unwanted in the experiment, the objective is to minimize number of muons recorded by the detection apparatus by varying the geometry of the magnet.

The problem can be defined as follows: the inputs $x$ correspond to the physical properties of the incoming muons, namely the momentum ($P$), the azimuthal angle with respect to the incoming axis ($\phi$), the polar angle with respect to the incoming axis ($\theta$), the charge $Q$, and $x$-$y$-$z$ coordinate $C$. The observed output $y$ is the muon coordinates on the plane transverse to the incoming $z$-axis as measured by the detection apparatus. The parameter $\psi \in \mathbb{R}^{12}$ represents the geometry of the magnet. The magnet is constructed from six trapezoidal shapes with gaps each of which is described by seven parameters, as presented in Figure 5. The objective function we employ to penalize muons hitting the
The $x$-$z$ axes and $y$-$z$ axes profiles of the magnet system being optimized (the post optimization shape is shown). Animation of optimization process is available at https://doi.org/10.6084/m9.figshare.11778684.v1.

Figure 6. Optimization of the high energy physics example. (Top) objective function value during optimization. (Bottom) $\psi$ Sub-sample of six parameters values during optimization.

The detection apparatus is

$$R(y; \alpha) = \sum_{i=1}^{N} \mathbb{I}_{Q_i=+1} \sqrt{(\alpha_1 - (y_i + \alpha_2))/\alpha_1}$$

$$+ \mathbb{I}_{Q_i=-1} \sqrt{(\alpha_1 + (y_i - \alpha_2))/\alpha_1}, \quad (8)$$

where $\mathbb{I}$ is the indicator function, and $\alpha_1 = 5.6$ m and $\alpha_2 = 3$ m define the detector sensitive region.

Results of the optimization using L-GSO with a Cramer GAN (Bellemare et al., 2017) as the deep surrogate are presented in Figure 6. L-GSO is successfully able to drive the objective function towards an optimum. A previous optimization of this magnet system was performed using Bayesian Optimization with Gaussian processes with RBF kernels (Baranov et al., 2017). The distributions of muons in the detection apparatus obtained by L-GSO is compared with BO optimization in Figure 7. The newly found optima has an objective function value approximately 25% smaller in comparison to the BO solution, while using approximately the same budget of $O(5,000)$ simulator calls. The L-GSO configuration is shorter and has lower mass than the BO solution, which can lead to both improved efficacy of the experiment and significant cost reduction.

5. Conclusions

We propose a novel approach for the optimization of stochastic non-differentiable simulators. Our proposed algorithm is based on deep generative surrogates, such as GANs or flow models, successively trained in local neighborhoods of parameter space during parameter optimization. We compare this against REINFORCE based baselines (Ruiz et al., 2019; Grathwohl et al., 2018b) as well as numerical differentiation and Bayesian optimization with Gaussian processes (Oh et al., 2018). Our method, L-GSO, is generally comparable to baselines in terms of speed of convergence, but is observed to excel in performance where simulator parameters lie on a latent low-dimensional submanifold of the whole parameter space. L-GSO is parallelizable, and has a range of advantages including low variance of gradient estimates, scalability to high dimensions, and applicability for optimization on high curvature objective function surfaces. We performed experiments on a range of toy problems and a real high-energy physics simulator. Our results improved on previous optimizations obtained with Bayesian optimization, thus showing the successful optimization of a complex stochastic system with a user-defined objective function.

For future work, it is of interest to investigate strategies of adaptive selection of the number of samples per iteration step as well as the size of the local sampling neighbourhood, and automatic determination of relevant parameter subspaces. It is also intriguing to explore performance and limitations of our approach from the perspective of higher-order optimization, since differentiable surrogates allow us to estimate derivatives of any order. Another interesting direction is to investigate the applications to uncertainty quantification over the obtained parameters.
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Supplementary Material

A. Surrogates Implementation Details

A.1. GAN Implementation

For the training of the GANs we have used conditional generative network, with three hidden layers of size 100 and conditional discriminative network with two hidden layers of size 100. For all the hidden layers except the last one we have used $tanh$ activation. For the last hidden layer $leaky_{relu}$ was used. The conditioning is performed via concatenating the input noise $z$ with input parameters $\psi$. The learning rate and batch size is set to 0.0008 and 512 correspondingly. We have used the idea from the (Smith et al., 2017) to adjust the learning rate and a batch size for optimal training speed and performance. We have used Adam optimizer for both discriminator and generator with $\beta_1 = 0.5, \beta_2 = 0.999$. We have trained GAN only for 15 epochs for all the experiments. The number of discriminator updates per one generator update is $n_d = 5$. In case of the Cramer GAN (Bellemare et al., 2017) we have used gradient penalty with $\lambda = 10$, discriminator output size equal to 256 and the number of discriminator updates $n_d$ is set to 1.

A.2. FFJORD Implementation

Training procedure and architecture of FFJORD model (Grathwohl et al., 2018a) were fixed for all experiments. We have used two hidden layers with 32 neurons each. The learning rate and batch size are set to $10^{-3}$ and 262144 respectively. It was trained with SWATS optimizer (Keskar & Socher, 2017) until convergence, i.e. until log-likelihood is no longer improves for more than 200 epochs. For all hidden layers $tanh$ was used as nonlinearity, batch normalization lag were set to $10^3$ and fixed_adam were used as ODE solver. Usage of adaptive ODE solver and/or more elaborate choice of architecture probably could improve performance of the algorithm, but, firstly, it is out of the scope of our work, and, secondly, we were aiming to show that even without tuning for specific problem algorithm could shows performance comparable with recent works.

Original version of FFJORD does not have a support of conditional input. To address this issue we rewrote one of the base layers that were used in FFJORD library. We have added additional two-layers network with hidden dimensionality equal 8 that takes as an input conditional information and injects it in base layer output as an additive bias term.

A.3. Monitoring quality of the surrogate

During optimization we are constantly monitoring various statistics between samples from simulator and surrogate. The example of such statistics is presented in Fig 8. This is done to ensure that the surrogate learn a meaningful approximation of the simulator on each iteration of optimization and if this is not the case, the user can further tune the model.

B. Optimization Implementation Details

Throughout all the experiments Adam (Kingma & Ba, 2014) optimizer with default hyperparameters and learning rate equal $10^{-1}$ was used to perform update of the $\psi$ parameters.

Latin Hypercube sampling window of size $\epsilon = 0.2$ was used for the “Rosenbrock”, “Submanifold Rosenbrock”, “Nonlinear Submanifold Hump”, and “Neural Network Weights Optimization” problems, $\epsilon = 0.5$ was used for “Three Hump” problem.

B.1. Procedure For Mixing Matrix Generation

10-dimensional mixing matrix $A$ could be generated with the following Python code:

```python
import numpy as np
def generate_orthogonal(in_dim, out_dim, seed=1337):
    assert in_dim > out_dim
    mixing_covar, _ =
    np.linalg.qr(np.random.randn(in_dim, out_dim))
    return mixing_covar
```
B.2. Procedure For Initialization of Neural Network
For Boston Regression Problem
Neural network for Boston regression problem initialized as a two-layer network with tanh-nonlinearity with pre-defined weights, using PyTorch.

```python
import torch
from torch import nn

def make_boston_net():
    torch.manual_seed(1337)
    net = nn.Sequential(
        nn.Linear(13, 6),
        nn.Tanh(),
        nn.Linear(6, 1)
    )
    initial_weights = torch.tensor([0.0215, 0.0763, 0.0879, 0.0102, 0.095, 0.0508, 0.088, 0.101, 0.0782, 0.0684, 0.0658, 0.0509, 0.0207, 0.0618, 0.0756, 0.00784, 0.0968, 0.0685, 0.0113, 0.0745, 0.00154, 0.0772, 0.0472, 0.000906, 0.0723, 0.0779, 0.0594, 0.0785, 0.0918, 0.0634, 0.0853, 0.105, 0.0407, 0.0789, 0.0035, 0.0581, 0.0375, 0.0632, 0.0669, 0.00293, 0.0901, 0.0208, 0.0388, 0.0893, 0.00104, 0.0598, 0.0745, 0.08, 0.0283, 0.0106, 0.0371, 0.0667, 0.0331, 0.0356, 0.0661, 0.0554, 0.084, 0.0398, 0.00286, 0.0281, 0.0246, 0.0208, 0.0358, 0.033, 0.0421, 0.0505, 0.00544, 0.0269, 0.00527, 0.0569, 0.00538, 0.0786, 0.102, 0.0452, 0.0444, 0.105, 0.0765, 0.0689, 0.0249, 0.0933, 0.037, 0.0762, 0.0882, 0.0505, 0.0688, 0.0666, 0.101, 0.0857, 0.0488, 0.0303, 22.5328])
    net[0].weight.data = initial_weights[:6 * 13].view(6, 13).detach().clone().float()
    net[0].bias.data = initial_weights[6 * 13: 6 * 13 + 6].view(6).detach().clone().float()
    net[2].weight.data = initial_weights[6 * 13 + 6: 6 * 13 + 6 + 6].view(1, 6).detach().clone().float()
    net[2].bias.data = initial_weights[6 * 13 + 6 + 6: 6 * 13 + 6 + 6 + 1].view(1).detach().clone().float()
    net.requires_grad_(False)
    return net
```

B.3. Numerical Derivatives
To obtain numerical derivatives of $R$ we are using central difference scheme:

$$f_{ψi} \approx \left( \overline{R}(ψ_1, \ldots, ψ_i + ϵ, \ldots, ψ_p) - \overline{R}(ψ_1, \ldots, ψ_i - ϵ, \ldots, ψ_p) \right) / 2ϵ,$$

(9)

Where, $\overline{R} = \frac{1}{N} \sum_{i=1}^{N} R(F(z_i, x_i; ψ))$, $x_i \sim p(X)$, $z_i \sim p(Z)$.

For all experiments we set $ϵ = 0.1$. We cannot use small $ϵ$ due to the stochastic nature of $\overline{R}$ (see appendix C, where we compare results with different values of $ϵ$).

C. Grid Search of Optimal Parameters

C.1. Grid Search Hyperparameters For L-GSO
We have optimized crucial hyperparameters of L-GSO, such as learning rate, size of the sampling neighbourhood $ϵ$ and the number of samples of $ψ$ in this neighbourhood with grid search. The grid search for Three hump and Rosenbrock problem is presented in Figure 9a, 9b. As it can be seen, for both problems best quality is obtained when number of samples is approximately equal to the dimensionality of the problem and when learning rate is close to 0.1. We found that learning rate 0.1 is optimal for all the toy problems under consideration. Thus, we have fixed it to be 0.1 for other grid search experiments. In the Figure 10a, 10b we present the grid search for 100 dimensional Degenerate Rosenbrock problem for number of samples per iteration and size of the neighbourhood. We found that L-GSO is very sensitive to the size of the neighbourhood $ϵ$, whereas surprisingly robust to the number of samples, as it is seen in Figure 10a.

Figure 9. Grid search of learning rate and number of samples for L-GSO. Color represents final quality for Three hump problem (Left) and for Rosenbrock problem (Right).

C.2. Grid Search Hyperparameters For Numerical Differentiation
We performed grid search over the order of numerical scheme $n$ and step size $h$ for numerical optimization for all four toy problems. As an example, the results for the
D. Details of the Physics Problem

Mathematically, formulation is as follows:

\[ X = \{ P, \phi, \theta, Q, C \}, X \in \mathbb{R}^7, \ y \sim \mathbb{R}^2 \]

where \( y \) is a simulator output representing hit coordinates in the sensitive detector. \( \psi \in \mathbb{R}^{42} \). \( X \) is sampled from empirical distribution \( H \) (histogram), produced upfront. To make our optimization comparable with previously applied BO optimization, during optimization we have been working with subsample of \( H \) of size of order of \( O(500,000) \) events, same as in case of BO application. The objective function value reported in the Figure 6 is calculated on this sample. To perform cross-validation of the obtained optima, we run physics simulation on the largest available sample, which does not contain samples from \( H \). We have also validated the BO optima on the same available sample. The comparison is presented in Table 2. Both BO and L-GSO have been compared on the simplified geometry of the experiment.

| Algorithm | objective value | Magnet length (m) | Magnet weight (kt) |
|-----------|----------------|-----------------|------------------|
| L-GSO     | ~ 2200         | 33.39           | 1.05             |
| BO        | ~ 3000         | 35.44           | 1.27             |
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(a) Final value if objective function $R$ of numerical differentiation for hump problem.

(b) Number of samples (calls to the simulator) needed by numerical differences to converge.

Figure 11.
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(a) Final value if objective function $R$ of numerical differentiation for 10-dim Rosenbrock problem.

| Value of $n$ | Value of $R$ |
|--------------|-------------|
| 3.0          | 4.59        |
| 5.0          | 2.52        |
| 7.0          | 0.82        |
| 9.0          | 0.26        |

(b) Number of samples (calls of the simulator) needed by numerical differentiation to converge.

| Value of $n$ | Value of Samples |
|--------------|------------------|
| 3.0          | 100260           |
| 5.0          | 109900           |
| 7.0          | 99720            |
| 9.0          | 85960            |

Figure 12.
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(a) Final value if objective function $\mathcal{R}$ of numerical differentiation for 100-dim Degenerate Rosenbrock problem.

(b) Number of samples (calls of the simulator) needed by numerical differentiation to converge.

Figure 13.