Predicting News Values from Headline Text and Emotions
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Abstract

We present a preliminary study on predicting news values from headline text and emotions. We perform a multivariate analysis on a dataset manually annotated with news values and emotions, discovering interesting correlations among them. We then train two competitive machine learning models – an SVM and a CNN – to predict news values from headline text and emotions as features. We find that, while both models yield a satisfactory performance, some news values are more difficult to detect than others, while some profit more from including emotion information.

1 Introduction

News values may be considered as a system of criteria applied to decide about the inclusion or exclusion of material (Palmer, 2000) and about the aspects of the selected material that should be emphasized by means of headlines. In fact, the informative value of headlines lays its foundations in their capability of optimizing the relevance of their stories for their users (Dor, 2003). To the intent of being optimizers of the news relevance, headlines carry out a set of different functions while meeting two needs: attracting users’ attention and summarizing contents (Ifantidou, 2009). In order to attract users’ attention, headlines should provide the triggers for the emotional impact of the news, accounting emotional aspects related to the participants of the event or to the actions performed (Ungerer, 1997). As far as the summarization of contents is concerned, headlines may be distinguished on the basis of two main goals: headlines that represent the abstract of the main event and headlines that promote one of the details in the news story (Bell, 1991; Nir, 1993). Furthermore, Iarovici and Amel (1989) recognize two simultaneous functions: “a semantic function, regarding the referential text, and a pragmatic function, regarding the reader (the receiver) to whom the text is addressed.”

In this work we present a preliminary study on predicting news values from headline text and emotions. The study is driven by two research questions: (1) what are the relations among news values conveyed by headlines and the human emotions triggered by them, and (2) to what extent can a machine learning classifier successfully identify the news values conveyed by headlines, using merely text or text and triggered emotions as input? To this end, we manually annotated an existing dataset of headlines and emotions with news values. To answer the first question, we carried out a multivariate analysis, and discovered interesting correlations among news values and emotions. To answer our second research question, we trained two competitive machine learning models – a support vector machine (SVM) and a convolutional neural network (CNN) – to predict news values from headline text and emotions. Results indicate that, while both models yield a satisfactory performance, some news values are more difficult to detect, some profit from including emotion information, and CNN performs better than SVM on this task.

2 Related work

Despite the fact that news values has been widely investigated in Social Science and journalism studies, not much attention has been paid to its automatic classification by the NLP community. In fact, even if news value classification may be applied in several user-oriented applications, e.g., news recommendation systems, and web search engines, few scholars (De Nies et al., 2012; Piotrkowicz et al., 2017) have been focused on this particular topic. Related to our work is the work on predicting
emotions in news articles and headlines, which has been investigated from different perspectives and by means of different techniques. Strapparava and Mihalcea (2008) describe an experiment devoted to analyze emotion in news headlines, focusing on six basic emotions and proposing knowledge-based and corpus-based approaches. Kozareva et al. (2007) extract part of speech (POS) from headlines in order to create different bag of words pairs with six emotions and compute for each pair the Mutual Information Score. Balahur et al. (2013) test the relative suitability of various sentiment dictionaries in order to separate positive or negative opinion from good or bad news. Ye et al. (2012) deal with the prediction of emotions in news from readers’ perspective, based on a multi-label classification. Another strand of research more generally related to our work is short text classification. Short text classification is technically challenging due to the sparsity of features. Most work in this area has focused on classification of microblog messages (Sriram et al., 2010; Dilrukshi et al., 2013; Go et al., 2009; Chen et al., 2011).

3 Dataset

As a starting point, we adopt the dataset proposed for the SemEval-2007 Task 14 (Strapparava and Mihalcea, 2007). The dataset consists of 1250 headlines extracted from major newspapers such as New York Times, CNN, BBC News, and Google News. Each headline has been manually annotated for valence and six emotions (Anger, Disgust, Fear, Joy, Sadness, and Surprise) on a scale from 0 to 100. In this work, we use only the emotion labels, and not the valence labels.

News values. On top of the emotion annotations, we added an additional layer of news value labels. Our starting point for the annotation was the news values classification scheme proposed by Harcup and O’Neill (2016). This study proposes a set of fifteen values, corresponding to a set of requirements that news stories have to satisfy to be selected for publishing. For the annotation, we decided to omit two news values whose annotation necessitates contextual information: “Audio-visuals”, which signals the presence of infographics accompanying the news text, and “News organization’s agenda”, which refers to stories related to the news organization’s own agenda. This resulted in a set of 13 news value labels.

| News value | IAA $\kappa$ | IAA F1 $\kappa$ | F1 IAA (adj) | Support |
|------------|--------------|----------------|--------------|---------|
| Bad news   | 0.47         | 0.526          | 0.72         | 0.744   | 85     |
| Celebrity  | 0.51         | 0.545          | 0.74         | 0.761   | 82     |
| Conflict   | 0.19         | 0.245          | 0.52         | 0.564   | 86     |
| Drama      | 0.25         | 0.383          | 0.58         | 0.663   | 178    |
| Entertainment | 0.53     | 0.684          | 0.76         | 0.843   | 351    |
| Follow-up  | 0.10         | 0.129          | 0.43         | 0.451   | 29     |
| Good news  | 0.23         | 0.268          | 0.54         | 0.563   | 65     |
| Magnitude  | 0.08         | 0.121          | 0.34         | 0.371   | 45     |
| Shareability | 0.05     | 0.101          | 0.29         | 0.335   | 130    |
| Surprise   | 0.06         | 0.102          | 0.38         | 0.409   | 43     |
| Power elite| 0.36         | 0.472          | 0.66         | 0.718   | 166    |

Table 1: Original and adjudicated interannotator agreement (Cohen’s $\kappa$ and F1-macro scores) and counts for each news value (agreement scores averaged over three annotator pairs and four annotator groups; moderate/substantial $\kappa$ agreement shown in bold).

Annotation task. We asked four annotators to independently label the dataset. The annotators were provided short guidelines and a description of the news values. We first ran a calibration round on a set of 120 headlines. After calculating the inter-annotator agreement (IAA), we decided to run a second round of calibration, providing further information about some labels conceived as more ambiguous by the annotators (e.g., “Bad news” vs. “Drama” vs. “Conflict” and “Celebrity” vs. “Power elite”). For the final annotation round, we arranged the annotators into four distinct groups of three, so that each headline would be annotated by three annotators. The annotation was done on 798 headlines using 13 labels. Annotation analysis revealed that two of these labels “Exclusivity” and “Relevance”, have been used in a marginal number of cases so we decide to omit these labels from the final dataset.

Table 1 show the Cohen’s $\kappa$ and F1-macro IAA agreement scores for the 11 news value labels. We observe a moderate agreement of $\kappa \geq 0.4$ (Landis and Koch, 1977) only for the “Bad news”, “Celebrity”, and “Entertainment” news values, suggesting that recognizing news values from headlines is a difficult task even for humans. To obtain the final dataset, we adjudicated the annotations of the three annotators by a majority vote. The adjudicated IAA is moderate/substantial, except for “Magnitude”, “Shareability”, and “Surprise”.

Factor analysis. As a preliminary investigation of the relations among news values and emotions in
headlines, we carry out a multivariate data analysis using factor analysis (FA) (Hair et al., 1998). The main goal of FA is to measure the presence of underlying constructs, i.e., factors, which in our case represent the correlation among emotions and news values, and their factor loading magnitudes. The use of FA is justified here because (1) we deal with cardinal (news values) and ordinal (emotions) variables and (2) the data exhibits a substantial degree of multicollinearity. We applied varimax, an orthogonal factor rotation used to obtain a simplified factor structure that maximizes the variance. We then inspected the eigenvalue scree plot and chose to use seven factors whose values were larger than 1 as to reduce the number of variables without losing relevant information. To visualize the factor structure and relations among news values and emotions, we performed a hierarchical cluster analysis, using complete linkage with one minus Pearson’s correlation coefficient as the distance measure.

Fig. 1 shows the resulting dendrogram. We can identify three groups of news values and emotions. The first group contains the negative emotions related to “Conflict” and “Bad news”, and the rather distant “Power elite”. The second group contains only news values, namely “Drama”, “Celebrity”, and “Follow up”. The last group is formed by two positive emotions, joy and surprise, which are the kernels of two sub-groups: joy is related to “Good news”, “Shareability” and, to a lesser extent, to “Magnitude”, while surprise emotions relates to “Entertainment” and “Surprise” news values.

4 Models

We consider two classification algorithms in this study: a support vector machine (SVM) and the CNN. The two algorithms are known for their efficiency in text classification tasks (Joachims, 1998; Kim, 2014; Severyn and Moschitti, 2015). We frame the problem of news values classification as a multilabel task, and train one binary classifier for each news value, using headlines labeled with that news value as positive instances and all other as negative instances.

Features. We use the same feature sets for both SVM and CNN. As textual features, we use the pre-trained Google News word embeddings, obtained by training the skip-gram model with negative sampling (Mikolov et al., 2013). For emotion features, we used the six ground-truth emotion labels from the SemEval-2007 dataset, standardized to zero mean and unit variance.

SVM. An SVM (Cortes and Vapnik, 1995) is a powerful discriminative model trained to maximize the separation margin between instances of two classes in feature space. We follow the common practice of assuming additive compositionality of the word embeddings and represent each headline as one 300-dimensional vector by averaging the individual word embeddings of its constituent words, whereby we discard the words not present in the dictionary. Note that this representation is not sensitive to word order. We use the SVM implementation from scikit-learn (Pedregosa et al., 2011), which in turn is based on LIBSVM (Chang and Lin, 2011). To maximize the efficiency of the model, we use the RBF kernel and rely on nested 5×5-cross-validation for hyperparameter optimization, with $C \in \{1, 10, 100\}$ and $\gamma \in \{0.01, 0.1\}$.

CNN. A CNN (LeCun and Bengio, 1998) is a feed-forward neural network consisting of one or more convolutional layers, each consisting of a number of filters (parameter matrices). Convolutions between filters and slices of the input embedding matrix aim to capture informative local sequences (e.g., word 3-grams). Each convolutional layer is followed by a pooling layer, which retains only the largest convolutional scores from each filter. A CNN thus offers one important advantage over SVM, in that it can detect indicative word sequences – a capacity that might be crucial when classifying short texts such as news headlines.
Table 2: F1-scores of SVM and CNN news values classifiers using text (“T”) or text and emotions (“T+E”) as features. Best result for each news value are shown in bold. “∗∗∗” denotes a statistically significant difference between feature sets “T” and “T+E” for the same classifier, and “†” a statistically significant difference between SVM and CNN classifiers with the same features (p<0.05, two-tailed permutation test).

| News value     | SVM T  | SVM T+E | CNN T  | CNN T+E |
|----------------|--------|---------|--------|---------|
| Bad news       | 0.652  | 0.763†  | 0.778† | 0.848†  |
| Celebrity      | 0.553  | 0.534   | 0.496  | 0.526   |
| Conflict       | 0.526  | 0.487   | 0.654† | 0.659†  |
| Drama          | 0.636  | 0.637   | 0.668  | 0.681   |
| Entertainment  | 0.832  | 0.783†  | 0.803  | 0.841†  |
| Good news      | 0.414  | 0.513   | 0.509  | 0.578   |
| Magnitude      | 0.299  | 0.515†  | 0.438  | 0.507   |
| Power elite    | 0.596  | 0.570   | 0.695  | 0.700†  |
| Shareability   | 0.309  | 0.318   | 0.427† | 0.425†  |

In our experiments, we trained CNNs with a single convolutional and pooling layer. We used 64 filters, optimized filter size (3,4,5) using nested cross-validation, and performed top-k pooling with k = 2. For training, we used the RMSProp algorithm (Tieleman and Hinton, 2012).

In addition to the vanilla CNN model that uses only the textual representation of a headline, we experimented with a model that additionally uses emotion labels as features. For each headline, the emotion labels are concatenated to the latent CNN features (i.e., output of the top-k pooling layer) and fed to the output layer of the network. Let \( x^{(i)} \) be the latent CNN vector of the \( i \)-th headline text, and \( x^{E(i)} \) the corresponding vector of emotion labels. The output vector \( y^{(i)} \), a probability distribution over labels, is then computed as:

\[
y^{(i)} = \text{softmax}(W \cdot [x^{(i)}; x^{E(i)}] + b)
\]

where \( W \) and \( b \) are the weight matrix and the bias vector of the output layer.

5 Evaluation

Table 2 shows the F1-scores of the SVM and CNN news values classifiers, trained with textual features (“T”) or both textual and emotion features (“T+E”). We report the results for nine out of 11 news values from Table 1; the two omitted labels are “Follow-up” and “Surprise”, for which the number of instances was too low to successfully train the models. Models for the remaining nine news values were trained successfully and outperform a random baseline (the differences are significant at p<0.001; two-sided permutation test (Yeh, 2000)).

We can make three main observations. First, there is a considerable variance in performance across the news values: “Bad news” and “Entertainment” seems to be the easiest to predict, whereas “Shareability”, “Magnitude”, and “Celebrity” are more difficult. Secondly, by comparing “T” and “T+E” variants of the models, we observe that adding emotions as features improves leads to further improvements for the “Bad news” and “Entertainment” news values (differences are significant at p<0.05) for CNN, and for SVM also for “Magnitude”, but for other news values adding emotions did not improve the performance. This finding is aligned with the analysis from Fig. 1, where “Bad news” and “Entertainment” are the two news values that correlate the most with one of the emotions. Finally, by comparing between the two models, we note that CNN generally outperforms SVM: the difference is statistically significant for “Bad news”, “Conflict”, “Power elite”, “Shareability”, regardless of what features were used. This suggest that these news values might be identified by the presence of specific local word sequences.

6 Conclusions and Future Work

We described a preliminary study for predicting news values using headline text and emotions. A multivariate analysis revealed a three-way grouping of news values and emotions. Experiments with predicting news values revealed that both a support vector machine (SVM) and a convolutional neural network (CNN) can outperform a random baseline. The results further indicate that some news values are more easily detectable than others, that adding emotions as features helps for news values that are highly correlated with emotions, and that CNNs ability to detect local word sequences helps in this task, probably because of the brevity of headlines.

This works opens up a number of interesting research directions. One is to study the relation between the linguistic properties of headlines and news values. Another research direction is the comparison between headlines and full-text stories as features for news value prediction. It would also be interesting to analyze how news values correlate with properties of events described in text. We intend to pursue some of this work in the near future.
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