A $K$-rough path above the space-time fractional Brownian motion

Xia Chen$^1$ · Aurélien Deya$^2$ · Cheng Ouyang$^3$ · Samy Tindel$^4$

Received: 1 September 2020 / Revised: 3 November 2020 / Accepted: 19 November 2020 / Published online: 1 January 2021
© The Author(s), under exclusive licence to Springer Science+Business Media, LLC part of Springer Nature 2021

Abstract
We construct a $K$-rough path [along the terminology of Deya (Probab Theory Relat Fields 166:1–65, 2016)] above either a space-time or a spatial fractional Brownian motion, in any space dimension $d$. This allows us to provide an interpretation and a unique solution for the corresponding parabolic Anderson model, understood in the renormalized sense. We also consider the case of a spatial fractional noise.
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1 Introduction

The main objective of the analysis in this paper is to provide a wellposedness statement for the following parabolic Anderson model:

\[
\begin{aligned}
\partial_t u_t(x) &= \frac{1}{2} \Delta u_t(x) + u_t(x) \dot{W}_t(x), & t \in \mathbb{R}_+, \ x \in \mathbb{R}^d, \\
u_0 &= \Psi
\end{aligned}
\]  

(1.1)
in situations where \( \dot{W} \) corresponds to a space-time fractional noise of low regularity.

Formally, the covariance function of such a noise \( \dot{W} \) can be written as

\[
E[\dot{W}_t(x) \dot{W}_s(y)] = \gamma_0(t-s) \gamma(x-y),
\]

(1.2)

with \( \gamma_0 \) and \( \gamma \) the distributions, given in Fourier modes by

\[
\gamma_0(t) = c_{H_0} \int_{\mathbb{R}} e^{i\lambda t} \lambda^{1-2H_0} d\lambda \quad \text{and} \quad \gamma(x) = c_H \int_{\mathbb{R}^d} e^{i\xi \cdot x} \prod_{j=1}^d |\xi_j|^{1-2H_j} d\xi,
\]

(1.3)

where \( H \) denotes the vector \( (H_1, \ldots, H_d) \) and where \( c_{H_0}, c_H \) are the positive constants explicitly given by

\[
c_{H_0} = \left( \int_{\mathbb{R}^d} d\xi |e^{i\xi} - 1|^2 / |\xi|^{2H_1+1} \right)^{-1/2}, \quad c_H = \left( \prod_{i=1}^d \int_{\mathbb{R}} d\xi |e^{i\xi} - 1|^2 / |\xi|^{2H_i+1} \right)^{-1/2}.
\]

(1.4)

At this point, it should already be noted that a Skorohod interpretation and treatment of the model in the rough environment (1.2) has recently been carried out by one of the authors in [1], using a delicate analysis of intersection local times. We have then extended these considerations in [2], and therein provided sharp moment estimates on the Skorohod solution.

In contrast with the latter investigations, we here would like to study equation (1.1) along a Stratonovich (or pathwise) interpretation. The basic idea behind this approach can be roughly expressed in terms of approximation procedures. Namely, we first introduce a sequence \( \{\dot{W}^n; n \geq 1\} \) of smooth approximations of \( \dot{W} \), which can for instance be given by a mollifying procedure

\[
\dot{W}^n := \partial_{t_1} \partial_{x_1} \ldots \partial_{t_d} \partial_{x_d} W^n, \quad \text{where} \ W^n := \rho_n \ast W \quad \text{and} \quad \rho_n(s, x) := 2^{n(d+2)} \rho(2^n s, 2^n x),
\]

(1.5)

for some mollifier \( \rho : \mathbb{R}^{d+1} \to \mathbb{R} \) satisfying standard regularity assumptions. Then consider the sequence \( \{u^n; n \geq 1\} \) of classical solutions associated with \( \dot{W}^n \), that is \( u^n \) is the solution of

\[
\partial_t u^n_t(x) = \frac{1}{2} \Delta u^n_t(x) + u^n_t(x) \dot{W}_t^n(x), \quad t \in \mathbb{R}_+, \ x \in \mathbb{R}^d.
\]
understood in the classical Lebesgue sense. From here, we would like to define the Stratonovich solution of (1.1) as the limit of \( u^n \) as \( n \to \infty \). The whole question behind this definition is of course to determine under which conditions such a convergence can indeed be guaranteed.

As long as \( \dot{W} \) is not too irregular, this pathwise-type strategy can be successfully implemented through the so-called Young framework (see e.g. [7, Section 5]). If one then wants to extend the above considerations to more irregular noises, some sophisticated procedures based on higher-order expansions and renormalization tricks must be involved. The so-called theory of regularity structures, introduced by Hairer in [5], provides us with both a convenient setting and powerful tools to address this extension issue. In the sequel, we will thus rely on Hairer’s ideas to properly formulate and analyze the questions raised by equation (1.1) in a rough environment.

This approach was already used in a similar fractional setting by one of the authors (see [3,4]), so as to handle the one-dimensional non-linear heat model

\[
\partial_t u_t(x) = \frac{1}{2} \Delta u_t(x) + \sigma(x, u_t(x)) \dot{W}_t(x), \quad t \in [0, T], x \in \mathbb{R},
\]

where \( \sigma : \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) is a smooth bounded function with compact support in its first variable, and \( T \) is a small enough time. The latter assumptions clearly do not cover the model under consideration [i.e., Eq. (1.1)], and accordingly further work is required here.

An important novelty to tackle in this situation is the “non-compactness” of the perturbation term \( u \dot{W} \), as opposed to \( \sigma(\cdot, u) \dot{W} \) in (1.6) or to the torus framework that prevails in [5]. A natural idea to cope with this additional difficulty consists in the involvement of weighted topologies in the analysis. In the Young setting, such a weighted treatment of the model can be found in [7, Section 5]. The basis of the corresponding analysis for the rough situation have been laid by Hairer and Labbé in [6], with stochastic applications focusing on the white noise situation.

Through the subsequent investigations, we propose to extend the application of the formalism of [6] to the fractional situation, and thus provide a Stratonovich counterpart of the considerations of [1] regarding the Skorohod setting. In turn, the constructions below will be used as the starting point of the comparison procedure performed in [2, Section 4], and ultimately leading to new moment estimates for the solution of (1.1).

Let us now specify the range of Hurst indexes \( H_0, H_1, \ldots, H_d \), i.e. (morally) the range of regularities for \( \dot{W} \), covered by the analysis in this paper. We recall first that the above-mentioned Young treatment of the model can be considered as long as \( 2H_0 + H_1 + \cdots + H_d > d + 1 \) (see [7, Section 5] or [3, Section 5]). We here intend to focus on the next stage of the regularity-structure approach to the problem, which precisely corresponds to the condition

\[
d + \frac{2}{3} < 2H_0 + H \leq d + 1, \quad \text{where } H := \sum_{i=1}^{d} H_i.
\]
The reason behind the restriction $2H_0 + H > d + \frac{2}{3}$ will become clear through the developments of Sects. 2 and 3 (see also Remark 3.6 about possible extensions of the covering). Moreover, as we will observe it in the sequel, a drastic change of regime is to occur during the transition from the Young case to the “rough” case (1.7), with the involvement of a central second-order process above the fractional noise, the so-called $K$-Lévy area (see Definition 2.7). To some extent, and as suggested by our terminology, this change-of-regime phenomenon can be compared with the insight offered by the rough paths theory for the standard fractional differential equation

$$dY_t = \sigma(Y_t)dW_t,$$

(1.8)

where $W$ is a (standard) fractional Brownian motion of Hurst index $H \in (0, 1)$. Indeed, it is a well-known fact that, when studying (1.8), the transition from the Young case $H > \frac{1}{2}$ to the (first) rough case $\frac{1}{3} < H \leq \frac{1}{2}$ also involves the consideration of an additional (and crucial) Lévy-area term.

Note that in order to avoid a long presentation of the numerous objects at the core of the original theory of regularity structures (model spaces, structure groups, regularity structures,…), we will rely in the sequel on the more direct $K$-rough paths terminology introduced in [3].

The rest of the paper is organized as follows. In Sect. 2, we introduce the framework of the analysis, and then rephrase the general well-posedness criterion of [6] using the $K$-rough paths terminology (Theorem 2.11). Our main result, namely the existence of such a $K$-rough path above the fractional noise, is presented in Sect. 3, first in the space-time-noise situation (Sect. 3.1), then in the spatial-noise case (Sect. 3.2). These statements will lead us to the desired Stratonovich solution of equation (1.1) (Definitions 3.4 and 3.11). The details of the construction of the fractional $K$-rough path in the space-time situation, resp. the spatial situation, will be provided in Sect. 4, resp. Sect. 5. Finally, the “Appendix” section contains the proofs of two useful technical results.

2 Framework of the analysis

2.1 General notation

For the sake of clarity, let us start by specifying a few pieces of notation that will be used throughout the study.

First, note that two different kinds of Fourier transforms on $\mathbb{R}^{d+1}$ will be involved in the sequel. Namely for a function $f(t, x)$ on $\mathbb{R}^{d+1}$, the Fourier transform on the full space-time domain $\mathbb{R}^{d+1}$ is defined with the normalization

$$\mathcal{F} f(\eta, \xi) = \int_{\mathbb{R}^{d+1}} e^{-i(t\eta + \xi \cdot x)} f(t, x) dt dx,$$

(2.1)
The analysis will also rely, at some point, on the spatial Fourier transform $F^s$ given by

$$F^s f(t, \xi) = \int_{\mathbb{R}^d} e^{-i \xi \cdot x} f(t, x) dx. \quad (2.2)$$

Regarding the stochastic setting, we denote by $(\Omega, \mathcal{F}, \mathbb{P})$ the probability space related to $W$, with $\mathbb{E}$ for the related expected value. The heat kernel on $\mathbb{R}^d$ is denoted by $p_t(x)$, and recall that

$$p_t(x) = \frac{1}{(2\pi t)^{d/2}} \exp \left( -\frac{|x|^2}{2t} \right). \quad (2.3)$$

Also notice that the inner product of $a, b \in \mathbb{R}^d$ is written as $a \cdot b$ throughout the paper.

As mentioned in the introduction, we write $H$ for the vector of space Hurst parameters $(H_1, \ldots, H_d)$, and denote the sum of these parameters as

$$H = \sum_{j=1}^{d} H_j. \quad (2.4)$$

Following the convention in [5], the below considerations on the theory of regularity structures will occasionally appeal to the parabolic distance, defined for all $(s, x), (t, y) \in \mathbb{R}^{d+1}$ as

$$d_p((s, x), (t, y)) = \| (t, y) - (s, x) \|_2 := \max \left( \sqrt{|t - s|}, |y_1 - x_1|, \ldots, |y_d - x_d| \right). \quad (2.5)$$

Finally, we write $a \lesssim b$ to indicate that there exists an irrelevant constant $c$ such that $a \leq cb$.

### 2.2 Weighted Besov topologies and $K$-rough paths

Our purpose in this section is to give an as-compact-as-possible presentation of the regularity structures framework. As we mentioned above, the formalism is presented here in its weighted version (following [6]). Of course, we will only focus on its application to the dynamics under consideration, that is to the model

$$\begin{cases} 
\partial_t u = \frac{1}{2} \Delta u + u \chi, & t \in [0, T], \ x \in \mathbb{R}^d, \\
 u_0(x) = \psi(x),
\end{cases} \quad (2.6)$$

with $\chi$ a distribution of order $\alpha < 0$ to be specified (at this point, the equation is only formal anyway). This customization of the theory will lead us to the introduction of a fundamental object at the core of the machinery: the $K$-rough path (see Definition 2.7 below).
The weights considered in the sequel have to satisfy a growth assumption which is summarized in the following definition.

**Definition 2.1** A function \( w : \mathbb{R}^d \to [1, \infty) \) is a *weight on* \( \mathbb{R}^d \) if for every \( M > 0 \), there exist \( c_{1,M}, c_{2,M} > 0 \) such that for every \( x, y \in \mathbb{R}^d \) with \( |x - y| \leq M \), one has

\[
c_{1,M} \leq \frac{w(x)}{w(y)} \leq c_{2,M}.
\]

Given a weight \( w \in \mathbb{R}^d \), we will henceforth denote by \( L_w^\infty(\mathbb{R}^{d+1}) \) the space of functions defined by

\[
L_w^\infty(\mathbb{R}^{d+1}) = \left\{ f : \mathbb{R}^{d+1} \to \mathbb{R}; \text{ for all } T > 0, \sup_{(s,x) \in [-T,T] \times \mathbb{R}^d} \frac{|f_s(x)|}{w(x)} < \infty \right\}.
\]

(2.7)

We also write \( C^0_w(\mathbb{R}^{d+1}) \) for the set of continuous functions in \( L_w^\infty(\mathbb{R}^{d+1}) \).

Let us now turn to the definition of the (weighted) Besov-type spaces of distributions involved in Hairer’s theory. Consider first the case of a positive order \( \lambda \in (0, 1) \):

**Definition 2.2** Let \( w \) be a weight on \( \mathbb{R}^d \). For every \( \lambda \in (0, 1) \), we will say that a function \( \theta : \mathbb{R}^{d+1} \to \mathbb{R} \) belongs to \( C^\lambda_w(\mathbb{R}^{d+1}) \) if for every \( T > 0 \),

\[
\|\theta\|_{\lambda;T,w} := \sup_{(s,x) \in [-T,T] \times \mathbb{R}^d} \frac{\theta(s,x)}{w(x)} + \sup_{(s,x), (t,y) \in DT,2} \frac{|\theta(s,x) - \theta(t,y)|}{w(y)\|\|(s,x) - (t,y)\|_b^\lambda} < \infty,
\]

where we recall that the distance \( \| \cdot \|_b \) is defined in (2.5) and where the domain \( DT,2 \) is defined by

\[
DT,2 := \left\{ (s,x), (t,y) \in \mathbb{R}^{d+1} \times \mathbb{R}^{d+1}; s, t \in [-T, T], (s,x) \neq (t,y) \text{ and } \|\|(s,x) - (t,y)\|_b \leq 2 \right\}.
\]

(2.8)

In order to define spaces of negative orders, we first need to recall the following notation for a scaling operator. Namely for all \( \delta > 0 \), \( (s,x), (t,y) \in \mathbb{R}^{d+1} \) and \( \psi : \mathbb{R}^{d+1} \to \mathbb{R} \), denote

\[
(S^\delta_{s,x} \psi)(t,y) := \delta^{-(d+2)} \varphi(\delta^{-2}(t-s), \delta^{-1}(y-x)).
\]

(2.9)

Also, for every \( \ell \geq 0 \), we will need to consider a specific set of compactly supported functions:

\[
B^\ell_b = \{ \psi \in C^\ell(\mathbb{R}^{d+1}); \text{ Supp}(\psi) \subset B_b(0, 1) \text{ and } \|\psi\|_{C^\ell} \leq 1 \},
\]

(2.10)

where \( C^\ell(\mathbb{R}^{d+1}) \) refers to the space of \( \ell \)-times differentiable functions on \( \mathbb{R}^{d+1} \),

\[
\|\psi\|_{C^\ell} := \sup \{ \|\partial_{x_{i_1}} \ldots \partial_{x_{i_k}} \psi\|_\infty, 0 \leq k \leq \ell, i_1, \ldots, i_k \in \{1, \ldots, d+1\} \},
\]

\[\text{Springer}\]
and \( B_0(0, 1) \) stands for the unit ball in \( \mathbb{R}^{d+1} \) associated with the parabolic distance (2.5). Finally, we denote by \( C^\ell_{\infty}(\mathbb{R}^{d+1}) \) the space of \( \ell \)-times differentiable functions (on \( \mathbb{R}^{d+1} \)) with bounded derivatives, and define \( D'_\ell(\mathbb{R}^{d+1}) \) as the dual space of \( C^\ell_{\infty}(\mathbb{R}^{d+1}) \).

With those additional notions in hand, we now give the definition of distributions with negative Hölder type continuity which is used in the sequel.

**Definition 2.3** Let \( w \) be a weight on \( \mathbb{R}^d \) as given in Definition 2.1. For every \( \alpha < 0 \), we will say that a distribution \( \chi \in D'_w(\mathbb{R}^{d+1}) \) belongs to \( C^\alpha_w(\mathbb{R}^{d+1}) \) if it belongs to \( D'_{2(d+1)}(\mathbb{R}^{d+1}) \) and if for every \( T > 0 \),

\[
\| \chi \|_{\alpha; T, w} := \sup_{(s, x) \in [-T, T] \times \mathbb{R}^d} \sup_{\varphi \in B_0^{2(d+1)}(0, 1)} \sup_{\delta \in (0, 1]} \frac{|\langle \chi, S^\delta_{s, x} \varphi \rangle|}{\delta^\alpha w(x)} < \infty. \tag{2.11}
\]

**Remark 2.4** As can be seen from (2.11) we are considering topologies that are “localized” in time, and global, but “weighted”, in space. Besides, note that the choice of the regularity \( 2(d + 1) \) in the condition \( \chi \in D'_{2(d+1)} \) is somewhat arbitrary. In fact, for the deterministic part of the analysis, we could replace this condition with \( \chi \in D'_r(\mathbb{R}^{d+1}) \) for any finite \( r \geq 1 \), as explained in [5]. The \( 2(d+1) \)-regularity will only prove useful in the stochastic constructions of Sect. 4 (see for instance Lemma 4.3).

The following topological spaces, which somehow correspond to “lifted versions” of \( C^\alpha_w(\mathbb{R}^{d+1}) \), will later accommodate the central \( K \)-rough paths:

**Definition 2.5** Let \( w \) be a weight on \( \mathbb{R}^d \). For every \( \alpha < 0 \), we say that a map \( \zeta : \mathbb{R}^{d+1} \to D'_w(\mathbb{R}^{d+1}) \) belongs to \( C^\alpha_w(\mathbb{R}^{d+1}) \) if for every \( (s, x) \in \mathbb{R}^{d+1} \), \( \zeta_{s, x} \) belongs to \( D'_{2(d+1)}(\mathbb{R}^{d+1}) \) and if, for every \( T > 0 \),

\[
\| \zeta \|_{\alpha; T, w} := \sup_{(s, x) \in [-T, T] \times \mathbb{R}^d} \sup_{\varphi \in B_0^{2(d+1)}(0, 1)} \sup_{\delta \in (0, 1]} \frac{|\langle \zeta_{s, x}, S^\delta_{s, x} \varphi \rangle|}{\delta^\alpha w(x)} < \infty,
\]

where the sets \( B_0^{\ell} \) are given by (2.10).

We still need one last technical ingredient in the procedure: the definition of a localized heat kernel, which essentially transcribes the singular behavior of the (global) heat kernel around \((0, 0)\).

**Definition 2.6** We call a localized heat kernel any function \( K : \mathbb{R}^{d+1} \setminus \{0\} \to \mathbb{R} \) satisfying the following conditions:

(i) It holds that \( p_s(x) = K(s, x) + R(s, x) \), for some “remainder” \( R \in C^\infty(\mathbb{R}^{d+1}) \), where we recall that the heat kernel \( p \) is defined by (2.3).

(ii) \( K(s, x) = 0 \) as soon as \( s \leq 0 \).
(iii) There exists a smooth function $K_0 : \mathbb{R}^{d+1} \to \mathbb{R}$ with support in $[-1, 1]^{d+1}$ such that for every non-zero $(s, x) \in \mathbb{R}^{d+1}$, one has

$$K(s, x) = \sum_{\ell \geq 0} 2^{-2\ell} (S_{0,0}^{2-\ell} K_0)(s, x) \quad \text{and} \quad R(s, x) = \sum_{\ell < 0} 2^{-2\ell} (S_{0,0}^{2-\ell} K_0)(s, x).$$

(2.12)

We are finally in a position to introduce the key object of the machinery, namely a distribution in the second chaos of the noise $\chi$ which plays the role of the Lévy area in our context.

**Definition 2.7** Let $w$ be a weight on $\mathbb{R}^d$ (see Definition 2.1), let $K$ be a localized heat kernel (see Definition 2.6) and consider $\alpha < 0$. Also, fix $\chi \in \mathcal{C}^\alpha_w(\mathbb{R}^{d+1})$. We call an $(\alpha, K)$-Lévy area above $\chi$ (for the weight $w$) any map $A : \mathbb{R}^{d+1} \to \mathcal{D}'(\mathbb{R}^{d+1})$ satisfying the two following conditions.

(i) **K-Chen relation** For all $(s, x), (t, y) \in \mathbb{R}^{d+1}$,

$$A_{s,x} - A_{t,y} = [(K \ast \chi)(t, y) - (K \ast \chi)(s, x)] \ast \chi,$$

where the notation $\ast$ refers to the space–time convolution.

(ii) **Besov regularity** $A$ belongs to $\mathcal{C}^{2\alpha+2}_w(\mathbb{R}^{d+1})$, where the space $\mathcal{C}^{2\alpha+2}_w$ is introduced in Definition 2.5.

We call $(\alpha, K)$-rough path above $\chi$ (for the weight $w$) any pair $\chi = (\chi, \chi^2)$ where $\chi \in \mathcal{C}^\alpha_w(\mathbb{R}^{d+1})$ and $\chi^2$ is an $(\alpha, K)$-Lévy area above $\chi$ (for the weight $w$). We denote by $\mathcal{E}^K_{\alpha;w}$ the set of such $(\alpha, K)$-rough paths (for the weight $w$). If $\chi = (\chi, \chi^2)$, $\zeta = (\zeta, \zeta^2) \in \mathcal{E}^K_{\alpha;w}$, we set

$$\|\chi, \zeta\|_{\alpha;T,w} := \|\chi - \zeta\|_{\alpha;T,w} + \|\chi^2 - \zeta^2\|_{2\alpha+2;T,w}.$$

A global distance on $\mathcal{E}^K_{\alpha;w}$ is then given by

$$d_{\alpha;w}(\chi, \zeta) = \sum_{k \geq 1} 2^{-k} \frac{\|\chi, \zeta\|_{\alpha;k,w}}{1 + \|\chi, \zeta\|_{\alpha;k,w}}. \quad (2.13)$$

By mimicking the arguments of the proof of [3, Proposition 3.1], we immediately deduce the following completeness property:

**Lemma 2.8** For every weight $w$ on $\mathbb{R}^d$, every localized heat kernel $K$ and every $\alpha < 0$, $(\mathcal{E}^K_{\alpha;w}, d_{\alpha;w})$ is a complete metric space.

Let us complete Definition 2.7 with two fundamental remarks, that often turn out to be essential in the application of the theory.

**Remark 2.9** Recall that the space $L^\infty_w(\mathbb{R}^{d+1})$ is defined by (2.7). In the “regular” situation where $\chi \in L^\infty_w(\mathbb{R}^{d+1})$, there exists a straightforward canonical $K$-Lévy
area above $\chi$ (for the weight $w^2$) given by the formula

$$\chi^2_{s,x}(t, y) := [(K \ast \chi)(t, y) - (K \ast \chi)(s, x)] \cdot \chi(t, y), \quad (2.14)$$

where we recall that $\ast$ refers to space-time convolution in this setting. The resulting canonical $K$-rough path will be our standard reference in approximation (or continuity) results. The situation can here be compared with Lyons’ rough paths theory, where (classical) rough paths are often obtained as the limit of the canonical rough path given by the set of iterated integrals.

**Remark 2.10** Starting from a $K$-Lévy area $\chi^2$, any constant $c$ gives rise to another $K$-Lévy area by setting $\hat{\chi}^2_{s,x}(t, y) := \chi^2_{s,x}(t, y) - c$, which paves the way toward renormalization tricks. In the sequel, we will use the notation

$$\text{Renorm}(\chi, \chi^2, c) := (\chi, \chi^2 - c) \quad (2.15)$$

for such elementary renormalization.

### 2.3 A general solution map

With the above setting and notation in hand, the following “black box” statement about equation (2.6) can now be derived from a slight adaptation of the considerations and results of [6]:

**Theorem 2.11** (Solution map) Fix an arbitrary time horizon $T > 0$ and a parameter $\alpha \in (-\frac{4}{3}, -1)$. Then there exist a localized heat kernel $K$, two weights $w_1, w_2$ on $\mathbb{R}^d$ (that depend on $T$), and a “solution” map

$$\Phi = \Phi^{K, T}_{\alpha, w_1, w_2} : \mathcal{E}^K_{\alpha; w_1} \times L^\infty(\mathbb{R}^d) \longrightarrow L^\infty([0, T]; L^\infty_w(\mathbb{R}^d)), \quad (2.16)$$

where $\mathcal{E}^K_{\alpha; w_1}$ is introduced in Definition 2.7 and $L^\infty_w$ is given by (2.7). The map $\Phi$ is such that the following properties are satisfied:

(i) **Weights** One has $w_1(x) = (1 + |x|)^{\kappa_1}$ and $w_2(x) = e^{\kappa_2(1+|x|)}$, for some $\kappa_1, \kappa_2 > 0$.

(ii) **Consistency** Assume $\chi \in L^{\infty}_{w_1}(\mathbb{R}^d)$ and $\chi \in \mathcal{E}^K_{\alpha; w_1}$ is the canonical $K$-rough path above $\chi$ with Lévy-area term defined along (2.14). Then for any $\psi \in L^\infty(\mathbb{R}^d)$ one has $\Phi(\chi, \psi) = u$, where $u$ is the classical solution on $[0, T]$ of equation (2.6).

(iii) **Renormalization** As in item (ii), consider $\chi \in L^{\infty}_{w_1}(\mathbb{R}^d)$ and its canonical $K$-rough path $\hat{\chi}$. For an initial condition $\psi \in L^\infty(\mathbb{R}^d)$ and $c \in \mathbb{R}$, set $\hat{u} = \Phi(\text{Renorm}(\chi, c), \psi)$, where $\text{Renorm}(\chi, c)$ is defined by (2.15). Then $\hat{u}$ is the classical solution on $[0, T]$ of the equation

$$\left\{ \begin{array}{l}
\partial_t \hat{u} = \frac{1}{2} \Delta \hat{u} + \hat{u} \chi - c \hat{u}, \quad t \in [0, T], \ x \in \mathbb{R}^d, \\
u_0(x) = \psi(x).
\end{array} \right.$$
(iv) Continuity Let \((\chi, \psi) \in \mathcal{E}^{K}_{\alpha,w_1} \times L^\infty(\mathbb{R}^d)\) and let \((\chi^n, \psi^n) \in \mathcal{E}^{K}_{\alpha,w_1} \times L^\infty(\mathbb{R}^d)\) be a sequence such that
\[
d_{\alpha,w_1}(\chi^n, \chi) \to 0 \quad \text{and} \quad \|\psi^n - \psi\|_{L^\infty(\mathbb{R})} \to 0,
\]
where \(d_{\alpha,w_1}\) is the distance introduced in (2.13). Then \(\Phi(\chi^n, \psi^n)\) converges to \(\Phi(\chi, \psi)\) in the space \(L^\infty([0, T]; L^\infty_{w_2}(\mathbb{R}^d))\).

**Remark 2.12** We are aware that the corresponding results in [6] are actually expressed in terms of (weighted) models and structure group, following the general terminology of [5]. However, the transition from our (lighter) notion of an \((\alpha, K)\)-rough path to a regularity structure (that is, a model together with a structure group) is a matter of elementary considerations, as detailed in [3, Proposition 2.5]. The only technical point requiring some attention is the control of \(K^* \chi\), as an element of \(C^{\alpha+2}_{w_1}(\mathbb{R}^{d+1})\), in terms of \(\chi \in C^\alpha_{w_1}(\mathbb{R}^{d+1})\), for \(\alpha \in (-\frac{4}{3}, -1)\). In fact, following the lines of the proof of [3, Lemma 2.2], one can easily check that for every weight \(w\) on \(\mathbb{R}^d\), every \(\alpha \in (-2, -1)\), every \(\chi \in C^\alpha_w(\mathbb{R}^{d+1})\) and every time \(T > 0\), one has
\[
\|K^* \chi\|_{\alpha+2; T, w} \lesssim \|\chi\|_{\alpha; T, w},
\]
which precisely corresponds to the control we need in order to justify this transition.

### 3 Main results

We now go back to the stochastic setting and to the consideration of a fractional noise \(\chi := \dot{W}\) in equation (2.6). In other words, we go back here to the analysis of (1.1). With the result of Theorem 2.11 in mind, the strategy toward the desired Stratonovich solution is clear: we need to construct a \(K\)-rough path above \(\dot{W}\) in the almost sure sense, preferably as the limit of some (renormalized) canonical \(K\)-rough path (for the continuity property \((iv)\) in Theorem 2.11 to hold).

First, we will proceed to the detailed presentation of our existence result in the situation where \(\dot{W}\) is the space-time fractional noise defined by (1.2) [for \((H_0, \mathbf{H})\) satisfying (1.7)]. Then we will review the main steps of the construction in the (easier) situation where \(\dot{W}\) is only a spatial fractional noise.

#### 3.1 Application to a space-time fractional noise

Let \(\dot{W}\) be the noise defined by (1.2), for some Hurst index \(H_0 \in (0, 1)\) in time and \(\mathbf{H} = (H_1, \ldots, H_d) \in (0, 1)^d\) in space. Let us recall that \(\dot{W}\) can also be seen as the derivative of a space-time fractional Brownian motion \(W\), that is \(\dot{W} = \partial_t \partial_{x_1}\ldots \partial_{x_d} W\). As a consequence, one can easily define a smooth approximation \(\dot{W}^n\) of \(\dot{W}\) by using a standard mollifying procedure.
To be more specific, we define the approximated noise $\dot{W}^n$ by $\dot{W}^0 := 0$ and for $n \geq 1,$

$$W^n := \partial_t \partial_{x_1} \ldots \partial_{x_d} W^n,$$  
where $W^n := \rho_n \ast W$ and \( \rho_n(s, x) := 2^{n(d+2)} \rho(2^{2n}s, 2^n x), \)

(3.1)

for some mollifier $\rho: \mathbb{R}^{d+1} \to \mathbb{R}_+$ satisfying the following (natural) assumptions:

**Assumption** $(\rho)$ We consider a smooth, even, and $L^1(\mathbb{R}^{d+1})$ function $\rho: \mathbb{R}^{d+1} \to \mathbb{R}_+.$ In addition we suppose that $\rho$ satisfies

(i) $\int_{\mathbb{R}^{d+1}} \rho(s, x) \, ds \, dx = 1.$

(ii) The Fourier transform $F\rho$ is Lipschitz.

(iii) For every $(\tau_0, \tau_1, \ldots, \tau_d) \in [0, 1]^{d+1},$ the following upper bound holds true for every $(\lambda, \xi) \in \mathbb{R}^{d+1},$

$$|F\rho(\lambda, \xi)| \leq c_\tau |\lambda|^{-\tau_0} \prod_{i=1}^d |\xi_i|^{-\tau_i}.$$  
(3.2)

**Remark 3.1** Assumption $(\rho)$ is trivially satisfied by any smooth, even and compactly-supported function $\rho: \mathbb{R}^{d+1} \to \mathbb{R}_+$ such that $\int_{\mathbb{R}^{d+1}} \rho(s, x) \, ds \, dx = 1.$ These conditions also cover the mollifying function considered in [7, Section 3.2] or in [8, Section 5], that is $\rho(s, x) := \varphi(s) p_1(x),$ where $\varphi := 1_{[0,1]}$ and $p_1$ refers to the Gaussian density (2.3) at time 1. Last but not least, Assumption $(\rho)$ is satisfied by the mollifier considered in the Skorohod analysis of [2, Section 3], that is $\rho(s, x) := p_1(s) p_1(x).$ The latter choice will become our standard reference in the subsequent Definition 3.4.

Once endowed with the approximation $\dot{W}^n,$ let us consider the canonical $K$-rough path $\mathbf{W}^n := (\dot{W}^n, W^{2,n}),$ defined along Remark 2.9. Namely we set

$$W_{s,x}^{2,n}(t, y) := \mathcal{T}_{s,x}^n(t, y) \cdot \dot{W}^n(t, y),$$  
(3.3)

where

$$\mathcal{T}_{s,x}^n(t, y) := (K \ast \dot{W}^n)(t, y) - (K \ast \dot{W}^n)(s, x).$$  
(3.4)

With this setting in hand, our main statement will consist in a convergence property for the (suitably renormalized) sequence $\mathbf{W}^n := (\dot{W}^n, W^{2,n}).$ The statement will appeal, among other things, to the following technical result (the proof of which is postponed to Sect. 1).

**Lemma 3.2** Let $\rho$ be a mollifier satisfying Assumption $(\rho),$ and let $H_0 \in (0, 1),$ $H = (H_1, \ldots, H_d) \in (0, 1)^d$ be such that

$$2H_0 + H \leq d + 1,$$  
(3.5)
where the notation $H$ has been introduced in (2.4). Recall that the heat kernel $p$ is defined by (2.3). Let us set from now on

$$N_{H_0,H}(\lambda, \xi) := \frac{1}{|\lambda|^{2H_0-1}} \prod_{i=1}^{d} \frac{1}{|\xi_i|^{2H_i-1}},$$

namely $c_{0,H_{i,H}}N_{H_0,H}$ is the Fourier transform of the measure $\gamma_0 \otimes \gamma$ introduced in (1.3). Then, for every fixed $c > 0$, the integral

$$\int_{|\lambda| + |\xi| \geq c} |\mathcal{F} \rho(\lambda, \xi)|^2 F(p(\lambda, \xi))N_{H_0,H}(\lambda, \xi) \, d\lambda d\xi$$

is finite, and when $2H_0 + H < d + 1$, it even holds that

$$\mathcal{J}_{\rho,H_0,H} := \int_{\mathbb{R}^{d+1}} |\mathcal{F} \rho(\lambda, \xi)|^2 F(p(\lambda, \xi))N_{H_0,H}(\lambda, \xi) \, d\lambda d\xi < \infty. \quad (3.8)$$

For simplicity, let us set from now on $c_{H_0,H} := c_{H_0} c_H$, where $c_{H_0}$, $c_H$ are the constants defined in (1.4). We are now ready to state the result about the existence of a $K$-rough path above our noise.

\textbf{Theorem 3.3} Let $\rho$ be a mollifier satisfying Assumption $(\rho)$. Consider Hurst parameters $H_0 \in (0, 1)$ and $H = (H_1, \ldots, H_d) \in (0, 1)^d$. We strengthen condition (3.5) in the following way:

$$d + \frac{1}{2} < 2H_0 + H \leq d + 1, \quad (3.9)$$

where we recall that $H$ is given by (2.4). In this setting, fix $\alpha \in \mathbb{R}$ such that

$$\alpha < -(d + 2) + 2H_0 + H. \quad (3.10)$$

For $n \geq 1$, define $\hat{W}^n$ as in (3.1) and set

$$\hat{W}^n := \text{Renorm}(W^n, c_{\rho,H_0,H}^{(n)}),$$

with

$$c_{\rho,H_0,H}^{(n)} := \begin{cases} 
\frac{c^2}{2} H_0 2^{2n(d+1-(2H_0+H))} \mathcal{J}_{\rho,H_0,H} & \text{if } 2H_0 + H < d + 1 \\
\frac{c^2}{2} H_0 \int_{|\lambda| + |\xi| \geq 2^n} |\mathcal{F} \rho(\lambda, \xi)|^2 F(p(\lambda, \xi))N_{H_0,H}(\lambda, \xi) \, d\lambda d\xi & \text{if } 2H_0 + H = d + 1 \end{cases} \quad (3.12)$$

where the operator Renorm is introduced in (2.15) and the quantity $\mathcal{J}_{\rho,H_0,H}$ is defined in (3.8).
Then for any weight \( w(x) := (1 + |x|)^\kappa \) with \( \kappa > 0 \) and for the distance \( d_{\alpha, w} \) given by (2.13), there exists an \( (\alpha, K) \)-rough path \( \hat{W} \) such that almost surely
\[
\lim_{n \to \infty} d_{\alpha, w}(\hat{W}^n, \hat{W}) = 0.
\]
(3.13)

For the sake of clarity, we have postponed the (long technical) proof of Theorem 3.3 to Sect. 4.

Now, by combining the deterministic result of Theorem 2.11 with the stochastic construction of Theorem 3.3, we derive the desired Stratonovich interpretation of Eq. (1.1):

**Definition 3.4** Let \( \rho \) be the weight given by \( \rho(s, x) := p_1(s) p_1(x) \) as considered in Remark 3.1. Let \( (H_0, H) \in (0, 1)^{d+1} \) be a vector of Hurst parameters such that
\[
d + \frac{2}{3} < 2H_0 + H \leq d + 1.
\]
(3.14)

Besides, fix \( \alpha \in \mathbb{R} \) such that
\[
-\frac{4}{3} < \alpha < -(d + 2) + 2H_0 + H,
\]
as well as an arbitrary time horizon \( T > 0 \) and an initial condition \( \psi \in L^\infty(\mathbb{R}^d) \). Then, using the notations of Theorems 2.11 and 3.3, we call \( u := \Phi^{K,T}_{\alpha, w_1, w_2}(\hat{W}, \psi) \) the renormalized Stratonovich solution of Eq. (1.1), with initial condition \( \psi \). In particular, \( u \) is the (almost sure) limit, in \( L^\infty([0, T] \times \mathbb{R}^d) \), of the sequence \((u^n)_{n \geq 1}\) of classical solutions of the equation
\[
\begin{cases}
\partial_t u^n = \frac{1}{2} \Delta u^n + u^n \hat{W}^n - c^{(n)}_{\rho, H_0, H} u^n, & t \in [0, T], \ x \in \mathbb{R}^d, \\
u^n_0(x) = \psi(x).
\end{cases}
\]
(3.15)

Let us complete the above Definition 3.4 with three comments.

**Remark 3.5** Observe that the assumptions on \( H_0, H \) in (3.14) are more restrictive than those in Theorem 3.3. This stronger restriction actually stems from Theorem 2.11, which requires \( \alpha \) to be strictly larger than \(-\frac{4}{3}\).

**Remark 3.6** As the reader might expect it, the extension of the result of Theorem 2.11 to any \( \alpha > -\frac{3}{2} \) (and not only \( \alpha > -\frac{4}{3} \)) is in fact possible, at the price of an additional “third-order” elements (on top of \( \chi \) and \( \chi^2 \)) in the definition of a \( K \)-rough path (see [4, Definition 2.7] for details when \( d = 1 \)). Therefore, applying this extension to our stochastic model would require us to construct additional “third-order” processes above the fractional noise. This strategy has been implemented in [4] for \( d = 1 \), and when working with the “compact-in-space” topologies derived from the analysis of (1.6). We firmly believe that the constructions of [4] could be extended to the current setting, that is to any dimension \( d \geq 1 \) and to the whole space \( \mathbb{R}^d \), at the price of highly sophisticated computations.
**Remark 3.7** We have here chosen to study the renormalization procedure using the framework of regularity structures, which in particular allows us to directly apply the strategy at the level of the solution $u$ of (1.1), and also to rely on previous general existence results (e.g. Theorem 2.11). Another possibility to visualize the need for renormalization in this setting is to consider the Cole-Hopf-type transformation $v := u e^{-Y}$, where $Y$ stands for the solution of the linear problem

$$\begin{cases}
\partial_t Y = \frac{1}{2} \Delta Y + \dot{W}, & t \in \mathbb{R}_+, \ x \in \mathbb{R}^d, \\
Y_0 = 0.
\end{cases}$$

At a formal level, one can check that if $u$ is solution to (1.1), then $v$ becomes solution to the problem

$$\begin{cases}
\partial_t v = \frac{1}{2} \Delta v + \nabla v \cdot \nabla Y + \frac{1}{2} v |\nabla Y|^2, & t \in \mathbb{R}_+, \ x \in \mathbb{R}^d, \\
v_0 = \Psi.
\end{cases} \quad (3.16)$$

Now remember that in the situation covered by Definition 3.4, $\dot{W}$ is assumed to be of regularity $\alpha \in (-\frac{4}{3}, -1)$. As a consequence, one gets (formally) that $Y \in C^{\alpha+2}, \nabla Y \in C^{\alpha+1}, |\nabla Y|^2 \in C^{2(\alpha+1)}$, and, through a quick analysis of (3.16), we can then expect $v$ to be a function in $C^{2\alpha+4}$ (with $2\alpha+4 > 1$), which paves the way toward a well-defined fixed-point argument for the equation.

The whole problem of this analysis naturally lies in the definition of the product $|\nabla Y|^2$ for $\nabla Y \in C^{\alpha+1}$ (due to $\alpha+1 < 0$). In fact, such a definition can only be achieved by means of a renormalization trick, and the task is thus essentially the same as the one we will implement for the second-order process $W^{2,n}$ [defined by (3.3)].

Let us finally conclude the section with the exhibition of an asymptotic equivalence for the constant $c^{(n)}_{\rho,H_0,H}$ in (3.11), in the limit case $2H_0 + H = d + 1$ (the proof of this statement can be found in Sect. 2).

**Proposition 3.8** In the setting of Theorem 3.3, assume that $2H_0 + H = d + 1$. Then, as $n$ tends to infinity, it holds that

$$c^{(n)}_{\rho,H_0,H} = n \cdot C_{H_0,H} + O(1), \quad (3.17)$$

for some constant $C_{H_0,H}$ independent of $\rho$.

Thus, when compared to the behavior of $c^{(n)}_{\rho,H_0,H}$ as $2H_0 + H < d + 1$ [see (3.12)], the expansion (3.17) clearly emphasizes the specificity of the border case $2H_0 + H = d + 1$ in the analysis of the problem.

### 3.2 Application to a spatial fractional noise

We now would like to specialize the previous results to a *spatial* fractional noise. In other words, we consider here $\{W^H(x), \ x \in \mathbb{R}^d\}$ a spatial fractional Brownian motion...
of Hurst index $H \in (0,1)^d$ and set

$$\dot{W} := \partial_{x_1} \ldots \partial_{x_d} W^H.$$  

(3.18)

In many situations, it is known that, at least at a formal level, the transition from a space-time fractional noise to a spatial fractional noise essentially reduces to “taking $H_0 = 1$”. Our aim in the sequel to fully justify this phenomenon in the situation we are interested in, that is the study of equation (1.1). To this end, we propose to review the successive steps of the analysis provided in Sect. 3.1 and examine the corresponding results in the spatial situation.

Thus, as a first step, we introduce a smooth approximation $\dot{W}^n$ of $\dot{W}$ obtained through a general mollifying procedure. That is, we define the approximated noise $\dot{W}^n$ by

$$\dot{W}_0 := 0 \text{ and for } n \geq 1, \dot{W}^n(s, x) := (\partial_{x_1} \ldots \partial_{x_d} W^H)(x), \quad W^n := \rho_n \ast W^H, \quad \rho_n(x) := 2^{dn} \rho(2^n x),$$

(3.19)

for some mollifier $\rho : \mathbb{R}^d \to \mathbb{R}_+$ satisfying the following assumptions (remember that the notation $\mathcal{F}^{s}$ refers to the spatial Fourier transform, along (2.2)):

**Assumption ($\rho$)** We consider a smooth, even, and $L^1(\mathbb{R}^d)$ function $\rho : \mathbb{R}^d \to \mathbb{R}_+$. In addition we suppose that $\rho$ satisfies

(i) $\int_{\mathbb{R}^d} \rho(x) \, dx = 1.$

(ii) The Fourier transform $\mathcal{F}^s \rho$ is Lipschitz.

(iii) For every $(\tau_1, \ldots, \tau_d) \in [0,1]^d$, the following upper bound holds true for every $\xi \in \mathbb{R}^d$,

$$|\mathcal{F}^s \rho(\xi)| \leq c_\tau \prod_{i=1}^d |\xi_i|^{-\tau_i}.$$  

(3.20)

The canonical $K$-rough path $(W^n)_{n \geq 1} := (\dot{W}^n, W^{2,n})_{n \geq 1}$ above $\dot{W}^n$ can here be written as

$$W^{2,n}_{x,y}(t) = W^{2,n}_x(y) := T^n_x(y) \cdot \dot{W}^n(y),$$

(3.21)

where

$$T^n_x(y) := (\tilde{K} \ast \dot{W}^n)(y) - (\tilde{K} \ast \dot{W}^n)(x),$$

(3.22)

with

$$\tilde{K}(x) := \int_0^\infty ds \, K(s, x).$$

(3.23)

It is worth noting that, owing to the very definition of $K$ (see Definition 2.6), the latter integral is indeed finite (for every fixed $x \in \mathbb{R}^d$), and also that $\tilde{K} \in L^1(\mathbb{R}_+^d)$. 
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The spatial counterpart of the preliminary Lemma 3.2 now reads as follows (the proof of this property can be shown with similar estimates to the ones in Sect. 1).

**Lemma 3.9** Let \( \rho : \mathbb{R}^d \to \mathbb{R} \) be a mollifier satisfying Assumption \((\rho)\), and let \( H = (H_1, \ldots, H_d) \in (0, 1)^d \) be such that
\[
H < d - 1,
\]
where the notation \( H \) has been introduced in (2.4). Let us set from now on
\[
\mathcal{N}_H(\xi) := \prod_{i=1}^{d} \frac{1}{|\xi_i|^{2H_i-1}},
\]
(3.25)
namely \( c_H \mathcal{N}_H \) is the Fourier transform of the measure \( \gamma_H \) introduced in (1.3). Besides, recall that the heat kernel \( p \) is defined by (2.3).

Then the following integral is finite:
\[
J_{\rho, H} := \int_{\mathbb{R}^d} |\mathcal{F}^s \rho(\xi)|^2 \mathcal{N}_H(\xi) \left( \int_0^\infty ds \mathcal{F}^s p_s(\xi) \right) d\xi.
\]
(3.26)

We are now in a position to present the (expected) counterpart of Theorem 3.3 for the spatial situation.

**Theorem 3.10** Let \( \rho : \mathbb{R}^d \to \mathbb{R} \) be a mollifier satisfying Assumption \((\rho)\), and fix \( d \geq 2 \). Let \( H = (H_1, \ldots, H_d) \in (0, 1)^d \) be a vector of Hurst parameters such that
\[
d - \frac{3}{2} < H \leq d - 1,
\]
where we recall that \( H \) is given by (2.4). In this setting, fix \( \alpha < H - d \).

For \( n \geq 1 \), define \( \hat{W}^n \) as in (3.1) and set \( \hat{W}^n := \text{Renorm}(\hat{W}^n, c_{\rho, H}^{(n)}) \), with
\[
c_{\rho, H}^{(n)} := \left\{ \begin{array}{ll}
2^{2n(d-H-1)} c_H^2 J_{\rho, H} & \text{if } H < d - 1 \\
c_H^2 \int_{|\xi| \geq 2^{-n}} |\mathcal{F}^s \rho(\xi)|^2 \mathcal{N}_H(\xi) \left( \int_0^\infty ds \mathcal{F}^s p_s(\xi) \right) d\xi & \text{if } H = d - 1
\end{array} \right.
\]
(3.28)
where the constant \( c_H \) is defined in (1.4) and the quantity \( J_{\rho, H} \) in (3.26).

Then for any weight \( w(x) := (1 + |x|)^\kappa \) with \( \kappa > 0 \) and for the distance \( d_{\alpha, w} \) given by (2.13), there exists an \((\alpha, K)\)-rough path \( \hat{W} \) such that almost surely
\[
\lim_{n \to \infty} d_{\alpha, w}(\hat{W}^n, \hat{W}) = 0.
\]
(3.29)

**Proof** See Sect. 5 for a survey of the adaptations to be made with respect to the arguments used in the proof of Theorem 3.3. \(\square\)
By injecting the $K$-rough path constructed in Theorem 3.10 into the general well-posedness statement of Theorem 2.11, we immediately derive the following spatial equivalent of Definition 3.4.

**Definition 3.11** Let $\rho$ be the weight given by $\rho(x) := p_1(x)$. Let $H \in (0, 1)^d$ be a vector of Hurst parameters such that

$$d - \frac{4}{3} < H \leq d - 1. \tag{3.30}$$

Besides, fix $\alpha < 0$ such that $-\frac{4}{3} < \alpha < H - d$, as well as an arbitrary time horizon $T > 0$ and an initial condition $\psi \in L^\infty(\mathbb{R}^d)$. Then, using the notations of Theorem 2.11 and Theorem 3.10, we call $u := \Phi^{K,T}_{\alpha,w_1,w_2}(\hat{W}, \psi)$ the renormalized Stratonovich solution of equation (1.1), with initial condition $\psi$. In particular, $u$ is the (almost sure) limit, in $L^\infty([0, T] \times \mathbb{R}^d)$, of the sequence $(u^n)_{n \geq 1}$ of classical solutions of the equation

$$\begin{cases}
\partial_t u^n = \frac{1}{2} \Delta u^n + u^n \dot{W}^n - c^{(n)}_{\rho, H} u^n, & t \in [0, T], \ x \in \mathbb{R}^d, \\
 u^n_0(x) = \psi(x).
\end{cases} \tag{3.31}$$

In a similar way to Proposition 3.8 (and using similar proof arguments), we can finally show that the constant $c^{(n)}_{\rho, H}$ in (3.28) adopts a specific behaviour when $H = d - 1$.

**Proposition 3.12** In the setting of Theorem 3.10, assume that $H = d - 1$. Then, as $n$ tends to infinity, it holds that

$$c^{(n)}_{\rho, H} = n \cdot C_H + O(1), \tag{3.32}$$

for some constant $C_H$ independent of $\rho$ and $K$.

**Remark 3.13** Observe that the assumptions in Theorem 3.10 (or Definition 3.11) and in Proposition 3.12 cover the case where $d = 2$ and $H_1 = H_2 = \frac{1}{2}$. In other words, these results encompass the situation where $\dot{W}$ is a spatial white noise on $\mathbb{R}^2$.

### 4 Proof of Theorem 3.3

This section is devoted to the proof of Theorem 3.3, that is to the construction of the $(\alpha, K)$-rough path $\hat{W}$ at the basis of the Stratonovich interpretation of the model (along Definition 3.4).

Therefore, from now on and for the rest of the section, we fix a mollifier $\rho$, some Hurst indexes $H_0, H$, and a parameter $\alpha$ such that the assumptions in Theorem 3.3 are all met.
We recall that the convenient notation \( \mathcal{N}_{\text{H}_{0,\text{H}}} \) has been introduced in (3.6), and that we have set \( c_{\text{H}_{0,\text{H}}} \) := \( c_{\text{H}_{0,\text{H}}} \) where \( c_{\text{H}_{0,\text{H}}} \) and \( c_{\text{H}} \) are defined by (1.4). For further reference, let us label the following covariance formulas, which immediately generalize (1.3) in the regularized setting.

**Lemma 4.1** Let \( \hat{W}^{n} \) be the smoothed covariance noise defined by (3.1) and recall that the kernel \( K \) is defined by (2.12). For every fixed \( n \geq 1 \), the families \( \{ \hat{W}^{n}(t, y); (t, y) \in \mathbb{R}^{d+1} \} \) and \( \{ K \ast \hat{W}^{n}(t, y); (t, y) \in \mathbb{R}^{d+1} \} \) are centered Gaussian processes with respective covariance formulas given by the formulas

\[
\mathbb{E}[\hat{W}^{n}(t, y)\hat{W}^{n}(\bar{t}, \bar{y})] = c_{\text{H}_{0,\text{H}}}^{2} \int_{\mathbb{R}^{d+1}} d\lambda d\xi |\mathcal{F}\rho_{n}(\lambda, \xi)|^{2}\mathcal{N}_{\text{H}_{0,\text{H}}}^{2}(\lambda, \xi)e^{i(\lambda(t-\bar{t})+\xi \cdot (y-\bar{y}))},
\]

(4.1)

and

\[
\mathbb{E}[(K \ast \hat{W}^{n})(t, y)(K \ast \hat{W}^{n})(\bar{t}, \bar{y})] = c_{\text{H}_{0,\text{H}}}^{2} \int_{\mathbb{R}^{d+1}} d\lambda d\xi |\mathcal{F}\rho_{n}(\lambda, \xi)|^{2}|\mathcal{F}K(\lambda, \xi)|^{2}\mathcal{N}_{\text{H}_{0,\text{H}}}^{2}(\lambda, \xi)e^{i(\lambda(t-\bar{t})+\xi \cdot (y-\bar{y}))}.
\]

(4.2)

Just as in [3, Corollary 3.5], the proof of Theorem 3.3 essentially relies on suitable moments estimates (see Proposition 4.4 and Proposition 4.8 below). The transition from these estimates to the desired convergence property will then go through the following multiparametric and distributional version of the Garsia–Rodemich–Rumsey Lemma. Observe that this kind of property is one of the key technical ingredients in the theory of regularity structures.

**Lemma 4.2** (Multiparametric G-R-R lemma) Fix a regularity parameter \( \beta \) sitting in \((-d+1), 0)\), as well as a weight \( w \) on \( \mathbb{R}^{d} \). Then there exists a finite set \( \Psi \) of functions in \( C^{2(d+1)}(\mathbb{R}^{d+1}) \) with support in \( B_{w}(0, 1) \) such that the following property holds true: assume that \( \zeta : \mathbb{R}^{d+1} \rightarrow \mathcal{D}'_{2(d+1)}(\mathbb{R}^{d+1}) \) is a map with increments of the form

\[
\zeta_{s,x} - \zeta_{t,y} = \sum_{i=1}^{r} [\theta^{i}(s, x) - \theta^{i}(t, y)] \cdot \zeta_{s,x}^{\mu,i},
\]

for some \( \theta^{i} \in C^{\mu}_{w}(\mathbb{R}^{d+1}) \) with \( \mu \in [0, \min(1, -\beta)) \), and some distributions \( \zeta_{s,x}^{\mu,i} \in C^{\beta}_{w}(\mathbb{R}^{d+1}) \), where we recall that the spaces \( C^{\mu}_{w} \) are introduced in Definition 2.3. Then for every \( T > 0 \), one has

\[
\|\zeta\|_{\beta+\mu; T, w^{2}} \lesssim \sup_{\psi \in \Psi} \sup_{\mu \geq 0} \sup_{(s, x) \in \Lambda_{2}^{\mu} \cap (-T+2, T+2) \times \mathbb{R}^{d}} 2^{n(\beta+\mu)} \left| \langle \zeta_{s,x}, \psi_{s,x}^{n} \rangle \right| w(x)^{2} + \sum_{i=1,...,r} \|\theta^{i}\|_{T+2,w} \|\zeta_{s,x}^{\mu,i}\|_{\beta; T+2,w},
\]

(4.3)
where the discrete set \( \Lambda^n_\sigma \) is defined by \( \Lambda^n_\sigma := \{(2^{-2n}k_0, 2^{-n}k_1, \ldots, 2^{-n}k_d) : k_0, k_1, \ldots, k_d \in \mathbb{Z}\} \), and where norms for \( \theta^i \) and \( \xi^{\sigma,i} \) are respectively given in Definitions 2.2 and 2.5. For the sake of clarity, we have also used the standard notation \( \psi^n_{s,x} := S^{2^{-n}}_{s,x} \psi \) in the right-hand side of (4.3).

**Proof** It is a mere “weighted” adaptation of the arguments of the proof of [3, Lemma 3.2] (which was itself an adaptation of the arguments in [5, Section 3]). For the sake of conciseness, we leave the details behind this slight adaptation as an exercise to the reader.

As a last preliminary step, we also label the following elementary property for further use:

**Lemma 4.3** Recall that the sets \( \mathcal{B}^l_\sigma \) are given by (2.10). Let \( \psi \) be a generic element of \( \mathcal{B}^{2(d+1)}_\sigma \) and for all \( H_0 \in (0, 1) \), \( H \in (0, 1)^d \), consider the function \( N_{H_0,H} \) introduced in (3.6). Then it holds that

\[
\int_{\mathbb{R}^{d+1}} d\lambda_1 d\xi \ N_{H_0,H}(\lambda, \xi) \left| \mathcal{F}(\psi)(\lambda, \xi) \right| < \infty.
\] (4.4)

In the above lemma, note that our choice of \( \psi \in \mathcal{B}^{2(d+1)}_\sigma \) guarantees strong integrability properties for \( \mathcal{F}(\psi) \), which are the keys to show that the integral in (4.4) is indeed finite.

### 4.1 Moment estimate for the first component

In this section we will bound the covariance of \( \hat{W}^n \) considered as an element of a space of the form \( \mathcal{C}^\alpha \), where \( \alpha \) satisfies (3.10).

**Proposition 4.4** For all \( \ell \geq 0, n \geq m \geq 0, \psi \in \mathcal{B}^{2(d+1)}_\sigma \) and \( (s,x) \in \mathbb{R}^{d+1} \), it holds that

\[
\mathbb{E}\left[ \left| (\hat{W}^n - \hat{W}^m, \psi_{s,x}^\ell) \right|^2 \right] \lesssim 2^{2\ell(d+2-(2H_0+H)+\varepsilon)} 2^{-m\varepsilon},
\] (4.5)

where the proportional constant in \( \lesssim \) does not depend on \( n, m, \ell, s, x \) and where we recall that we have set \( \psi_{s,x}^\ell := S_{s,x}^{2^{-\ell}} \psi \).

**Proof** We have by definition

\[
\mathbb{E}\left[ (\hat{W}^n, \psi_{s,x}^\ell)^2 \right] = \int_{\mathbb{R}^{d+1} \times \mathbb{R}^{d+1}} dt dy \hat{d} \hat{d} \tilde{y} \psi_{s,x}^\ell(t,y) \psi_{s,x}^\ell(\tilde{t}, \tilde{y}) \mathbb{E}\left[ \hat{W}^n(t,y) \hat{W}^n(\tilde{t}, \tilde{y}) \right].
\]

Therefore using the covariance formula (4.1) together with the definition (2.1) of Fourier transform, we get
\[\mathbb{E}[\langle \dot{W}^n, \psi_{\ell}^{s,x} \rangle^2] = c_{H_0, H}^2 \int_{\mathbb{R}^{d+1} \times \mathbb{R}^{d+1}} dt dy d\tilde{t} d\tilde{y} \psi_{\ell}^{s,x}(t, y) \psi_{\ell}^{s,x}(\tilde{t}, \tilde{y}) \]

\[\times \int_{\mathbb{R}^{d+1}} d\lambda d\xi |\mathcal{F} \rho_n(\lambda, \xi)|^2 \mathcal{N}_{H_0, H}(\lambda, \xi) e^{i(\lambda(t-\tilde{t})+\xi \cdot (y-\tilde{y}))} \]

\[= c_{H_0, H}^2 \int_{\mathbb{R}^{d+1}} d\lambda d\xi |\mathcal{F} \rho_n(\lambda, \xi)|^2 |\mathcal{F} \psi_{\ell}^{s,x}(\lambda, \xi)|^2 \mathcal{N}_{H_0, H}(\lambda, \xi).\]  

\[(4.6)\]

We now recall that \(\rho_n\) is a rescaled version of the mollifier given by (3.1), and we have also set \(\psi_n^{s,x} = S_{s,x}^{2n} \psi\) in the right-hand side of (4.3). Hence we obtain

\[\mathbb{E}[\langle \dot{W}^n, \psi_{\ell}^{s,x} \rangle^2] = c_{H_0, H}^2 \int_{\mathbb{R}^{d+1}} d\lambda d\xi |\mathcal{F} \rho(2^{-2n} \lambda, 2^{-n} \xi)|^2 |\mathcal{F} \psi(2^{-2\ell} \lambda, 2^{-\ell} \xi)|^2 \mathcal{N}_{H_0, H}(\lambda, \xi).\]  

\[(4.7)\]

We now perform the elementary change of variables \(\lambda := 2^{-2\ell} \lambda\) and \(\xi := 2^{-\ell} \xi\), which yields

\[\mathbb{E}[\langle \dot{W}^n, \psi_{\ell}^{s,x} \rangle^2] = c_{H_0, H}^2 2^{2\ell(d+2-(2H_0+H))} \int_{\mathbb{R}^{d+1}} d\lambda d\xi |\mathcal{F} \rho(2^{-2(n-\ell)} \lambda, 2^{-(n-\ell)} \xi)|^2 |\mathcal{F} \psi(\lambda, \xi)|^2 \mathcal{N}_{H_0, H}(\lambda, \xi).\]

\[(4.8)\]

Thanks to (3.2), applied with \(\tau_0 = \cdots = \tau_d = 0\), the Fourier transform of \(\rho\) is uniformly bounded. Hence we end up with

\[\mathbb{E}[\langle \dot{W}^n, \psi_{\ell}^{s,x} \rangle^2] \lesssim 2^{2\ell(d+2-(2H_0+H))} \int_{\mathbb{R}^{d+1}} d\lambda d\xi |\mathcal{F} \psi(\lambda, \xi)|^2 \mathcal{N}_{H_0, H}(\lambda, \xi).\]  

\[(4.9)\]

According to Lemma 4.3 the latter integral is finite, which gives our claim (4.5) for \(m = 0\). The general case \(m \geq 0\) can then be derived along similar estimates, invoking the fact that \(\mathcal{F} \rho\) is a Lipschitz function [see Assumption (\(\rho\))].  

\[\square\]

### 4.2 Moment estimate for the second component

Let us start with two useful estimates on the Fourier transforms of the (fixed) components \((K, R)\) in the decomposition of the heat kernel [see relation (2.11)].

**Lemma 4.5** Let \(K\) be the localized heat kernel of Definition 2.6. For all fixed \(a_0, a_1, \ldots, a_d \in [0, 1]\) such that \(\sum_{i=0}^{d} a_i < 1\), one has, for every \((\lambda, \xi) \in \mathbb{R}^{d+1}\),

\[|\mathcal{F} K(\lambda, \xi)| \lesssim |\lambda|^{-a_0} \prod_{i=1}^{d} |\xi_i|^{-2a_i}.\]
**Proof** Using the expansion of $K$ in (2.12) and recalling the definition (2.9) of $S_{s,x}^\delta$, we can first write

$$F_K(\lambda, \xi) = \sum_{\ell \geq 0} 2^{-2\ell} F_{K_0}(2^{-2\ell} \lambda, 2^{-\ell} \xi).$$  \hfill (4.10)

Then, since $K_0$ is a smooth compactly-supported function, one has $|F_{K_0}(\lambda, \xi)| \lesssim |\lambda|^{-\tau_0}$ and $|F_{K_0}(\lambda, \xi)| \lesssim |\xi|^{-\tau_i}$ for all $\tau_0, \tau_1, \ldots, \tau_d \geq 0$ and $(\lambda, \xi) \in \mathbb{R}^{d+1}$. Plugging this information into (4.10), and using the fact that $\sum_{i=0}^d a_i < 1$, we get

$$\left| F_K(\lambda, \xi) \right| \lesssim \left| \lambda \right|^{-a_0} \prod_{i=1}^d |\xi|^{-2a_i} \sum_{\ell \geq 0} 2^{-2\ell} \left| F_{K_0}(2^{-2\ell} \lambda, 2^{-\ell} \xi) \right|^{a_0} \cdots \left| F_{K_0}(2^{-2\ell} \lambda, 2^{-\ell} \xi) \right|^{a_d}$$

$$\lesssim |\lambda|^{-a_0} \prod_{i=1}^d |\xi|^{-2a_i},$$

which finishes our proof. \hfill $\square$

We now turn to a bound concerning the function $R$ involved in the decomposition (2.12).

**Lemma 4.6** Let $R$ be the remainder term associated with the localized heat kernel $K$ (along Definition 2.6). Then, for all fixed $a_0, a_1, \ldots, a_d \geq 0$ such that $\sum_{i=0}^d a_i > 1$, one has, for every $(\lambda, \xi) \in \mathbb{R}^{d+1}$,

$$|F_R(\lambda, \xi)| \lesssim |\lambda|^{-a_0} \prod_{i=1}^d |\xi|^{-2a_i}.$$  \hfill (4.11)

As a consequence, if $H_0 \in (0, 1), H = (H_1, \ldots, H_d) \in (0, 1)^d$ are such that $2H_0 + H < d + 1$, the following relation holds true for the function $N_{H_0,H}^\delta$ defined by (3.6):

$$\int_{\mathbb{R}^{d+1}} d\lambda d\xi N_{H_0,H}(\lambda, \xi) |F_R(\lambda, \xi)| < \infty.$$  \hfill (4.12)

**Proof** Using the expansion of $R$ in (2.12) and relation (2.9) for $S_{s,x}^\delta$, we can first write

$$F_R(\lambda, \xi) = \sum_{\ell \geq 0} 2^{-2\ell} F_{K_0}(2^{-2\ell} \lambda, 2^{-\ell} \xi).$$

Then, similarly to what we did in the proof of Lemma 4.5, we invoke the bound $|F_{K_0}(\lambda, \xi)| \lesssim |\lambda|^{-\tau_0}$ and $|F_{K_0}(\lambda, \xi)| \lesssim |\xi|^{-\tau_i}$ for all $\tau_0, \tau_1, \ldots, \tau_d \geq 0$ and $(\lambda, \xi) \in \mathbb{R}^{d+1}$. We deduce that for any $a_0, \ldots, a_d \geq 0$ such that $\sum_{i=0}^d a_i > 1$ we have

$$\left| F_R(\lambda, \xi) \right| \lesssim \sum_{\ell \geq 0} 2^{2\ell} \left| F_{K_0}(2^{-2\ell} \lambda, 2^{-\ell} \xi) \right|^{1/(d+1)} \cdots \left| F_{K_0}(2^{-2\ell} \lambda, 2^{-\ell} \xi) \right|^{1/(d+1)}$$
\[ \lesssim |\lambda|^{-a_0} \prod_{i=1}^d |\xi_i|^{-2a_i} \sum_{\ell > 0} 2^{2\ell (1-(a_0+a_1+\cdots+a_d))} \lesssim |\lambda|^{-a_0} \prod_{i=1}^d |\xi_i|^{-2a_i}. \]

This proves the assertion (4.11).

We now turn to a bound on the integral introduced in (4.12). To this aim, we split the integral according to the region \( D_s \) defined below by (6.3) and we recall that \( R = p - K \), which yields

\[
\int_{\mathbb{R}^{d+1}} d\lambda d\xi \, \mathcal{N}_{H_0, H}(\lambda, \xi) |\mathcal{F} p(\lambda, \xi)| \lesssim \left[ \int_{D_s} d\lambda d\xi \, \mathcal{N}_{H_0, H}(\lambda, \xi) |\mathcal{F} p(\lambda, \xi)| \right.
\]

\[ + \int_{D_s} d\lambda d\xi \, \mathcal{N}_{H_0, H}(\lambda, \xi) |\mathcal{F} K(\lambda, \xi)| \left. + \int_{\mathbb{R}^{d+1} \setminus D_s} d\lambda d\xi \, \mathcal{N}_{H_0, H}(\lambda, \xi) |\mathcal{F} R(\lambda, \xi)| \right]. \]  

(4.13)

Next, taking into account expression (6.1) for the Fourier transform of \( p \), the integral

\[
\int_{D_s} d\lambda d\xi \, \mathcal{N}_{H_0, H}(\lambda, \xi) |\mathcal{F} p(\lambda, \xi)|
\]

in (4.13) is (essentially) the same as in the right-hand side of (3.8). We have already shown that this integral is finite in the proof of Lemma 3.2 [see (6.8) and (6.9)]. In addition, one can bound \( |\mathcal{F} K(\lambda, \xi)| \) by a constant thanks to Lemma 4.5, in order to get

\[
\int_{D_s} \mathcal{N}_{H_0, H}(\lambda, \xi) |\mathcal{F} K(\lambda, \xi)| \, d\lambda d\xi \lesssim \int_{D_s} d\lambda d\xi \, \mathcal{N}_{H_0, H}(\lambda, \xi) < \infty.
\]

Eventually, the finiteness of \( \int_{\mathbb{R}^{d+1} \setminus D_s} d\lambda d\xi \, \mathcal{N}_{H_0, H}(\lambda, \xi) |\mathcal{F} R(\lambda, \xi)| \) can be easily derived from relation (4.11). Plugging the information above into (4.13), this completes the proof of our claim (4.12).

\[
\int_{\mathbb{R}^{d+1} \setminus D_s} d\lambda d\xi \, \mathcal{N}_{H_0, H}(\lambda, \xi) |\mathcal{F} R(\lambda, \xi)| \lesssim \int_{D_s} d\lambda d\xi \, \mathcal{N}_{H_0, H}(\lambda, \xi) < \infty.
\]

(4.13)

As we will see in the sequel, the renormalization procedure for \( W^{2,n} \) is based on the following decomposition.

**Lemma 4.7** Let \( W^{2,n} \) be the increment given by (3.3), and recall that the renormalization constant \( c_{p, H_0, H}^{(n)} \) is defined by (3.12). Then for all \((s, x), (t, y) \in \mathbb{R}^{d+1}\) and \( n \geq 1 \), one has the decomposition

\[
\mathbb{E} [W^{2,n}_{s,x}(t, y)] = c_{p, H_0, H}^{(n)} + c_{s,x}^{(n)}(t, y),
\]

(4.14)

for some function \( c_{s,x}^{(n)} \) such that, for every \( \varepsilon \in (0, 1) \), \( \ell \geq 0 \) and \( \psi \in B^\ell_s \), we have

\[
|\langle c_{s,x}^{(n)}, \psi \rangle_{s,x}^{\ell}| \lesssim 2^{2\ell(1+d-2(H_0+H)+\varepsilon)}.
\]

(4.15)

Moreover, in relation (4.15) the proportional constant does not depend on \( n, \ell, s, x \).
Proof With the definition (3.3) of $W^{2,n}$ in mind, we can obviously write

$$\mathbb{E}[W^{2,n}_{s,x}(t, y)] = c^{(n)}_{\rho,H_0,H} + \mathcal{E}^n_{s,x}(t, y),$$

as stated in (4.14), where we have simply set

$$\mathcal{E}^n_{s,x}(t, y) := \left[ \mathbb{E}[(K \ast \hat{W}^n)(s, x) \hat{W}^n(t, y)] - \mathbb{E}[(K \ast \hat{W}^n)(s, x) \hat{W}^n(t, y)] \right].$$

We now analyze the terms

$$Q^n(s, x; t, y) = \mathbb{E}[(K \ast \hat{W}^n)(s, x) \hat{W}^n(t, y)]$$

in the right-hand side of (4.16). To this aim, we resort to a slight variation on (4.1) and (4.2), which enables to write that for all $(s, x), (t, y) \in \mathbb{R}^{d+1}$

$$Q^n(s, x; t, y) = c^2_{H_0,H} \int_{\mathbb{R}^{d+1}} |\mathcal{F}_\rho_n(\lambda, \xi)|^2 N_{H_0,H}(\lambda, \xi) \mathcal{F} K(\lambda, \xi) e^{i(\lambda(t-s) + \xi \cdot (y-x))} d\lambda d\xi.$$

Based on this expression, and along the same lines as for (4.6), one gets on the one hand

$$\int_{\mathbb{R}^{d+1}} dtdy \ Q^n(s, x; t, y) \psi_{s,x}^\ell(t, y) = c^2_{H_0,H} \int_{\mathbb{R}^{d+1}} d\lambda d\xi \ |\mathcal{F}_\rho_n(\lambda, \xi)|^2 N_{H_0,H}(\lambda, \xi) \mathcal{F} K(\lambda, \xi) \mathcal{F}_0(\lambda, \xi).$$

Hence owing to the fact that $\psi_{0,0}^\ell = S^\ell_{0,0} \psi$ and performing the change of variable $\lambda := 2^{-2\ell} \lambda, \xi = 2^{-\ell} \xi$, we get

$$\left| \int_{\mathbb{R}^{d+1}} dtdy \ Q^n(s, x; t, y) \psi_{s,x}^\ell(t, y) \right| = c^2_{H_0,H} 2^{2\ell(d+2-(2H_0+H))} \int_{\mathbb{R}^{d+1}} d\lambda d\xi \ |\mathcal{F}_\rho_n(2^{\ell} \lambda, 2^{\ell} \xi)|^2 N_{H_0,H}(\lambda, \xi) \mathcal{F} K(2^{2\ell} \lambda, 2^{\ell} \xi) \mathcal{F}_0(\lambda, \xi).$$

At this point, observe that due to the assumption $2H_0 + H \leq d + 1$, we can pick $a_0, a_1, \ldots, a_d$ in $[0, 1]$ such that $\sum_{i=0}^d a_i = 1 - \varepsilon, 2H_0 + a_0 - 1 < 1$ and $2H_i + 2a_i - 1 < 1$ for $i = 1, \ldots, d$. We can now apply Lemma 4.5 with this set of parameters to deduce that

$$\left| \int_{\mathbb{R}^{d+1}} dtdy \ Q^n(s, x; t, y) \psi_{s,x}^\ell(t, y) \right| \lesssim 2^{2\ell(d+1-(2H_0+H)+\varepsilon)} \int_{\mathbb{R}^{d+1}} d\lambda d\xi \frac{1}{|\lambda|^{2H_0+a_0-1}} \prod_{i=1}^d \frac{1}{|\xi_i|^{2H_i+2a_i-1}} |\mathcal{F}_0(\lambda, \xi)|.$$

(4.18)
Since \( 2H_0 + a_0 < 2 \) and \( 2H_i + 2a_i < 2 \) for \( i = 1, \ldots, d \), we can finally appeal to Lemma 4.3 to assert that the latter integral is finite, which gives the desired bound for the second term in the right-hand side of (4.16).

Then, for the treatment of the difference into brackets in (4.16), let us separate the two cases \( 2H_0 + H < d + 1 \) and \( 2H_0 + H = d + 1 \).

First case: \( 2H_0 + H < d + 1 \) In this situation, going back to the definition (3.8) of \( \mathcal{J}_{\rho, H_0, H} \), observe that the renormalization constant can also be expressed as

\[
\mathcal{R}_{\rho, H_0, H}(\lambda, \xi) = \int_{\mathbb{R}^{d+1}} |\mathcal{F}p(\lambda, \xi)|^2 H_0(\lambda, \xi) d\lambda d\xi,
\]

and accordingly

\[
Q^n(t, y; t, y) - \mathcal{R}_{\rho, H_0, H}(t, y) = -c^2_{H_0, H} \int_{\mathbb{R}^{d+1}} |\mathcal{F}p(\lambda, \xi)|^2 H_0(\lambda, \xi) d\lambda d\xi,
\]

where \( R \) stands for the remainder term in the decomposition of Definition 2.6, item (i). Invoking the inequality \( |\mathcal{F}p(\lambda, \xi)| \lesssim 1 \) and the result of (4.12), we get

\[
Q^n(t, y; t, y) - \mathcal{R}_{\rho, H_0, H}(t, y) \lesssim 1 \leq 2^{2(d+1+\varepsilon)}, \tag{4.19}
\]

where the last inequality naturally stems from the fact that \( 2H_0 + H < d + 1 \).

Second case: \( 2H_0 + H = d + 1 \) Let us recall that in this situation,

\[
\mathcal{R}_{\rho, H_0, H}(t, y) = c^2_{H_0, H} \int_{|\lambda| + |\xi| \geq 2^{-2n}} |\mathcal{F}p(\lambda, \xi)|^2 H_0(\lambda, \xi) d\lambda d\xi.
\]

In fact, using the relation \( 2H_0 + H = d + 1 \), it is not hard to check that we can recast the above quantity as

\[
\mathcal{R}_{\rho, H_0, H}(t, y) = c^2_{H_0, H} \int_{|\lambda| + |\xi| \geq 1} |\mathcal{F}p(\lambda, \xi)|^2 H_0(\lambda, \xi) d\lambda d\xi.
\]

and accordingly

\[
Q^n(t, y; t, y) - \mathcal{R}_{\rho, H_0, H}(t, y) = c^2_{H_0, H} \int_{|\lambda| + |\xi| \leq 1} |\mathcal{F}p(\lambda, \xi)|^2 H_0(\lambda, \xi) d\lambda d\xi
\]

and

\[
Q^n(t, y; t, y) - \mathcal{R}_{\rho, H_0, H}(t, y) = c^2_{H_0, H} \int_{|\lambda| + |\xi| \geq 1} |\mathcal{F}p(\lambda, \xi)|^2 H_0(\lambda, \xi) d\lambda d\xi.
\]
Using the results of Lemmas 4.5 and 4.6, as well as the uniform estimate $|\mathcal{F}\rho_n(\lambda, \xi)| \lesssim 1$, we get

$$\left| Q^n(t, y; t, y) - \epsilon^{(n)}_{\rho, H_0, \mathbf{H}} \right| \lesssim \int_{|\lambda| + |\xi|^2 \leq 1} \mathcal{N}_{H_0, \mathbf{H}}(\lambda, \xi) \, d\lambda \, d\xi + \int_{|\lambda| + |\xi|^2 \geq 1} \mathcal{N}_{H_0, \mathbf{H}}(\lambda, \xi) |\mathcal{F}\mathcal{R}(\lambda, \xi)| \, d\lambda \, d\xi \lesssim 1 \leq 2^{2\epsilon} \varepsilon, \quad (4.20)$$

which corresponds to the desired bound in this case.

We can now conclude our proof: combining (4.18), (4.19) and (4.20) with (4.16), we immediately obtain (4.15).

We turn to a bound on the variance of the renormalized $K$-rough path $\hat{\mathbf{W}}^n$.

**Proposition 4.8** Let $\hat{\mathbf{W}}^n$ be the renormalized $K$-rough path defined by (3.11), where we recall that $\mathbf{W}^n := (\mathbf{W}^n, \mathbf{W}^{2,n})$ and $\mathbf{W}^{2,n}$ is introduced in (3.3). Then for all $\ell \geq 0$, $n \geq m \geq 0$, $\psi \in B_{2d+1}^0$, $(s, x) \in \mathbb{R}^{d+1}$ and $\varepsilon \in (0, 1)$, it holds that

$$\mathbb{E}
[\langle |\hat{\mathbf{W}}^{2,n}_{s,x} - \hat{\mathbf{W}}^{2,m}_{s,x}, \psi_{s,x}^{\ell} \rangle^2
\rangle
\lesssim 2^{4\ell(1 + d - (2H_0 + H) + \varepsilon)} \varepsilon^{-m \varepsilon}, \quad (4.21)$$

where the proportional constant in (4.21) does not depend on $n, m, \ell, s, x$.

**Proof** For the sake of conciseness, we will only focus on the case $m = 0$, i.e. we will show the uniform estimate

$$\mathbb{E}
[\langle |\hat{\mathbf{W}}^{2,n}_{s,x}, \psi_{s,x}^{\ell} \rangle^2
\rangle
\lesssim 2^{4\ell(1 + d - (2H_0 + H) + \varepsilon)}. \quad \text{The proof in the general case } m \geq 0 \text{ could in fact be obtained through elementary adaptations of the subsequent estimates, using the fact that } \mathcal{F}\rho \text{ is Lipschitz (see e.g. the arguments in the proof of [3, Proposition 3.3] for more details on the transition from } m = 0 \text{ to } m \geq 0).}$$

Observe first that due to Wick’s formula for products of Gaussian random variables [and using the notation of (3.3)], we can write

$$\mathbb{E}
[\langle |\hat{\mathbf{W}}^{2,n}_{s,x}, \psi_{s,x}^{\ell} \rangle^2
\rangle
= \int_{\mathbb{R}^{d+1} \times \mathbb{R}^{d+1}} dt dy \tilde{d} \tilde{y} \psi_{s,x}(t, y) \psi_{s,x}(\tilde{t}, \tilde{y}) \mathbb{E}[\mathcal{T}_{s,x}^n(t, y) \mathcal{T}_{s,x}^n(\tilde{t}, \tilde{y}) \hat{\mathcal{T}}^n_{s,x}(\tilde{t}, \tilde{y}) \hat{\mathcal{T}}^n_{s,x}(\tilde{t}, \tilde{y})]$

$$= \langle \mathbb{E}[\mathbf{W}^{2,n}_{s,x}, \psi_{s,x}^{\ell}] \rangle^2 + \mathcal{U}_{s,x}^{2,n} + \mathcal{V}_{s,x}^{2,n},$$

where we have set

$$\mathcal{U}_{s,x}^{2,n} := \int_{\mathbb{R}^{d+1} \times \mathbb{R}^{d+1}} dt dy \tilde{d} \tilde{y} \psi_{s,x}(t, y) \psi_{s,x}(\tilde{t}, \tilde{y}) \mathbb{E}[\mathcal{T}_{s,x}^n(t, y) \mathcal{T}_{s,x}^n(\tilde{t}, \tilde{y}) \mathbb{E}[\hat{\mathcal{T}}^n_{s,x}(t, y) \mathcal{T}_{s,x}^n(\tilde{t}, \tilde{y})] \mathbb{E}[\hat{\mathcal{T}}^n_{s,x}(t, y) \mathcal{T}_{s,x}^n(\tilde{t}, \tilde{y})]]$$

and

$$\mathcal{V}_{s,x}^{2,n} := \int_{\mathbb{R}^{d+1} \times \mathbb{R}^{d+1}} dt dy \tilde{d} \tilde{y} \psi_{s,x}(t, y) \psi_{s,x}(\tilde{t}, \tilde{y}) \mathbb{E}[\mathcal{T}_{s,x}^n(t, y) \mathcal{T}_{s,x}^n(\tilde{t}, \tilde{y}) \mathbb{E}[\hat{\mathcal{T}}^n_{s,x}(t, y) \mathcal{T}_{s,x}^n(\tilde{t}, \tilde{y})] \mathbb{E}[\hat{\mathcal{T}}^n_{s,x}(t, y) \mathcal{T}_{s,x}^n(\tilde{t}, \tilde{y})]].$$

\(\square\) Springer
Based on this decomposition, we get that
\[
\mathbb{E}[(\tilde{W}_{s,x}^2, \psi_{s,x}^{\ell})^2] = \mathbb{E}[(W_{s,x}^2, \psi_{s,x}^{\ell} - c^{(n)}_{\rho, H_0, H} \cdot \psi_{s,x}^{\ell})^2]
\]
\[
= (\mathbb{E}[W_{s,x}^2] + \mathbb{E}[\psi_{s,x}^{\ell}] + \mathbb{E}[\psi_{s,x}^{\ell} - 2\mathbb{E}[W_{s,x}^2] \cdot \psi_{s,x}^{\ell}]^2) + \mathbb{E}[\psi_{s,x}^{\ell}]^2
\]
\[
= (\mathbb{E}[W_{s,x}^2] - c^{(n)}_{\rho, H_0, H} \cdot \psi_{s,x}^{\ell})^2 + \mathbb{E}[\psi_{s,x}^{\ell}]^2 + \mathbb{E}[\psi_{s,x}^{\ell}]^2,
\]
where we have used Lemma 4.7 (and the notation therein) to derive the last identity. Owing to (4.15), our claim (4.21) is thus reduced to check that
\[
|\mathcal{U}_{s,x}^{\ell,n}| \lesssim 2^4 \ell (1 + d - (2H_0 + H) + \epsilon) \quad \text{and} \quad |\mathcal{V}_{s,x}^{\ell,n}| \lesssim 2^4 \ell (1 + d - (2H_0 + H) + \epsilon). \tag{4.22}
\]
The remainder of the proof is devoted to prove (4.22).

To this end, recall that \(T_{s,x}^n \) is defined by (3.4), which, together with relation (4.2), yields
\[
\mathbb{E}[T_{s,x}^n(t, y)T_{s,x}^n(\tilde{t}, \tilde{y})] = c_{H_0, H}^2 \int_{\mathbb{R}^{d+1}} d\lambda \, d\xi \, |\mathcal{F}_{\rho_\lambda}(\lambda, \xi)|^2 |\mathcal{F}K(\lambda, \xi)|^2 N_{H_0, H}(\lambda, \xi) \left[c^2(\lambda(t - \tilde{t} + \tilde{\xi} \cdot (y - \tilde{y})))) - c^2(\lambda(s - \tilde{t} + \tilde{\xi} \cdot (x - \tilde{x})))) + 1\right] \]
Combining this expression with formula (4.1) for \(\mathbb{E}[\tilde{W}^n(t, y)\tilde{W}^n(\tilde{t}, \tilde{y})] \), we easily deduce that
\[
\mathcal{U}_{s,x}^{\ell,n} = c_{H_0, H}^2 \int_{\mathbb{R}^{d+1} \times \mathbb{R}^{d+1}} d\lambda \, d\xi \, d\tilde{\lambda} \, d\tilde{\xi} \, |\mathcal{F}_{\rho_\lambda}(\lambda, \xi)|^2 |\mathcal{F}_{\rho_\lambda}(\tilde{\lambda}, \tilde{\xi})|^2 |\mathcal{F}K(\lambda, \xi)|^2 |\mathcal{F}K(\tilde{\lambda}, \tilde{\xi})|^2 N_{H_0, H}(\lambda, \xi)N_{H_0, H}(\tilde{\lambda}, \tilde{\xi}) \left[c^2(\lambda(t - \tilde{t} + \tilde{\xi} \cdot (y - \tilde{y})))) - c^2(\lambda(s - \tilde{t} + \tilde{\xi} \cdot (x - \tilde{x})))) + 1\right] \]
\[
= c_{H_0, H}^2 \int_{\mathbb{R}^{d+1} \times \mathbb{R}^{d+1}} d\lambda \, d\xi \, d\tilde{\lambda} \, d\tilde{\xi} \, |\mathcal{F}_{\rho_\lambda}(\lambda, \xi)|^2 |\mathcal{F}_{\rho_\lambda}(\tilde{\lambda}, \tilde{\xi})|^2 |\mathcal{F}K(\lambda, \xi)|^2 |\mathcal{F}K(\tilde{\lambda}, \tilde{\xi})|^2 N_{H_0, H}(\lambda, \xi)N_{H_0, H}(\tilde{\lambda}, \tilde{\xi}) \left[c^2(\lambda(t - \tilde{t} + \tilde{\xi} \cdot (y - \tilde{y})))) - c^2(\lambda(s - \tilde{t} + \tilde{\xi} \cdot (x - \tilde{x})))) + 1\right] \]
\[
= c_{H_0, H}^2 \int_{\mathbb{R}^{d+1} \times \mathbb{R}^{d+1}} d\lambda \, d\xi \, d\tilde{\lambda} \, d\tilde{\xi} \, |\mathcal{F}_{\rho_\lambda}(\lambda, \xi)|^2 |\mathcal{F}_{\rho_\lambda}(\tilde{\lambda}, \tilde{\xi})|^2 |\mathcal{F}K(\lambda, \xi)|^2 |\mathcal{F}K(\tilde{\lambda}, \tilde{\xi})|^2 N_{H_0, H}(\lambda, \xi)N_{H_0, H}(\tilde{\lambda}, \tilde{\xi}) \left[c^2(\lambda(t - \tilde{t} + \tilde{\xi} \cdot (y - \tilde{y})))) - c^2(\lambda(s - \tilde{t} + \tilde{\xi} \cdot (x - \tilde{x})))) + 1\right] \]
Along similar arguments, we obtain first
\[
\mathcal{V}_{s,x}^{\ell,n} = c_{H_0, H}^2 \int_{\mathbb{R}^{d+1} \times \mathbb{R}^{d+1}} d\lambda \, d\xi \, d\tilde{\lambda} \, d\tilde{\xi} \, |\mathcal{F}_{\rho_\lambda}(\lambda, \xi)|^2 |\mathcal{F}_{\rho_\lambda}(\tilde{\lambda}, \tilde{\xi})|^2 |\mathcal{F}K(\lambda, \xi)|^2 |\mathcal{F}K(\tilde{\lambda}, \tilde{\xi})|^2 N_{H_0, H}(\lambda, \xi)N_{H_0, H}(\tilde{\lambda}, \tilde{\xi}) \left[c^2(\lambda(t - \tilde{t} + \tilde{\xi} \cdot (y - \tilde{y})))) - c^2(\lambda(s - \tilde{t} + \tilde{\xi} \cdot (x - \tilde{x})))) + 1\right].
\]
and we can now apply Cauchy–Schwarz inequality to derive the estimate
\begin{align}
|V_{s,x}^{\ell,n}| & \leq c_{H_0,H}^4 \int_{R^{d+1} \times R^{d+1}} d\lambda d\xi d\tilde{\lambda} d\tilde{\xi} |\mathcal{F}\rho_n(\lambda, \xi)|^2 |\mathcal{F}K(\lambda, \xi)|^2 N_{H_0,H}(\lambda, \xi) N_{H_0,H}(\tilde{\lambda}, \tilde{\xi})
|\mathcal{F}\psi_{0,0}(\lambda + \tilde{\lambda}, \xi + \tilde{\xi}) - \mathcal{F}\psi_{0,0}(\tilde{\lambda}, \tilde{\xi})|^2.
\end{align}
(4.24)

Combining (4.23)–(4.24) with the uniform bound $|\mathcal{F}\rho_n(\lambda, \xi)| \lesssim 1$, we have thus shown that uniformly in $(s, x) \in R^{d+1}$ and $n \geq 1$ the following holds true:
\begin{align}
|U_{s,x}^{\ell,n}| + |V_{s,x}^{\ell,n}| \lesssim S^{\ell},
\end{align}
(4.25)
where the quantity $S^{\ell}$ is given by
\begin{align}
S^{\ell} := c_{H_0,H}^4 \int_{R^{d+1} \times R^{d+1}} d\lambda d\xi d\tilde{\lambda} d\tilde{\xi} |\mathcal{F}\psi_{0,0}(\lambda + \tilde{\lambda}, \xi + \tilde{\xi}) - \mathcal{F}\psi_{0,0}(\tilde{\lambda}, \tilde{\xi})|^2.
\end{align}

Moreover, an easy scaling argument performed on $\psi_{0,0} = S_{0,0}^{\ell} \psi$ shows that
\begin{align}
S^{\ell} = c_{H_0,H}^4 2^{-4\ell(d+2-(2H_0+H))} \tilde{S}^{\ell},
\end{align}
where
\begin{align}
\tilde{S}^{\ell} = \int_{R^{d+1} \times R^{d+1}} d\lambda d\xi d\tilde{\lambda} d\tilde{\xi} |\mathcal{F}\psi(\lambda + \tilde{\lambda}, \xi + \tilde{\xi}) - \mathcal{F}\psi(\tilde{\lambda}, \tilde{\xi})|^2.
\end{align}
(4.26)

Plugging this information into (4.25) and then (4.22) we are now reduced to show that for any $\epsilon \in (0, 1)$ we have
\begin{align}
\tilde{S}^{\ell} \lesssim 2^{-4\ell(1-\epsilon)}.
\end{align}
(4.27)

We shall prove assertion (4.27) in the next subsection. $\square$

**4.3 Proof of (4.27)**

Let us start by highlighting a few inequalities satisfied by $(H_0, H)$, that will serve us later in the proof. First, observe that due to (3.9) and $H \leq d$, one has $d + \frac{1}{2} < 2H_0 + H < 2H_0 + d$, and so one has necessarily
\begin{align}
H_0 > \frac{1}{4}.
\end{align}
(4.28)
Likewise, it holds that $d + \frac{1}{2} < 2H_0 + H < 2H_0 + H_1 + (d - 1)$, and so

$$2H_0 + H_1 > \frac{3}{2},$$

(4.29)

while for $d \geq 2$, one has $d + \frac{1}{2} < 2H_0 + H_1 + H_2 + (d - 2)$, and so

$$2H_0 + H_1 + H_2 > \frac{5}{2}.$$  

(4.30)

Besides, for obvious symmetry reasons in both expression $(4.26)$ of $\tilde{S}^\ell$ and condition $(3.9)$ on $H$, we can and will assume in the sequel that $H_1 \leq H_2 \leq \ldots \leq H_d$. As a consequence of this assumption, we get that for $d \geq 3$ and $i \geq 3, d + \frac{1}{2} < 2H_0 + H < 2H_0 + H_1 + H_2 + H_3 + (d - 3) < 2 + 3H_1 + (d - 3)$, and therefore

$$H_i > \frac{1}{2} \text{ for any } i \geq 3.$$  

(4.31)

With these conditions in hand, let us go back to our main purpose, that is proving the estimate $(4.27)$. With $(4.26)$ in mind, our bound on $\tilde{S}^\ell$ relies on a proper control of the difference

$$|F(\lambda + \tilde{\lambda}, \xi + \tilde{\xi}) - F(\tilde{\lambda}, \tilde{\xi})|.$$

To this aim, let us introduce some additional notation. Namely for $\lambda, \tilde{\lambda} \in \mathbb{R}$ we set

$$T^{(0)}(\lambda) := \left( \int_{\mathbb{R}^{d+1}} dtdy |(\partial_{\lambda}^{d+1} \psi_\lambda)(t, y)| \int_0^t du e^{-\lambda_1 u} \right)^{1/(d+1)},$$

(4.32)

and for $i = 1, \ldots, d,$

$$T^{(i)}(\lambda) := \left( \int_{\mathbb{R}^{d+1}} dtdy |(\partial_{\lambda}^{d+1} \psi_\lambda)(t, y)| \int_0^t du \int_0^u dv e^{-\lambda_1 u} e^{-\lambda v} \right)^{1/(d+1)},$$

(4.33)

where the shortcut $\partial_{\lambda}^{d+1} \psi_\lambda$ refers to $\partial_\lambda, \partial_{\lambda_1}, \ldots, \partial_{\lambda_d} \psi$. Using this notation, some elementary algebraic manipulations reveal that for all $\lambda, \tilde{\lambda} \in \mathbb{R}$ and $\xi, \tilde{\xi} \in \mathbb{R}^d$, we have

$$|F(\lambda + \tilde{\lambda}, \xi + \tilde{\xi}) - F(\tilde{\lambda}, \tilde{\xi})| \lesssim |\lambda| \cdot Q^{(0)}(\lambda, \tilde{\lambda}) \prod_{i=1}^d T^{(i)}(\xi_i + \tilde{\xi}_i).$$

(4.36)
Along the same lines, for \( i = 1, \ldots, d \) we also get

\[
|\mathcal{F} \psi(\tilde{\lambda}, \tilde{\xi}_1, \ldots, \tilde{\xi}_{i-1}, \xi_i + \tilde{\xi}_i, \xi_{i+1} + \tilde{\xi}_{i+1}, \ldots, \xi_d + \tilde{\xi}_d) - \mathcal{F} \psi(\tilde{\lambda}, \tilde{\xi}_1, \ldots, \tilde{\xi}_{i-1}, \tilde{\xi}_i, \tilde{\xi}_{i+1} + \tilde{\xi}_{i+1}, \ldots, \tilde{\xi}_d + \tilde{\xi}_d)| \\
\lesssim T^{(0)}(\tilde{\lambda}) \left( \prod_{j=1}^{i-1} T^{(j)}(\tilde{\xi}_j) \right) (|\xi_i| \cdot Q^{(i)}(\xi_i, \tilde{\xi}_i)) \left( \prod_{j=i+1}^d T^{(j)}(\xi_j + \tilde{\xi}_j) \right). \tag{4.37}
\]

We now point out a lemma on the functions \( T^{(i)} \) and \( Q^{(i)} \) which will be crucial in the sequel.

**Lemma 4.9** Fix \( \psi \in C^{d+1}(\mathbb{R}^{d+1}; \mathbb{R}) \) with compact support, \( i \in \{0, 1, \ldots, d\} \), and let \( T^{(i)}, Q^{(i)} \) be the functions defined by (4.32)–(4.35).

1. For all \( \beta_1, \beta_2 \in (0, 2) \) such that \( \beta_1 + \beta_2 > 1 \), it holds that

\[
\int_{\mathbb{R}^2} dx_1 dx_2 \frac{|Q^{(i)}(x_1, x_2)|^2}{|x_1|^{\beta_1-1}|x_2|^{\beta_2-1}} < \infty.
\]

2. For all \( \lambda_1, \lambda_2 \in (0, 2) \) it holds that

\[
\int_{|x_1| \leq 1} dx_1 \int_{\mathbb{R}} dx_2 \frac{|T^{(i)}(x_1 + x_2)|^2}{|x_1|^{\lambda_1-1}|x_2|^{\lambda_2-1}} < \infty.
\]

3. For all \( \lambda_1 > 0 \) and \( \lambda_2 \in (0, 2) \) such that \( \lambda_1 + \lambda_2 > 3 \), it holds that

\[
\int_{|x_1| \geq 1} dx_1 \int_{\mathbb{R}} dx_2 \frac{|T^{(i)}(x_1 + x_2)|^2}{|x_1|^{\lambda_1-1}|x_2|^{\lambda_2-1}} < \infty.
\]

**Proof** The result of item (1) is borrowed from [3, Lemma 3.11].

As for the proofs of items (2) and (3), they both rely on the readily-checked bound

\[
|T^{(i)}(x)|^2 \lesssim \frac{1}{1 + |x|^2}.
\]

For (2), we have

\[
\int_{|x_1| \leq 1} dx_1 \int_{\mathbb{R}} dx_2 \frac{|T^{(i)}(x_1 + x_2)|^2}{|x_1|^{\lambda_1-1}|x_2|^{\lambda_2-1}} \lesssim \int_{|x_1| \leq 1} dx_1 \int_{\mathbb{R}} dx_2 \frac{1}{|x_1|^{\lambda_1-1}|x_2|^{\lambda_2-1}} \frac{1}{1 + |x_1 + x_2|^2} < \infty.
\]
As for (3), we can first write

\[
\int_{|x_1| \geq 1} dx_1 \int \frac{|T^{(\ell)}(x_1 + x_2)|^2}{|x_1|^{|\lambda_1|-1}|x_2|^{|\lambda_2|-1}} \leq \int_{|x_1| \geq 1} dx_1 \int_{|x_2| \leq \frac{1}{2}} dx_2 \frac{1}{|x_1|^{|\lambda_1|+1}|x_2|^{|\lambda_2|-1}} + \int_{|x_1| \geq 1} dx_1 \int_{|x_2| \geq \frac{1}{2}} dx_2 \frac{1}{|x_1|^{|\lambda_1|-1}|x_2|^{|\lambda_2|-1}} \frac{1}{1 + |x_1 + x_2|^2}.
\]

The first integral is clearly finite. Then decompose the second integral as

\[
\int_{|x_1| \geq 1} dx_1 \int_{|x_2| \geq \frac{1}{2}} dx_2 \frac{1}{|x_1|^{|\lambda_1|-1}|x_2|^{|\lambda_2|-1}} \frac{1}{1 + |x_1 + x_2|^2} = \int_{|x_1| \geq 1} dx_1 \int_{\left\{ \frac{1}{2} \leq |x_2| \leq \frac{1}{2}|x_1| \right\} \cup \left\{ |x_2| \geq \frac{1}{2}|x_1| \right\}} dx_2 \frac{1}{|x_1|^{|\lambda_1|-1}|x_2|^{|\lambda_2|-1}} \frac{1}{1 + |x_1 + x_2|^2} + \int_{|x_1| \geq 1} dx_1 \int_{\left\{ \frac{1}{2} \leq |x_2| \leq \frac{3}{2}|x_1| \right\}} dx_2 \frac{1}{|x_1|^{|\lambda_1|-1}|x_2|^{|\lambda_2|-1}} \frac{1}{1 + |x_1 + x_2|^2} \quad (4.38)
\]

Now, on the one hand, note that if \( \frac{1}{2} \leq |x_2| \leq \frac{1}{2}|x_1| \) or \( |x_2| \geq \frac{3}{2}|x_1| \), then \( |x_1 + x_2| \geq \max \left\{ \frac{1}{2}(|x_1|, |x_2|) \right\} \), and so, for any \( \beta \in [0, 1] \)

\[
\int_{|x_1| \geq 1} dx_1 \int_{\left\{ \frac{1}{2} \leq |x_2| \leq \frac{1}{2}|x_1| \right\} \cup \left\{ |x_2| \geq \frac{3}{2}|x_1| \right\}} dx_2 \frac{1}{|x_1|^{|\lambda_1|-1}|x_2|^{|\lambda_2|-1}} \frac{1}{1 + |x_1 + x_2|^2} \leq \int_{|x_1| \geq 1} dx_1 \frac{1}{|x_1|^{|\lambda_1|+2\beta-1}} \int_{|x_2| \geq \frac{1}{2}} dx_2 \frac{1}{|x_2|^{|\lambda_2|+2(1-\beta)-1}} \quad (4.39)
\]

Due to the assumption \( \lambda_1 + \lambda_2 > 3 \), we can obviously write \( \lambda_1 + \lambda_2 > 2 + \varepsilon \) for any small \( \varepsilon > 0 \), and from here we can pick \( \beta := \frac{\lambda_2}{2} - \frac{\varepsilon}{2} \in [0, 1] \), so that \( \lambda_2 + 2(1-\beta) - 1 = 1 + \varepsilon > 1 \) and \( \lambda_1 + 2\beta - 1 = \lambda_1 + \lambda_2 - \varepsilon - 1 > 1 \). For such a value of \( \beta \), both integrals in (4.39) are thus finite.

On the other hand, we can write

\[
\int_{|x_1| \geq 1} dx_1 \int_{\left\{ \frac{1}{2} \leq |x_2| \leq \frac{1}{2}|x_1| \right\}} dx_2 \frac{1}{|x_1|^{|\lambda_1|+2\beta-2}|r|^{|\lambda_2|-1}} \frac{1}{1 + |x_1 + x_2|^2} = \int_{|x_1| \geq 1} dx_1 \int_{\left\{ \frac{1}{2} \leq |r| \leq \frac{1}{2} \right\}} dr \frac{1}{|x_1|^{|\lambda_1|+\lambda_2-2-\varepsilon}} \frac{1}{1 + |x_1|^2(1 + r)^{1-\varepsilon}} \quad (4.38)
\]

Using the assumption \( \lambda_1 + \lambda_2 > 3 \), we can pick \( \varepsilon > 0 \) small enough such that \( \lambda_1 + \lambda_2 - 2 - \varepsilon > 1 \), which shows that the above quantity is finite. Going back to (4.38), this achieves the proof of item (3).
With those notations and preliminary results in hand, let us go back to (4.26). Invoking (4.36) and (4.37), our claim (4.27) amounts to show that

\[
\mathcal{J}^{0,\ell} := \int_{\mathbb{R}^{d+1} \times \mathbb{R}^{d+1}} d\lambda d\xi d\tilde{\lambda} d\tilde{\xi} \left| \mathcal{F} K (2^{2\ell} \lambda, 2^\ell \xi)^2 \mathcal{N}_{H_0, H}(\lambda, \xi) \mathcal{N}_{H_0, H}(\tilde{\lambda}, \tilde{\xi}) \right|
\times \left( |\lambda|^2 Q^{(0)}(\lambda, \tilde{\lambda})^2 \right) \prod_{i=1}^d \left( T^{(i)}(\xi_i + \tilde{\xi}_i) \right)^2 \lesssim 2^{-4\ell(1-\epsilon)},
\tag{4.40}
\]

and that for every fixed \(i = 1, \ldots, d\), we have

\[
\mathcal{J}^{i,\ell} := \int_{\mathbb{R}^{d+1} \times \mathbb{R}^{d+1}} d\lambda d\xi d\tilde{\lambda} d\tilde{\xi} \left| \mathcal{F} K (2^{2\ell} \lambda, 2^\ell \xi)^2 \mathcal{N}_{H_0, H}(\lambda, \xi) \mathcal{N}_{H_0, H}(\tilde{\lambda}, \tilde{\xi}) \right| \left( T^{(0)}(\tilde{\lambda}) \right)^2
\times \prod_{j=1}^{i-1} \left( T^{(j)}(\tilde{\xi}_j) \right)^2 \left( |\xi_i|^2 Q^{(i)}(\xi_i, \tilde{\xi}_i)^2 \right) \prod_{j=i+1}^d \left( T^{(j)}(\xi_j + \tilde{\xi}_j) \right)^2 \lesssim 2^{-4\ell(1-\epsilon)}.
\tag{4.41}
\]

To establish these bounds, we will split the integration domain for the variables \(\lambda, \xi\) along

\[
\begin{align*}
D_- &:= \{ \lambda \in \mathbb{R} : |\lambda| \leq 1 \} \quad \text{and} \quad D_+ := \{ \lambda \in \mathbb{R} : |\lambda| \geq 1 \},
\end{align*}
\]

that is we set, for every \(s \in \{-, +\}^{d+1}\), \(D_s := \prod_{k=0}^d D_{s_k}\), and then consider

\[
\mathcal{J}_s^{0,\ell} := \int_{D_s \times \mathbb{R}^{d+1}} d\lambda d\xi d\tilde{\lambda} d\tilde{\xi} \left| \mathcal{F} K (2^{2\ell} \lambda, 2^\ell \xi)^2 \mathcal{N}_{H_0, H}(\lambda, \xi) \mathcal{N}_{H_0, H}(\tilde{\lambda}, \tilde{\xi}) \right| \left( |\lambda|^2 Q^{(0)}(\lambda, \tilde{\lambda})^2 \right) \prod_{i=1}^d \left( T^{(i)}(\xi_i + \tilde{\xi}_i) \right)^2.
\tag{4.42}
\]

For every fixed \(i = 1, \ldots, d\), we also set

\[
\mathcal{J}_s^{i,\ell} := \int_{D_s \times \mathbb{R}^{d+1}} d\lambda d\xi d\tilde{\lambda} d\tilde{\xi} \left| \mathcal{F} K (2^{2\ell} \lambda, 2^\ell \xi)^2 \mathcal{N}_{H_0, H}(\lambda, \xi) \mathcal{N}_{H_0, H}(\tilde{\lambda}, \tilde{\xi}) \right| \left( T^{(0)}(\tilde{\lambda}) \right)^2
\times \prod_{j=1}^{i-1} \left( T^{(j)}(\tilde{\xi}_j) \right)^2 \left( |\xi_i|^2 Q^{(i)}(\xi_i, \tilde{\xi}_i)^2 \right) \prod_{j=i+1}^d \left( T^{(j)}(\xi_j + \tilde{\xi}_j) \right)^2.
\tag{4.43}
\]

It is clear that (4.40) and (4.41) will hold true if we can show that for every \(s \in \{-, +\}^{d+1}\),

\[
\mathcal{J}_s^{0,\ell} \lesssim 2^{-4\ell(1-\epsilon)} \quad \text{and} \quad \mathcal{J}_s^{i,\ell} \lesssim 2^{-4\ell(1-\epsilon)}.
\tag{4.44}
\]

We will now treat the two integrals (4.42) and (4.43) separately.

Bound on (4.42) Let \(s \in \{-, +\}^{d+1}\) be fixed. We can apply Lemma 4.5 and recall the definition (3.6) of \(\mathcal{N}_{H_0, H}\) in order to assert that for all \(a_0, a_1, \ldots, a_d \in [0, 1]\) such
that \( a_0 + a_1 + \ldots + a_d < 1 \), the integral in (4.42) is bounded (up to a constant) by

\[
2^{-4\ell(a_0+a_1+\ldots+a_d)} \left( \int_{D_{s_0} \times \mathbb{R}} d\lambda d\tilde{\lambda} \frac{Q^{(0)}(\lambda, \tilde{\lambda})^2}{|\lambda|^{(2a_0+2H_0-2)}|\tilde{\lambda}|^{2H_0-1}} \right)\]

\[
\times \prod_{i=1}^{d} \left( \int_{D_{s_i} \times \mathbb{R}} d\xi_i d\tilde{\xi}_i \frac{T^{(i)}(\xi_i + \tilde{\xi}_i)^2}{|\xi_i|^{4a_i+2H_i-1}|\tilde{\xi}_i|^{2H_i-1}} \right). \tag{4.45}
\]

The whole point now is that we can find parameters \( a_0, a_1, \ldots, a_d \in [0, 1] \) such that

\[ a_0 + a_1 + \ldots + a_d = 1 - \varepsilon \]

and such that the integrals involved in the above expression are all finite. In order to justify this claim, we can refer to Lemma 4.9. According to this property, the first integral in (4.45) is finite whenever \( 2a_0 + 2H_0 > 3 - 2H_0 \) and \( 2a_0 + 2H_0 < 4 \). Moreover, since \( 0 < a_0 < 1 \), we have \( 2H_0 < 2a_0 + 2H_0 < 2 + 2H_0 < 4 \). Summarizing those elementary considerations and similar ones for the second integral in (4.45), we get that (4.45) is a finite expression as long as

\[
\begin{cases}
\max(2H_0, 3 - 2H_0) < 2a_0 + 2H_0 < 2 + 2H_0 \\
2H_i < 4a_i + 2H_i < 2 & \text{for } i \in \{i \in \{1, \ldots, d\} : s_i = -\} \\
3 - 2H_i < 4a_i + 2H_i < 4 + 2H_i & \text{for } i \in \{i \in \{1, \ldots, d\} : s_i = +\}.
\end{cases} \tag{4.46}
\]

Provided (4.46) is met and \( a_0 + a_1 + \ldots + a_d = 1 - \varepsilon \), we thus have that the expression (4.45) is bounded, up to a constant, by \( 2^{-4\ell(1-\varepsilon)} \). This proves (4.40).

We now show that the above-reported conditions can indeed be fulfilled under our standing assumptions. In fact,

(i) Since \( H_0 > \frac{1}{3} \) [see (4.28)], the first condition in (4.46) is easily shown to be satisfied for some values of \( a_0 \in (0, 1) \).

(ii) The conditions (4.46) can also be made consistent with the desired assumption \( \sum_{i=0}^{d} a_i = 1 - \varepsilon \) for \( \varepsilon > 0 \). In order to verify this assertion, sum the constraints in (4.46). This yields

\[
A_s^0 < 2(2a_0 + 2H_0) + \sum_{i=1}^{d} (4a_i + 2H_i) < B_s^0, \quad \tag{4.47}
\]

with two parameters \( A_s, B_s \) defined by

\[
A_s^0 := 2 \max(2H_0, 3 - 2H_0) + 2 \sum_{\substack{i=1, \ldots, d \cr s_i = -}} H_i + \sum_{\substack{i=1, \ldots, d \cr s_i = +}} (3 - 2H_i)
\]

\[
B_s^0 = 2(2 + 2H_0) + 2 \left| \{i \in \{1, \ldots, d\} : s_i = -\} \right| + \sum_{\substack{i=1, \ldots, d \cr s_i = +}} (4 + 2H_i). \quad \tag{4.48}
\]
We now resort to the assumption \( \sum_{i=0}^{d} a_i = 1 - \epsilon \). Recalling our notation \( H = \sum_{i=1}^{d} H_i \), we end up with the condition

\[
A_s^0 < 4(1 - \epsilon) + 2(2H_0 + H) < B_s^0.
\] (4.49)

In order to see that these two inequalities are indeed satisfied (at least for \( \epsilon > 0 \) small enough), observe first that

\[
B_s^0 = 2(2 + 2H_0) + 2d + 2 \sum_{i=1,\ldots,d}^{d} (1 + H_i) \geq 4 + 2(2H_0 + d) > 4 + 2(2H_0 + H),
\]

where the last inequality immediately follows from the trivial bound \( H < d \).

As for the first inequality in (4.49), note that

\[
A_s^0 \leq 2 \max(2H_0, 3 - 2H_0) + 2 \sum_{i=1,\ldots,d}^{d} H_i + \sum_{i=1,\ldots,d}^{d} (3 - 2H_i)
\]

\[
\leq 2 \max(2H_0, 3 - 2H_0) + \sum_{i=1}^{d} \max(2H_i, 3 - 2H_i)
\]

\[
\leq 2 \max(2, 3 - 2H_0) + \max(2, 3 - 2H_1) + \max(2, 3 - 2H_2)1_{d \geq 2} + 2(d - 2)1_{d \geq 2},
\] (4.50)

where we have used the observation (4.31) to derive the last inequality. The following table collects the possible values of the bound in (4.50), depending on \( H_0, H_1, H_2 \) (remember that \( H_1 \leq H_2 \)):

| \( H_0 \) | \( H_1 \) | \( H_2 \) | \( A_s^0 \) for \( d = 1 \) | \( A_s^0 \) for \( d \geq 2 \) |
|---|---|---|---|---|
| \( 0, \frac{1}{2} \) | \( 0, \frac{1}{2} \) | \( 0, \frac{1}{2} \) | \( \leq 9 - 2(2H_0 + H_1) \) | \( \leq 2d + 8 - 2(2H_0 + H_1 + H_2) \) |
| \( 0, \frac{1}{2} \) | \( 0, \frac{1}{2} \) | \( \frac{1}{2}, 1 \) | \( \leq 9 - 2(2H_0 + H_1) \) | \( \leq 2d + 7 - 2(2H_0 + H_1) \) |
| \( 0, \frac{1}{2} \) | \( \frac{1}{2}, 1 \) | \( \frac{1}{2}, 1 \) | \( \leq 8 - 4H_0 \) | \( \leq 2d + 6 - 4H_0 \) |
| \( \frac{1}{2}, 1 \) | \( 0, \frac{1}{2} \) | \( 0, \frac{1}{2} \) | \( \leq 7 - 2H_1 \) | \( \leq 2d + 6 - 2(H_1 + H_2) \) |
| \( \frac{1}{2}, 1 \) | \( \frac{1}{2}, 1 \) | \( \frac{1}{2}, 1 \) | \( \leq 7 - 2H_1 \) | \( \leq 2d + 5 - 2H_1 \) |
| \( \frac{1}{2}, 1 \) | \( \frac{1}{2}, 1 \) | \( \frac{1}{2}, 1 \) | \( \leq 6 \) | \( \leq 2d + 4 \) |

Based on these values, and using the three conditions (4.28)–(4.29)–(4.30), we can easily conclude that

\[
A_s^0 < 2d + 5 \leq 4 + 2(2H_0 + H),
\]

where the last bound is derived from the assumption \( 2H_0 + H > d + \frac{1}{2} \).

We have thus checked that (4.49) holds true, and this completes the proof of the desired estimate

\[
\mathcal{J}_s^{0, \ell} \lesssim 2^{-4\ell(1 - \epsilon)}.
\] (4.51)
Bound on (4.43) Let us fix \( s \in \{-, +\}^{d+1} \) and \( i \in \{1, \ldots, d\} \). In order to bound \( \mathcal{J}_s^{i, \ell} \), we proceed similarly to (4.45). Namely we apply Lemma 4.5 to assert that for all \( a_0, a_1, \ldots, a_d \in [0, 1] \) such that \( a_0 + a_1 + \ldots + a_d < 1 \),

\[
\mathcal{J}_s^{i, \ell} \lesssim 2^{-4\ell(a_0+a_1+\ldots+a_d)} \left( \int_{D_{\lambda_0}} \frac{d\lambda}{|\lambda|^{2a_0+2H_0-1}} \right) \\
\times \prod_{r=1}^{i-1} \left( \int_{D_{\epsilon_r}} \frac{d\epsilon_r}{|\epsilon_r|^{2H_r-1}} \right) \\
\times \prod_{k=1}^{i-1} \left( \int_{D_{\xi_k}} \frac{d\xi_k}{|\xi_k|^{4a_k+2H_k-1}} \right) \\
\times \left( \int_{D_{\xi} \times \mathbb{R}} \frac{T(0)(\tilde{\xi})^2}{|\tilde{\xi}|^{2H_0-1}} d\xi d\tilde{\xi} \right) \\
\times \left( \int_{D_{\xi} \times \mathbb{R}} \frac{T(\epsilon)(\tilde{\xi})^2}{|\tilde{\xi}|^{2H_r-1}} d\xi d\tilde{\xi} \right) \\
\times \prod_{p=i+1}^{d} \left( \int_{D_{\xi} \times \mathbb{R}} \frac{T(p)(\tilde{\xi}^2)}{|\tilde{\xi}|^{4a_p+2H_p-1}} d\xi d\tilde{\xi} \right),
\]

(4.52)

where we recall that \( D_- := [-1, 1] \) and \( D_+ := \mathbb{R}\setminus[-1, 1] \).

Based on the criteria of Lemma 4.9, we get the following conditions on the parameters \( a_0, a_1, \ldots, a_d \) (so as to ensure that the integrals in (4.52) are all finite, and also that each \( a_i \) belongs to \((0, 1)\)):

\[
\begin{align*}
2H_0 &< 2a_0 + 2H_0 < 2 & \text{if } s_0 = - \\
2 &< 2a_0 + 2H_0 < 2 + 2H_0 & \text{if } s_0 = + \\
2H_k &< 4a_k + 2H_k < 2 & \text{for } k \in \{k \in \{1, \ldots, i-1\} : s_k = -\} \\
2 &< 4a_k + 2H_k < 4 + 2H_k & \text{for } k \in \{k \in \{1, \ldots, i-1\} : s_k = +\} \\
\max(2H_i, 3-2H_i) &< 4a_i + 2H_i < 4 & \text{for } p \in \{p \in \{i+1, \ldots, d\} : s_p = -\} \\
2H_p &< 4a_p + 2H_p < 2 & \text{for } p \in \{p \in \{i+1, \ldots, d\} : s_p = +\} \\
3-2H_p &< 4a_p + 2H_p < 4 + 2H_p & \text{for } p \in \{p \in \{i+1, \ldots, d\} : s_p = +\}.
\end{align*}
\]

(4.53)

As in the proof of (4.40), we still have to verify that the parameters \( a_0, \ldots, a_d \) can be chosen so that \( \sum_{k=0}^{d} a_k = 1 - \varepsilon \). To this aim, we use the same strategy as for (4.46). Namely we sum all the constraints in (4.53), which yields the following condition:

\[
A_s^i < 4(1 - \varepsilon) + 2(2H_0 + H) < B_s^i,
\]

(4.54)

with two parameters \( A_s^i, B_s^i \) defined by
\[ A^i_s := 4\{H_0 1_{s_0=-} + 1_{s_0=+}\} + 2 \sum_{k=1,\ldots,i-1 \atop s_k=+} H_k + 2 \sum_{k \in \{1, \ldots, i-1\} : s_k = +} (3 - 2H_k), \] (4.55)

\[ B^i_s := 4\{1_{s_0=+} + (1 + H_0)1_{s_0=+}\} + 2 \sum_{k \in \{1, \ldots, i-1\} : s_k = +} (4 + 2H_k) \]
\[ + 4 + 2 \sum_{p \in \{i+1, \ldots, d\} : s_p = +} (4 + 2H_p). \]

In order to see that \( A^i_s < 4 + 2(2H_0 + H) \), observe first that
\[ A^i_s < 4 + 2(i-1) + \sum_{q=i}^d \max(2H_q, 3 - 2H_q). \] (4.56)

Let us recall that, by (4.31), one has \( H_q > \frac{1}{2} \) for \( q \geq 3 \), and so the above bound yields, for \( i \geq 3 \),
\[ A^i_s < 4 + 2(i-1) + 2(d - i + 1) = 4 + 2d < 3 + 2(2H_0 + H), \]
where we have used the assumption \( d + \frac{1}{2} < 2H_0 + H \) to derive the last inequality.

Then, using again (4.56), we have
\[ A^2_s < 6 + \max(2H_2, 3 - 2H_2) + 2(d - 2) = 2 + 2d + \max(2H_2, 3 - 2H_2) < 5 + 2d < 4 + 2(2H_0 + H), \]
where we have again used the assumption \( d + \frac{1}{2} < 2H_0 + H \) to derive the last inequality.

As for \( A^1_s \), we get by (4.56) that
\[ A^1_s < 4 + \max(2H_1, 3 - 2H_1) + \max(2H_2, 3 - 2H_2) + 2(d - 2) \]
\[ < 2d + \max(2, 3 - 2H_1) + \max(2, 3 - 2H_2) \]
\[ \leq 2d + \max(4, 5 - 2H_1, 5 - 2H_2, 6 - 2(H_1 + H_2)) \]
\[ < 5 + 2d < 4 + 2(2H_0 + H), \]
where we have used (4.30) to get the fourth inequality.

This completes the proof of the first inequality in (4.54).
For the second inequality (i.e., $4(1 - \varepsilon) + 2(2H_0 + H) < \mathcal{B}^i_s$), let us write $\mathcal{B}^i_s$ as
\[
\mathcal{B}^i_s = 4\{1_{s_0 = -} + (1 + H_0)1_{s_0 = +}\} + 2(i - 1) + 2 \sum_{k = 1, \ldots, d}^l (1 + H_k) \\
+ 4 + 2(d - i) + 2 \sum_{p = i + 1, \ldots, d}^s (1 + H_p)
\]
\[
= 2d + 4\{1_{s_0 = -} + (1 + H_0)1_{s_0 = +}\} + 2 \sum_{k = 1, \ldots, d}^l (1 + H_k) + 2 \sum_{p = i + 1, \ldots, d}^s (1 + H_p),
\]
and from here it is clear that
\[
\mathcal{B}^i_s > 6 + 2d \geq 4 + 2(2H_0 + H),
\]
where the last inequality stems from the assumption $2H_0 + H \leq d + 1$.
We have thus checked that (4.54) holds true, and this completes the proof of the desired estimate: for every $i = 1, \ldots, d$,
\[
\mathcal{J}^{i, \ell}_s \lesssim 2^{-4\ell(1 - \varepsilon)}. \tag{4.57}
\]

The combination of (4.51) and (4.57) precisely corresponds to (4.44), and accordingly the proof of (4.27) is achieved.

### 4.4 Conclusion: proof of Theorem 3.3

Let us now see how we can use the moments estimates of Propositions 4.4 and 4.8 in order to prove the desired convergence (3.13).

First, by applying Lemma 4.2 to a constant distribution $\zeta_{s, x} := \hat{W}^n - \hat{W}^m$ (which means that $\theta^i = \hat{\zeta}_{x, i}^n = 0$ in Lemma 4.2), we get that for every $k, p \geq 1$,
\[
\mathbb{E}\left[\|\hat{W}^n - \hat{W}^m\|_{\alpha; k, w}^{2p}\right] \lesssim \mathbb{E}\left[\sup_{\ell \geq 0} \sup_{(s, x) \in \Lambda^L_s \cap \{-(k + 2), k + 2\} \times \mathbb{R}^d} 2^{2p\alpha} \left[\hat{W}^n - \hat{W}^m, S^{2, \ell}_{x, s, \alpha}(\psi)\right]^{2p} \right] \\
\lesssim \sum_{\ell \geq 0} \sum_{\psi \in \Psi} 2^{2p\alpha} \mathbb{E}\left[\left[(\hat{W}^n - \hat{W}^m, S^{2, \ell}_{x, s, \alpha}(\psi))\right]^{2p} \right] \left[\mathbb{E}[w(x)]^{2p}\right].
\]
Furthermore, $\hat{W}^n - \hat{W}^m$ is a Gaussian process. Therefore we have
\[
\mathbb{E}\left[\|\hat{W}^n - \hat{W}^m\|_{\alpha; k, w}^{2p}\right] \lesssim \sum_{\ell \geq 0} \sum_{\psi \in \Psi} 2^{2p\alpha} \mathbb{E}\left[\left[(\hat{W}^n - \hat{W}^m, S^{2, \ell}_{x, s, \alpha}(\psi))\right]^{2p} \right] \left[\mathbb{E}[w(x)]^{2p}\right] \\
\lesssim 2^{-m \alpha p} \sum_{\ell \geq 0} 2^{2p\alpha(\alpha + d + 2 - (2H_0 + H) + \varepsilon)} \sum_{(s, x) \in \Lambda^L_s \cap \{-(k + 2), k + 2\} \times \mathbb{R}^d} w(x)^{-2p}, \tag{4.58}
\]
where the last inequality follows from Proposition 4.4 and the fact that $\Psi$ is a finite set.
At this point, observe that
\[
\sum_{(s,x) \in \mathbb{A}_0^d \cap ((-k+2,k+2) \times \mathbb{R}^d)} w(x)^{-2p} = \left( \sum_{q_0 \in \mathbb{Z}} 1_{(-k+2) \leq q_0 \leq k+2} \right) \left( \sum_{q \in \mathbb{Z}^d} (1 + 2^{-\ell}|q|)^{-2k} \right) \\
\leq 2^{2k} \left\{ 1 + 2^{2k\ell p} \sum_{q \in \mathbb{Z}^d \setminus \{0\}} |q|^{-2k} \right\}.
\]

Owing to our assumption \( \alpha < -(d+2) + (2H_0 + H) \), we can pick \( \varepsilon > 0 \) small enough such that \( \beta := -\alpha - (d+2) + (2H_0 + H) - \varepsilon > 0 \). Going back to (4.58), we have obtained that for every \( k, p \geq 1 \),
\[
E[\|\tilde{W}^n - \tilde{W}^m\|_{\alpha,k,w}^{2p}] \lesssim k 2^{-m\varepsilon p} \sum_{\ell \geq 0} \left\{ 2^{-2\ell(\beta p - 1)} + 2^{-2\ell((\beta - \kappa)p - 1)} \sum_{q \in \mathbb{Z}^d \setminus \{0\}} |q|^{-2k} \right\}.
\]

(4.59)

Without loss of generality, we can here assume that \( 0 < \kappa < \beta \). Then we can pick \( p \geq 1 \) large enough so that \( (\beta - \kappa)p - 1 > 0 \) and \( 2k \geq d \), which ensures that the sum in (4.59) is finite, and so, for every \( k \geq 1 \) and any such large \( p \geq 1 \),
\[
E[\|\tilde{W}^n - \tilde{W}^m\|_{\alpha,k,w}^{2p}] \lesssim k 2^{-m\varepsilon p}.
\]

(4.60)

Using similar arguments [starting from Lemma 4.2, and also leaning on (2.17)], we can then turn the estimate of Proposition 4.8 into the bound
\[
E[\|\tilde{W}^{2,n} - \tilde{W}^{2,m}\|_{2\alpha+2;k,w}^{2p}] \lesssim k 2^{-m\varepsilon p}.
\]

(4.61)

for every \( k \geq 1 \), every \( \varepsilon > 0 \) small enough and every \( p \geq 1 \) large enough.

Combining (4.60) and (4.61), we get that for all \( \varepsilon > 0 \) small enough and \( p \geq 1 \) large enough
\[
E[d_{\alpha,w}(\tilde{W}^n, \tilde{W}^m)] \lesssim 2^{-m\varepsilon p},
\]

for all \( n \geq m \geq 1 \), and accordingly \( (\tilde{W}^n)_{n \geq 1} \) is a Cauchy sequence in \( L^p(\Omega; (\mathcal{E}_{\alpha,w}^K, d_{\alpha,w})) \). By Lemma 2.8, we can assert that there exists an element \( \tilde{W} \in \mathcal{E}_{\alpha,w}^K \) satisfying
\[
E[d_{\alpha,w}(\tilde{W}, \tilde{W}^m)] \lesssim 2^{-m\varepsilon p},
\]

for every \( p \geq 1 \) large enough. The desired conclusion, that is the almost sure convergence of \( \tilde{W}^n \) to \( \tilde{W} \) in \( (\mathcal{E}_{\alpha,w}^K, d_{\alpha,w}) \), immediately follows from Borel-Cantelli lemma.
5 Proof of Theorem 3.10

As we announced it earlier, the proof of Theorem 3.10 will in fact reduce to a review of the few adaptations to be made with respect to the proof of Theorem 3.3. Observe first that in this setting, identities (4.1) and (4.2) immediately give way to the following covariance formulas:

Lemma 5.1 Let \( \dot{W}^n \) be the smoothed noise defined by (3.19) and recall that the kernel \( \tilde{K} \) is defined by (2.12). For every fixed \( n \geq 1 \), the families \( \{ \dot{W}^n(y); y \in \mathbb{R}^d \} \) and \( \{ \tilde{K} \ast \dot{W}^n(y); y \in \mathbb{R}^d \} \) are centered Gaussian processes with respective covariance functions given by the formulas

\[
\mathbb{E}\left[ \dot{W}^n(y) \dot{W}^n(\tilde{y}) \right] = c_H^2 \int_{\mathbb{R}^d} d\xi \left| \mathcal{F}^s \rho_n(\xi) \right|^2 \mathcal{N}_H(\xi) e^{i \xi \cdot (y - \tilde{y})},
\]

and

\[
\mathbb{E}\left[ (\tilde{K} \ast \dot{W}^n)(y) (\tilde{K} \ast \dot{W}^n)(\tilde{y}) \right] = c_H^2 \int_{\mathbb{R}^d} d\xi \left| \mathcal{F}^s \rho_n(\xi) \right|^2 \left| \mathcal{F}^s \tilde{K}(\xi) \right|^2 \mathcal{N}_H(\xi) e^{i \xi \cdot (y - \tilde{y})},
\]

where the notation \( \mathcal{N}_H \) has been introduced in (3.25) and the constant \( c_H \) is the one given in (1.4).

5.1 Moment estimate for the first component

Morally, we need to check that the result of Proposition 4.4 still holds for \( H_0 = 1 \). In a more rigorous way, one has here:

Proposition 5.2 For all \( \ell \geq 0, n \geq m \geq 0, \psi \in \mathcal{B}_b^{2(d+1)} \) and \( x \in \mathbb{R}^d \), it holds that

\[
\mathbb{E}\left[ \left| (\dot{W}^n - \dot{W}^m, \tilde{\psi}_x^{\ell}) \right|^2 \right] \lesssim 2^{2\ell(d-H+\varepsilon)} 2^{-m s},
\]

where \( \tilde{\psi}(x) := \int_{\mathbb{R}^d} ds \psi(s, x) \), \( \tilde{\psi}_x^{\ell}(y) := 2^{\ell d} \tilde{\psi}(2^\ell (y - x)) \), and the proportional constant in \( \lesssim \) does not depend on \( n, m, \ell, s, x \).

Proof It suffices to follow the arguments of the proof of Proposition 4.4, and therein replace identity (4.1) with the covariance formula (5.1). \( \square \)

5.2 Moment estimate for the second component

The preliminary estimates on \( \mathcal{F}K \) and \( \mathcal{F}R \) (i.e., Lemmas 4.5 and 4.6) become estimates on \( \mathcal{F}^s \tilde{K} \) and \( \int_0^\infty ds \mathcal{F}^s R(s, \cdot) \) in the spatial setting. Just as their space-time counterparts, these bounds follow from the analysis of the expansions contained in (2.12).
Lemma 5.3 Let $K$ be the localized heat kernel of Definition 2.6, and define $\tilde{K}$ along (3.23). For all fixed $a_1, \ldots, a_d \in [0, 1]$ such that $\sum_{i=1}^d a_i < 1$, one has, for every $\xi \in \mathbb{R}^d$,

$$|\mathcal{F}^s \tilde{K}(\xi)| \lesssim \prod_{i=1}^d |\xi_i|^{-2a_i}.$$ 

Lemma 5.4 Let $R$ be the remainder term associated with the localized heat kernel $K$ (along Definition 2.6). Then, for all fixed $a_1, \ldots, a_d \geq 0$ such that $\sum_{i=1}^d a_i > 1$, one has, for every $\xi \in \mathbb{R}^{d+1}$,

$$\left| \int_0^\infty ds \mathcal{F}^s R(s, .)(\xi) \right| \lesssim \prod_{i=1}^d |\xi|^{-2a_i}.$$ \hspace{1cm} (5.4)

As a consequence, if $H = (H_1, \ldots, H_d) \in (0, 1)^d$ is such that $H < d - 1$, it holds that

$$\int_{\mathbb{R}^d} d\xi \mathcal{N}_H(\xi) \left| \int_0^\infty ds \mathcal{F}^s R(s, .)(\xi) \right| < \infty.$$ \hspace{1cm} (5.5)

A similar decomposition to (4.14) can also be exhibited in this time-independent situation.

Lemma 5.5 Let $W_{2,n}^2$ be the increment given by (3.21), and recall that the renormalization constant $\epsilon_{\rho, H}^{(n)}$ is defined by (3.28). Then for all $x, y \in \mathbb{R}^d$ and $n \geq 1$, one has the decomposition

$$\mathbb{E}\left[ W_{2,n}^2(y) \right] = \epsilon_{\rho, H}^{(n)} + \mathcal{E}_x^n(y),$$ \hspace{1cm} (5.6)

for some function $\mathcal{E}_x^n$ such that for all $\epsilon \in (0, 1)$, $\ell \geq 0$ and $\psi \in \mathcal{B}_\ell$, we have

$$\left| \langle \mathcal{E}_x^n, \tilde{\psi}^{(n)}_x \rangle \right| \lesssim 2^{2\ell(d-H-1+\epsilon)}.$$ \hspace{1cm} (5.7)

Moreover, in relation (5.7) the proportional constant does not depend on $n, \ell, x$.

Proof We mimic the proof of Lemma 4.7. First, one can of course write

$$\mathbb{E}\left[ W_{2,n}^2(y) \right] = \epsilon_{\rho, H}^{(n)} + \mathcal{E}_x^n(y),$$

with

$$\mathcal{E}_x^n(y) := \left[ \tilde{Q}^n(y; x) - \epsilon_{\rho, H}^{(n)} \right] - \mathcal{Q}^n(x; y) \quad \text{and} \quad \mathcal{Q}^n(x; y) := \mathbb{E}\left[ (\tilde{K} * \tilde{W}^n)(x) \tilde{W}^n(y) \right].$$ \hspace{1cm} (5.8)
On the one hand, using (5.1)–(5.2), and along the same lines as for (4.18), we get

$$\left| \int_{\mathbb{R}^d} dy \tilde{Q}^n(x; y) \tilde{\psi}_n^\prime(y) \right| = c_H^2 2^{2(d-H)} \int_{\mathbb{R}^d} d\xi \left| \mathcal{F}^S \varphi_n(2^\ell \xi) N_H(\xi) \mathcal{F}^S \tilde{R}(2^\ell \xi) \mathcal{F}^S \tilde{\psi}(\xi) \right|.$$

Since $H \leq d - 1$, we can pick $a_1, \ldots, a_d$ in $[0, 1]$ such that $\sum_{i=1}^d a_i = 1 - \varepsilon$ and $2H_i + 2a_i - 1 < 1$ for $i = 1, \ldots, d$. Applying Lemma 5.3 with these parameters and invoking the inequality $|\mathcal{F}^S \varphi_n(\xi)| \lesssim 1$, we deduce

$$\left| \int_{\mathbb{R}^d} dy \tilde{Q}^n(x; y) \tilde{\psi}_n^\prime(y) \right| \lesssim 2^{2(d-H-1+\varepsilon)}.$$

Then, to bound the difference $\tilde{Q}^n(y; y) - c_{\rho, H}^{(n)}$ in (5.8), consider the two possible situations for $H$.

**First case:** $H < d - 1$ In this case, going back to the definition (3.26) of $J_{\rho, H}$, we can write

$$c_{\rho, H}^{(n)} = 2^{2n(d-H-1)} c_H^2 J_{\rho, H} = c_H^2 \int_{\mathbb{R}^d} |\mathcal{F}^S \varphi_n(\xi)|^2 N_H(\xi) \left( \int_0^\infty ds \mathcal{F}^S p_s(\xi) \right) d\xi. \tag{5.9}$$

Besides, using (2.12), it holds that

$$\mathcal{F}^S \tilde{K}(\xi) = \int_0^\infty ds \mathcal{F}^S K(s, \cdot)(\xi) = \int_0^\infty ds \mathcal{F}^S p_s(\xi) - \int_0^\infty ds \mathcal{F}^S R(s, \cdot)(\xi), \tag{5.10}$$

and so, in light of (5.9),

$$\tilde{Q}^n(y; y) - c_{\rho, H}^{(n)} = -c_H^2 \int_{\mathbb{R}^d} |\mathcal{F}^S \varphi_n(\xi)|^2 N_H(\xi) \left( \int_0^\infty ds \mathcal{F}^S R(s, \cdot)(\xi) \right) d\xi.$$

Thus, thanks to (5.5) and to the uniform estimate $|\mathcal{F}^S \varphi_n(\xi)| \lesssim 1$, we obtain

$$\left| \tilde{Q}^n(y; y) - c_{\rho, H}^{(n)} \right| \lesssim 1 \leq 2^{2(d-H-1+\varepsilon)}.$$

**Second case:** $H = d - 1$ Due to the latter relation, it can be checked that

$$c_{\rho, H}^{(n)} = c_H^2 \int_{|\xi| \geq 1} |\mathcal{F}^S \varphi_n(\xi)|^2 N_H(\xi) \left( \int_0^\infty ds \mathcal{F}^S p_s(\xi) \right) d\xi,$$
and accordingly, by (5.10),
\[
\hat{Q}^n(y; y) - e^{(n)}_{\rho, H} \\
= \mathcal{E}_H^n \int_{|\xi| \leq 1} |\mathcal{F}^n \rho_n(\xi)|^2 \mathcal{H}_n(\xi) \mathcal{K}(\xi) \, d\xi - \int_{|\xi| \geq 1} |\mathcal{F}^n \rho_n(\xi)|^2 \mathcal{H}_n(\xi) \left( \int_0^\infty ds \mathcal{F}_s \mathcal{R}(s, \cdot)(\xi) \right) \, d\xi.
\]

Using the results of Lemma 5.3 and Lemma 5.4, we easily conclude that
\[
|\hat{Q}^n(y; y) - e^{(n)}_{\rho, H}| \leq \int_{|\xi| \leq 1} \mathcal{H}_n(\xi) \, d\xi + \int_{|\xi| \geq 1} \mathcal{H}_n(\xi) \left( \int_0^\infty ds \mathcal{F}_s \mathcal{R}(s, \cdot)(\xi) \right) \, d\xi \lesssim 1 \leq 2^{2\ell_0},
\]
which corresponds to the desired bound in this case. □

The spatial counterpart of the central Proposition 4.8 now takes the following (expected) shape.

**Proposition 5.6** Let \( \tilde{W}^n \) be the renormalized \( K \)-rough path defined in the statement of Theorem 3.10. Then for all \( \ell \geq 0, n \geq m \geq 0, \psi \in \mathcal{B}_g^{2(d+1)}, x \in \mathbb{R}^d \) and \( \varepsilon \in (0, 1) \), it holds that
\[
\mathbb{E} \left[ |(\tilde{W}^{2,n}_x, \tilde{\psi}^\ell_x) - (\tilde{W}^{2,m}_x, \tilde{\psi}^\ell_x)|^2 \right] \lesssim 24 \ell(d-H-1+\varepsilon) 2^{-m \varepsilon},
\]
where the proportional constant in (5.11) does not depend on \( n, m, \ell, x \).

**Proof** Just as in the proof of Proposition 4.8, we only focus on the proof of (5.11) for \( m = 0 \).

Using the decomposition exhibited in Lemma 5.5, we get first
\[
\mathbb{E} \left[ |(\tilde{W}^{2,n}_x, \tilde{\psi}^\ell_x)|^2 \right] = \mathbb{E} \left[ |(\tilde{W}^{2,n}_x - e^{(n)}_{\rho, H} \tilde{\psi}^\ell_x)|^2 \right] = (|\mathcal{E}_x^n(\psi)|^2 + \mathcal{U}^\ell_x + \mathcal{V}^\ell_x),
\]
where
\[
\mathcal{U}^\ell_x := \int \int_{\mathbb{R}^d \times \mathbb{R}^d} dyd\tilde{y} \tilde{\psi}^\ell_x(\tilde{y}) \tilde{\psi}^\ell_x(\tilde{y}) \mathbb{E} \left[ I^n_x(y) |I^n_x(\tilde{y})| \mathbb{E} \left[ \tilde{W}^n(\tilde{y}) \tilde{W}^n(y) \mathbb{E} \left[ \tilde{W}^n(y) \tilde{W}^n(\tilde{y}) \right] \right] \right]
\]
and
\[
\mathcal{V}^\ell_x := \int \int_{\mathbb{R}^d \times \mathbb{R}^d} dyd\tilde{y} \tilde{\psi}^\ell_x(\tilde{y}) \tilde{\psi}^\ell_x(\tilde{y}) \mathbb{E} \left[ I^n_x(y) |I^n_x(\tilde{y})| \mathbb{E} \left[ \tilde{W}^n(y) \tilde{W}^n(\tilde{y}) \mathbb{E} \left[ \tilde{W}^n(\tilde{y}) \tilde{W}^n(y) \right] \right] \right].
\]

From here, and due to (5.7), the proof of (5.11) consists in checking that \( |\mathcal{U}^\ell_x| + |\mathcal{V}^\ell_x| \lesssim 24 \ell(d-H-1+\varepsilon) \). In fact, we can follow line by line the arguments leading to (4.25) (replacing of course (4.1)–(4.2) with (5.1)–(5.2)) to obtain that \( |\mathcal{U}^\ell_x| + |\mathcal{V}^\ell_x| \lesssim 24 \ell(d-H) \mathcal{S}^\ell \), where
\[
\mathcal{S}^\ell = \int \int_{\mathbb{R}^d \times \mathbb{R}^d} d\xi d\tilde{\xi} |\mathcal{F} \tilde{K}(2^\ell \xi)|^2 \mathcal{H}_n(\xi) \mathcal{H}_n(\tilde{\xi}) |\mathcal{F} \tilde{\psi}(\xi + \tilde{\xi}) - \mathcal{F} \tilde{\psi}(\tilde{\xi})|^2.
\]
Therefore, in view of (5.11), it remains to check that for any $\epsilon \in (0, 1)$ we have

$$\tilde{S}^\ell \lesssim 2^{-4\ell(1-\epsilon)}. \quad (5.13)$$

To this end, we can bound the difference $|\mathcal{F} \tilde{\psi}(\xi + \tilde{\xi}) - \mathcal{F} \tilde{\psi}(\tilde{\xi})|$ in $\tilde{S}^\ell$ using the inequalities

$$|\mathcal{F} \psi(\tilde{\xi}_1, \ldots, \tilde{\xi}_{i-1}, \tilde{\xi}_i + \tilde{\xi}, \tilde{\xi}_{i+1} + \tilde{\xi}_{d+1}, \ldots, \tilde{\xi}_d) - \mathcal{F} \psi(\tilde{\xi}_1, \ldots, \tilde{\xi}_{i-1}, \tilde{\xi}_i, \tilde{\xi}_{i+1} + \tilde{\xi}_{d+1}, \ldots, \tilde{\xi}_d)|$$

$$\lesssim \prod_{j=1}^{i-1} T^{(j)}(\tilde{\xi}_j) \left( |\xi_j| \cdot Q^{(i)}(\xi_i, \tilde{\xi}_i) \right) \prod_{j=i+1}^{d} T^{(j)}(\xi_j + \tilde{\xi}_j), \quad i = 1, \ldots, d,$$

where, for $\lambda, \tilde{\lambda} \in \mathbb{R}$, the quantities $T^{(i)}(\lambda)$ and $Q^{(i)}(\lambda, \tilde{\lambda})$ are here defined by

$$T^{(i)}(\lambda) := \left( \int_{\mathbb{R}^d} dy \left| (\partial_{x_1} \ldots \partial_{x_d} \tilde{\psi})(y) \right| \int_0^{y_i} d\tilde{z}_i e^{-i\tilde{\lambda}\tilde{z}_i} \right)^{1/d}, \quad (5.14)$$

$$Q^{(i)}(\lambda, \tilde{\lambda}) := \left( \int_{\mathbb{R}^d} dy \left| (\partial_{x_1} \ldots \partial_{x_d} \psi)(y) \right| \int_0^{y_i} d\tilde{z}_i \int_0^{z_i} dw_i e^{-i\tilde{\lambda}\tilde{z}_i} e^{-i\lambda w_i} \right)^{1/d}. \quad (5.15)$$

With those notations, the claim (5.13) reduces to showing that for every fixed $i = 1, \ldots, d$, we have

$$\mathcal{J}^{i, \ell} := \int_{\mathbb{R}^d \times \mathbb{R}^d} d\xi d\tilde{\xi} \left| \mathcal{F} \tilde{K}(2^\ell \xi) \right|^2 N_{\Phi}(\xi) N_{\Phi}(\tilde{\xi})$$

$$\times \prod_{j=1}^{i-1} \left( T^{(j)}(\tilde{\xi}_j) \right)^2 \left( |\xi_j|^2 Q^{(i)}(\xi_i, \tilde{\xi}_i) \right)^2 \prod_{j=i+1}^{d} \left( T^{(j)}(\xi_j + \tilde{\xi}_j) \right)^2 \lesssim 2^{-4\ell(1-\epsilon)}. \quad (5.16)$$

Let us again follow the pattern of the proof of Proposition 4.8 and split the integration domain for the variables $\xi_1, \ldots, \xi_d$ along $D_- := \{ \lambda \in \mathbb{R} : |\lambda| \leq 1 \}$ and $D_+ := \{ \lambda \in \mathbb{R} : |\lambda| \geq 1 \}$. In other words, we set, for every $s \in (-, +)^d$, $D_s := \prod_{k=1}^{d} D_{s_k}$, and then consider, for every $i = 1, \ldots, d$,

$$\mathcal{J}^{s, i, \ell} := \int_{D_s \times \mathbb{R}^d} d\xi d\tilde{\xi} \left| \mathcal{F} \tilde{K}(2^\ell \xi) \right|^2 N_{\Phi}(\xi) N_{\Phi}(\tilde{\xi})$$

$$\times \prod_{j=1}^{i-1} \left( T^{(j)}(\tilde{\xi}_j) \right)^2 \left( |\xi_j|^2 Q^{(i)}(\xi_i, \tilde{\xi}_i) \right)^2 \prod_{j=i+1}^{d} \left( T^{(j)}(\xi_j + \tilde{\xi}_j) \right)^2.$$
By applying Lemma 5.3, we can assert that for all $a_1, \ldots, a_d \in [0, 1]$ such that $a_1 + \ldots + a_d < 1$,

$$
\mathcal{J}_{i, t}^\varepsilon \leq 2^{-4\varepsilon(a_1+\ldots+a_d)} \prod_{r=1}^{i-1} \left( \int_\mathbb{R} d\tilde{\xi}_r \frac{T^{(r)}(\tilde{\xi}_r)^2}{|\tilde{\xi}_r|^{2H_r-1}} \right) \times \prod_{k=1}^{i-1} \left( \int_{D_{sk}} d\xi_k \frac{d\xi_k}{|\xi_k|^{4a_k+2H_k-1}} \right) \times \left( \int_{D_{sj} \times \mathbb{R}} d\xi_i d\tilde{\xi}_i \frac{Q^{(i)}(\xi_i, \tilde{\xi}_i)^2}{|\xi_i|^{(4a_i+2H_i-2)-1}|\tilde{\xi}_i|^{2H_i-1}} \right) \times \prod_{p=i+1}^d \left( \int_{D_{sp} \times \mathbb{R}} d\xi_p d\tilde{\xi}_p \frac{T^{(p)}(\xi_p + \tilde{\xi}_p)^2}{|\xi_p|^{4a_p+2H_p-1}|\tilde{\xi}_p|^{2H_p-1}} \right).
$$

Based on the criteria of Lemma 4.9 [which clearly remain true for $T^{(i)}$ and $Q^{(i)}$ defined by (5.14)–(5.15)], we deduce the following conditions on $a_1, \ldots, a_d$ (to ensure finiteness of the above integrals):

$$
\begin{align*}
2H_k < 4a_k + 2H_k < 2 & \quad \text{for } k \in \{k \in \{1, \ldots, i-1\} : s_k = -\} \\
2 < 4a_k + 2H_k < 4 + 2H_k & \quad \text{for } k \in \{k \in \{1, \ldots, i-1\} : s_k = +\} \\
\max(2H_i, 3 - 2H_i) < 4a_i + 2H_i < 4 & \quad \text{for } p \in \{p \in \{i+1, \ldots, d\} : s_p = -\} \\
2H_p < 4a_p + 2H_p < 2 & \quad \text{for } p \in \{p \in \{i+1, \ldots, d\} : s_p = -\} \\
3 - 2H_p < 4a_p + 2H_p < 4 + 2H_p & \quad \text{for } p \in \{p \in \{i+1, \ldots, d\} : s_p = +\}.
\end{align*}
$$

(5.17)

With (5.16) in mind, we need these inequalities to be also consistent with the relation $\sum_{k=1}^d a_k = 1 - \varepsilon$. The combination of these two constraints thus leads us to the condition

$$
A_{s}^i < 4(1 - \varepsilon) + 2H < B_{s}^i,
$$

(5.18)

with two parameters $A_{s}^i, B_{s}^i$ defined by

$$
\begin{align*}
A_{s}^i & := 2 \sum_{k=1, \ldots, i-1 \atop s_k = -} H_k + 2|\{k \in \{1, \ldots, i-1\} : s_k = +\}| + \max(2H_i, 3 - 2H_i) + 2 \sum_{p=i+1, \ldots, d \atop s_p = -} H_p + \sum_{p=i+1, \ldots, d \atop s_p = +} (3 - 2H_p), \\
B_{s}^i & := 2|\{k \in \{1, \ldots, i-1\} : s_k = -\}| + \sum_{k=1, \ldots, i-1 \atop s_k = +} (4 + 2H_k) + 4 + 2|\{p \in \{i+1, \ldots, d\} : s_p = -\}| + \sum_{p=i+1, \ldots, d \atop s_p = +} (4 + 2H_p).
\end{align*}
$$

(5.19)
Before checking (5.18), observe that due to condition (3.27), it holds that \( d - \frac{3}{2} < H < H_1 + H_2 + (d - 2) \) (recall that \( d \geq 2 \)), and so

\[
H_1 + H_2 > \frac{1}{2}. \tag{5.20}
\]

Besides, for symmetry reasons, we can assume (from the beginning) that \( H_1 \leq H_2 \leq \ldots \leq H_d \), and consequently, for \( d \geq 3 \) and \( i \geq 3 \), \( d - \frac{3}{2} < H < H_1 + H_2 + H_3 + (d - 3) \leq 3H_i + (d - 3) \), so that

\[
H_i > \frac{1}{2} \quad \text{for any } i \geq 3. \tag{5.21}
\]

Let us now back to the verification of (5.18). In order to see that \( A^i_s < 4 + 2H \), observe first that

\[
A^i_s < 2(i - 1) + \sum_{q=i}^{d} \max(2H_q, 3 - 2H_q). \tag{5.22}
\]

By (5.21), we immediately deduce that for \( i \geq 3 \), \( A^i_s < 2(i - 1) + 2(d - i + 1) = 2d < 4 + 2H \), where the last inequality stems from the assumption \( d - \frac{3}{2} < H \). Then, using again (5.22) and (5.21),

\[
A^2_s < 2d - 2 + \max(2H_2, 3 - 2H_2) < 2d + 1 < 4 + 2H.
\]

Finally, for \( A^1_s \), we get by (5.22) and (5.21) that

\[
A^1_s < \max(2H_1, 3 - 2H_1) + \max(2H_2, 3 - 2H_2) + 2(d - 2)
\]

\[
< 2d - 4 + \max(2, 3 - 2H_1) + \max(2, 3 - 2H_2)
\]

\[
\leq 2d - 4 + \max(4, 5 - 2H_1, 5 - 2H_2, 6 - 2(H_1 + H_2)) < 2d + 1 < 4 + 2H,
\]

where we have used (5.20) to get the fourth inequality.

For the second inequality in (5.18), let us write \( B^i_s \) as

\[
B^i_s = 2(i - 1) + 2 \sum_{k=1,\ldots,i-1}^{s_k=+} (1 + H_k) + 4 + 2(d - i) + 2 \sum_{p=i+1,\ldots,d}^{s_p=+} (1 + H_p)
\]

\[
= 2d + 2 + 2 \sum_{k=1,\ldots,i-1}^{s_k=+} (1 + H_k) + 2 \sum_{p=i+1,\ldots,d}^{s_p=+} (1 + H_p),
\]

and now it becomes clear that \( B^i_s > 2 + 2d \geq 4 + 2H \), since \( H \leq d - 1 \).

This completes the proof of (5.18), and accordingly the proof of (5.16) and (5.11).\[\square\]
5.3 Conclusion: proof of Theorem 3.10

With Propositions 5.2 and 5.6 in hand, we are exactly in the same position as in Sect. 4.4, and accordingly we can reproduce the exact same reasoning in order to conclude.
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Appendix

Proof of Lemma 3.2

We only focus on the treatment of $J_{\rho, H_0, H}$ [defined in (3.8)] when $2H_0 + H < d + 1$. It should however be clear to the reader that the subsequent arguments could also be used to prove the finiteness of the integral in (3.7) when $2H_0 + H = d + 1$.

According to the definition (2.3) of the heat kernel $p$ and recalling that $F$ stands for the space-time Fourier transform, it is readily checked that for $(\lambda, \xi) \in \mathbb{R}^{d+1}$ we have

$$Fp(\lambda, \xi) = \left(\frac{|\xi|^2}{2} + i\lambda\right)^{-1}. \quad (6.1)$$

Therefore, the integral under consideration can be bounded as

$$J_{\rho, H_0, H} \leq J_\infty + J_0, \quad (6.2)$$

where we consider a compact region $D_\delta$ of $\mathbb{R}^{d+1}$ defined by

$$D_\delta := \{(\lambda, \xi_1, \ldots, \xi_d) : \lambda^2 + \xi_1^4 + \cdots + \xi_d^4 \leq 1\}, \quad (6.3)$$

and where the quantities $J_\infty, J_0$ are respectively defined by

$$J_\infty := \int_{\mathbb{R}^{d+1}\setminus D_\delta} \frac{d\lambda d\xi}{(\lambda^2 + \xi_1^4 + \cdots + \xi_d^4)^{1/2}} |F\rho(\lambda, \xi)|^2 \mathcal{N}_{H_0, H}(\lambda, \xi),$$

$$J_0 := \int_{D_\delta} \frac{d\lambda d\xi}{(\lambda^2 + \xi_1^4 + \cdots + \xi_d^4)^{1/2}} |F\rho(\lambda, \xi)|^2 \mathcal{N}_{H_0, H}(\lambda, \xi). \quad (6.4)$$

We now proceed to the evaluation of those two terms.

In order to estimate $J_\infty$, note that $(\mathbb{R}^{d+1}\setminus D_\delta) \subset \cup_{i=0}^d \Lambda_i$, where the regions $\Lambda_i$ are defined by

$$\Lambda_0 := \{(\lambda, \xi_1, \ldots, \xi_d) : \lambda^2 \geq \frac{1}{d+1}\} \quad \text{and} \quad \Lambda_i := \{(\lambda, \xi_1, \ldots, \xi_d) : \xi_i^4 \geq \frac{1}{d+1}\}. \quad (6.5)$$
According to this decomposition we write

$$
\mathcal{J}_\infty \leq \sum_{i=0}^{d} \mathcal{J}_{\infty,i}, \quad (6.5)
$$

where the terms $\mathcal{J}_{\infty,i}$ can be written as

$$
\mathcal{J}_{\infty,i} := \int_{\mathcal{N}_i} \frac{d\lambda \, d\xi}{(\lambda^2 + \xi_1^4 + \cdots + \xi_d^4)^{1/2}} |\mathcal{F}_\rho(\lambda, \xi)|^2 \mathcal{N}_{H_0, \mathbf{H}}(\lambda, \xi). \quad (6.6)
$$

Let us now show how to bound $\mathcal{J}_{\infty,0}$ above. To this aim we invoke our bound (3.2) in two different ways. Namely we take $\tau_0 = 1$, and $\tau_i = 0$ if $|\xi_i| \leq 1$, while $\tau_i = 1$ if $|\xi_i| \geq 1$. Together with the trivial inequality $\lambda^2 + \sum_{i=1}^{d} \xi_i^4 \geq \lambda^2$, the term $\mathcal{J}_{\infty,0}$ given in (6.6) can be bounded as follows

$$
\mathcal{J}_{\infty,0} \lesssim \left( \int_{\lambda^2 \geq \frac{1}{d+1}} \frac{d\lambda}{|\lambda|^{2H_0+2}} \right) \prod_{i=1}^{d} \left\{ \int_{|\xi_i| \leq 1} \frac{d\xi_i}{|\xi_i|^{2H_1-1}} + \int_{|\xi_i| \geq 1} \frac{d\xi_i}{|\xi_i|^{2H_1+1}} \right\} < \infty, \quad (6.7)
$$

where the last inequality is immediate. The terms $\mathcal{J}_{\infty,i}$ for $i = 1, \ldots, d$ in (6.6) are handled similarly, and we omit the details for the sake of conciseness. Taking into account the upper bound (6.5), we end up with the relation $\mathcal{J}_{\infty} < \infty$.

We now turn to a bound on $\mathcal{J}_0$ defined by (6.4), for which we invoke (3.2) with $\tau_i = 0$, for all $i = 0, \ldots, d$. We get

$$
\mathcal{J}_0 \lesssim \int_{\mathcal{D}_0 \cap \mathbb{R}_+^{d+1}} \frac{d\lambda \, d\xi}{(\lambda^2 + \xi_1^4 + \cdots + \xi_d^4)^{1/2}} \mathcal{N}_{H_0, \mathbf{H}}(\lambda, \xi). \quad (6.8)
$$

To see that the latter integral is indeed finite, let us set $\tilde{\xi}_i := \xi_i^2$, so that $(\lambda, \xi_1, \ldots, \xi_d) \in \mathcal{D}_0 \cap \mathbb{R}_+^{d+1}$ if and only if $(\lambda, \tilde{\xi}_1, \ldots, \tilde{\xi}_d) \in \mathcal{B}(0, 1) \cap \mathbb{R}_+^{d+1}$, where $\mathcal{B}(0, 1)$ stands for the standard Euclidean unit ball. This yields

$$
\mathcal{J}_0 \lesssim \int_{\mathcal{B}(0, 1) \cap \mathbb{R}_+^{d+1}} \frac{d\lambda \, d\tilde{\xi}}{(\lambda^2 + \tilde{\xi}_1^4 + \cdots + \tilde{\xi}_d^4)^{1/2}} \frac{1}{|\lambda|^{2H_0-1}} \left( \prod_{i=1}^{d} \frac{1}{|\tilde{\xi}_i|^{1/2}} \right) \mathcal{N}_{H_0, \mathbf{H}}(\lambda, \tilde{\xi}_1^{1/2}, \ldots, \tilde{\xi}_d^{1/2})
$$

$$
\lesssim \int_{\mathcal{B}(0, 1) \cap \mathbb{R}_+^{d+1}} \frac{d\lambda \, d\tilde{\xi}}{(\lambda^2 + \tilde{\xi}_1^4 + \cdots + \tilde{\xi}_d^4)^{1/2}} \frac{1}{|\lambda|^{2H_0-1}} \prod_{i=1}^{d} \frac{1}{|\tilde{\xi}_i|^{H_i}} \lesssim \int_{0}^{1} \frac{dr}{r^{2H_0+H-d}}, \quad (6.9)
$$

where we have used spherical coordinates to derive the last inequality. The finiteness of $\mathcal{J}_0$ now follows from the assumption $2H_0 + H < d + 1$.

Summarizing our computations, we have seen that $\mathcal{J}_0 < \infty$ and $\mathcal{J}_\infty < \infty$. Recalling relation (6.2), this proves our claim $\mathcal{J}_{\rho, H_0, \mathbf{H}} < \infty$. 
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Proof of Proposition 3.8

Let us decompose the integral under consideration as

\[
\int_{|\lambda|+|\xi|^2 \geq 2^{-2n}} |\mathcal{F}p(\lambda, \xi)|^2 \mathcal{F}p(\lambda, \xi) N_{H_0, H}(\lambda, \xi) \, d\lambda d\xi
\]

\[
= \int_{2^{-2n} \leq |\lambda|+|\xi|^2 \leq 1} \mathcal{F}p(\lambda, \xi) N_{H_0, H}(\lambda, \xi) \, d\lambda d\xi
\]

\[
+ \int_{2^{-2n} \leq |\lambda|+|\xi|^2 \leq 1} \{ |\mathcal{F}p(\lambda, \xi)|^2 - 1 \} \mathcal{F}p(\lambda, \xi) N_{H_0, H}(\lambda, \xi) \, d\lambda d\xi + O(1). \quad (6.10)
\]

Using a series of elementary changes of variable, we get, for some constant \(C_{H_0, H}\) that may change from line to line,

\[
\int_{2^{-2n} \leq |\lambda|+|\xi|^2 \leq 1} \mathcal{F}p(\lambda, \xi) N_{H_0, H}(\lambda, \xi) \, d\lambda d\xi = \int_{2^{-2n} \leq |\lambda|+|\xi|^2 \leq 1} \frac{d\lambda d\xi}{|\lambda|^{2H_0-1}} \prod_{i=1}^{d} \frac{1}{|\xi|^{2H_0-1}}
\]

\[
= \int_{0}^{\infty} dr \int_{0}^{\infty} d\lambda 1_{2^{-2n} \leq \lambda^2 + r^2 \leq 1} \frac{1}{\lambda^2 + i\lambda} \frac{1}{|\lambda|^{2H_0-1}}
\]

\[
= \int_{0}^{\infty} dr \int_{0}^{\infty} d\lambda 1_{2^{-2n} \leq \lambda^2 + r^2 \leq 1} \left( \frac{1}{\lambda^2 + i\lambda} \right) \frac{1}{|\lambda|^{2H_0-1}}
\]

\[
= \int_{0}^{\infty} dr \int_{0}^{\infty} d\lambda 1_{2^{-2n} \leq \lambda^2 + r^2 \leq 1} \left( \frac{1}{\lambda^2 + i\lambda} \right) \frac{1}{|\lambda|^{4H_0-2}}
\]

\[
= C_{H_0, H} \left( \int_{0}^{1} \frac{d\rho}{\rho^{2(H_0+H)H-2d+1}} \right) \left( \int_{0}^{\pi} \frac{d\theta}{\cos^2 \theta + \sin^2 \theta} \right)
\]

and so, recalling that \(2H_0 + H = d + 1\), we end up with

\[
\int_{2^{-2n} \leq |\lambda|+|\xi|^2 \leq 1} \mathcal{F}p(\lambda, \xi) N_{H_0, H}(\lambda, \xi) \, d\lambda d\xi = C_{H_0, H} \left( \int_{2^{-n}} \frac{d\rho}{\rho} \right) = C_{H_0, H} \cdot n. \quad (6.11)
\]

On the other hand, thanks to Assumption (\(\rho\)-(i)-(ii)), we have

\[
\int_{2^{-2n} \leq |\lambda|+|\xi|^2 \leq 1} |\mathcal{F}p(\lambda, \xi)|^2 - 1 \mathcal{F}p(\lambda, \xi) N_{H_0, H}(\lambda, \xi) \, d\lambda d\xi
\]

\[
\leq \int_{2^{-2n} \leq |\lambda|+|\xi|^2 \leq 1} \left| \mathcal{F}p(\lambda, \xi) \right|^2 - |\mathcal{F}p(0, 0)|^2 \left| \mathcal{F}p(\lambda, \xi) \right| N_{H_0, H}(\lambda, \xi) \, d\lambda d\xi
\]

\[
\leq \int_{0}^{\infty} dr \int_{0}^{\infty} d\lambda 1_{0 \leq \lambda^2 + r^2 \leq 1} \left( \lambda^2 + r \right) \left( \frac{1}{\lambda^2 + i\lambda} \right) \frac{1}{|\lambda|^{2H_0-1}}
\]

\[
\leq \int_{0}^{\infty} dr \int_{0}^{\infty} d\lambda 1_{0 \leq \lambda^2 + r^2 \leq 1} \left( \lambda^2 + r \right) \left( \frac{1}{\lambda^2 + i\lambda} \right) \frac{1}{|\lambda|^{4H_0-2}}
\]

\[
\leq \int_{0}^{\infty} \frac{d\rho^2}{\rho^2} \left( \frac{1}{\rho^{4H_0-2}} \right) \leq \int_{0}^{\infty} \frac{d\rho}{\rho^{2(H_0+H)-2d+1}} \leq 1.
\]
where the last inequality is immediately derived from the assumption $2H_0 + H = d + 1$. Thus,

$$\sup_{n \geq 1} \left| \int_{2^{-2n} \leq |\lambda| + |\xi| \leq 1} \left\{ |\mathcal{F} \rho(\lambda, \xi)|^2 - 1 \right\} \mathcal{F} p(\lambda, \xi) \mathcal{N}_{H_0, H}(\lambda, \xi) d\lambda d\xi \right| < \infty.$$  

(6.12)

Finally, injecting (6.11) and (6.12) into (6.10), we deduce the desired decomposition (3.17).
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