Abstract—Galaxy mergers, the dynamical process during which two galaxies collide, are among the most spectacular phenomena in the Universe. During this process, the two colliding galaxies are tidally disrupted, producing significant visual features that evolve as a function of time. These visual features contain valuable clues for deducing the physical properties of the galaxy mergers. In this work, we propose DeepGalaxy, a visual analysis framework trained to predict the physical properties of galaxy mergers based on their morphology. Based on an encoder-decoder architecture, DeepGalaxy encodes the input images to a compressed latent space, and determines the similarity of images according to the latent-space distance. DeepGalaxy consists of a fully convolutional autoencoder (FCAE) which generates activation maps at its 3D latent-space, and a variational autoencoder (VAE) which compresses the activation maps into a 1D vector, and a classifier that generates labels from the activation maps. The backbone of the FCAE can be fully customized according to the complexity of the images. DeepGalaxy demonstrates excellent scaling performance on parallel machines. On the Endeavour supercomputer, the scaling efficiency exceeds 0.93 when trained on 128 workers, and it maintains above 0.73 when trained with 512 workers. Without having to carry out expensive numerical simulations, DeepGalaxy makes inferences of the physical properties of galaxy mergers directly from images, and thereby achieves a speedup factor of $\sim 10^5$.
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I. INTRODUCTION

Recent research suggests that there are up to $2 \times 10^{12}$ galaxies in the observable Universe [1], [2], each of which consists of $10^8$ to $10^{11}$ stars. Galaxies gravitationally interact with each other during their formation and evolution histories [3]–[4]. As a consequence, the two interacting galaxies are shaped by the tidal field of each other, resulting to the apparent distortion in their appearance. One of the most violent interaction events is the physical collision of two galaxies, namely galaxy mergers. These spectacular events are crucial to the evolution history of galaxies, as they profoundly impact the kinematic and star formation efficiency of galaxies. While it is expected that the galaxy merger rate was higher in the early epoch of the Universe [5], galaxy mergers do still happen in the present-day Universe. For example, the Milky Way galaxy is expected to collide with the Andromeda galaxy within a timescale of $\sim 4.5$ Gyr [6].

The galaxy merger rate over cosmic time is one of the fundamental measures of the evolution of galaxies [7]. The measurement of galaxy merger rates has been estimated through several approaches, including (semi-)analytical models [6], on observational data [7], [9], [10], and cosmological simulation data [11]. Recently, state-of-the-art surveys have offered a wealth of observational galaxy images. Should these images be properly classified according to their morphology, a decent estimate of merger rates and galactic statistical properties can be obtained. However, the large number of images (typically of the order of $10^6$) renders it impossible for staff scientist to complete the classification themselves. For example, the GALAXY ZOO 1 project [12] consists of 900,000 galaxies imaged by the Sloan Digital Sky Survey [7]. To address this challenge, the GALAXY ZOO project publishes their images online, inviting citizen scientists to contribute to the classification of the galaxy images [13]. The citizen science approach has proven that an astrophysical problem can be translated into a pattern recognition problem, which is then efficiently tackled through the efforts of hundreds of thousands of volunteers.

In recent year, the field of image processing and pattern recognition has been boosted by the promising development of deep learning, in particular, deep convolutional neural networks (CNNs). Indeed, with the support of high-performance computing hardware, state-of-the-art CNNs such as ResNet [13] and EfficientNet [14] can deliver robust results even if the images are with low signal-to-noise ratio, having obscured background, and/or distorted [15]–[19]. As such, it is feasible to automate the astronomical image classification task, which has been traditionally done by thousands of human volunteers, by using deep neural networks (DNNs). The existing classification results from human volunteers can
then be used as the training datasets for building an appropriate
DNN. When properly designed and trained, a DNN can deliver
a speedup of many orders of magnitude compared to human
classifiers, allowing astronomers to process much more data
and thereby obtaining better statistics.

Roughly speaking, most galaxy image classification tasks
(e.g., [20]–[22]) can be divided into the following two
categories: first, it is a binary classification task to determine
whether a galaxy image is a galaxy merger or a single
galaxy, and second, for single galaxies, it is a multi-class
classification problem to determine the galaxy type in the
Hubble sequence based on its morphology. In this project,
we propose DeepGalaxy, which is an extension to the first
classification category. Instead of providing the information
of whether a galaxy image is representing a galaxy merger, we
aim to predict a timescale estimate at which the two merging
galaxies will collide. This paper is organized as follows: The
aim to predict a timescale estimate at which the two merging
galaxies is presented in Section II; finally, the
performance results are shown in Section III; finally, the
conclusions are summarized in Section IV.

II. IMPLEMENTATION

A. Training Data

DeepGalaxy is a general-purpose galaxy image processing
framework, so astronomers are free to choose the datasets
of interests to feed into it. In our case, the training data
consists of two datasets: Simulated galaxy merger images
with strong labels and observation images without label.
The simulated galaxy merger images and their corresponding labels
are obtained through high-resolution N-body simulations. We
use Bonsai [23], [24], a GPU-accelerated Barnes-Hut tree
[25], code to carry out simulations of galaxy mergers with
various initial conditions. The Bonsai simulations take into
account both baryon particles and dark matter particles. The
density profile of the galaxies is sampled from the Navarro-
Frenk-White (NFW) profile [26]. Each galaxy is represented
by $10^7$ particles. Bonsai builds a Barnes-Hut tree with
19 levels according to the particle density. The simulations
conserve energy rather well, up to a relative energy error of
$\sim 10^{-7}$. We survey a grid of initial conditions, with the mass
ratios of the two galaxies being 1/4, 1/3, 1/2, 1 and 3/2. The
two interacting galaxies are placed $\sim 20$ times their radii away
from each other, such that their mutual tidal force is negligible.
The two galaxies, however, are given the velocity vectors
deemed for collision in the future. As they approach each
other, their mutual tidal forces become increasingly stronger,
which in turn shapes the morphology in this process. For
each visualization time step, the galaxy merger is visualized,
and the visualization is captured by virtual cameras from 14
different positions. These virtual cameras generate images of
2048 × 2048 pixels, large enough to resolve minute details of
the merger. The dynamical timescale of the merger is encoded
with 71 classes, with class 0 representing the galaxies
being the furthest away from each other (and therefore requires
the longest amount of time to merge) class 70 representing the
state in which the two galaxies are merged and completely
virialized (i.e., reached a dynamical equilibrium state). A
gallery of sample images is shown in Fig. 1. This dataset
contains 35,784 images from 36 N-body simulations with
different initial conditions. The simulations are carried out
using SiMon [27], an open source simulation monitor for
automating the execution of astrophysical N-body simulations.
The dataset generated through these simulations is balanced.
We randomly sample 80% of the dataset as training data, and
reserve the remaining 20% for validation.

The dataset with observation images is derived from the
GALAXY ZOO data. While the dataset contains labels about
the galaxy morphology type, the labels are not directly usable
for supervised training because they do not contain informa-
tion about the dynamical timescale of the merger process.
Therefore, we process this dataset with unsupervised training.

B. Neural Network Architecture

Having taken into account that most observation images
are unlabeled, we develop a DNN architecture that supports
both supervised and unsupervised training. The architecture is
shown in Fig. 2. The DNN consists of three parts:

1) Supervised learning: The input images $X$ generated
from N-body simulations will pass through an encoder $E$, which
subsequently generates feature maps $M$. The feature maps are
then flattened and passed through a few fully connected layers (FC).
Eventually, labels $Y$ are generated through a softmax activation function.

2) Unsupervised learning of images: A fully convolutional
autoencoder (FCAE) aiming to minimize the difference
between $X$ and generated images $\hat{X}$. Since there is no
flattened or fully-connected layer, the FCAE is invariant
to image resolution.

3) Unsupervised learning of feature maps: A variational au-
toencoder (VAE) [28] that encodes the flattened feature
maps $M'$ into 1D compressed latent vectors.

These three parts share weights, but each of them can be
trained separately. If the training data is dominated by the
labeled simulated galaxy merger images, then DeepGalaxy
becomes a standard CNN classifier, where auxiliary unlabeled
images (if any) can be used as a regularization to the feature
maps $M$. The backbone of the convolutional encoder $E$
and convolutional decoder $D$ can either be a simple network or
a state-of-the-art one with residual blocks (e.g., ResNet and
EfficientNet). The choice of the backbone depends on the
complexity of the input data. On the other hand, if the data
is dominated by unlabeled observational data, DeepGalaxy
can be used as an unsupervised clustering algorithm, and
the labeled images can be considered as a regularization of $M$.
If comparing the image similarity is the main interest,

\footnote{These 36 simulations are merely used for demo
purposes. It is unlikely that
they cover a full range of parameter space needed to study galaxy mergers.
For actual astrophysical projects, more data is likely needed.
\url{https://github.com/maxwelltsai/SiMon}}
Fig. 1. A gallery with a few sample images from the simulation-generated training dataset. The class labels (marked in the title of the subplots) are obtained directly from the \(N\)-body simulation. It indicates the timescale at which two galaxies will collide. At \(C = 0\), the two galaxies are still far away from each other; at \(C = 20\), collision is imminent; at \(C = 70\), the two galaxies are fully merged into an elliptical galaxy and new dynamical equilibrium has been established.

then DeepGalaxy can be considered as an image search framework, where images are compared according to their distances in the latent space \(z\). By training the VAE with the high-level representation \(M\) instead of the pixel-level raw images \(X\), the VAE has access to the global features of \(X\), making it more robust. The encoded latent vector \(z\) is a 1D representation with a small size (typically with the length of 16 or 32). As such, comparing images via \(z\) is computationally much more affordable than comparing directly at the pixel level.

The current implementation of DeepGalaxy is based on TensorFlow.

C. Parallelization

As mentioned above, the backbone of \(E\) and \(D\) can be chosen according to the actual complexity of the images. In the scenario where processing high-resolution (observational) images is the main interest, it is usually necessary to use a large and deeper convolutional network as the backbone. Notably, the newly developed CNN EfficientNet has fewer parameters, but higher accuracy than ResNet50. But even so, when using the largest variant of EfficientNet, EfficientNetB7, to process images with a resolution of \((2048 \times 2048)\) pixels, requires roughly 66 million parameters with a memory footprint of 150 GB (when using a batch size of 1). Consequently, in this regime, parallelization becomes particularly important, even required. We implement the parallelization using Horovod, a data parallelism framework built on the top of popular deep learning frameworks (such as TensorFlow and PyTorch) and high-performance collective communication frameworks (such as MPI and NCCL). As such, DeepGalaxy can be easily scaled up in a multi-node, multi-worker high-performance computing environment.

D. Hardware Environment

We carry out the training and benchmark of DeepGalaxy on the Endeavour HPC Supercomputer hosted at Intel Corporation. Since the memory footprint required for the training is usually larger than the available memory of the latest GPU, the training is carried out on the CPU. We use up to 256 nodes on Endeavour, each node with two Intel(R) Xeon (R) Scalable Processor 8260 CPU and 192 GB of memory. The compute nodes are interconnected with the Intel(R) Omni-Path Architecture.

III. RESULTS

A. Classification accuracy

For the convolutional classifier, we measure the classification accuracy on an EfficientNetB4 network, which consists of roughly 18 million parameters (comparable to ResNet50, which has about 23 million parameters). The network is initialized using ImageNet, and is subsequently trained with simulated galaxy merger images with the size of \((512 \times 512)\) pixels\(^6\). We use Optuna\(^7\), a hyper-parameter optimization tool to obtain the optimal learning rate. With the AdaDelta optimizer and a learning rate of 8.0, the network converges within about 12 epochs, as shown in Fig. 3. In comparison, without the ImageNet weights initialization, it will take 40 epochs of training to converge. The local batch size is 8 and with 512 workers, the global batch size is 4096. This setting results in a memory footprint of 16 GB per worker. With 256 computing nodes on the Endeavour supercomputer, convergence is reached within 15 minutes.

In addition, to study the how the image resolution affect the convergence, we train another EfficientNetB4 network\(^6\)While the original resolution of images generated from the simulations is \((2048 \times 2048)\) pixels, we down-sampled these images to \((512 \times 512)\) pixels to quicken the training process.

\[^7\]https://optuna.org/
Minimize $L(X, \hat{X})$

Fig. 2. The architecture of DeepGalaxy. The DNN consists of three parts: (1) a fully convolutional autoencoder that aims to minimize the difference between the input images (denoted as $X$) and the generated images (denoted as $\hat{X}$). The encoded feature maps are denoted as $M$. (2) A fully connected network (FC) that associates the feature map $M$ with the labels $Y$. (3) A variational autoencoder that encodes the flattened feature maps $M'$ into a 1D latent vector $z$ as it reproduces $M'$.

on images with $(1024 \times 1024)$ pixels. Using the same hardware configuration, with a local batch size of 8 (global batch size 4096), convergence is reached within 16 epochs, as shown in Fig. 4. It has a memory footprint of 43 GB per worker, which is too large to fit into the GPU memory. With 256 computing nodes on the Endeavour supercomputer, convergence is reached within 15 minutes.

B. Unsupervised Learning Performance

As shown in Fig. 5, the VAE manages to learn an embedding in its latent space $z$. As such, when interpolating $z$, a grid of smoothly varying images is generated. Therefore, image similarity can be measured by calculating $||z_1 - z_2||$, where $z_1$ is the latent vector of a query image and $z_2$ is the latent vector of a training image. By getting the $k$-nearest neighbor (kNN) vectors around the query vector $z_1$, the latent model is essentially suggesting $k$ similar images, and therefore the physical properties of the query images can be inferred from that of a similar figure. However, this algorithm requires defining a number of neighbors, which could be a limitation. In order to get fully unsupervised recommendations for an arbitrary query, we continue the previous algorithm and build the kNN graph based on distances between samples. We then calculate the discrete Laplacian, obtaining a matrix which measures to what extent the graph differs at one vertex, sample, to nearby vertices, other samples. This allows us to explore the connected components and the spectrum of the graph. Finally we perform a spectral clustering step in order to obtain the final recommendations. The advantage of exploring the graph structure in this way is that the initial choice for $k$ becomes less important. When running this query thought the synthetic dataset, we validate the recommendation quality against the structural similarity index measure (SSIM). Fig. 6 demonstrates the effectiveness of this approach. The recommendations generated by the VAE have yielded a high
degree of consistency with the SSIM score. It is interesting to note that, although the SSIM score of the last recommendation (#6) has a slightly higher SSIM score than that of recommendation #5, what the VAE has recommended appears to be more visually convincing. When querying all samples from the dataset, we obtain an average SSIM score of 0.9.

C. Scaling Performance

We perform the training on different number of nodes on the *Endeavour* cluster, and thereby obtaining a scaling performance. As shown in Fig. 7, DeepGalaxy is configured with an EfficientNetB4 backbone network, and is subsequently trained on the (1024 × 1024) pixel images. With the number of workers \(N_P\) ranging from 4 to 1024 (corresponding to 1 to 256 nodes, each node with 4 workers), the throughput scales nearly linearly as a function of \(N_P\) for \(N_P \leq 128\). The scaling efficiency for \(N_P = 128\) exceeds 0.93. The communication overhead starts to pick up in the case of \(N_P > 128\). Nevertheless, the scaling efficiency remains significant even in the case of \(N_P = 512\), hitting a value of 0.73. This figure, therefore, demonstrates that DeepGalaxy is able to handle very large and complex datasets when scaling up on massively parallel computers.

D. Inference Speed-Up

When using the FP32 precision, it takes the training model \(\sim 2\) seconds to perform the inference classification operation. In contrast, it would take approximate 1-2 days with the traditional methods to carry out numerical simulations of the galaxy merger and make the prediction of its properties (depending on the initial conditions and the resolution of the simulation). As such, a speed up factor of \(10^4 - 10^5\) is achieved when using DeepGalaxy to replace traditional numerical simulations. Greater speed-up ratios can be achieved when using reduce-precision inference. Such a speed up factor over simulation is extremely promising for tackling the very large amount of galaxy merger data, as this allows astrophysicists to quickly obtain the statistical properties of a large number of samples.

IV. CONCLUSIONS

Big Data is a constant challenge in modern astrophysical research. With terabytes of images generated by telescopes every night, astronomers usually would have to depend on the help of thousands of volunteers to process the data. In recent years, image processing and pattern recognition have significantly advanced thanks to the promising development of deep neural networks (DNNs). With state-of-the-art DNN architectures and high-performance computing technologies, it is increasingly feasible to make use of DNNs for constructing highly efficient and robust astrophysical imaging data processing pipelines.

In this project, we develop a suite of DNNs, namely DeepGalaxy, to process classification and unsupervised analysis (e.g., morphology matching) of galaxy images. We present an example of using DeepGalaxy to predict the dynamical timescales of major galaxy mergers from their images. Constructing the intrinsic properties or initial conditions of a physical system based on observations is a typical inverse problem, which, traditionally, requires carrying out extensive astrophysical N-body simulations. DeepGalaxy aims to bypass the need of carrying out simulations. Trained with both simulation data and observational data, DeepGalaxy aims to extract the information directly from the morphology of galaxies. It can be used as a convolutional classifier, an unsupervised clustering algorithm, and an image pairing algorithm. Without having to carry out numerical simulations, this approach achieves a speedup of \(10^4 - 10^5\).

As a general-purpose galaxy image processing framework, DeepGalaxy is designed for a wide range of galaxy image processing tasks. The source code is publicly available online\(^8\).

---

\(^8\)https://github.com/maxwelltsai/DeepGalaxy
datasets. Depending on the complexity of the input image data, DeepGalaxy allows the users to freely choose the architecture of the convolutional backbone as needed. Furthermore, the training can be scaled up efficiently on massively parallel machines (tested on up to 256 nodes, 1024 workers), either on the CPUs or on the GPUs. On the Endeavour supercomputer, we obtain a scaling efficiency of 0.93 when trained with 128 workers, and an efficiency of 0.73 when trained with 512 workers.
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