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Abstract—The amount of transmitted data in computer networks is expected to grow considerably in the next years [1], putting more and more pressure on the network infrastructures. In order to guarantee a good service, it becomes fundamental to use the network resources efficiently. Network Utility Maximization (NUM) provides a framework for distributed optimization of users’ utilities when network resources are limited. Unfortunately, in the scenario where the amount of available resources is not known a priori classical NUM solving methods do not offer a viable solution. To overcome this limitation we design an overlay rate allocation scheme that attempts to infer the actual amount of available network resources while coordinating the users rate allocation. Due to the general and complex model assumed for the resource inference a passive learning of these resources would not lead to satisfying performance. The coordination scheme must perform active learning in order to speed up the resources estimation and quickly increase the delivered performances. By using an optimal learning formulation we are able to balance the tradeoff between an accurate estimation and an effective resources exploitation in order to maximize the long term performance delivered to the users.

Index Terms—Network Utility Maximization, Optimal Learning, Overlay Rate Allocation

I. INTRODUCTION

Since, in general, in computer networks multiple communications are simultaneously active the users have to share the limited network resources. When sharing the network links, the users can either behave selfishly, meaning that each user strives to use as much resources as possible; alternatively, they can cooperate to increase the overall efficiency of the communication system. In communication networks, the price of anarchy, which is the degradation of the system efficiency due to a selfish behavior, is rather high and the use of resource allocation protocols for an efficient sharing of the network resources is recommended. Rate allocation problems in communication networks are commonly referred to as Network Utility Maximization (NUM) problems [2]. In this sort of problems a utility function is associated to each user in order to map the usage of the network resources to the obtained benefits. The goal of the communication system is then to share the network resources in such a way that the overall users’ benefit is maximized.

Most of the NUM optimization problems can be solved in a distributed way using primal and dual decomposition methods [3]. These decomposition methods form the basis of many network protocols used in communication systems [4]. In NUM problems it is typically assumed that either the amount of available network resources is known, or that the users can measure some private congestion signals (e.g., packet losses or experienced delay) that can be used by the individual users to tune the transmitting rate and achieve the optimal rate allocation. Although in real communication networks users have always access to a private congestion signal, it is not always true that these signals can be used by the individual users to adjust their transmitting rate to the optimal value. For instance, this problem arises clearly in the scenario of HTTP Adaptive Streaming (HAS) [5], [6]. HAS represents nowadays the standard technology for video streaming over the internet and it employs as communication protocols HTTP over TCP. The key point is that HAS users sharing a common link tend to converge to a rate-fair allocation if they tune the rate according to their individual congestion measurements. As it is shown in [7], [8], such a rate-fair allocation is not efficient for video streaming and users should rather be coordinated at the application level in order to reach a higher quality of service. The same problem may arise whenever a network application used by different users is forced to employ a specific congestion control algorithm (e.g., TCP), while it would be better to coordinate the transmitting rates to match a specific rate allocation. If these network applications have no knowledge about the amount of available resources, the optimal rate allocation is hard to find, and classical NUM algorithms cannot help in this scenario. In this work, we aim at filling this gap and propose a way for extending the NUM framework to more general scenarios where resource constraints are not known a priori.

Specifically we consider a set of users sharing different network links. The users want to transmit data across the network while optimizing the system efficiency. We assume that the system knows how the network nodes are connected but does not know the transmitting capacity of the links. We further assume that, when the overall transmitting rate exceeds the network capacity, only some of the network users may detect the congestion event. The goal is then to design a distributed overlay allocation method that tunes the sending rate of all the users, so that even the users that do not detect any congestion event can adjust their sending rate to its optimal value.

In more detail, we first separate the problem in two subproblems, one corresponding to a classical NUM problem and one corresponding to a resource inference problem. Due to the general and complex model assumed for the congestion signals the resource inference cannot be done efficiently using a passive method and adopting active learning is crucial in order to speed up the resources estimation. In the analyzed framework, performing active learning comes at the expenses of reducing the service provided to the users. In order to guarantee good system performance in both the short and long term, we formulate the problem as an optimal learning
problem [9]. In this way we are able to take into account both the immediate performance of the system and the future one, assuring that the decisions taken by the algorithm maximize a tradeoff between the exploitation and the estimation of the network resources. The original optimal learning problem is however computationally intractable, hence we carefully approximate the different mathematical steps and develop a decentralized algorithm to solve a simplified version of the problem. The algorithm distributes the operations among different processes associated to a single specific network link. These processes are not bounded to be executed on specific network nodes, and only require communication among each other and with the different users which enables a flexible deployment. The experimental results show the effectiveness of the proposed method and the advantage that an optimal learning formulation offers with respect to a naive strategy that greedily optimizes the immediate performance.

We are not aware of works on NUM that try to build a user coordination system without having access to direct measures of the available resources. The only known work that attempts to solve a NUM problem with unknown constraints is [10]. The authors however assume to have access to measurements of the constraint vector perturbed by a zero mean noise. In our case we rather assume to never have direct access to the links capacities but only to indirect users congestion signal measurements. A somewhat similar problem is analyzed in [11]. In this NUM related work, the private congestion signals measured by the different users are heterogenous, leading to an inefficient rate allocation. The authors use a system based on local users' beliefs without any explicit user communication. However in this study it is assumed that the congestion signals that the user can measure are linearly coupled with the actions, i.e., the sending rates, of all the users. In our case instead, we do not make such assumption, and the congestion signal observed by some users could be completely insensitive to the actions of other users that employ the same network resources. Therefore we are able to cover a larger class of NUM problems.

This paper is organized as follows. In Section II we provide some background related to NUM problems. In Section III we introduce the problem settings and state the problem formulation. In Section IV we describe how we approximate and solve our instance of the NUM problem. In Section V we summarize the proposed method. Results from computer experiments are given by the solution of the following NUM problem:

$$\begin{align*}
\text{maximize} \quad & U(x) = \sum_{n=1}^{N} u_n(x_n) \\
\text{subject to} \quad & Ax \leq b \\
& x \in \mathcal{X},
\end{align*}$$

where the vector $\mathbf{b}$ represents the available resources, i.e., the capacities of the network links. $\mathcal{X}$ represents the domain of the utility functions, which usually coincides with the positive orthant since negative transmitting rates are meaningless. The optimization problem in Eq. (1) aims at maximizing the overall utility of the users subject to the limited availability of the resources. NUM problems are generally solved online with a distributed algorithm [4], [12]. The solving method basically consists in the design of a distributed closed loop control system whose equilibrium point is the optimal rate allocation of the NUM problem. At each time step $t$, users demand a certain amount of resources $x^t$ and observe a private feedback signal representing the constraint violation. The users then independently adapt the request at step $t + 1$ according to the private feedback received converging to the equilibrium point.

One possible way to solve the NUM problem in a distributed way relies on a dual decomposition [3]. The dual problem of Eq. (1) corresponds to:

$$g(\lambda, \mathbf{b}) = \max_{x \in \mathcal{X}} U(x) - \lambda^T (Ax - \mathbf{b})$$

where the vector $\lambda$ represents the dual variables, or prices, associated to the $M$ constraints. The optimal point for the primal and dual variables ($x^*, \lambda^*$), can be found by iterating over the following steps:

$$\begin{align*}
\lambda_{m}^{t+1} &= \left( \lambda_{m}^t + \epsilon (a_{m}x^{t} - b_{m}) \right)^+ \quad m = 1...M, \quad (3b) \\
x_{n}^{t} &= \arg \max_{x' \in \mathcal{X}_n} \{u_{n}(x') - x'\lambda_{n}^T x' \} \quad n = 1...N. \quad (3a)
\end{align*}$$

where $\epsilon$ is a parameter that controls the step size of the dual variables update and $(\cdot)^+$ denotes the projection onto the positive orthant. The quantities $a_{m}^T \lambda^*$ represent the private signals that are needed by each user in order to update the sending rate. Eq. (3) represents a distributed feedback control loop whose equilibrium point corresponds to the optimal point of the NUM problem in Eq. (1). In the common settings of the NUM problem, it is usually assumed that either the link capacities $\mathbf{b}$ are known a priori, so that Eq. 3b can
be computed, or that the dual variables $\lambda^t$ correspond to physical signals that can be measured by the individual users. For instance in delay-based congestion control algorithms the packet queuing delay matches the dynamics of the dual variables, and the users can collect their private feedback signals by measuring the experienced delay. How to achieve the optimal allocation efficiently when the available resources are not known a priori and the private signals cannot directly be used to control the users sending rate is an open problem that we aim to solve in this study.

III. PROBLEM SETTINGS AND FRAMEWORK

A. Problem Settings

We want to solve the NUM problem of Eq. (1) when the exact value of the vector $b$ is unknown. In order to find a solution to this problem we rely on the assumption that when the sending rates of the users exceed the available resources, the users can detect a congestion event. In the following we define more precisely what are the features of the congestion signals observed by the users, and define a probabilistic model that relates these signals to the link capacities. The model is then used by our rate allocation scheme to infer the constraint vector $b$.

We define the random binary variable $z^t_m$ to represent the occurrence of a congestion event on link $m$. Its probability is given by:

$$
p(z^t_m | b_m, y^t_m) = \left[ \sigma(\kappa(y^t_m - \rho b_m)) \right] z^t_m \left[ 1 - \sigma(\kappa(y^t_m - \rho b_m)) \right]^{1-z^t_m}, \tag{4}
$$

where $\sigma()$ denotes the sigmoid function, $y^t_m$ corresponds to the sum of the users sending rates passing through link $m$ at time $t$, $y^t_m = a^T_n x^t$. $\kappa$ and $\rho$ are positive scalar parameters that can be used to tune the steepness and the location of the sigmoid function. Eq. (4) tells us that the larger is the requested transmission rate for link $m$ the larger is the probability to face a congestion event. By using the sigmoid function instead of a step function in Eq. (4) we can account for some possible noise in the network, e.g., transmission bursts and noisy estimates of $y^t_m$. As the binary variable $z^t_m$ represents the occurrence of a congestion event on link $m$ at time $t$, the binary variable $v^t_n$ represents the detection of a congestion event on the route of user $n$ at time $t$ ($v^t_n = 1$ when a congestion is detected by user $n$).

In this study we assume the the user congestion variables $v^t$ and link congestion variables $z^t$ are related by the following conditions:

a) if $v^t_n = 1$ then at least one variable $z^t_m$ with $a^t_{mn} = 1$, has to be equal to one. This condition tells us that if all the links used by the user do not trigger any congestion, then the user cannot observe a congestion event.

b) If for all the users with $a^t_{mn} = 1$, the variables $v^t_n$ are zero, then $z^t_m = 0$. This condition tells us that if link $m$ triggers a congestion then one of the users employing link $m$ has to observe a congestion event.

If two vectors $z^t$ and $v^t$ do not verify the above conditions then they are not consistent and the probability to observe a pair of inconsistent vectors is zero. Mathematically we can model the above conditions in the following way:

$$
\Psi_{v^t}(z^t) = \prod_{n: v^t_n=1} \psi^1_n(z^t) \prod_{m: a^t_{mn}v^t_n=0} \psi^0_m(z^t_m), \tag{5}
$$

with:

$$
\psi^1_n(z^t) = 1 - \prod_m (1 - a^t_{nm} z^t_m) \psi^0_m(z^t_m) = 1 - z^t_m. \tag{6}
$$

The factors $\psi^0_m$ correspond to the above condition $b$ whereas the factors $\psi^1_n$ are associated to condition $a$. Note that the vector $v^t$ selects the factors $\psi^1_n$ and $\psi^0_m$ that are active in full term $\Psi_{v^t}$. Given a pair of vectors $v^t$ and $z^t$ the function $\Psi_{v^t}(z^t)$ is simply equal to one if the two vectors are consistent and zero otherwise.

What we actually observe at each iteration $t$ is not the link congestion vector $z^t$, which represents a latent variable in our model, but the user congestion signals $v^t$ and the users rates $x^t$ (since we assume to know the routing matrix the vector $y^t$ is also known). As shorthand we denoted by $D^t$ the observed data at time $t$: $D^t = (y^t, v^t)$. What we aim to do is to use the observed variables in order to infer the value of the constraint vector $b$ which is the quantity we are interested in in order to find the optimal rate allocation. We can represent the above probabilistic model using the graphical model of Fig. 2. As can be seen the $z^t$ variables are generated from the vectors $b$ and $y^t$ but they are related to each other depending on the value of the observed vector $v^t$. Combining Eq. (4)-(6) for all the observation $t$ we obtain:

$$
p((z^t) | b, \{D^t\}) = \prod_t \frac{1}{Z^t} \Psi_{v^t}(z^t)p(z^t | b, y^t), \tag{7}
$$

where $p(z^t | b, y^t) = \prod_m p(z^t_m | b_m, y^t_m)$ and $Z^t$ corresponds to a normalization constant required to obtain a valid posterior.
distribution. Denoting with \( p^0(b) \) the prior knowledge on the parameters \( b \) we can write down the joint distribution between the latent variables \( \{z^t\} \) and the parameters \( b \):

\[
p(\{z^t\}, b|\{D^t\}) = p(\{z^t\}|b, \{D^t\})p^0(b).
\]

(8)

Finally the posterior on \( b \) can be obtained by marginalizing out all the latent variables \( \{z^t\} \), leading to:

\[
p(b|\{D^t\}) = \sum_{\{z^t\}} p(\{z^t\}, b|\{D^t\}).
\]

(9)

The factor graph associated to Eq. (7)-(8) is depicted in Fig. 3.

In our scenario we sequentially collect the observation \( D^t \), therefore we can see the belief on \( p(b) \) as something evolving with \( t \):

\[
p^{t-1}(b, z^t|D^t) = \frac{1}{Z^t} \Psi_{\nu^t}(z^t)p(z^t|b, y^t)p^{t-1}(b),
\]

(10)

\[
p^t(b) = p^{t-1}(b|D^t) = \sum_{z^t} p^{t-1}(b, z^t|D^t).
\]

(11)

We can think of \( p^t(b) \) as the prior at \( t \), which is equal to the posterior at time \( t-1 \) \( p^{t-1}(b|D^t) \).

In this subsection we have formalized the user congestion signal \( \nu \) along with a probabilistic model able to generate a posterior distribution on the constraint vector \( b \) using the observed quantities \( \nu \) and \( y \).

B. System Architecture

Analogously to the classical NUM framework in Section II, we need to design a closed loop algorithm that selects at each step \( t \) a certain rate vector \( x^t \). It then observes the congestion feedback signal \( \nu^t \), and uses it to compute a new value of the sending rate \( x^{t+1} \). This process should continue till convergence, ideally to the optimal allocation \( x^* \) of Problem (1).

In order to solve this problem we propose to use an adaptive control architecture [14], where we separate the rate allocation process in two loops. The inner loop represents a distributed method for solving the NUM problem similarly to the classical settings, for instance the one in Eq. (3), where we think of \( b \) as a controller parameter. The outer loop instead consists in the adaptive controller, which collects data from the running process and sets the value of the parameter \( b \) to be used by the inner loop. The design of the outer loop is non-trivial and it is the main focus of this paper.

We denote the constraint vector selected by the outer loop at time \( t \) by \( b^t \). A high-level level block diagram of this system is depicted in Fig. 4. The outer loop is responsible for the inference of the true \( b \) vector. It receives as input the samples \( D^t \). Based on the current belief \( p^t(b) \) it then selects the best value of \( b^t \). Note that the belief \( p^t(b) \) represents a hyperstate of the controller that evolves according to Eq. (10)-(11). For the design of the outer loop controller we consider to update the parameter \( b \) after the inner loop converges to equilibrium. In this case, the observed data \( D^{t+1} \) corresponds to the equilibrium point of the inner loop at iteration \( t \), which is the optimal point of the NUM problem of Eq. (1) when the \( b = b_1^*, i.e., y^t = y^*(b^{t-1}) \).

C. Problem Formulation

In this subsection we define the optimization problem that we ideally aim to solve in order to design the outer loop controller.

The design of the outer loop controller corresponds to finding a policy \( \pi(\cdot) \) that maps the current belief on the constraint vector \( b \) into a value of the constraint vector to be used as parameter for the inner loop \( \pi : p(b) \to b \), while maximizing the performance of the system. We can measure the performance of the system at each step \( t \) as the expected optimality gap when using as constraint vector for the classical NUM algorithm of the inner loop \( b^t \) instead of the true unknown value \( b \). In order to do this, we introduce
a loss function $L(b, \hat{b})$. Ideally the loss function models the difference in overall users’ utility attained by using the estimate $\hat{b}$ instead of the true value $b$. Unfortunately, an exact evaluation of the optimality gap is highly expensive in terms of computations since it would require to solve the NUM problem of Eq. (1) twice. Instead we can consider a simpler and rather classic loss function such as the squared $l^2$ distance:

$$L(b, \hat{b}) = \|b - \hat{b}\|_2^2.$$  

(12)

The idea is that the closer $\hat{b}$ is to the true vector $b$ the smaller the optimality gap. Using the belief $p(b)$ and the loss function we can then define the risk in our optimization algorithm as the expected value of the loss function:

$$\mathcal{R}(\hat{b}, p(b)) = \mathbb{E}_{p(b)} \left[ L(b, \hat{b}) \right].$$  

(13)

The risk corresponds to our performance metric at each step $t$ and it represents the suboptimality of the rate allocation algorithm when it uses the resource estimate $\hat{b}$. Having defined the risk for a single step, we can easily extend the same metric to an entire sequence of belief-estimates pairs $\{(p^t(b), \hat{b}^t)\}$:

$$\mathcal{R}^\infty(\{(\hat{b}^t, p^t(b))\}) = \sum_{t=0}^{\infty} \gamma^t \mathcal{R}(\hat{b}^t, p^t(b)),$$  

(14)

where $\gamma \in [0, 1]$ represents a discount factor that permits to compute the cumulative risk over an infinite time horizon.

Maximizing the expected long term performance of our system is equivalent to minimizing the long term risk of being suboptimal, corresponding to Eq. (14). Note that consecutive beliefs $p^t(b)$ are dependent; more precisely, they evolve according to Eq. (10)-(11), and the evolution depends on the value of the observed data $D^t$. By combining the different elements we can formulate an optimal learning problem for the long term risk minimization:

$$\text{minimize } \mathbb{E}_{p(D^t)} \left[ \mathbb{E}_{p(p^{t-1}(b))} \left[ \sum_{t=0}^{\infty} \gamma^t \mathcal{R}(p^t(b), p^t(b)) \right] \right]$$  

subject to $p^t(b) = \sum_{x'} p^{t-1}(b, x'|D^t)$,

$$p(D^t)|\{p(p^{t-1}(b))\} = \prod_t p(D^t|\{p(p^{t-1}(b))\}, b)p^0(b)db.$$  

(15)

(16)

Since the observed data $D^t$ is a random variable, the transition from $p^{t-1}(b)$ to $p^t(b)$ is also stochastic. As a result we need to average the objective function of Eq. (15) over the possible transitions.

The discount parameter $\gamma$ is a free parameter that represents how much we care about the future performance. The choice $\gamma = 0$ represents a greedy strategy where at each step the controller would select $\hat{b}^t$ in order to minimize the immediate risk without caring about the future steps. Taking into account the long term risks is important because the choice of $\hat{b}^t$ affects not only the immediate risk but also the next data point $D^{t+1}$ (see Eq. (16)), which affects the future belief of $p^{t+1}(b)$. Different data points $D^{t+1}$ lead to different future beliefs on $b$. Beliefs with a smaller variance are beneficial because they result in a smaller future risk. It is important to select $\hat{b}^t$ that reduces both, the current risk and the variance of the future beliefs. As we will see, in our problem values of $\hat{b}^t$ that reduce the current risk, do not coincide with those that reduce the expected value of the future risk. Using an optimal learning formulation we are able to explicitly take into account this trade-off and perform a smart choice for $\hat{b}^t$ at each step $t$.

In the next section we discuss how it is possible to approximate the different operation required to obtain an approximate and distributed solution for the inference of the unknown constraints.

IV. APPROXIMATE SOLUTION

A. Receding Horizon Adaptation

In order to find the optimal policy for the closed loop problem of Eq. (15) we typically need to compute the state value function of our system using a dynamic programming approach. However, due to the infinite dimension of the state space and the expectation operation required for each step $t$, this method quickly runs into computational problems. One way to work around the complexity problem consists in approximating the closed loop problem of Eq. (15) with a sequence of receding horizon open loop problems. As also suggested in [9], a rough but effective approximation of optimal learning problems suggests in [9], a rough but effective approximation of optimal learning problems.
and to modify our belief. Then, after taking decision $\hat{b}^t$ and observing $D^{t+1}$, the belief is updated and the same problem is solved again with the new belief.

Using this approach at each step $t$ we aim at finding the estimate $\hat{b}^t$ given the current belief $p^t(b)$ that minimizes the risk of the current step $t$ plus an additional term corresponding to the discounted infinite sum of the expected minimum immediate risk at step $t + 1$. Hence, we aim at solving the following optimization problem:

$$\min_{b'} \mathcal{R}(b', p^t(b)) + \frac{\gamma}{1 - \gamma} \mathbb{E}_{p^t(D|b')} \left[ \mathcal{R}^*(p^t(b|D)) \right] \tag{17}$$

where $\mathcal{R}^*(p^t(b|D))$ corresponds to the minimum risk for a belief equal to the posterior distribution. The receding horizon approach, of Eq. (17), has largely simplified the problem to solve, compared to Eq. (17), mainly for two reasons: $i)$ being open loop we optimize over a vector of size $M$ instead of the infinite dimensional policy $\pi$, and $ii)$ limiting the learning horizon to one step we only need to compute the expectation over a single observation $D$.

In the next subsection we describe how to use approximate inference methods in order to find a convenient expression of the belief $p^t(b)$, which is necessary for the computation of the risk. We then deepen in the details of an approximate solution of the problem in Eq. (17) for large systems.

### B. Approximate Posterior Inference

The probability distribution $p^t(b)$ represents the belief on the parameter $b$ given our original prior $p^0(b)$ and all the observations collected so far $\{D^t\}$. The distribution $p^t(b)$ is required to evaluate the risk of different estimates $\mathcal{R}(b, p^t(b))$. This operation involves averaging over all the possible values of $b$ and it is in general computationally expensive. There are mainly two possible ways to compute expectations under a fixed distribution: deterministic approximate inference methods and sampling methods. In this work we use the deterministic approximate methods because they are considered faster and require less computations to obtain an approximate result [15]. These methods attempt to minimize a divergence measure between the true posterior, $p(b|D^t)$, and a second distribution, $q(b)$, which belongs to a fixed and predefined distribution family. The key point is that computing expectation is much simpler over the target distribution than over the original one and can often be done analytically. More specifically we implement the Expectation Propagation (EP) algorithm [15] on the graphical model of Fig. 2, using as target distribution for the parameter vector $b$ a fully factorized distribution $q(b)$ composed of $M$ univariate lognormal distributions. The reasons for using this specific distribution is twofold: $i)$ the lognormal distribution has positive support, like the possible values of the link capacities, $ii)$ as required by the EP algorithm it belongs to the exponential family. Note that considering a multivariate lognormal distribution with correlated components would certainly lead to a more accurate approximation of the true distribution, but it also has a higher storage and computational cost (the storage cost of the second order moments of the $M$ univariate distributions grows linearly with $M$, whereas, for the multivariate distribution it grows quadratically with $M$).

The EP algorithm with a fully factorized target distribution is similar to the loopy belief propagation [16] algorithm and basically corresponds to an iterative distributed algorithm where information is exchanged among adjacent factor nodes and variable nodes on the factor graph. As we consider a fully factorized target distribution, we basically associate to each variable node of the factor graph, depicted in Fig. 3, a univariate distribution with tunable parameters. For the $z$ nodes, this distribution is simply a Bernoulli distribution; whereas for the $b$ nodes, the associated distribution is the lognormal distribution. The iterative exchanges of information among the nodes change the parameters of these distributions till they converge to the value that minimizes a divergence measure. After convergence, the outcome for the $b$ parameter is a set of $M$ univariate lognormal distributions that resemble the true belief $p^t(b)$. At this point instead of computing the risk using the highly complex distribution $p^t(b)$ we can use the approximate distribution $q(b)$, which, being of a simple form, allows for a closed form expression of the risk $\mathcal{R}(b, q(b))$.

A detailed description of the belief propagation algorithm and the EP algorithm goes beyond the scope of this work, we refer the reader to the following works for further reading [15], [17], [18]. For a specific description of the implementation on the factor graph of Fig. 3, we refer the reader to the appendix.

### C. Mean Field Approximate Solution

We now focus on the solution of problem of Eq. (17). Considering the quadratic loss introduced in Subsection III-C and the factorized approximate belief $q(b)$, we can express the risk $\mathcal{R}(b, q(b))$ in a simple form:

$$\mathcal{R}(\hat{b}, q(b)) = \int || \hat{b} - b ||^2 q(b) db = \sum_{m=1}^M (\hat{b}_m - b_m)^2 q(m) db_m \tag{18}$$

where $(\mu_m, \sigma_m^2)$ represents the mean and the variance of the distribution $q(b_m)$. The last expression of Eq. (18) consists of a sum of $M$ parts, one corresponding to each network link. Each part is composed by a sum of two terms: the square of the deviation from the mean of $q(b_m)$ plus the variance of $q(b_m)$. If we substitute Eq. (18) in Eq. (17) we obtain an objective function composed by two parts, the squared $l^2$ distance of $\hat{b}$ from the current belief mean (immediate risk) plus a term that depends on the future belief (future risk). With a posterior distribution computed using the EP algorithm using the current $q(b)$ as the true prior distribution, the second part of the objective function in Eq. (17) corresponds the sum of the variances of the future belief:

$$\mathbb{E}_{p(D\hat{b})} \left[ \mathcal{R}^*(p(b|D)) \right] \simeq \mathbb{E}_{p(D|\hat{b})} \left[ \mathcal{R}^*(q(b)) \right] = \mathbb{E}_{p(D|\hat{b})} \sum_m \sigma_m^{2r}, \tag{19}$$
where \(\sigma_m^2\) denotes the posterior variance for parameter \(b_m\), and we leveraged the fact that the risk is minimized when \(\hat{b}_m = \mu_m\). The computation of the future posterior variance after observing data \(\mathcal{D}\) can be done by simply running loopy belief propagation, similarly to Subsection IV-B. However, the difficulties reside in taking the expectation over all the possible observations \(\mathcal{D}\). This operation is complicated for two reasons: (i) the number of possible combinations of the vector \(v\) grows exponentially with the number of users \(N\), (ii) we do not actually have a generative model for the observations \(v\). As a workaround for these two impediments, we propose to adopt a mean field approximation of the network, and to consider a worst case scenario for the observations \(v\). The main motivation behind this approach is the following. Finding the true optimal constraint vector \(\tilde{b}\) is extremely complicated. Even for the approximate receding horizon problem of Eq. (17), it would involve a large amount of computations, which are difficult to handle for large \(M\) and \(N\). Therefore we ask if we can optimize each entry of \(b^t\) independently by considering a mean interaction of all the network links.

As mean field approximation we consider a single network link with a lognormal distribution \(q(b)\) with mean and variance equal to \((\hat{\mu}, \hat{\sigma}^2)\). We can write down the mean field version of Eq. (17) as:

\[
\min_{\tilde{b}} (\tilde{b} - \hat{\mu})^2 + \gamma \int_\mathbb{R} \bar{p}(\tilde{b}) \left[ \hat{\sigma}^2 \right].
\]

The above equation simply represents the optimal learning formulation for a single mean field link. The quantity \(\mathcal{D} = (\hat{y}, \hat{v})\) represents the observed data related to the mean field link. We now need to define an approximate relation between the parameter \(\tilde{b}\) and the future link rate \(\hat{y}\). The constraint vector \(\tilde{b}\) is used by the inner loop algorithm responsible for solving the classical NUM problem. Because of the shape of the utility functions, the users strive to utilize the resources as much as possible tending to make the constraints tight. As a result, we can consider, as a first approximation, that \(\hat{y} = \tilde{b}\).

We now need to find an approximate expression for how the posterior variance of the mean field link \(\hat{\sigma}^2\) varies with respect to \(\mathcal{D}\). In order to proceed we need to consider separately the cases where the mean field link triggers a congestion, \(\tilde{z} = 1\), and when it does not, \(\tilde{z} = 0\).

**Case \(\tilde{z} = 1\):** When the mean field link triggers a congestion event we know for sure that there must be one observation \(\hat{v} = 1\), see Subsection III-A. This observation corresponds to a factor node in the factor graph that connects the mean field link to other network links, see Fig. 5. If the average route length of the network is \(L_R\), then the factor node is connected on average to the mean field link plus other \(L_R - 1\) links. In this case the posterior variance of \(b\), denoted by \(\hat{\sigma}^2\), corresponds to the variance of the following distribution:

\[
p'(\tilde{b}) = \left( \left(1 - \prod_{l < L_R - 1} p(z_l = 0|y_l) \right) p(\tilde{z} = 0|\hat{y}, \tilde{b}) + p(\tilde{z} = 1|\hat{y}, \tilde{b}) \right) q(\tilde{b})/Z_{\text{norm}},
\]

where \(Z_{\text{norm}}\) is a normalizing constant, and

\[
p(z_l = 0|y_l) = \int db p(z_l = 0|b_l, y_l) p(b_l).
\]

The factor

\[
1 - \prod_{l < L_R - 1} p(z_l = 0|y_l),
\]

of Eq. (21) is equal to the probability to trigger a congestion event by the other \(L_R - 1\) links composing the route. If the probabilities \(p(z_l = 0|y_l)\) are small \(\forall l\) then it is easy to see that the variance of \(p'(\tilde{b})\) is basically equal to the current one \(\hat{\sigma}^2\). The only way to achieve a gain in the posterior variance is to have a high probability \(p(z_l = 0|y_l)\) for all the other links composing the route. However, note that in the mean field model all the links are supposed to adopt the same strategy, as a result if \(p(z_l = 1|y_l) \approx 0\) for all the links, it is also true that \(p(\tilde{z} = 1|\hat{y}) \approx 0\). In this case the considered event of a congestion by the mean field link would be extremely unlikely to happen, and by extension also the variance reduction. One way to bypass the problem is to consider that the network links can belong to two different classes: class A and B. Links of class A have a probability of triggering a congestion event equal to \(p_{A1}\), whereas links of class B have probability \(p_{B1}\), more specifically \(p_{A1}\) (similarly for \(p_{B1}\)) is defined as

\[
p_{A1} = p(z = 1|y = \tilde{b}_A) = \int db p(z|b, y) p(b) = 1 - p_{A0}.
\]

If we consider \(p_{A1} > p_{B1} \approx 0\), with the mean field link belonging to class A, and the other links composing the route belonging to class B, then Eq. (21) can actually lead to drastically change the mean field posterior belief. By using the class notation Eq. (21) becomes

\[
p'(\tilde{b}) = \left( \left(1 - p_{B0}^{L_R - 1} \right) p(\tilde{z} = 0|\hat{y}_A, \tilde{b}) + p(\tilde{z} = 1|\hat{y}_A, \tilde{b}) q(\tilde{b})/Z_{\text{norm}} \right).
\]

In the worst case scenario of a single user feedback \(v\) for the mean field link, the probability of having such route is equal to \((1 - \alpha)^{L_R - 1}\). In all the other cases, i.e., when there is another link of the route that belongs to class A, we consider to have a posterior distribution with the same variance of the current belief.

**Case \(\tilde{z} = 0\):** The second case corresponds to the event where the mean field link does not trigger a congestion event. In this scenario the belief variance can be reduced only if none of the users employing the link observes a congestion event, see Subsection III-A. In this case we can consider as worst case scenario the condition where a user observes no congestion only when none of the employed links is congested. The probability for an uncongested mean field link to have no users with \(v = 1\) is then equal to:

\[
p_{A0}^{(L_R - 1)} p_{B0}^{(1 - \alpha)(L_R - 1)} p_{B0}^{(1 - \alpha)^{(L_R - 1)}}.
\]

where \(L_C\) is the average number of links that share at least one user with the mean field link, see Fig. 5. In mathematical terms \(L_C\) is the average number of non-zero entries for the
rows of the matrix $\mathbf{A}\mathbf{A}^T$. In this case the new variance is equal to the variance of the following distribution:

$$p'(\hat{b}) = p(\tilde{z} = 0|\tilde{y}_A, \hat{b})q(\tilde{b})/Z_{\text{norm}}. \tag{27}$$

Finally, we need to consider the same analysis when the mean field link belongs to class B. It is easy to see that in this case due to the shape of the likelihood function and the assumption $p_{B1} \simeq 0$, the belief variance would basically remain constant even if we could observe the hidden variable $\tilde{z}$. As a result we assume a worst case scenario where the expected posterior variance for the links of class B remains constant.

Combining the two scenarios we can write down an approximate expression for the expected future variance of the mean field model:

$$E[\hat{\sigma}^2] = (1 - \alpha)^2 + \alpha p_{A1}((1 - \alpha)^{-1}\hat{\sigma}_{A1} - \sigma^2 + \sigma^2) + p_{A0}(\alpha p_{B1}(1 - \alpha)(\hat{\sigma}_{B1} - \sigma^2 + \sigma^2) + \alpha p_{B1}((1 - \alpha)^{-1}p_{B0}(L_R - 1)(\hat{\sigma}_{B0} - \sigma^2 + \sigma^2))) \tag{28}$$

where $\hat{\sigma}_{A1}$ and $\hat{\sigma}_{B1}$ correspond to the variance of the distribution in Eq. (25) and Eq. (27) respectively. In Eq. (28) we consider that the only scenarios where the belief variance changes is when a link belongs to class A and the aforementioned worst case condition are observed. In all the other scenarios the belief variance does not change. Note that, since we lack of a generative model for $v$, the conducted analysis does not aim at producing an accurate model for the expected posterior variance, but rather at modeling some situations where we expect to have a considerable variance reduction of the belief on $\hat{b}$.

The developed model can now be used in order to minimize the mean field objective function of Eq. (20). As independent variables of our model we consider $\alpha$, $p_{A1}$ and $p_{B1}$, which are all defined over the interval $[0, 1]$. $\alpha$ here represents the ratio of links that belong to class A. Note that since $p(z = 1|y = \hat{b})$ is monotonically increasing, it can be inverted, and we can find a map from $p_{A1}$ to $\hat{b}_A$, which is denoted by $\hat{b}_A(p_{A1})$. The final problem then becomes:

$$\minimize_{p_{A1}, p_{B1}, \alpha} \alpha(\hat{b}_A(p_{A1}) - \mu)^2 + (1 - \alpha)(\hat{b}_B(p_{B1}) - \mu)^2 + \hat{\sigma}^2 + \gamma E[\hat{\sigma}^2]/(p_{A1}, p_{B1}, \alpha). \tag{29}$$

All the terms in Eq. (29) are well defined and since the optimization problem is non-convex but involves only three variables we can simply solve it by performing a grid search.

In Fig. 6 we show how the expected posterior variance and the value of the objective function varies as a function of the optimization variables. More specifically we show the approximate expected posterior variance as a function of $\alpha$ and $p_{A1}$. Empirically observed that the minimizer is usually located at $\alpha \approx 1/L_R$. This is intuitively reasonable because, in order to reduce the posterior variance in the case of link congestion we need to have routes that are composed by one link of class A and all the other links of class B. Having one link every $L_R$ that belongs to class A increases the chances of observing such routes. The minimizer with respect to $p_{A1}$ has instead a more complex dependency with respect to the other variables and parameters of the model, however, we observed empirically that it is usually located between 0.5 and 0.8. The $p_{B1}$ parameter instead minimizes the future variance when is set to 0. The value of the objective function as a function of $p_{A1}$ and $p_{B1}$ is depicted in Fig. 6. In this case we observe that the minimizer with respect to $p_{B1}$ is usually located around $0.001 - 0.005$. In order to increase the chances to reduce the variance for links of class A $p_{B1}$ should be as low as possible, however a lower $p_{B1}$ increases the deviation from the mean belief and consequently the immediate risk.

The optimal learning formulation allows to easily take care of this tradeoff. Note that the optimal value of $p_{B1}$ is consistent with the assumption $p_{B1} \simeq 0$ made in the analysis conducted above. If this condition was not true at the optimal point, then we could not have used the approximate mean field variance prediction developed in this section. For the links of class A instead, the optimal $p_{A1}$ is again usually located between 0.5 and 0.8, making rather uncertain the possibility of observing a congestion. Finally, we noticed that as long as the sigmoid function of Eq. (4) is sharp with respect to the mean field belief $q(\hat{b})$, i.e., the variance of $q(\hat{b})$ is large, then the optimal parameters $(p_{A1}, p_{B1}, \alpha)$ are not sensitive to the value of $\hat{\sigma}$. As a result, as long as we are uncertain about the capacity values, we are not forced to re-optimize the mean field parameters every time the belief changes.

In the next section we summarize the complete algorithm proposed in this work and we discuss the key points of its implementation.

V. OVERVIEW OF THE COMPLETE ALGORITHM

The complete set of operations required to run our algorithm is reported in Alg. 1. The overall system is composed by two groups of processes, namely the $N$ users and the $M$ link
processes (each responsible for an individual network link). First, each user requests the prices $\lambda_m$ of the employed links to the different resource processes and computes the sending rate according to Eq. (3a) (lines 3-4). The users then forward the rate $x_m^t$ and the feasibility signal $v_m^t$ to all the process of the employed links (line 5). At this point the resource processes compute independently the link rate $y_m^t$ simply by adding up all the users rates and update the price using Eq. (3b) (lines 7-8). The next operation consists in updating the dataset $\{\mathcal{D}^t\}$ with the new observed datapoint (line 9). In order to limit the size of the dataset we subsample the points that are included, and we set a maximum number of stored points (we discard the older points when the maximum size is reached). In this way we can reduce the number of operation required by the EP algorithm. A more detailed description of the updating operation can be found in the appendix.

When the inner loop has converged, we recompute the value of the constraint vector $\mathbf{b}$ (line 10). Note that we can establish the convergence of the inner loop algorithm by monitoring the variation of the vectors $\mathbf{\lambda}$ and $\mathbf{y}$. Alternatively we can simply update the vector $\mathbf{b}$ on a fixed time basis. The next operation corresponds to running the EP algorithm in a distributed way among the $M$ link processes using the data available in the dataset (line 11). Once the belief is updated we use the results from the mean field analysis to set $\mathbf{b}$. In order to execute this step we need to know the optimal values for $(\alpha, p_{A1}, p_{B1})$. This operation can either be computed by each link process independently, or it can be computed by one process and forwarded to the all the link processes. Since we consider the network topology and the sigmoid function characterizing the probability of a link congestion to not change in time, we can think to hardcode the optimal values of $(\alpha, p_{A1}, p_{B1})$ in the link processes. We compute the optimal values using the information on the network topology and the initial prior knowledge of the network links. As shown in the results section this simple strategy is sufficient to provide satisfying performance of the proposed algorithm. Since we know that links belonging to class A are the ones that are likely to reduce their variance, instead to assign randomly $\alpha M$ links to class A and $(1-\alpha)M$ to class B, we assign to class A the $\alpha M$ links with the largest variance (line 15-16) However, before doing this operation we set the variance of the links that were underutilized in the previous time step to zero (lines 12-14). The intuition is that if links are underutilized then it is useless to improve the uncertainty on their capacity value because they are associated to loose constraints, and the optimal rate allocation does not depend on them. Finally, after the class assignment each link process, given its current belief computes the value of $\hat b_m$ that matches the probability to trigger a congestion equal to the value of its class. Note that the class assignment operation can be done in a fully distributed way by using a consensus algorithm. More details on its implementation can be found in the appendix.

The algorithm is listed in Alg. 1 and executed continuously. The belief on $\mathbf{b}$ is expected after some steps to converge, narrowing the belief around some value of $\mathbf{b}$, that should match the true value of the link capacities.

We now briefly discuss at high level the complexity of the algorithm in terms of communication and storage cost. The inner loop of the proposed system corresponds to a classical NUM algorithm: at each step $t$ each user communicates with the resource processes of the links composing the route to collect the link prices and forward the sending rate and congestion signal. Considering an average route made of $L_R$ links, this operation involves a transmission of $\mathcal{O}(NL_R)$ messages. The execution of the EP algorithm is the most expensive part in terms of communication and storage requirements of the entire algorithm. Each link process $m$ has to store, for each episode $t$ in the dataset, the route of the users who employed link $m$ and detected a congestion event $v_n = 1$ (plus the link rate $y_m$). Therefore, if we denote by $N_{\text{link}}$ the average number of users per link, the storage cost is $\mathcal{O}(N_{\text{link}}L_R)$ for each element in the dataset and for each link process. $N_{\text{link}}L_R$ basically corresponds to the average complexity of the algorithm.

**Algorithm 1 Complete algorithm**

1: loop
2: for each user $n$ do
3:   collect $\lambda_m^t$ for $m \in n$
4:   compute and apply rate $x^t(a_n^t\lambda^t)$
5:   Forward $v_n^t$ and $x_n^t$ for $m \in n$
6: for each link $m$ do
7:   $\lambda_{m}^{t+1} = \max(0, \lambda_{m}^t + \epsilon(y_{m}^t - \hat{b}_m^t))$
8:   $\hat{b}_m^{t+1} = \hat{b}_m^t$
9:   update dataset $\{\mathcal{D}^t\}$
10: if inner loop converged then
11:   compute $q^t(b)$ using EP
12: for each link $m$ do
13:   if $\lambda_{m}^t = 0$ then
14:      $\sigma_{m}^2 = 0$
15:   assign to class A $M\alpha$ links with largest $\sigma_{m}^2$
16:   assign to class B other links
17: for each link $m$ do
18:   find $\hat{b}_m^t : p(x^t = 1)\hat{b}_m^t = p_{\text{class}}$
19: $\hat{b}_m^{t+1} = \hat{b}_m^t$

Fig. 6. a) Posterior expected variance for the mean field model as a function of $p_{A1}$ and $\alpha$ with a fixed $p_{B1} = 0.01$ ($L_R = 4$ and $L_C = 20 \sigma^2 = 0.85$). b) Objective function of the mean field model as a function of $p_{A1}$ and $p_{B1}$ ($\gamma = 0.99$)
number of factor nodes $v^t_n$ connected to each variable node $z^t_m$ in the factor graph of Fig. 3. This means that, in terms of communication requirements, one complete update of the incoming messages for all the variable nodes in the factor graph requires an exchange of $O(N_{\text{link}}L_R)$ messages for each link process and for each episode in the dataset. EP on a factor graph with loops has to be executed multiple times on the entire dataset before convergence. Unfortunately, it is not easy to quantify the number of iterations required by the EP algorithm to converge. In our implementation we stop the EP update after ten iterations, since empirically we have observed that they are usually sufficient to provide a good belief estimate. Considering fixed the amount of refinements required by the EP algorithm, the overall cost, in terms of communication and storage, at time $t$ is $O(N_{\text{link}}L_Rt)$ for each process $M$. The complexity grows linearly with time because the dataset is obviously growing. In order to avoid this we limit the size of the dataset to the last $S_0$ observations. The key point in the complexity analysis is the dependency of $L_R$ with respect to $N_{\text{link}}$. The answer to this question however depends on the network topology. For instance, if the network belongs to the class of small-world networks, and user routes correspond to the shortest routes between the source and destination node, then $L_R$ grows logarithmically with respect to the number of total network nodes, making the overall complexity of the algorithm more tractable. Finally, the mean field optimization is basically independent of the numbers of links and users. The class assignment task uses a simple method derived from classical consensus average algorithms [19], and simply involves exchange of local messages among the $M$ link processes. This concludes the discussion on the implementation of the proposed algorithm, in the next section we show and discuss the performance of the proposed method.

VI. SIMULATION RESULTS

In order to test the proposed method we generate some random networks with different numbers of links and users. We assign to each user a log-shaped utility function $u_n(x) = w_n \log(x)$, where $w_n$ is a random positive parameter, and a random route connecting two (non adjacent) nodes of the network. After the routing matrix is set, we sample the prior distribution of the link capacities in order to set their true value. We consider that each link has a lognormal distribution with mean and standard deviation equal to $(\mu^0_m, \sigma^0_m)$. We set $\mu^0_m = 2.7N_m$ where $N_m$ is equal to the number of users using the link and $\sigma^0_m = 0.27N_m$. Regarding the parameters of the sigmoid function of Eq. (4) we fix $\rho = 0.95$ and $\kappa = 5(1 - \rho)b_m)^{-1}$. In this case we have that when $y_m = 0.95b_m$ there is a 0.5 probability for link $m$ to trigger a congestion event, whereas when $y_m = b_m$ the probability goes up to about 0.99. We optimize the values of $(p_{A1}, p_{B1}, \alpha)$ at the beginning of each simulation using the $L_R$ and $L_C$ of the network in use, the average mean and variance of the prior distribution of the different links, and the parameters $\kappa$ and $\rho$ defined above. In order to generate the observation vector $v$ at each step $t$, we first generate the link congestion vector $z$ using Eq. (4) and then we randomly pick a value of $v$ among the ones that are consistent with the model specified in Subsection III-A.

In the first test we run the algorithm on a network with 12 links and 200 users and a discount factor of $\gamma = 0.99$. Fig. 7 shows the evolution of some quantities involved in the algorithm operation. The plots show the evolution of the mean value of the lognormal belief of $q^t(b_m)$, the 95% Confidence Interval (CI) of the belief, the value of $b^t$, and finally, the sum of the users sending rates for link $m$, $y_m$. The selection of $b^t$ is consistent with the results of the mean field approximation. For example, between $t = 0$ and $t = 200$, the value of $b_1$ (which has a large variance) is set to a value that is slightly larger than the mean value, whereas for link 5 and 6 $b$ is set to a value below the mean of their belief. We can verify our assumption about the approximation $b = y$. As it can be seen, the requested link rate $y_m$ tends to converge to the value of the parameter $b_m$. When it does not reach the value $b_m$ it is because the link capacity is too large and the link is underutilized at equilibrium. The assumption $b = y$ holds for the remaining active links. Concerning the underutilized links, we can observe that, since the rate $y_m$ reached by the inner loop is much lower than the mean value of the capacity belief, the uncertainty of the constraint cannot be reduced and it remains rather high. However, in this case, there is no need to reduce the variance for these capacities because that would not affect the optimal rate allocation. For the active links, the algorithm continues to sample at values of $y_m$ close to the mean value of the belief. As a result, the variance sequentially shrinks and the mean value approaches the true value of $b_m$.

In order to evaluate the performance of the rate allocation algorithm we compare it to a greedy algorithm that simply minimizes the immediate risk (i.e., $\gamma = 0$) and matches the value of $b$ with the mean value of the current available belief. For our algorithm we set the values of the future risk discount $\gamma$ to 0.98, 0.99 and 0.995. We use a topology with 48 links and 800 users. We draw ten different sets of samples of $b$ from the prior distribution and ten different sets of values for the parameters $w$ of the utility functions. We then run the proposed algorithm with different $\gamma$ values and the greedy method on the same ten different random settings. In Fig. 8 we plot the evolution of the average value over the different runs, and the standard deviation, of the mean absolute percentage error for the capacity values. More specifically the metric used corresponds to:

$$e_{\text{links}} = 100\% \sum_m \frac{|\mu_m - \hat{b}_m|}{\mu_m} = 100\% \sum_m \frac{|\mu_m - b_{\text{true}}|}{\mu_m}$$

(30)

where $\mu_m$ represent the mean of the current belief. The greedy algorithm is actually able to reduce the parameters uncertainty by a larger value in the very first stages but then it struggles to further reduce the uncertainty which remains constant around 22% throughout the entire simulation. Running the system with $\gamma \approx 1$ instead leads to lower values for the mean absolute percentage error, between 10% and 17% for the different values of $\gamma$. The error decreases slowly at the early stages, however the reduction is more persistent and eventually achieves much lower mean error. Moreover we can see that
Fig. 7. Evolution of the most important quantities employed by the proposed algorithm for all the $M$ links. Each subplot shows: the true $b_m$ value, the evolution of the mean value of the lognormal belief of $b_m$, the 95% Confidence Interval (CI) of the belief, the value of the decisions $\hat{b}_t$, and finally, the users sending rate through link $m y_m$.

Fig. 8. Evolution of the mean absolute percentage error between $\mu_m^t$ and the true vector $\mathbf{b}_m$ used. The plot shows the average and standard deviation of the metric among ten different runs.

Fig. 9. Evolution of the mean absolute percentage error between the rates $x_m^t$ used and the optimal rates $x_n^*$. The plot shows the average and standard deviation of the metric among ten different runs.

larger values of $\gamma$ lead to lower long term error. Due to the existence of underutilized links we cannot expect the error to decrease to zero. In fact for these links the average error is also expected to remain large since the belief variance does not decrease.

Another metric that can be used to evaluate the algorithm is the evolution of the mean absolute percentage error of the users’ sending rate with respect to the optimal ones:

$$e_{\text{users}} = 100\% \sum_n \frac{|x_n - x_n^*|}{N x_n^*}$$  \hspace{1cm} (31)
This quantity is not sensitive to potential underutilized links and directly measures how the users’ rates are close to the optimal ones. The evolution of this metric is shown in Fig. 9. As for the previous figure, we show the mean and standard deviation among ten different runs. In order to reduce the future risk our algorithm sacrifices the immediate one, achieving a larger error in the first steps with respect to the greedy strategy. However, in the final steps, when the capacity beliefs are more accurate, the users’ rates tend to be closer to the optimal ones and our method, for $\gamma = 0.995$, settles around $\epsilon_{\text{users}} \simeq 15\%$. The greedy algorithm instead is not able to significantly reduce the error for the future steps, and settles to an average percentage error of $37\%$.

We further evaluate the performance of the algorithm for different network sizes. We generate five different networks, with $M = [24, 36, 48, 60, 72]$ links and $N = [400, 600, 800, 1000, 1200]$ users. For each network we draw ten different sets of values for $b$ and $w$. Though the network size differs for the different simulations we generate the users routes in order to have an average route length of 4 links for each topology. We run the simulation for the greedy policy and for $\gamma$ equal to $0.98$, $0.99$ and $0.995$. As for the previous tests we compute the mean absolute percentage error of the capacity estimates and the users’ rates. We then plot the mean and standard deviation for the ten different runs after 1800 iterations. The results are depicted in Fig. 10 and Fig. 11. The best performance is achieved with $\gamma = 0.995$, with $\epsilon_{\text{users}}$ between $15 – 30\%$. The greedy strategy achieves the worst performance for all the different network sizes, with about $38 – 45\%$ of error with respect to the optimal user rate. The results show that the performance of the algorithm is not strongly correlated with the network size. The performance discrepancies among the different sizes are likely due to the different network topologies used in the simulations.

In the final simulation we investigate how the average length of the user routes affects the performance of the proposed method. We use a network topology with $M = 48$ and we generate ten different realizations of the user populations for each different value of the average route length, with $L_R = [3, 4, 5]$. We then compute the mean and standard deviation of the same metrics used in the previous experiments for the different scenarios. The results are shown in Fig. 12. The results show that, when the average route length increases the system performance decrease for both the greedy policy and the proposed foresighted method. However the proposed method always outperforms the greedy policy. This is somewhat expected since longer routes make it more challenging for the inference method to correctly estimate the value of the latent variables $z$. As a consequence, the value of the link capacities is also harder to infer.

VII. CONCLUSIONS

In this work we consider a specific instance of the NUM problem where the amount of the network resources is un-
known and the private congestion signals of the users cannot be used to directly achieve the optimal rate allocation. The congestion signals however, can be combined to infer the amount of available resources. We design a distributed overlay rate allocation method where the users communicate with other helper processes, one for each network link, in order to achieve the optimal rate allocation. The proposed solution method consists in decomposing the original problem into two subproblems: one subproblem corresponds to the classical NUM problem, the second subproblem instead corresponds to the design of an adaptive controller for the classical NUM algorithm that infers the amount of available resources. Using an optimal learning formulation we are able to balance the exploration versus exploitation tradeoff that arises in the design of the adaptive controller an guarantee good performance in the long run. As shown by the conducted evaluation, such performance cannot be attained using a greedy strategy. We believe that the analyzed problem and proposed framework, though being in its early stages, could be of great interest for the future computer networks. Consider for instance the Internet: the challenges and requirements of the platforms using the network evolve faster than the underneath infrastructure. In this scenario if the new applications want to optimize the data transmission they might have to coordinate the users using only information from the endpoints, since these are the network parts that are accessible and can be updated more easily. The new applications might then need to infer what are the actual global resources available. Though being extremely challenging and complex, building an overlay allocation method, that infers the available resources and adapts to different network conditions, might be the only viable solution if the lower layers and the infrastructure of the communication network cannot be changed.
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**Algorithm 2** Implementation of the EP algorithm.

```plaintext
1: for i < i_{MAX}EP do
2:   for each observation to process t do
3:     for each link m do
4:       update \( \mu_{t_m}b_m \)
5:     for each n with \( v'_n = 1 \) do
6:       for each link m with \( a_{mn} = 1 \) do
7:         compute \( \nu_{z'_m\psi_n} \)
8:         collect \( \nu_{z'_m\psi_n} \forall l \neq m, a_{lm} = 1 \)
9:       update \( \mu_{z'_m\psi_n} \)
10:      compute \( \mu_{b_mz'_m} \)
11:     q = \arg \min \mathbb{KL}(\mu_{b_mz'_m} \prod_{t' \neq t} \hat{\mu}_{b_mz'_m} || q')
12:     \( \hat{\mu}_{b_mz'_m} = \frac{q}{\prod_{t' \neq t} \mu_{b_mz'_m}^{t'}} \)
```

Fig. 13. Factor graph of one single observation \( t \) showing the messages between the variables nodes exchanges during the EP algorithm execution.

**APPENDIX**

**EXPECTATION PROPAGATION IMPLEMENTATION**

The implemented EP algorithm on the considered factor graph of Fig. 13 is reported in Alg. 2. We denote by \( \mu \) and \( \nu \) the incoming and outgoing messages respectively, of the different variable nodes. These messages are possibly unnormalized probability density (mass) functions defined over the domain of the variable node. Their subscripts denote the variable node and factor node of the message\(^1\). Since the factor graph, depicted in Fig. 13, has loops, the incoming messages of the variable nodes, \( z'_m \) and \( b_m \), need to be iteratively refined (line 1) till they converge to their final value. All the messages are initialized using non-informative distribution (lognormal distribution with infinite variance for the \( b_m \) variables and uniform distribution for the binary variables \( z'_m \)). At each iteration the algorithm updates the incoming messages \( \mu_{b_mz'_m} \) parallelizing the operations over \( M \) different processes. Each process \( m \) computes the incoming message to the \( z'_m \) from the \( b_m \) using the messages from the \( t' \neq t \) observations and the prior information (line 4). Then we iterate over the individual factors of \( \Psi_{\nu'}(\cdot) \) to update the incoming messages of the latent variables. Each process \( m \) computes the outgoing message from the \( z'_m \) node to the factor node \( \psi'_n(\cdot) \) associated to any observation \( n \) with \( v'_n = 1 \) (lines 5-7). As next step, each process collects all the outgoing messages \( \nu_{z'_m\psi'_n} \) for \( l \neq m \) and \( a_{lm} = 1 \) and computes the incoming message \( \mu_{z'_m\psi'_n} \) (lines 8-9):

\[
\mu_{z'_m\psi'_n}(r_m) = \sum_{l \neq m, a_{lm} = 1} \psi'_n(r) \prod_{l \neq m} \nu_{z'_m\psi'_n}(r_l),
\]

where we have emphasized the fact that the messages \( \mu \) and \( \nu \) are actually functions. A naïve computation of this quantity

\(^1\)To make the notation more clear the messages to and from the factor node \( p(z'_m|b_m, y_m) \) are indexed by the variable nodes \( b_m \) and \( z'_m \).
is rather expensive in terms of required operations. However, since \( \psi_r^1(x) \) is equal to one when at least one \( r_m \) variable employed by user \( n \) is equal to one and zero otherwise, we can compute \( \psi_r^1(x) \) as the complementary event of having all the \( r_m \) variables equal to zero. We therefore obtain:

\[
\mu_{z_m} \psi_r^1(0) = \prod_{l \neq m} (\nu_{z_l} \psi_r^1(0) + \nu_{z_l} \psi_r^1(1)) - \prod_{l \neq m} \nu_{z_l} \psi_r^1(0)
\]

\[
\mu_{z_m} \psi_r^1(1) = \prod_{l \neq m} (\nu_{z_l} \psi_r^1(0) + \nu_{z_l} \psi_r^1(1))
\]

(33)

if we consider to normalize the outgoing messages \( \nu_{e_j}z_m \) we obtain the simpler form:

\[
\mu_{z_m} \psi_r^1(0) = 1 - \prod_{l \neq m} \nu_{z_l} \psi_r^1(0)
\]

\[
\mu_{z_m} \psi_r^1(1) = 1.
\]

(34)

This is a simple operation that consists in the product of the outgoing messages associated with the event \( z_m^t = 0 \) for the observation \( v_n^t = 1 \). The factors \( \psi_r^0() \) can easily be handled locally by each link process. Once all the incoming messages from all \( v^t \) factors are updated, the incoming message \( \mu_{e_{m,z}} \) can be computed. The EP algorithm then aims at minimizing the following divergence in order to obtain the belief for \( b_m \):

\[
q = \arg \min_{q'} KL(\mu_{b_m} \mu_{z_m} || q'),
\]

(35)

where \( q(b_m) \) represents the lognormal distribution characterizing the belief on \( b_m \). In order to minimize Eq. (35) we simply need to match the sufficient statistics between the two distributions of the KL divergence. The message \( \tilde{\mu}_{b_m} z_m^t \) which corresponds to the lognormal approximation of \( \mu_{b_m} z_m^t \) is then set to:

\[
\tilde{\mu}_{b_m} z_m^t = \frac{q}{\prod_{t' 
eq t} \tilde{\mu}_{b_m} z_m^{t'}}.
\]

(36)

Note that all the terms in Eq. (36) are lognormal distributions, which belong to the exponential family, therefore the above operation simply consists in algebraic manipulation of the distribution parameters. The EP algorithm allows also to add a damping factor \( (\epsilon_{EP}) \) in the update of the incoming messages \( \mu \) and \( \tilde{\mu} \) see [18]. This modification prevents the messages from changing drastically with respect to their previous value; the equilibrium points do not change but it can improve the convergence of the algorithm. The above steps are executed for each datapoint in the dataset and for \( I_{\text{MAX}} \) iterations. At this point, the execution stops and the lognormal distribution \( q(b) \) defined by the most updated values of the messages \( \tilde{\mu}_{b_m} z_m \) approximates the true posterior \( p(b|\{D^t\}) \).

**Detailed Full Algorithm Implementation**

The detailed complete set of operations required to run our algorithm is reported in Alg. 3. The overall system is composed by two groups of processes, namely the \( N \) users and the \( M \) link processes (each responsible for an individual network link). As described in the main manuscript lines (3-8) correspond to the execution of the classical NUM algorithm. The next operations are instead specific to our system.

The next step corresponds to updating the dataset \( \{D^t\} \) with observations \( \{y^t, v^t\} \). Though our design optimizes the choice of \( \hat{b}^t \) by taking into account the expected posterior variance when observing exclusively the point \( \{y^t, v^t\} \) after the inner loop has converged, we could as well use the information collected during the inner loop dynamics. However, points that share similar link rates \( y^t \) provide redundant information to the inference method, moreover a higher number of points increases also the computation cost of the running the EP algorithm. In order to have a tradeoff between the two cases we adopt a simple heuristic that consists in adding one observation to the dataset every \( T_S \) time steps (lines 10-12).

Moreover in order to limit the amount of computations of the EP algorithm we limit the maximum size of the dataset to \( S_P \). When the maximum size is reached we discard the older points to make space for the new ones. The most recent values of the approximated incoming messages \( \tilde{\mu}_{b_m} z_m \) for the discarded points are however embedded in the prior belief. When the inner loop has converged (line 13) we execute the distributed EP algorithm, see Alg. 2, on our graphical model using the current dataset and obtain the new fitted distribution \( q(b) \) (line 14).

At this point we need to compute the new value of \( \hat{b} \) to use in the next iterations. In order to set the value of \( \hat{b} \) according
to the mean field approximation, we need a rule to assign each link either to class A or to class B. Our solution consists in assigning to class A the links with the larger variance. According to our model, the links of class A are actually the ones expected to reduce more significantly their belief variance. Before assigning the links to the different classes it is however beneficial to modify the current variances $\sigma^2_m$ for the links that are actually underutilized as their values do not affect the rate allocation. We set the variance $\sigma^2_m$ of these links to zero, basically forcing them to belong to class B (line 15-17). We design a distributed algorithm for the selection of the $\alpha M$ largest links with the largest variance $\sigma^2_m$ among the $M$ link processes. We can formulate the problem as an optimization problem:

$$\begin{align*}
\text{maximize} & \quad r^T \sigma^2 \\
\text{subject to} & \quad 1^T r \leq \alpha M \\
& \quad r \in \{0,1\}^M,
\end{align*}$$

(37)

where $r$ is a binary vector representing the class membership of link $m$: if $r_m = 0$ then the link $m$ belongs to class B and to class A otherwise. For simplicity we assume here that $\alpha M \in \mathbb{N}$ and that the solution to problem in Eq. (37) is unique. If these conditions hold we can solve exactly the above problem using a dual method, which allows to decompose the solution method among the $M$ processes. We consider the Lagrange relaxation of Eq. (37):

$$\begin{align*}
\text{maximize} & \quad r^T \sigma^2 - h \left(1^T r - \alpha M\right),
\end{align*}$$

(38)

where $h$ denotes the Lagrange multiplier of the inequality constraint. Given the value of the dual variable $h$ each process can compute independently the value of $r_m$. This operation is extremely simple, basically $r_m = 1$ if $\sigma^2_m > h$ and zero otherwise. In order to solve the dual problem the variable $h$ can be iteratively updated using a gradient descent method:

$$h' = \left(h + \delta_h (\hat{r} - \alpha)\right)^+,$$

(39)

where $\hat{r}$ represents the mean value of the elements of $r$ and $\delta_h$ is a positive parameter that controls the step length. Unfortunately this update operation requires a central entity which knows the value of $\hat{r}$ and forwards the dual variable $h$ to all the $M$ link processes. Ideally we prefer to have an algorithm that is completely distributed, and does not require a central entity, therefore we modify the iteration in the following way. We first create $M$ copies of the dual variable $h$ and $M$ estimates of the mean value $\hat{r}$, one for each link process. Each process then, iteratively executes Eq. (39) using its local copies and runs in parallel a consensus algorithm on both variables [19]. In our case we need to solve a dynamic average consensus problem, which means that the nodes have to agree on the average value of a $M$ dimensional input signal that is varying over time (in our case the $M$-dimensional signals are the dual variables $h$ and the estimates $\hat{r}$). In order to run a consensus algorithm among the $M$ link processes we define a connected undirected graph $G = (V,E)$, where the nodes $V$ correspond to the $M$ processes and the edges $E$ denote the pairs of processes that exchange messages in the class assignment method. We define by $L$ the normalized Laplacian matrix of the graph $G$. Many works focused on how to optimize communication among the agents in order to speed up the convergence of average consensus algorithms (see [20]) in this work, however, we simply assume that the $M$ link processes define a random connected communication network.

The iterative steps of the class assignment algorithm are the following:

$$\begin{align*}
\hat{r}^i &= \arg\max_{r \in \{0,1\}^M} r^T (\sigma^2 - h^i) \\
\left[\begin{array}{c}
\hat{h}^{i+1} \\
\hat{r}^{i+1}
\end{array}\right] &= \left[\begin{array}{cc}
I - L & 0 \\
\delta_h I & I - L
\end{array}\right] \left[\begin{array}{c}
\hat{h}^i \\
\hat{r}^i
\end{array}\right] - \left[\begin{array}{cc}
I & 0 \\
0 & -\delta_h I
\end{array}\right] [\Delta \hat{r}]^i,\alpha
\end{align*}$$

(40)

where $\Delta \hat{r}^i = \hat{r}^i - \hat{r}^{i-1}$ denotes the variation of vector $\hat{r}$ with respect to previous iteration, and $I$ denotes the identity matrix. Each iteration is composed by three steps. First each process selects the optimal value of $r_m$ according to the local copy of the dual variable $h^i_m$. The variables $\hat{r}$ are then updated according to the following dynamics $\hat{r}^{i+1} = (I - L)\hat{r}^i + \Delta \hat{r}^i$. Considering null initial conditions, we have that, under a steady input $r$ the vector $\hat{r}$ converges to $1 \sum_m r_m / M$ (similar dynamic consensus methods have been proposed in [21], [22]). Note that, at each step, each link process has to communicate with the other processes that correspond to its neighbors on the graph $G$ in order to collect the values of $\hat{r}_i$. At the same time, the dual variables $\hat{h}$ evolve according to $h^{i+1} = (I - L)\hat{h}^i + \delta_h (\hat{r}^i - I_0)$. The operations are basically the same as before, except that each link process integrates the difference between the target ratio $\alpha$ and the local estimate of the mean value of $r$. The use of the Laplacian matrix $L$ in this case assures that possible discrepancies among the entries of the vector $\hat{h}$ are damped, making all the link processes to agree on the same value of the dual variable. Finally, the variables $\hat{h}$ are constrained to be non-negative to be consistent with Eq. (39). Executing iteratively Eq. (40) the link processes agree on the class assignment, and the links that have a largest uncertainty are assigned to class A (lines 18-24). At this point each link process computes the value of $\tilde{b}_m$ that makes $p(z_m = 1|\tilde{b}_m)$ equal to the probability of the link class (lines 25-26).

Finally, all the parameters used in our simulations for Alg. 2 and Alg. 3 are given in Table I.

| TABLE I |
|---------|
| Parameter | Value | Parameter | Value |
|----------|
| $\epsilon_m$ | 0.5/\hat{b}_m | $T_{\delta}$ | 25 |
| $V_A$ | $10^{-3}$ | $V_h$ | $10^{-3}$ |
| $\delta_h$ | $0.1/\sqrt{\hat{r}}$ | $\gamma$ | $0.98 - 0.995$ |
| $\nu_{\text{MAX}}$ | 5 | $\gamma_{\text{EP}}$ | 0.5 |
| $S_D$ | 25 | | |
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