Deep Neural Network for Electroencephalogram based Emotion Recognition
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Abstract. Emotion recognition using electroencephalogram (EEG) signals is an aspect of affective computing. The EEG refers to recording brain responses via electrical signals by showing external stimuli to the participants. This paper proposes the prediction of valence, arousal, dominance and liking for EEG signals using a deep neural network (DNN). The EEG data is obtained from the AMIGOS dataset, a publicly available dataset for mood and personality research. Two features, normalized and power and normalized wavelet energy, are extracted using Fourier and wavelet transform, respectively. A DNN with three different activation functions (exponential linear unit, rectified linear unit [ReLU] and leaky ReLU) has been applied for single and combined features. The result of combined features with leaky ReLU is found to be the best, with a classification accuracy of 85.47, 81.87, 84.04 and 86.63 for valence, arousal, dominance and liking, respectively.
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1. Introduction
Neural Networks (NNs) [1] are used in many research studies. Pattern recognition [2], image processing [3] and computer vision [4] are important applications of NNs. The electroencephalogram (EEG) is a tool used to record electrical activity in the human brain by providing external stimuli [5], as shown in figure 1.

![Figure 1. Procedure of EEG recording](image)

These EEG signals are used in the medical field for diagnosing mental diseases and abnormalities, as well as in research for identifying moods and personalities [7]. Moods cannot be identified by the different modalities of data because they do not produce a significant change in data [8]. There are several emotions generated in the human brain at any one stage of a mood. Thus, emotions are the basic unit to identify moods from images, texts, voices and physiological signals [9]. The EEG signal is a kind of physiological signal and is the preferred tool to identify emotions because it is a direct response of the human body, whereas voice and facial signals are acted/elicited responses [10]. Thus, an EEG-based emotion recognition (ER) model using a deep neural network (DNN) is presented in this paper.

Designing an EEG-based ER system involves the following steps:
• Data collection
• Pre-processing
• Feature extraction
• Classification

Data collection has been done in [10–17], in which [10–14] are publicly available EEG datasets, and [11, 14] provides pre-processed dataset for research. The DEAP [11] dataset is the most popular among researchers. In contrast, very few studies have been conducted using the AMIGOS [14] dataset because it is new and has a more complicated structure than DEAP. Moreover, it provides low accuracy compared to DEAP because of its imbalanced instances of data. AMIGOS provides a variable-length row according to the length of the video shown to different users, which makes the application of classification models more complicated [18]. This paper uses the AMIGOS dataset for emotion classification.

There are several literature studies on ER-based machine learning (ML), deep learning (DL) and other artificial intelligence systems [19]. These techniques are applied at the feature extraction and classification stages. The important features extracted from EEG signals for ER are entropy, energy and power from Fourier, wavelet and short-time Fourier transforms [20]. This paper studies ER and only discusses classification. A variety of ML methods, such as decision tree, support vector machine (SVM), k-nearest neighbour, naïve Bayes and random forest (RF), are used to identify emotions. Furthermore, DL methods, such as long-short term memory and convolution neural network, are used for ER [21]. A summary of ML and DL methods applied on four important datasets (DEAP [11], DREAMER [12], SEED [13] and AMIGOS [14]) is presented in Table 1.

Table 1. Summary of studies conducted on ER

| Ref., year | Dataset | Feature Extraction | Algorithm Category | Method | Accuracy |
|------------|---------|-------------------|--------------------|--------|----------|
| [22], 2017 | DEAP    | Wavelet Entropy, Energy | ML | KNN, SVM | 86.75% |
| [23], 2020 | Power, Entropy, Fractal Dimension, Statistical features, Wavelet Energy | ML | KNN, SVM | 78.96% |
| [24], 2020 | Multi-level feature Capsule Network (End to End network) | DL | Multi-level feature Capsule Network | 98.32% |
| [25], 2021 | Differential Entropy | DL | Graph Convolution Network+LSTM | 90.60% |
| [12], 2017 | DREAMER | Power Spectral Density | ML | SVM | 62.49% |
| [26], 2018 | Power Spectral Density | DL | Dynamic Graph CNN | 86.23% |
| [27], 2020 | Region asymmetric convolution neural network (RACNN) (End to End network) | DL | RACNN | 95.00% |
| [28], 2021 | Tomographic and Holographic 3D feature map constructed by DL | DL | CNN | 90.43% |
Table 1 shows that DL methods give better accuracy than ML methods. The highest accuracy was achieved on the DEAP dataset, and the lowest accuracy was achieved on the AMIGOS dataset, revealing that the AMIGOS dataset requires an efficient method.

Thus, a DNN for ER in the AMIGOS dataset using EEG signals has been proposed in this paper.

The rest of this paper comprises four more sections. Section 2 provides details of the emotion model used in the research. Section 3 details the methodology and the experiment. Section 4 comprises the results and discussions. Finally, section 5 provides a conclusion.

2. Emotion Model

There are two ways to recognise emotions in the field of affective computing. The first is in terms of discrete emotions, such as sadness, happiness, fear, anger and disgust [36]. The second is in terms of emotions models. Emotion models consist of emotion in terms of valence, arousal and dominance (VAD) [37]. All VAD are assessed between 1–9, where valence represents positivity of emotions, arousal represents excitement, and dominance represents domination towards content shown. Fig. 2 shows the change in VAD according to how much the subject likes the audio-visual content presented.

![Graph showing change in VAD](image-url)
Figure 2. Changes in Valence, Arousal and Dominance according to liking (a) Valance vs liking (b) Arousal vs liking (c) Dominance vs liking

It is evident from Fig. 2 that emotions are influenced by the liking of content. Thus, liking is also predicted along with VAD in this work.

3. Methodology

Emotion recognition has significant research importance in affective computing. It resembles human recognition if done by NNs, as NNs are known as simulations of the human brain [38]. Neural networks are utilised for recognising emotions in the AMIGOS dataset in the VAD model along with liking. The following are the ER steps:

1. Extraction of EEG data from the AMIGOS dataset and preparation of the CSV file.
2. Balancing the VAD emotions
3. Extraction of bands from the EEG data
4. Feature extraction and fusion
5. Application of DNN
6. Model evaluation

Fig. 3 depicts the block diagram of this paper’s work.

3.1 Dataset Description

AMIGOS is a multi-model dataset for personality and mood. This dataset consists of 40 subjects. All 40 people were shown 20 movies. Of the 20 movies, 16 were short videos (51 to 150 seconds long), and four were long videos (14:06 to 23:35 minutes long). Participants’ EEG, ECG, GSR and video signals were recorded while watching the movies. Each participant was assessed in terms of VAD, familiarity and liking, using both self-assessment and annotation by an external expert.

There are 17 columns present in the dataset. The first 14 represent the data recorded by 14 EEG electrodes, the next two gives the ECG signal recording, and the last one is the GSR signal data. The signals were pre-processed at a sampling frequency of 128 Hz. The five dimensions of emotions were measured on a scale of 1–9, where 1 is the lowest, and 9 is the highest.

Pre-processing:
For EEG:
1. The data has been downsampled to 128 Hz.
2. The reference has been averaged to a common reference.
3. The 4.0–45.0 Hz bandpass frequency filter has been pertained.
Here, VAD and liking are taken for classification as high and low classes, and their encoding is shown in Table 2.

### Table 2. Encoding of VAD and liking

| Emotion | Low | High |
|---------|-----|------|
| Valence | ≤ 4.5 | ≥ 4.5 |
| Arousal | ≤ 4.5 | ≥ 4.5 |
| Dominance | ≤ 4.5 | ≥ 4.5 |
| Liking | ≤ 4.5 | ≥ 4.5 |

#### 3.2 Feature Extraction:

Discrete Fourier transform and discrete wavelet transform have been used here for feature extraction. The feature taken from the Fourier transform is the normalized band power (NBP), and the normalized wavelet energy (NWE) was taken from the wavelet transform.

##### 3.2.1 Normalized Band Power

To calculate the NBP, the Fourier transform $X_k$ was first calculated using Equation 1.

$$X_k = \sum_{n=0}^{N-1} x_n e^{-2\pi nk/N}$$

where, $N$ is length of vector $x$ and $0 \leq k \leq N - 1$.

Then, the signal in the frequency domain was further decomposed into five frequency bands (4–8 Hz, 8–13 Hz, 13–16 Hz, 16–30 Hz and 30–45 Hz) to extract features. Beta bands were decomposed...
into two (Beta1 and Beta2) to equalise the dimensions with wavelet transform. The band power and NBP were calculated for each band from Equations 2 and 3.

\[ P_B = \sum_k |X_k|^2 \]  

(2)

Where \( P_B \) represents power of band B. \( k \) is length of each band.

\[ \hat{P}_B = \frac{P_B}{\sum_B P_B} \]  

(3)

Where \( \hat{P}_B \) is called normalized band power.

3.2.2 Normalized Wavelet Energy (NWE)

Wavelet energy is calculated here using multilevel Daubechies-4 wavelet transform. The multilevel wavelet transform decomposes the signal into different frequency bands and is obtained by successive low-pass filter \( h[n] \) and high-pass filter \( g[n] \) of the time domain signal \( x[n] \) as shown in Fig. 4.

Since the EEG signal provided in the dataset ranges from 4 Hz to 45 Hz, a five-level decomposition is sufficient for the band information, as shown in Figure 4.

**Figure 4.** Wavelet Decomposition of different bands

Finally, the features provided to the classifiers are NBP obtained from Fourier transform, NWE obtained from wavelet transform and \{NBP, NWE\}.

3.3 Neural Network

The NNs [38] are particularly designed to simulate the functioning of the human brain and consist of three basic units:

- Neuron
- Activation function
- Number of layers

The neuron is connected at different layers, as shown in Fig. 5.
The NN classifier uses layered architecture, a collection of multiple layers called input layer, hidden layer and output layer. Each layer consists of multiple neurons. The calculation done at each neuron is shown in Fig. 6.

The output of every neuron is the input for the next neuron. The same process is repeated for every neuron at each layer. Once the output of all output neurons is calculated, it will be compared with the actual output, and the weight change will be calculated by Equation (4).

\[
\text{Updated weight} = \text{old weight} + \text{learning rate} \times (\text{expected output} - \text{predicted output}) \times \text{input} \quad (4)
\]
4. Results and Discussions

The experiments conducted in this paper were done in Python 3.7 on a computer with an Intel i5 processor, 8 GB of RAM and an Nvidia graphics card. A DNN with three different activation functions (ELU, ReLU and leaky ReLU) was applied to determine VAD and liking in EEG signals. The architecture of the DNN used here is shown in Table 3.

Table 3. Architecture of DNN

| Layer      | Size   |
|------------|--------|
| Input      | 70x128 |
| Hidden 1   | 128x256|
| Hidden 2   | 256x512|
| Output     | 512x4  |

The batch size taken here is 32, and the binary cross-entropy loss function is used to calculate the loss.

The feature extraction is done by the NBP and NEW, along with the combined feature vector {NBP, NWE}. The accuracies obtained by different activation functions are shown in Table 4, with the highest accuracy in bold.

Table 4. Accuracies obtained by experiments

| S. No. | Feature Extraction | Activation function | Valence(%) | Arousal(%) | Dominance(%) | Liking(%) |
|--------|--------------------|---------------------|------------|------------|--------------|-----------|
| 1.     | NBP                | ELU                 | 65.00      | 55.60      | 60.32        | 79.95     |
|        |                    | ReLU                | 74.40      | 62.01      | 66.48        | 81.86     |
|        |                    | Leaky ReLU          | 75.50      | 68.37      | 66.76        | 81.88     |
| 2.     | NWE                | ELU                 | 81.80      | 75.65      | 78.97        | 83.95     |
|        |                    | ReLU                | 83.66      | 78.93      | 80.94        | 84.66     |
|        |                    | Leaky ReLU          | 83.89      | 78.97      | 80.96        | 84.73     |
| 3.     | NBP, NWE           | ELU                 | 84.41      | 78.76      | 81.09        | 85.45     |
|        |                    | ReLU                | 85.28      | 81.53      | 83.44        | 86.56     |
|        |                    | Leaky ReLU          | 85.47      | 81.87      | 84.04        | 86.63     |

Table 4 shows that the leaky ReLU with combined features gives the highest accuracy for all emotions. The validation vs training loss is shown in Figure 8 for the leaky ReLU activation function.

![Figure 8](image-url)
The outcome of the DNN is also compared with state-of-the-art methods by the applied stacking classifier. The ML methods ensembled in the stacking classifier are RF, Gaussian naïve Bayes, SVM and logistic regression, as shown in Table 5.

**Table 5. Comparison of present work with existing method**

| Ref, Year | Emotions | Modality | Features | Classifier |
|-----------|----------|----------|----------|------------|
| [14], 2018(Original paper) | A 57.7 | V 56.4 | D - | L - | EEG All band, PSD, spectral power asymmetry between 7 pairs of electrodes in the five bands | SVM |
| [33], 2018 | 71.54 | 66.67 | 72.36 | - | EEG Conditional Entropy (CF) feature, CNN based feature using EEG topography | Extreme learning machine (ELM) |
| [42], 2018 | 68.00 | 84.00 | - | - | EEG+ECG +GSR Time, frequency and Entropy domain features | GaussianNB, XGBoost |
| [43], 2019 | 83.02 | 79.13 | - | - | EEG PSD, Conditional Entropy, PSD image based Deep learning features | LSTM |
| [44], 2020 | 83.3 | 79.4 | - | - | EEG+ECG +GSR Spectrogram Representation | Bidirectional LSTM |
| [45], 2020 | 75.00 | 87.50 | - | - | EEG Spectrogram Representation | Deep Convolution Neural Network |
| [46], 2021 | 87.39 | 90.54 | - | - | EEG Features extracted from topographic and holographic feature map | CNN+SVM |
| Our Method | 80.77 | 69.89 | 71.75 | 78.40 | EEG NBD + NWE | Stacking Classifier |
| | 85.47 | 81.87 | 84.04 | 86.63 | EEG NBD + NWE | DNN |

Table 5 shows that the research problem of identifying emotions in the AMIGOS dataset was initially posed in 2018 by Correa et al. The accuracy achieved in their initial analysis was 57.7%. Then, different solutions using ML and DL were proposed in [33, 42–46] and have achieved accuracies up to 90.54%. However, only valence and arousal were predicted in [42–46], whereas VAD was predicted in [33]. Liking and VAD were predicted in the current work. Since VAD is highly dependent on liking, as shown in Fig. 2, the feature extraction is done in the time and frequency domain in [14]. On the other hand, 3D features were extracted in [44–46]. The combined features {NBP, NWE} were used to predict...
VAD and liking, which helped to achieve higher accuracy in the present work. Another observation made in this paper is that the leaky ReLU activation function of a DNN with combined features gives better accuracy than state-of-the-art methods.

The research on ER obtained from EEG signals using DL is not popular due to the limited availability of large datasets [47]. Although the dataset used in this present work is large, it consists of variable length instances, which restrict the ease of applicability of models [43]. The collection of EEG signal is a clinical process in which many individuals are not comfortable; thus, DL is applied in various research for speech and facial ER [48]. Thus, research on ER using DNNs from EEG signals is highly recommended. Two datasets [17, 49] for EEG-based ER have been proposed recently and could be explored in the future.

5. Conclusions

An EEG-based ER system was proposed in this paper. AMIGOS, a mood and personality dataset, was used for ER. The features extracted for classification are NBP and NWE. The combined features were used in the DL classifier to identify VAD and liking. It was observed that DNNs provide better accuracy than ML methods. The proposed system could be used to recommend songs/movies to viewers according to their liking.

The present work can be extended to identify emotions in other physiological signals, such as GSR, ECG and electrodermal activity. Furthermore, a multimodal system could be proposed for ER.
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