MAP segmentation in Bayesian hidden Markov models: a case study

Alexey Koloydenko$^2$, Kristi Kuljus$^1$, Jüri Lember$^1$

April 20, 2020

$^1$University of Tartu, Estonia; $^2$Royal Holloway, University of London, UK

Abstract

We consider the problem of estimating the maximum posterior probability (MAP) state sequence for a finite state and finite emission alphabet hidden Markov model (HMM) in the Bayesian setup, where both emission and transition matrices have Dirichlet priors. We study a training set consisting of thousands of protein alignment pairs. The training data is used to set the prior hyperparameters for Bayesian MAP segmentation. Since the Viterbi algorithm is not applicable any more, there is no simple procedure to find the MAP path, and several iterative algorithms are considered and compared. The main goal of the paper is to test the Bayesian setup against the frequentist one, where the parameters of HMM are estimated using the training data.
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1 Introduction

Let $A = \{a_1, \ldots, a_L\}$ be a finite alphabet. Suppose we have a training set consisting of pairs of sequences $(x(k), y(k)), k = 1, \ldots, m$, where $x(k)$ is a finite sequence of elements in $A$, called observation sequence. The corresponding sequence $y(k)$ has the same length as $x(k)$, but the elements of $y(k)$ belong to the state set $\{1, \ldots, K\}$. The sequences $x(k)$ can be of different length as $k$ varies. We assume that every pair $(x(k), y(k))$ is an output of a hidden Markov model (HMM), possibly with different parameters. Thus, the studied parameters are a transition matrix $P : K \times K$, an emission matrix $Q : K \times L$ and a vector of initial probabilities $p_0 : K \times 1$. Suppose that besides the training set we observe another observation sequence $x$. We assume that $x$ is also generated by an HMM with some unknown parameter $\theta = (P, Q, p_0)$, and our goal is to estimate the corresponding MAP or Viterbi path. The problem would be trivial if we knew the parameters of the HMM.
that has generated x, instead we have only a training set. Observe that although the setup resembles a classical pattern recognition problem, this is not the case, because the number of possible classes (K^{length of sequence}) is huge (also the length of sequences varies largely in the training set). Thus, the traditional pattern recognition methods are not applicable and one has to model the data instead. We assume that HMM is suitable for modeling the data.

In general, there are three approaches to the above problem of estimating the Viterbi path. In the case of frequentist approach we assume that all training sequences (x(k), y(k)) are generated from the same HMM having a parameter θ^*. Then also x is an observation sequence from the same HMM (i.e. θ = θ^*) and the solution to our problem is straightforward: estimate the unknown parameter from the training data, let the estimate be ˆθ. Then apply the Viterbi algorithm to find arg max_s p(s|x, ˆθ), where s stands for all possible state paths. In the Bayesian approach we assume that the unknown parameter θ is generated by a prior π. When we know π, the best we can do is to find arg max_s p(s|x), where p(s|x) = ∫ p(s|x, θ)p(dθ|x). In the no training data approach we do not believe that the training data are related to the parameter θ, or we believe that the sequence x is long enough to estimate θ solely based on x. In this case we can ignore the training data and apply the standard EM parameter estimation algorithm to x, obtain the parameter estimate ˆθ_{EM}, and then apply the Viterbi algorithm to find arg max_s p(s|x, ˆθ_{EM}).

While the first and third approaches are fairly easy to implement, the Bayesian one has several complications. The main issues are: a) how to determine the prior based on training data? b) how to find a path that maximizes p(s|x)? We apply commonly used Dirichlet priors (see [14, 8, 11, 6, 7, 3]) and, in the spirit of moment estimation, tune the hyperparameters so that the variance and expectation of the emission and transition probabilities under the prior match the respective empirical quantities in the training data. Such a choice of priors is sometimes called empirical priors. The construction of empirical priors is the content of Section 3. The second issue of maximizing p(s|x) is a serious optimization problem, because as discussed in Section 2 under the priors on the transition matrix, the underlying Markov chain loses the Markov property, and under the priors on the emission parameters the observations are not conditionally independent any more. Hence, we are not dealing with an HMM and there is no Viterbi algorithm to find arg max_s p(s|x). There exist several iterative algorithms to address this maximization problem. To our best knowledge the four most commonly used algorithms are so-called segmentation EM (sEM), segmentation MM (sMM) and variational Bayes (VB) approach and Bayesian EM (BEM) method (see also [14] and the references therein). All the four methods are iterative and not guaranteed to converge to the global maximum. The sEM method is just the EM method, where the underlying state path is taken as the parameter of interest and model parameters are considered as nuisance parameters; sMM is so-called Viterbi training (also known as classification EM [19, 18]) that is notoriously wrong when it comes to parameter estimation [12, 15], but that performs surprisingly well for our purposes; VB is just an application of variational Bayes optimization in HMM setting...
and BEM is just an application of the parametric EM algorithm, where the estimate \( \hat{\theta} \) is found and the Viterbi algorithm is then applied with \( \hat{\theta} \). The difference between BEM and the frequentist approach is that BEM uses prior information in the EM algorithm. The four algorithms are explicitly stated in Section 4, for their justification and properties we refer to [14]. It should be mentioned that all the algorithms are sensitive to the choice of initial sequences, thus initial sequences should be chosen carefully.

The main goal of the article is to compare the three approaches (frequentist, Bayesian and training data free) on real data. We use the protein secondary structure dataset, where \( A \) consists of 20 amino acids and where the underlying states \( \{1, \ldots, 6\} \) denote different types of foldings. We consider 1000 pairs as a training set and 1000 pairs as a test set. On the training set the parameters (in the frequentist approach) or hyperparameters (in the Bayesian approach) are determined. In the third, training data free approach, the training set is obviously not used. After determining the (hyper)parameters, we find the MAP estimate for every single \( x \) in the test set and measure its goodness. In the case of frequentist approach, the MAP path is obtained just as the output of the Viterbi algorithm. In the case of Bayesian approach, the MAP path is obtained using VB and sEM algorithms. Unlike sMM, those two algorithms are applicable for any set of hyperparameters, hence the choice. After obtaining a MAP sequence \( \hat{y} \), we need to measure its quality. This is not so straightforward – although for any test sequence \( x \) we have the true state sequence \( y \), the very tempting pointwise comparison of \( \hat{y} \) to \( y \) (Hamming distance) is most certainly not the right criterion, because the MAP path does not minimize the expected number of errors. Recall that our goal is to find the Viterbi path that maximizes \( p(s|x, \theta) \), where \( \theta \) is the unknown parameter that generates the test pair \( (x, y) \). Therefore, the correct criterion for measuring goodness of \( \hat{y} \) is \( p(\hat{y}|x, \theta) \) – the bigger the probability, the better performance. Unfortunately \( \theta \) is unknown. But since \( y \) is known, a natural estimate of \( \theta \) would be the empirical transition and emission matrices based on the pair \( (x, y) \), let this estimate be denoted by \( \tilde{\theta} \). The problem with \( \tilde{\theta} \) is its sparseness. Since the sequences are typically a few hundred letters long, the matrices obtained by a single pair are too sparse, thus most paths \( \hat{y} \) would be inadmissible, because \( p(\hat{y}|x, \tilde{\theta}) = 0 \). Therefore, we take also into consideration the empirical priors obtained using the training set and calculate the posterior mean \( \hat{\theta} = \int \theta p(d\theta|x, y) \). We combine \( \hat{\theta} \) with \( \tilde{\theta} \) to obtain eight different parameters, and each of them is used to measure the goodness of the estimated MAP paths. The approaches are tested in Section 5.2. The results show that the Bayesian approach slightly outperforms the frequentist one, and the training data free approach totally fails even for relatively long sequences.

Since a MAP path in the Bayesian setup is not straightforward to find, in Section 5.1 we present a preliminary set of experiments to compare the performance of the four algorithms for finding the Bayesian MAP path. These examples study the following questions: 1) which is the best algorithm; 2) how to choose initial sequences and how sensitive are the algorithms with respect to initial sequences; 3) how do the hyperparameters influence the structure of output paths? The answers to these questions are of interest on their
own, but also necessary for interpreting the results of the main experiments. To test the algorithms, we took a pair \((x, y)\) and used only this pair (\textit{case 1a,b} experiments) as well as the whole dataset (\textit{case 2a,b}) to specify the hyperparameters. In particular, we used the data to specify transition and emission probabilities, and then we used several concentration parameters to determine the hyperparameters. In such a way we end up with a large set of priors. Any prior from the set determines an objective function \(p(\cdot|x)\). The difference with the main experiments in Section 5.2 is that the optimality criterion is now clearly defined. Using the objective functions we generated a set of 6000 initial sequences and ran our four iterative algorithms (sEM, sMM, VB and BEM) with these 6000 initial sequences. Every algorithm produced 6000 outputs (not all are different) and out of all output sequences we chose for every algorithm the one that maximized the criterion. The results show that mostly sEM and sMM perform best and they act very similarly, their similarity is briefly explained in Section 4. Since sEM is the only algorithm that is guaranteed to increase the objective function, it is also clear why they both perform best. The study demonstrates how the hyperparameters influence the structure of output sequences, and how sensitive the algorithms can be with respect to initial sequences.

Finally let us remark that the empirical transition and emission matrices, even when estimated from a large training set, are still typically rather sparse. This means that our priors are sparse as well. The sparseness is often an issue when Dirichlet models such as this one are used, see [1, 8, 7]. Therefore, we took the sparsity under consideration from the very beginning – we specified the impossible emissions and transitions in advance using the whole corpus, and we put the priors on non-zero entries only. This slightly complicates the notation but in Dirichlet models the sparsity is an issue that simply cannot be ignored.

2 Model description

\textbf{Transition matrix.} Let \(K\) denote the number of underlying states (in our case study, \(K = 6\)) and suppose we aim to model the dynamics of state evolution, called the underlying process. One of the most standard approaches is to model the underlying process as a homogeneous Markov chain with \(K \times K\) transition matrix \(P = (p_{ij})\). In practice it can often happen that some transitions are impossible. Then the corresponding entry of the transition matrix is zero, thus the whole matrix can be rather sparse. In our article we assume that these impossible transitions are known in advance and we keep these transition probabilities zero throughout the whole modeling process. Let \(K_i\) denote the number of non-zero transitions in row \(i\) and let \(p_{i,j(i)}\) denote the \(j\)-th non-zero element in row \(i\). Thus, if we know that \(p_{11} = 0\), but \(p_{22} > 0\), then \(1(i) = 2\) and \(p_{i,1(i)} = p_{i2}\). Therefore, for row \(i\), we only model the non-zero transitions \((p_{i,1(i)}, \ldots, p_{i,K_{i}(i)})\). Let the indices of these non-zero elements in row \(i\) be given by the set \(J(i) := \{1(i), \ldots, K_{i}(i)\}, i = 1, \ldots, K\).

In the Bayesian setup the transition matrix is not known and assumed to be random.
with some known prior distribution. There are many ways to specify the prior distribution, but the most common approach \[13, 2, 16, 4, 9, 8\] is to assume that the rows of a transition matrix are independent and the non-zero entries of the \(i\)-th row follow the Dirichlet distribution:

\[
(p_{i,1(i)}, \ldots, p_{i,K,(i)}) \mid \alpha_i \sim \text{Dir}(\alpha_{i,1(i)}, \ldots, \alpha_{i,K,(i)}), \quad \alpha_{i,j(i)} > 0.
\]

Thus, the prior distribution for a transition matrix is given by its non-zero entries as follows:

\[
\pi(\mathbb{P}) = \pi(p_{1,1(1)}, \ldots, p_{1,K,(1)}) \cdots \pi(p_{K,1(K)}, \ldots, p_{K,K,(K)}) \propto \prod_{i=1}^{K} \prod_{j \in J(i)} p_{ij}^{\alpha_{ij} - 1},
\]

provided \((p_{i,1(i)}, \ldots, p_{i,K,(i)}) \in \mathbb{S}_K\), where \(\mathbb{S}_K\) is a unit simplex. Thus, if \(i \to j\) is an impossible transition and \(\mathbb{P}\) is such that \(p_{ij} > 0\), then \(\pi(\mathbb{P}) = 0\).

Given a state path \(s := (s_1, \ldots, s_n) \in \{1, \ldots, K\}^n\), let \(n_{ij}(s)\) denote the number of transitions \(i \to j\) in \(s\): \(n_{ij}(s) = \sum_{t=1}^{n-1} I_{i,j}(s_t, s_{t+1})\). Let \(n_i(s) = \sum_j n_{ij}(s)\). When the path \(s\) has impossible transition(s), then for every possible transition matrix its probability is zero, thus the posterior distribution \(p(\mathbb{P} \mid s)\) is not defined. Therefore, in what follows, we consider only admissible paths, i.e. the paths that satisfy \(\sum_j n_{ij}(s) = \sum_{j \in J(i)} n_{ij}(s)\) for all \(i = 1, 2, \ldots, K\). Hence, given an admissible path \(s\), the posterior \(p(\mathbb{P} \mid s)\) is given by

\[
p(\mathbb{P} \mid s) = \prod_{i=1}^{K} p((p_{i,1(i)}, \ldots, p_{i,K,(i)}) \mid s) \propto \prod_{i=1}^{K} \prod_{j \in J(i)} p_{ij}^{\alpha_{ij} + n_{ij}(s) - 1}.
\]

Thus, the posterior \(p(\mathbb{P} \mid s)\) is such that the rows are independent and the \(i\)-th row has the Dirichlet distribution:

\[
(p_{i,1(i)}, \ldots, p_{i,K,(i)}) \mid s, \alpha_i \sim \text{Dir}(\alpha_{i,1(i)} + n_{i,1(i)}(s), \ldots, \alpha_{i,K,(i)} + n_{i,K,(i)}(s)). \quad (2.1)
\]

Throughout the paper we assume that the initial distribution \(p_0\) is known. Thus, \(p_0\) is a fixed probability distribution over the state space with \(p_0(1) + \cdots + p_0(K) = 1\).

**Losing the Markov property.** Given a state sequence \(s\) and a transition matrix \(\mathbb{P}\), the probability of \(s\) is given by (with \(0^0 = 1\))

\[
p(s \mid \mathbb{P}) = p_0(s_1) \prod_{i=1}^{K} \prod_{j=1}^{K} p_{ij}^{n_{ij}(s)}.
\]

Observe that for any inadmissible sequence the probability above is zero for any matrix \(\mathbb{P}\) that belongs to the support of \(\pi\). Thus, the probability of any path \(s\) under our Dirichlet prior is zero when \(s\) is inadmissible, and for admissible \(s\) it is (see \(14\))

\[
p(s) = \int p(s \mid \mathbb{P}) \pi(d\mathbb{P}) = p_0(s_1) \prod_{i=1}^{K} \left[ \frac{\Gamma(|\alpha_i|)}{\Gamma(|\alpha_i| + n_i(s))} \prod_{j \in J(i)} \frac{\Gamma(\alpha_{ij} + n_{ij}(s))}{\Gamma(\alpha_{ij})} \right], \quad (2.2)
\]
where $\Gamma(0)/\Gamma(0) := 1$ and $|\alpha_i| := \sum_{j \in J(i)} \alpha_{ij}$. It is very important to realize that the process $Y_1, Y_2, \ldots$ with finite-dimensional distributions specified by (2.2) is not a Markov chain any more. Moreover, the process has a longer memory than a Markov chain. Thus, in the Bayesian setup the model is certainly not a hidden Markov model any more. To see that the process has a longer memory, observe that when $\alpha_{11} > 0$, then the probability of the constant path $s = (1, \ldots, 1)$ of length $n$ equals

$$p(1, \ldots, 1) = p_0(1) \frac{\Gamma(|\alpha_i|) \Gamma(\alpha_{11} + n - 1)}{\Gamma(\alpha_{11}) \Gamma(|\alpha_i| + n - 1)} \geq p_0(1) \frac{\Gamma(|\alpha_i|) \Gamma(\alpha_{11} + n - 1)}{\Gamma(\alpha_{11}) \Gamma(\alpha_{11} + k + n - 1)} \cdot \frac{1}{(\alpha_{11} + n - 1)(\alpha_{11} + n) \cdots (\alpha_{11} + n - 2 + k)},$$

where $k = \lceil (|\alpha_i| - \alpha_{11}) \rceil$ (recall $\alpha_{ij} > 0$, so $k \geq 1$). We see that the probability decreases polynomially, while in the case of a Markov chain the same probability equals $p_0(1)p_{11}^{n-1}$ and decreases exponentially. This means that under the measure in (2.2) the constant blocks have much more weight, and we shall observe this also in our numerical examples. The difference between a Markov chain and a Markov chain under a Dirichlet prior can be explained best in terms of urns. Suppose we have $K$ urns of different colors, the urn of color $i$ containing $\alpha_{ij}$, $j \in J(i)$, balls of color $j$ (all together $|\alpha_i|$ balls). The Markov chain with transition probabilities $p_{ij} = \alpha_{ij}/|\alpha_i|$ can be described as follows: the first color (and $Y_1$) is chosen according to the initial distribution. Then a ball is drawn with replacement from the chosen urn. The color of the chosen ball determines the next urn and so on. All balls are drawn with replacement, thus the number of balls in every urn remains constant. Under a Dirichlet distribution, the process is the same except that balls are drawn in Polya’s fashion: together with the chosen ball another ball of the same color is added. Thus, the total number of balls increases by one at every step. This extra ball is the Bayes influence that destroys the Markov property and significantly increases the memory of the process. Now it is also clear that when for every $i = 1, \ldots, K$, $\alpha_{ij} \geq \alpha_{ij}$ for $j \in J(i)$ (as it is in our case study), then the path with maximum probability is the constant one, and the relative probability of the constant path $s = (i, \ldots, i)$ increases as $|\alpha_i|$ decreases (see Proposition 4.1 in [14] and the discussion thereafter). To recapitulate: in comparison to the Markov chain our measure $p$ in (2.2) puts significantly heavier weights on paths that are constant or contain long constant blocks.

**Emission distributions.** Let $\mathbb{A} = \{a_1, \ldots, a_L\}$ (in our case study $L = 20$) be the emission alphabet, that is the set of possible observation values. For an HMM, given that $Y_t = i$, the observation $x_t$ is generated according to the probability distribution $q_{i1}, \ldots, q_{iL}$ independently of everything else. Thus, the emission probability matrix $Q = (q_{il})$ will be of size $K \times L$. Again, the emission matrix can be sparse and we assume the zero elements — *impossible emissions* — are known. Let $L_i$ denote the number of letters in the alphabet that can be emitted from state $i$, and let $j(i)$ again denote the $j$-th letter with positive emission probability for state $i$. For every state $i$, we model only the non-zero emissions $q_{i,1(i)}, \ldots, q_{i,L_i(i)}$, let the indices of these elements be given by $E(i) = \{1(i), \ldots, L_i(i)\}$. 


In the Bayesian setup the emission matrix is assumed to be random with some prior distribution. Again, we assume this distribution to be such that the rows of the emission matrix are independent. We also assume that our model prior is such that the emission and transition parameters are independent. For every state matrix are independent. We also assume that our model prior is such that the emission and transition parameters are independent. For every state $i$, the non-zero emission probabilities are distributed according to a Dirichlet prior $\text{Dir}(\beta_{i,1(i)}, \ldots, \beta_{i,L_i(i)})$, therefore

$$
\pi(Q) = \pi(q_{1,1(1)}, \ldots, q_{1,L_1(1)}) \cdots \pi(q_{L,1(L)}, \ldots, q_{L,L_L(L)}) \propto \prod_{i=1}^K \prod_{l \in E(i)} (q_{il})^{\beta_{il}-1},
$$

provided $(q_{i,1(i)}, \ldots, q_{i,L(i)}) \in S_{L_i}$. Given a state path $s$ and an observation sequence $x \in A^n$, we define

$$
m_{il}(s, x) := \sum_{t=1}^n I_i(s_t) I_{a_l}(x_t), \quad m_i(s) := \sum_l m_{il}(s, x) = \sum_{t=1}^n I_i(s_t).
$$

Thus, $m_{il}(s, x)$ is the number of pairs $(i, a_l)$ in $(s, x)$. We call a sequence pair $(s, x)$ admissible when $s$ is an admissible path and $(s, x)$ has no impossible emissions: $\sum_{t=1}^L m_{il}(s, x) = \sum_{l \in E(i)} m_{il}(s, x)$ for all $i = 1, 2, \ldots, K$. Thus, given an admissible pair $(s, x)$, the posterior $p(Q|s, x)$ factorises as

$$
p(Q|s, x) = \prod_{i=1}^K p((q_{i,1(i)}, \ldots, q_{i,L_i(i)})|s, x), \quad (2.3)
$$

where

$$(q_{i,1(i)}, \ldots, q_{i,L_i(i)})|s, x, \beta_i \sim \text{Dir}(\beta_{i,1(i)} + m_{i,1(i)}(s, x), \ldots, \beta_{i,L_i(i)} + m_{i,L_i(i)}(s, x)).$$

Since the priors on $Q$ and $P$ are independent, so are the posteriors, thus

$$p(Q, P|s, x) = p(Q|s, x)p(P|s).$$

**Log-likelihood.** Given the matrices $P$ and $Q$, for any state sequence $s$ and observations $x$ the joint probability of the pair $(s, x)$ can be calculated as

$$p(s, x|P, Q) = p(s|P)p(x|s, Q) = p_0(s_1) \prod_{i=1}^K \prod_{j=1}^K (p_{ij})^{n_{ij}(s)}. \prod_{i=1}^K \prod_{l=1}^L (q_{il})^{m_{il}(s, x)},$$

which equals 0 if $(s, x)$ is inadmissible. With our priors, the probability of an admissible pair $(s, x)$ can be obtained by integrating over $P$ and $Q$ separately:

$$p(s, x) = \int p(s, x|P, Q) \pi(dP) \pi(dQ) = \int p(s|P) \pi(dP) \cdot \int p(x|s, Q) \pi(dQ) = p(s)p(x|s),$$
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where \( p(s) \) is given in (2.2) and \( p(x|s) \) can be calculated as

\[
p(x|s) = \prod_{i=1}^{K} \frac{\Gamma(|\beta_i|)}{\Gamma(|\beta_i| + m_i(s))} \prod_{j \in L(i)} \frac{\Gamma(\beta_{ij} + m_{ij}(s,x))}{\Gamma(\beta_{ij})}.
\]

(2.4)

For an inadmissible pair \((s, x)\) we have \( p(s, x) = 0 \). With these formulas, \( \ln p(x, s) = \ln p(s) + \ln p(x|s) \) can be calculated.

Again, it is important to observe that in the Bayesian setup, for a given state sequence \( s \) the observations are not independent any more. In terms of Polya urns we now have \( K \) different urns and \( L \) colors. The \( i \)-th urn contains \( \beta_{il} \) balls of color \( l \), thus all together \( |\beta_i| \) initial balls. Given a path \( s \), the observations are generated by drawing balls from the urns in Polya’s fashion (i.e. with replacement and an extra ball added): when \( s_t = i \), then a ball from the \( i \)-th urn is taken. Observe that such a model has a tendency to attach a letter to a specific state (urn). That is, if a certain letter, say \( a_1 \), has been observed quite often in the observation sequence \( x \), then a path \( s \) that attaches all such observations to a specific state, say \( 2 \) (i.e. \( m_{2,1}(s) = m_{2}(s) \)), makes conditional probability \( p(x|s) \) relatively big.

To recapitulate: the two dimensional stochastic process \((X_1, Y_1), (X_2, Y_2), \ldots \) having a finite-dimensional distribution for any \( n \) given by \( p(x, y) = p(y)p(x|y) \), where \( p(y) \) is the measure in (2.2) and \( p(x|y) \) is defined in (2.4), has nothing to do with an HMM any more – the \( Y \)-process is not a Markov chain and the observations \( X \) are not conditionally independent. Thus the name "Bayesian HMM" is in this sense very misleading.

Finally, let us remark that since in our case study the hyperparameters \( \alpha \) and \( \beta \) are estimated from the training corpus, the vectors \( \beta_i \) (as well as \( \alpha_i \)) are very different as \( i \) varies. This prevents the label switching problem [20], meaning that the two paths \( s \) and \( s' \) obtained by switching the labels yield the same probabilities: \( p(x|s) = p(x|s') \) and are, therefore, equivalent under some permutation of \( \{1, 2, \ldots , K\} \).

## 3 Empirical priors

Our training set consists of pairs \( \{(x(k), y(k))\}, k = 1, \ldots , m \), where for every \( k \), \( x(k) \) is a sequence of observations and \( y(k) \) is the actual sequence of underlying states, so-called true path. We assume that every pair is generated by an HMM with parameter \( \theta_k \) which consists of the transition and emission matrix. We also assume that \( \theta_1, \ldots , \theta_m \) are i.i.d. from some prior \( \pi \). The goal of the Bayesian segmentation is to use information from the training set and perform Bayesian segmentation for a test sequence \( x \). By that we mean finding a sequence \( \hat{y} \) that maximizes

\[
p(s|x) = \int p(s|x, \theta)p(d\theta|x)
\]

(3.1)
(or equivalently $p(s)p(x|s)$) over all possible state paths $s$. Here $p(s)$ is as in (2.2) and $p(x|s)$ as in (2.4). These functions depend on hyperparameters $\alpha$ and $\beta$, and we shall now discuss how to choose them using the training set.

The first step is to determine impossible transitions and emissions according to the training set. Let the number of all $i \rightarrow j$ transitions and the number of all $i \rightarrow l$ emissions for the sequence pair $\{(x(k), y(k))\}$ and for the whole training set be denoted as

$$n_{ij}(k) := n_{ij}(y(k)), \quad m_{il}(k) := m_{il}(y(k), x(k)), \quad n_{ij} := \sum_k n_{ij}(k), \quad m_{il} := \sum_k m_{il}(k).$$

Let

$$n_i := \sum_j n_{ij}, \quad m_i := \sum_l m_{il}.$$  

A transition $i \rightarrow j$ is impossible if $n_{ij} = 0$ and an emission $i \rightarrow l$ is impossible if $m_{il} = 0$. Thus a transition (emission) is possible, if it is at least once encountered in the training set. For impossible transitions (emissions) we set $\alpha_{ij} = 0$ ($\beta_{il} = 0$) and these parameters will remain zero, the rest of the hyperparameters must be strictly positive. Recall that for every $i = 1, \ldots, K$, we have denoted the number of possible transitions (emissions) for state $i$ by $K_i$ ($L_i$).

In a strictly Bayesian setup one could start with non-informative priors for both the transition and emission parameters:

$$\alpha_{i,1(i)} = \ldots = \alpha_{i,K_i(i)} = \beta_{i,1(i)} = \ldots = \beta_{i,L_i(i)} = 1, \quad i = 1, \ldots, K.$$  

Using the information from the training set we can find the posterior distribution of the parameters:

$$(p_{i,1(i)}, \ldots, p_{i,K_i(i)})|y(1), \ldots, y(m) \sim \text{Dir}(1 + n_{i,1(i)}, \ldots, 1 + n_{i,K_i(i)}) \quad (3.2)$$

$$(q_{i,1(i)}, \ldots, q_{i,L_i(i)})|x(1), \ldots, x(m), y(1), \ldots, y(m) \sim \text{Dir}(1 + m_{i,1(i)}, \ldots, 1 + m_{i,L_i(i)}). \quad (3.3)$$

Those posteriors could then be considered candidate priors for a test sequence $x$. With candidate priors (3.2) and (3.3), the prior expectation and variance of every possible transition and emission parameter is given by

$$\mathbb{E}(p_{ij}) = \frac{n_{ij} + 1}{n_i + K_i} =: p_{ij}^*, \quad \mathbb{E}(q_{il}) = \frac{m_{il} + 1}{m_i + L_i} =: q_{il}^*,$$

and

$$\text{Var}(p_{ij}) = \frac{(n_{ij} + 1)(n_i + K_i - n_{ij} - 1)}{(n_i + K_i)^2(n_i + K_i + 1)}, \quad \text{Var}(q_{il}) = \frac{(m_{il} + 1)(m_i + L_i - m_{il} - 1)}{(m_i + L_i)^2(m_i + L_i + 1)}.$$  

Since $n_i$ and $m_i$ can be very big for a big training set, the variances of the parameters can be very small, meaning that the prior of $p_{ij}$ would be very much concentrated over the
point estimator $p^*_{ij}$ and the prior of $q_d$ would be concentrated over the point estimator $q^*_{dt}$. This means that the Viterbi path in the Bayesian setup would be the same as the Viterbi path calculated with matrices $(p^*_{ij})$ and $(q^*_{it})$ (the impossible transitions and emissions in these matrices are zeros).

In order to make it possible to tune the variances and vary the influence of the parameters’ prior distributions, we consider the following generalization of the prior distributions in (3.2) and (3.3):

$$
(p_{i,1(i)}, \ldots, p_{i,K_i(i)}) \sim \text{Dir}(N_i p^*_{i,1(i)}, \ldots, N_i p^*_{i,K_i(i)})
$$

$$
(q_{i,1(i)}, \ldots, q_{i,L_i(i)}) \sim \text{Dir}(M_i q^*_{i,1(i)}, \ldots, M_i q^*_{i,L_i(i)}),
$$

where $N_i$ and $M_i$, $i = 1, \ldots, K$, are nonnegative numbers called concentration or precision parameters. Thus, for a possible transition (emission) we have the following prior parameters: $\alpha_{ij} = N_i p^*_{ij}$ ($\beta_{it} = M_i q^*_{it}$). Then the prior expectations are still $\hat{p}_{ij}$ and $\hat{q}_{it}$, but the prior variances (for possible emissions and transitions) are now

$$
\text{Var}(p_{ij}) = \frac{p^*_{ij}(1 - p^*_{ij})}{N_i + 1}, \quad \text{Var}(q_{it}) = \frac{q^*_{it}(1 - q^*_{it})}{M_i + 1}.
$$

Observe that $N_i = n_i + K_i$ and $M_i = m_i + L_i$ gives us the distributions in (3.2) and (3.3).

The choice of $N_i$ and $M_i$ is not so easy to make. One possibility is to choose the concentration parameters $N_i$ and $M_i$ so that the variances of the prior distributions correspond to the empirical variances. For every sequence pair $\{(x(k), y(k))\}$ we can obtain empirical estimates of $p_{ij}$ and $q_{it}$ as $n_{ij}(k)/n_i(k)$ and $m_{it}(k)/m_i(k)$, respectively, $k = 1, \ldots, m$. It could be natural to expect that the prior variances of $p_{ij}$ and $q_{it}$ are close to the weighted empirical variances of these estimates:

$$
\overline{\text{Var}}(p_{ij}) := \sum_{k=1}^{m} w^i_{k}(k) \left( \frac{n_{ij}(k)}{n_i(k)} - \hat{p}_{ij} \right)^2, \quad \overline{\text{Var}}(q_{it}) := \sum_{k=1}^{m} w^i_{t}(k) \left( \frac{m_{it}(k)}{m_i(k)} - \hat{q}_{it} \right)^2,
$$

where

$$
w^i_{k}(k) := \frac{n_{ik}(k)}{n_i(k)}, \quad w^i_{t}(k) := \frac{m_{ik}(k)}{m_i(k)}, \quad \hat{p}_{ij} := \frac{n_{ij}}{n_i}, \quad \hat{q}_{it} := \frac{m_{it}}{m_i}.
$$

The concentration parameters are then chosen so that the prior variances would be more or less equal to the quantities obtained by (3.6). To find an $N_i$ such that $\overline{\text{Var}}(p_{ij}) = \overline{\text{Var}}(p_{ij})$ for every $j$ would in general not be possible, because $N_i$ is the same for each element in row $i$. Therefore, we sum the variances up over $j$ and $l$ to get the following equations:

$$
\sum_j \overline{\text{Var}}(p_{ij}) = \sum_j \text{Var}(p_{ij}) = \frac{1 - \sum_j (p^*_{ij})^2}{N_i + 1}, \quad \sum_l \overline{\text{Var}}(q_{it}) = \sum_l \text{Var}(q_{it}) = \frac{1 - \sum_l (q^*_{it})^2}{M_i + 1}.
$$
The solutions are
\[ N_i = \frac{1 - \sum_j (p^*_{ij})^2}{\sum_j \text{Var}(p_{ij})} - 1, \quad M_i = \frac{1 - \sum_l (q^*_{il})^2}{\sum_l \text{Var}(q_{il})} - 1. \] (3.8)

Thus, in our experiments we consider priors (3.4) and (3.5), where \( N_i \) and \( M_i \) are determined by (3.8), we refer to these priors as empirical priors. If the variances \( \text{Var}(p_{ij}) \) are small for example, then \( N_i \) is very big, meaning that the prior is heavily concentrated over \( p^*_{ij} \).

4 Bayesian segmentation algorithms

After specifying the priors, the objective function \( p(s|x) \) we want to maximize is fully defined. Maximizing \( p(s|x) \) is not a trivial task, because as discussed in Section 2 the model we are dealing with now is not an HMM any more. The Markov property is lost and thus the Viterbi algorithm cannot be applied any more. The problem of maximizing \( p(s|x) \) was closely examined in [14], where several iterative algorithms for maximizing it were studied. The experiments in [14] show a reasonably good performance of four iterative algorithms: segmentation EM (sEM), segmentation MM (sMM), variational Bayes approach (VB) and classical Bayesian EM parameter estimation (BEM). In this section, we present these four algorithms explicitly for our model (in [14] the model was different), but for the justification and theory behind them we refer the reader to [14]. All four algorithms have the following input parameters: observation sequence \( x \), initial distribution \( p_0 \), forbidden transitions and emissions and hyperparameters \( \alpha = (\alpha_{ij}) \) and \( \beta = (\beta_{ij}) \).

Two algorithms – sMM and BEM – might not be applicable if there is a non-zero hyperparameter that is strictly smaller than one. For applying BEM and VB algorithms we need to define expected number of transitions and smoothing probabilities.

Expected frequency of transitions and smoothing probabilities. Given a transition matrix \( P \), emission matrix \( Q \), initial distribution \( p_0 \) and an observation sequence \( x \), define a \( K \times K \)-matrix \( (\xi_{ij}) \) of expected frequencies of transitions \( i \rightarrow j \) as follows:

\[ \xi_{ij} := \sum_{t=1}^{n-1} P(Y_t = i, Y_{t+1} = j|p_0, P, Q, x). \]

The smoothing probabilities are defined as

\[ \gamma_t(i) := P(Y_t = i|p_0, P, Q, x), \quad i = 1, \ldots, K, \quad t = 1, \ldots, n. \]

All these probabilities can be calculated by the standard forward-backward algorithms.
Segmentation EM (sEM). Given an admissible pair \((s, x)\), define \(K \times K\) matrix \(U(s) = (u_{ij}(s))\) and \(K \times L\) matrix \(H(s, x) = (h_{il}(s, x))\) as follows:

\[
 u_{ij}(s) := \begin{cases} 
 \exp[\psi(\alpha_{ij} + n_{ij}(s)) - \psi(|\alpha_i| + n_i(s))], & \text{if } i \rightarrow j \text{ is a possible transition;} \\
 0, & \text{if } i \rightarrow j \text{ is an impossible transition.}
 \end{cases}
\]

\[
 h_{il}(s, x) := \begin{cases} 
 \exp[\psi(\beta_{il} + m_{il}(s, x)) - \psi(|\beta_i| + m_i(s, x))], & \text{if } i \rightarrow l \text{ is a possible emission;} \\
 0, & \text{if } i \rightarrow l \text{ is an impossible emission.}
 \end{cases}
\]

Here \(\psi\) stands for the digamma function.

Initialization: start with an admissible sequence \(s^{(0)}\).

Iteration:

- Given the sequence \(s^{(r)}\), find the matrices \(U^{(r)}(s) = (u_{ij}(s^{(r)}))\) and \(H^{(r)}(s, x) = (h_{il}(s, x^{(r)}))\).

- Given the transition matrix \(U^{(r)} = (u_{ij})\) and the emission matrix \(H^{(r)} = (h_{il})\), apply the Viterbi algorithm to find

\[
 s^{(r+1)} := \arg \max_s \left( \ln p_{0,s_1} + \sum_{i,j} n_{ij}(s) \ln u_{ij} + \sum_{i,l} m_{il}(s, x) \ln h_{il} \right). \tag{4.1}
\]

- If \(s^{(r+1)} = s^{(r)}\), then stop iteration.

Output: state sequence \(s^{(r+1)}\).

The algorithm is based on the observation that the maximization in (4.1) can be performed via usual Viterbi algorithm even when the matrices \(U\) and \(H\) are not proper transition and emission matrices, because typically \(\sum_j u_{ij} < 1\) and \(\sum_l h_{il} < 1\) (see the proof of Lemma 2.1 in [14]). The segmentation EM algorithm increases the objective function at every iteration step: \(p(s^{(r+1)}|x) \geq p(s^{(r)}|x)\).

Segmentation MM (sMM). This algorithm is guaranteed to be applicable when for all possible transitions and emissions \(\alpha_{ij} \geq 1\) and \(\beta_{il} \geq 1\). Given an admissible pair \((s, x)\), define the \(K \times K\) posterior mode transition matrix \(\hat{P}(s) = (\hat{p}_{ij}(s))\) and the \(K \times L\) posterior mode emission matrix \(\hat{Q}(s, x) = (\hat{q}_{il}(s, x))\) as follows:

\[
 \hat{p}_{ij}(s) := \begin{cases} 
 \frac{\alpha_{ij} + n_{ij}(s) - 1}{|\alpha_i| + n_i(s) - K}, & \text{if } i \rightarrow j \text{ is a possible transition;} \\
 0, & \text{if } i \rightarrow j \text{ is an impossible transition.}
 \end{cases}
\]

\[
 \hat{q}_{il}(s, x) := \begin{cases} 
 \frac{\beta_{il} + m_{il}(s, x) - 1}{|\beta_i| + m_i(s, x) - K}, & \text{if } i \rightarrow l \text{ is a possible emission;} \\
 0, & \text{if } i \rightarrow l \text{ is an impossible emission.}
 \end{cases}
\]

Initialization: start with an admissible sequence \(s^{(0)}\).

Iteration:
• Given the sequence \( s^{(r)} \), find the posterior mode transition matrix \( P^{(r)} = (\hat{p}_{ij}(s^{(r)})) \) and posterior mode emission matrix \( Q^{(r)} = (\hat{q}_{il}(s^{(r)}, x)) \).

• Given the posterior mode matrices \( P^{(r)} = (\hat{p}_{ij}) \) and \( Q^{(r)} = (\hat{q}_{il}) \), apply the Viterbi algorithm to find

\[
 s^{(r+1)} := \arg \max_s \left( \ln p_{0,s_1} + \sum_{i,j} n_{ij}(s) \ln \hat{p}_{ij} + \sum_{i,l} m_{il}(s, x) \hat{q}_{il} \right). \tag{4.2}
\]

• If \( s^{(r+1)} = s^{(r)} \), then stop iteration.

Output: sequence \( s^{(r+1)} \).

Let \( \theta^{(r)} = (P^{(r)}, Q^{(r)}) \). This algorithm increases the joint posterior likelihood:

\[
p(\theta^{(r+1)}, s^{(r+1)}|x) \geq p(\theta^{(r)}, s^{(r+1)}|x) \geq p(\theta^{(r)}, s^{(r)}|x),
\]

but not necessarily the marginal posterior probability as sEM does. However, since for even moderate \( n \), \( \psi(n) \approx \ln(n) \), we see that for big \( n \), \( \hat{p}_{ij} \approx u_{ij} \) and \( \hat{q}_{il} \approx h_{il} \), and therefore, as we also see from our experiments, sEM and sMM behave similarly.

**Bayesian EM (BEM).** As in the case of sMM, this algorithm is applicable when for all possible transitions and emissions \( \alpha_{ij} \geq 1 \) and \( \beta_{il} \geq 1 \). Given an observation sequence \( x \), \( (\xi_{ij}) \) and \( (\gamma_i(i)) \), define the \( K \times K \) transition and the \( K \times L \) emission matrix \( \hat{P} = (\hat{p}_{ij}) \) and \( \hat{Q} = (\hat{q}_{il}) \) respectively as follows:

\[
\hat{p}_{ij} := \begin{cases} 
(\alpha_{ij} + \xi_{ij} - 1)/(\alpha_i + \sum_j \xi_{ij} - K), & \text{if } i \to j \text{ is a possible transition}; \\
0, & \text{if } i \to j \text{ is an impossible transition}.
\end{cases}
\]

\[
\hat{q}_{il} := \begin{cases} 
(\beta_{il} + \sum_t \gamma_i(i) I_{ai}(x_t) - 1)/(\sum_i \gamma_i(i) + |\beta_i| - L), & \text{if } i \to l \text{ is a possible emission}; \\
0, & \text{if } i \to l \text{ is an impossible emission}.
\end{cases}
\]

Observe that as in the case of the posterior mode matrices, the sufficient conditions for parametric updates is that \( \alpha_{ij} \geq 1 \) for every possible transition and \( \beta_{il} \geq 1 \) for every possible emission.

**Initialization:** start with an admissible sequence \( s^{(0)} \) and take for every \( i, j \) and \( t \),

\[
\xi_{ij}^{(0)} := n_{ij}(s^{(0)}), \quad \gamma_i^{(0)}(i) = I_i(s_i^{(0)}).
\]

**Iteration:**

- Given \( (\xi_{ij}^{(r)}) \) and \( (\gamma_i^{(r)}(i)) \), calculate the transition and emission matrices \( P^{(r+1)} = (\hat{p}_{ij}) \) and \( Q^{(r+1)} = (\hat{q}_{il}) \) by parametric update formulas.
• Apply the Viterbi algorithm with parameters $\mathbb{P}^{(r+1)}$ and $\mathbb{Q}^{(r+1)}$ to compute the Viterbi path

$$s^{(r+1)} := \arg \max_s \left( \ln p_{0,s_1} + \sum_{i,j} n_{ij}(s) \ln \tilde{p}_{ij} + \sum_{i,l} m_{il}(s, x) \tilde{q}_{il} \right).$$

• If $s^{(r+1)} = s^{(r)}$, stop iteration.

• Apply the forward-backward recursions with $\mathbb{P}^{(r+1)}$ and $\mathbb{Q}^{(r+1)}$ to find the expected number of transitions ($\xi_{ij}^{(r+1)}$) and smoothing probabilities ($\gamma_t(i)^{(r+1)}$) for the next iteration.

Output: sequence $s^{(r+1)}$.

Bayesian EM is the usual parametric EM estimation algorithm in the Bayesian setup. At every iteration step it increases the posterior likelihood: let $\hat{\theta}^{(r)} = (\mathbb{P}^{(r)}, \mathbb{Q}^{(r)})$, then $p(\theta^{(r+1)} | x) \geq p(\theta^{(r)} | x)$ or equivalently, $p(x | \theta^{(r+1)}) \pi(\theta^{(r+1)}) \geq p(x | \theta^{(r)}) \pi(\theta^{(r)})$. Observe also that calculating $s^{(r+1)}$ at every iteration step is not actually necessary for the algorithm – one could just run the parametric EM algorithm to obtain the final parameter estimate $\hat{\theta}$ and then run the Viterbi algorithm to get the estimate $\hat{y}$. This would be the traditional "first estimate the parameters, then perform segmentation" approach. Since our goal is segmentation and not parameter estimation, we calculate the Viterbi path at every iteration step and stop when the two consecutive state paths are equal. In practice, this approach typically reduces the number of iterations, but there is a theoretical possibility for an infinite loop. To avoid that, a maximum number of iterations should be specified.

VB algorithm. Given an observation sequence $x$, $(\xi_{ij})$ and $(\gamma_t(i))$, define $K \times K$ matrix $\mathbb{U}$ and $K \times L$ matrix $\mathbb{H}$ as follows:

$$u_{ij} := \begin{cases} \exp[\psi(\alpha_{ij} + \xi_{ij}) - \psi(|\alpha_i| + \sum_j \xi_{ij})], & \text{if } i \to j \text{ is a possible transition;} \\
0, & \text{if } i \to j \text{ is an impossible transition.} \end{cases}$$

$$h_{il} := \begin{cases} \exp[\psi(\beta_{il} + \sum_t \gamma_t(i) I_{ai}(x_t)) - \psi(|\beta_i| + \sum_t \gamma_t(i))], & \text{if } i \to l \text{ is a possible emission;} \\
0, & \text{if } i \to l \text{ is an impossible emission.} \end{cases}$$

Initialization: start with an admissible state sequence $s^{(0)}$ and take for every $i, j$ and $t$,

$$\xi_{ij}^{(0)} := n_{ij}(s^{(0)}), \quad \gamma_t^{(0)}(i) = I_i(s_t^{(0)}).$$

Iteration:

• Given $(\xi_{ij}^{(r)})$ and $(\gamma_t^{(r)}(i))$, calculate the parameter matrices $\mathbb{U}^{(r)}$ and $\mathbb{H}^{(r)}$.

• Apply the Viterbi algorithm with $\mathbb{U}^{(r)} = (u_{ij})$ and $\mathbb{H}^{(r)} = (h_{il})$ to find

$$s^{(r+1)} := \arg \max_s \left( \ln p_{0,s_1} + \sum_{i,j} n_{ij}(s) \ln u_{ij} + \sum_{i,l} m_{il}(s, x) \ln h_{il} \right).$$
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• With $\mathbb{U}^{(r)}$ and $\mathbb{H}^{(r)}$ update ($\xi_{ij}^{(r+1)}$) and ($\gamma_t^{(r+1)}(i)$), observe that even $\mathbb{U}^{(r)}$ and $\mathbb{H}^{(r)}$ are not proper stochastic matrices.

• If $s^{(r+1)} = s^{(r)}$, stop iteration.

**Output**: sequence $s^{(r+1)}$.

As in the BEM case, calculating the sequence $s^{(r+1)}$ is needed for the stopping rule, only. Also the number of iterations should be specified.

## 5 Numerical experiments

### 5.1 Example 1: testing the segmentation algorithms

#### 5.1.1 The first set of experiments

In our first set of experiments, we illustrate the behaviour of the four segmentation algorithms for a single sequence pair $(x, y)$. Similar comparisons in the case of continuous emission distributions were performed in [14]. The situation differs in comparison to the case studied in [14] regarding mainly two aspects: 1) we now have the discrete case with Dirichlet emissions, 2) we have real data pairs $(x, y)$. The general idea for testing the algorithms is the same as in [14]: we consider one sequence pair $(x, y)$, a set of hyperparameters $\alpha$ and $\beta$, and a fixed set of initial state sequences. After that we run all the four algorithms with all initial sequences from our set and calculate $p(\hat{y}|x)$, where $\hat{y}$ denotes the estimated Viterbi path for a given initial sequence and given algorithm. Since the goal is to maximize $p(y|x)$, the final Viterbi path estimate $\hat{v}$ for a considered method and given hyperparameters is taken as $\hat{v} = \text{arg max}_y p(\hat{y}|x)$, where maximum is taken over all different output state sequences obtained for different initial sequences. The method with biggest $p(\hat{v}|x)$ gives the best solution. In [14] it was observed that segmentation EM and segmentation MM were often best.

Observe that our goal is to maximize $p(\cdot|x)$ over all possible state paths $y$. The function $p(\cdot|x)$ depends actually not only on $x$, but also on the hyperparameters $\alpha$ and $\beta$, thus it should be written as $p(\cdot|x, \alpha, \beta)$. As it is argued in [14] (see Section 3.5), the choice of hyperparameters has a much larger impact on segmentation output than the observation sequence $x$ itself, meaning that changing the hyperparameters might drastically change the shape of the objective function as well as the solution. Therefore, the second aim with the first experiments is to demonstrate dependence of Bayesian segmentation results on hyperparameters. In [14], the performance of the algorithms was studied in simulation experiments, thus the data-generating model was known. In the present case we do not know the true model, but we know the true underlying state sequence $y$. In all examples, we consider a fixed pair $(x, y)$ from our data set with sequence length $n = 327$, and a fixed initial distribution $p_0$ calculated from the whole training corpus. The hyperparameters $\alpha$ and $\beta$ will be factorized as $\alpha = N\mathbb{P}$ and $\beta = M\mathbb{Q}$, where $M$ and $N$ are nonnegative.
concentration parameters, and \( P \) and \( Q \) are fixed transition and emission matrices. We shall consider four different sets of matrices \( P \) and \( Q \), and for every set several different concentration parameters \( M \) and \( N \) will be considered. Recall that \( P \) and \( Q \) are prior expectations and decreasing concentration parameters increases the prior variances of the parameters.

We will consider the following four cases in our first set of experiments:

**Case 1a** In the first analysis we find the estimates \( \hat{P} \) and \( \hat{Q} \) using the respective counts from only \((x, y)\). Observe that zero transitions and emissions are in this case determined by the pair \((x, y)\) and because of this there are many zeros in both matrices, especially in \( \hat{Q} \). The prior belief into \( \hat{P} \) and \( \hat{Q} \) can be tuned with different concentration parameters \( N \) and \( M \). Large constants \( N \) and \( M \) indicate a strong belief in our prior distributions, whereas small \( N \) and \( M \) give a smaller influence to prior distributions and larger influence to data. Fixing large \( N \) or \( M \) corresponds to fixing transition or emission parameters, respectively. Recall that when \( N \) and \( M \) are too small, then sMM and BEM could not be applicable. In order for them to be applicable, we need to guarantee that all non-zero transition and emission hyperparameters are larger than 1, thus we have to take \( N > N_1 := (\min_{ij} \hat{p}_{ij})^{-1} \), \( M > M_1 := (\min_{ij} \hat{q}_{ij})^{-1} \) (minimum is taken over non-zero entries).

**Case 1b** In the second analysis we consider the case where the probability mass in each row of the parameter matrices \( \hat{P} \) and \( \hat{Q} \) is divided evenly between the non-zero entries. The zero entries are still specified by the same pair \((x, y)\) and they coincide with these of case 1a. Denote the respective parameter matrices by \( \hat{P}_0 \) and \( \hat{Q}_0 \), thus \( \alpha = N\hat{P}_0, \beta = M\hat{Q}_0 \).

**Case 2a** In the third analysis we use information from 1000 training sequence pairs \((x, y)\) to calculate \( \hat{P} \) and \( \hat{Q} \). In comparison with case 1a and case 1b, the matrices are less sparse.

**Case 2b** The emission and transition matrices \( \hat{P}_0 \) and \( \hat{Q}_0 \) have the same zeros as in case 2a, but the non-zero entries have the same value in every row, that is the probability mass in each row is uniformly distributed between the nonzero elements.

**Initial sequences in the first experiments.** Since the output of the studied algorithms can be very sensitive with respect to initial state sequences, the choice of initial sequences is an important issue. Hence we consider many initial sequences, find the corresponding output sequences and choose the best of them as described above. Ideally a suitable set of initial sequences should somehow cover the whole search space. On the other hand, all sequences must be admissible. Since we have many zeros in the matrices \( \hat{P} \) and \( \hat{Q} \) (equally many zeros in \( \hat{P}_0 \) and \( \hat{Q}_0 \)), the only plausible way to obtain admissible paths is to generate them from \( p(\cdot|x, p_0, \hat{P}, \hat{Q}) \) or from \( p(\cdot|x, p_0, \hat{P}_0, \hat{Q}_0) \). Observe that any sequence generated from \( p(\cdot|x, p_0, \hat{P}, \hat{Q}) \) is also admissible for \( p(\cdot|x, p_0, \hat{P}_0, \hat{Q}_0) \).
and vice versa. Therefore we generated 3000 sequences from \( p(\cdot|x, p_0, \hat{P}, \hat{Q}) \), another 3000 sequences from \( p(\cdot|x, p_0, \hat{P}_0, \hat{Q}_0) \), and put these two sets together to obtain a final set of 6000 initial sequences for case 1a and case 1b. The reason for using different parameter matrices is that sequences generated from one model tend to be alike, thus merging the two sets increases variety of initial sequences. For case 2a and case 2b the set of initial sequences was obtained similarly: we generated 3000 sequences from \( p(\cdot|x, p_0, \hat{P}, \hat{Q}) \) and 3000 sequences from \( p(\cdot|x, p_0, \hat{P}_0, \hat{Q}_0) \), and joined these sets into a set of 6000 initial sequences. Thus, we use one set of initial sequences in case 1a and case 1b, and another one in case 2a and case 2b.

The segmentation results for case 1a are presented in Table 1, the summary of the best paths is given in Table 2. The results for case 1b are presented in Tables 3 and 4. The segmentation results with some path characteristics for case 2a are presented in Tables 5 and 6, and the results for case 2b are presented in Tables 7 and 8.

| \( N \) | \( M \) | sEM | sMM | VB | BEM | Viterbi | Path0 |
|---------|---------|-----|-----|---|-----|---------|------|
| 20n     | 20n     | -973.72 (2) [2] | -973.72 (2) [2] | -973.72 (1) [3] | -973.72 (1) [3] | -973.72 | -996.13 |
| 2n      | n       | -972.74 (1) [3] | -972.74 (1) [3] | -974.01 (2) [2] | -974.01 (2) [2] | -974.05 | -998.01 |
| n/2     | n/2     | -971.94 (1) [3] | -971.94 (1) [3] | -974.06 (9) [2] | -974.75 (10) [3] | -974.83 | -999.85 |
| N1/2    | M1/2    | -971.29 (2) [3] | -971.76 (3) [3] | -973.73 (32) [2] | -973.37 (45) [2] | -975.96 | -1001.91 |
| N1/4    | M1/4    | -972.64 (1382) [4] | na | na | na | -976.69 | -1003.01 |

| 20n     | 2n      | -975.64 (11) [3] | -975.64 (13) [3] | -975.64 (2) [3] | -975.64 (2) [3] | -975.65 | -998.02 |
| 20n     | n       | -977.33 (33) [3] | -977.33 (37) [3] | -977.47 (4) [3] | -977.47 (10) [3] | -977.51 | -999.80 |
| 20n     | M1 + 1  | -979.01 (81) [2] | -979.01 (67) [2] | -979.36 (22) [2] | -979.40 (35) [2] | -979.51 | -1001.71 |
| 20n     | n/2     | -979.93 (96) [3] | na | na | na | -980.56 | -1002.72 |
| 20n     | M1/2    | -982.66 (145) [3] | na | na | na | -983.61 | -1005.70 |
| 20n     | M1/4    | -987.71 (635) [4] | na | na | na | -989.30 | -1011.55 |

| 2n      | 20n     | -971.60 (1) [3] | -971.60 (1) [3] | -972.13 (4) [3] | -972.10 (2) [2] | -972.13 | -996.12 |
| 20n     | n       | -969.37 (1) [3] | -969.37 (1) [3] | -971.00 (3) [2] | -971.00 (2) [2] | -971.04 | -996.19 |
| 20n     | M1 + 1  | -967.51 (1) [3] | -967.51 (2) [3] | -970.12 (3) [2] | -969.52 (3) [2] | -970.18 | -996.33 |
| 20n     | n/2     | -966.76 (1) [3] | na | na | na | -969.85 | -999.42 |
| 20n     | M1/2    | -964.92 (1) [3] | na | na | na | -969.14 | -999.78 |
| 20n     | M1/4    | -962.58 (1) [4] | na | na | na | -968.65 | -997.65 |

Table 1: (Case 1a) Parameter matrices \( \hat{P} \) and \( \hat{Q} \) have been estimated using the pair \( (x, y) \) with \( n = 327 \), 3000 initial path sequences have been generated from \( p(\cdot|x, p_0, \hat{P}, \hat{Q}) \) and 3000 initial path sequences have been generated from \( p(\cdot|x, p_0, \hat{P}_0, \hat{Q}_0) \) (see case 1b). The concentration parameters \( N \) and \( M \) have been tuned with respect to \( N_1 = 198 \) and \( M_1 = 200 \), \( \alpha = N\hat{P} \), \( \beta = M\hat{Q} \). The log-likelihood value \( \ln p(\hat{v}, x) \) of the estimated Bayesian Viterbi path for each algorithm and each set of hyperparameters is presented in the table, the number of distinct output sequences is given in round brackets, whereas the number of iterations for the best path is given in squared brackets. The log-likelihood of the Viterbi path calculated with \( (p_0, \hat{P}, \hat{Q}) \) and the log-likelihood for the best initial path are also presented in the table.
| \(N\) | \(M\) | sEM | sMM | VB | BEM | Viterbi Path \(\hat{0}\) | 1 | 2 | 3 | 4 | 5 | 6 | Blocks |
|-----|-----|-----|-----|-----|-----|-----------------|---|---|---|---|---|---|-------|
| 20n | 20n | 0   | 0   | 0   | 0   | 64              | 13| 25| 263| 6  | 8  | 12 | 17    |
| 2n  | 2n  | 0   | 0   | 32  | 32  | 79              | 13| 17| 297| 7  |     |     |       |
| n   | n   | 0   | 0   | 26  | 32  | 79              | 13| 17| 297| 7  |     |     |       |
| \(N_1 + 1\) | \(M_1 + 1\) | 0  | 7   | 18  | 18  | 86              | 13| 10| 304| 5  |     |     |       |
| \(n/2\) | \(n/2\) | 0 | na  | 18  | na  | 86              | 13| 10| 304| 5  |     |     |       |
| \(N_{1/2}\) | \(M_{1/2}\) | 0 | na  | 13  | na  | 86              | 13| 10| 304| 5  |     |     |       |
| \(N_{1/4}\) | \(M_{1/4}\) | 0 | na  | 10  | na  | 51              | 13|    |     |     |     |     | 3     |

Table 2: (Case 1a) In columns sEM, . . . , Path \(\hat{0}\), pointwise differences between the estimated Viterbi paths and the best path (in this case always sEM except in one case) are given for each method and each set of hyperparameters. The next six columns present state frequencies of the best path, the paths with the same state frequencies are equal. The last column gives the number of blocks in the best state sequence.

| \(N\) | \(M\) | sEM | sMM | VB | BEM | Viterbi Path \(\hat{0}\) | 1 | 2 | 3 | 4 | 5 | 6 | Blocks |
|-----|-----|-----|-----|-----|-----|-----------------|---|---|---|---|---|---|-------|
| 20n | 20n | -1080.21 (3) [3] | -1080.21 (3) [3] | -1080.23 (1) [3] | -1080.23 (1) [3] | -1080.23 -1148.91 |
| 2n  | 2n  | -1075.66 (32) [5] | -1075.66 (31) [5] | -1075.74 (3) [2] | -1075.74 (3) [2] | -1076.21 -1147.79 |
| n   | n   | -1071.32 (385) [5] | -1071.32 (450) [5] | -1071.69 (7) [6] | -1071.69 (6) [6] | -1072.64 -1147.01 |
| \(n/2\) | \(n/2\) | -1063.76 (2150) [5] | -1063.73 (2465) [6] | -1065.58 (25) [2] | -1065.58 (70) [2] | -1067.41 -1146.36 |
| \(n/4\) | \(n/4\) | -1051.64 (3609) [9] | -1051.64 (4271) [5] | -1055.84 (149) [3] | -1055.59 (169) [3] | -1061.36 -1122.01 |
| \(N_{1/4}\) | \(M_{1/4}\) | -990.67 (3009) [3] | -990.67 (5903) [3] | -990.67 (2416) [6] | -1010.68 (5130) [2] | -1055.73 -1074.61 |

Table 3: (Case 1b) The probability mass between the non-zero elements in each row in both parameter matrices from case 1a is divided evenly (the case of uninformative priors), \(\alpha = N_{0\hat{\beta}}\), \(\beta = M_{0\hat{\beta}}\), \(N_1 = 4\), \(M_1 = 20\). The same 6000 initial paths have been used as in case 1a. The log-likelihood value \(\ln p(\hat{v}, x)\) of the estimated Bayesian Viterbi path for each algorithm and each set of hyperparameters is presented in the table, the number of distinct outputs is given in round brackets, whereas the number of iterations for the best path is given in squared brackets. The log-likelihood of the Viterbi path calculated with \((\hat{p}_0, \hat{P}_0, \hat{Q}_0)\) and the log-likelihood for the best initial path is also presented in the table.
| \(N\) | \(M\) | sEM | sMM | VB | BEM | Viterbi | Patho | 1 | 2 | 3 | 4 | 5 | 6 | Blocks |
|------|------|-----|-----|----|-----|---------|------|---|---|---|---|---|---|-------|
| 20n | 20n | 0   | 0   | 7  | 7   | 12      | 143  | 73 | 16 | 69 | 31 | 76 | 62 | 166    |
| 2n  | 2n  | 0   | 0   | 2  | 2   | 19      | 143  | 70 | 14 | 67 | 32 | 76 | 68 | 165    |
| n   | n   | 0   | 0   | 19 | 19  | 36      | 145  | 68 | 4  | 67 | 37 | 79 | 72 | 171    |
| n/2 | n/2 | 1   | 0   | 54 | 54  | 62      | 145  | 68 | 3  | 70 | 43 | 86 | 57 | 194    |
| n/4 | n/4 | 0   | 0   | 52 | 65  | 69      | 241  | 66 | 3  | 71 | 43 | 88 | 56 | 197    |
| \(N_1+1\) \(M_1+1\) | 0 | 0   | 0   | 34 | 244 | 59      | 13   | 314|

Table 4: (Case 1b) In columns sEM,...,Patho, pointwise differences between the estimated Viterbi paths and the best path are given for each method and for each set of hyperparameters. The next six columns present state frequencies of the best path for each set of hyperparameters. The last column gives the number of blocks in the best state sequence.

| \(N\) | \(M\) | sEM       | sMM       | VB        | BEM       | Viterbi   | Patho     |
|------|------|-----------|-----------|-----------|-----------|-----------|-----------|
| 20n  | 20n  | \(-1013.86\) (1) [2] | \(-1013.86\) (1) [2] | \(-1013.86\) (1) [2] | \(-1013.86\) (1) [2] | \(-1013.86\) (1) [2] | \(-1013.86\) (1) [2] |
| \(N_1+1\) \(M_1+1\) | 0 | \(-1013.86\) (1) [2] | \(-1013.86\) (1) [2] | \(-1013.86\) (1) [2] | \(-1013.86\) (1) [2] | \(-1013.86\) (1) [2] | \(-1013.86\) (1) [2] |
| 20n  | n   | \(-1002.72\) (15) [3] | \(-1002.72\) (15) [4] | \(-1003.94\) (2) [2] | \(-1003.94\) (3) [2] | \(-1004.07\) (2) [2] | \(-1004.07\) (2) [2] |
| 20n  | n/2 | \(-1002.68\) (43) [3] | \(-1002.68\) (51) [4] | \(-1004.13\) (3) [2] | \(-1004.13\) (6) [2] | \(-1004.27\) (2) [2] | \(-1004.27\) (2) [2] |
| \(n/4\) \(n/4\) | 0 | \(-988.93\) (171) [3] | na                   | \(-988.93\) (9) [2] | na                   | \(-982.17\) (2) [2] | \(-992.17\) (2) [2] |
| \(n/8\) \(n/8\) | 0 | 983.54 (473) [3] | na                   | \(-983.54\) (139) [4] | na                   | \(-987.85\) (2) [2] | \(-1005.25\) (2) [2] |
| \(n/8\) \(n/8\) | 0 | \(-981.20\) (1389) [4] | na                   | \(-981.20\) (1863) [5] | na                   | \(-986.40\) (2) [2] | \(-1072.12\) (2) [2] |
| 20n  | n   | \(-1011.39\) (17) [3] | \(-1011.39\) (23) [3] | \(-1011.72\) (2) [2] | \(-1011.72\) (2) [2] | \(-1011.77\) (2) [2] | \(-1011.77\) (2) [2] |
| \(M_1+1\) | 0 | \(-1011.34\) (40) [3] | \(-1011.34\) (81) [3] | \(-1011.91\) (2) [2] | \(-1011.94\) (4) [2] | \(-1011.97\) (2) [2] | \(-1011.97\) (2) [2] |
| \(n/2\) \(n/2\) | 0 | \(-1011.70\) (193) [5] | na                   | \(-1011.70\) (9) [2] | na                   | \(-1012.54\) (2) [2] | \(-1012.54\) (2) [2] |
| \(n/4\) \(n/4\) | 0 | \(-1012.65\) (1827) [3] | na                   | \(-1012.65\) (218) [3] | na                   | \(-1014.96\) (2) [2] | \(-1069.23\) (2) [2] |
| \(n/8\) \(n/8\) | 0 | \(-1013.43\) (4464) [7] | na                   | \(-1014.07\) (2838) [5] | na                   | \(-1019.19\) (2) [2] | \(-1076.32\) (2) [2] |
| \(N_1+1\) \(20n\) | 0 | \(-1006.16\) (1) [2] | \(-1006.16\) (1) [2] | \(-1006.16\) (2) [2] | \(-1006.16\) (2) [2] | \(-1006.16\) (2) [2] | \(-1006.16\) (2) [2] |
| \(n/2\) \(20n\) | 0 | \(-999.79\) (1) [3] | na                   | \(-999.79\) (3) [2] | na                   | \(-999.50\) (2) [2] | \(-1060.06\) (2) [2] |
| \(n/4\) \(20n\) | 0 | \(-984.75\) (3) [3] | na                   | \(-967.75\) (6) [2] | na                   | \(-986.75\) (2) [2] | \(-1059.27\) (2) [2] |
| \(n/8\) \(20n\) | 0 | \(-978.30\) (4) [3] | na                   | \(-978.30\) (16) [2] | na                   | \(-981.07\) (2) [2] | \(-1059.06\) (2) [2] |

Table 5: (Case 2a) The parameters \(\hat{P}\) and \(\hat{Q}\) have been estimated using the counts from the training data (1000 sequence pairs of arbitrary length). Now \(N_1 = 682, M_1 = 231\). Let \(\hat{P}_0\) and \(\hat{Q}_0\) be matrices obtained from \(\hat{P}\) and \(\hat{Q}\) by dividing the probability mass in each row evenly between the nonzero elements. Again 3000+3000=6000 initial paths have been generated from the posterior distributions \(p(\cdot|x,p_0,\hat{P},\hat{Q})\) and \(p(\cdot|x,p_0,\hat{P}_0,\hat{Q}_0)\). The log-likelihood value \(\ln p(\hat{v},x)\) of the estimated Bayesian Viterbi path for each algorithm and each set of hyperparameters is presented in the table, the number of distinct output sequences is given in round brackets, whereas the number of iterations for the best state path is given in squared brackets. The log-likelihood of the Viterbi path calculated with \((p_0,\hat{P},\hat{Q})\) and the log-likelihood of the best initial path is also presented in the table.
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Table 6: (Case 2a) In columns sEM,...,Path0, pointwise differences between the estimated Viterbi paths and the best path are given for each method and for each set of hyperparameters. The next six columns present state frequencies of the best path for each set of hyperparameters. The last column gives the number of blocks in the best state sequence.

| N   | M   | sEM       | sMM       | VB | BEM          | Viterbi | Path0 | 1 | 2 | 3 | 4 | 5 | 6 | Blocks |
|-----|-----|-----------|-----------|----|--------------|---------|-------|---|---|---|---|---|---|--------|
| 20n | 20n | 0         | 0         | 0  | 0            | 0       | 96    | 13| 314|    |    |    |    | 3      |
| N1 + 1 | n   | 0         | 0         | 11 | 11           | 13      | 109   |    |    | 327|    |    |    |        |
| n/2 | 20n | 0         | 0         | 11 | 11           | 13      | 109   |    |    | 327|    |    |    | 3      |
| n/4 | n/4 | 0         | 0         | 0  | 0            | 0       | 96    | 13| 314|    |    |    |    | 3      |
| n/8 | n/8 | 0         | 0         | 0  | 0            | 0       | 96    | 13| 314|    |    |    |    | 3      |
| 20n | n   | 0         | 0         | 11 | 11           | 13      | 109   |    |    | 327|    |    |    | 3      |
| 20n | M1 + 1 | 0         | 0         | 11 | 11           | 13      | 109   |    |    | 327|    |    |    | 3      |
| 20n | n/2 | 0         | na        | 0  | na           | 0       | 13    | 109|    |    |    |    |    | 3      |
| 20n | n/4 | 0         | na        | 0  | na           | 0       | 13    | 109|    |    |    |    |    | 3      |
| 20n | n/8 | 0         | na        | 52 | na           | 126     | 172   | 113| 214| 7   |    |    |    |        |
| N1 + 1 | 20n | 0         | 0         | 0  | 0            | 0       | 96    | 13| 314|    |    |    |    | 3      |
| n   | 20n | 0         | na        | 13 | na           | 13      | 109   |    |    | 327|    |    |    | 3      |
| n/2 | 20n | 0         | na        | 13 | na           | 13      | 109   |    |    | 327|    |    |    | 3      |
| n/4 | 20n | 0         | na        | 13 | na           | 13      | 109   |    |    | 327|    |    |    | 3      |
| n/8 | 20n | 0         | na        | 0  | na           | 0       | 13    | 109|    |    |    |    |    | 3      |

Table 7: (Case 2b) The probability mass of nonzero elements of the parameter matrices from case 2a is evenly distributed giving us $\hat{P}_0$, $Q_0$ (the case of uninformative priors), $\alpha = N\hat{P}_0$, $\beta = M\hat{Q}_0$, $N_1 = 4$, $M_1 = 20$. The same 6000 initial state paths have been used for segmentation as in case 2a. The log-likelihood value $\ln(p(\hat{v}, x))$ of the estimated Bayesian Viterbi path for each algorithm and each set of hyperparameters is presented in the table, the number of distinct output sequences is given in round brackets, whereas the number of iterations for the best state path estimate is given in squared brackets. The log-likelihood of the Viterbi path calculated with $(p_0, \hat{P}_0, Q_0)$, and the log-likelihood with the best initial path is also presented in the table.
Table 8: (Case 2b) In columns sEM, . . . , Path₀, pointwise differences between the estimated Viterbi paths and the best path are given for each method and for each set of hyperparameters. The next six columns present state frequencies of the best path for each set of hyperparameters. The last column gives the number of blocks in the best state sequence.
5.1.2 Analysis of the results of the first experiments

Before analyzing the results from case 1a, case 1b, case 2a and case 2b, recall that our goal is to solve the following optimization task with respect to different sets of hyperparameters \( \alpha \) and \( \beta \):

\[
\arg \max_{s \in \{1, \ldots, K\}} \left[ \ln p(x|s) + \ln p(s) \right],
\]

where \( p(x|s) \) is defined as in (2.4) (depending on hyperparameters \( \beta = MQ \) and \( x \)) and \( p(s) \) is given in (2.2) (depending on hyperparameters \( \alpha = NP \)). Of course (5.1) also depends on fixed \( p_0 \). The function in (5.1) is a typical objective function in statistical learning, where \( \ln p(x|s) \) is a data-dependent loss or risk function and \( \ln p(s) \) is a regularization term. We already observed in Section 2 that in our case the regularization term aims to make the optimal paths more conservative (bigger blocks). When \( N \) (or \( M \)) is very big (in our example \( 20n \)), then the prior variances of the elements in the transition (or emission) matrix are so small that the matrix can be considered as fixed. Thus, a case with \( N = 20n \) corresponds to the model where the underlying process \( Y \) is a Markov chain with the transition matrix \( \mathbb{P} \), and a case with \( M = 20n \) corresponds to the case where given a state path \( y \), the observations are independent with the emission matrix \( \mathbb{Q} \). Fixing one of these matrices by taking the corresponding concentration parameter value high allows us to study the influence of the other parameter matrix, and this is why our numerical examples consist of three parts (\( N = 20n \) in the second part and \( M = 20n \) in the third part). In particular, the model with \( M = N = 20n \) is close to an HMM with parameters \( \mathbb{P} \) and \( \mathbb{Q} \), and then it is clear that the path maximizing (5.1) is the Viterbi path obtained with \( \mathbb{P} \) and \( \mathbb{Q} \), as all cases except case 1b also show.

Performance of different algorithms. It is evident from Tables 1, 3, 5 and 7 that in most of the cases, sEM algorithm finds the best path and sMM (when applicable) performs very similarly. This is in full correspondence with the theory, because sEM algorithm is the only algorithm that increases the value of the objective function in (5.1). The similarity of sEM and sMM algorithms was shortly explained in Section 4. Observe that BEM and VB fail mostly to find the best path (except in case 2b). This is understandable, because the best path obtained with some parameter estimates is not necessarily the best path when the parameters are integrated out. We also point out that even if the differences between the log-likelihoods of different paths are very small, it follows from Tables 2, 4, 0 and 8 that the paths can still be quite different. The log-likelihood of Path_0 shows that the best path cannot be obtained just by a lucky guess and all the algorithms actually improve the likelihood value.

Dependence on initial sequences. The dependence on initial sequences grows when the concentration parameters decrease, i.e. when the prior variances increase and the influence of data decreases. The examples show that the dependence on initial sequences is especially large in case 1b and case 2b, when the transition matrix is fixed (\( N = 20n \)) and the emission prior variances are maximal (\( M = M_1 + 1 \)). In this case basically every
initial sequence produces a different output. Such a behaviour indicates that the likelihood function is in this case flat with many small local maxima, and we cannot be sure that the best path is the global maximum. The examples confirm that when applying these iterative algorithms, the choice of initial sequences is crucial and cannot be overlooked.

**Role of hyperparameters and structure of the estimated state paths.** Our examples demonstrate that the influence of hyperparameters on state path estimates is enormous: the hyperparameters influence the objective function (5.1) and the latter determines the structure of path estimates. Looking at cases 1a and 2a, we can see that the best state paths mostly consist of state 3, and in case 2a the path estimates often consist of only state 3. The paths dominated by one state in cases 1a and 2a have two explanations. First, the matrices \( \hat{P} \) and \( \hat{Q} \) support in both cases the dominating state – observe that state 3 is dominant even in the Viterbi path obtained with \( \hat{P} \) and \( \hat{Q} \) (the first row in Table 2 and 6). In case 2a, when the matrices \( \hat{P} \) and \( \hat{Q} \) have been estimated from training data and contain a smaller number of zeros compared to case 1a, the matrices seem to support a dominating state even more (compare the first rows in Table 2 and 6). The second reason is the influence of the regularization term that prefers conservative paths. We can see that decreasing \( N \) reduces the number of different states and blocks (Tables 2, 4 and 6), just as the theory predicts. In cases 1b and 2b the matrices \( \hat{P}_0 \) and \( \hat{Q}_0 \) are very different from \( \hat{P} \) and \( \hat{Q} \) in cases 1a and 2a, and obviously the structure of the best state paths is very different as well. Observe also how different are the best paths in cases 1b and 2b. In case 1b the six states are more or less equally distributed, except the two cases with very small concentration parameter \( N = N_1 + 1 \) when the state 3 takes over (Table 4). The more equal state distributions are obtained because of uniform matrices \( \hat{P}_0 \) and \( \hat{Q}_0 \), and the change for small \( N \) clearly represents the strong influence of the regularization term. For case 2b the dominating state is 5. Recall that all the four cases study the same observation sequence \( x \), hence the large variety of MAP path estimates shows that the influence of hyperparameters outperforms the influence of data.

**States connected to certain observation letters.** Recall from Section 2 that putting the Dirichlet prior on emission probabilities has the effect of attaching every observation letter to one particular state. This tendency is more pronounced when the concentration parameter \( M \) is small. Thus, for small \( M \), the matrix \( (m_{ij}(x, y)) : 6 \times 20 \) obtained with \( x \) and MAP path estimate \( y \) should be such that every column has a dominating element or quite many zeros. To see if we can observe this tendency in our example, we studied these matrices in case 1b when \( N = 20n \) (transition probabilities are fixed) and \( M = 2n, M = n, M = n/2, M = n/4 \) and \( M = M_1 + 1 \). The total number of zeros in the matrices increased from 58 to 67. As a measure of sparseness, we calculated the entropy: \( H = -\sum_{i,j} (m_{ij}/n) \ln(m_{ij}/n) \). The entropy values for the given five values of \( M \) are 3.85, 3.83, 3.80, 3.79 and 3.66, thus we can see that the entropy decreases as well.

**Iterations.** The number of iterations needed for calculating the Bayesian Viterbi path estimates with our algorithms is typically below 10. The number of cases where more than
10 iterations were needed to find the optimal path is quite limited. This is good from practical point of view. Observe also that even two iterations increase the path likelihood significantly, since the best initial path output (Path$_0$) is never comparable with the best output for any of the four studied methods.

5.2 Frequentist, Bayesian and no training data approach

We have a training set and an observation sequence $x$, which we assume to be an outcome of an HMM with an unknown parameter $\theta$. Our goal is to find the Viterbi path $v(x) := \arg \max_s p(s|x, \theta)$. Since $\theta$ is unknown, there are in a large scale three different approaches to solve the problem.

Frequentist approach. In this case we assume that all training sequences $(x(k), y(k))$, $k = 1, \ldots, m$, form an iid sample from the same HMM with the parameter $\theta^*$ (consisting of transition and emission matrices, because the initial distribution is assumed to be known). Then also $x$ is an observation sequence from the same HMM and the solution to our problem is straightforward: estimate the unknown parameters from the training data, let the estimate be $\hat{\theta}$, and apply the Viterbi algorithm to find $\arg \max_s p(s|x, \hat{\theta})$. It is reasonable to take $\hat{\theta} = (\hat{p}_{ij}, \hat{q}_{il})$, where possible transitions and emissions $\hat{p}_{ij}$ and $\hat{q}_{il}$ are defined as previously by (3.7), and for impossible transitions and emissions the corresponding entries are zeros.

Bayesian approach. Here we assume that the unknown parameter $\theta$ is random with distribution $\pi$. When we know $\pi$, then the best we can do is to find $\hat{y}$ that maximizes

$$p(s|x) = \int p(s|x, \theta)p(d\theta|x)$$

over all possible state paths $s$. In the Dirichlet case we have algorithms that perform the maximization. However, since we do not know the prior distribution, we use the training data to specify it. This approach assumes that every training pair $(x(k), y(k))$ is generated by a different parameter $\theta_k$, and these parameters can be considered as an iid sample from a common prior $\pi(\theta)$. We consider Dirichlet priors, the hyperparameters are specified using the training set as explained in Section 3.

No training data case. Suppose we do not believe that the training data are related to our $\theta$ or we believe that the sequence $x$ is long enough to estimate the unknown parameter $\theta$ solely based on $x$. In this case we can ignore the training data and apply the standard EM parameter estimation algorithm to $x$, obtain the parameter estimate $\hat{\theta}_{EM}$ and then apply the Viterbi algorithm to find $\arg \max_s p(s|x, \hat{\theta}_{EM})$. When $x$ is long enough, then due to posterior consistency and the consistency of $\hat{\theta}_{EM}$, the Bayes approach and training data free approach both yield the same result. For relatively short sequences ignoring training data might be justified by the observation that the estimated variances in (3.6) are relatively big.
Measure of goodness. Suppose \( \hat{v} \) is an estimate of the Viterbi path \( v(x) \). The correct measure of goodness of \( \hat{v} \) is \( p(\hat{v}|x, \theta) \), but since \( \theta \) is unknown, one cannot use this. Instead we have the true sequence \( y \), that we can use for testing purposes only. The most natural approach would be to use the direct counts

\[
\left( \frac{n_{ij}(y)}{n_i(y)} \right), \left( \frac{m_{il}(x, y)}{m_i(x, y)} \right)
\]

as the estimates of unknown parameters when validating the path estimates. But since \( x \) and \( y \) might be very short, these matrices might have too many zeros so that many admissible paths would have probability zero when evaluated by these parameters. Therefore we involve empirical priors (3.4), (3.5) and find posteriors \( p(\mathbb{P}|y) \) and \( p(\mathbb{Q}|x, y) \). According to (2.11) and (2.3) these posteriors factorize by rows and the row posteriors (for possible transitions and emissions) are given by

\[
(p_{i,1(i)}, \ldots, p_{i,K(i)})|y \sim \text{Dir}(N_ip_{i,1(i)} + n_{i,1(i)}(y), \ldots, N_ip_{i,K(i)} + n_{i,K(i)}(y)),
\]

\[
(q_{i,1(i)}, \ldots, q_{i,L(i)})|y, x \sim \text{Dir}(Miq_{i,1(i)}^* + m_{i,1(i)}(y, x), \ldots, Miq_{i,L(i)}^* + m_{i,L(i)}(y, x)).
\]

Denote the posterior mean matrices by \( \bar{\mathbb{P}} = (\bar{p}_{ij}) \) and \( \bar{\mathbb{Q}} = (\bar{q}_{il}) \), then for possible transitions and emissions,

\[
\hat{p}_{ij} = \frac{N_ip_{ij}^* + n_{ij}(y)}{N_i + n_i(y)}, \quad \hat{q}_{il} = \frac{Miq_{il}^* + m_{il}(x, y)}{M_i + m_i(x, y)}.
\]

For impossible emissions and transitions the corresponding entries are zeros. These matrices constitute the estimate \( \hat{\theta} \) of the unknown parameter \( \theta \). The reason for using posterior means instead of posterior modes is that the latter might not be defined. To be more representative, we consider a larger class of estimates \( \bar{\theta}^c \), where

\[
\bar{p}_{ij}^c := \frac{cN_ip_{ij}^* + n_{ij}(y)}{cN_i + n_i(y)}, \quad \bar{q}_{il}^c := \frac{cMiq_{il}^* + m_{il}(x, y)}{cM_i + m_i(x, y)},
\]

and \( c \in (0, 1] \). For small \( c \), the matrices \( (\bar{p}_{ij}^c) \) and \( (\bar{q}_{il}^c) \) are close to counts (5.2), but all possible transitions and emissions are positive. With parameters \( \bar{\theta}^c \), all admissible paths have positive posterior probability, and therefore they can be evaluated. Thus, we have specified our criterion of goodness: \( p(\hat{v}|x, \bar{\theta}^c) \). Since this probability depends much on the length of the sequences and the length of the sequences in our data set varies a lot, we use the geometric mean \( p(\hat{v}|x, \bar{\theta}^c)^{1/n} \), where \( n \) is the length of \( x \) and \( y \).

Recall once again that although it might be tempting to measure the goodness of obtained paths by calculating the number of pointwise differences from the true state sequence \( y \), this is not the right criterion, because the Viterbi path is not the best path for minimizing the expected number of errors.
5.3 Example 2: comparison of the frequentist, Bayesian and no training data approach

To compare and test the goodness of different approaches described, we proceed as follows. We consider a training set and test set both consisting of \( m = 1000 \) sequence pairs. The initial distribution \( p_0 \) is considered as fixed and calculated using the whole data set, it is given by \( p_0 = (0.0016, 0.0041, 0.9929, 0.0014, 0, 0)' \). We can see that most of the sequences start from state 3, very few sequences start from state 1, 2 or 4. Based on the training data, impossible transitions and emissions will be specified by simple counts. To compare the approaches, we calculate the following paths for every \( x(k) \) in the test set:

**Frequentist approach:** the Viterbi estimate \( \hat{v}^1_k := \arg \max_s p(s|x(k), \hat{\theta}) \), where \( \hat{\theta} \) is calculated from the training data using formulas (5.7).

**Bayesian approach:** the Viterbi paths are found using sEM and VB methods, denoted by \( \hat{v}^2_k \) and \( \hat{v}^3_k \), respectively. For that, the empirical priors are calculated using the training set. For both algorithms 1000 initial sequences are used. These two algorithms were chosen because they are applicable for all the studied priors.

**No training data approach:** the Viterbi path \( \hat{v}^4_k := \arg \max_s p(s|x(k), \hat{\theta}_k) \), where \( \hat{\theta}_k \) is the parameter estimate obtained with the standard EM algorithm using solely \( x(k) \). As initial parameter estimates in the EM algorithm we use the direct counts (5.2) obtained with \( x(k) \) and every initial state path. In addition, we consider the parameter estimates from the training set as initial parameters. Thus, in total we run the EM algorithm 1001 times for every \( x(k) \). The convergence criterion of the EM algorithm is determined through the log-likelihood value.

**Target Viterbi path:** all the path estimates defined in 1), 2) and 3) are supposed to estimate the true Viterbi path \( v_k = \arg \max_s p(s|x(k), \bar{\theta}_c^k) \), where \( \bar{\theta}_c^k \) are the parameter estimates (5.6) obtained with \( (x(k), y(k)) \) and the training data. The parameter \( \bar{\theta}_c^k \) is considered as the true parameter for \( (x(k), y(k)) \) and used in the criterion of goodness.

The goodness of the performance is measured via the following sums:

\[
\text{sum}(v) := \sum_k p(v_k|x(k), \bar{\theta}_c^k)^{1/t_k}, \quad \text{sum}(\hat{v}^j) := \sum_k p(\hat{v}^j_k|x(k), \bar{\theta}_c^k)^{1/t_k}, \quad j = 1, \ldots, 4,
\]

where \( t_k \) denotes the length of \( x(k) \). Since for every \( k \) and for every state path \( s \), \( p(v_k|x(k), \bar{\theta}_c^k) \geq p(s|x(k), \bar{\theta}_c^k) \), the first sum – \( \text{sum}(v) \) – is clearly the biggest. This is the benchmark for all the algorithms. To illustrate the differences compared to the largest sum more clearly, we present their relative differences (in percentage) as follows:

\[
\frac{\text{sum}(\hat{v}^j)}{\text{sum}(v)} \cdot 100, \quad j = 1, \ldots, 4. \tag{5.7}
\]
The other way for performing relative comparisons is to consider quantities

\[
\text{mean}_{rel}(\hat{v}^j) = \frac{1}{m} \sum_{k=1}^{m} \left[ \frac{p(\hat{v}^j_k|x(k), \hat{\theta}^c_k)}{p(v_k|x(k), \hat{\theta}^c_k)} \right]^{1/t_k}, \quad j = 1, \ldots, 4.
\]  

(5.8)

Recall that the constant \(c\) is used to define the true parameter \(\hat{\theta}^c_k\), only. In the training algorithms the original empirical hyperparameters are used. In what follows, we summarize the performance of the three approaches for three different subsamples of our data.

**Case 1: sequence pairs of similar length.** In the first example we consider 1000 sequence pairs of length between 180 and 220. The following behaviour of the obtained estimates can be observed: sEM gives 889 constant sequences of state 3, VB gives 877 constant sequences of state 3, the sEM and VB estimates are equal in 939 cases out of 1000, for the frequentist approach there are 61 constant estimates of state 3 and there are none for the EM case where the training data is not involved. These numbers illustrate very well the Bayesian effect – the MAP paths tend to consist of very long blocks. Furthermore, in this example the path estimates are often constant sequences.

| c   | Freq | sEM | VB | EM | Freq | sEM | VB | EM |
|-----|------|-----|----|----|------|-----|----|----|
| 10^6| 100.0000 | 97.4706 | 97.4876 | 64.4912 | 10^6 | 1.0000 | 0.9747 | 0.9749 | 0.6449 |
| 1   | 91.5263 | 92.5350 | 92.6060 | 60.5583 | 1    | 0.9151 | 0.9251 | 0.9258 | 0.6057 |
| 0.8 | 89.8025 | 91.5393 | 91.6206 | 59.4776 | 0.8  | 0.8978 | 0.9151 | 0.9159 | 0.5949 |
| 0.6 | 87.3450 | 90.1529 | 90.2481 | 57.8715 | 0.6  | 0.8731 | 0.9012 | 0.9021 | 0.5788 |
| 0.4 | 83.5728 | 88.1220 | 88.2374 | 55.2762 | 0.4  | 0.8353 | 0.8808 | 0.8820 | 0.5528 |
| 0.3 | 80.7844 | 86.7031 | 86.8329 | 53.2629 | 0.3  | 0.8073 | 0.8666 | 0.8679 | 0.5327 |
| 0.2 | 76.8473 | 84.8193 | 84.9693 | 50.2833 | 0.2  | 0.7678 | 0.8477 | 0.8492 | 0.5030 |
| 0.1 | 70.4506 | 82.0179 | 82.1989 | 45.0820 | 0.1  | 0.7037 | 0.8196 | 0.8214 | 0.4511 |
| 0.005 | 51.4144 | 74.3159 | 74.5610 | 26.7992 | 0.005 | 0.5129 | 0.7424 | 0.7448 | 0.2688 |

Table 9: (Case 1) Relative differences (on the left) calculated according to (5.7) and mean relative differences (on the right) calculated according to (5.8) for the frequentist method, sEM, VB and no training data case.

**Case 2: sequence pairs of arbitrary length.** In this example, the training set and test set consist both of 1000 randomly sampled sequence pairs. The obtained path estimates can be summarized as follows: sEM gives 869 constant sequences of state 3, VB gives 861 constant sequences of state 3 as Viterbi estimates, in 961 cases out of 1000 the sEM and VB estimates are equal, for the frequentist approach there are 189 constant estimates of state 3 and there are none for the EM case with no training data.

**Case 3: long sequence pairs.** As the last case, we compare the performance of the methods for the longest sequences. We consider 2000 longest sequence pairs splitted into a training and test set. The characteristics of the obtained path estimates can be summarized as follows: sEM gives 817 constant sequences of state 3 as Viterbi estimates,
Table 10: (Case 2) Relative differences (on the left) calculated according to (5.7) and mean relative differences (on the right) calculated according to (5.8) for the frequentist method, sEM, VB and no training data case.

VB gives 915 constant sequences of state 3, in 803 cases out of 1000 the sEM and VB estimates are equal, for the frequentist approach there are 76 constant estimates of state 3 and for the no training data case there are none.

Table 11: (Case 3) Relative differences (on the left) calculated according to (5.7) and mean relative differences (on the right) calculated according to (5.8) for the frequentist method, sEM, VB and no training data case.

Discussion of the results. The main difference between the frequentist, Bayesian and no training data case is how we use the available information from the training data. In the frequentist approach the uncertainty of the point estimates is not counted for when performing segmentation for the test set. If the variances of the prior distributions are very small, then the frequentist and Bayesian approach give similar path estimates. Thus, the relative performance of the Bayesian approach in comparison to the frequentist approach is determined by which prior distribution we use. If the concentration parameters are large, then the priors are concentrated over the point estimates. In Table 12, the concentration parameters corresponding to empirical priors are presented for our three examples. We can observe that $N_6$ is large for all subsamples, meaning that the prior distribution of
row 6 in the transition matrix is very much concentrated over the point estimates of the transition probabilities from state 6. We can also observe that for long sequences in case 3 the concentration parameters are about twice as large as for case 1 and case 2, meaning that the empirical variances of the parameters are smaller in the case of longest sequence pairs, which makes also sense. Tables 9, 10 and 11 show that in all the three cases (with sequence pairs of different length) the Bayesian approach outperforms all other approaches. Furthermore, from the two Bayesian segmentation algorithms, VB performs slightly better. This slightly contradicts the results of our first experiments, where we tested performance of the segmentation algorithms, but on the other hand the difference between the performance measures of sEM and VB is small.

**Large vs small** $c$. When $c$ is very large, then $\bar{p}_{ij}^c$ and $\bar{q}_{il}^c$ will be very close to $p_{ij}^*$ and $q_{il}^*$, thus the Viterbi estimate with $(\bar{p}_{ij}^c, \bar{q}_{il}^c)$ is expected to be very close to the frequentist estimate. This can be seen in all our tables, where we can see that the frequentist path estimates coincide with the Viterbi estimates obtained with $(\bar{p}_{ij}^c, \bar{q}_{il}^c)$ when $c = 10^6$. Very small $c$-values are closest to the situation of validation with 'true' parameter values, because then $\bar{p}_{ij}^c$ and $\bar{q}_{il}^c$ are close to the point estimates of the parameters obtained with counts from $\{x(k), y(k)\}$. Thus, in this sense the last row of each table with $c = 0.005$ is most interesting. The value $c = 1$ corresponds to the case when we validate the results under the posterior means: we believe in our prior distributions and use the information from $\{x(k), y(k)\}$ to update the parameter distributions. We can observe for all the four studied methods and for all the three subsamples that when $c$ decreases and therefore, the influence of $\{x(k), y(k)\}$ in $\hat{\theta}_k^c$ increases, then the difference between $p(\hat{v}_j^k|x(k), \hat{\theta}_k^c)$ and $p(v_k|x(k), \hat{\theta}_k^c)$ increases on average. The degree of this increase depends on sequence length. For example, for case 1 with sequence length around 200, the starting position (with $c = 1$) for Freq, sEM and VB is about 0.92, but the relative difference measures for $c = 0.005$ have decreased to 0.51, 0.74 and 0.74, respectively. For case 2 with sequences of different lengths (503 sequences are of length between 30 and 141) this decrease of average relative difference measure is even larger: the starting position for Freq, sEM and VB is again 0.92, but for $c = 0.005$ this number has decreased to 0.52, 0.64 and 0.64, respectively. In case 3 when the test sequences are longer than 360, the change in average relative difference measure is smaller, indicating that longer sequences contain more information about transition and emission parameters. In case 3, the starting values (when $c = 1$) for Freq, sEM and VB are 0.97, 0.96 and 0.97, these values decrease to 0.76, 0.88 and 0.92, respectively, when $c = 0.005$.
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Table 12: Concentration parameters $N_i$ and $M_i$, $i = 1, \ldots, 6$, corresponding to the empirical priors calculated from our training data sets with 1000 sequence pairs of length between 180 and 220 (case 1), of arbitrary length (case 2) and with longest sequences (case 3).
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