Relational Graph Learning on Visual and Kinematics Embeddings for Accurate Gesture Recognition in Robotic Surgery
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Abstract—Automatic surgical gesture recognition is fundamentally important to enable intelligent cognitive assistance in robotic surgery. With recent advancement in robot-assisted minimally invasive surgery, rich information including surgical videos and robotic kinematics can be recorded, which provide complementary knowledge for understanding surgical gestures. However, existing methods either solely adopt uni-modal data or directly concatenate multi-modal representations, which can not sufficiently exploit the informative correlations inherent in visual and kinematics data to boost gesture recognition accuracies. In this regard, we propose a novel online approach of multi-modal relational graph network (i.e., MRG-Net) to dynamically integrate visual and kinematics information through interactive message propagation in the latent feature space. In specific, we first extract embeddings from video and kinematics sequences with temporal convolutional networks and LSTM units. Next, we identify multi-relations in these multi-modal embeddings and leverage them through a hierarchical relational graph learning module. The effectiveness of our method is demonstrated with state-of-the-art results on the public JIGSAWS dataset, outperforming current uni-modal and multi-modal methods on both suturing and knot typing tasks. Furthermore, we validated our method on in-house visual-kinematics datasets collected with da Vinci Research Kit (dVRK) platforms in two centers, with consistent promising performance achieved. Our code and data are released at: https://www.cse.cuhk.edu.hk/~yhlong/mrgnet.html.

I. INTRODUCTION

Robot-assisted surgery, with a short but remarkable chronicle [1], has dramatically extended the dexterity and overall capability of surgeons, and plays an important role in modern minimally invasive surgery. Robotic systems enable precise control, efficient manipulation and vivid observation for the surgical procedures, yielding rich sources of information [2]. Intelligent understanding of such complex surgical procedure is highly desired for facilitating cognitive assistance. To this end, automatic gesture recognition is fundamentally required for supporting higher-level perception such as surgical decision making [3], surgical skill assessment [4] and surgical task automation [5] towards the next generation of operating theatres. However, accurately recognizing on-going surgical gesture is challenging, due to the complex multi-step actions, frequent state transitions, disturbance in sensor data, various manipulation habits and proficiency of different surgeons.

To address above challenges in automatic surgical gesture recognition, a set of methods have been developed in the past decade. Some methods were based on processing sequential robotic kinematics data (e.g., the position and velocity of the tool tips), using traditional machine learning methods such as variants of hidden Markov models [6], [7], linear classifiers with hand-crafted metrics [8] and recent deep learning methods such as long short-term memory (LSTM) [9], multi-task recurrent neural network [10] and multi-scale recurrent neural network (offline) [11]. In the meanwhile, purely video based solutions have been intensively explored in the recent years, employing deep convolutional neural networks for extracting high-quality visual features. Promising gesture recognition results have been achieved relying on temporal convolutional network (TCN) [12], recurrent convolutional network [13], 3D convolutional network [14] and symmetric dilated convolution (offline) [15] to extract representative visual features. However, all these solutions only adopted a single source of information, without considering the multi-modal joint knowledge inherent in kinematics and visual data synchronously recorded in robotic systems.

As we understand, the kinematics and video data can be regarded as the hands and eye of the surgical robot, with eye giving visual guidance information for two hands collaboratively conducting specific actions, while hands drive changes in the visual scene. In this regard, there are complementary information and joint knowledge contained in the kinematics and video data which are crucial to help gesture recognition. Several recent works have attempted to develop multi-modal learning methods. For instance, some unsupervised multi-modal methods have been proposed to handle the problem of time-consuming annotation [16], [17]. Lea et al. [18] designed a latent convolutional skip-chain conditional random field model with variables of scene-based features and kinematics data. The work of Fusion-KV [19] learned individual networks for each modality, and combined their predictions through weighted voting at an output level. Qin et al. [20] further improved Fusion-KV with an attention-based LSTM decoder to predict the surgical state using concatenated multi-modal features. Despite gaining performance improvement, these multi-modal feature fusions seem straightforward. How to dynamically integrate the multiple sources of information in latent feature space, to
reveal and leverage the underlying relationships inherent in kinematics sequences and video scenes, is important yet still remains underexplored.

Recently, graph neural networks have been increasingly receiving research interest, due to their capability to model non-Euclidean relationships among entities [21–23]. Graph convolutional networks (GCN) [24] have widely demonstrated promising performances on applications in various domains including image classification [25], neural machine translation [26], social relationship understanding [27], etc. Specifically for robotic surgery related scenarios, there have been pilot studies applying graph neural networks for tool detection in surgical videos [28], 3D point cloud classification [29], [30] and surgical activity recognition from robotic joint pose estimation [31]. These achievements inspired us to explore the potential of graph learning for modeling distinct multi-modal data recorded in robotic surgery.

In this paper, we propose a novel multi-modal relational graph network (i.e., MRG-Net) to effectively exploit important yet complex relationships in robotics visual and kinematics data for accurate surgical gesture recognition. Specifically, we first extract the high-level embeddings from video scenes and kinematics sequences with temporal convolutional networks and LSTM units. Then, we leverage relational graph convolutional network to incorporate complementary sources of information and model the underlying multiple types of relations. Our main contributions are summarized as follows:

- We, for the first time, propose a novel online relational graph learning based framework to exploit the joint information with useful relationships in video and kinematics data for accurate surgical gesture recognition.
- We evaluated our proposed method on the public robotic surgery dataset JIGSAWS, and set new state-of-the-art results on both suturing and knot typing tasks, showing the efficacy of combined usage of visual and kinematics information for robotic intelligence.
- We have extensively validated our method on in-house datasets collected from da Vinci Research Kit (dVRK) platforms in two centers (i.e., CUHK and JHU) with consistent promising results achieved, demonstrating the general effectiveness of our proposed method.

II. METHODS

In robot-assisted surgery, the robotic system can generate video frames from endoscopy and kinematics sequences from multiple robotic arms, which are later synchronized to the video timestamps. The overview of our proposed network is shown in Fig. 1. Our network consists of three components, i.e. visual and kinematic information extraction modules, as well as the relational graph convolutional network. We first extract the visual and kinematic embeddings with visual and kinematic information extraction modules, and then model the complementary information and integrate the informative joint knowledge of these multi-modal features with relational graph convolutional network. As a whole, MRG-Net forms a multi-input single-output design to predict the probability distributions of surgical gestures at each time step.

A. Visual and Kinematic Embeddings Extraction

The first part of the network is the visual and kinematic information extraction modules which extract representative descriptors from each of the following streams respectively: the video frames and the kinematics sequences of robotic left and right arms. Regarding the visual information, for each time step \( t \), current video frames (RGB image) \( I_t \) is forwarded to a standard CNN backbone (in this case we leverage a 18-layer deep residual network (ResNet-18) [32]), yielding a vector of spatial feature \( u_t \). For the entire video sample, the series of \( \{u_t\}_{T=1}^{T} \) are input to a temporal convolution module, which adopts an encoder-decoder operation to hierarchically capture relationships across frames at multi-time-scales, yielding stronger spatio-temporal video features of \( \{s_t\}_{T=1}^{T} \).

For the kinematics data, our feature extractor incorporates TCN and LSTM in parallel for modeling the complex sequential information of physical elements and for better capturing the local and longer-term temporal dependencies. Specifically, the input to TCN stacks the kinematics variables from all time steps, followed by temporal convolutions, pooling, channel-wise normalization and upsampling to encode kinematics features as \( \{k_{tn}^{cen}\}_{T=1}^{T} \). Meanwhile, LSTM obtains the feature \( k_{tn}^{lstm} \) of the current step, by inputting a sequence of kinematics of all its previous steps, for capturing the long-term dependencies in motions. Then, the \( k_{tn}^{cen} \) and \( k_{tn}^{lstm} \) are averaged to represent the kinematics feature as
k_i. Note that we separately encode left and right kinematics as \(\{k_i^l, k_i^r\}_{i=1}^T\), since the two robotic arms may conduct different actions and serve for specific purposes in surgery.

**B. Fusion of Multi-modal Embeddings with Graph Learning**

Next, a designed graph learning module is subsequently adopted to fuse the above extracted high-level embeddings \(\{s_i, k_i^l, k_i^r\}\) of each time step. These features have already gained temporal information within each source of time-series data. The following key issue is to effectively exploit their joint knowledge by imposing structured interactions between multi-modal features for accurate gesture recognition. Intuitively, the graph learning layer plays a role for differentiable message passing framework [33]. Specifically, we denote our graph as \(G = \{V, E, R\}\) with nodes \(v_i \in V\) and edges \((v_i, r, v_j) \in E\) where \(r \in R\) is a relation. As shown in Fig. 1, there are three node entities corresponding to video, left kinematics and right kinematics, whose associated feature descriptors of \(\{h_1, h_2, h_3\}\) are initialized as \(\{s_i, k_i^l, k_i^r\}\). These descriptors are then updated by aggregating messages from neighboring nodes with a parameterized propagation rule, which can be generally written as:

\[
h_i^{(l+1)} = \sigma \left( \sum_{j \in N_i} f_m(h_j^{(l)}, h_i^{(l)}) \right),
\]

where \(h_i^{(l)}\) is the hidden state of node \(v_i\) in the \(l\)-th graph network layer, \(N_i\) is the set of indices of all nodes which are connected with node \(i\), the \(f_m(\cdot, \cdot)\) denotes the function for accumulating incoming messages from a relational neighbor, and \(\sigma(\cdot)\) is the element-wise non-linear activation, i.e., the ReLU in our model.

Intuitively, such interactive feature fusion is important to impose a learnable message passing process for the nodes which have some relations with each other. Given that the multiple data sources from robotic surgery contain plenty of complementary information, effectively digging the inherent useful relationships among them is difficult while critical to boost the performance of gesture recognition.

**C. Multi-relation Modelling in Graph Latent Space**

In our scenario of robot-assisted surgery, there are at least three important types of relations in the video and kinematics data. Specifically, the first is the vision-to-motion relation which can be understood as the human’s perception with the “eyes” to provide guidance information for the “hands” to move. Inversely, the second relation is motion-to-vision which reflects the mechanism of “hands” giving feedback to “eyes” and also resembles hand-eye coordinates projection of robotic vision [34]. The last relation is in-between-motions of left and right arms, which can be considered as two “hand” assisting each other to complete a task. The widely-used conventional graph convolutional network [24] is inadequate to handle various different types of relations, given that its undirected graph with \(|R| = 1\) is insufficient to model multi-relations of nodes. Instead, we leverage the more powerful relational graph learning scheme, so that our \(G\) is a directed graph endowing a higher capacity for modeling multiple types of directed edges between nodes. In this way, the parameterized propagation function \(f_m(\cdot, \cdot)\) in Eq.(1) becomes relation-specific, where the forwarding message update to node \(i\) from a relational node \(j\) is elaborated as \(c_{i,r}h_j^{(l)}W_r^{(l)}\). The \(W_r^{(l)}\) represents a trainable transformation matrix that is uniquely associated to one certain type of relation \(r \in R\). In other words, different relation types use individual matrices, and only directed edges of the same relation type share their weights. The parameter \(c_{i,r}\) is a normalization constant that correlates to the structure of the graph. In this way, the layer-wise propagation is achieved by accumulating the message updates through a normalized sum of all neighbor nodes under all relation types.

Hierarchically, we stack two such relational graph learning layers, with each single layer having its separate set of projection weights \(\{W_r^{(l)}\}_{l=0}^L\). No deeper layers are added to alleviate the over-smooth problem [35] of GCN, and our preliminary experiments also evidenced that additional layers yielded worse performance yet with heavier computations. After feature interactions, the final output representation associated with each node is computed by:

\[
h_i^{(out)} = \sigma \left( \sum_{r \in R} \sum_{j \in N_i^r} c_{i,r}\sigma \left( \sum_{l \in [1, L]} \sum_{j \in N_i^r} c_{l,r}h_j^{(l)}W_r^{(l)} \right) W_r^{(L)} \right),
\]

where the \(N_i^r\) denotes the set of neighbor indices of node \(i\) under a relation type \(r \in R\). Specifically in our model, we identify three different types of relations with \(|R| = 3\). For instance, as shown in Fig. 1, the video node \(h_1\) receives messages from kinematics nodes \(\{h_2, h_3\}\), both under the relation type of motion-to-vision (cf. \(W_2^{(L)}\) in brown arrow). The left kinematics node \(h_2\) receives messages from video node \(h_1\) under relation type of vision-to-motion (cf. \(W_1^{(L)}\) in purple arrow), and from right kinematics \(h_3\) under relation type of in-between-motions (cf. \(W_3^{(L)}\) in red arrow). The weight \(c_{i,r}\) is heuristically set as \(1/|N_i^r|\). We exclude the self-loop aggregation for each node, with the consideration that, for our graph classification task, the self-loop information tends to result in feature redundancy during the update process, weakening the messages propagated from neighbor nodes (i.e., other modalities). Note that such a practice does not cause knowledge leakage since the hierarchical propagation can compensate those self-contained information through iterative interactions among nodes. In addition, the regularization strategy of basis decomposition [36] is applied for \(\{W_r^{(L)}\}_{l=0}^L\) to prevent rapid growth of the number of parameters with multi-relational data.

**D. Overall Loss Function**

After interacting the multi-modal information in latent space for capturing joint knowledge, the relational graph learning layers produce updated representations for the nodes. Recall that the hidden state for each node represents the descriptors for each modality at time step \(t\), so we rephrase \(\{h_i^{(out)}\}_{i=1}^3\) into \(\{s_i, k_i^l, k_i^r\}\) as the set of features for video, left and right kinematics after graph learning. They are
concatenated to convey the joint knowledge, and forwarded to a fully-connected layer for obtaining the classification prediction \( \hat{p}_t \) for each frame:

\[
\hat{p}_t = \text{Softmax}(\text{concat}([\hat{s}_t, \hat{k}^i_t, \hat{k}^r_t]W_{fc} + b)
\]

With the situation in the robotic surgery that the duration of each conducted gesture varies widely (e.g., the gesture of “loosening more suture” occupies only about 1% time on average of the whole suturing task, while “pushing needle through tissue” takes up almost 30% task duration), we use the weighted cross-entropy loss to combat such inter-class imbalance for training samples. Denoting \( \alpha \) as the class balancing weight, \( \Theta \) as MRG-Net parameters of all trainable layers, we optimize the overall loss function:

\[
\mathcal{L}(\mathcal{X}, \mathcal{Y}; \Theta) = \frac{1}{T} \sum_t -\alpha \cdot \log \hat{p}_t,
\]

where \( \mathcal{X} \) is the multi-modal input space, \( \mathcal{Y} \) denotes the gesture categories.

### E. Implementation Details

Overall, the entire framework composing of the relational graph layers and the separate video and kinematics feature extractors is trained end-to-end. The encoder and decoder of TCN backbone consists of 3 temporal convolutional layers with \( \{64, 96, 128\} \) filters for encoder and \( \{96, 64, 64\} \) filters for decoder, with the kernel size of 51. For the visual information, we first train the CNN backbone (ResNet-18) using video sequences, then we generate the spatial-CNN features \( u_t \in \mathbb{R}^{128} \) from the pretrained backbone to train the whole model more efficiently. For kinematic data, we first convert the rotation matrix into Euler angles, then normalize all the data to zero mean and unit variance. The relational graph layers have 64-dimensional hidden states and output states, with dropout (rate = 0.2) applied.

Our graph learning framework is implemented with the Deep Graph Library (DGL) [37] in PyTorch with an NVIDIA Titan Xp GPU. The video frames are resized to resolution 320*256 with random crop 224*224 to reduce the training parameters and prevent over-fitting. We used the Adam [38] optimiser with learning rate of \( 5 \times 10^{-3} \) and weight decay of \( 5 \times 10^{-4} \) to train the proposed network. The training process took around 3 hours for a hundred epochs. To avoid the case of coincidence, we trained the same model for three times and reported their average results.

### III. EXPERIMENTS

#### A. Public Dataset and Evaluation Metrics

We first extensively validate our proposed MRG-Net on the public dataset of JIGSAWS [39] (JHU-ISI Gesture and Skill Assessment Working Set) on two tasks (i.e., suturing and knot typing), which consist of 39 videos and 36 videos respectively alongside with kinematics data of left and right robotic arms from the da Vinci surgical system. The kinematics sequences include position, rotation matrix, linear velocity, rotational velocity of tool tip and angles of gripper. A total of ten categories of surgical gestures are annotated for each single frame in suturing task and six in knot typing task (cf. [39] for detailed gesture definitions). Our experimental setting adopts leave-one-user-out cross validation, following the practice of previous works on this benchmark [40]. The employed evaluation metrics on JIGSAWS dataset include: i) Accuracy (\%) in the frame-wise level, which is to calculate the percentage of correctly recognized frames, ii) Edit Score [41] (in range \([0, 100]\), the higher score the better), which is designed to measure the performance in video segmentation level for emphasizing temporal smoothness.

#### B. Comparison with Other State-of-the-art Methods

We compare our proposed MRG-Net with previous state-of-the-art methods on the benchmark dataset and we report the mean accuracy and mean Edit Score with standard deviation (std.) (those results without std. mean the original paper didn’t report them). These methods are grouped into purely kinematics based (i.e., SC-CRF [40], TCN [42], Forward and Bidirectional LSTM [9], Bidirectional GRU [44], TricorNet [43] of hybrid TCN and LSTM, APE [10] using multi-task RNN), purely video based (i.e., TCN [42], Policy+Value [45] of offline reinforcement learning, 3D CNN with post-processing [14]), and multi-modal based methods (i.e., LC-SC-CRF [18] and MsM-CRF [40] with traditional machine learning, BoF [40] with manual extracted features and Fusion-KV [19] with deep learning).

For the suturing task, which is the most popular task with more samples and gestures in JIGSAWS, we compare our results with eleven state-of-the-art methods listed in Table I. We first see that our MRG-Net significantly outperforms the state-of-the-art uni-modal methods, with the accuracy exceeding the previous best kinematics based method [10] by 2.4% and best video method [14] by 3.6%. With multi-modal learning to capture the complementary information of visual and motion data, improved results are obtained, with the LC-SC-CRF [18] outperforming six of the uni-modal

---

**TABLE I**

RESULTS OF DIFFERENT METHODS ON JIGSAWS SUTURING DATASET FOR GESTURE RECOGNITION.

| Methods                           | Input data | Accuracy          | Edit Score       |
|----------------------------------|------------|-------------------|------------------|
| TCN [42]                         | ✓          | 80.5 ± 6.2        | 85.8             |
| Forward LSTM [9]                 | ✓          | 82.9              | 86.8             |
| TricorNet [43]                   | ✓          | 83.3 ± 5.7        | 81.1             |
| Bidir. LSTM [9]                  | ✓          | 84.7 ± 6.0        | 88.5             |
| Bidir GRU [44]                   | ✓          | 85.5              | 85.3             |
| APE [10]                         | ✓          | 81.4              | 83.1             |
| Policy+Value [45]                | ✓          | 81.7              | 88.5             |
| 3D CNN(K)+window [14]            | ✓          | 84.3              | 80.0             |
| LC-SC-CRF [18]                   | ✓          | 85.3              | 76.8             |
| Fusion-KV [19]                   | ✓          | 86.3              | 87.2             |
| MRG-Net (Ours)                   | ✓          | 87.9 ± 4.2        | 89.3 ± 5.2       |

Fig. 2. Color-coded ribbon illustration of surgical gesture recognition on Suturing task (a) and Knot Typing task (b) with ground truth (top) and our results (bottom).
methods on accuracy and the Fusion-KV [19] outperforming all of them. Importantly, our MRG-Net achieves the highest accuracy of 87.9% (with lowest std. 4.2%) and Edit Score of 89.3 (with lowest std. 5.2) compared among the multi-modal methods, demonstrating the superiority of our method enabling dynamic interactions for modeling the inherent relations of multiple input sources with graph learning.

For the knot typing task, which is more complex than suturing while less validated in previous works, we list the results in Table II. The performance of current state-of-the-art uni-modal and multi-modal methods are referenced from the benchmark in [40]. It can be observed that traditional multi-modal method (MsM-CRF), if without sufficient integration of the visual and kinematics information in the complex task, even obtained worse performance compared with pure video based method and pure kinematics based method. Leveraging our proposed relational graph learning method to interact the visual and kinematics embeddings in the latent space, a high recognition accuracy of 88.1% can be achieved on this task.

For qualitative results, Fig. 2 illustrates the visualization results on both suturing and knot typing tasks in the form of color-coded ribbon, demonstrating the temporal consistency and smoothness of the surgical gesture predictions leveraging the high-quality multi-modal representations.

C. Ablation Analysis on Our Method

To validate the contribution of each key component in our proposed MRG-Net, Table III lists the results of five ablation studies implemented with our own backbone on suturing task for direct comparison: 1) Pure-Vis: uni-modal using visual data, 2) Pure-Kin: uni-modal using kinematics, 3) TCN-KV (w/o split): merging video and kinematics (without splitting left and right arms) with TCN, 4) TCN-KV: merging video and kinematics (splitting left/right arms) with TCN, 5) GCN-KV: multi-modal learning with plain GCN without multi-relation, and finally our proposed multi-relational MRG-Net.

We see that fusing visual and kinematics features in latent space can provide richer knowledge for achieving higher performance, even using simple concatenation of representations in temporal convolutional networks. Note that splitting left and right kinematics data yields better results than treating both kinematics as a whole (comparing 3rd/4th rows with TCN), which also reveals the different information contained in the left and right “hands” of robotic systems. Moreover, our graph learning for interactive multi-modal message passing can bring improvement over TCN. Further modelling multi-relations as designed based on domain knowledge, the gesture recognition performance gets higher, which confirms the significance of considering the “edges” between “nodes” diversely, as they incorporate distinct types of relations among various information sources.

In addition, we analyze the detailed accuracy across gesture category, as shown in Fig. 3. We notice a large variance in the results with the highest accuracy achieving 93% (G1 “reaching for needle with right hand”), while the lowest being less than 10% (G10 “loosening more suture”). The performance imbalance may be still due to the large variance in gesture frequency and sample numbers, which reflects the challenges in this recognition task which remains to be further conquered in future research. Besides, we see that our relational graph multi-modal learning consistently outperforms Pure-Vis and Pure-Kin by a large margin (especially for G9 “using right hand to help tighten suture” with strong visual/motion relationships), demonstrating the stable effectiveness of our method. Last but not least, Fig. 4 visualizes the node features from MRG-Net learning process with t-SNE [46], where the left and right embed the sets of \( \{s_t, k^l_t, k^r_t\} \) and \( \{\tilde{s}_t, \tilde{k}^l_t, \tilde{k}^r_t\} \), respectively, for observing features before and after multi-relational graph updates. It clearly shows that multi-modal features are harmoniously fused from interactive message propagation and aggregation.

D. Experiment on In-house dVRK Dataset from Two Centers

To further validate our method, we have collected robotic multi-modal datasets on dVRK platforms in two centers from CUHK and JHU. The data collection conditions of the two datasets had variations in settings of hand-eye calibrations, illuminations, operating locations, which reflected complications in real-world practice. Both kinematics sequences and
camera videos have been recorded and synchronized.

To build the in-house dVRK datasets, we experimented on the peg transfer task (see Fig. 5 (a)), which is one of the most popular tasks present in Fundamentals of Laparoscopic Surgery [47] and widely adopted for surgical skill training [48]. Specifically, we defined and manually annotated five different gestures for peg transfer: A1: Idle (No action performed); A2: Reach for peg (with left hand); A3: Lift peg (with left hand); A4: Exchange (transfer the peg to right hand); A5: Place peg (with right hand). The dataset consists of 24 sequences with 12 sequences from CUHK and JHU each. The duration of sequences is within the range of 20-60 seconds due to different length settings to transfer the peg. Within each site, all the operation records were performed by the same user who is familiar with using dVRK platform. The kinematics data includes the position/orientation of end-effector and opening angle of the gripper, at the meanwhile, videos are synchronously recorded and there are all down-sampled to 10Hz in pre-processing.

Considering different conditions in data acquisition such as hand-eye settings of dVRK systems, appearances of peg transfer boards, we individually trained and tested models for each dataset, in which we split each dataset to perform 3-fold cross-validation (8 sequences for training and 4 for testing). We adopted the same evaluation metrics as JIGSAWS (i.e., accuracy and Edit Score). The results are listed in the Table IV and Table V, in which Baseline means the standard 2D CNN backbone used in MRG-Net (ResNet-18), while Pure-Vis and Pure-Kin represent the same configurations as Table III, which adopted TCN and LSTM.

It can be observed that, on both datasets, compared to 2D based Baseline, the methods of Pure-Vis and Pure-Kin can obtain higher accuracies and Edit Scores, leveraging their consideration of temporal information in the sequential data. On both the datasets, our proposed MRG-Net achieves the highest accuracy and Edit Score, consistently outperforming the Baseline, Pure-Vis and Pure-Kin methods with a notable margin. The Edit Scores reaches as high as 98.7% on CUHK dataset and 96.4% on JHU dataset, which reflects the good smoothness and stability of the prediction on dVRK data. In addition, we notice that the model performances for CUHK dataset are overall slightly higher than that for JHU dataset.

We analyze that this is related to the variation of task duration between these two sites. The data recorded from JHU present larger diversity regarding task completion speed compared to CUHK data, thus may be more challenging for recognition. It will be interesting and valuable to further investigate model behavior differences between two datasets in our future work.

**IV. CONCLUSION AND FUTURE WORK**

This paper presents a novel online multi-modal graph learning method to dynamically integrate complementary information in video and kinematics data from robotic systems, to achieve accurate surgical gesture recognition. Multi-relational representation aggregation is achieved through a designed directed graph to capture the underlying joint knowledge between the visual scenes and kinematics motions. The effectiveness of our method is validated with state-of-the-art performance on the public dataset of JIGSAWS on two tasks of suturing and knot typing. Meanwhile, we investigate the significance of each component in our network by conducting ablation studies on JIGSAWS suturing dataset. Furthermore, the proposed method is validated on our collected in-house dVRK datasets, shedding light on the general efficacy of our approach.

In our future work, we shall explore how to resolve the data variance and domain gap due to different acquisition environments and hardware platforms of our two in-house datasets. Potentially, we will design a 6-DOF transformer (a trainable homogeneous mapping) to uniformly align kinematics data from different platforms to a common feature space, and rely on optical flow to tackle the visual gap among different environment. With the help of these methods, we can improve the generalization ability of our method, so as to make full use of more robotic surgery datasets and achieve a cross-platform training and testing scheme. Moreover, we will investigate how to extract the multi-modal embeddings with unsupervised learning schemes in order to reduce the annotation cost. We will also apply the developed visual-kinematics based surgical gesture recognition to downstream scenarios such as sub-task automation for robotic surgery.

---

**TABLE IV**

| Methods          | Input data | Accuracy | Edit Score |
|------------------|------------|----------|------------|
| Baseline(ResNet-18) | ✔️          | 90.0 ± 4.2 | 85.6 ± 2.5 |
| Pure-Vis         | ✔️          | 92.0 ± 3.5 | 95.6 ± 2.7 |
| Pure-Kin         | ✔️          | 93.0 ± 4.5 | 96.3 ± 2.9 |
| MRG-Net (Ours)   | ✔️          | 95.0 ± 3.9 | 97.3 ± 3.4 |

**TABLE V**

| Methods          | Input data | Accuracy | Edit Score |
|------------------|------------|----------|------------|
| Baseline(ResNet-18) | ✔️          | 79.5 ± 3.8 | 22.4 ± 4.2 |
| Pure-Vis         | ✔️          | 82.0 ± 3.6 | 95.1 ± 3.2 |
| Pure-Kin         | ✔️          | 85.0 ± 3.4 | 95.5 ± 3.9 |
| MRG-Net (Ours)   | ✔️          | 87.3 ± 2.9 | 96.4 ± 3.6 |
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