Bayesian inference and uncertainty quantification in a general class of non-linear inverse regression models is considered. Analytic conditions on the regression model \( \{ \mathcal{G}(\theta) : \theta \in \Theta \} \) and on Gaussian process priors for \( \theta \) are provided such that semi-parametrically efficient inference is possible for a large class of linear functionals of \( \theta \). A general semi-parametric Bernstein-von Mises theorem is proved that shows that the (non-Gaussian) posterior distributions are approximated by certain Gaussian measures centred at the posterior mean. As a consequence posterior-based credible sets are shown to be valid and optimal from a frequentist point of view. The theory is demonstrated to cover two prototypical applications with PDEs that arise in non-linear tomography problems: the first concerns an elliptic inverse problem for the Schrödinger equation, and the second the inversion of non-Abelian X-ray transforms. New PDE techniques are developed to show that the relevant Fisher information operators are invertible between suitable function spaces.
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1. Introduction

We are concerned here with a general class of non-linear inverse regression problems that arise with partial differential equations (PDEs). They involve a functional parameter \( \theta \) one wishes to make inference on, a non-linear ‘forward map’ \( \theta \mapsto \mathcal{G}(\theta) \) describing a set of regression functions \( \{ \mathcal{G}(\theta) : \theta \in \Theta \} \) defined on some domain \( \mathcal{X} \), and statistical measurements

\[
Y_i = \mathcal{G}(\theta)(X_i) + \sigma \varepsilon_i, \quad i = 1, \ldots, N.
\]

Here the \( (X_i)_{i=1}^N \) represent a finite ‘uniform’ discretisation of \( \mathcal{X} \) and the \( \varepsilon_i \) are independent Gaussian noise variables scaled by a fixed noise level \( \sigma > 0 \).

The aim is to construct a statistically and computationally efficient algorithm that recovers \( \theta \) from such data \( (Y_i, X_i)_{i=1}^N \). In applications, often more is required and one is further interested in data-driven performance guarantees for the output of the algorithm. This task forms part of the evolving scientific paradigm of ‘uncertainty quantification’ [16]. In statistical terminology one is concerned with the construction of a confidence set for aspects of the possibly infinite-dimensional parameter \( \theta \). In common language this just expresses the desire to find valid ‘error bars’ for the output of the algorithm one has used.

Various methods aiming to ‘quantify inferential uncertainty’ for inverse problems involving PDEs are now available, particularly based on Bayesian posterior distributions arising from Gaussian process (and other) priors for \( \theta \), as advocated in influential work by A. Stuart [54, 13]. While such measures of uncertainty can be computed by MCMC methods (see [29, 30, 11, 50, 10, 5] and below), there are currently no statistical (frequentist) guarantees available for the validity of such posterior inferences in typical PDE settings where \( \mathcal{G} \) is non-linear and \( \theta \) is modelled as a Gaussian process. The present paper attempts to shed some light on this issue.

The general results we obtain will be shown to apply to two prototypical ‘model problems’ which are concerned with non-linear maps \( f \mapsto u_f \) arising with solutions \( u = u_f \) of a differential equation of the form

\[
\mathcal{D} u - fu = 0 \text{ on } M,
\]
where $\mathcal{D}$ is a given differential operator and $f$ an unknown potential defined on some domain $M$ in $\mathbb{R}^d$. The aim is to recover $f$ from certain measurements of $u_f$.

In our first example one takes for $\mathcal{D}$ an elliptic second order differential operator, in fact to simplify the exposition we only consider $\mathcal{D} = \Delta$ equal to the standard Laplacian. One then parameterises $f$ via some link function mapping a linear space $\Theta$ (to which Gaussian process priors can be assigned) into positive potentials $f = f_\theta > 0$, and collects noisy measurements (1.1) with $X = M$ of the solution $\mathscr{J}(\theta) = u_{f_\theta}$ of the corresponding (time-independent) Schrödinger equation (1.2) with prescribed boundary values. Various nonlinear inverse problems are of this form or can be reduced to one involving a Schrödinger equation [28]. For instance applications to photo-acoustic tomography are discussed in [4, 3]. The results to be obtained here complement and extend recent results in [38].

In our second example we consider an inverse problem with boundary scattering data. Here the differential operator $\mathcal{D}$ arises from the geodesic vector field on the 2-dimensional unit disk $M$ and one observes non-Abelian $X$-ray transforms corresponding to the ‘influx’ boundary values at $X = \partial_+ SM$ of matrix-valued solutions $u_\theta$ of (1.2) with $f = \theta$ a skew-symmetric matrix field. This non-linear geometric inverse problem appears in physical imaging problems such as neutron spin tomography, see [26, 51] and has been studied in [15, 42, 44, 37]. Mathematically the setting is fundamentally different from the Schrödinger case as the underlying PDE methods are not elliptic but of transport type. A main contribution of this article is to develop new techniques that allow to address the challenge of inverting the Fisher information operator arising in this setting (see below for more details).

We will give rigorous frequentist ($N \to \infty$) guarantees for Bayesian uncertainty quantification methodology arising from sufficiently smooth Gaussian process priors for $\theta$ in such inverse problems. Specifically, conditions will be provided under which optimal asymptotic semi-parametric inference is possible for linear functionals $\langle \theta, \psi \rangle$ for smooth $\psi \in C^\infty$, from data in (1.1), and we verify these conditions for the preceding examples with the Schrödinger equation and non-Abelian $X$-ray transforms. As a consequence Bayesian credible sets for such parameters are shown to be valid frequentist confidence sets, providing objective large sample guarantees for uncertainty quantification. We numerically validate these theoretical findings for reasonable sample sizes ($N = 600, 1000$) in Section 2.6.

The idea behind our results is based on obtaining asymptotically exact Bernstein-von Mises type Gaussian approximations for the local fluctuations of the non-Gaussian posterior measure near $\theta_0$. In traditional regular statistical models such approximations have a long history going back to Laplace [33], von Mises [59], Le Cam [34] and van der Vaart [57]. In more complex settings with infinite-dimensional parameter spaces and inverse problems, such results are more recent and the present article contributes to the programme developed in [6, 7, 8, 49, 38, 36, 39, 20].

Next to some standard regularity assumptions on $\mathcal{J}$, our results involve two key hypotheses which are specific to a given inverse problem. The first condition we require is that posterior inference is globally consistent, that is, that the posterior measure concentrates on a shrinking $\| \cdot \|_\infty$ neighborhood of the ground truth $\theta_0$.
generating the data. Proving such results typically requires ‘global’ stability estimates for the inverse problem and the techniques involved are thus quite different from the ‘local’ techniques of the present paper. Consistency results of this kind were recently obtained in relevant PDE settings in [37, 11, 21] building on ideas from [58]. As we are dealing with difficult non-linear ill-posed inverse problems, the contraction rates obtained in our concrete model examples are still comparably slow in ‘low regularity settings’. Thus, in order to control the discretisation error and semi-parametric ‘bias’ terms in our proofs, we will have to assume that the prior Gaussian process model employed is sufficiently regular (in a Sobolev sense).

The second key condition concerns the inverse of the so-called (‘Fisher’-) information operator of the inverse problem. If we denote by $I_0 = I_{\theta_0}$ the linear operator obtained from linearising the non-linear map $G$ near the ground truth parameter $\theta_0$ (one may think of it as a derivative $(\partial G/\partial \theta)|_{\theta=\theta_0}$ in a suitable sense), then general statistical theory [57] suggests that a canonical asymptotic approximation to the posterior measure for $\theta$ should arise from a Gaussian measure with covariance operator $I_0^*I_0^{-1}$ where $I_0^*$ is an appropriate adjoint of $I_0$. Moreover this operator provides a benchmark for the optimum any uncertainty quantification algorithm can achieve (in a sense made precise in Section 3.3). What precedes can be made rigorous, however, only if the information (or normal) operator $I_0^*I_0$ is surjective onto a large enough range, and if the mapping properties of its inverse allow for the composition of $I_0$ with $(I_0^*I_0)^{-1}$. In the settings above this is not at all clear a-priori and in fact generates new PDE questions in its own right. For the Schrödinger equation problem it was shown in [38] using elliptic theory that $I_0^*I_0$ indeed is invertible (in fact, its inverse equals a certain type of iterated Schrödinger operator). We extend here the results in [38] to allow for Gaussian priors and a more general discrete measurement setting (under suitable hypotheses). For the non-Abelian X-ray case, inversion of $I_0^*I_0$ is a more delicate problem that we successfully solve in this paper using recent techniques from [35]. We refer to Remark 2.3 for some context and perspectives on this result.

At this point it suffices to point out that the statistical questions explored here and in [36, 37] are drivers of new developments in geometric inverse problems.

This paper is organised as follows: The main results for the PDE models arising from (1.2) are given in Section 2 whereas the general theory for Bayesian inference in non-linear random design regression models is developed in Section 3. All proofs are given in subsequent sections, and the results on the information geometry of non-Abelian X-ray transforms are presented in Section 6.1. Throughout, for $X$ a suitable open subset of Euclidean space, we use standard notation for Hölder spaces $C^\beta(X)$ of $[\beta]$-times ($[\cdot]$ denotes integer part) continuously differentiable functions whose partial derivatives of order $[\beta]$ satisfy a $\beta-[\beta]$-Hölder continuity condition on $X$. We define the usual Sobolev spaces $H^\alpha(X)$ of functions with $L^2(dx)$-derivatives up to order $\alpha$, defined for $\alpha \notin \mathbb{N}$ by interpolation. Finally, for $V$ a normed vector space, $C^\infty(X, V)$ denotes all smooth $V$-valued functions defined on $X$, and $C^\infty_c(X, V)$ denotes the subspace of $C^\infty(X, V)$ consisting of functions that are compactly supported in the interior of $X$. In Section 6.1 these definitions will also be used when $X = M$ is a Riemannian manifold $M$ with boundary.
2. Main results for PDE models

2.1. General observation setting, prior and posterior. Let \((\mathcal{X}, \mathcal{A})\) and \((\mathcal{Z}, \mathcal{B})\) be measurable spaces equipped with measures \(\lambda, \zeta\), respectively. We will assume that \(\lambda\) is a probability measure and that \(\zeta\) a finite measure. Let further \(V, W\) be finite-dimensional vector spaces of fixed finite dimensions \(p_V, p_W \in \mathbb{N}\), with inner products \(\langle \cdot, \cdot \rangle_W, \langle \cdot, \cdot \rangle_V\), respectively. Denote by

\[ L^\infty(\mathcal{X}), L^2(\mathcal{X}) = L^2_\lambda(\mathcal{X}, V) \quad \text{and} \quad L^\infty(\mathcal{Z}), L^2(\mathcal{Z}) = L^2_\zeta(\mathcal{Z}, W), \]

the bounded measurable, and \(\lambda\)- or \(\zeta\)- square integrable, \(V\) or \(W\)-valued functions defined on \(\mathcal{X}, \mathcal{Z}\), respectively. Denote by \(\| \cdot \|_{L^2_\zeta(\mathcal{Z})}, \| \cdot \|_{L^2_\lambda(\mathcal{X})}\) the usual \(L^2\)-norms on these spaces, and by \(\langle \cdot, \cdot \rangle_{L^2_\zeta(\mathcal{Z})}, \langle \cdot, \cdot \rangle_{L^2_\lambda(\mathcal{X})}\) the corresponding inner products; and write \(\| \cdot \|_\infty\) for the supremum norm.

We will consider parameter spaces \(\Theta\) that are (Borel-measurable) linear subspaces of \(L^\infty(\mathcal{Z}, W)\), on which measurable ‘forward maps’

\[ \theta \mapsto \mathcal{G}(\theta), \quad \mathcal{G} : \Theta \to L^2_\lambda(\mathcal{X}, V), \]

are defined. Observations then arise in a general random design regression setup where one is given jointly i.i.d. random variables \((Y_i, X_i)_{i=1}^N\) of the form

\[ Y_i = \mathcal{G}(\theta)(X_i) + \varepsilon_i, \quad \varepsilon_i \sim_{i.i.d} N(0, \sigma^2 I_V), \quad \sigma > 0, \quad i = 1, \ldots, N, \]

where the \(X_i\)'s are random i.i.d. covariates drawn from law \(\lambda\) on \(\mathcal{X}\). We assume that the covariance \(I_V\) of each noise vector \(\varepsilon_i\) is diagonal for the inner product of \(V\). Correlated Gaussian noise can be accommodated simply by adjusting the choice of inner product on \(V\). Conditions on the ‘experiments’ underlying our regression model enter our results only through the probability measure \(\lambda\) generating the \(X_i\)'s. In common cases where \(\lambda\) represents a uniform distribution on some bounded domain in Euclidean space, a deterministic design regression model with ‘equally spaced’ design \(X_i = x_i\) can be seen to be statistically equivalent to (2.2), see [47].

If the natural domain on which \(\mathcal{G}\) is defined is not a linear space, one can employ ‘link functions’ that map \(\Theta\) into the relevant domain. The new forward map then consists of the composition of that link function with the initial forward map. See Section 2.3 below for an example. We insist that \(\Theta\) be a linear space so that Gaussian process priors can be assigned to it.

To fix notation: The joint law of the random variables \((Y_i, X_i)_{i=1}^N\) in (2.2) defines a probability measure on \((V \times \mathcal{X})^N\), and it will be denoted by \(P^N_\theta = \otimes_{i=1}^N P^1_\theta\), where we note \(P^1_\theta = P^1_\theta\) for all \(i\). The infinite product probability measure \(\otimes_{i=1}^\infty P^1_\theta\) describing the law of all possible infinite sequences of observations (in \((V \times \mathcal{X})^N\)) will be denoted by \(P^\infty_\theta\). We also write shorthand

\[ D_N = \{Y_1, \ldots, Y_N, X_1, \ldots, X_N\}, \quad N \in \mathbb{N}, \]

for the given data vector.
Now given a prior probability measure $\Pi$ on $\Theta$ to be specified, and assuming $\theta \sim \Pi$, we make the Bayesian model assumption that $$\left( Y_i, X_i \right)_{i=1}^N \mid \theta \sim P_\theta$$ which by Bayes’ rule generates a conditional posterior distribution of $\theta \mid (Y_i, X_i)_{i=1}^N$ on $\Theta$ — it will be denoted by $\Pi(\cdot \mid (Y_i, X_i)_{i=1}^N) \equiv \Pi(D_N)$. The posterior distribution arises from a dominated family of probability measures (assuming joint measurability of the map $(\theta, x) \to G(\theta)(x)$) and is hence given by

$$\Pi(A \mid D_N) \equiv \Pi(A \mid Y_1, \ldots, Y_N, X_1, \ldots, X_N) = \frac{\int_A e^{\ell_N(\theta)} d\Pi(\theta)}{\int_{\Theta} e^{\ell_N(\theta)} d\Pi(\theta)},$$

for any Borel set $A$ in $\Theta$. Here, by independence

$$\ell_N(\theta) = \sum_{i \leq N} \ell_i(\theta), \quad \text{where} \quad \ell_i(\theta) = -\frac{1}{2\sigma^2} \| Y_i - G(\theta)(X_i) \|^2_V,$$

is, up to additive constants, the log-likelihood function of the observations.

### 2.2. Gaussian process priors for inverse problems.

Gaussian priors are widely used in Bayesian inverse problems since [29, 30], among others for uncertainty quantification purposes as discussed in the introduction. In the ‘non-parametric’ setting advocated by Stuart [54], when the parameter of interest is a function $\theta : Z \to W$, the infinite-dimensional notion of a Gaussian prior is the one of a random map arising from a centred Gaussian process (see, e.g., [19, 17] for background).

For example, if $Z$ is a bounded smooth domain in $\mathbb{R}^d$, an $\alpha$-regular Whittle-Matérn process with index set $Z$ (cf. Example 11.8 in [17]) arises as the stationary centred Gaussian process $G = \{ G(z), z \in Z \}$ with covariance kernel

$$K(x, y) = \int_{\mathbb{R}^d} e^{-i(x-y,\xi)}d\mu(d\xi), \quad \mu(d\xi) = (1 + \|\xi\|_{\mathbb{R}^d}^2)^{-\alpha}d\xi, \quad x, y \in Z.$$ 

From the results in Chapter 11 in [17] we see that the reproducing kernel Hilbert space (RKHS) of $(G(z) : z \in Z)$ equals the set of restrictions to $Z$ of elements in the Sobolev space $H^\alpha(\mathbb{R}^d)$, which coincides, with equivalent norms, with the Sobolev space $H^\alpha(Z)$ over $Z$. Moreover, Lemma I.4 in [17] shows that $G$ has a version with paths belonging almost surely to the Hölder spaces $C^{\beta'}(Z)$ for all $\beta' < \alpha - d/2$, and thus defines a Gaussian Borel probability measure on $\Theta = C(Z)$ whenever $\alpha > d/2$ (and in fact in $C^{\beta'}(Z)$ for any $\beta < \beta'$).

A key challenge for implementation is of course the computation of the posterior distribution in such settings. When the forward map $G$ is linear then one can show that the posterior distribution (2.4) will also be a Gaussian measure on $\Theta$ so that posterior sampling is fairly straightforward (see [30] and, for concrete implementation with Whittle-Matérn priors, e.g., [36]). But even in the case where $G$ is non-linear, so that the posterior is not Gaussian any more, MCMC methods can be readily used as long as the forward map (and possibly its gradient) can be numerically evaluated, see, e.g., [29, 30, 11, 50, 10, 5, 37] and Section 2.6 below. Computational guarantees for the mixing times of such algorithms are also available [25, 41] even in the potentially
non-convex setting relevant here, thus providing feasible statistical methodology for non-linear problems.

Regarding statistical (frequentist) properties of posterior measures, the case of linear $\mathcal{G}$ is again fairly well understood due to the explicit Gaussian structure of the posterior distribution, we refer here only to [32, 48, 2, 31, 36, 20, 24] and references therein. The non-linear case, however, remains a formidable challenge. While consistency and contraction rates for Bayesian methods have been established very recently in some settings [37, 1, 21], no guarantees are currently available for the task of uncertainty quantification investigated here (except for [38] to be discussed below).

To address this challenge we will prove Bernstein-von Mises theorems which entail that under suitable hypotheses the non-Gaussian posterior measure $\Pi(\cdot|D_N)$ is approximated, in the sense of weak convergence, by a Gaussian distribution with a canonical covariance structure. Our results will hold in $P_{\theta_0}^{\mathbb{N}}$-probability, where $\theta_0$ is the ground truth parameter generating the data (2.2), and for all linear functionals $\langle \theta, \psi \rangle_{L^2}, \theta \sim \Pi(\cdot|D_N)$, with $\psi$ a smooth test function. More precisely we will show that if $d_{weak}$ is any metric for weak convergence of probability measures on $\mathbb{R}$ (see [14]), if $E\Pi[\theta|D_N]$ is the posterior mean (defined as a Bochner integral in $C(\mathcal{Z})$), and if $\Pi^\psi(\cdot|D_N)$ denotes the (through $D_N$ random) probability law of

$$\sqrt{N}\langle \theta - E\Pi[\theta|D_N], \psi \rangle_{L^2(\mathcal{Z})} \sim \Pi(\cdot|D_N),$$

then for a normal $N(0, \sigma_\psi^2)$ distribution with variance $\sigma_\psi^2$ to be specified,

$$(2.6) \quad d_{weak}(\Pi^\psi(\cdot|D_N), N(0, \sigma_\psi^2)) \to_{P_{\theta_0}^{\mathbb{N}} N \to \infty} 0.$$

If a limit such as the last one holds we shall say, in slight abuse of terminology, that $\sqrt{N}\langle \theta - E\Pi[\theta|D_N], \psi \rangle_{L^2(\mathcal{Z})}$ converges in distribution. We will obtain some general results of this kind in Section 3 but first give the explicit theorems we obtain for the main examples (1.2) of this paper, namely for the Schrödinger equation and for non-Abelian X-ray transforms.

2.3. Normal approximation for the Schrödinger equation. We now consider an inverse problem for a steady state Schrödinger equation. Such problems have applications in photo-acoustic tomography [4, 3] and have been studied recently in the Bayesian inference setting in [38]. For a bounded smooth domain $\mathcal{X} = \mathcal{Z}$ in $\mathbb{R}^d$ with boundary $\partial\mathcal{X}$, let $\lambda = \zeta$ equal the Lebesgue measure on $\mathcal{X}$ normalised to one. Then consider solutions $u_f$ of the elliptic boundary value problem

$$(2.7) \begin{cases} \frac{1}{2}\Delta u - fu = 0 & \text{on } \mathcal{X}, \\ u = g & \text{on } \partial\mathcal{X}, \end{cases}$$

where $f : \mathcal{X} \to (0, \infty)$, is a positive potential, where $\Delta$ is the Laplacian, and where $g : \partial\mathcal{X} \to [g_{\min}, \infty), g_{\min} > 0$, are given smooth ‘boundary temperatures’. For $\theta \in C(\mathcal{X})$ we will parameterise $f = \phi \circ \theta$ where $\phi : \mathbb{R} \to (f_{\min}, \infty), f_{\min} \geq 0$, is a smooth bijective ‘regular link’ function chosen as in [40] (satisfying in particular
\( \phi(0) = 1 \) and \( \phi' > 0 \). In the notation from earlier in this section we set
\[
G(\theta) \equiv u_{\phi \circ \theta} \in L^2(\mathcal{X}), \quad V = W = \mathbb{R},
\]
where we note that for \( f = \phi \circ \theta, \theta \in C^\beta(\mathcal{X}), \beta > 0 \), a unique \( C^2 \)-solution \( u_f \) of (2.7) exists by standard results for elliptic PDEs [18].

Now draw \( \theta' \) from an \( \alpha \)-regular Whittle-Matérn Gaussian process (cf. Subsection 2.2) supported in \( C^\beta(\mathcal{X}) \) for \( 0 < \beta < \alpha - d/2 \), and let the prior \( \Pi = \Pi_N \) be the law on \( \Theta \equiv C^\beta(\mathcal{X}) \) of the random function
\[
G(\theta', x) \quad x \in \mathcal{X}.
\]

To state the following theorem, define the space \( C^{\infty,2}(\mathcal{X}) \) consisting of real-valued functions \( f \in C^\infty(\mathcal{X}) \) such that the partial derivatives \( (D^j f)|_{\partial \mathcal{X}} = 0 \) vanish for all multi-indices \( j \) of order \( 0 \leq |j| \leq 2 \). Evidently \( C^{\infty,2}(\mathcal{X}) \subset C^{\infty,2}(\mathcal{X}) \). We also introduce the Schrödinger operator
\[
S_f[w] = \frac{1}{2} \Delta w - f w, \quad w \in C^2(\mathcal{X}),
\]
appearing in the expression for the asymptotic variance. The following theorem extends related results in [38] to Gaussian process priors, and to the more realistic measurement setting (1.1), assuming that the true parameter \( \theta_0 \) and test function \( \psi \) define appropriate elements of \( C^\infty(\mathcal{X}) \).

**Theorem 2.1.** Consider the prior \( \Pi_N \) from (2.8) with integer regularity \( \alpha \) large enough satisfying (5.13). Let \( \theta \sim \Pi(\cdot | D_N) \) where \( \Pi(\cdot | D_N) \) is the posterior measure on \( \Theta \) arising from observations \( D_N \) in model (2.2) with \( G(\theta) \) the solution of the Schrödinger equation (2.7), \( f = \phi \circ \theta \), and where \( \phi : \mathbb{R} \to (f_{\min}, \infty), f_{\min} \geq 0 \), is a regular link function. Denote the posterior mean by \( \theta_N = E[\theta | D_N] \), and let \( \psi \in C^{\infty,2}(\mathcal{X}) \). Assume \( f_0 = \phi \circ \theta_0 \) for some \( \theta_0 \in C^\infty(\mathcal{X}) \) such that \( \inf_{x \in \mathcal{X}} f_0(x) > f_{\min} \).

Then we have as \( N \to \infty \),
\[
\sqrt{N}(\theta - \theta_N, \psi)_{L^2(\mathcal{X})} | D_N \to^d N(0, \sigma^2(f_0, \psi)) \quad \text{in } P_{\theta_0} \quad \text{probability},
\]
and moreover that
\[
\sqrt{N}(\theta_N - \theta_0, \psi)_{L^2(\mathcal{X})} \to^d N(0, \sigma^2(f_0, \psi))
\]
where the asymptotic variance is given by
\[
\sigma^2(f_0, \psi) = \left\| S_{f_0} \left[ \frac{\psi}{u_{f_0} \phi'(\theta_0)} \right] \right\|_{L^2(\mathcal{X})}^2.
\]

The boundary conditions on \( \partial \mathcal{X} \) and regularity assumption \( \theta_0 \in C^\infty(\mathcal{X}) \) ensure that the inverse of the underlying information operator (which is an elliptic order-4 type operator, see (5.6) below) exists and maps \( C^{\infty,2}(\mathcal{X}) \) into \( C^\infty(\mathcal{X}) \). This fact is used crucially in the proofs and also implies finiteness of \( \sigma^2_{f_0, \psi} \) in (2.9).

In the proofs we establish a non-parametric contraction rate \( \delta_N \) of the posterior measure about \( \theta_0 \) in \( \| \cdot \|_{L^2}-distance \). The rate \( \delta_N \) improves if the Gaussian process prior model is more regular. To control non-linear semi-parametric bias terms in
the Bernstein-von Mises approximation we require $N\bar{\delta}_N^3 = o(1)$ in our proofs, which corresponds to the condition (5.13). If a faster rate than $\bar{\delta}_N$ can be obtained, that condition could be weakened, but we do not pursue this issue in detail as we require $\theta_0 \in C^\infty(\mathcal{X})$ at any rate (for the mapping properties of the information operator).

2.4. Normal approximation for non-Abelian X-ray transforms. We now present results comparable to those from the previous subsection for the non-Abelian X-ray transform as considered in [44, 37]. Applications to neutron spin tomography can be found in [26, 51], see also Section 1.2 in [37].

We let $M \subset \mathbb{R}^2$ be the closed unit disk with boundary $\partial M$. We consider lines in the plane (i.e. geodesics) parametrized by $\gamma(t) = x + tv$, where $x \in \mathbb{R}^2$ and $v \in S^1$.

We only want those lines intersecting our region of interest $M$ and further introduce the influx and outflux boundaries as

$$
\partial_+ SM = \{(x, v) \in \partial M \times S^1 : x \cdot v \leq 0\},
$$

$$
\partial_- SM = \{(x, v) \in \partial M \times S^1 : x \cdot v \geq 0\},
$$

where $\cdot$ is the standard dot product in the plane. If we take $(x, v) \in \partial_+ SM$, then the line $\gamma(t) = x + tv$ will exit the disk in time $\tau(x, v) := -2x \cdot v$.

Let $\Phi : M \to \mathbb{C}^{n \times n}$ be a continuous matrix field. Given a line segment (geodesic) $\gamma : [0, \tau] \to M$ with endpoints $\gamma(0), \gamma(\tau) \in \partial M$, we consider the matrix ODE

$$
\dot{U} + \Phi(\gamma(t))U = 0, \quad U(\tau) = \text{Id}.
$$

We define the scattering data of $\Phi$ on $\gamma$ to be $C_\Phi(\gamma) := U(0)$. This problem, backward in time for convention here, is well-posed and leads to a unique definition of $U(0)$, containing information about $\Phi$ along the geodesic $\gamma$. Note that when $\Phi$ is scalar, we obtain $\log U(0) = \int_0^\tau \Phi(\gamma(t)) \, dt$, which is the classical X-ray/Radon transform of $\Phi$ along the ray $\gamma$. Considering the collection of all such data makes up the non-Abelian X-ray transform of $\Phi$, viewed here as a map

$$
C_\Phi : \partial_+ SM \to \mathbb{C}^{n \times n},
$$

and the goal is to recover $\Phi$ from $C_\Phi$. Inverting Abelian and non-Abelian X-ray transforms are examples of inverse problems in integral geometry, an active field permeating several tomographic imaging methods, see also the recent topical review [27]. We are most interested here in the case where $\Phi$ takes values in the Lie algebra $\mathfrak{so}(n)$ of skew-symmetric matrices associated to the special orthogonal group $SO(n)$. In this case the scattering data $C_\Phi$ maps into $SO(n)$ and the map $\Phi \mapsto C_\Phi$ is known to be injective [15, 42, 44]. Also, for $n = 3$ this is the relevant problem for neutron spin tomography [26, 51].

Since $M$ is the unit disk, we can parametrise its boundary (the unit circle) $\partial M$ with an angular variable $\phi$; similarly the vectors $v$ pointing inside $M$ can be parametrized with an angular variable $\varphi \in [-\pi/2, \pi/2]$ (fan-beam coordinates). The influx boundary $\partial_+ SM$ can hence be equipped with a normalized area form $\lambda, d\lambda := d\phi d\varphi/2\pi^2$. The other common measure in use is $\cos \varphi d\lambda$ (the symplectic measure) and as we
comment below in Remark 2.3 the ramifications of choosing one over the other in terms of the Fisher information operator go quite deeply. In this paper we work exclusively with $\lambda$ as in [37].

The non-Abelian X-ray transform can be cast into the general statistical model setting from (2.11) as follows: We set $\mathcal{Z} = M$ endowed with its volume element $\zeta = dx$, and $\mathcal{X} = \partial_+ SM$ with $\lambda$ defined above. The vector spaces $V = W$ can be taken to equal the space of $n \times n$ real matrices with Frobenius inner product $\langle \cdot, \cdot \rangle_F$. The standard element-wise basis $e_n$ taken to equal the space of standard element-wise basis $e_n$.

The non-linear forward map is then $G:M$ to $\mathcal{L}$. Considered in the noise model in [37]. Next we let $\Theta = \times_{j=1}^{\dim(\mathfrak{s}(n))} C(M)$ denote the space of all continuous maps defined on $M$ taking values in $\mathfrak{s}(n)$. Identifying $\Theta = \Phi$, the non-linear forward map is then $\mathcal{G}(\theta) = C_0 = C_\Phi$ from (2.10).

The linearisation $\mathbb{I}_0 = \mathbb{I}_{\theta_0}$ of $\mathcal{G}$ at $\theta_0$ provides a bounded linear map from $L^2(M)$ to $L^2_\lambda(\partial_+ SM)$ with adjoint $\mathbb{I}_0^* : L^2_\lambda(\partial_+ SM) \to L^2(M)$, see Section 6.1. There it is further shown that for $\theta_0 \in C^\infty_c(M, \mathfrak{s}(n))$ the information operator $\mathbb{I}_0^* \mathbb{I}_0$ is invertible on $C^\infty(M)$, in particular,

$$\psi \in C^\infty(M, \mathfrak{s}(n)) \implies \hat{\psi} = (\mathbb{I}_0^* \mathbb{I}_0)^{-1} \psi \in C^\infty(M, \mathfrak{s}(n)).$$

To construct a prior $\Pi$ on $\Theta$ we follow [37] and construct a $\mathfrak{s}(n)$ valued matrix Gaussian random field on $M$ by taking i.i.d. copies of Gaussian process priors $B_j : j = 1, \ldots, \dim(\mathfrak{s}(n))$. For each component $B_j$, we first draw an $\alpha$-regular ($\alpha \in \mathbb{N}$) planar Whittle-Matérn Gaussian process on $M$ (cf. Subsection 2.2), with law on $C(M)$ denoted by $\Pi'$. Then we choose as prior for $B_j$ the law of

$$\theta_j = \frac{\theta_j^*}{N^{1/(2\alpha + 2)}}, \quad \theta_j^* \sim \Pi'.$$

The product prior probability measure on $\Theta = \times_{j=1}^{\dim(\mathfrak{s}(n))} C(M)$ arising from these coordinate distributions will be denoted by $\Pi_N$. It was shown in [37] that the posterior distribution arising from this prior is consistent and contracts towards the true field $\theta_0$ generating the data at a rate $N^{-\eta}, \eta > 0$, in $P^N_{\theta_0}$-probability. The following theorem holds for arbitrary smooth test functions $\psi : M \to \mathfrak{s}(n)$. As the prior and posterior are measures concentrated in $\mathfrak{s}(n)$ valued matrix fields, it is natural to require the same range constraint on the test function $\psi$ appearing in the dual pairing $\langle \theta, \psi \rangle_{L^2}$.

**Theorem 2.2.** Consider the Gaussian prior $\Pi_N$ with integer regularity $\alpha$ large enough satisfying (5.14) below. Let $\theta$ be drawn from the posterior distribution $\Pi(\cdot|D_N)$ on $\Theta$ arising from observations $D_N$ in model (2.2), where $\mathcal{G}(\theta)$ is the non-Abelian X-ray transform. Denote the posterior mean by $\bar{\theta}_N = E^\Pi[\theta|D_N]$, and let $\psi \in C^\infty(M, \mathfrak{s}(n))$. Assume $\theta_0 \in C^\infty_c(M, \mathfrak{s}(n))$. Then we have as $N \to \infty$ and in $P^N_{\theta_0}$-probability, the weak convergence

$$\sqrt{N} \langle \theta - \bar{\theta}_N, \psi \rangle_{L^2(M)} |D_N| \to^d N(0, \|\mathbb{I}_0^* \mathbb{I}_0\|_{L^2(\partial_+ SM, \lambda)})$$

and moreover that

$$\sqrt{N} \langle \bar{\theta}_N - \theta_0, \psi \rangle_{L^2(M)} \to^d N(0, \|\mathbb{I}_0^* \mathbb{I}_0\|_{L^2(\partial_+ SM, \lambda) \lambda})$$

and

$$\sqrt{N} \langle \bar{\theta}_N - \theta_0, \psi \rangle_{L^2(M)} \to^d N(0, \|\mathbb{I}_0^* \mathbb{I}_0\|_{L^2(\partial_+ SM, \lambda) \lambda}^2).$$
Remarks paralleling those following Theorem 2.1 about the conditions on \( \theta_0, \alpha \) apply in the present setting as well.

**Remark 2.3.** The inversion of \( I_0^\ast I_0 \) as stated in (2.11) has its own independent interest and it is one of the innovations of the present paper. In general, for geodesic X-ray transforms, the inversion of the Fisher information operator is a delicate problem and its solution depends on the measure chosen on the influx boundary \( \partial_+ SM \) as this choice determines the adjoint \( I_0^\ast \). There are two commonly used measures and in both cases the Fisher information operator becomes an elliptic pseudo-differential operator of order \(-1\) in the interior of \( M \). However, its boundary behaviour is sensitive to the choice of measure and given the non-local nature of \( I_0^\ast I_0 \) one must understand finer mapping properties that include boundary effects. In [36] we considered (in the Abelian case) the Fisher information operator for the symplectic measure, i.e. the natural measure on the space of geodesics (also the measure naturally produced by Santaló’s formula). In this case, it turns out that \( I_0^\ast I_0 \) extends as a pseudo-differential operator to a slightly larger manifold containing \( M \) and one can make use of transmission properties as developed by Hörmander and Grubb [23]. The upshot of this analysis is the need to incorporate a blow up at the boundary of type \( d^{-1/2} \), where \( d \) is distance to the boundary when proving Bernstein von-Mises theorems. In contrast, the second choice of measure which is given by the canonical volume form \( \lambda \) on the influx boundary - and the one chosen in this paper - exhibits different behaviour and \( I_0^\ast I_0 \) does not extend as a pseudo-differential operator to any neighbourhood of \( M \).

To study the behaviour near the boundary in the case of the disk we take advantage of the recent developments in [35] which deliver non-standard Sobolev scales with suitable degenerations at the boundary. The inversion in (2.11) is the first result of its kind and hints at a more general picture valid on any non-trapping manifold with strictly convex boundary and no conjugate points.

### 2.5. Application to uncertainty quantification.
Bayesian uncertainty quantification for functionals \( \langle \theta, \psi \rangle_{L_2^\xi(Z)} \), is based on level \( 1 - \xi \) Bayesian credible sets

\[
(2.12) \quad C_N = \{ v \in \mathbb{R} : |v - \langle \bar{\theta}, \psi \rangle_{L_2^\xi(Z)}| \leq R_N \}, \quad \Pi(C_N|D_N) = 1 - \xi, \quad 0 < \xi < 1,
\]

where \( \bar{\theta} = E^{\Pi}[\theta|D_N] \) is the posterior mean. Construction of the interval \( C_N \) requires only computation of that mean and of the quantiles \( R_N \) of the posterior distribution, both of which can be calculated approximately along a chain of MCMC samples (see also Section 2.6). In particular the asymptotic variances appearing in Theorems 2.1 and 2.2 need not be estimated.

Now using Theorems 2.1 and 2.2 with \( \psi \in C^\infty \), and arguing as in Remark 2.9 in [36] (cf. also [6] and p.601 in [19]) one shows that the credible interval \( C_N \) has valid frequentist coverage of the true parameter \( \theta_0 \) in the sense that, as \( N \to \infty \),

\[
P_{\theta_0}^N(\langle \theta_0, \psi \rangle_{L_2^\xi(Z)} \in C_N | \theta_0 \rightarrow 1 - \xi, \quad \sqrt{N}R_N \to P_{\theta_0}^N \Phi^{-1}(1 - \xi),
\]

with \( \Phi(t) = \text{Pr}(|Z| \leq t), t \in \mathbb{R} \), where \( Z \) is the limiting normal distribution occurring in Theorems 2.1 or 2.2. In particular the diameter of this confidence interval is optimal in an asymptotic minimax sense, see Section 3.3 for details.
2.6. Numerical illustration. We illustrate here our theory by numerical experiments for non-Abelian X-ray transforms, following the implementation detailed in Section 4 of [37] with $\mathfrak{so}(3)$ replaced by the (isomorphic) $\mathfrak{su}(2)$. We fix the Euclidean metric on the unit disk, and represent the disk as an unstructured mesh with 886 vertices. We choose an $\mathfrak{su}(2)$-valued matrix field $\Phi = a \sigma_1 + b \sigma_2 + c \sigma_3$ as in [37] with $\sigma_1, \sigma_2, \sigma_3$ the three Pauli basis matrices, and $a, b, c$ three scalar components characterised by their values at the 886 vertices, see Fig. 1.

For $N = 600$, then $N = 1000$, we compute $C_\Phi$ over $N$ geodesics drawn at random, whose entries are then corrupted by additive noise with $\sigma = 0.1$. The prior is set to be of Matérn type with parameters $\nu = 3$ and $\ell = 0.2$.

The preconditioned Crank-Nicolson (pCN) algorithm is then used to compute $N_s = 10^5$ iterations of a Markov chain $\{\Phi_n\}_{n \leq N_s}$ targeting the posterior distribution of $\Phi | D_N$, cf. Sec.4, [37]. As the purpose here is to explore and display the main features of the posterior, the initial condition is chosen as the ground truth $\Phi$, which shortens the burn-in phase. The sequence $\{\Phi_n\}_{n=1000}^{N_s}$ represents a family of posterior draws.

We fix three $\mathfrak{su}(2)$-valued test functions

$$\Psi_1 = \Phi, \quad \Psi_2 = d \sigma_1 + e \sigma_2 + f \sigma_3, \quad \Psi_3 = e \sigma_1 + f \sigma_2 + d \sigma_3,$$

where the functions $d, e, f$ appear on Fig. 1 and we are interested in the statistics of the smooth aspects $\langle \Phi, \Psi_1 \rangle_{L^2}, \langle \Phi, \Psi_2 \rangle_{L^2}, \langle \Phi, \Psi_3 \rangle_{L^2}$ of the posterior measure. Figure 2 displays histograms of the tracked quantities $\{\langle \Phi_n, \Psi_j \rangle_{L^2}, 0 \leq n \leq N_s, j \in \{1, 2, 3\}\}$ along each chain, illustrating both approximate posterior normality and concentration as $N$ increases as predicted by Theorem 2.2. The empirical posterior standard deviations further corroborate the frequentist validity of the uncertainty quantification provided by these credible sets established in Section 2.5.
3. BvM in non-linear regression models with Gaussian process priors

In this section we provide general sets of conditions under which Bernstein-von Mises type approximations can be proved for posterior distributions arising from Gaussian process priors in the general nonlinear regression model (2.2). Theorems 2.1 and 2.2 will ultimately be deduced from verifying these conditions.

3.1. Analytical hypotheses. We start with the key hypotheses on the forward map $G$ from (2.1). Recall that $\Theta$ is a parameter set arising as a linear subspace of $L^\infty(\mathcal{Z},W)$. The first condition concerns the uniform boundedness as well as the global Lipschitz continuity of $G$ on $\Theta$ both for $L^2$ and $\|\cdot\|_\infty$ norms.

**Condition 3.1.** There exists a fixed constant $C > 0$ such that we have
$$\|G(\theta)\|_\infty \leq C, \quad \text{and} \quad \|G(\theta) - G(\theta')\|' \leq C\|\theta - \theta'\| \quad \text{for all } \theta,\theta' \in \Theta,$$
where either $\|\cdot\|' = \|\cdot\| = \|\cdot\|_\infty$ or $\|\cdot\|' = \|\cdot\|_{L^2(\mathcal{X})}$ and $\|\cdot\| = \|\cdot\|_{L^2(\mathcal{Z})}$.

The next condition requires that $G$ is continuously differentiable at the ‘true value’ $\theta_0 \in \Theta$ in a suitable sense.

**Condition 3.2.** For any $h \in \Theta$ suppose that as $\|h\|_\infty \to 0$,
$$\|G(\theta_0 + h) - G(\theta_0) - DG_{\theta_0}[h]\|_{L^2(\mathcal{X},V)} \equiv \rho_{\theta_0}[h] = o(\|h\|_\infty)$$
for some operator
$$\Pi_0 \equiv DG_{\theta_0} : (\Theta,\langle \cdot,\cdot \rangle_{L^2(\mathcal{Z},W)}) \to L^2(\mathcal{X},V)$$
that is a continuous linear map. Moreover we assume that $\Pi_0$ is also continuous as a map from $(\Theta, \| \cdot \|_\infty) \rightarrow L^\infty(\mathcal{X})$.

When considering inference on linear functionals $\langle \psi, \theta \rangle_{L^2(\mathcal{Z})}$ of $\theta$, the invertibility of the ‘information’ (or normal) operator $\mathbb{I}_0 \Pi_0$ induced by $\Pi_0$ in directions $\psi$ is required. Here $\Pi_0 : L^2_0(\mathcal{X}, V) \rightarrow (\Theta, \langle \cdot, \cdot \rangle_{L^2(\mathcal{Z}, W)})$ denotes the adjoint map of $\Pi_0$, and we will employ the following ‘source type’ condition on $\psi$.

**Condition 3.3.** Given $\psi \in \Theta$ and $\Pi_0$ from Condition 3.2, suppose there exists $\tilde{\psi} = \psi_{\theta_0} \in \Theta$ such that $\Pi_0 \Pi_0 \psi = \psi$.

We now turn to the choice of Gaussian process priors and their reproducing kernel Hilbert spaces (RKHS). As is common in Bayesian non-parametric statistics [58, 17], we will require assumptions on the small deviation asymptotics of the prior $\Pi$ measure. While the displayed probability in the following condition still involves the forward map $\mathcal{G}$, one can readily use (3.1) to simplify the condition to one involving only the prior small probabilities of $\| \theta - \theta_0 \|_{L^2(\mathcal{Z})}$.

**Condition 3.4.** The priors $\Pi = \Pi_N$ consist of Gaussian Borel probability measures on the measurable linear subspace $\Theta$ of $L^\infty(\mathcal{Z})$. The RKHS of $\Pi_N$ is given by the linear subspace $\mathcal{H}_N$ of $\Theta$, with RKHS inner product $\langle \cdot, \cdot \rangle_{\mathcal{H}_N}$. Suppose further that $\sup_N E^{\Pi_N} \| \theta \|_{L^2}^4 < \infty$ and that for some sequence $\delta_N \rightarrow 0$ satisfying $e^{-N\delta_N^2} N^2 \rightarrow_{N \rightarrow \infty} 0$, some $d > 0$ and all $N$ large enough,

$$\pi(\delta_N) := \Pi_N(\| \mathcal{G}(\theta) - \mathcal{G}(\theta_0) \|_{L^2(\mathcal{X})} \leq \delta_N) \geq \exp\{-dN\delta_N^2\}.$$

Note that norms of tight Gaussian probability measures always have all higher moments finite, but we require this bound to be uniform in $N$, hence the condition.

The next condition concerns an initial result about global contraction properties of the posterior measure near the true value. This usually has to be established by techniques different from the ones developed here: in recent papers it has been shown that Gaussian process regression in non-linear inverse problems can be $L^2$- or $L^\infty$-consistent for any ‘true’ $\theta_0 \in \Theta$ when $D_N \sim P_{\theta_0}^N$, see [37, 1, 21]. Moreover, as part of these proofs, it is shown that the posterior concentrates (with sufficiently high $P_{\theta_0}^N$-probability) on suitable bounded sets in regularisation spaces $\mathcal{R}$ – typically, if $\mathcal{H}_N$ equals some Sobolev space $H^\alpha$ (as in Section 2.2), then one can chose Hölder spaces $\mathcal{R} = C^\beta, \beta < \alpha - d/2$. The following condition reflects such a situation.

**Condition 3.5.** For a prior $\Pi_N$ as in Condition 3.4, consider the posterior distribution $\Pi(\cdot | D_N)$ in (2.4) arising from data $D_N$ in the model (2.2). Then suppose $\theta_0 \in \Theta$ is a ‘true value’ generating data $D_N \sim P_{\theta_0}^N$, and let $(\mathcal{R}, \| \cdot \|_{\mathcal{R}})$ be a normed linear measurable subspace of $L^\infty(\mathcal{Z})$. We assume that as $N \rightarrow \infty$ and for positive real sequences $\delta_N \rightarrow 0$, $M_N \geq 1$, such that $\sqrt{N} \delta_N \rightarrow \infty$,

$$\Pi(\theta : \| \theta \|_{\mathcal{R}} \leq M_N, \| \theta - \theta_0 \|_{\infty} \leq \delta_N | D_N \rangle = 1 - o_{P_{\theta_0}^N}(\eta_N).$$

Here $\eta_N = e^{-(L+1)N\delta_N}$ with $L = 2(2C^2 + 1) + \bar{d}$ where $C$ is as in Condition 3.1 and $d, \delta_N$ as in Condition 3.4.
The preceding ‘regularised parameter spaces’

\[ \Theta_N = \{ \theta \in \Theta : \| \theta \|_R \leq M_N, \| \theta - \theta_0 \|_{\infty} \leq \bar{\delta}_N \} \]

play a key role in our proofs via the following quantitative condition that allows to control the non-linearity of the likelihood function of the model (2.2), the discretisation errors arising from statistical sampling, and the sensitivity of \( \Pi_N \) with respect to small perturbations in \( \tilde{\psi} \)-directions. Let \( \mathcal{J}_N \) be an upper bound for the following (‘Dudley’-type) integral of the Kolmogorov metric entropy of \( \Theta_N \);

\[ \mathcal{J}_N(s,t) \geq \int_0^s \sqrt{\log 2N(\Theta_N, \| \cdot \|_{\infty}, t \epsilon)} d\epsilon, \quad s, t > 0, \]

where \( N(\Theta_N, \| \cdot \|_{\infty}, \epsilon) \) are the usual \( \epsilon \)-covering numbers of the set \( \Theta_N \) for the \( \| \cdot \|_{\infty} \)-distance (i.e., the minimal number of \( \epsilon \)-balls for \( \| \cdot \|_{\infty} \) required to cover \( \Theta_N \)).

**Condition 3.6.** Suppose that \( \tilde{\psi} = \tilde{\psi}_{\theta_0} \) from Condition 3.3 belongs to \( \mathcal{H}_N \cap \mathcal{R} \) and that it satisfies, for \( \delta_N \) from Condition 3.4,

\[ \lim_{N \to \infty} \delta_N \| \tilde{\psi} \|_{\mathcal{H}_N} = 0. \]

Moreover, for \( \bar{\delta}_N \) as in Condition 3.5 suppose that as \( N \to \infty \),

\[ \sqrt{N \bar{\delta}_N^2} \mathcal{J}_N(1, \bar{\delta}_N^2) \to 0. \]

Further for \( \sigma_N \) a sequence such that for all \( N \) large enough and all \( t \in \mathbb{R} \) fixed,

\[ \sigma_N \geq \sup_{\theta \in \Theta_N} \rho_{\theta_0} [\theta - \theta_0 - (t/\sqrt{N}) \tilde{\psi}], \]

assume that as \( N \to \infty \),

\[ \max \left( N(\sigma_N^2 + \sigma_N \bar{\delta}_N), \sqrt{N} \mathcal{J}_N(\sigma_N, 1), \bar{\delta}_N \sqrt{\log N} \mathcal{J}_N^2(\sigma_N, 1)/\sigma_N^2 \right) \to 0. \]

The conditions 3.5, 3.6 are required to control the stochastic size of the non-linear likelihood ratios arising in the posterior measure. Specifically the last term in 3.6 is required in the proofs to control the Poissonian fluctuations of relevant empirical processes indexed by the infinite-dimensional set \( \Theta \). In prototypical situations where \( \mathcal{R} \) equals a fixed ball in a H"older space \( C^\beta(Z) \) for a \( d \)-dimensional domain \( Z \), and when the approximation in Condition 3.2 is quadratic \( (\rho_{\theta_0}(h) = O(\| h \|_{\infty}^2)) \), it can be shown that Conditions 3.5 and 3.6 reduce to the much simpler condition

\[ N \bar{\delta}_N^3 \to 0, \quad \beta > 2d. \]

See Subsection 5.3 for its verification in the two key examples considered here. The requirements on \( \alpha \) in Theorems 2.1 and 2.2 ultimately arise from checking 3.7 for the initial uniform contraction rate \( \delta_N \) of the posterior distribution.
3.2. **Bernstein-von Mises theorems.** Our first main theorem shows that the posterior distribution in our non-linear inverse problem is asymptotically Gaussian when integrated against fixed test functions $\psi \in \Theta$, and when centred at

$$
\hat{\Psi}_N = \langle \theta_0, \psi \rangle_{L^2(Z,W)} + \frac{1}{N} \sum_{i=1}^{N} (\|0\|_{\hat{\Psi}_0}(X_i), \varepsilon_i)_V
$$

**Theorem 3.7.** Let $\theta \sim \Pi(\cdot|D_N)$ be a posterior draw and assume Conditions 3.1 - 3.6 are satisfied. Then we have as $N \to \infty$ and in $P_{\theta_0}$-probability,

$$
\sqrt{N} \left( \langle \theta, \psi \rangle_{L^2(Z)} - \hat{\Psi}_N \right) |D_N \to^d N(0, \|\|_{\hat{\Psi}_0}^2_{L^2(\mathcal{X},V)})
$$

We recall that the last limit is to be understood in the sense of (2.6). To use an approximation as the last one for uncertainty quantification (as in Section 7.5 in [38]) the semi-parametric information bound for inference on $\langle \theta, \psi \rangle_{L^2(Z)}$, and then also the asymptotic optimality of Theorem 3.8. The proof of the following proposition is therefore left to the reader.

**Proposition 3.9.** Suppose Conditions 3.1 and 3.2 hold true. Then the log-likelihood ratio process in the model (2.2) satisfies, for every fixed $h \in L^\infty(Z)$ and as $N \to \infty$,

$$
\log \frac{DP^N_{\theta_0 + h/\sqrt{N}}(D_N)}{DP^N_{\theta_0}(D_N)} = W_N(h) - \frac{1}{2} \|\|_{\hat{\Psi}_0}^2_{L^2(\mathcal{X},\lambda)} + o_{P_{\theta_0}}(1)
$$

for random variables

$$
W_N \equiv \frac{1}{\sqrt{N}} \sum_{i=1}^{N} (\|0\|_{\hat{\Psi}_0}(X_i), \varepsilon_i)_V \to^d_{N \to \infty} N(0, \|\|_{\hat{\Psi}_0}^2_{L^2(\mathcal{X},\lambda)})
$$

Assuming also Condition 3.3, $\|\|_{\hat{\Psi}_0}^2_{L^2(\mathcal{X},V)}$ is the semi-parametric information bound for optimal inference on the functional $\langle \theta, \psi \rangle_{L^2}$ based on observations $D_N$. 

Remark 3.10. Convergence of moments established in the proof of the last theorem implies
\[ NE_0^N(\tilde{\theta}_N - \theta_0, \psi)_{L^2(Z)}^2 \to \|I_0\tilde{\psi}\|_{L^2(X)}^2, \]
as \( N \to \infty \), and this is optimal in the minimax sense by the preceding proposition, as then, by the asymptotic minimax theorem,
\[ \liminf_{N} \inf_{\tilde{\psi}} \sup_{\theta, \|\theta - \theta_0\|_{L^2(Z)} \leq 1/\sqrt{N}} NE_0(\tilde{\psi}_N - \langle \theta, \psi \rangle_{L^2(Z)})^2 = \|I_0\tilde{\psi}\|_{L^2(X)}^2. \]
In particular, no confidence region can have a smaller uniform asymptotic diameter as the one constructed in Section 2.5.

4. Proofs of Theorems 3.7 and 3.8

We set \( \sigma^2 = 1 \) to simplify notation. We follow ideas from [7, 8, 38, 39] and prove a Bernstein-von Mises theorem by proving convergence of the moment generating functions (Laplace transforms) of \( \sqrt{N}(\langle \theta, \psi \rangle_{L^2(Z)}|D_N - \tilde{\Psi}_N) \) with centring as in (3.8), which implies weak convergence (in probability), and thus Theorem 3.7. This follows by obtaining LAN-type approximations of suitable likelihood-ratios within the support of a suitably ‘localised’ posterior distribution. The stochastic linearisation as well as the discretisation error are controlled by tools from empirical process theory in Subsection 4.3. That one can centre at the posterior mean instead of \( \tilde{\Psi}_N \) (i.e., Theorem 3.8) then follows from an asymptotic uniform integrability argument.

4.1. Localisation of the posterior measure. We first record the standard stochastic lower bound on the posterior denominator that is commonly used in proofs in Bayesian nonparametric statistics.

Lemma 4.1. Assume Condition 3.4 holds for some \( \delta_N, \bar{d} \) and let \( C \) be the constant from (3.1). Then \( P_{\theta_0}(C_N) \to 1 \) as \( N \to \infty \) where
\[ C_N = \left\{ \int_{\Theta} e^{L_N(\theta) - L_N(\theta_0)} d\Pi(\theta) \geq e^{-LN\delta_N^2}, \right\}, L = 2(2C^2 + 1) + \bar{d}. \]
Moreover, if \( T_N \) is a measurable subset of \( \Theta \) such that
\[ \Pi(T_N) \leq e^{-D_0N\delta_N^2} \text{ for some } D_0 > L, \]
then as \( N \to \infty \),
\[ \Pi(T_N|D_N) = O_{P_{\theta_0}}(e^{-(D_0-L)N\delta_N^2}) = o_{P_{\theta_0}}(1). \]
Proof. We apply Lemma 7.3.2 in [19] with probability measure \( \nu = \Pi(\cdot \cap B)/\Pi(B) \) for the set \( B = B_\epsilon \) defined there. If we define sets
\[ B_N = \{ \theta \in \Theta : \|G(\theta) - G(\theta_0)\|_{L^2(Z)} \leq \delta_N \} \]
then \( B_N \subset B \) since the inequalities defining the set \( B \) in that Lemma are satisfied with \( \epsilon = \sqrt{2C^2 + 1}\delta_N \): Indeed standard computations with likelihood ratios imply (e.g., Lemma 23 in [21], or p.224 in [17]),
\[ E_{\theta_0}^1[\ell_1(\theta_0) - \ell_1(\theta)] = \|G(\theta) - G(\theta_0)\|_{L^2(X)}^2, \]
\[ E_{\theta_0}^1 [\ell_1(\theta_0) - \ell_1(\theta)]^2 \leq (2C^2 + 1) ||G(\theta) - G(\theta_0)||_{L_2^2(X)}^2 \]

using also Condition 3.1. We hence obtain from that lemma, as \( N \to \infty \),

\[ P_{\theta_0}^N \left( \int_{B_e} e^{\ell_N(\theta) - \ell_N(\theta_0)} d\Pi(\theta) \geq e^{-2(2C^2+1)N\delta_N^2} \Pi(B_e) \right) \leq \frac{1}{(2C^2 + 1)N\delta_N^2} \to 0. \]

Now the first limit follows since \( \Theta \supset B \) and since \( \Pi(B_e) \geq \Pi(B) \geq \pi(\delta_N) \geq e^{-\tilde{d}N\delta_N^2} \) by Condition 3.4. Finally, we see on the event \( C_N \) that

\[ \Pi(T_N|D_N) = \frac{\int_{T_N} e^{\ell_N(\theta) - \ell_N(\theta_0)} d\Pi(\theta)}{\int_{\Theta} e^{\ell_N(\theta) - \ell_N(\theta_0)} d\Pi(\theta)} \leq e^{LN\delta_N^2} Z_N \]

where \( Z_N := \int_{T_N} e^{\ell_N(\theta) - \ell_N(\theta_0)} d\Pi(\theta) = O_{\theta_0}(e^{-D_0N\delta_N^2}) \) by Markov’s inequality since Fubini’s theorem and \( E_{\theta_0}^N e^{\ell_N(\theta) - \ell_N(\theta_0)} = 1 \) imply \( E_{\theta_0}^N Z_N \leq \Pi(T_N) \leq e^{-D_0N\delta_N^2}. \)

Now since \( \tilde{\psi} \) from Condition 3.3 defines an element of the RKHS \( \mathcal{H}_N \) of \( \Pi_N \) by Condition 3.6, if \( \theta \sim \Pi_N \) then by properties of RKHS the variable \( \langle \theta, \tilde{\psi} \rangle_{\mathcal{H}_N} \) has distribution \( N(0, ||\tilde{\psi}||_{\mathcal{H}_N}) \). Hence if we define

\[ T_N = \left\{ \theta : \frac{|\langle \theta, \tilde{\psi} \rangle_{\mathcal{H}_N}|}{||\tilde{\psi}||_{\mathcal{H}_N}} > \sqrt{2L + 1} \sqrt{N\delta_N} \right\}, \]

then the tail inequality for standard normal random variables implies that \( \Pi(T_N) \leq e^{-(2L+1)N\delta_N^2} \) and hence the previous lemma applies, so that for \( \Theta_N \) from (3.2) and

\[ \tilde{\Theta}_N := \Theta_N \cap T_N \] we have \( \Pi(\tilde{\Theta}_N^c | D_N) = O_{\theta_0}(e^{-L(L+1)N\delta_N^2}) = o_{\theta_0}(1) \)

as \( N \to \infty \), using also Condition 3.5. In the proofs that follow we consider \( \theta \sim \Pi^{\tilde{\Theta}_N} (\cdot | D_N) \) where the posterior is taken to arise from prior probability measure

\[ \Pi^{\tilde{\Theta}_N} \equiv \frac{\Pi(\cdot \cap \tilde{\Theta}_N)}{\Pi(\tilde{\Theta}_N)} \]

equal to \( \Pi \) restricted to \( \tilde{\Theta}_N \) from (3.2) and renormalised. Indeed, Condition 3.5 and standard arguments (e.g., p.142 in [17]) then imply, for \( \cdot \) \( ||TV \) the total variation distance on probability measures,

\[ ||\Pi(\cdot | D_N) - \Pi^{\tilde{\Theta}_N}(\cdot | D_N)||_{TV} \leq 2\Pi(\tilde{\Theta}_N^c | D_N) \to_{N\to\infty} 0, \]

and since convergence in total variation distance implies convergence in distribution, we can restrict to prove Theorem 3.7 for \( \theta \sim \Pi^{\tilde{\Theta}_N}(\cdot | D_N) \) instead of \( \theta \sim \Pi(\cdot | D_N) \).

4.2. **Uniform LAN approximation of the posterior Laplace transform.** We will prove the following proposition.

**Proposition 4.2.** For \( \theta, \tilde{\psi} \in \Theta \) and \( \tilde{\psi} = \tilde{\psi}_{\theta_0} \) from Condition 3.3 define

\[ \theta(t) = \theta - \frac{t}{\sqrt{N}} \tilde{\psi}_{\theta_0}, \ t \in \mathbb{R}. \]
Let $\hat{\Psi}_N$ be as in (3.8) and $\bar{\Theta}_N$ as in (4.1). Then we have for every fixed $t \in \mathbb{R}$ and a sequence $R_N = o_P(N)$ that as $N \to \infty$

$$E^{\Pi N} \left[ \exp \{ t \sqrt{N} \left( \langle \theta, \psi \rangle_{L^2(Z)} - \hat{\Psi}_N \right) \} \right] D_N = e^{t^2 \| \ell_0 \psi \|^2_{L^2(X)}} \times \frac{\int_{\hat{\Theta}_N} e^{\ell_N(\theta/t)} d\Pi(\theta)}{\int_{\hat{\Theta}_N} e^{\ell_N(\theta)} d\Pi(\theta)} \times e^{R_N}.$$ 

**Proof.** Recalling the definition of $W_N$ in (3.10), the posterior Laplace transform can be written as (4.3)

$$E^{\Pi N} \left[ e^{t \sqrt{N} \langle \theta, \psi \rangle_{L^2(Z)} - \hat{\Psi}_N} \right] D_N = \frac{\int_{\hat{\Theta}_N} e^{t \sqrt{N} \langle \theta - \theta_0, \psi \rangle_{L^2(Z)} - t W_N + \ell_N(\theta) - \ell_N(\theta/t) + \ell_N(\theta/t)} d\Pi(\theta)}{\int_{\hat{\Theta}_N} e^{\ell_N(\theta)} d\Pi(\theta)}$$

The first main step in the proof is a uniform in $\theta \in \bar{\Theta}_N$ perturbation expansion of the log-likelihood ratios under $P_{\theta_0}^N$, (recalling (2.5) and $\sigma = 1$)

$$\ell_N(\theta) - \ell_N(\theta/t)$$

$$= -\frac{1}{2} \sum_{i=1}^N \left( \| Y_i - \mathcal{G}(\theta)(X_i) \|_V^2 - \| Y_i - \mathcal{G}(\theta/t)(X_i) \|_V^2 \right)$$

$$= -\frac{1}{2} \sum_{i=1}^N \left( \| \mathcal{G}(\theta_0)(X_i) - \mathcal{G}(\theta)(X_i) + \varepsilon_i \|_V^2 - \| \mathcal{G}(\theta_0)(X_i) - \mathcal{G}(\theta_0)(X_i) + \varepsilon_i \|_V^2 \right)$$

$$= -\sum_{i=1}^N \left( \langle \varepsilon_i, \mathcal{G}(\theta_0)(X_i) - \mathcal{G}(\theta)(X_i) \rangle_V - \langle \varepsilon_i, \mathcal{G}(\theta_0)(X_i) - \mathcal{G}(\theta)(X_i) \rangle_V \right)$$

$$- \frac{1}{2} \sum_{i=1}^N \left( \| \mathcal{G}(\theta_0)(X_i) - \mathcal{G}(\theta)(X_i) \|_V^2 - \| \mathcal{G}(\theta_0)(X_i) - \mathcal{G}(\theta)(X_i) \|_V^2 \right) \equiv I + II.$$

About term I, we linearise the map $\mathcal{G}$ at $\theta_0$ in each inner product to obtain

$$I = \sum_{i=1}^N \langle \varepsilon_i, D\mathcal{G}_{\theta_0}(X_i)[\theta - \theta(t)] \rangle_V$$

$$+ \sum_{i=1}^N \langle \varepsilon_i, \mathcal{G}(\theta)(X_i) - \mathcal{G}(\theta_0)(X_i) - D\mathcal{G}_{\theta_0}(X_i)[\theta - \theta_0] \rangle_V$$

$$- \sum_{i=1}^N \langle \varepsilon_i, \mathcal{G}(\theta(t))(X_i) - \mathcal{G}(\theta_0)(X_i) - D\mathcal{G}_{\theta_0}(X_i)(\theta(t) - \theta_0) \rangle_V$$

$$= \frac{t}{\sqrt{N}} \sum_{i=1}^N \langle \varepsilon_i, D\mathcal{G}_{\theta_0}(X_i)[\hat{\psi}] \rangle_V + R_0(\theta) - R(t)(\theta) = t W_N + R_0(\theta) - R(t)(\theta),$$
noting that \( \theta(0) = \theta \) and where the ‘remainder empirical processes’ are given by

\[
R_{(t)} \equiv \sum_{i=1}^{N} \langle \varepsilon_i, \mathcal{G}(\theta(t))(X_i) - \mathcal{G}(\theta_0)(X_i) - D\mathcal{G}_{\theta_0}(X_i)[\theta(t) - \theta_0] \rangle_V.
\]

We show in Lemma 4.3 below that for all \( t \in \mathbb{R} \) fixed,

\[
(4.4) \quad \sup_{\theta \in \Theta_N} |R_{(t)}(\theta)| = o_{P_{\theta_0}^N}(1)
\]

so that these terms form a part of the sequence \( R_N \).

For term II we write \( E^X \) for the expectation under the \( X_i \),’s only so that

\[
- \frac{1}{2} \sum_{i=1}^{N} \left( \| \mathcal{G}(\theta_0)(X_i) - \mathcal{G}(\theta)(X_i) \|_V^2 - E^X \| \mathcal{G}(\theta_0)(X_i) - \mathcal{G}(\theta)(X_i) \|_V^2 \right) \\
- E^X \| \mathcal{G}(\theta_0)(X_i) - \mathcal{G}(\theta)(X_i) \|_V^2 + E^X \| \mathcal{G}(\theta_0)(X_i) - \mathcal{G}(\theta)(X_i) \|_V^2 \right) \\
- \frac{N}{2} \| \mathcal{G}(\theta_0) - \mathcal{G}(\theta) \|_{L^2(X)}^2 + \frac{N}{2} \| \mathcal{G}(\theta_0) - \mathcal{G}(\theta(t)) \|_{L^2(X)}^2
\]

The sums in the first two lines are empirical processes and are shown in Lemma 4.4 below to be \( o_{P_{\theta_0}^N}(1) \) uniformly in \( \theta \in \Theta_N \) for every fixed \( t \), and can thus also be absorbed into \( R_N \).

For the terms in the last line of the last display, we can further decompose

\[
\| \mathcal{G}(\theta_0) - \mathcal{G}(\theta(t)) \|_{L^2(X)}^2 = \| \mathcal{G}(\theta(t)) - \mathcal{G}(\theta_0) - D\mathcal{G}_{\theta_0}[\theta(t) - \theta_0] + D\mathcal{G}_{\theta_0}[\theta(t) - \theta_0] \|_{L^2(X)}^2
\]

including also the case \( \theta = \theta(0) \) by convention for \( t = 0 \). Now using Conditions 3.2, 3.6 and the Cauchy-Schwarz inequality the last two remainder terms are bounded by a constant multiple of

\[
\sup_{\theta \in \Theta_N} \left[ \rho_{\theta_0}^2(\theta(t) - \theta_0) + \| \theta(t) - \theta_0 \|_{L^2}^2 \rho_{\theta_0}(\theta(t) - \theta_0) \right] \lesssim \sigma_N^2 + \sigma_N \delta_N = o(1/N).
\]

The remaining terms in the expansion are

\[
\frac{N}{2} \left( \| D\mathcal{G}_{\theta_0}[\theta - \theta_0 - \frac{t}{\sqrt{N}} \tilde{\psi}] \|_{L^2(X,V)}^2 - \| D\mathcal{G}_{\theta_0}[\theta - \theta_0] \|_{L^2(X,V)}^2 \right)
\]

which, combined with Condition 3.3 the bounds from term I and (4.3), implies the result. \( \square \)
Proposition 4.2. While that proposition considers localisation to the sets $\bar{\Theta}$ the collections of empirical processes appearing as remainder terms in the proof of following two key lemmas use tools from infinite-dimensional probability to bound Stochastic bounds on remainder terms and discretisation error.

4.3. Stochastic bounds on remainder terms and discretisation error. The following two key lemmas use tools from infinite-dimensional probability to bound the collections of empirical processes appearing as remainder terms in the proof of Proposition 4.2. While that proposition considers localisation to the sets $\Theta_N$, the following bounds actually hold uniformly in the larger classes $\Theta_N$ from (3.2).

Lemma 4.3. We have (4.4).

Proof. For $t$ fixed define new functions $g_\theta : \mathcal{X} \to V$ as

$$g_\theta = \mathcal{G}(\theta(t)) \cdot \cdot - \mathcal{G}(\theta_0) \cdot \cdot - D\mathcal{G}_{\theta_0} \cdot \cdot [\theta(t) - \theta_0].$$

Then the remainder term from (4.4), viewed as a stochastic process indexed by $\theta \in \Theta_N$, equals a centred (since $E\bar{\varepsilon} = 0$) empirical process for the jointly i.i.d. variables $(X_i, \varepsilon_i)$ of the form

$$|R(t)| = \left| \sum_{i=1}^{N} \langle \varepsilon_i, g_\theta(X_i) \rangle \right| \equiv \left| \sum_{j=1}^{p_f} \sum_{i=1}^{N} \varepsilon_{i,j}g_{\theta,j}(X_i) \right| \leq \sum_{j=1}^{p_f} \sum_{i=1}^{N} \varepsilon_{i,j}g_{\theta,j}(X_i).$$

Here $g_{\theta,j}$ are the entries of the vector field $g_\theta \in V$, and the $\varepsilon_{i,j}$ are all i.i.d. $N(0,1)$ variables. We will now bound the supremum over $\Theta_N$ of the each of the last $p_f$ summands by using a moment inequality for the empirical process $\{\sum_{i=1}^{N} f_\theta(Z_i) : f \in \mathcal{F}\}$ where, for every $1 \leq j \leq p_f$ fixed,

$$f_\theta \in \mathcal{F} \equiv \mathcal{F}_j = \{f_\theta(z) = cg_{\theta,j}(x) : \theta \in \Theta_N\}, z = (e, x) \in \mathbb{R} \times \mathcal{X},$$

and $Z_1, \dots, Z_N$ are i.i.d. copies of the variables $Z = (\varepsilon, X) \sim N(0,1) \times \lambda = P$.

We will apply Theorem 3.5.4 in [19] but to do so need to calculate some preliminary bounds: First, by independence of $X, \varepsilon$, the ‘weak’ variances of $\mathcal{F}$ are of order

$$\sup_{\theta \in \Theta_N} E f_\theta^2(Z) = \sup_{\theta \in \Theta_N} E g_\theta^2(X) \leq \sup_{\theta \in \Theta_N} \rho_{\theta_0}^2(\theta(t) - \theta_0) \leq \sigma^2_N$$

by Conditions 3.2 and 3.6. Next, by Condition 3.1 the $L^\infty$-norm mapping properties of $D\mathcal{G}_{\theta_0}$ (Condition 3.2) and the definition of $\Theta_N$ we have

$$\sup_{\theta \in \Theta_N} \|g_{\theta,j}\| \lesssim \|\theta(t) - \theta_0\| \lesssim \bar{\delta}_N \lesssim \tilde{\delta}_N(1 + \|\tilde{\psi}\|_\infty) \lesssim \tilde{\delta}_N.$$

As a consequence the preceding empirical process has point-wise envelopes

$$\sup_{\theta \in \Theta_N} |f_\theta(e, x)| \lesssim |e| \bar{\delta}_N \equiv F_N(e, x) \forall (e, x) \in \mathbb{R} \times \mathcal{X},$$

so that in particular

$$\|F\|^2_{L^2(Q)} := \int_{\mathbb{R} \times \mathcal{X}} F^2_N(z) dP(z) \lesssim \tilde{\delta}_N^2, \quad \|F\|^2_{L^2(Q)} := \int_{\mathbb{R} \times \mathcal{X}} F^2_N(z) dQ(z) = \bar{\delta}_N^2 s^2_Q,$$

where, for any (discrete, finitely supported) probability measure $Q$ on $\mathbb{R} \times \mathcal{X}$, we have set $s^2_Q := \int_{\mathbb{R} \times \mathcal{X}} e^2 dQ(e, x)$. Finally, we have again from Condition 3.1 and 3.2 and
for any \( \theta, \theta' \in \Theta \) and some fixed constant \( c_0 \) that
\[
\| f_\theta - f_{\theta'} \|_{L^2(Q)} := \sqrt{\int_\mathbb{R} \int_X e^2(g_{\theta,j}(x) - g_{\theta',j}(x))^2 dQ(e,x)}
\]
\[
\leq s_Q \| g_{\theta,j} - g_{\theta',j} \|_{\infty}
\]
\[
\leq s_Q (\| \mathcal{G}(\theta(t)) - \mathcal{G}(\theta'(t)) \|_{\infty} + \| I_0[\theta(t) - \theta'(t)] \|_{\infty})
\]
\[
\leq c_0 \| F_N \|_{L^2(Q)} \| \theta - \theta' \|_{\infty}/\tilde{\delta}_N.
\]

We conclude that any \( \tilde{\delta}_N \varepsilon / c_0 \) covering of \( \Theta_N \) for the norm \( \| \cdot \|_{\infty} \) induces a \( \| F_N \|_{L^2(Q)} \varepsilon \)-covering of \( \mathcal{F} \) for the \( L^2(Q) \) norm, and so \( J(\mathcal{F}, F, s) \) in (3.169) in [19] is bounded by a constant multiple of our \( \mathcal{F}_N(s, \tilde{\delta}_N) \) (using also Lemma 3.5.3a in [19]). With these preparations, we can now apply Theorem 3.5.4 in [19] where for our choice of envelope \( F_N \) we can take \( \| U \|_{L^2(P)} \) in that theorem bounded by a constant multiple of \( \sqrt{\log N} \tilde{\delta}_N \) (using independence of \( X, \varepsilon \) and also Lemma 2.3.3 in [19]). The upper bound (3.171) in [19] then implies that
\[
E \sup_{\theta \in \Theta_N} \left| \sum_{i=1}^N f_{\theta}(Z_i) \right| \lesssim \sqrt{N} \max \left[ \tilde{\delta}_N J_N(\sigma_N/\tilde{\delta}_N, \tilde{\delta}_N), \frac{\sqrt{\log N} \tilde{\delta}_N^3 \mathcal{F}_N^2(\sigma_N/\tilde{\delta}_N, \tilde{\delta}_N)}{\sqrt{N} \sigma_N^2} \right]
\]
which in turn, using the substitution \( \tilde{\delta}_N \varepsilon = \rho \) in (3.3), is bounded by a constant multiple of the maximum of the second and third terms appearing in (3.6). Hence the remainder terms from (4.4) converge to zero in expectation, and then also in probability (by Markov’s inequality). [Let us finally note that, strictly speaking, the application of Theorem 3.5.4 in [19] requires \( 0 \in \mathcal{F} \) and \( \mathcal{F} \) countable: If \( \| \theta_0 \|_R < M_N \) then \( g_0 = 0 \) for \( \theta = \theta_0 - (t/\sqrt{N}) \psi \in \Theta_N \) and \( N \) large enough, so \( 0 \in \mathcal{F} \). Otherwise we can recenter \( f_{\theta_0} \) at \( f_{\theta_0} \), for some arbitrary \( \theta_0 \), and use a standard (one-dimensional) moment bound for \( E|\sum_{i=1}^N f_{\theta_0,*}(Z_i)| \leq \sqrt{N} \sigma_N \rightarrow 0 \). One then applies the previous argument to the class \( \mathcal{F} - f_{\theta_0} \), so that the same overall bound holds true also in this case. Finally, by continuity of \( \theta \mapsto g_{\theta,j} \) on the totally bounded set \( \Theta_N \), the supremum of the empirical process can be realised over a countable dense subset of \( \Theta_N \), so the assumption that \( \mathcal{F} \) be countable can be met, too.] □

**Lemma 4.4.** We have for any \( t \in \mathbb{R} \) that
\[
\sup_{\theta \in \Theta_N} \left| \sum_{i=1}^N (\| \mathcal{G}(\theta_0)(X_i) - \mathcal{G}(\theta(t))(X_i) \|_V - E^X \| \mathcal{G}(\theta_0)(X_i) - \mathcal{G}(\theta)(X_i) \|_V^2) \right| = o_{p^N}(1)
\]

**Proof.** We will obtain a bound for the supremum of the empirical process \( \{ \sum_{i=1}^N (f(X_i) - Ef(X_i)) : f \in \mathcal{F} \} \), this time with indexing class
\[
\mathcal{F} = \{ f_\theta = \| \mathcal{G}(\theta_0)(\cdot) - \mathcal{G}(\theta(t))(\cdot) \|_V^2 : \theta \in \Theta_N \}.
\]
Using Condition 3.1 the envelopes of \( \mathcal{F} \) can be taken to be
\[
p^*_V \sup_{\theta \in \Theta_N} \| \mathcal{G}(\theta_0) - \mathcal{G}(\theta(t)) \|_V^2 \lesssim \sup_{\theta \in \Theta_N} \| \theta_0 - \theta(t) \|_\infty^2 \lesssim \tilde{\delta}_N^2 \equiv F,
\]
and we also have, since $\|\mathcal{G}(\theta)\|_\infty \leq C$ by Condition 3.1 that
$$\|f_\theta - f_{\theta'}\|_\infty \lesssim \|\theta - \theta'\|_\infty \forall \theta, \theta' \in \Theta_N.$$ 
This implies, similar to the proof in the previous lemma, that a $c_0\bar{\delta}_N^2\epsilon$-covering of $\Theta_N$ for the $\|\cdot\|_\infty$-norm (and $c_0$ a small but fixed constant) induces a $\|F\|_{L^2(Q)}\epsilon$-covering of $\mathcal{F}$ for the $L^2(Q)$-norm ($Q$ any probability measure), and that the functional $J(\mathcal{F}, F, s)$ in (3.169) in [19] is bounded by a constant multiple of our $\mathcal{F}(s, \bar{\delta}_N^2)$. The convergence to zero required in the lemma now follows from Theorem 3.5.4 in [19], in fact Remark 3.5.5 after it, the requirement (3.5) from Condition 3.6 and Markov’s inequality. 

4.4. Gaussian change of variables. We now control the ratio of Gaussian integrals appearing in Proposition 4.2.

**Proposition 4.5.** As $N \to \infty$ we have for any fixed $t \in \mathbb{R}$
$$\int_{\Theta_N} e^{t_N(\theta(t))} d\Pi(\theta) \overline{\int_{\Theta_N} e^{t_N(\theta)} d\Pi(\theta)} = 1 + o(1)$$

*Proof.* If we denote by $\Pi_t$ the Gaussian law of $\theta(t) = \theta - (t/\sqrt{N})\tilde{\psi}$, then the Cameron-Martín theorem (e.g., Theorem 2.6.13 in [19]) provides the formula for the Radon-Nikodym density of
$$d\Pi_t(\theta) = \exp \left\{ \frac{t}{\sqrt{N}} \langle \theta, \tilde{\psi} \rangle_{\mathcal{H}_N} - \frac{t^2}{2N} \|\tilde{\psi}\|_{\mathcal{H}_N}^2 \right\} \sim \Pi, \tilde{\psi} \in \mathcal{H}_N.$$ 
The ratio in the proposition thus equals
$$\frac{e^{-\frac{t^2}{2N} \|\tilde{\psi}\|_{\mathcal{H}_N}^2} \int_{\Theta_{N,t}} e^{t_N(\theta)} e^{\frac{t}{\sqrt{N}} \langle \theta, \tilde{\psi} \rangle_{\mathcal{H}_N}} d\Pi(\theta)}{\int_{\Theta_N} e^{t_N(\theta)} d\Pi(\theta)}, \text{ where } \Theta_{N,t} = \{ \theta(t) : \theta \in \Theta_N \}.$$ 
Uniformly in $\theta \in T_N \subset \Theta_N$ from (4.1) we have as $N \to \infty$ that $|\langle t/\sqrt{N}, \theta, \tilde{\psi} \rangle_{\mathcal{H}_N}| \leq \delta_N \|\tilde{\psi}\|_{\mathcal{H}_N} \to 0$ by the requirement (3.4) in Condition 3.6, which also implies that $(t^2/N) \|\tilde{\psi}\|_{\mathcal{H}_N}^2 = o(1)$ since $1/\sqrt{N} = o(\delta_N)$. Now since
$$\frac{|t|}{\sqrt{N}} \sup_{\theta \in \Theta_{N,t}} |\langle \theta, \tilde{\psi} \rangle_{\mathcal{H}_N}| \leq \frac{|t|}{\sqrt{N}} \sup_{\theta \in T_N} |\langle \theta, \tilde{\psi} \rangle_{\mathcal{H}_N}| + \frac{|t|}{N} \|\tilde{\psi}\|_{\mathcal{H}_N}^2$$
we deduce from what precedes that the last ratio of integrals equals
$$e^{o(1)} \times \overline{\frac{\int_{\Theta_{N,t}} e^{t_N(\theta)} d\Pi(\theta)}{\int_{\Theta_N} e^{t_N(\theta)} d\Pi(\theta)}} = e^{o(1)} \times \frac{\Pi(\Theta_{N,t}|D_N)}{\Pi(\Theta_N|D_N)}.$$ 
The denominator converges to 1 by Condition 4.1 and so does then the numerator, using again (4.1) and since $t \|\tilde{\psi}\|_{\infty}/\sqrt{N} = o(\delta_N)$ and $t \|\tilde{\psi}\|_{\mathcal{H}}/\sqrt{N} = o(M_N)$ under the maintained assumptions. 

Combining Propositions 4.2 and 4.5 we have shown that for all $t \in \mathbb{R}$, as $N \to \infty$,
$$E^{\Pi_N} \left[ \exp \{ t \sqrt{N} \langle \theta, \psi \rangle_{L^2(\mathcal{H})} - \bar{\Psi}_N \} | D_N \right] \to \exp \left\{ \frac{t^2}{2N} \|\bar{\psi}\|_{L^2(\mathcal{H})}^2 \right\}$$
in $P_{\theta_0}^N$-probability, and therefore, using also (4.2), for $\theta \sim \Pi(\cdot|D_N)$,
\begin{equation}
\sqrt{N}(\langle \theta|D_N, \psi \rangle_{L^2_\xi(Z)} - \bar{\Psi}_N) \rightarrow^d N(0, \|\tilde{\Psi}^N\|^2_{L^2_\xi(x)})
\end{equation}
by the in $P_{\theta_0}^N$-probability version of the usual implication that convergence of Laplace transforms implies convergence in distribution (see the appendices of [38] or [8]). This completes the proof of Theorem 3.7.

4.5. Convergence of the posterior mean. The proof combines ideas from [6, 38, 36, 37]. The key lemma is the following stochastic bound on the posterior second moments.

**Lemma 4.6.** Under the hypotheses of Theorem 3.8 we have
\[ NE^\Pi[(\langle \theta, \psi \rangle_{L^2_\xi(Z)} - \bar{\Psi}_N)^2|D_N] = O_{P_{\theta_0}^N}(1) \]

**Proof.** The left hand side in the last display is bounded by
\[ 2NE^\Pi[(\langle \theta - \theta_0, \psi \rangle_{L^2_\xi(Z)}|^2|D_N] + 2N(\bar{\Psi}_N - \langle \theta_0, \psi \rangle_{L^2_\xi(Z)})^2 \]
and in view of (3.8), the second term in the last decomposition is $O_{P_{\theta_0}^N}(1)$ by the central limit theorem applied to $W_N$ from (3.10) (one also applies the continuous mapping theorem for $x \mapsto x^2$ and Prohorov’s theorem to deduce from convergence in distribution of $NW_N^2$ that it is uniformly tight.)

It hence remains to bound the first term in the last decomposition. If we define events $A_N = \{||\theta - \theta_0||_\infty \leq \delta_N\} \subset \Theta$ then we can rewrite the first quantity in the last display as (two times)
\begin{equation}
NE^\Pi[(\langle \theta - \theta_0, \psi \rangle_{L^2_\xi(Z)}|^2|D_N] + NE^\Pi[(\langle \theta - \theta_0, \psi \rangle_{L^2_\xi(Z)} 1_{A_N}|D_N] = I + II.
\end{equation}

To deal with term II, we apply the Cauchy-Schwarz inequality to obtain the bound
\[ N\sqrt{E^\Pi[(\langle \theta - \theta_0, \psi \rangle_{L^2_\xi(Z)}|^4|D_N] \Pi(||\theta - \theta_0||_\infty > \delta_N|D_N) \]
and we now show that this term is bounded in probability: Using Condition 3.5, Lemma 4.1, Markov’s inequality and $E_{\theta_0}^NE_{\theta_0}^{\ell_N(\theta) - \ell_N(\theta_0)} = 1$ we indeed have
\begin{align*}
P_{\theta_0}^N(E^\Pi[(\langle \theta - \theta_0, \psi \rangle_{L^2_\xi(Z)}|^4|D_N] &\Pi(||\theta - \theta_0||_\infty > \delta_N|D_N) > N^{-2} ) \\
&\leq P_{\theta_0}^N\left(E^\Pi[(\langle \theta - \theta_0, \psi \rangle_{L^2_\xi(Z)}|^4|D_N]e^{-(L+1)N\delta_N^2} > N^{-2} \right) + o(1) \\
&= P_{\theta_0}^N\left(\int_{\Theta} \langle \theta - \theta_0, \psi \rangle_{L^2_\xi(Z)}^4 d\Pi(\theta) \right) \leq e^{(L+1)N\delta_N^2}N^{-2}, C_N \right) + o(1) \\
&\leq \|\psi\|^4_{L^2_\xi(Z)}e^{-N\delta_N^2}N^2\int_{\Theta} ||\theta - \theta_0||_{L^2_\xi(Z)}^4 d\Pi(\theta) E_{\theta_0}^NE_{\theta_0}^{\ell_N(\theta) - \ell_N(\theta_0)} \leq N^2e^{-N\delta_N^2}, \rightarrow 0
\end{align*}
as $N \rightarrow \infty$, by hypothesis on $\delta_N, \Pi_N$. Collecting what precedes implies that the term $II$ in (4.7) is indeed $O_{P_{\theta_0}^N}(1)$.
The next step is to bound the term \( I \) in (4.7). Recalling that \( \Pi^{\Theta_N} [ \cdot | D_N ] \) denotes the posterior distribution arising from prior restricted and renormalised to \( \Theta_N \), we decompose

\[
NE \Pi \left[ (\theta - \theta_0, \psi)_{L^2(Z)}^2 \right]_{A_N} | D_N | = NE \Pi^{\Theta_N} \left[ (\theta - \theta_0, \psi)_{L^2(Z)}^2 \right]_{A_N} | D_N | \\
+ NE \Pi \left[ (\theta - \theta_0, \psi)_{L^2(Z)}^2 \right]_{A_N} | D_N | - NE \Pi^{\Theta_N} \left[ (\theta - \theta_0, \psi)_{L^2(Z)}^2 \right]_{A_N} | D_N | = A + B
\]

For term \( A \), using also \( x^2 \leq 2e^x, x \geq 0 \) and the definition of \( \hat{\Psi}_N, W_N = O_{P_{\theta_0}^N} (1) \) from (3.8), (3.10), respectively, the limit (4.5) at \( t = 1 \) implies that for all \( N \) large enough and some \( r_N = o_{P_{\theta_0}^N} (1) \),

\[
A \leq 2e^{W_N + r_N} e^{\frac{1}{2}\|\hat{\Psi}^2\|_{L^2(x, v)}^2},
\]

and hence this term is stochastically bounded.

Finally, by definition of the events \( A_N \), the term \( |B| \) can be written as

\[
N \left| \int_{A_N} (\theta - \theta_0, \psi)_{L^2(Z)}^2 d\Pi(\theta | D_N) - d\Pi^{\Theta_N}(\theta | D_N) \right|
\leq N \delta_N^2 \|\psi\|_{L^1(Z)}^2 \|\Pi(| D_N ) - \Pi^{\Theta_N}(| D_N )\|_{TV}
\lesssim N \delta_N^2 \Pi(\Theta_N | D_N) \lesssim N \delta_N^2 O_{P_{\theta_0}^N} (e^{-((L+1)N\delta_N^2)}) = o_{P_{\theta_0}^N} (1)
\]

where we have used (4.2) and (4.1), completing the proof of the lemma.

Now to prove the theorem note that by (4.6) and (2.6) we have for

\[
Z_n | D_N \equiv \sqrt{N} (\langle \theta, \psi \rangle_{L^2(Z)} - \hat{\Psi}_N) | D_N, \ Z \sim N(0, \|\hat{\Psi}\|_{L^2(x, v)}^2)
\]

and \( d_{weak} \) any metric for weak convergence of laws on \( \mathbb{R} \),

\[
d_{\text{weak}} (\mathcal{L}(Z_N | D_N), \mathcal{L}(Z)) \rightarrow_{P_{\theta_0}^N} 0.
\]

The idea of what follows is based on the basic fact that the previous lemma implies (by uniform integrability) convergence of moments in the last limit (4.8), and thus that, since \( EZ = 0 \), the posterior mean equals \( \hat{\Psi}_N \) up to a stochastic term of order \( o(1/\sqrt{N}) \). However, as the probability measures \( \mathcal{L}(Z_N | D_N) \) to which this argument is applied are random via the data \( D_N \), the proof requires some care. We will employ a contradiction argument: To prove Theorem 3.8 it suffices by Theorem 3.7 (and Slutsky’s lemma) to prove that as \( N \rightarrow \infty \),

\[
\sqrt{N} \left( \langle E^{\Pi}[\theta | D_N] , \psi \rangle_{L^2(Z, W)} - \hat{\Psi}_N \right) \rightarrow_{Pr} 0.
\]

where we write \( Pr \) for the probability measure \( P_{\theta_0}^N \) on the underlying probability space \( (\Omega, \mathcal{S}) := ((V \times \mathcal{X})^N, \mathcal{S}) \) supporting all data variables \( (D_N, N \in \mathbb{N}) \). Suppose the last limit does not hold true. Then there exists \( \Omega' \in \mathcal{S} \) of positive probability \( Pr(\Omega') > \tau \) and \( \zeta' > 0 \) such that along a subsequence of \( N \) (still denoted by \( N \)) we have

\[
|\sqrt{N} \left( \langle E^{\Pi}[\theta | D_N(\omega)] , \psi \rangle_{L^2(Z, W)} - \hat{\Psi}_N(\omega) \right)| \geq \zeta' > 0 \quad \text{for} \ \omega \in \Omega'.
\]

Now since convergence in \( Pr \)-probability implies \( Pr \)-almost sure convergence along a subsequence, we can extract a further subsequence of \( N \) such that (4.8) holds almost
surely, that is, on an event \( \Omega_0 \subset \Omega \) such that \( \Pr(\Omega_0) = 1 \). For each fixed \( \omega \in \Omega_0 \) we can use the Skorohod imbedding (Theorem 11.7.2 in [14]) to construct (if necessary on a new probability space) new real random variables \( \tilde{Z}_N, \tilde{Z} \) such that their laws satisfy

\[
\mathcal{L}(\tilde{Z}_N) = \mathcal{L}(Z_N|D_N(\omega)), \mathcal{L}(\tilde{Z}) = \mathcal{L}(Z), \quad \tilde{Z}_N \to_{N \to \infty}^{a.s.} \tilde{Z},
\]

and we also know by Lemma 4.6 that \( E\tilde{Z}_N^2 = E[Z_N^2|D_N(\omega)] = O(1) \) for all \( \omega \in \Omega_0 \) of probability \( \Pr(\Omega_0) > 1 - \tau \) as close to one as desired. But this implies that the \( (\tilde{Z}_N : N \in \mathbb{N}) \) are uniformly integrable real random variables so that almost sure convergence implies convergence of first moments ([14], Theorem 10.3.6), that is

\[
E|\tilde{Z}_N - \tilde{Z}| = E|Z_n|D_N(\omega) - Z| \to_{N \to \infty} 0
\]

for all \( \omega \in \Omega_0 \). In particular then, using also Fubini’s theorem,

\[
(4.11) \quad \sqrt{N} \left( \mathbb{E}[|\theta|D_N(\omega)], \psi \right) - \hat{\Psi}_N(\omega) = \mathbb{E}[\sqrt{N} \left( \langle \theta, \psi \rangle - \hat{\Psi}_N \right) |D_N(\omega)] \to EZ = 0
\]

for \( \omega \in \Omega_0 \). But if the last limit holds for all \( \omega \in \Omega_0 \) with probability \( \Pr(\Omega_0) > 1 - \tau \) we have a contradiction to (4.10) (as then \( \Pr(\Omega) \geq \Pr(\Omega') + \Pr(\Omega_0') > 1 - \tau + \tau = 1 \), completing the proof of (4.9) and thus of the theorem.

### 5. Proofs for non-Abelian X-ray and Schrödinger equation

The proofs proceed by verifying the hypotheses of Theorems 3.7 and 3.8.

#### 5.1. Proof of Theorem 2.1

We follow ideas laid out in [38] for a more restrictive class of priors and a simpler noise model. In particular in our setting \( \Theta \) is unbounded and we therefore need to explicitly track the growth of various constants in the PDE estimates used in [38]. These have been obtained in the recent article [40] in the study of a related problem, and we will refer repeatedly to [40] in the proofs that follow.

A key role is played by the \( L^2(\mathcal{X}) \)-self-adjoint ‘inverse Schrödinger’ integral operator \( \nabla_f, f > 0 \), furnishing unique solutions \( u_{f,\psi} = \nabla_f[\psi] \) of the PDE

\[
(5.1) \quad S_f(u_{f,\psi}) = \psi \quad \text{on } \mathcal{X}, \quad \text{s.t. } u_{f,\psi} = 0 \text{ on } \partial \mathcal{X}, \quad \text{for all } \psi \in C(\mathcal{X}),
\]

where we recall the Schrödinger operator \( S_f(h) = \frac{1}{2} \Delta h - fh \). We also have for \( \psi \in C_0^2(\mathcal{X}) := C^2(\mathcal{X}) \cap \{ f|_{\partial \mathcal{X}} = 0 \} \) that

\[
(5.2) \quad \nabla_f[S_f[\psi]] = \psi \quad \text{on } \mathcal{X}.
\]

See Chapter 3 in [9] (or also Proposition 22 in [38]) for these facts.

**Condition 3.1** Let us write \( \theta = \phi^{-1} \circ f, \theta' = \phi^{-1} \circ h \) for \( \theta, \theta' \in \Theta \) so that

\[
\mathcal{G}(\theta) - \mathcal{G}(\theta') = u_f - u_h = \nabla_f[(f - h)u_h].
\]

Using a standard continuity estimate for \( \nabla_f \) (e.g., Lemma 25 in [40]) and that composition with regular link functions is Lipschitz for \( L^p \)-norms (Lemma 29 in [40]),

\[
(5.3) \quad \|\nabla_f[(f - h)u_h]\| \lesssim \|u_h\|_\infty \|f - h\| \lesssim \|\theta - \theta'\|
\]
both for $\|\cdot\|$ equal to the $L^2(\mathcal{X})$ and the $L^\infty(\mathcal{X})$-norm, and with constants independent of $f$. Here we have used also that
\begin{equation}
\|u_h\|_\infty \leq c\|g\|_\infty, \quad 0 \leq h \in C^\beta,
\end{equation}
for a fixed constant $c > 0$, as follows, e.g., from the Feynman-Kac representation of $u_h$ (see (5.35) in [40]). Then (5.4) also implies the first inequality in Condition 3.1.

**Conditions 3.2 and 3.3** If $f_0 = \phi(\theta_0)$, $f_h = \phi(\theta_0 + h)$, then Proposition 4 in [38] and regularity of the link function $\phi$ imply, for $V_f$ the inverse Schrödinger operator,
\[\|u_{f_h} - u_{f_0} - V_{f_0}[u_{f_0}(f_h - f_0)]\|_{L^2(\mathcal{X})} = O(\|f_h - f_0\|_\infty^2) = O(\|h\|_\infty^2).\]
Then by the chain rule for $\phi \circ \theta$ and continuity of the operator $V_{f_0}$ on $C(\mathcal{X})$ we can further deduce
\begin{equation}
\|u_{f_h} - u_{f_0} - V_{f_0}[u_{f_0}(\phi'(\theta_0)h)]\|_{L^2(\mathcal{X})} = O(\|h\|_\infty^2)
\end{equation}
which shows that the linearised ‘score’ operator $\mathbb{I}_0 : L^2(\mathcal{X}) \rightarrow L^2(\mathcal{X})$ equals
\[\mathbb{I}_0 = V_{f_0}[u_{f_0}\phi'(\theta_0)[\cdot]] \quad \text{with adjoint } \mathbb{I}_0^* = u_{f_0}\phi'(\theta_0)V_{f_0}[\cdot].\]
We see that $\mathbb{I}_0$ is a continuous operator on both $L^2(\mathcal{X})$ and $L^\infty(\mathcal{X})$ by Lemma 25 in [40], and since both $u_{f_0}$ and $\phi'(\theta_0)$ are bounded functions.

Now as in Section 4.2 in [38] we can define
\begin{equation}
\tilde{\psi} \equiv (\mathbb{I}_0^* \mathbb{I}_0)^{-1}(\psi) \equiv \frac{\mathbb{S}_{f_0}\mathbb{S}_{f_0}[\frac{\psi}{u_{f_0}\phi'(\theta_0)}]}{u_{f_0}\phi'(\theta_0)}, \quad \psi \in C^\infty(\mathcal{X}),
\end{equation}
where we note that $\min(u_{f_0}, \phi'(\theta_0)) > 0$ throughout $\mathcal{X}$ by $g \geq g_{\text{min}}$ and the Feynman-Kac formula (cf. after eq.(2) in [38]) and since $\theta_0 \in C^\infty(\mathcal{X})$ is bounded. Moreover since $f_0$ is smooth by assumption we also have $u_{f_0} \in C^\infty(\mathcal{X})$ (as in Lemma 27 in [40], for instance). Then, for all $\psi \in C^{\infty,2}(\mathcal{X})$ one checks directly from the definitions and the product rule that $\mathbb{S}_{f_0}[\psi/(u_{f_0}\phi'(\theta_0))] \in C^2_0(\mathcal{X})$. We can thus apply (5.2) to obtain
\[\mathbb{I}_0\tilde{\psi} = V_{f_0}\mathbb{S}_{f_0}[\mathbb{S}_{f_0}[\frac{\psi}{u_{f_0}\phi'(\theta_0)}]] = \mathbb{S}_{f_0}[\frac{\psi}{u_{f_0}\phi'(\theta_0)}]
\]
and another application of (5.2) implies $\mathbb{I}_0^* \mathbb{I}_0\tilde{\psi} = \psi$ and hence Condition 3.3 in particular $(\mathbb{I}_0^* \mathbb{I}_0)^{-1}$ is a proper inverse mapping $C^{\infty,2}(\mathcal{X})$ into $C^\infty(\mathcal{X})$. What precedes also explains the form of the asymptotic variance in Theorem 2.1.

**Conditions 3.4 and 3.5** We will use results in [21] for general non-linear inverse problems. Using the bounds (5.3) and (5.4) the conditions formulated at the beginning of Section A in [21] can be verified for the PDE arising from the Schrödinger equation with $\kappa = \gamma = 0$. Lemma 15 in [21] then verifies the lower bound for $\pi(\delta_N)$ appearing in Condition 3.4 for the Whittle-Matérn prior with sequence
\[\delta_N = N^{-\alpha/(2\alpha+d)}\]
(which for $\kappa = 0$ permits to replace $H^\alpha_c$ by $H^\alpha$ in Condition 3 in [21]). Moreover, since $E\|\theta'\|_{L^2}^4 < \infty$ the moment condition is also verified. To verify Condition 3.5,
we will choose as regularisation space
\[ \mathcal{R} = C^\beta(\mathcal{X}) \]
equipped with the $C^\beta$-norm for any $\max(2,d/2) < \beta < \alpha - d/2$. We apply Theorem 14 in [21] to the effect that we can find $L_0, M > 0$ large enough depending on $L$ such that the set
\[ \tilde{\Theta}_N = \{ \theta \in \mathcal{R} : \| u_{\phi(\theta)} - u_{\phi(\theta_0)} \|_{L^2} \leq L_0 \delta_N; \| \theta \|_{C^\beta} \leq M \} \]
satisfies
\[ \Pi(\Theta^*_N|D_N) = o_{P_N}(\eta_N), \eta_N = e^{-(L+1)N\delta_N^2}. \]
We next show that
\[ \tilde{\Theta}_N \subset \Theta_N = \{ \theta \in \mathcal{R} : \| \theta - \theta_0 \|_\infty \leq \bar{\delta}_N; \| \theta \|_{C^\beta} \leq M \} \]
for convergence rate
\[ \bar{\delta}_N \equiv N^{-r(\alpha)} \] for any $r(\alpha) < \frac{\alpha}{2\alpha + d} \cdot \frac{\beta - \frac{d}{2}}{\beta + 2}$, $\alpha > \beta - d/2 > 0$,
and for all $N$ large enough, so that Conditions [3.5] follows. Indeed, just as in Lemma 28 in [40], using the Sobolev imbedding theorem, standard interpolation inequalities for Sobolev spaces (e.g., (5.9) in [40]) and regularity estimates for the Schrödinger equation (e.g., Lemma 27 in [40]), we have
\[ \| f - f_0 \|_\infty \lesssim \| u_\theta - u_{\theta_0} \|_{C^2} \lesssim \| u_\theta - u_{\theta_0} \|_{H^{2+d/2+\epsilon}} \]
\[ \lesssim \| u_\theta - u_{\theta_0} \|_{L^2} \| u_f - u_{f_0} \|_{H^{2+d/2}} \]
\[ \lesssim \delta_N^\theta (\| f \|_{C^\beta} + \| f_0 \|_{C^\beta}) = o(\bar{\delta}_N) \]
where $\theta = (\beta - d/2 - \epsilon)/(\beta + 2)$. By our hypotheses on $\beta$ the sequence $\bar{\delta}_N$ converges to zero and since $f_0 > f_{\min}$ we then also have $\inf_{x \in \mathcal{X}} f(x) > f_{\min}$ for all $N$ large enough. Then composition with $\phi^{-1}$ is Lipschitz on $(f_{\min}, \infty)$ (see also (17) in [1]) so that $\| \theta - \theta_0 \|_\infty \lesssim \| f - f_0 \|_\infty$ and we finally deduce the inclusion $\tilde{\Theta}_N \subset \Theta_N$ follows for all large enough $N$.

**Conditions 3.4 and 3.6**: The conditions (3.5) and (3.6) are checked, in Subsection 3.3. The RKHS-norm of the rescaled Whittle-Matérn prior from (2.8) equals
\[ \delta_N \| \tilde{\psi} \|_{H_N} = \sqrt{N} \delta_N \| \tilde{\psi} \|_{H^\alpha(M)} \to 0 \]
as $N \to \infty$ since $\tilde{\psi} \in C^\infty(\mathcal{X}) \subset \mathcal{R} \cap H^\alpha(M)$ (cf. after (5.6)) verifying (3.4).

5.2. **Proof of Theorem 2.2**: We again verify the general Conditions 3.1-3.6

**Condition 3.1**: The Lipschitz estimate for $L^2$ and $L^\infty$ norms follows from Theorem 2.2 (case $k = 0$) in [37]. The uniform boundedness of the forward map is clear since $\mathcal{G}(\theta)$ takes values in the compact group $SO(n)$.

**Conditions 3.2 and 3.3**: The quadratic approximation for the linearisation is checked in Lemma 6.1 with
\[ \rho_\theta(h) \leq C_\theta \| h \|_{L^2} \| h \|_\infty \lesssim \| h \|_\infty^2. \]
The mapping properties of $I_0$ on $L^2$ and on $L^\infty$ also follow from the discussion in Section 6.2. Theorem 6.5 allows us to define $\tilde{\psi} = (I_0^\dagger I_0)^{-1} \psi$ which determines another element of $C^\infty(M, so(n)) \subset H^\alpha(M)$.

**Conditions 3.4 and 3.5** The verification of this condition is based on results in [37]. The lower bound for $\pi(\delta_N)$ is given in Lemmas 5.15 and 5.16 in [37] with $\delta_N = N^{-\alpha/(2\alpha+2)}$, and the finiteness of fourth moments of the prior is also clear. Next, it is shown in Theorem 5.19 in [37], that we can take $C$ as desired (noting that the conclusion of Theorem 5.19 in [37] in fact holds for any $C > 0$ large enough provided $m''$ is large enough).

**Condition 3.6** The conditions (3.5) and (3.6) are checked in Subsection 5.3. For the prior-related conditions, we notice that the isomorphism theorem in Section 6.1 implies $\tilde{\psi} \in C^\infty(M) \subset \mathcal{R} \cap H^\alpha(M)$ and so as $N \to \infty$, since $\alpha > 1$,

$$\delta_N \parallel \tilde{\psi} \parallel_{H^\alpha(M)} = \sqrt{N} \delta_N^2 \parallel \tilde{\psi} \parallel_{H^\alpha(M)} \to 0.$$ (5.9)

**About conditions (3.5) and (3.6).** We finally check the quantitative conditions (3.5) and (3.6) for $\alpha = d/2 > \beta > 2d$ large enough - the proofs are the same for both inverse problems and in fact only depend on the fact that $\Theta_N$ is a subset of a $C^\alpha$-ball and that its $L^\infty$-rate of contraction about $\theta_0$ is $\delta_N = N^{-r(\alpha)}$, $r(\alpha) > 0$, as well as on the quadratic approximation $\rho_{\theta_0}(h) = O(||h||_\infty^2)$ in Condition 3.2. The covering numbers of a $\beta$-Hölder ball in dimension $d$ are of the order

$$\log N(\Theta_N, || \cdot ||_\infty, \epsilon) \lesssim (\frac{1}{\epsilon})^{d/\beta}, \quad \beta > 0,$$

see (4.184) in [19] for the case when the Hölder functions are defined over $[0,1]^d$, and this bound applies to our setting by a standard extension arguments (and regarding $M, \mathcal{X}$ as subsets of $[0,1]^d$, with $d = 2$ in the former case). Also, by the preceding proofs we can take

$$\rho_{\theta_0}(\theta - \theta_0 + (t/\sqrt{N}) \tilde{\psi}) \lesssim \delta_N^2 \equiv \sigma_N.$$

We first note that the quantity in (3.5) is bounded by

$$\sqrt{N} \delta_N^2 \int_0^1 (\delta_N \epsilon)^{-d/2\beta} d\epsilon \lesssim \sqrt{N} \delta_N^{2-\frac{d}{\beta}}$$ (5.10)

since $\beta > d/2$. We will eventually show that the last bound converges to zero as $N \to \infty$, which also implies $N \sigma_N^2 \lesssim N \delta_N^4 \to 0$. The middle term in the maximum in (3.6) can be similarly be bounded by

$$\sqrt{N} \int_{\mathcal{N}(\sigma_N, 1)} = \sqrt{N} \int_0^{\sigma_N} \epsilon^{-d/2\beta} d\epsilon \lesssim \sqrt{N} \delta_N^{2-\frac{d}{\beta}},$$
and hence is of the same order as the one in (5.10). For the third member in the maximum (3.6) we have, by a similar calculation,

$$\delta_N \frac{\sqrt{\log N}}{\sigma_N^2} J_N^2(\sigma_N, 1) \lesssim \sqrt{\log N} \delta_N^{1 - \frac{2d}{3}}.$$  

(5.11)

We can conclude from what precedes that it suffices to show that

$$\max \left( \sqrt{N} \delta_N^{\frac{2}{3} - \frac{d}{2}}, N^\frac{3}{2} \delta_N^3, \sqrt{\log N} \delta_N^{1 - \frac{2d}{3}} \right) \to 0$$

as $N \to \infty$. This requires $\beta > 2d$ and then simplifies to the basic requirement $N \delta_N^3 \to 0$. In both the Schrödinger and the X-ray case we have $\delta_N = N^{-r(\alpha)}$ with precise exponent $r(\alpha) > 0$ given in the preceding subsections, which thus simplifies to $r(\alpha) > 1/3$. For the rate $\delta_N$ obtained in the Schrödinger model this necessitates

$$\frac{\alpha}{2 \alpha + d \alpha + 2 - d/2} > 1/3,$$

(5.13)

which for instance when $d = 2$ requires $\alpha > 10$. In the X-ray case the corresponding rate translates into the condition

$$\frac{\alpha}{2 \alpha + 2 (\alpha - 1)^2} > 1/3,$$

(5.14)

satisfied when $\alpha > 8$. Both requirements on $\alpha$ imply in particular that we can choose $\beta$ such that $2d < \beta > \alpha - d/2$. These constraints could be sharpened if improved global posterior contraction rates $\delta_N$ were obtained, but developing techniques required to achieve this is beyond the scope of the present paper.

6. Analytical results for non-Abelian X-ray transforms

6.1. Main results. This section contains the definitions and statements for the main analytical results needed on the non-Abelian X-ray transform, whose proofs can be found in Sec. 6.2, 6.3 and 6.4. In particular, we compute the linearization of the map $\Phi \mapsto C_\Phi$ defined in (2.10) and its associated Fisher information operator. We then prove forward mapping properties of these operators in a fairly general setting (convex, non-trapping Riemannian manifolds). Finally, we show in the case of the Euclidean disk that the Fisher information operator is a bijection in suitable spaces.

6.1.1. Linearization and forward mapping properties on convex, non-trapping manifolds. Consider $(M, g)$ a $d$-dimensional Riemannian manifold with boundary that is non-trapping (in the sense that every geodesic reaches $\partial M$ in finite time) and has strictly convex boundary (in the sense of having a positive definite second fundamental form $\Pi$). For background on such manifolds and the definitions that follow we refer to [52, 15]. Let $SM$ denote the unit sphere bundle on $M$, i.e.

$$SM := \{(x, v) \in TM : \|v\|_g = 1\}$$

with footpoint projection $\pi : SM \to M$. We define the volume form on $SM$ by $d\Sigma^{2d-1}(x, v) = dV^d(x) \land dS_x(v)$, where $dV^d$ is the volume form on $M$ and $dS_x$ is the
volume form on the fibre $S_x$. The boundary of $SM$ is
\[ \partial SM := \{(x,v) \in SM : x \in \partial M \}. \]
On $\partial SM$ the natural volume form is
\[ d\Sigma^{2d-2}(x,v) = dV^{d-1}(x) \wedge dS_x(v), \]
where $dV^{d-1}$ is the volume form on $\partial M$. We distinguish two subsets of $\partial SM$ (influx and outflux boundaries)
\[ \partial_{\pm} SM := \{(x,v) \in \partial SM : \pm \langle v, \nu(x) \rangle_g \geq 0 \}, \]
where $\nu(x)$ is the inward unit normal vector on $\partial M$ at $x$. It is easy to see that
\[ \partial_0 SM := \partial_{-} SM \cap \partial_+ SM = S(\partial M). \]
Given $(x,v) \in SM$, we let $\tau(x,v)$ denote the first time where the geodesic determined by $(x,v)$ hits $\partial M$ and we set
\[ \mu(x,v) := \langle \nu(x), v \rangle \]
for $(x,v) \in \partial SM$. We let $X$ denote the geodesic vector field.

Fixing $n \in \mathbb{N}$, in order to give the linearization of the map
\[ C^\infty(M, \mathbb{C}^{n \times n}) \ni \Phi \mapsto C_\Phi \in C^\infty(\partial_+ SM, \mathbb{C}^{n \times n}) \]
defined in (2.10), we first recall some definitions. Given an integer and $\Theta \in C^\infty(M, \mathbb{C}^{m \times m})$ a skew-hermitian matrix field, we define the attenuated X-ray transform with attenuation $\Theta$
\[ I_\Theta : C^\infty(M, \mathbb{C}^m) \to C^\infty(\partial_+ SM, \mathbb{C}^m) \]
through $I_\Theta f := u|_{\partial_+ SM}$, where $u : SM \to \mathbb{C}^m$ solves the transport equation
\[ Xu + \Theta u = -f \ (SM), \quad u|_{\partial_- SM} = 0. \]
Such a transform extends as a bounded map
\[ (6.1) \quad I_\Theta : L^2(M, \mathbb{C}^m) \to L^2(\partial_+ SM \to \mathbb{C}^m, (\mu/\tau)d\Sigma^{2d-2}), \]
and we denote $I_\Theta^*$ its adjoint in this functional setting (computed in (6.18) below).

Note that this differs from the volume form $\mu d\Sigma^{2d-2}$ on $\partial_+ SM$ determined by Santaló’s formula (the symplectic volume form). For the unit disc in $\mathbb{R}^2$, $\mu/\tau = 1/2$, so the probability measure $(\mu/\tau)d\Sigma^2$ agrees with $\lambda$. In general, and thanks to Lemma 6.11 below, the measure $(\mu/\tau)d\Sigma^{2d-2}$ determines an equivalent $L^2$-norm as $d\Sigma^{2d-2}$ since $\mu/\tau$ is smooth and bounded away from zero.

These attenuated X-ray transforms are now well-studied [15, 42, 43, 44, 57, 53], and their connection to the scattering map (2.10) is as follows: the linearization of the map (2.10) about a point $\Phi$ involves an attenuated X-ray transform whose integrands belong to $C^\infty(M, \mathbb{C}^{n \times n})$, with attenuation $\Theta(\Phi, \Phi)$, a matrix field described through the formula (pointwise on $M$)
\[ \Theta(\Phi, \Phi) \cdot U := \Phi U - U \Phi, \quad U \in \mathbb{C}^{n \times n}. \]
The matrix field $\Theta(\Phi, \Phi)$ is skew-hermitian on $\mathbb{C}^{n \times n}$ equipped with the hermitian inner product $(A, B) \mapsto \text{tr}(AB^*)$.

More precisely, we prove in Section 6.2 the following lemma.
Lemma 6.1. Let \((M, g)\) be a non-trapping manifold with strictly convex boundary. Given \(\Phi \in C(M, u(n))\) and upon setting
\[
I(\Phi, h) := I(\Phi, h)C
\]
for \(h \in C(M, \mathbb{C}^{n \times n})\) we have
\[
\|C_{\Phi + h} - C_{\Phi} - I(\Phi, h)\|_{L^2} \lesssim \|h\|_{L^\infty}\|h\|_{L^2},
\]
where the norm on the left-hand side is the \(L^2(\partial_+ SM \to \mathbb{C}^m, (\mu/\tau)d\Sigma^{2d-2})\) norm.

In addition to (6.2), since \(C_{\Phi}(x, v) \in U(n)\) for all \((x, v) \in \partial_+ SM\), the Fisher information operator \(N(\Phi) := I_{\Phi} I(\Phi, \Phi)\) of the problem is directly related to the associated normal operator \(I(\Phi, \Phi)\), namely:
\[
N(\Phi) := I_{\Phi} I(\Phi, \Phi) = I(\Phi, \Phi).
\]
In particular, the forward mapping properties of \(N(\Phi)\) are a special case of a more general result on the mapping properties of “normal” operators \(I(\Phi, \Phi)\), which we prove in Section 6.3.

Theorem 6.2. Let \((M, g)\) be a non-trapping manifold with strictly convex boundary, and let \(\Theta \in C^\infty(M, \mathbb{C}^{n \times m})\). The operator \(I(\Phi, \Phi) I(\Phi, \Phi)\) maps \(C^\infty(M, \mathbb{C}^{n \times m})\) into itself.

From this result, it becomes straightforward to deduce that the Fisher information operator (6.3) maps \(C^\infty(M, \mathbb{C}^{n \times n})\) into itself. However, since \(\Phi\) is often valued into a strict subalgebra of \(\mathbb{C}^{n \times n}\), the last result below requires a Lie-algebra specific refinement. Let \(G\) be any compact Lie group. Without loss of generality we may assume that \(G \subset U(n)\), where \(U(n)\) is the unitary group of \(n \times n\) matrices and let \(g\) be the Lie algebra of \(G\). We are essentially interested in the case of \(G = SO(n)\), where \(g = \mathfrak{so}(n)\). Let us denote
\[
\mathbb{C}^{n \times n} = g \oplus g^\perp
\]
the orthogonal splitting of \(\mathbb{C}^{n \times n}\) for the Frobenius inner product. (When \(g = u(n)\), \(g^\perp\) is the space of hermitian matrices).

Theorem 6.3. Let \((M, g)\) be a non-trapping manifold with strictly convex boundary, and let \(\Phi \in C^\infty(M, \mathbb{C}^{n \times n})\). Then the following hold.

1. The Fisher information operator \(N(\Phi)\) maps \(C^\infty(M, \mathbb{C}^{n \times n})\) into itself.
2. In the splitting (6.4), the operator \(N(\Phi)\) maps \(C^\infty(M, g)\) into itself and \(C^\infty(M, g^\perp)\) into itself.

6.1.2. Isomorphism properties on the Euclidean disk. In light of Theorem 6.2, the next question is then whether an isomorphism property holds. With the current tools available, such a question cannot be answered within the level of generality of the previous section. However, if the manifold \(M\) is the Euclidean disk and the attenuation matrix \(\Theta\) is compactly supported, then the normal operator \(I(\Phi, \Phi)\) can be viewed as a relatively compact perturbation of the unattenuated case \((\Theta = 0)\), whose sharp mapping properties have recently been described in [35]. This allows to prove in Section 6.4 an isomorphism property, using microlocal tools as well as Fredholm theory on a suitable scale of Hilbert spaces.
**Theorem 6.4.** Suppose $M$ is the unit disk $\{(x,y) \in \mathbb{R}^2, \ x^2 + y^2 \leq 1\}$, equipped with the Euclidean metric, and let $\Theta$ be a smooth, skew-hermitian $m \times m$ matrix field on $M$, with compact support in $M^{\text{int}}$. Then the map
\[ I_\Theta^*: C^\infty(M, \mathbb{C}^m) \to C^\infty(M, \mathbb{C}^m) \]
is an isomorphism.

Theorem 6.4 is an abridged version of Theorem 6.18 below, where additional isomorphism properties on a special Sobolev scale are also given.

Finally, we explain how Theorem 6.4 yields the Fisher information result that is needed for the proof of the Bernstein-von Mises theorem for the non-Abelian X-ray transform. Let $G$ be any compact Lie group and $\mathfrak{g}$ as in Section 6.1.1.

**Theorem 6.5.** Let $M$ be the unit disk with the Euclidean metric and let $\Phi \in C^\infty_c(M, \mathfrak{g})$.
\[ N_\Phi = I_{\Theta(\Phi,\Phi)}^* I_{\Theta(\Phi,\Phi)} : C^\infty(M, \mathfrak{g}) \to C^\infty(M, \mathfrak{g}) \]
is a bijection.

**Proof.** Theorem 6.4 implies right away that
\[ N_\Phi : C^\infty(M, \mathbb{C}^{n \times n}) \to C^\infty(M, \mathbb{C}^{n \times n}) \]
is a bijection. The further isomorphism property on $C^\infty(M, \mathfrak{g})$ is a direct consequence of item (2) in Theorem 6.3 and the fact that $C^\infty(M, \mathbb{C}^{n \times n}) = C^\infty(M, \mathfrak{g}) \oplus C^\infty(M, \mathfrak{g}^\perp)$.

---

6.2. **Linearizing $C_\Phi$. Proof of Lemma 6.1.** Fix $(M, g)$ a compact non-trapping manifold with strictly convex boundary. We let $\varphi_t$ denote the geodesic flow of $g$; the integrals that appear below in the variable $t$ are all compositions of functions with $\varphi_t$; we avoid writing this explicitly in order to prevent notation cluttering. An *integrating factor* for $\Phi$ is a function $R_\Phi \in C(SM, GL(n, \mathbb{C}))$ which is differentiable along the geodesic vector field $X$ and $XR_\Phi + \Phi R_\Phi = 0$. If $\Phi$ is smooth, then it is not hard to see that smooth integrating factors always exist cf. [45].

Let $U_\Phi$ denote the unique integrating factor with $U_\Phi|_{\partial SM} = \text{Id}$. Then $C_\Phi : \partial_+ SM \to GL(n, \mathbb{C})$ is defined as
\[ C_\Phi := U_\Phi|_{\partial_+ SM}. \]

We can also consider the unique integrating factor $u_\Phi$ with $u_\Phi|_{\partial_- SM} = \text{Id}$. It is immediate to check that $u_\Phi|_{\partial_- SM} = [C_\Phi]^{-1} \circ \alpha$, where $\alpha : \partial SM \to \partial SM$ denotes the scattering relation of the metric.

The next lemma will be useful for our purposes.

**Lemma 6.6.** Let $R_\Phi$ and $R_\Psi$ be integrating factors for continuous matrix fields $\Phi$ and $\Psi$ respectively. Then
\[ C_\Phi - C_\Psi = R_\Phi \left[ \int_0^t R_\Psi^{-1}(\Phi - \Psi) R_\Psi \ dt \right] (R_\Psi^{-1}) \circ \alpha \]
\[ = R_\Phi \left[ I(R_\Psi^{-1}(\Phi - \Psi) R_\Psi) \right] (R_\Psi^{-1}) \circ \alpha \]
where \( I : C(SM) \to C(\partial_+SM) \) is the standard X-ray transform.

**Proof.** We first note that if \( R \) solves \( XR + \Phi R = 0 \), then any other integrating factor has the form \( RF^\sharp \), where \( F^\sharp \) is the first integral (i.e. \( XF^\sharp = 0 \)) determined by \( F \in C(\partial_+SM, GL(n, \mathbb{C})) \). Thus \( R_\Phi = U_\Phi F^\sharp \) and from this we deduce

\[
C_\Phi = R_\Phi(R_\Phi^{-1} \circ \alpha).
\]  

Next we observe that a computation gives

\[
X(R_\Phi^{-1}R_\Psi) = R_\Phi^{-1}(\Phi - \Psi)R_\Psi.
\]

Integrating this along a geodesic between boundary points gives

\[
\int_0^{\tau(x,v)} R_\Phi^{-1}(\Phi - \Psi)R_\Psi \, dt = -R_\Phi^{-1}R_\Psi(x,v) + R_\Phi^{-1}R_\Psi \circ \alpha(x,v),
\]

for \((x,v) \in \partial_+SM \). The lemma follows from this and (6.5). \( \square \)

**Definition 6.7.** Given \( \Phi, \Psi \in C(M, \mathbb{C}^{n \times n}) \) and \( h \in C(M, \mathbb{C}^{n \times n}) \), consider the unique matrix solution to \( Xu + \Phi u - u\Psi = -h \) with \( u|_{\partial_- SM} = 0 \). We define the attenuated X-ray transform of \( h \) with attenuation \( \Theta(\Phi, \Psi) \) as

\[
I_{\Theta(\Phi, \Psi)}(h) := u|_{\partial_+ SM}.
\]

In terms of arbitrary integrating factors \( R_\Phi \) and \( R_\Psi \) we can give an integral expression for \( I_{\Theta(\Phi, \Psi)} \) as

\[
I_{\Theta(\Phi, \Psi)}(h) = R_\Phi \left[ \int_0^{\tau(x,v)} R_\Phi^{-1} hR_\Psi \, dt \right] R_\Psi^{-1}.
\]

Indeed, consider the unique matrix solution to \( Xu + \Phi u - u\Psi = -h \) with \( u|_{\partial_- SM} = 0 \). By definition \( u|_{\partial_+ SM} = I_{\Theta(\Phi, \Psi)}(h) \). We compute

\[
X(R_\Phi^{-1}uR_\Psi) = R_\Phi^{-1}\Phi uR_\Psi + R_\Phi^{-1}XuR_\Psi - R_\Phi^{-1}u\Psi R_\Psi
\]

\[
= -R_\Phi^{-1}hR_\Psi.
\]

Integrating along a geodesic between boundary points we get

\[
R_\Phi^{-1}I_{\Theta(\Phi, \Psi)}(h)R_\Psi = \int_0^{\tau(x,v)} R_\Phi^{-1} hR_\Psi \, dt
\]

and hence (6.6) follows.

**Remark 6.8.** Lemma 6.6 already contains the pseudo-linearization identity from [36, Lemma 5.5]. Indeed, using \( u_\Phi \) and \( u_\Psi \) as integrating factors, the lemma and (6.5) give

\[
C_\Phi - C_\Psi = \left[ \int_0^{\tau(x,v)} u_\Phi^{-1}(\Phi - \Psi)u_\Psi \, dt \right] C_\Psi.
\]

(6.7)

\[
= I_{\Theta(\Phi, \Psi)}(\Phi - \Psi)C_\Psi.
\]

(6.8)
To find the linearization of $C_\Phi$, let $\Phi_s$ be a curve of matrix-valued maps such that $\Phi_0 = \Phi$ and $h := \partial_{s=0}\Phi_s$. Differentiating the equation $XU_{\Phi_s} + \Phi_s U_{\Phi_s} = 0$ at $s = 0$ we obtain

$$XH + hU_\Phi + \Phi H = 0$$

where $H := \partial_{s=0}U_{\Phi_s}$. Note that $H|_{\partial_+ SM} = dC_\Phi(h)$. Then the matrix $W := HU_\Phi^{-1}$ satisfies

$$XW + \Phi W - W\Phi = -h.$$ 

Hence

$$W|_{\partial_+ SM} = I_{\Theta(\Phi,\Phi)}(h)$$

and thus

(6.9) $$dC_\Phi(h) = I_{\Theta(\Phi,\Phi)}(h)C_\Phi.$$ 

We can now combine this with (6.8) to obtain

(6.10) $$C_{\Phi+h} - C_\Phi - dC_\Phi(h) = (I_{\Theta(\Phi+h,\Phi)}(h) - I_{\Theta(\Phi,\Phi)}(h))C_\Phi.$$ 

We now use this identity to prove Lemma 6.1.

**Proof of Lemma 6.1.** From (6.7) and (6.8) we know that

$$I_{\Theta(\Phi,\Phi)}(h) = \int_0^\tau u_\Phi^{-1}h u_\Phi dt.$$ 

Thus

$$I_{\Theta(\Phi+h,\Phi)}(h) - I_{\Theta(\Phi,\Phi)}(h) = \int_0^\tau (u_{\Phi+h}^{-1} - u_\Phi^{-1})h u_\Phi dt.$$ 

Since $u_\Phi$ takes values in the unitary group, we can estimate using the Frobenius norm

$$\|(I_{\Theta(\Phi+h,\Phi)}(h) - I_{\Theta(\Phi,\Phi)}(h))C_\Phi\|_F(x,v) \leq \int_0^\tau |(u_{\Phi+h}^*-u_\Phi^*)h|_F dt.$$ 

Using that $\tau \leq C_0\mu(x,v)$ (cf. Lemma 6.11 below) and Cauchy-Schwarz

$$\|(I_{\Theta(\Phi+h,\Phi)}(h) - I_{\Theta(\Phi,\Phi)}(h))C_\Phi\|_F^2(x,v) \leq C_0 \int_0^\tau |(u_{\Phi+h}^*-u_\Phi^*)h|_F^2 dt \mu(x,v)$$ 

for $(x,v) \in \partial_+ SM$. Integrating now over $\partial_+ SM$ and using Santaló’s formula we derive

$$\|(I_{\Theta(\Phi+h,\Phi)}(h) - I_{\Theta(\Phi,\Phi)}(h))C_\Phi\|_{L^2} \lesssim \|(u_{\Phi+h}^*-u_\Phi^*)h\|_{L^2}.$$ 

Using equation (5.8) in [37] we have (strictly speaking the proof in [37] is for $U_\Phi$ but the same proof applies to $u_\Phi^*$)

$$\|u_{\Phi+h}^*-u_\Phi^*\|_{L^2} \lesssim \|h\|_{L^2}$$

and putting everything together using (6.10)

$$\|C_{\Phi+h} - C_\Phi - dC_\Phi(h)\|_{L^2} \lesssim \|h\|_{L^\infty}\|h\|_{L^2}. \tag*{\blacksquare}$$

**Lemma 6.9.** We have

$$N_\Phi := I_\Phi*I_\Phi = I_{\Theta(\Phi,\Phi)}I_{\Theta(\Phi,\Phi)}.$$
Proof. Since the matrix $C_\Phi$ is unitary we have
\[ \langle \mathbb{I}_\Phi(\cdot), \mathbb{I}_\Phi(\cdot) \rangle_{L^2} = \langle I_{\Theta(\Phi,\Phi)}(\cdot), I_{\Theta(\Phi,\Phi)}(\cdot) \rangle_{L^2} \]
and the lemma follows. \qed

Remark 6.10. Since the attenuated X-ray transform $I_{\Theta(\Phi,\Phi)}$ extends as a bounded map from $L^2(M) \to L^2(\partial_+ SM)$, the same is true for $\mathbb{I}_\Phi$. Boundedness in $L^\infty$ for $I_{\Phi}$ is also obvious from the integral expression
\[ I_{\Theta(\Phi,\Phi)}(h) = \int_0^\tau u^{-1}_\Phi h u_\Phi \, dt. \]

6.3. Forward mapping properties. Proof of Theorems 6.2 and 6.3. Let $(M,g)$ be a non-trapping manifold with strictly convex boundary. We need the following facts (cf. [45, 52]).

(1) The function $\tilde{\tau}(x,v) = \left\{ \begin{array}{ll} \tau(x,v), & (x,v) \in \partial_+ SM, \\ -\tau(x,-v), & (x,v) \in \partial_- SM \end{array} \right.$
belongs to $C^\infty(\partial SM)$. Actually $\tau : SM \to \mathbb{R}$ solves transport problem $X\tau = -1$ with $\tau|_{\partial_- SM} = 0$ and the function $\tilde{\tau} = \tau(x,v) - \tau(x,-v)$ belongs to $C^\infty(SM)$.

(2) The scattering relation $\alpha : \partial SM \to \partial SM$ is the diffeomorphism defined by
\[ \alpha(x,v) = \varphi_{\tilde{\tau}(x,v)}(x,v). \]
It satisfies $\alpha^2 = \text{id}$.

(3) $\alpha^2 = \text{id}$ is based on the property $\tilde{\tau} \circ \alpha = -\tilde{\tau}$.

For what follows it is convenient to consider $(M,g)$ isometrically embedded in a closed manifold $(N,g)$, so that the geodesic flow can run for all times. Let $\rho \in C^\infty(N)$ be a boundary defining function for $\partial M$. That means that $\rho$ coincides with $M \ni x \mapsto d(x,\partial M)$ in a neighbourhood of $\partial M$, $\rho \geq 0$ on $M$ and $\partial M = \rho^{-1}(0)$. If we let $\nu$ be the inward unit normal, then $\nabla \rho(x) = \nu(x)$ for all $x \in \partial M$. Consider the function $h : \partial SM \times \mathbb{R} \to \mathbb{R}$ given by
\[ h(x,v,t) := \rho(\pi \circ \varphi_{\tilde{\tau}(x,v)}). \]

Note
- $h(x,v,0) = 0$;
- $\frac{d}{dt}|_{t=0} h(x,v,t) = \langle \nu(x), v \rangle$;
- $\frac{d^2}{dt^2}|_{t=0} h(x,v,t) = \text{Hess}_x \rho(v,v)$.

Hence there is a smooth function $R : \partial SM \times \mathbb{R} \to \mathbb{R}$ such that we can write
\[ h(x,v,t) = \langle \nu(x), v \rangle t + \frac{1}{2} \text{Hess}_x \rho(v,v)t^2 + R(x,v,t)t^3. \]
Since $h(x,v,\tilde{\tau}(x,v)) = 0$, it follows that
\[ \langle \nu(x), v \rangle + \frac{1}{2} \text{Hess}_x \rho(v,v)\tilde{\tau} + R(x,v,\tilde{\tau})\tilde{\tau}^2 = 0. \]
Note that $\tilde{\tau}(x, v) = 0$ iff $(x, v) \in \partial_0 SM$. Hence if we let

$$H(x, v, t) := \langle \nu(x), v \rangle + \frac{1}{2} \text{Hess}_x \rho(v, v) t + R(x, v, t) t^2$$

we see that $H$ is smooth, $H(x, v, \tilde{\tau}(x, v)) = 0$ and

$$\frac{d}{dt} \bigg|_{t=0} H(x, v, t) = \frac{1}{2} \text{Hess}_x \rho(v, v).$$

But for $(x, v) \in \partial_0 SM$, $\text{Hess}_x \rho(v, v) = -\Pi_x(v, v) < 0$ and thus by the implicit function theorem, $\tilde{\tau}$ is smooth in a neighbourhood of $\partial_0 SM$. Since $\tilde{\tau}$ is smooth in $\partial SM \setminus \partial_0 SM$ this gives smoothness of $\tilde{\tau}$ in $\partial SM$. A tweak of this argument gives the following lemma that is probably well-known to experts. Recall that $\mu(x, v) = \langle \nu(x), v \rangle$ for $(x, v) \in \partial SM$.

**Lemma 6.11.** Let $(M, g)$ be a non-trapping manifold with strictly convex boundary. The function $\mu/\tilde{\tau}$ extends to a smooth positive function on $\partial SM$ whose value at $(x, v) \in \partial_0 SM$ is

$$\frac{\Pi_x(v, v)}{2}.$$

**Proof.** Using (6.12) we can write

$$\mu(x, v) = -\frac{1}{2} \text{Hess}_x \rho(v, v) \tilde{\tau} - R(x, v, \tilde{\tau}) \tilde{\tau}^2$$

and hence for $(x, v) \in \partial SM \setminus \partial_0 SM$ near $\partial_0 SM$ we can write

$$\mu/\tilde{\tau} = -\frac{1}{2} \text{Hess}_x \rho(v, v) - R(x, v, \tilde{\tau}) \tilde{\tau}. \tag{6.13}$$

But the right hand side of the last equation is a smooth function near $\partial_0 SM$ since $\Pi$ and $\tilde{\tau}$ are; its value at $(x, v) \in \partial_0 SM$ is $\Pi_x(v, v)/2$. Finally, observe that $\mu$ and $\tilde{\tau}$ are both positive for $(x, v) \in \partial_1 SM \setminus \partial_0 SM$ and both negative for $(x, v) \in \partial_0 SM \setminus \partial_0 SM$. \qed

6.3.1. The maps $\Upsilon$ and $F$. We now introduce two important maps for what follows.

Consider the map

$$\Upsilon : \partial_+ SM \times [0, 1] \to SM, \quad \Upsilon(x, v, u) = \varphi_{u\tilde{\tau}(x, v)}(x, v). \tag{6.14}$$

This map is smooth and it extends smoothly to

$$\Upsilon : \partial SM \times [0, 1] \to SM$$

by setting $\Upsilon(x, v, u) = \varphi_{u\tilde{\tau}(x, v)}(x, v)$. Note that $\Upsilon(x, v, 0) = \text{Id}$, $\Upsilon(x, v, 1) = \alpha(x, v)$ and $\Upsilon(\alpha(x, v), u) = \Upsilon(x, v, 1 - u)$. In other words, if we let $\Gamma : \partial SM \times [0, 1] \to \partial SM \times [0, 1]$ be $\Gamma(x, v, u) := (\alpha(x, v), 1 - u)$, then $\Upsilon \circ \Gamma = \Upsilon$. The map $\Upsilon$ is a 2-1 cover with deck transformation $\Gamma$ away from $\partial_0 SM \times [0, 1]$.

For brevity we shall denote $p := \mu/\tilde{\tau} \in C^\infty(\partial SM)$. We let $F : \partial SM \setminus \partial_0 SM \times (0, 1) \to \mathbb{R}$ be

$$F(x, v, u) := \frac{\rho(\pi \circ \varphi_{u\tilde{\tau}}(x, v))}{\tilde{\tau}^2 u(1 - u)} = \frac{h(x, v, u\tilde{\tau})}{\tilde{\tau}^2 u(1 - u)} > 0. \tag{6.15}$$
Proposition 6.12. The function $F$ extends to a smooth positive function $F : \partial SM \times [0, 1] \to \mathbb{R}$ such that

1. $F(\alpha(x, v), u) = F(x, v, 1 - u)$;
2. $F(\partial SM \times [0, 1]$. 


\begin{proof}
Using the definition of $F$, we define the weighted transform $F$. General mapping properties and proof of Theorems 6.2 and 6.3.

6.3.2. □

\end{proof}

The right hand side of this equation is a smooth function on $\partial SM \times \mathbb{R}$ thus showing that $F$ extends to a smooth function on $\partial SM \times [0, 1]$ as claimed.

To check that item (1) holds, we check it first for $(x, u) \in \partial SM \setminus \partial_0 SM \times (0, 1)$. This is straightforward from the definition of $F$ and the fact that $\tilde{\tau} \circ \alpha = -\tilde{\tau}$. Since $\partial SM \setminus \partial_0 SM \times (0, 1)$ is dense in $\partial SM \times [0, 1]$ item (1) follows. To check item (2) we use (6.16) for $u = 0$; it yields

$F(x, v, 0) = -\frac{1}{2} \text{Hess}_x \rho(v) - R(x, v, \tilde{\tau}(1 + u) + u^2 Q(x, v, u) \tilde{\tau}.$

and from (6.13) we see that it agrees with $p$. Combining this with item (1) we see that $F(x, v, 1) = F(\alpha(x, v), 0) = \rho \circ \alpha(x, v)$ as claimed. Item (3) follows from (6.12) and the facts that $\tilde{\tau}(x, v) = 0$ and $\text{Hess}_x \rho(v) = -\Pi_x(v, v)$ for $(x, v) \in \partial_0 SM$. Finally, the positivity of $F$ is a consequence of the positivity of $p$ and the second fundamental form $\Pi$.

6.3.2. General mapping properties and proof of Theorems 6.2 and 6.3. Fix $m, p$ two arbitrary integers. Given a weight $w \in C^\infty(SM, \mathbb{C}^{m \times p})$ and for $f \in C^\infty(SM, \mathbb{C}^m)$, we define the weighted transform $T^w : L^2(SM, \mathbb{C}^p) \to L^2(\partial_+ SM, \mathbb{C}^m)$ as

$T^w f(x, v) := \int_0^{\tau(x, v)} w(\varphi_t(x, v)) f(\varphi_t(x, v)) \, dt, \quad (x, v) \in \partial_+ SM.$

An important space for what follows is given by

$C^\infty_{\alpha}(\partial_+ SM) := \left\{ u \in C^\infty(\partial_+ SM), \quad \psi \in C^\infty(SM) \right\}$

$= \left\{ u \in C^\infty(\partial_+ SM), \quad A_+ u \in C^\infty(\partial SM) \right\},$

where for $u \in C^\infty(\partial_+ SM)$, we have defined $A_+ u \in C^\infty(\partial SM \setminus \partial_0 SM)$ as

$A_+ u(x, v) = \begin{cases} u(x, v), & (x, v) \in \partial_+ SM, \\ u(\alpha(x, v)), & (x, v) \in \partial_- SM. \end{cases}$
Such a space was first introduced in [46] as a ‘natural’ space of functions which are mapped into $C^\infty(M)$ through the traditional adjoint of the X-ray transform, and the second equality is a characterization proved in [46]. We extend this definition to vector-valued functions, namely $C^\infty_\alpha(\partial_+ SM, \mathbb{C}^m) := (C^\infty_\alpha(\partial_+ SM))^m$. With $\rho$ a boundary defining function for $M$ as above, we now show the following result.

**Proposition 6.13.** Fix $m, p$ and a smooth weight $w$ as above. For every $s < 1$, the following mapping property holds:

$$
\mathcal{I}^w: \rho^{-s}C^\infty(SM, \mathbb{C}^p) \to \tau^{1-2s}C^\infty_\alpha(\partial_+ SM, \mathbb{C}^m).
$$

**Proof.** Given $f \in C^\infty(SM)$ and the function $F$ defined in (6.15), we consider the change of variable $t = \tau(x, v)u$, so that we may rewrite

$$
I^w(\rho^{-s}f)(x, v) = \tau(x, v)^{1-2s} \int_0^1 w(\Upsilon(x, v, u)) f(\Upsilon(x, v, u)) F^{-s}(x, v, u) \frac{du}{(u(1-u))^s},
$$

where

$$
g(x, v) := \int_0^1 w(\Upsilon(x, v, u)) f(\Upsilon(x, v, u)) F^{-s}(x, v, u) \frac{du}{(u(1-u))^s}
$$

and $\Upsilon$ is the map defined in (6.14).

All functions of $(x, v, u)$ involved in the definition of $g$ are defined and smooth for $(x, v) \in \partial SM$ (non-integer powers of $F$ are well-defined and smooth since $F$ is positive everywhere), and thus we may think of $g$ as $\tilde{g}|_{\partial_+ SM}$ for some $\tilde{g}$ whose definition is the same as above, but extended to $\partial SM$. Since all the functions participating in the definition of $\tilde{g}$ satisfy the property $q(\alpha(x, v), u) = q(x, v, 1-u)$, we have $\tilde{g} \circ \alpha = \tilde{g} = A_+ g$, and $\tilde{g}$ is smooth on $\partial SM$. In particular, the function $g$ belongs to $C^\infty_\alpha(\partial_+ SM, \mathbb{C}^m)$, which completes the proof. \[\square\]

The case of interest to us is when $s = 0$, for which we obtain

$$
\mathcal{I}^w: C^\infty(SM, \mathbb{C}^p) \to \tau C^\infty_\alpha(\partial_+ SM, \mathbb{C}^m),
$$

and for $w \equiv 1$ and $m = p$, we will denote $\mathcal{I}^w = \mathcal{I}$.

On to the attenuated X-ray transform $I_\Theta$ with $p = m$ and $\Theta \in C^\infty(M, u(m))$: assuming we fix a smooth integrating factor $R: SM \to U(m)$ solution of $XR + \Theta R = 0$, we can write $I_\Theta f$ as

$$
(6.17) \quad I_\Theta f(x, v) = R(x, v)\mathcal{I}(R^{-1}f)(x, v), \quad (x, v) \in \partial_+ SM,
$$

where

$$
\mathcal{I}^w: \rho^{-s}C^\infty(SM, \mathbb{C}^p) \to \tau^{1-2s}C^\infty_\alpha(\partial_+ SM, \mathbb{C}^m).
$$
In the functional setting \((6.1)\), we then compute the adjoint:

\[
(I_\Theta f, h)_v = \int_{\partial_+ SM} \langle R(x, v) I(R^{-1} f(x, v)), h(x, v) \rangle \varSigma \frac{\mu}{\tau} d\Sigma^{2d-2}
\]

\[
= \int_{\partial_+ SM} \left\langle I(R^{-1} f)(x, v), \frac{1}{\tau} R^* (x, v) h(x, v) \right\rangle \varSigma \mu d\Sigma^{2d-2}
\]

\[
\overset{(s)}{=} \int_{SM} \left( R^{-1} f, \left( \frac{1}{\tau} R^* h \right) \circ \psi \right) \varSigma d\Sigma^{2d-1}
\]

\[
= \int_M \left( R(x, v), \int_{S_x} \left( (R^{-1})^* (x, v) \left( \frac{1}{\tau} R^* h \right) \circ \psi(x, v) \right) dS_x(v) \right) \varSigma dV^d(x),
\]

where Santaló’s formula was used at step \((s)\). Note that we have used that the (componentwise) adjoint of \(I: L^2(SM) \to L^2(\partial_+ SM, \varSigma d\Sigma^{2d-2})\) is given by \(I^* h(x) = \frac{h}{\tau}(\psi(x, v))\), where \(\psi: SM \to \partial_+ SM\) denotes the footpoint map, defined by \(\psi(x, v) = \varphi_{-\tau}(x, v)\). This implies the following expression for the adjoint:

\[
I_\Theta^* h(x) = \int_{S_x} \left( (R^{-1})^* (x, v) \left( \frac{1}{\tau} R^* h \right) \circ \psi(x, v) \right) dS_x(v).
\]

Notice that since \(\Theta\) is skew-hermitian, we also have the pointwise relation \((R^{-1})^* (x, v) = R(x, v)\). We are now ready to compute associated normal operator \(I_\Theta^* I_\Theta\):

\[
I_\Theta^* I_\Theta f(x) = \int_{S_x} R(x, v) \left( \frac{1}{\tau} R^* I_\Theta f \right) \circ \psi(x, v) dS_x(v)
\]

\[
= \int_{S_x} R(x, v) \left( \frac{1}{\tau} R^* R I(R^{-1} f) \right) \circ \psi(x, v) dS_x(v)
\]

\[
= \int_{S_x} R(x, v) \left( \frac{1}{\tau} I(R^{-1} f) \right) \circ \psi(x, v) dS_x(v),
\]

where we have used that \(R^* R = id\) pointwise. We can now prove Theorem \ref{thm:6.2}.

**Proof of Theorem \ref{thm:6.2}** Take \(f\) smooth on \(M\), then \(R^{-1} f\) is smooth on \(SM\), then by Proposition \ref{prop:6.13}, \(\frac{1}{\tau} I(R^{-1} f) \in C^\infty(\partial_+ SM, \mathbb{C}^n)\). In particular, \(\left( \frac{1}{\tau} I(R^{-1} f) \right) \circ \psi(x, v)\) is smooth on \(SM\), and so is its product with \(R(x, v)\). Since \(I_\Theta^* I_\Theta f\) is the fiberwise average of the latter product, it is smooth on \(M\) as well. Theorem \ref{thm:6.2} is proved. \(\square\)

We finally make the adjustments needed to incorporate restrictions to certain Lie-algebra valued elements, proving Theorem \ref{thm:6.3}.

**Proof of Theorem \ref{thm:6.3}** The proof of (1) follows directly from Theorem \ref{thm:6.2} and the fact that when \(\Phi \in C^\infty(M, \mathbb{C}^{n \times n})\), then \(\Theta(\Phi, \Phi)\) is a smooth matrix field on \(\mathbb{C}^{n \times n}\).

On to the proof of (2), suppose that \(\Phi\) is \(\mathfrak{g}\)-valued. Equation \ref{eq:6.6} allows us to write

\[
I_{\Theta(\Phi, \Phi)}(f) = \int_0^\tau u_{\Phi^{-1}} f u_{\Phi} dt = \int_0^\tau \text{Ad}_{u_{\Phi^{-1}}} (f) dt
\]
where $\text{Ad}_g(f) = gf g^{-1}$ is the Adjoint representation. The map $I^*_{\Theta(\Phi,\Phi)}$ can be easily computed using (6.18) to obtain

$$I^*_{\Theta(\Phi,\Phi)}(h) = \int_{S_x} \text{Ad}_{a_x}((h/\tau)^2)(x,v)\,dS_x.$$  

But the Adjoint representation preserves $g$ and thus $\mathbb{N}_\Phi$ maps

$$\mathbb{N}_\Phi : C^\infty(M,g) \to C^\infty(M,g).$$

In fact, since $\text{Ad}_g$ for $g \in G \subset U(n)$ is unitary with respect to the Frobenius inner product we may $F$-orthogonally split $\mathbb{C}^{n \times n} = \mathfrak{g} \oplus \mathfrak{g}^\perp$ and from the expressions above we see that also

$$\mathbb{N}_\Phi : C^\infty(M,\mathfrak{g}^\perp) \to C^\infty(M,\mathfrak{g}^\perp).$$

□

6.4. Isomorphism property - proof of Theorem 6.4

Let us denote $N_{\Theta} := I^*_{\Theta} I_{\Theta}$. Unlike the case where $L^2_{\mu}$ is chosen as co-domain, this is a pseudo-differential operator on $M^\text{int}$ which does not extend to any simple neighbourhood of $M$. Understanding such an operator will require taking care of interior and boundary behavior separately. The interior behavior is well-known and holds in a broad range of cases, while the boundary behavior makes use of the recent results of [35]. The range of applicability of [35] is geodesic disks of constant curvature, and although what follows could apply to this class of surfaces, we will restrict to the Euclidean disk for simplicity.

Interior behavior. In the interior, we now show that $N_{\Theta}$ is a classical elliptic $\Psi$DO of order $-1$, and this actually holds for any simple surface. Indeed, from the above calculation (6.19), we first write

$$N_{\Theta} f(x) = \int_{S_x} \int_0^{\tau(x,v)} N_{\Theta}(x,\exp_x(tv)) f(\exp_x(tv)) j(x,v,t)\,dt\,dS_x(v),$$

where

$$N_{\Theta}(x,\exp_x(tv)) := \frac{1}{\tau(\psi(x,v))} R(x,v) R^{-1}(\varphi_t(x,v)) \frac{1}{j(x,v,t)},$$

and $j(x,v,t)$ denotes the Jacobian of the exponential map $S_x \times (0,\epsilon) \ni (v,t) \to \exp_x(tv) \in M$. In particular, the Schwarz kernel of $N_{\Theta}$ is nothing but $N_{\Theta}(x,y)$. Expansions for small $t$ give

$$j(x,v,t) = t^{-d+1} + O(t^{-d+2}), \quad R(x,v) R^{-1}(\varphi_t(x,v)) = id + t\Theta(x) + O(t^2),$$

and thus the part of the Schwarz kernel that contributes to the principal symbol is given by, up to a scalar constant,

$$\frac{1}{d_g(x,y)^{d-1} \ell(x,y)} id_{N \times N},$$

where $\ell$ denotes the length of the maximal geodesic passing through $(x,y)$.

Boundary behavior. We now focus on the case of the Euclidean disk, where $g = e$, $\mathfrak{d} = 2$ and the geodesic flow takes the form $\varphi_t(x,v) = (x + tv,v)$. We now recall the
theory described in the case $\Theta = 0$, as outlined in 35. Consider $x = (\rho \cos \omega, \rho \sin \omega)$ polar coordinates on the unit disk, and define the operator

$$\mathcal{L} := (4\pi)^{-2}[- \left((1 - \rho^2)\partial^2_\rho + (\rho^{-1} - 3\rho)\partial_\rho + \rho^{-2}\partial^2_\rho\right) + 1].$$

Then $\mathcal{L}$ is an unbounded, self-adjoint operator on $L^2(M)$ with known eigendecomposition

$$\{Z_{n,k}, \, n \in \mathbb{N}_0, \, 0 \leq k \leq n\}, \quad \lambda_n = (4\pi)^{-2}(n+1)^2.$$ 

The eigenfunctions are (Zernike) polynomials, hence smooth on $M$. We then define the Hilbert scale

$$(6.21) \quad \tilde{H}^s = \tilde{H}^s(M) := \left\{ f = \sum_{n,k} f_{n,k} \tilde{Z}_{n,k}, \, (4\pi)^{-2s}\sum_{n=0}^{\infty} (n+1)^{2s}\sum_{k=0}^{n} |f_{n,k}|^2 < \infty \right\}, \quad s \geq 0,$$

where the hat denotes $L^2$-normalization. It is then proved in 35, Lemma 3 that $\cap_{s \geq 0} \tilde{H}^s = C^\infty(M)$. Moreover, following 35, Lemmas 13-14, there exists $\alpha > 3/2$ and $\ell > 2$ such that for any $u \in C^\infty(M)$ and $s \in \mathbb{N}_0$, we have

$$(6.22) \quad \|u\|_{\tilde{H}^{2s}} = \|\mathcal{L}^s u\|_{L^2(M)} \lesssim \|u\|_{C^{2s}} \lesssim \|u\|_{\tilde{H}^{\alpha+2s}},$$

where for $k \in \mathbb{N}_0$, we define the $C^k$ norm $\|u\|_{C^k} = \sup_{x \in M} \sum_{|\alpha| \leq k} |\partial^\alpha u(x)|$.

Therefore, the topological dual of $C^\infty(M)$ equipped with the family of semi-norms $\{\|\cdot\|_{\tilde{H}^s}\}_{s \in \mathbb{N}_0}$ coincides with that of $C^\infty(M)$ equipped with the family of $C^k(M)$ norms, the latter being the space of supported distributions $\hat{C}^{-\infty}(M)$.

As a result, $\mathcal{L}$ can be extended by duality to $\hat{C}^{-\infty}(M)$ through the pairing $\langle \mathcal{L}u, \phi \rangle := \langle u, \mathcal{L}\phi \rangle$ (if by $\langle \cdot, \cdot \rangle$ we denote the $(\hat{C}^{-\infty}(M), C^\infty(M))$ pairing). An element $u \in \hat{C}^{-\infty}(M)$ will be said to be in $L^2(M)$ if there exists a constant $C$ such that for any $\phi \in C^\infty(M)$, $|\langle u, \phi \rangle| \leq C\|\phi\|_{L^2(M)}$. Definition (6.21) may then be extended to $s \in \mathbb{R}$, and each space can be identified as

$$(6.23) \quad \tilde{H}^s = \{u \in \hat{C}^{-\infty}(M), \quad \mathcal{L}^{s/2} u \in L^2\}, \quad \|u\|_{\tilde{H}^s} := \|\mathcal{L}^{s/2} u\|_{L^2}.$$ 

As this Sobolev scale is not the classical one (it is modeled after an elliptic operator whose ellipticity degenerates at the boundary), we state a few facts which are reminiscent of the traditional scales:

**Lemma 6.14.** The scale $\{\tilde{H}^s\}_{s \in \mathbb{R}}$ satisfies the following:

(a) Using $L^2$ as pivot space, for every $s \geq 0$, we have $(\tilde{H}^s)' = \tilde{H}^{-s}$.

(b) For any $s, t \in \mathbb{R}$ such that $t < s$, the injection $\tilde{H}^s \subset \tilde{H}^t$ is compact.

(c) For any $0 \leq s < t$ and $\theta \in [0, 1]$, we have $[\tilde{H}^t, \tilde{H}^s]_\theta = \tilde{H}^{\theta s + (1-\theta)t}$.

\footnote{The $4\pi$ factor is not directly incorporated in the definition of $\mathcal{L}$ in 35, though it helps avoid a proliferation of constants here, and only changes the results of 35 by powers of $4\pi$.}
Proof. The definition (6.21) makes each $\tilde{H}^s$ isomorphic to a weighted $\ell^2$ space. Then (a) follows directly from the fact that for any sequence of positive numbers $\{\lambda_n\}_n$, 

$$
\sum_{n \in \mathbb{N}} u_n \overline{v}_n \leq \left( \sum_{n \in \mathbb{N}} \lambda_n^2 u_n^2 \right)^{1/2} \left( \sum_{n \in \mathbb{N}} \lambda_n^{-2} \overline{v}_n^2 \right)^{1/2}.
$$

Then (b) is an immediate consequence of the fact that for any sequence $\{\lambda_n\}_n$ decreasing to zero, the operator $T_\lambda : \ell^2 \to \ell^2$ given by $\{u_j\}_{j \in \mathbb{N}} \mapsto \{\lambda_j u_j\}_{j \in \mathbb{N}}$ is compact.

Finally, (c) follows readily from the general complex interpolation result [35, Proposition 2.2], bearing in mind that $\tilde{H}^s$ is nothing but the domain space $D(L^{s/2})$.

Furthermore, we have that for any $s \in \mathbb{R}$ and any $u \in \tilde{H}^s$, \(\|N_0 u\|_{\tilde{H}^{s+1}} = \|u\|_{\tilde{H}^s}\). Moreover, the following identity is given in [35, Theorem 11] \(6.24\)

$$
\mathcal{L} N_0^2 = \text{id}_{C^\infty(M)},
$$

and this equality extends to $\dot{C}^{-\infty}(M)$ by density. Therefore, $N_0$ is an isomorphism of $C^\infty(M)$ (in fact, a bijection of $\dot{C}^{-\infty}(M)$), and the work in this section is to show that this remains true for $N_\Phi$, by showing that $N_\Phi$ is a relatively compact perturbation of $N_0$ on the $\tilde{H}^s$ scale.

Morally, the $\tilde{H}^s$ scale behaves like the usual Sobolev scale in the interior of $M$ (while allowing for faster radial oscillations near the boundary). This is summarized in the following lemma, in stark contrast with (6.22). Here an below, we write $U \in M^{int}$ for a set $U$ which is relatively compact in $M^{int}$. If $U$ is open, we have the natural operators of extension-by-zero $e_U : C^\infty_c(U) \to C^\infty(M)$ and restriction $r_U : C^\infty(M) \to C^\infty(U)$, which extend by duality to $e_U = r_U^\prime : \mathcal{E}'(U) \to \dot{C}^{-\infty}(M)$ and $r_U = e_U^\prime : \dot{C}^{-\infty}(M) \to \mathcal{D}'(U)$. We also have $r_U e_U = \text{id}_{\mathcal{E}'(U)}$, and $\mathcal{L} e_U = e_U \mathcal{L}$ (where $\mathcal{L}$, being a differential operator, will be viewed either as continuous on $\mathcal{E}'(U) \to \mathcal{E}'(U)$ or $\dot{C}^{-\infty}(M) \to \dot{C}^{-\infty}(M)$).

Lemma 6.15. Fix an open set $U \in M^{int}$ and an integer $p \geq 0$. Then for any $u \in \mathcal{E}'(U)$, we have that $u \in H^{2p}(U)$ if and only if $e_U u \in \tilde{H}^{2p}$. Moreover there exists constants $C_1(U, p)$ and $C_2(U, p)$ such that \(6.25\)

$$
C_1 \|u\|_{H^{2p}(U)} \leq \|e_U u\|_{\tilde{H}^{2p}} \leq C_2 \|u\|_{H^{2p}(U)}, \quad \forall u \in H^{2p}(U).
$$

Proof. We then have

$$
\|e_U u\|_{\tilde{H}^{2p}} = \|\mathcal{L}^p e_U u\|_{L^2(M)} = \|\mathcal{L}^p u\|_{L^2(U)} \leq C \|u\|_{H^{2p}(U)},
$$

where the last inequality comes from the fact that $\mathcal{L}^p$ is a differential operator of order $2p$. For the other inequality, notice that for any $u \in \mathcal{E}'(U)$ and any $p \in \mathbb{N}_0$, we have $e_U u = N_0^{2p} \mathcal{L}^p e_U u$, and upon applying $r_U$ we obtain $u = r_U N_0^{2p} e_U \mathcal{L}^p u$. We now claim that there is a constant such that \(6.26\)

$$
\|r_U N_0^{2p} e_U v\|_{H^{2p}(U)} \leq \|v\|_{L^2(U)}, \quad \forall v \in L^2(U).
$$
In that case, we write
\[ \|u\|_{H^{2p}(U)} = \|r_U N_0^{2p} e_U \mathcal{L}^p u\|_{H^{2p}(U)} \]
\[ \leq C \|\mathcal{L}^p u\|_{L^2(U)} = C \|\mathcal{L}^p e_U u\|_{L^2(M)} = C \|e_U u\|_{H^{2p}}, \]
completing the proof of the lemma.

To prove \([6,26]\): given \(U'\) an open set such that \(U \Subset U' \Subset M^{\text{int}}\), define \(e_{U,U'}: \mathcal{E}'(U) \to \mathcal{E}'(U')\) and \(r_{U,U'}: \mathcal{D}'(U') \to \mathcal{D}'(U)\) the operators of extension by zero and restriction. With \(\chi \in C_c^\infty(U')\) equal to 1 in a neighborhood of \(U\), the operators \(r_U N_0^{2p} e_U\) and \(r_{U',U} \chi r_{U'} N_0^{2p} e_{U'} \chi e_{U,U'}\) agree. The operator \(\chi r_{U',U} N_0^{2p} e_{U'} \chi\) is a properly supported element of \(\Psi^{-2p}(U')\) and thus by [22, Theorem 4.7],
\[ \chi r_{U',U} N_0^{2p} e_{U'} \chi: L^2_{\text{loc}}(U') \to H^2_{\text{loc}}(U') \]
is continuous. In particular, there exists \(U'' \Subset U'\) and a constant \(C\) such that for all \(w \in \mathcal{E}'(U')\),
\[ \|r_{U',U} \chi r_{U'} N_0^{2p} e_{U'} \chi w\|_{H^{2p}(U)} \leq C \|r_{U',U''} w\|_{L^2(U'')} \]
Applying this inequality to \(w = e_{U,U'} v\) for some \(v \in \mathcal{E}'(U)\) yields the result. \(\square\)

Now on to the study of \(N_\Theta\). We write \(N_\Theta = N_0 + K_\Theta\).

**Lemma 6.16.** For any open set \(U \Subset M^{\text{int}}\), the following hold.
(i) The operator \(r_U N_\Theta e_U\) is an elliptic element of \(\Psi^{-1}(U)\).
(ii) The operator \(r_U K_\Theta e_U\) belongs to \(\Psi^{-2}(U)\).

**Proof.** Fix an open set \(U \Subset M^{\text{int}}\). For \(f \in C_0(U)\) extended by zero outside of \(U\), we may write
\[ r_U N_\Theta e_U f(x) = \int_{S_x} \int_0^\infty A(x,v,t)f(x + tv) \, dt \, dS_x(v), \quad x \in U, \]
where \(A(x,v,t) := \frac{1}{\tau(v(x,v))} R(x,v) R^{-1}(x + tv, v) \chi(x + tv)\) for \((x,v,t) \in D_U\) with
\[ D_U := \{(x,v,t), (x,v) \in SU, t \in \mathbb{R}\}, \]
and where \(\chi \in C_c^\infty(M^{\text{int}})\) is equal to 1 on \(U\). Then \(A \in C^\infty(D_U)\) and by [12, Lemma B.1], \(r_U N_\Theta e_U\) is a classical \(\Psi\text{DO}\) of order \(-1\) on \(U\) with full symbol \(\sigma(x,\xi) \sim \sum_{k=0}^\infty \sigma_k(x,\xi)\), where
\[ \sigma_k(x,\xi) = \frac{i^k}{k!} \int_{S_{x,U}} \partial_{\xi}^k A(x,0,v) \delta^{(k)}(\xi,v) \, dS_x(v). \]
The principal symbol of \(N_\Theta\) is thus given by
\[ \sigma_0(x,\xi) = \pi \int_{S_x} \frac{\delta(\xi,v)}{\tau(x,v) + \tau(x,-v)} \, dS_x(v) \, id_{N \times N} = 2\pi \frac{1}{|\xi|} \left( \frac{\tau(x,\xi)}{\tau(x,\xi)} + \frac{\tau(x,-\xi)}{\tau(x,-\xi)} \right) id_{N \times N}. \]
We also notice that \(\sigma_0\) actually does not depend on \(\Theta\), in other words, \(r_U K_\Theta e_U = r_U (N_\Theta - N_0) e_U \in \Psi^{-2}(U)\). Hence the result. \(\square\)

The next lemma is in essence the reason why \(N_\Theta\) is a relatively compact perturbation of \(N_0\) on the \(\tilde{H}^s\) scale.
Lemma 6.17. For any $s \geq 0$, the operators $\mathcal{L}K_\Theta$ and $K_\Theta \mathcal{L}$ are $\tilde{H}^s \to \tilde{H}^s$ bounded.

Proof. It is enough to prove boundedness for $s = 2p$ with $p \in \mathbb{N}_0$, and the general case follows from Lemma 6.14(c) and the interpolation result [55, Proposition 2.1].

An important observation is that since $\Theta$ is compactly supported inside $M^{\text{int}}$, there exists $\delta > 0$ such that for any $x_0 \in \partial M$, if $x, y \in B_\delta(x_0) \cap M$, then $K_\Theta(x, y) = 0$. Indeed, if $\delta$ is so small that $B_\delta(x_0)$ does not intersect the support of $\Theta$, and by convexity of the set $B_\delta(x_0) \cap M$, the geodesic segment $[x, y]$ is completely included outside the support of $\Theta$, thus in (6.20), writing $y = \text{Exp}_x(tv)$ for some $t, v$, we have that $R(x, v)R^{-1}(\varphi_t(x, v)) = \text{id}_{N \times N}$ and hence $\mathcal{N}_0(x, y) = \mathcal{N}_\Theta(x, y)$ there.

Let us then cover $M$ by open balls $\{U_i\}_i$ of small enough diameter that if $U_i \cap U_j \neq \emptyset$ and if either intersects $\partial M$, then $U_i \cup U_j \subset B_\delta(x_0)$ for some $x_0 \in \partial M$. In this scenario, $K_\Theta(x, y) = 0$ for any $x \in U_i$ and $y \in U_j$. Consider $\{\psi_i\}_i$ a locally finite partition of unity subordinated to $\{U_i\}_i$, and write $K_\Theta = \sum_{i,j} K_{ij}$ with $K_{ij}(x, y) = \psi_i(x)K(x, y)\psi_j(y)$. Denote by $S_i \subset U_i$ the support of $\psi_i$. By the comment above, $K_{ij}$ is trivial whenever $U_i \cap U_j \neq \emptyset$ and either set intersects $\partial M$ and we may assume that the non-trivial terms arise either from (I) $U_i \cap U_j = \emptyset$, or (II) $U_i \cap U_j \neq \emptyset$ and $U_i \cup U_j \in M^{\text{int}}$.

In case (I), then $K_{ij}, K_{ji} \in C^\infty(M \times M)$, since these are supported away from the diagonal and the corner of $M \times M$. In particular for any $p \in \mathbb{N}$, the Schwartz kernel of $\mathcal{L}^p K_{ij}$ and $\mathcal{L}^p K_{ji}$ belongs to $C^\infty(M \times M)$ as well as those of $K_{ij} \mathcal{L}^p$ and $K_{ji} \mathcal{L}^p$ by duality. Then for any $p, q$, the Schwartz kernel of $\mathcal{L}^p K_{ij} \mathcal{L}^q$ belongs to $C^\infty(M \times M)$, thus $\mathcal{L}^p K_{ij} \mathcal{L}^q$ is $L^2 \to L^2$ bounded. In particular, $\mathcal{L}^p K_{ij} \mathcal{L}^q$ and $\mathcal{L}^q \mathcal{L} K_{ij}$ are $L^2 \to L^2$ bounded, which is equivalent to $K_{ij} \mathcal{L}$ and $\mathcal{L} K_{ij}$ being $L^2 \to \tilde{H}^{2p}$ bounded, and in particular, $\tilde{H}^{2p} \to \tilde{H}^{2p}$ bounded.

In case (II), take open sets $U, U'$ such that $S_i \cup S_j \subset U \subset U' \subset M^{\text{int}}$. Then from the composition calculus of $\Psi$DO’s and Lemma 6.16(ii), $K_{ij} \mathcal{L}$ and $\mathcal{L} K_{ij}$ are properly supported elements of $\mathcal{C}^0(U')$, and thus by [22, Theorem 4.7], we have $\mathcal{L} K_{ij}, K_{ij} \mathcal{L} : \tilde{H}^{s}(U') \to \tilde{H}^{s}(U')$ for all $s$. In particular, there exists $V \in U'$ and a constant $C$ such that for every $v \in \mathcal{E}'(U)$, $\|\mathcal{L} K_{ij} v\|_{\tilde{H}^{2p}(U)} \leq C \|v\|_{\tilde{H}^{2p}(V)}$. Using Lemma 6.15, this gives

$$\|e^U \mathcal{L} K_{ij} v\|_{\tilde{H}^{2p}} \lesssim \|\mathcal{L} K_{ij} v\|_{\tilde{H}^{2p}(U)} \lesssim \|v\|_{\tilde{H}^{2p}(V)} \lesssim \|e^V v\|_{\tilde{H}^{2p}},$$

similarly for $K_{ij} \mathcal{L}$.

On to the proof, for $v \in \dot{\mathcal{C}}^{-\infty}(M)$, we write $\mathcal{L} K_\Theta v = \sum_{i,j} \mathcal{L} K_{ij} v_j$, where $v_j = \chi_j v$ and where $\chi_j \in C^\infty(U_j)$ is equal to $1$ on $S_j$. Then

$$\|\mathcal{L} K_\Theta v\|_{\tilde{H}^{2p}} \leq \sum_{(I)} \|\mathcal{L} K_{ij} v_j\|_{\tilde{H}^{2p}} + \sum_{(II)} \|\mathcal{L} K_{ij} v_j\|_{\tilde{H}^{2p}}.$$ 

From the work above, each term involving $v_j$ is $\lesssim \|v_j\|_{\tilde{H}^{2p}}$, which by Leibniz’s rule is bounded by $C \|v\|_{\tilde{H}^{2p}}$. The proof for $\mathcal{L} K_\Theta$ is identical.

Since $K_\Theta$ is $L^2 \to L^2$ self-adjoint and $\mathcal{L}$ is essentially $L^2 \to L^2$ self-adjoint, the transpose of $\mathcal{L} K_\Theta : \tilde{H}^s \to \tilde{H}^s$ is $K_\Theta \mathcal{L} : \tilde{H}^{-s} \to \tilde{H}^{-s}$, and the transpose of $K_\Theta \mathcal{L} : \tilde{H}^s \to \tilde{H}^{-s}$ is $\mathcal{L} K_\Theta : \tilde{H}^{-s} \to \tilde{H}^s$. 


\(\tilde{H}^s\) is \(L K_\Theta \colon \tilde{H}^{-s} \to \tilde{H}^{-s}\), both of which are then bounded by virtue of Lemma \[6.17\]. A consequence of the previous lemma is also that \(K_\Theta = L^{-1} \circ L K_\Phi \colon \tilde{H}^s \to \tilde{H}^{s+2}\) is bounded for every \(p \in N_0\), and thus that \(N_\Theta = N_\Theta + K_\Theta\) is \(\tilde{H}^s \to \tilde{H}^{s+1}\) bounded for all \(s \geq 0\). Dualizing, the operator \(N_\Theta \colon \tilde{H}^{s-1} \to \tilde{H}^{-s}\) is bounded for all \(s \geq 0\).

We now prove the main theorem of this section.

**Theorem 6.18.** For all \(s \geq 0\), the operator \(N_\Theta \colon \tilde{H}^s \to \tilde{H}^{s+1}\) is a Hilbert space isomorphism. As a consequence, the operator \(N_\Theta \colon C^\infty(M) \to C^\infty(M)\) is a Fréchet space isomorphism.

**Proof.** We know that \(N_\Theta \colon L^2(M) \to L^2(M)\) is self-adjoint by construction, and injective \[44\], and in particular, injective on \(\tilde{H}^s\) for any \(s \geq 0\). We now prove that this is also true for negative \(s\). Indeed for \(s < 0\), if \(u \in \tilde{H}^s\) satisfies \(0 = N_\Theta u = N_0 u + K_\Theta u\), composing with \(L^{1/2}\), we obtain the equation \(u = -L^{1/2} K_\Theta u\). Now from Lemma \[6.17\], we have that \(L^{1/2} K_\Theta = L^{-1/2} \circ L K_\Theta \colon \tilde{H}^t \to \tilde{H}^{t+1}\) is continuous for all \(t \in \mathbb{R}\), and thus by bootstrapping, \(u \in C^\infty(M)\). Finally by injectivity of \(N_\Theta\) on \(C^\infty(M)\), we obtain that \(N_\Theta\) is injective on \(\tilde{H}^s\) for any \(s \in \mathbb{R}\).

On to the surjectivity, fix \(s \geq 0\): given \(f \in \tilde{H}^{s+1}\), \(u \in \tilde{H}^s\) solves \(N_\Theta u = f\) if and only if \(u\) solves \(N_0 u + K_\Theta u = f\). Upon composing by \(L^{1/2}\), this is equivalent to solving for \(u \in \tilde{H}^s\)

\[
\tag{6.27}
 u + L^{1/2} K_\Theta u = L^{1/2} f \in \tilde{H}^s.
\]

As mentioned above the operator \(L^{1/2} K_\Theta \colon \tilde{H}^s \to \tilde{H}^{s+1}\) is bounded, hence \(\tilde{H}^s \to \tilde{H}^s\) compact. As a result, the bounded operator \(I + L^{1/2} K_\Theta = L^{1/2} N_\Theta \colon \tilde{H}^s \to \tilde{H}^s\) has closed range. Finally, the Hilbert-space adjoint of \(L^{1/2} N_\Theta \colon \tilde{H}^s \to \tilde{H}^s\) is \(L^{-s} N_\Theta L^{1/2} L^s\) and thus,

\[
\text{ran} \left( L^{1/2} N_\Theta \big|_{\tilde{H}^s} \right) = \text{ran} \left( L^{1/2} N_\Theta \big|_{\tilde{H}^s} \right) = \left( \ker \left( L^{-s} N_\Theta L^{1/2} L^s \big|_{\tilde{H}^s} \right) \right)^\perp.
\]

The latter kernel is directly related to \(\ker N_\Theta \big|_{\tilde{H}^{-s-1}}\), which was proved above to be trivial. As a result, \(L^{1/2} N_\Theta \colon \tilde{H}^s \to \tilde{H}^s\) is an isomorphism, and so is \(N_\Theta \colon \tilde{H}^s \to \tilde{H}^{s+1}\).
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