Automatic Extraction of Road Networks from Satellite Images by using Adaptive Structural Deep Belief Network
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Abstract—In our research, an adaptive structural learning method of Restricted Boltzmann Machine (RBM) and Deep Belief Network (DBN) has been developed as one of prominent deep learning models. The neuron generation-annihilation in RBM and layer generation algorithms in DBN make an optimal network structure for given input during the learning. In this paper, our model is applied to an automatic recognition method of road network system, called RoadTracer. RoadTracer can generate a road map on the ground surface from aerial photograph data. In the iterative search algorithm, a CNN is trained to find network graph connectivities between roads with high detection capability. However, the system takes a long calculation time for not only the training phase but also the inference phase, then it may not realize high accuracy. In order to improve the accuracy and the calculation time, our Adaptive DBN was implemented on the RoadTracer instead of the CNN. The performance of our developed model was evaluated on a satellite image in the suburban area, Japan. Our Adaptive DBN had an advantage of not only the detection accuracy but also the inference time compared with the conventional CNN in the experiment results.

Index Terms—Deep Learning, DBN, Adaptive Structural Learning, RoadTracer

I. INTRODUCTION

In recent years, Artificial Intelligence (AI) has shown remarkable development centering on deep learning [1]. With major achievements of recent deep learning techniques, they learn to realize a part of human cognitive ability for image recognition, speech recognition, and so on. Moreover, large amounts of data can be collected to make decision and prediction by using the applied deep learning models in the real world problems.

The adaptive structural learning method of Deep Belief Network (Adaptive DBN) [2] has been developed, which has an outstanding function to find the optimal network structure for given input signals. The proposed method can firstly determine an optimal number of neurons for an Restricted Boltzmann Machine (RBM) [3], [4] by the neuron generation-annihilation algorithm [5], [6]. Moreover, an optimal number of layers of DBN can be also generated during the training [7]. Adaptive DBN method shows the highest classification capability for image recognition among some benchmark datasets such as CIFAR-10, CIFAR-100 [8], and so on. The paper [2] reported that the model can reach higher classification accuracy for test cases than the traditional Convolutional Neural Networks (CNNs) such as AlexNet [9], VGG16 [10], GoogLeNet [11], and ResNet [12].

In this paper, our developed Adaptive DBN is applied to an automatic recognition method of road map on the ground surface from aerial or satellite image. Building a road map and its maintenance require a lot of cost by human experts due to the complicated tasks. For the problem, several detection systems to the road map using deep learning was developed since 2017 [13], [14], [15], [16]. DeepRoadMapper [17] is a segmentation technique using deep learning to automatically detect roads from a satellite image. However, it was not able to achieve high detection accuracy, since some non-road features such as trees, river, and shadow of buildings covered roads and they became noise. In the other words, the model has insufficient segmentation power to clearly distinguish the road from the non-road features from only aerial image. In order to solve the problem, the automatic recognition method of road network using deep learning called RoadTracer [18] was proposed. The iterative graph search algorithm is used to find network graph representing the connectivity between roads, which is a different idea of segmentation based method.

However, the iterative graph search takes a long calculation time for not only the training phase but also the inference phase, because its search algorithm requires iterative recognition results by using a CNN for the images. If the CNN does not reach high accuracy, the search algorithm cannot find the next road and the algorithm will stop soon during the search process. In order to improve the image recognition power, Adaptive DBN was applied into the RoadTracer instead of the...
CNN. In this paper, the road detection for the suburban area including many trees or complicated small roads was challenged. The Adaptive DBN had an advantage of not only the detection accuracy but also the inference time compared with the conventional CNN with different search parameters.

The remainder of this paper is organized as follows. In the section II, the basic idea of Adaptive DBN is briefly explained. In the section III, the basic behavior of searching algorithm in RoadTracer is described. In the section IV, our Adaptive DBN is implemented on the RoadTracer and the effectiveness of our proposed model is verified on a test satellite image. In the section V, some discussions are given to conclude this paper.

II. ADAPTIVE STRUCTURAL LEARNING METHOD OF DEEP BELIEF NETWORK

A. RBM and DBN

An RBM [4] is an unsupervised learning to learn a probability distribution of input using two kinds of binary layers as shown in Fig. 1. A visible layer \( v \in \{0, 1\}^l \) for an input and a hidden layer \( h \in \{0, 1\}^l \) for a feature vector. The three kinds of learning parameters \( \theta = \{b, c, W\} \) are trained for the given input to minimize the energy function \( E(v, h) \) as follows.

\[
E(v, h) = -\sum_i b_i v_i - \sum_j c_j h_j - \sum_i \sum_j v_i W_{ij} h_j, \quad (1)
\]

\[
p(v, h) = \frac{1}{Z} \exp(-E(v, h)), \quad (2)
\]

\[
Z = \sum_v \sum_h \exp(-E(v, h)), \quad (3)
\]

where \( b_i \) and \( c_j \) are the biases for \( v_i \) and \( h_j \), \( W_{ij} \) is the weights between them. Eq. (2) is a probability of \( \exp(-E(v, h)) \). \( Z \) is calculated by summing energy for all possible pairs of visible and hidden vectors in Eq. (3). A standard estimation for the parameters is maximum likelihood in a statistical model \( p(v) \).

A DBN [3] forms a hierarchical network which is constructed by stacking several pre-trained RBMs. The activation values of hidden neurons at \( l-1 \)-th RBM are taken to next level of input at \( l \)-th RBM as Eq. (4).

\[
p(h^l_j | h^{l-1}) = \text{sigmoid}(c^l_j + \sum_i W^l_{ij} h^{l-1}_i), \quad (4)
\]

where \( c^l_j \) and \( W^l_{ij} \) indicate the parameters for the \( j \)-th hidden neuron and the weight at the \( l \)-th RBM, respectively. \( h^0 = v \) means the given input data. After the construction of the pre-trained RBMs, an output layer can be appended to the last RBM layer for supervised learning, then the corresponding weights are fine-tuned.

B. Neuron Generation and Annihilation Algorithm of RBM

The optimal design for the size of network architecture is important problem to achieve high performance in deep learning models. In our research, we have developed an adaptive structural learning method of RBM, called Adaptive RBM [2], to find the optimal number of hidden neurons for given input during the learning. The key idea of Adaptive RBM is the observation of Walking Distance (WD), which means a criterion how the model’s parameters are changed on the iterative learning [5]. If any fluctuation at a neuron in the network is observed in the training process, the corresponding neuron will be copied and generated as a new neuron, as shown in Fig. 2(a).

Moreover, the neuron annihilation algorithm is developed to remove the redundant neurons after the certain number of neurons are generated. Fig. 2(b) shows that the corresponding neuron is annihilated [6]. Due to a cross check system, please see the paper [2] for detailed algorithm of the method.

C. Layer Generation Algorithm of DBN

Based on the neuron generation algorithm, we have developed a hierarchical model of Adaptive DBN which can automatically generate a new Adaptive RBM in the training process as shown in Fig. 3. Since DBN is a stacking box of...
suitable number of hidden neurons and layers is automatically generated.

pre-trained RBMs, the total RBMs’ energy values and WD can be used as a criterion to the layer generation. If the criterion is larger than the pre-determined threshold, a new RBM layer will be generated to complement lack of representation for given input data [2].

III. ROADTRACER

A. Graph Search Algorithm

RoadTracer [18] is an automatic recognition method of a road map on the ground surface from aerial photograph data. The iterative graph search algorithm is used to find network graph connectivities between roads using graph structure, which is different idea of segmentation based method of deep learning. Algorithm 1 shows a pseudo code of the search algorithm. The search algorithm firstly initializes any starting location of search \(v_0\), an empty graph \(G\), and a stack of vertices \(S\). \(G\) is used to store detected vertices and edges. \(S\) is used to stack recent detected vertices as searching history. Secondly, for current searching position \(S_{top}\), the decision function takes an action that is walk or stop, and then updates \(G\) and \(S\) according to the decided action. This searching step is repetitively conducted until the terminate condition is satisfied.

The detailed specification of the decision function is as follows. The input of the decision function is the current graph \(G\), the current searching position \(S_{top}\), and an aerial or satellite image around \(S_{top}\). For the input, the function takes two kinds of outputs, which are action and angle. The action is defined as ‘walk’ or ‘stop’. If ‘walk’ is determined, the current searching position \(S_{top}\) is moved to the decided angle in a certain distance, and the algorithm updates \(G\) and \(S\). If ‘stop’ is determined, the current searching position \(S_{top}\) is popped from the stack of vertices \(S\) to back the previous position in next step.

Fig. 4 is an example of searching behavior in an intersection. Firstly, the vertices 1 to 4 are stacked in \(S\), and the decision function takes ‘walk’ to east direction, then the vertex 5 is stacked in \(S\). Secondly, the decision function takes ‘walk’ to north direction as same procedure. Thirdly, the function takes ‘stop’ because the available vertices are not found. After that, the current position is moved to back the intersection and the algorithm searches the south area. Finally, the stop action is determined again, then the search algorithm is finished.

B. Decision function of CNN

Deep learning is used in the inference process of the decision function in RoadTracer. The original paper [18] constructed a CNN with 17 convolutional layers in addition to input and output layers. The input layer is \(d \times d \times 3\) RGB image and graph \(G\) around the current position. For the input, ‘walk’ and ‘stop’ in the action are represented by two neurons \(O_{action} = (O_{walk}, O_{stop})\), which is calculated by softmax. The angle is represented by \(a\) neurons \(O_{angle} = (o_1, ..., o_a)\) in range \([0, 2\pi]\), which is calculated by sigmoid. If \(O_{walk}\) is larger than the pre-determined threshold \(T\), the algorithm takes ‘walk’ for the corresponding angle \(\arg\max_a(o_i)\).
IV. RoadTracer using Adaptive DBN

In our previous research, the Adaptive DBN has been evaluated on the general classification and detection tasks. On the other hand, the RoadTracer is a different kind of task from them. In this paper, our motivation is to evaluate the performance of Adaptive DBN is superior to the original CNN for the road map detection.

A. Training decision function

In this paper, the graph search algorithm of the RoadTracer was implemented on our Adaptive DBN instead of the CNN [18] in order to improve the detection accuracy and the calculation time. Of course, the intermediate hidden layers are automatically constructed for input data by the self-organization function of our Adaptive DBN. The input and output layers of Adaptive DBN are implemented based on the specification of RoadTracer as mentioned in the section [III-B].

In the experiments, 25 cities of satellite images such as Chicago were used for the training process of the Adaptive DBN as same as the original paper [18]. The satellite images and graph data in 25 cities were obtained from Google Map API and OpenStreetMap [19], respectively. The area of each city was about 24 square km and the resolution of the satellite image was 60cm per 1 pixel. The size of input image to the model was $512 \times 512 \times 3$ RGB image. We used the following GPU workstation to the experiments: Nvidia GeForce RTX 3090 $\times 2$, Intel(R) Core(TM) i9-10900K CPU @ 3.70GHz, 64GB RAM, in Nvidia Docker.

For the training data, the detection accuracy was 94.7% and 95.4% for the CNN and the Adaptive DBN, respectively. The trained DBN was automatically formed with the network of 542, 502, 474, 298, 102, and 95 neurons from input to output layer. The calculation time was seven days for the CNN and five days for the Adaptive DBN, respectively. Although there was no significant difference between two models for the detection accuracy, the Adaptive DBN realized faster calculation time than the CNN. The trained models were evaluated on the test data in the section [IV-B].

B. Evaluation for Hiroshima

In this paper, we challenge to evaluate the performance of our model using a satellite image in the suburban area, since the original RoadTracer [18] was evaluated using the satellite image of the urban area such as Chicago. Fig. 5 shows the satellite image for test in this experiment, where is Kumano town, Hiroshima, Japan. The image was also obtained from Google Map API and the resolution was $4,096 \times 4,096$. The graph data for ground-truth was also obtained from OpenStreetMap. In the experiments, the precision and recall were used for evaluation method as follows.

$$\text{Precision} = \frac{TP}{TP + FP},$$  
(5)

$$\text{Recall} = \frac{TP}{TP + FN},$$  
(6)

where TP, FP, and FN are True Positive, False Positive, and False Negative, respectively. Precision means the ratio that the predicted vertices in road map are actually correct for the ground-truth ones. Recall means the ratio that the ground-truth vertices are actually detected by the model.

Table I shows the detection accuracy and searching time for the test image. The performance of our Adaptive DBN was compared with the conventional CNN [18]. The experiments were conducted with the different threshold $T = \{0.3, 0.1\}$. The stop action will be more decided in the searching algorithm if $T$ is increased.

From Table I our Adaptive DBN showed higher detection accuracy for not only Precision but also Recall than the CNN. In addition, the inference time was also lower than the CNN except $T = 0.1$. Although the searching time of the Adaptive DBN with $T = 0.3$ was twice as long as $T = 0.1$, the recall was improved with 5.9%. We considered the searching area was wider by changing the parameter $T$ from 0.3 to 0.1. On
TABLE I
DETECTION ACCURACY

| Model                  | Precision | Recall | Time (minutes) |
|------------------------|-----------|--------|----------------|
| CNN [18] (T = 0.3)    | 74.4%     | 69.5%  | 49.2           |
| CNN [18] (T = 0.1)    | 72.3%     | 70.3%  | 55.9           |
| Adaptive DBN (T = 0.3) | 80.2%     | 85.8%  | 35.4           |
| Adaptive DBN (T = 0.1) | 81.8%     | 91.7%  | 70.2           |

The other hand, such improvement was not achieved in the CNN, regardless of the different parameter of T.

Fig. 6 and Fig. 7 show the detection results for Kumano town by the CNN and the Adaptive DBN, respectively. The yellow lines on the satellite image is the detected road map. We can see the Adaptive DBN was able to detect more roads than the CNN.

By changing the threshold T from 0.3 to 0.1, the walk action was more likely decided in the searching algorithm. This is, if the threshold T is small, the searching algorithm is worked to make a deep exploration around the intersection, although the inference time was varying very widely. As a result, the algorithm was able to detect more True Positive cases, while more False Positive cases were also found. However, we noted some False Positive cases might be actually road features. Fig. 8 shows the True Positive cases by the Adaptive DBN with T = 0.1. The green and red lines in the figures are the ground truth and the detected road maps, respectively. The two filled circles represent the search direction with black to yellow gradation, where outside and inside ones are ground-truth and the predicted ones, respectively. Fig. 9 shows the same result related to the False Positive cases. The figures show five cases by four continuous searching result. As shown in Fig. 8 the detected lines and the ground truth ones were almost matched in the True Positive cases. Although they were not matched in the False Positive cases, the detected lines might be actual roads as shown in Fig. 9. For example, Fig. 9(c) to Fig. 9(h) show a case that the detected roads might be actually roads, but not defined in OpenStreetMap. This is, Adaptive DBN was able to detect narrow roads such as farm roads and instructional roads that were not defined in OpenStreetMap. We will investigate such mis-detected results by the other additional data and expert knowledge.

V. CONCLUSION

Adaptive DBN is an adaptive structure learning method of DBN which can find an optimal network structure by generating/annihilating neurons and hierarchization during learning. In this paper, our model is applied to an automatic recognition method of road network, RoadTracer. RoadTracer can generate a road map on the ground surface from aerial photograph data. In the search algorithm of network graph, a CNN is trained to find network connectivity between roads with high detection capability. However, the system takes a long calculation time for not only the training phase but also the inference phase, then it may not reach high accuracy. In order to improve the accuracy and the calculation time, our Adaptive DBN was implemented on the RoadTracer instead of the CNN. The performance of our developed model was evaluated on a satellite image in the suburban area, Japan. Our Adaptive DBN had an advantage of not only the detection accuracy but
also the inference time compared with the conventional CNN in the experiment results. To improve the detection accuracy of our model, the detailed detection results using the other cities will be investigated in future.
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Fig. 9. False Positive cases by Adaptive DBN