Thermoelectric properties of Sm-doped BiCuSeO oxyselenides fabricated by two-step reactive sintering
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Abstract: Among layered oxygen-containing compounds, BiCuSeO is one of the most promising candidates for thermoelectric applications due to its intrinsically low thermal conductivity and good thermal stability. However, the rather poor electrical conductivity of pristine BiCuSeO hinders its potential. Further enhancement of the thermoelectric performance by single doping at the Bi site is limited mainly due to a dramatic decrease in carrier mobility. Thus, new strategies, such as dual doping or doping with variable-valence elements seem to be promising. Along with that, the development of a fast and scalable synthesis route is essential for the industrial-scale fabrication of thermoelectric materials. Hence, in this paper, Bi1-xSmxCuSeO samples (0 ≤ x ≤ 0.08) have been synthesized with a simple and scalable reactive sintering process. For comparison, Bi1-xSmxCu3O5 oxyselenides were also obtained by the conventional solid-state route. Our results highlight that Sm for Bi substitution increases the electrical conductivity by 1.5 – 2 times and decreases the Seebeck coefficient by ~1.4 times at 873 K for both series. Overall, considering the increase of lattice thermal conductivity upon doping and not optimized power factor, the figure of merit zT is reduced upon doping.

Introduction

Since the work by Vancliff Johnson and Wolfgang Jeitschko in 1974, the 1111 phases with ZrCuSiAs structure type have attracted considerable attention in the materials science community due to their quasi-two-dimensional crystal structure and nontrivial system of interatomic bonds [1–3]. These ZrCuSiAs-like phases formulated as $RTChQ$ (where $R = Bi, Ba, Sr$ or rare-earth elements; $T = late transition metals; Ch = P, Sb, Si, Ge or chalcogens; Q = O, F, H, As$) typically crystallize in a layered structure composed of alternating conductive $[T_2Ch_2]$ and charge reservoir $[R_2Q_2]$ layers [2]. The 1111 phases were thoroughly studied as new potential high-temperature superconductors and as transparent $p$-type semiconductors for optoelectronic applications [4–7]. One of the first studies on the electrical transport properties of BiCuSeO oxyselenides was barely noticed in 1997 [8]. However, almost a decade later it was clearly shown by two groups led by Nita Dragoe and Anthony V. Powell that the BiCuChO-based (Ch = Se or Te) oxychalcogenides could be promising as $p$-type thermoelectric (TE) material mainly due to their intrinsically low thermal conductivity ($< 1.5 \text{ W m}^{-1} \text{K}^{-1}$ at room temperature) and moderate electrical transport properties [9,10]. Indeed, a few years later a high $zT$ of ~1.5 at ~900 K was achieved by several groups for BiCuSeO doped with BaBi or CaBi, and PbBi, which makes them among the best performing oxygen-containing thermoelectric materials [11–14]. Here, $zT$ is the dimensionless figure of merit related to the efficiency of heat to electrical energy conversion, which is defined as $zT = \alpha^2 \sigma T / \kappa$, where $\alpha, \sigma, T, \kappa$ are the Seebeck coefficient, the electrical conductivity, the absolute temperature, and the thermal conductivity, respectively.

In general, good TE material should have high $\alpha$ and $\sigma$ along with low $\kappa$ [15–18]. However, it is usually difficult to achieve since the charge carriers and phonons transports are strongly coupled with each other [19]. BiCuSeO oxyselenides exhibit intrinsically low thermal conductivity as mentioned before and thus, the main strategies for the BiCuSeO thermoelectric performance enhancement are realized through the tailoring of the electrical transport properties, e.g., (i) charge carrier concentration optimization $via$ doping at Bi site [20–22]; (ii) band structure engineering $via$ isovalent substitution of Bi or Se [23,24]; (iii) defect engineering [25,26]. In most cases, higher $zT$ is achieved when several strategies are applied at the same time [27–31]. In this regard doping BiCuSeO with variable-valence elements, such as Eu, Yb, or Sm, which prefer a divalent state, can be considered a promising strategy for the $zT$ optimization $via$ both band structure tuning and carrier density increase due to hole introduction [32–34].

In addition to the above, all the thermoelectric properties are strongly coupled with the multiscale microstructures of the material. It is why the huge attention of the scientific community is also devoted to the development and application of advanced material synthesis and processing techniques [35]. Usually, the nonequilibrium routes, such as melt spinning (MS) [36], self-propagating high-temperature synthesis (SHS) [37], mechanical alloying (MA) [38], etc., are used to improve the figure of merit $via$ achieving rich hierarchical micro- or nanostructures [39–41]. Nevertheless, all of these methods require a subsequent sintering step to obtain a
bulk material. For this purpose, the spark plasma sintering (SPS) technique (also known as field-assisted or pulsed-electric current sintering) is widely used due to its outstanding energy and time efficacy [42]. However, the SPS can be used not only as a densification step but also as a chemical reaction stage (so-called reactive SPS, RSPS, or RS), which, in contrast, allows one to obtain the material in bulk directly from the precursors [43]. In comparison with the conventional solid-state reaction (SSR) approach, RSPS can be considered a straightforward and potentially scalable synthesis since some materials can be successfully fabricated by the RSPS in a matter of minutes [43]. However, all the advantages of the RSPS should be considered with caution. The spark plasma process is not yet fully understood and there are still some debates over the presence of sparks and plasmas in the process, the relationship between a material’s electrical conductivity and temperature evolution during the sintering, the thermodynamics, and kinetics of the RSPS processes, etc. For more details see reviews by O. Guillon et al., and A.S. Mukasyan et al. [42,43]. Nevertheless, the RSPS approach was already reported to be appropriate for many thermoelectric systems [44–47]. Moreover, it was recently reported by our group that the BiCuSeO oxide selenide in a bulk form obtained by reactive sintering exhibits a comparable zT value to that of BiCuSeO fabricated by SSR [48].

Thus, in this report, we combine the investigation of the influence of BiCuSeO doping with variable-valence Sm at the Bi site on the thermoelectric properties and a comparison of two different fabrication routes, namely the so-called two-step reactive sintering and a conventional two-step solid-state reaction route. It is worth noting that the thermoelectric properties of Sm-doped BiCuSeO prepared by MA and SSR were already reported by B. Feng et al. and H. Kang et al., respectively [33,34]. The previously reported results are considered and thoroughly discussed.

Experimental details

The bulk samples with the nominal chemical composition of Bi$_2$Sm$_x$CuSeO ($x = 0, 0.02, 0.04, 0.06,$ and 0.08) were synthesized by means of two previously mentioned methods: (i) two-step reactive sintering (samples were labeled as RS) and (ii) two-step solid-state reaction combined with ball milling (BM) and spark plasma sintering (samples were labeled as SS). For both routes, fine commercial powders of Bi$_2$O$_3$ (99.5%, Reachem), Sm$_2$O$_3$ (99.99%, Shin-Etsu Chemical), Bi (≥ 99.95%, Component Reaktiv), Se (99.90%, Reachem), and Cu (≥ 99.5%, Rushim) were used as precursors (see Table S1). While the preparation of the oxide selenide phase in the powder form via the SSR route requires two steps of long-term annealing in a quartz tube along with intermediate BM [49], the RS technique involves only a short step of mixing precursors followed by RS and BM [48]. Then, in both cases, resultant powders were placed in Ø10 mm graphite dies and densified by SPS (Labbio 650, Sinter-Land, Japan) under a uniaxial pressure of 50 MPa under Ar atmosphere at 973 K for 5 min (heating rate of 50 K/min and cooling rate of 20 K/min). It should be noted that the RS and SS samples were fabricated by using exactly the same conditions and regimes as reported in our previous reports, respectively [48,49].

X-ray diffraction (XRD) patterns were collected at room temperature using a DRON-3 diffractometer (IC Bourevestnik, Russia) equipped with a CuK$_\alpha$ ($\lambda = 1.54178 \text{ Å}$) X-ray tube. In order to quantitatively estimate the degree of preferential grain orientation in the obtained polycrystalline samples, the XRD patterns of both powders and bulks after sintering were analyzed and refined by the Rietveld method with the self-developed software package [50]. A two-dimensional projection of the orientation distribution function, the so-called pole density (or pole distribution) was calculated from the patterns using the following formulas [51–53]:

$$I_{\text{HKL}} = kP_{\text{HKL}}M_{\text{HKL}},$$

$$I_{n} = kP_{\text{HKL}}.$$

Here, $I_{\text{HKL}}$ and $P_{\text{HKL}}$ are the integrated intensity of the HKL line corresponding to the textured and non-textured sample, respectively, $k$ is the coefficients of proportionality determined by intensity factors and experimental conditions, $P$ is the pole density, which indicates a number of normals to the set of [hkl] planes per unit area of the sphere of the reciprocal lattice node, $M_{\text{HKL}}$ is the multiplicity factor. The ratio between $I_{\text{HKL}}$ and $P_{\text{HKL}}$ is equal to the ratio between the volumes of crystallites in reflection for the textured and non-textured samples. This ratio, $\Phi_{\text{HKL}}$, is called the relative pole density (or pole distribution function) and considering that the average value of the pole density $\bar{P} = \sum P_{\text{HKL}}/n = P_0 = 1$ when $n \rightarrow \infty$, can be calculated by the following expression [51]:

$$\Phi_{\text{HKL}} = \frac{I_{\text{HKL}}n}{\sum I_{\text{HKL}}},$$

where $n$ is the number of lines for which the calculation is carried out. $\Phi_{\text{HKL}}$ shows how the probability for [hkl] to be parallel to the sample surface in a textured sample differs from that in a non-textured one ($\Phi_{\text{HKL}} \geq 0$). Thus, $\Phi_{\text{HKL}} = 0$ means that there are no crystallites with [hkl] planes, $\Phi_{\text{HKL}} = 1$ means that there is no preferential crystallites orientation in the sample and, for example, $\Phi_{\text{HKL}} = 2$ means that there are twice as many crystallites in the textured sample, the [hkl] planes of which are oriented parallel to the sample surface. For the $\Phi_{\text{HKL}}$ calculation, only reflections of the same order from the [hkl] planes were taken into account, although reflections of different orders were also recorded in the diffraction patterns.
The Seebeck coefficient, $\alpha$, and the electrical conductivity, $\sigma$, were simultaneously measured in the radial direction (perpendicular to the SPS pressure direction) of bar-shaped samples with dimensions of $10 \, \text{mm} \times 2 \, \text{mm} \times 2 \, \text{mm}$ by the standard four-probe and differential methods, respectively. The measurements were performed under a helium atmosphere using the homemade system developed at Ioffe Institute [56]. In order to assess the thermal stability during the measurement and give repeatable data the electrical transport properties measurements were carried out on heating and cooling cycles. The thermal diffusivity, $\chi$, was measured in the axial direction (parallel to the SPS pressure direction) of a disk-shaped sample of $\varnothing \, 10 \, \text{mm} \times 1 \, \text{mm}$ using an LFA 467 HyperFlash (Netzsch, Germany). The thermal conductivity, $\kappa$, was calculated from $\chi = \kappa / C_p \times d$, where $C_p$ is the specific heat capacity calculated by the Debye model [57], and $d$ is the volume density measured by the Archimedes method. Hall constant at room temperature was calculated from the angular dependency of the Hall resistivity $\rho_H(\phi)$ measured using a laboratory-made installation (Cryotel, Russia) by the so-called stepwise rotation technique with a fixed magnetic field of 8 $\text{T}$, applied perpendicular to the rotation axis. $\rho_H(\phi)$ data were produced by the variation of the angle between the normal to the plane of the sample $n$ and magnetic field $H$ as a result of a change in the scalar product $(n, H)$, which in turn modulates the Hall signal by harmonic simple cosine law $\rho_H(\phi) = \rho_{10} + \rho_{11} \cos \phi$, where $\rho_{10}$ is the constant bias term and $\rho_{11}$ is the main component of the Hall signal. The amplitude of the harmonic term $\rho_{11}$ was used to calculate the Hall coefficient $R_H = \rho_{11} / H$. The uncertainty of the Hall measurements was estimated to be 5%. For all the specimens current of 1 or 10 $\mu\text{A}$ and copper electrodes were used. The estimated uncertainties are 5% ± 0.5 $\mu\text{V/K}$ for the Seebeck coefficient, 2% for the electrical conductivity, and 8% for the thermal conductivity. It should be noted that in the course of this work the electrical and thermal transport properties were measured in different directions. According to our data and data reported by L. Jiang et al., this may lead to an additional limited misleading of the $zT$ of the order of 5 – 10% due to possible preferential grain orientation in BiCuSeO oxyselenides [49,58]. Thus, the total uncertainty for the figure of merit, $zT$, is approximately 20 – 25%.

Results and discussion

X-ray diffraction analysis and Rietveld refinement confirmed the formation of the BiCuSeO phase that crystallizes in the ZrSiCuAs structure with the tetragonal $P4/mmm$ space group for both SS and RS series of the samples (Fig. 1). Within the detection limit of the XRD technique, it seems that the RS samples are single phase (Fig. 1b), whereas the main peaks of Bi$_2$O$_3$ and Cu$_2$–Se are discernible at ~26.6° and ~28.3°, respectively, for SS samples (Fig. 1a). Nevertheless, Bi$_2$O$_3$ and Cu$_2$–Se account for less than 3 vol.% and 5 vol.%, respectively (see Table S2 and Fig. S1). According to the previously
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**Figure 1.** X-ray diffraction patterns for Bi$_{1-x}$Sm$_x$CuSeO ($x = 0 – 0.08$) bulks prepared by both (a) SS and (b) RS techniques. The Bragg’s reflections for BiCuSeO phase are indicated by grey ticks on the top part of the figure. Bi$_2$O$_3$ and Cu$_2$–Se secondary phases are indicated by black solid triangle (▲) and thin diamond (♦) symbols, respectively.

Microstructures and elemental composition of sintered samples were examined by scanning electron microscopy (SEM) and energy-dispersive X-ray spectroscopy (EDS) on Vega 3SB scanning electron microscope (Tescan, Czech Republic) in conjunction with an EDS detector (x-ray, Oxford Instruments, UK). The accuracy of the EDS analysis is limited and affected by many factors, including the chemical composition of the sample itself, near edge absorption effects, parameters of the detector, etc. [54]. Thus, in order to obtain reasonable results, we have carried out not less than 30 point-type and 10 area-type analyses per sample. Overall, the uncertainty of the obtained atomic fraction of Sm was estimated to be 10 – 15%. X-ray photoelectron spectroscopic (XPS) measurements were performed in a UHV system by using PHI5000 VersaProbeII spectrometer (ULVAC-PHI, Japan). A monochromatic Al Kα radiation source ($hv = 1486.6$ eV) was employed with a power of $50$ W. The spot size was 200 μm. The spectrometer scale of the binding energy was calibrated by Au 4f$^7$ (83.96 eV) and Cu 2p$^3$ (932.62 eV). The peaks were deconvoluted by means of an open-source Python package LG4X [55] in order to resolve the separate constituents.
Table 1. Lattice parameters from Rietveld refinement of XRD data and elemental ratios obtained by EDS analysis for the Bi$_{1-x}$Sm$_x$CuSeO ($x = 0 – 0.08$) samples prepared by SS and RS methods

| Nominal composition | SS route | RS route |
|---------------------|----------|----------|
|                     | $a$, $b$ (Å) | $c$ (Å) | (Bi + Sm)$_x$Cu$_{1-x}$Se | Sm | $a$, $b$ (Å) | $c$ (Å) | (Bi + Sm)$_x$Cu$_{1-x}$Se | Sm |
| BiCuSeO [61]        | 3.9213(1) | 8.9133(5) | n/a | n/a | n/a | n/a | n/a | n/a |
| BiCuSeO             | 3.9221(1) | 8.9164(5) | 1.04:1.00:0.96 | 0.00 | 3.9263(2) | 8.9185(2) | 1.04:0.99:0.97 | 0.00 |
| Bi$_{0.96}$Sm$_{0.04}$Cu$_{0.96}$SeO | 3.9226(1) | 8.9194(3) | 1.03:0.99:0.98 | 0.02 | 3.9275(3) | 8.9211(4) | 1.02:0.98:1.00 | 0.02 |
| Bi$_{0.94}$Sm$_{0.06}$Cu$_{0.94}$SeO | 3.9253(5) | 8.9259(1) | 1.03:1.00:0.96 | 0.03 | 3.9293(2) | 8.9273(2) | 1.02:0.98:1.00 | 0.03 |
| Bi$_{0.92}$Sm$_{0.08}$Cu$_{0.92}$SeO | 3.9289(6) | 8.9303(7) | 1.03:0.99:0.99 | 0.05 | 3.9311(5) | 8.9316(4) | 1.02:0.98:1.00 | 0.05 |
| Bi$_{0.80}$Sm$_{0.20}$Cu$_{0.80}$SeO | 3.9290(7) | 8.9344(5) | 1.06:0.98:0.96 | 0.07 | 3.9313(2) | 8.9350(6) | 1.02:0.99:0.99 | 0.07 |
| SmCuSeO [5]         | 3.9563(1) | 8.7164(1) | n/a | n/a | n/a | n/a | n/a |

reported data, the increase of the secondary phase content with Sm content may originate from the Cu or Bi vacancies formed upon doping [59,60]. Thus, additional $p$-type doping can be expected for Sm-containing samples.

The refined cell parameters of BiCuSeO are in good agreement with previously reported values (see Table 1) [61]. Without regard to synthesis technique, lattice parameters, $a$ and $c$, for both SS and RS series increase with increasing Sm content. On the one hand, the ionic radius of Bi$^{3+}$ (1.03 Å) is quite close but still larger than those for Sm$^{3+}$ (0.96 Å) [62]. Thus, intuitively it seems that the decrease of the lattice parameters should be expected upon Bi substitution according to Vegard’s law. On the other hand, one also should consider that Sm$^{2+}$ ions can be present in the system with a much larger ionic radius of 1.22 Å causing an increase of $a$ and $c$ [33,62]. Moreover, according to the crystallographic data collected for $MCuSeO$ (M = La, Bi, Ce, Nd, Gd, Tb, Dy, Ho, and Y) the lattice parameter $a$ should slightly increase (for less than 1%) even for Sm$^{3+}$ to Bi$^{3+}$ substitution as shown in Fig. 2 [5,63–68]. The presence of vacancies may also contribute to the lattice parameters evolution [25,69]. Thus, while there is a clear correlation between the increase of the lattice parameters and actual Sm content (see Table 1 and Fig. S3), it is difficult to unambiguously attribute the lattice parameters changes to some particular reason. It was also revealed that for some samples the actual Sm content is slightly lower than the nominal one (Table 1). Moreover, a negligible amount of Sm$_2$O$_3$ precipitates were detected by EDS analysis in RS samples with $x > 0.04$. For the SS samples traces of Bi$_2$O$_3$ (for the samples with $x > 0.02$) and Cu$_2$Se (for the samples with $x > 0.04$) were also detected, which is consistent with XRD analysis (see Table S2).

Finally, all the samples exhibited fine and dense microstructure with randomly arranged lath-like grains which are typical for oxycalchogenides (see Fig. 2). According to SEM micrographs of the fractured cross-sections an average grain size (platelet thickness) is around 300 – 700 nm for SS and 400 – 1000 nm for RS samples, respectively (Table S3). Such difference can be attributed to the several intermediate ball milling steps used for the preparation of the SS series, while short and low-energy ball milling step was used during the preparation of the RS series [70]. It should be noted that in semiconductors, the microstructure-property relationship is quite strong. In particular, the grain size directly affects the degree of scattering of charge carriers ($\mu_H \propto L_g$, where $\mu_H$ is the Hall charge carrier mobility and $L_g$ is the grain size [71,72]) and acoustic phonons ($\kappa_{lat} \propto L_q$, where $\kappa_{lat}$ is the lattice thermal conductivity [73,74]), and thus the electrical and thermal properties of the material. Porosity, in this regard, also plays a crucial role. According to the effective medium model, even a small volume fraction of pores will increase both the thermal and electrical resistance of the material [75]. In addition, the usage of different preparation techniques may introduce new nano- or microstructures in the material, such as nano-pores, nanoparticles, amorphous regions, or different degree of preferential grains orientation. Thus, considering all the above mentioned, absolute values of the transport properties as well as its temperature dependence behaviour can be significantly tuned by using different

Figure 2. Scanning electron micrographs of a fractured surface of (a, c) BiCuSeO and (b, d) Bi$_{0.96}$Sm$_{0.04}$Cu$_{0.96}$SeO prepared by (a, b) SS and (c, d) RS method.
material synthesis or processing techniques mainly due to the features of the formed nano- or microstructure (see, for example, Fig. 8 in Ref. [76], where the transport properties of pristine BiCuSeO obtained by different techniques are shown).

Looking closer at the XRD pattern intensities of SS and RS bulks (Fig. 1) reveals that there is a noticeable difference in them. While there is no significant difference in intensities for XRD patterns of powders, for bulk samples the difference in intensities is noticeable and, first of all, it can be attributed to a different degree of preferential grains orientation (Fig. S4). This also agrees well with the calculated relative pole density values for the Bi$_{0.94}$Sm$_{0.06}$CuSeO as an example. So, for the sample obtained by the SS route, the pole densities were \( \Phi_{001} = 0.55 \) and \( \Phi_{h00} = 1.21 \), respectively, while for the RS sample \( \Phi_{001} = 2.25 \) and \( \Phi_{h00} = 0.58 \). In other words, it can be stated with confidence that in the samples of the two series, the crystallites are oriented differently relative to the non-textured standard sample, which, in principle, should affect the electrical and thermal transport in the specimens as shown and discussed below (Fig. 3).

The electrical conductivity of all the samples decreases upon heating, indicating a degenerate behavior up to some temperature \( T_i \) (depending on the sample) as shown in Fig. 3a. The electrical conductivity of the RS samples is similar to those of SS samples at low temperatures. However, an upturn temperature, \( T_u \), seems to be much lower for the RS samples resulting in a slightly higher \( \sigma \) at high temperatures. In general, for both series the electrical conductivity is increased by the Sm for Bi substitution and reached maximum values of ~80 \( \Omega^{-1} \text{cm}^{-1} \) at 300 K and ~53 \( \Omega^{-1} \text{cm}^{-1} \) at 873 K for Bi$_{0.92}$Sm$_{0.08}$CuSeO samples.

The Seebeck coefficient is positive in the investigated temperature range for all sample compositions exhibiting a \( p \)-type transport behavior (Fig. 3b). The pristine samples show a large Seebeck coefficient of more than 250 \( \mu \text{V K}^{-1} \) at 300 K and even higher values of 300 – 340 \( \mu \text{V K}^{-1} \) at 823 K. With the increase of Sm content, the temperature dependence of the Seebeck coefficient becomes more linear as expected for degenerate semiconductors. All the doped samples obtained by the RS technique exhibit similar values of \( \alpha \) compared to those of SS samples in the whole temperature range. The value reaches ~240 \( \mu \text{V K}^{-1} \) at 823 K for the highest samarium content. It should be mentioned that the electrical transport properties of all the samples were measured for several runs in order to ensure that the \( \sigma \) and \( \alpha \) values are reproducible. Moreover, the same measurements were performed for SS and RS Bi$_{0.94}$Sm$_{0.06}$CuSeO specimens after annealing for 24 h at 873 K to show that the samples are stable and are in their thermodynamic equilibrium state. All the values of \( \sigma \) and \( \alpha \) after annealing are in good agreement (in the range of uncertainty) with those before annealing (see Fig. S5).

According to previous reports, there are several possible reasons for such changes observed in the electrical transport properties of BiCuSeO doped with variable-valence Sm: (i) partial substitution of Bi$^{3+}$ by Sm$^{2+}$ [33], which will introduce more charge carriers (\( h^+ \), holes) to the system according to the equation: Bi$_{Bi} \rightarrow$ Sm$_{Cu}$ + $h^+$ [32]; (ii) the band structure tuning as can be expected for rare-earth doped oxychalcogenides [24]; (iii) the formation of crystal defects, such as anti-sites, vacancies, etc., also resulting in
an enhancement of $\rho_H$ [76]. Unfortunately, within the framework of this work, we believe that it is impossible to unambiguously determine the ratio of Sm$^{2+}$/Sm$^{3+}$ ions, as was erroneously done in a previous report [33]. In general, the XPS spectrum for the Bi$_{0.92}$Sm$_{0.08}$CuSeO sample (Fig. S6) is in good agreement with the results presented in previous reports (for details, see ESI). However, due to a small difference in the binding energy between Sm$^{2+}$ and Sm$^{3+}$, it is impossible to perform a qualitative deconvolution of the peaks without a good Sm$^{2+}$ standard. Nevertheless, according to the results of Hall measurements (Fig. S7), the concentration of charge carriers increases with the increase in the Sm content (Table 2), which is generally consistent with previously reported data (Table S4) [33,34]. For both the SS and RS series of samples, the pattern of change in transport properties upon Sm content is similar and agrees with those previously reported for Sm-doped BiCuSeO oxyselenides (Fig. S8) [33,34]. However, two aspects should be mentioned when our results are compared with previously reported ones. Firstly, despite a similar trend in the change of the electrical conductivity upon Sm doping (Fig. S8a), the mechanism that causes this change is reported to be different in previous reports. While our data and data from previous reports agree that charge carrier concentration increases along with the increase of Sm doping level, the carrier mobility data is controversial. On the one hand, in the paper by Feng et al. [34], the mobility of the undoped BiCuSeO sample was $\sim$7 cm$^2$ V$^{-1}$ s$^{-1}$ and increased significantly with an increase in the Sm content. On the other hand, in the paper by Kang et al. [33], the mobility for all the samples was in the range of $2 - 4$ cm$^2$ V$^{-1}$ s$^{-1}$ and was only slightly increased with Sm doping. For a reasonable conclusion on the origin of such differences, it is necessary to have more information about the samples, their preparation, and microstructure. The experimental data on Hall mobility obtained in this work (Table 2) are consistent with the results obtained by Kang et al. [33]. Secondly, the temperature dependences of the electrical conductivity of the samples presented in the literature also differ from what was observed in this work for Sm-doped BiCuSeO (Fig. S9). We think that this is most likely attributed to the features of the microstructure of the samples obtained by different recipes, as discussed earlier (Fig. S10 or Fig. 8 in Ref. [76]).

The total thermal conductivity, $\kappa$, of all the samples is close to $0.8 - 1.1$ W m$^{-1}$K$^{-1}$ at room temperature and falls down to $0.5 - 0.8$ W m$^{-1}$K$^{-1}$ at 873 K (Fig. 4a). The total thermal conductivity is the sum of the lattice thermal conductivity $\kappa_L$ and the electronic thermal conductivity $\kappa_e$: $\kappa = \kappa_L + \kappa_e$. The electronic thermal conductivity is proportional to the electrical conductivity according to the Wiedemann-Franz law $\kappa_e = \sigma LT$. Here, the Lorenz number, $L$, was estimated as a function of temperature from the experimental values of the Seebeck coefficient in the framework of the effective mass model (Fig. S11a). Both $\kappa_L$ and $\kappa_e$ are increasing upon doping (Fig. S11b, S12b) leading to the rise of $\kappa$. Firstly, increased $\sigma$ for Sm doped samples results in raise of $\kappa_e$. Secondly, for materials with a complex primitive cell at temperatures above Debye temperature ($\theta_D = 243$ K for BiCuSeO) [77] lattice thermal conductivity can be roughly modeled as $\kappa_L \propto A/T + B$, with contributions from Umklapp scattering, $A \propto \frac{\tilde{M}v_e^2}{\gamma' n_V^{3/2}}$, and boundary scattering, $B \propto \frac{\nu_L L_g}{V_n}$, where $\tilde{M}$ is the average mass, $v_o$ is the average sound velocity, $\gamma$ is the Grüneisen parameter, $n_V$ is the number of atoms per primitive cell, $V_n$ is the volume per atom, $L_g$ is the grain size [73]. Thus, considering the mass difference between Sm (150.36 g mol$^{-1}$) and Bi (208.98 g mol$^{-1}$) atoms and higher sound velocity in SmCuSeO [78] (see Table S5), the lattice thermal conductivity should increase upon substitution of Bi to Sm, which is in line with previous reports [33,34]. Moreover, according to this model, slightly higher thermal conductivity for the RS series in comparison with the SS
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**Figure 4.** Temperature dependence of (a) the total thermal conductivity and (b) the figure of merit $zT$ for the Bi$_{1-x}$Sm$_x$CuSeO ($x = 0 - 0.08$) samples prepared by SS and RS methods (solid and open symbols, respectively).
The combination of the electrical and thermal transport properties allows one to estimate the figure of merit, $zT$, as a function of temperature for the Bi$_{1-x}$Sm$_x$CuSeO samples (Fig. 4b). The pristine samples exhibit values in a range of 0.5 – 0.6 at 873 K, which is in good agreement with many previous reports [77]. However, the $zT$ values of the doped samples were lower than that of pristine BiCuSeO for both SS and RS series. This can be explained by considering the so-called quality factor, $β ≈ µ_n T^{5/2}/κ_{lat}$ (here $µ_n$ is the weighted mobility related to the drift mobility as $µ_n = µ(m_d/m_e)^{3/2}$, with $m_d$ is the density of states effective mass and $m_e$ is the electron mass), which determines the maximum $zT$ value achievable for a given material at a given temperature [79]. On the one hand, the effective mass increases with doping due to the increase in the ionicity of the [Bi$_{2-x}$Sm$_x$O$_{2}$]$^{2+}$ layers [80,81] (see Table 2 and Table S6), which is beneficial for the weighted mobility. On the other hand, assuming a single parabolic band and deformation potential scattering $µ ≈ T^{5/2}(m_d^{5/2})$ and thus the increase in the density of states effective mass would actually result in μ reduction with doping (Fig. S8g). Thus, considering the increased lattice thermal conductivity, which is not compensated by the weighted mobility, the quality factor is reduced upon doping as well as $zT$ (Fig. S8).

Conclusions

The thermoelectric properties of the Bi$_{1-x}$Sm$_x$CuSeO (0 ≤ x ≤ 0.08) samples prepared by two-step reactive sintering and solid–state reaction route have been studied. The Sm for Bi substitution increases the electrical conductivity while moderately decreasing the Seebeck coefficient. The intrinsically low thermal conductivity of BiCuSeO related to large anharmonicity, weak interatomic bonding between the layers, and large atomic weight of constituents [77], is noticeably increased by the Sm doping mainly due to the lower weight of Sm. Finally, with the combination of deteriorated weighted mobility and increased lattice thermal conductivity the figure of merit $zT$ is decreasing upon Sm for Bi substitution. Despite the obtained low $zT$ value, it is instructive to clarify these rare earth doping effects, and the reactive sintering approach developed to synthesize undoped and doped BiCuSeO oxyselenides is in practice an interesting playground, which can be extended to other oxycalchogenides in the future.
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Table S1. Melting and boiling points, bulk density, electrical and thermal conductivities of the materials used for the Bi\(_{1-x}\)Sm\(_x\)CuSeO \((x = 0 – 0.08)\) synthesis.*

| Material     | Melting point (K) | Boiling point (K) | Density (g cm\(^{-3}\)) | Electrical resistivity \((\mu\Omega \text{ cm})\) | Thermal conductivity \((W \text{ m}^{-1}\text{K}^{-1})\) |
|--------------|------------------|------------------|--------------------------|----------------------------------|----------------------------------|
| Bi           | 544.4            | 1837             | 9.79                     | 110 (273 K)                      | ~8 (273 K) [1]                  |
| Cu           | 1357.8           | 2833             | 8.96                     | 1.5 (273 K)                      | 399 (300 K) [1]                 |
| Se           | 494              | 958              | 4.81                     | 8 \cdot 10^8 (753 K) [2]         | 0.52 (300 K) [1]                |
| Bi\(_2\)O\(_3\) | 1098            | 2163             | 8.90                     | 3 \cdot 10^{12} (300 K) [3]      | ~0.9 (500 K) [4]                |
| Sm\(_2\)O\(_3\) | 2608            | 4053             | 7.60                     | 5 \cdot 10^{13} (673 K) [5]      | –                               |

*all the data are from 97th edition of CRC Handbook of Chemistry and Physics [6] unless otherwise stated

Table S2. Details of the phase composition of the Bi\(_{1-x}\)Sm\(_x\)CuSeO \((x = 0 – 0.08)\) samples prepared by two-step solid-state reaction combined with ball milling and SPS (labeled as SS); by two-step reactive spark plasma sintering (samples were labeled as RS) according to the XRD pattern refinement.*

| Nominal composition | Phase composition (vol.%)
|---------------------|-------------------------|
|                     | SS                      | RS                      |
| BiCuSeO             | 100% BiCuSeO            | 100% BiCuSeO            |
| Bi\(_{0.98}\)Sm\(_{0.02}\)CuSeO | 99.1% BiCuSeO, 0.9% Bi\(_2\)O\(_3\) | 99.4% BiCuSeO, 0.6% Bi\(_2\)O\(_3\) |
| Bi\(_{0.96}\)Sm\(_{0.04}\)CuSeO | 98.8% BiCuSeO, 1.2% Bi\(_2\)O\(_3\) | 100% BiCuSeO |
| Bi\(_{0.94}\)Sm\(_{0.06}\)CuSeO | 95.3% BiCuSeO, 2.6% Bi\(_2\)O\(_3\), 2.1% Cu\(_2\)\(_2\)Se | 100% BiCuSeO |
| Bi\(_{0.92}\)Sm\(_{0.08}\)CuSeO | 93.1% BiCuSeO, 1.9% Bi\(_2\)O\(_3\), 5.0% Cu\(_2\)\(_2\)Se | 100% BiCuSeO |

*The final refinement of XRD patterns was carried out assuming a tetragonal crystal system with a space group of P4/nmm (No. 129) and taking the pseudo-Voigt function for the peak profiles in the 2\(\theta\) range of 10 – 110° (CuK\(_\alpha\) radiation with \(\lambda = 1.54178\) Å).
Fig. S1. Rietveld refinements of Bi$_{1-x}$Sm$_x$CuSeO ($x = 0 - 0.08$) specimens obtained by SS (a – e) and RS (f – l) routes, respectively.
Figure S2. Dependence of lattice parameters (a) $a$ and (b) $c$ on ionic radii of $R$ in $RCuSeO$ (where $R =$ Bi, La, Ce, Pr, Nd, Sm, Gd, Tb, Dy, Ho, Y). Data was collected from previous reports [7–13]. The dashed grey lines are guide to the eye.
Figure S3. EDS patterns for $\text{Bi}_{1-x}\text{Sm}_x\text{CuSeO}$ ($x = 0 - 0.08$) prepared by both (a) SS and (b) RS techniques. (c, d) Enlarged section of (a) and (b) with peaks of Sm corresponding to $L_{\alpha 1}$ (5.636 eV), $L_{\beta 1}$ (6.205 eV) and $L_{\beta 2,15}$ (6.587 eV) lines.
Table S3. Average grain size, $s_g$, estimated from scanning electron micrographs and bulk density, $d$, of the Bi$_{1-x}$Sm$_x$CuSeO ($x = 0 - 0.08$) samples prepared by SS and RS routes.*

| Nominal composition | SS $s_g$ (nm) | $d \pm 1\%$ (%) | RS $s_g$ (nm) | $d \pm 1\%$ (%) |
|---------------------|---------------|------------------|---------------|------------------|
| BiCuSeO             | 520 ± 50      | 94.2             | 720 ± 70      | 94.1             |
| Bi$_{0.98}$Sm$_{0.02}$CuSeO | 500 ± 70      | 94.2             | 730 ± 90      | 94.0             |
| Bi$_{0.96}$Sm$_{0.04}$CuSeO | 540 ± 100     | 93.9             | 770 ± 110     | 93.6             |
| Bi$_{0.94}$Sm$_{0.06}$CuSeO | 520 ± 80      | 93.7             | 760 ± 100     | 93.7             |
| Bi$_{0.94}$Sm$_{0.06}$CuSeO | 490 ± 90      | 93.4             | 710 ± 100     | 93.4             |

*Theoretical density of BiCuSeO estimated as $d_0 = \frac{\sum n_i A_i}{VN_A} = 8.910$ g cm$^{-3}$, where $n_i$ is the number of each atom (Bi, Cu, Se and O) in the unit cell, $n_i = 2$, $A_i$ is the atomic weight of each atom in the unit cell, $V$ is the volume of the unit cell, $N_A$ is the Avogadro’s number ($6.022 \cdot 10^{23}$ atoms/mol).
**Figure S4.** X-ray diffraction patterns for Bi$_{0.94}$Sm$_{0.06}$CuSeO in the form of (a) powder and (b) bulk, respectively. The Bragg’s reflections for BiCuSeO phase are indicated by grey ticks on the top part of the figure. Bi$_2$O$_3$ and Cu$_2$-Se secondary phases are indicated by black solid triangle (▼) and thin diamond (♦) symbols, respectively.
Figure S5. Temperature dependence of (a) the electrical conductivity, $\sigma$, (b) the Seebeck coefficient, $\alpha$, for the $\text{Bi}_{0.94}\text{Sm}_{0.06}\text{CuSeO}$ sample prepared by SS and RS methods (solid and open symbols, respectively).
Details on XPS analysis

After careful literature review, we think that in the case of Sm-doped BiCuSeO the XPS analysis is not reliable. The XPS spectrum of Sm exhibits a complex multidoit structure, which is common for all lanthanoids [14]. In some reports, a hyperfine splitting of each Sm 3d peak or the presence of shoulders were observed and attributed to the presence of Sm$^{2+}$ or Sm$^0$ [15–17]. The relative proportions of Sm$^6$, Sm$^{2+}$, and Sm$^{3+}$ are then discussed according to the relative intensity of their apparent peaks. Although spin-orbit splitting observed in this region can, in principle, be related to the ratio of Sm$^{2+}$/Sm$^{3+}$, the degree of splitting is insufficient for a reliable deconvolution procedure to be attempted. Moreover, there are conflicting reports concerning whether the peaks ascribed to Sm$^{2+}$ appear at higher or lower binding energy relative to the Sm$^{3+}$ doublet depending upon the properties of the material further draws the reliability of such analyses into question. In a previous paper on Sm-doped BiCuSeO [18] the satellite peak at 1070 – 1080 eV was attributed to the Sm$^{2+}$ and this was wrong. Moreover, in the case of Sm-doped BiCuSeO the Cu 2s peak overlaps with a potential peak from Sm$^{2+}$ (see Fig. S5g and Refs. [17,19]). All this means that this form of interpretation can be misleading as it requires extensive peak deconvolution incorporating arbitrary constraints on fitting parameters; in other words, it is possible to get any desirable result, which is mostly attributed to the parameters used for the peak fitting but not the properties of the sample (see Fig. S5f and Fig. S5g). Unfortunately, in this case, the core level O 1s XPS spectrum could not provide any additional insight regarding the presence or absence of Sm$^{2+}$.

In order to support this discussion, we also carried out the XPS for Bi$_{0.95}$Sm$_{0.05}$CuSeO prepared by the SS technique. As was already shown in several reports BiCuSeO is not a typical ionic compound and thus, the oxidation states of the constituent elements are not explicitly defined [13,20–22]. In short, all the obtained results for Bi, Cu, Se and, O are in good agreement with previous reports (Fig. S5) [13,20–22]. Most of Bi is in the 3+ state with some amount of Bi$^{2+}$ presented (Fig. S5b). Such an observation was also reported in previous reports suggesting that the change in the Bi oxidation state is relatively easy due to the small energy difference between various oxidation states. According to the XPS spectrum around the binding energy of Cu 2p displayed in Fig. S5c, the Cu is presented in Cu$^+$, Cu$^{2+}$, and Cu$^{3+}$ states. So, the charge compensation may be realized between Bi$^{2+}$ and Cu$^{2+}$/Cu$^{3+}$. The XPS spectrum of Se 3d is fitted by three doublets (Fig. S5d), first two doublets correspond mainly to the Se–Cu bond with Se in 2– state, a doublet at the range of 58 – 61 eV suggests that there may exist some degree of bonding between Se–O and thus Se oxidation (e.g. SeO$_2$). The wide peak at the binding energy of 528 – 534 eV corresponds to the oxygen chemical state of 2– and 1– (Fig. S5e). The spectrum of Sm 3d is represented by the spin-orbit doublets of 3d$_{5/2}$ and 3d$_{3/2}$ with an energy splitting of 26.8 eV and an integral intensity ratio of 0.67, which is in good agreement with previous reports [23–25] and this can be reliably assigned to Sm$^{3+}$ (see Fig. R1f). At the same time, the deconvolution of the experimental Sm 3d peaks can be also performed considering both Sm$^{3+}$ and Sm$^{2+}$ states with more or less reliable fitting (Fig. R1g) as discussed above. Therefore, we believe that within the framework of this work it is impossible to reliably establish the Sm$^{3+}$/Sm$^{2+}$ ratio in the samples. Thus, we have to admit, that all discussions related to the presence of Sm$^{2+}$ and its influence on structural and transport properties are speculative. At the same time, to our understanding, the absence of Sm$^{2+}$ ions in the system cannot be unambiguously confirmed either.
Figure S6. (a) XPS survey spectrum of the Bi$_{0.92}$Sm$_{0.08}$CuSeO prepared by SS technique and corresponding high resolution XPS spectra at the binding energy for (b) Bi 4f, (c) Cu 2p, (d) Se 3d, (e) O 1s, (f) Sm 3d considering only Sm$^{3+}$ and (g) Sm 3d considering both Sm$^{3+}$ and Sm$^{2+}$. Open circles are the measured experiment points, solid lines are the background, peak fittings and their sum. The peak positions of different oxidation states are referred to Refs. [13,17,19] and NIST X-ray Photoelectron Spectroscopy Database [26].
Figure S7. The experimental angular dependence of Hall resistivity and its cosine fit (black dashed lines) for the Bi$_{1-x}$Sm$_x$CuSeO ($x = 0, 0.04, 0.08$) samples prepared by (a, c, e) SS and (b, d, f) RS methods representing good reproducibility for several runs of measurements.

Table S4. Room-temperature Hall carrier concentration and Hall carrier mobility of Bi$_{1-x}$Sm$_x$CuSeO ($x = 0, 0.04, 0.08$) samples prepared by SS and RS methods; values reported by Feng et al. [27] and Kang et al. [18] are also presented for comparison.
Figure S8. (a) Electrical conductivity, $\sigma$, (b) Seebeck coefficient, $\alpha$, (c) power factor, $\alpha^2\sigma$, (d) figure of merit, $zT$, (e) total thermal conductivity, $\kappa_{tot}$, (f) lattice thermal conductivity, $\kappa_{lat}$, (g) weighted mobility, $\mu_w$, (h) quality factor, $\beta$, as a function of doping fraction on Bi site at 323 K (blue) and 823 K (red) for the Bi$_{1-x}$Sm$_x$CuSeO ($x = 0 – 0.08$) samples prepared by SS and RS methods (solid and open symbols, respectively) with additional data from the literature [18,27].
Figure S9. (a) Electrical conductivity, $\sigma$, (b) Seebeck coefficient, $\alpha$, (c) total thermal conductivity, $\kappa_{\text{tot}}$, (d) figure of merit, $zT$, for the Bi$_{0.96}$Sm$_{0.04}$CuSeO obtained in this work (blue triangles; filled symbols for SS route, empty symbols for RS route), Bi$_{0.96}$Sm$_{0.04}$CuSeO reported by Feng et al. [27], and Bi$_{0.95}$Sm$_{0.05}$CuSeO reported by Kang et al. [18]. Data reported for other rare-earth doped BiCuSeO are also presented for comparison [28–32].
Figure S10. Schematic illustration of fabrication routes used in this work and work reported by Feng et al. [27], and Kang et al. [18]. Here BM is the ball milling step (mixing, grinding, etc.), SSR is the solid-state reaction step, SPS is the spark plasma sintering and MS is the mechanical alloying.
Figure S11. Temperature dependence of (a) the Lorenz number, $L$, and (b) the electronic thermal conductivity, $\kappa_{el}$, for the Bi$_{1-x}$Sm$_x$CuSeO ($x = 0–0.08$) samples prepared by SS and RS methods (solid and open symbols, respectively).
Figure S12. Log-log scale for the temperature dependence of (a) the electrical conductivity and (b) the lattice thermal conductivity for the Bi$_{1-x}$Sm$_x$CuSeO ($x = 0 - 0.08$) samples prepared by SS and RS methods (solid and open symbols, respectively). The scattering factor for some samples is indicated to the right of the curves of the corresponding color.
**Table S5.** Average mass and sound velocity, volume per atom, the number of atoms per primitive cell and Gr"uneisen parameter for the BiCuSeO and SmCuSeO.

| Material     | \( \bar{M} \) (g mol\(^{-1}\)) | \( \nu_a \) (m s\(^{-1}\)) | \( V_{av} \) (Å\(^3\)) | \( n_{at} \) (\( - \)) | \( \gamma \) |
|--------------|---------------------------------|--------------------------|---------------------|----------------|-----|
| BiCuSeO      | 91.87                           | 2107 [33]                | 17.15               | 8              | 1.5 [33] |
| SmCuSeO      | 77.22                           | 2561 [34]                | 17.05 [7]           | 8              | ~1.2  |

**Table S6.** Electronegativity for O, Bi and Sm. Comparison of electronegativity difference and Pauling ionicity for the Bi – O and Sm – O bonds, respectively.∗

| Property                          | Sm | Bi     | O      | Bi – O | Sm – O |
|-----------------------------------|----|--------|--------|--------|--------|
| Electronegativity, \( \chi \)    | 1.9| 2.69   | 3.78   | n/a    | n/a    |
| Electronegativity difference, \( \Delta \chi \) | n/a| n/a    | n/a    | 1.09   | 1.88   |
| Pauling ionicity, \( f \)        | n/a| n/a    | n/a    | 0.55   | 0.91   |

∗All the electronegativity values were taken from [35].
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