The Coupled-Trajectory Mixed Quantum-Classical Algorithm: A Deconstruction
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We analyze a mixed quantum-classical algorithm recently derived from the exact factorization equations [Min, Agostini, Gross, PRL 115, 073001 (2015)] to show the role of the different terms in the algorithm in bringing about decoherence and wavepacket branching. The algorithm has the structure of Ehrenfest equations plus a “coupled-trajectory” term for both the electronic and nuclear equations, and we analyze the relative roles played by the different non-adiabatic terms in these equations, including how they are computed in practice. In particular, we show that while the coupled-trajectory term in the electronic equation is essential in yielding accurate dynamics, that in the nuclear equation has a much smaller effect. A decoherence time is extracted from the electronic equations and compared with that of augmented fewest-switches surface-hopping. We revisit a series of non-adiabatic Tully model systems to illustrate our analysis.

I. INTRODUCTION

Fascinating phenomena result from the dynamics of correlated electron-ion motion, from the photo-induced processes in photovoltaics [1], to light-induced molecular motors [2], cis-trans isomerization [3] ubiquitous in photobiological processes such as vision [4], and photo-dissociation and photo-catalysis in general. When strong laser fields are applied, there is, for example, Coulomb explosion, enhanced ionization, and the prospect of control of chemical reactions via attosecond lasers [5]. Theoretical and computational modeling of these processes play a crucial role in interpreting, understanding, and predicting the experimental results. To keep the method computationally tractable, typically the nuclei are treated as classical point particles, and most often either the mean-field Ehrenfest scheme is used for the nuclear-electronic feedback [7] or, trajectory surface-hopping [8–10]. The latter is generally believed to be more accurate, especially since it is able to capture “wavepacket splitting”: the fact that after a region of strong coupling between electronic and nuclear degrees of freedom, a nuclear distribution that was initially localized can split into separate parts whose evolution is dictated by different electronic adiabatic states. Trajectory surface-hopping has had a tremendous impact in modeling photochemical dynamics [11–12], since it captures a lot of the correct physics, although it has proved challenging to derive in a consistent way; see Ref. [13] for recent progress.

Recently a novel algorithm was proposed [14] based on the “exact factorization approach” to coupled dynamics [15–16]. This coupled-trajectory mixed quantum-classical algorithm (CT-MQC) has been tested on a series of Tully model systems [17] as well as on real molecules, and for example, successfully captured photochemical ring-opening and decoherence events in the oxirane molecule [18]. A crucial element in the algorithm is the coupling of nuclear trajectories, leading to terms that are non-local in the sense that the equations for a given nuclear trajectory and its associated electronic coefficient depend on the positions of neighboring nuclear trajectories. These terms appear alongside terms that are present in conventional mixed quantum-classical treatments, yielding an overall structure of Ehrenfest plus coupled-trajectory (CT) corrections.

In this paper, we make a detailed study of the roles of the different terms in the CT-MQC equations, discussing how the transfer of electronic population between Born-Oppenheimer (BO) surfaces leads to wavepacket splitting and decoherence. We show that while the coupled-trajectory term in the electronic equation is crucial to capture both branching and decoherence, the coupled-trajectory term in the nuclear equation is not essential for these effects and often provides only a small quantitative correction. In fact using Ehrenfest forces for the nuclei, coupled to the electronic equation of the CT-MQC algorithm, gives dynamics very close to that of the full algorithm in a wide range of non-adiabatic situations. Four types of Tully model systems are used to support our analysis of the equations: extended coupling, single-avoided crossing, double-arch, and a dual avoided-crossing. We define a measure of the decoherence time arising from CT-MQC, and compare this with
its analog in augmented fewest-switches surface-hopping (A-FSSH) [10][21], finding qualitative agreement regarding the onset of decoherence, but differences in size.

The paper is organized as follows. The first section reviews the CT-MQC algorithm. The second section analyzes the terms in the CT-MQC equations, elucidating the role of the coupled-trajectory terms in each of the electronic and nuclear equations. The extended-coupling model with a relatively high incoming momentum is used to illustrate our results in some detail, showing nuclear densities, forces, and electronic coefficients, resolved in time and in space. We then turn to the other three model systems, as well as showing spatially-averaged populations, indicators of decoherence, and branching ratios. This section ends with an exploration of alternative ways to construct the quantum momentum that enters into the definition of the coupled-trajectory terms. The third section extracts a decoherence time from CT-MQC and compares this with that of A-FSSH. Finally, we present conclusions and an outlook.

II. THE COUPLED-TRAJECTORY MIXED QUANTUM-CLASSICAL ALGORITHM

In the exact factorization approach, the exact time-dependent molecular Schrödinger equation is recast into two coupled equations for the nuclear wavefunction, \( \chi(\mathbf{R},t) \), and conditional electronic wavefunction, \( \Phi_{\mathbf{R}}(\mathbf{r},t) \), whose product yields the exact molecular wavefunction \( \Psi(\mathbf{r},\mathbf{R},t) = \chi(\mathbf{R},t) \Phi_{\mathbf{R}}(\mathbf{r},t) \) uniquely up to a gauge-like transformation, provided the partial normalization condition, \( \int dt | \Phi_{\mathbf{R}}(\mathbf{r},t) |^2 = 1 \), is satisfied for all nuclear coordinates \( \mathbf{R} \) and time \( t \). We refer the reader to the literature on the exact equations and the properties of the potentials arising in them [15][16][22][26], on a factorization where the roles of the electrons and nuclei are reversed [27][29], on mathematical aspects [30][31], on features of the potentials in exactly-solvable cases [32][42], on perturbative limits [13][40], on density-functionalization [47][48], on nested factorizations [19], on extensions to purely electronic systems [50] and to photonic-electron-nuclear systems [51], and on mixed quantum-classical approximations based on the exact factorization formalism [14][17][18][52][61].

We focus here on the CT-MQC mixed quantum-classical method [14][17][18], derived from the exact-factorization approach, that accurately captures wavepacket splitting and electronic decoherence. A swarm of nuclear trajectories is evolved via classical dynamics that are coupled to quantum evolution equations for the corresponding electronic wavefunction; the latter equations are for the coefficients of the electronic wavefunction associated with each nuclear trajectory \( I \) expanded in the Born-Oppenheimer (BO) basis. For the simplest case of one nucleus in one dimension, the equations for this expansion coefficient, \( C_{I}^{(l)}(t) \), and the equation of motion for that trajectory \( I \), are

\[
\dot{C}_{I}^{(l)}(t) = -\frac{i}{\hbar} \epsilon_{BO,l}^{(I)}(t) C_{I}^{(l)}(t) - \sum_{k} C_{k}^{(l)}(t) \frac{P_{I}^{(l)}(t)}{M} d_{ik}^{(l)}(t) \\
- \frac{Q_{I}^{(l)}(t)}{\hbar M} \left( \sum_{k} |C_{k}^{(l)}(t)|^2 f_{I}^{(l)}(t) - f_{I}^{(l)}(t) \right) C_{I}^{(l)}(t)
\]

and

\[
\dot{f}_{I}^{(l)}(t) = M \ddot{R}_{I}^{(l)}(t) = - \sum_{l,k} |C_{k}^{(l)}(t)|^2 \nabla_{R} \epsilon_{BO,l}^{(k)}(t) \\
d \sum_{l,k} C_{l}^{(l)*}(t) C_{k}^{(l)}(t) \left( \epsilon_{BO,l}^{(k)}(t) - \epsilon_{BO,l}^{(I)}(t) \right) d_{ik}^{(l)}(t) \\
\left( \frac{2Q_{I}^{(l)}(t)}{M\hbar} \sum_{l} |C_{l}^{(l)}(t)|^2 f_{I}^{(l)}(t) \right) \\
\times \left[ \sum_{k} |C_{k}^{(l)}(t)|^2 f_{I}^{(l)}(t) - f_{I}^{(l)}(t) \right]
\]

where \( d_{ik}^{(l)}(t) \) is the first-order non-adiabatic coupling (NAC) between BO states \( l \) and \( k \) evaluated at coordinate \( R = R_{I}^{(l)}(t) \), \( \epsilon_{BO,l}^{(k)}(t) = \epsilon_{BO,k}^{(l)}(R_{I}^{(l)}(t)) \) is the \( k \)-th adiabatic electronic surface, and \( M \) is the nuclear mass. The quantities particular to the CT-MQC algorithm are the adiabatic force from the \( l \)-th electronic surface integrated along the path of the \( I \)-th trajectory, given by

\[
f_{I}^{(l)}(t) = - \int_{t}^{t'} \nabla_{R} \epsilon_{BO,l}(t') dt'
\]

and the quantum momentum

\[
Q_{I}^{(l)}(t) = -\hbar \nabla_{R} |\chi_{I}^{(l)}(t)|/|\chi_{I}^{(l)}(t)|
\]

where \( \chi_{I}^{(l)}(t) = \chi(R_{I}^{(l)}(t)) \) is an effective nuclear wavefunction built from the classical nuclear trajectories [14][17][18].

Thus, the structure of the CT-MQC equations is Ehrenfest plus corrections that couple the classical trajectories via the quantum momentum. It is through these terms that each trajectory and its associated electronic coefficients adjust their dynamics depending on the behavior of the distribution of all other trajectories.

For the purposes of the analysis below, it will help to have the equation of motion for the electronic populations, \( \rho_{I}^{(l)}(t) = |C_{I}^{(l)}(t)|^2 \), at hand:

\[
\dot{\rho}_{I}^{(l)}(t) = -\frac{2P_{I}^{(l)}(t)}{M} \sum_{k} \text{Re}(\rho_{I}^{(l)}(t) d_{ik}^{(l)}) \\
- \frac{2Q_{I}^{(l)}(t)}{M} \left( \sum_{k} \rho_{I}^{(l)}(t) f_{l}^{(l)} - f_{I}^{(l)} \right) \rho_{I}^{(l)}
\]
that, in the absence of a NAC, any population transfer between electronic states cannot guarantee the physical condition that there is never a non-zero $\rho_{ll}(t)$ when $C_{ll}(t) = 0$. Hence an adjustment is needed to the algorithm represented by Eqs. (1) and (2) because, as is, the equations do not guarantee the physical condition that there is never any population transfer between electronic states $l$ and $k$ in the absence of a NAC $d_{lk}(t)$ when $C_{ll}(t) = 0$. In what follows, we have chosen a fixed initial width $\sigma = \sqrt{2}$ a.u., and selected a few initial momenta $k_0$ that, for all the investigated model systems, provide representative examples. Fig. 1 plots the BO surfaces and NACs for the four models we will look at; the details of their parameters are given in the Appendix.

A. Pure Ehrenfest dynamics

Here we first consider pure Ehrenfest dynamics for the ensemble, that is, we keep only the first two terms on the right-hand-side of each of the equations in Eq. (1) and Eq. (2), and only the first term in Eq. (5) is non-zero. The trajectories in the initial Gaussian swarm begin to evolve following the $l$'th BO surface, with a speed determined by the slope of this surface and the initial momentum of the trajectory. Only the first term in Eq. (2) is non-zero. The associated electronic population does not change initially. As a nuclear trajectory approaches a region of non-zero NAC between say the $l$'th and $m$'th BO surfaces, the terms proportional to $d_{lm}$ in Eq. (1) begin to transfer population from the $l$'th state to the $m$'th state, with the off-diagonal terms $\rho_{lm}$, with $m \neq l$, the first to become non-zero. (This is readily seen, noting that all diagonal elements $d_{kk} = 0$, then e.g. for a two-state system: the first on the right-hand-side of Eq. (5) requires a non-zero $\rho_{lm \neq l}$ in order to be active in Eq. (5), while the NAC term in Eq. (6) is proportional to $2\rho_{ll}^\dagger - 1$ so

III. EFFECT OF THE COUPLED-TRAJECTORY TERMS

We will consider an initial state where a nuclear Gaussian wavepacket,

$$\chi(R,0) = \frac{1}{(\pi \sigma^2)^{1/4}} \exp \left[ -\frac{(R - R_0)^2}{2\sigma^2} + ik_0(R - R_0) \right]$$

is prepared on a single BO surface, which we denote as $l$, in a region where the NAC is negligible. Initial conditions for the CT-MQC equations (1)-(2) are then provided by the Wigner phase-space distribution of $|\chi(R,0)|^2$, and by $C_{ll}(0) = \delta_{l,m} \forall l$. In what follows, we have chosen a fixed initial width $\sigma = \sqrt{2}$ a.u., and selected a few initial momenta $k_0$ that, for all the investigated model systems, provide representative examples. Fig. 1 plots the BO surfaces and NACs for the four models we will look at; the details of their parameters are given in the Appendix.
is non-zero even without any population transfer). Consequently, the force driving the trajectory’s evolution in Eq. (2) begins to mix slopes from both surfaces. Population transfer continues until the trajectories leave the interaction region, after which the spatially-resolved populations remain fixed to what they were upon exiting the region: $\dot{\rho}_{ll}^{(l)}(t)$ becomes constant in time if the NACs between the $l$'th and the other states are zero, since, in Ehrenfest, we have only the first term on the right of Eq. (5) and this vanishes if $d_{lm}$ vanishes. At this point only the first term in Eq. (2) survives, leaving the trajectories to move on a weighted average of the surfaces with the weightings determined by these final electronic populations. Crucially, throughout the evolution, there is no “communication” between the trajectories and they evolve independently of each other, the only variable determining the dynamics of a given trajectory is its initial energy. Thus, if the spread of energies in the initial wave packet is relatively narrow, the corresponding trajectories, and hence the associated electronic coefficients, follow very similar paths, precluding any splitting of the wave packet. This lack of communication between the trajectories is the key difference between Ehrenfest and CT-MQC dynamics: in the latter, the evolution of a given trajectory in the swarm depends on where the others are, and the coefficients have a stronger dependence on nuclear positions, thus on the trajectories, as we will show later. It is this trajectory-dependence that enables CT-MQC trajectories to recover splitting of the nuclear wave packet and branching of the electronic populations.

B. CT-MQC dynamics

With only one surface $l$ that is initially populated, the dynamics initially follows Ehrenfest: the coupled-trajectory terms are zero in both the electronic and nuclear equations, because the factor $(\sum_m |C_m^{(l)}(0)|^2 f_m^{(l)}(0) - f_k^{(l)}(0))C_k^{(l)}(0)$ can be shown to be zero, using the following argument. If $l$ is the initially populated state, then $|C_m^{(l)}(0)|^2 = \delta_{lm}$. Then this factor reduces to $(f_l^{(l)}(0) - f_k^{(l)}(0))C_k^{(l)}(0)$. Again, $C_k^{(l)}(0) \neq 0$, only if $k = l$, which clearly yields $(f_l^{(l)}(0) - f_l^{(l)}(0))C_l^{(l)}(0) = 0$. In order for the coupled-trajectory terms to kick in, more than one electronic state must be occupied. Population transfer is first triggered when the trajectory enters a region where a NAC begins to differ from zero, and the coupled-trajectory terms only become effective once there is some fractional population in another BO state because of this factor. In the following, we first discuss the effect of the coupled-trajectory term on the electronic coefficients, before we turn to the nuclear dynamics. We illustrate our analysis in detail first on one of the original Tully models (the extended-coupling model), and then discuss models that cover a range of different non-adiabatic characters.

1. Dynamics of the electronic coefficients

Let us consider a time during a non-adiabatic event between just two states $l$ and $m$, with $l$ initially fully populated. Then we can simplify Eq. (5) to

$$\dot{\rho}_{ll}^{(l)} = \frac{2}{M} \left[-P^{(l)} \text{Re}(\rho_{lm}^{(l)})d_{lm}^{(l)} + Q^{(l)}(f_l^{(l)} - f_m^{(l)})(1 - \rho_{ll}^{(l)})\rho_{ll}^{(l)} \right]^{(l)} \quad (9)$$

Henceforth, we will use the symbol $Q^{(l)}(t)$ to indicate the quantum momentum between two electronic states, say $l$ and $m$ in Eq. (9), since we will only be concerned with models involving two electronic states, i.e. $Q^{(l)} = Q_{ll}^{(l)} + C_{ll}$. In more general situations, it is important to indicate the state dependence of the quantum momentum.

At the initial stages of the population transfer, the first term on the right in Eq. (9) dominates: if say a small fraction $\delta$ of trajectories have transferred to the surface $m$, then the first term goes as $\sqrt{\delta}$ while the second goes as $\delta$. However, once the population transfer begins, the second term in Eq. (9) grows and begins to dominate. Unlike the first term, the second term couples the trajectories so that the change it induces in the population associated with trajectory $I$ depends on the relative position of this trajectory in the swarm through the quantum momentum $Q^{(l)}$. If the nuclear distribution has retained a Gaussian shape (albeit wider or narrower, depending on the curvature of the surface $l$), the quantum momentum $Q^{(l)}$ has a linear shape, positive on the leading edge of the trajectory distribution and negative on the trailing edge, assuming for now $P^{(l)} > 0$. This means, that for trajectories for which the integrated force difference $f_l^{(l)} - f_m^{(l)}$ has the same sign (e.g. those close enough to each other, before significant population transfer), the coupled-trajectory term changes the population associated with trajectories on the leading and trailing edge side in opposite ways, leading to branching of the electronic coefficients. Ultimately this leads to wavepacket splitting as the forces on the trajectories associated with the different surfaces differ (see more shortly in the discussion of $\dot{P}^{(l)}(t)$).

To illustrate this, consider a wavepacket initially located at $R_0 = -15$ a.u., to the left of the avoided crossing of the BO PESs shown for the extended-coupling
two-level system in the top left panel of Fig. 1. The dynamics of a wavepacket launched on the lower surface with a relatively high momentum ($k_0 = 30$ a.u.) is analyzed in Figs. 2 and 3 where we show at several time snapshots: the spatially-resolved electronic population on the lower surface, $\rho_{11}^{(I)}$ (that on the upper surface is simply $\rho_{22}^{(I)} = 1 - \rho_{11}^{(I)} \forall I$), the nuclear density reconstructed from the distribution of classical trajectories, the quantum momentum $Q^{(I)}$, and the quantum momentum multiplied by the integrated force-difference, $Q^{(I)}(f_1^{(I)} - f_2^{(I)})$. The nuclear density at the earlier time snapshots shown are almost identical for all the trajectory methods, and it is important to note that they are in fact much closer to the exact density than indicated by the figure: their deviation in the figure is caused by a numerical smoothing procedure used purely for plotting purposes to obtain a smooth picture of the density from the nuclear histogram of trajectories. We also note here that when the integrated force difference is computed using Eq. (1), it is multiplied by a term that sets it to zero if one of the populations approaches within a threshold of 1 (or 0) (see also Appendix): certainly the effect of this term in the equations goes to zero when this happens, and by setting this by hand, we ensure that any small numerical error does not lead to a continuous unphysical action of the quantum momentum.

Tracking the trajectory-resolved electronic populations associated with the trajectories as they enter the NAC region in Fig. 2 we see that at early times (620 a.u. in the figure and earlier) the CT-MQC population matches that of the Ehrenfest, as argued above, and they match the exact quite well too. The quantity $Q^{(I)}(f_1^{(I)} - f_2^{(I)})$ is very small at $t = 620$ a.u. in Fig. 3, and the quantum momentum does not have much effect on the evolution until there is enough population transferred. When this happens (e.g. time 760 a.u. in Fig. 2), we see that $Q^{(I)}(f_1^{(I)} - f_2^{(I)})$, Fig. 4, is large and positive on the leading trajectories. Whereas the NAC term induces population transfer to the upper state, the quantum momentum through which neighboring trajectories can be associated to electronic populations that evolve quite differently.

As the coefficients associated with the trajectories then return to 1 or 0, the coupled-trajectory term in the equation of motion turns off again due to the $\rho_{11}^{(I)} (1 - \rho_{11}^{(I)})$ factor. The populations then remain fixed until the trajectory might encounter another region of NAC (but this does not happen for this incoming momentum with this model). It is evident in the left lower panel of Fig. 2, at time 1030 a.u., that the effect of the quantum momentum in the electronic evolution equation (7) goes to zero for the leading and trailing trajectories, i.e., for those that are associated to values of $\rho_{11}^{(I)}$ equal to 0 or 1. The trajectories in the middle still feel the effect of the quantum momentum. At later times, $t = 1900$ a.u., the branching is complete, decoherence has completely acted on electronic dynamics, and the effect of the quantum momentum is zero on all trajectories.

From the nuclear density shown in Figs. 2 and 3, we see that at the relatively high incoming momentum chosen here, all trajectories are transmitted through the NAC. Those that get transferred to the upper surface propagate more slowly than those on the lower surface, due to its higher potential energy (see more details shortly). This causes the nuclear wavepacket to split soon after passing through the NAC; we see this just beginning to occur at $t = 1030$ a.u. in both the exact density and even more so in the CT-MQC (consistent with its exaggerated branching), and fully split by the last time-snapshot shown, $t = 1900$ a.u.

Before discussing the nuclear dynamics further, we note that clearly, the argument regarding the branching of the coefficients above does not depend on the nuclear distribution being Gaussian; the same phenomena will occur for any generally localized nuclear distribution.
FIG. 2. Extended-coupling model, with an incoming center momentum of \(k_0 = 30\) a.u.: Time snapshots of trajectory-resolved population of the initial electronic state (upper panel) and nuclear densities (lower panel), for full CTMQC (red), CTe-MQC (green), pure Ehrenfest (blue), and exact quantum dynamics (black). Shown in yellow are the two BO surfaces of the model and the NAC.

2. Dynamics of the nuclear distribution and the CTe-MQC dynamics

We begin by considering simply the first term on the right-hand-side in the nuclear force of Eq. (2), that is, the weighted average of the BO surfaces, that we denote via \(F_{wBO}(t)\). In general, this is the only term that is non-zero until the region of NAC is reached (in our examples where the potential surfaces are asymptotically flat, it is also zero initially). Once the trajectory \(I\) has entered the NAC region, and a population, \(\rho_{mm}^{(I)} = 1 - \rho_{ll}^{(I)}\), has transferred, this term may be written as

\[
F_{wBO}^{(I)}(t) = - \left( (1 - \rho_{mm}^{(I)}) \nabla \epsilon_{BO,l}^{(I)} + \rho_{mm}^{(I)} \nabla \epsilon_{BO,m} \right) \tag{10}
\]

Now, from the above discussion, CT-MQC trajectories can be associated with very different populations \(\rho_{mm}^{(I)}\), especially if they are on either side of the maximum of the nuclear distribution. This means that they will weigh the forces from the two surfaces differently. Again, consider the specific example of the extended-coupling model discussed above (upper left panel of Fig. 1) with dynamics presented in Fig. 2. Once the quantum momentum term has come into play, trajectories in the leading edge have a decreasing \(\rho_{mm}^{(I)}\), so that the force on them from \(F_{wBO}^{(I)}(t)\) tends more and more from the slope of the originally occupied \(l\)-surface, while those in the trailing edge have an increasing \(\rho_{mm}^{(I)}\), so the force from the other surface \(m\) begins to dominate. These forces are generally different, so the trajectories begin to move apart, leading eventually to the phenomenon of wavepacket splitting. In the extended-coupling model, the force \(F_{wBO}^{(I)}(t)\) causes the trajectories in the leading edge to accelerate for a period of time, while causing those in the trailing edge to slow down. Note that this splitting is achieved with simply \(F_{wBO}^{(I)}(t)\); i.e. strikingly, wavepacket splitting occurs even without any term explicitly coupling the trajectories in the nuclear equation. The strong spatial dependence of the electronic populations via their dependence on \(I\) yields different forces in different portion of \(R\)-space, beyond mean field, on the corresponding trajectory.

To verify this, in Fig. 2 are plotted the electronic populations, and the nuclear distributions, obtained by running simply Ehrenfest dynamics for the nuclei (i.e. in-
cluding only the first two terms in Eq. (2) but coupled to the full electronic CT-MQC Eq. (1). We shall denote this evolution scheme as CTe-MQC, to emphasize that the coupled-trajectory term only appears in the electronic equation. We see that, as predicted, this propagation captures nuclear wavepacket splitting and branching of electronic coefficients, as the nuclear distribution and spatially-resolved electronic populations are very close to the full CT-MQC algorithm.

At the earlier times, \( t = 620 \) a.u. and \( t = 760 \) a.u., all approximations, including Ehrenfest, yield very similar nuclear distributions since the wavepacket is entering the non-adiabatic coupling region and the quantum-momentum term has only recently become non-zero and has not had much effect yet on the nuclear distribution. At later times, \( t = 1030 \) a.u. and \( t = 1900 \) a.u., the difference is more evident. In particular, Ehrenfest cannot reproduce the spatial splitting of the nuclear density, but the trajectories remain localized in an unphysical region of configuration space where the density should be nearly zero (\( t = 1900 \) a.u. of Fig. 2). The two branches of the CT-MQC density appear, at the final time, a bit too far apart if compared to the exact density (see Refs. [63, 64]), but the spatial splitting is overall correctly captured. Quite remarkably CTe-MQC also captures the splitting in very good agreement with exact results, even though non-zero density is observed where the probability should be close to zero. The coupled-trajectory term in the nuclear force in CT-MQC is therefore not completely ineffectual, and causes a “cleaner” wavepacket splitting.

These observations can again be understood by analyzing the structure of the quantum momentum, and in particular its effect in the equation for the classical force, Eq. (2). We define as \( F^{(I)}_\text{CT} (t) = F^{(I)}_\text{CT} (t) \) the coupled-trajectory term in Eq. (2) where, for our two-state analysis,

\[
F^{(I)}_\text{CT} (t) = \frac{2}{M} Q^{(I)} (f_I - f_m)^2 (1 - \rho_\|) \rho_\|
\]

The sign of \( F^{(I)}_\text{CT} (t) \) is determined solely by the sign of the quantum momentum \( Q^{(I)} \). Recalling that this is positive for leading trajectories and negative for trailing ones, and that leading trajectories remain on lower surface, we see that this force accelerates trajectories on the original surface and slows those on the upper surface. Comparing with the weighted-BO force component of Eq. (11) shows that these two forces act in the same direction, both working towards the splitting of the nuclear wave packet. Neglecting the coupled-trajectory term in the nuclear force can result in a more diffuse nuclear wavepacket, which is evident in the lower right panel of Fig. 2 at time 1900 a.u. where the CTe-MQC density is non-zero, but small, in the region where the quantum-mechanical density is close to zero. The effect of Eq. (11) can be relatively small however because this force affects relatively few trajectories and it turns off when the population transfer associated with the trajectory is complete.

For a comparison of the forces, Fig. 4 plots snapshots of forces used in Ehrenfest, CT-MQC and CTe-MQC, as well as the mean-field force – the first two terms in Eq. (2) – for CT-MQC trajectories. As expected, at early times, all contributions to the force are zero (or nearly zero) and the trajectories move only under the effect of the initial momentum. Afterwards, the forces start to have different effects. First, at time 1030 a.u. we observe that the CTe-MQC dynamics gives rise to an asymmetric classical force of similar magnitude to the full CT-MQC case indicated by CT-MQC (MF) (yellow). The (scaled) CT-MQC nuclear density is shown in grey for reference.
3. Importance of coupling trajectories in the electronic equation

The analysis above showed how the coupled-trajectory term in the electronic equation leads to branching of the electronic populations, and how this in turn can lead to accurate wavepacket splitting, with even just using a mean-field-like expression for the nuclear force. Conversely, we can ask what happens if we include the coupled-trajectory term only in the nuclear equation, coupled to electronic dynamics determined by Ehrenfest. In this case, where only the first two terms in Eq. (1) are kept, the coefficients are directly coupled only by the NAC. This term affects trajectories traveling in the leading and trailing edges in the same way, so neighboring trajectories undergo similar dynamics, and the coefficients cannot branch (see analysis in the Ehrenfest dynamics section) \[65\]. In fact, the splitting of the nuclear wavefunction cannot be captured either, as we will now show.

The effect on the nuclear force component \( F_{\text{wBO}}^{(I)}(t) \) of keeping only the NAC terms in the electronic equation is that neighboring trajectories feel similar forces, in contrast to what was observed when the coupled-trajectory term is kept in the electronic equations. On the other hand, the force from the coupled-trajectory term \( F_{\text{CT}}^{(I)}(t) \) will tend to act in opposite directions for trajectories on either side of the center peak of the nuclear distribution, just as it did in the full CT-MQC algorithm. However there is a crucial difference with the effect of this term when the coupled-trajectory term is not included in the electronic equations: in the full CT-MQC algorithm, \( F_{\text{CT}}^{(I)}(t) \) tends to zero once full population transfer (of a given trajectory) is complete, due to the population factors collapsing to 1 or 0, but without this collapse, the force continues to remain non-zero. This force is proportional to the integrated force difference which tends to a constant at long times, in contrast to the weighted BO force which is computed at the instantaneous position of the trajectory and which would go to zero if the surfaces asymptotically flatten out. So, if the electronic populations never completely branch and decay to either 0 or 1, the force term \( F_{\text{CT}}^{(I)}(t) \) may not tend to zero, giving rise to a persistent force that splits the trajectories, leading eventually to unphysical dispersion of the trajectory swarm. Such a situation is depicted in Fig. 5 for the extended-coupling case that we have been discussing. This plots the results of propagation when the coupled-trajectory term is kept in the nuclear equation but not in the electronic equation, which we denote as CTn-MQC. In particular at time snapshots 1050 a.u. and 1200 a.u. shown, the density in such a dynamics is complete different to the exact one, with much more reflection and much more diffusion.

Therefore the inclusion of the coupled-trajectory term in the electronic equations is of paramount importance: without it, coefficients essentially follow Ehrenfest dynamics with no branching and the nuclear wavepacket dynamics is incorrect, particularly so if the coupled-trajectory term is kept in the nuclear equation while neglected in the electronic. The coupled-trajectory term in the electronic equation brings about branching of coefficients and ensuing wavepacket splitting, and, as a result of this, we will see shortly that measures of decoherence are also very well-captured.

C. Illustrations on other model systems

Above, we demonstrated our analysis on the Tully extended-coupling model of the top left panel of Fig. 1 with an incoming momentum high enough that essentially all the wavepacket gets transmitted. Although the essential points of the analysis go through for a range...
of different momenta and different models, some details are more complicated because of two main factors. First, the extended-coupling model has a special property that the integrated force difference always has the same sign, which makes the analysis a little simpler than otherwise, since the sign of the coupled-trajectory terms is then entirely determined by the quantum momentum. Typically, for example in a single avoided crossing, this integrated force has different signs in different parts of the nuclear distribution. This change in sign makes the analysis of the effect of the coupled-trajectory terms in the equations slightly more complicated, although the essential concepts remain the same. Second, the shifts introduced by imposing the condition, Eq. (7), can slightly modify the analysis of the effect of the coupled-trajectory term given in the previous section. Depending on the system, this condition can end up giving a large shift to $Q^{(I)}$, that significantly influences the population transfer and the force on the nuclear trajectory. In fact, such a shift is evident even in the extended-coupling case studied in the previous sections; consider for instance times 620 a.u. and 760 a.u. in Fig. 6. Here the imposition of the condition Eq. (7) has caused a shift downward in the quantum momentum to what it would have been with the original definition of Eq. (4). With the original definition, the quantum momentum would go through zero near the maximum of the nuclear distribution. In particular the sign of the coupled-trajectory terms in the evolution equations are reversed from what they would have been with the original definition, for some of the trajectories to the near right of the density-maximum. The essential arguments given there still hold for most trajectories, certainly on the left and to the truly leading edge, and so the analysis given earlier essentially still holds.

Figs. 6 and 7 show plots analogous to those in the previous section for a model system of the single avoided crossing shown on the top right panel of Fig. 1 with an initial momentum of $k_0 = 25$ a.u. In particular, notice that once again the result of CTe-MQC propagation gives results very close to that of the full CT-MQC algorithm for the spatially-resolved coefficients and nuclear distributions for reasons given in the previous section.

Tracking the trajectories soon after they have entered the NAC region, again the quantum momentum behaves linearly, beginning to kick the leading edge trajectories back towards the initial surface, while enhancing transfer of the trailing edge, separating away from the mean-field Ehrenfest swarm. But this behavior does not persist for long: the integrated force-difference changes sign soon after the trajectory passes the peak of the NAC, which leads to some "folds" in the structure of the coefficients. This is particularly evident in the exact quantum coefficients shown at times 1680 a.u., 1830 a.u. and 2040 a.u. in Fig. 6 and also sometimes captured in the trajectory-resolved coefficients, although, when it is, the CT-MQC algorithm tends to exaggerate the depths of these folds. The imposition of condition Eq. (7) apparently leads to large shifts in $Q^{(I)}$ away from being simply the logarithmic gradient of the nuclear density, even as the system passes through the NAC (top left panel in Fig. 7). In this case, this appears to have the effect of "smoothing out" the folds that are seen in the exact coefficients: despite the integrated force changing sign through the nuclear distribution, the shift in the quantum momentum that it is multiplied by alters the sign of the term in Eq. (9) than what it would have been without this shift. For example, both top panels of Fig. 7 would have $Q^{(I)}(f^{(I)}_l - f^{(I)}_m)$ change sign twice within the swarm, were it not for the shift in $Q^{(I)}$ in the top left panel. The effect of this is evident in Fig. 8, where the coefficient folds on the coefficients only appear at time 1810 a.u. while multiple sign changes appear in $Q^{(I)}(f^{(I)}_l - f^{(I)}_m)$. At later times this expression resort to only having a single sign change and the folds begin to be suppressed. Once the trajectory leaves the NAC region, the structure of the coefficients simplifies again, and the coupled-trajectory term turns off again once the population transfer is achieved, as described in the section on CT-MQC dynamics.

Again, neglecting the coupled-trajectory term in the electronic equation while keeping it in the nuclear equation does not work very well, as shown in Fig. 8 for the reasons explained earlier.

1. Trajectory-averaged populations, coherences, and branching ratios

We next define trajectory-averaged populations and indicator of coherences, as

$$\rho_{lt}(t) = \frac{1}{N} \sum_l \rho^{(I)}_{ll}(t),$$

$$|\rho_{lm}(t)|^2 = \frac{1}{N} \sum_l \rho^{(I)}_{ll}(t) \rho^{(I)*}_{mm}(t),$$

(12)

with $N$ the number of trajectories. The corresponding quantum mechanical expressions are

$$\rho_{lt}(t) = \int |\chi(R, t)|^2 \rho_{lt}(R, t) dR$$

(13)

and

$$|\rho_{lm}(t)|^2 = \int |\chi(R, t)|^2 \rho_{lt}(R, t) \rho_{mm}(R, t) dR.$$  (14)

The time trace of the electronic populations and of the indicators of coherence is shown in Figs. 9 and 10 for all
main body content...
Fig. 11 plots branching ratios for the extended-coupling case over a range of initial momenta. Although the total population reflected is well-predicted in the extended-coupling case, there is an overestimate by CT-MQC on the population reflected on the upper surface that cancels its underestimate of the population reflected on the lower surface (compare the left hand figures in Fig. 11). Fig. 11 also shows that CTe-MQC turns on on the lower surface (compare the left hand figures in Fig. 11). Fig. 11 also shows that CTe-MQC turns on on the lower surface (compare the left hand figures in Fig. 11). Fig. 11 also shows that CTe-MQC turns on on the lower surface (compare the left hand figures in Fig. 11). In some cases, not shown here, branching ratios can discern discrepancies that are missed by the trajectory-averaged populations, while in other cases (also not shown here) the time-resolved averaged populations are not predicted as good as their final values, which is important to bear in mind when evaluating a method based on branching ratios that are sensitive only to the long-time limit. Still, both branching ratios and the integrated populations or coherences are averaged quantities, there- fore some details of the dynamics are inevitably washed out summing over large number of trajectories. Analysis of spatially-resolved quantities, as $\rho_{11}(t)$, instead, provides detailed information that helps understanding an additional force to the right. The wavepacket has momentum already moving to the right, so when this term is neglected, there are less trajectories reflected and more transmitted in the long-time limit. This explains the underestimation of the reflection and overestimation of the transmission of the CTe-MQC results seen in Fig. 11 in the threshold region. As the force Eq. (11) operates largely during the time from when the nuclear distribution has begun to split to when it has separated into two pieces, the $k_0$ values right around the threshold of the transmission/reflection turn on/off are particularly sensitive to it.

In some cases, not shown here, branching ratios can discern discrepancies that are missed by the trajectory-averaged populations, while in other cases (also not shown here) the time-resolved averaged populations are not predicted as good as their final values, which is important to bear in mind when evaluating a method based on branching ratios that are sensitive only to the long-time limit. Still, both branching ratios and the integrated populations or coherences are averaged quantities, therefore some details of the dynamics are inevitably washed out summing over large number of trajectories. Analysis of spatially-resolved quantities, as $\rho_{11}(t)$, instead, provides detailed information that helps understanding
weaknesses and strengths of the approximations.

IV. EXPLORING AN ALTERNATIVE TO IMPOSING EQ. (7)

As we have seen in the examples above, the condition Eq. (7), that ensures no net, i.e. trajectory-averaged, population transfer in the absence of a NAC, can affect the dynamics even when trajectories are in a NAC region. Here we explore an alternative construction of $\mathcal{Q}^{(I)}$, that preserves the original definition of the quantum momentum as the logarithmic derivative of the nuclear distribution in regions where the NAC is above some threshold value, say $\Delta$, without applying the shift. For trajectories that are in a region such that $|d_{\text{lim}}| < \Delta$, we apply the shift determined by the condition Eq. (7) evaluated using only trajectories that are in this region.

The results of this approach are plotted in Fig. 12 for the extended-coupling model and for the single avoided crossing model. There we show the population of the initially occupied state as function of time (upper panels), the indicator of coherence (middle panels), and the nuclear density at the final time of the dynamics (lower panels). Although arguably at intermediate times the results are better, overall the results are not as good as when $\mathcal{Q}^{(I)}$ is computed the original way. The populations are worsened in this approach however the coherences are slightly improved at intermediate times. This is perhaps not surprising as the purpose of imposing Eq. (7) was to ensure correct behavior of the integrated populations. However, the fact that, in the two models considered, the coherences appear to improve at the expense of the integrated populations suggests a rigidity in the definition of the quantum momentum that could be softened with improvements that are currently under investigation.

V. A COMPARISON OF DECOHERENCE TIMES

A well-known problem of both the Ehrenfest and surface-hopping methods was realized soon after they were first introduced: they remained unphysically coherent after passing through an avoided crossing. Decoherence corrections have been imposed to attempt to fix the over-coherence problem in the original fewest-switches surface-hopping (FSSH) algorithm [21, 66–70], while also alternative surface-hopping methods have been derived whose equations naturally include decoherence [71, 72]. Recently a decoherence correction was derived beginning from the quantum-classical Liouville-equation [21].
and a simple approximation of this was shown to be equivalent to the A-FSSH of Refs. [19][20]. The correction has the form of a decoherence rate, initially defined via the decay of the off-diagonal electronic density-matrix elements in the absence of NACs,

$$\tau^{-1} = -\frac{d}{dt} \ln |\rho_{12}| \tag{15}$$

Subsequent analysis [19][20] then led eventually to a decoherence time defined for each trajectory [19][21], via

$$\tau_{AFSSH}^{-1} = \frac{1}{2\hbar} (\delta R_1 - \delta R_2)(F_1 - F_2) \tag{16}$$

(written for the two-level case), where $F_1 - F_2$ is the difference in the BO forces at the current position of the trajectory, and $\delta R_1 - \delta R_2$ is the difference in the position-moments of the running trajectory and an auxiliary one that evolves on the non-active surface. In practise, this decoherence time is used in a fewest-collapses stochastic way within FSSH that determines whether the electronic coefficient collapses to a pure BO state or not.

The CT-MQC algorithm in the absence of NACs, on the other hand, gives the equation [see Eq. (6)]

$$\tau_{CT-MQC}^{-1} = (\rho_{11} - \rho_{22})(f_1 - f_2)Q^{(I)}/M \tag{17}$$

from which we identify an equivalent CT-MQC decoherence rate through Eq. (15) as

$$\tau_{CT-MQC}^{-1} = (\rho_{11} - \rho_{22})(f_1 - f_2)Q^{(I)}/M \tag{18}$$

which has meaning when $\rho_{12} \neq 0$.

We will compare $\tau_{AFSSH}^{-1}$ of Eq. (16) and $\tau_{CT-MQC}^{-1}$ of Eq. (18) using both the CT-MQC data and exact quantum wavepacket data. Although Eq. (18) is applied on top of Ehrenfest dynamics, while Eq. (16) is a correction to surface-hopping dynamics, it is instructive to compare their structures. A salient point is that $\tau_{CT-MQC}$ depends on the force-difference integrated along the trajectory, while $\tau_{AFSSH}$ depends on the instantaneous force-difference.

Next we explain how we calculate the four decoherence rates.

(i) $\tau_{AFSSH}^{-1}[CT-MQC]$: To obtain an effective $\tau_{AFSSH}$ from the CT-MQC data we find the effective difference in the position moments, $\delta R_1 - \delta R_2$ from the moments of the projected nuclear density distributions in the following way (see also Ref. [17]):

$$\langle R_j \rangle = \frac{1}{N_j} \frac{1}{N} \sum_l \rho_{lj}^{(I)} R(I) , N_j = \frac{1}{N} \sum_l \rho_{lj}^{(I)} \tag{19}$$

with $j$ labelling the electronic states. Then,

$$\tau_{AFSSH}^{-1}[CT-MQC] = \frac{1}{2} \left( \frac{F_1^{(I)} - F_2^{(I)}}{(\langle R_1 \rangle - \langle R_2 \rangle)} \right) \tag{20}$$

would give an analog to the A-FSSH decoherence time for trajectory $I$ evaluated on the CT-MQC data, while taking an average of the force difference in the expression above would give a trajectory-averaged decoherence time.

(ii) $\tau_{AFSSH}^{-1}[exact]$: To obtain $\tau_{AFSSH}$ from the exact quantum wavepacket data, we define

$$\tau_{AFSSH}^{-1}[exact] = \frac{1}{2} \left( -\nabla \epsilon_1(R) + \nabla \epsilon_2(R) \right) (\langle R_1 \rangle - \langle R_2 \rangle) \tag{21}$$

where the moment difference is this time evaluated from the exact projections of the nuclear wavepackets on the corresponding electronic state, i.e. replacing Eq. (19) with $\langle R_j \rangle = \int |\chi_j(R)|^2 R dR / \int |\chi_j(R)|^2 dR$ where $\chi_j(R) = \int \Phi_{BO}(r) \Psi(r, R, t) dR$.

(iii) $\tau_{CT-MQC}^{-1}$: This is simply obtained directly from Eq. (18), evaluated along the CT-MQC algorithm.

(iv) $\tau_{CT-MQC}^{-1}[exact]$: Here we replace all quantities in Eq. (18) with their values obtained from the exact quantum calculation for the coupled system, i.e.

$$\tau_{CT-MQC}^{-1}[exact] = (\rho_{11} - \rho_{22}) (f_1 - f_2) Q(R, t)/M \tag{22}$$

where $Q(R, t) = -\nabla R |\chi(R, t)|^2 / |\chi(R, t)|^2$ is computed from the exact nuclear wavefunction, and $\rho_{11} = |\int \Phi_{BO}(r) \Psi(r, R, t) dR|^2 / |\chi(R, t)|^2$.

In Fig. [13] we plot these four decoherence rates for the extended-coupling model with $k_0 = 30$ a.u.; trajectory-averaged (for (i) and (iii)) or wavepacket-averaged (for (ii) and (iv)), are obtained by sum over the trajectories.
The purpose of this work was to explore the approximations introduced in deriving CT-MQC, in order to highlight the importance of each term of the CT-MQC equations, and in particular shed light on how the coupled-trajectory terms actually operate in practice. In previous work [14, 17], only the overall effect of the CT-MQC algorithm has been illustrated by computation of observables and comparisons with other quantum-classical methods. Here, we deepened the analysis of the algorithm by thoroughly investigating the quantities that appear in the CT-MQC equations.

We found that the term coupling the trajectories in the electronic equation is of paramount importance in obtaining accurate dynamics, and discussed how and why it causes branching of populations and ensuing wavepacket splitting. The term that couples the trajectories in the nuclear equation is less critical, and in many cases, reasonably accurate dynamics could be obtained by neglecting it. We demonstrated our analysis on fully time-resolved and spatially-resolved nuclear densities and electronic state coefficients, as well as the more conventionally used branching ratios. The latter only give final-time information and limited spatial resolution, as well as the time-resolved trajectory-averaged populations and coherences which do not indicate spatial information. We could extract an effective decoherence time from the algorithm and compare with that of A-FSSH.

Our analysis additionally has the potential to shed light into the possibility of proposing more efficient or more accurate approximations. The realization that decoherence and branching are closely reproduced by including the coupled-trajectory term only in the electronic equation, opens the possibility of developing simpler mixed quantum-classical methods in the future. We discussed some possibilities of alternative computation of the quantum momentum, and more refinements of this quantity are on-going.

VI. CONCLUSIONS AND OUTLOOK
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Appendix A: Tully Models

The Hamiltonian defining the model systems studied here is, in the diabatic basis, of the form

$$\hat{H} = \frac{\hat{P}}{2M} + \begin{pmatrix} H_{11}(R) & H_{12}(R) \\ H_{12}(R) & H_{22}(R) \end{pmatrix}. \tag{A1}$$

The nuclear mass is set to 2000 a.u.; the elements of the $2 \times 2$ electronic Hamiltonian depend on nuclear positions $R$. Their expressions yield different non-adiabatic coupling situations, as described below.
1. Extended coupling

\[ H_{11}(R) = A \]
\[ H_{12}(R) = \begin{cases} 
  B e^{CR} & R \leq 0 \\
  B (2 - e^{-CR}) & R > 0 
\end{cases} \]  
\[ H_{21}(R) = H_{12}(R) \]  
\[ H_{22}(R) = -H_{11}(R) \]  

with \( A = 0.0006 \), \( B = 0.1 \), and \( C = 0.9 \).

2. Single avoided crossing

\[ H_{11}(R) = \text{Atanh}(BR) \]
\[ H_{12}(R) = C e^{-DR^2} \]
\[ H_{21}(R) = H_{12}(R) \]
\[ H_{22}(R) = -H_{11}(R) \]  

with \( A = 0.03 \), \( B = 0.4 \), \( C = 0.005 \), \( D = 0.3 \).

3. Double arch

\[ H_{11}(R) = a \]
\[ H_{12}(R) = \begin{cases} 
  B (-e^{C(R-D)} + e^{C(R+D)}) & R \leq -D \\
  B (e^{-C(R-D)} - e^{-C(R+D)}) & R \geq D \\
  B (2 - e^{C(R-D)} - e^{-C(R+D)}) & -D < R < D 
\end{cases} \]
\[ H_{21}(R) = H_{12}(R) \]
\[ H_{22}(R) = -H_{11}(R) \]  

with \( A = 0.0006 \), \( B = 0.1 \), \( C = 0.9 \), \( D = 4.0 \).

4. Dual avoided crossing

\[ H_{11}(R) = 0 \]
\[ H_{12}(R) = C e^{-DR^2} \]
\[ H_{21}(R) = H_{12}(R) \]
\[ H_{22}(R) = -A e^{-BR^2} + E \]  

with \( A = 0.1 \), \( B = 0.28 \), \( C = 0.015 \), \( D = 0.06 \), \( E = 0.05 \).

Appendix B: Computational Details

In the quantum-classical simulations, the equation of motion for the BO coefficients, Eq. (1), is propagated using fourth-order Runge-Kutta algorithm, with the nuclear degrees of freedom, Eq. (2), evolved using the velocity-Verlet algorithm. A time step of \( dt = 0.1 \) a.u. is used for propagating both the electronic and nuclear equations.

In CT-MQC and CTe-MQC, decoherence is deemed to have occurred when a trajectory is completely on one surface or another. However, computationally the electronic matrix elements \( \rho_{ll}^{(I)}(t) \) will never reach exactly 1 or 0 after the interaction, and so a cutoff is imposed: when \( \rho_{ll}^{(I)}(t) > 0.995 \) or \( \rho_{ll}^{(I)}(t) < 0.005 \) the integrated force difference is set to zero. This ensures the correct removal of any history dependence accumulated in the integrated force, as expected for a completely decohered wave packet.

Exact wavepacket propagation is performed by evolving the initial state with a time step of \( dt = 0.1 \) a.u. in the diabatic basis using the split-operator technique [74].
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