Adaptive Frequency Prior for Frequency Selective Reconstruction of Images from Non-Regular Subsampling
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Abstract—Image signals typically are defined on a rectangular two-dimensional grid. However, there exist scenarios where this is not fulfilled and where the image information only is available for a non-regular subset of pixel position. For processing, transmitting or displaying such an image signal, a resampling to a regular grid is required. Recently, Frequency Selective Reconstruction (FSR) has been proposed as a very effective sparsity-based algorithm for solving this under-determined problem. For this, FSR iteratively generates a model of the signal in the Fourier-domain. In this context, a fixed frequency prior inspired by the optical transfer function is used for favoring low-frequency content. However, this fixed prior is often too strict and may lead to a reduced reconstruction quality. To resolve this weakness, this paper proposes an adaptive frequency prior which takes the local density of the available samples into account. The proposed adaptive prior allows for a very high reconstruction quality, yielding gains of up to 0.6 dB PSNR over the fixed prior, independently of the density of the available samples. Compared to other state-of-the-art algorithms, visually noticeable gains of several dB are possible.

I. INTRODUCTION

Looking at image signals, it can be discovered that they are typically defined on a regular two-dimensional grid. This arrangement often directly results from the acquisition process of a digital camera. However, the positioning of the pixels on a regular grid also is very important for displaying, storing, and especially for processing the images. Nevertheless, there also exist scenarios where the amplitude information of an image is not available on a regular rectangular grid, but only at non-regular positions. These positions can be regarded as a subset of positions with respect to a finer regular grid.

The scenario where the pixels of an image are only available for a non-regular subset of positions might result from different reasons. For example, it may be caused directly by the acquisition process if techniques like the Optical Cluster Eye [1] or the Micro-Optical Artificial Compound Eyes [2] are used. Furthermore, a non-regular sampling can also be used intentionally for reducing the visible influence of aliasing [3], [4] or for enabling super-resolution techniques [5].

Independent of the actual reason for the pixels of an image being only available at non-regular positions, for further processing or displaying the signals, a reconstruction on the full regular grid is required. This is necessary, since almost all signal processing algorithms rely on the input data being regularly spaced. As the available non-regularly spaced samples can be seen as a non-regular subsampling of the desired signal on the finer regular grid, the reconstruction task can be regarded as a resampling of the signal to a regular grid.

In literature, there exist many different algorithms for solving this under-determined task. This can be simple techniques, like Linear Interpolation, Four-Nearest-Neighbors Interpolation [6], or Natural-Neighbor Interpolation [7]. Other algorithms try to reconstruct a band-limited solution, given the non-regularly spaced samples [8], [9], [10]. Since the reconstruction is an under-determined problem, variation regularization based algorithms [11], [12] can also be used. Another class of algorithms exploits statistical properties of the underlying image signals [13], [14]. Aside from this, algorithms exploiting the fact that image signals can be sparsely represented in transform domains can be used [15], [16].

In [17], we proposed the Frequency Selective Reconstruction (FSR), which is an effective sparsity-based algorithm for reconstructing image signals on a regular grid, given the samples at non-regularly spaced positions. As discussed in detail in [17], FSR can also be seen within the Compressed Sensing framework and FSR is related to block-wise greedy Compressed Sensing reconstruction algorithms which make use of prior knowledge about the signal. One of the key features of the FSR is to account for the different likelihood of frequencies in image signals during the reconstruction process. For this, FSR incorporates properties of the optical transfer function of imaging systems.

However, we discovered that building up the frequency prior on the optical transfer function is a too strict constraint in some cases, leading to oversmoothing. Hence, in this paper we introduce a novel way to adaptively account for the prior knowledge about the frequency distribution. This prior adapts to the local density of available samples, leading to an improved reconstruction quality.

The paper is structured as follows. In the next section, the FSR algorithm is briefly revisited for providing a short overview of the algorithm and for showing the necessity of the adaptive frequency prior. Afterwards, the novel adaptive frequency prior is discussed in detail, before its effectiveness is shown in Section [V]. The paper ends with a short conclusion in Section [V].
is used for assigning an exponentially decreasing weight and therewith less influence on the model generation with increasing distance to the center block. The parameter $\hat{\rho}$ controls the decay. Since previously reconstructed samples are not as reliable as originally known ones, their influence is further attenuated by a factor $\delta$.

Based on the projection coefficients, the basis function is selected which reduces the weighted residual between the model and the available samples the most, subject to a frequency prior $w_f[k,l]$. As proposed in [17], this prior assures that low frequencies are favored instead of high frequency ones and has the form

$$w_f[k,l] = \left(1 - \sqrt{2} \sqrt{\frac{k^2}{M^2} + \frac{l^2}{N^2}}\right)^2$$

(4)

with $\tilde{k} = \frac{k}{M} - \frac{1}{2}$ and $\tilde{l} = \frac{l}{N} - \frac{1}{2}$. As shown in [17], the prior can be regarded as an approximation of the Optical Transfer Function (OTF) of a diffraction limited optical system, which also attenuates high spatial frequencies more than low frequency ones.

Using the prior, the basis function to be selected results to

$$(u,v) = \text{argmax}_{(k,l)} \left( \left|p(k,l)\right|^2 w_f[k,l] \cdot \sum_{(m,n) \in L} \varphi^*_{(k,l)}[m,n] w[m,n] \varphi_{(k,l)}[m,n] \right).$$

(5)

After the basis function to be added in the current iteration $\nu$ has been selected, its weight is estimated by

$$c_{(u,v)}^{(\nu)} = \gamma p_{(u,v)}^{(\nu)}.$$

(6)

The factor $\gamma$ is an orthogonality deficiency compensation factor [18] and is applied for obtaining a stable estimation. After the basis function selection and the weight estimation, the update of the model and the residual follows

$$g^{(\nu)}[m,n] = g^{(\nu-1)}[m,n] + c_{(u,v)}^{(\nu)} \varphi_{(u,v)}[m,n],$$

(7)

$$r^{(\nu)}[m,n] = r^{(\nu-1)}[m,n] - c_{(u,v)}^{(\nu)} \varphi_{(u,v)}[m,n].$$

(8)

These steps are repeated until a predefined number of iterations is reached. Finally, the samples of the model corresponding to the block in the center are regarded as the reconstruction of the unknown samples. After one block has been finished, FSR proceeds to the next block, reusing the samples of the just reconstructed block for supporting the modeling of the next one.

III. ADAPTIVE FREQUENCY PRIOR FOR FREQUENCY SELECTIVE RECONSTRUCTION

Regarding the original FSR algorithm, it can be observed, that the frequency prior which controls the selection of the basis functions with respect to their spatial frequency is fixed and independent of the signal in reconstruction area $\mathcal{L}$. Accordingly, the same prior is used for the cases where $\mathcal{L}$ contains few known samples as well as for cases where
almost all samples within $\mathcal{L}$ are known. However, in the case that many samples in $\mathcal{L}$ are known, there is still sufficient information available for reconstructing more high-frequent content whereas in the case that $\mathcal{L}$ only contains very few known samples, an even more low-frequency solution should be generated for avoiding artifacts. Thus, an adaptive frequency prior is introduced in the following which takes the local density of the available samples into account and adapts the modeling process to the given data.

The basic idea of the OTF-inspired prior from (4) is to favor low-frequency basis functions over high-frequency ones during the selection process of FSR [17]. However, its influence on the selection process might be too strong or too weak, depending on the local density of the available data.

For making the prior adaptive to the available samples, the measure

$$\Omega = \frac{\sum_{(m,n)\in\mathcal{L}} w[m,n]}{\sum_{(m,n)\in\mathcal{L}} \tilde{\rho}(m, n) + \frac{1}{2}(n - \frac{N-1}{2})^2}$$

of the effective data is introduced. The measure reuses the weighting function $w[m,n]$ from (3) in the same way as for the weighted projection: samples more far away from the block to be reconstructed should have a lower influence than the ones close to the block. Furthermore, samples that belong to neighboring already reconstructed blocks should have less influence than originally known ones. If $\tilde{\rho}$ was one and all samples have same weight, the measure $\Omega$ of the effective data would just be the number of available samples with respect to the overall number of samples in $\mathcal{L}$.

Based on the measure $\Omega$, the frequency prior can be adapted. The objective is, if many samples are available, the suppression of high-frequency basis functions should be small, whereas in the opposite case, a strong suppression should be possible. This could be achieved by modifying the frequency prior to $w_f^{\Omega_\alpha} [k,l]$ for the basis function selection [5]. Since the original OTF-inspired prior already achieved good results, the proposed adaptive prior of course is related to it, however, by introducing $\Omega$ in the exponent, its shape can be changed and its behavior can be made adaptive to the measure $\Omega$ of the effective data. The term $\Omega(\alpha)$ depicts a mapping function as the measure $\Omega$ of the effective data cannot be directly inserted into the exponent. In Fig. 2 a one-dimensional plot of the adaptive frequency prior is shown in comparison to the OTF-inspired prior. It can be observed that the OTF-inspired prior effectively favors low-frequency basis functions over high-frequency ones. However, it can also be discovered that for different values of $\alpha(\Omega)$, the behavior of the adaptive prior $w_f^{\Omega_\alpha} [k,l]$ changes, as desired. That is to say, for small values of $\alpha(\Omega)$, the influence of the prior gets smaller, allowing also the selection of high-frequency basis functions whereas for large values of $\alpha(\Omega)$, the reconstruction of a low-frequency solution is favored.

Using this, the properties of the mapping function $\alpha(\Omega)$ can be formulated. For $\Omega$ close to 1, that is to say when $\mathcal{L}$ contains many known samples, a reconstruction of high frequency content still is possible and the suppression of the high frequency basis functions should be small. This can be achieved if $\alpha(\Omega)$ goes towards 0. In contrast to this, for small $\Omega$ which means that there is only little information available in $\mathcal{L}$, no reasonable high-frequency content can be reconstructed. Hence, the reconstruction of a low-frequency solution should be favored which can be achieved by $\alpha(\Omega)$ going towards $\infty$. Since the OTF-inspired prior achieved very good performances for the cases where between 10% and 50% of the samples are available as shown in [17], the region where $\alpha(\Omega)$ becomes one should be in the same area, as well.

In order to fulfill these constraints, we propose to define the mapping function $\alpha(\Omega)$ of the adaptive frequency prior $w_f^{\Omega_\alpha} [k,l]$ as

$$\alpha(\Omega) = -\frac{\log(\Omega)}{\tau}$$

with the parameter $\tau$ controlling for which $\Omega$ the adaptive prior becomes equal to the OTF-inspired prior. Defining the mapping function in this way, all the properties of the frequency prior formulated above can be achieved. At the same time, the mapping function is simple to calculate and only relies on one parameter to be determined. The next section now shows, how the reconstruction performance of FSR can be improved if the OTF-inspired prior from (4) is replaced by the adaptive prior from (10).

IV. SIMULATIONS AND RESULTS

For showing the efficacy of the adaptive frequency prior, the reconstruction has been tested for a non-regular subsampling of images. That is to say, from an image, a non-regular subset of pixels has been selected and the objective always is to reconstruct the original image in the best possible way. For FSR, the parameters have been selected according to [17], except for the frequency prior.
In order to determine a good threshold $\tau$ for the new prior $w_{\tau}(k,l)$, tests have been carried out using the Kodak test database [19]. Fig. 3 shows the reconstruction quality in PSNR averaged over the whole database, for different values of $\tau$, with respect to the subsampling density. The latter is the ratio of available samples compared to the number of samples on the regular grid. According to these tests, it can be observed, that except for very small values, the exact value of $\tau$ is not very critical and a threshold of $\tau=2$ is a useful choice.

In order to show that the proposed adaptive prior is superior to the fixed OTF-inspired prior, further tests have been carried out on the TECNICK image database [20]. This independent database has been selected in order to avoid a fitting of the parameter $\tau$ to the test data. In addition to the proposed adaptive frequency prior, denoted by FSR-AP, FSR has been tested with the original OTF-inspired prior, denoted by FSR-OTF. Furthermore, a reconstruction by several algorithms from literature has been performed for obtaining a comparison to the state-of-the-art. The considered algorithms are Linear Interpolation (LIN), Natural Neighbor Interpolation (NAT) [12], Steering Kernel Regression (SKR) [13], Sparse Wavelet Inpainting (SI) [21], and Constrained Split Augmented Lagrangian Shrinkage Algorithm (CLS) [12].

In Table I the average reconstruction quality is listed for the considered algorithms and for different subsampling densities. Furthermore, Fig. 4 shows the average gain with respect to a reconstruction by Linear Interpolation. Examining the results, it can be observed that the OTF-inspired prior [17] only performs superior for low subsampling densities, that is to say, when only few samples are available. For high subsampling densities, some of the other algorithms perform better. However, the proposed adaptive prior assures that FSR achieves a very high reconstruction quality over the whole range of subsampling densities. In doing so, FSR-OTF with the OTF-inspired prior is outperformed by 0.6 dB for high subsampling densities. In addition to this, the adaptive prior leads to the highest reconstruction quality over the whole range of subsampling densities (only beaten by negligible 0.01 dB by the OTF-inspired prior for a subsampling density of 10%). Compared to the state-of-the-art algorithms from literature, it can be observed, that FSR with the proposed adaptive frequency prior is able to outperform the other algorithms independent of the number of available samples and gains of several dB in PSNR are possible.

Of course, introducing the adaptive frequency prior slightly increases the complexity of the reconstruction. In order to asses the impact, Table I lists the average processing time for the reconstruction of one image from the TECNICK database at a subsampling density of 10%. It can be observed that the calculation of the adaptive prior increases the complexity of FSR only by 6%. Given the improved quality, this small increase of the complexity is a reasonable trade-off.

In order to show that the gains are also visually noticeable, Fig. 5 shows details of four images from the TECNICK image database. In this figure, the output of the reconstruction by FSR with the proposed adaptive prior and some of the state-of-the-art algorithms is shown. It can be observed that the proposed algorithm yields the highest visual quality with only very little artifacts, well reflecting the PSNR results.

V. CONCLUSION

In this paper an adaptive frequency prior was introduced for improving Frequency Selective Reconstruction of image signals from a non-regular subsampling. For this, the local density of the available image samples is taken into account and depending on this, the prior is adapted to favor the reconstruction of high- or low-frequency content. While the fixed frequency prior of the original Frequency Selective Reconstruction only performs superior for the case that few samples are available, the proposed adaptive frequency prior allows for a very high reconstruction quality, independent of the number of available samples. Compared to the fixed prior, gains of up to 0.6 dB can be achieved. Furthermore, other state-of-the-art algorithms can be outperformed by several dB PSNR which can also be visually observed.
### Table II
**Reconstruction Quality for TECNICK Dataset in dB PSNR for Different Subsampling Densities.**

| Subsampling density | 5%   | 10%  | 20%  | 30%  | 40%  | 50%  | 60%  | 70%  | 80%  | 90%  | 95%  |
|---------------------|-------|------|------|------|------|------|------|------|------|------|------|
| FSR-AP              | **27.03** | 26.66 | 32.83 | 34.94 | 36.66 | 38.23 | 39.79 | 41.60 | 43.59 | 46.75 | 49.55 |
| FSR-OTF [17]        | 27.02  | 26.70 | 32.78 | 34.84 | 36.57 | 38.27 | 39.75 | 41.59 | 43.49 | 46.62 | 49.54 |
| LIN                 | 26.23  | 25.75 | 32.76 | 33.55 | 34.09 | 35.54 | 37.04 | 38.66 | 40.05 | 43.13 | 46.61 |
| NAI [7]             | 26.46  | 25.49 | 31.60 | 32.82 | 34.41 | 36.65 | 38.38 | 39.23 | 41.42 | 44.78 | 47.78 |
| SKR [13]            | 16.69  | 28.11 | 31.81 | 33.23 | 34.29 | 35.30 | 36.41 | 37.75 | 39.55 | 42.55 | 45.42 |
| SI [21]             | 24.80  | 27.17 | 30.83 | 33.34 | 35.33 | 37.16 | 38.98 | 40.93 | 43.23 | 46.60 | 49.46 |
| CLS [12]            | 24.82  | 26.94 | 29.85 | 32.06 | 34.03 | 35.92 | 37.87 | 40.01 | 42.68 | 46.28 | 49.37 |

---

Fig. 5. Visual reconstruction results for details of four images of the TECNICK dataset with a subsampling density of 20% (first two columns) and 50% (last two columns). *(Please pay attention, additional aliasing may be caused by printing or scaling. Best to be viewed enlarged on a monitor.)*
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