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Abstract

Compositional generalization is a troubling blind spot for neural language models. Recent efforts have presented techniques for improving a model's ability to encode novel combinations of known inputs, but less work has focused on generating novel combinations of known outputs. Here we focus on this latter "decode-side" form of generalization in the context of gSCAN, a synthetic benchmark for compositional generalization in grounded language understanding. We present Recursive Decoding (RD), a novel procedure for training and using seq2seq models, targeted towards decode-side generalization. Rather than generating an entire output sequence in one pass, models are trained to predict one token at a time. Inputs (i.e., the external gSCAN environment) are then incrementally updated based on predicted tokens, and re-encoded for the next decoder time step. RD thus decomposes a complex, out-of-distribution sequence generation task into a series of incremental predictions that each resemble what the model has already seen during training. RD yields dramatic improvement on two previously neglected generalization tasks in gSCAN. We provide analyses to elucidate these gains over failure of a baseline, and then discuss implications for generalization in naturalistic grounded language understanding, and seq2seq more generally.

1 Introduction

For many years, compositional generalization – the ability to systematically combine known linguistic elements in novel ways – has been a "holy grail" in NLP research. This ability comes quite naturally to human language learners, and thus appears to be a central inductive bias of the human learning system [9, 20, 22]. However, a range of curated datasets have revealed that standard deep neural networks struggle to generalize compositionally to novel utterances not seen during training [30, 17, 19].

Despite a proliferation of research investigating compositional generalization in deep networks, relatively little attention has been paid to compositional generalization in grounded language understanding tasks. Grounding in language is an acknowledgement that in the real-world, language is most often used in the context of a shared physical environment. Understanding a phrase like "hand me the big apple on the yellow table" requires an understanding of the visual scene in which it is uttered (i.e., where is the yellow table? which apple is big?). Grounding is known to play an important role in human language acquisition and may favor compositional representations [31].

One dataset which highlights the combination of grounding and composition is gSCAN (grounded SCAN) [28], which extends the popular synthetic sequence-to-sequence (seq2seq) benchmark, SCAN [19] to include a grid-world environment. The model is presented with an input command (e.g., "walk to the red circle") and a grid world comprising an agent and various objects (e.g., red circle, green circle) with the goal of producing an output action sequence that completes the input command. Like SCAN, gSCAN comprises a number of carefully curated generalization tasks which have proven difficult for baseline model architectures [28].

Approaches to gSCAN have predominantly focused on dealing with novel combinations of known inputs – either through encoding the grid world as a network, composing specialized modules based in the input command, or decoupling the subtasks of identifying a target object from that of producing an appropriate action sequence [12, 18, 14]. These innovations have boosted performance on a subset of tasks targeted...
towards encoding novel combinations of known inputs, but have offered virtually no improvement on the remaining tasks, underscoring the notion that different techniques may be required to address different kinds of composition \cite{16,11}. In this paper we focus on two particular tasks that have not been improved by existing efforts: “novel direction” and “length extrapolation”. In contrast to other gSCAN tasks that previous efforts successfully improved upon, these two tasks require models to generate output sequences that are out of distribution from those produced during training, a challenge we refer to as decode-side generalization.

To address how seq2seq models can generalize compositionally not at the input level, but based on the output sequence, we draw inspiration from the embodied/situated cognition paradigm in cognitive science \cite{6}. This paradigm offers that cognition is seldom confined to individual brains working in isolation. Rather, humans offload cognitive processing onto the external world; we draw diagrams and manipulate symbolic expressions on whiteboards to solve abstract problems, record numbers and figures on paper so we don’t have to remember them, and use our hands to perform basic arithmetic \cite{8,10,24}. In so doing, we recruit the external world in our thinking process, which alleviates working memory and representational demands, and allows us to incrementally reason through a problem with the help of stable (but manipulable) representations.

Inspired by the situated cognition paradigm, we introduce Recursive Decoding (RD) – a new training and inference paradigm for supervised seq2seq which we apply to gSCAN. Whereas the standard approach is to present an initial world-state, and ask the model to produce an entire action sequence, in RD the model is asked to predict a single action token at a time. Based on this predicted action, the grid-world is then updated to an intermediate state, and given to the model as a fresh input. Instead of formulating the entire action sequence at once, the model is asked to do the “next best thing” to move an intermediate world-state closer to the final solution. This allows the model to navigate without having to “imagine” what happens as it executes a path, as this computation is effectively offloaded to the environment.

RD dramatically improves performance on the novel direction and length extrapolation gSCAN tasks. In our analyses, we show that these two tasks are related and pose a unique challenge to decoders in Baseline models, which are potentially biased by misleading surface statistics in the target sequences of training examples. RD circumvents these biased surface statistics, and reformulates a complex, out-of-distribution (OOD) sequence generation task into a series of smaller predictions that resemble those seen by the model during training. After presenting our results and analyses, we discuss implications for naturalistic grounded language understanding tasks, and compositional generalization more broadly. We conclude by discussing limitations of our approach and directions for future research.

2 Methods

2.1 gSCAN Overview

gSCAN is a synthetic dataset for assessing compositional generalization in a grounded language understanding problem \cite{28}. The model is given two inputs: a command – specifying a high-level directive in plain english (e.g. “push the small red square”), and a grid-world – a 2D matrix representation comprising an agent and various objects with different properties located at different cells. The task of the model is to predict an action sequence that adequately fulfills the input command given a particular grid-world. The target vocabulary consists of the following action tokens: \{walk, turn right/left, push, pull, stay\}. As this is a seq2seq task, the learning signal consists in how well predicted action sequences correspond to ground-truth action sequences (which we refer to as target sequences).

gSCAN comprises a number of curated data splits designed to systematically assess different compositional generalization tasks. Here we are particularly interested in the novel direction and length extrapolation tasks, as both require producing OOD output sequences and have shown poor performance in all previous works. The novel direction task requires generating output sequences that navigate the agent Southwest, whereas in training the target object was never Southwest of the agent’s initial position (though it was located in every other relative direction). The length extrapolation task requires generating output sequences that are longer than those seen in training (n <= 15 in training, n > 15 in length). A full description of all task splits can be found in \cite{28}.
The dataset includes 367,933 training examples, 3,716 validation examples, 19,282 (in-distribution) test examples, and 88,642 examples in the novel direction task-split. A separate dataset is used to train models on the length task. This contains 180,301 training examples, 1,821 validation examples, 37,784 test examples and 198,588 length-split examples.

2.2 Baseline Model & Recursive Decoding

We use the same baseline model architecture and hyper-parameters reported in [28], except we use a batch size of 512 (instead of 200) for more efficient training. At a high-level, the model consists of an LSTM encoder for the input command and a CNN for encoding the grid-world. The decoder is an attention-based LSTM that attends over both command and grid-world embeddings. The models used on the novel direction and length tasks comprise 391,500 and 535,975 parameters, respectively. Additional parameters for the latter due to a larger CNN kernel size to accommodate the larger grid world in this task. Models were implemented using pyTorch v1.7 [26]. Code to reproduce all experiments will be made available upon acceptance.

The only substantial difference between baseline and RD models in our study is in how we use the model during training and inference. Rather than predicting a complete action sequence all at once, we instead train the model to predict one action at a time on the basis of intermediate world-states. After each decoding time-step, we update the world state to reflect the predicted action, and feed this intermediate world-state to the model as a fresh input (see Figure 1). The model re-encodes this intermediate world-state, and then makes another prediction for the subsequent action. The input command embeddings remain fixed across decoding time, and we allow the hidden state of the decoder LSTM to evolve as it typically would.

As in the baseline approach, we use teacher-forcing during training, such that predictions at each time step are conditioned on ground-truth (as opposed to predicted) action subsequences. In RD, intermediate world states are also updated based on the ground-truth actions during training. Note that we don’t perform separate gradient updates after each intermediate prediction; instead gradients are accumulated over all intermediate predictions into a single update. During inference, we update intermediate world states based on predicted actions, and terminate RD once the model predicts an EOS token.

Figure 1: Recursive Decoding overview. Rather than predicting a full action sequence all at once based off an initial world-state, the model predicts one action at a time, updates the world state accordingly, and re-encodes the intermediate world-state as if it were a fresh input. This process is repeated until the model predicts EOS.
Models were evaluated on a validation set (comprised of in-distribution examples) every 1,000 training batches. For RD models, we implemented an early stopping criteria, such that training stopped if validation loss did not decrease within five validation checks (i.e. 5,000 training batches). We evaluated each experimental condition with three independent training/test runs, and report all results as averages along with standard deviations.

3 Results

Table 1 presents our results across all gSCAN tasks. The RD Random column refers to RD model trained on a dataset where the agent’s original orientation is randomized, as described in Section 3.1. RD dramatically improves performance over state-of-the-art (SotA) on both novel direction and length tasks, but offers no substantial gains in other tasks.

| Task                  | Baseline | SotA    | RD      | RD Random |
|-----------------------|----------|---------|---------|-----------|
| Random                | 97.69 ± 0.22 | 98.6 ± 0.95 | 99.22 ± 0.16 | 98.39 ± 0.17 |
| Yellow Squares        | 54.96 ± 39.39 | 99.08 ± 0.69 | 82.28 ± 11.50 | 62.19 ± 24.08 |
| Red Squares           | 23.51 ± 21.82 | 81.07 ± 10.12 | 56.29 ± 7.42 | 56.52 ± 29.70 |
| Novel Direction       | 0.00 ± 0.00 | 5.73    | 3.11 ± 0.87 | 43.60 ± 6.05 |
| Relativity            | 35.02 ± 2.35 | 87.32 ± 27.38 | 57.99 ± 7.21 | 53.89 ± 5.39 |
| Class inference       | 92.52 ± 6.75 | 99.33 ± 0.46 | 98.51 ± 0.29 | 95.74 ± 0.75 |
| Adverb (k = 1)        | 0.00 ± 0.00 | 11.94   | 0.00 ± 0.00 | 0.00 ± 0.00 |
| Adverb to verb        | 22.70 ± 4.59 | 33.6 ± 20.81 | 21.94 ± 0.15 | 21.95 ± 0.03 |
| Length                | 2.10 ± 0.05 | 2.10 ± 0.05 | 84.42 ± 3.24 | 79.27 ± 0.38 |

An experimental control confirmed that the observed performance gains were due to the procedural innovation of RD, and not a side-effect of greater training variability introduced by the intermediate world states. We created an “intermediate world” dataset, which had the same variability in world states that RD models were exposed to in training (see Section 3.2 for details). When trained on this dataset, the baseline model achieved 95 ± 0.76% on the in-distribution test set, but only 0.29 ± 0.23% on the novel direction task.

In the next sections we take a deeper dive into the novel direction and length tasks, analyze why and how the baseline model fails, and why Recursive Decoding exhibits such dramatic performance gains.

3.1 Novel Direction Task

3.1.1 Failure Analysis of Baseline Model

The novel direction task is comprised of held-out examples where the target object is Southwest of the agent’s position. As stated in [28], despite achieving 0% exact match on this task, the baseline successfully attends to the correct target cell. Moreover, as depicted in Figure 2 (leftmost plot), we replicate the finding that in many cases the baseline predicts action sequences that navigate the agent to the correct row or column, but never to the correct target cell. In other words, the model is capable of moving the agent appropriately South or West, but never appropriately Southwest.

This could be due to biased surface-statistics in training target sequences. In the original dataset, agents are always initially facing East, so navigating Southwest requires a particular combination of “walking” and “(left/right) turn” actions that the model never encountered during training. To remedy this, we created

\footnote{Baseline models trained on a single GPU in under 24 hours, and RD models trained on a single GPU in under 72 hours. All experiments were executed on a single 16GB P100 GPU. We estimate that altogether 1,200 GPU-hours were required for our experiments.
\footnote{SotA on Yellow Squares, Relativity, Class inference, and Adverb-to-Verb tasks was achieved by [12]; Red Squares by [14]; Novel Direction (prior to RD) and Adverb (k = 1) by [18]. The baseline model presented in [28] achieved SotA for Length task (prior to RD).}
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Figure 2: Recursive decoding dramatically improves performance on the novel direction task. Heatmaps represent the relative ending position of the agent, as predicted by the model, with respect to the target position. Color indicates percentage of evaluated examples ending in a particular relative position. For simplicity, this analysis was restricted to “simple walking” examples, in which the input commands contained no adverbs and no push/pull commands.

3.1.2 Recursive Decoding performance

With these results in mind, we were motivated to apply RD to the novel direction task. Intuitively, RD seems well suited for this kind of generalization. The baseline model already demonstrates the ability to navigate sufficiently South or sufficiently West. Once such an intermediate state is reached, the problem resembles an in-distribution training example. RD capitalizes on this by re-encoding intermediate world states as fresh inputs, which should allow the model to simply move in the single remaining direction to reach the target.

We trained and evaluated RD models on both the original and randomized datasets. As indicated in Table 1, the latter yielded significant performance gains, so we focus our discussion around this latter model. RD model achieved an exact match of 43.60%, a substantial improvement over previous SotA (5.73% [28]).

When visualizing the predicted ending position of the agent with respect to the target (Figure 2 rightmost plot), it becomes clear that this exact match statistic actually underrepresents model performance, as the model correctly navigates to the target a high percentage of the time. This discrepancy is accounted for by non-canonical solutions produced by the RD model. There are many valid action sequences that can correctly satisfy a given input command, even though models are only trained and evaluated against a single, canonical target sequence.

We evaluated non-canonical solutions on a subset of “simple walking” examples from the novel direction task, which had no adverbs or push/pull input commands. The simplicity of these examples allowed us to easily identify non-canonical solutions by determining whether the ending position of the agent matched that of the target object. When we expand our success criteria to include non-canonical solutions, the RD model produces valid solutions for $86.32 \pm 9.00\%$ of simple walking novel direction examples (37.45% of which were non-canonical solutions). By contrast, the random-orientation baseline model produced virtually no non-canonical solutions (2/3 models produced 0 non-canonical solutions, and the third produced non-canonical solutions in 0.01% of simple walking examples).
As described in Appendix A, some non-canonical solutions were “error-correcting” – during decoding, the RD model would predict an incorrect action leading the agent in the wrong direction, but subsequently compensate for this error by re-orienting the agent towards the target (see Figure A.1). A null model analysis confirmed that these error correcting solutions were more targeted than random walks terminating once the agent happened to arrive at the target. Thus we interpret RD models’ ability to produce non-canonical solutions as an adaptive advantage over the baseline.

3.2 Experimental Control for Recursive Decoding

An inevitable side-effect of Recursive Decoding is that models are exposed to a greater variability of inputs during training, because every example comprises a number of intermediate world-states. Thus we tested a control condition to confirm that the observed performance gains were due to the procedural innovation of RD, and not a side-effect of the greater variability of inputs seen during RD training.

We created an “intermediate world” dataset comprising the range of inputs seen by RD models during training. For each example in the original dataset (with randomized starting orientations), we generated all intermediate world-states corresponding to completion of each action in the target sequence. We then packaged up each intermediate world-state with the original input command and the corresponding target sequence, as standalone examples.

Three instances of the Baseline model were trained for 200,000 batches on this intermediate world dataset. The baseline achieved an average exact match of 95.06 ± 0.76% on the in-distribution test set, but only 0.29 ± 0.23% on the novel direction task, confirming that the reported performance gains were genuinely due to the procedural innovation of Recursive Decoding, and not a side-effect of greater variability of training inputs.

3.3 Length Extrapolation Task

Length extrapolation is another generalization task that previous approaches to gSCAN have either ignored, or shown poor performance on (2.10% SotA [18]). RD yielded substantial performance gains, achieving 84.42 ± 3.24% exact match. As with novel direction, there is an intuitive explanation for why RD is so well-suited for length extrapolation. Taken as a whole, an example from the length task is OOD in the sense that a model is required to generate a longer action sequence than it was trained to generate. However, RD decomposes a length example down into a series of individual predictions, which each resemble what the model was exposed to during training.

3.3.1 Template Analysis of Baseline Failure

To gain better insight into why and how the baseline model fails, we examined model outputs using a template analysis, in which we reduced predicted and ground-truth action sequences down into high-level template patterns (see Appendix B for complete details). To do this, we reduce duplicated actions, e.g. “turn left, turn left” into a single “turn” action. This allowed us to reduce all action sequences down to a small set of templates consisting of: “walk push/pull”, “walk turn walk” and “walk turn walk push/pull”. Additionally, we contrasted the counts of tokens in predicted versus ground-truth sequences, and assessed whether predicted sequences navigated agents in the correct direction. Our analysis thus decomposed performance on the length task in terms of whether the predicted action sequence (i) had the proper high-level structure (ii) contained the proper counts of action tokens and (iii) navigated agents in the proper direction.

This analysis revealed that despite its low exact match rate, outputs generated by the baseline model often had the correct high-level structure (on 72% of examples), and navigated agents in the correct direction (80%). In most cases, the predicted outputs differed from ground-truth sequences only in that they contained too few action tokens (e.g., the model might predict “walk walk turn left walk” instead of “walk walk walk walk turn left walk”), which reflects its training on shorter target sequences (see Figure B.2 for more information).

This type of failure suggests that the baseline model may have been properly representing the underlying structure of length task examples, but failing to perform the internal bookkeeping necessary to track the agent’s current position based on its previous outputs. We hypothesize that in training, the baseline decoder
was biased to not generate too many consecutive tokens of a given type (e.g., don’t “turn right” after predicting four “walk” tokens), resulting in an inability to generalize to longer sequences in the length task. By contrast, RD models did not have to keep track of token-count as they decoded, because agent position was explicitly reflected in intermediate world states. Thus, RD models may have avoided internalizing the biased token-count surface statistics in training examples.

3.3.2 Hidden-State Analysis

A hidden state analysis of the LSTM decoders in baseline and RD models was performed to test the above hypothesis. The analysis was driven by two questions: (1) Is time-step explicitly encoded in decoder hidden states? and (2) How (if at all) do hidden states corresponding to early time-steps differ from late (OOD) time-steps? We expect that baseline models will explicitly encode time-step and that representations for early and late time-steps will be distinct. In contrast, we hypothesize that the decoder trained using RD will not track time-step and thus exhibit no meaningful difference in hidden states of early versus late time-steps.

Principal Component Analysis (PCA) was performed on the set of 100-dimensional hidden states at each decoding time-step for all length-split examples. Dimensional reductions are shown in Figure 3. Top and lower plots depict states for baseline and RD decoders respectively (PCA was separately performed on hidden states of each model). We plot the first two principal components, which accounted for 33.2% total variance in baseline hidden states, and 35.9% of RD states. Decoding time is indicated by color. Left plots display hidden states corresponding to early (in domain) time-steps \( t < 15 \) and right plots display hidden states of late (OOD) time-steps \( t > 15 \). Early and late time-steps are plotted separately for visual clarity, but they share the same components (within each model) because PCA was conducted on the joint set of states from all time-steps.

**Figure 3:** Hidden states of length extrapolation examples. The top two principal components explain 33.2% of the variance for Baseline model (top) and 35.9% for Recursive Decoding (bottom). Decoder time-step is indicated by color scale. Early hidden states (in-distribution, \( t <= 15 \)) are shown on the left, and late states (out-of-distribution, \( t > 15 \)) are shown on the right. PCA was performed over all early and late hidden states for each model.
These plots reveal two striking differences in the behavior of baseline versus RD decoders. First, the baseline decoder appears to encode time-step, as hidden states corresponding to the same time-step form tight clusters. In the RD model, although it is roughly correlated, the time-steps are widely dispersed throughout the latent space.

This observation was quantitatively verified with a probe analysis. Multi-layer perceptrons (MLP) were trained to predict time-step from the hidden states of each model. MLPs consisted of two linear layers; the first projected the original hidden states down into a 50-dimensional embedding, and the second projected them down to a single scalar which was regressed against time-step using Mean Squared Error. Models were separately trained on baseline and RD data for 50 epochs, with a batch size of 512. The best-performing models predicted time-step of held-out examples to within $\pm 1$ of ground truth 99.54% of the time for baseline model, but only 22.43% of the time for RD model.

The second important difference is that in the baseline decoder, OOD hidden states (Figure 3, top-right) cluster around a small region of latent space that is distinct from the majority of in-distribution hidden states (top-left plot). Thus, as decoding time-step increases past training distribution, the hidden-state of baseline decoders is pushed into a restricted OOD region of latent space from which it is unable to escape. This is consistent with recent demonstrations that seq2seq decoders are pulled into limited “attractor” regions of state space when forced to generate past the length of training sequences, precluding their ability to generate meaningful continuations [25]. Conversely, in the RD decoder, hidden-states of late OOD time-steps (bottom-right) overlap with the same region of latent space as in-distribution states (bottom-left).

Taken together, these results provide support for our initial hypothesis. Baseline models explicitly encode time-step as they decode, resulting in degenerate dynamics once decoding time extends beyond the training distribution. Conversely, RD decoders have less explicit encoding of time-step, allowing late time-steps to be treated similarly to early time-steps. Baseline models are required to track their previous outputs as they decode, because they need this information to infer the current position of an agent relative to the target object. RD appears to offload this computation to the external environment; RD models don’t have to infer current position of an agent because this information is explicitly encoded in intermediate world-states.

4 Related Work

Since its release, there has been limited work on gSCAN. Previous approaches have focused on changes to model architecture that support more refined representations of input commands and world state. For instance, by modeling objects in the grid-world as a network and leveraging message-passing to refine grid-world embeddings [12]. Another approach employed modular networks, composed in different arrangements as a function of the input command [18]. Lastly, [14] decomposed gSCAN down into two stages: (i) identifying the target object and (ii) navigating to said target. As reflected in the SotA column of Table 1, these approaches have increased performance on gSCAN tasks requiring compositional encoding of novel inputs, but offer no substantial improvement on the novel direction and length tasks, which require decoders to generate OOD action sequences. This underscores the point that compositionality comes in different forms, which are amenable to different modeling approaches [15].

RD is particularly well-suited to “decode-side” generalization, because it recursively decomposes a complex, OOD sequence generation task down into a series of smaller predictions that each appear in-distribution from the perspective of the model. In this spirit, RD is closely related to the iterative decoding methodology recently introduced by [29], who trained transformer models to compositionally “unroll” a complex seq2seq problem into a series of sub-steps, which are iteratively solved one at a time. The primary difference is that RD is recursive, because the output sequence at any time-step is composed of the current predicted token appended to the history of predicted tokens from previous RD time-steps. RD also resembles Imitation Learning, within the Reinforcement Learning paradigm, in that both approaches involve predicting actions in response to evolving environmental feedback, and learning from an “expert” canonical target sequence [1]. Here we show that the benefits of such environmental feedback can be enjoyed in the context of supervised seq2seq.

More broadly, RD parallels current trends in open-domain multi-hop question answering, where the state of art has moved to iteratively querying batches of source documents from a corpus [32, 27]. While a
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different domain from grounded language understanding, this reflects an emerging recognition that a single forward-pass is often insufficient for complex, multi-stage reasoning or planning tasks.

5 Discussion

This paper presented Recursive Decoding (RD), a novel approach to seq2seq. RD was applied to gSCAN, a grounded language compositional generalization benchmark, and dramatically improved performance on two previously neglected tasks: novel direction and length extrapolation. These generalization tasks pose particular challenges, as they require generating OOD output sequences, composed of novel combinations of in-distribution output subsequences, from in-distribution input sequences. Whereas other approaches have focused on modifying the training objective [21, 5], model architecture [18, 12], or data augmentation [4, 2], we use RD to reformulate and decompose a complex sequence generation task into a series of smaller predictions that appear in-distribution from the perspective of the model.

We draw inspiration from situated cognition in the context of grounded language understanding, and show that intermediate states in the external world can be leveraged to help incrementally guide models to a correct solution. In so doing, much of the bookkeeping that traditional models have to do (i.e., of “imagining” an agent’s current position based on its history of predicted actions) is offloaded onto the external environment. As observed in Section 3.3.2, this has the additional advantage of eliminating reliance on biased surface cues, such as token count in the length task, that otherwise deter models from generating OOD output sequences. These benefits reaffirm recent demonstrations that disentangling seq2seq models’ underlying task representations from the bookkeeping necessary to track their progress in relation to a final solution makes them more amenable to compositional generalization [23, 33].

Unlike gSCAN, in which the model has access to a birds-eye-view map of an idealized environment, most naturalistic grounded language tasks entail egocentric navigation, where agents get local visual feedback based on their position in an external environment [3, 30]. In these cases, the benefits of environmental offloading are baked into the problem structure and don’t need to be explicitly engineered. While not a call to action, our results suggest this may be advantageous for future modeling approaches.

More generally, we identify the novel direction and length extrapolation gSCAN tasks as a particular kind of compositional generalization task that requires generating OOD output sequences. This “decode-side” flavor of compositionality is germane to many seq2seq tasks, including visual question answering/automated captioning, code generation, and length extrapolation in seeded text generation [13, 7, 25]. As we show, the difficulty presented by such tasks can sometimes be ameliorated by reformulating the problem into a series of incremental sub-sequence generations which resemble what models see during training. As formulated in this paper, RD is specific to gSCAN, but in the future this general approach could be adapted to other tasks and datasets. The key challenge to such an adaptation would be finding (or constructing) an analogue to the gSCAN grid world; a supplemental object whose state can be incrementally updated on the basis of predicted outputs.

6 Future Directions and Limitations

The most straightforward disadvantage of RD is that it is slow; a single example requires \( n \) forward passes through the model, where \( n \) is the length of the output sequence. Future work might investigate how best to retain the benefits of RD while increasing computational efficiency.

A second limitation of our results is that we presume the ability to update the world state based on model actions. While this might be trivial for gSCAN because of its limited nature, more complex tasks might not support oracle predictions of world state. In such a scenario, the model would need to be updated either to generate its own world state predictions or to operate over uncertain or noisy states.
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A  Non-Canonical Solutions to Novel Direction task

The difference between canonical and non-canonical solutions was often arbitrary (e.g., two right turns instead of two left turns). However, some non-canonical solutions were “error correcting” – during decoding, RD models would predict an incorrect action that would lead the agent in the wrong direction, but subsequently compensate for this error by reversing the direction of the agent back towards the target object. An example of such an error-correcting solution is shown in Figure A.1. Red arrows depict the non-canonical solution produced by an RD model, and blue arrows depict the canonical action sequence.

We constructed a simple null model to ensure that non-canonical solutions to novel direction examples produced by the RD model were more targeted than trivial random walks terminating whenever agents coincided with the target. The null model randomly predicted “walk”, “turn left” or “turn right” at each time step with uniform probability, and action sequences terminated whenever the agent reached the target cell. This was evaluated on all “simple walking” examples in the novel direction data split.

We compared the lengths of RD-predicted non-canonical sequences to random walk sequences (generated by the null model), with the rationale that RD sequences should be shorter if the RD model was genuinely making sense of these examples. Indeed, we found that RD-predicted non-canonical solutions were significantly shorter than those produced by the null model (paired t(3238) = -55.63, p < 0.001). Compared to canonical target sequences, RD-predicted non-canonical sequences were within 5 tokens of target length on average (25% were within one token and 50% were within 4 tokens), whereas random walk sequences were 250 tokens longer than target sequences on average (25% were within 79 and 50% were within 176).

B Template Analysis for Length Task

We performed a “template analysis” to better understand how and why the baseline model failed on the length task. In this analysis, predicted and target action sequences were reduced down to high-level template patterns. For example, the action sequence “walk walk walk turn right walk walk pull pull pull” would be reduced to “walk turn walk pull”. This allowed us to go beyond exact match accuracy, and evaluate whether the predicted action sequence had the proper high-level structure.
We also recorded the count of consecutive actions of a given type in a separate data structure (e.g., “walk walk walk turn turn” would be converted to $[3 \times \text{walk}, 2 \times \text{turn}]$). This allowed us to assess how the counts of predicted actions compared to the ground truth. Lastly, we assessed whether predicted action sequences navigated agents in the proper direction (i.e., towards the target object). Our analysis thus decomposed performance on the length task in terms of whether the predicted action sequence (1) had the proper high-level structure (2) contained the proper counts of action tokens and (3) navigated agents in the proper direction.

Steps for reducing an action sequence down into a template are as follows:

1. Strip all initial turn actions.
2. Substitute all remaining “turn left” and “turn right” cmds with “turn”, and all “push” and “pull” commands to “push/pull”.
3. Condense all consecutive action tokens of same type to a single token (e.g. “walk walk walk turn turn” $\rightarrow [\text{walk, turn}]$)
4. Record the number of consecutive action types in a separate data structure (e.g. “walk walk walk turn turn” $\rightarrow [3 \times \text{walk}, 2 \times \text{turn}]$).

Our analysis revealed that all output sequences within the length training/test sets can be categorized into a small number of templates. Figure B.1 displays the distributions of target sequence (i.e., ground-truth) templates in the training set (top left) and length-split (bottom left), as well as predicted templates for the length-split (right). This illustrates that target sequences in training versus length splits are drawn from different template distributions, and baseline predictions are a sort of compromise between the two.

Overall, the baseline model predicted the correct template on 72% of all length-split examples, and navigated to the proper direction 80% of the time (it produced the proper template and navigated in the proper direction on 65% of the examples). Thus, despite its poor performance in terms of exact match, the model often produces well-formed outputs in the Length task, that match the high-level structure of target solutions.

Given this disparity between template and exact match, we analyzed model failure in terms of action token counts in predicted versus target sequences. We examined all examples where the model predicted the correct template, grouped them by template-type, and compared the relative counts in target versus predicted sequences at each template index. Distributions of these relative counts are plotted in Figure B.2, where positive values indicate that the model predicted too few actions (middle horizontal line denotes average).

Figure B.2 illustrates a few important points. First, models typically produce too few walk and push/pull actions, but the correct number of turn actions. This makes sense because turns only ever appear at most two times consecutively in target sequences, to re-orient an agent 180 degrees. Second, although in aggregate the model exhibits a bias towards producing too few actions, there are substantial modes around zero, indicating that in many examples the model does indeed predict the correct (or close to the correct) number of actions.
Figure B.1: Distributions of action sequence templates for in-distribution targets (top), length-split targets (middle) and length-split predictions (bottom). All model predictions correspond to well-formed templates, and the distribution of predicted templates is a sort of comprise between the ground-truth template distributions of length and in-distribution data splits.
Figure B.2: Baseline model predicts too few tokens. Token count distributions show the difference in counts of predicted versus ground truth action tokens, by template-index. Positive values indicate higher action-counts in target sequence relative to predicted sequences. Horizontal lines depict means. Distributions are plotted separately for each template (i.e., top plot is “walk push/pull” template, middle is “walk turn walk”, bottom is “walk turn walk push/pull”). Only examples where the model predicted the correct template are included.