Abstract: Aggressive driving emotions is indeed one of the major causes for traffic accidents throughout the world. Real-time classification in time series data of abnormal and normal driving is a keystone to avoiding road accidents. Existing work on driving behaviors in time series data have some limitations and discomforts for the users that need to be addressed. We proposed a multimodal based method to remotely detect driver aggressiveness in order to deal these issues. The proposed method is based on change in gaze and facial emotions of drivers while driving using near-infrared (NIR) camera sensors and an illuminator installed in vehicle. Driver’s aggressive and normal time series data are collected while playing car racing and truck driving computer games, respectively, while using driving game simulator. Dlib program is used to obtain driver’s image data to extract face, left and right eye images for finding change in gaze based on convolutional neural network (CNN). Similarly, facial emotions that are based on CNN are also obtained through lips, left and right eye images extracted from Dlib program. Finally, the score level fusion is applied to scores that were obtained from change in gaze and facial emotions to classify aggressive and normal driving. The proposed method accuracy is measured through experiments while using a self-constructed large-scale testing database that shows the classification accuracy of the driver’s change in gaze and facial emotions for aggressive and normal driving is high, and the performance is superior to that of previous methods.
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1. Introduction

Research in detecting the aggressive driving situation of a driver has been increased due to the large number of casualties that is caused by rush driving and frequent damage to the surroundings, such as pedestrians, vehicles, and property. Road traffic accidents were the leading cause of death globally, as only during 2013, 1.25 million people have lost their lives and each year 50 million receives non-fatal injuries due to road traffic crashes, as per recently published report by World Health Organization (WHO) [1]. Human driving behavior, specifically aggressive driving, constitutes huge portion of road traffic accident reasons. It has been highlighted by report of the American Automobile
Association Foundation for Traffic safety, published in 2009, that the aggressive behavior of driver causes 56% of traffic accidents [2]. Besides precious human lives, people, company, and government also lose billions of dollars due to road accidents. For this reason, aggressive driving behavior must be strongly discouraged that will result in reduction of the number of traffic accidents.

The classification of aggressive and normal behavior is an important issue that can be used to increase awareness of driving habits of drivers as many drivers are over confident and are unaware of their bad driving habits [3]. If we can automatically identify the drivers driving behaviors, the drivers can be aware of their bad habits and assist them to avoid potential car accidents. Other than this if, monitoring results could be sent back to a security observing server of the local police station that could help to automatically detect aggressive drivers. The conventional method to keep a check on aggressive driving is by police patrolling, but, due to lack of police force, all roads cannot be simultaneously monitored and it also costs a lot [4]. The need of intelligent surveillance system is increasing with the increase in population. The advance driver assistance system (ADAS) that can monitor driver’s attention and driving behavior can improve road safety, which will also enhance the effectiveness of the ADAS [5]. Many challenges are faced by these real time systems that are used for driver’s assistance. Some significant challenges include: variation in physical features that may vary due to skin color, gender, age, and ethnicity; varying illumination conditions; designing calibration free system; and, consistency in accuracy for drivers with and without glasses or contact lens. Different efforts were made for the purpose of addressing these challenges, but they have some limitations that need to be solved.

We propose a single near-infrared (NIR) camera sensor-based system for classification of driver’s aggressive and normal driving behavior for car environments using a convolutional neural network (CNN) to address the above-mentioned challenges and for overcoming the limitations of previous systems. It is an important issue as this research area is the need of the hour and has many applications. The proposed system can be used for the reliable classification of driver’s driving behavior and ADAS. Atate-of-the-art deep-learning techniques are used in our proposed method to extract features of gaze change and facial emotions in an unconstrained environment.

The remainder of this paper is organized, as follows. In Section 2, we discuss the previous studies on driver’s behavior classification while driving in detail and the contributions of our research are explained. Section 3 explains our proposed method and its working methodology overview. The experimental setup is explained in Section 4, and the results are presented. Section 5 shows both our conclusions and discussions on some ideas for future work.

2. Related Works

Several studies have been conducted relating to driver’s driving behaviors [6–9]. Existing research for driver’s behavior classification can be broadly classified into non-visual behavior based methods and visual behavior based methods. The former can be further classified into three categories i.e., the Bio-signal-based method [10–13], Voice-based method [14–17], and Gyro-sensor and accelerometer-based methods [3,4,18–23]. Bio-signal-based methods are based on detecting physiological signals while using electroencephalography (EEG) or electrocardiogram (ECG) sensors. They are used to correlate the emotions or sleepiness to abnormal driving behaviors. Lin et al. classified driving styles into aggressive and gentle styles that are based on event related potential (ERP) difference. Hence, driving style classification is undertake by analyzing the EEG response [10]. Zheng et al. combine EEG and eye tracking to develop a multimodal emotion recognition system. The combined pupillary response was collected from the eye tracker with EEG signals to improve the performance of emotion recognition [11]. Different other driving behaviors were classified while using bio-signal based methods. Koelstra et al. presented a database for the analysis of spontaneous emotions using bio-signals. It can be used for testing of affective state estimation methods [12]. Khushaba et al. used fuzzy system for combining information obtained from different bio-signals to detect the driver’s drowsiness level. They used the efficient fuzzy mutual-information-based wavelet packet transform
(FMIWPT) feature extracting method to classify driver drowsiness into one of predefined levels of drowsiness [13]. Despite of the advantages of bio-signal based methods, there is a possibility that the method of attaching the EEG or ECG sensor to the body may cause psychological discomfort to the driver, so that it might be difficult to accurately measure only the bio-electrical signals that are related to the intact abdominal operation. There is also possibility of detachment of sensors from driver’s body and they are relatively expensive.

Voice based methods also come under category of non-visual behavior based methods. They utilized driver’s voice or car-voice interaction for recognizing driver’s emotion. It is a point of fact that persons’ emotion can be detected through speech. In [14], Kamaruddin et al. tried to find correlation between state of driver and speech emotion for analyzing driver’s driving behavior. Nass et al. studied two basic driver’s emotion i.e., happy versus sad and car voice emotions i.e., energetic versus subdued by pairing them [15]. They have conducted an experiment while using a driving simulator and found that, when driver’s emotion matched car voice emotions i.e., happy with energetic and sad with subdued, fewer accidents that occurred by drivers due to more attention to the road. Similarly, Jones et al. tried to explore the possibility of automatic recognition of driver’s emotional state with speech interaction between driver and car [16]. In fact, the voice measuring sensors are very cheap and they can be easily deployed in the car. However, major problem is noise that can badly affect the performance of these types of systems. Some efforts, such as [17], are being made to suppress the noise that are adaptively based on driving context and gender. They tried to utilize the contextual information of driver inside and outside environment to improve the accuracy of emotion recognition.

Among the non-visual behavior based methods, such as gyro-sensors and accelerometers-based methods, are famous ones. Mostly, they detect driver’s driving behavior utilizing gyro-sensors and accelerometers built into smart phones. Chen et al. classified six patterns of acceleration for abnormal driving behavior (i.e., weaving, swerving, slide-slippping, fast U-turn, turning with a wide radius, and sudden braking). They utilized a two-axis accelerometer that was built into a smart phone. Abnormal driving behavior was detected while using support vector machine (SVM) [3]. Imkamon et al. detected hazardous driving behavior by using fuzzy logic for combining perspectives of the passengers, driver’s and car i.e., three-axis accelerometer, camera, and engine control unit (ECU), respectively [21]. Sudden turns and brakes are detected by a three-axis accelerometer that was mounted at passenger’s seat. The density of cars on the road and motion estimation are executed while using a camera that was mounted on the car’s console. In addition, they used velocity and engine speed as an input to fuzzy system for analyzing final driving behavior. Later, only three-axis accelerometer of smart phone was used by Fazeen et al. for analyzing various driver behaviors [22].

Eren et al. estimated driving behavior by using accelerometer, gyroscope, and magnetometer while considering the emotions with accelerometer. They obtained position, speed, deflection angle, and positive and negative accelerations while using these sensors. They have observed abnormal driving patterns by sudden line departures, unsafe left and right turns, instant speeding-up, and braking. The optimal path between input driving data and template event are estimated by proposed dynamic time warping (DTW) algorithm. It finds the similarity or dissimilarity by comparing two temporarily consecutive data sets. Later, driving behavior was classified while using the Bayesian classifier [18]. Dai et al. studied drunk driving that can also be considered as aggressive driving behavior. They used mobile phone sensors i.e., accelerometer and orientation sensors for detection of dangerous vehicle maneuvers that can be due to drunk driving [23]. For categorizing aggressive driving behaviors of young and senior drivers’, Gaussian mixture model (GMM) was used by Koh et al. and gyro sensor values were used as input for GMM classifier [20].

Boonmee et el. detected the Reckless driving for bus. They used four driving behaviors (i.e., take off, brake, turn left, and right) and two-axis accelerometer in their research. They applied fuzzy logic to obtain x- and y- scores for driving behaviors [19]. Gyro-sensors and accelerometer based methods are portable and built into smartphones. They collect real-time data and did not require any extra equipment. Hence, the complicated installation of the networked sensors is removed.
Although they have several advantages, they are also facing some critical disadvantages that cannot be ignored. It is highly dependent on the performance of the global positioning system (GPS) receiver. The probability of false detection is very high on mountainous area and roads with sharp turns can be misinterpreted as aggressive driving, because of frequent braking and irregular turns. Additionally, the aggressive driving is difficult to detect in the out of coverage areas of GPS. The results accuracy can also be affected by demonstration of poor performance by GPS receivers.

A need for visual behavior based methods was considered to address above-mentioned challenges faced by non-visual behavior based methods. They utilize visual behaviors that are easily observable from changes in facial features like face, eyes and head [24]. Driver’s facial images can be analyzed as an input signal for detecting facial emotions. These facial emotions can play a vital role in driver’s behavior analysis while driving. Visual cues of drivers can be used for finding emotional state, fatigue, or abnormal behavior. Visual behavior based methods can be classified into multi cameras-based [25–29] and single camera-based methods [30–37]. Multi cameras-based methods were also been used by researchers for classifying driver’s behaviors while using visual cues. In previous research, multi cameras-based methods were preferred for visual cues in outdoor vehicle environment due to large coverage area. Grace et al. proposed a visual behavior based method while using multi cameras. Two PERCLOS cameras were used by them for detecting drowsiness in truck drivers. They performed in-vehicle experiment while using illuminated eye detection and PERCLOS measurement [25].

While considering facial landmarks methods, Ji et al. monitored eyes, head, and facial landmarks using two NIR cameras with active infrared illuminators. Eyes are detected while using illumination based and appearance based techniques. Head pose and eyes information of the driver is fused for probabilistic fatigue model. The percentage of eye-closure over time and the average eye-closure speed were measured to judge driver fatigue [26]. Lee et al. used multi-modal cameras sensors for classification of aggressive and smooth driving based on CNN [29]. They have used both NIR and thermal camera for detecting driver’s facial emotions. Thermal cameras are quite expensive and they cannot be used for commercial purpose. Using multi cameras will increase the size, processing speed, and cost of the system. Multi cameras-based methods are also preferred for driver’s eye tracker in the car environment [27,28]. Although multi cameras-based methods can be the good choice for visual behavior based methods for detecting face, eye, and head due to the high accuracy of visual cues detection and estimation of gaze, but the processing time is increased by the images of multiple cameras. They are difficult to apply in actual vehicular environment because of complicated and time-consuming calibrations [28,38]. Hence, single camera-based methods are preferred.

Single camera-based methods that can be used for detecting visual behavior include Visible light cameras, Thermal cameras, and NIR cameras. You et al. developed an application i.e., CafeSafe for android phones for detecting dangerous driving behavior by using embedded visible light cameras as well as other sensors in smart phones [30]. Information from visible light cameras i.e., front and back cameras of smart phones are fused with sensors, such as motion and gyro, to detect dangerous driving behavior. Hariri et al. proposed real time monitoring and tracking of a driver for detecting his drowsiness behavior. They used visible light camera for yawning detection to analyze the drowsiness behavior of drivers [31]. Smith et al. determined the driver’s visual attention while using appearance-based head and face feature tracking [32]. They performed in-vehicle experiments and modeled driver’s visual attention with finite state automata (FSM). Ishikawa et al. undertook driver’s gaze tracking. They tracked the whole face by active appearance model and detected the iris with template matching and estimate eye gaze [33].

Visible-light cameras or the ordinary cameras yield good results when conducting human detection in well-lit environments, but they are problematic in dark environments or in areas of the scene that present shadows or have low visibility in general [34]. The methods proposed for analyzing driver’s behavior using single camera based methods include thermal cameras. The advantage for thermal cameras is that they can work at night without any illuminator and detects physical signals sensitive to
certain emotions that could not be verified by other cameras. Cheng et al. used a thermal camera for driver’s turn analysis while driving. They used optical flow head tracking and the Hidden Markov model (HMM) based activity classifier [36]. A study that was conducted by Kolli et al. only used a thermal camera to recognize the driver’s emotion. Images that were obtained from the thermal camera were applied with the morphology-based detection, region growing-based detection, and color-based detection [37]. An AND operation was applied to the outcomes of these three detection methods to determine face region. The features were extracted from the detected face region while using a histogram of oriented gradients (HOG). Later, Modified Hausdorff distance was applied to classify six basic emotional states. However, classification accuracy was very poor i.e., only about 66.8%. However, the problem with thermal cameras is that they are relatively expensive and performance for face area detection is very low. Thermal camera is used for driver’s emotion recognition [37]. On the other hand, NIR sensor is relatively cheaper and night time detection is possible while using NIR illuminator. The performance for detecting physical features that cannot be confirmed with the naked eye is very low. Bergasa et al. monitored eyes and head using single NIR camera for computing vigilance level of the driver. They used PERCLOS, nodding frequency, and blink frequency in a fuzzy inference system to analyze activeness of the driver [35].

Although, most of the methods discussed above have only been applied to driver emotion, fatigue, intent analysis, and distraction detection, but these applications cannot be extended to classify the aggressive and normal driving state of driver. Research related to driver emotions by Lee et al. [29], have considered its relationship with aggressive driving. However, they used NIR as well as thermal camera for their study. That increases the processing time, cost, and size of the system. Moreover, they just considered change in facial emotions and temperature while using two cameras. Moreover, while aggressive driving, complex emotions can be involved that are difficult to deal, there must be change in gaze feature to match with driving style. No reliable single camera-based method has been developed to draw a relationship between aggressive and normal driving, as facial emotions are complex to categories while using single cue. In recent years, biologically inspired models, such as convolutional neural network (CNN), are showing very good performance and accuracy in challenging and complex tasks due to the development of cheap and fast hardware [4,39,40]. We have come up with a CNN-based method of detecting aggressive driving emotion while using facial images obtained from single NIR camera due to these reasons and issues. Our research is novel in the following four ways.

- First CNN-based research to classify aggressive and normal driving by facial emotion and gaze change features as input while using single NIR camera.
- From the NIR camera, facial images are collected to calculate change in gaze and change in facial emotions while aggressive and normal driving.
- Change in gaze is calculated from left eye, right eye and combined left and right eyes extracted from facial images and converted into three-channel images and used as input to the first CNN. Similarly, a change of facial emotion is calculated from left eye, right eye and mouth, and they are combined to convert them into three-channel images to use as input to the second CNN. The outputs of these two CNN are then combined by score-level fusion to enhance the classification accuracy for aggressive and normal driving emotions.
- A database of driver facial images is collected in this research for calculating driver’s change in gaze and facial emotions while using NIR camera. Two separate CNN models are intensively trained for change in gaze and facial emotions.

In Table 1, we have summarized the comparison of the proposed method and existing methods regarding driver’s aggressive and normal driving.
Table 1. Comparison between the proposed and previous researches on driver’s behavior classification.

| Category                        | Methods                                                                 | Advantage                                                                 | Disadvantage                                                                 |
|---------------------------------|-------------------------------------------------------------------------|---------------------------------------------------------------------------|----------------------------------------------------------------------------|
| Non-visual behavior based       | Driver’s emotions or exhaustion is measured using different bio-electric signals such as ECG, EEG | - Useful to detect physiological changes in the form of bio-signals        | - Bio-signal sensors are expensive and not feasible for commercial use     |
| methods                         |                                                                         | - Bio-signals can be used as an input data for detecting emotions         | - Possibility of detachment from driver’s body                              |
|                                 |                                                                         | - Bio-electric signals are high-speed signals that cannot be detected by naked eyes | - Psychological discomfort for the user                                     |
| Bio-signal-based method [10–13] |                                                                         |                                                                           |                                                                            |
| Voice-based method [14–17]      | Driver’s voice or car-voice interaction was examined to analyze driver’s emotion | - Sensors used for this method are very cheap                             | - Performance of system is badly affected by surrounding noise              |
| Gyro-sensor and accelerometer-based method [3,4,18–23] | Driver’s driving behavior is detected | - Highly portable as accelerometer and gyro-sensor in a smart phone can be used for this method | - Method is inapplicable in areas out of coverage of GPS systems           |
|                                 |                                                                         | - No extra device needs to be purchased or installed                     | - Performance is highly dependent on the efficiency of GPS receiver        |
|                                 |                                                                         | - Close correlation with aggressive driving as vehicles motion can be observed easily | - Driving on mountainous roads can be misclassified as aggressive driving  |
| Multi cameras-based system [25–29] | Fuse different information from eyes and head pose from more than one camera sensor for analyzing drivers | - Higher reliability due to less possibility of invisible face regions by wide range of multiple cameras | - Computational complexity is higher as compared to single camera-based methods |
| Visual-behavior based methods   |                                                                         |                                                                           | - Only applicable for the characteristics visible by naked eye             |
|                                 |                                                                         |                                                                           |                                                                            |
| Single camera-based systems     | Visible light camera-based systems [30–33]                            | - Normal common purpose camera is used                                    | - In efficient in dark environment especially during night or passing through a tunnel |
|                                 |                                                                         |                                                                           | - Higher possibility of invisible face regions that can reversely affect the efficiency of system |
Table 1. Cont.

| Category                        | Methods                                                                 | Advantage                                                                 | Disadvantage                                                                 |
|---------------------------------|-------------------------------------------------------------------------|---------------------------------------------------------------------------|------------------------------------------------------------------------------|
| Thermal camera-based systems [36,37] | Driver’s facial emotion recognition using thermal camera               | - Precise physical signals for particular emotion can be detected that is not possible with visible light or NIR camera | - Efficiency for detecting facial emotions is lower as compared to visible light and NIR camera |
|                                 |                                                                         | - No special illuminator is required to operate at night                   | - Thermal cameras are expensive as compared to others                        |
| NIR camera-based systems        | Driver’s vigilance monitoring using NIR camera [35]                    | - Fuzzy system is used for PERCLOS to detect vigilance level               | - Work with the fatigue level of the driver only                             |
|                                 |                                                                         | - No intensive training is required                                        | - System does not work well at day time and with driver’s wearing glasses   |
| (Proposed Method)               | Single NIR camera based driver’s driving behavior classification using change in gaze and facial emotions purely based on CNN | - NIR camera can efficiently detect facial features as well as gaze information | - Only work with the physical characteristics that can be observed with naked eye |
|                                 |                                                                         | - An intensively trained CNN is robust to various environmental and driver conditions | - Intensive CNN training is required                                        |
|                                 |                                                                         | - Cheaper system with multiple features                                    |                                                                               |

The remainder of this paper is organized, as follows. Section 3 explains our proposed method and its working methodology overview. The experimental setup is explained in Section 4, and the results are presented. Section 5 shows both our conclusions and discussions on some ideas for future work.

3. Classification of Aggressive and Normal Driving Behavior Using CNN

3.1. Overview of Proposed Method

Figure 1 shows the flowchart of proposed method for driver’s facial emotion classification for aggressive and normal driving. As shown in steps (1), the NIR camera of our proposed system that is shown in Figure 2 captures the facial images of the user’s frontal view. A NIR camera and illuminator are installed on 24-inch monitor, which display a driving simulator. Aggressive and normal driving experiment is performed while using two types of driving simulators, as it can be dangerous in the real car environment. We have used steering wheel, gear shifter, and pedals for experiment of our all participants in order to give the feeling of real driving environment. Figure 2 shows the driving simulator and Section 4.1 discusses its details. Data acquisition is done while using NIR camera that was manufactured by ELP-USB500W02M [41]. To receive light in the NIR range, a 850 nm NIR band-pass filter is attached with the NIR illuminator [42]. NIR illuminator consists of six NIR light emitting diodes (LED), each LED’s wavelength is 850-nm [43]. The dimensions of obtained facial NIR images are of 640 × 512 pixels with eight bits each are used for data acquisition. Figure 3 shows the samples of the captured images of NIR camera. Obtained image is simultaneously feed into two Dlib facial feature trackers (the details are explained in Section 3.2). The region of interest (ROI) images are obtained based on the 68 facial landmarks that were obtained by Dlib facial feature trackers. The indices of the
68 coordinates of facial landmarks are shown in Figure 4. In Step (2), the ROI images of face, left, and right eye are obtained based on corresponding facial landmark by one Dlib. Similarly, in Step (4), the ROI images of mouth and left, and right eye are obtained based on a corresponding facial landmark while using second Dlib. Obtained ROI from the input NIR-image is used to extract three feature scores i.e., change in horizontal gaze (CHG) and change in vertical gaze (CVG) that are discussed in Section 3.2 and the change in facial emotions (CFE) is discussed in Section 3.3. These extracted feature scores are used to classify aggressive and normal driving based on the extracted feature scores. Classification will be done on the bases of score level fusion, which will be explained in Section 3.4.
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**Figure 1.** Flowchart of proposed method.
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**Figure 2.** Experimental environment and proposed prototype for driving behavior classification.
3.2. Change in Horizontal and Vertical Gaze Positions

Gaze detection is used to locate the position where a user is looking at [44,45]. Eye gaze is considered to be an important cueing feature for analyzing driving behavior. It is quite obvious that eye movement while aggressive driving is very random and fast as compared to normal driving. Accordingly, change in gaze i.e., change in the horizontal and vertical gaze directions will be higher in case of aggressive driving as compared to the normal driving. Hence, in this research, we have
exploited this cueing feature as an important factor to differentiate between the aggressive and normal driving behavior.

Gaze position is calculated based on the 25 gaze regions defined on the 24-inches monitor screen with resolution of 1920 × 1080 pixels, as shown in Figure 5. The size of circular target is 34 pixels for radius (9 mm for radius). The gaze regions are obtained by using the trained CNN-model (discussed in Section 3.4) for the desktop environment. Once the gaze regions are obtained, gaze position is calculated based on the obtained gaze regions. The current gaze position is horizontal and vertical position of gaze from the reference gaze region i.e., region 1, as shown in Figure 5. Hence, from the obtained gaze regions, change in gaze position is calculated by difference between the current and previous gaze position. That will be ultimately used to find change in horizontal and vertical gaze positions.

![Figure 5. 25 gaze regions defined for training on the 24-inches monitor screen.](image)

A change in horizontal and vertical gaze position is calculated by taking the average of absolute difference between current and previous frame gaze positions, as shown in Equations (1) and (2). Here, Δx and Δy are change in horizontal and vertical gaze positions, respectively. \( x_i \) and \( y_i \) are the current horizontal and vertical gaze positions, respectively. Similarly, \( x_{i-1} \) and \( y_{i-1} \) are the previous horizontal and vertical gaze positions, respectively, and \( n \) is the number of frames to be averaged for calculating the change in horizontal and vertical gaze positions i.e., five frames.

\[
\text{Change in horizontal gaze (\( \Delta x \))} = \frac{1}{n} \sum_{i=1}^{n} |x_i - x_{i-1}|
\]

\[
\text{Change in vertical gaze (\( \Delta y \))} = \frac{1}{n} \sum_{i=1}^{n} |y_i - y_{i-1}|
\]

From the facial image, the change in gaze is calculated from defined ROIs of left eye, right eye, and combined left and right eye. Three channel images for calculating change in gaze are obtained by combining three single channel images of left eye, right eye, and combined left and right eye. Figure 6a shows the ROI on the original image and the three channel image that was obtained from the three single channel image is shown in Figure 6b.
3.3. Change in Facial Emotions

Ekman et al. studied emotional experience through facial signs [46]. In that they found that facial action provide accurate information about human emotions. The mouth and eyes are the main source of information on face area. Hence, in our system, we have extracted the facial emotions from the mouth and left and right eye ROI images, as shown in Figure 7a, with the center of feature points of the mouth and eyes that was previously defined, as shown in Figure 4. The difference images are obtained from the currently extracted three ROI images and previously stored three ROI images of both the eyes and mouth of driver. Previously stored three ROI images are the initial images of the driver when the vehicle starts show normal driving emotion. The variations that were obtained by the difference between the initial ROI images and current ROI images deduce aggressive driving. For facial emotions, the difference image and three channels image that were obtained from the three single channel images are shown in Figure 7b.
3.3. Change in Facial Emotions

Ekman et al. studied emotional experience through facial signs [46]. In that they found that facial action provides accurate information about human emotions. The mouth and eyes are the main source of information on face area. Hence, in our system, we have extracted the facial emotions from the mouth and left and right eye ROI images, as shown in Figure 7a, with the center of feature points of the mouth and eyes that was previously defined, as shown in Figure 4. The difference images are obtained from the currently extracted three ROI images and previously stored three ROI images of both the eyes and mouth of the driver. Previously stored three ROI images are the initial images of the driver when the vehicle starts showing normal driving emotion. The variations that were obtained by the difference between the initial ROI images and current ROI images deduce aggressive driving. For facial emotions, the difference image and three channels image that were obtained from the three single channel images are shown in Figure 7b.

3.4. CNN Structure

Two images i.e., input image-I and input image-II, are obtained from Sections 3.2 and 3.3, respectively. Input image-I is three channel image obtained in Section 3.2 i.e., change in gaze (Figure 6). Similarly, input image-II is three channel image obtained in Section 3.3 i.e., facial emotions (Figure 7). These two types of images are used as an input for CNN structures i.e., gaze regions by CNN-I and facial emotions by CNN-II, as shown in Figure 8. The output of gaze regions by CNN-I is 25 gaze regions that were obtained at the output layer of the CNN structure and output of facial emotions is facial feature scores obtained by CNN-II at the output layer of the CNN structure. Horizontal and vertical gaze change is calculated based on the gaze regions that were obtained at the output of CNN-I. Subsequently, the obtained change in gaze is combined with the facial feature score that was obtained from CNN-II through score level fusion. Hence, driver’s behavior i.e., aggressive or normal is classified on the basis of score level fusion.

Figure 7. NIR image for showing facial emotions: (a) selected ROIs for emotions; (b) for facial emotions difference image generation.
Two images i.e., input image-I and input image- II, are obtained from Sections 3.2 and 3.3, respectively. Input image-I is three channel image obtained in Section 3.2 i.e., change in gaze (Figure 6). Similarly, input image-II is three channel image obtained in Section 3.3 i.e., facial emotions (Figure 7). These two types of images are used as an input for CNN structures i.e., gaze regions by CNN-I and facial emotions by CNN-II, as shown in Figure 8. The output of gaze regions by CNN-I is 25 gaze regions that were obtained at the output layer of the CNN structure and output of facial emotions is facial feature scores obtained by CNN-II at the output layer of the CNN structure. Horizontal and vertical gaze change is calculated based on the gaze regions that were obtained at the output of CNN-I. Subsequently, the obtained change in gaze is combined with the facial feature score that was obtained from CNN-II through score level fusion. Hence, driver’s behavior i.e., aggressive or normal is classified on the basis of score level fusion.

Table 2 and Figure 9 show the detailed CNN structure used in our proposed method. The VGG-face model is used in our proposed method [47]. It is comprised of 13 convolutional layers, five pooling layers, and three fully connected layers (FCLs). We have fine-tuned VGG-face with our self-collected database (DDBC-DB1). In the image input layer, an input image of size $224 \times 224 \times 3$ is used. Here, 3 represents number of channels, while $224 \times 224$ is the width and height of the input image. Next comes the 1st convolutional layer (1st CL), which carries 64 filters of $3 \times 3$ size. The feature map of $224 \times 224 \times 64$ is obtained from that. The following criteria are used for calculating this: (output height (or width) = (input height (or width)—filter height (or width) +2 × the padding number)/stride number +1) [48]. For example, in Table 2, the input height, filter height and the padding and stride number are 224, 3, 1, and 1, respectively. Therefore, the output height of the feature map by convolution is calculated as 224 (=$224 - 3 + 2 \times 1)/1 + 1$). Usually, the output feature map for convolution that is based on padding and stride one is obtained by [49]:

$$O_{k,l,n} = \sum_{i,j,m} K_{i,j,m,n} \cdot I_{k+i-1,l+j-1,m}$$  \hspace{1cm} (3)

where $O_{k,l,n}$ is the output feature map of the size of $T_F \times T_F \times Q$. Here, $T_F$ is the spatial height and width of a square output feature map and $Q$ is the number of output channels (output depth). $I_{k+i-1,l+j-1,m}$ is the input feature map of the size of $S_F \times S_F \times P$. $S_F$ is the height and width of square input feature map and $P$ is the number of input channels (input depth). Additionally, $K_{i,j,m,n}$ is the convolution kernel of size $S_K \times S_K \times P \times Q$, and, here $S_K$ is the spatial dimension of convolution kernel. From that, standard convolutions have the following computational cost of:

$$C = S_K \cdot S_K \cdot P \cdot Q \cdot S_F \cdot S_F$$  \hspace{1cm} (4)
Table 2. Configuration of CNN model used in proposed method (CL means convolutional layer).

| Layer Type                   | Number of Filter | Size of Feature Map | Size of Kernel | Number of Stride | Number of Padding |
|-----------------------------|------------------|---------------------|----------------|------------------|-------------------|
| Image input layer           |                  | 224 x 224 x 3       |                |                  |                   |
| Group 1                      |                  |                     |                |                  |                   |
| Conv1_1 (1st CL)            | 64               | 224 x 224 x 64      | 3 x 3          | 1 x 1            | 1 x 1             |
| Relu1_1                     |                  | 224 x 224 x 64      |                |                  |                   |
| Conv1_2 (2nd CL)            | 64               | 224 x 224 x 64      | 3 x 3          | 1 x 1            | 1 x 1             |
| Relu1_2                     |                  | 224 x 224 x 64      |                |                  |                   |
| Pool1                       | 1                | 112 x 112 x 64      | 2 x 2          | 2 x 2            | 0 x 0             |
| Relu2_1                     |                  | 112 x 112 x 128     |                |                  |                   |
| Conv2_1 (3rd CL)            | 128              | 112 x 112 x 128     | 3 x 3          | 1 x 1            | 1 x 1             |
| Relu2_1                     |                  | 112 x 112 x 128     |                |                  |                   |
| Pool2                       | 1                | 56 x 56 x 128       | 2 x 2          | 2 x 2            | 0 x 0             |
| Group 2                      |                  |                     |                |                  |                   |
| Conv3_1 (5th CL)            | 256              | 56 x 56 x 256       | 3 x 3          | 1 x 1            | 1 x 1             |
| Relu3_1                     |                  | 56 x 56 x 256       |                |                  |                   |
| Conv3_2 (6th CL)            | 256              | 56 x 56 x 256       | 3 x 3          | 1 x 1            | 1 x 1             |
| Relu3_2                     |                  | 56 x 56 x 256       |                |                  |                   |
| Conv3_3 (7th CL)            | 256              | 56 x 56 x 256       | 3 x 3          | 1 x 1            | 1 x 1             |
| Relu3_3                     |                  | 56 x 56 x 256       |                |                  |                   |
| Pool3                       | 1                | 28 x 28 x 256       | 2 x 2          | 2 x 2            | 0 x 0             |
| Group 3                      |                  |                     |                |                  |                   |
| Conv4_1 (8th CL)            | 512              | 28 x 28 x 512       | 3 x 3          | 1 x 1            | 1 x 1             |
| Relu4_1                     |                  | 28 x 28 x 512       |                |                  |                   |
| Conv4_2 (9th CL)            | 512              | 28 x 28 x 512       | 3 x 3          | 1 x 1            | 1 x 1             |
| Relu4_2                     |                  | 28 x 28 x 512       |                |                  |                   |
| Conv4_3 (10th CL)           | 512              | 28 x 28 x 512       | 3 x 3          | 1 x 1            | 1 x 1             |
| Relu4_3                     |                  | 28 x 28 x 512       |                |                  |                   |
| Pool4                       | 1                | 14 x 14 x 512       | 2 x 2          | 2 x 2            | 0 x 0             |
| Group 4                      |                  |                     |                |                  |                   |
| Conv5_1 (11th CL)           | 512              | 14 x 14 x 512       | 3 x 3          | 1 x 1            | 1 x 1             |
| Relu5_1                     |                  | 14 x 14 x 512       |                |                  |                   |
| Conv5_2 (12th CL)           | 512              | 14 x 14 x 512       | 3 x 3          | 1 x 1            | 1 x 1             |
| Relu5_2                     |                  | 14 x 14 x 512       |                |                  |                   |
| Conv5_3 (13th CL)           | 512              | 14 x 14 x 512       | 3 x 3          | 1 x 1            | 1 x 1             |
| Relu5_3                     |                  | 14 x 14 x 512       |                |                  |                   |
| Pool5                       | 1                | 7 x 7 x 512         | 2 x 2          | 2 x 2            | 0 x 0             |
| Group 5                      |                  |                     |                |                  |                   |
| Fc6 (1st FCL)               |                  | 4096 x 1            |                |                  |                   |
| Relu6                       |                  | 4096 x 1            |                |                  |                   |
| Dropout6                    |                  | 4096 x 1            |                |                  |                   |
| Fc7 (2nd FCL)               |                  | 4096 x 1            |                |                  |                   |
| Relu7                       |                  | 4096 x 1            |                |                  |                   |
| Dropout7                    |                  | 4096 x 1            |                |                  |                   |
| Fc8 (3rd FCL)               |                  | 25 x 1(2 x 1)       |                |                  |                   |
| Output layer                |                  | 25 x 1(2 x 1)       |                |                  |                   |
As previously explained, at each max pooling layer, the feature map size is reduced, ReLU-1_2 (224 × 224 × 64) is reduced to Pool-1 (112 × 112 × 64), ReLU-2_2 (112 × 112 × 128) to Pool-2 (56 × 56 × 128), ReLU-3_3 (56 × 56 × 256) to Pool-3 (28 × 28 × 256), ReLU-4_3 (28 × 28 × 512) to Pool-4 (14 × 14 × 512), and ReLU-5_3 (14 × 14 × 512) to Pool-5 (7 × 7 × 512).

The size of filter in each max pooling layer is of 2 × 2, the stride of 2 × 2, and the padding of 0 × 0. The max pooling layer performs a kind of subsampling, in which the maximum value among the values defined in the filter range is selected. After passing through the max pooling layer (Pool-1), as presented in Table 2, the feature map size from 224 × 224 × 64 is reduced to 112 × 112 × 64, which is 1/4th of the original. There is no overlapping area because the max pooling filters of 2 × 2 moves two pixels in horizontal and vertical directions, as per the 2 × 2 stride.

The rectified linear unit (ReLU) layer is applied as a non-linear function. This function can prevent the vanishing gradient problem [50], which can be due to the hyperbolic, sigmoid, or tangent function used in back propagation for training. It has a faster calculation time than other activation functions. It is based on the following function [51, 52].

\[ y = \max(0, x) \]  

(5)

Here, \( x \) is the input value and \( y \) is the corresponding output value obtained from the ReLU function. By Equation (5), the result of \( y \) can be the max. of input \( x \) or 0. In addition, in case of input \( x \) is positive value, the \( y \) is same to \( x \), and its derivative becomes 1, which makes the back propagation calculations easier. For these reasons, training efficiency increases because of the decreased total training time.

After going through the ReLU layer (ReLU-1_1), the feature map that was obtained from the second convolutional layer once again goes through the ReLU layer (ReLU-1_2) before it goes through the max pooling layer (Pool-1), as presented in Table 2. Here, the feature map size of the second convolutional layer is the same as in the first convolutional layer i.e., 224 × 224 × 64, with a filter of size 3 × 3, padding 1 × 1, and stride 1 × 1. The max pooling layer performs a kind of subsampling, in which the maximum value among the values defined in the filter range is selected. After passing through ReLU-1_2, the feature map size is 224 × 224 × 64. By using max pooling layer (Pool-1) that is shown in Table 2 with kernel size of 2 × 2, and stride of 2 × 2, the feature map size from 224 × 224 × 64 is reduced to 112 × 112 × 64, which is 1/4th of the original. There is no overlapping area because the max pooling filters of 2 × 2 moves two pixels in horizontal and vertical directions, as per the 2 × 2 stride.

It can easily be analyzed in Table 2 that, in all 13 convolutional layers, the size of kernel is 3 × 3, the padding size is 1 × 1, and the stride of 0 × 1. Only the entity changing is the number of filters i.e., 64, 128, 256, and 512. Before each ReLU layer, there is a convolutional layer. Similarly, the max pooling layer is used after each of the five groups (Group 1 to Group 5) of layers, as shown in Table 2. The size of filter in each max pooling layer is of 2 × 2, the stride of 2 × 2, and the padding of 0 × 0. As previously explained, at each max pooling layer, the feature map size is reduced, ReLU-1_2 (224 × 224 × 64) is reduced to Pool-1 (112 × 112 × 64), ReLU-2_2 (112 × 112 × 128) to Pool-2 (56 × 56 × 128),
ReLU-3_3 (56×56×256) to Pool-3 (28×28×246), ReLU-4_3 (28×28×512) to Pool-4 (14×14×512), and ReLU-5_3 (14×14×512) to Pool-5 (7×7×512).

Once the CNN is trained on the training data after passing through above explained layers, the over-fitting problem is one more possible problem that can affect the outcome. This problem rises if CNN becomes too dependent on the training data. It can cause low classification accuracy with testing data, although the accuracy with training data is very high. We have come up with dropout methods that can reduce the effect of over-fitting to tackle this type of issue [47,53,54]. For dropout method, we used a dropout layer with probability of 50% to disconnect the previous layers at the first and second FCL.

In this study, we have designed the classification system for driver’s behavior based on two CNNs i.e., gaze regions by CNN-I and facial emotions by CNN-II. As the number of gaze regions for calculating change in gaze is 25, the output layer of gaze regions by CNN-I is 25×1, as shown in Table 2. Similarly, the number of classes for facial emotions is 2, so the output layer of facial emotions by CNN-II is also shown in Table 2 in brackets i.e., (2×1) to differentiate from the gaze regions by CNN-I i.e., 25×1.

In the third FCL i.e., Softmax layer, the probabilities to be utilized as the classification criterion are calculated. Each value that results from the softmax function indicates the probability of an input belonging to a certain class. The total sum of all probabilities will be equal to one. The following equation is utilized for this purpose [55].

\[
\sigma(z)_i = \frac{e^{z_i}}{\sum_{n=1}^{K} e^{z_n}}
\] (6)

Given that the array of output neurons is set to \(z\), we obtain the probability of neurons belonging to the \(i^{th}\) class by dividing the value of the \(i^{th}\) element by the summation of the values of all the elements. The proposed method is considered to be standard for normalizing the probabilities between 0 and 1. The output value will be zero or some positive value by using input value of \(z\) into exponential function, which makes the training easier. Moreover, the range of output can be normalized by dividing numerator with summation of calculated value by exponential function, as shown in Equation (6). This prevents the training of weights that are affected by large output value. The final classification in the last layer chooses the classes with the highest probability among all of the values obtained by the Softmax regression [56] as the image classification result.

3.5. Score-level Fusion

Classification between aggressive and normal driving is done on the basis of score-level fusion of the features score obtained from two CNNs outputs i.e., gaze regions and facial emotions. The faze regions are further used to find horizontal and vertical change in gaze. Hence, horizontal and vertical change, combined with the facial emotions, are used to classify aggressive and normal driving. Horizontal and vertical change obtained from gaze regions of CNN-I are represented by feature score \(s_1\) and \(s_2\), respectively. Similarly, a facial emotion that is obtained from CNN-II is represented by \(s_3\). The final score is obtained by combining three feature scores and performance of weighted SUM and weighted PRODUCT rules are compared through Equations (7) and (8), which are shown below. The optimal weights for weighted sum and weighted product were selected by training data. Section 4.4 shows detailed explanations.

\[
WS = \sum_{i=1}^{m} w_i s_i
\] (7)

\[
WP = \prod_{i=1}^{m} s_i^{w_i}
\] (8)
Here, \( m \) is 3, as we are dealing with three feature scores i.e., \( i \) of 1, 2, and 3 show the horizontal change, vertical change, and facial emotion, respectively. \( WS \) and \( WP \) are the scores by weighted SUM and weighted PRODUCT rules, \( s_j \) is the score that is obtained from the features, and \( w_i \) is the weights. The optimal rule is determined to have the least error in classifying aggressive and normal driving emotions via training data.

4. Experimental Results

4.1. Experimental Data and Environment

In this research, we have collected our own database (DDBC-DB1) for the classification of aggressive and normal driving behavior, as shown in Figure 3. The database is collected through the experimental setup, which can be viewed in Figure 2. As mentioned before, it is dangerous to collect data in a real car environment, so very few works has been done until now due to the complexity of the task. If any database is collected that is not open access for academic use, as they may be prepared by auto industry or security agencies for their personal use. Therefore, we have collected our own database (DDBC-DB1) for aggressive and normal driving behavior. The database was collected from 20 participants of different nationalities between ages of 23 to 34 years, in the experiment. Out of 20 participants, 12 were male and eight were female, in which four were wearing glasses. All of the participants voluntarily participated in the experiments. A presentation demo was given to the participants before the experiment, in which all of the details and purpose was presented. Once they completely understood the purpose and procedure of experiments, written consent was taken from all of the participants. We have utilized two types of driving simulators to create aggressive and normal driving situation in our lab. For aggressive driving, the competition mode of Need for Speed (Deluxe Edition) [57] was used and normal driving, and the autonomous mode of Euro Truck Simulator 2 [58] was selected, as they were considered to be most appropriate for this situation.

Our experiment consists of two parts: In first part of our experiment, we trained our CNN model for calculating the change in gaze. For this purpose, 25 gaze spots (gaze regions) were designated, as shown in Figure 5, and each of the 20 participants stared at designated spots in the mentioned numeric sequence turn by turn and at each spot 30 image frames were extracted. Each participant repeated the same experiment five times. Hence, we have collected 3000 images for each gaze spot from this experimental environment. Accordingly, for 25 gaze spots, 75,000 images were collected that are used for training and testing CNN structure, as shown in Figure 9. We divided the collected data into two equal parts to perform two-fold cross validation for training and testing data. The average accuracy of gaze detection that was achieved by our trained CNN model for desktop environment is 69.7% (“need to calculate in degrees while using weighted sum of obtained scores”). The CNN based gaze detection system in actual car environment proposed in our previous research [59] has shown an accuracy of 92.8%, which is much higher than the desktop environment. Gaze detection accuracy is very low for desktop environment while using CNN model because of the very less distance between designated the gaze spots, as shown in Figure 5. However, in the actual car environment, the distance between the gaze regions is enough for differentiating between gaze regions. Hence, it is probable that, once we deploy our proposed prototype in actual car environment, a change in gaze feature will be more effective when compared to the desktop environment.

In second part of experiment, we need to train our CNN model for obtaining feature scores for change in facial emotions. We used same 20 participants for collecting data for aggressive and normal driving. In this experiment, facial emotions were recorded while using the experimental setup that is shown in Figure 2. It includes five minutes of normal driving while using a Euro truck driving simulator and another five minutes of aggressive driving was recorded while using need for speed driving simulator, similar to the one used in [29] i.e., multi-camera based system. Each participant watched a sequence of neutral images for five minutes from the international affective picture system to maintain neutral emotion input [60]. We have used 24-inch monitor from Samsung company with
model number: LS24D300HLS [61]. Figure 10 illustrates the steps followed during the experimental procedure. Three trials are performed for this experiment for each participant with a gap of 10 min for rest.

![Steps followed during experimental procedure. Normal and smooth driving images are collected while operating euro truck simulator 2 [58] and need for speed [57] simulators respectively.](image)

In our experiment, we performed two-fold cross validation for training and testing. For that purpose, we have randomly divided our database into two equal subsets, as shown in Table 3. During the first fold, a subset of ten people was used for training and remaining ten were used for testing. Similarly, during second fold, training and testing data are interchanged i.e., second subset of ten participants for testing and first subset was used for training and validation is performed based on the testing data.

| 1st fold cross validation | Normal Driving | Aggressive Driving | Normal Driving | Aggressive Driving |
|--------------------------|----------------|--------------------|----------------|--------------------|
| 1st fold cross validation | 19,642          | 19,642             | 19,642         | 19,642             |
| 2nd fold cross validation| 19,642          | 19,642             | 19,642         | 19,642             |

Windows Caffe (version 1) [62] was used for the implementation of training and testing algorithm of the CNN model. For the training and testing of CNN, we used a desktop computer with an Intel® Core™(Santa Clara, CA, USA) i7-3770K CPU @ 3.50 GHz, 16 GB memory, and a NVIDIA GeForce GTX 1070 (1920 CUDA cores and 8 GB memory) graphics card [63]. Our algorithm was implemented by Microsoft Visual Studio 2013 C++, and OpenCV (version 2.4.5) [64] library and Boost (version 1.55.0) library.

4.2. Extracted Features and the Comparison of Performance

As mentioned in Section 3.1, we are using three features i.e., change in horizontal gaze, change in vertical gaze and change in facial emotions for classification of aggressive and normal driving. Here, we will compare which feature is more effective from the other one. Change in gaze was extracted from RGB (three channels) image obtained from three ROIs of a NIR image, as was explained in Section 3.2 (see Figure 6). Once CNN is trained with the training data, features scores for gaze region can be extracted from the output of the first CNN. On the basis of gaze regions that were obtained from the feature score, a change in horizontal and vertical gaze positions was calculated. Similarly, the third feature for facial emotions of driver is extracted based on the feature scores obtained at the output of the second CNN. We compared three feature score values to analyze effectiveness and strength.
of each feature for classifying aggressive and normal driving emotions. We have summarized the comparison results for the feature values in Table 4 and Figure 11. The average and standard deviation is calculated for each feature during aggressive and normal driving. It can be noted that average value for aggressive driving is higher for all three features when compared to the normal driving.

We have also conducted the $t$-test [65] and Cohen’s $d$ analysis [66] for feature values collected while aggressive or normal driving. In the null hypothesis for $t$-test, it is assumed that there is no difference between the features during aggressive and normal driving. The null hypothesis is rejected at a 99% confidence level, as the $p$-value for all three features is less than 0.01, indicating that there is a difference of 99% confidence level between aggressive and normal driving features. Similarly, if the $p$-value that is obtained by $t$-test is 0.05 or less than that, null hypothesis is rejected by the 95% confidence level. It means the difference of features between aggressive and normal driving is 95%. Hence, it can be analyzed through the obtained result that, if the $p$-value decreases, then there is significant level of difference between measured datasets. The Cohen’s $d$ method is used for analyzing the reliability of the observed phenomena. It gives the difference of image features between two average values and then divided by standard deviation. Strength or effect sizes such as small, medium, and large are defined by Cohen’s $d$ values of 0.2, 0.5, and 0.8, respectively. Medium and large strength indicates higher reliability when compared to the small strength values in terms of difference between the observed values.

|                      | Change in Horizontal Gaze | Change in Vertical Gaze | Change in Facial Emotions |
|----------------------|---------------------------|-------------------------|---------------------------|
|                      | Normal        | Aggressive    | Normal       | Aggressive    | Normal       | Aggressive    |
| Average              | 0.263         | 0.399         | 0.293        | 0.501         | 0.236        | 0.647         |
| Standard deviation   | 0.031         | 0.038         | 0.045        | 0.052         | 0.047        | 0.055         |
| $p$-value            | $2.66 \times 10^{-4}$ | $1.44 \times 10^{-4}$ | $3.56 \times 10^{-5}$ |
| Cohen’s $d$ value    | 3.94          | 4.29          | 8.06         |
| Strength             | Large         | Large         | Large         |

Figure 11. Cont.
Figure 11. Graphs of mean and standard deviation for three features between normal and aggressive driving: (a) Horizontal gaze change, (b) Vertical gaze change, and (c) Change in facial emotions.

It is clearly differentiated in Table 4 and Figure 11 that the three feature value used in this research in the form of mean, standard deviation, p-value, Cohen’s d value, and strength. In Figure 11, “Normal” and “Aggressive” indicates normal driving and aggressive driving, respectively. It can be observed that the p-value for a facial feature is less than change in horizontal and vertical gaze. Hence, the change in facial emotions feature is more reliable than the change in horizontal and vertical gaze features for classifying aggressive and normal driving. Additionally, Cohen’s d value for the change in facial emotions feature is higher than other two features i.e., change in horizontal and vertical gaze. Consequently, the facial features are more effective than the classification of aggressive and normal driving.

4.3. Training of CNN Model

The training of the CNN model or teaching of the CNN model is more or less used in the same context. The stochastic gradient descent (SGD) method i.e., one of the back-propagation methods was used to teach our CNN [67]. Back propagation is an approach that is used to learn the weight of connections in neural networks. The SGD algorithm optimizes the parameters by computing derivatives of the difference between the expected and obtained output values. The well-known parameters that are used for the SGD method are mini-batch size, learning rate, learning rate drop factor, learning rate
The parameters that are used in our SGD algorithm are represented in the tabular form that is shown in Table 5. In SGD method, division of the training set is defined via mini-batch size iterations and states the operation of training duration as 1 epoch. During the training process, an input is pre-labeled with the correct original class. If the input labeled sample goes through the neural network with forward direction, the expected and obtained outputs acquired from the neural network can be either the same or different. In case of difference between the desired and actual outputs, the learning rate is multiplied and results are applied when new weight values are updated. The filter coefficients and weights are learned by convolutional layers and fully connected layers of the CNN, respectively, while using the SGD method.

### Table 5. Parameters used by our stochastic gradient descent (SGD) method.

| Learning Rate Drop Period (Epochs) | Learning Rate | Learning Rate Drop Factor | L2 Regularization | Momentum | Mini-batch Size |
|-----------------------------------|---------------|---------------------------|-------------------|----------|-----------------|
| 20                                | 0.001         | 0.1                       | 0.0001            | 0.9      | 20              |

Figure 12 shows the graphs of accuracy and loss for each epoch during the training step for the two-folds of cross validations for the proposed and AlexNet method i.e., Figure 12a,b, respectively. In all cases, the training loss values are close to 0 while the accuracy approaches 100% as the training epoch increases. This proves that the training of the proposed method is sufficient with the training data. When compared to the typical training of CNN structure, the fine-tuning manner is based on the trained CNN model, and the convergence speed of accuracy and loss by fine tuning method is faster than that by typical training.

**Figure 12.** Accuracy and loss curves of training according to the number of epoch (a) Proposed method (b) AlexNet method.
4.4. Testing of CNN Model

In our research, we have measured the accuracy of the aggressive and normal driving behavior classification by calculating the equal error rate (EER) between aggressive and normal driving. For differentiating purpose, we have considered that the data obtained through aggressive driving are true positive (TP) and normal driving data are considered as true negative (TN). The TP data are collected when each of the 20 participants were playing Need for Speed (Deluxe Edition) while using our driving simulator. The TN data were collected when each participant played Euro Truck Simulator 2 using our driving simulator. On the basis of these definitions, two more cases can be defined i.e., false negative (FN) and false positive (FP). False negative is the case when aggressive driving is misclassified as normal driving; whereas, FP is the case in which normal driving is incorrectly recognized as aggressive driving. On the basis of this, we can define false positive rate (FPR) and false negative rate (FNR). Similarly, two accuracies defined before can be assumed as true positive rate (TPR) and true negative rate (TNR). TPR is calculated as $100 - \text{FNR} \%$, and TNR is calculated as $100 - \text{FPR} \%$.

Firstly, we have analyzed classification accuracy from each of the proposed input features i.e., change in horizontal gaze position (CHG), change in vertical gaze position (CVG), and change in facial emotions (CFE) value separately. In Table 6, we have shown confusion matrices of the results obtained for first fold, second fold, and their average through VGG-face 16 model.

| Actual       | Predicted         | VGG-16 model (CHG) |
|--------------|-------------------|---------------------|
|              | 1st fold          | 2nd fold            | Average             |
|              | Aggressive    | Normal             | Aggressive | Normal | Aggressive | Normal |
| Aggressive   | 71.67         | 28.33               | 73.31       | 26.69  | 72.49       | 27.51  |
| Normal       | 27.78         | 72.22               | 26.34       | 73.66  | 27.06       | 72.94  |

| Actual       | Predicted         | VGG-16 (CVG)       |
|--------------|-------------------|-------------------|
|              | 1st fold          | 2nd fold          | Average          |
|              | Aggressive    | Normal         | Aggressive | Normal | Aggressive | Normal |
| Aggressive   | 75.88         | 24.12            | 76.97       | 23.03  | 76.425      | 23.575 |
| Normal       | 24.02         | 75.98            | 77.07       | 22.93  | 50.545      | 49.455 |

| Actual       | Predicted         | VGG-16 (CFE)       |
|--------------|-------------------|--------------------|
|              | 1st fold          | 2nd fold          | Average          |
|              | Aggressive    | Normal         | Aggressive | Normal | Aggressive | Normal |
| Aggressive   | 85.43         | 14.57            | 83.91       | 16.09  | 84.67       | 15.33  |
| Normal       | 15.11         | 84.89            | 16.14       | 83.86  | 15.625      | 84.375 |

As explained in Section 3.5, the scores of the inputs i.e., change in gaze and facial emotions are combined by weighted SUM or weighted PRODUCT rules shown in Tables 7 and 8, respectively. Through training data, the optimal weights for these rules were determined. The optimal weights for horizontal change in gaze, vertical change in gaze, and change in facial emotions using weighted SUM rule are 0.19, 0.21, and 0.60, respectively, with EER of 1.1%. Similarly, the optimal weights for horizontal change in gaze, vertical change in gaze, and change in facial emotions using weighted PRODUCT rule are 0.19, 0.21, and 0.60, respectively, with EER of 2.6%. It can be easily
analyzed that EER obtained through weighted SUM is less than the weighted PRODUCT. A higher weight was determined for facial emotions as compared to the change in horizontal and vertical gaze, because facial emotions are calculated through the combined effect of mouth and eyes as compared to change in gaze obtained only through eyes. As shown in Table 4 and Figure 11, the horizontal and vertical change in gaze have almost similar strength, hence the determined weights have a very minor difference of 0.02. This is possibly due to the fact that vertical change is more sensitive when compared to the horizontal change in gaze, as shown in Figure 5. Consequently, a larger weight was determined for vertical change than horizontal change. In addition, we used weighted SUM in this study, because weighted SUM rule outperformed the weighted PRODUCT rule.

**Table 7.** Equal error rate (%) obtained from feature values through weighted SUM rule.

| Change in Horizontal Gaze Position | Change in Vertical Gaze Position | Change in Facial Emotions | Equal Error Rate (%) |
|-----------------------------------|---------------------------------|---------------------------|----------------------|
| 0.5 | 0 | 0.5 | 9.4% |
| 0 | 0.5 | 0.5 | 8.6% |
| 0.5 | 0.5 | 0 | 26.6% |
| 0.33 | 0.33 | 0.33 | 11.0% |
| 0.3 | 0.2 | 0.5 | 5.8% |
| 0.2 | 0.3 | 0.5 | 3.7% |
| 0.2 | 0.2 | 0.6 | 1.9% |
| 0.21 | 0.19 | 0.6 | 2.3% |
| 0.19 | 0.21 | 0.6 | 1.1% |
| 0.18 | 0.22 | 0.6 | 1.6% |
| 0.15 | 0.15 | 0.7 | 4.7% |

optimal weights based on weighted SUM rule are shown in bold.

**Table 8.** Equal error rate (%) obtained from feature values through weighted PRODUCT rule.

| Change in Horizontal Gaze Position | Change in Vertical Gaze Position | Change in Facial Emotions | Equal Error Rate (%) |
|-----------------------------------|---------------------------------|---------------------------|----------------------|
| 0.5 | 0 | 0.5 | 10.9% |
| 0 | 0.5 | 0.5 | 9.6% |
| 0.5 | 0.5 | 0 | 27.2% |
| 0.33 | 0.33 | 0.33 | 11.2% |
| 0.3 | 0.2 | 0.5 | 7.1% |
| 0.2 | 0.3 | 0.5 | 4.5% |
| 0.2 | 0.2 | 0.6 | 3.3% |
| 0.21 | 0.19 | 0.6 | 3.9% |
| 0.19 | 0.21 | 0.6 | 2.6% |
| 0.18 | 0.22 | 0.6 | 3.1% |
| 0.15 | 0.15 | 0.7 | 6.2% |

optimal weights based on weighted PRODUCT rule are shown in bold.

In Table 9, we have shown the confusion matrices of the results obtained for first fold, second fold, and their average through score-level fusion of input feature values. It can be seen that our
method have shown the classification accuracy for first and second fold is 99.03 and 98.83, respectively. Hence, we achieved the average accuracy of 98.93% with our proposed method.

Table 9. Classification accuracies by proposed method, based on score-level fusion (%).

| Actual | Predicted | 1st Fold | 2nd Fold | Average |
|--------|-----------|----------|----------|---------|
|        | Aggressive | Normal   | Aggressive | Normal   | Aggressive | Normal |
| Aggressive | 99.03     | 0.97     | 98.83     | 1.17    | 98.93      | 1.07   |
| Normal   | 0.98      | 99.02    | 1.15      | 98.85   | 1.065      | 98.935 |

4.4.1. Comparison with Previous Methods

The first experiment compared the results that were obtained by CNN used in our proposed method i.e., VGG face-16 with previous methods [53] i.e., AlexNet method with fewer layers. We have used same data for training and testing AlexNet with two folds cross validation.

We have analyzed classification accuracy for each of the input features, the same as for our proposed method, i.e., change in horizontal gaze position, change in vertical gaze position, and change in facial emotions through AlexNet method separately. In Table 10, we have shown confusion matrices of the results obtained for first fold, second fold, and their average through the AlexNet model [53].

Table 10. Classification accuracies by AlexNet model (%).

| Actual | Predicted | 1st fold | 2nd fold | Average |
|--------|-----------|----------|----------|---------|
|        | Aggressive | Normal   | Aggressive | Normal   | Aggressive | Normal |
| Aggressive | 61.78     | 38.22    | 62.53     | 37.47    | 62.155     | 37.845 |
| Normal   | 39.66      | 60.34    | 38.77     | 61.23    | 39.215     | 60.785 |

| Actual | Predicted | 1st fold | 2nd fold | Average |
|--------|-----------|----------|----------|---------|
|        | Aggressive | Normal   | Aggressive | Normal   | Aggressive | Normal |
| Aggressive | 64.9      | 35.1     | 65.31     | 34.69    | 65.105     | 34.895 |
| Normal   | 35.16      | 64.84    | 34.53     | 65.47    | 34.845     | 65.155 |

| Actual | Predicted | 1st fold | 2nd fold | Average |
|--------|-----------|----------|----------|---------|
|        | Aggressive | Normal   | Aggressive | Normal   | Aggressive | Normal |
| Aggressive | 71.32     | 28.68    | 72.1      | 27.9     | 71.71      | 28.29  |
| Normal   | 28.63      | 71.37    | 28.15     | 71.85    | 28.39      | 71.61  |

In Table 11, we have shown confusion matrices of the results obtained for first fold, second fold, and their average through score-level fusion of input feature values in terms of TPR, TNR, FNR, and FPR through the AlexNet model [53].
Tables 9 and 11 show the confusion matrices of the proposed (VGG-face 16) model and previous AlexNet model in terms of TPR, TNR, FNR, and FPR. It can be easily analyzed from Tables 9 and 11, which proposed VGG face-16 model that outperformed the previous AlexNet model in classifying aggressive and normal driving.

We have also compared the classification accuracy by using the HOG with a modified Hausdorff distance method (MHDM) [37]. The Hausdorff metric is used to measure how two test subsets i.e., aggressive and normal driving images are separate from each other. It is found that the average accuracy of two folds cross validation achieved through modified Hausdorff distance is 74.58%. It is also less than previous AlexNet method [53], as well as far less than our proposed method.

4.4.2. Comparison with Open Database

In the next experiment, we compared the accuracies by our proposed method with those by the previous method on MAHNOB HCI tagging database collected by Professor Pantic and the iBUG group at Imperial college London, and, in part, collected in collaboration with Prof. Pun and his team of University of Geneva, in the scope of MAHNOB project financially supported by the European Research Council under the European Community’s 7th Framework Programme (FP7/2007-2013)/ERC Starting Grant agreement No. 203143 [69]. It is a large facial expression database with 30 participants with different cultural and education backgrounds. They collected audio, video, gaze, and physiological data in response to emotion-eliciting video clips. They performed emotion elicitation experiment, which include response to different emotional videos as stimuli. They selected 12 different emotions, such as sadness, joy, anger, fear, surprise, neutral, etc. We have chosen two emotions, such as anger for aggressive driving emotion and neutral for normal driving emotion, most suitable to our requirement. In the MAHNOB HCI tagging database [69], they have used six video cameras for recording facial expression and head pose from different angles. We have extracted our required information for change in facial emotions and gaze position from image frames that were obtained from video obtained from frontal view camera. Figure 13 shows the examples of facial images with aggressive and normal emotion.

Table 11. Classification accuracies by score level fusion while using the AlexNet model [53] (%).

| Actual | 1st Fold | 2nd Fold | Average |
|--------|----------|----------|---------|
|        |          |          |         |
| Aggressive | 87.60 | 12.40 | 87.20 | 12.80 | 87.40 | 12.60 |
| Normal  | 12.25 | 87.75 | 12.93 | 87.07 | 12.59 | 87.41 |

Figure 13. Cont.
Figure 13. Examples of the facial images from Open database: (a) normal emotion; (b) aggressive emotion.

In Tables 12 and 13, we have shown the confusion matrices in terms of TPR, TNR, FNR, and FPR that were obtained through the proposed and previous [53] method on open database [69], respectively.

Table 12. Classification accuracies of proposed method on Open Database [69] (%).

| Actual   | Predicted          | 1st Fold | 2nd Fold | Average |
|----------|--------------------|----------|----------|---------|
|          |                    | Aggressive | Normal | Aggressive | Normal | Aggressive | Normal |
| Aggressive | 91.36 | 8.64 | 89.92 | 10.08 | 90.64 | 9.36 |
| Normal   | 8.77 | 91.23 | 10.17 | 89.83 | 9.47 | 90.53 |

Table 13. Classification accuracies of previous method [53] on Open Database [69] (%).

| Actual   | Predicted          | 1st Fold | 2nd Fold | Average |
|----------|--------------------|----------|----------|---------|
|          |                    | Aggressive | Normal | Aggressive | Normal | Aggressive | Normal |
| Aggressive | 75.58 | 24.42 | 76.15 | 23.85 | 75.865 | 24.135 |
| Normal   | 24.29 | 75.71 | 23.16 | 76.84 | 23.725 | 76.275 |

Similarly, we have verified the modified Hausdorff distance method [37] on an open database. It has shown the accuracy of 64.51%. Note that with open database, our proposed method have shown accuracies of 91.36% and 89.92% for first fold and second fold validation with an average of 90.64%, which is much higher than the average accuracy by the previous method [53] and modified Hausdorff distance method [37] i.e., 75.85% and 64.51%, respectively.

4.4.3. Comparison with Receiver Pperation Characteristic (ROC) Curves

Figure 14 show the receiver operating characteristic (ROC) curves for the classification results of aggressive and normal, according to different methods. The horizontal and vertical axes indicate FRP and TPR, respectively. It compares the classification accuracy of the proposed method with the previous method [53] and modified Hausdorff distance method [37] on our own database (DDBC-DB1), as shown in Figure 14. The ROC curves show the average of the results that were obtained from two folds cross validation. It can be analyzed from the obtained ROC curves that our proposed method with score level fusion had the highest accuracy when compared to the previous method (ALEXNet) [53] and the modified Hausdorff distance method (MHDM) [37] on our own database (DDBC-DB1).
Later, we verified the results of ROC curves on open MAHNOB HCI tagging database [69], as shown in Figure 15. It can be analyzed in the form of ROC curves that our proposed method has also been shown to be better when compared to the previous method (AlexNet) [53] and the modified Hausdorff distance method (MHDM) [37] on open database [69].
For classification problems, there is another important metrics to compare the results that were obtained by different methods [70]. Accuracy can be measured by following the four criterions shown in Equations (9) to (12), which are based on TP, TN, FP, and FN.

$$\text{Positive predictive value (PPV)} = \frac{\#TP}{\#TP + \#FP}$$ (9)

$$\text{TPR} = \frac{\#TP}{\#TP + \#FN}$$ (10)

$$\text{Accuracy (ACC)} = \frac{\#TP + \#TN}{\#TP + \#TN + \#FP + \#FN}$$ (11)

$$F_{\text{score}} = 2 \cdot \frac{\text{PPV} \cdot \text{TPR}}{\text{PPV} + \text{TPR}}$$ (12)

Table 14 shows the calculations of accuracy based on above defined criteria. In Equations (9) to (12), #TP, #TN, #FP, and #FN are the numbers of true positive, true negative, false positive, and false negative, respectively. The lowest and highest accuracy values of PPV, TPR, ACC, and F-score were 0% and 100%, respectively. It can noticed that our proposed method has outperformed other methods in all defined criterions and metrics. As a whole, the proposed method in this research has shown the best results when compared to other methods, as shown in Table 14.

|                  | PPV | TPR | ACC   | F_Score |
|------------------|-----|-----|-------|---------|
| Proposed method  | 98.93 | 98.935 | 98.933 | 98.933   |
| Proposed method (open database [69]) | 90.64 | 90.54 | 90.585 | 90.59 |
| AlexNet [53]     | 87.40 | 87.409 | 87.405 | 87.404 |
| AlexNet [53] (open database [69]) | 75.865 | 76.177 | 76.07 | 76.02 |
| MHDM [37]        | 74.58 | 74.647 | 74.625 | 74.614 |
| MHDM [37] (open database [69]) | 64.51 | 63.821 | 63.97 | 64.164 |

5. Conclusions

In this study, we have proposed a method of driver’s behavior i.e., aggressive or normal driving classification while using a driving simulator based on CNN. For driving behavior classification, the proposed CNN model uses a driver’s change in horizontal and vertical gaze and also change in facial emotions obtained using single NIR light camera. For this purpose, change in gaze is calculated by left and right eye, change in facial emotions are collected by left eye, right eye, and mouth from an input image based on the ROI while using Dlib facial feature tracker. We have undertaken fine tuning with a pre-trained CNN model separately for the required feature values of gaze and facial emotions change. Separate scores for gaze and facial emotions change are extracted from fully connected layer of the VGG-face network. Three features i.e., horizontal change in gaze, vertical change in gaze, and change in facial emotions, are combined through score level fusion to find the final result of aggressive and normal driving classification. We compared the performance of the proposed method of driver’s driving behavior with previous methods. Evaluations were also performed on the open MAHNOB HCI tagging database. It is verified from the results that the driver’s behavior classification with our proposed method outperformed the previous methods. It can be analyzed through confusion matrix as well as ROC curves.
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