Linear polarimetric transformations of light polarization states by the action of material media are fully characterized by the corresponding Mueller matrices, which contain in an implicit and intricate manner all measurable information on such transformations. The general characterization of Mueller matrices relies on the nonnegativity of the associated coherency matrix, which can be mathematically formulated through the nonnegativity of its eigenvalues. The enormously involved explicit algebraic form of such formulation prevents its interpretation in terms of simple physical conditions. In this work, a general and simple characterization of Mueller matrices is presented based on their statistical structure. The concepts associated with the retardance, enpolarization and depolarization properties as well as the essential coupling between the two latter are directly described in the light of the new approach.

I. INTRODUCTION

Mueller matrices provide complete measurable (phenomenological) information on linear polarimetric interactions. Consequently, Mueller polarimetry involves different experimental and theoretical powerful techniques that make it very widely used and exploited in a great variety of applications in science, engineering, medicine, remote sensing, etc. Nevertheless, Mueller matrices have an intricate mathematical structure that makes it difficult to interpret them and transform its sixteen elements into meaningful physical descriptors. Thus, the advances in the understanding and interpretation of the physical information provided by measured Mueller matrices constitute today an important objective.

The contributions of many authors have led to a deep knowledge of the nature and characteristic properties of Mueller matrices [1-17]; nevertheless, certain aspects still remain unclear, as for instance the origin of the essential coupling between enpolarizing and depolarizing effects encoded in a Mueller matrix. Furthermore, the mathematical characterizations of Mueller matrices via the nonnegativity of their associated coherency matrices [2,10,16] or through the normal form [4,5-9,12,14], have no direct and simple relation to the fundamental intrinsic quantities like the polarizance, the diattenuation and the degree of spherical purity [18].

In this work, through the analysis of the statistical structure of Mueller matrices, two objectives are achieved, namely (1) the general characterization of Mueller matrices in terms of very simple, meaningful and explicit mathematical expressions, and (2) the physical interpretation of the information provided by a Mueller matrix in terms of objective and relevant quantities.

The approach presented is based on two main steps, namely, the transformation of a Mueller matrix to its associated arrow form, and the parameterization of the associated coherency matrix, based on decoupled statistical parameters.

The present work is organized as follows; the necessary background concepts for the description of the new results are summarized in Section II; the intrinsic standard deviation and intrinsic correlation matrices associated with a Mueller matrix \( M \) are defined and described in Section III; the number of arbitrary components of \( M \) is studied in Section IV in terms of the rank of the intrinsic correlation matrix; the correlation Mueller matrix, which encompasses, in a decoupled manner, the information of the enpolarizing properties of the interaction represented by \( M \) is introduced in Section V; a simple and meaningful general characterization of Mueller matrices is stated in Section VI; the structure and significance of the polarimetric information supported by \( M \) are analyzed in Section VII; the characterization of both nonenpolarizing and symmetric Mueller matrices is performed and briefly discussed in Sections VIII and IX, respectively, and section X is devoted to the conclusion.

II. THEORETICAL BACKGROUND

The concept of Mueller matrix relies on that of Jones matrix. In fact, any polarimetric linear interaction, where the Stokes vector \( \mathbf{s} \) of the incident electromagnetic wave is transformed to another Stokes vector \( \mathbf{s}' = M \mathbf{s} \), \( M \) being a Mueller matrix, can be considered as an ensemble average of basic interactions that can be represented by respective Jones matrices, in such a manner that \( M \) can be expressed as [17,19]

\[
M = \mathcal{L} (\mathbf{T} \otimes \mathbf{T}^\dagger) \mathcal{L}', \quad \mathcal{L} = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 0 & 0 & 1 \\ 1 & 0 & 0 & -1 \\ 0 & 1 & 1 & 0 \\ 0 & i & -i & 0 \end{pmatrix}, \quad (1)
\]

where superscripts \(*\) and \(\dagger\) stand for complex conjugate and conjugate transpose, respectively, the brackets indicate ensemble average, and the \(2\times2\) complex matrix \( \mathbf{T} \), called the Jones generator [17], in general fluctuates as a consequence of the spatial or spectral partial coherence of the nature of the interaction phenomenon [20-23]. That is, even though the interaction of a photon with a single atom or molecule is necessarily nondepolarizing and therefore can be represented through the Jones formalism, the
overall macroscopic interaction together with its measurement (which involves a measurement time usually much larger than the polarization time [24-26] of the emerging polarization state) results in the average indicated in Eq. (1). In words of Parke III (whose PhD supervisor was Prof. Hans Mueller) “a proper statistical average of deterministic Jones devices bears the same relation to the phenomenological Mueller approach that statistical mechanics bears to thermodynamics” [19].

The statistical nature of the structure of a Mueller matrix becomes evident when, through the expansion of Eq. (1) its elements $m_{ij}$ $(i, j = 0, 1, 2, 3)$ are expressed in terms of combinations of second-order moments of the fluctuating elements $t_{k\ell}$ (k, l = 1, 2) of T, so that $m_{ij}$ can be combined and rearranged into a Hermitian matrix H that has the mathematical structure of a covariance matrix [2,10,16], which therefore is necessarily positive semidefinite. Given H, any matrix of the form $UHU^*$, U being a unitary matrix, has also the formal structure of a covariance matrix and has a biunivocal relation to H. In particular, the so-called coherency matrix C [2], whose elements $c_{ij}$ are linked to $m_{ij}$ by [23]

$$c_{ij} = \frac{1}{4} \text{tr} (G_i G_j M), \quad m_{ij} = \text{tr} (G_i G_j C),$$

has the peculiarity that its diagonal elements only depend on the diagonal elements of M and vice versa, which simplifies certain important relations that will be studied.

Note that, even though C is defined from the second-order moments $\{t_{k\ell}t_{m\ell'}\}$ (k, l, m, n = 1, 2) of the elements of the Jones generator, its elements are not directly $\{c_{k\ell}c_{m\ell'}\}$, but are given by sums and differences of different groups of four of them. This fact does not prevent that the mathematical structure of C is formally indistinguishable from that of a covariance matrix.

For certain developments, it is convenient the use of the partitioned expression of M [27,28]

$$M = m_{00} M, \quad M = \begin{pmatrix} 1 & D^* \\ P & m \end{pmatrix}$$

(3)

where $m_{00}$ is the mean intensity coefficient (MIC; i.e., the transmittance or reflectance of incident unpolarized light), $D$ and $P$ are the diattenuation and polarizance vectors, and $m$ is the corresponding 3x3 submatrix.

The fact that C is positive semidefinite leads to a general characterization of Mueller matrices through the nonnegativity of the four eigenvalues ($\lambda_0, \lambda_1, \lambda_2, \lambda_3$) (covariance conditions) or other equivalent formulations [2,10,16]. In addition, the fact that polarimetric interactions cannot amplify the intensity of light, leads to an additional passivity condition $m_{00} (1 + Q) \leq 1$, where $Q = \max(D, P)$ [10,29]. Thus, a given 4x4 real matrix is formally a Mueller matrix if and only if it satisfies the four covariance conditions together with the passivity condition.

To introduce the arrow form $M_4$ of a given Mueller matrix $M$, let us first consider the transformation $m = m_{00} m_{12} m_{23}$ of the submatrix $m$ of $M$, where $m_{12}$ and $m_{23}$ are proper orthogonal matrices, and $m_1$ is the diagonal matrix $m_1 = \text{diag}(a_1, a_2, a_3)$, $a_1, a_2, a_3$ being the (nonnegative) singular values of $m_{12}$ taken with the convention $a_1 \geq a_2 \geq a_3$ (without loss of generality), while $\varepsilon = \det m/|\det m|$. Thus $M_4$ is defined as [30,31]

$$M_4 = m_{00} \begin{pmatrix} 1 & D^T \\ P & m_1 \end{pmatrix} = M_{12} M M_{23}$$

(4)

The diattenuation and polarizance vectors of $M$ are recovered from those of $M_4$ through the respective transformations $D = m_{00} D_4$ and $P = m_{12} P_4$, where the 3x3 orthogonal matrices $m_{12}$ and $m_{23}$ are directly determined from the entrance and exit retarders $M_{12}$ and $M_{23}$ of $M$ [30,31]. Recall that transformations of $M$ performed through the product by Mueller matrices of retarders $M_8$ (like $M_{12}$ and $M_{23}$) have the peculiarity of being reversible in the sense that do not affect to the ability to produce changes in both intensity and degree of polarization on the interacting light [31-33].

Some intrinsic quantities of $M$, that are invariant under the above mentioned reversible transformations are the MIC $m_{00}$, the diattenuation $D = |D|$, the polarizance $P = |P|$, the degree of spherical purity $P_3 = |m_3|/\sqrt{3}$ (where $|m_3|$ stands for the Frobenius norm of $m$ [18]), the indices of polarimetric purity (IPP) $P_1, P_2, P_3$ [34], and the degree of polarimetric purity $P_3$ (also called the depolarization index) [35]. For the definitions of the indicated descriptors we refer the reader to Ref. [36].

Mueller matrices which do not decrease the degree of polarization of any totally polarized incident electromagnetic wave are called pure (or nondepolarizing), and otherwise are termed depolarizing. Pure Mueller matrices have the genuine property that $P_3 = 1$, while depolarizing Mueller matrices necessarily satisfy $P_3 < 1$.

III. STATISTICAL PARAMETERIZATION OF THE ARROW FORM OF A MUELLER MATRIX

Since the transformation from $M$ to $M_4$ (and vice versa) is straightforward, and to get simple mathematical relations, it is advantageous to start our analysis by considering the coherency matrix $C_4$ associated with $M_4$ (rather than $C$). From Eqs. (2) and (4), it follows that $C_4$ has the general form.
and 2, 3
\[ \sigma^2 = m_{00} (1 + a_i + a_j + \varepsilon a_i a_j), \]
\[ \sigma^2 = m_{00} (1 - a_i - a_j - \varepsilon a_i a_j), \]
\[ \sigma^2 = m_{00} (1 - a_i + a_j - \varepsilon a_i a_j), \]
\[ \sigma^2 = m_{00} (1 - a_i + a_j + \varepsilon a_i a_j), \]

\[ D_4 = (D_{14}, D_{24}, D_{34})^T, \quad P_4 = (P_{14}, P_{24}, P_{34})^T, \]

\[ \sigma_0^2 \geq \sigma_1^2 \geq \sigma_2^2 \geq \sigma_3^2, \quad \sigma_2 \geq 0, \]

where the four diagonal elements \( \sigma^2_k \) \( (k = 0, 1, 2, 3) \) formally play the role of respective variances, while the six real parameters \( \mu_0, \mu_1, \mu_2, \mu_3, v_{12}, v_{13}, v_{14} \) can be considered as correlation coefficients. Note also that the convention \( \sigma_2 \geq 0 \) has been taken without loss of generality, while the ordering established for the diagonal elements of \( \mathbf{M}_4 \) \( (a_i \leq a_j \leq a_k) \) leads to \( \sigma_0 \leq \sigma_1 \leq \sigma_2 \leq \sigma_3 \), and vice versa.

The explicit expression of \( \mathbf{M}_4 \) in terms of the statistical parameters is

\[ \mathbf{M}_4 = \begin{pmatrix} \sigma_0^2 & \sigma_1^2 & \sigma_2^2 & \sigma_3^2 \\ 2\sigma_0\sigma_1\mu_0 & 2\sigma_0\sigma_2\mu_0 & 2\sigma_0\sigma_3\mu_0 & 2\sigma_0\sigma_4\mu_0 \\ 2\sigma_1\sigma_2\mu_1 & 2\sigma_1\sigma_3\mu_1 & 2\sigma_1\sigma_4\mu_1 & 2\sigma_1\sigma_5\mu_1 \\ 2\sigma_2\sigma_3\mu_2 & 2\sigma_2\sigma_4\mu_2 & 2\sigma_2\sigma_5\mu_2 & 2\sigma_2\sigma_6\mu_2 \\ 2\sigma_3\sigma_4\mu_3 & 2\sigma_3\sigma_5\mu_3 & 2\sigma_3\sigma_6\mu_3 & 2\sigma_3\sigma_7\mu_3 \\ \end{pmatrix}. \]  

A detailed view of the structure of the intrinsic statistical information supported by \( \mathbf{M}_4 \) (hence, by \( \mathbf{C}_4 \)) is achieved through the factorization

\[ \mathbf{C}_4 = \mathbf{M} \mathbf{G} \mathbf{S}, \]  

where

\[ \mathbf{G} = \begin{pmatrix} 1 & \mu_0 & \mu_2 & \mu_3 \\ \mu_0 & 1 & -i v_{12} & -i v_{13} \\ \mu_2 & -i v_{12} & 1 & -i v_{23} \\ \mu_3 & i v_{13} & i v_{23} & 1 \\ \end{pmatrix}. \]  

The respective coefficients 2 and 1/4 in the definitions of \( \mathbf{G} \) and \( \mathbf{M} \) have been chosen so as to ensure that, besides \( \mathbf{M} \) is proportional to a correlation matrix, it also has the form of a particular type of coherency matrix that, from a formal point of view, has an associated normalized Mueller matrix \( \mathbf{M}_f \) (i.e., the MIC of \( \mathbf{M}_f \) is equal to 1, which simplifies certain analyses). The Mueller matrix \( \mathbf{M}_f \), which obviously is different from \( \mathbf{M}_4 \), is an abstract construction that will be analyzed in Section V.

When \( \sigma_3 = 0 \) the correlation parameters \( \mu_{03}, \mu_{13}, \mu_{23}, \mu_{33} \) are undetermined and, without loss of generality, they can be taken as zero-valued \( \mu_{03} = \mu_{13} = \mu_{23} = v_{13} = 0 \); likewise, when \( \sigma_1 = \sigma_2 = 0 \) the convention that all but \( \mu_{01} \) correlation parameters are zero is taken.

Therefore, since the number of zero-valued diagonal elements of matrix \( \mathbf{G} \) determines the corresponding active submatrix of \( \mathbf{G} \), the intrinsic correlation matrix \( \mathbf{G} \) is defined as follows: when \( \sigma_3 > 0 \), then \( \mathbf{G} \) has the form as in Eq. (8.8) (i.e., \( \det \mathbf{G} = 0 \), in which case, wherever appropriate, \( \mathbf{G} \) is denoted as \( \mathbf{G}_1 \)), and for the remaining cases \( \mathbf{G} \) is defined as

\[ \sigma_3 = 0, \sigma_1 > 0 \rightarrow \mathbf{G} = \mathbf{G}_2 = \frac{1}{4} \begin{pmatrix} 1 & \mu_{03} & 0 & 0 \\ \mu_{03} & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 \\ \end{pmatrix}, \]  

\[ \sigma_3 = 0, \sigma_0 > 0 \rightarrow \mathbf{G} = \mathbf{G}_3 = \frac{1}{4} \begin{pmatrix} 1 & \mu_{01} & 0 & 0 \\ \mu_{01} & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 \\ \end{pmatrix}. \]  

Apart from avoiding the use of undetermined extra parameters, the above convention for the definition of \( \mathbf{G} \) has the key virtue that it ensures the fulfillment of the equality \( \mathbf{G} = \mathbf{C}_4 \) (recall that rank \( \mathbf{C}_4 = \text{rank} \mathbf{C} \) is always satisfied), and therefore the number of nonzero eigenvalues \( \lambda_4 \) (which coincides with that of \( \mathbf{C}_4 \)) is equal to that of \( \mathbf{G} \). Among other aspects, the physical significance of the integer parameter \( r = \text{rank} \mathbf{C} \) is derived from the fact that, as discussed in Section III, \( r \) is precisely the minimal number of independent parallel (incoherent) components of \( \mathbf{M} \) \([37,38]\).

From the mathematical expression \( \mathbf{C}_4 \) in terms of \( \mathbf{M}_4 \), it follows that the diagonal elements \( c_j = \sigma^2_j \) of \( \mathbf{C}_4 \) are given by the following nonnegative quantities in terms of the diagonal elements of \( \mathbf{M}_4 \)
\[ \sigma_i^2 = \text{tr}(M_iM_{a,i}) = m_{\sigma_i}(1 + a_i + a_2 + e_{\alpha_i})/4 \]
\[ \sigma_i^2 = \text{tr}(M_iM_{a,i}) = m_{\sigma_i}(1 + a_1 - a_2 - e_{\alpha_i})/4 \]
\[ \sigma_i^2 = \text{tr}(M_iM_{a,i}) = m_{\sigma_i}(1 + a_1 - a_2 - e_{\alpha_i})/4 \]
\[ \sigma_i^2 = \text{tr}(M_iM_{a,i}) = m_{\sigma_i}(1 - a_1 - a_2 + e_{\alpha_i})/4 \]

where \( \sigma_i^2 \) have been conveniently expressed as the traces of the products of \( M_i \) by the respective diagonal retarders \( M_{a,i} \) defined as:

\[ M_{a,1} = \text{diag}(1,1,1,1), \quad M_{a,2} = \text{diag}(1,1,-1,-1) \]
\[ M_{a,3} = \text{diag}(1,-1,1,-1) \]

[Note that, in general, \( \text{tr}(M_iM_{a,i}) = \text{tr}(MM_{a,i}) \).]

The mathematical characterization of \( \Gamma \), which has one of the forms defined in Eqs. (8.b) and (9), is determined by the following conditions, (a) the absolute values of the correlation parameters are less than 1 (directly satisfied by construction of \( \Gamma \)), and (b) the eigenvalues of \( \Gamma \) are nonnegative (because of \( \Gamma \), is a particular type of coherency matrix). The eigenvalues \( \gamma_i \) \( (i = 0,1,2,3) \) of \( \Gamma \) are given by:

\[ \gamma_0 = (1 + D_r + P_r) / 4 \]
\[ \gamma_1 = (1 + D_r - P_r) / 4 \]
\[ \gamma_2 = (1 - D_r + P_r) / 4 \]
\[ \gamma_3 = (1 - D_r - P_r) / 4 \]

where \( D_r = |D_r|, D_r = \mu + v \)

\[ \gamma_0 \leq \gamma_1 \leq \gamma_2 \leq \gamma_3 \leq \gamma_0 \]

\[ \gamma_1 \leq \gamma_2 \leq \gamma_3 \leq \gamma_0 \]

\[ \gamma_2 \leq \gamma_1 \leq \gamma_0 \]

IV. NUMBER OF PARALLEL COMPONENTS

Parallel decompositions consist of representing a depolarizing Mueller matrix as a convex sum of Mueller matrices. The physical meaning of parallel decompositions is that the incoming electromagnetic wave splits into a set of pencils that interact, without overlapping, with a number of components that are spatially distributed in the illuminated area, and the emerging pencils are incoherently recombined into the emerging beam [39].

Any depolarizing Mueller matrix \( M \) can be expressed as a convex sum of, at least, a number \( r = \text{rank} C \) of pure (or nondepolarizing) Mueller matrices. The general formulation of this result is based on the so-called arbitrary decomposition of \( M \) [38].

As seen in Section II, from the convention taken for the definition of \( \Gamma \), the equality \( \text{rank} \ M = \text{rank} \ C = \text{rank} \Gamma \) is always satisfied, and therefore the inspection of the particular forms of \( \Gamma \) in Eqs. (8.b, 9) together with the explicit expressions of their eigenvalues in Eq. (12) is sufficient to analyze the achievable values of \( r \). In particular we have:

\[ 2 \leq \text{rank} \Gamma_1 \leq 4, \quad 2 \leq \text{rank} \Gamma_2 \leq 3, \quad 3 \leq \text{rank} \Gamma_3 \leq 6, \quad 1 \leq \text{rank} \Gamma_4 \leq 2, \quad \text{rank} \Gamma_1 = 1, \]

the different values of \( r \) corresponding to the following physical situations:

\[ r = 4 \] In this case, necessarily \( \sigma_i > 0 \) (i.e., \( \det \Sigma > 0 \)):

\[ \Gamma = \Gamma_4 \quad \text{with} \quad D_r + P_r = 1 \]

\[ r = 3 \] Either of the following two possibilities applies:

\[ \sigma_i > 0: \Gamma = \Gamma_4 \quad \text{with} \quad D_r + P_r = 1 \quad \text{and} \quad 0 < D_r < 1 \; \text{or} \; \Gamma = \Gamma_3 \quad \text{with} \quad |\psi| < 1, \]

\[ \psi = (\mu_{01}, \mu_{02}, \psi_{12})^T \]

\[ r = 2 \] Either of the following three possibilities holds:

\[ \sigma_i > 0: \Gamma = \Gamma_4 \quad \text{with} \quad v = 0, \mu = 1 \quad \text{and} \quad |\psi| = 1, \]

\[ |\psi| = (\mu_{01}, \mu_{02}, \psi_{12})^T \]

\[ \sigma_i = 0 \quad \text{and} \quad \psi_{12} = 0 \; \text{or} \; \psi_{12} = 0 \]

The above analysis shows the way in which the intrinsic variances and correlations regulate the structure of \( M \) in terms of the minimal number \( r \) of pure parallel components of \( M \). Thus, pure (nondepolarizing) systems correspond to the case \( r = 1 \), which are incompatible with structures where \( \sigma_i > 0 \). Depolarizing systems \( (r > 1) \) are characterized by the structures indicated above, depending on the number of independent components \( r = 2, 3, 4 \).

Consequently, the statistical formulation in Eq. (8), together with the definition of \( \Gamma \), provides, in a simple way, the general structure of \( r \)-component depolarizing Mueller matrices \( (2 \leq r \leq 4) \). Note that the approach presented in [40], based on the depolarizing ellipsoid, provides an alternative formulation of the structure of Mueller matrices with \( r = 2 \).
V. THE CORRELATION MUELLER MATRIX

As seen in Section III, given a correlation matrix $\Gamma$, from a formal point of view it has an associated correlation Mueller matrix (CMM), $\hat{M}_r$, whose elements are obtained from Eq. (2) by replacing $C$ by $\Gamma$. Thus, $\hat{M}_r$ is likewise associated with $M_1$ (and with $M$, through $M_d$) and has the peculiar and simple form

$$\hat{M}_r = \begin{pmatrix} 1 & \mathbf{D}^r \mathbf{P}^r & \mathbf{P}^r \end{pmatrix},$$

where vectors $\mathbf{D}^r = (\mu + \nu)/2$ and $\mathbf{P}^r = (\mu - \nu)/2$ are, respectively, the diattenuation and polarizance vectors of $\hat{M}_r$.

Despite the obvious fact that $\hat{M}_r \neq \hat{M}_d$ and that arrow Mueller matrices with different associated $\Sigma$ can share a common associated $\hat{M}_r$, $\hat{M}_r$ encodes, uniquely, all information on the two intrinsic correlation vectors, $\mu$ and $\nu$, while the remaining information on the four $\sigma_i$ is contained in matrix $\Sigma$ in a decoupled and exclusive manner.

Since $P_0(\hat{M}_r) = 0$, then $P_2(\hat{M}_r) = (\mathbf{D}^2 + \mathbf{P}^2)/3$, showing that the contributions to the degree of polarimetric purity of $\hat{M}_r$ come only from the enpolaringizing components, which in turn implies that $P_2(\hat{M}_r) \leq 1/\sqrt{3}$, whose maximum $P_2(\hat{M}_r) = 1/\sqrt{3}$ is achieved when either (a) $\mathbf{D}^2 = 1$ and $\mathbf{P}^2 = 0$, or (b) $\mathbf{D}^2 = 0$ and $\mathbf{P}^2 = 1$ (because of condition $\mathbf{D}^2 + \mathbf{P}^2 \leq 1$).

Thus, the relation between the polarimetric purities $P_0(M)$ and $P_2(\hat{M}_r)$ is not bidirectional, but is critically mediated by the values of $\sigma_i$. This is evidenced, for instance, from the fact that $P_0(M_r) = 0$ may correspond to $P_2(\hat{M}_r) = 1$ or to $P_0(\hat{M}_r) = 0$ depending on the particular form of $M$.

It is remarkable that the degree of polarizance $P_2(M)$ of $M$, defined as $P_2 = \sqrt{(\mathbf{D}^2 + \mathbf{P}^2)/2}$ [which always satisfies $P_2 = P_0(M, r)$] [29], is zero if and only if $P_2(\hat{M}_r) = 0$, showing how the information on $P_2(M)$ and $P_2(\hat{M}_r)$ encoded in $\hat{M}_r$ is decoupled in a peculiar manner through the transformation $C_d = \Sigma \Gamma \Sigma$ in Eq. (8).

VI. CHARACTERIZATION THEOREM

As a consequence of the powerful decoupling features of the statistical approach formulated above, the general characterization of Mueller matrices can be stated as follows through particularly simple conditions:

Given a $4 \times 4$ real matrix $M$, it is a Mueller matrix if and only if the following conditions hold:

- **Variance conditions.** $\text{tr}(M_k M_{h_{00}}) \geq 0 \ [k = 0, 1, 2, 3 \ , \text{see Eqs. (10)} \text{and (11)}].$

- **Correlation condition.** $\mathbf{D}^1 + \mathbf{P}^1 \leq 1$, $\mathbf{D}^2$ and $\mathbf{P}^2$ being the diattenuation and polarizance of the correlation Mueller matrix $\hat{M}_r$ associated with $M$. This single correlation condition can also be expressed as $|\mu + \nu| + |\mu - \nu| \leq 2$.

- **Passivity condition.** $m_{00}(1 + Q) \leq 1$, with $Q = \max(D, P)$ [10,29].

Observe that the four covariance conditions established by Cloude through the nonnegativity of the eigenvalues of $C(M)$ [2] are fully equivalent to the set of five conditions composed of the combination of the four (trivial) variance inequalities and the correlation condition. Even though the above characterization involves five conditions (plus the passivity one) instead of the four Cloude’s conditions (plus the passivity one), the advantage of the new approach is that the characterization is made in terms of intrinsic and physically meaningful properties that are directly expressed in terms of the Mueller matrices $M_d$ and $\hat{M}_r$ associated with $M$.

The determination of the intrinsic polarimetric information provided by $M$, which is contained in $\Sigma$, $\mu$ and $\nu$, can be performed straightforwardly through the transformations $M \rightarrow M_d \rightarrow C_d \rightarrow \Sigma, \mu, \nu$, while the retardance information is decoupled and uniquely provided by $M_{\mu\nu}$ and $M_{\mu\mu}$. (Note that, despite the fact that the so-called birefringence anisotropy coefficients [36,41] of $M_{\mu\nu}$ are zero, the possible retardance properties exhibited by $M_d$ require further analysis, which will be performed in a future work).

Conversely, the complete set of Mueller matrices can be synthesized though the following procedure:

1. Take four arbitrary nonnegative parameters $1 \geq \sigma_0 \geq \sigma_1 \geq \sigma_2 \geq \sigma_3 \geq 0$ and build matrix $\Sigma = 2 \text{diag}(\sigma_0, \sigma_1, \sigma_2, \sigma_3)$.

2. Take a pair of arbitrary three-component real vectors $\mu$ and $\nu$ that satisfy the inequalities $|\mu| \leq 1$, $|\nu| \leq 1$, and $|\mu + \nu|/2 + |\mu - \nu|/2 \leq 1$.

3. Calculate the corresponding arrow Mueller matrix $M_d(\Sigma, \mu, \nu)$ by means of Eq. (7).

4. Take a physically realizable MIC, $m_{00}$, that satisfies $m_{00} \leq 1/(1 + Q)$ [$Q = \min(D, P)$], so that $M_d = m_{00} M_d$. Spring

5. Take (freely) two orthogonal Mueller matrices $M_{\mu\nu}$ and $M_{\mu\mu}$ of the respective entrance and exit retarders.

6. Build the corresponding Mueller matrix through the dual retarder transformation $M = M_{\mu\mu} M_d M_{\mu\nu}$.

VII. STRUCTURE AND SIGNIFICANCE OF THE POLARIMETRIC INFORMATION SUPPORTED BY A MUELLER MATRIX

Once the statistical structure of the coherency matrix $C_d$ associated with a given Mueller matrix $M$ (through its arrow form $M_d$) has been determined by means of specific conditions on matrix $\Sigma$ and on the two intrinsic correlation enpolariizing vectors $\mu$ and $\nu$, it is worth considering the statistical structure of the coherency matrix $C$ associated with a general Mueller matrix $M$, which can always be expressed as $C = \Sigma \Omega \Sigma$, with

$$\Omega = \frac{1}{4} \begin{pmatrix} 1 & \mu_0 + i\eta_0 & \mu_0 - i\eta_0 & \mu_0 + i\eta_0 \\ \mu_0 + i\eta_0 & 1 & \tau_{12} + i\nu_{12} & \tau_{11} - i\nu_{11} \\ \mu_0 - i\eta_0 & \tau_{12} - i\nu_{12} & 1 & \tau_{13} + i\nu_{13} \\ \mu_0 - i\eta_0 & \tau_{13} + i\nu_{13} & \tau_{23} - i\nu_{23} & 1 \end{pmatrix},$$

where, for this general case, the equivalent standard deviations $\sigma_k$ are not subject to the ordering restriction.
σ_0 ≥ σ_1 ≥ σ_2 ≥ σ_3 taken for the arrow form, and two additional constitutive real vectors, the correlation retardance vectors \( \eta = (\eta_0, \eta_2, \eta_3)^T \) and \( \tau = (\tau_2, \tau_3, \tau_1)^T \), are identified. The latter vanish for \( M_A \), and as we will see below, up to the modulation produced by \( \sigma_1 \), vectors \( \eta \) and \( \tau \) encode the specific information on the entrance and exit retardance properties.

The key role played by \( \sigma_1 \) and the correlation vectors \( \mu, \nu, \eta, \tau \) in the information structure of \( M \), becomes explicit when \( M \) is expressed in terms of them

\[
M = \begin{pmatrix}
\sigma_0^2 + \sigma_1^2 & 2\sigma_0\sigma_1\mu_{01} & 2\sigma_0\sigma_1\mu_{02} & 2\sigma_0\sigma_1\mu_{03} \\
\sigma_0^2 + \sigma_1^2 & +2\sigma_0\sigma_1\nu_{13} & +2\sigma_0\sigma_1\nu_{15} & +2\sigma_0\sigma_1\nu_{17} \\
2\sigma_0\sigma_1\mu_{01} & 2\sigma_0\sigma_1\nu_{13} & \sigma_0^2 - \sigma_1^2 & -2\sigma_0\sigma_1\eta_{01} \\
2\sigma_0\sigma_1\mu_{02} & 2\sigma_0\sigma_1\nu_{15} & -2\sigma_0\sigma_1\eta_{01} & \sigma_0^2 - \sigma_1^2 \\
-2\sigma_0\sigma_1\mu_{03} & 2\sigma_0\sigma_1\nu_{17} & -2\sigma_0\sigma_1\eta_{01} & -2\sigma_0\sigma_1\eta_{02} \\
2\sigma_0\sigma_1\nu_{13} & +2\sigma_0\sigma_1\nu_{15} & +2\sigma_0\sigma_1\nu_{17} & \sigma_0^2 - \sigma_1^2 \\
2\sigma_0\sigma_1\nu_{15} & +2\sigma_0\sigma_1\nu_{17} & +2\sigma_0\sigma_1\nu_{17} & \sigma_0^2 - \sigma_1^2 \\
-2\sigma_0\sigma_1\nu_{17} & +2\sigma_0\sigma_1\nu_{17} & +2\sigma_0\sigma_1\nu_{17} & \sigma_0^2 - \sigma_1^2 \\
2\sigma_0\sigma_1\nu_{13} & +2\sigma_0\sigma_1\nu_{15} & +2\sigma_0\sigma_1\nu_{17} & \sigma_0^2 - \sigma_1^2 \\
-2\sigma_0\sigma_1\nu_{15} & +2\sigma_0\sigma_1\nu_{17} & +2\sigma_0\sigma_1\nu_{17} & \sigma_0^2 - \sigma_1^2 \\
2\sigma_0\sigma_1\nu_{17} & +2\sigma_0\sigma_1\nu_{17} & +2\sigma_0\sigma_1\nu_{17} & \sigma_0^2 - \sigma_1^2 \\
\end{pmatrix}
\]

(16)

Despite the notation used, it should be stressed that, except when \( M = M_A \), \( \Sigma \) and the correlation enpolarizing vectors of \( M \) are different from those of \( M_A \).

Also, as with matrix \( \Gamma \), and without loss of generality, it is adopted the convention that, when one or more \( \sigma_k \) are zero-valued the corresponding \( k \) rows and columns of \( \Omega \) are zero.

Observe that the diattenuation and polarizance vectors of \( M \) only depend on \( \sigma_1 \) and vectors \( \mu \) and \( \nu \) (of \( M \)), and that \( \mu \) and \( \nu \) (of \( M \)) do not take place in the submatrix \( m \) of \( M \).

To go deeper into the analysis of the information structure of \( M \), observe that it can be expressed as follows in terms of five constitutive vectors

\[
M = m_{00} \begin{pmatrix}
1 & D_1 & D_2 & D_3 \\
P_1 & k_1 & r_1 & r_1 \\
P_2 & q_1 & k_2 & k_1 \\
P_1 & q_1 & k_3 & k_1 \\
\end{pmatrix}
\]

(17)

\[ k = \frac{1}{\sqrt{3}} \begin{pmatrix} k_1 \\ k_2 \\ k_3 \end{pmatrix}, \quad D = \begin{pmatrix} D_1 \\ D_2 \\ D_3 \end{pmatrix}, \quad P = \begin{pmatrix} P_1 \\ P_2 \end{pmatrix}, \quad \tau = \begin{pmatrix} r_1 \\ r_1 \end{pmatrix}, \quad q = \begin{pmatrix} q_1 \\ q_1 \end{pmatrix} \]

so that the diagonal elements of \( M \), depend exclusively on the variances \( \sigma_i^2 \)

\[
k = \frac{1}{\sqrt{3} m_{00}} \begin{pmatrix} \sigma_0^2 + \sigma_1^2 - \sigma_2^2 - \sigma_3^2 \\ \sigma_0^2 - \sigma_1^2 + \sigma_2^2 - \sigma_3^2 \\ \sigma_0^2 - \sigma_1^2 - \sigma_2^2 + \sigma_3^2 \\ \end{pmatrix}
\]

(18)

while the other four constitutive vectors can appropriately be transformed into another set where the different types of correlations are decoupled each other

\[
P = \frac{D + P}{2} = \frac{2}{m_{00}} \sum \mu, \quad P = \frac{D - P}{2} = \frac{2}{m_{00}} \sum \nu,
\]

\[
R = \frac{q + r}{2} = \frac{2}{m_{00}} \sum \tau, \quad R = \frac{q - r}{2} = \frac{2}{m_{00}} \sum \eta.
\]

Thus, vectors \( P \) and \( P \) are directly and exclusively related to the correlation enpolarizing vectors \( \mu \) and \( \nu \), respectively, while vectors \( R \) and \( R \) are directly and exclusively related to the correlation retardance vectors \( \eta \) and \( \tau \), respectively. In fact, \( R = R = 0 \) (or, equivalently, \( q = r = 0 \)), if and only if \( \eta = \tau = 0 \), and \( M \) lacks enpolarizing properties (i.e., \( \mu = \nu = 0 \), or, equivalently, \( D = P = 0 \)) if and only if \( \mu = \nu = 0 \). In summary, all polarimetric information is structured through the four variances \( \sigma_i^2 \) and the four characteristic vectors \( P, P, R, R \), or equivalently, through \( m_{00} \) together with vectors (\( k, P, P, R, R \)).

VIII CHARACTERIZATION OF NONENPOLARIZING MUELLER MATRICES

Certain polarimetric interactions are presented by nonenpolarizing Mueller matrices, that is, Mueller matrices \( M_0 \) with zero diattenuation and polarizance. This occurs, for instance, for parallel compositions of retarders. In fact, any nonenpolarizing Mueller matrix is equivalent to a parallel mixture of retarders [39]. Due to the lack of polarizance and diattenuation, \( M_0 \) necessarily has itself the diagonal arrow form

\[
M_A(M_0) = m_{00} \text{diag}(1, a_2, a_3, a_0),
\]

(20)

and consequently, \( C_A(M_0) = \text{diag}(\sigma_0^2, \sigma_1^2, \sigma_2^2, \sigma_3^2) \), where \( \sigma_i^2 \) just coincide with the eigenvalues of \( C_A(M_0) \).

Therefore, \( M_A = \text{diag}(1, 0, 0, 0) \), and, in terms of the statistical parameters, the covariance conditions become the trivial exigency that \( \sigma_i^2 \) are nonnegative, together with \( D = P = 0 \) (i.e., all intrinsic correlation coefficients are zero).

IX CHARACTERIZATION OF SYMMETRIC MUELLER MATRICES

Many physical situations encountered in polarimetry involve Mueller matrices that are symmetric. By considering the arrow form of a symmetric Mueller matrix \( M_s \), it turns out that necessarily the entrance and exit retarders are inverse each other (\( M_{00} = M_{ss} \)), and furthermore the arrow form \( M_{ss} \) of \( M_s \) is also a symmetric matrix, so that \( M_s = M_{ss}M_{ss}M_{ss} \) . Observe also that the coherency matrix \( C_A(M_0) \) has itself a symmetric form (i.e., \( v = 0 \)), and consequently the set of covariance conditions reduces to the trivial inequalities \( \sigma_i^2 \geq 0 \) together with \( D = P \leq 1/2 \).

X. CONCLUSION
Any macroscopic linear polarimetric interaction, represented by the corresponding Mueller matrix $\mathbf{M}$, necessarily results from an average a myriad of elementary nondepolarizing interactions, which shows that $\mathbf{M}$ has an essentially statistical nature. The mathematical structure of $\mathbf{M}$ makes the sixteen elements of $\mathbf{M}$ to be related, in an intricate and coupled manner, to the phenomenological quantities that provide a direct interpretation of the polarimetric information supported by $\mathbf{M}$.

To achieve a simple general characterization and physical interpretation of such information, the approach presented is based on the combination of the arrow form $\mathbf{M}_A$ of $\mathbf{M}$ (defined and studied in previous works [29]) and the factorization of the coherency matrix $\mathbf{C}_A$ associated with $\mathbf{M}_A$ in terms of an intrinsic correlation matrix $\mathbf{\Gamma}$ that is pre- and post-multiplied by the intrinsic diagonal matrix $\mathbf{\Sigma}$. The definition of $\mathbf{\Gamma}$ is performed in such a way that the extra correlation variables that do not take place in the problem are avoided, which simplifies the mathematical formulation. Furthermore, this ensures that the ranks of matrices $\mathbf{C}_A$ and $\mathbf{\Gamma}$ are equal, which is a key feature for obtaining the desired results of decoupling and interpreting the relevant physical information.

Thus, $\mathbf{\Gamma}$ can formally be considered as a coherency matrix, and it is found that its associated correlation Mueller matrix $\mathbf{M}_A$ has an extremely simple structure that depends exclusively on the essential enpolarizing properties and allows for a simple general characterization of Mueller matrices that is formulated through (a) the nonnegativity of four equivalent variances $\sigma_i^2$ (expressed directly in terms of properties of $\mathbf{M}$, without the necessity of using auxiliary Hermitian matrices); (b) the inequality, $D_P + P_P \leq 1$, which involves only the absolute values of the pair of intrinsic correlation enpolarizing vectors, and (c) the well known passivity condition.

The general structure of information is then analyzed in terms of five constitutive vectors and their relations to the basic physical properties. The total decoupling of retardance properties achieved through the arrow decomposition, which was proposed in previous works, is reaffirmed in a natural manner. In addition, the essential entanglement among enpolarizing and depolarizing properties appears as a consequence of the critical effect of the equivalent variances.

Given a Mueller matrix, the obtained of $\mathbf{\Sigma}$ (whose elements are the equivalent variances), the intrinsic correlation enpolarizing vectors (constitutive of $\mathbf{\Gamma}$), as well as the equivalent entrance and exit retarders is straightforward. Conversely, any Mueller matrix can be synthesized by applying simple criteria to the choice of the intrinsic parameters and the entrance and exit retarders.

The characterization of the particular (but important in practice) types of nonenpolarizing and symmetric Mueller matrices is performed straightforwardly by means of the general characterization theorem introduced.
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