Pion and nucleon relativistic charge four-current distributions

Yi Chen
Interdisciplinary Center for Theoretical Study and Department of Modern Physics,
University of Science and Technology of China, Hefei, Anhui 230026, China
Shanghai Institute of Applied Physics,
Chinese Academy of Sciences, Shanghai 201800, China and
University of Chinese Academy of Sciences, Beijing 100049, China

Cédric Lorcé*
CPHT, CNRS, Ecole Polytechnique, Institut Polytechnique de Paris,
Route de Saclay, 91128 Palaiseau, France

The quantum phase-space approach allows one to define relativistic spatial distributions inside a target with arbitrary spin and arbitrary average momentum. We apply this quasiprobabilistic formalism to the whole charge four-current operator in the case of spin-0 and spin-$\frac{1}{2}$ targets, study in detail the frame dependence of the corresponding spatial distributions, and compare our results with those from the light-front formalism. While former works focused on the charge distributions, we extend here the investigations to the current distributions. We clarify the role played by the Wigner rotation and argue that electromagnetic properties are most naturally understood in terms of Sachs form factors, contrary to what the light-front formalism previously suggested. Finally, we illustrate our results using the pion and nucleon electromagnetic form factors extracted from experimental data.
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I. INTRODUCTION

Pion and nucleon are key systems to study for understanding quantum chromodynamics (QCD). Pion, the lightest bound state in QCD, plays a special role since it is the (pseudo) Nambu-Goldstone boson associated with the dynamical breakdown of chiral symmetry [1]. Nucleons are by far the most abundant (known) hadrons in nature, responsible for more than 99% of the visible matter in the universe [2]. Pions and nucleons have a huge mass gap originating from their different, rich and complicated internal structures, which constitutes a fundamental puzzle for modern physics.

The electromagnetic structure of hadrons is encoded in Lorentz-invariant functions known as form factors (FFs). They have been measured with extreme precision in various scattering experiments over the past decades [3–15]. On the theory side, lattice QCD calculations of these FFs have witnessed tremendous progresses in the last few years [16–27]. Recent reviews on the extraction and the physics associated with electromagnetic FFs can be found in Refs. [2, 10, 28–30].

According to textbooks, electromagnetic FFs can be interpreted as 3D Fourier transforms of charge and magnetization densities in the Breit frame (BF) [31, 32]. However, relativistic recoil corrections spoil their interpretation as probabilistic distributions [33–38]. Switching to the light-front formalism allows one to define alternative 2D charge densities free of these issues [39–47], but there is a price to pay. Besides losing one spatial dimension these light-front distributions also display various distortions, which are sometimes hard to reconcile with an intuitive picture of the system at rest.

The concept of relativistic spatial distribution has recently been revisited in several works with the goal of clarifying the relation between 3D Breit frame and 2D light-front definitions; see e.g. [48–55]. In this paper, we adopt the quantum phase-space approach where the physical interpretation is relaxed to a quasiprobabilistic one, allowing one to define relativistic spatial distributions inside a target with arbitrary spin and arbitrary average momentum [56–61]. This formalism is particularly appealing since it provides a natural and smooth connection between the Breit frame and the infinite-momentum frame pictures, and allows one to understand the distortions in the light-front distributions in terms of relativistic kinematical effects. While the discussions in the literature have essentially focused on the charge distributions, we extend here the study to the whole charge four-current and demonstrate the consistency of the phase-space picture.

This paper is organized as follows. In Sec. II, we quickly review the concept of generic elastic frame distributions within the quantum phase-space approach. We start our analysis in Sec. III with a spin-0 target, introducing relativistic charge four-current distributions and studying their frame dependence. Then we compare with the corresponding light-front distributions and illustrate our findings using the pion ($\pi^+$) electromagnetic form factor extracted from experimental data. We proceed in Sec. IV with a spin-$\frac{1}{2}$ target. We discuss in detail the non-trivial role played by the Wigner spin rotation and show that electromag-
netic properties are most naturally understood in terms of the Sachs form factors. Here also we compare with the light-front formalism and illustrate our results using the nucleon electromagnetic form factors extracted from experimental data. Finally, we summarize our findings in Sec. V, and provide further discussions and details in three Appendices.

II. ELASTIC FRAME DISTRIBUTIONS

Two-dimensional spatial distributions in a generic elastic frame (EF) have been introduced in [56] to study the angular momentum inside the nucleon. They are fully relativistic objects that can be interpreted as the internal distributions associated with a target localized in phase-space (i.e. with definite average momentum and position) in the Wigner sense [57, 58, 62]. Although they receive in general only a quasiprobabilistic interpretation, they provide a natural connection between spatial distributions defined in the BF and in the infinite-momentum frame (IMF) [63].

For convenience, we choose the $z$-axis along the average total momentum of the target $P = \frac{1}{2}(p' + p) = (0_\perp, P_z)$. The spatial distributions of the charge four-current are then defined within the phase-space formalism as [59]

$$J^\mu_{\text{EF}}(b_\perp; P_z) = \int \frac{d^2 \Delta_\perp}{(2\pi)^2} e^{-i\Delta_\perp \cdot b_\perp} \frac{\langle p', s'| \hat{j}^\mu(0) | p, s \rangle}{2P^0} \bigg|_{\Delta_z = 0},$$

(1)

where $\hat{j}^\mu(x)$ is the charge four-current operator, $\Delta = p' - p$ is the four-momentum transfer, and $b_\perp$ is the transverse position relative to the average center of the target. The four-momentum eigenstates are normalized as $\langle p', s'| p, s \rangle = 2p^0(2\pi)^3\delta^{(3)}(p' - p)\delta_{s's}$ with $s$ and $s'$ the usual canonical spin labels. The elastic condition $\Delta^0 = P \cdot \Delta / P^0 = 0$ is automatically ensured by the restriction $\Delta_z = 0$ and implies that the resulting distribution does not depend on time [56]. Note that the factor $2P^0$ in the denominator of Eq. (1) appears naturally in the phase-space formalism and ensures that the total electric charge

$$q = \int d^2 b_\perp J^0_{\text{EF}}(b_\perp; P_z) |_{s' = s} = \frac{\langle p, s | \hat{j}^0(0) | p, s \rangle}{2p^0},$$

(2)

transforms as a Lorentz scalar [59, 64]. One can also formally write

$$\frac{\langle p, s | \hat{j}^0(0) | p, s \rangle}{2p^0} = \frac{\langle p, s | \int d^3 r \hat{j}^0(r) | p, s \rangle}{\langle p, s | p, s \rangle},$$

(3)

indicating that the total charge does not depend on the particular choice made for the normalization of the four-momentum eigenstates.

\[1\] In the BF there is no need to set $\Delta_z = 0$ since by definition $P = 0$, and so one can define in that case a static three-dimensional spatial distribution.
Using Poincaré and discrete spacetime symmetries, the off-forward matrix elements \( \langle p', s'|j^\mu(0)|p, s \rangle \) for a spin-\( j \) target can be parameterized in terms of \((2j + 1)\) Lorentz-invariant electromagnetic FFs [65–68]. Different sets of FFs for a given spin value \( j \) have been considered in the literature. These sets are all physically equivalent since they simply correspond to different choices for the basis of Lorentz tensors, and hence are linearly related to each other. A particularly convenient and physically transparent basis is provided by the multipole expansion in the BF, i.e. for \( P = 0 \). In that frame, the multipole structure appears to be the same as in the non-relativistic theory: the charge distribution consists of a tower of electric multipoles of even order, while the charge current can be expressed in terms of a tower of magnetic multipoles of odd order [67, 69, 70].

Poincaré symmetry can also be used to determine how matrix elements of the charge four-current operator in different Lorentz frames are related to each other. One can write in general [65, 71]

\[
\langle p', s'|j^\mu(0)|p, s \rangle = \sum_{s'_B, s_B} D_{s'_B s}(p'_B, \Lambda) D_{s s'_B}(p_B, \Lambda) \Lambda^\mu_\nu \langle p'_B, s'_B|j^\nu(0)|p_B, s_B \rangle,
\]

where \( \langle p'_B, s'_B|j^\nu(0)|p_B, s_B \rangle \) is the BF matrix element, \( \Lambda^\mu_\nu \) is the Lorentz boost from the BF to a generic Lorentz frame, and \( D^{(j)} \) is the Wigner rotation matrix for spin-\( j \) targets. Since temporal and spatial components of the charge four-current get mixed under a Lorentz boost, the odd magnetic multipoles in the BF will induce odd electric multipoles in a generic Lorentz frame. Similarly, even electric multipoles in the BF will induce even magnetic multipoles in a generic Lorentz frame. These odd electric and even magnetic multipoles do not break parity (\( P \)) nor time-reversal (\( T \)) symmetries, and should therefore not be confused with the \( P \)- and \( T \)-breaking ones which are not considered in this work. Wigner rotations complicate further the relation (4) by reorganizing the multipole weights. Namely, any particular multipole in the BF will usually generate a contribution to all\(^2\) multipoles in a generic Lorentz frame [59].

In the following we will focus on the spin-0 and spin-\( \frac{1}{2} \) targets, and apply our formalism to map the charge four-current distributions inside a pion and a nucleon using the electromagnetic FFs extracted from experimental data. While the EF charge distributions \( J^{0}_{\text{EF}} \) have already been discussed in Refs. [50, 59], the EF currents \( J_{\text{EF}} \) will be studied here for the first time.

\(^2\) A similar mechanism explains why relations between transverse-momentum dependent parton distributions and orbital angular momentum appear in various models of the nucleon [72, 73].
III. SPIN-0 TARGET

Let us start with the simplest case, namely a spin-0 target. The matrix elements of the charge four-current operator are parametrized in terms of a single FF

$$\langle p'|j^\mu(0)|p \rangle = e 2P^\mu F(Q^2)$$

with $Q^2 = -\Delta^2$ and $e$ the electric charge of a proton.

A. Breit frame distributions

The BF charge four-current distributions are defined as

$$J_B^\mu(r) \equiv \int \frac{d^3\Delta}{(2\pi)^3} e^{-i\Delta \cdot r} \frac{\langle p'_B|j^\mu(0)|p_B \rangle}{2P_B^0}$$

with $p'_B = -p_B = \Delta/2$ and $p_B^0 = P_B^0 = M\sqrt{1 + \tau}$. We introduced for convenience the Lorentz invariant quantity $\tau = Q^2/4M^2 = \Delta^2/4M^2$ which measures the magnitude of relativistic effects.

The BF charge distribution is obtained by considering the $\mu = 0$ component in Eq. (6). Like in the non-relativistic theory, it corresponds simply to the 3D Fourier transform of the electromagnetic FF [74]

$$J_B^0(r) = e \int \frac{d^3\Delta}{(2\pi)^3} e^{-i\Delta \cdot r} F(\Delta^2).$$

It is spherically symmetric since there is no preferred spatial direction when $P = 0$.

The BF current distribution for a spin-0 target is directly proportional to $P$ and hence vanishes in the BF

$$J_B(r) = 0,$$

which is consistent with the interpretation of the BF as the average rest frame of the system within the quantum phase-space approach [57–59].

The BF picture agrees with our naive expectation for a spin-0 system at rest. In order to see what happens when the system has non-zero average momentum, we need to switch to the concept of EF distributions.
B. Elastic frame distributions

Applying the definition (1) to the case of a spin-0 target, we find that the EF charge four-current distributions can be expressed as

\[ J_{\text{EF}}^\mu (b_\perp; P_z) = e \int \frac{d^2 \Delta_\perp}{(2\pi)^2} e^{-i \Delta_\perp \cdot b_\perp} \frac{P^\mu}{P^0} F(\Delta_\perp^2). \] (9)

They are axially symmetric since there is no preferred transverse direction. At \( P_z = 0 \), they coincide with the projection of the BF charge four-current distributions onto the transverse plane

\[ J_{\text{EF}}^\mu (b_\perp; 0) = \int dr_z J_{\text{BF}}^\mu (r) \] (10)

with \( r = (b_\perp, r_z) \).

As noted in Ref. [59], the EF charge distribution

\[ J_{\text{EF}}^0 (b_\perp; P_z) = e \int \frac{d^2 \Delta_\perp}{(2\pi)^2} e^{-i \Delta_\perp \cdot b_\perp} F(\Delta_\perp^2) \] (11)

does not depend on the target momentum \( P_z \). This indicates in particular that the denominator in Eq. (1) properly accounts for Lorentz contraction effects. Indeed, the restriction \( \Delta_z = 0 \) used to define the EF distributions corresponds in position space to an integration over the longitudinal coordinate \( \int dr_z \). Contrary to its 3D counterpart, the 2D EF charge distribution does not get multiplied by a Lorentz factor \( \gamma \) under a longitudinal boost because it is compensated by the Lorentz contraction factor \( 1/\gamma \) coming from the longitudinal measure \( dr_z \). The \( P_z \)-independence implies in particular that the same EF charge distribution is found in the IMF, i.e. when \( P_z \to \infty \). In Fig. 1, we compare the BF and EF radial charge distributions for various parametrizations of the pion electromagnetic FF, see Appendix A for more details.

For the EF current distribution, we obtain

\[ J_{\text{EF}} (b_\perp; P_z) = e \int \frac{d^2 \Delta_\perp}{(2\pi)^2} e^{-i \Delta_\perp \cdot b_\perp} \frac{P}{P^0} F(\Delta_\perp^2). \] (12)

Since the average four-momentum \( P^\mu \) is a timelike four-vector, we can interpret the quantity \( P/P^0 \) as a velocity. For a target of mass \( M \), the EF inertia \( P^0 = p^0 = p^0 \) is given by

\[ P^0 = \sqrt{M^2(1 + \tau) + P_z^2} = \sqrt{M^2(1 + \tau) + P_z^2}. \] (13)

As a result of the \( \tau \)-dependence of \( P^0 \), the velocity \( P/P^0 \) cannot be pulled out of the integral in Eq. (12). Note however that in the IMF the longitudinal current distribution becomes
equal to the charge distribution

\[ J_{z,\text{EF}}(b; \infty) = J_{0,\text{EF}}(b; \infty) \]  

because the velocity \( P_z/P_0 \) tends to 1 (i.e. the speed of light) for all values of the momentum transfer. In Fig. 2, we show how the longitudinal EF current distribution for the pion changes with \( P_z \).

The indefiniteness of inertia (i.e. the \( \tau \)-dependence of \( P^0 \)) is a major impediment for the physical interpretation of relativistic spatial distributions. We observed at least three main responses to this problem in the literature. The first one consists in focusing only on those ("good") components that do not involve \( P^0 \) explicitly, and ignoring the other ("bad")
components. The second response is to invoke “relativistic corrections” and introduce by hand some factors, like $P^0/M$ or $P^0/E_P$ with $E_P = \sqrt{M^2 + \mathbf{P}^2}$, usually in an ambiguous and model-dependent way. The third option is to consider a particular limit, like e.g. the non-relativistic (or static) limit where $P^0 \approx M$ or the IMF where $P^0 \approx P_z \gg M$. All these responses aimed at providing the most realistic representation of the system within a probabilistic density picture, even if it meant sacrificing part of the Lorentz covariance. By contrast, the phase-space approach adopted in this work provides a less restrictive quasiprobabilistic picture, allowing one to maintain a fully relativistic definition of spatial distributions for arbitrary values of the average target momentum. In particular, if we want to provide a physical interpretation of all the components of the charge four-current, treated in the same consistent way without considering a particular frame or making assumptions about the dynamics of the system, then we are forced to accept that the EF distributions provide a picture of the target with definite average momentum $\mathbf{P}$ but indefinite inertia (whence indefinite average velocity). As a result the analogy with a classical current should always be considered with a grain of salt (see Appendix B for the discussions), which was already the case because of the quasiprobabilistic nature of $J_{\mu}^{\text{EF}}$.

### C. Light-front distributions

In the light-front (LF) formalism, four-momentum eigenstates are normalized according to $\left< \mathbf{p}'', \lambda' | \mathbf{p}, \lambda \right>_{\text{LF}} = 2p^+ (2\pi)^3 \delta(p^+ - p^+) \delta^{(2)}(\mathbf{p}'') \delta_{\lambda' \lambda}$, where $a^\pm = (a^0 \pm a^3)/\sqrt{2}$ are the LF components, and $\lambda'$ and $\lambda$ are LF helicities. As a result, similarly to Eq. (1), the 2D LF four-current distributions are defined as

$$J_{\mu}^{\text{LF}}(\mathbf{b}_\perp; P^+) \equiv \int \frac{d^2 \Delta_\perp}{(2\pi)^2} e^{-i\mathbf{b}_\perp \cdot \mathbf{\Delta}_\perp} \left. \frac{\mathbf{P}^\mu}{2P^+} \right|_{\Delta^+ = 0} F(\Delta_\perp^2).$$

(15)

In particular, for a spin-0 target we can write

$$J_{\mu}^{\text{LF}}(\mathbf{b}_\perp; P^+) = e \int \frac{d^2 \Delta_\perp}{(2\pi)^2} e^{-i\mathbf{b}_\perp \cdot \mathbf{\Delta}_\perp} \frac{P^\mu}{P^+} F(\Delta_\perp^2).$$

(16)

In the literature, one has essentially focused on the $\mu = +$ component

$$J_{\mu}^{\text{LF}}(\mathbf{b}_\perp; P^+) = e \int \frac{d^2 \Delta_\perp}{(2\pi)^2} e^{-i\mathbf{b}_\perp \cdot \mathbf{\Delta}_\perp} F(\Delta_\perp^2),$$

(17)

which is usually interpreted as the LF charge distribution, and which receives a strict probabilistic interpretation thanks to the Galilean symmetry in the LF transverse plane [39, 46, 75, 76]. Although $J_{\mu}^{\text{LF}}(\mathbf{b}_\perp; P^+)$ and $J_{\text{EF}}(\mathbf{b}_\perp; P_z)$ correspond strictly speaking to different matrix elements and hence to different physical quantities, they lead to the same 2D spatial distribution. The reason is that when $P_z \to \infty$ we can write $P_z \approx P^0 \approx P^+/\sqrt{2}$, leading
in general to \( J_{LF}^+(b_\perp; \infty) = J_{EF}^0(b_\perp; \infty) \). Then, since neither \( J_{LF}^+ \) nor \( J_{EF}^0 \) in the spin-0 case depends actually on the target momentum, we must have \( J_{LF}^+(b_\perp; P^+) = J_{EF}^0(b_\perp; P_z) \). We will see later that the situation gets more complicated for spinning targets.

Similarly to the EF current distributions, the transverse LF current distributions always vanish, while the longitudinal LF current distribution depends on the target momentum

\[
J_{LF}^-(b_\perp; P^+) = e \int \frac{d^2 \Delta_\perp}{(2\pi)^2} e^{-i \Delta_\perp \cdot b_\perp} \frac{P^-}{P^+} F(\Delta_\perp^2).
\]  

(18)

Since \( P^2 = 2P^+P^- \) (remember that we chose our axes such that \( P_\perp = 0_\perp \)), we find that the \( P^+ \)-dependence can be factored out

\[
J_{LF}^-(b_\perp; P^+) = e \frac{M^2}{(P^+)^2} \int \frac{d^2 \Delta_\perp}{(2\pi)^2} e^{-i \Delta_\perp \cdot b_\perp} \frac{1 + \tau}{2} F(\Delta_\perp^2).
\]  

(19)

This is clearly a technical advantage of the LF formalism associated with the fact that LF boosts are kinematical operations. The drawback is that a system with definite average \( P^+ \) usually does not have definite average \( P_z \) [77], and hence is harder to picture physically unless one goes to the IMF (where the technical advantage over the usual instant-form formalism fades away). Note also that although \( P^+ \) (which plays the role of LF inertia) is treated as an independent kinematical variable in the LF formalism, the off-shellness of \( P^\mu \) is transferred to \( P^- \) and remains as a \( \tau \)-dependent kinematical factor under the integral in Eq. (19). This kinematical factor unfortunately makes the Fourier transform in Eq. (19) ill-defined for the monopole and DR parametrizations of the pion electromagnetic FF. We therefore use in Fig. 3 the dipole parametrization to make comparison between the LF charge and longitudinal current distributions.

FIG. 3. (Color online) Comparison between the 2D (left panel) [or radial (right panel)] LF charge (solid line) and longitudinal current (dashed line) distributions for a pion (\( \pi^+ \)), based on the dipole parametrization (A1) of the pion electromagnetic FF. Factors of \( P^+/M \) have been introduced so as to make the distributions \( P^+ \)-independent.
IV. SPIN-\(\frac{1}{2}\) TARGET

As usual, including spin will increase the complexity of a system [43, 45, 67]. This is the reason why we started with a spin-0 target. We are now ready to move on to the next simplest case, namely a spin-\(\frac{1}{2}\) target.

The matrix elements of the charge four-current operator for a spin-\(\frac{1}{2}\) target

\[
\langle p', s' | \hat{j}^\mu(0) | p, s \rangle = e \bar{u}(p', s') \Gamma^\mu(P, \Delta) u(p, s)
\]  

(20)

can be parametrized in terms of the traditional Dirac and Pauli FFs

\[
\Gamma^\mu(P, \Delta) = \gamma^\mu F_1(Q^2) + \frac{i \sigma^{\mu\nu} \Delta^\nu}{2M} F_2(Q^2),
\]  

(21)

or in terms of the electric and magnetic Sachs FFs [59]

\[
\Gamma^\mu(P, \Delta) = \frac{MP^\mu}{P^2} G_E(Q^2) + \frac{i \epsilon^{\alpha\beta\lambda\mu} \Delta_\alpha P_\beta \gamma^\lambda \gamma^5}{2P^2} G_M(Q^2)
\]  

(22)

with \(\epsilon_{0123} = +1\). These two sets of FFs are related via [31, 32]

\[
G_E(Q^2) = F_1(Q^2) - \tau F_2(Q^2),
\]

\[
G_M(Q^2) = F_1(Q^2) + F_2(Q^2).
\]

(23)

We consider that the parametrization (22) in terms of the Sachs FFs is physically more transparent\(^3\), since its structure in momentum space is reminiscent of a classical current in a polarized medium [33, 54, 78]. More specifically, the first term is directly proportional to the four-momentum and has therefore the structure of a convective current, while the second term involves the axial-vector Dirac current and hence can be interpreted as a polarization (or spin) current [59].

A. Breit frame distributions

It has been noticed long ago that the matrix elements of the charge four-current in the BF for a spin-\(\frac{1}{2}\) target take the simple form [31–33]

\[
\langle p_B', s' | \hat{j}^0(0) | p_B, s \rangle = e 2M \delta_{s's} G_E(Q^2),
\]

\[
\langle p_B', s' | \hat{j}(0) | p_B, s \rangle = e (\sigma_{s's} \times i \Delta) G_M(Q^2),
\]

(24)

with \(\sigma\) the Pauli matrices. The BF charge distribution depends only on \(G_E\) and hence is purely convective. Similarly, the BF current distribution depends only on \(G_M\) and has

\(^3\) An even better parametrization would be in terms of \(G_{E,M}(Q^2) \equiv \frac{M}{\sqrt{P^2}} G_{E,M}(Q^2) = \frac{1}{\sqrt{1+\tau}} G_{E,M}(Q^2)\), but for historical reasons we stick to the traditional Sachs FFs.
FIG. 4. (Color online) BF current distributions \( J_B(r) \) in the transverse plane \((r_z = 0)\) for a proton (left panel) and a neutron (right panel) polarized along the \( z \)-axis, based on the parametrization for the nucleon electromagnetic FFs given in Ref. [79]. The colorbar and the arrow length indicate the magnitude of the current density.

indeed the form of a spin current. The corresponding relativistic 3D spatial distributions are given by \([33, 59, 64]\)

\[
J_0^B(r) = e \delta_{s's} \int \frac{d^3\Delta}{(2\pi)^3} e^{-i\Delta \cdot r} \frac{M}{P_0^B} G_E(\Delta^2),
\]

\[
J_B(r) = e \frac{\nabla \times \sigma_{s's}}{2M} \int \frac{d^3\Delta}{(2\pi)^3} e^{-i\Delta \cdot r} \frac{M}{P_0^B} G_M(\Delta^2),
\]

with \(P_0^B = M\sqrt{1 + \tau}\). We stress here that these relativistic distributions differ from the conventional ones introduced by Sachs \([31, 32]\), where the Lorentz contraction factor \(M/P_0^B = 1/\sqrt{1 + \tau}\) has been removed by hand for closer analogy with the non-relativistic expressions. In Fig. 4, we show the distribution of the BF current in the plane defined by \(r_z = 0\) for a nucleon polarized in the \( z \)-direction, based on the parametrization for the nucleon electromagnetic FFs given in Ref. [79]. The BF charge distribution inside the nucleon has already been presented in the Fig. 1 of Ref. [59].

B. Elastic frame distributions

Contrary to the 3D BF distributions, the 2D EF distributions are defined for arbitrary values of \(P_2\). Evaluating explicitly the Dirac bilinears in the parametrization (20), e.g. with the aid of the results in Ref. [80], the EF charge amplitudes in momentum space can be put
in the following form:

\[ \langle p', s' | \hat{j}_\perp^0(0) | p, s \rangle = e 2 P^0 \left[ \delta_{s's} A_U + \frac{(\sigma_{s's} \times i \Delta)_z}{2M} A_T \right], \]

(26)

where the spin-independent amplitude,

\[ A_U = \frac{P^0 + M(1 + \tau)}{(P^0 + M)(1 + \tau)} G_E(Q^2) + \frac{\tau P^2_z}{P^0(P^0 + M)(1 + \tau)} G_M(Q^2), \]

(27)

was obtained in [59], and the spin-dependent amplitude,

\[ A_T = -\frac{P_z}{(P^0 + M)(1 + \tau)} G_E(Q^2) + \frac{P_z(P^0 + M(1 + \tau))}{P^0(P^0 + M)(1 + \tau)} G_M(Q^2), \]

(28)

was derived in [50]. Similarly, we find that the longitudinal EF current amplitudes take the following form

\[ \langle p', s' | \hat{j}_z(0) | p, s \rangle = e 2 P^0 \left[ \delta_{s's} B_U + \frac{(\sigma_{s's} \times i \Delta)_z}{2M} B_T \right], \]

(29)

with

\[ B_U = \frac{P_z(P^0 + M(1 + \tau))}{P^0(P^0 + M)(1 + \tau)} G_E(Q^2) + \frac{\tau P^2_z}{P^0(P^0 + M)(1 + \tau)} G_M(Q^2), \]

\[ B_T = -\frac{P^2_z}{P^0(P^0 + M)(1 + \tau)} G_E(Q^2) + \frac{P^0 + M(1 + \tau)}{P^0 + M)(1 + \tau)} G_M(Q^2). \]

(30)

For the transverse EF current amplitudes, we get

\[ \langle p', s' | \hat{j}_\perp(0) | p, s \rangle = e (\sigma_z)_{s's} (e_z \times i \Delta) \perp G_M(Q^2). \]

(31)

These results are fully consistent with the generic Lorentz transformation (4) of the BF amplitudes (24). Indeed, noting that the Wigner rotation matrix \( D(p_B^0, \Lambda) \) describes a spin rotation by an angle \( \theta \) in the \( (P, \Delta) \)-plane, we can write the EF amplitudes (4) more explicitly in the spin-\( \frac{1}{2} \) case as

\[ \langle p', s' | \hat{j}_\perp^0(0) | p, s \rangle = e 2 M \gamma \left[ \delta_{s's} \left( \cos \theta G_E(Q^2) - \beta \sin \theta \sqrt{\tau} G_M(Q^2) \right) \right. \]

\[ + \left. \frac{(\sigma_{s's} \times i \Delta)_z}{2M \sqrt{\tau}} \left( \sin \theta G_E(Q^2) + \beta \cos \theta \sqrt{\tau} G_M(Q^2) \right) \right], \]

\[ \langle p', s' | \hat{j}_z(0) | p, s \rangle = e 2 M \gamma \left[ \delta_{s's} \left( \beta \cos \theta G_E(Q^2) - \sin \theta \sqrt{\tau} G_M(Q^2) \right) \right. \]

\[ + \left. \frac{(\sigma_{s's} \times i \Delta)_z}{2M \sqrt{\tau}} \left( \beta \sin \theta G_E(Q^2) + \cos \theta \sqrt{\tau} G_M(Q^2) \right) \right], \]

(32)

\[ \langle p', s' | \hat{j}_\perp(0) | p, s \rangle = e (\sigma_z)_{s's} (e_z \times i \Delta) \perp G_M(Q^2). \]
First of all, we notice that the transverse current amplitudes remain invariant under a longitudinal boost, as confirmed by a comparison between Eqs. (24) and (31). Also, comparing Eq. (32) with Eqs. (26-30), we find that the Lorentz boost parameters are given by

\[
\gamma = \frac{P^0}{\sqrt{P^2}} = \frac{P^0}{P^0_B}, \quad \beta = \frac{P_z}{P^0},
\]

as one would have expected, and we conclude that the Wigner rotation angle \(\theta\) satisfies

\[
\cos \theta = \frac{P^0 + M(1 + \tau)}{(P^0 + M)\sqrt{1 + \tau}}, \quad \sin \theta = -\frac{\sqrt{\tau}P_z}{(P^0 + M)\sqrt{1 + \tau}}.
\]

It is straightforward to check that \(\cos^2 \theta + \sin^2 \theta = 1\) thanks to Eq. (13). Note that \(\theta\) should not depend on the spin of the target. We indeed find that

\[
\tan \theta = -\frac{\sqrt{\tau}P_z}{P^0 + M(1 + \tau)}
\]

agrees with the result derived from the general angular condition for a spin-1 target [60]. In Fig. 5, we show the dependence of the Wigner rotation angle \(\theta\) on \(P_z\) and \(Q = |\Delta|\) for a proton with mass \(M_p \approx 0.938\) GeV. We also present the \(Q\)-dependence of \(\cos \theta\) at different values of \(P_z\). For fixed value of \(P_z > 0\), the minimum value of this cosine is given by

\[
\cos \theta_{\text{min}} = \frac{1 + 2\tau_{\text{min}}}{(1 + \tau_{\text{min}})^{3/2}}, \quad \tau_{\text{min}} = \frac{1}{2} + \sqrt{\frac{P_z^2}{M^2} + \frac{5}{4}},
\]

represented by the gray lines in Fig. 5. Since \(-\frac{\pi}{2} \leq \theta \leq 0\), \(\theta_{\text{min}}\) actually corresponds to the largest Wigner spin rotation angle at a given \(P_z > 0\). For \(P_z = 0\), there is by definition no Wigner rotation.

We are now ready to discuss the EF distributions. We find that the EF charge distribution can be expressed as

\[
J_{\text{EF}}^0(b_\perp; P_z) = \int \frac{d^2\Delta_\perp}{(2\pi)^2} e^{-i\Delta_\perp \cdot b_\perp} \left[ \delta_{s's} \cos \theta + \frac{(\sigma_{s's} \times i\Delta)_z}{2M\sqrt{\tau}} \sin \theta \right] \frac{G_E(\Delta_\perp^2)}{\sqrt{1 + \tau}}
\]

\[
+ \int \frac{d^2\Delta_\perp}{(2\pi)^2} e^{-i\Delta_\perp \cdot b_\perp} \left[ -\delta_{s's} \sin \theta + \frac{(\sigma_{s's} \times i\Delta)_z}{2M\sqrt{\tau}} \cos \theta \right] \sqrt{\tau} \frac{G_M(\Delta_\perp^2)}{\sqrt{1 + \tau}}.
\]

The first line corresponds to the convective part, and the second line to the polarization part of the charge distribution. Similarly, the longitudinal EF current distribution reads

\[
J_{z,\text{EF}}(b_\perp; P_z) = \int \frac{d^2\Delta_\perp}{(2\pi)^2} e^{-i\Delta_\perp \cdot b_\perp} \frac{P_z}{P^0} \left[ \delta_{s's} \cos \theta + \frac{(\sigma_{s's} \times i\Delta)_z}{2M\sqrt{\tau}} \sin \theta \right] \frac{G_E(\Delta_\perp^2)}{\sqrt{1 + \tau}}
\]

\[
+ \int \frac{d^2\Delta_\perp}{(2\pi)^2} e^{-i\Delta_\perp \cdot b_\perp} \left[ -\delta_{s's} \sin \theta + \frac{(\sigma_{s's} \times i\Delta)_z}{2M\sqrt{\tau}} \cos \theta \right] \sqrt{\tau} \frac{G_M(\Delta_\perp^2)}{\sqrt{1 + \tau}}.
\]
For the transverse EF current distributions, we obtain the simpler expression
\[
J_{\perp,\text{EF}}(b_{\perp}; P_z) = e (\sigma_z)_{s's} \int \frac{d^2 \Delta_{\perp}}{(2\pi)^2} e^{-i \Delta_{\perp} \cdot b_{\perp}} \frac{(e_z \times i \Delta_{\perp})_{\perp}}{2 P^0} G_M(\Delta_{\perp}^2).
\] (39)

Just like in the spin-0 case, the spin-\(\frac{1}{2}\) EF four-current distribution reduces at \(P_z = 0\) to the projection of the 3D BF four-current distribution onto the transverse plane; see, e.g., Eq. (10).

For an unpolarized target, only the terms proportional to \(\delta_{s's}\) do contribute. Like in the spin-0 case, the transverse EF current distributions vanish and both the EF charge and longitudinal current distributions are axially symmetric. The difference is that the latter two distributions are now driven by \(P_z\)-dependent linear combinations of \(G_E\) and \(G_M\). While the \(G_E\) contribution associated with the convective part of the current is expected, the \(G_M\) contribution may be surprising. It is in fact a consequence of the Wigner rotation, which disappears if one sets \(\theta = 0\) by hand in the expressions. When the target is polarized, dipolar distortions correlated with the target polarization arise. These dipolar distortions are naturally attributed to the polarization part of the current driven by \(G_M\), but their magnitude also depends on \(G_E\) as a result of the Wigner rotation. We observe that the magnitude of \(J_{\perp,\text{EF}}\) decreases for increasing values of \(P_z\) owing to the factor \(P^0\) in the denominator of Eq. (39), while \(J_{0,\text{EF}}\) and \(J_{z,\text{EF}}\) tend toward the same distribution as \(P_z \to \infty\) like in the spin-0 case. In Fig. 6, we show some components of EF four-current distributions for different polarizations and momentum values of the nucleon.
FIG. 6. (Color online) Momentum dependence of the 2D EF four-current distributions at $b_x = 0$ for a proton (left panels) and a neutron (right panels), based on the parametrization for the nucleon electromagnetic FFs given in Ref. [79]. The EF charge (first row) and longitudinal current (second row) distribution are shown for a transversely polarized nucleon, while the transverse EF current distribution (third row) is shown for a longitudinally polarized nucleon.

C. Infinite-momentum limit and light-front distributions

The EF distributions being defined for arbitrary values of $P_z$, they provide a natural interpolation between the 3D BF distributions projected onto the transverse plane and the
2D IMF distributions. Since longitudinal boosts simply rescale the LF components of a Lorentz four-vector, we can decouple the four-vector boost from the Wigner rotation in Eq. (32) by considering the following combinations of amplitudes

\[
\langle p', s'| \hat{j}^+(0)|p, s \rangle = e^{\frac{2MP_+}{\sqrt{P^2}}} \delta_{s's} \left( \cos \theta G_E(Q^2) - \sin \theta \sqrt{\tau} G_M(Q^2) \right) \\
+ \left( \frac{\sigma_{s's} \times i \Delta_\tau}{2M \sqrt{\tau}} \right) \left( \sin \theta G_E(Q^2) + \cos \theta \sqrt{\tau} G_M(Q^2) \right),
\]

\[
\langle p', s'| \hat{j}^-(0)|p, s \rangle = e^{\frac{2MP_-}{\sqrt{P^2}}} \delta_{s's} \left( \cos \theta G_E(Q^2) + \sin \theta \sqrt{\tau} G_M(Q^2) \right) \\
+ \left( \frac{\sigma_{s's} \times i \Delta_\tau}{2M \sqrt{\tau}} \right) \left( \sin \theta G_E(Q^2) - \cos \theta \sqrt{\tau} G_M(Q^2) \right).
\]

(40)

Note that these are not proper LF amplitudes since they are defined in terms of the usual (or instant-form) polarization states instead of the LF helicity states.

In the IMF (i.e. \( P_z \to \infty \)), the amplitude \( \langle p', s'| \hat{j}^+(0)|p, s \rangle \) is enhanced while \( \langle p', s'| \hat{j}^-(0)|p, s \rangle \) is suppressed, owing to the global factor of \( P^+ \) and \( P^- \), respectively. We can also clearly see how the Wigner rotation mixes \( G_E \) with \( \sqrt{\tau} G_M \). Using the formulas (34) and (35) for the Wigner rotation angle \( \theta \), we find

\[
\lim_{P_z \to \infty} \cos \theta = \frac{1}{\sqrt{1 + \tau}}, \quad \lim_{P_z \to \infty} \sin \theta = -\frac{\sqrt{\tau}}{\sqrt{1 + \tau}}, \quad \lim_{P_z \to \infty} \tan \theta = -\frac{1}{\sqrt{\tau}},
\]

(41)

see, e.g., the lowest solid line for \( \cos \theta \) at \( P_z \to \infty \) in the right panel of Fig. 5. The spin-independent contribution to \( \langle p', s'| \hat{j}^+(0)|p, s \rangle \) is then driven in the IMF by the Dirac FF,

\[
\lim_{P_z \to \infty} \frac{\cos \theta G_E(Q^2) - \sin \theta \sqrt{\tau} G_M(Q^2)}{\sqrt{1 + \tau}} = \frac{G_E(Q^2) + \tau G_M(Q^2)}{1 + \tau} = F_1(Q^2),
\]

(42)

while the spin-dependent contribution is driven by the Pauli FF,

\[
\lim_{P_z \to \infty} \frac{\sin \theta G_E(Q^2) + \cos \theta \sqrt{\tau} G_M(Q^2)}{\sqrt{\tau} \sqrt{1 + \tau}} = \frac{G_M(Q^2) - G_E(Q^2)}{1 + \tau} = F_2(Q^2),
\]

(43)

as observed in Refs. [50, 59, 81]. Interestingly, the same structure also appears in the LF formalism [39–41, 82],

\[
\text{LF} \langle p', \lambda| \hat{j}^+(0)|p, \lambda \rangle_{\text{LF}} \big|_{\Delta s = 0} = e^{2P^+} \left[ \delta_{\lambda \lambda} F_1(Q^2) + \frac{\left( \sigma_{\lambda \lambda} \times i \Delta_\tau \right)}{2M} F_2(Q^2) \right],
\]

(44)

without having recourse to the IMF. The reason is that the Melosh rotation [72, 83] relating the LF polarization states \( |p, \lambda \rangle_{\text{LF}} \) to the usual canonical spin states \( |p, s \rangle \) precisely coincides in the BF for \( \Delta z = 0 \) with the IMF Wigner rotation, see Appendix C.
Owing to Eq. (44), the Dirac and Pauli FFs are often considered in the LF formalism as the “physical” electric and magnetic FFs. We observe however that the matrix elements of the longitudinal LF current density operator \( \hat{j}^- \) are usually not discussed. We find from Eq. (40) that the spin-independent contribution to \( \langle p', s' | \hat{j}^- (0) | p, s \rangle \) is driven by

\[
\lim_{\tau \to \infty} \frac{\cos \theta G_E(Q^2) + \sin \theta \sqrt{\tau} G_M(Q^2)}{\sqrt{1 + \tau}} = \frac{(1 - \tau) F_1(Q^2) - 2 \tau F_2(Q^2)}{1 + \tau} \equiv G_1(Q^2),
\]

and the spin-dependent contribution is driven by

\[
\lim_{\tau \to \infty} \frac{\sin \theta G_E(Q^2) - \cos \theta \sqrt{\tau} G_M(Q^2)}{\sqrt{\tau} \sqrt{1 + \tau}} = \frac{-2 F_1(Q^2) + (1 - \tau) F_2(Q^2)}{1 + \tau} \equiv G_2(Q^2).
\]

From the standard LF perspective, these combinations of \( F_1 \) and \( F_2 \) do not seem to have any clear physical meaning. It is usually not considered as a problem since only the “good” LF component \( \hat{j}^+ \) receives a probabilistic interpretation [39, 46, 84], while the “bad” LF component \( \hat{j}^- \) is regarded as a complicated object without clear physical interpretation, and is therefore often just ignored. From a covariant perspective, we find this situation unsatisfactory. In contrast to the traditional LF picture, we showed in the present study that the quasiprobabilistic phase-space approach motivates in fact the interpretation of the Sachs FFs as the physical ones, and provides a simple explanation for the structure of all the LF amplitudes in terms of Melosh-Wigner rotations.

Applying the general definition (15) for the LF four-current distributions to the case of a spin-1/2 target, we obtain

\[
J^+_{LF}(b_\perp; P^+) = e \int \frac{d^2 \Delta_\perp}{(2\pi)^2} e^{-i \Delta_\perp \cdot b_\perp} \left[ \delta_{\chi \lambda} F_1(\Delta^2_\perp) + \frac{(\sigma_{\chi \lambda} \times i \Delta)_z}{2M} F_2(\Delta^2_\perp) \right],
\]

\[
J^-_{LF}(b_\perp; P^+) = e \int \frac{d^2 \Delta_\perp}{(2\pi)^2} e^{-i \Delta_\perp \cdot b_\perp} \frac{P^-}{P^+} \left[ \delta_{\chi \lambda} G_1(\Delta^2_\perp) + \frac{(\sigma_{\chi \lambda} \times i \Delta)_z}{2M} G_2(\Delta^2_\perp) \right],
\]

\[
J^\perp_{LF}(b_\perp; P^+) = e (\sigma_z)_{\chi \lambda} \int \frac{d^2 \Delta_\perp}{(2\pi)^2} e^{-i \Delta_\perp \cdot b_\perp} \frac{(e_z \times i \Delta)_\perp}{2P^+} G_M(\Delta^2_\perp).
\]

Like in the spin-0 case (19), we can use the relation \( P^2 = 2P^+P^- \) to factor out the \( P^- \)-dependence in \( J^-_{LF}(b_\perp; P^+) \). We also observe that the transverse LF current distributions differ from the transverse EF current distributions (39), though both of them vanish in the IMF. Finally, the LF charge distribution is independent of \( P^+ \) and coincides with the IMF charge and longitudinal current distributions

\[
J^+_{LF}(b_\perp; P^+) = J^0_{EF}(b_\perp; \infty) = J^\perp_{EF}(b_\perp; \infty).
\]

In Fig. 7, we show some components of LF four-current distributions for different polarizations of the nucleon.
FIG. 7. (Color online) Comparisons between different components of LF four-current distributions at $b_z = 0$ for a proton (left panel) and a neutron (right panel), based on the parametrization of the nucleon electromagnetic FFs given in Ref. [79]. Factors of $P^+/M$ have been introduced so as to make the distributions $P^+$-independent. The LF charge (solid lines) and longitudinal current (dashed lines) distributions are shown for a transversely polarized nucleon, and the transverse LF current distribution (dotted lines) is shown for a longitudinally polarized nucleon, similarly to Fig. 6.

V. SUMMARY

In this paper, we extended the study of the relativistic charge distributions within the quantum phase-space formalism to the whole charge four-current. We treated in detail the spin-0 and spin-$\frac{1}{2}$ cases, discussed their frame dependence and compared with the corresponding light-front distributions. We confirm that all the relativistic distortions arising for a target with non-vanishing momentum can be understood as a combination of the familiar Lorentz four-vector transformation of the current and the Wigner spin rotation.

In the spin-0 case, the situation is simple since there is no Wigner rotation. We found that the charge and transverse current distributions are the same in both phase-space and light-front formalisms. They differ however for the longitudinal current distribution, which is the only component that depends on the target momentum. We noted in particular that the elastic frame distributions (i.e. those defined within the quantum phase-space approach) should be interpreted as giving a picture of the target with definite average momentum, and not with definite average velocity. The reason is that the mass-shell constraint implies that the various Fourier components contributing to an elastic frame distribution have different inertia, and hence different velocities for a given momentum.

The picture gets more complicated for a spin-$\frac{1}{2}$ target because of the polarization contribution to the current and the Wigner rotation. Of all the possible elastic frames, the Breit frame (interpreted from the phase-space perspective as the average rest frame) leads to the simplest multipole structure. As a result, the electromagnetic Sachs form factors can be interpreted as the physical electric and magnetic form factors. This contrasts with
the light-front formalism where the Dirac and Pauli form factors are often presented as the physical ones. While the latter appear when studying the light-front density, they do not provide a clear interpretation for the structure of the other components of the current. In this work, we demonstrated explicitly that keeping track of the spin rotation clarifies the general multipole structure of the whole charge four-current. In the phase-space formalism, the spin rotation arises from boosting a spinning system from the Breit frame to another frame, whereas in the light-front formalism it arises from switching to light-front helicity states.

Relativistic charge and three-current distributions are in general frame-dependent. To illustrate our results, we used convenient parametrizations of the pion ($\pi^+\pi^-$) and nucleon electromagnetic form factors fitted to the experimental data. Like in the relativistic charge distributions, we observe significant distortions in the other components of the four-current. We emphasize that our results and physical interpretations are of course applicable to any physical spin-0 or spin-$\frac{1}{2}$ target (including their antiparticles), e.g., $p, \pi, K^\pm, \Lambda, \Delta(1750), \Sigma^0, \Xi^-$ etc. as long as their electromagnetic form factors are available. Moreover, our analysis can easily be generalized to higher-spin targets.
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Appendix A: Pion electromagnetic form factors

As a simple ansatz, one can use the following dipole form for the spacelike pion ($\pi^+$) FF,

$$F^{(D)}_{\pi}(Q^2) = \frac{1}{(1 + Q^2 R^2/12)^2}, \quad (A1)$$

where the pion root-mean-square charge radius $R = \sqrt{\langle r^2 \rangle} = (0.672 \pm 0.008)$ fm has been extracted from a fit to world data [85, 86]. From (A1), one can easily obtain the corresponding
3D BF and 2D EF charge distributions (with \( r = |r| \) and \( b = |b_\perp| \))

\[
J_B^{0,(D)}(r) = \frac{3\sqrt{3}}{\pi R^3} \exp \left( -\frac{2\sqrt{3}r}{R} \right), \quad J_{EF}^{0,(D)}(b) = \frac{6\sqrt{3}b}{\pi R^3} K_1 \left( \frac{2\sqrt{3}b}{R} \right),
\]

where \( K_\nu(z) \) is the \( \nu \)-th order modified Bessel function of the second kind. Likewise, one can use the monopole model,

\[
F_\pi^{(M)}(Q^2) = \frac{1}{1 + Q^2 R^2/6},
\]

where \( R \) is the same as in \((A1)\) and the corresponding 3D BF and 2D EF charge distributions now respectively read

\[
J_B^{0,(M)}(r) = \frac{3}{2\pi r R^2} \exp \left( -\frac{\sqrt{6}r}{R} \right), \quad J_{EF}^{0,(M)}(b) = \frac{3}{\pi R^2} K_0 \left( \frac{\sqrt{6}b}{R} \right).
\]

Note the manifest singular behavior of \( J_B^{0,(M)}(r) \) as \( r \to 0 \) and of \( J_{EF}^{0,(M)}(b) \) as \( b \to 0 \), if a monopole FF like \((A3)\) is used [86, 87].

The pion FF in the timelike region \((s = q^2 > 4m_\pi^2 \text{ with } m_\pi \text{ the pion mass})\) over a large \( q^2 \) range has been precisely measured by the BABAR Collaboration [8], using the initial-state radiation method. Thanks to the dispersion theory, one can in principle obtain the corresponding pion FF in the spacelike region, especially for large \( Q^2 > 0 \). The squared modulus of the timelike pion FF \(|F_\pi(q^2)|^2\) is given by [8]

\[
|F_\pi(s)|^2 = \frac{\sigma_{\pi\pi}(s)}{\sigma_{\pi\pi}(s)^2 + \delta_{\pi\pi}^2(s)} \left( \frac{\alpha_{\pi\pi}(s)}{\alpha_{\pi\pi}(0)} \right)^2,
\]

where \( \sqrt{s} \) is the net center-of-mass energy of the produced \( \pi^+\pi^- \) pair with each particle moving at velocity \( \beta_\pi(s) = \sqrt{1 - 4m_\pi^2/s} \), \( \alpha_{\pi\pi}(0) = e^2/(4\pi) \approx 1/137 \) is the vacuum fine structure constant in the low-energy limit. Note that the lowest-order spin-0 pointlike charged particle pair-production cross section is \( \sigma_{\pi\pi}(s) = \pi \alpha_{\pi\pi}^2(0) \beta_\pi^2(s)/3s \), and \( \sigma_{\pi\pi}(s) \) is the total dressed cross section, which differs from the experimentally measured bare cross section \( \sigma_{\pi\pi}(0) \) by two corrections: one is the final-state radiation correction \( 1/(1 + \delta_{\pi\pi}^2(s)) \), and the other is the vacuum polarization correction \( (\alpha_{\pi\pi}(s)/\alpha_{\pi\pi}(0))^2 \).

In dispersion theory, the standard dispersion relation (DR) for the pion electromagnetic FF reads

\[
F_\pi^{(DR)}(Q^2) = \frac{1}{\pi} \int_{s_0}^{\infty} ds \frac{\text{Im} F_\pi(s)}{s - q^2 - i\epsilon},
\]

which connects the spacelike pion FF \( F_\pi^{(DR)}(Q^2) \) at \( Q^2 = -q^2 > 0 \) with the imaginary part of the timelike FF \( F_\pi(s) \) integrated over \( s \) above the two-pion threshold energy \( \sqrt{s_0} = 2m_\pi \).
FIG. 8. (Color online) (a) VDM fit of the timelike pion (\(\pi^+\)) FF measured by BABAR [8] and (b) comparison between pion FFs in both spacelike and timelike regions from three different approaches: simple dipole (A1) and monopole (A3) models, as well as from modified dispersion relation (A7), along with the NA7 [3], Jefferson Lab (JLAB) [6] and BABAR measurements [8].

[indicated by a vertical dashed red line in Fig. 8(a)]. It has also been suggested to use the following modified DR for the spacelike pion FF \(F_{\pi^{(DR)}}(Q^2)\) [88–90],

\[
F_{\pi^{(DR)}}(Q^2) = \exp \left[ -\frac{Q^2 \sqrt{s_0 + Q^2}}{2\pi} \int_{s_0}^{\infty} ds \frac{2 \ln |F_{\pi}(s)|}{s(s + Q^2)\sqrt{s - s_0}} \right],
\]

(A7)

which automatically ensures \(F_{\pi^{(DR)}}(0) = 1\) for the total charge of a \(\pi^+\) meson in units of e.

It has been known for quite a long time from a perturbative QCD (pQCD) analysis in the \(Q^2 \to \infty\) limit that the leading asymptotic behavior of the spacelike pion FF \(F_{\pi}(Q^2)\) reads [91–100]

\[
F_{\pi}(Q^2) \xrightarrow{Q^2 \to \infty} \frac{4\pi C_F}{Q^2} \alpha_s(Q^2) \left| a_0 \left( \frac{Q^2}{\Lambda_{QCD}^2} \right)^{-\gamma_0} \right|^2 \\
\approx \frac{8\pi}{Q^2} \alpha_s(Q^2) f_{\pi}^2 \propto \frac{1}{Q^2} \frac{1}{\ln(Q^2/\Lambda_{QCD}^2)},
\]

(A8)

where \(C_F = (N_c^2 - 1)/(2N_c) = 4/3\) is the Casimir operator for the fundamental representation of the SU(3)\(_c\) gauge field theory with \(N_c = 3\) quark colors, \(f_{\pi} \approx (130.2 \pm 1.7)\) MeV is the pion decay constant for \(\pi^+ \to \mu^+\nu_\mu\) reaction channel [101], \(\Lambda_{QCD} \approx 200\) MeV is the QCD energy scale, \(\gamma_0 = 0\) is the leading anomalous dimension, and \(a_0\) is related to the pion decay constant \(f_{\pi}\) via \(a_0 = 3f_{\pi}/\sqrt{2N_c} = \sqrt{\frac{3}{2}} f_{\pi}\). At one-loop order, the QCD normalized strong
coupling constant $\alpha_s(Q^2) = g_s^2(Q^2)/(4\pi)$ is explicitly given by

$$\alpha_s(Q^2) = \frac{4\pi}{\beta_0 \ln(Q^2/\Lambda_{\text{QCD}}^2)},$$

(A9)

where $\beta_0 = 11 - 2N_f/3$ with $N_f$ the number of quark flavors. It was noted in Ref. [94] that the leading short-distance interactions are reflected through $8\pi \alpha_s(Q^2)/Q^2$ in (A8), whereas all long-distance effects are absorbed in $f_\rho^2$. Moreover, we should remind that Eq. (A8) actually predicts the same positive sign as that from the usual vector-meson dominance models (VDMs). Explicitly, we see from Eq. (A8) that the asymptotic leading behavior of $F_\pi(Q^2)$ indeed appears like $F_\pi(Q^2) \sim Q^{-2}$, well consistent with the prediction of asymptotic scaling law [102–104], which will be modulated by the logarithmic behavior inherited from the QCD running coupling constant $\alpha_s(Q^2)$ in the pQCD analysis.

To ensure that the asymptotic behavior of $F_\pi^{(\text{DR})}(Q^2)$ agrees with the pQCD prediction (A8), we follow the method in Refs. [89, 105, 106] by using a large-$N_c$ infinite set of equidistant $\rho$ resonances for the timelike pion FF $F_\pi(s)$ in the region $s \geq s_{\text{max}} \equiv (2.95 \text{ GeV})^2$, and using the $\rho$-resonance VDM parametrization (including $\rho - \omega$ interference) of BABAR data [8, 89] in the region $s_0 \leq s \leq s_{\text{max}}$, with the charge normalization condition $F_\pi(0) = 1$ automatically ensured. We eventually obtained the full spacelike pion FF $F_\pi^{(\text{DR})}(Q^2)$ via (A7); see the green dotted line in Fig. 8(b).

### Appendix B: Effective velocity and charge distributions

By analogy with a classical current $J(x) = J^0(x)v(x)$, one can define an effective EF charge velocity distribution as

$$v_{\text{eff}}^{(\text{EF})}(b_\perp; P_z) \equiv \frac{J_{\text{EF}}(b_\perp; P_z)}{J_{\text{EF}}^0(b_\perp; P_z)}.$$  

(B1)

For a spin-0 target, this effective velocity distribution is purely along the $z$-axis and is usually non-uniform in the transverse plane, suggesting that there is some dispersion in the charge distribution along the $z$-direction when $P_z \neq 0$. This dispersion does not show up however in the EF charge distribution since the longitudinal coordinate is integrated over.

Alternatively, one can use the average center-of-mass velocity $v_{\text{CM}} = P/E_P$ with $E_P = \sqrt{M^2 + P^2}$ and define a non-dispersive effective charge distribution in the EF for a spin-0 target

$$\rho_{\text{eff}}^{(\text{EF})}(b_\perp; P_z) \equiv e \int \frac{d^2 \Delta_\perp}{(2\pi)^2} e^{-i \Delta_\perp \cdot b_\perp} \frac{E_P}{P^0} F(\Delta_{\perp}^2),$$

(B2)

such that $J_{\text{EF}}(b_\perp; P_z) = \rho_{\text{eff}}^{(\text{EF})}(b_\perp; P_z)v_{\text{CM}}$. Since integrating over $b_\perp$ amounts to setting
FIG. 9. (Color online) Momentum dependence of the longitudinal effective velocity distribution (left panel) and radial effective charge distribution (right panel) for a pion ($\pi^+$), based on the pion electromagnetic FF from modified dispersion relation (A7).

∆⊥ = 0⊥ in momentum space, the total electric charge is given by

$$q = \int d^2b \rho_{\text{EF}}^0(b_\perp; P_z) = \int d^2b \rho_{\text{EF}}^\text{eff}(b_\perp; P_z) = e F(0).$$  \hfill (B3)

Contrary to $J_{\text{EF}}^0$, the effective charge distribution does depend on $P_z$. Interestingly, it becomes equal to $J_{\text{EF}}^0$ when $P_z \to \infty$:

$$\rho_{\text{EF}}^\text{eff}(b_\perp; \infty) = J_{\text{EF}}^0(b_\perp; \infty),$$  \hfill (B4)

which is to be expected since in this case all Fourier components of the effective charge distribution have a velocity close to the speed of light.

In Fig. 9, we show the radial effective velocity and charge distributions for various values of $P_z$, using the pion electromagnetic FF obtained within the dispersion relation framework. When $0 < P_z < \infty$, we observe that there is a critical value for $b = |b_\perp|$ above which the effective velocity becomes superluminal. As $P_z$ increases, this critical value decreases towards 0. In the IMF, the effective velocity becomes however equal to 1 for all values of $b$. Superluminal effective velocities do not seem to be an artifact resulting from a poor choice of parametrization for the pion electromagnetic FF. We think it has in fact to do with the phase-space formalism itself. Indeed, position eigenstates are constructed following the Newton-Wigner approach [107]. While at the initial time they correspond to perfectly localized states in position space, they will spread outside the light cone at later times. This is usually considered as a problematic feature, but as stressed in Ref. [108] there is no actual information carried by this superluminal spreading, and hence no fundamental clash with the relativistic causality (a similar argument as for entangled states in the EPR paradox). In any case, we remind that the effective velocity was simply constructed by analogy with a
classical four-current. While the analogy may be valid for the expectation value \(\langle \Psi | \hat{j}^\mu(x) | \Psi \rangle\), it should be considered with a grain of salt in the case of \(J_{\text{EF}}^\mu(b_{\perp}; P_z)\) since wave-packets have been factored out [57, 58, 62]. The same precaution applies to the effective charge distribution, since a genuine spin-0 charge distribution projected onto the transverse plane should in principle not depend on the target momentum, according to Special Relativity.

**Appendix C: Wigner and Melosh rotations**

Let us consider a Lorentz transformation such that \(p'^\mu = \Lambda^\mu_\nu p^\nu\). The Wigner rotation describes how the canonical polarization gets rotated\(^4\)

\[
U(\Lambda)|p, s\rangle = \sum_{s'} |p', s'\rangle D_{s's}(p, \Lambda)
\]

\[
\Rightarrow |p', s\rangle = \sum_s U(\Lambda)|p, s\rangle D_{ss'}(p, \Lambda), \quad (C1)
\]

where \(U(\Lambda)\) is the unitary operator implementing the Lorentz transformation in Hilbert space. For a spin-\(\frac{1}{2}\) system and a pure boost along the \(z\)-direction, we can write

\[
D_{ss'}(p, \Lambda) = \cos \frac{\theta}{2} \delta_{ss'} + i \sin \frac{\theta}{2} \frac{(p \times \sigma_{ss'})_z}{|p_\perp|}. \quad (C2)
\]

Using now the expressions we found for \(\cos \theta\) and \(\sin \theta\) in Eq. (34), we conclude from half-angle formulas that

\[
\cos \frac{\theta}{2} = \sqrt{\frac{(p^0 + M\sqrt{1+\tau})(\sqrt{1+\tau} + 1)}{2(p^0 + M)\sqrt{1+\tau}}}, \quad \sin \frac{\theta}{2} = -\sqrt{\frac{(p^0 - M\sqrt{1+\tau})(\sqrt{1+\tau} - 1)}{2(p^0 + M)\sqrt{1+\tau}}}. \quad (C3)
\]

In particular, these expressions reduce in the IMF to

\[
\lim_{p_z \to \infty} \cos \frac{\theta}{2} = \sqrt{\frac{\sqrt{1+\tau} + 1}{2\sqrt{1+\tau}}}, \quad \lim_{p_z \to \infty} \sin \frac{\theta}{2} = -\sqrt{\frac{\sqrt{1+\tau} - 1}{2\sqrt{1+\tau}}}. \quad (C4)
\]

The Melosh rotation relates the LF helicity states to the canonical spin states as follows

\[
|p, \lambda\rangle_{\text{LF}} = \sum_s |p, s\rangle \mathcal{M}_{s\lambda}, \quad (C5)
\]

\(^4\) In the literature, the Wigner rotation matrix is often denoted as \(D_{s's} = (D^\dagger)_{s's} = D_{s's}^*\).
\[ M_{s\lambda} = \frac{(\sqrt{2}p^+ + M) \delta_{s\lambda} - i(p_\perp \times \sigma_{s\lambda})_z}{\sqrt{2\sqrt{2}p^+(p^0 + M)}}. \quad (C6) \]

Introducing a Melosh rotation angle \( \theta_M \) similarly to Eq. (C2), we get

\[
\cos \frac{\theta_M}{2} = \frac{\sqrt{2}p^+ + M}{\sqrt{2\sqrt{2}p^+(p^0 + M)}}, \quad \sin \frac{\theta_M}{2} = -\frac{|p_\perp|}{\sqrt{2\sqrt{2}p^+(p^0 + M)}}. \quad (C7)
\]

Since \((\sqrt{2}p^+ + M)^2 + p_\perp^2 = 2\sqrt{2}p^+(p^0 + M)\) it is easy to see that \(\cos^2 \frac{\theta_M}{2} + \sin^2 \frac{\theta_M}{2} = 1\). If we now consider a BF with purely transverse momentum transfer, the initial four-momentum reads \(p_B^\mu = (M\sqrt{1+\tau}, -\Delta_\perp, 0)\) and Eq. (C7) reduces to

\[
\cos \frac{\theta_M}{2} \Big|_B = \frac{\sqrt{1+\tau} + 1}{\sqrt{2\sqrt{1+\tau}(\sqrt{1+\tau} + 1)}}, \quad \sin \frac{\theta_M}{2} \Big|_B = -\frac{\sqrt{\tau}}{\sqrt{2\sqrt{1+\tau}(\sqrt{1+\tau} + 1)}}. \quad (C8)
\]

Comparing this with Eq. (C4), we conclude that the Melosh rotation in the BF with \(\Delta_z = 0\) is equal to the IMF Wigner rotation. In other words, switching to the LF formalism amounts in some sense to using the IMF canonical polarization basis without having to consider the limit \(p_z \rightarrow \infty\).
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