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Abstract. We study the water hammer problem in the case of a sudden closing of a valve upstream, and we consider a Lax-Wendroff finite difference scheme in order to obtain a numerical solution of this problem. In order to establish the approximation of this scheme to the original case, we rigorously show some properties such as consistency, stability and weak convergence of the scheme under reasonable conditions. In addition, we present some numerical simulations in order to show some features of the numerical method.

1. Introduction

Water flow can be described by various models such as the Saint-Venant model [4], a variant of the linearized Euler equations [7,11], and a switched differential algebraic equation model [17]. Although the former two models follow the same general equation set, the Saint-Venant model usually refers to shallow water systems with free surfaces, while a variant of the linearized Euler equations sometimes called the isothermal Euler equations [11] typically refers to fluid flow in a (closed) pipeline system. In [3] the nomenclature ‘Saint-Venant equations’ is used interchangeably for the fluid flow in a lake and a pipe. They refer to the difference as “open channel” and “pipeline model”. Here the main motivation for our study of the Saint-Venant equations is the so-called water hammer problem which occurs when a valve is closed very quickly in a pipeline carrying water. Let $c_f$ and $D$ be constants which reflect the friction and diameter of the pipeline respectively. We refer to our model as the Saint-Venant equations (pipeline case) in the spirit of [3], Example 1.6.1, and these are given by:

\[
\begin{aligned}
\partial_t \rho + \partial_x q &= 0 \\
\partial_t q + \partial_x \left( \frac{q^2}{\rho} + p \right) &= -\frac{c_f a |q| q}{2D}, \quad (t, x) \in (0, T) \times \mathbb{R}, \\
(\rho, q) &= (\rho_0, q_0)
\end{aligned}
\]

(1.1)

where $p$ is pressure which is directly proportional to $\rho$ the material density and $q$ is the fluid flow with $(\rho_0, q_0)$ some given functions. The number $a = 0$ if the model considers no friction [3] and $a = 1$ if it considers friction [11,16].

Several numerical methods have been used to approximate these equations (1.1) with $a = 0$, such as the Upwind Scheme cf. [2,34] and Galerkin methods cf. [21,33]. For higher-order accuracy numerical method, one can also refer to essentially non-oscillatory (ENO) schemes [12–14] or weighted-essentially non-oscillatory (WENO) schemes [20,27]. However it has been proposed in the presence of friction in the pipeline, that there should be an extra term (corresponding to $a = 1$) as stated in [16,35]. To this end, we study the nonlinear hyperbolic balanced laws with changing boundary conditions and semi-linear friction term. The theorems and numerical algorithms here are the first to rigorously analyze pipe valve closure as a dynamical boundary condition.
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For simplicity, if we assume a pipe that is 2L long with left and right side connecting to a reservoir (giving constant water density) and at time $t_1$, there is a valve which closes instantly to cut off the water flow at $x = L$ in the pipe, and this leads to changing boundary conditions. The water hammer problem occurs when the valve is closed very quickly. We assume in our model that the valve is closed instantaneously leading to a hard boundary condition. This scenario is different to the slow closing valves c.f. [3] for an overview or the engineering model [17] which gets rid of the spatial variable. Therefore, we introduce an indicator function (similar to a Heaviside function) $\mathbb{I}(\Omega)$ which maps from some subset $\Omega \subset [0, T] \times [0, 2L]$ to the set $\{0, 1\}$, to indicate that whether the flow is constrained. In this case we take $\mathbb{I}$ to be 1 on $\Omega = [t_1, T] \times [0, L] \cup [0, t_1] \times [0, 2L]$ and 0 elsewhere. This indicates that we have restricted the equation set to hold on the left hand side of the pipe after the valve closes. We now modify (1.1) to capture these dynamics so we are analyzing the equation set:

\[
\begin{align*}
(\partial_t \rho + \partial_x q) \cdot \mathbb{I}(\Omega) &= 0, \\
\left[ \partial_t q + \partial_x \left( \frac{q^2}{\rho} + p \right) \right] \cdot \mathbb{I}(\Omega) &= \left( -\frac{c_f q |q|}{2D \rho} \right) \cdot \mathbb{I}(\Omega), \quad (1.2b) \\
(\rho(0, x), q(0, x)) &= (\rho_0(x), q_0(x)), \quad (1.2c) \\
\rho(t, 0) &= \rho_1(t) \quad t \in [0, T], \quad (1.2d) \\
\rho(t, 2L) &= \rho_2(t) \quad t \in [0, t_1), \quad q(t, L) = 0 \quad t \in [t_1, T]. \quad (1.2e)
\end{align*}
\]

Functions $(\rho_0, q_0)$ and $(\rho_1, \rho_2)$ are given. The boundary condition (1.2e) indicates the hard boundary of the valve - that is there is no new flow at $x = L$ after a certain time. The boundary condition (1.2d) indicates the reservoir. We assume throughout this paper that the system is hyperbolic before the valve closes, and hyperbolic in the weak sense after the valve closes. The definition of hyperbolic is reviewed below equation (2.2) in the next section.

In the appendix of [3], Theorem B.1 shows the well-posedness of the systems through Riemann coordinates, such that if the conditions $(\rho_0, q_0)$ and $(\rho_1, \rho_2)$ are given the system (1.2) for some $t_1$ the system is well posed with $(\rho, \frac{q^2}{\rho})$ in $C^\infty([0, t_1] \times [0, 2L])^2$. Therefore in our analysis we assume $(q_0, \rho_0)$ are chosen so that $u = (\rho, \frac{q^2}{\rho})$ with $\rho > 0$ is in $C^\infty([0, t_1] \times [0, 2L])^2$ before the valve closure and in $H^{-1}([t_1, T] \times [0, L])^2$ after the valve closure, which given [3] is a good space to make sense of the solution. This assumption is discussed more thoroughly in Section 5. Through abuse of notation we write $C^\infty([0, t_1] \times [0, 2L])^2 \cup H^{-1}([t_1, T] \times [0, L])^2$ as the space of the solution even though we mean the spaces before and after the valve closure. We construct a numerical Lax-Wendroff scheme for (1.2) which has a rigorous error analysis over the engineering ODE model proposed by [17,29] with modelling based on method of characteristics. This new dynamical equation set (1.2) could work for gas or petroleum pipelines industry c.f. [5,8,30], and could also refer to blood flowing through artificial valves in the human heart [10,19,22,24].

The main contribution of this paper is therefore twofold. The first is consistency and stability of the Lax-Wendroff scheme with the inclusion of a term which represents friction. It should be noted in [9] that general principles for Lax-Wendroff type convergence of a finite volume scheme have been established for Euler equations in low dimensions, and in the case of Saint-Venant in 2d [15]. Our method is different in this specific case and also because of the presence of the friction term. This term ($(1.1), a = 1$) makes it analytically more difficult to prove convergence.
The second and most important contribution is the analysis of the valve closure as being an instantaneous boundary condition, formulated by (1.2). While shocks have been analyzed extensively, fast valve closure has not appeared in the literature before. It was unclear to the authors how using another finite volume scheme such as in [9] or [15] that the rapid valve closure could be incorporated. We show that the numerical solution still converges in the weak sense. This result is exciting because it shows that rapidly moving valves, such as pipe and heart valves, can be analyzed this way in the future.

The outline of this article is as follows: In Section 2, we rewrite the system in a quasi-linear form and describe the finite difference operator we use. We introduce the main theorems in Section 3. In Section 4, we show the consistency and the stability of the scheme which was proposed in Section 2, and prove Theorem 1. We specify in Section 6 the numerical version of the boundary conditions that are needed before and after the influence of the valve on the system. In Section 7, we prove the convergence of the numerical solution to the analytical solution with discontinuity in distributional sense, and this is our second main result which is Theorem 2. Finally, in Section 8 we present some simulations by applying the conditions discussed in Section 6 and show the convergence we achieved.

2. **Numerical scheme setup**

In this section, we first consider the general Saint-Venant model with semilinear friction term without boundary conditions, which means $-\infty < x < \infty$, and it also works when a pipe connects to 2 reservoirs at each end, discussed in Section 6. The effect of the valve switching closed (instantaneously changing boundary condition) will be discussed later also in 6.

Consider the equation (1.1) with $a = 1$, If we substitute $q$ with $\rho \cdot v$ into (1.2), and with the linear pressure law $p(\rho) = p_a + K \frac{\rho - \rho_a}{\rho_a}$, we have the partial differential equation

$$\frac{\partial}{\partial t} \left( \frac{\rho}{v} \right) + \left( \frac{v}{\rho} \right) \frac{\partial}{\partial x} \left( \frac{\rho}{v} \right) = \left( -\frac{c_f}{2D} |v| \right).$$

Let $u = \left( \frac{\rho}{v} \right)$, $A(u) = \left( \frac{v}{\rho} \right)$, and $B(u) = \left( -\frac{c_f}{2D} |v| \right)$, then we can reformulate our system as

$$\begin{cases}
\partial_t u(t, x) = -A(u(t, x))\partial_x u(t, x) + B(u(t, x)), \\
u(0, x) = u_0(x).
\end{cases}$$

This formulation of the system is needed to apply the theorem in [31]. We assume that our system is hyperbolic, that is (2.2) has matrix $A$ with distinct eigenvalues of opposite sign for all $(t, x)$. Let $t = n\Delta t$, $x = j\Delta x$, $n, j \in \mathbb{N}$ where $U^n_j = U(n\Delta t, j\Delta x)$ stands for the numerical solution for each space and time step. We want to approximate the equation (2.2) by a finite difference scheme $\varphi$:

$$U(t + \Delta t, x) = \varphi \left( \{U(t, x \pm j\Delta x)\}_{j \in \mathbb{N}}, \Delta t, t, \Delta x, x \right).$$

The basic idea of the Lax-Wendroff method is to expand the solution of the equation up to the second order in time $t$, and then to use space derivatives to replace the time derivative. This is done through an intermediate step of constructing a function $U(t, x)$ close to the solution $u(t, x)$, which when evaluated at the grid points is referred to as the numerical solution.
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which requires \( v \) to be \( C^\infty \) if interpreted in the classical sense for repeated use of the finite difference method. However for the nonlinear Lax-Wendroff method the computations are complicated. The complications occur because for the full partial differential equation \( (a = 1) \) it is difficult to compute the convergence conditions. Secondly unless we use [31] it is not necessarily true as in the linear case that consistency and stability implies convergence. We recall two definitions that will help us apply Strang’s theorem from [31] in Section 4. As part of Section 4, we will show the scheme (2.3) is consistent for the equation (2.2). First we start by defining an expansion for a candidate \( U(t,x) \) approximation of a solution to a smooth quasi-linear hyperbolic equation as follows:

\[
U(t,x) := u(t,x) + \sum_{k \geq 1}^K (\Delta t)^k V_k(t,x), \quad k = 1, 2, 3, ..., \tag{2.6}
\]

where \( V_k \) is a series of error terms existing up to some power \( K \), classified by the orders of \((\Delta t)^k \). The power \( K \) depends on what numerical scheme is used. Of course this expansion cannot be true for all values of \( t, x \) and \( \Delta t \). The cone in which this expansion holds uniformly is dictated by the so-called Courant-Friedrich-Lewy (CFL) condition.

Therefore from the scheme (2.3), we know that the discrete time evolution of the solution is derived by a finite difference scheme \( \varphi \), with the scheme \( \varphi \) being also expressed as

\[
\varphi(\{U(t, x \pm j\Delta x)\}_{j \in \mathbb{N}}, \Delta x, \Delta t) = U(t, x) + \Delta t \partial_t U(t, x) + O((\Delta t)^2)
\]

\[
= U(t, x) + \Delta t(-A(U)\partial_x U + B(U)) + O((\Delta t)^2)
\]

so that we can obtain the truncation error of the scheme by substituting every \( U \) in the scheme (2.7) by (2.6) where

\[
U(t + \Delta t, x) = \varphi(\{U(t, x \pm j\Delta x)\}_{j \in \mathbb{N}}, \Delta x, \Delta t).
\]

with \( U(x, 0, \Delta t) = u_0(x) \). In order to make this scheme work, instead of the natural numbers, let us consider a subset \( \mathbb{L} \). Let us denote \( \mathbb{L} \) the set of points \( l_1, ..., l_s \) where \( \mathbb{L} \) is a subset of the set \( \mathcal{L} \) of lattice points with integer coordinates in space. Let \( \mathbb{L}^h \) be the convex hull of \( \mathbb{L} \) in this space and fix the ratio \( r = \Delta t/\Delta x \). Then given a point \((t_0, x_0)\) we define the closed cone

\[
\mathcal{C}_0 = \{(x, t) | 0 \leq t \leq t_0, \; r(x - x_0)/(t_0 - t) \in \mathbb{L}^h\}
\]

and the intersection with the mesh of width \( \Delta x \). Then we get

\[
\mathcal{M}(t, \Delta x) = \{(t, x) | (t, x) \in \mathcal{C}_0, \; x = x_0 + l\Delta x, l \in \mathcal{L}\}
\]

Calculating \( U(t_0, x_0, \Delta t) \) where usually the \( \Delta t \) is suppressed where it is understood, involves only the points in \( \mathcal{M}(t_0 - i\Delta t, \Delta x) \) with \( i = 1, ..., t_0/\Delta t \) and that as \( \Delta t \to 0 \) these points are dense in \( \mathcal{C}_0 \). Under some hypothesis on \( \mathcal{C}_0 \) we want to show

\[
\lim_{\Delta t \to 0} U(t_0, x_0, \Delta t) = u(t_0, x_0).
\]
To this end we start by Taylor expanding $B(\cdot)$

$$B\left(u + \sum_{k=1}^{K} (\Delta t)^k V_k(t,x)\right) = B(u) + \frac{\partial B(u)}{\partial u} \left( \sum_{k=1}^{K} (\Delta t)^k V_k \right) + \beta_k(t,x)$$

(2.11)

and then substituting (2.11) into (2.2), and using (2.6) and the definition of $\varphi$ we have a series of systems classified by the order of $(\Delta t)^k$ such that

$$
\begin{cases}
V_k(t + \Delta t, x) = V_k(t, x) - \Delta t A(u) \partial_x V_k(t, x) + \Delta t \partial_B \frac{\partial B(u)}{\partial u} V_k + \Delta t \cdot \beta_k(t, x) \\
V_k(0, x) = 0, \quad k = 1, 2, 3, ... 
\end{cases}
$$

(2.12)

Here $\beta_k$ is the remainder of the Taylor’s expansions from (2.11), being a nonlinear inhomogeneous term for each system of $V_k$. We recall the first of our two definitions:

**Definition 1.** The order of accuracy $p$ of the difference operator is the index $j$ of the first non-vanishing principal error term $V_j(t,x)$.

To make sure the finite difference scheme is $\ell_2$-stable, we must verify that the $\ell_2$-norm of its first variation is bounded. Therefore we introduce the Gateaux derivative of a vector function. The finite difference scheme we use here is a function of a series of $U(t, x+j\Delta x)$, in addition to the space and time step $\Delta x$ and $\Delta t$. So we let

$$d\varphi(U) := \lim_{\epsilon \to 0} \frac{\varphi(U + \epsilon f) - \varphi(U)}{\epsilon},$$

(2.13)

where $\varphi \in \mathbb{R}^2$,

$$U(t, x) := (\rho(t, x - \Delta x), \rho(t, x), \rho(t, x + \Delta x), v(t, x - \Delta x), v(t, x), v(t, x + \Delta x))^T,$$

$$f := (f_1(x - \Delta x), f_1(x), f_1(x + \Delta x), f_2(x - \Delta x), f_2(x), f_2(x + \Delta x))^T.$$

Now we recall the following definition from [31]:

**Definition 2.** Let $c_j$ be the Jacobian of $\varphi$ in (2.3) with respect to its $j^{th}$ argument $U(t, x+j\Delta x)$, $j = 1, 2, 3, ...$, then the first variation of $\varphi$ with respect to the argument vector $U(t,x)$ is defined by

$$(M(t, \Delta x)f)(x) := d\varphi(U) = \sum_{j=1}^{K} c_j(u(t,x),...,u(t,x),x,t,0)f(x+j\Delta x).$$

(2.14)

We can think of $f$ and $Mf$ as defined on $M(t, \Delta x)$ and $M(t + \Delta t, \Delta x)$ respectively.

### 3. Statement of the Main Theorems

The first theorem is a generic convergence result of the scheme on the problem (1.1) or (1.2) before the valve closure. Let $L^* > 0$ be a real number.

**Theorem 1.** Assume the solution $u = (\rho, \frac{a}{\rho})$ to (1.1) with $a = 1$ is in $C^\infty([0,T] \times [0,L^*])^2$. Let $\varphi$ be the finite difference operator of the 1d quasi-linear hyperbolic equation (2.2) corresponding to the approximate numerical solution $U(t,x)$ of the real solution $u(t,x)$ which satisfies the iteration

$$U(t + \Delta t, x) = \varphi\left(\{U(t, x \pm j\Delta x)\}_{j \in \mathbb{N}}, \Delta t, t, \Delta x, x\right).$$
The finite difference scheme \( \varphi \) is given by the Lax-Wendroff method with \( u(t + \Delta t, x) \) which is Taylor expandable in \( t \) up to the second order

\[
u(t + \Delta t, x) = u(t, x) + \Delta t \cdot \partial_t u(t, x) + \frac{\Delta t^2}{2} \partial_t^2 u(t, x) + O((\Delta t)^3)
\]
on \([0, T] \times [0, L^*] \). Then the finite difference operator \( \varphi \) is consistent with accuracy order \( p = 2 \), and its first variation is \( \ell_2 \)-stable with proper CFL-condition on \( \Delta t \) and \( \Delta x \). Furthermore the constructed \( U(t, x) \) is equal to the actual solution modulo an error, that is

\[
U(t_0, x_0) = u(t_0, x_0) + O((\Delta t)^2).
\]
for \((t_0, x_0)\) inside the cone dictated by the CFL condition.

This is the first time the Lax-Wendroff scheme has been shown to be consistent and accurate for the Saint-Venant or pipeline equation with a semi-linear friction term. The reason for this choice of numerical model/technique is that there is no straightforward way of showing consistency and stability implies convergence for this problem without using Strang’s methods [31].

For the convenience of computation, we put the equation set (2.2) in divergence form by setting

\[
w := \left( \frac{\rho}{q} \right), \quad F(w) := \left( \frac{q}{q + p(\rho)} \right), \quad G(w) := \left( \frac{0}{\Delta t q^2} \right).
\]
We refer to \( u = (\rho, \frac{\rho}{q}) \) from Theorem 1 as the normalized solution. Since Theorem 1 describes the dynamics before the valve closure, we now need to describe the dynamics after the valve closure.

**Theorem 2.** Let \( w \in H^{-1}((t_1, T] \times [0, L])^2 \cup C^\infty([0, t_1] \times [0, 2L])^2 \), be a solution of the PDE (1.2) that satisfies

\[
\int_{t_1}^{T} \int_{0}^{L} w \cdot \partial_t \varphi + F(w) \cdot \partial_x \varphi - G(w) \cdot \varphi_{dx} dt + \int_{0}^{L} w(t_1, x) \cdot \varphi(t_1, x) dx
\]

\[
+ \int_{t_1}^{L} w(t_1, x) \cdot \varphi(t_1, x) dx + \int_{t_1}^{T} F(w(t, L)) \varphi(t, L) dt = 0
\]
for any test function \( \varphi(t, x) = (\varphi_1(t, x) \varphi_2(t, x))^T \) with \( \varphi_1, \varphi_2 \in C^\infty([0, T] \times [0, 2L]) \). Let \( \{U_j^n\}_{j \in I}, I = \{0, 1, 2, \ldots, N_x \} \times \{0, 1, 2, \ldots, N_t \} \) be a set of numerical solutions computed from the Lax-Wendroff scheme (corresponding to \( u \)) with the initial condition vector given by,

\[
\{U_j^0\}_{0 \leq j \leq N_x} = \{\lim_{t \to t_1^-} u(t, j \Delta x)\}_{0 \leq j \leq N_x}.
\]
At the time of closing of the valve the scheme is updated using the conditions

\[
\{[U_0^n]\}_{0 \leq n \leq N_t} = u_1(n \Delta t, 0), \quad \{[U_{N_x}^n]\}_{0 \leq n \leq N_t} = 0, \quad \lim_{t \to t_1^-} \partial_x \rho(t, L) = 0
\]
where \( u_1 \) is given by the reservoir at \( x = 0 \) and \( \lim_{t \to t_1^-} \partial_x \rho(t, L) = 0 \) evaluated at the grid points.

Suppose there exists a constant \( C_h \) such that

\[
\lim_{t \to t_1^-} \|u(t, \cdot)\|_{L^\infty([0, L])} \leq C_h, \quad |U_j^n| \leq C_h \quad \forall n, j \in \mathbb{N}, \quad \lim_{t \to t_1^-} \|\partial_x F(w)\|_{L^1([0, 2L])} \leq C_h,
\]
then the numerical solution set \( \{ U_j^n \} \) converges to the weak solution \( u(t, x) \) of order 1 in the distributional sense when \( \Delta t, \Delta x \to 0 \) under the generalized CFL condition, \( \frac{\Delta t}{\Delta x} \leq C_{CFL} \) for some constant \( C_{CFL} < \infty \), specified in Proposition 2 and computed explicitly.

The specification of the numerical conditions to match the reservoir is given in Subsection 6.1.

4. Dynamics before the valve closure

In this section, we will analyze the consistency of the finite difference scheme \( \varphi \) in (2.3) and the stability of the approximation solution by Lax-Wendroff method, which will result in the proof of Theorem 1. Historically, it has already been proved that under a proper CFL condition, the Lax-Wendroff scheme is consistent and stable when applied to some linear partial differential equations, such as the advection equation [1], but in the nonlinear area it has not been fully used yet, especially with changing boundary conditions. Also unlike linear PDEs, [32] pointed out that the challenges may vary between different nonlinearities to prove the equivalence of stability and convergence, but still linear stability carries over to the nonlinear setup according to the celebrated theorem of Strang [31]. Therefore, we only need the implication that consistent and \( \ell_2 \)-stable properties imply convergent in order to conclude convergence of our modified Lax-Wendroff scheme. This implication is an explicit application of an abstract result of [31]. This section follows the notation of [31] closely.

By Taylor expanding, we have that

\[
\begin{align*}
\rho(t + \Delta t, x) &= \rho(t, x) + \Delta t \cdot \partial_t \rho(t, x) + \frac{(\Delta t)^2}{2} \partial^2_t \rho(t, x) + O((\Delta t)^3) \\
v(t + \Delta t, x) &= v(t, x) + \Delta t \cdot \partial_t v(t, x) + \frac{(\Delta t)^2}{2} \partial^2_t v(t, x) + O((\Delta t)^3).
\end{align*}
\]

(4.1)

Again we have that

\[
\begin{align*}
\partial_t \rho &= -\rho \partial_x v - v \partial_x \rho \\
\partial_t v &= -v \partial_x v - \frac{K}{\rho_a} \partial_x \rho - Cv[v],
\end{align*}
\]

(4.2)

so the second derivatives of \( t \) derived from (4.2) are

\[
\begin{align*}
\partial^2_t \rho &= 2\rho(\partial_x v)^2 + 2\rho v \partial^2_x v + 4v \partial_x v \partial_x \rho + 2C[v]v \partial_x v + C[v]v[\partial_x v] \partial_x \rho \\
&\quad + \left( \frac{K}{\rho_a} + v^2 \right) \partial^2_x v \\
\partial^2_t v &= 2v(\partial_x v)^2 + \left( \frac{K}{\rho_a} + v^2 \right) \partial^2_x v + 5C[v]v \partial_x v + \frac{2K}{\rho_a} \partial_x \rho \partial_x v - \frac{2Kv}{\rho_a} (\partial_x v)^2 \\
&\quad + \frac{2Kv}{\rho_a} \partial^2_x \rho + 2C[v] \frac{K}{\rho_a} \partial_x \rho + 2C[v].
\end{align*}
\]

(4.3)

Therefore by substituting (4.2) and (4.3) back into (4.1) and using the central difference scheme (2.4) and (2.5), we have the finite difference scheme (2.3), i.e., we can construct \( \varphi \left( \{ U(t, x \pm j \Delta x) \} \right) \) and (4.3). Now we have the following proposition:

**Proposition 1.** Assume the solution to (2.1) is in \( u \in C^\infty([0, T] \times [0, L]) \). The nonlinear Lax-Wendroff scheme on (2.2) is consistent with accuracy of order two on \( [0, T] \times [0, L] \).

**Proof.** First, it is easy to verify that the Lax-Wendroff scheme for \( \rho \) and \( v \) is consistent from the computations (4.1),(4.2) and (4.3). Then we can consider the expansion for the specific
$U(t, x) = (P(t, x), V(t, x))$ as described previously by (2.6) so that

$$P(t, x, \Delta t) = \rho(t, x) + \sum_{k \geq 1}^{K} (\Delta t)^k g_k,$$  \hspace{1cm} (4.4)

$$V(t, x, \Delta t) = v(t, x) + \sum_{k \geq 1}^{K} (\Delta t)^k v_k.$$  

Then we can insert the expansion (4.4) into the finite difference operator

$$\varphi \left( \{U(t, x \pm j\Delta x)\}_{j \in \mathbb{N}}, \Delta t, t, \Delta x, x \right)$$

to get a Lax-Wendroff scheme on the pair of solutions $\rho(t, x)$ and $v(t, x)$ where

$$\rho(t + \Delta t, x) + \sum_{k \geq 1}^{K} (\Delta t)^k g_k(t + \Delta t, x) = \rho(t, x) + \sum_{k \geq 1}^{K} (\Delta t)^k g_k(t, x)$$

$$+ \xi(\Delta t, \Delta x, \rho(t, x), v(t, x), g_k, v_k)$$

$$v(t + \Delta t, x) + \sum_{k \geq 1}^{K} (\Delta t)^k v_k(t + \Delta t, x) = v(t, x) + \sum_{k \geq 1}^{K} (\Delta t)^k v_k(t, x)$$

$$+ \eta(\Delta t, \Delta x, \rho(t, x), v(t, x), g_k, v_k),$$

and $\xi(\cdot), \eta(\cdot)$ denote the error terms associated to these expansions. However, we should bear in mind that the Lax-Wendroff scheme solves the PDE only up to $(\Delta t)^2$, so that the nonlinear term in the series of the systems we should care about only occurs when $k = 1$ and $k = 2$. We examine these leading order terms as follows:

*Case* $k = 1$ we have

$$\partial_t \rho_1(t, x) = A_1(\rho, v, \partial_x v)\partial_x \rho_1(t, x) + \alpha_1(\cdot)\rho_1(t, x) + \beta_{1,1},$$

$$\partial_t v_1(t, x) = A_2(\rho, v, \partial_x v)\partial_x v_1(t, x) + \alpha_2(\cdot)v_1(t, x) + \beta_{2,1},$$

$$\rho_1(0, x) = 0,$$

$$v_1(0, x) = 0,$$

and also

*Case* $k = 2$ we have

$$\partial_t \rho_2(t, x) = A_1(\rho, v, \partial_x v)\partial_x \rho_2(t, x) + \alpha_1(\cdot)\rho_2(t, x) + \beta_{1,2},$$

$$\partial_t v_2(t, x) = A_2(\rho, v, \partial_x v)\partial_x v_2(t, x) + \alpha_2(\cdot)v_2(t, x) + \beta_{2,2},$$

$$\rho_2(0, x) = 0,$$

$$v_2(0, x) = 0.$$  

From the computation of each cases we can find that $\beta_{1,1} = \beta_{2,1} = 0$ but $\beta_{1,2} \neq 0$, $\beta_{2,2} \neq 0$, which indicates in the systems that $\rho_1 = v_1 = 0$ but $\rho_2$ and $v_2$ are not vanishing. So we conclude the order of the accuracy is $p = 2$. $\square$

4.1. **Proof of Theorem 1.** We start by computing the Gateaux derivatives so that we can eventually compute the Jacobian. For the convenience of writing computations, we write $f^+$ and $f^-$ short for $f(x + \Delta x)$ and $f(x - \Delta x)$. Also because $\varphi$ is a 2-element column vector, we
denote each of them as $\varphi(\mathcal{U})_{[1]}$ and $\varphi(\mathcal{U})_{[2]}$. By definition of the Gateaux derivative (2.13) we have that

\[
d\varphi(\mathcal{U})_{[1]} = f_1 + \frac{\Delta t}{2\Delta x} \left( -\rho(f_2^+ - f_2^-) - f_1(v^+ - v^-) - v(f_1^+ - f_1^-) - f_2(\rho^+ - \rho^-) \right)
+ \frac{(\Delta t)^2}{(\Delta x)^2} \left( \frac{1}{2} \rho(v^+ - v^-)(f_2^+ - f_2^-) + \frac{1}{4} f_1(v^+ - v^-)^2 \right)
+ \frac{(\Delta t)^2}{(\Delta x)^2} (\rho v(f_2^+ - 2f_2 + f_2^-) + (f_1 v + f_2 \rho)(v^+ - 2v + v^-))
+ \frac{(\Delta t)^2}{(\Delta x)^2} \left( \frac{1}{2} v(v^+ - v^-)(f_2^+ - f_2^-) + v(f_2^+ - f_2^-)(\rho^+ - \rho^-) + f_2(v^+ - v^-)(\rho^+ - \rho^-) \right)
+ C(\Delta t)^2 \left( \pm f_2 \rho(v^+ - v^-) \pm v f_1(v^+ - v^-) \pm \rho v(f_2^+ - f_2^-) \right)
+ C(\Delta t)^2 \left( -v^2(f_1^+ - f_1^-) - 2f_2(\rho^+ - \rho^-) \right)
+ \frac{(\Delta t)^2}{(\Delta x)^2} \left( \frac{1}{2} \left( \frac{K}{\rho_0} + v^2 \right)(f_1^+ - 2f_1 + f_1^-) + 2v f_2(\rho^+ - 2\rho + \rho^-) \right).
\]

\[
d\varphi(\mathcal{U})_{[2]} = f_2 + \frac{\Delta t}{2\Delta x} \left( -v(f_2^+ - f_2^-) - f_2(v^+ - v^-) + \frac{K}{\rho_0 \rho}(f_1^+ - f_1^-) - \frac{K}{\rho_0 \rho^2} f_1(\rho^+ - \rho^-) \right)
+ \frac{(\Delta t)^2}{4(\Delta x)^2} (f_2(v^+ - v^-)^2 - 2v(v^+ - v^-)(f_2^+ - f_2^-))
+ \frac{(\Delta t)^2}{2(\Delta x)^2} \left( \left( \frac{K}{\rho_0} + v^2 \right)(f_2^+ - 2f_2 + f_2^-) + 2v f_2(v^+ - 2v + v^-) \right)
+ \frac{5C(\Delta t)^2}{4\Delta x} |v|(2f_2(v^+ - v^-) + v(f_2^+ - f_2^-))
+ \frac{K(\Delta t)^2}{4\rho_0(\Delta x)^2} \left( \frac{1}{\rho}(\rho^+ - \rho^-)(f_2^+ - f_2^-) - \frac{f_1}{\rho^2}(v^+ - v^-)(f_1^+ - f_1^-) \right)
+ \frac{(\Delta t)^2}{8(\Delta x)^2} \left( \frac{-4Kv}{\rho_0 \rho^2}(\rho^+ - \rho^-) + \frac{4Kv f_1}{\rho_0 \rho^3}(\rho^+ - \rho^-)^2 - \frac{2Kf_2}{\rho_0 \rho^2}(\rho^+ - \rho^-)^2 \right)
+ \frac{K(\Delta t)^2}{\rho_0(\Delta x)^2} \left( -v f_1(\rho^+ - 2\rho + \rho^-) + \frac{v}{\rho}(f_1^+ - 2f_1 + f_1^-) + \frac{f_2}{\rho}(\rho^+ - 2\rho + \rho^-) \right)
+ \frac{C K(\Delta t)^2}{2\rho_0 \Delta x} \left( \left| \frac{v}{\rho} (f_1^+ - f_1^-) \right| \pm \frac{f_2}{\rho}(\rho^+ - \rho^-) \right)
+ 2C \Delta t |v| f_2 + 3C(\Delta t)^2 v^2 f_2.
\]
Then we set \( v(t, x + \Delta x) = v(t, x) = v(t, x - \Delta x) \) and \( \rho(t, x + \Delta x) = \rho(t, x) = \rho(t, x - \Delta x) \), which corresponds to those stated in the Definition 2 and we have

\[
d\varphi(U)_{[1]} = f_1 + \frac{\Delta t}{\Delta x} (-\rho(f_2^* - f_2^-) - v(f_1^* - f_1^-)) \\
+ \frac{C(\Delta t)^2}{2\Delta x} (\rho|v|(f_2^* - f_2^-) - 1/2v^2(f_1^* - f_1^-)) \\
+ \frac{(\Delta t)^2}{(\Delta x)^2} \left( 1/2 \left( \frac{K}{\rho_a} + v^2 \right) (f_1^* - 2f_1 + f_1^-) \right),
\]

\[
d\varphi(U)_{[2]} = f_2 + \frac{\Delta t}{2\Delta x} (-v(f_2^- - f_2^*) + \frac{K}{\rho_a\rho} (f_1^* - f_1^-)) \\
+ \frac{(\Delta t)^2}{\Delta x} \left( \frac{5C}{4} |v| (f_2^* - f_2^-) + \frac{CK|v|}{2\rho_a\rho} (f_1^* - f_1^-) \right) \\
+ \frac{(\Delta t)^2}{(\Delta x)^2} \left( \frac{1}{2} \left( \frac{K}{\rho_a} + v^2 \right) (f_2^- - 2f_2 + f_2^*) + \frac{KV}{\rho_a\rho} (f_1^* - 2f_2 + f_1^-) \right) \\
+ 2C\Delta t|v|f_2 + 3C(\Delta t)^2v^2f_2.
\]

Recall the definition of the Jacobian from (2.14). Usually, the Jacobian corresponds to the discrete version of the operator operator \( \partial_v \) but now we also have the terms from \( B \) in (2.2). Now that we have carefully computed the first variations for the finite difference operator \( \varphi \), we recall the following lemma

**Lemma 1** (Strang, [31]). If for some constant \( C \) which is independent of \( \Delta t, \Delta x \) but may depend on \( t \), we have

\[
\| M(t - \Delta t, \Delta x) M(t - 2\Delta t, \Delta x) ... M(t - n\Delta t, \Delta x) \|_{\ell_2} \leq C, \quad n\Delta t \leq t \leq t_0,
\]

then the first variation of the Lax-Wendroff scheme (2.3) is \( \ell_2 \)-stable.

This Lemma agrees with the modern definition of \( \ell_2 \) stability c.f. Remark 2.2.19 in [1] but allows for the extra term \( B \) in equation (2.2). In Strang’s proof in [31], the term \( B \) does not contain any derivatives in \( u \) so it does not change the stability of the operator. In order to use this Lemma, we introduce some concepts from [1]. We need to define a norm for the numerical solution \( U^n = (U^n_j)_{1 \leq j \leq N} \), where \( U^n_j = U(n\Delta t, j\Delta x) \). We take the classical \( \ell_p \) norm which we scale by the space step \( \Delta x \) to obtain

\[
\|U^n\|_p = \left( \sum_{j=1}^{N} \Delta x |U^n_j|^p \right)^{\frac{1}{p}} \quad 1 \leq p \leq \infty
\]

(4.5)

Thanks to the weighting by \( \Delta x \) the norm \( \|U^n\|_p \) is identical to the norm \( L^p(0, 1) \) for piecewise constant functions over subintervals \([x_j, x_{j+1}]\) of \([0, 1]\). We therefore refer to this as the \( L^p \) norm. We want to show for the nonlinear problem that the finite difference Jacobian can be bounded as an operator on \( \ell_2 \). Using the norm introduced above, we want to prove the following proposition:

**Proposition 2.** Let \( \varepsilon < 1 \) be a small number depending on the \( L^\infty \) norm of the solution, \( u \) to (2.2). The first variation of the Lax-Wendroff scheme \( \varphi \) as stated in (2.3) of the quasi-linear
hyperbolic equation (2.2) is conditionally $\ell_2$-stable with a CFL condition:

$$\frac{\Delta t}{\Delta x} \sqrt{\frac{K}{\rho_a}} \leq \varepsilon(\|v\|_{L^\infty}) < 1$$

(4.6)

In particular since $\varepsilon$ is sufficiently small then this implies

$$\|M\|_{L^2} \leq 1 + O_{L^\infty} \left( \frac{\Delta t}{\Delta x} \sqrt{\frac{K}{\rho_a}} \right)^2 < 2.$$

(4.7)

The subscript $L^\infty$ refers to the dependence of the constant in the $O$ terms on the $L^\infty$ norm of the solution to (2.2) in the classical sense.

Proof. Let Co be the Courant number such that $\text{Co} := \frac{\Delta t}{\Delta x} \sqrt{\frac{K}{\rho_a}}$, and $\sqrt{\frac{K}{\rho_a}}$ is the sound speed. Let $C := \frac{c_f}{2D}$ and let $M(f)$ be the first variation of the Lax-Wendroff scheme with respect to $U(t, x + j\Delta x)$, $j = 1, 2, 3, \ldots$, then we have

$$|M(f)_{[1]}| \leq |f_1| + \frac{\Delta t}{\Delta x} \left[ \|\rho\|_{L^\infty}(|f_2^+| + |f_2^-|) + \|v\|_{L^\infty}(|f_1^+| + |f_1^-|) \right]$$

$$+ \frac{C(\Delta t)^2}{\Delta x} \left[ \|\rho\|_{L^\infty} \|v\|_{L^\infty}(|f_2^+| + |f_2^-|) + \frac{1}{2} \|\rho\|_{L^\infty}(|f_1^+| + |f_1^-|) \right]$$

$$+ \frac{(\Delta t)^2}{(\Delta x)^2} \left[ \frac{1}{2}(\frac{K}{\rho_a} + \|v\|_{L^\infty}^2)(|f_1^+| + 2|f_1| + |f_1^-|) \right].$$

Similarly we have

$$|M(f)_{[2]}| \leq |f_2| + \frac{\Delta t}{\Delta x} \left[ \|v\|_{L^\infty}(|f_2^+| + |f_2^-|) + \frac{K}{\rho_a} \|\rho\|_{L^\infty}(|f_1^+| + |f_1^-|) \right]$$

$$+ \frac{(\Delta t)^2}{\Delta x} \left[ \frac{5C}{4} \|v\|_{L^\infty}^2(|f_2^+| + |f_2^-|) + \frac{K}{\rho_a} \|\rho\|_{L^\infty}(|f_1^+| + |f_1^-|) \right]$$

$$+ \frac{(\Delta t)^2}{(\Delta x)^2} \left[ \frac{1}{2}(\frac{K}{\rho_a} + \|v\|_{L^\infty}^2)(|f_2^+| + 2|f_2| + |f_2^-|) \right]$$

$$+ \frac{(\Delta t)^2}{(\Delta x)^2} \left[ \frac{K}{\rho_a} \|\rho\|_{L^\infty}(|f_1^+| + 2|f_1| + |f_1^-|) \right].$$

Let $r := \frac{\Delta t}{\Delta x}$ and we denote the subscript $L^\infty$ in the $O_{L^\infty}$ terms to depend only on the $L$-infinity norm of the solution to (2.2). We take $L^2$ norm of both sides of $|M(f)_{[1]}|$ and $|M(f)_{[2]}|$ to get

$$\|M(f)_{[1]}\|_{L^2} \leq \|f\|_{L^2} \left[ 1 + \frac{2\Delta t}{\Delta x} (\|\rho\|_{L^\infty} + \|v\|_{L^\infty}) \right]$$

$$+ \frac{C(\Delta t)^2}{\Delta x} \left( \|\rho\|_{L^\infty} + \|v\|_{L^\infty} + \frac{1}{2} \|v\|_{L^\infty}^2 \right) + \frac{2(\Delta t)^2}{(\Delta x)^2} \left( \frac{K}{\rho_a} + \|v\|_{L^\infty} \right)$$

$$= 1 + O_{L^\infty}(r + r^2) + 2Co^2 + O_{L^\infty}(\Delta t),$$
\[ \|M(f)\|_{L^2} \leq \|f\|_{L^2} \left[ 1 + \frac{\Delta t}{\Delta x} (\|v\|_{L^\infty} + \frac{K}{\rho_0} \|1/\rho\|_{L^\infty}) + \frac{C(\Delta t)^2}{\Delta x} \left( \frac{5}{2} \|v\|_{L^\infty} + \frac{K}{\rho_0} \left\| \frac{1}{\rho} \right\|_{L^\infty} \right) + \frac{(\Delta t)^2}{\Delta x} \left( \frac{2K}{\rho_0} + 2 \|v\|_{L^\infty} + \frac{4K}{\rho_0} \|v\|_{L^\infty} \right) \right] \]

\[ = 1 + O_{L^\infty}(r + r^2) + C_2^2 (2 + 4O_{L^\infty}(1)) + O_{L^\infty}(\Delta t + \Delta x), \]

We remark here that we know that for subsonic (hyperbolic) systems \(|v(t, x)| < \sqrt{\frac{K}{\rho_0}} < \infty\), and \(\rho_{\text{min}} < \rho(t, x) < \rho_{\text{max}}\), for some \(\rho_{\text{min}}, \rho_{\text{max}} \in \mathbb{R}^+\). It is possible to find these values before the valve closure since we assumed the system is hyperbolic and the solution is in \(C^\infty\). We then can write the \(L^2\) norm of the first variation as follows

\[ \|M(f)\|_{L^2} \leq \|f\|_{L^2} \left[ 1 + K_{11} r + K_{12} r^2 + 2C_2^2 + O_{L^\infty}(\Delta t) \right], \]

\[ \|M(f)\|_{L^2} \leq \|f\|_{L^2} \left[ 1 + K_{21} r + K_{22} r^2 + K_{23} C_2^2 + O_{L^\infty}(\Delta t + \Delta x) \right], \]

where the coefficients \(K_{11}, K_{12}, K_{21}, K_{22}, K_{23}\) are the upper bound numbers in terms of the \(L\)-infinity norm respectively. Since \(\Delta t / \Delta x < C_2^2\), we then have

\[ \|M\|_{L^2} \leq 1 + O_{L^\infty}(C_2^2), \]

By homogenity of the norm in \(\Delta x\), we can conclude the same bound but with the \(l^2\) norm.

In order for this the order terms to be small, we must have that \(C_2 \leq \varepsilon(\|u\|_{L^\infty})\). Since this operator norm was computed for fixed \(t\) we can apply the operator \(M\) iteratively to give the desired bound \(C\) which is conditional since it depends on the time \(t \in [0, T]\). After application of Lemma 1 we have proved the proposition since Lemma 1 gives the \(l^2\) stability of the operator.

Recall the following theorem:

**Theorem.** [subset of Strang, [31]] Suppose that \(\varphi\) is a consistent operator with order of accuracy \(p\), and that its first variation is \(l^2\)-stable. Then if \(u, A, \alpha\) and \(\varphi\) are smooth inside cone dictated by the CFL condition

\[ U(t_0, x_0, \Delta t) = u(t_0, x_0) + O((\Delta t)^p). \]

**Proof of Theorem 1.** Using the above theorem from Strang [31], Lemma 1, Propositions 1 and 2 allow us to conclude the hypotheses hold with \(p = 2\) and then we conclude with our main result before the valve closure.

The reason we chose this method is that consistency and stability implies convergence for the semi-linear problem is not known for other methods in a straightforward way.

5. Discussion of the Regularity of the Solution \(w\) of (1.2)

There is no generic existence and uniqueness result for the solution \(w\) which solves (1.1). Therefore the statement of the main theorem needs some more explaining. We let \(w_1 = (\rho_1, q_1)\) solve (1.1). Let \(H_x\) be the heavy side function which is 1 on \((-\infty, L)\) and zero elsewhere. We
let $w_2$ be the solution to the problem

\begin{align*}
\frac{\partial \rho}{\partial t} + \frac{\partial q}{\partial x} &= 0, \\
\frac{\partial q}{\partial t} + \frac{\partial}{\partial x} \left( \frac{q^2}{\rho} + p \right) &= -\frac{c_f q}{2D \rho}, \\
\lim_{t \to t_1^-} (\partial_t \rho_1(t, x)H_x, q_1(t, x)H_x) &= (\partial_t \rho_2(t_1, x), q_2(t_1, x)) \\
\rho(t, 0) &= \rho_1(t) \quad t \in [0, T] \\
q(t, L) &= 0 \quad t \in [t_1, T].
\end{align*}  

(5.1)

We let $w$ be piecewise defined

$$w = \begin{cases} 
w_1 & t < t_1 \\
w_2 & t \geq t_1. 
\end{cases}$$

This proposed solution should solve (1.2) in the required sense. In this case the heaviside function $H(\Omega)$ is redundant. Notice that we have not made any claims on the regularity of the solution through the point $t_1$. It is not known if such a solution $w$ exists because evolution of the PDE in (1.2) depends on the solution itself. The hyperbolic system of type (1.1) has been show to have regularity $H^s((−\infty, L))$ with $s > 1/2$ whenever the initial data has the same regularity, even when a Dirichlet boundary condition is imposed at $x = L$, [6]. For hyperbolic systems with solution independent coefficients, low regularity data including heaviside functions has been examined in [23]. There is a gap in the literature for this type of system, although ad-hoc solutions with discontinuous data can be constructed.

Therefore if the solution does not exist, we consider a smoothed out version of $H_x$, say $H_\epsilon$, and use the method of reflections, to instead construct an approximate solution to instantaneous valve closure as our desired modelling target. We know that the system (1.2) has a form in Riemann coordinates which is equivalent to a coupled system of quasilinear transport equations [3], Example 1.6.1. To see then why this idea is a realistic model for $w_2$, we consider the following examples. First we consider

**Example 3.**

\begin{align*}
\frac{\partial u}{\partial t} + c(u) \frac{\partial u}{\partial x} &= 0 \quad c(u) > 0 \\
u_0(x) &= f(x)H(x) \quad (t, x) \in [0, T] \times (−\infty, +\infty), \\
u(t, 0) &= 0
\end{align*}

(5.2)

where $f \in C^1(\mathbb{R})$ and $H$ is Heaviside function.

Then we can solve this transport equation by the method of characteristics

$$\frac{dx}{dt} = c(u), \quad \frac{du}{dt} = 0$$

which gives the solution by an implicit form

$$u(t, x) = f(x - c(u)t)H(x - c(u)t),$$

(5.3)

and by the reflection principle, the wave is symmetric around $x = 0$ so we construct it as

$$u(t, x) = f(x - c(u)t)H(x - c(u)t) - f(-x - c(u)t)H(-x - c(u)t).$$

(5.4)

Generally the solution (5.4) is not guaranteed to exist with the discontinuous initial data, except for some cases where the wave speed $c(u)$ is a polynomial in $u$, e.g. $c(u) = u$. However,
if we replace the Heaviside function $H$ with a smoothed one, (say $H_\epsilon \in C^2$), then solution of the smoothed problem exists at least for a short period of time, which can be presented as

$$u(t, x) = f(x - c(u)t)H_\epsilon(-x - c(u)t) - f(-x - c(u)t)H_\epsilon(-x - c(u)t).$$

(5.5)

Similarly, if we cast the transport equation in a nonlinear form

**Example 4.**

$$\begin{align*}
\partial_t u + c(u)\partial_x u &= -b|u|^2, \quad b > 0 \quad c(u) > 0 \\
u_0(x) &= f(x)H_\epsilon(x) \\
u(t, 0) &= 0
\end{align*}$$

(5.6)

Then the approximated solution by reflection is given by

$$u(t, x) = \frac{f(x - c(u)t)H_\epsilon(x - c(u)t)}{bt f(x - c(u)t)H_\epsilon(x - c(u)t) + 1} + \frac{f(-x - c(u)t)H_\epsilon(-x - c(u)t)}{bt f(x - c(u)t)H_\epsilon(-x - c(u)t) - 1}. $$

(5.7)

This approximate solution by the method of characteristics is around 0 at $x = 0$ with small $b$, and is depending continuously on the initial data, and will be valid before a critical time $t^*$ when the characteristic curves cross. Approaching this time $t^*$, the solution graph is becoming vertical somewhere in $x$ as

$$\frac{\partial u}{\partial x}(t, x) \rightarrow \infty \quad \text{when} \quad t \rightarrow t^*.$$ 

(5.8)

This critical time $t^*$ can be determined by the implicit formula as

$$\frac{\partial u}{\partial x} = \frac{\partial}{\partial x} \left( \frac{f(\xi)H_\epsilon(\xi)}{bt f(\xi)H_\epsilon(\xi) + 1} \right), \quad \text{where} \quad \xi = x - c(u)t.$$ 

(5.9)

Re-arranging the equation above we can have that

$$\frac{\partial u}{\partial x} = \frac{[f(\xi)H_\epsilon(\xi)]'}{(bf(\xi)H_\epsilon(\xi)t + 1)^2 + [f(\xi)H_\epsilon(\xi)]'c'(u)t}. $$

(5.10)

If there exists an earliest time $t^*$ that making the denominator in the right hand side of the above equation be 0, then the characteristic curves cross. When $c(u) > 0$ is linear in $u$ $t^*$ can be quite large. Since $H_\epsilon$ can be constructed to approximate $H$ in $L^2$ norm so the approximate solution converges to the weak one, if it it exists when $b = 0$. If $b \neq 0$, then the boundary conditions are less well preserved as time evolves.

Similarly, a lengthy computation in Riemann coordinates shows the approximate solution $\tilde{w}_2$ consisting of two $C^2$ reflected initial conditions to the the system (1.2), after the valve closure is in $C^2$ for times depending on the norm of the initial data and is accurate for the nonlinear problem when either $c_f$ or $t$ is small. In this case $H(\Omega)$ restricts $\tilde{w}_2$ to the left of the valve. The numerics simulate the reflected approximate solution $\tilde{w}_2$ after the valve closure. There are no known results on the numerical convergence of the method of characteristics for the system with $c_f \neq 0$ which is why we chose the Lax-Wendroff scheme instead.

### 6. Switched boundary conditions

In the previous sections we discussed the consistency and convergence of the nonlinear Lax-Wendroff scheme through the finite difference operator (2.3). However, the boundary conditions are not specified, and therefore we have to limit the pipe in a certain range so that we can apply the boundary conditions to the scheme and see how it interact with the fluid flow inside the pipe. For simplicity, we will focus on the interacting part of length $2L$, so that
we apply the numerical scheme on $\Omega$ as for problem (1.2) described in the introduction. To show the scheme is convergent with dynamical boundary conditions we will do it in 2 cases, which are before and after the valve closure, each which introduces a different set of boundary conditions.

Similar to the numerical scheme setup section, we need to discretize the pipe. We set $\Delta t$ and $\Delta x$ as our smallest units for computation of time and space respectively. We let $N_{\Delta x} = \frac{L}{\Delta x}$ be an integer for convenience, and then on a $2L$-long pipe we have $2N_{\Delta x} + 1$ points.

6.1. Case 1: before the valve closure. Before the valve closure, the boundary conditions are given by the pressure at the 2 ends of the pipe, which is related to the density of the water by the pressure law and for the convenience of computations we just assume $\rho_1(t)$ and $\rho_2(t)$ are 2 constants. The initial conditions are also known beforehand and given by

$$\rho(0,0), \rho(0,\Delta x), \rho(0,2\Delta x), \ldots, \rho(0,N_x\Delta x)$$

$$v(0,0), v(0,\Delta x), v(0,2\Delta x), \ldots, v(0,N_x\Delta x).$$

Recall that we are using central scheme for the difference operator, every time iteration we will lose 2 points at the boundary side, and notice that the boundary conditions of the density $\rho$ are constant, therefore we need to find them of the velocity.

Recall again the PDE

$$\partial_t \left( \frac{\rho}{v} \right) + \left( \frac{v}{K} \frac{\rho}{\rho v} \right) \partial_x \left( \frac{\rho}{v} \right) = \left( -\frac{c_f}{2D} v |v| \right).$$

Notice that in the mass balance of the PDEs above we have at the boundary side of $x = 0$

$$0 = \partial_t \rho(t,x)|_{x=0} = \rho(t,0) \partial_x v(t,0) - v(t,0) \partial_x \rho(t,0),$$

which motivates us to impose for $P$ and $V$ (discretized from $\rho$ and $v$ respectively) the condition

$$P(t,0) \frac{V(t,\Delta x) - V(t,0)}{\Delta x} + V(t,0) \frac{P(t,\Delta x) - P(t,0)}{\Delta x} = 0 \quad (6.1)$$

Replacing $t$ with $t + \Delta t$ we have the new iteration for $V$ at boundary side $x = 0$:

$$V(t + \Delta t,0) = \frac{P(t + \Delta t,0)V(t + \Delta t,\Delta x)}{2P(t + \Delta t,0) - P(t + \Delta t,\Delta x)}.$$

Same with the other side of the pipe, we have for $x = 2L$ that

$$P(t,2L) \frac{V(t,2L) - V(t,2L - \Delta x)}{\Delta x} + V(t,2L) \frac{P(t,2L) - P(t,2L - \Delta x)}{\Delta x} = 0,$$

and the result is that

$$V(t + \Delta t,2L) = \frac{P(t + \Delta t,2L)V(t + \Delta t,2L - \Delta x)}{2P(t + \Delta t,2L) - P(t + \Delta t,2L - \Delta x)}.$$
6.2. **Case 2: after the valve closure.** When the valve is suddenly closed at \( t = t_1 \) at the position \( x = L \), the boundary conditions will switched accordingly as we stated in (1.2). The initial conditions for \( \rho \) and \( v \) can be computed from the case 1 when setting the time \( t = t_1 \).

For the boundary conditions, the left side which connects to a reservoir does not change at all, correspondingly we have that

\[
V(t + \Delta t, 0) = \frac{P(t + \Delta t, 0) V(t + \Delta t, \Delta x)}{2P(t + \Delta t, 0) - P(t + \Delta t, \Delta x)}. \tag{6.2}
\]

At the right side \( x = L \), the valve is now closed, so we have \( v(t, L) = 0 \) for \( t > t_1 \), and we need to calculate the density (pressure). We are using the momentum balance at \( x = L \) so that

\[
v(t, L) \partial_x v(t, L) + \frac{1}{\rho(t, L)} \frac{K}{\rho_a} \partial_x \rho + \frac{c_f}{2D} v(t, L) |v(t, L)| = 0. \tag{6.3}
\]

Since \( v(t, L) = 0 \), and \( \rho(t, L) \) can not be 0, we then have \( \partial_x \rho(t, L) = 0 \) which leads to

\[
P(t, L) = P(t, L - \Delta x).
\]

Notice that when computing the boundary conditions by numerical method, we are using forward and backward scheme, which is different from the central scheme we used for the operator \( \varphi \). Therefore, we have to make sure that there will be no lower order (less than 2) error propagating in the iterations. So we have the following corollary:

**Corollary 1.** The finite difference operator \( \varphi \) of Lax-Wendroff scheme (2.3) for the quasi-linear hyperbolic equation (2.2) with dynamical boundary conditions is consistent of order 2.

**Proof of Corollary 1.** We have already proved the operator \( \varphi \) is consistent and \( \ell_2 \)-stable on an infinite pipe or inside a pipe in previous sections. The next step is to verify that, given boundary conditions whether the operator \( \varphi \) stays consistent, i.e., the errors imported by the dynamical boundary conditions are higher or equal to order 2.

(1) Before the valve closure, we have to compute the boundary values for \( v(t, 0) \) and \( v(t, L) \) such that from (6.1) which we have

\[
\rho(t, 0) \left( \frac{v(t, \Delta x) - v(t, 0)}{\Delta x} + O((\Delta x)^2) \right) + v(t, 0) \left( \frac{\rho(t, \Delta x) - \rho(t, 0)}{\Delta x} + O((\Delta x)^2) \right) = 0,
\]

which gives

\[
v(t, 0) = \frac{\rho(t, 0) v(t, \Delta x) + O((\Delta x)^2)}{2\rho(t, 0) - \rho(t, \Delta x) + O((\Delta x)^2)} = \frac{\rho(t, 0) v(t, \Delta x)}{2\rho(t, 0) - \rho(t, \Delta x) + O((\Delta x)^2)} + O((\Delta x)^2).
\]

Set \( M_1 = \rho(t, 0) v(t, \Delta x) \) and \( M_2 = 2\rho(t, 0) - \rho(t, \Delta x) \) and then we have

\[
v(t, 0) = \frac{M_1}{M_2 + O((\Delta x)^2)} = \frac{M_1}{M_2} \cdot \frac{1}{1 + O((\Delta x)^2)/M_2}.
\]
By Taylor’s expanding the term $\frac{1}{1+O((\Delta x)^2)/M_2}$ we have that

$$v(t, 0) = \frac{M_1}{M_2} \left( 1 - \frac{O((\Delta x)^2)}{M_2} + \ldots \right) = \frac{M_1}{M_2} + O((\Delta x)^2)$$

$$= \frac{\rho(t, 0)v(t, \Delta x)}{2\rho(t, 0) - \rho(t, \Delta x)} + O((\Delta x)^2).$$

These values are known explicitly because they are given to us by the reservoir condition and the initial conditions on the PDE. On the other side of the pipe where $x = L$ we use backward scheme for the spatial derivative and with the same computations we have that for $x = L$:

$$v(t, L) = \frac{\rho(t, L)v(t, L - \Delta x)}{2\rho(t, L) - \rho(t, L - \Delta x)} + O((\Delta x)^2). \quad (6.4)$$

We replace the numerical iterations values with their values $(\rho, v)$ to $(P, V)$.

(2) After the valve closure, the computation for $v(t, 0)$ remains the same as it is in 1), but at $x = L$, $v(t, L)$ is set to 0 as the boundary condition changed. Then we need to compute $\rho(t, L)$ for the completion of the iterations. We have from (6.3) that

$$v(t, L)\partial_x v(t, L) + \frac{1}{\rho(t, L)} \frac{K}{\rho a} \partial_x \rho + C v(t, L) |v(t, L)| = 0 \quad (6.5)$$

We update the boundary conditions when the cutoff is introduced to be order two matching the solution which is now reflected off the valve by the extra condition of the boundary conditions. Indeed, after the valve closure the PDE gives $\partial_x \rho(t, L) = 0$. In order to also solve the PDE $\rho$ must be locally constant. We then have that

$$\rho(t, L) = \rho(t, L - \Delta x) \quad (6.6)$$

But $\rho(t, L) = P(t, L) + O(\Delta x)^2$ before the valve closure. This allows us to import the errors as only being of order 2 because the process starts anew. $\square$

7. Weak convergence with discontinuous initial conditions

Until now, we have proved the convergence between the numerical solution of the Lax-Wendroff scheme and the analytical solution of the water hammer problem when the boundary conditions are constant or continuous and without a sudden change (the sudden closure of the valve), i.e., before the valve closure. However, no existing research has shown that the method proposed in [31] of first variance still works when the boundary conditions are discontinuous (including jumps) and therefore the analytical solution is not smooth either. In this case, we will refer to the weak solutions of the nonlinear hyperbolic conservation law. Meanwhile, the finite difference scheme (Lax-Wendroff) is still valid after the valve closure, such that it simulates the flow state afterwards until the flow achieves a new equilibrium. In this case, we can still possibly have weak convergence between the weak solution of the PDE and the numerical solutions of Lax-Wendroff scheme. In other words we have that that the piecewise constant solution $u_j^n$ from the set of numerical solutions $\{u_j^n\}_{n,j\in\mathbb{N}}$, converges $u_j^n \rightharpoonup u(t, x)$ weakly as $\Delta x, \Delta t \to 0$. We did not use another numerical method because we did not see how to incorporate these moving boundary conditions otherwise.
Since we have defined the $\mathbb{H}(\Omega)$ function, we can restrict to the region that we are interested in, which is $\Omega_1 := [t_1, T] \times [0, L]$ as the region set which has not already been covered by the previous cases. Let $\mathbb{H}_1 : \mathbb{R}^2 \to \{0, 1\}^{2 \times 2}$ be such that

$$
\mathbb{H}_1(t, x) := \begin{pmatrix} h_{11} & h_{12} \\ h_{21} & h_{22} \end{pmatrix} = \begin{bmatrix} H(t - t_1) - H(t - T) \\ H(x) - H(x - L) \end{bmatrix} \cdot \mathbf{I}_{2 \times 2}
$$

where the Heaviside function $H(\cdot) : \mathbb{R} \to \{0, 1\}$ is defined as

$$
H(s) = \begin{cases} 
1 & s \geq 0 \\
0 & s < 0.
\end{cases}
$$

This $\mathbb{H}_1$ is supported on $[t_1, T] \times [0, L]$ is used to examine the dynamics after the valve closure. Let $\varphi(t, x) := [\varphi_1(t, x) \ \varphi_2(t, x)]^\top$, with $\varphi_i(t, x) \in C^\infty(\Omega_0)$, $i = 1, 2$ be any test functions. We will focus on the domain $\Omega_1$ which is after the valve closure for the following analysis. Using the above $\mathbb{H}_1$ and letting $w \in C^\infty([0, t_1] \times [0, 2L]) \cup H^{-1}([t_1, T] \times [0, L])^{2}$ denote the solution to (1.2) for the rest of this section we obtain

$$
\iint_{\Omega_0} \mathbb{H}_1 \left( \partial_t w + \partial_x F(w) - G(w) \right) \cdot \varphi \, dx \, dt = 0.
$$

In order to perform integral by parts on the equation above, we need to make sure that the functions or distributions are well defined, and here we consider a sequence of smooth functions $\mathbb{H}_{1,\epsilon} : \mathbb{R}^2 \to \{0, 1\}^{2 \times 2}$ that converges to $\mathbb{H}_1$ in $L^2$ space, as $\epsilon \to 0$, where $\mathbb{H}_{1,\epsilon}$ is defined as

$$
\mathbb{H}_{1,\epsilon} := \mathbb{H}_1 \ast \chi_\epsilon, \quad \ast \text{ is the convolution operator}, \tag{7.1}
$$

with

$$
\chi_\epsilon := \begin{cases} 
\frac{1}{\alpha^\epsilon} \exp \left( -\frac{1}{1 - \xi^2/\eta} \right) & |\xi| < 1 \\
0 & |\xi| \geq 1
\end{cases}, \tag{7.2}
$$

and

$$
c = \int_{|\xi| < 1} \exp \left( -\frac{1}{1 - |\xi|^2} \right) d\xi, \quad |\xi| = \sqrt{t^2 + x^2}.
$$

So that as $\epsilon \to 0$, we have

$$
\| \mathbb{H}_{1,\epsilon} - \mathbb{H}_1 \|_{L^2(\Omega_1)} \to 0. \tag{7.3}
$$

Therefore we consider the following integral

$$
\iint_{\Omega_0} \left( \partial_t w + \partial_x F(w) - G(w) \right) \cdot (\mathbb{H}_{1,\epsilon} \varphi) \, dx \, dt, \epsilon > 0 \tag{7.4}
$$
Integrating by parts, (7.4) is equal to

\[
\int_{t_1}^{T} \left( \left[ \mathbb{H}_{1,\epsilon} F(w) \cdot \varphi \right]_{L-1}^{L+1} - \int_{-1}^{L+1} F(w) \cdot \partial_x \left( \mathbb{H}_{1,\epsilon} \varphi \right) \right) dt \\
+ \int_{-1}^{L+1} \left( \left[ \mathbb{H}_{1,\epsilon} w \cdot \varphi \right]_{t_1}^{T} - \int_{t_1}^{T} w \cdot \partial_t \left( \mathbb{H}_{1,\epsilon} \varphi \right) dt \right) dx \\
= \int_{t_1}^{T} \left( \left[ \mathbb{H}_{1,\epsilon} F(w) \cdot \varphi \right]_{L-1}^{L+1} - \int_{-1}^{L+1} F(w) \cdot \left( \partial_x \mathbb{H}_{1,\epsilon} \right) \varphi + F(w) \cdot \left( \mathbb{H}_{1,\epsilon} \partial_x \varphi \right) \right) dt \\
+ \int_{-1}^{L+1} \left( \left[ \mathbb{H}_{1,\epsilon} w \cdot \varphi \right]_{t_1}^{T} - \int_{t_1}^{T} w \cdot \left( \partial_t \mathbb{H}_{1,\epsilon} \right) \varphi + w \cdot \left( \mathbb{H}_{1,\epsilon} \partial_t \varphi \right) \right) dx \\
= - \int_{t_1}^{T} w \cdot \partial_t \varphi + F(w) \cdot \partial_x \varphi \ dx dt - \int_{-1}^{L+1} w(t_1, x) \cdot \varphi(t_1, x) dx \\
- \int_{t_0}^{L} w \cdot \left( \partial_t \mathbb{H}_{1,\epsilon} \right) \varphi + F(w) \cdot \left( \partial_x \mathbb{H}_{1,\epsilon} \varphi \right) \ dx dt,
\]

where we have that

\[
\int_{t_0}^{L} w \cdot \left( \partial_t \mathbb{H}_{1,\epsilon} \varphi \right) + F(w) \cdot \left( \partial_x \mathbb{H}_{1,\epsilon} \varphi \right) \ dx dt = \int_{t_0}^{L} \left( w \partial_t \mathbb{H}_{1,\epsilon} \right) \cdot \varphi + \left( F(w) \partial_x \mathbb{H}_{1,\epsilon} \right) \cdot \varphi \ dx dt.
\]

By the construction of the indicator function and taking \( \epsilon \to 0 \), at \( (t, x) = (t_1, L) \) we have

\[
\lim_{\epsilon \to 0} \partial_t \mathbb{H}_{1,\epsilon} = \partial_t \mathbb{H}_{1} = \left[ H(x) - H(x - L) \right] \delta(t - t_1) \cdot 1_{2 \times 2}
\]

\[
\lim_{\epsilon \to 0} \partial_x \mathbb{H}_{1,\epsilon} = \partial_x \mathbb{H}_{1} = - \left[ H(t - t_1) - H(t - T) \right] \delta(x - L) \cdot 1_{2 \times 2}.
\]

Then we have

\[
\int_{t_0}^{L} \left( w \partial_t \mathbb{H}_{1} \right) \cdot \varphi + \left( F(w) \partial_x \mathbb{H}_{1} \right) \cdot \varphi \ dx dt = \int_{0}^{L} w(t_1, x) \cdot \varphi(t_1, x) dx + \int_{t_1}^{T} F(w(t, L)) \varphi(t, L) dt.
\]

Applying the initial and boundary conditions, the solution \( w \) therefore satisfies the integral formulation, which is the same form as in Theorem 2:

\[
\int_{t_0}^{L} w \cdot \partial_t \varphi + F(w) \cdot \partial_x \varphi - G(w) \cdot \varphi \ dx dt + \int_{0}^{L} w(t_1, x) \cdot \varphi(t_1, x) dx
\]

\[
+ \int_{0}^{L} w(t_1, x) \cdot \varphi(t_1, x) dx - \int_{t_1}^{T} F(w(t, L)) \varphi(t, L) dt = 0.
\]

Note that the solution \( w \) is not smooth due to the sudden change of the boundary condition at \( x = L \) at time \( t = t_1 \), whence the assumption \( w \in H^{-1}([t_1, T] \times [0, L]^2) \).
Recall that $\Delta t$ and $\Delta x$ are minimal time and space unit of discretization, and then we have a series of evolution points for the FDM inside the domain $\Omega$ such that

$$(n\Delta t, j\Delta x), \ n, j = 0, 1, 2, 3, \ldots$$

In total, we have $(N_x + 1) \times (N_t + 1)$ points, where $N_x := \frac{T}{\Delta x}$ and $N_t := \frac{T}{\Delta t}$. On top of those discrete points, suppose we have a set of (normalized) numerical solutions $\{U^n_j\}_{(n,j) \in I}$ which are computed from the Lax-Wendroff scheme (2.3), such that the corresponding numerical solution which is not normalized, $W^n_j = (\rho^n_j, q^n_j)$, satisfies

$$\partial_t \Delta t W + \frac{F(W(t, x + \Delta x)) - F(W(t, x - \Delta x))}{2\Delta x} = G(W), \quad (7.6)$$

where $\partial_t \Delta t W$ in (7.6) is approximated by first and second order space derivatives so that

$$\partial_t \Delta t W := \frac{W(t + \Delta t) - W(t)}{\Delta t} - \frac{\Delta t}{2} \left( \partial_x (\partial_w F) \cdot \partial_x F + \partial_w F \partial_x^2 F + \partial_x (\partial_w F \cdot G) \right) + O(\Delta t^2).$$

Now we proceed to the proof of the second main theorem. We first recall the following elementary definition

**Definition 3.** The order of a distribution $f : \mathcal{D}(\Omega) \to \mathbb{R}$ with $\Omega \subset \mathbb{R}^2$ an open domain is the smallest integer $N \in \mathbb{N}$ independent of $\Omega$ such that the following inequality holds

$$\left| \int_{\Omega} f(\varphi) \, dx dt \right| \leq C \|\varphi\|_{\Omega,N} \quad \forall \varphi \in C^\infty_c(\Omega) \quad (7.7)$$

with some constant $C_\Omega$ depending on $\Omega$ and

$$\|\varphi\|_{\Omega,N} = \sup_{\alpha \leq N} \sup_{(t,x) \in \Omega} |D^\alpha \varphi|. \quad (7.8)$$

The norm of the test functions denoted above will show up in the proof and help us prove Theorem 2.

**Proof of Theorem 2.** For the convenience of computation and without the loss of generality, we reset $t_1 = 0$, accordingly $T$ becomes $T - t_1$. Let us first discretize the domain of $\Omega_0$, such that it is combined with every unit domain $\Omega^n_j$:

$$\Omega_0 := \bigcup_{n=1}^{N_t} \bigcup_{j=1}^{N_x} \Omega^n_j, \quad (7.9)$$

where each unit of $\Omega^n_j$ is defined by

$$\Omega^n_j := [(n - 1)\Delta t, n\Delta t] \times [(j - 1)\Delta x, j\Delta x]. \quad (7.10)$$

Then we can extend $W^n_j$ to be piecewise constant functions as $W^n_j(t, x)$, on each unit of domain $\Omega^n_j$ with

$$W^n_j(t, x) = \begin{cases} W^n_j, & (t, x) \in \Omega^n_j \\ 0, & \text{otherwise}. \end{cases} \quad (7.11)$$

We let $\{\varphi^n_j(t, x)\}_{n,j \in \mathbb{N}}$ be a set of test functions that defined on each unit of domain $\Omega_j^n$ such that

$$\varphi^n_j(t, x) := \frac{1}{5\Delta t \Delta x} \int_{\Omega^n_j} \varphi(t, x) \, dx dt, \quad (7.12)$$
where

\[ \Omega(\varphi)^n_j := \Omega_{j-1}^n \cup \Omega_j^n \cup \Omega_{j+1}^n \cup \Omega_j^{n+1}. \]  

(7.13)

To prove convergence, we define \( \tilde{\varphi}(t, x) \) and \( \tilde{W}(t, x) \) such that for any \( (t, x) \in \Omega_0 \) we have,

\[ \tilde{\varphi}(t, x) := \sum_{n=1}^{N_t} \sum_{j=1}^{N_x} \varphi^n_j(t, x), \]  

(7.14)

\[ \tilde{W}(t, x) := \sum_{n=1}^{N_t} \sum_{j=1}^{N_x} W^n_j(t, x), \]  

(7.15)

so that the 2 piece-wise constant functions above can approximate the distributional solution \( w(t, x) \) and the test function \( \varphi(t, x) \). Accordingly, the indicator function \( \mathbb{H} \) also needs to be discretized, we set

\[ \mathbb{H}(t, x) := \sum_{n=1}^{N_t} \sum_{j=1}^{N_x} \mathbb{H}^n_j(t, x) = \left( \sum_{n=1}^{N_t} \sum_{j=1}^{N_x} 1_{\Omega^n_j}(t, x) \right) \cdot 1_{2 \times 2}, \]  

(7.16)

where

\[ 1_{\Omega^n_j}(t, x) := \begin{cases} 1, & (t, x) \in \Omega^n_j \\ 0, & \text{otherwise.} \end{cases} \]

Putting the discrete sum (7.14) and (7.15) into the integral (weak) form to get

\[ I(\tilde{W}) := \int_{\Omega_1} \tilde{W} \cdot \partial_t \tilde{\varphi} + F(\tilde{W}) \cdot \partial_x \tilde{\varphi} - G(\tilde{W}) \cdot \tilde{\varphi} \, dx \, dt \]

(7.17)

\[ + 2 \int_0^L \tilde{W}(t_1, x) \cdot \tilde{\varphi}(t_1, x) \, dx - \int_{t_1}^T F(\tilde{W}(t, L)) \cdot \tilde{\varphi}(t, L) \, dt \]

We say the discrete sum function \( \tilde{W} \) induced by the numerical solution set \( \{ W^n_j \}_{n,j \in \mathbb{N}} \), weakly converges to the distributional solution \( w \) if the integral \( I(\tilde{W}) \) in (7.17) approaches 0 when \( \Delta x, \Delta t \to 0 \) (which means \( N_x, N_t \to \infty \), but \( N_x \Delta x = L, N_t \Delta t = T \)) for any test function \( \varphi \), denoted by \( \tilde{W}(t, x) \rightharpoonup w(t, x) \) for any \( (t, x) \in \Omega_0 \). The following is how we compute term by term for \( I(\tilde{W}) \).

For convenience, we also let \( F(W^n_j) \) be short for \( F(W^n_j(t, x)) \), and let \( G(W^n_j) \) be short for \( G(W^n_j(t, x)) \). Similar to the method from [28], we multiply the equation (7.6) by \( \varphi^n_j(t, x) \) and sum over \( n \) and \( j \), to obtain

\[ \sum_{n=1}^{N_t} \sum_{j=1}^{N_x} \mathbb{H}^n_j \left( \frac{F(W^n_{j+1}) - F(W^n_{j-1})}{2\Delta x} + \partial_t \Delta t W - G(W^n_j) \right) \cdot \varphi^n_j \Delta x \Delta t = 0, \]  

(7.18)
where $\partial_t \Delta t W$ is the same as in (7.6). Consider the first summation in (7.18), we have

$$S_x := \sum_{n=1}^{N_t} \sum_{j=1}^{N_x} \left( \frac{F(W^n_{j+1}) - F(W^n_{j-1})}{2\Delta x} \right) \cdot \varphi^n_j \Delta x \Delta t = \sum_{n=1}^{N_t} \sum_{j=1}^{N_x-1} \frac{F(W^n_{j+1}) - F(W^n_{j-1})}{2\Delta x} \cdot \varphi^n_j \Omega^n_j \Delta x \Delta t$$

(7.19)

by summation by parts, we have that

$$S_{x,1} = \sum_{n=1}^{N_t} \sum_{j=1}^{N_x-1} (F(W^n_{j+1}) - F(W^n_{j-1})) \cdot \varphi^n_j \Omega^n_j \Delta t = \sum_{n=1}^{N_t} \left[ \frac{F(W^n_2) \cdot \varphi^n_1 - F(W^n_0) \cdot \varphi^n_1}{\Delta t} + \frac{F(W^n_3) \cdot \varphi^n_2 - F(W^n_1) \cdot \varphi^n_2}{\Delta t} + \cdots + \frac{F(W^n_{N_x}) \cdot \varphi^n_{N_x-1} - F(W^n_{N_x-2}) \cdot \varphi^n_{N_x-1}}{\Delta t} \right] \Omega^n_j \Delta t.$$

Now we re-pair and classify the summation with $F(W^n_j)$ instead of $\varphi^n_j$ in order to construct derivatives of $\varphi^n_j$, which is similar to integration by parts

$$S_{x,1} = \sum_{n=1}^{N_t} \left( \frac{1}{2} \sum_{j=1}^{N_x} F(W^n_j) \cdot (\varphi^n_{j-1} - \varphi^n_{j+1}) \right) \Delta t \quad + \frac{1}{2} \sum_{n=1}^{N_t} (F(W^n_{N_x}) \cdot \varphi^n_{N_x-1} + F(W^n_{N_x-1}) \cdot \varphi^n_{N_x} - F(W^n_0) \cdot \varphi^n_1 - F(W^n_1) \cdot \varphi^n_0) \Omega^n_j \Delta t \quad = \sum_{n=1}^{N_t} \left( \frac{1}{2} \sum_{j=1}^{N_x} F(W^n_j) \cdot (\varphi^n_{j-1} - \varphi^n_{j+1}) \right) \Delta t \quad + \frac{1}{2} \sum_{n=1}^{N_t} F(W^n_{N_x}) \cdot \varphi^n_{N_x-1} \Delta t + \frac{1}{2} \sum_{n=1}^{N_t} F(W^n_{N_x}) \cdot \varphi^n_{N_x-1} \Delta t.$$

These 2 terms $F(W^n_0) \cdot \varphi^n_1$ and $F(W^n_1) \cdot \varphi^n_0$ will vanish using (7.12), (7.11) and (7.16). So we consider the rest of the terms and take the limit when $\Delta t, \Delta x \to 0$. Note that from the boundary condition of (1.2), we know due to the sudden closure of the valve, there is a discontinuity in both $\rho$ and $q$ at $(t,x) = (t_1,L)$, which leads to the discontinuity in $F(W(t,x))$ at $t_1$ and $L$ as well. Therefore, we need to exclude the term $F(W^n_{N_x-1})$ because
of the discontinuity introduced by closing the valve. So we have

\[
\lim_{\Delta t, \Delta x \to 0} \frac{1}{2} \sum_{n=2}^{N_t} F(W^n_{N_x-1}) \cdot \varphi^n_{N_x} \Delta t + \frac{1}{2} \sum_{n=1}^{N_t} F(W^n_{N_x}) \cdot \varphi^n_{N_x-1} \Delta t = \\
\lim_{\Delta t, \Delta x \to 0} \frac{1}{2} \int_{t_1+\Delta t}^{T} F(\tilde{W}(t, L - \Delta x)) \tilde{\varphi}(t, L) dt + \frac{1}{2} \int_{t_1}^{T} F(\tilde{W}(t, L)) \tilde{\varphi}(t, L - \Delta x) dt \\
= \int_{t_1}^{T} F(w(t, L)) \cdot \varphi(t, L) dt,
\]

and then for some positive constant \(C_{\Omega_{N_x}^1}\) depending on \(\Omega_{N_x}\) and the Lipschitz constant of \(F\)

\[
\lim_{\Delta t, \Delta x \to 0} F(W^n_{N_x-1}) \cdot \varphi^n_{N_x-1} \Delta t = \lim_{\Delta t, \Delta x \to 0} \frac{F(W^n_{N_x}-1) - F(W^n_{N_x+1})}{2\Delta x} \cdot \varphi^n_{N_x} 1_{\Omega_{N_x}^1} \Delta x \Delta t \\
\leq \lim_{\Delta t \to 0} \Delta t \cdot \|\partial_x F(\tilde{W}(t_1, x))|_{x=L}, \tilde{\varphi}(t_1, x)\| \\
= \lim_{\Delta t \to 0} \Delta t \cdot C_{\Omega_{N_x}^1, F} \cdot \|\varphi\|_{\Omega_{N_x}^1, 1} = 0
\]

Moreover we also have

\[
\lim_{\Delta t, \Delta x \to 0} S_{x,2} = \lim_{\Delta t, \Delta x \to 0} \sum_{n=1}^{N_t} F(W^n_{N_x+1}) - F(W^n_{N_x}) \cdot \varphi^n_{N_x} 1_{\Omega_{N_x}^n} \Delta x \Delta t = \\
\lim_{\Delta x \to 0} \Delta x \cdot \int_{t_1}^{T} \partial_x F(w(t, L)) \cdot \varphi(t, L) dt = \lim_{\Delta x \to 0} \Delta x \cdot F(w(t_1^-, L)) \int_{t_1}^{T} \delta(t - t_1) \varphi(t, L) dt = \\
\lim_{\Delta x \to 0} \Delta x F(w(t_1, L)) \varphi(t_1, L) = 0.
\]

Combining the summations we obtain

\[
\lim_{\Delta t, \Delta x \to 0} S_x = \lim_{\Delta t, \Delta x \to 0} S_{x,1} + \lim_{\Delta t, \Delta x \to 0} S_{x,2} = - \int_{t_1}^{T} F(\tilde{W}) \cdot \partial_x \tilde{\varphi}(t, x) dx dt + \int_{t_1}^{T} F(\tilde{W}(t, L)) \cdot \tilde{\varphi}(t, L) dt \\
= - \int_{\Omega_1} F(w) \cdot \partial_x \varphi(t, x) dx dt + \int_{t_1}^{T} F(w(t, L)) \cdot \varphi(t, L) dt.
\]

Next, we compute for the summation over time part,

\[
S_t = \sum_{n=1}^{N_t} \sum_{j=1}^{N_x} \|\partial_t \Delta t W^n_j \varphi^n_j \Delta x \Delta t \\
(7.20)
\]

with

\[
\partial_t \Delta t W = \frac{W^n_{j+1} - W^n_j}{\Delta t} - \frac{\Delta t}{2} \left( \partial_w (\partial_w F) \cdot \partial_x F + \partial_w F \partial^2_x F + \partial_w F \cdot G \right) + O(\Delta t^2). \quad (7.21)
\]
Then we have that the time derivative part of the sum is
\[
S_t = \sum_{n=2}^{N_t} \sum_{j=1}^{N_x} \partial_{t,\Delta t} W \cdot \varphi^n_j \Omega^n_j \Delta x \Delta t + \sum_{j=1}^{N_x} \partial_{t,\Delta t} W(0, x) \cdot \varphi^1_j \Omega^1_j \Delta x \Delta t.
\]
However at boundary side \( x = L \), the flow is cut off, so the PDE becomes a linear homogeneous transport equation:
\[
H(t, L^-)(\partial_t w + \tilde{A} \partial_x w - G(w)) = 0, \tag{7.22}
\]
where
\[
\tilde{A} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}. \tag{7.23}
\]
We have by Lax-Wendroff that
\[
\partial_t w(t, L) = \frac{w(t + \Delta t, L) - w(t, L)}{\Delta t} - \frac{\Delta t}{2} \tilde{A}^2 \partial_x^2 w(t, L) + O(\Delta t^2). \tag{7.24}
\]
Now we have the summation for \( \Delta x \) at \( t \in [0, \Delta t] \) that
\[
S_{t,2} = \sum_{j=1}^{N_x-1} \left( \frac{W_j^2 - W_{j-1}^2}{\Delta t} + O(\Delta t) \right) \cdot \varphi^1_j \Omega^1_j \Delta x \Delta t - \tilde{A}^2 \left( \frac{\Delta t}{2} \frac{W_{N_x+1}^1 - 2W_N^1 + W_{N_x-1}^1}{\Delta x^2} \right) \cdot \varphi^1_N \Omega^1_N \Delta x \Delta t.
\]
Therefore we have
\[
\lim_{\Delta t, \Delta x \to 0} S_{t,2} := \lim_{\Delta t \to 0} \Delta t \cdot \int_0^L H(t_1, x) \partial_t \tilde{W}(t_1, x) \cdot \tilde{\varphi}(t_1, x) dx + O((\Delta t)^2) \cdot \int_0^L \tilde{\varphi}(t_1, x) dx
\]
\[+ \lim_{\Delta t \to 0} \tilde{A}^2 \left( \frac{\Delta t}{2} \frac{W_{N_x+1}^1 - 2W_N^1 + W_{N_x-1}^1}{\Delta x^2} \right) \cdot \varphi^1_j \Delta x \Delta t
\]
\[= \int_0^L (\partial_t w(t, x), H(t, x) \varphi(t, x)) dx + \lim_{\Delta t \to 0} \frac{\Delta t}{2} \left( \tilde{A}^2 \partial_x^2 w(t, L) \varphi(t, L) \right),
\]
\[
\text{since}
\lim_{\Delta t \to 0} \frac{\Delta t}{2} |(\partial_x^2 w(t, L), \varphi(t, L))| \leq \lim_{\Delta t \to 0} \frac{\Delta t}{2} \cdot C_{\Omega_0,w} \| \varphi \|_{\Omega_0,2} = 0,
\]
where \( C_{\Omega_0,w} \) is a constant which depends on \( \Omega_0 \) and \( w \) so that
\[
\lim_{\Delta t, \Delta x \to 0} S_{t,2} = - \int_0^L w(t_1, x) \cdot \varphi(t_1, x) dx.
\]
In the summation \( S_{t,1} \), since we have excluded the case when \( t = t_1 \) where there is a discontinuity in \( u \), then \( S_{t,1} \) is a distribution of order 0 whenever \( \Delta t \) or \( \Delta x \) goes to zero, and with the assumption that \( |U^n_j| \leq C_{h, \forall n,j} \) and \( F, G \in C^\infty(\Omega) \) then we have for \( S_{t,1} \)
\[
S_{t,1} := \sum_{j=1}^{N_x} \sum_{n=2}^{N_t} H^n_j \left( \frac{W_{j-1}^n - W_j^n}{\Delta t} \cdot \varphi^0_n + O(\Delta t) \right) \Delta x \Delta t \tag{7.25}
\]
and by summation by parts of $S_{t,1}$ we have

$$S_{t,1} = \sum_{j=1}^{N_x} \sum_{n=2}^{N_t} \left( W_j^{n+1} - W_j^n \right) \cdot \varphi_j^n \Omega_j^n \Delta x + O(\Delta t) \cdot \text{Area}(\Omega_1)$$

$$= \sum_{j=1}^{N_x} \sum_{n=2}^{N_t} W_j^{n+1} \cdot (\varphi_j^n - \varphi_j^{n+1}) \Delta x + \sum_{j=1}^{N_x} \sum_{n=1}^{N_t-1} \varphi_j^n \cdot \varphi_j^{n+1} \Omega_j^n \Delta x + O(\Delta t) \cdot \text{Area}(\Omega_1)$$

$$= \sum_{j=1}^{N_x} \sum_{n=2}^{N_t} W_j^{n+1} \cdot \left( \frac{\varphi_j^n - \varphi_j^{n+1}}{\Delta t} \right) \Delta t \Delta x - \sum_{j=1}^{N_x-1} W_j^1 \cdot \varphi_j^1 \Delta x + O(\Delta t) \cdot \text{Area}(\Omega_1)$$

Therefore taking the limit and approximating the initial condition we have

$$\lim_{\Delta t, \Delta x \to 0} S_{t,1} = \iint_{\Omega_1} w(t, x) \partial_x \varphi(t, x) dt dx - \int_0^L W(t_1, x) \cdot \varphi(t_1, x) dx + O(\Delta t) \cdot \text{Area}(\Omega_1).$$

(7.26)

The nonlinear term $G(W_j^n)$ is modeled a distribution of order 0 for any $n$ and any $j$, so that the discrete summation is simple as

$$\lim_{\Delta t, \Delta x \to 0} S_{nont} = \lim_{\Delta t, \Delta x \to 0} \sum_{n=1}^{N_t} \sum_{j=1}^{N_x} [G(W_j^n)] \cdot \varphi_j^n \Delta x \Delta t$$

$$= \lim_{\Delta t, \Delta x \to 0} \iint_{\Omega_1} G(\tilde{W}) \cdot \tilde{\varphi} \ dx dt = \iint_{\Omega_1} G(w) \cdot \varphi \ dx dt.$$

Suming up the 3 terms $S_x$, $S_t$ and $S_{nont}$ and when $\Delta x, \Delta t \to 0$, we have $I(\tilde{W})$ in (7.17) converges to

$$\iint_{\Omega_0} w \cdot \partial_t \varphi + F(w) \cdot \partial_x \varphi - G(w) \cdot \varphi \ dx dt +$$

$$2 \int_0^L w(t_1, x) \cdot \varphi(t_1, x) dx + \int_{t_1}^T F(w(t, L)) \varphi(t, L) dt = 0$$

so that Theorem 2 is proved.

8. Simulations

In this section, we will realize some simulations of the Lax-Wendroff Scheme with the boundary conditions that are elaborated in Section 6. Specifically, we will present some results by varying the Courant number (see [26] for details) and the mesh size of our model and finally achieve the convergence that we proved in Section 7.
Settings. In order to show some features of the numerical method, we performed some simulations. We consider a pipe of length $L = 20$ [m] and diameter $D = 0.2$ [m]. We consider the constant $K = 1/\beta$, where we have set $\beta = 4 \times 10^{-9}$, so $c = \sqrt{\frac{K}{\mu}} = 500$ [m/s] is the sound speed. The friction coefficient has been chosen to be $c_f = 2$ to show the velocity’s dissipation within a few periods of the shockwave. We consider the atmospheric pressure $p_a = 1.01 \times 10^5$ [Pa]. The experiment is performed in the time interval $[0, 0.8]$ [s] and the time of closing is $t_1 = 0.04$ [s]. In the waterhammer equation we consider $C = \frac{c_f^2 D}{2\beta}$. The initial conditions are given by $\rho(0, x) = 1000$ [kg/m] and $v(0, x) = 1$ [m/s]. The boundary conditions we consider are:

- Density:
  - $\rho(t, 0) = 1000$ [kg/m$^3$] \(t \geq 0\),
  - $\rho(t, 2L) = 1000$ [kg/m$^3$] \(0 \leq t < t_1\),
  - $\partial_x \rho(t, L) = 0$ [kg/m$^4$] \(t \geq t_1\).

- Velocity:
  - $v(t, L) = 0$ \(t \geq t_1\),
  - Other boundary conditions are by using the related formulas in Section 6.

General behavior. In this section the mesh is set with $\Delta x = 0.1$ [m] and $\Delta t = Co \frac{\Delta x}{c}$ for $\alpha = 2$, so the Courant number is $Co = c \frac{\Delta t}{\Delta x} = 0.5$. We observe the velocity and the pressure. We can observe how the velocity decreases before the closing of the valve, due to the friction coefficient. The behavior changes suddenly at $t = t_1$ when the valve closes, and we see how this perturbation is propagated in both velocity and pressure in Figure 1, while the velocity is still dissipating due to friction. We observe how the behavior tends to equilibrium as $t$ gets larger.

Next, we show the behavior of the velocity and pressure in the pipe, observed only at $x = \frac{L}{2}$. We see some oscillations (Figure 2), which are due to the Lax-Wendroff scheme and we observe the numerical viscosity, see, e.g., [25].

Vary the time step $\Delta t$. The mesh is set with $\Delta x = 0.1$ [m] and $\Delta t = Co \frac{\Delta x}{c}$ for some values of $Co \leq 1$. 

**Figure 1.** Heatmap of velocity and pressure after the valve closure.
Notice that the choice has been made such that \( \Delta x / \Delta t \geq c \), which is a reasonable condition to make the scheme to “see” the physical behavior by “being faster” than it.

We observe in figure 3 that for \( Co = 1 \) the scheme does not present oscillations but it does for another values, for example, \( Co = 0.5 \) or \( Co = 0.1 \).

**Remark 1.** *Due to high computational cost, it is not recommendable to use much lower values of Co if the time frame of interest is not much smaller than the one used in these experiments.*

**Mesh sensitivity.** Since we have a result on convergence, we expect to see that if we use a finer mesh we get more accurate results. However, the computational cost could be too much if we use a much finer mesh. We did the following simulations, in Figure 4, in order to show that in practice we can reach accurate results for certain mesh sizes and making it finer will not improve the results significantly while increasing the computational cost too much. The mesh is set with \( \Delta x \in \{0.5, 0.1, 0.05\} \) [m] and \( \Delta t = \frac{\Delta x}{10c} \).

We observe that while \( \Delta x \) is smaller, the oscillations tend to lie on the shock line and the amplitude gets smaller, which is evidence of the convergence result.
Figure 4. Behavior of $v$ and $p$ at $x = L/2$ by varying $\Delta x$.

9. CONCLUSIONS AND FUTURE DIRECTIONS

This article presents a novel approach to instantaneous valve closure in for the iso-thermal Euler equations or closed-channel Saint-Venant model. Lax-Wendroff schemes for steady states typically exhibit more oscillation than desirable and perhaps a marriage of two numerical techniques with the inverse Lax-Wendroff type boundary conditions could give improved results depending on the fluid flow which is modelled. Generic power semi-linearities for the full Euler equations have yet to be analyzed and should also be accessible via a generalization of Theorem 1 to higher dimensions again using Strang’s method from [31]. Multiple pipes and shocks and higher moment models such as in [18] also add an interesting challenge not yet covered by this work.
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