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1.Introduction

One of the key functionalities of an SDN (software defined networking) is to allow network administrators to dynamically change the logical network topology in real time [1, 2]. This is achieved by separating the controls from the data flows onto the control plane and data plane, respectively. Moreover, network disruptions have a minimum impact on the performance when the SDN dynamically reconfigures the network topology [3], which allows the administrators to optimize the load more efficiently in real time. Moreover, these SDN functionalities allow for new security mechanisms to be designed and deployed, such as moving target defense (MTD) systems, which require continuous changes made to the network [4, 5]. However, the SDN also introduces new networking components (e.g., such as the SDN controllers and forwarding devices), which opened new attack vectors for attackers to exploit the SDN [6].

There are various techniques developed to protect the SDN from attacks, such as DELTA [7], a security evaluation framework, athena [8], an anomaly detection development framework, and research to predict attack patterns using machine learning [9]. However, one must assess their effectiveness in order to optimize the security of the SDN. An approach is to use graphical security models (such as attack graphs (AG) and attack trees (AT)) to evaluate the security of the SDN [10–13], which provide an in-depth analysis of the security (e.g., various attack scenarios and multihop attack paths), as well as means to compute optimal countermeasures [14]. Applying this approach to a SDN...
environment also requires considering the new SDN components into the security assessment, which were not previously captured and analyzed. In addition, intrusion detection systems may not always detect ongoing attacks in real time, causing a delay between the initiation of an attack to response. Hence, the attacker could already be in the reach of the target, so countermeasure efforts should be more focused on deterring the attacker from reaching the target, rather than hardening the point of detection. To do this, we must generate and analyze all possible attack paths, which can be used to understand possible targets the attacker is trying to compromise. However, computing all possible attack paths suffers from scalability and adaptability problems [15, 16]. Therefore, we need a more efficient technique that can evaluate all possible attack paths more efficiently while taking into account the new SDN components in the security assessment.

To address the aforementioned problems, we propose a precomputation approach with the SDN components incorporated into a graphical security model, namely, the hierarchical attack representation model (HARM) [17], to assess the security of the SDN in real time. The precomputed HARM allows us to evaluate all possible attack paths prior to an attack detected, which can be used to estimate possible attack paths from the point of detection to formulate effective countermeasures. In particular, we use a full AG [18–20] to generate the precomputed attack scenarios for the evaluation. And we used an attack scenario in which an attacker tried to break in to steal data from the outside. Once we identified these attack paths, we then take into account the case where the delay of the intrusion detection mechanism takes longer than the attack time. The precomputed full AG is used to identify relevant attack paths, which are then evaluated to deploy relevant countermeasures. We further conduct experimental analysis to demonstrate that our proposed approach can effectively trace an attack with delayed detections and mitigate an ongoing attack in real time. The contributions of our paper are summarized as follows:

(i) To conduct security assessment for the SDN that takes into account new SDN components and their associated attack vectors
(ii) To generate precomputed attack scenarios using a full AG for real-time security assessment and countermeasure in the SDN
(iii) To propose response and prevention for ongoing intrusions that take into account delays observed by attack detection mechanisms
(iv) To conduct experimental analysis to demonstrate the feasibility of the proposed approach for mitigating an ongoing attack with delayed detections in the SDN

The rest of the paper is organized as follows. Section 2 presents the overall framework and flowchart, and the details of how each module works are shown in Section 3. In Section 4, precomputation of attack scenarios and future attack scenario predictions are presented. The experimental analysis is presented in Section 5. The discussion and limitations of this paper are presented in Section 6, and Section 7 presents the related work. Finally, we conclude our paper in Section 8.

2. A Framework for Real-Time Intrusion Response in SDN

To overcome the limitations of IDSes, we propose a precomputed graphical security model (GSM) for real-time intrusion response in SDN. The general steps are described as follows: (1) collect configuration information of the SDN including security vulnerabilities and node connections/dependencies, (2) input the gathered information to generate the GSM for security assessments, (3) collect intrusion detection data from the SDN, and lastly (4) compute effective attack response by selecting optimal countermeasure. The relationships between these steps are shown in Figure 1, with the workflow of our framework presented in Figure 2.

2.1. SDN Configuration. To evaluate the security posture associated with the SDN, we first need to collect the required security information. Two main information are vulnerabilities associated with each SDN component and their connectivity/dependency. The vulnerability information can be gathered using various vulnerability scanning tools such as Nessus [21] and OpenVAS [22]. The component dependencies can be gathered from the flow table and SDN controller settings. This information is then sent to the security modeling and analysis module.

In the SDN, there are also IDSes. Any detected intrusions are forwarded to the intrusion detection module directly. Note that IDSes are typically not placed on all SDN components (e.g., too costly), and therefore the attack scenario can be even more complex and unpredictable in SDNs with very sparse IDSes.

2.2. Security Modeling and Analysis. Using the inputs from the SDN configuration module, we then generate a GSM [10, 11]. For example, hierarchical attack representation model (HARM) is a scalable and adaptable GSM [17], which we will use in our paper (we have selected to use the HARM for demonstrations, but other GSMS can be used as well; however, the selection of an appropriate GSM to use is out of scope in this paper). GSMS can take into account various security vulnerabilities and compute various attack scenarios associated with different dependencies. However, they still suffer from the scalability problem when the size of the network gets larger. Hence, the need for a precomputation technique to achieve the real-time attack response. The precomputed security assessment information is then sent to the attack response module, which will be used when an intrusion is detected.

2.3. Intrusion Detection. The IDSes in the SDN collect the intrusion logs, which are sent to the attack response module. This module processes the raw intrusion detection data and
analyzes the attack information (e.g., type of attack) and its associated metadata (e.g., location, time, etc.). Although this module will try its best to detect attacks accurately and fast, we cannot rely on its performance that it would be in real time and fully accurate.

2.4. Attack Response. The attack response module is one of our main contributions, where the impact of an attack is evaluated taking into account the intrusions detected and the location of the attack. For instance, if an attack is detected where the subnet contains many vulnerable computers, then the impact may be that one or more of computers may also be compromised soon after. Consequently, the goal of the attack response module is to reduce the impact of the attack by quickly locating, estimating the damage, and isolating the attack from its progression.

3. Real-Time Intrusion Response in SDN

3.1. SDN Configuration. To demonstrate the usability of our proposed solution, we take into account a running example as shown in Figure 3. The toy example includes nine nodes in the data plane (i.e., six virtual machines (VMs) and three switches). Table 1 shows the defined flow table in the SDN.

We assume that only the VMs on web server are connected to the Internet, and the attacker is located outside the SDN (i.e., no attackers inside the SDN) (our proposed solution is also applicable for inside attackers as it takes into account both security models and IDSes; however, we initially focus on attackers outside the SDN first). The role of the VMs is to provide services within and to the external users (e.g., an enterprise network setup using the SDN). For example, a user requesting a service will access VM1, VM2, or VM3 located in web server.

If there is no problem with the system, the system operates as follows. A user sends a request to the system, which requires the data stored in a database (e.g., VM6). To establish this service, a VM in web server (e.g., VM1) requests the data through a VM in app server (e.g., VM4) for all valid requests. Then, this request gets passed to VM6 for processing. Finally, the requested data get returned to the user through the VMs the request was processed from (e.g., in this instance, through VM1, VM4, and VM6).

There are two redundancy connections between VM1 and SW2 and VM5 and SW1 to continue to provide functionalities in the event of an emergency (e.g., burst in requests or a DDoS attack). However, if the attacker compromises the SDN controller, these redundant connections can be used to form various attack paths. Based on...
the SDN configurations and settings, the operation system of each node and vulnerabilities can be found as shown in Table 2. For simplicity, we chose only a few vulnerabilities in the SDN for each node (OS vulnerabilities for VMs and OpenFlow vulnerability for SDN switches), but all vulnerabilities can be modeled as in [23].

### 3.2. Security Modeling and Analysis

#### 3.2.1. Common Vulnerability Scoring System (CVSS)

In order to measure the severity of vulnerabilities, we use the CVSS base score (BS) [24]. First, we mention a few key updates to the CVSS BS system. The base vector takes into consideration of the "User Interaction" and "Privileges Required," and "Physical Metric" has been added to the attack vector. Confidentiality, integrity, and availability measures are changed from {None, Partial, Complete} to {None, Low, High}, and "Access Complexity" has been changed to "Attack Complexity." The following equations are used to compute the CVSS BS metric, which we simply denoted as "BS" (as shown in equation (1)), "IM" represents the Impact Metric (as shown in equation (2)), and "E" represents the Exploitability Metric (as shown in equation (3)).

\[
BS = (0.6 \times IM + 0.4 \times E - 1.5) \times f(IM),
\]

\[
IM = 10.41 \times (1 - (1 - C) \times (1 - I) \times (1 - A)),
\]

\[
E = 20 \times AC \times AU \times AV.
\]

Based on risk computation in [5], we utilize the CVSS BS in order to compute the system risk, which is calculated as shown in equation (4) (i.e., the system risk is a factor of

![Figure 3: Example SDN configuration.](image-url)
impact and probability of an attack). In order to compute the system security risk, we need to know the probability of an attack success and the impact. Here, we use the exploitability metric associated with each vulnerability (as shown in Table 2) to represent the probability of an attack success as in equation (5) and use the impact metric directly from the CVSS.

\[ \text{Risk}_v = 1 \times P_{\text{attack}}, \quad (4) \]

\[ P_{\text{attack}} = \frac{\text{BS}}{10} \quad (5) \]

### 3.2.2. Attack Graph for SDN

Here, we describe the AG used to model SDN, which captures the sequence of vulnerabilities to be exploited to achieve the attack goal. We assume the attack goal is to execute arbitrary code on VM6. First, we define an AG as follows.

**Definition 1.** An AG is a directed graph \( \text{AG} = (V, E) \), where \( V \) is a finite set of vulnerabilities in the networked system and \( E \subseteq V \times V \) is a set of edges where a pair of vulnerabilities \((v_i, v_j)\) such that the postcondition of \( v_i \) satisfies the preconditions of \( v_j \).

Given the definition above, we can generate an AG to map attack scenarios of our example SDN as shown in Figure 4. Given the model and the system risk calculation steps above, we can compute the system risk associated with our example SDN. For instance, the attacker can exploit vulnerabilities \( \text{WV}_1 \) and \( \text{WV}_2 \) as specified in Table 2 for Windows 7-based VMs. If the attacker exploits \( \text{WV}_1 \) vulnerability, then \( \text{Risk}_{\text{WV}_1} \) is 2.842 (i.e., the impact of 4.9 multiplied by the probability of 0.58). Similarly, \( \text{Risk}_{\text{WV}_2} \) is 9.3, \( \text{Risk}_{\text{LV}_1} \) is 1.247, \( \text{Risk}_{\text{LV}_2} \) is 7.65, and \( \text{Risk}_{\text{OFV}_1} \) is 4.352.

### 3.3. Intrusion Detection

In this section, we take into account the time factor when an attack has been detected. It is possible that an ongoing attack may have progressed further at the time of detection. Therefore, it is important to take into consideration which attack scenarios are important in order to mitigate the attack. Generally, attack detection should consider Bayesian Theory, but we assume the attack detection mechanisms in the SDN is correct (e.g., we can use detection mechanisms such as in [25–28]). If we consider Bayesian theory, attack detection is similar to applying the Threshold Random Walk with Credit-Based connection rate limiting (TRW-CB) algorithm in [28]. The detection rate is 92.54% and a false alarm rate is 7.48%.

Figure 5 shows the detection of an attack success at \( \text{VM}_2 \). Given the attacker has not yet progressed any further, the SDN administrator can deploy countermeasures. For example, we change the flow table rules to drop all outgoing packets of \( \text{VM}_2 \), disabling any further attacks. Figure 5(b) shows the result of the countermeasure.

However, if we assume that the detection of the attack has been delayed (i.e., the attack is detected after a \( t \) amount of time has passed since the actual event of an attack), the attacker would consequently have progressed further from compromising \( \text{VM}_1 \) in our example. This is depicted in Figure 6(a). The attacker has successfully compromised \( \text{SW}_1 \) after compromising \( \text{VM}_2 \), but the attack detection only alerted the SDN administrator the progress of the attack at \( \text{VM}_2 \). In order to predict its current attack scenario, we use the full AG and focus on all possible attack paths from the given detection point as shown in Figure 6(c). Using the flow table rule change as the countermeasure, our approach is to limit the attack path up to \( h \)-hops, where \( h \) is the number of hops from the node with initial attack detection. For example, if we use 2-hop path disable, then the result is shown as in Figure 6(b). As a result, we are able to disable further attack paths of the attacker in a trade-off to some loss of SDN functionalities. In conclusion, this is to show that we can still maintain some functionalities of the SDN while disabling any potential ongoing attacks. We investigate how security is affected further in Section 5.

### 3.4. Attack Response

SDN can manipulate the flow of data plane using flow table. Therefore, when an attack occurs in the SDN environment, it is possible to block the attack path by modifying the flow table in addition to the response method (e.g., patching a vulnerability) used in the existing network. However, if the response is delayed, the attacker may succeed in exploiting the next target before the defense is implemented. We considered system loss and cost of action based on the relationship between the attacker’s attack time and the defender’s response time. For that, we assume the following. First, the attack detection (IDS) is complete and all nodes can be monitored at the same time. Second, all of network flows can be changed using the flow table. Third, the devices or software that make up the SDN are not changed. The attack time and response time that we use follow the following definition.

**Definition 2.** Attack time \( t_A \) is defined as the time taken for an attacker to succeed in attacking the next host connected at the current location.

**Definition 3.** Response time is defined as \( t_R = t_D + t_S + t_C \). Here, \( t_D \) is defined as the time taken to detect an attacker’s attack attempt on the host (attack detection time). \( t_S \) is defined as the time taken to calculate the security model in real time or to retrieve it from the precomputed security model (security model calculation time). \( t_C \) is defined as the time required to apply a countermeasure to one host (countermeasure time).

Given the above definition, an example of comparisons between attack time and response time can be expressed as follows.

**Example 1.** Figure 5(b) shows the attack success at \( \text{VM}_2 \). The loss node is \( \text{VM}_1 \), and the action node is \( \text{SW}_1 \). Assuming that both the cost of damage from the attack and the cost of the action are 100, the total cost is 200.
Figure 4: An AG of the SDN

Figure 5: Continued.
Example 2. Figure 6(b) shows $t_R = 2 \times t_A$. The loss nodes are VM$_2$ and SW$_1$, and the action nodes are SW$_2$ and SW$_3$. Assuming that both the cost of damage from the attack and the cost of the action are 100, the total cost is 400.

If $t_R$ is less than $t_A$, the attack can take immediate action on the detected node. But in reality, this is not always true, and therefore the attacker has extra time to continue compromising nodes in the SDN. $k$ is used to determine the attacker’s attack progress. It also indicates the number of possible SDN nodes that the attacker may have compromised (i.e., a predictive value to estimate the attacker’s progress). Hence, the defender must take action on the nodes that is up to $k$ hops in distance when the condition of equation (6) is satisfied. For example, if $t_R$ and $t_A$ are the
same, then $k$ is 1. The defender can then take action on a node that is 1 hop away. Using Algorithm 1, the defender can select the node to take action.

$$k \times t_A \leq t_R < (k + 1) \times t_A.$$  

The countermeasures should be applied as soon as possible to minimize the loss of the entire system. If you cannot reduce $t_D$ and $t_C$ in $t_R$, you should reduce $t_S$. Rather than calculating the security model in a real time when an attack occurs, it is possible to reduce the $t_S$ by searching and applying a model that matches the current situation among the precomputed security models.

4. Precomputation and Attack Prediction for Security Assessment

This section introduces the precomputation of attack scenarios and attack scenario prediction by taking into account the delays in attack detections. We can precompute the attack scenarios in order to reduce the time taken to evaluate them. We also take into account the delays observed in attack detection mechanisms and propose an attack scenario prediction method to enhance the capabilities of SDN defense mechanisms. The generations of both the full graph and the HARM can be found in [17].

4.1. Full Graph. Assessing the security of SDN in real time faces a scalability problem using existing graphical security models as presented in Section 7. To address this problem, we precompute all possible attack scenarios using full AG. By precomputing all possible attack scenarios offline, we can reuse this information in real time when necessary. For precomputation of attack scenarios, we use a full AG, which represents all possible attack paths. Algorithm 2 is used to generate a full AG. The inputs required are the AG, attacker location, and the target node. Then, the algorithm searches for all possible attack paths of the given attack scenario. Given the attacker outside the SDN and the target node of VM, the full AG of the example SDN is shown in Figure 7. For simplicity, we only represented attack paths of VMs as the size of the full AG grows exponentially relative to the AG above.

4.2. HARM. The full AG above is used for fast real-time security assessment for particular attack scenarios. However, it is not scalable to enumerate all possible attack scenarios for a security overview of the SDN. Instead, we use the HARM [17] to assess the security of the SDN in a more scalable manner. The HARM models network nodes and their vulnerabilities onto multiple layers and utilizes the benefits of hierarchy to reduce the scalability complexity. We generate a 2-HARM (a two-layered HARM) of the example SDN, as shown in Figure 8. The formalism of the 2-HARM is as follows.

**Definition 4.** The two-layered HARM is defined as a 3-tuple $H = (U, L, M)$. Here, $U$ is the AG and $L$ is the ATs for $H$ and $V$, where $M$ is the mapping between the upper layer components and lower layer components. This mapping is described by $M: U \rightarrow L$. Each host in the upper layer may have a corresponding AT in the lower layer.

The upper layer of the HARM uses the AG to represent the reachability between the nodes in the SDN (i.e., the VMs and the switches). Hence, we define $U$ as follows.

**Definition 5.** An AG in the upper layer of the HARM is defined as a 2-tuple $U = (N, E)$, where $N$ is a finite set of nodes in the SDN and $E \subseteq N \times N$ is a set of edges where a pair of nodes.

The lower layer of the HARM is a set of attack trees (ATs) [29], where each AT represents the vulnerability information of each upper layer node of the HARM (i.e., SDN nodes). We define each $L$ in the lower layer of the HARM as follows.

**Definition 6.** An AT in the lower layer of the HARM is defined as a 5-tuple $L = (A, B, c, g, root)$, where $A$ is a finite set of vulnerabilities and $B$ is a set of gates which are the inner nodes of $L$. We require $A \cap B = \emptyset$ and root $\in A \cup B$. Function $c: B \rightarrow P(A \cup B)$ describes the children of each inner node in at (we assume there are no cycles). Function $g: B \rightarrow \{\text{AND, OR}\}$ describes the type of each gate.

\[
\text{procedure } \text{RNS}(AG_{SDN}, N_D, t_A, t_R) \\
\text{if } t_A > t_R \text{ then} \\
\quad \text{Send } N_D \text{ to Reconfiguration Module} \\
\text{else} \\
\quad \text{for all } E \text{ from } N_D \text{ to } N_i \text{ do} \\
\quad \quad t_R \leftarrow t_R - t_A \\
\quad \quad \text{RNS}(AG_{SDN}, N_i, t_A, t_R) \\
\text{end for} \\
\text{end if} \\
\text{end procedure}
\]

**Algorithm 1:** Response node selection algorithm.

\[
\text{procedure } \text{fullAG}(AG, N_{cr}, N_{tg}) \\
\text{Mark } N_{cr} \text{ visited} \\
\text{Stack.push}(N_{cr}) \\
\text{if } N_{cr} = N_{tg} \text{ then} \\
\quad \text{Return } \text{Stack} \\
\text{else if } \text{Sizeof}(E_{N_{cr}}) \neq 0 \text{ then} \\
\quad \text{for } i \leftarrow 0 \text{ to } \text{Sizeof}(E_{N_{cr}}) \text{ in } AG \text{ do} \\
\quad \quad N_{next} \leftarrow \text{destination of } E_{N_{cr}}^i \\
\quad \quad \text{if } N_{next} \text{ is uniquely aligned then} \\
\quad \quad \quad \text{fullAG}(AG, N_{next}, N_{tg}) \\
\quad \text{end if} \\
\quad \text{end for} \\
\text{else} \\
\quad \text{Stack.clear} \\
\text{end if} \\
\text{end procedure}
\]

**Algorithm 2:** Algorithm to generate a full AG.
representation of the attack tree $L^n$ associated to the host $n \in N$ is as follows:

$$L^n: A \subseteq n_{vul}.$$  \hfill (7)

This means that the vulnerabilities of a node are combined using logical AND and OR gates.

Given the definitions above, the example SDN in the form of the HARM can be represented as follows.

**Example 3. The Upper and Lower Layer Mapping:** Figure 8 shows HARM of the SDN. The HARM for given SDN model is $H = (U, L, M)$, where $U$ and $L$ are the AG and the set of
ATs in the upper and the lower layer, and $M: U \rightarrow L$ is a one-to-one mapping of the upper layer $U$ to the corresponding lower layer $L$.

**Example 4. The Upper Layer:** the AG shown in Figure 8 is a directed graph $AG_{SDN} = (N_{SDN}, E_{SDN})$, where $N_{SDN} = \{A, VM_1, VM_2, VM_3, VM_4, VM_5, SW_1, SW_2, SW_3\}$ and $E_{SDN} = \{(A, VM_1), (A, VM_2), (A, VM_3), (VM_1, SW_1), (VM_2, SW_1), (VM_3, SW_1), (VM_1, SW_2), (VM_2, SW_2), (VM_3, SW_2), (SW_1, VM_3), (SW_2, VM_3), (SW_2, VM_4), (SW_3, VM_4), (VM_3, SW_3), (VM_4, SW_3), (VM_5, SW_3), (SW_3, VM_6), (SW_4, VM_6)\}$. The set of conditions required to compromise VM 1 is given by the AG shown in Figure 8 is a one-to-one mapping of the upper layer $U$ to the corresponding lower layer $L$.

**Example 5. The Lower Layer:** the ATs in the lower layer are shown in Figure 8. The set of conditions required to compromise VM 1 is given by $L_{VM_1} = (A_{VM_1}, B_{VM_1})$, where $A_{VM_1} = \{WV_1, WV_2, WV_3\}$ is a set of components which are the leaves (vulnerabilities), $B_{VM_1} = \{AND_1, OR_1\}$, $c_{VM_1} = \{WV_1, WV_2\}$, $g_{VM_1} = \{VM_1, rootVM_1\}$, $g_{OR_1} = \{VM_1, WV_1\}$, and $root_{VM_1} = \{rootVM_1\}$. Since both full AG and HARM to a full AG for precomputation in Section 5.3. Hence, we conduct simulations to investigate the performance difference of computing an AG used in the HARM to a full AG for precomputation in Section 5.3.

5. Result and Analysis

In this section, we investigate the effectiveness of using full AG for precomputation taking into account various security metrics. Regardless of which model we use, the security metric computed will be the same. Since both full AG and HARM computes the same metric values, we do not explicitly present those results in this paper.

First, we look at changes in security metrics with and without deploying countermeasure, where we change the flow table rules to block attack paths up to three steps in Section 5.1. Then, we conduct simulations to investigate the performance difference of computing an AG used in the HARM to a full AG for precomputation in Section 5.3.

### 5.1. Change in Security Metrics

For this experiment, we use the example SDN as shown in Figure 3 as our experimental testbed. In this system, service is not available unless a packet is sent to the database. So, we assume that the network administrator cannot change the flow table rules of $SW_3$ and $VM_4$ due to system constraints (i.e., they need to be functional to continuously provide SDN service). To ensure the operability, we extend this assumption such that at least one connection path exists such that users’ requests can be handled. Although modifying flows can affect the performance of the SDN, we only consider the minimal cost to enhance the security of SDN in this paper (i.e., the minimum number of flow changes for maximized security). For example, an alternative flow path can be used to continue delivering the service, but it may create a bottleneck effect if the traffic is not managed carefully. We will investigate the trade-off between enhancing security and degrading the network performance in our future work.

First, we investigate the change in security when predicting potential attack in 1-hop, and then we measure the change in the probability of attack success and the system risk. The result is shown in Figure 9, which shows that blocking 1-hop at $SW_1$ or $SW_2$ flows can minimize the probability and the risk than other nodes.

On the other hand, if the detection of an attack was delayed, we need to consider further steps in order to mitigate the attack. So, we also look at 2-hop flow blocking of nodes, where the combinations are shown in Table 3. The result is shown in Figure 10, which shows a similar result to the 1-hop blocking (i.e., the best practice is to block flow through $SW_1$ or $SW_2$). However, we observe that the importance of nodes for defense has changed (i.e., the priorities to secure SDN components can vary when the number of hops changes). For instance, blocking the flow through $VM_2$ and $SW_2$ can also achieve a similar effect, where $VM_2$ in the 1-hop analysis was significantly worse.

Lastly, we look at the 3-hop flow blocking. Table 4 shows the combinations of three nodes and their flows to be blocked. With the given attack scenario, we have 21 possible combinations of nodes out of the maximum number of 35. Figure 11 shows the result, where three conditions that include $SW_2$ minimized the probability of attack success and the system risk, but only one condition that includes $SW_1$. This indicates that we look into various attack paths as well as the importance of nodes. In conclusion, we observe that our proposed solution has identified $SW_2$ as the most important SDN component to secure. In general, the most vulnerable node or the node with many connections to other nodes in the network can be the most important node. Another method of analyzing the importance of nodes is the network centrality measure [30]. For the running example, it is obvious to pick it up easily by inspection, but when the SDN becomes larger and more complex, this can be done easily using the proposed solution, whereas it would be near impossible and impractical by human efforts.

### 5.2. Numerical Sensitivity Analysis

The slower the response to an attack, the more attackers can attack the node. This results in more loss to the system. We conducted an experiment to compare the losses incurred in the system with the costs required to take action in response time. Since loss cost and cost of action cannot be defined objectively, the sensitivity analysis methodology was applied. In this experiment, we calculated loss and response costs based on detection time and attack time when an attacker successfully attacked $VM_4$.

In the first experiment, we applied a sensitivity analysis to the loss cost. The corresponding cost was fixed at 100 and the loss cost increased from 0 to 500. In each case, the total cost of ownership was calculated. Figure 12(a) shows the experimental result. As the response time is slower than the attack time, the total cost is higher.

Second, we applied a sensitivity analysis to the response costs. The loss cost was fixed at 100 and the corresponding cost was increased from 0 to 500. And, as in the previous experiment, we calculated the total cost for each case. Experimental results show that the total cost of ownership varies depending on the situation, such as Figure 12(b). If a defender defends a node that is far from the compromised
node, loss cost may occur at a node with a relatively short distance. However, if the cost of response is greater than the cost of loss, taking action on multiple nodes significantly increases the total cost of ownership. In this case, taking action on one node that is farther away, even if the loss is considered, may be a way to save the total cost of ownership.

5.3. Simulation. To investigate the performance of precomputing the full AG in comparison to the AG, we simulate the generation and evaluation time via simulations. The precomputation of the full AG is important as it reduces the security evaluation time for real-time mitigation, while it is also used for attack prediction. As increasing the number of nodes put both AG and full AG in an exponential time complexity [16], we focus on generation and evaluation when certain node flows are blocked as shown in Table 5.

The comparison results are shown in Figure 13; it shows that the full AG outperforms the AG in terms of evaluation time for all the conditions. This indicates that real-time security assessment for a large-sized SDN (or any other general networks) using AG may not be feasible [17] and there is an efficiency of precomputing all possible attack paths using the full AG. And it is more efficient to utilize more scalable security models such as HARM.

6. Discussion and Limitations

6.1. Scalability. The framework provides an approach to assessing the security of SDN and applying countermeasures to the system using a security model for real-time...
intrusion responses. However, the security model has scalability issues. In our future work, we will consider improving the performance of security modeling and analysis for the SDN, as we face an exponential time complexity when the number of nodes in the SDN increases.

6.2. SDN Attack Surface. Furthermore, we use network devices that exist in the data plane for security modeling. However, SDN has a variety of components and threat vectors in addition to the data plane. Accordingly, we will incorporate the control plane and the SDN controller in the model in order to assess the security posture of the whole life-cycle of the SDN. In addition, the network may normally have an internal attacker. But, we only used scenarios in which attacker would always break in from the outside. We can deal with internal attacker in our future work.

**Figure 11:** Block three nodes vs. security metrics.

![Figure 11](image)

**Figure 12:** Cost sensitivity analysis. (a) Loss cost vs. total cost. (b) Response cost vs. total cost.

![Figure 12](image)

**Table 5:** A set of conditions that include specific node(s).

| ID | Nodes |
|----|-------|
| C₁ | VM₁   |
| C₂ | SW₂   |
| C₃ | VM₁SW₂|
| C₄ | VM₁SW₁|
| C₅ | VM₁VM₂SW₂|
| C₆ | VM₁VM₂SW₁|
6.3. Evaluation Correctness of Different Vulnerabilities. In this paper, we removed the assumption that an IDS may not work in real time, and also the detection rate may not be 100%. This is more realistic as an attack which was detected at the entry point but progressed to install a backdoor on an user’s computer may not be mitigated effectively by only enhancing the entry point vulnerability. As such, we go beyond securing the point of detection and evaluate the possible extensions of the damage. However, we did not explicitly evaluated the effects of different vulnerabilities present, where some system settings may be mitigated well by securing the detection point (e.g., security by design). As we only focused on the usefulness of precomputation, we will investigate the impact of secure design in the context of our work in the future.

6.4. Multiple Attackers. In this paper, we focused only on a single attacker version, but in reality, there can be multiple attackers trying to exploit the SDN in various entry routes. However, because we already precomputed all possible attack paths and the IDSes are working in real time, our attack response module only has to make sure that different attackers are differentiated when formulating countermeasures. In this way, our proposed solution can mitigate multiple attackers even exploiting different attack surfaces. On the other hand, we only handled targeted attacks. Therefore, volume-based attacks such as DDoS are not appropriately addressed by our solution. We will investigate the mitigation schemes for volume-based attacks in the SDN in our future work.

6.5. Network Topology Changes. In this paper, we changed the network flow to respond to the attack when it occurred. However, the network topology of an SDN can be dynamic. Therefore, when the model changes, it is necessary to redo the precomputation of the changing model. This could be a similar solution to the MTD in response to an attack [5]. In our future work, we will investigate the application of precomputation to changing models.

7. Related Work

7.1. General SDN Security. Various security issues related to the SDN have been studied previously [1, 31–34]. Kreutz et al. [6] presented new threat vectors of the SDN that were not present in traditional networks. They also provided some potential solutions to mitigate their identified threats. However, they do not specify the means to evaluate those threats. We aim to provide solutions to some of these problems in this paper. Shin et al. [35] presented a framework named FRESCO, which is to enhance the security of the OpenFlow protocol for the SDN, allowing them to detect and mitigate attacks. This work shows that SDN components such as SDN switches are prone to cyber attacks. Porras et al. [36] presented SE-Floodlight, an extension to a widely used OpenFlow Floodlight Controller, to provide additional security features to protect the control plane of the SDN. Our paper aims to leverage these technologies and provide a comprehensive security analysis of the SDN.

7.2. Intrusion Detection in SDN. An intrusion is defined as a successfully carried out attack, including any malicious behavior in the system. Intrusion detection is an activity to detect such intrusions. It is ideal to detect all the intrusion with 100% accuracy, but in practice, this is infeasible. Because intrusion detection is not perfect, there is always false alarm such as true-positive and false-positive rates. Several types of research have been conducted on attack detection in the SDN environment. Dhawan et al. [25] proposed SPHINX, a framework to detect attacks on network topology and data plane forwarding. Braga et al. [26] proposed a lightweight method for detecting DDoS attacks based on traffic flow capabilities. Giotis et al. [27] presented how to apply SDN for distributed denial of service (DDoS) mitigation by using OpenFlow protocol as a means to enhance the legacy Remote Triggered Black-Hole (RTBH). And in [28], they performed anomaly detection and mitigation in the SDN architecture through an efficient and scalable mechanism. Although not perfect, we can leverage these techniques to detect intrusions in the SDN, which can be used to formulate optimal countermeasures using the HARM.

7.3. Security Modeling for SDN. For security modeling and analysis, Chung et al. [37] presented NICE, a network intrusion detection and countermeasure selection framework. The core of this framework is using an AG to evaluate the security. However, there are limitations of using an AG due to its scalability issues. Similarly, many of the existing graphical security models, as described in [10, 11], suffer from the scalability and adaptability problems [5]. Typically, the scalability problem arises when these models have real-time constraints. In order to address this issue, our approach is to precompute attack scenarios in advance and use them...
where necessary. Hence, we propose to use a full AG, as presented in [18], to generate all possible attack paths in the precomputation. Moreover, we also use the HARM [17] that supports scalable and adaptable security modeling and analysis. By precomputing all possible attack paths, we can quickly evaluate the security posture of the SDN when an intrusion is detected and formulate effective countermeasures in real time.

8. Conclusion

SDN provides functionalities that can dynamically control the network flow, enabling a more robust and economical way of managing network communications. However, it also introduced new vulnerabilities and attack vectors that were not present previously. As a result, many have proposed security solutions to strengthen the SDN against cyber attacks. Nevertheless, there is still a lack of security modeling and analysis for SDN, which enables a system administrator to have a systematic security overview of the SDN.

In this paper, we proposed a security modeling and analysis framework with precomputation for the SDN to formulate countermeasures in real time. The precomputation method was used for the AG, full AG, and the HARM to generate attack scenarios of the current SDN, which can then be used in conjunction with the IDS and correlate with the precomputed attack scenarios. Further, the precomputed models can be used for predicting potential attacks in case the detection mechanisms are delayed. To verify, we carried out experimental analysis on the SDN testbed and simulations, which showed that our proposed approaches would be practical and effective in the SDN to defend against an ongoing attack in real time.
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