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Abstract

Deep neural network (DNN) has been increasingly applied to travel demand prediction. However, no study has examined how DNN relates to utility-based discrete choice models (DCM) beyond simple comparison of prediction accuracy. To fill this gap, this paper investigates the relationship between DNN and DCM from a theoretical perspective with three major findings. First, we introduce the utility interpretation to the DNN models and demonstrate that DCM is one special case of DNN with shallow and sparse architecture, identifiable parameters, logistic loss, zero regularization, and domain-knowledge based feature transformation. Second, a sequence of four neural network models illustrate how DNN gradually trade away interpretability for predictability in the context of travel mode choice. High predictability is achieved by DNN’s powerful representation learning and high model capacity; but interpretability is sacrificed through the loss of convex optimization and statistical properties, and non-identification of parameters. Third, the utility interpretation allows us to develop a numerical method of extracting important economic information from DNN including choice probability, elasticity, marginal rate of substitution, and consumer surplus. Overall, this study makes three contributions: theoretically it frames DCM as a special case of DNN and introduces the utility interpretation to DNN; methodologically it demonstrates the interpretability-predictability tradeoff between DCM and DNN and suggests the potential of their joint improvement, and practically it introduces a post-hoc numerical method to extract economic information from DNN and make it interpretable through the utility concept.
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1. Introduction

Since the seminal paper by McFadden [1], discrete choice models (DCM) have been widely used to understand how individuals make decisions in economics, marketing, and transportation [2] [3] [4]. But recent studies revealed that deep neural networks (DNN) and generally machine learning classifiers could be used to analyze individual choice scenarios as well. DNN empirically performed better than DCM in many generic empirical studies and specific transportation studies [5] [6] [7]. However, DNN was criticized as a black-box model lacking interpretability, although researchers argued that a model with consistently high prediction accuracy must have captured something [8] [9]. The DCM and DNN models followed very different traditions as the former coming from econometrics and the latter from the machine learning camp [10] [11]. To the best of our
knowledge, no study has examined the underlying relationship between DCM and DNN models beyond simple comparison of prediction accuracy.

To fill this gap, this paper investigates the theoretical relationship between DCM and DNN with focuses on the interpretability-predictability tradeoff and the possibility of interpreting DNN from the utility perspective. We aim to contribute to the frontiers of theory, methodology, and practice of choice modeling. First, we frame DCM as one special case of DNN and introduce utility interpretation to DNN. Second, through a sequence of four neural network (NN) models we illustrate how DNN gradually trade away interpretability for predictability and inform modelers of their methodological options in the context of travel mode choice. Third, based on the utility perspective of DNN, we introduce a post-hoc numerical method to extract economic information from DNN so that researchers can both estimate and interpret the travel behavior models based on DNN. The utility interpretation and the post-hoc numerical method improve DNN interpretability without sacrificing its powerful predictability.

The four NN models are one-layer sparse NN ($A_0$), one-layer dense NN ($A_1$), two-layer dense NN ($A_2$), and multi-layer dense NN ($A_3$). The four models are similar in their shared Softmax layer, based on which we introduced utility interpretation to DNN. The binary choice model (BCM) $A_0$ is the simplest of the four models in terms of model architecture and estimation. As utility specifications from $A_0$ to $A_3$ become more flexible, NN models become stronger in predictability but weaker in interpretability. This process of trading away interpretability for predictability results from the changes in terms of optimization, statistical properties, model dimensionality, and identification of parameters. Instead of sacrificing more interpretability for high predictability, we propose to improve the pareto interpretability-predictability frontier by using the implicit utility interpretation in DNN. We demonstrate this in a simulation experiment in which DCM was assumed to be the true data generating process (DGP) and four NN models ($A_0$ to $A_3$) were used to recover this DGP. We show that more generic models approximate parsimonious DGP well and that we can numerically extract economic information from the DNN models including choice prediction, choice probabilities, elasticity, marginal rates of substitution (MRS), and consumer surplus.

Section 2 synthesizes the relevant literature. Section 3 discusses the generic relationship between DCM and DNN, introduces the four NN architectures, and discusses the interpretability-predictability frontier. Section 4 presents the simulation experiment and the numerical method of extracting economic information from DNN. Section 5 concludes the paper and points out the direction for future research.

2. Literature Review

DCM models serve both interpretation and prediction purposes. Researchers used DCM to both predict travel demand and interpret modeling results by computing value of time, market shares, and elasticity for policy analysis. After McFadden (1974) developed the connection between random utility maximization (RUM) decision rule and logistic regression, researchers used DCM to analyze travel mode choice, travel frequency, travel scheduling, destination and origin choices, route choice, and the choice of using

\[1\] The exact boundary between DNN and NN is unclear because they are not qualitatively very different. We will refer to the four architectures of this study as NN, and only the last NN architecture $A_3$ as DNN
new transit lines, and activity choices from long-run to short-run. The studies aiming to develop DCM models after McFadden (1974) in the transportation and economics fields improved the interpretability and predictability of DCM by making DCM more behaviorally and statistically realistic, such as using decision rules different from RUM, using rank-dependent dataset, incorporating the process of choice formulation, using no choice as one alternative of the choice set, jointly analyzing several datasets, analyzing misspecification of choices, and developing panel regression for choice models.

As machine learning models particularly DNN models permeated into many fields, researchers started to use them to predict travel demand with higher prediction accuracy than DCM models. Karlaftis and Vlahogianni (2011) summarized the transportation fields in which NN models were used, including six fields: 1) traffic operations, 2) infrastructure management and maintenance, 3) transportation planning, 4) environment and transport, 5) safety and human behavior, and 6) air, transit, rail, and freight operations. Notice the literature review was done by 2011, so the number of applications of NN to transportation have been much larger now, given the popularity of DNN in the recent years. However, two problems exist in these applications. First, studies based on DCMs and machine learning models do not connect. Studies based on DCM models typically start with estimation, and then tell stories based on estimated parameters, while those based on machine learning models start with many alternative models, and compare prediction accuracy for model selection. Second, all of the applications of DNN to choice analysis only take advantage of the high prediction accuracy, exploring neither the fundamental relationship between DCM and DNN nor the interpretable components out of DNN. As behavioral and statistical perspectives are two inseparable angles to approach a choice analysis, pure prediction-focused DNN application has discarded many important insights from the classic DCM models.

High prediction accuracy in DNN results from its extraordinary capacity of learning representations. While DCM pre-imposes feature transformation by using domain knowledge, DNN uses generic-purpose architecture to learn representation. Good representations are supposed to be informative in collecting input variations, expressive in fitting labels, and sparse enough to be interpretable. The idea of representation learning with generic NN architecture worked well across domains because NN could extract high-level abstract and generalizable representations. The difference between domain-knowledge-based and generic-purpose representation learning contributes to one key difference between DCM and DNN.

It is understandable that past DNN applications to transportation problems exclusively focused on prediction because DNN is indeed trained to maximize prediction accuracy, and the lack of interpretability in DNN has been a constant challenge in DNN-related studies. For instance, DNN was ranked as the lowest level of interpretability in comparison with decision trees, naive Bayesian models, K nearest neighbors, support vector machines, and rule-based models. Researchers argued that DNN was largely a “black-box” model in many applications. However, it is not true that DNN is totally uninterpretable. Since interpretability is important due to trust, safety, or ethical reasons, recent studies provided many approaches to improve interpretability of DNN. For instance, higher level representations of DNN could disentangle gender and wearing glasses from the image of head portraits. The hidden layers in CNN could identify semantically meaningful objects from different places. Researchers also tried to fit interpretable models to specific instances by LIME and SP-LIME algorithms.
Many other methods could be used to improve the interpretability of DNN [33] [34] [35].

3. Theory

This section starts with the basic setup of DNN and DCM, and then introduces utility interpretation to DNN by identifying the similarity between DCM and DNN. Four models are designed from the simplest DCM to the standard DNN to illustrate their differences in utility specification and consequently in model dimensionality, optimization, and statistical properties. Finally, we summarize the predictability-interpretability tradeoff between DCM and DNN.

3.1. Similarities between DCM and DNN

We will first show that maximum likelihood estimation (MLE) used in DCM is one special case of empirical risk minimization (ERM) problem with logistic loss and zero regularization. The generic ERM problem with $l_2$ penalty is formulated as:

$$\hat{f}_{A_i} = \arg\min_{f \in A_i} \frac{1}{N} \sum_i L(f(w'\Phi(x_i)), y_i) + \lambda ||w||^2$$

(1)

In Equation 1, $y \in \{-1, +1\}$. $l()$ is a generic loss function, and one specific form is the logistic function $l(f(w'\Phi(x_i)), y_i) = \log(1 + e^{-y_iw'\Phi(x_i)})$. $x_i \in \mathbb{R}^d$ is the input, and $\Phi : \mathbb{R}^d \rightarrow \mathbb{R}^p$ is the feature mapping that transforms raw input $x_i$ to richer features in $\mathbb{R}^p$. $w \in \mathbb{R}^p$ is the weights of $\Phi(x_i)$. $\lambda$ is the strength of regularization. When $\lambda \rightarrow 0$ and logistic loss function is used, Equation 1 becomes a more specific form:

$$\hat{f}_{A_i} = \arg\min_{f \in A_i} \frac{1}{N} \sum_i \log(1 + e^{-y_iw'\Phi(x_i)})$$

(2)

While Equations 1 and 2 are both named as ERM, Equation 2 also represents MLE [2], as shown by Equations 3 and 4. Therefore, MLE is one specific ERM with logistic loss and zero regularization.

$$\log(1 + e^{-y_iw'\Phi(x_i)}) = -\log(P(y_i = +1|x_i, w)) = \begin{cases} \frac{-\log(1 + e^{-y_iw'\Phi(x_i)})}{1 + e^{-y_iw'\Phi(x_i)}} & y_i = +1 \\ \frac{-\log(1 + e^{-y_iw'\Phi(x_i)})}{1 + e^{-y_iw'\Phi(x_i)}} & y_i = -1 \end{cases}$$

(3)

$$P(y_i = +1|x_i, w) = \frac{1}{1 + e^{-w'\Phi(x_i)}}$$

$$P(y_i = -1|x_i, w) = \frac{1}{1 + e^{w'\Phi(x_i)}}$$

(4)

Next, we will demonstrate that $w'\Phi(x_i)$ in DNN has an implicit utility interpretation by starting with the derivation of the choice probabilities in DCM framework. Suppose people need to choose between two alternatives 0 and 1 [3], which have the following utility specifications: $U_{i0} = V_{i0} + \epsilon_{i0}$; $U_{i1} = V_{i1} + \epsilon_{i1}$, in which $V$ is the deterministic utility and $\epsilon$ is the random utility term. DCM assumes the decision rule of maximizing utility, and

---

2In this study, we will use ERM as the term rather than MLE since ERM is more generic

3The index 0 and 1 are different from previous -1 and +1 due to different traditions in DCM and DNN. In this study, index 0 and -1 refer to the same alternative.
then the probability of choosing alternative 1 is given by Equation 5. It is based on the assumption that $\epsilon$ follows extreme value distribution $EV(0, 1)$ and $\epsilon_0 - \epsilon_1$ follows a logistic distribution.

$$P(y_i = 1|x_i, w) = P(U_{i1} > U_{i0}) = P(\epsilon_{i0} - \epsilon_{i1} < V_{i1} - V_{i0}) = F_{\epsilon_{i0} - \epsilon_{i1}}(V_{i1} - V_{i0}) = \sigma(V_{i1} - V_{i0}) = \frac{1}{1 + e^{-(V_{i1} - V_{i0})}}$$

$$P(y_i = 0|x_i, w) = 1 - P(y_i = +1|x_i, w) = \frac{1}{1 + e^{(V_{i1} - V_{i0})}}$$

Comparing Equations 4 and 5, we could observe the implicit utility interpretation embedded in DNN, and particularly, the inputs into the last layer of softmax function $w^T\Phi(x_i)$ are utilities. Figure 1 shows a more intuitive image that the inputs into the red output neurons in four models are utilities regardless of the complex transformation prior to the red neurons. Note that Equation 4 is shown through ERM in DNN, while Equation 5 is derived from the decision making rule of RUM. Hence DNN could be treated as one extended version of DCM with nonlinear and complex utility specification with an implicit random utility maximization as its decision rule. McFadden (1974) [19] proved that DCM is sufficient and necessary for random utility maximization, so it suggests that random utility maximization naturally leads to the Softmax activation function, and vice versa [19]. To make our argument more clear, let’s match the exponent terms in Equations 4 and 5, $V_{i1} - V_{i0}$ and $w^T\Phi(x_i)$ by assuming:

$$V_{i0}(x_i) = w_0^T\Phi_0(x_i)$$
$$V_{i1}(x_i) = w_1^T\Phi_1(x_i)$$

(6)

in which $\Phi = [\Phi_0^T \Phi_1^T]^T$, $w = [w_0^T w_1^T]^T$. They jointly show the transformation of $x_i$ into the utilities of alternatives $V_{i0}$ and $V_{i1}$. In this study, we assume that $x_i = [x_{i0}^T, x_{i1}^T, x_i^T]^T$, $x_i \in \mathbb{R}^d$, where $x_{i0}$ and $x_{i1}$ are two vectors of alternative-specific variables; $x_i$ is the vector of individual-specific variables. While the derivation above is limited to binary choice, it can easily extend to multinomial logit model with slightly different notations.

3.2. Differences between DCM and DNN: Four Architectures

While DCM and DNN share utility interpretation, the utility specification of DNN is much richer compared to a parsimonious utility specification in DCM. The different levels of richness in utility specification cause important differences in other modeling considerations, such as optimization, statistical properties, and model capacity. To fully illustrate these differences, we design four NN architectures ($A_0, A_1, A_2, A_3$) from a standard DCM ($A_0$) to a standard DNN ($A_3$), as shown in Figure 1. The four NN architectures represent four model families, $A_i = \{Q(x, w), w \in \Lambda_i\}$; $A_0 \subset A_1 \subset A_2 \subset A_3$. In the four figures in Figure 1, the red neurons are the last layer that performs Softmax transformation; grey neurons represent the input layer; the blue neurons represent hidden layers. While the inputs into the red neurons represent utilities as in Equation 6, their difference is how to specify $w_0, w_1, \Phi_0, \Phi_1$, represented by the blue neurons that perform feature transformation.
3.2.1. A0: One-Layer Sparse Neural Network (DCM)

Equations 7 and 8 represent A0 architecture, same as the specification of a typical DCM with identifiable parameters, as visualized in Figure 1a. In Equations 7 and 8, the deterministic utility terms are specified in a linear way similar to common DCM. The parameters \( w_{00}, w_{10} \) and \( w_{11} \) are associated with three vectors of variables. In this case, \( w = [w_{10}^T \ w_{11}^T \ w_{00}^T]^T \) and \( \Phi(x_i) = [x_i^T \ z_i^T \ - x_{i0}^T]^T, \Phi : \mathbb{R}^d \rightarrow \mathbb{R}^d \).

\[
\begin{align*}
V_{i0} &= w_{00}^T \Phi_0(x_i) = w_{00}^T x_{i0} \\
V_{i1} &= w_{10}^T \Phi_1(x_i) = w_{10}^T x_{i1} + w_{11}^T z_i \\
V_{i1} - V_{i0} &= w_{11}^T \Phi_1(x_i) - w_{00}^T \Phi_0(x_i) \\
&= w_{10}^T x_{i1} + w_{11}^T z_i - w_{00}^T x_{i0} \\
&= [w_{10}^T \ w_{11}^T \ w_{00}^T][x_i^T \ z_i^T \ - x_{i0}^T]^T \\
&= w^T \Phi(x_i)
\end{align*}
\] (8)

This standard DCM utility specification allows the coefficients to be identifiable because \( \Phi(X) \) has full rank and the utility difference does not have perfectly correlated variables. We can not add \( z_i \) to \( V_{i0} \) because otherwise infinite groups of coefficients could generate the same utility difference. With this A0 architecture, researchers...
could interpret the model by starting with estimated \( \hat{w} \) and constructing choice predictions \( \hat{y} \) and choice probability predictions \( \hat{P} \). Note that good statistical properties of \( \hat{w} \) in \( A_0 \) are the prerequisites of computing economic information. Since parameters are identifiable, \( A_0 \) model could achieve both interpretation and prediction purposes.

### 3.2.2. A1: One-Layer Dense Neural Network

The simplest model based on a straightforward NN logic is \( A_1 \), in which the input layer and output layer are fully connected, as visualized in Figure 11. The utility specification of architecture \( A_1 \) is represented in Equations 9 and 10. In this case, \( \Phi(x_i) = [x_{i0}^T x_{i1}^T z_i^T - x_{i0}^T - x_{i1}^T - z_i^T]^T, \Phi : \mathbb{R}^d \rightarrow \mathbb{R}^{2d}. \)

\[
\begin{align*}
V_0 &= w_0^T \phi_0(x_i) = w_{00}^T x_{i0} + w_{01}^T x_{i1} + w_{02}^T z_i \\
V_1 &= w_1^T \phi_1(x_i) = w_{10}^T x_{i0} + w_{11}^T x_{i1} + w_{12}^T z_i \\
V_{11} - V_{01} &= w_1^T \phi_1(x_i) - w_0^T \phi_0(x_i) \\
&= [w_{10}^T w_{11}^T w_{12}^T w_{00}^T w_{01}^T w_{02}^T][x_{i0}^T x_{i1}^T z_i^T - x_{i0}^T - x_{i1}^T - z_i^T]^T \\
&= w^T \phi(x_i)
\end{align*}
\]

The parameters in architecture \( A_1 \) becomes unidentifiable, since the empirical risk function of \( A_1 \) is only weakly convex, as opposed to strongly convex ERM of architecture \( A_1 \). Suppose one group of \( \hat{w} \) could optimize the objective function of \( A_1 \), we could always find other \( \hat{w} \) to achieve the same empirical risk. It can be equivalently seen that Hessian matrix in Equation 10 is not invertable. Clearly the matrix \( \Phi(X) \) is no longer full rank in its columns. In fact, it was exactly this non-identification problem that halted the development of DNNs in the 1990s [20].

The non-identification problem renders statistical methods such as hypothesis testing impossible. When estimating DCM with identifiable parameters, many methods use second order information, such as Newton method \( w^{t+1} = w^{t} - H^{-1} \nabla E(w^t) \). With non-invertable Hessian matrix, it is impossible to run even one iteration. Hence only first order method such as gradient descent could be applied to \( A_1 \), \( A_2 \), and \( A_3 \). Second, classic parameter interpretation is based on consistency: \( \hat{w} \rightarrow p w^* \), where \( w^* \) is the true parameters. Since infinite number of \( \hat{w} \) can achieve the same empirical risk, consistency is impossible to hold. Third, estimators no longer have the asymptotically normal distribution. A Taylor expansion around the \( \hat{w} \) in DCM shows that the estimators follow asymptotically normal distribution with variance equal to \( H^{-1} GH^{-1} \), which is called a sandwich form in econometrics. However, with non-invertable \( H \), we cannot obtain \( H^{-1} \). Hence everything related to this distribution, including p-value and statistical significance, cannot be obtained in even a simple neural network as \( A_1 \), let alone \( A_2 \) and \( A_3 \).

However, from a machine learning perspective, this non-identification is less a problem due to the notion of ”weight space symmetries”, which implies that many groups of parameters can be treated equally as long as they achieve similar prediction accuracy [25]. In Equation 11 there could exist infinite groups of \( \hat{f} \) that achieve the same empirical risk, and it does not matter which one we choose for prediction. Similarly in Equation 10, infinite groups of \( \hat{w} \) could achieve the same utility difference and prediction accuracy. This property of weight space symmetry was conjectured by Hinton (1986) [37] in the 1980s, and further supported in recent review paper by LeCun (2015) [20].

As a result, the non-identification of parameters and the loss of statistical properties in \( A_1 \) weaken the interpretability of NN models. Classic parameter testing cannot be performed due to the loss of statistical consistency and asymptotic normality. Since infi-
nite groups of \( \hat{w} \) can solve the ERM problem, each individual \( \hat{w}_j \) becomes uninterpretable because it is basically an arbitrary number.

### 3.2.3. A2: Two-Layer Dense Neural Network

The utility specification of \( A_2 \) is represented by Equations 11 and 12 as visualized in Figure 1c. \( A_2 \) is a two-layer dense neural network with one hidden layer. This type of two-layer NN was dominant in the machine learning field before 2010.

\[
\begin{align*}
V_{i0} &= w_0^T \Phi_0(x_i) = w_0^T g_1(x_i) \\
V_{i1} &= w_1^T \Phi_1(x_i) = w_1^T g_1(x_i) \\
V_{i1} - V_{i0} &= w_1^T \Phi_1(x_i) - w_0^T \Phi_0(x_i) \\
&= [w_1^T \ w_0^T] [g_1(x_i)^T - g_1(x_i)^T]^T
\end{align*}
\]  
(12)

The hidden layer in \( A_2 \) could be understood through the perspective of representation learning. This representation learning idea is both old and new. On one hand, transportation modelers have been using domain knowledge to learn effective representations for several decades. For instance, when some features represent costs and income, one common transformation is cost/income \cite{4}; when there exists a diminishing marginal impact of income on choice probabilities, squared income as a new feature representation is used. Therefore, we could treat the hidden neurons as cost/income or squared income specified based on domain knowledge. But on the other hand, the representation learning idea is new because NN uses generic purpose functions such as Rectified Linear Unit (ReLU) activation functions for learning representation, rather than using any domain knowledge. In fact, one hidden-layer neural network becomes a universal approximator \cite{38} when the hidden layer is very wide. \( g_1() \) could be polynomial or Gaussian kernels, or simply standard ReLU. NN architectures \( A_0 \) and \( A_1 \) are much smaller model families within the model family represented by \( A_2 \).

Compared to \( A_1 \), one new problem in \( A_2 \) is its high dimensions of its parameter space. As \( \Phi \in R^p, p \to \infty \), models do not explicitly estimate infinite dimensional \( w \). This very high dimensional parameter space further leads to generalization problem. Statistical learning theory suggests that generalizable prediction accuracy cannot be bounded when the ratio between sample size and VC dimension is very small, which could easily happen in \( A_2 \) and \( A_3 \) \cite{39}. It is the typical overfitting problem because models with very high model capacity could literally memorize all training data, and as a result, the model cannot be generalizable \cite{10}. Due to the high dimensionality and representation learning capacity in \( A_2 \), this family of models have much higher predictability and also lower interpretability than \( A_0 \) and \( A_1 \).

### 3.2.4. A3: M-Layer Dense Neural Network

The utility specification of \( A_3 \) is shown in Equations 13 and 14, in which \( g_i(x) \) takes the standard form \( \text{ReLU}(A_i x + b_i) \). In our case, \( A_3 \) is a DNN with eight fully connected layers. After 2010, DNN gradually became dominant in machine learning research.

\footnote{The solution of this problem is through kernel trick: \( \hat{f}(x) = \sum_{i=1}^N k(x, x_i)c_i \), which is shown by the representer theorem. Then the estimation only involves the total number of observations \( N \) as the main dimension to control the computational complexity. With kernel trick, the infinite dimensional \( \Phi \) becomes computationally tractable.}
\[ V_{i0} = w_0^T \Phi_0(x_i) = w_0^T (g_{m-1} \circ g_2 \circ g_1)(x_i) \]
\[ V_{i1} = w_1^T \Phi_1(x_i) = w_1^T (g_{m-1} \circ g_2 \circ g_1)(x_i) \]
\[ V_{i1} - V_{i0} = w_1^T \Phi_1(x_i) - w_0^T \Phi_0(x_i) = w^T \Phi(x_i) \]

(13)

(14)

While NN with one hidden layer \( A_2 \) was proved to be a universal approximator, deeper NN could make the architecture exponentially more efficient \[41\]. Qualitatively, \( A_3 \) is not very different from \( A_2 \), since the previous discussions about non-convex ERM, instability of model parameters, curse of dimensionality, and power of representation learning in \( A_1 \) and \( A_2 \) also apply to \( A_3 \). Theoretical questions concerning \( A_3 \) remain unresolved, such as why we need depth in NN, why this model does not overfit, and how to optimize efficiently. It also remains ambiguous how many layers of NN could be counted as deep.

DNN \( A_3 \) is more flexible than \( A_2 \) due to its depth, particularly suitable for various non-traditional data types such as images and language. For instance, researchers used convolutional neural networks with many layers for image recognition, and CNN architecture simply became deeper and deeper in recent years \[42\], \[43\]. With the depth of NN, researchers could freely create new feature transformation rules as hidden layers. In CNN, the convolutional kernels could be replaced by tiled convolutional layer or variant convolutional kernels, depending on the specific information researchers want to extract \[44\].

3.3. Pareto Frontiers of Interpretability and Predictability

From \( A_0 \) to \( A_3 \), models share the same utility interpretation but are different in their utility specifications. With richer functions for utility specification, models gradually obtain higher predictability, since they have stronger model capacity, higher dimensionality, and more flexibility in representation learning. The findings can be summarized in Figure 2: Figure 2a represents the increasing model capacities from \( A_0 \) to \( A_3 \); Figure 2b represents their tradeoff between interpretability and predictability. As shown in the two figures, model capacity from \( A_0 \) to \( A_3 \) becomes stronger, and predictability becomes higher. The higher predictability of \( A_3 \) can be explained through the interaction between assumed model families and true data generating process (DGP), which can be represented by the four blue dots in Figure 2a. When the blue dot 0 \( (D_0) \) is the true DGP, all four model families could approximate this true model; while when the blue dot 3 \( (D_3) \) is the true DGP, only \( A_3 \) could possibly find the true model. Therefore, unless researchers have a very strong belief in the linear DCM or domain-knowledge based feature transformation, simply for functional approximation purposes, DNN should be used because the true process of human decision-making could be much more complicated than the knowledge researchers have already known.

However, the predictability improvement from \( A_0 \) to \( A_3 \) sacrifices interpretability, by making parameters unidentifiable, losing statistical properties, and using very deep architecture, as shown in Figure 2a. This trajectory from \( A_0 \) to \( A_3 \) is not a pareto improvement of interpretability-predictability. In contrast, the development of DCM, represented by the dash blue arrow in Figure 2b focused mainly on model realism by incorporating more realistic behavioral and statistical components, thus achieving a balanced improvement of interpretability and predictability.
We would argue that choice models in the next generation should be the pareto improvement of the interpretability-predictability frontier based on the powerful prediction-driven DNN models, represented by the solid blue arrow in Figure 2b. Given that $A_3$ is already an efficient universal approximator, we should emphasize obtaining interpretable knowledge from DNN rather than merely focusing on its prediction performance. This goal of improving interpretability becomes possible thanks to the utility interpretation of DNN, as demonstrated below.

4. Experiments

4.1. Experiment Setup

Based on the implicit utility interpretation of DNN, we can extract key economic information for policy and behavioral analysis so that DNN becomes practically interpretable. This section uses a simple simulated experiment to demonstrate this possibility of interpretability improvement and the capacity of $A_3$ to approximate the DGP based on $A_0$. In our experiment, DNN $A_3$ uses eight hidden layers with 100 neurons in each layer, which was used in some past studies \[45\], and more layers may not generate many more insights for our discussion. We only simulated one DGP, which is the $D_0$ in Figure 2a following the simplest $A_0$ structure. We used two input variables $x$. The exact form of our simulation is:

\[
\begin{align*}
U_{i0} &= V_{i0} + \epsilon_{i0} \\
U_{i1} &= V_{i1} + \epsilon_{i1} = w_{10} + w_{11}x_{11} + w_{12}x_{12} + \epsilon_{i1} \\
y_i &= \arg\max_{0,1}\{U_{i0}, U_{i1}\} \\
w_{10} &= w_{11} = w_{12} = 1 \\
x_{11} &\sim N(0, 1); x_{12} \sim N(0, 1);
\end{align*}
\]  

The key economic information elicited from DNN includes choice predictions, choice probabilities, elasticity, marginal rate of substitution (MRS), and consumer surplus (CS).
The second column of Table 1 shows how to numerically compute the five parameters out of DNN, and the third column shows how to analytically compute them in DCM. It is important to note that none of the five key parameters really needs $\hat{w}$ if we start with the initial definitions of these parameters. Even in DCM, we could treat $\hat{w}$ estimation as an intermediate step for model estimation. When we have inputs $x$, outputs $y$ and a black-box model relating inputs and outputs, the five key parameters in DCM could always be computed without explicitly involving $\hat{w}$.

| Parameters              | Numerical Computation | Formula in DCM/DCM |
|-------------------------|------------------------|--------------------|
| 1. Choice Predictions   | $\hat{y}_i$           | $\hat{y}_i$        |
| 2. Choice Probabilities | $\hat{P}_{i1}$        | $\hat{P}_{i1}$     |
| 3. Elasticity           | $\Delta P_{i1}/\Delta x_{i1}$ | $P_{i1}(1 - P_{i1})\hat{w}$ |
| 4. MRS                  | $\Delta P_{i1}/\Delta x_{i2}$ | $w_{i1}/w_{i2}$ |
| 5. Consumer Surplus     | $1/\beta_{i1} \log(e^{V_{i0}} + e^{V_{i1}})$ | $1/\beta_{i1} \log(e^{V_{i0}} + e^{V_{i1}})$ |

Table 1: Formula of Computing Five Parameters

We generated one pair of training and testing sets, and estimated five times based on the same dataset. The final table is the average across five models. The sizes of training and testing sets were both 5,000, which is of the same magnitude of common practices in transportation field. Models were trained by using training set, and all performance measures were computed by using testing set. The training took 10,000 steps and used Adam stochastic gradient descent (SGD) optimization [46].

4.2. Experiment Results

The results of applying four NN architectures to the synthesized dataset are summarized in Table 2 with the average values across five estimates and their errors in parenthesis. All of the four models are very close to the performance of the true model. While the errors of these models seem to deviate more from the true models as models become more complicated, the degree of this deviation is not large. Take DNN $A_3$ as an example. The average prediction of true model should be 0.763 and average probability should be 0.677; as a comparison, the average prediction and prediction errors of $A_3$ are 0.747 and 0.679. Unsurprisingly, the average values of $A_0$ estimators are close to true average values with nearly zero errors. It is because the ratio of model capacity over sample size approaches zero in $A_0$, ERM problem is convex, consistency and asymptotic normality hold, and most importantly the underlying DGP is exactly the same as $A_0$.

Note that since DGP in this experiment is assumed to be $A_0$, simpler models should outperform more complex models; however, we want to emphasize three points here. First, when DGP is outside the $A_0$ model family, which is usually the case in reality, the approximation errors in more complex models start to drop because these models are more likely to incorporate the true DGP, while the estimation errors tend to increase because it is harder to search for the final model in a larger functional space. The construction of this experiment is in the most favor of the DCM because the DCM ($A_0$) specification is exactly correct. When DGP follows $D_1$, $D_2$, or $D_3$ as in Figure 2a, only more complicated models could approximate the true DGP well. But a thorough analysis about the tradeoff between approximation and estimation errors is beyond the scope of our analysis. Second, our experiment is designed to show that it is possible to use numerical method to derive economic information based on utility interpretation across four NN architectures, without delving into the details of this approach’s accuracy and feasibility.
| Average Values of Parameters | True Model | A0 | A1 | A2 | A3 |
|-----------------------------|------------|----|----|----|----|
| Choice Prediction           | 0.763      | 0.762 | 0.766 | 0.765 | 0.747 |
|                             | (-0.001)   | (+0.003) | (+0.002) | (-0.016) |
| Choice Probability          | 0.677      | 0.678 | 0.681 | 0.685 | 0.679 |
|                             | (+0.001)   | (+0.004) | (+0.007) | (+0.002) |
| Average Elasticity          | 0.229      | 0.231 | 0.231 | 0.226 | 0.236 |
|                             | (+0.002)   | (+0.002) | (-0.003) | (+0.007) |
| Average MRS                 | 1.0        | 1.015 | 1.029 | 1.017 | 1.073 |
|                             | (+0.015)   | (+0.029) | (+0.017) | (+0.073) |
| Average CS                  | 1.498      | 1.535 | 1.038 | 0.993 | 1.372 |
|                             | (+0.037)   | (-0.460) | (-0.505) | (-0.126) |

Table 2: Performance of Four Architectures in the Experiment (errors in parenthesis)

Further research is needed to test how viable this method is in real dataset and whether true economic information could be recovered in more simulations. Third, DNN could be dramatically improved given the large number of tools recently developed in deep learning community. We did not use regularization, model ensemble, or any complicated NN architecture to improve $A_3$ performance. $A_3$ has a large potential to be improved.

5. Conclusion and Discussion

This study explores the theoretical relationship between DCM and DNN, with an emphasis on their similarity through utility interpretation, and differences in terms of utility specifications. We firstly argued the similar utility interpretation between DCM and DNN, and showed their different utility specifications and accordingly their differences in terms of optimization, statistical properties, model capacity, and representation learning capacity. Finally, a simulation-based experiment was conducted to compare the four NN architectures based on the simplest DGP assumption. We obtained three groups of insights.

First, we introduce the utility interpretation to DNN and demonstrate that the DCM model is one special case of DNN with shallow and sparse architecture, and identifiable parameter specification. MLE of DCM is one special case of ERM with logistic cost function and no regularization. The DCM way of crafting features based on domain knowledge is one specific idea of general representation learning.

Second, a sequence of the four models with different utility specifications show the tradeoff between interpretability and predictability from DCM to DNN models. High predictability is achieved through DNN’s powerful representation learning capacity, complicated feature engineering functions, large model families and even universal approximators, and high dimensionality of statistical models. Interpretability is sacrificed through the loss of convexity in optimization, non-identification of model parameters, and the loss of statistical properties and tests. We call for a pareto improvement of the interpretability-predictability frontier for the next generation of choice modeling in the transportation field.

Third, the implicit utility interpretation enables researchers to numerically construct key parameters commonly used in travel demand analysis, including choice prediction,
choice probabilities, elasticity, marginal rate of substitution, and consumer surplus. Instead of relying on the estimation of individual \( \hat{\omega} \) as an intermediate step, the numerical approach directly computes economic information. In the most restricted DGP assumed in our experiment, DNN \((A_3)\) on average approximates the highest possible prediction accuracy, true choice probabilities, elasticity, and MRS, although we also find that errors tend to propagate along the complexity of models.

Compared to other machine learning models, such as decision trees, K-nearest neighbors classifiers, and naive Bayesian models, DNN seems special to share so many similarities with DCM in terms of implicit utility interpretation, model family relationships, diverse utility specifications, and numerical method for interpretation. While other machine learning classifiers could have other behavioral interpretations, DNN serves as a natural extension of DCM due to their striking similarities and DNN’s exceptional modeling power and flexibility. It also seems more likely to incorporate domain knowledge of choice modeling in DNN than other machine learning models.

The framing of DCM as DNN raises questions about the source of interpretable information and the importance of convex optimization framework in future choice modeling. In the DCM framework, interpretable information relies on accurately estimated individual parameters and convex optimization. However, we have shown that the valuable economic information such as elasticity and MRS can be obtained in an end-to-end manner without involving individual parameters as an intermediate step. If this is the case, convex optimization of ERM will become less important in future choice modeling. DCM is sometimes overly restrictive due to the convex optimization framework. On the other hand, the flexible utility specification in DNN provides researchers with greater opportunities to capture the richness of human behavior than the DCM approaches.

We highlight the opportunities for future studies in three directions. In terms of theory, while we have examined the relationship between DCM and DNN using simple logit model as the example, future studies can explore whether other DCM models such as nested logit, mixed logit, and generalized extreme value (GEV) models can be framed from the DNN theoretical perspective. We introduced the utility interpretation of DNN as a starting point, and future studies can bring substantive utility theories to DNN so that the machine learning models can be closely connected to the microeconomic behavioral theories. In fact, the DNN model \((A_3)\) in our study did not incorporate any domain-specific knowledge about travel choice, and potentially by introducing domain knowledge accumulated in the field of choice modeling, researchers can design more interesting and efficient DNN models. In terms of methodology, future research can work on the improvement of the pareto frontier of predictability and interpretability with an emphasis on interpretability because of its practical importance and the disregard so far. While DNN has a much larger model family than DCM, it is unclear how DNN can approximate mixture models or data with non-IID structure. Even in the comparison between a simple multinomial logit (MNL) and DNN, many difficult questions remain such as computational complexity, sample size requirement, stability of estimation errors, tradeoff between approximation and estimation errors, and other aspects that machine learning models emphasize while statistical models don’t. In terms of practice, the utility interpretation creates the opportunity of numerically eliciting economic information from DNN models. Future studies should test the robustness of the numerical method we introduced, to examine whether this method can provide valuable information with real world datasets and recover the true information as it did in the simulated experiment. We believe these future directions are important and promising because they respond
to the urgent call for reconciling machine learning models, econometrics models, behavioral theories, and practical needs of better understanding individual behaviors in the transportation field.
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