An Amplitude-Based Implementation of the Unit Step Function on a Quantum Computer

Jonas Koppe1,∗ and Mark-Oliver Wolf1

1Department of Financial Mathematics, Fraunhofer ITWM

Modelling non-linear activation functions on quantum computers is vital for quantum neurons employed in fully quantum neural networks, however, remains a challenging task. We introduce an amplitude-based implementation for approximating non-linearity in the form of the unit step function on a quantum computer. Our approach expands upon repeat-until-success protocols, suggesting a modification that requires a single measurement only. We describe two distinct circuit types which receive their input either directly from a classical computer, or as a quantum state when embedded in a more advanced quantum algorithm. All quantum circuits are theoretically evaluated using numerical simulation and executed on Noisy Intermediate-Scale Quantum hardware. We demonstrate that reliable experimental data with high precision can be obtained from our quantum circuits involving up to 8 qubits, and up to 25 CX-gate applications, enabled by state-of-the-art hardware-optimization techniques and measurement error mitigation.

INTRODUCTION

Identifying quantum algorithms that allow quantum speedups for machine learning is a research area of rising interest [1]. The integration of artificial neural networks with quantum computation is typically referred to as quantum neural networks [2–6]. A plethora of different construction strategies for quantum neural networks has been reported over the last decade, a comprehensive review [7] of which however is far beyond the scope of this article. A rough categorization can be made between hybrid approaches that rely on variational quantum algorithms [8–12], and fully quantum implementations. For the latter, a key ingredient is the development of a quantum version for the Rosenblatt perceptron, involving the calculation of a tensor product, based on which subsequently a non-linear activation occurs [13]. While tensor calculus has been performed on quantum computers [14–16], the implementation of non-linear activation functions remains a challenging task [17–25].

In principle, non-linearities can be modeled using the Unit Step Function (USF), returning zero for negative function inputs, and one otherwise. The USF is also known as the Heaviside (step) function or indicator function [26], originally developed in operational calculus, or the positive part of a function in integral calculus [39]. For (A), we analyze quantum-state inputs representing a single input angle. Furthermore, we extend our analysis to passing on a quantum state in superposition to the suggested circuit, i.e., for computing the average value of the USF over a set of inputs.

The performance of all quantum circuits shown in this article is not only evaluated by numerical simulation assuming an ideal, noise-free quantum computer, but also tested on the IBM Quantum device in Ehningen, Germany. For implementing quantum circuits on Noisy Intermediate-Scale Quantum (NISQ) hardware [40], we found the number of employed CX gates to be the primary criterion for obtaining reliable results. Therefore, in the following we will restrict the characterization of quantum circuits on NISQ devices to the number of required CX-gate applications.

THEORETICAL CONSIDERATIONS

In order to synthesize an arbitrarily small rotation, Wiebe et al. proposed the so-called gearbox circuit $C(\phi)$ demonstrated in Figure 1 [34, 37]. The name stems from the fact that the $k$ input angles $\phi = \phi_1, \ldots, \phi_k$ are used to produce a rotation involving a much finer rotation angle $\theta$ applied to the target qubit, where $\sin^2(\theta) = \sin^2(\phi_1) \cdots \sin^2(\phi_k)$. The entire transformation can formally be written as

$$C(\phi) |0^\otimes k\rangle_c |0\rangle_t = \rho(\theta) |0^\otimes k\rangle_c e^{-i \arctan\left(\frac{\sin^2(\phi)}{\sin^2(\theta)}\right) X} |0\rangle_t$$

$$- \sqrt{1 - \rho^2(\theta)} |0^\otimes k\rangle_c e^{-i 2^{\frac{k}{3}} X} |0\rangle_t,$$

where we have used the indices $c$ and $t$ to indicate the control (qubit) register and target qubit, respectively. $|0^\otimes k\rangle_c$ is a transition that, based on a given input, prepares a quantum register to represent the corresponding output of the USF.

In this article, we suggest a novel approach that modifies the repeat-until-success gearbox circuit [34, 37] to avoid mid-circuit measurements, allowing to encode an arbitrarily close approximation of the USF on the amplitude of qubits. Specifically, we construct a quantum circuit performing a unitary transformation that, on a given input, prepares a quantum register to represent the corresponding output of the USF.

It is generally distinguished between passing the input to the circuit either (A) directly as a floating-point value from a classical computer, referred to as classical input, or (B) via another quantum state, referred to as quantum-state input. For (A), we first demonstrate the basic implementation for the USF, and subsequently augment the corresponding circuits for computing other non-linear activation functions, e.g., the Rectified Linear Unit (ReLU) [39]. For (B), we analyze quantum-state inputs representing a single input angle. Furthermore, we extend our analysis to passing on a quantum state in superposition to the suggested circuit, i.e., for computing the average value of the USF over a set of inputs.

The performance of all quantum circuits shown in this article is not only evaluated by numerical simulation assuming an ideal, noise-free quantum computer, but also tested on the IBM Quantum device in Ehningen, Germany. For implementing quantum circuits on Noisy Intermediate-Scale Quantum (NISQ) hardware [40], we found the number of employed CX gates to be the primary criterion for obtaining reliable results. Therefore, in the following we will restrict the characterization of quantum circuits on NISQ devices to the number of required CX-gate applications.
compact notation representing the sum over all possible states of the control register except for the all-zero state \(|0^{\otimes k}\rangle_c\). Notably, a rotation involving \(\theta\), i.e., the transformation \(|0\rangle_t \mapsto e^{-i \arctan[\tan^2 \theta]} |0\rangle_t\), is successfully applied to the target qubit only if the control register is in \(|0^{\otimes k}\rangle_c\). The corresponding success probability is given by

\[
\rho^2(\theta) := \sin^2(\theta) + \cos^4(\theta).
\] (2)

Otherwise \(C(\phi)\) transforms the target qubit according to \(|0\rangle_t \mapsto e^{-i \pi/2} |0\rangle_t\). Without exactly determining the state of the target qubit after circuit execution, measuring the control register consequently allows to ascertain which transformation in Eq. (5).

\[
G_b(\theta) |0\rangle_t |	heta\rangle_c = \rho(\theta) |0\rangle_t \left( \cos[\arctan[\tan^2 \theta]] |0\rangle_t + \sin[\arctan[\tan^2 \theta]] |1\rangle_c \right) - \sin(\theta) \cos(\theta) |1\rangle_c \left( |0\rangle_t + |1\rangle_c \right).
\] (3)

Assuming the control qubit to be in the zero state \(|0\rangle_c\), the probability of finding the target qubit in \(|1\rangle_t\) is given by \(S^3(\theta) := \sin^2[\arctan[\tan^2 \theta]]\); the corresponding trajectory is demonstrated in Figure 2. Clearly \(S^1(\theta)\) is reminiscent of a sigmoid function [41] for \(\theta \in [0, \pi/2]\), and thus an appropriate approximation for the USF. Extending this observation to a \(d\)-nested gearbox circuit, in the following referred to as a \(d\)-step gearbox, the probability of finding the target qubit in \(|1\rangle_t\), provided all control qubits have prior been found in \(|0\rangle_c\), is accordingly given by

\[
S^d(\theta) := \sin^2[\arctan[\tan^2 \theta]].
\] (4)

Trajectories for \(d = 2, 3\) are likewise shown in Figure 2. Even though it is theoretically known that in such a way an approximation of the USF is encoded in the amplitude of the target qubit [17, 37], to the best of our knowledge, an exact protocol for exploiting this fact has not been reported yet. Over the course of this article, we will introduce two alternatives for retrieving \(S^d(\theta)\) from the quantum states produced by the \(d\)-step gearbox circuits. The application of both is demonstrated for the two scenarios described above, i.e., (A) a classical input, where the input for the gearbox circuit is a single angle \(\theta \in [0, \pi/2]\) directly passed on by a classical computer, based on which the target qubit is ideally transformed according to

\[
|0\rangle_t \mapsto \begin{cases} |0\rangle_t, & \text{for } \theta \leq \pi/4, \\ |1\rangle_c, & \text{for } \theta > \pi/4. \end{cases}
\] (5)

as demonstrated in Figure 2 (USF). For the second scenario (B), the task is extended to passing a quantum-state input to the gearbox circuit, where each eigenstate in the measurement basis represents a different input angle \(\theta_j \in [0, \pi/2]\) used for the transformation in Eq. (5).
FIG. 3. Quantum circuits implementing the USF for different levels of approximation \(d\). (a) Single-step gearbox with \(d = 1\), (b) double-step gearbox with \(d = 2\) according to repeat-until-success protocols [34], (c) double-step gearbox with \(d = 2\), and (d) triple-step gearbox with \(d = 3\) as suggested in this article. (e) Definition of the elementary gearbox-circuit element used in (b), (c), and (d). Numbers of the control qubits are given as subscripts to distinguish them from the control qubits shown in Figure 1.

(A) Classical Input

Basic USF Version. Consider the single-step gearbox circuit from Figure 3a, where we wish the measurement to reflect \(S^1(\theta)\). Evaluation of Eq. (3) however shows that measuring the probability for the state \(|1\rangle, |0\rangle_c\) yields \(\rho^2(\theta) S^1(\theta)\). It is indeed possible to remove the distortion \(\rho^2(\theta)\) by combining the probabilities measured for both states involving \(|0\rangle_c\) : the probability of measuring the target qubit in state \(|1\rangle\) under the condition that the control qubit is found in state \(|0\rangle_c\) is given by

\[
\Omega(1 | 0) := P(|1\rangle, |0\rangle_c) = \frac{|\langle 1 | (1 | 0\rangle_c | 0\rangle_c \rangle|^2}{|\langle 0 | (0 | 0\rangle_c | 0\rangle_c \rangle|^2 + |\langle 1 | (0 | 0\rangle_c | 0\rangle_c \rangle|^2} \rho^2(\theta) \sin^2 \left( \arctan(\tan^2 \theta) \right) = \frac{\rho^2(\theta) \sin^2 \left( \arctan(\tan^2 \theta) \right)}{\rho^2(\theta) \cos^2 \left( \arctan(\tan^2 \theta) \right) + \rho^2(\theta) \sin^2 \left( \arctan(\tan^2 \theta) \right)} = \sin^2 \left( \arctan(\tan^2 \theta) \right) = S^1(\theta),
\]

where \(|\tilde{G}\rangle\) represents the state of both gearbox qubits before initiating the measurement. Unfortunately, this evaluation cannot simply be extended to \(d\)-step gearbox circuits and thus, to higher levels of approximation \(d\) for the USF, as they involve repeat-until-success protocols that rely on mid-circuit measurements [17, 34–38] (cf. Figure 3b). We propose an alternative implementation by allocating each gearbox element within a nested circuit to a new set of qubits, as demonstrated in the circuit modification in Figure 3c for the double-step gearbox. In Figure 3d, the corresponding extension of the triple-step gearbox is shown. This implementation principally requires \(2^d\) measurable qubits, and the application of \(2^d-1\) CX gates. The corresponding generalization of Eq. (6) is given by

\[
\Omega(1 | 0^{\theta=1}) = \sin^2 \left( \arctan(\tan^2 \theta) \right) = S^d(\theta).
\]

For a more thorough mathematical treatment, the reader is referred to the Supplementary Information (Section SI 1). To demonstrate the validity of this approach, we performed simulations of the quantum circuits shown in Figure 3c and d, implementing approximation level \(d = 2\) (double-step gearbox) and \(d = 3\) (triple-step gearbox) for the unit step function, respectively. An ideal, noise-free quantum computer with all-to-all connectivity was assumed, requiring 4 qubits and 3 CX gates for \(d = 2\), and 8 qubits and 7 CX gates for \(d = 3\). The input space \(\theta \in [0, \pi/2]\) was covered by 101 increments, where each data point represent an estimate for \(\Omega(1 | 0^{\theta})\) and \(\Omega(1 | 0^{\theta=\pi})\), obtained from \(10^5\) circuit executions. The results (green circles) are compared to \(S^2(\theta)\) and \(S^3(\theta)\) in Figure 4. Clearly, the numerical simulations are in excellent agreement.
FIG. 4. Results for the implementation of the USF at approximation levels $d = 2$ and $3$ in (a) and (b), respectively. Analytical curves are based on Eq. (4). Simulated data (green circles) was obtained by executing the quantum circuits shown in Figure 3(c) and (d). For the experimental data (blue stars), the respective circuits have been optimized and executed on IBMQ-27 Ehningen. Optimum quantum circuits are demonstrated in Figure S4. For the simulated and experimental circuit runs, the input space $\theta \in [0, \pi/2]$ has been covered by 101 increments $\theta_j = j\pi/200, j = 0, \ldots, 100,$ where for each data point $10^5$ circuit executions were conducted.

with their respective analytical form, confirming Eq. (7). In order to assess the applicability of the implementation on NISQ devices, both quantum circuits were optimized for the 27-qubit IBM Quantum system in Ehningen, Germany (IBMQ-27 Ehningen). The hardware-optimization procedure is detailed in the Methods section. It should be emphasized here that due to the restricted connectivity based on the heavy-hexagon qubit architecture, state-swapping was required for the triple-step gearbox circuit, resulting in an overhead of 4 CX gates, and thus, in 11 CX-gate applications in total. The results are likewise shown in Figure 4 (blue stars). Again, $10^5$ circuit executions were performed for each input angle $\theta$. In general, the data reflects the simulated behavior with high precision. Yet deviations do occur for input angles at about the step $\theta \approx \pi/4$, where the experimentally obtained values systematically remain below the numerical prediction. Even though this effect becomes more pronounced for the triple-step gearbox, it does not qualitatively affect the approximation of the USF.

Variations. We emphasize that the evaluation strategy described above for retrieving $S^d(\theta)$ can be incorporated into more advanced quantum circuits. For instance, consider a unitary $U$ requiring as an input the (approximated) USF $S^d(\theta)$, which performs a transformation on an additional input state $|\Phi\rangle$, and maps the result to an output qubit $o$. A schematic representation of this type of circuit involving the double-step gearbox is suggested in Figure 5a. It is important to highlight that only the state of the target qubit $t$ must be passed to $U$. Eventually, data evaluation is done analogously to Eq. (7), however replacing the target qubit $t$ with the output qubit $o$, i.e.,

$$\hat{\Omega}\left(1 \mid 0^{2d-1}\right) := P\left(|1\rangle_o \mid 0^{2d-1}\rangle_c\right).$$

As a primitive example for $U$ requiring no additional input $|\Phi\rangle$, assume we wish to modify the transformation given in Eq. (5) and instead encode

$$|0\rangle_o \rightarrow \begin{cases} \cos\kappa |0\rangle_o + \sin\kappa |1\rangle_o & \text{for } \theta \leq \frac{\pi}{4}, \\ |1\rangle_o & \text{for } \theta > \frac{\pi}{4}, \end{cases}$$

on the output qubit $o$. This effectively allows shifting the first plateau from 0 to $\sin^2\kappa$. In Figure 5b we demonstrate a quantum circuit approximating this transformation using a double-step gearbox, such that we expect to observe the function $\tilde{S}^2(\theta) := \sin^2(\theta)\kappa \left(1 - S^2(\theta)\right) + S^2(\theta)$. Another important transformation that can be generated from the USF is the so-called ReLU activation function [39], commonly defined as $\text{ReLU}(x) := \max(0, x)$. Here, the output of the USF is multiplied with the identity $f(x) = x$. Note that the unit step must necessarily coincide with the root of $f(x)$. For the implementation on a quantum computer this requires synchronization of the gearbox input $\theta$ and the function input $x$. A variety of strategies could be used for this purpose. For simplicity, here we rigorously encode $f(x)$ on a single input qubit $q_1$ using an
FIG. 5. (a) Schematic representation for combining an arbitrary unitary transformation $U$ with the double-step gearbox from Figure 3c. (b)/(d) Quantum circuits approximating the transformations given in Eq. (9) and Eq. (11), respectively. The black boxes indicate the additional unitary transformations $U$ as generally introduced in (a). (c)/(e) Analytical, simulated, and experimental data for the quantum circuits from (b) and (d), respectively. All conditions are identical to those reported for Figure 4. Optimum quantum circuits on IBMQ-27 Ehningen are shown in Figures S2 and S3.

$R_\gamma(x)$ gate with

$$x = x(\theta) = \arcsin\left(\sqrt{\frac{2\theta}{\pi} - \frac{1}{2}}\right), \quad (10)$$

where we make use of the fact that for all $x \leq \pi/4$ the corresponding gearbox output $S^{x}(\theta)$ evaluates to zero. We thereby guarantee that $f(x(\theta)) \in [0, 1/2]$ and $f(x(\pi/4)) = 0$. The entire ReLU transformation, formally written as

$$|0\rangle_o \mapsto \begin{cases} |0\rangle_o & \text{for } \theta \leq \frac{\pi}{4}, \\ \sqrt{f(x(\theta))} |1\rangle_o & \text{for } \theta > \frac{\pi}{4}, \end{cases} \quad (11)$$

is approximated by the quantum circuit demonstrated in Figure 5d, employing a double-step gearbox. The expected output is then given by $C^{x}(\theta) = S^{x}(\theta) \cdot f(x(\theta))$. Using identical conditions as described in Figure 4, we tested the performance of the quantum circuit from Figure 5b for $x = \arcsin\sqrt{1/4}$, i.e., expecting a first plateau at 1/4, and the quantum circuit from Figure 5d on an ideal, noise-free quantum computer as well as on IBMQ-27 Ehningen. The corresponding analytical, simulated and experimental data is demonstrated in Figure 5c and e, respectively. As observed before, the simulated but also experimental data is in excellent agreement with the analytically expected behavior.

(B) Quantum-State Input

The results discussed in the previous section generally demonstrate the ability to approximate the USF on a quantum computer. However, directly passing an input angle $\theta$ to the gearbox circuit requires communication with a classical computer. For many future applications we rather assume gearbox circuits to receive a quantum state $|\Psi\rangle$ as an input, with each eigenstate of the measurement basis $|\psi_j\rangle$ representing a different input angle $\theta_j$. In this section, we therefore demonstrate results for a single-step gearbox capable of considering four arbitrarily chosen input angles $\theta_j / \pi := (0.15, 0.2, 0.4, 0.45)^T$, where each entry is denoted as $\theta_j / \pi, j = 0, \ldots, 3$. These angles are represented by a two-qubit state register $s$, i.e., by the amplitudes of $|\psi_s\rangle \in \{|00\rangle, |01\rangle, |10\rangle, |11\rangle\}$, respectively. An efficient approach for passing input angles to the gearbox circuit based on the state of $s$ are uniformly-controlled rotations [42, 43]. This generally requires $2^p$ CX-gate applications, where $p$ indicates the number of qubits in the state register. The corresponding circuit element for a two-qubit state register is shown in Figure 6a. Note that the angles $\theta_j$, involved in the depicted sequence of rotations can be obtained from the $\theta_j$, the exact conversion is detailed in [42]. The incorporation of uniformly-controlled rotations into the single-step gearbox, as demonstrated in Figure 6b, generally requires 9 CX gates.

Single Angle. At first, we consider a situation where the state-qubit register is in one of the eigenstates of the measurement basis, i.e., $|\Psi\rangle = |\psi_j\rangle$, such that only one of the four angles $\theta_j$ is passed to the gearbox circuit. In fact, this is not fundamentally different from the case of a classical input discussed in the previous section; data evaluation can be performed according to Eq. (6) to obtain $S^{xj}(\theta_j)$. In Figure 7, $S^{xj}(\theta)$ is again shown for the entire input space $\theta \in [0, \pi/2]$. The results for executing the quantum circuit from Figure 6b $10^5$ times for each $|\Psi\rangle = |\psi_j\rangle$ assuming an
FIG. 6. (a) Uniformly-controlled rotations involving two state qubits. For eventually implementing the correct rotation according to $\theta_j/\pi \in [0.15, 0.2, 0.4, 0.45]$, angles must be converted as described in [42]. The corresponding angles here are given by $\theta_j/\pi \in [0.3, -0.025, 0, -0.125]$. (b) Uniformly-controlled rotations as shown in (a) embedded in the single-step gearbox. The state register is represented by $|\Psi\rangle = \sum_j \alpha_j |\psi_j\rangle$.

ideal, noise-free quantum computer are represented by the green circles. Additionally, the respective states of the state register are indicated. Clearly, analytical and simulated data is in excellent agreement. For assessing its performance on a NISQ device, the quantum circuit from Figure 6b was again optimized for IBMQ-27 Ehningen (resulting in 9 CX-gate applications with no overhead), and executed $10^5$ times for each input state. Each of these runs was then repeated 100 times, from which the resulting average values for $\Omega(1 \mid 0)$ are indicated by the blue stars in Figure 7. Notably, the experimental data does not achieve the level of precision we expect from the results demonstrated in Figure 4: while for $\theta_j < \pi/4$ estimators for $\Omega(1 \mid 0)$ are found slightly above the expected values, for $\theta_j > \pi/4$ results remain below the analytical and numerical prediction. We assign this to the diminished precision of $\theta_j$ passed to the gearbox. Here $\theta_j$ is generated by the uniformly-controlled rotations, involving 4 CX-gates and several single-qubit-gate applications, and is thus significantly more prone to error when compared to the classical input $\theta$ from the previous section. Since the individual experimental data (100 hardware runs not shown here for clarity) have sufficiently small confidence intervals (3σ levels lie within the size of the symbol), this error seems to be rather systematic than random. Nevertheless, the overall behavior according to $S^{1\text{c}}(\theta)$ is generally well reflected by the experimental results.

**Multiple Angles.** A more complex situation occurs when the state register $s$ is no longer in one of the four eigenstates $|\psi_j\rangle$. Here we are particularly concerned with the state qubits in an equal superposition of all four eigenstates, $|\Psi\rangle = |+\rangle|+\rangle = 1/2 \sum_j |\psi_j\rangle$, i.e., the average output of the gearbox. Unfortunately, the success probability $\rho^2(\theta_j)$ is state-dependent, such that $S^{1\text{c}}(\theta) := 1/4 \sum_j S^{1\text{c}}(\theta_j)$ cannot simply be retrieved by using the evaluation strategy suggested in Eq. (6). Instead, this yields

$$\Omega(1 \mid 0) = \frac{\sum_j \rho^2(\theta_j) \sin^2 \left[ \arctan \left( \tan^2 \theta_j \right) \right]}{\sum_j \rho^2(\theta_j)}, \quad (12)$$

where $j$ is the integer representation of the two-bit string in the computational basis. For the chosen input angles $\theta$, Eq. (12) evaluates to $\Omega(1 \mid 0) \approx 0.644$, while we wish to find $S^{1\text{c}}(\theta) = 0.567$. To confirm this bias, we have repeated the procedure described for Figure 7 with the state register given by $|\Psi\rangle = |+\rangle|+\rangle$. Analytical, simulated, and experimental data is demonstrated in the left panel of Figure 8a. Here, we additionally showed the individual 100 runs as small gray circles. Blue circles and error bars indicate the average and 3σ levels, respectively. The inset indicated by the red box is shown in Figure 8b. For clarity we shifted analytical and simulated data against the experimental data. Generally, these results are in agreement with Eq. (12). The experimental estimator for $\Omega(1 \mid 0)$ remains slightly below the predicted value, which however is in accordance with the observations from Figure 7.

It should be reiterated here, that following Eq. (6), for the single-step gearbox the probability of measuring $|0\rangle, |1\rangle$, with a state register in equal superposition is given by

$$|\langle 1| + \langle 0|G_{\text{gb}} \rangle|^2 = \frac{1}{4} \sum_j \rho^2(\theta_j) \sin^2 \left[ \arctan \left( \tan^2 \theta_j \right) \right], \quad (13)$$

FIG. 7. Results for the quantum-state input passed to the single-step gearbox as shown in Figure 6b. The state register is represented by $|\Psi\rangle = |00\rangle, |01\rangle, |10\rangle, |11\rangle$ as indicated, corresponding to the input angles $\theta_j/\pi \in [0.15, 0.2, 0.4, 0.45]$. The curves for $S^{1\text{c}}(\theta)$ is based on Eq. (4). Simulated data, illustrated as green circles, was obtained by executing the quantum circuits shown in Figure 6b $10^5$ times assuming an ideal, noise-free quantum computer with all-to-all connectivity. For the experimental data, the circuit has been optimized for IBMQ-27 Ehningen. 100 experimental hardware runs were performed, each likewise comprising $10^3$ circuit executions. The blue stars represent the respective averages. The optimum quantum circuit for $|00\rangle$ on IBMQ-27 Ehningen is shown in Figure S5a.
an approximation of $D(\theta_j)$ instead of $\rho^{-1}(\theta_j)$, and likewise the consideration of probabilities instead of amplitudes in the Fourier series expansion, where the latter can be accounted for by employing squared sinusoidal functions. Using simple trigonometric identities, the first four terms of the corresponding approximation are given by

$$
\frac{D(\theta_j)}{2} \approx 0.915 - 0.485 \cos^2(2\theta_j) + 0.083 \cos^2(4\theta_j) - 0.014 \cos^2(6\theta_j).
$$

(15)

The factor 1/2 must be included to ensure normalization. In principle it is possible to construct a quantum circuit that entirely computes Eq. (15) on the amplitude of a single qubit, and multiply it to the gearbox output according to Eq. (14), i.e.,

$$
\frac{\Omega(10)}{2} \approx \frac{1}{4} \sum_{j=0}^{3} D(\theta_j) \rho^2(\theta_j) \sin^2[\arctan[\tan^2 \theta_j]]
$$

(16)

After multiplying the result of the measurement for $\Delta$ with the factor of 2, indeed $S^{\Delta}(\theta)$ is obtained. The construction of the quantum circuit $\Delta$ including amplitude subtraction is detailed in the Supplementary Information (see Section SI 4 and following).

The implementation of $\Delta$ theoretically requires 238 CX-gate applications and is far beyond what we expect to be reasonably implementable on state-of-the-art NISQ hardware. Therefore, in the remaining part of this section we present a strategy for obtaining reliable, experimental results for $\Delta$ on IBMQ-27 Ehningen regardless. The decisive advantage from our approach for implementing the Fourier Series expansion of $D(\theta_j)$ can be demonstrated by rewriting Eq. (16) as

$$
\frac{\Omega(10)}{2} \approx \sum_{k=0}^{3} (-1)^k \frac{1}{4} \sum_{j=0}^{3} D^{2k}(\theta_j) \rho^2(\theta_j) \sin^2[\arctan[\tan^2 \theta_j]]
$$

(17)

where $D^{2k}(\theta_j) = a_{2k} \cos^2(2k\theta_j)$ and $a_{2k}$ stemming from Eq. (15). Accordingly, instead of performing the full transformation by a single, complex circuit $\Delta$, we are able to split $\Delta$ into four subcircuits $\Delta^{2k}$, implementing the $D^{2k}(\theta_j)$ elements separately. After execution, the individual results are then post-processed as $\Delta = \Delta^0 - \Delta^2 + \Delta^4 - \Delta^6$ to eventually obtain $S^{\Delta}(\theta)$. Each subcircuit $\Delta^{2k}$ begins with the single-step gearbox as shown in Figure 6b with the state register represented by $|\Psi\rangle = |+\rangle|+\rangle$. Since subcircuit $\Delta^0$ constitutes a specifically simple case, which only includes rescaling the gearbox result by $a_0$ (cf. Eq. (15) and Eq. (17)), its discussion is postponed for the moment. The $\Delta^4, \lambda = 2, 4, 6$ subcircuit family is more elaborate: an additional uniformly-controlled rotation is required to encode the respective term $\cos^2(4\theta_j)$, which is subsequently rescaled by $a_4$, and finally multiplied to the gearbox result. The corresponding quantum circuit is demonstrated in the top row of Figure 9a. In the lower row, the corresponding topological requirement for a quantum computer is schematically shown using color-codes and lines for indicating direct

FIG. 8. (a) Results for the average output of the single-step gearbox from Figure 6b. (b) Inset indicated with the red box in (a). Analytical values are given by $\Omega(1 | 0) \approx 0.644$ according to Eq. (12), and $S^{\Delta}(\theta) = 0.567$ for $\Omega(10)$. Simulated and experimental data for $\Omega(1 | 0)$ are based on the circuit in Figure 6b with the state register represented by $|\Psi\rangle = |+\rangle|+\rangle$. Simulated and experimental data for $\Omega(10)$ stems from executing the subcircuits $\Delta^0, \Delta^2, \Delta^4$ and $\Delta^6$, and post-processing the results as detailed in the main text. For all (sub)circuits, 100 hardware runs (gray circles) with $10^5$ executions each were conducted. The respective averages and $3\sigma$ levels are indicated by the blue circles and error bars. The optimum quantum circuits on IBMQ-27 Ehningen for $\Omega(1 | 0)$ and $\Omega(10)$ can be found in Figure S5.
communication between the involved qubits. Assuming all-to-all connectivity, a $\Delta^4$ subcircuit requires 25 CX gates. Considering the typical heavy-hexagon architecture of IBMQ devices, even the most efficient hardware realization found for $\Delta^4$ involves 44 CX-gate applications, and thus still remains too technically demanding. The last resource available for further simplifying the $\Delta^2$ subcircuits remains in externalizing the multiplication by $a_1$ to a classical computer. The corresponding quantum circuit, shown in the upper panel of Figure 9b, solely rescales the gearbox result with the respective $\cos^2(\lambda \theta_j)$ term, and stores the value in a qubit $t \Delta^3$. The final result is then obtained post-measurement by classically computing $\Delta^4 = a_1 \cdot t \Delta^3$. This modification in turn allows further simplifying the last multiplication step implemented by the Toffoli gate $T$ [45] (green-colored box in Figure 9): even the most efficient implementation requires 6 CX-gate applications and all-to-all connectivity of the three involved qubits [46, 47]. However, a phase-equivalent version $\tilde{T}$ has been reported, performing the identical transformation as $T$, but additionally flagging the $|101\rangle$ state (referring to the three involved qubits) with a negative amplitude (phase shift by $\pi$) [48, 49]. This version can be implemented using only 3 CX gates, and additionally does not require communication between the two control qubits. Both hardware implementations for the Toffoli gate and the phase equivalent version can be found in the Supplementary Information (Figure S6). Since $T$ in Figure 9b is immediately followed by a measurement, $\tilde{T}$ can be employed regardless. This is demonstrated in Figure 9c, and ultimately allowed us to reduce the number of CX gates to 16 assuming all-to-all connectivity, and to 25 considering the architecture of IBMQ-27 Ehningen. All requirements for the quantum circuits from Figure 9 are summarized in Table I.

Note that multiplying $a_1$ post-measurement can likewise be employed for $\Delta^6$, leaving the circuit at the same complexity as described in Figure 7 (9 CX-gate applications, no overhead).

In Figure 8a, right panel, the analytical value $\overline{S}^{\Delta^3(\theta)} = 0.567$ is compared to simulated and experimental estimators for $\Omega(10)$ according to Eq. (14). Data for $\Omega(10)$ was obtained by performing runs of the four subcircuits $\Delta^4$, $\lambda = 0, 2, 4, 6$ in their most simplified version on an ideal, noise-free quantum computer assuming all-to-all connectivity, and on the IBMQ-27 Ehningen device using the optimum hardware realizations. The inset indicated by the red box is again given in Figure 8b. The experimental procedure is identical to the one reported for $\Omega(1 | 0)$, shown in the left panel. Notably, the simulated result for $\Omega(10)$ (green diamond) is slightly larger than the analytical value (black cross). This is in accordance with stopping

![Figure 9](image_url)

FIG. 9. The upper row shows quantum circuits for different variants of the $\Delta^4$ subcircuit family. (a) Full subcircuit, (b) subcircuit with externalized multiplication by $a_1$, and (c) as in (b) but with the phase-equivalent version of the Toffoli gate. Generally, following the gearbox procedure, all values are encoded in the amplitude for the $|1\rangle$ state of each qubit, i.e., qubits $f_1$, $c_1$ and $f_c$ store the values for the coefficient $\sqrt{c}$, the cosine term $\cos(\lambda \theta_j)$, and their product $\sqrt{c_1} \cos(\lambda \theta_j)$, respectively. Qubits $\Delta^4$ and $t \Delta^3$ represent final circuit results, where the latter indicates that a further post-processing step is required. Coefficients $\sqrt{c}$ are encoded using a $R_x(\alpha')$ gate with $\alpha' = \arcsin(\sqrt{c})$. Topological maps in the lower row demonstrate the respectively required connectivity on a quantum computer. Lines indicate direct communication between the involved qubits. Subcircuit elements are identified using color-coding. The number of CX gates are summarized in Table I.

| $\Delta^4$-subcircuit variant | Qubits | CX-gate applications |
|-----------------------------|--------|----------------------|
| (a)                         | 8      | 25                   |
| (b)                         | 7      | 19                   |
| (c)                         | 7      | 16                   |

TABLE I. Hardware requirements for the different variants of the $\Delta^4$ subcircuits shown in Figure 9.
the series expansion of $D(\theta_j)$ after a negative term, leaving the approximation below the exact value. Regarding the 100 individual experimental results for $\Omega(10)$ (small gray circles), a wider scattering can be observed when compared to the experimental data for $\Omega(1 | 0)$ (left panel); the standard deviation (blue error bar) was found about three times larger, which is expected considering the significant increase in CX-gate applications. Nevertheless, the overall estimator for $\Omega(10)$ (blue circles) is in good agreement with the analytical and simulated values, and is clearly distinguishable from the experimental data obtained for $\Omega(1 | 0)$.

**DISCUSSION**

In this article, we have introduced an amplitude-based encoding for an approximation of the USF. This involved a quantum circuit that, based on a given input, prepares a quantum register to reflect the corresponding USF output. Two circuit variations were suggested receiving the input either (A) directly from a classical computer, or (B) via a quantum state when incorporated into a larger circuit. For (A), we have demonstrated different levels of approximation, and furthermore showed small circuit extension allowing to approximate other non-linear functions. For (B), we likewise presented a circuit extension for quantum-state inputs in superposition, e.g., when computing the average output of the USF. Supported by analytical and simulated data, the performance for all quantum circuits was evaluated on the IBM Quantum device in Ehningen, Germany. Reliable experimental results were presented, obtained from quantum circuits that included up to 8 qubits, and up to 25 CX-gate applications, clearly demonstrating the applicability of our approach on state-of-the-art Noisy Intermediate-Scale Quantum devices available to date.

**METHODS**

The python code for constructing, optimizing, and executing the quantum circuits discussed in this article was written using the Qiskit framework [50].

**Simulation**

All simulations have been performed using the AerSimulator included in Qiskit. Throughout, an ideal, noise-free quantum computer with all-to-all connectivity was assumed. We would like to emphasize that the number of circuit executions for each input angle or state has been set to $10^5$ for maintaining comparability to the experimental data. However, sufficiently small confidence intervals were already observed for a significantly lower amount of repetitions, ranging between $2^{10}$ to $2^{14}$.

**Hardware-Optimization Procedure**

Optimizing the quantum circuits demonstrated in this article on IBMQ-27 Ehningen requires transpilation prior to execution. Within Qiskit terminology, transpilation can be understood as a pipeline consisting of four steps: (1) rewriting the circuit in terms of the basis gate library of the backend, (2) mapping the virtual qubits to the physical qubits of the device (initial layout), (3) incorporating swap operations necessary due to the restricted connectivity of the involved physical qubits, and (4) optimizing the employed gates. Throughout we have chosen transpilation using the highest diligence (optimization level 3), that relies on the SWAP-based Bidi-REctional heuristic search algorithm (SABRE) for finding the optimum initial layout and swapping strategy [51], and additionally perform full single- and double-qubit-gate optimizations. Due to its stochastic nature, we have repeated transpilation 50 times, and saved the resulting transpiled circuit with the lowest number of CX gates. Note that the corresponding virtual-to-physical qubit mapping is optimum in terms of CX-gate applications, but does not consider the quality of the involved qubits. Since we only use 8 of the 27 qubits available on IBMQ-27 Ehningen at most, typically this transpiled circuit can be reconstructed using different qubit subsets. The mapomatic package [52] allows to evaluate all of these different subsets regarding their individual error rates. In such a way we eventually identified the optimum hardware-realization of the circuit with respect to the CX-gate applications and the quality of the involved qubits. It is emphasized that the full procedure is only required once for a distinct circuit and does not need to be repeated when changing an input angle or state. Post-measurement, error mitigation using the matrix-free measurement mitigation (M3) package was applied throughout [53]. Every circuit was executed $10^5$ times, corresponding to the current maximum number of repetitions on the IBMQ-27 Ehningen. It should be noted that all experiments were conducted shortly after (typically less than 30 minutes) calibration of the device.

**REFERENCES**

[1] Biamonte, J. *et al.* Quantum machine learning. *Nature* **549**, 195–202 (2017). URL https://doi.org/10.1038/nature23474.

[2] Kak, S. C. Quantum neural computing. In Hawkes, P. W. (ed.) *Advances in Imaging and Electron Physics*, vol. 94, 259–313 (Elsevier, 1995). URL https://doi.org/10.1016/S1076-5670(98)70147-2.

[3] Ezhov, A. A. & Ventura, D. Quantum neural networks. In Kasabov, N. (ed.) *Future Directions for Intelligent Systems and Information Sciences: The Future of Speech and Image Technologies, Brain Computers, WWW, and Bioinformatics*, Studies in Fuzziness and Soft Computing, 213–235 (Physica-Verlag HD, 2000). URL https://doi.org/10.1007/978-3-7908-1856-7_11.

[4] Schuld, M., Sinayskiy, I. & Petruccione, F. The quest for a Quantum Neural Network. *Quantum Inf. Process.* **13**, 2567–2586 (2014). URL https://doi.org/10.1007/
preprint at http://arxiv.org/abs/1408.7005.
[5] Wan, K. H., Dahlsten, O., Kristjánsson, H., Gardner, R. & Kim, M. S. Quantum generalisation of feedforward neural networks. *Npj Quantum Inf.* 3, 1–8 (2017). URL https://doi.org/10.1038/s41534-017-0032-4.
[6] Ciliberto, C. et al. Quantum machine learning: a classical perspective. *Proc. R. Soc. A: Math. Phys. Eng. Sci.* 474, 20170551 (2018). URL https://doi.org/10.1098/rspa.2017.0551.
[7] Zhao, R. & Wang, S. A review of quantum neural networks: Models, methods, dilemma (2021). Preprint at http://arxiv.org/abs/2109.01840.
[8] McAleer, T., Babbush, R. & Aspuru-Guzik, A. The theory of variational hybrid quantum-classical algorithms. *New J. Phys.* 18, 023023 (2016). URL https://doi.org/10.1088/1367-2630/18/2/023023.
[9] Steinbrecher, G. R., Olson, J. P., Englund, D. & Carolan, J. Quantum optical neural networks. *Npj Quantum Inf.* 5, 60 (2019). URL https://doi.org/10.1038/s41534-019-0174-9.
[10] Skolik, A., McAleer, T. J., Mohseni, M., van der Smagt, P. & Leib, M. Layerwise learning for quantum neural networks. *Quantum Mach. Intell.* 3, 5 (2021). Preprint at http://arxiv.org/abs/2006.14994.
[11] Cerezo, M. et al. Variational quantum algorithms. *Nat. Rev. Phys.* 3, 625–644 (2021). URL https://doi.org/10.1038/s42254-021-00348-9.
[12] Abbas, A. et al. The power of quantum neural networks. *Nat. Comput. Sci.* 1, 403–409 (2021). URL https://doi.org/10.1038/s43588-021-00684-1.
[13] Rosenblatt, F. The perceptron - a perceiving and recognizing automaton. Tech. Rep. 85-460-1, Cornell Aeronautical Laboratory, Ithaca, New York (1957).
[14] Aaronson, S. Read the fine print. *Nat. Phys.* 11, 291–293 (2015). URL https://doi.org/10.1038/nphys3272.
[15] Daskin, A. A simple quantum neural net with a periodic activation function. In *SMC Annual Conference*, Ithaca, New York (1957).
[16] Tacchino, F., Macchiello, C., Gerace, D. & Bajoni, D. An artificial neuron implemented on an actual quantum processor. *Npj Quantum Inf.* 5, 26 (2019). URL https://doi.org/10.1038/s41534-019-0140-4.
[17] Cao, Y., Guerreschi, G. G. & Aspuru-Guzik, A. Quantum neuron: an elementary building block for machine learning on quantum computers (2017). Preprint at https://arxiv.org/abs/1711.11240.
[18] Hu, W. Towards a real quantum neuron. *Nature Science* 10, 99–109 (2018). URL https://doi.org/10.4236/ns.2018.103011.
[19] Torrontegui, E. & García-Ripoll, J. J. Unitary quantum perceptron as efficient universal approximator. *EPL* 125, 30004 (2019). URL https://doi.org/10.1209/0295-5075/125/30004.
[20] Yan, S., Qi, H. & Cui, W. Nonlinear Quantum Neuron: A Fundamental Building Block for Quantum Neural Networks. *Physical Review A* 102, 052421 (2020). URL https://doi.org/10.1103/PhysRevA.102.052421.
[21] Chakraborty, S., Das, T., Sutradhar, S., Das, M. & Deb, S. An Analytical Review of Quantum Neural Network Models and Relevant Research. In 2020 5th International Conference on Communication and Electronics Systems (ICCES), 1395–1400 (2020). URL https://doi.org/10.1109/ICCES48766.2020.9137968.
[22] Allcock, J., Hsieh, K., Kerendis, I. & Zhang, S. Quantum Algorithms for Feedforward Neural Networks. *ACM Trans. Quantum Comput.* 1, 1–24 (2020). URL https://doi.org/10.1145/3411466.
[23] Tacchino, F. et al. Quantum implementation of an artificial feed-forward neural network. *Quantum Science and Technology* 5, 044010 (2020). URL https://doi.org/10.1088/2058-9565/abb8e4.
[24] Miller, N. & Mukhopadhyay, S. A quantum Hopfield associative memory implemented on an actual quantum processor. *Sci. Rep.* 11, 23391 (2021). URL https://doi.org/10.1038/s41598-021-02866-z.
[25] Marone, M., Destri, C. & Prati, E. Quantum activation functions for quantum neural networks. *Quantum Inf. Process.* 21, 128 (2022). URL https://doi.org/10.1007/s11128-022-03466-0.
[26] Bracewell, R. N. Heaviside’s unit step function, h(x). In *The Fourier Transform and Its Applications*, 3rd ed., 61–65 (Cambridge University Press, 2000).
[27] Savaré, G. On the regularity of the positive part of functions. *Nonlinear Anal. Theory Methods Appl.* 27, 1055–1074 (1996). URL https://doi.org/10.1016/0362-546X(95)00104-4.
[28] Korn, R., Korn, E. & Kroisandt, G. *Monte Carlo Methods and Models in Finance and Insurance*. Chapman and Hall/CRC Financial Mathematics Series (Taylor & Francis, 2010). URL https://books.google.de/books?id=Qbj8ngEACAAJ.
[29] Rebentrost, P., Gupt, B. & Bromley, T. R. Quantum computational finance: Monte Carlo pricing of financial derivatives. *Phys. Rev. A* 98, 022321 (2018). URL https://doi.org/10.1103/PhysRevA.98.022321.
[30] Woerner, S. & Egger, D. Quantum risk analysis. *Npj Quantum Inf.* (2019). URL https://doi.org/10.1038/s41534-019-0136-9.
[31] Carrera Vazquez, A. & Woerner, S. Efficient state preparation for quantum amplitude estimation. *Phys. Rev. Appl.* 15, 034027 (2021). URL https://doi.org/10.1103/PhysRevApplied.15.034027.
[32] Stamatopoulos, N. et al. Option Pricing using Quantum Computers. *Quantum* 4, 291 (2020). URL https://doi.org/10.22331/q-2020-07-06-291.
[33] Chakraborti, S. et al. A Threshold for Quantum Advantage in Derivative Pricing. *Quantum* 5, 463 (2021). URL https://doi.org/10.22331/q-2021-06-01-463.
[34] Wiebe, N. & Kliuchnikov, V. Quantum arithmetic and numerical analysis using repeat-until-success circuits. *Quantum Inf. Process.* 19, 1–24 (2020). URL https://doi.org/10.1007/s11128-022-03466-0.
[35] Paetznick, A. & Svore, K. M. Repeat-until-success: non-deterministic decomposition of single-qubit unitaries. *Quantum Inf. Comput.* 14, 1277–1301 (2014). URL https://doi.org/10.26421/QIC14.15-16-2.
[36] Bocharov, A., Roetteler, M. & Svore, K. M. Efficient synthesis of universal repeat-until-success quantum circuits. *Phys. Rev. Lett.* 114, 080502 (2015). URL https://doi.org/10.1103/PhysRevLett.114.080502.
[37] Wiebe, N. & Rötteler, M. Quantum arithmetic and numerical analysis using repeat-until-success circuits. *Quantum Inf. Comput.* 16, 134–178 (2016). URL https://doi.org/10.26421/QIC16.1-2-9.
[38] Guerreschi, G. G. Repeat-until-success circuits with fixed-point oblivious amplitude amplification. *Phys. Rev. A* 99, 022306 (2019). URL https://doi.org/10.1103/PhysRevA.99.022306.
[39] Nair, V. & Hinton, G. E. Rectified linear units improve restricted boltzmann machines. In ICML, 807–814 (2010). URL https://icml.cc/Conferences/2010/papers/432.pdf.

[40] Preskill, J. Quantum Computing in the NISQ era and beyond. Quantum 2, 79 (2018). URL https://doi.org/10.22331/q-2018-08-06-79.

[41] Han, J. & Moraga, C. The influence of the sigmoid function parameters on the speed of backpropagation learning. In Mira, J. & Sandoval, F. (eds.) From Natural to Artificial Neural Computation, 195–201 (1995).

[42] Möttönen, M., Vartiainen, J. J., Bergholm, V. & Salomaa, M. M. Quantum circuits for general multiqubit gates. Phys. Rev. Lett. 93, 130502 (2004). URL https://doi.org/10.1103/PhysRevLett.93.130502.

[43] Shende, V., Bullock, S. & Markov, I. Synthesis of quantum-logic circuits. IEEE Transactions on Computer-Aided Design of Integrated Circuits and Systems 25, 1000–1010 (2006). URL https://doi.org/10.1109/TCAD.2005.855930.

[44] Li, J. & Kais, S. A universal quantum circuit design for periodical functions. New J. Phys. 23 (2021). URL https://doi.org/10.1088/1367-2630/ac2cb4.

[45] Toffoli, T. Reversible computing. In de Bakker, J. & van Leeuwen, J. (eds.) Automata, Languages and Programming, 632–644 (Springer Berlin Heidelberg, Berlin, Heidelberg, 1980). URL https://doi.org/10.1007/3-540-10003-2_104.

[46] Nielsen, M. A. & Chuang, I. L. Quantum Computation and Quantum Information: 10th Anniversary Edition (Cambridge University Press, 2010). URL https://doi.org/10.1017/CBO9780511976667.

[47] Shende, V. V. & Markov, I. L. On the cnot-cost of toffoli gates. Quantum Inf. Comput. 9, 461–486 (2009). Preprint at https://arxiv.org/abs/0803.2316.

[48] DiVincenzo, D. & Smolin, J. Results on two-bit gate design for quantum computers. In Proceedings Workshop on Physics and Computation. PhysComp ’94, 14–23 (1994). URL https://doi.org/10.1109/PHYCMP.1994.363784.

[49] Barenco, A. et al. Elementary gates for quantum computation. Phys. Rev. A 52, 3457–3467 (1995). URL https://doi.org/10.1103/PhysRevA.52.3457.

[50] Anis, M. S. et al. Qiskit: An open-source framework for quantum computing (2021).

[51] Li, G., Ding, Y. & Xie, Y. Tackling the qubit mapping problem for nisq-era quantum devices. In Proceedings of the Twenty-Fourth International Conference on Architectural Support for Programming Languages and Operating Systems, ASPLOS ’19, 1001–1014 (ACM, 2019). URL https://doi.org/10.1145/3297858.3304023.

[52] Nation, P. & Treinish, M. Mapomatic: Qiskit partners (2022). URL https://github.com/Qiskit-Partners/mapomatic.

[53] Nation, P. D., Kang, H., Sundaresan, N. & Gambetta, J. M. Scalable mitigation of measurement errors on quantum computers. PRX Quantum 2, 040326 (2021). URL https://doi.org/10.1103/PRXQuantum.2.040326.

DATA AVAILABILITY

The Python code used for data generation is available upon request.

ACKNOWLEDGEMENTS

This work was supported by the project AnQuC-3 of the Competence Center Quantum Computing Rhineland-Palatinate (Germany). We are highly indebted for being granted access to the IBM Quantum device in Ehningen, Germany.

AUTHOR CONTRIBUTIONS

All authors researched, collated, and wrote this paper.

COMPETING INTERESTS

The authors declare no competing interests.

ADDITIONAL INFORMATION

This version is supported by supplementary material.
Supplementary Information:
An Amplitude-Based Implementation of the Unit Step Function on a Quantum Computer

Jonas Koppe$^1$,* and Mark-Oliver Wolf$^1$

$^1$Department of Financial Mathematics, Fraunhofer ITWM

CONTENTS

SI 1. Success Probability for $d$-Step Gearbox Circuits .................................................. 2
SI 2. Optimum Quantum Circuits on IBMQ-27 Ehningen ..................................................... 3
SI 3. Quantum-Circuit Variations for the Toffoli Gate ......................................................... 6
SI 4. Amplitude Subtraction of Functions .............................................................................. 7
SI 5. Implementing Arbitrary Functions as Amplitudes using Fourier Series ......................... 8

References ................................................................................................................................ 11

* Correspondence: Jonas Koppe (jonas.koppe@itwm.fraunhofer.de)
SI 1. SUCCESS PROBABILITY FOR \textit{d}-STEP GEARBOX CIRCUITS

Extending the discussion given in the main text, the transformation performed by a \textit{d}-step gearbox circuit can be expressed as

\[ \mathcal{G}b^d(\theta) \begin{pmatrix} 0^{n2d-1} \end{pmatrix} |0\rangle = \rho_d(\theta) |0^{n2d-1}\rangle e^{-i\lambda X} |0\rangle = \sqrt{1 - \rho^2_d(\theta)} |0^{n2d-1}\rangle e^{-i\lambda X} |0\rangle, \]

where \( \rho^3_d(\theta) \) represents the corresponding \textit{d}-step success probability. Even without knowing the exact expression for \( \rho^3_d(\theta) \), we can derive the result for post-measurement data evaluation,

\[ \Omega(1 | 0^{n2d-1}) = \begin{pmatrix} 1 \end{pmatrix} = \begin{pmatrix} \rho^2_d(\theta) \sin^2\left[\arctan(\tan^2\theta)\right] + \rho^3_d(\theta) \sin^2\left[\arctan(\tan^2\theta)\right] \\ \sin^2\left[\arctan(\tan^2\theta)\right] \end{pmatrix} = \mathcal{S}^{cd}(\theta), \]

in accordance with the simulated and experimental data presented in the main text. The transformation and subsequent data evaluation may likewise be expressed avoiding the decomposition with respect to the control register, i.e., into its all-zero state \( |0^{n2d-1}\rangle \) and all other states \( |0^{n2d-1}\rangle \), as demonstrated in Eq. (S1): the final state of all qubits involved in a \textit{d}-step gearbox can be described by \( 2^{d+1} \)-dimensional vector with the elements zero and \( 2^d \) given by

\[ \mathcal{G}b^d(\theta) |0^{n2d-1}\rangle |0\rangle = \begin{pmatrix} \cos^2(\theta) \\ \vdots \\ \sin^2(\theta) \\ \vdots \end{pmatrix} = |\tau_{gb}\rangle, \]

where using Qiskit [1] ordering these elements represent the amplitudes for the states \( |0\rangle, |0^{n2d-1}\rangle \), and \( |1\rangle, |0^{n2d-1}\rangle \), respectively. In contrast to Eq. (S1), this expression can simply be derived from linear algebra. For instance, the transformation for the single-step gearbox with \( d = 1 \) is given by

\[ \begin{pmatrix} \cos^2(\theta) & \sin(\theta) \cos(\theta) & \sin^2(\theta) & -\sin(\theta) \cos(\theta) \\ \sin(\theta) \cos(\theta) & \cos^2(\theta) & -\sin(\theta) \cos(\theta) & \sin(\theta) \cos(\theta) \\ \sin^2(\theta) & -\sin(\theta) \cos(\theta) & \cos^2(\theta) & \sin(\theta) \cos(\theta) \\ -\sin(\theta) \cos(\theta) & \sin(\theta) \cos(\theta) & \sin(\theta) \cos(\theta) & \cos^2(\theta) \end{pmatrix} \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix} = \begin{pmatrix} \cos^2(\theta) \\ \sin(\theta) \cos(\theta) \\ \sin^2(\theta) \\ -\sin(\theta) \cos(\theta) \end{pmatrix}. \]

Using the alternative expression for \( |\tau_{gb}\rangle \) as given in Eq. (S3) for the data evaluation according to the first line of Eq. (S2), we obtain

\[ \Omega(1 | 0^{n2d-1}) = \frac{\sin^{2d+1}(\theta)}{\cos^{2d+1}(\theta) + \sin^{2d+1}(\theta)} = \mathcal{S}^{cd}(\theta). \]

Comparing the terms for \( \left| \langle1_b | 0^{n2d-1}\rangle \right|^2 \) derived from Eqs. (S2) and (S5), we obtain the \textit{d}-step success probability

\[ \rho^3_d(\theta) = \sin^{2d+1}(\theta) + \cos^{2d+1}(\theta). \]

Consider the objective to calculate average USF outputs using \textit{d}-step gearbox circuits with quantum-state inputs. Note that the inverse \( D_d(\theta) \) of Eq. (S6) has to be approximated using Fourier expansion. The resulting terms can then be implemented as demonstrated in the last part of the main text. Using \( \cos(2\lambda) = 2\cos^2(\lambda) - 1 \), again, the first five terms from the expansion for the double-step gearbox with \( d = 2 \) are given by

\[ \frac{D_2(\theta)}{8} \approx 0.598 - 0.7 \cos^2(2\theta) + 0.314 \cos^2(4\theta) - 0.14 \cos^2(6\theta) + 0.062 \cos^2(8\theta). \]

Here, the factor of 1/8 must be included to ensure normalization. Generally, the normalization constant \( N \) can be calculated according to \( N = 2^{-2d+1} \).
SI 2. OPTIMUM QUANTUM CIRCUITS ON IBMQ-27 EHNINGEN

The IBMQ-27 Ehningen Device
At the time of experimental implementation, the IBMQ-27 Ehningen device was equipped with Falcon r5.11 processor type. The average CX-gate error was determined to be about $10^{-2}$. Average relaxation times were found about $150\mu s$ ($T_1 \sim 160\mu s$ and $T_2 \sim 130\mu s$). Figure S1 demonstrate the typical heavy-hexagon architecture of the 27 qubits. The qubit numbering is used to identify physical qubits in the virtual-to-physical qubit mapping shown in the upcoming figures of the section.

![FIG. S1. Heavy-hexagon architecture of the IBMQ-27 Ehningen device.](image)

Double-Step Gearbox with rescaled first plateau

![FIG. S2. Optimum quantum circuit for IBMQ-27 Ehningen, corresponding to circuit shown in Figure 5b in the main text. Here we used $\theta = \pi - \theta$, and $\kappa = \pi - \kappa$ with $\kappa = \pi/4$. Moreover, the first CX gate involving the target qubit $t$ and the output qubit $o$ can be avoided by actually using $\kappa$ in the $\mathcal{R}_0(\kappa)$ gate instead of $\kappa$, and evaluating the measurement result according to $\Omega(0 | \theta^3)$, following the definition given in Eq. (S2), i.e., replacing $\left\langle (1_0 | \theta^3) | \tau_{c0} \right\rangle^2$ by $\left\langle (0_0 | \theta^3) | \tau_{c0} \right\rangle^2$ in the numerator. The first column indicates the virtual-to-physical qubit mapping.](image)

ReLU Using Double-Step Gearbox

![FIG. S3. Optimum quantum circuit for IBMQ-27 Ehningen implementing the ReLU function, corresponding to the circuit shown in Figure 5d in the main text. Here we used $\kappa = \pi - x$ with the definition for $x$ as given in the main text. The first column indicates the virtual-to-physical qubit mapping.](image)
FIG. S4. Optimum quantum circuits for IBMQ-27 Ehningen implementing (a) the double-step, and (b) the triple-step gearbox. The corresponding theoretical quantum circuits are shown in Figure 3b and c in the main text. Here we used $\tilde{\theta} = \pi - \theta$. The first columns indicate the respective virtual-to-physical qubit mapping.
(a) Single-Step Gearbox Using Uniformly-Controlled Rotations

(c1 → 7 Rz(−π) √X Rz(2π) √X ... is depicted in Figure 9c in the main text. The first columns indicate the respective virtual-to-physical qubit mapping.

(b) Δ^4 Subcircuit in the Simplest Version

FIG. S5. Optimum quantum circuit for IBMQ-27 Ehningen implementing (a) single-step gearbox including uniformly-controlled rotations [2, 3], (b) the simplest version of the Δ^4 subcircuit family, here explicitly shown for Δ^4. Note that (a) corresponds to the circuit shown in Figure 6b in the main text for the state register in |00⟩, but also the most basic version of the Δ^0 subcircuit, expected for the Hadamard gates applied on the state qubits (not shown here). The corresponding quantum circuit for (b) is depicted in Figure 9c in the main text. The first columns indicate the respective virtual-to-physical qubit mapping.
FIG. S6. Quantum circuits for implementing the three-qubit Toffoli gate using single- and double-qubit gates. (a) Most efficient implementation as introduced in reference [4, 5]. (b) Phase-equivalent version as suggested in reference [6, 7].
4. AMPLITUDE SUBTRACTION OF FUNCTIONS

Construction. Using a modified version of the circuit that implements the addition of two functions [8], we can likewise calculate the difference of two functions saved as amplitudes. Even though the binomial formula enables adding two functions, we can use the counter probability to accordingly construct the subtraction. Hence we may implement amplitude subtraction by the use of an additional qubit, as well as two X and two CX gates. Mathematically, the quantum circuit shown in Figure S7 corresponds to the following calculations. Note that the indices do not indicate the length of the register, but are given to identify the corresponding register. The functions $g$ and $h$ are implemented by the unitary transformations $G$ and $H$, respectively. Gate applications are demonstrated above transformation arrows, where the parentheses show on which qubits the respective gates act:

$$
\begin{align*}
|0\rangle_i |0\rangle_m |0\rangle_a \\
\xrightarrow{H(a)} |0\rangle_i |0\rangle_m |+\rangle_a \\
\xrightarrow{CR_{r, (a)}(z)} \frac{1}{\sqrt{2}} \left[ |0\rangle_i |0\rangle_m |0\rangle_a + (\sqrt{1-g} |0\rangle_i + \sqrt{g} |1\rangle_i) |0\rangle_m |1\rangle_a \right] \\
\xrightarrow{CX(a)} \frac{1}{\sqrt{2}} \left[ |0\rangle_i |0\rangle_m |0\rangle_a + (\sqrt{1-g} |0\rangle_i + \sqrt{g} |1\rangle_i) |1\rangle_m |1\rangle_a \right] \\
\xrightarrow{X(r)} \frac{1}{\sqrt{2}} \left[ (\sqrt{1-g} |0\rangle_i + \sqrt{g} |1\rangle_i) |1\rangle_m |0\rangle_a + |0\rangle_i |0\rangle_m |1\rangle_a \right] \\
\xrightarrow{CR_{l, (a)}(z)} \frac{1}{\sqrt{2}} \left[ (\sqrt{1-g} |0\rangle_i + \sqrt{g} |1\rangle_i) |1\rangle_m |0\rangle_a + |0\rangle_i |0\rangle_m |1\rangle_a \right] \\
\xrightarrow{X(m)} \frac{1}{\sqrt{2}} \left[ (\sqrt{1-g} |0\rangle_i + \sqrt{g} |1\rangle_i) |0\rangle_m |0\rangle_a + |0\rangle_i |0\rangle_m |1\rangle_a \right] \\
\xrightarrow{CX(m)} \frac{1}{\sqrt{2}} \left[ (\sqrt{1-g} |0\rangle_i + \sqrt{g} |1\rangle_i) |0\rangle_m |0\rangle_a + (\sqrt{1-h} |0\rangle_i |0\rangle_m |1\rangle_a \right].
\end{align*}
$$

Accordingly, we get the following probability for measuring the target qubit $i$ in state $|1\rangle_i$:

$$R_1 := \frac{1}{2} \left( g + (1-h) \right),$$

and can calculate the difference by rescaling the result as

$$g - h = 2R_1 - 1.$$

![Diagram](image)

FIG. S7. Example of a circuit calculating the difference of two functions $g, h$ implemented by the unitary transformations $G, H$.

Composition. Assume we want to multiply the implemented subtraction with a different unknown amplitude $z$. When combing the two qubits using a Toffoli gate with a new target qubit $q$, the resulting probability for measuring $q$ in state $|1\rangle_q$ is given by

$$z \cdot \frac{1}{2} (g - h + 1) = \frac{1}{2} (z(g - h) + z) =: b,$$

preventing to retrieve $z(g - h)$ due to the constant term $1/2$, generated by the amplitude-subtraction technique. Accordingly, an additional amplitude subtraction must be included into the circuit that implements subtracting $1/2 \cdot z$ from $b$, leading to a final probability of

$$\frac{1}{2} (b - \frac{1}{2} z + 1) = \frac{1}{2} \left( \frac{1}{2} (z(g - h) + z) - \frac{1}{2} z + 1 \right) = \frac{1}{4} (z(g - h)) + \frac{1}{2} =: R_2.$$

With that we are able to obtain $z(g - h)$ from the measured probability $R_2$ by rescaling appropriately. A circuit employing this method can be seen in Figure S8.
SI 5. IMPLEMENTING ARBITRARY FUNCTIONS AS AMPLITUDES USING FOURIER SERIES

In this section, we present a method to compute any function depending on some angle \( \theta \) by implementing its approximation using Fourier series expansion. Let \( s(x) \) be a real-valued function with period \( P \), integrable on the interval \([0, \pi/2]\). Note that rescaling of \( s(x) \) may be required to guarantee normalization, i.e., \( \tilde{s}(x) \in [0, 1] \). Fourier analysis states that \( s(x) \) may be approximated for specific \( a_n, b_n \in \mathbb{R} \) by

\[
s_N(x) = \frac{a_0}{2} + \sum_{n=1}^{N} \left( a_n \cos \left( \frac{2\pi n}{P} x \right) + b_n \sin \left( \frac{2\pi n}{P} x \right) \right),
\]

where \( s_N(x) \xrightarrow{N \to \infty} s(x) \). Using \( \sin(x + \pi/2) = \cos(x) \), we can rewrite \( s_N \) to get

\[
s_N(x) = \frac{a_0}{2} + \sum_{n=1}^{N} \left( a_n \cos \left( \frac{2\pi n}{P} x \right) + b_n \cos \left( \frac{2\pi n}{P} x + \frac{\pi}{2} \right) \right).
\]

The previous step is not necessarily needed, but might enable future optimization techniques like possibly using the same qubit for both \( \cos^2(\cdot) \) terms, where the phase shift by \( \pi/4 \) could be cleverly constructed using single-qubit gates.

Using the double angle formula \( \cos(2x) = 2 \cos^2(x) - 1 \), we can rewrite the above equation as

\[
s_N(x) = \frac{a_0}{2} + \sum_{n=1}^{N} \left( a_n \left( 2 \cos^2 \left( \frac{\pi n}{P} x \right) - 1 \right) + b_n \left( 2 \cos^2 \left( \frac{\pi n}{P} x + \frac{\pi}{4} \right) - 1 \right) \right)
\]

\[
= \frac{a_0}{2} - \sum_{n=1}^{N} (a_n + b_n) + \sum_{n=1}^{N} \left( 2a_n \cos^2 \left( \frac{\pi n}{P} x \right) + 2b_n \cos^2 \left( \frac{\pi n}{P} x + \frac{\pi}{4} \right) \right)
\]

\[
= a'_0 + \sum_{n=1}^{N} \left( a'_n \cos^2 \left( \frac{\pi n}{P} x \right) + b'_n \cos^2 \left( \frac{\pi n}{P} x + \frac{\pi}{4} \right) \right).
\]

This Fourier approximation can be implemented as a combination of \( R_y \) gates using amplitude addition [8] and subtraction, as described in Section SI 4. The corresponding circuit is shown in Figure S8, the combination with a single-step gearbox circuit receiving a quantum-state input is presented in Figure S9. Due to its complexity, we may decrease our circuit size using the splitting method described in the main text to reliably implement it on NISQ devices [9]. Note that in main text we have allocated each Fourier term to its own circuit, there exist alternative strategies, e.g., the separation into a positive and negative part (\( \Delta(x) = \Delta_+(x) - \Delta_-(x), \Delta_+, \Delta_- \geq 0 \)) to avoid the amplitude subtraction procedure. The corresponding circuit can be found in Figure S10.
FIG. S8. Direct implementation of the Fourier approximation $D(x)/2 = 0.91526 + 0.0832611 \cos(4x)^2 - 0.485281 \cos(2x)^2 - 0.0142853 \cos(6x)^2$ of $\rho^{-2}(\theta)$ using Amplitude Subtraction. (a) Implementing the Fourier approximation $d(\theta_x)$, which needs 142 CX-gate applications on the quantum simulator from Qiskit. (b) Combining $D(\theta_x)$ with a different function $z(\theta_x)$, which needs an additional 74 CX-gate applications.
FIG. S9. Our implementation of $\Omega(10)$ using the non-split Delta is presented. The measured qubit is found in state $|1\rangle_f$ with a probability of approximately $(\sqrt{3}/16) + 1/2$. The quantum circuit uses 238 CX gates on the quantum simulator from Qiskit, because of which there is no possibility of currently implementing it on quantum hardware.

FIG. S10. Direct implementation of the Fourier approximation $D(x) = D_+(x) + D_-(x)$ of $\rho^{-1}(\theta)$ for two state qubits using amplitude addition. (a) Implementing the positive parts of the Fourier approximation $D_+(x)/2 = 0.91526 + 0.0832611 \cos(4x)^2$ on a quantum circuit. (b) Implementing the negative parts of the Fourier approximation $D_-(x)/2 = 0.485281 \cos(2x)^2 + 0.0142853 \cos(6x)^2$ on a quantum circuit.
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