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Abstract

Causality is a fundamental part of the scientific endeavour to understand the world. Unfortunately, causality is still taboo in much of psychology and social science. Motivated by a growing number of recommendations for the importance of adopting causal approaches to research, we reformulate the typical approach to research in psychology to harmonize inevitably causal theories with the rest of the research pipeline. We present a new process which begins with the incorporation of techniques from the confluence of causal discovery and machine learning for the development, validation, and transparent formal specification of theories. We then present methods for reducing the complexity of the fully specified theoretical model into the fundamental submodel relevant to a given target hypothesis. From here, we establish whether or not the quantity of interest is estimable from the data, and if so, propose the use of semi-parametric machine learning methods for the estimation of causal effects. The overall goal is the presentation of a new research pipeline which can (a) facilitate scientific inquiry compatible with the desire to test causal theories (b) encourage transparent representation of our theories as unambiguous mathematical objects, (c) to tie our statistical models to specific attributes of the theory, thus reducing under-specification problems frequently resulting from the theory-to-model gap, and (d) to yield results and estimates which are causally meaningful and reproducible. The process is demonstrated through didactic examples with real-world data, and we conclude with a summary and discussion of limitations.

1 Introduction

As scientists, we are fundamentally interested in understanding the cause-effect relationships in the world, such that we may design effective interventions to manipulate and improve the world around us [44, 79, 80, 95]. Unfortunately, meta-researchers have highlighted that in spite of our underlying pursuit of answers to causal questions, causality remains taboo in psychology and social science [49, 57]. The consequence is that there exists a distinct mismatch between the inherently causal nature of our theories, and the nature of all downstream elements of the research pipeline. This precludes smooth transitions between (causal) theories, and (correlational) hypotheses, data collection methodologies, modeling practices, and interpretations. Furthermore, theories in psychology
and social science have been criticized for being underspecified and untestable [121]. As such, it is often unclear what exactly about the causal relationships described by the theories we are actually testing. Thus, in addition to the mismatch between the causal nature of the theory and the statisti-
cal/correlational nature of the tests, there is also often a large gap between the specification of the theory itself and how this specification is linked to the model. The consequence is that the model is likely to be causally misspecified, yielding arbitrary results which are impossible to link transparently with the theory and thus impossible to meaningfully interpret [148].

In this work, we present a ‘causally homogeneous’ research pipeline which encourages theoretic specificity to facilitate increased reliability of testing. We split the pipeline into two main stages A and B, with an optional predictive/exploratory stage, and present an overview in Figure 1. In stage A we are concerned with theory development, and propose and iterated development and validation of an initial theory (one which may, for instance, have been informed by qualitative interviews) by accommodating techniques from the domain of causal discovery. This stage uses causal discovery techniques [154] to inform and augment our theories, by testing putative causal relationships in data. The methodology for data collection itself is informed by our developing theory, such that we can be confident e.g. that sampling occurs at sufficiently frequent and/or regular intervals [150], that we collect all causally relevant variables, that we have a sufficient sample size, etc. Once we have sufficient evidence that our theory is reflected by the data, we will have derived a representative graph - a mathematical and unambiguous object which captures our theory and enables us to hypothesise clearly about certain theoretical relationships. In parallel, or instead, one may also use the initial theory to specify a set of variables to be used for predictive and/or exploratory modeling. Such an approach is non-causal, but may nonetheless help researchers establish the predictive validity of their initial theory, and/or to develop tools for automating decision processes (such as automated assessment or behavioral coding).

In stage B, we use the graphical representation of our theory to facilitate causal inference in order to test a hypothesis which is specified in terms of the graph. Causal inference [67, 95] involves the specification of a target effect of interest (for instance, the cause-effect relationship between two variables or constructs of interest). By virtue of the fact that this effect can be tied directly to the causal graph, it can therefore also be tied directly to our theory, thus resolving the issue of the indeterminate links between our statistical results and the aspects of the theory with which they are intended to correspond. Tools from the domain of causal inference, notably do-calculus [95] and the rules of d-separation [73] enable us to understand under what assumptions the quantity we are interested in is estimable from the data. It is possible, for instance, that the theory precludes non-experimental estimation. The choice is then left open to the researcher to continue anyway (all the while maintaining transparency about the concomitant assumptions), or to rethink their approach.

In summary, the research pipeline is a proposal to (a) harmonise our research pipeline with the causal nature of our intentions and goals, (b) encourage transparent representation of our theories as unambiguous mathematical objects, (c) to tie our statistical models to specific attributes of the theory, thus reducing the under-specification problems frequently resulting from the theory-to-model gap, and (d) to yield causally meaningful estimates and results. Whilst both parametric and non-parametric approaches to our proposal exist, we prefer to take a general approach, and thus demonstrate our proposal using non-parametric machine learning and semi-parametric machine learning approaches to causal discovery and causal inference, respectively. This reduces the number of assumptions we impose upon our problem considerably, because the assumption of parametric
We begin with a review of the literature pertinent to motivating the current pipeline in Section 2. We then present a short summary overview of the proposed pipeline in Section 3 and in Section 4 we review relevant background theory. Two sections follow, one for Stage A (Section 5) on theory specification, development, causal discovery, and structural validation, and the next for Stage B (Section 6) for estimation of causal effects, statistical inference, and robustness checks. In each of these two sections, we review relevant concepts and theory, present the proposal for a shift in research methodology, and present example implementations of the proposed changes. Next, in Section 7 we briefly review the possibilities for predictive/exploratory approach. In Section 8 we discuss a number of key assumptions as well as discussing the handling of missing data. Finally, in Section 9 we close with a summary of the proposed pipeline and its limitations.

2 Motivation for Causal Approaches to Research

Research in psychology and social science has come under fierce criticism for a number of years, and the domains have, in general, been slow to react. These critiques concern a wide variety of aspects relating to all aspects of the research pipeline, from theory development, measurement, data collection, model specification and analysis, and reliability of interpretations. Notwithstanding problems of (non)specific and untestable theories, there also exists a distinct mismatch between the inherently causal nature of the theories, and the nature of all downstream elements of the research pipeline. Indeed, we are not aware of a theory in psychology or social science which does not invoke cause-effect terminology. And yet, it seems that in psychology and social science there exists a taboo around causality, and a conflation of causal intent and correlational language, which leads to a dilution of already indistinct causal theories into arbitrarily specified tests of statistical association. Sometimes, the tests themselves involve ostensibly causal models. For example, Structural Equation Models (SEMs) are a popular method in psychology today, and can be traced back to work on path models by Wright. They provide a means to directly encode an experts causal knowledge in a statistical model and are equivalent to Structural Causal Models with an assumed linear functional form. And yet, even with such inherently causal models, the concomitant interpretations are often loose and ambiguous, reflecting an underlying desire for causal interpretation disguised in vague ‘associational’ terminology.

Of course, one direct route to the estimation of causal quantities involves the use of experimental, randomized controlled trial (RCT) data. RCT studies facilitate comparison between groups in such a way that the differences are not immediately confounded by unobserved differences. However, RCTs have their own limitations; they may be expensive, unethical, and/or impractical. For instance,
one cannot force people to smoke or not smoke to investigate the role of smoking on cancer. In
contrast, observational data is much more abundant, less expensive, and in general, has less ethical
implications. One of the principal challenges with observational data, of course, is that causal effects
are less readily derivable. Fortunately, in spite of the general reluctance to adopt them, there exist
a wide variety of tools which facilitate the identification and estimation of causal quantities from
observational data \cite{14, 16, 21, 63, 64, 65}, and such tools are comparatively commonplace in
other fields such as epidemiology \cite{146} and economics \cite{10, 39}. Causal inference tools enable us to
derive mathematical expressions for desired causal quantities in terms of observational quantities.
Similarly, causal discovery tools enable us to uncover causal structures from unobserved data, and
do so by testing for a number of features indicative of cause-effect relations.

Such tools are not without their own risks, and have, in turn, be faced with some notable rebut-
tals. Dawid \cite{28} encourages researchers to ‘beware of the DAG’ - Directed Acyclic Graphs (DAGs)
being a popular tool for causal inference. Other researchers refer to the quest for the identification of
causal structures as “a glorious perversion”, and liken it to the ”search for the philosopher’s stone”
\cite[pp.551]{74}. These cautions are not all that surprising, particularly given that the validity of causal
inference and discovery rests on a number of untestable assumptions. For instance, causal discovery
techniques assume faithfulness \cite{95}, which holds that the causal process does not include effects
which cancel each other out, which would otherwise make the distribution of the data generated
by such a process equivalent to one without such a causal link. Or, alternatively, there are similar
assumptions known as sufficiency in causal discovery, and ignorability (also known as conditional
exchangeability) for causal inference, which hold that there are no unobserved confounders which
otherwise render the goal of the respective analyses significantly more challenging \cite{67, 95}. However,
even in the face of such strong assumptions, the question would remain as to what the alternative
would or should be. Either researchers in psychology and social science should stick to purely asso-
ciational research (in the absence of experimental data), and resign themselves to never addressing
fundamentally causal problems, at least not explicitly \cite{49, 57, 127}; or, they can start assimilating
causal techniques in a structured and rigorous manner, stating any pivotal assumptions and limita-
tions clearly and transparently in order to push their estimates closer to the (causal) target. Indeed,
causal approaches are being recommended and applied in other fields such as epidemiology \cite{135}
\cite{139}, biology \cite{137}, medicine \cite{18, 161}, advertisement \cite{13}, and economics \cite{64, 67}.

Even if it is challenging or even impossible to make causal claims without caveats, the techniques
enable researchers to engage in this worthwhile pursuit with more precision and rigor, thereby
moving us towards reliable interpretations and repeatable science \cite{49, 135}. Indeed, in psychology,
meta-researchers have also been recommending the adoption of causal approaches for similar reasons
\cite{49, 106, 148}. They explain how, without the tools from the fields of causal discovery and causal
inference, we struggle to elucidate theory in a formal manner and to test it meaningfully. For
instance, without a careful consideration for causal structure, we are more likely to misspecify a
statistical model, rendering the results uninterpretable \cite{148}. The tools from causal inference also
help us understand whether our data are sufficient for testing a particular hypothesis. If we know
there exists a confounder which jointly influences (i.e., causes) treatment choice as well as recovery
rates, but we have not collected data for this variable, we may not be able to estimate the effect of
treatment. For instance, consider that younger patients may be more likely to opt for surgery, and older patients more likely to prefer medication. Older and younger patients may also have different recovery rates. As such, age represents a crucial confounder in this causal system, and it may be impossible to derive meaningful estimates without having data for it. Note that certain confounders may not be so obvious/easy to identify, as age was in the previous example. The tools we discuss in this work help us identify such variables, and to understand how to integrate them into statistical models.

We also note the limitations associated with popular but nonetheless restrictive parametric approaches to analysis in psychology and social science. Indeed, van der Laan and Starmans argue that the choice of linear, parametric models represents a poor choice from the outset, dooming the family defined by a choice of linear parametric models to ever be able to contain within it the true distribution. Furthermore, such impositions are rarely necessary. Whilst such approaches have the deceptive appeal of being easy to explain and interpret, they are more likely to be misspecified both in terms of the functional form (i.e., they are linear and parametric), and in terms of their structural form (i.e., if a causal structure is not well specified, they will not yield meaningful estimates regardless of the functional form). As such, meta-researchers have argued that both functional and structural misspecification must be taken seriously, and that in general neither are addressed seriously in practice. As such, we do not only advocate for a transparent causal approach to research, but also for the use of machine learning algorithms with flexible, data-adaptive functional form. There exist a range of techniques for deriving popular statistics such as standard errors and p-values, regardless of whether non-parametric statistical models are used. Indeed, in this paper we demonstrate our proposal using non-parametric techniques for causal discovery, and semi-parametric techniques for causal inference.

The approach presented here is, of course, only one possible approach which we believe improves upon current status quo. Note that, by way of example, Stage A involves the development and validation of an initial theory (which itself might come as the result of qualitative interviews) using expert-guided causal discovery. In contrast, Navarro argues that ‘theory building is not a statistical problem’ and uses Shepard’s law of generalization for psychological science as an example demonstrating that theory building can also be done post hoc, by identifying patterns in existing data. Navarro identifies a potential (but nonetheless moot) contradiction between such an approach and the generally received wisdom that one cannot develop theory without preregistered confirmatory tests. Our approach falls somewhere between the two insofar as it is iterative, thereby integrating prior knowledge with conclusions derived from data: Stage A involves an iterative development of methodology (and possibly multiple data-collection rounds) to converge on a mathematical representation of a theory derived according to a combination of expert knowledge (which itself may be influenced by qualitative reports) and data-driven causal discovery.

Similarly, Borsboom, van der Maas, Dalege, Kievit, and Haig recently proposed their own ‘Theory Construction Methodology’ (TCM) as a means to develop theory, and recommended a shift away from relatively isolated hypothesis testing, which does not directly contribute towards theory generation and development. Their framework involves an iterative process, beginning with an initial theory (what they refer to as a prototheory), the formal specification of this theory as
a mathematical model, simulations to establish whether the model can adequately represent the phenomenon of interest, and finally the empirical evaluation of the model. These steps form an iterative loop not dissimilar to the one we present in Figure 1. Interestingly, they only briefly allude to causality once, despite an overarching causal motivation “[Theories] allow us to predict and control our environment through strategic interventions…” [12, p.756]. This notwithstanding, our proposal shares a number of parallels with TCM. In particular, both are iterative - if the researcher encounters new/unexpected information, this information can be integrated into the theory and the process can be repeated until some form of convergence (of course, the time frame for this convergence is unknown). Furthermore, in a similar way to how Borsboom, van der Maas, Dalege, Kievit, and Haig [12] argue that null-hypothesis tests are not sufficient in themselves for the development of theory, we make a clear separation between the theory development and specification of Stage A, and the hypothesis testing in Stage B, even though the information from Stage B can, and should, subsequently be used to inform the theory.

In our view, whilst discussions such as those by Borsboom, van der Maas, Dalege, Kievit, and Haig [12] and Navarro [89] are essential and highly valuable, their work does not explicate exactly what is involved in the process, are are primarily conceptual. As such the work does not provide researchers with a tangible means or demonstration for how to put these conceptual ideas into practice. In contrast, we provide tangible examples of theory development, specification, and testing, using a wide array of tools from the causality, statistics, and machine learning literature. Indeed, we take a causal emphasis precisely because we do not see how a theory can be developed without one. Given the tendency for causal intentions to be gradually diluted as we progress through the typical research pipeline, it is not surprising to hear many of the critiques leveraged against the fields of psychology and social science. The techniques and recommendations in this paper provide researchers with a means to answer causal queries without needing access to experimental data and without needing to impose unnecessary linear or parametric functional restrictions. These techniques encourage specificity of theory and hypothesis, thus improving reproducibility and transparency. They inform the requirements for data collection, and enable us to translate our theories into unambiguous and testable causal models. Finally, they move us towards a homogeneous, causal pipeline, thereby reflecting the inherently causal nature of our theories.

3 Pipeline Overview

A summary of the proposed pipeline is given in Figure 1 and may be broken down into the following steps:

- Stage A: Theory development, validation, and formalisation.
  - Input: An initial theory and subject of research (potentially informed by qualitative interviews).
  - Primary Output: A developed and validated theory specified formally in terms of a graphical and/or structural and mathematical object.
• Secondary Output: top-level theory informing a set of variables amenable to use as predictors in a predictive model.

• Tools: Causal discovery techniques (e.g., Structural Agnostic Model, [69]) for discovering and validating putative cause-effect relationships.

• Stage B: Model Reduction, Causal Inference, and Hypothesis Testing.

  – Input: A model or graphical specification of the theory, as output from Stage A, and a hypothesis or target quantity of interest.

  – Output: Estimates and statistics for inference (standard error etc.)

  – Tools: Reduction algorithm for reducing the complexity of the model and providing the minimal representation necessary for a given quantity of interest; probabilistic ADMGs for further specification of unknown paths and expert plausibility ratings; an algorithm for checking the target quantity of interest is estimable (at least in principle) from the data; a means to specify this estimand mathematically; a means estimate the quantity (e.g., targeted learning with Super Learners [140, 142]).

• Prediction/Exploration: Predictive theory validation, exploration, and utility.

  – Input: A top-level theory determining a set of predictor variables.

  – Output: A predictive or latent/cluster model and a quantification of the associated performance.

  – Tools: Predictive algorithms such as Super Learners [142], deep computer vision models [59], deep Natural Language Processing (NLP) models [101], clustering and dimensionality reduction algorithms [83].

Starting with an initial theory, which may comprise many uncertainties and be lacking in specificity, Stage A of the pipeline is intended to aid in the development and specification of the theory in terms of a transparent and unambiguous mathematical object. There exist different options for this specification, such as Directed Acyclic Graphs (DAGs), Structural Causal Models (SCMs), and computational models. In this work, we focus on DAGs and SCMs and discuss these in detail in the following sections. In order to specify these models, we need some prior domain expertise to guide us and/or causal discovery techniques. Our recommendation would be to supplement domain expertise, using causal discovery techniques to validate this expertise and to generate suggestions for causal structure between certain variables about which the expert may have limited prior knowledge. The purpose of this stage is thus to derive a DAG and/or SCM which is (a) plausible in its reflection of our existing domain knowledge, (b) supported by the data insofar as it has been validated using causal discovery techniques, and (c) represents a combination of domain expertise and potentially novel, data-driven causal discovery.
Application/Code Note: It is worth noting that many approaches to causal discovery exist, and readers are encouraged to consult surveys by Assaad, Devijver, and Gaussier [4], Glymour, Zhang, and Spirtes [45], and Vowels, Camgoz, and Bowden [154] for a discussion of various options. In this paper, we provide a working example using the Structural Agnostic Modeling (SAM) method by Kalainathan, Goudet, Guyon, Lopez-Paz, and Sebag [69]. SAM is a flexible, non-parametric, state of the art approach to structure learning, and has been demonstrated to perform well with as many as variables of mixed type (i.e., binary, categorical, continuous). The method also accepts a set of constraints, which preclude the discovery or specification of certain links which the expert may deem unrealistic or implausible (indeed, one can preclude putative causal effects which occur backwards in time). The output of SAM is a set of cause-effect link confidences (e.g., the cause-effect relationships $X \rightarrow Y$ exists with a confidence of 0.6) which have been averaged over multiple runs. At this stage, the researcher has two choices. Either they can threshold the confidences to directly yield a model of the underlying structure, or they can modify the graph and/or specify additional links and unobserved variables according to their domain knowledge. Regardless, the output of Stage A a mathematical object which represents the underlying theory of the phenomenon of interest.

Once we have a model of our theory in the form of a DAG and/or SCM (again, these are introduced formally below), we can review our fundamental research questions and hypotheses. For instance, we may hypothesise that a treatment has an effect on an outcome, and the target quantity of interest in this case may be the average treatment effect. Note that we refer to this quantity as the target estimand, or just the estimand (i.e., the estimand is the quantity we which to estimate). We should be able to tie this estimand directly to attributes in the model. For example, it may be that within our model there exists a causal dependence between the treatment $A$, and the outcome $Y$, for which we are interested in estimating the causal effect. The link between these variables can be specified formally in terms of the model, and the estimand can thus be specified mathematically and unambiguously. Once we have specified our estimand in terms of the model, we can reduce the model to the minimal complexity necessary for this given estimand, in such a way that the estimation itself is not biased by this reduction. For instance, if we are interested in a particular causal relation, it may not be necessary to use all distal causes. Indeed, as we will discuss, there exist a number of techniques for identifying a submodel which captures the essence of the causal process for a given estimand [73, 151].

Then, we can choose from a variety of approaches for undertaking the estimation itself. For instance, if we lived in a linear world (which we do not), we might choose a linear regression algorithm, and use it to estimate our estimand as the coefficient on the treatment variable. Alternatively, and more realistically, we might use an ensemble of diverse machine learning algorithms, such as a Super Learner [142]. On their own, such an ensemble would not yield statistics such as standard errors, and we need a method to derive such quantities to facilitate testing. There exist a range of methods for this [32], and we demonstrate this step using a version of the influence function method, known
as targeted learning [140].

Before interpreting and discussing the implications of the estimation and inference, we recommend researchers perform some type of sensitivity analysis [11, 31, 136, 164]. Sensitivity analysis offers a means to quantify the robustness (i.e., sensitivity) of the results to various types of model misspecification and violations of assumptions. For example, one of the strongest assumptions associated with causal inference is that of ignorability, which is the assumption that there exist no unobserved confounders which render the estimand ‘unidentifiable’ from the observed data. One heuristic means to simulate such violations is by assuming that the bias which has already been adjusted for by the inclusion of the observed confounders is unlikely to exceed the magnitude of the bias associated with the unobserved confounders (for which adjustment is not possible). One can estimate the impact of such bias by intentionally misspecifying certain aspects of the model and observing the resulting change in the estimate.

If researchers encounter difficulties in specifying their theory as a concrete mathematical object (such as a DAG) owing to the complexity of the phenomenon or problems with measurement (some attributes may be difficult to measure), one has the option to take a non-causal route and instead use predictive and/or exploratory models. This alternative approach can be used as a way to establish the predictive validity of their theory [160], as a means to engineer a solution to a particular automation task (e.g., automating assessment processes using machine learning decision models), or for identifying clusters or latent concepts for exploratory purposes. Indeed, if the researcher is not confident in the specification of their theory, they should not knowingly use misspecified models - the results are unlikely to be reliable or meaningful.

In summary, the proposal influences most if not all aspects of the research pipeline, from theory conception to the interpretation of statistical analyses. In what follows, we begin by introducing the necessary background theory before discussing each stage in more detail and providing demonstrations with real-world data.

4 Preliminaries / Background

In this section, we review a number of important concepts relevant to the proposed pipeline. In particular, and in the following order, we review Directed Acyclic Graphs (DAGs) and Structural Causal Models (SCMs), pertinent concepts in causal discovery, and finally, relevant concepts relating to causal inference. Regarding notation, we use upper-case letters e.g. \( X, Y \) to denote random variables, and bold font, upper-case letters to denote sets of random variables e.g. \( \mathbf{X}, \mathbf{Y} \). The symbols \( \perp \) and \( \not\perp \) denote statistical independence or statistical dependence, respectively. For example \( X \perp Y \) means that random variable \( X \) is statistically independent of \( Y \). Notation such as \( f(X) \) or \( g(Y) \) denotes some arbitrary function \( f \) or \( g \) of \( X \) or \( Y \). We generally denote the existence of a dataset with \( \mathcal{D} \) with sample size \( N \) such that we may have access to \( \mathcal{D} = \{ x_i, y_i \}_{i=1}^N \), sampled from some true and inaccessible distribution \( \mathcal{P} \), where lower-case \( x \) and \( y \) indicate specific realisations of random variables \( X \) and \( Y \). For a set of variables \( \mathbf{X} \) we index individual variables with superscripts e.g., \( X^j \in \mathbf{X} \).
4.1 Causality, Directed Acyclic Graphs (DAGs), and Structural Causal Models (SCMs)

We use causality in the sense defined by Lewis [77] when he said:

“We think of a cause as something that makes a difference, and the difference it makes must be a difference from what would have happened without it. Had it been absent, its effects – some of them, at least, and usually all – would have been absent as well.”

This definition alludes to counterfactuals, because it alludes to realities which may never come to pass. For instance, if a patient chooses to engage in therapy, we can measure the consequences of this particular choice. In order to understand if therapy worked, we must reason about what would have happened, had they not chosen therapy. Information about what did happen may help us in this endeavour. Pearl [95, pp.70] defines causality in a consistent, but more formal way (notation modified to align with ours):

“Given two disjoint sets of variables \( X \) and \( Y \), the causal effect of \( X \) on \( Y \), denoted as...

\[
P(y|do(x)),\text{ is a function from } X \text{ to the space of probability distributions on } Y. \text{ For each realization of } x \text{ of } X, P(y|do(x)) \text{ gives the probability of } Y = y \text{ induced by deleting from the model } \{x^j := f^j(pa^j, u^j), j = 1..., J\} \text{ all equations corresponding to variables in } X \text{ and substituting } X = x \text{ in the remaining equations.}"

Here, \( x^j := f^j(pa^j, u^j), j = 1..., J \), represents a SCM, where \( j \) is the variable index in set of \( J \) variables \( X \), \( pa^j \) indicates parents of variable \( j \), and \( u^j \) indicates error or exogenous noise. The ‘walrus operator’ := indicates that we are dealing with an asymmetrical relationship. We are assigning the value of the right hand side to the variable on the left. To clarify this terminology, consider the following example SCM:

\[
\begin{align*}
X^{j=1} &:= f^{X^1}(U^{X^1}) \\
X^{j=2} &:= f^{X^2}(X^{j=1}, U^{X^2}) \\
Y &:= f^{Y}(X^{j=1}, X^{j=2}, U^{Y}).
\end{align*}
\]

From these equations, we see that variable \( X^{j=1} \) is some function \( f^{X^1} \) of noise \( U^{X^1} \), \( X^{j=2} \) is a function \( f^{X^2} \) of \( X^{j=1} \) and noise \( U^{X^2} \), and that \( Y \) is a function \( f^{Y} \) of both \( X^{j=1} \) and \( X^{j=2} \), as well as noise \( U^{Y} \). Thus an SCM can be used to specify a dependency structure, and this dependency structure can, in turn, be represented graphically, using the Directed Acyclic Graph in Figure 2. As it can be seen from the figure, the unobserved, exogenous noise variables \( U \) are not usually explicitly represented, and neither are the functions \( f \). DAGs are nonparametric, meaning that the functions which describe the causal mechanisms linking variables are not restricted to belong to a certain family. Thus, only the directional, structural relationships between variables are indicated in the DAG, thus making them an efficient means to communicate causal relationships. The term \( pa \) for parents thus becomes quite intuitive. If two variables \( X \) and \( Y \) are adjacent in the graph, that is,
there exists a directed arrow between them \( X \), then variable \( X \) is parent of child \( Y \) if the direction of the arrow is from \( X \) to \( Y \), i.e. \( X \rightarrow Y \). Extending this terminology, variables which are parents of \( X \) are therefore ancestors of descendent \( Y \). One can see from the DAG on the left in Figure 2 that \( Y \) has two parents, such that \( \text{pa}(Y) = X \).

**Figure 2:** **Left:** Directed Acyclic Graph (DAG) correspinding with the SCM in Eq. 1. **Right:** An expansion of the DAG to show how the functions \( f \) and unobserved, exogenous noise \( U \) are encoded implicitly within the DAG.

Thus returning to Pearl’s statement about a causal effect, which holds that \( p(y|\text{do}(x)) \) involves the replacement of all equations for \( X \) with \( x \):

\[
\begin{align*}
X^j=1 &:= x^j=1 \\
X^j=2 &:= x^j=2 \\
Y &:= f^Y(X^j=1 = x^j=1, X^j=2 = x^j=2, U^Y).
\end{align*}
\]

Thus, part of the dependency structure is broken because we have intervened on the system of equations by setting \( X = x \). The definition of causal holds that the consequence of such an action should involve a change to \( Y \), if indeed some or all of \( X \) are causes of \( Y \). In the real world, such an intervention could represent, for example, the assignment of a certain treatment. Indeed, this is one way in which RCTs differ from observational studies, because with observational studies we rarely have the opportunity to interfere with the causal system and intervene on a set of variables to observe any corresponding causal cascade.

DAGs are assumed to fulfil what is known as the Markov property, which is a key property on which much of the subsequent theory rests. The principal implication of the Markov property is that the graph factorises according to a set of implied conditional independencies. To grasp the intuition behind this, it is worth remembering some basic rules of probability. The joint distributions of two independent and fair coin flips \( X \) and \( Y \), one after the other, can be written as \( P(X,Y) \) (i.e., the probability of observing both \( X \) and \( Y \)). The fact that both coins are fair and the flips are independent (i.e., \( X \perp\!\!\!\perp Y \)) means that this joint distribution is equal to the product of the marginal distributions \( P(X)P(Y) \). If the probability of a heads for coin \( Y \) is 0.5, and the probability of a heads for coin \( X \) is also 0.5, then the probability of flipping two heads in a row is \( 0.5 \times 0.5 = 0.25 \). The DAG for this scenario is simply two variables \( X \) and \( Y \), independent and unconnected. Consider now the case where \( A \rightarrow B \) such that the second event \( B \) is influenced by \( A \). For example, drawing...
a card $A$ from a deck of cards without replacement influences the card drawn for event $B$. But if we know $A$, then we have all available information to describe the probability of a particular card at $B$. The graph $A \rightarrow B$ therefore factorises as $P(A, B) = P(A)P(B|A)$. These rules thus translate to DAGs very conveniently, such that the joint distribution of a graph comprising a set of $J$ variables $X$ can be written as:

$$P(X) = \prod_j P(X^j | pa_j)$$

Thus, deriving the factorisation of the joint distribution for the DAG on the left of Figure 2 is as simple as tracing the dependencies in the graph, and is given as

$$P(Y, X^j=1, X^j=2) = P(X^j=1)P(X^j=2|X^j=1)P(Y|X^j=2, X^j=1).$$

This decomposition implicates a set of $d$-separation rules, which describes how different variables in the graph can be rendered independent given knowledge about others. Consider the following structures:

$$A \rightarrow B \rightarrow C$$
$$A \leftarrow B \leftarrow C$$
$$A \leftarrow B \rightarrow C.$$  

The first two structures are known as chains, and the last one is known as a fork or $v$-structure. As a result of the structure in each of these examples, there exists statistical association/dependence between all variables. However, this dependence is ‘broken’ if we condition on $B$. This can be stated as $A \perp \perp C | B$, or equally, $C \perp \perp A | B$. This is known as a statement of conditional independence, and this concept will be used throughout this work. It is certainly intuitive in the graph $A \rightarrow B \rightarrow C$ that knowing $A$ tells us nothing about $C$ if we know $B$ already - there is no other way that $A$ can affect $C$ except via $B$. Hence, it is via the concept of $d$-separation that we may also decompose the graph into a product of independent conditional or marginal distributions.

There is one other key structure, besides, chains and forks, that should be described, and this known as the collider structure: $A \rightarrow B \leftarrow C$. In this structure, $A \perp \perp C$ without conditioning on $B$. In fact, conditioning on a collider, or a descendent of a collider renders the two parents of the collider as dependent. i.e., for the collider structure, $A \not\perp \not\perp C | B$. Note that all DAGs can be constructed as combinations of fork, chain, and collider structures.

More generally, there are a number of graph structures which are frequently used in practice and which are useful to define here. These structures are shown and labelled in Figure 3. In particular, confounders represent variables (observed or unobserved) which are non-causal in terms of the path from treatments $T$ to outcomes $Y$, but for which there exists an induced statistical dependence through the path $T \leftarrow C \rightarrow Y$. This is also known as a backdoor path [94, 95], and usually, if we are interested in estimating the effect of treatment on outcome, we must condition or adjust for the
dependence between outcome on treatment via this non-causal path to be blocked (we will discuss this more later). Mediators are causal variables which lie on an indirect path between treatment and outcome. Instrumental variables are those which cause a particular choice of treatment but which does not directly affect descendants of treatment (for instance, proximity to a therapy centre). Risk variables are those variables which explain variation in the outcome, but which are unrelated to the choice of treatment. These are also known as precision variables [21] because they can be used to explain residual variation in the outcome thereby improving the precision of the estimation of the effect of treatment. We have indicated that these variables can be multi-dimensional (bold font notation) because in reality there may be multiple variables which fall into each category.
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**Figure 3:** Left: A summary of the three main graphical structures. Dashed line indicates statistical dependence. It can be seen that dependence exists between all three variables in the chain and the fork but is blocked by the collider. Right: A typical graphical structure with labelled variables based on their relationship to the causal effect between treatment variables T and outcome variables Y.

If there exist unobserved confounders, the conditional independencies described above may not hold. Indeed, models containing unobserved confounders are known as semi-Markovian models. One class of graph which facilitates the representation of unobserved confounders is known as Acyclic Directed Mixed Graphs (ADMGs). An example of an ADMG representation of a structure containing an unobserved confounder is given in Figure 4 on the left. The unobserved confounding fork structure is simple replaced by the (dashed) bidirected arrow. One might wonder what happens if the unobserved structure is not a fork structure but a collider or chain structure. In such cases, and depending on the query of interest, it is possible to reduce the graph by a process known as projection [104, 146], or simply as deleting intermediate variables [43]. Consider the two graphs on the right hand side of Figure 4. In graph (a) there exists two sets of unobserved mediation paths, and one observed mediation path \( A \rightarrow M \rightarrow B \). If one is, for instance, interested in the effect of \( A \) on \( B \), then all of these paths can be combined to graph (b). Indeed, it is conceptually difficult to imagine a circumstance where one could feasibly collect all intermediate mediators on a causal path, and in practice we deal with graphs representing the result of many (possibly an infinite number of) projection operations. The technique of projection will be useful later when we attempt to simplify our models such that they capture only the essential features necessary for a given research question.
or hypothesis.

Figure 4: Left: The graphical transition from a (semi-Markovian) DAG with unobserved confounder $U$, to the equivalent ADMG. Right: Showing a causal structure from $A$ to $B$ in graph (a) may comprise multiple indirect observed and unobserved paths, but which can nonetheless be projected to graph (b).

### 4.2 Causal Discovery

Now we have introduced relevant concepts relating to DAGs and SCMs, we turn our attention to the task of causal discovery, that is, the goal of deriving structure from data. Readers are encouraged to consult accessible introductions by Forney and Mueller [41], Glymour, Zhang, and Spirtes [45], Greenland, Pearl, and Robins [48], Heinze-Deml, Maathuis, and Meinshausen [55], and Vowels, Camgoz, and Bowden [154]. In general, approaches to causal discovery are split into a number of categories: Constraint based approaches, which test for conditional independence relationships; asymmetry based methods, which test for distributional asymmetries under different cause-effect directions; score-based approaches, which derive a structure based on the fit to the data; and finally, interventional approaches, which involve some kind of experimental manipulation. We do not discuss interventional approaches in this work, but briefly review the others in turn, before summarising some limitations of causal discovery in general.

**Constraint-Based Conditional Independence Tests:** Given that the graph we intend to learn encodes a set of conditional independency relations, it should not be surprising that one of the most popular ways to learn structure is by testing for such conditional independencies. For instance, the structures on the left of Figure 3 encode the following independencies: $A \perp \!\!\!\!\perp C \mid B$ for the chain and fork, and $A \perp \!\!\!\!\perp C \mid \emptyset$ or $A \not\perp \!\!\!\!\perp C \mid B$ for the collider. Thus, we can test for these relationships using statistical conditional independence tests e.g. testing between the following hypotheses $h_0 : A \perp \!\!\!\!\perp B \mid C$ vs. $h_1 : A \not\perp \!\!\!\!\perp B \mid C$. There are two principal challenges to such an approach, firstly, conditional independence tests are data hungry, in that they are sensitive to small sample sizes (this is particularly true when the conditioning set is large) [125]. Secondly, the direction of the arrows in the chain structure are not distinguishable, and the chain structure is also not distinguishable from the fork structure. In other words, these two (common) structures encode the same conditional independencies. This leads to what is known as a *Markov Equivalence Class* (MEC). As such, in some cases it is only possible to identify the graph *skeleton*, which has only undirected edges, resulting in a number of possibilities for the edge orientations which are not discernible via conditional independence tests.
Example Constraint-Based Causal Discovery: In Figure 6 we show results for the well-known PC algorithm [130], which uses conditional independence constraints to derive a putative structure. The results illustrate the differences in performance (across a range of sample sizes) between a linear, correlation-based conditional independence test, and a nonparametric, k-nearest neighbours conditional mutual information based conditional independence test [115]. In Figure 6a we show the true, 9-node, 9-edge graph for the underlying data generating structure. All exogenous (not shown) variables are Gaussian. In Figure 6b we show the Structural Hamming Distance, which is a measure of how successful the algorithm was at correctly inferring the graph (smaller the better). Finally, in Figure 6c we show the algorithm runtime (in seconds). Firstly, it can be seen that the correlation based measure is notably better at inferring the structure than the mutual information based approach, particularly for small sample sizes. It can also be seen that the time taken to run the nonparametric version increases linearly with the sample size (over 50 minutes for a sample size of 2000) vastly exceeding the runtime of the correlation approach (which has a run of 0.26 seconds for a sample size of 2000). Thus the price paid for not having to make parametric assumptions is one of both computation time and, for a parametric data generating process, accuracy. Of course, one expects that in cases where the parametric assumption does not hold, the advantages of non-parametric conditional independence tests become self-evident.

Distributional Asymmetries: If one admits the possibility of either or both non-linearity and non-Gaussian exogenous noise in the structural equation models, it is possible to discern the direction of cause and effect. Consider the plots in Figure 5. The SCM used to generate the data is given by:

\[
U^X \sim U(-0.5, 0.5), X := U^X \\
Y := X + U^Y
\]

In the leftmost plot, we show the result of regression \( Y \) onto \( X \), which aligns with the structural direction \( X \to Y \). In the second plot from the left, we shows the residuals from this regression which are, as expected, uniformly distributed between \([-0.5, 0.5]\), and there is no dependence between the
residuals and $X$. Now, if we instead regress $X$ onto $Y$ (third plot from the left), which conflicts with the true structural directionality, the residuals (rightmost plot) exhibit dependence with $Y$. Thus one can test for this residual dependence and thereby identify the (in)correct directionality of the cause-effect relationship. Variations on these methods have been developed to account for variations where, for example, the noise is additive but the functions relating variables are non-linear, e.g. $Y = f(X) + U$. Interested readers are encouraged to consult work by Hoyer, Janzing, Mooij, and Peters [61], Mooij, Peters, Janzing, Zscheischler, and Scholkopf [86], and Peters, Janzing, and Scholkopf [97].

**Score Based:** It is also possible to derive a graph according to various fit/likelihood metrics. The idea is that the structure which best explains the data is the most likely to be correct. Unfortunately, these methods have been heavily criticised, particular because it is well known that ‘fitness to data is an insufficient criterion for validation causal theories’ [95, pp.61]. Indeed, a number of methods which leverage model fit have been shown to exhibit problematic behaviour [68, 103]. Such a phenomenon is not hard to imagine if one considers that non-causally related but otherwise correlated variables could be useful for explaining relationships [160]. Thus, the inclusion of non-causal relationships could also aid in explaining the data and thereby improving likelihood metrics. One of the appeals of likelihood driven methods is that they are amenable to continuous optimization methods which opens the door to a large range of approaches for structure learning [154]. This, in turn, makes such methods appealing for structure learning in scenarios with a large number of variables (possibly thousands), because whilst constraint based approaches have to test an exponential number of conditioning statements (exponential in the number of nodes), score-based approaches can continuously optimize a fixed $J \times J$ adjacency matrix representing the graph structure with the highest log-likelihood (where $J$ is the number of nodes).

**Further Remarks:** As described above, causal discovery methods relying on conditional independence tests can identify a graph only up to the Markov Equivalence Class (MEC). Indeed, some related methods, including the popular Pairwise Markov Random Field (PMRF), use weaker causal heuristics and cannot even achieve this level of specificity (the edges are undirected), making the solution highly ambiguous [33, 105, 118, 139]. Furthermore, constraint based approaches such as the PC-algorithm [130], which we demonstrated above, can be very computationally expensive when nonparametric conditional independence tests are used. Score based approaches provide a way around this, because unlike constraint based approaches, score based approaches do not need to undertake an exponential number of tests, but can rather optimize over a fixed graph size. If one uses neural-network based approaches, one can combine multiple heuristics simultaneously. One example, Structural Agnostic Modeling (SAM) [69], leverages a combination of conditional independence tests, asymmetries, and likelihood to derive a putative structure, and therefore represents a strong candidate. Unlike the PMRF, and other parametric methods for causal discovery, SAM makes no assumptions about the underlying functional or parametric form of the data, making it a flexible approach (and one which we will demonstrate in later sections). However, as a neural network based method it is also subject to convergence and inconsistency issues [46]. An additional challenge relates to statistical power. Conditional independence tests, in particular non-parametric tests, are known to suffer in the presence of small sample sizes, where ‘small’ depends on the number...
4.3 Causal Inference

In the observational setting, the estimate of causal relationships and effects is challenging because of statistical dependence induced through confounding. One of the reasons why we adopt the graphical framework described above (DAGs, SCMs, etc.) is because this framework facilitates causal inference in clear and intuitive way. One alternative to the graphical causal framework is the Neyman-Rubin potential outcomes framework. There is some debate about the relative merits of each approach, but there is little doubt about the intuitive nature of the graphical representations. Indeed, one of the key components for deriving causal effects is to adjust for confounders, and confounders elude transparent definition within the potential outcomes framework. In contrast, one can identify confounders from a quick visual inspection of the graphical representation. Furthermore, the graphical representations makes it trivial to identify other classes of variables, such as those highlighted in Figure 3. As such, we assume the task of causal inference follows from the specification of a graph (e.g., a DAG).

Once the graph is known, one could conceivably the Structural Equation Modelling (SEM)
framework \cite{72, 78} to estimate the path coefficients on each cause-effect link. However, SEM assumes the functional form is known \textit{a priori} and thereby increases the chances for model misspecification. In particular, it is common to assume the causal relationships between variables in an SEM are \textit{linear}, and in many cases we can be quite sure this is more likely to be incorrect than it is to be correct \cite{141}. Furthermore, in order to reliably estimate all effects in an SEM, we must correctly specify the full structure. In contrast, and as we will discuss in later sections, it is often possible to consider a subgraph or substructure, thereby reducing the chances of structural misspecification by reducing the scope of our inquiries. Indeed, the current proposed method requires the specification of a target estimand, thereby narrowing/focusing our query to a particular attribute within our given structure. For instance, assume the graph in Figure 7 represents the true causal process, and assume that we are interested in estimating the average causal effect (ACE) or average treatment effect (ATE) of binary treatment $T$ on binary outcome $Y$. The targeted \textit{estimand} (i.e., the quantity we wish to estimate) is given as:

$$
\Psi = P(Y = 1|do(T = 1)) - P(Y = 1|do(T = 0)).
$$

In words, we wish to estimate the difference in the probability of outcome $Y = 1$ for when we ‘do’ $T = 1$ and for when we ‘do’ $T = 0$. This quantity specifically refers to the result of the causal links between $T$ and $Y$, and does not, therefore, concern the simultaneous estimation of all causal effects in the graph (as would be the case with SEM). Here, the \textit{do} operator signifies that we wish to estimate the effect of an \textit{intervention}, and this estimand is therefore to be clearly distinguished from a difference between conditional probabilities $P(Y = 1|T = 1) - P(Y = 1|T = 0)$ because it concerns counterfactual quantities. In practice, we will have data for the outcome given one of the treatments but not the other(s) (this can also be conceptualised as a missing data problem). Note that the potential outcomes framework \cite{112}, which is popular in economics and epidemiology, represents the difference between the counterfactual quantities (as in Eq. 7) as $Y(1) - Y(0)$, which is the difference between the outcome had the participant received treatment, and the outcome had the participant not received treatment. Again, in practice we will only have access to one of these two quantities.

We can return to Pearl’s definition of causality in the previous section, the effect of intervention is to cut the links between the parents of treatment $T$ and $T$ itself, and to assign the value specified. Of course, unless one is able to experiment in this manner, it will not be possible to literally achieve this. Therefore, one must establish whether this estimand is \textit{identifiable} from the data. That is to say, does there exist an expression for this estimand which is a function of the observed distribution and which can be estimated in principal and which is \textit{not} expressed in terms of \textit{do} operators but
which is otherwise equivalent. Note that if there exist no unobserved confounders, identification is always possible, and the goal of deriving an expression for the estimand in terms of functions of the observational distribution reduces to an application of what are known as the rules of do-calculus. However, rather than describing these rules, which would take some time, we instead focus on one popular and widely applicable method for establishing identification known as backdoor adjustment. This method cannot be used to identify all estimands, but it is a staple technique that is widely applicable to common models.

In order to fulfill what is known as the backdoor criterion, one must identify a set of nodes which ‘block’ all ‘backdoor paths’ between the cause and the effect. To do so requires the utilization of the \(d\)-separation rules introduced above. Once one has identified this set, which we will for now call \(Z\), we can use the following identification formula:

\[
P(Y = 1|do(T = t)) = \sum_Z P(Y = 1|T = t, Z)P(Z)
\] (8)

This tells us that the probability of the outcome (which might, for instance, be a state of recovery) for a given treatment is equal to the conditional probability of recovery for that treatment and for each value of \(Z\), averaged over all possible values for \(Z\). For binary outcome this is equivalent to finding \(E_{y \sim P(Y|do(T=t))} [y]\) which, for continuous variables is equivalent to:

\[
E_{z \sim P(Z)}[E_{y \sim P(Y|T=t, Z=z)} [y]] = \int \int yp(Y = y|T = t, Z = z)p(Z = z)dydz
\] (9)

To find which variables belong in \(Z\), one can begin by identifying all non-causal pathways between \(T\) and \(Y\). A non-causal pathway one in which there does not exist a directed route from cause to effect. For instance in the graph \(A \rightarrow B \rightarrow C \rightarrow D\), there is a causal path from \(A\) to \(D\), but in \(A \leftarrow B \rightarrow C \rightarrow D\), there is not. Then, one must establish whether, for each non-causal pathway between cause and effect, the cause and effect are already \(d\)-separated either by a collider. For instance, for the non-causal sequence of links \(A \rightarrow B \leftarrow C \rightarrow D\), there is no flow of statistical association between \(A\) and \(D\) because of the collider at \(B\). As such, this non-causal path is already blocked. The non-causal paths which remain are therefore backdoor paths, and result in a flow of statistical information between cause and effect. The graph \(A \leftarrow B \rightarrow C \rightarrow D\) is an example of a graph with a backdoor path between \(A\) and \(D\).

Returning to the graph in Figure 7 we can identify two backdoor paths. The first is : \(T \leftarrow C \rightarrow Y\), and the second is \(T \leftarrow C \leftarrow U \rightarrow Y\). The other two paths between \(T\) and \(Y\) are both causal paths, in that one can follow the directed paths between the cause and the effect. In order to block the backdoor paths, one needs only to use the rules of \(d\)-separation. In particular, for the fork \(A \rightarrow B \leftarrow C\), one can \(d\)-separate \(A\) and \(C\) by conditioning on \(B\): i.e., \(A \perp C | B\). Applying this to the graph, we can see that conditioning on \(C\) blocks both backdoor paths, even those one of the paths involves an unobserved confounder. This would not be possible if, for instance, there was an unobserved confounding relationship \(T \leftarrow U \rightarrow Y\), for which the effect would be un-identifiable.

\footnote{Certain difficulties or even impossibilities may still arise with respect to estimation, as discussed by Maclaren and Nicholson [81].}
(there would be no way to block the backdoor path through \( U \)). Thus in order to estimate the target quantity one needs to use:

\[
\Psi = \sum_{c} P(Y = 1|T = 1, C = c)P(C = c) - \sum_{c} P(Y = 1|T = 0, C = c)P(C = c).
\]  

(10)

As above, for a binary outcome \( Y \),

\[
P(Y = 1|T = 1, C) = \mathbb{E}_{y \sim P(Y|T=1,C)}[y],
\]

and in this case the expression above is equivalent to:

\[
\Psi = \mathbb{E}_{c \sim P(C)}[\mathbb{E}_{y \sim P(Y|T=1,C=c)}[y]] - \mathbb{E}_{y \sim P(Y|T=0,C=c)}[y].
\]  

(11)

Or, alternatively:

\[
\Psi = \int \int yp(y|t=1,c)p(c)dydc - \int \int yp(y|t=0,c)p(c)dydc.
\]  

(12)

It is worth noting that each inner expectation \( \mathbb{E}_{y \sim P(Y|T=t,C=c)}[y] \) can be approximated via regression. The outer expectation can be achieved by averaging the predictions from the regression over all datapoints (thereby deriving an expectation over \( C \)). Such a process is known as plug-in estimation, because it involves first fitting an estimator for the inner expectation, which we can call \( \hat{Q}(T,C) \) (where the hat notation indicates it is an empirical estimator), which then plug-in to the expression for the estimand (we will leverage this plug-in estimation approach for the practical demonstrations). The empirical approximation to the estimand thus becomes:

\[
\hat{\Psi} = N^{-1} \sum_{i} \left[ \hat{Q}(T = 1, C) - \hat{Q}(T = 0, C) \right].
\]  

(13)

In this example, adjusting for the confounder \( C \) is thus a simple case of conditioning our regression on this variable for the inner expectation (which we can approximate with a regression model), and the marginalizing over this variable to compute the outer expectation (assuming our estimand is the Average Treatment Effect). The process of identifying the confounders was made straightforward by the graphical representation of the underlying causal theory. Of course, this assumes our graphically representation and/or our theory is correctly specified. In cases where the theory is structurally misspecified, it is possible to adjust for variables which are not confounders. For instance, imagine if the true causal process is given by Figure 7 but that in our model, variables \( M \) and \( C \) were swapped. In such a case, we may mistakenly choose to condition on \( M \) rather than \( C \). This would, in fact, block the indirect effect from \( T \) to \( Y \) via \( M \), thereby biasing our estimation of the causal effect. Thus there exists ‘good and bad controls’, and one must apply the \( d \)-separation rules to understand whether the inclusion of a particular variable hurts or helps estimation. For an excellent review of good and bad adjustment variables, readers are encouraged to consult the recent work by Cinelli, Forney, and Pearl [21].

Finally, note that there exist many target quantities that may be of interest other than the ATE. For example, one may be interested in the Probability of Necessity and Sufficiency (PNS) [87, 93], the effect among the treated, or risk and odds ratios [109]. The PNS is a particularly interesting counterfactual quantity which helps us fractionate causal effects into the most meaningful
components. Specifically, to paraphrase a statement by Mueller, Li, and Pearl [87], PNS tells us the number of recovered patients that should credit therapy for their recovery are those who would recover if they had received therapy and would not recover if they had not received therapy.

5 Stage A: Theory Development and Causal Discovery

Having reviewed a number of topics relevant to the presently proposed pipeline, we begin with a description and discussion of Stage A of the pipeline, which involves the iterative development and formal specification of a theory. As per the introduction and background sections, we assume the use of graphs (such as DAGs) for the formalisation of the theory, because they are visually intuitive and can be operationalized fairly quickly. Of course, there exist other tools which may be more suitable (complex systems theory, for example, [119, 131]), and the choice depends largely on the specifics of the phenomenon or theory being formalized.

As with much of current practice in psychology and social science, the current state and specification of theory has come under heavy critique. Indeed, it has been argued that the replication crisis and problems of statistical practice have received a disproportionate amount of attention in comparison with the problems with theory development in psychology [35, 88], and that instead of just repeatedly urging researchers to preregister their studies [22, 155], utilize more adaptive modeling techniques [148, 160], and collecting more reliable data [27, 82, 145], we should, in addition, be looking much more closely at our theories [12, 35, 37, 88, 90]. Muthukrishna and Henrich [88] have argued that psychology exhibits a “potpourri” of disconnected empirical findings which lack in an overarching or connecting framework. Scheel [120] argues that theories and associated hypotheses are vague and underspecified, often presented as verbal statements with degrees of ambiguity typical for their lack of formalism. This makes it difficult to know what exactly is being tested, both in terms of tying the hypothesis to a specific attribute of the theory, and knowing what the theory itself represents. Similarly, Oberauer and Lewandowsky [90] encourage theory specificity to facilitate direct links between theories and formally constructed hypothesis testing. In contrast, Eronen and Bringmann [35] argue that in light of the complexity and nuance associated with psychological theory, more mathematical/statistical/computational formalism is not necessarily the answer; what is needed (at least first), is a broader range of consistent evidence for certain phenomena in order to constrain the possible space of compatible theories. They also argue that ‘a key feature of good theories is that they should, in one way or another, track causal relationships’, even if the discovery of such causes can be prohibitively difficult and impractical [34, 35].

Whilst we agree with Eronen and Bringmann [35] that reasoning about causality is immensely challenging, particularly in the complex domain of psychology, and whilst we also agree the field could strongly benefit from amassing a broader range of high-quality evidence, we nonetheless agree with Oberauer and Lewandowsky [90] and Scheel, Tiokhin, Isager, and Lakens [121] and others that in order to test the theories reliably, repeatably, and quantitatively, we must be able to formalize them. Hence why we argue for the use of frameworks such as graphical models for this formalization. Furthermore, Eronen and Bringmann [35] also argues that experiments in psychology are frequently ‘fat-handed’, making it difficult to perform experimental interventions without simultaneously and
unintentionally affecting a large number of variables simultaneously, thereby making causal inference in psychology especially challenging. However, in order to do our best in spite of these challenges, we must understand and have the tools to do so. Indeed, the goal of causal discovery remains central to psychology and science in general.

5.1 Integrating Causal Discovery

The principal tool used in Stage A which differs from most theory development processes is the use of causal discovery algorithms. The theory behind such algorithms has been introduced above, but note that there exist a number of decisions regarding the specific method used. For instance, should one use a constraint-based methods (which tests for conditional independencies), score-based methods (which test for model goodness of fit), or distributional asymmetries? If one chooses a method integrating conditional independence tests, should one assume parametric form (which implicates tests of partial correlations for continuous variables, and Chi-squared tests for discrete variables), or non-parametric form (which implicates tests for conditional mutual information). Furthermore, the choice of method has an impact on the nature of the putative structure. For instance, the seminal PC algorithm \[130\] yields a Markov Equivalence Class (MEC) and does not yield asymptotically correct results in the presence of unobserved confounding. The Structural Agnostic Model (SAM) \[69\], in contrast, is a continuously optimized neural network method, without formal guarantees, which provides a graph with possibly bidirected edges and cycles. It is possible to enforce and acyclicity constraint to encourage ‘DAG-ness’, but some post-processing of the graph may be required. The point here is that there exist a large number of techniques, and their behaviour and performance varies accordingly. Reviews of such considerations are provided by Glymour, Zhang, and Spirtes \[45\] and \[154\].

In addition, we must emphasize that the ways in which researchers leverage the output is not intended to overrule theory or prior evidence. Robust causal discovery is challenged by finite sample variation, quality of measurement, various distributional assumptions, and unobserved confounding. In light of these challenges, we recommend that causal discovery methods be used to supplement and validate certain aspects of a theory, but not to replace the theory itself. Indeed, it may be the case that the structure underlying certain key processes relating to a particular theory already have some strong support, in which case we can use causal discovery to check this structure is reflected in the data using causal discovery. Alternatively, in the specification of the full theory, there may be a range of more distal causes for which the relationships with the core process (and the relationships with each other) are unknown. In such cases, causal discovery methods can yield a putative structure which can be reviewed and adjusted if necessary. The main incentive for the introduction of causal discovery techniques into the research pipeline for psychologists is to provide them with a means to construct a mathematical representation of their theories. The graphical framework and the associated causal discovery algorithms, in our opinion, provides the most accessible route for achieving this.

In the next subsections, we provide a step-by-step example of how to implement causal discovery in order to specify a theory.
5.2 Step 1 - Initial Theory and Data Collection

We assume that there exists some prior theory, even if this theory happens to be immature or vague. This initial theory might derive or be supported by qualitative studies which broadly captured the key components of a phenomenon from people with experiences relevant to this phenomenon. Whilst there exist numerous ways to specify this initial theory, we choose DAGs as a method growing in popularity and which are intuitive insofar as they visually represent key causal relationships. We therefore recommend starting by specifying the parts of the theory to which the research questions and hypotheses relate as a DAG, or a set of plausible DAGs. The DAGs(s) may be incomplete insofar as the researcher does not yet know or have sufficient prior knowledge to confidently specify all links, but note that the inclusion of a link is a much weaker assumption than the absence of a link (the causal effect in the presence of a link can still be zero, but the causal effect in absence of a link must be zero).

In the current demonstration we use secondary data acquired with permission from [138]. The data are dyadic and comprise responses from 403 couples for the following variables: the age and gender of both partners (Age R, Age S, Gender R, Gender S), the relationship type (Rel Type), number of adversities experienced before the age of 18 for both partners (Advrs R, Advrs S), retrospective level of distress in response to an emotionally distressing event experienced by each partner (Distress R, Distress S), restrospective level of experienced partner support in response to the emotionally distressing event (Support R, Support S), length of cohabitation for the partners (Cohab Len), perception of the couple’s current success at coping for each partner (DCI Dyd R, DCI Dyd S), perception of each respondent’s own current supportive response to their partner’s distress (R DCI R, S DCI S), perception of their partner’s current supportive response to the respondents distress (S DCI R, R DCI S), relationship satisfaction for each partner (Rel Sat R, Rel Sat S), and levels of depressive symptoms (Dep R, Dep S). Given the didactic nature of the demonstration, we refrain from lengthy descriptions about the methodology for the data collection and the literature surrounding support and relationship satisfaction etc. In practice, of course, such reviews and methodologies may include information which is key to representing the theory graphically. The concomitant graphs may also be much more complex and contain many more variables. As such, the procedure we describe below is only used as an illustrative demonstration of the general methodological process.

Ideally, the graphical representation of the theory should be independent of the specifics of a particular dataset. However, measurements may take on a different meaning depending on the scales used and how the data were collected, and this can affect the structure in turn. This is particularly relevant for researchers using secondary data. For instance, in the secondary dataset being used for this demonstration, participants were asked to recall and report retrospective levels of distress as opposed to current levels of distress. Even if we are interested in levels of distress more generally, the specifics of the scale may, at least for this example, influence where in the temporal ordering the variable is placed, even though it may be collected at the same point in time as variables relating to current experiences. This is potentially problematic because, of course, current levels of distress could reasonably be expected to affect the perception of previous levels, leading to a ‘backwards in

Further details about these data can be accessed at: [https://www.icpsr.umich.edu/web/ICPSR/studies/37404/summary]
time’ or, at least, a bidirectional effect. In contrast, one can plan a data collection methodology which purposefully avoids such difficulties by, for instance, collecting longitudinal data where the constructs only ever relate to current experiences (even if those current experiences relate to past events). It is worth noting that the degree to which temporal orderings are compromised depends also on how stable the constructs or attributes are. For instance, it may be reasonable to assume that the number of adverse childhood adversities experienced, as reported by the participant as an adult, will remain relatively constant regardless of when it is collected. Hence, these stable and/or ‘historic’ variables are likely to precede the others in the system (and indeed they are placed as such in the graphs of Figure 8).

In cases where the researcher has access to secondary dataset (as we do for this example) the researcher should not feel constrained by what variables already exist this dataset. Indeed, before embarking on the analysis journey, the process of building a graphical representation may be an opportunity to note whether key variables are missing, and whether any initial research questions can actually be answered using these data. Similarly, depending on the research question, variables which are relevant for a general theory may not be required for analysis itself - this depends on the model structure and (in the graphical modeling framework) the consequences of the \( d \)-separation rules.

We present two initial conceptual graphical representations of the theory underlying the processes which relate to these variables in Figure 8. The structure is initially organized according to a supposed temporal ordering between groups of variables. In Figure 8a we see demographic/‘global’/trait level variables on the left, then retrospective reports of support and distress, followed by current coping constructs, and finally by the outcomes relationships satisfaction and depression. In Figure 8b we also incorporate direct and indirect mediation between certain groups of variables, as well as an explicit specification of the relationship between our global/demographic variables and these groups. Indeed, in Figure 8b we see an acknowledgement for possible links between all global variables and all other variables.

In some cases, any further mathematical specification of a phenomenon may be too difficult to do without high likelihood of misspecification, particularly if there exist known problems with data collection/methodology/measurement, the complexity of the phenomenon is too high and it is not clear how to simplify it, or possibly because of a paucity of supporting evidence. Nonetheless, it may be possible use a loose or abstract specification of the theory to inform a predictive approach, and researchers may pursue such an approach after this Step 1, or indeed after any step during Stage A. A predictive approach can be useful in providing either an initial indication of the predictive validity of the theory, or as a tool for automating decision processes (such as automating assessments).

5.3 Step 2 - Data Collection and Constraining Discovery

Once we have the initial structural representation of our theory, such as the one in Figure 8b we have two options. If we already have secondary data, we can proceed to causal discovery, and if not, we can begin to plan our data collection methodology. In case of the latter, it may be worth fully expanding the graph to include all plausible links in order to ensure that, in the worst case, our
data collect methods are sufficient to capture the complexity of the underlying phenomenon. For example, we may ‘unroll’ our graph over time, representing repeated measures as individual nodes in our graph. This may help us understand the necessary frequency at which we collect variables, which can be key for understanding time fluctuating phenomena [150]. Doing so may also help us understand which scales to use - if it is necessary to collect data frequently it may be necessary to use scales which are sensitive to short term variation and which are short enough to mitigate problems with respondent fatigue [76]. Most importantly, expanding the initial representation to capture ‘worst-case’ complexity helps us understand which variables (particularly confounders, which we need to adjust for) are necessary to help us answer our research questions.

On the other hand, assuming we are ready to undertake causal discovery, we can begin by constraining our discovery according to the missing links in our initial graphical representation. It is worth noting that the absence or omission of a link represents a much greater assumption than the inclusion of a link [140, 148]. Indeed, in the case where a superfluous link is specified, the effect can still be zero, thus no harm is done and no misspecification occurs. Conversely, it is clear that if a necessary link is omitted there is no way to compensate without introducing bias and the model will be misspecified. This is why, in Figure 8b, we have specified the temporal dependence, but have not made any assumptions about the absence links between the grouped variables.
5.4 Step 3 - Discovery

Assuming we have some data with which to perform causal discovery, the next task involves the selection of a relevant algorithm. For a review of some well known options, readers are encouraged to reference Glymour, Zhang, and Spirtes [45], and for an extended review, see work by Vowels, Camgoz, and Bowden [154]. The use of multiple techniques/approaches to causal discovery is encouraged so as to provide a means to establish which discovered structures are consistent across algorithms. The approach we demonstrate in this work is the Structural Agnostic Model (SAM) [69], which makes no assumptions about the functional or parametric form (i.e., potentially non-linear and non-Gaussian, mixed-type variables). The approach is a neural network based approach incorporating a number of constraints. Neural network based methods operate on the basis of gradient updates. A putative structure is proposed, and the gradient of some measure of performance is used to update the parameters of the neural network in such a way that this measure of performance improves. The approach includes a number of constraints, and these constraints prevent the network from, for example, simply proposing the fully-connected graph such that the likelihood is maximised. The constraints penalise the network for proposing graphs for which the conditional independencies implied by the putative structure contradict the conditional independencies measurable from the data, and also so that distributional asymmetries associated with cause-effect directions can be leveraged. Neural network methods often have many thousands of parameters, and an optimal solution is rarely guaranteed. In order to mitigate problems with convergence to locally (rather than globally) optimal solutions, we perform 50 runs of SAM and take the average over these runs.

The output of SAM (following the averaging over 50 runs) can be represented as an adjacency matrix, with continuous weights or confidences between 0 and 1 representing the presence of each edge (1 indicates confident edge presence, 0 indicates confident edge absence). One can threshold these weights to derive a binarized adjacency matrix, and an example is shown in Figure [9] (threshold of 0.5). The y-axis represents the causes, and the x-axis represents the effects. Lighter shades indicate the presence of a putative cause-effect pair. Such a representation is useful when the number of variables starts to increase. For instance, the equivalent graphical representation of this discovered structure is shown in Figure [10] which is starting to get visually cluttered despite the comparatively sparse adjacency matrix representation.

5.5 Step 4 - Theory Specification and Unobserved Confounders

Owing to limitations associated with causal discovery from observational data, once a researcher has a putative structure it is essential that they check for discrepancies with their existing expertise and theories. The orientation of edges, in particular, is challenging and impossible in certain
Figure 9: The assumed data generating process for the current study.
Figure 10: The assumed data generating process for the current study.
circumstances (see above for linear Gaussian case and Markov equivalence class). Faced with such discrepancies, researchers can attempt to confirm the robustness of the discovered structure by utilizing other causal discovery algorithms, checking the results on an alternative sample, adjusting the constraints to prevent such links being proposed to begin with, or experimenting with different questionnaires/scales. Of course, any such decisions should be made transparently, and be well recorded.

We should, on the whole, expect the proposed structure (or at least its Markov Equivalence Class) to reflect and support the prior theory, but some iteration may be required (hence the pipeline presented in Figure 11 includes a loop in Stage A). Furthermore, links between variables which are not consistently included as part of a theory may be incorporated formally (particularly demographics, which may induce certain confounding relationships between key constructs). In the absence of any discrepancies between the graph and the theory, one can use the discovered graph to specify and formalize their theory. Note that, depending on the causal discovery method used, the result may involve bidirected edges (which may indicate unobserved confounders) and cycles. One should (as with all other elements of the proposed graph) check the validity of such proposals, particularly in light of the data being used to discover them. For example, a cycle can be unrolled over time, as in Figure 11.

Recent developments in the domain of structure learning and causal discovery [2] also provides researchers with a means to specify unobserved confounders. The idea is that, because causal discovery algorithms cannot reliably discover unobserved confounders (except in restricted cases [130]), researchers can instead specify the presence of such unobserved confounders and assign to them a plausibility score between 0 and 1 (although note that scores less than 0.5 are essentially ‘more unlikely’ to exist than to exist, and can be omitted). An example is shown in Figure 12.

The graph on the left may derived from a causal discovery algorithm, which is then augmented by an expert to yield the graph in the middle, which includes unobserved confounders as well as edge plausibility ratings. This graph, in turn, can be equivalently represented by transforming all unobserved confounder structures into bidirected edges, and this is depicted on the right in the form of an Acyclic Directed Mixed Graph (ADMG). This graph is ‘mixed’ because it contains both directed and bidirected edges. The specification of such unobserved confounders is important in the representation of a theory which would, without any unobserved confounders, be potentially unrealistic, particularly in view of the complexity of most social and psychological phenomena. The assignment of edge probabilities/plausibilities is not necessary, but will be useful to us later when we need to identify a substructure for which the causal effect of interest is identifiable, and also
Figure 12: Demonstrating the extension of a DAG (left) to a semi-Markovian probabilistic DAG with edge existent probabilities / plausibility scores (middle) to a probabilistic Acyclic Directed Mixed Graph (ADMG) (right), following Akbari, Jamshidi, Mokhtarian, Vowels, Etesami, and Kiyavash [2].

Figure 13: Augmenting the discovered structure shown in Figure 10 to include bidirected edges /unobserved confounders (red dashed lines) and corresponding plausibility scores. Directed arrows greyed-out for clarity.

helps to quantify the certainty of our assumed knowledge. In the example in Figure 12 all directed edges are assigned a weight of 1.0, and whilst this is not necessary for the specification stage, it will facilitate the use of a graph reduction algorithm in Stage B (which only functions when directed edge plausibilities are 1.0). In Figure 13 we have augmented the previous graph in Figure 10 to include a number of bidirected edges in red (reflecting unobserved confounders) and corresponding edge weights. We assume all edge weights on directed edges are 1.0. As this graph concerns dyads, we have included some bidirected edges between equivalent variables for each partner. For example, there exists a bidirected edge between ‘Rel Sat R’ and ‘Rel Sat S’ with a certainty of 0.9 (the relationship satisfaction ratings for each partner).
6 Stage B: Model Reduction and Causal Inference

Stage B is concerned with the estimation of a particular effect in order to answer a particular research question or test a particular hypothesis. In order to engage seriously with Stage B one must first have access to a formalized representation of their theory (in the form of e.g. a Directed Acyclic Graph, or an Acyclic Directed Mixed Graph), such that it is clear what exactly these research questions and hypotheses refer to. Without a direct link between the hypothesis and a formal representation of the theory it relates to, there exist too many degrees of freedom when it comes to model specification to be able to reliably analyse the data. Indeed, without a formal model, one has great leeway in deciding which variables to include in their statistical models, and this choice can have a huge impact on the size and direction of effects [148]. However, assuming we have a mathematical object which represents our theory (in our case, we have a DAG or ADMG) and a particular research question or hypothesis, we can progress through Stage B.

The process involves a reduction of the graph (which hitherto captured the full scope of our theory) into the key elements necessary for answering our research question or testing our hypothesis. Sometimes no reduction is possible. Using the resulting graph, we can express the hypothesis in terms of attributes belonging to that graph. As such, the hypothesis is clearly tied to a formalised and unambiguous object, thus aiding in transparency, reproducibility, and helping us reduce bias by leveraging the rules of do-calculus and d-separation to specify the desired causal quantity as a function of the observed distribution. We then need to estimate this desired quantity, and here we recommend that researchers use non- or semi-parametric approaches. Even though it remains common to use linear, parametric methods, the validity of such approaches rest on the assumption that the processes being modeled are themselves linear and parametric - an assumption which we know is unlikely to hold. Once the quantity is estimated, we need to derive confidence intervals and test statistics in order to perform statistical inference. In turn, we can quantify the degree to which our results depend on the correct specification of the model, by undertaking sensitivity analysis (for example, we can test the impact of failing to account for unobserved confounders). Finally, we can interpret these results, relating them back to our theory and drawing qualified conclusions in response to our original research questions and hypotheses.

6.1 Step 1 - Specifying the Hypothesis and Establishing Identification

Firstly, if we assume we are using the DAG/ADMG framework, we must ensure that no cycles exist in the graph. Although it is possible to handle cycles with Structural Causal Models (see, for example, [95, pp.28]) this lies beyond the scope of the present work. In order to remove cycles one can unroll the graph over time, as shown in Figure 11, although note that reliably discovering such longitudinal structures is associated with increased data requirements. See work by Peters, Janzing, and Scholkopf [97, pp.197-211] for more information on on time series causal discovery. Otherwise, the removal of cycles should be done with care, and may require more iterations of Stage A.

Once we have a DAG, we can use it to design a hypothesis which can be directly associated with our theory. For instance, given the DAG in Figure 13, we might be interested in the Average Causal Effect (ACE) of the respondent’s distress ‘Distress R’ on the respondent’s depression ‘Dep
Our hypothesis may be that the ACE is non-zero, enabling us to establish typical null $h_0$ and alternative $h_1$ hypotheses. The challenges lies in expressing the ACE in an unambiguous manner, and in terms of the graphical object. Indeed, there are many ways we could ostensibly test our hypothesis, but almost all of them would be misspecified with respect to the graph. Thus, we should start by expressing our target estimand in the general sense. The ACE can be expressed as:

$$
\Psi = E_{Y \sim P(Y|do(T=t))}[y] - E_{Y \sim P(Y|do(T=t'))}[y]
$$

(14)

Here, we note that $Y$ is Dep R, $T$ is Distress, and $t$ and $t'$ are specific contrasts we are interested in estimating. In this working example, there are five discrete, ordinal levels of distress measured, ranging from 0-4 inclusive. We may be interested in understanding the effect on depression when distress is increased from group 0 to group 2 (first contrast), and from group 0 to group 4 (second contrast), thereby resulting in two estimands, $\Psi_{0-2}$ and $\Psi_{0-4}$, respectively. As described in the background section, we need to express this estimand in terms of the observed data (rather than hypothetical $do$ operations). If this is not possible, the estimands are referred to as unidentifiable. One way to achieve identification is via an application of the backdoor adjustment process. Checking identification is possible by eye using the $d$-separation rules or $do$-calculus, or by identifying a set of variables which we can condition on in order to block all backdoor paths.

Application/Code Note: In the associated code, we include a means to check for identification using a package by Pedemonte, Vitria, and Parafita [96] (code included in auto_IF.py). The algorithm indicates whether the effect of interest is identifiable (by providing the identification formula) or not (by throwing an error). Note that in the absence of unobserved confounders, this step is not necessary, because identification is always possible in the absence of unobserved confounders. We also provide our own method in bd_SMDAG.py which checks for identification via the backdoor criterion. If the backdoor criterion is fulfilled, the code provides one possible backdoor adjustment set. Finally, in reducer.py, we provide an algorithm which takes a graph for which the backdoor criterion holds (which can be checked with bd_SMDAG.py), and which also yields a sufficient set of backdoor adjustment variables, as well as a list of precision variables. Precision variables which may help in estimation but which are not necessary for identification.

In the worked example shown in Figure [13] we have both directed edges, and bidirected edges corresponding with fork structures from unobserved confounders. Furthermore, we also have edge probabilities - the directed edges are assumed to have probabilities of 1.0, whereas the unobserved confounders (which cannot reliably be discovered from observational data) have been given ratings between 0.5 and 1. These unobserved confounders may prevent backdoor adjustment from being possible. Indeed, they may prevent any kind of identification. Thus the question arises - if one had to assume any of those confounders with edge probabilities < 1 did not exist in order to facilitate backdoor adjustment, which unobserved confounders would they be? For this, we modified the work of Akbari, Jamshidi, Mokhtarian, Vowels, Etesami, and Kiyavash [2] (which provides algorithms
for general estimands and general identification) to provide a way to identify the most plausible subgraph in which the backdoor criterion holds. The algorithm considers the cost of removing all possible combinations of unobserved confounders (with some search-space pruning), and removes the combination with the lowest cost. It also provides a rating of plausibility, which is given as $P(\hat{G}^*)/P(G)$, where $P(\hat{G}^*)$ is the plausibility of the graph $G$ after removal of unobserved confounders (and for which the backdoor criterion holds), and $P(G)$ is the plausibility of the graph before any modification. If backdoor adjustment is possible in the original graph, then this ratio will be equal to one. The algorithm therefore provides researchers with a quantification of the strength of whatever assumptions were necessary to facilitate backdoor identifiability.

**Application/Code Note:** In `bd_SMDAG.py` we provide an exact, brute-force algorithm which finds the most plausible subgraph in a provided graph for which the backdoor criterion holds. The subgraph is found by identifying the set of unobserved confounders (or, equivalently, bidirected edges) which can be removed with the lowest cost whilst nonetheless yielding an identifiable causal effect according to backdoor adjustment.

In general, researchers may feel encouraged to include as many covariates as possible with the goal of satisfying the unconfoundness assumption. This, however, can easily lead to problems with the unintentional inclusion e.g. of mediators or colliders which open backdoor paths, and can thereby significantly bias the estimates. This is why a careful consideration for the structure of the problem is so important, and also highlights the utility of a graphical representation for identification of suitable adjustment sets.

Once one has a set of adjustment variables, one can use the following expression to represent the desired estimand in terms of observed quantities:

$$\Psi = \mathbb{E}_{c \sim P(C)}[\mathbb{E}_{y \sim P(Y|T=t',C=c)}[y] - \mathbb{E}_{y \sim P(Y|T=t,C=c)}[y]]$$

(15)

In the case of multiple contrasts / multiple treatments, we may have a number of estimands. In the worked example, we can contrast, for instance, people who reported experiences of low levels of distress (level 0), with those in groups with medium levels of distress (level 2) and high levels (level 4):

$$\Psi_{2-0} = \mathbb{E}_{c \sim P(C)}[\mathbb{E}_{y \sim P(Y|T=2,C=c)}[y] - \mathbb{E}_{y \sim P(Y|T=0,C=c)}[y]]$$

$$\Psi_{4-0} = \mathbb{E}_{c \sim P(C)}[\mathbb{E}_{y \sim P(Y|T=4,C=c)}[y] - \mathbb{E}_{y \sim P(Y|T=0,C=c)}[y]]$$

(16)

The target quantities $\Psi$ can further be integrated into a clear statements concerning the null and alternative hypothesis. For example: $h_{0,2-0} : \Psi_{2-0} = 0$ and $h_{1,2-0} : \Psi_{2-0} \neq 0$. In Eq. 16 we use $C$ to represent the set of confounders and precision variables. In our working example, the set $C$ actually comprises no confounders (there are no backdoor paths from Distress R to outcome Dep R),
but a considerable number of precision variables including, for instance, Age and Gender. Given that an absence of confounders between Distress R and Dep R is unlikely, we might review whether (a) we have collected enough pertinent variables (and missed key confounders), or (b) whether the causal discovery algorithm has provided us with a plausible solution that sufficiently aligns with our expectations as domain experts. Indeed, one way to diagnose problems in this regard (and we will explore this below) is to compute the naive group mean differences (which assumes no confounders) and compare it with the estimates including precision variables. If there is a substantial difference between the naive group mean differences and our estimates with a set of precision variables but no confounders, we know that the set of precision variables likely contains either confounders, mediators, colliders, or a combination thereof.

6.2 Step 2 - Estimation

Now that we have specified the estimand in terms of attributes in our formalized theory (see Eq. 15), we can start thinking about estimating this quantity. We will use plug-in estimation approach, which means that we can express the approximation to $\Psi$ in Eq. 15 for the two contrasts as:

$$\hat{\Psi}_{2-0} = \frac{1}{N} \sum_{i} \left[ \hat{Q}(T = 2, C_i) - \hat{Q}(T = 0, C_i) \right],$$

$$\hat{\Psi}_{4-0} = \frac{1}{N} \sum_{i} \left[ \hat{Q}(T = 4, C_i) - \hat{Q}(T = 0, C_i) \right].$$

In words, for the first contrast the approximation can be found by taking the average over the differences in predictions from estimator $\hat{Q}$ for each row in the evaluation dataset whilst setting $T$ (which in the working example is Distress R) to group 2 and setting $T$ to group 0. The second contrast can be found the same way but instead of setting $T$ to group 2, we set it to group 4. For these $\hat{Q}$ estimators we use Super Learners, which are ensembles of diverse learners (some linear, some highly flexible and non-linear) from which a set of predictions are combined via a weighted linear sum. The learners themselves are fit via a k-fold cross-validation scheme, and the weights are estimated based on the combined test fold predictions, stored during the k-fold process. The advantage of using Super Learners is to avoid any unnecessary and unreasonable assumptions about the functional form relating the quantities of interest. Indeed, we are already making strong assumptions about the structure of the data generating process, and so it is crucial to avoid any further opportunities for misspecification to be introduced to the model.

Application/Code Note: For recommendations on the choice and training of the Super Learner, readers are directed towards the accessible overview by Phillips, van der Laan, Lee, and Gruber, and related evaluations by Vowels, Akbari, Etesami, Camgoz, and Bowden. We provide an algorithm in the supplementary which provides a set of confounders and precision variables for a given graph and a given specified cause and effect.
6.3 Step 3 - Debiasing and Inference

Using Eq. 17 we can derive an initial estimate for the ATE. However, the estimates are non-parametric as a result of the use of Super Learners, and therefore do not readily facilitate statistical inference (p-values and confidence intervals). Furthermore, it is well known from semiparametric theory that when we are required to estimate quantities which are non-central to our target estimand, which are typically known as nuisance parameters, our effect of interest is often biased. Consider a simple case where we fit a linear regression for estimating Ψ, and let us assume the model is correctly specified both in terms of its functional and implied structural form. In this case, the parameter coefficient $\beta_T$ on the treatment variable $T$ will approximate $\Psi$. However, this model is simultaneously being used to estimate $\beta^{X_1}, ... , \beta^{X_k}, \beta^{R_1}, ... , \beta^{R_d}$, which represent nuisance parameters because they are necessary for the specification of the model but are not what we are fundamentally interested in estimating. Indeed, the Ordinal Least Squares objective for the regression is only tangentially related to the estimation of the target quantity of interest. The resulting estimate $\hat{\beta}_T$ will therefore exhibit residual bias, associated with finite sample deviations and interference from the other quantities in the model.

In order to achieve inference, and to ‘target’ the model to deal with the bias which results from the nuisance parameters, we can look to the tools of semiparametric statistics. Specifically, we use the targeted learning approach. This approach yields doubly robust estimates, so-called because they require specification of both an outcome model, and a treatment model, and the results are consistent even if one of the models is misspecified. Although the theoretical details of the approach are beyond the scope of this paper, readers are encouraged to consult introductions to the general topics by Coyle, Hejazi, Malenica, and Phillips, Fisher and Kennedy, Hines, Dukes, Diaz-Oraz, and Vansteelandt, Kennedy, and Vowels, Akbari, Etesami, Camgoz, and Bowden. The key steps (following those already taken above) for deriving a targeted estimate for the ATE are outlined below. For these steps we split our set of adjustment variables into confounders $C$ and precision variables $R$. As mentioned earlier, our set of confounders in this worked example is actually empty, and we describe how to handle this situation below. For now, let us continue as if we have a non-empty set of necessary adjustment variables. Note that the following procedure works for either a binary outcome, or a bounded continuous outcome (i.e., an outcome $Y$ which is continuous but limited according to its range) which has been rescaled to the range zero to one. Interested readers are directed to pp.121:132 for proof of equivalence.

1. Fit initial plug-in Super Learner estimator $\hat{Q}_0$ to the datasets (via the k-fold cross-validation process) and derive initial estimates for the interventional outcome distributions of each of the desired contrasts across all data points $\hat{Q}_0(T = 4, C, R)$, $\hat{Q}_0(T = 2, C, R)$, and $Q_0(T = 0, C, R)$. i.e. we generate predictions from our Super Learner for all data points.

2. Fit a nuisance parameter model for the propensity score $G_T(C) = P(T|C)$, using a separate
Super Learner, and generate predictions from the model \( \hat{G}_T(C) \) for all data points. \textit{i.e.}, we use the confounders \( C \) to predict the treatment group.

3. Compute what are known as the ‘clever covariates’, this will help us model the residual bias caused by the link between the confounders and our treatment. For only one contrast, the clever covariates are computed as follows:

- \( \hat{H}_{2-0}(T, C) = \frac{1_2(T)}{G_{T=1}(C)} - \frac{1_0(T)}{G_{T=0}(C)} \),
- \( \hat{H}_2(T = 2, C) = \frac{1_2(T)}{G_{T=2}(C)} \),
- \( \hat{H}_0(T = 0, C) = -\frac{1_0(T)}{G_{T=0}(C)} \).

Here, \( 1 \) is the indicator function, providing an output which is equal to one when the input value is equal to the value indicated in the subscript, and zero otherwise.

4. Fit a linear model representing the degree to which the clever covariates (which contain information about the propensity scores) bias our predictions from the true values. In this linear model, the outcome are the true outcome \( Y \), and the ‘predictors’ are the predictions from our initial plug-in estimator \( \hat{Q}_0(T, X, R) \) and the clever covariates \( \hat{H}(T, C) \). Importantly, note that \( \hat{Q}_0(T, C, R) \) is treated as a fixed offset in the linear model, and no coefficient is estimated for this term.

\[
Y = \sigma(\logit(\hat{Q}_0(T, C, R))) + \epsilon_{2-0}\hat{H}_{2-0}(T, C),
\]

\[
Y = \sigma(\logit(\hat{Q}_0(T, C, R))) + \epsilon_{4-0}\hat{H}_{4-0}(T, C).
\]

Here, \( \epsilon \) is the parameter coefficient in this linear model which represents, on average, the amount by which our predictions differ from the true values according to the magnitude of the clever covariates. The \( \sigma \) is the sigmoid or ‘expit’ function, where \( \sigma(x) = 1/(1 + \exp^{-x}) \), and \( \logit(x) = \log(x/(1 - x)) \) is the logistic quantile function. Thus, the sigmoid function constrains the output of this regression to fall within the range of 0 and 1, even for continuous outcomes (assuming they are bounded and have been rescaled for the analysis) which helps with stability.

5. Fitting the linear model above yields \( \hat{\epsilon} \). This can then be used, in turn, to update our initial estimates for the different contrasts:

- \( \hat{Q}_{*,4-0}(T = 4, C, R) = \sigma(\logit(\hat{Q}_0(T = 4, C, R))) + \hat{\epsilon}_{4-0}\hat{H}_{4-0}(T = 4, C) \)
- \( \hat{Q}_{*,2-0}(T = 2, C, R) = \sigma(\logit(\hat{Q}_0(T = 2, C, R))) + \hat{\epsilon}_{2-0}\hat{H}_{2-0}(T = 2, C) \)
- \( \hat{Q}_{*,4-0}(T = 0, C, R) = \sigma(\logit(\hat{Q}_0(T = 0, C, R))) + \hat{\epsilon}_{4-0}\hat{H}_{4-0}(T = 0, C) \)
- \( \hat{Q}_{*,2-0}(T = 0, C, R) = \sigma(\logit(\hat{Q}_0(T = 0, C, R))) + \hat{\epsilon}_{2-0}\hat{H}_{2-0}(T = 0, C) \)
6. Finally, the updated estimates above can be plugged into Eq. 17 to yield:

\[ \hat{\Psi}_{*,2-0} = n^{-1} \sum_i N \left[ \hat{Q}_{*,2-0}(T_i = 2, C = c_i, R = r_i) - \hat{Q}_{*,2-0}(T_i = 0, C = c_i, R = r_i) \right], \]

\[ \hat{\Psi}_{*,4-0} = n^{-1} \sum_i N \left[ \hat{Q}_{*,4-0}(T_i = 4, C = c_i, R = r_i) - \hat{Q}_{*,4-0}(T_i = 0, C = c_i, R = r_i) \right]. \]

(19)

7. From here we can derive the Influence Function (IF), which can be used to derive standard errors, confidence intervals, and \( p \)-values:

- First compute the IFs for each data and for each contrast according to:

\[ IF_{i,2-0} = \hat{H}(T = t_i, C = c_i) \left[ y_i - \hat{Q}_{*,2-0}(T = t_i, C = c_i, R = r_i) \right] + \left( \hat{Q}_{*,2-0}(T = 2, C = c_i, R = r_i) - \hat{Q}_{*,2-0}(T = 0, C = c_i, R = r_i) \right) - \hat{\Psi}_*, \]

\[ IF_{i,4-0} = \hat{H}(T = t_i, C = x_i) \left[ y_i - \hat{Q}_{*,4-0}(T = t_i, C = c_i, R = r_i) \right] + \left( \hat{Q}_{*,4-0}(T = 4, C = c_i, R = r_i) - \hat{Q}_{*,4-0}(T = 0, C = c_i, R = r_i) \right) - \hat{\Psi}_*. \]

(20)

- Then compute the variance of the IFs:

\[ \hat{\text{Var}}(IF_{2-0}) = n^{-1} \sum_i \left( IF_{i,2-0} - \bar{IF}_{2-0} \right)^2, \]

\[ \hat{\text{Var}}(IF_{4-0}) = n^{-1} \sum_i \left( IF_{i,4-0} - \bar{IF}_{4-0} \right)^2, \]

(21)

where \( \bar{IF} \) is the empirical average of the IF evaluated over the sample data points.

- The standard errors for each contrast are derived from the variance of the influence function according to the standard definitions:

\[ \hat{\sigma}_{se} = \sqrt{\frac{\text{Var}(IF)}{N}}, \]

(22)

- From here we can derive the upper and lower bounds for the 95% confidence interval:

\[ \hat{\Psi}_* \pm 1.96\hat{\sigma}_{se} \]

(23)

- And \( p \)-values, in turn, may be derived using standard definitions also:

\[ 2 \left( 1 - \text{CDF} \left( \frac{\hat{\Psi}_*}{\hat{\sigma}_{se}} \right) \right), \]

(24)
where CDF represent the cumulative distribution function for a normal distribution.

Note that in addition to the resulting valid inference, the key advantages of this procedure is that the estimates are doubly robust, meaning that they are consistent if either the outcome model or the propensity score model are misspecified. Note that this double robustness does not immediately extend to the inference itself (i.e., the standard error and confidence intervals). For the inference to also be doubly robust, an augmented procedure is required which is described in Benkeser, Carone, van der Laan, and et al. and implemented in the code in the supplementary material.

The results for our working example are shown in Figure [14]. Note that these effects concern changes in a bounded continuous outcome which has been rescaled to the range 0-1. The naive estimates are derived by simply computing the group mean differences under the different contrasts, and the pre-targeted effects are derived from undertaking step 1 in the procedure above. It can be seen that, in spite of the fact that no confounders were identified according to the structure derived using the causal discovery process, the differences between the naive estimates and the estimates from the pre- and targeted process are quite substantial. However, precision variables should not significantly affect the estimate and these results therefore suggest that the set of precision variables contains confounders, mediators, or colliders (or a combination thereof). When faced with such results, researchers may wish to revisit the specification of their theory, or check for positivity violations which can make the process unstable and lead to spurious estimation (we discuss positivity violations below). For the sake of the working example (in particular, the sensitivity analysis below), we will assume that the set of precision variables actually contained a number of key confounders: dyadic coping variables ‘DCI Dyd S’ and ‘DCI Dyd R’; partner’s distress and depression variables ‘Distress S’ and ‘Dep S’; and the couple’s cohabitation length ‘Cohab Len’. The differences between the naive group mean differences and the targeted estimates can therefore be attributed to the backdoor adjustment (although note, again, that this structure was not indicated by the causal discovery algorithm itself and is only assumed for the purposes of the following sensitivity analysis.).

**Application/Code Note**: In the accompanying code, we include functions for both the targeted learning procedure described above in the python class TLP, which uses our implementation of the Super Learner specified in super_learner.py. TLP also includes a function which includes the extension proposed by Benkeser, Carone, van der Laan, and et al. to facilitate doubly robust inference (in addition to double robust estimation).

Based on the results so far, and considering our earlier hypotheses $h_{0,2} : \Psi_{2-0} = 0$ and $h_{1,2} : \Psi_{2-0} \neq 0$, one can say that the effect on depression of increasing levels of distress from level 0 to level 2 is not statistically significant, whereas the effect on depression of increasing levels of distress from level 0 to level 4 would be significant. Of course, in practice one would be advised to present a table of effect sizes, $p$-values, demographics, and number of participants in each treatment group. One may also wish to specify a minimum meaningful effect size of interest (rather than assuming the null null), but in any case, the focus of this work is not so much reporting standards but the methods and approaches to research, and we therefore leave such an exercise to motivated readers.
Before continuing, it is worth noting that the procedure for deriving the results for our worked example is slightly different to the one described above, owing to the absence of confounders for our choice of cause and effect. However, and as one might expect, the absence of confounders actually makes the targeting process simpler. In the absence of confounders, the propensity score is now simply the likelihood of receiving treatment (i.e., conditional on the empty set) - instead of the propensity score being equal to \( P(T|C) \) it is \( P(T) \). The corresponding expression for the influence function for the 2-0 contrast is:

\[
IF_{i,2-0} = \left( \frac{\mathbb{I}_2(t_i)}{\hat{G}_{T=2}} - \frac{\mathbb{I}_0(t_i)}{\hat{G}_{T=0}} \right) \left[ y_i - \hat{Q}_*(T = t_i, R = r_i) \right] \\
+ \left( \hat{Q}_{*,2-0}(T = 2, R = r_i) - \hat{Q}_{*,2-0}(T = 0, R = r_i) \right) - \hat{\Psi}_{*,2-0},
\]

(25)

where \( \hat{G}_T \) is an empirical estimate for \( P(T) \), and can be derived simply by counting the number of participants in each treatment group, and normalizing by the total number of participants. The expressions for the influence functions of the estimands for the other contrasts follow straightforwardly.

**Application/Code Note**: In the accompanying code, we automatically handle cases where the confounder / adjustment set is empty, and compute the influence function according to the expression given in Eq. 25.

### 6.4 Step 4 - Sensitivity Analysis

Once one has derived these targeted estimates and corresponding standard errors, one can undertake statistics inference in the usual way, as we did above. However, we would argue that at least one more important step remains, and we should first try to capture the robustness of these results to changes in model specification. Indeed, the validity of the results we have so far derived rests on the correct specification of the graph, which was constructed using a combination of domain knowledge and causal discovery - this implicates ignorability (i.e., that there are no unobserved confounders). This is a particularly strong assumption in psychology, where the complexity of phenomena may implicate a complex web of interacting components - alluding, in turn, to Meehl’s infamous ‘crud’ factor [84, 91].

Sensitivity analysis provides us with a way to understand how much our estimates would vary if our model was subject to some degree of specification. Whilst numerous approaches exist for sensitivity analysis [42, 67, 95, 110, 111], we follow an adaptation of the one described by Diaz and van der Laan [31] and Gruber, Phillips, Lee, Ho, Concato, and van der Laan [50]. Rather than specifying a single estimand for each contrast e.g. \( \Psi_{2-0} \) for the contrast between those in the low (level 0) and medium (level 2) levels of distress groups, we specify a family of estimands for each contrast. The family is indexed by a parameter \( \delta \) which characterizes the degree to which our assumption about ignorability (and therefore our assumption about the identifiability of the estimand) holds.
Figure 14: Results from the targeted learning analysis for the average causal effect of respondent’s distress on their depression - displaying the naive group differences estimates, the pre-targeted ‘plug-in’ estimates from step 1 of the targeted learning procedure, and the updated, targeted estimates.
Specifically, if $\Psi_{2-0}$ is the true parameter expressed as a function of the full distribution, and $\Psi_{2-0}$ is the estimand in terms of the \textit{observed} distribution (and the one given earlier in Eq. \ref{eq:15}, in the case where identifiability does not hold, perhaps because the observed distribution is missing certain key confounders, we can express the difference between these quantities as $\Psi_{2-0} - \bar{\Psi}_{2-0} \leq \delta$. If the ignorability assumptions hold, $\delta = 0$ and there is no resulting bias. Note that we have not dealt with $\hat{\Psi}_{2-0}$, which represents an empirical estimate for $\Psi_{2-0}$, because identification concerns the specification of the estimand itself, \textit{before} estimation. If we can propose a plausible way in which ignorability does not hold, we can quantify the impact of such a violation and degree to which our estimates (such as the ones shown in Figure \ref{fig:14}) become biased.

Continuing our worked example, we can begin by assuming that the results in Figure \ref{fig:14} correspond with the estimates for when $\delta = 0$ (\textit{i.e.}, ignorability holds). Next, we construct a scenario which represents a conservative degree of non-identifiability, and observe the correspond impact on the estimates. Specifically, we assume that violations of our ignorability assumption could not be worse than if we made no adjustment at all, and that such a scenario is given be $\delta = 1$. We can then quantify the impact on our estimands by re-running the targeted analysis with the empty adjustment set, and produce a set of results for multiples of $\delta$, such as $0.5\delta$, $\delta$, $1.5\delta$, $2\delta$, etc. so that we can understand to what degree any unobserved confounders could still be affecting our inference, expressed as multiples of a \textit{worst case} scenario where we have no adjustment at all.

In Figure \ref{fig:15} we show results for $\hat{\Psi}_{4-0} \pm \delta$ for different values of $\delta = \{0.0, 0.5, 1.0, 1.5, 2.0, 2.5\}$. When $\delta = 0$ we have the same estimate for this contrast as in Figure \ref{fig:14} and we use the same confidence interval from these earlier results. It can be seen from the plot that we would need the unobserved confounding to be 2 times more severe than the confounders we already adjusted for, for the result to be non-significant, assuming $h_{0,4-0} : \Psi_{4-0} = 0$. One can also interpret the impact of misspecification in the other direction (\textit{i.e.}, our estimate may \textit{underestimate} the effect if it is in fact misspecified). Thus we are able to get an understanding for the degree to which modeling assumptions affect our results.
7 Prediction/Exploration

Prediction and exploration is not the primary focus of this work, and so we keep this section brief.

Although it is possible to engage with a predictive/exploratory approach at any stage of the research pipeline, such an approach may be particularly useful during the early stages of the theory development in providing either an initial indication of the predictive validity of the theory, as a tool for automating decision processes (such as automating assessments), or for identifying clusters and identifying additional putative theoretically relevant components. As described already, in some cases, researchers may find their phenomenon of interest be too difficult to specify mathematically (e.g., as a DAG) without high likelihood of misspecification, particularly if there exist known problems with data collection/methodology/measurement. In cases where there is not (yet) a clear route for developing an appropriately simplified representation of an otherwise complex model, one may nonetheless have enough information to construct a loose theory which allows a researcher to identify relevant variables and constructs. Even if one cannot undertake causal discovery and causal inference without severe risk of misspecification, one can instead collect data to undertake a purely associational, predictive or exploratory approach. Under the assumption that causally/theoretically relevant variables should also be predictive, the results from a predictive analysis may provide indication of predictive validity of the initial theory [160]. Clustering and dimensionality reduction may similarly provide useful insights into substructures within the data. Furthermore, researchers may wish to pursue a predictive approach above a causal approach, possibly for the purpose of developing decision tools for automating behavioural coding processes [9], or automating assessment [24].

Following our worked example, we may decide, for instance, that there are too many unobserved confounding variables to be able to reliably estimate the effects we are interested in once we arrive at Stage B, and that instead it may be more productive to pursue the predictive/exploratory approach. Of course, the predictive approach will not yield interpretable causal results, but then neither will a misspecified representation of our theory. The approach itself involves the specification of a set of theoretically relevant or predictive variables. These variables can be used to train predictive algorithms [108] such as deep learning models [46] or Super Learners [142], or for exploration and identification of clusters in the data [147].

8 Assumptions

When undertaking causal inference, particularly with observational data, it is normal and encouraged to state clearly the assumptions upon which the validity of the inference rests [49, 52, 57, 67, 99, 112, 113, 158]. Specifically, the validity of causal inference rests on three key assumptions: (1) Ignorability/Unconfoundedness/Conditional Exchangeability: There are no unobserved confounders, such that the likelihoods of treatment for two individuals with the same covariates are equal, and the potential outcomes for two individuals with the same latent covariates are also equal s.t. $T \perp (Y(1), Y(0))|X$. (2) Positivity: the assignment of treatment probabilities are non-zero and non-deterministic $P(T = t_i|X = x_i) > 0, \forall t, x$. In other words, for each possible substratum in the data, the probability of being assigned a particular treatment is non-zero. (3) Stable Unit
Treatment Value Assumption (SUTVA) [75, 113, 123]: this assumptions holds that the potential outcomes for each individual or data unit are independent of the treatments assigned to all other individuals, such that there are no interactions between individuals, and that the effect of treatment on an individual is consistent regardless of the way the participant came to be treated [123]. In this section we discuss each of these assumptions in turn, and finally discuss how to deal with missing data.

8.1 Ignorability

In practice, we may never know whether we have truly collected and adjusted for all possible confounders in order to isolate the effect we care about. Randomizing the assignment of people to treatment and control groups (i.e., in experimental settings) helps considerably in this regard, but again, it may not always be practical or ethical to do so. Of course, and as described in Section 6.4, one can undertake sensitivity analysis to understand to what extent violations of this assumption might affect the estimate.

8.2 Positivity

In terms of the second assumption, violations of the positivity assumption can have an impact on the stability of the estimates, in particular in the derivation of the clever covariates which involves the inverse propensity score $\frac{1}{\hat{G}(C)}$. If any of the propensity scores are close to 0, meaning that some participants are very unlikely to be in a certain ‘treatment’ group, this reciprocal can take on arbitrarily large values. This results in misspecification of the propensity score model and therefore threatens the double-robustness of the targeted estimator (making it sensitive to misspecification of the outcome model) [99]. It also indicates that certain participants have covariates for which there is little support across contrast groups in the data. This can occur either because there are simply certain types of people who do not fall into these ‘treatment’ groups in the population, or because our particular empirical sample does not contain adequate coverage over covariates and treatment groups. In the former case, collecting more data will not help, and in both cases, the estimation is clearly hindered. There are a number of mitigation strategies. The most straightforward involves simply clipping the estimated propensity scores between the ranges of, say, 0.025 and 0.975 [25, 99], and this is the approach we used in the analysis above and one which has been shown to function adequately for the targeted approach. Alternatively, one can trim the dataset to consider only participants with a non-zero probability of being in any of the groups [99]. This is, perhaps, not as drastic as it sounds, because, as we mentioned above, some participants may simply be unlikely to fall in certain groups. Trimming results in what is referred to as estimation of the effect for the ‘intention to treat’ regimes [99]. One can alternatively restrict the covariate adjustment set to exclude variables which contribute to positivity violations. Of course, owing to the possible complex interaction between covariates and identification, this may yield other adverse consequences (and threaten identification). We leave a detailed explication of positivity checks and remedies in psychology to future work, but point interested readers to the excellent overview by Petersen, Porter, Gruber, Wang, and van der Laan [99].
8.3 Stable Unit Treatment Value Assumption (SUTVA)

Violations of the SUTVA occur when there exist multiple possible counterfactual / potential outcomes for a participant and a given treatment \([75, 123]\). These violations can occur, for instance, when participants interfere with the effect of treatment of other participants (peer effects), and as such, such violations are quite plausible depending on the data collection methodology. In our worked example, a violation of SUTVA could mean that participants from one couple interfere with the treatment effects of participants in a different couple. Alternatively, SUTVA violations can occur when there exist multiple ‘hidden’ versions of the same treatment. In particular, Laffers and Mellace \([75, \text{pp.4}]\) note that the SUTVA only holds if ‘neither the treatment nor the observed outcomes are measured with error’, although they note that this condition is rarely discussed or considered. This has potential implications for psychology because of the inherent challenges associated with the measurement of certain psychological constructs \([40]\). The proposal by Laffers and Mellace \([75]\) involves the derivation of bounds on the estimand (similar to the family of intervals derived for the sensitivity analysis). Indeed, with SUTVA we assume that for participant \(i\), \(T_i = t_i\), then \(Y_i(t_i) = Y_i\). In other words, the measured outcome for a participant receiving treatment \(t_i\) has a potential outcome under this treatment which is equivalent to the outcome measured. This sounds somewhat trivial, but it formalizes the assumption that the effect of treatment itself is a consistent and stable quantity. We leave an implementation and demonstration of SUTVA checks and bounds to future work.

8.4 Missingness

Missing data is straightforward to handle in the targeted learning framework \([98, 122, 141, 143]\). In short, for any variables with missing data, each of the missing values are replaced by a single arbitrary value (e.g., the average of that variable over participants), and a new ‘censoring’ variable \(Q\) is created which indicates missingness. This censoring variable is set to one whenever a value in the original variable is missing, and zero when it is not missing. The censoring variable can assume the same causal input/output causes/effects in the structural representation as the original variable, or, alternatively (particularly in cases where missingness is not completely at random), have a causal structure guided by theory and/or empirical data. During Stage B, the censoring variable \(Q\) is treated as another variable upon which we intervene (in addition to the treatment), setting it to one during inference. For instance, the average causal effect for treatment \(T = 1\) vs. \(T = 0\) can be reformulated as: \(E_{c \sim P(C)}[E_{y \sim P(Y|T=1,C=c,Q=1)}[y] - E_{y \sim P(Y|T=0,C=c,Q=1)}[y]]\). In this expression it can be seen that \(Q = 1\) in for both \(T = 1\) and \(T = 0\), ensuring that we estimate the difference between potential outcomes in the case where missingness does not occur.

9 Limitations and Discussion

Even though we agree with Hernan \([57]\) and others \([49, 148]\) insofar as we should start transparently engaging with causality, we also acknowledge the serious challenges which psychologists face in doing so. It is well known that results in psychology are difficult to interpret, and this comes as a
consequence of the crud factor \cite{84}, inevitably fat-handed interventions \cite{35}, and complex dynamic phenomena \cite{58, 148}. These concerns are also empirically justified: In a large scale evaluation of causal methods for online advertisement involving 500 million observations and 1.6 billion ad impressions, Gordon, Moakler, and Zettelmeyer \cite{47} found that even recent methods in causal methods were not able to yield accurate estimates of the true causal effects (some of the data were collected experimentally, and so ground truth existed for comparison). This is particularly notable given that psychological data is likely to be of lower quality (certainly in terms of sample size, if not in terms of measurement error and system uncertainty), and therefore the chances of deriving accurate estimates is even lower. When faced with such challenges, researchers may wish to follow the predictive/exploratory path. We have discussed how predictive and/or exploratory models can be used to establish the predictive validity of a theory and to derive potentially useful tools for automating decision processes (such as behavioural coding or assessment). Indeed, researchers may take this route in parallel to the causal route, and do so at any stage of the research pipeline (although some initial knowledge/theory may be important in identifying important variables and constructs). A predictive approach may well be advised, for instance, for the example data used to demonstrate the methods in this paper (and again, we stress that these data were used only for such an illustration).

If one chooses the causal route, one has to take extra care to be transparent about assumptions, and think carefully about the possibility implications when these assumptions fail. It is our view that this approach falls also in line with the goals of most psychologists: We wish to understand phenomena so that we may design interventions and manipulate our environment for the better. We should therefore once again argue that taking a transparent and structured approach to the derivation of causal estimates has to be better than the typical but comparatively opaque and unfocused approach to theory specification and analysis commonly adopted in psychology and social science \cite{49, 57, 127}.

Some researchers may argue that they already employ a similar approach, by virtue of their use of mediation or the Actor Partner Interdependence Model \cite{71}, but in our view these models are (besides the assumption of linearity) too simple to be likely to yield meaningful estimates \cite{148}. Consideration should, at least, be given to the causally proximal structures which influence the mediation subgraph (e.g., possible collider and confounding structures). Indeed, these models are overly simple in spite of the relatively rich descriptions of the corresponding theories they are intended to reflect, highlighting the significant specification gap between theory and analysis. In our working example, the discovered graph presented in Figure \ref{fig:example_graph} may also represent a significant simplification, omitting many relevant variables with key structures affecting the estimates we care about. Recall that there were no identified confounders between distress and depression - a situation which seems highly unlikely, and which urges us to reconsider whether we have a sufficient data collection methodology. Of course, this example was used only to demonstrate the techniques, and in practice we would encourage researchers to think more carefully about whether they have collected what they need to continue from Stage A to Stage B in the pipeline.

In terms of the limitations associated with specific algorithms, it is our experience that, in general, non-parametric approaches to causal discovery work poorly and are computationally experience. Indeed, our brief demonstration in Figure \ref{fig:algorithm_comparison} illustrated the computational cost associated
with nonparametric approaches to constraint-based causal discovery. Our choice of the Structural Agnostic Model [69] is equally subject to variations over hyperparameters and random initializations. We provided results across 50 runs in order to mitigate such issues, but still one cannot use the output blindly, and one should attempt to validate and modify the putative structure where necessary (though, for example, qualitative research, domain expertise, or by comparing the results from multiple causal discovery algorithms).

In addition to our specific recommendations for the use of DAGs and targeted learning, researchers may wish to also explore extensions to time series data [114, 116, 117], dynamic structural equation models [85], and complex systems, for which causal discovery methods also exist [23, 92, 133, 153, 162]. Interested readers are directed to a useful survey of causal discovery methods for time series by Assaad, Devijver, and Gaussier [4]. In the case where the resulting structure is still a DAG (e.g., one which has been unrolled over time), one can still continue with Stage B of our proposed pipeline by using, for example, the longitudinal extension of targeted learning [122, 143], which we plan to integrate into the codebase in the near future.

We note that many real-time processes may be too dynamic, stochastic, or complex to represent with a DAG and test with the tools of causal inference. For instance, if researchers are interested in the unfolding of real-time interactions between romantic partners or patients and therapists, pre- and post-session reports will be insufficient. Furthermore, in order to understand how emotions unfold during interactions, we might use human behavioural coding, but such approaches are expensive and time consuming, requiring raters to watch through hours of video manually annotating interactions according to a prescribed codebook [58]. Even such codes are limited according to the cues the coder has been trained to identify, and there may exist many rich features in video data which are otherwise wasted. In such cases, researchers might turn to modern, real-time, multi-modal techniques which allow for the extraction of facial keypoints [5], motion [16], audio [36] and text features [30]. Researchers can then use such features for predicting various outcomes to test, for example, the predictive validity of certain verbal or para-verbal features [9, 160]. Such an approach may not help one derive a causal structure, but may be useful in automating coding processes and assessments, as well as identifying associations between behaviors and outcomes. However, in order to know whether such a real-time approach is really necessary, it may still be an important exercise for a researcher to attempt to sketch a possible DAG for the phenomenon of interest. The (potentially in-) tractability of the problem may quickly become apparent, thereby influencing the methodological and analytical direction that they take.

Finally, we note that the abundance of observational data is growing, and some describe the current time as the era of Big Data [6, 20, 54, 102, 132]. However, it is important to note that more data does not necessarily mean better data. The same challenges with measurement and the same challenges associated with identifying causal structures exist. In some ways, they are worse. Indeed, and as Canali [15] explains, “the problem is not finding correlations but rather finding too many of them”. Even though larger samples sizes will always help us with more precise estimation (whether that be for identifying putative causal links or estimating effect sizes), having access to more variables only puts more emphasis on the importance of correctly specifying a theory.
10 Conclusion

In this work, we have argued that without a framework to interrogate data for causal quantities, psychologists will not have the tools needed to adequately specify and/or test their theories. Accordingly, we presented a new research pipeline, presented in Figure 1. By incorporating tools developed as part of recent progress in the intersection of the machine learning, semiparametric statistics, causal inference, and causal discovery fields, psychologists can move their approach to research to fall more in line with their (causal) goals as scientists. In spite of numerous potential pitfalls and limitations associated with the causal endeavour, it is only through trying that progress is made, and we otherwise resign ourselves to ambiguous pseudo-causal interpretations of arbitrary estimates of correlations and associations.
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