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Abstract

Nanodiamonds have a wide range of applications including catalysis, sensing, tribology and biomedicine. To leverage nanodiamond design via machine learning, we introduce the new dataset ND5k, consisting of 5,089 diamondoid and nanodiamond structures and their frontier orbital energies. ND5k structures are optimized via tight-binding density functional theory (DFTB) and their frontier orbital energies are computed using density functional theory (DFT) with the PBE0 hybrid functional. We also compare recent machine learning models for predicting frontier orbital energies for similar structures as they have been trained on (interpolation on ND5k), and we test their abilities to extrapolate predictions to larger structures. For both the interpolation and extrapolation task, we find best performance using the equivariant graph neural network PaiNN. The second best results are achieved with a message passing neural network using a tailored set of atomic descriptors proposed here.
1 Introduction

Research on nanomaterials has experienced a rapid upswing in recent decades.\textsuperscript{1, 2} Among the different material classes, nanodiamonds stand out due to their unusually high stability, biocompatibility, and notable electronic properties, leading to applications in catalysis, sensing, tribology, biomedicine, and many more.\textsuperscript{3, 4} In the field of photocatalysis, nanodiamonds are used as a source of electrons, enabling high-energy reduction reactions in the liquid phase, including the reductions of N\textsubscript{2} to ammonia, of CO\textsubscript{2} to CO, and of water into its elements.\textsuperscript{5–8}

A large body of scientific literature has been dedicated to the investigation of specific nanodiamond properties, both from experimental and theoretical perspectives.\textsuperscript{9–14} At the same time, the design of diamond-based materials remains a hot topic for several applications.\textsuperscript{15–18} The most prominent approaches for “tuning” the nanodiamonds’ properties are size modification,\textsuperscript{19–21} surface functionalization\textsuperscript{22–25} and the incorporation of dopant atoms.\textsuperscript{26–28} Further design choices include the degree of surface graphitization on the nanodiamonds\textsuperscript{29, 30} and the use of composite materials to complement and enhance their properties.\textsuperscript{31–34} The wide range of design possibilities renders a large array of possible nanodiamond configurations of which only a few can be tested in dedicated individual studies, ultimately resulting in slow design processes.

High-throughput screening has recently emerged as a pathway for rapidly identifying candidate materials for a given application.\textsuperscript{35} In this approach, a wide range of materials is tested for a certain set of properties using an inexpensive theoretical or experimental method. Subsequently, the most promising materials can further be researched in more elaborate studies. Theory-based algorithms that can perform such inexpensive predictions either come from the field of quantum chemistry (e.g., tight-binding density functional theory, DFTB),\textsuperscript{36} or from the field of machine learning (ML).\textsuperscript{35} In supervised ML, generally, a suitable algorithm learns to perform a desired mapping, e.g., that from a chemical structure to its HOMO-LUMO gap, given a dataset of examples (training set). The ML workflow consists of obtaining this training set, choosing a suitable ML algorithm, training the algorithm on the training set and finally testing its performance on unseen data. The trained ML algorithm is then able to perform the mapping much faster than the corresponding quantum chemical approaches.

Machine-learning frontier orbital energies of molecules and materials has been the subject of previous investigations. A range of studies focused on learning frontier orbital energies and related properties for optimizing solar photovoltaic materials.\textsuperscript{37–44} Further studies explored the use of different molecular descriptors,\textsuperscript{37, 45–50} investigated structure-property relationships,\textsuperscript{43, 49} compared different DFT functionals,\textsuperscript{51} and presented im-
proved learning strategies.\textsuperscript{52}

For ML in chemistry, mainly two types of learning algorithms have become popular over the last years, atomic fingerprinting techniques and graph neural networks (GNNs).\textsuperscript{53} Both can operate on molecules of arbitrary size and are usually designed to inherently obey the invariances and equivariances of physical properties with respect to global rotation and translation of the molecular system, as well as permutation of indistinguishable atoms.

In atomic fingerprinting techniques, atom-wise symmetry functions are calculated for each atom of the system.\textsuperscript{54–56} These functions describe the local chemical environment of an atom in a rotation- and translation-invariant manner. Two of the most popular algorithms are the atom-centered symmetry functions as introduced by Behler and Parinello,\textsuperscript{54} and the smooth overlap of atomic positions (SOAP) descriptor.\textsuperscript{55} Fingerprinting approaches are often used with kernel ridge regression (KRR) for the prediction of atomic or molecular properties.\textsuperscript{57}

GNNs for molecules are neural networks which, instead of taking dedicated feature functions as inputs, directly process atom positions and types and learn a representation of suitable features internally. They represent molecular structures as graphs, with nodes representing the atoms and edges representing their interactions (either bonded or nearby nonbonded).\textsuperscript{58–67} Each graph node (and sometimes also each edge) is assigned a feature vector that carries information on the atom (or bond) it represents, often starting with a one-hot encoding of the atom (bond) type. During training, these features are updated by graph convolutions that share parameters in such a way that permutation invariance or equivariance is maintained. The convolution kernels typically depend upon distances or angular information between atoms, such that translational and rotational invariance or equivariance is also maintained. The prediction of the desired molecular property is usually made in a final readout step, e.g. by summing or averaging the feature vectors after the last convolution layer, by processing them with a densely connected network, or applying more elaborate aggregation functions.\textsuperscript{59}

In order to balance bias and variance, simpler models such as KRR typically have lower prediction error for little data. On the other hand, more expressive models such as deep NNs tend to be superior in the large-data limit, and also exhibit better computational cost scaling to large amounts of data and large numbers of chemical species. Accordingly, GNNs have recently achieved top-level performances on the large standard chemistry ML databases,\textsuperscript{63–65} however, their application to new problems is often limited by the amount of data available for the learning task at hand. A few large chemistry datasets containing DFT-computed properties of small molecules are freely available.\textsuperscript{68–73} However, system-
atically crafted datasets of nanomaterials containing molecular data obtained from a high level of theory usually consist of only a few hundred data points, rendering them insufficient for their use in large-scale design approaches. Such databases are highly desirable for the design of nanodiamonds as, i.e., photocatalysts, electronic devices and energy materials.

In this paper, we introduce the ND5k dataset, which consists of 5,089 diamondoid and nanodiamond structures optimized via DFTB. In addition, we report their frontier orbital energies, which are key properties for the aforementioned applications, computed at DFT PBE0-D3/SVP level of theory. Diamondoids are molecular-scale nanodiamonds, the smallest being adamantane ($\text{C}_{10}\text{H}_{16}$), while the largest structure of the dataset is about 1.2 nm in size and contains 189 heavy (non-H) atoms. From the chemistry ML perspective, this dataset provides a natural extension to existing databases of organic molecules (QM7b, QM9, OE62, etc.) towards larger and more complex carbon-based structures. In the present study, we analyze general trends in the ND5k dataset and extract design choices for nanodiamonds in photocatalysis. Furthermore, we test latest ML approaches for use with this dataset and discuss their performances as well as their abilities to extrapolate their predictions towards even larger nanodiamonds. In particular, we compare the SOAP KRR approach with three GNNs, an edge-conditioned GNN with set2set pooling (enn-s2s), as well as SchNet and the equivariant PaiNN. In this context, we propose an extension of GNNs to take advantage of both molecular fingerprints and GNN learning architectures, which we apply to the enn-s2s architecture.
2 Methods

2.1 Dataset Computations

Diamondoid and nanodiamond structures were generated in a semi-automated fashion. Structure optimization was performed via DFTB using Grimme’s extended tight binding (xtb) software,\textsuperscript{85} version 6.2.3, the GFN2-xTB method\textsuperscript{86} and default settings for geometry optimization. The validity of the DFTB optimization is discussed in more detail in the supporting information. If steric hindrance on the surface of the highly decorated nanodiamonds was too strong, surface groups were removed and replaced with hydrogen (which was especially common for amine- and hydroxyl-terminated nanodiamonds). For the case of N dopants in the nanodiamond lattice, one neighboring C atom was removed to form a nitrogen-vacancy structure, if (and only if) the structure without a vacancy was not stable. Sanity checks were performed to ensure that chemically reasonable structures were generated. Subsequently, single point calculations were performed within the ORCA 5 software package,\textsuperscript{87} using the PBE0 hybrid functional,\textsuperscript{88,89} Ahlrich’s def2-SVP basis set\textsuperscript{90,91} and Grimme’s third-order atom-pairwise dispersion correction with Becke-Jones damping (D3BJ).\textsuperscript{92} The RIJCOSX approximation and an appropriate auxiliary basis set were used to speed up integral calculations, as implemented in the ORCA default settings.\textsuperscript{93,94} We used the ORCA DEFGRID1 integration grid option for fast integral calculations, the deviations to the more accurate DEFGRID2 default option are in the order of 0.01 eV for the frontier orbital energies.

2.2 Machine Learning Models

In supervised ML, as a rule of thumb, kernel methods are to be preferred when less than $10^3$–$10^4$ training points are available, and NN-based approaches otherwise.\textsuperscript{95} Our present dataset has an intermediate size, and will therefore compare both types of methods for machine learning the frontier orbital energies of the ND5k structures.

The first ML setup uses the SOAP atomic fingerprinting technique in conjunction with KRR. Following Parsaeifard et al.,\textsuperscript{56} in the SOAP approach, a Gaussian of width $\sigma$ is centered on each atom within the cutoff distance of a central atom $k$ at position $r_k$. The resulting density of atoms is multiplied with a cutoff function $f_{\text{cut}}$ which smoothly approaches zero at a cutoff radius over a characteristic width $r_\delta$,

$$
\rho^k(r) = \sum_i \exp\left(-\frac{(r-r_{ki})^2}{2\sigma^2}\right) \times f_{\text{cut}}(|r-r_{ki}|).
$$

(1)
This density is then expanded in terms of orthogonal radial functions $g_n(r)$ and spherical harmonics $Y_{lm}(\theta, \phi)$ as

$$\rho^k(r) = \sum_{nlm} c^k_{nlm} g_n(r) Y_{lm}(\theta, \phi),$$

(2)

where $c^k_{nlm} = \langle g_n Y_{lm} | \rho^k \rangle$. Finally,

$$p^k_{nn'l} = \sqrt{\frac{8\pi^2}{2l+1}} \sum_m c^k_{nlm} (c^k_{n'l|m})^*$$

(3)

are obtained as rotationally invariant scalar descriptors of the central atom $k$'s environment. The SOAP fingerprint vector $F_k$ then contains all $p^k_{nn'l}$ with $n, n' \leq n_{\text{max}}$ and $l \leq l_{\text{max}}$.56

Second, we use the enn-s2s GNN as proposed by Gilmer et al.59 Within this approach, the undirected molecular graph $G$ is initiated with atomic feature vectors $x_v = h^0_v$ of size $d$ at the graph nodes, containing a set of chemical properties of the respective element (e.g., one-hot atom type, atomic number, hybridization state, etc.), and bond features $e_{vw}$ at the graph edges (containing, e.g., one-hot bond type and bond distance). The hidden states $h^0_v$ of the nodes then get updated $T$ times during the message passing phase, which is defined in terms of message functions $M$ that generate messages $m_v^{t+1}$, and node update functions $U$:

$$m_v^{t+1} = \sum_{w \in N(v)} M_t(h_v^t, h_w^t, e_{vw})$$

(4)

with $h_v^{t+1} = U_t(h_v^t, m_v^{t+1})$, where $w \in N(v)$ denotes the neighbors $w$ of node $v$ in graph $G$. Here, the message function has the form $M(h_v, h_w, e_{vw}) = A(e_{vw}) h_w$, where $A(e_{vw})$ is a dense NN that maps the edge vector $e_{vw}$ to a $d \times d$ matrix, and a gated recurrent unit (GRU)96 is used for the update function. After the message passing, the graph information is accumulated using a set2set operator,97 whose output is then passed to a dense NN that computes the final prediction.59

In the recent GNN developments, one of the main improvements was the increased ability of the networks to harness structural information for their predictions. While earlier variants such as the enn-s2s proposed by Gilmer et al.59 and SchNet98,99 were only able to use atomic distances for their predictions, more recent approaches, such as DimeNet,100,101 L1Net64 and PaiNN,63 are able to efficiently make use of angular information as well. Following the same idea, we propose to replace the atom-type-specific node embeddings of GNNs with atom-centered descriptors of the atoms’ local environments. Furthermore, these descriptors may be condensed by applying dimensionality reduction techniques, such as principle component analysis (PCA).56,102–104 In this study,
we implement two variants of the enn-s2s: The first one uses SOAP node embeddings (SOAP-enn-s2s) for the graph setup, and the second one uses the PCA-reduced SOAP vectors (SOAP-PCA-enn-s2s) instead of generic atomic descriptors as initial node embeddings of the graphs. For the latter, the 1548-dimensional SOAP vectors are reduced to 133-dimensional vectors via PCA, thereby retaining 99.99 % of their variance.

The other type of GNN which we apply, SchNet, takes an alternative approach.\textsuperscript{98,99} Here, the node representations are initialized randomly for each element type and subsequently adapted (learned) during training. During the message passing, continuous-filter convolutions are used to incorporate the influence of neighboring atoms. After passing $N$ such interaction layers, a prediction block is used to obtain the final result. For the prediction of molecular properties, a sum-over-nodes operation (sum pooling) is used to obtain extensive properties and an average pooling to obtain intensive properties.\textsuperscript{98,99}

Recently, the polarizable atom interaction NN (PaiNN) was proposed as an extension of SchNet.\textsuperscript{63} The PaiNN architecture uses equivariant representations over angular features to enable the incorporation of angular information into the learning process. Thus, the network receives additional structural data while retaining the ability to make rotation-invariant predictions by design.\textsuperscript{63}

### 2.3 Machine Learning Details

Machine learning was performed within Python, using the libraries \textit{librascal}\textsuperscript{105} and \textit{scikit-learn}\textsuperscript{106} for KRR with SOAP, and the \textit{pytorch},\textsuperscript{107} \textit{pytorch-geometric}\textsuperscript{108} and \textit{schnetpack}\textsuperscript{99} libraries for deep learning with GNNs. The SOAP vectors used as inputs for the SOAP node embedding (SOAP) enn-s2s approach were computed using the \textit{Dscribe} package\textsuperscript{109} in conjunction with the atomic simulation environment package (\textit{ase}) as described by Larsen \textit{et al.}\textsuperscript{110} The dataset was split into 66 % train and 17 % test subsets (KRR), or 66 % train, 17 % validation and 17 % test subsets (NN training), using a stratified split. The six low LUMO energy outliers at $E < -6$ eV were removed for learning LUMO energies. For NN training, early stopping was applied. The enn-s2s architecture is based on the continuous kernel-based convolutional operator NNConv\textsuperscript{59,108} and inspired by the work of Ramahan \textit{et al.} who used a similar architecture for learning frontier orbital energies and total energies of large organic molecules.\textsuperscript{48} For PaiNN, we used the implementation provided alongside the original publication.\textsuperscript{63} Further details on the ML setup are available in the supporting information.
3 Results

3.1 The ND5k Dataset

The ND5k dataset is publicly available as described in the data availability section 6. Structures in ND5k were generated systematically, as indicated in the flowchart in figure 1. We selected 17 structures of undoped, H-terminated diamondoids and small nanodiamonds as base structures for the dataset. Diamondoids are nanodiamonds of molecular size, of which the smallest, adamantane (C\textsubscript{10}H\textsubscript{16}), consists of only one cage of tetrahedrally coordinated carbon atoms. The larger diamondoids can be built from this structure by subsequently adding further diamond cages to this structure. The largest base structure in the dataset is a nanodiamond with sum formula C\textsubscript{109}H\textsubscript{80} and a diameter of ca. 1.2 nm. An overview of all base structures is provided in the supporting information, figure S1.

To create a more diverse set of structures, each base nanodiamond was covered with each of the surface moieties H, F, OH or NH\textsubscript{2} and added to the dataset, as these are common surface decorations in nanodiamond synthesis.\textsuperscript{23, 111–114} In a third step, each of these structures was doped with one or two dopant atoms, including B, N, Si and P, and the resulting structures were added to the dataset. While B doping of diamond materials can readily be achieved experimentally,\textsuperscript{12, 28, 83} n-type doping remains a challenge so far.\textsuperscript{26, 115} Moreover, doping with Si\textsuperscript{116–118} and P\textsuperscript{119–121} is especially difficult, because the small lattice parameters and its high stiffness hinder the incorporation of large dopants into the diamond lattice. Still, we include these dopants in the dataset to cover a wider range of structures and to acknowledge the fact that in principle, doping with these atoms is possible.

For each combination of base structure, surface covering and (co-)doping, three different structures with varying positions of the dopant atoms are included in the dataset. This combinatorial approach results in a total of 2,908 structures. Finally, to obtain not only fully, but also partially functionalized nanodiamond structures, for the F-, OH- and NH\textsubscript{2}-terminated structures, a random number of surface moieties was removed and replaced by hydrogen and the new structure added to the dataset. The final dataset then contains 5,089 structures in total. Note that for each singly doped adamantane structure only two distinct dopant positions are possible and therefore, only two structures could be inserted instead of three.

All ND5k structures were optimized using DFTB and their single point properties calculated within standard DFT using the PBE0 hybrid functional (see Methods section). In this work, we focus on the energies of the nanodiamonds’ frontier orbitals that were ob-
tained from the calculations, i.e., the highest occupied molecular orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO), as these are most relevant for applications such as electronic devices and photocatalysis.

Figure 2 shows a histogram of the ND5k HOMO and LUMO energies that were obtained at PBE0 level of theory. The HOMO energies range from $-10.6$ to $+0.3$ eV, and most structures have a HOMO energy between $-7$ and $-6$ eV. One set of structures is separated from the main distribution and locates at lower energy values $E < -9$ eV, representing the highly fluorinated diamondoids and nanodiamonds. Another small set of structures has higher energy values $E > -2$ eV which are mostly H-terminated, P-doped larger nanodiamonds. The LUMO energies range from $-3.9$ to $+1.6$ eV, and most structures have a LUMO energy around $+1$ eV. This is consistent with the fact that nanodiamonds, especially when H- or NH$_2$-terminated, are known to have a negative electron affinity.\textsuperscript{122} The LUMO distribution has a longer tail towards more negative energies, and six outliers can be identified at $E < -6$ eV. These six structures are larger nanodiamonds with full or partial F-termination and two B dopants incorporated into the nanodiamond lattice.
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Figure 1: Flowchart illustrating the composition of the ND5k structures. The example shows the nanodiamonds with $C_{35}H_{36}$ base structure, F surface covering, two B dopants, and full or partial F-termination. Color: H (grey), B (rose), C (black), N (dark blue), O (red), F (light blue), Si (green), P (orange).
Very specific nanodiamond properties are desired for each individual application, according to the specific use case. For example, in photocatalysis, nanodiamonds with negative electron affinity are needed to enable facile emission of electrons from the nanodiamond upon light excitation.\textsuperscript{5–8, 123} The electrons that are generated in this way are potent reduction agents which can initiate high-energy reduction reactions, e.g., the reduction of N\textsubscript{2} to ammonia.\textsuperscript{5, 124} The reaction is usually performed in aqueous environments: Here, one electron is excited into the nanodiamonds’ conduction band and then moves into the unoccupied states of the water bulk. For our purposes, the nanodiamond’s conduction band minimum energy can be approximated as the LUMO energy of the molecular nanodiamond. Similarly, the adjacent water can be regarded as an amorphous semiconductor with a conduction band minimum at around $-1$ eV into which the electron is transferred.\textsuperscript{32, 125} To enable the ejection of an electron, the LUMO (or conduction band minimum) of the nanodiamond needs to be energetically above the water’s conduction band minimum. Furthermore, it is desirable to drive the reaction using sunlight, meaning that the nanodiamond’s HOMO-LUMO gap should be at around 2.6 eV or lower.

According to these criteria, we filtered a list of 45 candidate structures from our dataset, with LUMO energies $\geq -1$ eV and gap energies $\leq 2.6$ eV, which are presented in table 3.1. The proposed structures are mostly larger nanodiamonds with either H or NH\textsubscript{2} surface decoration and mostly doped with P. Owing to the quantum confinement effect, larger structures generally have smaller optical gaps, and are thus better suited for this approach. The H and NH\textsubscript{2} surface coverings facilitate adequately high LUMO
energies and concomitant negative electron affinities, as demonstrated in various experimental studies. Finally, the n-type doping introduces new occupied states into the nanodiamond gap, from which electrons can facilely be excited into the unoccupied states. Here, phosphorous seems to be preferable over nitrogen doping, because the excess electrons introduced by the P dopants are located at relatively higher energy levels. In the supporting information, we plot the structures and frontier orbital shapes of ten P-(co-)doped nanodiamonds taken from table 3.1. For all structures, the HOMO is located at the respective P dopant atom. The LUMO is located at the surface of the nanodiamond in 8 of 10 structures, and located at the second dopant (boron) in two structures. For one representative structure (C$_{48}$H$_{48}$ base structure, one single phosphorous dopant, hydrogen surface termination, index 3001), the HOMO and LUMO orbitals are depicted in figure 3. The HOMO is well localized at the P dopant, and the diffuse LUMO is spread out over the surface of the whole structure. It is well known that spherical nanodiamonds, diamondoids, and clusters of diamondoids have uniquely shaped unoccupied orbitals: For these structures, the LUMOs resemble atomic s-orbitals, and next highest unoccupied orbitals are shaped like atomic p-, d-, and f-orbitals. The same type of unoccupied orbitals are present in the nanodiamond shown here, with slight distortions due to the low symmetry of the structure. Thus, the phosphorous doping of the nanodiamond introduces a new occupied electronic level, while the overall electronic structure is retained. Accordingly, hydrogen- or amine-covered, phosphorous-doped nanodiamonds are promising candidate materials to perform sunlight-driven electron emission in the aqueous phase. This finding can be regarded as a qualitative design suggestion for future research in this field.

Different nanodiamond applications may rely on other values of the particles’ frontier orbital alignments. In the supporting information, we summarize the ND5k structures which have the highest and lowest HOMO, LUMO and gap energies, respectively, and shortly discuss the general trends.
Figure 3: a) Structure, b) HOMO contour plot, c) LUMO contour plot of the nanodiamond with ND5k index 3001 (P-doped, H-terminated, $C_{48}H_{48}$ base structure). Color: H (grey), C (yellow), P (orange). The well localized HOMO is plotted with isovalue $\pm 0.05$, the diffuse LUMO with isovalue $\pm 0.01$. 
Table 1: Overview of the 45 ND5k structures with LUMO energies $\geq -1$ eV and gap energies $\leq 2.6$ eV for application as photocatalysts: ND5k index, base structure (ND), surface species, dopants (D1, D2), HOMO, LUMO and gap energies (all in eV). The base structures abbreviated as 123tet, 1212pent and 12312hex are the diamondoids [123]tetratantane, [1212]pentatantane and [12312]hexamantane, respectively (see also the overview of base structures in the SI).

| Index | ND      | Surface | D1 | D2 | E(HOMO) | E(LUMO) | E(gap) |
|-------|---------|---------|----|----|---------|---------|--------|
| 2416  | C_{35}H_{36} | H P P   | 0.033 | 0.557  | 0.525   |         |        |
| 3785  | C_{68}H_{63} | OH/H P | -1.649 | 0.942  | 2.591   |         |        |
| 3892  | C_{74}H_{64} | H B N   | -2.011 | 0.574  | 2.585   |         |        |
| 3641  | C_{68}H_{64} | NH$_2$ B N | -3.219 | -0.652 | 2.567   |         |        |
| 3001  | C_{48}H_{48} | H P     | -1.435 | 1.129  | 2.564   |         |        |
| 2701  | C_{35}H_{36} | H P     | -1.430 | 1.073  | 2.503   |         |        |
| 3614  | C_{68}H_{64} | H N P   | -1.324 | 1.174  | 2.498   |         |        |
| 4693  | C_{104}H_{78} | OH/H P | -1.688 | 0.767  | 2.456   |         |        |
| 1485  | 123tet   | H B N   | -1.870 | 0.584  | 2.454   |         |        |
| 3992  | C_{74}H_{64} | NH$_2$ N | -3.160 | -0.752 | 2.408   |         |        |
| 3923  | C_{74}H_{64} | H P Si  | -1.456 | 0.909  | 2.365   |         |        |
| 4874  | C_{106}H_{80} | NH$_2$/H P | -1.654 | 0.708  | 2.363   |         |        |
| 3998  | C_{74}H_{64} | NH$_2$ P | -1.248 | 1.054  | 2.301   |         |        |
| 4001  | C_{74}H_{64} | NH$_2$/H P | -1.332 | 0.952  | 2.284   |         |        |
| 2878  | C_{35}H_{36} | OH P   | -2.052 | 0.223  | 2.274   |         |        |
| 1789  | 1212pent | H B P   | -2.874 | -0.617 | 2.257   |         |        |
| 4903  | C_{106}H_{80} | NH$_2$/H P | -1.399 | 0.810  | 2.209   |         |        |
| 3922  | C_{74}H_{64} | H P Si  | -1.424 | 0.693  | 2.117   |         |        |
| 4524  | C_{104}H_{78} | H P P | -0.930 | 1.184  | 2.114   |         |        |
| 4600  | C_{104}H_{78} | NH$_2$ P | -1.069 | 1.028  | 2.097   |         |        |
| 2743  | C_{35}H_{36} | NH$_2$ B P | -2.543 | -0.455 | 2.088   |         |        |
| 3012  | C_{48}H_{48} | H N P   | -1.233 | 0.849  | 2.082   |         |        |
| 3634  | C_{68}H_{64} | NH$_2$ B | -2.417 | -0.357 | 2.060   |         |        |
| 2746  | C_{35}H_{36} | NH$_2$/H B P | -2.424 | -0.391 | 2.033   |         |        |
| 4598  | C_{104}H_{78} | NH$_2$ P | -0.968 | 0.962  | 1.930   |         |        |
| 4220  | C_{88}H_{80} | H P P   | -0.990 | 0.906  | 1.896   |         |        |
| 4505  | C_{104}H_{78} | H N     | -0.660 | 1.161  | 1.822   |         |        |
| 3620  | C_{68}H_{64} | H P P   | -0.943 | 0.870  | 1.813   |         |        |
| 3315  | C_{53}H_{48} | H N Si  | -1.101 | 0.623  | 1.725   |         |        |
| 4809  | C_{106}H_{80} | H P     | -0.540 | 1.104  | 1.644   |         |        |
| 4601  | C_{104}H_{78} | NH$_2$/H P | -0.740 | 0.884  | 1.624   |         |        |
| 5074  | C_{106}H_{80} | F/H P   | -2.155 | -0.590 | 1.565   |         |        |
| 4602  | C_{106}H_{80} | NH$_2$/H P | -0.540 | 1.01   | 1.550   |         |        |
| 3314  | C_{53}H_{48} | H N Si  | -0.957 | 0.557  | 1.514   |         |        |
| 4599  | C_{106}H_{80} | NH$_2$ P | -0.277 | 1.160  | 1.437   |         |        |
| 3397  | C_{53}H_{48} | NH$_2$/H P | -0.514 | 0.909  | 1.423   |         |        |
| 4825  | C_{106}H_{80} | H P Si  | -0.565 | 0.750  | 1.316   |         |        |
| 4521  | C_{106}H_{78} | H P P | -0.383 | 0.838  | 1.221   |         |        |
| 3394  | C_{53}H_{48} | NH$_2$ P P | -0.592 | 0.621  | 1.214   |         |        |
| 4823  | C_{106}H_{80} | H P P | -0.381 | 0.799  | 1.180   |         |        |
| 3016  | C_{48}H_{48} | H P P | -0.500 | 0.675  | 1.174   |         |        |
| 3647  | C_{68}H_{64} | NH$_2$ B P | -1.580 | -0.518 | 1.062   |         |        |
| 2711  | C_{35}H_{36} | H N P | -0.380 | 0.412  | 0.792   |         |        |
| 2709  | C_{35}H_{36} | H N P | -0.097 | 0.522  | 0.619   |         |        |
3.2 Predicting Frontier Orbital Energies with Machine Learning

We use the six ML algorithms introduced before (SOAP KRR, enn-s2s, SOAP-enn-s2s, SOAP-PCA-enn-s2s, SchNet, PaiNN) to predict the frontier orbital energies of the structures in the ND5k dataset. For learning LUMO energies, we remove the six low-energy-LUMO outliers (E(LUMO) < −6 eV) from the dataset. In all cases, hyperparameters were optimized by an iterative grid search, and the final values are listed in the supporting information. In addition to the ND5k learning task, we compiled a test set of 24 nanodiamonds with larger base structures than available in the ND5k dataset and random surface covering and doping patterns, in accordance with the ND5k setup. This ND5k large test set, referred to as ND5k-lt, was used to evaluate the extrapolation capabilities of the ML algorithms towards larger structures. For PaiNN, we use both sum pooling and average pooling after the message passing phase, while SchNet use average pooling only and the enn-s2s variants use set2set (learnable) pooling only.

The mean absolute errors (MAE) obtained by different ML methods are summarized in table 2, learning curves are plotted in figure 4. Results for all algorithms are averaged over 6 random splits. An overview of the models’ hyperparameters and a more detailed description of the enn-s2s architecture are given in the supporting information.

Table 2: Mean absolute errors (MAE, in eV) for ND5k HOMO and LUMO energy predictions, and errors for predicting HOMO and LUMO energies of 24 larger nanodiamonds (ND5k-lt) after training on ND5k. Uncertainties are measured in root mean squared error (RMSE) (in parentheses). Best MAE results are bold.

| ML Method       | ND5k HOMO Energy | ND5k LUMO Energy | ND5k-lt HOMO Energy | ND5k-lt LUMO Energy |
|-----------------|------------------|------------------|---------------------|--------------------|
| SOAP KRR        | 0.28 (0.41)      | 0.35 (0.50)      | 1.2 (1.7)           | 0.66 (0.82)        |
| enn-s2s         | 0.22 (0.35)      | 0.23 (0.41)      | 0.48 (0.85)         | 0.26 (0.34)        |
| SOAP-enn-s2s    | 0.22 (0.35)      | 0.21 (0.39)      | 2.2 (2.7)           | 1.5 (1.7)          |
| SOAP-PCA-enn-s2s| 0.18 (0.27)      | 0.20 (0.37)      | 0.38 (0.63)         | 0.25 (0.33)        |
| SchNet          | 0.23 (0.35)      | 0.22 (0.39)      | 0.45 (0.70)         | 0.26 (0.34)        |
| PaiNN avg pool  | **0.16 (0.27)**  | **0.19 (0.32)**  | **0.34 (0.52)**     | **0.23 (0.31)**    |
| PaiNN sum pool  | 0.18 (0.29)      | **0.20 (0.35)**  | 2.6 (3.1)           | 0.53 (0.71)        |
Of all ML methods employed for ND5k learning, the SOAP KRR yields the highest errors (MAEs around 0.3 eV), and the GNNs enn-s2s and SchNet achieve slightly better results (MAEs around 0.22 eV). The LUMO energy predictions of the SOAP-enn-s2s variant are improved by 0.02 eV MAE compared to the plain enn-s2s, and the SOAP-PCA-enn-s2s yields a further small improvement of 0.04 eV and 0.01 eV for HOMO and LUMO energies, respectively. The best results are obtained from the PaiNN model that uses average pooling, with MAEs of 0.16 eV and 0.19 eV for HOMO and LUMO energy.
predictions, respectively. The second best results for the interpolation task achieved by
the PaiNN model with sum pooling and the SOAP-PCA-enn-s2s.

The incorporation of additional structural information into the enn-s2s graph nodes
via plain SOAP descriptors does not significantly affect the learning performance on the
interpolation task. For extrapolation to ND5k-lt, the MAEs are even strongly increased to
> 1 eV. The removal of redundant information from the SOAP vectors via PCA then not-
tably improves the results by increasing learning efficiency while making the model less
prone to overfitting: In the SOAP-PCA-enn-s2s dimensionality reduction, 99.99 % of
the SOAP vectors’ variance was retained after reducing their size by over 90 %, thereby
also improving the computational efficiency of the network. The SOAP vectors carry
information on all possible three-body-interactions between all elements present in the
dataset, many of which are obsolete for most structures, yielding highly sparse descrip-
tors. Thus, in accordance with earlier studies,56,104 the unedited SOAP vectors contain a
large amount of redundant information, which probably also limits the effectiveness of the
SOAP KRR model. However, finally, the PaiNN architecture is best able to efficiently ex-
plot the structural information within the ND5k dataset, and expressive enough to model
the highly non-linear structure-property relationships, yielding the lowest MAEs.

As can be seen in figure 4a and b, the learning curves of all graph neural networks are
very similar to each other. For PaiNN, the use of average pooling, which directly encodes
size-intensivity into the architecture, accelerates the learning over sum pooling. Interest-
ingly, PaiNN initially scores higher errors than the other networks, but then converges to
the best final result. The learning curves with respect to the number of training examples
are depicted in figure 4c and d. Kernel regression tends to be superior when less training
data is available, however, the actual performance always depends on the specific learning
task.127,128 Here, the SOAP KRR is constantly outperformed by all GNNs, even for small
training set sizes. Apparently, the GNN architectures are generally superior to the SOAP
KRR approach for the learning task at hand. For HOMO energy predictions, PaiNN with
average pooling constantly yields the best results, however, for LUMO energy predictions
it gets slightly outperformed by the SOAP-PCA-enn-s2s for intermediate training set sizes
(1000 and 2000 datapoints). Interestingly, the SOAP-enn-s2s initially gets outperformed
by the plain enn-s2s, indicating that the large SOAP-enhanced architecture needs more
data to learn effectively. Generally, the enn-s2s curves clearly substantiate that the in-
corporation of SOAP features into the architecture and the PCA-reduction of the SOAP
descriptors both accelerate learning and improve the final result.

We also compared the performance of the SOAP-PCA-enn-s2s model to the plain
enn-s2s on two different datasets, QM9 (134k small organic molecules)69,71 and OE62
(62k diverse medium size organic molecules)\textsuperscript{73} for learning frontier orbital energies. For both datasets, the enn-s2s architecture was again fine-tuned using a small grid-based hyperparameter search as described in the supporting information. On the QM9 dataset, the plain enn-s2s scored MAEs of 84 meV and 86 meV for HOMO and LUMO energies, respectively. The error was reduced to 60 meV and 79 meV, respectively, when using the SOAP-PCA variant. We note here that, while this is a substantial improvement, the errors are still higher than state of the are accuracy (< 25 meV MAEs)\textsuperscript{101,129} and can probably be further reduced by a more elaborate tuning of hyperparameters. On the OE62 dataset, MAEs of 145 meV and 141 meV were obtained for HOMO and LUMO energies, respectively, using the plain enn-s2s. When using the SOAP-PCA variant, the MAEs decreased to 115 meV for both targets. Similar MAEs for this task were reported by Ramahan et al. when using a variant of the enn-s2s architecture (E\textsubscript{HOMO}: 148 meV, E\textsubscript{LUMO}: 145 meV).\textsuperscript{48}

In this work, the authors also used different variations of hybrid learning architectures to combine the enn-s2s GNN with molecular descriptors, however, the lowest MAEs from these architectures (E\textsubscript{HOMO}: 131 meV, E\textsubscript{LUMO}: 130 meV) are higher than those obtained from the SOAP-PCA-enn-s2s presented here.\textsuperscript{48}

The errors reported here for the ND5k dataset are much higher than those reported for other quantum chemistry datasets: Common frontier orbital energy MAEs are < 0.05 eV on QM9\textsuperscript{63} and < 0.15 eV on OE62.\textsuperscript{48} The higher errors arise from the high complexity and comparatively low size of the dataset, but are also a result of the conservative split (66 % training, 17 % validation, 17 % test) that was applied.

For the case of extrapolating predictions to larger nanodiamonds to the ND5k-lt set after training on the ND5k dataset, the SOAP KRR approach again performs rather poorly. Also, the SOAP-enn-s2s network scores high errors, which is probably due to overfitting after the incorporation of large sparse SOAP vectors into the learning architecture. However, also the prediction errors of PaiNN with sum pooling strongly deteriorate, especially for the prediction of HOMO energies (MAE of 2.6 eV). On the other hand, the less expressive SchNet and enn-s2s architectures as well as PaiNN with average pooling are much more robust in their predictions. Here, the average pooling PaiNN achieves the best results, with MAEs of 0.34 and 0.23 eV for HOMO and LUMO energy predictions, respectively.

The PaiNN model that uses sum pooling scores the second best results on the interpolation task, together with SOAP-PCA-enn-s2s. This is surprising, because frontier orbital energies are intensive properties, and sum pooling is usually only advantageous for learning extensive properties. In this case, however, as a result of the quantum size effect, the HOMO energies and the total numbers of atoms n\textsubscript{atoms} of the ND5k structures are
strongly correlated: The Pearson correlation coefficient $r_c$ between $E(\text{HOMO})$ and $n_{\text{atoms}}$ is $r_c = 0.47$, while for $E(\text{LUMO})$ and $n_{\text{atoms}}$ we find $r_c = 0.15$. This energy dependence saturates for large $n_{\text{atoms}}$, as illustrated in figures S4 and S5 in the SI.

The saturation of the quantum confinement effect leads to higher prediction errors for the structures outside the ND5k training range when the ML models intrinsically assume size extensivity by means of sum pooling. This effect is more pronounced for HOMO energy predictions, where the size correlation within ND5k is very strong and breaks down for the larger structures (see figure S4). The same effect, despite less pronounced, can be identified for the correlation of $n_{\text{atoms}}$ and LUMO energies. Especially the PaiNN with sum pooling gets fooled by the correlation within the ND5k dataset and its prediction errors increase drastically, correlating with increasing nanodiamond sizes.
4 Conclusions

In this study, we introduced the ND5k dataset, containing DFTB-optimized structures and DFT/PBE0-computed frontier orbital energies of 5,089 diamondoids and nanodiamonds. The dataset is based on 17 H-terminated, undoped base structures, covered by either one of five surface species (H, F, OH, NH$_2$, F/H, OH/H, NH$_2$/H) and (co-) doped with up to two dopant atoms (B, N, Si, P). From this dataset, we extracted a subset of 45 structures with frontier orbital alignments that make them suitable for use as photocatalysts in solar light-driven reduction reactions. The structures from this subset suggest that P-doped, H- and NH$_2$-covered nanodiamonds are promising candidate materials for this field. For further applications, such as electrode materials and sensors, the ND5k dataset provides both a source of pre-computed candidate structures and a basis for ML-guided design.

Furthermore, we tested six ML models for predicting the frontier orbital energies of the ND5k structures, and we evaluated their performances on extrapolating their predictions to larger nanodiamonds. For this, we exchanged the generic atom-wise node embeddings of an enn-s2s by their plain (SOAP-enn-s2s) or PCA-reduced (SOAP-PCA-enn-s2s) SOAP atomic descriptors. We found the latter to clearly outperform the other two enn-s2s variants, not only on ND5k, but also on the QM9 and OE62 datasets. The PaiNN GNN outperformed all other MD models on both the classical prediction task on ND5k, and on the extrapolation task on ND5k-lt. The second best overall results were obtained from the SOAP-PCA-enn-s2s.

The general approach used in the SOAP-PCA-enn-s2s architecture allows for the straight-forward incorporation of structural features into any GNN. Future investigations towards more efficient and robust learning algorithms making use of this approach may target different combinations of atomic descriptors, dimensionality reduction techniques, and GNNs.
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1 ND5k Base Structures

Figure S1 displays the 17 undoped, H-terminated base structures used to compile the ND5k dataset. In the dataset file and in the section below, the diamondoid structures will be abbreviated as follows: Adamantane (ad), Diamantane (di), Triamantane (tri), [123]Tetramantane (123tet), [121]Tetramantane (121tet), [1(2)3]Tetramantane (1-2-3tet), [1212]Pentamantane (1212pent), [1(23)4]Pentamantane (1234pent), [12312]Hexamantane (12312hex).

![Base structures of the ND5k dataset.](image_url)
2 DFTB Geometry Optimization of Nanodiamond Structures

The DFTB geometry optimization algorithm\(^1\) was tested against standard DFT optimization at PBE-D3/SVP level of theory.\(^2\)-\(^6\) For 11 randomly chosen NDs, structures were optimized with each method, and subsequent single point calculations were performed on PBE0-D3/SVP level of theory.\(^4\)-\(^8\) For the PBE0 HOMO and LUMO values, we found the following deviations (DFTB structures benchmarked against PBE structures, MAD is mean absolute deviation):

- **HOMO**: MAD: 0.230 eV, max. abs. dev.: 0.504 eV, min. abs. dev.: 0.027 eV
- **LUMO**: MAD: 0.195 eV, max. abs. dev.: 0.491 eV, min. abs. dev.: 0.008 eV

The deviations of DFTB-optimized structures benchmarked against PBE-optimized structures are around 0.2 eV MAD. When looking at the benchmark data in more detail, it is obvious that the deviations obtained for H- and F-terminated NDs (MADs of ca. 0.13 eV) are much smaller than for OH- and NH2-terminated NDs (MADs of ca. 0.36 eV). The latter NDs have many rotational degrees of freedom in their surface moieties and large H-bond networks on their surfaces, thus, we cannot expect the geometry optimization algorithms to find the global minimum energy conformation of the respective structures. Apparently, DFTB and PBE optimization yield different, but probably both still reliable (local) minimum energy structures. Therefore, their PBE0-computed frontier orbital energies differ more than in the case of single-atom (H or F) terminated NDs. The different structures obtained from DFTB and PBE optimization for two NDs are depicted in figures S2 and S3, corresponding to the structures with the largest frontier energy orbital differences in the benchmark set. The large deviations obtained from DFTB-optimized structures involving OH- and NH2-termination benchmarked against PBE-optimized structures likely do not result from shortcomings of the DFTB optimization, but from the fact that both optimization algorithms end up in different local energy minimum structures.

PBE0-computed optical gaps of diamondoids benchmarked against experiments have an MAD of around 1 eV,\(^2\) which is much higher than the error obtained by using DFTB instead of PBE geometry optimization. The massive computational speedup and the acceptably low error clearly justifies the use of the DFTB method for geometry optimization. We also tested the semiempirical PM7 method\(^9\) as implemented in Gaussian (PM7MOPAC)\(^10\) for fast structure optimizations, but found the DFTB algorithm to perform better overall, especially being faster and more stable than PM7.
3 Frontier Orbitals of P-doped Nanoadiamonds for Photocatalysis

Here, we display the structures and frontier orbitals of ten of the nanodiamonds that were filtered from the ND5k dataset as candidate structures for use in photocatalysis (see table 1 in the main document). Figures S4 and S5 contain plots of the the structure, HOMO and LUMO shapes for ten P-(co-)doped nanodiamonds.
Figure S4: From left to right: ND5k index (cf table 1 in main), structure, HOMO and LUMO contour plot. Color: H (grey), B (rose), C (yellow), N (violet), Si (light brown), P (orange). Isovalues of the contour plots are ±0.05, except for the diffuse LUMOs of nanodiamonds 2711, 3001, 3394, 3614, where the isovalue is ±0.01.
Figure S5: From left to right: ND5k index (cf table 1 in main), structure, HOMO and LUMO contour plot. Color: H (grey), B (rose), C (yellow), N (violet), Si (light brown), P (orange). Isovalues of the contour plots are ±0.05, except for the diffuse LUMOs of nanodiamonds 3998 and 4524, where the isoalue is ±0.01.
4 Trends in the ND5k Dataset

In the following tables S1 to S6 we summarize the ND configurations of the ND5k structures with the highest and lowest HOMO, LUMO and gap energies, respectively. For the cases of undoped and singly doped structures, the "dopant" atom C represents no doping.

Table S1: Configurations of the ten ND5k structures with the lowest HOMO energies: ND5k index, base structure (ND), surface species, dopants (D1, D2), HOMO, LUMO and gap energies (all in eV).

| Index | ND | Surface | D1 | D2 | E(HOMO) | E(LUMO) | E(gap) |
|-------|----|---------|----|----|---------|---------|--------|
| 223   | ad | F       | C  | C  | −10.5967| −1.3038 | 9.293  |
| 518   | di | F       | C  | C  | −10.5947| −1.4285 | 9.166  |
| 1136  | 1-2-3tet | F | C  | Si | −10.4318| −2.1995 | 8.232  |
| 819   | tri | F   | C  | C  | −10.3975| −1.3823 | 9.015  |
| 2324  | 1234pent | F | C  | C  | −10.3749| −0.9683 | 9.407  |
| 1120  | 1-2-3tet | F | C  | C  | −10.3486| −1.3033 | 9.045  |
| 2302  | 1234pent | F | B  | C  | −10.3181| −4.3767 | 5.941  |
| 2926  | C₃₅H₃₆ | F | C  | C  | −10.2891| −2.1723 | 8.117  |
| 797   | tri | F   | B  | C  | −10.2849| −2.8059 | 7.479  |
| 1115  | 1-2-3tet | F | B  | Si | −10.2796| −2.9255 | 7.354  |

Table S2: Configurations of the ten ND5k structures with the highest HOMO energies: ND5k index, base structure (ND), surface species, dopants (D1, D2), HOMO, LUMO and gap energies (all in eV).

| Index | ND | Surface | D1 | D2 | E(HOMO) | E(LUMO) | E(gap) |
|-------|----|---------|----|----|---------|---------|--------|
| 3921  | C₇₄H₆₄ | H     | P  | P  | 0.0327  | 0.5572  | 0.525  |
| 2709  | C₃₅H₃₆ | H     | N  | P  | −0.0974 | 0.522   | 0.619  |
| 4599  | C₁₀₄H₇₈ | NH₂   | P  | P  | −0.2768 | 1.1598  | 1.437  |
| 2711  | C₃₅H₃₆ | H     | N  | P  | −0.3804 | 0.4121  | 0.792  |
| 4823  | C₁₀₀H₈₀ | H     | P  | P  | −0.3808 | 0.7989  | 1.18   |
| 4521  | C₁₀₄H₇₈ | H     | P  | P  | −0.383  | 0.8382  | 1.221  |
| 3016  | C₃₅H₃₆ | H     | P  | P  | −0.4998 | 0.6747  | 1.174  |
| 3397  | C₅₃H₄₈ | NH₂/H | P  | P  | −0.5141 | 0.9086  | 1.423  |
| 4809  | C₁₀₀H₈₀ | H     | C  | P  | −0.54   | 1.1041  | 1.644  |
| 4602  | C₁₀₄H₇₈ | NH₂/H | P  | P  | −0.5402 | 1.01    | 1.55   |
Table S3: Configurations of the ten ND5k structures with the lowest LUMO energies: ND5k index, base structure (ND), surface species, dopants (D1, D2), HOMO, LUMO and gap energies (all in eV).

| Index | ND      | Surface | D1 | D2 | E(HOMO) | E(LUMO) | E(gap) |
|-------|---------|---------|----|----|---------|---------|--------|
| 5004  | C109H80 | F       | B  | B  | −9.4822 | −8.6369 | 0.845  |
| 4402  | C88H80  | F       | B  | B  | −9.0967 | −8.5691 | 0.528  |
| 4703  | C104H78 | F       | B  | B  | −9.6228 | −8.2213 | 1.402  |
| 4102  | C74H64  | F       | B  | B  | −9.8487 | −7.8715 | 1.977  |
| 5007  | C109H80 | F/H     | B  | B  | −7.7438 | −6.3962 | 1.348  |
| 4405  | C88H80  | F/H     | B  | B  | −7.9938 | −6.3828 | 1.611  |
| 195   | ad      | F       | B  | B  | −9.447  | −5.5824 | 3.865  |
| 4706  | C104H78 | F/H     | B  | B  | −7.8016 | −5.5813 | 2.22   |
| 3855  | C68H64  | F       | N  | P  | −9.0876 | −5.4142 | 3.673  |
| 4618  | C104H78 | OH      | B  | B  | −5.9422 | −5.3277 | 0.614  |

Table S4: Configurations of the ten ND5k structures with the highest LUMO energies: ND5k index, base structure (ND), surface species, dopants (D1, D2), HOMO, LUMO and gap energies (all in eV).

| Index | ND      | Surface | D1 | D2 | E(HOMO) | E(LUMO) | E(gap) |
|-------|---------|---------|----|----|---------|---------|--------|
| 674   | tri     | NH2     | N  | P  | −5.0044 | 1.5662  | 6.571  |
| 368   | di      | NH2     | N  | N  | −5.6194 | 1.5118  | 7.131  |
| 2152  | 123pent | NH2     | C  | C  | −4.9126 | 1.5059  | 6.418  |
| 2160  | 123pent | NH2     | C  | P  | −5.0175 | 1.4982  | 6.516  |
| 660   | tri     | NH2/H   | C  | P  | −5.5096 | 1.4875  | 6.997  |
| 68    | ad      | NH2/H   | C  | C  | −5.7443 | 1.4779  | 7.222  |
| 3057  | C35H36  | NH2     | C  | N  | −4.1135 | 1.4734  | 5.587  |
| 22    | ad      | H       | N  | N  | −5.5275 | 1.4721  | 7.0    |
| 1573  | 123tet  | NH2/H   | N  | N  | −5.3013 | 1.4698  | 6.771  |
| 86    | ad      | NH2/H   | N  | N  | −5.5512 | 1.4659  | 7.017  |
Table S5: Configurations of the ten ND5k structures with the lowest gap energies: ND5k index, base structure (ND), surface species, dopants (D1, D2), HOMO, LUMO and gap energies (all in eV).

| Index | ND       | Surface | D1 | D2 | E(HOMO)   | E(LUMO)  | E(gap) |
|-------|----------|---------|----|----|-----------|----------|--------|
| 3929  | C<sub>74</sub>H<sub>64</sub> | NH<sub>2</sub> | B  | B  | −3.0854   | −2.6493  | 0.436  |
| 4230  | C<sub>88</sub>H<sub>80</sub> | NH<sub>2</sub> | B  | B  | −3.1821   | −2.6925  | 0.49   |
| 3628  | C<sub>68</sub>H<sub>64</sub> | NH<sub>2</sub> | B  | B  | −3.04     | −2.5285  | 0.511  |
| 3921  | C<sub>74</sub>H<sub>64</sub> | H      | P  | P  | 0.0327    | 0.5572   | 0.525  |
| 4402  | C<sub>88</sub>H<sub>80</sub> | F      | B  | B  | −9.0967   | −8.5691  | 0.528  |
| 4618  | C<sub>104</sub>H<sub>78</sub> | OH     | B  | B  | −5.9422   | −5.3277  | 0.614  |
| 2709  | C<sub>35</sub>H<sub>36</sub> | H      | N  | P  | −0.0974   | 0.522    | 0.619  |
| 2711  | C<sub>35</sub>H<sub>36</sub> | H      | N  | P  | −0.3804   | 0.4121   | 0.792  |
| 4616  | C<sub>104</sub>H<sub>78</sub> | OH     | B  | B  | −5.8127   | −4.9751  | 0.838  |
| 5004  | C<sub>100</sub>H<sub>80</sub> | F      | B  | B  | −9.4822   | −8.6369  | 0.845  |

Table S6: Configurations of the ten ND5k structures with the highest gap energies: ND5k index, base structure (ND), surface species, dopants (D1, D2), HOMO, LUMO and gap energies (all in eV).

| Index | ND       | Surface | D1 | D2 | E(HOMO)   | E(LUMO)  | E(gap) |
|-------|----------|---------|----|----|-----------|----------|--------|
| 224   | ad       | F       | C  | C  | −9.3729   | 0.6944   | 10.067 |
| 519   | di       | F       | C  | C  | −9.1334   | 0.7428   | 9.876  |
| 820   | tri      | F       | C  | C  | −8.9487   | 0.6994   | 9.648  |
| 2325  | 1234pent | F       | C  | C  | −9.2981   | 0.2987   | 9.597  |
| 1100  | 1-2-3tet | F       | B  | C  | −8.6555   | 0.8666   | 9.522  |
| 1422  | 121tet   | F       | C  | C  | −8.6758   | 0.7715   | 9.447  |
| 1121  | 1-2-3tet | F       | C  | C  | −8.3746   | 1.0361   | 9.411  |
| 2324  | 1234pent | F       | C  | C  | −10.3749  | −0.9683  | 9.407  |
| 2024  | 1212pent | F       | C  | C  | −9.1963   | 0.2032   | 9.4    |
| 228   | ad       | F       | C  | N  | −8.5554   | 0.8367   | 9.392  |
From tables S1 to S6 one can deduce trends of structural patterns and their effect on the nanodiamonds’ energetic properties. Low HOMO energies are obtained from small diamondoids with full F coverage and no or little B/Si doping (table S1). In contrast, high HOMO energies are obtained from larger NDs with H- or NH$_2$ doping and heavy n-type doping, especially with P (table S2). The NDs with the lowest LUMO energies are large structures with F-termination and heavy B-doping, however, there are two outliers present (table S3): In the small B-B doped fluorinated adamantane, two CF groups are replaced by B, resulting in a structure with many CF$_2$ groups, some CF groups and double B doping. The relatively large number of CF$_2$ groups is likely the reason for the unusually low LUMO energy of this adamantane. For the F-terminated, N-P doped C$_{68}$H$_{64}$, the special LUMO may originate from the structure’s nitrogen vacancy (NV) center. The highest LUMO energies are obtained mainly from small, NH$_2$-terminated and doubly n-type doped diamondoids (table S4). The structures with the smallest gaps are rather diverse, ranging from medium to large sizes, being either doubly p-type doped or doubly n-type doped and having all sorts of surface terminations in various combinations with their doping patterns (table S5). Most likely, the introduction of either low lying unoccupied or high lying occupied states by heavy doping is the main ingredient towards a small gap. Finally, undoped F-terminated diamondoids make up most of the structures with the largest gaps, as a result of concurrent F-termination and the quantum confinement effect (table S6). All of these findings are generally in agreement with previous studies$^{11,12}$ and can be regarded as design suggestions for any suitable application.
5 Details of the Machine Learning Setups

We obtained the following hyperparameters for the SOAP KRR: 6 Å interaction cutoff, \( n_{\text{max}} \) (radial) = 6, \( l_{\text{max}} \) (angular) = 9, gaussian sigma const. = 0.4, kernel zeta = 3.13

For ML with the enn-s2s, molecular graphs were created as radius graphs from the DFTB-optimized structures, i.e., each atom node was connected to all of its neighbors within a given cutoff radius. We selected the following inputs for the node feature vectors: one-hot element type, atomic number, valency, atomic radius, Pauling electronegativity, electron affinity and 1st ionization energy, all normalized to values \( \leq 1 \). The edge features were chosen to be bond length and (cutoff radius − bond length). Leaky ReLU was used as the nonlinear function in the dense NNs and the ADAM optimizer was employed for minimizing the mean squared error of the network predictions.

In the enn-s2s architecture, first, the node features are transformed via a dense NN. Subsequently, the NNConv graph convolutional layer14 is applied \( n \) times, including two dense NN layers and batch normalization. A set2set operation is performed on the transformed graphs to obtain fixed-size vectors, and a dropout layer is applied for regularization. Finally, these vectors are passed to a 3-layer dense neural network with decreasing layer size which finally outputs the target values. A similar architecture was recently used for predicting frontier orbital energies of diverse medium-sized organic molecules (OE62 dataset).15, 16

We obtained the following enn-s2s hyperparameters (identical for HOMO and LUMO energy predictions): 3.5 Å cutoff radius, 0.001 learning rate, \( n_{\text{pre}} = 3 \), \( p1 = 64 \), \( p2 = 64 \), \( p_{\text{dropout}} = 0.3 \), \( n_{\text{layers}} = 4 \). The parameter \( n_{\text{pre}} \) defines the number of layers in the dense NN that acts on the initial node embeddings, the parameters \( p1 \) and \( p2 \) control the size of the network layers, \( p_{\text{dropout}} \) defines the dropout probability, and \( n_{\text{layers}} \) defines the number of NNConv operations before the set2set evaluation. The batch size was fixed to 8 for all training runs due to memory restrictions. We found that small changes of the hyperparameters did not have large effects on the enn-s2s performance. The enn-s2s and its variants used a batchsize of 8 for training.

For the SOAP-enn-s2s and SOAP-PCA-enn-s2s approach, we used the following SOAP hyperparameters: 3.5 Å interaction cutoff, \( n_{\text{max}} \) (radial) = 3, \( l_{\text{max}} \) (angular) = 3, gaussian sigma const. = 0.5 and a soft (polynomial) cutoff of the form proposed by Caro.17 After another short hyperparameter optimization run of the SOAP-(PCA)-enn-s2s, only the number of layers in the initial dense NN was increased to \( n_{\text{pre}} = 5 \).

The SchNet hyperparameters that we found to be optimal for training with ND5k (both HOMO and LUMO energies) are close to its default hyperparameters, with only the cutoff radius and num_gaussians being modified: 3.5 Å cutoff, hidden channels = 64,
num_filters = 128, num_interactions = 6, num_gaussians = 70, batchsize = 10.14

The PaiNN GNN was trained using the following hyperparameters: 7.0 Å cutoff, n_atom_basis = 150, n_interactions = 3, n_rbf = 25, max_z = 100, batchsize = 5.18

The enn-s2s and SOAP-PCA-enn-s2s architectures were further fine-tuned for learning frontier orbital energies on QM9 and OE62 using a small grid search. Final hyperparameters are obtained as follows. QM9: 5.0 Å cutoff radius, 0.001 learning rate, n_pre = 5, p1 = 96, p2 = 96, p_dropout = 0.3, n_layers = 4. SOAP parameters for the SOAP-PCA variant were 3.5 Å cutoff radius, n_max (radial) = 2, l_max (angular) = 2 and a soft (polynomial) cutoff of the form proposed by Caro.17 OE62: 3.0 Å cutoff radius, 0.001 learning rate, n_pre = 3, p1 = 96, p2 = 96, p_dropout = 0.3, n_layers = 4. SOAP parameters for the SOAP-PCA variant were 3.0 Å cutoff radius, n_max (radial) = 3, l_max (angular) = 3 and a hard cutoff. For training, both datasets were randomly split into train, validation and test subsets containing 70 %, 15 % and 15 % of the original samples, respectively. Training was performed as described before, however, due to the larger sizes of the datasets, training was limited to 150 epochs and the learning rate scheduler was set to reduce the learning rate by a factor of 0.7 every 15 epochs if learning stagnates. Additionally, the plain SOAP method was not employed as the larger memory requirements of this method were computationally unfeasible, and the SOAP PCA method has already been shown to yield better results for the ND5k dataset. Furthermore, as a full PCA was not feasible due to memory constraints, so the memory-efficient incremental PCA algorithm proposed by Ross et al. was used instead.19 In contrast to ND5k, where the retained PCA dimensionality could be chosen to retain a certain fraction of variance, this method demands to fix the retained PCA dimension up front. To account for the fact that the OE62 dataset contains more elements than ND5k, the retained dimensionality was fixed to 200 for OE62, and a dimensionality of 100 was chosen for QM9, which contains only five atom types. Training results for these datasets were averaged over three independent runs.
6 Correlations between nanodiamond size and HOMO/LUMO energy

Figures S6 and S7 show scatter plots of the HOMO and LUMO energies vs. the number of atoms for all structures in the ND5k dataset (blue) and in the ND5k-lt set (orange) that contains 24 larger nanodiamonds. The red lines indicate the linear fits within the ND5k dataset. As can be seen, especially for the HOMO energies, the correlation that is indicated by the linear fit breaks down for the ND5k-lt structures. These structures mostly have lower frontier orbital energies than anticipated by the fit.

Figure S6: Scatter plot of HOMO energy and number of atoms of the ND5k structures (blue) and the large nanodiamonds (orange). The red line indicates the linear fit on the ND5k structures.

Figure S7: Scatter plot of LUMO energy and number of atoms of the ND5k structures (blue) and the large nanodiamonds (orange). The red line indicates the linear fit on the ND5k structures.
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