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Abstract—We develop a privacy-preserving distributed projection least mean squares (LMS) strategy over linear multitask networks, where agents’ local parameters of interest or tasks are linearly related. Each agent is interested in not only improving its local inference performance via in-network cooperation with neighboring agents, but also protecting its own individual task against privacy leakage. In our proposed strategy, at each time instant, each agent sends a noisy estimate, which is its local intermediate estimate corrupted by a zero-mean additive noise, to its neighboring agents. We derive a sufficient condition to determine the amount of noise to add to each agent’s intermediate estimate to achieve an optimal trade-off between the network mean-square-deviation and an inference privacy constraint. We propose a distributed and adaptive strategy to compute the additive noise powers, and study the mean and mean-square behaviors and privacy-preserving performance of the proposed strategy. Simulation results demonstrate that our strategy is able to balance the trade-off between estimation accuracy and privacy preservation.

Index Terms—Distributed strategies, multitask networks, inference privacy, privacy preservation, additive noises.

I. INTRODUCTION

In multitask distributed networks, a set of interconnected agents work collaboratively to estimate different but related parameters of interest [1]–[8]. In order to make use of the relationship between different tasks for better inference performance, local estimates are exchanged amongst agents within the same neighborhood. However, each agent may wish to protect its own local parameters of interest and prevent other agents in the network from accurately inferring these parameters. For example, in an Internet of Things (IoT) network, sensors are deployed in smart grids, traffic monitoring, health monitoring, home monitoring and other applications [9]–[12]. Although different IoT or edge computing devices may have their local objectives, they can exchange information with each other or service providers [13]–[16] to improve inferences and services. However, sharing information may lead to privacy leakage.

To protect the privacy of data being exchanged between agents in a distributed network, the works [17]–[22] propose local differential privacy mechanisms, while [23]–[26] develop privacy-preserving distributed data analytics. However, these approaches often lead to significant trade-offs in estimation accuracy as they do not specifically protect the privacy of the parameters of interest. Privacy-preserving average consensus algorithms in [27]–[31] aim to guarantee the privacy of initial states while achieving asymptotic consensus on the average of the initial values. To achieve inference privacy in a decentralized IoT network, [32]–[36] propose approaches with information privacy guarantees, while [37]–[43] map the agents’ raw observations into a lower dimensional subspace. These inference privacy works assume that all agents in the network are interested in inferring the same parameters or hypothesis of interest.

Existing works on multitask distributed networks mainly focus on developing new distributed strategies for automatic clustering [2], [44] and handling different relationships among the tasks [1], [4]–[8]. Other works like [2], [45]–[47] focus on evaluating the performance of different distributed schemes. Few works have considered protecting the privacy of each agent’s local parameters. The reference [48] considers data privacy of the agents’ local measurements in a single-task network.

Our objective is to develop a privacy-preserving distributed projection least mean squares (LMS) strategy over multitask networks, which balances the trade-off between estimation accuracy and privacy preservation of agents’ local parameters or tasks. Specifically, we consider multitask estimation problems where the unknown parameters of interest within each neighborhood are linearly related with each other [7]. Such problems exist widely in applications such as electrical networks, telecommunication networks, and pipeline networks. Different from the strategy in [7], which does not take privacy preservation into consideration, we propose to sanitize each agent’s intermediate estimate before sharing it with its neighbors by adding an appropriate zero-mean noise to the intermediate estimate. We study how to design the power of the noise to be added to optimize the trade-off between the network mean-square-deviation (MSD) and the inference privacy of each agent’s local parameters, measured by its neighbors’ mean-square error in estimating the agent’s local parameters. In addition, different from existing works on distributed strategies in the presence of link noises [46], [47], [49], [50], which examine the effect of link noises on the performance of distributed strategies, this work focuses on developing agent-specific time-varying variances of the additive noises that enable agents to benefit from in-network cooperation as well as to protect their own individual tasks.
against privacy leakage.

The rest of this paper is organized as follows. In Section II, we introduce the system assumptions and the multitask estimation problem considered in this paper. In Section III, we propose a privacy-preserving multitask distributed strategy by introducing privacy noises and show how to obtain the noise powers in Section IV. We examine the mean and mean-square behaviors and privacy-preserving performance of the proposed strategy in Section V. We present simulation results in Section VI. Section VII concludes the paper.

Notations: We use lowercase letters to denote vectors and scalars, uppercase letters for matrices, plain letters for deterministic variables, and boldface letters for random variables. We use \((\cdot)^\top\), \((\cdot)^{-1}\), \(\text{Tr}(\cdot)\) and \(\text{rank}(\cdot)\) to denote matrix transpose, inversion, trace and rank, respectively. We use \(\text{diag}\{\cdot\}\), \(\text{col}\{\cdot\}\) and \(\text{row}\{\cdot\}\) for a diagonal matrix, column vector and row vector, respectively. The \(M \times M\) identity matrix is denoted as \(I_M\) and \(0_{M \times N}\) denotes an \(M \times N\) zero matrix. We have \(\|x\|^2_\Sigma = x^\top \Sigma x\) with \(\Sigma\) being a symmetric positive semidefinite matrix, and let \(\|x\|^2 = \|x\|^2_{I_M}\) where \(M\) is the length of \(x\). In addition, we use \(\rho(A)\) to denote the spectral radius of matrix \(A\), and \(\lambda_{\text{min}}(A)\) and \(\lambda_{\text{max}}(A)\) for the minimum and maximum eigenvalues of the symmetric matrix \(A\), respectively. For a block matrix \(A\) whose \((k, \ell)\)-th block represents some interaction between agents \(k\) and \(\ell\), we let \([A]_k\) and \([A]_{k,\ell}\) denote the block row and block column of \(A\) corresponding to agent \(k\), respectively, and \([A]_{k,\ell}\) be the \((k, \ell)\)-th block.

II. Linear Multitask Networks

In this section, we present our system model, and give a brief introduction to multitask networks, where neighboring agents’ tasks are linearly related. Consider a strongly-connected network of \(N\) agents, where information can flow in either direction between any two connected agents [46]. At each instant \(i \geq 0\), each agent \(k\) has access to a scalar observation \(d_k(i)\), and an \(M_k \times 1\) regression vector \(u_k(i)\). The random data \(\{d_k(i), u_k(i)\}\) are related via the linear regression model

\[
d_k(i) = u_k^\top(i) w_k^o + v_k(i) \tag{1}
\]

where the scalar \(v_k(i)\) is measurement noise, \(w_k^o\) is an \(M_k \times 1\) unknown random vector, with mean \(\mathbb{E} w_k^o\) and covariance matrix

\[
W_{kk} = \mathbb{E} \left[ (w_k^o - \mathbb{E} w_k^o)(w_k^o - \mathbb{E} w_k^o)^\top \right]. \tag{2}
\]

Although we assume that the parameter vector \(w_k^o\) is random instead of being a deterministic parameter vector, like most of the literature on distributed strategies [1], [2], [4]–[7], [44]–[51], we assume that the parameter vector \(w_k^o\) is fixed at a certain realization \(w_k^o\) during the distributed estimation process. Since our goal is to develop inference privacy mechanisms that lead to high estimation errors, on average, of agent \(k\)'s local parameters \(w_k^o\) by other agents \(\ell \neq k\), we adopt a Bayesian framework for the privacy criterion.

We make the following assumptions regarding model (1).

Assumption 1. (Measurement noise) The measurement noise \(v_k(i)\) is white over time, with zero mean, and a variance of \(\sigma^2_{v,k}\).

Assumption 2. (Regressors) The regressors \(\{u_k(i)\}\) are zero-mean, white over time and space with

\[
\mathbb{E} u_k(i) u_k^\top(j) = R_{u,k} \delta_{k,l} \delta_{i,j}, \tag{3}
\]

where \(R_{u,k}\) is symmetric positive definite, and \(\delta_{k,l}\) is the Kronecker delta.

Assumption 3. (Independence) The random data \(\{w_k^o, u_k(i), v_m(j)\}\) are independent of each other for any agents \(k, \ell, m\) and any time instants \(i, j\).

For a realization \(\{w_k^o = w_k^o | k = 1, \ldots, N\}\), the objective of each agent \(k\) is to find the minimizer of the following mean-square-error cost function:

\[
J_k(w_k) = \mathbb{E} \left[ (d_k(i) - u_k^\top(i) w_k^o)^2 \right] w_k^o = w_k^o. \tag{4}
\]

Let \(N_k\) be the set of all neighbors of agent \(k\), including agent \(k\) itself, and

\[
w_k^{N_k} = \text{col}\{w_{\ell}^o\}_{\ell \in N_k}.
\]

Following [7], we assume that neighboring tasks \(\{w_\ell^o | \ell \in N_k\}\) are related via

\[
D_k w_k^{N_k} + b_k = 0, \tag{5}
\]

where the matrix \(D_k\) is a \(j_k \times |N_k|\) block matrix, and the vector \(b_k\) is a \(j_k \times 1\) block vector, with \(j_k \geq 1\). Then, the objective for the entire network is to find the optimal solution to the following constrained optimization problem [7]:

\[
\begin{align}
\min_{w_1, \ldots, w_N} \sum_{k=1}^{N} J_k(w_k) \tag{6a} \\
\text{s. t. } w_k^{N_k} = \text{col}\{w_\ell\}_{\ell \in N_k}, \tag{6b} \\
D_k w_k^{N_k} + b_k = 0, \text{ for } k = 1, \ldots, N, \tag{6c}
\end{align}
\]

where individual costs \(\{J_k(w_k)\}\) are defined by (4). We assume that the optimization problem (6) is feasible [7]. We assume that the matrix \(D_k\) for any agent \(k\) is full row-rank so that the linear equation (6c) has at least one solution. To avoid having a trivial solution, we also assume that it is column-rank deficient because otherwise (6c) has a unique solution.

As demonstrated in [7], each agent \(k\) benefits through cooperation with neighboring agents by sharing its local parameter estimate \(\psi_k(i)\) with its neighbors at each time instant \(i\). By leveraging the linear relationships (5) and its neighbors’ parameter estimates, an agent can improve its own inference accuracy. In this paper, we consider the scenario where agent \(k\) also wants to prevent other agents from inferring its own task \(w_k^o\). Thus, a privacy-preserving distributed solution is required to balance the trade-off between estimation accuracy and privacy protection of the individual tasks. In order to limit privacy leakage, we add a zero-mean, independent and identically distributed (i.i.d.) noise vector \(n_k(i)\) to agent \(k\)'s local parameter estimate \(\psi_k(i)\), which is a local linear estimate of \(w_k^o\) (cf. (9) to (11)), before communicating \(\psi_k(i) = \psi_k(i) + n_k(i)\).
to neighboring agents. Let \( \sigma^2_{n,k}(i) \) be the variance of each random entry in \( n_k(i) \). We call \( n_k(i) \) a privacy noise.

Our objective is to find the optimal solution to the following optimization problem:

\[
\min_{\sigma_{n,i}(i),...,\sigma_{n,N}(i)} \text{MSD}_{\text{net}}(i) = \frac{1}{N} \sum_{k=1}^{N} \mathbb{E}\|w^0_k - w_k(i)\|^2,
\]

s.t. \( \mathbb{E}\|w^0_k - \hat{w}_{k|i}|\psi^*_i(i)\|^2 \geq \delta_k, \quad (7b) \)

for \( k = 1, \ldots, N, i \geq 0 \), and where \( \hat{w}_{k|i}|\psi^*_i(i) \) is the least mean-square estimate of \( w^0_k \) at time instant \( i \) based on \( \psi^*_i(i) \), and \( \delta_k \geq 0 \) is a privacy threshold chosen according to privacy requirements. Note that the privacy thresholds have to be chosen such that

\[
0 \leq \delta_k \leq \text{Tr}(W_{kk}), \quad (8)
\]

otherwise (7) is infeasible.

Remark 1: In (7b), it is required that at each time instant \( i \geq 0 \), the expected squared distance \( \mathbb{E}\|w^0_k - \hat{w}_{k|i}|\psi^*_i(i)\|^2 \) over all realizations of \( w^0_k \) is no smaller than the predefined parameter \( \delta_k \). This provides an inference privacy constraint on the ability of a neighboring agent to agent \( k \) in accurately estimating \( w^0_k \) based on observation \( \psi^*_i(i) \) on average.

Remark 2: In (7b), the estimator \( \hat{w}_{k|i}|\psi^*_i(i) \) is based only on the noisy estimate \( \psi^*_i(i) \). For each neighboring agent \( \ell \in \mathcal{N}_k \), it has access to not only the received noisy estimate \( \psi^*_i(i) \) from agent \( k \), but also its own intermediate estimate \( \psi^*_\ell(i) \) of \( w^0_\ell \). Both of these estimates can be used to infer \( w^0_k \) as the unknown parameters \( w^0_k \) and \( w^0_\ell \) are linearly related with each other through (6c). In this paper, to simplify the analysis and to ensure that the sequence of noise variances \( \{\sigma^2_{n,k}(i)\} \) at each agent \( k \) is bounded and convergent, we only consider the simplified case in (7). We illustrate the case where a neighboring agent uses its own estimates as additional information using simulations in Section VI.

III. PRIVACY-PRESERVING DISTRIBUTED PROJECTION LMS

In this section, we propose an inference privacy mechanism to protect each agent’s local task by adding noise to its intermediate estimate before sharing with its neighbors. We then introduce a weighted projection operator, which projects neighbors’ noisy estimates onto the linear manifold defined by local constraints (5), in order to mitigate the negative effect of the additive noises on the estimation accuracy of individual tasks.

A. Adapt-Then-Project Strategy

In our privacy-preserving distributed projection LMS algorithm, we initialize \( w_k(-1) = 0 \) for every agent \( k \) in the network. Given data \( \{d_k(i), u_k(i)\} \) for each time instant \( i \geq 0 \), and for each agent \( k = 1, \ldots, N \), we perform the following steps iteratively:

1) Adaptation. Each agent \( k \) updates its current estimate \( w_k(i - 1) \) using the stochastic gradient descent (SGD) algorithm to obtain an intermediate estimate

\[
\psi_k(i) = w_k(i - 1) + \mu_k u_k(i) (d_k(i) - w^k(i) w_k(i - 1)), \quad (9)
\]

where \( \mu_k > 0 \) is the step size at agent \( k \).

2) Exchange. Each agent \( k \) sends a noisy estimate

\[
\psi^*_k(i) = \psi_k(i) + n_k(i),
\]

where the random additive noise vector \( n_k(i) \) is of dimension \( M_k \times 1 \), to its neighbors and collects estimates \( \{\psi^*_\ell(i)\} \) from neighboring agents \( \{\ell \in \mathcal{N}_k\} \):

\[
\psi^*_\ell(i) = \begin{cases} \psi_\ell(i) + n_\ell(i), & \text{if } \ell \in \mathcal{N}_k \setminus \{k\}; \\ \psi_\ell(i), & \text{if } \ell = k. \end{cases} \quad (10)
\]

3) Projection. Each agent \( k \) projects the estimates \( \{\psi^*_\ell(i)\}_{\ell \in \mathcal{N}_k} \) received from its neighborhood onto the linear manifold \( \{w_{\ell} \mid D_k w_{\ell} + b_k = 0\} \) to obtain

\[
w_k(i) = [\mathcal{P}_{\mathcal{N}_k}(i)]_k \text{col} \{\psi^*_\ell(i)\}_{\ell \in \mathcal{N}_k} - ([f_{\mathcal{N}_k}(i)]_k, \quad (11)
\]

where the matrix \( \mathcal{P}_{\mathcal{N}_k}(i) \) and vector \( f_{\mathcal{N}_k}(i) \) are defined in (16) and (17), respectively, in the sequel.

Let \( \delta = \text{col} \{\delta_k\}_{k=1}^{N}, \) where the non-negative numbers \( \{\delta_k\} \) are the privacy thresholds in (7b). We call the proposed scheme (9) to (11) adapt-then-project with privacy parameter \( \delta \) or ATP(\( \delta \)) in short. Specifically, we use ATP(0) algorithm to denote the case where there is no privacy constraint, i.e., no additive noises are introduced in the exchange step in (10).

Remark 3: The differences between the proposed ATP(\( \delta \)) algorithm (9) to (11) and the scheme in [7] are in the exchange and projection steps. Specifically, in order to protect each individual task \( w^0_k \) against privacy leakage, each agent \( k \) sends a noisy intermediate estimate \( \psi^*_k(i) \), instead of the true estimate \( \psi_k(i) \) as in [7], to its neighboring agents. In addition, in the projection step (11), agent \( k \) projects its neighboring estimates onto the linear manifold corresponding to the intersection of all \( j_k \) linear equality constraints that it is involved in. In contrast, in [7], neighboring estimates of agent \( k \) are projected onto the linear manifold corresponding to each of the \( j_k \) constraints separately, which generates \( j_k \) intermediate estimates, and the new estimate is taken as the average of these intermediate estimates. Moreover, in order to mitigate the negative effect of privacy noises on the projection step, we introduce weighted projection operators in (13) in the sequel.

To allow a distributed implementation of the privacy mechanism, we make the following assumption.

Assumption 4. (Privacy noise) The entries of \( n_k(i) \) at time instant \( i \), for any \( k = 1, \ldots, N \), are i.i.d. with zero mean and variance \( \sigma^2_{n,k}(i) \), i.e.,

\[
R_{n,k}(i) \triangleq \mathbb{E}[n_k(i)n_k^\top(i)] = \sigma^2_{n,k}(i) I_{M_k}. \quad (12)
\]

The random noises \( \{n_k(i)\} \) are white over time and space. The random process \( \{n_k(i)\} \) is independent of any other random processes.
From Assumption 4, each agent $k$ generates the noise $n_k(i)$ independently of other agents in the network, and also independently over time instants $i \geq 0$. Based on this assumption, we now proceed to introduce the weighted projection operator $P_{N_k}$ and vector $f_{N_k}(i)$ involved in (11).

**B. Weighted Projection Operator**

For each agent $k$, let us collect the noisy intermediate estimates $\{\psi'_k(i)\}$ defined by (10) from its neighboring agents $\{\ell \in N_k\}$ into an $|N_k| \times 1$ block column vector

$$\psi'_{N_k}(i) = \mathrm{col}\{\psi'_k(i)\}_{\ell \in N_k}.$$  

Then, for each random realization $\psi'_{N_k}(i) = \psi'_{N_k}(i)$, we are interested in seeking the optimal solution to the following optimization problem:

$$\min_{w_{N_k}(i)} \left\| \psi'_{N_k}(i) - w_{N_k}(i) \right\|_{\Omega^{-1}_{N_k}(i)}^2$$

$$\text{s.t. } D_k w_{N_k}(i) + b_k = 0,$$  

where the weight matrix

$$\Omega^{-1}_{N_k}(i) = \mathrm{diag}\{\omega_{\ell k}(i)I_{M_\ell}\}_{\ell \in N_k},$$  

with

$$\omega_{\ell k}(i) > 0 \text{ for } \ell \in N_k, \text{ and } \sum_{\ell \in N_k} \omega_{\ell k}(i) = 1.$$  

We note that $\Omega^{-1}_{N_k}(i)$ is an $|N_k| \times |N_k|$ block-diagonal, symmetric and positive definite matrix. We assume that the weights $\{\omega_{\ell k}(i)\}$ defined by (14) converge as $i \rightarrow \infty$. Let

$$M_{N_k} = \sum_{\ell \in N_k} M_{\ell},$$

and

$$P_{N_k}(i) = I_{M_{N_k}} - \Omega_{N_k}(i)D_k^T(D_k\Omega_{N_k}(i)D_k^T)^{-1}D_k,$$

$$f_{N_k}(i) = \Omega_{N_k}(i)D_k^T(D_k\Omega_{N_k}(i)D_k^T)^{-1}b_k.$$  

It follows that matrix $P_{N_k}(i)$ is a projection matrix. From [52], the minimizer of (13) is given by

$$w_{N_k}(i) = P_{N_k}(i)\psi'_{N_k}(i) - f_{N_k}(i).$$  

For each $\ell \in N_k$, we are interested in the projection operator applied to the intermediate estimate from agent $\ell$. This corresponds to an $M_k \times M_\ell$ block of $P_{N_k}(i)$, denoted as $[P_{N_k}(i)]_{k,\ell}$. We collect all these in an $N \times N$ block matrix $P(i)$, whose $M_k \times M_\ell$ $(k, \ell)$-th block equals

$$[P(i)]_{k,\ell} = \begin{cases} [P_{N_k}(i)]_{k,\ell}, & \text{if } \ell \in N_k, \\ 0_{M_k \times M_\ell}, & \text{otherwise}. \end{cases}$$  

Similarly, we collect the block $[f_{N_k}(i)]_k$ corresponding to agent $k$ and define an $N \times 1$ block vector

$$f(i) = \mathrm{col}\{[f_{N_k}(i)]_k\}_{k=1}^N,$$  

**C. Weight Matrix**

The matrix $\Omega^{-1}_{N_k}(i)$ is introduced in order to mitigate the negative effect of the privacy noises $\{n_k(i)\}$ on the projection step (11). In the special case where

$$\Omega^{-1}_{N_k}(i) = \mathrm{diag}\left\{ \frac{1}{|N_k|} I_{M_\ell} \right\}_{\ell \in N_k},$$

the optimal solution of (13) is reduced to the Euclidean projection of $\psi'_{N_k}(i)$ on the affine set $\{w_{N_k} \mid D_k w_{N_k} + b_k = 0\}$ [53, p.398]. We proceed to rewrite (13a) as

$$\left\| \psi'_{N_k}(i) - w_{N_k}(i) \right\|_{\Omega^{-1}_{N_k}(i)}^2 = \sum_{\ell \in N_k} \omega_{\ell k}(i)\left\| \psi'_k(i) - w_k(i) \right\|^2.$$  

(21)

If the privacy noise power $\sigma^2_{n,\ell}(i)$ is large, a small weight $\omega_{\ell k}(i)$ should be assigned to the squared Euclidean distance $\left\| \psi'_k(i) - w_k(i) \right\|^2$ (see (98) in Section VI for a possible choice for the weights $\{\omega_{\ell k}(i)\}$). Thus in the extreme case where $\sigma^2_{n,\ell}(i) \rightarrow \infty$ for all $\ell \in N_k \setminus \{k\}$, we have $\omega_{\ell k}(i) \rightarrow 0$ for all $\ell \in N_k \setminus \{k\}$, and $\omega_{k k}(i) \rightarrow 1$. Then, from (21), the optimization problem in (13) is reduced to

$$\min_{w_{N_k}(i)} \left\| \psi_k(i) - w_k(i) \right\|^2$$

$$\text{s.t. } D_k w_{N_k}(i) + b_k = 0.$$  

(22)

The optimal solution to (22) is then given by

$$w_k(i) = \psi_k(i),$$

and $\{w_{\ell}(i)\}$ for all $\ell \in N_k \setminus \{k\}$ are chosen such that

$$D_k w_{N_k}(i) + b_k = 0.$$  

In this case, the proposed ATP(δ) algorithm is reduced to the non-cooperative LMS algorithm, namely [54, p.165]:

$$w_k(i) = w_k(i-1) + \mu_k u_k(i) (d_k(i) - u_k^T(i) w_k(i-1)).$$  

(23)

**D. Network Error Dynamics**

To facilitate our analysis in later sections, we derive the network error dynamics in this subsection. Let $M = \sum_{k=1}^K M_k$, and

$$M = \mathrm{diag}\{\mu_k I_{M_k}\}_{k=1}^N, \quad w(i) = \mathrm{col}\{w_k(i)\}_{k=1}^N, \quad w^o = \mathrm{col}\{w_k^o\}_{k=1}^N, \quad \tilde{w}(i) = w^o - w(i),$$

$$\psi(i) = \mathrm{col}\{\psi_k(i)\}_{k=1}^N, \quad \tilde{\psi}(i) = w^o - \psi(i),$$

$$R_u(i) = \mathrm{diag}\{u_k(i) u_k^T(i)\}_{k=1}^N, \quad R_u = \mathbb{E}[R_u(i)] = \mathrm{diag}\{R_{u,k}\}_{k=1}^N, \quad n(i) = \mathrm{col}\{n_k(i)\}_{k=1}^N,$$

$$R_n(i) = \mathbb{E}[n(i) n^T(i)] = \mathrm{diag}\{R_{n,k}\}_{k=1}^N, \quad g(i) = \mathrm{col}\{g_k(i)\}_{k=1}^N,$$

$$G = \mathbb{E}[g(i) g^T(i)] = \mathrm{diag}\{R_{u,k}\}_{k=1}^N.$$  

(24)

(25)

(26)

(27)

(28)

(29)

(30)

(31)

(32)

(33)
Let $[\mathcal{P}(i)]_{k,k}$ be the $k$-th block row of $\mathcal{P}(i)$ defined by (19) by setting $[\mathcal{P}(i)]_{k,k} = 0_{M_k \times M_k}$, 
\begin{align}
q_k(i) &= [\mathcal{P}(i)]_{k,k} - n(i), 
q(i) &= \text{col} \{q_k(i)\}_{k=1}^{N}.
\end{align}
We also define an $N \times N$ block matrix 
\[ \Gamma(i) = \mathbb{E}[q(i)q^T(i)], \]
whose $(k,\ell)$-th block entry equals 
\[ \Gamma(i)_{k,\ell} = \mathbb{E}[q_k(i)q^T_\ell(i)] \]
\[ \begin{align}
&\overset{(34)}{=} \mathbb{E}[[\mathcal{P}(i)]_{k,k} - n(i)n^T(i)[\mathcal{P}(i)]]_{\ell,\ell} \\
&\overset{(31)}{=} [\mathcal{P}(i)]_{k,k} - R_n(i)[\mathcal{P}(i)]_{\ell,\ell}.
\end{align} \]
We have the following recursion for the network error vector $\tilde{w}(i)$.

**Lemma 1.** Consider the distributed strategy (9) to (11). The evolution of the error dynamics across the network relative to the reference vector $w^\sigma$ defined by (25) is described by the following recursion:

\[ \tilde{w}(i) = \mathcal{P}(i)(I_M - M\mathcal{R}_u(i))\tilde{w}(i-1) - \mathcal{P}(i)Mg(i) - q(i), \]
\[ \tilde{\psi}(i+1) = (I_M - M\mathcal{R}_u(i+1))\mathcal{P}(i)\tilde{\psi}(i) - (I_M - M\mathcal{R}_u(i+1))q(i) + Mg(i+1) \]
for any time instant $i \geq 0$.

**Proof.** From (9), we have
\[ \tilde{w}(i) = \mathcal{P}(i)(I_M - M\mathcal{R}_u(i))\tilde{w}(i-1) - \mathcal{P}(i)Mg(i) - q(i). \] (39)
From (10) and (11), we obtain
\[ w(i) = \mathcal{P}(i)\tilde{w}(i) + q(i) - f(i). \] (40)
Since the parameter vectors $\{w^\sigma\}_{k \in N_k}$ satisfy the local constraints (5) at agent $k$, we have
\[ w^\sigma = \mathcal{P}(i)w^\sigma - f(i). \] (41)
Subtracting (40) from both sides of (41), we have
\[ \tilde{w}(i) = \mathcal{P}(i)\tilde{w}(i) - q(i). \] (42)
Substituting (39) into the right-hand side (RHS) of (42), we arrive at the desired recursion (37). Substituting (42) into the RHS of (39), we obtain the desired recursion (38), and the proof is complete. \hfill $\square$

Let $\Sigma$ be a symmetric positive semi-definite matrix, and
\[ \Sigma(i) = \mathbb{E}[(I_M - \mathcal{R}_u(i)\mathcal{M})\mathcal{P}(i)\Sigma\mathcal{P}(i)(I_M - \mathcal{R}_u(i))]. \]
From (37), we have
\[ \mathbb{E}[\tilde{w}(i)]_{\Sigma}^2 \overset{(a)}{=} \mathbb{E}[\tilde{w}(i - 1)]_{\Sigma(i)}^2 + \mathbb{E}[[g^T(i)\Sigma q(i)] + \mathbb{E}[g^T(i)\mathcal{M}^T(i)\Sigma p(i)Mg(i)]
\]
\[ \overset{(b)}{=} \mathbb{E}[\tilde{w}(i - 1)]_{\Sigma(i)}^2 + \mathbb{E}[[\mathcal{P}(i)]_{k,k}R_{n,k}[\mathcal{P}(i)]_{k,k}^T]
\]
\[ + \mathbb{E}[\mathcal{P}(i)]_{k,k}R_{n,k}[\mathcal{P}(i)]_{k,k}^T]
\]
\[ \overset{(c)}{=} \mathbb{E}[\tilde{w}(i - 1)]_{\Sigma(i)}^2 + \mathbb{E}[\Gamma(i)]_{\Sigma(i)}^2
\]
\[ + \mathbb{E}[[\mathcal{P}(i)]_{k,k}R_{n,k}[\mathcal{P}(i)]_{k,k}^T], \]
where in (a) we used Assumptions 1 to 4, and
\[ \mathbb{E}q(i) = 0_{M \times 1}, \]
\[ \mathbb{E}q(i) = 0_{M \times 1}. \]
In (b) we used the property $\text{Tr}(AB) = \text{Tr}(BA)$ for any matrices $\{A, B\}$ of compatible sizes, and in (c) we interchanged expectation and trace.

**IV. PRIVACY NOISE DESIGN**

In this section, we present an approximate solution to the utility-privacy optimization trade-off problem (7) by first deriving a sufficient condition that leads to the privacy constraints. Finally, we motivate a distributed and adaptive scheme for each agent to compute its local privacy noise power at each time instant.

**A. Privacy Noise Power**

We start by showing that the quantity $\text{MSD}_{\text{net}}(i)$ is a monotonically increasing function with respect to (w.r.t.) the privacy noise powers $\{\sigma^2_{n,k}(i)\}$.

**Lemma 2.** Consider the distributed strategy (9) to (11). Suppose that Assumptions 1 to 4 hold. Then, $\text{MSD}_{\text{net}}(i)$ is an increasing function w.r.t. the privacy noise powers $\{\sigma^2_{n,k}(i)\}$.

**Proof.** From (7a), we have
\[ \text{MSD}_{\text{net}}(i) = \mathbb{E}[\tilde{w}(i)]_{I_M / N}. \] (47)
By setting
\[ \Sigma = \frac{1}{N}I_M \] (48)
on both sides of (44), we observe that the error $\tilde{w}(i - 1)$ on the RHS of (44) only relies on the random variables $\{d_k(j), u_k(j), n_k(j) \mid k = 1, \ldots, N, 0 \leq j \leq i - 1\}$, thus its value is not affected by the variances $\{\sigma^2_{n,k}(i)\}$ at time instant $i$. The value of $\text{MSD}_{\text{net}}(i)$ depends on the variances $\{\sigma^2_{n,k}(i)\}$ via the matrix $\Gamma(i)$ in (36). We have
\[ \text{Tr}(\Gamma(i)\Sigma) \overset{(48)}{=} \frac{1}{N} \text{Tr}(\Gamma(i)) \]
\[ = \frac{1}{N} \sum_{k=1}^{N} \text{Tr}(\Gamma(i))_{k,k} \] (49)
and
\[ \text{Tr}(\Gamma(i))_{k,k} \overset{(36)}{=} \text{Tr}
\]
\[ \left( \sum_{\ell \in N_k \setminus \{k\}} [\mathcal{P}(i)]_{k,k}R_{n,\ell}[\mathcal{P}(i)]_{k,k}^T \right) \]
\[ = \sum_{\ell \in N_k \setminus \{k\}} \text{Tr}
\]
\[ (R_{n,\ell}[\mathcal{P}(i)]_{k,k}^T[\mathcal{P}(i)]_{k,k}) \]
\[ = \sum_{\ell \in N_k \setminus \{k\}} \sigma^2_{n,\ell}(i) \text{Tr}
\]
\[ (\mathcal{P}(i))_{k,k}(\mathcal{P}(i))_{k,k}^T), \]
(50)
which completes the proof. \hfill $\square$
In view of (7), we need to find the smallest privacy noise powers that satisfy the privacy constraints (7b). For each agent $k = 1, \ldots, N$, let

\begin{equation}
U_{kk}(i) = \mathbb{E} \left[ (w_k^o - \mathbb{E}w_k^o) (\psi_k(i) - \mathbb{E}\psi_k(i))^T \right],
\end{equation}

\begin{equation}
X_{kk}(i) = \mathbb{E} \left[ (\psi_k(i) - \mathbb{E}\psi_k(i)) (\psi_k(i) - \mathbb{E}\psi_k(i))^T \right],
\end{equation}

\begin{equation}
X_{kk}^T(i) = \mathbb{E} \left[ (\psi_k(i) - \mathbb{E}\psi_k(i)) (\psi_k(i) - \mathbb{E}\psi_k(i))^T \right],
\end{equation}

and

\[ \hat{\omega}_{k|\psi_k}(i) = U_{kk}(i) (X_{kk}^T(i))^{-1} (\psi_k(i) - \mathbb{E}\psi_k(i)) + \mathbb{E} w_k^o \]

be the linear least-mean-square estimator [54, p.66] of $w_k^o$ at time instant $i$, given $\psi_k(i)$ (note that $\hat{\omega}_{k|\psi_k}(i)$ and $\psi_k(i)$ are linearly related in our ATP(δ) strategy).

From Assumption 4, we have

\begin{equation}
X_{kk}^T(i) = X_{kk}(i) + R_{nn,k}(i) = X_{kk}(i) + \sigma_{n,k}^2(i) I_{M_k}
\end{equation}

and using [54, p.66], we obtain

\[ \mathbb{E} \left| \left| w_k^o - \hat{\omega}_{k|\psi_k}(i) \right| \right|^2 = \text{Tr} \left( W_{kk} - U_{kk}(i) (X_{kk}^T(i))^{-1} U_{kk}^T(i) \right) \]

\[ = \text{Tr} \left( W_{kk} - (U_{kk}(i) (X_{kk}^T(i))^{-1} U_{kk}^T(i)) \right), \]

where the matrix $W_{kk}$ is defined in (2). Substituting (55) into the left-hand side (LHS) of the privacy constraint (7b), we have

\begin{equation}
\text{Tr} \left( U_{kk}(i) (X_{kk}(i) + \sigma_{n,k}^2(i) I_{M_k})^{-1} U_{kk}^T(i) \right) \leq \text{Tr} \left( W_{kk} \right) - \delta_k. \quad (56)
\end{equation}

A numerical solution for the optimal noise powers $\{\sigma_{n,k}^2(i)\}$ can be obtained by seeking the smallest values that satisfy the inequality (56). However, in view of the fact that agents in the network work in a cooperative manner, the evaluation of $\{U_{kk}(i), X_{kk}(i)\}$ involves global statistics that are not available locally at each agent $k$. In this paper, we are interested in a distributed and adaptive scheme to compute the noise power $\sigma_{n,k}^2(i)$ for each agent $k$ and time instant $i \geq 0$. To this end, we first derive a closed-form expression for a noise power $\bar{\sigma}_{n,k}^2(i)$ that satisfies the privacy constraint (7b) for each agent $k$ and time instant $i \geq 0$.

**Theorem 1.** Consider the distributed strategy (9) to (11). Suppose that Assumptions 1 to 4 hold. If

\[ \sigma_{n,k}^2(i) \geq \frac{\text{Tr} \left( U_{kk}^T(i) U_{kk}(i) \right)}{\text{Tr} \left( W_{kk} \right) - \delta_k} \quad (57) \]

for each agent $k$ and time instant $i \geq 0$, then the privacy constraint (7b) is satisfied.

**Proof.** The proof involves mainly algebraic manipulations and is provided in Section 1 of the supplementary material. □

In view of Lemma 2, to reduce MSDnet(i) as much as possible, we set the noise power of agent $k$ at time instant $i \geq 0$ to be

\[ \bar{\sigma}_{n,k}^2(i) = \frac{\text{Tr} \left( U_{kk}^T(i) U_{kk}(i) \right)}{\text{Tr} \left( W_{kk} \right) - \delta_k}. \quad (58) \]

We note that this is a feasible solution to (7) due to Theorem 1 and moreover $\bar{\sigma}_{n,k}^2(i) > 0$ because $\text{Tr} (U_{kk}^T(i) U_{kk}(i)) > 0$ and (8). We next show that the sequence $\{\bar{\sigma}_{n,k}^2(i)\}$ defined by (58) is convergent. To facilitate our analysis, we make the following assumption.

**Assumption 5.** The matrix $[D_{k_o}]_{k_o}$ is column-rank deficient for at least one agent $k_o$.

This assumption definitely holds true for sufficiently large enough $M_{k_o}$ such that $\text{rank}(D_{k_o}) < M_{k_o}$ holds.

**Lemma 3.** Consider the matrix $\mathcal{P}(i)$ defined by (19). Suppose that Assumption 5 holds. Suppose also that the matrices $\{\Omega_{N_k}(i)\}$ are positive-definite for all agents $k$ and time instants $i \geq 0$. For any time instant $i \geq 0$, we have

\[ \|\mathcal{P}(i)\| \geq 1. \quad (59) \]

**Proof.** Let $\psi$ be an $N \times 1$ block vector, with each block entry of size $M_k \times 1$. We choose $\psi = [0^T, \ldots, 0^T, \psi_{k_o}^o, 0^T, \ldots, 0^T]^T$ with a non-zero vector at the $k_o$-th block for some $k_o = 1, \ldots, N$. We have

\[ \|\mathcal{P}(i)\|^2 = \sum_{k=1}^N \|\mathcal{P}(i)_{k_o,k_o}\|^2 \geq \|\mathcal{P}(i)_{k_o,k_o}\|^2 = \|\mathcal{P}(i)_{k_o,k_o}\|^2. \quad (60) \]

From (16) and (19), we obtain

\[ [\mathcal{P}(i)]_{k_o,k_o} = [\mathcal{P}_{N_{k_o}}(i)]_{k_o,k_o} = \left[ I_{M_{k_o}} - \Omega_{N_{k_o}}(i) D_{k_o}^T (D_{k_o} \Omega_{N_{k_o}}(i) D_{k_o}^T)^{-1} D_{k_o} \right]_{k_o,k_o} \]

\[ = I_{M_{k_o}} - \Omega_{N_{k_o}}(i) D_{k_o}^T \Omega_{N_{k_o}}(i) (D_{k_o}^T)^{-1} [D_{k_o}]_{k_o,k_o} \]

\[ = I_{M_{k_o}} - \frac{1}{\omega_{k_o,k_o}(i)} [D_{k_o}^T]_{k_o} (D_{k_o} \Omega_{N_{k_o}}(i) D_{k_o}^T)^{-1} [D_{k_o}]_{k_o,k_o}. \quad (14) \]

Note that the matrix $[D_{k_o}^T]_{k_o} (D_{k_o} \Omega_{N_{k_o}}(i) D_{k_o}^T)^{-1} [D_{k_o}]_{k_o,k_o}$ is positive semi-definite, and it has a zero eigenvalue given Assumption 5. Therefore $[\mathcal{P}(i)]_{k_o,k_o}$ has an eigenvalue 1. In view of the fact that the $[\mathcal{P}(i)]_{k_o,k_o}$ is a symmetric matrix, we conclude that

\[ \|\mathcal{P}(i)\|_{k_o,k_o} \geq 1. \]

Thus there exists $\psi_{k_o}$ such that

\[ \|\mathcal{P}(i)\|_{k_o,k_o} \geq \|\psi_{k_o}\| = \|\psi\|. \quad (61) \]

It then follows from (60) and (61) that

\[ \|\psi\| \leq \|\mathcal{P}(i)\| \|\psi\| \leq \|\mathcal{P}(i)\| \|\psi\|, \]

and the proof is complete. □

**Proposition 1.** Consider the distributed strategy (9) to (11). Suppose that Assumptions 1 to 5 hold. Suppose also that

\[ \frac{1 - \|\mathcal{P}(i)\|}{1 + \|\mathcal{P}(i)\|} \leq \lambda_{\text{min}}(R_{u,k}) \lambda_{\text{max}}(R_{u,k}) \leq 1 \]
for all agents $k$. If the step-size $\mu_k$ satisfies
\[
\frac{1 - 1/\|P(i)\|}{\lambda_{\text{min}}(R_{u,k})} < \mu_k < \frac{1 + 1/\|P(i)\|}{\lambda_{\text{max}}(R_{u,k})}
\]  
(62)
for each agent $k$, then
\[
\lim_{i \to \infty} \hat{\sigma}_{n,k}^2(i) = \frac{\text{Tr} (W_{kk}^2)}{\text{Tr} (W_{kk}) - \delta_k},
\]  
(63)
where $\hat{\sigma}_{n,k}^2(i)$ is defined by (58).

Proof. See Section 2 of the supplementary material.

We next motivate a scheme based on (63) for agents in the network to compute the privacy noise powers in a distributed and adaptive manner.

B. Distributed and Adaptive ATP($\delta$)

The covariance matrix $W_{kk}$ may not be known beforehand, and may change over time. In this subsection, we motivate a distributed and adaptive scheme that enables each agent $k$ to estimate $\hat{\sigma}_{n,k}^2(\infty)$ defined by (63) locally by using data available to it at time instant $i$. We assume that the statistics $\mathbb{E}\psi_k$ is available at each agent $k$ a priori; otherwise it can be estimated via
\[
\mathbb{E}\psi_k = R_{u,k}^{-1} \mathbb{E} [d_k(i)u_k(i)]
\]
which follows from (1) and Assumptions 2 and 3, and where the quantities $\{R_{u,k}, \mathbb{E} [d_k(i)u_k(i)]\}$ can be inferred from the random data $\{d_k(i), u_k(i)\}$. Let $\beta_k(i)$ be an estimate of $\text{Tr} (W_{kk}^2)$, and $\gamma_k(i)$ an estimate of $\text{Tr} (W_{kk})$ respectively at time instant $i$. We start with $\beta_k(-1) = 0$ and $\gamma_k(-1) = \delta_k$ for every agent $k$. For any time instant $i \geq 0$, we compute the quantities $\{\beta_k(i), \gamma_k(i)\}$ at each agent $k$ using
\[
R_{\psi,\psi}(i) = (\psi_k(i) - \mathbb{E}\psi_k)(\psi_k(i) - \mathbb{E}\psi_k)^\top,
\]
\[
\beta_k(i) = \alpha \beta_k(i - 1) + (1 - \alpha) \text{Tr} (R_{\psi,\psi}(i)),
\]
\[
\gamma_k(i) = \alpha \gamma_k(i - 1) + (1 - \alpha) \text{Tr} (R_{\psi,\psi}(i)),
\]
where $\hat{\psi}_k(i)$ is the intermediate estimate generated by (9), and the parameter $0 < \alpha < 1$ is a forgetting factor. Then, agent $k$ estimates $\hat{\sigma}_{n,k}^2(\infty)$ using
\[
\hat{\sigma}_{n,k}^2(i) = \begin{cases}
\alpha \hat{\sigma}_{n,k}^2(i - 1) + (1 - \alpha) \frac{\beta_k(i)}{\gamma_k(i) - \delta_k}, & \text{if } \beta_k(i)/(\gamma_k(i) - \delta_k) > 0, \\
\hat{\sigma}_{n,k}^2(i - 1), & \text{otherwise},
\end{cases}
\]  
(64)
where $\hat{\sigma}_{n,k}^2(-1) = 0$. A privacy noise $n_k(i)$ is generated at agent $k$ by following a distribution with zero mean and variance $\hat{\sigma}_{n,k}^2(i)$. This noise is added to the intermediate estimate $\psi_k(i)$ to form the noisy estimate $\psi_k(i)$. The quantity $\psi_k(i)$ is then transmitted to the neighboring agents $\{\ell \in N_k \setminus \{k\}\}$. Fig. 1 summarizes our proposed distributed and adaptive ATP($\delta$) algorithm.

V. PERFORMANCE ANALYSIS

In this section, we study the mean and mean-square behaviors of the proposed ATP($\delta$) algorithm with privacy noise powers $\{\sigma_{n,k}^2(i) = \hat{\sigma}_{n,k}^2(i)\}$, where the quantities $\{\hat{\sigma}_{n,k}^2(i)\}$ are defined by (58). In addition, we evaluate its privacy-preserving performance.

A. Mean Behavior Analysis

We have the following theorem for the network mean performance.

Theorem 2. Consider the distributed strategy (9) to (11) with privacy noise powers $\{\sigma_{n,k}^2(i) = \hat{\sigma}_{n,k}^2(i)\}$. Suppose that Assumptions 1 to 5 hold, and
\[
\frac{1 - 1/\|P(i)\|}{\lambda_{\text{min}}(R_{u,k})} < \mu_k < \frac{1 + 1/\|P(i)\|}{\lambda_{\text{max}}(R_{u,k})}
\]
(65)
for all agents $k = 1, \ldots, N$. If the step-size $\mu_k$ is chosen to satisfy
\[
\frac{1 - 1/\|P(i)\|}{\lambda_{\text{min}}(R_{u,k})} < \mu_k < \frac{1 + 1/\|P(i)\|}{\lambda_{\text{max}}(R_{u,k})}
\]
for each agent $k$, then
\[
\lim_{i \to \infty} \mathbb{E}\tilde{\omega}(i) = 0.
\]  
(66)

Proof. Let $\mathcal{A}(i) \triangleq P(i)(I - M\mathcal{R}_u)$. Taking expectations on both sides of (37) gives
\[
\mathbb{E}\tilde{\omega}(i) = P(i)\mathbb{E} [(I - M\mathcal{R}_u(i))\tilde{\omega}(i - 1)] - P(i)ME\bar{g}(i) - \mathbb{E}q(i)
\]
\[
\triangleq \mathcal{A}(i)\mathbb{E}\tilde{\omega}(i - 1) - P(i)ME\bar{g}(i) - \mathbb{E}q(i)
\]
\[
\triangleq \mathcal{A}(i)\mathbb{E}\tilde{\omega}(i - 1)
\]
(67)
where in step (a) we used Assumption 2, and step (b) follows from Assumptions 1, 3 and 4. Using the same proof as in Lemma 2.1 of the supplementary material, $\rho(\mathcal{A}(i)) < 1$ if (65) holds. The proof is now complete.

B. Mean-square Performance Analysis

In this subsection, we evaluate the steady-state network MSD, namely, the value of MSD$_{\text{net}}(i)$ as the time instant $i \to \infty$. Let
\[
\mathcal{F}(i) = \mathbb{E} \left\{ ((I_M - \mathcal{R}_u(i)M)\mathcal{P}(i)) \otimes ((I_M - \mathcal{R}_u(i)M)\mathcal{P}(i)) \right\},
\]  
(68)
where $\otimes$ denotes Kronecker product.

Assumption 6. The noise powers $\{\sigma_{n,k}^2(i)\}$ converge as $i \to \infty$ for all $k = 1, \ldots, N$.

We note that Assumption 6 is satisfied if we set $\sigma_{n,k}^2(i) = \hat{\sigma}_{n,k}^2(i)$ for all agents $k = 1, \ldots, N$ and $i \geq 0$. Assumption 6
together with the assumption that $\omega_{ek}(i)$ defined by (15) converges as $i \to \infty$ for any agents $\ell, k = 1, \ldots, N$ lead to the following conclusions:

(a) $\Gamma(i)$ converges as $i \to \infty$.
(b) $\mathcal{F} = \lim_{i \to \infty} \mathcal{F}(i)$ exists.

In addition, we assume that the quantity $(1 - 1/\|\mathcal{P}(i)\|)/\lambda_{\text{min}}(R_{a,k})$ on the LHS of (65) is sufficiently small, so that for sufficiently small step-sizes $\{\mu_k\}$, we have

$$\mathcal{F} = \mathcal{A}^T(\infty) \otimes \mathcal{A}^T(\infty) + O(\mu_k^2)$$

where $\mu_{\text{max}} \triangleq \max\{\mu_1, \ldots, \mu_N\}$. Then if the step-sizes $\{\mu_k\}$ satisfy (65), we have $\rho(A(\infty)) < 1$ and $\rho(\mathcal{F}) \approx (\rho(A(\infty)))^2 < 1$, i.e., the matrix $\mathcal{F}$ is stable. Let

$$\sigma_{ss} = \frac{1}{N} (I_{M^2} - \mathcal{F})^{-1} \text{vec}(I_M).$$

Theorem 3. Consider the distributed strategy (9) to (11). Suppose that Assumptions 1 to 6 hold. Then,

$$\text{MSD}_{\text{net}} \triangleq \lim_{i \to \infty} \text{MSD}_{\text{net}}(i) = \lim_{i \to \infty} \left[ \text{vec}(\{\mathcal{P}(i)MGM^T(i)\})^T \sigma_{ss} + \lim_{i \to \infty} \text{vec}(\Gamma(i))^T \sigma_{ss} \right].$$

Proof. Note that [46, p.762]

$$\text{Tr}(AB) = \text{vec}(B^T))^T \text{vec}(A)$$

(71)

$$\text{vec}(ABC) = (B^T \otimes A) \text{vec}(C)$$

(72)

for any matrices $\{A, B, C\}$ of compatible sizes. Let $\sigma = \text{vec}(\Sigma)$. Then, it follows from (72) that

$$\sigma'(i) \triangleq \text{vec}(\Sigma(i))^T = \mathcal{F}(i)\sigma.$$

Now, we rewrite the recursion (44) as

$$\text{E}[\|\tilde{u}(i)\|^2]_\sigma = \text{E}[\|u(i-1)\|^2_\sigma] + [\text{vec}(\Gamma(i))]^T \sigma$$

(73)

$$+ [\text{vec}(\mathcal{P}(i)MGM^T(i))]^T \sigma,$$

where we used the property (71). From Assumption 6, we obtain

$$\lim_{i \to \infty} \text{E}[\|u(i)\|^2]_\sigma = \lim_{i \to \infty} \text{vec}(\mathcal{P}(i)MGM^T(i))^T \sigma$$

(74)

$$+ \lim_{i \to \infty} \text{vec}(\Gamma(i))^T \sigma.$$

By setting $\sigma = \sigma_{ss}$, which is defined by (69) on the both sides, we arrive at the desired result (70) and the proof is complete.

C. Privacy-preserving Performance

In this subsection, we introduce the performance metrics for inference privacy preservation, and evaluate the privacy-preserving performance of the proposed ATP(δ) algorithm.

Let $\Phi(\ell, i)$ be the set of information that an agent $\ell$ has at time instant $i \geq 0$ to infer its neighboring agent $k$’s task $w_k$. To quantify the privacy-preserving performance of any scheme, we evaluate, in terms of mean-square error, how well agent $\ell$ can estimate $w_k$. Then we average over the whole network. The network inference privacy error is defined using

$$\xi_{\text{net}}(i) = \frac{1}{N} \sum_{k=1}^{N} \frac{1}{|N_k|-1} \sum_{\ell \in N_k \setminus \{k\}} \text{E}[\|w_k - \hat{w}_k|\Phi(\ell, i)\|_2^2],$$

(75)

where $\hat{w}_k|\Phi(\ell, i)$ is the least mean-square estimate of $w_k$ given $\Phi(\ell, i)$. A larger $\xi_{\text{net}}(i)$ implies better average privacy preservation across the network at time instant $i$.

In our numerical experiments, we compare the performance of our proposed ATP(δ) algorithm with the proposed ATP(0) algorithm, the multitask diffusion algorithm [7] (denoted as MDA for convenience) and the non-cooperative LMS algorithm (23) (denoted as NoCoop). Since the unknown coefficient vectors $\{w_k\}$ are linearly related across the network, agent $\ell$ can make use of all neighboring estimates $\{\psi_k(\ell, i)\}$ that are available to it at time instant $i$ to infer its neighbor’s task $w_k$ for any $k \in \mathcal{N}_\ell$. However, for simplicity, in order to evaluate the privacy-preserving performance of the different schemes, we constrain the information set $\Phi(\ell, i)$ as follows:

- For ATP(δ), we let $\Phi(\ell, i) = \{\psi_k(\ell, i)\}$, i.e., each agent $\ell$ is memoryless across time and spatial domains.
- For ATP(0) and MDA, we let $\Phi(\ell, i) = \{\psi_k(\ell, i)\}$ since no privacy noises are added in these schemes.
- For NoCoop, we let $\Phi(\ell, i) = \{w_k\}$ since there is no information exchange between agents.

Let

$$W = \text{E}[\{\omega^o - E\omega^o\}(\omega^o - E\omega^o)^T],$$

(76)

$$\Psi(i) = \text{E}[\psi(i)\psi^T(i)],$$

(77)

$$r_{da}(i) = \text{col}\{u_k(i)d_k(i)\}_{k=1}^N = \mathcal{R}_u(i)\omega^o + g(i),$$

(78)

$$B(i) = (I_M - \mathcal{M}\mathcal{R}_a)\mathcal{P}(i).$$

(79)

Let $\psi_{k, \ell}(i) = [\psi_k^T(i), \psi_{k, \ell}^T(i)]^T$. We also define

$$U_{k, \ell}(i) = \text{E}[\{w^o_k - Ew^o_k\}(\psi_{k, \ell}(i) - E\psi_{k, \ell}(i))^T],$$

(80)

$$X_{k, \ell}(i) = \text{E}[\psi_{k, \ell}(i) - E\psi_{k, \ell}(i)]^T \times (\psi_{k, \ell}(i) - E\psi_{k, \ell}(i))^T,$$

(81)

and

$$\tilde{R}_{a,k}(i) = \begin{bmatrix} R_{a,k}(i) & 0 \\ 0 & 0 \end{bmatrix}$$

where the quantity $R_{a,k}(i)$ is defined by (12). Let

$$\mathcal{H}(i) = \text{E}[(\mathcal{I}_M - \mathcal{M}\mathcal{R}_a(i + 1))\mathcal{P}(i)]$$

(82)

$$\mathcal{X}(i) = \text{E}[(\mathcal{I}_M - \mathcal{M}\mathcal{R}_a(i + 1))f(i)]$$

(83)

$$\mathcal{X}'(i) = \text{E}[(\mathcal{I}_M - \mathcal{M}\mathcal{R}_a(i + 1))\mathcal{P}(i)]$$

(84)
\( Y(i) = \mathbb{E} [(M r_{d u}(i+1)) \otimes ((I_M - M R_u(i+1)) P(i))] , \)

\( Y'(i) = \mathbb{E} [((I_M - M R_u(i+1)) P(i)) \otimes (M r_{d u}(i+1))] , \)

and

\[ C_1(i) = \mathbb{E} \left[ (I_M - M R_u(i+1)) f(i) \times f^T(i) \right] \left( I_M - R_u(i+1) M \right) , \]

\[ C_2(i) = \mathbb{E} \left[ (I_M - M R_u(i+1)) f(i) r_{d u}(i+1) M \right] , \]

\[ C_3(i) = \mathbb{E} \left[ M r_{d u}(i+1) f^T(i) (I_M - R_u(i+1) M) \right] , \]

\[ C_4 = \mathbb{E} \left[ r_{d u}(i+1) r_{d u}^T(i+1)/M \right] , \]

\[ c(i) = \text{vec} (C_1(i)) - \text{vec} (C_2(i)) - \text{vec} (C_3(i)) + \text{vec} (C_4) . \]

all of which except \( C_4 \) depend on the quantities \( \{P(i), f(i)\} \) at time instant \( i \). We also define

\[ Z = \mathbb{E} \left[ ((I_M - M R_u(i+1)) \otimes ((I_M - M R_u(i+1)) \right) . \]

In the following Theorem 4, we evaluate the privacy-preserving performance of the proposed ATP(\( \delta \)) algorithm.

**Theorem 4.** Consider the distributed strategy (9) to (11). Suppose that Assumptions 1 to 4 hold. The network inference error at each time instant \( i \geq 0 \) is

\[ e_{\text{net}}(i) = \frac{1}{N} \sum_{k=1}^{N} \left[ \sum_{\ell \in \mathcal{N}_k \setminus \{k\}} \text{Tr} \left( W_{k,\ell} \right) \right. \]

\[ \left. - U_{k,\ell}(i) \left( X_{k,\ell}(i) V(i) + \tilde{R}_{m,k}(i) \right) - 1 U_{k,\ell}^T(i) \right] \]

where

\[ U_{k,\ell}(i) = \left[ [V - V(i)]_{k,k}, [V - V(i)]_{k,\ell} \right] , \]

\[ V(i+1) = V(i) B^T(i) , \]

\[ V(0) = W (I_M - M R_u) , \]

and where

\[ X_{k,\ell}(i) = \left[ \begin{array}{c}
\left[ \Psi(i) - \mathbb{E} \psi(i) \right] \left[ \mathbb{E} \psi(i) \right]^T \left( k,k \right) \\
\left[ \Psi(i) - \mathbb{E} \psi(i) \right] \left[ \mathbb{E} \psi(i) \right]^T \left( k,\ell \right)
\end{array} \right] , \]

with

\[ \mathbb{E} \psi(0) = M R_u E w^o , \]

\[ \mathbb{E} \psi(i+1) = (I_M - M R_u) P(i) \mathbb{E} \psi(i) - (I_M - M R_u) f(i) + M R_u E w^o , \]

and

\[ \Psi(0) = M E \left[ R_u(0) E \left[ w^o (w^o)^T \right] R_u(0) \right] M + M G M \]

\[ \text{vec} (\Psi(i+1)) = \mathcal{H}(i) \text{vec} (\Psi(i)) + Z \text{vec} (\Gamma(i)) + c(i) \]

\[ + (\mathcal{Y}(i) - \mathcal{X}(i) - \mathcal{X}'(i) + \mathcal{Y}'(i)) \mathbb{E} \psi(i) . \]

**Proof.** See Section 3 of the supplementary material.

VI. Simulation Results

In this section, we compare performance of the proposed ATP(\( \delta \)) algorithm in terms of network inference privacy and network MSD against ATP(0), MDA [7] and NoCoop (23) in two types of networks: 1) a line network with a large number of linear equality constraints; and 2) a very dense network with a small number of linear equality constraints. We also test the tracking performance of the proposed distributed and adaptive ATP(\( \delta \)) algorithm in the case of changing statistics.

**A. Selection of Weights for Weighted Projection**

Note that the projection step (11) at each agent \( k \) involves noisy intermediate estimates \( \{\psi_\ell(i)\} \) from its neighbors \( \{\ell \in \mathcal{N}_k \setminus \{k\}\} \) and the uncontaminated intermediate estimate \( \psi_\ell(i) \). In view of the fact that the noisy intermediate estimate \( \psi_\ell(i) \) involves a privacy noise \( n_\ell(i) \) with variance \( \sigma^2_{n_\ell} \) defined by (14) to

\[ \omega_{\ell k}(i) = \begin{cases} e^{-\sigma^2_{n,\ell}(i)} \left( \sum_{\ell \in \mathcal{N}_k \setminus \{k\}} e^{-\sigma^2_{n,\ell}(i)} + 1 \right) , & \text{if } \ell \in \mathcal{N}_k \setminus \{k\} \\ e^{-\sigma^2_{n,k}(i)} \left( \sum_{\ell \in \mathcal{N}_k \setminus \{k\}} e^{-\sigma^2_{n,\ell}(i)} + 1 \right) , & \text{if } \ell = k \end{cases} \]

which satisfies the requirements in (15).

**B. Line Network**

As shown in Fig. 2a, we consider a line network which consists of \( N = 12 \) agents. The agents in the network are involved in \( Q = 11 \) linear equality constraints. Let \( \mathcal{I}_q \) be the set of agents involved in the \( q \)-th constraint for any \( q = 1, \ldots, Q \). Then in the case of a line network, each \( \mathcal{I}_q \) only contains two neighboring agents that are connected by an edge. Each linear inequality constraint is of the form (7):

\[ \sum_{k \in \mathcal{I}_q} d_{qk} u_k^0 + b_q 1_{3 \times 1} = 0_{3 \times 1} , \quad q = 1, \ldots, Q \]

with the scalar parameters \( \{d_{qk}, b_q\} \) randomly selected from \([-3, -1] \cup [1, 3]\). The lengths of the unknown parameter vectors \( \{w_k^*\} \) are \( \{M_k = 3\} \). The random data \( \{u_k(i), v_k(i)\} \) are independent, normally distributed with zero mean, and white over time and space. Let

\[ \text{SNR}_k = 10 \log_{10} \left( \mathbb{E} \left[ \left( u_k^T(i) w_k^0 \right)^2 / \sigma^2_{v,k} \right] \right) \]

be the signal-to-noise ratio (SNR) at agent \( k \). Then, the parameters \( \{R_u,k, W_{1k}, \mathbb{E} w_k^0, \sigma^2_{v,k}\} \) are adjusted to make \( \{\text{SNR}_k\} \) as shown in Fig. 2b. For the step-size parameters, we set \( \{\mu_k \equiv 0.02\} \) for all the tested algorithms except MDA, where we set \( \{\mu_k/k \equiv 0.02\} \) to ensure the same step-size in the adaptation step for all the above-mentioned algorithms. Let \( \delta_k \overset{\Delta}{=} \rho Tr(W_{kk}) \) with \( 0 \leq \rho \leq 1 \). Then, for the ATP(\( \delta \)) algorithm, we set \( \rho = 0.1, \rho = 0.6, \rho = 0.85 \), respectively, to compare performance under different privacy thresholds \( \{\delta_k\} \).

Fig. 3 shows the network MSD learning curves of the tested strategies, which are averaged over 1,000 independent realizations of \( \{w_k^0\} \). We observe that 1) simulation results match well with theoretical findings, 2) by adding privacy noise, the proposed ATP(\( \delta \)) algorithm converges to a higher MSD level than ATP(0) and MDA [7, 3] larger privacy.
thresholds result in a higher steady-state network MSD. Fig. 4 plots the network inference privacy performance of ATP(0) and MDA [7] are similar, but worse (lower values of $\{\xi_{\text{net}}(i)\}$) than the proposed ATP($\delta$), 2) by increasing privacy thresholds, the proposed ATP($\delta$) algorithm shows better network inference privacy performance. These results demonstrate that the proposed ATP($\delta$) algorithm is able to balance the trade-off between network MSD and privacy protection.

C. Dense Network

As shown in Fig. 5a, we consider a dense network which consists of $N = 12$ agents. The agents in the network are involved in $Q = 4$ linear equality constraints, each of the form (99). The lengths of the unknown parameter vectors $\{w_k^o\}$ are $\{M_k = 3\}$. The random data $\{u_k(i), v_k(i)\}$ are independent, normally distributed with zero mean, and white over time and space. The parameters $\{R_{u,k}, W_{kk}, \Sigma w_k^o, \sigma_{u,k}^2\}$ are adjusted to make $\{\text{SNR}_k\}$ as shown in Fig. 5b. For the ATP($\delta$) algorithm, we set the threshold values $\{\delta_k = 0.1 \Tr(W_{kk})\}_{k=1}^N$. The other parameter settings remain the same as those in the previous simulation.

Fig. 6 shows the network MSD learning curves of the tested strategies, which are averaged over 20,000 independent realizations of $\{w_k^o\}$. Fig. 7 plots the network inference error, defined by (74). These results demonstrate that the proposed ATP($\delta$) algorithm is still able to balance the trade-off between network MSD and privacy protection in dense networks. Table I lists the ratios of privacy gain to accuracy loss in the line and dense network, where the privacy gain is the absolute gap between the steady-state network inference privacy errors of ATP(0) and ATP($\delta$) in dB, and the accuracy loss is the absolute gap between the steady-state network MSDs in dB. We observe that the ratio in the dense network is much higher than in the line network, which means that more privacy gains are obtained in the former case with the same quantity of network MSD loss. These results demonstrate that the proposed ATP($\delta$) algorithm performs better in dense networks than in line networks.

| TABLE I | RATIO OF PRIVACY GAIN TO ACCURACY LOSS |
|---------|-------------------------------------|
| Line Network | Dense Network |
| $\rho = 0.1$ | $\rho = 0.6$ | $\rho = 0.85$ |
| 0.09 | 0.09 | 0.06 | 0.86 |

D. Tracking Performance

As shown in Fig. 8a, we consider the case where there are $N = 6$ agents in the network. The agents in the network are involved in $Q = 5$ linear equality constraints, each of the form [7]:

$$\sum_{k \in I_q} d_{qk} w_k^o + b_q 1_{2 \times 1} = 0_{2 \times 1}, \quad q = 1, \ldots, Q$$

with the scalar parameters $\{d_{qk}, b_q\}$ randomly selected from $[-3, -1] \cup [1, 3]$. The lengths of the unknown parameter vectors $\{w_k^o\}$ are $\{M_k = 2\}$. The random data $\{u_k(i), v_k(i)\}$ are independent, normally distributed with zero mean, and white over time and space. The parameters $\{R_{u,k}, W_{kk}, \Sigma w_k^o, \sigma_{u,k}^2\}$ are adjusted to make $\{\text{SNR}_k\}$ as shown in Fig. 8b at the first stage. Then in order to test the tracking performance of the proposed distributed and adaptive ATP($\delta$) algorithm, we increase values of the elements in $W_{kk}$ at time instant $t = 75$, which makes $\{\text{SNR}_k\}$ as shown in Fig. 8c at the second stage. For the step-size parameters, we set $\{\mu_k \equiv 0.02\}$ for all the tested algorithms except MDA, where we set $\{\mu_k / j_{kk} = 0.02\}$ to ensure the same step-size in the adaptation step for all the above-mentioned algorithms. In addition, for the ATP($\delta$) algorithm, we set the threshold values $\{\delta_k = 0.6 \Tr(W_{kk})\}_{k=1}^N$ according to the covariance matrix $W_{kk}$ at the first stage.

Fig. 9 shows the network MSD learning curves of the tested strategies, which are averaged over 1,000 independent runs. We observe that by increasing values of the elements in $W_{kk}$, the proposed ATP($\delta$) algorithm with privacy noise powers $\{\sigma_{n,k}^2(i) = \sigma_{n,k}^2(\infty)\}$ converges to a higher MSD level at the second stage. This is because privacy noise powers become larger at the second stage according to (63). We also note that the steady-state network MSD of the proposed distributed and adaptive ATP($\delta$) gets higher at the second stage. Fig. 10 plots the network inference error, defined by (74). We observe that the network inference privacy performance of both ATP($\delta$) algorithms are similar throughout the whole process. These results demonstrate that the proposed distributed and adaptive ATP($\delta$) algorithm is able to track changes of the covariance matrix $W_{kk}$.

VII. CONCLUSION

We have developed a privacy-preserving distributed strategy over linear multitask networks, which is able to protect each agent’s local task by adding a privacy noise to its local information before sharing with its neighbors. We proposed a utility-privacy optimization trade-off to determine the amount of noise to add, and derived a sufficient condition for the privacy noise powers in order to satisfy the proposed privacy constraints. Furthermore, we proposed a distributed and adaptive scheme to compute the privacy noise powers. We have studied the mean and mean-square behaviors and privacy-preserving performance. Simulation results demonstrated that the proposed scheme is able to balance the trade-off between the network MSD and network inference privacy.

Future work concerns privacy issues over multitask networks where agents’ local parameters of interest consist of common parameters within each neighborhood and individual parameters. Privacy-preserving distributed strategies will be developed to improve the estimation accuracy of common parameters at each agent via in-network cooperation with neighboring agents, as well as to protect individual parameters against privacy leakage.
Fig. 2. (a) A line network and (b) SNRs across the agents in a line network.

Fig. 3. Network MSD learning curves of MDA [7], NoCoop, the proposed ATP(δ) under different parameter settings for {δ_k}, and ATP(0) in a line network.

Fig. 4. Network inference privacy learning curves of MDA [7], NoCoop, the proposed ATP(δ) under different parameter settings for {δ_k}, and ATP(0) in a line network.
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1. Proof of Theorem 1

The $M_k \times M_k$ symmetric positive semi-definite matrix $X_{kk}(i)$ admits a spectral decomposition of the form:

$$X_{kk}(i) = T_k(i) \Lambda_k(i) T_k^T(i),$$

where $T_k(i)$ is an orthogonal matrix and $\Lambda_k(i) = \text{diag}\{\lambda_k^m(i)\}_{m=1}^{M_k}$ is a diagonal matrix consisting of the eigenvalues of $X_{kk}(i)$. Let

$$\tilde{U}_{kk}(i) = T_k(i) U_{kk}^T(i) U_{kk}(i) T_k(i),$$

which is a symmetric positive semi-definite matrix. Let $\{\tilde{u}_{kk}^m(i)\}_{m=1}^{M_k}$ be entries on the main diagonal of $\tilde{U}_{kk}(i)$. Then, it follows that $\tilde{u}_{kk}^m(i) \geq 0$ for all $m = 1, \ldots, M_k$. From the LHS of (56), we have

$$\text{Tr} \left( U_{kk}(i) \left( X_{kk}(i) + \sigma_{n,k}(i) I_{M_k} \right)^{-1} U_{kk}^T(i) \right) = \text{Tr} \left( \tilde{U}_{kk}(i) \right) = \sum_{m=1}^{M_k} \tilde{u}_{kk}^m(i) \leq \sum_{m=1}^{M_k} \sigma_{n,k}(i) \tilde{u}_{kk}^m(i),$$

where in step (a) we used the property $\text{Tr}(AB) = \text{Tr}(BA)$ for any square matrices $A$ and $B$ of compatible sizes. The theorem now follows from (56).

2. Proof of Proposition 1

We first show a preliminary result.

**Lemma 2.1.** Consider the matrix $\mathcal{V}(i)$ defined by (77). If the step-size $\mu_k$ satisfies (62) for all agents $k = 1, \ldots, N$. Then, $\lim_{i \to \infty} \mathcal{V}(i) = 0 \times M_M$.

**Proof:** We define $\mathcal{B}(i)$ as shown by (79). Under Assumptions 1, 3, and 4, it follows from (38) that

$$\mathbb{E} \left[ \mathbf{w}^o(i+1) \right] = \mathbb{E} \left[ \mathbf{w}^o \tilde{\psi}(i) \right] \mathcal{B}^T(i)$$

and

$$\mathbb{E} \left[ \tilde{\psi}(i+1) \right] = \mathcal{B}(i) \mathbb{E} \tilde{\psi}(i)$$

for any $i \geq 0$, and

$$\mathcal{V}(i+1) = \mathbb{E} \left[ \left( \mathbf{w}^o - \mathbb{E} \mathbf{w}^o \right) \left( \tilde{\psi}(i+1) - \mathbb{E} \tilde{\psi}(i+1) \right)^T \right]$$

$$= \mathbb{E} \left[ \mathbf{w}^o \tilde{\psi}(i+1) \right] - \mathbb{E} \mathbf{w}^o \mathbb{E} \tilde{\psi}(i+1)$$

$$= \mathbb{E} \left[ \mathbf{w}^o \tilde{\psi}(i) \right] \mathcal{B}^T(i) - \mathbb{E} \mathbf{w}^o \mathbb{E} \tilde{\psi}(i) \mathcal{B}^T(i)$$

$$= \mathcal{V}(i) \mathcal{B}^T(i).$$

We next show that $\mathcal{B}(i)$ is stable, i.e., $\rho(\mathcal{B}(i)) < 1$. We have

$$\rho(\mathcal{B}(i)) \leq \| \mathcal{B}(i) \| = \| \mathcal{B} \| \leq \| \mathcal{P}(i) \| \| I_M - \mathcal{M}\mathcal{R}_u \|.$$ 

From (24) and (29), since $I_M - \mathcal{M}\mathcal{R}_u$ is a symmetric matrix, we have

$$\| I_M - \mathcal{M}\mathcal{R}_u \| = \rho(I_M - \mathcal{M}\mathcal{R}_u).$$

The eigenvalues of $I_M - \mathcal{M}\mathcal{R}_u$ are $\{1 - \mu_k \lambda(R_u,k)\}_{k=1}^N$, thus $\mathcal{B}(i)$ is stable if

$$\left| 1 - \mu_k \lambda(R_u,k) \right| < \frac{1}{\| \mathcal{P}(i) \|}$$

holds for all agents $k = 1, \ldots, N$. By solving the inequality in (103) for $\mu_k$, we arrive at the desired sufficient condition (62). From (102), the lemma follows.

We return to the proof of Proposition 1. We have

$$U_{kk}(i) = \mathbb{E} \left[ (\mathbf{w}^o_k - \mathbb{E} \mathbf{w}^o_k) (\psi_k(i) - \mathbb{E} \psi_k(i)) \right]^T$$

$$= W_{kk} - [\mathcal{V}(i)]_{k,k},$$

where in (a) we used Assumption 4 and in (b) the $W_{kk}$ is defined by (2). From Lemma 2.1, as $i \to \infty$, $U_{kk}(i) \to W_{kk}$. The proposition now follows from (58).

3. Proof of Theorem 4

Under Assumption 4, it follows from [54, p.66] that

$$\mathbb{E} \left[ \| \mathbf{w}^o_k - \mathbf{w}_k [\psi_{k,i}, \psi_k(i)] \|^2 \right] = \text{Tr} \left( W_{kk} \right)$$

$$- U_{k{k',\ell}}(i) \left( X_{k{k',\ell}}(i) + \tilde{R}_{n,k}(i) \right)^{-1} U_{k{k',\ell}}^T(i)$$

which leads to (89). From (75), (77) and (80), we have (90). The recursion (91) is shown by (102) in Section 2. Given Assumptions 1 to 3, it follows from (39) that

$$\mathbb{E} \tilde{\psi}(0) = (I_M - \mathcal{M}\mathcal{R}_u) \mathbb{E} \mathbf{w}^o,$$

and

$$\mathbb{E} \left[ \mathbf{w}^o \tilde{\psi}(0) \right] = \mathbb{E} \left[ \mathbf{w}^o (\mathbf{w}^o)^T \right] (I - \mathcal{M}\mathcal{R}_u).$$

We then arrive at the desired result (92) from (101). From (76) and (81), we have (93), and from (106), we have (94). It follows from (9) to (11) that

$$\psi(i+1) = (I_M - \mathcal{M}\mathcal{R}_u(i+1)) \mathcal{P}(i) \psi(i)$$

$$- (I_M - \mathcal{M}\mathcal{R}_u(i+1)) f(i)$$

$$+ (I_M - \mathcal{M}\mathcal{R}_u(i+1)) \mathbf{q}(i) + \mathcal{M}\mathcal{R}_{du}(i+1)$$

for any time instant $i \geq 0$, with

$$\psi(0) = \mathcal{M}\mathcal{R}_{du}(0),$$

and where the quantity $f(i)$ is defined by (20). Taking expectations on both sides of (108) gives (95) for any time instant $i \geq 0$, and where we used Assumptions 1 to 4 and (45)
and (46). Multiply both sides of (108) by its transpose from the right before taking expectations, then we have

$$\Psi(i + 1) = \mathbb{E} [(I_M - M R_u(i + 1)) P(i) \Psi(i) P^T(i) (I_M - R_u(i + 1) M)] - \mathbb{E} [(I_M - M R_u(i + 1)) P(i) \mathbb{E} \psi(i) f^T(i) (I_M - R_u(i + 1) M)] + \mathbb{E} [(I_M - M R_u(i + 1)) f(i) \mathbb{E} \psi^T(i) P^T(i) (I_M - R_u(i + 1) M)] - C_3(i) + C_4(i)$$

which makes use of Assumptions 1 to 4. We then arrive at the desired result (97) for any time instant \(i \geq 0\) by using the property in (72). Initially at \(i = 0\), we have

$$\Psi(0) \overset{(109)}{=} \mathbb{M} \mathbb{E} [r_{du}(0) r_{du}^T(0)] M$$

$$\overset{(78)}{=} \mathbb{M} \mathbb{E} [(R_u(0) w^o + g(0)) (R_u(0) w^o + g(0))^T] M$$

$$\overset{(a)}{=} \mathbb{M} \mathbb{E} [R_u(0) w^o (w^o)^T R_u(0)] M + \mathbb{M} \mathbb{E} [g(0) (g(0))^T] M$$

$$\overset{(b)}{=} \mathbb{M} \mathbb{E} [R_u(0) w^o (w^o)^T R_u(0)] M + \mathbb{M} G M,$$

which is the desired result (96), and where in (a) we used Assumptions 1 and 3, and in (b) we used Assumption 3 and (33). The proof is now complete.