THE TWISTED SECOND MOMENT OF THE DEDEKIND ZETA FUNCTION OF A QUADRATIC FIELD

Winston Heap

Abstract. We compute the second moment of the Dedekind zeta function of a quadratic field times an arbitrary Dirichlet polynomial of length $T^{1/11-\epsilon}$.

1. Introduction

Let $K$ be a quadratic number field with discriminant $D$ and let $\zeta_K(s)$ be the Dedekind zeta function of $K$. It is well known that $\zeta_K(s) = \zeta(s)L(s, \chi)$ where $\chi$ is the Kronecker symbol $(D \cdot \cdot)$. The asymptotic behaviour of the mean square of $\zeta_K(1/2 + it)$ was first given by Motohashi in 1970 [11] where he showed that

$$\frac{1}{T} \int_0^T |\zeta_K\left(\frac{1}{2} + it\right)|^2 dt \sim \frac{6}{\pi^2} L(1, \chi)^2 \prod_{p \mid D} \left(1 + \frac{1}{p}\right)^{-1} \log^2 T.$$  

A subsequent improvement was given by Müller in 1989 [14] where, by employing the methods of Heath-Brown [7], he calculated the lower order terms.

For the cases of higher moments or higher degree extensions little is known. This is mainly due to the same limits in technology that prevent the calculation of the sixth moment (or higher) of the Riemann zeta function. By using the methods of section 7.19 of [17] one can at least get the lower bound

$$\frac{1}{T} \int_0^T |\zeta_K\left(\frac{1}{2} + it\right)|^{2k} dt \gg \log^{2k^2} T$$

which is in fact the expected order of magnitude. Bruggeman and Motohashi [1], [2] have recently given explicit formulae for the fourth moment of particular quadratic Dedekind zeta functions via spectral methods. However, this unfortunately does not immediately give an asymptotic, as is the case when similar methods are used for the fourth moment of the Riemann zeta function ([12], section 5). Other results concerning the moments of zeta functions related to number fields can be found in [5] and [15]; the former being concerned with cubic extensions.

The purpose of this note is to investigate the asymptotic behaviour of

$$\int_0^T \left|\zeta\left(\frac{1}{2} + it\right) L\left(\frac{1}{2} + it, \chi\right) M\left(\frac{1}{2} + it\right)\right|^2 dt$$
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where \( \chi \) is any primitive Dirichlet character mod \( q \) and \( M(s) \) is an arbitrary Dirichlet polynomial of length \( T^\theta \) given by

\[
M(s) = \sum_{n \leq T^\theta} \frac{a(n)}{n^s}.
\]

By expanding out the Dirichlet polynomial \( M(s) \) the problem reduces to the study of

\[
I(h, k) = \int_{-\infty}^{\infty} \left( \frac{h}{k} \right)^{it} \zeta\left( \frac{1}{2} + \alpha + it \right) L\left( \frac{1}{2} + \beta + it, \chi \right) \times \zeta\left( \frac{1}{2} + \gamma - it \right) L\left( \frac{1}{2} + \delta - it, \chi^* \right) w(t) dt
\]

where \( \alpha, \beta, \gamma, \delta \) are small complex numbers and \( w(t) \) is some smooth function having the intention of being the characteristic function of the interval \( [T/2, 4T] \).

We incorporate the shifts into the argument since this allows for formulas involving the derivatives of \( \zeta_K \). The shifts also give a structural viewpoint of the main terms.

In the case \( q = 1 \), \( I(h, k) \) becomes the twisted fourth moment of the Riemann zeta function which was studied by Hughes and Young \([8]\). They showed that

\[
I(h, k) = \frac{1}{\sqrt{hk}} \int_{-\infty}^{\infty} w(t) \left( Z_{\alpha,\beta,\gamma,\delta,h,k}(0) + \cdots \right) dt
\]

where \( Z_{\alpha,\beta,\gamma,\delta,h,k}(s) \) is a certain product of shifted zeta functions and finite Euler products and where the remaining terms are given by five more \( Z \) terms with particular permuted shifts. Our result will be similar in appearance except that in the case \( q > 1 \) two of the \( Z \) terms will be of a lower order. Our argument will mirror that of \([8]\) and as such we sometimes omit details when they follow verbatim.

1.1. Notation.

- \( \chi \) denotes a primitive Dirichlet character mod \( q \). Its Gauss sum is denoted \( G(\chi) = G(1, \chi) \) where \( G(n, \chi) = \sum_{m=1}^{q} \chi(m)e_q(nm) = \overline{\chi(n)}G(\chi) \) and \( e_c(d) = \exp(2\pi id/c) \).
- \( a \) is defined as being either 0 or 1 depending on whether \( \chi(-1) = 1 \) or \( \chi(-1) = -1 \) respectively.
- \( p \) always denotes a prime number and we let \( h_p \) denote the \( p \)-adic valuation of \( h \) so that \( h = \prod_{p|h} p^{h_p} \).
- We define the \( q \)-part of an integer \( n \) as
  \[
n(q) = \prod_{\substack{p|h \atop p|q}} p^{h_p}
\]
  and we define its non-\( q \)-part by \( n^* = n/n(q) \).
- For integers \( n \) and \( m \) we let \( n_{(m)} := n/(n, m) \).
1.2. Statement of Results. Similarly to [8] our main term will be written in terms of products of shifted zeta and L-functions as well as finite products over primes dividing \( h \) and \( k \). We first let

\[
f_{\alpha, \beta}(n, \chi) = \sum_{n_1n_2=n} n_1^{-\alpha}n_2^{-\beta}\chi(n_2)
\]

and let

\[
\sigma_{\alpha, \beta}(n) = \sum_{n_1n_2=n} n_1^{-\alpha}n_2^{-\beta}.
\]

Then, our main term will be given in terms of

\[
Z_{\alpha, \beta, \gamma, \delta, h, k}(s) = A_{\alpha, \beta, \gamma, \delta}(s)B_{\alpha, \beta, \gamma, \delta, h, k}(s)
\]

where

\[
A_{\alpha, \beta, \gamma, \delta}(s) = \zeta(1 + \alpha + \gamma + s)\zeta(1 + \beta + \delta + s)L(1 + \beta + \gamma + s, \chi)
\]

\[
\times \frac{L(1 + \alpha + \delta + s, \chi)}{\zeta(2 + \alpha + \beta + \gamma + \delta + 2s)} \prod_{p \mid q} \left( \frac{1 - p^{-1-s-\beta-\delta}}{1 - p^{-2-2s-\alpha-\beta-\gamma-\delta}} \right)
\]

and

\[
B_{\alpha, \beta, \gamma, \delta, h, k}(s, \chi) = B_{\alpha, \beta, \gamma, \delta, h}(s, \chi)B_{\gamma, \delta, \alpha, \beta, k}(s, \chi)
\]

with

\[
B_{\alpha, \beta, \gamma, \delta, h, k}(s, \chi) = \prod_{p \mid h} \frac{\sum_{j \geq 0} f_{\alpha, \beta}(p^j, \chi)f_{\gamma, \delta}(p^j, \chi)p^{-j(1+s)}}{\sum_{j \geq 0} f_{\alpha, \beta}(p^j, \chi)f_{\gamma, \delta}(p^j, \chi)p^{-j(1+s)}}.
\]

The lower order terms alluded to earlier are given in terms of

\[
Z'_{\alpha, \beta, \gamma, \delta, h, k}(s, \chi) = \overline{G(\chi)}A'_{\alpha, \beta, \gamma, \delta}(s, \chi)B'_{\alpha, \beta, \gamma, \delta, h, k}(s, \chi)
\]

where

\[
A'_{\alpha, \beta, \gamma, \delta}(s, \chi) = \frac{L(1 + \alpha + \gamma + s, \chi)L(1 + \beta + \delta + s, \chi)L(1 + \alpha + \delta + s, \chi)L(1 + \beta + \gamma + s, \chi)}{L(2 + \alpha + \beta + \gamma + \delta + 2s, \chi^2)}
\]

and

\[
B'_{\alpha, \beta, \gamma, \delta, h, k}(s, \chi) = B'_{\alpha, \beta, \gamma, \delta, h}(s, \chi)B'_{\gamma, \delta, \alpha, \beta, k}(s, \chi)
\]

with

\[
B'_{\alpha, \beta, \gamma, \delta, h}(s, \chi) = \prod_{p \mid h} \frac{\sum_{j \geq 0} \chi(p^j)\sigma_{\alpha, \beta}(p^j)\sigma_{\gamma, \delta}(p^{j+1})p^{-j(1+s)}}{\sum_{j \geq 0} \chi(p^j)\sigma_{\alpha, \beta}(p^j)\sigma_{\gamma, \delta}(p^j)p^{-j(1+s)}}.
\]
Theorem 1. Let

\[ I(h, k) = \int_{-\infty}^{\infty} \left( \frac{h}{k} \right) -it \zeta \left( \frac{1}{2} + \alpha + it \right) L \left( \frac{1}{2} + \beta + it, \chi \right) \times \zeta \left( \frac{1}{2} + \gamma - it \right) L \left( \frac{1}{2} + \delta - it, \chi \right) w(t) dt \]

where \( w(t) \) is a smooth, nonnegative function with support contained in \([T/2, 4T]\), satisfying \( w^{(j)}(t) \ll j T^{-j} \) for all \( j = 0, 1, 2, \ldots \), where \( T^{1/2+\epsilon} \ll T_0 \ll T \). Suppose \((h, k) = 1\), \(hk \leq T^{11/12+\epsilon}\), and that \(\alpha, \beta, \gamma, \delta\) are complex numbers \(\ll (\log T)^{-1}\). Then

\[ I(h, k) = \frac{1}{\sqrt{hk}} \int_{-\infty}^{\infty} w(t) \left( Z_{\alpha,\beta,\gamma,\delta,h,k}(0) + \frac{1}{q^{\beta+\delta}} Z_{-\gamma,-\delta,-\alpha,-\beta,h,k}(0) \left( \frac{t}{2\pi} \right)^{-\alpha-\beta-\gamma-\delta} + \frac{1}{q^{\beta+\delta}} Z_{\gamma,-\beta,-\delta,h,k}(0) \left( \frac{t}{2\pi} \right)^{-\beta-\delta} \right. \]

\[ + 1 \frac{\chi(k)}{q^\delta} \left( \frac{t}{2\pi} \right)^{-\alpha-\delta} Z'_{-\delta,\beta,\gamma,\alpha,\delta,h,k}(0, \chi) \]

\[ + 1 \frac{\chi(h)}{q^\delta} \left( \frac{t}{2\pi} \right)^{-\beta-\gamma} Z'_{\alpha,-\beta,\delta,\alpha,\delta,h,k}(0, \chi) \left) dt + E(T) \]

where

\[ E(T) \ll T^{3/4+\epsilon}(hk)^{7/8+\epsilon} \left( q^{3/2+\epsilon} |L(1, \chi)|(T/T_0)^{7/4} + q^{1+\epsilon}(T/T_0)^{9/4} \right). \]

It is not immediately obvious that the main term of (18) is holomorphic in terms of the shift parameters. However, after expanding \( Z_{\alpha,\beta,\gamma,\delta,h,k}(0) \) in a Laurent series we see that the symmetries of the expression imply a cancellation of the poles. This procedure also allows for asymptotic expansions. Indeed, setting \( h = k = 1 \) and \( T_0 = T^{12/13+\epsilon} \) we can recover the formula given by Muller in Theorem 1 of [14], albeit with an error term of \( q^{1+\epsilon} T^{12/13+\epsilon} \).

In the case that \( \chi(n) = (D|n) \) Theorem 1 gives a rather concise expression for the asymptotic behaviour of (3). Recall that a prime \( p \) is inert (resp. split) in \( K \) if and only if \( \chi(p) \) equals \(-1\) (resp. \(+1\)). A prime \( p \) is ramified if and only if it divides \( D \). Plugging this information into \( B_{\alpha,\beta,\gamma,\delta,h,k}(s) \), Theorem 1 gives

Corollary 1. Let

\[ M(s) = \sum_{n \leq X} \frac{a(n)}{n^s} \]
with $X = T^\theta$ and suppose $\theta \leq \frac{1}{11} - \epsilon$. Then

\[\frac{1}{T} \int_0^T \left| \zeta_K \left( \frac{1}{2} + it \right) \right|^2 \left| M \left( \frac{1}{2} + it \right) \right|^2 \, dt \sim \sum_{n=0}^{2} \sum_{h, k \leq X} \frac{c_n(h, k)a(h)a(k)}{hk} (h, k) \log^n \left( \frac{T(h, k)^2}{2\pi hk} \right)\]

where the $c_n(h, k)$ are computable. For example,

\[c_2(h, k) = \frac{6}{\pi^2}L(1, \chi)^2 \prod_{p \mid D} \left( 1 + \frac{1}{p} \right)^{-1} \delta(h(k))\delta(k(h))\]

where

\[\delta(m) = \begin{cases} \prod_p \frac{1}{\sqrt{p}} \left( \frac{1}{p} + \frac{m^2 - 1}{p^2} \right) & \text{if } m_{\text{inert}} \text{ is square} \\ 0 & \text{otherwise} \end{cases}\]

and $m_{\text{inert}}$ is the factor of $m$ composed of inert primes.

### 1.3. Acknowledgements

I would like to thank Chris Hughes and Matt Young for their support and useful suggestions. I would also like to thank the University of York and EPSRC for giving me the opportunity to do a PhD.

### 2. Setup

#### 2.1. An Approximate Functional Equation

The functional equation of the Riemann zeta function is given in its symmetric form by

\[\Lambda(s) := \pi^{-s/2} \Gamma \left( \frac{s}{2} \right) \zeta(s) = \Lambda(1 - s).\]

Given a primitive Dirichlet character $\chi \mod q$ we have a similar expression involving the Dirichlet $L$-function $L(s, \chi)$;

\[\xi(s, \chi) := \left( \frac{\pi}{q} \right)^{-\frac{s+a}{2}} \Gamma \left( \frac{s+a}{2} \right) L(s, \chi) = \frac{G(\chi)}{i^a q^{1/2}} \xi(1 - s, \overline{\chi}).\]

If we define

\[\Xi_{\alpha,\beta,\gamma,\delta,t}(s, \chi) = \Lambda \left( \frac{1}{2} + \alpha + s + it \right) \xi \left( \frac{1}{2} + \beta + s + it, \chi \right) \times \Lambda \left( \frac{1}{2} + \gamma + s - it \right) \xi \left( \frac{1}{2} + \delta + s - it, \overline{\chi} \right)\]

then by the above two functional equations and the fact that $G(\chi)G(\overline{\chi}) = (-1)^a q$ we see

\[\Xi_{\alpha,\beta,\gamma,\delta,t}(-s, \chi) = \Xi_{-\gamma, -\delta, -\alpha, -\beta,t}(s, \chi).\]
After expanding equation (26) we group together the zeta and L-functions and group together the gamma factors and write

\[ \Xi_{\alpha, \beta, \gamma, \delta, t}(s, \chi) = \zeta(\frac{1}{2} + \alpha + s + it) L(\frac{1}{2} + \beta + s + it, \chi) \]

where

\[ \zeta(\frac{1}{2} + \alpha + s + it) L(\frac{1}{2} + \beta + s + it, \chi) \]

and

\[ \Gamma_{\alpha, \beta, \gamma, \delta, t}(s) = \Gamma\left(\frac{1}{2} + \alpha + s + it\right) \Gamma\left(\frac{1}{2} + \beta + s + it + a\right) \Gamma\left(\frac{1}{2} + \gamma + s - it\right) \Gamma\left(\frac{1}{2} + \delta + s - it + a\right) \]

\[ \Gamma(\frac{1}{2} + \alpha + it) \Gamma(\frac{1}{2} + \beta + it + a) \Gamma(\frac{1}{2} + \gamma - it) \Gamma(\frac{1}{2} + \delta - it + a) \].

**Theorem 2.** Let \( G(s) \) be an even, entire function of rapid decay as \( |s| \to \infty \) in any fixed vertical strip \( |\Re(s)| \leq C \) satisfying \( G(0) = 1 \), and let

\[ V_{\alpha, \beta, \gamma, \delta, t}(x) = \frac{1}{2\pi i} \int_{c-2i}^{c+2i} \frac{G(s)}{s} g_{\alpha, \beta, \gamma, \delta, t}(s, t) x^{-s} ds \]

where

\[ g_{\alpha, \beta, \gamma, \delta, t}(s, t) = \left(\frac{\pi^2}{q}\right)^s \frac{\Gamma_{\alpha, \beta, \gamma, \delta, t}(s)}{\Gamma_{\alpha, \beta, \delta, t}(0)} \]

\[ = \Gamma\left(\frac{1}{2} + \alpha + it\right) \Gamma\left(\frac{1}{2} + \beta + it + a\right) \Gamma\left(\frac{1}{2} + \gamma - it\right) \Gamma\left(\frac{1}{2} + \delta - it + a\right) \].

Also, let \( X_{\alpha, \beta, \gamma, \delta, t} \) be defined by the equation

\[ \left(\frac{\pi^2}{q}\right)^s \frac{G_{-\gamma, -\delta, -\alpha, -\beta, t}(s)}{G_{\alpha, \beta, \gamma, \delta, t}(0)} = X_{\alpha, \beta, \gamma, \delta, t} G_{-\gamma, -\delta, -\alpha, -\beta}(s, t) \]

so that

\[ X_{\alpha, \beta, \gamma, \delta, t} = \frac{G_{-\gamma, -\delta, -\alpha, -\beta, t}(0)}{G_{\alpha, \beta, \gamma, \delta, t}(0)} \]

\[ = \pi^{\alpha + \beta + \gamma + \delta - (\beta + \delta)} \frac{\Gamma\left(\frac{1}{2} - \alpha - it\right) \Gamma\left(\frac{1}{2} - \beta + it + a\right) \Gamma\left(\frac{1}{2} - \gamma - it\right) \Gamma\left(\frac{1}{2} - \delta + it + a\right)}{\Gamma\left(\frac{1}{2} + \alpha + it\right) \Gamma\left(\frac{1}{2} + \beta + it + a\right) \Gamma\left(\frac{1}{2} + \gamma + it\right) \Gamma\left(\frac{1}{2} + \delta + it + a\right)} \].

Then if all \( \alpha, \beta, \gamma, \delta \) have real part less than 1/2, we have
\[ \zeta_{\alpha,\beta,\gamma,\delta}(0) = \sum_{m,n} \frac{f_{\alpha,\beta}(n, \chi)f_{\gamma,\delta}(m, \overline{\chi})}{(mn)^{1/2}} \left( \frac{m}{n} \right)^{-it} V_{\alpha,\beta,\gamma,\delta}( \frac{\pi^2 mn}{q} ) \]

\[ + X_{\alpha,\beta,\gamma,\delta} \sum_{m,n} \frac{f_{-\gamma,-\delta}(n, \chi)f_{-\alpha,-\beta}(m, \overline{\chi})}{(mn)^{1/2}} \left( \frac{m}{n} \right)^{-it} \times V_{-\gamma,-\delta,-\alpha,-\beta}( \frac{\pi^2 mn}{q} ) + O \left( (1 + |t|)^{-1984} \right). \]

**Proof.** We start by considering

\[
I_1 = \frac{1}{2\pi i} \int_{(1)} \Xi_{\alpha,\beta,\gamma,\delta}(s) G(s) \Gamma_{\alpha,\beta,\gamma,\delta}(0) \frac{ds}{s}
\]

Moving the line of integration to \((-1)\) we obtain a new integral

\[
I_2 = \frac{1}{2\pi i} \int_{(-1)} \Xi_{\alpha,\beta,\gamma,\delta}(s, \chi) G(s) \Gamma_{\alpha,\beta,\gamma,\delta}(0) \frac{ds}{s}
\]

where we have made the change of variables \(s \mapsto -s\) and used the functional equation \((27)\). Due to the rapid decay of \(G(s)\) in the imaginary direction we see that the only residue of the integrand that matters is the one at \(s = 0\). Therefore, we may write

\[
I_1 + I_2 = \Xi_{\alpha,\beta,\gamma,\delta}(0) + O((1 + |t|)^{-1984})
\]

and hence

\[
\zeta_{\alpha,\beta,\gamma,\delta}(0, \chi) = \frac{1}{2\pi i} \int_{(1)} \zeta_{\alpha,\beta,\gamma,\delta}(s, \chi) \frac{\Gamma_{\alpha,\beta,\gamma,\delta}(s) G(s)}{\Gamma_{\alpha,\beta,\gamma,\delta}(0)} \frac{ds}{s}
\]

\[
+ \frac{1}{2\pi i} \int_{(1)} \zeta_{-\gamma,-\delta,-\alpha,-\beta}(s, \chi) \frac{\Gamma_{-\gamma,-\delta,-\alpha,-\beta}(s) G(s)}{\Gamma_{\alpha,\beta,\gamma,\delta}(0)} \frac{ds}{s}
\]

\[
+ O((1 + |t|)^{-1984})
\]

\[
= \frac{1}{2\pi i} \int_{(1)} \zeta_{\alpha,\beta,\gamma,\delta}(s, \chi) g_{\alpha,\beta,\gamma,\delta}(s, t) \left( \frac{\pi^2}{q} \right)^{-s} G(s) \frac{ds}{s}
\]

\[
+ \frac{X_{\alpha,\beta,\gamma,\delta}}{2\pi i} \int_{(1)} \zeta_{-\gamma,-\delta,-\alpha,-\beta}(s, \chi) g_{-\gamma,-\delta,-\alpha,-\beta}(s, t) \left( \frac{\pi^2}{q} \right)^{-s} G(s) \frac{ds}{s}
\]

\[
+ O((1 + |t|)^{-1984}).
\]

Now, on expanding the Dirichlet series we have

\[
\zeta_{\alpha,\beta,\gamma,\delta}(s, \chi) = \sum_{m,n} \frac{f_{\alpha,\beta}(n, \chi)f_{\gamma,\delta}(m, \overline{\chi})}{n^{1/2 + it} m^{1/2 + it}}
\]
and so by reversing the order of integration and summation the result follows. □

We note that by Stirling’s formula we have

\[(36)\]
\[
X_{\alpha,\beta,\gamma,\delta,t} = q^{-\beta-\delta} \left( \frac{t}{2\pi} \right)^{-\alpha-\gamma} (1 + O(t^{-1}))
\]

and

\[(37)\]
\[
g_{\alpha,\beta,\gamma,\delta}(s, t) = \left( \frac{t}{2} \right)^{2s} (1 + O_s(t^{-1}))
\]

as \(t \to \infty\). The dependence on \(s\) in the error term of \(g_{\alpha,\beta,\gamma,\delta}(s, t)\) is of polynomial growth, at most, and hence will be negated by the rapid decay of \(G(s)\) in any applications we make.

It will frequently occur that a function \(f_{\alpha,\beta,\gamma,\delta}\), say, arising from the first term of the approximate functional equation has an equivalent \(f_{-\gamma,-\delta,-\alpha,-\beta}\) arising from the second. As such, we shall often abbreviate functions of the form \(f_{\alpha,\beta,\gamma,\delta}\) to \(f_{\alpha}\) and \(f_{-\gamma,-\delta,-\alpha,-\beta}\) to \(f_{-\gamma}\).

### 2.2. A Formula for the Twisted Second Moment.

Applying the approximate functional equation to \(I(h, k)\) gives

\[(38)\]
\[
I(h, k) = \sum_{m,n} \frac{f_{\alpha,\beta}(n, \chi) f_{\gamma,\delta}(m, \overline{\chi})}{(mn)^{1/2}} \int_{-\infty}^{\infty} \left( \frac{hm}{kn} \right)^{-it} V_{\alpha,\delta} \left( \frac{\pi^2 mn}{q} \right) w(t) dt
\]
\[
+ \sum_{m,n} \frac{f_{-\gamma,-\delta}(n, \chi) f_{-\alpha,-\beta}(m, \overline{\chi})}{(mn)^{1/2}} \int_{-\infty}^{\infty} \left( \frac{hm}{kn} \right)^{-it} X_{\alpha,\delta} V_{-\gamma,\delta} \left( \frac{\pi^2 mn}{q} \right) w(t) dt
\]
\[
= I^{(1)}(h, k) + I^{(2)}(h, k).
\]

By expanding the inner integral and interchanging the orders of integration we have

\[(39)\]
\[
I^{(1)}(h, k) = \sum_{m,n} \frac{f_{\alpha,\beta}(n, \chi) f_{\gamma,\delta}(m, \overline{\chi})}{(mn)^{1/2}} \frac{1}{2\pi i} \int_{(1)} G(s) \left( \frac{\pi^2 mn}{q} \right)^{-s}
\]
\[
\times \int_{-\infty}^{\infty} \left( \frac{hm}{kn} \right)^{-it} g_{\alpha}(s, t) w(t) dt ds
\]

and similarly

\[(40)\]
\[
I^{(2)}(h, k) = \sum_{m,n} \frac{f_{-\gamma,-\delta}(n, \chi) f_{-\alpha,-\beta}(m, \overline{\chi})}{(mn)^{1/2}} \frac{1}{2\pi i} \int_{(1)} G(s) \left( \frac{\pi^2 mn}{q} \right)^{-s}
\]
\[
\times \int_{-\infty}^{\infty} \left( \frac{hm}{kn} \right)^{-it} X_{\alpha,\delta} g_{-\gamma}(s, t) w(t) dt ds.
\]
We will now split the sum over $m, n$ into those parts for which $hm = kn$, the diagonal terms, and those for which $hm \neq kn$, the off-diagonals. The former can be calculated fairly easily using classical techniques whilst for the latter we apply the methods of [4]. In what follows we only work with $I^{(1)}(h, k)$ since any result we acquire can be made to apply to $I^{(2)}(h, k)$ by performing the substitutions $\alpha \leftrightarrow -\gamma, \beta \leftrightarrow -\delta$ and by inserting $X_{\alpha, t}$ into the integrals over $t$. This often amounts to multiplying by $q^{-\beta-\delta}(t/2\pi)^{-\alpha-\beta-\gamma-\delta}$ after using (36).

### 3. DIAGONAL TERMS

Let $I^{(1)}_{D}(h, k)$ denote the sum of terms in $I^{(1)}(h, k)$ for which $hm = kn$. Writing $n = hl$ and $m = kl$ with $l \geq 1$ we see

$$I^{(1)}_{D}(h, k) = \frac{1}{\sqrt{hk}} \int_{-\infty}^{\infty} w(t) \frac{1}{2\pi i} \int_{(1)} G(s) \left( \frac{\pi^2 h k}{q} \right)^{-s} \times g_\alpha(s, t) \sum_{l=1}^{\infty} f_{\alpha, \beta}(kl, \chi) f_{\gamma, \delta}(hl, \chi) \frac{1}{l^{1+2s}} ds dt. \tag{41}$$

Here we have pushed the sum through the integrals but since the shift parameters are small we have absolute convergence and hence this is legal.

**Proposition 1.** Let $Z_{\alpha, h, k}(s)$ be given by (9). Then

$$I^{(1)}_{D}(h, k) = \frac{1}{\sqrt{hk}} \int_{-\infty}^{\infty} Z_{\alpha, h, k}(0) w(t) dt + J^{(1)}_{\alpha, \gamma} + J^{(1)}_{\beta, \delta} + O \left( \frac{q^T \frac{1}{2} + \epsilon}{(qh)^{1/4}} \right) \tag{42}$$

and

$$I^{(2)}_{D}(h, k) = \frac{1}{q^{3+\delta}} \frac{1}{\sqrt{hk}} \int_{-\infty}^{\infty} Z_{-\gamma, h, k}(0) \left( \frac{t}{2\pi} \right)^{-\alpha-\beta-\gamma-\delta} w(t) dt + J^{(2)}_{\alpha, \gamma} + J^{(2)}_{\beta, \delta} + O \left( \frac{q^T \frac{1}{2} + \epsilon}{(qh)^{1/4}} \right) \tag{43}$$

where

$$J^{(1)}_{a, b} = q^{-a+b} \frac{\text{Res}_{2s=-a-b}(Z_{\alpha, h, k}(2s)) G(-(a+b)/2)}{(hk)^{\frac{1}{2}-\frac{a+b}{2}}-(a+b)/2} \int_{-\infty}^{\infty} \left( \frac{t}{2\pi} \right)^{-a-b} w(t) dt \tag{44}$$

and

$$J^{(2)}_{a, b} = \frac{1}{q^{3+\delta}} q^{a+b} \frac{\text{Res}_{2s=a+b}(Z_{-\gamma, h, k}(2s)) G((a+b)/2)}{(hk)^{\frac{1}{2}+\frac{a+b}{2}}(a+b)/2} \times \int_{-\infty}^{\infty} \left( \frac{t}{2\pi} \right)^{-a-\beta-\gamma-\delta+a+b} w(t) dt. \tag{45}$$
Proof. By the theory of Euler products (see for example [17], section 1.4) we have

\[
\sum_{l=1}^{\infty} \frac{f_{\alpha, \beta}(kl, \chi) f_{\gamma, \delta}(hl, \chi)}{l^{1+s}} = \prod_{p} \sum_{j \geq 0} \frac{f_{\alpha, \beta}(p^{h}+j, \chi) f_{\gamma, \delta}(p^{h}+j, \chi)}{p^{j(1+s)}}
\]

\[
= \left( \prod_{(p, h, k) = 1} f_{\alpha, \beta}(p^{j}, \chi) f_{\gamma, \delta}(p^{j}, \chi) \right) \left( \prod_{p|h} \sum_{j \geq 0} \frac{f_{\alpha, \beta}(p^{j}, \chi) f_{\gamma, \delta}(p^{j}, \chi)}{p^{j(1+s)}} \right)
\]

(46)

\[
\times \left( \prod_{p|k} \sum_{j \geq 0} \frac{f_{\alpha, \beta}(p^{h}+j, \chi) f_{\gamma, \delta}(p^{j}, \chi)}{p^{j(1+s)}} \right)
\]

\[
= \left( \sum_{n=1}^{\infty} \frac{f_{\alpha, \beta}(n, \chi) f_{\gamma, \delta}(n, \chi)}{n^{1+s}} \right) B_{\alpha, h, k}(s).
\]

By using a method similar to that used on 1.3.3 of [17] or of that given in section 1.6 of [3] we see this last Dirichlet series has Euler product

\[
\prod_{p} \left( 1 - \frac{1}{p^{1+s+\alpha+\gamma}} \right)^{-1} \left( 1 - \frac{\chi(p)}{p^{1+s+\alpha+\delta}} \right)^{-1} \left( 1 - \frac{\chi(p)}{p^{1+s+\beta+\gamma}} \right)^{-1}
\]

\[
\times \left( 1 - \frac{|\chi(p)|^{2}}{p^{1+s+\alpha+\beta+\gamma}} \right)^{-1} \left( 1 - \frac{|\chi(p)|^{2}}{p^{2+2s+\alpha+\beta+\gamma+\delta}} \right)
\]

(47)

which equals \( A_{\alpha}(s) \). Hence

(48) \( I_{D}^{(1)}(h, k) = \frac{1}{\sqrt{hk}} \int_{-\infty}^{\infty} w(t) \frac{1}{2\pi i} \int_{(c)} G(s) \frac{\pi^{2}hk}{q} \left( \frac{s}{4\pi^{2}hk} \right)^{-s} g_{\alpha}(s, t) Z_{\alpha, h, k}(2s) ds dt. \)

On applying the approximation (37) we have

(49) \( I_{D}^{(1)}(h, k) = \frac{1}{\sqrt{hk}} \int_{-\infty}^{\infty} w(t) \frac{1}{2\pi i} \int_{(c)} G(s) \left( \frac{qt^{2}}{4\pi^{2}hk} \right)^{s} Z_{\alpha, h, k}(2s) ds dt + O \left( \frac{(qT)^{\epsilon}}{\sqrt{hk}} \right) \)

where we have used the estimate

(50) \( \int_{-\infty}^{\infty} t^{-1+\epsilon} w(t) dt \ll \int_{T/2}^{4T} t^{-1+\epsilon} |w(t)| dt \ll T^{\epsilon}. \)

Since \( G(s) \) is of rapid decay and \( Z \) is only of moderate growth we may shift the line of integration to \( \Re(s) = -1/4 + \epsilon \) (with the shift parameters small) and encounter poles at \( s = 0, 2s = -\alpha - \gamma \) and \( 2s = -\beta - \delta \). Similarly to before we may estimate the integral on this new line as

(51) \( \ll q^{-1/4+\epsilon}(hk)^{-1/4-\epsilon}T^{\epsilon} \int_{T/2}^{4T} t^{-1/2+\epsilon} |w(t)| dt \ll q^{\epsilon}(qhk)^{-1/4}T^{1/2+\epsilon}. \)
The pole at \( s = 0 \) gives
\[
\frac{1}{\sqrt{hk}} \int_{-\infty}^{\infty} Z_{\alpha,h,k}(0) w(t) dt
\]
whilst the two poles at \( 2s = -\alpha - \gamma \) and \( 2s = -\beta - \delta \) give rise to \( J_{\alpha,\gamma}^{(1)} \) and \( J_{\beta,\delta}^{(1)} \) respectively. A similar argument follows for \( I_D^{(2)} \). \( \square \)

We let \( I_O^{(1)}(h,k) \) (resp. \( I_O^{(2)}(h,k) \)) denote the sum of terms in \( I^{(1)}(h,k) \) (resp. \( I^{(2)}(h,k) \)) for which \( hm \neq kn \). The goal of the remainder of this paper is to prove the following.

**Proposition 2.** We have
\[
I_O^{(1)}(h,k) + I_O^{(2)}(h,k) = \frac{1}{\sqrt{hk}} \int_{-\infty}^{\infty} w(t) \left( \left( \frac{t}{2\pi} \right)^{-\alpha-\gamma} Z_{-\gamma,\beta,-\alpha,\delta,h,k}(0) + \left( \frac{qt}{2\pi} \right)^{-\beta-\delta} Z_{\alpha,-\delta,\gamma,-\beta,h,k}(0) \right)
\]
\[
+ \frac{1}{q} \chi(k) \left( \frac{t}{2\pi} \right)^{-\alpha-\delta} Z_{-\delta,\beta,-\alpha,\delta,h,k}(0,\chi) + \frac{1}{q} \chi(h) \left( \frac{t}{2\pi} \right)^{-\beta-\gamma} Z_{\alpha,-\gamma,-\beta,\delta,h,k}(0,\chi)
\]
\[
\times \left( Z_{\alpha,-\gamma,-\beta,\delta,h,k}(0,\chi) \right) dt - J_{\alpha,\gamma}^{(1)} - J_{\beta,\delta}^{(1)} - J_{\alpha,\gamma}^{(2)} - J_{\beta,\delta}^{(2)} + E(T).
\]

where \( E(T) \) is the error term of Theorem 1.

By combining this with Proposition 1 the \( J \) terms cancel and we get Theorem 1. To prove Proposition 2 we first prepare \( I_O^{(1)}(h,k) \) for an application of the methods in [4]. The results of this application are then given in section 5 where we see that \( I_O^{(1)}(h,k) \) can be expressed as a sum of four main terms. These terms are then manipulated in sections 6 and 7 and we find that by combining them with their counterparts in \( I_O^{(2)}(h,k) \) we get a cancellation. The remaining terms are, in fact, undercover versions of the terms in Proposition 2 and the rest of the paper is devoted to unveiling them.

### 4. The Off-Diagonals: A Dyadic Partition of Unity

By using (37) and shifting the \( s \)-line of integration to the right we note that we may truncate the sums over \( m, n \) in (39) and (40) so that \( mn \leq T^{2+\epsilon} \). Now, let
\[
F^*(x,y) = \frac{1}{2\pi i} \int_{(\varepsilon)} \frac{G(s)}{s} \left( \frac{\pi^2 xy}{hkq} \right)^{-s} \frac{1}{T} \int_{-\infty}^{\infty} \left( \frac{x}{y} \right)^{-it} g_\alpha(s,t) w(t) dt ds
\]
and let
\[
I_O^{(1)}(h,k) = T \sum_{m,n \atop hm \neq kn} \frac{f_{\alpha,\beta}(n,\chi) f_{\gamma,\delta}(m,\chi)}{(mn)^{1/2}} F^*(hm, kn)
\]
so that

\[ I^{(1)}(h, k) = I^{(1)}_D(h, k) + I^{(1)}_O(h, k). \]

We wish to apply the results of \([4]\) to \(I^{(1)}_O(h, k)\). To do this we follow \([8]\) and first apply a dyadic partition of unity for the sums over \(m\) and \(n\).

Let \(W_0(x)\) be a smooth, nonnegative function with support in \([1, 2]\) such that

\[ \sum_M W_0(x/M) = 1, \]

where \(M\) runs over a sequence of real numbers with \(#\{M : M \leq X\} \ll \log X\).

Let

\[
I_{M,N}(h, k) = \frac{T}{\sqrt{MN}} \sum_{m,n \atop hm \neq kn} f_{\alpha,\beta}(n, \chi) f_{\gamma,\delta}(m, \chi) W\left(\frac{m}{M}\right) W\left(\frac{n}{N}\right) F^*(hm, kn)
\]

where

\[ W(x) = x^{-1/2}W_0(x). \]

Then

\[
\sum_{M,N} I_{M,N}(h, k) = I^{(1)}_O(h, k)
\]

and note that by the first remark of this section we may take \(MN \leq T^{2+\epsilon}\).

We can show that the main contribution to \(I_{M,N}(h, k)\) comes from the terms which are close to the diagonal. To demonstrate this we can use integration by parts on the innermost integral of \(F^*(x, y)\) and thereby take advantage of the oscillatory factor \((x/y)^{-it}\). This gives

\[
\frac{1}{T} \int_{-\infty}^{\infty} (x/y)^{-it} g(s, t) w(t) dt \ll \frac{1}{T |\log(x/y)|^j} \int_{-\infty}^{\infty} |g^{(0,j)}(s, t) w^{(j)}(t)| dt
\]

\[ \ll \frac{P_j(|s|) T^{2N(s)}}{T_0^j |\log(x/y)|^j}. \]

for any \(j = 0, 1, 2, \ldots\) where \(P_j\) is a polynomial. If \(|\log(x/y)| \geq T_0^{-1+\epsilon}\) then the above bound can be made arbitrarily small by taking \(j\) large. Hence, on writing \(hm - kn = r\), we get

\[
I_{M,N}(h, k)=\frac{T}{\sqrt{MN}} \sum_{r \neq 0} \sum_{hm - kn = r \atop |\log(hm/kn)| \ll T_0^{-1+\epsilon}} f_{\alpha,\beta}(n, \chi) f_{\gamma,\delta}(m, \chi)
\]

\[ \times W\left(\frac{m}{M}\right) W\left(\frac{n}{N}\right) F^*(hm, kn) + O(T^{-1984}). \]

Now, \(r/kn \asymp |\log(1+r/kn)| \ll T_0^{-1+\epsilon}\) and therefore \(r \ll kn T_0^{-1+\epsilon} \ll \sqrt{hkMN} T_0^{-1} T^\epsilon\) since \(n \asymp N\) and \(hM \asymp kN\) in the above sum. Summarising:
Proposition 3. We have
\[ I_{M,N}(h,k) = \frac{T}{\sqrt{MN}} \sum_{0<|r|\leq \sqrt{MN} T} \sum_{hm-\kappa_n=r} f_{\alpha,\beta}(n,\chi) f_{\gamma,\delta}(m,\overline{\chi}) F(hm, kn) \]
\[ + O(T^{-1984}) \]
where
\[ F(x, y) = W \left( \frac{x}{hM} \right) W \left( \frac{y}{kN} \right) \frac{1}{2\pi i} \int_{(\varepsilon)} G(s) \left( \frac{\pi^2 xy}{hkq} \right)^{-s} \]
\[ \times \frac{1}{T} \int_{-\infty}^{\infty} \left( 1 + \frac{r}{y} \right)^{-it} g(s,t) w(t) dt ds. \]

5. The Delta Method

One can show after a short computation that
\[ x^i y^j F^{(i,j)}(x, y) \ll \left( 1 + \frac{x}{X} \right)^{-1} \left( 1 + \frac{y}{Y} \right)^{-1} P^{i+j} \]
where \( X = hM, Y = kN \) and \( P = (hkmq)^{T^{1+\varepsilon}/T_0} \). It should also be noted that \( F \) has compact support in the box \([X, 2X] \times [Y, 2Y]\) due to the support conditions on \( W \). Now, let
\[ D_F(h, k, r) = \sum_{m,n \atop hm-\kappa_n=r} f_{\alpha,\beta}(m,\chi) f_{\gamma,\delta}(n,\overline{\chi}) F(hm, kn). \]
The above observations on \( F \) make this sum well suited to an application of the main result of [4]. Following their method we will show that
\[ D_F(h, k, r) = \sum_{i,j=1}^{2} \frac{1}{h^{1-a_i} k^{1-b_j}} S_{ij}(h, k, r) \int_{\text{max}(0,r)}^{\infty} x^{-a_i} (x - r)^{-b_j} F(x, x - r) dx \]
\[ + \text{(Error term)} \]
where the \( a_i, b_j \) are particular shifts and \( S_{ij}(h, k, q, r) \) are certain infinite sums.

Before applying the \( \delta \)-method we first attach to \( F(x, y) \) a redundant factor \( \phi(x - y - r) \) where \( \phi(u) \) is a smooth function supported on \((-U, U)\) such that \( \phi(0) = 1 \) and \( \phi^{(i)} \ll U^{-i} \). \( U \) will be chosen optimally later. Denote the new function by \( F_\phi(x, y) = F(x, y) \phi(x - y - r) \) and note \( D_F(h, k, r) = D_{F_\phi}(h, k, r) \). The derivatives of the new function satisfy
\[ F_\phi^{(i,j)} \ll \left( \frac{1}{U} + \frac{P}{X} \right)^i \left( \frac{1}{U} + \frac{P}{Y} \right)^j \ll U^{-i-j} \]
provided that \( U \leq P^{-1} \min(X, Y) \) which we henceforth assume.
5.1. Setting up the $\delta$-method. Throughout this section we closely follow [4]. Let $\omega$ be a smooth function of compact support in $[\Omega, 2\Omega]$ such that

\[ \sum_{d \geq 1} \omega(d) = 1, \; \omega^{(i)}(t) \ll \Omega^{-i-1}, \; i \geq 0. \]

Then the $\delta$ symbol, which is equal to 1 for $n = 0$ and 0 for $n \in \mathbb{Z}\setminus\{0\}$, can be given in terms of Ramanujan sums

\[ \delta(n) = \sum_{d=1}^{\infty} \Delta_d(n) \sum_{c=1}^{d} e_d(cn) \]

where

\[ \Delta_d(u) = \sum_{m=1}^{\infty} (dm)^{-1} \left( \omega(dm) - \omega \left( \frac{u}{dm} \right) \right). \]

Note the derivatives of $\Delta_d(u)$ satisfy

\[ \Delta_d^{(i)}(u) \ll (d\Omega)^{-i-1}, \; i > 0. \]

Choosing $\Omega = U^{1/2}$ we see that $\Delta_d(u)$ vanishes if $|u| \leq U$ and $d \geq 2\Omega$. Therefore, using \((65)\),

\[ D_F(h, k, r) = \sum_{m,n} f_{\alpha,\beta}(m, \chi) f_{\gamma,\delta}(n, \overline{\chi}) F_F(hm, kn) \delta(hm - kn - r) \]

\[ = \sum_{d<2\Omega} \sum_{c=1}^{d} e_d(-cr) \sum_{m,n} f_{\alpha,\beta}(m, \chi) f_{\gamma,\delta}(n, \overline{\chi}) e_d(chm)e_d(-ckn) F^\sharp(m, n) \]

where $F^\sharp(x, y) = F_\phi(hx, ky) \Delta_d(hx - ky - r)$. We now evaluate the innermost sum using standard techniques.

5.2. A Voronoi Summation Formula. We first consider the dirichlet series

\[ E_{\alpha,\beta}(s, c/d, \chi) = \sum_{n=1}^{\infty} \frac{f_{\alpha,\beta}(n, \chi)e_d(cn)}{n^s} \]

where $(c, d) = 1$. The analytic behaviour of $E_{\alpha,\beta}(s, c/d, \chi)$ is described in [6], [13] albeit without the shifts. Incorporating them into the following proofs requires little extra effort and so we leave the details to the reader. From Lemma 1 of [13] we have
Lemma 1. Let \((c, d) = 1\). If \(1 < q := (d, q) < q\) then \(E_{\alpha, \beta}(s, c/d, \chi)\) is entire. If either \(q = 1\) or \(q = q\) then it is meromorphic with a single simple pole at either \(s = 1 - \alpha\) or \(s = 1 - \beta\) respectively. The residues are given by

\[
\text{Res}_{s=z} E_{\alpha, \beta}(s, c/d, \chi) = \begin{cases} 
\frac{\chi(d)L(1-\alpha+\beta, \chi)}{q^{\beta-\alpha}}, & \text{if } q = 1, \ z = 1 - \alpha \\
\frac{\chi(q)G(\chi)L(1+\alpha-\beta, \chi)}{q^{\beta-\alpha}}, & \text{if } q = q, \ z = 1 - \beta \end{cases}
\]

For the functional equation of \(E_{\alpha, \beta}(s, c/d, \chi)\) we follow the methods of Furuya given in [6]. Our functional equation will be written in terms of the Dirichlet series

\[
\tilde{E}_{\alpha, \beta}(s, c/d, \chi) = \sum_{n=1}^{\infty} \frac{\sigma_{\alpha, \beta}(n, c/d, \chi)}{n^s}
\]

where

\[
\sigma_{\alpha, \beta}(n, c/d, \chi) = \sum_{uv=n} u^{-\alpha}v^{-\beta} \sum_{b=1}^{d_1} \chi(b)e_{d_1}(b) \sum_{l=0}^{d/q-1} e_{d/q}(lv)
\]

and \(d_1 = dq/q\), the least common multiple of \(d\) and \(q\). Before giving the functional equation we present some results on \(\sigma_{\alpha, \beta}(n, c/d, \chi)\), these will be used later. Firstly, a trivial estimate gives that \(\sigma_{\alpha, \beta}(n, c/d, \chi) \ll qf_{\alpha, \beta}(n, |\chi|)/q\) and so (71) converges absolutely for \(\Re s > 1 - \min(\Re \alpha, \Re \beta)\). It should also be noted that \(\sigma_{\alpha, \beta}(s, c/d, \chi)\) is quite similar to \(f_{\alpha, \beta}(n, \chi)\) when \(q = 1\) or \(q = q\). Indeed, we have

\[
\sigma_{\alpha, \beta}(n, c/d, \chi) = \begin{cases} 
\chi(d)e_d(cn)G(\chi)f_{\alpha, \beta}(n, \chi) & \text{if } q = 1, \\
\chi(c)e_d(cn)f_{\beta, \alpha}(n, \chi) & \text{if } q = q. 
\end{cases}
\]

The case \(q = q\) is easily seen since in this instance \(d_1 = d\). This implies a unique solution \((\text{mod } d_1)\) to the equation \(b \equiv cu \pmod{d}\). For the case \(q = 1\) we have the following method which also gives insight into the cases \(1 < q < q\). Let \(b = j + ql\) where \(1 \leq j \leq q\) and \(0 \leq l \leq d/q - 1\). Then

\[
\sigma_{\alpha, \beta}(n, c/d, \chi) = \sum_{uv=n} u^{-\alpha}v^{-\beta} \sum_{j=1}^{q} \chi(j)e_{d_1}(jv) \sum_{l=0}^{d/q-1} e_{d/q}(lv).
\]
If we now put $\varrho = 1$ then $l$ is uniquely determined (mod $d$) by $l \equiv q(cu - j) \pmod{d}$. Therefore, in this case

$$\sigma_{\alpha,\beta}(n, c/d, \chi) = \sum_{uv=n} u^{-\alpha} v^{-\beta} \sum_{j=1}^{q} \chi(j) e_{d}(jv)e_{d}(\varphi(cu - j)v)$$

(75)

$$= e_{d}(c\varphi n) \sum_{uv=n} u^{-\alpha} v^{-\beta} \sum_{j=1}^{q} \chi(j) e_{q}(-rv)$$

$$= e_{d}(c\varphi n) \sum_{uv=n} u^{-\alpha} v^{-\beta} \sum_{j=1}^{q} G(-rv, \chi)$$

where $r$ is the integer such that $q\varphi = 1 + \varrho d$. Formula (73) for $\varrho = 1$ now follows on noting that $\varphi(-r) = \chi(d)$.

In the remaining cases $1 < \varrho < q$ we return to formula (74) and write $Q = q/\varrho$, $D = d/\varrho$. Now, a necessary condition for the existence of a solution to the congruence $ql \equiv cu - j \pmod{d}$ is that $\varrho | cu - j$. In this case $l$ is uniquely determined (mod $D$) by $l \equiv Q(cu - j)/\varrho \pmod{D}$. Therefore

$$\sum_{j=1}^{q} \chi(j) e_{d_{1}}(jv) \sum_{l=0}^{d/\varrho - 1} e_{d/\varrho}(lv)$$

(76)

$$= \frac{1}{\varrho} \sum_{j=1}^{q} \chi(j) e_{d_{1}}(jv) \sum_{m=1}^{\varrho} e_{\varrho}(-m(cu - j)) e_{d}(\varphi(cu - j)v)$$

$$= \frac{1}{\varrho} e_{d}(c\varphi uv) \sum_{m=1}^{\varrho} e_{\varrho}(-mcu) \sum_{j=1}^{q} \chi(j) e_{d_{1}}(j(mQD + v(1 - \varphi\varphi)))$$

Therefore, for $1 < \varrho < q$ we have

$$\sigma_{\alpha,\beta}(n, c/d, \chi) = \frac{1}{\varrho} e_{d}(nc\varphi) G(\chi) \sum_{uv=n} u^{-\alpha} v^{-\beta} \sum_{m=1}^{\varrho} \chi(mQ - vw) e_{\varrho}(-mcu)$$

(77)

where $w$ is defined by the equation $Q\varphi = 1 + wD$.

We now present the functional equation of $E_{\alpha,\beta}(s, c/d, \chi)$. Following Lemma 3 of [6] we get

**Lemma 2.** Let $\tilde{E}_{\alpha,\beta}(s, c/d, \chi)$ be given by (71). Then the functional equation of $E_{\alpha,\beta}(s, c/d, \chi)$ is given by

$$E_{\alpha,\beta}(s, c/d, \chi) = H(s) \left[ \theta \cdot \tilde{E}_{-\alpha,-\beta}(1-s, \varphi/d, \chi) - \theta(s) \tilde{E}_{-\alpha,-\beta}(1-s, -\varphi/d, \chi) \right]$$

(78)
where
\begin{equation}
H(s) = H_{\alpha, \beta}(s, d, q) = \frac{(2\pi)^{2s-2+\alpha+\beta}}{d^{2s-1+\alpha+\beta}} \left( \frac{q}{q} \right)^{s+\beta} \Gamma(1-s-\alpha)\Gamma(1-s-\beta),
\end{equation}
and
\begin{equation}
\theta(s) = \theta_{\alpha, \beta, \chi}(s) = e^{\pi i (s+\frac{\alpha+\beta}{2})} + \chi(-1)e^{-\pi i (s+\frac{\alpha+\beta}{2})}
\end{equation}
and \( \theta = \theta(-\beta) \).

With lemmas 1 and 2 we now derive the Voronoi summation formula using the theory of Mellin transforms. An alternative method can be found in [10].

**Proposition 4.** Let \( g(x) \) be a smooth, compactly supported function on \( \mathbb{R}^+ \) and let \( (c, d) = 1 \). Also, let \( z \) be equal to either \( 1-\alpha \) or \( 1-\beta \) depending on whether \( \varrho = 1 \) or \( \varrho = q \) respectively and let \( z \) be arbitrary in any other case. Then
\begin{equation}
\sum_{n \geq 1} f_{\alpha, \beta}(n, \chi) e_d(cn) g(n) = \left( \text{Res}_{s=z} E_{\alpha, \beta}(s, c/d, \chi) \right) \int_0^\infty x^{z-1} g(x) dx
\end{equation}
and
\begin{equation}
g^+(y) = \frac{2\theta}{d} \left( \frac{q}{q} \right)^{1-\frac{\alpha+\beta}{2}} \int_0^\infty g(x) K_{\beta-\alpha} \left( \frac{4\pi \sqrt{qxy/q}}{d} \right) (xy)^{-\frac{\alpha+\beta}{2}} dx
\end{equation}
and
\begin{equation}
g^-(y) = -\frac{2\pi}{d} \left( \frac{q}{q} \right)^{1-\frac{\alpha+\beta}{2}} \int_0^\infty g(x) B_{\alpha-\beta} \left( \frac{4\pi \sqrt{qxy/q}}{d} \right) (xy)^{-\frac{\alpha+\beta}{2}} dx.
\end{equation}

Here, \( K_\nu(z) \) is the usual Bessel function and \( B_\nu(z) \) is defined as
\begin{equation}
B_\nu(z) = \begin{cases} 
\cos(\frac{\pi}{2}\nu)Y_\nu(z) + \sin(\frac{\pi}{2}\nu)J_\nu(z), & \text{if } \chi \text{ is even} \\
\iota \cos(\frac{\pi}{2}\nu)J_\nu(z) - \iota \sin(\frac{\pi}{2}\nu)Y_\nu(z), & \text{if } \chi \text{ is odd}
\end{cases}
\end{equation}
where \( Y_\nu(z), J_\nu(z) \) are again the usual Bessel functions.

**Proof.** For simplicity we assume the \( g \) is in Schwartz space and that \( g(0) = 0 \). The general case then follows on taking smooth approximations. We let \( G \) denote the Mellin transform of \( g \), that is,
\begin{equation}
G(s) = \int_0^\infty x^{s-1} g(x) dx
\end{equation}
and note that it is holomorphic in the region \( \Re s > -2 \) except for a simple pole at \( s = 0 \) with residue \( g(0)(=0) \). Applying Mellin inversion and then shifting contours
we have

\[
\sum_{n \geq 1} f_{\alpha, \beta}(n, \chi)e_d(cn)g(n) = \frac{1}{2\pi i} \int (2) E_{\alpha, \beta}(s, c/d, \chi)G(s)ds
\]

\[
= \left( \text{Res}_{s=\frac{1}{2}} E_{\alpha, \beta}(s, c/d, \chi)G(s) \right) + \frac{1}{2\pi i} \int \left( -\frac{1}{4} \right) E(s)G(s)ds.
\]

Note that interchange of summation and integration in the first line is justified by the absolute convergence of \(E\) and that the contour shift is also valid since \(G(s)\) decays rapidly whilst \(E(s)\) increases moderately ([6], formula (3.4)) as \(\Im s \to \infty\).

Writing \(\tilde{E}^\pm(s) = \tilde{E}_{-\alpha, -\beta}(s, \pm \tau/d, \chi)\) for short and applying the functional equation (78) gives

\[
\frac{1}{2\pi i} \int \left( -\frac{1}{4} \right) E(s)G(s)ds = \frac{1}{2\pi i} \int \left( -\frac{1}{4} \right) H(s) \left[ \theta \cdot \tilde{E}^+(1-s) - \theta(s)\tilde{E}^-(1-s) \right] G(s)ds
\]

\[
= \frac{1}{2\pi i} \int \left( \frac{5}{4} \right) H(1-s) \left[ \theta \cdot \tilde{E}^+(s) - \theta(1-s)\tilde{E}^-(s) \right] G(1-s)ds
\]

\[
= \frac{(2\pi)^{\alpha+\beta}}{d^{1+\alpha+\beta}} \left( \frac{\theta}{q} \right)^{1+\beta} \sum_{\pm} \sum_{n \geq 1} \sigma_{-\alpha, -\beta}(n, \pm \tau/d, \chi)G^\pm \left( \frac{4\pi^2 gn}{d^2 q} \right)
\]

where

\[
G^+(y) = \theta \frac{1}{2\pi i} \int \left( \frac{5}{4} \right) \Gamma(s-\alpha)\Gamma(s-\beta)G(1-s)y^{-s}ds
\]

and

\[
G^-(y) = -\frac{1}{2\pi i} \int \left( \frac{5}{4} \right) \theta(1-s)\Gamma(s-\alpha)\Gamma(s-\beta)G(1-s)y^{-s}ds.
\]

We note that since the shifts are small \(\tilde{E}_{-\alpha, -\beta}(s)\) is absolutely convergent on the line \(\Re s = 5/4\) and hence the interchange of summation and integration is legal. By (85) and the fact that \(g\) is Schwartz we have

\[
G^+(y) = \theta \int_0^\infty g(x) \left( \frac{1}{2\pi i} \int \left( \frac{5}{4} \right) \Gamma(s-\alpha)\Gamma(s-\beta)(xy)^{-s}ds \right) dx
\]
and similarly for \( G^-(y) \). The result now follows on applying the formulæ

\[
2K_\nu(z) = \frac{1}{2\pi i} \int_{(\epsilon)} \Gamma(s) \Gamma(s - \nu) \left( \frac{z}{2} \right)^{\nu - 2s} ds,
\]

\[
-\pi Y_\nu(z) = \frac{1}{2\pi i} \int_{(\epsilon)} \Gamma \left( \frac{s - \nu}{2} \right) \Gamma \left( \frac{s + \nu}{2} \right) \cos \frac{\pi}{2} (s - \nu) \left( \frac{z}{2} \right)^{-2s} ds,
\]

\[
\pi J_\nu(z) = \frac{1}{2\pi i} \int_{(\epsilon)} \Gamma \left( \frac{s - \nu}{2} \right) \Gamma \left( \frac{s + \nu}{2} \right) \sin \frac{\pi}{2} (s - \nu) \left( \frac{z}{2} \right)^{-2s} ds,
\]

along with the obvious substitutions for \( s \).

\[\square\]

5.3. Applying Voronoi Summation. Recall that for integers \( m, n \) we define \( m(n) = m/(m, n) \). In order to apply Proposition 4 to (68) we must first write the fractions \( ch/d, ck/d \) in reduced form i.e. as \( ch(d)/d(h), ck(d)/d(k) \). We also note that by Proposition 4 the form of the innermost sum of (68) will be dependent on \((d(h), q)\) and \((d(k), q)\). Accordingly, we partition the positive integers into 9 sets \( P_{ij}, 1 \leq i, j \leq 3 \) subject to the following conditions:

\[
d \in \begin{cases} 
P_{1j} & \text{if } (d(h), q) = 1, \\
P_{2j} & \text{if } (d(h), q) = q, \\
P_{3j} & \text{if } 1 < (d(h), q) < q 
\end{cases}, \quad d \in \begin{cases} 
P_{1i} & \text{if } (d(k), q) = 1, \\
P_{i2} & \text{if } (d(k), q) = q, \\
P_{i3} & \text{if } 1 < (d(k), q) < q 
\end{cases}.
\]

We will later give a description of these sets but for the meanwhile we only make use of the observation that if \( i = 2 \) or \( j = 2 \) then the elements of the set \( P_{ij} \) are divisible by \( q \). This can be seen by writing \( h, k \) and \( d \in P_{ij} \) as their respective \( q \)-parts times non-\( q \)-parts and then solving the given conditions. Let

\[
R_i = \begin{cases} 
\text{Res} \left( E_{1-\alpha} \, (s, ch(d)/d(h), \chi) \right) & \text{if } i = 1, \\
\text{Res} \left( E_{1-\beta} \, (s, ch(d)/d(h), \chi) \right) & \text{if } i = 2, \\
0 & \text{if } i = 3
\end{cases}
\]

and

\[
R_j' = \begin{cases} 
\text{Res} \left( E_{1-\gamma} \, (s, ck(d)/d(k), \chi) \right) & \text{if } j = 1, \\
\text{Res} \left( E_{1-\delta} \, (s, ck(d)/d(k), \chi) \right) & \text{if } j = 2, \\
0 & \text{if } j = 3
\end{cases}
\]

Also, as is evident from Proposition 4 and Lemma 1 we must associate the shifts with \( i, j \) so let

\[
a_i = \begin{cases} 
\alpha & \text{if } i = 1, \\
\beta & \text{if } i = 2, \\
0 & \text{if } i = 3
\end{cases}, \quad b_j = \begin{cases} 
\gamma & \text{if } j = 1, \\
\delta & \text{if } j = 2, \\
0 & \text{if } j = 3
\end{cases}
\]
Applying Proposition 4 to (68) we get

\[ D_F(h, k, r) \]

\[
= 3 \sum_{i,j=1}^{d} \sum_{c=1}^{d} \sum_{d \in \mathbb{P}, (c,d)=1} e_d(-cr) \left\{ R_i R_j I_{ij} + \frac{1}{d(h)} AR_i \sum_{m=1}^{\infty} \frac{\sigma_{-\alpha, -\beta}(m, -ch(d)/d(h), \chi)}{m^{\alpha+\beta}} I_h(m) \\
+ \frac{1}{d(k)} BR_i \sum_{n=1}^{\infty} \frac{\sigma_{-\gamma, -\delta}(n, c\chi(d)/d(k), \chi)}{n^{\gamma+\delta}} I_k(n) \\
+ \frac{1}{d(h)d(k)} AB \sum_{m,n=1}^{\infty} \frac{\sigma_{-\alpha, -\beta}(m, -ch(d)/d(h), \chi)\sigma_{-\gamma, -\delta}(n, c\chi(d)/d(k), \chi)}{m^{\alpha+\beta} n^{\gamma+\delta}} I_{hk}(m,n) + \cdots \right\}
\]

where

\[ A = \left( \frac{(d(h), q)}{q} \right)^{1-\frac{\alpha+\beta}{2}}, \quad B = \left( \frac{(d(k), q)}{q} \right)^{1-\frac{\gamma+\delta}{2}} \]

and

\[ I_{ij} = \int_{0}^{\infty} \int_{0}^{\infty} x^{-a_i} y^{-b_j} F^\sharp(x, y) dxdy, \]

\[ I_h(m) = -2\pi \int_{0}^{\infty} \int_{0}^{\infty} x^{-\frac{\alpha+\beta}{2}} y^{-b_j} B_{\alpha-\beta} \left( \frac{4\pi \sqrt{(d(h), q)mx/q}}{d(h)} \right) F^\sharp(x, y) dxdy, \]

\[ I_k(n) = -2\pi \int_{0}^{\infty} \int_{0}^{\infty} x^{-a_i} y^{-\frac{\gamma+\delta}{2}} B_{\gamma-\delta} \left( \frac{4\pi \sqrt{(d(k), q)ny/q}}{d(k)} \right) F^\sharp(x, y) dxdy, \]

\[ I_{hk}(m,n) = 4\pi \int_{0}^{\infty} \int_{0}^{\infty} x^{-\frac{\alpha+\beta}{2}} y^{-\frac{\gamma+\delta}{2}} B_{\alpha-\beta} \left( \frac{4\pi \sqrt{(d(h), q)mx/q}}{d(h)} \right) B_{\gamma-\delta} \left( \frac{4\pi \sqrt{(d(k), q)ny/q}}{d(k)} \right) F^\sharp(x, y) dxdy. \]

The additional terms of (98) are those involving the $K_\nu$-Bessel function and can be estimated using the same method we use for the ones displayed.
5.4. Evaluating the Main Terms. We have

\[ I_{ij} = \int_0^\infty x^{-a_i}y^{-b_j}F^2(x, y)dx\,dy \]

(103) \[
= \frac{1}{h^{1-a_i}k^{1-b_j}} \int_0^\infty \int_0^\infty x^{-a_i}y^{-b_j}F_\phi(x, y)\Delta_d(x - y - r)dx\,dy \\
= \frac{1}{h^{1-a_i}k^{1-b_j}} \int_0^\infty \int_{r-x}^\infty x^{-a_i}(x - r + u)^{-b_j}F_\phi(x, x - r + u)\Delta_d(u)du\,dx.
\]

By Lemma 1 of [4] we see that the inner integral is equal to

\[ x^{-a_i}(x - r)^{-b_j}F_\phi(x, x - r) + O\left((d/\Omega)^A\right), \quad A \geq 1, \]

if \( r - x \leq 0 \) and it is \( \ll (d/\Omega)^A, A \geq 1 \), if \( r - x > 0 \). Assuming \( d \leq \Omega^{1-\epsilon} \) on taking \( A \) large we get

(104) \[
I_{ij} = \frac{1}{h^{1-a_i}k^{1-b_j}} \int_{\max(0, r)}^\infty x^{-a_i}(x - r)^{-b_j}F(x, x - r)dx + O\left(\Omega^{-B}\right)
\]

where \( B \) is an arbitrary positive constant. By formula (119) below we have \( hkI_{ij} \ll XY(X+Y)^{-1}\log\Omega \) valid for all \( d \). Also, by formula (168) below we have the bound

\[ \sum_{\substack{c=1 \\ (c,d)=1}}^d \chi(c)e_d(-cr) \ll q^{1/2}(r, d). \]

On applying these in the sum over \( d \geq \Omega^{1-\epsilon} \) we get

(105) \[
\sum_{i,j=1}^3 \sum_{d < 2\Omega} \sum_{d \in P_{ij}} \sum_{\substack{c=1 \\ (c,d)=1}}^d e_d(-cr)R_iR'_jI_{ij} \\
= \frac{2}{h^{1-a_i}k^{1-b_j}} \sum_{i,j=1}^3 S_{ij}(h, k, r) \int_{\max(0, r)}^\infty x^{-a_i}(x - r)^{-b_j}F(x, x - r)dx \\
+ O((hk)^{-1}q^{1/2}XY(X+Y)^{-1}\Omega^{-1+\epsilon})
\]

where

(106) \[
S_{ij}(h, k, r) = \sum_{d \in P_{ij}} \sum_{\substack{c=1 \\ (c,d)=1}}^d e_d(-cr)R_iR'_j.
\]
5.5. **Estimating the Error Terms.** Throughout the following analysis we essentially ignore the shift parameters but since they are small this is of no great importance. We first estimate the sums over \( c \). Pushing the sum over \( c \) through (98) we encounter sums of the form

\[
S_1 = \sum_{\substack{c=1 \atop (c,d)=1}}^{d} e_d(-cr)R'_j\sigma_{-\alpha,-\beta}(m,-\overline{ch(d)}/d(h),\chi),
\]

\[
S_2 = \sum_{\substack{c=1 \atop (c,d)=1}}^{d} e_d(-cr)\sigma_{-\alpha,-\beta}(m,-\overline{ch(d)}/d(h),\chi)\sigma_{-\gamma,-\beta}(n,-\overline{ck(d)}/d(k),\chi).
\]

Clearly, we also encounter a slight variant of (107) but this can be estimated using the same method as for the sum displayed. In estimating these we shall make use of Weil’s bound for Kloosterman sums

\[
S(r,t,d) \ll (r,d)^{1/2}d^{1/2}\tau(d)
\]

where \( \tau \) is the usual divisor function. We will also need an estimate for sums of the form

\[
S_{\chi}(r,t,d) = \sum_{\substack{c=1 \atop (c,d)=1}}^{d} \chi(c)e_d(cr+ct).
\]

These are similar to Salie sums ([9],[16]) the difference being that \( q|d \) whenever they appear. These are dealt with in [13] (see formula (16)) where Müller obtains

\[
S_{\chi}(r,t,d) = S_{\overline{\chi}}(t,r,d) \ll q^{1/2}(r,d)^{1/2}d^{1/2}\tau(d).
\]

By inspecting the cases \( 1 \leq i, j \leq 3 \) and using (109), (111) along with the obvious variants of (70), (73), (77) we get

\[
S_1 \ll \frac{1}{d(k)}q^{3/2}|L(1,\chi)|(r,d)^{1/2}d^{1/2}\tau(d)\tau(m),
\]

\[
S_2 \ll q(r,d)^{1/2}d^{1/2}\tau(d)\tau(m)\tau(n).
\]

We now estimate the integrals \( I_h, I_k, I_{hk} \). From (67),(63) we have the bound

\[
\mathcal{F} = d^{i+j+1} \ll \frac{a^{i}b^{j}}{(d\Omega)^{i+j+1}}.
\]

Using this along with the recurrence relations \((z^nY_{\nu}(z))' = z^nY_{\nu-1}(z)), (z^nJ_{\nu}(z))' = z^nJ_{\nu-1}(z)\) an integration by parts argument shows that these integrals are small unless

\[
m < \frac{hqX}{(d(h),q)}\Omega^{-2+\epsilon}, \quad n < \frac{kqY}{(d(k),q)}\Omega^{-2+\epsilon}.
\]
For \( m, n \) in this range we estimate the integrals using the support conditions on \( F \) and the bounds \( Y_{\alpha - \beta}(z), J_{\alpha - \beta}(z) \ll z^{-1/2} \) to give

\[
I_h(m) \ll \left( \frac{hqd^2}{n(d(h), q)X} \right)^{1/4} \int \int
\]

\[
I_k(n) \ll \left( \frac{kqd^2}{n(d(k), q)Y} \right)^{1/4} \int \int
\]

\[
I_{hk}(m, n) \ll \left( \frac{hkq^2d^4}{mn(d(h), q)(d(k), q)XY} \right)^{1/4} \int \int
\]

where

\[
\int \int = \int_0^\infty \int_0^\infty |F_\phi(hx, ky)\Delta_d(hx - ky - r)| dx dy \ll (hk)^{-1} \frac{XY}{X + Y} \log \Omega
\]

([4], formula (30)). Therefore, summing over \( m, n \) in the range (115) we have

\[
\sum_m \tau(m) |I_h(m)| \ll \frac{d^{1/2}q}{k(d(h), q)} \frac{X^{3/2}Y}{X + Y} \Omega^{-3/2+\epsilon},
\]

\[
\sum_n \tau(n) |I_k(n)| \ll \frac{d^{1/2}q}{h(d(k), q)} \frac{XY^{3/2}}{X + Y} \Omega^{-3/2+\epsilon},
\]

\[
\sum_{m,n} \tau(m) \tau(n) |I_{hk}(m, n)| \ll \frac{dq^2}{(d(h), q)(d(k), q)} \frac{(XY)^{3/2}}{X + Y} \Omega^{-3+\epsilon}.
\]

Introducing these bounds into (98) along with (112), (113) and summing over \( d \) we get an error term of

\[
q^{3/2} |L(1, \chi)| \frac{XY}{X + Y} \left( \frac{X^{1/2}}{k} + \frac{Y^{1/2}}{h} \right) \Omega^{-3/2+\epsilon} + q \frac{(XY)^{3/2}}{X + Y} \Omega^{-5/2+\epsilon}.
\]

Here we have used \( \sum_d \leq x(hk, d) \ll x^{1+\epsilon} \). We now take \( U = \Omega^2 = P^{-1}(X + Y)^{-1}XY \) and the above becomes

\[
q^{3/2} |L(1, \chi)| P^{3/4} \left( \frac{XY}{X + Y} \right)^{1/4+\epsilon} \left( \frac{X^{1/2}}{k} + \frac{Y^{1/2}}{h} \right) + qP^{5/4}(XY)^{1/4+\epsilon}(X + Y)^{1/4}.
\]
5.6. **Combining Terms.** We now combine formulas (105) and (124) with (98) whilst noting that $X \asymp Y \asymp \sqrt{hkMN}$. This gives

**Proposition 5.** Let $P_{ij}$ and $a_i$, $b_j$ be defined respectively by (94) and (97). Also, let

\( \Psi_{ij}(h, k, r) = \frac{1}{h^{1-a_i}k^{1-b_j}} S_{ij}(h, k, r) \int_{\max(0, r)}^{\infty} x^{-a_i}(x-r)^{-b_j} F(x, x-r) dx. \)

Then

\( D \Psi(h, k, r) = \sum_{i,j=1}^{2} \Psi_{ij}(h, k, r) + E^\flat(T) \)

where

\( E^\flat(T) \ll T^{-3/8+\epsilon} \left( q^{3/2+\epsilon} |L(1, \chi)| (T/T_0)^{3/4} + q^{1+\epsilon} (T/T_0)^{5/4} \right). \)

The terms $S_{ij}(h, k, r)$ are given by

\( S_{11}(h, k, r) = L_{\alpha, \beta}(\chi) L_{\gamma, \delta}(\chi) \sum_{d \in P_{11}} \frac{c_d(r) \chi(d(h)) \chi(d(k))}{d_{(h)}^{1-\alpha+\beta} d_{(k)}^{1-\gamma+\delta}}, \)

\( S_{12}(h, k, r) = \frac{\chi(-1) G(\chi) L_{\alpha, \beta}(\chi) L_{-\gamma, -\delta}(\chi)}{q^{\delta-\gamma}} \sum_{d \in P_{12}} \frac{c_d(r, \chi) \chi(d(h)) \chi(k(d))}{d_{(h)}^{1-\alpha+\beta} d_{(k)}^{1+\gamma-\delta}}, \)

\( S_{21}(h, k, r) = \frac{G(\chi) L_{-\alpha, -\beta}(\chi) L_{\gamma, \delta}(\chi)}{q^{\delta}} \sum_{d \in P_{21}} \frac{c_d(r, \chi) \chi(h(d)) \chi(d(k))}{d_{(h)}^{1+\alpha-\beta} d_{(k)}^{1-\gamma+\delta}}, \)

\( S_{22}(h, k, r) = \frac{L_{-\alpha, -\beta}(\chi) L_{-\gamma, -\delta}(\chi)}{q^{-1+\beta-\alpha+\delta-\gamma}} \sum_{d \in P_{22}} \frac{c_d(r, \chi^2) \chi(h(d)) \chi(k(d))}{d_{(h)}^{1+\alpha-\beta} d_{(k)}^{1+\gamma-\delta}}, \)

where $L_{x,y}(\chi) = L(1-x+y, \chi)$,

\( c_d(r, \chi) = \sum_{c=1}^{d} \chi(c) e_d(-cr) \)

and $c_d(r)$ is the usual Ramanujan sum.
We can now return to Proposition 3 and apply our formula for $D_F(h, k, r)$. Summing over $r$ gives

$$I_{M,N} = \frac{T}{\sqrt{MN}} \sum_{0 \neq r \leq \frac{T}{T_0} \sqrt{MN}} \left\{ \sum_{i,j=1}^{2} \Psi_{ij}(h, k, r) \right\}$$

$$+ O\left(T^\epsilon (hkMN)^{3/8+\epsilon} (q^{3/2}|L(1, \chi)|(T/T_0)^{3/4} + q(T/T_0)^{5/4})\right) \right\}$$

(133)

$$= \frac{T}{\sqrt{MN}} \sum_{0 \neq r \leq \frac{T}{T_0} \sqrt{MN}} \sum_{i,j=1}^{2} \Psi_{ij}(h, k, r)$$

$$+ O\left(T^{\epsilon} (MN)^{3/8+\epsilon} (hk)^{7/8+\epsilon} (q^{3/2}|L(1, \chi)|(T/T_0)^{7/4} + q(T/T_0)^{9/4})\right).$$

By the usual integration by parts argument (formula (57)) we see that $\Psi_{ij}(h, k, r)$ is small for large $r$ and hence we may freely extend the sum over $r \neq 0$. Summing over $M, N$ we obtain

**Proposition 6.**

(134) $$I_O^{(1)}(h, k) = \sum_{M,N} \sum_{r \neq 0} \sum_{i,j=1}^{2} \frac{T}{\sqrt{MN}} \Psi_{ij}(h, k, r) + E(T)$$

where

(135) $$E(T) \ll T^{3/4+\epsilon} (hk)^{7/8+\epsilon} (q^{3/2+\epsilon}|L(1, \chi)|(T/T_0)^{7/4} + q^{1+\epsilon}(T/T_0)^{9/4}).$$

We now wish to manipulate the integrals in $\Psi_{ij}$. These are very similar to the integrals in $I^{(1)}_{a,\beta,\gamma,\delta}$ of section 6 in [8], the only important difference being that we have the presence of $c_d(r, \chi)$ which is not necessarily invariant under the transformation $r \mapsto -r$.

The approach of Hughes and Young first involves splitting the sum over $r$ into those parts for which $r > 0$ and $r < 0$. After some substitutions in the resultant integrals they obtain an integral representation of the Beta function with differing signs in the argument, dependent on the choice of $r$. Expressing the Beta function as a ratio of Gamma functions elucidates a symmetry under which the sign difference grants a more concise expression upon a recombinination of terms.

First, Let

(136) $$I_{ij,\alpha}^{(1)} = \sum_{M,N} \sum_{r \neq 0} \frac{T}{\sqrt{MN}} \Psi_{ij}(h, k, r)$$

so that

$$I_O^{(1)}(h, k) = \sum_{i,j=1}^{2} I_{ij,\alpha}^{(1)} + E(T).$$
When \( i = j = 1 \) we can follow the method of Hughes and Young exactly. We can also do this in the case \( i = j = 2 \) since the elements \( d \in P_{22} \) are divisible by \( q \) and hence \( c_d(r, |\chi|^2) = c_d(r) \). Their method gives

\[
(I_{ij}^{(1)}(1)_{i=j}) = \frac{1}{h^{1-a_i-k^2-b_j}} \sum_{r=1}^{\infty} S_{ij}(s) \frac{1}{r^{a_i+b_j}} \frac{G(s)}{s} \left( \frac{\pi^2 r^2}{hkq} \right)^{-s} \Gamma(a_i + b_j + 2s) \\
\times 2 \cos \left( \frac{\pi}{2} (a_i + b_j + 2s) \right) \int_{-\infty}^{\infty} t^{-a_i-b_j-2s} g(s, t) \\
\times w(t) \left( 1 + O \left( \frac{1 + |s|^2}{t} \right) \right) dt ds.
\]

(137)

In the cases \( i \neq j \) we first note that \( q|d \) for \( d \in P_{ij} \). For such \( d \) we have

\[
c_d(-r, \chi) = \chi(-1) \sum_{d' = 1}^{d} \chi(-c) c_d(c r) = \chi(-1) c_d(r, \chi).
\]

(138)

By slightly adapting the methods in [8] we therefore obtain

\[
(I_{ij}^{(1)}(1)_{i \neq j}) = \frac{1}{h^{1-a_i-k^2-b_j}} \sum_{r=1}^{\infty} S_{ij}(s) \frac{1}{r^{a_i+b_j}} \frac{G(s)}{s} \left( \frac{\pi^2 r^2}{hkq} \right)^{-s} \Gamma(a_i + b_j + 2s) \\
\times 2 i^a \cos \left( \frac{\pi}{2} (a_i + b_j + 2s + a) \right) \int_{-\infty}^{\infty} t^{-a_i-b_j-2s} g(s, t) \\
\times w(t) \left( 1 + O \left( \frac{1 + |s|^2}{t} \right) \right) dt ds.
\]

(139)

We now plan to shift the contours in the line-integrals so that the sums over \( r \) converge absolutely allowing us to push them through the integrals. We will then compute the new sums as a product of two zeta functions (or \( L \)-functions) times a finite Euler product over the primes dividing \( h \) and \( k \). It turns out that one of these zeta functions can be paired with the Gamma factors in the line integral allowing us to use the functional equation and hence remove the Gamma factors.

6. SOME ARITHMETICAL SUMS

We first investigate the nature of the sets \( P_{ij} \). Recall that for an integer \( a \) we define it’s \( q \)-part by

\[
a(q) = \prod_{p \mid q} p^{\alpha_p}
\]

and it’s non-\( q \)-part by \( a^* := a/a(q) \) so that \( (a^*, q) = 1 \).

Lemma 3. We have

\[
(P_{11} = \left\{ d \in \mathbb{Z}_{\geq 1} : (d, q) = 1 \right\})
\]

(140)
and

\[(141) \quad P_{22} = \left\{ d \in \mathbb{Z}_{\geq 1} : d = qh(q)k(q)l \text{ where } l \geq 1 \right\}.
\]

If \(q|h\) then

\[(142) \quad P_{12} = \left\{ d \in \mathbb{Z}_{\geq 1} : d = qml \text{ where } l \geq 1, (l, q) = 1 \text{ and } m \text{ ranges over } m|h(q)/q \right\}
\]

otherwise \(P_{12} = \emptyset\). Similarly, if \(q|k\) then

\[(143) \quad P_{21} = \left\{ d \in \mathbb{Z}_{\geq 1} : d = qnl \text{ where } l \geq 1, (l, q) = 1 \text{ and } n \text{ ranges over } n|k(q)/q \right\}
\]

otherwise \(P_{21} = \emptyset\).

Proof. Let \(d \in P_{ij}\). We first note that

\[(144) \quad d_{(h)} = \frac{d}{(d, k)} = \frac{d^*}{(d^*, h^*)} \frac{d(q)}{(d(q), h(q))} = d_{(h^*)} \cdot d(q)_{(h(q))}
\]

and therefore the only influence on \((d_{(h)}, q)\) is due to \((d(q)_{(h(q))}, q)\). This means we can let \(d^*\) range freely over the positive integers coprime to \(q\) in all of the following.

The conditions defining \(P_{11}\) are given by \((d_{(h)}, q) = 1\) and \((d_{(k)}, q) = 1\). Therefore \((d(q)_{(h(q))}, q) = 1\) and \((d(q)_{(k(q))}, q) = 1\). This implies \(d(q) = (d(q), h(q)) = (d(q), k(q))\) which is only possible if \(d(q) = 1\) since \((h, k) = 1\).

\(P_{22}\) is given by the conditions \((d_{(h)}, q) = q\) and \((d_{(k)}, q) = q\). These imply that \(d(q) = lq(d(q), h(q)) = mq(d(q), k(q))\) with \(l, m \geq 1\) and \((l, q) > 1\), \((m, q) > 1\). Therefore we may write \(l = n(d(q), k(q)), m = n(d(q), h(q))\) for some \(n\) with \((n, q) > 1\). Putting this back into the previous equality gives

\[d(q) = nq(d(q), h(q)k(q))\]

This is possible if and only if \(d(q) = nq(h(q)k(q))\) and it is clear that the given \(n\) is arbitrary.

For \(P_{12}\) the conditions are \((d_{(h)}, q) = 1, (d_{(k)}, q) = q\). The first of these implies that \(d\) must satisfy \(d(q) = (d(q), h(q))\) whilst the second gives that \(d(q) = mq(d(q), k(q))\) with \(m \geq 1\) and \((m, q) > 1\). Equating these gives

\[d(q) = (d(q), h(q)) = mq(d(q), k(q))\]

This is possible if and only if \(q|h\) hence otherwise \(P_{12}\) is empty. Now, if \(q|h\) then \(k(q) = 1\) and therefore

\[mq = (mq, h(q))\]

This constraint implies that \(m\) may only range over the divisors of \(h(q)/q\). A similar argument follows for \(P_{21}\).
We note that since \((h, k) = 1\) at most one of the sets \(P_{12}, P_{21}\) is non-empty.

We now move the \(s\)-lines of integration in \((137)\) and \((139)\) to one so that the sums converge absolutely. Pushing them through we encounter new sums of the form

\[
\sum_{r=1}^{\infty} S_{ij}(h, k, r) =: U_{ij}(s).
\]

We deal with \(U_{11}(s)\) first. By \((128)\) and \((140)\) this reads as

\[
U_{11}(s) = L_{\alpha, \beta}(\chi)L_{\gamma, \delta}(\chi) \sum_{r=1}^{\infty} \sum_{d=1}^{\infty} \sum_{(d,q)=1} \frac{C \cdot (d(h)) \chi(d(k)) (h, d)^{1-\alpha+\beta}(k, d)^{1-\gamma+\delta}}{d^{2-\alpha-\gamma-\delta} p^{\alpha+\gamma+2s}}.
\]

Proposition 7. Let \(h = \prod_p p^{b_p}\) and \(k = \prod_p p^{b_p}\). Then

\[
U_{11}(s) = L_{\alpha, \beta}(\chi)L_{\gamma, \delta}(\chi) \zeta(\alpha + \gamma + 2s) \zeta(1 + \beta + \delta + 2s) \zeta(2 - \alpha + \beta - \gamma + \delta)
\]

\[\times Q_{11}(s) C_{11, \alpha, h, k}(s)\]

where

\[
Q_{11}(s) = Q_{11, \alpha, q}(s) = \prod_{p|q} \left(1 - p^{-1-\beta-\delta-2s} \right)
\]

and

\[
C_{11, \alpha, h, k}(s) = C_{11, \alpha, \beta, \gamma, \delta, h}(s, \chi) C_{11, \gamma, \delta, \alpha, \beta, k}(s, \chi)
\]

where

\[
C_{11, \alpha, \beta, \gamma, \delta, h}(s, \chi) = \prod_{p|q} \frac{C_{11}^{(0)}(s) - p^{-1} C_{11}^{(1)}(s) + p^{-2} C_{11}^{(2)}(s)}{(1 - \chi(p)p^{-\alpha-\delta-2s})(1 - p^{-2+\alpha-\beta+\gamma+\delta})}
\]

with

\[
C_{11}^{(0)}(s) = 1 - \frac{\chi(p)^{h_p+1}}{p^{(h_p+1)(\alpha+\delta+2s)}}
\]

\[
C_{11}^{(1)}(s) = \chi(p)^{\gamma + \delta + p^{-\beta + \delta - 2s}} - \chi(p)^{h_p p^{-h_p(\alpha + \delta + 2s)}}
\]

\[
C_{11}^{(2)}(s) = \chi(p)^{\gamma + \delta - 2s} - \chi(p)^{h_p p^{-h_p(\alpha + \delta + 2s)}}
\]

Proof. To simplify things we first define

\[
F(a, b, c) = \sum_{r=1}^{\infty} \sum_{d=1}^{\infty} \frac{c_d(r) \chi(d/h^*, d)}{d^{a+b+c+1}}
\]
so that

\[
U_{11}(s) \frac{L_{\alpha, \beta}(\chi)}{L_{\gamma, \delta}(\overline{\chi})} = F(1 - \alpha + \beta, 1 - \gamma + \delta, -1 + \alpha + \gamma + 2s).
\]

By formula (1.5.5) of [17] we have

\[
\sum_{r=1}^{\infty} \frac{c_d(r)}{r^{c+1}} = \zeta(c + 1) \sum_{n | d} n^{-c} \mu(d/n)
\]

where \( \mu \) is the mobius function. Performing the substitution \( n \mapsto d/n \) in the sum over the divisors of \( d \) we have

\[
F(a, b, c) \frac{\zeta(c + 1)}{\zeta(c + 1)} = \sum_{d=1}^{\infty} \frac{\chi(d/(h^*, d))\overline{\chi}(d/(k^*, d))(h^*, d)^a(k^*, d)^b}{d^{a+b+c}} \sum_{n | d} n^c \mu(n).
\]

Let \( g_c(d) = \sum_{n | d} n^c \mu(n) \). Since the numerator is multiplicative we have

\[
F(a, b, c) \frac{\zeta(c + 1)}{\zeta(c + 1)} = \prod_{p \nmid q} \left( \sum_{m \geq 0} \frac{\chi(p^m/(p^h p^m))\overline{\chi}(p^m/(p^k p^m))(p^h p^m)^a(p^k p^m)^b}{p^{m(a+b+c)}} g_c(p^m) \right).
\]

We now split this product into three parts, the first over the primes \( p \nmid hk \) and other two over those for which \( p | h \) and \( p | k \).

If \( p \nmid hk \) then we have factors of the form

\[
\sum_{m \geq 0} \frac{|\chi(p^m)|^2 g_c(p^m)}{p^{m(a+b+c)}} = 1 + (1 - p^c) \sum_{m \geq 1} \left( \frac{|\chi(p)|^2}{p^{m(a+b+c)}} \right)^m = \frac{1}{1 - p^{-a-b}}
\]

since \( p \nmid q \). If \( p | h \) then we have factors of the form

\[
1 + (1 - p^c) \sum_{m \geq 1} \frac{\chi(p^m/(p^h p^m))\overline{\chi}(p^m)(p^h p^m)^a}{p^{m(a+b+c)}}.
\]
Now

\[
\sum_{m \geq 1} \frac{\chi(p^m/(p^{hp}, p^m))\overline{\chi}(p^m)(p^{hp}, p^m)^a}{p^{m(a+b+c)}}
\]

\[
= \sum_{m=1}^{hp} \frac{\chi(1)\overline{\chi}(p^m)p^ma}{p^{m(a+b+c)}} + \sum_{m=h_p+1}^{\infty} \frac{\chi(p^{m-h_p})\overline{\chi}(p^m)p^{hp-a}}{p^{m(a+b+c)}}
\]

\[
= \frac{\overline{\chi}(p)}{p^{b+c}} \frac{1 - \overline{\chi}(p)p^{-h_p(b+c)}}{1 - \overline{\chi}(p)p^{-b-c}} + p^{hp-a} \sum_{m \geq 1} \frac{\chi(p^m)\overline{\chi}(p^{m+h_p})}{p^{m(a+b+c)}} \frac{p^{-a-b-c}}{1 - p^{-a-b-c}}
\]

\[
= p^{-b-c} \left[ (\overline{\chi}(p) - \overline{\chi}(p)p^{-h_p(b+c)})(1 - p^{-a-b-c}) + \overline{\chi}(p)h_p \times p^{-h_p(b+c)}p^{-a}(1 - \overline{\chi}(p)p^{-b-c}) \right] / (1 - \overline{\chi}(p)p^{-b-c})(1 - p^{-a-b-c})
\]

\[
= p^{-b-c} \left[ \overline{\chi}(p) - \overline{\chi}(p)p^{-h_p(b+c)} - \overline{\chi}(p)p^{-a-b-c} + \overline{\chi}(p)h_p p^{-h_p(b+c)}p^{-a} \right] / (1 - \overline{\chi}(p)p^{-b-c})(1 - p^{-a-b-c})
\]

The numerator of the local factor is thus given by

\[
(1 - \overline{\chi}(p)p^{-b-c})(1 - p^{-a-b-c}) + (1 - p^c)p^{-b-c}
\]

\[
\times (\overline{\chi}(p) - \overline{\chi}(p)p^{-h_p(b+c)} - \overline{\chi}(p)p^{-a-b-c} + \overline{\chi}(p)h_p p^{-h_p(b+c)}p^{-a})
\]

\[
= 1 - p^{-a-b-c} - \overline{\chi}(p)p^{-h_p+1(b+c)} - \overline{\chi}(p)p^{-h_p(b+c)}p^{-a} - \overline{\chi}(p)p^{-b} + \overline{\chi}(p)h_p p^{-h_p(b+c)}p^{-b} - \overline{\chi}(p)p^{-a-2b-c} - \overline{\chi}(p)h_p p^{-h_p(b+c)}p^{-a-b}
\]

\[
= (1 - \overline{\chi}(p)p^{-b})(1 - p^{-a-b-c}) + \overline{\chi}(p)h_p p^{-h_p(b+c)}p^{-b} (\overline{\chi}(p) - p^{-a})(1 - p^{-c})
\]

If \( p \mid k \) then we have the same except \( \overline{\chi} \) is replaced by \( \chi \) and \( a \) and \( b \) are interchanged. Therefore

\[
F(a, b, c) = \zeta(a + b + c) \prod_{p | l(q)} \left( \frac{1 - p^{-a-b-c}}{1 - p^{-a-b}} \right)
\]

\[
\times \prod_{p | l(q)} \left( \frac{(1 - \overline{\chi}(p)p^{-b})(1 - p^{-a-b-c}) + \overline{\chi}(p)h_p p^{-h_p(b+c)}p^{-b} (\overline{\chi}(p) - p^{-a})(1 - p^{-c})}{(1 - \overline{\chi}(p)p^{-b-c})(1 - p^{-a-b})} \right)
\]

\[
\times \prod_{p | l(q)} \left( \frac{(1 - \chi(p)p^{-a})(1 - p^{-a-b-c}) + \chi(p)h_p p^{-h_p(b+c)}p^{-a} (\chi(p) - p^{-b})(1 - p^{-c})}{(1 - \chi(p)p^{-a-c})(1 - p^{-a-b})} \right)
\]

We can now substitute the values for \( a, b, c \) to give the desired result.
We now turn to $U_{22}(s)$. By (131) and (145) we have

$$U_{22}(s)q^{-1+\alpha+\beta+\gamma+\delta} \frac{L_{-\alpha,\beta}(\chi)L_{-\gamma,\delta}(\chi)}{L_{-\alpha,\beta}(\chi)L_{-\gamma,\delta}(\chi)} = \sum_{r=1}^{\infty} \sum_{d \in \mathbb{D}_{22}} c_d(r) \chi(h(d)) \chi(k(d)) \chi(h, d)^{1+\alpha-\beta}(k, d)^{1+\gamma-\delta}.$$  

**Proposition 8.** Let $Q_{22}(s) = Q_{11,-\gamma,q}(-s)$. Then

$$U_{22}(s) = \frac{L_{-\alpha,\beta}(\chi)L_{-\gamma,\delta}(\chi)}{q^{\beta+\delta+2s}} \frac{\zeta(\beta+\delta+2s)\zeta(1+\alpha+\gamma+2s)}{\zeta(2+\alpha-\beta+\gamma-\delta)} \times Q_{22}(s) C_{22,\alpha,h,k}(s)$$

where

$$C_{22,\alpha,\beta,\gamma,\delta,h}(s, \chi) = \prod_{p \mid q} \left( \frac{C_{22}^{(0)}(s) - p^{-1}C_{22}^{(1)}(s) + p^{-2}C_{22}^{(2)}(s)}{1 - \chi(p)p^{\beta+\gamma+2s}} \right) \frac{1}{(1 - \chi(p)p^{\beta+\gamma+2s})(1 - p^{-2-\alpha+\beta-\gamma+\delta})}$$

with

$$C_{22}^{(0)}(s) = p^{-h_p(\beta+\gamma+2s)} - \chi(p)^{h_p+1}p^{\beta+\gamma+2s}$$

$$C_{22}^{(1)}(s) = (p^{-h_p(\beta+\gamma+2s)} - \chi(p)^{h_p})(p^{\beta+\gamma+2s} - \chi(p)p^{-\alpha+\beta})$$

$$C_{22}^{(2)}(s) = p^{-h_p(\beta+\gamma+2s)} \chi(p)p^{-\alpha+\beta+\gamma+2s} - \chi(p)^{h_p}p^{-\alpha+\beta+\gamma+\delta}.$$

**Proof.** As before we define a new function

$$G(a, b, c) = \sum_{r=1}^{\infty} \sum_{d \in \mathbb{D}_{22}} c_d(r) \chi(h(d)) \chi(k(d)) \chi(h, d)^{a}(k, d)^{b} \frac{d^{a+b+c}}{d^{a+b+c+1}}$$

so that

$$U_{22}(s)q^{-1-\alpha+\beta+\gamma+\delta} \frac{L_{-\alpha,\beta}(\chi)L_{-\gamma,\delta}(\chi)}{L_{-\alpha,\beta}(\chi)L_{-\gamma,\delta}(\chi)} = G(1+\alpha-\beta, 1+\gamma-\delta, -1+\beta+\delta+2s).$$

As in Proposition 7 we first perform the sum over $r$ and get

$$G(a, b, c) = \zeta(c+1) \sum_{d \in \mathbb{D}_{22}} \frac{\chi(h(d)) \chi(k(d)) \chi(h, d)^{a}(k, d)^{b}}{d^{a+b+c}} g_c(d)$$

where $g_c(d) = \sum_{n \mid d} n^c \mu(n)$. By Lemma 3 we may write $d = qh(q)k(q)l$ with $l \geq 1$. This implies that $(h, d) = h(q) \cdot (h^{*}, l)$ and $(k, d) = k(q) \cdot (k^{*}, l)$. Therefore

$$G(a, b, c) = A \sum_{l=1}^{\infty} \frac{\chi(h^{*}/(h^{*}, l)) \chi(k^{*}/(k^{*}, l)) (h^{*}, l)^{a}(k^{*}, l)^{b}}{l^{a+b+c}} g_c(qh(q)k(q)l)$$
where

\[(163) \quad A = \frac{\zeta(c + 1)}{q^{a+b+c}h(q)^b+k(q)^c}.\]

Writing the Dirichlet series as an Euler product we have

\[(164) \quad G(a, b, c) = \prod_p \sum_{m \geq 0} \frac{h_p^m}{p^{m(a+b+c)}} \left( \frac{h_p^m}{p^{m(a+b+c)}} \right)^a \left( \frac{h_p^m}{p^{m(a+b+c)}} \right)^b \frac{\chi_{c}(p^{a}_{p^b+h(q)}+k(q)+m)}{p^{m(a+b+c)}} \]

\[= \prod_{p|q} \prod_{p|q} (\ast) \prod_{p|q} (\ast).\]

We deal with product over \(p|q\) first. In this case we have \(h_p^* = k_p^* = 0\) and \(q_p \geq 1\). Consequently, we have a local factor of the form

\[\sum_{m \geq 0} g_c(p^{m+q_p+\cdots}) \frac{1 - p^c}{1 - p^{-a-b-c}}.\]

If \(p \nmid q\) and \(p \nmid hk\) then we have a local factor of the form

\[\sum_{m \geq 0} g_c(p^{m}) = \frac{1 - p^{-a-b}}{1 - p^{-a-b-c}}.\]

Finally, if \(p \nmid q\) and \(p|h\) then we have a local factor of the form

\[\chi(p)^{h_p} + (1 - p^c) \sum_{m \geq 1} \frac{\chi(p)^{h_p}}{p^{m(a+b+c)}}.\]

Computing this in a similar fashion to proposition 7 we see the local factor is given by

\[\frac{p^{-h_p(b+c)}(1 - p^c)(1 - \chi(p)p^{-a}) + \chi(p)^{h_p}(p^c - p^{-a-b})(1 - \chi(p)p^b)}{(1 - \chi(p)p^{b+c})(1 - p^{-a-b-c})}.\]

Therefore, similarly to before, we find

\[(165) \quad \frac{G(a, b, c)}{A} = \frac{\zeta(a + b + c)}{\zeta(a + b)} \prod_{p|q} \left( \frac{1 - p^c}{1 - p^{-a-b}} \right) \prod_{\substack{p \mid q \mid p \mid h}} \left( \frac{p^{-h_p(b+c)}(1 - p^c)(1 - \chi(p)p^{-a}) + \chi(p)^{h_p}(p^c - p^{-a-b})(1 - \chi(p)p^b)}{(1 - \chi(p)p^{b+c})(1 - p^{-a-b-c})} \right)\]

\[\times \prod_{\substack{p \mid q \mid p \mid h}} \left( \frac{p^{-k_p(a+c)}(1 - p^c)(1 - \chi(p)p^{-b}) + \chi(p)^{k_p}(p^c - p^{-a-b})(1 - \chi(p)p^a)}{(1 - \chi(p)p^{a+c})(1 - p^{-a-b})} \right).\]
Inputting the values of $a, b, c$ and a brief computation gives the result. □

At this point we note that there exist certain similarities between $U_{11}$ and $U_{22}$. Indeed, the equivalent of $U_{11}$ in $I_{O}^{(2)}$ contains a factor of $q^{-\beta-\delta}$ and has undergone the transformation $\alpha \mapsto -\gamma$. Therefore the $L$ and $\zeta(2 + \cdots)^{-1}$ factors match with those of $U_{22}^{(1)}$ as does the $Q$ factor after the transformation $s \mapsto -s$. It is a surprising fact that the finite Euler products $C_{i,\alpha,\gamma,\delta,h}(s)$ also possess this symmetry. Indeed, we have

**Proposition 9.**

(166) \[ h^\alpha k^\gamma (hk)^{-s} C_{11,\alpha,\gamma,\delta,h}(-s) = h^{-\delta} k^{-\beta} (hk) s C_{22,-\gamma,\delta,h}(s). \]

By permuting the shifts we also have

(167) \[ h^\beta k^\delta (hk)^{-s} C_{22,\alpha,\gamma,\delta,h}(-s) = h^{-\gamma} k^{-\alpha} (hk) s C_{11,-\gamma,\delta,h}(s). \]

**Proof.** Since

\[ C_{11,\alpha,\gamma,\delta,h}(s) = C_{11,\alpha,\beta,\gamma,\delta,h}(s, \overline{\chi}) C_{11,\gamma,\delta,\alpha,\beta,h}(s, \chi) \]

and

\[ C_{22,-\gamma,\delta,h}(s) = h(q)^{\alpha+\delta-2s} k(q)^{\beta+\gamma-2s} C_{22,-\gamma,-\delta,-\alpha,-\beta,h}(s, \overline{\chi}) C_{22,-\gamma,-\delta,-\alpha,-\beta,h}(s, \chi) \]

we only need to prove

\[ \left( \frac{h}{h(q)} \right)^{\alpha+\delta-2s} C_{11,\alpha,\gamma,\delta,h}(-s, \overline{\chi}) = C_{22,-\gamma,-\delta,-\alpha,-\beta,h}(s, \chi) \]

since the result then follows by symmetry. It suffices to check the formula at each prime dividing $h$. By inspection of the Euler products we need to show

\[ p^{h_p(\alpha+\delta-2s)} C_{11,\alpha,\gamma,\delta,h}^{(i)}(-s) = C_{22,-\gamma,-\delta,-\alpha,-\beta,h}^{(i)}(s) \]

for $i = 0, 1, 2$ and each of these is immediately apparent when written out. □

We now work with $U_{12}$ and $U_{21}$ which in the above sense are self-similar. First, we need a technical lemma

**Lemma 4.** Let $c_{d}(r, \chi)$ be given by (132) and suppose $q | d$. Then

(168) \[ c_{d}(r, \chi) = G(\overline{\chi}) \sum_{\substack{n | r \\ n | d/q}} \mu \left( \frac{d/q}{n} \right) \chi \left( \frac{d/q}{n} \right) \chi \left( \frac{r}{n} \right) n. \]

**Proof.** We have
\[
c_d(r, \chi) = \sum_{n=1}^{d} \chi(n) e_d(-nr) = \sum_{n=1}^{d} \left( \sum_{m|n \atop m|d} \mu(m) \right) \chi(n) e_d(-nr)
\]

(169)

\[
= \sum_{m|d} \mu(m) \sum_{n=1}^{d/m} \chi(mn) e_d(-mnr)
\]

\[
= \sum_{m|d \atop m\nmid q} \mu(m) \chi(m) \sum_{n=1}^{d/m} \chi(n) e_{d/m}(-nr)
\]

where the condition \( m \nmid q \) is merely for emphasis. Since \( q | d \) we may write \( d/m = aq \) for some \( a \) say. Now,

\[
\sum_{n=1}^{aq} \chi(n) e_{aq}(nr) = \sum_{n=1}^{q} \chi(n) e_{aq}(nr) \sum_{k=0}^{a-1} e_{a}(kr)
\]

(170)

\[
= \begin{cases} 
 a \sum_{n=1}^{q} \chi(n) e_{a}(nr/a) & \text{if } a \mid r, \\
 0 & \text{otherwise}. 
\end{cases}
\]

Since \( \sum_{n=1}^{q} \chi(n) e_{q}(nr/a) = \chi(r/a) G(\chi) \) we have

\[
c_d(r, \chi) = G(\chi) \sum_{m|d} \mu(m) \chi(m) \overline{\chi} \left( \frac{r}{d/mq} \right) \frac{d}{mq}
\]

(171)

\[
= G(\chi) \sum_{c|d \atop c \nmid qr} \mu \left( \frac{d}{c} \right) \chi \left( \frac{d}{c} \right) \overline{\chi} \left( \frac{qr}{c} \right) \frac{c}{q}
\]

The result now follows on applying the change of variables \( c/q \mapsto n \). \( \square \)

As a corollary, for \( d \) divisible by \( q \) we have

\[
\frac{1}{G(\chi)} \sum_{r=1}^{\infty} c_d(r, \chi) \frac{1}{r^s} = \sum_{r=1}^{\infty} \frac{1}{r^s} \sum_{n|d \atop n|d/q} \mu \left( \frac{d/q}{n} \right) \chi \left( \frac{d/q}{n} \right) \overline{\chi} \left( \frac{r}{n} \right) n
\]

(172)

\[
= \sum_{n|d/q} \mu \left( \frac{d/q}{n} \right) \chi \left( \frac{d/q}{n} \right) n \sum_{m=1}^{\infty} \overline{\chi}(m) n^{s-1}
\]

\[
= L(s, \chi) \sum_{n|d/q} \mu \left( \frac{d/q}{n} \right) \chi \left( \frac{d/q}{n} \right) n^{1-s}
\]

\[
= L(s, \chi) \left( \frac{q}{d} \right)^{s-1} \sum_{n|d/q} \mu(n) \chi(n) n^{s-1}.
\]
Now, by formula (129) we have

\[(173) \quad U_{12}(s) = \chi(-1) G(\chi) q^{\gamma - \delta} L_{\alpha, \beta}(\chi) L_{-\gamma - \delta}(\chi) \]
\[\times \sum_{r=1}^{\infty} \sum_{d \in \mathbb{P}_2} c_{d}(r, \chi) \chi(d(h)) \chi(k(d)) (h, d)_{1-a+\beta}^{1} (k, d)_{1+\gamma-\delta}^{1} \frac{d^{2-\alpha+\beta+\gamma-\delta-\alpha+\beta+2s}}{d}.\]

**Proposition 10.** Suppose \(q|h\). Then \(U_{12}(s)\) exists and has the form

\[(174) \quad \frac{U_{12}(s)}{L_{\alpha, \beta}(\chi) L_{-\gamma, -\delta}(\chi)} = \chi(k) \frac{L(\alpha + \delta + 2s, \chi L(1 + \beta + \gamma + 2s, \chi)}{L(2 - \alpha + \beta + \gamma - \delta, \chi^2)} \sum_{m|h(q)/q} \frac{1}{m^{\alpha+\gamma+2s}} \]
\[\times C_{12, \alpha, \beta, \gamma, \delta, h}(s)\]

where

\[(175) \quad C_{12, \alpha, \beta, \gamma, \delta, h}(s) = C_{12, \alpha, \beta, \gamma, \delta, h}(s) C_{12, \delta, \gamma, \alpha, k}(s)\]

and

\[(176) \quad C_{12, \alpha, \beta, \gamma, \delta, h}(s) = \prod_{p|q} \left( \frac{C_{12}^{(0)}(s) - p^{-1} C_{12}^{(1)}(s) + p^{-2} C_{12}^{(2)}(s)}{1 - p^{-\alpha-\gamma-2s}} \right) \]

with

\[(177) \quad C_{12}^{(0)}(s) = 1 - p^{-(h_{p+1})(\alpha+\gamma+2s)}\]
\[(178) \quad C_{12}^{(1)}(s) = \chi(p) (p^{\delta-\gamma} + p^{-\beta-\gamma-2s}) (1 - p^{-h_{p+1} (\alpha+\gamma+2s)})\]
\[(179) \quad C_{12}^{(2)}(s) = \chi(p)^{2} p^{\delta-\beta} (p^{-2(\gamma+s)} - p^{2(\alpha+s)} p^{-(h_{p+1})(\alpha+\gamma+2s)})\]

**Proof.** Let

\[(180) \quad H(a, b, c) = \chi(-1) G(\chi) \sum_{r=1}^{\infty} \sum_{d \in \mathbb{P}_2} c_{d}(r, \chi) \chi(d(h)) \chi(k(d)) (h, d)^{a}(k, d)^{b} \]
\[\frac{d^{a+b+c+1}}{d}.\]

so that

\[(181) \quad \frac{q^{\gamma-\delta} U_{12}(s)}{L_{\alpha, \beta}(\chi) L_{-\gamma, -\delta}(\chi)} = H(1 - \alpha + \beta, 1 + \gamma - \delta, -1 + \alpha + \delta + 2s)\]

Using formula (172) and noting that \(G(\chi) = \chi(-1) G(\chi)\) we have

\[(182) \quad H(a, b, c) = q^{c+1} L(c+1, \chi) \sum_{d \in \mathbb{P}_2} \frac{\chi(d(h)) \chi(k(d)) (h, d)^{a}(k, d)^{b}}{d^{a+b+c}} \frac{g_{e}(d/q, \chi)}{g_{e}(d/q, \chi)}\]

where

\[(183) \quad g_{e}(m, \chi) = \sum_{n|m} \mu(n) \chi(n)n^{e}.\]
By Lemma 3 we see that $d = qml$ where $(l, q) = 1$ and $m$ is a divisor of $h(q)/q$. Consequently, $(h, d) = (h^*, l)(h(q), qm) = (h^*, l)qm$ and $(k, d) = (k^*, l)$ since $k = k^*$. Therefore

\[
\frac{H(a, b, c)}{q^{a+b+c}L(c + 1, \chi)} = \frac{1}{q^{b+c}} \sum_{m|h(q)/q} \frac{1}{m^{b+c}} \sum_{l=1}^{\infty} \frac{\chi(l/(h^*, l))\chi(k^*/(k^*, l))(h^*, l)^a(k^*, l)^b}{l^{a+b+c}} g_c(ml, \chi)
\]

\[
\frac{1}{q^{b+c}} \left( \sum_{m|h(q)/q} \frac{1}{m^{b+c}} \right) \sum_{l=1}^{\infty} \frac{\chi(l/(h^*, l))\chi(k^*/(k^*, l))(h^*, l)^a(k^*, l)^b}{l^{a+b+c}} g_c(l, \chi)
\]

since $(m, q) > 1$ for $m > 1$. We now express the Dirichlet series as an Euler product.

If $p \nmid hk$ then we have a local factor of the form

\[
1 + (1 - \chi(p)p^c) \sum_{j \geq 1} \left( \frac{\chi(p)}{p^{a+b+c}} \right)^m = \frac{1 - \chi(p)^2p^{-a-b}}{1 - \chi(p)p^{-a-b-c}}.
\]

If $p|n$ then we have a local factor of the form

\[
1 + (1 - \chi(p)p^c) \sum_{j \geq 1} \frac{\chi(p^{m/(p^{hp}, p^{2m})})(p^{hp}, p^{2m})a}{p^{m(a+b+c)}}.
\]

Computing this similarly to as in Proposition 7 we see that the local factor is given by

\[
\frac{(1 - \chi(p)p^{-b})(1 - \chi(p)^{-a-b-c}) - p^{-(h(p+1)(b+c)}(1 - \chi(p)p^{-a})(1 - \chi(p)p^c)}{(1 - p^{-b-c})(1 - \chi(p)p^{-a-b-c})}
\]

Finally, if $p|k$ then we have a local factor of the form

\[
\chi(p^{k_p}) + (1 - \chi(p)p^c) \sum_{j \geq 1} \frac{\chi(p^{m}(p^{k_p}/(p^{k_p}, p^{2m}))(p^{k_p}, p^{2m})b}{p^{m(a+b+c)}}
\]

\[
= \chi(p^{k_p}) \left( 1 + (1 - \chi(p)p^c) \sum_{j \geq 1} \frac{\chi(p^{m}/(p^{k_p}, p^{2m}))(p^{k_p}, p^{2m})b}{p^{m(a+b+c)}} \right).
\]
This can be computed exactly the same as for the local factor at \( p \mid h \) and so we have

\[
H(a, b, c) = \frac{\chi(k) L(a + b + c, \chi)}{\chi(a + b + c)} \left( \sum_{m \mid h(q)/q} \frac{1}{m^{b+c}} \right)
\]

\[
\times \prod_{\substack{p \mid q \\ p \mid h}} (1 - \chi(p)p^{-b})(1 - \chi(p)p^{-a-b-c}) - p^{-(h_p+1)(b+c)}(1 - \chi(p)p^{-a})(1 - \chi(p)p^c)
\]

\[
\times \prod_{\substack{p \mid k}} (1 - \chi(p)p^{-a})(1 - \chi(p)p^{-a-b-c}) - p^{-(h_p+1)(a+c)}(1 - \chi(p)p^{-b})(1 - \chi(p)p^c).
\]

After inputting the values for \( a, b, c \) a short computation gives the result. \( \square \)

To get a functional equation for \( C_{12,\alpha,h,k}(s) \) we must incorporate the sum over the divisors of \( h(q)/q \) as well as an extra factor of \( q \) which, happily, makes an appearance in the next section.

**Proposition 11.** We have

\[
\frac{1}{q^{\alpha+\delta-s}} \left( \sum_{m \mid h(q)/q} \frac{1}{m^{\alpha+\gamma-2s}} \right) h^\alpha k^\delta (hk)^{-s} C_{12,\alpha,h,k}(-s)
\]

\[
= \frac{1}{q^{\beta+\delta}} \frac{1}{q^{-\beta-\gamma+s}} \left( \sum_{m \mid h(q)/q} \frac{1}{m^{-\alpha-\gamma+2s}} \right) h^{-\gamma} k^{-\beta} (hk)^s C_{12,-\gamma,h,k}(s).
\]

**Proof.** Since

\[
\sum_{m \mid h(q)/q} \frac{1}{m^{\alpha+\gamma-2s}} = \left( \frac{h(q)}{q} \right)^{-\alpha-\gamma+2s} \sum_{m \mid h(q)/q} \frac{1}{m^{-\alpha-\gamma+2s}}
\]

we are required to show

\[
\left( \frac{h}{h(q)} \right)^{\alpha+\gamma-2s} k^{\beta+\delta-2s} C_{12,\alpha,h,k}(-s) = C_{12,-\gamma,h,k}(s).
\]

Also, since

\[
C_{12,\alpha,h,k}(s) = C_{12,\alpha,\beta,\gamma,\delta,h}(s) C_{12,\delta,\gamma,\alpha,k}(s)
\]

it suffices to show

\[
\left( \frac{h}{h(q)} \right)^{\alpha+\gamma-2s} C_{12,\alpha,h}(-s) = C_{12,-\gamma,h}(s)
\]

by symmetry. We must therefore check that

\[
p^{h_p(\alpha+\gamma-2s)} \frac{C_{12,\alpha}^{(i)}(-s)}{1 - p^{-\alpha+\gamma+2s}} = \frac{C_{12,-\gamma}^{(i)}(s)}{1 - p^{\alpha+\gamma-2s}} - \frac{C_{12,-\gamma}^{(i)}(s)}{p^{\alpha+\gamma-2s}(1 - p^{-\alpha+\gamma+2s})}
\]
for \( i = 0, 1, 2 \), each of which can easily be verified by inspection. \( \square \)

The formula for \( U_{21}(s) \) shares a lot of similarities with that of \( U_{12}(s) \). Following the method of Proposition 10 we see that \( U_{21} \) is given by the formal relation

\[
U_{21,\alpha,\beta,\delta,\gamma,h,k}(s, \chi) = \frac{\chi(h)}{\chi(k)} \left( \sum_{m|h(q)/q} \frac{1}{m^{\beta+2s}} \right)^{-1} \left( \sum_{m|k(q)/q} \frac{1}{m^{\alpha+\gamma+2s}} \right) U_{12,\alpha,\delta,\gamma,h,k}(s, \chi).
\]

By inspection of the Euler products we see that this relation implies \( C_{21,\alpha,\beta,\delta,\gamma,h,k}(s, \chi) = C_{12,\alpha,\beta,\gamma,h,k}(s, \chi) \) and therefore by swapping \( h \) and \( k \) in (190) we have

**Proposition 12.**

\[
\begin{align*}
& \frac{1}{q^{\beta+\gamma-\alpha}} \left( \sum_{m|k(q)/q} \frac{1}{m^{\alpha+\gamma-2s}} \right) h^{\beta}k^{\gamma}(hk)^{-s}C_{21,\alpha,\beta,\gamma,h,k}(-s) \\
& = \frac{1}{q^{\beta+\delta}} \frac{1}{q^{-\alpha+\gamma+s}} \left( \sum_{m|k(q)/q} \frac{1}{m^{-\alpha-\gamma+2s}} \right) h^{-\delta}k^{-\alpha}(hk)^{s}C_{21,\alpha,\beta,\gamma,h,k}(s).
\end{align*}
\]

7. **Application of the Sum Formulae**

7.1. **The Cases** \( i = j \). Applying Proposition 7 to (137) we get

\[
I_{11,\alpha}^{(1)} = \frac{1}{h^{1/2-\alpha}k^{1/2-\gamma}} \zeta(2-\alpha+\beta-\gamma+\delta) 2\pi i \int_{(1)} G(s) \left( \frac{s}{\pi^2} \right)^{s} \\
\times \Gamma(\alpha+\gamma+2s)2\cos \left( \frac{\pi}{2} (\alpha+\gamma+2s) \right) \zeta(\alpha+\gamma+2s)\zeta(1+\beta+\delta+2s) \\
\times Q_{11}(s)C_{11,\alpha,\beta,\gamma,h,k}(s) \int_{-\infty}^{\infty} t^{-a-\gamma-2s}g(s,t)w(t) \left( 1 + O \left( \frac{1+|s|^2}{t} \right) \right) dt ds
\]

\[
= \frac{1}{\sqrt{hk}} \zeta(2-\alpha+\beta-\gamma+\delta) 2\pi i \int_{(1)} G(s) \left( \frac{s}{\pi^2} \right)^{s} \\
\times \zeta(1-\alpha-\gamma-2s)\zeta(1+\beta+\delta+2s)Q_{11}(s)h^{\alpha}k^{\gamma}(hk)^{s}C_{11,\alpha,\beta,\gamma,h,k}(s) \\
\times \int_{-\infty}^{\infty} \left( \frac{t}{2\pi} \right)^{-a-\gamma} \left( \frac{t}{2} \right)^{-2s}g(s,t)w(t) \left( 1 + O \left( \frac{1+|s|^2}{t} \right) \right) dt ds
\]

where we have used the functional equation for the Riemann zeta function

\[
\begin{align*}
\pi^{-2s}\zeta(\alpha+\gamma+2s)\Gamma(\alpha+\gamma+2s)2\cos \left( \frac{\pi}{2} (\alpha+\gamma+2s) \right) \\
= \pi^{\alpha+\gamma}2^{\alpha+\gamma+2s}\zeta(1-\alpha-\gamma-2s).
\end{align*}
\]
Moving the $s$-line of integration back to $\epsilon$ and using the properties of $w$ along with Stirling’s approximation for $g(s, t)$ we get

\[
I_{11,\alpha}^{(1)} = \frac{1}{\sqrt{hk}} \frac{L_{\alpha,\beta}(\chi)L_{\gamma,\delta}(\chi)}{\zeta(2 - \alpha + \beta - \gamma + \delta)} \int_{-\infty}^{\infty} \left( \frac{t}{2\pi} \right)^{-\alpha - \gamma} w(t) \frac{1}{2\pi i} \int_{(\epsilon)} \frac{G(s)}{s} q^s \\
\times \zeta(1 - \alpha - \gamma - 2s)\zeta(1 + \beta + \delta + 2s)Q_{11}(s)h^\alpha k^\gamma (hk)^s C_{11,\alpha,\gamma,\delta}(s) ds dt
\]

(200) \quad + O \left( \frac{1}{\sqrt{hk}} |L(1, \chi)|^2 (hkqT)^\epsilon \right).

We note that this error term is of a lower order than $E(T)$. For $i = j = 2$ the same process used in conjunction with Proposition 8 gives

\[
I_{22,\alpha}^{(1)} = \frac{1}{\sqrt{hk}} \frac{L_{-\gamma, -\delta}(\chi)L_{-\alpha, -\beta}(\chi)}{\zeta(2 + \alpha - \beta + \gamma - \delta)} \int_{-\infty}^{\infty} \frac{1}{q^{\beta + \delta}} \left( \frac{t}{2\pi} \right)^{-\beta - \delta} w(t) \frac{1}{2\pi i} \int_{(\epsilon)} \frac{G(s)}{s} q^{-s} \\
\times \zeta(1 - \beta - \delta - 2s)\zeta(1 + \alpha + \gamma + 2s)Q_{22}(s)h^\beta k^\delta (hk)^s C_{22,\alpha,\gamma,\delta}(s) ds dt
\]

(201) \quad + O \left( \frac{1}{\sqrt{hk}} |L(1, \chi)|^2 (hkqT)^\epsilon \right).

As usual, the formulas for $I_{11,\alpha}^{(2)}$ and $I_{22,\alpha}^{(2)}$ can be acquired by performing the substitutions $\alpha \leftrightarrow -\gamma$, $\beta \leftrightarrow -\delta$ and multiplying by $X_{\alpha,\gamma,\delta}(s) = q^{-\beta - \delta} (t/2\pi)^{-\alpha - \beta - \gamma - \delta}$ in the integrals over $t$. With this we have enough information to compute the main terms of the off-diagonals.

**Proposition 13.** Let $A_{\alpha,\beta,\gamma,\delta,\chi}(s)$ be given by formula (10). Then

\[
I_{11,\alpha}^{(1)} + I_{22,\alpha}^{(2)} + I_{22,\alpha}^{(1)} + I_{11,\alpha}^{(2)} = \frac{1}{\sqrt{hk}} \int_{-\infty}^{\infty} w(t) \left( \frac{t}{2\pi} \right)^{-\alpha - \gamma} A_{-\gamma, -\alpha, -\delta, \chi}(0)h^\alpha k^\gamma C_{11,\alpha,\gamma,\delta}(0) dt \\
+ \frac{1}{q^{\beta + \delta}} \frac{1}{\sqrt{hk}} \int_{-\infty}^{\infty} w(t) \left( \frac{t}{2\pi} \right)^{-\beta - \delta} A_{-\beta, -\gamma, -\delta, \chi}(0)h^\beta k^\delta C_{22,\alpha,\gamma,\delta}(0) dt \\
- R\left(-\frac{\alpha - \gamma}{2}\right) + R\left(-\frac{\beta - \delta}{2}\right) + R\left(-\frac{\alpha - \gamma}{2}\right) - \frac{\beta - \delta}{2} + E(T)
\]

(202) where

\[
R(b) = \frac{1}{2} \frac{\ell^b}{\sqrt{hk}} \frac{L_{\alpha,\beta}(\chi)L_{\gamma,\delta}(\chi)}{\zeta(2 - \alpha + \beta - \gamma + \delta)} \zeta(1 + \alpha + \beta - \gamma + \delta) \\
\times \int_{-\infty}^{\infty} w(t) \left( \frac{t}{2\pi} \right)^{-\alpha - \gamma} \frac{G(b)}{b} h^\alpha k^\gamma (hk)^b Q_{11}(b) C_{11,\alpha,\gamma,\delta}(b) dt
\]

(203)
and

\[ R'(b) = \frac{1}{2} \frac{q^{-b-\beta-\delta}}{\sqrt{hk}} \frac{L_{\gamma,-\delta}(\chi)L_{-\alpha,-\beta}(\overline{\chi})}{\zeta(2 + \alpha - \beta + \gamma - \delta)} \zeta(1 + \alpha - \beta + \gamma - \delta) \times \int_{-\infty}^{\infty} w(t) \left( \frac{t}{2\pi} \right)^{-\beta-\delta} \frac{G(b)}{b} h^\beta k^\delta (hk)^b Q_{22}(b) C_{22,\alpha,h,k}(b) \, dt. \]

**Proof.** We first shift the contour of \( I_{11,\alpha}^{(1)} \) to \(-\varepsilon\). We encounter poles at \( s = -(\alpha + \gamma)/2 \) and \( s = -((\beta + \delta)/2 \) due to the zeta factors and we also encounter a pole at \( s = 0 \). The poles at \( s = -(\alpha + \gamma)/2 \) and \( s = -((\beta + \delta)/2 \) give rise to the terms \(-R\left(\frac{\alpha}{2}\right)\) and \( R\left(\frac{\beta}{2}\right)\) respectively whilst the pole at zero gives the residue

\[
\frac{L(1 - \alpha + \beta, \chi)L(1 - \gamma + \delta, \overline{\chi})\zeta(1 - \alpha - \gamma)\zeta(1 + \beta + \delta)}{\zeta(2 - \alpha + \beta - \gamma + \delta)} \times \prod_{p|q} \left( \frac{1 - p^{-1-\beta-\delta}}{1 - p^{-2+\alpha-\beta+\gamma-\delta}} \right) \frac{1}{\sqrt{hk}} \int_{-\infty}^{\infty} w(t) \left( \frac{t}{2\pi} \right)^{-\alpha-\gamma} G(0) h^\alpha k^\gamma C_{11,\alpha,h,k}(0) \, dt
\]

In the integral on the new line we make the substitution \( s \mapsto -s \). Applying the functional equation (166) we see this new integral cancels with \( I_{22,\alpha}^{(2)} \) (recall \( G(s) \) is even). Using the same process on \( I_{22,\alpha}^{(1)} \) along with the functional equation (167) we get the remaining terms. \( \square \)

### 7.2. The Cases \( i \neq j \)

Using the functional equation

\[
\pi^{-2s} \Gamma(a_i + b_j + 2s) 2^{a_i} \cos \left( \frac{\pi}{2} (a_i + b_j + 2s + a) \right) L(a_i + b_j + 2s, \overline{\chi}) = \pi^{a_i + b_j} \left( \frac{2}{q} \right)^{a_i + b_j + 2s} G(\chi) L(1 - a_i - b_j - 2s, \chi)
\]

and the same procedure as above we get

\[
I_{12,\alpha}^{(1)} = \frac{\chi(k)G(\chi)}{\sqrt{hk}} \frac{L_{\alpha,\beta}(\chi)L_{-\gamma,-\delta}(\chi)}{L(2 - \alpha + \beta + \gamma - \delta, \chi^2)} \int_{-\infty}^{\infty} \left( \frac{t}{2\pi} \right)^{-\alpha-\delta} w(t) \frac{1}{2\pi i} \int_{(c)} \frac{G(s)}{s} \times q^{-\alpha-\delta-s} \left( \sum_{m|b(q)/q} \frac{1}{m^{\alpha+\gamma+2s}} \right) L(1 - \alpha - \delta - 2s, \chi) L(1 + \beta + \gamma + 2s, \chi)
\]

\[
\times h^\alpha k^\delta (hk)^s C_{12,\alpha,h,k}(s) ds dt + O \left( \frac{1}{\sqrt{hk}|L(1, \chi)|^2 (hkqT)^e} \right)
\]
and
\[ I_{21,\alpha}^{(1)} = \chi(h)\overline{G(\chi)} \sqrt{hk} \cdot L_{-\alpha,-\beta}(\chi)L_{\gamma,\delta}(\chi) \int_{-\infty}^{\infty} \left( \frac{t}{2\pi} \right)^{-\beta-\gamma} w(t) \cdot \frac{1}{2\pi i} \int_{(c)} G(s) \frac{1}{s} \right]
\times q^{-\beta-\gamma-s} \left( \sum_{m|k(q)/q} \frac{1}{m^{\alpha+\gamma+2s}} \right) L(1-\beta-\gamma-2s,\chi) L(1+\alpha+\delta+2s,\chi)
\]
\[ \times h^\delta k^\gamma (hk)^{s} C_{21,\alpha,h,k}(s) ds dt + O\left( \frac{1}{\sqrt{hk}} |L(1,\chi)|^2 (hkqT)^{\epsilon} \right). \]

By using the functional equations \((190), (197)\) and a similar method to that employed in Proposition 13 we get

**Proposition 14.** Let \( A'_{\alpha,\beta,\gamma,\delta}(s,\chi) \) be given by formula \((14)\) and let
\[ M_{\alpha,\gamma,h}(s) = \sum_{m|h(q)/q} \frac{1}{m^{\alpha+\gamma+2s}}. \]
Then
\[ I_{12,\alpha}^{(1)} + I_{12,\alpha}^{(2)} + I_{21,\alpha}^{(1)} + I_{21,\alpha}^{(2)} \]
\[ = \frac{1}{q^\delta \sqrt{hk}} \int_{-\infty}^{\infty} w(t) \left( \frac{t}{2\pi} \right)^{\alpha-\delta} A_{-\delta,\gamma,-\alpha}(0,\chi) M_{\alpha,\gamma,h}(0) \]
\[ \times h^\alpha k^\delta C_{12,\alpha,h,k}(0) dt \]
\[ + \frac{1}{q^\beta \gamma \sqrt{hk}} \int_{-\infty}^{\infty} w(t) \left( \frac{t}{2\pi} \right)^{-\beta-\gamma} A_{-\beta,-\gamma}(0,\chi) M_{\alpha,\gamma,k}(0) \]
\[ \times h^\beta k^\gamma C_{21,\alpha,h,k}(0) dt + E(T) \]

We are now almost in a position to prove Proposition 2. The goal of the remaining sections is to relate the functions \( C_{ij,\alpha,h,k} \) to \( B_{\alpha,h,k} \) and \( C'_{ij,\alpha,h,k} \) to \( B'_{\alpha,h,k} \) (for \( i \neq j \)). We will then write the main terms of Propositions 13 and 14 in terms of \( Z_{\alpha,h,k} \) and \( Z'_{\alpha,h,k} \) respectively and we will show that the residue terms of Proposition 13 cancel with those of Proposition 1.

8. **The Functions** \( B_{\alpha,h,k}(s,\chi), B'_{\alpha,h,k}(s,\chi) \)

We first recall the formula for \( B \);
\[ B_{\alpha,h,k}(s,\chi) = B_{\alpha,\beta,\gamma,\delta,h}(s,\chi) B_{\gamma,\delta,\alpha,\beta,k}(s,\chi) \]
where
\[ B_{\alpha,\beta,\gamma,\delta,h}(s,\chi) = \left( \prod_{p|h} \frac{\sum_{j \geq 0} f_{\alpha,\beta}(p^j,\chi) f_{\gamma,\delta}(p^{j+1},\chi)p^{-(1+s)}}{\sum_{j \geq 0} f_{\alpha,\beta}(p^j,\chi) f_{\gamma,\delta}(p^j,\chi)p^{-(1+s)}} \right) \]
**Proposition 15.** We have

\[(212) \quad B_{\alpha,\beta,\gamma,\delta,h}(s, \chi) = \prod_{p|h} \left( \frac{B^{(0)}(s) - p^{-1}B^{(1)}(s) + p^{-2}B^{(2)}(s)}{(p^{-\gamma - \chi(p)p^{-\delta}} - 1 - |\chi(p)|^2p^{-2-\alpha-\beta-\gamma-\delta-2s})} \right) \]

where

\[(213) \quad B^{(0)}(s) = p^{-\gamma(h_p+1)} - \chi(p)^{h_p+1}p^{-\delta(h_p+1)},\]

\[(214) \quad B^{(1)}(s) = \chi(p)p^{-\gamma-\delta}(p^{-\alpha} + \chi(p)p^{-\beta})(p^{-\gamma h_p} - \chi(p)^{h_p}p^{-\delta h_p})p^{-s},\]

\[(215) \quad B^{(2)}(s) = |\chi(p)|^2p^{-\alpha-\beta-\gamma-\delta}(\chi(p)p^{-\delta-\gamma h_p} - \chi(p)^{h_p}p^{-\delta h_p})p^{-2s}.\]

**Proof.** We begin by computing

\[\sum_{j \geq 0} f_{\alpha,\beta}(p^j, \chi) f_{\gamma,\delta}(p^{h_p+j}, \chi) p^{-j(1+s)}.\]

We have

\[f_{\alpha,\beta}(p^m, \chi) = \sum_{n_1n_2 = p^m} n_1^{-\alpha} \chi(n_2)n_2^{-\beta}\]

\[(216) = \sum_{0 \leq j \leq m} p^{-\alpha(m-j)} \chi(p^j)p^{-\beta j} = \frac{p^{-\alpha(m+1)} - \chi(p)^{m+1}p^{-\beta(m+1)}}{p^{-\alpha} - \chi(p)p^{-\beta}}.\]

Therefore

\[\sum_{j \geq 0} f_{\alpha,\beta}(p^j, \chi) f_{\gamma,\delta}(p^{h_p+j}, \chi) p^{-j(1+s)} = \sum_{j \geq 0} \frac{(p^{-\alpha(j+1)} - \chi(p)^{j+1}p^{-\beta(j+1)})(p^{-\gamma(h_p+j+1)} - \chi(p)^{h_p+j+1}p^{-\delta(h_p+j+1)})}{(p^{-\alpha} - \chi(p)p^{-\beta})(p^{-\gamma} - \chi(p)p^{-\delta})} p^{-j(s+1)}\]

Expanding the numerator out and performing the summation we have

\[\sum_{j \geq 0} f_{\alpha,\beta}(p^j, \chi) f_{\gamma,\delta}(p^{h_p+j}, \chi) p^{-j(1+s)} = \frac{p^{-\alpha-\gamma(h_p+1)}}{1 - p^{-1-s-\alpha-\gamma}} - \frac{\chi(p)p^{-\gamma-\delta(h_p+1)}}{1 - \chi(p)p^{-1-\beta-\gamma-\delta-\gamma-\delta} - \chi(p)^{h_p+1}p^{-\alpha-\delta(h_p+1)} \frac{1}{1 - \chi(p)p^{-1-\alpha-\delta-\delta-\gamma-\delta}}\]

\[+ \frac{\chi(p)^2(\chi(p)^{h_p}p^{-\beta-\delta(h_p+1)})}{1 - |\chi(p)|^2p^{-1-\beta-\delta-\gamma-\delta}} \big( p^{-\alpha} - \chi(p)p^{-\beta} \big)^{-1} (p^{-\gamma} - \chi(p)p^{-\delta})^{-1}.\]
We have Lemma 5. This implies, by use of the functional equation (167), that
\begin{align*}
h^\alpha k^\gamma C_{11,\alpha,h,k}(0) &= B_{-\gamma,-\alpha,\delta,h,k}(0). \\
\end{align*}

9.1. The Cases \( i = j \). We now work on the terms in (202), putting them in terms of \( Z_{\alpha,h,k}(s) \).

**Lemma 5.** We have
\begin{align*}
h^\alpha k^\gamma C_{11,\alpha,h,k}(0) &= B_{-\gamma,-\alpha,\delta,h,k}(0). \\
\end{align*}

This implies, by use of the functional equation (167), that
\begin{align*}
h^\alpha k^\gamma C_{22,\alpha,h,k}(0) &= B_{\alpha,-\delta,\gamma,-\beta,h,k}(0). \\
\end{align*}
Proof. Once again, by symmetry it suffices to show
\[ (225) \quad h^\alpha C_{11,\alpha,\beta,\gamma,\delta,h}(0) = B_{-\gamma,\beta,-\alpha,\delta,h}(0). \]
We may first split the product in \( B_{-\gamma,\beta,-\alpha,\delta,h}(0) \) over primes \( p | q \) and primes \( p \nmid q \).
If \( p | q \) then the local factor is given by \( p^{\alpha h_p} \). We may therefore remove a factor of \( h(q)^\alpha \) from both sides of (225) and henceforth only consider the products over primes \( p \nmid q \). The problem now reduces to showing
\[ p^{\alpha h_p} C^{(i)}_{11,\alpha,\beta,\gamma,\delta,h}(0) \bigg|_{1 - \chi(p)p^{-\alpha - \delta}} = \frac{B^{(i)}_{\gamma,\beta,-\alpha,\delta,h}(0)}{p^{\alpha - \chi(p)p^{-\delta}}}, \]
which reduces to showing
\[ p^{\alpha h_p} C^{(i)}_{11,\alpha,\beta,\gamma,\delta,h}(0) = p^{-\alpha} B^{(i)}_{-\gamma,\beta,-\alpha,\delta,h}(0) \]
for \( i = 0, 1, 2 \) which can be checked by inspection. \( \square \)

We now demonstrate the cancellation of the \( R \) terms of Proposition 13 with the residue terms Proposition 1. We first work on the \( R \) terms with negative coefficient.

**Lemma 6.** We have
\[ (226) \quad R \left( \frac{-\alpha - \gamma}{2} \right) = J^{(1)}_{\alpha,\gamma}. \]

**Proof.** To prove this it suffices to show
\[ \frac{1}{2} L_{\alpha,\beta}(\chi) L_{\gamma,\delta}(1 - \alpha + \beta - \gamma + \delta) \left( \frac{h}{k} \right)^{\frac{\alpha - \gamma}{2}} \times Q_{11} \left( \frac{-\alpha - \gamma}{2} \right) C_{11,\alpha,h,k} \left( \frac{-\alpha - \gamma}{2} \right) \]
\[ = \frac{\text{Res}_{2s=\alpha-\gamma}(Z_{\alpha,\beta,\gamma,\delta,h,k}(2s))}{(hk)^{\frac{\alpha - \gamma}{2}}} \]
\[ = (hk)^{\frac{\alpha - \gamma}{2}} \text{Res}_{2s=\alpha-\gamma}(A_{\alpha,\beta,\gamma,\delta,q}(2s)) B_{\alpha,\beta,\gamma,\delta,h,k}(-\alpha - \gamma) \]
which reduces to showing
\[ (227) \quad h^{-\gamma} C_{11,\alpha,h} \left( \frac{-\alpha - \gamma}{2} \right) = B_{\alpha,\beta,\gamma,\delta,h}(-\alpha - \gamma). \]

Once again we may remove a factor of \( h(q)^{-\gamma} \) from both sides and the problem reduces to showing that the following identities hold
\[ p^{-\gamma h_p} C^{(i)}_{11,\alpha,\beta,\gamma,\delta,h} \left( \frac{-(\alpha + \gamma)/2}{2} \right) = \frac{B^{(i)}_{\alpha,\beta,\gamma,\delta,h}(-\alpha - \gamma)}{p^{-\gamma - \chi(p)p^{-\delta}}}, \]
for \( i = 0, 1, 2 \) which can be checked by inspection. \( \square \)
Lemma 7. We have

\[ R' \left( \frac{-\beta - \delta}{2} \right) = J_{\beta, \delta}^{(1)} \]

Proof. We need to show

\[
\frac{1}{2} \frac{L_{-\gamma, -\delta}(\chi)L_{-\alpha, -\beta}(\overline{\chi})\zeta(1 + \alpha - \beta + \gamma - \delta)}{\zeta(2 + \alpha - \beta + \gamma - \delta)} \left( \frac{h}{k} \right)^{\beta - \delta} \times Q_{22} \left( \frac{-\beta - \delta}{2} \right) C_{22, \alpha, h, k} \left( \frac{-\beta - \delta}{2} \right) = (hk)^{\frac{\beta + \delta}{2}} \text{Res}_{2s = -\beta - \delta} (Z_{\alpha, h, k}(2s))
\]

which reduces to showing

\[
h^{-\delta} h(q)^{-\gamma + \delta} C_{22, \alpha, h} \left( \frac{-\beta - \delta}{2} \right) = B_{\alpha, h}(-\beta - \delta).
\]

The required identities are thus

\[
p^{-\delta} h(q)^{-\gamma + \delta} C_{22, \alpha, h} \left( \frac{-\beta - \delta}{2} \right) = B_{\alpha, \beta, \gamma, \delta, h} \left( \frac{-\beta - \delta}{2} \right)
\]

for \( i = 0, 1, 2 \) each of which can be verified by inspection. \( \square \)

The cancellation of the residue terms of \( I_D^{(2)} \) of proposition 1 is given by the following.

Lemma 8. We have

\[
R \left( \frac{-\beta - \delta}{2} \right) = -J_{\beta, \delta}^{(2)}, \quad R' \left( \frac{-\alpha - \gamma}{2} \right) = -J_{\alpha, \gamma}^{(2)}.
\]

Proof. The first of these requires showing

\[
\frac{1}{2} \frac{L_{\alpha, \beta}(\chi)L_{\gamma, \delta}(\overline{\chi})\zeta(1 + \alpha + \beta - \gamma + \delta)}{\zeta(2 - \alpha + \beta + \gamma + \delta)} \left( \frac{h}{k} \right)^{\beta - \delta} \times Q_{11} \left( \frac{-\beta - \delta}{2} \right) C_{11, \alpha, h, k} \left( \frac{-\beta - \delta}{2} \right)
\]

\[= \text{Res}_{2s = \beta + \delta} (Z_{-\gamma, h, k}(2s)) \]

\[= (hk)^{\frac{\beta + \delta}{2}} \]

which reduces to showing

\[
h^{\alpha} C_{11, \alpha, h} \left( \frac{-\beta - \delta}{2} \right) = B_{-\gamma, h}(\beta + \delta).
\]

By (166) we have

\[
h^{\alpha} C_{11, \alpha, h} \left( \frac{-\beta - \delta}{2} \right) = h^\beta h(q)^{\alpha - \beta} C_{22, -\gamma, h} \left( \frac{\beta + \delta}{2} \right)
\]
but by \((231)\) we have
\[
(236) \quad h^{-\delta} h(q)^{-\gamma + \delta} C_{22,\alpha,h}\left(-\frac{\beta - \delta}{2}\right) = B_{\alpha,h}(-\beta - \delta)
\]
and so by permuting the shift parameters we can conclude the result. The result for \(R'(\frac{-\alpha - \gamma}{2})\) requires
\[
(237) \quad h^{-\gamma} C_{22,\alpha,h}\left(-\frac{\alpha - \gamma}{2}\right) = B_{-\gamma,h}(\alpha + \gamma)
\]
but by \((167)\) we have
\[
(238) \quad h^\beta h(q)^{\alpha - \beta} C_{22,\alpha,h}\left(-\frac{\alpha - \gamma}{2}\right) = h^\alpha C_{11,\alpha,h}\left(\frac{\alpha + \gamma}{2}\right).
\]
In Lemma 6 it was shown that
\[
(239) \quad h^{-\gamma} C_{11,\alpha,h}\left(-\frac{\alpha - \gamma}{2}\right) = B_{\alpha,h}(-\alpha - \gamma)
\]
and so by permuting the shifts again we have the desired result. \(\Box\)

9.2. The Cases \(i \neq j\).

**Lemma 9.** Suppose \(q|h\). Then
\[
(240) \quad q^{-\alpha} M_{\alpha,\gamma,h}(0) h^\alpha k^\delta C_{12,\alpha,h,k}(0) = B'_{-\delta,\beta,\gamma,-\alpha,h,k}(0,\chi)
\]

*Proof.* We first equate the factors that are given by products over primes \(p|q\). By inspection of the Euler product of \(B'\) we see that
\[
(241) \quad B'_{-\delta,\beta,\gamma,-\alpha,h,k}(0,\chi) = \sigma_{\gamma,-\alpha}(h(q)/q)B'_{-\delta,\beta,\gamma,-\alpha,h}(0,\chi)B'_{\gamma,-\alpha,-\delta,\beta,k}(0,\chi).
\]
But
\[
(242) \quad \sigma_{\gamma,-\alpha}(h(q)/q) = \sum_{m|h(q)/q} m^{-\gamma} \left(\frac{h(q)/q}{m}\right)^\alpha = \left(\frac{h(q)}{q}\right)^\alpha M_{\alpha,\gamma,h}(0)
\]
and so we’re done. As usual, for the products over primes \(p \nmid q\) we must check that the local factors of \((h^*)^\alpha C_{12,\alpha,h}(0)\) and \(B'_{-\delta,\beta,\gamma,-\alpha,h}(0,\chi)\) match. The required identities are thus
\[
(243) \quad p^{\alpha h_p} C_{12,\alpha,h}(0) = \frac{B'_{-\delta,\beta,\gamma,-\alpha,h}(0,\chi)}{1 - p^{-\alpha - \gamma}}\frac{B'_{\gamma,-\alpha,-\delta,\beta,k}(0,\chi)}{p^{-\gamma} - p^\alpha}
\]
for \(i = 0, 1, 2\) each of which is easily verified by inspection. \(\Box\)

By recalling that \(C_{21,\alpha,h,k}(s,\chi) = C_{12,\alpha,k,h}(s,\chi)\) a similar method of proof to the above gives

**Lemma 10.** Suppose \(q|k\). Then
\[
(244) \quad q^{-\gamma} M_{\alpha,\gamma,k}(0) h^\beta k^\gamma C_{21,\alpha,h,k}(0) = B'_{\alpha,-\gamma,-\beta,\delta,h,k/q}(0,\chi).
\]
Combining the Lemmas of sections 9.1 and 9.2 respectively we get Proposition 2 and hence Theorem 1.
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