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ABSTRACT
The prevalence of Internet of things (IoT) devices and abundance of sensor data has created an increase in real-time data processing such as recognition of speech, image, and video. While currently such processes are offloaded to the computationally powerful cloud system, a localized and distributed approach is desirable because (i) it preserves the privacy of users and (ii) it omits the dependency on cloud services. However, IoT networks are usually composed of resource-constrained devices, and a single device is not powerful enough to process real-time data. To overcome this challenge, we examine data and model parallelism for such devices in the context of deep neural networks. We propose Musical Chair to enable efficient, localized, and dynamic real-time recognition by harvesting the aggregated computational power from the resource-constrained devices in the same IoT network as input sensors. Musical Chair adapts to the availability of computing devices at runtime and adjusts to the inherit dynamics of IoT networks. To demonstrate Musical Chair, on a network of Raspberry Pis (up to 12) each connected to a camera, we implement a state-of-the-art action recognition model for videos and two recognition models for images. Compared to the Tegra TX2, an embedded low-power platform with a six-core CPU and a GPU, our distributed action recognition system achieves not only similar energy consumption but also twice the performance of the TX2. Furthermore, in image recognition, Musical Chair achieves similar performance and saves dynamic energy.

1. INTRODUCTION
The ever-increasing number of Internet of things (IoT) devices, which outnumbered the world’s population this year [1], generate large quantities of raw data that need to be processed and analyzed in real time. Processing large quantities of IoT data, besides introducing new challenges for privacy and security, dramatically increases network traffic and load on the cloud (i.e., data centers) [2–4]. In addition, the fast-paced advancements of deep neural network (DNN) research extends capabilities of DNN for tasks that are suitable for IoT devices, such as computer vision [5], natural language processing [6], neural machine translation [7], and video recognition [8, 9]. However, since performing these tasks is often a challenge in resource-constrained IoT devices, computations of DNNs (inference) are offloaded to the cloud. Therefore, introducing such phenomenal DNN capabilities further increases the load of IoT devices on the cloud while increasing the dependency of devices on the availability of data centers with a high quality of service and network resources. As a result, a significant amount of research efforts has been invested for overcoming these challenges exacerbated by DNN applications in resource-constrained IoT devices [10–15], such as collaborative computation between edge devices and the cloud [16–18], or customized mobile implementations [19–26]. Despite all these efforts, scaling current DNN applications to IoT devices and process generated data in real time still raises privacy concerns and requires significant cloud resources or increases the financial cost for the user. Hence, to handle the current and future more resource-hungry DNN applications [27–29], creating a cost-effective and efficient solution in IoT networks that does not rely on data centers or network resources is critical.

State-of-the-art IoT networks are formed with various IoT sensors and recording agents, such as HD cameras [30] and temperature sensors [31], many of which are capable of performing small computations within their processor [32–34]. In fact, the low cost and widespread availability of such low-power processors has accelerated the integration of IoT devices as a driving force. Nevertheless, processing sensor’s data in real time using DNN models is still a challenge for IoT and embedded devices. There have been many studies to overcome this challenge while preserving the accuracy of DNN models, such as pruning [35, 36], resource partitioning [37, 38], quantization and low-precision inference [39–41], and binarizing weights [20, 42, 43]. Although these methods reduce the computation overhead of DNNs, they still require noticeable hardware resources for computation [44]. To solve this challenge in resource-constrained IoT devices, we can utilize the aggregated computational power of already connected IoT devices to perform DNN-based recognition in real time. Such distribution, while scalable, reduces the dependency on cloud services and preserves the privacy of the users.

In this paper, we propose Musical Chair, in which collaborative, low-power, and resource-constrained IoT devices perform cost-efficient, real-time, and dynamic DNN-based

Figure 1: Three approaches for real-time DNN.
2. BACKGROUND

This section overviews DNN layers, image and action recognition with DNNs, and introduces the two-stream CNN model.

2.1 Layers in DNN

This section discusses layers employed in modern DNNs.

**Fully Connected Layer** (fc): A fully connected (dense) layer of size $n$ has $n$ weights, and, on its input data, performs a linear operation of weighted summation that creates an output of size $n$.

**Convolution Layer** (conv): A CNN layer, consists of a set of filters that are applied to a subset of inputs by sweeping each filter (i.e., kernel) over them. Performed operations are linear (matrix multiplications).

**Batch Normalization Layer** (norm): A batch normalization layer enforces a unit Gaussian distribution (mean to zero, and variance to one) over the input data (activations) of next layer [47], and helps us by reducing learning time and increasing overall accuracy.

**Max Pooling Layer** (maxpool): A pooling layer, without significantly affecting valid data, effectively downsamples the output of prior layer; therefore, reduces the dimensionality of data, and the number of required operation in the following layers. In addition, since it outputs an abstracted version of data, it prevents overfitting.

**Activation Layer** (act): An activation layer applies a nonlinear function over the data allowing a model to learn complex functions. In this paper, we use rectified linear unit (ReLU), $f(x) = \max(0, x)$, after conv layers.

**Softmax Layer** (softmax): A softmax layer is implemented as an activation layer for the final fully connected layer to perform a classification. In detail, this layer generates a categorical probability distribution for each class in the output.

2.2 Image Recognition

Recent advancements in the deep visual recognition models led by the ImageNet large-scale visual recognition challenge (ILSVRC) [48] has allowed us to achieve high accuracies in various fields in computer vision, such as classification, detection, and segmentation. These models extensively use convolution neural network (CNN) layers and recent evidence reveals that the depth of a model is a critical factor in the accuracy [29, 29]. AlexNet [5], ZFNet [49], GoogLeNet [29], VGGNet [28], and ResNet [50] are an example of these well-known models. Although such models have high accuracy and some of them surpass human-level accuracy [50], their heavy computations are not ideal for resource-constrained devices [44]. Furthermore, this problem is worse when in real-time data processing. For demonstration, using Musical Chair, we studied AlexNet and VGG16, the model of which is shown in Figure 3.

![Figure 3: Image recognition models.](image_url)

**Figure 3**: Image recognition models.
age classification, must also consider the temporal content in videos. In addition, action recognition models must tackle many other challenges, such as far-field recognition, limited resolution and low frame rate of videos. There has been a significant amount of attention in research community to build such models [8, 9, 51–54].

2.3.1 Two-Stream CNN

To date, the most accurate DNN models for action recognition [9, 55] utilize a particular baseline model based on two separate recognition streams with CNN layers, spatial and temporal. The outputs of which are combined in a temporal pyramid [56] and then fused in fully connected layers to produce outputs. The spatial stream classifies raw still frames for the video (i.e., images). On the other hand, the temporal stream processes a series of frames in a particular representation called optical flow [9] and performs action classification from motions between frames. In the following subsections, using the paper of Ryoo et al. [8] as a reference, we briefly describe each stream, optical flow representation, temporal pyramid, and implemented two-stream CNN model.

**Spatial Stream CNN:** The spatial stream, similar to the competitors of the ImageNet challenge [48], is implemented using convolution networks. An advantage of a separate stream for processing still images is the availability of huge datasets for training. Figure 4 illustrates the spatial stream model in our implementation. The model, as input, takes a still image (i.e., a frame in a video) of size 16x12x3 (in RGB), and processes this image with three convolution layers each with 256 filters, the kernel size of which are 5x5x3, 3x3x256, and 3x3x256, respectively. Note that since we train this model based on the ImageNet dataset [48], which has 1,000 different classes, the layer fc_2a outputs 1,000 elements. However, in the action recognition model, we use the intermediate representation of the fc_1a layer with a size of 256. Therefore, we reduce the dimensionality of the output, similar to the concept of word embedding [57], which is commonly used in neural text processing.

![Figure 4: Spatial stream CNN.](image)

**Temporal Stream CNN:** The temporal stream CNN, shown in Figure 5, takes optical flow as input, which explicitly describes the motion between video frames. We use the Färneback [58] algorithm to find each pixel movement between two consecutive frames. In other words, for every pixel at a position \((u_t, v_t)\) at time \(t\), the algorithm finds a displacement vector \(d_t\) for each pair of consecutive frames, or \(d_t = (d_t^x, d_t^y) = (u_{t+1} - u_t, v_{t+1} - v_t)\). In our temporal stream CNN, for 10 consecutive frames, we compute the optical flow and stack their \((d_t^x, d_t^y)\) to create an input with the size of 16x12x20. Subsequently, the data is processed with three convolution layers each with 256 filters, the kernel size of which are 5x5x20, 3x3x256, and 3x3x256, respectively. We train this temporal CNN with the HMDB dataset [59]. Therefore, the last fully connected layer (fc_2t) in the temporal CNN has a size of 51. However, similar to the spatial CNN, in the action recognition model, the intermediate representation of the fc_1t layer has a size of 256.

![Figure 5: Temporal stream CNN.](image)

**Final Dense Layers:** Finally, three dense layers with a size of 8192 (8k), 8192, and 51 perform the classification. Although the number of the layers in the final dense layer is smaller than that of the spatial or temporal CNNs, as we will see in Section 4.1, the computation and loading overhead of these layer are significant.

**Training Using Multi-Siamese CNN:** A Siamese [60] neural network is a class of neural network architectures that contain two or more identical subnetworks. These subnetworks share the same parameters and weights, and parameter updating is mirrored in all subnetworks. The objective of such an architecture is to learn an embedding space that places similar items nearby [55, 61, 62]. Our action recognition model utilizes a multi-Siamese CNN to effectively learn an embedding space to place similar videos nearby, while putting different videos far away. More specifically, we gen-
erate transformations of videos (i.e., scaling and rotation) and create positive and negative pairs for training. We use low-resolution transformations of the ImageNet [48] dataset, which contains 14 millions images in 1000 classes, to train the spatial CNN. Moreover, the HMDB dataset [59], which has 7,000 videos in 51 classes, is used to train the temporal CNN. Then, we generate temporal pyramids and train the final fully connected layer.

3. DISTRIBUTING DNN

This section describes the methods of how Musical Chair distributes the computation of a model over multiple devices, and when it can parallelize computations between devices. Note that we are examining this problem in the context of real-time data processing, in which we have a continuous stream of data. For now, we assume each data input is independent (e.g., still image recognition). The ultimate goal is to reduce the effective process time per input data. In this paper, we call the processes that are performed on an input data tasks. A task is the process performed by a layer or a group of consecutive layers. We are particularly interested in understanding the differences between data parallelism and model parallelism that is applicable to a task. (The terms data and model parallelism are inspired by concepts in GPU training of DNNs [63].) We define data parallelism as duplicating devices that perform the same task, or share the same model parameters. By doing so, we increase the throughput of the system. For instance, by adding another device that performs the same task on a different input, in an optimal case, the throughput doubles. On the other hand, in model parallelism, we distribute a task, which is dividing the task to subparts and assigning different subparts of the same task to additional devices. The computation of subparts, depending on the arrangement of layers in a task, is either parallel or sequential. In model parallelism, since the parameters of the model are divided between devices, the parameters are not shared. In summary, in data parallelism, devices share the same model, whereas in model parallelism, devices share the same data input.

Figure 7 depicts model and data parallelism of task B, an arbitrary task, in an example DNN with five layers. The illustration shows that, for two devices, data parallelism basically performs same Task on two independent inputs. In model parallelism, one input is fed to two devices that perform half of the computation. To create the final output, or the input of the next task, a merge operation is required. For simplicity, we assume inputs are independent, which is not always true. For instance, in the action recognition model described in Section 2.3.1, the temporal CNN and temporal pyramid input is a concatenation of several frames or computations of previous layers. We address this challenge with a sliding window concept in Section 4.4. In real-time applications, implementing data parallelism is basically assigning each newly arrived data, for instance in a round-robin fashion, to the devices. However, performing model parallelism requires a knowledge of deep learning. In fact, the effectiveness of model parallelism depends on various factors such as the type of layers, input and output size, and amount of data transfer. In addition, the performance is tightly coupled with the balance of the computation across devices, whereas, in data parallelism, since each device performs the same computations, the computations are inherently balanced. We study the application of model parallelism for fc and conv layers since the remaining layers, mentioned in Section 2.1, perform element-wise operations (easily parallelizable) or are not computationally intensive.

3.1 Fully Connected Layer

In a fully connected layer, the value of each output is dependent on the weighted sum of all inputs. To apply model parallelism to an fc layer, we can distribute the computation of each output while we transmit all input data to all devices. Since the model remains the same, such distribution does not require training new weights. However, all the input values are copied to each device. Later, when each subcomputation is done, we need to merge the results for the input of the next layer. Another approach is to provide a subset of the input data to each output. In this approach, the communication overhead of copying a subset of input data is less than that of copying all of the input. This approach creates new DNN models, and for each model retraining is necessary to learn a new set of weights. Hence, since copying all the input data uses the same model while reducing the amount of computation per device, Musical Chair utilizes this approach.

As an example of how model and data parallelism affect the performance, we examine various fc layers, the input size of which are 7,680, but with different sizes. For each layer, we measure its performance (i.e., throughput) on a Raspberry PI, the specification of which is outlined.
in Table 1. Figure 8 illustrates performance speedup (i.e., throughput) of model and data parallelism for each size normalized to performing inference on a single device. Because we add a similar device to the system that performs exactly the same task, data parallelism has almost twice the performance of the baseline. On the other hand, the performance of model parallelism is dependent on the performance of a half-sized fc layer on the PI. This is because in model parallelism we divide an fc layer of size y into two fc layers of size y/2. As Figure 8 shows, in some fc layers, model parallelism performs better than data parallelism. Note that since both models have the same input size (Figure 7), the difference in communication overhead, which is due to difference in output size and merging the data, has minor noticeable effects in both models. As we will see, for complex systems, with several nodes, this overhead will reduce the potential performance gain. To gain insights, we collect ARM Cortex-a53 [64] performance counters, depicted in Figure 9. We observe all fc layers have a high percentage of memory instructions, 50%, and their last level cache (LLC) miss ratio is significantly high. In fact, for fc layers larger than 10,240, processor starts using the memory swap space. Since in model parallelism a layer is distributed on more than one device, we avoid swap space activities which results in speedups greater than 2x. On a resource-constrained device, these facts combined with limited parallelism of the fc layer and a high amount of computation, allows a higher gain in model than data parallelism. In fact, next section will describe how conv layers always have better performance with data parallelism.

### 3.2 Convolution Layer

In a convolution layer, several filters are swept over the input data. In order to parallelize a conv layer, we can (i) distribute filters while copying the input, (ii) divide input while copying all filters, or (iii) a mix of the last two options. The efficiency of each of these solutions depends on the number of filters, size of each filter, and dimensions of the input. Generally, similar to our model, the dimensions of the input is not significantly large, but the number of filters is large. Hence, distributing filters among devices is common. Furthermore, we need to merge all results to create the input to the next layer, so this method of parallelization is only applicable to a single layer of CNNs.

As an example, we examine a series of CNN layers with the input size of $200 \times 200 \times 3$ ($\approx 0.5$ MB) and the kernel size of $5 \times 5$, with a different number of filters (i.e., kernels). Similar to the fc layer study, we measure the performance of model and data parallelism of these layers on a Raspberry PI. Figure 10 illustrates that data parallelism always has a better performance than that of model parallelism. One reason is that in model parallelism we have to transmit the same input, while in data parallelism we transmit different inputs. In other words, model parallelism wastes the half of the data communication bandwidth by sending the same data into two devices. Furthermore, from the performance counters in Figure 11 we see that, in comparison with fc layers, conv layers have a lower cache miss ratio and less percentage of memory instructions. conv layer computations have more locality because the size of each filter is small, and all filters share the same input. On the other hand, similar reasoning applies when the size of each filter is large because we can efficiently divide the input to create smaller workload size. In addition, the conv layer has more parallelism, because the computation of each filter is independent. Based on these gained insights, we propose our solution for distributing DNNs in the next section.

### 3.3 Musical Chair Solution

To find the optimal distribution for each DNN model, given the number of devices in the system, we devise a solution based on profiling. As explained in the previous section, profiling is necessary for understanding the performance benefits of data and model parallelism. In the Musical Chair solution, shown in Figure 12, first we profile different DNN layers, similar to the previous section. Furthermore, we also measure the memory usage (more details in Section 4.2). The profiling is performed once for creating behavior models of DNN layers. Therefore, after creating the behavior models, no additional cost is associated with profiling. In the second step, our solution considers the target DNN model, number of devices, and communication overhead. In this paper, we thoroughly analyze a state-of-the-art action recognition model, and two image recognition models as well.

In a distributed system, achieving high performance and real-time inference requires careful load balancing between the devices. First, we define performance in a real-time inference flow. From a user perspective, performance is summarized in two factors: (i) the number of performed inferences per second, or IPS, and (ii) the delay of the system in recognizing a new input, or $t_{\text{forward}}$. Musical Chair aims at increasing IPS in a distributed system while keeping $t_{\text{forward}}$ within a specified range. $t_{\text{forward}}$ is influenced by three system-level criteria: (i) If any resource-constrained device in the system performs more than one task, it needs to load different models during real-time processing. Such loading time increases $t_{\text{forward}}$ significantly as we will discuss in Figure 13. (ii) If any task in the system is performed
in parallel (data or model parallelism). In such a scenario, the inference time of that task is reduced, dependent on the number of parallel devices, and the overhead of communication and data management. (iii) A system with limited computational power cannot have \( t_{\text{forward}} \) less than its theoretical optimum, dependent on the computational power of its devices. In addition, the maximum IPS of a system is limited by the execution time of the slowest task. To increase IPS, we have a few options: (i) increase the computational power of the slowest device, (ii) split the task assigned to the device using model parallelism, and (iii) parallelize the task among some devices using data parallelism. All of the mentioned techniques perform a version of load balancing in our distributed system to increase IPS.

Algorithm 1 Task Assignment Algorithm.

Input: \( dnn \) - DNN Model - \( dnn(type, \text{size, input_size}) \)
\( n_{\text{max}} \) - Number of the devices
\( \text{comm} \) - Communication overhead - \( \text{comm(size_of_data)} \)
\( \text{mem}_{\text{size}} \) - Device memory size

1. \( L := \text{MODEL\_TO\_LAYER}(dnn) \)
   - Also consider data dependency between layers
2. for \( n \) from \( 1 \) to \( n_{\text{max}} \) do:
3.   \( \text{tasks}[n] := \emptyset \)
4. for \( n \) from \( 1 \) to \( n_{\text{max}} \) do:
5.   \( T := \text{FIND\_MIN\_LOAD\_TASKS}(L, \text{mem}_{\text{size}}) \)
   - Return the minimum number of groups as a set that fit in \( \text{mem}_{\text{size}} \)
7. if \( |T| > n \) then:
8.   \( \text{tasks}[n] := \text{MINIMIZE\_LOAD\_TIME}(T, \text{mem}_{\text{size}}, n_{\text{max}}, n) \)
   - Optimize and regroups tasks to minimize reloading time
9. else if \( |T| = n \) then:
10.  \( \text{tasks}[n] := T \)
11. else:
12.   while \( |T| \neq n \) do:
13.     \( \text{Perf} := \emptyset, \text{newN} := \emptyset \)
   - \( \text{Perf} \): Estimated performance gain
   - \( \text{newN} \): Required additional devices
14.   for every \( t \in T \) do:
15.     \( [\text{Perf}, \text{newN}] := \text{MODEL\_VS\_DATA}(t, n, \text{comm}) \)
16.     \( t_{\text{old, new}} := \text{CHOOSE\_BEST}(\text{Perf}, \text{newN}, n) \)
17.     \( T = T - t_{\text{old}} + t_{\text{new}} \)
18.   \( \text{tasks}[n] := T \)
19. return \( \text{tasks}[n] \)

In step three (Figure 12), using profiled data, we generate task assignments based on the flow of Algorithm 1. Because of the possibility that during execution some devices are inactive, busy, or has more than one input, Musical Chair generates task assignments for one device to the total number of devices in the system (Line 5). Since we have all of the task assignments for any number of devices, our system can dynamically change the number of collaborating devices. The algorithm also accounts for the overhead of communication when making decision using the input profiled data in \( \text{comm} \) variable. In line 6, with a given memory size per device \( \text{mem}_{\text{size}} \), the algorithm finds the minimum number of tasks so that each task fits in memory. Then, based on the number of tasks \( |T| \) and the number of devices \( n \), the algorithm decides to reduce, increase, or return the tasks. If \( |T| \) equals \( n \), the algorithm returns the tasks computed in line 6. If \( |T| \) is greater than \( n \), the algorithm, in line 8, regroups some tasks while optimizing the memory reloading overhead. Else, If \( |T| \) is less than \( n \) (line 16), the algorithm uses the gained insights from data and model parallelism to create the most optimized distribution for \( n \) devices.

4. MUSICAL CHAIR FOR ACTION RECOGNITION

This section thoroughly examines real-time DNN-based action recognition, its requirements, and gained insights for resource-constrained IoT devices for Musical Chair.

4.1 Simple IoT Devices

Musical Chair is designed to harvest the computation power of simple and widespread IoT devices. In this paper, as a case study, we utilize several Raspberry PIs [45], the specification of which is in Table 1. The Raspberry PI is a cheap, low power, and affordable device that is a realistic or even less computationally powerful example of today’s some IoT devices such as the one in the Nest Thermostat [32–34]. On each PI, with the Ubuntu 16.04 operating system, we use Keras 2.0 [65] with the TensorFlow 1.0 [66] backend. To measure the power consumption of a single PI, we use a USB digital multimeter. To measure the power consumption of a system with PIs, we power all PIs with a 14-port powered USB 3.0 hub, while measuring its power consumption. Reported idle power and 100% utilization power consumption of one PI is 1.3 W and 6.5 W, respectively. Please note that since we do not use all capabilities of a single PI, such as the display, GPIO, ADC, and DAC, the idle power is higher than just power of the processors. The averaged observed power also includes communication and memory accesses.

Table 1: Raspberry PI 3 specification [45]

| Parameter          | Value                                          |
|--------------------|------------------------------------------------|
| CPU                | 1.2 GHz Quad Core ARM Cortex-A53               |
| Memory             | 900 MHz 1 GB RAM LPDDR2                       |
| GPU Capabiltiy     | No GPGPU Capability                            |
| Price              | $35 (Board) + $5 (SD Card)                    |
| Power Consumption  | [Idle (No Power Gating) %100 Utilization]      |
|                    | 1.3 W                                          |
|                    | 6.5 W                                          |
|                    | Averaged Observed                              |
|                    | 3 W                                            |

4.2 Simple Systems

Since Musical Chair dynamically adjusts the number of devices, and the task of each device, we have to load all trained weights of the model to the storage of each PI in the initialization. However, one PI cannot handle executing or loading all of the weights to its memory. In details, Figure 13 shows the loading time and memory usage of the general tasks (i.e., temporal CNN, spatial CNN, temporal pyramid, maxpool-
We use a local WiFi network in our experiments, and the measured bandwidth of which is 62.24 Mbps, with a measured client-to-client latency of 8.83 ms for 64 B. Since Musical Chair needs a model for communication overhead between devices, we measured such overhead by fitting a line over measured data with the equation $t = 0.0002d + 0.002$, in which $t$ is end-to-end latency (seconds) and $d$ is the size of data (kB). Moreover, our energy numbers includes communication energy for devices.

### Basic Communication:

In Musical Chair, devices need to communicate with each other efficiently for transmitting data and commands. In this section, we overview the communication protocol deployed in our system. We integrate Apache Avro [67], a remote procedure call (RPC) and data serialization framework with Keras in Musical Chair. The RPC capacity of Avro enables Musical Chair to request a service from a program located in another device on the local network without providing the details of the network specification. In addition, Avro’s data serialization capability provides flexible data structures for transmitting and saving data during processing while preserving its format (e.g., string or float). Therefore, a device may offload the results of a computation to another device (e.g., the results from spatial stream CNN on a frame) and initiate a new process. In our implementation, Avro messages are one-way data transfers and include fields for data (e.g., data, image, or optical flow), next device, and source device (i.e., current sending device, which is useful when we combine processed data together).

### Dynamic Communication Flow:

To effectively identify all devices, each device has a local copy of a shared IP address table. In this IP table, each device is designated to perform a specific task. Therefore, with a knowledge of the general tasks of a model, each device identifies its previous and next set of devices, $G_p$ and $G_n$, respectively. Moreover, if the condition of the environment is changed, for instance, the object has moved into the field of view of another device, a musical chairs game will be triggered, and the task of the devices in the IP table is updated. To avoid conflicts, an update to the IP table is only performed by a master device, which is chosen randomly among available devices during system initialization. Similarly, all communication regarding task assignments and condition updates of the environment is only between slave devices and the master. In order to create a dynamic data flow in the system, each device in Musical Chair maintains a fixed size buffer for incoming data. Whenever the buffer is almost full, the maintaining device sends an almost_full signal to all its previous devices ($G_p$), which permits them to drop some input data (i.e., reducing sampling frequency) (this is done without disturbing pending sliding window data, see Section 4.4). Figure 16 shows an example network, its data flow representation, and how the shared IP table is updated. As shown, when the object exits the field of view of device one and enters into device three’s, the master device updates the tasks and data flow. In addition, an example of sending the almost_full signal from device two to its previous devices is shown.

#### 4.4 DNN Real-Time Processing

State-of-the-art DNN models are not designed or optimized for real-time processing on mobile devices. In other words, we either need a powerful server or have to rely on the cloud.
Figure 16: Example of dynamic communication flow and IP table updates.

for a meaningful recognition experience in real time [16, 44]. Similarly, the model presented in Section 2.3.1 is designed for offline action recognition, in which videos are saved, and then processed offline. To perform recognition for this model in real-time, using Musical Chair, we distribute computations effectively among devices and utilize a sliding window over acquired data.

**Sliding Window:** The action recognition model, presented in Section 2.3.1, processes a whole video file for each inference. However, in reality, the frames of a video are generated seamlessly by a camera (30 FPS). To adapt the model for real-time processing, we propose the use of a sliding window over the input and intermediate data, whenever needed, while distributing the DNN model. For instance, the temporal stream CNN (Section 2.3.1) accepts an input of optical flow from 10 consecutive frames. Therefore, a sliding window of size 10 over the recent inputs is required. In a sliding window, whenever new data arrives, we remove the oldest data and add the new data to the sliding window. Note that to order arriving data, a unique tag is assigned to each raw data during recording time. Figure 17 illustrates this point with an example of eight devices in a system. The recorder device keeps a sliding window of size 10 to supply the data for the temporal CNNs, while the spatial and temporal CNNs do not have a sliding window buffer. On the other hand, since the temporal pyramid calculation requires a spatial data of 15 frames and temporal data of 25 frames, the last device keeps two sliding window buffers with different sizes. We can extend the sliding window concept to other DNN models that have a dependency between its inputs to create a continuous data flow. Furthermore, the sliding window is required to enable data and model parallelism. This is because a device needs to order its input data while buffering arrived unordered data.

**Dynamic Task Assignment:** As discussed in Section 4.3, after a change of condition in the environment, such as detecting motion in other nodes, a game of musical chairs is triggered. The outcome of the game is a device that performs real-time recording, and other devices that process the model. Since all the devices share the same network and they have similar characteristics, the way we assign different tasks to different devices is not important. In other words, we can assign task A to device 1 or 2. However, the loading time of a task is a deciding factor in how long it takes a new system after musical chair game to be ready for real-time processing (i.e., setup time. In our examples setup time is less than a minute). Therefore, when dynamically assigning a new task to a device, Musical Chair considers the previous task of a device to minimize the setup time.

**Supporting Multiple Input Streams:** Musical Chair is able to process multiple input streams. During initialization, the user defines the maximum number of devices \( n_{\text{max}} \). This is mainly because the desirable performance of the system is defined by the total number of available devices. Then, when detecting a motion in the video stream of a device, Musical Chair starts processing the input utilizing more devices to get the best performance. Whenever another input is activated, a new task assignment is performed for creating independent sets of devices for processing each input. Note that, as Section 3.3 discussed, the set of tasks for all of the devices is generated in the initialization phase, so no overhead during runtime is associated with supporting multiple input streams or dynamic task assignment.

5. **EVALUATION RESULTS**

This section analyzes different system architectures with many Raspberry Pis [45], the specifications of which are discussed in Section 4.1, each with a connected camera [46]. For each system architecture, we provide detailed real-time performance and energy analyses. Although some architectures are restricted by the number of devices and do not necessarily provide the most optimized performance, the insights gained from them are valuable. Furthermore, we compare our results with two implementations: (i) GPU and CPU on a high-performance (HPC) machine (Table 2), and (ii) GPU and CPU on a Jetson TX2 [68] (Table 3).

| Table 2: HPC machine specifications. |
|--------------------------------------|
| CPU | 2x 2.00GHz 6-core Intel ES-2620 |
| Memory | 1333 MHz 96GB RAM DDR3 |
| GPU | Titan Xp (Pascal) 12 GB GDDR5X |
| Total Price | $3500 |
| Power Consumption | 125 W |
| Idle | 240 W |
| %100 Only-CPU Utilization | 250 W |
| %100 Only-GPU Utilization |

| Table 3: Nvidia Jetson TX2 specifications [68]. |
|-----------------------------------------------|
| CPU | 2.00 GHz Dual Denver 2 + 2.00 GHz Quad Core ARM Cortex-A57 |
| Memory | 1600 MHz 8 GB RAM LPDDR4 |
| GPU | Pascal Architecture - 256 CUDA Core |
| Total Price | $600 |
| Power Consumption | 5 W |
| Idle (Power Gated) | 15 W |
| 1% Utilization | 9.5 W |
| Averaged Observed | 9.5 W |

Figure 17: Sliding window for an example system of eight devices. While some tasks require sliding window, with different sizes, others may not need it.
5.1 Action Recognition

System Architectures: In action recognition, the recording device, which receives camera inputs, also computes optical flow, the computation of which is not heavy (e.g., for 100 frames, 0.004 seconds). Each device manages a sliding window buffer, explained in Section 4.4, the size of which is dependent on model and data parallelism of previous devices and the input of next device.

(I) One-Device System: For a fair comparison, we implement a one-device system, in which one device executes all tasks. As shown in Figure 14a, in this system, all tasks are assigned to a single device. Since one device cannot load the full model in its memory, it needs to load each task sequentially, generate the intermediate outputs, and then continue to the next task. Note that, even though our current model is performing recognition on 12x16 frames, the inference requires a significant amount of memory. Generally, DNN models utilize a large amount of memory, the provision of which is a challenge for resource-constrained devices. Hence, investigating such memory-limited scenarios provides insights into execution overheads of DNNs.

(II) Four-Device System (less accurate): This system, depicted in Figure 14b, has the minimum number of devices so that reloading the tasks is not necessary. However, to fit dense layers in one device, we must use the half-sized dense layers (i.e., 4k-4k-51), which reduces the accuracy by 15%. Since temporal and spatial CNN are independent, Musical Chair assigns them to devices that work in parallel.

(III) Five-Device System: To use the original fc layers and reach the maximum accuracy, at least five devices are required. Musical Chair distributes the final fc layers among two devices: the first with the 8k fc layer and the other with the 8k and 51 fc layers. This system achieves the same accuracy as that of the original model.

(IV) Eight-Device System: With more available devices, Musical Chair performs model parallelism on each 8k fc layer, creating two 4k fc layers per each device. Figure 18b depicts this system. The devices in the same vertical column are executing their tasks in parallel.

(V) Ten-Device System: In the 10-device system, two more devices process temporal and spatial CNNs exploiting data parallelism. Therefore, two devices process each CNN stream, illustrated in Figure 18c. New frames and optical flows are assigned in a round-robin fashion to two devices (of each stream) and are ordered using tags in subsequent devices.

(VI) Twelve-Device System: With 12 devices, Musical Chair increases data parallelism for temporal and spatial CNNs by assigning three devices to each stream, shown in Figure 18d.

Performance and Energy Analyses: Figure 19 presents IPS values for all system architectures, the HPC machine, and the Jetson TX2. As expected, the one-device system performs poorly since one PI needs to compute all the tasks. As we expected, when the number of devices increases, Musical Chair achieves better performance by harnessing the computational power of additional devices. In fact, systems larger than five devices always perform better than the TX2 (speed up of 1.9x over TX2-GPU and 5x over TX2-CPU). Figures 20, 21a, and 21b display the end-to-end latency of one frame in the system (split in communication, computation, and reloading time), dynamic and static energy consumption per one inference, and total energy consumption per one inference, respectively. Similarly, we observe significant energy consumption and high latency for the one-device system. In other words, in comparison with the one-device system, Musical Chair achieves a 90x energy savings and a speedup 500x for IPS. As Figure 20 illustrates and discussed before, the reason for such speedups is that the one-device system spends most of its latency in reloading
subparts of the model.

As Figures 19 and 20 depict, although increasing the number of devices in a system also increases the communication latency notably, we observe a performance gain in the inference per second with a higher number of devices. This is because in both data and model parallelism, the systems hide latency by distributing or parallelizing tasks. In other words, in Figure 18, devices in the same vertical column reduce the effective latency for the devices in the next column by parallelizing. For the large number of devices, Musical Chair achieves not only similar energy consumption with TX2 but also saves energy as compared to the HPC machine. Figure 21b depicts that, except for the TX2 with GPU, the energy consumptions per inference (i.e., watt/performance) of systems with more than five devices is always better than other cases (up to 4.3x and an average of 1.5x). Note that in our evaluations, the power consumption of the Raspberry PI systems is inclined to higher energy consumption because: (i) In comparison with TX2, when we increase the number of devices for Raspberry PI systems, since each device is on a development board and has several unnecessary peripherals, the energy consumption increases significantly, which is shown in static energy; (ii) The TX2 is a low-power design with power gating capabilities that power gates three cores if not needed, but the Raspberry Pis do not have such capabilities; and (iii) the energy consumption of the Raspberry PI systems also includes the energy for communication between the devices, and wasted energy of powering an idle core during data transmission.\(^3\)

5.2 Image Recognition

AlexNet: We apply Musical Chair to AlexNet, the model of which is shown in Figure 3a that is composed of CNN layers and three fc layers. As a test case, Figures 22a and b display the generated tasks for the four- and six-device systems, respectively. While in the four-device system, model parallelism is performed on the fc_1 layer, in the six-device system, an additional data parallelism is performed on CNN layers. We implement both systems and measure their performance and energy consumption, shown in Figure 23. Figure 23a depicts a performance increment by increasing the number of devices in a system. In fact, the achieved performance of the six-device system is similar to the TX2 with CPU, and 30% worst than the TX2 with GPU. Furthermore, as discussed in the previous section, Figure 23b shows that most of the energy consumption of the Raspberry PI systems is because of the static energy consumption.

VGG16: VGG16 (Figure 3b), in comparison with AlexNet, is more computationally intensive [44]. In order to distribute the model, Musical Chair divides the VGG16 model to several blocks of sequential CNNs. Figures 24a and b depict the outcome of task assignment for VGG16 with eight and 11 devices, respectively. Note that for fc_1, since its input size is large, Musical Chair performs model parallelism. On the other hand, for fc_2 and fc_3, since their computations are not a bottleneck, Musical Chair assigns them to a single device. We measure the performance and energy consumption of both systems and the TX2, shown in Figure 25. When the number of devices increases from eight to

---

\(^3\)For Tegra platform, we are aware that the order of our reported numbers are not matching [69], but matches another independent work [44].
11. Musical Chair achieves 2.3x better performance by reassigning all CNN blocks to a device and performing more optimal data parallelism. In fact, compared to the TX2 with GPU, the 11-device system achieves comparable IPS (15% degradation).

Both the AlexNet and VGG16 results show that Musical Chair provides scalability as the number of devices increases in image recognition models. Since both models are more computationally intensive with large input sizes than the two-stream CNN, a larger number of PIs is required to achieve better performance than the TX2 with GPU. Nonetheless, our system shows similar performance and dynamic energy consumption to the TX2 with GPU with less cost.

6. RELATED WORK

Processing DNN models in real-time has various applications in real life. Currently, the processing of DNN models is offloaded to cloud services. A recent work, Neurosurgeon [16], dynamically partitions a DNN model between a single edge device (Tegra TK1, $200) and the cloud for higher performance and better energy consumption. The partitioning is done based on prediction models and optimizes the amount of transferred data (e.g., in 3G networks) and amount of aggregated computation time in the cloud and edge devices. Neurosurgeon still relies on cloud service availability and does not discuss real-time processing. In addition, all $f_c$ layer computations are offloaded to the cloud. Although Neurosurgeon improves the end-to-end latency of computations by 3.1x, it does not provide scalability and fully local real-time DNN processing. A similar study of partitioning between mobile and cloud is done in [17] using the Galaxy S3. Another work, MoDNN [71] creates a local distributed mobile computing system and accelerated DNN computations. MoDNN uses only mobile platforms (LG Nexus 5, $350) and partitions the DNN using input partitioning within each layer especially relying on sparsity in the matrix multiplications. However, MoDNN does not consider real-time processing, as their most optimized system with four Nexus 5 devices MoDNN has a latency of six seconds. Since the partitioning is done within each layer, it incurs high data communication traffic. Furthermore, the number of devices in their experiments does not exceed four. DDNN [18] also aims to distribute the computation in local devices. However, in its mechanism, in addition to retraining the model, each sensor device performs the first few layers in the network and the rest of the computation is offloaded to the cloud system. Furthermore, it only evaluate proposed algorithms using simulations and confirm accuracy only without proving whether the partitioned network can indeed run on IoT devices. Table 4 provides a comparison of these works with Musical Chair.

Executing DNN models in resource-constrained platforms has recently gained great attention. For instance, Microsoft created a library (ELL) [19] that designs and deploys intelligent machine-learned models onto resource-constrained platforms, such as Raspberry Pi, Arduino, and micro:bit. Currently, this library includes only image classification models with maximum accuracy of 60%. The models are tailored for these platforms such that they have a smaller number of weights, and convolution layers have strides of two for reducing the dimensions of the input. Interestingly, these models do not have any fully connected layers since these layers require a large amount of computation. Although such an effort might alleviate the overhead of DNNs on resource-constrained platforms, the lower accuracy of the models in addition to the time consuming exploration of finding a specialized tailored model hinders the implementation of other models, such as action recognition models. Recently, optimizing networks for mobile or embedded platforms has been proposed. As another example, Tensorflow Lite [24] was just released to support mobile systems. Although these solutions target mobile platforms, such platforms are still more powerful than embedded systems. In fact, Musical Chair can take advantage of these optimized libraries to reduce the computation and memory requirement for each device. Moreover, the scalability of Musical Chair enables cost-efficient IoT devices to perform complex DNN computations with the highest accuracy achievable by HPC servers.

Another direction is to reduce the overhead of DNNs. This is because high-accuracy DNN models contain a large number of weights and require high computational capability. In short, these models are a natural fit for high-performance computing. Therefore, there has been a significant effort to reduce the overhead of these models such as pruning [35, 36], resource partitioning [37, 38], quantization and low-precision inference [39–41], binarizing weights [20, 42, 43] and simplifying neural network [25, 26]. As an example, XNOR-Net [20] approximated both filters and input to binary values. Such an approximation enables XNOR-Net to perform real-time processing on CPUs (rather than GPUs) while reducing the accuracy by around 8%. However, besides not targeting mobile platforms, this solution is not scalable and is performed for image classification workloads. In summary, although many studies reduced the overhead of DNNs or distributed DNNs, (i) they did not study cost-efficient IoT devices, (ii) they did not examine conditions and methods for real-time processing of DNNs, and (iii) they did not design a collaborative system with many devices.

7. CONCLUSION

In this paper, we proposed Musical Chair to harvest the computational power of resource-constrained and cost-efficient IoT devices by collaboration. Musical Chair is able to adjust to the inherent dynamics of IoT networks and adapt to the availability of IoT devices for optimal performance. Musical Chair does not rely on cloud services, so it preserves the privacy of the users while reducing the load on data centers. We demonstrated the Musical Chair system by exam-
ining and implementing a state-of-the-art action recognition model and two well-known image recognition models using multiple Raspberry Pis. We created the environment for DNN models to collaborate and measured performance and energy consumption of several system architectures.
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