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Efficient Modeling of Complex Sandy Coastal Evolution at Monthly to Century Time Scales
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With large-scale human interventions and climate change unfolding as they are now, coastal changes at decadal timescales are not limited to incremental modifications of systems that are fixed in their general geometry, but often show significant changes in layout that may be catastrophic for populations living in previously safe areas. This poses severe challenges that are difficult to meet for existing models. A new free-form coastline model, ShorelineS, is presented that is able to describe large coastal transformations based on relatively simple principles of alongshore transport gradient driven changes as a result of coastline curvature, including under highly obliquely incident waves, and consideration of splitting and merging of coastlines, and longshore transport disturbance by hard structures. An arbitrary number of coast sections is supported, which can be open or closed and can interact with each other through relatively straightforward merging and splitting mechanisms. Rocky parts or structures may block wave energy and/or longshore sediment transport. These features allow for a rich behavior including shoreline undulations and formation of spits, migrating islands, merging of coastal shapes, salients and tombolos. The main formulations of the (open-source) model, which is freely available at www.shorelines.nl, are presented. Test cases show the capabilities of the flexible, vector-based model approach, while field validation cases for a large-scale sand nourishment (the Sand Engine; 21 million m3) and an accreting groin scheme at Al-Gamil (Egypt) show the model's capability of computing realistic rates of coastline change as well as a good representation of the shoreline shape for real situations.
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INTRODUCTION

Sandy beaches are extremely valuable natural resources, providing the first line of defense against coastal storm impacts, as well as other ecosystem services (Barbier et al., 2011) such as ecological habitats and recreation areas. These beaches often are an essential part of a nation's heritage. However, many of the world’s coastlines suffer erosion, due to interruption of sand flows from upstream (Svoboda et al., 2005) and alongshore, sand mining and sea-level rise effects, which is especially the case in the vicinity of tidal inlets (Ranasinghe et al., 2013). Science-based strategies for
managing complex sandy coasts are, therefore, of the utmost importance, requiring stable, robust and rapid evaluation methods.

Coastline changes along sandy beaches at timescales beyond events and seasons often are dominated by gradients in wave-driven longshore transport. The first practical concept for predicting coastline change due to interruption of this wave-driven longshore transport was developed by Pelnard-Considère (1956), who derived a diffusion-type equation based on the assumptions of a small angle of incidence and a constant cross-shore profile shape. The first very limiting assumption of a small wave angle was relaxed to some extent by numerical, one-dimensional (1D) model approaches, such as GENESIS (Hanson, 1989), LITPACK (Kristensen et al., 2016), and UNIBEST (Tonnon et al., 2018). These models, which we will refer to as ‘standard 1D models’ also applied increasingly powerful and more advanced physics-based approaches using newer transport formulations (e.g., Bijker, 1967; Kamphuis, 1991; van Rijn, 2014), to estimate the transport rate as a function of incident wave conditions, sediment parameters and profile shape. However, the main characteristic of the transport curve as a function of the wave angle remained a sine curve, with a maximum at roughly 45°. For relative angles beyond this critical angle, longshore transport decreases for increasing angles and the morphological behavior of the coastline becomes fundamentally unstable.

While the existing coastline models had no real solution for this instability, the Coastal Evolution Model (CEM) proposed by Ashton et al. (2001) addressed this point using a grid-based, upwind approach, which they showed to be able to explain a variety of coastal forms found in nature. The high angle wave instability mechanism (HAWI) has been studied extensively through linear and non-linear stability analysis (Falqués and Calvete, 2005; e.g., Ashton and Murray, 2006; van den Berg et al., 2011; Falqués et al., 2017) the latter included both this and the low angle instability mechanism (LAWI) proposed by Idier et al. (2011). These analyses pointed out the importance of the refraction on the foreshore of shoreline undulations, which generally stabilize the coastline relative to the original HAWI mechanism proposed by Ashton et al. (2001). Recently, Robinet et al. (2018, 2020), starting from the same grid-based one-line approach, extended the concept by coupling it with a 2D wave refraction model and including cross-shore transport. Such models are quite powerful in describing complex coastal shapes but at the cost of requiring complex and relatively time-consuming codes.

The standard 1D models approaches so far address either a single, possibly curving, coastline or disparate sections of coastline represented by separate models. However, there are many cases where islands, shoals and spits shield other parts of the coast from waves. In other situations, spits weld onto the coast to form lagoons that in turn may break up into different parts, or islands migrate toward the coast and weld onto it. Even though some gradual reshaping from a straight beach to a bay shape was achieved with numerical models (e.g., Hanson, 1989), still the grid definition in existing models only allows for a small re-curve of the coast, generally much less than 90°. As a result, research often focuses on a

final stage of the morphological development (e.g., a static bay shape; Hsu et al., 2010). The flexible generation of the grid at each time step is a requisite to deal with complex shoreline shapes which may change substantially over time, such as spits, salients and tombolos.

A vector-based approach to represent the coastline was first used by Kaergaard and Fredsoe (2013a), as part of a system that coupled a one-line coastline approach with a two-dimensional description of the wave and sediment transport, on an unstructured mesh. They applied a quite complicated approach to ensure the volume balance, using triangular and trapezoidal elements. The original coastline representation proposed by Kaergaard and Fredsoe (2013a) was adopted by Hurst et al. (2015) which followed a similar approach to the one presented in this manuscript but for a single coastline (i.e., no splitting or merging was included). Kaergaard and Fredsoe (2013a) and Hurst et al. (2015) implicitly assumed sediment rich environments. Payo et al. (2017) extended the use of vector-based coastline models to sediment-starved environments and applied it to a field study case to simulate the coastline change after defense removal (Payo et al., 2018). In all these vector-based models the coastline followed is at the top of the active profile. This choice implies a strong need to correct the volume balance for strongly curved coasts. As we will explain in detail, our approach follows a more representative coastline, situated approximately at Mean Sea Level (MSL). This recognizes the fact that typically, over longer periods aimed at by this model, the active profile extends from a closure depth to the crest of foredunes; these are at approximately equal vertical distances from the MSL contour.

The approach has two advantages: the contour usually extracted from satellite imagery is the MSL contour, and as we will show, complex curvature corrections to the sediment balance are not needed, which makes our method much simpler.

It is noted that computations can be made with complex two-dimensional horizontal (2DH) process-based models, as was shown for the recent case of the ‘Sand Engine’ in Holland (Luijendijk et al., 2017) as well as for other complex coastal forms. However, this comes at great computational expense and requires considerable expertise. Even though an effort was made to increase the robustness and efficiency of the process-based morphological models (Kaergaard and Fredsoe, 2013a), still these detailed field models are appropriate for the investigation of specific processes (i.e., science), but are often less suited to apply in engineering (design phase) for data poorly environments where quick scenario evaluations are needed. So, engineers are rather stuck with one approach which does not capture the complexity of coastal evolution and another which is too expensive.

Consequently, a new approach is needed to robustly follow coastal features through complete lifecycles at reasonable computational cost. The main objective of the current paper is to demonstrate the capabilities that arise when a model with a flexible, coastline-following grid is used: namely, straightforward definition of a complex planform, freedom to allow coastal evolution in any direction, and the possibility to merge and split coastline sections where needed. The characteristic features of the model are presented for a selection of analytical and principle test cases. In addition, the practical simulation of coastline evolution
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is validated for a large-scale, manmade land reclamation and a case of a groin field filling in. In this paper we do not yet consider event-scale and seasonal variations, which are mostly due to cross-shore transport. Methods for including this as recently described by e.g., Vitousek et al. (2017), Robinet et al. (2018), Antolínez et al. (2019), Palalane and Larson (2020), and Tran and Barthélemy (2020) are currently under consideration.

MODEL DESCRIPTION

Introduction

To overcome the severe limitations of existing coastline models with a fixed reference line, while avoiding the complexities of grid-based approaches and geometrically complex volume reconstructions, a new Shoreline Simulation model (ShorelineS) was developed, which is aimed at predicting coastline evolution over periods of years to centuries. Its description of coastlines is of strings of grid points (see Figure 1) that can move around, expand and shrink freely. The coastline points are assumed to be representative of the movement of the active coastal profile, and hence are situated at the MSL contour. The model can have multiple sections which may be closed (islands, lagoons). Sections can develop spits and other features and they may break up or merge as the simulation continues.

Basic Equation

The basic equation for the updating of the coastline position is based on the conservation of sediment:

$$\frac{\partial n}{\partial t} = -\frac{1}{D_c} \frac{\partial Q_s}{\partial s} - \frac{RSLR}{\tan \beta} + \frac{1}{D_c} \sum q_i$$  \hspace{1cm} (1)

where \(n\) is the cross-shore coordinate, \(s\) the longshore coordinate, \(t\) is time, \(D_c\) is the active profile height, \(Q_s\) is the longshore transport (m\(^3\)/yr), \(\tan \beta\) is the average profile slope between the dune or barrier crest and the depth of closure, \(RSLR\) is the relative sea-level rise (m/yr) and \(q_i\) is the source/sink term (m\(^3\)/m/yr) due to cross-shore transport, overwashing, nourishments, sand mining and exchanges with rivers and tidal inlets. In the Volume Balance section in the Supplementary Information we explain why equation (1) correctly represents the balance of both dry land area and the sediment volume, even for curved coasts.

Transport Formulations

The coastline changes are driven by wave-driven longshore transport, which is computed using a choice of formulations, which can be calibrated to match the local transport rates. The formulations listed in Table 1 have been implemented. The definitions of the angles are as in Figure 1.

CERC1 and CERC2 are defined in terms of the offshore wave angle, and CERC3 and KAMP are defined in terms of the breaking wave angle. However, in all cases the transport follows a shape rather similar to CERC1 when plotted against the deep water wave angle, with a maximum occurring at an offshore angle of 40\(^\circ\) to 45\(^\circ\) from wave incidence.

CERC1 is the simplest formula and is mainly meant for illustrating the principles of the behavior of the coastline model. CERC2 is derived from the official CERC formula to formally include the effect of refraction and shoaling. Though its behavior is quite similar to CERC1, it allows for a direct comparison with the Coastal Evolution model that utilizes it. The CERC3 and KAMP formulas are widely used in models worldwide such as GENESIS or UNIBEST and again can be useful for intercomparison with such models. CERC1, CERC2 and CERC3 have a single calibration coefficient, whereas the KAMP formula requires, usually uncertain, extra inputs such as beach slope and grain size but has the ambition to be a more accurate, predictive formula.

In Table 1, \(H_{50}\) and \(H_b\) are the significant wave height at the offshore location and point of breaking respectively (m), \(T\) is the peak wave period (s), \(D_{50}\) is the median grain diameter (m), \(m_b\) is the mean bed slope (beach slope in the breaking zone), \(\Phi_{loc}\) is the relative angle of wave incidence for waves offshore and \(\Phi_{locb}\) is the relative angle of waves at the breaking point; \(b\) and \(K_2\) are the calibration coefficients of CERC1 and CERC2 formulations.
respectively, which are computed as:

\[ b = \frac{k \rho \sqrt{g/k}}{16(\rho_s - \rho)(1 - \rho)} \]  
\[ K_2 = \left(\frac{\sqrt{g}}{2\pi}\right)^1 K_1, \quad K_1 \sim 0.4 \text{ m}^{1/2}/\text{s} \]

where \( k \) is the default calibration coefficient according to the Shore Protection Manual USACE (1984), \( \rho \) the density of the water (kg/m\(^3\)), \( \rho_s \) the density of the sediment (kg/m\(^3\)), \( g \) the acceleration of gravity (m/s\(^2\)) and \( \gamma \) the breaker criterion.

### Numerical Implementation

The ShorelineS model is implemented in Matlab. The flow diagram of the model is depicted in Figure 2. In the following we will describe the procedure point by point.

The coastline positions are given in two column vectors \( x_{mc} \) and \( y_{mc} \), where the different coast sections are separated by NaN's. The sea is defined to the left when following the coastline positions. If a section ends at the same coordinates as where it starts, it is treated as a cyclic section and may represent either an island or a closed lagoon. The coordinates may be in any Cartesian (metric) system. Structures are defined in a similar way, as two column vectors where different structures may be defined, separated by NaN's.

The offshore wave climate can be specified in three ways:

- By means of wave direction and a spreading sector, where a uniform distribution is assumed between the mean wave direction and plus or minus half the spreading sector. For each time step a random wave direction will be chosen from this sector.
- By a wave climate consisting of a number of wave conditions characterized by significant wave height, peak period and mean wave direction, each with equal probability of occurrence. A condition will be chosen randomly for each time step.
- By a time series of these wave conditions, from which the model will interpolate in time.

Various lateral boundary conditions were implemented in the model to represent a variety of coastal situations. For the non-cyclic sections the lateral boundary conditions are specified by controlling the sediment transport rate at the start and end of the boundary, thereby specifying a constant coastline position, a constant coastline orientation or a periodic boundary condition. One type of boundary condition is applied at all open-ended sections, whether existing or newly created. The model detects when a section end point is near the section start point and then always applies cyclic boundary conditions.

Nourishments can be prescribed through a number of polygons within which each nourishment takes place, start and end times, and the total volume of each nourishment. This information is then internally converted into a shoreline accretion rate by dividing the total volume by the time period, the length of coastline within the polygon and the profile height, \( D_c \). By the same mechanism sediment discharged by a river can be distributed over a coastline section within a specified polygon. Shoreline recession as a result of relative sea level rise can be specified, e.g., resulting from the Bruun rule (Bruun, 1962), as given by eq. (1).

All inputs are collected in a single structure \( S \) that is passed on to the main function ShorelineS. Preparation of the input can be done in a tailor-made script, but ShorelineS and its sub-functions normally do not have to be altered for a specific application. The main function ShorelineS contains default values for all inputs that are not application-dependent.

The cumulative distance \( s \) along each coast section is computed, and this is then distributed over equidistant longshore grid cells based on a given initial grid size. The \( x \) and \( y \) positions of the coastline then are interpolated along \( s \) to obtain the \( x \) and \( y \) positions of the grid points.

In cases where the grid sizes expand (e.g., at the tip of an expanding spit), new grid points are inserted where the grid size exceeds twice the initial prescribed grid size. Where the grid distances shrink (e.g., at an infilling bay or a shrinking spit) grid points are removed when the grid distance becomes less than half the original grid size.

To avoid strong variations in grid size after inserting or extracting grid cells in expanding or shrinking sections, some smoothing of the \( s \)-grid is applied. The smoothing factor has to be chosen carefully as too much smoothing may lead to a loss of planiform area and will tend to straighten out sections that should not move at all. The smoothing formulation applied is a simple 3-point smoothing according to:

\[ s_{i,\text{smooth}} = f_s s_{i-1} + (1 - 2f)s_i + f_s s_{i+1} \]
FIGURE 2 | Flow diagram of the ShorelineS model.

FIGURE 3 | Example of high-angle instability with standard central scheme (A) and upwind scheme (B).
Coastline Evolution

At each point the local direction of the coast is determined from the two adjacent points (as a reference line), then the longshore transport is calculated for each segment. The change in position is evaluated using a staggered forward time–central space explicit scheme (see Figure 1):

$$\Delta h_j^i = -\frac{1}{D_e} \frac{2(Q_j^i - Q_{j-1}^i)}{L_i} \Delta t$$  (5)

where $j$ is the time step index, $\Delta t$ is the time step (yr), $i$ is the point/node index and $L_i$ is the length of the considered grid element computed from $L_i = \sqrt{(x_{i+1} - x_i)^2 + (y_{i+1} - y_i)^2}$ and $x_i$ and $y_i$ are the Cartesian coordinates of point $i$. From the normal displacement it follows that the change in position of point $i$ then becomes:

$$\Delta x_j^i = -\Delta h_j^i \left( y_{i+1} - y_i - 1 \right) / L_i$$
$$\Delta y_j^i = \Delta h_j^i \left( x_{i+1} - x_i - 1 \right) / L_i$$
$$x_{i+1} = x_i + \Delta x_j^i$$
$$y_{i+1} = y_i + \Delta y_j^i$$  (6)

The scheme can be shown to be conserving the land area. Since an explicit scheme is applied, the time step is limited by the following criterion (Vitousek and Barnard, 2015):

$$\varepsilon \frac{\Delta t}{\Delta x^2} < \frac{1}{2}$$  (7)

where the diffusivity $\varepsilon$ is related to the maximum gradient of the sediment transport with respect to the wave angle relative to the coast, which can be approximated by:

$$\varepsilon_{\text{max}} = 2Q_{\text{max}} / D_e$$  (8)

where $Q_{\text{max}}$ is the maximum transport rate in the model.

Therefore the following is obtained:

$$\Delta t < \frac{D_e \Delta s^2}{4Q_{\text{max}}}$$  (9)

This criterion can be restrictive for small grid sizes (e.g., less than 100 m). Stability is, however, guaranteed through this adaptive timestep.

High-Angle Instability

A special treatment takes care of so-called high-angle instability (Ashton et al., 2001), which allows spits to develop. In cases where the local angle exceeds the critical angle on one side and is less than the critical angle at the updrift side, the transport at the downdrift point is set to the maximum transport (or the angle is set to the critical angle). Figure 3 illustrates the effect of this treatment, where a central scheme would lead to unstable behavior, the local upwind treatment ensures a smooth development into a spit. The physics in the model is the same as in Ashton et al. (2001, 2016), and Ashton and Murray (2006), and therefore it inherits most of the behavior of their Coastal Evolution Model. The novelty in ShorelineS is that it achieves the same behavior with a vector-based rather than a grid-based approach. This is more elegant and more efficient, especially when large areas need to be covered.

Barrier or Spit Overwash

For simulating barriers that already exist or that are in the form of developed spits due to high wave angle instability, it was necessary to represent the overwash process as it maintains the width of the barrier to a certain limit (Leatherman, 1979).

(Ashton and Murray, 2006) introduced the physical process of overwash by assuming a minimum barrier width such that sediment eroded from the seaward side is deposited on the landward side. By simultaneously retreating the seaward and landward sides of a section narrower than the specified critical width, the retreatig section creates a longshore transport gradient that tends to fill it up; thus, the retreating helps maintain the width.

A similar concept was implemented in ShorelineS in a simple approach for treating the barrier width. At each time step, the model checks the local barrier width at each point/node, measured in the incident wave direction. If the barrier is narrower than the critical width, then overwash occurs. The overwash process moves the landward point a distance equal to the difference between the actual width and the critical width. Such a distance is not allowed to exceed a given percentage (e.g., 10%) of the local spatial discretization distance of the grid per time step to avoid discretization artifacts. Then the model looks for the closest node on the seaward side to erode it by the same amount (Supplementary Figure SI02). A possible refinement is, as in Ashton and Murray (2006), to assume different profile depths on the seaward and landward sides, as is logical in some settings, e.g., for the case of an eroding barrier island. In this case the landward extension would be larger than the erosion on the seaward side.

Merging and Splitting

One of the advantages of the ShorelineS model is that it can simulate multiple coastal sections at the same time, and these sections can affect each other by shielding the waves. Small parts of the coast are allowed to split and migrate as the spits are growing and in some cases break up and migrate as a small island. An example of the splitting procedure is shown in Supplementary Figure SI03. Such splitting typically happens when the seaward side of a section erodes by more than the

The updrift sand supply and ‘plugs’ of sand are bypassed. The waves at any location can be shielded by other coast sections or hard structures, see Supplementary Figure SI01. This approach is valid when the scale of the structures is much larger than the wave length; if this is not the case, diffraction can be activated using different approximations (Elghandour, 2018).

Given the local wave angle with respect to the coast normal and the refracted wave conditions (or deep water wave directions in the case of the CERC1 and CERC2 formulas) the longshore transport can be computed at each transport point between two adjacent coastline points. At present, a choice of formulations as listed in Table 1 is available to be used.
overwashing process allows for or when the latter is not activated. The numbering is indicated to show how the grid cell connections change after the splitting procedure: from one continuous coastline section to two separately numbered sections.

If two sections intersect, they may merge into one section as the simulation continues, as is illustrated in Supplementary Figure S104. Such merging typically happens due to shoreward migration or extension of a spit toward the mainland coast. Again, the numbering is included to indicate how the separate spit and mainland coast sections are now joined at the seaward side as a continuous coastline numbered 12-20 and a lagoon numbered 1-10.

**Treatment of Groins**

Groins can be treated simply as any structure crossing the coastline, where the transport at the transport point closest to the intersection between the structure polyline and the coastline is set to zero. However, such a treatment does not give a very accurate representation of the groin position and local coastline evolution, and does not account for bypassing in a smooth way. Therefore, a more elaborate treatment was presented in Ghonim (2019), which is summarized as follows. First, additional grid points exactly on either side of each groin are introduced. Second, the local coastline position at either side of the groin is forced to move along the groin. Third, bypassing and transmission are accounted for, according to the following mechanisms.

Bypassing can be simulated in two ways, either as starting only when the updrift accretion has reached the tip of the groin, or gradually increasing if the depth at the tip of the groin is less than the depth of active transport. The first approach follows the considerations of, assuming a fully impermeable structure, such as a groin with complete blockage of the longshore transport. Sand bypassing takes place only when the groin is filled with sand. Based on that, the longshore sediment transport is set to zero at the structure and the sand bypassing factor (BPF) also is set to zero from the start of the simulation until the moment when the sediment reaches the tip of the groin. Then, the bypassing factor is set to its maximum value (BPF = 1), which means that all sediment bypasses the groin’s tip and moves towards its downdrift side. In that case the lateral boundary condition at grid point i (see Supplementary Figure S105), which is located at the groin representing the bypassed volume can be expressed as:

\[ QS_i = BPF QS_{i-1} \]  \hspace{1cm} (10)

where \( QS_i \) is the longshore transport at grid point \( i \). There were many options for how the bypassed sediment should be distributed downdrift of the groin. The most appropriate distribution of the bypassed sediment, in line with the expected flow pattern around the groin, which attaches roughly at the end of the sheltered area, is to pass all the bypassed sediment at the last sheltered grid point \( i_{last} \) and to leave the sheltered area untouched. To do so numerically, the lateral boundary conditions at the downdrift side of the groin are set as follows:

\[ QS_{i+1} = QS_{i+2} = ... = QS_{i_{last}} = QS_i \]  \hspace{1cm} (11)

Eq. (11) ensures that only the last sheltered grid point obtains all the bypassed sediment and equal signs indicate that there is no sediment transport gradient from the grid point \( i \) to the last sheltered grid point \( i_{last} \). This approach keeps the sheltered grid points fixed in their positions except for the last one, which gives a transport gradient to its following grid point.

That this treatment is more realistic than the classical Pelnard-Considère solution where an erosion peak at the downdrift end of the groin is assumed follows from many examples worldwide, where the erosion peak is rarely found right next to the groin but always some distance downdrift, due to the wave sheltering and recirculation in this area. An example is shown in Supplementary Figure S106, for a groin field at Eastbourne, United Kingdom.

The second approach (Larson et al., 1987) assumes that sand bypassing does not take place only when the groin is totally filled with sand, but it may take place just after the construction of the groin. While sand moves along the coastline, it is influenced by the presence of the shore-normal structures, such as groins and the response of the coastline to those structures varies for different locations and different types of structures. The main parameters that influence the response of the shoreline at the structure are the structure permeability and the bypassing ratio, which is the ratio between the water depth at the head of the structure \( D_s \) and the water depth of the active longshore transport \( D_{LT} \). The bypassing ratio varies between 0 and 1 (Hanson and Kraus, 2011).

Sand bypassing occurs at the seaward end of the groin as long as \( D_s \) is less than \( D_{LT} \). The depth of the active longshore transport is similar to the depth of the highest 1/10 waves at the updrift side of the structure (Hanson, 1989), and represents the time-dependent depth for longshore sediment transport, which is often less than closure depth \( D_c \), and can be estimated as:

\[ D_{LT} = \frac{A_w}{\gamma} \left( H_{1/3} \right)_b \]  \hspace{1cm} (12)

where \( A_w = 1.27 \), a factor that converts the 1/10 highest wave height to significant wave height [-]; \( \gamma \) is the breaker index, the ratio between wave height to wave depth at breaking line [-] and \( (H_{1/3})_b \) is the significant wave height at the line of breaking [m].

Based on the assumption of equilibrium profile shape (Dean, 1991), the water depth at the structure’s head \( D_s \) can be determined as:

\[ D_s = A_p y_{str}^{2/3} \]  \hspace{1cm} (13)

where \( A_p \) is the sediment scale parameter [m\(^{1/3}\)] and \( y_{str} \) is the distance from the structure’s head to the nearest point of the coastline [m]. In that case, the bypassing factor (BPF) is estimated based on the following equation:

\[ BPF = 1 - \frac{D_s}{D_{LT}} \]  \hspace{1cm} (14)

and the bypassing volume increases until reaching its maximum value when the groin is filled with sediment [BPF = 1]. The lateral boundary conditions at the groin are otherwise equal to those for the first approach, as given by Eqs. (6) and (7).
ANALYTICAL TESTS

A number of analytical tests were done to verify the correct implementation of the governing equations and the numerical scheme. They are described extensively in Elghandour (2018). Here, for brevity, the results are summarized for only two of these tests.

Linear Diffusion Test

The first test is the verification test used by Vitousek and Barnard (2015) to validate the CoSMoS model. The shoreline starts with the configuration \( y = a \cos(kx) \), where \( k = 4\pi/L \) and the analytical solution of the shoreline evolution is \( y = a \exp(-vk^2t) \cos(kx) \) where \( v = 2Q_o/D_c \). The model was run with an adaptive time step based on the criterion \( \Delta t < \Delta x^2/2v \). The amplitude of the shoreline perturbation was 100 m, the domain length 5 km, the wave angle 0°. \( Q_o \) was taken at 10^5 m^3/yr, the space step was 50 m and the total simulation time 30 yr. The resulting evolution is stable and accurate, see Figure 4.

Pelgrand-Considère Groin Test

This test reproduces the well-known analytical solution for the accretion and erosion on either side of a groin on a uniform coast, according to Pelgrand-Considère (1956). However, the validity of that solution ends when the updrift side of the groin is completely filled with sand or when the incident wave angle is too high. Both bypassing approaches were tested with different incident wave angles. As expected, the first approach has produced a perfect agreement with the analytical solution for a wave angle of 10° (see Figure 5A), while a slight difference in the shoreline position is observed for a wave angle of 25°, at which the analytical solution loses its validity and overestimates the rate of change in the shoreline position (see Figure 5B). That difference increases when applying the second approach, due to the partial bypassing which slows down the shoreline movement; moreover, the difference downdrift of the groin is due to the effect of the wave shadowing which is not taken into account in the analytical solution (see Figure 5C).

Overall it may be concluded that the comparison with analytical test cases is satisfactory, both for the diffusion test and the groin case, and that the basic equations and numerical scheme have been implemented correctly.

PRINCIPLE TESTS OF COMPLEX BEHAVIOR

Island Deformation

This test was designed to investigate the behavior of a deforming island under different wave spreading and spit overwashing scenarios. The initial coastline is a perfect circle with a radius of 500 m. The mean wave direction is from the West, 270° N. A wave height of 1 m and a transport coefficient of the CERC1 formula was applied, leading to a maximum transport of 1 Mm^3/year. The simulation ran for 4 years in all cases. The wave spreading varied between 0°, 90°, and 180° and the grid resolution was 50 m.

For the case without wave spreading two long and narrow spits extend from the island, under the theoretical (Ashton et al., 2016) angle of 45° relative to the wave propagation direction. In the case where no spit overwashing is allowed the section of the spits nearest to the island becomes thinner and at some point breaches; this process repeats itself. The overwashing process paradoxically ensures the survival of the spit as the landward migration attracts sediment due to the longshore transport gradient that is created.
by the local retreat due to overwashing. In Figure 6 the effect of the critical spit width is illustrated. In the left panel, without the overwash mechanism, the spit breaks apart; the overwashing with spit width of 100 m (middle panel) or 200 m (right panel) clearly leads to more robust spit behavior. For the case with 90° spreading the coastline is more curved and the spit wider because (a) waves can initially reach further around the island and (b) the transport can get around the tip of the spits more easily during the conditions most perpendicular to the spit. For the case of 180° spreading the spits cannot fully develop and are wrapped around the island, which turns into a retreating, jellyfish-like shape. For the cases with larger spreading the spit overwashing has a much less dominant effect.

### Island Merging

This test has been designed to examine the model stability and behavior under the merging and splitting of different coastal sections. The initial island configuration and the wave conditions and other settings are the same as in the previous test case, but now the island is located 800 m from a straight beach facing West. The duration of the simulation is 10 years in this case. In Figure 7 the process of island deformation, migration to the coast and welding with the coast is illustrated for the case of a critical spit width of 100 m. In the top panels, the case of no directional spreading shows the formation of a lagoon after 2 years. The barrier overwash procedure allows for the rollover of the barrier enclosing the lagoon, leading to a rapid landward migration and welding of the barrier with the original coastline, after which the island has interestingly left two distinct humps and two small lagoons on the original coastline. A similar process, though slower and with less longshore extent, takes place with the higher spreading of 90°. In this case one extended lagoon remains. Finally, for a large directional spreading of 180° the island as a whole migrates onshore and welds to the beach, leaving only a small lagoon. Since the island is shielding northerly wave directions in the South and southerly directions in the North, it also acts like an offshore breakwater, attracting sand behind the island at the cost of erosion at some distance. For this case the final coastal shape is quite stable, as the southern part is oriented toward waves from the South and shielded from those from the North and vice versa.

These developments appear to be realistic and demonstrate the capability of the model to evolve coastal shapes through significant changes. Welding of a spit to the coast is frequently observed, as in, for instance, the case of the Sandmotor, shown in Section “FIELD VALIDATION.” Configurations such as the final one for a spreading of 180° are commonly seen when the wave climate has a large spreading, as for instance for the island heads in Zeeland, in the south of the Netherlands. A jellyfish-like shape migrating in the wave propagation direction as seen in the bottom panels of Figure 7 and the right-hand shapes of Figure 6 are clearly visible in, e.g., the Noorderhaaks, a sandy island between the coasts of North Holland and Texel in the Netherlands.

### Flying Spits

In order to test the model performance under a high angle of wave incidence, and to verify the model ability to grow spits through the instability mechanism according to Ashton et al. (2001), the test conditions follow the numerical test introduced by Kaergaard and Fredsoe (2013b). For this test the initial grid size = 250 m, spit width = 250 m, closure depth = 15 m and the CERC2 formula was applied; the total simulation time was 250 years. The total shoreline length was 100 km, the initial undulation length was set to 5 km and the initial amplitude of the undulation was 50 m. The wave conditions were kept constant at a wave height of 1 m, a peak wave period of 5 s and a mean wave direction of 300°.

Periodic boundary conditions were used to the left and Neumann boundary conditions were used on the right boundary. Figure 8 shows a section of 50 km in the middle of the test coastline at different stages. We clearly see the initial disturbances grow into wave-like patterns, which grow and merge into larger length scales, and finally reach the stage of flying spits, from which even small islands can be detached.

The single high angle wave direction leads to small protuberances, which accrete forming larger bumps (around

---

**FIGURE 6** | Deformation of an island due to waves with mean direction from the West; wave spreading uniform 0°, 90°, and 180°, respectively. Left panel (A): no overwash. Middle panel (B): critical spit width 100 m. Right panel (C): critical spit width 200 m.
100 years) and the bumps’ crests evolve while the flanks retreat. This continues until they reach the point when the shoreline angle is equal to the maximum transport angle, when the upwind correction applies so that a spit forms. The shoreline angle at the up drift side increases but cannot exceed the maximum transport angle. The spit evolves to the down drift direction. As shown in Figure 8, after a while sometimes breaching might occur at the spit neck so small islands can be detached. Part of the shoreline at the down drift side of the spit is shadowed from the approaching waves; that feature does not change after spit formation. This is not always the case in reality as it might be filled up by aeolian transport, due to overwashing or due to wave approach from the down drift direction.

As the spit extends offshore, the spit tip migrates toward the down drift direction and repeatedly a new spit tip forms, taking over the old tip. The spit migration speed is 28 m/yr on average. The growth rate of the spit was approximately estimated to be 15 m/yr at Walvis Bay, Namibia according to Elfrink et al. (2003).

Though different in details from the results of Kaergaard and Fredsoe (2013a) we also see the development of the spits with a wave length in the order of 5 km after approx. 120 years; their model includes nearshore wave refraction over the evolving bathymetry and thereby suppresses smaller-scale disturbances apparent in our model.

Overall the growth rate is slower than estimated by the model presented by Ashton and Murray (2006); the reason for the slower growth rate is mainly that the transport coefficient they applied leads to sediment transport in the tens of millions of m$^3$/yr, which is not realistic.

In natural conditions, the entire coast is affected by multiple wave approach angles and also the alongshore boundary
condition impacts the evolution behavior. More complicated conditions and real cases will be the subject of further studies. The current case, however, shows that the new numerical approach is capable of reproducing similar flying spit features as in both Ashton and Murray (2006) and Kaergaard and Fredsoe (2013a).

Van Rijn’s Compendium of Coastal Forms

The following case is inspired by the picture in van Rijn (1998), see Figure 9. It describes a compendium of coastal features, based on the author’s experience, and the authors’ ambition was to re-create most of them in a single simulation, highlighting that any coastal shape predominantly created by wave-driven longshore transport can be produced by the proposed model.

The initial setup is shown in the top panel of Figure 10. It contains a coast with sharp variations in orientation with a sandy island and two hard offshore breakwaters or rocky obstacles. The wave climate is from the South with a constant offshore significant wave height of 1 m and a random spreading of 120°. The CERC1 formula was used, with a coefficient $b$ of 1 Mm$^{1/2}$/yr. The grid resolution was 200 m and a fixed time step of 1/50 yr was applied. The profile height was taken as 6 m and the critical spit width was taken as 100 m. We see a number of spits developing, on the sides of the island and on all protruding parts of the coast ‘bay-mouth spits’ can be seen (Figure 10). After 20 years the island spits weld to the coast creating a lagoon. The western breakwater captures the westward longshore transport, creating a tombolo. After 50 years the central spits merge together and start extending seaward, while the island has fully disappeared, its sand distributed along the eroding coast. On the western coast the headland spit has welded to the coast, creating a curved embayment with an enclosed lagoon.

These developments seem quite realistic and intermediate shapes bear substantial resemblance to the sketches in Figure 9. They form an illustration of the capability of ShorelineS to represent not just incremental coastal changes, but radical transformations of the coast over long timescales.

The coloring of Figure 10 is done through post-processing on a fine grid, where for each pixel a record is kept of when it has become land or sea. This representation facilitates a comparison with observed horizontal stratigraphic features such as beach ridges.

In order to test the sensitivity of the model, in this case involving drastic transformations, to the grid resolution an additional test was done with half the grid size, e.g., 100 m instead of 200 m. The resulting evolution over the first 50 years is shown in Supplementary Figure S107. Qualitatively, the same features are generated and on several elongated coastal stretches the differences are quite small. Because of the random variation of wave conditions, the differences are relatively larger in the beginning than at the end of the
simulation; largest differences occur near the tips of spits, as would be expected.

It may be concluded from this test case that ShorelineS is capable of producing a range of observed coastal features, just based on an initial coastal configuration. Whether ShorelineS also predicts the properties of these features and the rate of change of their evolution correctly will be the subject of further study. In the following, two field case studies are given that show a (still limited) validation of this capability to quantitatively predict coastal evolution for complex cases.

FIELD VALIDATION

The capability of ShorelineS to represent real-world coastal evolution is illustrated through the example of the Sand Engine (Stive et al., 2013; de Schipper et al., 2016), as well as for a groin scheme at Al-Gamil Beach, Egypt. Especially, the appropriate representation of rates of change (i.e., transport rates and subsequent gradients) and the shape of the coastline are considered essential properties of a shoreline model.

Sand Engine, Ter Heijde, the Netherlands

The Sand Engine is a large-scale sand nourishment (21 million m$^3$ of sand) which can also be seen as a temporary land reclamation. The hydrodynamics and morphology at the Sand Engine have been the subject of intensive modeling efforts with 2DH process-based models (Luijendijk et al., 2017; Huisman et al., 2018), 1D line models (Tonnon et al., 2018) and hybrid approaches (Arriaga et al., 2017), all of which take considerable time to set up, calibrate and run (run times of up to months), and require a high level of expertise. The results are reasonable after considerable tuning, but only the most expensive process-based approach leaves behind a lagoon after the spit has merged with the mainland. Furthermore, typical coastline models represent either the shape (e.g., Ashton et al., 2001) or transport rates (Tonnon et al., 2018) well, but seldom perform well for both.

The ShorelineS model, on the other hand, requires only the initial, complex coastline and a nearby deep water wave climate. The latter is given as a probability distribution of (50) wave direction bins, each with equal total energy flux, with one wave height class per direction, as depicted in Supplementary Figure S108, since an accurate representation of the directional wave climate is the most important aspect in the schematization. The shape of the distribution is constant in time. Dots indicate offshore measurements over a 10-year period. Each bin (contained in the red boxes) contains the same total energy flux and the representative wave height for each bin is denoted by the red dots. Each time step a wave condition is selected randomly from these 50 conditions.

The initial model resolution was set at 100 m. After this the only tuning needed was of the transport magnitude (formula CERC1, $b = 500,000$ m$^{1/2}$/yr/rad), and the profile height (10 m). These parameters only influence the speed of developments, not the shape.

The results of the Sand Engine forecast (Figure 11) qualitatively reproduce well the shoreline reshaping over time and quantitatively reproduce the observed behavior, at minimal runtime (approximately 15 min). Even the shape of the spit is reproduced well in the model showing a smooth elongated connection to the mainland in September 2016 similar to the field observations. The temporal development of the erosion (middle panel in Figure 11) obviously misses the seasonal component (with sudden steps of erosion due to storm events) which is due to the use of an average climate, but the use of a temporally varying nearshore wave climate would also allow for the computation of the steps over time.

To quantitatively assess the performance of the model the distances $\text{dist}_{\text{mess(t)}}-\text{initial}$ between two observed coastlines and between the observed and computed coastlines at a given time, $\text{dist}_{\text{comp(t)}}-\text{meas(t)}$ are computed. These distances are assigned a
positive sign when the coastline moves seaward and negative when it moves landward. The following parameters:

\[
\text{bias}_m(t) = \frac{1}{T} \int_0^T \text{dist}_{\text{meas}(t) - \text{initial}} \, ds
\]

\[
\text{rms}_m(t) = \sqrt{\frac{1}{T} \int_0^T \text{dist}^2_{\text{meas}(t) - \text{initial}} \, ds}
\]

\[
\text{bias}_c(t) = \frac{1}{T} \int_0^T \text{dist}_{\text{comp}(t) - \text{meas}(t)} \, ds
\]

\[
\text{rms}_c(t) = \sqrt{\frac{1}{T} \int_0^T \text{dist}^2_{\text{comp}(t) - \text{meas}(t)} \, ds}
\]

\[
\text{BSS}(t) = 1 - \frac{\text{rms}_c(t)}{\text{rms}_m(t)}
\]

In these parameters, \(\text{bias}_m\) denotes the net measured shift of the coastline (positive seaward), \(\text{rms}_m\) the root-mean-square deviation of the measured coastline, \(\text{bias}_c\) is the net shift between measured and computed coastline positions, \(\text{rms}_c\) is the root-mean-square difference between measured and computed coastline and \(\text{BSS}\) is the Brier Skill Score, a measure of the model skill frequently used in morphodynamic modeling, e.g., Figure 12 shows an example of this computation, with the observed and computed coastlines in the left panel, along with their error parameters, and the distances as a function of the alongshore distance in the right panel. Region A shows accretion in measurements and computations, Region B has a huge erosion. Region C is the area where the spit welds to the coast and then spreads North. In region D the lagoon that is formed by this welding is seen. Region E includes the original lake that does not move much. The rms error between measured and computed coastlines at this time is 42 m, whereas the rms difference between the initial and measured profiles at the same time is 144 m. In Figure 13 the development of the errors in time is visualized, showing that the error between observations and computation increases slowly in time, whereas the observed change keeps increasing; hence, the skill, as represented by the Brier Skill Score (BSS) commonly used to assess morphological model results, increases from 0.22 in the first half year to 0.65–0.7 and remains relatively constant. The relatively low skill in the beginning is due to a combination of the occurrence of a very stormy season and a low signal to noise ratio. According to the classification given by Sutherland et al. (2004) the skill develops from good (0.2–0.5) to excellent (0.5–1.0).

### Application at Al-Gamil Beach, Port Said, Egypt

The main aim of this application is to validate the model in simulating shoreline response within a groin field where sand nourishment with different nourishment rates has been placed along the groin field. Moreover, it is aimed to evaluate the effect of the sand bypassing introduced through the new treatment of the groins, as discussed in Section “Treatment of Groins” and (Ghonim, 2019) in obtaining more realistic results. Data for this case were obtained from the Egyptian Shore Protection Authority through personal communication.

### Background

Port Said is a coastal city located in the North-East of Egypt and stretches about 30 km along the Mediterranean Sea. Supplementary Figure S109 shows the study area which is located west of the city and lies between (31°16′52.6″N, 32°14′48.43″E) and (31°16′33.31″N, 32°17′05.96″E). The existence of a tidal inlet in the west of the area causes imbalances in the longshore sediment distribution as it works as a sink, where the longshore drift tends to be deposited inside the inlet. This has caused erosion problems in the study area which is located downdrift of the tidal inlet, given that waves are dominantly approaching the coast from the North-west direction. A groin field that consists of 14 groins with different lengths varying from 80 to 50 m, and constant spacing of 170 m was constructed from 2010 to 2011 to minimize the erosion in that area. Moreover, a sand nourishment of around 125,000 m³ was placed in the spaces between the western 6 groins, while approximately 75,000 m³ of sand was nourished in the areas in between the remaining groins since they are shorter, so as to accelerate the effectiveness of the groin field in counteracting erosion. In addition, 800 m along the downdrift side of the groin field were nourished with around 280,000 m³ of sand to compensate for the shortage of sediment there and to let the sand move naturally along the coastline. The
nourishment work started just after the construction of the groin field and took six months to be completed.

**Wave Climate and Historical Shoreline**
The historical satellite images in Google Earth Engine were used to manually extract the groin field location and shoreline locations in 2011 and 2018 in World Geodetic System (WGS) 84; then, all coordinates were converted to Universal Transverse Mercator (UTM) coordinates. The wave climate of the ERA5 reanalysis with $0.25^\circ \times 0.25^\circ$ resolution, produced by the European Centre for Medium-Range Weather Forecasts (ECMWF) was used to extract wave climate during the simulation period at a location 1 km offshore of the study area. The wave climate was schematized to 50 wave directions and their representative heights using the same method as for the Sand Engine case; the resulting distribution is shown in Supplementary Figure SI10, showing a dominance of wave directions from the North-west.

**Model Setup**
The initial coastline in 2012 and the groin field were introduced as land boundaries in UTM coordinates. The partial bypassing approach according to Larson et al. (1997) was used in this application as it gives a better representation of the real bypassing.
around groins. The model estimates the bypassing factor, $BPF$, based on the water depth at the tip of each groin $D_s$ (Eq. 13) and the depth of the active longshore transport $D_{LT}$ (Eq. 12). The median grain size $D_{50}$ is 0.20 mm as the Port Said coast is characterized by fine sand. The sand nourishment was introduced in the model as nourishment rates with start and finish dates, based on the applied nourishment volumes and the active profile height. An initial grid size of 25 m was chosen. Since the sand nourishment was introduced in the model within the first six months of the simulation, the nourishment rates were set to zero from the first of July 2012 until the end of the simulation. The nourishment volumes were 125,000 m$^3$, 75,000 m$^3$, and 280,000 m$^3$ in between the western six groins, in between the remaining groins and along the area downdrift of the groin field, respectively. The width of the nourishment area in between the groins was set to 170 m representing the constant spacing between the groins, and 800 m for the area downdrift the groin field. The active profile height is the beach berm height plus the closure depth, $D_c$, which is equal to approximately $9H_s$ where $H_s$ is the mean annual significant wave height (m). The period of the nourishment process was set to six months. The wave climate is discretized based on a probability distribution of 50 wave direction bins, each with equal total energy flux and one wave height class per direction as seen in Supplementary Figure S110. At each time step, a wave condition was selected randomly from this distribution and the transport was estimated using the CERC1 formulation. The beach profile was estimated using a Dean (1991) profile, and the depth of active longshore transport is estimated every time step according to the wave height (Eq. 12). The partial bypassing method was chosen since the depth of active longshore transport frequently exceeded the estimated depth at the tip of the groins.

**Model Results**

The model results at the end of the simulation (2018) are shown in Figure 14. The figure also indicates the shoreline location extracted from the historical satellite images in Google Earth Engine in 2011 and 2018.

Figure 14 indicates that the model has produced satisfactory results compared to reality, although the diffraction phenomena behind the structures were not taken into account, leading to local errors just in the lee of each groin. The advancement of the coastline and the increase of the bypassing factor, $BPF$, were high during the first six months due to the high nourishment volumes.
rates. Then, the nourishment was stopped and the coastline kept advancing due to the longshore transport and the bypassed sediment. Furthermore, the coastline reached a stable state at the tips of the groins where the maximum bypassing factor, BPF, was achieved, proving the validity of the model in representing the effect of bypassing in stabilizing the coastline.

Similar error statistics as for the Sand Engine case were computed, with a small bias and rms error of 3 m and 7 m, respectively, between measured values and model results, compared to rms of measured changes of 34 m. The model performed in the category excellent, with a BSS of 0.79.

DISCUSSION

The flexible grid in the ShorelineS model allows for the evaluation of coastline changes for a wide range of applications that are not covered in most existing models, such as complex spit development and merging islands. At the same time, the standard cases with mildly curved coastlines are dealt with successfully. The model is extremely easy to run, as it merely requires initial coastline polylines, polylines of hard structures, offshore wave data and some parameter settings. These data are generally readily available through satellite imagery and global or regional wave hindcasts, or local wave data.

A first validation with a complex real-world case (the Sand Engine; de Schipper et al., 2016) shows that the methodology has the potential to be used as an efficient engineering tool, accurately reproducing the average erosion of the peninsula over time. The initial deformation of the spit and welding to the coast is impossible to simulate with standard coastline models, and the detailed 2DH morphodynamic models that can, in principle, describe this take several orders of magnitude more computation time (months vs. tens of minutes). Also the accretion on both sides of the harbor of IJmuiden, as described in Roelvink and Reniers (2011), is readily reproduced. Apparently, the shielding of waves at the structures is already sufficient to reproduce the local coastline orientation. The case of Al Gamil, Egypt also shows that the effect of local structures such as the groin scheme implemented there, in combination with nourishments, can be simulated with excellent skill, when a realistic bypassing function is applied.

The active profile depth is typically fixed in coastline models such as ShorelineS, but may, in practice, vary spatially and temporally depending on the wave conditions and the pre-existing bathymetry. The current approach is considered suitable for coastlines with rather uniform profiles (with similar orientation toward the sea), which is often the case for a shelf sea coast (e.g., in the Netherlands or Gulf countries). The Sand Engine case could, for example, be modeled well with just a single active height despite being a complex landform with slightly different conditions acting at the seaward extending head and lateral sides. However, the antecedent bathymetry may play a large role for landward propagating coastal barriers or spits over low-lying marshes or lagoons, where the seaward side is much more exposed to waves than the landward side, which is much shallower. Consequently, the landward retreat of spits due to overwash may be less than computed by the model, taking into account that less sand is needed on the landward side to build the profile. A more precise definition of the active heights based on global and local resources would, therefore, be very desirable for such situations to precisely assess these changes at landward propagating coastal barriers or spits over low-lying marshes or lagoons.

In sediment-starved nearshore regions, the actual alongshore sediment transport is smaller than the potential transport, which eventually affects the alongshore gradient and corresponding morphological change, as shown by Payo et al. (2018). In our model such processes are not yet represented.
An easy step to take into account variations in wave height and direction due to refraction over uneven offshore bathymetry is to create a transformation table from offshore to nearshore wave conditions along a depth contour or on a large-scale grid, from which ShorelineS can interpolate the alongshore-varying wave direction and height. Such applications are already applied in practice and ShorelineS supports this through the use of a fast 2D wave refraction solver. Steps further are to feed back the shoreline changes into the bathymetry used in the wave model, as e.g., in Robinet et al. (2018), or to even consider emerged, un-erodible layers due to geological formations, which may potentially be buried by sand but may have a significant influence on shoreline evolution, as in Robinet et al. (2020).

The flexible grid is essential for unconstrained modeling of strongly curved local coastline features such as salients and tombolos at offshore breakwater schemes. Many methods are available to estimate the effect of refraction and refraction behind offshore breakwaters and other hard structures or headlands (Wiegel, 1962; Goda et al., 1978; Dabees, 2000), which can, in combination with the flexible grid of ShorelineS, be used to quickly and accurately evaluate the morphological development of salients or tombolos behind structures. This will be a great step forward since the existing reduced complexity coastline models on the other hand suffer from the requirement that a reference position of the grid should be provided (Hsu et al., 2010; Ruggiero and Buijsman, 2010) which cannot follow the considerable changes in coastline curvature that may take place when a tombolo develops. Even the complex field models solving these features on a map often need very dense grids or require rather elaborate wave modeling, such as Boussinesq wave modeling (Karambas and Samaras, 2014), thus slowing down simulations considerably. These models often have difficulties in assessing the precise position of the waterline as a natural profile shape is difficult to maintain (Grunnet et al., 2004; van Duin et al., 2004). First steps to include diffraction in ShorelineS were taken in Elghandour (2018) and full implementation and validation will be described in an upcoming paper.

The current approach used in the ShorelineS model assumes a static profile which can move in the cross-shore direction depending on incoming sand supply and the defined active height. In practice this works well for most engineering problems, which are dominated by the alongshore wave-driven transport and act at a yearly time scale. Over longer time-frames the smaller but consistently present cross-shore losses play an increasingly important role as was shown by Vitousek et al. (2017) for the erosion at the Pacific Coast of California. In their study they estimated that sea level rise will contribute 69% of the losses over the period 2010 to 2100, while it contributes only 1% over the hindcast period from 1995 to 2010. Approaches to account for sea-level rise (e.g., effect, barrier rollover and basin infilling) will be needed to further enhance the capabilities of ShorelineS on longer time horizons. In addition, it is considered relevant to also include seasonal changes due to wave energy variations (Yates et al., 2009) to keep track of a set of cross-shore profile positions (Larson et al., 2016). It will then be possible to also assess seasonal variations in beach position and potential retreat rates for extreme situations (Ranasinghe et al., 2012). Ensemble forecasts can then be made with the relatively swift ShorelineS model to assess a number of realizations of the future coastline position accounting for variations in initial and boundary conditions as well as uncertainty in model parameters. The potential for such approaches was recently shown by Montañó et al. (2020) in a unique comparison of a number of mostly equilibrium-type cross-shore models and data-driven models against a 15-year calibration dataset followed by a blind 3-year ‘shorecast.’

The relatively straightforward model input of the ShorelineS model provides a unique opportunity to automatically process large data sets of remotely sensed coastal information, as the precise definition of the coastal reference lines does not affect the forecasts. Satellite derived time-series of shoreline positions (Luijendijk et al., 2018) may be derived at intervals of days to a few months (depending on the number of cloudy days) with sub-pixel accuracy. This provides a basis for calibration and validation of coastline models, which continuously improve the predictions through data-assimilation.

Coastline models are typically not suitable for the details of the rather complex three-dimensional (3D) bathymetries in the vicinity of tidal inlets, but as an outlook to the future it is envisioned that 2DH bathymetry can be coupled to the ShorelineS model for which computations of tide and waves can be performed with a numerical model. A two-way coupling between the coastline and a relatively coarse hydraulic 2DH model such as Delft3D (Lesser et al., 2004), can already provide very accurate morphological computations solving the tidal currents, without the need of placing very detailed grid cells in the 2DH model as the transport processes close to the coast are solved within ShorelineS. Changes in coastline position feed back into the 2DH model bathymetry by assuming a cross-shore profile shape. Such developments are also considered essential for long-term computations of coastline development to assess the effects of climate change or geological reconstructions of coasts and deltas, since the computational power of present-day computers is hardly sufficient to solve the effects of longshore currents at large coastal sections (> 100 km) over yearly time scales. As such, the potential of ShorelineS to be easily coupled to more complex field models with relatively coarse grids is a necessity for answering future questions related to sea level rise at century time scales.

Another, much less cumbersome method to treat the behavior of river mouths and tidal inlets through simple algorithms that keep a mouth open at a specified width depending on the discharge, redistribute sediment locally or add the sediment discharge of the river to the adjacent coastal areas. Such approaches have recently been tested and will be the subject of upcoming papers.

CONCLUSION

The development of a new coastline model is described and the model was applied to a number of theoretical and field cases, showing the value of the application of a flexible grid. The test cases show that the model can represent the physics of both low and high-angle wave incidence coasts with simple
structures. Quantitatively the model can accurately hindcast the erosion of a large-scale temporary land reclamation (Sand Engine), providing confidence that not only the patterns but also the spatial distribution of changes can be predicted, with only a single transport coefficient as a calibration parameter. The Brier Skill Score (BSS) increases with time from 0.22 shortly after construction to around 0.7 after a few years. A second validation case describing a groin scheme in Egypt show similar skill when an appropriate groin bypassing function is applied. As such the model is very capable of resolving coastline changes at intermediate time scales (years) for rather alongshore uniform coasts or coasts with spit features. Still, a number of relevant aspects could be improved that are likely to affect performance of the model at short (days to months) and long (decades to centuries) timescales, such as the inclusion of small but consistent losses due to sea level rise (e.g., profile adaptation and ingress of sediment in tidal basins) and a potential retreat due to storms for statistical analyses of coastal safety.

In general, a large number of coastal issues can be solved with the ShorelineS model thanks to the flexible grid, which will allow its application to coasts with large changes in shape such as present at local salient and tombolo developments. Even the migration of barrier islands and tidal inlets is expected to be possible in the near future when ShorelineS is coupled with relatively simple 2D models (e.g., Delft3D, XBeach) that provide nearshore source/sink terms while ShorelineS updates the 2D bathymetric changes. Development is continuing on a number of issues as previously outlined.

DATA AVAILABILITY STATEMENT

Publicly available datasets were analyzed in this study. This data can be found here: https://data.4tu.nl/repository/collection:
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