Accuracy measurements and improvement for complete characterization of optical pulses from nonlinear processes via multiple spectral-shearing interferometry
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Abstract: We demonstrate that multiple spectral-shearing interferometry increases the precision and accuracy of measurements of the spectral phase of a complex pulse (time-bandwidth product = 125) arising from self-phase modulation in a gas filled capillary. We verify that the measured interferometric phase is accurate to 0.1 rad across the full bandwidth by checking the consistency between the spectral phases of each individual shear measurement. The accuracy of extracting pulse parameters (group delay dispersion, pulse duration and peak intensity) for single shear measurements were verified to better than 10% by comparison with the multishear reconstruction. High order space-time coupling is quantified across a single transverse dimension, verifying the suitability of such pulses for use in strong field experiments.
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1. Introduction

Ultrashort optical pulses provide a means both to study and to control dynamics of atoms, molecules and solids on time-scales comparable with electronic and nuclear motion. These capabilities are predicated on the ability to shape the space-time fields incident on the matter, and to measure the scattered or radiated fields with high accuracy and precision. New insight into and control of these dynamical processes will therefore accrue from better ways to shape and to measure broadband coherent optical fields across a range of wavelengths and timescales.

In recent publications it was shown that spectral multishearing interferometry can be used to increase the precision of the measurement whilst still maintaining spectral resolution and to overcome any relative phase ambiguities between disjoint spectral regions [1, 2]. In this paper we demonstrate a means to quantify and improve the accuracy and precision for complete characterization of ultra-broadband optical pulses generated via a nonlinear process (self-phase modulation in a gas-filled capillary) by the application of spectral multishearing interferometry to the measurement of the spectral phase of the pulse. Precision is enhanced compared to single-shearing interferometry due to an over-determination of the spectral phase; accuracy is enhanced by ensuring the relative phase across spectral nulls are recovered. The accuracy in the reconstruction of the spectral phase is estimated by comparing the different shear measurements. We use this method of experimentally estimating the accuracy of the spectral phase reconstruction to perform an extensive systematic study on the quality of the space-time characterization of a hollow-core fiber pulse compressor system for generating intense few-cycle pulses for use in strong field experiments. We utilize the improved accuracy to measure the complete temporal pulse as a function of a single transverse dimension and to quantify the complexity of the pulse based on its time-bandwidth product.

1.1. Choice of a measurement technique

Currently there exists a plethora of devices for complete temporal characterization of ultrafast optical pulses [3]; the most commonly used devices are based on spectrographic or spectral-shearing methods (e.g. FROG [4, 5] and SPIDER [6, 7]). Each specific device has its own advantages and disadvantages and variants of these methods have been designed for measuring a particular class or set of classes of pulses. One particular set of pulses of current interest are those that have been modified by a nonlinear process, such as self-phase modulation [8] or ionization [9]. These processes have proven useful for generating intense few-cycle pulses [10] for use in strong-field physics [11, 12], super-continuum generation [13] for spectroscopy and self-guided propagation for LIDAR [14], to name a few examples. Since the electric field is a fundamental entity in these processes, and is the quantity studied in simulations, and since the dynamics of the nonlinear propagation can be very sensitive to the incident (space-time) field, quantitative agreement between experiments and simulations can only be obtained if accurate and precise (space-time) measurements of the electric field incident on and emerging from the nonlinear processes are made. In the case of highly nonlinear processes such as filamentation, the accuracy requirements for these measurements are much more stringent if one is to be able to unambiguously determine the relative contributions of different nonlinear processes (e.g. high-order Kerr effects and ionization). Additionally, single-shot acquisition may also be important to understand shot-to-shot statistics [15, 16], for example in studying optical rogue waves [17]. Hence improving the accuracy, precision and capabilities of complete characterization methods are still vitally important in the study of nonlinear dynamics.

Complete characterization of pulses from nonlinear interactions is a challenging task: (1) the generation of new frequencies prevent reference based methods from being used without a well characterized external source with the same bandwidth; (2) fragmentation into multiple pulses and disjoint spectral regions increase the complexity of the pulse under study and therefore
increase the spectral and temporal resolution requirements; (3) coupling between the spatial and spectral/temporal degrees of freedom require a device that is capable of measuring this space-time coupling, (4) the nonlinear interaction is more sensitive to perturbations in the input field, hence single-shot acquisition is preferred.

Interferometric methods have several advantages over spectrographic and tomographic methods in respect to measuring pulses from nonlinear interactions: the measured data and information extracted are encoded with the same number of dimensions (e.g. an imaging spectrometer can be used to measure the spectral and one spatial dimension of a pulse on a two-dimensional array detector in a single acquisition), and thus can easily be extended to measure space-time coupling in the pulse [18, 19]. The measured spectrum is linear in the input spectral intensity, enabling the measurement of low intensity spectral regions. Additionally, low intensity temporal sub-pulses manifest themselves as a strong modulation in the spectral intensity and/or oscillations in the spectral phase and so can often be easily detected. Finally, the reconstruction of the spectral phase is algebraic (non-iterative), providing a means to test the precision and consistency of the data; and local, thus any error in the spectral phase can be attributed to a specific spectral region.

The most common interferometric self-referencing methods are based on spectral-shearing interferometry, which has some disadvantages. For example, the measured interferometric phase is integrated across the spectrum to obtain the test pulse spectral phase. In the case of a nonlinear process, the output pulses have a strongly modulated spectrum that needs to be sampled with high spectral resolution; but as the bandwidth can span an octave or more, this can result in the accumulation of a large error across the full spectrum. Additionally, the relative phase of disjoint spectral regions (i.e. spectral regions separated by a region of zero or low spectral intensity) can be lost since the measured phase in the spectral null is undefined. Finally, these methods contain no direct temporal information and so at first would appear to have no means to check the integrity and thus accuracy of the reconstructed temporal profile. Consistency checks on single shear measurements [20] ensure a suitable shear is used for the pulse being measured, but cannot verify other systematic errors, for example ensuring the ancillary pulses are monochromatic over the test-pulse duration. By performing spectral multishearing interferometry, these limitations can be overcome and additional consistency and accuracy tests can be performed, whilst maintaining all the advantages of interferometry previously described.

2. Experimental setup

The spectral phase of the test pulse (TP) is measured by means of spectral-shearing interferometry: two spectrally shifted pulse replicas are interfered and the spectral phase extracted from the interferogram (referred to later as the SPIDER phase) is extracted via the Takeda algorithm [21]. For small spectral shears, this phase is approximately equal to the spectral phase gradient, or chirp of the TP. Although this provides for an intuitive understanding, the phase of the TP can be recovered exactly (in the absence of noise) via concatenation with a sampling frequency equal to the spectral shear. In the case of multishearing interferometry, the purpose is to find the spectral phase that is most consistent with measurements made with various shears. This can be achieved via a simple matrix inversion adapted from [1].

For our measurements, we utilize a spatially encoded arrangement spectral phase interferometry for direct electric-field reconstruction (SEA-SPIDER) device specifically designed for the measurement of few-cycle pulses. The details for this device can be found in [22]; for clarity the concept is explained in Fig. 1. The spectral shear is varied by altering the arrival time of one of the chirped pulses with respect to the other. A calibration trace is taken by setting the delay between the two chirped pulses to zero, such that the spectral shear is then zero. Since all measurements are referenced to this calibration trace, the measurements presented here cor-
Fig. 1. SEA-SPIDER concept. The two signal pulses (SP \(_1\) & SP \(_2\)) are created via type II sum frequency generation (SFG) in a \(\chi^{(2)}\) nonlinear crystal (e.g. 30 \(\mu\)m BBO) of the test pulse (TP) with two spatially tilted and highly chirped ancillary pulses (CP \(_1\) & CP \(_2\)) separated in time by a delay \(\tau\). During the SFG, the TP interacts with two different quasi-monochromatic frequencies, resulting in two spectrally sheared replicas of the test pulse centered near twice the fundamental frequency. The upconverted interference pattern is filtered using a blue filter (BF) and spatial filter (SF), then imaged onto the entrance slit of an imaging spectrometer. The spatial tilt results in spatial fringes, enabling the extraction of the spatially-dependent spectral phase. Experimentally, focusing mirrors are used for \(f_1\) and \(f_2\) to prevent chromatic aberration and dispersion of the TP.

respond to HOT-SPIDER [23] where one of the signal pulses (SP \(_2\)) acts as a local oscillator and thus its spectral phase is irrelevant. A major advantage of this geometry is that there is no error in the reconstructed phase due to an error in the calibration of the time-delay between the pulses [24]: this is guaranteed to be zero since the pulse is referenced to itself. We chose a scanning method to enable measurements on the space-time coupling of the pulses emerging from the hollow-core fiber compressor, to ensure that they were suitable for strong field experiments such as high harmonic generation. One can perform the exact same analysis presented in this paper on single-shot measurements made with the device described in [2] if shot-to-shot statistics are required.

Since the different spectral shear measurements are taken sequentially by varying the delay, \(\tau\), between the two chirped pulses via a manual translation stage, it is necessary to ensure that the pulse being measured does not vary significantly during the experiment. Therefore we measured the fundamental spectrum on a fiber-coupled spectrometer between each successive shear measurement. The measured spectrum and its statistics are shown in Fig. 2. The intensity error in Fig. 2 (a) is calculated as a percentage error with respect to the ensemble average without normalization of each individual measurement. We do not normalize to a constant energy to emphasize the shot-to-shot stability. Since the total nonlinearity after propagating through the capillary is significant (resulting in spectral broadening by a factor of three or more), any fluctuations in the pulse shape (as a result of intensity, phase or coupling instabilities) would also manifest themselves in the broadened spectrum. Using a motorized stage would enable automation of the process, significantly reducing the acquisition time and thus minimizing the effects of fluctuations in the TP.
Fig. 2. Pulse spectrum variation during measurement acquisition. (a) Intensity error between measured spectrum and ensemble average. (b) Histogram of spectral error (counts along horizontal axis). (c) Measured spectra (blue=zero intensity, red=maximum intensity, smoothed to remove electronic read-out noise); the pulse’s spectral moment (black dots) and RMS width (white dots) are superimposed. (d) Ensemble average (black line) and standard deviation (red band).

3. Spectral phase reconstruction

After performing Fourier filtering of the measured SPIDER interferogram via the Takeda algorithm, the interferometric term \( D(\omega, \Omega) = E_{TP}(\omega - \omega_{CP} - \Omega) E_{TP}^{*}(\omega - \omega_{CP}) \) is obtained in terms of the test pulse analytic field \( E_{TP} \). Here, \( \omega_{CP} \) is the quasi-CW upconversion frequency derived from CP1 during the calibration measurement and \( \Omega \) is the spectral shear (defined such that a positive shear shifts the pulse to higher frequencies). The SPIDER phase is then defined as

\[
\theta(\omega, \Omega) = \arg \left[ D(\omega + \omega_{CP}, \Omega) D_{\text{cal}}^{*}(\omega + \omega_{CP}) \right] = \phi_{TP}(\omega - \Omega) - \phi_{TP}(\omega). \tag{1}
\]

This equation can be expressed in terms of a matrix equation relating measured SPIDER phases to the unknown test pulse phase via a set of linear operations:

\[
\theta_{(m+S)} = \sum_{n=0}^{N-1} \left[ A_{(m+S)n} - B_{(m+S)n} \right] \phi_{n}, \tag{2}
\]

where \( \phi_{n} = \phi(\omega_{n}) \) is the desired test pulse phase sampled at points \( \{\omega_{n}\} \) and \( \theta_{(m+S)} = \theta(\omega_{m}, \Omega_{s}) \) is the measured two-dimensional SPIDER phase mapped into a vector and sampled at frequencies \( \{\omega_{n}\} \) for shears \( \{\Omega_{s}\} \); \( n = 0, 1, \ldots, N - 1, \ m = 0, 1, \ldots, M - 1, \) and \( s = 0, 1, \ldots, S - 1 \) are integer indices; \( N \) is the number of sampling points for the reconstructed test pulse phase; \( M \) is the number of frequency sampling points for the measured SPIDER phase and \( S \) is the number of shear measurements.

If \( \omega_{m} = \omega_{0} = \omega_{0} + n\Omega_{0} \) and \( \Omega_{s} = a_{s}\Omega_{0} \) where \( a_{s} \) is an integer (\( \omega_{0} \) is the first sampled frequency and \( a_{0} = 1 \)), then \( A_{(m+S)m} = -B_{(m+S)(m+a_{0})} = 1 \) and zero at all other points, as
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described in [1]. Since this requires the shears to be integer multiples of each other, it is necessary to be able to accurately set the shear during acquisition, or to be able to oversample the two-dimensional SPIDER phase and then interpolate onto the evenly sampled grid. The former method is not always practical or feasible, whereas the latter method requires the shear axis to be sampled with the same resolution as the spectral axis; the resolution being determined by the test pulse shape according to the sampling theorem. In this situation, only a subset of the measured data is directly used in the reconstruction; maximal accuracy and precision can only be achieved (for a given amount of resources) if the whole data set is used directly. Therefore we proceed with a slightly more general approach: the test pulse phase at frequencies \( \{ \omega_m \} \) — the measured sampling points — and \( \{ \omega_m - \Omega_s \} \) are calculated via a piece-wise polynomial interpolation of the evenly sampled unknown test pulse phase sampled at frequencies \( \{ \omega_n \} \). The details of this method are described in [25]. The resulting matrix is now a vertical concatenation of band-diagonal (c.f. bi-diagonal) sub-matrices, with the width of the band determined by the order of the interpolation. We find that cubic interpolation is normally optimal.

4. Results

For each value of the shear, 100 SEA-SPIDER interferograms were recorded to enable statistics to be performed on the reconstructed data and any parameters extracted from this data; the SPIDER phase was extracted from each interferogram using a 2D Takeda algorithm and then only the spectral information at the center of the beam was used for the analysis below.

When performing the temporal reconstruction, we used the mean spectral intensity with high frequency noise (due to electronic readout noise) removed. Since we used a silver focusing mirror to image the crystal onto the spectrometer, the detection of wavelengths below 400 nm are compromised. We therefore also spectrally filtered the fundamental spectrum for use in determining the accuracy and temporal intensity (indicated by the yellow region in Fig. 3(a)).

In any real experiment, fluctuations in the spectral intensity would also change the temporal reconstruction. However, the purpose of this paper is to demonstrate the effect different sized shears have on the spectral phase reconstruction and to demonstrate the improvements obtained by using the multishear algorithm. Hence we want to isolate the effects of inaccuracies and imprecision in the spectral phase from fluctuations/inaccuracies in the spectral intensity. The dominant effect causing dispersion in the test pulse temporal reconstructions arise from the test pulse spectral phase reconstruction and not from the spectral intensity.

4.1. Accuracy measurements

One important feature of performing multiple shears is that this provides multiple independent measurements of the same pulse. Therefore each shear measurement should reconstruct the same spectral phase. This is illustrated in Fig. 3(a), which plots the reconstructed TP spectral phase for the different shear measurements via the mid-point/ trapezium integration method [26], the multishear reconstruction, the TP spectral intensity and the signal pulse spectral intensity for \( \Omega = 0 \) (shifted by \( \alpha_{TP} \) to overlap with the fundamental). The 100 measurements for each phase reconstruction enables the probability density function for \( \phi_{TP}(\omega) \) to be estimated; this is indicated by the intensity of the lines. The agreement of the global phase (e.g. the GDD) between the different reconstructions is excellent. Note that in the case of a large spectral shear, the phase in the wings should be disregarded since the intensity of the interferogram in this region is very low. Two important features can be seen as the magnitude of the shear is increased: (1) the precision improves (the deviation from the mean of the individual measurements at a given shear is reduced) and (2) the fine structure on the phase is washed out. The multishear reconstruction remains precise and recovers the fine structure simultaneously, thus qualitatively showing an improvement in precision and accuracy compared to single-shear.
measurements.

The consistency of the different shear measurements can be calculated by using the spectral phase reconstructed via the multishear algorithm to estimate the SPIDER phase for each individual shear measurement (Fig. 4). For each shear, the probability density function is indicated by the intensity of the line, and the SPIDER phase estimated from the multishear spectral phase is superimposed as a black dotted line. The agreement is excellent for all shears where the interferometric amplitude (not drawn for clarity) is above the noise floor. It is clear that the fine structure on the SPIDER phase is physical since it is reproduced for all shears. Therefore we can conclude that all measurements are consistent with each other and thus we can believe that the reconstructed spectral phase is an accurate estimate of the true spectral phase.

We quantify the accuracy estimate of the measurement by calculating the RMS phase error \(\eta(\Omega)\), between the measured SPIDER phase, \(\theta_{\text{meas}}(\omega, \Omega)\) and the SPIDER phase calculated from the test-pulse phase reconstructed from the multishear algorithm, \(\theta_{\text{ms}}(\omega, \Omega)\), as follows

\[
\eta(\Omega) = \left( \frac{\int |D(\omega, \Omega)|^2 [\theta_{\text{ms}}(\omega, \Omega) - \theta_{\text{meas}}(\omega, \Omega)]^2 d\omega}{\int |D(\omega, \Omega)|^2 d\omega} \right)^{1/2}.
\] (3)

The RMS phase error is measured to be approximately 0.1 rad in all cases, quantifying excellent agreement. In the spectral range 420–440 nm, the precision in the SPIDER phase is reduced (especially near 420 nm) as a result of the nulls in the spectral intensity. This is the main cause of poor precision in the reconstructed spectral phase for small shears since the accumulation of phase error resulting from the integration / concatenation across this spectral region is quite large. Larger shears require less points in the concatenation and therefore the accumulated phase error is smaller, resulting in higher precision. In the multishear algorithm, over-determination of the measured phase reduces the effect of random errors.
Fig. 4. Extracted SPIDER phases for the different shear measurements. The intensity of each line represents the probability distribution calculated from 100 measurements for each individual shear. For each shear, the SPIDER phase has also been calculated using the TP spectral phase reconstructed via the multishear algorithm and is superimposed as a black dotted line. The RMS phase error between the measured and reconstructed SPIDER phase for each shear is written above each measurement. The SPIDER phases have been offset from each other for clarity.

Figure 3(b) plots the temporal reconstruction of the test-pulse after compensating the spectral phase accumulated after propagating to the center of a vacuum chamber for high harmonic generation experiments (1 mm fused silica entrance window and 1.6 m of additional path length in air). The pulse duration measured at full width half maximum (FWHM) is shown next to each plot. Again the agreement between the the different shear measurements is excellent, except for the two shears of the smallest magnitude. This is a result of poor precision in regions of low spectral intensity, thus increasing the error in the relative spectral phase of adjacent spectral regions separated by a spectral null.

Table 1 lists a selection of quantities that can be extracted from the reconstructed data (GDD, pulse duration and peak power), as well as the precision and accuracy of the reconstructed data. This data quantitatively demonstrates the features described above, namely that the precision improves as the magnitude of the shear is increased. The accuracy however remains acceptable (0.1–0.2), but not optimal (< 0.1) for all but the smallest shears. This can be attributed to the fact that the size of the shear is a balance between a large enough shear to span spectral nulls such that the relative phase between these two regions is well defined, and a small enough shear to accurately recover the fine structure. From this data, it is clear that in this case a spectral shear of approximately 10% of the pulse bandwidth is optimal; this value is specific to this pulse shape. If a finer spectral resolution was required, a smaller shear would be necessary, resulting in poorer accuracy in the reconstruction.

4.2. Pulse complexity

As discussed in §1.1, nonlinear propagation can result in quite complex optical pulses, even in the case of generation of few-cycle pulse via nonlinear pulse compression. The complexity of a pulse can be quantified by its time-bandwidth product (TBP). One such definition of TBP is the number of points required to sufficiently sample its analytic function, i.e. the ratio of the pulse
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Table 1. Quantitative results from multishear, concatenation (top line for each shear) and integration (bottom line for each shear) methods. Three quantities of interest have been chosen: (1) the GDD \( \phi^{(2)} \), calculated via a weighted polynomial fit about the center of mass of the fundamental spectrum) of the pulse before compensating the optical path to the experiment, (2) the pulse duration measured at FWHM \( \Delta t_{\text{FWHM}} \) and (3) the peak power \( I_0 \) of the pulse after compensating the optical path to the experiment. In each case, the mean values from the sample distributions are shown along with the standard deviation of the sample estimate in brackets, and hence the precision of the estimated value (note this is not the standard error in the estimate of the mean). The percentage error \( \Delta \) has been calculated with respect to the multishear value, since this is deemed as the best estimate of the true value from our experimental data. The precision \( \sigma \) is a measure of the standard deviation of the RMS pulse error for the sample distribution [20]. The accuracy \( \varepsilon \) is calculated from the RMS error between the pulse means reconstructed from the multishear algorithm and the individual shear reconstructions [26].

| Shear | \( \phi^{(2)} \) [rad/fs] | \( \Delta t_{\text{FWHM}} \) [fs] | \( I_0 \) [TW] | \( \sigma \) | \( \varepsilon \) |
|-------|-----------------|-----------------|-------------|---|---|
| Multi | -41.9 (0.4) | 9.14 (0.01) | 45.2 (0.2) | 0.03 |
| 163.3 (5.2) | -35.9 (2.0) | -14.29 | 51.3 (0.1) | 13.3 | 0.05 | 0.07 |
| 92.4 (0.3) | -46.5 (1.4) | 10.85 | 40.5 (0.7) | -10.5 | 0.05 | 0.12 |
| 61.3 (0.5) | -40.0 (2.0) | -4.54 | 40.9 (1.5) | -9.6 | 0.07 | 0.18 |
| -58.3 (5.0) | -45.4 (1.8) | 8.30 | 47.4 (0.9) | 4.7 | 0.07 | 0.16 |
| 17.3 (1.8) | -40.7 (2.8) | -2.88 | 34.9 (1.1) | -22.9 | 0.11 | 0.35 |
| -15.7 (0.2) | -61.5 (4.1) | 46.78 | 28.7 (4.2) | -36.5 | 0.15 | 0.61 |

spectrum to the sampling rate determined by the sampling theorem:

\[
N_{db} = \frac{BT}{2\pi},
\]

where \( B \) is the full spectral support (in angular frequency) and \( T \) the full temporal support for the pulse. Since a pulse cannot have compact temporal and spectral support simultaneously, the dynamic range must be specified in order to determine \( N \), this is denoted in decibels as a subscript. This value depends strongly on the application. For example in high harmonic generation with a peak intensity of \( \lesssim 10^{15} \text{Wcm}^{-2} \), a dynamic range of 20 dB should suffice. Laser particle acceleration, however, with peak-powers \( > 10^{18} \text{Wcm}^{-2} \) will require much higher dynamic range since a very weak pre-pulse/background will still have sufficient intensity to field-ionize the medium and thus change the dynamics of the process. It is also necessary to consider numerical aliasing of the analytic signal, e.g. a sub-pulse with peak power \( \sim 1\% \) of the main pulse peak power and aliased to coincide with the peak of the main pulse in the time domain can modify the main pulse peak power by up to \( \sim 20\% \) as a result of numerical interference of the two fields. Thus it is necessary to ensure the pulse is measured with a dynamic range at least 100 dB.
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times as required for their application. For example, we would recommend a dynamic range in the measurement of 40–50 dB for high harmonic generation. Performing very high dynamic range measurements is a challenging task. We used the multiple shears to estimate the accuracy of the temporal reconstruction down to 50 dB, thus enabling the quantification of the TBP at this level. The 50 dB TBP was measured to be $125 \left(N_{\text{FTL}}^{50} = 45\right)$, indicating the importance of accurate spectral phase measurements.

4.3. Space-time reconstruction

Since SEA-SPIDER spatially resolves the spectral phase, it is possible to perform a space-time reconstruction of the test pulse (in one transverse direction). This requires the fundamental spectrum to be spatially resolved as well. However, there are a couple of effects that need to be considered. The first is that the upconversion process results in the signal pulses having pulse-front tilt since the group front of the signal pulses matches that of the test pulse, but the direction of propagation is off-axis due to conservation of momentum \[27\]. Therefore an accurate calibration of the upconversion geometry is required to account for this. The second effect is that any space-time coupling on the ancillaries is also mapped to the signal pulses. It is therefore important to spatially filter the ancillaries \[27\]. In the absence of an accurate calibration of the upconversion geometry, and without sufficient spatial filtering, it is necessary to assume that the relative time-delay of the pulse at each spatial position is unknown. The relative phase information between each spatial position cannot be measured directly with SEA-SPIDER; simply spatially resolving a spectral-shearing interferogram alone is not sufficient — either a reference wavefront or additional operations are required (e.g. sampling a single position, adding an additional lateral shear, measurements at multiple longitudinal positions) \[28–31\]. Therefore SEA-SPIDER alone is unable to measure the spatial phase, which is required to propagate the pulse to any arbitrary plane.

![Fig. 5. Space-time temporal reconstruction of the test pulse with the first order (linear) pulse-front tilt removed. The spatially dependent time of arrival of the peak (dotted) and of the pulse and half-maximum intensities (dashed) are overlaid.](image)

For our device, we performed spatial filtering of the ancillaries by passing through an adjustable aperture (iris). For small amounts of space-time coupling, as in our case, this is sufficient. We verified that this was sufficient filtering by monitoring for changes in the interferogram as a function of the iris diameter. More extensive spatial filtering could be performed, as described in \[27\], but at the expense of signal intensity. The spatial filtering ensures that the ancillary pulses have an approximately flat wavefront and frequency-independent propagation direction, thus acting as a constant reference across the spatial extent of the test pulse, enabling...
the relative time-delays of each spatial slice to be measured. However, we did not perform an accurate calibration of the upconversion geometry, and therefore the first order (i.e. linear) pulse-front tilt cannot be measured. In order to measure small variations in the temporal intensity as a function of position, it is clear that accurate temporal measurements are key. We have therefore used the multiple shear method to ensure accurate temporal reconstructions for all spatial positions. A space-time temporal reconstruction is shown in Fig. 5 with the linear pulse-front tilt removed. Since the ancillary pulses were spatially filtered, higher order pulse-front tilt can be measured. The RMS deviation of the peak arrival time as a function of position was measured to be 0.68 fs (280 mrad, \( \lambda_0 \sim 720 \text{ nm} \)). The spatial mean FWHM pulse duration is 10.2 fs with a RMS deviation of 0.4 fs. Thus it is evident that the space-time coupling output of the hollow fiber is minimal, and is thus an excellent source of few-cycle pulses for strong-field interactions such as high harmonic generation.

5. Conclusion

Intense pulses propagating in transparent media can result in a nonlinear interactions, significantly altering the temporal and spectral intensity and phase of the pulse. Such an effect can result in spectral broadening to over an octave, with very fine structure in both the intensity and phase (a signature of self-phase modulation), thus resulting in a large complexity / RMS time–bandwidth product, even though most of the pulse energy may be contained within a few femtoseconds. Due to the spectral broadening, only self-referencing methods are able to be used to completely characterize the temporal profile of the pulse. In the case of spectral-shearing interferometry, the choice of the shear used to measure the spectral phase is a key parameter of the measurement: it needs to be small enough to sample the fine structure adequately but also large enough to minimize noise accumulation across the spectrum and to step over any regions of low spectral intensity. For the correct choice of shear, it is possible to determine specific parameters of the pulse, such as GDD, pulse duration or peak power, with an accuracy better than 10% and with high precision (better than 0.5%). Using the multishear reconstruction, it was possible to verify the accuracy of the individual SPIDER phase measurements to be 0.1 rad (RMS). By combining multiple shear measurements, the precision and accuracy of the measurement process was significantly improved. This improved accuracy and precision enabled very precise quantification of the pulse time-bandwidth product and the space-time coupling in one transverse momentum (except for linear pulse-front tilt). Even though the pulse duration consisted of only several oscillations of the electric field over the pulse full width at half maximum, the TBP for the pulse was found to be quite large (\( N_{\text{90}} = 125 \)) as a direct consequence of the structured spectral phase resulting from the nonlinear process. We also found minimal deviation in the pulse arrival time and pulse width (0.68 fs and 0.4 fs RMS respectively) as a function of a single transverse position in the beam. The benefits of spectral multishearing will be key in the study of strong field and relativistic experiments since accurate and precise measurements of the pulse are required to be able to perform accurate simulations of the experiments.
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