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Abstract

In this paper, we consider variants of Newton-MR algorithm, initially proposed in [63], for solving unconstrained, smooth, but non-convex optimization problems. Unlike the overwhelming majority of Newton-type methods, which rely on conjugate gradient algorithm as the primary workhorse for their respective sub-problems, Newton-MR employs minimum residual (MINRES) method. Recently, [52] establishes certain useful monotonicity properties of MINRES as well as its inherent ability to detect non-positive curvature directions as soon as they arise. We leverage these recent results and show that our algorithms come with desirable properties including competitive first and second-order worst-case complexities. Numerical examples demonstrate the performance of our proposed algorithms.

1 Introduction

Consider the unconstrained optimization problem

$$\min_{x \in \mathbb{R}^d} f(x),$$

where $f : \mathbb{R}^d \rightarrow \mathbb{R}$ is sufficiently smooth. Over the last few decades, many optimization algorithms have been developed to solve (1) in a variety of settings. Among them, the class of second-order algorithms play a prominent role. The canonical example of such algorithms is arguably the classical Newton’s method whose iterations are typically written as $x_{k+1} = x_k + \alpha_k d_k$ with

$$H_k d_k = -g_k,$$  \hspace{1cm} (2)

where $x_k$, $g_k = \nabla f(x_k)$, $H_k = \nabla^2 f(x_k)$, and $\alpha_k$ are respectively the current iterate, the gradient, the Hessian matrix, and the step-size that is often chosen using an Armijo-type line-search to enforce sufficient decrease in $f$ [58]. When $f$ is smooth and strongly convex, it is well known that the local and global convergence rates of the classical Newton’s method are, respectively, quadratic and linear [13,56,58]. For such problems, if forming the Hessian matrix explicitly and/or solving (2) exactly is prohibitive, the update direction $d_k$ is obtained using conjugate gradient (CG) to approximately solve (2), resulting in the celebrated Newton-CG method [29,35,58].
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However, in non-convex problems, where the Hessian matrix can be singular and/or indefinite, the classical Newton’s method and its straightforward Newton-CG variant, lack any convergence guarantees. To address this, many Newton-type variants have been proposed which aim at extending Newton-CG beyond strongly convex problems to more general settings, e.g., trust-region [22] and cubic regularization [14, 15, 57]. However, many of these extensions involve sub-problems that are non-trivial to solve, e.g., the sub-problems of trust-region and cubic regularization methods are non-linear and non-convex [77, 78]. For instance, the CG-Steihaug method [70] is not guaranteed to solve the trust-region sub-problem to an arbitrary accuracy. This can negatively affect the convergence speed of the trust-region method. Indeed, if either of the negative curvature or the boundary is encountered too early, the CG-Steihaug method terminates and the resulting step is only slightly, if at all, better than the Cauchy direction [22].

In this light, there has been recent efforts in studying non-convex Newton-type methods whose sub-problems involve elementary linear algebra problems, which are much better understood. Notably among these is [65], which enhances the classical Newton-CG approach with safeguards to detect non-positive curvature (NPC) direction in the Hessian, that may arise during the iterations of CG. By exploiting NPC directions, the method in [65] can be applied to general non-convex settings and enjoys favorable complexity guarantees that have been shown to be optimal in certain settings. Stochastic variants of the method in [65] has also recently been considered in [80]. In fact, beyond CG, all conjugate direction methods such as conjugate residual (CR) [67] involve iterations that allow for ready access to NPC directions. Using this property, [27] studies variants of Newton’s algorithm where CR replaces CG as the sub-problem solver, and by employing NPC direction, obtains asymptotic convergence guarantees for non-convex problems. Arguably, however, the iterative method-of-choice when it comes to real symmetric but potentially indefinite matrices is the celebrated Minimum Residual (MINRES) algorithm [20, 59]. Inspired by this, and by reformulating the sub-problems as simple symmetric linear least-squares, a new variant of Newton’s method, called Newton-MR, is introduced in [51, 63] where the classical CG algorithm is replaced with MINRES. However, [51, 63] are limited in their scope in that, unlike the Newton-CG alternatives in [65], the proposed Newton-MR algorithms can only be applied to a sub-class of non-convex objectives, known as invex problems [55]. This shortcoming lies in the fact that the algorithms proposed in [51, 63] do not have the ability to leverage NPC directions.

Recently, [52] has established several non-trivial properties of MINRES that mimic, and in fact surpass, those found in CG. These include certain useful monotonicity properties as well as an inherent ability to detect NPC directions, when they arise. These properties allow MINRES to be considered as an alternative sub-problem solver to CG for many Newton-type non-convex optimization algorithms. Equipped with the results of [52], in this paper we aim to address the shortcomings of the algorithms in [51, 63] and introduce variants of Newton-MR algorithms, which can be applied to general non-convex problems and enjoy highly desirable complexity guarantees. As compared with Newton-CG alternatives in [65], we will show that not only do our proposed Newton-MR variants have advantageous convergence properties, but they also have superior empirical performance in a variety of examples.

**Contributions and Main Results (Informal)**

Our contributions and main results are informally summarized below.

1. For optimization of non-convex optimization (1), we propose variants of Newton-MR (Algorithms 4 and 5), which under certain assumptions, provide the following guarantees, which have been shown to be optimal. A table comparing Algorithms 4 and 5 with other state-of-the-art second-order methods can be found in Table 1.

1.1 After at most $O(\varepsilon^{-3/2})$ iterations, Algorithm 4 guarantees approximate first-
order optimality where $\|\nabla f(x)\| \leq \varepsilon$ (Theorem 3). Furthermore, this is guaranteed in at most $O(\varepsilon^{-3/2})$ gradient and Hessian-vector product evaluations\(^a\) (Theorem 4).

(1.ii) After at most $O(\varepsilon^{-3/2})$ iterations, Algorithm 5 guarantees, with probability one, approximate second-order optimality where $\|\nabla f(x)\| \leq \varepsilon$ and $\lambda_{\text{min}}(\nabla^2 f(x)) \geq -\sqrt{\varepsilon}$ (Theorem 5). With high probability, we then obtain second-order operation complexity of order $O(\varepsilon^{-7/4})$ (Theorem 6), which is then improved to $O(\varepsilon^{-3/2})$ for functions with a certain structural property in regions near saddle points (Corollary 4).

(2) Of potential independent interests, we give a few novel properties of MINRES.

(2.i) We build on the results of [52] and provide further refined theoretical guarantees of MINRES in terms of obtaining a NPC direction and certificate of positive (semi-)definiteness (or lack thereof) for $\nabla^2 f(x)$ (Theorems 1 and 2).

(2.ii) We also perform a novel convergence analysis for MINRES, which improves upon the existing bounds in terms of dependence on the spectrum for indefinite matrices (Lemma 4).

\(^a\)Following [65, 66], we mainly consider gradient and Hessian-vector product evaluations as significant costs in every iteration, which is henceforth referred to as operational complexity.

| Algorithms         | $\|g_k\| \leq \varepsilon_g$ | $\|g_k\| \leq \varepsilon_g$ and $\lambda_{\text{min}}(H_k) \geq -\varepsilon_H$ |
|--------------------|-------------------------------|--------------------------------------------------------------------------------|
|                    | Iteration Comp. | Operation Comp. | Iteration Comp. | Operation Comp. |
| TR2 [19]           | $O(\varepsilon_g^2)$         | —                | $O(\max\{\varepsilon_g^3, \varepsilon_H, \varepsilon_H^2\})$ | —                |
| TRACE [25]         | $O(\varepsilon_g^{-3/2})$    | —                | $O\left(\max\{\varepsilon_g^{-3/2}, \varepsilon_H^{-3/2}\}\right)$ | —                |
| I-TRACE [26]       | $O(\varepsilon_g^{-3/2})$    | $\tilde{O}(\varepsilon_g^{-3/2})$ | —                | —                |
| TRx [23]           | —                              | —                | $O\left(\max\{\varepsilon_g^{-3/2}, \varepsilon_H^{-3/2}\}\right)$ | $\tilde{O}\left(\max\{\varepsilon_g^{-3/2}, \varepsilon_H^{-3/2}\}\right)$ |
| LSr [65]           | $O\left(\max\{\varepsilon_g^{-3/2}, \varepsilon_H^{-3/2}\}\right)$ | $\tilde{O}\left(\max\{\varepsilon_g^{-3/2}, \varepsilon_H^{-3/2}\}\right)$ | $O\left(\max\{\varepsilon_g^{-3/2}, \varepsilon_H^{-3/2}\}\right)$ | $\tilde{O}\left(\max\{\varepsilon_g^{-3/2}, \varepsilon_H^{-3/2}\}\right)$ |
| Newton-MR          | $O\left(\varepsilon_g^{-3/2}\right)$ | $\tilde{O}(\varepsilon_g^{-3/2})$ | $O\left(\max\{\varepsilon_g^{-3/2}, \varepsilon_H^{-3/2}\}\right)$ | $\tilde{O}(\varepsilon_g^{-3/2})$ |
| ARC(AR2) [19]      | $O\left(\varepsilon_g^{-3/2}\right)$ | —                | $O\left(\max\{\varepsilon_g^{-3/2}, \varepsilon_H^{-3/2}\}\right)$ | —                |

Table 1: This table provides a comparison among a representative selection of second-order methods in terms of both the worst-case iteration complexity (overall iterations of the main algorithm) and the operation complexity (overall gradient and Hessian-vector product evaluations) for reaching the first- and second-order approximate optimality. The TRx and LSr refer to Newton-type methods whose underlying sub-problems contain an $\varepsilon_H$-dependent perturbation of the Hessian matrix, i.e., $H + 2\varepsilon_H I$.

The rest of this paper is organized as follows. We end this section by introducing some definitions and notation used in this paper, as well as a brief review of the complexity guarantees for some related works. In Section 2, we first discuss descent properties of the directions obtained from MINRES. Subsequently, we study in details the complexity of MINRES for obtaining such directions. We then introduce our Newton-MR variants in Section 3, accompanied by their convergence guarantees and complexity analysis. We then evaluate the empirical performance of our proposed algorithms in Section 4. Conclusions and further thoughts are gathered in Section 5. To be self-contained, we bring some algorithmic details of MINRES as well as its relevant properties in Appendix A.
Notation and Definitions

Throughout the paper, vectors and matrices are denoted by bold lower-case and bold upper-case letters, respectively, e.g., \( \mathbf{v} \) and \( \mathbf{V} \). We use regular lower-case and upper-case letters to denote scalar constants, e.g., \( d \) or \( L \). For a real vector, \( \mathbf{v} \), its transpose is denoted by \( \mathbf{v}^\top \). For two vectors \( \mathbf{v}, \mathbf{y} \), their inner-product is denoted by \( \langle \mathbf{v}, \mathbf{y} \rangle = \mathbf{v}^\top \mathbf{y} \). For a vector \( \mathbf{v} \) and a matrix \( \mathbf{V} \), \( \| \mathbf{v} \| \) and \( \| \mathbf{V} \| \) denote vector \( \ell_2 \) norm and matrix spectral norm, respectively. The subscripts denote the iteration counter for the Newton-MR algorithm, while we use superscripts to denote the iterations of MINRES. For example, \( s_k^{(t)} \) refers to the \( t \)th iterate of MINRES using \( \nabla f(\mathbf{x}_k) \) and \( \nabla^2 f(\mathbf{x}_k) \) where \( \mathbf{x}_k \) denotes the \( k \)th iterate of Newton-MR. \( A^{[2]} \) as superscripts, e.g., \( \gamma_t^{[2]} \), represents the second edition of the element in MINRES iteration \( t \). For notational simplicity, we use \( g(\mathbf{x}) \triangleq \nabla f(\mathbf{x}) \in \mathbb{R}^d \) and \( \mathbf{H}(\mathbf{x}) \triangleq \nabla^2 f(\mathbf{x}) \in \mathbb{R}^{d \times d} \) for the gradient and the Hessian of \( f \) at \( \mathbf{x} \), respectively. At times, we may drop their dependence on \( \mathbf{x} \) and/or the subscript, e.g., \( g = g_k = g(\mathbf{x}_k) \) and \( \mathbf{H} = \mathbf{H}_k = \mathbf{H}(\mathbf{x}_k) \). For any \( t \geq 1 \), the Krylov sub-space of degree \( t \) generated using \( g_k \) and \( \mathbf{H}_k \) is denoted by \( K_t(\mathbf{H}_k, g_k) \). We also denote \( r_k^{(t)} = -g_k - \mathbf{H}_k s_k^{(t)} \) to be the residual corresponding to \( s_k^{(t)} \). When the context is clear, we may also drop the dependence of MINRES iterates on \( \mathbf{x}_k \) and use \( s_t \) in lieu of \( s_k^{(t)} \), and \( r_t \) in lieu of \( r_k^{(t)} \). Given two sets \( \mathcal{A} \) and \( \mathcal{B} \), \( \mathcal{A} \setminus \mathcal{B} \) denotes the set subtraction \( \mathcal{A} - \mathcal{B} = \mathcal{A} \cap \mathcal{B}^\complement \). The cardinality of a set \( \mathcal{A} \) is denoted by \( |\mathcal{A}| \). Natural logarithm is denoted by \( \log(\cdot) \). Logarithmic factors in the “big-O” notation are represented by \( \mathcal{O}(\cdot) \).

Clearly, the interplay between \( \mathbf{H} \) and \( g \) is the main underlying factor affecting the overall convergence behavior of iterative methods based on the Krylov sub-space \( K_t(\mathbf{H}, g) \). This interplay is entirely encapsulated in the notion of the grade of \( g \) with respect to \( \mathbf{H} \); see [67] for more details.

**Definition 1** (Grade of \( g \) w.r.t. \( \mathbf{H} \)). The grade of \( g \) with respect to \( \mathbf{H} \) is the positive integer \( g \in \mathbb{N} \) such that

\[
\dim(K_t(\mathbf{H}, g)) = \begin{cases} 
  t, & t \leq g, \\
  g, & t > g.
\end{cases}
\]

Since the Hessian matrix encodes information about the geometry of the optimization landscape, Definition 2 describes what is often referred to as NPC direction. This simply amounts to any direction that lies in the eigenspace corresponding to the nonpositive eigenvalues of \( \mathbf{H} \).

**Definition 2** (Nonpositive Curvature direction). Any non-zero \( \mathbf{z} \in \mathbb{R}^d \) for which \( \langle \mathbf{z}, \mathbf{Hz} \rangle \leq 0 \) is called a nonpositive curvature (NPC) direction.

Under non-convex settings, we often seek to obtain solutions that satisfy certain approximate local optimality. Throughout this paper, we make use of the following popular notion of approximate optimality.

**Definition 3** ((\( \varepsilon_g, \varepsilon_H \))-Optimality). Given \( (\varepsilon_g, \varepsilon_H) \in (0, 1) \times (0, 1) \), a point \( \mathbf{x} \in \mathbb{R}^d \) is an \( (\varepsilon_g, \varepsilon_H) \)-optimal solution to the problem (1), if

\[
\|g(\mathbf{x})\| \leq \varepsilon_g, \quad \lambda_{\min}(\mathbf{H}(\mathbf{x})) \geq -\varepsilon_H.
\]
Complexity for Non-convex Second-order Algorithms

For optimization of (1), and in order to obtain approximate first-order optimality (3a), the iteration complexity of the classical Newton’s method, when iterations are well-defined, has shown to be of the same order as that of steepest descent, namely $O(\varepsilon^{-2})$ [16]. In fact, an inexact trust-region method, which ensures at least a Cauchy (steepest-descent-like) decrease at each iteration, is shown to be of the same order [11, 18, 38, 39, 40]. Recent non-trivial modifications of the classical trust-region methods have also been proposed which improve upon the iteration complexity to $O(\varepsilon^{-3/2})$ [24, 25, 26]. These bounds can be shown to be tight [16] in the worst case. From the worst-case complexity point of view, cubic regularization methods have generally a better dependence on $\varepsilon$ compared to the trust region algorithms. More specifically, [57] showed that, under global Lipschitz continuity assumption on the Hessian, if the sub-problem is solved exactly, then the resulting cubic regularization algorithm achieves (3a) with an iteration complexity of $O(\varepsilon^{-3/2})$. These results were extended by the seminal works of [14, 15] to an adaptive variant. In particular, the authors showed that the worst case complexity of $O(\varepsilon^{-3/2})$ can be achieved without requiring the knowledge of the Hessian’s Lipschitz constant, access to the exact Hessian, or multi-dimensional global optimization of the sub-problem. These results were further refined in [18] where it was shown that, not only, multi-dimensional global minimization of the sub-problem is unnecessary, but also the same complexity can be achieved with mere one or two dimensional search. This $O(\varepsilon^{-3/2})$ bound has been shown to be tight [17].

To achieve approximate second-order optimality (3), iteration complexity bounds in the orders of $O(\max\{\varepsilon_H^{-1}, \varepsilon_g^{-2}\})$ and $O(\max\{\varepsilon_g^{-3}, \varepsilon_H^{-3}\})$ have been obtained in the context of trust-region methods in [18] and [37], respectively. Similar bounds were also given in [40] under probabilistic model. Bounds of this order have shown to be optimal with certain choices of $\varepsilon_g$ and $\varepsilon_H$ [18]. For cubic regularization methods, [18] showed that at most $O(\max\{\varepsilon_g^{-2}, \varepsilon_H^{-3}\})$ iterations are required to obtain (3). With further assumptions on the inexactness of the sub-problem solution, [15, 18] also show that one can achieve the iteration complexity $O(\max\{\varepsilon_g^{-3/2}, \varepsilon_H^{-3}\})$, which is shown to be tight for any choice of $\varepsilon_g$ and $\varepsilon_H$ [16]. Variants of adaptive cubic regularization under inexact function, gradient, and or Hessian information have been shown to achieve the same convergence rate [5, 7, 45, 75, 77, 79]. Related algorithms and extensions with similar complexity guarantees have also been studied [4, 6, 8, 9, 44, 54].

Beyond trust-region and cubic-regularization frameworks, and most related to our work here, several line-search based methods have also been recently shown to achieve similar first and second-order complexity guarantees [64, 65, 66]. Better dependence on optimality tolerance can be obtained if one assumes additional structure, such as invexity [51, 63]. In addition to iteration complexity, the computational cost of each iteration has also been considered in several recent works, e.g., [2, 23, 65, 66, 80]. Taking $\varepsilon_H^2 = \varepsilon_g = \varepsilon$, the overall operation complexities in these works achieve the rate of $O(\varepsilon^{-7/4})$.

2 MINRES: Newton-MR’s Workhorse

Recall that the original variant of Newton-MR, as studied in [63], relies on replacing the sub-problems of Newton-CG, i.e., the linear system in (2), with the ordinary least-squares formulation as

$$\min_{d \in \mathbb{R}^d} \|\mathbf{H}_k s + g_k\|^2. \quad (4)$$

In fact, the term “MR” refers to the sub-problems being in the form of Minimum Residual, i.e., least-squares. While there is a plethora of algorithms for approximately solving (4), it turns out that MINRES offers a catalog of beneficial properties that play a central role in optimization of (1). Among them, the most immediately relevant properties are those which
guarantee descent for (1) and are discussed in Section 2.1. Further applicable properties are gathered in Appendix A.2.

Algorithm 1 MINRES\((H, g, \eta)\)

1: **Input:** Hessian \(H\), gradient \(g\), and inexactness tolerance \(\eta > 0\)
2: \(\phi_0 = \tilde{\beta}_1 = \|g\|\), \(r_0 = -g\), \(v_1 = r_0/\phi_0\), \(v_0 = s_0 = w_0 = w_{-1} = 0\),
3: \(s_0 = 0, c_0 = -1, \delta_1 = \tau_0 = 0, t = 1, D_{\text{type}} = \text{‘SOL’},\)
4: while True do
5: \(q_t = Hv_t, \tilde{\alpha}_t = v_t^T q_t, q_t = q_t - \tilde{\beta}_t v_{t-1}, q_t = q_t - \tilde{\alpha}_t v_t, \tilde{\beta}_{t+1} = \|q_t\|\)
6: \(\begin{bmatrix} \delta_t^{(2)} \\ \gamma_t^{(2)} \\ \delta_{t+1} \\ \delta_t \end{bmatrix} = \begin{bmatrix} c_{t-1} & s_{t-1} \\ s_{t-1} & -c_{t-1} \end{bmatrix} \begin{bmatrix} \delta_t \\ \tilde{\alpha}_t \end{bmatrix} \)
7: if \(c_{t-1} \gamma_t \geq 0\) then
8: \(D_{\text{type}} = \text{‘NPC’}\)
9: return \(r_{t-1}, D_{\text{type}}\).
10: end if
11: if \(\phi_{t-1} \sqrt{\gamma_t^2 + \delta_{t+1}^2} \leq \eta \sqrt{\phi_0^2 - \phi_{t-1}^2}\) then
12: \(D_{\text{type}} = \text{‘SOL’}\)
13: return \(s_{t-1}, D_{\text{type}}\).
14: end if
15: \(\gamma_t^{(2)} = \sqrt{\gamma_t^2 + \tilde{\beta}_{t+1}^2}\),
16: if \(\gamma_t^{(2)} \neq 0\) then
17: \(c_t = \gamma_t / \gamma_t^{(2)}, s_t = \tilde{\beta}_{t+1} / \gamma_t^{(2)}, \tau_t = c_t \phi_{t-1}, \phi_t = s_t \phi_{t-1},\)
18: \(w_t = (v_t - \delta_t^{(2)} w_{t-1} - \epsilon_t w_{t-2}) / \gamma_t^{(2)}, s_t = s_{t-1} + \tau_t w_t\)
19: if \(\tilde{\beta}_{t+1} \neq 0\) then
20: \(v_{t+1} = q_t / \tilde{\beta}_{t+1}, r_t = s_t^2 r_{t-1} - \phi_t c_t v_{t+1},\)
21: end if
22: else
23: \(c_t = 0, s_t = 1, \tau_t = 0, \phi_t = \phi_{t-1}, r_t = r_{t-1}, s_t = s_{t-1},\)
24: end if
25: \(t \leftarrow t + 1,\)
26: end while

2.1 Descent Properties

For solving (4), recall that the \(t^{\text{th}}\) iteration of MINRES, detailed in Algorithm 1, yields a direction, \(s_k^{(t)}\), which satisfies

\[
s_k^{(t)} = \arg \min_{s \in \mathcal{K}_t(H_k, g_k)} \|H_k s + g_k\|^2, \quad t = 1, 2, \ldots, \tag{5}
\]
follows that

\[ K_t(H_k, g_k) = \text{Span}\{g_k, H_k g_k, \ldots, H_k^{t-1} g_k\} \] denotes the Krylov sub-space of order \( t \) [33]. Suppose \( g_k \neq 0 \) (we will treat the case for saddle points later). Since \( 0 \in K_t(H_k, g_k) \), it follows that

\[ \left\langle s_k^{(t)}, H_k g_k \right\rangle \leq -\|H_k s_k^{(t)}\|^2/2 < 0, \quad t = 1, 2, \ldots, \]
as long as \( s_k^{(t)} \notin \text{Null}(H_k) \) (which can be guaranteed if, for example, \( g_k \notin \text{Null}(H_k) \)). In other words, \( s_k^{(t)} \) from MINRES, for all \( t \geq 1 \), is a descent direction for \( \|g(x)\|^2 \) at \( x_k \). This observation forms the basis of the plain Newton-MR variant considered in [63]. Due to such descent property, once \( s_k^{(t)} \) satisfies a certain condition, the iterations of MINRES are terminated, and the update direction \( d_k = s_k^{(t)} \) is used within an Armijo-type line-search to obtain a step-size, guaranteeing decrease in \( \|g(x)\|^2 \).

By its construction, the iterates of such a naive variant of Newton-MR converge to the zeros of the gradient field, \( g(x) \). However, unless the objective function \( f(x) \) is invex [55], such points include saddle points or even (local) maxima. To design a new Newton-MR variant for more general non-convex optimization, a natural question perhaps is “when can MINRES generate a descent direction for the objective function, \( f(x) \)?” This question has very recently been thoroughly studied in [52]. The answer is based on the inherent ability of MINRES to detect NPC directions, if they exist, and to otherwise provide a certificate for positive semi-definiteness of the Hessian matrix. In fact, MINRES provides two complementary mechanisms to generate descent directions for \( f(x) \): one prior to the detection of non-positive curvature and one based on the detected NPC direction.

**Prior to Detecting NPC**

As long as no NPC direction has been detected, any iterate of MINRES is guaranteed to yield descent for \( f(x) \) (Lemmas 12 and 13). For such iterates, we have

\[ \left\langle s_k^{(t)}, g_k \right\rangle < 0, \quad \text{and} \quad \left\langle s_k^{(t)}, H_k g_k \right\rangle < 0. \]

For example, if \( H_k \succ 0 \), all iterates can be used to obtain descent, not only in the norm of its gradient, but also in the objective function itself. As a result, prior to the detection of any NPC direction, if a certain inexactness condition is met, the MINRES iterations can be terminated, returning an inexact solution as an update direction.

**Inexactness Condition**

The most widely used termination criterion for the sub-problem is that based on the residual, i.e., we terminate when \( \|r_k^{(t)}\| \leq \eta \) for some \( \eta > 0 \). However, in non-convex, if \( g_k \notin \text{Range}(H_k) \), then \( \|r_k^{(t)}\| \) is lower bounded by \( \|I - H_k [H_k^]\,g_k\| \), which is a priori unavailable. Hence, the acceptable range for \( \eta \) relies on an unavailable lower-bound, which is often unfortunately overlooked or ignored in many related works, making this approach rather impractical. In Algorithm 1, at any iteration \( t \), we instead check the inexactness condition

\[ \|H_k r_k^{(t-1)}\| \leq \eta \|H_k s_k^{(t-1)}\|, \quad (6) \]

for some \( \eta > 0 \) with the iterate from the previous iteration, and return \( s_k^{(t-1)} \) if (6) is satisfied. Note that, in Algorithm 1, \( \|H_k r_k^{(t)}\| \) is decreasing to zero while \( \|H_k s_k^{(t)}\| \) is monotonically increasing from zero to \( \|H_k [H_k]^\,g_k\| \) [51, Lemma 3.11], and hence for any
\eta > 0$, the inexactness condition (6) will always be satisfied at some iteration. Furthermore, (6) can be verified without any additional matrix vector products; see Step 7 of Algorithm 1 as well as (29d).

**After Detecting NPC**

Once a NPC direction arises for the first time, say at iteration $t$, the subsequent iterates cease to enjoy a descent guarantee for $f$, and may in fact even yield ascent (although they always provide descent for $\|g(x)\|^2$). However, it turns out that the detected NPC direction, $r_k^{(t-1)}$, is itself naturally a descent direction for $f(x)$; see (29b) in Lemma 11. In addition, $r_k^{(t-1)}$ forms an interesting angle with the gradient of $\|g(x)\|^2$ at $x_k$; see (29a) in Lemma 11. Indeed, with such an NPC direction, we have

$$\left\langle r_k^{(t-1)}, g_k \right\rangle < 0,$$

and

$$\begin{cases} \left\langle r_k^{(0)}, H_k g_k \right\rangle \leq 0, & \text{(if NPC is detected at } t = 1) \\ \left\langle r_k^{(t-1)}, H_k g_k \right\rangle = 0, & \text{(if NPC is detected at } t > 1) \end{cases}.$$ 

**NPC Condition**

To determine whether or not a NPC direction is available at iteration $t$ for MINRES, it suffices to monitor the condition

$$\left\langle r_k^{(t-1)}, H_k r_k^{(t-1)} \right\rangle \leq 0,$$  

where $r_k^{(t-1)} = -g_k - H_k s_k^{(t-1)}$ is the residual vector of the previous iteration. It also turns out that the NPC condition (7) can be readily verified as part of the MINRES iterations without explicitly computing $H_k r_k^{(t-1)}$; see Step 11 of Algorithm 1, as well as (30) and Lemma 11. In fact, the existence of a NPC direction for $H_k$ at iteration $t$ is equivalent to the NPC condition (7); see Lemma 12.

**Remark 1** (Contrast Between NPC Detection in MINRES and Capped CG of [65]).

Within the Capped CG procedure, [65, Algorithm 1], if a NPC direction does not arise naturally, an additional test is employed to extract such a direction. This is done by comparing the observed convergence rate of the residual norm of the iterates with the theoretical one under the positive definiteness assumption. A slower convergence rate than what is theoretically expected serves as an indication that the underlying matrix contains non-positive eigenvalues. This is then exploited to extract a NPC direction. Similar approaches are also used in [23, Lemma 3.1, Lemma 3.2] for the Truncated CG solver within the trust region framework. In contrast, the NPC directions always arise naturally within the MINRES iterations, as soon as they become available; see Lemma 12. In this light, monitoring the NPC condition (7) is necessary and sufficient to detect, or to otherwise rule out, the existence of directions.

As discussed above, one can always construct a descent direction within the MINRES iterations. Indeed, if the inexactness condition (6) is satisfied for $s_k^{(t-1)}$ before the NPC condition (7) is detected, we let $d_k = s_k^{(t-1)}$. Otherwise, once the NPC direction is detected at iteration
In either case, we are guaranteed that the search direction \( d_k \) satisfies
\[
\langle d_k, g_k \rangle < 0, \quad \text{and} \quad \langle d_k, H_k g_k \rangle \leq 0.
\]
(8)

**Remark 2 (Contrast Between CG and MINRES Directions).** One can make several intriguing observations about the quality of the search directions obtained from MINRES in comparison with those from CG.

- Just as is the case for the classical CG, the output of the Capped CG procedure in [65] can be a direction of ascent for \( \|g\|_2^2 \). This could result in a rather chaotic trajectory for the iterates of Newton-CG in terms of the magnitude of the gradient. This is in fact reminiscent of the non-monotonic behavior of the residuals during the iterations of CG for solving a positive definite linear system. In contrast, by constructing a search direction from MINRES as in (8), we obtain a direction that not only implies descent in the function, \( f(x) \), but it also forms a “friendly” angle with the direction of the greatest decrease of \( \|g(x)\|_2^2 \).

- Recall that the \( t^{th} \) iteration of CG is equivalent to the formulation
\[
\arg\min_{s \in K_t(H_k, g_k)} \langle g_k, s \rangle + \frac{1}{2} \langle s, H_k s \rangle.
\]
As long as non-positive curvature of \( H_k \) has not been encountered, any solution \( s_k^{(t)} \) to above optimization problem is guaranteed to satisfy
\[
\langle g_k, s_k^{(t)} \rangle \leq -\langle s_k^{(t)}, H_k s_k^{(t)} \rangle / 2 \leq 0,
\]
and is hence a descent direction. Similarly, as discussed above, any iterate of MINRES prior to the detection of non-positive curvature, provides the same guarantee. However, as shown in [52] (see also Lemma 13), for such an iterate, we also have
\[
\langle g_k, s_k^{(t)} \rangle \leq -\langle s_k^{(t)}, H_k s_k^{(t)} \rangle \leq 0.
\]
In other words, the directions from MINRES could yield sharper descent as compared with CG.

### 2.2 Complexity Analysis

In this section, we study the complexity of MINRES in obtaining a direction satisfying the conditions (6) and (7). For notational simplicity, we drop the dependence of \( g(x_k) \) and \( H(x_k) \) on \( x_k \) and denote \( g = g_k = g(x_k) \) and \( H = H_k = H(x_k) \). Subsequently, we use \( s_t \) and \( r_t \) to denote \( s_k^{(t)} \) and \( r_k^{(t)} \), respectively.

It turns out that the interplay between \( H \) and \( g \) is paramount in establishing the complexity of MINRES. For example, if \( g \) lies entirely in some eigen-space corresponding to certain eigenvalues of \( H \), the induced Krylov sub-space will never contain any of the remaining eigenvectors of \( H \). In other words, we only need to consider the portion of the spectrum of \( H \) that is relevant to \( g \).

**Definition 4 (g-Related Eigenvalues of H).** Consider the set of eigenvalues of \( H \), i.e., \( \Theta(H) \triangleq \{ \lambda \in \mathbb{R} \mid \det(H - \lambda I) = 0 \} \) and recall the eigenspace corresponding to an eigenvalue \( \lambda \in \Theta(H) \), i.e., \( E_\lambda(H) \triangleq \text{Null}(H - \lambda I) \). The set of \( g \)-related eigenvalues of \( H \) is defined as
\[
\Psi(H, g) \triangleq \{ \lambda \in \Theta(H) \mid g \not\in E_\lambda(H) \}.
\]
In other words, $\Psi(H, g)$ is the set of all eigenvalues of $H$ whose associated eigenvectors are not orthogonal to $g$. Let $\psi \triangleq |\Psi(H, g)| = \psi_+ + \psi_- + \psi_0$ where $\psi_+$, $\psi_-$, and $\psi_0$, respectively, denote the number of positive, negative, and zero $g$-relevant eigenvalues of $H$ (clearly, $\psi_0 \in \{0, 1\}$). Note that $\Theta(H) \setminus \Psi(H, g)$ may contain positive, negative, and/or zero eigenvalues. Without loss of generality, we label the $g$-relevant eigenvalues in $\Psi(H, g)$ such that $\lambda_1 > \lambda_2 > \ldots > \lambda_{\psi_+} > 0$, and $0 > \lambda_{\psi_+ + \psi_0 + 1} > \ldots > \lambda_0$.

For a given $\lambda_i \in \Psi(H, g)$, $1 \leq i \leq \psi$, let $\dim(\mathcal{E}_{\lambda_i}(H)) = m_i$ where $1 \leq m_i \leq d$. If $m_i > 2$, we can always consider a basis of $\mathcal{E}_{\lambda_i}(H)$ for which $g$ has a non-zero projection onto only one of the basis vectors, i.e., for any orthonormal basis $W_i \in \mathbb{R}^{d \times m_i}$ of $\mathcal{E}_{\lambda_i}(H)$, we can consider the unit eigenvectors given by $u_i^{(1)} = \frac{W_i W_i^T g}{\|W_i W_i^T g\|}$ and its non-zero orthogonal complements $u_i^{(2)}, \ldots, u_i^{(m_i)}$ in $\mathcal{E}_{\lambda_i}(H)$. Using $u_i$ instead of $u_i^{(1)}$ for notational simplicity, we define

$$U_i = \begin{bmatrix} u_i & u_i^{(2)} & \cdots & u_i^{(m_i)} \end{bmatrix}, \quad i = 1, \ldots, \psi. \tag{9a}$$

Putting the above all together, we will consider the full eigenvalue decomposition of $H$ as

$$H = \begin{bmatrix} U & U_\perp \end{bmatrix} \begin{bmatrix} \Lambda & 0 \\ 0 & \Lambda_\perp \end{bmatrix} \begin{bmatrix} U & U_\perp \end{bmatrix}^T, \tag{9b}$$

where

$$U = \begin{bmatrix} U_+ & U_- \end{bmatrix}, \quad \Lambda = \begin{bmatrix} \Lambda_+ \\ \Lambda_- \end{bmatrix}, \tag{9c}$$

and $\Lambda_+$ and $\Lambda_-$ are the diagonal matrices respectively containing the strictly positive and strictly negative $g$-relevant eigenvalues in $\Psi(H, g)$ (with their multiplicities), with $U_+$ and $U_-$ being their corresponding eigenvectors as discussed above, i.e.,

$$U_+ = \begin{bmatrix} U_1 & U_2 & \cdots & U_{\psi_+} \end{bmatrix}, \quad U_- = \begin{bmatrix} U_{\psi_+ + \psi_0 + 1} & U_{\psi_+ + \psi_0 + 2} & \cdots & U_{\psi_+} \end{bmatrix} \tag{9d}$$

where $U_i$ is as in (9a). Also, $\Lambda_\perp$ contains all the remaining eigenvalues of $H$ (with multiplicities) with the corresponding eigenvectors collected in $U_\perp$. It follows that the decomposition of $g$ in the basis $[U \ U_\perp]$ is given by

$$g = [U \ U_\perp] [U \ U_\perp]^T g = \sum_{i=1}^{\psi} \langle u_i, g \rangle u_i, \tag{10}$$

where $u_i$ is as in (9a).

Let us also define a few quantities related to (9), which we use in the proofs of this paper. For some $1 \leq i \leq \psi_+$ and $\psi_+ + \psi_0 + 1 \leq j \leq \psi$, we partition $\Lambda_+, U_+, \Lambda_-$, and $U_-$ in (9) as

$$\Lambda_+ = \begin{bmatrix} \Lambda_+^{i+} \\ \Lambda_\perp^{i+} \end{bmatrix}, \quad U_+ = \begin{bmatrix} U_1 & \cdots & U_{\psi_+} \end{bmatrix}, \tag{11a}$$

$$\Lambda_- = \begin{bmatrix} \Lambda_-^{j-} \\ \Lambda_\perp^{j-} \end{bmatrix}, \quad U_- = \begin{bmatrix} U_{\psi_+ + \psi_0 + 1} & \cdots & U_{\psi_+} \end{bmatrix}. \tag{11b}$$

In other words, $\Lambda_+^{i+}$ is the diagonal sub-matrix of $\Lambda_+$ in (9) associated with the largest positive $g$-relevant eigenvalues $\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_i$. The corresponding columns of $U_+$ are gathered in $U_{i+}$. Similarly, $\Lambda_-^{j-}$ is the diagonal sub-matrix of $\Lambda_-$ in (9) associated with the most negative $g$-relevant eigenvalues $\lambda_j \geq \ldots \geq \lambda_{\psi} \geq \lambda_\psi$, with $U_{j-}$ containing the corresponding eigenvectors.

Lemma 1 establishes a crucial connection between the grade of $g$ with respect to $H$ defined in Definition 1 and the cardinality of $\Psi(H, g)$. 
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Lemma 1. We have $g = \psi_+ + \psi_- + \psi_0$, where $g$ be the grade of $g$ with respect to $H$, and $\psi_+, \psi_-, \text{and } \psi_0$, respectively, denote the number of positive, negative, and zero $g$-relevant eigenvalues of $H$.

Proof. The proof follows a similar line of reasoning as that in [10, Theorem 2.6.2]. Let $u_i$ denote the eigenvector corresponding to $\lambda_i \in \Psi(H, g)$ as described above. From (10), for $j \geq 0$, we have

$$z_j \triangleq H^j g = \sum_{i=1}^{\psi} \lambda_i^j \langle u_i, g \rangle u_i,$$

where we have defined $\theta^0 = 1$. Denoting $y_i \triangleq \langle u_i, g \rangle u_i$, we have

$$\begin{bmatrix} z_0 & z_1 & \ldots & z_{\psi-1} \end{bmatrix} = \begin{bmatrix} y_1 & y_2 & \ldots & y_{\psi} \end{bmatrix} \begin{bmatrix} 1 & \lambda_1 & \ldots & \lambda_1^{\psi-1} \\ 1 & \lambda_2 & \ldots & \lambda_2^{\psi-1} \\ \vdots & \vdots & \ddots & \vdots \\ 1 & \lambda_{\psi} & \ldots & \lambda_{\psi}^{\psi-1} \end{bmatrix} \tag{12}$$

Since $\lambda_i \neq \lambda_j$, $i \neq j$, the Vandermonde matrix is non-singular. The matrix $Y_{\psi}$ is also nonsingular, and hence it follows that $g = \psi = \psi_+ + \psi_- + \psi_0$. \hfill \Box

Recall that, as part of MINRES, we have $T_i = V_i^T H V_i$ where $T_i \in \mathbb{R}^{t \times t}$ is a symmetric tridiagonal matrix and $V_i \in \mathbb{R}^{d \times t}$ is the basis obtained from the Lanczos process for $K_i(H, g)$; see Appendix A for more details. Lemma 2 characterizes the implications of $\psi_0 \in \{0, 1\}$ on the structure of $T_g$.

Lemma 2. Let $g$ be the grade of $g$ with respect to $H$.

(i) If $g \in \text{Range}(H)$, i.e., $\psi_0 = 0$, then $T_g$ is non-singular and $r_g = 0$. Furthermore, if the NPC condition (7) is never detected for any $1 \leq t \leq g$, then $T_g \succ 0$.

(ii) If $g \notin \text{Range}(H)$, i.e., $\psi_0 = 1$, then $T_g$ is singular. Furthermore, if the NPC condition (7) is first detected only at the very last iteration, then $T_g \succeq 0$, and $r_{g-1} = r_g$ is a zero curvature direction.

Proof.

(i) When $g \in \text{Range}(H)$, we obviously have $r_g = 0$. Also, by [20, Appendix A], we must have $T_g$ is non-singular. Further, if the NPC condition (7) is never detected for any $1 \leq t \leq g$, then from Lemma 12, we also have $T_g \succ 0$.

(ii) When $g \notin \text{Range}(H)$, by [20, Throem 3.2], we have $T_g$ is necessarily singular and $\gamma_g^{[2]} = 0$. This implies that $\gamma_g = 0$ and hence $r_{g-1}$ must be a zero curvature direction, i.e., $\langle r_{g-1}, H r_{g-1} \rangle = 0$. Since the NPC condition (7) is only detected for the first time at the last iteration, then by Lemma 12 we have $T_{g-1} \succ 0$. But this, in turn, implies that $\langle r_t, H r_t \rangle > 0$ for all $0 \leq t < g - 1$ (recall that $r_t \in \mathcal{K}_{g-1}(H, g)$, $0 \leq t \leq g - 2$). Now, assume $\lambda_{\min}(T_g) < 0$. Then, there must exist some non-zero vector $p \in \mathcal{K}_g(H, g) = \text{Span}\{r_0, r_1, \ldots, r_{g-1}\}$ such that $\langle p, H p \rangle < 0$. Let $\xi_1, \ldots, \xi_{g-1}$ be scalars such that $p = \sum_{i=0}^{g-1} \xi_i r_i$. Note that since $\langle r_{g-1}, H r_{g-1} \rangle = 0$, at least one of $\xi_1, \ldots, \xi_{g-2}$ must be non-zero. Otherwise $p = r_{g-1}$ and $\langle r_{g-1}, H r_{g-1} \rangle < 0$, which contradicts the fact that $r_{g-1}$ is a zero curvature direction. By (29a), we have

$$0 > p^T H p = \sum_{i=0}^{g-1} \sum_{j=0}^{g-1} \xi_i \xi_j \langle r_i, H r_j \rangle = \sum_{i=0}^{g-1} \xi_i^2 \langle r_i, H r_i \rangle = \sum_{i=0}^{g-2} \xi_i^2 \langle r_i, H r_i \rangle > 0,$$
which is a contradiction. Hence, we must have $T_y \geq 0$. By [52, Remark 3.10-(ii)], we also have $r_{y-1} = r_y$.

Lemma 2 indicate that if $\psi_0 = 1$, the NPC condition (7) will be detected at the last iteration. However, if in addition $\psi_- \geq 1$, we expect to detect the NPC condition (7) earlier in the iterations. It turns out considering the interplay between $g$ and $H$ through the lens of $g$-relevant eigenvalues is paramount in establishing the complexity of MINRES for returning a direction satisfying the NPC condition (7). For example, if $\psi = \psi_0 = 0$ and $\psi_+ \geq 1$, i.e., $\Psi(H, g)$ only contains positive eigenvalues of $H$, then the non-positive curvature of $H$ is simply not visible through the lens of $g$. However, when $\psi_- + \psi_0 \geq 1$, i.e., $\Psi(H, g)$ contains at least one non-positive eigenvalue of $H$, then we are able to detect a NPC direction. For example, when $\psi_- = \psi_+ = 0$, then $g \in \text{Null}(H)$, which implies $(g, Hg) = 0$, i.e., $g$ is a NPC direction, which is detected at the very first iteration. Theorem 1 characterizes this property of MINRES.

**Theorem 1.** The NPC condition (7) is detected for some $1 \leq t \leq g$ if and only if $\psi_- + \psi_0 \geq 1$. Furthermore, the NPC condition (7) is detected with strict inequality for some $1 \leq t \leq g$ if and only if $\psi_- \geq 1$.

**Proof.** By Lemma 1, we recall that $g = \psi = \psi_+ + \psi_\psi = \psi_0$. Suppose $\psi_- + \psi_0 \geq 1$. Let $1 \leq t \leq g$ be the first iteration where $K_t(H, g)$ contains an eigenvector, say $u$, corresponding to a non-negative eigenvalue in $\Psi(H, g)$. From (12), it is clear that such an iteration exists. Let $V_t \in \mathbb{R}^{d \times t}$ denote the basis obtained from the Lanczos process for $K_t(H, g)$. Hence, we can write $u = V_t w$ for some non-zero $w \in \mathbb{R}^t$. It follows that

$$\langle w, T_t w \rangle = \langle V_t w, HV_t w \rangle = \langle u, Hu \rangle \leq 0,$$

which implies that $T_t \neq 0$. In other words, by Lemma 12, as soon as $u \in K_t(H, g)$, the NPC condition (7) is satisfied.

Conversely, suppose $\psi_- = \psi_0 = 0$. Clearly, no eigenvector corresponding to any non-positive eigenvalue of $H$ can belong to $K_t(H, g)$ for any $1 \leq t \leq g$. Indeed, suppose for some $\lambda \leq 0$, its corresponding eigenvector, $v$, and some $1 \leq t \leq g$, we have

$$v = \sum_{i=0}^{t-1} c_i H^i g.$$

In this case, since $\lambda \notin \Phi(H, g)$, we must have

$$\langle v, v \rangle = \sum_{i=0}^{t-1} c_i \langle v, H^i g \rangle = \sum_{i=0}^{t-1} c_i \lambda^i \langle v, g \rangle = 0,$$

which contradicts the assumption that $v$ is an eigenvector and hence non-zero\(^1\). Now, from (12), it follows that $\text{Range}(Y_\psi) = \text{Span}\{u_1, \ldots, u_\psi\} = \mathcal{K}_\psi(H, g)$ where $u_i$’s are as in (10). For any $1 \leq t \leq g$, consider $V_t \in \mathbb{R}^{d \times t}$ to be the basis obtained from the Lanczos process for $K_t(H, g)$. For any non-zero $y \in \mathbb{R}^t$, let $z = V_t y \in K_t(H, g) \subseteq K_g(H, g)$ and suppose $\xi_1, \ldots, \xi_\psi$ are some scalars such that $z = \sum_{i=1}^{\psi} \xi_i u_i$. We have

$$\langle y, T_t y \rangle = \langle V_t y, HV_t y \rangle = \langle z, Hz \rangle$$

$$= \sum_{i=1}^{\psi} \sum_{j=1}^{\psi} \xi_i \xi_j \langle u_i, Hu_j \rangle = \sum_{i=1}^{\psi} \xi_i^2 \lambda_i \langle u_i, u_i \rangle > 0,$$

\(^1\)More generally, it can be shown that, the eigenvectors corresponding to any $\lambda \in \Theta(H) \setminus \Psi(H, g)$ will not belong to $K_t(H, g)$ for any $1 \leq t \leq g$. 
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which implies $T_t \succ 0$.

Finally, if instead of $\psi_- + \psi_0 \geq 1$, we have $\psi_- \geq 1$, i.e., we have at least one negative $g$-relevant eigenvalue, then the proof can be modified accordingly.

Clearly $g \notin \text{Range}(H)$ if and only if $\psi_0 = 1$. Now, if the NPC condition (7) is first detected only at the very last iteration, then from Lemma 2-(ii) and the proof of Theorem 1, it follows that we must have $\psi_- = 0$. Conversely, if $\psi_- = 0$, then just as in the proof of Theorem 1, we can show that $T_t \geq 0$ for all $1 \leq t \leq g$. Now, by the Sturm Sequence Property [32, Theorem 8.4.1], since the smallest eigenvalue of $T_t$ decreases to zero monotonically, it follows that we must have $T_g \geq 0$ but $T_t \succ 0$, $1 \leq t \leq g - 1$. If, in addition, $\psi_0 = 0$, then necessarily we have $T_g \succ 0$ also.

Building upon Theorem 1, it turns out, we can also obtain a more refined certificate for the positive (semi) definiteness of $H$ than [52, Theorem 3.5], which might be of independent interest than the rest of this paper.

**Theorem 2.** Assume $\Psi(H, g) = \Theta(H)$, i.e., all eigenvalues of $H$ are $g$-relevant.

1. $H \succ 0$ if and only if the NPC condition (7) is never detected for all $1 \leq t \leq g$.
2. $H \succeq 0$ if and only if the NPC condition (7) is first detected at the last iteration and evaluates to zero.

**Proof.**

1. Clearly if $H \succ 0$, then by (29c), the NPC condition (7) is never detected. Conversely, suppose $H \not\succ 0$. If $t \leq g$ is the first iteration such that $T_t \not\succ 0$, then by Lemma 12, the NPC condition (7) must hold. So, suppose $T_t \succ 0$ for all $1 \leq t \leq g$. Since $\Psi(H, g) = \Theta(H)$, the decomposition (10) must involve an eigenvector, $u$, corresponding to a non-positive eigenvalue of $H$. From (12), it follows that $u \in K_g(H, g)$. Let $V_g \in \mathbb{R}^{d \times g}$ denote the basis obtained from the Lanczos process for $K_g(H, g)$. Hence, we can write $u = V_g w$ for some non-zero $w \in \mathbb{R}^g$. It follows that

$$\langle w, T_g w \rangle = \langle V_g w, HV_g w \rangle = \langle u, Hu \rangle \leq 0,$$

which implies that $T_g \not\succ 0$, and we arrive at a contradiction.

2. If $H \succeq 0$, then we must have $T_t = V_t^t HV_t \succeq 0$. Now, by the Sturm Sequence Property, it follows that we must have $T_g \succeq 0$ but $T_t \succ 0$, $1 \leq t \leq g - 1$. The results follows from applying Lemma 12. Now, suppose the NPC condition (7) is first detected at the last iteration, and $(r_{g-1}, Hr_{g-1}) = 0$ but $H \not\succeq 0$. By Lemmas 2 and 12, we must have $T_g \succeq 0$. Similar to the proof of the first part, consider $u \in K_g(H, g)$ to be an eigenvector in the decomposition (10), which corresponds to a negative eigenvalue of $H$. Letting $u = V_g w$ for some non-zero $w \in \mathbb{R}^g$, it follows that

$$\langle w, T_g w \rangle = \langle V_g w, HV_g w \rangle = \langle u, Hu \rangle < 0,$$

which implies that $T_g \not\succeq 0$, and we arrive at a contradiction.

We end this section with an important implication of (9), which is used heavily in our analysis later in this paper.
Lemma 3. Let $1 \leq t \leq g$. For any $z \in K_t(H, g)$, we have $Hz = HUU^Tz$ where $U$ is as in (9).

Proof. We first note that that since $\Lambda \perp U^\top \perp g = 0$, it follows that $HUU^Tg = H_\perp U^\top \perp Hg = 0$. Hence, for any $z \in K_t(H, g)$, we have

$$Hz = H \left( \sum_{i=0}^{t-1} c_i H^i g \right) = \sum_{i=0}^{t-1} c_i H^{i+1} g$$

$$= \sum_{i=0}^{t-1} c_i H^i (HUU^T + H_\perp U^\top \perp H) g$$

$$= \sum_{i=0}^{t-1} c_i H^i HUU^T g = H \left( \sum_{i=0}^{t-1} c_i H^i UU^T g \right)$$

$$= HUU^T \left( \sum_{i=0}^{t-1} c_i H^i g \right) = HUU^Tz.$$  

$\square$

2.2.1 Complexity of Finding Approximate Solution

So long as the NPC condition (7) has not been detected, the iterates of Algorithm 1 are guaranteed to yield decent in both $f(x)$ and $\|g\|^2$. We now investigate the complexity of Algorithm 1 for obtaining an approximate solution to (4). Clearly, if $g_k \in \text{Null}(H_k)$, then $g_k$ is declared an NPC direction at the first iteration of Algorithm 1. So, in obtaining the convergence rate, we can safely assume that $g_k \notin \text{Null}(H_k)$. Lemma 4 will give the complexity of MINRES for obtaining a solution, which satisfies the inexactness condition (6).

Lemma 4. Suppose $g \notin \text{Null}(H)$, i.e., $\psi_+ + \psi_- \geq 1$. Consider any $1 \leq i \leq \psi_+$ and $\psi_+ + \psi_0 + 1 \leq j \leq \psi$. For any $0 < \theta < 1$, after at most

$$t \geq \frac{\sqrt{\max\{\kappa_i^+, \kappa_j^+\}}}{4} \log \left( \frac{4}{\theta} \right),$$

iterations of Algorithm 1 (without the NPC detection mechanism of Step 11), we have

$$\|r_t\|^2 \leq \| (I - [U_{i+} \ U_{j-}] [U_{i+} \ U_{j-}]^T) g \|^2$$

$$+ \theta \| ([U_{i+} \ U_{j-}] [U_{i+} \ U_{j-}]^T) g \|^2,$$

and in particular,

$$\|UU^T r_t\|^2 \leq \| (UU^T - [U_{i+} \ U_{j-}] [U_{i+} \ U_{j-}]^T) g \|^2$$

$$+ \theta \| ([U_{i+} \ U_{j-}] [U_{i+} \ U_{j-}]^T) g \|^2,$$

where

$$\kappa_i^+ \triangleq \frac{\lambda_1}{\lambda_i}, \quad \text{and,} \quad \kappa_j^- \triangleq \frac{\lambda_j}{\lambda_j},$$
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Proof. Recalling the $t^{th}$ iteration of MINRES as in (5), it follows that

\[
\min_{s \in K_i(H,g)} \|Hs + g\|^2 = \min_{s \in K_i(H,g)} \|Hs + (UU^T + U\perp U\perp^T)g\|^2 \\
= \min_{s \in K_i(H,g)} \|Hs + UU^Tg\|^2 + \|U\perp U\perp^Tg\|^2 \\
= \min_{s \in K_i(H,g)} \|HUU^T s + UU^Tg\|^2 + \|U\perp U\perp^Tg\|^2 \\
= \min_{s \in UU^T K_i(H,g)} \|HUU^T s + UU^Tg\|^2 + \|U\perp U\perp^Tg\|^2 \\
= \min_{s \in UU^T K_i(H,g)} \left(\|U_+ U_+^T Hs + U_+ U_+^T g\|^2 + \|U_- U_-^T Hs + U_- U_-^T g\|^2\right) + \|U\perp U\perp^Tg\|^2 \\
= \min_{p \in U_+ U_+^T K_i(H,g)} \|H U_+^T p + U_+ U_+^T g\|^2 + \min_{q \in U_- U_-^T K_i(H,g)} \|H U_-^T q + U_- U_-^T g\|^2 \\
= \min_{p \in U_+ U_+^T K_i(H,g)} \|\Lambda_+ U_+^T p + U_+ U_+^T g\|^2 + \|U\perp U\perp^Tg\|^2 \\
= \min_{p \in U_+ U_+^T K_i(H,g)} \|\Lambda_+ U_+^T p + U_+ U_+^T g\|^2 + \min_{q \in U_- U_-^T K_i(H,g)} \|\Lambda_+ U_+^T q + U_+ U_+^T g\|^2 \\
= \min_{p \in U_+ U_+^T K_i(H,g)} \|\Lambda+ \tilde{p} + U_+ U_+^T g\|^2 + \min_{q \in U_- U_-^T K_i(H,g)} \|\Lambda_- \tilde{q} + U_- U_-^T g\|^2 + \|U\perp U\perp^Tg\|^2. \\
\]

Now, for $1 \leq i \leq \psi_+$ and $\psi_+ + \psi_0 + 1 \leq j \leq \psi$, we have

\[
\min_{s \in K_i(H,g)} \|Hs + g\|^2 = \min_{\tilde{p} \in K_i(\Lambda_{+} U_{+}^T g)} \|\Lambda_{+} \tilde{p} + U_{+} U_{+}^T g\|^2 \\
+ \min_{\tilde{q} \in K_i(\Lambda_{-} U_{-}^T g)} \|\Lambda_{-} \tilde{q} + U_{-} U_{-}^T g\|^2 \\
+ \min_{\tilde{p} \in K_i(\Lambda_{+} U_{+}^T g)} \|\Lambda_{+} \tilde{p} + \left[U_{+}^T g\right]_{\perp}^T\|^2 \\
+ \min_{\tilde{q} \in K_i(\Lambda_{-} U_{-}^T g)} \|\Lambda_{-} \tilde{q} + \left[U_{-}^T g\right]_{\perp}^T\|^2 \\
\leq \min_{\tilde{p} \in K_i(\Lambda_{+} U_{+}^T g)} \|\Lambda_{+} \tilde{p} + U_{+} U_{+}^T g\|^2 + \min_{\tilde{q} \in K_i(\Lambda_{-} U_{-}^T g)} \|\Lambda_{-} \tilde{q} + U_{-} U_{-}^T g\|^2 \\
+ \left\|\left[U_{+}^T g\right]_{\perp}\right\|^2 + \left\|\left[U_{-}^T g\right]_{\perp}^T\right\|^2 + \|U\perp U\perp^Tg\|^2. \\
\]

Since $\Lambda_{+} \succ 0$ and $\Lambda_{-} \prec 0$, from the standard convergence rate of MINRES for definite
we get
\[ \| A_i \hat{p} + U_i^T g \| \leq 2 \| U_i + U_i^T g \| \left( \frac{\sqrt{\kappa_i^+} - 1}{\sqrt{\kappa_i^+} + 1} \right)^t, \]
\[ \| A_j - \hat{q} + U_j^T g \| \leq 2 \| U_j - U_j^T g \| \left( \frac{\sqrt{\kappa_j^-} - 1}{\sqrt{\kappa_j^-} + 1} \right)^t, \]
which implies that
\[ \| r_t \|^2 \leq \left( \left( U_i^c \left[ U_i^c \right]^T + U_j^c \left[ U_j^c \right]^T + U_\perp U_\perp^T \right) g \right)^2 \]
\[ + 4 \| U_i + U_i^T g \|^2 \left( \frac{\sqrt{\kappa_i^+} - 1}{\sqrt{\kappa_i^+} + 1} \right)^{2t} + 4 \| U_j - U_j^T g \|^2 \left( \frac{\sqrt{\kappa_j^-} - 1}{\sqrt{\kappa_j^-} + 1} \right)^{2t}, \]
\[ \leq \left( \left( I - [U_i + U_j] [U_i + U_j]^T \right) g \right)^2 \]
\[ + 4 \| (U_i + U_i^T g + U_j - U_j^T g) \|^2 \left( \max \left( \frac{\sqrt{\kappa_i^+} - 1}{\sqrt{\kappa_i^+} + 1}, \frac{\sqrt{\kappa_j^-} - 1}{\sqrt{\kappa_j^-} + 1} \right) \right)^{2t}, \]
where we have used the fact that
\[ [U_i + U_j] [U_i + U_j]^T = I - (U_i^c + U_i^c)^T - U_i^c - (U_j^c + U_j^c)^T - U_j^c \]
\[ U_\perp U_\perp^T. \]
Hence, using the fact that \( \log \max \{a, b\} = \max \log \{a, b\}, a > 0, b > 0, \)
\[ t \geq \frac{\sqrt{\max \{\kappa_i^+, \kappa_j^\}}}{4} \log (4/\theta), \]
then we have the desired result.

\[ \Box \]

**Remark 3.** Lemma 4 gives the convergence of MINRES involving arbitrary symmetric matrices. To our knowledge, it provides an improvement over the existing results on the convergence of MINRES applied to indefinite symmetric matrices. Indeed, available general convergence results for indefinite problems imply rates depending on \( \kappa^+ \) and \( \kappa^- \) as opposed to \( \sqrt{\kappa^+} \) and \( \sqrt{\kappa^-} \), e.g., [30,41,69,76]. While the existing convergence results in the literature are sub-optimal, Lemma 4 provides a convergence rate, which similar to positive-definite system, depends optimally on \( \sqrt{\kappa^+} \) and \( \sqrt{\kappa^-} \). The key to obtaining the improvements in Lemma 4 is by considering the interplay between \( g \) and \( H \) by separating positive and negative \( g \)-relevant eigenvalues, and the projection of the iterates on the corresponding eigenspaces.

From the proof of Lemma 4, it is easy to see that, for any \( 1 \leq i \leq \psi + \psi_0 + 1 \leq j \leq \psi \), we have
\[ \min_{s \in K_i(H,g)} \| Hs + g \|^2 \leq \min \left\{ \min_{\hat{p} \in K_i(A_i + U_i^T g)} \| A_i \hat{p} + U_i^T g \|^2 + \| I - U_i + U_i^T g \|, \right. \]
\[ \left. \min_{\hat{q} \in K_j(A_j - U_j^T g)} \| A_j - \hat{q} + U_j^T g \|^2 + \| I - U_j - U_j^T g \| \right\}, \]
from which, following similar steps as in the proof of Lemma 4, we get the following corollary.
Corollary 1. Suppose $\psi_+ \geq 1$. Consider any $1 \leq i \leq \psi_+$. For any $0 < \theta < 1$, after at most
\[ t \geq \frac{\sqrt{\kappa_+^i}}{4} \log \left( \frac{4}{\theta} \right), \]
iterations of Algorithm 1 (without the NPC detection mechanism of Step 11), we have
\[ \|r_t\|^2 \leq \| (I - U_i^+ U_i^+^\top) g \|^2 + \theta \| U_i^+ U_i^+^\top g \|^2, \]
and in particular,
\[ \| UU^\top r_t \|^2 \leq \| (UU^\top - U_i^+ U_i^+^\top) g \|^2 + \theta \| U_i^+ U_i^+^\top g \|^2. \]
If $\psi_- \geq 1$, then letting $\psi_+ + \psi_0 + 1 \leq j \leq \psi$, the statement also holds with $U_j$ and $\kappa_j^-$, instead of $U_i^+$ and $\kappa_i^+$, respectively.

Corollary 1 only involves the positive (or negative) $g$-relevant spectrum of $H$ and hence is more appealing than Lemma 4 when either of $\kappa^-$ (or $\kappa^+$) is very large. Of course, this comes at the cost of a larger residual error on the right-hand.

The following Lemma will be used in conjunction with Lemma 4 and Corollary 1 to establish the iteration complexity of Algorithm 1 to obtain a solution which satisfies the inexactness condition (6).

Lemma 5. Let $U$ be as in (9). If for any $\eta > 0$, we have
\[ \|UU^\top r_{t-1}\|^2 \leq \frac{\eta^2}{\|UU^\top g\|^2 + \eta^2} \|UU^\top g\|^2, \]
then the inexactness condition (6) holds.

Proof. First recall that $r_{t-1} \in K_t(H, g)$. We have
\[ \|UU^\top H U\|^2 \|UU^\top r_{t-1}\|^2 \leq \eta^2 \left( \|UU^\top g\|^2 - \|UU^\top r_{t-1}\|^2 \right). \]
We also get $\|HHU^\top s_{t-1}\|^2 = \|HUU^\top r_{t-1}\|^2 = \|UU^\top g\|^2 - \|UU^\top r_{t-1}\|^2$. This, coupled with the fact that $\|HUU^\top r_{t-1}\| \leq \|HHU\| \|UU^\top r_{t-1}\|$ and noting that by Lemma 3 we have $\|Hr_{t-1}\| = \|HUU^\top r_{t-1}\|$, implies the desired result. \hfill \Box

For example, suppose $\eta$ is large enough such that
\[ \frac{\eta^2}{\|UU^\top H U\|^2 + \eta^2} > \frac{\| (UU^\top - U_i^+ U_i^+^\top) g \|^2}{\|UU^\top g\|^2}. \]
From Lemma 4, after at most
\[ t \geq \frac{\sqrt{\max\{\kappa_+^i, \kappa_-^j\}}}{4} \log \left( \frac{4}{\eta^2 / (\|UU^\top H U\|^2 + \eta^2) - \| (UU^\top - U_i^+ U_i^+^\top) g \|^2 / \|UU^\top g\|^2} \right) + 1, \]
iteration we have a solution $s_{t-1}$, which satisfies (6).
2.2.2 Complexity of Finding NPC Direction

Theorem 1 shows that as long as $H$ contains any non-positive $g$-relevant eigenvalues, MINRES is guaranteed to detect a NPC direction. We now establish a worst-case complexity of MINRES for detecting such directions. To detect an NPC direction, we do not necessarily need to estimate the smallest $g$-relevant eigenvalue of $H$. As long as we can crudely approximate any negative $g$-relevant eigenvalue, we can safely extract the corresponding NPC direction. This observation is basis in the derivation of Lemma 6. The proof idea below draws upon that in [68, Sections 4.4 and 6.6].

**Lemma 6.** Suppose $\psi_+ \geq 1$, $\psi_- \geq 1$, and let $\zeta_t$ be the smallest eigenvalue of $T_t$ for $t \leq g$. For any $\psi_+ + \psi_0 + 1 \leq j \leq \psi$, we have

$$\zeta_t - \lambda_j \leq 4 \left( \frac{1 - \nu_j}{\nu_j} \right) (\lambda_1 - \lambda_j) \frac{\sqrt{\kappa_j + 1} - 1}{\sqrt{\kappa_j + 1} + 1} \left( \frac{1}{\nu_j} \right)^{2(t-1)},$$

where

$$\kappa_j \triangleq \frac{\lambda_1}{-\lambda_j},$$

and

$$\nu_j \triangleq \frac{\|U_{j-}^\top g\|^2}{\|UU^\top g\|^2},$$

and $\lambda_i$, $U$ and $U_{j-}$ are as in (9) and (11).

**Proof.** We first note that

$$\zeta_t = \min_{p \in \mathcal{P}_{t-1}} \frac{\langle p(H)g, Hp(H)g \rangle}{\langle p(H)g, p(H)g \rangle} \leq \min_{p \in \mathcal{P}_{t-1}} \frac{\langle p(H)UU^\top g, Hp(H)UU^\top g \rangle}{\langle p(H)UU^\top g, p(H)UU^\top g \rangle},$$

where $\mathcal{P}_{t-1}$ is the space of all polynomials of degree not exceeding $t - 1$ and the inequality follows by Lemma 3 and the fact that $\|UU^\top p(H)g\| \leq \|p(H)g\|$. Denote

$$\mathcal{I} \triangleq \{1, \ldots, \psi_+, \psi_+ + \psi_0 + 1, \ldots, \psi\}.$$

Note that $|\mathcal{I}| = \psi$ if $\psi_0 = 0$, otherwise $|\mathcal{I}| = \psi - 1$. With $U$ as in (9) and defining

$$c_i \triangleq \frac{(u_i, g)}{\|UU^\top g\|},$$

we have

$$UU^\top g = \sum_{i \in \mathcal{I}} (u_i, g) u_i = \|UU^\top g\| \sum_{i \in \mathcal{I}} c_i u_i.$$  

Noting that $\lambda_i < \lambda_j \leq 0$ for any $\psi_+ + \psi_0 + 1 \leq j < i < \psi$, it follows that for any $\psi_+ + \psi_0 + 1 \leq$
\[ j \leq \psi, \text{ we have} \]

\[
\zeta_t - \lambda_j \leq \min_{p \in \mathcal{P}_{t-1}} \left( \frac{(p(H)UU^T g, H_p(H)UU^T g)}{(p(H)UU^T g, H_p(H)UU^T g)} - \lambda_j \right) = \min_{p \in \mathcal{P}_{t-1}} \left( \frac{\sum_{i \leq \psi} \lambda_i c_i^2 p^2(\lambda_i)}{\sum_{i \in \mathcal{I}} c_i^2 p^2(\lambda_i)} - \lambda_j \right)
\]

\[
= \min_{p \in \mathcal{P}_{t-1}} \left( \frac{\sum_{i \leq \psi} \lambda_i c_i^2 p^2(\lambda_i)}{\sum_{i \leq \psi} c_i^2 p^2(\lambda_i)} - \lambda_j \right)
\]

\[
\leq \min_{p \in \mathcal{P}_{t-1}} \left( \frac{\sum_{i \leq \psi} \lambda_i c_i^2 p^2(\lambda_i) + \sum_{j \leq i \leq \psi} c_i^2 p^2(\lambda_i)}{\sum_{i \leq \psi} c_i^2 p^2(\lambda_i)} - \lambda_j \right)
\]

\[
\leq \min_{p \in \mathcal{P}_{t-1}} \left( \frac{\sum_{i \leq \psi} (\lambda_i - \lambda_j) c_i^2 p^2(\lambda_i)}{\sum_{i \leq \psi} c_i^2 p^2(\lambda_i)} \right)
\]

\[
\leq (\lambda_1 - \lambda_j) \left( \frac{\sum_{i \leq \psi} c_i^2 p^2(\lambda_i)}{\sum_{i \leq \psi} c_i^2 p^2(\lambda_i)} \right), \forall p \in \mathcal{P}_{t-1}.
\]

Now, take

\[
p(\lambda) = C_{t-1} \left( 1 + 2 \left( \frac{\lambda_{\psi+} - 2\lambda}{2\lambda_1 - \lambda_{\psi+}} \right) \right),
\]

where \( C_t \) is the Chebyshev polynomial of the first kind of degree \( t \) defined as

\[
C_t(x) \triangleq \begin{cases} 
\cos(t \cos^{-1}(x)), & |x| \leq 1, \\
\frac{1}{2} \left( (x + \sqrt{x^2 - 1})^t + (x + \sqrt{x^2 - 1})^{-t} \right), & |x| > 1.
\end{cases}
\]

Since \(|p(\lambda_i)| \leq 1, 1 \leq i \leq \psi_+\), we have

\[
\zeta_t - \lambda_j \leq (\lambda_1 - \lambda_j) \left( \frac{\sum_{i \leq \psi} c_i^2}{\sum_{i \leq \psi} c_i^2 p^2(\lambda_i)} + \sum_{j \leq i \leq \psi} c_i^2 p^2(\lambda_i) \right) \leq (\lambda_1 - \lambda_j) \left( \frac{\sum_{i \leq \psi} c_i^2}{\sum_{j \leq i \leq \psi} c_i^2 p^2(\lambda_i)} \right).
\]
It is easy to show that \( C_t(x) \) is increasing on \( x > 1 \). Indeed, we have
\[
\frac{dC_t(x)}{dx} = \frac{1}{2} \left( 1 + \frac{2x}{\sqrt{x^2-1}} \right) \left( t \left( x + \sqrt{x^2-1} \right)^{t-1} - t \left( x + \sqrt{x^2-1} \right)^{-t-1} \right)
\]
\[
= \frac{t}{2} \left( 1 + \frac{2x}{\sqrt{x^2-1}} \right) \frac{(x + \sqrt{x^2-1})^{2t-1} - 1}{(x + \sqrt{x^2-1})^{t+1}} > 0.
\]
Hence, \( p(\lambda_j) < p(\lambda_{j+1}) < \ldots < p(\lambda_\psi) \). It follows that
\[
\zeta_i - \lambda_j \leq \frac{(\lambda_1 - \lambda_j)}{p^2(\lambda_j)} \left( \frac{\sum_{i \in I} \nu_i^2}{\sum_{j \leq i \leq \psi} \nu_i^2} \right) = \frac{(\lambda_1 - \lambda_j)}{p^2(\lambda_j)} \left( \frac{\sum_{i \in I} \nu_i^2 - \sum_{j \leq i \leq \psi} \nu_i^2}{\sum_{j \leq i \leq \psi} \nu_i^2} \right).
\]

From
\[
\frac{\lambda_{\psi+} - 2\lambda_j}{2\lambda_1 - \lambda_{\psi+}} \geq \frac{-\lambda_j}{\lambda_1},
\]
we also have
\[
p(\lambda_j) = C_{t-1} \left( 1 + 2 \left( \frac{\lambda_{\psi+} - 2\lambda_j}{2\lambda_1 - \lambda_{\psi+}} \right) \right) \geq C_{t-1} \left( 1 - \frac{2\lambda_j}{\lambda_1} \right) = C_{t-1} \left( 1 + \frac{2}{\kappa_j} \right)
\]
\[
= \frac{1}{2} \left( \frac{1 + \frac{2}{\kappa_j} + \sqrt{\left( 1 + \frac{2}{\kappa_j} \right)^2 - 1}}{\kappa_j} \right)^{t-1} \left( \frac{1 + \frac{2}{\kappa_j} + \sqrt{\left( 1 + \frac{2}{\kappa_j} \right)^2 - 1}}{\kappa_j} \right)^{1-t}
\]
\[
= \frac{1}{2} \left( \frac{\kappa_j + 2 + 2\sqrt{\kappa_j + 1}}{\kappa_j} \right)^{t-1} \left( \frac{\kappa_j + 2 + 2\sqrt{\kappa_j + 1}}{\kappa_j} \right)^{1-t}
\]
\[
= \frac{1}{2} \left( \frac{\sqrt{\kappa_j + 1} + 1}{\sqrt{\kappa_j + 1} - 1} \right)^{t-1} \left( \frac{\sqrt{\kappa_j + 1} + 1}{\sqrt{\kappa_j + 1} - 1} \right)^{1-t}
\]
\[
\geq \frac{1}{2} \left( \frac{\sqrt{\kappa_j + 1} + 1}{\sqrt{\kappa_j + 1} - 1} \right)^{t-1},
\]
which gives our desired result. \( \square \)

As it can be seen, the bound in Lemma 6 is controlled by the proportion (14) and also the “condition number” \( \kappa_j \), which shed light on the factors that affect the performance of MINRES in detecting a negative curvature direction. Indeed, suppose \( \psi_+ \geq 1 \), \( \psi_- \geq 1 \) and \( j \geq \psi_+ + \psi_- + 1 \). The ratio \( \nu_j \) measures the portion of \( g \) that lies in the relevant sub-space \( \text{Range}(U_{j-}) \) compared with the “left-over” portion that lies in the orthogonal complement in \( \text{Range}(U) \). It is natural to expect that \( \lambda_j \) can be estimated faster when \( U_{j-}U_{j-}^Tg \) constitutes a relatively large portion of \( UU^Tg \). Also, the “condition number” \( \kappa_j \) indicates that MINRES can detect a NPC direction faster in cases where \( \lambda_j \) is sufficiently larger, in magnitude, compared to \( \lambda_1 \). In fact, the term “condition number” is somewhat a misnomer since \( \kappa_j \) can indeed be smaller than one if \( |\lambda_j| \geq \lambda_1 \).

Lemma 6 implies that, for any \( \epsilon > 0 \), after at most
\[
t = \min \left\{ \left\lceil \left( \frac{\sqrt{\kappa_j + 1}}{4} \right) \log \left( 4 \left( 1 - \sum_{i=j}^\psi \frac{c_i^2}{\left( \epsilon \sum_{i=j}^\psi c_i^2 \right)} \right) + 1 \right) \right\rceil, g \right\}
\]
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iterations, for any $2 \leq j \leq \psi$, we have
\[ \zeta_t - \lambda_j \leq \epsilon (\lambda_1 - \lambda_j). \quad (15) \]

Indeed, it suffices to find $t$ large enough such that
\[ 4 \left( 1 - \frac{\sum_{i=j}^{\psi} c_i^2}{\sum_{i=j}^{\psi} c_i^2} \right) \left( \frac{\sqrt{\kappa_j + 1} - 1}{\sqrt{\kappa_j + 1} + 1} \right)^{2(t-1)} \leq \epsilon. \]

If $4 \left( 1 - \frac{\sum_{i=j}^{\psi} c_i^2}{\sum_{i=j}^{\psi} c_i^2} \right) / \left( \frac{\sum_{i=j}^{\psi} c_i^2}{\sum_{i=j}^{\psi} c_i^2} \right) \leq \epsilon$, this holds trivially for any $t$. Otherwise, this is satisfied if we have
\[
t \geq \frac{1}{2} \log \left( \frac{4 \left( 1 - \frac{\sum_{i=j}^{\psi} c_i^2}{\sum_{i=j}^{\psi} c_i^2} \right)}{\epsilon} \right) / \log \left( \frac{\sqrt{\kappa_j + 1} - 1}{\sqrt{\kappa_j + 1} + 1} \right) + 1
\]
\[= \frac{1}{2} \log \left( \frac{4 \left( 1 - \frac{\sum_{i=j}^{\psi} c_i^2}{\sum_{i=j}^{\psi} c_i^2} \right)}{\epsilon} \right) / \log \left( 1 + \frac{2}{\sqrt{\kappa_j + 1} - 1} \right) + 1.
\]

Now, the last bit is done by noting that for $b > 0$ we have
\[
\log \left( 1 + \frac{1}{b} \right) \geq \frac{2}{2b + 1}.
\]

If $\psi_- = \psi_0 = 0$, then by Theorem 1, no NPC direction is detected within MINRES iterations. Suppose, $\psi_- = 0$ but $\psi_0 = 1$. In this case, as per Lemma 2, a zero curvature direction is detected for the first time only at the very last iteration. However, if $\psi_+ = 0$, i.e., $H$ has no positive $g$-relevant eigenvalues, then a NPC direction is detected at the very first iteration. Indeed, letting $r_0 = g = \sum_{i=1}^{\psi} \xi_i u_i$, we have
\[
\langle r_0, Hr_0 \rangle = \sum_{i=1}^{\psi} \xi_i^2 \lambda_i \langle u_i, u_i \rangle \leq 0.
\]

Corollary 2 gives a complexity for detecting the NPC Condition (7) for non-trivial cases where $\psi_- \geq 1$ and $\psi_+ \geq 1$.

**Corollary 2.** Suppose $H$ has at least one negative and one positive $g$-relevant eigenvalues, i.e., $\psi_- \geq 1$ and $\psi_+ \geq 1$. After at most $t = \min \{ T, g \}$ iterations of Algorithm 1 (without the inexactness mechanism of Step 7), the NPC Condition (7) is satisfied, where
\[
T \triangleq \min \left\{ T_j \mid \psi_+ + \psi_0 + 1 \leq j \leq \psi \right\},
\]
\[
T_j \triangleq \left\lceil \frac{\sqrt{\kappa_j + 1}}{4} \log \left( 4 \left( \kappa_j + 1 \right) \left( \frac{1 - \nu_j}{\nu_j} \right) \right) + 1 \right\rceil,
\]
where $U$, $U_{j-}$, $\kappa_j$ and $\nu_j$ are as in (9), (11), (13) and (14), respectively.

**Proof.** Let $\lambda_j < 0$ be a negative $g$-relevant eigenvalue of $H$ for some $\psi_+ + \psi_0 + 1 \leq j \leq \psi$. Letting $\epsilon \leq -\lambda_j / (\lambda_1 - \lambda_j)$ in (15), we get
\[
\zeta_t \leq \epsilon (\lambda_1 - \lambda_j) + \lambda_j \leq 0.
\]
Now, the result follows by taking the minimum over $\psi_+ + \psi_0 + 1 \leq j \leq \psi$. \qed
3 Newton-MR: Algorithms and Convergence Analysis

Building upon the properties of Algorithm 1 in Section 2, we now present two variants of Newton-MR for optimization of (1). The first variant, discussed in Section 3.2 and depicted in Algorithm 4, offers first-order approximate optimality guarantee as in (3a). In Section 3.3, we then propose a slightly more refined variant, which comes equipped with second-order approximate optimality guarantees as in (3).

3.1 Blanket Assumptions

To carry out the analysis of this section, we make the following blanket assumptions regarding smoothness of the function $f$.

**Assumption 1** (g-relevant Hessian Boundedness). There exists a $0 \leq L_g < \infty$ such that, for any $x \in \mathbb{R}^d$, we have $\|U^T H U\| \leq L_g$, where $U$ is as in (9).

Assumption 1 implies that $\max\{\lambda_1, |\lambda_\varphi|\} \leq L_g$, i.e., only the $g$-relevant subset of the spectrum of $H$ is required to be bounded. In other words, it implies a directional smoothness with respect to a restricted sub-space. Clearly, Assumption 1 is a relaxation of the usual Lipschitz continuity assumption of $g$. Indeed, the widely-used condition $\| \nabla f(x) - \nabla f(y) \| \leq L \| x - y \|, \quad \forall x, y \in \mathbb{R}^d,$

for twice-continuously differentiable $f$, implies $\| H \| \leq L_g$, which is stronger than Assumption 1.

**Assumption 2** (Smoothness). The function $f$ is twice continuously differentiable with Lipschitz continuous Hessian. That is, there exist a constant $0 \leq L_H < \infty$ such that for all $(x, y) \in \mathbb{R}^{d \times d}$ we have

$$\| \nabla^2 f(x) - \nabla^2 f(y) \| \leq L_H \| x - y \|. \quad (16)$$

Assumption 2 is the only uniform smoothness assumption we make in this paper. Furthermore, unlike the analysis in [65, 66, 80], we make no assumption on the boundedness of $g$.

Recall the familiar relationship $T_t = V_t^T H V_t$ where $T_t \in \mathbb{R}^{t \times t}$ is the symmetric tridiagonal matrix obtained in the $t^{th}$ iteration of Algorithm 1 and $V_t \in \mathbb{R}^{d \times t}$ is the basis obtained from the Lanczos process for $K_t(H, g)$; see Appendix A.1 for more details. Lemma 12 guarantees that as long as a NPC direction has not been encountered, we have $T_t \succ 0$. Assumption 3 entails assuming that there is a small enough $\sigma > 0$ such that, as long as the NPC condition (7) has not been detected, $T_t$ remains uniformly positive definite.

**Assumption 3** (Krylov Subspace Regularity Property I). There is a constant $\sigma > 0$ small enough such that for any $x \in \mathbb{R}^d$, as long as the NPC condition (7) has not been detected, we have $T_t \succeq \sigma I$.

Clearly, Assumption 3 is equivalent to having $\langle s, H s \rangle \geq \sigma \| s \|^2, \forall s \in K_t(H, g)$ as long as the NPC condition has not been detected, that is as long as $K_t(H, g)$ does not contain any NPC direction for $H$. Since by Lemma 12, for all $x_k$, prior to the detection of the NPC direction we have $\langle s, H s \rangle > 0, \forall s \in K_t(H_k, g_k)$, it follows that Assumption 3 trivially holds if we further assume that the sub-level set $S(x_0; f) \triangleq \{ x \in \mathbb{R}^d \mid f(x) \leq f(x_0) \}$ is compact, which is often made in similar literature, e.g., [65, 66, 80]. We also note that Assumption 3 implies a local convexity property for $f$ in a uniformly small ball within the Krylov subspace $K_t(H, g)$ prior to the detection of the NPC condition (7).
Corollary 3. For any \( x \in \mathbb{R}^d \), suppose \( 1 \leq t \leq g \) be such that \( K_t(H(x), g(x)) \) does not contain any NPC direction for \( H(x) \). Under Assumptions 2 and 3,

\[
f(x + d) \geq f(x) + \langle g(x), d \rangle, \quad \forall d \in D(x),
\]

where \( D(x) \) is a small ball within \( K_t(H(x), g(x)) \), defined as

\[
D(x) \triangleq \left\{ d \in K_t(H(x), g(x)) \mid \|d\| \leq \frac{2 \sigma}{L_H} \right\}.
\]

Proof. Recall that Assumption 3 is equivalent to having \( \langle d, H_k d \rangle \geq \sigma \|d\|^2 \) for any \( d \in K_t(H(x), g(x)) \). It follows that for any \( d \in D(x) \),

\[
f(x + d) - f(x) = \langle \nabla f(x), d \rangle + \frac{1}{2} \int_{0}^{1} \langle d, \nabla^2 f(x + td) d \rangle dt
\]

\[
= \langle \nabla f(x), d \rangle + \frac{1}{2} \int_{0}^{1} \langle d, \nabla^2 f(x + td) - \nabla^2 f(x) + \nabla^2 f(x) d \rangle dt
\]

\[
= \langle \nabla f(x), d \rangle + \frac{1}{2} \int_{0}^{1} \langle d, \nabla^2 f(x) d \rangle dt + \frac{1}{2} \int_{0}^{1} \langle d, (\nabla^2 f(x + td) - \nabla^2 f(x)) d \rangle dt
\]

\[
\geq \langle \nabla f(x), d \rangle + \frac{\sigma}{2} \|d\|^2 - \frac{L_H}{4} \|d\|^3 \geq \langle \nabla f(x), d \rangle.
\]

\( \square \)

### 3.2 Newton-MR With First-order Complexity Guarantee

In this section, we present our first variant of Newton-MR, detailed in Algorithm 4, which offers first-order approximate optimality guarantee as in (3a). Recall from (8) that, as long as \( g_k \neq 0 \), Algorithm 1 returns a search direction, \( d_k \), which is always guaranteed to be a descent direction. As a result, the step-size, \( \alpha_k \), can be chosen using the Armijo-type line-search by finding the largest \( \alpha_k \) that satisfies

\[
f(x_k + \alpha_k d_k) \leq f(x_k) + \rho \alpha_k \langle g_k, d_k \rangle,
\]

where \( \rho > 0 \) is some appropriately chosen line-search parameter. This is often approximately achieved using a back-tracking line-search strategy as in Algorithm 2.

Algorithm 2 Backward Tracking Line-Search

1: **Input:** \( \alpha = 1, 0 < \zeta < 1 \)
2: **while** Line-search criterion is not satisfied with \( \alpha \) **do**
3: \( \alpha = \zeta \alpha \)
4: **end while**
5: **return** \( \alpha \)

In Algorithm 4, when \( D_{\text{type}} = \text{“SOL”} \), we set \( \alpha = 1 \) as the initial trial step-size for the backtracking line-search procedure. However, when \( D_{\text{type}} = \text{“NPC”} \), the proof of Lemma 9
below highlights the fact that the chosen step-size may in fact be much larger. In this light, when \( d_k \) is a direction of non-positive curvature, instead of back-tracking line-search, we can employ a forward-tracking procedure, depicted in Algorithm 3, to search for larger step-sizes that satisfy the line-search criterion (17). We note that the notion of forward-tracking procedure has been considered in the literature before in various contexts, e.g., [35].

**Algorithm 3** Forward/Backward Tracking Line-Search

1: **Input:** \( \alpha > 0, 0 < \zeta < 1 \)
2: if Line-search criterion is not satisfied with \( \alpha \) then
3: Call Algorithm 2
4: else
5: while Line-search criterion is satisfied with \( \alpha \) do
6: \( \alpha = \alpha / \zeta \)
7: end while
8: return \( \zeta \alpha \)
9: end if

**Remark 4.** The initial trial step-size for Algorithm 2 is set as \( \alpha = 1 \). The motivation for this choice is based on the following observation. Suppose MINRES returns a solution direction \( d_k \) prior to detection of the NPC condition. Consider the second-order Taylor expansion of \( f \) at \( x_k \) as

\[
\phi(\alpha) \triangleq f(x_k) + \alpha \langle d_k, g_k \rangle + \frac{\alpha^2}{2} \langle d_k, H_k d_k \rangle,
\]

which is often taken as a local approximation to \( f \) in many Newton-type algorithms. By the Lemma 13, which is a unique property of MINRES, we can upper bound the mismatch between \( \phi(\alpha) \) and \( f(x_k) \) as

\[
\phi(\alpha) - f(x_k) \leq \left( \frac{\alpha^2}{2} - \alpha \right) \langle d_k, H_k d_k \rangle.
\]

Clearly, \( \alpha = 1 \) is the minimizer of this upper bound, which implies that \( \alpha = 1 \) may, in some sense, be an optimal choice for the initial step-size in Newton-MR. This choice is also often made for the Newton-CG and many quasi-Newton methods. However, the motivation for such a choice for those algorithms is entirely different than the discussion above and is based on achieving quadratic/super-linear local convergence rate. This also raises an interesting research direction to quantify the local convergence of Newton-MR with unit step-size.

### 3.2.1 Optimal Iteration Complexity

In this section, we provide the first-order iteration complexity analysis of Algorithm 4 and show that it achieves the optimal rate of \( O \left( \varepsilon^{-3/2} \right) \).

Typically, one might expect the size of the update direction to be directly correlated with the magnitude of the gradient. Indeed, from [51, Lemma 3.11], we have \( \| H_k s_k^{(t)} \| \leq \| g_k \|. \) Hence,
Algorithm 4 Newton-MR With First-order Complexity Guarantee

1: **Input:**
   - Initial point: $x_0$
   - Approximate first-order optimality tolerance: $0 < \varepsilon_g \leq 1$
   - Inexactness tolerance: $\theta > 0$

2: $k = 0$

3: while $\|g_k\| > \varepsilon_g$ do

4: Call Algorithm 1 as $[d_k, D_{type}] = \text{MINRES}(H_k, g_k, \theta \sqrt{\varepsilon_g})$

5: if $D_{type} = \text{‘SOL’}$ then

6: Find the largest $0 < \alpha_k \leq 1$ satisfying (17) with $0 < \rho < 1/2$ using Algorithm 2

7: else

8: Find the largest $\alpha_k > 0$ satisfying (17) with $0 < \rho < 1$ using Algorithm 3

9: end if

10: $x_{k+1} = x_k + \alpha_k d_k$

11: $k = k + 1$

12: end while

13: **Output:** $x_k$ satisfying first-order optimality (3a)

by Assumption 3,

$$
\|s_k^{(t)}\| \leq \frac{\langle s_k^{(t)}, H_k s_k^{(t)} \rangle}{\sigma \|s_k^{(t)}\|} \leq \frac{\|H_k s_k^{(t)}\|}{\sigma} \leq \frac{\|g_k\|}{\sigma},
$$

as long as no NPC direction has been detected. An important ingredient of our analysis is to establish a converse, which will then allow us to obtain a bound on a worst-case decrease in the objective value. Suppose MINRES returns an iterate $d_k = s_k^{(t-1)}$ that satisfies the inexact condition (6). Lemma 7 shows that magnitude of the direction serves as an estimate on the gradient norm at the point $x_{k+1} = x_k + d_k$.

**Lemma 7.** Under Assumptions 1 to 3, if (6) is satisfied with $\eta = \theta \sqrt{\varepsilon_g}$ for some $\theta > 0$, we have

$$
\|s_k^{(-1)}\| \geq c_0 \min \left\{ \frac{\|\nabla f(x_k + s_k^{(t-1)})\|}{\sqrt{\varepsilon_g}}, \sqrt{\varepsilon_g} \right\},
$$

where

$$
c_0 \triangleq \frac{2\sigma}{\theta^2 L_g^2 + \sqrt{\theta} L_g + 2\sigma^2 L_H},
$$

and $L_g, L_H$, and $\sigma$ are as in Assumptions 1 to 3.

**Proof.** First, we note that since $r_k^{(t-1)} \in K_t(H_k, g_k)$ and the NPC condition (7) has not yet been
detected at iteration \( t \), Assumption 3 implies that
\[
\| r_k^{(t-1)} \|^2 \leq \langle r_k^{(t-1)}, H_k r_k^{(t-1)} \rangle / \sigma \leq \| r_k^{(t-1)} \| \| H_k r_k^{(t-1)} \| / \sigma,
\]
which gives \( \| r_k^{(t-1)} \| \leq \| H_k r_k^{(t-1)} \| / \sigma \). Denote \( g_{k+1} \triangleq \nabla f(x_k + s_k^{(t-1)}) \). From Assumptions 1 and 2 and (6), we have
\[
\| g_{k+1} \| = \| g_{k+1} - H_k s_k^{(t-1)} - r_k^{(t-1)} \| \leq \| g_{k+1} - g_k - H_k s_k^{(t-1)} \| + \| r_k^{(t-1)} \|
\leq \frac{L_H}{2} \| s_k^{(t-1)} \|^2 + \frac{\| H_k r_k^{(t-1)} \|}{\sigma} \leq \frac{L_H}{2} \| s_k^{(t-1)} \|^2 + \frac{\eta \| H_k s_k^{(t-1)} \|}{\sigma}.
\]
Now, by solving
\[
\sigma L_H \| s_k^{(t-1)} \|^2 + 2 \theta \sqrt{\varepsilon_g L_g} \| s_k^{(t-1)} \| - 2\sigma \| g_{k+1} \| \geq 0,
\]
we obtain
\[
\| s_k^{(t-1)} \|^2 \geq \frac{-2 \theta \sqrt{\varepsilon_g L_g} + \sqrt{4 \theta^2 \varepsilon_g L_g^2 + 8 \sigma^2 L_H \| g_{k+1} \|}}{2 \sigma L_H}
= \left( \frac{-\theta L_g + \sqrt{\theta^2 L_g^2 + 2 \sigma^2 L_H \| g_{k+1} \| / \varepsilon_g}}{\sigma L_H} \right) \sqrt{\varepsilon_g}
= \left( \frac{2 \sigma \| g_{k+1} \| / \varepsilon_g}{\theta L_g + \sqrt{\theta^2 L_g^2 + 2 \sigma^2 L_H \| g_{k+1} \| / \varepsilon_g}} \right) \sqrt{\varepsilon_g}
\geq \left( \frac{2 \sigma}{\theta L_g + \sqrt{\theta^2 L_g^2 + 2 \sigma^2 L_H}} \right) \sqrt{\varepsilon_g} \min \{ \| g_{k+1} \| / \varepsilon_g, 1 \}.
\]

The next lemma gives the worst-case amount of descent obtained by using a solution direction satisfying (6).

**Lemma 8.** Suppose Algorithm 1 returns \( D_{\text{type}} = \text{SOL} \). Under Assumptions 1 to 3, in Algorithm 4, we have
\[
f(x_{k+1}) \leq f(x_k) - \min \left\{ c_1, c_2 \varepsilon_g, c_2 \| g_{k+1} \|^2 / \varepsilon_g \right\},
\]
where
\[
c_1 \triangleq \rho \sigma \left( \frac{3 \sigma (1 - 2\rho)}{L_H} \right)^2, \quad c_2 \triangleq \rho \sigma c_0^2,
\]
\( c_0, L_H, \) and \( \sigma \) are defined, respectively, in Lemma 7 and Assumptions 2 and 3, and \( 0 < \rho < 1/2 \) is the line-search parameter.
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Proof. Since $D_{\text{type}} = \text{`SOL'},$ we have $d_k = s_k^{(t-1)}.$ From Assumption 2, for any $0 < \alpha \leq 1,$

$$f(x_k + \alpha d_k) - f(x_k) - \alpha \rho \langle d_k, g_k \rangle \leq \alpha \langle d_k, g_k \rangle + \frac{\alpha^2}{2} \langle d_k, H d_k \rangle + \frac{L_H}{6} \alpha^3 \|d_k\|^3 - \alpha \rho \langle d_k, g_k \rangle$$

$$\leq \alpha (1 - \rho) \langle d_k, g_k \rangle + \frac{\alpha}{2} \langle d_k, H d_k \rangle + \frac{L_H}{6} \alpha^3 \|d_k\|^3$$

$$\leq \alpha (1 - 2\rho) \langle d_k, g_k \rangle + \frac{\alpha}{2} (\langle d_k, g_k \rangle + \langle d_k, H d_k \rangle)$$

$$+ \frac{L_H}{6} \alpha^3 \|d_k\|^3$$

$$\leq \alpha (1 - 2\rho) \langle d_k, g_k \rangle + \frac{L_H}{6} \alpha^3 \|d_k\|^3$$

$$\leq -\frac{\alpha (1 - 2\rho)}{2} \|d_k\|^2 + \frac{L_H}{6} \alpha^3 \|d_k\|^3,$$

where the last two inequalities follows from Lemma 13 and Assumption 3, respectively. To satisfy the line-search criterion (17), we require that the right hand side is negative, which implies that for the largest $\alpha_k$ satisfying the line-search condition (17), we must have

$$\alpha_k \geq \min \left\{ 1, \sqrt[3/2]{\frac{3\sigma (1 - 2\rho)}{L_H \|d_k\|}} \right\}.$$

If

$$\|d_k\| \geq \frac{3\sigma (1 - 2\rho)}{L_H},$$

it follows that

$$f(x_k + \alpha_k d_k) \leq f(x_k) + \alpha_k \rho \langle d_k, g_k \rangle \leq f(x_k) - \rho \sqrt[3/2]{\frac{3\sigma (1 - 2\rho)}{L_H \|d_k\|}} \langle d_k, H_k d_k \rangle$$

$$\leq f(x_k) - \rho \sigma \sqrt[3/2]{\frac{3\sigma (1 - 2\rho)}{L_H}} \|d_k\|^3/2 \leq f(x_k) - \rho \sigma \left( \frac{3\sigma (1 - 2\rho)}{L_H} \right)^2.$$

Otherwise, we have $\alpha_k = 1,$ and

$$f(x_k + d_k) \leq f(x_k) - \rho \sigma \|d_k\|^2 \leq f(x_k) - \rho \sigma \varepsilon_0^2 \min \left\{ \frac{\|\nabla f(x_k + d_k)\|^2}{\varepsilon_g}, \varepsilon_g \right\},$$

where the last inequality follows from Lemma 7.

Suppose the NPC condition (7) is detected at iteration $t,$ before the inexactness condition (6) with some $\eta = \theta \sqrt{\varepsilon_g} > 0$ is satisfied. By $\|H r_{t-1}\| > \eta \|H s_{t-1}\|$ and by Assumption 1 and (29d), we must have $\|r_k^{(t-1)}\| > \eta/\sqrt{L_g^2 + \eta^2 \|g_k\|}.$ Our choice of the inexactness tolerance $\eta = \theta \sqrt{\varepsilon_g}$ could raise suspicion that we must have $\|r_k^{(t-1)}\| \in \Omega(\sqrt{\varepsilon_g}).$ However, we now argue that a lower bound for NPC direction must be independent of $\varepsilon_g.$ For the NPC direction, $r_k^{(t-1)},$ we clearly have $\|r_k^{(t-1)}\| > 0.$ In fact, $\|r_k^{(t-1)}\| > \|(I - H_k H_k^T) g_k\|,$ and hence as long as $g_k \notin \text{Range}(H_k),$
we obtain a lower-bound on $\|r_k^{(t-1)}\|/\|g_k\|$, which is independent of the inexactness tolerance as well as the magnitude of $g_k$. More generally, from the construction of Algorithm 1, we can clearly see that all of the underlying quantities are built from $H_k$ and $v_1 = g_k/\|g_k\|$. That is, for all $t \geq 1$, the relevant factors such as $\check{\alpha}_t$, $\check{\beta}_{t+1}$, and hence $\gamma_t$, $s_t$, and $c_t$, detailed in Appendix A, are all independent of inexactness tolerance $\eta$ and the magnitude of $g_k$. As a result, the relative residual $\|r_k^{(t-1)}\|/\|g_k\| = \phi_t/\phi_0 = s_1s_2 \ldots s_{t-1}$ and the NPC condition (7) (or equivalently (30)) all enjoy the same independence. In addition, the maximum number of iterations to detect an NPC direction, i.e., $T_N$ in (19) below, is also independent of these two factors. Let us further investigate these observations with some examples.

**Example 1.** Consider the following example

$$H = \begin{bmatrix} L_g & -\mu \end{bmatrix}, \quad g = -\begin{bmatrix} 1 \\ \bar{\varepsilon} \end{bmatrix}, \quad u_1 = \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \quad u_2 = \begin{bmatrix} 0 \\ 1 \end{bmatrix}.$$  

Clearly, as $\bar{\varepsilon} \to 0$, $g$ becomes increasingly orthogonal to $u_2$. On the other hand, when $\bar{\varepsilon} \to \pm\infty$, $g$ become more aligned with $u_2$. Following Algorithm 1, we have

$$r_0 = -g = \begin{bmatrix} 1 \\ \bar{\varepsilon} \end{bmatrix}, \quad v_1 = \frac{1}{\sqrt{1 + \bar{\varepsilon}^2}} \begin{bmatrix} 1 \\ \bar{\varepsilon} \end{bmatrix}.$$  

For $t = 1$, we have

$$\check{\alpha}_1 = v_1^T Hv_1 = \frac{L_g - \mu \bar{\varepsilon}^2}{1 + \bar{\varepsilon}^2} = \gamma_1, \quad \check{\beta}_2 = \frac{\bar{\varepsilon}(L_g + \mu)}{1 + \bar{\varepsilon}^2}, \quad v_2 = \frac{1}{\sqrt{1 + \bar{\varepsilon}^2}} \begin{bmatrix} 1 \\ -1 \end{bmatrix}$$  

and

$$\gamma_1^{[2]} = \sqrt{\frac{L_g^2 + \bar{\varepsilon}^2 \mu^2}{1 + \bar{\varepsilon}^2}}, \quad c_1 = \frac{L_g - \mu \bar{\varepsilon}^2}{\sqrt{(1 + \bar{\varepsilon}^2)(L_g^2 + \bar{\varepsilon}^2 \mu^2)}}, \quad s_1 = \frac{\bar{\varepsilon}(L_g + \mu)}{\sqrt{(1 + \bar{\varepsilon}^2)(L_g^2 + \bar{\varepsilon}^2 \mu^2)}}$$  

Now, considering $t = 2$, we get

$$\check{\alpha}_2 = v_2^T Hv_2 = \frac{L_g \bar{\varepsilon}^2 - \mu}{1 + \bar{\varepsilon}^2}, \quad \gamma_2 = s_1 \check{\alpha}_2 - c_1 \check{\alpha}_2 = L_g \mu \sqrt{\frac{1 + \bar{\varepsilon}^2}{L_g^2 + \bar{\varepsilon}^2 \mu^2}}, \quad c_2 = \check{\beta}_3$$  

and $\check{\beta}_3 = 0$, which implies the algorithm terminates after two iterations. Consider the NPC condition (7) (or equivalently (30)) for $t = 1$ and $t = 2$ as

$$-c_0 \gamma_1 = \frac{L_g - \mu \bar{\varepsilon}^2}{1 + \bar{\varepsilon}^2}, \quad -c_1 \gamma_2 = -\left(\frac{L_g - \mu \bar{\varepsilon}^2}{L_g^2 + \bar{\varepsilon}^2 \mu^2}\right) L_g \mu \sqrt{\frac{1 + \bar{\varepsilon}^2}{L_g^2 + \bar{\varepsilon}^2 \mu^2}}.$$  

For $r_0$ to be a NPC direction, we need to have $\bar{\varepsilon}^2 \geq L_g/\mu$. In this case, $r_0 = g$ and we have the relative residual $\|r_0\|/\|g\| = 1$. Otherwise, if $\bar{\varepsilon}^2 \leq L_g/\mu$, then $r_1$ is a NPC direction. In this case, the angle between the direction of $g$ and $u_2$ can be represented as

$$\angle_2 = \left|\frac{\langle g/\|g\|, u_2 \rangle}{\|g/\|g\|\|u_2\|}\right| = \left|\frac{\bar{\varepsilon}}{\sqrt{1 + \bar{\varepsilon}^2}}\right|.$$  
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Hence, we have \( \bar{\varepsilon}^2 \geq \angle_2^2/(1 - \angle_2^2) \), and
\[
\frac{\|r_1\|}{\|g\|} = s_1 = \frac{L_g + \mu}{\sqrt{(1/\bar{\varepsilon}^2 + 1)(L_g^2/\bar{\varepsilon}^2 + \mu^2)}} \geq \frac{\angle_2(L_g + \mu)}{\sqrt{L_g^2(1 - \angle_2^2)/\angle_2^2 + \mu^2}},
\]
which is independent of either \( \eta \) or the magnitude of \( g \).

**Example 2.** Consider a random matrix \( H \) with \( d = 20 \), containing 18 positive eigenvalues, 1 negative eigenvalue, and a one dimensional null-space. We consider the following vectors. Let \( g_1 = 1 \) be the vector of all ones, \( g_2 \) be a random vector drawn from the multivariate normal distribution \( \mathcal{N}(0, 1) \). We scale \( g_2 \) appropriately such that \( \|g_2\| = \|g_1\| \). Also, let \( g_3 = 10 \times g_1 \) and \( g_4 = 10 \times g_2 \).

According to our observations above, the smallest eigenvalue of \( T_t \) using either \( g_1 \) or \( g_3 \) must be identical. Similarly, \( g_2 \) and \( g_4 \) generate identical Krylov sub-spaces, and hence must detect a NPC direction in an identical manner. Figure 1 depicts the results of Algorithm 1 using these four vectors. While the residual itself depends on the choice of \( g_1 \) or \( g_3 \), the relative residual and \( \lambda_{\min}(T_t) \) behave identically, resulting in the detection of the NPC condition (7) at the same iterations for both. The same is also seen to be true for \( g_2 \) and \( g_4 \). These examples verify our observation that \( \|r_{t-1}\| / \|g\| \) is independent of the magnitude of \( g \). Note that a zero curvature direction is detected at the last iteration for all four examples, which is expected as per Lemma 2-(ii).

![Figure 1: The behavior of Algorithm 1 in Example 2. Iterations where a NPC direction is detected are highlighted by enlarged marks.](image)

These observations lead us to safely conclude that there must exist \( \omega > 0 \), not depending on \( \eta \) or \( g_k \), for which we have \( \|r_k^{(t-1)}\| \geq \omega \|g_k\| \). Assumption 4 entails the existence of a uniform \( \omega \) for all iterates of Algorithm 4.

**Assumption 4 (Krylov Subspace Regularity Property II).** There exist some \( \omega > 0 \) such that for any \( x_k \) from Algorithm 4, the NPC direction satisfies \( \|r_k^{(t-1)}\| \geq \omega \|g_k\| \).

Similar to Lemma 8, Lemma 9 gives a worst-case estimate on the reduction in \( f \) obtained with a NPC direction.
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Lemma 9. Suppose Algorithm 1 returns $D_{\text{type}} = \text{NPC}$. Under Assumptions 1, 2 and 4, in Algorithm 4, we have

$$f(x_{k+1}) - f(x_k) \leq -c_3 \|g_k\|^{3/2},$$

where

$$c_3 \equiv \rho \omega^{3/2} \sqrt{\frac{6(1 - \rho)}{L_H}},$$

$L_H$, $\omega$ are defined in Assumptions 2 and 4, respectively, and $0 < \rho < 1$ is the line-search parameter.

Proof. Since $D_{\text{type}} = \text{NPC}$, we have $d_k = r_k^{(t-1)}$ and we must also have $\|d_k\| \geq \omega \|g_k\|$. From (29b), we get

$$(d_k, g_k) = \langle r_k^{(t-1)}, g_k \rangle = -\|r_k^{(t-1)}\|^2 = -\|d_k\|^2.$$  

From Assumption 2, it follows that, for any $\alpha > 0$,

$$f(x_k + \alpha d_k) - f(x_k) \leq \alpha (d_k, g_k) + \frac{\alpha^2}{2} (d_k, H_k d_k) + \frac{L_H}{6} \alpha^3 \|d_k\|^3$$

$$\leq -\alpha \|d_k\|^2 + \frac{L_H}{6} \alpha^3 \|d_k\|^3.$$  

To satisfy the line-search criterion (17), we require that $\alpha > 0$ satisfies

$$-\alpha \|d_k\|^2 + \frac{L_H}{6} \alpha^3 \|d_k\|^3 \leq \alpha \rho (d_k, g_k) = -\alpha \rho \|d_k\|^2,$$

which implies that for the largest $\alpha_k$ satisfying the line-search condition (17), we must have

$$\alpha_k \geq \sqrt{\frac{6(1 - \rho)}{L_H \|d_k\|}}.$$  

It follows that

$$f(x_k + \alpha_k d_k) \leq f(x_k) + \alpha_k \rho (d_k, g_k) \leq f(x_k) - \rho \sqrt{\frac{6(1 - \rho)}{L_H \|d_k\|}} \|d_k\|^2$$

$$= f(x_k) - \rho \sqrt{\frac{6(1 - \rho)}{L_H}} \|d_k\|^{3/2}$$

$$\leq f(x_k) - \rho \omega^{3/2} \sqrt{\frac{6(1 - \rho)}{L_H}} \|g_k\|^{3/2}.$$  

Note that the result of Lemma 9 holds as long as the direction $d_k$ is a non-positive curvature direction. In other words, not only does a negative curvature direction can yield descent in $f$, but also any direction of zero curvature can also be used to obtain reduction in the objective value.

Now, altogether, we can obtain the following optimal complexity result for Algorithm 4.
Theorem 3 (Optimal Iteration Complexity of Algorithm 4). Under Assumptions 1 to 4, after at most
\[ K \triangleq \frac{(f(x_0) - f^*) \varepsilon_g^{3/2}}{\min\{c_1, c_2, c_3\}} \]
iterations of Algorithm 4, the approximate first-order optimality (3a) is satisfied. Here, \( c_1, c_2 \) and \( c_3 \), are defined in Lemmas 8 and 9, and \( f^* \triangleq \min f(x) \).

Proof. Suppose \( \|g_k\| \leq \varepsilon_g \), for the first time, at \( k = K + 1 \). Then, we must have \( \|g_k\| > \varepsilon_g \), \( k = 0, \ldots, K \). Suppose at some iteration \( 0 \leq k \leq K - 1 \), we have \( D_{\text{type}} = \text{`SOL'} \) in which case by Lemma 8, we get
\[ f(x_k) - f(x_{k+1}) \geq \min \left\{ c_1, c_2 \varepsilon_g, c_2 \|g_{k+1}\|^2/\varepsilon_g \right\} \geq \min \{c_1, c_2\} \varepsilon_g. \]
Alternatively, if \( D_{\text{type}} = \text{'NPC'} \), then by Lemma 9, we have
\[ f(x_k) - f(x_{k+1}) \geq c_3 \|g_k\|^{3/2} \geq c_3 \varepsilon_g^{3/2}. \]
It follows that
\[ f(x_0) - f(x_K) \geq \sum_{k=0}^{K-1} f(x_k) - f(x_{k+1}) \geq \sum_{k=0}^{K-1} \min \left\{ \min \{c_1, c_2\} \varepsilon_g, c_3 \varepsilon_g^{3/2} \right\} \geq K \min \{c_1, c_2, c_3\} \varepsilon_g^{3/2} > f(x_0) - f^*, \]
This implies \( f^* > f(x_K) \), which is a contradiction. \qed

### 3.2.2 Optimal Operation Complexity

In order to establish a complexity bound for Algorithm 1 to return a direction that either satisfies the inexactness condition (6) or the NPC condition (7), we will now make a few assumptions to uniformly bound some of the quantities that appear in Section 2.2.

**Assumption 5.** Recall the decomposition in (9) and (11). There exists \( \mu > 0 \), and \( L^2_{\mathbf{g}}/(L^2_{\mathbf{g}} + \theta^2 \varepsilon_g) \leq \nu \leq 1 \) such that, for any \( x \in \mathbb{R}^d \), if \( \mathbf{g} \not\in \text{Null}(\mathbf{H}) \), then at least one of the following holds.

(i) If \( \psi_+ \geq 1 \) and \( \psi_- \geq 1 \), there exists some \( 1 \leq j \leq \psi_+ \) and \( \psi_+ + \psi_0 + 1 \leq j \leq \psi \) for which
\[
\min \{\lambda_i, |\lambda_j|\} \geq \mu \quad \text{(18a)}
\]
\[
\left\| (U_i U_i^T + U_j U_j^T) \mathbf{g} \right\|^2 \geq \nu \|U U^T \mathbf{g}\|^2 \quad \text{(18b)}
\]

(ii) If \( \psi_+ \geq 1 \), there exists some \( 1 \leq i \leq \psi_+ \), for which
\[
\lambda_i \geq \mu \quad \text{(18c)}
\]
\[
\left\| U_i U_i^T \mathbf{g} \right\|^2 \geq \nu \|U U^T \mathbf{g}\|^2 \quad \text{(18d)}
\]
(iii) If \( \psi_\geq 1 \), there exists some \( \psi_- + \psi_0 + 1 \leq j \leq \psi \), for which

\[
|\lambda_j| \geq \mu \quad (18e)
\]
\[
\|U_j - U_j^\top g\|^2 \geq \nu \|UU^\top g\|^2 \quad (18f)
\]

Assumption 5 is relatively mild. In essence, Assumption 5 only necessitates that \( H \) has some \( g \)-relevant eigenvalue which is sufficiently large, and \( g \) has non-trivial projection on the corresponding eigen-space. In fact, (18a) and (18b) are significant relaxations of [63, Assumptions 3 and 4]. Indeed, the regularity conditions (18a) and (18b) are only required to hold for some \( 1 \leq i \leq \psi_+ \) and \( \psi_+ + \psi_0 + 1 \leq j \leq \psi \) among the \( g \)-related spectrum of \( H \), whereas in [63], such conditions are assumed for the entire spectrum of \( H \). More importantly, [63, Assumption 4] partitions \( \mathbb{R}^d \) into to complementary spaces, namely \( \text{Range}(H) \) and its orthogonal complement, \( \text{Null}(H) \), and then relates the magnitude of the projection of \( g \) on these two sub-spaces. Assumption (18b) does a similar partitioning but restricted to the sub-space \( \text{Range}(U) \), as opposed to the entire \( \mathbb{R}^d \). More specifically, (18b) merely relates the magnitude of the projection of \( g \) on the sub-space \( U_{i+} \) and/or \( U_{j-} \) to that on the complement of this space with respect to \( U \).

In fact, (18b) is always trivially satisfied with \( \nu = 1 \), \( i = \psi_+ \) and \( j = \psi_+ + \psi_0 + 1 \). As a result, replacing the entirety of Assumption 5 with a stronger requirement that \( \|U^\top HU\| \leq 1/\mu \) (or equivalently min \( \{\lambda_{\psi_+}, \lambda_{\psi_+ + \psi_0 + 1}\}\) \( \geq \mu \)) is entirely sufficient to establish all the results of this paper with \( \nu = 1 \). We also note that none of the properties (i) to (iii) in Assumption 5 is strictly weaker/stonger than the other two. In fact, we can see that either condition (18d) or (18f) implies (18b), where as (18a) is stronger than either of (18c) or (18e).

Under Assumptions 1 and 5-(iii), Corollary 2 implies that if \( \psi_\geq 1 \), then after at most

\[
T_N \equiv \min \left\{ \left( \frac{\sqrt{2(L_g + \mu)/\mu}}{4} \right) \log \left[ 2(\frac{L_g + \mu(1 - \nu)}{\mu \nu})^2 + 1 \right], g \right\}, \quad (19)
\]

iterations of Algorithm 1, the NPC condition (7) must be detected. Of course, if \( g \in \text{Null}(H) \), then \( g \) itself is immediately declared as the zero curvature direction at the outset. If \( \nu = 1 \), then Assumptions 5-(iii) implies that all non-zero \( g \)-relevant eigenvalues of \( H \) are in fact negative, which in turn implies \( T_N = 1 \), i.e., the NPC direction is detected in a single iteration. Also, under Assumption 5, we have from Lemmas 4 and 5 and Corollary 1 that at after at most

\[
T_S \equiv \min \left\{ \sqrt{\frac{L_g}{\mu}} \cdot \log \left[ \frac{\sqrt{4!/\left( L_g^2 + \eta^2 \right)} - (1 - \nu)}{\left( L_g^2 + \eta^2 \right)} \right] + 1, g \right\}, \quad (20)
\]

iterations, the inexactness condition (6) is satisfied.

Putting this all together, we conclude that if Property (iii) of Assumption 5 holds, Algorithm 1 returns a direction in at most \( \min\{T_N, T_S\} \) iterations. Indeed, in this case, it takes at most \( T_N \) iterations to detect the NPC condition (7). It also takes at most \( T_S \) iterations to satisfy the inexactness condition (6). Algorithm 1 terminates if either of these occurs first. If \( \psi_\geq 0 \), however, no negative curvature is detected across iterations, and Algorithm 1 terminates after at most \( T_S \) iteration. The returned direction in this case always satisfies (6).

We can now combine Theorem 3 with the complexity analysis of MINRES in Section 2.2 to obtain optimal first-order operation complexity, i.e., the total number of gradient and Hessian-vector product evaluations for Algorithm 4 to find a point that satisfies (3a). Note that, unlike the iteration complexity of Theorem 3, to obtain operation complexity, we need to consider Assumption 5.
Theorem 4 (Optimal Operation Complexity of Algorithm 4). Suppose $d$ is sufficiently large. Under Assumptions 1 to 5, after at most $O\left(\varepsilon_g^{-3/2}\right)$ gradient and Hessian-vector product evaluations, Algorithm 4 satisfies the approximate first-order optimality (3a).

Proof. Every iterations of Algorithm 1 requires one Hessian-vector product. By the proof of Theorem 3, we see that at most

$$K_S \triangleq \frac{(f(x_0) - f^*) \varepsilon_g^{-1}}{\min\{c_1, c_2\}},$$

iterations of Algorithm 4 uses directions with $D_{type} = "SOL"$ from Algorithm 1. Similarly, at most

$$K_N \triangleq \frac{(f(x_0) - f^*) \varepsilon_g^{-3/2}}{c_3},$$

iterations employs a NPC direction. the total number of gradient or Hessian-vector products for Algorithm 4 to reach a solution satisfying (3a) is at most

$$T_S \cdot K_S + T_N \cdot K_N \in \tilde{O}(1) O\left(\varepsilon_g^{-1}\right) + O(1) O\left(\varepsilon_g^{-3/2}\right) \in O\left(\varepsilon_g^{-3/2}\right).$$

3.3 Newton-MR With Second-order Complexity Guarantee

Algorithm 4 provides a first-order complexity guarantee (3a) and hence the iterations are terminated once $\|g_k\| \leq \varepsilon_g$. In non-convex optimization, however, $\|g_k\| \leq \varepsilon_g$, in particular $g_k = 0$, does not necessarily imply that the algorithm has converged to (a vicinity of) a local minimum. Hence, it if often desired to provide stronger convergence guarantees in the form of both (3a) and (3b). Algorithm 5 depicts a variant of Newton-MR for which we can establish second-order complexity guarantees. As it can be seen, for the most part, Algorithm 5 is identical to Algorithm 4. The main difference lies in the cases of $\|g_k\| \leq \varepsilon_g$ where Algorithm 4 terminates, while Algorithm 5 aims to either find a negative curvature direction or to certify (3b).

When $g_k$ is too small, calling Algorithm 1 with such $g_k$ may cease to provide beneficial utility in obtaining a descent direction. In fact, in the extreme case where $g_k = 0$, Algorithm 1 returns $d_k = 0$ and the optimization algorithm stagnates. As a remedy, and in the context of Newton-CG, [65] replaces $g_k$ with some appropriately chosen random vector $\tilde{g}_k$, namely drawn from the uniform distribution over the unit sphere. In addition, in lieu of the true Hessian $H_k$, some perturbation as $\tilde{H}_k = H_k + 0.5\varepsilon_H I$ is used within the standard CG method. If $\lambda_{\min}(H) \leq -\varepsilon_H/2$, then (with high probability) a negative curvature direction for $\tilde{H}_k$ is encountered in certain numbers of iterations. Otherwise, it is concluded that $\tilde{H}_k \succeq -\varepsilon_H/2$ (with high probability), which in turn implies (3b). In our Newton-MR setting, we adopt a similar approach.

$^2$Recall that the optimal first-order iteration complexity is also $O\left(\varepsilon_g^{-3/2}\right)$ [19].
Algorithm 5 Newton-MR With Second-order Complexity Guarantee

1: Input:
- Initial point: $x_0$
- Approximate second-order optimality tolerance: $0 < \varepsilon_g \leq 1$ and $0 < \varepsilon_H \leq 1$
- Inexactness tolerance: $\theta > 0$

2: $k = 0$

3: while not terminate do

4: if $\|g_k\| > \varepsilon_g$ then

5: Call Algorithm 1 as $[d_k, D_{\text{type}}] = \text{MINRES}(H_k, g_k, \theta \sqrt{\varepsilon_g})$

6: if $D_{\text{type}} = \text{`SOL'}$ then

7: Find the largest $0 < \alpha_k \leq 1$ satisfying (17) with $0 < \rho < 1/2$ using Algorithm 2

8: else

9: Find the largest $\alpha_k > 0$ satisfying (17) with $0 < \rho < 1$ using Algorithm 3

10: end if

11: else

12: Randomly generate $\tilde{g}$ from the uniform distribution on the unit sphere

13: Call Algorithm 1 as $[d_k, D_{\text{type}}] = \text{MINRES}(H_k + \frac{\varepsilon_H}{2} I, \tilde{g}, 0)$

14: if $D_{\text{type}} = \text{`NPC'}$ then

15: $d_k = -\text{Sign}(\langle g_k, d_k \rangle) d_k/\|d_k\|$ (NB: “Sign(0)” can be arbitrarily chosen as “±1”)

16: Find the largest $\alpha_k > 0$ satisfying (21) with $0 < \rho < 1$ using Algorithm 3

17: else

18: Terminate

19: end if

20: end if

21: $x_{k+1} = x_k + \alpha_k d_k$

22: $k = k + 1$

23: end while

24: Output: $x_k$ satisfying second-order optimality (3)
3.3.1 Optimal Iteration Complexity

We can use the complexity results from Section 3.2 for all the iterations where \( \|g_k\| \geq \varepsilon_g \). The only missing piece is the implication of using the direction obtained from MINRES in the case where \( \|g_k\| \leq \varepsilon_g \). For small \( g_k \), the line-search condition (17) no longer provides a meaningful criterion for choosing the step-size. Hence, we replace the line-search (17) with

\[
f(x_k + \alpha_k d_k) \leq f(x_k) + \frac{1}{2} \rho \alpha_k^2 \langle d_k, H_k d_k \rangle, \tag{21}
\]

for some \( 0 < \rho < 1 \). Note that we can evaluate the term “\( \langle d_k, H_k d_k \rangle \)” in (21) without any additional Hessian-vector product. Indeed, from Step 15 of Algorithm 5, we have \( d_k = -\text{Sign}(g_k, d_k) d_k/\|d_k\| \), which using (29c), gives

\[
\langle d_k, H_k d_k \rangle = \left\langle d_k, \tilde{H}_k d_k \right\rangle - \frac{\varepsilon_H}{2} \|d_k\|^2
\]

\[
= \left\langle \frac{r_k^{(t-1)}}{\|r_k^{(t-1)}\|}, \frac{\tilde{H}_k r_k^{(t-1)}}{\|r_k^{(t-1)}\|} \right\rangle - \frac{\varepsilon_H}{2} = -c_{t-1} \gamma_t - \frac{\varepsilon_H}{2},
\]

where the residual \( r_k^{(t-1)} = -\tilde{g} - \tilde{H}_k s_k^{(t-1)} \) and the quantity \( c_{t-1} \gamma_t \) are those from calling Algorithm 1 as MINRES \( (H_k + 0.5 \varepsilon_H I, \tilde{g}, 0) \).

Lemma 10 gives a worst-case decrease in \( f \) using the direction from Step 15 of Algorithm 5.

**Lemma 10.** Suppose \( \lambda_{\min}(H_k) \leq -\varepsilon_H \) and Step 13 of Algorithm 5 successfully returns a NPC direction. Under Assumption 2, in Algorithm 5, we have

\[
f(x_{k+1}) - f(x_k) \leq -c_4 \varepsilon_H^3,
\]

where

\[
c_4 \triangleq -\frac{9 \rho (1 - \rho)^2}{16 L_H^2},
\]

\( L_H \), and \( \rho \) are as in Assumption 2 and (21).

**Proof.** By assumption, Algorithm 1 returns a NPC direction \( r_k^{(t-1)} = -\tilde{g} - \tilde{H}_k s_k^{(t-1)} \) for some \( 1 \leq t \leq d \). Since \( d_k = -\text{Sign}(r_k^{(t-1)}, g_k) r_k^{(t-1)}/\|r_k^{(t-1)}\| \), we have

\[
\langle d_k, g_k \rangle \leq 0, \quad \text{and} \quad \langle d_k, H_k d_k \rangle \leq -\frac{\varepsilon_H}{2} \|d_k\|^2 = -\frac{\varepsilon_H}{2}.
\]

Similar to the proof of Lemma 9, we have

\[
f(x_k + \alpha d_k) - f(x_k) \leq \alpha \langle d_k, g_k \rangle + \frac{\alpha^2}{2} \langle d_k, H_k d_k \rangle + \frac{L_H}{6} \alpha^3 \|d_k\|^3
\]

\[
\leq \frac{\alpha^2}{2} \langle d_k, H_k d_k \rangle + \frac{L_H}{6} \alpha^3,
\]

and it follows that for the largest \( \alpha_k \) satisfying the line-search condition (21), we must have

\[
\alpha_k \geq \frac{3(1 - \rho) \varepsilon_H}{2L_H^2}.
\]
Lastly, if \( k \) where the last inequality follows from Lemmas 8 and 9. Similarly, from Lemma 10, we have

\[
\text{Lemma 10 assumes that Step 13 of Algorithm 5 successfully returns a NPC direction, which can be guaranteed to hold with probability one over the draws of } \tilde{g}. \text{ Indeed, by randomly drawing } \tilde{g} \text{ from the uniform distribution on the unit sphere, we ensure that, with probability one, the grade of } \tilde{g} \text{ with respect to } \tilde{H}_k \text{ is } \Theta(\tilde{H}_k), \text{ i.e., } \Psi(\tilde{H}, \tilde{g}) = \Theta(\tilde{H}). \text{ Hence, Theorem 2 implies that, with probability one, } \tilde{H}_k \neq 0 \text{ if and only if Algorithm 1 detects a NPC direction for } \tilde{H}_k. \text{ This, in turn, amounts to either obtaining a direction of negative curvature for } \tilde{H}_k \text{ or else guaranteeing that } \tilde{H}_k > 0, \text{ which is in fact a certificate for (3b). As a result, if } \lambda_{\text{min}}(H_k) \leq -\epsilon_H, \text{ Step 13 of Algorithm 5 successfully returns a NPC direction with probability one.}

We are now in a position to give the iteration and operation complexities of Algorithm 5 to achieve approximate second-order optimality condition (3).

\textbf{Theorem 5 (Optimal Iteration Complexity of Algorithm 5).} Define

\[
K \triangleq \left\lceil \frac{2(f(x_0) - f^*)}{\min\{c_1, c_2, c_3, c_4\}} \max\{\varepsilon_{g}^{-3/2}, \varepsilon_{H}^{-3}\} + 1 \right\rceil,
\]

where \( c_1, c_2, c_3 \) and \( c_4 \) are as in Lemmas 8 to 10, and \( f^* \triangleq \min f(x) \). Under Assumptions 1 to 4, after at most \( K \) iterations of Algorithm 5, the approximate second-order optimality (3) is satisfied with probability one.

\textbf{Proof.} We provide the analysis, conditioned on the event that Step 13 of Algorithm 5 is successful. Incorporating failure probabilities is straightforward. Suppose \( \|g_k\| \leq \varepsilon_g \) and \( \lambda_{\text{min}}(H_k) \geq -\varepsilon_H \), for the first time, at \( k = K + 1 \). Then, we must have \( \|g_k\| > \varepsilon_g \) or \( \lambda_{\text{min}}(H_k) \leq -\varepsilon_H \) for any \( k = 0, \ldots, K \). Any iteration \( k = 0, \ldots, K \) must belong to one of these three sets

\[
K_1 = \{0 \leq k \leq K \mid \min\{\|g_k\|, \|g_{k+1}\|\} > \varepsilon_g\},
\]

\[
K_2 = \{0 \leq k \leq K \mid \|g_k\| \leq \varepsilon_g\} = \{0 \leq k \leq K \mid \|g_k\| \leq \varepsilon_g \text{ and } \lambda_{\text{min}}(H_k) \leq -\varepsilon_H\}
\]

\[
K_3 = \{0 \leq k \leq K \mid \|g_k\| > \varepsilon_g \geq \|g_{k+1}\|\}.
\]

So, it follows that

\[
f(x_0) - f^* \geq f(x_0) - f(x_{K+1}) = \sum_{k=0}^{K} f(x_k) - f(x_{k+1})
\]

\[
\geq \sum_{k \in K_1} f(x_k) - f(x_{k+1}) \geq |K_1| \min\{c_1, c_2, c_3\} \varepsilon_g^{3/2},
\]

where the last inequality follows from Lemmas 8 and 9. Similarly, from Lemma 10, we have

\[
f(x_0) - f^* \geq \sum_{k=0}^{K} f(x_k) - f(x_{k+1}) \geq \sum_{k \in K_2} f(x_k) - f(x_{k+1}) \geq |K_2| c_4 \varepsilon_H^{3}.
\]

Lastly, if \( k \in K_3 \), then \( k + 1 \in K_2 \), and hence \( |K_3| \leq |K_2| + 1 \).

Putting this all together, we have

\[
|K_1| + |K_2| + |K_3| \leq \frac{(f(x_0) - f^*)}{\min\{c_1, c_2, c_3\}} \varepsilon_g^{-3/2} + \frac{2(f(x_0) - f^*)}{c_4} \varepsilon_H^{-3} + 1.
\]

\( \square \)
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3.3.2 Optimal Operation Complexity

We now discuss the complexity of Step 13 of Algorithm 5. Since Algorithm 1 builds on the exact same Krylov sub-space as the randomized Lanczos method, in the absence of any additional structural assumption on \( f \), we can use a similar complexity analysis as that in [47,65]. Indeed, from [47, Theorem 4.2] or [65, Lemma 9] (adopted to our setting), with probability at least \( 1 - \delta \),

\[
\lambda_{\min}(T_t) - \lambda_{\min}(H) \leq \epsilon \left( \lambda_{\max}(H) - \lambda_{\min}(H) \right),
\]

iterations, we have

\[
\lambda_{\min}(\tilde{T}_t) - \lambda_{\min}(H) \leq \frac{\epsilon H}{4\tilde{g}} \left( \lambda_{\max}(H) - \lambda_{\min}(H) \right)
\]

\[
= \frac{\epsilon H}{4\tilde{g}} \left( \lambda_{\max}(H) + \epsilon H + (-\min(H) - \epsilon H) \right) \leq \frac{\epsilon H}{2},
\]

which implies \( \lambda_{\min}(H) = \lambda_{\min}(\tilde{T}_t) - \epsilon H/2 \geq \lambda_{\min}(\tilde{T}_t) - \epsilon H \). As a result, if after

\[
T_L \triangleq \min \left\{ \left[ \left( \frac{\sqrt{L_g/\epsilon H}}{2} \right) \log \left( \frac{2.75d}{\delta^2} \right) + 1 \right], d \right\}, \tag{22}
\]

iterations, no NPC direction is detected in Step 13 of Algorithm 5, i.e., \( \tilde{T}_t \succ 0 \) for all \( t \leq T_L \) (cf. Lemma 12), then we must have \( \lambda_{\min}(H) > -\epsilon H \), with probability \( 1 - \delta \). In other words, if \( \lambda_{\min}(H_k) \leq -\epsilon H \), Step 13 of Algorithm 5 can find a direction of negative curvature for \( H_k \), with probability \( 1 - \delta \), in at most \( T_L \) iterations.

Step 13 of Algorithm 5 is a probabilistic procedure. Hence, in order to guarantee success over the life of Algorithm 5, we need to ensure a small failure probability for this step across all iterations. In particular, in order to get an overall and accumulative success probability of \( 1 - \delta \) for the entire \( K \) iterations, the per-iteration failure probability is set as \( \left( 1 - \frac{\delta}{\sqrt{(1 - \delta)}} \right) \in \mathcal{O}(\delta/K) \). This failure probability appears only in the “log factor” in (22), and so it is not a dominating cost. Hence, requiring that all \( K \) iterations are successful for a large \( K \), only necessitates a small (logarithmic) increase in worst-case iteration count of Algorithm 1 as part of Step 13 of Algorithm 5. For example, for \( K \in \mathcal{O} \left( \max \left\{ \frac{\epsilon^3/2}{\epsilon H}, \epsilon H \right\} \right) \), we can set the per-iteration failure probability to \( \delta \cdot \min \left\{ \epsilon^3/2, \epsilon H \right\} \), and ensure that when Algorithm 5 terminates, Step 13 have been reliably successful, with an accumulative probability of \( 1 - \delta \).

**Theorem 6** (Operation Complexity of Algorithm 5). Suppose \( d \) is sufficiently large. Under Assumptions 1 to 5, after at most \( \max \left\{ \mathcal{O} \left( \epsilon^{-3/2} \right), \mathcal{O} \left( \epsilon^{-7/2} \right) \right\} \) gradient and Hessian-vector product evaluations, Algorithm 5 satisfies the approximate second-order optimality (3) with probability \( 1 - \delta \).

**Proof.** Again, we provide a deterministic analysis, which can trivially be modified to incorporate failure probabilities. Every iterations of Algorithm 1 requires one Hessian-vector product.
Hence, similar to the proof of Theorem 4, under Assumption 5, using (20) and (22), the total number of Hessian-vector products is no more than

\[ T_3 (|\mathcal{K}_1| + |\mathcal{K}_3|) + T_1 |\mathcal{K}_2| \in \tilde{O} (1) \left( \mathcal{O} \left( \varepsilon_g^{-3/2} \right) + \mathcal{O} \left( \varepsilon_H^{-3} \right) \right) + \mathcal{O} \left( \varepsilon_H^{-1/2} \right) \mathcal{O} \left( \varepsilon_g^{-1} \right). \]

Clearly, if \( \varepsilon_H^2 = \varepsilon_g = \varepsilon \), the operation complexity of Algorithm 5 to achieve (3) is \( \mathcal{O} \left( \varepsilon_H^{-7/2} \right) \), which matches those of alternative algorithms with similar state-of-the-art guarantees. Finally, without Assumption 5, or in small dimensional problems, the operation complexity of Algorithm 5 to obtain (3) is at most \( d \max \left\{ \mathcal{O} \left( \varepsilon_g^{-3/2} \right), \mathcal{O} \left( \varepsilon_H^{-3} \right) \right\} \).

**Benign Saddle Regions.** The bound given in (22) is obtained directly from the complexity result of the randomized Lanczos method [47] without any additional structural assumption on \( f \) other than Assumption 1. It turns out that as long as the regions near the saddle points of \( f \) exhibit sufficiently large negative curvature, one can obtain an improved operation complexity as compared with Theorem 6.

**Assumption 6 (Benign Saddle Property).** The function \( f \) has the \((\iota, \mu, \varsigma)\)-benign saddle property, i.e., there exists \( \iota > 0, \mu > 0, \) and \( 0 \leq \varsigma < \mu \), such that for any point \( x \in \mathbb{R}^d \), at least one of the following holds:

(i) \( \| \nabla f(x) \| \geq \iota \),
(ii) \( \lambda_{\text{min}}(\nabla^2 f(x)) \leq -\mu \), or
(iii) \( \lambda_{\text{min}}(\nabla^2 f(x)) \geq -\varsigma \).

Clearly, if we allow \( \varsigma = \mu \), then Assumption 6 would be trivially satisfied by all twice differentiable functions. Non-triviality of Assumption 6 lies in the discrepancy between \( \varsigma \) and \( \mu \). Coupled with Hessian continuity from Assumption 2, the optimization landscape of functions satisfying Assumption 6 is in essence structured such that going from the vicinity of saddle points to near local minima entails navigating steep regions with large enough gradients.

It turns out that Assumption 6 is in fact a relaxation of the strict saddle property, which has become a standard assumption in analyzing non-convex optimization algorithms that can escape saddle points, e.g., [1, 31, 49, 50, 60, 61, 62, 71]. Recall that a function is said to satisfy the \((\iota, \mu, \vartheta, \Delta)\)-strict saddle property, if for any \( x \in \mathbb{R}^d \), we have either \( \| f(x) \| \geq \iota > 0 \), \( \lambda_{\text{min}}(\nabla^2 f(x)) \leq -\mu < 0 \), or there is a local minimum \( x^* \) such that \( \| x - x^* \| \leq \Delta \) and \( \lambda_{\text{min}}(\nabla^2 f(x)) \geq \vartheta > 0 \) in the neighborhood \( \| x - x^* \| \leq 2\Delta \). It has been shown that many interesting machine learning problems satisfy the strict saddle property, e.g., online tensor decomposition [71], dictionary recovery problems [72], the (generalized) phase retrieval problems [73], and the phase synchronization and community detection problems [3,12]. It is easy to see that \((\iota, \mu, \vartheta, \Delta)\)-strict saddle property implies \((\iota, \mu, 0)\)-benign saddle property. In this light, there are many more functions that enjoy \((\iota, \mu, 0)\)-benign saddle property than those with a \((\iota, \mu, \vartheta, \Delta)\)-strict saddle characteristic.

Leveraging the benign saddle assumption, we will apply Corollary 2 to obtain an alternative bound to \( T_1 \) in (22). For this, we need to find an estimate on the projection of \( \tilde{g} \) on a given eigenspace of \( \tilde{H} \), i.e., \( \nu_j \) as in (14). Fortunately, the particular choice for generating \( \tilde{g} \) allows us to do just that. Indeed, suppose \( d \geq 3 \) and let \( \tilde{g} \) be randomly generated from a uniform distribution on the unit sphere, i.e., \( \tilde{g} = \left[ \tilde{g}_1, \tilde{g}_2, \ldots, \tilde{g}_d \right]^T / \| \tilde{g} \| \), where \( \| \tilde{g} \|^2 = \sum_{i=1}^d \tilde{g}_i^2 \) and \( \tilde{g}_i \sim \mathcal{N}(0,1) \). Consider \( \tilde{\nu} = (\langle \tilde{g}, u \rangle)^2 \) where \( u \) is any unit eigenvector of \( \tilde{H} \). By the spherical symmetry, the distribution of this dot product is the same that of \( (\langle \tilde{g}, e_1 \rangle)^2 \), where \( e_1 \) is the
first column of the identity matrix, so we consider \( \tilde{\nu} = (\langle e_1, \tilde{g} \rangle)^2 = \tilde{g}_1^2/\|\tilde{g}\|^2 \). Recall that \( \tilde{\nu} \sim B(1/2, (d-1)/2) \), where \( B \) denotes the beta distribution. Hence, for any \( 0 < \nu < 1 \), we obtain

\[
\delta \triangleq \Pr(\tilde{\nu} \leq \nu) = \int_0^\nu c(d) t^{-1/2} (1-t)^{(d-3)/2} dt \leq 2c(d)\sqrt{\nu},
\]

where

\[
c(d) \triangleq \frac{\Gamma(d/2)}{\sqrt{\pi} \Gamma((d-1)/2)},
\]

and \( \Gamma \) is the Gamma function. So, it follows that, with probability \( 1 - \delta \), we have \( \tilde{\nu} \geq \delta^2/(4c^2(d)) \).

Putting this all together, consider any function with \((\iota, \mu, \varsigma)\)-benign saddle property. Letting \( 0 < \varepsilon_g \leq \iota \) and \( \varsigma < \varepsilon_H/2 < \mu \), we can apply Corollary 2 with \( \tilde{H} \) and \( \tilde{g} \), to guarantee that, with probability \( 1 - \delta \), we have \( H \preceq -\varsigma \).

Finally, we obtain the following improved operation complexity for functions that enjoy benign saddle property, whose proof is almost identical to Theorem 6 and hence it omitted.

**Corollary 4** (Operation Complexity of Algorithm 5 for Function with Benign Saddle Regions). Suppose \( d \) is sufficiently large, and Assumptions 1 to 5 hold. Further, suppose the function \( f \) also satisfied the \((\mu, \iota, \varsigma)\)-benign saddle property as in Assumption 6. Let \( 0 < \varepsilon_g \leq \iota \) and \( \varsigma < \varepsilon_H/2 < \mu \). After at most \( \max \left\{ \tilde{O} \left( \varepsilon_g^{-3/2} \right), \tilde{O} \left( \varepsilon_H^{-3} \right) \right\} \) gradient and Hessian-vector product evaluations, Algorithm 5 finds a point \( x \) such that \( \|g(x)\| \leq \varepsilon_g \) and \( \lambda_{\min}(H(x)) \geq -\varsigma \), with probability \( 1 - \delta \).

### 4 Numerical Experiments

In this section, we will evaluate the performance of Algorithm 4 on several examples\(^3\), namely, non-linear least squares (Section 4.1), deep auto-encoders (Section 4.2), and a series of problems from the CUTEst test collection (Section 4.3). We compare Algorithm 4 with the following alternative Newton-type methods.

- **L-BFGS** [58, Algorithm 7.5]. A limit memory quasi-Newton method with strong Wolfe line-search [58, Algorithm 3.5].
- **Newton-CR** [27, Algorithm 3]. A line search Newton-CR method with strong Wolfe line-search [58, Algorithm 3.5].
- **Newton-CG-LS** [65, Algorithm 3]. A line search Newton-CG method with small Hessian perturbations.
- **Newton-CG-LS-FW**. This is identical to Newton-CG-LS, except that, when negative curvature directions are encountered, we incorporate forward/backward tracking line-search.

\(^3\)In our implementations, we only aim to reach an approximate first-order optimal point, and leave a thorough numerical evaluation of Algorithm 5 to a follow up empirical work.
Algorithm 3, within the framework of [65, Algorithm 3]. This is mainly to create as much of a level playing field as possible among various methods, in particular for Newton-CG variants. We also note that this change is in fact consistent with the theoretical analysis of [65] and does not raise any theoretical concerns.

- **Newton-CG-TR-Steinhaug** [58, Algorithm 4.1]. A trust-region method with CG-Steinhaug sub-problem solver.

- **Newton-CG-TR** [23, Algorithm 4.1]. A trust-region method based on Capped-CG algorithm and small Hessian perturbations.

We set the maximum number of iterations and the respective inexactness tolerance for all sub-problems solvers, i.e., CG/CR/MINRES, to be, respectively, 1,000 and 0.1. For trust-region methods, the radius is enlarged by a factor of 3 when the reduction in the objective function is larger than 20% of what is predicted by the underlying quadratic model. Otherwise, the radius is cut in half. The initial and the maximum trust region radii are, respectively, chosen to be 1, and $10^{10}$. For line-search methods, the line-search algorithm is initialized with the unit step-size, the Armijo parameter is set to $10^{-4}$, and the parameter for the Wolfe’s curvature condition [58] is 0.1. Also, the maximum iterations of the line-search is set to 1,000. We terminate the optimization algorithms if the norm of gradient falls below $\varepsilon_g = 10^{-10}$, which signifies a successful termination. The algorithms fail to converge if they are terminated prematurely, i.e., if the total number of oracle calls exceeds $10^{5}$, or if the step-size/trust region radius shrink to less than $10^{-18}$.

For experiments of Sections 4.1 and 4.2, we demonstrate the performance of the algorithms as measured by the objective value and gradient norm in light of the total number of calls to the function oracle (or equivalent operations) [63] as well as the “wall-clock” time. In Section 4.3, however, to empirically evaluate various algorithms on CUTEst problem sets, we plot the performance profiles [28,34] for objective value and gradient norm metrics.

### 4.1 Non-linear Least-square Problem

We first consider a regularized non-linear least squares problem,

$$f(x) = \frac{1}{n} \sum_{i=1}^{n} \left( b_i - \frac{1}{1 + e^{\langle a_i, x \rangle}} \right)^2 + \lambda \psi(x),$$

where \(\{(a_i, b_i)\}_{i=1}^{n} \subset \mathbb{R}^d \times \{0, 1\}\), and \(\psi(x) = \sum_{i=1}^{d} x_i^2 / (1 + x_i^2)\) is a non-convex regularization. We run the experiments on two datasets, namely Gisette and STL10\(^4\), and set $\lambda$ to $10^{-7}$ and $10^{-6}$, respectively. All algorithms are initialized from the same instance drawn randomly from the standard normal distribution.

In Figure 2, we see that Newton-MR terminates successfully much faster than all other algorithms and it does so by achieving the lowest objective value. This might be related to the observation that, among all methods, Newton-MR is the only one method that leverages the NPC directions when they arise (emphasized by special marks on the plot). When NPC directions are not encountered, Newton-CG-LS-FW and Newton-CG-LS perform almost identically. Newton-CR, L-BFGS, and Newton-CG-TR-Steinhaug stagnate around a saddle point for a long time. Eventually, Newton-CR and Newton-CG-TR-Steinhaug escape the saddle region, while L-BFGS fails to make sufficient progress. The superior performance of Newton-MR in Figure 3 is even more pronounced. In fact, no other algorithm could obtain a similar quality solution in the same amount of time and computational efforts. Note that using a NPC direction, the step-size returned from forward/backward tracking line-search strategy Algorithm 3 within Newton-MR can reach

\(^4\)The STL10 dataset contains colored images in ten classes. We relabel the even classes as “0” and the odd one as “1”.
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Figure 2: The performance of various algorithms on the model problem of Section 4.1 using the Gisette dataset \cite{42} ($n = 6,000$ and $d = 5,000$). The special marks on the plots signify the iterations where a negative/non-positive curvature direction is detected and subsequently used within the respective algorithms. An “oracle call” refers to an operation that is equivalent, in terms of complexity, to a single function evaluation. Time is measured in seconds. Newton-MR achieves a solution faster than all other methods. Also, note that, for this problem, Newton-MR is the only method that leverages the NPC directions when they arise.

$10^7$ to provide sufficient decrease in $f$. Similar performance can also be seen in the following experiment.

4.2 Auto-encoder

We now consider a non-convex deep auto-encoder problem as

$$f(x_E, x_D) = \frac{1}{n} \sum_{i=1}^{n} \|a_i - D(\mathcal{E}(a_i; x_E); x_D)\|^2 + \lambda \psi(x_E, x_D),$$

where the structures of the encoder $\mathcal{E} : \mathbb{R}^p \to \mathbb{R}^q$ and the decoder $D : \mathbb{R}^q \to \mathbb{R}^p$ are as described in \cite{43, 53, 78}. Here $x \triangleq [x_E^T; x_D^T]^T \in \mathbb{R}^d$. We add the same non-convex regularization function $\psi$ as in Section 4.1 and set the regularization parameter to $\lambda = 10^{-3}$. Unlike \cite{43}, we use “Tanh” for the non-linear activation function, and our encoder-decoder structure is entirely symmetric, i.e., we do not apply an extra nonlinear activator at the end of the decoder network. We run the experiments on two popular machine learning datasets, namely CIFAR10 and MNIST; see Table 2. The algorithms are initialized from the same point, which is chosen randomly near the origin, i.e., the $d$ components of the starting point are drawn independently from a normal distribution with standard deviation $10^{-8}$. The results are depicted in Figures 4 and 5.

In both experiments, Newton-CG-LS performs very poorly, which is mainly due to encountering NPC directions too often and yet not employing a forward tracking strategy. At the
Figure 3: The performance of various algorithms on the model problem of Section 4.1 using the STL10 dataset [21] \((n = 5,000\) and \(d = 27,648\)). The special marks on the plots signify the iterations where a negative/non-positive curvature direction is detected and subsequently used within the respective algorithms. An “oracle call” refers to an operation that is equivalent, in terms of complexity, to a single function evaluation. Time is measured in seconds. One can clearly see the superior performance of Newton-MR in achieving a better quality solution in less time/computational efforts.

The same time, the Newton-CG-LS-FW variant, which employs forward/backward tracking line-search strategy Algorithm 3, shows significantly improved performance. In Figure 4, among all methods, Newton-CG-TR-Steihaug and Newton-MR converge to the most optimal solution, albeit the Newton-CG-TR-Steihaug method converges relatively slower and the norm of the gradient never reaches the preset threshold. With the MNIST dataset Figure 5, which arguably gives rise to a much easier problem than that using the CIFAR10 dataset Figure 4, with the exception of Newton-CG-LS and L-BFGS, all other methods converge to a similar solution within a comparable amount of time and computational effort. However, Newton-MR arrives at a point with a much smaller gradient.

| Dataset | \(n\) | \(d\) | Encoder network architecture |
|---------|-------|-------|-------------------------------|
| CIFAR10 | 50,000 | 1,664,232 | 3,072-256-128-64-32-16-8 |
| MNIST   | 60,000 | 1,154,784 | 784-512-256-128-64-32-16 |

Table 2: Auto-encoder model for CIFAR10 and MNIST datasets.
Figure 4: Deep auto-encoder with CIFAR10 dataset [46]. The special marks on the plots signify the iterations where a negative/non-positive curvature direction is detected and subsequently used within the respective algorithms. An “oracle call” refers to an operation that is equivalent, in terms of complexity, to a single function evaluation. Time is measured in seconds. Newton-MR clearly outperforms all other methods. Notable is the poor performance of Newton-CG-LS, which is hindered by encountering NPC directions too often and yet not employing a forward tracking strategy.

### 4.3 CUTEst test problems

We now focus our efforts in evaluating the performance of the algorithms on a series of test problems from the CUTEst test collection [36]. In particular, we focused on the unconstrained problems, excluding the problems whose objective function is constant, linear, undefined, or unbounded below. This amounted to a test set of 237 problems. All algorithms are initialized by the same instance drawn randomly from the uniform distribution on the unit sphere. Figure 6 depicts the performance profile [28, 34] of various methods as measured by objective value and gradient norm. We found that the default maximum oracle call of $10^5$ was adequate to allow all methods to achieve their best possible outcome. To highlight the performance of the methods more clearly, in Figure 7, the horizontal axis is capped at $\tau = 100$.

From Figures 6 and 7, clearly Newton-MR outperforms all other algorithms both in terms of obtaining the lowest objective value and the smallest gradient norm. What is somewhat striking, however, is the relatively consistent poor performance of Newton-CG-LS. Of course, incorporating forward/backward tracking line-search in Newton-CG-LS-FW has helped improve the performance. Nonetheless, on these experiments, the advantages of employing MINRES as sub-problem solver as opposed to alternatives such as CG or CR is evidently clear.
Figure 5: Deep auto-encoder with MNIST dataset [48]. The special marks on the plots signify the iterations where a negative/non-positive curvature direction is detected and subsequently used within the respective algorithms. An “oracle call” refers to an operation that is equivalent, in terms of complexity, to a single function evaluation. Time is measured in seconds. The MNIST dataset gives rise to an arguably much simpler problem and hence we see that, with the exception of Newton-CG-LS, all methods perform similarly.

(a) Performance profile in terms of $f(x_k)$
(b) Performance profile in terms of $\|\nabla f(x_k)\|$

Figure 6: The performance profile of various Newton-type methods on 237 CUTEst problems. For a given $\tau$ in the x-axis, the corresponding value on the y-axis is the proportion of times that a given solver’s performance lies within a factor $\tau$ of the best possible performance over all runs.
(a) Performance profile in terms of $f(x_k)$  
(b) Performance profile in terms of $\|\nabla f(x_k)\|$

Figure 7: The performance profile of various Newton-type methods on 237 CUTEst problems. For a given $\tau$ in the x-axis, the corresponding value on the y-axis is the proportion of times that a given solver’s performance lies within a factor $\tau$ of the best possible performance over all runs. To distinguish the performance of the methods more clearly, $\tau$ is capped at 100.

5 Conclusions

Building on recent results regarding various properties of MINRES [52], we extended the Newton-MR algorithm, initially proposed in [63] and limited to invex optimization problems, to more general non-convex settings. This is done by leveraging non-positive curvature directions, when they arise, as part of MINRES iterations. We established complexity guarantees for convergence to first and second-order approximate optimality, which are known to be optimal. To achieve this, we provided a novel convergence analysis for MINRES, which improves upon the existing bounds in terms of dependence on the spectrum for indefinite matrices. Furthermore, under the benign saddle property, a novel assumption which is weaker than the widely used strict saddle property, we were able to greatly improve the second-order complexity guarantee and obtain a rate that, to our knowledge, is the state-of-the-art. In contrast to similar alternative methods where CG iterations are greatly modified to extract NPC directions, our algorithms are simple in that the NPC directions, if they exist, arise naturally within MINRES iterations without additional algorithmic modifications. We also demonstrated the superior performance of our algorithm, as compared with several alternative Newton-type methods, on several non-convex problems.

A MINRES: Review and Further Details

In this section, for the sake of completeness, we review MINRES in some details and highlight the useful theoretical results that are relevant to the analysis of this paper. In doing so, we follow the presentation of [52] almost verbatim, however, we adjust the notation to match our setting here. For more details on MINRES and its various theoretical properties, see [52] and references therein. In this section, for notational simplicity, we drop the dependence on MINRES iterations $s^{(t)}_k$ on the outer iterate $x_k$, i.e., we use $s_t$ instead.

A.1 Algorithmic Details

Recall MINRES, depicted in Algorithm 1, is a method using Krylov subspace methods to solve the symmetric linear least-squares problem (5). MINRES involves three major ingredients:
Lanczos process, QR decomposition, and the update of its iterates.

**Lanczos process**

With \( \mathbf{v}_1 = \mathbf{g}/\|\mathbf{g}\| \), recall that after \( t \) iterations of the Lanczos process, and in the absence of round-off errors, the Lanczos vectors form an orthogonal matrix \( \mathbf{V}_{t+1} = [\mathbf{v}_1 \mid \mathbf{v}_2 \mid \ldots \mid \mathbf{v}_{t+1}] \in \mathbb{R}^{d \times (t+1)} \), whose columns span \( \mathcal{K}_{t+1}(\mathbf{H}, \mathbf{g}) \) and satisfy the familiar relation \( \mathbf{H}\mathbf{v}_t = \mathbf{V}_{t+1}\mathbf{T}_t \), where \( \mathbf{T}_t \in \mathbb{R}^{(t+1) \times t} \) is an upper-Hessenberg matrix of the form

\[
\mathbf{T}_t = \begin{bmatrix}
\tilde{\alpha}_1 & \tilde{\beta}_2 & \tilde{\alpha}_3 & \cdots & \tilde{\beta}_t \\
\beta_2 & \tilde{\alpha}_2 & \tilde{\beta}_3 & \cdots & 0 \\
\beta_3 & \tilde{\alpha}_3 & \ddots & \ddots & \vdots \\
\ddots & \ddots & \ddots & \ddots & \beta_t \\
0 & 0 & \cdots & \beta_t & \beta_{t+1}
\end{bmatrix} \triangleq \begin{bmatrix}
\mathbf{T}_t \\
\mathbf{e}_t^T
\end{bmatrix}. \tag{25}
\]

Subsequently, we get the three-term recursion

\[
\mathbf{H}\mathbf{v}_t = \tilde{\beta}_t \mathbf{v}_{t-1} + \tilde{\alpha}_t \mathbf{v}_t + \tilde{\beta}_{t+1} \mathbf{v}_{t+1}, \quad t \geq 2,
\]

and the Lanczos process is terminated when \( \tilde{\beta}_{t+1} = 0 \).

Noting that \( \mathcal{K}_t(\mathbf{H}, \mathbf{g}) = \text{Range}(\mathbf{V}_t) = \text{Span}\{\mathbf{v}_1, \ldots, \mathbf{v}_t\} \), we let \( \mathbf{s}_t = \mathbf{V}_t\mathbf{y}_t \) for some \( \mathbf{y}_t \in \mathbb{R}^d \), and it follows that the residual \( \mathbf{r}_t \) can be written as

\[
\mathbf{r}_t = -\mathbf{g} - \mathbf{H}\mathbf{s}_t = -\mathbf{g} - \mathbf{H}\mathbf{v}_t = -\mathbf{g} - \mathbf{V}_{t+1}\mathbf{T}_t\mathbf{y}_t = -\mathbf{V}_{t+1}(\|\mathbf{g}\| \mathbf{e}_1 + \mathbf{T}_t \mathbf{y}_t).
\]

This gives rise to the well-known sub-problems of MINRES as

\[
\min_{\mathbf{y}_t \in \mathbb{R}} \| \tilde{\beta}_1 \mathbf{e}_1 + \mathbf{T}_t \mathbf{y}_t \|, \quad \tilde{\beta}_1 = \|\mathbf{g}\|. \tag{26}
\]

**QR decomposition**

Recall that (26) is solved using the QR factorization of \( \mathbf{T}_t \). Let \( \mathbf{Q}_t \mathbf{T}_t = \mathbf{R}_t \) be the full QR decomposition of \( \mathbf{T}_t \) where \( \mathbf{Q}_t \in \mathbb{R}^{(t+1) \times (t+1)} \) and \( \mathbf{R}_t \in \mathbb{R}^{(t+1) \times t} \). Typically, \( \mathbf{Q}_t \) is formed, implicitly, by the application of series of Householder reflections to transform \( \mathbf{T}_t \) to the upper-triangular matrix \( \mathbf{R}_t \). Recall that each Householder reflection only affects two rows of the matrix that is being triangularized. More specifically, two successive application of Householder reflections can be compactly written by only considering the elements of the matrix that are being affected as

\[
\begin{bmatrix}
1 & 0 & 0 \\
0 & c_{i-1} & s_{i-1} \\
0 & s_{i-1} & -c_{i-1}
\end{bmatrix}
\begin{bmatrix}
c_{i-2} & s_{i-2} & 0 \\
s_{i-2} & -c_{i-2} & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
\gamma_{i-2} & \delta_{i-1} & 0 & 0 \\
\beta_{i-1} & \tilde{\alpha}_{i-1} & \tilde{\beta}_i & 0 \\
0 & \tilde{\beta}_i & \tilde{\alpha}_i & \tilde{\beta}_{i+1}
\end{bmatrix}
= \begin{bmatrix}
1 & 0 & 0 \\
0 & c_{i-1} & s_{i-1} \\
0 & s_{i-1} & -c_{i-1}
\end{bmatrix}
\begin{bmatrix}
\gamma_{i-2} & \delta_{i-1}^{[2]} & 0 & 0 \\
\beta_{i-1} & \tilde{\alpha}_{i-1}^{[2]} & \tilde{\beta}_i & 0 \\
0 & \tilde{\beta}_i & \tilde{\alpha}_i & \tilde{\beta}_{i+1}
\end{bmatrix}
= \begin{bmatrix}
\gamma_{i-2} & \delta_{i-1}^{[2]} & \epsilon_i & 0 \\
0 & \gamma_{i-1} & \delta_i & 0 \\
0 & \tilde{\beta}_i & \tilde{\alpha}_i & \tilde{\beta}_{i+1}
\end{bmatrix}
= \begin{bmatrix}
\gamma_{i-2} & \delta_{i-1}^{[2]} & \epsilon_i & 0 \\
0 & \gamma_{i-1} & \delta_i & 0 \\
0 & 0 & \gamma_i & \delta_{i+1}
\end{bmatrix},
\]
where $3 \leq i \leq t - 1$ and
\[
c_j = \frac{\gamma_j}{\gamma_j^2}, \quad s_j = \frac{\beta_{j+1}}{\gamma_j^2}, \quad \gamma_j^2 = (\gamma_j)^2 + \frac{\beta_j^2}{\gamma_j^2} = c_j \gamma_j + s_j \beta_{j+1}, \quad 1 \leq j \leq t. \tag{27}
\]

Here, the $2 \times 2$ sub-matrix made of $c_j$ and $s_j$ is the special case of a Householder reflector in dimension two [74, p. 76].

Consequently, we can rewrite $Q_t$ and $\tilde{R}_t$ in block form as
\[
Q_t \tilde{T}_t = \tilde{R}_t \triangleq \begin{bmatrix} R_t & 0^t \end{bmatrix}, \quad R_t = \begin{bmatrix}
\gamma_1^2 & \delta_2^2 & \epsilon_3 \\
\gamma_2^2 & \delta_3^2 & \epsilon_4 \\
\vdots & \vdots & \vdots \\
\gamma_{t-1}^2 & \delta_t^2 & \epsilon_t \\
\gamma_t^2 & \delta_t^2 & \
\end{bmatrix}, \tag{28a}
\]
\[
Q_t \triangleq \prod_{i=1}^t Q_{t,i+1}, \quad Q_{t,i+1} \triangleq \begin{bmatrix} I_{i-1} & c_i & s_i \\
 & s_t & -c_t \\
 & & I_{t-i} \end{bmatrix}, \tag{28b}
\]

In fact, the same series of transformations are also simultaneously applied to $\tilde{\beta}_1 e_1$ as
\[
Q_t \tilde{\beta}_1 e_1 = \tilde{\beta}_1 \begin{bmatrix} c_1 & s_1 c_2 \\
\vdots & \vdots \\
& & s_1 s_2 \ldots s_{t-1} c_t \\
& & s_1 s_2 \ldots s_{t-1} s_t \end{bmatrix} \triangleq \begin{bmatrix} \tau_1 \\
\tau_2 \\
\vdots \\
\tau_{t-i} \end{bmatrix} = \begin{bmatrix} t_t \\
& \phi_t \end{bmatrix}.
\]

With these quantities available, we can solve (26) by noting that
\[
\min_{y_t \in \mathbb{R}^t} \| r_t \| = \min_{y_t \in \mathbb{R}^t} \| \tilde{\beta}_1 e_1 + \tilde{T}_t y_t \| = \min_{y_t \in \mathbb{R}^t} \| Q_t^\top \left( Q_t \tilde{\beta}_1 e_1 + Q_t \tilde{T}_t y_t \right) \|
\]
\[
= \min_{y_t \in \mathbb{R}^t} \| Q_t \tilde{\beta}_1 e_1 + Q_t \tilde{T}_t y_t \| = \min_{y_t \in \mathbb{R}^t} \| \begin{bmatrix} t_t \\
& \phi_t \end{bmatrix} \|
\]
\[
= \| t_t \| + \| \phi_t \|.
\]

Note that this in turn implies that $\phi_t = \| r_t \|$. We also trivially have $\phi_0 = \tilde{\beta}_1 = \| g \|$.

**Updates**

Let $t < g$ and define $W_t$ from solving the lower triangular system $R_t^\top W_t = V_t^\top$ where $R_t$ is as in (28a). Now, letting $V_t = [V_{t-1} | v_t]$, and using the fact that $R$ is upper-triangular, we get the recursion $W_t = [W_{t-1} | w_t]$ for some vector $w_t$. As a result, using $R_t y_t = t_t$, one can update the iterate as
\[
s_t = V_t y_t = W_t R_t y_t = W_t t_t = [W_{t-1} \ w_t] \begin{bmatrix} t_{t-1} \\
\gamma_t \end{bmatrix} = s_{t-1} + \tau_t w_t.
\]

We also always set $s_0 = 0$. Furthermore, from $V_t = W_t R_t$, i.e.,
\[
\begin{bmatrix} v_1 & v_2 & \ldots & v_t \end{bmatrix} = \begin{bmatrix} w_1 & w_2 & \ldots & w_t \end{bmatrix} \begin{bmatrix}
\gamma_1^2 & \delta_2^2 & \epsilon_3 \\
\gamma_2^2 & \delta_3^2 & \epsilon_4 \\
\vdots & \vdots & \vdots \\
\gamma_{t-1}^2 & \delta_t^2 & \epsilon_t \\
\gamma_t^2 & \delta_t^2 & \
\end{bmatrix},
\]
we get the following relationship for computing $v_t$ as

$$v_t = \epsilon_t w_{t-2} + \delta_t^{[2]} w_{t-1} + \gamma_t^{[2]} w_t.$$ 

All of the above steps constitute MINRES method, which is given in Algorithm 1.

### A.2 Other Relevant Properties

Beyond the descent implications discussed in Section 2.1, MINRES offers a plethora of relevant properties that we leverage in developing the algorithms of this paper and obtaining their convergence guarantees. We briefly mention these relevant properties here and invite the reader to consult [52] for further details and proofs.

The following lemma contains several useful facts about the iterations of MINRES.

**Lemma 11.** Let $g$ be the grade of $g$ with respect to $H$. In MINRES, for any $1 \leq t \leq g$, we have

$$\langle r_t, Hr_t \rangle = 0, \quad i \neq t, \quad 1 \leq i \leq g, \quad (29a)$$

$$\langle r_t, g \rangle = -\|r_t\|^2, \quad (29b)$$

$$\langle r_{t-1}, Hr_{t-1} \rangle = -c_t \gamma_t \|r_{t-1}\|^2, \quad (29c)$$

$$\|Hs_{t-1}\| = \sqrt{\phi_0^2 - \phi_t^2}, \quad (29d)$$

$$\|Hr_{t-1}\| = \phi_{t-1} \sqrt{\gamma_t^2 + (\delta_{t+1})^2}. \quad (29e)$$

**Proof.** We get (29a) to (29c) directly from [52, Lemma 3.1]. Applying (29b), we obtain (29d) as

$$\|Hs_{t-1}\|^2 = \|r_{t-1} + g\|^2 = \|g\|^2 - \|r_{t-1}\|^2 = \phi_0^2 - \phi_t^2.$$

By [52, Eqn (3.2)], we can formulate $Hr_{t-1}$ as

$$Hr_{t-1} = \phi_{t-1}(\gamma_t v_t + \delta_{t+1} v_{t+1}),$$

which implies (29e).

From (29c), it is immediate that if for some $t \leq g$, we have

$$-c_t \gamma_t \leq 0, \quad (30)$$

then $r_{t-1}$ must be a NPC direction for $H$, i.e., (7) holds. The crucial question, answered in [52], is whether or not the condition (30) is both necessary and sufficient for a NPC direction to be available. This question was investigated by observing a tight connection between the tridiagonal symmetric matrix $T_t$ and the condition (30). Indeed, since $r_{t-1} \in K_t (H, g)$, we can $r_{t-1} = V_t p$ for some non-zero $p \in \mathbb{R}^t$. Hence,

$$\frac{\langle p, T_t p \rangle}{\|p\|^2} = \frac{\langle V_t p, HV_t p \rangle}{\|V_t p\|^2} = \frac{\langle r_{t-1}, Hr_{t-1} \rangle}{\|r_{t-1}\|^2} = -c_t \gamma_t.$$

Clearly, as long as $T_t \succ 0$, the condition (30) cannot hold. The following result from [52] shows the converse also holds, i.e., as soon as $T_t \prec 0$ for some $t \leq g$, MINRES declares $r_k^{(t-1)}$ as a NPC direction.
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Lemma 12 ([52, Theorem 3.3]). Let $k \leq g$ where $g$ is the grade of $g$ with respect to $H$. If $T_t \neq 0$, then the NPC condition (30) holds for some $t \leq k$. In particular, if $t \leq g$ is the first iteration where $T_t \neq 0$, then the NPC condition (30) holds.

As long as the NPC condition (30) has not been detected, MINRES enjoys additional properties regarding the signs of certain quadratic functions as well as the monotonicity of certain quantities, which are used in the analysis of this paper. In particular, before (30) is detected, Lemma 13 shows that, not only is $s_t$ a descent direction for $\|g\|^2$, but it can also yield descent for the original objective $f$.

Lemma 13 ([52, Theorems 3.8 and 3.11]). Let $g$ be the grade of $g$ with respect to $H$. As long as the NPC condition (30) has not been detected for $1 \leq t \leq g$, we must have $\langle s_t, g \rangle + \langle s_t, Hs_t \rangle \leq 0$.
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