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ABSTRACT. We analyse partitions of products with two ordered factors in two classes where both factors are countable or well-ordered and at least one of them is countable. This relates the partition properties of these products to cardinal characteristics of the continuum. We build on work by Erdős, Garti, Jones, Orr, Rado, Shelah and Szemerédi. In particular, we show that a theorem of Jones extends from the natural numbers to the rational ones but consistently extends only to three further equimorphism classes of countable orderings. This is made possible by applying a thirteen-year old theorem of Orr about embedding a given order into a sum of finite orders indexed over the given order.

1. INTRODUCTION

The partition calculus was introduced over six decades ago by Erdős and Rado in their seminal paper [ER56]. They introduced the ordinary partition relation which concern partitions of finite subsets of a set of a given size and the polarised partition relation which concerns partitions of finite subsets of products of sets of a given size. The notion of “size” here was mostly taken to refer to the cardinality of a set, but can easily be interpreted to refer to other notions of size, for example the order type of an ordered set. Assuming the axiom of choice, every set can be well-ordered and there naturally is the smallest ordinal which can be the order type of such a well-order. In this context, it is convenient to refer to this ordinal as the cardinality of the set in question and the analysis of partition relations for order types thereby naturally includes the one of partition relations for cardinality.

Partition relations for order types have been investigated in many papers. Chapter 7 of the book [Wil77] was devoted to them, and recently there has been renewed interest, cf. [Sch10, Sch12, Wei14, Hil16, CH17, Mer, LHW, IRW]. In these papers, however, the focus has been on the ordinary partition relation. To the authors’ knowledge, relations for partitions of products of order types other than initial ordinals have only been studied in [EHM70, EHM71].

In this paper we aim to study polarised partition relations for order types. We limit the study to partitions of products with two factors such that both are countable or well-ordered and at least one of them is countable. In section 2, section 3 and section 4, we...
briefly review the subjects of cardinal characteristics of the continuum, order types and polarised partition relations, respectively.

In section 5, we deal with the case of two countable sources and derive some results building on Ramsey’s theorem and other results about the ordinary partition relation. Theorem 5.12 in particular establishes a positive partition relation for any two indecomposable ordinals smaller than $\omega^\omega$ as factors. In section 6, we deal with the case of one countable and one well-ordered source. Theorem 6.7 improves on a theorem of Jones by weakening its hypothesis and strengthening its conclusion – the latter by replacing the order type of the natural numbers by the one of the rational numbers. Theorem 6.17 limits the scope of further strengthenings in this manner as it establishes a negative partition relation involving the unbounding number $b$, a cardinal characteristic of the continuum. Such cardinal characteristics have been extensively studied over the past decades and many independence results regarding them have been attained. Via our results, some of these independence results directly lead to the independence of certain partition relations over ZFC. Connections between cardinal characteristics and partition relations have been explored before in [GS12, GS14, RT18, LHW, CGW]. It is worth noting that one of the difficulties of working with non-well-ordered types in the proof of Theorem 6.17 was resolved quite elegantly by employing a theorem of Orr. We conclude the paper by asking a few questions, some of which we expect to be decided within the framework of ZFC.

2. Cardinal Characteristics

We briefly recall the definitions of some cardinal characteristics relevant to our discussion. For further background, cf. [vD84, BJ95, Bla10, Hal17]. For functions $g, h: \omega \to \omega$, we say that $g$ eventually dominates $h$ if the set of all natural numbers $n$ such that $g(n) \leq h(n)$ is finite. For sets $x$ and $y$ of natural numbers we say that $x$ splits $y$ if both $y \cap x$ and $y \setminus x$ are infinite. We say that $x$ almost contains $y$ if $y \setminus x$ is finite.

**Definition 2.1** ([vD84]). An unbounded family is a family $F$ of functions $g: \omega \to \omega$ such that no single function $h: \omega \to \omega$ eventually dominates all members of $F$. The unbounding number (sometimes called the bounding number) $b$ is the smallest cardinality of an unbounded family.

**Definition 2.2** ([vD84]). A splitting family is a family $F$ of sets of natural numbers such that for every infinite set $x$ of natural numbers, there is a member of $F$ splitting $x$. The splitting number $s$ is the smallest cardinality of a splitting family.

**Definition 2.3.** A countably splitting family is a family $F$ of sets of natural numbers such that for every countable collection $X$ of infinite sets of natural numbers, there is a member of $F$ splitting every element of $X$. The countably splitting number $s_{\aleph_0}$ is the smallest cardinality of a countably splitting family.

**Definition 2.4** ([vD84]). A tower is a sequence $\langle x_\xi \mid \xi < \alpha \rangle$ of infinite sets of natural numbers such that for $\gamma < \beta$, the set $x_\gamma$ almost contains $x_\beta$. A tower is extendible if there is an infinite set almost contained in every member of it. The tower number $t$ is the smallest ordinal $\alpha$ such that not all towers of length $\alpha$ are extendible.
Also recall that \( \text{cov}(\mathcal{M}) \) denotes the minimal number of meagre sets of reals necessary to cover the reals.

**Observation 2.5.** \( s \leq \mathfrak{s}_{\aleph_0} \).

**Theorem 2.6.** \( s_{\aleph_0} \leq \max(b, s) \).

**Theorem 2.7.** \( \min(\text{cov}(\mathcal{M}), s_{\aleph_0}) \leq s \).

**Theorem 2.6** is due to Kamburelis and Węglorz, cf. [KW96, Proposition 2.1]. **Theorem 2.7** is due to Kamburelis, cf. [KW96, Proposition 2.3]. It is still an unanswered question whether \( s < s_{\aleph_0} \) is consistent. The notion of a countably splitting family was introduced by Malyhin in [Mal89]; also cf. [Ste93, Question 5.3]. We also note that the theorems we quote which mention the tower number were originally proved for the pseudointersection number \( p \). By the recent seminal result by Malliaris and Shelah that \( p = t \), the theorems follow in the form stated here. For the proof that the pseudointersection number equals the tower number, cf. [MS13].

As the unbounding number and the splitting number seem most relevant to the results in this paper, we would like to point out that their behaviour on regular cardinals was shown to be uncorrelated by Fischer et al., cf. [FS08, BF11, FM17].

\[
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**Figure 1.** The inequalities between the aforementioned cardinal characteristics known to be ZFC-provable.

3. **Order Types**

By an *order type* we understand an equivalence class of ordered sets equivalent under order-preserving bijections. For an order type \( \varphi \), we denote its reverse by \( \varphi^* \). We denote the
order type of the natural numbers by \( \omega \) and the order type of the rational numbers by \( \eta \). If \( \varphi \) and \( \psi \) are order types, \( \varphi + \psi \) denotes the order type of the set \( F \cup P \) under the ordering given by \((x \in F \land y \in P) \) or \((x <_F y) \) or \((x <_P y) \), where \( F \) and \( P \) are disjoint sets of order types \( \varphi \) and \( \psi \), respectively. Furthermore, \( \varphi \psi \) denotes the order type of \( P \times F \) under the (lexicographic) ordering \( \langle p_0, f_0 \rangle < \langle p_1, f_1 \rangle \) given by \( p_0 <_P p_1 \) or \( (p_0 = p_1 \land f_0 <_F f_1) \).

If \( \varphi \) and \( \psi \) are order types, we write \( \varphi \leq \psi \) to indicate that an ordered set of type \( \varphi \) may be embedded order-preservingly into an ordered set of type \( \psi \). Contrary to the class of ordinals, which is well-ordered under embeddability, even the class of linear orders is only quasi-ordered by the embeddability relation. Embeddability is not a linear order between the linear orders, as shown by \( \omega \) and \( \omega^* \). It also fails to be antisymmetric, as witnessed by \( \eta \) and \( \eta + 1 \). An ordering which fails to embed \( \eta \) is called scattered. Orderings which are presentable as countable unions of scattered orderings are called \( \sigma \)-scattered. By a seminal result of Laver, cf. [Lav71], the class of \( \sigma \)-scattered orderings is well-quasi-ordered by the embeddability relation. Recall that an ordering is a well-quasi-ordering if both every strictly descending sequence and every set of pairwise incomparable elements is finite, cf. [Ros82, chapter 10] or [Fra00, chapter 4].

We say that two orders are equimorphic (sometimes also called biembeddable) if they may be embedded order-preservingly into each other. While equimorphic ordinals are identical, there are pairs of non-isomorphic yet equimorphic order types.

We call an order type \( \varphi \) additively decomposable if there are types \( \psi \) and \( \tau \) such that \( \varphi = \psi + \tau \) but neither \( \varphi \leq \psi \) nor \( \varphi \leq \tau \). We call it unionwise decomposable if there is an ordered set \( \langle X, \cdot \rangle \) of type \( \varphi \) and a \( Y \subseteq X \) such that neither \( \varphi \leq \text{otp}(\langle Y, \cdot \rangle) \) nor \( \varphi \leq \text{otp}(\langle X \setminus Y, \cdot \rangle) \). We call it multiplicatively decomposable if there are types \( \psi \) and \( \tau \) such that \( \varphi = \psi \tau \) but neither \( \varphi \leq \psi \) nor \( \varphi \leq \tau \). We call it typewise decomposable if there is an ordered set \( \langle X, \cdot \rangle \) and for every \( x \in X \) disjoint ordered sets \( \langle Y_x, \cdot \rangle \) such that the set \( \langle \bigcup_{x \in X} Y_x, \cdot \rangle \) has type \( \varphi \) if \( a < b \) is given by \( \exists x \ (\exists y: a \in x \land b \in y \land x < X y) \lor (a \in x \land b \in x \land a <_X b) \) and furthermore neither \( \varphi \leq \text{otp}(\langle X, \cdot \rangle) \) nor \( \varphi \leq \text{otp}(\langle Y_x, \cdot \rangle) \) for any \( x \in X \).

An order type is called (additively, unionwise, multiplicatively, typewise) indecomposable if it fails to be (additively, unionwise, multiplicatively, typewise) decomposable. (Unionwise indecomposability is called strong indecomposability in [EM72].) For ordinals, additive decomposability is equivalent to unionwise decomposability. An ordinal \( \alpha \) is additively indecomposable if and only if there is an ordinal \( \beta \) such that \( \alpha = \omega^\beta \).

We call it multiplicatively surpassable if there are types \( \psi \) and \( \tau \) such that \( \varphi \leq \psi \tau \) but neither \( \varphi \leq \psi \) nor \( \varphi \leq \tau \). It is called multiplicatively unsurpassable if it fails to be multiplicatively surpassable.

We call it multiplicatively transcendable if there are types \( \psi \) and \( \tau \) such that \( \varphi \leq \psi \tau \) and \( \psi \leq \varphi \) and \( \tau \leq \varphi \) but neither \( \varphi \leq \psi \) nor \( \varphi \leq \tau \). It is called multiplicatively untranscendable if it fails to be multiplicatively transcendable.

Clearly, additive decomposability implies unionwise decomposability and multiplicative decomposability implies typewise decomposability.

Let us recall a famous Theorem of Hausdorff, cf. [Hau08, Satz XII].
Theorem 3.1. The class of scattered order types is the smallest non-empty class containing all reversals and well-ordered sums.

Corollary 3.2. Up to equimorphism, the only countable typewise indecomposable order types are \(0, 1, 2, \omega, \omega^*,\) and \(\eta\).

Observation 3.3.
- Unionwise decomposability fails to imply additive decomposability as shown by the order type \(\omega (\omega^* + \omega)\).
- Typewise decomposability fails to imply multiplicative decomposability as shown by the order type \(\omega^\omega\).
- Multiplicative transcendability fails to imply multiplicative decomposability as shown by the order type \(\omega + \omega^*\).

4. Polarised Partition Relations

We will analyse the polarised partition relation for order types:

\[
\begin{pmatrix} \alpha \\ \beta \end{pmatrix} \rightarrow \begin{pmatrix} \gamma & \varepsilon \\ \delta & \zeta \end{pmatrix}.
\]

This relation states that for every colouring \(c: A \times B \rightarrow 2\) of the product of a set \(A\) of size \(\alpha\) and a set \(B\) of size \(\beta\), either there is a \(C \subseteq A\) of size \(\gamma\) and a \(D \subseteq B\) of size \(\delta\) such that \(c[C \times D] \subseteq \{0\}\) or there is an \(E \subseteq A\) of size \(\epsilon\) and a \(Z \subseteq D\) of size \(\zeta\) such that \(c[E \times Z] = \{1\}\).

The following relation states that for every ordinal \(\kappa\) and every colouring \(c: A \times B \rightarrow \kappa\) of a set \(A\) of size \(\alpha\) and a set \(B\) of size \(\beta\), there is a \(\vartheta < \kappa\), a \(C \subseteq A\) of size \(\gamma\) and a \(D \subseteq B\) of size \(\delta\) such that \(c[C \times D] = \{\vartheta\}\):

\[
\begin{pmatrix} \alpha \\ \beta \end{pmatrix} \rightarrow \begin{pmatrix} \gamma \\ \delta \end{pmatrix}_\kappa.
\]

The term “size” is intentionally vague in these statements and will be taken to mean cardinality or order type depending on the context. Note that

\[
\begin{pmatrix} \alpha \\ \beta \end{pmatrix} \rightarrow \begin{pmatrix} \gamma & \gamma \\ \delta & \delta \end{pmatrix}
\]

is equivalent to

\[
\begin{pmatrix} \alpha \\ \beta \end{pmatrix} \rightarrow \begin{pmatrix} \gamma \\ \delta \end{pmatrix}_2.
\]

It is common to call the parameters to the left of the arrow sources and the ones to the right of the arrow targets of the relation. The failure of the relations above is expressed by crossed arrows, i. e.

\[
\begin{pmatrix} \alpha \\ \beta \end{pmatrix} \nrightarrow \begin{pmatrix} \gamma & \varepsilon \\ \delta & \zeta \end{pmatrix}.
\]
and
\[
\left( \begin{array}{c} \alpha \\ \beta \end{array} \right) \not\rightarrow \left( \begin{array}{c} \gamma \\ \delta \end{array} \right) ,
\]
respectively.
We will also use the ordinary partition relation: \( \alpha \rightarrow (\beta_0, \ldots, \beta_k)^n \) states that for every colouring \( c: [A]^n \rightarrow n + 1 \) of the unordered \( n \)-tuples with \( n + 1 \) colours, there is an \( i \leq n \) and a \( C \subseteq A \) of size \( \beta_i \) such that \( c([C]^n) \subseteq \{i\} \). Moreover, \( \alpha \rightarrow (\beta)^n_m \) stands for \( \alpha \rightarrow (\beta, \ldots, \beta)^n_m \).

5. BOTH SOURCES COUNTABLE

The following fact limits the realm of relations holding for countable sources; it is easily verified by enumerating both sources in order type \( \omega \) and colouring a pair of one element each of both sources by comparing their respective indices in these enumerations.

**Fact 5.1.**
\[
\left( \begin{array}{c} \eta \\ \eta \end{array} \right) \not\rightarrow \left( \begin{array}{c} 1 \\ \mathbb{N}_0 \end{array} \right).
\]

The following fact can be verified by use of the pigeonhole principle and the notion of unionwise indecomposablity.

**Fact 5.2.** For all natural numbers \( m, n \) and all unionwise indecomposable types \( \varphi \),
\[
\left( \begin{array}{c} \varphi \\ mn + 1 \end{array} \right) \rightarrow \left( \begin{array}{c} \varphi \\ n + 1 \end{array} \right)_m .
\]

Considering these facts, it is natural to ask for which countable linear order types \( \varphi, \psi \) and natural numbers \( n \) the relation
\[
\left( \begin{array}{c} \varphi \\ \psi \end{array} \right) \rightarrow \left( \begin{array}{c} \varphi \\ n \end{array} \right) .
\]
holds.

We can partially answer this using Ramsey’s theorem, a technique which was used in [HS69] to analyse ordinary partition relations involving finite powers of \( \omega \).

**Lemma 5.3.** If \( k, m \) and \( n \) are natural numbers, then
\[
\left( \begin{array}{c} \omega^k \\ \omega^m \end{array} \right) \rightarrow \left( \begin{array}{c} \omega^k \\ n \end{array} \right) .
\]

**Proof.** Let \( k, m \) and \( n \) be natural numbers and \( E \subseteq \omega^k \times \omega^m \). Let
\[
\left\langle \langle n_{i,j} \mid j < k \rangle \mid i < \binom{k + m}{k} \right\rangle
\]
be an enumeration of all descending enumerations of \( [k + m]^k \), and for all \( i < \binom{k + m}{k} \), let \( \langle n_{i,j} \mid j \in k + m \setminus k \rangle \) be the descending enumeration of \( k + m \setminus \{n_{i,j} \mid j < k \} \). Now let
c: $\omega^k \times \omega^m \rightarrow 2$. We may define a colouring $c': [\omega]^{k+m} \rightarrow 2^{{(k+m)}_k}$ by
\[
\{ \ell_i \mid i < k + m \} < \mapsto \sum_{i < {\binom{k+m}{k}}} 2^i c(\omega^{k-1} \ell_{n_i,k-1} + \cdots + \ell_{n_i,0}, \omega^{m-1} \ell_{n_i,k+m-1} + \cdots + \ell_{n_i,k+m}).
\]

(*1)

Now by Ramsey’s theorem, there is an infinite set $H$ of natural numbers homogeneous for $c'$. We distinguish two cases.

First, assume that $H$ is homogeneous for $c'$ in colour 0. Consider a partition $\{H_0, H_1\}$ of $H$ into two infinite sets. Furthermore consider the sets
\[
X := \{ \omega^{k-1} n'_{k-1} + \cdots + n'_0 \mid \langle n'_i \mid i < k \rangle \text{ is descending and } \{n'_i \mid i < k\} \subseteq H_0 \}
\]
and
\[
Y := \{ \omega^{m-1} \tilde{n}_{m-1} + \cdots + \tilde{n}_0 \mid \langle \tilde{n}_i \mid i < m \rangle \text{ is descending and } \{\tilde{n}_i \mid i < m\} \subseteq H_1 \}.
\]

Note that $X$ has order type $\omega^k$ while $Y$ has order type $\omega^m$. We will prove that $X \times Y$ is homogeneous for $c$ in colour 0. To this end, let $\omega^{k-1} n'_{k-1} + \cdots + n'_0 = x \in X$ and $\omega^{m-1} \tilde{n}_{m-1} + \cdots + \tilde{n}_0 = y \in Y$. Consider the ascending enumeration $\{\ell_i \mid i < k + m\}$ of $x \cup y$. There is an $i < k + m$ such that $n'_j = \ell_{n_i,j}$ for $j < k$ and $\tilde{n}_j = \ell_{n_i,k+j}$ for $j < m$. As $H$ is homogeneous for $c$ in colour 0, we have $c'(x \cup y) = 0$ and as $c'$ assigns a set the value 0 if and only if all summands in Eq. (*1) have value 0, we also have $c(x, y) = 0$. This concludes the argument for $X \times Y$ being homogeneous for $c$ in colour 0.

Now assume that $H$ is homogeneous for $c'$ in a positive colour. This means that there is an $i < {\binom{k+m}{k}}$ such that $c(\omega^{k-1} \ell_{n_i,k-1} + \cdots + \ell_{n_i,0}, \omega^{m-1} \ell_{n_i,k+m-1} + \cdots + \ell_{n_i,k+m}) = 1$ for all $\{\ell_j \mid j < k + m\} < \in [\omega]^{k+m}$. Now we are going to inductively construct two disjoint sets $X, Y \subseteq H$ of cardinality $n$ such that $c(x, y) = 1$ for all $x \in X$ and $y \in Y$.

Let $\langle h_j \mid j < (k + m) \cdot n \rangle$ be an ascending enumeration of elements of $H$. We define $x_j := \omega^{k-1} h_{n_i,k-1} \cdot n + j + \cdots + h_{n_i,0} \cdot n + j$ and $y_j := \omega^{m-1} h_{n_i,k+m-1} \cdot n + j + \cdots + h_{n_i,k} \cdot n + j$ for $j < n$. We furthermore define $X := \{ x_j \mid j < n \}$ and $Y := \{ y_j \mid j < n \}$. It is easy to see that $c(x, y) = 1$ for all $x \in X$ and $y \in Y$.

**Lemma 5.4.** For all order types $\rho, \tau, \varphi$ and $\psi$, $\rho \rightarrow (2\tau, \varphi + \psi, \psi + \varphi)^2$ implies
\[
\begin{pmatrix} \rho \\ \rho \end{pmatrix} \mapsto \begin{pmatrix} \tau & \varphi \\ \tau & \psi \end{pmatrix}.
\]

**Proof.** Let $\rho, \tau, \varphi$ and $\psi$ be order types as above and assume that $\rho \rightarrow (2\tau, \varphi + \psi, \psi + \varphi)^2$. Furthermore, let $E \subseteq \rho \times \rho$. We define a colouring
\[
\begin{aligned}
c: [\rho]^2 & \rightarrow 3: \{ \nu, \xi \} < \mapsto [\langle \nu, \xi \rangle \in E] + 2[\langle \nu, \xi \rangle \notin E \lor \langle \xi, \nu \rangle]
\end{aligned}
\]
As $\rho \rightarrow (2\tau, \varphi + \psi, \psi + \varphi)^2$, we have to distinguish three cases.

For the first case, assume that there is an $X \in [\rho]^{2\tau}$ homogeneous for $c$ in colour 0. Then there is $A \in [X]^\tau$ such that $X \setminus A \in [X]^\tau$ and clearly $X \times (X \setminus A) \subseteq \rho \times \rho \setminus E$.

For the second case, assume that there is a $Y \in [\rho]^{\varphi + \psi}$ homogeneous for $c$ in colour 1. Let $B \in [Y]^{\psi}$ be such that $B < Y \setminus B$ and $Y \setminus B \in [Y]^{\psi}$. Then $B \times (Y \setminus B) \subseteq E$. 

For the final case, assume that there is a \( Z \in [\rho]^{\psi+\varphi} \) homogeneous for \( c \) in colour 2. Let \( C \in [Z]^{\psi} \) be such that \( C < Z \setminus C \) and \( Z \setminus C \in [Z]^{\varphi} \). Then \( (Z \setminus C) \times C \subseteq E \). \( \square \)

**Theorem 5.5** ([ER56, Theorem 6]). \( \eta \rightarrow (\eta, \aleph_0)^2 \).

**Theorem 5.6** ([Lar73]). For all natural numbers \( n \), \( \omega^\omega \rightarrow (\omega^\omega, n)^2 \).

**Proposition 5.7.** For all natural numbers \( k \),

\[
\left( \begin{array}{c} \eta \\ \omega \end{array} \right) \rightarrow \left( \begin{array}{c} \eta \ k \\ \omega \ k \end{array} \right).
\]

*Proof.* Let \( k \) be any natural number. By Theorem 5.5, we have that \( \eta \rightarrow (\eta, \aleph_0)^2 \), so in particular we have \( \eta \rightarrow (\eta, (\frac{4k-2}{2k-1}))^2 \). As \( (\frac{4k-2}{2k-1}) \rightarrow (2k)^2 \), cf. [ES35], this implies \( \eta \rightarrow (\eta, 2k, 2k)^2 \) and (as \( 2\eta \) may be embedded into \( \eta \)) also \( \eta \rightarrow (2\eta, 2k, 2k)^2 \). Then by Lemma 5.4, the statement of the proposition follows. \( \square \)

**Proposition 5.8.** For all natural numbers \( k \),

\[
\left( \begin{array}{c} \omega^\omega \\ \omega^\omega \end{array} \right) \rightarrow \left( \begin{array}{c} \omega^\omega \\ \omega^\omega \ k \ k \end{array} \right).
\]

*Proof.* Let \( k \) be any natural number. By Theorem 5.6, we have that \( \omega^\omega \rightarrow (\omega^\omega, (\frac{4k-2}{2k-1}))^2 \). Via \( (\frac{4k-2}{2k-1}) \rightarrow (2k)^2 \), cf. [ES35], this implies \( \omega^\omega \rightarrow (\omega^\omega, 2k, 2k)^2 \). Note that \( 2\omega^\omega = \omega^\omega \), so Lemma 5.4 implies the statement of the proposition. \( \square \)

At this point we would like to recall the notion of *pinning*, cf. [GL75].

**Definition 5.9.** An order type \( \varphi \) can be *pinned* to an order type \( \psi \) (written as \( \varphi \rightarrow \psi \)) if for every ordered set \( F \) of type \( \varphi \) and \( P \) of type \( \psi \) there is a function (a so-called *pinning map*) \( f: F \rightarrow P \) such that every \( f[X] \in [P]^{\varphi} \) for every \( X \in [F]^{\varphi} \).

Clearly, every order type can be pinned to the initial ordinal of its cardinality. If \( \xi \rightarrow \rho \), then replacing all occurrences of \( \xi \) by \( \rho \) in a valid partition relation yields a partition relation which itself again is valid. In particular:

\[
(*_2) \quad \left( \begin{array}{c} \sigma \\ \xi \end{array} \right) \rightarrow \left( \begin{array}{c} \tau \\ \xi \end{array} \right) \varphi \psi \quad \text{implies} \quad \left( \begin{array}{c} \sigma \\ \rho \end{array} \right) \rightarrow \left( \begin{array}{c} \tau \\ \rho \end{array} \right) \varphi \psi
\]

and

\[
(*_3) \quad \left( \begin{array}{c} \sigma \\ \xi \end{array} \right) \rightarrow \left( \begin{array}{c} \tau \\ \xi \end{array} \right) \varphi \xi \quad \text{implies} \quad \left( \begin{array}{c} \sigma \\ \rho \end{array} \right) \rightarrow \left( \begin{array}{c} \tau \\ \rho \end{array} \right) \varphi \rho
\]

for all order types \( \xi, \rho, \sigma, \tau, \varphi, \psi \). Therefore, Eq. \((*_2)\) implies that Proposition 5.7 and Proposition 5.8 have the following corollary.

**Corollary 5.10.** For all natural numbers \( k \),

\[
\left( \begin{array}{c} \eta \\ \omega \end{array} \right) \rightarrow \left( \begin{array}{c} \eta \ k \\ \omega \ k \end{array} \right) \quad \text{and} \quad \left( \begin{array}{c} \omega^\omega \\ \omega \end{array} \right) \rightarrow \left( \begin{array}{c} \omega^\omega \ k \\ \omega \ k \end{array} \right).
\]
Lemma 5.11. For all natural numbers $k$ and $m$ and all order types $\varphi$ and $\psi$ and collections of order types $\langle \sigma_i \mid i < k \rangle$ and $\langle \tau_j \mid j < m \rangle$, if
\[
\begin{pmatrix}
\sigma_i \\
\tau_j
\end{pmatrix} \rightarrow \begin{pmatrix}
\sigma_i \\
\tau_j
\end{pmatrix}
\]
for all $i < k$ and all $j < m$, then
\[
\begin{pmatrix}
\sum_{i<k} \sigma_i \\
\sum_{j<m} \tau_j
\end{pmatrix} \rightarrow \begin{pmatrix}
\sum_{i<k} \sigma_i \\
\sum_{j<m} \tau_j
\end{pmatrix}.
\]

Proof. Assume towards a contradiction that
\[
\begin{pmatrix}
\sigma_i \\
\tau_j
\end{pmatrix} \rightarrow \begin{pmatrix}
\sigma_i \\
\tau_j
\end{pmatrix}
\]
for all $i < k$ and all $j < m$, but
\[
\begin{pmatrix}
\sum_{i<k} \sigma_i \\
\sum_{j<m} \tau_j
\end{pmatrix} \not\rightarrow \begin{pmatrix}
\sum_{i<k} \sigma_i \\
\sum_{j<m} \tau_j
\end{pmatrix}.
\]

Let $\langle (i, j) \mid \ell < km \rangle$ be an enumeration of $k \times m$. Moreover, for $i < k$, let $X_{i}^{(0)}$ be a set ordered by $<_i$ of type $\sigma_i$ and for $j < m$, let $Y_{j}^{(0)}$ be a set ordered by $<_k + j$ of type $\tau_j$. Then $X := \bigcup_{i<k} X_{i}^{(0)}$ ordered by
\[
\bigcup_{i<k} (<_i \cup \bigcup_{j<i} (X_{j}^{(0)} \times X_{i}^{(0)}))
\]
has type $\sum_{i<k} \sigma_i$ and $Y := \bigcup_{i<m} Y_{i}^{(0)}$ ordered by
\[
\bigcup_{i<m} (<_{k+i} \cup \bigcup_{j<i} (Y_{j}^{(0)} \times Y_{i}^{(0)}))
\]
has type $\sum_{j<m} \tau_j$. As
\[
(*_4) \quad \begin{pmatrix}
\sum_{i<k} \sigma_i \\
\sum_{j<m} \tau_j
\end{pmatrix} \not\rightarrow \begin{pmatrix}
\sum_{i<k} \sigma_i \\
\sum_{j<m} \tau_j
\end{pmatrix},
\]
we know that there is an $E \subseteq X \times Y$ witnessing this; in particular this $E$ is such that for no $A \in [X]^{\sigma_i}$ there is a $B \in [Y]^{\tau_j}$ such that $A \times B \subseteq E$. As
\[
\begin{pmatrix}
\sigma_i \\
\tau_j
\end{pmatrix} \rightarrow \begin{pmatrix}
\sigma_i \\
\tau_j
\end{pmatrix}
\]
for all $i < k$ and all $j < m$, we know that for all $i < k$, all $j < m$, all $A \in [X]^{\sigma_i}$ and all $B \in [Y]^{\tau_j}$, there are $C \in [A]^{\sigma_i}$ and $D \in [B]^{\tau_j}$ such that
\[
(*_5) \quad C \times D \subseteq X \times Y \setminus E.
\]

Now suppose that we are in step $\ell$ of the induction and have by now defined $X_{i}^{(\ell)} \in [X_{i}^{(0)}]^{\sigma_i}$ for $i < k$ and $Y_{j}^{(\ell)} \in [Y_{j}^{(0)}]^{\tau_j}$ for $j < m$. Now Eq. $(*)_5$ implies that there are $X_{i\ell}^{(\ell+1)} \in [X_{i\ell}^{(\ell)}]$ and $Y_{j\ell}^{(\ell+1)} \in [Y_{j\ell}^{(\ell)}]$ such that $X_{i\ell}^{(\ell+1)} \times Y_{j\ell}^{(\ell+1)} \subseteq X \times Y \setminus E$. Let $X_{i}^{(\ell+1)} := X_{i}^{(\ell)}$ for all
\[ i \in k \setminus \{i_\ell \} \text{ and } Y_\ell^{(\ell+1)} := Y_\ell^{(\ell)} \text{ for all } j \in m \setminus \{j_\ell \}. \]

After the induction, we have
\[
\bigcup_{i<k} X_i^{(km)} \subseteq X \text{ has order type } \sum_{i<k} \sigma_i \text{ and } \bigcup_{j<m} Y_j^{(km)} \text{ has order type } \sum_{j<m} \tau_j.
\]

Moreover, \( (\bigcup_{i<k} X_i^{(km)} \subseteq X) \times (\bigcup_{j<m} Y_j^{(km)} \subseteq X \times Y \setminus E) \). This contradicts \( E \) being a witness to Eq. \((*)_4\). \( \square \)

**Theorem 5.12.** For all ordinals \( \alpha, \beta < \omega^\omega \) and all natural numbers \( n \),
\[
\left( \omega^\alpha \right) \rightarrow \left( \omega^\alpha \ n \right) \rightarrow \left( \omega^\beta \ n \right).
\]

**Proof.** Note that if \( \nu < \omega^\omega \), then \( \omega^\nu \) is a finite sum of infinite indecomposable ordinals smaller than \( \omega^\omega \). So as \( \{\alpha, \beta\} \subseteq \omega^\omega \), both \( \omega^\alpha \) and \( \omega^\beta \) are finite sums of infinite indecomposable ordinals smaller than \( \omega^\omega \). Using Lemma 5.3 together with Lemma 5.11 proves the theorem. \( \square \)

### 6. ONE SOURCE COUNTABLE

Having gained some understanding of the case with two countable sources, we now consider the case of one countable and one well-ordered source. The guiding question is the following:

**Question A.** For which countable linear order types \( \varphi \) and which ordinals \( \alpha, \beta \) do we have
\[
\left( \omega_1 \varphi \right) \rightarrow \left( \alpha \beta \varphi \varphi \right)?
\]

Let us note that we cannot hope for a relation in the case that \( \varphi \) is decomposable.

**Observation 6.1.** If \( \varphi \) is a unionwise decomposable order type and \( \psi \) is any order type, then
\[
\left( \psi \varphi \right) \not\rightarrow \left( 1 \varphi \varphi \right).
\]

The following is a corollary of a claim proved by Garti and Shelah in [GS14, Claim 1.2]:

**Corollary 6.2.** If \( \kappa < s \) is an infinite cardinal, then
\[
\left( \kappa \omega \right) \rightarrow \left( \kappa \omega \right)_2 \text{ if and only if } \omega < \text{cf}(\kappa).
\]

We would like to point out an observation made by Brendle and Raghavan:

**Definition 6.3 ([BR14, Definition 31]).** Let \( \kappa \) be a regular cardinal, and let \( \bar{A} = \langle a_{\alpha,n} \mid \alpha < \kappa \land n < \omega \rangle \). \( \bar{A} \) is **tail-splitting** if for every \( b \in [\omega]^{\omega} \), there is \( \alpha < \kappa \) such that \( a_{\beta} \) splits \( b \) for all \( \beta \geq \alpha \). \( \bar{A} \) is **club-splitting** if for every \( b \in [\omega]^{\omega} \), \( C_b = \{ \alpha < \kappa \mid a_{\alpha} \text{ splits } b \} \) contains a club.

**Observation 6.4 ([BR14, Observation 44]).** The following are equivalent (for infinite ordinals \( \lambda \)):
The polarised partition relation for order types

\( (\lambda \omega) \rightarrow (\lambda \omega)_2 \)

- \( \text{cf}(\lambda) \neq \omega \) and there does not exist a tail-splitting sequence of length \( \lambda \).

As every tail-splitting sequence of a length with uncountable cofinality is club-splitting and every club-splitting sequence of a length with uncountable cofinality is countably splitting, we get the following corollary:

**Corollary 6.5.** If \( \kappa < s_{R_0} \) is an infinite cardinal of uncountable cofinality, then

\[
(\kappa \omega) \rightarrow (\kappa \omega)_2.
\]

In [Jon08], Jones proved the following theorem, thus generalising an unpublished result of Szemerédi who proved it for the special case where \( \kappa = c \), \( \alpha \) is a cardinal and Martin’s Axiom holds. (Szemerédi’s result in turn generalised a result of Erdős and Rado from [ER56, penultimate page] who proved it for \( \kappa = \omega_1 \) and \( \alpha = \omega \).)

**Theorem 6.6.** For any regular uncountable \( \kappa \leq c \) and any ordinal \( \alpha < \min \{ t, \kappa \} \),

\[
(\kappa \omega) \rightarrow (\kappa \alpha \omega \omega)_2.
\]

We can improve Jones’ theorem by weakening its hypothesis and replacing the order type of the natural numbers \( \omega \) by the order type of the rational numbers \( \eta \); using pinning, this can be viewed as a strengthening of Jones’ result.

**Theorem 6.7.** For all cardinals \( \kappa \leq c \) of uncountable cofinality and any ordinal \( \alpha < \min \{ t, \text{cf}(\kappa) \} \),

\[
(\kappa \eta) \rightarrow (\kappa \alpha \eta \eta).
\]

By pinning (cf. Definition 5.9), more precisely because of Eq. (**3**), we can immediately attain the following corollary.

**Corollary 6.8.** For all cardinals \( \kappa \leq c \) of uncountable cofinality, any ordinal \( \alpha < \min \{ t, \text{cf}(\kappa) \} \) and both \( \varphi \in \{ \omega, \omega^* \} \),

\[
(\kappa \varphi) \rightarrow (\kappa \alpha \varphi \varphi).
\]

First, note that by work of Bell, cf. [Bel81], its generalisation to all uncountable cardinals below the continuum, cf. [Bla10], and the recent breakthrough of Malliaris and Shelah, cf. [MS13], we have the following theorem.

**Theorem 6.9.** For every cardinal \( \kappa \), the following are equivalent:

- \( \kappa < t \).
- Every family \( F \) of cardinality \( \kappa \) of infinite sets of natural numbers for which the intersection of finitely many members of \( F \) is always infinite has an infinite pseudointersection. (Equivalently, \( \kappa < p \).)
• Martin’s Axiom holds for every family of cardinality $\kappa$ of dense subsets of a $\sigma$-centred partially ordered set. (Equivalently: For every $\sigma$-centred partially ordered set $P$ and every family $C$ of cardinality $\kappa$ of dense subsets of $P$, there is a filter on $P$ meeting every member of $C$.)

Similar to Jones’ proof, we require two lemmata. First, however, we make the following definition.

**Definition 6.10.** A family $\{A_\xi \mid \xi \in X\} \subseteq \mathcal{P}(Q)$ is an $\omega$-complete filter basis dense in $Q$ (or $\omega$-complete $Q$-basis for short) if for any $x \in [X]^{<\omega}$, $\bigcap_{\xi \in x} A_\xi$ is dense in $Q$.

**Lemma 6.11.** Suppose $\kappa$ is a cardinal of uncountable cofinality. For $A \subseteq Q$, let $\overline{A} := Q \setminus A$.

Then for any $\{A_\xi \mid \xi < \kappa\} \subseteq \mathcal{P}(Q)$ either

(a) there is $X \in [\kappa]^{<\omega}$ such that $\{A_\xi \mid \xi \in X\}$ is an $\omega$-complete $Q$-basis, or

(b) there is $Y \in [\kappa]^{<\omega}$ such that $\bigcap_{\xi \in Y} \overline{A_\xi}$ contains a copy of $Q$.

**Proof.** For $x \in [\kappa]^{<\omega}$, let $A(x) := \bigcap_{\xi \in x} A_\xi$. Suppose that (a) is false; we will show that (b) must hold. Fix $X \subseteq \kappa$ maximal such that $\{A_\xi \mid \xi \in X\}$ is an $\omega$-complete $Q$-basis. Clearly, $|X| < \kappa$.

For any $\delta \notin X$, there must be a set of witnesses $x_\delta \in [X]^{<\omega}$ and $r_\delta, s_\delta \in Q$ showing the maximality of $X$, i.e. witnessing that $A_\delta \cap A(x_\delta)$ avoids the interval $(r_\delta, s_\delta)$ and hence is not dense in $Q$.

Since $\text{cf}(\kappa) > \aleph_0 = |Q|$, by applying the pigeonhole principle, we can find some $Y$ of size $\kappa$ and some $x^* \in [X]^{<\omega}$ and $r^*, s^* \in Q$ such that for any $\delta \in Y$, we have $x_\delta = x^*$ and $(r_\delta, s_\delta) = (r^*, s^*)$. Hence $\bigcup_{\delta \in Y} A_\delta$ avoids $A(x^*) \cap (r^*, s^*)$, which implies that $\bigcap_{\delta \in Y} \overline{A_\delta}$ contains $A(x^*) \cap (r^*, s^*)$ — which, by the definition of $X$, contains a copy of $Q$. \hfill \square

While the proof of the previous lemma is a significant simplification of Jones’ proof, the following lemma’s proof is more or less the same as Jones’.

**Lemma 6.12.** Suppose $\kappa$ is a cardinal of uncountable cofinality. Then for any $\omega$-complete $Q$-basis $\{A_\xi \mid \xi < \kappa\} \subseteq \mathcal{P}(Q)$ and any ordinal $\alpha < \min\{\kappa, \text{cf}(\kappa)\}$, there is an $X \in [\kappa]^{<\alpha}$ such that $\bigcap_{\xi \in X} A_\xi$ contains a copy of $Q$.

**Proof.** Let $\mu := |\omega + \alpha|$. Construct a sequence $\{M_\gamma \mid \gamma \leq \alpha\}$ of elementary submodels of $W := H_{\kappa+}$ such that $|M_\gamma| = \mu$, $\{A_\xi \mid \xi < \kappa\} \subseteq M_\gamma$, $\mu \cup \{\mu\} \subseteq M_\gamma$, and $M_\beta \subseteq M_\gamma$ whenever $\beta < \gamma \leq \alpha$. Let $\vartheta := \sup(\kappa \cap M_\alpha)$ and note that $\vartheta < \kappa$ because $|M_\alpha| = \mu = |\omega + \alpha| < \text{cf}(\kappa)$.

Choose $\delta \in \kappa \setminus \vartheta$ arbitrarily.

For $x \in [\kappa]^{<\omega}$, let $A(x) := \bigcap_{\xi \in x} A_\xi$. For $a \in [Q]^{<\omega}$, let $X(a) := \{\xi < \kappa \mid a \subseteq A_\xi\}$. Let $\mathbb{P}$ be the collection of all $p := \langle a_p, x_p \rangle$ with $a_p \in [A_\delta]^{<\omega}$, $x_p \in [\kappa \cap M_\alpha]^{<\omega}$ and $x_p \subseteq X(a_p)$ (or equivalently, $a_p \subseteq A(x_p)$). Write $q \leq p$ (“$q$ is stronger than $p$”) if $a_p \subseteq a_q$ and $x_p \subseteq x_q$ (i.e. stronger conditions consist of larger sets), and note that $\mathbb{P}$ is $\sigma$-centred.

For $r, s \in Q$, let $D_{r, s} := \{p \in \mathbb{P} \mid a_p \not\subseteq Q \setminus (r, s)\}$. Each such $D_{r, s}$ is dense in $\mathbb{P}$, since given any $p \in \mathbb{P}$, $A(x_p)$ is dense in $Q$, and hence we can pick some $t \in A(x_p) \cap (r, s)$ and define $q := \langle a_p \cup \{t\}, x_p \rangle$, which is stronger than $p$ and an element of $D_{r, s}$. 
For $\xi < \alpha$, let $E_\xi := \{ p \in \mathbb{P} \mid x_p \cap M_{\xi+1} \not\subseteq M_\xi \}$. Each such $E_\xi$ is dense in $\mathbb{P}$, since for any $p = \langle a_p, x_p \rangle \in \mathbb{P}$, the following consideration holds: In $W$, the formula
$$\forall \nu < \kappa W = \{|A_\xi \mid \xi < \kappa\} \exists \gamma > \nu: a_p \subseteq A_\gamma$$
is true (namely, one can pick $\gamma := \delta$); by elementarity, the formula must also hold in $M_{\xi+1}$ for any $\nu < \kappa \cap M_{\xi+1}$ – specifically for $\nu := \kappa \cap M_\xi$, and so we can find some $\gamma > \nu$ in $M_{\xi+1}$ such that $a_p \subseteq A_\gamma$. Letting $q := \langle a_p, x_p \cup \{ \gamma \} \rangle$, we have found a condition $q$ which is stronger than $p$ and an element of $E_\xi$.

Since $|\omega + \alpha| < \mathfrak{t}$, there is a $\mathbb{P}$-generic filter $G$ meeting all $D_{r, s}$ and $E_\xi$ simultaneously. Letting $A := \bigcup_{p \in G} a_p$ and $X := \bigcup_{p \in G} x_p$, $A \subseteq \bigcap_{\xi \in X} A_\xi$ is dense in $\mathbb{Q}$ (and hence $\bigcap_{\xi \in X} A_\xi$ contains a copy of $\mathbb{Q}$) and otp$(X) \geq \alpha$.

**Proof of Theorem 6.7.** Let $\eta \times \kappa =: K_0 \cup K_1$. For each $\xi < \kappa$ and $i \in \{0, 1\}$, let $K_i^{\xi} := \{ r \in \mathbb{Q} \mid \langle r, \xi \rangle \in K_i \}$. By Lemma 6.11, there is either (a) an $X \in [\kappa]^{\kappa}$ such that $\{ K_i^{\xi} \mid \xi \in X \}$ is an $\omega$-complete $\mathbb{Q}$-basis or (b) a $Y \in [\kappa]^{\kappa}$ such that $\bigcap_{\xi \in Y} K_0^{\xi}$ contains a copy $Q_0$ of $\mathbb{Q}$.

In case (b), simply let $A_0 := Y \in [\kappa]^{\kappa}$ and $B_0 := Q_0 \in [\mathbb{Q}]^{\omega}$; then $B_0 \times A_0 \subseteq K_0$. In case (a), by Lemma 6.12 there is an $\alpha \subseteq |X|^{\alpha}$ such that $\bigcap_{\xi \in A_1} K_1^{\xi}$ contains a copy $Q_1$ of $\mathbb{Q}$. Let $A_1 := X' \in [\kappa]^{\alpha}$ and $B_1 := Q_1 \in [\mathbb{Q}]^{\omega}$; then $B_1 \times A_1 \subseteq K_1$.

Now we are going to show that consistently, other order types can take the place of $\omega$ and $\eta$ in the preceding results.

**Proposition 6.13.** If $\kappa < \mathfrak{b}$ is a cardinal of uncountable cofinality while $n$ is a natural number and $\alpha \leq \kappa$, then
$$\left( \begin{array}{c} \kappa \\ \omega^n \end{array} \right) \rightarrow \left( \begin{array}{c} \kappa \\ \alpha \omega^n \end{array} \right) \quad \text{if and only if} \quad \left( \begin{array}{c} \kappa \\ \omega \end{array} \right) \rightarrow \left( \begin{array}{c} \kappa \\ \alpha \omega \end{array} \right).$$

**Proof.** We will prove the theorem by induction. It obviously holds in case $n = 2$. So assume that $\kappa < \mathfrak{b}$ is a cardinal of uncountable cofinality, that $n$ is a natural number, that $\alpha \leq \kappa$ and that the equivalence has been proved up to $n$. As for any positive ordinal $n$, the ordinal $\omega^n$ may be pinned (cf. Definition 5.9) to $\omega$, the first statement implies the second. In order to show the converse, assume that the second statement holds.

Towards a contradiction, let $c: \kappa \times \omega^{n+1} \rightarrow 2$ be such that $1 \in c[A \times B]$ for every $A \in [\kappa]^{\kappa}$ and $B \in [\omega^{n+1}]^{\omega+1}$ while $0 \in c[A \times B]$ for every $A \in [\kappa]^{\alpha}$ and $B \in [\omega^{n+1}]^{\omega+1}$.

Let $b: \omega \rightarrow \omega$ be a bijection. For every countable ordinal $\xi$, we are going to define an infinite set $X_\xi$ of natural numbers and a sequence $\langle i_{\xi, \nu} \mid \nu < \omega^n \rangle$ such that for all ordinals $\nu < \omega^n$, the set $\{ n \in X_\xi \mid c(\xi, \omega \nu + n) \neq i_{\xi, \nu} \}$ is finite. Let $X_{\xi, 0} \in [\omega]^\omega$ and $i_{\xi, b(0)}$ be such that $c(\xi, \omega b(0) + \ell) = i_{\xi, b(0)}$ for all $\xi < \kappa$ and all $\ell \in X_{\xi, 0}$. Suppose that there is a natural number $k$ such that we have defined $X_{\xi, \nu}$ and $i_{\xi, \nu}$ for all $\nu < \omega^n$ such that $b^{-1}(\nu) \leq k$. We may choose $X_{\xi, b(k+1)} \in [X_{\xi, b(k)}]^\omega$ and $i_{\xi, b(k+1)}$ such that $c(\xi, \omega b(k + 1) + \ell) = i_{\xi, b(k+1)}$ for all $\xi < \kappa$ and all $\ell \in X_{\xi, 0}$. For every $\xi < \kappa$, let $X_\xi$ be a pseudointersection of the $X_{\xi, \nu}$ for $\nu < \omega^n$.

Now we define a family $\{ f_\xi \mid \xi < \kappa \}$ of functions
$$f_\xi: \omega \rightarrow \omega: k \mapsto \max \{ n \in X_\xi \mid c(\xi, \omega b(k) + n) \neq i_{\xi, k} \}.$$
Now, as \( b > \kappa \), there is a \( g: \omega \rightarrow \omega \) which eventually properly dominates every member of \( \{ f_\xi \mid \xi < \kappa \} \). For \( \xi < \kappa \), let \( n_\xi \) be a natural number such that \( g \) dominates \( f_\xi \) from \( n_\xi \) on. As \( \kappa \) has uncountable cofinality, there is a natural number \( n \) and an \( A \in [\kappa]^{\kappa} \) such that \( n_\xi = n \) for all \( \xi \in A \). We define a colouring
\[
\psi: \kappa \times \omega \rightarrow 2: (\xi, k) \mapsto i_{\xi, k},
\]
and as we assumed
\[
\begin{pmatrix} \kappa \\ \omega \end{pmatrix} \rightarrow \begin{pmatrix} \kappa & \alpha \\ \omega & \omega \end{pmatrix},
\]
we may consider two cases.
First, assume that there is \( A' \in [A]^{\kappa} \) and \( Z \in [\omega]^\omega \) such that \( \psi[A' \times Z] = \{0\} \). We consider the set \( B := \{ wb(k) + m \mid k \in Z \setminus n \land m \in \omega \setminus g(k) \} \). Clearly, \( B \) has order type \( \omega^{n+1} \). There has to be a \( \xi \in A' \) and an \( \nu \in B \) such that \( c(\xi, \nu) = 1 \). There is a \( k \in Z \setminus n \) and an \( m \in \omega \setminus g(k) \) such that \( \nu = wb(k) + m \). As \( c(\xi, wb(k) + m) = 1 \neq 0 = i_{\xi, k} = \psi(\xi, k) \), we have \( m \leq f_\xi(k) \). But \( g \) properly dominates \( f_\xi \) from \( n \) on, so \( m \leq f_\xi(k) < g(k) \leq m \), a contradiction.

The second case works completely analogously. We assume that there is an \( A' \in [A]^{\alpha} \) and a \( Z \in [\omega]^\omega \) such that \( \psi[A' \times Z] = \{1\} \). We consider the set \( B := \{ wb(k) + m \mid k \in Z \setminus n \land m \in \omega \setminus g(k) \} \). Clearly, \( B \) has order type \( \omega^{n+1} \). There has to be a \( \xi \in A' \) and a \( \nu \in B \) such that \( c(\xi, \nu) = 0 \). There is a \( k \in Z \setminus n \) and an \( m \in \omega \setminus g(k) \) such that \( \nu = wb(k) + m \). As \( c(\xi, wb(k) + m) = 0 \neq 1 = i_{\xi, k} = \psi(\xi, k) \), we have \( m \leq f_\xi(k) \). But \( g \) properly dominates \( f_\xi \) from \( n \) on, so \( m \leq f_\xi(k) < g(k) \leq m \), a contradiction. □

By Theorem 6.6 we get the following.

**Corollary 6.14.** If \( \kappa \) is a regular uncountable cardinal smaller than \( b \) while \( \beta \in \omega^\omega \setminus \omega \) is additively indecomposable and \( \alpha < \min(t, \kappa) \), then
\[
\begin{pmatrix} \kappa \\ \beta \end{pmatrix} \rightarrow \begin{pmatrix} \kappa & \alpha \\ \beta & \beta \end{pmatrix}.
\]

**Corollary 6.5** immediately yields another corollary:

**Corollary 6.15.** If \( \kappa < \min(b, \aleph_0) \) is an infinite cardinal and \( \beta \in \omega^\omega \setminus \omega \) is additively indecomposable, then
\[
\begin{pmatrix} \kappa \\ \beta \end{pmatrix} \rightarrow \begin{pmatrix} \kappa \\ \beta \end{pmatrix}^2 \text{ if and only if } \omega < \text{cf}(\kappa).
\]

In order to prove the last theorem we reference a result of Orr.

**Proposition 6.16** ([Orr95, Proposition 2]). Let \( A \) be a countable linearly ordered set and for every \( a \in A \) let \( L_a \) be a finite linearly ordered set. Then there is an increasing map
\[
\sigma: A \rightarrow L = \sum_{a \in A} L_a
\]
which maps onto all but finitely many points of \( L \), and, in any event, onto at least one point in every \( L_a \).
Our final theorem shows that the assumption of $\kappa < b$ in Proposition 6.13 was indeed necessary.

**Theorem 6.17.** If $\alpha$ is an ordinal of cofinality $b$ and $\varphi$ is a countable typewise decomposable order type, then

$$
\begin{pmatrix}
\alpha \\
\varphi
\end{pmatrix} \not\rightarrow
\begin{pmatrix}
\alpha + 1 \\
\varphi \\
\varphi
\end{pmatrix}.
$$

**Proof.** Let $\alpha$ be an ordinal of cofinality $b$ and let this be witnessed by an ascending sequence $\langle \mu_\xi \mid \xi < b \rangle$ of ordinals cofinal in $\alpha$. Let $\langle f_\xi \mid \xi < b \rangle$ be an unbounded sequence of functions. We may assume without loss of generality that it is increasing modulo finite and every element of it is itself increasing. Let $\varphi$ be a countable typewise decomposable order type. Considering Observation 6.1, we may assume without loss of generality that $\varphi$ is unionwise indecomposable. As $\varphi$ is typewise decomposable, we have $3 \leq \varphi$, so as $\varphi$ is unionwise indecomposable, we have that $\varphi$ is infinite. Now for every $\xi < \alpha$, let $\nu_\xi$ be the smallest $\nu < b$ such that $\nu_\xi \geq \xi$. Furthermore let $\langle T, <_T \rangle$ be an ordered set and for every $t \in T$ let $\langle P_t, <_t \rangle$ be an ordered set such that $\sum_{t \in T} P_t$ has order type $\varphi$ and so witnesses the typewise decomposability of $\varphi$, i. e. neither $\varphi \leq \text{otp}(T)$ nor $\varphi \leq P_t$ for any $t \in T$. Moreover, let $b : \omega \rightarrow T$ and, for every natural number $n$, let $e_n : \omega \rightarrow P_{b(n)}$ be enumerations. We define

$$
(*_6) \quad E := \{ \langle \beta, \langle p, t \rangle \rangle \mid \beta < \alpha \land t \in T \land p \in P_t \land f_{\nu_\beta}(b^{-1}(t)) > e_{b^{-1}(t)}(p) \}.
$$

For the first half of the proof, let $X \in [\alpha]^{\alpha}$ and $Y \in [\sum_{t \in T} P_t]^\varphi$. We assume towards a contradiction that $X \times Y \subsetneq \alpha \times \sum_{t \in T} P_t \setminus E$ and define

$$
(*_7) \quad a : \omega \rightarrow \omega : n \mapsto \min \{ k \in \omega : n \mid |Y \cap P_{b(k)}| = \aleph_0 \}.
$$

We first have to make sure that $a$ is well-defined.

**Claim 1.** Eq. $(*)_7$ defines a function.

**Proof of Claim.** Assume towards a contradiction that for all but finitely many $t \in T$ the set $Y \cap P_t$ is finite. Let $T' := \{ t \in T \mid Y \cap P_t \text{ is finite} \}$. Then, by Proposition 6.16, there is a finite $F \subseteq \sum_{t \in T'} (Y \cap P_t)$ such that there is an increasing surjection $\sigma : T' \rightarrow \sum_{t \in T'} (Y \cap P_t) \setminus F$. Using the Axiom of Choice, we may invert $\sigma$ to find that $\sum_{t \in T'} (Y \cap P_t) \setminus F \subseteq T'$. As $\varphi \not\leq \text{otp}(T')$, we have $\varphi \not\leq \sum_{t \in T'} (Y \cap P_t) \setminus F$. As $\varphi$ is unionwise indecomposable and infinite and $F$ is finite, it follows that $\varphi \not\leq \sum_{t \in T'} (Y \cap P_t)$ and $\varphi$ is unionwise indecomposable (and $\text{otp}(Y) = \varphi$), we have $\varphi \leq \sum_{t \in T \setminus T'} (Y \cap P_t)$. Let $\{ t_k \mid k < n \}$ be the ascending enumeration of $T \setminus T'$. Let $m < n$ be minimal such that $\varphi \leq \sum_{k \leq m} (Y \cap P_{t_k})$. As $\varphi \not\leq P_{t_m}$, we have $\varphi \not\leq Y \cap P_{t_m}$, and as $\varphi$ is unionwise indecomposable, it follows that $\varphi \not\leq \sum_{k < m} P_{t_k}$, contradicting the minimality of $m$ and thus concluding the proof of the claim.

We now define

$$
g : \omega \rightarrow \omega : n \mapsto \min \{ k \in \omega \mid Y \cap P_{b(n)} = \varnothing \lor e_n(k) \in Y \} \quad \text{and}
$$

$$
h : \omega \rightarrow \omega : n \mapsto \max \{ a(n), g(a(n)) \}.
$$
As \( \langle f_\xi \mid \xi < b \rangle \) is unbounded and increasing modulo finite and \( X \) has order type \( \alpha \), we can find a \( \beta \in X \) such that \( f_\nu\beta \) is not eventually bounded by \( h \). Let \( k \) be a natural number such that \( f_\nu\beta(k) > h(k) \). By Eq. \((\ast)\), the set \( Y \cap P_{a(k)} \) is infinite. By Eq. \((\ast\ast)\), \( e_{a(k)}(g(a(k))) \in Y \). By Eq. \((\ast\ast\ast)\) and since \( X \times Y \subseteq \alpha \times \sum_{t \in T} P_t \setminus E \), we have \( f_\nu\beta(a(k)) \leq g(a(k)) \). Ultimately, we thus get
\[
g(a(k)) \leq h(k) < f_\nu\beta(k) \leq f_\nu\beta(a(k)) \leq g(a(k)),
\]
a contradiction.

For the second half of the proof, let \( \gamma < \alpha \) and \( Y \in \sum_{t \in T} P_t \) and assume towards a contradiction that \( \{\gamma\} \times Y \subseteq E \). We distinguish two cases.

For the first case, we assume that there is a \( t \in T \) such that \( Q := \{p \in P_t \mid \langle t, p \rangle \in Y\} \) is infinite. Let \( q \in Q \) be such that \( e^{-1}_{b^{-1}(t)}(q) \in \omega \setminus f_\gamma(b^{-1}(t)) \). Then by Eq. \((\ast\ast)\) we have \( \langle \gamma, (t, p) \rangle \notin E \), a contradiction.

For the second case, we assume that for all \( t \in T \) the set \( \{p \in P_t \mid \langle t, p \rangle \in Y\} \) is finite. Then by Proposition 6.16 there is a finite \( F \subseteq Y \) and an increasing map \( \sigma : T \to Y \setminus F \) which is onto. Using the Axiom of Choice we may invert \( \sigma \) to see that \( Y \setminus F \) may be embedded order-preservingly into \( T \). As \( \varphi \not\leq \text{otp}(T) \), we have \( \varphi \not\leq \text{otp}(Y \setminus F) \). As \( \varphi \) is unionwise indecomposable and infinite and \( F \) is finite, it follows that \( \varphi \not\leq \text{otp}(Y) = \varphi \), a contradiction. \( \Box \)

The fact that \( b \) has uncountable cofinality together with Corollary 3.2, Theorem 6.7 and Corollary 6.8 yields the following corollary summarising the central results of this paper:

**Corollary 6.18.** Let \( \varphi \) be a countable order type. If \( \varphi \) is equimorphic to an order type in \( \{0, 1, \omega^*, \omega, \eta\} \), then
\[
\begin{pmatrix}
\mathbf{b} \\
\varphi
\end{pmatrix} \rightarrow \begin{pmatrix}
\mathbf{b} \\
\alpha \\
\varphi \\
\varphi
\end{pmatrix}
\]
for all \( \alpha < t \); otherwise
\[
\begin{pmatrix}
\mathbf{b} \\
\varphi
\end{pmatrix} \nrightarrow \begin{pmatrix}
\mathbf{b} \\
1 \\
\varphi \\
\varphi
\end{pmatrix}.
\]

7. Questions

We are interested in relations which can be proved using only ZFC. Therefore the following questions seem natural:

**Question B.** Does the relation
\[
\begin{pmatrix}
\varphi \\
\psi
\end{pmatrix} \rightarrow \begin{pmatrix}
\varphi \\
n
\psi \\
n
\end{pmatrix}
\]
hold for all countable unionwise indecomposable order types \( \varphi \) and \( \psi \) and all natural numbers \( n \)? For example, what about \( \varphi = \omega^{\omega+1} \) while \( \psi = \omega \) and \( n = 2 \)?
**Question C.** Does the relation
\[
\left( \omega_1 \varphi \right) \rightarrow \left( \alpha \alpha \varphi \varphi \right)
\]
necessarily hold for all countable ordinals \( \alpha \) and all countable unionwise indecomposable order types \( \varphi \)?

In light of Proposition 6.13, the following question suggests itself:

**Question D.** Is it consistent that
\[
\left( \omega_1 \right) \rightarrow \left( \omega_1 \alpha \varphi \varphi \right)
\]
for all countable ordinals \( \alpha \) and all countable unionwise indecomposable order types \( \varphi \)?

Furthermore, in light of Corollary 6.2 and Theorem 6.7, the following question arises:

**Question E.** Does the relation
\[
\left( \kappa \omega \right) \rightarrow \left( \kappa \alpha \omega \omega \right)
\]
hold for all uncountable cardinals \( \kappa \leq c \) and all \( \alpha < \min(s_{\aleph_0}, \text{cf}(\kappa)) \)?

Finally, the following question seems deceptively simple:

**Question F.** Is \( 2 \) the only linear order type which is unionwise decomposable yet multiplicatively untranscendable?
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