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Abstract

We design heat exchangers using level-set method based topology optimization. The heat exchange between two fluids in separate channels is maximized while constraining the pressure drop across each channel. The flow is modeled by an incompressible Navier-Stokes-Brinkmann equation and the heat transfer is modeled by a convection-diffusion equation with high Peclet number. Each fluid region is subject to its own set of Navier-Stokes-Brinkmann equations where the Brinkmann term models the other fluid as solid, thereby preventing mixing. A level-set defines the interface that separates the two fluids. The Hamilton-Jacobi equation advects the level-set, allowing for topological changes of the channels. The velocity of the Hamilton-Jacobi equation is defined by the shape derivatives of the cost and constraint functions with respect to normal interface perturbations. We present results in three-dimensions with different heat exchanger configurations and operating conditions.

1. Introduction

Energy, manufacturing and chemical industries use heat exchangers to efficiently transfer heat between two or more fluids traveling in separate channels. Heat transfer occurs mostly through conduction across the channel walls, therefore maximizing the channel surface area is key for performance. However, the pressure drop between the channel inlets and outlets increases with surface area and hence, so do pump operating costs.

Current manufacturing limitations restrict heat exchanger designs to a low dimensional design space. The channel configuration is typically fixed and only a parametric optimization on channel cross sections or lengths can be performed [1] [2] [3] [4]. However, engineers now have enlarged design space thanks to the advent of additive manufacturing. New design tools must be developed to leverage this added design freedom.
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One such design tool is topology optimization. The first applications of topology optimization were in structural mechanics wherein a given amount of material is distributed to design the stiffest structure. Two topology optimization approaches have been used to represent the structures geometry in a mathematically tractable way. Notably, [5] formulated a material distribution problem wherein a volume fraction field models the solid, void and intermediate material regions. An alternative approach based on the level-set method [6, 7, 8] avoids the non-physical intermediate region by using the zero isocontour of a level-set function to define the solid-void interface. However, the ability to nucleate holes with the latter method is not straightforward, albeit it can merge existing holes.

Topology optimization has subsequently found application to design systems beyond structural mechanics, these include fluidics [9, 10], electromagnetics [11, 12] and acoustics [13]. An extensive review of topology optimization applications can be found in [14] and [15], the latter is specific to level-set topology optimization methods. For a more focused review on fluidic-based design, see [16].

Applications of topology optimization to heat transfer systems initially considered heat conduction [17, 18]. However, efficient heat transfer systems rely on forced convection, caused by pressure differences [19, 20], and natural convection, caused by buoyancy forces generated by temperature gradients in the fluid [21]. An extensive review of the design of heat transfer systems can be found in [22].

Design of heat exchangers with topology optimization has attracted much recent attention. Although the first applications designed one flow channel [23, 24], recent work designs the entire heat exchanger. To the best of our knowledge, the first effort to design the entire system is described in the [25] thesis. In this work, two Stokes-Brinkmann equations, one for the hot fluid channel and one for the cold water channel, are solved to model the fluids in their separate channels. The hot and cold channel regions are complementary to each other. As such, the channel walls separating the two fluids channels are assumed to be infinitesimally thin. [26] designs heat exchanger in the three-dimensional setting, however, very few details of the methodology are explained due to proprietary reasons. [27] extends the [25] method to three-dimensions and uses the Navier-Stokes equation to model the flow. [28] also designs three-dimensional heat exchangers with the Navier-Stokes equation and incorporates channel wall thickness via an erosion-dilation operation. These studies all use the volume fraction method and hence the channel wall region is modeled as a smeared interphase. The level-set method allows for a clear definition of the channel walls. Such an approach was first implemented by [29] where a single flow equation is solved and a minimum distance constraint maintains a finite channel wall thickness. Due to this constraint, the initial design needs continuous flow paths for both the cold and hot channels between their inlets and outlets, which fixes the channel configuration. Moreover, defining the initial design is a nontrivial task. On the other hand, their formulation does not use an Ersatz approach to model the solid phase with a Brinkmann term, allowing them to use general purpose preconditioners to...
resolve the Navier-Stokes equation.

Our work solves the heat exchanger design problem using the level-set method. Unlike [29], we use an Ersatz approach and solve two fluid equations as in [25]. Namely, the cold and hot fluid flow is modeled over the entire domain. To simulate the cold flow, a Brinkmann term is enforced in the hot water channel which effectively negates fluid flow in this region and vice versa. This approach allows us to start from an arbitrary initial design and optimize the channel configuration. In an effort to increase our research dissemination, we provide the source code used in this study for replication purposes and for the basis of future research endeavors. Notably, the codebase can be adapted for the design of generalized two-phase systems that exchange species across an hydraulically impermeable interface such as fuel cells, batteries, membrane separators, etc [30, 31, 32].

In Section 2, we present the equations to model the heat exchanger, namely the Navier-Stokes-Brinkmann and convective heat transfer equations. Section 3 discusses the numerical strategies to solve the topology optimization problem via the level-set method. In Section 4, our method is applied to design heat exchangers with different configurations and operating conditions. Finally, Section 5 discusses the conclusions and future research directions. This work is an extension of the work [33] presented at the 14th WCCM-ECCOMAS Congress, and shares many of the details pertaining to the level-set method implementation.

2. Governing equations

Heat exchangers simulations combine fluid mechanics and heat transfer in a highly complex manner. For simplicity, our fluid simulations assume steady-state and incompressibility. We thus neglect buoyancy and body forces. The heat exchanger consists of two fluids that are confined to separate channels. To model their respective flows, we follow the formulation used by [25, 27, 28] and solve one set of non-dimensional Navier-Stokes equations per fluid for the non-dimensional velocity pressure pair \((u_i, p_i)\), where \(i = C(H)\) denotes the cold (hot) fluid

\[
\begin{align*}
\mathbf{u}_i \cdot \nabla \mathbf{u}_i - \frac{1}{Re} \nabla^2 \mathbf{u}_i + \nabla p_i &= 0 \quad \text{in} \; D_i, \\
\nabla \cdot \mathbf{u}_i &= 0 \quad \text{in} \; D_i, \\
\mathbf{u}_i &= \mathbf{u}_{in} \quad \text{on} \; \Gamma_{in}, \\
\frac{1}{Re} \nabla \mathbf{u}_i \cdot \mathbf{n} - p \mathbf{n} &= 0 \quad \text{on} \; \Gamma_{out}, \\
\mathbf{u}_i &= 0 \quad \text{on} \; \Gamma_i,
\end{align*}
\]  

(1)
where $Re = \frac{UL}{\nu}$ is the Reynolds number ($U$ is the velocity scale; $L$ is the characteristic length of the domain and $\nu$ is the kinematic viscosity). For the sake of brevity, we henceforth refer to the non-dimensional velocity pressure pair as simply the velocity pressure pair. Without the loss of generality, we assume the same viscosity for the hot and cold fluids, i.e. $\nu = \nu_C = \nu_H$.

The spatial domains $D_C$ and $D_H$ are complementary subsets of the total domain $D$. Fluid $i$ enters the channel $D_i$ through surface $\Gamma_{i_{in}}$ with an imposed velocity $u_{i_{in}}$ and exits through traction-free boundary $\Gamma_{i_{out}}$. The remaining boundary $\Gamma_i = \partial D_i \setminus \Gamma_{i_{in}} \cup \Gamma_{i_{out}}$ is subjected to the no-slip boundary condition. Our level-set strategy assumes an infinitesimally thin interface $\Gamma_i$, i.e. channel wall, separates the fluids. It is possible to include a finite thickness channel wall, as demonstrated in the volume fraction approach of [28]. In the context of the level-set method with an Ersatz approach applied to linear elasticity, [34] are able to represent a finite width coating using two different level-set isocontours. Applying this technique to multiphysics nonlinear problems is deferred for future work.

A non-dimensional advection-diffusion equation models the thermal energy transport without distinguishing the phases, i.e. the non-dimensional temperature field $T$ (simply referred to as temperature henceforth) is computed over the entire domain $D$ by solving

$$
\mathcal{L}(T) \equiv \nabla T \cdot u - \frac{1}{Pe} \nabla^2 T = 0 \quad \text{in } D,
$$

$$
T = 0 \quad \text{on } \Gamma_{C_{in}},
$$

$$
T = 1 \quad \text{on } \Gamma_{H_{in}},
$$

$$
\nabla T \cdot n = 0 \quad \text{on } \partial D \setminus (\Gamma_{H_{in}} \cup \Gamma_{C_{in}}),
$$

where $Pe$ is the Peclet number and $u = u_C$ in $D_C$ and $u = u_H$ in $D_H$. Again, without lose of generality, we assume the same thermal properties for the hot and cold fluids. Adiabatic boundary conditions are enforced over all surfaces with the exception of the channel inlets, over which the temperature is prescribed.

The cold and hot fluid domains, $D_C$ and $D_H$ respectively, are not known a priori because their geometries evolve during the optimization. To model their respective flow regions, we follow an Ersatz approach and simulate the flow of each fluid over the entire domain $D$ by subjecting the complementary region to a Brinkmann penalization term $\frac{1}{Da} \chi_i u_i$ [9] where $Da$ is the Darcy number, $\chi_i : D \to \{0, 1\}$ are the indicator functions defined such that

$$
\chi_C(x) = \begin{cases} 
0 & \text{for } x \in D_C \\
1 & \text{for } x \in D_H = D \setminus D_C 
\end{cases}
$$


\[ \chi_H(x) = 1 - \chi_C(x), \tag{4} \]

As \( Da \to 0 \), we obtain zero flow velocity in the complementary region, but excessively small \( Da \) values cause numerical issues. In practice, we assign a “small enough” value i.e. \( 0 < Da \ll 1 \). Thus, we approximate the original problem in Equation (1) as finding \((u_i, p_i)\) such that

\[
\mathcal{L}(u_i, p_i) \equiv u_i \cdot \nabla u_i - \frac{1}{Re} \nabla^2 u_i + \nabla p_i + \frac{1}{Da} \chi_i u_i = 0 \quad \text{in } D, \tag{5}
\]

\[
\nabla \cdot u_i = 0 \quad \text{in } D, \tag{6}
\]

\[
u_i = u_{in} \quad \text{on } \Gamma_{in}, \tag{7}
\]

\[
\frac{1}{Re} \nabla u_i \cdot n - p n = 0 \quad \text{on } \Gamma_{out},
\]

\[
u_i = 0 \quad \text{on } \partial D \setminus (\Gamma_{in} \cup \Gamma_{out}).
\]

We employ the Galerkin Least-Squares (GLS) stabilization method and the finite element method over the triangular partition \( T_h \) of \( D \) to discretize and solve the Navier-Stokes equations. As such, we find \((u_i, p_i) \in V_i(u_{in}) \times Q_i\) such that

\[
a(\chi_i; u_i, v_i) + b(p_i, v_i) + c((u_i, p_i), (v_i, q_i)) = 0,
\]

\[
b(q_i, u_i) = 0,
\]

for all test functions \((v_i, q_i) \in V_i(0) \times Q_i\) where

\[
a(\chi_i; u_i, v_i) = \int_D \left( (u_i \cdot \nabla u_i) \cdot v_i + \frac{1}{Re} \nabla u_i : \nabla v_i + \frac{1}{Da} \chi_i u_i \cdot v_i \right) \, dV,
\]

\[
b(p_i, v_i) = \int_D p_i \nabla \cdot v_i \, dV,
\]

and

\[
c((u_i, p_i), (v_i, q_i)) = \int_D \delta_{NS} \mathcal{L}(u_i, p_i) \cdot \mathcal{L}(v_i, q_i) \, dV,
\]

with

\[
\delta_{NS} = \beta_{GLS} \left( \frac{4 u_i \cdot u_i}{h^2} + \left( \frac{4 \nu}{h^2} \right)^2 + \left( \frac{1}{Da} \chi_i \right)^2 \right)^{-0.5}.
\]
where $h$ is the element size, and $\beta_{GLS} = 0.9$ in our examples. The finite element function spaces are

$$V_i(u_{in}) = \left\{ v \in [H^1(D)]^d : v_h|_K \in [P^1(K)]^d \quad \forall K \in T_h \mid v = u_{in} \text{ on } \Gamma_{in} \text{ and } v = 0 \text{ on } \partial D \setminus (\Gamma_{in} \cup \Gamma_{i_{out}}) \right\},$$

(12)

$$Q_i = \left\{ q \in H^1(D) : q_h|_K \in P^1(K) \quad \forall K \in T_h \right\},$$

(13)

where $d = 2, 3$ is the spatial dimension.

The advection-diffusion equation, cf. Equation (2) is discretized in a similar manner, i.e. we find $T \in W(T_H, T_C) = \{ v_h \in H^1(D) : v_h|_K \in P^1(K) \quad \forall K \in T_h \mid T = T_H \text{ on } \Gamma_{H_{in}}, \quad T = T_C \text{ on } \Gamma_{C_{in}} \}$ such that

$$a_T(u; T, w) + c_T(u; T, w) = 0,$$

(14)

for all $w \in W(0, 0)$, where

$$a_T(u; T, w) = \int_D \left( u \cdot \nabla w + \frac{1}{Pe} \nabla T : \nabla w \right) dV,$$

(15)

and

$$c_T(u; T, w) = \int_D \delta_T L_T(T) \cdot L_T(w) dV,$$

(16)

with

$$\delta_T = \beta_{GLS} \left( \frac{4u \cdot u}{h^2} + \left( 9 \frac{4}{h^2 Pe} \right)^2 \right)^{-0.5},$$

(17)

wherein $u = u_H + u_C$.

3. Topology optimization of heat exchangers

Our heat exchanger is designed to maximize heat transfer from hot to the cold fluid. To do this, we solve a topology optimization problem to determine the cold fluid domain $D_C$, and hence the complementary hot fluid domain $D_H$. 
3.1. Shape optimization problem

We formulate the topology optimization problem as a shape optimization problem. Letting \( \mathcal{O} \) denote the set of all admissible domains, we find a \( D_C \in \mathcal{O} \) that solves

\[
\max_{D_C \in \mathcal{O}} J(D_C) = \int_{\Gamma_{out}} T u_C \cdot n \, dA,
\]

\[
\text{s.t.} \ (u_C, u_H, p_C, p_H, T) \in V_C(u_C) \times V_H(u_H) \times Q_C \times Q_H \times W(T_H, T_C)
\]

satisfy

\[
a(\chi_C; u_C, v_C) + b(v_C, p_C) + c(u_C, p_C, (v_C, q_C)) = 0,
\]

\[
a(1 - \chi_C; u_H, v_H) + b(v_H, p_H) + c(u_H, p_H, (v_H, q_H)) = 0,
\]

\[
a_T(u_C + u_H; T, w) + c_T(u_C + u_H; T, w) = 0,
\]

for all \((v_C, v_H, q_C, q_H, w) \in V_C(0) \times V_H(0) \times Q_C \times Q_H \times W(0, 0)\)

\[
G_1(D_C) = \int_{\Gamma_{in}} p_C \, dA - \int_{\Gamma_{out}} p_C \, dA \leq P_{\text{drop}},
\]

\[
G_2(D_C) = \int_{\Gamma_{in}} p_H \, dA - \int_{\Gamma_{out}} p_H \, dA \leq P_{\text{drop}},
\]

As seen above, our goal is to maximize the heat flux across the cold fluid outlet \( \Gamma_{out} \) subject to the constraints \( G_1(D_C) \leq P_{\text{drop}} \) and \( G_2(D_C) \leq P_{\text{drop}} \) that limit the pressure drop across each fluid channel to be less than \( P_{\text{drop}} \). These constraints prevent designs with excessive channel surface area and thereby regularize the optimization problem. The shape optimization is performed with respect to the cold fluid domain \( D_C \) since that necessarily defines the hot fluid domain \( D_H = D \setminus D_C \).

We use first-order methods to solve Equation (18). The analytical shape sensitivities \( DJ(D_C), DG_1(D_C) \) and \( DG_2(D_C) \) are obtained by differentiating the continuum equations with respect to the design and then discretizing them for evaluation purposes (differentiate-discretize). An alternative approach, commonly used in the topology optimization community, discretizes the PDEs first and then differentiates the discretized equations with respect to the design parameters [35] (discretize-differentiate). Our choice allows us to use the automatic shape derivative calculation in the Unified Form Language (UFL) [36] within the pyadjoint library [37], [38].

We use a reduced space sensitivity formulation and hence we consider the dependency of the primal response \( u_C, p_C, u_H, p_H \) and \( T \) on the design \( D_C \) so that, e.g. \( J(D_C) = \hat{J}(D_C, u_C(D_C), p_C(D_C), u_H(D_C), p_H(D_C), T(D_C)) \).

Following [39], a general functional \( J(D_C) \) evaluated on the design \( D_C \) admits a shape derivative \( DJ(D_C)\xi \)

in the direction \( \xi \in \Psi(D) = \{ \xi \in C^s(\mathbb{R}^d) \ | \ \xi \cdot n_{\partial D} = 0 \} \) (with integer \( s \geq 0 \)) in the form

\[
DJ(D_C)\xi = \int_D (\Pi : \nabla \xi + t \cdot \xi) \, dV,
\]
where Π and ι are sufficiently smooth tensor and vector fields. Given enough regularity assumptions, the Hadamard-Zolésio theorem [40] shows that Equation (19) only depends on the restriction to the boundary

\[ DJ(D_C)[\xi] = \int_{\Gamma} [\Pi] \xi \cdot n \, dA. \]  

(20)

We opt however, to use the volumetric Equation (19) because it is easier to compute with pyadjoint. Moreover, it also offers better accuracy [41, 42], as it is consistent with the discretize and then differentiate approach [43].

The domain shape derivative \( DJ(D_C)[\xi] \) in Equation (19) requires the specification of \( \zeta_J \), i.e. the shape velocity field throughout \( D \), rather than just over the interface \( \Gamma \) as required by Equation (20). This domain specification of \( \zeta_J \) is known as the extension problem [15]. Here, we follow [44] and use a Hilbertian extension which helps accelerate convergence of the optimization problem, regularizes the shape derivative and endows it with a scalar product. Once we formulate the shape derivative \( DJ(D_C)[\xi] \), we proceed to find the velocity field \( \zeta_J \in \Psi_h(D) \) such that

\[ \zeta_J = \arg\min_{\xi \in \Psi_h(D)} DJ(D_C)[\xi], \]  

(21)

where \( \Psi_h(D) = \{ \xi \in [H^1(D)]^d \} \). The solution to (21) is obtained by finding \( \zeta_J \in \Psi_h(D) \) such that

\[ b_\zeta(\zeta_J, \xi) = DJ(D_C)[\xi] \quad \forall \xi \in \Psi_h(D), \]  

(22)

where

\[ b_\zeta(\zeta, \xi) = \int_D \gamma \nabla \zeta : \nabla \xi \, dV + \int_D \zeta \cdot \xi \, dV + c_1 \int_{\partial D} (\zeta \cdot \mathbf{n}) \xi \cdot \mathbf{n} \, dA. \]  

(23)

The parameter \( \gamma \) regularizes the problem and helps to accelerate convergence of the optimization [44, 45]. It must be large enough so that the support of \( \zeta \) extends beyond the interface \( \partial D_C \), but small enough so that values of \( \zeta \) associated with neighboring interface regions do not interfere with each other. Note that the Dirichlet boundary condition \( \xi \cdot \mathbf{n}|_{\partial D} = 0 \) is imposed by means of a penalty method where \( c_1 \gg 1 \). The same regularization is performed on \( DG_1(D_C) \) and \( DG_2(D_C) \) to obtain \( \zeta_{G_1} \) and \( \zeta_{G_2} \).

Once \( \zeta_J, \zeta_{G_1} \) and \( \zeta_{G_2} \) are calculated, it is necessary to calculate a search direction \( \theta \in \Psi_h(D) \) that decreases the cost function and respects the constraint inequalities \( G_1(D_C) \leq P_{\text{drop}} \) and \( G_2(D_C) \leq P_{\text{drop}} \) in Problem (18). It is common in the literature to minimize a Lagrangian obtained by augmenting the cost function with the constraint functions weighted by Lagrange multiplier estimates, e.g. \( \lambda^{\text{ext}}_1 \left( G_1(D_C) - P_{\text{drop}} \right) \).

This approach does not ensure satisfaction of the constraints, but it is sometimes sufficient to obtain reasonable designs. Other approaches use the Augmented Lagrange method [46], the sequential linear programming
method \[47\] and the null space gradient flow algorithm \[48\]. In this work, we opt for the last option, cf. \[48\] for details.

3.2. Level-set method

In our level-set approach to topology optimization, we use the differentiable level-set function \( \phi : D \to \mathbb{R} \) to define \( D_C \) and \( \Gamma \) such that

\[
D_C = \{ \mathbf{x} \in D \mid \phi(\mathbf{x}) < 0 \},
\]
\[
\Gamma = \{ \mathbf{x} \in D \mid \phi(\mathbf{x}) = 0 \}.
\]

Since \( D_H \) is complementary of \( D_C \), we have \( D_H = \{ \mathbf{x} \in D \mid \phi(\mathbf{x}) > 0 \} \). As seen above, the channel wall, i.e. interface \( \Gamma \) is defined by the \( \phi(\mathbf{x}) = 0 \) level-set. Changes in \( \phi \) thusly change \( D_C \) and \( \Gamma \) and hence the heat exchanger.

The level-set function space \( \Phi(D) \) is discretized over a regular mesh via linear interpolation, i.e. Lagrange shape functions. Because of this, the material interface \( \Gamma \) is rarely aligned with the element boundaries. This well known dilemma is resolved by using conformal meshes that track the interface \[49, 50\], applying immersed boundary techniques \[51, 52, 53, 54\] and by implementing an Ersatz material approach \[55\]. For more details on these three approaches, we refer to \[15\].

In this work, we implement the Ersatz method. We proceed by defining the indicator function \( \chi_H = H \circ \phi : D \to \mathbb{R} \), where \( H \) is the unit step function. As such \( \int_{D_H} f(x) \, dV = \int_D f(x) \chi_H \, dV \) and \( \int_{D_C} f(x) \, dV = \int_D f(x)(1 - \chi_H) \, dV \). In the finite element discretization, \( \phi \) is interpolated with linear Lagrange elements. Therefore, in elements where the level-set nodal values \( \phi \) change sign, the effective penalization coefficient \( \frac{1}{D_n} \chi_H \) varies linearly between \( \frac{1}{D_n} \) and zero. This results in a blurred interphase region rather than a sharp interface between the hot and cold fluid channels. Fortunately, the size of the interphase region is reduced through mesh refinement. The lack of differentiability of \( \chi_H \) is only a concern in the unlikely scenario when \( \phi(\mathbf{x}) = 0 \) at an element node. If, e.g. all the element nodal level-set values are negative, except one which equals zero, then the design will be non-differentiable. Indeed, a “positive” design change to the zero level-set valued node will move the entire element into the cold fluid domain whereas a “negative” change will keep the entire element in the hot domain. The effect of this anomaly is also lessened with mesh refinement.

The level-set function \( \phi_n : D \to \mathbb{R} \) at the optimization iteration \( n \) is advected in the search direction \( \boldsymbol{\theta} \)
for pseudo time $\hat{t}_f$ via the Hamilton-Jacobi equation,

$$
\frac{\partial \phi}{\partial \hat{t}} = \hat{\theta} \cdot \nabla \phi + \frac{1}{Pe_{HJ}} \nabla^2 \phi \quad 0 \leq \hat{t} \leq \hat{t}_f,
$$

(24)

such that $\phi_{n+1}(x) = \phi(x, \hat{t}_f)$. In the above, we introduced the scales: $\hat{\theta} = \frac{\theta}{\theta_{\text{max}}}$, $\hat{t} = \frac{t}{L/\theta_{\text{max}}}$ and $\hat{x} = \frac{x}{L}$ where $\theta_{\text{max}} = \max_D (|\theta_x| + |\theta_y| + |\theta_z|)$. Note that the level-set $\phi$ does not require scaling. The artificial conductivity $k$ in the Peclet number $Pe_{HJ} = \frac{L \theta_{\text{max}}}{k}$ is included for stabilization purposes. We solve Equation (24) using the same GLS stabilization scheme that is used to solve Equation (15). We represent Equation (24) in the operator form $\phi_{n+1} = M(\phi_n, \theta, \hat{t}_f)$. A line search is performed to determine the pseudo time $\hat{t}_f$ using the merit function $\text{merit}(\phi)$ described in [48]. $\hat{t}_f$ is accepted if $\text{merit}(\phi_{n+1}) \leq \text{merit}(\phi_n)$, otherwise $\hat{t}_f \leftarrow \frac{\hat{t}_f}{2}$ and $\phi_{n+1} = M(\phi_n, \theta, \frac{\hat{t}_f}{2})$ is reevaluated. Line search iterations continue until $\text{merit}(\phi_{n+1}) \leq \text{merit}(\phi_n)$ or the number of line search iterations reaches $\text{maxtrials}$. The time integration is performed using the backward Euler scheme with adaptive time stepping that is implemented in the PETSc TS library [56]. In future work, we will explore using more efficient time integrators from the PETSc TS library.

We apply a reinitialization of the level-set whenever $\tau \geq d_{\text{max}}$ to prevent $|\nabla \phi|$ from becoming too large or too small, where $\tau$ is a metric of the distance traveled between reinitializations, i.e. $\tau \leftarrow \tau + \theta_{\text{max}} \hat{t}_f$ at the end of each optimization iteration. The user defined parameter $d_{\text{max}}$ controls the frequency of reinitialization. In this work, we assign $d_{\text{max}} = 0.08$. The reinitialized level-set $\varphi$ solves the minimization problem

$$
\varphi = \arg\min_{\varphi \in \Phi_{\Gamma}(D)} \int_D \eta(|\nabla \phi|) \, dV
$$

(25)

where the potential $\eta$

$$
\eta(\alpha) = \begin{cases} 
\frac{1}{2}(\alpha - 1)^2 & \text{if } \alpha > 1 \\
\frac{\alpha^2}{3} - \frac{\alpha^2}{2} + \frac{1}{6} & \text{if } \alpha \leq 1
\end{cases}
$$

(26)

includes the residual of the Eikonal equation and a special extension to avoid the singularity at $|\nabla \phi| = 0$ [57]. The function space $\Phi_{\Gamma}(D)$ contains the interface condition $\varphi |_{\Gamma} = 0$ such that it leaves $\Gamma$ unchanged. Taking the variational of Equation (25) yields the elliptic problem of finding $\varphi \in \Phi_{\Gamma}(D)$ such that

$$
\int_D \iota(|\nabla \varphi|) \nabla \varphi \cdot \nabla v \, dV = 0
$$

(27)
for all $v \in \Phi_T(D)$. The diffusion coefficient in the above Equation (27) is

$$\iota(\alpha) = \begin{cases} 
1 - \frac{1}{\alpha} & \text{if } \alpha > 1 \\
1 - (2 - \alpha) & \text{if } \alpha \leq 1 
\end{cases}$$

(28)

The numerical procedure used to solve Equation (27) is described in Appendix A. Notably, it is not straightforward to enforce the $\varphi|_{\Gamma} = 0$ condition.

Finally, we summarize the optimization procedure in Algorithm 1.

**Algorithm 1:** Level-set method for topology optimization

```
Initialize level-set function;
n = 0;
while $\|\theta\|_{\Phi_h} < \text{tol}$ or $n < \text{maxiter}$ do
    Solve Equations (18b), (18c) and (18d);
    Evaluate (18a), (18e) and (18f), i.e. $J(D_C)$, $G_{1}(D_C)$ and $G_{2}(D_C)$;
    Calculate the shape derivatives $\partial J \left( D_C \right)$, $\partial G_{1} \left( D_C \right)$ and $\partial G_{2} \left( D_C \right)$;
    Regularize the shape derivatives with Equation (22) to obtain the velocities $\zeta_J$, $\zeta_{G1}$, $\zeta_{G2}$;
    Apply Null-space search algorithm to obtain the search direction $\theta$;
    Update level-set function $\phi_{n+1} \leftarrow M(\phi_{n}, \theta, \hat{t}_f)$ using Equation (24) and the line search;
    for $k=1 \ldots \text{maxtrials}$ do
        if $\text{merit}(\phi_{n+1}) \leq \text{merit}(\phi_{n})$ then
            break;
        end
        Update level-set function $\phi_{n+1} \leftarrow M(\phi_{n}, \theta, \hat{t}_f)$;
    end
    $\tau \leftarrow \tau + \theta_{max} \hat{t}_f$;
    if $\tau \geq d_{max}$ then
        Reinitialize the level-set function $\phi_n$ via Equation (27):
        $\phi_n = \varphi$;
        $\tau = 0$;
    end
    $n = n + 1$;
end
```

4. Numerical Examples

Our simulation domain is similar to the one found in [24], cf. Figure 1, although we simulate the entire domain instead of assuming reflective symmetry about the XY plane. The boundary surfaces $\Gamma_1, \Gamma_2, \Gamma_3$ and $\Gamma_4$ are assigned as cold and hot fluid inlets and outlets ($\Gamma_{C_{\text{in}}}, \Gamma_{H_{\text{in}}}, \Gamma_{C_{\text{out}}}$, and $\Gamma_{H_{\text{out}}}$) depending on the heat exchanger configuration requested. For the cold fluid equation, the non homogeneous Dirichlet condition $u_{C_{\text{in}}}$ over the inlet $\Gamma_{C_{\text{in}}}$ is a horizontal parabolic profile with a maximum non-dimensional velocity $V_{\text{max}} = 1$. At the outlet $\Gamma_{C_{\text{out}}}$, a traction free condition is imposed. The remaining boundary $\partial D \setminus (\Gamma_{C_{\text{in}}} \cup \Gamma_{C_{\text{out}}})$ is
subject to the no-slip condition $u_C = 0$. The hot fluid equation has the same boundary conditions, but on $\Gamma_{H_{\text{in}}}$, $\Gamma_{H_{\text{out}}}$ and $\partial D \setminus (\Gamma_{H_{\text{in}}} \cup \Gamma_{H_{\text{out}}})$ respectively. The Peclet number is $Pe = 5 \times 10^3$. The fixed colored regions $D \setminus D_D$ are used to ensure fully developed flow boundary conditions in the inlet and outlet regions. Zero velocity is enforced in the complementary colored regions to model them as solid. We constrain the velocity in these regions rather than applying the Brinkmann term to facilitate convergence of the linear solver. Our initial design is $\phi(x, y, z) = \sin(4\pi y)\cos(4\pi x)\sin(4\pi z) - \frac{1}{5}$, cf. Figure 2. The regularization parameter is $\gamma = 0.4$, and the Darcy number is $Da = 1 \times 10^{-5} \text{1/s}$. We found this $Da$ value returns the most reasonable results. Even though larger $Da$ values approximate the solid domain better, we observed that the preconditioner struggles to converge if disconnected phases are present, cf. Figure 2. To alleviate this issue, we increase $Da$ by a factor of 10 after both pressure drop constraints are satisfied for the first time. In our experience, this generally means that both channels are continuous from their inlets to their outlets and the flow is smooth. The level-set field $\phi: D \to \mathbb{R}$ and the velocity fields $\zeta_J$, $\zeta_{G_1}$ and $\zeta_{G_2}$ components are discretized on the same mesh as the Navier-Stokes-Brinkmann equations \cite{5}. The mesh is created with Gmsh \cite{58} and contains a total of 1,406,688 tetrahedral elements. Our designs had mostly converged to a local optimum in less than $\text{maxiters} = 1200$ iterations, cf. Algorithm 1.

The Navier-Stokes-Brinkmann and heat transfer equations cf. Equation (18b, 18c and 18d) are discretized in Firedrake \cite{59, 60, 61}, which uses PETSc \cite{62, 63, 64} as the backend for the linear algebra. We use the SIMPLE preconditioner \cite{65} with FGMRES \cite{66} to resolve the Navier-Stokes-Brinkmann equation and the Hypre BoomerAMG preconditioner for the convection-diffusion equation. The simulations were run on ten 2.60 GHz Intel XeonE5-2670 processors.
We study three different configurations for the heat exchanger: parallel, counter and U-flow whose boundary condition assignments are summarized in Table 1. The pressure drop constraint uses $P_{\text{drop}} = 2.0$ and the operating condition uses $Re = 10$. Figures 3 and 4 show the optimized design for a parallel heat exchanger where the color indicates the fluid temperature. The optimized design does not exhibit any domain symmetry, cf. Figure 5. Indeed, the optimizer finds a design that allows both fluids to cross each other near the XY plane. Our next design considers a counter flow configuration, cf. Figures 6-8. The design shares features from the parallel design and again, is not symmetric. Finally, the U-flow configuration, cf. Figures 9-11, optimized design contains a network of pipes that cross each other near the XY symmetry plane as well. Table 2 denotes the cost function values for the three designs, where it is seen that the parallel heat exchanger design is slightly more efficient than the others. This is unlike commercially available heat exchangers, for which counter flow designs are the most efficient. We conjecture that this difference is due to: the design domain being more compact instead of elongated, the low Reynolds number and the dependency on the initial design.

The next set of examples enforce different pressure drop constraint values, i.e. $P_{\text{drop}} = 2.0, 1.5$ and 1.0. Greater pressure drop allows for more narrow channels so as to increase the interface channel area between the fluids and hence maximize heat transfer, cf. Table 3. Notably, higher pressure drop allows the formation...
Table 1: Flow boundary conditions for the heat exchanger configurations.

| Configuration | Cold inlet $\Gamma_{C_{in}}$ | Hot inlet $\Gamma_{H_{in}}$ | Cold outlet $\Gamma_{C_{out}}$ | Hot outlet $\Gamma_{H_{out}}$ |
|---------------|-------------------------------|-----------------------------|-------------------------------|-------------------------------|
| Parallel      | $\Gamma_1$                    | $\Gamma_2$                 | $\Gamma_4$                    | $\Gamma_3$                    |
| Counter       | $\Gamma_4$                    | $\Gamma_2$                 | $\Gamma_1$                    | $\Gamma_3$                    |
| U-flow        | $\Gamma_3$                    | $\Gamma_2$                 | $\Gamma_4$                    | $\Gamma_1$                    |

Figure 3: Optimized design, flow field and temperature for the parallel flow heat exchanger with $P_{\text{drop}} = 2.0$ and $Re = 10$, front view. Cold membrane side in black, hot side in white.

Next we increase the Reynolds number to $Re = 20$ in a parallel configuration with $P_{\text{drop}} = 1.0$. The optimized design, cf. Figures 19-20, exhibits the complexity of the $Re = 10$ and $P_{\text{drop}} = 2.0$ design. Indeed, a higher Reynolds number translates into a lower pressure drop across the heat exchanger, giving the optimizer the freedom to increase the complexity. Unfortunately, examples with still higher Reynolds number require better preconditioners and parameter tuning of the flow solvers which we will address in our future work.

Table 4 denotes the cost function values for the $Re = 10$ and $Re = 20$ designs with $P_{\text{drop}} = 1.0$.

| Configuration | Parallel | Counter | U-flow   |
|---------------|----------|---------|----------|
| Cost function | -0.489   | -0.4265 | -0.4014  |

Table 2: Cost function values for the optimized design configurations.
5. Conclusions

We design heat exchangers using the level-set method with an Ersatz approach to permit complete evolution of the topology. We model the fluid flow over the entire domain and prevent the fluids from mixing by solving the Navier-Stokes equation for each fluid with a Brinkmann penalization to model the complementary fluid domain as solid. The velocity fields drive the heat transport via a coupled advection-
diffusion equation for the temperature. Using the computed response, we proceed to maximize the heat transfer from the hot to cold fluid with a constraint on the pressure drop across each fluid channel. We solve the optimization problem for several heat exchanger configurations, different pressure constraints and different flow conditions. Our designs increase in complexity as we relax the pressure drop constraint or
Figure 8: Optimized design for the counter flow heat exchanger with $P_{\text{drop}} = 2.0$ and $Re = 10$. Cold membrane side in black, hot side in white.

Figure 9: Optimized design, flow field and temperature for the U-flow heat exchanger with $P_{\text{drop}} = 2.0$ and $Re = 10$, front view. Cold membrane side in black, hot side in white.

increase the Reynolds number. Despite the symmetry of the boundary conditions and geometry, for the initial design used in this study, the optimizer takes advantage of the full domain to create asymmetric optimized designs. Indeed, the optimizer creates two main channels that cross each other over the XY plane. More studies with symmetric initial designs could confirm the optimality of the asymmetric designs. We have also assumed an infinitesimally thin interface separate the fluids. A channel wall with finite thickness and distinct conductivity properties will provide more predictive designs. Lastly, research on a better preconditioner will
allow us to obtain designs with higher Reynolds number. Future work will also use immersed finite element methods such as the CutFEM [67] or XFEM [68] to model the interface with more precision.

**Replication of results**

The software used is archived in [69]. It additionally requires the library Lestofire [70]. We offer ourselves to help any user interested in replicating the results.
Figure 12: Optimized design, flow field and temperature for the parallel heat exchanger with $P_{\text{drop}} = 1.5$ and $Re = 10$, front view. Cold membrane side in black, hot side in white.

Figure 13: Optimized design, flow field and temperature for the parallel heat exchanger with $P_{\text{drop}} = 1.5$ and $Re = 10$, back view. Cold membrane side in black, hot side in white.
Figure 14: Optimized design for the parallel heat exchanger with $P_{\text{drop}} = 1.5$ and $Re = 10$. Cold membrane side in black, hot side in white.

Figure 15: Optimized design, flow field and temperature for the parallel heat exchanger with $P_{\text{drop}} = 1.0$ and $Re = 10$, front view. Cold membrane side in black, hot side in white.
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Figure 16: Optimized design, flow field and temperature for the parallel heat exchanger with $P_{\text{drop}} = 1.0$ and $Re = 10$, back view. Cold membrane side in black, hot side in white.

Figure 17: Optimized design for the parallel heat exchanger with $P_{\text{drop}} = 1.0$ and $Re = 10$. Cold membrane side in black, hot side in white.
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Table 3: Cost function values for the optimized designs for $P_{\text{drop}} = 2.0, 1.5$ and $1.0$

| $P_{\text{drop}}$ | 2.0  | 1.5  | 1.0  |
|-------------------|------|------|------|
| Cost function     | -0.489 | -0.337 | -0.211 |

Table 4: Cost function values for the optimized designs for $Re = 10$ and 20

| Reynolds number | 10.0  | 20.0  |
|-----------------|-------|-------|
| Cost function   | -0.211 | -0.498 |
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Appendix A. Signed distance equation solver

We cannot apply the Dirichlet boundary conditions in Equation (27) because the isocontour $\phi = 0$ does not typically match the mesh elements. To overcome this issue, we follow [71] and first calculate the local $L^2$ projection $\varphi_{\text{int}} \in H^1(D_{\text{int}})$ such that

$$\int_{D_{\text{int}}} \varphi_{\text{int}} v \, dV = \int_{D_{\text{int}}} \frac{\phi}{|\nabla \phi|} v \, dV,$$

(A.1)

for all $v \in H^1(D_{\text{int}})$. We then apply $\varphi_{\text{int}}$ as a Dirichlet condition in the subdomain $D_{\text{int}} = \{ \bigcup K : K \in T_h, K \cap \Gamma \neq \emptyset \}$, i.e. all the elements crossed by the isocontour $\phi = 0$.

To solve the nonlinear elliptic Equation (27), we apply the Picard iteration method: Find the iterate $\varphi^{(m)} \in W_\phi = \{ v_h \in H^1(D) : v_h|_K \in P^1(K) \forall K \in T_h \mid v_h = \varphi_{\text{int}} \text{ in } D_{\text{int}} \}$

$$\int_D \nabla \varphi^{(m)} \cdot \nabla v \, dV = \int_D \left( 1 - \frac{1}{2} \frac{|\nabla \varphi^{(m-1)}|}{|\nabla \varphi^{(m-1)}|} \right) |\nabla \varphi^{(m-1)}| \cdot \nabla v \, dV$$

(A.2)

$\forall v \in W_\phi$, update $\varphi^{(m-1)} = \varphi^{(m)}$ and $m \leftarrow m + 1$, repeat until convergence and update the level-set, i.e. $\phi = \varphi^{(m)}$. In practice, convergence is attained in less than 10 iterations.