Chili Classification Using Shape and Color Features Based on Image Processing
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Abstract.
Purpose: Chili is an agricultural product that has several varieties and is in great demand. It can be consumed directly or processed first. This study aims to classify the types of chili using color and shape features. The types of chili are divided into five classes: cayenne pepper, green chili, big green chili, big red chili, and curly chili. The chili classification method was evaluated using three parameters: precision, recall, and accuracy.

Methods: This study applied the K-Nearest Neighbors (KNN) method with the Euclidean and Manhattan distance calculation algorithm and used two feature types: color and shape. The color features were extracted based on RGB color space by obtaining the mean and standard deviation values. Meanwhile, the shape features used aspect ratio, area, and boundary.

Result: The evaluation results of the classification method were able to achieve the precision, recall, and accuracy values of 1.0, which means that all test data were classified correctly. The evaluation was applied with 210 training images and 90 test images based on the test results.

Novelty: This study extracted two types of features: color and shape. Those features fed the KNN method by applying the Euclidean and Manhattan distance calculation algorithm; hence, the optimal results were achieved.

Keywords: Otsu method, Segmentation, Features extraction, KNN

This work is licensed under a Creative Commons Attribution 4.0 International License.

INTRODUCTION

Chili is a high-value vegetable commonly farmed by farmers and is one of Indonesia's staple foods. Because chili has many health benefits, it contains a high concentration of vitamin C and can be consumed raw or processed into food products. These food products include chili sauce, chili powder, and candied chili. Numerous varieties of chili, including cayenne pepper, green chili, big chili, and curly chili, are frequently utilized in Indonesia as raw materials for various food products. Each chili is unique in terms of shape, size, and color. In Indonesia, the chilies have a similar form. Cayenne pepper is a little pepper that comes in various colors, including red, orange, yellow, and green. On the other hand, green chilies are smaller in size than cayenne pepper. Additionally, enormous chilies are longer and broader in shape, whereas curly chilies are long, slender, slightly wavy, and irregular in shape.

In order to differentiate the chili types, image processing techniques have been used to develop a chili classification method. Recently, image processing-based technology has been widely used in numerous disciplines such as medicine, industry, geology, marine science, and agriculture. The method has been developed for a variety of agricultural applications, including the classification of mango [1], apples [2], chili [3], and automated fruit harvesting systems [4].

The classification method to recognize fruit or other objects commonly consists of three main processes: segmentation, feature extraction, and classification [5], [6]. Segmentation is the process of differentiating the object area and the background [5]. Previous studies on fruit segmentation have implemented various fruit objects, including apples [7], grapes [8], oranges [9], olives [10], oil palms [11], and tomatoes [12]. The segmentation result was influenced by the appropriate of choosing color space. In prior studies, there
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were several color space performed such as RGB [6], HSV [13]–[15], YCbCr [16], and L*a*b* [17]. Meanwhile, the frequently segmentation method used were thresholding [18], [19] and edge detection [20], [21].

Subsequently, feature extraction was carried out to provide feature values differentiating between different objects. Appropriate features can result in the highest possible accuracy in recognizing an object [22]. Feature extraction has been used to identify fruit plants based on leaf shape, color, and texture [23], and apple maturity level classification [2], [20]. In the final stage, classification was used to determine the type of object that was being considered. There were several commonly classification methods employed: decision tree [1], SVM [2], [6], artificial neural networks [23], [24], and KNN [25], [26].

The KNN classification approach was successfully used to determine blueberry fruit maturity. The fruit was classified into four phases of maturity: mature, near-mature, near-young, and young. The color component analysis-based detection (CCAD) approach is a stepwise algorithm. Three color components, red, blue, and hue, were chosen using the forward feature selection algorithm (FFSA) and utilized to classify all fruit at four stages of ripeness. This technique had the highest classification accuracy (85%–98%) [25]. In addition, the blueberry's maturity was classified into three distinct growth stages: mature, intermediate, and young. A fruit training set was created by patching together 1374 color images. To exclude non-fruit regions, histogram-oriented gradients (HOG) feature vectors were constructed based on a* and b* features in the L*a*b* color space. The KNN and Template Matching with Weighted Euclidean Distance (TMWE) classifiers recognized the fruit maturity. The performance of the approach was determined using the average detection accuracy on the testing images, the missed rate, and the inaccurate detection rate of false positives. For immature, intermediate, and mature fruit, the KNN classifier achieved the highest average accuracy of 86.0%, 94.2%, and 96.0%, respectively [26].

Based on the previous studies, the chili classification method was developed using color and shape features with the KNN classifier and image processing approach in this study. This method included five classes, namely cayenne pepper, green chili, big green chili, big red chili, and curly chili. Both features were required to obtain the discriminatory and powerful features to improve the method performance because visually, the chilies can differentiate based on their color and shape. The color features were extracted in RGB color space.

**METHODS**

The proposed method was intended to classify chile types based on color and shape features. There were six main processes: image acquisition, region of interest (ROI) detection, pre-processing, segmentation, feature extraction, and classification. The input data was chili images classified into five classes: big red chilies, big green chilies, curly chilies, green chilies, and cayenne peppers, respectively. Fig. 1 depicts an overview of the main process of the chili classification method, which is based on shape and color features.

**Image Acquisition**

In this study, the image acquisition was carried out using several types of equipment: a studio minibox, a LED strip light with a power of 220 V and a distance of ±27 cm, and a Redmi 8 smartphone camera with a resolution of 48 Megapixels, also a tripod. The studio minibox has a height, length, and width of 27 × 27 × 23 cm. The chili was placed in the center of the studio minibox with a white background. The camera was on a tripod and set to face the object with a 45° tilt. The distance between the studio minibox and the camera was ±20 cm.

The chili images obtained from the acquisition consist of five types, namely big red chilies, big green chilies, curly, green, and cayenne peppers. The resulting image was 4000 × 1844 pixels saved in JPEG format. The total number of acquired images is 300 images consisting of 50 images of large red chilies, 50 images of large green chilies, 50 images of curly chilies, 50 images of green chilies, and 100 images of cayenne pepper. Those images were captured from 150 chilies. The illustrations of image acquisition scenarios and resulting images of acquisition from five types of chili are shown in Figure 2.
ROI Detection
This process was needed to form a sub-image containing most of the chili area; therefore, the image size became smaller, reducing the computation time. This process began by resizing 0.5 of the initial image with a size of 4000 × 1844 pixels into 2000 × 922 pixels. Furthermore, thresholding with the Otsu method [7] was applied to estimate the chili area. The resulting thresholding image was used as a reference to generate the boundary chili area to form the ROI images. The resulting image of each step in the ROI detection process is shown in Figure 3.

Pre-processing
Pre-processing is intended to provide a suitable image, resulting in a more appropriate result for the subsequent processing step(s). The ROI images were used as input for this process. This study was employed in the pre-processing stage by converting the RGB to the HSV color space. In order to proceed with the following process, it was necessary to transform the HSV image to a grayscale image based on each channel in the HSV color space. Figure 4 depicts the image created as a result of each step in this process.
Figure 4. The resulting image of each step on pre-processing: (a) ROI image, (b) HSV image, (c) grayscale image of channel H, (d) grayscale images of channel S, and (e) grayscale images of channel V.

The conversion of RGB to HSV color space is defined in equation (1) – (3) [24]:

\[
H = \begin{cases} 
360 - \theta, & B \leq G \\
\theta, & B > G 
\end{cases}, \quad B \leq 360 \\
0, \quad \text{max} (R, G, B) = 0
\]

\[
S = \begin{cases} 
0, & \max (R, G, B) = 0 \\
1 - \frac{\min(R, G, B)}{\max(R, G, B)}, & \text{another cond.}
\end{cases}
\]

\[
V = \max (R, G, B)
\]

The conversion of RGB to HSV color space is defined in equation (1) – (3) [24]:

\[
H = \begin{cases} 
360 - \theta, & B \leq G \\
\theta, & B > G 
\end{cases}, \quad B \leq 360 \\
0, \quad \text{max} (R, G, B) = 0
\]

\[
S = \begin{cases} 
0, & \max (R, G, B) = 0 \\
1 - \frac{\min(R, G, B)}{\max(R, G, B)}, & \text{another cond.}
\end{cases}
\]

\[
V = \max (R, G, B)
\]

Segmentation

The segmentation aims to distinguish the chili area and the background. The features were extracted only from the chili area in the following process. The input of this process was a grayscale image based on the HSV color space from the prior process. Initially, the segmentation carried out thresholding using the Otsu method [7], [27]. The resulting binary image of thresholding may contain noise; therefore, the implementation of a morphological operation, namely opening, was required. The optimal segmentation result was generated based on the S channel than the H and V channels. The comparison of the segmentation results of the H, S, and V channels is shown in Figure 5.

Feature Extraction

The nine features were extracted based on color and shape in this study. The color features used consisted of the mean (\(\mu\)) and standard deviation (\(\sigma\)). These features were extracted based on each channel of the RGB color space; hence, six color features were obtained. The value of each color feature is generated using equations (4) and (5) [22]:

\[
\mu = \frac{1}{M \times N} \sum_{i=1}^{M} \sum_{j=1}^{N} X_{ij}
\]

\[
\sigma = \sqrt{\frac{1}{M \times N} \sum_{i=1}^{M} \sum_{j=1}^{N} (X_{ij} - \bar{X})^2}
\]

where M and N are the image sizes, \(X_{ij}\) is the pixel value in column i and row j, and \(\bar{X}\) is the average value. Meanwhile, the shape features used are aspect ratio, area, and boundary. The explanation of each shape feature is as follows:

1. Aspect Ratio

This feature is the ratio of the length of the W axis (minor axis) to the L axis (major axis). The illustration of the aspect ratio calculation is presented in Figure 6(a), and the equation used is as follows:

\[
AR = \frac{W}{L}
\]
2. **Area**

The area feature (A) is generated by counting the number of white pixels that indicate the chili area. The white pixels constituting the chili area are shown in Figure 6(b).

3. **Boundary**

The boundary features were generated by comparing the number of white pixels of the chili edge area and the total number of pixels in the image. Figure 6(c) shows the white pixel that represents the chili's edge.

![Figure 6](image)

Figure 6. Illustration of shape features: (a) aspect ratio, (b) area ratio, and (c) boundary

The examples of feature extraction results from five types of chili, namely, big red chili, big green chili, curly chili, green chili, and cayenne chili, are shown in Table 1.

| ROI Images | Segmented Images Result | Color Feature | Shape Feature |
|------------|-------------------------|---------------|--------------|
| ![Pepper](image) | ![Segmented](image) | μR = 0.60335, μG = 0.49599, μB = 0.49014, σR = 0.15004, σG = 0.27194, σB = 0.26805 | AR = 7.5311, A = 134387, b = 0.58375 |
| ![Pepper](image) | ![Segmented](image) | μR = 0.51276, μG = 0.53658, μB = 0.46309, σR = 0.26572, σG = 0.22953, σB = 0.31367 | AR = 7.4586, A = 102809, b = 0.6381 |
| ![Pepper](image) | ![Segmented](image) | μR = 0.71622, μG = 0.6952, μB = 0.6895, σR = 0.10745, σG = 0.16823, σB = 0.16453 | AR = 4.4636, A = 64582, b = 0.1197 |
| ![Pepper](image) | ![Segmented](image) | μR = 0.66576, μG = 0.66878, μB = 0.63313, σR = 0.14854, σG = 0.13164, σB = 0.20747 | AR = 3.9766, A = 7292, b = 0.48449 |
| ![Pepper](image) | ![Segmented](image) | μR = 0.55021, μG = 0.51064, μB = 0.48167, σR = 0.098673, σG = 0.15262, σB = 0.20547 | AR = 4.8498, A = 21019, b = 0.62445 |

**Classification**

The classification method is employed to determine the class of an input image. The K-Nearest Neighbor (K-NN) method is utilized in conjunction with three distance calculation algorithms, namely the Euclidean, Manhattan, and Mahalanobis distance calculation algorithms, to classify the data in this study. The K-NN technique is a classification system for objects, mainly images [27]. KNN is a popular machine learning and supervised learning algorithm due to its simplicity and ease of usage. KNN has a high level of accuracy when it comes to classification and regression. The KNN’s main role is to determine the distance between new testing data and training data, followed by classification using the classifier. The following are some popular distance calculations using the Euclidean, Manhattan, and Mahalanobis distances [27]:
\[
euclidean = \sqrt{\sum_{i=1}^{n} (x_i - y_i)^2}
\]

\[
mandhattan = \sum_{i=1}^{n} |x_i - y_i|
\]

\[
malahobis = \sqrt{(x_i - y_i)^2 + (x_i - x_j)^2}
\]

description:
\[x\] : training data
\[y\] : testing data
\[i\] : a total of neighbor
\[n\] : total pixels image

The stages of KNN are defined as following [27]:
1. Define the total number of K, which will be used as a reference for the nearest class.
2. Calculate the difference between the training and testing sets of data.
3. Sorting and determining the nearest-neighbor distance using the K value as a reference distance.
4. Examine the output or labels for each adjacent class.
5. Classify testing images into the majority of the nearest class.

RESULT AND DISCUSSION
The evaluation was carried out to determine the suitability of the combination between the distance calculation algorithm and the value of k in the chili type classification method developed to obtain optimal performance. This method performs a classification divided into five classes of chili species. In this study, the performance of the chili classification method was measured using four parameters, namely precision, recall, accuracy, and \(F_1\) score. These parameters have a minimum value of 0 and a maximum value of 1. The proposed method indicated has high performance while the values of the evaluation parameters are close to or equal to 1. The precision, recall, accuracy, and \(F_1\) score values are calculated using equations (10) – (13) [28]:

\[
\text{Precision} = \frac{P_{ii}}{\sum_{k=1}^{n} A_{ki}}
\]

\[
\text{Recall} = \frac{P_{ii}}{\sum_{i=1}^{n} P_{ik}}
\]

\[
\text{Accuracy} = \frac{\sum_{i=1}^{n} P_{ii}}{\sum_{i=1}^{n} \sum_{j=1}^{n} P_{ij}}
\]

\[
F_1\text{Score} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]

The \(P\)-value is obtained based on a multi-class confusion matrix [29] which consists of five classes, namely big red chili (C1), big green chili (C2), curly chili (C3), green chili (C4), and cayenne pepper (C5). The confusion matrix in this study is shown in Table 2.

| Actual Class | C1   | C2   | C3   | C4   | C5   |
|--------------|------|------|------|------|------|
| C1           | \(P_{11}\) | \(P_{12}\) | \(P_{13}\) | \(P_{14}\) | \(P_{15}\) |
| C2           | \(P_{21}\) | \(P_{22}\) | \(P_{23}\) | \(P_{24}\) | \(P_{25}\) |
| C3           | \(P_{31}\) | \(P_{32}\) | \(P_{33}\) | \(P_{34}\) | \(P_{35}\) |
| C4           | \(P_{41}\) | \(P_{42}\) | \(P_{43}\) | \(P_{44}\) | \(P_{45}\) |
| C5           | \(P_{51}\) | \(P_{52}\) | \(P_{53}\) | \(P_{54}\) | \(P_{55}\) |

The chili classification method test was carried out using 300 chili images consisting of 50 large red chili images, 50 large green chili images, 50 curly chili images, 50 green chili images, and 100 cayenne pepper images. The image data was divided into 70% training data (210 images) and 30% testing data (90 images). The method was carried out using three distance calculation algorithms, namely Euclidean, Manhattan, and Mahalanobis, and the variety of k values consists of 1, 3, 5, 7, and 9. The method's performance was
evaluated based on four parameters, namely precision, recall, accuracy, and $F_1$ score. The evaluation results of the proposed method are summarized in Table 3.

| No. | Distance | K-Value | Evaluation Parameter |
|-----|----------|---------|----------------------|
|     |          |         | Precision | Recall | Accuracy | $F_1$ Score |
| 1.  | Euclidean | 1       | 1.0     | 1.0    | 1.0000   | 1.0         |
| 2.  |          | 3       | 1.0     | 0.9897 | 0.9778   | 0.978       |
| 3.  |          | 5       | 0.9714  | 0.9897 | 0.9033   | 0.942       |
| 4.  |          | 7       | 0.9355  | 0.9589 | 0.8777   | 0.876       |
| 5.  |          | 9       | 0.8943  | 0.8923 | 0.8666   | 0.870       |
| 6.  |          | 11      | 0.8882  | 0.8872 | 0.8670   | 0.870       |
| 7.  | Manhattan | 1      | 1.0     | 1.0    | 1.0000   | 1.0         |
| 8.  |          | 3       | 1.0     | 0.9949 | 0.9889   | 0.990       |
| 9.  |          | 5       | 0.9846  | 0.9744 | 0.9667   | 0.968       |
| 10. |          | 7       | 0.9662  | 0.9282 | 0.9111   | 0.906       |
| 11. |          | 9       | 0.9120  | 0.9077 | 0.8889   | 0.886       |
| 12. |          | 11      | 0.8998  | 0.8462 | 0.8666   | 0.877       |
| 13. | Mahalanobis | 1 | 1.0     | 0.8462 | 0.8889   | 0.820       |
| 14. |          | 3       | 0.8810  | 0.8205 | 0.8556   | 0.796       |
| 15. |          | 5       | 0.9037  | 0.8205 | 0.8556   | 0.796       |
| 16. |          | 7       | 0.9194  | 0.7795 | 0.8333   | 0.798       |
| 17. |          | 9       | 0.9022  | 0.7795 | 0.8333   | 0.796       |
| 18. |          | 11      | 0.8790  | 0.7282 | 0.7889   | 0.730       |

Table 3 shows the Euclidean and Manhattan distance calculation algorithms with k values of 1 and 3 were the most appropriate distance algorithms for the chili image dataset utilized in this study. Precision, recall, accuracy, and $F_1$ score were improved with the approach of the distance algorithms and the appropriate value of k.

The chili classification result consisting of five classes achieved the value precision, recall, accuracy, and $F_1$ score of 1.0 in this study. Thus, it concluded that there was no misclassification occurred. The proposed method implemented the color and shape features, where the color features were obtained from each channel of RGB color space. The method performance was obtained, representing the adequacy in selecting classification methods, particularly concerning the distance calculation algorithm and determination of the value of k, which impacts the results (Euclidean and Manhattan algorithms, with k values of 1 and 3). The aspects such as the applicability of the features employed were also essential considerations. Color and shape were the features used in this study, and these features were capable of distinguishing five different types of chili. The more training data the algorithm is utilized to, the more it learns. Therefore, the chili classification method’s high performance was capable of achieving.

**CONCLUSION**

This study proposed a chili classification method consisting of five classes: big red chilies, big green chilies, curly chilies, green chilies, and cayenne peppers. It consists of six main processes: image acquisition, ROI detection, pre-processing, segmentation, feature extraction, and classification. A total of 300 chili images (generated from 150 chilies) were obtained during the image acquisition. Those images were used as both training and testing data. Otsu method was used to detect and segment the chili area based on the S channel of HSV color space. Subsequently, features extraction was applied based on color and shape. The color features were produced from each channel in the RGB color space. Meanwhile, the shape features extraction were generated the aspect ratio, the area, and the boundary. Hence, a total of nine features were produced in this method. Furthermore, the KNN method was used in the classification process by applying the distance computations using the Euclidean and Manhattan algorithms, with k values of 1 and 3. This method successfully achieved a maximum $F_1$ score value of 1.0 that indicates no misclassification occurred. Based on the experiment, the proposed method is appropriate for the dataset used in this study.

**REFERENCES**

[1] F. S. Mim, S. M. Galib, M. F. Hasan, and S. A. Jerin, “Automatic detection of mango ripening stages – An application of information technology to botany,” *Sci. Hortic. (Amsterdam)*, vol. 237, no. April, pp. 156–163, 2018.
[2] Y. Tao and J. Zhou, “Automatic apple recognition based on the fusion of color and 3D feature for robotic fruit picking,” *Comput. Electron. Agric.*, vol. 142, pp. 388–396, 2017.

[3] S. C. Hespeler, H. Nemati, and E. Dehghan-Niri, “Non-destructive thermal imaging for object detection via advanced deep learning for robotic inspection and harvesting of chili peppers,” *Artif. Intell. Agric.*, vol. 5, pp. 102–117, 2021.

[4] R. Sinambela, T. Mandang, I. D. M. Subrata, and W. Hermawan, “Application of an inductive sensor system for identifying ripeness and forecasting harvest time of oil palm,” *Sci. Hortic. (Amsterdam)*, vol. 265, no. January, p. 109231, 2020.

[5] H. Hamdani, A. Septiarini, A. Sunyoto, S. Suyanto, and F. Utamingrum, “Detection of oil palm leaf disease based on color histogram and supervised classifier,” *Optik (Stuttg)*, vol. 245, p. 167753, 2021.

[6] A. Septiarini, H. Hamdani, H. R. Hatta, and A. A. Kasim, “Image-based processing for ripeness classification of oil palm fruit,” in Proceeding of 2019 5th International Conference on Science in Information Technology: Embracing Industry 4.0: Towards Innovation in Cyber Physical System, ICISITech 2019, 2019, pp. 23–26.

[7] A. Mizushima and R. Lu, “An image segmentation method for apple sorting and grading using support vector machine and Otsu’s method,” *Comput. Electron. Agric.*, vol. 94, pp. 29–37, 2013.

[8] N. Behroozi-Khazaei and M. R. Maleki, “A robust algorithm based on color features for grape cluster segmentation,” *Comput. Electron. Agric.*, vol. 142, pp. 41–49, 2017.

[9] P. Ganesh, K. Volle, T. F. Burks, and S. S. Mehta, “Deep Orange: Mask R-CNN based Orange Detection and Segmentation,” *IFAC-PapersOnLine*, vol. 52, no. 30, pp. 70–75, 2019.

[10] F. Avila, M. Mora, M. Oyarce, A. Zúñiga, and C. Fredes, “A method to construct fruit maturity color scales based on support machines for regression: Application to olives and grape seeds,” *J. Food Eng.*, vol. 162, pp. 9–17, 2015.

[11] A. Septiarini, H. Hamdani, H. R. Hatta, and K. Anwar, “Automatic image segmentation of oil palm fruits by applying the contour-based approach,” *Sci. Hortic. (Amsterdam)*, vol. 261, p. 108939, 2020.

[12] M. H. Malik, R. Qiu, Y. Gao, M. Zhang, H. Li, and M. Li, “Tomato segmentation and localization method based on RGB-D camera,” *Int. Agric. Eng. J.*, vol. 28, no. 4, pp. 278–287, 2020.

[13] M. Fashi, L. Naderloo, and H. Javadikia, “The relationship between the appearance of pomegranate fruit and color and size of arils based on image processing,” *Postharvest Biol. Technol.*, vol. 154, no. September 2018, pp. 52–57, 2019.

[14] E. Hamuda, B. Mc Ginley, M. Glavin, and E. Jones, “Automatic crop detection under field conditions using the HSV colour space and morphological operations,” *Comput. Electron. Agric.*, vol. 133, pp. 97–107, 2017.

[15] K. B. Shaik, P. Ganesan, V. Kalist, B. S. Sathish, and J. M. J. Menitha, “Comparative Study of Skin Color Detection and Segmentation in HSV and YCbCr Color Space,” *Procedia Comput. Sci.*, vol. 57, pp. 41–48, 2015.

[16] N. Brancati, G. De Pietro, M. Frucci, and L. Gallo, “Human skin detection through correlation rules between the YCb and YCr subspaces based on dynamic color clustering,” *Comput. Vis. Image Underst.*, vol. 155, pp. 33–42, 2017.

[17] A. Septiarini, H. R. Hatta, H. Hamdani, A. Oktavia, A. A. Kasim, and S. Suyanto, “Maturity Grading of Oil Palm Fresh Fruit Bunches Based on a Machine Learning Approach,” in 2020 Fifth International Conference on Informatics and Computing (ICIC), 2020, pp. 1–4.

[18] S. L. S. Abdullah, H. Hambali, and N. Jamil, “Segmentation of natural images using an improved thresholding-based technique,” *Procedia Eng.*, vol. 41, pp. 938–944, 2012.

[19] A. Sanaeifar, A. Bakhshipour, and M. De La Guardia, “Prediction of banana quality indices from color features using support vector regression,” *Talanta*, vol. 148, pp. 54–61, 2016.

[20] E. Kelman and R. Liniker, “Vision-based localisation of mature apples in tree images using convexity,” *Biosyst. Eng.*, vol. 118, pp. 174–185, 2014.

[21] M. K. Monir Rabby, B. Chowdhury, and J. H. Kim, “A Modified Canny Edge Detection Algorithm for Fruit Detection and Classification,” in 2018 10th International Conference on Electrical and Computer Engineering (ICECE), 2018, pp. 237–240.

[22] K. Hameed, D. Chai, and A. Rassau, “A comprehensive review of fruit and vegetable classification techniques,” *Image Vis. Comput.*, vol. 80, pp. 24–44, 2018.

[23] Y. Zhang, S. Wang, G. Ji, and P. Phillips, “Fruit classification using computer vision and feedforward neural network,” *J. Food Eng.*, vol. 143, pp. 167–177, 2014.

[24] A. Septiarini, A. Sunyoto, H. Hamdani, A. Kasim, F. Utamingrum, and H. R. Hatta, “Machine
vision for the maturity classification of oil palm fresh fruit bunches based on color and texture features,” Sci. Hortic. (Amsterdam)., vol. 286, p. 110245, 2021.

[25] H. Li, W. S. Lee, and K. Wang, “Identifying blueberry fruit of different growth stages using natural outdoor color images,” Comput. Electron. Agric., vol. 106, pp. 91–101, 2014, [Online]. Available: http://dx.doi.org/10.1016/j.compag.2014.05.015.

[26] K. Tan, W. S. Lee, H. Gan, and S. Wang, “Recognising blueberry fruit of different maturity using histogram oriented gradients and colour features in outdoor scenes,” Biosyst. Eng., vol. 176, pp. 59–72, 2018.

[27] A. Susanto, D. Sinaga, C. A. Sari, E. H. Rachmawanto, and D. R. I. M. Setiadi, “A High Performace of Local Binary Pattern on Classify Javanese Character Classification,” Sci. J. Informatics, vol. 5, no. 1, pp. 8, 2018.

[28] N. K. A. Wirdiani, P. Hridayami, N. P. A. Widiari, K. D. Rismawan, P. B. Candradinata, and I. P. D. Jayantha, “Face Identification Based on K-Nearest Neighbor,” Sci. J. Informatics, vol. 6, no. 2, pp. 150–159, 2019.

[29] X. Deng, Q. Liu, Y. Deng, and S. Mahadevan, “An improved method to construct basic probability assignment based on the confusion matrix for classification problem,” Inf. Sci. (Ny)., vol. 340–341, pp. 250–261, 2016.