Impact of Softness of Particles on Rheology of Dilute Granular Gases
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We numerically and theoretically investigate how the softness of particles affects the rheology of sheared dilute granular gases. We find that the kinetic theory predicts the deviation of the flow curve from the Bagnold scaling, and it works well below a certain shear rate when we compare with the simulation results. It is also found that there is no theoretical solution above this shear rate, which is because the energy loss due to inelastic collisions cannot be balanced with the energy injection by the shear.

1. Introduction

The kinetic theory of hard-core granular gases is known to be a powerful tool to reproduce the rheology of dilute or moderately dense granular flows.1–7) For sheared systems, for example, the rheology is described by the Bagnold scaling, where the viscosity is proportional to the shear rate. These results are also verified in terms of the direct simulation Monte Carlo8–10) and event-driven molecular dynamics simulations.11–13)

Once the softness of particles is considered, on the other hand, another time scale due to this softness appears in the system. The kinetic theory of soft-core gases has been constructed in many systems such as that having the harmonic potential, where the collision angle is explicitly written in terms of the elliptic integrals.14–16)

In this paper, we numerically and theoretically investigate how the softness of particles affects the rheology of the system. Numerically, we first attempt to model this system as the combination of the repulsive and the dissipative forces. Then, we perform the molecular dynamics simulations under a shear. Theoretically, we aim to extend the kinetic theory to soft-core gases having the harmonic potential, where the collision angle is explicitly written in terms of the elliptic integrals.17–20)
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motion for each particle in terms of the SIlod equation: \(^{15,16}\)

\[
\begin{align*}
\frac{dr_i}{dt} &= \frac{p_i}{m} + \dot{\gamma} y_i \hat{e}_x, \\
\frac{dp_i}{dt} &= \sum_{j \neq i} F_{ij} - \dot{\gamma} p_{ij} \hat{e}_x,
\end{align*}
\]

with the interparticle force \(2\), where \(\dot{\gamma}\) is the shear rate, \(\hat{e}_x\) is the unit vector parallel to the \(x\)-direction, and \(p_i = (p_{ix}, p_{iy}, p_{iz}) = m(v_i - \dot{\gamma} y_i \hat{e}_x)\) is the peculiar momentum. \(^{15,16}\)

We also adopt the periodic boundary condition in the \(x\) and \(z\)-directions, and the Lees-Edwards boundary condition \(^{17}\) in the \(y\)-direction. In the following, we choose \(m\), \(\sigma\), and \(k\) to nondimensionalize quantities to perform simulations. The dimensionless time increment of the simulation is chosen as \(\Delta t' \equiv \Delta t/(mk)^{1/2} = 0.01\) min, which is sufficiently smaller than the collision duration and the characteristic time scale determined by the shear. In this paper, we use \(N = 10^4\) particles and we fix the packing fraction as \(\phi = 0.01\), which means that the linear length of the cubic system is chosen as \(L = 37.4\sigma\).

It is known that the rheology of dilute granular systems is characterized by the temperature \(T \equiv (P_{xx} + P_{yy} + P_{zz})/(3n)\), the temperature difference \(\Delta T \equiv (P_{xx} - P_{yy})/n\), and the shear stress \(P_{xy}\) (or the viscosity \(\eta\)) with the density \(n\). \(^{5,12,14,18}\) For this purpose, we first measure the stress tensor as

\[
P_{\alpha\beta} = \frac{1}{L^3} \sum_i m v_{i\alpha} v_{i\beta},
\]

where \(\alpha\) and \(\beta\) indicate \(x\), \(y\), and \(z\). Using this, we can measure the flow quantities. We note that another anisotropic temperature \(\delta T \equiv (P_{xx} - P_{zz})/n\) is important in denser systems. \(^{19-22}\) However, this becomes equivalent to \(\Delta T\) in dilute systems. \(^{19,22}\)

### 4. Kinetic Theory

In this section, we derive the flow curve of this system in terms of the kinetic theory. In the kinetic theoretical treatment, the collision process is assumed to occur instantaneously. Once we adopt the restitution coefficient \(e\), the relationship between the pre- and post-collisional velocities \(v_{i}'\) and \(v_{i}\), respectively) is given by

\[
\begin{align*}
v_{1}' &= v_1 - \frac{1 + e}{2e} (p_{12} \cdot \hat{k}) \hat{k}, \\
v_{2}' &= v_2 + \frac{1 + e}{2e} (p_{12} \cdot \hat{k}) \hat{k},
\end{align*}
\]

where \(\hat{k}\) is the unit vector from one particle to the other.

Now, let us consider the velocity distribution function \(f(V, t)\), where \(V \equiv v - \dot{\gamma} y \hat{e}_x\) is the peculiar velocity. In this case, the Boltzmann equation under shear is written as \(^{5,12,14,23}\)

\[
\frac{\partial}{\partial t} - \dot{\gamma} V \frac{\partial}{\partial V} f(V, t) = J(V|f),
\]

with the collision operator \(J(V|f)\):

\[
J(V|f) = \int dV_1 \int d\hat{k} \Theta(\sigma - b) |V_{12} \cdot \hat{k}| \\
\times \left[ e^{-\sigma_s(\theta, V_{1y}'' \equiv f(V_1', t) f(V_2'', t)} \\
- \sigma_s(\theta, V_{12}) f(V_1, t) f(V_2, t) \right],
\]

where \(V_{12} \equiv V_1 - V_2, V_{12} \equiv |V_{12}|, \) and \(\sigma_s \equiv (1/2)(b/\sin(\theta))\partial b/\partial \theta\) is the collision cross section determined from the relative speed and the collision angle \(\theta\). Here, the collision angle \(\theta\) is given by \(^{14}\)

\[
\theta = \sin^{-1} \frac{b}{\sigma} + \frac{1}{2} \Gamma \phi(\sigma, m) + \frac{1}{2} \Pi(\sigma, \phi|m) + \frac{1}{2} \tan^{-1} \gamma + \frac{1}{2} \alpha
\]

where the quantities \(\phi, m, \alpha, \) and \(\gamma\) are functions of the impact parameter \(b\) and the relative speed \(v\). \(^{23}\) We note that \(F(\sigma, m) \equiv \int_0^\sigma d\sigma'/(1 - m \sin^2 \sigma')^{1/2}\) and \(\Pi(\sigma, \phi|m) \equiv \int_0^\sigma d\sigma'/(1 - 2 \sin^2 \sigma')/(1 - \sin^2 \sigma')^{1/2}\) are the elliptic integrals of the first and third kind, respectively. \(^{24}\) The detailed expressions of \(C_1, C_2, C_3, C_4, \phi, \gamma, m, \) and \(\alpha\) are listed in Appendix (see also Table I of Ref. \(^{14}\)).

By multiplying Eq. \(6\) by \(m v_{i\alpha} V_{\beta}\) and integrating over \(V\), we obtain the following evolution equation for the stress \(P_{\alpha\beta}\) as

\[
\frac{\partial}{\partial t} P_{\alpha\beta} + \dot{\gamma} (\delta_{\alpha x} P_{y\beta} + \delta_{\beta x} P_{y\alpha}) = -\Lambda_{\alpha\beta},
\]

where the right hand side of Eq. \(9\) is defined as

\[
\Lambda_{\alpha\beta} \equiv -m \int dV_1 V_{1\alpha} V_{1\beta} J(V|f).
\]

Unfortunately, the explicit form of this quantity is not known. However, once we adopt Grad’s approximation, \(^{12,14,18,19,22}\)

\[
f(V, t) \approx f_{eq}(V, t) \left[ 1 + \frac{m}{2\Delta T} \left( \frac{P_{\alpha\beta}}{n\Delta T} - \delta_{\alpha\beta} \right) \right] V_{\alpha} V_{\beta},
\]

with

\[
f_{eq}(V, t) = n \left( \frac{m}{2\pi T} \right)^{3/2} \exp \left( -\frac{m V^2}{2T} \right),
\]

we can obtain closed equations. It is noted that this approximation works well at least for hard-core systems even when the system is moderately dense. \(^{5,12,14,18,19,22}\) Then, under this approximation, we can rewrite Eq. \(10\) as \(^{5,12,18,19,22}\)

\[
\Lambda_{\alpha\beta} = \nu (P_{\alpha\beta} - nT \delta_{\alpha\beta}) + \lambda n T \delta_{\alpha\beta},
\]

where the diagonal and off-diagonal quantities \(\nu\) and \(\lambda\) are, respectively, given by

\[
\begin{align*}
\frac{\lambda}{\nu_0} &= \frac{5}{12} (1 - e^2) \Omega_{11}^s(T^*), \\
\frac{\nu}{\nu_0} &= \frac{1 + e}{4} \left[ 2(1 - e^2) \Omega_{21}^s(T^*) + (1 + e) \Omega_{22}^s(T^*) \right],
\end{align*}
\]

with the dimensionless temperature \(T^* \equiv T/(k\sigma^2)\). Here, we have introduced the frequency for the elastic hard-core system.
and the dimensionless Omega integral
\[ \Omega_{k,\ell}^{*} = C_{k,\ell} \int_{0}^{\infty} dy \int_{1}^{\infty} db \cos \left( 2 \theta (b^n, 2\sqrt{yT}) \right) , \]
with \( C_{k,\ell} = 2, 2/3, \) and 1 for \((k, \ell) = (1, 1), (2, 1), \) and \((2, 2), \) respectively.

Figure 1(a) shows the temperature dependencies of the dimensionless Omega integrals. In the low temperature limit, all quantities converge to unity, which means that the particles behave as hard-core gases. In the high temperature limit, on the other hand, the quantities decrease as \( \Omega_{k,\ell}^{*} \approx T^{-2}. \) We also plot the temperature dependencies of \( \nu \) and \( \lambda \) for \( \epsilon = 0.9 \) in Fig. 1(b). Because these quantities are written as the linear combination of \( \Omega_{k,\ell}^{*}, \) we can observe the same temperature dependencies.

Now, let us consider the rheology of this system. From Eq. (9), we can obtain a set of dynamic equations:
\[
\begin{align*}
\frac{dT}{dt} &= -\frac{2\gamma}{\nu} P_{xy} - \lambda T, \\
\frac{d\Delta T}{dt} &= -\frac{3\gamma}{2\nu} P_{xy} - \nu \Delta T, \\
\frac{dP_{xy}}{dt} &= \frac{\gamma}{2} \left( \frac{1}{3} \Delta T - T \right) - \nu P_{xy}.
\end{align*}
\]
In the steady state, we can obtain the temperature dependences of these quantities as
\[
\begin{align*}
\dot{\gamma} &= \sqrt{\frac{3}{2} \frac{\lambda}{\nu \gamma}} \Delta T = \frac{3\lambda}{\nu} T, \\
P_{xy} &= -\frac{nT}{\nu} \sqrt{\frac{3}{2} (\lambda - \lambda)}, \quad \eta = -\frac{P_{xy}}{\nu} = nT \frac{\gamma - \lambda}{\nu^2},
\end{align*}
\]
respectively (see also Refs. 12, 18). In the next section, we compare these results with those obtained from the simulations.

5. Rheology

In this section, let us compare the results from the simulations and those from the kinetic theory. Figure 2 shows the shear rate dependencies of (a) the temperature, (b) the temperature difference, and (c) the viscosity to those for hard-core gases, respectively. Here, the low temperature limits are consistent with those for hard-core limits (Bagnoldian): 5, 12)
\[
\begin{align*}
& T_B = 432(1 + e) \left( 3 - e \right)^2 \left( 1 + \frac{5\nu(2 + e)}{25\nu(2 + e)} \right) \sqrt{\frac{m}{\nu}} \gamma^2, \\
& \Delta T_B = 432(1 + e) \left( 3 - e \right)^2 \left( 1 + \frac{5\nu(2 + e)}{25\nu(2 + e)} \right) \sqrt{\frac{m}{\nu}} \gamma^2, \\
& \eta_B = \frac{5(2 + e)}{72(1 + e)^2 \left( 3 - e \right)^2} \sqrt{\frac{5(2 + e)}{3(1 - e) \varphi}} \dot{\gamma}.
\end{align*}
\]

This is because the trajectories of the particles are coincide with those for hard-core particles. As the shear rate increases, on the other hand, the deviations increase as shown in Fig. 2(d), e.g., become approximately 10% at \( \dot{\gamma} \approx 1 \times 10^{-3}(k/m)^{1/2}. \) Interestingly, there is no theoretical solution for \( \dot{\gamma} \approx 3 \times 10^{-3}(k/m)^{1/2} \) while there exists another shear rate dependencies for \( \dot{\gamma} \approx 3 \times 10^{-3}(k/m)^{1/2} \) in the simulations (see panels (a)–(c) of Fig. 2). This occurs because our treatment of the inelasticity is not valid in this regime. However, our theory works at least for \( \dot{\gamma} \lesssim 2 \times 10^{-2}(k/m)^{1/2}, \) at which the temperature, the temperature difference, and the viscosity become approximately two times larger than those for the hard-core limits.

Let us consider the reason why our kinetic theoretical treatment cannot predict steady states for \( \dot{\gamma} \gtrsim 3 \times 10^{-3}(k/m)^{1/2}. \) Figure 3 shows the temperature dependence of the energy loss due to inelastic collisions (3nAT/2) when we consider the energy balance equation (see also the first equation of Eqs. (17)). In the low temperature regime, this energy loss coincides with that for the hard-core gases, where it is proportional to \( T^{3/2}. \) As the shear rate increases, the increase of this loss decreases. There exists a peak at \( T \approx 2.5 \times 10^{-4}(k/m)^{1/2} \) as shown in Fig. 3, and then, the loss starts to decrease. This means that the energy loss due to collisions cannot be balanced with the energy input by the shear, which is the origin of the absence of steady states. It should be noted that the absence actually begins below this temperature, which is because the energy dissipation becomes smaller than that for hard-core gases as shown in Fig. 1(b).
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Fig. 2. (Color online) Plots of (a) the temperature, (b) the temperature difference, and (c) the viscosity against the shear rate obtained from the theory (solid lines) and the simulations (open circles) for $\epsilon = 0.9$. The dotted lines represent those for the hard-core limits (19). (d) The plots of the deviations of the quantities from the hard-core limits. The lines and marks represent the theoretical and numerical results, respectively.
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Fig. 3. (Color online) Plot of the energy loss against the shear rate for $\epsilon = 0.9$. The guideline represents $T^* = \frac{0.1}{\pi} \simeq 3.2 \times 10^{-2} k\sigma^2$.
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Fig. 4. (Color online) Plots of the temperature against the shear rate for $\epsilon = 0.99$ (solid line), 0.90 (dashed line), and 0.70 (dot–dashed line) obtained from the kinetic theory (18). The dotted line represents $T^* = 0.1/\pi \simeq 3.2 \times 10^{-2}$.

6. Discussion

As explained in the previous section, we can observe that the kinetic theory cannot reproduce the simulation results when the temperature is approximately larger than $T \approx 4.0 \times 10^{-2} k\sigma^2$. This can be understood as follows: As explained in Ref.\textsuperscript{14}, the collision duration is approximately given by

$$t_{\text{coll}} \approx \pi \sqrt{\frac{m}{2k}}$$

(20)

On the other hand, the characteristic time scale about the thermal velocity $v_T = \sqrt{2T/m}$ becomes

$$t_T = \frac{\delta}{v_T}$$

(21)

where $\delta$ is the overlap between two colliding particles. In the shear thinning regime ($T \gtrsim 4.0 \times 10^{-2} k\sigma^2$), $t_T$ becomes smaller than $t_{\text{coll}}$, i.e., $t_T \leq t_{\text{coll}}$. Because the characteristic thermal time (21) is also determined by the shear, this condition means that the particles are affected by the shear during the contact. However, such an effect is not included in our kinetic theoretical treatment. Therefore, this might be the origin of the discrepancy between the theory and the simulation for $T \gtrsim 4.0 \times 10^{-2} k\sigma^2$. Because the mean overlap is approximately given by $\delta \approx 0.1\sigma$ for any $b$ (see Ref.\textsuperscript{14}), this condition becomes

$$T \gtrsim \frac{0.1}{\pi} k\sigma^2 \approx 3.2 \times 10^{-2} k\sigma^2.$$  

(22)

This estimation works well as shown in Fig. 4, where the curve bends at around this temperature for any choice of $\epsilon$. We note that the effect of shear is perturbatively included in the kinetic theory for hard-core systems.\textsuperscript{22} The extension of this method to our system is important, but this is our future work.

7. Conclusion

In this paper, we have investigated the rheology of the inelastic soft-core granular gases under shear. Once we adopt the combination of the collision angle of soft-core particles...
and the inelastic collision rule, the flow curve can be derived in terms of the kinetic theory. We have found that the theory can reproduce the simulation results when the shear rate is not so large, while there is no steady state in the kinetic theory in the high shear regime. This origin is also found that the energy dissipation due to inelastic collisions cannot be balanced with the energy input by the shear.

In this study, we focus on the rheology of dilute systems. Of course, the analysis of denser systems is more important when we compare with experiments. We believe that a similar procedure is available if we consider the Enskog equation, which considers the finite size effect of particles in the collision integral. This extension is interesting and important, but this is our future work.
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Appendix: Detailed Expression of the Collision Angle \( \theta \)

In this Appendix, we show the detailed expression of the collision angle \( \theta \) in Eq. (8). Because the derivation is already explained in Ref.,\(^{14}\) we only summarize the result in Table A-1. Here, we have introduced the complete elliptic integrals of the first and third kinds as \( K(m) \equiv F(\pi/2, m) \) and \( \Pi(a, m) \equiv \Pi(a, \pi/2|m) \), respectively.\(^{24}\)

| Table A-1. The detailed expressions of the quantities in Eq. (8). |
|---------------------------------------------------------------|
| \( \theta = \frac{\theta}{\delta} \) | \( \psi = \frac{\psi}{\theta} \) |
| \( \rho = \frac{2 - \rho^2}{\rho^2 - \rho^3} \) | \( \beta = \frac{2 - \beta^2}{\beta^2 - \beta^3} \) |
| \( \rho = \frac{-\beta^2 + 4\beta(r - \frac{3}{2})}{2 - \beta^2} \) | \( \beta = \frac{2 - \beta^2}{\beta^2 - \beta^3} \) |
| \( \beta = \frac{2 - \beta^2}{\beta^2 - \beta^3} \) | \( \beta = \frac{2 - \beta^2}{\beta^2 - \beta^3} \) |
| \( D_1 = \beta - 2\rho + \frac{2q}{\beta^2} \) | \( D_2 = \beta - 2\rho - \frac{2q}{\beta^2} \) |
| \( a_1 = \frac{2\rho^2 + 2\beta^2(p + \beta) - 2q}{2\beta} \) | \( a_2 = \frac{2\rho^2 + 2\beta^2(p + \beta) - 2q}{2\beta} \) |
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