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Abstract

We study the bifurcations of central configurations of the Newtonian four-body problem when some of the masses are equal. First, we continue numerically the solutions for the equal mass case, and we find values of the mass parameter at which the number of solutions changes. Then, using the Krawczyk method and some result of equivariant bifurcation theory, we rigorously prove the existence of such bifurcations and classify them.
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1 Introduction

The Newtonian $n$-body problem is the study of the dynamics of $n$ point particles with masses $m_i \in \mathbb{R}^+$ and positions $q_i \in \mathbb{R}^d$ ($i = 1, \ldots, n$), moving according to Newton’s laws of motion:

$$m_j \ddot{q}_j = F_i = \sum_{i \neq j} \frac{m_i m_j (q_i - q_j)}{r_{ij}^3} \quad 1 \leq j \leq n \quad (1)$$

where $r_{ij} = \|q_i - q_j\|$ is the distance between $q_i$ and $q_j$. The force vector $F_i \in \mathbb{R}^d$ can also be written as a partial gradient $F_i = \nabla_i U$ where

$$U = \sum_{i<j} \frac{m_i m_j}{r_{ij}}$$

is the Newtonian potential function and $\nabla_i$ denotes the vector of partial derivatives with respect to the $d$ components of $q_i$.

In the Newtonian $n$-body problem, the simplest possible motions are such that the configuration is constant up to rotations and scaling, and each body describes a Keplerian orbit. Only some special configurations of particles
are allowed in such motions. Wintner called them central configurations (or c.c.'s, for short). A configuration \((q_1, \ldots, q_n)\) is called a central configuration if and only if there exists a \(\lambda \in \mathbb{R}\) such that

\[
\lambda(q_j - q_G) = \frac{1}{m_j} \nabla_j U = \sum_{i \neq j} \frac{m_i (q_k - q_j)}{r_{ij}^3} \quad 1 \leq j \leq n
\]

(2)

where \(q_G = \sum_i m_i q_i / \sum_i m_i\) is the center of mass. It turns out that the values of \(\lambda\) are uniquely determined by the equation above, in fact

\[
\lambda = -\frac{U}{I}
\]

where

\[
I = \sum_i m_i \|q_i - q_G\|^2 = \frac{1}{M} \sum_{i<j} m_i m_j r_{ij}^2
\]

is the moment of inertia with respect to \(q_G\), and \(M = \sum_i m_i\). Equations (2) are invariant under rotations, dilatations and translations on the plane. Two central configurations are considered equivalent if they are related by these symmetry operations, and thus lie in the same equivalence class.

The question of the existence and classification of central configurations is a difficult and fascinating problems that dates back to the work of 18th-century mathematicians Euler and Lagrange, and has been revived by contemporary mathematician Steven Smale [22] with the conjecture (due to Chazy [9] and Wintner [25]) that the number of central configurations is finite.

An exact count of the central configurations of \(n\)-bodies was found by Moulton [17] for the collinear \(n\)-body problem. Moulton showed that there are \(n!/2\) collinear equivalence classes, that is there is one collinear relative equilibrium for each ordering of the masses.

The number of planar central configurations of \(n\)-bodies (for arbitrary \(n\)) is known when some of the masses are assumed sufficiently small [26], however, an exact count for an arbitrary set of positive masses is known only when \(n = 2, 3\).

In the four-body problem the number of central configurations has been shown to be finite [11], but a complete characterization is known only for the equal masses case [1, 2], when one of the masses is sufficiently small [6, 7], and when there are two pairs of equal masses, with one pair sufficiently small [10]. There are also some partial results if some of the masses are equal [15, 20, 5].
There are a number of papers investigating the bifurcations of central configurations in the four-body problem. In [21] Simó presented a numerical study of the bifurcations of the central configurations with arbitrary masses, and gave exact numbers of central configurations inferred by these numerical computations. In [16] Meyer and Schmidt studied the equilateral triangle family of central configurations and showed that families of isosceles triangle bifurcate from the equilateral triangle family. In [8] Bernat, Llibre and Perez-Chavela, studied the kite configurations of the four-body problem with three equal masses and found two bifurcation in the number of c.c.’s, one of which is Meyer and Schmidt’s bifurcation. This allowed them to obtain an exact count of the number of kite shaped c.c.’s.

In this paper we study the four-body problem in two special cases: the case where three of the masses are equal and the case where there are two pairs of equal masses. In both cases we first do a numerical study by varying one of the masses from the equal masses case. This allows us to determine, numerically, the values of the mass parameter for which there are bifurcations. Then we use interval arithmetic to implement the Krawczyk method [18] and prove rigorously the existence of the bifurcations we located numerically. In the three equal masses case we recover the bifurcations obtained in [16] and [8] but we also find three supercritical pitchfork bifurcations for $m = m_{\ast\ast} \approx 0.99184227$. These are symmetry breaking bifurcations where one $\mathbb{Z}_2$-symmetric configurations splits into three, two of which have no symmetry. In the case of two pairs of equal masses ($m_1 = m_2 = 1$ and $m_3 = m_4 = m$ with $m \leq 1$) we find two bifurcations: a fold and a supercritical pitchfork bifurcation. A consequence of our analysis is that, based on our numerical results, we are able to give an exact count of the number of c.c.’s in the four body problem with some equal masses. The numbers we obtain seem to be compatible with the numerical results of Simó [21]. Unfortunately, our counts are also based on certain numerical computations and therefore we are unable to prove the well known conjecture that states that, given four masses, there is a unique convex c.c. for each cyclic order of the masses (see Problem 10 in [3], and references therein).

Interestingly, in the four-vortex problem, a companion problem of the four-body problem, it is possible to give an exact count of the number of central configuration if some of the vorticities are equal. In fact, in [12] we gave a complete description of the central configurations for the four-vortex problem with two pairs of equal vortices. Unfortunately, the approach taken in [12] does not work in the Newtonian four-body problem, because the degree
of the polynomial equations studied is greater and thus it is not possible to perform the same type of Gröbner basis computations.

The paper is organized as follows. In Section 2 we write the Dziobeck and the Albouy-Chenciner equations for central configurations. In Section 3 we briefly recall some important tools, namely the Krawczyk method, some bifurcation theory and some facts related to equivariant bifurcation theory. In Section 4 we study the bifurcations in the case of three equal masses. In Section 5 we study the bifurcations in the case of two pairs of equal masses.

2 Equations of central configurations in terms of mutual distances

2.1 Dziobeck equations

For \( n = 4 \) there are six mutual distances. A necessary and sufficient condition that six positive numbers \( r_{ij}, 1 \leq i < j \leq 4 \), are the mutual distances between four coplanar points is

\[
S = \begin{bmatrix}
0 & 1 & 1 & 1 & 1 \\
1 & 0 & r_{12}^2 & r_{13}^2 & r_{14}^2 \\
1 & r_{12}^2 & 0 & r_{23}^2 & r_{24}^2 \\
1 & r_{13}^2 & r_{23}^2 & 0 & r_{34}^2 \\
1 & r_{14}^2 & r_{24}^2 & r_{34}^2 & 0
\end{bmatrix}
\]

This determinant is equal to \( 288V^2 \), where \( V \) is the volume of the tetrahedron whose six edges are the mutual distances \( r_{ij} \). This formula is the three-dimensional generalization of Heron’s formula for the area of a triangle.

Using Lagrange multipliers, Dziobeck characterized the central configurations of four bodies as the critical points of

\[
V = U + \lambda_0(I - I_0) + \mu S
\]

viewed as a function of eight variables \( \lambda_0, \mu, r_{12}, r_{13}, r_{14}, r_{23}, r_{24}, r_{34} \), subject to the constraints \( I = I_0 \) and \( S = 0 \). Here \( \lambda_0 \) and \( \mu \) are Lagrange multipliers and \( I_0 \) is a fixed moment of inertia. Hence, the central configurations are the solution of the following eight equations:
\[ \frac{\partial V}{\partial \lambda_0} = 0, \quad \frac{\partial V}{\partial \mu} = 0 \]

\[ \frac{\partial V}{\partial r_{ij}} = 0 \quad 1 \leq i \neq j \leq 4. \]

We will denote by \( F = (F_1, \ldots, F_8) \) the equation obtained from the equations above by clearing the denominators, with the normalization \( I_0 = 1 \), and we will refer to them as Dziobek equations. Note that this equations give only the “strictly planar” configurations, that is the planar configurations that are not collinear.

### 2.2 Albouy-Chenciner equations

The Albouy-Chenciner equations are algebraic equations satisfied by the mutual distances \( r_{ij} \) of every central configuration \([4, 11]\)

\[ \sum_{k=1}^{n} m_k [S_{ik}(r^2_{jk} - r^2_{ik} - r^2_{ij}) + S_{jk}(r^2_{ik} - r^2_{jk} - r^2_{ij})] = 0 \quad (3) \]

for \( 1 \leq i < j \leq n \), where \( S_{ik} \) and \( S_{jk} \) are given by When \( m = m^* \) the \( 4 \times 4 \) submatrix obtained from the Jacobian of the Albouy-Chenciner equations by deleting the last two rows and columns has non-zero determinant.

\[ S_{ij} = \frac{1}{r^3_{ij}} + \lambda' \quad (i \neq j), \quad S_{ii} = 0 \quad (4) \]

where \( \lambda' = \lambda/M \). Since any relative equilibria may be rescaled, we will impose the normalization \( \lambda' = -1 \). This, in this case, can be assumed without loss of generality, however, this is not true in the vortex case, \([12]\).

After clearing the denominators in the \( S_{ij} \) terms, these equations form a polynomial system in the \( r_{ij} \) variables. These new equations are also called Albouy-Chenciner (AC) equations.

In the four body case the AC equations reduce to a system of six algebraic equations in six variables (the mutual distances). Note that the solutions of the Albouy-Chenciner equations for the four body problem include collinear solutions, planar solutions and one three-dimensional solution (the regular tetrahedron). It follows that the number of solution of the AC equation is
equal to the number of solutions of the Dziobeck ones plus 13, since it is well known that the number of collinear solutions in the four body problem is always 12.

3 Theoretical Background

In this section we review a few theoretical facts concerning interval arithmetic, bifurcation theory and group actions, that we will be useful in our analysis.

3.1 Interval arithmetic and the Krawczyk operator

We discuss a method to find rigorous bounds on the solution of a nonlinear smooth function \( F : \mathbb{R}^n \to \mathbb{R}^n \). Let \( x \in \mathbb{R}^n \), and let \([x]_r \subset \mathbb{R}^n\) be the interval set centered at \( x \) with radius \( r > 0 \). Namely,

\[
[x]_r = \{ y \in \mathbb{R}^n : \| y - x \|_{\infty} \leq r \},
\]

where \( \| \cdot \|_{\infty} \) is the infinity norm. Assume the derivative of \( F \) at \( x \), denoted by \( DF(x) \) is nonsingular, then the Krawczyk operator of \( F \) associated with \( [x]_r \) is defined as

\[
K(x, [x]_r) = x - DF(x)^{-1} F(x) + [I - DF(x)^{-1} DF([x]_r)]([x]_r - x).
\]

The Krawczyk operator can be used to test the existence and uniqueness of a zero in a set \([x]_r\) using the following theorem

**Theorem 1.** Let \( F : \mathbb{R}^n \to \mathbb{R}^n \) be a smooth nonlinear function

1. If \( F \) has a root \( x^* \in [x]_r \) then \( x^* \in [x]_r \cap K(x, [x]_r) \).

2. If \( [x]_r \cap K(x, [x]_r) = \emptyset \) then \( F \) has no zeroes in \([x]_r\).

3. If \( \emptyset \neq K(x, [x]_r) \) is a subset of the interior of \([x]_r\) then \( F \) contains a unique zero in \( x \).

This is essentially a fixed point theorem. A proof is given in [18]. Using this theorem it is possible to implement code to find bounds on roots of nonlinear equations. We wrote the code for Sage [24], using Sage arbitrary
precision real intervals. Sage real intervals are based on the Multiple Precision Floating-point Interval library (MPFI) by Nathalie Revol and Fabrice Rouillier.

An interval $[a, b]$ will often be written as a standard floating-point number with a question mark (for instance, 3.1416?). The question mark indicates that the preceding digit may have an error of $\pm 1$. Note that in such cases usually a more precise bound is known, but it is not displayed to save space.

### 3.2 Bifurcations

The saddle-node, transcritical and pitchfork bifurcations are the most important types of bifurcations that occur in systems with a system whose linearization has a one dimensional null-space. Let

$$ F : \mathbb{R}^n \times \mathbb{R} \rightarrow \mathbb{R}^n : (x, \mu) \rightarrow F(x, \mu) $$

be a smooth map, where $\mu$ is a parameter. We use $DF$ to denote the Jacobian matrix, and $F_\mu$ to denote the vector of partial derivatives of the components of $F$ with respect to $\mu$. We are interested in studying how the number of solutions of the system $F(x, \mu) = 0$ varies as $\mu$ varies. We have the following useful theorem, a proof of which can be found in [23].

**Theorem 2.** Suppose that $F(x_0, \mu_0) = 0$ and that the Jacobian matrix $A = DF(x_0, \mu_0)$ has a simple eigenvalue $\lambda = 0$ with eigenvector $v$, and that the matrix $A^T$ has an eigenvector $w$ corresponding to the eigenvalue $\lambda = 0$. Then

1. If $w^T F_\mu(x_0, \mu_0) \neq 0$, $w^T [DF_\mu(x_0, \mu_0)(v, v)] \neq 0$, then the system experiences a fold bifurcation at the equilibrium point $x_0$ as the parameter $\mu$ passes through the bifurcation value $\mu = \mu_0$.

2. If

$$ w^T F_\mu(x_0, \mu_0) = 0 $$
$$ w^T [DF_\mu(x_0, \mu_0)v] \neq 0 $$
$$ w^T [D^2F(x_0, \mu_0)(v, v)] \neq 0 $$

then the system experiences a transcritical bifurcation at the equilibrium point $x_0$ as the parameter $\mu$ passes through the bifurcation value $\mu = \mu_0$. 
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3. If

\[ w^T F_\mu(x_0, \mu_0) = 0 \]
\[ w^T [DF_\mu(x_0, \mu_0)v] \neq 0 \]
\[ w^T [D^2 F(x_0, \mu_0)(v,v)] = 0 \]
\[ w^T [D^3 F(x_0, \mu_0)(v,v)] \neq 0 \]

then the system experiences a pitchfork bifurcation at the equilibrium point \( x_0 \) as the parameter \( \mu \) passes through the bifurcation value \( \mu = \mu_0 \).

If \( w^T [D^3 F(x_0, \mu_0)(v,v)] < 0 \) the branches occur for \( \mu > \mu_0 \), and the bifurcation is supercritical. Otherwise, the branches occur for \( \mu < \mu_0 \) and the bifurcation is subcritical.

3.3 Group actions and equivariant bifurcation theory

**Definition 1.** Let \( M \) be a manifold and let \( G \) be a group. A **action** of a group \( G \) on \( M \) is a map \( \Phi : G \times M \to M \) such that:

(i) \( \Phi(E,x) = x \), for all \( x \in M \), where \( E \) is the identity element of \( G \); and

(ii) \( \Phi(g,\phi(h,x)) = \Phi(gh,x) \) for all \( g,h \in G \) and \( x \in M \).

For every \( g \in G \) let \( \Phi_g : M \to M : x \to \Phi(g,x) \); then (i) becomes \( \Phi_E = \text{id}_M \) while (ii) becomes \( \Phi_{gh} = \Phi_g \circ \Phi_h \). In the special but important case where \( M \) is a vector space \( V \) and each \( \Phi_g \) a linear transformation, the action of \( G \) on \( V \) is called a **linear representation** of \( G \) on \( V \).

**Definition 2.** Let \( M \) and \( N \) be manifolds and let \( \Phi : G \times M \to M \), \( \Psi : G \times N \to N \) be two actions. Assume that \( F : M \to N \) is a smooth function, then we say that \( F \) is **equivariant** with respect to these actions if for all \( g \in G \)

\[ F \circ \Phi_g = \Psi_g \circ F. \]

**Definition 3.** Let \( G \) be a group acting on \( M \). The **isotropy subgroup** of any \( x \in M \) is

\[ \Sigma_x := \{ g \in G : \Phi_g(x) = x \} \subset G. \]

If \( \Sigma_x \) is nontrivial then \( x \) is called an **isotropic point**.
Definition 4. Let \( \Sigma \) be a subgroup of \( G \) where \( G \) is a compact Lie group acting on a vector space \( V \). The fixed point subspace of \( \Sigma \) is

\[
\text{Fix}(\Sigma) = \{ x \in V : \Phi_g(x) = x, \forall g \in \Sigma \}.
\]

We are interested in the case where the group \( G = \mathbb{Z}_2 \) and \( \{ I, R \} \) is a linear representation of \( \mathbb{Z}_2 \) in \( \mathbb{R}^n \), where \( I \) is the identity and \( R \) is an \( n \times n \) matrix satisfying

\[
R^2 = I.
\]

We want to show that if \( x_0 \) is \( \mathbb{Z}_2 \)-symmetric, that is \( Rx_0 = x_0 \) then the symmetry can be helpful in determining the type of bifurcation.

Lemma 1. Let \( F : \mathbb{R}^n \times \mathbb{R} \rightarrow \mathbb{R}^n : (x, \mu) \rightarrow F(x, \mu) \) be a smooth function. Suppose that \( F \) is \( \mathbb{Z}_2 \)-equivariant for each \( \mu \), that is \( F(Rx, \mu) = RF(x, \mu) \) for every \( \mu \), and let \( x_0 \) such that \( Rx_0 = x_0 \). Let \( F(x_0, \mu_0) = 0 \) and let \( A = DF(x_0, \mu_0) \). Suppose that \( A \) has a simple eigenvalue \( \lambda = 0 \) with eigenvector \( v \) such that \( Rv = -v \), and that \( A^T \) has an eigenvector \( w \) corresponding to \( \lambda = 0 \). Then

\[
\begin{align*}
& w^T F_\mu(x_0, \mu_0) = 0 \\
& w^T [D^2 F(x_0, \mu_0)(v, v)] = 0
\end{align*}
\]

Proof. We prove that first expression is zero. Differentiating \( F(Rx, \mu) = RF(x, \mu) \) with respect to \( \mu \) at the point \( (x_0, \mu_0) \), and using the fact that \( Rx_0 = x_0 \), yields

\[
F_\mu(x_0, \mu_0) = RF_\mu(x_0, \mu_0).
\]

Since the symmetry of the kernel and cokernel are the same \( Rv = -v \) implies \( w^T R = -w^T \). Thus, applying \( w^T \) to the left of the equation above, we obtain

\[
w^T F_\mu(x_0, \mu_0) = w^T RF_\mu(x_0, \mu_0) = -w^T F_\mu(x_0, \mu_0).
\]

We now show that the second expression is zero. Differentiating \( F(Rx, \mu) = RF(x, \mu) \) with respect to \( x \) yields

\[
DF(Rx, \mu)(Ru) = R[DF(x)(u)]
\]

differentiating again and computing the derivative at \( (x_0, \mu) \):

\[
D^2 F(Rx_0, \mu_0)(Ru, Rv) = R[D^2 F(x_0, \mu_0)(u, v)]
\]
If we apply $w^T$ on the left put $u = v$ and assume $Rx_0 = x_0$ from the equation above we obtain

$$w^T[D^2F(x_0, \mu_0)(v, v)] = w^T[D^2F(x_0, \mu_0)(-v, -v)]$$

$$= w^T[D^2F(x_0, \mu_0)(Rv, Rv)] = w^T[R[D^2F(x_0, \mu_0)(v, v)]$$

$$= -w^T[D^2F(x_0, \mu_0)(v, v)]$$

Another useful result is the following (see [13]):

**Lemma 2.** Suppose $T : \mathbb{R}^n \to \mathbb{R}^n$ is a linear operator and $A$ is its matrix representation. If $T$ is $\mathbb{Z}_2$-equivariant then $AR = RA$. Suppose that the kernel of $A$ is one-dimensional, then $Av = 0$ implies $Rv = v$ or $Rv = -v$.

### 4 The Case of Three Equal Masses

In this section we study the bifurcations of the four body problem with three equal masses. In the first subsection we show that the equation of the central configurations are equivariant with respect to the group $D_6$. In the following section we give an overview of the three bifucations we found. In the last three subsections of this section we analyze each of the bifurcations in detail.

#### 4.1 Equivariance

Recall that the dihedral group of order six, is a group with six elements $D_6 = \{E, g_1, g_2, g_3, g_4, g_5\}$ with $g_3 = g_1g_2g_1$, $g_4 = g_1g_2$, $g_5 = g_2g_1$ and Cayley table

|   | $E$ | $g_1$ | $g_2$ | $g_3$ | $g_4$ | $g_5$ |
|---|----|-------|-------|-------|-------|-------|
| $E$ | $E$ | $g_1$ | $g_2$ | $g_3$ | $g_4$ | $g_5$ |
| $g_1$ | $g_1$ | $E$ | $g_4$ | $g_5$ | $g_2$ | $g_3$ |
| $g_2$ | $g_2$ | $g_5$ | $E$ | $g_4$ | $g_3$ | $g_1$ |
| $g_3$ | $g_3$ | $g_4$ | $g_5$ | $E$ | $g_1$ | $g_2$ |
| $g_4$ | $g_4$ | $g_3$ | $g_1$ | $g_2$ | $g_5$ | $E$ |
| $g_5$ | $g_5$ | $g_2$ | $g_3$ | $g_1$ | $E$ | $g_4$ |

where $E$ is the identity. This group is isomorphic to the symmetric group of degree three. The proper subgroups of $D_6$ are $\{E\}$ (the trivial group),
Then, for each fixed value of $m$ we can think of the Dziobek equations as a map $F : \mathbb{R}^8 \rightarrow \mathbb{R}^8$. A computation shows that this map is equivariant with respect to the action $\Phi$ for each value of $m$.

Similarly one can consider the action $\Phi$ of the dihedral group $D_6$ on $\mathbb{R}^6$ defined by

$$
\begin{align*}
\Phi_E &= e : (r_{12}, r_{13}, r_{14}, r_{23}, r_{24}, r_{34}) \rightarrow (r_{12}, r_{13}, r_{14}, r_{23}, r_{24}, r_{34}) \\
\Phi_{g_1} &= \gamma_1 : (r_{12}, r_{13}, r_{14}, r_{23}, r_{24}, r_{34}) \rightarrow (r_{12}, r_{13}, r_{14}, r_{23}, r_{24}, r_{34}) \\
\Phi_{g_2} &= \gamma_2 : (r_{12}, r_{13}, r_{14}, r_{23}, r_{24}, r_{34}) \rightarrow (r_{12}, r_{13}, r_{14}, r_{23}, r_{24}, r_{34}) \\
\Phi_{g_3} &= \gamma_3 : (r_{12}, r_{13}, r_{14}, r_{23}, r_{24}, r_{34}) \rightarrow (r_{12}, r_{13}, r_{14}, r_{23}, r_{24}, r_{34}) \\
\Phi_{g_4} &= \gamma_4 : (r_{12}, r_{13}, r_{14}, r_{23}, r_{24}, r_{34}) \rightarrow (r_{12}, r_{13}, r_{14}, r_{23}, r_{24}, r_{34}) \\
\Phi_{g_5} &= \gamma_5 : (r_{12}, r_{13}, r_{14}, r_{23}, r_{24}, r_{34}) \rightarrow (r_{12}, r_{13}, r_{14}, r_{23}, r_{24}, r_{34})
\end{align*}
$$

Then, for each fixed value of $m$ we can think of the Albouy-Chenciner equations as a map $f : \mathbb{R}^6 \rightarrow \mathbb{R}^6$. A computation shows that this map is equivariant with respect to the action $\Phi$ for each value of $m$.

4.2 The global picture

In this subsection we give an overview of the bifurcations we found in the case three of the masses are equal. Many of the remarks are based on numerical computations. The central configurations of four bodies with four equal
masses are well understood since the work of Alain Albouy [1, 2]. Hence, one can compute numerical approximations of the central configurations and then use continuation methods to find the central configurations for as the mass parameter varies. We computed the solutions of the central configuration equations using homotopy continuation methods for the equal mass case using HOM4PS2 [14] for the Dziobeck equations, and HOM4body (an offshoot of HOM4PS2 ) for the Albouy-Chenciner equations. We then numerically studied the solutions of the equations as we varied the parameter \( m = m_4 \). We found that the Jacobian determinant of the equations vanishes along certain solutions at
\[
 m = m_* = \frac{(81 + 64\sqrt{3})}{249} \approx 0.77048695, \\
 m = m_{**} \approx 0.99184227 \text{ and at } m = m^* \approx 1.00266054.
\]
Each of these values of \( m \) actually correspond to a bifurcation.

At \( m = m^* \) there are three fold bifurcations (or turning points). In this case, as \( m \) is increased through \( m^* \) six solutions coalesce to three. These solutions are illustrated in Figure 1.

At \( m = m_{**} \) there are three supercritical pitchfork bifurcation, so that, when decreasing \( m \), nine solutions coalesce to three. Some of these solutions are illustrated in Figure 2, where we show one of the pitchfork bifurcations. The other two cases are similar, except that the solutions to be considered in the two remaining cases have \( m_1 \) in the convex hull formed by the other three masses, in one case, and \( m_2 \) in the other.

At \( m = m_* = \frac{(81 + 64\sqrt{3})}{249} \approx 0.77048695 \) four solutions coalesce into one, and then, as \( m \) decreases the one solution branches into four solutions again (see Figure 3 ). This value of \( m \) can easily be found analytically by studying the equilateral triangle family \( r_{12} = r_{13} = r_{23} = 1, r_{14} = r_{24} = r_{34} = \frac{\sqrt{3}}{3} \). With the aid of a computer algebra system one can show that the value of the Jacobian determinant of the Dziobeck equations (with the normalizing condition \( I = 1 \) ) along the equilateral family is
\[
 \frac{64(60\sqrt{3} - 133)(-249m + 64\sqrt{3} + 81)^2m^2(m + 3)^5}{20667}
\]
which is non-zero for all positive values of \( m \) except for \( m = m_{**} = \frac{(81 + 64\sqrt{3})}{249} \approx 0.77048695 \). The value of \( m_{**} \) was originally found analytically by Palmore [19] and an analytical study of the bifurcations at this point was done in [16].

The number of solutions to the Dziobeck and Albouy-Chenciner equations together with the number of geometrically distinct planar central configurations implied by our numerical computations is summarized in the following
4.3 Bifurcation at $m = m^* \approx 1.00266054$

We now use interval arithmetic to analyze one of the folds bifurcations at $m = m^*$ (the one with $m_3$ in the convex hull formed by the other masses). This approach will allow us to prove that the bifurcation exists and it is a fold. Let $\tilde{F} = [(F_1, \ldots, F_8, \det(DF)]$ be the vector having as components the Dziobek equations and the determinant of the Jacobian matrix of $F$. Then we can use the Krawczyk operator to prove the existence of a (unique) solution $(x^*, m^*)$ to the equation $\tilde{F}(x, m) = 0$ in a small box. Let $[x^*] \times [m^*]$ be the box containing the solution $(x^*, m^*)$. Using as initial guess a value obtain using numerical computations we obtain that

$$[x^*] = \begin{bmatrix}
0.7904883951465367? \\
0.98742601345653? \\
0.57921860462471? \\
1.00549177029900? \\
0.57921860462471? \\
1.00549177029900? \\
0.57304559793134?
\end{bmatrix}$$

and $[m^*] = 1.00266054757261000068580350?$. Suppose $A = DF([x^*], [m^*])$. Computing the echelon form of $A$ using Gauss elimination it is possible to show rigourosly that the null-space of $A$ is one dimensional, since we know that at least one eigenvalue must be zero, but seven of the eight rows of the echelon form are clearly non-zero. From the echelon form of $A$ we find that
Figure 1: On the left we show three pairs of solutions for $m_1 = m_2 = m_3 = m_4 = 1$. These solutions are continued, by increasing the parameter $m_4 = m$. Then, at $m = m^* \approx 1.00266054...$, each pair of solution coalesce into one solution with a $\mathbb{Z}_2$ symmetry. This solution cannot be continued further, since we encounter a fold bifurcation.
the eigenvectors of $A$ and $A^T$ corresponding to the zero eigenvalue are

$$v = \begin{bmatrix} 0.2 \times 10^{-9} \\ -0.1790264489 \\ 2.985142158 \\ -0.5496816801 \\ -1.4331568126 \\ -0.5496816801 \\ -1.4331568126 \\ 1 \end{bmatrix}, \quad \text{and} \quad w = \begin{bmatrix} 0.2 \times 10^{-9} \\ -0.2353121319 \\ 1.0068617795 \\ -0.5380276784 \\ -0.46549501352 \\ -0.5380276784 \\ -0.46549501352 \\ 1 \end{bmatrix},$$

respectively. Moreover we have that

$$w^T F_m([x^*], [m^*]) = -6.501134640?$$

$$w^T [D^2 F([x^*], [m^*])(v, v)] = -2066.64414?$$

and thus, since the interval obtained do not contain zero, by Theorem 2, the bifurcation occurring at $(x^*, m^*)$ is a fold bifurcation.

This bifurcation can also be studied by imposing the symmetry on the equations. This approach was taken in [8]. Note the bifurcation value we obtain differs slightly from the one obtained in [8]. We are confident that our value for $m^*$ is the correct one since we verified it using several different methods (including using the equations used in [8]).

4.4 Bifurcation at $m = m_{**} \approx 0.99184227$

We now use interval arithmetic to analyze one of the pitchfork bifurcations at $m = m_{**}$ (the one in which $m_3$ is in the convex hull formed by the other masses). Let $\hat{F} = [(F_1, \ldots, F_8, \det(DF)]$ be the vector having as components the Dziobeck equations and the determinant of the Jacobian matrix of $F$. Then we can use the Krawczyk operator to prove the existence of a (unique) solution $(x_{**}, m_{**})$ to the equation $\hat{F}(x, m) = 0$ in a small box. Let $[x_{**}] \times [m_{**}]$ be the box containing the solution $(x_{**}, m_{**})$. Using as initial guess a
Figure 2: On the left we show three solutions for \( m_1 = m_2 = m_3 = m_4 = 1 \). These solutions are continued, by varying the parameter \( m = m_4 \). As soon as \( m < 1 \) the solutions loose symmetry. Then, at \( m = m_4 \approx 0.99184227 \ldots \), they coalesce into one solution with a \( \mathbb{Z}_2 \) symmetry. This solution can be continued further. On the right we show the corresponding solutions for \( m_1 = m_2 = m_3 = 1 \) and \( m = 0.005 \).
value obtain using numerical computations we obtain that

\[
[x_{**}] = \begin{bmatrix}
4.07733034636361696432719?
0.777155400247894593452215?
1.013474951606110121651278?
0.57621299527180?
0.995153301920946?
0.57621299527180?
0.995153301920946?
0.582177257875351248071238?
\end{bmatrix}
\]

and \([m_{**}] = 0.9918422743904091554349?\). Suppose \(A = DF([x_{**}], [m_{**}])\). Computing the echelon form of \(A\) using Gauss elimination it is possible to show rigorously that the null-space of \(A\) is one dimensional, since we know that at least one eigenvalue must be zero, but seven of the eight rows of the echelon form are clearly non-zero. From the echelon form of \(A\) we find that the eigenvectors of \(A\) and \(A^T\) corresponding to the zero eigenvalue are

\[
v = \begin{bmatrix}
0.\times10^{-10}
0.\times10^{-11}
0.\times10^{-11}
0.34810374597?
-1.000000000000?
-0.348103745971?
1
0
\end{bmatrix}, \text{ and } w = \begin{bmatrix}
0.\times10^{-10}
0.\times10^{-11}
0.\times10^{-11}
1.038299933568?
-1.000000000000?
-1.0382999335680?
1
0
\end{bmatrix},
\]

respectively. Moreover we have that

\[
w^T F_m([x_{**}], [m_{**}]) = 0.\times10^{-10}
\]
\[
w^T [DF_m([x_{**}], [m_{**}])v] = 34.944523147?
\]
\[
w^T [D^2 F([x_{**}], [m_{**}]) (v, v)] = 0.\times10^{-7}
\]
\[
w^T [D^3 F([x_{**}], [m_{**}]) (v, v, v)] = -2636.629585?
\]

and thus, by Theorem 2, this suggests that the bifurcation occurring at \((x_{**}, m_{**})\) is a pitchfork bifurcation. Since the last expression above is negative, again by Theorem 2, the branches occur for \(m > m_{**}\) and the bifurcation
is supercritical. To prove rigorously that the bifurcation we found is indeed a pitchfork bifurcation we use Lemma 1. In this case \( R = \Phi_{g_3} \). The fact that \( Rx^* = Rx^* \) follow from the symmetry of the solution (the symmetry of the solution can be shown rigorously by applying the Krawczyk operator to \( \tilde{F} \) with the constraints imposed by the symmetry). Also, from Lemma 2 we have either \( Rv = v \) or \( Rv = -v \). Inspecting the interval expression we obtained for \( v \) it is clear that the first alternative cannot hold, hence \( Rv = -v \). Thus, the hypothesis of 1 are verified and the bifurcation is a pitchfork.

4.5 Bifurcation at \( m = m_* = (81+64\sqrt{3})/249 \approx 0.77048695 \)

The bifurcations at \( m_{**} \) is not covered by the theory of section 3.2 because the null-space is two dimensional. This bifurcation was studied in detail in [16] using the Dziobeck equations and the Liapunov-Schmidt reduction. For the sake of completeness we reproduce those results, but, to differentiate our computations from the ones in [16], we use the Albouy-Chenciner equations instead of the Dziobeck equations.

Let us denote the Albouy-Chenciner equations for the four-body problem (with normalization \( \lambda' = -U/(MI) = -1 \)) as \( f = 0 \) where \( f = (f_1, f_2, f_3, f_4, f_5) \), and order the 6 variables by introducing the 6-vector \( z = (z_1, z_2, z_3, z_4, z_5, z_6) = (r_{12}, r_{13}, r_{14}, r_{23}, r_{24}, r_{34}) \). The equilateral triangle family corresponds to the solution \( z = a \) where \( a = (\alpha, \alpha, \sqrt{3}\alpha, \alpha, \sqrt{3}\alpha, \sqrt{3}\alpha) \) with

\[
\alpha = \left( \frac{3(\sqrt{3}m + 3)}{m + 3} \right)^{1/3}.
\]

When \( m = m_* \) the 4 \( \times \) 4 submatrix obtained from the Jacobian of the Albouy-Chenciner equations by deleting the last two rows and columns has non-zero determinant.

Let \( L_0 = Df_{m_*}(a) \) be the linearization of \( f \) at \( a \). Let \( Q \) be the projection onto the subspace span\( (\{e_5, e_6\}) \) of \( \mathbb{R}^6 \), where \( e_1, \ldots, e_6 \) are the elements of the standard basis of \( \mathbb{R}^6 \). Let \( P \) be the projection onto the subspace span\( (\{e_3, e_6\}) \). Let \( z = Pz + (Id - P)z = u + v \), so that \( u = (0, 0, 0, 0, z_5, z_6) \) and \( v = (z_1, z_2, z_3, z_4, 0, 0) \). The original equation \( f_m(z) = 0 \) can now be split into the two equations:

\[
\tilde{f}_m(u, v) = (Id - Q)f_m(u + v) = 0, \quad \text{and} \quad Qf_m(u + v) = 0.
\]
Figure 3: On the left we show four solutions of the AC equations for \( m_1 = m_2 = m_3 = m_4 = 1 \). We vary the parameter \( m = m_4 \) and continue these solutions up to \( m = m_{**} \approx 0.77048695 \ldots \), where they coalesce into one solution. This solution branches again into four solutions. These solutions can be continued further. On the right we show the corresponding solutions for \( m_1 = m_2 = m_3 = 1 \) and \( m = 0.005 \).
By the implicit function theorem, since the Jacobian of $\tilde{f}_m$ with respect to $v$ is non-singular, the first of the equations above has the unique solution $v = v^*_m(u)$ for $m$ near $m_\ast$. This solution can be substituted in the second equation and yields the so-called bifurcation equation

$$G_m(u) = Qf_m(u + v^*_m(u)) = 0.$$ 

In our case we use an approximation of $v^*_m(u)$ and $G_m(u)$ by Taylor expansion. More precisely, let $m = m_\ast + \epsilon$, $z = a + \epsilon b + \epsilon^2 c + \ldots$, where 

$$a = (\alpha, \alpha, \sqrt{3}/3 \alpha, \alpha, \sqrt{3}/3 \alpha, \alpha), \quad b = (b_1, b_2, b_3, b_4, b_5, b_6), \quad c = (c_1, c_2, c_3, c_4, c_5, c_6),$$

and $\alpha$ is as above. We solve $(\text{Id} - Q)f_m(u + v) = 0$ order by order and we substitute into the bifurcation equation $G_m(u) = 0$. This allows us to find $b_1, b_2, b_3, b_4, c_1, c_2, c_3, c_4$ as functions of $b_5, b_6, c_5, c_6$. In particular we have

$$b_1 = \frac{1}{83}(81 + 64\sqrt{3})b_6$$
$$b_2 = \frac{1}{83}(81 + 64\sqrt{3})b_5$$
$$b_3 = -b_6 - b_5$$
$$b_4 = -\frac{1}{83}(81 + 64\sqrt{3})(b_5 + b_6)$$

we omit the expressions for the $c_i$s since they are quite long. The equation $G_m(u) = 0$ is identically zero at order 0 and 1, while at order 2 becomes:

$$(b_6 + 2b_5)(p_1b_6 + p_2) = 0$$
$$(b_5 + 2b_6)(p_1b_5 + p_2) = 0$$

where

$$p_1 = 529935346928$$
$$p_2 = 2^{1/3}(49 + 9\sqrt{3})^{1/3}(207 + 16\sqrt{3})^{2/3}(362080075\sqrt{3} - 711993501)$$
$$\approx -1.63211356 \times 10^{10}$$

These equations have the following four solutions:

$$b_5 = b_6 = 0$$
$$b_5 = b_6 = -p_3$$
$$b_5 = -p_3, \quad b_6 = 2p_3$$
$$b_5 = 2p_3, \quad b_6 = -p_3$$
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where \( p_3 = p_1/p_2 \approx -32.46926929 \). From this we find four approximate solutions of the form

\[
\left( \alpha + \epsilon b_1 + \ldots, \alpha + \epsilon b_2 + \ldots, \frac{\sqrt{3}}{3} \alpha + \epsilon b_3 + \ldots, \frac{\sqrt{3}}{3} \alpha + \epsilon b_4 + \ldots, \frac{\sqrt{3}}{3} \alpha + \epsilon b_5 + \ldots, \frac{\sqrt{3}}{3} \alpha + \epsilon b_6 + \ldots \right)
\]

where \( b_1, \ldots, b_4 \) can be computed from equations (5). These results seem to be compatible with the results obtained in [16] for the Dziobek equations. Note that this analysis is local in nature, while our numerical results show that the branches of the bifurcation can be continued further see figure 3. The symmetry of the various branches is easy to detect numerically and is indicated in figure 3. The symmetry of the solutions can also be inferred theoretically from the symmetry of the equations, see for example the argument in [16].

\section{The Case of Two Pairs of Equal Masses}

\subsection{Equivariance}

Recall that the Klein four-group is the group \( \mathbb{Z}_2 \times \mathbb{Z}_2 \), the direct product of two copies of the cyclic group of order 2. This group has four elements \( \mathbb{Z}_2 \times \mathbb{Z}_2 = \{ E, h_1, h_2, h_3 \} \) with \( h_3 = h_1 h_2 \) and Cayley table

\[
\begin{array}{c|cccc}
\circ & E & h_1 & h_2 & h_3 \\
E & E & h_1 & h_2 & h_3 \\
h_1 & h_1 & E & h_3 & h_2 \\
h_2 & h_2 & h_3 & E & h_1 \\
h_3 & h_3 & h_2 & h_1 & E
\end{array}
\]

where \( E \) is the identity. The proper subgroups of the Klein four-group are \( \{ E \} \) (the trivial group), \( \{ E, h_1 \} \), \( \{ E, h_2 \} \). Consider the four body with masses \( m_1 = m_2 = 1 \) and \( m_3 = m_4 = m \), and consider the action \( \Psi \) of the Klein four-group on \( \mathbb{R}^8 \) defined by
\[ \Psi_E = e : (\lambda_0, \mu, r_{12}, r_{13}, r_{14}, r_{23}, r_{24}, r_{34}) \to (\lambda_0, \mu, r_{12}, r_{13}, r_{14}, r_{23}, r_{24}, r_{34}) \]

\[ \Psi_{h1} = \gamma_1 : (\lambda_0, \mu, r_{12}, r_{13}, r_{14}, r_{23}, r_{24}, r_{34}) \to (\lambda_0, \mu, r_{12}, r_{23}, r_{24}, r_{13}, r_{14}, r_{34}) \]

\[ \Psi_{h2} = \gamma_2 : (\lambda_0, \mu, r_{12}, r_{13}, r_{14}, r_{23}, r_{24}, r_{34}) \to (\lambda_0, \mu, r_{12}, r_{14}, r_{13}, r_{24}, r_{23}, r_{34}) \]

\[ \Psi_{h3} = \gamma_3 : (\lambda_0, \mu, r_{12}, r_{13}, r_{14}, r_{23}, r_{24}, r_{34}) \to (\lambda_0, \mu, r_{12}, r_{24}, r_{23}, r_{14}, r_{13}, r_{34}) \]

Then, for each fixed value of \( m = m_4 \) we can think of the Dziobeck equations as a map \( F : \mathbb{R}^8 \to \mathbb{R}^8 \). A computation shows that this map is equivariant with respect to the action \( \Psi \) for each value of \( m \).

### 5.2 The global picture

In this subsection we give an overview of the bifurcations we found in the case \( m_1 = m_2 = 1 \) and \( m_3 = m_4 = m \). The approach taken here is analogous to the approach taken in subsection 4.2, in particular the description presented here is based on numerical computations. Without loss of generality, we restrict our discussion to the case \( 0 < m \leq 1 \). We found that the Jacobian of the Dziobeck (and Albouy-Chenciner) equations vanishes along certain solutions for \( m = \tilde{m}_* \approx 0.99229944 \ldots \) and \( m = \tilde{m}_{**} \approx 0.99729401 \ldots \). Each of these values of \( m \) corresponds to a bifurcation.

At \( m = \tilde{m}_* \) there are two fold bifurcations. In this case, as \( m \) is decreased through \( \tilde{m}_* \), four solutions coalesce to two. These solutions are illustrated in Figure 4.

At \( m = \tilde{m}_* \) there are two supercritical pitchfork bifurcations, so that, when \( m \) is decreased through \( \tilde{m}_* \), six solutions coalesce to two. These solutions are illustrated in Figure 5.

The number of solutions to the Dziobeck and Albouy-Chenciner equations together with the number of geometrically distinct planar central configurations implied by our numerical computations is summarized in the following table.

| Value of \( m_3 = m_4 \)       | \# of solns of Dziobek eqns | \# of solns of AC eqns | \# of geometrically different c.c’s |
|-------------------------------|-----------------------------|------------------------|-----------------------------------|
| \((0, \tilde{m}_*)\)          | 11                          | 24                     | 23                               |
| \(\tilde{m}_*\)               | 13                          | 26                     | 25                               |
| \((\tilde{m}_*, \tilde{m}_{**})\) | 15                          | 28                     | 27                               |
| \((\tilde{m}_{**}, 1)\)       | 19                          | 32                     | 31                               |
5.3 Bifurcation at \( m = \tilde{m}_{**} \approx 0.99729401 \)

Figure 4: On the left we show two pairs of solutions for \( m_1 = m_2 = m_3 = m_4 = 1 \). These solutions are continued by increasing the parameter \( m_3 = m_4 = m \). Then, at \( m = \tilde{m}_{**} \approx 0.99729401 \ldots \), each pair of solution coalesce into one solution with a \( \mathbb{Z}_2 \cong \{E, h_2\} \) symmetry. This solution cannot be continued further, since we encounter a fold bifurcation.

We now use interval arithmetic to analyze one of the fold bifurcations at \( m = \tilde{m}_{**} \) (the one with \( m_1 \) in the convex hull formed by the other masses). Let \( \tilde{F} = [(F_1, \ldots, F_8, \det(DF)] \) be the vector having as components the Dziobek equations and the determinant of the Jacobian matrix of \( F \). Then we can use the Krawczyk operator to prove the existence of a (unique) solution \((\tilde{x}_{**}, \tilde{m}_{**})\) to the equation \( \tilde{F}(x, m) = 0 \) in a small box. Let \( [\tilde{x}_{**}] \times [\tilde{m}_{**}] \) be the box containing the solution \((\tilde{x}_{**}, \tilde{m}_{**})\).

Using as initial guess a value obtain using numerical computations we
obtain that

\[
\begin{bmatrix}
4.084299818292302300114851009123568582155179
-0.780453123144502026519929
0.57378490851821667700499
0.580016877375747912049679
0.580016877375747912049679
1.00690845297374042914639
1.00690845297374042914639
0.98862560529638058147369
\end{bmatrix}
\]

and \([\tilde{m}_{ss}] = 0.997294013195487928197522562740823742645479\). Suppose \(A = DF([\tilde{x}_{ss}],[\tilde{m}_{ss}])\). Computing the echelon form of \(A\) using Gauss elimination it is possible to show rigorously that the null-space of \(A\) is one dimensional. The eigenvectors of \(A\) and \(A^T\) corresponding to the zero eigenvalue are

\[
\begin{bmatrix}
0.78 	imes 10^{-9}
-0.17902644829
2.9895142157
-0.5496816801
-1.4331568126
-0.5496816801
-1.4331568126
1
\end{bmatrix}, \quad
\begin{bmatrix}
0.78 	imes 10^{-17}
-0.233182933194210409
0.990420115347107375
-0.533270542375855490
-0.533270542375855490
-0.4619301897243832266
-0.4619301897243832266
1
\end{bmatrix}
\]

respectively. Moreover we have that

\[
\begin{align*}
\mathbf{w}^TF_m([\tilde{x}_{ss}],[\tilde{m}_{ss}]) &= 6.322470175539855469 \\
\mathbf{w}^T[D^2F([\tilde{x}_{ss}],[\tilde{m}_{ss}])(\mathbf{v}, \mathbf{v})] &= -227.089762777823799
\end{align*}
\]

and thus, since the interval obtained do not contain zero, by Theorem 2, the bifurcation occurring at \((\tilde{x}_{ss}, \tilde{m}_{ss})\) is a fold bifurcation.

### 5.4 Bifurcation at \(m = \tilde{m} \approx 0.99229944\)

We now use interval arithmetic to analyze one of the pitchfork bifurcations at \(m = \tilde{m}\). Let \(\tilde{F} = [(F_1, \ldots, F_8, \det(DF)]\) be the vector having as components the Dziobek equations and the determinant of the Jacobian matrix of \(F\). To look for this bifurcation we can impose the symmetry \(r_{13} = r_{23}\) and
Figure 5: On the left we show two groups of three solutions for $m_1 = m_2 = m_3 = m_4 = 1$. We continue these solutions by increasing the parameter $m_3 = m_4 = m$. Then, at $m = \tilde{m}_* \approx 0.99229944...$, each group of solutions coalesce into one solution with a $\mathbb{Z}_2$ symmetry. These solutions can be continued further.
\[ r_{14} = r_{24} \]. Let \( G_i \) be equal to \( F_i \) restricted to \( r_{13} = r_{23} \) and \( r_{14} = r_{24} \) and let \( J \) be the Jacobian of \( F \) restricted to \( r_{13} = r_{23} \) and \( r_{14} = r_{24} \). Let \( \tilde{G} = [(G_1, G_2, G_3, G_6, \det(J)] \) (since \( G_4 = G_2 \) and \( G_5 = G_3 \)), then we can use the Krawczyk operator to prove the existence of a (unique) solution to the equation \( \tilde{G}(y, m) = 0 \), in a small box. This correspond to proving the existence of a unique symmetric solution \((\tilde{x}_*, \tilde{m}_*)\) for the original equation \( \tilde{F}(x, m) = 0 \) in a small box. Let \([\tilde{x}_*] \times [\tilde{m}_*]\) be the box containing the solution \((\tilde{x}_*, \tilde{m}_*)\). Using as initial guess a value obtain using numerical computations we obtain that

\[
[x_*] = \begin{bmatrix}
4.058564181531433056739142\
0.7731895057295255894879076\
1.0130295438471170352477195\
0.57621036528654983921809171\
0.95527106304736638582196968\
0.57621036528654983921809171\
0.95527106304736638582196968\
0.58204027784245088387823969
\end{bmatrix}
\]

and \([\tilde{m}_*] = 0.9922994477523853474498458\). Suppose \(A = DF([\tilde{x}_*], [\tilde{m}_*])\). Computing the echelon form of \(A\) using Gauss elimination it is possible to show rigourosly that the null-space of \(A\) is one dimensional, since we know that at least one eigenvalue must be zero, but seven of the eight rows of the echelon form are clearly non-zero. From the echelon form of \(A\) we find that the eigenvectors of \(A\) and \(A^T\) corresponding to the zero eigenvalue are

\[
v = \begin{bmatrix}
0. ? \times 10^{-20} \\
0. ? \times 10^{-21} \\
0. ? \times 10^{-21} \\
0.350386341474728128369 \\
-1.00000000000000000000000 \\
-0.350386341474728128369 \\
1 \\
0
\end{bmatrix}
\]

\[
w = \begin{bmatrix}
0. ? \times 10^{-20} \\
0. ? \times 10^{-21} \\
0. ? \times 10^{-21} \\
1.045364602949539555131 \\
-1.00000000000000000000000 \\
-1.0453646029495395551308 \\
1 \\
0
\end{bmatrix}
\]
respectively. Moreover we have that

\[
\begin{align*}
&\mathbf{w}^T F_m(\tilde{x}_*, \tilde{m}_*) = 0.7 \times 10^{-20} \\
&\mathbf{w}^T [DF_m(\tilde{x}_*, \tilde{m}_*)] \mathbf{v} = 27.18772271511475260977 \\
&\mathbf{w}^T [D^2 F(\tilde{x}_*, \tilde{m}_*)](\mathbf{v}, \mathbf{v}) = 0.7 \times 10^{-17} \\
&\mathbf{w}^T [D^3 F(\tilde{x}_*, \tilde{m}_*)](\mathbf{v}, \mathbf{v}, \mathbf{v}) = -2639.97366646016749487
\end{align*}
\]

and thus, using the same argument used in Section 4.4, by Theorem 2 and Lemma 1, it follows that the bifurcation occurring at \((x_*, m_*)\) is a pitchfork bifurcation. Since the last expression above is negative, again by Theorem 2, the branches occur for \(m > m_*\) and the bifurcation is supercritical.
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