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Abstract

Federated Learning (FL) is a novel paradigm for the shared training of models based on decentralized and private data. With respect to ethical guidelines, FL is promising regarding privacy, but needs to excel vis-à-vis transparency and trustworthiness. In particular, FL has to address the accountability of the parties involved and their adherence to rules, law and principles. We introduce \textit{AF}² Framework, where we instrument FL with accountability by fusing verifiable claims with tamper-evident facts, into reproducible arguments. We build on AI FactSheets for instilling transparency and trustworthiness into the AI lifecycle and expand it in order to incorporate dynamic and nested facts, as well as complex model compositions in FL. Based on our approach, an auditor can validate, reproduce and certify a FL process. This can be directly applied in practice to address the challenges of AI engineering and ethics.

1 Introduction

Artificial Intelligence (AI) and machine learning (ML) have the potential to enhance a wide range of business, industrial and social applications. Nonetheless, these technologies come with grand ethical challenges. Recent research on ethical guidelines around the world [1] shows that the core ethical concepts and principles for AI and ML are still embryonic and are yet to be operationalized in practice [2]. Other research suggests that existing concepts and principles might be insufficient [3, 4].

Two ethical concepts are of particular relevance from an engineering perspective, namely privacy and accountability. On one hand, privacy addresses how to handle data that is personal or can be attributed to a person. To this end, privacy legislation, such as the GDPR or HIPAA, places strict limits on the amount of personal data that can be collected and transmitted to a central location. Such limits conflict with the needs of ML-driven applications, which mostly rely on the availability of data. On the other hand, accountability represents a relationship between actors involved in ML, by providing the means as well as mechanisms for transparency and control. Accountability is particularly critical for the acceptance of ML in highly regulated environments, where auditing and fairness is paramount (cf. e.g. [5]).

Federated Learning (FL) [6], is a privacy-by-design engineering approach created to overcome the privacy challenges present in the traditional ML training process. In contrast to the existing centralized ML approaches that require the collection of training data at a single place, in FL the training data always remains with their rightful owner. FL is designed to allow multiple parties, each possessing their respective training data, to collaboratively build a shared model, without exchanging or transmitting this training data. For example, multiple governmental agencies (parties) may collect information about citizens that is private and cannot be transmitted to a central place due to regulations, yet the agencies and public may benefit from the creation of an ML model capable of speeding up processes. FL enables these agencies to collaboratively train the model, without explicitly sharing their data.

While only recently introduced in 2019, FL has been embraced by a wide range of industries and has appeared as one of the five technologies for insights-driven businesses in the 2021 Forrester report∗ with companies such as IBM and Nvidia developing products in the space. Common use cases of FL include building a shared model between numerous smart devices for next work prediction [7, 8], spell check during typing, multiple sensors for event recognition, multiple financial organizations recognizing money laundering or predicting credit risk [9], or various healthcare applications for diagnosis [10].

∗work done while at IBM
∗https://www.forrester.com/go?objectid=RES163520
Although promising in terms of addressing privacy, FL has yet to address accountability. For instance, the evidence for FL adherence to governance, risk and compliance obligations is crucial to monitoring and auditing the fulfillment of obligations among multiple parties. The distributed aspect of FL, where multiple multiple parties are involved along the FL process, presents challenges for accountability, especially if the parties involved are separate companies or government entities. For instance, the users of a FL-powered credit score application expect it to perform according to its published specification. Specified rules should involve protection of privacy as well as results free from gender or racial bias. But what evidence do users have to verify that the application does indeed perform as expected? What are the mechanisms for review, audit and enforcement or rules that are available to users?

In this paper, we design FL as an accountable system [11], drawing on some accountability requirements specified for traditional ML: prove adherence to governance, risk and compliance obligations and allow for monitoring and auditing the fulfillment of the latter among multiple parties. In traditional ML, FactSheets [12] have been proposed as a way to enable such accountability by recording “facts” related to the overall ML pipeline, in terms of performance and robustness guarantees, safety and security as well as a lineage of data and model versions. In contrast, engineering accountable systems in FL settings is even more challenging given the distributed nature of the system and the potential lack of trust among different parties involved in the training life-cycle. In fact, the distributed and privacy-by-design nature of FL make it non-transparent. Consequently, accountability for the FL process requires additional provisions that enable different entities in the system to verify their behavior, which is not the case in traditional ML.

Our proposed framework, the Accountable FL FactSheet Framework (AF\(^2\) Framework), addresses the engineering challenges for enabling accountability in FL. Our framework provides a formalized definition of accountability represented as a set of verifiable, undeniable, certifiable and tamper-evident claims. Moreover, AF\(^2\) Framework adapts the use of FactSheets as a practical approach to operationalizing accountability in practice and providing a single view of the information collected. We also provide and discuss a practical implementation for AF\(^2\) Framework. Finally, we apply our approach to an exemplary scenario from the government domain, namely for online citizen participation. Here, FL is used to build a shared text-based ML classification model, between multiple participating cities, to classify participation ideas into multiple categories.

2 Background and Related Work

2.1 Federated Learning for Privacy-Preserving ML

FL is a paradigm for training ML models on distributed data without having to gather the training data at a central place [6, 13]. FL is applicable to a broad family of ML models, including Neural Networks (NN), Gradient-Boosted Decision Trees, and Support Vector Machines. Figure 1 presents an overview of the FL process: The aggregator \(A\) orchestrates the collaborative training of an ML model among a set of parties \(P_1, P_2, \ldots, P_n\). Each of these parties holds their own private training datasets, denoted \(D_1, D_2, \ldots, D_n\) that cannot be transmitted during the learning process.

Initially, a common model specification and FL algorithm are agreed upon. A plethora of such algorithms are available for different types of ML models, e.g. [14–17]. These FL algorithms are distributed and can be separated into the fusion algorithm \(F\) run by the aggregator, and local training algorithm \(L\), run by the parties. Additionally, specific methods for local data pre-processing may be prescribed. With this information, the federation is set up and parties register with the aggregator.

Next, the aggregator starts orchestrating the training process according to the specified fusion algorithm \(F\), which defines the queries issued to the parties and how the parties’ replies are combined to advance the training process. Typically, the federated training process requires sending multiple queries to the parties before arriving to a suitable model, known as the number of rounds \(t = 1, 2, \ldots, K\).

The query in round \(t\) to a party \(P_i\), is denoted by \(Q_{t,i}\). While some fusion algorithms query all parties [14, 17], others only query a subset of the parties in each round [18], often depending on the total number of parties involved in the federation. In step (1) of Figure 1, in round \(t\), the aggregator sends a query \(Q_{t,i}\) to each party \(i\). The structure of queries depends on the type of ML model, e.g., for NNs a query contains typically an initial NN model and requests parties to continue training it on their local data, before sending the trained model’s weights back to the aggregator. If a decision tree is trained, the query may request parties to send to the aggregator the model and requests parties to continue training it on their local data, before sending the trained model’s weights back to the aggregator. If a decision tree is trained, the query may request parties to send to the aggregator.

Upon receiving a query \(Q_{t,i}\), party \(P_i\) uses its dataset \(D_i\) to answer the query by running a local training function \(L\) (step (2) in Figure 1). As a result of executing \(L\), a reply \(R_{t,i}\) is sent to the aggregator (step (3)). In the NN case, the NN included in the query is used to begin local training on \(D_i\), parameterized by a set of hyperparameters \(\eta\) that may include the learning rate and the number of local training epochs.

Meanwhile the aggregator waits for a pre-specified time for parties to reply. After this time has elapsed, the aggregator may verify if there is a quorum (i.e. required minimum number of replies) to proceed with the
training process and, if this is the case, proceed with aggregating all received replies and creating a new model as shown in step (4) of Figure 1. We denote this new model as $M_{t+1}$. This process repeats until the pre-specified number of rounds $K$ has been completed.

The above process is generic and there are numerous algorithms that can embody $F$ and $L$. Variations include how replies are aggregated, different weighting of replies in the aggregation (with the extreme case of certain replies being completely removed from the aggregation). Some algorithms adapt the hyperparameters of $F$ or $L$ throughout the training rounds. Other algorithms may add differential privacy [19] or encrypt replies, e.g. via multi-party computation techniques [20]. Some flavors of $F$ make use of hold-out data, e.g. to determine potentially malicious replies and exclude them from the aggregation process [17], or to evaluate early stopping criteria. The hold-set can also be used to evaluate early termination (e.g., if the accuracy of the model is greater than 95% for the hold-out set, stop the training).

Most work on federated learning assumes that the data at each of the parties is readily available for training. This assumption may hold for some application, such as mobile phone ones. However, in the enterprise setting, this is typically not the case. For this reason, prior to the training process, a pre-processing phase needs to occur. Here, all the datasets need to be transformed to ensure data is in the same format: it has been properly normalized and column order is the same in all entities. As part of pre-processing, each party may also run algorithms to reduce disparate impact and provide fair models [21]. The pre-processing process is extremely relevant to ensure that the final model has good performance as well as the reproducibility of the overall process and its results is.

In summary, this plethora of algorithmic configurations and pre-processing steps allow for precise adjustment of FL to the requirements of a particular application, while at the same time the process of auditing [22] proves even more complex and bears additional challenges for the trustworthiness of the overall system (cf. e.g. [23]) towards accountability.

2.2 Accountability and Reproducibility for Machine Learning Systems

Accountability has been in the research and practical focus of various disciplines and actors with emphasis on social, technological and legal aspects (cf. e.g. [11]).

An operationalization of accountability involves studying the applied ML algorithms [23] as well as particular technology components applied as well as data [24], and should involve a structured process that results in keeping corresponding records of the evidence generated according to predefined requirements [22]. We suggest a way to operationalize accountability through AI FactSheets.

The purpose of AI FactSheets is to provide transparency and instill trust into AI services [12]. The idea is that providers of AI services shall explicitly describe – in a so-called FactSheet – all relevant attributes of an AI service, in particular how it was created, trained and deployed.

Similar to an external audit, an inspection of the FactSheets allows consumers to make an informed decision whether or not to use the service. “Consumers” could be either end users, or businesses that consider using the AI services in downstream applications1. While [12] proposes AI FactSheets as a completely voluntary undertaking by AI service providers, it indicates that such documentation could evolve to be an industry requirement – for certain industries or for certain types of AI services likely sooner than for others – and potentially lead to a system of third-party certifications.

In regard to reproducibility, factsheets address four trust properties [12]:

- Basic performance and reliability;

---

1 For more background on related ideas, such as model cards, data sheets, software auditing and certification, we refer to [12]
• Safety (performance under dataset shifts, algorithmic fairness, explainability etc.);
• Security (robustness against adversarial attacks, malfunction etc.);
• Lineage (provenance of datasets, metadata, models, algorithms, hyperparameters etc.)

Addressing the requirements for factsheets to be auditable, which essentially requires an auditor to be able to reproduce all the reported facts, is arguably accomplished based on distributed, immutable ledgers for documenting the lineage and evolution of AI services built by multiple parties [12]. Applying directly existing approaches to generate Factsheets in FL is not as trivial given that the differences between the processes followed to train ML models in a centralized and in FL settings. Among the differences, we count the distributed nature of the system, the fact that parties do not share data and may not fully trust each other, among others. In what follows, we introduced \( AF^2 \) Framework to close this gap.

3 Objectives of the \( AF^2 \) Framework

With respect to tackling ethics challenges of AI by relying on principles [3, 4], we study accountability from an engineering perspective. We focus on creating verifiable claims to support arguments that aim at trustworthy AI [25], by explaining the design and operation of a system, which allows for transparency, causality and ultimately control (e.g. blaming a responsible actor for their actions and introducing countermeasures) [11]. An accountability argument should explain checks and tests performed as well as outcomes to ensure particular system properties. In particular, such an argument should be organized around particular claims (or goals) and supporting evidence about the system, i.e. it can be visualised as a tree, broken down into claims and subclaims (the interior is the reasoning) with evidence at the leaves [26].

To make the claims about ML verifiable, they should be formalized and their presence (as well as the supporting evidence) should allow for an audit trace [22], which could be performed by the actor generating the claim ‡ or a third party §, not directly involved in the design and operation of a ML system.

In the context of FL, verifying claims is more challenging, due to the distribution of the ML process and the decentralization of the generation of evidence. In this case, accountability should guaranteed based on a third party than can judge upon the blame of misbehaviour between two parties [27, 28], i.e. evidence provided to support the claims could be conflicting and conflicts should be resolvable by the third party. Consequently, the dimensions of accountable FL systems include [11, 28–30]:

• **Verifiable**: each step in the FL process must be supported with corresponding claims, transparent according to the aim of each claim, and evidence, that the step was conducted as specified and that the specification was sound. For instance, verification involves the need to reproduce a particular training step or check the correctness of a configuration file or of a communication protocol during the learning process. With regard to the properties of a FactSheet, a verifiable claim will involve the information about basic performance and reliability, safety and security of the FL.

• **Undeniable consent**: a FL process must be consistent with the knowledge of all actors¶, each party must explicitly consent to the predefined specifications and the FL execution must be provable and non-repudiable. This would allow to assign directly responsibilities and to define the sufficient level of transparency, given that it is a prerequisite for consent.

• **Auditble**: any misbehavior (based on attacks or faults) must by provable, based on corresponding claims supported by evidence, by an arbitrary third party. This would involve reproducibility of the FL process but also a rather comprehensive representation of the claims and supporting evidence in order to enable practical applicability towards certification.

• **Tamper-evident**: every interaction between actors must be recorded based on a predefined specification and any attempt to corrupt the recorded knowledge of all actors involved in the FL process incurs a high probability of detection. This dimension links to the lineage property of a factsheet.

In accordance with the presented dimensions, accountability of a FL system can be described as a set of verifiable, undeniable, auditable and tamper-evident claims that guarantee for (i) indicating faults in the distributed FL process that may have occurred when one of the entities in the system deviates from the protocols or there are byzantine errors, (ii) reproducing the FL process, and (iii) allowing for better understanding of the ML models generated, their biases and when they can be applied. We note that in practice, each FL system will

‡This is also referred to as internal audit [22]
§This is also known as external audit [22]
¶Here, please note that the knowledge includes all accessible information about the FL process configuration and generated model versions and potential metadata, but not the data itself
have to define accountability along the dimension depending on the context of its application. For instance, in an enterprise setup the focus might be set on certifying quality in terms of indicating faults rather than blaming a particular party for potential attacks along the FL process.

In the following section, we introduce the proposed $AF^2$ Framework, which enables accountability in FL.

4 Overview of our $AF^2$ Framework

The goal of our $AF^2$ Framework is to bring accountability into the complete life cycle of the FL process shown in Figure 2a, allowing for reproducible results and detection of any misbehaviors during the training process, that we make available to all involved actors through corresponding factsheets.

We define two roles: a project owner and an auditor\(^1\). The project owner defines the federation and prescribes the model, hyperparameters, pre-processing and any post-processing algorithms to be used. It is in the project owner’s best interest to ensure that the federation produces high-quality models and that the process is transparent, with sufficient information logged for auditing purposes or in case of any other problems. Additionally, the project owner defines the predicates to be verified by $AF^2$ Framework. For example, a predicate may verify that all parties’ replies have been equally added into the FL process, or that a fairness post-processing methodology was applied.

The auditor is an entity that can audit the FL process by verifying how the model was trained. The auditor needs evidence to determine if the process followed had any potential issues. For example, a project owner may be embodied by a consulting firm, a consortium lead or by a group of people representing all parties, while an auditor may be internal or external.

Our $AF^2$ Framework provides a way for the project owner to collect enough information to ensure an auditor can verify the complete FL life cycle. Moreover, it provides the auditor a single sheet where they can see the process carried out and determine whether any of the steps followed does not comply with pre-specified desired behaviors.

Figure 2b presents the architecture of the $AF^2$ Framework, where besides the aggregator and parties, an Admin Service, an Accountability Service and an FL FactSheet Generator are introduced. The Admin Service is the interface for the project owner to provide the specification of the project. The Accountability Service ensures that the claims stored by other entities in the framework are immutable and can be traced back to a particular entity (i.e. non-repudiability). It also ensures that the project owner’s predicates describing the expected behavior of the project are evaluated on logged claims through the Claim Verifier. The FL FactSheet Generator takes this verified information with all claims and creates a view for the auditor to identify at a glance whether any parts of the prescribed process were not followed.

We now describe the first four FL processes presented in Figure 2a and the claims stored in the Accountability Service to enable accountability.

Process 1: project specification and federation set up. The project owner defines the project specification for the federation. This may include the hyperparameters, fusion algorithm, local training handler, expected data format and any post-processing steps performed on the model. All this information is received by the Admin Service, which distributes the project specification to the Aggregator and Parties. These entities use the project specs to set up the federation. For accountability, the Admin Service, Aggregator and Parties create claims of the project specs they used and record them in the Accountability Service. The Claim Verifier receives predicates to verify stored claims corresponding to the ones provided by the project owner. In this way, the auditor can at a later stage verify the system set up was performed according to the owner’s project specifications, not alternative ones.

Process 2: Pre-processing. As part of the project specs, the data owner defines the data format, and each party is responsible for ensuring its training data complies with this expected format. For example, all columns should be in the same order for all parties and they should be normalized using the same algorithm. This process may be error prone and is critical for the success of the federation. Furthermore, any failure in this step may result in poor model performance. For these reasons, each party needs to add claims for its data pre-processing to the Accountability Service. Note that each party may carry out a slightly different pre-processing algorithm to account for differences in how their raw data is originally collected or stored. For this reason, each party should claim information about the concrete steps that were followed, and if available, information about the provenance of the raw data.

In some cases, the Aggregator may also have a hold-out set of data that is used to evaluate the model performance during the training process. If this is the case, the Aggregator is also required to transform its data to comply with the required format. Similarly to the parties, claims about this process are also stored for accountability purposes.

\(^{1}\text{We acknowledge the existence of numerous roles in ML and FL (cf. e.g. [22]), but focus on these particular ones in our current research} \)
Process 3: Training. During this process the fusion algorithm and local training process are run using the specified hyperparameters by the aggregator and parties. As a result, a single final model can be obtained. The aggregator and parties need to store claims of the critical steps in the fusion algorithm $F$ and local training process $L$, respectively. These include information about the hyperparameters used, information received from other entities, and the concrete algorithm run. The Claim Verifier Module receives predicates to verify that the critical steps followed pre-specified guidelines. For instance, a predicate may verify the fair inclusion of all parties in the training process. In the following section, we explain in detail the claims that need to be recorded to fully verify and replicate the training process.

Process 4: Post-processing (optional). This process is optional and can have multiple purposes, for example, in certain federations the aggregator may be entrusted to add differentially private noise to the model to prevent inference threats. In other cases, the aggregator may run techniques to mitigate bias and provide a fair model. This process modifies the final model and related claims need to be logged.

After all the processes above conclude, the Claim Verifier uses the provided predicates to evaluate the process, and the FL FactSheets Service generates a FactSheet with the Verifier’s results and all recorded claims. The auditor can quickly and reliably determine if there was an error during the FL process, and perform further in-depth verifications if needed.

In the following, we demonstrate how $AF^2$ Framework operates in detail.

5 $AF^2$ Framework Detailed Specification

In this section, we provide the specification of the system showing how the standard FL process needs to be modified to provide accountability. Our specification is general and can be applied to multiple predicates that are relevant for accountability during the different stages of the FL process. For that reason, we provide an in-depth look at how the FL process is modified to fulfill the objectives of the system in Algorithm 1, where we use as basis the notation presented in the background section. Additionally, we provide a higher level overview in Table 1 where we demonstrate useful predicates and how they can be successfully evaluated using the information logged in Algorithm 1.

5.1 Undeniable and tamper-evident claims

To enable accountability, it is necessary to ensure that the claims added to the Accountability Service, $S$, are undeniable and tamper-evident. For this purpose, during system set up, all entities in the system need to obtain
Algorithm 1: AF² Framework

**Actors:** Admin Service $Ω$; Accountability Service $S$; Aggregator $A$; Parties $P_i$ for $i = 1, 2, \ldots, n$.

**Routines:** Data preprocessing $P_{re}$; Local training $L(\cdot, \cdot)$; fusion $F(\cdot)$; hash function $H$; entity adds claim to $S$ using its private key to sign it $\text{add\_claim}(\text{info}_1, \ldots, \text{info}_j)$

**Hyperparameter:** Number of iterations $K$; number of parties $n$; local training hyperparameters $\eta_i$; global fusion hyperparameters $\eta_g$.

**Input data:** Each party $P_i$’s local data $D_i$ for $i = 1, 2, \ldots, n$.

```
// Project spec and FL set up:
1 $Ω$, $S$ and all $P_i$ generate crypto keys
2 $Ω$ receives spec = ($P_{re}$, $L(\cdot, \cdot)$, $F(\cdot)$, $H$, $K$, $n$, $\eta$, $\eta_g$)
3 $Ω$ \text{add\_claim(spec)}; // Owner’s project spec is signed and logged
4 $A$ initializes its system using spec
5 $A$ \text{add\_claim(spec)}; // Aggregator signs and logs the spec. it uses
6 // All parties pre-process their data:
7 for $i = 1, 2, \ldots, n$ do in parallel
8 \hspace{2em} $P_i$ initializes its system using spec and \text{add\_claim(spec)}; // Each party signs and logs the spec it uses
9 \hspace{2em} $P_i$ \text{add\_claim($H(D_i)$, provenance($D_i$))}; // Each party $P_i$ hashes its data, signs its provenance information and logs it
10 \hspace{2em} $P_i$ pre-process its data set $D_i = P_{re}(D_i)$ and \text{add\_claim($H(D_i)$, $P_{re}$)}; // Each party $P_i$ adds a claim stating the pre-processing routine.
11 end

// Training process:
12 for $t = 1, 2, \ldots, K$ do
13     for $i = 1, 2, \ldots, n$ do in parallel
14         // Aggregator generates queries:
15         $A$ generates new queries $Q_{t,i}$ using $M_t$ where $M_t$ is the initial model
16         $A$ \text{add\_claim($Q_{t,i}$)}; // Aggregator claims the query for round $t$ sent to party $i$, $Q_{t,i}$ for all parties,
17         $A$ sends $Q_{t,i}$ to $P_i$
18         // Parties train:
19         $P_i$ \text{add\_claim($Q_{t,i}$)}; // Each party $P_i$ claims the query it received from the aggregator
20         $P_i$ runs $R_{t,i} \leftarrow L(Q_{t,i}, D_i)$; // Party $P_i$ runs the local training process $L$ using the received query $Q_{t,i}$, hyperparams $\eta$ and its local dataset $D_i$
21         $P_i$ computes local model update $R_{t,j} \leftarrow L(Q_{t,i}, D_i)$
22         $P_i$ \text{add\_claim($L$, $\eta_i$, $H(D_i)$, $R_{t,j}$)}
23         $P_i$ sends $R_{t,j}$ to $A$
24 end
25 $A$ waits for quorum
26 if quorum:
27     $A$ determines parties in $Q \subseteq \{P_1, \ldots, P_n\}$; // Aggregator determines what parties replied
28     $A$ computes $M_{t+1} \leftarrow F(R_{t,1}, R_{t,2}, \ldots, R_{t,n})$; // New model $M_{t+1}$ is found by applying fusion algorithm $F$ using received party replies
29 end // Post-processing process:
30 $A$ runs post-processing method (optional): $M_f = P_{post}(M_K)$
31 $A$ \text{add\_claim($P_{post}$, $M_f$)}; // Post-processing procedure is signed and added.
32 FL FactSheets are generated to present the predicates, their resulting evaluation and claims collected.
```
access to $S$ and generate their cryptographic keys $(sk, pk)$, where $sk$ is the private key and $pk$ its public key. The Accountability service $S$ needs to know the public key of all other entities. This trust-establishing step is presented in line 1 of Algorithm 1. **

With this key setup, we are now able to log claims in a distributed immutable ledger. A distributed ledger is a combination of computer science, cryptography, and economic mechanisms for the coordination of participants towards building consensus [31] and “secure processing of transactions between untrustworthy parties in a decentralized system” [32], while maintaining a single point of truth [31]. We define a function $\text{add\_claim}(S, sk, (info_1, info_2, \ldots))$ that enables any entity of the system to store any list of information $(info_1, info_2, \ldots)$ in the Immutable Ledger of $S$. This function also takes as input the private key $sk$, which is used to sign the claim before sending it to $S$. In this way, the origin of the claim is guaranteed to be from the owner of the key $sk$. For simplicity in notation, whenever it is clear by the context, we use $\text{add\_claim}(info_1, info_2, \ldots)$ without explicitly mentioning $S$ and the private key. Note that all claims sent to the Accountability service $S$ by $\mathcal{O}$, $\mathcal{A}$ and all parties $P_i$ are signed with their private key, therefore $S$ can easily verify that the messages are sent by these entities by checking the validity of the signature. In this way, all claims are undeniable.

### 5.2 Enabling predicate verification

We now explain using a top-down approach how $AF^2$ Framework works to enable accountability for different predicates in the FL life-cycle. Table 1 showcases different predicates for each of the processes highlighted in Figure 2a. The first column shows the process, the second, useful predicates showcasing different scenarios where the information is relevant and finally, the third column specifies what information is used to evaluate the predicates as specified in the modified FL process shown Algorithm 1. This algorithm defines what concrete claims need to be logged by each entity in the system. It is important to note that the predicate and its evaluation will be included in the FactSheet.

1. Process 1: The first sample predicate relates to the system’s set up: *are the aggregator and parties using the correct algorithms?* This is relevant in highly regulated environments that for example require fully homomorphic encryption or other types of FL extensions such as differential privacy or the application of a robust algorithm. Even if the FL collaboration does not require stringent security or privacy additions, verifying this predicate enables reproducibility and helps determine correctness. To verify this predicate, the FL process is modified to ensure that the *project owner* claims the correct configuration. Additionally, the aggregator and parties need to claim the source code that they are using. The Accountability Service verifies the claim and stores the result in the FactSheet.

   Another predicate of interest is *Was data pre-processed adequately by each party?* In FL this represents an extremely relevant step that may be error prone. With each party maintaining their data locally, there is lack of visibility on the correctness of this process. For example, consider a healthcare use case where a party may use a dataset where the first column of a table is *age*, while a second party may have the *weight* of the patient. This clearly would lead to an incorrect, and even dangerous, resulting model. By evaluating the predicate, using the logged information (see third column), it is simple to determine if there is an error. In another example, the project owner or auditor may be interested in knowing if an ML fairness pre-processing technique was followed by each party. After the verification of these claims, the FactSheet is also updated with the results.

2. Process 2: Correctly performing pre-processing is key for the FL process to run smoothly. Let’s analyze a few important sample predicates. Consider the following predicates *What data was used? Was the training data coming from a particular database?* This is relevant, if for example, we only want to train the ML model based on patients’ data who have granted consent for a given study. To this end, the parties need to log information on the data provenance of the samples used.

   Another predicate of interest is *Was data pre-processed adequately by each party?* In FL this represents an extremely relevant step that may be error prone. With each party maintaining their data locally, there is lack of visibility on the correctness of this process. For example, consider a healthcare use case where a party may use a dataset where the first column of a table is *age*, while a second party may have the *weight* of the patient. This clearly would lead to an incorrect, and even dangerous, resulting model. By evaluating the predicate, using the logged information (see third column), it is simple to determine if there is an error. In another example, the project owner or auditor may be interested in knowing if an ML fairness pre-processing technique was followed by each party. After the verification of these claims, the FactSheet is also updated with the results.

3. Process 3: In this process we evaluate the correctness and procedures followed during the training by all entities in the system. Sample predicates include *Did the aggregator follow the correct fusion procedure? Did parties follow the correct local procedure? Are the hyperparameters what they should be?* for example, if differential privacy is required, was the epsilon value used the same as the one specified by the project owner? And *Do the parties and aggregator views of the process match?* Using the information described in the Table 1, the Accountability Service can use the evidence submitted by each entity to evaluate the state of the system during multiple rounds.

   Other predicates may evaluate the multi-round behavior of the system, for example verifying that all parties have been included in the training process rounds the same number of times. This may be relevant

---

**A trusted execution environments could also be used to enable parties and aggregators to attest their code ensuring the right process is followed. If this is not available, we will see that the claims can still be verified and we would still be able to verify whether the aggregator and parties have a different view of the system**
| Example predicates to verify                                                                 | Evidence to verify claims                                                                                                      |
|--------------------------------------------------------------------------------------------|-------------------------------------------------------------------------------------------------------------------------------|
| Are the aggregator and parties using the correct algorithms?                                | • Line 6: Spec used to load the aggregator’s source code including its hash                                                  |
| • Regulated environments may require SMC such as fully homomorphic encryption               | • Line 8: Spec/hash of used parties’ source code.                                                                             |
| • Noisy or partially trusted environments require robust algorithms e.g., Krum               |                                                                                                                                 |
| Did training data originate from a particular database? What was the training data used?   | Line 9: Provenance of training data                                                                                           |
| Was data pre-processed adequately?                                                         | • Line 3: Spec defined by project owner including data format expected and pre-processing techniques                           |
| • Was tabular data organized in the same order by all parties?                              | • Line 10: Pre-processing process applied                                                                                     |
| • Was a fairness pre-processing technique applied?                                          |                                                                                                                                 |
| Did the aggregator follow the correct fusion procedure?                                     | • Line 15: Aggregator generated right query for parties                                                                        |
|                                                                                                                                              | • Lines 27/28: Aggregator included all party replies as per expected algorithm                                                   |
| Did parties follow the correct local procedure? Are hyperparameters what they should be? E.g. If differential privacy is required, was the epsilon set up correctly? | Line 20, line 8;: Hash of the data used for training, hyperparameters, local procedure                                          |
| Do the parties and aggregator views of the process match? Were the responses sent by the parties to the aggregator indeed included as part of the final model? Did the process fairly include all parties to ensure data from all parties influences the shared model? | Lines 15, 17: query claimed by the aggregator is the same received by the party                                                 |
|                                                                                                                                              | • Lines 21, 27: model updates used by the aggregator are the ones sent by parties                                                |
| Was the resulting model fine-tuned with dataset X? Was a fairness processing technique run to ensure model fairness?                          | • Line 3: Spec defined by project owner including post-processing technique(s)                                                   |
|                                                                                                                                              | • Line 31: post-processing information                                                                                         |

Table 1: Sample predicates for common FL projects classified by process. The last column shows what information is used to evaluate the claims as per Algorithm 1.
if different parties have information that is unique and needs to be represented to avoid, for example, the creation of race-biased models that result from the under inclusion of some parties (with data representing various ethnic groups).

4. Process 4: Finally, in some cases a post-processing step is needed. Example claims include *Was the resulting model fine-tuned with dataset X?* This predicate would determine if for example, the final model is personalized for a particular city or patient. And predicate *Was a fairness processing technique run to ensure model fairness?* is another example where an auditor or project owner can understand what type of model was generated and also reproduce the process if needed.

In what follows, we present our FL FactSheet implementation.

6 Prototype and Use Case

6.1 Prototype implementation

The current implementation of the AF$^2$ Framework is based on the technologies illustrated in Figure 3. The prototype is an instantiation of the framework architecture (cf. Figure 2b).  

**Accountability Service Setup:** To implement the Accountability Service, we introduce *Evidentia Nodes* which use *Hyperledger Fabric* for the implementation of distributed logic programs as well as of Hyperledger Fabric, a Distributed Ledger Technology, ensuring tamper-proof logging. Additionally, Hyperledger Fabric is responsible for ID management. Consequently, Evidentia allows auditors to infer from the logs which party is responsible for which evidence and which parts of the formalised specifications.

To implement the aggregator and party functionality, we extended the IBM FL framework with the Musketeer plugin that enables a RabbitMQ connection. RabbitMQ enables outbound-only network connections using queues where each entity in the system (aggregator and parties) can communicate by leaving messages in the queue. We opted for this connection to ensure participants do not need to open ports in their local machines (obtaining such permissions is cumbersome and frequently requires approval from the Security Unit in enterprises in highly regulated domains). The queues for the Rabbit MQ connection are Outbound-only network connections are initiated from participants to the cloud services, via the *Model Services API*. This enhances the security features of the prototype.

**Federated Learning Setup:** To implement the aggregator and party functionality, we extended the IBM FL framework by adding the *Model Services API* and cloud-based *Model Micro-Services*. The role of the *Model Services API* is to facilitate communications between the aggregator and parties via the cloud using a queue-based service. All exchanged information is routed using the *Model Micro-Services*, ensuring that the appropriate entities receive the required content.

---

†† https://www.hyperledger.org/use/fabric
‡‡ https://git.fortiss.org/evidentia
The evidence for each interaction between parties and the aggregator is stored in *Evidentia Nodes* using the *Accountability API*. *Evidentia Nodes* run within a Kubernetes cluster on the cloud and receive evidence from the micro-services, dispatching this evidence to the *Hyperledger*. We also extended the IBM FL framework to enable the aggregator and parties to store evidence claims via the *Accountability API* and dedicated *Evidentia Nodes*.

Finally, exchanged models are stored in an encrypted object store, with references to these models and general interactions stored in a relational database. This enables a retrospective review of the FL process, providing a full lineage for the final model.

### 6.2 A Use Case of Accountable FL based on FactSheets

**Case background:** As an exemplary application domain of accountable FL, we have chosen an online citizen participation as a governmental use case that requires high requirements on compliance with ethics guidelines and principles. Online citizen participation can be described as a form of participation that is based on the usage of information and communication technology in societal democratic and consultative processes focused on citizens.

The data used for the prototype was collected during several citizen participation sessions in Germany. The dataset is a collection of multiple texts submitted by citizens written in German, each describing ideas which include the description of their problems, concerns and suggestions. The texts may also contain other information like title and category. Multiple cities engaged in FL to create a neural network model that facilitates the classification of each submitted idea to expedite routing of the received ideas. Because the training set may contain private data and there is no legal basis for sharing such data, FL is key to enable this use case.

![AF² Framework generated FL FactSheet](image)

Figure 4: Screenshots of the *AF² Framework* generated FL FactSheet
**Factsheet sketch:** For narrative purposes, Figure 4 presents an overview of AF² Framework generated FL FactSheets with a human-readable and easily comprehendible representation of claims and corresponding evidence. A complete FL FactSheet can be seen here: https://ibm.biz/Bdf55q. After an overview of the content, a table is populated with the predicates (e.g. checked properties) and description as shown in Figure 4b. The claims that are verified by a predicate in Evidentia are shown with a green check ensuring that a party or an auditor can quickly know they are correct, and a drill-down for supporting evidence can be seen. Model performance is another point of information that is digested from the available predicates. In the sketch, the system includes multiple metrics of the model as depicted in Figure 4c. With all this information, it is finally possible to decide if there was an unexpected or erroneous situation and what model to select (in case multiple projects have been launched).

### 6.3 Exemplary claims and evidence

We briefly explain how we ensure verifiable, undeniable, auditable and tamper-evident of the claims. Table 2 shows some concrete examples of information logged in our prototype.

- **Verifiable:** we use different predicates. For instance, information is provided regarding the project specification in terms of which type of algorithm is selected for aggregation with respect to e.g. increased robustness. A piece of evidence is provided as well, in that case “KrumFusionHandler” is the selected type of algorithm.

- **Undeniable:** we automatically check, if all participants share the same required knowledge. For instance, models updates are acknowledged by both sending aggregator and a receiving party based on a unique hash. If someone does not acknowledge this information, the FactSheet will contain this information and will apply corresponding rules to the overall claim of the process.

- **Auditable:** we provide detailed information that can be used in reproducing the process. For instance, we generate evaluation metrics about the performance of potentially applicable learning algorithms and support the argument of choosing one of the latter.

- **Tamper-evident:** we store metadata as well as hashes of the data. For instance, we store information about training data size and the corresponding hash can be used to resolve potential issues if the data is altered or different data is provided as evidence.

### 7 Conclusions

FL is a promising approach towards privacy-preserving and ethical AI. In regulated environments, however, its adoption may be hindered due to the potential lack of accountability. To the best of our knowledge, our AF² Framework is the first to address this challenge, allowing FL processes to generate verifiable, undeniable, certifiable and tamper-evident claims that guarantee for indicating faults in the distributed FL process that may have occurred when one of the entities in the system deviates from the protocols or there are byzantine errors, for reproducing the FL process, and for allowing for better understanding of the ML models generated, their biases and when they can be applied. The AF² Framework supports the automatic verification of predicates based on the collected evidence along the claims, ensuring that non-compliance is easily detected.

We hope that the AF² Framework and its implementation, lays the groundwork for a wider adoption of FL through accountability, reproducibility and overall increased trustworthiness. In particular, we emphasize the importance of the ability of the framework to document the process we identified and presented, and thus to comply with requirements for process verification (as e.g. proposed in the European Commission draft [37]).

While we have shown an initial effort on the operationalization of accountability and reproducibility for FL based on exemplary claims and corresponding evidence, we believe that an interesting direction for future research includes exploring holistic claims derived from legislative or contractual rules, guidelines etc., as well as introducing automated auditing through trusted execution environments. Future research could also address the greater number of roles involved in the ML and FL process (cf. e.g. [22]), corresponding claims and coping with the trade-off between privacy and required transparency. Further research endeavours might involve secure and privacy-preserving reproduceability of the FL process steps (e.g. through cryptographic techniques [38]).
| Concrete examples for predicates | Concrete examples of evidence to verify claims | Corresponding log entry |
|----------------------------------|-----------------------------------------------|------------------------|
| • Type of algorithm selected for aggregation (e.g. for more robustness) | • “KrumFusionHandler” | • fusion_algorithm('KrumFusionHandler') |
| • ML Model used for training | • “Keras-CNN” | • model_name('Keras-CNN') |
| • Global hyperparameters (number of parties, number of global rounds, stopping criteria...) | • Maximum Timeout: 600 seconds, Number of parties: 5, Number of rounds: 10, Termination accuracy: 90%, Learning Rate: 0.1, Number of epochs: 1 | • max_timeout(600), parties(5), rounds(10), termination_accuracy(0.9) |
| • Local hyperparameters (learning rate, training epochs...) | • “CivitasKerasDataHandler” | • data_handler('KrumFusionHandler') |
| | • Party 0 has training data of size 703, provenance hash value: “ca6f39a8f01f9ba...” | • party0 attests training_data_size(703) |
| | • Aggregator has test data of size 391”, provenance has value: “672b8b2258538...” | • Aggregator attests test_data_size(391) learning_rate(0.1), epochs(1) |
| | • Aggregator sent model with Hash “a68b0e5989a...” at round 3 | • Aggregator attests sent_global_model(3, “a68b0e5989a...”) |
| | • Aggregator selected the model update number 4 at round 5 | • Aggregator attests selected_model_update(5, 4) |
| | • Metrics at round 2: Accuracy 43.7%, F1-Score 44% | • Aggregator attests evaluation_results(2, “acc”: 0.43734, “f1 micro”: 0.44, ...) |

Table 2: Table with examples for claims and evidence for our prototype implementation
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