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Abstract

Consider a channel \( Y = X + N \) where \( X \) is an \( n \)-dimensional random vector, and \( N \) is a multivariate Gaussian vector with a full-rank covariance matrix \( K_N \). The object under consideration in this paper is the conditional mean of \( X \) given \( Y = y \), that is \( y \mapsto \mathbb{E}[X|Y = y] \). Several identities in the literature connect \( \mathbb{E}[X|Y = y] \) to other quantities such as the conditional variance, score functions, and higher-order conditional moments. The objective of this paper is to provide a unifying view of these identities.

In the first part of the paper, a general derivative identity for the conditional mean estimator is derived. Specifically, for the Markov chain \( U \leftrightarrow X \leftrightarrow Y \), it is shown that the Jacobian matrix of \( \mathbb{E}[U|Y = y] \) is given by \( K_N^{-1} \text{Cov}(X, U|Y = y) \) where \( \text{Cov}(X, U|Y = y) \) is the conditional covariance.

In the second part of the paper, via various choices of the random vector \( U \), the new identity is used to recover and generalize many of the known identities and derive some new identities. First, a simple proof of the Hatsel and Nolte identity for the conditional variance is shown. Second, a simple proof of the recursive identity due to Jaffer is provided. The Jaffer identity is then further explored, and several equivalent stamens are derived, such as an identity for the higher-order conditional expectation (i.e., \( \mathbb{E}[X^k|Y = y] \)) in terms of the derivatives of the conditional expectation. Third, a new fundamental connection between the conditional cumulants and the conditional expectation is demonstrated. In particular, in the univariate case, it is shown that the \( k \)-th derivative of the conditional expectation is proportional to the \((k+1)\)-th conditional cumulant. A similar expression is derived in the multivariate case.

The third part of the paper considers various applications of the derived identities (mostly in the scalar case). In a first application, using the new identity for higher-order derivatives of the conditional expectation, a power series representation of the conditional expectation is derived. The power series representation, together with the Lagrange inversion theorem, is then used to find an expression for the compositional inverse of \( y \mapsto \mathbb{E}[X|Y = y] \). In a second application, the conditional expectation is viewed as a random variable and the probability distribution of \( \mathbb{E}[X|Y] \) and probability distribution of the estimator error \( (X - \mathbb{E}[X|Y]) \) are derived. In the third application, the new identities are used to show that the higher-order conditional expectations and the conditional cumulants depend on the joint distribution only through the marginal of \( Y \). This observation is then used to construct consistent estimators (known as the empirical Bayes estimators) of the higher-order conditional expectations and the conditional cumulants from an independent and identically distributed sequence \( Y_1, \ldots, Y_n \).
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I. INTRODUCTION

Consider a model given by the following input-output relationship:

\[
Y = X + N,
\]

where \( N \in \mathbb{R}^n \) is a zero mean, normally distributed with the covariance matrix \( K_N \), and independent of \( X \in \mathbb{R}^n \). Throughout the paper \( K_N \) is assumed to be a positive definite matrix, and we make no assumptions about the probability distribution of \( X \). In the case of \( n = 1 \), we denote \( K_N = \sigma^2 \). Throughout the paper deterministic scalar quantities are denoted by lowercase letters, scalar random variables are denoted by uppercase letters, vectors are denoted by bold lowercase letters, random vectors by bold uppercase letters, and matrices by bold uppercase sans serif letters (e.g., \( x, X, x, X, X \)).

In this work, we are interested in studying properties of the conditional mean estimator of the input \( X \) given the output \( Y \) according to (1), that is

\[
\mathbb{E}[X|Y = y] = \int x dP_{X|Y=y}(x), \ y \in \mathbb{R}^n.
\]
The conditional expectation is of interest in view of the wide range of applications of the conditional expectation in fields such as estimation theory and information theory. For example, the conditional expectation is known to be the unique optimal estimator under a very large family of loss functions, namely Bregman divergences [3]. In this work, we will view the conditional mean estimator as a function of channel realizations, that is \( y \mapsto \mathbb{E}[X|Y = y] \), and will be interested in characterizing analytical properties the conditional expectation. Specifically, we focus on characterizing various derivative identities involving conditional expectations and will show a few applications of these identities.

There are several derivative identities in the literature that relate the conditional mean estimator to other quantities such as the score function and the conditional variance. Such identities are often used in information theory to give way to estimation theoretic arguments (e.g., the I-MMSE relationship [4], [5]). In estimation theory such identities are often used to design new estimation procedures (e.g., empirical Bayes [6], [7]) or establish connections to detection theory [8]. Perhaps the most well-known such identity is

\[
\mathbb{E}[X|Y = y] = y + K_N \nabla_y \log f_Y(y), \quad y \in \mathbb{R}^n
\]  

(3)

where \( f_Y(y) \) is the probability density function (pdf) of \( Y \). We note that the quantity \( \nabla_y \log f_Y(y) = \nabla_y (\log f_Y(y)) \) is commonly known as the score function. The scalar version of the identity in (3) has been derived by Robbins in [9] where he credits Maurice Tweedie for the derivation. The vector version of the identity in (3) was derived by Esposito in [10]. Therefore, throughout this paper, we refer to the identity in (3) as Tweedie-Robbins-Esposito identity or TRE for short.

The observation that, via the TRE identity, the conditional expectation can be represented in terms of only the marginal distribution of the output \( Y \) has led to the development of the empirical Bayes procedure [9]; the interested reader is referred to [7] for an overview of the empirical Bayes procedure. In particular, to developing statistical procedures the TRE identity in (3) can considerably simplify the computation of \( \mathbb{E}[X|Y = y] \) itself as we do not need to derive the conditional distribution \( P_X|Y \) and only need to compute \( f_Y(y) \) and the gradient of \( f_Y(y) \). For an example of such an application, the interested reader is referred to [11] where the TRE identity was used to compute \( \mathbb{E}[X|Y = y] \) for the case where \( X \) is uniform on a sphere in \( \mathbb{R}^n \). In information theory, the TRE identity has also been used in the proofs of the scalar and vector versions of the I-MMSE relationship in [12] and [13], respectively.

Several other such identities, which we will survey through the paper, find wide applicability in variety of different fields. In this work, it is shown that many of the known identities in the literature can be derived systematically from a single unifying derivative identity. Moreover, we use this new identity to derive several generalizations of the previously known identities and discover some new identities. Furthermore, we show several application of these new identities.

\textbf{Contribution:} The contribution and the outline of the paper are as follows:

- Section II comments on the notation and presents several quantities needed in this paper.
- In Section III Theorem 1 presents a new identity for the Jacobian of the conditional mean. Throughout the paper, this identity will be used for systematic proofs of old and new identities.
- In Section IV Proposition 1 presents a simple proof of a vector version of the Hatsel-Nolte identity, which relates the Jacobian of the conditional expectation to the conditional variance.
- In Section V we study recursive derivative identities for the conditional expectation and show:
  - In Section V-A Proposition 2 shows that the main identity in Theorem 1 can lead to a simple proof of a recursive identity due to Jaffer. To the best of our knowledge, Jaffer’s identity is not well-known and until now has had no applications;
  - In Section V-B Proposition 3 provides an alternative integral version of Jaffer’s identity. This new integral identity is shown to be very powerful and leads to simple proofs of old results and several new results. In particular, we have the following three new results. First, in Proposition 3 the integral version of Jaffer’s identity leads to an expression for all higher-order derivatives of the conditional expectation in terms of Bell-polynomials. Second, in Proposition 3 the integral version of Jaffer’s identity leads to a representation of higher-order conditional expectations (i.e., \( \mathbb{E}[X^k|Y] \)) in terms of the derivatives of the conditional expectation. Third, in Proposition 4 the integral version of Jaffer’s identity is used to generalize the TRE identity to higher-order conditional expectation. This generalized TRE identity maintains the property that \( \mathbb{E}[X^k|Y] \) depends on the joint distribution only through the marginal of \( Y \). Finally, in Theorem 2 the integral version of Jaffer’s identity is used to show a simple proof of a known result that the distribution of the input \( X \) uniquely determines the conditional expectation; and
  - In Section V-C Proposition 5 and Proposition 6 provide two vector generalizations of Jaffer’s identity.
- In Section VI we establish several new fundamental connections between the conditional expectations and the conditional cumulants and show:
  - In Section VI-A Proposition 7 for the univariate case, shows that the \( k \)-th derivative of the conditional expectation is proportional to the \( k + 1 \)-th conditional cumulant. Interestingly, Proposition 7 in combination with the TRE identity, shows that the conditional cumulants depend on the joint distribution only through the marginal of \( Y \). Moreover, the combination of the TRE identity and Proposition 7 is used to study the properties of \( P_X|Y \). In particular, it is shown that while \( P_X|Y \) is sub-Gaussian, it can be strictly sub-Gaussian only on a set of measure zero. Furthermore,
Proposition 8 establishes an upper bound on the conditional cumulant that would be useful in subsequent sections. Finally, Theorem 9 establishes a new derivative identity that connects the higher-order derivative of the conditional expectation and the partial derivatives of the cumulant generating function; and

- In Section VII-B, the univariate results of Section VII-A are generalized to the multivariate case. Specifically, Theorem 4 and Theorem 5 establish connections between the partial derivatives of the conditional cumulant generating function, the partial derivatives of the conditional cumulants, and the partial derivatives of the conditional expectation.

- In Section VII we study identities relating the conditional expectation to quantities such as the conditional distribution $P_{X|Y}$, the pdf of $Y$, and the information density of the pair $(X,Y)$ and show:
  - In Section VII-A, for the multivariate case, Proposition 10 and Proposition 12 establish the gradient of the information density and the Hessian of the information density. In addition, for the univariate case, in Proposition 13 every $k$-th order derivative of the information density is determined. Furthermore, in Proposition 12, the gradient and the Hessian are determined for the quantity $\log(p[X \in A|Y = y])$, which is related to the information density and where $A$ is some measurable set.
  - In Section VII-B, the inverse version of the TRE identity is discussed. The inverse identity is then used to show that the conditional expectation uniquely determines the input distribution provided the noise’s covariance matrix is full rank.
  - In Section VII-C, the identities for the information density are used to find two new alternative representations of the minimum mean squared error (MMSE). These representations are then used to find new lower bounds on the MMSE.

- In Section VIII we study analytical properties of the conditional expectation in the univariate case and show:
  - In Section VIII-B, Theorem 6 using the new identity for the conditional expectation derivatives, develops a power series representation of the conditional expectation.
  - In Section VIII-B, Theorem 8 using the Lagrange inversion theorem and the power series representation in Theorem 6 finds the compositional inverse of the conditional expectation.

- In Section IX we view $E[X|Y]$ as a random variable and study the distribution of $E[X|Y]$ and the distribution of the estimation error $(X - E[X|Y])$ and show:
  - In Section IX, Theorem 9, using the expression for the inverse in Theorem 8, finds the pdf of $E[X|Y]$.
  - In Section IX-B, Theorem 10 finds the pdf of the estimation error $(X - E[X|Y])$. Moreover, the pdf is also found in the case when there is a distributional mismatch. That is, we consider the distribution of $(X - E_Q[X|Y])$, where $E_Q[X|Y]$ is the conditional expectation that assumes that $X$ is distributed according to $Q$ instead of $P_X$.

- In Section X, we show another application of the obtained identities by extending the notion of the empirical Bayes to the higher-order conditional moments and conditional cumulants and show:
  - In Section X-A, Theorem 11 considers an independent and identically distributed (i.i.d.) sequence $Y_1, \ldots, Y_n$ according to $P_Y$ and constructs a consists of estimator $E[X^k|Y = y]$ for every integer $k$.
  - In Section X-B, Theorem 12 considers an i.i.d. sequence $Y_1, \ldots, Y_n$ according to $P_Y$ and constructs a consists of estimator of the conditional cumulants for every order $k$. The key technical tool that is used in the construction of the estimators is the notion of Lanczos’ derivatives.

- Section XI concludes the paper. All of the identities are summarized in Table I.

II. PRELIMINARIES: NOTATION AND LANCSZOS’ GENERALIZED DERIVATIVES

A. NOTATION

The set of all positive integers is denoted by $\mathbb{N}$, $[n]$ is the set of integers $\{1, \ldots, n\}$, and $\mathbb{R}^n$ is the set of all $n$-dimensional real-valued vectors. All logarithms in the paper are base $e$. All vectors in the paper are column vectors.

For a triplet $(U, X, Y) \in \mathbb{R}^{m \times n \times k}$ we define the conditional variance matrix and the conditional cross-covariance matrix as follows:

$$
\text{Var}(X|Y) = E[XX^T|Y] - E[X|Y]E[X^T|Y],
$$

$$
\text{Cov}(X, U|Y) = E[XX^T|Y] - E[X|Y]E[U^T|Y].
$$

The MMSE matrix is denoted by

$$
\text{MMSE}(X|Y) = E[(X - E[X|Y])(X - E[X|Y])^T].
$$

As usual, we refer to the trace of the MMSE matrix as the MMSE and denote it by

$$
\text{mmse}(X|Y) = E[\|X - E[X|Y]\|^2].
$$

The standard basis vectors for $\mathbb{R}^n$ are denoted by $e_i, i \in [n]$. For a matrix $A$, we use $[A]_{ij}$ to denote the entry of row $i$ and column $j$. The Euclidian norm of a vector $x \in \mathbb{R}^n$ in this paper is denoted by $\|x\|$. The inner product between vectors $u$ and $v$ is denoted by $u \cdot v$. 

The gradient of a function $f : \mathbb{R}^n \to \mathbb{R}$ is denoted by
\[
\nabla_x f(x) = \left[ \frac{\partial f(x)}{\partial x_1}, \ldots, \frac{\partial f(x)}{\partial x_n} \right]^T \in \mathbb{R}^n.
\] (8)

The Jacobian matrix of a function $f : \mathbb{R}^n \to \mathbb{R}^m$ is denoted by
\[
J_x f(x) = \begin{pmatrix}
\frac{\partial f_1(x)}{\partial x_1} & \frac{\partial f_2(x)}{\partial x_1} & \cdots & \frac{\partial f_m(x)}{\partial x_1} \\
\frac{\partial f_1(x)}{\partial x_2} & \frac{\partial f_2(x)}{\partial x_2} & \cdots & \frac{\partial f_m(x)}{\partial x_2} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial f_1(x)}{\partial x_n} & \frac{\partial f_2(x)}{\partial x_n} & \cdots & \frac{\partial f_m(x)}{\partial x_n}
\end{pmatrix} \in \mathbb{R}^{n \times m}.
\] (9)

The Hessian matrix of a function $f : \mathbb{R}^n \to \mathbb{R}$ is denoted by
\[
D_x^2 f(x) = \begin{pmatrix}
\frac{\partial^2 f(x)}{\partial x_1^2} & \frac{\partial^2 f(x)}{\partial x_1 \partial x_2} & \cdots & \frac{\partial^2 f(x)}{\partial x_1 \partial x_n} \\
\frac{\partial^2 f(x)}{\partial x_1 \partial x_2} & \frac{\partial^2 f(x)}{\partial x_2^2} & \cdots & \frac{\partial^2 f(x)}{\partial x_2 \partial x_n} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial^2 f(x)}{\partial x_1 \partial x_n} & \frac{\partial^2 f(x)}{\partial x_2 \partial x_n} & \cdots & \frac{\partial^2 f(x)}{\partial x_n^2}
\end{pmatrix} \in \mathbb{R}^{n \times n}.
\] (10)

The $(n, k)$-th partial Bell polynomial is denoted by $B_{n,k}(x_1, \ldots, x_{n-k+1})$ and the $n$-th complete Bell polynomial is denoted by
\[
B_n(x_1, \ldots, x_n) = \sum_{k=1}^{n} B_{n,k}(x_1, \ldots, x_{n-k+1}).
\] (11)

Finally, the pdf of a zero mean Gaussian random vector with a covariance matrix $K$ is denoted by $\phi_K(\cdot)$.

B. Lanczos’ Generalized Derivatives

In this paper, we will need to simulate higher-order derivatives of pdfs or logarithms of pdfs. In order to do this numerically, we will rely on Lanczos’ generalized derivatives [13]–[16]. Let $f : \mathbb{R} \to \mathbb{R}$ and define the following operator: for $h > 0$
\[
D_h^{(n)} f(x) = \frac{c_n}{h^n} \int_{-1}^{1} f(x + ht)P_n(t)dt,
\] (12)

where $c_n = \frac{1}{h^n} \sqrt{\frac{2n+1}{\pi}} \Gamma \left( n + \frac{3}{2} \right)$, and $P_n$ is the Legendre polynomial of order $n$. The operator in (12) satisfies the following property:
\[
D_h^{(n)} f(x) = f^{(n)}(x) + O(h^2), \quad n \in \mathbb{N}.
\] (13)

The operator in (12), via the property in (13), allows a convenient way of computing derivatives through integration. In addition to being a useful tool for creating numerical examples, in Section X-B the operator in (13) will be used to construct a consistent estimator of the conditional cumulants. Next, it is illustrated how the TRE identity and Lanczos’ derivative can be used to compute the conditional expectation numerically.

Example. Consider $X \in \{-1, 1\}$ distributed as $P_X(-1) = P_X(1) = \frac{1}{2}$, then the exact expression for the conditional expectation is given by
\[
E[X|Y = y] = \tanh \left( \frac{y}{\sigma^2} \right).
\] (14)

From the TRE identity in (3) and Lanczos’ derivative in (13) we have that the conditional expectation can be approximated as
\[
E[X|Y = y] = y + \sigma^2 D_{h}^{(1)} \log \left( f_Y(y) \right) + O \left( h^2 \right).
\] (15)

where $f_Y(y) = \frac{1}{2} \phi_{\sigma^2}(y - 1) + \frac{1}{2} \phi_{\sigma^2}(y + 1)$. Fig. 12 compares the exact conditional expectation in (14) to the approximation in (15) for values of $h = 0.5$ and $h = 0.1$. The errors for the approximations are shown in Fig. 15. All of the forthcoming examples will be of similar flavor where we will use the knowledge of $f_Y(y)$ together with Lanczos’ derivatives to compute the desired quantities such as the conditional expectations and the conditional cumulants.

Remark 1. Some caution must be taken when computing (13). For example, the integral in (13) must be computed to within an error that is well below the value of $h^n$. Moreover, if the function $f$ is known only within an error $\epsilon$, then taking $h \to 0$ will lead to a wrong result. In this case, the optimal choice of $h$ is not $h \to 0$ but $h = O \left( \epsilon^{\frac{1}{n+2}} \right)$. The error bounds with the explicit constants that explain this choice of $h$ are shown in Lemma 4 of Section X-B.
III. A NEW IDENTITY FOR THE CONDITIONAL EXPECTATION

The first main result of this paper is the following general identity.

**Theorem 1.** Suppose that random vectors \( U \in \mathbb{R}^m, X \in \mathbb{R}^n \), and \( Y \in \mathbb{R}^n \) satisfy the following conditions:

\[
U \leftrightarrow X \leftrightarrow Y \text{ form a Markov chain, in that order;}
\]

\[
E[\|U\| | X = y] < \infty, y \in \mathbb{R}^n; \quad \text{and}
\]

\[
E[\|U\| | Y = y] < \infty, y \in \mathbb{R}^n.
\]

Then,

\[
J_y E[|U| | Y = y] = K_N^{-1} \text{Cov}(X, U | Y = y), \quad y \in \mathbb{R}^n.
\]  

**Proof:** See Appendix A.

Alternatively, Theorem 1 can be re-written as

\[
E[U_i | Y = y] = E[U_i | Y = 0] + \int_0^y K_N^{-1} \text{Cov}(X, U_i | Y = t) \cdot dt,
\]

where \( i \in [m] \), and \( \int \) is a line integral over an arbitrary path between 0 and \( y \).

It is not difficult to see that conditions in Theorem 1 are rather mild. For example, by using Bayes’ formula, we have that

\[
E[\|U\| | Y = y] = E[\|U\| | U = 0] + \int_y^\infty E[\|U\| | U = t] \cdot f_Y(t) \cdot dt.
\]

Consequently, since \( f_Y(y) > 0 \), \( E[\|U\| | Y = y] < \infty \) if and only if \( E[\|U\| | \phi_N(y-X) < \infty \). Therefore, in order to violate the conditions in Theorem 1 one needs to find \( \|U\| \) that goes to infinity faster than a Gaussian density. In particular, by setting \( U = X \), the above discussion shows that \( E[|X| | Y = y] \) always exists.

In the rest of the paper, it is shown that many of the known identities in the literature can be derived systematically from the identity in Theorem 1. Moreover, we use this new identity to derive several generalizations of the previously known identities and discover some new identities. Specifically, this will be done by evaluating Theorem 1 with different choices of \( U \) such as \( U = X, U = 1_A(X), U = (XX^T)^{k-1}X, k \in \mathbb{N} \) and \( U = e^{tX}, t \in \mathbb{R}^n \). For all these choices the conditional expectations will be finite.

IV. THE VARIANCE IDENTITY OF HATSELL AND NOLTE

Our first application is to use (22) to recover a variance identity shown by Hatsell and Nolte in [17]. By setting \( U = X \) in (19), we arrive at the following identity.

**Proposition 1.** For \( y \in \mathbb{R}^n \)

\[
J_y E[|X| | Y = y] = K_N^{-1} \text{Var}(X | Y = y).
\]  

The identity in (22) has been first derived by Hatsell and Nolte in [17] for the case of \( K_N = 1 \). The general version in (22) was first derived in [5]. In terms of applications, in [5], the identity in (22) was used, together with the TRE identity in (3), to give a proof of the vector version of the I-MMSE relationship; in [18], the scalar version of the identity in (22), was used
Lemma 1. Let interesting consequences. The following lemma will be useful in deriving this new representation.

B. A New Perspective on Jaffer’s Identity

used to show a new fundamental connection between conditional cumulants and conditional expectations. Furthermore, in Section VI, this identity will be used to prove the uniqueness of the conditional mean estimator. In Section X-A, we also use this integral identity to develop several alternative representations and generalizations of Jaffer’s identity and also show the utility of Jaffer’s identity.

Specifically, we will first derive an alternative but equivalent integral version of Jaffer’s identity and show how this new identity extend the empirical Bayes procedure to higher-order conditional moments. In addtion, if \( \|X\| \leq R \), then

\[
0 \leq \text{Tr}\left( J_y \mathbb{E}[X|Y = y] \right).
\]

(23)

Proof: The proof of the lower bound follows by using (22) together with the properties that both variance is a positive definite matrices and that the trace of the product of two positive definite matrices is non-negative. To show the upper bound in (24), we use (22) together with the Cauchy-Schwarz inequality

\[
\text{Tr}\left( J_y \mathbb{E}[X|Y = y] \right) = \text{Tr}\left( \text{Var}(X|Y = y) K_N^{-1} \right)
\]

\[
\leq R^2 \text{Tr}\left( K_N^{-1} \right).
\]

(25)

(26)

Several new applications of (22) will be given in subsequent sections. For example, in Section VII the identity in (22) will be used to show concavity of the information density, and in Section VIII will be used to argue that the conditional expectation has an inverse.

V. Recursive Identities for Higher-Order Conditional Moments

In this section, we study recursive identities for higher-order conditional moments. The treatment of the scalar and vector case will be done separately. We begin by first showing a simple proof of the recursive identity due to Jaffer.

A. Jaffer’s Identity

In (20), Jaffer has shown the following identity, which now easily follows from our main result in Theorem 1.

Proposition 2. For \( y \in \mathbb{R} \) and \( k \in \mathbb{N} \cup \{0\} \)

\[
\mathbb{E}[X^{k+1}|Y = y] = \sigma^2 \frac{d}{dy} \mathbb{E}[X^k|Y = y] + \mathbb{E}[X^k|Y = y] \mathbb{E}[X|Y = y].
\]

(27)

Proof: Letting \( U = X^k \) in Theorem 1, we arrive at

\[
\frac{d}{dy} \mathbb{E}[X^k|Y = y] = \frac{1}{\sigma^2} \text{Cov}(X, X^k|Y = y)
\]

\[
= \frac{1}{\sigma^2} \left( \mathbb{E}[X^{k+1}|Y = y] - \mathbb{E}[X^k|Y = y] \mathbb{E}[X|Y = y] \right).
\]

(28)

(29)

This concludes the proof.

To the best of our knowledge, Jaffer’s identity in (27) has had no applications and is not well-known. In what follows, we develop several alternative representations and generalizations of Jaffer’s identity and also show the utility of Jaffer’s identity. Specifically, we will first derive an alternative but equivalent integral version of Jaffer’s identity and show how this new identity can be used to prove the uniqueness of the conditional mean estimator. In Section X-A we also use this integral identity to extend the empirical Bayes procedure to higher-order conditional moments. Furthermore, in Section VI, this identity will be used to show a new fundamental connection between conditional cumulants and conditional expectations.

B. A New Perspective on Jaffer’s Identity

Next, we show that Jaffer’s identity has an alternative integral version. This new integral representation leads to several interesting consequences. The following lemma will be useful in deriving this new representation.

Lemma 1. Let \( f_k : \mathbb{R} \to \mathbb{R} \) be a sequence of functions with \( k \in \mathbb{N} \cap \{0\} \) such that

\[ f_k(x) = \frac{d}{dx} f_{k-1}(x) + f_{k-1}(x) f_1(x), k = 1, 2, \ldots, \]

(30)

with \( f_0 \equiv 1 \).

Then, the following statements hold:

- The solution to (30) is given by

\[ f_k(x) = e^{-\int_0^x f_1(t) dt} \frac{q^k}{n e^{x}} f_1(t) dt, \]

(31)
Proposition 3. For any function \( f_1 \) one can derive the following expression for the conditional expectation of a higher-order differential of the function \( \varphi(x) \)

\[ E[\varphi(x) | Y = y] = \frac{d^{k+1}}{dy^{k+1}} \varphi(x) \bigg|_{y=Y} \]

where \( \varphi(x) \) is a bijective function of \( x \).

Proof: See Appendix B.

Example. The second and third Bell polynomials age given by

\[ B_2(x_1, x_2) = x_1^2 + x_2, \]
\[ B_3(x_1, x_2, x_3) = x_1^3 + 3x_1x_2x_3. \]

Therefore, using (35) we have that

\[ E[X^2 | Y = y] = E^2[X | Y = y] + \sigma^2 E^{(1)}[X | Y = y], \]

and

\[ E[X^3 | Y = y] = \sigma^2 E^2[X | Y = y] + 3\sigma^2 E[X | Y = y] E^{(1)}[X | Y = y] + \sigma^4 E^{(2)}[X | Y = y]. \]

Example. We now show how (32) and Lanczo’s derivative can be used to compute the \( k \)-th order conditional expectation. This can be achieved by using Lanczo’s derivative and the TRE identity as follows:

\[ \frac{d^k}{dy^k} E[X | Y = y] \approx \frac{d^k}{dy^k} y + \sigma^2 D^{(k+1)}(f_Y(y)). \]

An important feature of the integral version of Jaffer’s identity in (34) is that every higher-order conditional moment is determined by the first-order conditional moment. This observation can be used to show that the conditional expectation is uniquely determined by the distribution of the input \( X \).

Theorem 2. The conditional expectation \( E[X | Y] \) is a bijective operator of the distribution of \( X \). In other words, for \( Y_1 = X_1 + N_1 \) and \( Y_2 = X_2 + N_2 \) where \( N_1 \) and \( N_2 \) are Gaussian with the same variance

\[ E[X_1 | Y_1 = y] = E[X_2 | Y_2 = y], \forall y \in \mathbb{R} \iff P_{X_1} = P_{X_2}. \]
This concludes the proof.

To see that the equality in (51) implies that $P_{X_1|Y_1=y} = P_{X_2|Y_2=y}$ for all $y \in \mathbb{R}$, First, without loss of generality assume that $\sigma^2 = 1$. Second, fix some $y \in \mathbb{R}$ in (51) and let

$$m_{1,k} = \mathbb{E}[X_1^k|Y_1 = y], \quad m_{2,k} = \mathbb{E}[X_2^k|Y_1 = y].$$

The identity (45) implies that $m_{1,k} = m_{2,k}, \forall k \in \mathbb{N}$. The question of whether a distribution of a real-valued random variable is determined by its moment is known as the Hamburger moment problem [21]. We now use Carleman’s sufficient condition to check whether the moments uniquely determine the distribution, which requires verifying that the following sum of moments is divergent:

$$\sum_{k=1}^{\infty} m_{i,2k}^{-\frac{1}{2k}} = \infty.$$ (47)

To show that the left side of (47) diverges, we will need the following upper bound on the conditional moments shown in [22]: for $i \in \{1, 2\}$

$$m_{i,2k} \leq c_i k^2 2^{k+1} \sqrt{(2k-1)!}, \quad k \in [n]$$

with $c_i = \frac{\epsilon}{f_Y(y)}$. Applying (48) to (47) we have that

$$\sum_{k=1}^{\infty} m_{i,2k}^{-\frac{1}{2k}} \geq \sum_{k=1}^{\infty} \frac{1}{c_i \sqrt{2k^2} \sqrt{(2k-1)!}} \left(\frac{1}{2^{k+1}}\right)^{\frac{1}{2k}}$$

$$\geq \frac{1}{2c_i^2} \sum_{k=1}^{\infty} \frac{1}{k^{\frac{1}{2}} ((2k)!)^{\frac{1}{2}}},$$

which diverges by the comparison test. Therefore, the Carleman condition in (47) is satisfied, and the moments determine the distribution. In other words, we have demonstrated that (45) implies that for all $y \in \mathbb{R}$

$$P_{X_1|Y_1=y} = P_{X_2|Y_2=y}.$$ (51)

To see that the equality in (51) implies that $P_{X_1} = P_{X_2}$, choose some measurable set $A \subseteq \mathbb{R}$ and observe that

$$P_{X_1}(A) = \mathbb{E}[1_A(X_1)]$$

$$= \mathbb{E}[\mathbb{E}[1_A(X_1)|Y_1]]$$

$$= \mathbb{E}[\mathbb{E}[1_A(X_2)|Y_2]] = P_{X_2}(A).$$

This concludes the proof.

\[ \blacksquare \]

Theorem 2 has been previously shown in [18]. However, our proof here is different than that in [18], and our method is more akin to the proof of the uniqueness of the conditional expectation for the Poisson noise used in [23]. A simpler proof

![Fig. 2: Plot of $\mathbb{E}[X^k|Y = y]$ vs. $y$ for $k = 1, 2, 3$ and 4.](image)
of Theorem 2 that also holds for vectors and discussion surrounding statistical applications of Theorem 2 will be provided in Section VII-B.

Another identity, equivalent to that in (34) and which allows expressing higher-order conditional moments in terms of the pdf of $Y$, is shown next.

**Proposition 4.** For any $k \in \mathbb{N}$ and $y \in \mathbb{R}$

$$
\mathbb{E}[X^k | Y = y] = \sigma^{2k} \frac{\frac{d^k}{dy^k} \left( f_Y(y) \phi^y_{-1}(y) \right)}{f_Y(y) \phi^y_{-1}(y)}.
$$

(55)

Alternatively, let $t \mapsto H_{c_m}(t)$, $m \in \mathbb{N} \cup \{0\}$ be a probabilistic Hermite polynomial; then

$$
\mathbb{E}[X^k | Y = y] = \sigma^{2k} \sum_{m=0}^{k} \binom{k}{m} f_Y^{(k-m)}(y) \frac{(i \sigma)^m}{\sigma^m} H_{c_m}(i \frac{y}{\sigma}).
$$

(56)

where $i = \sqrt{-1}$.

**Proof:** First, observe that using the scalar TRE identity in (3) we have that

$$
\int_0^y \frac{\mathbb{E}[X | Y = t]}{\sigma^2} \frac{d}{dt} \log(f_Y(t)) dt = \frac{y^2}{2\sigma^2} + \log(f_Y(y)) - \log(f_Y(0)).
$$

(57)

Inserting (58) into (34) leads to (55). The proof of (56) follows by applying the generalized product rule to (55) and the following derivative [24, eq. 19.13.3]:

$$
\frac{d^m}{dy^m} e^{\frac{y^2}{2\sigma^2}} = \frac{(-i)^m}{\sigma^m} e^{\frac{y^2}{2\sigma^2}}.
$$

(59)

The identity in (55) can be thought of as a generalization of the TRE identity in (3) to the higher-order moments. Indeed for $k = 1$, we recover the TRE identity. Similarly to the TRE identity, the important feature of the identity in (55) is that $\mathbb{E}[X^k | Y]$ depends on the joint distribution $P_{X,Y}$ only through the marginal pdf of $Y$. In Section VII-B, the identity in (55) will be used to extend the empirical Bayes procedure to higher-order conditional moments.

**C. Vector Generalizations of Jaffer’s Identity**

Given the fact that there is no unique generalization of higher-order moments to the vector case, several vector generalizations of the identity in (27) are possible. Next, we present two such generalizations.

The first generalization of (27) is in terms of powers of a matrix.

**Proposition 5.** For $k \in \mathbb{N}$ and $y \in \mathbb{R}^n$

$$
\mathbb{E}_k [XX^T]^k | Y = y] = K_N J_y \mathbb{E}_k [(XX^T)^k-1X | Y = y] + \mathbb{E}[X|Y=y] \mathbb{E}[X^T(XX^T)^{-1} | Y = y].
$$

(60)

**Proof:** The proof follows by evaluating (19) with $U = (XX^T)^{k-1}$ and noting that $U^T = X^T(XX^T)^{-1}$.

The second generalization of (27) allows for different exponents across elements of $X$.

**Proposition 6.** For every $m \in [n]$, $v_i \in \mathbb{N} \cup \{0\}$, $i \in [n]$ and $y \in \mathbb{R}^n$

$$
\frac{d}{dy_m} \mathbb{E}_m \left[ \prod_{i=1}^{n} (e_i^T K_N^{-1} X)^{v_i} | Y = y \right] = \mathbb{E}_m \left[ \prod_{i=1}^{n} (e_i^T K_N^{-1} X)^{v_i} | Y = y \right] \mathbb{E}_m \left[ e_i^T K_N^{-1} X | Y = y \right].
$$

(61)

**Proof:** The proof follows by evaluating (19) with $U = \prod_{i=1}^{n} (e_i^T K_N^{-1} X)^{v_i}$.

In the case when $K_N$ is a diagonal matrix with $[K_N]_{ii} = \sigma_{ii}$, the identity (61) reduces to

$$
\mathbb{E}_m \left[ X^{v_m+1}_m \prod_{i=1; i \neq m}^{n} X_i^{v_i} | Y = y \right] = \sigma_{mm}^2 \frac{d}{dy_m} \mathbb{E}_m \left[ \prod_{i=1}^{n} X_i^{v_i} | Y = y \right] + \mathbb{E}_m \left[ \prod_{i=1}^{n} X_i^{v_i} | Y = y \right] \mathbb{E}_m [X_m | Y = y].
$$

(62)

VI. IDENTITIES FOR THE CONDITIONAL CUMULANTS

This section establishes a new connection between the conditional cumulants and the conditional expectation. For ease of exposition, we first focus on the univariate case and then generalize the results to the multivariate case.
A. The Univariate Case

Consider the conditional cumulant generating function

\[ K_X(t|Y = y) = \log \left( \mathbb{E}[e^{tX}|Y = y] \right), \quad y \in \mathbb{R}, t \in \mathbb{R}. \]  \hfill (63)

The \( k \)-th conditional cumulant is given by

\[ \kappa_{X|Y=y}(k) = \frac{d^k}{dt^k}K_X(t|Y = y) \bigg|_{t=0}, \quad k \in \mathbb{N}, \quad t \in \mathbb{R}. \]  \hfill (64)

**Remark 2.** The conditional moment generating (i.e., \( \mathbb{E}[e^{tX}|Y = y] \)) is well-defined in view of (21). An alternative way to argue this is to use the fact all \( t \in \mathbb{R} \), the conditional distribution \( P_{X|Y=y} \) is sub-Gaussian [22].

It is well-known that the cumulants and the moments of a random variable \( U \) have a one-to-one correspondence with the inverse relationship given by

\[ \kappa_U(k) = \sum_{m=1}^{k} c_m B_{k,m} (\mu_1, \ldots, \mu_{k-m+1}), \]  \hfill (65)

where \( \mu_m = \mathbb{E}[U^m] \) [25] Example 11.4. This expression together with the integral version of Jaffer’s identity in (36) lead to the following simple relationship between the conditional expectation and the conditional cumulants.

**Proposition 7.** For \( y \in \mathbb{R} \) and \( k \in \mathbb{N} \cup \{0\} \)

\[ \sigma^{2k} \frac{d^k}{dy^k} \mathbb{E}[X|Y = y] = \kappa_{X|Y=y}(k+1). \]  \hfill (66)

**Proof:** First, let \( X_y \sim P_{X|Y=y} \) and let \( U = \frac{X_y}{\sigma} \). Second, by using the scaling property of cumulants, we have that

\[ \kappa_U(k) = \frac{1}{\sigma^{2k}} \kappa_{X|Y=y}(k). \]  \hfill (67)

Next, by using (65), for \( k \geq 1 \) we have that

\[ \frac{1}{\sigma^{2k}} \kappa_{X|Y=y}(k) = \sum_{m=1}^{k} c_m B_{k,m} \left( \mathbb{E} \left[ \frac{X_y^2}{\sigma^2} \right], \ldots, \mathbb{E} \left[ \left( \frac{X_y^2}{\sigma^2} \right)^{k-m+1} \right] \right) \]  \hfill (68)

\[ = \frac{1}{\sigma^2} \frac{d^{k-1}}{dy^{k-1}} \mathbb{E}[X_y], \]  \hfill (69)

where the last step follows by using (66). This concludes the proof.

From Proposition 7 we make the following two observations:

- For \( k \in \mathbb{N} \)

\[ \sigma^2 \frac{d}{dy} \kappa_{X|Y=y}(k) = \kappa_{X|Y=y}(k+1); \text{ and} \]  \hfill (70)

- By using the TRE identity, we arrive at a new the representation of cumulants in terms of only \( f_Y \)

\[ \kappa_{X|Y=y}(1) = y + \sigma^2 \frac{d}{dy} \log f_Y(y), \]  \hfill (71)

\[ \kappa_{X|Y=y}(2) = \sigma^2 + \sigma^4 \frac{d^2}{dy^2} \log f_Y(y), \]  \hfill (72)

\[ \kappa_{X|Y=y}(k) = \sigma^{2k} \frac{d^k}{dy^k} \log f_Y(y), k \geq 3. \]  \hfill (73)

In other words, the conditional cumulants depend on the joint distribution \( P_{XY} \) only through the marginal distribution \( P_Y \). These formulas suggest that conditional cumulants can be estimated based only on observations \( Y \). This fact will be explored in Section X-B where such estimators will be constructed.

**Example.** In the case when \( X \) is standard Gaussian the conditional expectation \( \mathbb{E}[X|Y = y] \) is a linear function of \( y \). Therefore, by using (66), we have that

\[ \kappa_{X|Y=y}(1) = \frac{1}{1 + \sigma^2} y, \]  \hfill (74)

\[ \kappa_{X|Y=y}(2) = \frac{\sigma^2}{1 + \sigma^2}, \]  \hfill (75)

\[ \kappa_{X|Y=y}(k) = 0, k \geq 3. \]  \hfill (76)
Note that this is as expected since $P_{X|Y}$ is Gaussian, and for the Gaussian distribution only the first and the second cumulants are non-zero.

**Example.** Consider an example of a random variable $X \in \{-3, 0, 3\}$ with a uniform distribution. In order to compute the conditional cumulants for this random variable we combine (66), the TRE formula in (3) and Lanczos’ derivative in (12), which results in

$$
\kappa_{X|Y=y}(k+1) = \frac{d^k}{dy^k} y + \sigma^2 D_h^{(k+1)} \log f_Y(y) + O(h^2),
$$

(77)

where we set $h = 0.1$. Fig. 3 shows plots of $\kappa_{X|Y=y}$ vs. $y$ for several values of $k$.

![Fig. 3: Plot of $\kappa_{X|Y=y}(k)$ vs. $y$ for $k = 1, 2, 3, 4$.](image)

One more example of the expression for the conditional cumulants will be given in Section VII-B for the case of $X$ distributed uniformly on $(-R, R)$.

We next show a small application of the new identity in (66).

**Example.** A random variable $U$ with mean $\mu = \mathbb{E}[U]$ is said to have a sub-Gaussian distribution if there exists a $\gamma^2$ such that

$$
\mathbb{E} \left[ e^{\lambda (U-\mu)} \right] \leq e^{\frac{\lambda^2 \gamma^2}{2}}, \lambda \in \mathbb{R}.
$$

(78)

The quantity $\gamma^2$ is known as a proxy variance. The distribution is said to be strictly sub-Gaussian if $\text{Var}(U) = \gamma$. In [22], it was shown that for an arbitrary distribution of $X$, the conditional distribution $P_{X|Y=y}$ is sub-Gaussian. We now use the identity in (73) to answer if $P_{X|Y=y}$ is strictly sub-Gaussian. As shown in [26] Prop. 4.3 a necessary condition for strict sub-Gaussianity requires that the third cumulant is zero. Therefore, a necessary condition for $P_{X|Y=y}$ to be strictly sub-Gaussian is

$$
0 = \kappa_{X|Y=y}(3).
$$

(79)

This certainly holds if $X$ is Gaussian. Moreover, as shown in Fig. 3 for a non-Gaussian example, the above can be zero for some values of $y$. However, this set of $y$’s must necessarily be of Lebesgue measure zero for a non-Gaussian $X$. To see this, suppose that $0 = \kappa_{X|Y=y}(3)$, $y \in S$ where $S$ is a set of positive Lebesgue measure. Then, since $\kappa_{X|Y=y}(k)$ is real-analytic (see Lemma 2 below), by the identity theorem for real-analytic functions [27], it follows that $0 = \kappa_{X|Y=y}(3)$ for all $y \in \mathbb{R}$. Next, using this and the identity in (73), we arrive at a differential equation

$$
0 = \kappa_{X|Y=y}(3) = \sigma^6 \frac{d^3}{dy^3} \log f_Y(y), y \in \mathbb{R}.
$$

(80)

The solution to (80) states that $\log f_Y(y)$ must be a quadratic function and implies that $Y$ must be Gaussian. This further implies that $X$ is Gaussian and contradicts our assumption that $X$ is non-Gaussian. In conclusion, for a non-Gaussian $X$, the distribution $P_{X|Y=y}$ can only be strictly sub-Gaussian on a set of Lebesgue measure zero.

We now show two bounds on the absolute value of the conditional cumulants. Together with the identity in (66), these bounds produce bounds on the rate of growth of the conditional expectation. In addition, in Section VIII-A, these bounds will be used to characterize the Taylor series expansion of the conditional expectation, and in Section X-B these bounds will be used to construct consistent estimators of the conditional cumulants.

**Proposition 8.** For $y \in \mathbb{R}$ and $k \in \mathbb{N}$

$$
|\kappa_{X|Y=y}(k)| \leq 2^{k-1} k^k \mathbb{E}[|X|^k | Y = y],
$$

(81)

$$
\leq a_k |y|^k + b_k,
$$

(82)
\[ a_k = k^2 2^{k-1} (3^{\max\left(\frac{k}{2},1\right)} + 2), \quad (83) \]
\[ b_k = k (2^{\max\left(\frac{k}{2},1\right)} + k E^2 X^2) \quad (84) \]

**Proof:** See Appendix [C].

We conclude this section by showing that Theorem [1] can be used to get a more general identity than that in [60].

**Theorem 3.** For \( y \in \mathbb{R} \) and \( k \in \mathbb{N} \cup \{0\} \)
\[ \frac{d^{k+1}}{dt^{k+1}} K_X(t|Y = y) = \sigma^{2(k+1)} \frac{d^{k+1}}{dy^{k+1}} K_X(t|Y = y) + \sigma^2 \frac{d^k}{dy^k} \mathbb{E}[X|Y = y]. \quad (85) \]

**Proof:** First, consider the case of \( k = 0 \). By setting \( U = e^{tX}, \ t \in \mathbb{R} \) in Theorem [1] we arrive at
\[ \frac{d}{dy} K_X(t|Y = y) = \frac{d}{dy} \mathbb{E}[e^{tX}|Y = y] = \frac{1}{\sigma^2} \left( \frac{d}{dt} \mathbb{E}[e^{tX}|Y = y] - \mathbb{E}[e^{tX}|Y = y] \right) \quad (86) \]
\[ = \frac{1}{\sigma^2} \left( \frac{d}{dt} \mathbb{E}[e^{tX}|Y = y] - \mathbb{E}[X|Y = y] \right) \quad (87) \]
\[ = \frac{1}{\sigma^2} \left( \frac{d}{dt} \mathbb{E}[e^{tX}|Y = y] - \mathbb{E}[X|Y = y] \right) \quad (88) \]
\[ = \frac{1}{\sigma^2} \left( \frac{d}{dt} K_X(t|Y = y) - \mathbb{E}[X|Y = y] \right). \quad (89) \]
\[ \Rightarrow \frac{d}{dt} K_X(t|Y = y) = \mathbb{E}[X|Y = y]. \quad (90) \]

The rest of the proof follows by using (90) together with a simple induction.

Alternatively, we could have used Theorem [3] to show the derivative identity in (66). This approach has the benefit of avoiding the use of Bell polynomials. This alternative view will be taken in the next section to derive a multivariate generalization of the identity in (66).

**B. The Multivariate Case**

Consider the multivariate conditional cumulant generating function
\[ K_X(t|Y = y) = \log \left( \mathbb{E}[e^{tX}|Y = y] \right), \ y \in \mathbb{R}^n, \ t \in \mathbb{R}^n. \quad (91) \]

The conditional cumulants are now defined as
\[ \kappa_{X|Y = y}(s_1, \ldots, s_j) = \frac{\partial^j}{\partial s_1 \ldots \partial s_j} K_X(t|Y = y)|_{t=0}, \quad (92) \]
where \( j \in \mathbb{N} \) and \( s_1, \ldots, s_j \in [n] \). Note that the cumulants are the same for all permutations of the sequence \( s_1, \ldots, s_j \). The above definitions follow the conventions of [28].

It is instructive to consider the following example.

**Example.** Let \( X \sim \mathcal{N}(0, I) \). Then, \( X|Y = y \sim \mathcal{N}(\mathbb{E}[X|Y = y], \mathbf{Var}(X|Y = y)) \) where
\[ \mathbb{E}[X|Y = y] = (I + K_N)^{-1} y, \ y \in \mathbb{R}^n, \quad (93) \]
\[ \mathbf{Var}(X|Y = y) = K_N (I + K_N)^{-1}, \ y \in \mathbb{R}^n, \quad (94) \]
with the moment generating function given by
\[ \mathbb{E}[e^{tX}|Y = y] = e^{t\mathbb{E}[X|Y = y]} e^{\frac{1}{2} t \Sigma t}, \ t \in \mathbb{R}^n, \ y \in \mathbb{R}^n, \quad (95) \]
and the cumulant generating function given by
\[ K_X(t|Y = y) = t^\mathbb{E}[X|Y = y] + \frac{t^\Sigma t}{2}, \ t \in \mathbb{R}^n, \ y \in \mathbb{R}^n. \quad (96) \]

Using the definition in (92), the cumulants are calculated to be
\[ j = 1 : \kappa_{X|Y = y}(s_1) = \mathbb{E}[X_{s_1}|Y = y], \ s_1 \in [n], \]
\[ j = 2 : \kappa_{X|Y = y}(s_1, s_2) = [\Sigma]_{s_1, s_2}, \ s_1, s_2 \in [n], \]
\[ j \geq 3 : \kappa_{X|Y = y}(s_1, \ldots, s_j) = 0, \ s_1, \ldots, s_j \in [n]. \]
We first show a multivariate generalization of Theorem 3, which follows by letting \( U = e^{T}X \) in Theorem 1.

**Theorem 4.** Let \( K_{m,i}^{T} = e_{m,i}^{T}K_{N}^{-1} \) (i.e., the \( i \)-th row of \( K_{N}^{-1} \)). Then, for \( j \in \mathbb{N} \) and \( y \in \mathbb{R}^{n} \),

\[
\frac{\partial^{j} K_{X}(t|Y = y)}{\partial y_{1} \ldots \partial y_{j}} = k_{s_{1}}^{T} \nabla t k_{s_{2}}^{T} \nabla t \ldots k_{s_{j}}^{T} \nabla t K_{X}(t|Y = y) - k_{s_{j}}^{T} \frac{\partial^{j-1} \mathbb{E}[X|Y = y]}{\partial y_{1} \ldots \partial y_{j-1}}.
\]

(97)

**Proof:** See Appendix [E]

**Remark 3.** The first term on the right side of (97) can be equivalently written as

\[
k_{s_{j}}^{T} \nabla t k_{s_{2}}^{T} \nabla t \ldots k_{s_{j}}^{T} \nabla t K_{X}(t|Y = y) = \sum_{p_{1}=1}^{n} \ldots \sum_{p_{j}=1}^{n} \prod_{i=1}^{j} k_{s_{i},p_{i}}^{T} \mathbb{E}[X|Y = y](p_{1}, \ldots, p_{j}).
\]

(98)

where \( k_{s_{j},p_{j}} \) is \( p_{j} \)'s entry of \( k_{s_{j}} \). This representation will be useful in the next proof, which relates the conditional cumulants and the conditional moments.

The next result generalizes the derivative identity in (66) to the multivariate case.

**Proposition 9.** Let \( k_{m,i}^{T} = e_{m,i}^{T}K_{N}^{-1} \) and \( k_{m,i}^{T} = e_{m,i}^{T}K_{N}^{-1} e_{i} \). Then, for \( j \in \mathbb{N} \) and \( y \in \mathbb{R}^{n} \),

\[
k_{s_{j}}^{T} \frac{\partial^{j-1} \mathbb{E}[X|Y = y]}{\partial y_{1} \ldots \partial y_{j-1}} = \sum_{p_{1}=1}^{n} \ldots \sum_{p_{j-1}=1}^{n} \prod_{i=1}^{j-1} k_{s_{i},p_{i}} \mathbb{E}[X|Y = y](p_{1}, \ldots, p_{j}).
\]

(99)

**Proof:** The proof follows by showing that for every \( j \) we have that \( \frac{\partial^{j} K_{X}(t|Y = y)}{\partial y_{1} \ldots \partial y_{j}} |_{t=0} = 0 \). See Appendix [G] for the details.

In the case when \( K_{N} \) is a diagonal matrix the above simplifies to

\[
\kappa_{X|Y = y}(s_{1}, \ldots, s_{j}) = \left( \prod_{i=1}^{j-1} \sigma_{s_{i},s_{i}}^{2} \right) \frac{\partial^{j-1} \mathbb{E}[X_{s_{j}}|Y = y]}{\partial y_{s_{1}} \ldots \partial y_{s_{j-1}}},
\]

(100)

where we let \( \prod_{i=1}^{j-1} \sigma_{s_{i},s_{i}}^{2} = 1 \).

Closed-form expressions for the conditional expectation are rare in the univariate case and even more so in the multivariate case. In particular, not many examples of \( \mathbb{E}[X|Y = y] \) are known when \( X \) has a non-product distribution. The next example computes the first two cumulants for one of the rare cases when we do have a closed-form expression for the conditional expectation.

**Example.** Consider a case when \( X \) is distributed uniformly on \( \{ x \in \mathbb{R}^{n} : \| x \| = R \} \) (i.e., \( n-1 \)-sphere of radius \( R \)) and let \( K_{N} = 1 \). This distribution has several applications in information theory and estimation theory. For example, in information theory, this distribution is the capacity-achieving distribution for an amplitude constrained channel [11]. In estimation theory, this distribution has been shown to be the least favorable distribution for the problem of estimating a bounded normal mean [29]. The conditional expectation for this distribution is given by [11]

\[
\mathbb{E}[X|Y = y] = \frac{Ry}{\| y \|} I_{\frac{\nu}{2}}(R\| y \|), \quad y \in \mathbb{R}^{n},
\]

where \( I_{\nu}(\cdot) \) is the modified Bessel function of the first kind of order \( \nu \). Next, using Proposition 2, we characterize the first two conditional cumulants of this distribution. For \( j = 1 \), \( \kappa_{X|Y = y}(s_{1}) = \mathbb{E}[X_{s_{1}}|Y = y] \), and for \( j = 2 \) the expression for \( \kappa_{X|Y = y}(s_{1}, s_{2}) \) is given in (101). The proofs for \( j = 2 \) can be found in Appendix [D].

For the case of \( n = 1 \), the distribution under consideration becomes uniform on \( \{ -R, R \} \) and as expected the expression in (101) reduces to \( \kappa_{X|Y = y}(2) = \frac{R}{\cosh(Ry)} \), which is the derivative of \( \mathbb{E}[X|Y = y] = R \tanh(Ry) \).

\[
\kappa_{X|Y = y}(s_{1}, s_{2}) = \begin{cases} \frac{Ry_{s_{1}}}{{\| y \|}^2} I_{\frac{\nu}{2}}(R\| y \|) + \frac{R^2 y_{s_{1}}y_{s_{2}}}{{\| y \|}^2} \left( 1 - \frac{n-1}{\| y \|} I_{\frac{\nu}{2}}(R\| y \|) - \frac{I_{\frac{\nu}{2}}(R\| y \|)}{I_{\frac{\nu}{2}-1}(R\| y \|)} \right)^2, & s_{1} \neq s_{2} \\ \frac{R^2 y_{s_{1}}^2}{{\| y \|}^2} I_{\frac{\nu}{2}}(R\| y \|) + \frac{R^2 y_{s_{1}}y_{s_{2}}}{{\| y \|}^2} \left( 1 - \frac{n-1}{\| y \|} I_{\frac{\nu}{2}}(R\| y \|) - \frac{I_{\frac{\nu}{2}}(R\| y \|)}{I_{\frac{\nu}{2}-1}(R\| y \|)} \right)^2, & s_{1} = s_{2} \end{cases}
\]

(101)
VII. IDENTITIES FOR DISTRIBUTIONS, THE INFORMATION DENSITY AND THE MMSE

In this section, we study identities between the conditional expectation and quantiles such the conditional distribution $P_{X|Y}$, the pdf of $Y$ and the information density of the pair $(X, Y)$. As a small application, we show how such identities can be used to find lower bounds on the MMSE.

A. An Alternative View and Generalization of the TRE Identity, and Higher-Order Derivative of the Information Density

Let the information density be defined as

$$\iota_{P_{XY}}(x; y) = \log \frac{dP_{XY}}{d(P_X \otimes P_Y)}(x, y), \ x, y \in \mathbb{R}^n. \quad (102)$$

In this section, we are interested in characterizing derivatives of the information density with respect to the variable $y$.

We start this section by observing the following alternative version of the TRE identity, which establishes the gradient of information density.

**Proposition 10.** For $x, y \in \mathbb{R}^n$

$$\nabla_y \iota_{P_{XY}}(x; y) = K_N^{-1}(x - \mathbb{E}[X|Y = y]). \quad (103)$$

**Proof:** Fix some $x$ and $y$. Then,

$$\nabla_y \iota(x; y) = \nabla_y \log \frac{f_{Y|X}(y|x)}{f_Y(y)} \quad (104)$$

$$= \nabla_y \log \frac{\phi_K(y-x)}{f_Y(y)} \quad (105)$$

$$= -K_N^{-1}(y-x) - \nabla_y \log f_Y(y) \quad (106)$$

$$= -K_N^{-1}(y-x) - K_N^{-1}(\mathbb{E}[X|Y = y] - y) \quad (107)$$

$$= K_N^{-1}(x - \mathbb{E}[X|Y = y]), \quad (108)$$

where in (106) we have used $\nabla_y \log \phi_K(y-x) = -K_N^{-1}(y-x)$; and (107) follows by using the TRE identity in (3). This concludes the proof.

Using Theorem 1 and setting $U = 1_A(X)$, $A \subseteq \mathbb{R}^n$, the TRE identity can be generalized as follows.

**Proposition 11.** Let $A \subseteq \mathbb{R}^n$ be a measurable set such that $P[X \in A] > 0$. Then, for $y \in \mathbb{R}^n$

$$\nabla_y \log (P[X \in A|Y = y]) = K_N^{-1}(\mathbb{E}[X|Y = y] - \mathbb{E}[X|Y = y]). \quad (109)$$

**Proof:** Let $U = 1_A(X)$ in Theorem 1. This choice of $U$ implies the following:

$$\mathbb{E}[U|Y = y] = P[X \in A|Y = y], \quad (110)$$

$$\mathbb{E}[UX|Y = y] = \mathbb{E}[X|Y = y], \quad (111)$$

Combining (110) and (111) with the identity in (19) we arrive at

$$\frac{\nabla_y P[X \in A|Y = y]}{P[X \in A|Y = y]} = K_N^{-1}(\mathbb{E}[X|Y = y], X \in A) - \mathbb{E}[X|Y = y]), \quad (112)$$

where we have used that $P[X \in A] > 0$. The proof is concluded by observing that $\nabla_y \log (P[X \in A|Y = y]) = \frac{\nabla_y P[X \in A|Y = y]}{P[X \in A|Y = y]}$.

To see that (109) is a generalization of (103) suppose that $X$ is a discrete random vector. Then, by setting $A = \{x\}$ where $x$ is a point of support of $X$, the identity in (109) reduces to

$$\nabla_y \log (P[X = x|Y = y]) = \nabla_y \iota_{P_{XY}}(x; y) \quad (113)$$

$$= K_N^{-1}(x - \mathbb{E}[X|Y = y]), \quad (114)$$

where we have used that $\mathbb{E}[X|Y = y], X = x = x$.

As an application of Proposition 10 and Proposition 11 we now characterizing the Hessian of the information density and the Hessian of the log of the posterior distribution. Again, the key ingredient in the proof will be the identity in Theorem 1.

**Proposition 12.** For $(x, y) \in \mathbb{R}^n \times \mathbb{R}^n$:

- (Hessian of the Information Density)

$$D^2 \iota_{P_{XY}}(x; y) = -K_N^{-1} \text{Var}(X|Y = y)K_N^{-1}. \quad (115)$$
• (General Case) Let \( A \subseteq \mathbb{R}^n \) be a measurable set such that \( P[X \in A] > 0 \). Then,
\[
\mathbf{D}_Y^2 \log (P[X \in A|Y = y]) = K_N^{-1} \mathbf{K}_N^{-1} (\mathbf{Var}(X|Y = y, X \in A) - \mathbf{Var}(X|Y = y)) \mathbf{K}_N^{-1}.
\] (116)

**Proof:** See Appendix \[ \text{H} \].

By choosing a specific family of sets \( A \), we next illustrate an example of how the identity in (115) can be used to study other quantities such as the conditional cumulative distribution function (ccdf).

**Example.** Consider a family of sets given by \( X \sim \mathcal{N}(0, 1) \), it can be shown that
\[
\mathbf{Var}(X|Y = y, X \in A) - \mathbf{Var}(X|Y = y) = 0.
\]

Now, consider the case of \( X \sim \mathcal{N}(t, 1) \). Then, \( X|Y = y \sim \mathcal{N}(\frac{y}{\sqrt{1+\sigma^2}}, \frac{1}{\sqrt{1+\sigma^2}}) \). Moreover, since \( X|\{X \leq t\} \) is a truncated Gaussian \( \mathcal{N} \), it can be shown that
\[
\mathbf{Var}(X|Y = y, X \leq t) = \frac{\sigma^2}{1 + \sigma^2} \left( 1 - \frac{\beta(y) \phi(\beta(y))}{\Phi(\beta(y))} - \left( \frac{\phi(\beta(y))}{\Phi(\beta(y))} \right)^2 \right),
\] (118)

where
\[
\beta(y) = \frac{t - \frac{y}{\sqrt{1+\sigma^2}}}{\sqrt{1+\sigma^2}}.
\] (119)

Consequently, from (116) we have that
\[
\frac{d^2}{dy^2} \log (P[X \leq t|Y = y]) = -\frac{1}{\sigma^2(1 + \sigma^2)} \left( \frac{\beta(y) \phi(\beta(y))}{\Phi(\beta(y))} + \left( \frac{\phi(\beta(y))}{\Phi(\beta(y))} \right)^2 \right).
\] (120)

Fig. 4a plots \( \frac{d^2}{dy^2} \log (P[X \leq t|Y = y]) \).

From Proposition 12, we have the following corollary.

**Corollary 2.** The mapping \( (x, y) \rightarrow \mathbf{D}_Y \mathbf{I}_{P_X Y}(x; y) \) is only a function of the variable \( y \). Moreover, \( y \rightarrow \mathbf{I}_{P_X Y}(\cdot; y) \) is a concave function.

We were not able to locate an explicit statement of the above result in the literature. The equivalent statement was produced from Proposition 12.

It is also interesting to ask whether \( y \rightarrow \log (P[X \in A|Y = y]) \) is also concave? The following example shows that this is not the case and one can find a non-trivial family of sets for which \( y \rightarrow \log (P[X \in A|Y = y]) \) is not concave.

**Example.** Consider the case of \( X \) uniformly distributed on \( \{-5, -4, -3, -2, -1, 0, 1, 2, 3, 4, 5\} \). Moreover, we let \( A = \mathbb{R} \setminus (-t, t) \). For example, if \( t = 3 \), then \( X|\{X \in A\} \) is uniformly distributed on \( \{-5, -4, -3, 3, 4, 5\} \). Fig. 4b shows the plot of \( \frac{d^2}{dy^2} \log (P[X \in A|Y = y]) \) for \( t = 0, 1, 2 \) and \( t = 3 \) where we set \( \sigma^2 = 1 \). From Fig. 4b we see that the second derivative can be positive. Hence, \( y \rightarrow \log (P[X \in A|Y = y]) \) is not log-concave for this family of sets.

So far we have characterized the first and the second order derivatives of the information density and discussed generalizations of these identities. The next results provides an expression for all the higher-order derivatives in the scalar case.

**Proposition 13.** For \( k \geq 2 \) and \( (x, y) \in \mathbb{R} \times \mathbb{R} \)
\[
\frac{d^k}{dy^k} \mathbf{I}_{P_X Y}(x; y) = -\frac{1}{2^k \sigma^k} \mathbf{K}_X \cdot \mathbf{I}_{P_X Y}(x; y)\mathbf{K}_X^{-1}(y)
\] (121)

**Proof:**
\[
\frac{d^k}{dy^k} \mathbf{I}_{P_X Y}(x; y) = \frac{d^{k-1}}{dy^{k-1}} \frac{1}{\sigma^k} (x - E[X|Y = y])
\] (122)
\[
= \frac{1}{\sigma^k} \mathbf{K}_X \cdot \mathbf{I}_{P_X Y}(x; y)\mathbf{K}_X^{-1}(y)
\] (123)
\[
= -\frac{1}{\sigma^{2k} \mathbf{K}_X \cdot \mathbf{I}_{P_X Y}(x; y)\mathbf{K}_X^{-1}(y)}
\] (124)

where in (122) we have used (103), and in (123) we have used (66).

\[ \blacksquare \]
Proposition 14. For $y \in \mathbb{R}^n$

$$f_y(y) = c \exp \left( \int_0^y K_N^{-1}(t - \mathbb{E}[X|Y = t]) \cdot dt \right),$$

(125)

where $0 < c < \infty$ is the normalization constant and is given by

$$c^{-1} = \int_{\mathbb{R}^n} \exp \left( \int_0^y K_N^{-1}(t - \mathbb{E}[X|Y = t]) \cdot dt \right) dy.$$  

(126)

Proof: The TRE expression in (3) can be rewritten as

$$\nabla_y \log(f_y(y)) = K_N^{-1}(y - \mathbb{E}[X|Y = y]).$$

(127)

Using the fundamental theorem of calculus for the line integral, we have that

$$\log(f_y(y)) - \log(f_y(0)) = \int_0^y K_N^{-1}(t - \mathbb{E}[X|Y = t]) \cdot dt,$$

(128)

or equivalently

$$f_y(y) = f_y(0) \exp \left( \int_0^y K_N^{-1}(t - \mathbb{E}[X|Y = t]) \cdot dt \right).$$

(129)

After integrating both sides of (129), we have arrive at

$$f_y(0) = \frac{1}{\int_{\mathbb{R}^n} \exp \left( \int_0^y K_N^{-1}(t - \mathbb{E}[X|Y = t]) \cdot dt \right) dy}.$$  

(130)

Letting $c = f_y(0)$ and noting that

$$0 < f_y(0) = \frac{1}{(2\pi)^{n/2} \det(K_N)} \mathbb{E} \left[ e^{-\frac{x^T K_N^{-1} x}{2}} \right] < \infty$$

(131)

concludes the proof.  

We now use the representation of $f_y$ in Proposition 14 to show the following important result, which generalizes Theorem 2 to the vector case.

Corollary 3. The conditional expectation $\mathbb{E}[X|Y]$ is a bijective operator of $P_X$ or $f_Y$. In other words, for $Y_1 = X_1 + N_1$ and $Y_2 = X_2 + N_2$ where $N_1$ and $N_2$ are Gaussian with the same covariance matrix,

$$\mathbb{E}[X_1|Y_1 = y] = \mathbb{E}[X_2|Y_2 = y], \forall y \in \mathbb{R}^n$$

$$\iff P_{X_1} = P_{X_2}$$

$$\iff f_{Y_1}(y) = f_{Y_2}(y), \forall y \in \mathbb{R}^n.$$  

(132)
Proof: First, let $P_{X_1} = P_{X_2}$, then it is immediate that
\[ E[X_1|Y_1 = y] = E[X_2|Y_2 = y], \forall y \in \mathbb{R}^n. \] (133)
Now, suppose that
\[ E[X_1|Y_1 = y] = E[X_2|Y_2 = y], \forall y \in \mathbb{R}^n. \] (134)
Then, by using (125) we have that
\[ f_{Y_1}(y) = f_{Y_2}(y), \forall y \in \mathbb{R}^n. \] (135)
The fact that (135) implies that $P_{X_1} = P_{X_2}$ follows from the standard argument that uses characteristic functions.

Corollary 3 has important ramifications in estimation theory. In particular, combining Corollary 3 and [18, Thm. 1] leads to the conclusion that the $\text{mmse}(X|Y)$ is a strictly convex function of the input distribution $P_X$. This can further be used to argue that optimization problems of the following form have unique maximizers:
\[ \max_{P_X \in \mathcal{P}} \text{mmse}(X|Y), \] (136)
where $\mathcal{P}$ is some compact set of probability distributions. The interested reader is referred to [31] for more details.

C. Representations of the MMSE

In this section, we use properties developed for the information density to find alternative representations of the MMSE. These representations are then used to find lower bounds on the MMSE.

Proposition 15.

- (Gradient Representation)
\[ E \left[ \nabla_{Y \in P_{XY}} (X; Y) (\nabla_{Y \in P_{XY}} (X; Y))^T \right] = K^{-1}_{N} \text{MMSE}(X|Y) K^{-1}_{N}. \] (137)
Consequently,
\[ \text{mmse}(X|Y) = E \left[ \|K_{N} \nabla_{Y \in P_{XY}} (X; Y) \|^2 \right]. \] (138)

- (Hessian Representation)
\[ E \left[ D_{Y \in P_{XY}}^2 (X; Y) \right] = -K^{-1}_{N} \text{MMSE}(X|Y) K^{-1}_{N}. \] (139)
Consequently,
\[ \text{mmse}(X|Y) = -\text{Tr} \left( K_{N}^{2} E \left[ D_{Y \in P_{XY}}^2 (X; Y) \right] \right). \] (140)

Proof: First, observe that the MMSE matrix can be represented as
\[ \text{MMSE}(X|Y) = E \left[ \text{Var}(X|Y) \right]. \] (141)
The proof of (138) now follows by using the expression for the conditional variance in Proposition 10 and the proof of (139) follows from the expression in Proposition 12. This concludes the proof.

Since the MMSE seldom has a closed-form expression, finding lower bounds on the MMSE is of great importance. We next show how the identities in Proposition 15 can be used to find a lower bound on the MMSE. The key step of the bound is the Gaussian Poincaré inequality which is given by the following statement [32]: for $Z \sim \mathcal{N}(0, \sigma^2 I)$ and a smooth function $f : \mathbb{R}^n \to \mathbb{R}$
\[ \text{Var}(f(Z)) \leq \sigma^2 E \left[ \| \nabla Z f(Z) \|^2 \right]. \] (142)

Theorem 5. Let $K_{N} = \sigma^2 I$. Then,
\[ \text{mmse}(X|Y) \geq \sigma^2 E \left[ \text{Var}(f(\nabla_{Y \in P_{XY}} (X; Y)|X)) \right]. \] (143)

Proof:
\[ \text{mmse}(X|Y) = \sigma^4 E \left[ \| \nabla_{Y \in P_{XY}} (X; Y) \|^2 \right] \] (144)
\[ = \sigma^4 E \left[ E[\| \nabla_{Y \in P_{XY}} (X; Y) \|^2 |X] \right] \] (145)
\[ \geq \sigma^2 E \left[ \text{Var}(f(\nabla_{Y \in P_{XY}} (X; Y)|X)) \right], \] (146)
where (144) follows from (138); and (146) follows from the fact that $Y$ conditioned on $X$ is a normal distribution and the Poincaré inequality in (142). This concludes the proof.

The quantity on the right side of (143) is not new and has appeared in the past; see for example [33, Eq. 237] where it is referred to as the conditional divergence variance.

While evaluating the tightness of the lower bound in (143) is outside of the scope of this paper and is left for future work, the next example evaluates it for the case when $X$ is standard normal and shows that the bound can be tight in the high and low noise regimes.
Example. Let $X$ be a standard normal. Then, on the one hand, it is well-known that
\[
\text{mmse}(X|Y) = \frac{\sigma^2}{1 + \sigma^2}.
\] (147)
On the other hand, the terms on the right side of (143) can be computed as follows: the information density is given by
\[
\iota_{P_{XY}}(x;y) = c - \frac{(y - x)^2}{2\sigma^2} + \frac{y^2}{2(1 + \sigma^2)},
\] (148)
where $c$ is a constant, and the conditional variance is given by
\[
\text{Var} (\iota_{P_{XY}} (X;Y)|X = x) = \frac{1}{2} \frac{1}{(1 + \sigma^2)^2} + \frac{\sigma^2 x^2}{(1 + \sigma^2)^2}. \tag{149}
\]
The above computations are provided in Appendix E. Consequently, the lower bound in (143) evaluates to
\[
\sigma^2 \mathbb{E} [\text{Var} (\iota_{P_{XY}} (X;Y)|X)] = \sigma^2 \frac{1}{1 + \sigma^2} - \frac{1}{2} \frac{\sigma^2}{(1 + \sigma^2)^2}. \tag{150}
\]
The exact MMSE in (147) and the lower bound in (150) are compared in Fig. 5.

There exists a large collection of lower bounds on estimation error for continuous distributions \[34\]–\[36\] of which the Cramér-Rao bound is arguably the most popular. However, lower bounds on the MMSE of other distributions are rare. The interesting feature of the bound in (143) is that it holds for all distributions and does not require any regularity conditions.

VIII. Conditional Expectation and Its Inverse: Analytic Properties

In this section, we use the new derivative identities to study the power series expansion of the conditional expectation and its inverse.

A. Power Series Expansion of the Conditional Expectation

In this section, we find the power series expansion of the conditional expectation in terms of the conditional cumulants. Furthermore, in Section VIII-B this power series representation, together with the Lagrange inversion theorem, will lead to a representation of the inverse of the conditional expectation. The fact that a power series expansion exists follows from the next result.

Lemma 2. The functions $y \mapsto \mathbb{E}[X^k|Y = y], k \in \mathbb{N}$ and $y \mapsto \kappa_{X|Y=y}(k), k \in \mathbb{N}$ are real-analytic.

Proof: Note that by the TRE identity in (3)
\[
\mathbb{E}[X|Y = y] = y + \sigma^2 \frac{\frac{d}{dy} f_Y(y)}{f_Y(y)}, \tag{151}
\]
Hence, since the ratios and sums of analytic functions are analytic, $\mathbb{E}[X|Y = y]$ is real-analytic provided that $f_Y(y)$ is real-analytic. The analyticity of $f_Y$ is a known consequence of convolution with Gaussian measures (see e.g., (37)). Since $\mathbb{E}[X|Y = y]$ is real-analytic, the identities in (35) and (66) imply that $\mathbb{E}[X^k|Y = y]$ and $\kappa_{X|Y=y}(k)$ are also real-analytic.

Before studying the Taylor series of the conditional expectation, it is instructive to consider the following example.
Example. For $X$ uniformly distributed on $\{-1,1\}$, the conditional expectation is given by

$$\mathbb{E}[X|Y = y] = \tanh\left(\frac{y}{\sigma^2}\right), \ y \in \mathbb{R}.$$  

By using the Taylor series of $\tanh(\cdot)$ around zero [24 Eq. 4.5.64], we have that

$$\mathbb{E}[X|Y = y] = \sum_{k=1}^{\infty} \frac{2^{2k}(2^{2k} - 1)b_{2k}}{(2k)!} \left(\frac{y}{\sigma^2}\right)^{2k-1}, \ |y| < \frac{\sigma^2\pi}{2},$$

where $b_{n}$ is the $n$-th Bernoulli number.

The key observation here is that even in this simple case, the Taylor expansion has a finite radius of convergence. Therefore, in general, we cannot expect to get a power series representation of $\mathbb{E}[X|Y = y]$ that converges for all $\mathbb{R}$ (i.e., the power series with an infinite radius of convergence).

The next result provides a power series representation for the conditional expectation. In addition, it also finds a lower bound on the radius of convergence in the case when $X$ is bounded.

**Theorem 6.** Fix some $a \in \mathbb{R}$. Then, for every $X$ there exists some $r_{\sigma,a} > 0$ such that

$$\mathbb{E}[X|Y = y] = \sum_{k=0}^{\infty} \frac{\kappa_{X|Y = a}(k + 1)}{k!\sigma^{2k}}(y - a)^k, \ |y - a| < r_{\sigma,a}. \quad (152)$$

In addition, if $|X| \leq A$, then $r_{\sigma,a} \geq \frac{\sigma^2}{2\pi e}.$

**Proof:** From Lemma 2 we have that for every $a \in \mathbb{R}$ there exits an $r_{\sigma,a} > 0$ such that $\mathbb{E}[X|Y = y]$ has a power series representation on $(a - r_{\sigma,a}, a + r_{\sigma,a})$. Moreover, by using (69), this power series is given by

$$\mathbb{E}[X|Y = y] = \sum_{k=0}^{\infty} \frac{\kappa_{X|Y = a}(k + 1)}{k!\sigma^{2k}}(y - a)^k. \quad (153)$$

Finally, the radius of convergence for $|X| \leq A$ can be found as follows by using the root test:

$$r_{\sigma,a} = \limsup_{n \to \infty} \frac{\kappa_{X|Y = a}(k + 1)}{k!\sigma^{2k}}^{\frac{1}{k}} \quad (155)$$

$$\geq \limsup_{n \to \infty} \frac{2^{k}(k+1)^{k+1}\mathbb{E}[|X|^{k+1}|Y = a]}{k!\sigma^{2k}}^{\frac{1}{k}} \quad (156)$$

$$\geq \limsup_{n \to \infty} \frac{2^{k}(k+1)^{k+1}\mathbb{E}[|X|^{k+1}|Y = a]}{k!\sigma^{2k}}^{\frac{1}{k}} \quad (157)$$

$$= \frac{\sigma^2}{2\pi e}. \quad (158)$$

where (156) follows from the bound in (81); (157) follows by using $\mathbb{E}[|X|^{k+1}|Y] \leq A^{k+1}$; and (158) follows from the limit \( \limsup_{n \to \infty} \left[ \frac{(k+1)^{k+1} - 1}{k!} \right]^{\frac{1}{k}} = \frac{1}{e}. \)

**Remark 4.** It is important to note that since the conditional cumulants can be expressed in terms of $f_Y$ and derivatives of $f_Y$ (see (73)), the power series can also be expressed in terms of $f_Y$ only.

The approximation of the conditional expectation with polynomials of degree $k$ has been recently considered in [38]. Using results from Bernstein’s approximation theory, the authors of [38] were able to quantify the average approximation error as a function of the degree $k$.

**B. On the Inverse of the Conditional Expectation**

In this section, we study the inverse of the conditional expectation. For ease of notation, we let $\hat{X}(y) = \mathbb{E}[X|Y = y]$. The results of this section will be useful in Section IX where the distribution of $\mathbb{E}[X|Y]$ and $X - \mathbb{E}[X|Y]$ are considered.

**Lemma 3.** Suppose that $X$ is non-constant random variable. Then, $\hat{X}(y)$ has an inverse $\hat{X}^{-1}$. Moreover, the inverse $\hat{X}^{-1}$ is a real-analytic function.
Proof: By using the Hatsell and Nolte identity in (22), we have that
\[
\sigma^2 \frac{d}{dy} \mathbb{E}[X|Y = y] = \text{Var}(X|Y = y), \quad y \in \mathbb{R}
\] (159)
which is non-vanishing provided that \(X\) is not a constant. From (159) we have that \(\hat{X}(y)\) is a strictly increasing function for non-constant random variables. Therefore, \(\hat{X}(y)\) has a proper inverse. The proof is concluded by using [27] Thm. 1.5.3, which states that the inverse of an analytic function with a non-vanishing derivative is also analytic.

We next give two examples for which the inverse has a closed-form expression.

Example. Suppose that \(X\) is a standard Gaussian random variable. Then, the conditional expectation is given by
\[
\hat{X}(y) = \frac{1}{1 + \sigma^2 y}, \quad y \in \mathbb{R},
\] (160)
and the inverse is given by
\[
\hat{X}^{-1}(x) = (1 + \sigma^2)x, \quad x \in \mathbb{R}.
\] (161)

Example. Suppose that \(X\) is distributed according to \(P_X(1) = p = 1 - P_X(-1)\). Then, the conditional expectation is given by
\[
\mathbb{E}[X|Y = y] = \tanh\left(\frac{y}{\sigma^2} + \frac{1}{2} \log \left(\frac{p}{1-p}\right)\right), \quad y \in \mathbb{R},
\] (162)
and the inverse is given by
\[
\hat{X}^{-1}(x) = \frac{\sigma^2}{2} \log \left(\frac{1 + x(1-p)}{1-x(1-p)}\right), \quad x \in (-1, 1).
\] (163)

To find a general expression for the inverse of the conditional expectation, we use the power series expansion of the conditional expectation in Theorem 6 and the Lagrange inversion theorem [25] for the latter, which is presented next.

Theorem 7. (Lagrange Inversion Theorem) The Taylor coefficients of a formal power series \(f^{-1}(t) = \sum_{n=1}^{\infty} b_n \frac{t^n}{n!}\), which is the inverse of \(f(t) = \sum_{n=1}^{\infty} a_n \frac{t^n}{n!}\), can be expressed as a function of the Taylor coefficients of \(f\) in the following manner:
\[
b_1 = 
\frac{1}{a_1},
\]
(164)
\[
b_n = b_1^n \sum_{k=1}^{n-1} (-1)^k n^{(k)} B_n - k (c_1, c_2, \ldots, c_{n-k}), \quad n \geq 2,
\] (165)
where \(n^{(k)}\) is the rising factorial\(^1\) and \(c_n = \frac{n+1}{(n+1)\sigma^2}\).

The main result of this section is the following theorem that characterizes the power series of the inverse of the conditional expectation.

Theorem 8. Fix an \(a \in \mathbb{R}\). Then, for every non-constant \(X\) there exists a \(\tau_{\sigma,a} > 0\) such that
\[
\hat{X}^{-1}(x) = a + \sum_{k=1}^{\infty} b_k \frac{(x - \hat{X}(a))^k}{k!}, \quad |x - \hat{X}(a)| < \tau_{\sigma,a}
\] (166)
where
\[
b_1 = \frac{\sigma^2}{\kappa_X|Y=a|(2)},
\] (167)
\[
b_n = b_1^n \sum_{k=1}^{n-1} (-1)^k n^{(k)} B_n - k (c_1, c_2, \ldots, c_{n-k}), \quad n \geq 2,
\] (168)
\[
c_k = \frac{\kappa_X|Y=a|(k + 2)}{(k+1)\sigma^{2(k+1)} \kappa_X|Y=a|(2)}, \quad k \geq 1.
\] (169)

Proof: First, since \(\hat{X}(y)\) is real-analytic, it has a power-series expansion around \(\hat{X}(a)\) with some positive radius of convergence \(\tau_{\sigma,a}\). Second, by using (152), we have that
\[
f(y) = \hat{X}(y + a) - \hat{X}(a)
\] (170)
\[
= \sum_{k=1}^{\infty} \frac{\kappa_X|Y=a|(k + 1)}{k!\sigma^{2k}} y^k
\] (171)
\(^1\)The rising factorial is defined as \(n^{(k)} = n(n+1)\ldots(n+k-1)\).
\[ a_k = \frac{\kappa_{XY}(k+1)}{a_{2k}}. \]

Therefore, by the Lagrange inversion theorem, we have that

\[ f^{-1}(x) = \sum_{k=1}^{\infty} b_k \frac{x^k}{k!}, \]

where the expression for the \( b_k \)'s is given in (169). Next, by noting that \( f^{-1}(x) = \hat{X}^{-1}\left(x + \hat{X}(a)\right) - a \), we arrive at

\[ \hat{X}^{-1}(x) = a + \sum_{k=1}^{\infty} b_k \frac{(x - \hat{X}(a))^k}{k!}. \]

This concludes the proof.

**Remark 5.** We remark that the inverse of the conditional expectation in (166) depends on the joint distribution \( P_{XY} \) only through the marginal \( f_Y \). Indeed, by using (73) we have that the coefficients in (169) can be expressed in terms of only \( f_Y \) or derivatives of \( f_Y \)

\[ c_k = \frac{\frac{d^{k+2}}{dy^{k+2}} \log f_Y(y) \bigg|_{y=a}}{(k+1) \sigma^2 \frac{d^2}{dy^2} \log f_Y(y) \bigg|_{y=a}, k \geq 1.} \]

While the formula for the coefficient in Theorem 8 is algebraically involved, in principle, it is not difficult to implement numerically. A few non-trivial numerical examples will be given in the next section.

**IX. ON THE DISTRIBUTIONS OF \( E[X|Y] \) AND \( X - E[X|Y] \)**

In this section, we study the distribution of \( E[X|Y] \) and the distribution of the estimation error \( X - E[X|Y] \). The distribution of a given estimator typically contains more information than measures like variance and is more useful. The question of finding the distribution of \( E[X|Y] \) or \( X - E[X|Y] \) is akin to the information spectrum method [39], where the objective is to find the distribution of the information density \( t_{P_{XY}}(X;Y) \). Indeed, from (103) the derivative of the information density can be expressed as

\[ \frac{d}{dy} t_{P_{XY}}(x; y) = \frac{x - \mathbb{E}[X|Y = y]}{\sigma^2}. \]

**A. On the Distribution of \( E[X|Y] \)**

As before, for ease of notation, we let \( \hat{X} = \hat{X}(Y) = E[X|Y] \). The distribution of \( \hat{X}(Y) \) is closely related to \( P_X \) and \( P_{X|Y} \). However, while the distributions \( P_X \) or \( P_{X|Y} \) can be arbitrary (discrete, continuous, or singular), the random variable \( \hat{X} \) is always continuous. This follows from the fact that \( Y \) is a continuous random variable, and, as was shown in Lemma 2, the fact that the function \( y \mapsto \hat{X}(y) \) is real-analytic.

Our starting place for finding the distribution of \( \hat{X}(Y) \) is the following well-known change of variable formulas: for the random variable \( V \) with the cdf \( F_V \) and the pdf \( f_V \), let \( W = g(V) \); then

\[ F_W(w) = F_V(g^{-1}(w)), \quad \text{and} \]

\[ f_W(w) = f_V(g^{-1}(w)) \left| \frac{d}{dw} g^{-1}(w) \right|, \]

where \( g^{-1} \) the inverse of \( g \).

The following theorem provides expressions for the cdf and the pdf of the conditional expectation.

**Theorem 9.** Suppose that \( X \) is non-constant. Then, the cdf of \( \hat{X} \) is given by

\[ F_{\hat{X}}(x) = F_Y \left( \hat{X}^{-1}(x) \right), \]

and pdf of \( \hat{X} \) has the following three characterizations:

\[ f_{\hat{X}}(x) = f_Y \left( \hat{X}^{-1}(x) \right) \left| \frac{d}{dx} \hat{X}^{-1}(x) \right| \]

\[ = \frac{\sigma^2 f_Y \left( \hat{X}^{-1}(x) \right)}{\text{Var} \left( X|Y = \hat{X}^{-1}(x) \right)} \]
where \( \mathcal{F} \) and \( \mathcal{G} \) are given by

\[
\mathcal{F}(\hat{y}) = \mathcal{G}(\hat{x}) = \frac{1}{\sqrt{2\pi \sigma^2}} e^{-\frac{(y-\mu)^2}{2\sigma^2}}.
\]

Furthermore, \( \hat{X}^{-1}(x) \) can be expressed in terms of only \( f_Y \) and derivatives of \( f_Y \).

**Proof:** Combining Theorem 8 with (177) we arrive at the following expression for the cdf and the pdf of \( \hat{X} \):

\[
F_{\hat{X}}(x) = F_Y(\hat{X}^{-1}(x)),
\]
\[
 f_{\hat{X}}(x) = f_Y(\hat{X}^{-1}(x)) \left| \frac{d}{dx} \hat{X}^{-1}(x) \right|, \tag{184}
\]

To simplify the expression of the pdf further, recall that the derivative of the inverse of \( g \) is given by \( \frac{d}{dt} g^{-1}(t) = \frac{1}{g'(g^{-1}(t))} \).

Therefore,

\[
\left| \frac{d}{dx} \hat{X}^{-1}(x) \right| = \frac{1}{\frac{1}{\sigma \var} \text{Var}(X|Y = \hat{X}^{-1}(x))}
\]

\[
= \frac{1}{1 + \sigma^2 \frac{d^2}{dy^2} \log f_Y(y)\bigg|_{y=\hat{X}^{-1}(x)}}
\]

\[
= \frac{f_Y^2(\hat{X}^{-1}(x))}{f_Y^2(\hat{X}^{-1}(x)) + \sigma^2 \log f_Y(\hat{X}^{-1}(x)) + \sigma^2 \left( f_Y'(\hat{X}^{-1}(x)) - \sigma^2 \left( f_Y'(\hat{X}^{-1}(x)) \right)^2 \right)}
\]

where (185) follows by using the Hatsell and Nolte identity in (22) and the fact that the variance is non-negative; (186) follows by using the identity in (73); and (187) follows by using that \( \frac{d^2 \log(f_Y(y))}{dy^2} = \frac{f_Y(y)f_Y''(y) - f_Y'(y)^2}{f_Y(y)} \). This concludes the proof. \( \blacksquare \)

We now consider a few examples.

**Example.** Suppose that \( X \) is a standard Gaussian random variable. Then, the conditional expectation is given by

\[
\hat{X}(y) = \frac{1}{1 + \sigma^2} y, \quad y \in \mathbb{R},
\]

and the inverse is given by

\[
\hat{X}^{-1}(x) = (1 + \sigma^2)x, \quad x \in \mathbb{R}.
\]

Then, by using (182), for \( x \in \mathbb{R} \)

\[
f_{\hat{X}}(x) = f_Y((1 + \sigma^2)x) (1 + \sigma^2) = \frac{1}{\sqrt{2\pi \sigma^2}} e^{-\frac{x^2}{2\sigma^2}}.
\]

In other words, \( \hat{X} \) is Gaussian with variance \( \frac{1}{1 + \sigma^2} \).

**Example.** Suppose that \( X \) is uniformly distributed on \( \{-1, 1\} \). Then, \( \hat{X}(y) = \text{tanh} \left( \frac{y}{\sigma} \right) \), \( y \in \mathbb{R} \), and the inverse and its derivative are given by

\[
\hat{X}^{-1}(x) = \frac{\sigma^2}{2} \log \left( \frac{1 + x}{1 - x} \right), \quad x \in (-1, 1),
\]

\[
\frac{d}{dx} \hat{X}^{-1}(x) = \frac{\sigma^2}{1 - x^2}, \quad x \in (-1, 1).
\]

Then, by using (182), for \( x \in (-1, 1) \)

\[
F_{\hat{X}}(x) = F_Y(\hat{X}^{-1}(x)),
\]
\[
f_{\hat{X}}(x) = f_Y(\hat{X}^{-1}(x)) \frac{\sigma^2}{1 - x^2},
\]

where \( F_Y(y) = \frac{1}{2} \Phi \left( \frac{y-1}{\sigma} \right) + \frac{1}{2} \Phi \left( \frac{y+1}{\sigma} \right) \) and \( f_Y(y) = \frac{1}{\sigma} \varphi(y - 1) + \frac{1}{\sigma} \varphi(y + 1) \). The plot of the cdf of \( \hat{X} \) is given in Fig. 6 and is compared to the cdf of \( X \). Since as \( \sigma \to 0 \) the pdf of \( \hat{X} \) starts to concentrate on 1 and \(-1\), it is more convenient to plot \( \log f_{\hat{X}} \) instead of \( f_{\hat{X}} \). The plots of the log of the pdf of \( \hat{X} \) are given in Fig. 6.

The next example computes the cdf numerically for a case in which we do not have a closed-form expression for the conditional expectation.
Then

**Theorem 10.** Let $W$. Consequently, for the mismatched estimator case when we have a estimator error has been shown to play an important role in relating estimation and information measures; the interested reader

B. On the Distribution of the Estimation Error $X - \mathbb{E}[X|Y]$

In this section, we provide a formula for the distribution of $X - \mathbb{E}[X|Y]$. In addition, we also study a distribution for the case when we have a mismatched estimator. In particular, we consider the distribution of $X - \mathbb{E}_Q[X|Y]$, where $\mathbb{E}_Q[X|Y]$ is the conditional expectation that assumes that $X$ is distributed according to $Q$ instead of $P_X$. This form of mismatched estimator error has been shown to play an important role in relating estimation and information measures; the interested reader is referred to [40–43] and references therein.

The next theorem provides an expression for the pdf of the estimation error $X - g(Y)$ where $g$ is some estimator of $X$.

**Theorem 10.** Let $W = X - g(Y)$ where $g$ has a well-defined inverse and where $\mathcal{R}_g$ denotes the range of the function $g$. Then,

$$f_W(w) = \mathbb{E} \left[ \phi_\sigma \left( (X - w) - g^{-1}(X - X) \right) \frac{dg^{-1}(X - w)}{dw} \right] 1_{\mathcal{R}_g}(X - w), \quad w \in \mathbb{R}. \quad (195)$$

Consequently, for $W = X - \mathbb{E}[X|Y] = X - \hat{X}(Y)$

$$f_W(w) = \mathbb{E} \left[ \phi_\sigma \left( \hat{X}^{-1}(X - w) - X \right) \frac{d\hat{X}^{-1}(X - w)}{dw} \right] 1_{\mathcal{R}_\hat{X}}(X - w), \quad w \in \mathbb{R}. \quad (196)$$

**Proof:** Let $W = X - g(X + N) = X + U$; then by using the formula for the sum of correlated variables, we have that

$$f_W(w) = \mathbb{E} \left[ f_U|X(w - X|X) \right]. \quad (197)$$

Fig. 6: The cdf and the pdf of $\hat{X}$.

**Example.** Let $X$ be uniformly distributed on $\{-6, -3, 0, 3, 6\}$. Fig. 7 shows the cdf of $\hat{X}$ for several values of $\sigma^2$. To compute the inverse of the conditional expectation, we use the power series representation of the inverse in Theorem 8. To implement these examples, we truncate the power series in Theorem 8 such that the absolute error in the approximation is always below $10^{-4}$.

Fig. 7: Plots of $F_X$ and $F_{\hat{X}}$ when $X$ is uniformly distributed over the set $\{-6, -3, 0, 3, 6\}$. 

(a) Plots of $F_X$ and $F_{\hat{X}}$. (b) Plots of $\log f_X$. 

\[ \begin{array}{c}
\text{Fig. 6: The cdf and the pdf of } \hat{X}.
\end{array} \]
To characterize \( f_{U|X}(t|x) \), note that given \( X = x \)
\[
U = -g(x + N) = -g(N_x)
\]  
where \( N_x = N + x \). Therefore,
\[
f_{U|X}(t|x) = f_{-g(N_x)}(t) = f_{N_x}(g^{-1}(-t)) \left| \frac{d}{dt} g^{-1}(-t) \right| 1_{\mathbb{R}_+}(t)
\]
\[
= \phi_{\sigma}(g^{-1}(-t) - x) \left| \frac{d}{dt} g^{-1}(-t) \right| 1_{\mathbb{R}_+}(t),
\]
where in (200) we have used a change of variable formula. Inserting (201) into (197) concludes the proof of (195).

**Remark 6.** Both of the expressions in Theorem 10 can be further simplified or rewritten. In particular, the expression in (195) can be further rewritten by using \( \frac{d}{dt} g^{-1}(t) = \frac{1}{g(g^{-1}(t))} \). Furthermore, the expression in (196) can be rewritten by using the expression for \( \left| \frac{dX^{-1}(w)}{dw} \right| \) in (188) or (187). For example, by using (188), we have that
\[
f_W(w) = \sigma^2 E \left[ \frac{\phi_{\sigma}(\hat{X}^{-1}(X - w) - X)}{\text{Var}(X|Y = \hat{X}^{-1}(X - w))} 1_{\mathcal{D}_X}(X - w) \right], \; w \in \mathbb{R}.
\]  

**Example.** Suppose that \( X \) is distributed according to \( P_X(1) = 1 - P_X(-1) = p \in (0, 1) \). The conditional expectation of the random variable is given in (162), and the inverse is given in (163). The derivative of the inverse is given by \( \frac{d}{dx} \hat{X}^{-1}(x) = \frac{1}{1 - x^2}, x \in \mathcal{D}_X \) where \( \mathcal{D}_X = (-1, 1) \). Therefore, by using (196), the distribution of the error is given by
\[
f_W(w) = \phi_{\sigma}\left(\frac{\sigma^2}{2} \log \left( \frac{2 - w - p}{w + p} \right) - 1 \right) \frac{\sigma^2 p}{1 - (1 - w)^2} 1_{(0,2)}(w) + \phi_{\sigma}\left(\frac{\sigma^2}{2} \log \left( \frac{-w - 1 - p}{2 + w + p} \right) + 1 \right) \frac{\sigma^2(1 - p)}{1 - (1 + w)^2} 1_{(-2,0)}(w), \; w \in \mathbb{R},
\]
which in the case of \( p = \frac{1}{2} \) reduces to
\[
f_W(w) = \frac{1}{2} \phi_{\sigma}\left(\frac{\sigma^2}{2} \log \left( \frac{2 - |w|}{|w|} \right) - 1 \right) \frac{\sigma^2}{1 - (1 - |w|)^2} 1_{(-2,2)}(w), \; w \in \mathbb{R}.
\]

Plots of the pdf of \( W \) are shown in Fig. 8. Fig. 8a shows plots of the pdf in (203) for several examples of \( p \) and for a fixed \( \sigma \), and Fig. 8b shows the pdf in (204) for several examples of \( \sigma \) and for a fixed \( p \).

![Fig. 8: Examples of the pdf of W.](image)

We next consider a mismatched example.

**Example.** Suppose that \( X \) is distributed according to \( P_X(1) = 1 - P_X(-1) = p \in (0, 1) \). We consider two examples of mismatched distributions. In the first example, we consider the case in which it is assumed that \( X \) is distributed according to \( Q_1(1) = 1 - Q_1(-1) = q \) and the estimator \( E_{Q_1}[X|Y] \) is used. In this case, the distribution of the error is given
\[
f_{W_1}(w) = \phi_{\sigma}\left(\frac{\sigma^2}{2} \log \left( \frac{2 - w - q}{w + q} \right) - 1 \right) \frac{\sigma^2 p}{1 - (1 - w)^2} 1_{(0,2)}(w)
\]
\[
+ \phi_\sigma \left( \frac{\sigma^2}{2} \log \left( \frac{-w}{2 + w \cdot \frac{1-q}{q}} \right) + 1 \right) \cdot \frac{\sigma^2(1-p)}{1 - (1+w)^2} \cdot 1_{(0,2)}(w), \ w \in \mathbb{R}.
\] (205)

In the second example, we assume that \( Q_2 = \mathcal{N}(0,1) \) and use the estimator \( \mathbb{E}_{Q_2}[X|Y] = \frac{1}{1 + \sigma^2} Y \) (i.e., a linear estimator). In this case, the distribution of the error is given by
\[
f_{W_2}(w) = \phi_\sigma \left( (1 + \sigma^2)(1-w) - 1 \right) + \phi_\sigma \left( (1 + \sigma^2)(1-w) + 1 \right) \cdot \frac{1}{1 + \sigma^2}, \ w \in \mathbb{R}.
\] (206)

Fig. 9 shows two examples of \( f_{W_1} \) and \( f_{W_2} \), one in a low noise regime and the other in a high noise regime.

(a) Plots of \( f_W \) for \( \sigma = 1.5 \) and \( p = 0.4 \) and \( q = 0.5 \) (low noise).
(b) Plots of \( f_W \) for \( \sigma = 5 \) and \( p = 0.4 \) and \( q = 0.5 \) (high noise).

Fig. 9: Examples of the pdf of \( W \) (mismatched case).

X. EMPIRICAL BAYES FOR CONDITIONAL MOMENTS AND CONDITIONAL CUMULANTS

In this section, we demonstrate how some of the proposed identities can be used to estimate conditional moments and conditional cumulants.

A. Empirical Bayes for Higher-Order Conditional Moments

An interesting application of the original TRE identity is the idea of empirical Bayes proposed by Robbins in [9]. Consider an i.i.d. sequence \( Y_1, \ldots, Y_n \) according to \( P_Y \), and assume that we have perfect knowledge of \( \sigma \). Because the conditional estimator in the TRE formula depends only on the marginal distribution of the output \( Y \), from the sequence observations \( Y_1, \ldots, Y_n \), we can build an empirical estimate of \( \mathbb{E}[X|Y = y] \) by mimicking the TRE formula
\[
\hat{m}(y) = y + \sigma^2 \frac{f_Y(y)}{\hat{f}_Y(y)}, \ y \in \mathbb{R},
\] (207)

where \( \hat{f}_Y(y) \) and \( \hat{f}_Y(y) \) are estimates of \( f_Y(y) \) and \( f'_Y(y) \), respectively. In other words, we are able to estimate \( \mathbb{E}[X|Y = y] \) without the knowledge of the prior distribution on \( X \). The interested reader is referred to [7, Chapter 6.1] for a historical account and the impact of the empirical Bayes formula.

Let \( \hat{f}^{(k)}_Y(y) \) denote the estimate of \( f^{(k)}_Y(y) \) based on a random sample \( Y_1, \ldots, Y_n \). Now, inspired by the new generalization of the TRE in (55), define the estimator of \( \mathbb{E}[X^k|Y = y] \) as follows:
\[
\hat{m}_{k}(y) = \sigma^{2k} \sum_{m=0}^{k} \binom{k}{m} \hat{f}^{(k-m)}_Y(y) \cdot \frac{\hat{f}^m_Y(y)}{\hat{f}_Y(y)} H_{e_m} \left( \frac{y}{\theta} \right), \ y \in \mathbb{R}.
\] (208)

To estimate the derivatives \( f^{(k)}_Y(y) \), we use the following steps:
1) Estimate \( f_Y \) by using a kernel density estimator
\[
\hat{f}_Y(y) = \frac{1}{n} \sum_{i=1}^{n} \frac{1}{a} k \left( \frac{y - Y_i}{a} \right), \ y \in \mathbb{R},
\] (209)

where \( a > 0 \) is the bandwidth parameter. We take the kernel to be \( k(y) = \phi(y) = \frac{1}{\sqrt{2\pi}} e^{-y^2} \); and
2) Estimate \( f^{(k)}_Y(y) \) by taking the derivative of (209) \( k \) times.

The above estimators are inspired by the estimators of the score function and the Fisher information studied in [44], [45] and [46].

The next results show that the estimator in (208) is consistent.
Theorem 11. Let \( a = \frac{1}{n^2} \) and \( t_n = \frac{\sigma^2 \sqrt{w \log(n)}}{3} \) for some \( u \in \left(0, \frac{1}{2k+1}\right) \) and \( w \in (0, u) \). Moreover, assume that \( \mathbb{E}[X^2] < \infty \). Then, for every \( k \in \mathbb{N} \) and \( \sigma^2 > 0 \)

\[
\lim_{n \to \infty} \mathbb{P} \left[ \sup_{|y| \leq t_n} \left| \hat{m}_k(y) - \mathbb{E}[X^k | Y = y] \right| \geq \frac{C_{k, \sigma}}{n^{u-w}} \right] = 0,
\]

where \( C_{k, \sigma} \) is a constant that depends only on \( k \) and \( \sigma \).

Proof: See Appendix \[ \] \[ \]

B. Empirical Bayes for Conditional Cumulants

In the last section, it was shown that the conditional moments can be estimated by only using the copies of \( Y \). This was possible in view of the fact that the conditional moments depend on the joint distribution \( P_{XY} \) only through the marginal \( P_Y \). As was shown in Section \[ \] the same property holds for the conditional cumulants. Using this observation, next it is shown that one can estimate conditional cumulants based only on the sequence of i.i.d. observations \( Y \), and no knowledge of the prior distribution \( P_X \) is needed.

The proposed estimators for the conditional cumulant \( \hat{\kappa}_{|Y=y}(k+1) \) for order \( k+1 \) is constructed by mimicking the new identity in Proposition \[ \] and is given by

\[
\hat{\kappa}_{|Y=y}(k+1) = \sigma^{2k} D_h^{(k)} \hat{m}(y), \quad y \in \mathbb{R},
\]

where \( \hat{m}(y) \) is the estimator of the conditional expectation studied in Section \[ \] and \( D_h^{(k)} \) is the Lanczos’ derivative operator in \[ \].

The next lemma provides various approximation results for the Lanczos’ derivative operator, which will be used to show that the estimator in \[ \] is consistent.

Lemma 4. Fix some \( h > 0 \) and an interval \( I = (-b, b) \) for some \( b > 0 \). Let \( M_{k+2} = \sup_{x \in I_h} |f^{(k+2)}(x)| \) where \( I_h = [-b-h, b+h] \). Then, for \( k \in \mathbb{N} \) and \( x \in I \)

\[
\left| D_h^{(k)} f(x) - f^{(k)}(x) \right| \leq \alpha_k M_{k+2} h^2,
\]

where \( \alpha_k = \frac{\epsilon_k}{(k+2)! \sqrt{2k+1}} \). Moreover, suppose that \( \sup_{x \in I_h} |f(x) - g(x)| \leq \epsilon \). Then, for \( k \in \mathbb{N} \) and \( x \in I \)

\[
\left| D_h^{(k)} g(x) - f^{(k)}(x) \right| \leq \alpha_k M_{k+2} h^2 + \frac{\beta_k}{h^k} \epsilon,
\]

where \( \beta_k = (k + 2)! |\alpha_k| \).

Proof: See Appendix \[ \]

The next results shows that the estimator in \[ \] is consistent.

Theorem 12. Let \( a = \frac{1}{n^2} \) and \( t_n = \frac{\sigma^2 \sqrt{w \log(n)}}{3} \) for some \( u \in \left(0, \frac{1}{8}\right) \) and \( w \in (0, u) \). Moreover, assume that \( \mathbb{E}[X^2] < \infty \). Then, for every \( k \in \mathbb{N} \) and \( \sigma^2 > 0 \)

\[
\lim_{n \to \infty} \mathbb{P} \left[ \max_{|y| \leq t_n} \left| \kappa_{X|Y=y}(k+1) - \hat{\kappa}_{X|Y=y}(k+1) \right| \geq \frac{\tilde{C}_{k, \sigma} t_n}{n^{u-w}} \right] = 0,
\]

where \( \tilde{C}_{k, \sigma} \) is a constant that depends only on \( k \) and \( \sigma \).

Proof: The parameters of the estimator in \[ \] are set as follows. Let the parameters needed to estimate \( \hat{m}(y) \) be the same as in Theorem \[ \] Moreover, let \( \epsilon_n = \frac{C_{1, \sigma}}{n^{u-w}} \) where \( C_{1, \sigma} \) is defined in Theorem \[ \] and choose \( h = \epsilon_n^{\frac{1}{2k+2}} \). Furthermore, assume that \( n \) is large enough such that \( h \leq \frac{u}{2} \). Then, by using Lemma \[ \] we arrive at

\[
(\alpha_k M_{k+2} + \beta_k) \epsilon_n^{\frac{2k+2}{2k+1}} \geq \max_{|y| \leq t_n-h} \left| \kappa_{X|Y=y}(k+1) - \hat{\kappa}_{X|Y=y}(k+1) \right|
\]

\[
\geq \max_{|y| \leq t_n} \left| \kappa_{X|Y=y}(k+1) - \hat{\kappa}_{X|Y=y}(k+1) \right|,
\]

where

\[
\epsilon_n = \max_{|y| \leq t_n} \left| \mathbb{E}[X | Y = y] - \hat{m}(y) \right|.
\]

Moreover, the parameter \( M_{k+2} \) can be bounded as follows:

\[
M_{k+2} = \max_{|y| \leq t_n} \left| \frac{d^{k+2}}{dy^{k+2}} \mathbb{E}[X | Y = y] \right|
\]
of the single crossing property in [47].

Moreover, several new identities have been derived, the most notable of which include: a new integral version of Jaffer’s identity, the identity that connects higher-order conditional moments and the derivatives of the conditional expectation via Bell-polynomials, and the identity that shows that the derivatives of the conditional expectation are proportional the conditional cumulants. All of the derived identities are summarized in Table 1 (top of the next page). On the application side, the identities have been used to study the distribution of the conditional expectation and the distribution of the estimation error. Moreover, the identities have been used to extend the notion of empirical Bayes to the higher-order conditional moments and conditional cumulants.

An interesting future direction would be to see if the main identity in Theorem 1 can shed light on the vector generalization of the single crossing property in [47].

XI. CONCLUSION AND OUTLOOK

This work has derived a general derivative identity for a conditional mean estimator. This identity has been used to recover several known derivative identities, such as Hatsel and Nolte identity for the conditional variance and recursive Jaffer’s identity. Moreover, several new identities have been derived, the most notable of which include: a new integral version of Jaffer’s identity, the identity that connects higher-order conditional moments and the derivatives of the conditional expectation via Bell-polynomials, and the identity that shows that the derivatives of the conditional expectation are proportional the conditional cumulants. All of the derived identities are summarized in Table 1 (top of the next page). On the application side, the identities have been used to study the distribution of the conditional expectation and the distribution of the estimation error. Moreover, the identities have been used to extend the notion of empirical Bayes to the higher-order conditional moments and conditional cumulants.

APPENDIX A

PROOF OF THEOREM 1

First, observe that

\[
\frac{d}{dy_m} \phi_{\mathbf{K}_N}(y - \mathbf{X}) = -\frac{1}{2} \phi_{\mathbf{K}_N}(y - \mathbf{X}) \frac{d}{dy_m} (y - \mathbf{X})^T \mathbf{K}_N^{-1} (y - \mathbf{X})
\]

\[
= \phi_{\mathbf{K}_N}(y - \mathbf{X}) \mathbf{e}_m^T \mathbf{K}_N^{-1} (\mathbf{X} - y).
\]

Second, for the moment assume that the the interchange of expectation and differentiation is allowed, and observe the following sequence of steps:

\[
\frac{d}{dy_m} \mathbb{E} [U | Y = y] = \frac{d}{dy_m} \mathbb{E} \left[ U \frac{\phi_{\mathbf{K}_N}(y - \mathbf{X})}{f_Y(y)} \right]
\]

\[
= \mathbb{E} \left[ U \frac{d}{dy_m} \frac{\phi_{\mathbf{K}_N}(y - \mathbf{X})}{f_Y(y)} \right] - \mathbb{E} [U | Y = y] \frac{d}{dy_m} \frac{f_Y(y)}{f_Y(y)}
\]

\[
= \mathbb{E} \left[ U \mathbf{e}_m^T \mathbf{K}_N^{-1} \mathbf{X} | Y = y \right] - \mathbb{E} [U | Y = y] \mathbf{e}_m^T \mathbf{K}_N^{-1} \mathbf{y} - \mathbb{E} [U | Y = y] \frac{d}{dy_m} \frac{f_Y(y)}{f_Y(y)}
\]

\[
= \mathbb{E} \left[ U \mathbf{e}_m^T \mathbf{K}_N^{-1} \mathbf{X} | Y = y \right] - \mathbb{E} [U | Y = y] \mathbf{e}_m^T \mathbf{K}_N^{-1} \mathbf{y} - \mathbb{E} [U | Y = y] \mathbf{e}_m^T \left( \mathbf{K}_N^{-1} \mathbf{y} + \frac{\nabla_y f_Y(y)}{f_Y(y)} \right)
\]

\[
= \mathbb{E} \left[ U \mathbf{e}_m^T \mathbf{K}_N^{-1} \mathbf{X} | Y = y \right] - \mathbb{E} [U | Y = y] \mathbf{e}_m^T \mathbf{K}_N^{-1} \mathbf{y} - \mathbb{E} [U | Y = y] \mathbb{E} [\mathbf{e}_m^T \mathbf{K}_N^{-1} \mathbf{X} | Y = y]
\]

\[
= \mathbb{E} [\mathbf{U}^T | Y = y] \mathbf{K}_N^{-1} \mathbf{e}_m - \mathbb{E} [U | Y = y] \mathbb{E} [\mathbf{X}^T | Y = y] \mathbf{K}_N^{-1} \mathbf{e}_m
\]

\[
= \text{Cov}(\mathbf{U}, \mathbf{X} | Y = y) \mathbf{K}_N^{-1} \mathbf{e}_m,
\]
TABLE I: List of Identities.

| Name                          | Identity                                                                 |
|-------------------------------|--------------------------------------------------------------------------|
| **Two Main Identities**       |                                                                          |
| TRE Identity                  | $E[X|Y = y] = y + K_N \sum_{z\in Y} f_X(z) f_Y(y)$                      |
| Identity (49)                 | $J_y E[U|Y = y] = K_N \text{Cov}(U, X|Y = y)$.  $U \leftrightarrow X \leftrightarrow Y$ |
| **Variance**                  |                                                                          |
| Hatsell and Nowe (62)         | $J_y E[X|Y = y] = K_N \text{Var}(X|Y = y)$                             |
| **Recursive Identities**      |                                                                          |
| Jaffer’s Identity (27)        | $E[X^{k+1}|Y = y] = \sigma^2 \sum_{m=0}^k \binom{k}{m} f_X(y)^m f_Y(y)^{k-m}$ |
| Integral version of Jaffer’s  | $E[X^k|Y = y] = \sigma^2 e^{\frac{1}{2} \int \frac{f_X(y)}{f_Y(y)} dt}$  |
| Identity (53)                 |                                                                          |
| Vector Jaffer’s Identity      | $E[(XX^T)^k|Y = y] = K_N J_y E[(XX^T)^{k-1}|Y = y]$                     |
| (Version 1) (60)              |                                                                          |
| Conditional Expectation via   | $E[X^k|Y = y] = \sigma^2 B_k \left( E[0] \right) \int \frac{f_X(y)}{f_Y(y)} dt$ |
| Higher-Order Derivatives      |                                                                          |
| Derivatives of the Conditional| $\frac{dk}{dy_k} E[X|Y = y] = \sigma^2 \sum_{m=1}^k c_m B_{k-1,m} E[\frac{1}{\sigma} Y = y] \ldots E[(\frac{1}{\sigma})^{k-m}] |y = y|$ |
| Expectation (65)              |                                                                          |
| Generalized TRE Identity (55) | $E[X^k|Y = y] = \sigma^2 e^{\frac{1}{2} \int \frac{f_X(y)}{f_Y(y)} dt}$  |
| Identities for Conditional   |                                                                          |
| Cumulants and Conditional     | $\kappa_X|Y = y = \kappa_X|Y = y + \sigma^2 \int \frac{f_X(y)}{f_Y(y)} dt$ |
| Expectation (66)              |                                                                          |
| Recursion for Conditional     | $\sigma^2 \sum_{j=1}^k \kappa_X|Y = y = \kappa_X|Y = y + \sigma^2 \int \frac{f_X(y)}{f_Y(y)} dt$ |
| Cumulants Generating Function | $\frac{d^{k+1}}{dt^{k+1}} K_X(t|Y = y) = \frac{d^{k+1}}{dt^{k+1}} K_X(t|Y = y) + \frac{d^{k+1}}{dt^{k+1}} E[X|Y = y]$ |
| and Conditional Expectation   |                                                                          |
| Multivariate Identity for     | $\kappa_{ij} \frac{d^{j+k-1}}{dt^{j+k-1}} K_X(t|Y = y) = \sum_{p_1=1}^\infty \ldots \sum_{p_j=1}^\infty \prod_{i=1}^k k_i, p_i \kappa_{X|Y = y} = (p_1, \ldots, p_j)$ |
| Conditional Cumulants and     |                                                                          |
| Conditional Expectation (69)  |                                                                          |
| Identities for Distributions  |                                                                          |
| and the Information Density   |                                                                          |
| Inverse TRE Identity (125)    | $f_Y(y) = c \exp \left( \frac{1}{\sigma^2} K_N^{-1} (t - E[X|Y = y]) \right) dt$ |
| Gradient of the Information   | $\nabla_Y \log (P[X \in \mathcal{A}|Y = y]) = K_N^{-1} \nabla_Y \log (E[X|Y = y] - E[X|Y = y])$ |
| Density (108)                 |                                                                          |
| Gradient of the Conditional   |                                                                          |
| Distribution (109)            |                                                                          |
| Hessian of Information        | $\frac{d^2}{dy_m^2} \nabla_Y \log (P[X \in \mathcal{A}|Y = y]) = -K_N^{-1} \text{Var}(X|Y = y) K_N^{-1}$ |
| Density (114)                 |                                                                          |
| Hessian of the Conditional    | $\frac{d^2}{dy_m^2} \nabla_Y \log (P[X \in \mathcal{A}|Y = y]) = K_N^{-1} \left( \text{Var}(X|Y = y) - \text{Var}(X|Y = y) \right) K_N^{-1}$ |
| Distribution (115)            |                                                                          |
| Higher-Order Derivatives of   | $\frac{d^{j+k}}{dy_m^{j+k}} \nabla_Y \log (P[X \in \mathcal{A}|Y = y]) = -K_N^{-1} \text{Var}(X|Y = y) K_N^{-1}$ |
| Information Density (121)     |                                                                          |

where the equalities follow from: (225) using Bayes’ formula; (228) using the expression in (224); and (230) using the TRE identity in (3).

Now using the definition of Jacobian in (9), we have that

$$J_y E[U|Y = y] = (\text{Cov}(U, X|Y = y) K_N^{-1})^T$$

(233)

$$= K_N^{-1} \text{Cov}(U, X|Y = y)$$

(234)

$$= K_N^{-1} \text{Cov}(X, U|Y = y),$$

(235)

where we have used the symmetry of $K_N$ and the property that $\text{Cov}(U, X|Y = y) = \text{Cov}(X, U|Y = y)$.

Therefore, to conclude the proof, we require to show that the interchange of differentiation and expectation in (226) is permitted. A sufficient condition for the interchange of differentiation and expectation is given by the Leibniz integral rule, which requires verifying that

$$E \left[ \left| \int \frac{d}{dy_m} \varphi_N(y - X) f_Y(y) \right| \right] < \infty.$$

(236)

To this end, note that

$$E \left[ \left| \int \frac{d}{dy_m} \varphi_N(y - X) f_Y(y) \right| \right] = E \left[ \int \left| \frac{d}{dy_m} \varphi_N(y - X) f_Y(y) \right| \right] \leq E \left[ \int \varphi_N(y - X) f_Y(y) \right] + E \left[ \left| \int \varphi_N(y - X) \frac{d}{dy_m} f_Y(y) \right| \right].$$

(237)
where the last step follows by using the triangle inequality. We now bound each term of (238) separately. The first term in (238) is bounded by

$$E \left[ \frac{d}{dy_m} \phi K_N (y - X) \right] = E \left[ \frac{d}{dy_m} \phi K_N (y - X) \right]$$

(239)

$$= E \left[ \frac{d}{dy_m} \phi K_N (y - X) \right] | Y = y$$

(240)

$$\leq E \left[ \frac{d}{dy_m} K_N (y - X) \right] | Y = y + E \left[ \frac{d}{dy_m} K_N y \right] | Y = y$$

(241)

$$\leq \| e_m K_N \| \| U \| \| X \| \| Y = y \| + \| e_m K_N \| \| U \| \| Y = y \| .$$

(242)

where (240) follows by using Bayes’ formula; and (242) follows by using the Cauchy-Schwarz inequality.

The second term in (238) can be rewritten as

$$E \left[ \frac{d}{dy_m} \phi K_N (y - X) \right] = E \left[ \frac{d}{dy_m} \phi K_N (y - X) \right] | Y = y$$

(243)

$$= \| \frac{d}{dy_m} \phi K_N (y - X) \| \| U \| \| Y = y \| .$$

(244)

Therefore, by combining (242) and (244), the condition in (236) holds if

$$E \| U \| | X \| | Y = y \| < \infty, y \in \mathbb{R}^n,$$

(245)

$$E \| U \| | Y = y \| < \infty, y \in \mathbb{R}^n.$$  

(246)

This concludes the proof.

**APPENDIX B**

**PROOF OF LEMMA 1**

First, we multiply both sides of (31) by $e^{\int_0^t f_1(t)dt}$, which leads to

$$f_k(x) e^{\int_0^t f_1(t)dt} = \frac{d}{dx} f_{k-1}(x) e^{\int_0^t f_1(t)dt} + f_{k-1}(x) f_1(x) e^{\int_0^t f_1(t)dt}$$

(247)

where the last expression is due to the product rule. Now, let

$$h_k(x) = f_k(x) e^{\int_0^t f_1(t)dt}.$$  

(248)

Then, the expression in (247) implies that

$$h_k(x) = \frac{d}{dx} h_{k-1}(x),$$

(249)

which by using the recursion $k - 1$ times implies that

$$h_k(x) = \frac{d^{k-1}}{dx^{k-1}} h_1(x) = \frac{d^{k-1}}{dx^{k-1}} \left( f_1(x) e^{\int_0^t f_1(t)dt} \right).$$

(250)

Furthermore, by applying the chain rule in (250), we arrive at

$$h_k(x) = \frac{d^k}{dx^k} e^{\int_0^t f_1(t)dt}.$$  

(251)

The proof of (31) is concluded by using the definition of $h_k(x)$ in (249).

To show the expression in (32) recall the Faà di Bruno formula for the higher-order chain rule [25, Thm. 11.4]: given two $k \in \mathbb{N}$ differentiable functions $g(t)$ and $\xi(t)$

$$\frac{d^k}{dt^k} \xi(g(t)) = \sum_{m=1}^{k} \xi^{(m)}(g(t)) B_{k,m} \left( g^{(1)}(x), \ldots, g^{(k-m+1)}(x) \right).$$

(252)

Next, by letting $g(x) = \int_0^x f_1(t)dt$, the expression in (31) can be re-written as

$$f_k(x) = e^{-g(x)} \frac{d^k}{dx^k} e^{g(x)}$$

(253)

$$= e^{-g(x)} \sum_{m=1}^{k} e^{g(x)} B_{k,m} \left( g^{(1)}(x), \ldots, g^{(k-m+1)}(x) \right)$$

(254)
where (254) follows by using the Faà di Bruno formula in (252); (255) follows from (11); and (256) follows by noting that \( g^{(m)}(x) = f^{(m-1)}(x), m \in \mathbb{N} \).

To show (33), we use the inversion formula for the Bell polynomial [25, Rem. 11.3] which asserts the following: if
\[
y_k = B_k(t_1, \ldots, t_k),
\]
then
\[
t_k = \sum_{m=1}^{k} (-1)^{m-1}(m-1)!B_{k,m}(y_1, \ldots, y_{k-m+1}).
\]

Setting \( y_k = f_k(x) \) and \( t_k = f_1^{(k-1)}(x) \) leads to
\[
f_1^{(k-1)}(x) = \sum_{m=1}^{k} (-1)^{m-1}(m-1)!B_{k,m}(f_1(x), \ldots, f_{k-m+1}(x)).
\]

The proof is concluded by using a change of variable from \( k - 1 \) to \( k \).

**APPENDIX C**

**PROOF OF PROPOSITION 8**

First, observe that
\[
|\kappa_{X|Y=y(k)}| \leq k^k \mathbb{E}||X - \mathbb{E}[X|Y]|^k|Y = y| \leq 2^{k-1}k^k \mathbb{E}||X|^k|Y = y|,
\]
where in (260) we have used the bound in [48, eq. (4)]; and in (261) we have used \(|a + b|^k \leq 2^{k-1}(|a|^k + |b|^k), k \geq 1\).

We now show a bound on \( \mathbb{E}||X|^k|Y = y| \), which is a generalization of the bound shown in [49, Proposition 1.2]. First,
\[
\mathbb{E}||X|^k|Y = y| = \int_{\mathbb{F}_{Y,X}(y,x) \leq f_Y(y)} |x|^k \frac{f_Y|X+y(x,y)}{f_Y(y)} dP_X(x) + \int_{\mathbb{F}_{Y,X}(y,x) > f_Y(y)} |x|^k \frac{f_Y|X+y(x,y)}{f_Y(y)} dP_X(x)
\]
\[
\leq \mathbb{E}||X|^k| + \int_{\mathbb{F}_{Y,X}(y,x) > f_Y(y)} |x|^k \frac{f_Y|X+y(x,y)}{f_Y(y)} dP_X(x).
\]

Next, we bounds the second term in (263)
\[
f_Y|X+y(x,y) > f_Y(y)
\]
\[
\Rightarrow (y - x)^2 \leq 2\sigma^2 \log \left( \frac{1}{\sqrt{2\pi\sigma^2} f_Y(y)} \right)
\]
\[
\Rightarrow |y - x| \leq \sqrt{2\sigma^2 \log \left( \frac{1}{\sqrt{2\pi\sigma^2} f_Y(y)} \right)}
\]
\[
\Rightarrow |x| \leq |y| + \sqrt{2\sigma^2 \log \left( \frac{1}{\sqrt{2\pi\sigma^2} f_Y(y)} \right)}
\]
\[
\Rightarrow |x|^k \leq 2^{k-1} \left( |y|^k + \left( 2\sigma^2 \log \left( \frac{1}{\sqrt{2\pi\sigma^2} f_Y(y)} \right) \right)^\frac{1}{2} \right)
\]
\[
\Rightarrow |x|^k \leq 2^{k-1} \left( |y|^k + 2 \left( \sigma^2 \log \left( \frac{1}{\sqrt{2\pi\sigma^2} f_Y(y)} \right) \right)^\frac{1}{2} \right)
\]
\[
\Rightarrow |x|^k \leq 2^{k-1} \left( 2\max(\frac{1}{2}, 1) + 2 |y|^k + 2\max(\frac{1}{2}, 1) + k \mathbb{E} \frac{1}{2} |X|^2 \right),
\]
where (264) follows from the reverse triangle inequality; (265) follows by using the bound \(|a + b|^k \leq 2^{k-1}(|a|^k + |b|^k), k \geq 1\); (266) follows by using Jensen’s inequality to
\[
f_Y(y) = \frac{1}{\sqrt{2\pi\sigma^2}} \mathbb{E} e^{-\frac{(y - X)^2}{2\sigma^2}}
\]
(268)
Combining (263) and (267) concludes the proof.

**APPENDIX D**

**PROOF OF THE EXPRESSION IN (101)**

The first ingredient of the proof is the following derivative expression:

$$\frac{d}{dt} I_{\nu}(t) = 1 - \frac{2\nu - 1}{t} I_{\nu - 1}(t) - \left( \frac{I_{\nu}(t)}{I_{\nu - 1}(t)} \right)^2,$$

which follows from the identities $\frac{d}{dt} I_{\nu}(t) = \frac{\nu}{\pi} I_{\nu - 1}(t) - \frac{\nu}{\pi} I_{\nu}(t)$ and $\frac{d}{dt} I_{\nu}(t) = \frac{\nu}{\pi} I_{\nu}(t) + I_{\nu + 1}(t)$.

Next, consider the case of $s_1 \neq s_2$. Then,

$$\frac{\partial \mathbb{E}[X_{\nu}|Y = y]}{\partial y_2} = R_{y_2} \frac{\partial}{\partial y_2} \frac{1}{\|y\|} \frac{I_{\phi}(R\|y\|)}{I_{\phi - 1}(R\|y\|)} = R_{y_2} \frac{\partial}{\partial y_2} \frac{I_{\phi}(R\|y\|)}{I_{\phi - 1}(R\|y\|)} + R_{y_2} \frac{\partial}{\partial y_2} \frac{I_{\phi}(R\|y\|)}{\|y\|} \frac{\partial}{\partial y_2} \frac{I_{\phi - 1}(R\|y\|)}{\|y\|} = R_{y_2} \frac{I_{\phi}(R\|y\|)}{\|y\|} \frac{\partial}{\partial y_2} \frac{I_{\phi - 1}(R\|y\|)}{\|y\|} + R_{y_2} \frac{\partial}{\partial y_2} \frac{I_{\phi}(R\|y\|)}{\|y\|} \frac{\partial}{\partial y_2} \frac{I_{\phi - 1}(R\|y\|)}{\|y\|} = R_{y_2} \frac{\partial}{\partial y_2} \frac{I_{\phi}(R\|y\|)}{\|y\|} \frac{\partial}{\partial y_2} \frac{I_{\phi - 1}(R\|y\|)}{\|y\|}$$

where the last equality follows from using the derivative expression in (271).

The proof for $s_1 = s_2$ follows along the similar lines.

**APPENDIX E**

**COMPUTATION OF (148) AND (149)**

If $X$ is standard normal, then

$$f_Y(y) = \frac{1}{\sqrt{2\pi(1 + \sigma^2)}} e^{-\frac{y^2}{2(1 + \sigma^2)}}, y \in \mathbb{R}.$$

Consequently, the information density is given by

$$\ell_{P_{X|Y}}(x; y) = \log \frac{f_X(y|x)}{f_X(x)} = \log \frac{f_Y(y|x)}{f_Y(y)} = c - \frac{(y - x)^2}{2\sigma^2} + \frac{y^2}{2(1 + \sigma^2)},$$

where $c = \frac{1}{2} \log \frac{1 + \sigma^2}{\sigma^2}$. Hence, the conditional variance is now given by

$$\text{Var}(\ell_{P_{X|Y}}(X; Y)|X = x) = \text{Var}\left(\frac{(Y - X)^2}{2\sigma^2} + \frac{Y^2}{2(1 + \sigma^2)}|X = x\right) = \text{Var}\left(\frac{N^2}{2\sigma^2} + \frac{N^2}{2(1 + \sigma^2)}|X = x\right) = \text{Var}\left(\frac{1}{2\sigma^2(1 + \sigma^2)} N^2 + \frac{NX}{1 + \sigma^2}|X = x\right) = \text{Var}\left(\frac{N^2}{2\sigma^2(1 + \sigma^2)} + \frac{N^2}{2(1 + \sigma^2)}|X = x\right) = \text{Var}\left(\frac{N^2}{4\sigma^4(1 + \sigma^2)^2} + \frac{x^2\text{Var}(N)}{(1 + \sigma^2)^2}\right) = \frac{2\sigma^4}{4\sigma^4(1 + \sigma^2)^2} + \frac{x^2\sigma^2}{(1 + \sigma^2)^2}.$$

where in (283) we have used that $\text{Cov}(N^2, N) = 0$; and (284) follows by using that $\text{Var}(N^2) = 2\sigma^4$ and $\text{Var}(N) = \sigma^2$. This concludes the proof.
APPENDIX F
PROOF OF THEOREM [1]
It is sufficient to characterize only the second order partial derivatives \( \frac{\partial^2}{\partial y_j \partial y_i} K_X(t|Y = y) \) and then apply a simple induction.

Let \( U = e^{t^T X} \). Then, by using Theorem [1] we have that the gradient of the cumulant generating function can be expressed as

\[
\nabla_y K_X(t|Y = y) = \frac{\nabla_y \mathbb{E}[e^{t^T X}|Y = y]}{\mathbb{E}[e^{t^T X}|Y = y]} = K_N^{-1} \text{Cov}(X, U|Y = y) \quad \text{(285)}
\]

where we have used that \( k_i \) for some \( k \).

Consequently, the partial derivative with respect to \( i \) is given by

\[
\frac{\partial}{\partial y_i} K_X(t|Y = y) = k_i^T \nabla_k K_X(t|Y = y) - k_i^T \mathbb{E}[X|Y = y], \quad \text{(290)}
\]

where we have used that \( k_i^T = e_i^T K_N^{-1} \) (i.e., the \( i \)-th row of \( K_N^{-1} \)).

Next, by differentiating with respect to \( j \), we arrive at

\[
\frac{\partial^2}{\partial y_j \partial y_i} K_X(t|Y = y) = \frac{\partial}{\partial y_j} \left( k_i^T \nabla_k K_X(t|Y = y) - k_i^T \mathbb{E}[X|Y = y] \right) \quad \text{(291)}
\]

\[
= k_i^T \nabla_k k_j^T \nabla_k K_X(t|Y = y) - k_i^T \frac{\partial}{\partial y_j} \mathbb{E}[X|Y = y], \quad \text{(292)}
\]

where (292) comes from using the partial derivative formula in (290).

APPENDIX G
PROOF OF PROPOSITION [9]
To see this note that \( \frac{\partial^j K_X(t|Y = y)}{\partial y_s_1 \ldots \partial y_s_j} \) | \( t = 0 \) = 0 for every \( j \)

\[
\frac{\partial^j K_X(t|Y = y)}{\partial y_s_1 \ldots \partial y_s_j} = \frac{\partial^j g(y)}{\partial y_s_1 \ldots \partial y_s_j} \quad \text{(293)}
\]

\[
= \frac{\partial^j \mathbb{E}[e^{t^T X}|Y = y]}{\partial y_s_1 \ldots \partial y_s_j} \quad \text{(294)}
\]

We do not attempt to find the exact expression for \( g(y) \) and only observe that it contains terms of the form \( \frac{\partial^k}{\partial y_{s_1} \ldots \partial y_{s_k}} \mathbb{E}[e^{t^T X}|Y = y] \) for some \( k \geq 1 \). We next show that \( \frac{\partial^j}{\partial y_{s_1} \ldots \partial y_{s_j}} \mathbb{E}[e^{t^T X}|Y = y] \) evaluated at \( t = 0 \) is equal to zero, which through (295) will lead to the desired conclusion. To do this we use the Taylor expansion for the multivariate moment generating function given by [28, Ch. 6]

\[
\mathbb{E}[e^{t^T X}|Y = y] = 1 + \sum_{(j = 1)_{s \in S(j)}}^{\infty} \frac{1}{j!} \mu(y; s_1, \ldots, s_j) t_{s_1} \ldots t_{s_j}, \quad \text{(296)}
\]

where \( \mu(y; s_1, \ldots, s_j) = \mathbb{E}[X_{s_1} \ldots X_{s_j}|Y = y] \) and \( S(j) = \{1, \ldots, n\}^j \) is set of all vectors of integers with \( j \) components and all entries between 1 and \( n \) and now we have that

\[
\frac{\partial^k}{\partial y_{s_1} \ldots \partial y_{s_k}} \mathbb{E}[e^{t^T X}|Y = y] \bigg|_{t=0} = \sum_{(j = 1)_{s \in S(j)}}^{\infty} \frac{1}{j!} \frac{\partial^k}{\partial y_{s_1} \ldots \partial y_{s_k}} \mu(y; s_1, \ldots, s_j) t_{s_1} \ldots t_{s_j} \bigg|_{t=0} \quad \text{(297)}
\]
This concludes the proof.

**APPENDIX H**

**PROOF OF PROPOSITION**

The proof of (115) follows by applying Hatsell and Nolte identity in (22) to the expressions in Proposition 10 together with the identity \( D_2^x f(x) = J_x \nabla_x f(x) \).

To show the general case observe that

\[
D_2^x \log (P[X \in A | Y = y]) = J_y \nabla_y \log (P[X \in A | Y = y])
\]

(299)

\[
= J_y K_N^{-1}(E[X | Y = y, X \in A] - E[X | Y = y])
\]

(300)

\[
= J_y \left( \frac{E[X 1_A(X) | Y = y]}{P[X \in A | Y = y]} - E[X | Y = y] \right) K_N^{-1}
\]

(301)

\[
= \left( K_N^{-1} \text{Cov}(X, X 1_A(X) | Y = y) \right) \left( \frac{1}{P[X \in A | Y = y]} \right)
\]

(302)

\[
\text{Var}(X | Y = y)
\]

(303)

\[
\left( K_N^{-1} \left( \text{Var}(X | Y = y) \right) \right) K_N^{-1}
\]

(304)

where (299) follows by using the identity \( D_2^x f(x) = J_x \nabla_x f(x) \); (300) follows by using (109); (301) follows by using the property that \( J_x K_N^{-1} f(x) = J_x f(x) K_N^{-1} \); (302) follows by using identity in (19) with \( U = X 1_A(X) \) and the quotient rule for differentiation; (303) follows by rewriting the first covariance term as

\[
\frac{\text{Cov}(X, X 1_A(X) | Y = y)}{P[X \in A | Y = y]} = E[XX^T | Y = y, X \in A] - E[X | Y = y]E[X^T | Y = y, X \in A],
\]

(305)

and the second covariance term as

\[
\frac{\text{Cov}(X, 1_A(X) | Y = y)E^T[X 1_A(X) | Y = y]}{P[X \in A | Y = y]}
\]

(306)

\[
= E[X | Y = y, X \in A]E[X^T | Y = y, X \in A];
\]

(307)

and (304) follows from the definition of conditional variance. This concludes the proof.

**APPENDIX I**

**PROOF OF THEOREM**

First, assume that

\[
\sup_{|y| \leq \epsilon_n} | \hat{f}^{(m)}_Y(y) - f^{(m)}_Y(y) | \leq \epsilon_n, m \in [0, \ldots, k].
\]

(308)

Second, using the generalized TRE identity in (58) and the expression for \( \hat{m}_k(y) \) in (208), we have that

\[
\frac{1}{\sigma^{2k}} \left| E[X^k | Y = y] - \hat{m}_k(y) \right| \leq \sum_{m=0}^{k} \left( \frac{m}{k} \right) \sigma^m \left| \frac{f^{(k-m)}_Y(y) f^{(m)}_Y(y)}{f^2_Y(y)} - \frac{\hat{f}^{(k-m)}_Y(y) f^{(m)}_Y(y)}{\hat{f}_Y^2(y)} \right|
\]

(309)

where the second absolute value term can be bounded as

\[
\left| \frac{\hat{f}^{(k-m)}_Y(y) f^{(m)}_Y(y)}{f^2_Y(y)} - \frac{\hat{f}^{(k-m)}_Y(y) f^{(m)}_Y(y)}{\hat{f}_Y^2(y)} \right| \leq \left| \frac{\hat{f}^{(k-m)}_Y(y) f^{(m)}_Y(y)}{f^2_Y(y)} \right| + \left| \frac{f^{(m)}_Y(y)}{f^2_Y(y)} \right|\left| \frac{f^{(k-m)}_Y(y)}{f^2_Y(y)} \right|
\]

(310)

(311)
The following choice satisfies the above equations:

\[ a = \frac{1}{n} \begin{pmatrix} u \in \left( 0, \frac{1}{2k+4} \right) \end{pmatrix}, \]

\[ \epsilon_n = 2\delta_{m,a} = 2a \max_{m \in [0, \ldots, k]} \sqrt{\frac{4(k+1)!}{3\pi\sigma^2(k+1)}}, \]

\[ t_n = \frac{\sigma^2 w \log(n)}{3}, \quad w \in (0, u), \]

where in the last step we have used the assumption in (308).

The following lemma, whose proof can be found in Appendix J, will be useful to further bound the terms in (312).

**Lemma 5.** Let \( E[X^2] < \infty \) and assume (308) holds. Let \( \psi_\alpha(y) = \sqrt{2\pi\sigma^2} e^{-\frac{y^2+\alpha^2}{\sigma^2}} \) and assume that \( \epsilon_n \psi_\alpha(t_n) \leq 1 \).

Then, for \( |y| \leq t_n \)

\[ \frac{1}{f_Y(y)} \leq \psi_\sigma(y), \]

\[ \frac{1}{f_Y(y)} \leq \frac{1}{1 - \epsilon_n \psi_\sigma(y)}, \]

\[ \left| f_Y^{(k)}(y) \right| \leq \frac{1}{\sqrt{2\pi\sigma^2}} \sigma^k, \]

\[ \left| H_{m} \left( \frac{y}{\sigma} \right) \right| \leq \frac{\sqrt{m} \sigma^{2\epsilon}}{\sqrt{2\pi\sigma^2}} \psi_\sigma(y), \]

\[ \delta_{r,a} = \max_{r \in \mathbb{R}} \left| E[f_Y^{(r)}(t)] - f_Y^{(r)}(t) \right| \leq a \sqrt{\frac{4(r+1)!}{3\pi\sigma^2(r+1)}}, \]

\[ v_\epsilon = \int \left| y^{(r+1)}(x) \right| dx \leq \sqrt{(r+1)!} \frac{2}{3}. \]

Combining (309), (312) and (314)-(317), we arrive at

\[ \sup_{|y| \leq t_n} \left| E[X^k|Y = y] - \hat{m}_k(y) \right| \leq C_{1,\sigma,k} \frac{\epsilon_n \psi_\sigma(t_n)}{1 - \epsilon_n \psi_\sigma(t_n)} (1 + C_{2,\sigma,k} \psi_\sigma(t_n)) \]

\[ = \epsilon_n, \]

where

\[ C_{1,\sigma,k} = \sum_{m=0}^{k} \frac{k!}{m!} \sigma^m, \quad C_{2,\sigma,k} = \sum_{m=0}^{k} \max_{r \in \mathbb{R}} \left| \psi_\sigma^{(r)}(t_n) \right| \left( 1 + C_{2,\sigma,k} \right). \]

Now, choose \( \epsilon_n > \max_{m \in [0, \ldots, n]} \delta_{m,a} \) and observe that

\[ \mathbb{P} \left[ \sup_{|y| \leq t_n} \left| E[X^k|Y = y] - \hat{m}_k(y) \right| \geq \epsilon_n \right] \leq \sum_{m=0}^{k} \mathbb{P} \left[ \sup_{|y| \leq t_n} \left| \hat{m}_k^{(m)}(y) - f_Y^{(m)}(y) \right| > \epsilon_n \right] \]

\[ \leq \sum_{m=0}^{k} 2e^{-2n \frac{2a^{2m+2}(\epsilon_n - \delta_{m,a})^2}{m}}, \]

where in (323) we have used the fact that (308) leads to (321); and in (324) is due to the bound in [51] p.1188]. Therefore, to complete the proof, we need choose \( \epsilon_n, a \) and \( t_n \) such that

\[ \lim_{n \to \infty} \epsilon_n \psi_\sigma^3(t_n) = 0, \]

\[ \lim_{n \to \infty} t_n \to \infty, \]

\[ \epsilon_n > \delta_{m,a}, \forall m \in [0, \ldots, n], \]

\[ \lim_{n \to \infty} na^{2m+2}(\epsilon_n - \delta_{m,a})^2 = \infty, \forall m \in [0, \ldots, k], \]

The following choice satisfies the above equations:

\[ a = \frac{1}{n} \begin{pmatrix} u \in \left( 0, \frac{1}{2k+4} \right) \end{pmatrix}, \]

\[ \epsilon_n = 2\delta_{m,a} = 2a \max_{m \in [0, \ldots, k]} \sqrt{\frac{4(k+1)!}{3\pi\sigma^2(k+1)}}, \]

\[ t_n = \frac{\sigma^2 w \log(n)}{3}, \quad w \in (0, u), \]
and, for large enough \( n \), result in

\[ \varepsilon_n \leq C_{k, \sigma} \frac{1}{n^{k-\omega}}, \tag{332} \]

where the constant \( C_{k, \sigma} \) is independent of \( n \).

**APPENDIX J**

**PROOF OF LEMMA 5**

To show (314), we use Jensen’s inequality and the bound \((a + b)^2 \leq 2(a^2 + b^2)\)

\[ f_Y(y) = \mathbb{E} \left[ \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{(y-x)^2}{2\sigma^2}} \right] \geq \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{y^2}{2\sigma^2}} = \frac{1}{\psi(y)}. \tag{333} \]

To show (315) we use the assumption in (308) and the bound in (314)

\[ \frac{1}{f_Y(y)} = \frac{1}{f_Y(y) - f_Y(y) + f_Y(y)} \leq \frac{1}{f_Y(y) - \varepsilon_n} \leq \frac{1}{1 - \varepsilon_n \psi(y)} \tag{334} \]

Next, recall the following inequality [24] eq. 22.14.17:

\[ |H_{r+1}(x)| \leq \sqrt{(r+1)!} e^{\frac{x^2}{2}}. \tag{340} \]

First, the above inequality immediately leads to the proof of (317). Second, to show (316), observe the following sequence of steps:

\[ |f_Y^{(k)}(t)| = \left| \frac{d^k}{dt^k} \mathbb{E} \left[ \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{(t-X)^2}{2\sigma^2}} \right] \right| \leq \mathbb{E} \left[ \frac{1}{\sqrt{2\pi\sigma^2}} \left| \frac{d^k}{dt^k} e^{-\frac{(t-X)^2}{2\sigma^2}} \right| \right] \leq \mathbb{E} \left[ \frac{1}{\sqrt{2\pi\sigma^2}} \frac{1}{\sigma^k} \left| H_{ek} \left( \frac{t-X}{\sigma} \right) e^{-\frac{(t-X)^2}{2\sigma^2}} \right| \right] \leq \frac{1}{\sqrt{2\pi\sigma^2}} \frac{1}{\sigma^k} \sqrt{k!} e^{-\frac{(t-X)^2}{2\sigma^2}} \leq \frac{1}{\sqrt{2\pi\sigma^2}} \frac{1}{\sigma^k}. \tag{341} \]

where the inequality in (345) follows from the inequality in (340), and the inequality in (346) follows by using \( e^{-\frac{t^2}{2\sigma^2}} \leq 1 \).

To show (318), first note that

\[ \mathbb{E}[f_Y^{(r)}(t)] = \int \frac{1}{\alpha} \frac{dr}{dy} f_Y(y) dy = \int \frac{1}{\alpha} k \left( \frac{t-y}{\alpha} \right) f_Y^{(r)}(y) dy, \tag{347} \]

where we have used integration by parts. Then, the bias can be bounded as follows:

\[ \mathbb{E}[f_Y^{(r)}(t)] - f_Y^{(r)}(t) = \left| \int \frac{1}{\alpha} k \left( \frac{t-y}{\alpha} \right) \left( f_Y^{(r)}(y) - f_Y^{(r)}(t) \right) dy \right| \leq k(y) \left( f_Y^{(r)}(t + ay) - f_Y^{(r)}(t) \right) dy \tag{348} \]
for some \( \tau \) where the last bound is due to (316).

Finally, to show (319), we use the inequality in (340)
\[
v_r = \int |k^{(r+1)}(x)| \, dx
\]
(353)
\[
= \int |H_{r+1}(x)k(x)| \, dx
\]
(354)
\[
\leq \int \sqrt{r + 1} |e^{x^2}k(x)| \, dx
\]
(355)
\[
= \sqrt{r + 1} \sqrt{\frac{2}{3}}.
\]
(356)

This concludes the proof.

**APPENDIX K**

**PROOF OF LEMMA 4**

The proof largely follows the derivations in [14] and [15] and explicitly states the constants of the approximation. To show (211), we use Taylor's remainder theorem

\[
f(x + ht) = f(x) + htf'(x) + \ldots + \frac{(ht)^k}{k!} f^{(k)}(x) + \frac{(ht)^{k+1}}{(k+1)!} f^{(k+1)}(x) + \frac{(ht)^{k+2}}{(k+2)!} f^{(k+2)}(\tau),
\]
(357)

for some \( \tau \) between \( x \) and \( x + ht \), which leads to

\[
D_h^{(k)} f(x) = \frac{c_k}{h^k} \int_{-1}^{1} f(x + ht) P_k(t) dt
\]
(358)
\[
= f^{(k)}(x) + \frac{c_k h^2}{(k+2)!} \int_{-1}^{1} f^{(k+2)}(\tau) t^{k+2} P_k(t) dt,
\]
(359)

where we have used the following properties of the Legendre polynomials [24] Ch. 22:

\[
\int_{-1}^{1} t^m P_k(t) dt = 0, \ m \in [0 : k - 1],
\]
(360)
\[
\int_{-1}^{1} t^k P_k(t) dt = \frac{k!}{c_k},
\]
(361)
\[
\int_{-1}^{1} t^{k+1} P_k(t) dt = 0.
\]
(362)

Consequently,

\[
|D_h^{(k)} f(x) - f^{(k)}(x)| \leq \frac{c_k h^2}{(k+2)!} \int_{-1}^{1} |f^{(k+2)}(\tau) t^{k+2} P_k(t)| dt
\]
(363)
\[
\leq \frac{c_k h^2}{(k+2)!} M_{k+2} \int_{-1}^{1} |P_k(t)| dt
\]
(364)
\[
\leq \frac{c_k h^2}{(k+2)!} M_{k+2} \frac{2}{\sqrt{2k+1}}
\]
(365)
\[
= \alpha_k M_{k+2} h^2,
\]
(366)

where (364) follows by using that \( \tau \) is between \( x \) and \( x + ht \) and hence \( |f^{(k+2)}(\tau)| \leq M_{k+2} \); and (365) follows by using Jensen’s inequality and \( \int_{-1}^{1} |P_k(t)|^2 dt = \frac{2}{2k+1} \) to show that

\[
\int_{-1}^{1} |P_k(t)| dt \leq 2 \sqrt{\int_{-1}^{1} |P_k(t)|^2 \frac{1}{2} dt} = \frac{2}{\sqrt{2k+1}}.
\]
(367)
This completes the proof of the bound in (211).

To show (212) observe the following sequence of steps:

\[
|D_h^{(k)} g(x) - f^{(k)}(x)| \leq |D_h^{(k)} f(x) - f^{(k)}(x)| + |D_h^{(k)} g(x) - D_h^{(k)} f(x)|
\]

(368)

\[= \alpha_k M_{k+2} h^2 + \frac{c_k}{h^k} \int_{-1}^{1} (g(x + ht) - f(x + ht)) P_h(t)dt \]

(369)

\[\leq \alpha_k M_{k+2} h^2 + \frac{c_k}{h^k} \epsilon \int_{-1}^{1} |P_h(t)|dt \]

(370)

\[\leq \alpha_k M_{k+2} h^2 + \frac{c_k}{h^k} \sqrt{\frac{2}{2k+1}} \]

(371)

\[= \alpha_k M_{k+2} h^2 + \beta_k \epsilon \frac{1}{h^k} \]

(372)

where (368) follows by using the triangular inequality; (370) follows by using that \( \sup_{t \in I_h} |f(x) - g(x)| \leq \epsilon \); and (371) follows by using the bound in (369). This completes the proof.
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