Automated segmentation of retinal layers from optical coherence tomography images using geodesic distance
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\section*{ABSTRACT}
Optical coherence tomography (OCT) is a noninvasive imaging technique that can produce images of the eye at the microscopic level. OCT image segmentation to detect retinal layer boundaries is a fundamental procedure for diagnosing and monitoring the progression of retinal and optical nerve diseases. In this paper, we introduce a novel and accurate segmentation method based on geodesic distance for both two and three dimensional OCT images. The geodesic distance is weighted by an exponential function, which takes into account both horizontal and vertical intensity variations in the image. The weighted geodesic distance is efficiently calculated from an Eikonal equation via the fast sweeping method. Segmentation then proceeds by solving an ordinary differential equation of the geodesic distance. The performance of the proposed method is compared with manual segmentation. Extensive experiments demonstrate that the proposed method is robust to complex retinal structures with large curvature variations and irregularities and it outperforms the parametric active contour algorithm as well as graph based approaches for segmenting retinal layers in both healthy and pathological images.

\section*{1. Introduction}
Optical coherence tomography (OCT) is a powerful imaging modality that uses low coherence interferometry to provide high-resolution cross-sectional images of biological tissues, from which structural and molecular information of the tissues can be obtained [1]. Over the past two decades, OCT has become a well-established imaging modality and widely used by ophthalmologists for diagnosis of retinal and optical nerve diseases. One of the OCT imaging biomarkers for retinal and optical nerve disease is the thickness of the retinal layers. Automated OCT image segmentation to detect retinal layer boundaries is therefore required.

However, since the intensity patterns in OCT images are the result of light absorption and scattering in tissues, OCT images usually contain a significant amount of inhomogeneity and speckle noise, posing significant challenges to automated segmentation to identify tissue boundaries and other specific features. With retinal OCT imaging, disrupted retinal structures caused by pathologies and shadows by retinal blood vessels further complicate the segmentation process, leading to inaccuracy or failure of automated retinal layer segmentation algorithms.

In recent years many automatic and semi-automatic OCT segmentation approaches have been proposed. These approaches can be largely divided into three groups: A-scan based methods, B-scan based methods and volume based methods, as illustrated in Fig. 1. A-scan based methods [2–5] detect intensity peak or valley points on the boundaries in each A-scan profile and then connect the detected points to form a continuous boundary using model fitting techniques. These methods can be inefficient and inaccurate. B-scans methods [6–16] outperform A-scan methods in general. However, they are prone to speckle noise in OCT images and likely to fail on pathological images. Common approaches to segmenting two-dimensional (2D) B-scans include active contour methods [6–9,17], shortest-path based graph search [10–12] and statistical shape models [13–15] (i.e., active shape and appearance models [18,19]). Popular volume based methods are graph based [20–26] and pattern recognition methods [27–30]. Computation of these methods can however be very complex and slow. Pattern recognition methods for retinal layer segmentation normally require manually segmented training data for classification. Automated segmentation of retinal layers from OCT images remains a challenge.

In this paper, we present a new algorithm for retinal layer segmentation from OCT images based on a novel geodesic distance weighted by an exponential function. In contrast a single...
horizontal gradient used in other approaches [10,25,26], the exponential function in our method integrates both horizontal and vertical gradient information and can thus account for intensity variations in both directions. The exponential function also plays the role of enhancing weak retinal layer boundaries. As a result, the proposed geodesic distance method (GDM) is able to segment complex retinal structures with large curvatures and other irregularities caused by pathologies. We compute the weighted geodesic distance via an Eikonal equation using the fast sweeping method [31–33]. Retinal layer boundaries can then be detected using the geodesic distance by solving an ordinary differential equation via a time-dependent gradient descent. A local search method is identified based on the detected boundary to detect all the nine retinal layer boundaries and overcome the local minima problem of the GDM. The retinal layer boundaries detected by the proposed GDM are shown in Fig. 2. We evaluate the proposed GDM through extensive numerical experiments and compare it with state-of-the-art OCT segmentation approaches on both healthy and pathological images.

In the following sections, we will first review the state-of-the-art methods for comparison with the proposed GDM, such as parallel double snakes [9], Chiu’s graph search [10], Dufour’s method [23], and OCTRIMA3D [25,26]. This will be followed by the details of the proposed GDM, ground-truth validation, numerical experiments, and comparison of the GDM with the above mentioned state-of-the-art methods.

2. Literature review

In this section, we will limit our review of the state-of-the-art methods to only those that we will compare our GDM with in Section 3 (i.e., parallel double snakes [9], Chiu’s method [10], OCTRIMA3D [25,26], Dufour’s method [23]). For a complete review on related subjects, we refer the reader to [34]. Among the four methods reviewed, the first two are for segmenting 2D B-scans, and the latter two are for segmenting 3D volumes.

Parallel double snakes (PDS): Rossant et al. [9] detected the pathological (retinitis pigmentosa) cellular boundaries in B-scan images by minimising an energy functional that includes two parallel active parametric contours. Their proposed PDS model consists of a centreline (s) = (x(s), y(s)) parametrised by s and two parallel curves C1(s) = C(s) + b(s)n(s) and C2(s) = C(s) − b(s)n(s) with b(s) being a spatially varying half-thickness and n(s) = (n0(s), n1(s)) the normal vector to the centreline C(s). Specifically, their PDS model is defined as

\[
E(C, C_1, C_2, b) = E_{\text{image}}(C_1) + E_{\text{image}}(C_2) + E_{\text{int}}(C) + R(C_1, C_2, b),
\]

(2.1)

where the image energy \( E_{\text{image}}(C_1) = -\int \nabla I(C_1)^2 ds \) (\( \nabla \) is the image gradient operator) attracts the parametric curve \( C_1 \) towards one of retinal borders of the input B-scan \( I \), whilst \( E_{\text{image}}(C_2) \) handles curve \( C_2 \) which is parallel to \( C_1 \). The internal energy \( E_{\text{int}}(C) = \frac{\alpha}{2} \int |C'(s)|^2 ds + \frac{\beta}{2} \int |C_n(s)|^2 ds \) imposes both first and second order smooth regularities on the central curve \( C \), with \( \alpha \) and \( \beta \) respectively controlling the tension and rigidity of this curve. \( R(C_1, C_2, b) = \frac{\gamma}{2} \int |b'(C)|^2 ds \) is a parallelism constraint imposed on \( C_1 \) and \( C_2 \). Nine retinal borders have been detected by the method, i.e., ILM, RNFLo, IPL-INL, INL-OPL, OPL-ONL, ONL-IS, IS-OS, OS-RPE and RPE-CH.

Chiu’s method: Chiu et al. [10] considered retinal layer boundary detection in a B-scan image as determining the shortest-path that connects two points in a graph \( G = (V, E) \), where \( V \) is the set of nodes in the graph corresponding to pixels in the B-scan image, and \( E \) is the set of weights assigned to pairs of nodes in the graph. Each node is connected only to its eight nearest neighbours, resulting in a sparse adjacency matrix of weights representing intensity variations in vertical direction. For example, an \( M \times N \) sized image has an \( MN \times MN \) sized adjacency matrix with \( 8MN \) non-zero entries. The weights are calculated from the intensity gradient of the image in vertical direction. Mathematically, the weights are calculated as

\[
w(a, b) = \begin{cases} 2 - (g_a + g_b) + w_{\text{min}} & \text{if } |a - b| \leq \sqrt{2} \\ 0 & \text{otherwise} \end{cases}
\]

(2.2)

where \( g \) is the vertical gradient of the B-scan image; \( a \) and \( b \) denote two separate nodes in \( V \) respectively and \( w_{\text{min}} \) is a small
positive value to stabilise the system. The most prominent layer boundary is then detected as the minimal weighed path from the first to the last vertex in V using the Dijkstra’s algorithm. A similar region refinement technique to Section 3.4 was used to detect seven retinal boundaries, i.e., ILM, RNFL, IPL-INL, INL-OPL, OPL-ONL, IS-OS and RPE-CH.

Dufour’s method: Dufour et al. [23] proposed a modification of optimal graph search approach [35] to segment retinal layers in 3D OCT images. By using soft constraints and prior knowledge, they improve the accuracy and robustness of the original framework. Specifically, their Markov random field based model is given by

$$E(S) = \sum_{i=1}^{n} (E_{\text{boundary}}(S_i) + E_{\text{smooth}}(S_i)) + \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} E_{\text{inter}}(S_i, S_j),$$

where S is a set of layer boundaries $S_1$ to $S_n$. The external surface energy $E_{\text{boundary}}(S_i)$ is computed from 3D OCT images. The surface smoothness energy $E_{\text{smooth}}(S_i)$ guarantees the connectivity and regularises the layers. The interaction energy $E_{\text{inter}}(S_i, S_j)$ integrates soft constraints to regularise the distances between two simultaneously segmented layer boundaries. This model is then built from training datasets consisting of fovea-centered OCT slice stacks. Their method is capable to segment six retinal layers ($n = 6$ in above formulation) in both healthy and macular edema subjects, i.e., ILM, RNFL, IPL-INL, OPL-ONL, IS-OS and RPE-CH.

OCTRIMA3D: Tian et al. [25,26] proposed a real-time automatic segmentation method for 3D OCT images. The segmentation was done frame-by-frame in each 2D B-Scan by considering the spatial dependency between each two adjacent frames. Their work is based on Chiu’s graph search framework [10] for B-Scan OCT images, with added inter-frame flattening to reduce the curvature in the fovea region and thus improving the accuracy. They also use inter-frame or intra-frame information to limit the search region in current or adjacent frame so as to increase the computational speed. The method can segment eight retinal layers, i.e., ILM, RNFL, IPL-INL, INL-OPL, OPL-ONL, IS-OS, OS-RPE and RPE-CH.

Table 2 reports the retinal boundaries detected by the four methods as well as our GDM method detailed in the next section.

### 3. Proposed geodesic distance method

In this section, we present our GDM method for segmentation of OCT images to detect nine retinal layers defined in Fig. 2 and Table 1. We will describe the method for 2D segmentation in detail. For 3D segmentation, we first calculate the 3D geodesic distance volume in a manner similar to that of 2D segmentation, followed by minimal path detection on each slice of the geodesic distance volume. In Appendix, we present the implementation details of geodesic distance calculation for both 2D and 3D segmentation.

#### 3.1. Geodesic distance

We use geodesic distance to identify the pixels on the boundaries of retinal layers in OCT images. The geodesic distance $d$ is the smallest integral of a weight function $W$ over all possible paths from two points $s_1$ and $s_2$. The weight function determines how the path goes from $s_1$ to $s_2$. Small weight at one point indicates that the path has high possibility of passing that point. Specifically, the weighted geodesic distance between two endpoints $s_1$ and $s_2$ is given by

$$D(s_1, s_2) = \min_{c} \int_{0}^{1} W^{-1}(C(s)) ds.$$  \hspace{1cm} (3.1)

Above $C(s)$ is the set of all possible paths that link $s_1$ to $s_2$, the path length is normalised to unity, and the start and end locations are $C(0) = s_1$ and $C(1) = s_2$, respectively. The infinitesimal contour length $ds$ is weighted by a non-negative function $W(C(s))$. This minimisation problem can be interpreted as finding a geodesic curve (i.e., a path with the smallest weighted length) in a Riemannian space. It is known that the solution of (3.1) satisfies the Eikonal Eq. (3.3).

The retinal layer boundaries in OCT images are normally near horizontal so the largest intensity changes at the layer boundaries are likely to be in the vertical direction. The gradient in the vertical direction is thus taken to compute weight $W$ in (3.1) in order to determine the path that passes the points with maximum gradient changes. For instance, each of the two prominent boundaries, e.g., ILM ($B_1$) and IS-OS ($B_2$) in Fig. 3(a) and (e), is at the border of a dark layer above a bright layer. As a result, pixels in the region around the two boundaries have high gradient values, as shown in Fig. 3(b) and (f). As the retinal layers at each side of the boundary are either transiting from dark to bright or bright to dark, the non-negative weight function $W$ in this paper is defined based on
where $I$ is an input OCT image; $n(\cdot)$ is a linear stretch operator used to normalise values to between 0 and 1; $\exp$ is the exponential function, and $\lambda$ is a user-define parameter, which together enhance the foveal depression regions and highlight the weak boundaries [36]; $\nabla_x$ and $\nabla_y$ are the first-order gradient operators along $x$ (vertical) and $y$ (horizontal) direction respectively, which are discretised using a central finite difference scheme under the Neumann boundary condition; and $n(\lfloor \nabla_x I \rfloor)$ is positive horizontal gradient, without which only vertical direction is accounted for and is thus only applicable to flat boundaries, as evident in Fig. 4. Consequently, the GDM with the weight $W$ defined in (3.2) is robust against curved features (e.g., the central region of the fovea) as well as other irregularities (e.g., bumps or large variations of boundary locations) caused by pathologies, as illustrated in Fig. 3 as well as in the experimental section.

3.2. Selection of endpoints $s_1$ and $s_2$

For fully automated segmentation, it is essential to find a way to initialise the two endpoints $s_1$ and $s_2$ automatically. Since the retinal boundaries in the OCT images used in this paper run across the entire width of the image, we add an additional column on each side to the gradient map computed from (3.2). As the minimal weighted path is sought after, a weight $W_{\text{max}}$ larger than any of the non-negative weights calculated from (3.2) is therefore assigned to each of the newly added vertical columns (note that we use $W^{-1}$ for the geodesic distance (3.1), the minimal weighted path thereby prefers large weights). This forces the path traversal in the same direction as the newly added vertical columns with maximal weights, and also allows the start and end points to be arbitrarily assigned in the two columns. Once the retinal layer boundary is detected, the two additional columns can be removed.
Rows 1 and 2 in Fig. 5 respectively show different initialisations of two endpoints as well as the corresponding path evolution results.

3.3. Eikonal equation and minimal weighted path

The solution of (3.1) can be obtained by solving the Eikonal equation after the endpoints are determined. Specifically, over a continuous domain, the distance map $D(x)$ to the seed point $s_2$ is the unique solution of the following Eikonal equation in the viscosity sense

$$|\nabla D(x)| = W^{-1}(x), \quad x \in \Omega \setminus \{s_2\}$$

and

$$D(x) = 0, \quad x \in \{s_2\}.$$  

The equation is a first order nonlinear partial differential equation and its solution can be found via the classical fast marching algorithm [37,38] using an upwind finite difference approximation with the computational complexity $O(MN \log(MN))$ ($MN$ is the total number of grid points). Recently, the fast sweeping algorithm [31,32] has been proposed. This technique is based on a predefined sweep strategy, replacing the heap priority queue to find the next point to process, and thereby has the linear complexity of $O(MN)$. Fast sweeping is faster than fast marching for simple geometry problems. However, the situation may be reversed for complex geometry. In this paper, we apply fast sweeping for (3.3) and its detailed implementation has been given in Appendix. Fig. 6 shows two distance maps calculated using the weight and end points defined in Fig. 5.

Once the geodesic distance map to the end point $s_2$ is found, the minimal weighted path (geodesic curve $\gamma$) between point $s_1$ and $s_2$ can be extracted from the following ordinary differential equation through the time-dependent gradient descent

$$\gamma'(t) = -\eta_t \nabla D(\gamma(t)), \quad \gamma(0) = s_1,$$

where $\eta_t > 0$ controls the parametrisation speed of the resulting curve. To obtain unit speed parametrisation, we use $\eta_t = |\nabla D(\gamma(t))|^{-1}$. Since the distance map $D$ is nonsmooth at point $s_2$, a small positive constant $\epsilon$ is added to avoid dividing by zero. Note that $\gamma$ is guaranteed to end at the point $s_2$ by solving the ordinary differential equation, because the distance field is monotonically decreasing from $s_1$ to $s_2$, as observed in Fig. 6. This technique can achieve sub-pixel accuracy for the geodesic path even if the grid is discrete.

The geodesic curve is then numerically computed using a discretised gradient descent, which defines a discrete curve
\[ y^{k+1} = y^k - \tau G(y^k), \]

where \( y^k \) is a discrete approximation of \( y(t) \) at time \( t = k \tau \), and the time step size \( \tau > 0 \) should be small enough. \( G(x) \) is the normalised gradient \( \nabla D(y(t)) / |\nabla D(y(t))|_r \) parametrised by the arc length. Once \( y^{k+1} \) reaches \( s_2 \), one of the retinal boundaries can be found. The following Algorithm 1 concludes the proposed GDM for extracting one retinal boarder from an OCT B-scan.

### 3.4. Detection of nine retinal layer boundaries

In this section, we show the implementation details of the proposed approach to segment nine retinal layer boundaries, as shown in Fig. 2 and Table 1. Since the proposed model (3.1) is not convex due to the image gradient used, its solution can easily get stuck in local optima. For example, Fig. 3(c) and (g) have high gradient values in the region around both the ILM and IS-OS boundaries. However, in Fig. 3(d) the algorithm detected the ILM boundary while in Fig. 3(h) it detected IS-OS. In order to eliminate such uncertainty, we dynamically define the search region based on the detected boundaries. The following describes the detection of the nine boundaries in a hierarchical fashion.

#### 3.4.1. Detection of the IS-OS boundary

The intensity variation between two layers divided by the IS-OS (B2) border are normally the most prominent in OCT B-scans. However, since OCT images are always corrupted by speckle noise as a result of light absorption and scattering in the retinal tissue, it is not always the case. For example, the intensity variation around the IML (B1) border sometimes can be more obvious than that around IS-OS, as shown in the gradient image Fig. 3 (c). To make sure the first segmentation being the IS-OS boundary we first enhance it via a simple local adaptive thresholding approach,\(^1\) which is given as follows

\[ p = \begin{cases} 
0 & \text{is}(l, ws) - l > C \\
1 & \text{otherwise}
\end{cases}, \]

where \( l \) is the input OCT image, and \( \text{is}(p, ws) \) means that \( l \) is convolved with a suitable operator, i.e., the mean, Gaussian or median filter. We mention that the purpose of using a filter in (3.6) is to overcome the inhomogeneity effect by oversmoothing the input image such that the resulting image can be simply segmented by the thresholding method. Our previous research [39,40] has shown that such a method is very robust against intensity inhomogeneity appeared in different medical images, ws is the window size of the filter and \( C \) a user-defined threshold value. In the paper, we use the mean filter with window size \( ws = 100 \) and set \( C = 0.01 \). The enhanced image can then be obtained by multiplying the original image \( I \) with \( p \). The first two images in Fig. 7 illustrate that the contrast of the IS-OS boarder has been enhanced and the most obvious intensity variation now takes place around the IS-OS layer boundary. The IS-OS boundary is then detected on a dark-to-bright gradient image. Consequently, the detected line is guaranteed to pass IS-OS, as shown in the last two images in Fig. 7.

#### 3.4.2. Detection of the RPE-CH, OS-RPE and ONL-IS boundaries

Once IS-OS (B2) is segmented, it can be used as a reference to limit the search region for segmenting the RPE-CH (B3), OS-RPE (B4) and ONL-IS (B5) boundaries. RPE-CH and OS-RPE are below IS-OS and they are detected in the following way: RPE-CH can be extracted by applying the GDM on the bright-to-dark gradient weight obtained from the region pixels below IS-OS (i.e., the bright-to-dark weight is set to zeros above IS-OS); OS-RPE is then detected on the bright-to-dark gradient weight in the region between the IS-OS and RPE-CH boundaries (i.e., the bright-to-dark gradient weight is set to zeros outside of the region between IS-OS and RPE-CH). ONL-IS is above IS-OS. The search region can be constructed between IS-OS and a parallel line above it with a diameter of 15 pixels. The dark-to-bright gradient weight outside of the region is then set to zeros. Hence, the only layer boundary in the search region is ONL-IS which can be extracted using the GDM on the dark-to-bright gradient weight.

#### 3.4.3. Detection of the ILM and INL-OPL boundaries

Both ILM (B1) and INL-OPL (B4) are at the border of a darker layer above a bright layer. The intensity variation around the ILM boundary is much more prominent and thus it is segmented first. The detected ONL-IS boundary is taken as a reference and the dark-to-bright gradient weight below ONL-IS is set to zeros. INL-OPL can be then easily detected on the dark-to-bright gradient weight by simply limiting the search region between ILM and ONL-IS (i.e., the dark-to-bright gradient weight is set to zeros outside of the region between ILM and ONL-IS).

\(^{1}\) http://homepages.inf.ed.ac.uk/rbf/HIPR2/adpthrsh.htm
3.4.4. Detection of the OPL-ONL, IPL-INL and RNFLr boundaries

OPL-ONL ($B_3$), IPL-INL ($B_1$) and RNFLr ($B_2$) demonstrate a bright layer above a darker layer and thus can be detected on the bright-to-dark gradient weight. The segmented INL-OPL and ONL-IS boundaries are taken as two reference boundaries, and OPL-ONL can be found by limiting the search region between INL-OPL and ONL-IS. The search region for IPL-INL can be then constructed between the INL-OPL boundary and a parallel line above it with a diameter of 20 pixels. IPL-INL can be located on a bright-to-dark gradient weight which is set to zeros outside of the search region constructed. Finally, RNFLr can be found in the search region between the two reference boundaries IPL-INL and IML. However, because the IPL-INL and IML boundaries are very close to each other in the central region of the fovea, the search region for the RNFLr are sometimes missing around the fovea region. This leads to segmentation errors of RNFLr, as shown in Fig. 8(a). These errors however can be avoided by simply removing the spurious points detected on RNFLr in the region above IML, as shown in Fig. 8(b). For clarity, the proposed method for segmenting nine retinal layer boundaries is summarised in the flow chart shown in Fig. 9.

4. Experiment setup

To evaluate the performance of the proposed GDM qualitatively and quantitatively, numerical experiments are conducted to compare it with the state-of-the-art approaches reviewed in Section 2 on both healthy and pathological OCT retinal images. As the GDM is able to segment both 2D and 3D OCT images, we perform numerical experiments on both B-scans and volumetric OCT images. A pre-processing method [41] is used to reduce noise prior to determining the layers boundaries for all segmentation methods. In the following, we introduce the detailed procedure of OCT data acquisition, evaluation metrics used to quantify segmentation results, final numerical results, and computational complexity of different methods.

4.1. Clinical data

30 Spectralis SDOCT (ENVISU C class 2300, Bioptigen, axial resolution = 3.3 μm, scan depth = 3.4 mm, 32, 000 A-scans per second) B-scans from 15 healthy adults (mean age = 39.8 years, SD = 8.6 years; 7 male, 8 female) were used for the research. All the data was collected after informed consent was obtained and the study adhered to the tenets of the Declaration of Helsinki and Ethics Committee approval was granted.

2D B-scan data: The B-scan was imaged from the left and right eye of 15 healthy adults using a spectral domain OCT device with a chin rest to stabilise the head. The B-scan located at the foveal centre was identified from the lowest point in the foveal pit where the cone outer segments were elongated (indicating cone specialisation). To reduce the speckle noise and enhance the image contrast, every B-scan was the average of aligned images scanned at the same position. In addition to the 30 OCT images from the healthy subjects, another 20 B-scans from subjects with pathologies are also used to compare the proposed GDM with other approaches in pathological cases. These B-scans are from an eye with dry age-related macular degeneration (drye-AMD), which is available from...
the Dufour’s software package’s website. Segmentation accuracy by the three automated 2D methods (i.e., PDS, Chiu’s method and GDM) over these healthy and pathological B-scans is evaluated using the ground truth datasets, which were manually detected with extreme carefullness by one observer.

3D OCT data: 10 Spectralis SD-OCT (Heidelberg Engineering GmbH, Heidelberg, Germany) volume data sets from 10 healthy adult subjects are used in this study. Each volume contains 10 B-scans, and the OCT A-scans outside the 6mm × 6mm (lateral × azimuth) area and centred at the fovea were cropped to remove low signal regions. All volumetric data can be downloaded from [25], where also contains the results of the OCTRM3D, and the manual labellings from two graders. In this study we choose the manual labelling of grader 1 as the 3D ground truth.

4.2. Evaluation metrics

Performance metrics are defined to demonstrate the effectiveness of the proposed GDM and compare it with the existing methods. Three commonly used measures of success for retinal layer boundary detection are signed error (SE), absolute error (AE) and Hausdorff distance (HD). Among them, SE indicates the bias and variability of the results. AE is the absolute difference between automatic segmentation and ground truth, while HD measures the distance between the farthest point of a set to the nearest point of the other and vice versa. Specifically, these metrics are denoted as

$$SE(B_i, \bar{B}_i) = \frac{1}{n} \sum_{j=1}^{n} (B_{ij} - \bar{B}_{ij}),$$

$$AE(B_i, \bar{B}_i) = \frac{1}{n} \sum_{j=1}^{n} |B_{ij} - \bar{B}_{ij}|,$$

$$HD(B_i, \bar{B}_i) = \max_{x \in B_i} \left( \min_{y \in \bar{B}_i} \|x - y\|, \max_{y \in B_i} \left( \min_{x \in \bar{B}_i} \|x - y\| \right) \right).$$

Above $B_i$ and $\bar{B}_i$ are respectively the detected boundaries and ground truth boundaries (i.e., manual labellings). $n$ is the number of pixels/voxels that fall on the retinal layer boundary. Statistically, when the SE value is close to zero, the difference between $B_i$ and $\bar{B}_i$
is small. In this case, the result is less biased. The measurements of AE and HD (varies from 0 to $\infty$ theoretically) signify the difference between two boundaries, e.g., 0 indicates that both retinal structures share exactly the same boundary, and larger AE and HD values mean larger distances between the measured boundaries. We also monitor the overall SE (OSE), AE (OAE) and HD (OHD) during all the experiments. They are defined as

$$\text{OSE} = \frac{1}{s} \sum_{i=1}^{s} \text{SE}(B_i, \bar{B}_i),$$

$$\text{OAE} = \frac{1}{s} \sum_{i=1}^{s} \text{AE}(B_i, \bar{B}_i),$$

$$\text{OHD} = \frac{1}{s} \sum_{i=1}^{s} \text{HD}(B_i, \bar{B}_i).$$

Here $s$ is the total number of retina boundaries one method can detect.

### 4.3. Parameter selection

There are five parameters in the PDS model: three smooth parameters $\alpha$, $\beta$, $\psi$ and two time step sizes $\gamma_C$ and $\gamma_B$ used within the gradient descent equations to minimise the functional (2.1) with respect to $C$ and $b$. In this paper we use $\alpha = 10$, $\beta = 0$, $\psi = 700$, $\gamma_C = 10$ and $\gamma_B \geq 2$ suggested in [9]. In addition, as PDS is a nonconvex model and its segmentation results depend on initialisation. We initialise the parallel curves very closely to the true retinal boundaries for fair comparison with other methods. A maximal number of iterations number 500 is used to ensure convergence of the PDS model. The graph theoretic based methods, i.e., Chiu's method, OCTRIMA3D and Dufour's method, require no parameter input. Finally, our GDM has two build-in parameters: $\lambda$ in (3.2) and $\tau$ in (3.5). We set $\lambda = 10$ and $\tau = 0.8$ to detect the retinal layers in the OCT images.

### 4.4. Numerical results

We first visually compare the segmentation results of the GDM, PDS and Chiu's graph search method on both healthy and pathological B-scans, which are shown in Fig. 10(a)–(d). The PDS results shown in (e)–(h) have some errors on some of detected boundaries. For instance, the detected $B_1$ and $B_2$ boundaries cannot converge to the true retinal boundaries around the central fovea region, as shown in (f) and (h). This is because PDS is the classical nonconvex snake-driven model which has difficulty handling concave boundaries. Moreover, because the $B_7$ retinal layer has a much stronger image gradient than the $B_6$ and $B_8$ layers, some parts of the segmented $B_6$ and $B_8$ boundaries have been mistakenly attracted to the $B_7$ layer. Since Chiu's graph search method merely considers intensity changes in the vertical direction (2.2), it also fails to segment the fovea region layers with strong curvature, as shown in (j) and (l). Moreover, the algorithm cannot handle the irregular bumps caused by pathologies very well, as observed from the bottom $B_6$ boundaries detected in (k) and (l). In general, Chiu's method works very nicely when retinal structures are flat or smooth without large changes at boundary locations. As compared to the ground truth in the last row, the results by the proposed GDM method are the best, as shown in (m)–(p). As analysed in Section 3, the gradient weights defined in (3.2) account for both vertical and horizontal variations, making it very suitable for both flat and nonflat retinal structures. Hence, GDM is a better clinical tool for detecting retinal layer boundaries from normal and pathological images.

The accuracy of the segmentation results by different methods against ground truth on 30 healthy and 20 pathological B-scans
**Mean value**

**Standard deviation**

Fig. 11. Plots of mean and standard derivation obtained by different methods in Table 3 for healthy B-scans. The 1st and 2nd rows respectively show the mean and standard derivation of SE (μm), AE (μm) and HD (μm) for segmenting boundaries B₁ – B₉ using PDS, Chiu’s method and GDM. The overall value is the average result over all boundaries.

Fig. 12. Plots of mean and standard derivation obtained by different methods in Table 4 for pathological B-scans. The 1st and 2nd rows respectively denote the mean and standard derivation of the SE (μm), AE (μm) and HD (μm) for segmenting boundaries B₁ – B₉ using PDS, Chiu’s method and GDM. The overall value is the average result over all boundaries.
is indicated in Tables 3 and 4, respectively. In order to make the comparison clearer, we plot the data in the tables in Figs. 11 and 12, respectively.

In Table 3 and Fig. 11, the SE values show that PDS leads to large segmentation bias with the largest error being 7.45 μm. whilst GDM results in small bias with the largest error being 0.92 μm. The mean SE plot of GDM is close to zero, meaning that GDM is less biased than PDS and Chiu’s method. Large errors from PDS normally take place at B1, B2, B5, and B6, which is consistent with visual inspection on the segmentation results of healthy B-scans in Fig. 10. Furthermore, the AE values show that GDM performs better for most of the segmented boundaries. Particularly at B1 and B2, where the curved fovea region is located, the HD values from GDM [3.702 ± 1.62 μm, 7.340 ± 2.16 μm] are significantly lower than those from PDS [36.56 ± 15.9 μm, 29.00 ± 11.6 μm] and Chiu’s method [22.12 ± 9.23 μm, 21.25 ± 5.98 μm]. However, the accuracy of different methods is comparable at flat or smooth retinal boundaries such as B4, B7, and B9. Finally, since the manual segmentation traces small bumps of the true boundaries and the segmentation results by PDS are however very smooth, the overall accuracy of PDS is the lowest among all the approaches compared.

In Table 4 and Fig. 12, we can see that GDM is more accurate and robust compared with the other two methods for pathological data. Larger errors have been found at the last four boundaries B6, B7, B8, and B9 for all the segmentation methods. This is because the dry age-related macular degeneration has led irregularities to these retinal boundaries, making them less accurate and robust. The overall accuracy measured by the three quantities (SE, AE and HD) has also decreased compared with the counterparts listed in Tables 3. Chiu’s method using the Dijkstra’s algorithm can be deemed as a discrete approximation of the proposed GDM. Therefore, its results are comparable to the GDM results at some flat retinal boundaries while much better than the PDS results. However, the fast sweeping algorithm used to solve the Eikonal equation guarantees local resolution for the geodesic distance, which reduces grid bias significantly and attains sub-pixel accuracy for the geodesic path result from GDM. In addition to the novel weight function proposed in (3.2), GDM also resolves the metricalization problem caused by discrete graph methods and thus can achieve more accurate results than Chiu’s method.

In the next section, GDM is used to segment OCT volume dataset that includes samples from ten healthy adult subjects, named as Volumes 1–10, respectively. Dufour’s method and

---

**Fig. 13.** 3D rendered images of human in vivo intra-retinal layers obtained through segmenting 3D SD-OCT images with the proposed GDM method. Samples are named Volume 1, Volume 2, Volume 7 and Volume 9. The colour used for each individual retinal layer is the same as in Fig. 2.

**Fig. 14.** Two B-scans extracted from Volume 4. The left shows the en-face representation of the OCT scan with the overlaid green and red lines representing the corresponding two B-scans in the right. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
OCTRIMA3D are also used to segment the same dataset for comparison purposes. In Fig. 13, we demonstrate four representative segmentation results using GDM on Volumes 1, 2, 7 and 9.

Two representative B-scans in Volume 4 are shown in Fig. 14 and their segmentation results by the three approaches are shown in Fig. 15. Note that one B-scan retinal structures are quite flat and the other contains the nonflat fovea region. Dufour’s method has lower accuracy than OCTIMA3D and GDM for both cases. OCTIMA3D extends Chiu’s method to 3D space and improves it by reducing the curvature in the fovea region using the inter-frame flattening technique, so the method performs very well for both flat and nonflat retinal structures. However, there are still some errors at B5. OCTIMA3D is able to flatten B1 and in the meanwhile it also increases curvature of its adjacent boundaries such as B2, which might be the reason leading to the errors. Compared with the other two, GDM results show less green lines, verifying that the results are closer to ground truth and thus it is the most accurate among the three compared. In addition to the 2D visualisation, the 3D rendering of the results segmented by the three approaches on Volume 4 is given in Fig. 16. The experiment furthermore shows that Dufour’s results deviate more from ground truth, while OCTIMA3D is better than Dufour’s method and is
Tables 5–7 contain the quantitative accuracy comparison of the three methods on 10 OCT volumes. Table 5 shows the results for layer boundary B2 around the fovea region, while Table 6 presents the results for boundary B3 which is flatter and smoother. In Table 5, the SE values indicate that Dufour’s method produces larger segmentation bias than OCTRIAM3D and GDM. The SE values by GDM are in the range of [−0.128 μm, 0.683 μm], showing less variability than those by the other two methods. Moreover, GDM leads to the smallest AE and HD values in all 10 cases, indicating that GDM is the most accurate among all the methods. Compared with Table 5, Table 6 shows a significant improvement of all the methods. For example, the range of the HD values by Dufour’s method has dropped from [25.688 μm 56.667 μm] to [3.521 μm 27.853 μm]. In addition, the accuracy gap between OCTRIAM3D and GDM has been reduced, and in Volumes 3, 7 and 10 the HD values by OCTRIAM3D have even become smaller than those by GDM. These improvements are due to the fact that the retinal layer boundary B3 is flatter and smoother than B2. From the values of OAE and OHD in Table 7, we observe that the accuracy of GDM is the highest for the segmentation of total retinal boundaries from each of 10 OCT volumes.

The corresponding boxplots of Tables 5–7 are shown in Fig. 17. These boxplots show that the proposed GDM method performs consistently better, with higher accuracy and lower error rates for both flat and nonflat retina layers. There is little variation in performance across different structures and even in the worst case scenario the proposed method yields lower error rate than the average performance of other methods. In Fig. 18 we present 3D plots of the SE, AE and HD values computed by the three methods on the 10 volumes. For GDM, its SE values are closer to zero and its AE and HD values remain smaller. The overall distribution of these data points also indicates that the GDM results are less oscillating.
We can thus conclude that GDM performs the best among all the methods compared for extracting intra-retinal layer layers from 3D OCT volumes.

4.5. Computation time

In this section, the performance of the different approaches in terms of the computation time is demonstrated. We implemented PDS, Chiu’s method and GDM using Matlab 2014b on a Windows 7 platform with an Intel Xeon CPU E5-1620 at 3.70 GHz and 32 GB memory. For a 633 × 496 sized B-scan, with initialisation close to the true retinal boundaries, it takes 3.625 s (500 iterations) for PDS to detect two parallel boundaries. Chiu’s method needs 1.962 s to detect one layer boundary, while GDM only takes 0.415 s. Note that the time complexity of Chiu’s graph search method is $O(|E|\log(|V|))$, where |V| and |E| are the number of nodes and edges and |V| = MN and |E| = 8MN in boundary detection in an image. Hence the time complexity of the method is $O(MN\log(MN))$. In contrast, our GDM solved using fast sweeping has linear complexity of $O(MN)$, which is more efficient than Chiu’s method. For 3D segmentation, OCTRIMA3D explores spatial dependency between two adjacent B-scans and applies Chiu’s method to each 2D slice independently. OCTRIMA3D is thus able to track retinal boundaries in 3D OCT images efficiently. It was reported in [25] that the processing time of the OCTRIMA3D for the whole OCT volume of 496 × 644 × 51 voxels was 26.15 s, which is faster than our GDM (40.25 s is used to segment a 496 × 633 × 10 sized volume). Finally, Dufour’s graph method needs 14.68 s to detect the six intra-retinal layer boundaries on a 496 × 633 × 10 sized volume. Dufour’s method was implemented using a different programming language (C) and it detected different number of retinal layers from that of GDM, so comparison cannot be made between the two methods.

5. Conclusion

In this paper, we presented a new automated retinal layer segmentation method based on the geodesic distance for both 2D and 3D OCT images. The method integrates horizontal and vertical gradient information and can thus account for intensity changes in the both directions. Furthermore, the exponential weight function employed within the approach enhances the foveal depression regions and weak retinal layer boundaries. As a result, the proposed method is able to segment complex retinal structures with large curvatures and other irregularities caused by pathologies. Extensive numerical results, validated with ground truth, demonstrate the effectiveness of proposed method for segmenting both normal and pathological OCT images. The proposed method has achieved higher segmentation accuracy than the state of the art methods compared, such as the parametrised active contour model and the graph theoretic based approaches. Ongoing research includes integrating the segmentation framework into a system for detection and quantification of retinal fractures and other eye diseases.
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We solve the Eikonal equation using the fast sweeping algorithm [31] for OCT segmentation. Consider the following generalised version of the Eikonal equation:

$$|\nabla d(x)| = f(x), \ x \in \Gamma$$

(A.1)

with

$$d(x) = 0, \ x \in \Gamma \subset \mathbb{R}^m.$$  \hspace{1cm} (A.2)

Above $\Omega \subset \mathbb{R}^2$ and $\Omega \subset \mathbb{R}^3$ respectively correspond to 2D and 3D cases. In OCT segmentation, $\Gamma = \{s_2\}$ where $\{s_2\}$ is a seed point in 2D or multiple seed points in 3D, and $f(x)$ is $W^{-1}(x)$ where the weight function $W$ is defined in (3.2). For 2D implementation, we use $x_{ij}$ to denote a pixel point in the computational domain $\Omega$, and $d_{ij}$ to denote the numerical solution at $x_{ij}$. For 3D implementation, we use $x_{ijk}$ to denote a voxel point in $\Omega$, and $d_{ijk}$ to denote the
numerical solution at $x_{i,j,k}$. The pixel or voxel size is set to 1 for all the cases.

**A1. 2D Implementation**

The 2D Godunov upstream difference scheme is used to discretise (A.1) as follows

$$\left[ (d_{i,j}^n - d_{i,j}^{n-1})^2 + (d_{i,j}^{n-1} - d_{i,j-1}^{n-1})^2 \right] = f_{i,j}^2,$$

where $d_{i,j}^{n-1} = \text{min}(d_{i,j+1}^n, d_{i,j-1}^n)$, $d_{i,j}^{n-1} = \text{min}(d_{i+1,j}^n, d_{i-1,j}^n)$ and

$$x^+ = \begin{cases} x & x > 0 \\ 0 & x \leq 0 \end{cases}$$

Boundary conditions need to be handled appropriately for (A.3) in the computational grid space $\Omega$. One-sided upstream difference is used for each of 4 boundaries in the grid space. For example, at the left boundary, a one-sided difference along the $x$ direction is computed as

$$\left[ (d_{i+1,j}^n - d_{i,j}^{n-1})^2 + (d_{i,j}^{n-1} - d_{i,j-1}^{n-1})^2 \right] = f_{i,j}^2.$$ 

If we denote $a = d_{i,j}^{n-1}$ and $b = d_{i,j-1}^{n-1}$ numerically solving the Eq. (A.3) with its boundary condition needs to iteratively update

$$d_{i,j}^{n+1} = \text{min}(d_{i,j-1}^{n+1}, \tilde{d}_{i,j}),$$

where

$$\tilde{d}_{i,j} = \begin{cases} \min(a, b) + f_{i,j} & |a - b| \geq f_{i,j} \\ \frac{a + b}{2} & |a - b| < f_{i,j} \end{cases}$$

**Initialisation.** The hard constraint $d(x) = 0, x \in \Gamma$ in (A.2) should be satisfied over iterations. For initialisation, we assign exact values $d(x) = 0$ for the pixel points on $\Gamma$. These values are forced to be zeros at each iteration to satisfy such hard constraint. For the rest of pixel points in $\Omega$, we assign large positive values for $d(x)$. These values will be updated later.

**Gauss–Seidel iterations with alternating sweeping orderings.**

(A.5) is not analytical so iterations are needed to solve it numerically. The Gauss–Seidel iterative method is used here for fast convergence. There are different sweeping schemes that can be applied to Gauss–Seidel, such as the red-black sweeping, Lexicographic ordering sweeping, etc. In [31], the whole domain $\Omega$ is swept with the four alternating orderings repeatedly

1. $i = 1 : M, j = 1 : N$;  
2. $i = M : 1$, $j = N : 1$;  
3. $i = 1 : M$, $j = N : 1$;  
4. $i = M : 1$, $j = 1 : N$.

Note that for simple geometry of $\Gamma$ it may be sufficient for (A.5) to converge after applying the sweeping only once. However, for non-uniform problems and/or complex geometry, repeated sweeping might be required in order for (A.5) to converge.

**A2. 3D Implementation**

The 3D Godunov upstream difference scheme is used to discretise (A.1) as follows

$$\left[ (d_{i,j,k}^n - d_{i,j,k}^{n-1})^2 + (d_{i,j,k}^{n-1} - d_{i,j,k-1}^{n-1})^2 \right] = f_{i,j,k}^2.$$ 

Above, $d_{i,j,k}^{n-1} = \text{min}(d_{i,j+1,k}^n, d_{i,j-1,k}^n)$, $d_{i,j,k}^{n-1} = \text{min}(d_{i+1,j,k}^n, d_{i-1,j,k}^n)$, $d_{i,j,k}^{n-1} = \text{min}(d_{i,j+1,k}^n, d_{i,j-1,k}^n)$ and $x^+$ is defined as (A.4). Boundary conditions need to be handled as well in the grid space $\Omega$. One-sided upstream difference is used for each of the 6 boundary faces of the grid space. For example, at the left boundary face, a one-sided difference along the $x$ direction is computed as

$$\left[ (d_{i+1,k}^n - d_{i,k}^{n-1})^2 + (d_{i,k}^{n-1} - d_{i,k-1}^{n-1})^2 \right] = f_{i+1,k}^2.$$ 

d"_{i,j,k}^{n-1}, \quad d"_{i,k}^{n-1}, \quad d"_{i,j}^{n-1}$ and $d"_{i,j,k}^{n-1}$ are then sorted in an increasing order and the sorted version is recorded as $a_1, a_2, a_3$. So, the unique solution to (A.7) is given as follows:

$$d_{i,j,k}^{n+1} = \text{min}(d_{i,j,k}^n, \tilde{d}_{i,j,k}),$$

where $\tilde{d}_{i,j,k}$ is a piecewise function containing three parts

$$\tilde{d}_{i,j,k} = \begin{cases} 1 & (a_1 + a_2 + a_3) \\ 2 & (a_1 + a_2 + \sqrt{2} f_{i,j,k}) - (a_1 - a_2)^2) \\ a_1 + f_{i,j,k} & \end{cases}$$

The three parts correspond to the following intervals, respectively

$$f_{i,j,k}^2 \geq (a_1 - a_2)^2 + (a_2 - a_3)^2,$$

$$(a_1 - a_2)^2 \leq f_{i,j,k}^2 < (a_1 - a_2)^2 + (a_2 - a_3)^2,$$

$$f_{i,j,k}^2 < (a_1 - a_2)^2.$$ 

To solve (A.8), which is not in analytical form, the fast Gauss–Seidel iteration with alternating sweeping orderings is used. For initialisation, the value of grid points on $\Gamma$ is set to zero, and this value is fixed in later calculations. The rest of the points are set to large values, and these values will be updated later. The whole 3D grid is traversed in the following orders for the Gauss–Seidel iteration

1. $i = 1 : M, j = 1 : N, k = 1 : H$;  
2. $i = M : 1$, $j = N : 1$, $k = H : 1$;  
3. $i = 1 : M$, $j = N : 1$, $k = H : 1$;  
4. $i = M : 1$, $j = 1 : N$, $k = H : 1$;  
5. $i = M : 1$, $j = N : 1$, $k = 1 : H$;  
6. $i = 1 : M$, $j = 1 : N$, $k = H : 1$;  
7. $i = 1 : M$, $j = 1 : N$, $k = 1 : H$.
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