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Abstract

In this paper, we study decision trees, which solve problems defined over a specific subclass of infinite information systems, namely: 1-homogeneous binary information systems. It is proved that the minimum depth of a decision tree (defined as a function on the number of attributes in a problem’s description) grows – in the worst case – logarithmically or linearly for each information system in this class. We consider a number of examples of infinite 1-homogeneous binary information systems, including one closely related to the decision trees constructed by the CART algorithm.
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1. Introduction

Decision trees have been widely applied to solve problems in the fields of knowledge representation, classification, combinatorial optimization, computational geometry, and so forth, e.g. [7, 17, 21]. Therefore, the time complexity of decision trees and algorithms for their optimization have also been extensively studied – see, e.g. [7, 8, 14, 17, 21], including algorithms that can construct optimal decision trees for medium-sized decision tables [1, 2, 3, 4, 6, 19, 22].

Most of the results related to the decision trees were obtained for decision trees over finite set of attributes, in fact for decision tables. However, decision trees over infinite sets of attributes, in particular, linear [10, 15, 17], quasilinear [17], algebraic decision trees [12, 23], and related to them algebraic computation trees [5, 11] have been intensively studied as algorithms in combinatorial optimization and computational geometry. In particular, for the traveling salesman problem with \( n \geq 4 \) cities, there exists a linear decision tree with the depth at most \( \frac{n^2}{2} \) that solves this problem [15].

There are two approaches to the study of decision trees over infinite sets of attributes: the local approach, where decision trees use only attributes from the problem description, and the global approach, where decision trees use arbitrary attributes from the considered infinite set of attributes [3, 17, 18]. Our results considered in this paper are obtained in the global approach framework, a more computationally demanding task than the local approach. However, it can often construct better decision trees.

In our previous research on the global approach to decision trees [16], we investigated arbitrary infinite sets of \( k \)-valued attributes construed as information systems \( U = (A, F) \), where \( A \) is an infinite set of objects (inputs) and \( F \) is an infinite set of attributes each of which is a mapping from \( A \) to the set \( \{0, 1, \ldots, k - 1\} \), \( k \geq 2 \). The notion of a problem over \( U \) is defined as follows. Attributes \( f_1, \ldots, f_n \) from \( F \) divide the set \( A \) into domains in which values of these attributes are constants. Domains are labeled with decisions. For an arbitrary object \( a \in A \), it is required to recognize the decision attached to the domain containing \( a \). To solve this problem, decision trees with attributes from \( F \) are used. For an arbitrary infinite information system, in the worst case, the minimum depth of a decision tree (as a function on the number of attributes in a problem’s description) either is bounded from below by a logarithm and from above by a logarithm to the power \( 1 + \varepsilon \), where \( \varepsilon \) is an arbitrary positive constant or grows linearly.
The additional $\varepsilon$ does not guarantee that the number of nodes in the considered decision tree is polynomial in the number of attributes in the problem’s description. It is interesting to describe classes of infinite information systems without additional constant $\varepsilon$ in upper bounds on the minimum depth of decision trees. A well-known example is the class of information systems $\left(\mathbb{R}^d, L_d\right)$, $d \in \mathbb{N}$, where $\mathbb{R}$ is the set of real numbers, $\mathbb{N}$ is the set of natural numbers, and $L_d$ is the set of 3-valued attributes corresponding to hyperplanes in $\mathbb{R}^d$ [10]. Other examples can be found in [17].

In this paper, we consider one more such class: infinite 1-homogeneous binary information systems $U = (A, F)$. The word “binary” means that $k = 2$, i.e., all attributes from $F$ have values from the set $\{0,1\}$. The word “1-homogeneous” means that if an equation $f(x) = \delta$ is a consequence of a consistent equation system $\{f_1(x) = \delta_1, \ldots, f_n(x) = \delta_n\}$, $f_1, \ldots, f_n, f \in F$ and $\delta_1, \ldots, \delta_n, \delta \in \{0,1\}$, then there exists an equation $f_i(x) = \delta_i$ from the considered system such that $f(x) = \delta$ is a consequence of the system $\{f_i(x) = \delta\}$ and $\delta = \delta_i$. We prove that, for each infinite 1-homogeneous binary information system, in the worst case, the minimum depth of a decision tree (as a function on the number of attributes in a problem’s description) grows either logarithmically or linearly.

We define a partial order $\preceq$ on the set of attributes $F$ of an infinite 1-homogeneous binary information system $U = (A, F)$: for any $f_1, f_2 \in F$, $f_1 \preceq f_2$ if and only if the equation $f_2(x) = 0$ is a consequence of the equation $f_1(x) = 0$. Let the cardinality of antichains in $F$ be not bounded from above. Then we prove that, in the worst case, the minimum depth of decision trees grows linearly in the number of attributes in the problem’s descriptions.

Let the cardinality of antichains in $F$ be bounded from above. In that case, by Dilworth’s theorem [9, 13], the set $F$ can be partitioned into a finite number of chains. In each chain, any two attributes are comparable. To find values of a finite number of attributes from a chain, we can use an analog of the binary search algorithm. We prove that, in the worst case, the minimum depth of decision trees grows logarithmically in the number of attributes in the problem’s descriptions.

We consider examples of infinite 1-homogeneous binary information system in Section 3. One of the most interesting is the information system $V_n = \left(\mathbb{R}^n, F_n\right)$, where $F_n$ is the set of attributes corresponding to hyperplanes in $\mathbb{R}^n$ given by equations of the form $x_i = b$, where $i \in \{1, \ldots, n\}$ and $b \in \mathbb{R}$. Attributes from this system are used by decision trees constructed by CART [7] for decision tables without categorical attributes and with $n$ continuous attributes.

During the work of a decision tree, we calculate values of some attributes and obtain equations of the form “attribute = value”. Then we conclude the decision based on the obtained equations and the equations that are consequences of them. The main novelty of this paper is the consideration of the mechanism of consequence inference. We can study information systems with special inference mechanisms as in this paper (see also another mechanism described in the conclusions). We can restrict the inference mechanism and consider only the consequences derived from one equation or at most two equations, etc. The present paper initiates a new direction of research related to decision trees and based on the study of consequence inference mechanisms.

The rest of the paper is organized as follows. In Section 2, we discuss the main notions. In Section 3, we consider examples of infinite 1-homogeneous binary information systems. Section 4 is devoted to the study of the depth of decision trees over infinite 1-homogeneous binary information systems. Section 5 contains short conclusions.

2. Main notions
In this section, we define the main notions: infinite 1-homogeneous binary information system, problem over such system, decision tree solving this problem, Shannon function related to the information system, and the width of the information system.

**Definition 1.** An infinite binary information system [20] is a pair $U = (A, F)$, where $A$ is an infinite set and $F$ is an infinite set of attributes each of which is a nonconstant function from $A$ to $\{0, 1\}$.

**Definition 2.** A problem over the information system $U$ is a tuple $z = (v, f_1, \ldots, f_n)$, where $n \in \mathbb{N}$, $f_1, \ldots, f_n \in F$, and $v$ is a mapping from $\{0, 1\}^n$ to $\mathbb{N}$. For a given $a \in A$, it is required to recognize the value $z(a) = v(f_1(a), \ldots, f_n(a))$. The number $\dim z = n$ will be called the dimension of the problem $z$. We denote by $P(U)$ the set of problems over $U$. To solve problems from $P(U)$, we use decision trees over $U$.

**Definition 3.** A decision tree $\Gamma$ over $U$ is a directed tree with the root in which terminal nodes are labeled with numbers from $\mathbb{N}$ and nonterminal nodes are labeled with attributes from $F$. Each nonterminal node has two leaving edges that are labeled with numbers 0 and 1, respectively. For a given $a \in A$, the tree $\Gamma$ works in the following way. We start at the root. If the considered node is a terminal node, then the number from $\mathbb{N}$ attached to this node is the result of $\Gamma$ work. Let the considered node be labeled with an attribute $f \in F$. Then, we compute the value $f(a)$ and pass along the edge that leaves the considered node and is labeled with the number $f(a)$.

**Definition 4.** We will say that the decision tree $\Gamma$ solves the problem $z$ if, for any $a \in A$, the result of $\Gamma$ work is equal to $z(a)$. We denote by $h(\Gamma)$ the depth of the decision tree $\Gamma$, which is equal to the maximum length of a path in $\Gamma$ from the root to a terminal node. We denote by $h_v(z)$ the minimum depth of a decision tree over $U$ which solves the problem $z$.

**Definition 5.** The function $S_U(n) = \max\{h_v(z) : z \in P(U), \dim z = n\}$ defined on the set $\mathbb{N}$ will be called the Shannon function for the information system $U$. The function $S_U$ describes how the minimum depth of a decision tree solving a problem grows with the growth of the problem dimension in the worst case.

Let $f_1, \ldots, f_n, f \in F$ and $\delta_1, \ldots, \delta_n, \delta \in \{0, 1\}$. We will say that

$$\{f_1(x) = \delta_1, \ldots, f_n(x) = \delta_n\} \quad (1)$$

is a system of equations over $U$. This system is consistent if it has at least one solution from $A$. The equation $f(x) = \delta$ is a consequence of consistent system (1) if $f(a) = \delta$ for any solution $a \in A$ of (1).

**Definition 6.** We will say that $U$ is 1-homogeneous if, for any consistent system (1) of equations over $U$ and any its consequence $f(x) = \delta$, there exists an equation $f_i(x) = \delta_i$ from (1) such that $f(x) = \delta$ is a consequence of the system $\{f_i(x) = \delta_i\}$ (in fact, $f(x) = \delta$ is a consequence of the equation $f_i(x) = \delta_i$) and $\delta_i = \delta$. Let $f_1, f_2 \in F$. Note that the equation $f_1(x) = 0$ is a
consequence of the equation \( f_2(x) = 0 \) if and only if the equation \( f_2(x) = 1 \) is a consequence of the equation \( f_1(x) = 1 \).

**Definition 7.** We will say that a subset \( G \) of the set \( F \) is independent if there are no different attributes \( f_1, f_2 \in G \) such that the equation \( f_1(x) = 0 \) is a consequence of the equation \( f_2(x) = 0 \).

**Definition 8.** We will say that the set \( F \) has infinite width if, for any natural \( m \), there exists a subset of the set \( F \), which cardinality is equal to \( m \) and which is an independent set. Otherwise, the width of \( F \) is finite and is equal to the maximum cardinality of a subset of \( F \), which is an independent set. The width of the information system \( U = (A, F) \) is the width of the set \( F \).

3. Examples of infinite 1-homogeneous binary information systems

In this section, we consider four examples of infinite 1-homogeneous binary information systems. In the first three, the attributes have clear geometric interpretation, which clarifies the examples.

**Example 1.** Denote \( U_0 = (\mathbb{R}^2, F_0) \), where \( F_0 \) is the infinite set of attributes corresponding to all vertical straight lines in \( \mathbb{R}^2 \). For each vertical straight line, the corresponding attribute has value 0 on points in the line and from the left of the line, and the value 1 on points from the right of the line (see Fig. 1). It is easy to show that \( U_0 \) is an infinite 1-homogeneous binary information system. The width of this system is equal to one.

**Figure 1: Information system \( U_0 \)**

**Example 2.** Let \( n \geq 2 \) be a natural number. For \( b \in \mathbb{R} \) and \( t \in \{1, \ldots, n\} \), we define an attribute (a function) \( f_{b,t}^n \) from \( \mathbb{R}^n \) to \( \{0,1\} \) as follows: for any \( (a_1, \ldots, a_n) \in \mathbb{R}^n \),

\[
 f_{b,t}^n(a_1, \ldots, a_n) = \begin{cases} 
 0, & \text{if } a_t \leq b, \\
 1, & \text{if } a_t > b.
\end{cases}
\]

Denote \( V_n = (\mathbb{R}^n, F_n) \), where \( F_n = \{ f_{b,t}^n : b \in \mathbb{R}, t \in \{1, \ldots, n\} \} \). Figure 2 illustrates the information system \( V_n \). One can show that \( V_n \) is an infinite 1-homogeneous binary information system. The width of this system is equal to \( n \).

**Figure 2: Information system \( V_n \)**

**Example 3.** Let us consider two infinite systems of concentric circles (see Fig. 3). To each circle, we correspond an attribute defined on \( \mathbb{R}^2 \) and with values from \( \{0,1\} \). The attribute corresponding to a circle \( c \) from the left system has value 0 on circle \( c \) and inside the circle \( c \) (see Fig. 3). The attribute corresponding to a circle \( c \) from the right system has value 0 outside the circle \( c \) (see Fig. 3). We denote by \( Q \) the set of attributes corresponding to all circles from both the left and right systems. Denote \( W = (\mathbb{R}^2, Q) \). One can show that \( W \) is an infinite 1-homogeneous binary information system. The width of this system is equal to one.

**Figure 3: Information system \( W \)**

**Example 4.** Denote \( \mathbb{R}^N \) the set of all sequences \( (a_n)_{n \in \mathbb{N}} \), where \( a_n \in \mathbb{R} \) for each \( n \in \mathbb{N} \). For \( b \in \mathbb{R} \) and \( t \in \mathbb{N} \), we define an attribute (a function) \( f_{b,t}^N \) from \( \mathbb{R}^N \) to \( \{0,1\} \) as follows: for any \( (a_n)_{n \in \mathbb{N}} \in \mathbb{R}^N \),

\[
 f_{b,t}^N(a_n) = \begin{cases} 
 0, & \text{if } a_t \leq b, \\
 1, & \text{if } a_t > b.
\end{cases}
\]
\[ f_{b,t}(a_n) = \begin{cases} 0, & \text{if } a_n \leq b, \\ 1, & \text{if } a_n > b. \end{cases} \]

Denote \( V \equiv (\mathbb{R}_+, \mathbb{F}_N) \), where \( \mathbb{F}_N = \{ f_{b,t} : b \in \mathbb{R}, t \in \mathbb{N} \} \). One can show that \( V \equiv \) is an infinite 1-homogeneous binary information system. This system has infinite width.

### 4. Behavior of Shannon function

The following theorem gives us criteria of the linear and logarithmic growth of the Shannon function depending on the width of the considered infinite 1-homogeneous binary information system.

**Theorem 1.**

Let \( U = (A, F) \) be an infinite 1-homogeneous binary information system.

(a) If \( U \) has infinite width, then \( S_U(n) = n \) for any natural \( n \).

(b) If \( U \) has finite width, then \( S_U(n) = \Theta(\log n) \).

(a) Let \( U \) have infinite width, \( n \) be a natural number, and

\[ z = (\nu, f_1, \ldots, f_n) \]

be a problem over \( U \) such that \( f_1, \ldots, f_n \) are pairwise different attributes from \( F \), the set \( \{ f_1, \ldots, f_n \} \) is independent, and \( \nu \) is a mapping from \( \{0,1\}^n \) to \( \mathbb{N} \) for which \( \nu(\delta_1) \neq \nu(\delta_2) \) for any different tuples \( \delta_1, \delta_2 \in \{0,1\}^n \). We now show that \( h_U(z) \geq n \). To this end, we prove that, for any tuple \( (\delta_1, \ldots, \delta_n) \in \{0,1\}^n \), the system of equations (1) is consistent. We assume the contrary: there exists a tuple \( (\delta_1, \ldots, \delta_n) \in \{0,1\}^n \) for which the system of equations (1) is not consistent. Since the function \( f_i \) is nonconstant, the system of equations \( \{ f_i(x) = \delta \} \) is consistent. Therefore, there exists \( i \in \{1, \ldots, n-1\} \) such that the system of equations

\[ \{ f_1(x) = \delta_1, \ldots, f_i(x) = \delta_i \} \quad (2) \]

is consistent but the system of equations

\[ \{ f_1(x) = \delta_1, \ldots, f_i(x) = \delta_i, f_{i+1}(x) = \delta_{i+1} \} \]

is inconsistent. Hence, the equation \( f_{i+1}(x) = \neg \delta_{i+1} \) is a consequence of the system (2). Since \( U \) is 1-homogeneous, there exists \( j \in \{1, \ldots, i\} \) such that \( f_{i+1}(x) = \neg \delta_{i+1} \) is a consequence of \( f_j(x) = \delta_j \) and \( \neg \delta_{i+1} = \delta_j \). It means that the set \( \{ f_1, \ldots, f_n \} \) is not independent, but this is impossible. As a result, we have that the function \( z(x) \) has \( 2^n \) different values. Let \( \Gamma \) be a decision tree over \( U \) solving the problem \( z \). Then \( \Gamma \) contains at least \( 2^n \) terminal nodes. One can show that the number of terminal nodes in \( \Gamma \) is at most \( 2^{h(\Gamma)} \). From here it follows that the depth of \( \Gamma \) is at least \( n \). Therefore, \( h_U(z) \geq n \) and \( S_U(n) \geq n \). It is clear that \( S_U(n) \leq n \). Thus, \( S_U(n) = n \).

(b) Let \( U \) have finite width \( m \). We define a binary relation \( \leq \) on the set \( F \) in the following way. For any \( f_1, f_2 \in F \), \( f_1 \leq f_2 \) if and only if the equation \( f_2(x) = 0 \) is a consequence of the equation
Let $n$ be a natural number and $z = (\nu, f_1, \ldots, f_n)$ be a problem over $U$. For $i = 1, \ldots, m$, we denote $B_i = C_i \cap \{f_1, \ldots, f_n\}$. Let $i \in \{1, \ldots, m\}$. Then the attributes from $B_i$ are linearly ordered. It is not difficult to prove that there exists a decision tree $\Gamma_i$ over $U$ which finds values of all attributes from $B_i$ and which depth is at most $\log_2(|B_i| + 1)$. Combining the decision trees $\Gamma_1, \ldots, \Gamma_m$ we obtain a decision tree $\Gamma$ over $U$, which finds values of attributes $f_1, \ldots, f_n$ and which depth is at most $\log_2(|B_1| + 1) + \ldots + \log_2(|B_m| + 1) \leq m \log_2(n + 1)$. It is easy to transform this tree into a decision tree $\Gamma'$ over $U$, which solves the problem $z$ and which depth is at most $m \log_2(n + 1)$. Therefore, $S_U(n) = O(\log n)$.

Let $n$ be a natural number. Since the set $F$ is infinite, there exists $j \in \{1, \ldots, m\}$ for which the chain $C_j$ is infinite. Therefore, we can find $n$ pairwise different attributes $f_1, \ldots, f_n$ in $C_j$ such that

$$f_1 \leq \ldots \leq f_n.$$  \hspace{1cm} (3)

Let $z = (\nu, f_1, \ldots, f_n)$ be a problem over $U$ such that $\nu$ is a mapping from $\{0, 1\}^n$ to $\mathbb{N}$ for which $\nu(\vec{\delta}) \neq \nu(\vec{\delta}')$ for any different tuples $\vec{\delta}, \vec{\delta}' \in \{0, 1\}^n$. We now show that $h_{U_0}(z) \geq \log_2(n - 1)$. Let $i \in \{1, \ldots, n - 1\}$. Since $f_i$ is a nonconstant function, the system of equations $\{f_i(x) = 1\}$ is consistent. Let us assume that the system of equations

$$\{f_i(x) = 1, f_{i+1}(x) = 0\}$$  \hspace{1cm} (4)

is not consistent. Then the equation $f_{i+1}(x) = 1$ is a consequence of the equation $f_i(x) = 1$.

Therefore, the equation $f_i(x) = 0$ is a consequence of the equation $f_{i+1}(x) = 0$, i.e., $f_i \leq f_{i+1}$. The relation $f_i \leq f_{i+1}$ follows from (3). Thus, $f_i = f_{i+1}$ but this is impossible. Therefore, the system of equations (4) is consistent. From here and from (3) it follows that the system of equations

$$\{f_1(x) = 1, \ldots, f_{i-1}(x) = 1, f_{i+1}(x) = 0, \ldots, f_n(x) = 0\}$$

is consistent for each $i \in \{1, \ldots, n - 1\}$. As a result, we have that the function $z(x)$ has at least $n - 1$ different values. Let $\Gamma$ be a decision tree over $U$ solving the problem $z$. Then $\Gamma$ contains at least $n - 1$ terminal nodes. Since the number of terminal nodes in $\Gamma$ is at most $2^{h(\Gamma)}$, $h(\Gamma) \geq \log_2(n - 1)$.

Therefore, $h_{U_0}(z) \geq \log_2(n - 1)$ and $S_U(n) = \Omega(\log n)$. Thus, $S_U(n) = \Theta(n)$. \hfill \Box

During the work of a decision tree, we calculate values of some attributes and obtain equations of the form “attribute = value”. Then we conclude the decision based on the obtained equations and the
equations that are consequences of them. The considered theorem is the first result in a new direction of research related to decision trees and based on the study of the consequence inference mechanisms.

5. Conclusions

In this paper, we studied the depth of decision trees over infinite 1-homogeneous binary information systems. Future study will be devoted to the consideration of so-called infinite 1-heterogeneous binary information systems that satisfy the following condition. For any consistent system \( (1) \) of equations over information system and any its consequence \( f(x) = \delta \), there exists an equation \( f_i(x) = \delta \) from \( (1) \) such that \( f(x) = \delta \) is a consequence of the system \( \{ f_i(x) = \delta \} \), and it is possible that \( \delta \neq \delta_i \).
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