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Abstract—Numerical weather prediction models rely on parameterizations for subgrid-scale processes, e.g., for cloud microphysics. These parameterizations are a well-known source of uncertainty in weather forecasts that can be quantified via algorithmic differentiation, which computes the sensitivities of prognostic variables to changes in model parameters. It is particularly interesting to use sensitivities to analyze the validity of physical assumptions on which microphysical parameterizations in the numerical model source code are based. In this article, we consider the use case of strongly ascending trajectories, so-called warm conveyor belt trajectories, known to have a significant impact on intense surface precipitation rates in extratropical cyclones. We present visual analytics solutions to analyze interactively the sensitivities of a selected prognostic variable, i.e., rain mass density, to multiple model parameters along such trajectories. We propose a visual interface that enables to a) compare the values of multiple sensitivities at a single time step on multiple trajectories, b) assess the spatio-temporal relationships between sensitivities and the shape and location of trajectories, and c) a comparative analysis of the temporal development of sensitivities along multiple trajectories. We demonstrate how our approach enables atmospheric scientists to interactively analyze the uncertainty in the microphysical parameterizations, and along the trajectories, with respect to a selected prognostic variable. We apply our approach to the analysis of convective trajectories within the extratropical cyclone “Vladiana”, which occurred between 22-25 September 2016 over the North Atlantic.

Index Terms—Meteorology, trajectories, temporal data, multi-parameter data, diagrams, linking, focus+context, sensitivity analysis.

1 INTRODUCTION

In meteorology, the warm conveyor belt (WCB) is a well-defined moist airstream, which originates in the lowermost levels of the atmosphere within an extratropical cyclone’s warm sector and generally ascends poleward to the upper troposphere within two days [1]. WCBs play a critical role in cloud formation and precipitation in the extratropics (e.g., [2], [3], [4]). In numerical simulation output from, e.g., numerical weather prediction (NWP) models, WCBs are typically detected and analyzed by means of path lines (in the atmospheric sciences usually simply referred to as “trajectories”) computed from the simulated time-dependent 3D wind field. Domain scientists use coherent sets of trajectories to analyze structures which are not directly visible using the time-dependent 3D fields, such as, e.g., the origins of moist airflow or how precipitation patterns emerge from different trajectory ascent. WCB trajectories are characterized by different ascent rates. The majority of WCB trajectories ascend gradually and slantwise from the lower into the upper troposphere [2], however, faster convective ascent can be embedded. Convective WCB trajectories play an important role in weather forecasting, e.g., since they have a significant impact on intense surface precipitation rates [5], [6], [7].

The scale of cloud microphysical processes, which are responsible for precipitation formation, is too small to be explicitly resolved in NWP models. Hence, parameterizations are used to calculate the integrated effects on the resolved prognostic variables. These parameterization schemes are still associated with large uncertainties that influence, e.g., rain formation and trajectory ascent. A thorough analysis of the impact of model parameters on, e.g., rain formation and precipitation, can clarify how, when and where trajectories’ properties are sensitive to specific parameterized processes.

Algorithmic Differentiation (AD) is a method to compute derivatives of an implemented model [8], which can be used to quantify the impact of multiple model parameters on a prognostic variable at once. AD exploits the fact that any implemented model is a sequence of differentiable, elemental operations on a low level. By repeatedly applying the chain rule, the derivative for any code can be calculated automatically alongside the usual run of the code. AD has been applied on a warm-rain microphysics scheme for idealized trajectories [9], and recently on convective and slantwise WCB trajectories [10]. Sensitivity is defined as the linearly predicted change of a prognostic variable if a model parameter is perturbed by 10%. The prognostic variable can be any of the simulation output, such as temperature or hydrometeor content. The linear prediction is the gradient computed via AD times 10% of the model parameter value. The application of AD to a prognostic variable along
WCB trajectories result in one sensitivity value of this variable for each model parameter and on each simulation point along the trajectories. We build upon the work by Hieronymus et al. [10], who provide a tool and data to analyze microphysical sensitivities in a WCB case-study by means of statistical approaches. Sensitivities along trajectories are analyzed by plotting time-curves and manually comparing the curves associated to different model parameters. The spatial and temporal behavior of sensitivities along individual trajectories or groups of trajectories has not been considered. Oertel et al. [5] show that large spatio-temporal variability in terms of trajectories’ ascent and characteristics exists - to which extent this also applies to sensitivities remains an open question and motivates the study at hand.

In our application, trajectories are calculated from the resolved 3D wind field using the online trajectory module [11] in COSMO. Every 2 h, multiple trajectories are started from a predefined starting region at seven vertical levels. The sensitivities are then calculated by re-simulating the microphysics along slantwise and convective ascending trajectories from this set. Hence, analysis of such data requires more sophisticated visualization approaches than standard techniques. In particular, through the sustained collaboration between experts from the fields of visualization, computational science and meteorology in the scope of the “Waves to Weather” Transregional Collaborative Research Project1), the following questions have turned out to be of considerable relevance to meteorologists:

Q1 Do similar trends regarding selected sensitivities and prognostic variables occur across a group of selected trajectories? Coherent trajectory clusters are often characterized by specific properties relevant for process understanding in atmospheric sciences. So far, the similarity of certain properties of pre-selected trajectory groups has been mostly plotted manually as individual sub-panels [2], [12].

Q2 Do different sensitivities and prognostic variables show similar statistical characteristics across a selected trajectory group? Similarities of trajectory properties provide insights in process understanding. So far, correlations are mostly identified based on individually calculated correlations or based on visual analysis.

Q3 How do sensitivities depend on the time and location along the trajectories, and how are they related to, e.g., surface precipitation and cloud formation? Detailed process understanding requires the current atmospheric state, which is why the combination of trajectories with 3D NWP output is very useful.

Q4 Do coherent sensitivity patterns emerge if trajectories ascending at different times are considered relative to their time of ascent? In atmospheric sciences, coherent airstreams related to specific weather phenomena can be identified based on their spatio-temporal evolution, such as, for example, strong ascent or descent. Thus, their common characteristics are most pronounced if the trajectories’ properties are centered relative to their coherent evolution (e.g., Oertel et al. [5]), which in

---

1. https://www.wavestoweather.de/index.html

Fig. 1. Visual analysis of the sensitivity of a prognostic variable to selected model parameters (emphasized in red in curve plot overlay) along warm conveyor belt trajectories in the extratropical cyclone “Vladiana”, to assess uncertainties of parameterizations in numerical weather prediction models. Prognostic variable (blue) and maximum sensitivity (red) are color coded along the trajectories in bands that are view-aligned, to avoid occlusions that occur when bands are fixed to the trajectory surface. Multiple sensitivities at a selected time step are visualized via pie charts that are mapped onto spheres in the 3D view. A consistent view-aligned mapping of sensitivities to pie charts enables an effective comparison across the trajectories. Embedded curve plot shows statistical summaries of prognostic variables, sensitivities, and model parameters to which sensitivities are computed. Surface precipitation is shown on the ground in blue.
this case-study is the time of the WCB trajectories’ ascent start.

Q5 Do sensitivities differ with respect to different types of trajectories (i.e., convective vs. slantwise)? Although pre-selection of trajectories often results in coherent trajectory clusters, their detailed characteristics still often differ substantially which typically needs to be analyzed based on pre-defined criteria.

An intuitive analysis of these aspects will enable domain scientists to further investigate the uncertainties in the employed numerical models - which is much needed for further improvement of NWP models.

**Contributions.** We propose a visual analytics workflow combining novel application-specific and standard visualization techniques to answer the raised questions. The workflow embeds a curve plot view into a 3D trajectory view and links these two in a bidirectional way. For display in the 3D view, the user selects a prognostic variable, i.e., the target variable, and a set of sensitivities, and can now interactively select time points at which the sensitivities are visualized.

To address Q1, we provide a multi-parameter curve plot showing the time evolution of the maximum and standard deviation (stdev) to this maximum over all trajectories for any selected sensitivity. Q2 is resolved by automatically sorting sensitivities according to the similarity of their temporal development to a selected sensitivity. In addition, the user can select a short-term trend in the curve plot of a sensitivity and let the system search for similar short-term trends in the temporal developments of other sensitivities. The curve plots view enables an interactive comparative visualization of the statistical similarities of local and global trends in the temporal evolution of sensitivities across the set of selected trajectories. Likewise, the trend analysis can be performed for other prognostic variables and model parameters, then showing the mean and stdev to the mean.

While Q3 can be partially answered via the curve plots, this view cannot reveal the relationships to the locations and shapes of the trajectories and surrounding atmospheric fields. Therefore, the curve plots view is embedded into Met.3D, an open-source 3D visualization system dedicated to meteorological analyses [13]. Met.3D visualizes the trajectories in their spatial context (i.e., the 3D trajectory view), including visualizations of additional data sources like textured terrain fields, and in particular 3D atmospheric field data. In principle, Q3 can then be addressed by showing multiple sensitivities along a trajectory via colored bands. This, however, becomes unsuitable as soon as more than 2-3 sensitivities are visualized simultaneously, because the single bands become too thin and can hardly be distinguished. Therefore, we propose a visual mapping using enlarged spheres, which can be moved along the trajectories to specific time points and, due to their extended surface area, can effectively show more bands simultaneously. To also use the trajectory surface for conveying information, the target variable and the maximum sensitivity over all trajectories at each time step are shown via two colored bands along the trajectories. We introduce view-aligned bands, to avoid occlusions that occur when bands are fixed to the trajectory surface. By automatically determining for each trajectory its unique time of ascent and interpreting the current time relative to this times, differences and similarities in the sensitivities during the ascend phases can be revealed (to resolve Q4).

The 3D view shows at a glance whether the sensitivities selected for visualization are similar or dissimilar across the set of trajectories. However, since the bands on a sphere are aligned with the trajectory, the bands’ orientations vary across the set of trajectories so that a comparative visual analysis becomes difficult. To overcome this limitation (to resolve Q5), we propose to graphically depict the sensitivities via a pie chart that is consistently oriented in view-space and mapped onto the spherical shape. We assess the effectiveness of both visual mappings via a user study.

The specific contributions to solve questions Q1 to Q5 are:

- A tube-based trajectory view showing the trajectory data in its geospatial context, using view-aligned color bands on each tube to avoid occlusions and twists.
- A sphere-based focus view acting both as a time step marker and magnifying lens. It encodes multiple sensitivities via view-aligned bands or pie charts to enable an effective comparison of the sensitivities on different trajectories.
- A curve plots view showing statistical summaries of prognostic variables and sensitivities, which provides options to automatically sort the individual plots according to similarity and occurrence of user-selected subsequences.

The remainder of this paper is structured as follows. After reviewing work that is related to ours in Sec. 2, we provide an overview of the proposed workflow, including a description of the input data and visualization options. In Sec. 4, we introduce the design and functionality of the curve plots view and the 3D trajectory view. A description of the technical realization of both views is given in Sec. 6. Fig. 12 demonstrates the application of the proposed workflow to analyze convective trajectories within the extratropical cyclone “Vladiana”. We conclude the paper with a summary of our main contributions and ideas for future work.

## 2 Related Work

The workflow and techniques we propose are related to multi-parameter and ensemble visualization techniques, as well as feature-based visualization in meteorology.

**Multi-Parameter and Ensemble Visualization.** In the curve plots view, we use simple statistical summaries to quantify the spread of variables and sensitivities across a set of trajectories [14], [15]. Previous works in ensemble visualization have proposed more advanced graphical depictions to visually convey the ensemble spread of scalar and vector fields (see the survey by Wang et al. [16] for an overview), and research has been pursued regarding visual abstractions of the major trends in ensembles of line and surface features [17], [18], [19]. This is different from our application scenario, where the spread of scalar sensitivities
across a set of 3D lines is to be analyzed. This requirement also distinguishes from approaches that represent the spread in ensembles of multi-dimensional scalar fields, for instance, via histogram encodings [20], linearized spatial representation using bar charts [21], or probability density functions and distributions [22], [23], [24], [25], [26].

Furthermore, since we are dealing with trajectories in 3D space, stacking-based trajectory visualization as, e.g., proposed by Tominski et al. [27], is unsuited for reaching our goals. Such approaches visualize a set of 2D trajectories by stacking them on top of each other as bands along which attributes are encoded via color. However, since the trajectories we consider live in 3D space, stacking is impossible without projecting the trajectories into a common 2D space where shape information is lost. Composite density maps [28] or visitation maps [29], on the other hand, aggregate 2D or 3D trajectories depending on specific attributes or shape similarities. Since such techniques do not allow distinguishing individual trajectories, they become inappropriate in our application scenario.

Instead of curve plots as in our workflow, violin plots [30] could be used in principle. Violin plots have been proposed for location-based time-series visualization [31], [32]. Recently, they have been extended to compare multi-parameter data across a set of simulation ensembles [33], by showing the histograms of many parameters simultaneously on both sides of a vertical center line. Multi-parameter violin plots can be used in our scenario to show side-by-side the temporal evolution of multiple parameters along the trajectories. On the other hand, for the possibly many trajectories we have, the visualization becomes quickly overloaded and requires significantly more space than the statistical summary visualizations used in this work.

Parallel coordinate plots [34], [35] are another option to directly visualize large sets of multi-parameter data points in a single view. A multitude of methods have been proposed to improve the visibility of single data points in such plots. The survey of Heinrich and Weiskopf [36] discusses many of these improvements. Parallel coordinate plots, however, are problematic in the current scenario, since it becomes difficult to differentiate the data points belonging to different trajectories and convey the temporal evolution of the sensitivities. Furthermore, information about the location and shape of the trajectories along which sensitivities are analysed is difficult to integrate.

Regarding its goals, our proposed approach also shares similarities with techniques that are used to investigate the relationships between multiple input parameters and a single simulation output parameter [37], [38], [39], [40]. These approaches do not visualize sensitivities directly, but they visualize the changes in a simulated phenomenon, like a flow field, due to variations in the input configurations. Thus, they work with an ensemble of simulation runs, while underlying our approach is the existence of a single multi-parameter simulation on an ensemble of paths through the atmosphere.

Closest to our approach regarding the visualization of quantities along trajectories in 3D space is the technique proposed by Sadlo et al. [41] for visualizing the transport of vorticity along such trajectories. They introduce striped pathlines and slices along the trajectories with extended radius to encode vorticity-specific information. Both the stripe pattern as well as the slices repeat in discrete steps along the trajectory, so that values can be missed. The proposed coloring also has the problem that the stripes become thinner or thicker depending on the bending of a trajectory. Due to the orientation of slices orthogonal to the trajectory tangent, the coloring on these slices is obscured when viewing trajectories from the side.

**Feature-based Visualization in Meteorology** Our driving science domain in this study is meteorology. Meteorological applications have frequently motivated work on visualization in recent years. Overviews were provided by Rautenhaus et al. [42], Azfal et al. [43] and Yohizumi et al. [44]. Different aspects of visualization in meteorology have been addressed, including feature-based visualization, flow visualization and 3D interactive visual analysis techniques, all relevant to the techniques discussed in our work. Recent examples in the literature include 3D visual analysis of severe weather (e.g., of supercell thunderstorms [45] and polar lows [46]), and feature-based (mostly 3D) techniques to track cyclone paths [47] as well as more generic scalar extreme features [48], and to analyze potential vorticity banners [49], jet stream flow [50], [51], atmospheric fronts [52], and - as in this study- WCB trajectories [53]. Visual analysis of simulation uncertainty in meteorology has mostly been addressed in the context of visualizing output from simulation ensembles [16], [42], e.g., to characterize uncertainty in NWP with respect to uncertainty in initial values. In contrast, in our work, uncertainty information is computed by means of algorithmic differentiation to yield sensitivities with respect to parameters in a numerical simulation.

**Algorithmic Differentiation.** Algorithmic Differentiation (AD) is used to compute derivatives of a given computer code in an automatic way [8]. It has been previously used for sensitivity analysis of the MM5 mesoscale modeling system to evaluate the impact of additional observations on the initial temperature field [54]. Baumgartner et al. [9] applied AD for a sensitivity analysis along idealized trajectories and warm cloud microphysics. Other use cases include optimization problems, such as optimizing model parameters in machine learning, e.g., in PyTorch [55], or applying gradient descent or Newton’s method [56]. Typical test cases for AD tools include numerical optimization for partial differential equations, i.e., solving Reynolds Averaged Navier-Stokes equations [57].

**3 Workflow Overview and Data**

The proposed workflow and methodology enables meteorologists to interactively analyze the effects of simulation model parameters on a selected target variable. We apply it to rain mass density along convective warm conveyor belt trajectories, which are responsible for heavy rainfall on the earth surface. The analysis hints on relationships between the trajectories’ spatial locations and shapes, and the occurrence of specific features in the sensitivities of the selected variable to different model parameters. From its existing support to display a single parameter along 3D trajectories [53], Met3D has been extended according to the specific visualization options required to support a comparative analysis as mentioned.
Fig. 2. Workflow overview: Met.3D reads (a) 3D trajectory data and (b) tables of model variables and sensitivities along the trajectories. (c) The visualization canvas of Met.3D, including the 3D trajectory view that is linked to the curve plots summary view. (d) Statistical summaries of the temporal development of variables and sensitivities, which can be ordered automatically regarding the similarity of their temporal development to a selected variable or sensitivity. (e) Variables exhibiting a selected sequence of events can be determined automatically and shown first. (f) and (g) Focus view options using sphere-based multi-parameter visualization via view-aligned bands and pie charts.

Fig. 2 shows an overview of the workflow. The input (Fig. 2a) is a set of convective WCB trajectories which have been computed over a time interval of interest, and a set of model parameter sensitivities along these trajectories with respect to a selected prognostic variable (Fig. 2b). Sensitivities are named “\(\partial QR/\partial [\cdots]\)”, where \(QR\) is the selected target variable, and “[\cdots]” is the model parameter in question. “sensitivity_max” is the per-time maximum of all sensitivities. We consider WCB trajectories that are computed for the extratropical cyclone “Vladiana”, which developed from 22-25 Sep 2016 in the North Atlantic during the North Atlantic Waveguide and Downstream Impact Experiment field campaign [58].

The trajectory data of the case-study shown here is taken from a simulation described in detail by Oertel et al. [5] with the NWP model COSMO version 5.1 [59]. In addition, an online trajectory scheme [11] was applied to calculate the positions and properties of the trajectories from the resolved 3D wind field at every model time step, here 20 s.

AD has been applied to convective and slantwise trajectories in “Vladiana” with the tool from [10], which implements the Seifert and Beheng two moment cloud microphysics model [60] including routines for the ice phase [61, 62] and augmented with CoDiPack [63] to evaluate the Jacobian of the implemented model at every time step in an efficient way. Overall, the sensitivities of rain mass density with respect to 177 model parameters have been computed via AD, of which the 40 most important parameters are used in this work.

The user first inspects the parameter sensitivities by means of curve plots which are shown as overlays in Met.3D (blue outline in Fig. 2c). Curve plots show the temporal development of statistical summaries over the set of trajectories (i.e., the maximum and stdev to the maximum) of the target variable and sensitivities. To enable a comparison of different prognostic variables, their means and stdevs to the mean can be shown in the curve plots as well. Initially, the target variable is shown on top, and all sensitivities and other variables are shown below it in random order. Both the sensitivities and variables can be sorted with respect to the similarity of their temporal development to a user-selected sensitivity or variable (cf. Fig. 2d), and those whose curve contains a temporal pattern that is similar to a user-selected pattern can be determined automatically and shown together (cf. Fig. 2e).

The initial inspection is used to quickly obtain an overview of the temporal behavior of the variables and sensitivities. It shows when and for which model parameter high sensitivities occur, and which sensitivities or prognostic variables show a similar temporal development.

In the 3D view of Met.3D, all trajectories are rendered as tubes (orange outline in Fig. 2c). Additional visualizations of the earth surface and shadows place trajectories in spatial context. Along each tube, two colored bands are used to visualize the target variable and one other quantity. For close-up views, more bands using a selected set of parameters can be shown (cf. Fig. 12). Per default, the maximum of all sensitivities is mapped to the second color, to indicate locations of possibly high uncertainty, i.e., high effect of a small change in the model parameter on the selected variable.

The curve plots view is linked to the trajectory view in that the user can move a vertical line along the time axis, and instantly the points on each trajectory corresponding to that time are highlighted by a focus view. The focus view comprises a spherical glyph that is centered at the tube and colored via bands (cf. Fig. 2f) or a pie chart (cf. Fig. 2g), both encoding multiple sensitivities simultaneously.

The number of bands to be shown and the number of subdivisions of the pie chart is given by the number of sensitivities the user selects. Both bands and pie charts are aligned consistently in view-space to allow for an effective visual comparison of the shown values across the trajectories. Within each pie chart, the selected sensitivities in top to bottom order in the curve plots view are mapped to pie chart pieces in clockwise order. In Sec. 4.2, we discuss the different visual designs.

Alternatively to moving the time line in the curve plot, the user can pick a sphere glyph and move it along the trajectory. All other glyphs are moved accordingly in time so that via animation the sensitivities on different trajectories can be compared (cf. supplementary video).
4 Visualization Techniques

The visualization workflow presented in this work builds upon a curve plots view, a 3D trajectory view, and interactive linkage between these two views. Linkage enables to find relationships between locations with high sensitivities along trajectories and the trajectories’ locations and shapes.

4.1 Multi-Parameter Curve Plots View

The curve plots view shows the single curve plots of the prognostic variables and sensitivities vertically aligned (cf. Fig. 3). The time axis is going to the right and the vertical axis represents the value domain. All values are initially normalized to \([0, 1]\). The trajectories are traced with a time step of \(\Delta t = 20\) s, which is also the time delta between two data points in the horizontal axis. When the number of time steps exceeds the number of pixels reserved for showing the curve plots, the algorithm \textit{largest triangle three buckets (LTB)} [64] is used to recursively downsample the data. LTB takes into account the perceptual importance of points during the downsampling process by assessing the area of triangles formed by points in neighboring buckets. In this way, the performance penalty of drawing too many points can be avoided, simultaneously ensuring that no features are lost. By generating the curve plots at multiple resolutions, the user can zoom into interesting time intervals and analyze the variables and sensitivities over these intervals in more detail.

For the target variable and sensitivities, in each band the maximum over all trajectories is shown via a curve. For all other prognostic variables and model parameters the mean over all trajectories is shown. Since the sensitivities are often close to zero, resulting in very small mean values, the maximum values and corresponding stdevs can far more effectively indicate the spread of the distributions and the overall trend regarding their strengths. In particular, regions of potential local instability are emphasized and high sensitivities aren’t missed. The background is colored according to the stdevs with respect to the values represented by the curves, i.e., stdev is mapped to a color ranging from white (low value) to blue (high value). By utilizing mouse controls, the user can scroll through the set of parameters and zoom into individual regions in the curve plots view. A moveable vertical line indicates the currently selected time step.

Since there are many parameters and not all can be shown in one single view, the system proposes an automatic ordering to quickly identify sets of parameters with similar sensitivity development over time. Therefore, the user selects an individual curve plot, and the system sorts all curve plots in descending order regarding the similarity to the curve in this plot. As a measure of similarity we use the absolute normalized cross-correlation

\[
NCC(X, Y) = \frac{1}{N} \sum_i \frac{(X_i - \mu_x)(Y_i - \mu_y)}{\sigma_x \sigma_y}.
\]

Here, \(X_i\) and \(Y_i\) are two time series, and \(\mu_x, \mu_y\) and \(\sigma_x, \sigma_y\) the corresponding means and stdevs. Note that due to the division by the stdev, A NCC becomes independent of the scale of the two time series.

We further considered CrossMatch [65] and the “edit distance on real sequence” (EDR) [66] as alternatives for similarity sorting. However, since the former does not support data normalization, and the latter may suppress relevant sensitivities due to built-in noise suppression, both turned out to be less effective in our scenario.
Fig. 4. Test sequences sorted by their similarity to “standard” using the absolute NCC. The NCC can deal with scaling and shifting in the data axis, but not with shifting in the time axis. We address this limitation by aligning curves relative to the time of ascent of the corresponding WCB trajectories.

Fig. 5. Subsequence matching in the curve plots view using SPRING. SPRING, due to dynamic time warping, can pick up patterns that are shifted and scaled in the time axis.

Fig. 3 left and middle show, respectively, the initial curve plots using a random ordering of variables, and the ordering with respect to the selected temporal distribution of the variable QV. Fig. 3 right shows the ordering with respect to QR. As can be seen, a number of sensitivities behave very similarly to QR and, in particular, show a significant change at the point in time where QR changes significantly. Note here that by using the absolute value of the NCC, it is ensured that parameters with high negative correlation are shown before those with low absolute correlation.

A limitation of NCC is that time series which show a similar but time-shifted behavior are found to be dissimilar (cf. Fig. 4). Even though this can be avoided by computing NCC for successively delayed versions of the original series and finding the peak in the sequence of similarities, we provide a different alternative that takes into account that it is in particular the ascent phase of a trajectory which is of interest. We define the start of the ascent of a trajectory as the start of the most rapid ascent within a 2h window. This is calculated by using a sliding window of 2h and calculating the total ascent within this time window. Finally, the trajectories are shifted in time so that they all start their ascent at the same time, and the shifted versions are then sorted via NCC.

To facilitate an improved comparative analysis of the sensitivities along multiple trajectories, it is furthermore important to find similar reoccurring subsequences in this data. In particular, since trajectories are seeded at different locations and times, they can first travel close to the surface over different time intervals, before similar upstream paths are observed along which specific sensitivity patterns occur. To determine similar patterns, the user can select a time interval using the mouse, and automatically the subsequence of sensitivity values within this interval is searched in the same and all other curves via the subsequence matching algorithm SPRING [67]. SPRING selects all subsequences with a dynamic time warping (DTW) distance less than a user controlled threshold, by warping one sequence so that it best matches another sequence (see Fig. 5 for a schematic illustration). The DTW distance is the sum of the per-element distances of two such optimally aligned sequences. When searching for all subsequences in a sequence of length n with respect to a query sequence of length m with a DTW distance less than a user-specified threshold, a naive algorithm has a time complexity of $O(n^3m)$. Due to its time complexity of $O(n^2m)$, SPRING enables interactive use even for long sequences.

As SPRING is based on dynamic time warping, the time scale of subsequences may be both stretched or compressed. As can be seen in Fig. 3 right, this enables to select, e.g., all falling edges in the temporal developments, independently of their duration. The found subsequences are underlined by red background color. Compared to NSPRING [68], an extension of SPRING that adds support for data normalization, in all of our experiments SPRING gave most plausible results in line with our perception of similarity (i.e., that the similarity of two sub-sequences is also dependent on their scale).

4.2 Trajectory View

In the trajectory view, all given trajectories are shown in their geospatial context using Met.3D (cf. Fig. 2). Each trajectory is rendered as a colored and illuminated tube with black outlines to let it stand out against the background. Per default, the target variable and the maximum sensitivity are encoded by two different colors, and they are shown on the tube via two bands running into the direction of the trajectory’s tangent (see Fig. 6a for an illustration).

However, when defining these bands in object space, i.e., the assignment of points on the tube surface to either band is fixed, parts of a band can disappear and become visible on the opposite surface part when rotating about the trajectory or when the tube twists. This makes it difficult to match a band with its corresponding quantity, and it is especially critical when multiple trajectories are shown and need to be compared regarding the data that is shown in the bands. To avoid this problem, we have developed a rendering technique that renders the bands so that each band covers always one half of the visible tube surface regardless of the current view and the tube’s orientation (cf. Fig. 6b). This rendering is used in all trajectory views throughout this work.

While in principle it is possible to show more than two bands on each trajectory, quickly with increasing view-distance the bands cannot be distinguished anymore. To circumvent this restriction, we propose a focus view that utilizes a locally enlarged surface to obtain more space for the shown sensitivities. On each trajectory, a sphere with adjustable radius is rendered at the currently selected time. The sphere acts both as a time marker and a magnifying glass enabling the display of more sensitivities at once. By showing the focus sphere on each trajectory only at the selected time, occlusions that are introduced when increasing the radii of the trajectories everywhere can be avoided. Initially, only the two bands along the trajectory tubes are continued over the sphere (cf. Fig. 6b).
To show more than two sensitivities on a focus sphere, we introduce two different visual mappings. The first mapping acts like a magnifying glass when multiple sensitivities or variables were encoded via bands on the tube and continued across the sphere (cf. Fig. 6c). When crossing over the sphere, the bands become wider so that the different colors can be better perceived and distinguished. As for the bands on the tube, also the bands crossing over the sphere are view-aligned, i.e., while they orient according to the trajectory tangent they cover the same parts of the visible sphere surface. In Sec. 6, the rendering approach that is used to generate this view is explained in detail. The advantage of this mapping is that the alignment of the bands with the trajectories gives a visually smooth and fairly uncluttered appearance. On the other hand, due to the illumination of the sphere surface, towards the silhouettes the bands become darker so that the relationships between colors and sensitivities are disturbed. We counteract this by reducing light-dependent shading of the bands, i.e., the coefficients of the Blinn-Phong shading model are reduced for diffuse and specular lighting, while being increased for ambient lighting. Nevertheless, since at some time steps spheres can become positioned at trajectory points with vastly different tangents, a visual comparison of the seen band patterns — which are then differently oriented — becomes difficult.

The second mapping intends to avoid the aforementioned drawbacks by using a coloring that neither mimics the use of bands nor is aligned with the trajectory. Our proposed solution is the use of a pie chart-based coloring of the sphere, with each piece given equal area and colored according to a certain sensitivity (cf. Fig. 6d). The values are taken at the selected time step from the trajectory and used to color the pie pieces. The user selects the sensitivities to be shown on the pie chart, and the pie chart is automatically subdivided into an equal number of pieces. Also the pie charts are view-aligned, i.e., they are aligned with the view up-axis (cf. Sec. 6). As for sphere coloring using bands, $N$ best distinguishable colors are chosen from the Brewer colormap [69]. Per default, we offer users the 8-class Set1 qualitative color map from ColorBrewer plus turquoise. Sensitivities from low to high are mapped from 20% saturated to fully saturated colors. This avoids that adjacent pieces with low sensitivities fade out to almost indistinguishable colors. Since each piece of a pie chart is equally affected by shading, the use of shading is less problematic than for bands. Furthermore, each view-aligned chart has a consistent orientation, which makes it easier to compare charts on multiple trajectories. A disadvantage is that pie charts might seem to stand apart from the trajectories, since they are not aligned with their tangents.

5 User Feedback and Study

According to our collaborators from computational science and meteorology, questions Q1, Q2 and Q4 can be effectively resolved by the curve plots view, which has been designed specifically to answer these questions. Due to the possibility to show statistical summaries side-by-side for many sensitivities, in combination with similarity sorting and subsequence matching, large numbers of sensitivities can be handled in a fairly efficient and effective way. The number of sensitivities that can be read by the system is not limited, yet beyond a certain number the corresponding curve plots cannot be shown simultaneously and the user needs to scroll through them. However, especially in this case the functionality of the system allows quickly identifying the sensitivities of interest through similarity sorting and subsequence matching. Our collaborators were especially intrigued about how quickly similar trends can be resolved with only little user intervention. On the other hand, they clearly stated that the curve plots view alone, without any linkage to a 3D view in which relationships between sensitivities, the shape and location of trajectories, and surrounding atmospheric fields can be monitored, is too limited to enable detailed process understanding.

There was common agreement that the linked 3D trajectory view effectively overcomes the aforementioned limitations. In particular, the embedding of multi-parameter visualizations in the form of bands and pie charts were perceived effective for answering Q3 and Q5, since these options enable performing certain analysis tasks exclusively in the 3D view and can, thus, avoid frequent attention shifts between the curve plots and 3D views.

To study the relative effectiveness of band- and pie chart-based multi-parameter visualization, we have further investigated the impacts of these design choices on identifying certain multi-parameter patterns and comparing them across trajectories. We conducted a task-oriented user study to measure the performance and effectiveness of each mapping, by varying the sensitivity values, the surrounding spatial context and the viewing parameters.

5.1 Tasks

We choose the following three representative tasks for the user study, to measure and compare the validity of the different visual designs:

T1 Finding on which trajectories sensitivities behave against the trend at the current time point.
T2 Comparing the distributions of sensitivities to a given target distribution.
T3 Finding groups of trajectories with similar multi-parameter distributions.

The study was browser-based to ensure remote participation under the same settings, i.e., participants did not need to install and run Met3D. Participants were presented images showing either the oriented bands or pie charts,
similar to the images shown in Fig. 7 c) and d). In total, there were 12 design-specific questions, 4 general questions and one free text feedback form. The general questions were regarding the experience of the participant in the fields of meteorology and visualization, and their subjective preference of the two designs.

We recruited 27 participants. 5 (18.5%) stated that they had (experienced) knowledge in 3D visualization, but less or no knowledge in multi-parameter visualization and meteorology. 3 (11.1%) came from the field of meteorology, but were rather un-experienced in 3D and multi-parameter visualization. 5 (18.5%) considered themselves as knowledgeable both in the fields of visualization and meteorology. Participants were first briefed about the study and provided information about the problem, the data, and the visual designs.

5.2 Procedure
In the final study, the participants were asked to perform the tasks T1, T2, and T2 in the following ways:

M1 Participants were asked to select those trajectories where the shown multi-parameter distributions seem to be outliers (at most 25% outliers were shown).

M2 Participants were asked to select those trajectories where the distribution of all shown quantities is similar to a selected trajectory or a reference distribution.

M3 Participants were asked to group trajectories based on the shown multi-parameter distributions.

5.3 Analysis
For all tasks, we measured the time it took the users to perform the task, and how accurately the task could be performed. Fig. 8 shows the accumulated results over all participants. Participants were able to answer the questions in 48.1s (bands) and 42.8s (pie charts). A Student’s t-test yields a t-value of 1.83 and a p-value of 6.84%, hinting at statistical significance of the deviation between the two distributions. Participants were able to answer the questions correctly with an accuracy of 79.0% (bands) and 79.6% (pie charts). Applying a Student’s t-test to this data yields a t-value of −0.138 and a p-value of 89.1%. Thus, we can conclude that there was no statistically significant difference in the accuracy of the participants to solve the tasks between pie charts and bands, however, it is statistically significant that participants could solve the tasks more quickly with the pie charts. About two thirds of the participants stated in the general questions that they preferred the pie charts over the bands-based spheres, while users in the remaining third commended the lens-like character of the bands on the spheres in the free text feedback. Consequently, we believe it should be left up to the users to choose the visual mapping of their choice, with the default being the pie charts.

Since many time steps are shown along the bands, while only one single time step is shown on a pie chart, it was conjectured that peaks could be overlooked in an animation when using pie charts while they remain visible for a longer time when using bands.
Multiple users asked for a mouse hover-over to inspect the values of the quantities below the mouse cursor. This feature is already supported, but could not be provided during the image-based study. Two users asked for discrete, quantized color maps instead of the continuous color maps we used in the study. This feature is also already available in Met.3D, and we show an image using quantized 8-class single hue color maps in Appendix G.

Another issue that was raised is the number of different sensitivities that can be well distinguished. In particular, multiple user said that no more than 4-6 different sensitivities should be shown simultaneously, in particular because bands and pie pieces become too small when viewed from a distance. Furthermore, due to decreasing sensitivity with decreasing value, low values were perceived similarly. However, this was not seen as a limitation, because attention is put on the high sensitivity values. What was perceived as problematic by many participants is the number of trajectories that are simultaneously displayed, as comparing the corresponding multi-parameter distributions then becomes tedious. Thus, we support deseleting individual trajectories with the mouse. These trajectories are then desaturated in the 3D view.

6 IMPLEMENTATION

All techniques presented in this paper have been integrated into Met.3D, which uses the OpenGL API for GPU-based rendering. For drawing the curve plots view, the vector graphics library NanoVG is embedded. It provides hardware-accelerated rendering of vector graphics elements like anti-aliased lines and polygons, and the specification of scissor geometry to restrict rendering to a rectangular screen region. This is necessary for providing a scroll bar for the content of the curve plots view.

Met.3D offers functionality to render three-dimensional trajectories via illuminated polygonal tubes, including the base map showing the earth surface and shadows cast by the trajectories. However, the specific rendering options required by our approach, i.e., showing view-aligned bands on trajectories and spheres, as well as view-aligned pie charts on spheres, are not available. Notably, these options cannot be realized using object-space texture mapping or standard pixel shaders due to the requirement to keep the color patterns fixed in screen space.

A detailed description of our implementation is given in the Appendix. In the following, we outline the basic concepts underlying the implementation, including additional rendering options.

View-aligned bands For rendering the trajectories, it needs to be determined for each fragment that is rendered for the tube surface to which of the $n$ bands in screen space it belongs. Each fragment lies on a circular arc orthogonal to the trajectory tangent (cf. Fig. 9 top). The bands run perpendicular to this arc along the trajectory’s tangent direction. In order for the bands to have equal thickness, the angle along the arc to the fragment position is projected onto a line perpendicular to the tangent, which removes the curvature of the arc from the individual bands. The projected arc is then subdivided into $n$ sectors which all have the same height in screen space, and the fragment is classified according to the sectors by computing its relative position $d_{band}$ in the projection and assigning the corresponding variable ID $ivar$ to it. All required parameters can be derived solely from local properties of the rendered surface, i.e., the surface normal vector $n_i$, the trajectory tangent vector $t$ and the camera view vector $v$. In particular, by projecting the camera view direction into the plane orthogonal to the trajectory’s tangent direction, the problem of computing the circular arc and the angle it subtends can be reduced to a two-dimensional problem (cf. Fig. 2 in Appendix A).

Bands on a sphere are generated by first rendering each sphere as a polygon model on the GPU. In a preprocess the first ($p_a$) and last ($p_b$) intersection points between the trajectories and the spheres are computed, including the times $t_a$ and $t_b$ at which these intersections occur. $p_a$ and $p_b$ are then used in the pixel shader to determine the trajectory direction, and $t_a$ and $t_b$ are used to interpolate the parameters continuously along the bands travelling across the surface. The mapping is obtained by first computing the projection of the sphere center $p_{sphere}$ onto the sphere under the used camera transformation, i.e. $p_{int}$ (cf. Fig. 9 bottom). The circle going through this point and the points $p_a$ and $p_b$ serves as a reference circle relative to which the bands are arranged. Therefore, the normals of the disks $P_0$ spanned by $p_a,p_b,p_{int}$ and $P_{frag}$ spanned by $p_a,p_b,p_{frag}$ are computed. These two disks meet under a certain angle $\theta$. By using this angle and the disks’ normals, a measure of the distance to the border of the sphere in screen space can be computed, from which the band position and derived sub-band positions are obtained. To continuously map a parameter onto a band, it is assumed that $t_a$ and $t_b$ are linearly interpolated along the line from $p_a$ to $p_b$. The time at the point on this line closest to $p_{frag}$ is used as the time at $p_{frag}$, and the parameter value at this time is read from the trajectory data.

2. https://github.com/memononen/nanovg
View-aligned pie charts To color a sphere with a pie chart that encodes the values of multiple parameters into its pieces, the screen space projection of the sphere is subdivided into a predefined number of individual pieces. To achieve a consistent assignment of parameters to pieces for all spheres, first the angle \( \theta \) representing the angular distance of a fragment \( \{\text{frag}\} \) to the up-axis of the camera is computed. The global band position \( d_{\text{band}} \) is then given by

\[
d_{\text{band}} = \frac{\theta \mod 2\pi}{2\pi}.
\]

When mapping \( N \) parameters onto the sphere, the band position \( d_{\text{band}} \in [0, 1) \) is subdivided into multiple sub-band positions \( d_{\text{sub}} \).

7 RESULTS: CASE-STUDY “VLADIANA”

We demonstrate the value of our method by discussing first investigations of the sensitivity of the rain mass density (QR) simulated by the NWP model to microphysical parameters along WCB trajectories within cyclone “Vladiana”. We are particularly interested in whether there are differences in the sensitivities along the ascent based on the location and the ascent rate. For this analysis, we first employed the exploratory visual analysis capabilities of the proposed method to identify the regions and times of interest. Appendix E demonstrates how the domain scientists selected the trajectories of interest. In this section, we will focus on these specific selected trajectories to analyze the joint development of multiple sensitivity parameters. WCB trajectories ascend in a wide region near the extratropical cyclones’ fronts between 23 September 2016 and 26 September 2016. For the example presented here, we compare sensitivities related to QR along trajectories in different regions of the cyclone. From a total of 8744 available WCB trajectories we select two groups of trajectories, one in the north and one in the south of the region of interest (cf. Fig. 10). From both groups, we select ten trajectories each, those five with the slowest ascent and those five with the fastest ascent. This results in 20 trajectories with a large variance in their ascent rate and location.

Fig. 11 shows curve plots with trajectories selected either from the southern (Fig. 11a) or northern (Fig. 11b) group, to analyze trends of parameters across one or more groups of trajectories (Q1, Q2, and Q3). We select QR as target variable, and center the x-axis by the time of rapid ascent of each trajectory. The different locations of peaks in QR for both groups stand out. The southern group has QR maxima at the start of the ascent, while the northern group has larger QR maxima a few hours before the ascent starts. Such high QR along trajectories can arise from either (i) sedimentation of rain from above (influenced by parameters alpha, beta, and gamma in the numerical model’s parameterization) or (ii) local production from collision of available cloud droplets (influenced by the cloud condensation nuclei (CCN), the mass density of cloud droplets (QC), and a cloud collision parameter \( k_r \)); for detailed description of these parameters see [10], [60]). Hence, we are interested in which process dominates in which region. The automated ordering (Subsec. 4.1) of the parameters provides further insight. The parameters are sorted by similarity in each time step to the maximum of QR. The sensitivities to the parameters rain_alpha, rain_beta, rain_gamma (used for sedimentation velocity), and rain_nu (used in the particle-mass distribution of rain droplets) are the variables with the highest similarity to QR in both cases.

Sensitivities to CCN parameters and to \( k_r \) are ranked higher in the southern group, indicating that rain droplets’ formation due to collisions of cloud droplets are closely related to local QR formation. These correlations are not present in the northern group, which indicates that local QR maxima result from sedimentation of precipitation from above. We conclude that rain formation, specifically local maxima of QR, in the southern group is more closely related to the formation of cloud droplets and, therefore, the updraft \( w \) of the trajectories than in the northern group (Q3).

To elaborate on Q3, we compare the maximum sensitivity of QR to any parameter in Fig. 10. The blue color along trajectories shows QR, whereas red indicates the maximum sensitivity to any parameter. Low sensitivity values (i.e., unsaturated bands) appear mostly when the trajectories descend and after they have reached their maximum height (Fig. 10a,b). This emphasizes that processes influencing QR dominate at lower altitude and during updrafts.

The curve plots in Fig. 11 are centered at the start of the ascent to address Q4. The variance of the sensitivities (blue shades) is similarly distributed for both groups, but peaks appear at different times. We can infer that the variance between trajectories with different locations of ascent is higher than between trajectories with a similar location.

At last, we investigate differences in sensitivities between convective and slantwise trajectories (Q5). We synchronize the height of the spheres along trajectories and select three variables (QC, QR, and temperature) and model parameters with a high ranking from Fig. 11. The color intensities of da_ccn_4 (green) in slantwise ascending trajectories (e.g., Fig. 10a) is lower than for convective ones. This indicates that processes associated with a_4 have a smaller effect on QR during slantwise ascent. Furthermore, the collision of cloud droplets (dk_r; purple color) is more important during convective ascent. This agrees with our previous assessment, and shows that the formation of cloud droplets and their subsequent conversion to QR are more important for convective ascent than for slantwise ascent.

For a more detailed analysis, we zoom in to one slantwise ascending trajectory, and use multiple bands to show each parameter (cf. Fig. 12). Fig. 12 reveals an alternating pattern between dk_r (purple) and da_ccn_4 (green). The overall slantwise ascent of the trajectory shows short periods of sharp ascent with strong cloud droplet formation. These periods are interrupted by periods of slower ascent, where the collision of cloud droplets dominates. These processes do not alternate in convectively ascending trajectories (cf. Fig. 13) and rather occur simultaneously. This can produce and accumulate large amounts of QR quickly, cf. Fig. 10c with slantwise trajectories in the background and convective trajectories in the foreground, leading to more intense surface precipitation in a limited area. In contrast, slantwise ascent spreads these processes over a larger area, explaining the impact of such trajectories on large-scale precipitation patterns [5], [6], [7], [70].
Fig. 10. Overview of selected trajectories and first insights with spheres at the same height. Low-level clouds at approximately 1500 m altitude (gray) and surface precipitation (blue) are shown at 07 UTC 23 September 2016 when multiple trajectories start their ascent. a) Trajectories ascending in the south (group 1) and in the north (group 2) with spheres showing eight variables each. b) View from the top with the northern group 2 near clouds and precipitation and the southern group 1 with less clouds and precipitation. c) A close-up view of group 2.

Fig. 11. The curve plots are centered at the start of the ascent of the trajectories. The labels for the x-axis show the simulation time step, where each simulation step stands for 20 s. a) Only trajectories from the southern group have been selected. There are large peaks for rain mass density (QR) around the start of the ascent, indicating precipitation from above. b) Trajectories from the northern group with a peak in QR several hours before their ascent starts.

Fig. 12. Zoomed in at a slantwise trajectory. The green band (da_ccn_4 associated with cloud droplet formation) alternates with the purple band (dk_r associated with cloud droplet collision to form raindrops).

8 CONCLUSION AND FUTURE WORK

We propose a novel visual analysis workflow to investigate the relationships between the sensitivity of a target variable to changes in model parameters and the location and shape of WCB trajectories. This information is required to analyze the validity of physical assumptions on which microphysical parameterizations in the numerical model codes are based. Making the sensitivities accessible along important features such as WCB trajectories offers new insights into the correlation structures between different parameters and differences between trajectories. To perform these analyses in an effective way, we link a curve plot-based summary view with a novel sphere-based focus view that enables comparison of multi-parameter distributions on different trajectories. The curve plots view provides statistical overviews and enables to quickly find parameters with similar temporal evolution. We develop the workflow in a team of scientists from visualization, high-performance computing and meteorology, and integrate it into the open-source meteorological visualization software Met.3D. The usability and benefits of the workflow is demonstrated with a real-world case-study.

In the future, we intend to extend the workflow in multiple ways. Firstly, we will investigate how to effectively show additional 3D atmospheric fields, or features in these fields,
in the surrounding of trajectories, to reveal specific regional multi-field patterns causing high sensitivities. Secondly, we intend to make the workflow usable with ensembles of trajectories, where multiple sets of trajectories from different simulation runs are considered. In this way, relationships between sensitivities and the ensemble spread can be examined. Thirdly, we are going to support multiple target variables that can be switched interactively. Furthermore, the atmospheric scientists are currently analyzing parameter sensitivities in another WCB case-study simulated with the state-of-the-art NWP model ICON [71]. The visualization and analysis framework presented here will also be applied for the systematic analysis and mapping of sensitivities in this follow-up case-study.
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Appendix: Visual Analysis of Multiple Dynamic Sensitivities along Ascending Trajectories in the Atmosphere

Christoph Neuhauser, Maicon Hieronymus, Michael Kern, Marc Rautenhaus, Annika Oertel, and Rüdiger Westermann

Abstract—Numerical weather prediction models rely on parameterizations for subgrid-scale processes, e.g., for cloud microphysics. These parameterizations are a well-known source of uncertainty in weather forecasts that can be quantified via algorithmic differentiation, which computes the sensitivities of prognostic variables to changes in model parameters. It is particularly interesting to use sensitivities to analyze the validity of physical assumptions on which microphysical parameterizations in the numerical model source code are based. In this article, we consider the use case of strongly ascending trajectories, so-called warm conveyor belt trajectories, known to have a significant impact on intense surface precipitation rates in extratropical cyclones. We present visual analytics solutions to analyze interactively the sensitivities of a selected prognostic variable, i.e., rain mass density, to multiple model parameters along such trajectories. We propose a visual interface that enables to a) compare the values of multiple sensitivities at a single time step on multiple trajectories, b) assess the spatio‑temporal relationships between sensitivities and the shape and location of trajectories, and c) a comparative analysis of the temporal development of sensitivities along multiple trajectories. We demonstrate how our approach enables atmospheric scientists to interactively analyze the uncertainty in the microphysical parameterizations, and along the trajectories, with respect to a selected prognostic variable. We apply our approach to the analysis of convective trajectories within the extratropical cyclone “Vladiana”, which occurred between 22-25 September 2016 over the North Atlantic.

Index Terms—Meteorology, trajectories, temporal data, multi-parameter data, diagrams, linking, focus+context, sensitivity analysis.

APPENDIX A

TUBE RENDERING

To obtain a renderable trajectory representation, the trajectory (i.e. 3D pathlines) are polygonized by extruding them into tubes in a GPU geometry shader. The parameters are mapped onto the surface of the tube as a set of bands running in the direction of the trajectory tangent (cf. Fig. 1). When mapping the bands onto the tube in object space, occlusion effects can occur, as not all parameters may lie in the front, visible part of the tube. Also, due to twist and rotations around the tube, the order in which the bands appear on screen can change and make a comparison between different tubes and the association of parameters to bands more difficult. To avoid this, our rendering technique aligns the bands in view space and keeps their relative order on the screen fix, independent of the viewing direction. For this, a screen space band position \( d_{\text{band}} \) is computed in the pixel shader on the GPU using only the tangent vector \( t \) of the pathline associated with the tube surface fragment, the surface normal \( n \) and the view vector \( v = \frac{p_{\text{cam}} - p_{\text{frag}}}{\|p_{\text{cam}} - p_{\text{frag}}\|} \) pointing from the fragment towards the camera position \( p_{\text{cam}} \) as inputs.

By projecting the camera view direction into the plane orthogonal to the tangent direction of the trajectory, the problem of computing the band position can be reduced to a two-dimensional problem. The projected camera direction \( v' \) can be computed by using \( v_{\text{aux}} = \frac{t \times n}{\|t \times n\|} \) as \( v' = \frac{v_{\text{aux}} \times t}{\|v_{\text{aux}} \times t\|} \).

The resulting setting is shown in Fig. 2.

Using the angle \( \phi = \angle(v', n) \) between the projected view vector \( v' \) and the normal vector \( n \) would unfortunately not be sufficient as a measure, because it does not change linearly in screen space, thus producing bands of differing width. In order to derive the desired screen space position of the sub-band \( d_{\text{sub}} \) and its corresponding variable ID \( i_{\text{ivar}} \).

---
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measure, the fragment position needs to be projected onto an imaginary band, illustrated as the vertical line in Fig. 2. As can be seen in the figure, the normalized distance of the projected point to the center of the band amounts to the sine of the angle $\phi$. In order to compute the sine, one of the two equalities below can be used:

$$|\sin(\phi)| = \|v' \times n\|_2 = \sqrt{1 - (v',n)^2} \quad (1)$$

These statements hold due to the following mathematical properties of the sine, cosine, cross product and scalar product.

$$\|v'\|_2 = \|n\|_2 = 1$$

$$\langle v', n \rangle = \|v'\|_2 \|n\|_2 \cos(\phi)$$

$$\|v' \times n\|_2 = \|v'\|_2 \|n\|_2 |\sin(\phi)|$$

$$\sin^2(\phi) + \cos^2(\phi) = 1$$

$$\Rightarrow \|v' \times n\|_2 = |\sin(\phi)| = \sqrt{1 - \cos^2(\phi)} = \sqrt{1 - (v',n)^2} \quad (2)$$

As a final step, the resulting distance $|\sin(\phi)|$ needs to be corrected, as the absolute value of the sine doesn’t go from 0 to 1 from one end of the imaginary band to the other, but from 1 to 0 in the middle and back to 1 at the other side. In order to correct this problem, we need to compute the sign of the sine by using the winding direction of the angle $\phi$. The sign of the sine can be computed as the sign of the volume of the parallelepiped spanned by $t$, $v'$ and $n$.

$$vol(t, v', n) = \det(t,v',n) = \langle t, v' \times n \rangle \quad (3)$$

The equality of the determinant and the combination of the scalar product and cross product can be proven by simple expansion of the respective formulas using the three input vector coordinates as variables. Finally, we can compute the screen space band measure as we are looking for as

$$d_{\text{band}} = \frac{1}{2} |\sin(\phi)| \cdot \text{sgn}(\det(t,v',n)) + \frac{1}{2}. \quad (4)$$

When mapping $N$ parameters onto the tube, we subdivide the band position $d_{\text{band}} \in (0, 1)$ into multiple sub-band positions $d_{\text{sub}}$. For this, we compute the variable ID $i_{\text{var}} = \lfloor d_{\text{band}} \cdot N \rfloor$ and then finally $d_{\text{sub}} = d_{\text{band}} \cdot N - i_{\text{var}}$ (cf. Fig. 1).

**APPENDIX B**

**GREAT CIRCLE-BASED SPHERE RENDERING**

The spheres are drawn on the GPU using instanced rendering, where the sphere geometry is specified only once, and instantiated at all points where a sphere should be rendered. The pixel shader is then equipped with the following input variables.

- The fragment position $p_{\text{frag}}$.
- The surface normal $n$.
- The camera position $p_{\text{cam}}$.
- The trajectory entrance and exit points $p_a$ and $p_b$ computed as the first and last intersection of the trajectory with the sphere and their corresponding time steps $t_a$ and $t_b$.

With this data, the view vector $v = \frac{p_{\text{cam}} - p_{\text{frag}}}{\|p_{\text{cam}} - p_{\text{frag}}\|_2}$ and the trajectory direction vector $l = \frac{p_b - p_a}{\|p_b - p_a\|_2}$ pointing from the entry point $p_a$ into the direction of the exit point $p_b$ can also be computed in the shader.

**B.1 Band Mapping on the Sphere**

In order to compute which parameter band a fragment on the sphere belongs to, analogously to the tube, we propose to use the technique presented below. It solves different shortcomings compared to simply using the screen space location on the circular projection of the sphere (cf. Fig. 6 top compared to middle). If the entry and exit points are collinear with the center of the sphere, then a smooth transition between the color bands on the tube and the color bands on the sphere will be guaranteed independently of the viewing angle.

First, the projection of the sphere center $p_{\text{sphere}}$ onto the surface of the sphere under the used camera transformation needs to be computed. For this, a ray-sphere intersection algorithm [1] is used with a ray starting at the camera position with direction $p_{\text{sphere}} - p_{\text{cam}}$, which yields the point $p_{\text{int}}$.

Next, the normal vectors of the two disks $P_0$ spanned by the points $(p_a, p_b, p_{\text{int}})$ and $P_{\text{frag}}$ spanned by the points $(p_a, p_b, p_{\text{frag}})$ are computed. The intersections of the disks with the sphere can be interpreted as two great circles meeting under a certain angle $\theta$.

Similarly to the tube surface, the value $|\sin(\theta)| = \|n_0 \times n_{\text{frag}}\|_2$ computed using the normal vectors of the two disks can be used as a measure in screen space for the distance to the border of the sphere. Finally, the band position is analogously given as

$$d_{\text{band}} = \frac{1}{2} |\sin(\theta)| \cdot \text{sgn}(\det(l,n_0,n_{\text{frag}})) + \frac{1}{2}. \quad (5)$$

When mapping $N$ parameters onto the sphere, we again subdivide the band position $d_{\text{band}} \in (0, 1)$ into multiple sub-band positions $d_{\text{sub}}$ (cf. Fig. 3).

A black separator line is drawn between two neighboring sub-bands. A problem that arises is that changes in the sub-band position and the direction orthogonal to it are no longer linear in screen space, especially when the sphere is viewed under an oblique angle, and thus distortions can occur. In the three subsections below, this problem and its solution are outlined. Using the correction factors.
$f_i$ introduced below, the final separator thickness can be computed as

$$w_{sep} = \frac{w_{sep}}{f_1 f_2 f_3}.$$  \hspace{1cm} (6)

### B.1.1 Lateral Band Thickness

In Equation 5, the sine of the angle $\theta$ is used. However, if we look at the sphere from a direction that is not perpendicular to the vector connecting the entry and exit points, the problem arises that the sine of the angle of the two great circles is no longer a linear measure in screen space. The closer we get to the edge of the sphere, the higher the distortion. If we were to use the angle $\theta$ directly instead of its sine, then the view dependent distortion disappears. Thus, the thickness is corrected using the derivative of the arcsine $\frac{\partial \arcsin x}{\partial x} = \frac{1}{\sqrt{1 - x^2}}$ with $x = \|n_0 \times n_{frag}\|_2$, i.e.,

$$f_1 = \frac{1}{\sqrt{1 - \|n_0 \times n_{frag}\|_2^2}}.$$  \hspace{1cm} (7)

### B.1.2 Longitudinal Band Thickness

Another problem is that the separator line gets thinner the closer it gets to the entrance and exit points (cf. Fig. 5 middle left). For the derivation of the formula below, it is assumed that the entrance and exit points are poles of the sphere, which is equivalent to assuming they are collinear with the sphere center. In all other cases, the distortion on the screen surface will increase the sharper the angle $\angle (p_a, p_{sphere}, p_b)$ between center and entry and exit point is. However, as sharp 180° turns in trajectory lines are very rare, this distortion will usually only be minor and won’t impede the visualization strongly under normal circumstances.

For computing the correction factor $f_2$, the angular distance of the point $p_{frag}$ from the point $p_x$ in radians $\alpha = \arccos((p_x - p_{sphere}, p_{frag} - p_{sphere}))$ becomes necessary (cf. Fig. 4). We compute the angular distance $\alpha = \min(\alpha_x, \alpha_y)$ from one of the poles, and correspondingly the angular distance in radians $\phi = \frac{\pi}{2} - \alpha$ from the equator. The lateral radius of the sphere at $p_{frag}$ is given as $r \cdot \cos \phi$, and consequently, our final longitudinal band thickness correction factor amounts to

$$f_2 = \frac{r \cdot \cos \phi}{r} = \cos \phi.$$  \hspace{1cm} (8)

### B.1.3 Sphere Band Thickness

In order to achieve equal sub-band separator thickness of a sphere with its corresponding tube, a final correction factor is used. For example, if the diameter of the sphere 2$r$ is twice the width of the tube $w_{tube}$, then the separator width in sub-band space will be halved using the factor below (cf. Fig. 5 right).

$$f_3 = \frac{2r}{w_{tube}}.$$  \hspace{1cm} (9)

### B.2 Time Dimension Mapping on the Sphere

In order to map different time steps onto the sphere, the point closest to $p_{frag}$ on the line segment $(p_a, p_b)$ connecting the entry and exit point is computed. The distance of this point to $p_a$ and $p_b$ is then used to linearly interpolate between the time steps $t_a$ and $t_b$ at the entry and exit point to get the time step $t_{frag}$ used for the fragment on the sphere surface. Then, $t_{frag}$ is used to look up the parameter values of the trajectory at time step $t_{frag}$ from a shader storage buffer stored on the GPU.

### APPENDIX C

#### PIE CHART-BASED SPHERE RENDERING

For the rendering of a sphere colored via a pie charts, we want to subdivide the screen projection of the sphere in angular bands, i.e., individual pie slices (cf. Fig. 7). For this, we want to compute the angle $\alpha_{band}$, which represents the angular distance of the fragment $p_{frag}$ to the up-axis of the camera. As input, we need the surface normal vector $n$, the camera view direction $v$ and the camera up-vector $u$. As a
Fig. 6. Top: The rejected method using the pure screen space location on the circular projection of the sphere. Middle: Illustration of the smooth transition between tube bands and sphere bands when \( p_\alpha, p_b \) and \( p_{\text{sphere}} \) are collinear. Bottom: Illustration of the hard transition between tube bands and sphere bands when \( p_\alpha, p_b \) and \( p_{\text{sphere}} \) are not collinear. This effect can be observed at turns in the trajectory data.

First step, the normal \( n \) is projected into the view plane to obtain

\[
n_{\text{proj}} = n - \langle n, v \rangle \cdot n. \tag{10}\n\]

Then, we set \( n' = \frac{n_{\text{proj}}}{\|n_{\text{proj}}\|_2} \). The length \( \|n_{\text{proj}}\|_2 \) is the normalized screen space distance to the center of the sphere. This can be easily checked for the special case \( v = (0, 0, 1)^T \), where \( \|n_{\text{proj}}\|_2 \) becomes \( \sqrt{n_x^2 + n_y^2} \in [0, 1] \). We will use this fact later in Equation 14. In the next step, we compute the angle \( \alpha_{\text{band}} \) as follows:

\[
\alpha_{\text{band}} = \text{atan2}(\text{det}(n', up, v), \langle n', up \rangle) + \frac{\pi}{2}. \tag{11}\n\]

\text{atan2}(y, x) \) computes the angle between the positive x axis and the line connecting the origin and the point \((x, y)^T\). \text{atan2} returns the angle in mathematically positive direction, i.e., a counterclockwise angle. However, in our case, we do not want the counterclockwise angle to the positive x axis, but the clockwise angle from the positive y axis (the positive y axis being the up vector of the camera). This can be most easily achieved by transposing (i.e., interchanging) the x and y coordinates we feed to \text{atan2}. To get the y coordinate of the point we use for calculating the angle, the term \( \langle n', up \rangle \) is used in Equation 11. This way, we project the view plane normal onto the up axis vector. For the x coordinate, \( \text{det}(n', up, v) \) is used. We can again use Equation 3 to get the equality \( \langle n', up, v \rangle = \langle n', up \times v \rangle \). Here, \( up \times v \) can be interpreted as the right axis vector of the view plane. When we project the view plane normal onto this new right axis vector, we get the x coordinate for Equation 11. The pie chart in the view plane can be seen in Fig. 7.

Finally, we can compute the global band position \( d_{\text{band}} \) as

\[
d_{\text{band}} = \frac{\alpha_{\text{band}} \mod 2\pi}{2\pi}. \tag{12}\n\]

When mapping \( N \) parameters onto the sphere, we again subdivide the band position \( d_{\text{band}} \in [0, 1) \) into multiple sub-band positions \( d_{\text{sub}} \) (cf. Fig. 7).

A black separator line is drawn between two neighboring sub-bands. A problem that also arises for the pie chart-based spheres is that changes in the sub-band position are not linear in screen space and dependent on the distance to the screen space center of the sphere. Consequently, two more correction factors are introduced below, and the final separator thickness is computed as

\[
w'_{\text{sep}} = \frac{w_{\text{sep}}}{f_4 f_5}. \tag{13}\n\]

The factor \( f_4 \) is equal to \( \|n_{\text{proj}}\|_2 \), which itself, as was shown earlier in this section, is equal to the normalized distance to the screen space center of the sphere. This way, it is guaranteed that the separator thickness doesn’t get thinner the closer we get to the center of the pie chart.

\[
f_4 = \|n_{\text{proj}}\|_2 \tag{14}\n\]

Finally, the factor \( f_5 \) is used to make sure that the separator thickness of the pie chart sphere and the trajectory tube is equal. This time, we use the factor \( 2r\pi \) in the numerator as opposed to \( 2r \) for the sphere bands, as our measure should no longer be relative to the diameter of the screen space circle/sphere, but its circumference.

\[
f_5 = \frac{2r\pi}{w_{\text{tube}}} \tag{15}\n\]
APPENDIX D

VARIABLE AND PARAMETER NAMES

TABLE 1

| Variable          | Description                                                                 |
|-------------------|-----------------------------------------------------------------------------|
| pressure          | Pressure in hPa                                                             |
| T                 | Temperature in Kelvin                                                       |
| w                 | Vertical velocity in m s⁻¹                                                   |
| S                 | Saturation                                                                   |
| QV                | Water vapor mass density in kg m⁻³                                           |
| QC                | Cloud mass density in kg m⁻³                                                 |
| QR                | Rain mass density in kg m⁻³                                                  |
| QS                | Snow mass density in kg m⁻³                                                  |
| QI                | Ice mass density in kg m⁻³                                                   |
| QG                | Graupel mass density in kg m⁻³                                               |
| NCCLOUD           | Cloud number density in m⁻³                                                  |
| NCRAIN            | Rain number density in m⁻³                                                   |
| NCSNOW            | Snow number density in m⁻³                                                   |
| NCICE             | Ice number density in m⁻³                                                    |
| NCGRAUPEL         | Graupel number density in m⁻³                                                |
| NCHAIL            | Hail number density in m⁻³                                                   |
| QR_OUT            | Sedimentation of rain mass density out of the air parcel in kg m⁻³           |
| QS_OUT            | Sedimentation of snow mass density out of the air parcel in kg m⁻³           |
| QI_OUT            | Sedimentation of ice mass density out of the air parcel in kg m⁻³            |
| QG_OUT            | Sedimentation of graupel mass density out of the air parcel in kg m⁻³        |
| QH_OUT            | Sedimentation of hail mass density out of the air parcel in kg m⁻³           |
| NR_OUT            | Sedimentation of rain number density out of the air parcel in m⁻³            |
| NS_OUT            | Sedimentation of snow number density out of the air parcel in m⁻³            |
| NI_OUT            | Sedimentation of ice number density out of the air parcel in m⁻³             |
| NG_OUT            | Sedimentation of graupel number density out of the air parcel in m⁻³         |
| NH_OUT            | Sedimentation of hail number density out of the air parcel in m⁻³            |
| latent_heat       | Latent heat released by cloud microphysical processes in J kg⁻¹             |
| latent_cool       | Latent heat absorbed by cloud microphysical processes in J kg⁻¹             |
| z                 | Height in m                                                                  |
| inactive          | Number of nuclei that can not be activated for ice, snow, graupel or hail   |
| deposition        | Mass density of water vapor deposited in ice, snow, graupel and hail         |
| sublimation       | Mass density of water vapor from ice, snow, graupel and hail                 |
| time_after_ascent | Time centered to the start of the fastest ascent in a 2 h time window         |
| conv_400          | Flag for a convective ascent of 400 hPa                                     |
| conv_600          | Flag for a convective ascent of 600 hPa                                     |
| slan_400          | Flag for a slantwise ascent of 400 hPa                                      |
| slan_600          | Flag for a slantwise ascent of 600 hPa                                      |
| step              | Simulation step                                                             |
| phase             | Flag for different phases of the trajectory, 0: warm phase, 1: mixed phase, 2: ice phase, 3: neutral phase |

TABLE 2

| Parameter | Description                                                                 |
|-----------|-----------------------------------------------------------------------------|
| inv_z     | Inverse of air parcel size (height) used in explicit sedimentation (cf. [2]) |
| rho_vel   | Exponent for density correction (cf. [3], Eq. (33))                        |
| D_rainfrz_gh | Size threshold for partitioning of freezing rain in the hail scheme (cf. [3]) |
| p_sat_melt | Saturation pressure at T = 273.15 K (cf. [3])                              |
| a_HET     | Exponent for heterogeneous rain freezing with data of Barkle and Gokhale (cf. [3]) |
| k_r       | Coefficient for accretion of QC to QR (cf. [3])                            |
| a_ccn_1   | Parameter for CCN concentration (cf. [4])                                  |
| a_ccn_4   | Parameter for CCN concentration (cf. [4])                                  |
| b_ccn_1   | Parameter for CCN concentration (cf. [4])                                  |
| b_ccn_4   | Parameter for CCN concentration (cf. [4])                                  |
| c_ccn_1   | Parameter for CCN concentration (cf. [4])                                  |
| c_ccn_4   | Parameter for CCN concentration (cf. [4])                                  |
| d_ccn_1   | Parameter for CCN concentration (cf. [4])                                  |
| d_ccn_4   | Parameter for CCN concentration (cf. [4])                                  |
| rain_a_geo| Coefficient for diameter size calculation (cf. [3], Eq. (32))              |
| rain_b_geo| Exponent for diameter size calculation (cf. [3], Eq. (32))                 |
| rain_min_x | Minimum size of the particle used after the microphysics (cf. [3], Eqs. (94), (97)) |
| rain_a_vel | Coefficient for particle velocity (cf. [3], Eq. (33))                      |
| rain_b_vel | Exponent for particle velocity (cf. [3], Eq. (33))                         |
| rain_alpha | Constant in rain sedimentation (cf. [5], Eq. (A10))                       |
| rain_beta  | Exponent for rain sedimentation (cf. [5], Eq. (A10))                      |
| rain_gamma | Exponent for rain sedimentation (cf. [5], Eq. (A10))                      |
| rain_nu    | Parameter to calculate the shape of the generalized T-distribution (cf. [3], Eq. (79)) |
| rain_mu    | Shape parameter of the generalized T-distribution (cf. [3], Eq. (79))     |
| graupel_a_geo| Coefficient for diameter size calculation (cf. [3], Eq. (32))              |
| graupel_b_geo| Exponent for diameter size calculation (cf. [3], Eq. (32))                 |
| graupel_a_vel| Coefficient for particle velocity (cf. [3], Eq. (33))                      |
| graupel_b_vel| Exponent for particle velocity (cf. [3], Eq. (33))                         |
| graupel_vsedi_max| Maximum sedimentation velocity parameter (cf. [2])                   |
| ice_a_geo  | Coefficient for diameter size calculation (cf. [3], Eq. (32))              |
| ice_b_geo  | Exponent for diameter size calculation (cf. [3], Eq. (32))                 |
| ice_b_vel  | Exponent for particle velocity (cf. [3], Eq. (33))                         |
| ice_vsedi_max| Maximum sedimentation velocity parameter (cf. [2])                     |
| snow_b_geo | Exponent for diameter size calculation (cf. [3], Eq. (32))                 |
| snow_b_vel | Exponent for particle velocity (cf. [3], Eq. (33))                         |
| snow_vsedi_max| Maximum sedimentation velocity parameter (cf. [2])                     |
APPENDIX E
REGIONS AND TIMES OF INTEREST SELECTION FOR CASE-STUDY “VLADIANA”

Section 6 of our work gives an example for investigating the rain mass density (QR) along WCB trajectories within “Vladiana”, focusing on the joint development of multiple model parameter sensitivities. In this section, we demonstrate how our domain scientists identify regions and times of interest using our exploratory visual analysis capabilities. The different steps in this process are described below.

Trajectories initialized at similar time steps and regions may show different behavior responsible for diverse cloud structures and precipitation patterns. With Met.3D, one can identify such coherent clusters of trajectories and their characteristics. As a first step, we load a sample of 50 pre-selected trajectories from our trajectory dataset and select all to see the curve plot. Fig. 8 shows a clear peak of rain mass density (QR) that we will investigate. We select the time step of the peak in QR and select all trajectories that contribute to the peak around this time step. For this, we click all trajectories where the sphere shows no blue segment to deselect them, see Fig. 9. To visualize the characteristics, we sort the similarity of the curve plot by QR, see Fig. 9. These trajectories have similar times of ascent (compare pressure evolution), and precipitation occurs before cloud formation starts in these trajectories, i.e., rainfall sediments into the ascending WCB air from cloud layers above its current position. The ascent of a trajectory is usually accompanied by cloud formation and then precipitation. One may further assume that trajectories started at similar areas and times have identical characteristics. To check this assumption, we go to the initial time step and select trajectories in a similar region. The right group in Fig. 10 are three trajectories we selected in addition. The curve plot reveals the different ascent times (early blue high-variance area in curve-plot pressure) and earlier cloud formation (new peaks in QC). We discovered two sets of trajectories: One involves large precipitation rates and another set with strong cloud forma-

Fig. 8. Concentrating on rain mass density (QR), we use the curve plot to look for time steps with extreme values worth further investigation. Such a selection can be made with multiple variables or sensitivities in mind.
Fig. 9. Using the spheres, we select the trajectories that contribute to the peak previously identified. The blue segment of the sphere corresponds to high rain mass density. Once all trajectories in question are selected, the curve plots are sorted by similarity to rain mass density. Comparing the location of the peaks in rain mass density with peaks in sensitivities reveals that activation of precipitation processes coincides with increased rain mass. In contrast, cloud formation indicated by QC starts afterwards and coincides with rising levels of the trajectories given by pressure.
Fig. 10. By changing the time step, we can trace the origin of the selected trajectories (left group). Several more trajectories in that area have not been selected previously (right group). We select the other trajectories to assess the difference between the initially chosen trajectories and the new ones with the same origin. The newly selected trajectories ascend earlier than before, albeit in a similar region. Furthermore, the curve plots clearly show an early cloud formation via QR and the large variance in ascent time given by the blue shade in pressure.
APPENDIX F
USER STUDY TASKS

In Fig. 11, Fig. 12 and Fig. 13, we show representative images from the user study for task T1, T2 and T3, respectively. The problem statements users were asked to solve with respect to these images were as follows.

1) T1: “Which trajectories are outliers with respect to their multi-parameter distribution at the selected time step?”

2) T2: “Which trajectories have the most similar distributions of quantities to the target distribution at the top?”

3) T3: “Group the trajectories into two clusters by the similarity of their multi-parameter distributions at the selected time step.”

Whether participants were presented an image using bands-based or pie charts-based focus spheres was randomized. Each user got the same number of images for each visual mapping.

Fig. 11. Representative image for user study task T1. Users needed to find trajectories which behave against the trend at the selected time step.
Fig. 12. Representative image for user study task T2. Users needed to find trajectories with multi-parameter distributions similar to the reference distribution.
Fig. 13. Representative image for user study task T3. Participants needed to assign trajectories with similar multi-parameter distributions to the same cluster.
APPENDIX G
VISUALIZATION USING DISCRETE COLOR MAPS

In Fig. 14, we demonstrate the use of discrete, quantized 8-class single hue color maps from ColorBrewer [6]. Using quantized color maps, it can be easier to assign colors on the trajectories and bands to individual values in the color maps.

Fig. 14. Visualization using discrete, quantized 8-class single hue color maps from ColorBrewer.
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