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Abstract
We consider and discretize a mixed formulation for linear elasticity with weakly imposed symmetry in two and three dimensions. Whereas existing methods mainly deal with simplicial or polygonal meshes, we take advantage of isogeometric analysis (IGA) and consequently allow for shapes with curved boundaries. To introduce the discrete spaces we use isogeometric discrete differential forms defined by proper B-spline spaces. For the proposed schemes a proof of well-posedness and an error estimate are given. Further we discuss our ansatz by means of different numerical examples.

1 Introduction
In general it is hard to define numerical methods for partial differential equations (PDEs) which guarantee convergence and stability such that the approximate solution depends continuously on (initial-)boundary conditions as well as on source functions. Thus, it is remarkable that Arnold, Falk and Winther established with the Finite Element Exterior Calculus (FEEC) [2, 3] an abstract guideline for the design of several mixed formulations in order to have both, stability and convergence. The underlying structure is related to the so-called Hodge-Laplacians associated to some Hilbert complex and the structure-preserving discretization of such complexes. In [3] the needed key properties for finite-dimensional ansatz and test function spaces are derived and moreover the polynomial differential forms on simplicial meshes are introduced. Latter spaces are fundamental objects in the development of mixed methods. However, as already indicated the underlying approach of FEEC is quite abstract and the results allow for other discrete spaces. For instance, Buffa et al. [16] utilized isogeometric analysis (IGA) to define structure-preserving discrete de Rham chains. With such discrete isogeometric differential forms one obtains stable approximations e.g. within the field of Maxwell’s equations, where curved geometries can be handled due to the IGA ansatz. Although we find in literature different Hilbert complexes corresponding to interesting PDEs, like the Hessian complex in linearized General Relativity (see [26]), it is not always easy to apply directly the steps from [3]. Especially the definition of discrete subcomplexes equipped with bounded cochain projections might be complicated. This point becomes evident if complexes with higher derivatives are studied. One well-known example is the elasticity complex in which second derivatives appear; cf. [23]. Admittedly, suitable Finite Elements for this chain in 2D were introduced, e.g. in [4, 7], but one needs a lot of degrees of freedom per element and the basis definition is not straightforward. Another
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way to use FEEC is the ansatz complexes from complexes, where two or more Hilbert complexes are used to discretize PDEs. This approach can be seen in [26], but also in [6] in the context of linear elasticity. Due to the increased number of complexes the authors in the last two publications are able to reduce the discretization problem to classical de Rham sequences, which are well-understood and easy to approximate.

We want to follow this idea of coupled complexes in this article. To be more precise, we use the connection between de Rham chains and linear elasticity as described in [6, 19] and combine the underlying formulation with weakly imposed symmetry with the concept of isogeometric differential forms from [16]. Whereas already existing methods like in [6, 27, 19] mainly use Finite Elements on simplicial or polygonal meshes, we want to exploit IGA to incorporate computational domains with curved boundaries in 2D and 3D. Even if we are mainly interested in linear elasticity, we start the article with a rather abstract setting, since it improves clarity. The document has the following structure.

Before we specify the abstract problem in Sec. 2, we briefly introduce some notation. In Sec. 3 we apply the ideas of Sec. 2 to the example of linear elasticity. For this purpose we define suitable B-spline spaces and prove the well-posedness of the scheme with weak symmetry. Key part of the well-posedness proof is an inf-sup stability result which is verified utilizing the macroelement technique. In Sec. 3.4 we consider several numerical examples for the linear elasticity application.

We finish with a short conclusion at the end of the document in Sec. 4.

Our main references are [6, 19, 14, 12, 16] and we use results from them at different places in the article.

Notation

In the section we introduce some notation and define several spaces.

For some bounded Lipschitz domain $D \subseteq \mathbb{R}^d$, $d \in \mathbb{N}$ we write for the standard Sobolev spaces $H^0(D) = L^2(D)$, $H^k(D)$, $k \in \mathbb{N}$, where $L^2(D)$ stands for the Hilbert space of square-integrable functions endowed with the inner product $\langle \cdot, \cdot \rangle = \langle \cdot, \cdot \rangle_{L^2}$. The norms $\|\cdot\|_{H^k}$ denote the classical Sobolev norms in $H^k(D)$, where $\|\cdot\|_{H^0} = \|\cdot\|_{L^2}$. In case of vector- or matrix-valued mappings we define Sobolev spaces, too, by requiring the component functions to be in suitable Sobolev spaces. We use the following notation: for $v := (v_1, \ldots, v_d)$, $v \in H^k(D, \mathbb{R}^d)$: $\iff v_i \in H^k(D)$, $\forall i$ and for $M := (M_{ij})_{i,j=1}^{d,d}$, $M \in H^k(D, \mathbb{M})$: $\iff M_{ij} \in H^k(D)$, $\forall i, \forall j$. In particular, depending on the situation we have $\mathbb{M} = \mathbb{R}^{2 \times 2}$ or $\mathbb{M} = \mathbb{R}^{3 \times 3}$ in the document below. The inner product $\langle \cdot, \cdot \rangle_{L^2}$ introduces straightforwardly an inner product on $L^2(D, \mathbb{M})$. For the definitions of the next spaces and norms we follow partly [25] to introduce further notation. First, let us consider vector-valued mappings. Then if $d = 3$ we set

$$
H(D, \text{curl}) := \{v \in L^2(D, \mathbb{R}^3) \mid \nabla \times v \in L^2(D, \mathbb{R}^3)\}, \quad \|v\|_{\text{curl}}^2 := \|v\|^2_{L^2} + \|\nabla \times v\|^2_{L^2},
$$

and

$$
H(D, \text{div}) := \{v \in L^2(D, \mathbb{R}^d) \mid \nabla \cdot v \in L^2(D)\}, \quad \|v\|_{\text{div}}^2 := \|v\|^2_{L^2} + \|\nabla \cdot v\|^2_{L^2} \quad \text{if} \ d \in \mathbb{N}.
$$

Above we wrote $\nabla$ for the classical nabla operator. The definitions for $H(D, \text{curl})$, $H(D, \text{div})$, and the corresponding norms can be generalized to the matrix setting by requiring that all the rows (as vector-valued mappings) are in the respective spaces. Here the curl $\nabla \times$ and divergence $\nabla \cdot$ act row-wise, too. We write $H(D, \text{curl}, \mathbb{M})$, $H(D, \text{div}, \mathbb{M})$ and

$$
H(D, \text{div}, \mathbb{S}) := L^2(D, \mathbb{S}) \cap H(D, \text{div}, \mathbb{M}),
$$

where we denote with $L^2(D, \mathbb{S})$ the space of square-integrable symmetric matrix fields. If we write $H_0^1(D, \mathbb{R}^d)$ we mean the space of $H^1$ functions with component-wise zero boundary values in the
sense of the trace theorem; see [29] for more information. But if we have a subscript ‘0’ of the form \( L_0^2(D, \mathbb{R}^d) \) it stands for the \( L^2 \) functions with zero mean.

Later the next operators become useful for the \( \bar{\Pi}^2 \) sense of the trace theorem; see [29] for more information. But if we have a subscript ‘0’ of the form \( L_0^2(D, \mathbb{R}^d) \) it stands for the \( L^2 \) functions with zero mean.

Later the next operators become useful for the \( \bar{\Pi}^2 \) sense of the trace theorem; see [29] for more information. But if we have a subscript ‘0’ of the form \( L_0^2(D, \mathbb{R}^d) \) it stands for the \( L^2 \) functions with zero mean.

Moreover, we use an upper index \( M^2 \) to denote the \( j \)-th column and a lower index \( M_i \) for the \( i \)-th row. Finally, we introduce the 2\( D \) curl operator

\[
\text{curl}(v) := (\partial_2 v, -\partial_1 v)^T, \quad \text{curl}(v_1, v_2)^T := \begin{bmatrix} \partial_2 v_1 & -\partial_1 v_1 \\ \partial_2 v_2 & -\partial_1 v_2 \end{bmatrix},
\]

i.e. \( \partial_i \) is the partial derivative w.r.t. the \( i \)-th coordinate.

After stating some basic notation w.r.t. the \( i \)-th coordinate.

### 2 Abstract framework

In this section we study a special class of variational formulations derived from coupled Hilbert complexes. Although we are interested in the case of linear elasticity later, we choose here an abstract notion for reasons of clearness.

For the theoretical background we use and recommend the publications [3] [19].

**Definition 1** (Closed Hilbert complexes). A closed Hilbert complex is a sequence of Hilbert spaces \((W^k)_k\) together with closed densely defined linear operators \(d^k: V^k \subset W^k \rightarrow W^{k+1}\), where \(V^k\) is the domain of \(d^k\) and further we have closed ranges \(\text{Ran}(d^{k+1}) \subset W^{k+1}\). This means \(d^{k+1} \circ d^k = 0, \forall k\).

The domain spaces \((V^k, d^k)\) define the corresponding domain complex which determines a bounded Hilbert complex, where the \(V^k\) are equipped with the graph inner product \( \langle v, w \rangle_V := \langle v, w \rangle + \langle d^k v, d^k w \rangle \). We write for the associated norms \(\|v\|_V^2 := \|v\|^2 + \|d^k v\|^2\). Here and in the following \(\|\cdot\|\) stands for the norm induced by the underlying Hilbert spaces \(W^k\) and we write just \(\langle \cdot, \cdot \rangle = \langle \cdot, \cdot \rangle_{W^k}\).

Such complexes are key objects within the theory of FEEC, where mixed formulations of Hodge Laplacians are considered. Especially the stable discretization of various mixed problems are closely related to Hilbert complexes. That is why we will exploit this notion, too, in order to define an abstract mixed weak formulation below.

#### 2.1 Continuous problem

Now we restrict ourselves to a special case of Hilbert complexes as explained in the assumption below.

**Assumption 1** (Coupled Hilbert complexes). Let \((V^k, d^k)\) and \((\bar{V}^k, \bar{d}^k)\) be the domain complexes associated to the closed Hilbert complexes \((W^k, d^k)\) and \((\bar{W}^k, \bar{d}^k)\) s.t.:

I. \(\bar{d}^{n-1}: \bar{V}^{n-1} \rightarrow \bar{V}^n\) and \(d^{n-1}: V^{n-1} \rightarrow V^n\) are surjective.

II. There are bounded mappings \(S_k: V^k \rightarrow \bar{V}^{k+1}, k \in \{n-2, n-1\}\) with \(S_{n-1}d^{n-2} = \bar{d}^{n-1}S_{n-2}\).

III. The mapping \(\bar{d}^{n-1}S_{n-2}: V^{n-2} \rightarrow \bar{V}^n\) is surjective.
The next lemma adapted from [5] connects an inf-sup condition with the existence of a bounded right inverse. This will show us that assumption point III is fulfilled if a special inf-sup condition is valid.

**Lemma 1.** Let \( R, Q \) be two Hilbert spaces. Let \( T: R \to Q \) be a bounded linear mapping w.r.t the norms \( \| \cdot \|_R, \| \cdot \|_Q \) induced by the inner products. Further assume

\[
\inf_{q \in Q} \sup_{w \in R} \frac{\langle Tw, q \rangle_Q}{\|w\|_R \|q\|_Q} \geq C^\dagger > 0.
\]

Then there is for all \( q \in Q \) an element \( w \in R \) s.t. \( Tw = q \) and \( \|w\|_R \leq \frac{1}{C^\dagger} \|q\|_Q \).

**Proof.** We follow the proof steps of [5, Lemma 2]. For reasons of clarification we write for the \( Q \) and \( R \) inner product \( \langle \cdot, \cdot \rangle_Q, \langle \cdot, \cdot \rangle_R \) respectively. The Hilbert space adjoint \( T^* \) exists and satisfies

\[
C^\dagger \|q\|_Q \leq \sup_{w \in R} \frac{\langle Tw, q \rangle_Q}{\|w\|_R} = \sup_{w \in R} \frac{\langle w, T^* q \rangle_R}{\|w\|_R} = \|T^* q\|_R, \quad q \in Q.
\]

Thus we have injectivity of \( T^* \) and the left-inverse of \( T^* \) is bounded with operator norm \( \leq 1/C^\dagger \). This implies the surjectivity of \( T \) and the right-inverse \( T^\dagger \) is bounded by \( 1/C^\dagger \). \( \square \)

**Corollary 1** (Auxiliary inf-sup condition). If there is a constant \( C_{IS} > 0 \) s.t.

\[
\inf_{q \in V^n} \sup_{w \in V^{n-2}} \frac{\langle \tilde{d}^{n-1}S_{n-2}w, q \rangle}{\|w\|_V \|q\|} \geq C_{IS} > 0,
\]

then the property III is valid.

**Proof.** This follows directly from Lemma 1 with \( T = \tilde{d}^{n-1}S_{n-2}: V^{n-2} \to \tilde{V}^n \). \( \square \)

In Fig. 1 the relations between the different spaces are illustrated. For the spaces and operators

\[
\cdots \xrightarrow{\tilde{d}^{n-3}} V^{n-2} \xrightarrow{\tilde{d}^{n-2}} V^{n-1} \xrightarrow{\tilde{d}^{n-1}} V^n \xrightarrow{0} \{0\} \quad \xrightarrow{S_{n-2}} \quad \xrightarrow{S_{n-1}} \quad \xrightarrow{0} \{0\}
\]

**Figure 1:** The diagram commutes and relates the different spaces.

in Assumption 1 we can introduce an abstract mixed weak form.

**Definition 2** (Abstract mixed weak form). Find \((\sigma, u, p) \in V^{n-1} \times V^n \times V^n \) s.t.

\[
\mathcal{A}(\sigma, \tau) + \langle u, d^{n-1}\tau \rangle + \langle p, S_{n-1}\tau \rangle = l_{n-1}(\tau), \quad \forall \tau \in V^{n-1},
\]

\[
\langle d^{n-1}\sigma, v \rangle = l_n(v), \quad \forall v \in V^n,
\]

\[
\langle S_{n-1}\sigma, q \rangle = 0, \quad \forall q \in V^n,
\]

where \( l_k : W^k \to \mathbb{R} \) are continuous linear forms and \( \mathcal{A} : W^{n-1} \times W^{n-1} \to \mathbb{R} \) is a continuous and coercive bilinear form.
To have a well-defined problem above the obvious question arises: When is the weak form from above well-posed, i.e. which conditions lead to a unique solution? Since we observe a saddle-point problem structure, we just have to apply the Brezzi conditions from [13] which can be summarized in our context as follows.

**Definition 3** (Brezzi stability conditions). There are positive constants $C_{S1}$, $C_{S2}$ s.t.

\[
\begin{align*}
(S1) \quad & \mathfrak{A}(\tau, \tau) \geq C_{S1} \|\tau\|^2_V , \quad \forall \tau \in kB, \\
& kB := \{ \tau \in V^{n-1} \mid \langle d^{n-1}\tau, v \rangle + \langle S_{n-1}\tau, q \rangle = 0, \quad \forall (v, q) \in V^n \times \bar{V}^n \}, \\
(S2) \quad & \inf_{(v, q) \in V^n \times \bar{V}^n} \sup_{\tau \in V^n} \frac{\langle S_{n-1}\tau, q \rangle + \langle d^{n-1}\tau, v \rangle}{\|\tau\|_V (\|v\| + \|q\|)} \geq C_{S2} > 0.
\end{align*}
\]

The first condition (S1) is obviously fulfilled by Assumption [1] i.e. by the surjectivity of $d^{n-1}: V^{n-1} \to V^n$, i.e.

\[
\mathfrak{A}(\tau, \tau) \geq C \|\tau\|^2 = C \|\tau\|^2_V , \quad \forall \tau \in kB.
\]

The inf-sup condition (S2) seems more problematic and deserves a closer look.

**Lemma 2** (Well-posedness). In view of Assump. [4] and Def. [4] we obtain the well-posedness of the saddle-point problem (2) in the mentioned definition.

**Proof.** With the remarks above, it is enough to check the validity of (S2). We orient ourselves towards the proof of Theorem 7.2 in [19].

Let $(v, q) \in V^n \times \bar{V}^n \setminus \{0 \times 0\}$ arbitrary, but fixed. By the surjectivity assumption regarding $d^{n-1}$ we find $\tau \in V^{n-1}$ with $v = d^{n-1}\tau$. Then, in view of the surjectivity of $d^{n-1}S_{n-2}$ one can choose $\rho \in V^{n-2}$ s.t.

\[
\bar{d}^{n-1}S_{n-2}\rho = q - S_{n-1}\tau \in \bar{V}^n.
\]

Finally, we set

\[
\sigma := d^{n-2}\rho + \tau \in V^{n-1}.
\]

In particular, we see $d^{n-1}\sigma = 0 + d^{n-1}\tau = v$ and

\[
S_{n-1}\sigma = S_{n-1}d^{n-2}\rho + S_{n-1}\tau = \bar{d}^{n-1}S_{n-2}\rho + S_{n-1}\tau = q - S_{n-1}\tau + S_{n-1}\tau = q.
\]

By the arbitrariness of $(v, q)$ we get that

\[
T: V^{n-1} \to V^n \times \bar{V}^n \quad , \quad \kappa \mapsto d^{n-1}\kappa \times S_{n-1}\kappa
\]

is a continuous and surjective mapping between Banach spaces. By the open mapping theorem we have the existence of a $0 < \delta$ s.t.

\[
B_{\delta}(0 \times 0) \subset T(B_{1}(0)),
\]

where $B_r(\cdot)$ denote the respective open $r$-neighborhoods.

Let $\|v\| + \|q\| = C > 0$. Then we know from above the existence of $\sigma \in V^{n-1}$ with $T\sigma = (v, q)$. Hence,

\[
\frac{\delta}{2C}(v, q) \in B_{\delta}(0 \times 0) \subset T(B_{1}(0)).
\]
And consequently, there is a \( \tilde{\sigma} \in V^{n-1} \), \( \|\tilde{\sigma}\|_V < 1 \) with \( T\tilde{\sigma} = \frac{\delta}{2C}(v, q) \) and
\[
T\frac{2C}{\delta}\tilde{\sigma} = (v, q), \quad \|\frac{2C}{\delta}\tilde{\sigma}\|_V \leq \frac{2C}{\delta} \leq \frac{2}{\delta}(\|v\| + \|q\|).
\]
So we see the existence of a bounded right-inverse of the auxiliary mapping \( T \) which implies directly the inf-sup condition (S2).

After we justified the well-posedness of (2), we look at structure-preserving discretizations of the continuous bottom complex in Fig. [1] Using the theoretical foundations derived in [3], we clarify the term structure-preserving in the context of Hilbert complexes.

### 2.2 Discretization

For the next definition we follow [3, Section 5.2]

**Definition 4 (Structure-preserving discretization of Hilbert complexes).** A family of finite-dimensional spaces \((V^k_h)_h\) discretize the domain complex \((V^k, d^k)\) associated to the closed Hilbert complex \((W^k, d^k)\) structure-preserving, if the next three conditions are fulfilled:

- **Approximation property:** \( \lim_{h \to 0} \inf_{v_h \in V^j_h} \|w - v_h\|_V = 0, \forall w \in V^j, \forall j, \)

- **Subcomplex property:** \( V^j_h \subset V^j \) and \( d^j V^j_h \subset V^{j+1}_h \) for all \( j, \)

- **Bounded cochain projections:** There are projections \( \Pi^j_h : V^j \to V^j_h \) that are uniformly \( W \)-bounded w.r.t. \( h \) and that are compatible with the operators \( d^j \), i.e. it holds \( d^j \Pi^j_h = \Pi^{j+1}_h d^j \).

Such special discretizations preserve the key properties of the continuous pendant s.t. proofs and properties regarding the continuous complex can be mimicked in the discrete setting. This is the starting point for stable mixed methods. For more details we again refer to [3]. That is the reason why we state the next assumption.

**Assumption 2.** In following let \( V^k_h \subset V^k \) define structure-preserving discretizations of the bottom complex from Fig. [7] and let \( \tilde{V}^n_h \subset V^n \).

For the \( W \)-orthogonal projection from \( \tilde{V}^n \) onto \( \tilde{V}^n_h \) we write \( \tilde{\Pi}^n_h \), i.e. we get the subsequent commuting diagram:

It is natural to consider the discretized version of the weak form in Def. [2].

**Definition 5 (Discrete weak form).** Find \((\sigma_h, u_h, p_h) \in V^{n-1}_h \times V^n_h \times \tilde{V}^n_h\) s.t.
\[
\mathcal{A}(\sigma_h, \tau_h) + \langle u_h, d^{n-1}\tau_h \rangle + \langle p_h, S_{n-1}\tau_h \rangle = l_{n-1}(\tau_h), \quad \forall \tau_h \in V^{n-1}_h,
\]
\[
\langle d^{n-1}\sigma_h, v_h \rangle = l_n(v_h), \quad \forall v_h \in V^n_h,
\]
\[
\langle S_{n-1}\sigma_h, q_h \rangle = 0, \quad \forall q_h \in \tilde{V}^n_h.
\]

Now the question arises, whether we get well-posedness in the discrete setting. Unfortunately, it is not enough to just use the spaces defined by two separate structure-preserving discretizations of both complexes in Fig. [1] The connecting mappings \( S_k \) claim a suitable connection of the three spaces \( V^{n-1}_h \times V^n_h \times \tilde{V}^n_h \). By the next lemma it is clear, that we need also the discrete version of [1].
complex discretization we can apply the discrete Poincaré inequality \[2, \text{Theorem 3.6}\], i.e.

Then, obviously it is \( \bar{\Pi}_{h} \). Above, we find

Furthermore we find

is obvious.

Then the discrete formulation \([3]\) is well-posed for all \( h \).

Proof. We have well-posedness if the Brezzi stability conditions are fulfilled. In fact, the proof here is similar to the continuous setting. Hence, on the one hand we look at the discrete analogous of (S1)

Set \( kB_{h} := \{ \tau_{h} \in V_{h}^{n-1} \mid \langle d^{n-1}\tau_{h}, v_{h} \rangle + \langle S_{n-1}\tau_{h}, q_{h} \rangle = 0, \forall (v_{h}, q_{h}) \in V_{h}^{n} \times \bar{V}_{h}^{n} \} \). The subcomplex property implies \( d^{n-1}\tau_{h} = 0 \) and consequently the coercivity relation \( \mathfrak{A}(\tau_{h}, \tau_{h}) \geq C \| \tau_{h} \|_{V}^{2}, \forall \tau_{h} \in kB_{h} \) is obvious.

On the other hand, we check next the inf-sup condition (S2) for the finite-dimensional spaces. In the following, let \( (v_{h}, q_{h}) \in V_{h}^{n} \times \bar{V}_{h}^{n} \setminus \{0 \times 0\} \) arbitrary but fixed. By the surjectivity assumption regarding \( d^{n-1} \) we find \( \tau \in V_{n}^{n-1} \) with \( v_{h} = d^{n-1}\tau \), i.e. for \( \tau_{h} := \Pi_{h}^{n-1}\tau \) we see

Furthermore we find \( \tau_{h}^{\text{ref}} \in \mathfrak{R}(d^{n-1}) \cap V_{h}^{n-1}, \tau_{h}^{\perp} \in (\mathfrak{R}(d^{n-1}) \cap V_{h}^{n-1})^{\perp} \) s.t. \( \tau_{h} = \tau_{h}^{\text{ref}} + \tau_{h}^{\perp} \), where the orthogonal complement is taken within \( V_{h}^{n-1} \). Since \( (V_{h}^{k}, d_{k}) \) define a structure-preserving complex discretization we can apply the discrete Poincaré inequality \([2, \text{Theorem 3.6}]\), i.e.

Above, \( C_{P} \) does not dependent on \( h \), but on the operator norm \( \| \Pi_{h}^{n-1} \| \).

Then, obviously it is

where \( \bar{\Pi}_{h}^{n} : \bar{W}^{n} \rightarrow \bar{V}_{h}^{n} \) is the \( \bar{W}^{n} \)-orthogonal projection onto \( \bar{V}_{h}^{n} \). Due to the assumed inf-sup stability, we can apply Lemma \([4]\) where we choose

\[ T : V_{h}^{n-2} \rightarrow \bar{V}_{h}^{n}, \ w \mapsto \bar{\Pi}_{h}^{n}d^{n-1}S_{n-2}w. \]
One notes the fact $\langle \tilde{\Pi}^n_h \tilde{d}^{n-1} S_{n-2} w, q \rangle = \langle \tilde{d}^{n-1} S_{n-2} w, q \rangle$, $\forall w \in V^{n-2}$, $\forall q \in V^n_h$. Hence, there is a $w_h \in V^{n-2}$ with $\|w_h\|_V \leq \frac{1}{C_{IS}} \|q_h - \tilde{\Pi}^n_h S_{n-1} \tau^n_h\|$ and

$$\tilde{\Pi}^n_h \tilde{d}^{n-1} S_{n-2} w_h = Tw_h = q_h - \tilde{\Pi}^n_h S_{n-1} \tau^n_h.$$ 

Next we define

$$\sigma_h := d^{n-2} w_h + \tau^n_h \in V^{n-1}.$$ 

We have $d^{n-1} \sigma_h = d^{n-1} \tau^n_h = d^{n-1} \tau_h = v_h$. Besides, it is

$$\langle S_{n-1} \sigma_h, q_h \rangle = \langle \tilde{\Pi}^n_h S_{n-1} \sigma_h, q_h \rangle = \langle \tilde{\Pi}^n_h S_{n-1} d^{n-2} w_h, q_h \rangle + \langle \tilde{\Pi}^n_h S_{n-1} \tau^n_h, q_h \rangle = \langle q_h - \tilde{\Pi}^n_h S_{n-1} \tau^n_h, q_h \rangle + \langle \tilde{\Pi}^n_h S_{n-1} \tau^n_h, q_h \rangle = \|q_h\|^2.$$ 

Thus, we obtain $\langle S_{n-1} \sigma_h, q_h \rangle + \langle d^{n-1} \sigma_h, v_h \rangle = \|q_h\|^2 + \|v_h\|^2$. In view of the next inequality chain

$$\|d^{n-1} \sigma_h\| + \|\sigma_h\| \leq \|v_h\| + \|w_h\|_V + \|\tau^n_h\|$$

$$\leq \|v_h\| + \frac{1}{C_{IS}} \|q_h\| + \frac{1}{C_{IS}} \|\tilde{\Pi}^n_h S_{n-1} \tau^n_h\| + C_P \|v_h\|$$

$$\leq \|v_h\| + \frac{1}{C_{IS}} \|q_h\| + \frac{1}{C_{IS}} C_{S_{n-1}} \|\tau^n_h\| + C_P \|v_h\|$$

$$\leq C_2 \left( \|v_h\| + \|q_h\| \right),$$

we see the validity of (S2) in the discrete case. We remark that in the last line we can choose $C_2 = 1 + C_P + \frac{1}{C_{IS}} + \frac{C_P C_{S_{n-1}}}{C_{IS}}$, with $C_{S_{n-1}}$ denoting the continuity constant of $S_{n-1}$. This finishes the proof.

The derived well-posedness result gives us directly a quasi-optimal estimate.

**Corollary 2 (Quasi-optimality).** We assume the requirements of the last lemma. Furthermore, let $(\sigma, u, p)$ be the solution of the continuous problem (2). Then, there is a constant $C_{QO} = C_{QO}(C_{S1}, C_{S2}, C, C_{S_{n-1}}) < \infty$ independent of $h$ s.t. we have the error estimate

$$\| (\sigma - \sigma_h, u - u_h, p - p_h) \|_B \leq C_{QO} \inf_{\tau_h \in V^{n-1}_h, \psi_h \in V^n_h} \left( \| (\sigma - \tau_h, u - v_h, p - q_h) \|_B \right),$$

where $\| (\sigma, u, p) \|_B^2 := \| \sigma \|^2_V + \| u \|^2 + \| p \|^2$ and $C, C_{S_{n-1}}$ denote the continuity constants of $A$ and $S_{n-1}$ and $C_{S1}, C_{S2}$ are the constants from Def. 7.

**Proof.** This follows from the general theory on saddle-point problems; see [13, 14].

In the next part we focus on a weak formulation with weakly imposed symmetry in the context of linear elasticity and show how it fits to the above abstract setting.

### 3 Application to linear elasticity

Before we use the connections between Hilbert complexes and the theory of linear elasticity as established in [[6, 14]], we briefly explain the elasticity formulation with weakly imposed symmetry.
3.1 Linear elasticity with weakly imposed symmetry

In linear elasticity a domain $\Omega \subset \mathbb{R}^n$, $n \in \{2, 3\}$ is identified with some elastic body that is loaded with some force distribution $f$. In our case $\Omega$ will be a bounded Lipschitz domain. The state of the body can be expressed through the displacement field $u: \Omega \to \mathbb{R}^n$ that measures the difference between current configuration $\Omega + u$ and initial configuration, namely $\Omega$. Governing equations of the underlying model guaranteeing a physically reasonable description of the deformation process are

$$A\sigma = \varepsilon(u) \quad \text{in } \Omega,$$

$$\nabla \cdot \sigma = f \quad \text{in } \Omega. \tag{5}$$

Above $\varepsilon(u) = \frac{1}{2}(\nabla u + (\nabla u)^T)$ denotes the symmetric gradient and corresponds to the mechanical strain in the linear theory. Further, $A: \mathcal{S} \to \mathcal{S}$ is the compliance tensor, which comprises the material properties and $\sigma: \Omega \to \mathcal{S}$ is the symmetric stress tensor. $\mathcal{S}$ stands for the space of symmetric matrices. A classical conservation of momentum argument relates the stress tensor and the force $f$ and as a result one obtains equation \([6]\). An important, often considered special case are homogeneous and isotropic materials. Then the compliance tensor simplifies to

$$A\sigma = \frac{1}{2\mu} \left( \sigma - \frac{\lambda}{n\lambda + 2\mu} \text{tr}(\sigma) I \right),$$

and the material properties are condensed in form of Lamé coefficients $\lambda \geq 0$, $\mu > 0$. Within this document we assume that $A$ defines a bounded and coercive bilinear form $\langle A \cdot, \cdot \rangle$ on $L^2(\Omega, \mathbb{M})$. Actually, we have to specify some boundary conditions to complete the model, where we first consider the easy case of pure Dirichlet conditions, i.e. we assume $u = u_D$ on $\Gamma = \partial \Omega$ for some given $u_D \in H^{1/2}(\Gamma, \mathbb{R}^n)$. Supposing the invertibility of $A$ one gets a formulation only dependent on the displacement variable as combination of \([5]\) and \([6]\), namely

$$\nabla \cdot (C\varepsilon(u)) = f, \quad C := A^{-1}, \tag{7}$$

where $C$ is the so-called elasticity tensor. One standard approach to solve the latter equation in case of homogeneous boundary conditions weakly, is the primal formulation:

Find $u \in H^1_0(\Omega, \mathbb{R}^n)$ s.t. $\langle C\varepsilon(u), \varepsilon(v) \rangle = \langle f, v \rangle$, $\forall v \in H^1_0(\Omega, \mathbb{R}^n)$,

In general the latter formulation is unstable in the (nearly) incompressible regime, i.e. if $\lambda$ is large. Another point is the non-locality of stress-strain relations in more general material situations as viscoelasticity. Consequently, the primal weak formulation is not optimal also in view of generalizability. Therefore one can find in literature the Hellinger-Reissner mixed formulation that reads:

Find $\sigma \in H(\Omega, \text{div}, \mathcal{S}), v \in L^2(\Omega, \mathbb{R}^n)$ s.t.

$$\langle A\sigma, \tau \rangle + \langle u, \nabla \cdot \tau \rangle = \langle u_D, \tau \cdot \nu \rangle_\Gamma, \quad \forall \tau \in H(\Omega, \text{div}, \mathcal{S}),$$

$$\langle \nabla \cdot \sigma, v \rangle = \langle f, v \rangle, \quad \forall v \in L^2(\Omega, \mathbb{R}^n), \tag{8}$$

where $\nu$ in $\langle u_D, \tau \cdot \nu \rangle_\Gamma$ stands for the outer unit normal to the boundary $\Gamma$.

To obtain a mixed weak formulation for the elasticity system that does not require test spaces with strong symmetry, i.e. subspaces of $H(\Omega, \text{div}, \mathcal{S})$, Arnold et al. introduced in \([6]\) a weak form $H^{1/2}(\Gamma, \mathbb{R}^n)$ is the image of the trace mapping $\gamma: H^1(\Omega, \mathbb{R}^n) \to H^{1/2}(\Gamma, \mathbb{R}^n)$. For more information about trace spaces we refer to \([29]\).
with weakly imposed symmetry. It can be rewritten equivalently as: \( \text{Find } \sigma \in H(\Omega, \text{div}, \mathbb{M}), \ u \in L^2(\Omega, \mathbb{R}^n) \) and \( p \in L^2(\Omega, \mathbb{R}^{s(n)}) \), \( s(n) = 2n - 3 \) s.t.
\[
\langle A\sigma, \tau \rangle + \langle u, \nabla \cdot \tau \rangle + \langle p, \text{Skew } \tau \rangle = \langle u_D, \tau \cdot \nu \rangle_{\Gamma}, \quad \forall \tau \in H(\Omega, \text{div}, \mathbb{M}),
\]
\[
\langle \nabla \cdot \sigma, v \rangle = \langle f, v \rangle, \quad \forall v \in L^2(\Omega, \mathbb{R}^n),
\]
\[
\langle \text{Skew } \sigma, q \rangle = 0, \quad \forall q \in L^2(\Omega, \mathbb{R}^{s(n)}).
\]

We get the last form if one drops the symmetry condition and replaces it by a variational statement, namely we assume
\[
\langle \text{Skew } \sigma, q \rangle = 0, \quad \forall q \in L^2(\Omega, \mathbb{R}^{s(n)}),
\]
which is equivalent to
\[
\int_{\Omega} q_i (\sigma_{ij} - \sigma_{ji}) dx = 0, \quad \forall q_i \in L^2(\Omega), \ i \neq j.
\]
The mentioned constraint is incorporated by means of a Lagrange multiplier and this explains the additional variable \( p \) and the last line in (9). It is easy to see the equivalence of the two formulations in the continuous setting, where the Lagrange multiplier is related to the solution \( (\sigma, u) \) through \( p = \frac{1}{2} \text{Skew}(\nabla u) \). Main advantage of the latter problem statement is the obtained flexibility for discretization approaches compared to (8), but the price to pay is the increased number of degrees of freedom.

We observe the similar structure of (9) and (2). In fact, the former is a special case of the abstract problem as we show below. First we look at the two-dimensional case \( (n = 2) \) and define the spaces
\[
V^0 = H^1(\Omega, \mathbb{R}^2), \quad V^1 = H(\Omega, \text{div}, \mathbb{M}), \quad V^2 = L^2(\Omega, \mathbb{R}^2),
\]
\[
W^0 = L^2(\Omega, \mathbb{R}^2), \quad W^1 = L^2(\Omega, \mathbb{M}), \quad W^2 = L^2(\Omega, \mathbb{R}^2),
\]
\[
\tilde{V}^0 = H^1(\Omega, \mathbb{R}), \quad \tilde{V}^1 = H(\Omega, \text{div}, \mathbb{R}^2), \quad \tilde{V}^2 = L^2(\Omega, \mathbb{R}),
\]
\[
\tilde{W}^0 = L^2(\Omega, \mathbb{R}), \quad \tilde{W}^1 = L^2(\Omega, \mathbb{R}^2), \quad \tilde{W}^2 = L^2(\Omega, \mathbb{R}).
\]

For \( n = 3 \), the three-dimensional case, we choose:
\[
V^0 = H^1(\Omega, \mathbb{R}^3), \quad V^1 = H(\Omega, \text{curl}, \mathbb{M}), \quad V^2 = H(\Omega, \text{div}, \mathbb{M}), \quad V^3 = L^2(\Omega, \mathbb{R}^3),
\]
\[
W^0 = L^2(\Omega, \mathbb{R}^3), \quad W^1 = L^2(\Omega, \mathbb{M}), \quad W^2 = L^2(\Omega, \mathbb{M}), \quad W^3 = L^2(\Omega, \mathbb{R}^3).
\]

And further we set \( \tilde{V}^i = V^i, \tilde{W}^i = W^i \) for the 3D case. Then, with the above choice of spaces we can construct closed Hilbert complexes with underlying \( L^2 \) inner products. More precisely, we obtain the vector-valued de Rham chains in Fig. 3 and Fig. 4 where
\[
\Xi M := MT - \text{tr}(M) I, \quad \text{i.e.} \quad \Xi^{-1} = MT - \frac{1}{2} \text{tr}(M) I, \quad \text{see [10] Sec. 4.1].}
\]

Since the differential operators act row-wise, we can think of row-wise classical de Rham sequences and thus the next lemma is clear.

**Lemma 4** (Hilbert complexes for linear elasticity). The top and bottom sequences in Fig. 3 and Fig. 4 define closed Hilbert complexes with underlying \( L^2 \) inner products. Furthermore, the mentioned diagrams commute, i.e. we have the relations
\[
\nabla \cdot v = \text{Skew}(\text{curl}(v)), \quad \forall v \in H^1(\Omega, \mathbb{R}^2) \quad \text{and} \quad \nabla \cdot (\Xi w) = \text{Skew}(\nabla \times w), \quad \forall w \in H(\Omega, \text{curl}, \mathbb{M}).
\]
\[\mathbb{R} \xrightarrow{\ell} H^1(\Omega, \mathbb{R}) \xrightarrow{\text{curl}} H(\Omega, \text{div}, \mathbb{R}^2) \xrightarrow{\nabla \cdot} L^2(\Omega, \mathbb{R}) \xrightarrow{0} \{0\}\]

\[\mathbb{R}^2 \xrightarrow{\ell} H^1(\Omega, \mathbb{R}^2) \xrightarrow{\text{curl}} H(\Omega, \text{div}, \mathbb{M}) \xrightarrow{\nabla \cdot} L^2(\Omega, \mathbb{R}^2) \xrightarrow{0} \{0\}\]

Figure 3: Here we display the diagram in Fig. 1 adapted to the 2D Hellinger-Reissner formulation with weak symmetry.

\[\mathbb{R}^3 \xrightarrow{\ell} H^1(\Omega, \mathbb{R}^3) \xrightarrow{\nabla} H(\Omega, \text{curl}, \mathbb{M}) \xrightarrow{\nabla \times} H(\Omega, \text{div}, \mathbb{M}) \xrightarrow{\nabla \cdot} L^2(\Omega, \mathbb{R}^3) \xrightarrow{0} \{0\}\]

\[\mathbb{R}^3 \xrightarrow{\ell} H^1(\Omega, \mathbb{R}^3) \xrightarrow{\nabla} H(\Omega, \text{curl}, \mathbb{M}) \xrightarrow{\nabla \times} H(\Omega, \text{div}, \mathbb{M}) \xrightarrow{\nabla \cdot} L^2(\Omega, \mathbb{R}^3) \xrightarrow{0} \{0\}\]

Figure 4: The relevant complexes for the 3D weak symmetry Hellinger-Reissner form.

**Proof.** First regarding the situation \(n = 2\). Then, using suitable proxy fields, the top complex in Fig. \(3\) corresponds to the standard 2D de Rham chain and hence it is a closed Hilbert complex; see [19, Section 3]. The bottom complex is built up of two row-wise de Rham sequences and the closedness is clear, too. On the other hand, in Fig. \(4\) we have in both rows the classical vector-valued de Rham chain. This means, we have indeed closed Hilbert complexes.

It remains to show the last two commutativity relations. Since they are explained and derived in [19 Section 4.1], we postpone the calculations to the appendix; see Sec. \(A\).

**Lemma 5** (Inf-sup condition). For \(n \in \{2, 3\}\) it holds

\[
\inf_{q \in L^2(\Omega)} \sup_{w \in H^1(\Omega, \mathbb{R}^n)} \frac{\langle \nabla \cdot w, q \rangle}{\|w\|_{H^1} \|q\|_{L^2}} > 0,
\]

as well as for \(n = 3\) it is also

\[
\inf_{v \in L^2(\Omega, \mathbb{R}^n)} \sup_{m \in H^1(\Omega, \mathbb{M})} \frac{\langle \nabla \cdot (\Xi m), v \rangle}{\|m\|_{\text{curl}} \|v\|_{L^2}} > 0,
\]

We note that we have a domain \(\Omega \subset \mathbb{R}^n\).

**Proof.** The first part of the assertion is a classical result within PDE theory. And since \(\Xi\) defines a bounded bijection from \(H^1(\Omega, \mathbb{M})\) to itself, the second statement follows by the first one.

Thus in view of the Lemmata 4, 5 and the two diagrams in Figs. 3, 4 we obtain the wanted result, namely the mixed linear elasticity formulation with weakly imposed symmetry fits to the abstract setting of the previous chapter. In particular we see the well-posedness of the continuous problem \(\mathcal{P}\). Besides, there is a guideline for the choice of discretization spaces. We need structure-preserving de Rham chain discretizations and we have to check the inf-sup condition. In the next sections we define suitable approximation spaces exploiting the concept of isogeometric de Rham spaces.

### 3.2 Discretization

Our main reference for this section is the paper [16], where structure-preserving de Rham discretizations are developed and applied in the context of Maxwell’s equations.
We begin with a brief explanation of B-splines and the corresponding isogeometric de Rham spaces in three and two dimensions. For details on IGA we refer to [17, 21, 9].

### 3.2.1 B-splines and isogeometric de Rham spaces

Here, we state a short overview of B-spline functions, spaces respective, and some basic results in the univariate as well as in the multivariate case.

Following [17, 9] for a brief exposition, we call an increasing sequence of real numbers \( \Xi := \{\xi_1 \leq \xi_2 \leq \cdots \leq \xi_{k+p+1}\} \) for some \( p \in \mathbb{N} \) knot vector, where we assume \( 0 = \xi_1 = \xi_2 = \cdots = \xi_{p+1}, \xi_{k+1} = \xi_{k+2} = \cdots = \xi_{k+p+1} = 1 \), and call such knot vectors \( p \)-open. Further the multiplicity of the \( j \)-th knot is denoted by \( m(\xi_j) \). Then the univariate B-spline functions \( \hat{B}_{j,p}(\cdot) \) of degree \( p \) corresponding to a given knot vector \( \Xi \) is defined recursively by the Cox-DeBoor formula:

\[
\hat{B}_{j,0}(\zeta) := \begin{cases} 
1, & \text{if } \zeta \in [\xi_j, \xi_{j+1}) \\
0, & \text{else,}
\end{cases}
\]

and if \( p \in \mathbb{N}_{\geq 1} \) we set

\[
\hat{B}_{j,p}(\zeta) := \frac{\zeta - \xi_j}{\xi_{j+p} - \xi_j} \hat{B}_{j,p-1}(\zeta) + \frac{\xi_{j+p+1} - \zeta}{\xi_{j+p+1} - \xi_{j+1}} \hat{B}_{j+1,p-1}(\zeta),
\]

where one puts \( 0/0 = 0 \) to obtain well-definedness. The knot vector \( \Xi \) without knot repetitions is denoted by \( \{\psi_1, \ldots, \psi_N\} \).

The multivariate extension of the last spline definition is achieved by a tensor product construction. In other words, we set for a given knot vector \( \Xi := \Xi_1 \times \cdots \times \Xi_d \), where the \( \Xi_l = \{\xi_{l,1}, \ldots, \xi_{l,\ell_l+p_{l+1}}\}, l = 1, \ldots, d \) are \( p_l \)-open, and a given degree vector \( p := (p_1, \ldots, p_d) \) for the multivariate case

\[
\hat{B}_{i,p}(\zeta) := \prod_{l=1}^{d} \hat{B}_{i_l,p_{l}}(\zeta_{l}), \quad \forall i, \quad \zeta := (\xi_1, \ldots, \xi_d),
\]

with \( d \) as the underlying dimension of the parametric domain \( \hat{\Omega} := (0,1)^d \) and \( I \) the multi-index set \( I := \{(i_1, \ldots, i_d) \mid 1 \leq i_l \leq k_l, l = 1, \ldots, d\} \).

B-splines fulfill several properties and for our purposes the most important ones are:

- If for all internal knots the multiplicity satisfies \( 1 \leq m(\xi_j) \leq m \leq p \), then the B-spline basis functions \( \hat{B}_{i,p}(\cdot) \) are globally \( C^{p-m} \)-continuous. Therefore we define in this case the regularity integer \( r := p - m \). Obviously, by the product structure, we get splines \( \hat{B}_{i,p}(\cdot) \) which are \( C^r \)-smooth w.r.t. the \( l \)-th coordinate direction if the internal multiplicities fulfill \( 1 \leq m(\xi_j^l) \leq m_l \leq p_l \), \( \forall j, r_l := p_l - m_l \), in the multivariate case. In case of \( r_l < 0 \) we have discontinuous splines w.r.t. the \( i \)-th coordinate direction.

- The B-splines \( \{\hat{B}_{i,p} \mid i \in I\} \) are linearly independent.

- For univariate splines \( \hat{B}_{i,p}, p \geq 1, r \geq 0 \) we have

\[
\partial^r \hat{B}_{i,p}(\zeta) = \frac{p}{\xi_{i+p} - \xi_i} \hat{B}_{i,p-1}(\zeta) - \frac{p}{\xi_{i+p+1} - \xi_{i+1}} \hat{B}_{i+1,p-1}(\zeta),
\]

with \( \hat{B}_{i,p-1}(\zeta) := \hat{B}_{k+1,p-1}(\zeta) := 0 \).
• The support of the spline $\hat{B}_{i,p}$ is in the interval $[\xi_i, \xi_{i+p+1}]$. Moreover, the knots $\psi_j$ define a subdivision of the interval $(0,1)$ and for each element $I = (\psi_j, \psi_{j+1})$ we find a $i$ with $(\psi_j, \psi_{j+1}) = (\xi_i, \xi_{i+1})$.

The space spanned by all univariate splines $\hat{B}_{i,p}$ corresponding to a given knot vector with degree $p$ and global regularity $r$ is denoted by

$$S^r_p := \text{span}\{\hat{B}_{i,p} \mid i = 1, \ldots, k\}.$$ 

For the multivariate case we just define the spline space as the product space

$$S^r_{p_1, \ldots, p_d} := S^r_{p_1} \otimes \cdots \otimes S^r_{p_d} = \text{span}\{\hat{B}_{i,p} \mid i \in I\}$$

of proper univariate spline spaces.

To define discrete spaces based on splines we require a parametrization mapping $F$:

$$F: \Omega := (0,1)^n \to \Omega \subset \mathbb{R}^n$$

which parametrizes the computational domain. The knots stored in the knot vector $\Xi$, corresponding to the underlying splines, determine a mesh in the parametric domain $\hat{\Omega}$, namely $\hat{T} := \{K_j := (\psi_{j1},1, \psi_{j1}+1) \times \cdots \times (\psi_{jn},1, \psi_{jn+1}) \mid j = (j_1, \ldots, j_n), \text{ with } 1 \leq j_i < N_i\}$, and with $\Psi = \{\psi_1^1, \ldots, \psi_{N_1}^1\} \times \cdots \times \{\psi_1^n, \ldots, \psi_{N_n}^n\}$ as the knot vector $\Xi$ without knot repetitions. The image of this mesh under the mapping $F$, i.e. $T := \{F(K) \mid K \in \hat{T}\}$, gives us a mesh structure in the physical domain. By inserting knots without changing the parametrization we can refine the mesh, which is the concept of $h$-refinement [21, 17]. For a mesh $T$ we define the global mesh size $h := \max\{h_K \mid K \in T\}$, where for $K \in T$ we denote with $h_K := \text{diam}(K)$ the element size.

For our IGA spaces we have the next underlying basic assumptions.

**Assumption 3. (Regular mesh)**

We denote with $T_h$ the mesh with global mesh size $h$ and assume shape-regularity and quasi-uniformity. In particular, there exists a constant $c_u$ independent from the mesh size such that $h_K \leq h \leq c_u h_K$ for all mesh elements $K \in T_h$. Let the parametrization mapping $F$ be diffeomorphic with $F \in C^2(\Omega)$, $F^{-1} \in C^2(\Omega)$ and let the restrictions of $F$ to mesh elements be smooth. Hence the Jacobian $J := DF$ is a uniformly continuous mapping.

**Remark 1 (Isogeometric parametrization).** Following the idea of isogeometric analysis, we assume $F$ to be defined utilizing B-splines or NURBS, where NURBS (Non-uniform rational B-splines) are a generalization of the mentioned B-splines by incorporating a B-spline weight function. In other words we use the B-splines for both, the discrete function space definition and the geometry description.

Basis for the stable discretization of the mixed linear elasticity formulation with weak symmetry is the connection between the de Rham complex as described in [6] and in the previous Sec 3.1. Therefore we will exploit later structure-preserving discretizations of the de Rham chain utilizing proper spline spaces. A detailed discussion on underlying isogeometric discrete differential forms can be found in [16] and below we state very shortly some results from the latter reference. They point out to be useful for approximation methods.
Firstly, for $\Omega \subset \mathbb{R}^3$ and $p_l > r_l \geq 0$, the spaces

$$V^0_{h,3} := \gamma^{-1}_0(\tilde{V}^0_{h,3}) \quad \text{with} \quad \tilde{V}^0_{h,3} := \mathcal{S}^{r_1,r_2,r_3}_{p_1,p_2,p_3}$$

and

$$V^1_{h,3} := \gamma^{-1}_1(\tilde{V}^1_{h,3}) \quad \text{with} \quad \tilde{V}^1_{h,3} := (S^{r_1-1,r_2,r_3}_{p_1-1,p_2,p_3} \times S^{r_1,r_2-1,r_3}_{p_1,p_2-1,p_3} \times S^{r_1,r_2,r_3-1}_{p_1,p_2,p_3})^T$$

form an exact subcomplex of the de Rham chain, i.e. there are continuous projections $\mathcal{Y}_i$ such that we obtain the commuting diagram in Fig. 5.

$$\Pi^i_{h,3} : L^2(\Omega) \to V^i_{h,3}, \quad i = 0, 3 \quad \text{and} \quad \Pi^j_{h,3} : L^2(\Omega, \mathbb{R}^3) \to V^j_{h,3}, \quad j = 1, 2,$$

such that we obtain the commuting diagram in Fig. 5.

![Figure 5: Discretization of the 3D de Rham chain.](image)

Further due to the smoothness properties of the splines we get indeed a subcomplex meaning the discrete spaces are subspace of the continuous pendants. And the pull-backs $\mathcal{Y}_i$ are compatible with the chain, too. In other words the diagram in Fig. 6 commutes. The hat notation $\mathcal{V}$ shows us that

$$\Phi \quad \text{such that} \quad \mathcal{V}$$

we take the derivatives w.r.t. the parametric coordinates.

For reasons of simplification we assume in the following that $p := p_1 = p_2 = p_3$ and $r := r_1 = r_2 = r_3$. Moreover, as shown in [16], we can define the mentioned $\Pi^i_{h,3}$ projections in such a way that the next approximation estimates are valid.

**Lemma 6 (Spline approximation results in 3D).** Let $0 \leq r < p$. Assuming sufficient regularity for $\phi$ and $v$, it is

$$\|\phi - \Pi^0_{h,3}(\phi)\|_{H^l} \leq C h^{s-l} \|\phi\|_{H^s}, \quad 0 \leq l \leq s \leq p + 1,$$

$$\|v - \Pi^1_{h,3}(v)\|_{\text{curl}} \leq C h^s \|v\|_{H^s(\text{curl})}, \quad 0 \leq s \leq p,$$

$$\|v - \Pi^2_{h,3}(v)\|_{\text{div}} \leq C h^s \|v\|_{H^s(\text{div})}, \quad 0 \leq s \leq p,$$

$$\|\phi - \Pi^3_{h,3}(\phi)\|_{L^2} \leq C h^s \|\phi\|_{H^s}, \quad 0 \leq s \leq p.$$
Proof. See [16, Theorem 5.3 and Remark 5.1].

Here and in the rest of the article $C < \infty$ denotes a constant only depending on the domain $\Omega$, $\mathbf{F}$ and the polynomial degrees as well as on the regularity parameter $r$ and may vary at different occurrences.

If we consider the case of $\Omega \subset \mathbb{R}^2$ one can introduce different spline spaces which also yield an exact subcomplex of the 2D de Rham complex. To be more precise the approach in [16] is based on the product structure of the B-splines and it is used for definitions of the projections and the discrete function spaces. That is way we can easily adapt the procedure and the steps to the planar case. In other words, we obtain another commuting diagram,

$$
\begin{array}{ccccccc}
\mathbb{R} & \xrightarrow{\ell} & H^1(\Omega) & \xrightarrow{\text{curl}} & H(\Omega, \text{div}) & \xrightarrow{\nabla} & L^2(\Omega) & \xrightarrow{0} & \{0\} \\
\text{id} & & \Pi^0_{h,2} & & \Pi^1_{h,2} & & \Pi^2_{h,2} & & \text{id} \\
\mathbb{R} & \xrightarrow{\ell} & V^0_{h,2} & \xrightarrow{\text{curl}} & V^1_{h,2} & \xrightarrow{\nabla} & V^2_{h,2} & \xrightarrow{0} & \{0\}
\end{array}
$$

where

$$
V^0_{h,2} := \mathcal{Y}^{-1}_0(\tilde{V}^0_{h,2}) \quad \text{with} \quad \tilde{V}^0_{h,2} := S^p_r, \\
V^1_{h,2} := \mathcal{Y}^{-1}_1(\tilde{V}^1_{h,2}) \quad \text{with} \quad \tilde{V}^1_{h,2} := (S^r_{p-1} \times S^r_{p-1})^T, \\
V^2_{h,2} := \mathcal{Y}^{-1}_2(\tilde{V}^2_{h,2}) \quad \text{with} \quad \tilde{V}^2_{h,2} := S^{r-1}_{p-1},
$$

and with $L^2$-continuous projections $\Pi^i_{h,2}$ onto the respective spaces. One notes the same notation for the pull-backs in 2D as for 3D and we mean the straightforward restriction to the two-dimensional setting. An important aspect showing the appropriateness of the $\mathcal{Y}_i$ are the properties

$$
\nabla \cdot \mathcal{Y}_2(v) = \mathcal{Y}_3(\nabla \cdot v), \quad \text{curl}(\mathcal{Y}_0(\phi)) = \mathcal{Y}_2(\text{curl}(\phi)), \quad \text{in } 2D,
$$

which can be proven easily. Completely analogously to the 3D case one can derive approximation estimates for the latter spaces.

**Lemma 7** (Spline approximation results in 2D). Let $0 \leq r < p$. It holds

$$
\begin{align*}
\| \phi - \Pi^0_{h,2} \phi \|_{H^1} & \leq C h^{s-l} \| \phi \|_{H^s}, \quad 0 \leq l \leq s \leq p + 1, \\
\| v - \Pi^1_{h,2} v \|_{\text{div}} & \leq C h^s \| v \|_{H^s(\text{div})}, \quad 0 \leq s \leq p, \\
\| \phi - \Pi^2_{h,2} \phi \|_{L^2} & \leq C h^s \| \phi \|_{H^s}, \quad 0 \leq s \leq p,
\end{align*}
$$

for sufficiently smooth $\phi, v$.

**Proof.** With the analogous proof steps like for the 3D de Rham chain, this follows from [16]; compare [16, Theorem 5.3 and Remark 5.1].

**Remark 2.** The spaces $V^i_{h,n}$ from above depend on the regularity and on the polynomial degree. This is the reason why we will write later sometimes $V^i_{h,n}(p, r)$ to emphasize the underlying regularity $r$ and degree $p$.

After the introduction of elementary notions and spline spaces we can choose now proper discrete spaces for our linear elasticity formulation with weak symmetry. The choice of these spaces and the well-posedness proof for the arising saddle-point problem is part of the next section.
3.2.2 Choice of discrete spaces

As already mentioned, the isogeometric de Rham spaces $V^j_{h,3}$ and $V^j_{h,2}$ from the last section lead to structure-preserving discretizations of the de Rham sequences in 2D and 3D. Hence, due to Lemma 3, it is natural to choose for the discretization of $(\sigma, u, p)$ in the spaces $U_h$, $\Sigma_h$, $P_h$ defined below:

**Definition 6** (Choice of spaces). For $p \geq 2$, $p - 1 > r \geq 0$ and using the abbreviations

$$W^1_h := V^1_{h,3}(p + 1, r), \quad W^2_h := V^2_{h,3}(p + 1, r), \quad W^3_h := V^3_{h,3}(p + 1, r), \quad W^3_0 := V^3_{h,3}(p - 1, r)$$

we set in the three-dimensional setting

$$\Sigma_h := (W^2_h \times W^2_h \times W^2_h)^T, \quad U_h := (W^3_h \times W^3_h \times W^3_h)^T, \quad P_h := (W^3_h \times W^3_h \times W^3_h)^T.$$  

If we write e.g. $(W^2_h \times W^2_h \times W^2_h)^T$ we mean that the rows of the matrix fields are elements of $W^2_h$.

Further, we introduce the auxiliary spaces

$$R_h := (W^1_h \times W^1_h \times W^1_h)^T, \quad R_{h,0} := R_h \cap H^1_0(\Omega, \mathbb{M}), \quad P_{h,0} := P_h \cap L^2(\Omega, \mathbb{R}^3).$$  

(13)

For two dimensions the definition is easier, namely for $p > r + 1 \geq 1$ we choose

$$\Sigma_h := (V^1_{h,2}(p, r) \times V^1_{h,2}(p, r))^T, \quad U_h := (V^2_{h,2}(p, r) \times V^2_{h,2}(p, r))^T, \quad P_h := V^0_{h,2}(p - 1, r),$$

and define the auxiliary space $R_h := (V^0_{h,2}(p, r) \times V^0_{h,2}(p, r))^T$.

Since we used spaces from the isogeometric de Rham sequences to define $\Sigma_h, U_h, P_h$ one can introduce $L^2$-bounded cochain projections onto the mentioned spaces by means of the (row-wise) application of the projections from Sec. 3.2.1. We denote them with

$$\Pi^\Sigma_h : L^2(\Omega, \mathbb{M}) \to \Sigma_h, \quad \Pi^U_h : L^2(\Omega, \mathbb{R}^n) \to U_h, \quad \Pi^P_h : L^2(\Omega, \mathbb{R}^{s(n)}) \to P_h,$$

$$\Pi^R_h : L^2(\Omega, \mathbb{R}) \to R_h \text{ for } n = 3, \quad \Pi^R_h : L^2(\Omega, \mathbb{R}^2) \to R_h \text{ for } n = 2,$$

and they lead to the commuting diagrams in Fig. 7 (2D) and Fig. 8 (3D).

---

The approximation properties of latter projections are easily derived with Lemma 7 and Lemma 6 and they are summarized in the next corollary.
Corollary 3. Supposing smooth enough mappings \((\sigma, u, q) \in L^2(\Omega, \mathbb{M}) \times L^2(\Omega, \mathbb{R}^n) \times L^2(\Omega, \mathbb{R}^{s(n)})\) and \(w \in L^2(\Omega, \mathbb{M}) (n = 3)\), \(w \in L^2(\Omega, \mathbb{R}^2) (n = 2)\), respectively, then it holds for \(0 \leq r < p-1\), \(0 \leq s \leq p\) and proper constants \(C_R, C_\Sigma, C_U, C_P\) in 2D:
\[
\begin{align*}
\|w - \Pi_R^h w\|_{L^2} & \leq C_R h^s \|w\|_{H^s}, \\
\|\sigma - \Pi_\Sigma^h \sigma\|_{\text{div}} & \leq C_\Sigma h^s \|\sigma\|_{H^s(\text{div})}, \\
\| u - \Pi_U^h u\|_{L^2} & \leq C_U h^s \|u\|_{H^s}, \\
\|q - \Pi_P^h q\|_{L^2} & \leq C_P h^s \|q\|_{H^s}.
\end{align*}
\]

In 3D \((n = 3)\) we obtain analogous estimates, but in the inequalities regarding \(\Pi_R^h, \Pi_\Sigma^h, \Pi_U^h\) we allow for \(0 \leq s \leq p + 1\).

For the proof of the inf-sup stability in 3D we also need the space \(R_{h,0}\) from (13) with zero boundary conditions. For such spaces with boundary conditions there are also proper \(L^2\)-bounded projections.

Definition 7 (Projections with BC in 3D). Let us write \(\bar{\Pi}_{h,0}^1 \colon H^1_0(\hat{\Omega}, \mathbb{R}^3) \rightarrow \bar{W}^1_h \cap H^1_0(\hat{\Omega}, \mathbb{R}^3)\) for the classical spline projection with zero boundary values in the parametric domain, where \(\bar{W}^1_h \coloneqq \mathcal{V}_1(W^1_h)\). Compare (4.6) in [17], [4] Sec. 3.4], respectively. Then define
\[
\Pi_{h,0}^1 \colon H^1_0(\Omega, \mathbb{R}^3) \rightarrow W^1_{h,0} \coloneqq W^1_h \cap H^1_0(\Omega, \mathbb{R}^3), \quad \Pi_{h,0}^1 \coloneqq \mathcal{V}_1^{-1} \circ \bar{\Pi}_{h,0}^1 \circ \mathcal{V}_1.
\]

If we have matrix-valued mappings we write \(\Pi_{h,0}^R\) for the row-wise application of the above projection, i.e. \(\Pi_{h,0}^R \colon H^1_0(\Omega, \mathbb{M}) \rightarrow R_{h,0}\), with \(\Pi_{h,0}^R = (\Pi_{h,0}^1, \Pi_{h,0}^1, \Pi_{h,0}^1)^T\). For details on spline projections we refer to [9].

Lemma 8. It exists a constant \(C_{P_1}\) independent of \(h\) s.t.
\[
\begin{align*}
\|v - \Pi_{h,0}^1 v\|_{L^2} & \leq C_{P_1} h \|v\|_{H^1}, \quad \forall v \in H^1_0(\Omega, \mathbb{R}^3), \\
\|v - \Pi_{h,0}^1 v\|_{H^1} & \leq C_{P_1} \|v\|_{H^1}, \quad \forall v \in H^1_0(\Omega, \mathbb{R}^3).
\end{align*}
\]

Analogous results are valid for \(\Pi_{h,0}^R\).

Proof. By the assumptions concerning the parametrization \(\mathbf{F}\) we have constants \(C_1, C_2 > 0\) s.t. \(C_1 \|v\|_{H^1(\hat{\Omega})} \leq \|\mathcal{V}_1(v)\|_{H^1(\hat{\Omega})} \leq C_2 \|v\|_{H^1(\hat{\Omega})}\) and \(C_1 \|v\|_{L^2(\hat{\Omega})} \leq \|\mathcal{V}_1(v)\|_{L^2(\hat{\Omega})} \leq C_2 \|v\|_{L^2(\hat{\Omega})}\). And from standard IGA results (see [9]) we know that there is a constant \(\hat{C}\) with \(\|\hat{v} - \Pi_{h,0}^1 \hat{v}\|_{L^2} \leq \ldots\)
for a proper the validity of the above inequality for a suitable \( \bar{C} \) \( h \) \( \bar{C} \| \bar{v} \|_{H^1} \) for all \( \bar{v} \in H^1_0(\hat{\Omega}, \mathbb{R}^3) \). Thus, for \( v \in H^1_{0}(\Omega, \mathbb{R}^3) \) we have the estimate chain
\[
\| v - \Pi_{h,0}^1 v \|_{L^2(\Omega)} = \| v - \mathcal{Y}_1^{-1} \circ \Pi_{h,0}^1 \circ \mathcal{Y}_1 v \|_{L^2(\Omega)} \leq \frac{1}{C_1} \| \mathcal{Y}_1 v - \Pi_{h,0}^1 \circ \mathcal{Y}_1 v \|_{L^2(\hat{\Omega})} \leq \frac{\bar{C}}{C_1} h \| \mathcal{Y}_1 v \|_{H^1(\hat{\Omega})} \leq \frac{\bar{C}C_2}{C_1} h \| v \|_{H^1(\Omega)}.
\]
Analogous estimates can be made for the \( H^1 \) norm. This finishes the proof for the projection \( \Pi_{h,0}^1 \).
The estimates for \( \Pi_{h,0}^R \) follow by similar steps.

After we clarified the spaces for the application example of linear elasticity, it remains to prove the Brezzi stability conditions. We focus on this in the next section.

### 3.2.3 Well-posedness

Next we check the well-posedness of our finite-dimensional problem: Find \( (\sigma_h, u_h, p_h) \in (\Sigma_h, U_h, P_h) \) s.t.
\[
\begin{align*}
\langle A\sigma_h, \tau_h \rangle &+ \langle u_h, \nabla \cdot \tau_h \rangle + \langle p_h, \text{Skew} \tau_h \rangle = \langle u_D, \tau_h \cdot \nu \rangle_{\Gamma}, \quad \forall \tau_h \in \Sigma_h, \\
\langle \nabla \cdot \sigma_h, v_h \rangle &\quad = \langle f, v_h \rangle, \quad \forall v_h \in U_h, \quad \text{(14)} \\
\langle \text{Skew} \sigma_h, q_h \rangle &\quad = 0, \quad \forall q_h \in P_h.
\end{align*}
\]

With Def. [6] and Lemma [3] we see that the only missing part for a proof of the well-posedness in the discrete setting is the inf-sup condition [4] corresponding to the diagrams in Fig [7] and Fig. [8]. Since the proof of the two-dimensional case is much easier than the one for 3D and since for the former we use an analogous proof like in [5], we consider the proofs for both cases separately.

**Theorem 1** (Well-posedness). *For the choice of discrete spaces in Def. [6] there exists a \( h_{\max} > 0 \) s.t. we obtain for (14) and for all \( 0 < h \leq h_{\max} \) a unique solution. Then, the corresponding Brezzi stability conditions are fulfilled; cf. Def. [3].

**Proof for 2D**: As already mentioned, we look only at the inf-sup condition [4] which reads for Fig. [7]. There is a constant \( C_{IS} > 0 \) with
\[
\inf_{q_h \in P_h} \sup_{w_h \in R_h} \frac{\langle \nabla \cdot w_h, q_h \rangle}{\| w_h \|_{H^1} \| q_h \|_{L^2}} > C_{IS}.
\]
One notes that \( (R_h, P_h) \) is an isogeometric Taylor-Hood space pair. From [12] Theorem 4.1 we get the validity of the above inequality for a suitable \( C_{IS} \), which is independent of \( h \), as long as \( h \leq h_{\max} \) for a proper \( h_{\max} > 0 \). This finishes the first proof.

**Proof for 3D**: Again it is enough to look at the following inf-sup condition
\[
\inf_{v_h \in P_h} \sup_{w_h \in R_h} \frac{\langle \nabla \cdot (\nabla w_h), v_h \rangle}{\| w_h \|_{\text{curl}} \| v_h \|_{L^2}} \geq C > 0, \quad \text{(15)}
\]
which implies the property (S2) in the Brezzi conditions, to prove inf-sup stability. Unfortunately, latter condition is not trivial to check and we follow the proof of the Taylor-Hood stability in [11] that is based on the so-called macroelement technique. Before we specify this technique, we need to adapt the preliminary steps made in the mentioned paper to our setting. Basic idea for preparations
is to first reduce the original inf-sup condition to a different one, that is derived utilizing Verfürth’s trick. Applying this trick, we will consider an even stronger inf-sup condition involving the $H^1$-norm in the denominator. The detailed steps for the proof of the inf-sup conditions are outlined in the subsequent sections which result in Lemma 10. This lemma finally yields a $h_{\text{max}} > 0$ and a $C > 0$ s.t. \([15]\) is satisfied $\forall h \leq h_{\text{max}}$. 

3.2.4 Verfürth’s trick

Here and until Theorem [2] we are in the 3D setting, i.e. $n = 3$. We want to emphasize that the proof structure and steps are inspired by the stability proof of the Taylor-Hood space pair in [11] and [12]. Nevertheless, since the spaces we use differ and since in our setting matrix fields appear, we write down the important steps in a detailed fashion. We begin with a new auxiliary inf-sup condition which involves boundary conditions.

First, one notes the fact that

$$H^1_0(\Omega, \mathcal{M}) \cap (S_{p,p,p}^r)^3 \subset \mathcal{Y}_1(R_{h,0}),$$

with row-wise acting $\mathcal{Y}_1$. Furthermore, it is $P_h \subset H^1(\Omega, \mathbb{R}^3)$. Since $\Xi$ defines a $H^1$-bounded bijection $H^1_0(\Omega, \mathbb{M}) \rightarrow H^1_0(\Omega, \mathbb{M})$ one has

$$\inf_{q \in L^2_0(\Omega)} \sup_{\tau \in H^1_0(\Omega, M)} \langle \nabla \cdot (\Xi \tau), q \rangle = \inf_{q \in L^2_0(\Omega)} \sup_{\tau \in H^1_0(\Omega, M)} \langle \nabla \cdot \tau, q \rangle \geq C_{IS1} > 0,$$

where the last inequality sign is clear due to the classical result of Girault and Raviart [20]. Clearly, we obtain then

$$\inf_{q \in L^2_0(\Omega)} \sup_{\tau \in H^1_0(\Omega, M)} \langle \nabla \cdot (\Xi \tau), q \rangle \geq C_{IS2} > 0,$$

(16)

where $C_{IS2} = \frac{C_{IS1}}{C_c}$ is determined by the inequality $\|\Xi \tau\|_{H^1} \leq C_c \|\tau\|_{H^1}$.

Now let $q \in P_{h,0} \setminus \{0\}$ arbitrary, but fixed. Then we find a $\tau \in H^1_0(\Omega, \mathbb{M})$ s.t.

$$\langle \nabla \cdot (\Xi \tau), q \rangle \geq C_{IS2} \|q\|_{L^2}^2,$$

(17)

Integration by parts and (17) lead to

$$\langle \nabla \cdot (\Xi \Pi^R_{h,0} \tau), q \rangle = \langle \nabla \cdot (\Xi \tau), q \rangle + \langle \nabla \cdot (\Xi \Pi^R_{h,0} \tau - \Xi \tau), q \rangle,$$

$$\geq C_{IS2} \|q\|_{L^2}^2 + \langle (\Xi \Pi^R_{h,0} \tau - \Xi \tau), \nabla q \rangle.$$

(18)

And then we see for the last term in (18):

$$\langle (\Xi \Pi^R_{h,0} \tau - \Xi \tau), \nabla q \rangle \leq \sum_{K \in \mathcal{T}_h} |\langle \Xi \Pi^R_{h,0} \tau - \Xi \tau, \nabla q \rangle_{L^2(K)}|$$

$$\leq \sum_{K \in \mathcal{T}_h} \|\Xi \Pi^R_{h,0} \tau - \Xi \tau\|_{L^2(K)} \|\nabla q\|_{L^2(K)}$$

$$\leq C_{\Xi} \sum_{K \in \mathcal{T}_h} h^{-1}_K \|\Pi^R_{h,0} \tau - \tau\|_{L^2(K)} h_K \|\nabla q\|_{L^2(K)}$$

$$\leq C_{\Xi} \left( \sum_{K \in \mathcal{T}_h} h^{-2}_K \|\Pi^R_{h,0} \tau - \tau\|_{L^2(K)}^2 \right)^{1/2} \left( \sum_{K \in \mathcal{T}_h} h^{2}_K \|\nabla q\|_{L^2(K)}^2 \right)^{1/2}.$$
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The Verfürth trick (31) can now be used to reduce latter inf-sup condition (21) to the new condition
\[
\langle (\Xi R h,0 \tau - \Xi \tau), \nabla q \rangle \leq C_{V1} \|\tau\|_{H^1(\Omega)} \left( \sum_{K \in T_h} h^2_K \|\nabla q\|^2_{L^2(K)} \right)^{1/2} \\
\leq C_{V1} \|q\|_{L^2(\Omega)} \|q\|_{P,h},
\]
where \(\|q\|_{P,h} := \left( \sum_{K \in T_h} h^2_K \|\nabla q\|^2_{L^2(K)} \right)^{1/2}\).

**Remark 3.** Indeed \(\|\cdot\|_{P,h}\) defines a norm on \(P_{h,0} \subset L^2_0(\Omega, \mathbb{R}^3)\).

The above estimate and (18) yield directly the inequality
\[
\langle \nabla \cdot (\Xi R h,0 \tau), q \rangle \geq C_{IS2} \|q\|^2_{L^2} - C_{V1} \|q\|_{L^2(\Omega)} \|q\|_{P,h}.
\]
(19)

Consequently, setting \(C_c := 1 + C_{P1}\) it is \(\|\Xi R h,0 \tau\|_{H^1} \leq C_c \|\tau\|_{H^1}\) (see Lemma 8) and
\[
\sup_{\tau \in R_{h,0}} \frac{\langle \nabla \cdot (\Xi \tau), q \rangle}{\|\tau\|_{H^1}} \geq \frac{1}{C_c} \|\tau\|_{H^1} \left( C_{IS2} \|q\|^2_{L^2} - C_{V1} \|q\|_{L^2(\Omega)} \|q\|_{P,h} \right) \\
= \frac{C_{IS2}}{C_c} \|q\|_{L^2} - \frac{C_{V1}}{C_c} \|q\|_{P,h}.
\]
(20)

The last relation holds for all \(q \in P_{h,0}\). Now, consider the inf-sup condition
\[
\exists C_{IS} > 0 \text{ s.t. } \forall h > 0 : \inf_{q \in P_{h,0}} \sup_{\tau \in R_{h,0}} \frac{\langle \nabla \cdot (\Xi \tau), q \rangle}{\|\tau\|_{H^1} \|q\|_{L^2}} \geq C_{IS}. \tag{21}
\]

The Verfürth trick (31) can now be used to reduce latter inf-sup condition (21) to the new condition
\[
\exists C_V > 0 \text{ s.t. } \forall h > 0 : \sup_{\tau \in R_{h,0}} \frac{\langle \nabla \cdot (\Xi \tau), q \rangle}{\|\tau\|_{H^1}} \geq C_V \|q\|_{P,h}. \tag{22}
\]

Namely, using (22) and (20) we have
\[
\sup_{\tau \in R_{h,0}} \frac{\langle \nabla \cdot (\Xi \tau), q \rangle}{\|\tau\|_{H^1}} \geq \frac{C_{IS2}}{C_c} \|q\|_{L^2} - \frac{C_{V1}}{C_c} \|q\|_{P,h} \\
\geq \frac{C_{IS2}}{C_c} \|q\|_{L^2} - \frac{C_{V1}}{C_c C_V} \sup_{\tau \in R_{h,0}} \langle \nabla \cdot (\Xi \tau), q \rangle.
\]
Hence
\[
\sup_{\tau \in R_{h,0}} \frac{\langle \nabla \cdot (\Xi \tau), q \rangle}{\|\tau\|_{H^1}} \geq C_{IS} \|q\|_{L^2},
\]
with \(C_{IS} = \frac{C_{IS2}}{C_c} \left(1 + \frac{C_{V1}}{C_c C_V}\right)^{-1} = \frac{C_{IS2} C_V}{C_c C_V + C_{V1}} = \frac{C_{IS2} C_V}{C_c C_V + C_{V1}}\).

Applying the Poincaré inequality \(\|\tau\|_{H^1} \leq (1 + C_{P0})\|\tau\|_{H^1}\) we can simplify (22) to
\[
\exists C'_V > 0, \text{ s.t. } \forall h > 0 : \sup_{\tau \in R_{h,0}} \frac{\langle \nabla \cdot (\Xi \tau), q \rangle}{\|\tau\|_{H^1}} \geq C'_V \|q\|_{P,h}. \tag{23}
\]

Above \(|\cdot|_{H^1}\) stands for the standard Sobolev seminorm.

Thus it is justified to consider (23) instead of (21).
3.2.5 Macroelement technique

Analogous to [11, 12] we use the macroelement technique to prove the condition (23); compare [11, Section 3.3]. Therefore we first define the set of macroelement domains \( \mathcal{M}_h^L \) corresponding to the triangulation \( \mathcal{T}_h \).

**Definition 8** (Macroelement domains). For \( L \in \mathbb{N}_{>0} \) the set of macroelement domains \( \mathcal{M}_h^L \) in a \( n \)-dimensional mesh \( \mathcal{T}_h \) is defined as follows: If \( L = 1 \) we have

\[
\mathcal{M}_h^1 := \{ M_K \mid K \in \mathcal{T}_h, \# \{ N \in \mathcal{T}_h \mid N \subset M_K \} = 3^n \}, \quad \text{where for } K \in \mathcal{T}_h \text{ it is}
\]

\[
M_K := \bigcup_{N \in \mathcal{T}_h \cap N \cap K \neq \emptyset} N.
\]

And recursively, for \( L > 1 \)

\[
\mathcal{M}_h^L := \{ M_K \mid K \in \mathcal{T}_h, \# \{ N \in \mathcal{T}_h \mid N \subset M_K \} = (2L + 1)^n \}, \quad \text{where for } K \in \mathcal{T}_h \text{ it is}
\]

\[
M_K := \bigcup_{N \in \mathcal{T}_h \cap N \cap M_K^{L-1} \neq \emptyset} N.
\]

We write \( \# Q \) for the cardinality of a set \( Q \).

The \( \mathcal{M}_h^L \) satisfy three important properties:

- \( \forall \mathcal{T}_h, \forall K \in \mathcal{T}_h, \exists M \in \mathcal{M}_h^L \) s.t. \( K \subset M \).

- \( \forall \mathcal{T}_h, \forall K \in \mathcal{T}_h \), there are at most \( C_{\text{overlap}} = (2L + 1)^n \) many macroelement domains \( M \) in \( \mathcal{M}_h^L \) s.t. \( K \subset M \).

- \( \forall \mathcal{T}_h, \forall M \in \mathcal{M}_h^L \), there are at most \( C_{\text{elem}} = (2L + 1)^n \) different mesh elements in \( M \).

An illustration of macroelements as collection of mesh elements is sketched in Fig. 9 for \( n = 2 \). Basic idea of the technique of macroelements is to reduce the global inf-sup condition (23) to a local alternative on the macroelements. Due to this localization step and a regular mesh assumption one can then prove the new condition more easily by means of considerations on the simple parametric spline spaces and parametric meshes. In the following we drop the index \( L \) and assume \( L \) to be a fixed natural number. Later, we will come back to this issue and clarify what \( L \) actually is.

Macroelement domains can be defined analogously in the parametric domain and in this case we use the notation \( \hat{\mathcal{M}}_h^L \) as well as \( \hat{M}_K \) for the parametric elements. For each \( M \in \mathcal{M}_h^L \) we can define the spaces

\[
\mathcal{V}_M := \{ \tau |_M \mid \tau \in \mathcal{P}_h, \text{supp}(\tau) \subset M \}, \quad (24)
\]

\[
\mathcal{P}_M := \{ v |_M \mid v \in \mathcal{P}_h, 0, \int_M v dx = 0 \} \quad (25)
\]

and interpret mappings in latter spaces as mappings on \( \Omega \) through a straight-forward zero extension. We equip \( \mathcal{P}_M \) with the norm

\[
\| q \|_{\mathcal{P}_M} := \left( \sum_{K \subset M} h_K^2 \| \nabla q \|^2_{L^2(K)} \right)^{1/2}
\]

and note that

\[
\Pi_{\mathcal{P}_M} q := q |_M - \frac{1}{|M|} \int_M q dx
\]
Figure 9: Illustration of the macroelements $M_K^1$ and $M_K^2$ for the red highlighted mesh element $K \in \mathcal{T}_h$. For decreasing $h$ the macroelement shapes can be approximated by affine transformed squares. This observation together with the possibility of a covering of $\Omega$ by use of the macroelements yields the basic idea for the reduction of a global inf-sup condition to a localized version.

defines a projection from $P_{h,0}$ onto $P_M$. The integral is meant in a component-wise manner.

As already mentioned, the idea of the macroelement technique is to reduce the global inf-sup condition (23) to a local version on macroelements. To be more precise, assume that

$$\exists C_{\text{macro}} > 0, \text{ s.t. } \forall h, \forall M \in \mathcal{M}_h : \inf_{q \in P_M} \sup_{\tau \in \mathcal{V}_M} \frac{\langle \Xi \tau, \nabla q \rangle}{|\tau|_{H^1} \| q \|_{P_M}} \geq C_{\text{macro}}. \quad (26)$$

Then this inf-sup stability on the macroelements leads to stability in the sense of (23); cf. [11, Section 3.3]. This can be seen as follows. Let $q \in P_{h,0}$ arbitrary, but fixed. Further let $\tau_M \in \mathcal{V}_M$ chosen such that

$$\langle \Xi \tau_M, \nabla \Pi_{P_M} q \rangle \geq \| \Pi_{P_M} q \|_{P_M}^2$$

$$|\tau_M|_{H^1(\Omega)} = \| \Pi_{P_M} q \|_{P_M}.$$

On the one hand, one obtains

$$\sup_{\tau \in R_{h,0}} \langle \Xi \tau, \nabla q \rangle \geq \sum_{M \in \mathcal{M}_h} \langle \Xi \tau_M, \nabla q \rangle = \sum_{M \in \mathcal{M}_h} \langle \Xi \tau_M, \nabla q \rangle$$

$$\geq \sum_{M \in \mathcal{M}_h} C_{\text{macro}} \| \Pi_{P_M} q \|_{P_M}^2$$

$$= \sum_{M \in \mathcal{M}_h} C_{\text{macro}} \left( \sum_{K \subset M} h_K^2 \| \nabla \Pi_{P_M} q \|_{L^2(K)}^2 \right)$$

$$\geq C_{\text{macro}} \sum_{K \in \mathcal{T}_h} \left( h_K^2 \| \nabla q \|_{L^2(K)}^2 \right)$$

$$= C_{\text{macro}} \| q \|_{P_{h,0}}^2.$$
On the other hand, one can estimate

\[ \left| \sum_{M \in \mathcal{M}_h} \tau_M \right|^2_{H^1(\Omega)} = \sum_{K \in \mathcal{T}_h} \left( \sum_{M \in \mathcal{M}_h, K \subset M} \left| \tau_M \right|^2_{H^1(K)} \right)^2 \]

\[ \leq C_{\text{overlap}} \sum_{K \in \mathcal{T}_h} \sum_{M \in \mathcal{M}_h, K \subset M} \left| \tau_M \right|^2_{H^1(K)} \]

\[ \leq C_{\text{overlap}} \sum_{M \in \mathcal{M}_h} \left| \tau_M \right|^2_{H^1(\Omega)} \]

\[ \leq C_{\text{overlap}} \sum_{M \in \mathcal{M}_h} \| \Pi_{P_M} q \|^2_{P_M} \]

\[ \leq C_{\text{overlap}} \sum_{M \in \mathcal{M}_h} \sum_{K \subset M} h_K^2 \| \nabla q \|^2_{L^2(K)} \]

\[ \leq C_{\text{overlap}}^2 \| q \|^2_{P,h}. \]

Then, it is easy to see that the both inequality chains from above lead to wanted result (23). One can set \( C'_V = C_{\text{macro}} C_{\text{overlap}}^{-1} \).

Thus to show the inf-sup stability (21) it remains to prove (26).

3.2.6 Proof of the auxiliary inf-sup condition (26)

Now we apply a result from [12], where the inf-sup stability of a similar space pair is proven. In this section we exploit several times the Einstein summation convention.

**Lemma 9.** There is a constant \( C_{\text{macro}} > 0 \) and a mesh size \( h_{\text{max}} > 0 \) s.t. for all \( \mathcal{T}_h \) and \( \forall M \in \mathcal{M}_h \) it holds

\[ \inf_{q \in P_M} \sup_{v \in V_M} \frac{\langle v, \nabla q \rangle}{\| v \|_{H^1} \| q \|_{P_M}} \geq C_{\text{macro}}, \text{ if } h \leq h_{\text{max}}, \]

(27)

where

\[ V_M := \{ v |_M \mid v \in (V_{h,3}(\mathcal{P},r))^3, \supp(v) \subset M \}, \]

(28)

\[ P_M := \{ q |_M \mid q \in \widetilde{W}_h^3 = V_{h,3}(\mathcal{P}-1,r), \int_M q dx = 0 \} \]

(29)

and \( \| q \|_{P_M} \) is analogously defined like \( \| q \|_{P,h} \), i.e. \( \| q \|_{P_M} := \left( \sum_{K \subset M} h_K^2 \| \nabla q \|^2_{L^2(K)} \right)^{1/2} \).

**Proof.** Since we only consider spline basis functions this follows by Section 4.3 and Theorem 4.1 in [12] with NURBS weight function \( \omega = 1 \). The mentioned reference shows that the macroelements with \( L = p - 1 \) are suitable. \( \square \)

**Remark 4.** Our definition of macroelements depends on \( L \). However, the results in [12] Theorem 4.1 imply that the choice \( L = p - 1 \) leads to the inf-sup inequality of the last lemma. That is why we assume \( \mathcal{M}_h = \mathcal{M}_h^{p-1} \) in the rest of the article.
A row-wise application of the last lemma yields the existence of a constant $C_{\text{macro}}' > 0$ s.t. for all macroelements $M \in \mathcal{M}_h$ and $q \in \mathcal{P}_M$ we find a $\tau_M \in \{\tau \in (S_{p,p,p}^r \circ F^{-1})^3 \times 3 \mid \text{supp}(\tau) \subset M\}$ with
\begin{equation}
\langle \tau_M, \nabla q \rangle \geq C_{\text{macro}}' |\tau_M|_{H^1(M)} \|q\|_{\mathcal{P}_M},
\end{equation}
if $h \leq h_{\text{max}}$. One notes that $C_{\text{macro}}'$ is independent from $h$, $q$ and the macroelement. Next we choose for each macroelement one $x_M \in M$, e.g. the push-forward of the center in the corresponding parametric macroelement $\tilde{M}$. Then define $J_{x_M} := J(x_M)$ and set
\[ \bar{\tau}_M := [\Xi^{-1}(\tau(M))] J_{x_M} J^{-1} \in \mathcal{V}_M. \]
Indeed, we have $\bar{\tau}_M := [\Xi^{-1}(\tau(M))] J_{x_M} \in (S_{p,p,p}^r \circ F^{-1})^3 \times 3$ and the rows of $\bar{\tau}_M$ are elements of $J^{-T} (S_{p,p,p}^r \circ F^{-1})^3 \in W^1_h$. Then, one gets
\begin{align*}
\langle \Xi \bar{\tau}_M, \nabla q \rangle &= \langle \Xi [\Xi^{-1}(\tau(M))] J_{x_M}, \nabla q \rangle + \langle \Xi [\Xi^{-1}(\tau(M)) - J_{x_M}], \nabla q \rangle \\
&= \langle \tau_M, \nabla q \rangle + \langle \Xi [\Xi^{-1}(\tau(M)) - J_{x_M}], \nabla q \rangle \\
(31)\end{align*}
The second term in line (31) can be estimated as follows. Introduce the auxiliary matrix $\bar{J} := J_{x_M} (J^{-1} - J_{x_M})$. We set $\sigma_M := \Xi [\Xi^{-1}(\tau(M))] \bar{J}$ and have
\[ \langle \sigma_M, \nabla q \rangle_{L^2(M)} = \langle \bar{\sigma}_M (\det(J)), \nabla q J^{-1} \rangle_{L^2(\tilde{M})}, \]
where $\bar{\sigma}_M := \sigma_M \circ F$, $\hat{q} = q \circ F$. With $\hat{\tau}_M = \tau_M \circ F$ we can find bounded and continuous coefficient functions $c_{ij}^{kl} = c_{ij}^{kl}(\bar{J}, \det(J), J^{-1}, \Xi, \Xi^{-1})$ s.t.
\begin{align*}
\langle \sigma_M, \nabla q \rangle_{L^2(M)} &= \int_{\tilde{M}} (\bar{\tau}_M)_{kl} c_{ij}^{kl} \hat{\nabla} q d\hat{x} \\
&\leq C \left\| c_{ij}^{kl} \right\|_{L^\infty(\tilde{M})} \left\| \hat{\tau}_M \right\|_{L^2(\tilde{M})} \left\| \hat{\nabla} q \right\|_{L^2(\tilde{M})} \\
&\leq C \left( \sum_{K \subset \tilde{M}} h \left\| \hat{\tau}_M \right\|_{H^1(K)} \left( \sum_{K \subset \tilde{M}} h^2 \left\| \hat{\nabla} q \right\|_{L^2(K)} \right)^2 \right)^{1/2} \\
(32)\end{align*}
To obtain the second inequality sign above we use the estimate for the Poincare constant $C_{P_0}(D)$ of rectangular domains $D$:
\[ C_{P_0}(D) \leq \text{diam}(D) \Rightarrow C_{P_0}(\tilde{M}) \leq \hat{C} h, \text{ for a proper } \hat{C}, \text{ see [10].} \]
Analogously to [11], one introduces the auxiliary mapping $\hat{q}_\alpha := \hat{q} - \frac{1}{|\tilde{M}|} \int_{\tilde{M}} \hat{q} d\hat{x}$. Obviously, we have $\hat{\nabla} \hat{q} = \hat{\nabla} \hat{q}_\alpha$. Besides, with the norm equivalence statement in line (3.37) of [11] we obtain for some constant $C_{H^1}$ independent of the mesh size
\begin{equation}
|\hat{\tau}_M|_{H^1(\tilde{M})} \leq C_{H^1} |\tau_M|_{H^1(M)}. \tag{33}
\end{equation}
Further, by the regularity assumption on $F$, there is for each $\varepsilon > 0$ a mesh size $h_\varepsilon > 0$ s.t. for all $h \leq h_\varepsilon$ we get
\[ |\bar{J}| = |J_{x_M} (J^{-1}(\tilde{x}) - J_{x_M})| < \varepsilon, \quad \forall M \in \mathcal{M}_h, \forall \tilde{x} \in \tilde{M}. \]
Hence, since \( \sigma_M = \Xi[\Xi^{-1}(\tau_M)] \tilde{J} \) there is a constant \( C_{\text{para}} < \infty \) which is independent of \( h \) and the macroelement such that
\[
|c_{ij}^k| < C_{\text{para}} \varepsilon \quad \text{on} \quad \tilde{M}, \tag{34}
\]
for \( h \) small enough. Combining (33) and (34) we find a constant \( C'_{\text{para}} < \infty \) with
\[
|\langle \sigma_M, \nabla q \rangle_{L^2(M)}| \leq C'_{\text{para}} \varepsilon |\tau_M|_{H^1(M)} \left( \sum_{K \subset \tilde{M}} h^2 \left\| \nabla \tilde{q}_a \right\|^2_{L^2(K)} \right)^{1/2}. \tag{35}
\]
Applying the inequality chain (3.47) in [11] we obtain a constant \( C_{\text{est}} \) s.t.
\[
\left( \sum_{K \subset \tilde{M}} h^2 \left\| \nabla \tilde{q}_a \right\|^2_{L^2(K)} \right)^{1/2} \leq C_{\text{est}} \| q \|_{P_M}. \tag{36}
\]
In view of (35) and (36) it is
\[
\langle \Xi \tilde{M}, \nabla q \rangle \geq C''_{\text{macro}} |\tau_M|_{H^1(M)} \| q \|_{P_M} - C'_{\text{para}} \varepsilon C_{\text{est}} |\tau_M|_{H^1(M)} \| q \|_{P_M}. \tag{37}
\]
Hence, if we choose \( h \leq \text{h}_{\text{max}} \) for some suitable \( \text{h}_{\text{max}} > 0 \) we get \( C''_{\text{macro}} = C''_{\text{macro}} - C'_{\text{para}} \varepsilon C_{\text{est}} > 0 \). And since \( J \) is \( C^1 \) smooth by assumption, we obtain for some \( C_{\text{est},1} > C_{\text{est},2} \) and with the Poincaré inequality:
\[
|\tilde{M}|_{H^1(M)} = \left| \Xi^{-1}(\tau_M) \right|_{J_x M} J^{-1}_{1,1} \leq C_{\text{est},2} |\tau_M|_{H^1(M)}
\leq C_{\text{est},2} (1 + C_{\text{Para}}(\Omega)) |\tau_M|_{H^1(M)}
\]
One notes \( M \subset \Omega \), i.e. the Poincaré constant can be chosen independently from \( M \).

With the last estimate and (37) we can conclude now
\[
\langle \Xi \tilde{M}, \nabla q \rangle \geq C''_{\text{macro}} |\tau_M|_{H^1(M)} \| q \|_{P_M} \geq \frac{C''_{\text{macro}}}{C_{\text{est},2} (1 + C_{\text{Para}}(\Omega))} |\tau_M|_{H^1(M)} \| q \|_{P_M}. \tag{38}
\]

In other words with \( C_{\text{macro}} = \frac{C''_{\text{macro}}}{C_{\text{est},2} (1 + C_{\text{Para}}(\Omega))} > 0 \) and for \( h \leq \text{h}_{\text{max}} \) we have shown the property (26).

### 3.2.7 Inf-sup condition for spaces without boundary conditions

From the last section together with the Verfürth trick we get the validity of (21) if \( h \leq \text{h}_{\text{max}} \). However, there we assumed special boundary conditions and the property of vanishing mean value for the variable \( q \). Thus, we want to prove the next lemma.

**Lemma 10.** There is a mesh size \( \text{h}_{\text{max}} > 0 \) and a constant \( C'_{\text{IS}} > 0 \) s.t.
\[
\forall 0 < h \leq \text{h}_{\text{max}} : \inf_{q \in P_h} \sup_{\tau \in R_h \cap H^1(\Omega, M)} \frac{\langle \nabla \cdot (\Xi \tau), q \rangle}{|\tau|_{H^1} \| q \|_{L^2}} \geq C'_{\text{IS}}. \tag{39}
\]

Before proving this lemma we first look at a useful auxiliary result.
Lemma 11. It exists a \( \tilde{h} > 0 \) such that \( \forall h \leq \tilde{h}, \) we find \( M^i_h \in R_h \cap H^1(\Omega, \mathbb{M}) \), \( i = 1, 2, 3 \) with

\[
\| M^i_h \|_{H^1} \leq C_i < \infty, \quad \\| \nabla \cdot (\Xi M^i_h) - e_i \|_{L^2} \leq \min \{ \frac{C_{IS}}{2\sqrt{C\Omega}}, \frac{1}{5\sqrt{C\Omega}} \} =: C_{L,1}, \quad \forall i, \quad C_\Omega := 1/|\Omega|.
\]

Above the \( C_i \) are independent of \( h \) and \( e_i \) denote the canonical basis vectors in \( \mathbb{R}^3 \).

Proof. In this proof we write \( \Pi_h = (\Pi_h^1, \Pi_h^2, \Pi_h^3)^T \), i.e. we have a row-wise application of \( \Pi_h^1 \), where \( \Pi_h^1 := \Pi_{h,3}(p + 1, r + 1) \) is the spline projection from Sec. 3.2.1 onto \( V_{h,3}(p + 1, r + 1) \) with degree \( p + 1 \) and regularity \( r + 1 \). In particular it holds

\[ \Pi_h \tau \in R_h \cap H^1(\Omega, \mathbb{M}), \quad \forall \tau \in H^1(\Omega, \mathbb{M}). \]

Now introduce the matrix \( M^1_h := \Pi_h \left[ \Xi^{-1} \left( \begin{pmatrix} x_1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \right) \right] \in R_h \) and \( X_1 := \begin{pmatrix} x_1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \). Exploiting the approximation properties of the splines, cf. [16] Theorem 5.3 and Remark 5.1, one obtains

\[
\| \nabla \cdot \Xi M^1_h - e_1 \|_{L^2} \leq \| \Xi M^1_h - \Xi \Xi^{-1} X_1 \|_{H^1} \leq C_\Xi \| M^1_h - \Xi^{-1} X_1 \|_{H^1} \leq C_\Xi \| \Pi_h \Xi^{-1} X_1 - \Xi^{-1} X_1 \|_{H^1} \leq C_\Xi C_R h \| \Xi^{-1} X_1 \|_{H^2}
\]

so some constant \( C_R \). And by the continuity of the projection operators it is

\[
\| M^i_h \|_{H^1} = \| \Pi_h \Xi^{-1} X_1 \|_{H^1} \leq (1 + C_R) \| \Xi^{-1} X_1 \|_{H^1} =: C_1.
\]

Since \( X_1 \) is fixed we get directly the assertion for \( i = 1 \). The cases \( i = 2, \ i = 3 \) can be treated similarly. \( \square \)

Proof of Lemma 17. Let \( q \in P_h \) arbitrary, but fixed. Further we write \( \tilde{q} := q - \bar{q} \), where

\[
\bar{q} := \frac{1}{|\Omega|} \int_\Omega q dx = \text{const.}
\]

Then we define

\[
\overline{M}^i_h := \bar{q} \ M^i_h,
\]

with the \( M^i_h \) from Lemma 11. By the previous section we know that there is a \( \tilde{\tau} \in R_h \cap H^1_0(\Omega, \mathbb{M}) \) with

\[
\langle \nabla \cdot (\Xi \tilde{\tau}), \bar{q} \rangle \geq C_{IS} \| \bar{q} \|_{L^2}^2, \quad \| \tilde{\tau} \|_{H^1} = \| \bar{q} \|_{L^2}.
\]

Set \( \tau := \tilde{\tau} + \sum_i \overline{M}^i_h \). This means

\[
\langle \nabla \cdot (\Xi \tau), q \rangle = \langle \nabla \cdot (\Xi \tilde{\tau}), q \rangle + \sum_i \langle \nabla \cdot (\Xi \overline{M}^i_h), \bar{q} \rangle =: (\ast, 1)
\]

and

\[
\langle \nabla \cdot (\Xi \tilde{\tau}), \bar{q} \rangle \leq C_{IS} \| \bar{q} \|_{L^2}^2, \quad \| \tilde{\tau} \|_{H^1} = \| \bar{q} \|_{L^2} =: (\ast, 2)
\]

and

\[
\langle \nabla \cdot (\Xi \overline{M}^i_h), \bar{q} \rangle \leq C_{IS} \| \bar{q} \|_{L^2}^2, \quad \| \overline{M}^i_h \|_{H^1} \leq C_{L,1} =: (\ast, 3)
\]
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Using Lemma 11 the three last terms can be estimated as follows:

\[ \langle \star, 1 \rangle \leq \sum_i \| \langle \nabla \cdot (\Xi M_h^i), \bar{q} \rangle \| \leq \sum_i \| \langle \nabla \cdot (\Xi M_h^i) - \bar{q}_i e_i, \bar{q} \rangle \| + \| \langle \bar{q}_i e_i, \bar{q} \rangle \| \]

\[ \leq \sum_i |\bar{q}_i| \| \langle \nabla \cdot (\Xi M_h^i) - e_i, \bar{q} \rangle \| + 0 \]

\[ \leq \sum_i C_{L,1} |\bar{q}_i| \| \bar{q} \|_{L^2} \]

\[ \leq \sum_i C_{L,1} \sqrt{C_{\Omega}} \| \bar{q}_i \|_{L^2} \| \bar{q} \|_{L^2} \]

\[ \leq 2C_{L,1} \sqrt{C_{\Omega}} \| \bar{q} \|_{L^2} \| \bar{q} \|_{L^2} \]

\[ \leq C_{L,1} \sqrt{C_{\Omega}} \left( \| \bar{q} \|_{L^2}^2 + \| \bar{q} \|_{L^2}^2 \right). \]

\[ \langle \star, 2 \rangle = \langle \Xi \bar{r}, \nabla \bar{q} \rangle = 0. \]

\[ \langle \star, 3 \rangle = \sum_i \langle \nabla \cdot (\Xi M_h^i), \bar{q} \rangle = \sum_i \langle \nabla \cdot (\Xi M_h^i), \bar{q}_j e_j \rangle \]

\[ = \sum_{i,j} \langle \nabla \cdot (\Xi M_h^i) - \bar{q}_i e_i, \bar{q}_j e_j \rangle + \sum_{i,j} \langle \bar{q}_i e_i, \bar{q}_j e_j \rangle \]

\[ \geq \sum_i \| \bar{q}_i \|_{L^2}^2 - \sum_{i,j} \sqrt{C_{\Omega}} C_{L,1} \| \bar{q}_i \|_{L^2} \| \bar{q}_j \|_{L^2} \]

\[ \geq \sum_i \| \bar{q}_i \|_{L^2}^2 - 3 \sqrt{C_{\Omega}} C_{L,1} \| \bar{q}_i \|_{L^2}^2 \]

\[ \geq (1 - 3 \sqrt{C_{\Omega}} C_{L,1}) \| \bar{q} \|_{L^2}^2. \]

Consequently, we have

\[ \langle \nabla \cdot (\Xi \bar{r}), q \rangle \geq C_{IS} \| \bar{q} \|_{L^2}^2 + (1 - 3 \sqrt{C_{\Omega}} C_{L,1}) \| \bar{q} \|_{L^2}^2 - C_{L,1} \sqrt{C_{\Omega}} (\| \bar{q} \|_{L^2}^2 + \| \bar{q} \|_{L^2}^2) \]

\[ = \left( C_{IS} - C_{L,1} \sqrt{C_{\Omega}} \right) \| \bar{q} \|_{L^2}^2 + (1 - 4C_{L,1} \sqrt{C_{\Omega}}) \| \bar{q} \|_{L^2}^2 \]

\[ \geq C_{IS,2} (\| \bar{q} \|_{L^2} + \| \bar{q} \|_{L^2})^2, \quad (40) \]

for a suitable \( C_{IS,2} > 0 \) if \( C_{L,1} \) is small enough, see Lemma 11.

And on the other hand we can estimate

\[ \| \tau \|_{H^1} \leq \| \Xi \bar{r} \|_{H^1} + \sum_i \| \Xi M_h^i \|_{H^1} \]

\[ \leq \| \bar{q} \|_{L^2} + \sum_i |\bar{q}_i| \| M_h^i \|_{H^1} \]

\[ \leq \| \bar{q} \|_{L^2} + \sum_i \sqrt{C_{\Omega}} C_i \| \bar{q} \|_{L^2} \]

\[ \leq C_{IS,3} (\| \bar{q} \|_{L^2} + \| \bar{q} \|_{L^2}), \quad (41) \]

where \( C_{IS,3} := \max \{1, 3 \sqrt{C_{\Omega}} C_i\} \). Finally, we can combine (40) and (41) to see

\[ \frac{\langle \nabla \cdot (\Xi \bar{r}), q \rangle}{\| \tau \|_{H^1}} \geq \frac{C_{IS,2}}{C_{IS,3}} (\| \bar{q} \|_{L^2} + \| \bar{q} \|_{L^2}) \geq \frac{C_{IS,2}}{C_{IS,3}} (\| q \|_{L^2}). \]

The arbitrariness of \( q \) finishes the proof. \( \square \)
With Lemma 10 it follows the well-posedness of the discrete method also for three dimensions. Thereby, we obtain the next error estimate which corresponds to Corollary 2 in the abstract setting.

**Theorem 2.** Let \( p \geq 2, \, p - 1 > r \geq 0, \, p \geq s \geq 0. \) And let \((\sigma, u, p)\) be the exact solution of the continuous problem (9) and \((\sigma_h, u_h, p_h)\) the approximate solutions obtained utilizing the discrete spaces from Def. 4. Then, assuming enough regularity for \((\sigma, u, p)\), it holds for a constant \( C_{\text{conv}} \) independent of \( h \):

\[
\|[(\sigma - \sigma_h, u - u_h, p - p_h)]_B \| \leq C_{\text{conv}} h^s \left( \|\sigma\|_{H^{s+1}(\text{div})} + \|u\|_{H^s} + \|p\|_{H^s} \right),
\]

where \( \|(\tau, v, q)\|^2_B = \|\tau\|^2_{\text{div}} + \|v\|^2_{L^2} + \|q\|^2_{L^2} \). For the spaces in the 3D setting we further have the improved estimate:

\[
\|\nabla \cdot \sigma - \nabla \cdot \sigma_h\|_{L^2} \leq C_{\text{conv}} h^{p+1} \|\nabla \cdot \sigma\|_{H^{p+1}}.
\]

**Proof.** We look at the proof in 3D. The estimate for 2D follows by similar steps. By the well-posedness, cf. Theorem 1 we have a quasi-optimal estimate like in Corollary 2. Thus due to projection properties in Corollary 3 one obtains easily the first estimate. More precisely, there is a constant \( C_{\text{QO}} \) with

\[
\|[(\sigma - \sigma_h, u - u_h, p - p_h)]_B \| \leq C_{\text{QO}} \|[(\sigma - \Pi_{\text{div}}^h \sigma, u - \Pi_{\text{div}}^h u, p - \Pi_{\text{div}}^h p)]_B \|
\]

\[
\leq C_{\text{QO}} \left( \|\sigma - \Pi_{\text{div}}^h \sigma\|_{H^{s+1}(\text{div})} + \|u - \Pi_{\text{div}}^h u\|_{L^2} + \|p - \Pi_{\text{div}}^h p\|_{L^2} \right)
\]

\[
\leq C h^s \left( \|\sigma\|_{H^{s+1}(\text{div})} + \|u\|_{H^s} + \|p\|_{H^s} \right),
\]

where \( C \) in the last line depends on \( C_{\text{QO}} \) and the projections. The second estimate of the assertion can be obtained by a standard approach. We observe the fact \( \langle \nabla \cdot \sigma - \nabla \cdot \sigma_h, w_h \rangle = 0, \, \forall w_h \in U_h \) and that \( \nabla \cdot \tau_h \in U_h, \forall \tau_h \in \Sigma_h \). This means we have the equality chain

\[
\|\nabla \cdot \sigma - \nabla \cdot \sigma_h\|^2_{L^2} = \langle \nabla \cdot \sigma - \nabla \cdot \sigma_h, \nabla \cdot \sigma - \nabla \cdot \sigma_h \rangle
\]

\[
= \langle \nabla \cdot \sigma - \Pi_h^U \nabla \cdot \sigma, \nabla \cdot \sigma - \nabla \cdot \sigma_h \rangle + \langle \Pi_h^U \nabla \cdot \sigma - \nabla \cdot \sigma_h, \nabla \cdot \sigma - \nabla \cdot \sigma_h \rangle
\]

\[
\leq \|\nabla \cdot \sigma - \Pi_h^U \nabla \cdot \sigma\|_{L^2} \|\nabla \cdot \sigma - \nabla \cdot \sigma_h\|_{L^2} + 0
\]

Thus, again in view of Corollary 3 we get

\[
\|\nabla \cdot \sigma - \nabla \cdot \sigma_h\|_{L^2} \leq \|\nabla \cdot \sigma - \Pi_h^U \nabla \cdot \sigma\|_{L^2} \leq C h^{p+1} \|\nabla \cdot \sigma\|_{H^{p+1}}.
\]

Since we use \( V_{h,3}(p+1, r) \) to define \( \Sigma_h \) the last estimate is clear.

The statement for 2D can be proven similarly and we omit this proof here.

With the last theorem and with Theorem 1 we can summarize that the discretization of the mixed formulation of linear elasticity with weakly imposed symmetry utilizing the proposed method is possible and from a theoretical point of view we should obtain arbitrarily high convergence orders, provided regular enough exact solutions. Indeed, we showed the well-posedness only for \( h \leq h_{\text{max}} \) for some proper \( h_{\text{max}} > 0 \). But in all the numerical experiments we carried out, we do not see problems for large \( h \). Maybe a closer study of the proofs in order to specify \( h_{\text{max}} \) would be advisable. Another point one should mention are the assumed boundary conditions. In the sections above we considered the easy case of pure displacement boundary conditions. Clearly, in applications the case of mixed boundary conditions involving traction forces is more interesting. This is why we give some remarks concerning generalizations of our approach including such mixed boundary conditions in the next section.
3.3 Brief remarks on generalizations and stability

3.3.1 Mixed boundary conditions

Up to now we studied the simple case of pure displacement boundary conditions specified by \( u \in H^{1/2}(\partial \Omega, \mathbb{R}^n) \). However another important type of boundary conditions are the so-called traction forces. More precisely, one has a disjoint partition of the boundary \( \Gamma_t \cup \Gamma_D = \partial \Omega, \Gamma_t \cap \Gamma_D = \emptyset \) together with a suitable mapping \( t_n \) and the requirement \( \sigma \cdot \nu = t_n \) on \( \Gamma_t \) and \( u = u_D \) on \( \Gamma_D \).

If the traction forces are prescribed by a given auxiliary stress mapping \( \tilde{\sigma} \), i.e. \( \tilde{\sigma} \cdot \nu = t_n \), we can reduce the mixed boundary conditions to the case \( t_n = 0 \) by considering \( \sigma - \tilde{\sigma} \). Latter condition can be implemented in the discrete setting very easily by adapting \( \Sigma_h \) to \( \Sigma_{h,\Gamma_t} := \{ \tau \in \Sigma_h | \tau \cdot \nu = 0 \text{ on } \Gamma_t \} \).

Of course, the mixed boundary conditions lead also to a small change on the right-hand side of (9). For smooth enough \( u_D \) one considers the integral only over \( \Gamma_D \) instead of \( \langle u_D, \tau \cdot \nu \rangle \). Finally, we remark that in the discrete setting we assume for reasons of simplification that \( \Gamma_t \) and \( \Gamma_D \) are the union of full mesh boundary elements.

3.3.2 Multi-patch geometries

If one considers more complicated geometries, it might be reasonable to describe the overall domain \( \Omega \) by means of a collection of patches \( \Omega_k, k = 1, \ldots, N, N \in \mathbb{N} \). To be more precise, if we are in the field of multi-patch IGA, we assume \( \Omega = \bigcup_{k=1}^{N} \Omega_k \), \( F_k: [0,1]^n \rightarrow \Omega_k \), for a suitable number \( N \). On the \( k \)-th patch we can define the discrete spaces \( \Sigma_h^{(k)}, U_h^{(k)} \), etc. as described in Sec. 3.2.2. The global spaces are then straightforwardly defined as

\[ \Sigma_h := \{ \sigma \in H(\Omega, \text{div}, \mathbb{M}) | \sigma|_{\Omega_k} \in \Sigma_h^{(k)} \}, \quad U_h = \{ u \in L^2(\Omega, \mathbb{R}^n) | u|_{\Omega_k} \in U_h^{(k)} \}, \quad \text{etc.} \]

The implementation of the coupling conditions for the stress spaces can then be achieved rather easily by exploiting the divergence preserving property of the transformation \( Y_2 \). One further notes the fact that also in the multi-patch setting \( \nabla \cdot \Sigma_h \subset U_h \). Numerical tests suggest the well-posedness of the mixed formulation for multi-patch parametrizations, although we can not give a proof. Besides, a combination of mixed boundary conditions and multi-patch IGA is possible.

3.3.3 Stability in the (nearly) incompressible regime

Within the scope of an isotropic and homogeneous elastic material we already mentioned the two Lamé coefficients \( \lambda, \mu \) determining the compliance tensor \( A \). A special case are (nearly) incompressible materials that correspond to large \( \lambda \) values, \( \lambda \rightarrow \infty \), respectively. An important motivation to consider mixed formulations is to obtain reasonable approximate solutions also for this regime. Hence, we want to show here that we can achieve stability for \( \lambda \rightarrow \infty \) with our discretization ansatz, at least in case of B-spline parametrizations. To show the latter, we follow the argumentation of Arnold et al. in [5] and we use [10, 28]. Furthermore, we restrict ourselves mainly to the three-dimensional
case, since the argumentation for 2D is in principle the same.
In Theorem 2 we see an error estimate that depends on some constant \(C_{\text{conv}}\). This constant in turn depends on various items, namely on \(\Omega, F, J, \) etc. But, to obtain a stable convergence behavior w.r.t. \(\lambda\) we have to check if we can define \(C_{\text{conv}}\) independent of \(\lambda\). Since in the Brezzi stability requirements in Def. 3 we only get a \(\lambda\)-dependence for (S1) it is enough to consider the coercivity estimate constant \(C_{S1}\) and the continuity constant \(C_3\) of the bilinear form \(\langle A \cdot, \cdot \rangle\) to see the stability in the incompressible limit. Due to

\[
\langle A \sigma, \tau \rangle \leq \frac{1}{\mu} \|\sigma\|_{L^2} \|\tau\|_{L^2}, \quad \forall \sigma, \forall \tau \in H(\Omega, \text{div}, M),
\]

it remains to look at \(C_{S1}\) from (S1). As explained in [5] we get stability for the case of homogeneous Dirichlet boundary condition if \(I \in \Sigma_h\), where \(I\) stands for the identity tensor. First we have a look at the three-dimensional situation. In view of the definition of \(\Sigma_h\) it is easy to see that

\[
I \in \Sigma_h \iff \text{adj}(J)^k \in (S_{p+i,p}^{r-1,r-1} \times S_{p+p+i,p}^{r-1,r-1} \times S_{p,p+p}^{r-1,r-1})^T, \forall k,
\]

where \(\text{adj}(J)^k\) is the \(k\)-th column of the adjugate matrix \(\text{adj}(J) = \text{det}(J) J^{-1}\) of \(J\). By the definition of the adjugate matrix as the transpose of the cofactor matrix, it is easy to see that for \(F \in (S_{q,q}^{s,s})^3, F = (F_1, F_2, F_3)^T\) with \(q > s \geq 1\) we obtain

\[
\text{adj}(J)^k \in (S_{2q-1,2q-1}^{s-1,s-1} \times S_{2q-1,2q-1}^{s-1,s-1} \times S_{2q-1,2q-1}^{s-1,s-1}).
\]

For example it is

\[
\text{adj}(J)_{11} = J_{22} J_{33} - J_{23} J_{32} = \hat{\partial}_2 F_2 \left( S_{q,q-1}^{s,s-1} \right) - \hat{\partial}_3 F_3 \left( S_{q,q-1}^{s,s-1} \right) - \hat{\partial}_1 F_3 \left( S_{q,q-1}^{s,s-1} \right) \in S_{2q-1,2q-1}^{s-1,s-1}.
\]

Similar thoughts lead to the other entries. Thus \(\varphi_k^{-1}(\text{adj}(J)^k) \in V_{p,3}^{2q}(2q, s)\) for \(k = 1, 2, 3\). Consequently, if we choose the discrete spaces such that \(2q \leq p + 1\) and \(r \leq s\), we have indeed \(I \in \Sigma_h\). In other words, if one wants stability for large \(\lambda\) it might be advisable to apply a \(p\)-refinement step.

In the 2D case the condition \(I \in \Sigma_h\) is easier to see since then

\[
\text{adj}(J) = \begin{bmatrix} \hat{\partial}_2 F_2 & -\hat{\partial}_2 F_1 \\ -\hat{\partial}_1 F_2 & \hat{\partial}_1 F_1 \end{bmatrix}.
\]

For \(F \in (S_{q,q}^{s,s})^2\) one has \(I \in \Sigma_h\) if \(p \geq q, s \geq r\). In particular, the isogeometric paradigm fits to the stability condition.

The situation for non-zero \(u_D\) can be handled by first solving the original problem on the space \(\Sigma_h^{(r)} := \Sigma_h \cap \{\tau \mid \int_{\Omega} \text{tr}(\tau) dx = 0\}\) and then adding \(c I\) to the obtained solution \(\sigma_h\), where the constant \(c\) is determined by the first line of the mixed formulation, by the equation

\[
\langle A(\sigma_h + c I), I \rangle = \langle u_D, I \cdot \nu \rangle_{\Gamma},
\]

respectively.

It is natural to ask, whether a generalization to NURBS parametrizations with non-trivial weight functions is possible. Although numerical experiments indicate a generalization possibility, we do not have a proof available.

Another point would be the incompressibility stability for mixed boundary conditions which we
In view of the condition (S1) we can assume now that \( \sigma = \tilde{\sigma} \) with curved boundary which has the smooth parametrization \( C \). In the first example we consider the convergence behavior for a two-dimensional domain with a curved boundary which has the smooth parametrization \( C \). Due to the smoothness of the applied parametrizations, this notion of a mesh size is equivalent to the definition in Sec. 3.2.1. Moreover, we assume homogeneous boundary conditions \( \Gamma_t \) in the mixed formulation s.t. the exact displacement solution is \( \sigma = \tilde{\sigma} \). Furthermore we assume homogeneous boundary conditions \( \Gamma_t \) in the mixed formulation s.t. the exact displacement solution is \( \sigma = \tilde{\sigma} \). Hence we get with the estimate from above

\[
\frac{1}{n} \| \text{tr}(\sigma_h) \|_{L^2}^2 = \frac{1}{n} \langle \text{tr}(\sigma_h), \nabla \cdot w \rangle = \langle \sigma_h - \text{dev}(\sigma_h), \nabla w \rangle
\]

where \( C \) is a constant depending on \( T, \Gamma_t \) and \( \Gamma_D \). With \( \text{dev}(\sigma_h) \) denoting the deviatoric part\(^1\) of \( \sigma_h \), we obtain

\[
\frac{1}{n} \| \text{tr}(\sigma_h) \|_{L^2}^2 = \frac{1}{n} \langle \sigma_h - \text{dev}(\sigma_h), \nabla w \rangle
\]

In view of the condition (S1) we can assume now that \( \sigma_h \in kB_h := \{ \tau \in \Sigma_h \mid \langle \nabla \cdot \tau_h, v_h \rangle + \langle \text{Skew} \tau_h, q_h \rangle = 0, \forall (v_h, q_h) \in U_h \times P_h \} \), which implies \( \nabla \cdot \sigma_h = 0 \). Hence we get with the estimate from above

\[
\| \text{tr}(\sigma_h) \|_{L^2} \leq C \| \text{dev}(\sigma_h) \|_{L^2},
\]

with a \( C \) independent of \( \lambda \). With Remark 5.3 (Chapter VI.) in [10] we finally obtain

\[
\langle A \sigma_h, \sigma_h \rangle \geq \frac{1}{2\mu} \| \text{dev}(\sigma_h) \|_{L^2}^2 \geq \frac{1}{4\mu} \| \text{dev}(\sigma_h) \|_{L^2}^2 + \frac{1}{4\mu} \| \text{dev}(\sigma_h) \|_{L^2}^2
\]

\[
\geq \frac{1}{4\mu} \| \text{dev}(\sigma_h) \|_{L^2}^2 + \frac{1}{4C^2\mu} \| \text{tr}(\sigma_h) \|_{L^2}^2 \geq \tilde{C} \left( \| \text{dev}(\sigma_h) \|_{L^2} + \| \text{tr}(\sigma_h) \|_{L^2} \right)^2 \geq \tilde{C} \| \sigma_h \|_{L^2}^2
\]

with \( \tilde{C} := \min\left\{ \frac{1}{8\mu}, \frac{1}{8C^2\mu} \right\} \). In particular, there is an estimate for the coercivity condition (S1) which does not depend on \( \lambda \). This suggests a stable convergence behavior in the incompressible regime also for traction boundary conditions.

### 3.4 Numerical examples

In this section we discuss the discrete method for linear elasticity introduced in the previous sections by means of several numerical tests. We look at the two-dimensional as well as at the 3D setting. For the computations and implementation of the method we used MATLAB together with the GeoPDEs package [18, 30, 22]. Below, we say the mesh has mesh size \( h \) if there are \( 1/h \) many subdivisions in each coordinate direction, also in each patch in case of a multi-patch example. Due to the smoothness of the applied parametrizations, this notion of a mesh size is equivalent to the definition in Sec. 3.2.1.

#### 3.4.1 Deformed square

In the first example we consider the convergence behavior for a two-dimensional domain with a curved boundary which has the smooth parametrization \( \mathbf{F}(\zeta_1, \zeta_2) = (\zeta_1, \zeta_2 - \zeta_1^2 + \zeta_1) \); see Fig. 11 (a). Furthermore we assume homogeneous boundary conditions \( u_D = 0 \) and choose the source function \( f \) in the mixed formulation s.t. the exact displacement solution is \( u_1 = g, u_2 = -g \) with

\[
g \circ \mathbf{F}(\zeta_1, \zeta_2) = \sin(\pi \zeta_1) \sin(\pi \zeta_2).
\]

\(^1\)We have the relation \( \sigma = \frac{1}{n} \text{tr}(\sigma) I + \text{dev}(\sigma) \).
Figure 10: Deformed square: Here we plot the different errors w.r.t. $h$ and for the degrees $p = 2, 3, 4$. For all cases we set $r = 0$. Dashed lines with slopes 2, 3, 4 are added to verify the convergence rates.

Here we use the Lamé coefficients $\lambda = 2, \mu = 1$. Due to this regular problem and the convergence statement in Theorem 2, we can expect for degree $p \geq 2$ that the errors $\|\sigma - \sigma_h\|_{\text{div}}$, $\|u - u_h\|_{L^2}$, $\|p - p_h\|_{L^2}$ are of order $O(h^p)$. And indeed, if we look at the errors in Fig. 10 one observes the mentioned convergence order. In the subsequent Fig. 11 (b)-(c) we further show exemplarily the approximate solution for the $x$-displacement and the first stress component $\sigma_{11}$ for $p = 6$, $r = 4$ and $h = 1/3$. Latter two plots illustrate that we obtain reasonable results also for higher polynomial degrees combined with high regularity B-splines ($r = 4$). This usage of globally smooth basis functions is in general hard for classical FEM approaches. The 2D geometry from above is utilized further to show more aspects of our method. On the one hand, we verify the stability for large $\lambda$ and, on the other hand the generalization to the multi-patch framework is exemplified. For the former we apply the stability test from [27] at the extreme case $\lambda = \infty, \mu = 1$. This leads again to a regular source function implying the exact solution

$$u_1 = (\cos(2\pi x) - 1) \sin(2\pi y), \quad u_2 = (1 - \cos(2\pi y)) \sin(2\pi x).$$

In this situation we apply mixed boundary conditions, where the displacement boundary part $\Gamma_D$ is just the left edge ($x = 0$) of the computational domain and on the rest of $\partial \Omega$ we have traction forces, cf. Fig 11(a). If we then consider the resulting errors in Fig. 13 we note a stable decrease that fits to the theoretical approximations. In particular we do not see a blowing up in the errors.

Next, in view of Fig. 12 (a) we divide now $\Omega$ in nine patches $\Omega_1, \ldots, \Omega_9$ and repeat the first convergence experiment in the compressible regime, namely $\lambda = 2$, $\mu = 1$. Fig. 14 demonstrates the approximation properties in the multi-patch setting. One notes that the underlying parametrization is continuous, but not $C^1$.

### 3.4.2 Cook’s membrane

A classical benchmark problem within the scope of (nearly) incompressible elasticity theory is the Cook membrane. It is represented by a rectangular domain that is fixed at the left side and is loaded by a uniformly distributed shear force $t_n = (0, 1/16)^T$ at the right boundary; see Fig. 15 (a) and cf. [8]. For numerical methods that suffer from locking, one often can observe far too small approximate displacements. For comparison purposes we apply our discrete scheme with $\lambda = \infty, \mu = 0.375$ analogous to the example in [8]. In latter article a reference value for the displacement at the point $P$ in Fig. 15 (a) is computed and we study how our approximations tend to these reference values.
Figure 11: On the left we see the geometry for the first test example. In the middle and on the right we see displacement and stress approximate solutions with degree $p = 6$ and $r = 4$ for the coarse mesh on the left. Within IGA we can implement easily basis functions with high degree and high regularity.

Figure 12: The multi-patch decomposition of the first geometry example is pictured on the left. If we set $h = 1/4$, i.e. 4 subdivision in each direction and in each patch, we get the mesh on the right.

In Fig. 15 (b)-(c) we see the results for the special case $p = r + 2$ and $p = 2, 3, 4$. Since for all degrees the differences between reference and approximate values diminish, we can conclude here the absence of locking effects.

### 3.4.3 3D Ring

Next we look at a convergence test example in 3D, where the geometry and the mesh for $h = 1/6$ are given in Fig. 16 (a). Again we define the source term $f$ such that the exact solution has zero displacement boundary values and the exact solution is

$$u_1 = \frac{g}{2}, \quad u_2 = g, \quad u_3 = -\frac{g}{2}, \quad \text{with} \quad g \circ F(\zeta_1, \zeta_2, \zeta_3) = \sin(\pi \zeta_1) \sin(\pi \zeta_2) \sin(\pi \zeta_3).$$

Above, $F: (0,1)^3 \rightarrow \Omega$ denotes the regular parametrization of $\Omega$. The weak formulation with weakly imposed symmetry incorporates besides the displacement also the stresses and the Lagrange multiplier $p \in L^2(\Omega, \mathbb{R}^3)$. Consequently, if we have finer meshes or higher degrees one runs into trouble due to a large number of degrees of freedom (DoF). Especially the solving of the underlying large linear systems causes a lot of computational effort. That is why we applied the iterative solver $\text{minres}()$ to
Figure 13: We display the errors for the incompressibility test with geometry Fig. 11 (a). The results indicate the stability of the method even for $\lambda = \infty$.

Figure 14: 2D Multi-patch example: Errors w.r.t. the mesh size and for the degrees $p = 2, 3, 4$ and $r = 0$.

Figure 15: For the Cook membrane we get good displacement values in $P$ although we have set $\lambda = \infty$ as well as $r = p - 2$. 
solve the system of equations in the 3D case. The mentioned solver is pre-implemented in MATLAB and as relative tolerance we chose $5 \cdot 10^{-8}$, i.e.

$$\frac{\|M\bar{x} - b\|}{\|b\|} \leq 5 \cdot 10^{-8},$$

with $M$, $b$ denoting the system matrix and right-hand side and $\bar{x}$ is the approximate solution obtained by `minres()`. Since the norms of relative and also of the absolute residuals are much less than the errors we computed in the convergence test, we think that the plots are still meaningful. In Fig. 18 we see the error decays for $p = 2, r = 0$ and $p = 3, r = 1$ and the decreasing basically fits to the theoretically predicted order $O(h^p)$. However, the convergence order of the displacement field seems to be one higher than the one from the theory. This indicates that the estimates from the sections above might be too pessimistic. There still are open questions whether the underlying inf-sup condition can be proven with less strict requirements. On the other hand, the refined error estimate

$$\|\nabla \cdot \sigma - \nabla \cdot \sigma_h\|_{L^2} \in O(h^{p+1})$$

can be realized well in Fig. 16. Furthermore, the approximations for $u_1$ and $\sigma_{11}$ on the slice $z = 0.5$ through the ring domain are pictured in Fig. 17. In addition to the ring example we show the feasibility of multi-patch geometries in 3D by considering a spherical domain of radius $R = 1$. Such a shape needs a decomposition in several patches to avoid parametrization singularities. More precisely, we use the 7-patch decomposition illustrated in Fig. 19 (a) that is provided by the GeoPDEs software [30]. In order to have a reference solution, we adapted the right-hand source $f$ to get the exact displacements

$$u_1 = \cos(0.5 \pi \rho^2), \quad u_2 = -u_1, \quad u_3 = 2u_1,$$

where $\rho$ denotes here the radial coordinate. Again we set $\lambda = 2, \mu = 1$. For the mesh in Fig. 19 (a) and $p = 2, r = 0$ we obtain an error $\|u - u_h\|_{L^2} \approx 0.00468$ and the first approximate displacement component is displayed in the mentioned figure, too. One notes the advantage of the IGA ansatz that allows for the exact geometry representation.

![Mesh and Errors](image)

Figure 16: A mesh for the 3D convergence example ($h = 1/6$) is shown on the left, whereas on the right we see the corresponding errors for the divergence. For $p = 2$ it is $r = 0$ and for $p = 3$ we set $r = 1$. 

\[\|\cdot\| \text{ stands for the Euclidean norm.}\]
Figure 17: View on the approximate solution of the 3D ring on the middle slice $z = 1/2$. ($p = 3$, $r = 1$, $h = 1/6$)

Figure 18: Error decay for the 3D ring example. We note that we choose the regularity parameter $r = 0$ if $p = 2$, but $r = 1$ for the case $p = 3$.

Figure 19: The mesh for the 3D multi-patch example ($h = 1/4$) on the left. On the right we picture the approximate displacement solution $u_1$ for the mesh on the left and $p = 3$, $r = 1$, $\lambda = 10$, $\mu = 1$.

After the different examples in two and three dimensions we see that the applied mixed spaces
lead to reasonable results and we have indeed a unique approximate solution. Admittedly, one has to implement several discrete spaces involving different polynomial degrees and regularity. Consequently, the question arises whether the usage of classical B-spline spaces of the form $S_{p_r,\ldots, p_r}^r \circ \mathbf{F}^{-1}$ without special transformations $\mathcal{Y}_i$ and equal degrees leads to comparable results. To answer this question and to demonstrate the need of the de Rham spaces we show in Fig. 20 approximate first displacement components for the case of classical B-spline spaces for all variables $\sigma, u, p$ and with $p = 2, r = 0$ w.r.t. each coordinate. In other words, we ignore the required Brezzi stability conditions. Then we obtain for the shown example in 2D a nearly singular system matrix and for both $x$-displacements we observe in Fig. 20 a completely unstable behavior. Thus standard spaces fail.

Figure 20: The obtained approximate solutions for classical gradient-preserving B-spline basis functions of degree $p = 2$, $r = 0$ for each variable. For the left example we chose $h = 1/20$, whereas the mesh for the right figure is the one from Fig. 16 (a). The unstable behavior of the $x$-displacement demonstrates the need of special B-spline spaces taking the underlying Hilbert complexes into account.

### 3.4.4 Problems and outlook

The examples from above can be seen as a proof of concept and that the mixed weak form of linear elasticity with weakly imposed symmetry can be discretized exploiting isogeometric spaces. Although different numerical experiments show promising results, there certainly arise aspects which deserve a closer elaboration. Respectively, for reasons of completeness, we should mention issues we observed when computing approximations. The first one is quite obvious and already mentioned, namely the large number of degrees of freedom that appear. Especially for three-dimensional domains, one readily obtains large linear systems which require special solvers, like iterative schemes. But then we solve such systems only by approximation and an additional error contribution has to be taken into account.

Another issue we noted is the presence of local stress oscillations in case of mixed boundary conditions. To be more precise, at points where displacement boundary and traction boundary parts meet, meaning at points in $\Gamma_t \cap \Gamma_D$, we get in general beside the natural large stress magnitudes also local stress overshoots which seem problematic. As an example we display in Fig. 21 (a) the first stress component for the Cook’s membrane problem and a coarse mesh $h = 1/7$. In the top left corner of the membrane we can recognize the overshoots. Although this problem appears to be crucial, we see approaches to alleviate it. First of all, regions with oscillatory stresses can be reduced by standard mesh refinements; see 21 (c). Second, we further observed more stable stresses if we combine high polynomial degrees with high regularity, see Fig. 21 (b). Furthermore, in all the tests we made,
one obtains stable displacement approximations even if the stresses show overshoots. Indeed, a more
gerious explanation of the stress behavior has to be established and more numerical experiments
have to be carried out in order to understand this phenomenon. This could be the starting point of
another article.

![Imagery](image1.png)

Figure 21: Mixed boundary conditions may trigger local stress oscillations like near the top left corner
in Fig. (a). If one refines the mesh, or if splines with high regularity are used, then an improvement
regarding these overshoots can be observed; see Fig. (b)-(c).

4 Conclusion

In this article we studied approximation methods for the equations of linear elasticity based on the
Hellinger-Reissner formulation with weakly imposed symmetry. Doing so, we made use of isogeometric
analysis and isogeometric discrete differential forms. We showed the existence of a unique discrete
solution in two and three dimensions and observed a stable behavior in the incompressible regime.
Furthermore, a convergence estimate was derived that guarantees the possibility of arbitrary high
convergence orders, provided smooth enough exact solutions. A main advantage of the approach
with IGA is the exact geometry representation for various shapes. But there are also disadvantages
regarding the proposed method and there were also points mentioned which should be considered in
more detail. First of all, the mixed ansatz leads to a relatively large number of degrees of freedom.
Further, numerical experiments indicate that the error estimation in 3D might be too pessimistic,
since we saw for the displacement a faster convergence than theoretically predicted. Besides, a study
of the local stress overshoots appearing for mixed boundary conditions is advisable. The mentioned
issues could be the starting point of future work.
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Proof of the commutativity relations in Lemma 4

Let \( v = (v_1, v_2)^T \in H^1(\Omega, \mathbb{R}^2) \). Then we get

\[
\text{Skew(curl } v) = \text{Skew} \left( \begin{bmatrix} \partial_2 v_1 & -\partial_1 v_1 \\ \partial_2 v_2 & -\partial_1 v_2 \end{bmatrix} \right) = \partial_1 v_1 + \partial_2 v_2.
\]
Further, choose \( w \in H(\Omega, \text{curl}, M) \). On the one hand, it is

\[
\nabla \cdot (\Xi w) = \nabla \cdot \begin{bmatrix}
-w_{22} - w_{33} & w_{21} & w_{31} \\
-w_{12} & -w_{11} - w_{33} & w_{32} \\
w_{13} & w_{23} & -w_{11} - w_{22}
\end{bmatrix} = \begin{bmatrix}
-\partial_{1} w_{22} - \partial_{1} w_{33} + \partial_{2} w_{21} + \partial_{3} w_{31} \\
\partial_{1} w_{12} - \partial_{2} w_{11} - \partial_{2} w_{33} + \partial_{3} w_{32} \\
\partial_{1} w_{13} + \partial_{2} w_{23} - \partial_{3} w_{11} - \partial_{3} w_{22}
\end{bmatrix}
\]

On the other hand we obtain

\[
\text{Skew}(\nabla \times w) = \text{Skew} \begin{bmatrix}
\partial_{2} w_{13} - \partial_{3} w_{12} & \partial_{3} w_{11} - \partial_{1} w_{13} & \partial_{1} w_{12} - \partial_{2} w_{11} \\
\partial_{2} w_{23} - \partial_{3} w_{22} & \partial_{3} w_{21} - \partial_{1} w_{23} & \partial_{1} w_{22} - \partial_{2} w_{21} \\
\partial_{2} w_{33} - \partial_{3} w_{32} & \partial_{3} w_{31} - \partial_{1} w_{33} & \partial_{1} w_{32} - \partial_{2} w_{31}
\end{bmatrix}
\]

\[
= \begin{bmatrix}
\partial_{3} w_{31} - \partial_{1} w_{33} - (\partial_{1} w_{22} - \partial_{2} w_{21}) \\
\partial_{1} w_{12} - \partial_{2} w_{11} - (\partial_{2} w_{33} - \partial_{3} w_{32}) \\
\partial_{2} w_{23} - \partial_{3} w_{22} - (\partial_{3} w_{11} - \partial_{1} w_{13})
\end{bmatrix} = \begin{bmatrix}
-\partial_{1} w_{22} - \partial_{1} w_{33} + \partial_{2} w_{21} + \partial_{3} w_{31} \\
\partial_{1} w_{12} - \partial_{2} w_{11} - \partial_{2} w_{33} + \partial_{3} w_{32} \\
\partial_{1} w_{13} + \partial_{2} w_{23} - \partial_{3} w_{11} - \partial_{3} w_{22}
\end{bmatrix}
\]

The comparison of the the right-hand sides of the last two equality chains finishes the proof.