ECM degradation in the *Drosophila* abdominal epidermis initiates tissue growth that ceases with rapid cell-cycle exit
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SUMMARY

During development, multicellular organisms undergo stereotypical patterns of tissue growth in space and time. How developmental growth is orchestrated remains unclear, largely due to the difficulty of observing and quantitating this process in a living organism. Drosophila histoblast nests are small clusters of progenitor epithelial cells that undergo extensive growth to give rise to the adult abdominal epidermis and are amenable to live imaging. Our quantitative analysis of histoblast proliferation and tissue mechanics reveals that tissue growth is driven by cell divisions initiated through basal extracellular matrix degradation by matrix metalloproteases secreted by the neighboring larval epidermal cells. Laser ablations and computational simulations show that tissue mechanical tension does not decrease as the histoblasts fill the abdominal epidermal surface. During tissue growth, the histoblasts display oscillatory cell division rates until growth termination occurs through the rapid emergence of G0/G1 arrested cells, rather than a gradual increase in cell-cycle time as observed in other systems such as the Drosophila wing and mouse postnatal epidermis. Different developing tissues can therefore achieve their final size using distinct growth termination strategies. Thus, adult abdominal epidermal development is characterized by changes in the tissue microenvironment and a rapid exit from the cell cycle.

INTRODUCTION

During development, tissue growth must be tightly coordinated in time and space.1–3 However, due to the difficulty of measuring quantitative growth parameters in living organisms, we lack the ability to analyze factors that dictate developmental growth with the high level of precision achieved in expanding populations of unicellular organisms or animal cells in culture.4,5 For instance, while much evidence links proliferation rates with cell geometry, mechanical tension, and compression,6–8 this relationship has not been systematically examined throughout the growth of a model tissue. Likewise, embryonic development in metazoans relies on key transitions in modes of cell division, such as from rapid cleavage cycles to slower asynchronous cell cycles at the mid-blastula transition.7 However, it has remained difficult to quantify the impact of these transitions on developmental growth in living organisms and ascertain whether the timings of these transitions are developmentally controlled or cell-intrinsic events.

The recent development of analytical tools that capture cell and tissue deformations,8,9 combined with progress in live imaging in vivo,10 have transformed our ability to derive quantitative parameters that can be used to understand and model complex developmental processes. The Drosophila wing disc has been extensively used as a model of tissue growth;11 however, as its growth occurs predominantly during the larval stages when the animal is mobile, quantification of cellular growth dynamics on intact animals is difficult (Figure 1A). Drosophila histoblasts are a population of precursor cells that give rise to the adult abdominal epidermis, and whose growth occurs mainly during the pupal stages when the animal is sessile (Figure 1A). Histoblasts are therefore amenable to live imaging during their entire growth period and are an ideal system to exploit tools developed for analyzing tissue deformation.12–14
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The adult Drosophila abdominal epidermis develops from small islands (nests) of progenitor cells called histoblasts, which are specified during embryonic development. Each abdominal hemisegment contains four nests: two located dorso-laterally (dorsal anterior and dorsal posterior), one located ventrally, and one spiracular nest located laterally. During the larval period, the histoblasts are quiescent (G2 arrest). They are induced to enter the cell cycle by the pulse of the steroid hormone ecdysone that triggers the larval/pupal transition (0 h after puparium formation [APF]). Following a period of three cleavage divisions, where cell numbers increase but total tissue volume stays constant, the histoblasts enter an expansion phase (around 14–16 hAPF) where they proliferate and grow, displacing the surrounding larval epithelial cells (LECs, large polyploid cells that formed the larval epidermis). The LECs are extruded and engulfed by circulating macrophages (hemocytes), LEC death requires both ecdysone signaling and displacement by the expanding histoblast nests. Once the histoblasts cover the entire abdominal surface, proliferation ceases and differentiation proceeds to give rise to the adult abdomen.

Here, using live imaging and cell tracking, we analyze the growth of the dorsal histoblast nests at the cellular and tissue scale to uncover how cellular behaviors give rise to tissue growth kinetics. We reveal that histoblast tissue growth is predominantly driven by cell divisions, which are initiated by remodeling of the extracellular matrix (ECM) and characterized by oscillations in proliferation rates due to a small variability in cell-cycle time. Finally, growth termination occurs through an abrupt transition to arrest without a preceding slowing down of the cell cycle and is independent of mechanical compression.

RESULTS

Measuring proliferation kinetics of the Drosophila dorsal abdominal epidermis identifies a pause between the cleavage and expansion phases

To obtain quantitative data on the cleavage division phase of histoblast development, we quantified the number of histoblasts from 0 hAPF onward, during the prepupal and early pupal stages (Figures 1B–1D). Before ∼3 hAPF, we could follow cell division by time lapse and measure an average cell cycle time of ∼2.7 h (Figure 1B; Video S1). Later, between ∼4 and ∼16 hAPF, continuous live imaging of histoblasts was not possible because of the extensive movements of the pupae. Therefore, we quantified the number of cells in the anterior histoblast nest in fixed images at different times between 0 hAPF up until 16 hAPF, when live imaging was feasible again (Figures 1C and 1D). This indicated that the short cell-cycle time measured before 3 hAPF was not maintained at later times but instead was slowing down (Figures 1C and 1D). Our quantification was consistent with roughly three cleavage divisions occurring up to ∼10 hAPF (Figure 1D). However, cell numbers plateau between ∼10 and ∼14 hAPF, before undergoing a sudden rise between ∼14 and ∼16 hAPF. This supports previous observations that proliferation occurs in two phases, a cleavage phase, followed by an expansion phase. Moreover, we have identified a pause in proliferation as histoblasts transition between the two phases.

During larval development, the histoblasts are arrested in the G2 phase of the cell cycle. To determine whether histoblasts are in a specific cell-cycle phase during the proliferation pause, we used the FUCCI cell-cycle marker system (Figure S1A). At 12 hAPF, only 18% of cells were in G1, while 50% were in G2/M (Figure S1C). As the cells at this time point show little or no division (Video S1; Figure 1D), we conclude that around 50% of cells are accumulated in G2. In contrast, at 16 hAPF during the expansion phase, 44% of cells are in G1, and 36% are in G2/M (Figure S1C). Thus, during the transition between the cleavage and expansion phases, the histoblasts tend to accumulate in G2 before undergoing a burst of mitoses between 14 and 16 hAPF (Figure 1C).

The dorsal histoblast nests expand through cell division

To quantitate the expansion phase of abdominal development, we imaged cell junctions with E-cad::GFP from 16 to ∼33 hAPF (STAR Methods; Figure 1E). The resultant four wild-type movies (designated Movies 1–4) were processed and analyzed using a custom-built pipeline to track cells (Figures 1E and S1; STAR Methods; Video S2). We then defined an anterior “no border region of interest” (nobar ROI) comprised complete lineages of anterior nest histoblasts that never contact the edge of the image frame (Figure 1E, right column; Video S2; Methods S1). The emergence of specialized cells called sensory organ precursors (SOPs) was used to temporally align four wild-type movies (Movies S1G–S1L; STAR Methods).

Figure 1. Quantitative analysis of cellular contributions to abdominal growth

(A) Schematic overview on timing of tissue growth during Drosophila wing and abdominal development. (B) Left: schematic representation of pupal body plan, adapted from Hartenstein, with histoblasts in green and imaging region shown in red dashed box. Right: time-lapse confocal images of histoblast nests at the times indicated during early pre-pupal stages. Histoblasts are labeled by driving nls-GFP expression in this tissue. Anterior and posterior nests are outlined in green and red, respectively. Note that the nests are sometimes split at the end of larval development (0 hAPF), as is the case here for the posterior nest. Scale bars, 50 μm. Dorsal is to the top; anterior is to the left. See also Video S1. (C) Quantification of total dorsal histoblast numbers (anterior + posterior nests) from fixed images during early pupal stages. n = 15, 3, 8, 12, 13, 8, and 7 at successive time points. (D) Cell doublings [log2(N/N0)] of the histoblasts during early pupal stages. (E) Left: similar schematic representation as in (B). Right: left column are confocal images of histoblasts in live pupa expressing E-cad::GFP at the time points indicated. Anterior and posterior nests are outlined in green and red, respectively. At 16 hAPF, the anterior and posterior histoblast nests are separate and surrounded by the LECs. The nests then spread and eventually occupy the entire surface of the segment. Middle column displays heatmaps showing cell areas. Right panels are labeled regions of interest (ROI): anterior (green + magenta), posterior (red), and the “no border” ROI (magenta). Scale bars, 50 μm. See also Video S2 and Methods S1. (F) Decomposition of the cumulative area expansion rate of the tissue into contributions from cell division, cell area change, and cell extrusion (wild-type movie 1, noborder ROI). See also Figure S1. (G–I) Cumulative tissue area expansion rate (G) and contributions from cell division (H) and cell area (I) for four different wild-type movies. Movies are time-aligned based on the appearance of sensory organ precursor (SOP) cells (Figure S1L). See also Methods S1.
Figure 2. Junctional tension increases through development

(A) Snapshots of laser ablation experiments. Red color, before laser ablation; green color, time frames after laser ablation. Scale bars, 5 μm.

(B) Confocal image of dorsal histoblast nests at 16 hAPF where the position of boundary, distal, and proximal cells is highlighted.
To analyze tissue growth, we performed a shear decomposition analysis of the segmented wild-type movies using Tissue Miner.\textsuperscript{9,23} We focused our analysis on the expansion kinetics of the histoblast nests by examining how the relative rates of change in cell area and cell number (cell division or extrusion) contribute to the area expansion rate of the tissue (Figures 1F–11 and S1N–S1O). This quantitative analysis showed that the dorsal histoblast nests grow primarily via cell division (Figures 1F and 1H), as previously proposed.\textsuperscript{22} The average cell area increase contributed modestly to tissue area expansion (Figures 1F and 1I). Cell loss (“extrusion”), through either cell death or delamination, had a minimal negative contribution to histoblast nest growth (Figure 1F). The cell area contribution to growth is far more variable than that of cell divisions (Figures 1H and 1I). Furthermore, cell areas in the anterior nest are also spatially variable, with cells around the periphery of the nest having a larger apical area than their counterparts in the nest center (Figure 1E, middle column). This may be due to their location at the interface with LECs, which have been shown to exert forces on the boundary histoblasts when undergoing apoptosis.\textsuperscript{13,24} By 31 hAPF, the rate of division was minimal (Figure 1H), suggesting that the histoblasts had arrested by this stage, consistent with previous reports.\textsuperscript{13,22} Thus, histoblast proliferation during pupal development produces four steps: cleavage, pause, expansion, and arrest.

**Tissue tension does not decrease during abdominal development**

Work in cell culture and several in vivo systems has suggested that mechanical constraints influence proliferation; for instance, cells under tension are generally more likely to divide than cells under compression.\textsuperscript{3,6} Indeed, mechanical compression, or a decrease in tissue area expansion (Figures 1F and 1I). Cell loss (“extrusion”), through either cell death or delamination, had a minimal negative contribution to histoblast nest growth (Figure 1F). The cell area contribution to growth is far more variable than that of cell divisions (Figures 1H and 1I). Furthermore, cell areas in the anterior nest are also spatially variable, with cells around the periphery of the nest having a larger apical area than their counterparts in the nest center (Figure 1E, middle column). This may be due to their location at the interface with LECs, which have been shown to exert forces on the boundary histoblasts when undergoing apoptosis.\textsuperscript{13,24} By 31 hAPF, the rate of division was minimal (Figure 1H), suggesting that the histoblasts had arrested by this stage, consistent with previous reports.\textsuperscript{13,22} Thus, histoblast proliferation during pupal development produces four steps: cleavage, pause, expansion, and arrest.

To explore whether mechanical stresses were changing in expanding histoblast nests over time, we performed single-junction ablations in different regions of the anterior nest (Figures 2A and 2B). We calculated the recoil velocity of junction vertices, which is often used as a proxy for mechanical tension and found two distinct behaviors depending on the location of junctions (Figures 2A–2E and S2A). Junctions near the LEC/histoblast border showed consistent recoil velocities throughout development, with higher velocities along junctions shared with LECs (perimeter) compared with junctions that have a vertex shared with other histoblasts (orthogonal) (Figures 2C and S2A). Junctions away from the boundary showed an increased recoil after 21 hAPF, as well as a bias toward the dorsal-ventral (DV) axis (Figures 2D, 2E, and S2A). We tested whether this increase in junction recoil after ablation was associated with cell shape changes but found no clear correlation between junction length and recoil velocity at any developmental stage (Figure S2B). As LECs are contiguous with the histoblasts, we also examined whether they experienced changes in tension. Using laser ablation, we excised individual LECs and followed the subsequent LEC deformation (Figures 2F–2H and S2C–S2E; Video S3). At 16 and 21 hAPF, LECs showed minimal shape changes (Figures 2G, 2H, and S2C). At 26 hAPF, however, there was a large reduction in apical area and an increase in recoil velocity upon ablation (Figures 2G, 2H, S2C, and S2D). Furthermore, the shape contraction was slightly more pronounced along the anterior-posterior (AP) than the DV axis. This is consistent with a recently reported increase in recoil velocity in single LEC junction ablations between 20 and 27 hAPF.\textsuperscript{26} Thus, in contrast to reports in other tissues such as the *Drosophila* wing imaginal disc,\textsuperscript{26} we observed that recoil velocities upon ablation of histoblasts and LECs increase over developmental time.

Elevated junctional myosin II (Myo II) levels are one possible explanation for the temporal increase in recoil velocity. Examining junctional Myo II intensity (Figures 2I–2P, S2F, and S2G; Video S4) showed that the highest levels in histoblasts are at the histoblast-LEC boundary;\textsuperscript{25} (Figures 2I–2K), likely explaining the large recoil after ablation along perimeter junctions (Figure 2C). However, Myo II junctional levels globally decline throughout development, while also switching from a slight intensity bias along DV junctions at 16 hAPF to being isotropic by 31 hAPF (Figures 2M–2P). We also observed no strong dependency of Myo II intensity on junction length (Figure S2F). We conclude that the increase in recoil velocity over time is not linked to an increase in Myo II junctional levels.

Junctional tension is only one of the components generating forces within the tissue, so we wondered whether the large-scale tissue tension was changing over time in the same way as junctional recoil velocity. To test this, we performed apical annular cuts with a diameter of about 10 cells in a defined region of the anterior histoblast nests at different time points (Figure 3A; Video S3). Consistent with observations of single-junction ablations, the strain and recoil velocity measured in the AP and DV directions were increasing over time (Figures 3B and S3A–S3C; STAR Methods). In addition, the spatial pattern of cell area contraction within excised discs exhibited a striking change.

---

\(C-E\) Quantification throughout development of recoil velocity for single junction ablations for cells located along the boundary (C; perimeter junctions \(n = 38, 31,\) and \(29\) and orthogonal junctions \(n = 39, 31,\) and \(29\) at successive times), or in the distal (D; DV junctions \(n = 16, 19, 30,\) and \(20\) and AP junctions \(n = 21, 22, 38,\) and \(22\)) positions within the nest. See also Figure S2.

\(F\) Snapshot of an LEC at 16 hAPF in the resting state after an annular ablation in an E-cad::GFP-expressing animal. Excised LECs were segmented (yellow) and their shape change analyzed to assess strain. See also Video S3 and Figure S2.

\(G\) Representative LEC segmentations after ablation, temporally overlaid for each developmental stage examined.

\(H\) Quantity of Hencky’s true strain for LEC AP (short) and DV (long) axes after ablation.

\(I-L\) Example apical projections of confocal images from a pupa expressing Sph::GFP (Myo II) and E-cad::mKate2 at the indicated time points. Note the higher levels of Myo II intensity at the histoblast-LEC boundary (yellow arrowheads) and the Myo II supra-cellular cable at the histoblast AP nest boundary (green arrowheads).\textsuperscript{30} Scale bars, 50 \(\mu\)m. See also Video S4.

\(M-P\) Median apical Myo II intensity along junctions as a function of binned junction angles (solid line denotes median intensity and ribbon denotes the interquartile range) at different times (as in I-L). See also Figure S2.
Figure 3. Deformation of excised histoblasts reveals a reduction in external resistance to histoblast movement

(A) Example time-lapse confocal images of histoblasts at the resting state following an annular ablation (ablated region outlined in red) in E-cad::GFP-expressing animals at different stages of abdominal development. Scale bars, 5 µm. See also Video S3.
over time. At 16 hAPF, cell area contraction was mostly confined to the disc edge, but at later developmental time points this edge bias had disappeared (Figure 3C). Since a free elastic disc under isotropic tension should constrict uniformly (Methods S1), we reasoned that this observation indicated that cell movement was limited by an external elastic resistance at early time points. We therefore compared experimental patterns of isotropic shear (relative cell area change) and anisotropic shear (change in cell elongation) with a continuum model where the tissue is described as an elastic material under active tension, adhering to an external substrate through elastic links (Figures 3D–3H and S3D–S3F). Fitting this model to spatial profiles of excised discs, and the deformation of the outer boundary of the ablated region (Figure 3E), we found that the parameter describing external resistance to disc deformation was strongly decreasing during development (Figure 3F). The model also indicated that the tissue internal AP tension, normalized to a cell elastic modulus, was roughly constant over time (Figure 3G), while the normalized DV tension increased after 26 hAPF (Figure 3H). We therefore conclude that the build-up of compressive stresses does not occur as the histoblasts cover the entire abdominal surface, and therefore is not responsible for growth arrest, as has been suggested for other tissues such as the wing imaginal disc.

The basal extracellular matrix is degraded during histoblast expansion

Why does the external resistance to tissue deformation appear to decrease over time? The apical surface of the histoblasts and LECs is in contact with the pupal cuticle, while the basal surface is attached to a basement membrane containing collagen IV (Viking [Vkg] in flies) (Figure S4A). We therefore quantified basal ECM dynamics during pupal abdominal development (Video S3). We investigated the dynamics of the three major Drosophila basal ECM components, perlecan (Drosophila Troil), collagen IV, and laminin B1 (LanB1) from 4 to 32 hAPF. During the pre-pupal stages (4–12 hAPF), all three components are present as a dense network across the entire abdomen (Figures 4A and S4B) but are slowly degraded (Figures 4A, 4B, and S4B; Video S5). At 12 hAPF, head eversion compresses the ECM and S4B) but are slowly degraded (Figures 4A, 4B, and S4B; Video S5). At 12 hAPF, head eversion compresses the ECM and S4B) but are slowly degraded (Figures 4A, 4B, and S4B; Video S5). We therefore conclude that the build-up of compressive stresses does not occur as the histoblasts cover the entire abdominal surface, and therefore is not responsible for growth arrest, as has been suggested for other tissues such as the wing imaginal disc.

perlecan is degraded at a faster rate than collagen IV and LanB1 (Figure 4B; Video S5). We examined matrix degradation at a higher spatial resolution after 18 hAPF. Both perlecan and collagen IV are degraded at a similar rate under both cell populations, and by 21 hAPF we only detect a residual punctate signal in hemocytes (Figures 4C, 4D, and S4C; Video S5). LanB1, on the other hand, is degraded under the LECs, but is only partially lost under the histoblasts, (Figures 4D and S4C; Video S5).

To test whether the reduction in basal ECM components caused the loss of external mechanical resistance inferred from annular ablations, we overexpressed matrix metalloprotease 1 (MMP1) or the tissue inhibitor of metalloproteases (TIMPs, an endogenous MMP inhibitor) in the LECs (32B-GAL4 driver) and performed annular cuts on the histoblasts. MMP1 overexpression resulted in greater strain and recoil velocity than TIMP overexpression, although both showed fairly consistent values throughout development (Figures 4E, 4F, and S4D–S4I). As the wild-type strain values showed an increase after 21 hAPF, we wanted to compare the strain values in both MMP and TIMP overexpression with those of wild type. At early time points, MMP overexpression exhibit higher strain after ablation than wild type, but by 26 hAPF both conditions were similar (Figures 4G and 4H). Conversely, at 16 hAPF, TIMP overexpression showed slightly lower strain after ablation than wild type, and by 26 hAPF TIMP overexpression had failed to show any increase in strain (Figures 4G and 4H). It was not possible to perform and analyze ablations in TIMP overexpression pupae at 31 hAPF due to internalization of E-cadherin (see later time points in Video S6). We next examined area contraction across the excised discs in MMP1 and TIMP overexpressing pupae. At 21 hAPF, MMP1 overexpressing pupae exhibited less restriction to the edge of discs compared with wild type, and the overall deformation magnitude of the disc was more pronounced (Figure 4I). In contrast, in TIMP overexpression at 26 hAPF, the area deformation profile was concentrated near the boundary of the disc, and the overall deformation magnitude was reduced compared with wild type (Figure 4I). These results are intuitively consistent with the ECM providing external resistance to tissue deformation, as resistance decreases when the ECM is degraded early (MMP1 overexpression) and increases when the ECM persists for longer (TIMP overexpression). To obtain a quantitative readout, we fitted our continuum model to experimental deformation profiles in MMP1 and TIMP overexpression, in the same manner as for annular ablations in wild-type pupae (Figure S4J). This confirmed that external resistance to the disc deformation was decreasing early in MMP1 overexpression (Figure 4J) and was strongly
Figure 4. Basal extracellular matrix degradation induces a reduction in external resistance
(A) Left: similar schematic representation as in Figure 1B. Right: example time-lapse confocal images of collagen IV during the early pupal stages. Region of quantification is outlined in yellow. Scale bars, 50 μm. See also Video S5.

(legend continued on next page)
increased in TIMP overexpression (Figure 4K). Tissue tension was generally similar to wild type in these perturbations, except for an increase of isotropic tension at 16 hAPF in MMP1 overexpression (Figures 4L, 4M, S4K, and S4L). Overall, these results are consistent with the progressive disappearance of essential ECM components after 13 hAPF, resulting in reduced external resistance to deformation of the histoblast epithelium.

**Basal ECM remodeling is necessary for histoblast nest expansion**

The expansion phase of abdominal development is initiated at a similar time to ECM degradation, following the cleavage stage (0–10 hAPF) and pause in proliferation (10–14 hAPF) (Figure 1). We therefore investigated whether blocking ECM remodeling by overexpressing TIMP (Figures S5A and S5B) had any effect on histoblast proliferation. Strikingly, no proliferation was observed in the histoblasts during the time period observed, from 16 to 31 hAPF (Figure 5A; Video S6), compared with the extensive proliferation seen in the wild-type histoblasts over the same time period (Figure 1; Video S2). The lack of proliferation was not due to early pupal death, since our experimental samples developed to the pharate adult stage with a normal head, thorax, and wings (Figures 5B and S5C). Moreover, a pupal wing imaged simultaneously with the abdomen in a TIMP-expressing pupa proliferated normally at 16 hAPF (Figure SSSD; Video S6). In contrast, the larval abdomen failed to be replaced by the histoblasts, as evidenced by the lack of pigmentation and sensory bristles (Figures 5B and S5C). We examined the effects of TIMP or MMP1 overexpression on histoblast cell numbers at 16 hAPF, when the cells have entered the expansion phase (Figure 5C). Premature ECM degradation by MMP1 overexpression does not induce a significant increase in cell numbers at 16 hAPF, suggesting that histoblasts in wild-type conditions are proliferating at their maximum rate (Figure 5C). In contrast, upon TIMP expression, histoblast numbers average 259 ± 46 at 16 hAPF, which is very similar to the number in wild type during the proliferation pause (266 ± 18.5 at 14 hAPF; Figure 1C). This suggests that ECM remodeling is required for histoblasts to transition from the cleavage to the expansion phase.

How is ECM degradation triggered? The two matrix metalloproteases, MMP1 and MMP2, are responsible for most basement membrane turnover in *Drosophila*. To identify potential mechanisms for ECM degradation, we imaged a transcriptional reporter for the secreted *Drosophila* MMP1. While mmp1 is not expressed in histoblasts, it is expressed in the LECs (Figure 5A). To examine whether MMP expression in the LECs led to the degradation of the basal ECM, we depleted mmp1 and mmp2 using RNAi specifically in LECs (32B-GAL4 driver). Similar to TIMP overexpression, this resulted in histoblasts failing to proliferate and a naked abdomen in pharate adults (Figures 5A and 5B). Therefore, MMP expression in the LECs promotes basal ECM degradation, allowing the growth and expansion of the histoblasts.

**Histoblasts divide with a narrow distribution of cycle times, uncorrelated with cell geometry**

To analyze in detail the growth kinetics of histoblasts during the expansion phase following ECM degradation, we examined the cell division rate (number of cell divisions per unit time, relative to total cell number) from 16 hAPF onward (Figure 6A). This revealed an oscillatory behavior with a period of ~4 h, with three oscillatory peaks observed before the cell division rate started to decrease (around 28 hAPF) (Figure 6A). All movies exhibited similar dynamics in the decay of the cell division rate, although the oscillation peaks were variable in time between the different animals (Figure 6A). We explored whether the average cell-cycle duration was oscillating through time and found that, in contrast to the cell division rate, the average cell-cycle time (time between two divisions ~4.5 ± 0.6 h, mean ± SD over four analyzed movies) varied only weakly in time (Figures 6B and 6A).

A large body of work suggests that geometric constraints influence cell division, for instance cells with a larger surface area are generally more likely to divide than cells with a constrained area. Therefore, we therefore wondered whether there was a relationship between cell-cycle time (time between two divisions) and cellular geometric features. Surprisingly, the cell-cycle time was neither correlated with histoblast initial area at birth or average lifetime area (Figures 6C and 6B), nor mean cell elongation (Figure 6D). This suggests that geometric constraints do not strongly influence histoblast cell-cycle time and therefore do not account for the observed oscillations in cell division rate.

To further explore the basis for the cell division rate temporal oscillations, we examined whether cycle times of mother and daughter cells were correlated but found only a weak correlation...
coefficient (Figures 6E and S6C, Pearson correlation coefficient $r = 0.04 \pm 0.04$). In contrast, we noticed that sister cell-cycle times were clearly correlated (Figures 6F and S6C, $r = 0.55 \pm 0.04$ for sisters). Given that cycle times are not correlated between generations, we wondered what other factors could explain the oscillations in proliferation rate. We noted that there is a relatively narrow cell-cycle time distribution (Figure S6A, coefficient of variation [CV] of cell-cycle times $0.22 \pm 0.02$, mean $\pm$ SD over four movies). Could the oscillations in cell division rate be attributed to this small variation in cell-cycle time? To test this, we simulated a growing population of cells with cell-cycle times chosen stochastically from a distribution comparable to the experimentally measured cell-cycle time distribution. We observed no obvious spatial patterns in cell-cycle time (Figure S6D); therefore, for simplicity, we did not take possible spatial relations in cell-cycle time into account. If cells initiate growth sufficiently synchronously, the cell division rate shows a damped oscillatory behavior, with the oscillation amplitude decaying as the population becomes progressively unsynchronized (see Figure S6E). This suggests that a narrow distribution of cell-cycle time together with synchronized initiation of growth (as the cells are released from the pause by ECM degradation) can contribute to the oscillatory behavior in cell division rates.

**Histoblasts transition to growth arrest**

We wished to determine why cell division rates decay strongly after $\sim 28$ hAPF (Figure 6A). In the *Drosophila* wing, growth termination is associated with a gradual increase in cell-cycle time from around 6 to 10 h increasing to over 20 to 30 h at the larval-pupal transition. In contrast, we found that histoblast cell-cycle times were nearly constant throughout development, with a slight decrease around 22 hAPF, and do not increase at later stages to an extent that can account for growth arrest (Figure 6B). The discrepancy between average cycle times and average cell division rate implies that a fraction of histoblasts stop dividing. We therefore computationally labeled cells that did not divide until the end of our movies, which we denote as arrested histoblasts. Labeling these arrested cells revealed a spreading pattern of emerging arrested histoblasts, which progressively cover the entire histoblast nest (Figure 6G; Video S7). These arrested cells start to appear with a low probability around 24 hAPF, and after 28 hAPF nearly all newborn cells are arrested (Figure 6H). To determine at which phase of the cell cycle the histoblasts arrest, we quantified the intensity of FUCCI markers during histoblast expansion (Figure 6G). This revealed a gradual disappearance of the RFP-CycB marker, such that by 31 hAPF all cells are only expressing the G1 marker GFP-FUCCI (Figures 6G and 6I). Thus, following the expansion period, growth termination in the histoblasts occurs through G1/G0 arrest.

Do arrested histoblasts appear in a systematic spatial pattern within the nest? To test this, we labeled all tracked arrested cells in the final frame of our movies (which, by our definition, have all exited the cell cycle) according to their time of birth and found no consistent spatial trend across all wild-type movies (Figure 6J). We therefore treated the appearance of arrested cells as a stochastic process and quantified, for every cell division, the probability to give rise to one or two arrested cells (p) and, given that at least one of the daughter cells is arrested, the probability that both the daughter cells are arrested ($\alpha$) (Figures 6K and 6L). The probability $p$ and $\alpha$ increased sharply from about 0 before 24 hAPF to almost 1 after 28 hAPF, indicating that histoblasts...
Figure 6. Histoblast cell-cycle times and transition to proliferative arrest

(A) Cell division rate in each wild-type movie as a function of time (after application of moving average, with a top-hat smoothing kernel with window size 0.875 h). The cell division rate oscillates up to ~28 hAPF before decaying. Data from noborder ROIs. See also Figures 1 and S6 and Methods S1.

(legend continued on next page)
transition abruptly to proliferative arrest, rather than gradually increasing cell-cycle times as reported in other tissues like the Drosophila wing disc.

**Simulations recapitulate cell number increase from 0 to 36 hAPF**

We wanted to know whether (1) a pause in proliferation between the cleavage and expansion phases, (2) cell-cycle times randomly chosen from a narrow distribution, and (3) a stochastic transition to cell-cycle arrest with a probability changing over time could quantitatively account for histoblast growth. We performed numerical simulations of tissue growth where (1) sister cells take a cycle time at their birth out of a bivariate normal probability distribution with a time-varying mean, CV, and fixed sister correlation coefficient; (2) cells pause their divisions between 12.5 and 14.7 hAPF but still age, giving rise to a burst of cell division around 15 hAPF; (3) cells stop proliferating according to the experimentally measured probability distribution; and (4) cells transition to SOPs with a fixed probability in a time window (Figure 7A; Methods S1). The mean and SD of the simulated cycle time probability distribution before 3.3 hAPF and after 14.7 hAPF were taken according to experimentally measured distributions (Figure 7B; Methods S1). Between these two phases, the mean cell-cycle time was taken as the starting value of the expansion phase at ~15 hAPF (Figure 7B). This model of tissue growth could closely match increases in the total number of cells, the total number of arrested cells, and the number of SOPs over time (Figures S7C–S7E; see Figure S7 for effect of changing model parameters). The simulated cell division rate exhibited oscillations comparable in period and amplitude with experimental data (Figures 7F and 7G). As expected, oscillations in the simulated cell division rate were strongly dependent on the CV of cell-cycle time, becoming much flatter with less precise cycle times (Figures S7Q–S7S). We conclude that the essential features of histoblast expansion are accounted for by the simple rules used in our simulations. We do not exclude that additional synchronization mechanisms further participate in sustaining the oscillatory behavior of the cell division rate, as the magnitude of oscillatory peaks in cell division did not decrease over time as clearly in experiments as in simulations (Figure 7F).

**DISCUSSION**

Understanding how coordinated cellular behaviors dictate developmental tissue growth is key to elucidating the basis of tissue size and shape. Our quantitative analysis has allowed us to identify the major landmarks of abdominal growth. Following ~3 cleavage divisions after the onset of pupariation, a pause in cell division rate occurs until the degradation of the basal ECM by the LECs following head eversion (Figures 1, 4, and 5). This initiates an expansion phase during which cell division rates display an oscillatory profile (Figure 6). The expansion phase ends after ~4 cell divisions (Figure S7A), with cells stochastically transitioning to arrest (Figure 7). Beyond this global picture of abdominal growth, our dataset and simulations provide several important insights on the regulation of tissue growth and mechanics.

The switch between the preupal cleavage divisions to the expansion phase represents a key step in abdominal development. Similar to the analogous switch taking place at the midblastula transition in many metazoan embryos, this involves both a lengthening of the cell cycle and a resumption of tissue growth. The depletion of cyclin E stores accumulated during the larval growth period is thought to account for the increase in cell-cycle length. Here, we show that the remodeling of the basal ECM is an essential step to allow the switch between cleavage divisions and expansion phase (Figure 5). Dynamic remodeling of the ECM is instrumental in orchestrating organ developmental processes such as cell migration and rearrangements. We observe partial degradation of the basal ECM after head eversion is complete; with collagen IV and perlecan being completely degraded, while some laminin persists beneath the histoblasts. This degradation is required for the histoblasts to re-enter the cell cycle and for LECs to undergo extrusion from the epithelial layer (Figure 5; Video S6). The two Drosophila MMP family members, MMP1 and MMP2, promote remodeling of many tissues during metamorphosis. In the abdominal epithelium, MMP expression is limited to LECs,
and this expression is essential to trigger histoblast nest expansion (Figure 5).

How is the degradation of the basal ECM triggered at the correct time? One possibility is through a similar mechanism to fat body cells, which secrete MMP1 and MMP2 upon the pupation ecdysone pulse, causing the destruction of the cell-cell junctions and ECM that hold them together between 6 and 12 hAPF.42,43 Alternatively, MMP expression and activity have been shown to be dependent on ECM/cellular mechanical properties and compaction.44–48 As ECM degradation mainly occurs after head eversion, when the abdominal basal ECM and LECs undergo a massive compaction (Figure 5A; Video S5), it is possible that MMP expression in the LECs and subsequent ECM degradation are induced by compression of the LECs and basement membrane.

How does ECM degradation enable tissue growth? One possibility is that loss of signaling from the ECM, via integrins, signals the onset of the expansion divisions. However, this would be unexpected as in many systems integrin signaling promotes rather than inhibits growth and division.49 Alternatively, basement membrane remodeling might free a source of trapped growth factor/morphogen, or allow a ligand present in the hemolymph...
to access the histoblasts. Indeed, the ECM has been shown to act as a growth factor reservoir\textsuperscript{50,51} or to restrict morphogen diffusion\textsuperscript{28–31} in several tissues. It is interesting to consider this repressive effect of the ECM on developmental proliferation in the context of the proposed role of the normal cellular microenvironment in limiting cancer formation.\textsuperscript{52} It is likely that onco-
genic transformation involves the exploitation of developmental ECM remodeling mechanisms to convert the ECM from an anti-
tumor to a pro-tumor environment that promotes proliferation and tissue invasion.\textsuperscript{28,29}

Once growth has been initiated upon ECM degradation, we observed that the histoblast division rate exhibits temporal oscillations between \textasciitilde16 and \textasciitilde28 hAPF. Individual cell-cycle times are not correlated between mothers and daughters, nor are they dependent on cell geometry, but have a relatively tight statistical distribution (CV of 0.22). Simulations of a growing population of cells with such a narrow cell-cycle time distribution, initiating their cycle in a synchronized manner, likewise exhibit an oscillatory cell division rate (Figure S6E). However, our simulations show a dampening in amplitude of the proliferation rate due to cell divisions becoming less synchronized, which is not observed in the experimental data (Figures 7 and S7). It would be interesting to explore if further synchronization mechanisms contribute to sustain the oscillatory behavior observed experimentally. These oscillations cease once cells start exiting the cell cycle, and growth termination occurs (Figure 6).

The \textit{Drosophila} wing imaginal disc is arguably the system in which growth and final size control have been studied most extensively.\textsuperscript{11} A striking aspect of that system is that cell division decelerates progressively during roughly half of the larval growth period,\textsuperscript{11} similarly to post-natal growth of the mouse skin, where the cell-cycle time of epidermal progenitors gradually increases over 60 days following birth.\textsuperscript{57} In contrast, we find that termination of abdominal tissue growth is not mediated by a progressive increase in cell-cycle time, but by the sharp, stochastic transition of a growing population of cells to G1/G0 arrest, with no visible large-scale pattern (Figure 6). This is reminiscent of models proposed for growth and differentiation of neurons in the retina,\textsuperscript{58} growth of mouse intestinal crypts,\textsuperscript{59} or the expansion of the mouse embryonic skin.\textsuperscript{60} In these tissues, a relatively abrupt transition in modes of progenitor divisions switch the tissue from expansion to maintenance and differentiation. This suggests that different developing tissues can achieve reproducible sizes using radically different growth termination strategies. It is possible that the sharp transition we observe here allows for fast expansion of the histoblast nest, at the cost of a less refined control over the final number of cells than would be allowed by a pro-
genresive slowdown in proliferation.\textsuperscript{59}

Mechanical control of growth is an attractive model for tissue size determination and is supported by the study of the effects of cellular density on tissue culture cell proliferation\textsuperscript{3,61} as well as in the wing disc.\textsuperscript{28,62} In this scenario, crowding leads to cell-cycle arrest as cells reach confluence through compaction, driving a reduction in cell area. By analogy to cells in culture gradually filling empty space on the culture dish surface, it is tempting to speculate that histoblasts, which grow within a confined planar surface, are subjected to mechanical crowding leading to growth termination. However, we did not find a signature of cell area affecting the cell division rate (Figures 6 and S6). Furthermore, laser ablation experiments indicate that the tissue tension, normalized to cell elasticity, is either constant (in the AP direction) or slightly increasing (in the DV direction) (Figures 2, 3, and S3). Decreased Myo II accumulation has been proposed to mediate the effect of cell crowding on proliferation in the wing disc,\textsuperscript{28,62} and we observe a similar reduction in junctional Myo II. Although an area of lower apical Myo II levels emerges in the medial part of the anterior dorsal nest from around 21 hAPF (Figures 2K and 2L), this does not lead to a similar pattern of increased cell-cycle time or early exit from the proliferation phase (Figure 6J). Finally, the transition from growth to arrest in the abdomen occurs between \textasciitilde24 and \textasciitilde28 hAPF, whereas the displacement of the last LECs and fusion of the dorsal nests at the midline takes place between 32 and 36 hAPF.\textsuperscript{18,29} Thus, changes in cell geometry or mechanical tension do not appear to provide a universal growth termination cue. Instead, the histo-
blasts could sense the decline of a pro-growth signal secreted by the disappearing LECs, or the accumulation of a self-secreted inhibitor (chalone).\textsuperscript{1} In addition, systemic signals such as the steroid hormone ecdysone or limiting nutrient availability could also play a role in growth termination in the abdomen.\textsuperscript{2} Given the robustness of organ size across species, it is likely that several signals work in concert to ensure accurate size control.
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# STAR METHODS

## KEY RESOURCES TABLE

| REAGENT or RESOURCE | SOURCE | IDENTIFIER |
|---------------------|--------|------------|
| Deposited data      |        |            |
| Corrected skeletons and Tissue Miner outputs of wild type Movies 1–4 | This work | https://doi.org/10.25418/crick.c.5787494.v1 |
| Myo II quantifications | This work | https://doi.org/10.25418/crick.c.5787494.v1 |
| Cell cycle correlations | This work | https://doi.org/10.25418/crick.c.5787494.v1 |

### Experimental models: Organisms/strains

| D. melanogaster: y[1] w[1]; TI[Tl]shg[GFP] (E-cad::GFP) | Bloomington Drosophila stock center| BDSC Cat #60584; RRID: BDSC_60584 |
| D. melanogaster: y[1] w[1]; TI[Tl]shg[3x mKate2] (E-cad::mKate2) | Gift from Yohanns Bellaïche | 63 |
| D. melanogaster: w[1]; P[w+[mW.hs]=GawB]32B (32B-GAL4) | Bloomington Drosophila stock center | BDSC Cat #1782; RRID: BDSC_1782 |
| D. melanogaster: w[1]; P[w+[mC]=UAS-Timp.P]3 | Bloomington Drosophila stock center | BDSC Cat #58708; RRID: BDSC_58708 |
| D. melanogaster: w[1];UAS-MMP1RNAi, UAS-MMP2RNAi | Gift from Mirka Uhlírova | 64 |
| D. melanogaster: PBac[fTRG10075. sfGFP-TVPTBF]VK00033 (Sqh::GFP) | Vienna Drosophila Resource Center | VDRC Cat #318484 |
| D. melanogaster: w[1]; P[w+[mC]=ubP-GAL80[ts][2]/TM2 | Bloomington Drosophila stock center | BDSC Cat #7017; RRID: BDSC_7017 |
| D. melanogaster: P[Mmp1.GFP] | Gift from Dirk Bohmann | 33 |
| D. melanogaster: y[1] w[1118]; UAS-HA/TM6b | This work | N/A |
| D. melanogaster: w[1]; vkg::GFP, E-cad::mTomato | Gift from Brian Stramer | N/A |
| D. melanogaster: w[1]; P[w+[mC]=UAS-mCherry.NLS]3 | Bloomington Drosophila stock Center | BDSC Cat #38424; RRID: BDSC 38424 |
| D. melanogaster: y[1] w[1]; act>y->Gal4 UAS-GFP | Gift from Kenneth Irvine | 65 |
| D. melanogaster: y[1] w[1]; P[w+[mC]=UAS-FLP.D]JD1 | Bloomington Drosophila stock Center | BDSC Cat #4539; RRID: BDSC 4539 |
| D. melanogaster: y[1] w[1]; [w+[mW.hs]=GawB]NP1248 / CyO, P[w[1]=UAS-lacZ.UW14]UW14 (esg[W1248-GAL4)] | Kyoto Stock Center (DGRC) | DGRC 112589 |
| D. melanogaster: w[1]; P[w+[mC]=PTT-un1]ZCL1700 (Perlecan-GFP) | Kyoto Stock Center (DGRC) | DGRC 110807 |
| D. melanogaster: w[1]; vkg (Col IV)::GFP | Gift from Brian Stramer | 66 |
| D. melanogaster: w[1]; PBac[fTRG00681. sfGFP-TVPTBF]VK00033 (lanB1::GFP) | Brian Stramer | 67 |
| D. melanogaster: w[1118]; Krflf-1/CyO, P[ry+t7.2=en1]wg[en11]; P[w+[mC]=UAS-GFP-E2f1.1-230]26 P[w+[mC]=UAS-mRFP1.NLS-CycB.1-266]17/TM6B, Tb[1] | Bloomington Drosophila Stock Center | BDSC Cat #55122; RRID: BDSC 555122 |
| D. melanogaster: w[1118]; P[w+[mC]=Ubi-GFP-E2f1.1-230]19 P[w+[mC]=Ubi-mRFP1.NLS-CycB.1-266]15/CyO, P[ry+t7.2=en1]wg[en11]; MKRS/TM6B, Tb[+] | Bloomington Drosophila Stock Center | BDSC Cat #55123; RRID: BDSC 555123 |
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RESOURCE AVAILABILITY

Lead contact
Further information and requests for resources and reagents should be directed to and will be fulfilled by the lead contact, Nicolas Tapon (nic.tapon@crick.ac.uk).

Materials availability
All reagents generated in this study are available from the lead contact without restriction.

Data and Code Availability

- All imaging data and quantifications have been deposited on FigShare are publicly available as of the date of publication. The DOI is listed in the key resources table.
- All original code has been deposited on GitHub or FigShare and is publicly available as of the date of publication. DOIs or GitHub links are listed in the key resources table.
- Any additional information required to reanalyze the data reported in this paper is available from the lead contact upon request.

EXPERIMENTAL MODEL AND SUBJECT DETAILS

Fly stocks
All experiments were performed in Drosophila melanogaster (see key resources table and figure genotypes table for details of strains used). Flies were maintained at 25°C (unless otherwise indicated) on food generated by the Francis Crick Institute Media Facility (360 g agar, 3600 g maize, 3600 g malt, 1200 mL molasses, 440 g soya, 732 g yeast extract, 280 mL of acid mix (500 mL propionic and 32 mL orthophosphoric acid) and 50 L water).

METHOD DETAILS

Fly rearing
Unless stated all flies were raised at 25°C. Pupae were collected at a pupal stage before head eversion, kept at 25°C and then monitored hourly for head eversion to calculate pupal age as 12 hAPF, four hours prior to imaging at 16 hAPF. For experiments blocking ECM degradation and time-matched controls, we modulated the expression of TIMP, under control of the larval epithelial cell specific
GAL4 promoter 32B-GAL4, in a temperature-controlled manner. We crossed virgins of E-cad::GFP; 32B-GAL4 to either males of UAS-TIMP or UAS-HA (III). For comparing collagen IV degradation we crossed virgins of E-cad::Tom, vkg-GFP; 32B-GAL4 to either males of UAS-TIMP or UAS-HA (III). Crosses were kept at 25°C. Larvae were raised at 18°C and pupae placed at 25°C, 7 hours prior to imaging. Pupae were monitored hourly for head eversion to calculate pupal age as 12 hAPF, four hours prior to imaging at 16 hAPF. Pupae were kept at 25°C during imaging or rearing for specific developmental times.

For experiments promoting ECM degradation and time-matched controls, we modulated the expression of MMP with the UAS-GAL4-GAL80T system, under control of the larval epithelial cell specific GAL4 promoter 32B-GAL4. We crossed virgins of E-cad::GFP, tubGAL80T; 32B-GAL4 to either males of UAS-MMP1 or UAS-HA (III). Crosses were kept at 25°C. Larvae were raised at 18°C and pupae placed at 29°C, 7 hours prior to imaging. Pupae were monitored hourly for head eversion to calculate pupal age as 12 hAPF, just under three hours prior to imaging at 16 hAPF. At 16 hAPF pupae were switched and kept at 25°C during imaging or rearing for specific developmental times.

**Imaging**

Pupae were dissected and mounted as described. All movies were acquired on a Zeiss LSM 880 confocal microscope at 25°C, with a Plan-Apochromat 40x/1.3 oil DIC M27 objective, unless stated. For the dorsal-lateral field of view, images were acquired as two tiles of 1024 x 1024 pixels with a 10% overlap, with 20-30 z-slices 1 μm apart, and the tiled stacks were fused in Zen Blue. Wild-type E-cad::GFP movies were acquired with a frame every 2.5 minutes, TIMP overexpression movies with E-cad::GFP every 5 minutes, E-cad::mCherry and ECM components and FUCCI markers during the pupal stages every 10 minutes, mmp1-GFP every 20 minutes, and the E-cad::mKate2; Sqh::GFP movies every 5 hours. The TIMP overexpression movies with vkg::GFP were filmed at 29°C, every 20 minutes.

For imaging of the ECM, histoblast proliferation and FUCCI markers during pre-pupal stages, pre-pupae were placed dorsal-laterally with their posterior in Voltalef 10s to image the abdominal segments through the cuticle. Movies were filmed on a Zeiss LSM 880 confocal microscope at 25°C, with a Plan-Apochromat 40x/1.3 oil DIC M27 objective. For ECM, images were acquired as two by four tiles of 512 x 512 pixels with 10% overlap, 24 z-slices 2 μm apart every 30 minutes, and the tiles fused in Zen Blue. For histoblast proliferation and FUCCI markers, images were acquired as two tiles of 1024 x 1024 pixels with 10% overlap every 5 minutes.

**Lasor ablations**

Pupae were dissected and mounted as above. All movies were acquired on a Zeiss LSM 780 confocal microscope with a Coherent Chameleon NIR tunable laser, at 25°C. For single junction ablations, an alpha Plan-Apochromat 63x/1.46 Oil Korr M27 objective was used to acquire a single tile of 512 x 512 pixels with 5x zoom every 500ms for 31 seconds. Junctions were ablated with a wavelength of 780nm at 35% power with a 4 x 25 pixel ROI positioned across the junction with the ablation taking 0.254ms. The vertex location was identified manually and the recoil velocity calculated using the methodology outlined in Liang et al. For annular ablations, a Plan-Apochromat 40x/1.3 oil DIC M27 objective was used to acquire a single tile of 512 x 512 pixels with 5x zoom every 500ms for 31 seconds. Junctions were ablated with a wavelength of 780nm at 35% power with a 4 x 25 pixel ROI positioned across the junction with the ablation taking 0.254ms. The vertex location was identified manually and the recoil velocity calculated using the methodology outlined in Liang et al.

For circular ablations, a Plan-Apochromat 40x/1.3 oil DIC M27 objective was used to acquire a single tile of 512 x 512 pixels with 5x zoom every 500ms for 31 seconds. Junctions were ablated with a wavelength of 780nm at 35% power with a 4 x 25 pixel ROI positioned across the junction with the ablation taking 0.254ms. The vertex location was identified manually and the recoil velocity calculated using the methodology outlined in Liang et al.

To obtain strain, a bounding ellipse was fitted to calculate the long and short axis and then the ellipse matrix was multiplied by a rotation matrix and transpose rotation matrix, to calculate the deformation along the DV (y) and AP (x) axes; the shear component measured. To obtain strain, a bounding ellipse was fitted to calculate the long and short axis and then the ellipse matrix was multiplied by a rotation matrix and transpose rotation matrix, to calculate the deformation along the DV (y) and AP (x) axes; the shear component was close to zero. Strain was then calculated by taking the natural log of the non-ablated axis length (l) divided by the relaxed axis length (lr). For annular ablations, a Plan-Apochromat 40x/1.3 oil DIC M27 objective was used to acquire a single tile of 512 x 512 pixels with 10% overlap every 5 minutes.

**Quantification of cell number**

For pupal staging, white pupae (0 hAPF) were collected with a paintbrush. After selection, animals were transferred to fresh vials and allowed to develop at 25°C until time of dissection.

Before dissection pupae were gently cleaned with 1×PBS and placed in double sided tape. First, both the anterior and posterior ends were cut with scissors. Then, pupae were bisected laterally along the antero-posterior axis. Animals were then transferred to sterilized 1×PBS and the internal organs were cleaned from the epidermis by flushing with 1×PBS. Using forceps, the epidermis was detached from the pupal case and transferred to an eppendorf. Fixation was performed for 20 minutes in 4% formaldehyde. After fixation, the epidermis was rinsed three times in 1×PBS (3x5 minutes). Finally, the tissue was equilibrated in Vectashield (with DAPI) overnight and mounted on coverslips. For the first hours of pupa development, 0 hAPF animals were selected and imaged every 5 minutes for the following 4 hours to allow for manual scoring the time of first and second divisions.

For quantification of cell number at 16 hAPF in HA, TIMP and MMP overexpressing conditions, pupae were reared as mentioned previously and imaged at 16 hAPF as mentioned previously.
**Fluorescence quantification**

To quantify apical Sqh::GFP intensity throughout development, movies were generated of E-cad::mKate2; Sqh::GFP as previously mentioned with a five hour frame rate to minimize photo-bleaching. Using the E-cad channel, the apical surface was projected as mentioned previously, for both E-cad and Sqh channels. The E-cad was then segmented using the AI algorithm and manually corrected. The intensity ofSqh was calculated for each junction, as well as the length and angle of junction relative to the DV axis. To calculate the median and interquartile range of Myo II intensity junctions were binned every 5°.

To quantify ECM dynamics, movies were acquired as mentioned previously. For analyzing pre-pupal dynamics an ROI of the final abdominal position within the field of view was generated and the mean intensity of ECM components measured over-time. Intensity data was normalized to the value at 13 hAPF for each movie which is the first time point after head eversion where all movement has ceased. For analyzing pupal dynamics an ROI was generated for the ECM under histoblasts and LECs, and the intensity for each cell population calculated over-time. Values were subtracted and normalized to the mean value of the five frames with the lowest mean intensity under the LECs.

To quantify FUCCI marker intensity over-time, movies were acquired as previously mentioned, and the total intensity for both the red and green channels were measured over time. These values where normalized to the total intensity in the first frame of the movie. To measure cell-cycle phase with the FUCCI marker, nuclei of cells were manually selected using both channels. The intensity value for each nuclei was then normalized to the mean intensity of all nuclei intensity for each channel. The ratio of RFP/GFP was then taken for each cell. Cell-cycle phase was attributed based on a threshold as indicated in Figures S1B and S1C.

**QUANTIFICATION AND STATISTICAL ANALYSIS**

All statistical tests were performed using R, Graphpad Prism or Wolfram Mathematica. Statistical tests used and number of repeats are indicated in the figure legends or in the text.