Cosmic distance determination from photometric redshift samples using BAO peaks only
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ABSTRACT

The galaxy distributions along the line-of-sight are significantly contaminated by the uncertainty on redshift measurements obtained through multiband photometry, which makes it difficult to get cosmic distance information measured from baryon acoustic oscillations, or growth functions probed by redshift distortions. We investigate the propagation of the uncertainties into large scale clustering by exploiting all known estimators, and propose the wedge approach as a promising analysis tool to extract cosmic distance information still remaining in the photometric galaxy samples. We test our method using simulated galaxy maps with photometric uncertainties of \(\sigma_0 = (0.01, 0.02, 0.03)\). The measured anisotropy correlation function \(\xi\) is binned into the radial direction of \(s\) and the angular direction of \(\mu\), and the variations of \(\xi(s, \mu)\) with perpendicular and radial cosmic distance measures of \(D_A\) and \(H^{-1}\) are theoretically estimated by an improved RSD model. Although the radial cosmic distance \(H^{-1}\) is unable to be probed from any of the three photometric galaxy samples, the perpendicular component of \(D_A\) is verified to be accurately measured even after the full marginalisation of \(H^{-1}\). We measure \(D_A\) with approximately 6\% precision which is nearly equivalent to what we can expect from spectroscopic DR12 CMASS galaxy samples.
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1 INTRODUCTION

Since the discovery of the cosmic acceleration (Riess et al. 1998; Perlmutter et al. 1999), many theoretical models have been proposed to explain the cause of it by introducing a positive cosmological constant, a time varying dark energy component, or a modified theory of gravity. As most ongoing observations support the ΛCDM model with the presence of the cosmological constant, it becomes an interesting observational mission to confirm ΛCDM in high precision, or to probe any possible deviation from it. The expansion history of the Universe can be revealed by diverse cosmic distance measures in tomographic redshift space, such as cosmic parallax (Benedict et al. 1999), standard candles (Fernie 1969) or standard rulers (Eisenstein et al. 1998, 2005), and the possible presence of dynamical dark energy evolution can be confirmed or excluded in precision.

The tension between gravitational infall and radiative pressure caused by the baryon-photon fluid in the early Universe gave rise to an acoustic peak structure which was imprinted on the last-scattering surface (hereafter BAO) (Peebles & Yu 1970). BAO is known as a relatively risk free standard ruler technique to probe cosmic distances. The BAO feature has been measured through the correlation function (Blake & Glazebrook 2003; Eisenstein et al. 2005), and the most successful measurements in the clustering of large-scale structure at low redshifts have been obtained using data from SDSS (Eisenstein et al. 2005; Estrada et al. 2009; Padmanabhan et al. 2012; Hong et al. 2012; Veropalumbo et al. 2014, 2016; Alam et al. 2017). In the near future, the wider and deeper Dark Energy Spectroscopic Instrument (hereafter DESI) survey will be launched to probe the earlier expansion history with greater precision using spectroscopic redshifts. However, the footprint photometric survey for DESI has already been completed. Although these photometric redshifts are measured with a much poorer resolution, there might still be possible BAO signatures that have not been contaminated by the redshift uncertainty. If that is the case, we should be able to provide the precursor of cosmic distance information which will be revealed by the follow up spectroscopy experiment much later on. We investigate the optimised methodology to extract the uncontaminated cosmic distance information in the photometric data sets. This statistical tool can also be applicable for many imaging surveys, such as the ongoing Dark Energy Survey (The Dark Energy Survey Collaboration 2005) or upcoming sur-
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views such as Large Synoptic Survey Telescope (Ivezic et al. 2008; LSST Science Collaboration et al. 2009) and Euclid (Laureijs et al. 2011).

It is known that the correlation along the line-of-sight (hereafter LOS) is obtained with precise spectroscopic redshift measurements with the dispersion being in the order of \( \sigma_z/(1+z) < 0.001 \), but such surveys are time consuming. If the imaging survey is done with multiple bands, then the photometric redshifts can be estimated as precise as \( \sigma_z/(1+z) > 0.01 \). The ongoing Dark Energy Survey aims to cover about 5000 deg\(^2\) of the sky with a photometric accuracy of \( \sigma_z \approx 0.08 \) out to \( z \approx 1 \) (Sánchez et al. 2014b). Future surveys such as LSST and Euclid are expected to make a significant leap forward. The Euclid Wide Survey, planned to cover 15000 deg\(^2\), is expected to deliver photometric redshifts with uncertainties lower than \( \sigma_z/(1+z) < 0.05 \), and possibly \( \sigma_z/(1+z) < 0.03 \), over the redshift range \([0,2]\) (Laureijs et al. 2011). While the photo-z survey provides more observed galaxies compared to a spectroscopic survey even at deeper redshifts, an unpredictable damping of clustering at small scales and a smearing of the BAO peak is caused by the photo-z uncertainty (Estrada et al. 2009). Thus the cosmological information contained in the large-scale clustering is expected to be significantly contaminated. However, the cosmic distance obtainable using the correlated clustering at the perpendicular direction can be least contaminated by this uncertainty, and there will be a way to separately extract this remaining information from other contaminated parts along the LOS. We apply the wedge approach (Kazin et al. 2013; Sánchez et al. 2014a; Sabiu & Song 2016; Ross et al. 2017; Sánchez et al. 2017) to probe the uncontaminated BAO feature by binning the angular direction from the perpendicular to radial directions, and try to successfully recover the residual BAO peak that has survived and get constraints on \( D_A \) and \( H^{-1} \). Recovering the real-space correlation function at small scales \((s < 50h^{-1}\text{Mpc})\) has been done recently using the projection method by Sridhar et al. (2017), but it is of major interest to check the impact of this effect on the BAO peak when using photo-z’s.

The paper is described as follows: In Section 2 we describe the different correlation functions we calculate and introduce the catalogue which we use for the analysis. In Section 3 we describe the theoretical RSD model that we use to get the correlation function at the targeted redshift and analyse the BAO peak obtained from \( \xi(s, \mu) \). We also compare the 68% and 95% confidence limits on the fiducial values of \( D_A \) and \( H^{-1} \) obtained from the spectroscopic and photometric samples. We summarise all our results in Section 4.

## 2 Remaining BAO Feature in Photometric Map

The excess probability of finding two objects relative to a Poisson distribution at volumes \( dV_1 \) and \( dV_2 \) separated by a vector distance \( r \) is given by the two-point correlation function \( \xi(r) \) (Totsuji & Kihara 1969; Davis & Peebles 1983). The galaxy distribution seen in redshift space exhibits an anisotropic feature distorting \( \xi(r) \) into \( \xi(s, \pi) \) along the LOS where \( \sigma \) and \( \pi \) denote the transverse and radial components of the separation vector \( r \). Acoustic fluctuations of the baryon–radiation plasma of the primordial Universe leaves the signature on the density perturbation of baryons. This standard ruler length scale, set by the acoustic wave, propagates until it is frozen at decoupling epoch to remain in the large scale structure of the Universe. The threshold length scale of acoustic wave is called as the sound horizon, which is given by,

\[
r_s = \int_{z_{drag}}^{\infty} \frac{\sigma_s(z)}{H(z)} dz
\]

where \( \sigma_s \) is sound speed of the plasma. In a wide deep field spectroscopic galaxy survey, the signature of the BAO wave is observed in precisely determined redshift space, which opens an opportunity to separately access transverse and radial cosmic distances. If the target galaxy distribution is given by photometrically determined redshift, then it is expected that both measured distances are differently contaminated by the uncertainty in redshift determination. We present diverse correlation function estimators below, and find an optimal one to probe the least contaminated distance measure.

### 2.1 The Simulated Photometric Map

The photometric galaxy distribution simulations are made using 1000 simulations mocking the galaxy distributions and survey geometry of DR12 CMASS catalogue Manera et al. (2013). The base spectroscopy DR12 CMASS simulations are generated using the Quick Particle Mesh method (QPM) in which the angular selection function and redshift distribution of selected targets in DR12 CMASS are mimicked. Haloes have been populated with mock galaxies using a calibrated halo occupation distribution prescription in those simulations. The fiducial cosmology used is \( \Omega_m = 0.274, \Omega_\Lambda = 0.726, h = 0.7, n = 0.95 \) and \( \sigma_8 = 0.8 \). The original CMASS simulations include both the northern and southern skies, but only northern sky simulation is used in this manuscript. The given CMASS simulation is provided in the redshift range of 0.43 < \( z < 0.7 \), and only simulated galaxies at 0.53 < \( z < 0.63 \) are used in this paper. The angular positions in the CMASS simulations are used without alterations, with only the redshift being altered for mocking the photo-z uncertainty. In reality, the statistical nature of the photo-z error is more complicated to be specified with any known distribution function, but it is assumed that the error propagation of photo-z uncertainty into cosmological information is mainly caused by the dispersion length. Thus the simple Gaussian function of statistical distribution is chosen for photo-z uncertainty distribution, and we apply the various photo-z error dispersion \( \sigma_z \) which is given by,

\[
\sigma_z = \sigma_0 \times (1 + z_{\text{spec}}),
\]

where \( \sigma_0 \) denotes the photo-z uncertainty dispersion at \( z = 0 \). In reality, the precision is dependent on many factors such as magnitude and spectral type, but here only the redshift factor is counted in Eq. 2 in which the coherent statistical property determined only by \( z \) is applied for all types of galaxies in the simulation.

The spectroscopically determined redshift precision is expected to be \( \sigma_z/(1+z) < 10^{-3} \) in which the coherent...
Calculating the correlation function using the wedge approach

Figure 1. The galaxy distributions with varying uncertainties of $z$ measurement are presented along the transverse and radial directions. The maps with different $z$ dispersion of $\sigma_0 = (0, 0.01, 0.02, 0.03)$ are shown from the top to the bottom panels. Here $Y$ and $Z$ denote the transverse and radial coordinates respectively.

length scale is much bigger than the physical length difference caused by photo-$z$ uncertainty. Thus the given redshifts of the CMASS simulations are assumed to be determined by spectroscopy. Then the generic photometric redshifts are assigned to each galaxy by random extraction from a Gaussian distribution with mean equal to the galaxy spectroscopic redshift and standard deviation equal to the assumed photometric redshift error of the sample. Certainly, a photometric survey will provide us with more galaxies observed, which reduces the shot noise to improve the accessibility towards smaller scale clustering. But in this verification work, note that the total number of targeted galaxies are the same for both the photometric and spectroscopic samples. We focus on the cosmological information loss caused by photo-$z$ uncertainty, without considering the benefit of more galaxy samples in a photometric survey.

The photometric $z$ determination error for ongoing or planned surveys is estimated to be around $0.01 < \sigma_0 < 0.03$ (The Dark Energy Survey Collaboration 2005; Laureijs et al. 2011; Ascaso et al. 2015). The error on the photometric redshift obtained from a Luminous Red Galaxy (LRG) sample from the recent DECaLS DR7 (Dey et al. 2018) data (covering part of the DESI footprint) by Zhou. et al (2019, in preparation) is $0.02 < \sigma_0 < 0.03$. Thus it is reasonable to test the error propagation with the selected $\sigma_0$ as $\sigma_0 = (0.01, 0.02, 0.03)$ which ranges from the optimistic to the conservative estimations from the surveys. We present the galaxy distribution showing the LOS positional dislocation in Fig.1, in which $Y$ and $Z$ denote the tangential and radial directions. The simulated galaxy distribution is shown at the top panel, and the dislocated galaxy distributions with $\sigma_0 = 0.01$, 0.02 and 0.03 are presented from the second to the bottom panels respectively. The change of galaxy distribution is visible in those panels.

2.2 The BAO peaks imprinted on diverse correlation functions

The BAO feature is imprinted on the correlation function through the integrated effect of BAO signatures that remain in the power spectrum. We introduce all different configurations to describe the correlation function in redshift space, and discuss the optimised correlation function configuration to probe the BAO peaks from the photometric map. The correlation function $\xi$ is estimated using the Landy & Szalay estimator (hereafter LS) which is known to be less sensitive to the size of the random catalogue and also handles edge corrections better (Kerscher et al. 2000). The LS estimator in $(s, \mu)$ coordinates is given by,

$$
\xi(s, \mu) = \frac{DD(s, \mu) - 2DR(s, \mu) + RR(s, \mu)}{RR(s, \mu)},
$$

(3)

where $DD$, $DR$ and $RR$ refer respectively to the number of data-data pairs, data-random pairs and the random-random pairs within a spherical shell of radius $s$ and $s + ds$ and the angle to the LOS $\mu$ and $\mu + d\mu$. The radius to shell $s$ and the observed cosine of the angle the pair makes with respect to the LOS $\mu$ are given by $s^2 = \sigma^2 + \pi^2$ and $\mu = \pi/s$ respectively, where $\sigma$ and $\pi$ denote the transverse and radial directions.

It is common practice to separate the random sample distributions into the angular and redshift components separately. For the angular components, we create random ob-
Figure 2. The two-dimensional correlation function for the spectroscopic sample (top left), \( \sigma_0 = 0.01 \) photometric sample (top right), \( \sigma_0 = 0.02 \) photometric sample (bottom left) and \( \sigma_0 = 0.03 \) photometric sample (bottom right) given by the coloured contours. The BAO feature which is clearly visible in the spectroscopic sample (\( \sim 100 \, \text{h}^{-1}\text{Mpc} \)) is smoothed out in the photometric samples (the smoothing becomes greater with increasing photometric uncertainty). The function plotted in the colour bar is \( \sinh^{-1}(300)\xi(\sigma, \pi) \), which is linear near zero, but logarithmic for high values of \( \xi(\sigma, \pi) \). The solid black line in the top left panel is the \( \xi(\sigma, \pi) \) calculated (at the same redshift as the sample) from the theoretical model explained in Section 3.1. The solid white lines denote the different \( \mu \) bins in which we calculate \( \xi(\sigma, \mu) \) and the mean values of each \( \mu \) bin is written in white. Units on both the axes are in \( \text{h}^{-1}\text{Mpc} \).

When the objects have a spectroscopic redshift, it is
Figure 3. Left panel: The angle averaged monopole correlation function (multiplied by $s^2$) calculated for the spectroscopic sample (plotted in red) and for the $\sigma_0 = 0.01$ photometric sample (plotted in blue) within the range $0.53 < z < 0.63$. The red dotted line shows the best-fit obtained from the empirical model in Eq. 8 for the spectroscopic sample. The vertical red dotted line shows the $s_{\text{cut}}$ obtained from the best-fit to the spectroscopic sample. Right panel: The projected correlation function $\xi_\perp(s)$ (multiplied by $s^2$) defined by Eq. 6 with $\mu_{\text{cut}} < 0.75$ for the spectroscopic sample (in red), the $\sigma_0 = 0.01$ (in green), $\sigma_0 = 0.02$ (in blue) and $\sigma_0 = 0.03$ (in magenta) photometric samples. The dotted lines represent the best-fit model to the data obtained from Eq. 8. The error bars plotted in both the panels have been calculated using the full covariance matrix as mentioned in Eq. 9.

useful to calculate the monopole correlation function $\xi_0(s)$, which is obtained by integrating $\xi(s, \mu)$ in $\mu$ direction,

$$\xi_0(s) = \int_0^1 d\mu W(\mu' : \mu_{\text{cut}} = 1)\xi(s, \mu'),$$

(4)

where the weighting function $W(\mu' : \mu_{\text{cut}} = 1)$ is given by $W(\mu' : \mu = 0)$ at $\mu' > \mu$, and it is normalised as,

$$\int_0^1 d\mu W(\mu' : \mu_{\text{cut}} = 1) = 1.$$

(5)

The cut-off $\mu$ is set to be $\mu_{\text{cut}} = 1$ for the monopole correlation function. In the left panel of Fig. 3, BAO features observed from $\xi_0(s)$ using both the spectroscopic and photometric simulation maps are represented by red and blue points are respectively. While the peak is certainly visible around $s \sim 110 h^{-1}\text{Mpc}$ in the spectroscopic map, it is smoothed out in the photometric map due to the uncertainty in the radial distance determination, with only the power law shape remaining at scales $s < 80 h^{-1}\text{Mpc}$ (Farrow et al. 2015; Sridhar et al. 2017).

As most contaminated pairs are found along the radial configuration, the correlation pairs at higher $\mu$ is trimmed out, and the cutoff $\mu$ is redefined in Eq. 4 as $\mu_{\text{cut}} < 1$. This incompletely integrated correlation function $\xi_{\perp}$ with the non-trivial $\mu_{\text{cut}}$ will be an alternative option dubbed as the projected correlation function and is given by,

$$\xi_{\perp}(s) = \int_0^1 d\mu' W(\mu' : \mu_{\text{cut}} < 1)\xi(s, \mu').$$

(6)

The reconstructed BAO features are obtained by trimming out the contaminated configuration along the LOS, in which a commonly used value of $\mu_{\text{cut}} = 0.75$ (Ross et al. 2017) is applied. The results are presented in the right panel of Fig. 3 for the spectroscopy and three photo-z uncertainty cases of $\sigma_0 = (0.01, 0.02, 0.03)$. Although the observed BAO features from the photometric maps aren’t as clearly visible as the spectroscopy case, the shape of the correlation function is visibly improved using the projected correlation function.

The improvement by applying the projected correlation function suggests that the contaminated pairs can be removed by sorting the correlation function in $\mu$ bins. We pay attention to the usefulness of exploiting the wedge correlation function to separate the radial contamination from the BAO signal imprinted on perpendicular configuration pairs. The wedge correlation function $\xi_w$ is given by,

$$\xi_w(s, \mu) = \int_{\mu_{\text{min}}}^{\mu_{\text{max}}} d\mu' W(\mu' : \mu_{\text{cut}} = 1)\xi(s, \mu'),$$

(7)

where $\mu$, is the mean $\mu$ in each bin, and $\mu_{\text{min}}$ and $\mu_{\text{max}}$ are the minimum and maximum values of $\mu$. We choose 6 bins in the $\mu$ direction with $\Delta\mu = 0.17$ between $\mu = 0$ and 1. The wedge correlation functions at $i = 1, 3, 6$ are presented at the left, middle and right panels in Fig. 4. The $\xi_w$ with diverse photometric errors of $\sigma_0 = (0, 0.01, 0.02, 0.03)$ are shown from the top to the bottom panels. The BAO features are more contaminated at higher $i$.

2.3 Measurement of the residual BAO peaks

The empirical model that we use to fit the correlation function and obtain the BAO peak location is the one proposed by Sánchez et al. (2012), which is used to interpolate the correlation function at the BAO scales. It is given by:

$$\xi_{\text{model}}(s) = B + \left(\frac{s}{s_0}\right)^{-\gamma} + \frac{N}{\sqrt{2\pi\sigma^2}}\exp\left(-\frac{(s - s_m)^2}{2\sigma^2}\right),$$

(8)

where $B$ takes into account a possible negative correlation at very large scales, $s_0$ is the correlation length (the
scale at which the correlation function $\propto (s^2)$ calculated by splitting into wedges of $\mu$ given by the blue dots. The dashed black lines in each plot show the best-fit obtained from the empirical model in Eq. 8. The first, second and third columns in the figure represent $\mu = 0.08$, $0.42$ and $0.92$ bin respectively and the first, second, third and fourth rows in the figure represent the spectroscopic ($\sigma_0 \equiv 0$), $\sigma_0 = 0.01$, $\sigma_0 = 0.02$ and $\sigma_0 = 0.03$ photometric samples respectively. The error bars plotted have been calculated using the full covariance matrix as mentioned in Eq. 9.

The fitting parameter space is given by $\sum_{i=1}^{N_{\text{mocks}}} \left( \xi_{\parallel}^{s, \mu} \right)$ and $\xi_{\perp}(s, \mu)$ are the parameters of the Gaussian function decomposition. Additionally, we also count the offset caused by the finite number of realisation as,

$$ C_{s}^{-1} = \frac{N_{\text{mocks}} - N_{\text{bins}} - 2}{N_{\text{mocks}} - 1}, $$

where $N_{\text{bins}}$ denotes the total number of $i$ bins.

The fitting function is given by $x_p = (B, \sigma_0, \gamma, N, s_m, \sigma)$, and the BAO peak $s_m$ for the projected correlation function is estimated after fully marginalising all other parameters in $x_p$. The fitting function is given by,

$$\chi^2(x_p) = \sum_{s, s'} (\xi_{\text{mod}}(s) - \xi_{\parallel}(s)) C_{s, s'}^{-1}(\xi_{\text{ph}}(s') - \xi_{\parallel}(s'))$$

(11)

where $C_{s, s'}^{-1}$ denotes the inverse covariance matrix for two different separation distances $s$ and $s'$. For the wedge correlation function, the $\chi^2_{\mu_i}$ at each $\mu_i$ bin is expressed as,

$$\chi^2_{\mu_i}(x_p) = \sum_{s, s'} (\xi_{\text{mod}}(s) - \xi_{\perp}(s, \mu_i)) C_{s, s'}^{-1}(\mu_i)(\xi_{\text{ph}}(s') - \xi_{\perp}(s, \mu_i))$$

(12)

where $C_{s, s'}^{-1}(\mu_i)$ is the sub–inverse covariance matrix of $C^{-1}$ including the $\mu_i$ coordinate.

For $\xi_{\parallel}$ with a non-trivial cut of $\mu_{\text{cut}} < 0.75$, Eq.8 is used to get $s_m$ for all the samples with varying $\sigma_0$. The $s_m$ values for all the samples are plotted in the left panel of
Fig. 5. Left panel: The values of $s_m$ obtained from $\xi_L(s)$ with $\mu_{cut} < 0.75$. The x-axis denotes the spectroscopic, $\sigma_0 = 0.01$, $\sigma_0 = 0.02$ and $\sigma_0 = 0.03$ photometric samples as marked by the labels. The black dotted line in both the panels represents the value of $s_m$ obtained from the empirical fit for $\xi_0(s)$ calculated on the spectroscopic sample and the error on the same is given by the yellow highlighted region. Right panel: The x-axis denotes the 6 $\mu$ bins we have used and the y-axis denotes the value of $s_m$ obtained from the empirical fit for the spectroscopic sample (top left), $\sigma_0 = 0.01$ (top right), $\sigma_0 = 0.02$ (bottom left) and $\sigma_0 = 0.03$ (bottom right) photometric samples. The blue dash-dotted line represents the $s_m$ obtained for the different $\mu$ bins from the theoretical template.

3 THE MEASURED COSMIC DISTANCES USING PHOTOMETRIC SAMPLES

The volume distance $D_V(z) = [1 + z]^2 D_A(z) c z / H(z)]^{1/3}$ is measured through the BAO by exploiting the monopole correlation function. While the monopole correlation function is preferably used without any concerns regarding the computation of the covariance matrix, both the transverse and radial cosmic distances can be separately measured using the 2D anisotropy correlation function. The full covariance matrix determination for the 2D anisotropy correlation function is much more difficult, but the estimated covariance matrix appears to be stable, at least numerically with the number of realisations we have used for the simulations. When both the transverse and radial distance measurements of redshift are precisely probed, both $D_A$ and $H^{-1}$ are determined with high precision. In case there exists a systematic uncertainty in determining the radial component, the methodology of using the 2D anisotropy correlation function can be useful to remove the contaminated cosmological information along the LOS. In this section, we verify whether the transverse cosmic distance can be measured in precision regardless of the photo-z uncertainty.

3.1 Theoretical model to fit cosmic distances

We need to theoretically model the correlation function to fit the cosmological distance variations. The theoretical correlation function in redshift space $\xi_{th}(s, \mu)$ is computed using the improved power spectrum in the perturbative expansion as,

$$\xi_{th}(s, \mu) = \int \frac{d^3k}{(2\pi)^3} P(k, \mu)e^{iks}$$

$$= \sum_{\ell=0} P_{\ell}(\mu) j_{\ell}(ks), \quad (13)$$

with $P$ being the Legendre polynomials. Here, we define $\nu = \pi/s$ and $s = (s_\mu^2 + \pi^2)^{1/2}$. The moments of the correlation function, $\xi(s)$, are defined by,

$$\xi(s) = \nu^{1/2} \int \frac{k^2dk}{2\pi^2} \hat{P}_\ell(k) j_\ell(ks). \quad (14)$$

The multipole power spectra $\hat{P}_\ell(k)$ are explicitly given by,

$$\hat{P}_0(k) = p_0(k),$$

$$\hat{P}_2(k) = \frac{5}{2} [3p_1(k) - p_0(k)],$$

$$\hat{P}_4(k) = \frac{5}{8} [35p_2(k) - 30p_1(k) + 3p_0(k)].$$

$$\quad (15)$$
where we define the function $p_m(k)$:

$$p_m(k) = \frac{1}{2} \sum_{n=0}^{4} \frac{\gamma(m + n + 1/2, \kappa)}{\kappa^{m+n+1/2}} Q_{2n}(k)$$

with $\kappa = k^2 \sigma_p^2$. The function $\gamma$ is the incomplete gamma function of the first kind:

$$\gamma(n, \kappa) = \int_0^n dt \ t^{\kappa-1} e^{-t}.$$

The $Q_{2n}$ is explained below.

The observed power spectrum in redshift space $\tilde{P}(k, \mu)$ is written in the following form;

$$\tilde{P}(k, \mu) = \sum_{n=0}^{8} Q_{2n}(k) \mu^{2n} G_{\text{FoG}}(k \mu \sigma_p),$$

where the velocity dispersion $\sigma_p$ is set to be a free parameter for FoG effect, and the function $Q_{2n}$ are given by,

$$Q_0(k) = P_{\delta\delta}(k),$$
$$Q_2(k) = 2P_{\delta\Theta}(k) + C_2(k),$$
$$Q_4(k) = P_{\Theta\Theta}(k) + C_4(k),$$

where $C_n$ includes the nonlinear correction terms $A$ and $B$, and $P_{XY}(k)$ denotes the power spectrum in real space. The standard perturbation model exhibits the ill-behaved expansion leading to the bad UV behaviour which is regularised by introducing UV cut-off in this manuscript. The treatment of resummed perturbation theory dubbed as RegPT is well explained in Taruya et al. (2012). The auto and cross spectra of $P_{XY}(k)$ are computed up to first order, and higher order polynomials $A$ and $B$ are computed up to zeroth order, which are consistent in the perturbative order.

There are challenges in computing the theoretical prediction of galaxy clustering in redshift space. Although cosmic distances are estimated using the BAO at linear regimes, the small peak structure tends to be smeared out by non-linear physics which needs to be computed. In addition, the infinite higher order polynomials are generated due to the density and velocity correlations. Those perturbative corrections in a more elaborate description are included to make precise prediction of the BAO structure (Taruya et al. 2010). Finally, those perturbative effects and non-linear smearing effects on the clustering are not separately modelled. Taking account of this fact, Taruya et al. (2010) proposed an improved model of the redshift-space power spectrum, in which the coupling between the density and velocity fields associated with the Kaiser and the FoG effects is perturbatively incorporated into the power spectrum expression. The resultant includes nonlinear corrections consisting of higher-order polynomials (Taruya et al. 2010):

$$\tilde{P}(k, \mu) = \{ P_{\delta\delta}(k) + 2\mu^2 P_{\delta\Theta}(k) + \mu^4 P_{\Theta\Theta}(k) + A(k, \mu) + B(k, \mu)\} G_{\text{FoG}}$$

Here the $A(k, \mu)$ and $B(k, \mu)$ terms are the nonlinear corrections, and are expanded as power series of $\mu$. Those spectra are computed using the fiducial cosmological parameters. The FoG effect $G_{\text{FoG}}$ is given by the simple Gaussian function which is written as,

$$G_{\text{FoG}} \equiv \exp\left[-(k \mu \sigma_p)^2\right]$$

where $\sigma_p$ denotes one dimensional velocity dispersion. Thus the theoretical correlation function $\xi_{th}$ is parameterised by $(D_A, H^{-1}, G_{\delta}, G_{\Theta}, \sigma_p)$ wherein $G_{\delta}$ and $G_{\Theta}$ are the normalised density and coherent motion growth functions. The BAO feature is weakly dependent on the growth functions and $\sigma_p$. When working with spectroscopic redshift samples for which the error on the redshift is negligible, we can marginalise over the above set of 5 parameters and the corresponding $\xi_{th}(s, \mu)$ can be used as the fit to the observed $\xi(s, \mu)$. But when working with photo-z samples, the effect of the photo-z error on the correlation function is incoherent. Thus, the extra parameter needed for the theoretical template to model $\xi_{th}(s, \mu)$ as a function of the photo-z error is not well understood. So, we use Eq. 8 instead to fit our observed $\xi(s, \mu)$. This functional form only assumes a power-law at small scales and a Gaussian function to fit the

---

**Figure 6.** Left panel: The values of $s_m/s_m^{\text{fid}}$ for the 6 $\mu$ bins at different values of $D_A$ computed using the TNS model given by the dotted points as colour coded. The solid curves represent the same obtained using a simple coordinate projection from the fiducial value. Right panel: The same as the left panel, but for different values of $H^{-1}$. Units are in $h^{-1}\text{Mpc}$.
BAO peak at large scales and seems to model $\xi(s, \mu)$ quite well as we can see from Fig. 4. The effect of the photo-z error on $\xi_{bh}(s, \mu)$ and its marginalisation is kept for future work.

In this verification work, when we fit the cosmic distances, we vary the tangential and radial distance measures from the fiducial values of $D_A = 951.80 \, h^{-1}\text{Mpc}$ and $H^{-1} = 2243.04 \, h^{-1}\text{Mpc}$. The best fit $\sigma_p$ for this simulation is found to be $\sigma_p = 4.2 \, h^{-1}\text{Mpc}$. Note that we apply the TNS model for computing the theoretical BAO peaks to fit the measured data. The theoretical BAO peaks at the fiducial cosmology can be transformed into a new cosmology according to the simple coordinate projections, which are presented as solid curves in Fig. 7. But the location shift of BAO peak with varying $D_A$ and $H^{-1}$ is not completely consistent with coordinate transformation. The theoretical BAO peaks computed using the TNS model are represented by dotted points. The difference is exceeding the detectability limit by about 5%, and thus the TNS model is adopted to determine the theoretical BAO points.

3.2 Measured cosmic distances

With the given fiducial cosmology, both the tangential and radial BAO peak locations can be computed by varying $D_A(z)$ and $H^{-1}(z)$ using the theoretical templates introduced in the previous subsection. The cosmic distances estimated from the measured BAO peak locations at all 6 $\mu$ bins are shown in Fig.7. Different combinations of $\mu_i$ bins in which all bins of $\mu_i$ with $i < i_{\text{max}}$ are cumulatively summed and the $i_{\text{max}}$ runs from 1 at the top left to 6 at the bottom right.

In principle, because the BAO ring spans both the transverse and radial cosmological coordinates, it can be exploited to probe the distance measures of $D_A(z)$ and $H^{-1}(z)$ separately. If there is minimal photo-z uncertainty, then both cosmic distances are precisely measured as presented in the left panel of Fig.7. The uncertainty on the redshift determination prevents us from accessing the radial cosmic distance, and thus $H^{-1}(z)$ is poorly determined as presented in the right panel. However, note that the transverse distance is measured precisely regardless of the systematic uncertainty along the radial direction. Although $D_A(z)$ is measured after full marginalisation over $H^{-1}(z)$, the precision loss in the $D_A(z)$ measurement is negligible, which can be compared between the left and right panels of Fig.7. The constraints obtained on the fiducial and the measured $D_A(z = 0.57)$ from the photometric sample when $i < (i_{\text{max}} = 6)$ are $D_A(z = 0.57) = 951.80^{+37.40}_{-37.40} \, h^{-1}\text{Mpc}$ and $D_A(z = 0.57) = 2243.04^{+37.40}_{-37.40} \, h^{-1}\text{Mpc}$ respectively. The constraints on $D_A(z)$ and $H^{-1}(z)$ improve with increasing $i_{\text{max}}$. The error on $D_A(z)$ decreases from 9.5% (for $i_{\text{max}} = 1$) to 5.7% (for $i_{\text{max}} = 6$) for the spectroscopic sample and a similar trend is observed for the $\sigma_o = 0.01$ photometric sample, with the error on $D_A(z)$ decreasing from 9.5% to 6.5% as shown in Fig.8.

4 DISCUSSION AND CONCLUSIONS

We study the statistical methodology to extract the cosmic distance information from photometric galaxy samples, using the simulated photometric galaxy distribution based on the DR12 CMASS map. The measured monopole moment of the two-point correlation function is so significantly contaminated by the uncertainty in redshift determination that the BAO feature is smeared out completely. The common practice to extract the BAO peak is to exploit the incomplete angular averaged correlation which is known as the projected correlation function. When the most contaminated correlation configuration along the LOS is removed, the BAO peak starts becoming visible.

In this manuscript, the wedge is binned into 6 pieces using equal $\mu$ spacing from $\mu = 0$ to 1 and we analyse each wedge component one by one and present the level of con-
amination due to the $z$ uncertainty, in comparison to the spectroscopic map. We find that the first two wedge correlations are least contaminated by the $z$ uncertainty. The noticeable contamination is observed from the third $\mu$ bin with the BAO peak still visible. The transverse cosmic distance is probed with a reasonably good precision as presented in Fig. 8. Those wedges are coherently summed using the full covariance matrix, and the cumulative constraint on $D_A$ is presented to show the information is nearly saturated at the first several bins. For the radial component of the cosmic distance, we are not able to extract it from the photometric sample, as most radial information is contained at wedge bins higher than $\mu$, with $i \geq 4$, which is contaminated by the $z$ uncertainty. However, the measured transverse cosmic distance is immune from this uncertainty. The reported values of $D_A$ in Fig. 8 is computed after full marginalisation of $H^{-1}$. The measured $D_A$ is not biased by this marginalisation.

Multiband imaging surveys rely on photometric redshift for radial information. The Dark Energy Survey (DES) (The Dark Energy Survey Collaboration 2005) and future surveys such as LSST (Ivezic et al. 2008; LSST Science Collaboration et al. 2009) and Euclid (Laureijs et al. 2011) will provide state-of-the-art photometric redshifts over an unprecedented range of redshift scales. The precision that is expected from the photometric redshifts is typically 3% (Rozo et al. 2016). Some of the recent works that have used photometric redshift catalogs have focused on measuring the angular correlation function $w(\theta)$ to get cosmic distance measurements (Sanchez et al. 2011; Seo et al. 2012; Carnero et al. 2012) using several narrow redshift slices. However, they clearly do not use the full information available, as radial binning blends data beyond what is induced by the photometric redshift error. Another important aspect that is often ignored when calculating $w(\theta)$ is cross correlation between the different redshift bins used. Using many redshift slices also complicates the computation of the covariance matrix, with the computing time increasing with the number of bins in $\theta$ and number of redshift slices used. It has also been shown recently by Ross et al. (2017) that the statistics obtained using $\xi(s, \mu)$ are about 6% more accurate compared to $w(\theta)$. Thus, using $\xi(s, \mu)$ not only adds more information compared to $w(\theta)$, but also overcomes the above disadvantages.

The full photometric footprints for DESI were released ahead of the spectroscopic follow up. We have shown here that the transverse component of cosmic distance can be pre-measured using the photometric galaxy map even without the need of a spectroscopic follow up in the future. In addition, the photometric survey leads us to deeper redshifts which will not be probing by the spectroscopic survey. For instance, the spectroscopic LRG sample ends at redshift $z \sim 0.8$, but the photometric sample reaches up to $z \gtrsim 1.0$. We verify in this manuscript that we are able to probe the transverse distance at a higher redshift using the photometric map. In our next project, this verified method will be applied to measure cosmic distances for the DECaLS (Dey et al. 2018) DR7 photometric LRG galaxy map (Zhou, et al 2019, in preparation) at redshift ranges of $0.6 < z_{\text{phot}} < 0.8$ and $0.8 < z_{\text{phot}} < 1.0$. The spectroscopic follow up survey fully covers LRG galaxies in the range of $0.6 < z < 0.8$, and partially for the $0.8 < z < 1.0$ case. If the cosmic distance at $0.8 < z < 1.0$ is successfully measured, then we will be able to probe cosmological information that is not fully covered by the spectroscopic survey.
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