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Abstract

There is a growing interest in using electric vehicles (EVs) and drones for many applications. However, battery-oriented issues, including range anxiety and battery degradation, impede adoption. Battery swap stations are one alternative to reduce these concerns that allow the swap of depleted for full batteries in minutes. We consider the problem of deriving actions at a battery swap station when explicitly considering the uncertain arrival of swap demand, battery degradation, and replacement. We model the operations at a battery swap station using a finite horizon Markov Decision Process model for the stochastic scheduling, allocation, and inventory replenishment problem (SAIRP), which determines when and how many batteries are charged, discharged, and replaced over time. We present theoretical proofs for the monotonicity of the value function and monotone structure of an optimal policy for special SAIRP cases. Due to the curses of dimensionality, we develop a new monotone approximate dynamic programming (ADP) method, which intelligently initializes a value function approximation using regression. In computational tests, we demonstrate the superior performance of the new regression-based monotone ADP method as compared to exact methods and other monotone ADP methods. Further, with the tests, we deduce policy insights for drone swap stations.
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1. Introduction

Electric vehicles (EVs) and drones hold great promise for revolutionizing transportation and supply chains. The United States Department of Energy [1] reports that EVs can reduce oil dependence and carbon emissions, but vehicle adoption is hindered by range anxiety, purchase price, recharge times, and battery degradation [2, 3].

Drone applications have increased in recent years; many organizations are using drones or undergoing testing to use drones for different purposes, including, but not limited to, delivery [4, 5, 6, 7], transportation [8], and agriculture [9]. However, drone use is restricted by short flight times, long battery recharge times, and battery degradation [10, 11, 12]. An option to overcome these barriers for EVs and drones is a battery swap station. A battery swap station is a physical location that enables the automated or manual exchange of depleted batteries for full batteries in a matter of seconds to a few minutes.

Swap stations have many benefits including their ability to help reduce battery degradation. Battery degradation, or, more specifically, battery capacity degradation, is the act of the battery capacity decreasing over time with use. Each recharge and use of a battery causes a battery to degrade. Degraded battery capacity means EVs and drones have shorter maximum flight times and ranges. Thus, an interesting aspect of managing battery swap stations is that both battery charge and battery capacity are needed; however, the recharging and use of battery charge is the exact cause of battery capacity degradation. Thus, this presents a unique problem where recharging batteries, which enables the system to operate in the short-term, is harmful for long-term operation. Although all recharging causes degradation, the regular-rate charging used at swap stations reduces the speed in which batteries degrade as compared to fast-charging [13, 14]. This increases battery lifespans and causes less environmental...
waste from disposal. In spite of this benefit, swap stations still must determine when to recharge and replace batteries.

The benefits of battery swap stations are not restricted to decreasing battery degradation. Swap stations also alleviate range anxiety by allowing users to swap their batteries in a couple of minutes. Furthermore, battery swap stations are projected to be a key component within a smart grid through the use of battery-to-grid (B2G) and vehicle-to-grid (V2G). B2G and V2G enable a charged battery to discharge the stored energy back to the power grid \[13\]. In practice, several companies such as Toyota Tsusho and Chubu Electric Power in Japan \[16\] \[17\], NIO and State Grid Corporation in China \[13\], and Nissan and E.ON in the UK \[19\] have installed or plan to install V2G technology. Swap stations can also reduce the purchase price barrier through a business plan where the swap station owns and leases the high-cost batteries \[20\]. For the many organizations seeking to use drones, a set of continuously operating drones is often vital. However, continuous operation is difficult because the realized flight time of a drone is often less than the recharge time \[11\] \[12\]. Thus, automated drone battery swap stations are a promising option because no downtime for recharging is necessary. Given the benefits and applications of swap stations, we examine the problem of optimally managing a battery swap station when considering battery degradation.

We model the operations at a battery swap station using the new class of stochastic scheduling, allocation, and inventory replenishment problems (SAIRPs). In SAIRPs, we decide on the number of batteries to recharge, discharge, and replace over time when faced with time-varying recharging prices, time-varying discharge revenue, uncertain non-stationary demand over time, and capacity-dependent swap revenue. SAIRPs consider the key interaction between battery charge and battery capacity and link the use and replenishment (recharging) actions of charge inventory with the degradation and replenishment needs of battery capacity inventory. Battery charge and capacity are linked because each recharge and discharge of a battery causes the battery capacity to degrade, and the level of battery capacity directly limits the maximum amount of battery charge. To replenish battery capacity, we must determine when and how many batteries to replace over time. For SAIRPs, the combination of battery charge and battery capacity is necessary to satisfy non-stationary, stochastic demand over time.

We model the problem as a finite horizon MDP model allowing us to capture the non-stationary elements of battery swap stations over time, including mean battery swap demand, recharging price, and discharging revenue \[21\]. The MDP’s state space is two-dimensional, indicating the total number of fully charged batteries and the average capacity of all batteries at the station. The action of the model is two-dimensional. The first dimension indicates the total number of batteries to recharge or discharge. The second dimension indicates the total number of batteries to replace. The selected action results in an immediate reward, equal to profit, comprised of capacity-dependent revenue from battery swaps, revenue from discharging batteries back to the power grid, cost from recharging batteries, and cost from replacing batteries. The system transitions to a new state according to a discrete probability distribution representing battery swap demand over time, the current state, and the selected action. For our MDP model of the stochastic SAIRP, we seek to determine an optimal policy that maximizes the expected total reward, which is equal to the station’s expected total profit. A standard solution method for solving MDPs is backward induction (BI) \[21\]. We solve a set of modest-sized SAIRPs using BI to provide a baseline for comparing the approximate solution methods; however, as Asadi and Nurre Pinkley \[22\] showed, BI is not effective for deriving optimal policies for realistic-sized SAIRPs.

Stochastic SAIRPs suffer from the curses of dimensionality, thus, we investigate theoretical properties of the problem to inform more efficient solution methods. We prove that the stochastic SAIRP has a monotone non-decreasing value function in the first, second, and both dimensions of the state. We also prove that general SAIRPs violate the sufficient conditions for the existence of a monotone optimal policy in the second dimension of the state. However, if the number of battery replacements in each decision epoch is constrained to be less than a constant upper bound, we prove there exists a monotone optimal policy for the second dimension of the state in the stochastic SAIRP.

To overcome the curses of dimensionality, we exploit these theoretical results and investigate efficient solution methods. We investigate methods that exploit our proven monotone structure, including Monotone Backward Induction (MBI) \[21\] and monotone approximate dynamic programming (ADP) algorithms. First, we examine Jiang and Powell’s \[23\] Monotone Approximate Dynamic Programming (MADP) algorithm which exploits the monotonicity of the value function. Next, we propose a new regression-based Monotone ADP algorithm, which we denote MADP-RB. In our MADP-RB, we build upon the foundation of MADP and introduce a regression-based approach to intelligently initialize the value function approximation.

We design a comprehensive set of experiments using Latin hypercube sampling (LHS). We compare the performance of ADP methods with the BI and MBI for the LHS’s generated scenarios of a modest size. Experimentally, we show our regression-based ADP generates near-optimal solutions for modest SAIRPs. Besides, using the same LHS scenarios, we solve large-scale SAIRPs with our proposed ADP algorithms. We demonstrate that our pro-
posed ADP approaches can overcome the inherent curses of dimensionality of SAIRPs that BI, and MBI failed to succeed.

**Main Contributions.** The main contributions of this work are as follows: (i) we demonstrate that stochastic SAIRPs violate the sufficient conditions for the optimality of a monotone policy in the second dimension of the state and prove the existence of a monotone optimal policy for the second dimension of state when an upper bound is placed on the number of batteries replaced in each decision epoch; (ii) we prove the monotone structure for the MDP value function; (iii) we propose a regression-based monotone ADP method by utilizing the theoretical structure of the MDP optimal value function to intelligently approximate the initial value function and make updates in each iteration; (iv) we computationally demonstrate the superior performance of our regression-based monotone ADP algorithm and deduce managerial insights about managing battery swap stations.

The remainder of the paper is organized as follows. In Section 2, we outline literature relevant to our modeling approach, solution approaches, and EV and drone applications. In Section 3 we formally define the stochastic scheduling, allocation, and inventory replenishment problem as a two-dimensional Markov Decision Process. In Section 4 we present theoretical results for the stochastic SAIRP. In Section 5 we present solution methods and outline the monotone ADP algorithm with regression-based initialization to solve stochastic SAIRP instances. In Section 6 we present results and insights from computational tests of the solution methods and realistic instances of the stochastic SAIRP. We summarize the contributions in Section 7 and provide opportunities for future work.

## 2. Literature Review

There is growing interest surrounding electric vehicles (EVs) and drones in industry and academia. We proceed by discussing the relevant literature pertaining to (i) the EV and drone swap station application; (ii) the background knowledge for the proposed approach using aspects of optimal timing and reliability, inventory management, and equipment replacement problems; (iii) the scientific works that explain the lithium-ion battery degradation process; and (iv) ADP approaches that address the curses of dimensionality. To the best of our knowledge, no past research has derived the structure of the optimal policy and value function for the scheduling, allocation, and inventory replenishment problem nor solved the realistic-sized instances of SAIRPs to derive insights for managing the operations at a battery swap station faced with battery degradation.

Swap stations were initially introduced for EVs and thus have a more extensive research base. However, there is growing interest surrounding drone battery swap stations. We first examine the work on managing the internal operations of a battery swap station that are most similar to the model presented in this paper and Asadi and Nurre Pinkley [22]. Widrick et al. [24] develop an inventory control MDP for a swap station that only considers the number of batteries to recharge and discharge over time but excludes battery capacity levels, degradation, and replacement. They prove the existence of a monotone optimal policy only when the demand is governed by a non-increasing discrete distribution (e.g., geometric). Nurre et al. [25] also consider determining the optimal charging, discharging, and swapping at a swap station using a deterministic integer program that excludes uncertainty. Worley and Klabjan [26] examine an EV swap station with uncertainty and seek to determine the number of batteries to purchase and recharge over time. Note, purchasing batteries is fundamentally different from battery replacement in SAIRPs. Worley and Klabjan [26] examine the one-time purchase of batteries to open a swap station and do not consider purchasing decisions over time. Contrarily, we assume the initial number of batteries at the swap station is previously determined and instead consider replacing batteries over time. Sun et al. [27] propose a constrained MDP model for determining an optimal charging policy at a single battery swap station and examine the tradeoffs between quality of service for customers and energy consumption costs.

Other research considers a mix of long-term strategic and short-term operational swap station decisions. Schneider et al. [28] consider a network of swap stations that seeks to determine the long-term number of charging bays and batteries to locate at each station and the short-term number of batteries to recharge over time. Schneider et al. [28] do consider charging capacity; however, their use of capacity indicates the number of batteries that can be recharged at one time in the station and do not model battery capacity. Kang et al. [29] propose the EV charging management problem, which determines the optimal locations for a network of swap stations and further determines the charging policy for each location. Their definition of charging policy only considers charging and excludes discharging or replacement. Excluding the explicit charging actions over time, Zhang et al. [30] determine the number of batteries that are necessary for swapping over time. For further studies in the area of EV operations management, we refer the reader to a review by Shen et al. [31].

A common limitation of the aforementioned research is that it fails to account for battery degradation. To the best of our knowledge, there are very few articles that consider battery degradation. Asadi and Nurre Pinkley [22] are the first to introduce stochastic SAIRPs for managing battery swap stations with degradation. However,
they do not theoretically analyze this problem class, do not introduce intelligent approximate dynamic solution methods that exploit the theoretical results, and do not provide insights from solving realistic-sized SAIRPs.

Others have examined battery degradation in a deterministic setting without any uncertainty [32, 10, 33]. Sarker et al. [34] consider the problem of determining the next day operation plan for a battery swap station under uncertainty. They do consider battery degradation; however, they solely penalize battery degradation with a cost in the objective and do not link it to a reduction in operational capabilities.

Others have examined battery swap stations from different perspectives. Researchers have examined how to find the optimal number and location of swap stations in a system [35, 36, 37]. Extending this idea further, Yang and Sun [38] look to locate swap stations and route vehicles through the swap stations. Others have examined how to locate and/or operate swap stations that are coordinated with green power resources [39], stabilize uncertainties from wind power [40], or coordinate with the power grid [41].

Our research is related to optimal timing and reliability problems. There is a rich literature on finding the optimal timing of decisions to maximize systems’ lifespan and reliability. For instance, researchers maximize the expected quality-adjusted life years by finding the optimal timing of living-donor liver transplantation [42], biopsy test [43, 44], and replacement of an Implantable Cardioverter Defibrillator generator [45]. There are two options for the actions in these works (e.g., transplant/wait, take/skip the biopsy test, replace/not replace). However, our action determines the number of batteries to recharge/discharge and replace in each epoch because it is not a single battery that enables the station to operate. Instead, it is a set of batteries that enables operation, which creates a significantly larger action space that is dependent on the number of batteries at the station. Similar to our work is that of [46], which determines the optimal timing and duration of a degrading repairable system. There is extensive research in the nexus of optimization, reliability, and systems maintenance. We refer the reader to the recent review paper by [47] for further study.

Our research can be placed under the umbrella of inventory management and equipment replacement problems with stochastic elements. There is a large research base examining these types of problems under different characteristics. We proceed by reviewing a small sample of this body of knowledge by focusing on foundational work and research most similar to the scope of this paper. Researchers have extensively studied inventory problems, including those with stochastic demand [48], two- and multi-echelon supply chains [49, 50], and multiple products [51]. A desirable feature of the solutions to inventory problems is that the optimal policy has a simple structure. A classic example of such an optimal policy is the (s, S) policy that indicates to order up to S units when the inventory level drops below s [52]. Others have examined more sophisticated inventory problems which include scheduling production [53, 54, 55, 56], performing maintenance or replacement [57], and ordering spare parts for maintenance [58, 59]. Additionally, researchers have examined perishable inventory that degrades over time [60] or inventory that can be recycled or remanufactured in a closed-loop supply chain [61, 62, 63].

The proposed work is distinct from this previous literature as it links the actions of recharging batteries to the actions that must be taken for replacing battery capacity. No prior work includes the counter-intuitive property that the act of maintaining the system in the short term (e.g., through recharging batteries which can be analogous to short-term maintenance or short-term inventory replenishment) is harmful for long-term performance (e.g., future need to replace equipment or replenish other types of inventory).

A novel component of our work is the consideration of battery degradation within the decision-making process. Battery degradation is most traditionally measured based on calendar life or cycles, where a cycle consists of one use and one recharge [13, 64]. Using physical experiments, simulation, and mathematical modeling, researchers aim to capture the rate of battery degradation for different batteries and conditions such as temperature and depth of discharge [65, 66, 67, 68]. We approximate battery degradation using a linear degradation factor derived from the work of [13] and [64], as is consistent with other research using a linear forecast [69, 70, 71].

Our MDP model suffers from the curses of dimensionality due to the very large size of all MDP elements together, including state and action spaces, transition probability, and reward. Approximate dynamic programming (ADP) is a method that has had great success in determining near-optimal policies for large-scale MDPs [72]. Researchers have used ADP methods to solve problems in energy, healthcare, transportation, resource allocation, and inventory management [73, 74, 75, 76, 77, 78, 79, 80, 81]. Jiang and Powell [23] propose a monotone ADP algorithm that is specifically designed for problems with monotone value functions. In this paper, we prove that the value function of the stochastic SAIRP has a non-decreasing monotone structure. Hence, we utilize Jiang and Powell’s [23] monotone ADP algorithm and enhance it by adding a regression-based initialization.
3. Problem Statement

In this section, we present and model the Markov Decision Process (MDP) model of the scheduling, allocation, and inventory replenishment problem (SAIRP) that considers stochastic demand for swaps over time, non-stationary costs for recharging depleted batteries, non-stationary revenue from discharging, and capacity-dependent swap revenue. The MDP model captures the dynamic average battery capacity over time, the associated replacement policies, and the interaction between battery charge and battery capacity at a battery swap station. We note, this model was originally presented in Asadi and Nurre Pinkley [22]; however, we believe it is necessary to provide the reader with the formal problem definition to enable understanding of the main theoretical and algorithmic contributions that follow. We use a finite horizon MDP to capture the high variability of data over time, including the mean demand for battery swaps, the price for recharging batteries, and the revenue earned from discharging batteries back to the power grid. The uncertainty in the system is the stochastic demand for battery swaps (i.e., exchange of a depleted battery for a fully-charged battery). We model this uncertainty (stochastic demand) using the random variable, $D_t$, for each time period $t$. These random variables are explicitly used to calculate the transition probabilities. The objective is to maximize the expected total reward of the swap station and determine optimal policies which dictate how many batteries to recharge, discharge, and replace over time. For our model, the expected total reward equals the expected total profit calculated as the revenue from satisfying demand and discharging batteries to the power grid minus the costs from recharging and replacing batteries.

We formulate our MDP model with the following elements. We define $T$ as the finite set of decision epochs, which are the discrete periods in time in which decisions are made. By defining $N$ as the terminal epoch, $T = \{1, \ldots, N-1\}$, $N < \infty$.

We denote the two-dimensional state of the system at time $t$, $s_t = (s^1_t, s^2_t) \in S = (S^1 \times S^2)$, as the total number of fully charged batteries, $s^1_t \in S^1$, and the average capacity of all batteries, $s^2_t \in S^2$, at the swap station. In the design of $s^1_t$, we only consider that batteries are either fully charged or depleted. The number of full batteries at time $t$, $s^1_t$, is an integral value between 0 and $M$, where $M$ is the total number of batteries in the station, thus, $S^1 = \{0, 1, 2, \ldots, M\}$.

We use an aggregated MDP in which we track the discretized average battery capacity rather than a disaggregated MDP, which tracks each battery capacity individually, to reduce the curses of dimensionality from the second dimension of the state. The disaggregated MDP severely suffers from the curse of dimensionality as the state space’s size grows exponentially as the number of batteries increases. We discretize the average battery capacity where $S^2 = \{0, \theta, \theta + \varepsilon, \theta + 2\varepsilon, \ldots, 1\}$, in which $\theta$ equals the lowest acceptable average battery capacity and $\varepsilon$ in the discretized capacity increment. State zero in $S^2$ is an absorbing state representing that the average battery capacity dropped below $\theta$. To discourage the station from allowing the battery capacity to drop below $\theta$ thereby resulting in lower quality batteries at the station, we disallow charging, discharging, swapping, and replacement when in this absorbing state. Hence, the set of feasible actions when in an absorbing state, $s^2_t < \theta$ or $s^2_t = 0$, only includes no recharge/discharge and no replacement. We note, with this aggregated modeling proposed by Asadi and Nurre Pinkley [22], the problem size and complexity are reduced, which is not always necessary when using approximate solution methods. However, the aggregated model allows us to benchmark the performance of new and existing approximate solution methods and analyze larger SAIRP instances. Further, we previously showed that the results do not significantly change with aggregation [22].

We denote the two-dimensional action to represent the number of batteries to recharge/discharge, $a^1_t$, and the number of batteries to replace, $a^2_t$, at time $t$. In our aggregated MDP model, there is no known difference between the capacity of batteries as we only track the average capacity of all batteries. In reality, swap stations, applying the aggregated MDP, may track/not track the capacity of each battery. If, consistent with the model, the swap station does not track individual battery capacity values, we assume the specific batteries that are selected to be recharged/replaced or discharged/swapped are arbitrarily selected from the set of empty and fully-charged batteries, respectively. However, if the swap station does track the individual battery capacity value, we assume that the station selects to recharge/discharge and swap batteries with the highest capacity values and selects to replace batteries with the lowest capacity values. With this selection mechanism, individual battery capacity values will be closer to the average battery capacity of the system and, thus, further emphasizes the aggregated modeling decision. Regarding the first dimension of the action, $a^1_t$, we attribute a positive value to the number of batteries to recharge, $a^1_{t^+}$, and a negative value to the number of batteries to discharge, $a^1_{t^-}$. To clarify the distinction between recharging and discharging actions, we define positive recharging, $a^1_{t^+}$, and discharging actions, $a^1_{t^-}$, with Equations (1) and (2). We note that only dealing with the positive number of batteries that are recharged or discharged using Equations (1) and (2) is helpful to clarify the forthcoming state transition, probability transitions, and reward calculations.
\begin{align*}
a_{t}^{1+} &= \begin{cases} 
a_{t}^{1} & \text{if } a_{t}^{1} \geq 0, \\
0 & \text{otherwise},
\end{cases} \\
a_{t}^{1-} &= \begin{cases} 
|a_{t}^{1}| & \text{if } a_{t}^{1} < 0, \\
0 & \text{otherwise}.
\end{cases}
\end{align*}

The action \(a_{t}^{1}\) represents both the number of batteries that are recharged, when \(a_{t}^{1}\) is positive, and the number of batteries that are discharged, when \(a_{t}^{1}\) is negative. We designed the action in this way as it is not beneficial to recharge and discharge at the same epoch, as they will cancel each other out and cause the capacity to degrade. Thus, we select one value for \(a_{t}^{1}\) for each time \(t\), and state, \(s_{t}\). Depending on whether the selected action is positive or negative indicates whether recharging or discharging will occur. We denote the number of plug-ins in the station as \(\Phi\). We assume all plug-ins are capable of supplying energy from the grid to recharge batteries and charging energy from batteries discharged using Battery to Grid [15].

The uncertainty in the system is the stochastic demand for battery swaps (i.e., a battery swap arrives in epoch \(t\)). In our MDP model, the uncertainty in the system is the stochastic demand for battery swaps. In our model, we could preemptively recharge, discharge, replace, and swap between epochs. The set of feasible actions when in an absorbing state, \(s_{t}\), is defined as the set of feasible actions for the state \(s_{t}\) at time \(t\). In our model, the set of feasible actions when in an absorbing state, \(s_{t}^{2} < \theta\) or \(s_{t}^{2} = 0\), only includes no recharge/discharge and no replacement; i.e., \(A_{(s_{t},0)} = \{(0,0)\}\).

In Figure 1, we display the timing of the operations at the swap station including recharging, discharging, replacing, and swapping between epochs \(t\) and \(t+1\). We assume that the time between two consecutive epochs is sufficient to recharge or discharge a battery completely. In our model, we could preemptively recharge, discharge, or replace batteries for future time periods. Therefore, depleted (full) batteries selected for recharging (discharging) in epoch \(t\) are fully charged (depleted) at the start of epoch \(t+1\). When stochastic demand for a battery swap arrives in epoch \(t\), we can swap up to the number of fully-charged batteries in our inventory which equals the number of fully-charged batteries at the start of \(t\) minus the number of discharged batteries. We subtract the fully-charged batteries assigned to be discharged as they are unavailable for swapping until the next decision epoch.

Transition probabilities indicate the likelihood of transitioning between states when considering the uncertainty of the system. In our MDP model, the uncertainty in the system is the stochastic demand for battery swaps (i.e., exchange of a depleted battery for a fully-charged battery) at each decision epoch \(t\), \(D_{t}\). The amount of satisfied swap demand in epoch \(t\) equals \(\min(D_{t}, s_{t}^{1} - a_{t}^{1-})\) wherein the second term indicates the number of full batteries that are not already discharging at \(t\). We outline the state transition for the first dimension of the state in Equation [3] which determines the number of full batteries in epoch \(t+1\) based on the number of full, recharged, discharged,
replaced, and swapped batteries in epoch $t$.

$$s_{t+1}^i = s_t^i + a_t^i + a_t^{i+} - a_t^{i-} - \min[D_i, s_t^i - a_t^{i-}].$$

The second state transitions according to Equation (4), which determines the future average capacity in $t + 1$ based on the current average capacity and the number of full, recharged, discharged, and replaced batteries in epoch $t$. We assume that all batteries swapped at time $t$ have a capacity equal to the average capacity of the batteries at the swap station. We justify the assumption with the following logic. Batteries previously swapped in epoch $t_1 < t$, which are in use outside of the station between $t_1$ and $t$ and need to be swapped again in epoch $t$, have a capacity similar to the average station capacity at $t$ when the swap station is used regularly (i.e., $t - t_1$ is small).

We define $D$ to represent the amount of battery capacity degradation from one battery cycle. We adopt the cycle-based degradation measure $\frac{70}{13}$ and assume that batteries do not degrade when not in use. Further, without loss of generality, we attribute the degradation from a full cycle to the recharge/discharging portion of the cycle. We use round() to represent that Equation (4) returns values in the discretized state space, $S^2$, with $\epsilon$ precision.

$$g^2(s_t^1, s_t^2, a_t^1, a_t^2) = s_{t+1}^2 = \text{round}\left(\frac{(s_t^2 - \delta^2)(a_t^{i+} + a_t^{i-}) + a_t^2 + s_t^2(M - a_t^{i+} - a_t^{i-} - a_t^2)}{M}\right).$$

In the first term in the numerator of Equation (4), we multiply the summation of the number of recharged ($a_t^{i+} > 0$) and discharged ($a_t^{i-} > 0$) batteries by the reduced average capacity ($s_t^2 - \delta^2$) due to the recharging/discharging actions. The second term adds the $a_t^2$ replaced batteries with 100% capacity. The third term maintains the same capacity for batteries not recharged, discharged, and replaced. These terms are all averaged over the $M$ batteries in the swap station. The system enters the absorbing state $0 \in S^2$ when the average capacity is less than $\theta$. To discourage entrance into this absorbing state, no recharging, discharging, swapping, or replacement is allowed. This setting ensures that swap stations should take appropriate actions before allowing the average capacity to drop below $\theta$. Thus, the transition of the second dimension of the state is precisely defined with Equation (5).

$$f^2(s_t^1, s_t^2, a_t^1, a_t^2) = s_{t+1}^2 = \begin{cases} g^2(s_t^1, s_t^2, a_t^1, a_t^2) & \text{if } g^2(s_t^1, s_t^2, a_t^1, a_t^2) \geq \theta, \\ 0 & \text{otherwise.} \end{cases}$$

In Equation (6), we define the probability of transitioning from state $s_i = (s_t^1, s_t^2)$ in epoch $t$ to the state $j = (j^1, j^2)$ in epoch $t + 1$ when action $a_t = (a_t^1, a_t^2)$ is taken.

$$p(j^1, j^2 | s_t^1, s_t^2, a_t^1, a_t^2) = \begin{cases} p_{s_t^1+1, s_t^2+1, a_t^{i+}-1, a_t^{i-}-1} & \text{if } a_t^2 + a_t^{i+} < j^1 \leq s_t^1 + a_t^{i+} - a_t^{i-} - j^2 \text{ and } a_t^2 < s_t^2, \\ j^2 = f^2(s_t^1, s_t^2, a_t^1, a_t^2), & \text{if } j^1 = a_t^{i+} \text{ and } j^2 = f^2(s_t^1, s_t^2, a_t^1, a_t^2), \\ 0 & \text{otherwise.} \end{cases}$$

We define $p_j = P(D_j = j)$ and $q_u = \sum_{j=0}^{\infty} p_j = P(D_j \geq u)$. Each probability in Equation (6) depends on the number of batteries swapped, i.e., $s_t^1 + a_t^{i+} + a_t^{i-} - a_t^{i-} - j$ (see Equation (3)). When no batteries are swapped in epoch $t$, the station still has $s_t^1 + a_t^{i+} + a_t^{i-} - a_t^{i-} - j$ fully charged batteries at epoch $t + 1$. Instead, if all available fully-charged batteries in epoch $t$ are swapped, the station will have $a_t^{i+} + a_t^{i-}$ fully charged batteries at epoch $t + 1$, which are the result of the $a_t^{i+}$ replaced and $a_t^{i-}$ recharged batteries in epoch $t$.

In Equation (6), the probability of transitioning to another state is non-zero only when Equation (5) is satisfied. When the transition probability is $P(D_j = s_t^1 + a_t^{i+} + a_t^{i-} - a_t^{i-} - j^2)$, the demand for swaps is less than or equal to the number of full batteries available for swapping (as in condition 1 of Equation (6)). Alternatively, when the demand for swaps is greater than the number of available full batteries, the state transitions according to the cumulative probability $P(D_j \geq s_t^1 + a_t^{i+} + a_t^{i-} - a_t^{i-} - j^2)$. If Equation (5) is not satisfied, $j^1$ is lower than the total number of batteries recharged and replaced ($a_t^{i+} + a_t^{i-}$), or $j^2$ exceeds the maximum number of fully charged batteries, $s_t^1 + a_t^{i+} + a_t^{i-} - a_t^{i-}$, the probability of transition is zero.

To clarify the transition probability function, we illustrate using an example. Consider the case when at epoch $t$, the swap station has 80 full-batteries and 20 depleted batteries in inventory (i.e., $M = 100$, $s_t^1 = 80$), the average battery capacity equals 0.85, and we take the action to recharge 10 batteries (i.e., $a_t^1 = a_t^{i+} = 10$) and replace 5 batteries (i.e., $a_t^2 = 5$). For this example, we assume recharging or discharging for one time period results in a capacity degradation equal to 0.01 (i.e., $\delta^2 = 0.01$) and the discretized capacity increment is also 0.01 (i.e., $\epsilon = 0.01$). If there is no demand for battery swaps (i.e., $D_t = 0$), at epoch $t + 1$ the station will have 95 full batteries with a discretized average capacity equal to 0.86. Thus, the probability of transitioning to a state with more than 95 full batteries or an average capacity not equal to 0.86 is zero. Contrarily, if the demand for swaps is 80 or more (i.e., $D_t \geq 80$), then all full batteries in inventory will be swapped and the number of full batteries at epoch $t + 1$
equals $a_i^2 + a_j^1 = 10 + 5 = 15$. Thus, the probability of transitioning to a state with less than 15 full batteries is zero. Further, the probability of transitioning to a state with exactly 15 full batteries and average capacity equal to 0.86 indicates that demand for swaps met or exceeded $s_i^1 - a_i^{1-} = 80$. Lastly, consider the case that we transition to a state with 30 full batteries and average capacity equal to 0.86. We calculate the immediate reward at epoch $t$ according to the state of the system $s_t = (s_1^1, s_2^2)$, the action $a_t = (a_1^1, a_2^2)$, and the future state $s_{t+1} = (s_{t+1}^1, s_{t+1}^2)$. Specifically, the immediate reward is calculated according to Equation (7).

$$r_t(s_t, a_t, s_{t+1}) = \rho_{\beta t}(s_1^1 + a_1^1 + a_2^1 + s_{t+1}^1) - K_a a_1^{1-} + J_a a_2^{1-} - L_a a_2^2,$$

where $s_1^1 + a_1^1 + a_2^1 + s_{t+1}^1$ equals the number of batteries swapped and the time-dependent recharging cost, discharging revenue, and replacement cost are defined as $K_a$, $J_a$, and $L_a$, respectively. We note that SAIIRPs consider two aspects of a battery, charge and capacity. In this model, the fully-charged/empty batteries are not full capacity as they might already be degraded due to the previous recharge/discharge actions. Thus, the average capacity of batteries can take a value less than 100%. We assume the realized swap revenue depends on the current average capacity. Thus, we define $\rho_{\beta c}$ to be the capacity-dependent revenue per battery swapped in Equation (8).

$$\rho_{\beta c} = \beta \left(1 + \frac{s_2^2 - \theta}{1 - \theta}\right) = \frac{\beta(1 + s_2^2 - 2\theta)}{1 - \theta}. \quad (8)$$

We set $\beta \geq \max_{t \in T} J_t$ to ensure the swap station is profitable with each battery swapped (i.e., the swap revenue is no less than the maximum recharging cost). We use the average capacity of batteries as the indicator of the quality of batteries in the station when developing the revenue per swap function. Revenue per battery swap is a linear function of the average capacity of batteries in the station. This setting ensures that the stations can gain higher revenue when the average capacity is higher. It also provides an incentive for swap stations to replace batteries for higher revenue and benefits customers by receiving higher quality batteries. In the design of Equation (8), when the average capacity is at the lowest operational value ($s_2^2 = \theta$), the revenue per swap $\rho_{\beta c}$ equals $\beta$, which is at least equal to the maximum price paid for recharging batteries. When the swap station has an average battery capacity equal to 1, $s_2^2 = 1$, then $\rho_{\beta c} = 2\beta$ which equates to a higher revenue earned due to higher customer satisfaction from swapping a higher quality battery. Hence, in our design, the revenue per swap has a value between $[\beta, 2\beta]$ depending on the average capacity of batteries in the station at time $t$. We calculate the terminal reward in Equation (9) as the potential revenue from swapping all remaining fully charged batteries provided the average battery capacity is at least $\theta$.

$$r_N(s_N) = \begin{cases} \rho_{\beta c} s_1^1 & \text{if } s_2^2 \geq \theta, \\ 0 & \text{otherwise.} \end{cases} \quad (9)$$

Using the probability transition function and the immediate reward, we define the immediate expected reward in Equation (10).

$$r_t(s_t, a_t) = \sum_{s_{t+1}} \left[p_t(s_{t+1} | s_t, a_t)(\rho_{\beta c}(s_1^1 + a_1^1 + a_2^1 + s_{t+1}^1) - K_a a_1^{1-} + J_a a_2^{1-} - L_a a_2^2)\right]. \quad (10)$$

We define the decision rules, $d_t(s_t) : s_t \rightarrow A_{s_t}$, as a function of the current state and time. Our decision rules determine the selected action $a_t \in A_{s_t}$ when the system is in $s_t$ at decision epoch $t \in T$. In our problem setting, we use deterministic Markovian decision rules because we choose which action to take provided we know the current state $s_t$. A policy $\pi$ consists of a sequence of decision rules $(d_1(s_1), d_2(s_2), \ldots, d_{N-1}(s_{N-1}))$ for all decision epochs. The expected total reward of policy $\pi$, denoted $\pi^*_N(s_1)$ when the system starts in state $s_1$ at time $t=1$ is calculated according to Equation (11).
Definition 2 of Appendix 7.2), there exist decision rules \( d \) and \( \varepsilon \) such that for any \( t \) when an upper bound is placed on the number of batteries replaced at the swap station in each decision epoch.

Instead, we are able to prove the existence of a monotone optimal policy for the second dimension of the state. The optimality of a monotone policy in the second dimension of the state do not exist for the stochastic SAIRPs. However, in Lemma 1, we prove a counter-intuitive result that, in general, the sufficient conditions for the optimality of a monotone policy in the second dimension of the state do not exist for the stochastic SAIRPs. Instead, we are able to prove the existence of a monotone optimal policy for the second dimension of the state when an upper bound is placed on the number of batteries replaced at each decision epoch.

In this section, we prove theoretical properties regarding the structure of the optimal SAIRP policy and value function. First, we show that the stochastic SAIRPs violate the sufficient conditions for the optimality of a monotone policy in the second dimension of the state. Second, we prove the existence of a monotone optimal policy for the second dimension of the state in a special case of the SAIRP. Lastly, we prove the monotonicity of the value function when considering the first, second, and both dimensions of the state. In the remainder of this section, we present the main theorems and point the reader to the appendices for the formal mathematical proofs.

4. Theoretical Results

4.1. Monotone Policy

Our investigation in proving the structure of an optimal policy for the SAIRP is motivated by the desire to exploit efficient algorithms that require less computational effort to find optimal policies and increase the ability to solve larger problem instances [21]. Widrick et al. [24] examined the problem of managing a battery swap station when only considering battery charge, or equivalently the first dimension of our MDP model. They proved the existence of a monotone optimal policy when demand is governed by a non-increasing discrete distribution. In our investigation of the second dimension, our intuition was that monotonicity would be preserved for the stochastic SAIRP. Informally, this equates to the optimal policy indicating to replace more batteries when the average capacity is lower. However, in Lemma 1, we prove a counter-intuitive result that, in general, the sufficient conditions for the optimality of a monotone policy in the second dimension of the state do not exist for the stochastic SAIRPs.

First, we formally define a monotone optimal policy. A non-increasing monotone policy \( \pi \) has the property that for any \( s_i, s_j \in S \) with \( s_i \leq s_j \) (for multi-dimensional states, please see the partial ordering definition in Definition 2 of Appendix 7.2), there exist decision rules \( d_t^\pi(s_i) \geq d_t^\pi(s_j) \) for each \( t = 1, \ldots, N - 1 \) [21]. The sufficient conditions for the existence of a monotone optimal policy in the second dimension of the state are as follows [21].

1. \( r_i(s_j^2, a_i^2) \) is non-decreasing in \( s_j^2 \) for all \( a_i^2 \in A' \).
2. \( q_i(k \mid s_j^2, a_i^2) \) is non-decreasing in \( s_j^2 \) for all \( k \in S^2 \) and \( a \in A' \).
3. \( r_i(s_j^2, a_i^2) \) is a subadditive function on \( S^2 \times A' \).
4. \( q_i(k \mid s_j^2, a_i^2) \) is subadditive on \( S^2 \times A' \) for every \( k \in S^2 \).
5. \( r_N(s_N) \) is non-decreasing in \( s_N^2 \).

Where \( A' \) includes all possible actions for the second dimension of the action space. Specifically, \( A' = \{ \cup_{s \in A_s^2} A_s^2 \} \).

We note that \( q_i(k \mid s, a) = \sum_{j,k} p_i(j \mid s, a) \), which is the sum of the probabilities from \( k \) to \( \infty \), in general. For the second dimension, we have \( q_i(k \mid s_j^2, a_i^2) = \sum_{j,k} p_i(j^2 \mid s_j^2, a_i^2) \).

In Lemma 1 we prove that one of the aforementioned conditions is not satisfied for stochastic SAIRPs. In Theorem 1 we are able to prove that a monotone optimal policy in the second dimension of the state does exist when there is an upper bound on the number of batteries replaced in each decision epoch. We refer the reader to Appendix 7.1 for full details of the proof of Lemma 1 and Theorem 1.

**Lemma 1.** The stochastic SAIRPs violate the sufficient conditions for the optimality of a monotone policy in the second dimension of the state.

**Theorem 1.** There exist optimal decision rules \( d_t^\pi : S \rightarrow A_s \) for the stochastic SAIRP which are monotone non-increasing in the second dimension of the state for \( t = 1, \ldots, N - 1 \) if there is an upper-bound \( U \) on the number of batteries replaced at each decision epoch where \( U = \frac{M}{\varepsilon(1-\varepsilon)} \) when \( M \) is the number of batteries at the swap station and \( \varepsilon \) is the discretized increment in capacity.
We provide an example to explain the optimality of the monotone policy in the second dimension of the state. Consider a swap station with \( M = 100 \) batteries, a discretized capacity increment \( \epsilon = 0.01 \), and a replacement threshold \( \theta = 0.8 \). The monotone policy is optimal when the maximum number of batteries replaced per epoch, \( U \), is between 2 and 50. The specific value between 2 and 50 depends on the value of the average capacity. If the average capacity \( \bar{s}_2 = 0.8 \), then \( U = \frac{1000.00}{2(1-0.8)} = 2 \) whereas if \( \bar{s}_2 = 0.99 \), then \( U = \frac{1000.00}{2(1-0.99)} = 50 \). We note that when \( \bar{s}_2 = 1 \), then \( U = \frac{10000.00}{2(1) - 7} = \infty \) meaning there is no limit on the number of replaced batteries. However, as the average capacity is already at the highest value of 1, it is not advantageous for swap stations to incur the cost for replacing a full capacity battery after which the average capacity will remain at 1. Although there is a restriction on the number replaced in each epoch, there are no restrictions on the consistent replacement of batteries over multiple consecutive decision epochs.

### 4.2. Monotone Value Function

We now investigate the structure of the value function for stochastic SAIRPs. Although proving that a value function has a monotone structure is a weaker result than proving the structure of an optimal policy, it enables the application of computationally efficient solution methods. We prove that the MDP value function for the stochastic SAIRP is monotone non-decreasing in the first, second, and both dimensions. These results directly motivate our selection of efficient approximate dynamic programming algorithms.

A value function \( V(s) \) is monotone non-decreasing in state \( s \), if for any \( s_i, s_j \in S \) with \( s_i \leq s_j \) we have \( V(s_i) \leq V(s_j) \) for any given action in any decision epoch \( t \) \([82, 23]\). The MDP value function for the stochastic SAIRP is given in Equation (12) which is comprised of the immediate expected reward (as given by Equation (11)) and the transition probabilities (as given by Equation (6)). In Theorem 2, we show that the value function is monotone in \( s_2 \). This means for any given action, in each decision epoch \( t \), as the average capacity increases, the MDP value function will not decrease.

**Theorem 2.** The MDP value function of the stochastic SAIRP is monotonically non-decreasing in \( s_2 \).

In Theorem 3, we prove that the value function is monotone in \( s_1 \). This means for any given action in each decision epoch \( t \), as the number of fully-charged batteries increases, the MDP value function will not decrease. If the demand for the MDP model is governed by a non-increasing discrete distribution, this result is implied from the result of Wirdrick et al. \([24]\). However, we strengthen the result as we do not require a non-increasing discrete distribution in Theorem 4.

**Theorem 3.** The MDP value function of the stochastic SAIRP is monotonically non-decreasing in \( s_1 \).

When considering both dimensions simultaneously, in Theorem 4 we prove that the value function is monotone in \((s_1, s_2)\).

**Theorem 4.** The MDP value function of the stochastic SAIRP is monotonically non-decreasing in \((s_1, s_2)\).

In a multi-dimensional setting, we need to define the concepts of partial ordering and partially non-decreasing function, which are given by Definitions 2 and 3 in Appendix 7.2. We also refer the reader to Appendix 7.2 for full details of the proofs of Theorems 2, 3, and 4.

### 5. Solution Methodology

This section presents the solution methods used to solve the stochastic Scheduling, Allocation, and Inventory Replenishment Problem (SAIRP). First, we briefly describe the dynamic programming solution methods with the backward induction (BI) approach to provide exact solutions when the problem is not large-scale. Next, we present the approximate dynamic programming methods to overcome the curses of dimensionality and yield high-quality solutions for the stochastic SAIRPs.

#### 5.1. Exact Solution Method: Dynamic Programming

Backward induction (BI) is an exact solution method to find optimal policies for the Markov Decision Process (MDP) problems \([21]\). Our goal is to find the optimal policy \( \pi^* \) that maximizes the expected total reward given by Equation (11). We attribute the optimal value function, \( V^*(s) \), to the optimal policy. We calculate the optimal value based on cumulative values of taking the best actions onward from decision epoch \( t \) to \( N \) when in state \( s_t \) at
time \( t \) (see Equation (12)). We use Bellman equations as presented in Equation (12) to find optimal policies and corresponding optimal value functions for \( t = 1, \ldots, N - 1 \) and \( s_t \in S \).

\[
V_t(s_t) = \max_{a_t \in A_{s_t}} \left\{ r_t(s_t, a_t) + \sum_{j \in S} p_t(j | s_t, a_t)u_{t+1}(j) \right\}.
\tag{12}
\]

The BI algorithm starts from \( t = N \) and sets \( V_N(s_N) = r_N(s_N) \) according to Equation (9). Then, it finds the actions that maximize \( V_t(s_t) \) for every state \( s_t \) moving backward in time (\( t = N - 1, \ldots, 1 \)) using Equation (13).

The optimal expected total reward over the time horizon is \( V_1(s_1) \) where \( s_1 \) is the state of the system at the first decision epoch.

\[
a^*_t = \arg \max_{a_t \in A_{s_t}} \left\{ r_t(s_t, a_t) + \sum_{j \in S} p_t(j | s_t, a_t)u_{t+1}(j) \right\}.
\tag{13}
\]

Now, we clarify terms used in the remainder of this paper. A sample path of demand is the collection of a realized demand (uncertainty element) per time period generated from a given probability distribution. A sample path of state is comprised of the collection of consecutive visited states, one per time period. To calculate the visited states, we need the decision rule returned by a solution method for all states or visited states over time, the sample path of demand, and the present state. Using this information, we use the state transition functions (Equations (3) and (5)) to calculate the sample path of state. A sample path of policy is the set of consecutive decision rules of the visited states of the system. We use the term instance to refer to an example of stochastic SAIRP, specifically when we discuss the size of stochastic SAIRPs. The term scenario is used to refer to examples within our space-filling designed experiment that include different values for parameters. These values are generated such that to cover the designed experiment space (see Section 6.3).

5.2. Approximate Dynamic Programming Solution Methods

In this section, we outline our monotone approximate dynamic programming algorithm with regression-based initialization (MADP-RB). Approximate dynamic programming is a proven solution method that overcomes the curses of dimensionality [72]. Using the foundation of the monotone approximate dynamic programming algorithm proposed by Jiang and Powell [23], we make enhancements by exploiting our theoretical results to intelligently approximate the initial value function approximation and update the approximation with each algorithmic iteration.

The stochastic SAIRP suffers from the curses of dimensionality considering the size of all MDP elements together. Asadi and Nurme Pinkley [22] showed that the size of the the state space, the action space, the transition probability function, and the optimal policy are \( O(MN^2) \), \( O(M^2) \), \( O(MN^3) \), and \( O(MN^4) \), respectively, where \( M, N, \epsilon \), and \( \theta \) are the number of batteries, the time horizon, the capacity increment, and the replacement threshold, respectively. For instance, the size of the transition probability function is \( O(10^{15}) \) for a realistic-sized problem with \( M = 100 \) batteries, planning over a one month time horizon in one hour increments \( N = 744 \) with discretized battery capacity in increments of \( \epsilon = 0.001 \). Due to these large sizes, standard MADP solution methods, such as backward induction (BI), were ineffective in solving realistic-sized instances of the stochastic SAIRP [23]. Although there are many different ADP algorithms and approaches [72], there is no standard method to link the best algorithm to solve any particular problem. However, using the problem structure is good practice when developing efficient and effective algorithms. As we proved in Theorems 2, 3, and 4, the value function is monotonically non-decreasing in both dimensions, \( s_1 \) and \( s_2 \). Hence, it is reasonable to utilize and enhance the monotone approximate dynamic programming algorithm proposed by Jiang and Powell [23]. This algorithm has already shown promising performance for several application areas [23]. We proceed by outlining the core steps of [23]’s monotone approximate dynamic programming (MADP) algorithm while highlighting our additions and changes to create the monotone approximate dynamic programming algorithm with regression-based initialization (MADP-RB). To aid with the explanation, in Algorithm (1), we outline the MADP and underline the enhancements for our MADP-RB. First, we introduce the notation necessary for the ADP algorithms in Table (1).

5.2.1. Monotone ADP with Regression-Based Initialization

In this section, we describe the core steps of the MADP algorithm proposed by Jiang and Powell [23] and our enhancement using regression-based initialization in Algorithm (1). We display our enhancements in Algorithm (1) with underlines to make it more clear for the reader. We proceed by explaining the implementation of the
algorithm.

The Monotone ADP with Regression-Based Initialization (MADP-RB) has two main steps. In the first step, we intelligently initialize the value function approximation using a linear regression function. The coefficients of the regression function are derived from feeding the optimal solutions of small SAIRPs. The second step is the core MADP algorithm that consists of updating the approximated values of visited and non-visited states over time through an iterative process. The states are visited over time at each iteration using the information of the present state, realized uncertainty, and taken action. The approximated value of the visited state is updated based on the observed value and previous approximated value. At each iteration, the monotonicity operator updates the approximated value of the non-visited states over time. We proceed by explaining each step in detail.

The first step of the MADP algorithm is to initialize the value function approximation for all decision epochs such that the monotonicity of the value function is preserved. Commonly, this is done by assigning a constant value, e.g., 0, to $\hat{V}_t^n(s_t)$ for all $s_t \in S$ and $t = 1, \ldots, N - 1$. However, using 0 or any constant value fails to exploit how the monotone value function changes based on state and time. Thus, our enhancement to the MADP algorithm is to intelligently approximate the initial value function approximation by exploiting the monotonicity of the value function. To do so, we iteratively calculate the optimal value function for small but increasing problem instances. Then, we use linear regression to approximate the initial value function for larger problem instances. To further explain this enhancement, we outline how these steps can be applied to the stochastic SAIRP.

In the stochastic SAIRP, as $M$ and $T$ increase, the problem suffers from the curse of dimensionality. For instance, the transition probability is $O(10^{15})$ for a realistic-sized problem when $M = 100$, $T = 744$, and $\epsilon = 0.001$. Thus, we first optimally solve small instances of the stochastic SAIRP with small numbers of batteries $\tilde{M} \ll M$ and time periods $\tilde{T} \ll T$. We repeat this step by slowly increasing the number of batteries by one until we reach a user defined maximum number of iterations (or until it is computationally infeasible to optimally solve small instances with BI). For each instance, we determine the optimal value function and the associated trends based on changes in the state, time, and number of batteries. From the value functions for smaller instances of the problem, we use linear regression on the decision epoch ($t$), the state of the system ($s_t$), and the number of batteries in the station ($M$) to approximate the initial value function approximation for larger problem instances. See lines 1-6 in Algorithm 1 that describe this regression-based enhancement which are new and distinct from Jiang and Powell [23]. We complete the initialization phase in line 7, where we set the approximate value for the terminal epoch for all states and all core iterations $n = 1, \ldots, \tau$ to the terminal reward (see Equation (9)).

The algorithm iteratively proceeds in accordance with [23] in lines 8-12. With each iteration, we select the best action starting from a random initial state (line 10) and move forward in time (line 11) using a sample observation of uncertainty and the approximate value of the future state, $\hat{V}_{t+1}^{-1}(j)$ (line 12). Specifically, we pick the best action (line 12) using Equation (15) and store the current observed value using Equation (16). In Equation (15), we use the previous approximation of the future states, $\hat{V}_{t+1}^{-1}(s_{t+1})$, as the approximation of $E(V_{t+1} | s_t, a_t)$.

$$a_{t,j}^{n} = \arg \max_{a_t \in A_s} \left\{ r_t(s_t, a_t) + \hat{V}_{t+1}^{-1}(s_{t+1}) \right\}.$$  \hspace{1cm} (15)

$$\hat{V}_{t}^{n}(s_{t}) = \max_{a_t \in A_s} \left\{ r_t(s_t, a_t) + E(V_{t+1} | s_t, a_t) \right\}.$$  \hspace{1cm} (16)

In line 13, we use a combination of the current value function approximation, $\hat{V}_{t}^{n}(s_{t})$, and the current ob-
do

we use the harmonic stepsize function \[72\] that uses a user-defined parameter, convergence. A basic example of such stepsize function is iterations are conducted, \(\alpha\) approximation. Because the value function approximation is often initially set to constant values and therefore
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The harmonic and STC stepsize functions follow the common process of weighting the observation higher earlier and decreasing this weighting with each iteration. The harmonic and STC stepsize functions are classified as deterministic as their values do not change based on the observations. In contrast, adaptive stepsize functions are sensitive to changes in the observations. To broaden our investigation, we also use the adaptive stepsize first introduced in George and Powell [83] in Section 6.

6. Computational Results

In this section, we present the results and insights from computational experiments on different SAIRP instances. First, we present the data used to solve modest and realistic-sized SAIRP instances. We clarify how we distinguish modest, realistic-sized, and small SAIRP instances. We denote SAIRP instances as modest if they are optimally solvable using backward induction (BI) (i.e., 7 batteries total and only a one-week time horizon). We denote SAIRP instances as realistic-sized if they include larger numbers of batteries and the system is considered for longer time horizons (i.e., 100 batteries over a one-month time horizon). Due to the curses of dimensionality, the realistic-sized instances are not optimally solvable using BI. Within our monotone approximate dynamic programming with regression-based initialization solution procedure, we initially solve small SAIRP instances that are optimally solvable using BI in a matter of minutes (i.e., 2, 3, or 4 batteries over a one-week time horizon). After explaining the data for these instances, we proceed by explaining in detail the regression-based initialization used in MADP-RB, the Latin hypercube sampling (LHS) designed experiments, solution method comparison, and solutions/insights for both the modest and realistic-sized SAIRPs.

6.1. Explanation of Data

For the computational results, we use realistic data representing the costs to recharge, discharge, and replace a battery, the demand, and the battery degradation rate. To avoid redundancy in presenting similar insights for both EVs and drones, we focus on drones. First, we present the associated data, and then we show the results of a comprehensive set of experiments in Sections 6.3 and 6.4.

First, we set parameters associated with drone battery costs. We set the cost to recharge a battery using the historical power prices from the Capital Region, New York area in 2016 [85]. We use the time frame with the highest total power price for the modest and realistic-sized instances with the time horizon of a week and a month, respectively. Hence, as displayed in Figure 2, we select December 12-18 and the month of December for the modest and realistic-sized problems, using dashed and solid lines, respectively. We multiply these historical time-varying power prices by the maximum capacity of a battery to calculate the non-stationary, time-varying costs to recharge a battery. We assume a drone battery has a maximum capacity equal to 400 Wh as in the DJI Spreading Wing S1000 battery [67]. We assume the revenue earned from discharging a battery back to the grid is equal to the charge price. Consistent with level 2 or 3 battery charging [88, 64, 89], we assume a depleted (full) battery takes one hour (i.e., time between two consecutive decision epochs) of recharging (discharging) to become full (depleted). We use the purchase price for batteries to calculate the cost of battery replacement. Assuming the price per kWh of a battery is approximately $235 [90], we set the replacement cost of a drone battery to be $100. This calculated replacement cost serves as the baseline price, which is used and varied in the Latin hypercube designed experiments in Section 6.3.

In the absence of real data representing the number of customers demanding swaps at the station over time, we use the methodology of Asadi and Nurre Pinkley [22, 24, and 25] to derive the mean demand at the swap station over time. We assume the mean demand, \( \bar{\lambda}_t \), is equivalent to the historical arrival of customers at Chevron gas stations [21]. Using \( \bar{\lambda}_t \), we assume the demand follows a Poisson distribution where \( t \) is the hour of the day. We scale \( \bar{\lambda}_t \) to be in line with the number of batteries in the problem instance. Let \( \lambda'_t \) be the scaled demand for \( M' \) number of batteries. Because \( \bar{\lambda}_t \) is originally used for \( M = 7 \), we calculate \( \lambda'_t \) values by multiplying \( \frac{M'}{M} \) by \( \bar{\lambda}_t \). In Figure 3, we display the mean demand by hour over a one-week time horizon for the modest instances with \( M = 7 \). For longer time horizons, we assume the mean arrival of demand repeats every week.

We use existing studies to calculate the battery degradation rate per cycle. Although there are several factors that influence the battery degradation process, research states that the capacity fading has a linear behavior, especially in the first 500 cycles [68, 67, 13, 64]. We note that the standard number of cycles for a drone Lithium-ion battery is 300 to 500 (\( \delta^C = 0.1\% \)) [92]. We select a higher value for the degradation rate to account for the elements that accelerate the degradation process, such as temperature from continuous use and recharging in swap stations. Thus, we select \( \delta^C = 2\% \) as the baseline degradation rate and vary this value in our computational experiments to capture how changes in the degradation rate impact the policy and performance of the system. We note, the model is robust in that future experiments can be conducted for different baseline \( \delta^C \) values to represent different
degradation characteristics. In general, the industry-accepted battery end of life value is 80% of capacity. As follows, we set the replacement threshold $\theta = 80\%$\cite{71,93}. We note that $s_2^t < 80\%$ is equivalent to the absorbing state of the system $s_2^t = 0$ wherein the feasible action set is $A(s_2^t, 0) = \{(0, 0)\}$. Hence, we can only replace batteries when the average capacity of batteries is not less than 80%.

6.2. Regression-Based Initialization

In this section, we explain our regression-based method to initialize the MADP-RB intelligently. We examine the empirical experiments of small SAIRPs and detect that the value function of the optimal policies $V_t(s_t)$ is a function of the decision epoch ($t$), the state of the system ($s_t$), and the number of batteries in the station ($M$). To clarify, we display the optimal values $V_t(s_t)$ of scenario 6 from the Latin hypercube designed experiments presented in Section 6.3. We display two consecutive decision epochs in Figure (4). In this example, we compute and show the optimal $V_t(s_t)$ when we solve small SAIRPs with $M = 2, 3, 4$.

As shown in Figure (4), the horizontal axis denotes the states, and the vertical axis shows the corresponding values. Among various techniques to estimate or forecast $V_t(s_t)$, we want a fast and simple method to generate and assign the initial approximations. Therefore, we propose using the linear regression function presented in Equation (19) to initialize the approximated value function, $\overline{V}_t(s_t)$.

$$\overline{V}_t(s_t) = h_0 + h_1 M + h_2 s_1^t + h_3 s_2^t + h_4 t$$ (19)

Having solved the small SAIRPs, we find the appropriate values for $h_0, h_1, h_2, h_3,$ and $h_4$. In Sections 6.3 and 6.4, we demonstrate how the intelligent initial value function approximation leads to superior results.

6.3. Latin Hypercube Designed Experiments for Modest SAIRPs

In this section, we perform a Latin hypercube sampling designed experiment that is used to assess the quality of the solution methods and to deduce insights for the battery swap station application. A Latin hypercube sampling (LHS) designed experiment is a space-filling design with broad application in computer simulation\cite{94}. Using
the LHS configuration of Asadi and Nurre Pinkley [22], with the test set of 40 scenarios generated to cover the design space of parameters, we first quantify the performance of MBI, MADP, and MADP-RB.

In prior work, Asadi and Nurre Pinkley [22] was able to optimally solve 40 modest LHS scenarios using BI. We run all computational tests using a high-performance computer with four shared memory quad Xeon octa-core 2.4 GHz E5-4640 processors and 768GB of memory. Even on a high-performance computer, the largest scenario Asadi and Nurre Pinkley [22] is able to optimally solve using BI is with $M = 7$, $\varepsilon = 0.001$, and $N = 168$ which represents a full week of operations where each decision epoch is one hour. Using these modest scenarios, herein, we are specifically concerned with quantifying the speed and performance of MBI, MADP, and MADP-RB against a known optimal policy and optimal expected total reward. The factors and their associated lower and upper bounds are defined as in Table (3) (we refer the reader to Asadi and Nurre Pinkley [22] for a complete justification for how these low and high values are calculated).

Memory Intensive Processing vs. Compute Intensive Processing. We can implement BI and MBI in two ways. In the first way, which we denote ‘Memory Intensive’, we calculate and store all of the transition probability values, so they are readily available throughout the execution of the algorithm. In the second way, which we denote ‘Compute Intensive’, we do not store any probability values and instead calculate each probability value when needed for calculations through the execution of the algorithm. As is indicated in their names, the Memory Intensive way requires more memory and the Compute Intensive way requires more time as it needs to calculate probability values numerous times. We implement and use both ways to solve the modest SAIRP instances on a high-performance computer (HPC). We note, on this HPC, we have different options. If we want to run the algorithm for longer, we have up to 72 hours of computational time available per run with access to only 768 GB of memory using four shared memory quad Xeon octa-core 2.4 GHz E5-4640 processors. However, if we want to use more memory, we have access to 3 TB of memory (four shared memory Intel(R) Xeon(R) CPU E7-4860 v2 2.60GHz processors) but only 6 hours of computational time. Thus, our results reflect these limitations.

In Table (2), we report the memory used and computation times for BI and MBI by instance and method. We use red to highlight the instances where we either exceeded the memory or time available and thus, do not find a solution. As is evident by the results, BI and MBI are not tractable solution methods for even modest-sized SAIRPs. MBI does outperform BI; however, the computation time is significant even for $M = 10$. Although not shown in Table (2), when $M \geq 12$, MBI exceeds the 72-hour time limit. We note that our approximate solution methods do not run into memory issues. Hence, we move forward with the faster processing method, Memory Intensive, to solve SAIRPs hereafter.

| Size | Memory Used (GB) | BI Computation Time (h) | MBI Computation Time (h) |
|------|------------------|-------------------------|--------------------------|
| $M = 7$ | 830              | 3.8                     | 3.6                      |
| $M = 8$ | 1120             | > 6                     | > 6                      |
| $M = 9$ | 2030             | > 6                     | > 6                      |
| $M = 10$ | > 3072           | > 6                     | > 6                      |

We computationally test MBI for the general case when no limits are placed on how many batteries are replaced per decision epoch and the MADP and MADP-RB methods with the harmonic, Search-Then-Converge (STC), and adaptive stepsize functions. For the core ADP procedure, we run the scenarios for $\tau = 500000$ iterations. For these...
Later, we will show that adding the regression-based initialization to MADP significantly improves the quality of solutions. One can argue that initialization using any monotone value function leads to the same result. We tested this argument using a set of arbitrary monotone value functions and report the best-founded function. We call the algorithm with this arbitrary monotone value function initialization MADP-M. We note that in MADP, the initial value function is a constant and equals to $V_0(s_t) = 0 \forall s_t \in S$. In MADP-M, the monotone value function used for initialization is $V_k(s_t) = (\frac{\tau(1-t^2)}{\tau - t^2})(s_t^k) + k(N - t)$ where $k$ is a constant. The first term is a monotone value function that equals the revenue generated from swapping all of the full batteries when in state $s_t$ at time $t$. The second term is a non-negative term with an opposite relationship with time, which means the value of being in every state, $s_t$, is higher at earlier decision epochs. The logic behind adding the non-negative term is as follows. The value of being in state $s_t$, $V_k(s_t)$, accumulates the reward from time $t$ onward to the end of the time horizon, so we may expect to gain a higher reward (profit) over a longer time. Although $V_k(s_t)$ is not always decreasing in $t$, the general trend is observed in the optimal values of small SAIRPs. Our tests show that MADP-M with $k \leq 1$ outperforms MADP. Then, we test $k = 0.1, 0.2, \ldots, 1$ and observe that MADP-M with $k = 0.5$ yields the best result.

In Table 4, we summarize the 40 scenarios and the results comparing the approximate methods to backward induction. Specifically, we calculate an average optimality gap over all scenarios, comparing MADP (monotone approximate dynamic programming), MADP-M (monotone approximate dynamic programming algorithm with arbitrary monotone value function initialization), MADP-RB (monotone approximate dynamic programming algorithm with regression-based initialization), and Monotone Backward Induction (MBI) to the optimal expected total reward calculated using BI. In Equation (20) for each scenario of MADP, MADP-M, and MADP-RB, we input the expected total reward of the last iteration into the expected reward of the approximated method. Then, we can calculate the average and maximum optimality gaps over 40 scenarios given by the last two rows of Table 4.

$$\text{Optimality Gap} = \left| \frac{\text{Expected Reward BI} - \text{Expected Reward Approximated Method}}{\text{Expected Reward BI}} \right| \times 100\%$$ (20)

Immediately evident from Table 4 is that MADP-RB led to significantly smaller average and maximum optimality gaps than Jiang and Powell’s MADP, MADP-M, and MBI. Overall, we find that MADP-M outperforms MADP in regards to the average optimality gap. This demonstrates that initializing an ADP approach, even with an arbitrarily monotone value function does result in benefit. However, we further find that when considering both the average and maximum optimality gaps, MADP-RB significantly outperforms MADP-M. This demonstrates the significant benefit of the regression-based initialization. We proceed by further analysis of MADP and

Table 3: Factors with associated low and high values for use in the Latin hypercube designed experiment.

| Factor                        | Low | High |
|-------------------------------|-----|------|
| Basic revenue per swap ($\beta$) | 1   | 3    |
| Replacement cost ($L_i$)      | 2   | 100  |
| Battery degradation factor ($\delta^2$) | 0.005 | 0.02 |

stepsizes, based on extensive computational experiments, we present the most favorable results. For the harmonic steppsize function, Powell [22] recommends that $\alpha_t < 0.05$ in the last iteration ($\tau = 500000$). Thus, we set $\alpha_t = 0.05$ and $w = 25000$. We note, our tests show that the average optimality gap increases when $w$ is below 25000, thus we use $w = 25000$. For setting the STC parameters, we set $\alpha_0 = 1$ to put the total weight on the observation at the beginning of the procedure. This results in $\alpha_1 = 1$. We test six values for $\mu_1 = 10, 100, 500, 600, 1000, and 10000$, five values for $\mu_2 = 10, 100, 1000, 10000$, and $100000$, and $3$ values for $\mu_3 = 0.6, 0.7, and 0.8$ to adjust the tuple of parameters $(\mu_1, \mu_2, \mu_3)$. Over these 90 experiments, we observe that $(\mu_1, \mu_2, \mu_3) = (600, 1000, 0.7)$ yields the best result in terms of the average optimality gap. Thus, we use this tuple of parameters values for the STC stepsizes. For the adaptive stepsize function, we use the setting presented in Powell [22]. In the adaptive stepsize, we need to estimate the bias and its variance. For smoothing the observation and approximation of the bias and its variance, Powell [22] recommends using a harmonic stepsize that tends to a value between 0.05 and 0.1 in the last iteration. Consistent with this recommendation, we use the harmonic stepsize function with $w = 25000$. For the MADP-RB, we set $M = 2$, $T = T = 168$ hours, MaxIterations = 2 (i.e., 3 iterations are used as the input for the linear regression and value of iter can be 0, 1, and 2), and use BI to optimally solve the scenarios for 2, 3, and 4 batteries. We then plug these results into Equation (19) to set the initial approximation as in line 6 of Algorithm 1.

$$\text{Optimality Gap} = \left| \frac{\text{Expected Reward BI} - \text{Expected Reward Approximated Method}}{\text{Expected Reward BI}} \right| \times 100\%$$ (20)

Immediately evident from Table 4 is that MADP-RB led to significantly smaller average and maximum optimality gaps than Jiang and Powell’s MADP, MADP-M, and MBI. Overall, we find that MADP-M outperforms MADP in regards to the average optimality gap. This demonstrates that initializing an ADP approach, even with an arbitrarily monotone value function does result in benefit. However, we further find that when considering both the average and maximum optimality gaps, MADP-RB significantly outperforms MADP-M. This demonstrates the significant benefit of the regression-based initialization. We proceed by further analysis of MADP and
MADP-RB.

We note, MBI is a reasonable approximation for scenarios with high replacement costs, but it does not provide competitive optimality gaps when replacement cost is low. However, when we limit the number of batteries replaced in each epoch in accordance with Theorem 1, the optimality gap is 0.00%. MBI is smarter than BI and can save computational time when searching for the best policies. In other words, we do not need to loop over all the actions when using the monotonicity property of the optimal policy. However, as we showed, BI and even MBI are not computationally tractable for realistically sized instances of SAIRPs, which necessitates using approximate solution methods.

Table 4: Optimality Gap (%) of MADP, MADP-M, MADP-RB, and MBI

| Scenario | β | L | δ | Harmonic Stepsize | STC Stepsize | Adaptive Stepsize | MBI |
|----------|---|---|---|-------------------|--------------|------------------|-----|
| Avg Gap  | 30.86 | 23.52 | 7.09 | 31.94 | 23.74 | 6.82 | 15.93 |
| Max Gap  | 69.68 | 55.65 | 15.65 | 72.46 | 57.24 | 15.02 | 57.43 |

As is expected, ADP methods take significantly less time than BI and MBI, which take on average 3.8 hours and 3.6 hours, respectively. The computational time of MADP-RB includes three major operations in Algorithm (1): (i) obtaining the data for the regression function in steps 1-5; (ii) deriving the regression function in step 6; and (iii) calculating the monotone ADP results in steps 7-18. The average computational time for operations (i), (ii), and (iii) are 902 seconds (0.25 hours), less than 1 second, and 1025 seconds (0.28 hours), respectively. We note that (iii) is equivalent to the average computational time of MADP without the regression-based initialization. In other words, if we execute the initialization steps offline, there is no difference between the computational time of MADP and MADP-RB as finding the coefficients of the regression function takes less than a second. As the problem instance of the SAIRP increases significantly, the required memory and time for BI and MBI also increase significantly. However, MADP and MADP-RB enable us to solve realistic-sized SAIRP instances, as we demonstrate in Section 6.4.

Next, to compare the two ADP methods, we quantify a measure of convergence. One way to evaluate an ADP method is to focus not only on the ending performance but also on the convergence with each iteration. Thus, we calculate the average optimality gap over all iterations, \( g_{s}^m \), for each method \( m \) and scenario \( s \). In this calculation, we average the optimality gap for all iterations \( \tau \) as in Equation (21).

\[
g_{s}^m = \frac{1}{\tau} \sum_{i=1}^{\tau} \frac{\text{Expected total reward at iteration } i - \text{Optimal expected total reward}}{\text{Optimal expected total reward}} \times 100\% \tag{21}
\]

In Figure (5), we show the expected total reward (value) as a function of the number of iterations for MADP and MADP-RB with the three different stepsizes. The rows of Figure (5) correspond to the harmonic, STC, and adaptive stepsizes, respectively. The columns correspond to the scenarios which result in the low, average, and high \( g_{s}^m \) in the LHS where \( m \) includes MADP with the three stepsizes. Within each subfigure, we display three lines...
Figure 5: Expected Total Reward Convergence of MADP and MADP-RB Using Different Stepsize Functions Vs Optimal Expected Reward.

showing the progression of the value by iteration for MADP and MADP-RB and the optimal value for the state $s_1$, which corresponds to the initial state of the swap station when all batteries are full and new with full capacity. From the subfigures, we observe that MADP-RB consistently outperforms MADP in regards to convergence.

Now, we explain the possibility of convergence to a value greater than optimal (see Figures (5)-(I), (5)-(II), and (5)-(III)). The approximated value depends on two factors: (i) the previous approximation value and (ii) the present observation value. These values are smoothed using a stepsize function and set equal to the approximation value for the next iteration. Hence, as either value can be greater than the optimal value in any iteration, the smoothed value can take a value higher than the optimal value. For example, suppose the initial approximation is too high. In that case, the smoothed value can be higher than the expected value of being in any state.

We also calculate the average optimality gap over iterations over scenarios for each method $m$ using Equation (22). In this equation, $m$ = MADP and MADP-RB, and the total number of scenarios in our Latin Hypercube designed experiments is 40.

$$\overline{g_m} = \frac{\sum_{s=1}^{40} g_{s,m}}{40}$$  \hspace{1cm} (22)

In Table 5, we display the average optimality gap over iterations over scenarios for MADP and MADP-RB using different stepsize functions given by Equation (22). As shown in Table 5, the average optimality gap associated with MADP-RB for all stepizes is remarkably lower than MADP. This indicates that MADP-RB is able to more quickly converge to the optimal value as compared to MADP.

| Average Optimality Gap over Iterations over Scenarios (%) | MADP | MADP-RB |
|----------------------------------------------------------|------|---------|
| Harmonic STC Adaptive                                    | 36.72| 32.58   |
| Harmonic STC Adaptive                                    | 36.72| 32.58   |

The required computation effort for both ADP approaches depends on, in part, the number of iterations, $\tau$. Thus, we analyze how the value function changes by iteration, which will inform our choice of $\tau$ for future experiments. In Figure 5, we observe the value function plateaus before $\tau = 500000$. Furthermore, we notice that both methods do not significantly change after $\tau = 100000$ in many scenarios. When examining all scenarios solved by MARP-RB, we calculate the percentage difference between the value at $\tau = 100000$ and $\tau = 500000$. For the harmonic stepsize, the average percentage difference is 1.03% and the maximum percentage difference is
8.86%. We obtained similar values for the STC and adaptive stepsize and scenarios; however, to avoid redundancy, we proceed with an analysis of the harmonic stepsize.

As the value does not always convey the operational changes in the policy which decision makers implement, we proceed by analyzing the changes in policy at iteration 100000 and 500000. We use Equation (23) to compute the percentage difference in the policies using at iteration 500000 and 100000 when 500 sample paths of realized demand generated. With this equation, we calculate the percentage difference between the summation of the recharging/discharging and replacement actions as we decrease the number of iterations for each scenario. We then average this value over all scenarios. Specifically, in Equation (23), $TC^a_s$ and $TC^\tau_s$ represent the total number of actions, recharging/discharging ($a = a^1$) and replacements ($a = a^2$), for scenario $s$ using $\tau = 500000$ and $\tau = 100000$, respectively. That is, $TC^a_s$ and $TC^\tau_s$ denote the total number of recharging/discharging actions and $TC^a_s$ and $TC^\tau_s$ are the total number of replacements for scenario $s$ using 500000 and 100000 iterations, respectively. Our results show the average percentage difference in the number of recharged/discharged and replaced batteries over 40 scenarios are 6% and 5%, respectively.

$$\text{Average} \text{ (%) difference for action } a \text{ over all scenarios } = \frac{1}{40} \sum_{s=1}^{40} \left| \frac{TC^\tau_s - TC^a_s}{TC^\tau_s} \right| \times 100\%.$$  \hspace{1cm} (23)

Thus, as the changes in the value and policies are not significant, we use $\tau = 100000$ in our future computational experiments for solving realistic-sized SAIRPs in Section 6.4.

Exploiting the monotonicity property does significantly improve the quality of solutions and convergence of ADP methods. To demonstrate this result, we run two versions of standard approximate value iteration (AVI) without and with regression-based initialization, AVI and AVI-RB, respectively. Adding the monotonicity property to AVI and AVI-RB converts them to MADP and MADP-RB, respectively. In Table (6), we present a summary comparing AVI, MADP, AVI-RB, and MADP-RB using the harmonic stepsize function and 50000 iterations. In this table, we present the average optimality gap of AVI, MADP, AVI-RB, and MADP-RB over all 40 scenarios of our Latin hypercube designed experiments (see Table (4) for full details of these 40 scenarios). As is evident by these results, using the monotonicity property decreases the average optimality gap. However, we observe that the regression-based initialization is even more impactful than the monotonicity operator. By adding the monotonicity operator, the average optimality gap decreases by 10.31% (AVI to MADP) but by adding the regression-based initialization, the average optimality gap decreases by 26.42% (AVI to AVI-RB). The lowest average optimality gap occurs with MADP-RB that has both the monotonicity property and regression-based initialization.

| Approximate Method | AVI     | MADP   | AVI-RB | MADP-RB |
|--------------------|---------|--------|--------|---------|
| Average Optimality Gap (%) | 41.17%  | 30.86% | 14.75% | 7.09%   |

### 6.4. Monotone ADP Results and Performance for Realistic-sized SAIRPs

In this next set of computational experiments, we focus on the ability to solve and deduce insights from realistic-sized stochastic SAIRPs. We proceed by determining the parameters, summarizing the results, including the expected total reward and computational times, presenting sample paths of policies, and analyzing the relationship between the outputs and inputs of the experiments.

For the test instances, we solve all 40 scenarios of the designed experiment presented in Section 6.3 using the realistic data summarized in Section 6.1. Specifically, we consider 100 batteries, a one-month time horizon with each decision epoch representing one hour, and scaled mean demand $\lambda^\prime = (\lambda)^{(m/\tau)}$ where $M = 100$ and $\lambda$ is the original mean arrival of demand at time $t$ in line with the original modest-sized problem with $M = 7$. Due to the curses of dimensionality, BI and MBI are not capable of solving these large problems; thus, we focus on the performance of MADP and MADP-RB with $\tau = 100000$ iterations.

In Table (7), we present the expected total reward and required computational time for the MADP and MADP-RB methods with harmonic, Search-Then-Converge (STC), and adaptive stepsizes. The average computational time of MADP-RB is only 8 minutes longer than MADP for all stepsize functions as a result of executing the regression-based initialization (see steps 1-6 in Algorithm (1)). We highlight the highest expected reward for each row of Table (7). We acknowledge that the highest expected total reward does not always indicate the lowest
optimality gap; however, we use this as a metric of comparison in the absence of being able to determine the optimal solution and value for these realistic-sized SAIRPs.

The results are very clear and consistent. The MADP-RB value is always greater than MADP for all stepsize functions and scenarios. Within MARP-RB, we observe that harmonic, STC, and adaptive stepsize generate the highest expected total reward in 11, 3, and 26 scenarios, respectively.

| Scenario | Harmonic | STC | Adaptive | Harmonic | STC | Adaptive |
|----------|----------|-----|----------|----------|-----|----------|
| 1        | 3468.3   | 2791.7 | 3639.3 | 6964.3 | 7303.6 | 7858.1   |
| 2        | 5404.1   | 4900.6 | 4773.9 | 7073.1 | 7622.2 | 7549.9   |
| 3        | 9324.8   | 4219.4 | 8788.3 | 15430.0 | 15840.8 | 16491.2 |
| 4        | 5397.1   | 3890.3 | 5836.5 | 6840.4 | 9645.6 | 9710.6   |
| 5        | 4783.1   | 4923.2 | 4986.2 | 10308.5 | 10597.4 | 11079.1 |
| 6        | 4824.0   | 2363.0 | 5443.4 | 7545.4 | 8123.5 | 8797.8   |
| 7        | 3779.6   | 4415.5 | 4422.3 | 5269.7 | 5176.2 | 5212.2   |
| 8        | 4618.6   | 3401.0 | 3512.1 | 8128.5 | 9336.6 | 9486.6   |
| 9        | 2087.0   | 2546.6 | 2730.5 | 2215.9 | 2029.4 | 2032.9   |
| 10       | 13964.4  | 15027.6 | 15443.0 | 15840.8 | 16491.2 | 17073.0 |

Table 7: Results of realistic-sized SAIRPs for the latin hypercube designed experiment.

In addition to examining the expected total reward of the two ADP methods, we examine sample paths of the policies when 500 sample paths of realized demand are generated. Our results show that the average percentage of demand met levels off around when the number of sample paths is greater than 200. As a result and to be conservative, for all scenarios, we calculate the average of demand met for 500 sample paths. We observe that the average of demand met for 500 sample paths over all the scenarios under MADP-RB is 25%, 29%, and 19% more than MADP with harmonic, STC, and adaptive stepsize functions, respectively. The optimal policies are similar across these three stepsize functions, thus, we proceed by presenting further analysis for MADP-RB policy using the harmonic stepsize function.

From the sample paths, we observe three typical behaviors within all LHS scenarios. In Figure (6), we displayed examples of the fluctuations of the average capacity for these three categories when the realized demand equals mean demand. In Type 1, the average capacity remains over 95% percent throughout the time horizon (see Figure (6a)). This is achieved with many replacement actions. The scenarios that exhibit Type 1 behavior have low replacement costs and high revenue per swap (including scenarios 26, 29, 30, 35, 36, 40, 37, and 22). In Type 2 (see Figure (6b)), the average capacity does not stay as high as Type 1, but is maintained above 85% for the entire time horizon except the very end of the month. For 500 sample paths of demand, on average, in scenarios with Type 1 behavior, we observe replacement in 60% of the epochs and when a replacement occurs, 15% of the batteries are replaced. In contrast, in scenarios with Type 2 behavior, replacement occurs in 41% of the decision epochs and 7% of the batteries are replaced when a replacement occurs. The scenarios that exhibit Type 2 behavior, have average replacement cost and revenue per swap values (includes scenarios 31, 27, 32, 24, 33, 10, and 15). In these scenarios, it is beneficial to recharge batteries to ensure demand is met, but the station allows battery capacity to degrade and does not replace batteries as frequently. Finally, in Type 3 (see Figure (6c)), the average battery capacity consistently decreases over the time horizon to the replacement threshold of 80%. Fewer batteries...
are replaced as, on average, we observe replacement in 11% of the decision epochs and only 3% of batteries are replaced when a replacement occurs. This demonstrates a reduced priority for maintaining a high battery capacity. At epochs when batteries are replaced, a small number of batteries are replaced at a time and are done to ensure the minimum capacity is maintained. The scenarios that exhibit Type 3 behavior have high replacement costs and low swapping revenue values.

Figure 6: Sample paths of average capacity over time horizon for three types of LHS scenario when realized demand equals means demand.

Next, we dig into a specific scenario to compare and contrast the policies for the modest and realistic-sized instances. Our intent in this analysis is to determine whether similar actions are taken for the same scenario when considering more batteries over a long time horizon. We observed this is not the case, thereby justifying the need to solve realistic-sized instances. To demonstrate our observations, we present results for scenario 15 that has meaningful differences with regard to the replacement actions, charging actions, and amount of demand met between the modest and realistic-sized instances. In the realistic-sized problem, on average, we observe replacement in 27% of the decision epochs, and when replacement occurs 4% of the batteries are replaced. However, the derived policy in the modest problem consists of no replacement actions. With regard to charging, on average, we see charging actions in 97% and 40% of decision epochs for the realistic-sized and modest problems, respectively. With more frequent charging and replacement actions in the realistic-sized problem, the percentage of met demand is higher than the modest problem. The derived policy for the realistic-sized problem satisfies 76% of demand, which is significantly higher than 54% of the demand met for the modest problem. From this analysis, while we must solve a finite horizon MDP to capture the time-varying elements, it is necessary to be able to computationally solve instances with longer time horizons and a larger number of batteries that mimic reality in order to determine the general operating policies.

In Figure (7), we present a sample path of the policy when realized demand equals the mean demand for the realistic-sized SAIRP associated with scenario 15. We observe that more batteries are replaced before epochs with high power prices (e.g., 53% on day 12 before the high power price days of December 12-18), which is consistent among Type 2 scenarios. When this replacement occurs, the battery capacity is higher, which results in higher swapping revenue to offset to higher costs to recharge batteries. Overall, we observe a consistent trend for recharging batteries and meeting demand during the time horizon. The number of full batteries is kept between 40% and 60% of the total number of batteries during the middle of the day and recharging is conducted to raise the number of full batteries to 90% over night. We show in Figure (8) that the policy meets 100% of demand during off-peak epochs and more than 50% during peak epochs.

7. Conclusions

We examined a stochastic scheduling, allocation, and inventory replenishment problem (SAIRP) for a battery swap station where there is a direct link between the inventory level and necessary recharging and replacement actions for battery charge and battery capacity. Specifically, the direct link is that the act of recharging a battery to enable short-term operation is the exact cause for long-term battery capacity degradation. This creates a unique problem where trade-offs between recharging and replacing batteries must be analyzed. We utilized a Markov Decision Process (MDP) model for a battery swap station faced with battery degradation and uncertain arrival of demand for swaps. In the MDP model of the stochastic SAIRP, we determine the optimal policy for charging, discharging, and replacing batteries over time when faced with non-stationary charging prices, non-stationary
discharging revenue, and capacity-dependent swap revenue. We prove theoretical properties for the MDP model, including the existence of an optimal monotone policy for the second dimension of the state when there is an upper bound placed on the number of batteries replaced in each decision epoch. Further, we prove the monotonicity of the value function. Given these results, we solved the stochastic SAIRP using both backward induction (BI) and monotone backward induction (MBI). However, we run into the curses of dimensionality as we are unable to find an optimal policy for realistic-sized instances.

To overcome these curses, we propose a monotone approximate dynamic programming (ADP) solution method with regression-based initialization (MADP-RB). The MADP-RB builds upon the monotone ADP (MADP) algorithm, which is fitting for problems with monotone value functions [23]. In our MADP-RB, we initialize the value function based on an intelligent approximation using regression. We used a Latin hypercube designed experiment to test the performance of MBI, MADP, and MADP-RB. In the designed experiment, we examine both modest-sized problem instances that are optimally solvable using BI and realistic-sized instances. Overall, we observed that MADP-RB resulted in the greatest performance in terms of computational time, optimality gap, convergence, and expected total reward.

Our investigation into SAIRPs opens the avenue for many opportunities for future work. In terms of the model and solution method, researchers should examine state reduction/aggregation approaches and quantify how they impact the quality of the solutions and computational time. Future research should consider different mechanisms within a disaggregated MDP model that captures individual battery states and actions. Furthermore, it is valuable to solve the disaggregated MDP using approximate solution methods and compare the insights with the presented aggregated MDP. Moreover, it is interesting to study discretizing the state of charge of batteries and allow partial recharging decisions. For the battery swap station application, future work should consider different types of charging options, multiple swap station locations, and multiple classes of demand dictated by how long the battery must operate to satisfy the demand (e.g., how far a drone must fly).
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APPENDICES

7.1. Monotonicity of the Second Dimension of the State

In this Appendix, in Lemma 1 we prove that the stochastic SAIRPs violate the sufficient conditions for the optimality of a monotone policy in the second dimension of the state. Then, in Theorem 1 we prove the special conditions under which a monotone policy in the second dimension of the state is optimal. First, we state Lemma 1 and then prove Lemmas 2, 3, 4, and 5 that we use to prove Lemma 1 and Theorem 1.

Lemma 1. The stochastic SAIRPs violate the sufficient conditions for the optimality of a monotone policy in the second dimension of the state.

Proof. Without loss of generality, we examine the state transition for the second state of the system without the round() function, as the round() function does not alter the validity of the arguments. Thus, we have

\[ \begin{align*}
  j^2 &= s_{t+1}^2 = \frac{1}{M} \left[ s_t^2(M - a_t^2) + a_t^2 - \delta^C(a_t^1 + a_t^1) \right], \\
  \tilde{j}^2 &= s_{t+1}^\tilde{2} = \frac{1}{M} \left[ \tilde{s}_t^2(M - \tilde{a}_t^2) + \tilde{a}_t^2 - \delta^C(\tilde{a}_t^1 + \tilde{a}_t^1) \right].
\end{align*} \]

We start from \( j^2 \geq \tilde{j}^2 \) and reduce it to an always true statement.

\[ \begin{align*}
  \frac{1}{M} \left[ s_t^2(M - a_t^2) + a_t^2 - \delta^C(a_t^1 + a_t^1) \right] \geq \frac{1}{M} \left[ \tilde{s}_t^2(M - \tilde{a}_t^2) + \tilde{a}_t^2 - \delta^C(\tilde{a}_t^1 + \tilde{a}_t^1) \right] \iff \\
  s_t^2(M - a_t^2) + a_t^2 - \delta^C(a_t^1 + a_t^1) \geq \tilde{s}_t^2(M - \tilde{a}_t^2) + \tilde{a}_t^2 - \delta^C(\tilde{a}_t^1 + \tilde{a}_t^1) \iff \\
  s_t^2(M - a_t^2) + \tilde{s}_t^2(M - \tilde{a}_t^2) \geq \tilde{s}_t^2(M - \tilde{a}_t^2).
\end{align*} \]

As \( a_t^2 \leq M, (M - a_t^2) \) is always non-negative. Thus, we can divide both sides of the last inequality by this non-negative value and get \( \tilde{s}_t^2 \geq s_t^2 \) which is always true.

Lemma 3. If \( s_t^2, a_t^1 \), and \( \theta \) are fixed, then replacing less than

\[ \xi = \left[ \frac{\delta^C(a_t^1 + a_t^1) - M(s_t^2 - \theta)}{1 - s_t^2} \right] \]

causes a transition to absorbing state \( \eta \).

Proof. Transition from state \( s_t^2 \) to absorbing state \( \eta \) means \( s_{t+1}^2 < \theta \). From Equation (24) we know that

\[ s_{t+1}^2 = \frac{1}{M} \left[ s_t^2(M - a_t^2) + a_t^2 - \delta^C(a_t^1 + a_t^1) \right]. \]

Therefore,

\[ s_{t+1}^2 = j^2 < \theta \iff \]

\[ \frac{1}{M} [s_t^2(M - a_t^2) + a_t^2 - \delta^C(a_t^1 + a_t^1)] < \theta \iff \\
  s_t^2(M - a_t^2) + a_t^2 - \delta^C(a_t^1 + a_t^1) < M\theta \iff \\
  (1 - s_t^2)a_t^2 < M\theta + \delta^C(a_t^1 + a_t^1) - Ms_t^2 \iff \\
  a_t^2 < \frac{M\theta + \delta^C(a_t^1 + a_t^1) - Ms_t^2}{1 - s_t^2} \iff \\
  a_t^2 < \frac{\delta^C(a_t^1 + a_t^1) - M(s_t^2 - \theta)}{1 - s_t^2}. \]
Because \(a_2^2\) is an integer, the upper bound can be derived using the floor function.

\[
a_2^2 < \xi = \left[ \frac{\delta^c(a_1^+ + a_1^-) - M(s_2^2 - \theta)}{1 - s_2^2} \right].
\]

□

In this Appendix, when we use the transition probability and reward functions with only the second dimension of the state and action as arguments, we assume that the first dimension of the system is fixed (i.e., \(s_1^t\) and \(a_1^t\) are constants).

**Lemma 4.** For the stochastic SAIRP, \(q_t(k | s_1^2, a_2^2)\) is a deterministic function equal to

\[
q_t(k | s_1^2, a_2^2) = \begin{cases} 
0 & \text{if } j^2 < k, \\
p_t(j^2 | s_1^2, a_2^2) = 1 & \text{if } j^2 \geq k.
\end{cases}
\]

**Proof.** As defined in Section [3]

\[
q_t(k | s, a) = \sum_{j=k}^{\infty} p_t(j | s, a).
\]

Hence, when the first dimension of the system is fixed, we have

\[
q_t(k | s_1^2, a_2^2) = \sum_{j=k}^{\infty} p_t(j | s_1^2, a_2^2).
\]

From the second state transition function given by Equation (5), the value of second state in the future, \(s_{i+1}^2 = j^2\), does not depend on \(D_i\). From Lemma [3] if we start from \(s_1^2\) and take action \(a_2^2\), the capacity will transition to the absorbing state \(j^2 = \eta\), if

\[
a_2^2 < \left\lfloor \frac{\delta}{\xi} \right\rfloor
\]

or it will transition to state \(j^2 \geq \theta\), if

\[
a_2^2 \geq \left\lfloor \frac{\delta}{\xi} \right\rfloor.
\]

Thus, this is a deterministic transition with into two intervals, \([\eta, j^2]\) and \((j^2, 1]\). If \(k \in (j^2, 1]\), then \(q_t(k | s_1^2, a_2^2)\) equals zero. However, if \(k \in [\eta, j^2]\), then \(k \leq j^2\) and \(q_t(k | s_1^2, a_2^2)\) equals 1.

□

We use the notation we define in Definition [1] in Lemma [5], Lemma [1], and Theorem [1].

**Definition 1.** The second dimension of the state transitions to the following state when starting from \(s_1^2\) and taking action \(a_2^2\). \(j^2_\lambda = \frac{1}{M}\left[(s_1^2 - a_1^2) + a_2^2 - \delta^c(a_1^+ + a_1^-)\right]. \tag{25}\)

The second dimension of the state transitions to the following state when starting from \(s_1^2\) and taking action \(a_2^2\). \(j^2_\mu = \frac{1}{M}\left[(s_1^2 - a_1^2) + a_2^2 - \delta^c(a_1^+ + a_1^-)\right]. \tag{26}\)

The second dimension of the state transitions to the following state when starting from \(s_1^2\) and taking action \(a_2^2\). \(j^2_\nu = \frac{1}{M}\left[(s_1^2 - a_1^2) + a_2^2 - \delta^c(a_1^+ + a_1^-)\right]. \tag{27}\)

The second dimension of the state transitions to the following state when starting from \(s_1^2\) and taking action \(a_2^2\). \(j^2_\delta = \frac{1}{M}\left[(s_1^2 - a_1^2) + a_2^2 - \delta^c(a_1^+ + a_1^-)\right]. \tag{28}\)

**Lemma 5.** If \(s_2^2 \geq s_1^2\) and \(a_2^2 \geq a_1^2\), then \(j^2_\lambda \geq \max(j^2_\mu, j^2_\nu, j^2_\delta) \geq \min(j^2_\mu, j^2_\nu, j^2_\delta) \geq j^2_\nu \).
Proof. Based on Definition 1, we need to show $\hat{j}_D$ has the greatest value and $\hat{j}_D$ has the lowest value. Thus, as follows we prove $\hat{j}_A \geq \hat{j}_B, \hat{j}_A \geq \hat{j}_C, \hat{j}_A \geq \hat{j}_D, \hat{j}_B \geq \hat{j}_D,$ and $\hat{j}_C \geq \hat{j}_D.$ We proceed with a proof by cases starting with the claim and reducing it to an always true statement.

i. $\hat{j}_A \geq \hat{j}_D$

$\hat{j}_A \geq \hat{j}_D \Leftrightarrow$

$$\frac{1}{M} \left[ s^2_j(M - a^2_j) + a^2_i - \delta^C(a^1_i + a^1_j) \right] \geq \frac{1}{M} \left[ \hat{s}^2_j(M - \hat{a}^2_j) + \hat{a}^2_i - \delta^C(a^1_i + a^1_j) \right] \Leftrightarrow$$

$$s^2_j(M - a^2_j) + a^2_i - \delta^C(a^1_i + a^1_j) \geq \hat{s}^2_j(M - \hat{a}^2_j) + \hat{a}^2_i - \delta^C(a^1_i + a^1_j) \Leftrightarrow$$

$$M s^2_j - s^2_i a^2_i + a^2_i - M s^2_j + \hat{s}^2_j a^2_i - \hat{s}^2_j \geq 0 \Leftrightarrow$$

$$M (s^2_j - \hat{s}^2_j) + a^2_i (1 - \hat{s}^2_j) - \hat{s}^2_j \geq 0.$$

We know $a^2_i (1 - \hat{s}^2_j) \geq \hat{s}^2_j (1 - \hat{s}^2_j),$ so it suffices to show that

$$M (s^2_j - \hat{s}^2_j) + a^2_i (s^2_j - \hat{s}^2_j) \geq 0 \Leftrightarrow$$

$$(M - \hat{s}^2_j) (s^2_j - \hat{s}^2_j) \geq 0.$$

Because $M \geq \hat{s}^2_j$ and $s^2_j \geq \hat{s}^2_j$ the last statement is always non-negative and we prove our claim that $\hat{j}_A \geq \hat{j}_D.$

ii. $\hat{j}_A \geq \hat{j}_B$

$\hat{j}_A \geq \hat{j}_B \Leftrightarrow$

$$\frac{1}{M} \left[ s^2_j(M - a^2_j) + a^2_i - \delta^C(a^1_i + a^1_j) \right] \geq \frac{1}{M} \left[ \hat{s}^2_j(M - \hat{a}^2_j) + \hat{a}^2_i - \delta^C(a^1_i + a^1_j) \right] \Leftrightarrow$$

$$s^2_j(M - a^2_j) + a^2_i - \delta^C(a^1_i + a^1_j) \geq \hat{s}^2_j(M - \hat{a}^2_j) + \hat{a}^2_i - \delta^C(a^1_i + a^1_j) \Leftrightarrow$$

$$s^2_j(M - a^2_j) \geq \hat{s}^2_j(M - \hat{a}^2_j) \Leftrightarrow$$

$$s^2_i \geq \hat{s}^2_i.$$

Because $M \geq \hat{s}^2_i$ we have $s^2_i \geq \hat{s}^2_i.$

The last statement is always true and we prove our claim that $\hat{j}_A \geq \hat{j}_B.$

iii. $\hat{j}_A \geq \hat{j}_C$

$\hat{j}_A \geq \hat{j}_C \Leftrightarrow$

$$\frac{1}{M} \left[ s^2_j(M - a^2_j) + a^2_i - \delta^C(a^1_i + a^1_j) \right] \geq \frac{1}{M} \left[ \hat{s}^2_j(M - \hat{a}^2_j) + \hat{a}^2_i - \delta^C(a^1_i + a^1_j) \right] \Leftrightarrow$$

$$s^2_j(M - a^2_j) + a^2_i - \delta^C(a^1_i + a^1_j) \geq \hat{s}^2_j(M - \hat{a}^2_j) + \hat{a}^2_i - \delta^C(a^1_i + a^1_j) \Leftrightarrow$$

$$s^2_j(M - a^2_j) \geq \hat{s}^2_j(M - \hat{a}^2_j) \Leftrightarrow$$

$$s^2_i (a^2_i - \hat{a}^2_j) + a^2_i - \hat{a}^2_j \geq 0 \Leftrightarrow$$

$$(1 - s^2_j) (a^2_i - \hat{a}^2_j) \geq 0.$$

Because $s^2_j \geq 0$ and $a^2_i \geq 0$ the last statement is always non-negative and we prove our claim that $\hat{j}_A \geq \hat{j}_C.$

So far we know $\hat{j}_A \geq \max(\hat{j}_B, \hat{j}_C) \geq \min(\hat{j}_B, \hat{j}_C)$ and $\hat{j}_A \geq \hat{j}_D.$ Now, we show $\min(\hat{j}_B, \hat{j}_C) \geq \hat{j}_D.$ It suffices to show $\hat{j}_B \geq \hat{j}_D$ and $\hat{j}_C \geq \hat{j}_D.$ First, we show $\hat{j}_B \geq \hat{j}_D.$

iv. $\hat{j}_B \geq \hat{j}_D$

$\hat{j}_B \geq \hat{j}_D \Leftrightarrow$
Using Lemmas 2, 3, 4, and 5, we prove in Lemma 1 that the stochastic SAIRPs violate the sufficient conditions for optimality of a monotone policy in the second dimension of the state. Then, in Theorem [1] we prove the special conditions under which a monotone policy is optimal in the second dimension of the state.

Lemma 1. The stochastic SAIRPs violate the sufficient conditions for optimality of a monotone policy in the second dimension of the state.

Proof. First, we need to show that at least one of the following conditions is not always satisfied for our problem. We will prove that condition 4 is not satisfied; That is, \( q_1(k \mid s^1_j, a^2_j) \) is not subadditive on \( S^2 \times A' \) for every \( k \in S^2 \) where \( A' \) is the set of possible actions in the second dimension, independent of the state of the system.

1. \( r_i(s^2_j, a^2_j) \) is non-decreasing in \( s^2_j \) for all \( a^2_j \in A' \).

If \( s^2_j \geq \tilde{s} \), it suffices to show \( r_i(s^2_j, a^2_j) \geq r_i(\tilde{s}, a^2_j) \). From Equations (7) and (8) we know

\[
r_i(s^2_j, a^2_j) = \frac{\beta(1 + s^2_j - 2\theta)}{1 - \theta} \left[ \min[D_r, s^1_j - a^{-1}_j] \right] - K_a a^1 + J_a a^{-1} - L a^2_j.\]

We start with our claim, \( r_i(s^2_j, a^2_j) \geq r_i(\tilde{s}, a^2_j) \), and reduce it to an always true statement.

\[
\frac{\beta(1 + s^2_j - 2\theta)}{1 - \theta} \left[ \min[D_r, s^1_j - a^{-1}_j] \right] - K_a a^1 + J_a a^{-1} - L a^2_j \geq \frac{\beta(1 + \tilde{s}^2 - 2\theta)}{1 - \theta} \left[ \min[D_r, s^1_j - a^{-1}_j] \right] - K_a a^1 + J_a a^{-1} - L a^2_j \]

\[
\frac{\beta(1 + s^2_j - 2\theta)}{1 - \theta} \geq \frac{\beta(1 + \tilde{s}^2 - 2\theta)}{1 - \theta} \Rightarrow \]

\[
s^2_j \geq \tilde{s}.\]

2. \( q_i(k \mid s^2_j, a^2_j) \) is non-decreasing in \( s^2_j \) for all \( k \in S^2 \) and \( a \in A' \).

If \( s^2_j \geq \tilde{s} \), we seek to show

\[
q_i(k \mid s^2_j, a^2_j) \geq q_i(k \mid \tilde{s}, a^2_j).\]

It is sufficient to show that if \( \hat{f}_A \geq \hat{f}_B \) from Definition 1, then \( q_i(k \mid s^2_j, a^2_j) \geq q_i(k \mid \tilde{s}, a^2_j) \). We show \( \hat{f}_A \geq \hat{f}_B \) in Lemma 2 and prove our claim.
3. \( r_t(s^2, a^2) \) is a subadditive function on \( S^2 \times A' \).
For \( r_t(s^2, a^2) \) to be subadditive, it means the incremental effect on the expected total reward of replacing less batteries is less when the average capacity is greater. Consider, \( s^2 \geq \overline{s}^2 \) and \( a^2 \geq \overline{a}^2 \). It suffices to show that

\[
r_t(s^2, a^2) + r_t(\overline{s}^2, \overline{a}^2) \leq r_t(s^2, \overline{a}^2) + r_t(\overline{s}^2, a^2) \iff
\]

\[
\sum_{j=0}^{\infty} P(D_t = j) \frac{\beta(1 + s^2 - 2\theta)}{1 - \theta} \left[ \min[j, s^1 - a^1] \right] - K(a^1_t + \omega a^1_t - La^2_t \\
+ \sum_{j=0}^{\infty} P(D_t = j) \frac{\beta(1 + \overline{s}^2 - 2\theta)}{1 - \theta} \left[ \min[j, s^1 - a^1] \right] - K(a^1_t + \omega a^1_t - La^2_t \\
+ \sum_{j=0}^{\infty} P(D_t = j) \frac{\beta(1 + s^2 - 2\theta)}{1 - \theta} \left[ \min[j, s^1 - a^1] \right] - K(a^1_t + \omega a^1_t - La^2_t \\
+ \sum_{j=0}^{\infty} P(D_t = j) \frac{\beta(1 + \overline{s}^2 - 2\theta)}{1 - \theta} \left[ \min[j, s^1 - a^1] \right] - K(a^1_t + \omega a^1_t - La^2_t)
\]

As the right-hand side and the left-hand side of the inequality are the same, we prove our claim.

4. \( q_t(k \mid s^2, a^2) \) is subadditive on \( S^2 \times A' \) for every \( k \in S^2 \). It suffices to show that

\[
q_t(k \mid s^2, a^2) + q_t(k \mid \overline{s}^2, \overline{a}^2) \leq q_t(k \mid \overline{s}^2, a^2) + q_t(k \mid s^2, \overline{a}^2),
\]

for every \( k \in S^2 \) if \( s^2 \geq \overline{s}^2 \) and \( a^2 \geq \overline{a}^2 \).

From Lemma 4,

\[
q_t(k \mid s^2, a^2) = \begin{cases} 0 & \text{if } j^2 < k, \\ p_t(j^2 \mid s^2, a^2) = 1 & \text{if } j^2 \geq k. \end{cases}
\]

From Lemmas 3 and 4, the starting state \( s^2 \) transfers to \( j^2_A \) or \( j^2_C \), if we take action \( a^2 \) or \( \overline{a}^2 \), respectively. If the number of batteries replaced is greater than a threshold \( \xi \), then the future state is at least the capacity threshold, \( \theta \). Otherwise, we will transfer to the absorbing state, \( \eta \). Similarly, the starting state \( s^2 \) transfers to \( j^2_B \) or \( j^2_D \), if we take action \( \overline{a}^2 \) or \( a^2 \), respectively. If the number of batteries replaced is greater than a threshold

\[
\overline{\xi} = \left[ \frac{\delta^C(a^1_t + a^1_t) - M(s^2_t - \theta)}{1 - s^2_t} \right],
\]

then the future state is at least \( \theta \). Otherwise, we will transfer to the absorbing state, \( \eta \).

Recall in Lemma 3 and Definition 1 we have:

\[
\hat{j}^2_A = \frac{1}{M} \left[ s^2_t(M - a^2_t) + a^2_t - \delta^C(a^1_t + a^1_t) \right],
\]

\[
\hat{j}^2_B = \frac{1}{M} \left[ s^2_t(M - a^2_t) + a^2_t - \delta^C(a^1_t + a^1_t) \right],
\]

\[
\hat{j}^2_C = \frac{1}{M} \left[ s^2_t(M - \overline{a}^2_t) + \overline{a}^2_t - \delta^C(a^1_t + a^1_t) \right],
\]

\[
\hat{j}^2_D = \frac{1}{M} \left[ s^2_t(M - \overline{a}^2_t) + \overline{a}^2_t - \delta^C(a^1_t + a^1_t) \right],
\]

and

\[
\hat{j}^2_A \geq \max(\hat{j}^2_B, \hat{j}^2_C) \geq \min(\hat{j}^2_B, \hat{j}^2_C) \geq \hat{j}^2_D.
\]

To show the subadditivity property of the \( q_t(k \mid s^2, a^2) \) for every \( k \in S^2 \), we divide \( S^2 \) space into five intervals. Then, we show that if \( k \in \{ \max(\hat{j}^2_B, \hat{j}^2_C), \hat{j}^2_A \} \) the subadditivity condition is not satisfied.
Due to the result of part iv, we examine the three following cases.

i. \(0 \leq k \leq j_D^2\)

\[
q_i(k \mid s_i^2, a_i^2) + q_i(k \mid \tilde{s}_i^2, \tilde{a}_i^2) \leq q_i(k \mid \tilde{s}_i^2, \tilde{a}_i^2) + q_i(k \mid s_i^2, \tilde{a}_i^2) \Leftrightarrow 1 + 1 \leq 1 + 1.
\]

ii. \(j_D^2 < k \leq \min(j_B^2, j_C^2)\)

\[
q_i(k \mid s_i^2, a_i^2) + q_i(k \mid \tilde{s}_i^2, \tilde{a}_i^2) \leq q_i(k \mid \tilde{s}_i^2, \tilde{a}_i^2) + q_i(k \mid s_i^2, \tilde{a}_i^2) \Leftrightarrow 1 + 0 \leq 1 + 1.
\]

iii. \(\min(j_B^2, j_C^2) < k \leq \max(j_B^2, j_C^2)\)

\[
q_i(k \mid s_i^2, a_i^2) + q_i(k \mid \tilde{s}_i^2, \tilde{a}_i^2) \leq q_i(k \mid \tilde{s}_i^2, \tilde{a}_i^2) + q_i(k \mid s_i^2, \tilde{a}_i^2) \Leftrightarrow 1 + 0 \leq 1 + 0.
\]

iv. \(\max(j_B^2, j_C^2) < k \leq j_A^2\)

\[
q_i(k \mid s_i^2, a_i^2) + q_i(k \mid \tilde{s}_i^2, \tilde{a}_i^2) \leq q_i(k \mid \tilde{s}_i^2, \tilde{a}_i^2) + q_i(k \mid s_i^2, \tilde{a}_i^2) \Leftrightarrow 1 + 0 \leq 0 + 0.
\]

v. \(j_A^2 < k\)

\[
q_i(k \mid s_i^2, a_i^2) + q_i(k \mid \tilde{s}_i^2, \tilde{a}_i^2) \leq q_i(k \mid \tilde{s}_i^2, \tilde{a}_i^2) + q_i(k \mid s_i^2, \tilde{a}_i^2) \Leftrightarrow 0 + 0 \leq 0 + 0.
\]

Due to the result of part iv, we can not conclude that \(q_i(k \mid s_i^2, a_i^2)\) is subadditive on \(S^2 \times A^\prime\) for every \(k \in S^2\).

5. \(r_N(s_N)\) is non-decreasing in \(s_N^3\).

Consider \(s_N^3 \geq \tilde{s}_N^3\), it suffices to show that \(r_N(s_N) \geq r_N(\tilde{s}_N)\) where:

\[
r_N(s_N) = \begin{cases} 
ρ_{s_N^3} s_N^{1} & \text{if } s_N^3 \geq \theta, \\
0 & \text{otherwise.}
\end{cases}
\]

We examine the three following cases.

i. \(s_N^3 \geq \tilde{s}_N^3 \geq \theta\)

\[
r_N(s_N) \geq r_N(\tilde{s}_N) \Leftrightarrow ρ_{s_N^3} s_N^{1} \geq ρ_{\tilde{s}_N^3} \tilde{s}_N^{1} \Leftrightarrow \\
\beta(1 + s_N^2 - 2\theta)}{1 - \theta} s_N^{1} \geq \beta(1 + \tilde{s}_N^2 - 2\theta)}{1 - \theta} \tilde{s}_N^{1} \Leftrightarrow \\
s_N^3 \geq \tilde{s}_N^3.
\]

ii. \(s_N^3 \geq \theta > \tilde{s}_N^3\)

\[
r_N(s_N) \geq r_N(\tilde{s}_N) \Leftrightarrow ρ_{s_N^3} s_N^{1} \geq 0 \Leftrightarrow \\
\beta(1 + s_N^2 - 2\theta)}{1 - \theta} s_N^{1} \geq 0 \Leftrightarrow \\
\beta(1 + s_N^2 - 2\theta)}{1 - \theta} \tilde{s}_N^{1} \geq 0 \Leftrightarrow \\
1 + s_N^2 - 2\theta \geq 0.
\]

Because \(1 + s_N^2 - 2\theta \geq 1 + \theta - 2\theta = 1 - \theta\) and \(1 - \theta \geq 0\) we can conclude that:

\[
1 + s_N^2 - 2\theta \geq 0.
\]
We know the second dimension. First, we prove the following claim and use it to show the subadditivity condition and in turn, monotonicity. Thus, it suffices to prove condition iv is true in order to show the existence of monotone optimal decision rules for the stochastic SAIRP which are monotone non-decreasing in the second dimension of the state for \( t = 1, \ldots, N - 1 \) if there is an upper-bound \( U \) on the number of batteries replaced at each decision epoch where \( U = \frac{M}{2(1 - s^2)} \), when \( M \) is the number of batteries at the swap station and \( \varepsilon \) is the discretized increment in capacity.

**Proof.** We prove this monotonicity claim by showing the aforementioned five conditions are satisfied [21]. When we fix the first dimension of the state and action, in Lemma 1, we show that conditions i, ii, iii, and v are true. Thus, it suffices to prove condition iv is true in order to show the existence of monotone optimal decision rules for the second dimension. First, we prove the following claim and use it to show the subadditivity condition and in turn, monotonicity.

**Claim 1.** \( \tilde{f}_A \) and \( \tilde{f}_C \) represents the same point if \( a_t^2 - \tilde{a}_t^2 \leq U \).

**Proof.** We know \( \tilde{f}_A \) and \( \tilde{f}_C \) represents the same point if \( \tilde{f}_A - \tilde{f}_C \leq \frac{\varepsilon}{2} \) due to the precision in rounding. Thus,

\[
\tilde{f}_A - \tilde{f}_C \leq \frac{\varepsilon}{2} \quad \Leftrightarrow \quad \frac{1}{M} \left| s_t^2 (M - a_t^2) + a_t^2 - \delta' (a_t^1 + a_t^-) \right| - \frac{1}{M} \left| s_t^2 (M - \tilde{a}_t^2) + \tilde{a}_t^2 - \delta' (\tilde{a}_t^1 + \tilde{a}_t^-) \right| \leq \frac{\varepsilon}{2} \quad \Leftrightarrow \\
\frac{1}{M} \left| s_t^2 (M - a_t^2 - (M - \tilde{a}_t^2)) + a_t^2 - \tilde{a}_t^2 \right| \leq \frac{\varepsilon}{2} \quad \Leftrightarrow \\
\frac{1}{M} \left| s_t^2 (-a_t^2 + \tilde{a}_t^2) + a_t^2 - \tilde{a}_t^2 \right| \leq \frac{\varepsilon}{2} \quad \Leftrightarrow \\
\frac{1}{M} \left| (a_t^2 - \tilde{a}_t^2)(1 - s_t^2) \right| \leq \frac{\varepsilon}{2} \quad \Leftrightarrow \\
(a_t^2 - \tilde{a}_t^2) \leq \frac{M \varepsilon}{2(1 - s_t^2)}. \]

Let \( \tilde{a}_t^2 = 0 \) to get the least upper-bound for the number of batteries to be replaced, we will have

\[ a_t^2 \leq \frac{M \varepsilon}{2(1 - s_t^2)}. \]

With the case that \( \tilde{f}_A = \tilde{f}_C \), we have

\[ \tilde{f}_A - \tilde{f}_C \geq \tilde{f}_B \geq \tilde{f}_D. \]

Now, we revisit the condition, we seek to show that \( q_t(k | s_t^2, a_t^2) \) is subadditive on \( S^2 \times A' \) for every \( k \in S^2 \).

It suffices to show that

\[ q_t(k | s_t^2, a_t^2) + q_t(k | \tilde{s}_t^2, \tilde{a}_t^2) \leq q_t(k | s_t^2, \tilde{a}_t^2) + q_t(k | \tilde{s}_t^2, a_t^2), \]

for every \( k \in S^2 \) if \( s_t^2 \geq \tilde{s}_t^2 \) and \( a_t^2 \geq \tilde{a}_t^2 \).

We divide \( S^2 \) space into four intervals and show the condition is satisfied for every interval.

i. \( 0 \leq k \leq \tilde{f}_D \)

\[
q_t(k | s_t^2, a_t^2) + q_t(k | \tilde{s}_t^2, \tilde{a}_t^2) \leq q_t(k | \tilde{s}_t^2, a_t^2) + q_t(k | s_t^2, \tilde{a}_t^2) \quad \Leftrightarrow \\
1 + 1 \leq 1 + 1.
\]
ii. \( \bar{f}_D < k \leq \bar{f}_B \)
\[
q_t(k | s_i^2, a_i^2) + q_t(k | \tilde{s}_i^2, \tilde{a}_i^2) \leq q_t(k | \tilde{s}_i^2, \tilde{a}_i^2) + q_t(k | s_i^2, \tilde{a}_i^2) \iff 1 + 0 \leq 1 + 1.
\]

iii. \( \bar{f}_B < k \leq \bar{f}_C = \bar{f}_A \)
\[
q_t(k | s_i^2, a_i^2) + q_t(k | \tilde{s}_i^2, \tilde{a}_i^2) \leq q_t(k | \tilde{s}_i^2, a_i^2) + q_t(k | s_i^2, \tilde{a}_i^2) \iff 1 + 0 \leq 1 + 0.
\]

iv. \( \bar{f}_A < k \)
\[
q_t(k | s_i^2, a_i^2) + q_t(k | \tilde{s}_i^2, \tilde{a}_i^2) \leq q_t(k | \tilde{s}_i^2, a_i^2) + q_t(k | s_i^2, \tilde{a}_i^2) \iff 0 + 0 \leq 0 + 0.
\]

We conclude that \( q_t(k | s_i^2, a_i^2) \) is subadditive on \( S^2 \times A' \) for every \( k \in S^2 \). As all conditions are valid, we deduce that there exists monotone optimal decision rules in the second dimension of the state for the stochastic SAIRP when there is an upper-bound \( U \) on the number of batteries replaced at each decision epoch.

\( \Box \)
7.2. Monotonicity of Value Functions

In this Appendix, we prove that the MDP value function for the stochastic SAIRP is monotone non-decreasing in the first, second, and both dimensions of the state. In Theorems 2 and 3, we show the monotonicity of the value function regarding \( s_t^1 \) and \( s_t^2 \), respectively, and in Theorem 4 we prove that the value function is monotone in \( (s_t^1, s_t^2) \). To prove these theorems, we need to ensure that four conditions are satisfied as given by Papadaki and Powell [82] and Jiang and Powell [23]. These two articles use different notation, thus, for clarity, we define \( S \) as the state space, \( A \) as the action space, and the transition function as \( f : S \times A \to S \). To prove the theorems, we first state key definitions used.

\[ \text{Definition 2. Partial ordering operator } \preceq \text{ on the } N \text{-dimensional set } S \text{ is defined as } s \preceq s' \text{ for any } s, s' \in S, \text{ if } s(i) \leq s'(i) \text{ for all } i \in \{1, 2, \ldots, N\} \].

\[ \text{Definition 3. An } N \text{-dimensional real-valued function } F \text{ is partially non-decreasing on the set } S \text{, if for all } s', s'' \in S \text{ where } s' \preceq s'', \text{ we have } F(s') \leq F(s'') \].

\[ \text{Theorem 2. The MDP value function of the stochastic SAIRP is monotonically non-decreasing in } s_t^2. \]

\[ \text{Proof. Fixing the first dimension of the state space, the MDP value function is monotone if the following four conditions are satisfied} \ [82] [23]. \]

1. For \( e \geq 0 \) we have \( f(s + e, a) \preceq f(s, a) \) for all \( a \in A \). Equivalently, if every \( s_t^2, s_j^2 \in S^2 \) with \( s_t^2 \geq s_j^2 \), action \( a_t = (a_t^1, a_t^2) \in A \) is taken, and demand equals \( D_t \), the second state transition function \( f^2 \) satisfies:

\[ f^2(s_t^2, s_j^2, a_t^1, a_t^2) \geq f^2(s_t^1, s_j^1, a_t^1, a_t^2). \]

From Equation 24, if the beginning state is \( s_t^2 \), then \( f^2 \) equals \( f^2 \), and if the beginning state is \( s_j^2 \), then \( f^2 \) equals \( f^2 \). Because \( a_t^1, a_t^2 \) are constant, using Lemma 2, we prove our claim as

\[ f^2(s_t^1, s_j^2, a_t^1, a_t^2) = \beta \geq (s_t^1, s_j^2, a_t^1, a_t^2) = \beta. \]

2. The one period cost function \( r_t(s, a) \) is partially non-decreasing in \( s \in S \) for all \( a \in A, t = 0, 1, \ldots, N - 1 \). It suffices to show for every \( t < N, s_t^1, s_j^1 \in S^2 \) with \( s_t^1 \geq s_j^1 \), if we take action \( a_t = (a_t^1, a_t^2) \in A \), then the one period reward function satisfies

\[ r_t(s_t^1, s_j^1, a_t^1, a_t^2, D_t) \geq r_t(s_j^1, s_j^1, a_t^1, a_t^2, D_t). \]

We show that we can reduce Equation 30 to an always true statement.

\[ r_t(s_t^1, s_j^1, a_t^1, a_t^2, D_t) \geq r_t(s_j^1, s_j^1, a_t^1, a_t^2, D_t) \Leftrightarrow \frac{\beta(1 + s_t^2 - 2\theta)}{1 - \theta} \left[ \min(D_t, s_t^1 - a_t^1) - K_1 a_t^1 + J_1 a_t^1 - L_1 a_t^2 \right] \geq \frac{\beta(1 + s_j^2 - 2\theta)}{1 - \theta} \left[ \min(D_t, s_j^1 - a_t^1) - K_1 a_t^1 + J_1 a_t^1 - L_1 a_t^2 \right] \Leftrightarrow \frac{\beta(1 + s_t^2 - 2\theta)}{1 - \theta} \geq \frac{\beta(1 + s_j^2 - 2\theta)}{1 - \theta} \Leftrightarrow s_t^2 \geq s_j^2. \]

3. The terminal cost function \( r_N(s) \) is partially non-decreasing in \( s \in S \). It suffices to show that for every \( s_N^1, s_N^2 \in S^2 \) with \( s_N^1 \geq s_N^2 \), that \( r_N(s_N^1) \geq r_N(s_N^2) \). We proved this claim in condition (5) of Lemma 1 and Theorem 1.

4. For each \( t < N, s_t^2 \) and \( D_{t+1} \) are independent [23].

In our model, demand is a random variable and does not depend on the current state or action, including \( s_t^2 \).

As all the conditions are valid for the stochastic SAIRP, we can conclude that the value function is monotone in \( s_t^2 \).

\[ \square \]

\[ \text{Theorem 3. The MDP value function of the stochastic SAIRP is monotonically non-decreasing in } s_t^1. \]
Proof. Fixing the second dimension of the state space, the MDP value function is monotone if the following four conditions are satisfied \[\{2\}, [23].\]

1. For \(e \geq 0\) we have \(f(s + e, a) \geq f(s, a)\) for all \(a \in A\) \([22]\). It suffices to show for every \(s^1, s^1_\tilde{} \in S^1\) with \(s^1 \geq s^1_\tilde{}\), if we take action \(a_i = (a^1_i, a^2_\tilde{}) \in A\) and demand equals \(D_i\), the first state transition function \(f^1\) satisfies

\[
f^1(s^1_1, s^1_2, a^1_i, a^2_\tilde{}, D_i) \geq f^1(s^1_\tilde{}, s^1_2, a^1_i, a^2_\tilde{}, D_i).
\]

Using Equation (3), if the beginning state is \(s^1_1\), then \(f^1\) equals \(j^1\), and if the starting state is \(s^1_\tilde{}\), then \(f^1\) equals \(j^1\). It suffices to show that

\[
j^1 \geq j^1 \iff s^1_1 + a^2_i + a^1_i - a^1_i - \min\{D_i, s^1_1 - a^1_i\} \geq s^1_\tilde{} + a^2_i + a^1_i - a^1_i - \min\{D_i, s^1_\tilde{} - a^1_i\} \iff
\]

\[
s^1_1 - \min\{D_i, s^1_1 - a^1_i\} \geq s^1_\tilde{} - \min\{D_i, s^1_\tilde{} - a^1_i\}.
\]

(31)

Three cases can happen for the stochastic demand \(D_i\), and we show that we can reduce Equation (31) to an always true statement in all cases.

i. \(s^1_1 - a^1_i - \tilde{} \geq s^1_1 - a^1_i > D_i\)

\[
s^1_1 - D_i \geq s^1_\tilde{} - D_i \iff s^1_1 \geq s^1_\tilde{}.
\]

ii. \(s^1_1 - a^1_i \geq D_i \geq s^1_\tilde{} - a^1_i\)

\[
s^1_1 - D_i \geq s^1_\tilde{} - (s^1_1 - a^1_i) \iff s^1_1 - a^1_i \geq D_i.
\]

iii. \(D_i > s^1_1 - a^1_i \geq s^1_\tilde{} - a^1_i\)

\[
s^1_1 - (s^1_1 - a^1_i) \geq s^1_\tilde{} - (s^1_1 - a^1_i) \iff a^1_i \geq a^1_i.
\]

From i, ii, and iii, we conclude that \(j^1 \geq j^1\). Thus,

\[
f^1(s^1_1, s^1_2, a^1_i, a^2_\tilde{}, D_i) \geq f^1(s^1_\tilde{}, s^1_2, a^1_i, a^2_\tilde{}, D_i).
\]

2. The one period cost function \(r_t(s, a)\) is partially non-decreasing in \(s \in S\) for all \(a \in A\), \(t = 0, 1, \ldots, N - 1\) \([22]\). It suffices to show for every \(t < N, s^1, s^1_\tilde{} \in S^1\) with \(s^1 \geq s^1_\tilde{}\), if we take action \(a_t = (a^1_t, a^2_\tilde{}) \in A\), then the one period reward function satisfies

\[
r_t(s^1_t, s^1_2, a^1_t, a^2_\tilde{}, D_t) \geq r_t(s^1_\tilde{}, s^1_2, a^1_t, a^2_\tilde{}, D_t).
\]

Using Equation (7), we reduce the following statement to an always true statement.

\[
r_t(s^1_t, s^1_2, a^1_t, a^2_\tilde{}, D_t) \geq r_t(s^1_\tilde{}, s^1_2, a^1_t, a^2_\tilde{}, D_t) \iff
\]

\[
\rho_{s^1_t}(\min\{D_t, s^1_t - a^1_t\}) - K_a a^1_t + J_a a^1_t - L_a a^1_t \geq \rho_{s^1_\tilde{}}(\min\{D_t, s^1_\tilde{} - a^1_\tilde{}\}) - K a^1_\tilde{} + J a^1_\tilde{} - L a^1_\tilde{} \iff
\]

\[
\min\{D_t, s^1_t - a^1_t\} \geq \min\{D_t, s^1_\tilde{} - a^1_\tilde{}\}.
\]

(32)

The second dimension is fixed, so we could cancel out \(\rho_{s^1_t}\) from both sides. Similar to part 1, three cases can happen.

i. \(s^1_t - a^1_t - \tilde{} \geq s^1_t - a^1_t > D_t\)

We can reduce Equation (32) to \(D_t \geq D_t\) which is always true.

ii. \(s^1_t - a^1_t \geq D_t \geq s^1_\tilde{} - a^1_\tilde{}\)

We can reduce Equation (32) to \(D_t \geq s^1_t - a^1_t\) which is true for this case.
iii. \( D_t > s_t^1 - a_t^1 \geq \tilde{s}_t^1 - a_t^1 \)

We can reduce Equation (32) to \( s_t^1 \geq \tilde{s}_t^1 \) which is always true.

So, we can conclude that

\[
\rho(s_t^1, a_t^1, a_t^2, D_t) \geq \rho(s'_t, a_t^1, a_t^2, D_t).
\]

3. The terminal cost function \( r_N(s) \) is partially non-decreasing in \( s \in S \) [82]. It suffices to show that for every \( s_N^1, \tilde{s}_N^1 \in S^1 \) with \( s_N^1 \geq \tilde{s}_N^1 \), that \( r_N(s_N) \geq r_N(\tilde{s}_N) \).

As the second state is fixed equal to \( s_N^2 \), two possible cases can happen.

i. \( s_N^2 < \theta \)

\[
r_N(s_N) \geq r_N(\tilde{s}_N) \iff 0 \geq 0.
\]

ii. \( s_N^2 \geq \theta \)

\[
r_N(s_N) \geq r_N(\tilde{s}_N) \iff \rho_{\tilde{s}_N} s_N^1 \geq \rho_{\tilde{s}_N} \tilde{s}_N^1.
\]

\( \rho_{\tilde{s}_N} \) is not a function of the first dimension, so we can cancel it out from both sides.

\[
s_N^1 \geq \tilde{s}_N^1.
\]

Thus, we conclude that

\[
r_N(s_N) \geq r_N(\tilde{s}_N).
\]

4. For each \( t < N, s_t^1 \) and \( D_{t+1} \) are independent [23].

In our model, demand is a random variable and does not depend on the current state or action, including \( s_t^1 \).

As all the conditions are valid for the stochastic SAIRP, we conclude that the value function is monotone in \( s_t^1 \).

If there exists a monotone optimal policy, then Theorem [3] is implied. Widrick et al. [24] proved that there exists a monotone optimal policy in \( s_t^1 \) only when demand is governed by a non-increasing discrete distribution. Thus, Theorem [5] provides a stronger result, as it does not depend on the probability distribution of demand.

**Theorem 4.** The MDP value function of the stochastic SAIRP is monotonically non-decreasing in \( (s_t^1, s_t^2) \).

**Proof.** The MDP value function is monotone if the following four conditions are satisfied [82, 23].

1. For \( e \geq 0 \) we have \( f(s + e, a) \geq f(s, a) \) for all \( a \in A \) [82]. Using Definition [2] for partially ordered functions, it suffices to show that for every \( s_t, \tilde{s}_t \in (S^1 \times S^2) \) with \( s_t^1 \geq \tilde{s}_t^1 \) and \( s_t^2 \geq \tilde{s}_t^2 \), if we take action \( a_t = (a_t^1, a_t^2) \in A \) and demand equals \( D_t \), then the \( i^{th} \) state transition function \( f^i \) satisfies

\[
f^i(s_t, a_t, D_t) \geq f^i(\tilde{s}_t, a_t, D_t) \quad \forall i = 1, 2.
\]

We show the relationship between transition functions for each dimension.

i. \( f^1(s_t, a_t, D_t) \geq f^1(\tilde{s}_t, a_t, D_t) \)

Using Equation (33), we can state that if the beginning state is \( s_t^1 \), then \( f^1 \) equals \( j^1 \) and if the starting state is \( \tilde{s}_t^1 \), then \( f^1 \) equals \( j^1 \). We proved the claim when \( s_t^2 \geq \tilde{s}_t^2 \geq \theta \), in part 1 of Theorem [3]. If \( \theta > s_t^2 \geq \tilde{s}_t^2 \), as we are in the absorbing state, the only possible action is \( a_t = (0, 0) \) that leads to \( j^1 = s_t^1 \geq \tilde{j}_t^1 = \tilde{s}_t^1 \). Similarly, if \( s_t^2 \geq \theta > \tilde{s}_t^2 \), the only allowed action is \( a_t = (0, 0) \) because it is the only feasible action for both \( s_t^2 \) and \( \tilde{s}_t^2 \). Thus, \( j^1 = s_t^1 \geq \tilde{j}_t^1 = \tilde{s}_t^1 \).

ii. \( f^2(s_t, a_t, D_t) \geq f^2(\tilde{s}_t, a_t, D_t) \)

Using Equation (24), we reduce \( f^2(s_t, a_t, D_t) \) to an always true statement:

\[
f^2(s_t, a_t, D_t) \geq f^2(\tilde{s}_t, a_t, D_t) \iff \rho(s_t, a_t, D_t) \geq \rho(\tilde{s}_t, a_t, D_t).
\]

35
3. The terminal cost function \( r_N(s) \) is partially non-decreasing in \( s \in S \). It suffices to show that for every \( s_N, \tilde{s}_N \in (S^1 \times S^2) \) with \( s^1_N \geq s^1_N \) and \( s^2_N \geq \tilde{s}^2_N \), that \( r_N(s_N) \geq r_N(\tilde{s}_N) \). Using Equation (33), three cases can happen.

2. The one period cost function \( r_r(s, a) \) is partially non-decreasing in \( s \in S \) for all \( a \in A, t = 0, 1, \ldots, N - 1 \) [82]. Using Definition 2 for partially ordered functions, it suffices to show that for every \( s, \tilde{s} \in (S^1 \times S^2) \) with \( s^1_t \geq s^1_t \) and \( s^2_t \geq \tilde{s}^2_t \), if we take action \( a_t = (a^1_t, a^2_t) \in A \), then the one period reward function satisfies

\[
r_r(s_t, a_t, D_t) \geq r_r(\tilde{s}_t, a_t, D_t).
\]

Using Equation (7), we reduce the following statement to an always true statement.

\[
\rho_c^\delta(\min(D_t, s^1_t - a^1_t^r)) - K_1 a^1_t^r + J_1 a^1_t^r - L_1 a^2_t \geq \rho_c^\delta(\min(D_t, \tilde{s}^1_t - a^1_t^r)) - K_1 a^1_t^r + J_1 a^1_t^r - L_1 a^2_t \Leftrightarrow
\]

\[
\left(\frac{\beta(1 + \tilde{s}^2_t - 2\theta)}{1 - \theta}\right)(\min(D_t, s^1_t - a^1_t^r)) \geq \left(\frac{\beta(1 + \tilde{s}^2_t - 2\theta)}{1 - \theta}\right)(\min(D_t, \tilde{s}^1_t - a^1_t^r)) \Leftrightarrow
\]

\[
(1 + \tilde{s}^2_t - 2\theta)(\min(D_t, s^1_t - a^1_t^r)) \geq (1 + \tilde{s}^2_t - 2\theta)(\min(D_t, \tilde{s}^1_t - a^1_t^r)).
\]

Three cases can happen for the stochastic demand \( D_t \). We show that we can reduce Equation (33) to an always true statement in all cases.

i. \( D_t > s^1_t - a^1_t^r \geq \tilde{s}^1_t - a^1_t^r \)

Because \( (1 + \tilde{s}^2_t - 2\theta) \geq (1 + \tilde{s}^2_t - 2\theta) \geq 0 \) and \( \min(D, s^1_t - a^1_t^r) \geq \min(D, \tilde{s}^1_t - a^1_t^r) \geq 0 \), we can conclude that Equation (33) is always true.

ii. \( s^1_t - a^1_t^r \geq D_t \geq \tilde{s}^1_t - a^1_t^r \)

We know \( (1 + \tilde{s}^2_t - 2\theta) \geq (1 + \tilde{s}^2_t - 2\theta) \), thus it suffices to show that

\[
(1 + \tilde{s}^2_t - 2\theta)(\min(D_t, s^1_t - a^1_t^r)) \geq (1 + \tilde{s}^2_t - 2\theta)(\min(D_t, \tilde{s}^1_t - a^1_t^r)) \Leftrightarrow
\]

\[
\min(D_t, s^1_t - a^1_t^r) \geq \min(D_t, \tilde{s}^1_t - a^1_t^r) \Leftrightarrow
\]

\[
D_t \geq s^1_t - a^1_t^r.
\]

The last statement is always true for this case.

iii. \( s^1_t - a^1_t^r \geq \tilde{s}^1_t - a^1_t^r > D_t \)

Using the same approach as the previous part, we can reduce Equation (33) to \( D_t \geq D_t \) which is always true.

\[
(1 + \tilde{s}^2_t - 2\theta)(\min(D_t, s^1_t - a^1_t^r)) \geq (1 + \tilde{s}^2_t - 2\theta)(\min(D_t, \tilde{s}^1_t - a^1_t^r)) \Leftrightarrow
\]

\[
\min(D_t, s^1_t - a^1_t^r) \geq \min(D_t, \tilde{s}^1_t - a^1_t^r) \Leftrightarrow
\]

\[
D_t \geq D_t.
\]

So, we conclude that

\[
r_r(s_t, a_t, D_t) \geq r_r(\tilde{s}_t, a_t, D_t).
\]
i. \( s_N^2 \geq \overline{s}_N \geq \theta \).

\[
\begin{align*}
    r_N(s_N) &\geq r_N(\overline{s}_N) \Leftrightarrow \\
    \rho \overline{s}_N^1 \geq \rho \overline{s}_N^N.
\end{align*}
\]

Because \( \frac{\beta(1+\overline{s}_N^2-2\theta)}{1-\theta} \geq \frac{\beta(1+s_N^2-2\theta)}{1-\theta} \) and \( s_N^1 \geq \overline{s}_N^N \), the last statement is true.

ii. \( s_N^2 \geq \theta > \overline{s}_N \)

\[
\begin{align*}
    r_N(s_N) &\geq r_N(\overline{s}_N) \Leftrightarrow \\
    \rho \overline{s}_N^1 &\geq 0.
\end{align*}
\]

iii. \( \theta > s_N^2 \geq \overline{s}_N \)

\[
\begin{align*}
    r_N(s_N) &\geq r_N(\overline{s}_N) \Leftrightarrow \\
    0 &\geq 0.
\end{align*}
\]

4. For each \( t < N \), \((s_t^1, s_t^2)\) and \( D_{t+1} \) are independent [23].

In our model, demand is a random variable and does not depend on the current state or action, including \((s_t^1, s_t^2)\).

As all the conditions are valid for the stochastic SAIRP, we conclude that the value function is monotone in \((s_t^1, s_t^2)\). \( \square \)
### 7.3. Algorithmic and Experimental Parameter Settings

| Parameter | Value | Description |
|-----------|-------|-------------|
| $\overline{M}$ | 2 | The starting number of batteries used for the small SAIRPs solved using BI |
| $M$ | 7 | The number of batteries in the modest-sized SAIRPs |
| $M_1$ | 100 | The number of batteries in the realistic-sized SAIRPs |
| $\overline{T}$ | 168 | The time horizon (number of hours) in the small SAIRP |
| $T$ | 168 | The time horizon (number of hours) in the modest-sized SAIRPs |
| $T_1$ | 744 | The time horizon (number of hours) in the realistic-sized SAIRPs |
| $\theta$ | 80% | The replacement threshold |
| $\epsilon$ | 0.001 | The capacity increment used in discretizing the 2nd dimension of the state |
| maxIteration+1 | 3 | The maximum number of regression-based initialization iterations |
| $\tau$ | 500000 | The maximum number of core ADP iterations in the modest-sized SAIRPs |
| $\tau_1$ | 100000 | The maximum number of core ADP iterations in the realistic-sized SAIRPs |
| $w$ | 25000 | The harmonic stepsize parameter |
| $\mu_1$ | 600 | The STC stepsize parameter |
| $\mu_2$ | 1000 | The STC stepsize parameter |
| $\xi$ | 0.7 | The STC stepsize parameter |
| $\alpha_0$ | 1 | The STC stepsize parameter |
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