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Abstract—Despite superior performance on many computer vision tasks, deep convolution neural networks are well known to be compressed on devices that have resource constraints. Most existing network pruning methods require laborious human efforts and prohibitive computation resources, especially when the constraints are changed. This practically limits the application of model compression when the model needs to be deployed on a wide range of devices. Besides, existing methods are still challenged by the missing theoretical guidance. In this paper we propose an information theory-inspired strategy for automatic model compression. The principle behind our method is the information bottleneck theory, i.e., the hidden representation should compress information with each other. We thus introduce the normalized Hilbert-Schmidt Independence Criterion (nHSIC) on network activations as a stable and generalized indicator of layer importance. When a certain resource constraint is given, we integrate the HSIC indicator with the constraint to transform the architecture search problem into a linear programming problem with quadratic constraints. Such a problem is easily solved by a convex optimization method with a few seconds. We also provide a rigorous proof to reveal that optimizing the normalized HSIC simultaneously minimizes the mutual information between different layers. Without any search process, our method achieves better compression trade-offs comparing to the state-of-the-art compression algorithms. For instance, with ResNet-50, we achieve a 45.3% FLOPs reduction, with a 75.75% top-1 accuracy on ImageNet. Codes are available at https://github.com/MAC-AutoML/ITPruner.
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1 INTRODUCTION

While convolutional neural networks (CNNs) [23] have demonstrated great success in various computer vision tasks, such as classification [13], [22], detection [10], [39] and semantic segmentation [5], [32], however, their large demands of computation power and memory footprint make most state-of-the-art CNNs notoriously challenging to deploy on resource-limited devices such as smartphones or wearable devices. Lots of research resources have been devoted to CNN compression and acceleration, including but not limited to parameter quantization [19], [53], filter compression [25], [34], [50] and automatic network pruning [8], [14], [30], [48], [51], [52].

Among these compression methods, automatic network pruning has recently attracted a lot of attentions and has been successfully applied to state-of-the-art architectures, such as EfficientNet [46], MnasNet [45] and MobileNetV3 [16]. Given a pre-trained network, the compression method aims to automatically simplify the channel of the network until the resource budget is met while maximizing the accuracy. It is also named as channel number search [8], [48], [52], automatic model compression [14] or network adaption [51]. Based on the design of the methodology, we empirically categorize network pruning methods into two groups and discuss them as below.

Metric based methods compress the size of a network by selecting filters rely on hand-crafted metrics. We can further divide existing metrics into two types, local metrics [25], [34], [50] and global metrics [28], [36]. The first pursues to identify the importance of filters inside a layer. In other words, local metric based methods require human experts to design and decide hyper-parameters like channel number and then pruning filters in each layer according to $L_1$ norm [25] or geometric median [15]. These methods are not automatic and thus less practical in compressing various models. In addition, extensive experiments in [4], [31] suggest that filter-level pruning does not help as much as selecting a better channel number for a specific architecture. The second designs a metric to compare the importance of filters across different layers. Such methods implicitly decide the channel number and thus alleviate the large amount of human efforts compared to local metric based methods. However, these methods usually perform network pruning followed by a data-driven and/or iterative optimization to recover accuracy, both of which are time-cost.

Search based methods. Apart from these human-designed heuristics, efforts on search based methods have been made recently. The main difference between these methods lies in the search algorithm and architecture evaluation method. In term of search algorithm, AMC [14] and NetAdapt [51] leverage reinforcement learning to efficiently sample the space. Autoslim [52] greedily slim the layer with minimal accuracy drop. In terms of the
evaluation method, existing methods usually adopt weight sharing strategy to evaluate the accuracy [8, 14, 30, 48, 52]. To explain, weight sharing methods maintain an over-parameterized network that covers the entire search space. The sampled architectures directly inherit the corresponding weights from the over-parameterized network, which is then used to evaluate the performance and update the weights. Both of these methods require recompression or retraining while the constraints changing. This practically limits the application of network pruning since the model needs to be deployed on a wide range of devices.

In this paper, we propose an information theory-inspired pruning (ITPruner) strategy that does not need the aforementioned iterative training and search process, which is simple and straightforward. Specifically, we first introduce the normalized Hilbert-Schmidt Independence Criterion (nHSIC) on network activations as an accurate and robust layer-wise importance indicator. Such importance is then combined with the constraint to convert the architecture search problem to a linear programming problem with bounded variables. In this way, we obtain the optimal architecture by solving the linear programming problem, which only takes a few seconds on a single CPU and GPU.

Our method is motivated by the information bottleneck (IB) theory [47]. That is, for each network layer we should minimize the information between the layer activation and input. We generalize such a principle to different layers for automatic network pruning, i.e., a layer correlated to other layers is less important. In other words, we build a connection between network redundancy and information theory. However, calculating the mutual information among the intractable distribution of the layer activation is impractical. We thus adopt a non-parametric kernel-based method the Hilbert-Schmidt Independence Criterion (HSIC) to characterize the statistical independence. In summary, our contributions are as follows:

- **Information theory on deep learning redundancy.** To our best knowledge, this is the first to build a relationship between independence and redundancy of CNN by generalizing the information bottleneck principle. We are also the first that apply such relationship in automatic network pruning.

- **Methodology.** We propose a unified framework to automatically compress a network without any search process. The framework integrates HSIC importance with constraints to transform the network pruning to the convex optimization problem, which is efficient of the deployment on various devices.

- **Theoretical contributions.** Except for the potential theoretical guarantees of HSIC, we also theoretically prove the robustness of HSIC as well as the relationship between our method and mutual information. In particular, as proved in Sec. 4, optimizing HSIC is equivalent to minimize the layer-wise mutual information under the gaussian modeling.

The experimental results demonstrate the efficiency and effectiveness on different network architectures and datasets. Notably, without any search process, our compressed MobileNetV1 obtain 50.3% FLOPs reduction with 70.92 Top-1 accuracy. Meanwhile, the compressed MobileNet V2, ResNet-50 and MobileNet V1 obtained by ITPruner achieve the best performance gains over the state-of-the-art AutoML methods.

2 Related Work

There are a large amount works that aim at compressing CNNs and employing information theory into deep learning, where the main approaches are summarized as follows.

- **Automatic Network Pruning.** Following previous works [8], [14], [30], [48], [51], [52], automatic network pruning adapts channels of a pre-trained model automatically to a specific platform (e.g., mobile, IoT devices) under a given resource budget. Similar works that modifying channels to reduce its FLOPs and speedup its inference have been proposed [8], [14], [25], [30], [34], [48], [50], [52] in the literature, which is known as network pruning. Most of the pruning-based methods have been discussed in Sec. 1. Therefore, we select the two most related works [28], [36], which proposed to prune networks by designing a global metric. However, these methods are still far from satisfactory. On one hand, there is a significant performance and architecture gap compared to search based methods [14], [30], [52]. On the other hand, these methods also need an extra iterative optimization step to recover the performance. In this case, search based methods and global metric based methods require almost the same computation resources. In contrast, our method shows superior performance compared to search based methods. Besides, we do not need any iterative training or search in our method and generating an optimal architecture only takes a few seconds.

- **Information theory** [6] is a fundamental research area which often measures information of random variables associated with distributions. Therefore, a lot of principles and theories have been employed to explore the learning dynamic [2], [11] or as a training objective to optimize the network without stochastic gradient descent [35], [43]. To our best knowledge, there exist only two prior works [1], [7] that apply information theory in network compression. Dai et al. proposed to compress the network using variation information bottleneck [47]. However, their metric measures importance inside a specific layer, which is not automatic and less effective. Ahn et al. proposed a variational information distillation method, aiming to distill the knowledge from teacher to the student. Such a method is orthogonal to our method. In other words, we can employ the method as a post-processing step to further improve the performance.

3 Methodology

**Notations.** Upper case (e.g., $X, Y$) denotes random variables. Bold denotes vectors (e.g., $x, y$), matrices (e.g., $X, Y$) or tensors. Calligraphic font denotes spaces (e.g., $\mathcal{X}, \mathcal{Y}$). We further define some common notations in CNNs. The $l$-th convolutional layer in a specific CNN convert an input tensor $X^l \in \mathbb{R}^{c^l \times h^l \times w^l \times n_l}$ to an output tensor $Y^l \in \mathbb{R}^{c^l \times h^l \times w^l \times n_l}$ by using a weight tensor $W^l \in \mathbb{R}^{c^l \times c^l \times k^l \times k^l}$, where $c^l$ and $n_l$ denote the numbers of input channels and filters (output
channels), respectively, and \( k^l \times k^l \) is the spatial size of the filters.

**Problem formulation.** Given a pre-trained CNN model that contains \( L \) convolutional layers, we refer to \( \alpha = (\alpha_1, \alpha_2, \ldots, \alpha_L) \) as the desired architecture, where \( \alpha_i \) is the compression ratio of \( i \)-th layers. Formally, we address the following optimization problem:

\[
\max_{W \in \mathcal{W}, \alpha \in \mathcal{A}} f(W, \alpha), \quad s.t. \quad T(\alpha) < \Omega,
\]

where \( f : \mathcal{W} \times \mathcal{A} \to \mathbb{R} \) is the objective function that is differentiable w.r.t. the network weight \( W \in \mathcal{W} \), and is not differentiable w.r.t. the architecture indicator vector \( \alpha \in \mathcal{A} \in \mathbb{R}^{L \times 1} \). \( T(.) \) is a function that denotes the constraints for architectures, such as FLOPs and latency\(^2\), and \( \Omega \) is given for different hardwares.

We present an overview of ITPruner in Fig. 1, which aims to automatically discover the redundancy of each layer in a pre-trained network. Notably, the redundancy is also characterized by the layer-wise pruning ratio or sparsity. The detailed motivations, descriptions and analysis are presented in the following sub-sections.

### 3.1 Information Bottleneck in Deep Learning

The information bottleneck (IB) \([47]\) principle express a tradeoff of mutual information from the hidden representation to input and output, which is formally defined as

\[
\min_{p(\mathcal{X}|\mathcal{Y})} I(\mathcal{X}; \mathcal{Y}) - \beta I(\mathcal{X}; \mathcal{Y}),
\]

where \( \mathcal{X}, \mathcal{Y} \) are the random variables of input and label, and \( \mathcal{X} \) represents the hidden representation. Intuitively, the IB principle is proposed to compress the mutual information between the input and the hidden representation while preserving the information between the hidden representation about the input data. Considering that CNNs are hierarchical and almost all of CNNs are adopted from residual neural networks, we further generalize the IB principle in Eq. 2 as

\[
\min_{p(\mathcal{X}|\mathcal{Y})} \sum_{i=1}^{L} \sum_{j=i+1}^{L} (I(\mathcal{X}; \mathcal{X}_i) + I(\mathcal{X}_j; \mathcal{X}_i)) - \beta I(\mathcal{X}_i; \mathcal{Y}).
\]

Note that there always a fine-tuning process in the pruning process. We thus further simplify the IB principle as

\[
\min_{p(\mathcal{X}|\mathcal{Y})} \sum_{i=1}^{L} \sum_{j=i+1}^{L} (I(\mathcal{X}; \mathcal{X}_i) + I(\mathcal{X}_j; \mathcal{X}_i)).
\]

According to the generalized IB principle, we hope that the mutual information between different layers is close to 0. In other words, representations from different layers are best to be independent of each other. We thus generalize such a principle in network compression, i.e., a layer correlated to other layers is less important. Meanwhile, layer-wise mutual information can be considered as a robust and accurate indicator to achieve search-free automatic network pruning.

The IB is hard to compute in practice. On one hand, the distribution of the hidden representation is intractable in CNN. Previous work \([1]\) define a variational distribution that approximates the distribution. However, such a method also introduces a new noise between the approximated and true distribution, which is inevitable as the Kullback-Leibler divergence is non-negative. On the other hand, the hidden representations usually have a high dimension in CNN. In this case, many algorithms based on binning suffers from the curse of dimensionality. Besides, they also yield different results with different bin sizes.

### 3.2 Normalized HSIC Indicator

To solve the issues in Sec. 3.1, we introduce the normalized HSIC to replace the mutual information term in Eq. 4. Formally, the Hilbert-Schmidt Independence Criterion (HSIC) \([12]\) is defined as

\[
\text{HSIC}(P_{XY}, \mathcal{H}, \mathcal{G}) = \|C_{XY}\|^2 = \mathbb{E}_{X,X',Y,Y'}[k_X(X, X')k_Y(Y, Y')] + \mathbb{E}_{X,X'}[k_X(X, X')]\mathbb{E}_{Y,Y'}[k_Y(Y, Y')] - 2\mathbb{E}_{XY}[\mathbb{E}_{X'}[k_X(X, X')]\mathbb{E}_{Y'}[k_Y(Y, Y')]].
\]

Here \( k_X, k_Y \) are kernel functions, \( \mathcal{H}, \mathcal{G} \) are the Reproducing Kernel Hilbert Space (RKHS) and \( \mathbb{E}_{X,X',Y,Y'} \) denotes the expectation over independent examples \((x, y), (x', y')\) drawn from \( p_{xy} \). In order to make HSIC practically available, Gretton et al. \([12]\) further proposed to empirically approximate

---

Fig. 1: Overview of our ITPruner. Specifically, We first samples n images to obtain the feature map of each layer. Then the normalized HSIC is employed to calculate the independence map \( H \) between different layers. For each layer, we sum the elements of the corresponding column in \( H \) except for itself as the importance indicator of the layer. In this way, we model the layer-wise importance and compression constraints as a linear programming problem. Finally, the optimal network architecture is obtained by solving the optimal solution on the linear programming.
HSIC($P_{XY}, \mathcal{H}, \mathcal{G}$) given a finite number of observations. Specifically, let $D := \{(x_1, y_1), ..., (x_n, y_n)\}$ contain $n$ i.i.d samples drawn from the distribution $P_{XY}$. The estimation of HSIC is given by

$$
\text{HSIC}(\mathcal{D}, \mathcal{F}, \mathcal{G}) = (n - 1)^{-2} \text{tr}(K_X H K_Y H), \tag{6}
$$

where $K_X, K_Y, H \in \mathbb{R}^{n \times n}$, $K_X$ and $K_Y$ have entries $K_X(i,j) = k(x_i, x_j)$, and $H = I_n - \frac{1}{n} 1_n 1_n^T$ is the centering matrix. Notably, an alternative implementation of $H$ is to centralize the examples, i.e., $x_i = x_i - \mu_X$, where $\mu_X = \frac{1}{n} \sum_i x_i$. In this way, Eq. 6 is further simplified as

$$
\text{HSIC}(X, Y) = (n - 1)^{-2} \text{tr}(K_X K_Y), \tag{7}
$$

where $K_X, K_Y$ are centralized matrices. In our paper, we use the normalized HSIC (nHSIC) based on the centered kernel alignment [20], given by

$$
n\text{HSIC}(X, Y) = \frac{\text{tr}(K_X K_Y)}{\sqrt{\text{tr}(K_X^2) \sqrt{\text{tr}(K_Y^2)}}} \tag{8}
$$

The HSIC can be effectively computed in $O(n^2)$ time. Meanwhile, the uniform convergence bounds derived in [12] with respect to $P_{XY}$ is $O(n^{-\frac{3}{2}})$. When an appropriate kernel is selected, HSIC = 0 if and only if the random variables $X, Y$ are independent, i.e., $P_{XY} = P_X P_Y$. We also provide proof in Sec. 4 to demonstrate the relationship between HSIC and mutual information: When the linear kernel is selected, minimizing HSIC is equivalent to minimize the mutual information under a Gaussian assumption. Meanwhile, in this case, nHSIC is also equivalent to the RV coefficient [40] and Tucker’s congruence coefficient [33].

### 3.3 Pruning Strategy

We now describe how to use the nHSIC to compress a network under an optimal trade-off between compression rate and accuracy. Specifically, we first sample $n$ images to obtain the feature map of each layer $X^1, X^2, ..., X^L$ for the network that needs to be compressed. We then use these feature maps and Eq. 8 to get the independence between different layers, thereby constructing an independence matrix $H \in \mathbb{R}^{L \times L}$, where $H$ has entries $H_{i,j} = \text{nHSIC}(X^i, X^j)$. As mentioned before, a layer correlated to other layers is less important. Therefore, the importance of a specific layer $l$ is formally defined as

$$
i^l = e^{-\beta \sum_{i=1, i \neq l} n\text{HSIC}(X^i, X^l)}, \tag{9}
$$

where $\beta$ is proposed to control relative compression rate between different layers. To explain, the compressed network tend to has a significant compression rate difference between different layers with a small $\beta$, and vice versa. We also provide extensive experiments in Sec. 5 to verify the conclusion. With the layer-wise importance $i \in \mathbb{R}^{L \times 1}$, the problem of Eq. 1 is transformed to a linear programming problem that is differentiable w.r.t $\alpha$. Formally, Eq. 1 is rewritten as

$$
\max_{\alpha} i^T \alpha \ s.t. \ T(\alpha) < \Omega, \tag{10}
$$

In most cases, the constraints such as FLOPs, parameters and inference time can be decomposed to the sum over different layers. Therefore, Eq. 10 is further simplified to a linear programming with quadratic constraints

$$
\max_{\alpha} i^T \alpha \ s.t. \alpha^T T \alpha < \Omega, \tag{11}
$$

where $T \in \mathbb{R}^{L \times L}$ is the constraint factor matrix corresponding to the layers. For example, suppose we choose the parameter size as the constraint. In this case, for a specific layer $l$, the parameter size of the layer is correlated to the input and the output channels, i.e., parameter size in $l$-th layer is $\alpha^l n^i \times \alpha^{l+1} c^l \times k^l \times k^l$. Therefore, the constraints are quadratic in Eq. 11. Note that solving the problem in Eq. 11 is extremely effective, which only takes a few seconds on a single CPU by using the solver in [21]. Our proposed ITPruner is also summarized in Alg. 1.

#### Algorithm 1: ITPruner

- **Input:** Sampled $n$ i.i.d samples $D$, pre-trained model $M$.
- **Output:** Optimized architecture $\alpha^*$.

1. Input $D$ into $M$ to generate layer-wise feature map $X^1, ..., X^L$;
2. Obtain the independent matrix $H$ by using Eq. 8;
3. Calculate the layer-wise importance $i$ by Eq. 9;
4. $\alpha^* = \arg \max_{\alpha} i^T \alpha \ s.t. \alpha^T T \alpha < \Omega; $

Discussion. Compared to previous methods [8], [14], [30], [48], [52], ITPruner is effective and easy to use. In terms of effectiveness, our method does not need any training and search process to obtain the optimal architecture. The time complexity is only correlated to the sample number $n$, i.e., $O(n)$ in the feature generation and $O(n^2)$ in HSIC calculation, both of them only take a few seconds on a single CPU and GPU, respectively. In terms of usability, there are only two hyper-parameters $n$ and $\beta$ in our method. Meanwhile, $n$ and $\beta$ are generalized to different architectures and datasets. Extensive experiments in Sec. 5.3 demonstrate that the performance gap between different $\beta$ and $n$ is negligible. This is in stark contrast to the previous search based methods, as they need to exhaustively select a large amount of hyper-parameters for different architectures.

### 4 Theoretical Analysis

In this section, we provide theoretical analysis about the proposed method. Specifically, the invariance of scale and orthogonal transformation is already proposed in [20], which is also the key property of feature similarity metric [20] in deep learning. Here we provide the strict proofs about the aforementioned invariance in Theorem 1 and Theorem 2 respectively. To further explain the relationship between $\text{nHSIC}_{\text{linear}}$ and mutual information, we theoretically prove that optimizing $\text{nHSIC}_{\text{linear}}$ is equivalent to minimizing the mutual information in Theorem 3.

To make the implementation easy, we use linear kernel $k(x, y) = x^T y$ in all our experiments. In this case, $K_X =$
$$XX^T, K_Y = YY^T.$$ And nHSIC is further simplified as

$$\text{nHSIC}_{\text{linear}}(X, Y) = \frac{\text{tr} \left( XX^T YY^T \right)}{\sqrt{\text{tr} \left( XX^T XX^T \right) \text{tr} \left( YY^T YY^T \right)}} = \frac{\langle \text{vec} (XX^T), \text{vec}(YY^T) \rangle}{\sqrt{\langle \text{vec}(XX^T), \text{vec}(XX^T) \rangle \langle \text{vec}(YY^T), \text{vec}(YY^T) \rangle}} = \frac{||Y^T X||_F}{||XX^T||_F^{1/2} ||YY^T||_F^{1/2}}.$$ (12)

where $||.||_F$ is Frobenius norm or the Hilbert-Schmidt norm. Eq. 12 is easy to compute and has some useful properties of being invariant to scale and orthogonal transformations. To explain, we provide two formal theorems and the corresponding proofs as follows

**Theorem 1.** nHSIC linear is invariant to scale transformation, i.e., $\text{nHSIC}_{\text{linear}}(\beta X, Y) = \text{nHSIC}_{\text{linear}}(X, Y)$.

**Proof.**

$$\text{nHSIC}_{\text{linear}}(\beta X, Y) = \frac{\beta^2 ||Y^T X||_F^2}{\beta \cdot ||XX^T||_F \cdot ||YY^T||_F} = \text{nHSIC}_{\text{linear}}(X, Y).$$

**Theorem 2.** nHSIC linear is invariant to orthogonal transformation $\text{nHSIC}_{\text{linear}}(XU, Y) = \text{nHSIC}_{\text{linear}}(X, Y)$, where $UU^T = I$.

**Proof.**

$$\text{nHSIC}_{\text{linear}}(XU, Y) = \frac{||Y^T XU||_F^2}{||U^T XU||_F ||Y^T Y||_F} = \frac{\text{tr} \left( XX^T YY^T \right)}{\sqrt{\text{tr} \left( XX^T XX^T XUU^T XUU^T XUU^T \right) ||Y^T Y||_F^2}} = \frac{\text{tr} \left( XX^T YY^T \right)}{\sqrt{||Y^T X||_F^2 ||Y^T Y||_F^2}} = \text{nHSIC}_{\text{linear}}(X, Y),$$

which means that nHSIC linear is invariant to orthogonal transformation.

Theorem 1 and 2 illustrate the robustness of nHSIC linear in different network architectures. Specifically, when the network architecture contains the batch normalization [18] or $1 \times 1$ orthogonal convolution layer [49], we can obtain exactly the same layer-wise importance $\hat{e}$, and thus obtain a same network architecture. Considering that ITPruner has a superior performance in different architectures and datasets, we conclude that nHSIC linear is a stable and accurate indicator. And ITPruner thus is a robust compression method.

Except for the theorem about the relationship between independence and HSIC in [12], we propose a new theorem to illustrate how the mutual information is also minimized by the linear HSIC under a Gaussian assumption.

**Theorem 3.** Assuming that $X \sim \mathcal{N}(0, \Sigma_X), Y \sim \mathcal{N}(0, \Sigma_Y)$, $\min \ nHSIC_{\text{linear}}(X, Y) \iff \min I(X; Y)$.

**Proof.** According to the definition of entropy and mutual information, we have

$$I(X; Y) = H(X) + H(Y) - H(X, Y).$$

Meanwhile, according to the definition of the multivariate Gaussian distribution, we have

$$H(X) = \frac{1}{2} \ln \left( 2\pi e \right)^n |\Sigma_X| = \frac{1}{2} \ln |\Sigma_X|,$$

and $(X, Y) \sim \mathcal{N}(0, \Sigma_{X,Y})$, where

$$\Sigma_{X,Y} = \begin{pmatrix} \Sigma_X & \Sigma_{XY} \\ \Sigma_{YX} & \Sigma_Y \end{pmatrix}.$$ (13)

Therefore, when $X, Y$ follows a Gaussian distribution, the mutual information is represented as

$$I(X; Y) = \ln |\Sigma_X| + \ln |\Sigma_Y| - \ln |\Sigma_{X,Y}|.$$ (13)

Everitt et al. [9] proposed an inequation that $|\Sigma_{X,Y}| \leq |\Sigma_X||\Sigma_Y|$, and the equality holds if and only if $\Sigma_{XY} = \Sigma_{YX} = XX^T$ is a zero matrix. Applying the inequation to Eq. 13 we have $I(X; Y) \geq 0$, and the equality holds if and only if $XX^T$ is a zero matrix. According to the definition of Frobenius norm, we have $||Y^T X||_F^2 = ||X^T Y||_F^2$. Apparently, when minimizing Eq. 12, we are also minimizing the distance between $X^T Y$ and zero matrix. In other words, while minimizing nHSIC linear, we are also minimizing the mutual information between two Gaussian distributions, namely, $\min \ nHSIC_{\text{linear}}(X, Y) \iff \min I(X; Y)$.

## 5 Experiment

We quantitatively demonstrate the robustness and efficiency of ITPruner in this section. We first describe the detailed experimental settings of the proposed algorithm in Sec. 5.1. Then, we apply ITPruner to the automatic network pruning for image classification on the widely-used CIFAR-10 [24] and ImageNet [41] datasets with different constraints in Sec. 5.2. To further understand the ITPruner, we conduct a few ablation studies to show the effectiveness of our algorithm in Sec. 5.3. The experiments are done with NVIDIA Tesla V100, and the algorithm is implemented using PyTorch [38]. We have also released all the source code.

### 5.1 Experimental Settings

We use the same datasets and evaluation metric with existing compression methods [8], [14], [30], [48], [51], [52]. First, most of the experiments are conducted on CIFAR-10, which has 50K training images and 10K testing images from 10 classes with a resolution of $32 \times 32$. The color intensities of all images are normalized to $[-1, +1]$. To further evaluate the generalization capability, we also evaluate the classification accuracy on ImageNet dataset, which consists of 1,000 classes with 1.28M training images and 50K validation images. Here, we consider the input image size is $224 \times 224$. We compare different methods under similar baselines, training conditions and search spaces in our experiment. We elaborate on training conditions as follows.
TABLE 1: Top 1 accuracy, compression ratio and search cost of different backbones on CIFAR-10. Specifically, ‘↑↓’ denotes the increase and the decrease of accuracy comparing to baseline models, and ‘Ratio↓’ indicates the reduction of FLOPs. Notability, metric based methods usually integrate the search with the training process. It is thus hard to recognize search epochs in these methods and ‘-’ stands for unavailable records. The proposed method is emphasized in bold format.

| Model        | Method          | Type       | Top-1 Acc (%) | ↑↓ | FLOPs (M) | Ratio↓ | Search Epoch |
|--------------|-----------------|------------|---------------|----|-----------|--------|--------------|
| Baseline     |                 |            | 94.47         | -  | 313.5     | -      | -            |
| L1 [25]      | Local Metric    |            | 93.4          | 1.07↓ | 296.6     | 34.3%  | -            |
| FPGM [15]    | Local Metric    |            | 93.54         | 0.93↓ | 201.1     | 35.9%  | -            |
| GAL [29]     | Local Metric    |            | 92.03         | 2.44↓ | 189.5     | 39.6%  | -            |
| HRank [26]   | Local Metric    |            | 92.34         | 2.13↓ | 108.6     | 65.3%  | -            |
| ITPruner     | Automatic       |            | 94.00         | 0.47↓ | 98.8      | 68.5%  | 0            |

| Baseline     |                 |            | 92.57         | -  | 40.6      | -      | -            |
| FPGM [15]    | Local Metric    |            | 91.09         | 1.48↓ | 24.3      | 40.1%  | -            |
| APS [49]     | Automatic       |            | 91.86         | 0.71↓ | 20.9      | 48.5%  | 600          |
| TAS [8]      | Automatic       |            | 91.99         | 0.58↓ | 19.9      | 51.0%  | 600          |
| Taylor [37]  | Global Metric   |            | 91.51         | 1.06↓ | 19.26     | 52.6%  | -            |
| ITPruner     | Automatic       |            | 92.01         | 0.56↓ | 20.8      | 48.8%  | 0            |

| Baseline     |                 |            | 93.93         | -  | 125       | -      | -            |
| GAL [29]     | Local Metric    |            | 92.98         | 0.95↓ | 78.3      | 37.4%  | -            |
| APS [49]     | Automatic       |            | 92.42         | 0.51↓ | 60.3      | 51.8%  | 600          |
| TAS [8]      | Automatic       |            | 92.87         | 1.06↓ | 63.1      | 49.5%  | 600          |
| AMC [14]     | Automatic       |            | 91.90         | 2.03↓ | 62.9      | 49.7%  | 400          |
| ITPruner     | Automatic       |            | 93.43         | 0.50↓ | 59.5      | 52.4%  | 0            |
| ITPruner + FPGM | Automatic   |            | 94.05         | 0.12↑ | 59.5      | 52.4%  | 0            |

For the standard training, all networks are trained via SGD with a momentum 0.9. We train the founded network over 300 epochs in CIFAR-10. In ImageNet, we train 120 and 250 epochs for ResNet and MobileNet, respectively. We set the batch size of 256 and the initial learning rate of 0.1 and cosine learning rate strategy in both datasets. We also use basic data augmentation strategies in both datasets: images are randomly cropped and flipped, then resized to the corresponding input sizes as we mentioned before and finally normalized with their mean and standard deviation.

5.2 Comparison with State-of-the-Art Methods

CIFAR-10. We first compare the proposed ITPruner with different types of compression methods on VGG, ResNet-20 and ResNet-56. Results are summarized in Tab. 1. Obviously, without any search cost, our method achieves the best compression trade-off compared to other methods. Specifically, ITPruner shows a larger reduction of FLOPs but with better performance. For example, compared to the local metric method HRank [26], ITPruner achieves higher reductions of FLOPs (68.5% vs 65.3%) with higher top-1 accuracy (94.00 vs 92.34). Meanwhile, compared to search based method TAS [8], ITPruner yields better performance on ResNet-56 (52.4% vs. 49.5% in FLOPs reduction, and 93.43 vs 92.87 in top-1 accuracy). Besides, the proposed ITPruner is orthonormal to the local metric based method, which means that ITPruner is capable of integrating these methods to achieve better performance. As we can see, integrating FPGM [15] with ITPruner achieves a further improvement in accuracy, which is even better than the baseline. Another interesting observation of Tab. 1 is the performance rank between search and local metric based methods. In particular, search based methods show a significant performance gap on the efficient model like ResNet-20, while a worse performance on large models such as VGG and ResNet-56. Such an observation provides a suggestion on how to select compression tools for different models.

ImageNet 2012. We further compare our ITPruner scheme with other methods on widely-used ResNet [13], MobileNetV1 [17] and MobileNetV2 [42]. As shown in Tab. 2, our method still achieves the best trade-off compared to different types of methods. Specifically, ITPruner yields 2.21× compression rate with only a decrease of 1.13% in Top-1 accuracy on ResNet-50. Similar results are reported by Tab. 2 for other backbones. In particular, the proposed method shows a clear performance gap compared to other methods when compressing compact models MobileNetV1 and MobileNetV2. For example, ITPruner achieves a similar reduction of FLOPs with a much lower accuracy drop (0.8 vs 1.3) in MobileNetV1 compared to widely used AMC [14]. Moreover, we also demonstrate the effectiveness of networks adapted by ITPruner on Google Pixel 2. As shown in Tab. 3, ITPruner achieves 3× and 1.65× acceleration rates with batch size 8 on MobileNetV1 and MobileNetV2, respectively.

5.3 Ablation Study

In this section, we analyze the architecture found by ITPruner and the influence of the hyper-parameters β and n. To sum up, the architecture found by ITPruner shows surprisingly similar characteristics compared with the optimal one. Meanwhile, ITPruner is easy to use, i.e., the only two hyper-parameters β and n show a negligible performance gap with different values. The detailed experiments are described as follows.

Architecture analysis. We first adopt Evolutionary Algorithm (EA) [3] to find the optimal architecture, which is employed as a baseline for a better comparison. Specifically, we directly employ the aforementioned training hyper-parameters in the architecture evaluation step. Meanwhile,
the search algorithm is executed several times to determine the optimal architecture, which is illustrated in the green line of Fig. 2. Notably, such a process is extremely time-consuming which takes a few GPU days in CIFAR-10. Interestingly, the proposed ITPruner finds architecture that has similar characteristics compared with the optimal architecture. In particular, there are significant peaks in these architectures whenever there is a down sampling operation, i.e., stride = 2. In such an operation, the resolution is halved thus needs to be compensated by more channels. Similar observations are also reported in MetaPruning [30]. Nevertheless, we do not need any exhausted search process to obtain such insight. We also notice that there is some difference in channel choice between architectures find by ITPruner and EA. That is, ITPruner is prone to assign more channels in the first and the last layers. Meanwhile, the performance gap between these architectures is negligible (0.19), which demonstrates the efficiency of our method.

**Influence of β and n.** There are only two hyper-parameters in ITPruner. One is the importance factor β, which is proposed to control relative compression rates between different layers. The other one is sample image n, which determines the computation cost of ITPruner. Fig. 3 reports the accuracy and variance of layer-wise importance in different β. As we can see, layer-wise importance t tends

---

**TABLE 2:** Top-1 accuracy, compression ratio and search cost of different backbones and methods on ImageNet. Similarly, ↑↓ denotes the increase and the decrease of accuracy comparing to baseline models, and ‘Ratio↓’ indicates the reduction of FLOPs and ‘Ratio↑’ stands for unavailable records. * denotes the results are reported with knowledge distillation/expanded search space extra training tricks. The proposed method is emphasized in bold format for better visualization.

| Model                | Method      | Type         | Top-1 Acc (%) | ↑↓ | FLOPs (M) | Ratio↓ | Search Cost |
|----------------------|-------------|--------------|---------------|----|-----------|--------|-------------|
| Baseline             | -           |              | 72.7          |    | 569       | -      | -           |
| Uniform (0.75×)      | Automatic   |              | 68.4          | 4.3↓ | 325       | 42.0%  | -           |
| NetAdapt [51]        | Automatic   |              | 69.1          | 3.6↓ | 284       | 50.1%  | -           |
| MobileNetV1 [17]     | AMC [14]    | Automatic    | 70.50         | 2.00↓ | 285       | 49.0%  | 400         |
|                      | ITPruner    | Automatic    | 70.92         | 1.78↓ | 283       | 50.3%  | 0           |
|                      | Uniform (0.5×)|              | 63.7          | 9.0↓  | 149       | 73.8%  | -           |
|                      | MetaPruning* [30] | Automatic | 66.1          | 6.6↓  | 149       | 73.8%  | 60          |
|                      | AutoSlim* [52] | Automatic | 67.90         | 4.80↓ | 150       | 73.6%  | 100         |
|                      | ITPruner    | Automatic    | 68.06         | 4.64↓ | 149       | 73.8%  | 0           |
| Baseline             | -           |              | 72.1          |    | 301       | -      | -           |
| MobileNetV2 [42]     | AMC [14]    | Automatic    | 70.8          | 1.3↓  | 220       | 26.9%  | -           |
|                      | MetaPruning* [30] | Automatic | 71.20         | 0.9↓  | 217       | 27.9%  | 60          |
|                      | AutoSlim* [52] | Automatic | 71.14         | 0.96↓ | 207       | 31.2%  | 100         |
|                      | ITPruner    | Automatic    | 71.54         | 0.56↓ | 219       | 27.2%  | 0           |
|                      | APS [48]    | Automatic    | 68.96         | 3.14↓ | 156       | 48.2%  | 160         |
|                      | ITPruner    | Automatic    | 69.13         | 2.97↓ | 149       | 50.5%  | 0           |
| Baseline             | -           |              | 76.88         |    | 4089      | -      | -           |
| ResNet-50 [13]       | ABCPruner [27] | Automatic     | 74.84         | 2.04↓ | 2560      | 37.4%  | 12          |
|                      | GAL [29]   | Local Metric | 71.95         | 4.93↓ | 2330      | 43.0%  | -           |
|                      | AutoSlim* [52] | Automatic | 74.9          | 1.98↓ | 2300      | 43.8%  | 100         |
|                      | TAS* [8]   | Automatic    | 76.20         | 0.68↓ | 2310      | 43.5%  | 600         |
|                      | Taylor [37] | Global Metric | 74.5         | 2.38↓ | 2250      | 45.0%  | -           |
|                      | MetaPruning* [30] | Automatic | 72.17         | 4.71↓ | 2260      | 44.7%  | 60          |
|                      | HRank [26] | Local Metric | 74.98         | 1.90↓ | 2300      | 43.8%  | -           |
|                      | FPGM [15]  | Local Metric | 75.59         | 1.29↓ | 2167      | 47.0%  | -           |
|                      | ITPruner    | Automatic    | 75.75         | 1.13↓ | 2236      | 45.3%  | 0           |
|                      | ITPruner    | Automatic    | 75.28         | 1.60↑  | 1943      | 52.5%  | 0           |
|                      | ITPruner    | Automatic    | 78.05         | 1.17↑  | 1943      | 52.5%  | 0           |

**TABLE 3:** Inference time under different batch sizes of ITPruner compressed networks and the corresponding baselines on a mobile CPU of Google Pixel 2. Our method is emphasized in bold format.

| Model                | Method      | Batch Size | 1     | 4     | 8     |
|----------------------|-------------|------------|------|------|------|
| MobileNetV1          | Baseline    |            | 28ms | 125ms| 252ms|
|                      | Ours(283M)  |            | 15ms | 70ms | 135ms|
|                      | Ours(149M)  |            | 10ms | 45ms | 84ms |
| MobileNetV2          | Baseline    |            | 21ms | 94ms | 192ms|
|                      | Ours(217M)  |            | 17ms | 75ms | 144ms|
|                      | Ours(148M)  |            | 13ms | 55ms | 110ms|

**Fig. 2:** The number of channels for the VGG found by ITPruner (red) and evolutionary algorithm (green). The blue line denotes the uncompressed VGG architecture.
Fig. 3: Accuracy (blue) and variance (green) of layer-wise importance in different $\beta$.

Fig. 4: VGG accuracy of layer-wise importance on CIFAR-10 with different $n$.

to has a significant variance with a large $\beta$, and vice versa. Such variance finally determines the difference of layer-wise compression rate through Eq. 10. However, the performance gap between different $\beta$ is negligible. Similar results are observed for different $n$. The experiment is available in the supplementary materials. In particular, the variance of top-1 accuracy in CIFAR-10 between different $n$ is around 0.1. We thus conclude that ITPruner is easy to implement.

We further conduct a experiment to demonstrate the influence of the sample size $n$, which is reported in Fig. 4. As we can see, the variance of the accuracy with different $n$ is 0.1%, which means accuracy will not fluctuate greatly with the change of $n$ and thus demonstrate the robustness of our method.

6 Conclusion

In this paper, we present an information theory-inspired strategy for automatic network pruning (ITPruner), which determines the importance of layer by observing the independence of feature maps and do not need any search process. To that effect, ITPruner is derived from the information bottleneck principle, which proposed to use normalized HSIC to measure and determine the layer-wise compression ratio. We also mathematically prove the robustness of the proposed method as well as the relation to mutual information. Extensive experiments on various modern CNNs demonstrate the effectiveness of ITPruner in reducing the computational complexity and model size. In the future work, we will do more on the theoretical analysis on neural architecture search to effectively find optimal architecture without any search process.
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