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Abstract
In kinetic inductance detectors (KIDs) and other similar applications of superconducting microresonators, both the large and small-signal behaviour of the device may be affected by electrothermal feedback. Microwave power applied to read out the device is absorbed by and heats the superconductor quasiparticles, changing the superconductor conductivity and hence the readout power absorbed in a positive or negative feedback loop. In this work, we explore numerically the implications of an extensible theoretical model of a generic superconducting microresonator device for a typical KID, incorporating recent work on the power flow between superconductor quasiparticles and phonons. This model calculates the large-signal (changes in operating point) and small-signal behaviour of a device, allowing us to determine the effect of electrothermal feedback on device responsivity and noise characteristics under various operating conditions. We also investigate how thermally isolating the device from the bath, for example by designing the device on a membrane only connected to the bulk substrate by thin legs, affects device performance. We find that at a typical device operating point, positive electrothermal feedback reduces the effective thermal conductance from the superconductor quasiparticles to the bath, and so increases responsivity to signal (pair-breaking) power, increases noise from temperature fluctuations, and decreases the noise equivalent power (NEP). Similarly, increasing the thermal isolation of the device while keeping the quasiparticle temperature constant decreases the NEP, but also decreases the device response bandwidth.
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1. Introduction

Kinetic inductance detectors (KIDs) are ultrasensitive photon detectors based on superconducting microresonators [1]. Their low noise and ease of multiplexing leads to a wide variety of applications, particularly in astrophysics [2] and particle physics [3]. The principles of operation are very similar to those used in superconducting qubits [4–6] and superconducting quantum interference device multiplexers [7]. During the normal operation of a KID, absorbed signal power breaks Cooper pairs in the superconductor, changing the quasiparticle effective temperature. This causes a change in the superconductor impedance and so a shift in the amplitude and phase of a microwave readout tone transmitted through the device.

Most existing models of KIDs [8] do not include a detailed analysis of how power absorbed by the superconductor from the readout tone affects the quasiparticle temperature, or the rate at which the quasiparticles cool via the superconductor phonons. Recent work [9, 10] has shown that both in theory and experiment, quasiparticle heating due to readout power is significant under typical device operating conditions, and leads to nonlinear device behaviour. Furthermore, detailed calculations of quasiparticle–photon and quasiparticle–phonon interactions in superconductors [11, 12] have shown the quasiparticle–phonon power flow in a superconductor has a significantly different functional form to the normal state electron–phonon power flow expressions typically used, and also changes with readout power,
frequency, and bandwidth [13]. Incorporating these findings in a higher level device model, Thomas et al [14] described an extensible theoretical model which combines quasiparticle heating with the electrical behaviour of the resonator and allows calculation of experimentally relevant measurements. In this work, we present the first implementation of this model for a typical device configuration: an Al thin film resonator with resonant frequency 5 GHz at a bath temperature of 0.118 K, where $T_c$ is the superconducting critical temperature of Al.

We are therefore now able to explore numerically the consequences of varying the various parameters of the model and discuss in a quantitative way the implications for KID design. In particular, as the model of [14] and the implementation described here both readout power heating and superconductor quasiparticle–phonon cooling, we can calculate the effect of electrothermal feedback on device performance. Here we define electrothermal feedback as the phenomenon where readout power heats the superconductor quasiparticles of a superconducting microresonator, changing the superconductor impedance, and hence the readout power absorbed. In principle, electrothermal feedback could affect both the magnitude and bandwidth of the device response to signal power, and noise, and could be positive or negative depending on the details of the readout frequency, power, and resonator characteristics. In this work we quantify the effect of electrothermal feedback on device responsivity and noise for a typical device configuration as in de Visser et al [9].

We also investigate the effect on device performance of intentionally varying the thermal isolation of the device from the bath, which may be expected to change the device dynamic range, responsivity, noise characteristics, or even to control electrothermal feedback and onset of nonlinearities due to readout power heating. In practice, the thermal isolation could be controlled by depositing the superconducting resonator on a membrane only connected to the bulk substrate by thin legs. This principle is already standard for other types of photon detectors such as transition edge sensors [15, 16], and is used in recent KID designs [17–19]. As the context of this work is using superconducting resonators as detectors, we investigate the effects of this thermal isolation on responsivity to signal power and noise.

The model represents the device with an equivalent series electrical circuit and a thermal model of several connected heat capacities with a number of external power sources, dependent not only on the temperatures of each element, and a set of externally controlled parameters. This framework allows the steady-state operating point (set of temperatures and readout output) and the small-signal behaviour about that operating point to be determined. This small-signal analysis allows us to define and calculate the responsivity to signal (pair-breaking photons) power, required for operating these devices as detectors. We also follow [14] in introducing noise sources based on temperature fluctuations, and calculate the resulting noise equivalent power (NEP) as device operating point, electrothermal feedback, and thermal isolation are varied. Other models investigating electrothermal feedback based on bolometer theory exist [20, 21], but we consider this work more general as we are able to simultaneously consider the large and small-signal behaviour of the device, and include more complex thermal configurations beyond a single thermal link between the superconductor and bath. We are therefore able to consider bolometric operating modes, a subject of ongoing work [18, 22].

Our main goal is to discuss the intrinsic limits of KIDs—due to generic resonator behaviour, superconductor response to illumination, and generation-recombination noise—which are independent of substrate material or manufacturing choices. Therefore, we do not include the effects of dielectric losses, which would typically be assumed to be due to two-level systems (TLS) in the substrate. Even when present, TLS effects are significant in the low temperature, low readout power regime, whereas this work focusses on the regime where a moderate or high readout power has heated the superconductor quasiparticles above the bath temperature, when TLS effects are saturated out [23].

In section 2 we describe the model in further detail and its numerical implementation for a typical KID design. Section 3 discusses the dependence of the experimentally relevant measurement outputs on key parameters, in particular focussing on the key questions of how electrothermal feedback and varying the thermal isolation of the device affect device responsivity and noise characteristics.

2. Methods

2.1. Electrical circuit

We represent the electrical behaviour of the device using a series equivalent circuit as illustrated in Thomas et al [14], figure 3. A superconducting film (resistance $R$ and inductance $L$) is coupled by a capacitance $C$ to a driving generator and readout load of impedance $Z_0$.

One of the goals of this work is to be as independent of device geometry as possible. We therefore parametrise the circuit in terms of a resonance frequency $\nu_0 = 1/2\pi\sqrt{LC}$, internal quality factor $Q_I = 2\pi\nu_0 L/R$, and coupling quality factor $Q_C = 4\pi\nu_0 L/Z_0$. Instead of choosing a device geometry and calculating $R$, $L$, and $C$, we specify the generator and load impedance $Z_0$, resonator frequency $\nu_0$ and quality factors $Q_I$ and $Q_C$ at resonance and when the superconductor quasiparticle temperature $T_{qp}$ is equal to the bath temperature $T_b$. This uniquely specifies $R(T_b)$, $L(T_b)$, and $C$.

In this electrical equivalent circuit, the resistance $R$ is attributed entirely to quasiparticle losses within the superconductor, calculated from the real part of the surface impedance $Z_s$. However the inductance $L$ is the sum of the magnetic inductance $L_{mag}$ due to the geometry of the film, as well as that due to the imaginary part of the superconductor surface impedance, $L_i$. As the quasiparticle temperature changes from $T_b$ to $T_{qp}$, we modify the values of $R$ and $L$ as functions of readout frequency $\omega = 2\pi\nu$ as

$$R(\omega, T_{qp}) = R(\omega, T_b) \frac{\text{Re}[Z_s(\omega, T_{qp})]}{\text{Re}[Z_s(\omega, T_b)]},$$  \hspace{1cm} (1)
\[ L(\omega, T_{\text{qp}}) = L(\omega, T_b) + L_s(\omega, T_b) \left( \frac{\text{Im}[Z_q(\omega, T_{\text{qp}})]}{\text{Re}[Z_q(\omega, T_{\text{qp}})]} - 1 \right). \]  \hfill (2)

For the purposes of this paper, both \( R \) and \( L_s \) are related to the surface impedance by the same geometric factor \([24]\), and so for consistency we require
\[ L_s(\omega, T_b) = \frac{1}{\omega} R(\omega, T_b) \frac{\text{Im}[Z_q(\omega, T_b)]}{\text{Re}[Z_q(\omega, T_b)]}. \]  \hfill (3)

Defining the kinetic inductance fraction \( \alpha = L_s(\omega, T_{\text{qp}})/L(\omega, T_{\text{qp}}) \), (3) is equivalent to the known expression for internal quality factor \([8]\)
\[ \frac{1}{\alpha} \frac{\text{Im}[Z_q(\omega, T_{\text{qp}})]}{\text{Re}[Z_q(\omega, T_{\text{qp}})]} = Q_l, \]  \hfill (4)

Considered as an inequality \((\alpha \leq 1)\), (4) gives the lower limit of \( Q_l \) possible in a model with only quasiparticle losses.

The surface impedance \( Z_s \) of a superconducting film is calculated in the local, thick film limit as
\[ Z_s(\omega, T_{\text{qp}}) = \frac{-\omega/\tau_0}{\sqrt{\sigma(\omega, T_{\text{qp}})}}, \]  \hfill (5)

where \( \sigma(\omega, T_{\text{qp}}) = \sigma_1(\omega, T_{\text{qp}}) - i\sigma_2(\omega, T_{\text{qp}}) \) is the complex conductivity calculated using the Mattis–Bardeen equations \([25]\). The specific form of the surface impedance expression is not crucial to the model; the thin film regime \((Z_s \propto \sigma^{-1})\) could equally be considered \([8]\).

For readout frequencies \( \nu_r \) close to the resonance frequency \( \nu_0 \), the de-embedded S-parameters of the transmission \((S_{11})\) and reflection \((S_{21})\) are, as measured at the device plane, are \([14]\)
\[ S_{11}(\nu_r, T_{\text{qp}}) = \frac{-Q_l}{Q_c} \left( 1 + 2i\frac{Q_l}{Q_c} \frac{\nu_r - \nu_0}{\nu_0} \right)^{-1}, \]  \hfill (6)

\[ S_{21}(\nu_r, T_{\text{qp}}) = 1 + S_{11}(\nu_r, T_{\text{qp}}). \]  \hfill (7)

where \( \nu_0 \) is the readout frequency, total quality factor \( Q_l = Q_l/Q_c/(Q_l + Q_c) \), and we emphasise that all of \( \nu_0, Q_l \), and \( Q_c \) are dependent on quasiparticle temperature \( T_{\text{qp}} \). We are able to calculate the scattering parameters as functions of detuning of the readout frequency \( \Delta \nu = \nu_r - \nu_0 \) and quasiparticle temperature \( T_{\text{qp}} \), initialising the calculations with only the device parameters \( Z_0, \nu_0 \), and quality factors \( Q_l \) and \( Q_c \) at \( T_b \), as well as relevant material properties, but with no dependence on a specific device geometry. In test calculations of \( S_{21} \) as a function of readout frequency, as the quasiparticle temperature is increased, the resonance peak shifts to a lower frequency and becomes shallower and broader in agreement with detailed microstrip-based models. As the readout power absorbed by the resonator \( q_R \) is
\[ q_R = P_R (1 - |S_2|^2 - |S_1|^2), \]  \hfill (8)

for an incident readout power \( P_R \), we are now able to proceed to a full electrothermal model.

### 2.2. Thermal configuration

We model the thermal behaviour of a generic KID with three heat capacities: the superconductor quasiparticles, the superconductor phonons, and the substrate phonons, as shown in the block diagram inset of figure 2. Each has its own effective temperature: \( T_{\text{qp}}, T_{\text{ph}}, \) and \( T_s \) respectively. The heat capacity of the superconductor quasiparticles is given by BCS theory \([26]\); while the heat capacity of the superconductor phonons are assumed to follow a Debye model. The substrate material of Si/\( N_i \), an amorphous dielectric, is known to be dominated by TLSs and has a heat capacity linear in temperature \([27]\) such that \( C_s = c V_{\text{sub}} T_s \), where \( V_{\text{sub}} \) is the total volume of the substrate, and \( c = 26.44 \text{ J m}^{-3} \text{K}^{-2} \) is an empirically derived constant for Si/\( N_i \) \([28]\). Three possible external sources of power are included. The device readout, at frequencies below the superconducting gap frequency, heating the quasiparticles \( q_{\text{fl}} \); a signal, of photons at frequencies above the gap frequency, also heating the quasiparticles \( q_{\text{ph}} \); and any power heating the substrate upon which the device is pattered \( q_{\text{s}} \).

The readout power absorbed \( q_R \) has been described in section 2.1. Power flow between the superconductor quasiparticles and phonons \( q_I \) is described by a two-temperature exponential approximation to the total power flow \([11, 12]\). In general, superconductor quasiparticles and phonons interact both by inelastic scattering and by quasiparticle recombination into Cooper pairs. By appropriately integrating the Chang and Scalapino kinetic equations \([29, 30]\) describing the rate of change of the quasiparticle energy distribution due to these interactions, we derived the net power flow due to recombination \( q_{\text{rec}} \), and the total power flow \( q_I \), when \( T_{\text{qp}} \ll T_r \) and \( T_{\text{ph}} < T_{\text{qp}} \) in clean superconductors as
\[ q_I = V \Sigma_{\nu} \left[ T_{\text{qp}} \exp(-2\Delta(T_{\text{qp}})/k_B T_{\text{qp}}) - T_{\text{ph}} \exp(-2\Delta(T_{\text{ph}})/k_B T_{\text{ph}}) \right]. \]  \hfill (9)

\[ q_I = q_{\text{rec}}/\nu_r, \]  \hfill (10)

where \( V = \) the volume of the superconductor, \( \Sigma_{\nu} = \) a material-dependent constant, in this case \( 3.23 \times 10^{10} \text{ W m}^{-3} \text{K}^{-1} \) for Al \([12]\), and \( \Delta(T) \) is the superconducting gap energy at temperature \( T \). This expression for \( q_{\text{rec}} \) has been explored both in understanding nonequilibrium behaviour in resonators \([11, 12]\) and in superconducting tunnel junctions \([31]\). The scattering portion of the power flow could also be described by an approximate expression for a quasiparticle distribution in quasiequilibrium \([31]\), but we find after considering the nonequilibrium quasiparticle distributions resulting from heating by a single frequency microwave tone, it is better accounted for in this case by scaling \( q_{\text{rec}} \) by a factor \( 1/\nu_r \), where \( \nu_r \) is the power and microwave frequency dependent fraction of the total power flow carried by recombination, derivable from the full solutions of the nonequilibrium kinetic equations as outlined in \([11, 12]\). Here, readout frequency does not vary significantly, so only the power dependence of \( \nu_r \) is retained. For Al and a 5 GHz microwave readout, \( \nu_r < 0.6 \) and has a logarithmic dependence on power \([12]\) above power densities of 2.83 mW m\(^{-2}\). The phonon trapping factor \((1 + \eta/\nu_{\text{ph}})\) introduced in \([11]\) is eliminated in favour
of an explicit heat flow term between the superconductor phonons and substrate phonons.

These expressions for $q_I$ and $q_R$ are plotted against quasiparticle temperature $T_{qp}$ in figure 1 for an example resonator. Considering only $T_{qp}$, possible steady state operating points where there is no net power flowing into the quasiparticles are at the intersections of $q_I$ and $q_R$. We note that for negative detuning of the readout frequency ($\Delta \nu < \nu_i - \nu_0 < 0$), in this example there are three possible operating points—two stable and one unstable—indicated by the arrows. On a frequency sweep, this shows as hysteresis with respect to sweep direction of the quasiparticle temperature $T_{qp}$ and hence the scattering parameter $S_2|_{10}$ [9]. We also contrast the superconducting two-temperature exponential model for $q_I$ (10) to a normal state power law electron–phonon expression for metals

$$q_{\text{normal}} = V S_0 (T_{qp}^5 - T_{ph}^5),$$

(11)

with $S_0 = 1.68 \times 10^3 \frac{\text{W}}{\text{m}^3 \text{K}^5}$ for Al from the material properties used. At low temperatures, the normal state power flow is several orders of magnitude greater than the superconducting value from (10). If implemented in calculations, this would reduce or hide the effects of readout power heating.

For the power flow between the superconductor phonons and the substrate phonons we use the Kapitza expression

$$q_P = \Sigma_{\text{ph}} A_{\text{res}} (T_{ph}^4 - T_{\text{ph}}^4),$$

where $A_{\text{res}}$ is the area of the superconducting resonator in contact with the substrate and $\Sigma_{\text{ph}}$ is a material-dependent constant, $850 \frac{\text{W}}{\text{m}^2 \text{K}^4}$ for an Al/Si$_N$ interface [9]. The power flow from the substrate to bath is modelled as effectively limited by narrow legs. The thermal power carried by $S_{\text{ph}}$ is found empirically [32] to be

$$q_P = g_{\text{su}} \kappa_b (T_{su}^4 - T_b^4),$$

where $g_{\text{su}}$ is a geometric factor equal to the ratio of the width to length of the legs, $\kappa_b$ is a material-dependent constant, and the exponent $n$ depends on the detailed physics of the heat flow. Experiments in our group for 200 nm thick Si$_N$ find, typically, $T_b = 60 \frac{\text{pW}}{\text{K}^n}$ and $n = 2$ [15].

Including both the signal power $q_S = \eta_b P_B$ absorbed by the quasiparticles, and heater power $q_H = \eta_H P_H$ absorbed by the substrate phonons, allows consideration of both a direct photon detection mode of operation, and a bolometric mode in which the KID resonator is thermally coupled to some other absorbing system. In this work, we assume the absorbed power is simply the incident power ($P_S$ and $P_H$) multiplied by an efficiency ($\eta_b$ and $\eta_H$) but in general more complex models for absorbed power could be incorporated.

Following [14], we combine the elements into a temperature vector $\mathbf{T}$, a heat capacity matrix $C_0(\mathbf{T}, \mathbf{v})$ and a power flow vector $\mathbf{q}(\mathbf{T}, \mathbf{v})$ which describes the net power flow into each element of the model. The vector $\mathbf{v}$ includes all other parameters which do not depend on temperature, such as readout frequency $\nu_i$, readout applied power $P_R$, signal frequency $\nu_s$, signal power $P_s$, and power into the substrate $P_H$. Finding the steady-state operating point of the device involves finding the temperature vector $\mathbf{T}_0$ such that $\mathbf{q}(\mathbf{T}_0, \mathbf{v}_0) = \mathbf{0}$, for a given parameter vector $\mathbf{v}_0$. The effective thermal conductance matrix $C_0 = -\frac{1}{\partial q_I/\partial T_{hi}}$ then includes all contributions to the dynamical behaviour of the device, including electrothermocal feedback. Typical values for the heat capacities $C$ and thermal conductances $G$ are provided in the block diagram inset of figure 2. The substrate–bath conductance $G_{hi}$ is varied by changing the geometry factor $g_{\text{su}}$ over a few orders of magnitude.

The dynamical behaviour of the device about the chosen operating point is described by

$$\frac{\partial \Delta \mathbf{T}(t)}{\partial t} = -C_0^{-1} \cdot G_0 \cdot \Delta \mathbf{T}(t),$$

(12)

which can be analysed in the frequency domain as an eigenvalue problem. The modes and dynamical time constants are found by diagonalising $G_0^{-1} \cdot C_0$. As $G_0$ is not diagonal, the effective time constants may be quite different from the time constants expected from $C/G$ of any individual elements. There are three dynamical modes: in the regime where the limiting conductance is the quasiparticle–phonon cooling $q_S$, the modes are a fast cooling of the superconductor phonons into the substrate phonons; a moderately slow cooling of the entire device into the bath; and a slow cooling of the superconductor quasiparticles into the superconductor phonons. In general in this regime we find $T_{hi} > T_{ph} \approx T_{su} \approx T_b$. Figure 2 shows how the three time constants associated with these change as the device’s thermal isolation from the bath is increased, by changing the geometric factor $g_{\text{su}}$ associated with the substrate–bath conductance $G_{hi}$. As $G_{hi}$ is reduced, the dynamical modes change so that the overall device cooling is slower than the superconductor quasiparticle to phonon...
cooling, and now we find \( T_{ph} > T_0 \) and \( T_{in} > T_0 \). In the figure, the time constants are labelled based on the heat capacities and conductances involved in the modes they are associated with; for example, \( \tau_1 \), the smallest time constant, is the eigenvalue for the fastest dynamical mode involving power flowing from the superconductor phonons into the substrate phonons, as for typical parameters this involves a large conductance \( G_P \) compared to the quasiparticle–phonon conductance \( G_I \) [9].

2.3. Numerical implementation

The software implementation of the model contains two parts: finding the operating point given a set of parameters (‘large-signal’), and linearising the behaviour of the device in response to small perturbations about that operating point (‘small-signal’). Low temperature (\( T \ll T_c \), the superconducting critical temperature) analytical approximations for superconductor complex conductivity [26] and Debye phonon heat capacity were used. Superconductor quasiparticle heat capacity and superconducting energy gap were calculated by numerical integration, assuming the quasiparticle energy distribution could be approximated by Fermi functions at the quasiparticle effective temperature \( T_{qp} \) [26]. Solving for the operating point \( \mathbf{q}(T, \nu) = \mathbf{0} \) for \( T = [T_{ph}, T_{in}, T_{out}] \) given \( \nu = [P_R, \nu_I, P_S, \nu_S, P_H] \) was done by multidimensional Newton–Raphson iteration with a quadratic line search [33], and with all temperatures bounded between \( T_b \) and \( T_c \).

Analytical expressions for derivatives were used, except for \( \partial S_3 / \partial T \) and \( \partial S_{ph} / \partial T \) which were approximated numerically using first-order central differences. In some cases, we want the operating point to follow the resonant frequency even as it changed with quasiparticle temperature or other parameters. However, the steady state operating point is needed to calculate the resonant frequency, and changing the readout frequency changes the operating point. Therefore these calculations, described as at fixed detuning rather than at a fixed readout frequency, were done by iteratively solving for the operating point and appropriate readout frequency, until the relative readout frequency change in one iteration was less than \( 10^{-9} \).

2.4. Modelled device parameters

In this work, we consider a device configuration in which an Al superconducting resonator is patterned on a Si, N, membrane, which in turn is suspended by thin Si, N, legs from the surrounding bulk substrate. The device consists of a resonator of dimensions \( 4 \text{ mm} \times 3 \mu \text{m} \times 200 \text{ nm} \), patterned on a Si, N, membrane of the same dimensions, connected effectively by a single thin Si, N, leg of dimensions \( 2 \mu \text{m} \times 100 \mu \text{m} \times 200 \text{ nm} \) to the thermal bath, which is always at \( T_0 = 0.1 \ T_c = 0.118 \text{ K} \). The superconducting Al was set to have a zero-temperature energy gap of \( \Delta_0 = 180 \mu \text{eV} \), critical temperature \( T_c = 1.18 \text{ K} \), and residual resistivity \( \rho_0(0 \text{ K}) = 5.8 \times 10^{-9} \text{ \Omega m} \), all typical of films deposited by our group [2].

At a bath temperature \( T_b = 0.1 \ T_c \), and a resonance frequency of \( \nu_0 = 5 \text{ GHz} \), we require \( Q_I \geq 10^8 \) from (4). In all the simulations reported here we choose \( Q_I(T_b) = 6 \times 10^8 \) and \( Q_C(T_b) = 3 \times 10^5 \), with a generator/load impedance \( Z_0 = 50 \text{ \Omega} \). In real experimental data, observed \( Q_I \) is typically limited to below \( 10^6 \) due to dielectric losses in the substrate [8], neglected in this model as we are interested in the intrinsic limits of the superconducting device. However, we emphasise \( 6 \times 10^8 \) is the value of \( Q_I \) in this model at the bath temperature and zero incident power; at a typical operating point, when \( T_{qp} > T_b \), \( Q_I \) is reduced to experimentally accessible values, and we would expect dielectric losses to be saturated out.

We assume the incident signal power \( P_S \) is dissipated in the quasiparticles with 100% efficiency (\( \eta_S = 1 \)), independent of signal frequency, as with the incident power \( P_H \) on the substrate (\( \eta_H = 1 \)). We also ignore any cable loss or change to the signal from the mixer or filtering (\( R_I, R_Q, R_m = 1 \) from [14]).

3. Results

3.1. Operating point

By sequentially solving for the operating point, we calculate how the operating point changes as we sweep the readout frequency, both in the forward and reverse directions. The inset of figure 3 plots the scattering parameter \( |S_{21}| \) for forward and reverse frequency sweeps at three different incident

---

**Figure 2.** Variation of the dynamical time constants (from the eigenvalues of (12) in the frequency domain) as the device thermal isolation from the bath is decreased by changing the geometry factor \( g_{in} \). With \( P_b = 25 \text{ fW} \), and zero readout frequency detuning \( (\nu_I = \nu_0(T_{out})) \). Inset: block diagram of the thermal model of a generic kinetic inductance detector with thermal isolation. Three heat capacities, each with its own effective temperatures \( T_c \), and relevant power flows \( q_i \) are considered. Typical heat capacities \( C \) and thermal conductances \( G \) for the device design and operating conditions described in the text are labelled.
readout powers. At the highest readout power plotted, the forward (solid line) and reverse (dashed line) do not follow the same path—readout power heating induced hysteresis [10]. The exact readout power at which hysteresis appears is dependent on the resonator volume, as well as the efficiency with which the resonator couples to the readout line, and the bath temperature. At optimal coupling $Q_I = Q_C$, and for low bath temperatures, we expect larger effects due to heating, and so visible nonlinearities at lower powers.

In practice, an IQ readout is usually used for reading out the device, which allows measurement of both the amplitude and phase of the readout tone as the in-phase and quadrature outputs. The main plot of figure 3 shows the same frequency sweep as the inset, now plotted in the IQ plane. For a perfectly symmetric resonance, a frequency sweep traces out a circle. As the readout power increases, increasing the quasiparticle temperature, the circle radius decreases; at the highest powers, the circle distorts and shows hysteresis between the readout frequency up (solid line) and down (dashed line) sweeps.

This phenomena is similar in effect, but different in source, to hysteresis due to the intrinsic nonlinearity of the kinetic inductance [8, 34], which is not included in this work, as the emphasis here is on electrothermal feedback due to readout power heating. In particular, readout power heating causes a dissipative nonlinearity which causes both a resonant frequency shift and a significant change in the depth of the resonance [10], whereas a purely reactive nonlinearity such as the kinetic inductance nonlinearity causes primarily a shift in resonance frequency [34]. Microscopically, the heating effect corresponds to the heating of quasiparticles by the microwave field, while the intrinsic kinetic inductance nonlinearity corresponds to the changes in the Cooper pair states due to the microwave field [35]. Which phenomenon is more significant depends on the detailed geometry of the device, as the heating effect is a function of the absorbed power density, while the kinetic inductance nonlinearity is a function of the current density.

Typically, the limiting thermal conductance is the quasiparticle to phonon conductance $G_T$. The steady-state operating point therefore usually has $T_{qp} > T_{ph} \approx T_{su} \approx T_b$. We plot the operating point temperatures in figure 4 as a function of readout frequency detuning; the largest readout power absorbed, and consequently heating, is at zero detuning. If we increase the thermal isolation of the device from the bath by decreasing $g_{su}$ and hence $G_T$, the operating point shifts so both $T_{ph} > T_b$ and $T_{su} > T_b$, but still $T_{qp} \approx T_{su}$; interestingly, however, $T_{qp}$ does not change by the same magnitude—when there is significant quasiparticle heating, $T_{qp}$ is isolated from changes to the other temperatures. This is due to the functional form of $G_T$ being highly nonlinear even for moderate absorbed powers; if we instead use the normal-state power law expression (11), $T_{qp}$ changes by the same amount as $T_{ph}$ and $T_{su}$, as in a linear system where $G$ is constant. This effect may be useful for isolating the responsivity of the device from small changes in bath temperature, a potential source of noise.

---

**Figure 3.** IQ mixer outputs during up (solid) and down (dashed) sweeps of readout frequency, at selected incident readout powers $P_R$. At high readout powers, hysteretic behaviour is observed—the up and down frequency sweeps follow different trajectories in the IQ plane. Inset: the forward scattering parameter $|S_{11}|$ measured at the device plane for the same frequency sweeps.

**Figure 4.** Steady-state temperatures of superconductor quasiparticles ($T_{qp}$), superconductor phonons ($T_{ph}$), and substrate phonons ($T_{su}$) as a function of readout frequency detuning ($\Delta \nu = \nu_I - \nu_r$), at three different values for the thermal conductance of the device to the bath (by changing $g_{su}$). Maximum heating is at zero detuning. Increasing the thermal isolation of the device increases $T_{ph}$ and $T_{su}$ but not $T_{qp}$. With $P_b = 0.2$ fW.
3.2. Small-signal analysis

Once the operating point of the device is fixed, we can consider the response to small perturbations. Linearising the IQ-response about the operating point for small time-dependent changes in the parameter vector $\Delta \mathbf{v}(f)$, we find

$$
\Delta I(f) = F_I(f) \mathbf{v} \cdot \mathbf{K}_0(f) \cdot \Delta \mathbf{v}(f) + H_I(f) \frac{\Delta P_R(f)}{2P_R},
$$

(13)

$$
\Delta Q(f) = F_Q(f) \mathbf{v} \cdot \mathbf{K}_0(f) \cdot \Delta \mathbf{v}(f) + H_Q(f) \frac{\Delta P_R(f)}{2P_R},
$$

(14)

in the frequency domain. $F_{I,Q}(f)$ describes the $I$ and $Q$ response to changes in quasiparticle temperature; $K_0(f)$ maps changes in the parameter vector $\mathbf{v}$ to changes in the temperature vector $\mathbf{T}$; and $H_{I,Q}(f)$ describes the change in $I$ and $Q$ directly due to changes in readout power, independent of quasiparticle temperature. A full derivation and discussion is available in [14].

Full expressions for the readout contributions to $K_0$ in Thomas et al [14] account for the resonator dynamics—in particular, its electrical response time $Q_T / V_0$. This introduces imaginary components in the frequency domain, and physically corresponds to the possibility of energy oscillating between the electrical and thermal systems. All other contributions to $K_0$ are assumed quasistatic, and so are entirely real.

We identify the contribution to $G_0$ from $G_R = -\partial q_R / \partial T_{qp}$ as the electrothermal feedback. As shown in figure 5, $G_R$ has the opposite sign to the other contributions to the quasiparticle temperature-dependent elements of the thermal conductance matrix $\{G_0\}_{1,1} = G_{qp}$, and so has the effect of reducing the net effective thermal conductance from the quasiparticles to the superconductor phonons. In principle, it may be possible to find a device operating point where the contribution of electrothermal feedback is made into negative feedback, and so enhances the net effective thermal conductance, by varying the readout frequency, device quality factors and readout powers. However, stable device operation is only possible for a limited range of parameters, and we find for this device configuration the contribution of electrothermal feedback is consistently positive.

At high readout power, when the operating point (in particular $T_{qp}$) is asymmetric about the resonance frequency due to readout power heating, $G_R$ is also asymmetric about the resonance frequency.

$K_0(f)$ maps small changes in the parameter vector $\mathbf{v}$ to changes in the temperature vector $\mathbf{T}$. Its bandwidth is determined by the time constants associated with the dynamical cooling modes of the device. We can compare the magnitude of the response to changes in signal power to changes in substrate heating power to understand the operation of the device as a phonon-mediated detector, where a separate structure absorbs the primary signal and is connected to the device substrate only thermally, and so substrate phonons must carry power to the KID for detection [18, 22]. Figure 6 shows the photon signal power response in (a) is several orders of magnitude greater than the substrate heating power response in (b). This would again appear to be due to the nonlinearity of the quasiparticle–phonon conductance effectively isolating the quasiparticle temperature from the rest of the device—if using the normal-state power law expression $D_\nu = \lambda_0 - \nu_0$, $G_R = -\partial q_R / \partial T_{qp}$ (solid) is the contribution of electrothermal feedback to the effective thermal conductance, and $G_{qp} = -\partial q_{qp} / \partial T_{qp} + \partial \nu_0 / \partial T_{qp}$ (dashed) is the total component of thermal conductance dependent on quasiparticle temperature. (b) At high readout powers, $T_{qp}$ asymmetry about the resonant frequency also leads to an asymmetric $G_R$.

3.3. Responsivity

To quantify the responsivity of the device to signal power $P_S$, we can investigate the expressions $\Delta I / \Delta P_S$ and $\Delta Q / \Delta P_S$, where $\Delta I$ and $\Delta Q$ are the changes in the $I$ and $Q$ outputs for a change in signal power $\Delta P_S$. We can consider the resulting trajectory in the IQ plane, combining these two expressions to obtain a direction of maximum responsivity. A single frequency modulation in signal power creates an ellipse centred on the operating point. The major and minor axes of this
When the resonance is asymmetric due to readout power and zero detuning of readout frequency, and the response is limited by the electrical bandwidth of the resonator, the overall device bandwidth is limited by the electrothermal dynamical response time of the device. If we consider a Langevin source such that $\nu_f$ varies with the absorbed substrate phonons, and the other is the cooling of the entire device into the bath.

One of the primary aims of this work is to extract from the model the dependence of the responsivity on electrothermal feedback and the thermal isolation of the device. If we construct an effective overall thermal conductance between the quasiparticles and the bath $G_{\text{total}}$, which must always be positive at a stable operating point, we would expect the responsivity essentially depends on the inverse of this effective thermal conductance, $1/G_{\text{total}}$, as in standard bolometer theory. Therefore the effect of feedback—under typical conditions, a negative contribution reducing the positive $G_{\text{total}}$—is to increase responsivity, and this is confirmed by the detailed model as shown in figure 7. For a symmetric resonance, the maximum responsivity is obtained at zero detuning, when the readout frequency $\nu_f$ is equal to the resonant frequency $\nu_0(T_{\text{op}})$. When the resonance is asymmetric due to readout power heating, the optimal readout frequency may be below the resonant frequency, also shown in figure 7. Readout schemes exploiting nonlinear, asymmetric resonances may be possible for devices operating within a carefully controlled parameter space.

Since the responsivity $\propto G_{\text{total}}^{-1}$, decreasing the effective thermal conductance of the device by increasing the thermal isolation from the bath also increases the magnitude of the responsivity. Figure 8 shows this as well as the corresponding decrease in the device response bandwidth. When the substrate-bath conductivity $G_s$ is decreased by a factor of $10^3$, so it is comparable to the superconductor quasiparticle–phonon conductance $G_p$, the device response bandwidth shows two separate time constants; in this case one is associated with cooling of the quasiparticles into the superconductor and substrate phonons, and the other is the cooling of the entire device into the bath.

### 3.4. Noise and NEP

Noise is introduced into the model in a way similar to equilibrium analysis—we consider a Langevin source such that the internal energy of each of the thermal elements fluctuates according to its temperature

$$\langle \Delta U(t) \Delta U(t') \rangle = k_B C_0 \cdot T_0 \cdot \Delta T_0.$$
where \( \{ T_0 \}_{nn} = \{ T_0 \}_{mm} \) is a diagonal matrix constructed from \( T_0 \). This leads to a noise power vector \( \Delta P \) added to the power flow vector \( q \), with spectral power density \([14]\)

\[
\langle \Delta P(f) \Delta P(f)' \rangle = 2k_b\left( G_0 \cdot T_0 + T_0 \cdot G_0 \right) T_0 \cdot G_0 \cdot T_0 \cdot G_0 \cdot T_0 \). \tag{18}
\]

This expression can be compared to the expression for noise power limited by phonon fluctuations in a thermal conductance \( G \), well known in bolometer theory \([15]\), of \( \langle \Delta P(f) \Delta P(f)' \rangle = 4k_b T^2 G \). We note that in the IQ output, this noise corresponds only to noise in one direction in the IQ plane, as the only source is temperature fluctuations in \( T_{qp} \).

This fluctuation in quasiparticle effective temperature is, microscopically, the generation–recombination noise of the superconductor quasiparticles \([36]\). However, there are three important points: this expression should be evaluated at the effective temperature of the quasiparticles \( T_{qp} \), which may be significantly higher than the bath temperature \( T_b \); the overall noise is scaled by \( 1/T_{qp} \), as in addition to quasiparticle recombination, there is also quasiparticle–phonon scattering contributing to a fluctuation in the effective temperature; and finally, the electrothermal feedback further changes the effective \( G \) and so changes the magnitude of the observed noise. The overall effect of the first two factors is to increase the noise estimates over a calculation assuming \( T_{qp} = T_b \), while the electrothermal feedback then reduces it slightly. Overall, we find for typical conditions the noise power is higher than an estimate assuming \( T_{qp} = T_b \). We must also distinguish the noise in the power flows (18), which reduces due to electrothermal feedback, compared to the consequent noise in the IQ output, which includes the electrical and thermal responsivity \([14]\) and is increased overall by the electrothermal feedback. The noise in the IQ output is plotted in figure 9, with and without the effects of electrothermal feedback. Assuming a uniform spectrum for the temperature fluctuations as for Langevin sources, the bandwidth of the noise in the IQ output is determined by the same dynamical time constants as the responsivity.

NEP is a common figure of merit for detectors; it is defined in this case for signal power into a detector as

\[
\text{NEP} = \frac{\sqrt{\Delta x \Delta x'}}{dx/dP_S}, \tag{19}
\]

where \( x \) is the output as experimentally measured, for example the IQ output. Lower NEPs correspond to more sensitive detectors; KIDs were originally proposed to operate at NEPs below \( 10^{-10} \text{ W Hz}^{-1/2} \) \([1]\). The NEP contribution from the intrinsic noise of the device is plotted in figure 10, as a function of the modulation frequency of the signal power. Since in this model the axis of thermal noise in the IQ plane and the axes of maximum and minimum IQ responsivity to signal power do not need to align, the NEP contribution is split up into two components along \( A \) and \( B \). The NEP contribution is flat within the response bandwidth of the device, then increases outside that bandwidth.
Figure 10. Noise-equivalent signal power (NEP) in IQ output, contribution from intrinsic temperature fluctuations, along the directions of A (solid) and B (dashed) from (16) in the IQ plane, with and without the effects of electrothermal feedback. NEP peaks at the limits of the response bandwidth of the device. Electrothermal feedback reduces the effective thermal conductance and so reduces the NEP. With zero detuning of readout frequency, and $P_k = 2 \text{mW}$. There would also be other noise sources, for example from the readout system or photon noise, which would also limit the achievable NEP. At low frequencies in particular, there can be a significant $1/f$ component to the noise [37], constraining the performance of very narrow bandwidth devices with high thermal isolation or $Q$-factors. Overall we find the contribution of intrinsic thermal noise to NEP, as measured in the IQ output, increases with the effective total thermal conductance as $\text{NEP} \propto G_{\text{total}}^{-1/2}$. This means that the electrothermal feedback reducing $G_{\text{total}}$ has a net benefit, reducing the NEP, as shown in figure 10. For comparison, the NEP of a bolometer limited by phonon noise in a thermal conductance [16] $G$ is $\sqrt{4k_B T^2 G}$ in equilibrium.

4. Conclusions

Both the large-signal operating point and small-signal device behaviour of a KID may be affected by readout power heating of the superconductor quasiparticles—electrothermal feedback. Implementing a general, extensible model of a typical KID allows us to investigate the effect on device behaviour. The steady-state operating point, for a given readout frequency and applied readout power, clearly shows the effects of readout power heating, which can be increased by increasing the thermal isolation of the device. This readout power heating and electrothermal feedback lead to nonlinear resonances, asymmetric about the resonant frequency; at high readout powers, we observe hysteresis and multiple stable operating points. Two regimes of operation are possible; one in which the superconductor quasiparticle–phonon thermal conductance is the limiting factor, and so the superconductor phonons and substrate phonons are approximately at the bath temperature; and one in which the substrate-bath thermal conductance is the limiting factor, and in steady-state operation the superconductor phonons and substrate phonons may be significantly above the bath temperature. We find that when quasiparticle heating is significant, the nonlinear functional form of the quasiparticle–phonon thermal conductance appears to isolate the quasiparticle temperature from other parameters, such as substrate heating power and bath temperature. This effect will be explored and quantified in further work.

Linearising the behaviour of the device about the steady-state operating point, we consider the ellipses created in the IQ plane by sinusoidal modulations of the temperature-independent parameters, and define the optimal responsivity of the device by finding the two principal axes. Following this readout strategy allows us to show that the maximum responsivity is at the resonant frequency when readout power heating is not significant, but slightly below when heating is significant. The device output responsivity to signal (pair-breaking) power is inversely proportional to the effective overall conductance from the quasiparticles to the bath $G_{\text{total}}^{-1}$, as is the noise squared in the IQ output due to temperature fluctuations. This leads to a NEP $\propto G_{\text{total}}^{1/2}$. Therefore increasing the thermal isolation of the device while keeping quasiparticle temperature constant (for example by reducing readout power), decreasing the effective thermal conductance from the superconductor quasiparticles to the bath decreases the NEP of the device. For typical operating conditions we also find the contribution of electrothermal feedback to be positive, reducing the overall thermal conductance, and so helping to reduce the NEP of the device. However, there are tradeoffs between reducing thermal conductance and the dynamic range and bandwidth, as well as between the increased noise from a higher quasiparticle temperature, and responsivity to bath temperature fluctuations. For highly thermally isolated devices, we also expect nonlinearities will become prominent at lower absorbed powers. These conclusions may inform device design of the next generation of KIDs attempting to reach NEPs of $10^{-20}$ W Hz$^{-1/2}$, required by a range of far-infrared astronomy applications [15].

The extensible nature of this model leaves many possible avenues for further work, including investigating how background signal loading affects device performance; including more noise sources, for example from the readout system or phase noise, and calculating their effect on NEP and the optimal readout scheme; and including other common nonlinear phenomena affecting KIDs, such as the intrinsic nonlinearity of kinetic inductance due to the change in Cooper pair states in superconductors carrying high currents, and the TLSs which are significant at low readout powers. The power dependence of the TLS losses would in fact constitute a different feedback mechanism. If appropriate expressions for TLS heat capacity and power flows were derived, the same model described here could be used to compare TLS feedback with readout power heating feedback. Although not
considered here, the model is also applicable to devices intended to detect pulsed signal power, and so may be useful in calculating expected pulse shapes for high-energy photon detection applications.
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