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Abstract

The gauge/string dualities have drawn attention to a class of variational problems on a boundary at infinity, which are not well defined unless a certain boundary term is added to the classical action. In the context of supergravity in asymptotically AdS spaces these problems are systematically addressed by the method of holographic renormalization. We argue that this class of a priori ill defined variational problems extends far beyond the realm of holographic dualities. As we show, exactly the same issues arise in gravity in non asymptotically AdS spaces, in point particles with certain unbounded from below potentials, and even fundamental strings in flat or AdS backgrounds. We show that the variational problem in all such cases can be made well defined by the following procedure, which is intrinsic to the system in question and does not rely on the existence of a holographically dual theory: (i) The first step is the construction of the space of the most general asymptotic solutions of the classical equations of motion that inherits a well defined symplectic form from that on phase space. The requirement of a well defined symplectic form is essential and often leads to a necessary repackaging of the degrees of freedom. (ii) Once the space of asymptotic solutions has been constructed in terms of the correct degrees of freedom, then there exists a boundary term that is obtained as a certain solution of the Hamilton-Jacobi equation which simultaneously makes the variational problem well defined and preserves the symplectic form. This procedure is identical to holographic renormalization in the case of asymptotically AdS gravity, but it is applicable to any Hamiltonian system.
1 Introduction

Holographic dualities have been at the center of some of the most fascinating developments in theoretical physics in recent years, and holographic renormalization \cite{1,2,3,4,5,6,7,8,9} was developed as an integral part of the dictionary relating observables on the two sides of such dualities. This historical perspective is probably behind the widespread belief that holographic renormalization is a procedure that is applicable exclusively in the context of holographic dualities. In this article we aim to demonstrate that this is not quite true.

We will see that the issues which holographic renormalization is designed to address arise in a wide class of Hamiltonian systems, with or without gravity, which do not necessarily admit an obvious holographically dual description. The ubiquitous common feature of these systems is that the variational problem with time-independent initial/final conditions at past/future infinity along some suitable Hamiltonian ‘time’ $t$ – not necessarily the physical time – is a priori ill defined. In order to make the variational problem well defined one needs to consider variations that asymptotically approach generic solutions of the equations of motion. The space of such asymptotic solutions must necessarily inherit a well defined symplectic form from that on phase space. Note that this is a very non trivial requirement. It means that the asymptotic solutions must be sufficiently general and often it forces us to reparameterize the asymptotic solutions in terms of different degrees of freedom. Such a reparameterization of the degrees of freedom is generically mandatory when the asymptotic form of the solutions depends on the Laplacian in the transverse directions. As we will see below, this happens in the case of a massless scalar field in flat Euclidean space. In order to construct a space of asymptotic solutions that carries a well defined symplectic form one must decompose the scalar in terms of an infinite set of symmetric traceless tensors. Another example is Type IIB supergravity on asymptotically $AdS_5 \times S^5$ backgrounds. Again the asymptotic form of the solutions depends on the Laplacian on the $S^5$ and so the construction of the space of asymptotic solutions with a well defined symplectic form makes it mandatory to decompose the ten dimensional...
fields in $S^5$ harmonics. The Kaluza-Klein reduction, therefore, is a consequence of the construction of a well defined space of asymptotic solutions. In particular, the boundary terms that make the variational problem well defined must be formulated in terms of the KK fields and not the ten dimensional fields.

Once the space of asymptotic solutions has been constructed, the variational problem in phase space can be mapped to one in the space of asymptotic solutions. This is achieved by adding a suitable boundary term on the initial-final surface, which is systematically derived as a certain solution of the Hamilton-Jacobi equation. It is crucial, however, that the Hamilton-Jacobi equation and hence the boundary term be formulated in terms of the degrees of freedom that parameterize the space of asymptotic solutions carrying a well defined symplectic form. This ensures that the resulting boundary term not only makes the variational problem well defined, but also preserves the symplectic form. As we will show, the addition of such a boundary term amounts to a canonical transformation that asymptotically, i.e. as $t \to \infty$ or $t \to -\infty$, diagonalizes the symplectic map, $\varphi_t^*$, between the cotangent bundle of phase space and the cotangent bundle of the space of asymptotic solutions. The diagonalization of this map is precisely what allows us to map the variational problem in phase space to one on the space of asymptotic solutions.

It should be emphasized that making the classical variational problem well defined, automatically makes the full quantum path integral well defined, which follows from the fact that we are integrating over paths that asymptotically approach classical solutions and, hence, the WKB approximation is asymptotically exact. In many respects, the above construction can be understood as computing the ground state wavefunctional of the system. In gravity this amounts to computing the Hartle-Hawking wavefunction of the ground state [10]. A similar situation arises in the computation of the wavefunction corresponding to the identity operator in Liouville theory when evaluating the path integral over the disc with no insertions [11]. In Liouville theory this wavefunction is non normalizable and so it does not define a state, but even in CFTs where this path integral does define a state in the Hilbert space, one needs to add a suitable boundary term in order to define the path integral on a disc of infinite radius. We will see this explicitly in the last section, where we work out this construction for the free boson CFT.

This procedure of making the variational problem well defined, which by a slight abuse of terminology we will continue to call ‘holographic renormalization’, is applicable in principle to any Hamiltonian system in non compact spaces. The prescription given above is extremely general. Its successful implementation, however, is contingent upon the construction of the space of asymptotic solutions with a non degenerate symplectic form, which is more difficult in some systems than in others. Besides the systems we discuss below, we expect this construction to be applicable, for example, to asymptotically flat gravity, higher dimensional supergravity in various backgrounds, D-branes with non trivial embeddings, as well as strings in general backgrounds. Some of these systems will be discussed elsewhere [12][13].

As we already mentioned, this procedure of making the variational problem well defined is intrinsic to the system whose variational problem we are considering. In particular, it makes no reference to a holographically dual theory – it does not require the existence of a holographic duality, nor does it imply the existence of such a duality. However, we claim that when such a holographic duality does exist, then making the variational problem of the ‘bulk’ theory well defined automatically leads to the correct observables of the holographically dual theory. This can be seen, for example, from applying our procedure to Type IIB supergravity on asymptotically $AdS_5 \times S^5$ backgrounds [13]. As we discussed above, constructing the space of asymptotic solutions with a well defined symplectic form forces us to decompose the ten dimensional fields in terms of $S^5$ harmonics, leading to the correct spectrum of (BPS) operators of $\mathcal{N} = 4$ super Yang-Mills. Moreover, the canonical transformation that is induced by the boundary term involving the five
dimensional fields leads to the AdS/CFT dictionary, where the fields induced on the boundary by the five dimensional fields are identified with the sources of the dual operators, while their renormalized one point functions are identified with the canonically transformed conjugate momenta.

The rest of the paper is organized as follows. In section 2 we argue that many of the essential features of the general class of problems we want to address arise even in the simplistic context of a one dimensional point particle in a certain class of potentials that are unbounded from below, yet allow the Hamiltonian to be self-adjoint, such that there is still a well defined unitary time evolution operator. We use this toy example to demonstrate the connection between the variational problem at infinite future and canonical transformations, and to explicitly demonstrate the effect of holographic renormalization on the quantum path integral. In section 3 we then discuss a number of physically more interesting examples and make the connection between the boundary term required to make the variational problem well defined and the canonical transformation that asymptotically diagonalizes the symplectic map $\varphi^*_t$. The examples we consider are a scalar field in a fixed AdS or flat Euclidean background, asymptotically AdS gravity, and finally strings in flat and anti de Sitter spaces.

## 2 Holographic renormalization of point particles

Consider a point particle in one space dimension described by the classical action

$$ S = \int_0^t dt' L = \int_0^t dt' \left( \frac{1}{2} \dot{q}^2 - V(q) \right). \tag{2.0.1} $$

The Hamiltonian

$$ H = \frac{1}{2} p^2 + V(q), \tag{2.0.2} $$

where $p = \dot{q}$, is conserved and hence the time it takes for a particle of energy $E$ to travel from $q_0$ at time $t_0$ to $q$ at time $t$ is given by

$$ t - t_0 = \int_{q_0}^{q} dq' \frac{dq'}{\sqrt{2(E - V(q'))}}. \tag{2.0.3} $$

We will be interested in potentials $V(q)$ for which the integral on the RHS diverges as $q \to \infty$, so that the particle reaches infinity at infinite time. Quantum mechanically, this condition translates to the statement that the Hamiltonian does not require a self-adjoint extension [15][16]. Importantly, in this case, although the energy eigenstates are not $L^2$-normalizable, they are still $\delta$-function normalizable.

1. This holds irrespectively of whether the potential goes to $-\infty$, a constant, or vanishes as $q \to \infty$, provided the RHS of (2.0.3) diverges. For the case $V(q) \to -\infty$ specifically, which we will focus on below, the spectrum of the Hamiltonian is continuous and energy eigenfunctions, $\psi_E(q)$, satisfy

$$ \int_{-\infty}^{\infty} dq \psi_E^*(q) \psi_{E'}(q) \sim \int_{-\infty}^{\infty} dq \frac{dq'}{\sqrt{-2V(q)}} \exp \left( -i(E - E') \int_{-\infty}^{q} dq' \frac{dq'}{\sqrt{-2V(q')}} \right) \propto \delta(E - E'). \tag{2.0.4} $$
2.1 The variational problem

Let us now examine a generic variation of the action (2.0.1). We have,

\[ \delta S = -\int_0^t dt' (\ddot{q} + V'(q)) \delta q + L \delta t + p \delta q \]
\[ = -\int_0^t dt' (\ddot{q} + V'(q)) \delta q + (p \dot{q} - H) \delta t + p \delta q, \]

(2.1.1)

where we do not consider boundary terms at \( t = 0 \) as they are irrelevant for our present discussion. We focus instead on the boundary conditions at \( t \). The usual variational problem is defined by keeping \( t = t_0 \) fixed and \( \delta q = 0 \) at \( t = t_0 \). These boundary conditions though are not well defined when we want to consider the variational problem for \( t \in [0, \infty) \). Clearly, if we send \( t \to \infty \) we cannot require that \( \delta t = 0 \). It follows that in order to be able to impose the time independent Dirichlet boundary condition \( \delta q = 0 \) at \( t = \infty \) we must add a boundary term, \( S_b(q(t)) \), to the action. The variation of the total action will then be

\[ \delta(S + S_b) = -\int_0^t dt' (\ddot{q} + V'(q)) \delta q + (p \dot{q} - H) \delta t + p \delta q + S_b'(q)(\delta q + \dot{q} \delta t) \]
\[ = -\int_0^t dt' (\ddot{q} + V'(q)) \delta q + ((p + S_b'(q)) \dot{q} - H) \delta t + (p + S_b'(q)) \delta q. \]

(2.1.2)

The condition that determines \( S_b(q) \) is that the coefficient of \( \delta t \) should vanish as \( t \to \infty \). Namely,

\[ (p + S_b'(q)) \dot{q} - H = L + \dot{S}_b(q) = \frac{d}{dt} (S + S_b) \xrightarrow{t \to \infty} 0. \]

(2.1.3)

We therefore arrive at a general condition for the variational problem to be well defined at \( t = \infty \): The action (2.0.1) admits a time independent Dirichlet boundary condition at \( t = \infty \) if and only if

1. the potential is such that generic solutions of the equations of motion satisfy \( q(t) \xrightarrow{t \to \infty} \infty \),
2. there exists an energy independent function \( S_b(q) \) such that (2.1.3) holds for any solution with \( q(t) \xrightarrow{t \to \infty} \infty \).

We demand that \( S_b(q) \) does not explicitly depend on the energy \( E \) since the same \( S_b(q) \) must ensure that (2.1.3) holds for all solutions satisfying \( q(t) \xrightarrow{t \to \infty} \infty \). Moreover, note that if there exists a boundary term \( S_b \) that ensures that \( |S + S_b| < \infty \) as \( t \to \infty \), then condition (2.1.3) is automatically satisfied. This result is a direct demonstration of the connection between the finiteness of the on-shell action, which was the historical motivation for holographic renormalization, and the requirement that the variational problem at infinity be well defined, which was first observed in [17] in the context of gravity in asymptotically locally AdS spaces. However, condition (2.1.3) for the variational problem to be well defined is slightly weaker than the stronger condition that \( S + S_b \) admit a finite limit at infinity \(^2\).

As we now show, the point particle example is simple enough to allow us to classify all actions (2.0.1) admitting time independent Dirichlet boundary conditions at \( t = \infty \) and to determine explicitly the corresponding boundary term \( S_b(q) \). In fact, as it turns out, all potentials \( V(q) \) admit time independent Dirichlet boundary conditions at infinity provided they satisfy \( V(q) \to -\infty \) as \( q \to \infty \), but also \( \int dq' 1/\sqrt{-V(q')} \to \infty \) as \( q \to \infty \). From energy conservation follows that

\[ \dot{q} = \pm \sqrt{2(E - V(q))}. \]

(2.1.4)

\(^2\)We are grateful to the referee for correctly pointing out to us that these two conditions are not exactly equivalent.
We want to consider generic solutions for which \( q(t) \xrightarrow{t \to \infty} \infty \) and so we pick the plus sign for \( \dot{q} \). If \( |V(q)| < \infty \) as \( q \to \infty \), then there is no energy independent function \( S_b(q) \) satisfying the condition (2.1.3) and so we consider only potentials such that \( V(q) \to -\infty \) as \( q \to \infty \). Hence, for large \( q \)

\[
\dot{q} = \sqrt{-2V(q)} \left( 1 - \frac{E}{2V(q)} + \cdots \right).
\]  
(2.1.5)

Inserting this into (2.1.3) we obtain

\[
\left( \sqrt{-2V(q)} + S'_b(q) \right) \left( \frac{E}{\sqrt{-2V(q)}} + \sqrt{2V(q)} \right) \xrightarrow{q \to \infty} 0.
\]  
(2.1.6)

Therefore, an energy independent function \( S_b(q) \) satisfying (2.1.3) always exists for such potentials and it is given by

\[
S_b(q) = -\int^q dq' \sqrt{-2V(q')}. 
\]  
(2.1.7)

### 2.2 Canonical transformations

We now demonstrate that the addition of the boundary term (2.1.7) amounts to a canonical transformation. Namely, the transformation of canonical variables

\[
\begin{pmatrix} p \\ q \end{pmatrix} \mapsto \begin{pmatrix} P \\ Q \end{pmatrix} := \begin{pmatrix} p + S'_b(q) \\ q \end{pmatrix},
\]  
(2.2.1)

is a canonical transformation since

\[
P dQ - pdq = dS_b(q) = dS_b(Q). 
\]  
(2.2.2)

In particular, the symplectic form is preserved

\[
\Omega = dp \wedge dq = dP \wedge dQ. 
\]  
(2.2.3)

The generating function of this canonical transformation is

\[
G(p, Q) = S_b(Q) + pQ, 
\]  
(2.2.4)

so that

\[
P = \frac{\partial G}{\partial Q}, \quad q = \frac{\partial G}{\partial p}. 
\]  
(2.2.5)

Since the generating function (2.2.4) is time independent, this canonical transformation does not change the Hamiltonian, which in the new coordinates, \((P, Q)\), becomes

\[
H(P, Q) = \frac{1}{2} P^2 - PS'_b(Q) = \frac{1}{2} P^2 + P\sqrt{-2V(Q)}. 
\]  
(2.2.6)

Moreover, in terms of the new canonical variables we have

\[
(p + S'_b(q)) dq - H dt = pdq + dS_b(q) - H dt = PdQ - H dt, 
\]  
(2.2.7)

and so the constraint (2.1.3) can be written in the simplified form

\[
P \dot{Q} - H \xrightarrow{t \to \infty} 0. 
\]  
(2.2.8)
Although one can find a suitable time independent boundary term $S_b(q)$ that makes the variational problem at infinity well defined by finding a suitable solution of the Hamilton-Jacobi equation, in some cases it will be necessary to consider a boundary term that depends explicitly both on $q$ and $t$. This is the case in asymptotically AdS gravity, for example, where the explicit time dependence comes from the conformal anomaly $[1]$. The reason behind the explicit time dependence is not that one cannot find a time independent boundary term that makes the variational problem well defined, but rather that a boundary term that simultaneously makes the variational problem well defined and is local in boundary derivatives is necessarily explicitly time dependent. Since one in that context insists on a local boundary term due to the holographic interpretation of the addition of such a boundary term, there is no choice but to use a boundary term that explicitly depends on time.

Such more general boundary terms still amount to a canonical transformation, given by

$$
\left( \frac{p}{q} \right) \mapsto \left( \frac{P}{Q} \right) := \left( \frac{p + \partial S_b}{q} \right).
$$

(2.2.9)

The new Hamiltonian, $K$, is not the same as the original one in this case though. The two Hamiltonians are related by

$$
K = H - \frac{\partial G}{\partial t},
$$

(2.2.10)

where

$$
G(p, Q, t) = S_b(Q, t) + pQ,
$$

(2.2.11)

is the generating function of the canonical transformation. As before,

$$
P = \frac{\partial G}{\partial Q}, \quad q = \frac{\partial G}{\partial p}.
$$

(2.2.12)

### 2.3 Phase space and the space of asymptotic solutions

We have seen that the addition of the boundary term $S_b$ that makes the variational problem well defined amounts to certain canonical transformation, but it is not clear yet what the significance of this canonical transformation is.

To address this question, we need to understand the relation between two symplectic manifolds, namely phase space, $P$, parameterized by the symplectic coordinates $(p, q)$ on the one hand, and the space of asymptotic solutions of the equation of motion as $t \to \infty$, $C$, which is parameterized by the integration constants $(E, t_0)$, on the other. In the present case of a one dimensional point particle the system is integrable and the integration constants $(E, t_0)$ actually parameterize exact solutions of the equation of motion, and not merely asymptotic ones, but in general we only need to consider the space of asymptotic solutions.

We can now introduce a one-parameter family of symplectomorphisms

$$
\varphi_t : C \to P
$$

(2.3.1)

given for every time $t$ by solving the equations of motion. More explicitly, this map is provided by the two equations (2.0.3) and (2.1.4). Supplemented with the condition that $q(t) \to \infty$ as $t \to \infty$, which picks the plus sign in (2.1.4), this map is bijective for every fixed time $t$. Moreover, the
symplectic form \( \Omega_P \) on the cotangent bundle \( T^*P \) induces via the (linear) pullback map

\[
\varphi^*_t : T^*P \rightarrow T^*C \quad \begin{pmatrix} dp \\ dq \end{pmatrix} \mapsto \begin{pmatrix} dE \\ dt_0 \end{pmatrix},
\]

(2.3.2)
a symplectic form, \( \Omega_C = \varphi^*_t \Omega_P \), on the cotangent bundle \( T^*C \). Namely,

\[
\varphi^*_t \Omega_P = \varphi^*_t (dp \wedge dq) = \sqrt{2(E - V(q))} dq = dE \wedge \frac{dq}{\sqrt{2(E - V(q))}} - dE \wedge dt_0 \equiv \Omega_C.
\]

(2.3.3)

Let us now look at the form that the linear map \( \varphi^*_t \) takes asymptotically before and after the canonical transformation induced by the boundary term \( S_b \). From (2.1.4) and (2.0.3) we easily see that for \( t \to \infty \)

\[
dp \sim \frac{1}{\sqrt{-2V(q)}} dE + V'(q) dt_0,
\]

\[
dq \sim - \sqrt{-2V(q)} dt_0,
\]

(2.3.4)

and hence, before the canonical transformation,

\[
\varphi^*_t \rightarrow \begin{pmatrix} \frac{1}{\sqrt{-2V(q)}} & V'(q) \\ 0 & -\sqrt{-2V(q)} \end{pmatrix}.
\]

(2.3.5)

After the canonical transformation, however,

\[
dP = dp + S_b''(q) dq \sim \frac{1}{\sqrt{-2V(q)}} dE
\]

\[
dQ \sim - \sqrt{-2V(q)} dt_0,
\]

and so now

\[
\varphi^*_t \rightarrow \begin{pmatrix} \frac{1}{\sqrt{-2V(q)}} & 0 \\ 0 & -\sqrt{-2V(q)} \end{pmatrix}.
\]

(2.3.6)

The pullback map between the cotangent bundle of phase space and the cotangent bundle of the space of asymptotic solutions is now diagonal. We therefore see that the effect of the canonical transformation implemented by the addition of the boundary term \( S_b \) is to make the symplectic map \( \varphi^*_t \) asymptotically diagonal.

The conclusion of the above discussion is that the fact that the variational problem at infinity is not well defined, the fact that the on-shell action is infinite and the fact that the symplectic map between the cotangent bundle of phase space and the cotangent bundle of the space of asymptotic solutions of the equations of motion is not diagonal, are different manifestations of the same problem. They are all simultaneously solved by a suitable canonical transformation that corresponds to the addition of a certain boundary term to the action.

This can be understood as follows. In order to define the variational problem at infinity, with time independent boundary conditions, we need to replace the phase space variables \((p, q)\) with some time independent variables that yet capture the same dynamics. This requires that the variational problem is formulated as one over variations that asymptotically approach generic solutions of the equations of motion. There is then a symplectic map between phase space and the symplectic
manifold of asymptotic solutions, which is parameterized in terms of time independent variables. The variational problem can then be formulated in terms of these variables. However, in order for boundary conditions imposed on the time independent variables parameterizing asymptotic solutions to be expressible in covariant form purely in terms of the phase space variables \((p,q)\), and not involving explicitly time \(t\), it is essential that the symplectic map \(\varphi_i^*\) be asymptotically diagonal.

Finally, let us emphasize that the requirement that the variational problem be well defined or that the symplectic map \(\varphi_i^*\) be asymptotically diagonal does not uniquely determine the canonical transformation or the boundary term that needs to be added to the action. Another way to say this is that once a canonical transformation that renders the variational problem well defined has been performed, there is still a subgroup of canonical transformations that can be performed without spoiling the variational problem. These remaining canonical transformations can be classified into two main types. One is rather trivial and is known in the literature as the ‘freedom of adding finite counterterms’. This type of canonical transformations map the canonical coordinate \(Q\) to itself, as the canonical transformation required to make the variational problem well defined, and they originate in the fact that the boundary term to be added is deduced by solving the Hamilton-Jacobi equation. Since this is a first order equation in \(n\) variables, a generic solution will contain \(n\) arbitrary constants. This can be seen from the fact that Hamilton’s principal function is the generator of a canonical transformation that makes the canonical momenta constants. The arbitrariness in the solution of the Hamilton-Jacobi equation is precisely the choice of these constants. In the example at hand this constant is related to the energy \(E\). We want the boundary term to be independent of the energy \(E\), but any boundary term obtained as a solution of the Hamilton-Jacobi equation with a fixed value of the energy \(E\) is equally good, in that they all make the variational problem well defined. This type of ambiguity in the boundary term is lifted by requiring that the canonical transformation corresponding to the boundary term strictly diagonalizes the symplectic map \(\varphi_i^*\).

The second type of residual canonical transformations that leave the variational problem well defined involve both \(P\) and \(Q\) and correspond to different boundary conditions, such as Neumann or mixed boundary conditions. This class of canonical transformations consists of arbitrary symplectic transformations in the space of asymptotic solutions. Such boundary conditions are not generically allowed, however, unless both asymptotic solutions of the equations of motion are normalizable. This is the case, for example, for massive scalar fields in \(\text{AdS}_{d+1}\) with mass squared in the window

\[-(d/2)^2 \leq m^2 \leq -(d/2)^2 + 1,\]  

(2.3.8)

where such more general boundary conditions are interpreted as multi-trace deformations of the dual QFT [19, 20], or for \(U(1)\) gauge fields in \(\text{AdS}_4\) where these boundary conditions are related to electric-magnetic duality [21]. The corresponding canonical transformation takes the form

\[
\begin{pmatrix} P \\ Q \end{pmatrix} \rightarrow \begin{pmatrix} \tilde{P} \\ \tilde{Q} \end{pmatrix} := \begin{pmatrix} Q \\ -P - f'(Q) \end{pmatrix},
\]  

(2.3.9)

where \(f(Q)\) is an arbitrary function subject to the condition \(f''(Q) \to 0\) as \(Q \to \infty\). It is easy to check that under this canonical transformation, which corresponds to adding the boundary term

\[
\tilde{S}_b = -PQ + f(Q) - Qf'(Q)
\]  

(2.3.10)

to the action, not only the map \(\varphi_i^*\) remains diagonal as \(t \to \infty\), but also the on-shell action remains finite. Note that for \(f = 0\), this canonical transformation corresponds to a Legendre transformation.

\footnote{This condition is actually slightly different in the case of scalar fields in AdS due to the contribution of the induced metric in the canonical momentum, but the essential idea is the same.}
2.4 The path integral and Schrödinger’s equation

We conclude this section with a few remarks about how the above classical picture fits into the definition of a quantum mechanical path integral, analogous to the path integral one is instructed to perform in the context of the AdS/CFT correspondence in order to compute the generating functional of correlation functions in the dual QFT \cite{22}. Of course, no claim is made that such a path integral for the point particle computes anything in a holographically dual theory.

In particular, we want to evaluate the following path integral

\[
\lim_{t \to \infty} A(q,t;0,0) = \lim_{t \to \infty} \langle q| e^{-itH} |0 \rangle = \lim_{t \to \infty} \int_0^q Dq' e^{iS[q']}, \tag{2.4.1}
\]

where the integral is over paths that for large \( t \) asymptote to classical solutions \( q(t) \) of the equations of motion, with \( q(t) \to \infty \) as \( t \to \infty \). Note that the amplitude \( A(q,t;0,0) \) is simply a wavefunction satisfying the Schrödinger equation. It can be expressed as

\[
A(q,t;0,0) = \int dE e^{-iEt} \langle q| E \rangle \langle E|0 \rangle = \int dE e^{-iEt} \psi_E(q) \psi_E^*(0), \tag{2.4.2}
\]

in terms of properly normalized energy eigenfunctions \( \psi_E(q) \), which, for the class of potentials we specified above, are \( \delta \)-function normalizable. This can be seen by solving the time independent Schrödinger equation

\[
\left(-\frac{1}{2} \frac{\partial^2}{\partial q^2} + V(q)\right) \psi_E(q) = E \psi_E(q), \tag{2.4.3}
\]

in the WKB approximation to obtain

\[
\psi_{E}^{WKB}(q) = \text{const.} \frac{1}{(2(E-V(q)))^{1/4}} e^{i \int \frac{1}{\sqrt{2E-V(q')}} dq'}.	ag{2.4.4}
\]

For \( V(q) \to -\infty \) with \( \int dq' 1/\sqrt{-V(q')} \to \infty \) as \( q \to \infty \), these WKB wavefunctions are \( \delta \)-function normalizable, and hence so are the full wavefunctions \( \psi_E(q) \).

However, the limit \( t \to \infty \) of this amplitude as it stands is not well defined since the corresponding classical variational problem is not well defined for the action \( S[q] \). Using the above WKB wavefunctions we see that the amplitude in fact behaves like

\[
A(q,t;0,0) \sim \psi_{E=0}^{WKB}(q(t)) = \text{const.} \frac{1}{(-2V(q(t)))^{1/4}} e^{i \int_{t_0}^t dt' \sqrt{-2V(q')}} , \tag{2.4.5}
\]

for large \( t \), which is highly oscillatory.

Nevertheless, with the understanding of the variational problem we acquired in the previous subsection it is immediately clear how to proceed in order to make the path integral (2.4.1) well defined. Firstly, we note that the amplitude \( A(q,t;0,0) \) can equivalently be written as

\[
A(q,t;0,0) = \int Dp'Dq' e^{i \int dt' \left(p'q' - H(p',q')\right)}, \tag{2.4.6}
\]

which is valid for Hamiltonians even more general than (2.0.2). The results of the previous subsection suggest that in order to impose the desired boundary conditions at \( t \to \infty \) we must perform the path integral over the canonical variables \((P,Q)\), which asymptotically diagonalize the symplectic map \( \varphi_t \), and not over the original \((p,q)\) variables. Note that even though the theory is of course invariant under canonical transformations, the boundary conditions break this invariance.
Boundary conditions on the path integral are imposed by going to the corresponding canonical frame. Since the Jacobian of the canonical transformation from \((p, q)\) to \((P, Q)\) is 1, we obtain

\[
\mathcal{A}(Q, t; 0, 0) = \int^{Q_{a(t)}} \mathcal{D}P' \mathcal{D}Q' e^{i \int^{t} dt' (P' \dot{Q}' - H(P', Q'))}.
\]  

(2.4.7)

This simply amounts to adding the boundary term \(S_b\) to the original action, since

\[
\int^{t} dt' \left( P \dot{Q} - H(P, Q) \right) = \int^{t} dt' \left( p \dot{q} - H(p, q) \right) + S_b(q(t)).
\]  

(2.4.8)

The canonical transformation and its relation to specifying boundary conditions, however, make the addition of this boundary term natural and provide a deeper justification for it.

Again, the amplitude can be expressed as

\[
\mathcal{A}(Q, t; 0, 0) = \int dE e^{-iEt} \Psi_E(Q) \Psi_E^{*}(0),
\]

(2.4.9)

where \(\Psi_E(Q)\) are now energy eigenfunctions satisfying the time independent Schrödinger equation

\[
\left( \frac{1}{2} \frac{\partial^2}{\partial Q^2} - 2i \sqrt{-2V(Q)} \frac{\partial}{\partial Q} + \frac{iV'(Q)}{\sqrt{-2V(Q)}} \right) \Psi_E(Q) = E \Psi_E(Q),
\]

(2.4.10)

in the \((P, Q)\) variables. Solving this equation in the WKB approximation we now find

\[
\Psi_{E, WKB}^{WKB}(Q) = \frac{\text{const.}}{(2(E - V(Q)))^{1/4}} e^{i \int^{Q} dQ' \left( \sqrt{2(E-V(Q')-\sqrt{-2V(Q')}} \right)}.
\]  

(2.4.11)

Hence, for large \(t\) the amplitude behaves as

\[
\mathcal{A}(Q, t; 0, 0) \sim \Psi_{E=0, WKB}^{WKB}(Q(t)) = \frac{\text{const.}}{(-2V(Q(t)))^{1/4}},
\]

(2.4.12)

which is well defined. Therefore, as anticipated, the effect of adding the boundary term \(S_b\) in the classical action and performing the path integral is the same as solving the Schrödinger equation in the correct variables, \((P, Q)\), that asymptotically diagonalize the symplectic map \(\phi_t^*\).

### 3 Holographic renormalization of diverse systems

The point particle example of the previous section demonstrates that the problems that holographic renormalization is designed to address arise even in systems where there is no underlying holographic duality necessarily, and that our general methodology for rendering the variational problem well defined applies to these cases as well. We would now like to illustrate how the aspects of holographic renormalization discussed in the previous section apply to more interesting and less simplistic examples, and especially in those cases where a holographic duality is expected to play a role.

The aim of this section is to emphasize the diversity of systems to which holographic renormalization is applicable. Our discussion of the various systems will therefore be rather brief, aimed mainly at demonstrating how the picture developed in the previous section applies to each example. In particular, we will not be concerned with the computation of correlation functions and the holographic dictionary, even in the cases where a holographic dual description is known or is expected to exist. In the cases where such a holographic duality is known and understood, we will
see that our general method for regulating the variational problem uniquely singles out the correct variables that parameterize renormalized observables in the dual theory. We expect the same to be true for systems to which our method is applicable, but there is yet no known holographic dual.

We first discuss the case of a massive and massless scalar field in a fixed AdS background, for which the boundary term required to make the variational problem well defined is already known. We will then show that a massive scalar field in flat Euclidean space is not a very different problem and we can equally well apply holographic renormalization to this case. The novel boundary term required to make the variational problem well defined contains an infinite number of transverse derivatives, but it still admits a derivative expansion and preserves the symplectic form. We then proceed to consider a massless scalar field in flat Euclidean space, which confronts us with new features. Namely, the asymptotic form of the solutions depends explicitly on the Laplacian on the boundary sphere. In order to make the variational problem well defined in this case we will need to reformulate the degrees of freedom in terms of an infinite set of symmetric traceless tensors, which are essentially KK modes on the boundary sphere. We will then briefly discuss asymptotically AdS gravity and the role of diffeomorphism invariance, before concluding with the application of holographic renormalization to the Polyakov action for closed strings. After showing the role of holographic renormalization in the state-operator map in two dimensional CFTs, using the free boson CFT example, we will consider closed strings in AdS, intersecting the boundary on an arbitrary curve. We will show that our general method for regulating the variational problem is perfectly applicable, and the boundary term required is uniquely determined to be the proper length of the intersection curve of the string with the AdS boundary. This has direct application to the evaluation of Wilson loop expectation values [23, 24] or gluon scattering amplitudes [25] in the dual $\mathcal{N} = 4$ super Yang-Mills theory. Further examples will appear in future work [12, 13].

### 3.1 Scalar field in a fixed gravitational background

Let us first consider a self interacting scalar field in a fixed metric background. To avoid subtleties relating to Lorentzian signature we will take the metric to be Euclidean here. We therefore consider the action

$$S = \int d^{d+1}x \sqrt{g} \left( \frac{1}{2} g^\mu\nu \partial_\mu \phi \partial_\nu \phi + V(\phi) \right), \quad (3.1.1)$$

where the metric takes the form

$$ds^2 = dr^2 + \gamma_{ij}(r, x) dx^i dx^j, \quad (3.1.2)$$

$i, j = 1, 2, \ldots, d$, and the induced metric on the constant $r$ slices is given by

$$\gamma_{ij}(r, x) = e^{2A(r)} \hat{g}_{ij}(x), \quad (3.1.3)$$

where $A(r)$ is some prescribed function of $r$. We will consider two particular cases, namely

$$AdS_{d+1} \quad A(r) = r, \quad \hat{g}_{ij}(x) = \delta_{ij},$$

$$\mathbb{R}^{d+1} \quad A(r) = \log r, \quad R[\hat{g}]_{ij} = (d - 1) \hat{g}_{ij}. \quad (3.1.4)$$

The analysis of the variational problem is almost identical to the case of the point particle in the previous section, but with some crucial differences relating to the fact that the boundary term required to make the variational problem well defined in this case involves transverse derivatives. We start by reformulating the problem in Hamiltonian language in terms of the ‘time’ $r$, with the boundary located at $r \to \infty$. We therefore rewrite the action as

$$S = \int^r dr' L = \int^r dr' d^4x \sqrt{\gamma} \left( \frac{1}{2} \dot{\phi}^2 + \frac{1}{2} \gamma^{ij} \partial_i \phi \partial_j \phi + V(\phi) \right). \quad (3.1.5)$$
The canonical momentum conjugate to $\phi$ then is

$$\pi = \frac{\delta L}{\delta \dot{\phi}} = \sqrt{\gamma} \dot{\phi}. \tag{3.1.6}$$

Adding a yet undetermined boundary term $S_b(\gamma, \phi, r)$, which may depend explicitly on $r$ in addition to $\phi$ and the induced metric $\gamma$, and considering a generic variation of the total action we get

$$\delta(S + S_b) = - \int^{r} dr' dr d^d x \left( \frac{1}{\sqrt{\gamma}} \partial_r (\sqrt{\gamma} \dot{\phi}) + \Box_{\gamma} \phi - V'(\phi) \right) \delta \phi$$

$$+ \left( L + \int d^d x \left( \phi \frac{\delta S_b}{\delta \phi} + \dot{\gamma}_{ij} \frac{\delta S_b}{\delta \gamma_{ij}} \right) + \frac{\partial S_b}{\partial r} \right) \delta r + \int d^d x \left( \pi + \frac{\delta S_b}{\delta \phi} \right) \delta \phi. \tag{3.1.7}$$

The condition that determines the boundary term $S_b(\gamma, \phi, t)$, therefore, is

$$L + \int d^d x \left( \phi \frac{\delta S_b}{\delta \phi} + \dot{\gamma}_{ij} \frac{\delta S_b}{\delta \gamma_{ij}} \right) + \frac{\partial S_b}{\partial r} = \int d^d x \dot{\phi} \left( \pi + \frac{\delta S_b}{\delta \phi} \right) - \left( H - \int d^d x \dot{\gamma}_{ij} \frac{\delta S_b}{\delta \gamma_{ij}} - \partial S_b \right) \left. \right|_{r \rightarrow \infty} 0, \tag{3.1.8}$$

or simply

$$\frac{d}{dr} (S + S_b) \left. \right|_{r \rightarrow \infty} 0. \tag{3.1.9}$$

The addition of the boundary term $S_b$, as in the point particle case, amounts to the phase space transformation

$$\begin{pmatrix} \pi \\ \phi \end{pmatrix} \mapsto \begin{pmatrix} \Pi \\ \phi \end{pmatrix} := \begin{pmatrix} \pi + \frac{\delta S_b}{\delta \phi} \\ \phi \end{pmatrix}. \tag{3.1.10}$$

However, contrary to the point particle example, this transformation is not automatically canonical. It is a canonical transformation if and only if it preserves the symplectic form, i.e.

$$\Omega = \int d^d x \delta \pi \wedge \delta \phi = \int d^d x \delta \Pi \wedge \delta \phi. \tag{3.1.11}$$

Let us now turn to the problem of determining the boundary term that satisfies the condition (3.1.9) and simultaneously preserves the symplectic form. Since we consider variations within the space of scalar field configurations which asymptotically as $r \rightarrow \infty$ approach generic solutions of the equation of motion, the action $S$ for large $r$ behaves as if it is evaluated on-shell on generic asymptotic solutions and hence it can be replaced in the condition (3.1.9) with Hamilton’s principal function, $S$, which is a solution of the Hamilton-Jacobi equation. The Hamilton-Jacobi equation for the present system can be derived from the relation

$$\dot{S} = L = \int d^d x \left( \phi \frac{\delta S}{\delta \phi} + \dot{\gamma}_{ij} \frac{\delta S}{\delta \gamma_{ij}} \right), \tag{3.1.12}$$

where we have taken $S$ to have no explicit $r$ dependence since it corresponds to Hamilton’s principal function for a Lagrangian that is diffeomorphism covariant. Writing

$$\pi = \sqrt{\gamma} \dot{\phi} = \frac{\delta S}{\delta \phi}, \tag{3.1.13}$$
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this equation becomes
\[
\int d^d x \left[ \sqrt{\gamma} \left( \frac{1}{2} \left( \frac{\delta S}{\delta \phi} \right)^2 - \frac{1}{2} \gamma^{ij} \partial_i \phi \partial_j \phi - V(\phi) \right) + 2 \dot{A} \gamma^{ij} \frac{\delta S}{\delta \gamma^{ij}} \right] = 0. \tag{3.1.14}
\]

This is the Hamilton-Jacobi equation for the scalar field in the fixed gravitational background, which can be rewritten in the more useful form
\[
\sqrt{\gamma} \left( \frac{1}{2} \left( \frac{\delta S}{\delta \phi} \right)^2 - \frac{1}{2} \gamma^{ij} \partial_i \phi \partial_j \phi - V(\phi) \right) + 2 \dot{A} \gamma^{ij} \delta \gamma^{ij} = \partial_i v^i, \tag{3.1.15}
\]
where
\[
S = \int d^d x \mathcal{L}, \tag{3.1.16}
\]
and
\[
\delta \gamma = \int d^d x \gamma^{ij} \frac{\delta}{\delta \gamma^{ij}}. \tag{3.1.17}
\]

The term \( \partial_i v^i \) on the RHS is a total derivative that can be arbitrary, but which generically needs to be taken into account when trying to solve (3.1.15). It is not difficult to solve this equation iteratively, for example in a derivative expansion, for a general potential \( V(\phi) \). However, since tackling a general potential would not add anything essential to the present exposition, we will consider the simple, yet far from trivial, case of a free scalar field with the potential
\[
V(\phi) = \frac{1}{2} m^2 \phi^2. \tag{3.1.18}
\]
The great simplification that results from this potential is that we can solve the corresponding Hamilton-Jacobi equation exactly, to all orders in transverse derivatives.

### 3.1.1 Massive and massless scalar in AdS\(_{d+1}\) background

The equation of motion of a free massive scalar field on a fixed AdS\(_{d+1}\) background is
\[
\ddot{\phi} + d \dot{\phi} + e^{-2r} \Box_\delta \phi - m^2 \phi = 0, \tag{3.1.19}
\]
where \( \Box_\delta \) is the Laplacian on the flat transverse space. Our first task is to construct the space of asymptotic solutions of this equation, \( \mathcal{C} \), and to evaluate the pullback of the symplectic form on this space. The most general asymptotic solution of (3.1.19) takes the form \[26\]
\[
\phi(r, x) = e^{-(d-\Delta)r} \left( \phi_{(0)}(x) + e^{-2r} \phi_{(2)}(x) + \cdots + e^{-(2\Delta-d)r} \left( -2r \psi_{(2\Delta-d)}(x) + \phi_{(2\Delta-d)}(x) \right) + \cdots \right), \tag{3.1.20}
\]
where \( m^2 = \Delta(\Delta - d) \) and we have taken \( d/2 < \Delta < d \). This asymptotic expansion takes a slightly different form for the cases \( \Delta = d/2 \) and \( \Delta = d \), but the analysis is essentially the same. Inserting this formal asymptotic expansion into the equation of motion one finds that the functions \( \phi_{(0)}(x) \) and \( \phi_{(2\Delta-d)}(x) \) are arbitrary, while the functions \( \phi_{(n)}(x) \), \( 0 < n < 2\Delta - d \), and \( \psi_{(2\Delta-d)}(x) \) are uniquely determined locally in terms of \( \phi_{(0)}(x) \). The functions \( \phi_{(n)}(x) \), with \( n > 2\Delta - d \) are also determined uniquely in terms of both \( \phi_{(0)}(x) \) and \( \phi_{(2\Delta-d)}(x) \). The space of asymptotic solutions, \( \mathcal{C} \), is therefore parameterized by the arbitrary functions \( \phi_{(0)}(x) \) and \( \phi_{(2\Delta-d)}(x) \).

\[4\] We refer to [13] for the closely related problem of a scalar with a generic potential coupled to dynamical gravity.
The asymptotic expansion (3.1.20), complemented with the expression \( \pi = \sqrt{\gamma} \phi \) for the canonical momentum conjugate to \( \phi \), provides a map \( \varphi_r : \mathcal{C} \to \mathcal{P} \) from the space of asymptotic solutions to the phase space. The pullback map \( \varphi_r^* : \wedge^n T^* \mathcal{P} \to \wedge^n T^* \mathcal{C} \) then maps the symplectic form \( \Omega_{\mathcal{P}} \) on phase space to a symplectic form on the space of asymptotic solutions. Namely,

\[
\varphi_r^* \Omega_{\mathcal{P}} = \varphi_r^* \int d^d x \delta \pi \wedge \delta \phi = (d - 2\Delta) \int d^d x \delta \phi(2\Delta - d) \wedge \delta \phi(0), \tag{3.1.21}
\]

where we have used the fact that the terms \( \phi(n)(x) \), \( 0 < n < 2\Delta - d \), and \( \psi(2\Delta - d)(x) \) are locally expressed in terms of \( \phi(0)(x) \), and that the symplectic form \( \Omega_{\mathcal{P}} \) is independent of the radial coordinate \( r \) \[27, 17\], and hence the pullback of the symplectic form can be evaluated by taking the limit \( r \to \infty \).

We turn next to the task of determining the boundary term \( S_b \). The Hamilton-Jacobi equation (3.1.15) in this case becomes

\[
\sqrt{\gamma} \left( \frac{1}{2} \left( \frac{1}{\sqrt{\gamma}} \frac{\delta S}{\delta \phi} \right)^2 - \frac{1}{2} \gamma^{ij} \partial_i \phi \partial_j \phi - \frac{1}{2} m^2 \phi^2 \right) + 2\delta_i \gamma L = \partial_i \nu^j. \tag{3.1.22}
\]

Inserting an ansatz of the form

\[
S = \frac{1}{2} \int d^d x \sqrt{\gamma} \phi f(-\Box_{\gamma}) \phi, \tag{3.1.23}
\]

we find that it solves the Hamilton-Jacobi equation provided the function \( f(x) \) satisfies \[28\]

\[
f^2(x) + df(x) - m^2 - x - 2xf'(x) = 0. \tag{3.1.24}
\]

The general solution of this equation is

\[
f(x) = -\frac{d}{2} - \frac{\sqrt{x} (K'_k(\sqrt{x}) + cI'_k(\sqrt{x}))}{K_k(\sqrt{x}) + cI_k(\sqrt{x})}, \tag{3.1.25}
\]

where \( k = \Delta - d/2 > 0 \), \( c \) is an arbitrary constant, and \( I_k(x) \) and \( K_k(x) \) denote the modified Bessel function of the first and second kind respectively. Using the asymptotic behaviors as \( x \to 0 \)

\[
K_0(x) \sim -\log x, \quad K_k(x) \sim \frac{\Gamma(k)}{2} \left( \frac{x}{2} \right)^{-k}, \quad k > 0, \quad I_k(x) \sim \frac{1}{\Gamma(k + 1)} \left( \frac{x}{2} \right)^k, \tag{3.1.26}
\]

we see that \( K_k(x) \) dominates in \( f(x) \) as \( x \to 0 \), unless \( |c| \to \infty \). In particular, we find

\[
f(x) \xrightarrow{x \to 0} \begin{cases} \frac{-d}{2} + k = -(d - \Delta), & |c| < \infty, \\ -\frac{d}{2} - k = -\Delta, & |c| \to \infty. \end{cases} \tag{3.1.27}
\]

Since,

\[
\dot{\phi} = \frac{1}{\sqrt{\gamma}} \frac{\delta S}{\delta \phi}, \tag{3.1.28}
\]

we see that the two asymptotic solutions for \( f(x) \) correspond to \( \phi \sim e^{-(d - \Delta)x} \) and \( \phi \sim e^{-Ax} \) respectively, which are precisely the asymptotic behaviors of the two linearly independent solutions of the equation of motion. The solution for \( f(x) \) with \( |c| < \infty \) corresponds to the asymptotically dominant mode. Hence, in order to make the variational problem well defined for generic solutions of the equation of motion we have no choice but demand that \( |c| < \infty \).
Expanding the solution for $f(x)$ with $|c| < \infty$ for small $x$ and taking $k$ to be an integer we obtain,

\[
f(x) = -(d - \Delta) + \frac{x}{(2\Delta - d - 2)} - \frac{x^2}{(2\Delta - d - 2)(2\Delta - d - 4)} + \cdots + \frac{(-1)^k}{2^{2k-1}1\Gamma(k)^2}x^k \log x + \left(a(k) - \frac{c}{2^{2k-2}\Gamma(k)^2}\right)x^k + \cdots,
\]

(3.1.29)

where $a(k)$ is a known function of $k$, whose explicit form we will not need, and the dots denote asymptotically subleading terms. A number of comments are in order here. Firstly, this solution depends explicitly on the undetermined constant $|c| < \infty$. Secondly, this solution seems to lead to a non-local boundary term due to the logarithmic term. And finally, one may worry that higher terms in this asymptotic expansion need to be considered. Fortunately, all these issues can be addressed by noticing that the contribution of the last term to the boundary term is proportional to

\[
\int d^dx \sqrt{\gamma} \phi (-\Box_\gamma)^k \phi,
\]

(3.1.30)

which, taking into account the asymptotic behavior of the scalar and of the induced metric, can be easily seen to have a finite limit as $r \to \infty$. Such terms, therefore, correspond to adding finite local contributions to the boundary term $S_b$. We conclude that higher order terms in the asymptotic expansion of $f(x)$ need not be considered since they would give rise to a vanishing contribution to $S_b$ in the limit $r \to \infty$. Moreover, the arbitrariness in the value of $c$ is not a problem because different values of $c$ lead to boundary terms $S_b$ which differ by a finite local term. Any value of $|c| < \infty$, therefore, is equally acceptable since the corresponding boundary term makes the variational problem well defined. Finally, coming to the apparent non-locality of the boundary term we have deduced above, we notice that the logarithmic term can be written as

\[
(-\Box_\gamma)^k \log(-\Box_\gamma) = (-\Box_\gamma)^k \left(\log(\mu^2 e^{-2r}) + \log(-\Box_\delta/\mu^2)\right),
\]

(3.1.31)

where $\mu$ is an arbitrary scale and $\Box_\delta = \partial_i \partial_i$ denotes the Laplacian in the flat transverse space. Crucially, the non-local part gives rise to a finite contribution in Hamilton’s principal function and so it can be omitted from the boundary term $S_b$. The most general local boundary term that makes the variational problem well defined is therefore [26, 28]

\[
S_b(\gamma, \phi, r) = -\frac{1}{2} \int d^d x \sqrt{\gamma} \phi \left(-(d - \Delta) + \frac{(-\Box_\gamma)^2}{(2\Delta - d - 2)} - \frac{(-\Box_\gamma)^2}{(2\Delta - d - 2)(2\Delta - d - 4)} + \cdots + \frac{(-1)^k}{2^{2k-1\Gamma(k)^2}}(-\Box_\gamma)^k \log(\mu^2 e^{-2r}) + \xi(-\Box_\gamma)^k\right) \phi,
\]

(3.1.32)

where we have allowed for a finite boundary term with arbitrary coefficient $\xi$. By construction, this boundary term is the most general local boundary term that satisfies the condition (3.1.9). Notice that although it is possible to find a boundary term that simultaneously makes the variational problem well defined and is also local in transverse derivatives, this is only at the cost of introducing explicit dependence in the radial coordinate, $r$. This is precisely the origin of the holographic conformal anomaly [11].

We can now check explicitly that the transformation (3.1.10) induced by the boundary term $S_b$ is a canonical transformation. This follows from the fact that,

\[
\int d^d x \delta \Pi \wedge \delta \phi = \int d^d x \left(\delta \pi + \frac{\delta^2 S_b}{\delta \phi^2} \delta \phi\right) \wedge \delta \phi,
\]

(3.1.33)
where
\[
\int d^d x \left( \frac{\delta^2 S_b}{\delta \phi^2} \delta \phi \right) \wedge \delta \phi = \int d^d x \delta_1 \left( \frac{\delta S_b}{\delta \phi} \right) \delta_2 \phi - (1 \leftrightarrow 2)
\]
\[
= \delta_1 \int d^d x \frac{\delta S_b}{\delta \phi} \delta_2 \phi - (1 \leftrightarrow 2) = (\delta_1 \delta_2 - 1 \leftrightarrow 2) S_b = 0.
\]

(3.1.34)

Hence, the symplectic form is preserved under the transformation (3.1.10), which is therefore canonical. We should emphasize at this point that the fact that the symplectic form is invariant is not a consequence of \( S_b \) being local in transverse derivatives. This can be demonstrated by considering a generic non-local boundary term of the form
\[
S_b = \frac{1}{2} \int_{\Sigma_r} d^d x d^d y \phi(r, x) K(|x - y|; r) \phi(r, y),
\]
where \( K(|x - y|; r) \) is some generic kernel, and repeating the calculation we just did. We again find that the transformation corresponding to such a boundary term still preserves the symplectic form, and hence it is a canonical transformation. Of course, in the context of the AdS/CFT correspondence, adding such a non local boundary term will completely change the dual field theory. From the point of view of making the bulk variational problem well defined, however, such non local boundary terms are allowed as long as they correspond to canonical transformations. In particular, in the present case we could have taken the boundary term to be (3.1.23), with the function \( f \) being given by (3.1.25), without truncating the asymptotic expansion of \( f \) as we did above. Such a boundary term contains a non-local contribution of the form \( \phi(-\Box_r) \rightleftharpoons \log(-\Box_r) \phi \), but, as we have just argued, it still preserves the symplectic form. The choice in the boundary term \( S_b \) that makes the variational problem well defined simply means that there is a choice of acceptable boundary conditions, corresponding to the different boundary terms. In the present case, the AdS/CFT dictionary singles out the local boundary term, but still allows for the scheme dependence corresponding to the choice of the constant \( \xi \). As we will see next, the requirement that the map \( \varphi^*_r \) be diagonal, not only singles out the local boundary term, but also uniquely fixes the value of \( \xi \).

Given that \( S_b \) induces a canonical transformation, it is legitimate to ask what is the effect of this canonical transformation on the map \( \varphi^*_r : \mathcal{T}^* \mathcal{P} \to \mathcal{T}^* \mathcal{C} \). Using the asymptotic expansion (3.1.20) and the relation \( \tau = \sqrt{\gamma} \phi \), we find
\[
\varphi^*_r \left( \frac{\delta \tau}{\delta \phi} \right) = \left( -(d - \Delta) e^{\Delta r} \delta \phi(0)(x) + \cdots + e^{(d - \Delta)r} \left( -2 \delta \psi_{(2\Delta - d)}(x) - \Delta \delta \phi_{(2\Delta - d)}(x) \right) + \cdots \right),
\]
\[
\varphi^*_r \left( \frac{\delta \Pi}{\delta \phi} \right) = \left( (d - 2\Delta) e^{(d - \Delta)r} \delta \phi_{(2\Delta - d)}(x) + \lambda(k, \xi) e^{(d - \Delta)r} \Box^{\frac{k}{d}} \delta \phi(0)(x) + \cdots \right),
\]
where \( \delta \psi_{(2\Delta - d)}(x) \propto \Box^{\frac{k}{d}} \delta \phi(0)(x) \) and the dots denote asymptotically subleading terms. However, after the canonical transformation we obtain instead
\[
\varphi^*_r \left( \frac{\delta \tau}{\delta \phi} \right) = \left( -(d - \Delta) e^{(d - \Delta)r} \delta \phi_{(2\Delta - d)}(x) + \lambda(k, \xi) e^{(d - \Delta)r} \Box^{\frac{k}{d}} \delta \phi(0)(x) + \cdots \right),
\]
where \( \lambda(k, \xi) \) is a function of \( k = \Delta - d/2 \) and of the constant \( \xi \) in the boundary term (3.1.32) which we need not compute explicitly here. It suffices to note that by a choice of \( \xi \) in (3.1.32) we can set \( \lambda(k, \xi) = 0 \). Modulo the freedom of adding a finite local boundary term, therefore, the effect of the canonical transformation induced by \( S_b \) is to diagonalize the symplectic map \( \varphi^*_r : \mathcal{T}^* \mathcal{P} \to \mathcal{T}^* \mathcal{C} \). We therefore see in this case too that requiring that this map be diagonal is equivalent to requiring that the variational problem is well defined. The difference with respect to the point particle example of
the previous section is that here the requirement of \( \varphi^*_r \) to be asymptotically diagonal is somewhat stronger than the requirement that the variational problem be well defined, in that the former uniquely fixes the “scheme dependence”, i.e. the freedom in the choice of \( \xi \) in the boundary term (3.1.32), left by the latter.

3.1.2 Massive scalar in \( \mathbb{R}^{d+1} \) background

Let us now repeat the above analysis for a massive scalar in a fixed \( \mathbb{R}^{d+1} \) background. The equation of motion for such a scalar is

\[
\ddot{\varphi} + \frac{d}{r} \dot{\varphi} + \frac{1}{r^2} \square \hat{g} \varphi - m^2 \varphi = 0,
\]

(3.1.38)

where \( \hat{g}_{ij} \) is the metric on \( S^d \). Our first task again is to construct the space of asymptotic solutions, \( C \), and evaluate the pull back of the symplectic form on this space.

Taking \( m > 0 \), the most general asymptotic solution of (3.1.38) takes the form

\[
\varphi(r, x) = r^{-d/2} e^{m r} \left( 1 - \frac{1}{2mr} \left( \left( \frac{d-1}{2} \right)^2 - \square \hat{g} \right) + \mathcal{O}(1/r^2) \right) \phi_+(x) + r^{-d/2} e^{-m r} \left( 1 + \frac{1}{2mr} \left( \left( \frac{d-1}{2} \right)^2 - \square \hat{g} \right) + \mathcal{O}(1/r^2) \right) \phi_-(x),
\]

(3.1.39)

where \( \phi_\pm(x) \) are arbitrary functions on \( S^d \). This asymptotic expansion can be easily obtained to any desired order by expanding asymptotically the general solution

\[
\varphi(r, x) = r^{-(d-1)/2} (I_\nu(m r) \phi_+(x) + K_\nu(m r) \phi_-(x)),
\]

(3.1.40)

of (3.1.38), where \( \nu = \sqrt{(d-1)^2/4 - \square \hat{g}} \). Note that only \( \nu^2 \) appears in this expansion to any order. This expansion again, complemented with the expression \( \pi = \sqrt{\gamma} \dot{\varphi} \) for the canonical momentum conjugate to \( \varphi \), provides a map \( \varphi_r : C \to P \) from the space of asymptotic solutions to phase space. The pullback of the symplectic form then gives

\[
\varphi_r^* \Omega_P = \varphi_r^* \int d^d x \delta \pi \wedge \delta \phi = 2m \int d^d x \delta \phi_+ \wedge \delta \phi_-,
\]

(3.1.41)

where again we have used the fact that the symplectic form is independent of \( r \) and so can be evaluated in the limit \( r \to \infty \).

Having constructed the symplectic form on the space of asymptotic solutions, we now determine the appropriate boundary term that makes the variational problem well defined. Since

\[
R[\gamma] = e^{-2A} \tilde{R}[\hat{\gamma}] = e^{-2A} d(d-1),
\]

(3.1.42)

with \( A(r) = \log r \), the Hamilton-Jacobi equation (3.1.15) becomes

\[
\sqrt{\gamma} \left( \frac{1}{2} \left( \frac{\delta S}{\delta \phi} \right)^2 - \frac{1}{2} \gamma^{ij} \partial_i \phi \partial_j \phi - \frac{1}{2} m^2 \phi^2 \right) + 2 \sqrt{\frac{R[\gamma]}{d(d-1)}} \delta \gamma \mathcal{L} = \partial_t v^i.
\]

(3.1.43)

We look again for a solution of the Hamilton-Jacobi equation of the form

\[
S = \frac{1}{2} \int d^d x \sqrt{\gamma} \phi f(-\square \gamma, R[\gamma]) \phi.
\]

(3.1.44)
Inserting this ansatz into (3.1.43) we find that the function \(f(x, y)\) must satisfy
\[
f^2 - x - m^2 + \sqrt{\frac{y}{d(d-1)}}(df - 2xf_x - 2yf_y) = 0. \tag{3.1.45}
\]
Substituting,
\[
f(x, y) = \sqrt{\frac{y}{d(d-1)}}g(x, y), \tag{3.1.46}
\]
in this equation, it becomes
\[
g^2 + (d-1)g - 2xg_x - 2yg_y - \frac{d(d-1)}{y}(x + m^2) = 0. \tag{3.1.47}
\]
Changing variables to \(z = d(d-1)x/y\) and \(w = d(d-1)/y\) we then arrive at the first order ODE
\[
g^2 + (d-1)g + 2w\partial_w g - w^2 - z = 0. \tag{3.1.48}
\]
With \(m > 0\) again, the general solution is
\[
g = -\frac{d-1}{2} + \frac{m\sqrt{w}(I'_\nu(m\sqrt{w}) + cK'_\nu(m\sqrt{w}))}{I_\nu(m\sqrt{w}) + cK_\nu(m\sqrt{w})}, \tag{3.1.49}
\]
where \(c\) is an arbitrary constant and
\[
\nu = \sqrt{\left(\frac{d-1}{2}\right)^2 + z}. \tag{3.1.50}
\]
Hence,
\[
f = -\frac{d-1}{2\sqrt{w}} + \frac{m}{I_\nu(m\sqrt{w}) + cK_\nu(m\sqrt{w})}(I'_\nu(m\sqrt{w}) + cK'_\nu(m\sqrt{w})), \tag{3.1.51}
\]
Using the asymptotic behavior of the modified Bessel functions for large argument [29],
\[
I_\nu(m\sqrt{w}) \sim \frac{e^{m\sqrt{w}}}{\sqrt{2\pi(2m\sqrt{w})}}\left(1 - \frac{4\nu^2}{8m\sqrt{w}} + O(1/(m\sqrt{w})^2)\right),
\]
\[
K_\nu(m\sqrt{w}) \sim \sqrt{\frac{\pi}{2m\sqrt{w}}}e^{-m\sqrt{w}}\left(1 + \frac{4\nu^2}{8m\sqrt{w}} + O(1/(m\sqrt{w})^2)\right), \tag{3.1.52}
\]
we find that as \(w \to \infty\), which corresponds to \(r \to \infty\),
\[
f = \begin{cases} 
m - \frac{d}{2\sqrt{w}} + O(1/w), & |c| < \infty, 

-m - \frac{d}{2\sqrt{w}} + O(1/w), & |c| \to \infty. \tag{3.1.53}
\end{cases}
\]
Since
\[
\dot{\phi} = \frac{1}{\sqrt{\gamma}} \frac{\delta S}{\delta \phi}, \tag{3.1.54}
\]
and \(w = d(d-1)/R[\gamma] = e^{2A} = r^2\), we conclude that these two asymptotic behaviors of \(f\) correspond respectively to \(\phi \sim r^{-d/2}e^{\pm mr}\). These are precisely the two linearly independent modes of the equation of motion. We have taken \(m > 0\) and so the solution for \(f\) with \(|c| < \infty\) corresponds to the asymptotically leading mode. It follows that in order to make the variational problem well defined for generic solutions of the equations of motion we must take \(|c| < \infty\) for the boundary
term. As for the AdS case, however, the precise value of $c$ is not fixed by the requirement of making the variational problem well defined. Indeed, any finite value of $c$ will do. To see this we again note that for large $w$

$$f \sim -\frac{d-1}{2\sqrt{w}} + \frac{mI'_\nu(m\sqrt{w})}{I_\nu(m\sqrt{w})} - 2\pi mce^{-2m\sqrt{w}}. \quad (3.1.55)$$

Inserting the term proportional to $c$ into Hamilton’s principal function we see that it contributes a term

$$S_c = -mc\pi \int d^dx\sqrt{\gamma} \phi^2 e^{-2m\sqrt{d(d-1)/R[\gamma]}}, \quad (3.1.56)$$

which, using the asymptotic behavior of the induced metric and of the scalar field deduced above, we see that it is finite as $r \to \infty$. We therefore confirm that $c$ corresponds to the generic non-uniqueness of the boundary term required to make the variational problem well defined, and which is analogous to what happens in AdS.

The outcome of the above discussion is that for $m > 0$ we can take the boundary term that makes the variational problem well defined to be given by (3.1.44) with $f$ as in (3.1.51) with $c = 0$. Any value of $|c| < \infty$ is equally good for making the variational problem well defined, but the value $c = 0$, as we shall see, is the unique value that diagonalizes the map $\varphi^*_r$. The boundary term that makes the variational problem for a massive scalar field in $\mathbb{R}^{d+1}$ well defined is

$$S_b = -\frac{1}{2} \int d^dx\sqrt{\gamma} \left( -\sqrt{\frac{(d-1)R[\gamma]}{4d}} + \frac{mI'_\nu}{I_\nu} \left( m \frac{d(d-1)/R[\gamma]}{8(d-1)m} \right) \right) \phi, \quad (3.1.57)$$

where

$$\nu = \sqrt{\left(\frac{d-1}{2}\right)^2 - \frac{d(d-1)}{R[\gamma]} \Box_{\gamma}.} \quad (3.1.58)$$

The crucial difference with the AdS case is that the boundary term required to make the variational problem well defined necessarily contains an infinite number of transverse derivatives. Nevertheless, it still admits a derivative expansion, namely

$$S_b = -\frac{1}{2} \int d^dx\sqrt{\gamma} \phi \left( m - \sqrt{\frac{dR[\gamma]}{4(d-1)}} + \frac{(d-2)R[\gamma]}{8(d-1)m} - \frac{1}{2m} \Box_{\gamma} + O \left( \frac{R^{3/2}}{m^2}, \frac{R^{1/2}}{m^2} \right) \right) \phi, \quad (3.1.59)$$

and it can be checked that this boundary term preserves the symplectic form and hence corresponds to a canonical transformation.

Finally, applying the map $\varphi^*_r : T^*P \to T^*C$ after the canonical transformation corresponding to $S_b$ in (3.1.57) we get

$$\varphi^*_r \left( \frac{\delta \Pi}{\delta \phi} \right) = \left( -2mr^{d/2}e^{-mr} \delta \phi_- (x) + \cdots \right). \quad (3.1.60)$$

Hence, once more, we see that with the choice $c = 0$ for the boundary term, the corresponding canonical transformation diagonalizes the symplectic map $\varphi^*_r$.

### 3.1.3 Massless scalar in $\mathbb{R}^{d+1}$ background

We have so far seen that the massive scalar field in $\mathbb{R}^{d+1}$ is not so much different from a scalar field in AdS, except from the fact that the boundary term required to make the variational problem
well defined necessarily contains an infinite number of transverse derivatives. We now come to
address the case of a massless scalar field in \( \mathbb{R}^{d+1} \), which, as will see, poses some drastic qualitative
differences which have to be understood. The issues that arise in this case are similar to those arising
when considering the variational problem of Type IIB supergravity in asymptotically \( AdS_5 \times S^5 \)
backgrounds. Our approach in tackling them here for the massless scalar field will be conceptually
similar to the analysis in [30], but with some crucial differences.

Setting \( m = 0 \) in (3.1.38) we immediately see that the general solution of the equation of motion
takes the from
\[
\phi(r, x) = r^{-(d-1)/2} \sum_{\nu} \left( r^\nu \phi_+^{(\nu)}(x) + r^{-\nu} \phi_-^{(\nu)}(x) \right),
\]  
(3.1.61)
where \( \phi_\pm^{(\nu)}(x) \) satisfy
\[
\Box_g \phi_\pm^{(\nu)}(x) = \left( \frac{d-1}{2} - \nu^2 \right) \phi_\pm^{(\nu)}(x).
\]  
(3.1.62)

In other words, \( \phi_\pm^{(\nu)}(x) \) can be written as a generic linear combination of spherical harmonics on
\( S^d \) with a fixed eigenvalue of the Laplacian. The dramatic new feature of the solution (3.1.61) is
that the asymptotic behavior depends on the eigenvalue of the Laplacian in the transverse space.
The fundamental problem with this behavior is that the map \( \varphi^* \) corresponding to the asymptotic
solution (3.1.61) does not induce a well defined symplectic form on the space of asymptotic solutions,
as can be checked explicitly. Before we proceed with trying to make the variational problem well
defined, therefore, we must understand how we can construct a well defined space of asymptotic
solutions with a non degenerate symplectic form.

In order to achieve this we must express the scalar field in terms of degrees of freedom on \( S^d \) that
trivialize the constraint (3.1.62). In other words, the scalar field should be expressed in terms of a
set of degrees of freedom which are eigenfunctions of the Laplace operator on \( S^d \). There is a unique
solution to this problem, which is to expand the scalar field in terms of harmonic polynomials on \( S^d \).
Namely, introducing coordinates \( \{ y^a \} \in \mathbb{R}^{d+1}, a = 1, \ldots, d+1 \), the space of Harmonic polynomials
on \( \mathbb{R}^{d+1} \) of degree \( \ell \), \( \mathcal{H}_\ell(\mathbb{R}^{d+1}) \), consists of homogeneous polynomials of degree \( \ell \) of the form
\[
\psi^{(\ell)}(y) = \frac{1}{\ell!} \varphi^{(\ell)}_{a_1 a_2 \ldots a_\ell} y^{a_1} y^{a_2} \cdots y^{a_\ell},
\]  
(3.1.63)
where \( \varphi^{(\ell)}_{a_1 a_2 \ldots a_\ell} \) is a totally symmetric and traceless tensor. The tracelessness of this tensor ensures
that \( \psi^{(\ell)}(y) \) is harmonic with respect to the Laplacian \( \Box_{\mathbb{R}^{d+1}} = \partial_\rho \partial_\rho \). Now, writing \( y^a = \rho x^a \),
where \( x^a \) satisfy the constraint \( x^a x^a = 1 \), we can write the Laplacian on \( \mathbb{R}^{d+1} \) as
\[
\Box_{\mathbb{R}^{d+1}} = \rho^{-d} \partial_\rho (\rho^d \partial_\rho) + \rho^{-2} \Box_{S^d}.
\]  
(3.1.64)
Applying this on the harmonic polynomial \( \psi^{(\ell)}(y) \) and then pulling back the resulting expression
on \( S^d \) we find that
\[
\Box_{S^d} \psi^{(\ell)}(x) = -\ell(\ell + d - 1) \psi^{(\ell)}(x).
\]  
(3.1.65)
This result is precisely what we were looking for. The degrees of freedom that trivialize the
constraint (3.1.62) are harmonic polynomials on \( \mathbb{R}^{d+1} \) pulled back on \( S^d \). We can therefore expand
the scalar field as
\[
\phi(r, x) = \sum_{\ell=0}^{\infty} \psi^{(\ell)}(r, x) = \sum_{\ell=0}^{\infty} \frac{1}{\ell!} \varphi^{(\ell)}_{a_1 a_2 \ldots a_\ell} (r) x^{a_1} x^{a_2} \cdots x^{a_\ell},
\]  
(3.1.66)
where each polynomial $\varphi^{(\ell)}(r, x)$ satisfies the constraint (3.1.62) with $\nu = (d - 1)/2 + \ell$. The only other ingredient we need is to evaluate the moment integral

$$
\mathcal{I}_{a_1 a_2 \ldots a_{2k}} \equiv \int_{S^d} \mu(x) x^{a_1} x^{a_2} \cdots x^{a_{2k}},
$$

where $\mu(x)$ is the appropriate measure on $S^d$, defined such that

$$
\int_{S^d} \mu(x) = \frac{2\pi^{(d+1)/2}}{\Gamma \left( \frac{d+1}{2} \right)}.
$$

Note that the integral of an odd number of $x^a$ s vanishes. Now, $\mathcal{I}_{a_1 a_2 \ldots a_{2k}}$ must be a totally symmetric Cartesian tensor, and hence

$$
\mathcal{I}_{a_1 a_2 \ldots a_{2k}} = c_k(d) \sum_{\sigma \in B_{2k}} \delta^{a_{\sigma(1)} a_{\sigma(2)}} \delta^{a_{\sigma(3)} a_{\sigma(4)}} \cdots \delta^{a_{\sigma(2k-1)} a_{\sigma(2k)}},
$$

where $B_{2k}$ denotes the $(2k - 1)!!$ dimensional conjugacy class of the symmetric group $S_{2k}$, corresponding to the partition $2k = 2 + 2 + \cdots + 2$. Since the $x^a$ s satisfy the constraint $x^a x^a = 1$, contracting say the last two indices in $\mathcal{I}_{a_1 a_2 \ldots a_{2k}}$ must give identically $\mathcal{I}_{a_1 a_2 \ldots a_{2k-2}}$. This implies that the coefficient $c_k$ satisfies the recursion relation

$$
c_k(d) = \frac{c_{k-1}(d)}{d + 1 + 2k - 2},
$$

which can be solved to obtain

$$
c_k(d) = \frac{2\pi^{(d+1)/2}}{\Gamma \left( \frac{d+1}{2} \right)} \frac{2k^{d-1}}{\Gamma \left( \frac{d+1}{2} \right)} \frac{\Gamma(d+1)}{\Gamma \left( \frac{d+1}{2} + 1 \right)} = \frac{2\pi^{(d+1)/2}}{2^k \Gamma \left( \frac{d+1}{2} + k \right)}.
$$

Using this result now we find that for two harmonic polynomials $\varphi^{(\ell)}(x)$ and $\Xi^{(\ell)}(x)$,

$$
\int_{S^d} \mu(x) \varphi^{(\ell)}(x) \Xi^{(\ell)}(x) = \frac{2\pi^{(d+1)/2}}{2^k \Gamma \left( \frac{d+1}{2} + \ell \right) \ell!} \delta^{\ell \ell'} \varphi^{(\ell)}_{a_1 a_2 \ldots a_{2k}} \Xi^{(\ell')}_{a_1 a_2 \ldots a_{2k}} \equiv \delta^{\ell \ell'} \varphi^{(\ell)} : \Xi^{(\ell')}.
$$

We now have the necessary ingredients to reformulate the original problem in terms of the new degrees of freedom. Inserting the decomposition of the scalar field in terms of the symmetric traceless tensors into the scalar Lagrangian and using the above orthonormality property of the harmonic polynomials we obtain the action

$$
S = \sum_{\ell=0}^{\infty} \int dr e^{dA(r)} \left( \frac{1}{2} \dot{\varphi}^{(\ell)} \cdot \dot{\varphi}^{(\ell)} + \frac{1}{2} e^{-2A(r)} \ell(\ell + d - 1) \varphi^{(\ell)} \cdot \varphi^{(\ell)} \right),
$$

which describes the dynamics of a countably infinite set of symmetric traceless and decoupled point-tensors. It now remains to carry out the analysis of the variational problem for this action.

We start again from the space of asymptotic solutions. The equation of motion for the symmetric tensor of rank $\ell$ is

$$
\ddot{\varphi}^{(\ell)}_{a_1 a_2 \ldots a_{2\ell}} + \frac{d}{r} \dot{\varphi}^{(\ell)}_{a_1 a_2 \ldots a_{2\ell}} - \ell(\ell + d - 1) \varphi^{(\ell)}_{a_1 a_2 \ldots a_{2\ell}} = 0,
$$

whose general solution is

$$
\varphi^{(\ell)}_{a_1 a_2 \ldots a_{2\ell}}(r) = r^\ell \varphi^{(\ell)}_{+a_1 a_2 \ldots a_{2\ell}} + r^{-(\ell + d - 1)} \varphi^{(\ell)}_{-a_1 a_2 \ldots a_{2\ell}},
$$
where $\varphi_{a_1a_2...a_\ell}^{(\ell)}$ are arbitrary constant totally symmetric and traceless tensors. The canonical momentum conjugate to $\varphi_{a_1a_2...a_\ell}^{(\ell)}$ is
\[
\pi^{(\ell)a_1a_2...a_\ell} = \frac{2\pi^{(d+1)/2}}{2\ell} e^{dA(r)} \frac{1}{\ell!} \delta^{(\ell)a_1a_2...a_\ell},
\] (3.1.76)
and the symplectic form on phase space takes the form
\[
\Omega_P = \sum_{\ell=0}^{\infty} \delta\pi^{(\ell)a_1a_2...a_\ell} \wedge \delta\varphi_{a_1a_2...a_\ell}^{(\ell)}.\] (3.1.77)
Inserting the above general solution in this symplectic form we obtain the pullback of the symplectic form on the space of asymptotic (in this case exact) solutions, namely
\[
\Omega_c = \varphi_c^* \Omega_P = \sum_{\ell=0}^{\infty} \frac{2\pi^{(d+1)/2}}{2\ell!} e^{dA(r)} (2\ell + d - 1) \frac{1}{\ell!} \delta\varphi_{a_1a_2...a_\ell}^{(\ell)} \wedge \delta\varphi_{a_1a_2...a_\ell}^{(\ell)}.\] (3.1.78)
We have therefore succeeded in constructing a sensible space of asymptotic solutions that inherits a non-degenerate symplectic form from that on phase space. The next step is to construct the boundary term that induces the canonical transformation which makes the variational problem well defined.

The Hamilton-Jacobi equation for the tensor of rank $\ell$ takes the form
\[
\frac{1}{2} e^{dA(r)} \left( \frac{2\pi^{(d+1)/2}}{2\ell!} e^{dA(r)} \right)^{-2} \pi^{(\ell)} \cdot \pi^{(\ell)} - \frac{1}{2} e^{(d-2)A(r)} \ell(\ell+d-1) \varphi^{(\ell)} \cdot \varphi^{(\ell)} + \frac{\partial S^{(\ell)}}{\partial r} = 0,\] (3.1.79)
where
\[
\pi^{(\ell)a_1a_2...a_\ell} = \frac{\delta S^{(\ell)}}{\delta \varphi_{a_1a_2...a_\ell}^{(\ell)}}.\] (3.1.80)
Inserting an ansatz of the form
\[
S^{(\ell)} = \frac{1}{2} e^{(d-1)A(r)} \lambda(r) \varphi^{(\ell)} \cdot \varphi^{(\ell)},\] (3.1.81)
in the Hamilton-Jacobi equation, we see that $\lambda$ must satisfy
\[
\lambda^2 + (d-1)\lambda + r \lambda - \ell(\ell+d-1) = 0.\] (3.1.82)
The general solution is
\[
\lambda = \frac{\ell r^{d-1+2\ell} - c (d-1+\ell)}{r^{d-1+2\ell} + c},\] (3.1.83)
where $c$ is an arbitrary constant. As we have seen a number of times by now, the constant $c$ interpolates between the two modes. Namely for $c = 0$ we have $\lambda = \ell$, while for $|c| = \infty$ we get instead $\lambda = -(d-1+\ell)$. Again, any $|c| < \infty$ is equally good in making the variational problem well defined, but as we will see the only value that diagonalizes the symplectic map $\varphi_c^*$ is $c = 0$. We therefore take
\[
S_b = \frac{1}{2} e^{(d-1)A(r)} \sum_{\ell=1}^{\infty} \ell \varphi^{(\ell)} \cdot \varphi^{(\ell)},\] (3.1.84)
It is interesting to note that this boundary term is exactly what one obtains by taking the limit $m \to 0$ in the boundary term (3.1.57) and subsequently expressing the scalar field in terms of the traceless symmetric tensors. However, it is now clear that the transformation induced by this boundary term preserves the symplectic form and hence it is a canonical transformation.

Finally, evaluating the map $\varphi^*_r : T^*\mathcal{P} \to T^*\mathcal{C}$ after the canonical transformation induced by this boundary term, we find

$$
\varphi^*_r \left( \frac{\delta \Pi^{(\ell)a_1a_2...a_\ell}}{\delta \varphi_{a_1a_2...a_\ell}} \right) = \left( -\frac{2\pi^{(d+1)/2}}{2^{d/2}} \frac{(2\ell + d - 1)}{\ell!} \frac{r^{-\ell} \delta \varphi_{(l)a_1a_2...a_\ell}}{r^f \delta \varphi_{+a_1a_2...a_\ell} + \cdots} \right)
$$

(3.1.85)

So, again, we see that the above boundary term diagonalizes the symplectic map $\varphi^*_r : T^*\mathcal{P} \to T^*\mathcal{C}$.

### 3.2 Einstein-Hilbert gravity and constrained phase space

So far we have carried out the analysis of the variational problem for a number of examples, all of which had some distinct interesting aspects. Gravity presents us with yet another feature which we have not seen so far in the examples we considered. Namely, the phase space description of gravity in an ADM like formalism is gauge redundant and so the coordinates on phase space are subject to constraints. The physical phase space is the quotient, $\mathcal{P}/\mathcal{C}$, of the unconstrained phase space $\mathcal{P}$, by the constraints $\mathcal{C}$. Similarly, the physical space of asymptotic solutions is the quotient $\mathcal{C}/\mathcal{C}$ of the space of asymptotic solutions, $\mathcal{C}$, by the constraints. This is the same as the space of asymptotic solutions modulo bulk diffeomorphisms that preserve the form of the asymptotic solutions. In this subsection we will discuss how the picture of canonical transformations applies to the constrained phase space of asymptotically (Euclidean) AdS gravity.

#### 3.2.1 Phase space, diffeomorphisms, and the algebra of constraints

In order to formulate Einstein gravity in Hamiltonian language we use an ADM like formalism [31], but with Hamiltonian time being the coordinate $r$, emanating from the boundary at $r = \infty$. This formalism applies irrespectively of the asymptotics of spacetime. The problem we are interested in, however, requires that the hypersurfaces $\Sigma_r$ admit a sensible limit $r \to \infty$, which we will call the boundary, $\partial \mathcal{M}$. The boundary is therefore always a codimension one manifold. Note that this does not necessarily mean that the induced metric on $\Sigma_r$ does not become degenerate as $r \to \infty$. As we have explicitly seen in the previous section, the type of degrees of freedom that parameterize the space of asymptotic solutions is not always the same as that of the bulk degrees of freedom. Hence, the degrees of freedom that parameterize the space of asymptotic solutions of Einstein-Hilbert gravity need not be a boundary metric and its conjugate stress tensor. Indeed, this seems to be the case for gravity in anything but asymptotically AdS spaces. Moreover, in the case of Lorentzian bulk gravity, the boundary can be timelike, as is the case in anti de Sitter space, spacelike, as is the case for de Sitter space, or it can even have different signature in different regions, as is the case in Minkowski spacetime [12].

We start with the Einstein-Hilbert action

$$
S = -\frac{1}{2\kappa^2} \int_{\mathcal{M}} d^{d+1}x \sqrt{g}(R - 2\Lambda) - \frac{1}{2\kappa^2} \int_{\partial \mathcal{M}} d^d x \sqrt{\gamma} 2K,
$$

(3.2.1)

where $\kappa^2 = 8\pi G_{d+1}$ is the gravitational constant, and we have included the standard Gibbons-Hawking term [32]. This term makes the variational problem well defined in a space $\mathcal{M}$ of finite
volume and it is necessary in order to formulate the dynamics in Hamiltonian language. In the Hamiltonian formulation the metric \( g_{\mu\nu} \) is replaced by a set of fields \( \{N, N_i, \gamma_{ij}\} \) on \( \Sigma_r \), by writing

\[
ds^2 = (N^2 + N_i N^i) dr^2 + 2 N_i dr d^i + \gamma_{ij} dx^i dx^j,
\]

where \( N \) and \( N_i \) are respectively the lapse and shift functions, and \( \gamma_{ij} \) is the induced metric on the hypersurfaces \( \Sigma_r \) of constant radial coordinate \( r \). In terms of these variables the Ricci scalar takes the form

\[
R[g] = R[\gamma] + K^2 - K_{ij} K^{ij} + \nabla_\mu (-2 K n^\mu + n^\theta \nabla_\rho n^\theta),
\]

where \( R[\gamma] \) is the Ricci scalar of the induced metric \( \gamma_{ij} \), the extrinsic curvature, \( K_{ij} \), of the hypersurface \( \Sigma_r \) is given by

\[
K_{ij} = \frac{1}{2N} (\dot{\gamma}_{ij} - D_i N_j - D_j N_i),
\]

and \( D_i \) is the covariant derivative w.r.t. the induced metric \( \gamma_{ij} \). Moreover, \( K = \gamma^{ij} K_{ij} \) and \( n^\mu = (1/N, -N^i/N) \), is the unit normal vector to \( \Sigma_r \). The total derivative term in this decomposition of the bulk Ricci scalar is an indication of the need for the Gibbons-Hawking term. Evaluating this term on \( \Sigma_r \) we see that it gives a contribution which is precisely canceled by the Gibbons-Hawking term. We therefore arrive at a Lagrangian description of the dynamics of the induced fields \( \{N, N_i, \gamma_{ij}\} \) on \( \Sigma_r \), namely

\[
L = -\frac{1}{2\kappa^2} \int_{\Sigma_r} d^d x \sqrt{\gamma} N \left( R[\gamma] - 2\Lambda + K^2 - K_{ij} K^{ij} \right).
\]

This Lagrangian involves no kinetic terms for the fields \( N \) and \( N_i \), which are therefore Lagrange multipliers, leading to constraints.

We then proceed in the standard way by introducing the canonical momentum conjugate to \( \gamma_{ij} \)

\[
\pi^{ij} = \frac{\delta L}{\delta \dot{\gamma}_{ij}} = -\frac{1}{2\kappa^2} \sqrt{\gamma} (K \gamma^{ij} - K^{ij}),
\]

and the Hamiltonian

\[
H = \int_{\Sigma_r} d^d x \pi^{ij} \dot{\gamma}_{ij} - L = \int_{\Sigma_r} d^d x \left( N H + N_i H^i \right),
\]

where

\[
H = 2\kappa^2 \gamma^{-\frac{1}{2}} \left( \pi^i_j \pi^j_i - \frac{1}{d-1} \pi^2 \right) + \frac{1}{2\kappa^2} \sqrt{\gamma} (R[\gamma] - 2\Lambda), \quad H^i = -2D_j \pi^{ij}.
\]

\(^\text{5}It may be worth emphasizing at this point that we are working within the second order formalism for Einstein gravity, where the metric is the only independent variable. This is the appropriate formulation of gravity that arises in the AdS/CFT correspondence. AdS gravity in the first order Palatini formalism has been discussed e.g. in \[33, 34\] and boundary counterterms, so called ‘Kounterterms’, have been derived. However, the variational problems of first order and second order gravity are in general not the same, and correspondingly the boundary terms required to make them well defined are generically different. In particular, since in the Palatini formalism both the metric and the connection are independent fields, the induced metric and the extrinsic curvature on a radial slice are independent coordinates in phase space and not canonically conjugate variables as is the case in second order gravity. However, since the variational problem of first order gravity is more general than the second order one, the Kounterterms \[33\], which depend explicitly both on the extrinsic curvature and the induced metric, should reduce to the usual counterterms of second order gravity once the relation \( K_{ij}[\gamma] \), determined by solving the Hamilton-Jacobi equation of second order gravity, is substituted in.
Hamilton’s equations for the auxiliary fields $N$ and $N_i$ lead respectively to the Hamiltonian and momentum constraints
\begin{equation}
\mathcal{H} = 0, \quad \mathcal{H}^i = 0.
\end{equation}

The physical phase space, therefore, is parameterized by the canonical variables $(\pi^{ij}, \gamma^{ij})$ subject to the constraints (3.2.9). In order to exhibit the significance of these constraints, we note that the symplectic form on phase space
\begin{equation}
\Omega = \int_{\Sigma_r} d^d x \delta \pi^{ij} \wedge \delta \gamma^{ij},
\end{equation}
leads to the Poisson bracket
\begin{equation}
\{ \gamma^{ij}(r, x), \pi^{kl}(r, x') \} = \delta^{(k}_{(i} \delta^{l)}_{j)} (x - x'),
\end{equation}
which can be realized as
\begin{equation}
\{ A[\gamma, \pi], B[\gamma, \pi] \} = \int_{\Sigma_r} d^d x \left( \frac{\delta A}{\delta \gamma^{ij}} \frac{\delta B}{\delta \pi^{ij}} - \frac{\delta B}{\delta \gamma^{ij}} \frac{\delta A}{\delta \pi^{ij}} \right).
\end{equation}

It follows that for any phase space function $F[\gamma, \pi]$
\begin{equation}
\{ F[\gamma, \pi], \gamma^{ij}(r, x') \} = \frac{\delta F[\gamma, \pi]}{\delta \pi^{ij}(r, x')}, \quad \{ F[\gamma, \pi], \pi^{ij}(r, x') \} = \frac{\delta F[\gamma, \pi]}{\delta \gamma^{ij}(r, x')}.
\end{equation}

In particular, Hamilton’s equations read
\begin{equation}
\dot{\gamma}^{ij} = \frac{\delta H}{\delta \pi^{ij}} = - \{ H, \gamma^{ij} \}, \quad \dot{\pi}^{ij} = - \frac{\delta H}{\delta \gamma^{ij}} = - \{ H, \pi^{ij} \}.
\end{equation}

Let us now define the phase space function
\begin{equation}
C[\xi] = \int_{\Sigma_r} d^d x \left( \xi^a \mathcal{H} + \xi^i \mathcal{H}_i \right),
\end{equation}
where $\xi(r, x)$ is an arbitrary scalar function and $\xi^i(r, x)$ is an arbitrary transverse vector. Computing the Poisson bracket of $C[\xi]$ with the induced metric and its conjugate momentum we obtain
\begin{equation}
\{ C[\xi], \gamma^{ij} \} = \delta \dot{\xi}^{ij}, \quad \{ C[\xi], \pi^{ij} \} = \delta \dot{\xi}^{ij},
\end{equation}
where
\begin{equation}
\dot{\xi}^a = \left( \xi^i \partial_i \xi^a - \xi^a \partial_i \xi^i - (\xi^D^j \xi' - \xi^D_i \xi') \right).
\end{equation}
Hence, the constraints close onto themselves under the Poisson bracket and are therefore first class constraints. The corresponding algebra is the algebra of bulk diffeomorphisms. A well known difficulty with this algebra is that the structure constants are field dependent, which can be seen from the fact that the gauge parameter of the RHS of (3.2.18) is field-dependent unless \( \xi \) or \( \xi' \) vanish. We conclude that the physical phase space, obtained from the unconstrained phase space \( \mathcal{P} \) by imposing the constraints \([3.2.9]\), corresponds to the quotient \( \mathcal{P}/\text{Diff}(\mathcal{M}) \).

### 3.2.2 Space of asymptotic solutions, asymptotic diffeos, and the algebra of constraints

The Hamiltonian analysis of the previous subsection applies to any Einstein-Hilbert gravity. We now want to construct the space of asymptotic solutions of Einstein’s equations and see how the symplectic form of the constrained phase space descends to a non degenerate symplectic form on this space. We will consider only asymptotically locally AdS asymptotics here, where all the technical results are already known in the literature. The analogous construction for asymptotically dS solutions is essentially identical after a Wick rotation. The analysis of the asymptotically flat solutions will appear elsewhere [12].

In the asymptotically AdS case, the space of asymptotic solutions has been known for a long time and is provided by the Fefferman-Graham expansion \([35]\). Setting the lapse and shift functions to \( N = 1 \) and \( N^i = 0 \) as above, the Fefferman-Graham expansion is an expansion for the induced metric \( \gamma_{ij} \) and takes the form (setting the AdS radius to one)

\[
\gamma_{ij}(r, x) = e^{2r} \left( g_{(0)ij}(x) + e^{-2r} g_{(2)ij}(x) + \cdots + e^{-dr} \left( -2r h_{(d)ij}(x) + g_{(d)ij}(x) \right) + \cdots \right),
\]

where the term \( h_{(d)ij}(x) \) is non vanishing only for even boundary dimension \( d \). Inserting this asymptotic expansion in Einstein’s equation with a negative cosmological constant one finds that the boundary metric \( g_{(0)ij}(x) \) is left totally unconstrained while only the trace and covariant divergence of \( g_{(d)ij}(x) \) are determined locally in terms of \( g_{(0)ij}(x) \) and its derivatives. Moreover, the terms \( g_{(n)ij}(x) \), \( 0 < n < d \), as well as \( h_{(d)ij}(x) \), are all locally determined in terms of \( g_{(0)ij}(x) \) and its derivatives, while the terms \( g_{(n)ij}(x) \), \( n > d \) are uniquely determined in terms of both \( g_{(0)ij}(x) \) and \( g_{(d)ij}(x) \). Explicit expressions for the terms \( g_{(n)ij}(x) \), \( 0 < n < d \), and \( h_{(d)ij}(x) \) for various dimensions can be found in \([6]\). Moreover, the constraints that \( g_{(d)ij}(x) \) satisfies take the form

\[
D_{(0)}^i T_{ij}(x) = 0, \quad T_i^i(x) = \mathcal{A}(x),
\]

where the symmetric tensor \( T_{ij} \) is given by\footnote{This tensor is related to the tensor \( T_{ij} \) in \([6]\) and the renormalized canonical momentum, \( \pi_{(d)ij} \), introduced in \([12]\). The precise relations are \( T_{ij} = \frac{d}{2\kappa^2} \pi_{ij} = -2\pi_{(d)ij} \).}

\[
T_{ij} = \frac{d}{2\kappa^2} \left( g_{(d)ij} - g_{(0)}^{kt} g_{(d)kl} g_{(0)ij} \right) + X_{ij}[g_{(0)}],
\]

with \( X_{ij}[g_{(0)}] \) a local function of the boundary metric and its derivatives which depends on the dimension \( d \). In particular, \( X_{ij}[g_{(0)}] \) vanishes identically for odd \( d \). For even \( d \) it is uniquely determined up to a multiple of \( h_{(d)ij} \), which corresponds to scheme dependence \([6]\). For \( d = 2 \) the scheme independent part of \( X_{ij}[g_{(0)}] \) vanishes, while the expressions for \( d = 4 \) and \( d = 6 \) can be found in \([6]\). In the AdS/CFT dictionary the tensor \( T_{ij} \) is identified as the stress tensor of the dual CFT. Moreover, \( D_{(0)i} \) in \((3.2.21)\) denotes the covariant derivative w.r.t. the boundary metric \( g_{(0)ij} \), and \( \mathcal{A}(x) \) is the conformal anomaly \([1]\), which again vanishes for odd \( d \) and it is a local function of the boundary metric and its derivatives for even \( d \). Explicit expressions can be found in \([1] [6]\).
Having constructed the space of asymptotic solutions, \( \mathcal{C} \), we are now in a position to evaluate the symplectic form on this space. The result is

\[
\Omega_{\mathcal{C}} = \varphi_{r}^{*}\Omega_{\mathcal{P}} = \int d^{d}x \delta \pi_{(d)}^{ij} \wedge \delta g^{(0)ij}, \tag{3.2.23}
\]

where \( \pi_{(d)}^{ij} \equiv -\frac{1}{2} \sqrt{g^{(0)}} T^{ij} \). The space of asymptotic solutions, \( \mathcal{C} \), therefore, is parametrized in terms of the canonical variables \( \pi_{(d)}^{ij} \) and \( g^{(0)ij} \) and it inherits a well defined symplectic form from the one on phase space. However, the canonical variables parameterizing the space of asymptotic solutions are still constrained as they must satisfy the conditions \( (3.2.21) \). As we have seen this indicates that there must be some gauge redundancy in the description of the space of asymptotic solutions. In order to exhibit and understand this gauge redundancy we proceed as above and we introduce the Poisson bracket

\[
\{ g^{(0)ij}(x), \pi_{(d)}^{kl}(x') \} = \delta^{(k}_{i} \delta^{l}_{j} \delta^{(d)}(x-x'), \tag{3.2.24}
\]

which can be realized as

\[
\{ A[g^{(0)}, \pi_{(d)}], B[g^{(0)}, \pi_{(d)}] \} = \int d^{d}x \left( \frac{\delta A}{\delta g^{(0)ij}} \frac{\delta B}{\delta \pi_{(d)}^{ij}} - \frac{\delta B}{\delta g^{(0)ij}} \frac{\delta A}{\delta \pi_{(d)}^{ij}} \right). \tag{3.2.25}
\]

In order to understand the meaning of the constraints \( (3.2.21) \) we now simply have to evaluate the Poisson bracket of the constraint function

\[
C[\xi_{o}, \sigma] = \int d^{d}x \sqrt{g^{(0)}} (\xi_{o}^{i}(x)D_{(0)}^{ij} T_{ij} + \sigma(x) (T_{i}^{i} - A)), \tag{3.2.26}
\]

where \( \xi_{o}^{i}(x) \) and \( \sigma(x) \) are respectively an arbitrary vector field and an arbitrary scalar function on \( \partial \mathcal{M} \), with the canonical fields \( g^{(0)ij} \) and \( \pi_{(d)}^{ij} \) parameterizing the space of asymptotic solutions.

Before we write down the answer, however, let us digress for a moment and try to identify the gauge redundancy in the asymptotic expansion \( (3.2.20) \). Under a general bulk diffeomorphism \( x^{\mu} \rightarrow x'^{\mu} + \xi^{\mu} \) the metric transforms as

\[
\delta g_{\mu\nu} = -\mathcal{L}_{\xi} g_{\mu\nu} = -\nabla_{\mu} \xi_{\nu} - \nabla_{\nu} \xi_{\mu}. \tag{3.2.27}
\]

The subset of bulk diffeomorphisms that preserve the gauge choice \( N = 1, N^{i} = 0 \), therefore, consists of diffeomorphisms that satisfy

\[
\begin{align*}
\delta g_{rr} &= -\mathcal{L}_{\xi} g_{rr} = -2 \dot{\xi}^{r} = 0, \\
\delta g_{ri} &= -\mathcal{L}_{\xi} g_{ri} = -\gamma_{ij}(\dot{\xi}^{j} + \partial^{j} \xi^{r}) = 0. \tag{3.2.28}
\end{align*}
\]

Solving these conditions we obtain

\[
\begin{align*}
\xi^{r} &= -\sigma(x), \\
\xi^{i} &= \xi_{o}^{i}(x) - \partial_{j} \sigma(x) \int^\infty_{r} dr' \gamma^{ji}(r', x). \tag{3.2.29}
\end{align*}
\]

where \( \sigma(x) \) and \( \xi_{o}^{i}(x) \) are arbitrary. Inserting the expansion \( (3.2.20) \) into the second of these expressions gives

\[
\xi^{i} = \xi_{o}^{i}(x) - \frac{1}{2} e^{-2r} \left( g^{(0)ij} - \frac{1}{2} e^{-2r} g^{(2)ij} + O(e^{-4r}) \right) \partial_{j} \sigma(x), \tag{3.2.30}
\]

\(^{7}\)This differs from \( \pi_{(d)ij} \) in \([17]\) only in that here \( \pi_{(d)ij} \) is defined as a tensor density by including \( \sqrt{g^{(0)}} \) in its definition.
where the indices are raised or lowered using $g(0)_{ij}$. Bulk diffeomorphisms of this form preserve the asymptotic form of the Fefferman-Graham expansion (3.2.20). The subset of these diffeomorphisms with $\xi_0^i$ vanishing are known in the literature [36] as Penrose-Brown-Henneaux transformations [37] [38]. The coefficients in the Fefferman-Graham expansion, however, transform under such diffeomorphisms, with the transformations being determined from the relation

$$\delta_\xi \gamma_{ij} = -\mathcal{L}_\xi g_{ij} = -(L_\xi \gamma_{ij} + 2K_{ij} \xi^i) = -(D_i \xi_j + D_j \xi_i - 2K_{ij} \sigma). \quad (3.2.31)$$

In particular, the transformation of the leading term in the Fefferman-Graham expansion transforms as

$$\delta_\xi g(0)_{ij} = -(D(0)_{ij} \xi_{0j} + D(0)_{ij} \xi_{0i}) + 2\sigma g(0)_{ij}. \quad (3.2.32)$$

Hence, $\xi_0^i(x)$ corresponds to the infinitesimal parameter of a boundary diffeomorphism, while $\sigma(x)$ is the infinitesimal parameter of a boundary Weyl transformation. Moreover, one finds that the canonically conjugate variable $\pi(0)^{ij}$ transforms as

$$\delta_\xi \pi(0)^{ij} = -\left( D(0)^{ik} \pi(0)^{kj} - \pi(0)^{ik} D(0)^{kj} \xi_0^i - \pi(0)^{ik} D(0)^{kj} \xi_0^i \right)$$

$$-2\sigma(x)\pi(0)^{ij} - \frac{\delta}{\delta g(0)_{ij}} \int d^d x \sqrt{g(0)} A\sigma. \quad (3.2.33)$$

The part of the transformation proportional to $\xi_0^i(x)$ simply means that $\pi(0)^{ij}$ transforms as a covariant density under boundary diffeomorphisms, while the transformation under boundary Weyl rescalings follows from the relation of $\pi(0)^{ij}$ to the renormalized action, which we will derive in the next subsection. Although this general form of the Weyl transformation of the renormalized stress tensor in terms of the conformal anomaly must surely be known, we are not aware of any other place in the literature where it has appeared. Explicit expressions for the transformation of the renormalized stress tensor under Weyl rescaling of the boundary metric for $d = 2$ and $d = 4$ can be found in [36] [6].

It should now be no surprise that evaluating the Poisson bracket of the constraint function (3.2.20) with the canonical fields we obtain

$$\{C[\xi_0, \sigma], g(0)_{ij}(x)\} = \delta_\xi g(0)_{ij}(x), \quad \{C[\xi_0, \sigma], \pi(0)^{ij}(x)\} = \delta_\xi \pi(0)^{ij}(x). \quad (3.2.34)$$

We have therefore confirmed that the constraints (3.2.21) generate bulk diffeomorphisms that preserve the form of the asymptotic solution (3.2.20). Moreover, evaluating the Poisson bracket of the constraint function (3.2.20) with itself we find that the constraints close on themselves, namely

$$\{C[\xi_0, \sigma], C[\xi_0', \sigma']\} = C[\xi_0'', \sigma''], \quad (3.2.35)$$

where

$$\xi_0'' = \xi_0^i \partial_j \xi_0'^i - \xi_0^i \partial_j \xi_0'^i, \quad \sigma'' = \xi_0^i \partial_j \sigma' - \xi_0^i \partial_j \sigma. \quad (3.2.36)$$

Contrary to the phase space algebra of constraints, however, here $\xi_0''$ and $\sigma''$ are not field dependent and so the algebra of constraints is now strictly a gauge algebra. So, the physical space of asymptotic solutions is the quotient

$$C/\text{Diff}_o(\mathcal{M}), \quad (3.2.37)$$

of the space of asymptotic solutions, which are parameterized by $g(0)_{ij}$ and $\pi(0)^{ij}$, by the group of bulk diffeomorphisms that preserve the form of the asymptotic solutions. Note that the reason why $\pi(0)^{ij}$ appears when one evaluates the symplectic form on the space of asymptotic solutions instead of $g(0)_{ij}$ is precisely because the former lifts to a good coordinate on $C/\text{Diff}_o(\mathcal{M})$, whereas the latter does not.
3.2.3 Boundary terms and canonical transformations

The constraints (3.2.9) play another important role in theories with diffeomorphism invariance. Diffeomorphism invariance means that Hamilton’s principal function does not depend explicitly on the ‘time’, \( r \), and hence, the Hamilton-Jacobi equation takes the form

\[
H = 0, \tag{3.2.38}
\]

where the Hamiltonian is given by (3.2.7). Since this must hold for any value of the shift and lapse functions, the Hamilton-Jacobi equation translates to the condition that the constraints vanish, namely

\[
2\kappa^2 \gamma^{-\frac{3}{2}} \left( \gamma^{ik} \gamma^{jl} - \frac{1}{d-1} \gamma^{ij} \gamma^{kl} \right) \frac{1}{\sqrt{\gamma}} \frac{\delta S}{\delta \gamma_{ij}} \frac{1}{\sqrt{\gamma}} \frac{\delta S}{\delta \gamma_{ij}} = -\frac{1}{2\kappa^2 \sqrt{\gamma}} \left( R[\gamma] - 2\Lambda \right), \tag{3.2.39}
\]

These equations can be solved systematically in a number of different ways in order to obtain the required boundary term, \( S_b \), that makes the variational problem well defined. The explicit form of the appropriate term for various dimensions can be found in the literature \([1, 2, 3, 4, 5, 6, 7, 8, 9]\), and there is no need to reproduce it here.

The point we want to stress here is the fact that the shift

\[
\Pi^{ij} = \pi^{ij} + \frac{\delta S_b}{\delta \gamma_{ij}}, \tag{3.2.40}
\]

in the canonical momentum induced by the boundary term preserves the symplectic form, since

\[
\int d^d x \delta \left( \frac{\delta S_b}{\delta \gamma_{ij}} \right) \wedge \delta \gamma_{ij} = \int d^d x \delta_1 \left( \frac{\delta S_b}{\delta \gamma_{ij}} \right) \delta_2 \gamma_{ij} - (1 \leftrightarrow 2) =
\]

\[
\delta_1 \int d^d x \frac{\delta S_b}{\delta \gamma_{ij}} \delta_2 \gamma_{ij} - (1 \leftrightarrow 2) = (\delta_1 \delta_2 - 1 \leftrightarrow 2) S_b = 0, \tag{3.2.41}
\]

and hence

\[
\Omega_P = \int d^d x \delta \Pi^{ij} \wedge \delta \gamma_{ij} = \int d^d x \delta \pi^{ij} \wedge \delta \gamma_{ij}. \tag{3.2.42}
\]

So, again, the addition of the boundary term \( S_b \) amounts to a canonical transformation. Moreover, as can be seen by explicit calculation using the form of \( S_b \) (this is implicitly demonstrated for example in \([4]\) and more directly in \([9]\)), this canonical transformation diagonalizes the symplectic map \( \varphi^*_r : T^*P \rightarrow T^*C \)

\[
\varphi^*_r \left( \frac{\delta \Pi^{ij}}{\delta \gamma_{ij}} \right) = \left( \begin{array}{c} e^{-2r} \delta \pi^{(d)}_{(ij)} + \cdots \\ e^{2r} \delta g^{(0)}_{(ij)} + \cdots \end{array} \right), \tag{3.2.43}
\]

which lifts to a map between the physical spaces \( \varphi^*_r : T^*(P/\text{Diff}(\mathcal{M})) \rightarrow T^*(C/\text{Diff}_o(\mathcal{M})) \). This implies in particular that

\[
\pi^{(d)}_{(ij)} = \frac{S_{\text{ren}}}{\delta g^{(0)}_{(ij)}}, \tag{3.2.44}
\]

where \( S_{\text{ren}} \equiv \lim_{r \to \infty} (S + S_b) \). This limit exists because \( S_b \) has been constructed precisely such that \( \lim_{r \to \infty} \frac{d}{dr} (S + S_b) = 0 \). This relation allows us to justify the general form of the transformation of \( \pi^{(d)}_{(ij)} \) under boundary Weyl rescalings which we gave above. Namely,

\[
\delta_\sigma S_{\text{ren}} = \int d^d x \pi^{(d)}_{(ij)} \delta_\sigma g^{(0)}_{(ij)} = -\int d^d x \sqrt{g^{(0)}_{(0)}} A_\sigma, \tag{3.2.45}
\]
and, therefore,
\[ \delta \sigma (d)_{ij} = \delta \left( \frac{\delta S_{\text{ren}}}{\delta g(0)_{ij}} \right) = -2 \sigma (d)_{ij} + \frac{\delta}{\delta g(0)_{ij}} \delta \sigma S_{\text{ren}}, \] (3.2.46)
thus justifying (3.2.33).

3.3 Holographic renormalization on the string worldsheet

It might be somewhat surprising, but the procedure of holographic renormalization described here is in fact carried out on p. 67 of Polchinski’s first volume on string theory [39]. In the context of 2-dimensional conformal field theory, holographic renormalization amounts to constructing the Schrödinger representation of the identity operator via the state-operator correspondence. As is seen from the argument of Polchinski, and as we have argued is the case in general for holographic renormalization, constructing this state in the WKB approximation suffices.

If the connection with holographic renormalization is not obvious, let us quickly go through Polchinski’s argument in our language. According to the state-operator correspondence, the Schrödinger representation of the state corresponding to an operator \( A \) is obtained by evaluating the path integral over the interior of the unit disk with the operator \( A \) inserted at the origin and with fixed boundary conditions on the unit circle for the fields over which the path integral is performed. Namely,
\[ \Psi_A[X_b] = \int^{X_b} Dxe^{-S_P[X]} A(0), \] (3.3.1)
where \( X_b(\theta) \) is the value of the field \( X(r, \theta) \) on the unit circle, and \( S_P \) is the Polyakov action on a disc or radius \( r \), which in polar coordinates takes the form
\[ S_P = \frac{1}{4\pi \alpha'} \int^r_0 dr' \int^{2\pi}_0 d\theta r' \left( \dot{X}^2 + r'^{-2}(\partial_\theta X)^2 \right). \] (3.3.2)
It is worth pointing out at this point the striking similarity between the state-operator correspondence and Witten’s prescription for the AdS/CFT partition function [22].

Note that we can use conformal invariance to move the boundary circle to \( r = \infty \). The above action then in fact becomes identical to that of a free massless scalar on \( \mathbb{R}^2 \), which we have already analyzed in detail. To evaluate the state corresponding to the identity operator we can use the WKB approximation of the above path integral, which, using the result (3.1.84) for \( d = 1 \) takes the form
\[ \Psi_1[X_b] \propto \exp \left( -\frac{1}{4\pi \alpha'} \sum_{\ell=1}^{\infty} \ell \varphi^{(\ell)} \cdot \varphi^{(\ell)} \right), \] (3.3.3)
where
\[ X_b(\theta) = \sum_{\ell=0}^{\infty} \frac{1}{\ell!} \varphi^{(\ell)} \varphi^{(\ell)} \cdots x^{a_r} x^{a_2} \cdots x^{a_1}, \] (3.3.4)
and \( x^a = (\cos \theta, \sin \theta) \). This is the same result as Polchinski’s, except that we have evaluated the path integral on a circle of an arbitrary radius \( r \) and we have parameterized the boundary condition \( X_b(\theta) \) in terms of harmonic polynomials on the circle instead of Fourier coefficients. The relation between the two representations can be made explicit by using the properties of the Chebyshev polynomials. The renormalized wavefunctional corresponding to the operator \( A \) now is computed as
\[ \Psi_A^{\text{ren}}[X_b] = \frac{\Psi_A[X_b]}{\Psi_1[X_b]}. \] (3.3.5)
This quantity makes sense for any disk radius and, in particular, it admits a finite limit as \( r \to \infty \). Moreover, since \( \Psi_1[X_b] \) is given in the WKB approximation, this prescription amounts to adding a boundary term \( S_b \) to the Polyakov action in the path integral for \( \Psi_A[X_b] \).

### 3.3.1 Strings in AdS

As a final example, let us discuss closed strings in AdS propagating all the way to the boundary of AdS at Euclidean worldsheet time \( \tau = \infty \). As for gravity, we decompose the worldsheet metric as

\[
d s^2 = (N^2 + \gamma^{\sigma \sigma} N^2) d\tau^2 + 2N_\sigma d\tau d\sigma + \gamma_{\sigma \sigma} d\sigma^2,
\]

so that the Polyakov action becomes

\[
S_P = \frac{1}{4\pi \alpha'} \int_{\Sigma} d\tau d\sigma \sqrt{\gamma_{\sigma \sigma}} N G_{\mu \nu}(X) \left\{ \frac{1}{N^2} \left( \dot{X}^\mu - N^\sigma X'^\mu \right) \left( \dot{X}^\nu - N^\sigma X'^\nu \right) + \gamma^{-1}_{\sigma \sigma} X'^\mu X'^\nu \right\},
\]

where \( \dot{} \) denotes a derivative w.r.t. \( \tau \) and \( ' \) denotes a derivative w.r.t. \( \sigma \). The canonical momentum conjugate to \( X^\mu \) then is

\[
\pi_\mu = \frac{1}{2\pi \alpha'} \sqrt{\gamma_{\sigma \sigma}} N G_{\mu \nu}(X) \left( \dot{X}^\nu - N^\sigma X'^\nu \right),
\]

and the Hamiltonian takes the form

\[
H = \frac{1}{2} \int_0^{2\pi} d\sigma \left( N H + N^\sigma H_\sigma \right),
\]

where

\[
H = \frac{2\pi \alpha'}{\sqrt{\gamma_{\sigma \sigma}}} G_{\mu \nu}(X) \pi_\mu \pi_\nu - \frac{\sqrt{\gamma_{\sigma \sigma}}}{2\pi \alpha'} G_{\mu \nu}(X) \gamma^{\sigma \sigma} X'^\mu X'^\nu, \quad H_\sigma = 2\pi \alpha' X'^\mu.
\]

As for gravity, Hamilton’s equations for the auxiliary fields \( N \) and \( N^\sigma \) lead to the constraints

\[
H = 0, \quad H_\sigma = 0.
\]

These are of course the well known Virasoro constraints, which are equivalent to setting the worldsheet stress tensor to zero. Note that although \( \gamma_{\sigma \sigma} \) appears as yet another auxiliary field, in fact it gives rise to the same constraint as \( N \). Indeed, \( \gamma_{\sigma \sigma} \) in the Hamiltonian can be removed by a rescaling of \( N \). This is a consequence of the tracelessness of the stress tensor, which follows from the worldsheet Weyl invariance of the Polyakov action.

So, as in Einstein-Hilbert gravity, the constraints will become the Hamilton-Jacobi equations and the symplectic form on phase space is

\[
\Omega_P = \int_0^{2\pi} d\sigma \delta \pi_\mu \wedge \delta X^\mu,
\]

which translates to the Poisson bracket

\[
\{ X^\mu(\tau, \sigma), \pi_\nu(\tau, \sigma') \} = \delta^\mu_\nu \delta(\sigma - \sigma').
\]

Using this Poisson bracket one can verify that the constraints generate worldsheet diffeomorphisms and the algebra of constraints is two copies of the Virasoro algebra with zero central charge.\(^8\)

---

\(^8\)In order to find the quantum Virasoro algebra with non-zero central charge the phase space must be quantized. We should point out, however, that the algebra of constraints in the case of three dimensional gravity leads to two copies of the Virasoro algebra with non-zero central charge. This is the famous result of Brown and Henneaux, which was probably the first hint of the AdS/CFT correspondence. In that case, the classical phase space of three dimensional AdS gravity describes the dynamics of a quantum two dimensional CFT in the large \( N \) limit.
We now consider the string sigma model with an AdS target space. Writing the AdS metric in Poincaré coordinates,
\[ ds^2 = G_{\mu\nu}(X)dX^\mu dX^\nu = dr^2 + e^{2r}dX^i dX^i, \]
and gauge fixing the worldsheet metric to
\[ N = e^{\omega(\tau, \sigma)}, \quad N^\sigma = 0, \quad \gamma_{\sigma\sigma} = e^{2\tau + 2\omega(\tau, \sigma)}, \]
where \( \omega(\tau, \sigma) \) is an arbitrary function, the equations of motion and constraints for the target space fields, \( r(\tau, \sigma) \) and \( X^i(\tau, \sigma) \) become
\[ e^{-\tau}\partial_\tau(e^{\tau}\dot{r}) + \partial_\sigma(e^{-2\tau}r^i) - e^{2r}\left( \ddot{X}^i + e^{-2\tau}X^j \dot{X}^j \right) = 0, \]
\[ \partial_\tau\left(e^{\tau}2\dot{X}^i \right) + \partial_\sigma\left(e^{-2\tau}X^i \right) = 0, \]
\[ \dot{r}^2 + e^{-2\tau}r^2 + e^{2r}\left( \ddot{X}^i + e^{-2\tau}X^j \dot{X}^j \right) = 0, \quad \dot{r}r^i + e^{2r}\dot{X}^i X^i = 0. \]
Looking for solutions such that the string worldsheet extends to the AdS boundary at \( r = \infty \) as \( \tau \to \infty \), we find that the above equations admit the following general asymptotic solution
\[ r(\tau, \sigma) = \tau - \frac{1}{2} \log(X^i_0 \dot{X}^i_0) + \frac{1}{6} e^{-2\tau} \left( \frac{3X^i_0 X^{ii}_0 + X^i_0 X^{im}_0}{X^i_0 X^i_0} - \left( \frac{X^i_0 X^{ii}_0}{X^i_0 X^i_0} \right)^2 \right) \]
\[ + \frac{1}{3} e^{-2\tau} \left( \frac{X^{ii}_0 \dot{X}^i_0}{X^i_0 X^i_0} - \frac{2X^i_0 X^{ii}_0 - X^i_0 X^{ij}_0 \dot{X}^j_0}{(X^i_0 X^i_0)^2} \right) + O(e^{-4\tau}), \]
\[ X^i(\tau, \sigma) = X^i_0 + e^{-2\tau} \left( \frac{1}{2} X^{ii}_0 - \frac{X^i_0 X^{ij}_0 X^j_0}{X^i_0 X^i_0} \right) + \frac{1}{3} \dot{X}^i e^{-3\tau} + O(e^{-4\tau}), \]
where \( X^i_0(\sigma) \) and \( \dot{X}^i(\sigma) \) are only subject to the constraints
\[ \dot{X}^i(\sigma)X^{ii}_0(\sigma) = 0, \quad X^i_0(\sigma)X^{ii}_0(\sigma) > 0. \]
These otherwise arbitrary functions parameterize the space of asymptotic solutions. Evaluating the pullback of the symplectic form on this space we find
\[ \Omega_c = \varphi^* \Omega_P = -\frac{1}{2\pi \alpha'} \int_0^{2\pi} d\sigma \delta \dot{X}^i \wedge \delta X^i, \]
leading to the Poisson bracket
\[ \{ X^i_0(\sigma), \dot{X}^j(\sigma') \} = 2\pi \alpha' X^{ki}_0(\sigma)X^{kl}_0(\sigma)\eta^{ij}\delta(\sigma - \sigma'). \]
It is easily seen that the only worldsheet diffeomorphisms that preserve the form of the asymptotic expansion and the gauge fixing of the worldsheet metric are translations along \( \sigma \), i.e. \( \xi^a = (0, \varepsilon) \) for some infinitesimal constant parameter \( \varepsilon \). Moreover, using the above Poisson bracket one can verify that the constraint function
\[ C[\varepsilon] = \int_0^{2\pi} d\sigma \varepsilon \frac{\dot{X}^i(\sigma)X^{ii}_0(\sigma)}{X^i_0(\sigma)X^{ii}_0(\sigma)}, \]
indeed generates \( \sigma \)-translations. The physical space of asymptotic solutions, therefore, is the quotient \( \mathcal{C}/U(1) \), of the space of asymptotic solutions by the group of the constraint algebra.
What remains now is to determine the boundary term, $S_b$, which makes the variational problem well defined. Writing the momenta as derivatives of Hamilton’s principal function, $S$, the constraints (3.3.11) lead to the Hamilton-Jacobi equations

$$2\pi\alpha' \left( \pi_r^2 + e^{-2r} \pi_i \pi_i \right) + \frac{1}{2\pi\alpha'} \left( r'^2 - e^{2r} X^{ii'} X^{ii'} \right) = 0,$$

$$r' \pi_r + X^{ii'} \pi_i = 0,$$  

(3.3.23)

where the dependence of the worldline metric $\gamma_{\sigma\tau}$ cancels out. Now, from the leading asymptotic form of our solution, we see that the first of the Hamilton-Jacobi equations to leading order becomes

$$2\pi\alpha' \pi_r^2 \approx \frac{1}{2\pi\alpha'} e^{2r} X^{ii'} X^{ii'},$$  

(3.3.24)

which can be directly integrated to give

$$S = \frac{1}{2\pi\alpha'} \int_0^{2\pi} d\sigma e^r \sqrt{X^{ii'} X^{ii'}} + \tilde{S},$$  

(3.3.25)

where $\tilde{S}$ stands for subleading terms, and the sign has been fixed by matching to the on-shell action. Inserting this form of Hamilton’s principal function back to the full Hamilton-Jacobi equation, one can easily show that $\tilde{S}$ admits a finite limit as $\tau \to \infty$. We would therefore like to take our boundary term to be

$$S_b = -\frac{1}{2\pi\alpha'} \int_0^{2\pi} d\sigma e^r \sqrt{X^{ii'} X^{ii'}},$$  

(3.3.26)

In order for this term to be admissible though, we need to show that it preserves the symplectic form. We have,

$$-2\pi\alpha' \int_0^{2\pi} d\sigma \left\{ \delta \left( \frac{\delta S_b}{\delta r} \right) \wedge \delta r + \delta \left( \frac{\delta S_b}{\delta X^i} \right) \wedge \delta X^i \right\} =$$

$$\int_0^{2\pi} d\sigma \left\{ \frac{e^r X^{ii'}}{\sqrt{X^{ij} X^{ij}}} \delta X^{ii'} \wedge \delta r - \delta \partial_\sigma \left( \frac{e^r X^{ii'}}{\sqrt{X^{ij} X^{ij}}} \right) \wedge \delta X^i \right\} =$$

$$\int_0^{2\pi} d\sigma \left\{ \frac{e^r X^{ii'}}{\sqrt{X^{ij} X^{ij}}} \delta X^{ii'} \wedge \delta r + \frac{e^r X^{ii'}}{\sqrt{X^{ij} X^{ij}}} \delta \partial_\sigma \left( \frac{X^{ii'}}{\sqrt{X^{ij} X^{ij}}} \right) \wedge \delta X^i \right\} = 0.$$  

(3.3.27)

It follows that the boundary term (3.3.26) is the desired boundary term that makes the variational problem well defined and preserves the symplectic form. Notice that this term is just the proper length of the boundary loop where the string worldsheet intersects the boundary.

We have now shown that the transformation

$$\begin{pmatrix} \pi_r \\ \pi_i \\ r \\ X^i \end{pmatrix} \mapsto \begin{pmatrix} \Pi_r \\ \Pi_i \\ r \\ X^i \end{pmatrix} := \begin{pmatrix} \pi_r + \frac{\delta S_b}{\delta r} \\ \pi_i + \frac{\delta S_b}{\delta X^i} \\ r \\ X^i \end{pmatrix},$$  

(3.3.28)

where $S_b$ is given by (3.3.26), is canonical. Using the asymptotic solution (3.3.18) we find

$$\varphi^*_r \left( \frac{\delta \Pi_r}{\delta \Pi_i} \right) = -\frac{1}{2\pi\alpha'} \delta \left( \frac{\bar{X}_i}{\bar{X}^0 \bar{X}^0} \right) + O(e^{-2r}),$$  

(3.3.29)

and so, once again, the canonical transformation that makes the variational problem well defined simultaneously diagonalizes the symplectic map $\varphi^*_r : T^*(\mathbb{P}/\mathbb{C}) \to T^*(\mathbb{C}/U(1))$. Note that the canonically transformed momentum conjugate to $r$ vanishes as $\tau \to \infty$, which reflects the fact that $r$ is not an independent dynamical variable but is expressed in terms of $X^0_i$.  
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