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Abstract

In this paper, a distributed subgradient-based algorithm is proposed for continuous-time multi-agent systems to search a feasible solution to convex inequalities. The algorithm involves each agent achieving a state constrained by its own inequalities while exchanging local information with other agents under a time-varying directed communication graph. With the validity of a mild connectivity condition associated with the communication graph, it is shown that all agents will reach agreement asymptotically and the consensus state is in the solution set of the inequalities. Furthermore, the method is also extended to solving the distributed optimization problem of minimizing the sum of local objective functions subject to convex inequalities. A simulation example is presented to demonstrate the effectiveness of the theoretical results.
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I. INTRODUCTION

Distributed coordination problems of multi-agent systems (MASs) have been intensively investigated in various areas including engineering, natural science, and social science [1]-[3]. As a fundamental coordination problem, the consensus problem which requires that a group of
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autonomous agents achieve a common state has attracted much attention, see \[4\]-[6]. This is due to its wide applications in distributed control and estimation [7], distributed signal processing [8], and distributed optimization [9]-[15].

Consensus-based algorithms have been effectively used for solving linear algebraic equations [16]-[20]. The natural idea for solving large-scale linear algebraic equations is to decompose them into smaller ones which can then be solved by a multi-agent network [16]. By using orthogonal projection theory, the problem of solving linear equations has been converted to a consensus problem of MASs in the literature. In [17], linear equations with a unique solution were solved by multiple agents under a fixed undirected communication graph. In [18], linear equations with multiple solutions were further investigated under a time-varying directed communication graph. However, there is a limitation that the algorithms in [17], [18] require the initial value of each agent’s state to satisfy its equation constraints. In order to overcome this problem, the “consensus + projection” and distributed projected consensus algorithms were proposed to solve linear equations by [20], where they project each agent’s state into the affine subspace specified by its own equation constraints, then solving the equation is equivalent to finding a point in the intersection of all the affine subspaces.

Similar to solving linear equations, searching feasible solutions to a set of algebraic inequalities is also a significant problem that remains to be dealt with. Some simple inequalities could be solved for trivial solutions by transforming them to equations. However, for complex and large-scale inequalities, transforming them to special equations requires a vast amount of computations and may cause the equations having no solution. In fact, multi-agent systems are often subjected to state constraints. For instance, in formation control, containment control and alignment problems, each agent's position is usually limited to stay in a certain region. In this note, we consider the constraints as convex inequalities. Inspired by the distributed methods for solving linear equations [16], [18], [20], we solve the convex inequalities in a distributed manner. Different from the investigations [17]-[19] associated with solving linear equations, in problems of solving convex inequalities, the restriction of agents’ initial states leads to the reduction of the feasible region. Moreover, the solution space of convex inequalities is not an affine subspace, which implies that the method in [20] is not applicable.

Recently, some significant results on distributed algorithms combining consensus and subgradient algorithms were published. In [9], [10], the “consensus + subgradient” algorithm was used
to minimize a sum of convex functions via an agent network. In [11], a distributed projected subgradient algorithm was proposed to solve the constrained optimization problem, where each agent should keep a state lying in its own convex set. This algorithm with time delays was studied in [12].

Investigations in [9]-[12] are all conducted for discrete-time MASs. Nevertheless, agents are often modeled by continuous-time dynamic systems in practical applications of motion coordination control. For example, in rendezvous problems, multiple vehicles that are required to reach a desired common location usually have continuous-time dynamics [21]. Moreover, the results on discrete-time distributed algorithms can not be directly applied to the continuous-time cases. In fact, some distributed gradient algorithms have been proposed for continuous-time MASs under fixed graphs [13]-[15]. Different from them, we investigate the distributed subgradient-based algorithm for continuous-time MASs in the scenarios that the graph is time-varying.

In this note, we present a distributed subgradient-based algorithm to search a feasible solution to convex inequalities via a network of continuous-time agents, which enables all agents’ states to approximate to a common point in the solution set of inequalities. By implementing the algorithm, each agent adjusts its state value based on its own inequality information and the local information received from its immediate neighbors. The underlying communication graph is modeled as a time-varying directed graph. We show that if the \( \delta - \)graph, induced by the time-varying directed graph, is strongly connected, all agents’ states will reach a common point asymptotically and the point is a feasible solution to convex inequalities. Moreover, this method will be extended to solving the distributed optimization problem of minimizing the sum of local objective functions subject to convex inequalities. Numerical simulations are provided to demonstrate the effectiveness of our theoretical results.

This note is organized as follows. In Section II we formulate the problem to be studied and present the distributed algorithm for continuous-time multi-agent systems. In Section III, we state our main result and give its proof in detail. In Section IV we extend our method to solving the distributed optimization problem of minimizing the sum of local objective functions subject to convex inequalities. In Section V simulation examples are presented. Section VI concludes the whole paper.

**Notation:** Throughout this note, we use \(|x|\) to represent the absolute value of scalar \(x\). The
operator \(\lfloor x \rfloor\) is used to denote the largest integer not larger than the value of \(x\). \(\mathbb{R}\) and \(\mathbb{N}\) denote the set of real number and the set of positive integer, respectively. Let \(\mathbb{R}^m\) be the \(m\)-dimensional real vector space. For a given vector \(x \in \mathbb{R}^m\), \(x \leq 0\) implies that each entry of vector \(x\) is not greater that zero. \(\|x\|\) denotes the standard Euclidean norm, i.e., \(\|x\| = \sqrt{x^T x}\). And \(\|x\|_1\) is used to denote the 1-norm, i.e., \(\|x\|_1 = \sum |x_i|\), where \(x_i\) represents the \(i^{th}\) entry of vector \(x\).

For any two vectors \(u\) and \(v\), the operator \(\langle u, v \rangle\) denotes the inner product of \(u\) and \(v\). \(I \in \mathbb{R}^m\) denotes the \(m\)-dimensional vector with elements being all ones. For a matrix \(A\), \([A]_{ij}\) denotes the matrix entry in the \(i^{th}\) row and \(j^{th}\) column, \([A]_i\) represents the \(i^{th}\) row of the matrix \(A\), and \([A]_j\) represents the \(j^{th}\) column of the matrix \(A\). For set \(\mathcal{K} \subset \mathbb{R}^n\), we use \(P_{\mathcal{K}}[\cdot]\) to denote a projection operator given by \(P_{\mathcal{K}}(u) = \arg\min_{v \in \mathcal{K}} \|u - v\|\).

### II. Problem formulation

#### A. Basic graph theory

The time-varying directed communication topology is denoted by \(\mathcal{G}(t) = (\mathcal{V}, \mathcal{E}(t), \mathcal{A}(t))\). \(\mathcal{V}\) is a set of vertex, \(\mathcal{E}(t) \subset \mathcal{V} \times \mathcal{V}\) is an edge set, and the weighted matrix \(\mathcal{A}(t) = (a_{ij}(t))_{n \times n}\) is a non-negative matrix for adjacency weights of edges such that \(a_{ij}(t) > 0 \iff (j, i) \in \mathcal{E}(t)\) and \(a_{ij}(t) = 0\) otherwise. Denote \(\mathcal{N}_i(t) = \{j \in \mathcal{V} | (j, i) \in \mathcal{E}(t)\}\) to represent the neighbor set at time \(t\). The communication graph \(\mathcal{G}(t)\) is said to be balanced if the sum of the interaction weights from and to an agent \(i\) are equal, i.e., \(\sum_{j=1}^{n} a_{ij}(t) = \sum_{j=1}^{n} a_{ji}(t)\). \((j, i)\) is called a \(\delta\)–edge if there always exist two positive constants \(T\) and \(\delta\) such that \(\int_{t}^{t+T} a_{ij}(s) ds \geq \delta\) for any \(t \geq 0\). A \(\delta\)–graph, corresponding to \(\mathcal{G}(t)\), is defined as \(\mathcal{G}(\delta, T) = (\mathcal{V}, \mathcal{E}(\delta, T))\), where \(\mathcal{E}(\delta, T) = \{(j, i) \in \mathcal{V} \times \mathcal{V} | \int_{t}^{t+T} a_{ij}(s) ds \geq \delta\ \text{for any} \ t \geq 0\}\). For a fixed topology \(\mathcal{G}(\delta, T)\), a path of length \(r\) from node \(i_1\) to node \(i_{r+1}\) is a sequence of \(r + 1\) distinct nodes \(i_1, \ldots, i_{r+1}\) such that \((i_q, i_{q+1}) \in \mathcal{E}(\delta, T)\) for \(q = 1, \ldots, r\). If there exists a path between any two nodes, then \(\mathcal{G}(\delta, T)\) is said to be strongly connected.

Here we make the following assumptions for the communication graph.

**Assumption 1:** The communication graph \(\mathcal{G}(t)\) is balanced.

**Assumption 2:** The \(\delta\)–digraph \(\mathcal{G}(\delta, T)\) is strongly connected.
B. Convex inequalities

The objective of this note is to distributively search a feasible solution to the following inequalities:

\[ \mathbf{g}(\mathbf{x}) \leq 0 \]  

(1)

where \( \mathbf{x} \in \mathbb{R}^m \) and \( \mathbf{g}() = [g_1(), \ldots, g_n()]^T \), each \( g_i() : \mathbb{R}^m \rightarrow \mathbb{R} \) is a convex function which is only available to agent \( i \). The following assumption is adopted throughout the paper.

Assumption 3: The feasible solution set of inequalities (1) is non-empty.

Under Assumption 3, it is possible to search a point in \( \mathbf{X} = \{ \mathbf{x} | \mathbf{g}(\mathbf{x}) \leq 0 \} \) over a network of agents. Now we introduce a plus function \( \mathbf{g}^+_i(\mathbf{x}) = \max\{g_i(\mathbf{x}), 0\}, i = 1, \ldots, n \). Note that if there exists a vector \( \mathbf{x}^* \in \mathbb{R}^m \) such that \( \mathbf{g}^+_i(\mathbf{x}^*) = 0 \) for each \( i \in \{1, \ldots, n\} \), then \( \mathbf{x}^* \) is a feasible solution to convex inequalities (1). Since functions \( \max(\cdot) \) and \( g_i(\cdot) \) are convex, function \( \mathbf{g}^+_i(\mathbf{x}) \) is also convex. Therefore, the subgradient of function \( \mathbf{g}^+_i(\mathbf{x}) \), denoted by \( \nabla \mathbf{g}^+_i(\mathbf{x}) \), always exists, and the following holds,

\[ \mathbf{g}^+_i(\mathbf{y}) - \mathbf{g}^+_i(\mathbf{x}) \geq \langle \nabla \mathbf{g}^+_i(\mathbf{x}), \mathbf{y} - \mathbf{x} \rangle \]  

(2)

for any \( \mathbf{y} \in \mathbb{R}^m \).

Similar to [9], [10], [12], we give the following assumption on the boundedness of \( \nabla \mathbf{g}^+_i(\mathbf{x}) \).

Assumption 4: \( \|\nabla \mathbf{g}^+_i(\mathbf{x})\| \leq K \) for some \( K > 0, i = 1, \ldots, n \).

C. Multi-agent systems for searching feasible solutions

Now consider a continuous-time multi-agent system consisting of \( n \) agents, labeled by set \( \mathcal{V} = \{1, \ldots, n\} \). Each agent’s dynamics is described as

\[ \dot{\mathbf{x}}_i(t) = \mathbf{u}_i(t), \quad i \in \mathcal{V} \]  

(3)

where \( \mathbf{x}_i(t), \mathbf{u}_i(t) \in \mathbb{R}^m \) respectively represent the state and input of agent \( i \). For convex inequalities (1), the following subgradient-based algorithm is considered.

\[ \mathbf{u}_i(t) = \sum_{j \in \mathcal{N}_i(t)} a_{ij}(t)(\mathbf{x}_j(t) - \mathbf{x}_i(t)) - b(t)\nabla \mathbf{g}^+_i(\mathbf{x}_i(t)), \quad i \in \mathcal{V} \]  

(4)

where \( b(t) > 0 \) is a non-increasing function such that \( \int_0^\infty b(t)dt \rightarrow \infty \) and \( \int_0^\infty b^2(t)dt < \infty \).

From (3) and (4), the control input of agent \( i \) is based on the subgradient information of the local plus function \( \mathbf{g}^+_i \) and the information received from its neighbors. Therefore, algorithm (4)
is distributed. Note that the positiveness of \( b(t) \) and the boundedness of \( \int_0^{\infty} b^2(t)dt \) imply that
\[
\lim_{t \to \infty} b(t) = 0.
\]
If we set \( b(t) = 0 \) for any \( t > 0 \), algorithm (4) reduces to a standard “consensus” or “agreement” algorithm for continuous-time MASs in [22], [23]. The conditions for \( b(t) \) are actually constraints on its decaying rate, which guarantees convergence of the algorithm. This idea is inspired by the subgradient method [24]. In particular, a suitable choice of \( b(t) \) is
\[
b(t) = a_0 t + b_0
\]
for any \( t \geq 0 \), where \( a_0 \) and \( b_0 \) are two positive constants.

In [9], [12], distributed subgradient-based algorithms were designed for discrete-time multiagent systems to optimize a sum of convex objective functions. In this note, the agents are considered to have continuous-time dynamics. We aim to obtain conditions that not only guarantee consensus among all agents, but also ensure that the common state is a solution to the inequalities. The definition of consensus is stated as follows.

**Definition 1:** MAS (3) is said to reach consensus asymptotically if
\[
\lim_{t \to \infty} ||x_i - x^*|| = 0
\]
for any \( i \in \mathcal{V} \). \( x^* \) is called the consensus state.

**III. Main Result**

Let us start this section by stating the main result, which indicates that, MAS (3) with (4) reaches consensus asymptotically and the convex feasibility problem is solvable.

**Theorem 1:** Under Assumptions 1-4, MAS (3) with (4) reaches consensus asymptotically and the consensus state is a feasible solution to convex inequalities (1).

Now we define a time sequence \( \{t_p\}_{p \in \mathbb{N}} \) with \( t_0 = 0 \). For any fixed \( t_p \), \( t_{p+1} \) is determined by another finite sequence \( \{t^0_p, t^1_p, \ldots, t^{[n/2]}_p\} \), where \( t^0_p, t^{[n/2]}_p = t_{p+1} \). Note that for any \( h \in \{0, \ldots, [n/2] - 1\} \), \( t^h_{p+1} \) is the smallest time such that \( t > t^h_p \) and
\[
\min_{S \subseteq \mathcal{V}, S \neq \emptyset} \left\{ \sum_{i \in S} \sum_{j \in S \setminus \mathcal{V}} \int_{t^h_p}^{t} a_{ij}(\tau)d\tau \right\} = 1. \quad (5)
\]

Consider the following consensus model,
\[
\dot{x}_i(t) = \sum_{j \in \mathcal{N}_i(t)} a_{ij}(t)(x_j(t) - x_i(t)), \quad i \in \mathcal{V} \quad (6)
\]
where \( x_i \in \mathbb{R} \). Let \( y(t) = [x_1^T(t), \ldots, x_n^T(t)]^T \), system (6) can be rewritten as
\[
\dot{y}(t) = -L(t)y(t)
\]
where \( L(t) = [\ell_{ij}(t)] \in \mathbb{R}^{n \times n} \) is the Laplacian matrix defined as \( \ell_{ii}(t) = \sum_{j=1}^{n} a_{ij}(t) \) and \( \ell_{ij}(t) = -a_{ij}(t), i \neq j \), see [25] for detail. By the properties of linear systems [26], we have

\[
y(t) = \Phi(t, s)y(s) \quad i \in \mathcal{V}
\]

where \( \Phi(t, s) \) is the state-transition matrix from state \( y(s) \) to state \( y(t) \) with \( t \geq s \geq 0 \). Before giving the proof of our main result, some useful lemmas are needed. For consensus model (6), the following lemma was proved by Martin and Girard [23].

**Lemma 1:** (Proposition 4 in [23]) Under Assumptions 3 and 4, let \( P : \mathbb{R}^+ \to \mathbb{N} \) be the function defined by \( P(t) = p \) if \( t \in [t_p, t_{p+1}) \) for all \( t > 0 \). If agent \( i \) updates its state \( x_i(t) \) with (6), then

\[
\max_{1 \leq i \leq n} x_i(t) - \min_{1 \leq i \leq n} x_i(t) \leq \lambda^{P(t) - P(s)} \left( \max_{1 \leq i \leq n} x_i(s) - \min_{1 \leq i \leq n} x_i(s) \right)
\]

(8)

for any \( t \geq s > 0 \) and \( x_i(s), i \in \mathcal{V} \), where \( \lambda = 1 - \frac{1}{(8n^2)\lfloor n/2 \rfloor^2} \). In fact, from the definition of sequence \( \{t_p\}_{p \in \mathbb{N}} \) and the strong connectivity of \( \delta \)-graph, one could estimate the lower bound of the difference \( P(t) - P(s) \) by \( \frac{t-s}{(\lfloor 1/\delta \rfloor + 1)n/2} - 1 \) for any \( t \geq s \geq 0 \). See the following lemma.

**Lemma 2:** Under Assumptions 3-4, for any \( t \geq s \geq 0 \), if \( x_i(s), i \in \mathcal{V} \) is updated by (6), then it holds

\[
\max_{1 \leq i \leq n} x_i(t) - \min_{1 \leq i \leq n} x_i(t) \leq H \gamma^{t-s} \left( \max_{1 \leq i \leq n} x_i(s) - \min_{1 \leq i \leq n} x_i(s) \right)
\]

(9)

where \( H = \lambda^{-1} \), \( \gamma = \lambda^{(\lfloor 1/\delta \rfloor + 1)n/2} \) and \( \lambda = 1 - \frac{1}{(8n^2)\lfloor n/2 \rfloor^2} \).

**Proof:** For any \( i \in S \subseteq \mathcal{V} \), if \( \delta \)-graph is strongly connected, there must exist an agent \( j \in S \setminus \mathcal{V} \) such that \( (j, i) \in \mathcal{E}_\delta \). From the definition of \( \delta \)-edge, we have

\[
\min_{S \subseteq \mathcal{V}, S \neq \emptyset} \left\{ \sum_{i \in S} \sum_{j \in S \setminus \mathcal{V}} \int_{t_p}^{t_{p}+(\lfloor 1/\delta \rfloor + 1)T} a_{ij}(s)ds \right\}
\]

\[
\geq \min_{(j, i) \in \mathcal{E}_\delta} \int_{t_p}^{t_{p}+(\lfloor 1/\delta \rfloor + 1)T} a_{ij}(s)ds
\]

\[
\geq \lfloor 1/\delta \rfloor + 1 \delta
\]

\[
\geq 1.
\]

Since \( t_{p+1} \) is the smallest time such that \( t > t_p \) and equation (5) holds, one has \( t_{p+1} - t_p \leq ([1/\delta] + 1)T \) for any \( h \in \{0, \cdots, [n/2] - 1\} \). Therefore, \( t_{p+1} - t_p \leq ([1/\delta] + 1)n/2T \), which
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implies $P(t) - P(s) \geq \frac{t-s}{(\lfloor \frac{1}{\delta} \rfloor + \lfloor \frac{n/2}{2} \rfloor)} - 1$. Recall that $0 < \left(1 - \frac{1}{(8n^2)^{\lfloor n/2 \rfloor}}\right) < 1$ in Lemma 1, it follows the validity of (9). 

Lemma 3: Under Assumptions 3 and 4, for any $t \geq s \geq 0$, the state-transition matrix in (7) satisfies the following inequality

$$\left| \Phi(t, s) \right|_{ij} - \frac{1}{n} \leq H \gamma^{t-s}, \quad i, j \in \{1, \cdots, n\}$$

(10)

where $H = \lambda^{-1}$, $\gamma = \lambda (\lfloor 1/\delta \rfloor + 1)(\lfloor n/2 \rfloor)^T$, and $\lambda = 1 - \frac{1}{(8n^2)^{\lfloor n/2 \rfloor}}$.

Proof: Let $e_j$ be a standard unit base vector with the $j^{th}$ entry being one and others being zero. For any $j \in \{1, \cdots, n\}$, substituting $y(t) = e_j$ into equation (7) yields $y(t) = [\Phi(t, s)]_j$.

From (9) in Lemma 2, we have

$$\max_{1 \leq i \leq n} [\Phi(t, s)]_{ij} - \min_{1 \leq i \leq n} [\Phi(t, s)]_{ij} \leq H \gamma^{t-s} \quad j \in \{1, \cdots, n\}$$

where $t \geq s \geq 0$. Since the graph is balanced, $\sum_{i=1}^n y_i(t)$ is invariant, hence the average consensus is reached exponentially. This implies that $[\Phi(\infty, s)]_{ij} = \frac{1}{n}$. By the fact that $\min_{1 \leq i \leq n} x_i(t)$ is non-decreasing with (6), it follows that

$$\max_{1 \leq i \leq n} [\Phi(t, s)]_{ij} - \frac{1}{n} = \max_{1 \leq i \leq n} [\Phi(t, s)]_{ij} - \min_{1 \leq i \leq n} [\Phi(\infty, s)]_{ij} \leq \max_{1 \leq i \leq n} [\Phi(t, s)]_{ij} - \min_{1 \leq i \leq n} [\Phi(t, s)]_{ij} \leq H \gamma^{t-s}.$$  

(11)

Similarly, due to the fact that $\max_{1 \leq i \leq n} x_i(t)$ is non-increasing, we can conclude

$$\min_{1 \leq i \leq n} [\Phi(t, s)]_{ij} - \frac{1}{n} \geq - H \gamma^{t-s}.$$  

(12)

Inequalities (11) and (12) lead to the validity of (10). 

Lemma 4: Let $b(t)$ be a continuous function, if $\lim_{t \to \infty} b(t) = b$ and $0 < \gamma < 1$, then $\lim_{t \to \infty} \int_0^t \gamma^{t-s} b(s)ds = -\frac{b}{ln\gamma}$.

Proof: Since $\lim_{t \to \infty} b(t) = b$, for arbitrary $\varepsilon > 0$, there exists $T > 0$ such that $|b(t) - b| \leq \varepsilon$ when $t \geq T$. Due to the fact that $b(t)$ is continuous, both the maximum value and the minimum value of $b(t)$ exist in closed interval $t \in [0, T]$. We denote them by $\bar{b} = \max_{0 \leq t \leq T} b(t)$ and
\( \bar{b} = \min_{0 \leq t \leq T} b(t) \), respectively. For \( t \geq T \), we have
\[
\int_{0}^{t} \gamma^{t-s}b(s)ds = \int_{0}^{T} \gamma^{t-s}b(s)ds + \int_{T}^{t} \gamma^{t-s}b(s)ds
\]
\[
\geq \bar{b} \int_{0}^{T} \gamma^{t-s}ds + (b - \varepsilon) \int_{T}^{t} \gamma^{t-s}ds
\]
\[
= \frac{\bar{b}}{-\ln \gamma} (\gamma^{t-T} - \gamma^t) + \frac{b - \varepsilon}{-\ln \gamma} (1 - \gamma^{t-T}).
\]
Therefore, \( \lim_{t \to \infty} \inf \int_{0}^{t} \gamma^{t-s}b(s)ds \geq \frac{b - \varepsilon}{-\ln \gamma} \). Because \( \varepsilon \) is arbitrary and fixed, we have \( \lim_{t \to \infty} \inf \int_{0}^{t} \gamma^{t-s}b(s)ds \geq \frac{b}{-\ln \gamma} \). Similarly, we have
\[
\int_{0}^{t} \gamma^{t-s}b(s)ds \leq \frac{\bar{b}}{-\ln \gamma} (\gamma^{t-T} - \gamma^t) + \frac{b + \varepsilon}{-\ln \gamma} (1 - \gamma^{t-T}).
\]
Thus, it holds that \( \lim_{t \to \infty} \sup \int_{0}^{t} \gamma^{t-s}b(s)ds \leq \frac{b + \varepsilon}{-\ln \gamma} \). Due to the arbitrariness of \( \varepsilon \), we have \( \lim_{t \to \infty} \sup \int_{0}^{t} \gamma^{t-s}b(s)ds \leq \frac{b}{-\ln \gamma} \). This and the fact \( \lim_{t \to \infty} \inf \int_{0}^{t} \gamma^{t-s}b(s)ds \geq \frac{b}{-\ln \gamma} \) imply that
\[
\lim_{t \to \infty} \int_{0}^{t} \gamma^{t-s}b(s)ds = \frac{b}{-\ln \gamma}.
\]

Now, we can present the proof of Theorem 1.

**Proof of Theorem 1.** The proof is consisted of two parts. In part 1, we will prove that consensus can be achieved asymptotically by MAS (3) with (4). In part 2, we will be committed to showing that the state of each agent converges to the solution set of convex inequalities (1). Now let us begin with the first part.

**Part 1.** We define a vector \( \tilde{x}_\mu(t) \in \mathbb{R}^n \) which stacks up the \( \mu \)-th entry of \( x_i(t) \), \( i \in V \), in other words, the \( j \)-th entry of vector \( \tilde{x}_\mu(t) \in \mathbb{R}^n \) is the \( \mu \)-th entry of \( x_j(t) \). Similarly, we also define vector \( \tilde{f}_\mu(t) \in \mathbb{R}^n \) to be the vector stacking up the \( \mu \)-th entry of \( \nabla g^+_i(x_i(t)) \), \( i \in V \). From (3) and (4), we have
\[
\dot{\tilde{x}}_\mu(t) = -L(t)\tilde{x}_\mu(t) - b(t)\tilde{f}_\mu(t)
\]
where \( \mu = 1, 2, \ldots, m \). The term \( -b(t)\tilde{f}_\mu(t) \) can be viewed as a control input of the linear system. By the basic properties of linear systems [26], we have
\[
\tilde{x}_\mu(t) = \Phi(t, 0)\tilde{x}_\mu(0) - \int_{0}^{t} b(\tau)\Phi(t, \tau)\tilde{f}_\mu(\tau)d\tau
\]
(13) where \( \Phi(t, 0) \) is the state-transition matrix. By Peano-Baker formula (see [26] for detail), it can be concluded that \( \Phi(t, s) \) is a double-stochastic matrix under Assumption 1. Then, equation (13) further implies that
\[
1^T\tilde{x}_\mu(t) = 1^T\tilde{x}_\mu(0) - \int_{0}^{t} b(\tau)1^T\tilde{f}_\mu(\tau)d\tau.
\]
(14)
Note that $1^T \bar{x}_\mu(t)$ is a scalar. On the basis of (13) and (14), we have

$$
\left| \bar{x}_\mu(t)_i - \frac{1}{n} 1^T \bar{x}_\mu(t) \right|
= \left| \left( \Phi(t, 0) \right)_i - \frac{1}{n} 1^T \right) \bar{x}_\mu(0) - \int_0^t b(\tau) \left( \left( \Phi(t, \tau) \right)_i - \frac{1}{n} 1^T \right) f_\mu(\tau) d\tau \\
\leq \left| \left( \Phi(t, 0) \right)_i - \frac{1}{n} 1^T \right) \bar{x}_\mu(0) + \int_0^t b(\tau) \left( \left( \Phi(t, \tau) \right)_i - \frac{1}{n} 1^T \right) f_\mu(\tau) d\tau \\
\leq \max_{1 \leq j \leq n} \left| \Phi(t, 0) \right|_{ij} - \frac{1}{n} \| \bar{x}_\mu(0) \|_1 + K \int_0^t b(\tau) \max_{1 \leq j \leq n} \left| \Phi(t, \tau) \right|_{ij} - \frac{1}{n} \| \bar{x}_\mu(0) \|_1 d\tau
$$

for every $i = 1, \cdots, n$. By Lemma 3, it follows

$$
\left| \bar{x}_\mu(t)_i - \frac{1}{n} 1^T \bar{x}_\mu(t) \right| \leq H \gamma^t \| \bar{x}_\mu(0) \|_1 + KH \int_0^t b(\tau) \gamma^{t-\tau} d\tau. \quad (15)
$$

Because $0 < \gamma < 1$ and $\lim_{t \to \infty} b(t) = 0$, it follows from Lemma 4 that $\lim_{t \to \infty} \left| \bar{x}_\mu(t)_i - \frac{1}{n} 1^T \bar{x}_\mu(t) \right| = 0$ for any $i = 1, \cdots, n$. This means that the limits of the $\mu^{th}$ entries of all $x_i(t)$ are equal.

Note that each component of $x_i(t)$ is decoupled in (4). Therefore, consensus is reached for any $\mu \in \{1, \cdots, m\}$, implying that MAS (3) with (4) reaches consensus asymptotically, i.e.,

$$
\lim_{t \to \infty} \| x_i(t) - x^* \| = 0 \quad \text{for any } i \in \mathcal{V}.
$$

**Part 2.** For ease of description, we denote the average value of all $x_i(t)$ by $\bar{x}(t) = \frac{1}{n} \sum_{i=1}^n x_i(t)$. From (15), we can further conclude that

$$
\| x_i(t) - \bar{x}(t) \| \leq H \sqrt{m} \gamma^t \max_{1 \leq \mu \leq m} \| \bar{x}_\mu(0) \|_1 + K \sqrt{m} \int_0^t b(\tau) \gamma^{t-\tau} d\tau, \quad i \in \mathcal{V} \quad (16)
$$

where $\bar{x}_\mu(t)$ is defined as Part 1. Because $b(t)$ is non-increasing and positive, it holds that

$$
\int_0^\infty b(s) \gamma^s ds \leq b(0) \int_0^\infty \gamma^s ds = \frac{b(0)}{-ln \gamma}. \quad \text{Furthermore, we have}
$$

$$
\int_0^\infty \int_0^s b(s)b(\tau) \gamma^{t-\tau} d\tau ds = \int_0^\infty \int_0^s \gamma^\theta b(s)b(s-\theta) d\theta ds \\
= \int_0^\infty \gamma^\theta \int_\theta^\infty b(s)b(s-\theta) d\theta ds \\
\leq \int_0^\infty \gamma^\theta \int_\theta^\infty b(s-\theta)b(s-\theta) d\theta ds \\
= \frac{1}{-ln \gamma} \int_0^\infty b^2(s) ds \\
< \infty
$$
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where the first equality holds by letting $t - \tau = \theta$, the second one results by changing the order of the integrals, and the first inequality comes from the fact that $b(t)$ is non-increasing. Therefore, by inequalities (16) and (17), we have

$$
\int_0^\infty b(t) \|\mathbf{x}_i(t) - \bar{\mathbf{x}}(t)\| \, dt \leq \frac{b(0)k\sqrt{m}}{-\ln\gamma} \max_{1 \leq \mu \leq m} \|\bar{\mathbf{x}}_\mu(0)\|_1 + \frac{KH\sqrt{m}}{-\ln\gamma} \int_0^\infty b^2(t) \, dt
$$

(18)

for any $i \in \mathcal{V}$. MAS (3) with (4) can be rewritten as

$$
\ddot{x}(t) = -(L(t) \otimes I)x - b(t)\nabla(t)
$$

where $\mathbf{x}(t) = [\mathbf{x}_1^T(t), \ldots, \mathbf{x}_n^T(t)]^T$ and $\nabla(t) = [(\nabla g^+_1(x_1(t)))^T, \ldots, (\nabla g^+_n(x_n(t)))^T]^T$. From Assumption 1, $1^T L = 0$. Let $\ddot{x}(t) = \frac{1}{n}(1^T \otimes I)x(t)$, we have

$$
\ddot{x}(t) = -\frac{1}{n}b(t)(1^T \otimes I)\nabla(t) = -\frac{1}{n}b(t) \sum_{i=1}^n \nabla g^+_i(x_i(t)).
$$

(19)

Now consider a function $d(\cdot) : \mathbb{R}^m \rightarrow \mathbb{R}$ given by $d(\ddot{x}(t)) = \frac{1}{2}\|\ddot{x}(t) - x_0\|^2$, where $x_0 \in \mathbf{X}$. Along with equation (19), taking the derivative of function $d$ with respect to $t$ yields

$$
d'(\ddot{x}(t)) = -\frac{1}{n}b(t) \sum_{i=1}^n \langle \nabla g^+_i(x_i(t)), \ddot{x}(t) - x_0 \rangle
$$

$$
= -\frac{1}{n}b(t) \sum_{i=1}^n \langle \nabla g^+_i(x_i(t)), \ddot{x}(t) - x_i(t) \rangle + \frac{1}{n}b(t) \sum_{i=1}^n \langle \nabla g^+_i(x_i(t)), x_0 - x_i(t) \rangle.
$$

(20)

Due to the property of bounded subgradients, it holds that $\|g^+_i(x) - g^+_i(y)\| \leq K\|x - y\|$ for arbitrary vectors $x, y \in \mathbb{R}^m$. By the fact that function $g^+_i(\cdot)$ is convex and $g^+(x_0) = 0$, it follows from inequality (2) that

$$
\langle \nabla g^+_i(x_i(t)), x_0 - x_i(t) \rangle \leq -g^+_i(x_i(t))
$$

$$
= -g^+_i(\bar{x}(t)) + g^+_i(\bar{x}(t)) - g^+_i(x_i(t))
$$

$$
\leq -g^+_i(\bar{x}(t)) + K\|\bar{x}(t) - x_i(t)\|.
$$

(21)

Then, combining (20) and (21), we have

$$
d'(\ddot{x}(t)) \leq \frac{2K}{n}b(t) \sum_{i=1}^n \|\mathbf{x}_i(t) - \bar{\mathbf{x}}(t)\| - \frac{1}{n}b(t) \sum_{i=1}^n g^+_i(\bar{\mathbf{x}}(t)).
$$

(22)

Integrating both sides of inequality (22) over $[0, t]$ for any $t \geq 0$ yields

$$
d(\ddot{x}(t)) - d(\ddot{x}(0)) \leq \frac{2K}{n} \sum_{i=1}^n \int_0^t b(\tau) \|\mathbf{x}_i(\tau) - \bar{\mathbf{x}}(\tau)\| \, d\tau - \frac{1}{n} \sum_{i=1}^n \int_0^t b(\tau)g^+_i(\bar{\mathbf{x}}(\tau)) \, d\tau.
$$

(23)
Now we denote function \( h(t) = \sum_{i=1}^{n} \int_{0}^{t} b(\tau) \| x_i(\tau) - \bar{x}(\tau) \| d\tau. \) It is obvious that \( h(t) \) is non-decreasing with respect to \( t. \) Inequality (18) shows that \( h(t) \) is upper bounded. This implies that \( h(t) \) converges, i.e., there exists a \( 0 \leq h^* < \infty \) such that \( \lim_{t \to \infty} h(t) = h^* \). Furthermore, for any \( t_1 > t_2 > 0, \) it holds that \( \int_{0}^{t_1} b(\tau) g_i^+(\bar{x}(\tau)) d\tau \geq \int_{0}^{t_2} b(\tau) g_i^+(\bar{x}(\tau)) d\tau \) due to the fact that \( g_i^+(\bar{x}(\tau)) \geq 0 \) and \( b(t) \geq 0. \) Therefore, one has

\[
d(\bar{x}(t_1)) - d(\bar{x}(t_2)) \leq \frac{2K}{n}(h(t_1) - h(t_2)).
\]

This implies \( \lim_{t \to \infty} \sup_{t \to \infty} d(\bar{x}(t)) - \lim_{t \to \infty} \inf_{t \to \infty} d(\bar{x}(t)) \leq \frac{2K}{n}(\lim_{t \to \infty} \sup_{t \to \infty} h(t) - \lim_{t \to \infty} \inf_{t \to \infty} h(t)) = 0. \) As a result, \( \lim_{t \to \infty} d(\bar{x}(t)) \) exists. On the other hand, by (23), we have

\[
\frac{1}{n} \sum_{i=1}^{n} \int_{0}^{\infty} b(t) g_i^+(\bar{x}(t)) dt \leq \frac{2K}{n} h^* + d(\bar{x}(0)) - d(\bar{x}(\infty)) < \infty.
\]

(24)

Note that \( g_i^+(\bar{x}(t)) \) is non-negative for any \( i \in \mathcal{V} \) and \( t > 0. \) Then, by (24) and the fact \( \int_{0}^{\infty} b(t) dt \to \infty, \) we have \( \lim_{t \to \infty} \inf_{t \to \infty} g_i^+(\bar{x}(t)) = 0 \) for any \( i \in \mathcal{V}. \) Thus, there exists a subsequence \( \{\bar{x}(t_k)\} \) of \( \{\bar{x}(t)\} \) that converges to a point in the solution set of convex inequality (1). Without loss of generality, assume that \( x^* \) is this point. We have \( \lim_{k \to \infty} \bar{x}(t_k) = \lim_{t \to \infty} \inf_{t \to \infty} \bar{x}(t) = x^* \in \mathbf{X}. \) Moreover, let \( x_0 = x^* \) in \( d(t), \) the fact that \( d(t) \) converges implies \( \lim_{t \to \infty} \bar{x}(t) = x^* \in \mathbf{X}. \) Recall that the result in Part 1 implies \( \lim_{t \to \infty} \| x_i(t) - \bar{x}_j(t) \| = 0 \) for any \( i \in \mathcal{V}. \) Hence, we have \( \lim_{t \to \infty} x_i(t) = x^* \in \mathbf{X} \) for any \( i \in \mathcal{V}. \)

**Remark 1:** In Theorem 1, the case when the solution set is non-empty is discussed. In fact, throughout the proof, it is not difficult to draw a conclusion that if the convex inequalities’ solution set \( \mathbf{X} \) is empty, MAS (3) with (4) will reach consensus asymptotically, and each agent’s state converges to a common state \( x^* \) such that \( \sum_{i=1}^{n} g_i^+(x^*) = \min_{i=1}^{n} g_i^+(x). \) Note that even if the solution set of inequalities (11) is empty, the first part of the proof remains to be valid. Hence, consensus is asymptotically reached. Now we show that the consensus state minimizes the function \( \sum_{i=1}^{n} g_i^+. \) For the sake of simplicity, we denote \( f^* = \min_{i=1}^{n} g_i^+(x). \) Then, (21) should be replaced by \( \langle \nabla g_i^+(x_i(t)), x_0 - x_i(t) \rangle \leq - (g_i^+(\bar{x}(t)) - g_i^+(x_0)) + K\| \bar{x}(t) - x_i(t) \|, \) where \( x_0 \) is another point such that \( \sum_{i=1}^{n} g_i^+(x_0) = f^*. \) As a result, inequality (24) is replaced by

\[
\frac{1}{n} \int_{0}^{\infty} b(t) \left( \sum_{i=1}^{n} g_i^+(\bar{x}(t)) - f^* \right) dt < \infty, \text{ it can be concluded that } \lim_{t \to \infty} x_i(t) = x^*, \text{ and } \sum_{i=1}^{n} g_i^+(x^*) = f^*.
\]
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IV. DISTRIBUTED OPTIMIZATION WITH CONVEX INEQUALITY CONSTRAINTS

Now we extend our method to solving a constrained optimization problem. Different from the problem of optimizing the sum of local objective functions subject to the intersection of constraint sets in [11], [12], our goal is to distributively minimize the objective function subject to convex inequalities, which is stated as follow.

\[
\min \sum_{i=1}^{n} f_i(x) \tag{25}
\]

subject to \( g(x) \leq 0 \)

where \( x \in \mathbb{R}^m \) and \( g(\cdot) = [g_1(\cdot), \ldots, g_n(\cdot)] \), both \( f_i(\cdot) \) and \( g_i(\cdot) : \mathbb{R}^m \rightarrow \mathbb{R} \) are convex functions.

Agent \( i \) can only have access to \( f_i(\cdot) \) and \( g_i(\cdot) \). The following assumptions are made in this section.

Assumption 5: The set \( \{ x \in \mathbb{R}^m | g(x) \leq 0 \} \) is non-empty.

Assumption 6: \( \|\nabla f_i(x)\| \leq K_1 \) and \( \|\nabla g_i(x)\| \leq K_2 \) for some \( K_1, K_2 > 0, i = 1, \ldots, n \).

Assumption 5 implies Slater’s constraint qualification condition holds [27], then the solution set of problem (25) is guaranteed to be non-empty. A Lagrange function of problem (25) is defined as

\[
F(x, z) = \sum_{i=1}^{n} F_i(x, z_i); F_i(x, z_i) = f_i(x) + z_i g_i(x)
\]

where \( z = [z_1, \ldots, z_n]^T \) is the Lagrange multiplier such that \( z \geq 0 \). It is obvious that \( F_i(x, z_i) \) is convex with \( x \) and linear with \( z_i \) for any \( i = 1, \ldots, n \). Thus, \( F_i(x, z_i) \) is a convex-concave function and so is \( F(x, z) \). Based on Saddle-point Theorem [27], we know that \( x^\ast \) is an optimal solution of (25) if and only if there exists a positive vector \( z^\ast \in \mathbb{R}^n \) such that \( (x^\ast, z^\ast) \) is a saddle point of \( F(x, z) \), i.e., \( F(x^\ast, z) \leq F(x^\ast, z^\ast) \leq F(x, z^\ast) \) for any \( x \in \mathbb{R}^m \) and \( z \in \mathbb{R}^n \). For ease, we use \( X^\ast \times Z^\ast \) to represent the saddle point set, where \( X^\ast \) denotes the optimal solution set of (25) and \( Z^\ast \) denotes the corresponding optimal set of Lagrange multipliers.

Before extending (4) for searching the optimal solution to (25), we introduce the following compact and convex sets

\[
\Omega_i = \{ z \in \mathbb{R} | 0 \leq z \leq \bar{z}_i \}, \quad i = 1, \ldots, n
\]

where each \( \bar{z}_i \) is a finite positive real number, and can be sufficiently large. Denote the Cartesian product of \( \Omega_i, i = 1, \ldots, n \) by \( \Omega \), i.e., \( \Omega = \Omega_1 \times \cdots \times \Omega_n \). Now we extend (4) for problem (25).
as follows:

$$u_i(t) = \sum_{j \in N_i(t)} a_{ij}(t)(x_j(t) - x_i(t)) - b(t)(\nabla f_i(x_i(t)) + z_i(t)\nabla g_i(x_i(t))) \quad i \in \mathcal{V}$$

(26)

where $b(t)$ is defined as (4) and $z_i(t) \in \mathbb{R}$ is an auxiliary variable, whose dynamic is given as

$$\dot{z}_i(t) = P_{\mathcal{T}_{\Omega_i}(z_i(t))}[b(t)g_i(x_i(t))]$$

where $\mathcal{T}_{\Omega_i}(z_i(t))$ is the tangent cone of $\Omega_i$ at point $z_i(t)$, and the initial value is set to be $z_i(0) = z_{i0} \in \Omega_i$. By the definition of $\Omega_i$, it is not difficult to compute that $P_{\mathcal{T}_{\Omega_i}(z_i(t))}[b(t)g_i(x_i(t))] = 0$ if $z_i(t) = 0$, $b(t)g_i(x_i(t)) < 0$, or $z_i(t) = \bar{x}_i$, $b(t)g_i(x_i(t)) > 0$; $P_{\mathcal{T}_{\Omega_i}(z_i(t))}[b(t)g_i(x_i(t))] = b(t)g_i(x_i(t))$ otherwise.

**Theorem 2**: Under Assumptions 1, 2, 5 and 6, if $\Omega \cap \mathbb{Z}^*$ is non-empty, then MAS (3) with (26) reaches consensus asymptotically and the consensus state is an optimal solution to (25).

**Proof**: Let $x(t) = [x_1^T(t), \ldots , x_n^T(t)]^T$, $\nabla_i(t) = \nabla f_i(x_i(t)) + z_i(t)\nabla g_i(x_i(t))$ for $i = 1, \ldots , n$ and $\nabla(t) = [\nabla_1(t)^T, \ldots , \nabla_n(t)^T]^T$, then MAS (3) with (26) can be rewritten as

$$\dot{x}(t) = -(L(t) \otimes I)x - b(t)\nabla(t).$$

Note that $z_i(t) \in \Omega$ holds for any $t \geq 0$, similar to inequality (16), it can be concluded that

$$\|x_i(t) - \bar{x}(t)\| \leq H \sqrt{m} \gamma^t \max_{1 \leq \mu \leq m} \|\bar{x}_\mu(0)\|_1 + \bar{K} H \sqrt{m} \int_0^t b(\tau)\gamma^{t-\tau}d\tau \quad i \in \mathcal{V},$$

where $\bar{K} = K_1 + K_2 \max_{1 \leq \mu \leq n}\{z_i\}$. By Lemma 4, we have $\lim_{t \to \infty} \|x_i(t) - \bar{x}(t)\| = 0$ for any $i \in \mathcal{V}$. Thus, MAS (3) with (26) reaches consensus asymptotically. Through a similar approach to those in (17) and (18), it follows that $\int_0^\infty b(t)\|x_i(t) - \bar{x}(t)\|dt < \infty$. Furthermore, consider the function

$$d_1(\bar{x}(t), z(t)) = d_1(\bar{x}(t)) + d_2(z(t)),$$

$$d_1(\bar{x}(t)) = \frac{1}{2}\|\bar{x}(t) - x_0\|^2,$$

$$d_2(z(t)) = \frac{1}{2n}\|z(t) - z_0\|^2$$

where $x_0 \in \mathbb{X}^*$ and $z_0 \in \Omega \cap \mathbb{Z}^*$, $z_0 = [z_{i0}, \ldots , z_{n0}]^T$. It is obvious that $(x_0, z_0) \in \mathbb{X}^* \times \mathbb{Z}^*$. Since $F_i(x, z_i)$ is convex with respect to $x$. Similar to (20)-(22), we have

$$\dot{d}_1(\bar{x}(t)) \leq \frac{2\bar{K}}{n}b(t)\sum_{i=1}^n\|x_i(t) - \bar{x}(t)\| - \frac{1}{n}b(t)(F(\bar{x}(t), z(t)) - F(x_0, z(t))).$$

(27)
Moreover, \( \dot{z}_i(t) = P_{\Omega_i(z_i(t))}[b(t)g_i(x_i(t))] \) implies that there exists an element \( c_i(z_i(t)) \in C_{\Omega_i}(z_i(t)) \) such that \( \dot{z}_i(t) = b(t)g_i(x_i(t)) - c_i(z_i(t)), \) where \( C_{\Omega_i}(z_i(t)) = \{d|d(z'-z_i(t)) \leq 0, \forall z' \in \Omega_i\} \) is the normal cone of \( \Omega_i \) at element \( z_i(t) \in \Omega_i \) (see [28] for detail). Thus, we have
\[
\dot{d}_2(\bar{x}(t)) \leq \frac{1}{n} \sum_{i=1}^{n} (z_i(t) - z_{i0})(b(t)g_i(x_i(t)) - c_i(z_i(t)))
\]
\[
\leq \frac{1}{n} b(t) \sum_{i=1}^{n} (z_i(t) - z_{i0})g_i(x_i(t))
\]
\[
= \frac{1}{n} b(t) \sum_{i=1}^{n} (F_i(x_i(t), z_i(t)) - F_i(x_i(t), z_{i0}))
\]
\[
= \frac{1}{n} b(t) \sum_{i=1}^{n} ((F_i(x_i(t), z_i(t)) - F_i(\bar{x}(t), z_i(t))) + (F_i(\bar{x}(t), z_i(t)) - F_i(\bar{x}(t), z_{i0}))).
\]
Note that for any element \( z_i \in \Omega_i, \) it holds \( |F_i(x_i(t), z_i) - F_i(\bar{x}(t), z_i)| \leq K \|x_i(t) - \bar{x}(t)\|. \) Then
\[
\dot{d}_2(\bar{x}(t)) \leq \frac{2K}{n} b(t) \sum_{i=1}^{n} \|x_i(t) - \bar{x}(t)\| + \frac{1}{n} b(t)(F(\bar{x}(t), z(t)) - F(\bar{x}(t), z_0)). \tag{28}
\]
Together with \( \text{(27)}, \) we have
\[
\dot{d}(\bar{x}(t), z(t)) \leq \frac{4K}{n} b(t) \sum_{i=1}^{n} \|x_i(t) - \bar{x}(t)\| - \frac{1}{n} b(t)(F(\bar{x}(t), z_0) - F(x_0, z(t))).
\]
Similar to the proof of Theorem 1, it can be concluded that
\[
\int_{0}^{\infty} b(t)(F(\bar{x}(t), z_0) - F(x_0, z_0))dt + \int_{0}^{\infty} b(t)(F(x_0, z_0) - F(x_0, z(t)))dt < \infty.
\]
Since \( F(\bar{x}(t), z_0) - F(x_0, z_0) \) and \( F(x_0, z_0) - F(x_0, z(t)) \) are both non-negative, it holds that \( \int_{0}^{\infty} b(t)(F(\bar{x}(t), z_0) - F(x_0, z_0))dt < \infty \) and \( \int_{0}^{\infty} b(t)(F(x_0, z_0) - F(x_0, z(t)))dt < \infty. \) Together with the fact that \( \int_{0}^{\infty} b(t)dt \to \infty, \) we can conclude that \( \lim_{t \to \infty} (F(\bar{x}(t), z_0) - F(x_0, z_0)) = 0 \) and \( \lim_{t \to \infty} (F(x_0, z_0) - F(x_0, z(t))) = 0. \) This implies that there exists a vector \( x^* \in X^* \) such that \( \lim_{t \to \infty} x_i(t) = x^* \) for any \( i \in \mathcal{V}. \)

V. SIMULATIONS

In this section, we give numerical examples to illustrate the obtained results.

Example 1: Consider nine agents with the index set \( \{1, \ldots, 9\}. \) The agents communicate with each other via a time-varying directed graph, which periodically switches between two subgraphs depicted in Fig[14] with period \( T = 0.3, \) and the weight of each edge is set to be 1. Algorithm
is used for searching a feasible solution to inequalities $g_i(x) = \sum_{j=1}^{3} c_{ij} x_j + d_j$, $i = 1, \cdots, 9$, where $c_{11} = 2, c_{12} = 3, c_{13} = 4; c_{21} = 2, c_{22} = -3, c_{23} = -4; c_{31} = -2, c_{32} = 1, c_{33} = 0.5; c_{41} = 2, c_{42} = -1, c_{43} = 6; c_{51} = 1, c_{52} = 0, c_{53} = 2; c_{61} = 1, c_{62} = -2, c_{63} = 0.3; c_{71} = 0.5, c_{72} = 2, c_{73} = 1; c_{81} = -1, c_{82} = -1, c_{83} = 0.5; c_{91} = -2, c_{92} = 3, c_{93} = 3$ and $d_1 = -0.1; d_2 = -3; d_3 = -1; d_4 = 2; d_5 = 1; d_6 = -1; d_7 = -2; d_8 = 0.1; d_9 = 1$. Since $g_i(x)$ is linear, the inequalities with three variables are convex. We denote $R_i(t) = \|x_i(t) - \frac{1}{9} \sum_{j=1}^{9} x_j(t)\|$, $i \in \mathcal{V}$ and $Q(t) = \sum_{j=1}^{9} g_i^+(x_i(t))$. Let each agent’s initial state equal to the same vector $[1, -0.5, 1]^T$ and $b(t) = \frac{0.6}{t+5}$, the trajectories of $R_i(t)$ and $Q(t)$ are shown in Fig. 2 and Fig. 3 respectively. Fig. 2 indicates that $x_i(t)$ converges to a common point $x^*$ for any $i \in \mathcal{V}$ as $t \to \infty$. It is computed that $x^* = [0.13, -0.15, -0.57]^T$. Fig. 3 shows that $g(x^*) \leq 0$. These observations are consistent with the results established in Theorem 1.

**Example 2:** Consider five agents with the index set $\{1, \cdots, 5\}$. The communication graph is shown in Fig. 4 and the weight of each edge equals 1. Algorithm (26) is used for solving optimization problem (25) with $x \in \mathbb{R}$, where the local cost functions are given as follows:

$$f_i(x) = \begin{cases} 
0.5 \omega_i x^2, & -100 \leq x \leq 100 \\
-100 \omega_i x + 1.5 \times 10^4 \omega_i, & x < -100, \quad i = 1, \cdots, 5 \\
100 \omega_i x - 0.5 \times 10^4 \omega_i, & x > 100 
\end{cases}$$

where $\omega_1 = 0.5, \omega_2 = 0.3, \omega_3 = 0.4, \omega_4 = 0.6, \omega_5 = 0.2$. Note that $|\nabla f_i(x)| \leq 100 \omega_i$. Given inequality constraints $g_1(x) = 2x - 8, g_2(x) = -x + 2, g_3(x) = x - 4.5, g_4(x) = 3x - 15$ and $g_5(x) = -x + 1$, it can be easily verified that the optimal solution is $x^* = 2$. Let $\bar{\varepsilon}_i = 50$ for any $i = 1, \cdots, 5$, $b(t) = \frac{2.6}{2t+0.25}$, and the initial states of agents be $x_1(0) = 3, x_2(0) = -2, x_3(0) = -1, x_4(0) = 1$ and $x_5(0) = 3$, Fig. 5 shows that the states of all the agents converge to the same optimal solution $x^* = 2$. This is consistent with the result established in Theorem 2.

**VI. Conclusion**

In this note, we have presented a continuous-time distributed computation model to search a feasible solution to convex inequalities. In this model, each agent adjusts its state value based on local information received from its immediate neighbors and its own inequality information using a subgradient method. It is shown that if the $\delta-$graph, induced by a time-varying directed
Fig. 1. The top subfigure represents the communication topology at time interval $t \in [0.3k, 0.3k + 0.15)$, where $k \in \mathbb{N}$. The bottom one represents the communication topology at time interval $t \in (0.3k + 0.15, 0.3k + 0.3)$.

Fig. 2. The trajectories of $R_i(t)$ when algorithm 4 is implemented, $i \in V$.

Fig. 3. The trajectories of $Q(t)$ when algorithm 4 is implemented.

Fig. 4. The left subfigure represents the communication topology at time interval $t \in [k, k + 0.5)$, where $k \in \mathbb{N}$. The right one represents the communication topology at time interval $t \in (k + 0.5, k + 1)$. 
graph, is strongly connected, the multi-agent system will reach a common state asymptotically and the consensus state is a feasible solution to convex inequalities. The method has been effectively extended to solving the distributed optimization problem of minimizing the sum of local objective functions subject to convex inequalities. Simulation examples have been conducted to demonstrate the effectiveness of our results. Our future work will focus on some other interesting topics, such as the case with time delays, packet loss and communication bandwidth constraints, which will bring new challenges in searching feasible solutions to inequalities over a network of agents.
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