Guaranteed blind deconvolution and demixing via hierarchically sparse reconstruction.
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Abstract—The blind deconvolution problem amounts to reconstructing both a signal and a filter from the convolution of these two. It constitutes a prominent topic in mathematical and engineering literature. In this work, we analyze a sparse version of the problem: The filter $h \in \mathbb{R}^\mu$ is assumed to be $s$-sparse, and the signal $b \in \mathbb{R}^\nu$ is taken to be $\sigma$-sparse, both supports being unknown. We observe a convolution between the filter and a linear transformation of the signal. Motivated by practically important multi-user communication applications, we derive a recovery guarantee for the simultaneous demixing and deconvolution setting. We achieve efficient recovery by relaxing the problem to a hierarchical sparse recovery for which we can build on a flexible framework. At the same time, for this we pay the price of some sub-optimal guarantees compared to the number of free parameters of the problem. The signal model we consider is sufficiently general to capture many applications in a number of engineering fields. Despite their practical importance, we provide first rigorous performance guarantees for efficient and simple algorithms for the bi-sparse and generalized demixing setting. We complement our analytical results by presenting results of numerical simulations. We find evidence that the sub-optimal scaling $s^2 \sigma \log(\mu) \log(\nu)$ of our derived sufficient condition is likely overly pessimistic and that the observed performance is better described by a scaling proportional to $s \cdot \sigma$ up to log-factors.

I. INTRODUCTION

The blind deconvolution problem is the problem of recovering both a filter $h \in \mathbb{R}^\mu$ and a message $x \in \mathbb{R}^\nu$ from its convolution $y = h \ast x$. In the centre of this work are well-motivated circular convolutions of the form

$$\lfloor h \ast x \rfloor_i = \sum_{k \in [\mu]} h_k x_{i-k},$$

where $[\mu]$ is a shorthand for the set $\{0, 1, \ldots, \mu - 1\}$ of residual classes modulo $\mu$. This model naturally emerges within the context of wireless communications: When transmitting a message $x$ over a wireless channel, the signal are scattered on random features in the environment. This means that the signal arriving at the receiver is the superposition of damped and delayed copies of $x$—these effects are described by the convolution $x$ with a channel filter $h$. Recovering the message $x$ at the receiver without knowledge of $h$ amounts to solving a blind deconvolution problem.

In this work, we consider the bi-sparse version of the blind deconvolution problem. Concretely, we assume that the filter $h \in \mathbb{R}^\mu$ is $s$-sparse and that the message $x$ can be sparsely represented in a known dictionary $Q \in \mathbb{R}^{\mu \times \nu}$, i.e., $x = Qb$ for some $s$-sparse vector $b \in \mathbb{R}^\nu$. The vector $b$ will be referred to as the signal. This version of the problem is well-motivated in various communication scenarios: Scattering typically occurs only along a very small number of paths, such that $h$ is effectively sparse. On a resource limited end device a typically sparse, compressible signal $b$ is encoded via an inexpensive linear transformation $Q$ and then transmitted.

Hierarchical sparsity. The bi-sparse deconvolution problem can be rewritten into a linear recovery problem of a hierarchically sparse vector (as already observed in our earlier work Ref. [37]). Since the blind convolution map

$$C : \mathbb{R}^\mu \times \mathbb{R}^\nu \rightarrow \mathbb{R}^\mu, (h, b) \mapsto h \ast (Qb)$$

is bi-linear, there exists a unique linear map $C : \mathbb{R}^\mu \otimes \mathbb{R}^\nu \rightarrow \mathbb{R}^\mu$ with

$$C(h \otimes b) = h \ast (Qb), \quad h \in \mathbb{R}^\mu, b \in \mathbb{R}^\nu,$$

here, $\otimes$ denoting the tensor product. Thus, in a ‘lifted version’ the deconvolution problem becomes a linear inverse problem of a highly structured signal. In this work, we restrict our attention to the following structure.

Now, if $h$ and $b$ are sparse, their tensor product $h \otimes b = \sum_{k \in [\mu]} h_k e_k \otimes b$, with the canonical basis $(e_k)_i = \delta_{k,i}$, can be interpreted as a vector that consists of $\sigma$-sparse blocks $(h_k e_k \otimes b)_{k \in [\mu]}$ and only $s$ out of the $\mu$ blocks are non-vanishing. Such a block-sparse vector with, in general distinct, sparse blocks is called $(s, \sigma)$-(hierarchically)-sparse [11], [29–31].
In Refs. [26, 27], it has been shown that such vectors can be efficiently reconstructed from linear measurements $A(h \otimes b)$ with the HiHTP algorithm, the hierarchical hard-thresholding pursuit, Algorithm 1. The HiHTP is guaranteed to converge to the ground truth signal if the linear map $A$ exhibits the hierarchical restricted isometry property (HiRIP). Concretely, we define the $(s, \sigma)$-HiRIP constant as

$$\delta(s, \sigma)(A) = \sup_{u \in (s, \sigma)} \frac{\|A(u)\|^2 - \|u\|^2}{\|A(u)\|^2}.$$ 

If the $\delta(2s, 3\sigma)(A)$ is smaller than $\frac{1}{s^2}$, the HiHTP succeeds at recovering any $(s, \sigma)$-sparse vector robustly against model-mismatch and stable against noise. The HiHTP algorithm is simple to implement and has a run time dominated by the costs of the matrix-vector multiplication, i.e., $O(mn)$ without further assumption. The projection step itself is efficient with time complexity $O(\mu n)$. In addition, the ‘expensive’ steps can be computed in parallel for each block. We refer to Ref. [3] for a more complete introduction to hierarchical compressed sensing and the line of work [7, 12, 25–28, 34–38].

Thus, by relaxing the bi-sparse deconvolution problem to a hierarchically sparse recovery problem, we can use the HiHTP algorithm to solve it. In this work, we work out theoretical guarantees and identify parameter regimes in which we can ensure that this strategy succeeds. In particular, we establish the HiRIP for the blind convolution operator. Furthermore, we show that our hierarchical approach and its guarantees can be straight-forwardly generalized to include the demixing of multiple observed convolutions.

Previous work. The blind deconvolution problem has a long history with an extensive body of literature. We, therefore, restrict our focus on works that specifically treat sparse versions of the problem. Related treatsies of non-sparse versions can be found, e.g., in Refs. [1, 13, 19, 22].

A popular method for solving the bi-linear reconstruction method is via alternating minimization [16, 17, 24]. Alternating minimization generally refers to alternately optimizing $\|C(h, b) - y\|$ over $h$ and $b$ while leaving the respective other variable constant. Since the convolution is linear in each argument, each subproblem is effectively a classical compressed sensing problem, and can be solved using a number of different techniques, e.g. iterative hard thresholding [9] or CoSAMP [23].

For the alternating minimization approach, the authors of [16, 17] derive a recovery guarantee. This guarantee is however only applicable when $h$ and $x = Qb$ are spectrally flat (somewhat more formally meaning that their Fourier transforms have entries of relatively equal magnitude). Crucially, this assumption is actively used in their algorithm: One step of their algorithm consists of projecting onto the set of spectrally flat signals, a step which is hard to perform exactly. The authors hence need to resort to heuristics for the projection. However, accepting this caveat, the authors prove convergence already when only observing $(s + \sigma) \log(\mu)^2$ of the entries in $h \ast x$, which is up to log-terms sample optimal [14, 20].

Lifted approaches only assuming sparsity of the message $b \in \mathbb{R}^n$ have been treated in Refs. [6, 21]. More specifically, $h$ is assumed to lie in an a priori known $s$-dimensional subspace of $\mathbb{R}^\ell$. Using the $\ell_1$- or the $\ell_{1,2}$-norm [6] as a regularizer, recovery can be guaranteed when $\mu \gtrsim s \log(s n) \log(\mu)^2$. Since here only the $s \sigma$-sparse nature of the lifted vector $h \otimes b$ is used, this can also be viewed as a ‘pseudo-optimal’ sampling complexity in this setting. The price for the relaxation to sparse signals is that the scaling $s + \sigma$ is in principle not reachable. Compared to the setting considered in our work, the assumption that $h$ lies in a known subspace is a significant simplification.

The optimal scaling requires to also enforce a unit rank constraint in the lifted setting. One approach is to perform a gradient descent projected onto the set of (bi)-sparse and low-rank matrices. As is thoroughly discussed in Ref. [9], there is however no efficient algorithm to compute the projection onto the set of sparse and low-rank matrices. A canonical way to circumvent this is to alternate between projections onto the two sets. This approach is for instance investigated in Ref. [4]. There, a local convergence guarantee is presented under optimal sample complexity, however only under a fully Gaussian measurement model neglecting the structure of the blind deconvolution problem. Similar results are given in Ref. [18] – their guarantee is however only sample optimal under an additional assumption on the signal. In this context, Ref. [2] should also be mentioned – in there, a global convergence in just two alternations steps is shown. This work however assumes a nested measurement structure tailor-made for a jointly low-rank and sparse setting, which is not applicable in our setting. In the light of these approaches, our relaxation to hierarchically sparse signals can been seen as the closest structure for which the projection is efficient.

Outline. In Sec. II we present and discuss our theoretical guarantee for recovering $h \otimes b$ from the blind convolution measurement $C(h \otimes b)$. In Sec. III we describe how the hierarchical framework can be used to easily translate our results to a multi-user setting, where a blind deconvolution and demixing-problem arises. In Sec. IV we study the scaling behaviour in numerical simulations.

II. Main Result

Let us begin by presenting our measurement model more thoroughly. As outlined in the introduction, our aim is to
recover the lifted filter-message tensor \( h \otimes b \in \mathbb{R}^n \otimes \mathbb{R}^m \) from the measurement
\[
y = C(h \otimes b) = h \ast (Qb),
\]
involving a circular convolution. Our recovery guarantee relies on a particular model for the matrix \( Q \).

**Random model for \( Q \).** We assume that \( Q \) can be decomposed as \( Q = UA \). Here with suitable \( m \), the operator \( A \in \mathbb{R}^{m \times n} \) is a matrix with small standard RIP constant \( \delta_2 \), and \( U \in \mathbb{R}^{n \times \mu} \) is an isotropically normalized Gaussian matrix, i.e., the entries of \( U \) are independent and \( \mathcal{N}(0, \mu^{-1}) \) distributed.

Note that \( A = \text{id} \) is a very viable choice, but the ability to choose it as a standard ‘compressed sensing matrix’ is interesting both theoretically, and from a practitioners standpoint, e.g. in the communication setup. We can interpret \( A \) as a codebook, which maps the message \( b \) to a ‘codeword’ \( Ab \in \mathbb{R}^m \). This codeword vector is subsequently converted into a sequence \( UAb \in \mathbb{R}^\mu \) and sent over the channel to the receiver. We can now state our main result.

**Theorem II.1.** Fix \( \delta_0 \in [0, 1) \) and let \( \epsilon > 0 \). Further assume that
\[
\mu \gtrsim (s^2 \log(\mu) + s^2 \sigma \log(n)) \cdot \delta_0^{-2} \cdot \max(1, \log(\epsilon^{-1})),
\]
where \( \gtrsim \) means that the inequality needs to hold up to a universal constant. Then we have
\[
\delta_{s, \sigma}(C) \leq (1 + \delta_\sigma(A))^2 \delta_0 + \delta_\sigma(A)
\]
with a probability at least \( 1 - \epsilon \).

As a direct consequence, we establish that the condition (1) is sufficient to ensure that, with probability of at least \( 1 - \epsilon \), the HiHTP algorithm[1] successfully recovers each \( (s, \sigma) \)-sparse ground truth \( h \otimes b \) by Ref. [26, Thm. 1].

**Discussion.** Disregarding logarithmic terms, and terms related to adjustable threshold, our complexity bound scales as \( s^2 \sigma \). This is obviously not even close to the sample optimal number of measurements \( s + \sigma \). Most of this loss in optimality is expected in any approach that only considers the hierarchically sparse structure of the problem. In particular, as discussed in the literature review, an optimal scaling can only be achieved when the bisparse and low-rank structure is explicitly taken into account. In contrast, the HiHTP-algorithm would work just as good when fed with a signal \((w_1, \ldots, w_n)\) where the blocks are neither equal nor share a common support. However, the existing approaches in the literature require additional assumptions to establish recovery guarantees and rely on heuristics for hard projection steps. The hierarchically sparse structure, that allows for an efficient projection step, would instead suggest a number of \( s \sigma \) measurement from looking at the number of free parameters. Compared to this scaling, the derived sampling complexity still has an additional factor of \( s \). This might be an artefact of the proof techniques employed. Available guarantees in the literature meeting this sample complexity so far relied on a priori knowledge of the support of either \( h \) or \( b \). Thus, although the sample complexity of our result is neither optimal nor ‘pseudo-optimal’, it still significantly complements the state-of-the-art.

We suspect that the HiHTP algorithm in fact reaches the ‘pseudo-optimal’ scaling of \( s \sigma \) in the blind-deconvolution problem. A small numerical study supporting this claim is given in Sec. [LV].

**Proof sketch.** We provide a sketch of the proof of Thm. II.1 concentrating on the case \( A = \text{id} \). The entity we need to bound is
\[
\sup_{w \in \mathcal{V} \cdot \mathcal{H} \cdot \mathcal{A} \cdot \sigma \text{-sparse}, \|w\|_2 = 1} \|C(w)\|^2 - \|w\|^2.
\]

Through direct calculation, one can relate
\[
\|C(w)\|^2 = \sum_{i,j \in [\mu]} \gamma_{i,j} W_{(i,r),(j,s)} := T_{W},
\]
where \( \gamma_{r,i} \) are independent, centred Gaussians with variance 1, and \( W \in (\mathbb{R}^{n \times n})^{\mu \times \mu} \) is the block Toeplitz matrix
\[
W = (W_{i,j})_{i,j \in [\mu]}, \quad W_{k,\ell} = \frac{1}{\mu} \sum_{\mu \in [\mu]} w_k w_{\ell + k}. \quad (2)
\]

We denote by \( T_{s, \sigma} \) the set of such Block Toeplitz matrices which are generated through \( W \) as \( W \) traverses the set of \( (s, \sigma) \)-sparse, normalized vectors. Since \( \mathbb{E}(\|C(w)\|^2) = \|w\|^2 \), the entity we need to bound is hence equal to
\[
\sup_{W \in T_{s, \sigma}} |T_W - \mathbb{E}(T_W)|
\]
This is a supremum of a random centered process. The technique of identifying RIP constants as such suprema is well-established in the compressed sensing literature, see e.g., Refs. [10, 15].

In order to bound the supremum with high probability, we utilize the ideas of generic chaining [32]. In essence, this framework tells us that if we can bound all increments \( (T_{i,j} - T_{i,j}) \), for \( U, W \in T_{s, \sigma} \), a bound for the supremum follows. We can achieve such increment bounds by subdividing \( T_{W} \) into two processes, whose increments form second-order Gaussian chaos [32], and sums of independent subexponential variables, respectively. Both these types of random processes enjoy well-established concentration inequalities – for the latter, we in particular apply the Bernstein inequality [33].

We then translate the concentration results for the increments into a bound on the suprema per se by estimating the ‘size’ of \( T_{s, \sigma} \) – formally, we estimate the set’s so-called \( \gamma \)-functionals of Talagrand. We bound these by invoking theory on Block Toeplitz matrices [3] that allows us to relate them to the \( \gamma \)-functionals of the set of \( (s, \sigma) \)-sparse vectors. The latter can be estimated with well-known techniques. Putting everything together, one deduces that (1) is sufficient to guarantee the HiRIP with high probability.

The generalization to \( A \neq \text{id} \) follows by first relating the standard restricted isometry constant \( \delta_\sigma(C) \) with the one of \( A \), and the RIP-constant of \( \hat{C} : \mathbb{R}^{n \times m} \rightarrow \mathbb{R}^\mu \), defined through \( \hat{C}(h, v) = h \ast (Uv) \), however, restricted block vectors of the form \( (Av_1, \ldots, Av_\mu) \) with \( v \in T_{s, \sigma} \) instead of \( T_{s, \sigma} \) directly.
Since $A$ acts almost isometrically on the latter set, the rest of the proof proceeds as above, with minor modifications.

 Needless to say, each of the steps outlined above is rather technical, and a full proof can not be presented here in detail. We postpone the detailed proof to an upcoming journal version of this work.

III. Multiuser Case

Above, we utilized that $h \otimes b$ is $(s, \sigma)$-sparse, i.e., hierarchical sparsity in two levels in order to solve a bisparse blind deconvolution problem. One of the major strengths of the hierarchical strategy is that it can very flexibly incorporate more complicated settings where, e.g., multiple convoluted signals are linearly superimposed. Hierarchical compressed sensing naturally extends to deeper hierarchies of sparsity levels [5], [26]. For instance, we say that a block vector $(X_1, \ldots, X_N)$ consisting of $S$ non-vanishing blocks that itself are $(s, \sigma)$-sparse is $(S, s, \sigma)$. The HiHTP algorithm can still be employed for the recovery of such signals when using the equally efficient projection onto $(S, s, \sigma)$-sparse vectors in line 4. Recovery can again be guaranteed with the help of a hierarchically restricted isometry property [26].

Three-level hierarchically sparse vectors, naturally arise in a sparse blind demixing and blind deconvolution problem. This problem consists in recovering a set of filter-signal pairs $(h_i, b_i)$ from observations of $M$ mixtures of their convolutions, i.e.,

$$y_j = \sum_{i \in [N]} d_{j,i} h_i \ast Q_i b_i, \quad j \in [M].$$

(3)

Note that we do not necessarily assume that the matrices $Q_i$, $i \in [N]$ are equal. If we assume that only $S$ of the message-filter vectors $h_i \otimes b_i$ are nonzero, and that each of these are $(s, \sigma)$-sparse as before, the collection of filter-message vectors $\sum_{i \in [N]} e_i \otimes h_i \otimes b_i$ is $(S, s, \sigma)$-sparse.

A multi-user model. Equation (3) can be used to model a multi-user, multi-antenna communication scenario. Imagine $N$ users simultaneously transmitting signals, as in the previous sections, to a receiver with $M$ antennas. For each pair of a user and an antenna at the receiver, there will be a unique filter $h_i^j \in \mathbb{R}^\mu$, $j \in [M], i \in [N]$. For each user, we assume that the filters are linearly correlated in the following sense: For each user $i$, there exists a ‘basic’ filter $h_i \in \mathbb{R}^\mu$ so that the other filters of the user are given through $h_i^j = d_{j,i} h_i$ for some scalars $d_{j,i}$.

This assumption can be motivated as follows: Let us imagine a wavefront that at time $t$ results in a response $v(t) \in \mathbb{R}$ in one of the antennas. Due to relative path differences to the other antennas, it will result in a collective response $d(\theta) v(t) \in \mathbb{R}^M$ in all antennas for some function $d: \Omega \rightarrow \mathbb{R}^M$, where $\Omega$ is a set of angles. Consequently, if the scattered transmitted signals of one user arrives with delays $k$ from directions $\theta_k$, the response of the antenna $q$ at time $t$ will be

$$y_j(\ell) = \sum_{k \in [\mu]} h_i(k) Q_i b_i(\ell - k) d_j(\theta_k).$$

If now for each user, the wavefronts are arriving from the same angle $\theta$, this reduces to

$$y_j(\ell) = \sum_{k \in [\mu]} h_i(k) Q_i b_i(\ell - k) d_j(\theta^*)$$

$$= [(d_j(\theta^*) h_i) \ast (Q_i b_i)](\ell).$$

We, thus, find exactly the setting above with $d_{j,i} = d_j(\theta^*)$.

Now, adhering to our previous assumptions in the single user communication setting, each tensor $h_i \otimes b_i$ is $(s, \sigma)$-sparse. In a multi-user setting with a sporadic user activity, as e.g., motivated by the internet of things, in addition, at each instance in time, only $S$ of the $N$ users are transmitting. Hence, we find that $\sum_{i \in [N]} e_i \otimes h_i \otimes b_i$ is $(S, s, \sigma)$-sparse.

Theoretical guarantee. The measurement model (3) defines a so called hierarchical measurement operator [7], [12]. To be concrete, if we define $D = [d_0, \ldots, d_{N-1}] = (d_{j,i})_{j \in [M], i \in [N]}$, the collective measurement $y \in \mathbb{R}^M \otimes \mathbb{R}^\mu$ of all antennas is given by

$$y = \sum_{i \in [N]} d_i \otimes (h_i \ast Q_i b_i) \in \mathbb{R}^M \otimes \mathbb{R}^\mu$$

For such a hierarchical measurement operator, Ref. [7] Theorem 2.1] states that if both the ‘mixing matrix’ $D$ has
the $S$-sparse RIP and each blind convolution operator $C_i : \mathbb{R}^\mu \otimes \mathbb{R}^n \rightarrow \mathbb{R}^\mu$ has the $(s, \sigma)$-sparse HiRIP, the entire operator \( C \) has the $(S, s, \sigma)$-sparse HiRIP. We get following corollary.

**Theorem III.1.** Assume that the $D = (d_{i,j})_{i \in [M], j \in [N]}$ has an $S$-sparse RIP constant $\delta_S(D) < 1$. Further assume that each each blind convolution operator

$$C_i(h \otimes b) = h_i \otimes Q_i b$$

obeys $\delta_{(S,s,\sigma)}(C_i) < \delta$. Then, the $(S, s, \sigma)$-HiRIP constant of the measurement \( C \) is dominated by $\delta_S(D) + \delta + \delta_S(D) \cdot \delta$.

The above proposition in combination with Theorem III.1 in particular proves that we can simultaneously recover $S$ active $\sigma$-sparse filters $h_i \in \mathbb{R}^\mu$ and $s$-sparse messages $b_i \in \mathbb{R}^n$ from $M \sim S \log(N)$ mixtures of the form (3), provided $\mu \gtrsim s^2 (\log(\mu) + \sigma \log(n)) \log(\mu)$.

### IV. Numerical experiments

We complement our analytical guarantees with a brief numerical simulations. In particular, we want to investigate whether the quadratic scaling in $s$ of our main results is an artifact of the proof technique.

**Details of implementation.** We have implemented the HiHTP algorithm using the python package PyTorch – facilitating parallel computations on the GPU. Our implementation assumes that the application of the linear operator $Q : \mathbb{R}^n \rightarrow \mathbb{R}^\mu$ and its dual $Q^* : \mathbb{R}^\mu \rightarrow \mathbb{R}^n$ are capsuled. In particular, we do not assume that their matrix representations are available, reducing memory requirements and making it possible to utilize fast matrix-vector multiplications if available.

**Experimental setup.** In all of the experiments, we set $A = \text{id}$ and in particular $m = n$. We choose $Q = U$ as a properly renormalized standard Gaussian matrix. We try to solve instances of the blind deconvolution problem for different values of $s, \sigma$ and $\mu$.

The ranges of values of the sparsity parameters are given by $\sigma = 5, 10, 15$ and $s = 1, \ldots, 7$. We test two values for $n, n = 50$ and $n = 350$. The number of measurements tested is not the same for different values of $\sigma$ and $n$ and given in Table II. The ranges have manually been chosen to capture the phase transition for each setting. For each quadruple $(n, \mu, s, \sigma)$, we draw sparse vectors $b$ and $h$ at random. The vector $b$ is constructed by choosing a $\sigma$-sparse support uniformly at random, and fill the non-zero positions with Rademacher variables ($\pm 1$, with equal probability). The filter $h$ is constructed with uniformly at random $s$-sparse support and non-vanishing entries independently drawn from $\mathcal{N}(0, 1)$. For each data point, we perform 100 experiments. In the cases when $\mu < s \cdot \sigma$, we declare a failure preemptively, since we will not be able to recover the signal even if we pinpoint the correct support anyway. The HiHTP-algorithm is halted after at most 10 iterations, and a success is declared when the final relative error is smaller than $10^{-4}$.

**Results.** The results are depicted in Figures 4 and 5. The figures clearly suggest, for all values of $\sigma$ and $n$, that the actual required sampling complexity in $s$ is linear, and not quadratic, in contrast to our main result. We furthermore see that the dependence on $n$ is relatively mild. The quadratic scaling seemingly only being a proof artifact increases the practical potential of our approach. However, it also means that our main result can probably be improved. We leave it to future work to close the gap between theory and practice.

### Table I: The ranges for $\mu$ for the different experiments.

| $n, \sigma$ | 5    | 10  | 15  |
|------------|------|-----|-----|
| 50         | 10, 20, . . . , 120 | 10, 20, . . . , 120 | 10, 20, . . . , 120 |
| 350        | 10, 20, . . . , 120 | 20, 50, . . . , 350 | 20, 50, . . . , 350 |

**Conclusion**

We have investigated the hierarchical compressed sensing as a means for solving the sparse blind deconvolution problem and generalizations thereof. This relaxation can be regarded
as the closest structure to the original problem for which an efficient projection exists. We have derived a theoretical recovery guarantee for efficient, simple hard-thresholding algorithm, both for the blind deconvolution and also for the blind deconvolution and demixing problem, based on generalized notions of the restricted isometry property. In contrast, to existing result we do not rely on additional assumptions or heuristic approximations of the projection step. The flexibility and numerical efficiency of hierarchical thresholding together with the rigorous guarantees makes it a valuable candidate for many applications with stringent resource requirements. We suspect that the derived sample complexity is still not optimal for the hierarchical approach and established numerical evidence of an improved performance in practice.
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