Charge-Noise-Induced Dephasing in Silicon Hole-Spin Qubits
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We investigate, theoretically, charge-noise-induced spin dephasing of a hole confined in a quasi-two-dimensional silicon quantum dot. Central to our treatment is accounting for higher-order corrections to the Luttinger Hamiltonian. Using experimentally reported parameters, we find that the new terms give rise to sweet spots for the hole-spin dephasing, which are sensitive to device details: dot size and asymmetry, growth direction, and applied magnetic and electric fields. Furthermore, we estimate that the dephasing time at the sweet spots is boosted by several orders of magnitude, up to on the order of milliseconds.
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Introduction.—Silicon is promising for realizing scalable qubits using quantum-dot electrons to store and process quantum information [1–4]. The recent attention to silicon stems from compatibility with industrial fabrication [5–7] and low noise from nuclear spins. The latter effect, so far a major obstacle for spin qubits in GaAs, can be further suppressed using holes instead of electrons [8–11]. Holes also offer stronger spin-orbit coupling [12–15], essential for electric spin control without micromagnets or on-chip ESR lines [16]. Taken together, the reduced susceptibility to nuclear noise [17], the absence of valley degeneracy, and fully electric control, make holes in silicon an attractive platform for scalable spin qubits.

In a quasi-two-dimensional quantum dot with the strongest confinement along the growth direction (a lateral dot), the confinement splits the bulk fourfold degeneracy at the Γ point into light and heavy holes, offering a resilient spin qubit residing in the heavy hole subspace [8,18,19]. Spin blockade detection [20–23], control over the charge state down to a single hole [24,25], fabrication of arrays [26–28], and demonstration of single [29,30] and two-qubit operations [31] are among recent experimental achievements with lateral dots. In contrast, the strong confinement-induced spin-orbital mixing in a nanowire geometry [32–34] gives large and tunable spin-orbit interaction [35–38] and fast spin manipulation [39,40].

The strong sensitivity to the electric field is a generic feature of hole-spin qubits. Among its most direct manifestations, the electrical response of the \( g \) factor has been reported for various designs [33,41–50]. While it offers increased electrical tunability, it also implies a higher susceptibility to electrical noise. With nuclear noise suppressed, charge noise becomes the primary concern for qubit coherence [16,51,52]. Aiming at long coherence time, the most favorable scenario seems to be a single hole in an isolated lateral quantum dot. Assessing this ultimate limit on the hole-spin coherence is our main objective.

We find that in lateral dots the spin-electric coupling is dominated by higher-order (nonquadratic in momentum) terms, which are not contained in the often used and well-known Luttinger Hamiltonian [53]. This finding is among our main results.

While the conduction band nonparabolicity has been studied in zinc-blende crystals in detail [54,55], including its effects on the \( g \) factor [56], the valence band requires a separate treatment. To this end, we derive the corrections to the Luttinger Hamiltonian up to the fourth order in momentum and up to linear in the electric field. Even though one can generate these terms by symmetry analysis, for example using the tables in Ref. [57], we are not aware of their prefactors being known. To evaluate the spin-orbit effects reliably, these prefactors are necessary. We calculate them within the 14-band \( k \cdot p \) model [58], using up to the fifth-order Löwdin perturbation theory. The resulting effective model is valid for any materials with diamond crystal structures, such as Si and Ge, but we focus on the former material.

We obtain the spin-qubit Hamiltonian by projecting the valence band Hamiltonian onto the lowest orbital state defined by the three-dimensional confinement. We use second-order perturbation theory to include the effects of higher orbital states. From the qubit Hamiltonian we evaluate two quantities of interest: the \( g \) tensor and the dephasing rate. Our main result in this part is twofold. First, we find a typical dephasing time on the order of tens of microseconds. This value is then the ultimate upper limit in any design with holes in silicon gated dots with an in-plane magnetic field. With other than lateral dots one would expect the dephasing time to be much smaller. Second, we find pronounced sweet spots, where the dephasing time is boosted up to milliseconds. Their position in parameter space is sensitive to all system parameters. The suggestion to search for experimentally robust sweet spots is the main practical implication of our Letter.
Valence band corrections.—All symmetry-allowed terms in the silicon valence band up to quadratic in the kinetic momentum $\hbar \mathbf{k}$ are contained in the Luttinger Hamiltonian [53],

$$
H_L = \frac{\hbar^2}{2m_0} \left[ -\left( \gamma_1 + \frac{5\gamma_2}{2} \right) \mathbf{k}^2 + 2\gamma_2(k_x^2J_x^2 + k_y^2J_y^2 + k_z^2J_z^2) 
+ 4\gamma_3(k_{XY}J_{XY} + k_{YZ}J_{YZ} + k_{ZX}J_{ZX}) \right] 
- 2\mu_B (\mathbf{J} + q\mathbf{J}_3) \cdot \mathbf{B}.
$$

(1)

Here, $X$, $Y$, and $Z$ denote the [100], [010], and [001] crystallographic axis, respectively, $\mathbf{B}$ is the magnetic field entering the momentum $\hbar \mathbf{k} = -i\hbar \nabla + e\mathbf{A}$ via the vector potential $\mathbf{A}$, the components of the vectors $\mathbf{J} = (J_X, J_Y, J_Z)$ and $\mathbf{J}_3 = (J_3^x, J_3^y, J_3^z)$ are the spin $3/2$ operators, $m_0$ is the free-electron mass, $C_{ij} = C_{ji}$ is the anticommutator, and the coefficients $\gamma_1, \gamma_2, \gamma_3, \kappa$, and $q$ are the Luttinger parameters [59].

Using symmetry analysis, we derive corrections to Eq. (1) up to the fourth order in momentum getting fifteen terms [60]. We evaluate their prefactors using the 14-band $k \cdot p$ model in the fourth order of the Löwdin perturbation theory [61]. With the full list including formulas for prefactors given elsewhere, we restrict here ourselves to an excerpt. Based on the analysis outlined below, we identify terms contributing dominantly to spin dephasing for devices grown along [001] [62]. There are magnetic-field generated terms,

$$
H_{41} = \mu_B (\kappa_{41} \mathbf{J} + q_{41} \mathbf{J}_3) \cdot \mathbf{B}(k_x^2 + k_y^2 + k_z^2),
$$

$$
H_{42} = \mu_B (\kappa_{42} \mathbf{J} + q_{42} \mathbf{J}_3) \cdot (B_xk_x^2 + B_yk_y^2 + B_zk_z^2),
$$

$$
H_{43} = \mu_B (\kappa_{43} \mathbf{J} + q_{43} \mathbf{J}_3) \cdot [k_x(k_yB_y + k_zB_z), \text{c.p.}],
$$

$$
H_{53} = \mu_B \Gamma_{53} \mathbf{J}_{53} \cdot (B_x(k_y^2 - k_z^2)).
$$

(2a) and the band-warping terms,

$$
H_{12} = \Gamma_{12} \{ (k_x, k_y) (k_y^2 + k_yk_z^2 + k_zx^2),
$$

$$
H_{32} = \Gamma_{32} \mathbf{J}_{32} \cdot (2k_x^2k_y^2 - (k_y^2 + k_z^2)k_z^2, (k_z^2 - k_y^2)k_z^2). 
$$

(2b)

In these equations, $\mathbf{J}_{53} = \{ (J_x, J_y - J_z), (J_y, J_z - J_x), (J_z, J_x - J_y) \}$, $\mathbf{J}_{32} = \{ J_2^x - \mathbf{J} \cdot \mathbf{J}/3, J_2^z - \mathbf{J}^2 \}$, and c.p. means cyclic permutation. The prefactor values are given in Table I of the Supplemental Material [63]. The figures in the following sections are plotted using all 15 corrections, together denoted as $\delta H_L$. In the Supplemental Material [63], we show analogous figures produced with Eq. (2) showing good correspondence.

Effective hole-spin qubit Hamiltonian.—We consider a hole confined in a device shown in Fig. 1(a). We denote the hole-spin subspace by index $J$, with $J = |J_z| \in \{1/2, 3/2\}$ for the light and heavy hole, respectively. The two

subspaces are split in energy by the heavy-hole–light-hole splitting $\Delta_{HL}$ which depends on the growth direction and strain [65–68,70–72] (see Supplemental Material Appendix D for a short discussion). We assume that the heavy hole subspace is the ground state and the qubit is defined therein, as a configuration most resilient to charge noise. The masses of holes are anisotropic and spin dependent and we use $m_{J,xy}$ for the spin-$J$ in-plane mass and $m_{J,z}$ for the mass along $z$. Expressions for masses in terms of the Luttinger parameters are given in the Supplemental Material Table II.

We adopt standard choices to describe the quantum dot confinement: a triangular potential for the vertical part and an anisotropic harmonic for the in-plane part,

$$
V_{xy} = \frac{m_{3/2,xy}}{2\hbar^2} (e_x^2x^2 + e_y^2y^2),
$$

$$
V_z = \begin{cases} 
e x \cdot z & \text{for } z > 0 \\
e x \cdot z = 0 & \text{for } z \leq 0. 
\end{cases}
$$

(3)

Here, $V_0$ is the heterostructure band offset, $e_x$ and $e_y$ are the in-plane excitation energies, $E_z$ is the electric field, and $x, y,$ and $z$ are dot coordinates. In calculations, we take the limit $V_0 \rightarrow \infty$, resulting in a vanishing wave function for $z \leq 0$ [76]. Having specified the confinement, we have

$$
H = H_L + \delta H_L - V_{xy} - V_z,
$$

(4)

as the full—three-dimensional—Hamiltonian describing the confined hole. Next, we reduce this microscopic description into an effective Hamiltonian for the spin qubit, a two-level system.

We first define the unperturbed Hamiltonian by supplementing the confinement by terms quadratic in momentum and not coupling the heavy-hole and light-hole subspaces.

$$
H^0_{J_z} = \frac{\hbar^2}{2m_{J,xy}} \partial_x^2 + \frac{\hbar^2}{2m_{J,z}} - V_{xy} - V_z.
$$

(5)
The unperturbed Hamiltonian defines the basis for the perturbation theory. Since it is separable in in-plane coordinates $x$ and $y$, the vertical coordinate $z$, and the spin, the basis states $|J; n_x, n_y, n_z\rangle$ can be indexed by four quantum numbers: the pair $(n_x, n_y)$ is the Fock-Darwin spectrum indexes, while $n_z$ labels eigenstates of the triangular potential, associated with energy scale $(\hbar e_\text{F} / \sqrt{m_J})^{2/3}$ (see Appendix A1 in Ref. [79] for details on triangular-confinement eigenstates). The splitting of heavy and light holes $\Delta_{\text{HL}}$ is the energy difference of the two ground states of Eq. (5) for the two values of the spin index $J$.

The qubit Hamiltonian follows by integrating out the orbital degrees of freedom, with the excited states taken into account within the second-order perturbation theory,

$$\mathcal{H} = \langle J, 0 \mid H + \sum_{(J', n)} \frac{\delta H[J', n] \langle J', n \mid \delta H}{E_{J', 0} - E_{J', n}} \rangle | J, 0 \rangle.$$  \hspace{1cm} (6)$$

Here, $\delta H = H - H_0$, the summation is over all excited orbital states, the vector $n = (n_x, n_y, n_z)$, and $E_{J,n}$ is the unperturbed eigenstate energy.

This derivation follows the procedure of Refs. [56,79] with one difference. In those references, the reduction proceeded in two steps: first integrating out the vertical coordinate $z$, then the in-plane coordinates $x$ and $y$. Here we include in-plane excitation energies in the denominator of Eq. (6), as they are comparable to $\Delta_{\text{HL}}$. Considering quasi-two-dimensional dots, we restrict the sum over $n_z$ in Eq. (6) to the lowest excited state [see Fig. 1(b)]. The resulting approximate form of $\mathcal{H}$ is the basis for the two main quantities of our Letter, the effective $g$ tensor, and the qubit energy. The dependence of the latter on the electric field is responsible for dephasing of the hole-spin qubit.

**Effective $g$ tensor.**—Evaluating Eq. (6) gives the Hamiltonian $\mathcal{H}$ describing the qubit as a two-level system. Because of time-reversal symmetry, at zero magnetic field the two states are degenerate. Considering only linear magnetic field terms, an approximation that we adopt in evaluating Eq. (6), we obtain the Hamiltonian of a spin one-half,

$$\mathcal{H} = \sum_{i,j=x,y,z} \mu_B B_i \hat{g}_{ij} \tau_j.$$ \hspace{1cm} (7)$$

Here, $\tau$ is a vector of Pauli matrices defined with up and down spin one-half states corresponding to perturbed spin states, where the perturbation in Eq. (6) admixes the light-hole states to the heavy-hole ground state, and $\hat{g}$ is a second-rank tensor, the $g$ tensor. We have thus reduced the three-dimensional qubit description of Eq. (4) to a simpler effective two-level model. Nevertheless, this model reflects orbital effects through the $g$-tensor dependence on confinement electric fields, which we now examine.

**Figure 2.** Heavy-hole qubit $g$-tensor components for a dot with $z$ axis along [001]. The horizontal axis represents (a) the average dot energy $\bar{\varepsilon} = (\varepsilon_+ + \varepsilon_-)/2$, (b) dot asymmetry $\eta = (\varepsilon_+ - \varepsilon_-)/2\varepsilon_0$, (c) dot orientation $\delta$, and (d) vertical confinement electric field $E_z$. The dashed line, defined by $\varepsilon_+ = -1\text{meV}, \varepsilon_- = -3\text{meV}, \delta = \pi/4$, and $E_z = 10\text{mV}/\text{nm}$, denotes a common reference point.
We evaluate it using Eq. (7) as refinement lengths the dephasing time is maximized for the crystallographic axis. However, including δ found similar behavior[85]. We thus conclude that, on the a millisecond. We have examined other configurations and on the other, that sweet spots in lateral spin hole qubits between the Luttinger model and its next-order extension, one hand, one might suspect qualitative discrepancies including or not including the fourth-order terms in the dispersion.

The dephasing time ranges from tens to hundreds of μs from Ref.[14] for a hole spin qubit in a Si FinFET device.

While all these numbers are lower than our $T_2^*$, the difference is not so drastic considering that the charge noise levels have large variations among different materials and samples [74,89]. Coincidentally, the dephasing times that we obtained are comparable to nuclear-limited dephasing times of electrons in silicon dots: $T_2^*$ in natural silicon is a few microseconds, close to our values away from the sweet spot, and a millisecond in purified silicon-28, comparable to our sweet-spot values. We conclude that the intrinsic charge noise might be limiting coherence in some of these experiments, while in others, such as Si FinFETs, the nuclear noise is still the limiting factor, see Refs. [14,17]. Our results suggest that holes in lateral dots can reach coherence comparable to electrons [90], and searching for the hole-qubit sweet spots experimentally looks attractive.

Conclusions.—In this Letter, we have quantified the $g$ tensor and the charge-noise-induced dephasing of a silicon spin hole qubit. For typical dot dimensions and external magnetic and electric fields, we find it is necessary to go beyond the Luttinger model to assess the $g$ tensor and dephasing reliably; the difference is qualitative. Our model, which can also be extended to devices using other diamond crystal materials, for example germanium, predicts sweet spots for the dephasing time. We find that the sweet spots depend on the device growth direction, confinement potential, and in-plane magnetic field orientation. Our Letter leaves space for interesting extensions. For example, the dependence on the device geometry prompts the question. 

Taken from a broader perspective, the above discrepancy suggests a generic issue with the analysis of hole-spin qubits based solely on the Luttinger model. It is due to distinct dispersion terms arising only beyond the third-order of $k \cdot p$ perturbation theory, namely, “spin-orbit” terms which are not time-reversal symmetric [86]. We suspect that some existing analytical results on the hole $g$ factor and related quantities might be affected. On the other hand, results based on exact diagonalization of multiband $k \cdot p$ Hamiltonians—if including enough bands—are not affected since they effectively contain all perturbation orders, including the fourth. Finally, concerning fitting experimental data by theory models, large uncertainty in the input parameters (especially strain and confinement details) might influence results as much or even more than including or not including the fourth-order terms in the dispersion.

Before concluding, we review available experimental results on the confined hole spin dephasing times. There are not many: An optical probe of a single hole in a III-V self-assembled dot gave $T_2^*$ of 100 ns in Ref. [87] and 0.5 μs in Ref. [11], with the coherence time $T_2$ estimated an order of magnitude larger. The only numbers we are aware of in silicon is $T_2^* = 60$ ns from Ref. [16], which was prolonged fourfold upon Hahn-echo, as expected for a 1/f noise [88], and $T_2 = 440$ ns from Ref. [14] for a hole spin qubit in a Si FinFET device.

\[
1/T_2^* = |\delta E| \omega \sqrt{A \ln(1/2\pi f_{\text{uf}})},
\]

where $f_{\text{uf}}$ is the low-frequency cutoff, $t$ is a time of order of the dephasing time $T_2^*$, and $\hbar \omega$ is the qubit energy.

We evaluate it using Eq. (7) as $\hbar \omega = \sqrt{|\mu_B B_j B_{\ell} g_j g_{\ell}|}$, summing over repeated indexes.

Our main result is the analysis of the dephasing time $T_2^*$ calculated from Eq. (8). The upper panel of Fig. 3 shows $T_2^*$ calculated using the Luttinger model. The lower panel shows the results upon adding the fourth-order terms $\delta H_L$. The dephasing time ranges from tens to hundreds of μs in most of the plot area. In both models, at large electric fields, the dephasing time is maximized for the $B$ field along a crystallographic axis. However, including $\delta H_L$ reveals a line of sweet spots with the dephasing time boosted beyond a millisecond. We have examined other configurations and found similar behavior [85]. We thus conclude that, on the one hand, one might suspect qualitative discrepancies between the Luttinger model and its next-order extension, and on the other, that sweet spots in lateral spin hole qubits are generic [15,40].

\[
T_2^* [\mu s]
\]

FIG. 3. Dephasing time $T_2^*$ calculated from the Luttinger model (top) and the full Hamiltonian (bottom). Figure axes: the vertical electric field $E$, and the in-plane-direction angle $\phi$ of the magnetic field $B = B(\cos \phi, \sin \phi, 0)$. Other parameters: $B = 1$ T, confinement lengths $l_x = \hbar(\gamma_1 + \gamma_2)/m_0 e = 20$ nm, $l_x = 15$ nm, the dot-orientation angle $\delta = 0$, the noise magnitude $A$ = 450 V²/m² [73,74], and the frequency cutoffs $f_{\text{uf}} = 1$ Hz, $t = 10$ μs.

\[
1/T_2^* = |\delta E| \omega \sqrt{A \ln(1/2\pi f_{\text{uf}}t)},
\]
of how the additional spin-orbit interactions impact spin dephasing in other devices, such as nanowire-based hole-spin qubits [36] or FinFETs [15].
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Note added.—Recently, Ref. [93] reported experimental detection of sweet spots in a single-hole Si-finFET device. The dephasing time $T_2^\text{inh}$ reached $6 \mu$s ($88 \mu$s) and showed variation by a factor of almost 3 (more than 4) upon changing the magnetic field direction.
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