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ABSTRACT
Deep Neural Network (DNN) has been largely demonstrated to be effective for closed-world classification problems where the total number of classes are known in advance. However, when the total number of classes that may occur during test time is unknown, DNNs notorious fail, i.e., DNN will make incorrect label prediction on instances from novel or unseen classes. This severely limits its utility in many real-world web applications, particularly when data occurs as a continuous stream. In this paper, we focus on addressing this key challenge by developing a two-channel DNN based co-representation learning framework that not only predicts instances from known classes, but also detects and adapts to the occurrence of novel class instances over time. Concretely, we propose a metric learning method using pairwise-constraint loss (PCL) function to learn a feature representation where intra-class compactness and inter-class separation is achieved. Moreover, we apply the temperature scaling scheme on the softmax function to replace traditional softmax output and design an open-world classifier. Our extensive empirical evaluation on benchmark datasets demonstrates the effectiveness of our framework compared to other competing techniques.
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1 INTRODUCTION
Studies in recent years employing Deep Neural Networks (DNNs) has high performance in the classification task, which has lead to significant progress in a variety of real-world applications such as image classification[9, 11] and segmentation recognition[8]. However, one of the known shortcomings of DNN is that it can be overly confident[10, 23] when presented with classes which were not present in the training set. A DNN would incorrectly predict the label of instances from new (unknown) classes as one belonging to a known class with high confidence, especially when such instances share some resemblance to the training set instances. Therefore, it is crucial to design a DNN model that expects arrival of instance belonging to novel class during test time. Being able to accurately detect novel class examples is important for reducing classification errors and may also serve as the first step to build lifelong learning systems[14].

Novel/Unseen class can be observed in various web applications such as the emergence of new topics in online news report, and occurrence of new categories of fashion images shared on social network platforms e.g., Instagram. Therefore, it is imperative to detect such novel-class instances along the data stream for a superior prediction performance. One-class SVM[28] is the earliest approach to addressing the challenge of novel-class detection. Moreover, recent studies [6, 7, 19, 21] have proposed solutions to further improve one-class SVM. Particularly, these methods are based on an assumption that instances belonging to the same class tend to occur close to each other in its feature space, (called cohesion), compared to instances associated with different class labels (called separation). Unfortunately, these properties are not intrinsically observed in many real-world high dimensional scenario, particularly in computer vision applications such as traffic signs recognition, and outdoor scene recognition system in the self-driving cars. Here, the inter-class distances maybe even smaller than intra-class distances if images from different classes share some visual properties.

More recently, studies addressing the open-world classification problem over DNNs have proposed various changes at the output layer or pre-processing. For example, [1, 10] aims to assign higher softmax/open-max scores to the examples from the training set, while [26] proposes to replace the softmax layer with a 1-vs-rest layer consist of sigmoid activation functions. On the other hand, studies such as [3, 18] focus on the input pre-processing, which introduces small perturbations for the input examples. These techniques only utilize class labels available in the training data while ignoring the similarity or dissimilarity constraints among inter-class and intra-class sample pairs, though these constraints have been shown to provide superior information for feature representation learning [17]. Such feature representation may provide distinguishable features suitable for novel class detection.
In the paper, we aim to compute a feature representation for novel class detection by exploring pairwise loss between inter-class and intra-class sample pairs, to be added to the output layer of a DNN. The pairwise loss could be regarded as a constraint for finding a suitable feature representation, which is used to improve the performance of classification and novel detection. Pairwise constraint between examples are commonly applied to learn a distance metric[31] in applications such as large-scale image recognition [13, 20, 29]. It utilizes similar pairs and dissimilar pairs as input, with a goal of generating a distance-metric that minimizes the distance between similar examples, and maximizes that between dissimilar samples. [5] proposed a Siamese network with a contrastive loss for image recognition, and has been applied to many real-world applications such as structured feature embedding[24] and face recognition[27]. Furthermore, studies [2, 25] have also explored computing feature representations using triplet-loss where constraints are specified by relative similarity and dissimilarity among instances. Unlike these studies, we aim to combine the constraint loss and label information to improve feature representation for both novel class detection and open-world classification tasks.

Concretely, our co-representation learning framework with metric learning mechanism aims to learn a feature representation where samples from the same class form clusters in embedded space, while being well separated from clusters of other classes. We call this framework RLCN. The key idea is to construct a DNN [11] structure with a pairwise constraint loss (PCL) function to improve the intra-class compactness and inter-class separateness, making the novel class detection more practical. We implement the framework by jointly training of the PCL and classification loss function on the top layer of DNN. Specifically, we apply the temperature scaling scheme[12] over the softmax output, and design an Open-World Classifier (OWC) to predict among existing class instances while detecting novel class instances simultaneously.

The contributions of this paper are as follows. (1). We propose a co-representation learning framework with a pairwise constraint loss function to learn a high-level feature representation suitable for both classification and detection task. (2). We design an adaptive threshold detection mechanism under the temperature scaling softmax probability, which is more appropriate for novel class detection. (3). We empirically evaluate the framework on real-world image and text dataset to comprehensively evaluate the performance of our proposed framework.

The rest of this paper is organized as follows. We first illustrate our proposed approach in Section 3, and discuss our method’s complexity in Section 4. Next, we present the results of our empirical evaluation in Section 5, and finally conclude in Section 6.

2 PROBLEM SETTING

Given a training dataset \( D = \{(x_i, y_i)\}_{i=1}^{m} \), where \( x_i \in \mathbb{R}^d \) is a training instance and \( y_i \in \{1, 2, \ldots, k\} \) is the associated class label, and a testing data set \( S = \{(x_i, y_i)\}_{i=1}^{n} (n > m) \), where \( x_i \in \mathbb{R}^d \) and \( y_i \in \mathbb{Y}' = \{1, 2, \ldots, k, k + 1, \ldots, k'\} (k' > k) \), the problem of classification is to predict the class label \( \hat{y}_i \in \mathbb{Y}' \) for each \( x_i \in S \) at time \( t \). The problem of novel class is envisioned as follows: Let a classifier \( f \) be trained on dataset \( D \), which is then used to predict the instances \( x_i \in S \). When the \( f \) could not able to determine whether \( x_t \) belongs to a known class in \( \mathbb{Y} \), then \( x_t \) could be judged as a novel class instance. Note that for any two arbitrary classes \( y_a, y_b \in \mathbb{Y}' (y_a \neq y_b) \), there are two instances \( x_i \) and \( x_j \) have the correspond class \( y_a \), and one instance \( x_k \) associates with class \( y_b \), it is possible that \( ||x_i - x_k||_2 < ||x_i - x_j||_2 \).

3 THE RLCN FRAMEWORK

The goal of the RLCN is generating a proper feature representation \( \phi \) to address classification and novel class detection simultaneously. Here, as shown in Figure 1, we first introduce the proposed pairwise constraint loss (PCL) for metric learning, and perform a comparison between our method and the commonly used loss function (like contrastive). Next, the co-representation learning of PCL and one-vs-rest classification loss is introduced, following with the discussion of why it is appropriate for classification and novel class detection. And the design of Open-World Classifier is provided at the end of this section. Algorithm 1 illustrates the details of classification and novel class detection process in RLCN.

3.1 Metric Learning with Pairwise Constrain

The relationships between sample pairs is used to generate the distance metric. Here we define a small set of \( M \) constraints between points \( x_i, x_j \in D \), denoted as \( M = \{(x_i, x_j, S_{ij})\} \) where \( i, j \in \{1, \ldots, m\} \) are the indices of the two points of the constraint, and \( S_{i, j} \in \{-1, 1\} \) indicates whether the points are similar or not. The representations \( \phi \) of instances \( x_i \) and \( x_j \) is calculated by passing them to multiple layers of nonlinear transformations. The intuition of using a DNN is as follows. Assume that there are \( N \) layers in our network. For the example \( x \in \mathbb{R}^d \), the output of the first layer should be \( h^{(1)}(x) = \sigma(W^{(1)}x + b^{(1)}) \), where \( W^{(1)} \) is a projection matrix to be learned in the first layer, \( b^{(1)} \) is a bias vector and \( \sigma \) is a nonlinear activation function. Final representation \( \phi(x) \) with \( N \) hidden layers can be
Figure 2: Comparison between our pairwise constrain loss and the previous (contrastive) loss function. Left shows the results after the mapping with contrastive loss, right shows the results after the mapping using the proposed pairwise loss.

computed as:
\[
\phi(x) = h^{(N)}(x) = \sigma(W^{(N)}h^{(N-1)} + b^{(N)}), \quad h_1^{(n)} = \sigma(W^{(n)}h^{(n-1)} + b^{(n)}), \quad \forall n = 1, \ldots, N; h^{(0)} = x.
\] (1)

Given \(x_i\) and \(x_j\) ∈ \(\mathbb{R}^d\), they can be finally represented as \(\phi(x_i)\) and \(\phi(x_j)\). Their final level representations’ distance can be measured by computing the squared Euclidean distance as \(D_\phi^2(x_i, x_j) = ||\phi(x_i) - \phi(x_j)||_2^2\). In order to handle the problem setting, we proposed PCL, which is used to map similar \(S_{i,j} = 1\) input instances together so that their distance would be smaller than a pre-specified margin value \(\tau\) with a constant range value \(\gamma\), and dissimilar \(S_{i,j} = -1\) pairs should larger than margin with \(\gamma\) in the output representation space. We use the following constrained function to describe the relationship between \(D_\phi^2(x_i, x_j)\), margin value \(\tau\) and constant range value \(\gamma\):
\[
S_{i,j}(\tau - D_\phi^2(x_i, x_j)) > \gamma
\] (2)

Here \(0 < \gamma < \tau\), the Eq. 2 could also be written as: \(\frac{S_{i,j} + 1}{2} \max\{0, -\gamma + \tau - D_\phi^2(x_i, x_j)\} + \frac{1 - S_{i,j}}{2} \max\{0, \gamma + \tau - D_\phi^2(x_i, x_j)\}\). Comparing with previous loss function (contrastive loss) designed for metric learning method used in DNN like [5, 24], our method would be more flexible in practice. As shown in Fig. 2, in the original feature space, the distance between the samples in the same class may larger than the distance from different classes, after mapping with our PCL, the distance between similar pairs will be smaller than a margin minus a small range \(\tau - \gamma\), and the distance between dissimilar pairs will be larger than \(\tau + \gamma\). For previous contrastive loss, which penalizes the intra-class distance to zeros and the inter-class distances bigger than a fixed positive margin. For it’s object function: \(\frac{1 + S_{i,j}}{2} \max\{0, D_\phi^2(x_i, x_j)\} + \frac{1 - S_{i,j}}{2} \max\{0, m - D_\phi^2(x_i, x_j)\}\), we could regard it as a special case of PCL when \(\tau = \gamma\) (then \(m = \tau + \gamma\), \(m\) is the margin of the contrastive). Under this situation, the distance between similar pairs may be limited to be zero, so it’s constraint may be too strong and thus may not be suitable for the real-world scenario.

The final constrained pairwise function is described as the following:
\[
L_{\text{pair}} = \frac{1}{2} \sum_{i,j=1}^{M} g(\gamma - S_{i,j}(\tau - D_\phi^2(x_i, x_j)))
\] (3)

where \(M\) is the number of pairs used for training, we use \(g(x) = \frac{1}{\beta} \log(1 + \exp(\beta x))\), which is a generalized logit loss function, and used as an approximation of hinge loss \(h(x) = \max(x, 0)\) [20]. \(\beta\) could be regarded as a sharpness parameter. In order to avoid over-fitting, we add an frobenius regularization term to Eq. 3. We could minimize the PCL through Stochastic Gradient Descent (SGD) to seek for the optimal value of \(\phi\):
\[
\text{arg min } \phi L_{\text{PC}} = L_{\text{pair}} + L_{\text{regularization}}
\]
\[
= \frac{1}{2} \sum_{i,j=1}^{M} g(\gamma - S_{i,j}(\tau - D_\phi^2(x_i, x_j))) + \frac{\lambda}{2M} \sum_{i=1}^{N} (||W^{(i)}||_F^2)
\] (4)

where \(l\) is the number of layers in the network structure, \(||W||_F\) represents the Frobenius norm of the weight \(W\), \(\lambda\) is a regularisation parameter.

3.2 Co-Representation Learning

In contrast to traditional multi-class classifiers that typically use softmax as the final layer, inspired by [26], we apply a one-vs-rest binary classification loss at the final output layer. It contains \(m\) sigmoid functions for \(m\) seen/existed classes. For the \(m^{th}\) sigmoid function corresponding to label \(Y_m\), classification layer takes all examples with label \(y = Y_m\) as positive examples and the rest with \(y \neq Y_m\) as negative examples. Let \(L_{\text{classify}}\) denote the loss introduced by the binary classification error (BCE). Formally, the classification loss is the following:
\[
L_{\text{classify}} = - \sum_{x_i, y_i \in D} \left( \sum_{m=1}^{K} I(y_i = Y_m) \log g_{Y_m}(x_i) + I(y_i \neq Y_m) \log(1 - g_{Y_m}(x_i)) \right),
\]

where \(g_{Y_m}(x_i) = \frac{1}{1 + \exp(-W_m^T(x_i))}\) (5)

Here \(I\) is the indicator function, and \(W_m\) describes the weight of \(m^{th}\) class in the final layer, we joint training Eq.3 and Eq.5 in our two-channel DNN structure. The overall objective function of previous tasks is now denoted as \(L\):
\[
\text{arg min } \phi L = L_{\text{classify}} + \alpha L_{\text{PC}}.
\] (6)

Discussion Here \(\alpha\) is a hyper-parameter that controls the importance of PCL in \(L\). The PCL can be viewed as a regularization constraint on the feature representation, it pulls the samples closer to their corresponding classes, and make the features within the same class more compact, so it is beneficial for the classification. Through co/joint training pairwise loss and one-vs-rest classification loss, the framework can learn an intra-class compact and
inter-class separable feature representation, which is appropriate for the novel class detection task.

3.3 Open-World Classifier (OWC)

Prior works have established the use of temperature scaling (or distillation) in DNN[12], further more, [4] calibrate the prediction confidence of the scaled softmax output. So the framework would apply distilled softmax function to estimate the prediction label and do further open-world classification. We denote \( f_s(x_i; \phi), i \in \{1, 2, \ldots, k\}\) as the final layer’s output for the \( i\)-th class in \( Y \) under feature representation \( \phi \). For every instance \( x_i \), RLCN would compute the temperature scaling softmax probability \( S_i(x_i; T) \) for class \( Y_i \):

\[
S_i(x_i; T) = \frac{\exp(f_s(x_i; \phi)/T)}{\sum_{j=1}^{C} \exp(f_s(x_j; \phi)/T)}
\]

(7)

where \( T \in \mathbb{R}^+ \) is the temperature scaling parameter. A good manipulation of \( T \)’s value can push the softmax probability of different classes further apart from each other, and for \( x_i \in S \), we would get the maximum softmax probability \( S_i(x_i; T) = \arg\max_y S_i(x_i; T) \) with it’s correspond label \( \hat{y}_i \), then compare it with threshold to determine whether \( x_i \) belongs to novel class. Here a suitable and adaptive threshold value should be generated automatically for novel class detection, a common method is to apply the average prediction probability of training data for confidence threshold, for every class \( Y_i \), we have:

\[
\bar{S}_i = \frac{1}{||D_i||} \sum_{x \in D_i} S_i(x; T)
\]

(8)

where \( D_i = \{(x, y = Y_i), \forall x \in D\}, i \in \{1, 2, \ldots, k\} \) means total account of instance in \( D_i \), \( \bar{S}_i \) has a t distribution with \( df = ||D_i|| - 1 \) degrees of freedom. The desired \( T_{\text{novel}} \) for class \( Y_i \) is the 100(1-α)% confidence lower bound of \( \bar{S}_i \) is given by:

\[
T_{\text{novel}}(Y_i) = \bar{S}_i - t_{\alpha, df}SD_Y \sqrt{\frac{1}{||D_i||}}
\]

(9)

where \( SD_Y \) is the sample standard deviation of \( \{S_i(x; T), \forall x \in D_i\} \).

Once we have the threshold \( T_{\text{novel}} \), classification and novel class detection is trivial. For the instance \( x_i \in S \), we check if the output maximum softmax probability \( S_i(x_i; T) \) is less than the correspond class’s threshold \( T_{\text{novel}}(Y_i) \). If so, \( x_i \) is a candidate from a novel class, and the predicted class for \( x_i \) would be \( \hat{y} = -1 \); else, \( \hat{y} = \arg\max_y S_i(x_i; T) \). We evaluate the performance of our framework using various metrics in the experiment section.

4 TIME AND SPACE COMPLEXITY

Overall, the execution overhead of RLCN mainly arises from the metric training, since we use SGD (Stochastic Gradient Descent) to optimize the gradient, the time complexity of calculating the gradient of one example is a constant \( C \). With the mini-batch size \( T_{\text{mini}} \) and epoch number \( n_e \), time complexity of RLCN should be \( O(n_{e}T_{\text{mini}}^2C) \). In our implementation, we use a GPU for computational acceleration (GTX 960 4GB). The space complexity of RLCN is \( O(D) + B_{\text{space}} \), where \( D \) represents the size for training dataset \( D \), and \( B_{\text{space}} \) represents the space complexity of the classifier utilized in the framework respectively.

Algorithm 1 RLCN

Require: \( S \) - Test data; \( M \) - The maximum size of generated constrain pairs in \( D \); \( D \) - Initial training data in warm-up phase; \( E \) - epoch number for training the network; \( E \) - learning rate

Ensure: Label \( \hat{y} \) predicted on \( S \) data.

1. Generate \( M \) sample pairs from \( D \) as describe in Sec. 3.1
2. // Training:
3. for every epoch \( E \) do:
4. random select a sample pair \( (x_i, x_j, S_{ij}) \) in \( M \)
5. do forward propagation to get representation \( \phi(x_i), \phi(x_j) \)
6. update \( W \) for classification loss in Eq. 5 : \( \nabla W = \frac{\partial L_{\text{class}}} {\partial W} \)
7. \( W_1 = W_1 - \epsilon \nabla W_1, W_2 = W_2 - \epsilon \nabla W_2 \)
8. \( \nabla \phi(x_i) = \frac{\partial L_{\text{PC}}}{\partial \phi(x_i)}, \nabla \phi(x_j) = \frac{\partial L_{\text{PC}}}{\partial \phi(x_j)} \)
9. update \( \phi \) for PCL: \( \phi = \phi - \epsilon (\nabla \phi + \nabla \phi(x_j)) \)
end for
10. // Testing:
11. repeat
12. predict a new instance \( x_i \) from \( S \).
13. Predict label \( \hat{y} \) for \( x_i \) using Eq. 7 and make prediction \( \hat{y} = \arg\max_y S_i(x_i; T) \)
14. if \( \hat{y} = -1 \) then
15. Detect \( x_i \) as Novel Class.
16. else
17. \( \hat{y} \leftarrow \hat{y} \)
18. end if
19. until \( S \) exists

5 EMPIRICAL EVALUATION

5.1 Dataset

We use four publicly available benchmark real-world image datasets including FASHION-MNIST [30], MNIST [16], CIFAR-10 [15] and SVHN [22] for evaluation. The MNIST\footnote{https://www.cs.toronto.edu/~kriz/mnist.php} dataset contains 70,000 images of handwritten digits. FASHION-MNIST\footnote{https://fashion-mnist.readthedocs.io} dataset is designed as a difficult drop-in replacement for MNIST. CIFAR-10\footnote{http://ml.cs.umass.edu/cifar-10/} is a set of natural color images of 32x32 pixels, it contains 10 classes, 60,000 instances overall. SVHN\footnote{http://ufldl.stanford.edu/housenumbers/} contains 32x32 images with 3 color channels. Many images may contain multiple numbers but only assign one of them as the class. For all the image dataset, the preprocessing of the instances is a global normalization that normalizes the pixel values of the image to 0-1.

In addition, we use one real news text dataset, which is from New York Times\footnote{http://developer.nytimes.com/} crawled through their public API\footnote{https://radimrehurek.com/gensim/index.html}. We obtain articles in 20 categories from Jan. 1, 2006 to Jan. 1, 2018. Each item is preprocessed via the word2vec technique\footnote{https://code.google.com/archive/p/word2vec/} to produce a 300-dimension feature vector.

For the classification task, we randomly select different numbers (200, 500 and 1000 samples for each class) of training samples from
the training set includes all the classes. For the novel class detection task, we hold out some classes (as novel classes) in training and mix them back during testing. We choose 50% classes for the training step and all classes for testing. Taking MNIST as an example, for 50% classes, we randomly select 5 classes from the whole label set (totally 10 classes) 10 times and average the results.

5.2 Baselines

We compare RLCN with competing state-of-the-art methods for both classification and novel class detection task: (1) One-class SVM (only detection): baseline classifier for novel detection; (2) ECSMiner (only detection) [19]: an ensemble framework to detect novel classes using K-Means clustering; (3) ECHO-D (only detection) [7]: an improved framework of ECSMiner through training on dynamically-determined chunks of data; (4) SENC-MaS (only detection) [21]: a framework that maintains two low-dimensional sketches of data representation to detect novel classes; (5) DOC (both) [26]: DNN model with one-vs-rest final sigmoid layer for classification and detection; (6) DNN-hen (both) [10]: common DNN model apply softmax function in the final layer; and (7) RLCN-CL (both): a modification of our framework that replace pairwise loss with contrastive loss;

5.3 Experiment Setup

We implement RLCN using Pytorch 0.4.0 library, and the deep neural network is the LeNet-5 which consists of 2 convolutional layers and n = 2 fully connected layers. The training step consists of 50 epochs, the learning rate is 0.01, and mini-batches size is 64. All baseline methods are based on code released by corresponding authors, except SENC-MaS. Due to unavailability of a fully functional code of SENC-MaS, we use our own implementation based on the author’s description. Hyper-parameters of these baseline approaches were set based on values reported by the authors. In RLCN, we set τ = 3 and γ = 1 for the margin value of the PCL, and T = 6 for the distillation softmax probability.

5.4 Evaluation Metrics

Let FN be the total novel class instances misclassified as existing class, FP be the total existing class instances misclassified as novel class, NC be the total novel class instances in the test set, and N be the total number of instances in the test set. We use the following metrics to evaluate our approach and compare it with baseline methods. (a) Accuracy%; \( \frac{A_{\text{new}}+A_{\text{known}}}{m} \), where \( A_{\text{new}} \) is total number of novel class instances classified correctly, \( A_{\text{known}} \) is the number of known class instances identified correctly, and \( m \) is the total number of instances in the test set. (b) \( M_{\text{new}} \): % of novel class instances misclassified as existing class, i.e. \( \frac{FN\times100}{N_C} \). (c) \( F_{\text{new}} \): % of existing class instances misclassified as novel class, i.e. \( \frac{FP\times100}{N-N_C} \).

5.5 Results

Performance of feature representation: We conduct experiments on MNIST dataset to demonstrate the effectiveness of representation learning of RLCN and used for novel class detection. We random select 50% of the whole MNIST classes as the known/existed class and the rest of them are regarded as the novel class. We first train the RLCN on the known class of MNIST set, then we feed the test data from both known and novel classes to the trained framework and obtain their feature representations, the results are shown in Fig.3.

The Visualization of different result from MNIST indicates that compared with original feature space, the learned representations for known classes are intra-class compact and inter-class separable, so the novel class is distinguishable and the detection task would be appropriated.

Classification performance: We conduct 10 independent experiments with different amounts of training samples on each dataset. Here, due to the limitation of the required pages, we only show the mean and standard deviation of performance of MNIST in Table 1. As we observe that our framework outperforms other state-of-art methods with different amounts of training samples. Comparing the accuracy between RLCN and DOC, DNN-hen, it is obvious that the PCL helps to improve the performance of the classification, particularly when the number of training instances is small (such as 2000 for all classes). It means when the information directly comes from the label is limited, pairwise constraints could provide extra information to learn a better feature representation, so that better classification performance is observed. Finally, the result between RLCN and RLCN-CL proves that our PCL outperforms the contrastive loss as described in Sec. 3.1. Similar results could be observed in other datasets, which indicate RLCN could maintain high performance for the classification work.

Evaluation For Novel Class Detection On All Datasets: Table 2 compares novel class detection performance of RLCN with all baseline methods on each dataset. We observe that both ECSMiner and ECHO fails to detect any novel class on most complexity feature representation. On the other hand, SENC-MaS could detect some
Table 2: Novel class detection performance over all datasets. Here - denotes failure of novel class detection.

| Methods          | FASHION-MNIST | MNIST     | CIFAR-10 | SVHN   | New-York-Times |
|------------------|---------------|-----------|----------|--------|----------------|
|                  | Margin        | Fscore    | Margin   | Fscore | Margin         | Fscore    |
| One-Class SVM    | 85.54±0.18    | 4.89±0.11 | 63.07±0.08 | 2.33±0.02 | 100.00±0.00 | 100.00±0.00 | 97.25±0.15 | 4.91±0.17 |
| ECSMiner         | 58.72±0.24    | 6.11±0.24 | 4.49±0.02 | 2.00±0.00 | 100.00±0.00 | 100.00±0.00 | 96.52±0.16 | 4.82±0.22 |
| SENC-MaS         | 63.71±0.10    | 3.66±0.13 | 78.36±0.34 | 4.94±0.46 | 95.61±0.04 | 6.80±0.06 | 95.51±0.13 | 2.22±0.07 |
| ECHO-D           | 53.12±0.04    | 5.01±0.18 | 60.42±0.18 | 2.76±0.23 | 90.00±0.00 | 10.08±0.14 | 57.08±0.14 | 1.07±0.11 |
| DOC              | 38.15±0.25    | 3.29±0.06 | 42.83±0.10 | 3.96±0.09 | 64.71±0.27 | 4.71±0.14 | 61.17±0.24 | 3.87±0.14 |
| BNN-hen          | 63.73±0.16    | 3.12±0.04 | 41.95±0.08 | 1.88±0.11 | 64.33±0.21 | 5.17±0.15 | 63.09±0.18 | 5.25±0.21 |
| RLCN-CL          | 91.04±0.20    | 2.76±0.03 | 29.65±0.18 | 1.48±0.11 | 58.81±0.20 | 3.85±0.11 | 55.07±0.18 | 3.87±0.18 |
| RLCN             | 91.82±0.32    | 2.17±0.05 | 20.94±0.26 | 1.80±0.14 | 59.09±0.10 | 3.99±0.10 | 53.14±0.23 | 3.34±0.16 |

Figure 4: Parameter sensitivity ($\tau$ and $T$) for all datasets.

Figure 5: ROC curves of other baselines and RLCN (purple line) on fashion-mnist dataset

Concept evolution instances with poor precision while missing most of such instances. The previous result shows that the strong global cohesion and separation assumption is invalid for many web application high dimensional datasets. For the DNN-based models, they show much more efficient result compared with previous traditional model, however, the results from DNN with multiple loss constrain (RLCN-CL, RLCN) are better than the DNN with single loss function (DOC, DNN-hen). It proved that adding constraining loss helps to improve the quality of the feature representation, and relax the assumption about cohesion and separation. So that RLCN-CL and RLCN could provide the lower $M_{new}$ value compared to other DNN baselines. What’s more, compared to the modification version RLCN-CL, the result shows that RLCN has better values in the most dataset, it demonstrates that the pairwise constrain from RLCN is more suitable for novel detection. What’s more, from Figure 5 which describes the ROC curves of other methods and RLCN (purple) on Fashion-MNIST dataset. We observe a strikingly increasing gap between RLCN and other baselines especially the common DNN model[10]. So it is appreciate for RLCN to execute novel class detection task.

**Parameter Selection:** The two main parameters in RLCN is the margin value $\tau$ for PCL, and the value of temperature scaling $T$ for open-world classification. We vary these parameters to study its sensitivity to classification performance. Figure 4 describes the result on the all the datasets as examples, Figure. 4(a) and (b) shows the novel class detection performance when changing only the $\tau$ value for the PCL (other parameters are kept constant). For margin value $\tau$, if the value of $\tau$ is too small, different classes would be relatively close to each other in the feature representation space, and novel classes detection would become more difficult; on the other hand, if different classes with a margin that is too large, it will also lead to over-fitting. Figure. 4(c) and (d) describes the performance when changing only the temperature $T$ value for the distillation, we observe that increasing the value of $T$ in a certain range can improve the detection performance, however, the effects diminish when $T$ is larger than a constant value (most often when $T = 10$). Thus, in general, it is suggested to start with $\tau = 3$ and $T = 6$ for any given dataset.

6 CONCLUSION

We propose a co-representation learning framework that utilizes a pairwise constraint loss to solve classification and novel class detection simultaneously, which can improve the performance of each other in the feature representation. This framework proposes a two-channel DNN with the proposed PCL as a regularization of the feature representation and further improve it. Additionally, the temperature scaled (distilled) softmax probability with adaptive threshold determination is used in open-world classification can also help to distinguish novel class better. Our empirical evaluation of real-world image and text datasets shows the practical benefit of RLCN as we compare our results with the state-of-the-art. In
the future work, we will focus on the adaptive margin learning research to make the $\tau$ and $\gamma$ more adaptive and suitable for the classification and novel class detection task.
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