ON THE ROTATIONAL SYMMETRY OF 3-DIMENSIONAL \( \kappa \)-SOLUTIONS
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Abstract. In a recent paper, Brendle showed the uniqueness of the Bryant soliton among 3-dimensional \( \kappa \)-solutions. In this paper, we present an alternative proof for this fact and show that compact \( \kappa \)-solutions are rotational symmetric. Our proof arose from independent work relating to our Strong Stability Theorem for singular Ricci flows.
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1. Introduction

In his celebrated paper [Per02], Perelman characterized the singularity formation of 3-dimensional Ricci flows. More specifically, he proved that singularities are always modeled on \( \kappa \)-solutions, which he classified in a qualitative way. Roughly speaking, such solutions are either quotients of the round shrinking sphere or cylinder or they are diffeomorphic to \( \mathbb{R}^3 \), \( S^3 \) or \( \mathbb{R}P^3 \) and contain large regions that are asymptotically cylindrical. A prominent example in the \( \mathbb{R}^3 \)-case is the Bryant soliton, which is rotationally symmetric. In [Per02], Perelman conjectured that the Bryant soliton is the only \( \kappa \)-solution on \( \mathbb{R}^3 \).
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In a series of papers [Bre13, Bre18], Brendle proved this conjecture (see also related results on the mean curvature flow of Brendle and Choi [BC17, BC18]). First, in [Bre13] he proved uniqueness of the Bryant soliton under the additional assumption that the \( \kappa \)-solution is a soliton. Second, in [Bre18] he showed the following two theorems, which imply Perelman’s conjecture.

**Theorem 1.1.** Any rotationally symmetric \( \kappa \)-solution on \( \mathbb{R}^3 \) is homothetic to the Bryant soliton.

**Theorem 1.2.** Any \( \kappa \)-solution on \( \mathbb{R}^3 \) is rotationally symmetric.

Here rotationally symmetric means that the solution admits an isometric \( O(3) \)-action whose principal orbits are 2-spheres. The proof of Theorem 1.2 relies on the earlier uniqueness theorem from [Bre13] and on Theorem 1.1.

In the same paper, Brendle remarks that the techniques in his paper can be adapted to the compact case, thereby proving:

**Theorem 1.3.** Any 3-dimensional \( \kappa \)-solution is either rotationally symmetric or homothetic to a quotient of the round shrinking sphere.

In this paper we offer an alternative proof of Theorem 1.3. This proof arose from independent work on questions relating to singular Ricci flows and their strong stability properties. Our primary motivation is to share this different approach with the community since the ideas may be useful in other contexts. We also want to provide a detailed argument covering both the compact and noncompact cases. We emphasize that we acknowledge Brendle’s prior solution to this problem and note, moreover, that our argument relies on Brendle’s Theorem 1.1.

We now give a brief sketch of our argument. Like Brendle’s proof, our proof relies on a stability result that states that the degree of rotational symmetry improves as we move forward in time. We establish this stability property in two steps. In Section 3, we first consider the linearized problem and show that rotational symmetry is stable under the flow modulo a few modes, which can be removed by reparameterization. In Section 4, we use a limit argument and the Strong Stability Theorem for Ricci flow spacetimes from our paper [BK17] to reduce the non-linear case to the linear case.

Both steps of our proof are different from Brendle’s approach. For example, we employ a different iteration scheme that allows us to avoid having to localize several estimates in the linear and non-linear cases. As a result we don’t have to deal with error terms arising from the boundary. In addition, we use of the Strong Stability Theorem to directly compare metrics with rotationally symmetric ones. This approach replaces Brendle’s analysis of approximate Killing fields.

2. Preliminaries

2.1. The Ricci-DeTurck equation and its linearization. We briefly recall the Ricci-DeTurck equation. For more details we refer to [BK17, Appendix A] (where the same notation is used) or [Top06]. Let \( (g_t)_{t \in [t_1, t_2]} \) and \( (g'_t)_{t \in [t_1, t_2]} \) be Ricci flows on a
manifolds \( M, M' \), respectively and consider a family of diffeomorphisms \( (\chi_t : M' \to M)_{t \in [t_1, t_2]} \), evolving by the harmonic map heat flow

\[
\partial_t \chi_t = \Delta_{g_t} \chi_t = \sum_{i=1}^n \left( \nabla_{d\chi_t(e_i)} d\chi_t(e_i) - d\chi_t(\nabla_{e_i} e_i) \right),
\]

where \( \{e_i\}_{i=1}^n \) is a local frame field on \( M' \) that is orthonormal with respect to \( g'_t \). Then the pullback

\[
g_t + h_t := \left( \chi_t^{-1} \right)^* g'_t - g_t
\]
satisfies the **Ricci-DeTurck equation**

\[
(2.1) \quad \partial_t (g_t + h_t) = -2 \text{Ric}(g_t + h_t) - \mathcal{L}_{X_{g_t} (g_t + h_t)} (g_t + h_t),
\]

where the vector field \( X_{g_t} (g_t + h_t) \) is defined by

\[
X_{g_t} (g^*) := \Delta_{g^*} g \text{id}_M = \sum_{i=1}^n \left( \nabla_{e_i}^2 e_i - \nabla_{e_i}^* e_i \right),
\]

for a local frame \( \{e_i\}_{i=1}^n \) that is orthonormal with respect to \( g^* \). The Ricci-DeTurck equation has the following analytical structure

\[
\nabla_{\partial_t h_t}^2 = \Delta_{g_t} h_t + 2 \text{Rm}_{g_t} (h_t) + \mathcal{Q}_{g_t} [h_t],
\]

where the left-hand side uses Uhlenbeck’s trick

\[
(\nabla_{\partial_t h_t})_{ij} = (\partial_t h_t)_{ij} - \frac{1}{2} g^{pq} (h_{pj} \partial_t g_{qi} + h_{ip} \partial_t g_{qj}),
\]

and the last term has the structure

\[
\mathcal{Q}_{g_t} [h_t] = ((g + h)^{-1} - g^{-1}) * (\nabla^{g^*} g \text{id}_M) + (g + h)^{-1} * (g + h)^{-1} * \nabla^{g^*} h * \nabla^{g^*} h.
\]

The linearization of (2.2) is called the **linearized Ricci-DeTurck equation**

\[
(2.3) \quad \nabla_{\partial_t h_t}^2 = \Delta_{g_t} h_t + 2 \text{Rm}_{g_t} (h_t).
\]

The following fact, which has also been used in [Bre13, Bre18], will be important for us.

**Lemma 2.1.** If \( w : M \times [t_1, t_2] \to \mathbb{R} \) solves the heat equation \( \partial_t w = \Delta_{g_t} w \) on a Ricci flow background \( (M, (g_t)_{t \in [t_1, t_2]}) \), then its Hessian \( h_t := \nabla^2 w_t \) solves (2.3) on the same Ricci flow background.

**Proof.** Let \( (X_t)_{t \in [t_1, t_2]} \) be a time dependent vector field that evolves by the heat equation

\[
(2.4) \quad \nabla_{\partial_t} X = \Delta_{g_t} X.
\]

Then in any orthonormal frame

\[
\nabla_{\partial_t} \nabla_i X^j - \nabla_i \nabla_{\partial_t} X^j = \dot{\Gamma}_{i k}^j X^k + R_{i k} \nabla_k X^j + \nabla_i R_{j k} X^k
\]

\[
= -\nabla_k R_{i j} X^k + \nabla_j R_{i k} X^k + R_{i k} \nabla_k X^j,
\]
while
\[ \Delta \nabla_i X^j - \nabla_i \Delta X^j = -2R_{iklj} \nabla_k X^l + R_{ik} \nabla_k X^j - \nabla_l R_{iklj} X^k. \]
Combining both equations and applying the second Bianchi identity yields
\[ \nabla_{\partial_t} \nabla_i X^j - \Delta \nabla_i X^j = -2R_{iklj} \nabla_k X^l. \]
So \( h_t := \mathcal{L}_{X,g_t} \) solves (2.3). Lastly, observe that by the Bianchi identity \( X := \frac{1}{2} \nabla^g w \) solves (2.4). So \( h_t = \frac{1}{2} \mathcal{L}_{\nabla_{w^t}} g_t = \nabla^2 w_t \) solves (2.3). \( \square \)

2.2. Linearized Ricci-DeTurck flow on the round cylinder. We now show that bounded ancient solutions to the linearized Ricci-DeTurck flow on the round cylinder must be Hessians of a very special form. This will be used in the proof of Proposition 3.1. We remark that the following results are similar to [Bre18, Proposition 6.1].

In order to facilitate the proof of decay using eigenspace decompositions, we will make use of appropriate \( L^2 \)-type norms.

**Definition 2.2** (Fiberwise \( L^2 \)-norm). Let \((S^2 \times \mathbb{R}, (g_t)_{t \in (-\infty,0)})\) be the shrinking round cylinder, and suppose \((h_t)_{t \in I}\) is a 2-tensor field defined on a time interval \( I \). Then for \( t \in I \), the (normalized) fiberwise \( L^2 \)-norm of \( h_t \) at \( r \in \mathbb{R} \) is
\[
\|h_t\|_{L^2(S^2 \times \{r\})} := \left( \frac{1}{|S^2 \times \{r\}|} \int_{S^2 \times \{r\}} |h_t|^2 \, dV \right)^{\frac{1}{2}}
\]
where \( dV \) and \( |h| \) denotes the Riemannian measure and Riemannian norm induced by \( g_t \), respectively.

**Lemma 2.3** (Partial vanishing on the cylinder). Let \((h_t)_{t \in I}\) be a linearized Ricci-DeTurck flow on a shrinking round cylinder \((S^2 \times \mathbb{R}, (g_t)_{t \in (-\infty,0)})\), with \( g_t = dr^2 + 2|t|g_{S^2} \). Assume that the average of \( h \) under the standard \( O(3) \)-action vanishes. Then

(a) \( \sup_{r \in \mathbb{R}} \|h_t\|_{L^2(S^2 \times \{r\})} \) is a non-increasing function of \( t \).
(b) If \( \inf I = -\infty \) and \( \sup_{(r,t) \in \mathbb{R} \times I} \|h_t\|_{L^2(S^2 \times \{r\})} < \infty \), then
\[
h = (a_1 u_1 + a_2 u_2 + a_3 u_3) g_{S^2},
\]
where \( u_1, u_2, u_3 \) are the coordinate functions on \( S^2 \subset \mathbb{R}^3 \) and \( a_1, a_2, a_3 \in \mathbb{R} \).

**Proof.** This follows from separation of variables and the maximum principle.

The linearized Ricci-DeTurck equation has the form
\[
\nabla_{\partial_t} h_t = \Delta h_t + \text{Rm}_t(h_t) = \Delta_t^{s^2} h_t + \nabla^2_{\partial_x, \partial_x} h_t + \text{Rm}_t(h) = \nabla^2_{\partial_x, \partial_x} h_t + |t|^{-1}(\Delta_t^{s^2} h_t + \text{Rm}_t(h)).
\]
(2.5)

We have two decompositions of the space \( \Gamma(s^2 T^*(S^2 \times \mathbb{R})) \) of symmetric 2-tensor fields: the decomposition
\[
\Gamma(s^2 T^*(S^2 \times \mathbb{R})) = \Gamma(s^2 \mathbb{R}^*) \oplus \Gamma(s^2 (T^*S^2)) \oplus \Gamma(T^*(S^2) \otimes T^* \mathbb{R})
\]
induced by the bundle decomposition \( s^2(T^*(S^2 \times \mathbb{R})) \simeq s^2 \mathbb{R}^* \oplus s^2 (T^*S^2) \oplus (T^*(S^2) \otimes T^* \mathbb{R}) \), and the decomposition \( h = \sum_j h_j \) induced by the eigenspace decomposition.
for the fiber Laplacian $\Delta^S_1$. Straightforward computation shows that these decompositions are compatible with one another, and also with both the linearized Ricci-DeTurck flow and the fiberwise $L^2$-metric. So it suffices to verify the lemma when $h$ lies in a single summand of each of the decompositions.

**Case 1.** $h \in \Gamma(s^2T^*\mathbb{R}) \oplus \Gamma(T^*S^2 \otimes T^*\mathbb{R})$ belongs to the $\lambda$-eigenspace of $\Delta^S_1$. Then $\text{Rm}(h) \equiv 0$ because $i_{\partial_t} \text{Rm} = 0$, and $\lambda > 0$ since the zero eigenspace of $\Delta^S_1$ intersects $\Gamma(s^2T^*\mathbb{R}) \oplus \Gamma(T^*S^2 \otimes T^*\mathbb{R})$ in the rotationally symmetric tensors, which vanish by assumption. The maximum principle applied to (2.5) now gives assertion (a), and if $I = (-\infty, t_0)$ then $h \equiv 0$.

**Case 2.** $h \in \Gamma(s^2(T^*S^2))$ belongs to the $\lambda$-eigenspace of $\Delta^S_1$. Then $h$ further decomposes as $h = h^{\text{scalar}} + h^{\text{traceless}}$ where $h^{\text{scalar}} = \phi g_{S^2}$ and $h^{\text{traceless}}$ is traceless. Furthermore, this decomposition is invariant under linearized Ricci-DeTurck flow. If $h = h^{\text{traceless}}$, then $\text{Rm}(h) = -\frac{1}{2} h$, so applying the maximum principle as in Case 1 we are done. If $h = h^{\text{scalar}}$, then $\text{Rm}(h) = \frac{1}{2} h$. If $\lambda < -1$, then we are done by the maximum principle. If $\lambda \geq -1$, then $\lambda = -1$, because the case $\lambda = 0$ is excluded by the fact that the $O(3)$-average of $h$ vanishes. Hence (2.5) reduces to the direct sum of three copies of the standard heat equation. Now assertion (a) follows from the maximum principle, while if $I = (-\infty, t_0)$, then $\nabla_{\partial_t} h \equiv \partial_t h \equiv 0$ by a gradient estimate.

**2.3. A semilocal maximum principle.** In this subsection we restate the semilocal maximum principle from [BK17, Proposition 9.1] in a slightly different form for the case in which the background flow is a $\kappa$-solution and the perturbation $h$ evolves by the linearized Ricci-DeTurck flow.

**Proposition 2.4** (Semilocal maximum principle). For any $E > 1$ there are constants $L = L(E), H = H(E), C = C(E) < \infty$ such that the following holds.

Let $(M, (g_t)_{t \leq 0})$ be a $\kappa$-solution, $T < 0$ and $(x_0, t_0) \in M \times [-T, 0]$. Consider the parabolic neighborhood $P_L(x_0, t_0) := P(x_0, t_0, L R^{-1/2}(x_0, t_0))$ and let $(h_t)_{t \in [-T, 0]}$ be a solution to the linearized Ricci-DeTurck flow equation (2.3) on $P_L(x_0, t_0) \cap M \times [-T, 0]$. Then for any $a \geq 0$ we have

$$
(2.6) \quad \left( e^{-H a t} \frac{|h|}{R^E + a^E} \right)(x_0, t_0) \leq \frac{1}{100} \sup_{P_L(x_0, t_0) \cap M \times [-T, 0]} e^{-H a t} \frac{|h|}{R^E + a^E} + C \sup_{P_L(x_0, t_0) \cap M \times \{-T\}} e^{-H a t} \frac{|h|}{R^E + a^E}.
$$

If $P_L(x_0, t_0) \cap M \times \{-T\} = \emptyset$, then the last term can be omitted.

**Proof.** The proof is similar to that of [BK17, Proposition 9.1] and essentially follows by rescaling the factor $a$. For convenience of the reader we provide a proof here.

After applying a time-shift and parabolic rescaling we may assume without loss of generality that $t_0 = 0$ and $R(x_0, 0) = 1$. Fix $E > 1$ and $L, H, C_i \to \infty$ and consider a sequence of counterexamples $(h_{i, t})_{t \in [-T_i, 0]}$, $(M_i, (g_{i, t})_{t \leq 0})$, $(x_i, 0) \in M_i \times [-T_i, 0]$, $a_i \geq 0$ with $R(x_i, 0) = 1$. After multiplying $(h_{i, t})_{t \in [-T_i, 0]}$ by a scalar, we may assume
that
\begin{equation}
|h_i|(x_i,0) = 1.
\end{equation}
Next, we may assume that the \((M_i, (g_{i,t})_{t \leq 0})\) are \(\kappa\)-solutions for some uniform \(\kappa > 0\), because otherwise the flows \((M_i, (g_{i,t})_{t \leq 0})\) would be quotients of the round shrinking sphere for large \(i\) (see [BK17, Lemma C.1(a)]) and we could pass to the universal covers. So, after passing to a subsequence, we may assume that the pointed flows \((M_i, (g_{i,t})_{t \leq 0}, x_i)\) smoothly converge to a pointed \(\kappa\)-solution \((M_\infty, (g_{\infty,t})_{t \leq 0}, x_\infty)\).

Lastly, after passing to a subsequence, we may assume that the limits \(a_\infty := \lim_{i \to \infty} a_i \in [0, \infty]\) and \(T_\infty := \lim_{i \to \infty} T_i \in [0, \infty]\) exist.

The assumption that the tensor fields \((h_{i,t})_{t \in [T_i,0]}\) are counterexamples to (2.6) implies
\[
\sup_{P_L(x_0,0) \cap M_i \times [T_i,0]} e^{-H_{i,a_\infty t}} \frac{|h_i|}{R^E + a_i^E} \leq 100 \frac{1}{1 + a_i^E}
\]
\[
\sup_{P_L(x_0,0) \cap M_i \times \{-T_i\}} e^{-H_{i,a_\infty t}} \frac{|h_i|}{R^E + a_i^E} \leq C_i \frac{1}{1 + a_i^E}
\]
We can now argue as in the proof of [BK17, Proposition 9.1] that \(T_\infty = \infty\) and that, after passing to a subsequence, the tensor fields \((h_{i,t})_{t \in [T_i,0]}\) converge to a solution \((h_\infty,t)_{t \in [\infty,0]}\) of the linearized Ricci-DeTurck equation on \((M_\infty, (g_{\infty,t})_{t \leq 0})\). If \(a_\infty > 0\), then \(\lim_{i \to \infty} e^{-H_{i,a_\infty t}} = 0\) for all \(t < 0\) and therefore \(h_\infty \equiv 0\), which contradicts (2.7). On the other hand, if \(a_\infty = 0\), then (2.7) implies \(|h_\infty| \leq C'R^E\) for some \(C' < \infty\). Together with the Vanishing Theorem [BK17, Theorem 9.8], this implies \(h_\infty \equiv 0\), again contradicting (2.7).

**Corollary 2.5.** For every \(1 < E < \infty, \delta > 0\) there is an \(L' < \infty\) such that if \((M, (g_t)_{t \leq 0})\) is a \(\kappa\)-solution, \((h_t)\) is a linearized Ricci-DeTurck flow on the parabolic ball \(P_L(x_0, t_0) := P(x_0, t_0, LR^{-1/2}(x_0, t_0))\), then
\[
R^{-E} ||h||_0(x_0, t_0) \leq \delta \sup_{P_L(x_0, t_0)} R^{-E} |h|.
\]

**Proof.** This follows by iterating Proposition 2.4 with \(a = 0\). \(\square\)

3. A Partial Vanishing Theorem for the Linearized Ricci-DeTurck Flow on \(\kappa\)-Solutions

In the following we will consider 3-dimensional rotationally symmetric \(\kappa\)-solutions \((M, (g_t)_{t \leq 0})\), i.e. solutions that are invariant under an \(O(3)\)-action whose principal orbits are 2-spheres. Our goal will be to analyze the linearized Ricci-DeTurck flow on these solutions and to deduce that this flow decays modulo certain well-understood modes.

As \((M, (g_t)_{t \leq 0})\) is assumed to be rotationally symmetric, the possible topological types of \(M\) are \(S^2 \times \mathbb{R}, \mathbb{R}^3, S^3, \mathbb{R}P^3\). In this section, we will only focus on the non-compact cases, i.e. the cases \(M \approx \mathbb{R}^3\) or \(S^2 \times \mathbb{R}\). Here we equip \(\mathbb{R}^3\) and \(S^2 \times \mathbb{R}\) with the standard \(O(3)\)-action. It is a well known fact that in the case \(M \approx S^2 \times \mathbb{R}\), the flow is homothetic to the round shrinking cylindrical flow \(g_t = dr^2 + 2t|g_{S^2}|\).
We can express $g_t$ as a warped product of the following form, away from the center of rotation if $M \approx \mathbb{R}^3$:

$$g_t = p^2(r,t)dr^2 + q^2(r,t)g_{S^2}. \tag{3.1}$$

The symmetric $(0,2)$-tensors $h$ that are invariant under the $O(3)$-action always take the similar form

$$h = \tilde{p}^2(r)dr^2 + \tilde{q}^2(r)g_{S^2}.$$

We will refer to such tensors from now on as rotationally invariant. In the following we will also consider the three coordinate functions $u_1, u_2, u_3 \in C^\infty(S^2)$ for the standard embedding $S^2 \subset \mathbb{R}^3$. We will often view these functions as smooth functions on $S^2 \times \mathbb{R}$ or $\mathbb{R}^3 \setminus \{0\}$. So $u_1, u_2, u_3$ are constant in time and along radial geodesics.

The following proposition is the main result of this section. It is similar to the Vanishing Theorem [BK17, Theorem 9.8]. The main difference is that we only assume uniform bounds on $h$ on the initial time-slice, without any weight. As a result, we can only control $h$ at later times modulo certain modes, which are either rotationally invariant or can be expressed as the Hessian of a scalar function.

**Proposition 3.1.** Let $(M, (g_t)_{t \leq 0})$ be a rotationally symmetric $\kappa$-solution diffeomorphic to $\mathbb{R}^3$ or $S^2 \times \mathbb{R}$ and let $m \in \mathbb{Z}$, $\eta > 0$ and $C, D < \infty$. Then there is a constant $T = T(m, \eta, C, D, (g_t)) < \infty$ such that the following holds.

Let $(h_t)_{t \in [-T, 0]}$ be a uniformly bounded solution to the linearized Ricci-DeTurck flow (2.3) on $(M, (g_t)_{t \leq 0})$ and assume that $R(x,0) = 1$ for some $x \in M$. Assume that $|\nabla^m h_{-T}| \leq CR^{m/2}$ on $M$ for all $m = 0, \ldots, 3$. Then on $B(x, 0, D)$ we have a decomposition of the form

$$h_0 = h_0^{\text{rot}} + \nabla^2 (f_1(r)u_1 + f_2(r)u_2 + f_3(r)u_3) + h_0^{\text{osc}},$$

where:

(a) $h_0^{\text{rot}}$ is rotationally invariant.

(b) $f_1(r)u_1 + f_2(r)u_2 + f_3(r)u_3$ is smooth on $B(x, 0, D)$. This implies in particular that $f_1(r), f_2(r), f_3(r)$ vanish at the origin in the $\mathbb{R}^3$-case.

(c) $||h_0^{\text{osc}}||_{C^m(B(x,0,D))} \leq \eta$.

The proof of Proposition 3.1 uses the following fact:

$$\lim_{t \to -\infty} |t| \max_M R(\cdot, t) = \infty \quad \text{if} \quad M \approx \mathbb{R}^3. \tag{3.2}$$

This fact holds due to Theorem 1.1, which is due to Brendle. We remark that with some extra work it is possible to remove the dependence on (3.2), hence making the proof of Theorem 1.3 independent of Theorem 1.1.

Before carrying out the proof of Proposition 3.1 we first introduce some general terminology and establish some preliminary lemmas. For the remainder of this section, we will always assume that we are in the setting of Proposition 3.1.

Averaging via the isometric $O(3)$-action yields a decomposition

$$h_t = h_t^{\text{rot}} + h_t^{\text{osc}},$$

where:
where $h_t^{\text{rot}}$ is rotationally invariant and the average of $h_t^{\text{osc}}$ under the $O(3)$-action vanishes. Both components still solve the linearized Ricci DeTurck flow equation. It therefore remains to prove Proposition 3.1 in the case in which $h_t = h_t^{\text{osc}}$, with the additional assertion that $h_0^{\text{rot}} \equiv 0$.

Next, we find a decomposition of $h_t$ of the form
\begin{equation}
(3.3) \quad h_t = h_t^{3d,1} + h_t^{3d,2} + h_t^{3d,3} + h_t^{\text{rest}}.
\end{equation}
Here the first three terms describe the component of $h_t^{\text{osc}}$ corresponding to the 3-dimensional representation of $O(3)$. More specifically, assume that the $O(3)$-action on $M$ is described by the family of diffeomorphisms $(\phi_A : M \to M)_{A \in O(3)}$. Then for $j = 1, 2, 3$ we define $h_t^{3d,j}$ to be the image of $h_t$ under the projection
\begin{equation}
(3.4) \quad h \mapsto \frac{1}{|O(3)|} \int_{O(3)} \langle A\tilde{\epsilon}_j, \tilde{e}_j \rangle \phi_A^* h \, dA,
\end{equation}
where we integrate with respect to a bi-invariant measure on $O(3)$. We also set $h_t^{\text{rest}} := h_t - \sum_{j=1}^3 h_t^{3d,j}$. Then $h_t^{3d,j}$ and $h_t^{\text{rest}}$ solve the linearized Ricci-DeTurck equation and the image of $h_t^{\text{rest}}$ under the projections (3.4) vanishes. Due to the decomposition (3.3) it suffices to prove Proposition 3.1 separately for the following two cases:

(A) $h_t^{\text{rot}} \equiv 0$ and $h_t = h_t^{3d,j}$ for some $j = 1, 2, 3$.
(B) $h_t^{\text{rot}} \equiv 0$ and $h_t = h_t^{\text{rest}}$.

So let us assume without loss of generality that case (A) or (B) holds. Case (A) will be more subtle and we will mostly focus on this case. Case (B) will follow along the lines with small modifications and omissions of several technical details. We will point out these differences in the course of the proof.

Let us now consider Case (A). We first need to analyze the structure of the components of $h_t = h_t^{3d,j}$ more carefully. For this purpose, fix some $t \in [-T, 0]$ and reparameterize the radial parameter $r$ such that the representation (3.1) simplifies to $g_t = dr^2 + q^2(r)g_{S^2}$. Let $\mu_j := q u_j$ and $\nu_j := q (\ast du_j)$, where the star operator is taken fiberwise with respect to the standard metric on $S^2$. Note that the maximum of $|\mu_j|_{g_t} = |\nu_j|_{g_t}$ on each cross-sectional 2-sphere is equal to 1.

**Lemma 3.2.** We have on $S^2 \times \mathbb{R}$ or $\mathbb{R}^3 \setminus \{0\}$
\begin{equation}
(3.5) \quad h_t = h_t^{3d,j} = a_j(r) u_j \, dr^2 + b_j(r) u_j g_{S^2} + c_j(r) (\mu_j \, dr + dr \, \mu_j) + d_j(r) (\nu_j \, dr + dr \, \nu_j),
\end{equation}
for some smooth radial functions $a_j(r), b_j(r), c_j(r), d_j(r)$, which extend to smooth odd functions across the origin if $M \approx \mathbb{R}^3$.

**Proof.** In the following, we will omit the index $t$. It suffices to verify the characterization (3.5) along a single $S^2$-fiber. Along such a fiber we can write $h = f \, dr^2 + (\xi \, dr + dr \, \xi) + h^\parallel$, where $f \in C^\infty(S^2)$, $\xi$ is a 1-form and $h^\parallel$ is a symmetric 2-tensor on $S^2$. Note that $f, \xi$ and $h^\parallel$ are contained in the image of the projection (3.4), where $\phi_A$ denotes the standard action on $S^2$ and the pullback has to be taken within the appropriate category. It remains to prove that $f$ is a multiple of $u_j$,
\[ \xi \in \text{span}\{\mu_j, \nu_j\} \] and \( h^\parallel \) is a multiple of \( u_j g_{S^2} \). This follows from standard representation theory.

More specifically, consider a 3-dimensional representation of \( O(3) \) of the form \( \text{span}\{\tau_1, \tau_2, \tau_3\} \), where \( \tau_j \) are tensor fields on \( S^2 \) of arbitrary degree. Assume that the \( \tau_j \) are chosen so that there is an equivariant map \( \text{span}\{\tau_1, \tau_2, \tau_3\} \to \mathbb{R}^3 \), with \( \tau_j \mapsto e_j \), where \( O(3) \) acts on \( \mathbb{R}^3 \) in the standard way. Then \( \tau_j \) must be invariant by rotations along the \( \mathbb{R}e_j \)-axis and \( \tau_j \) restricted to any great circle passing through \( \pm e_j \) must satisfy the ODE \( \tau_j'' = -\tau_j \). If \( \tau_j \) is a scalar function or a symmetric 2-tensor, then restricted to any great circle passing through \( \pm e_j \) it must be even across \( \pm e_j \). If \( \tau_j \) is a 1-form, then it must be odd. These properties uniquely determine \( \tau_j \) up to a multiplicative constant. □

Given the coefficient functions \( a_j(r), b_j(r), c_j(r), d_j(r) \), we define

\[ \mathcal{F}_j h_t = \frac{(\partial_r q)q^2 c_j - b_j}{1 - (\partial_r q)^2}. \]

Note that \( \mathcal{F}_j \) is a zeroth order linear operator on \( S^2 \times \mathbb{R} \) or \( \mathbb{R}^3 \setminus \{0\} \), respectively and \( \mathcal{F}_j h_t \) is a smooth radial function where defined.

**Lemma 3.3.** The product \( (\mathcal{F}_j h_t)u_j \) extends to a smooth radial function on \( M \).

**Proof.** If \( M \approx \mathbb{R}^3 \), then \( b_j(r) \) is an odd function that vanishes to at least second order. Moreover, since \( (M, g_{\ast}) \) has strictly positive sectional curvature, \( \partial_r^3 q(0) \neq 0 \). It follows that \( \mathcal{F}_j h_t \) extends to a smooth odd function across the origin, which implies the statement of the lemma. □

**Lemma 3.4.** For any smooth radial function \( f(r) \) that extends to a smooth odd function across the origin when \( M \approx \mathbb{R}^3 \), the Hessian \( \nabla^2(fu_j) \) is of the form (3.5) and we have

\[ \mathcal{F}_j(\nabla^2(fu_j)) = f. \]

**Proof.** An elementary computation shows that

\[ \nabla^2(fu_j) = (\partial_r^2 f)u_j dr^2 + (-f q^{-2} + (\partial_r q)q^{-1}(\partial_r f))q^2 u_j g_{S^2} + ((\partial_r q)^{-1} - f(\partial_r q)q^{-2})(\mu_j dr + d\mu_j). \] □

Motivated by the previous lemma, we define in Case (A)

\[ \alpha[h_t] := \left| h_t - \nabla^2((\mathcal{F}_j h_t)u_j) \right|. \]

So \( \alpha[h_t] \) measures the deviation of \( h_t \) from being a Hessian of a specific form. In Case (B), we simply set \( \alpha[h_t] := |h_t| \).

**Lemma 3.5.** Assume that we are in Case (A) and assume that \( \alpha[h_{t^*}] \) is uniformly bounded for some \( t^* \in [-T, 0] \). Then \( (\mathcal{F}_j h_{t^*})u_j \) is a smooth scalar function on \( M \) that grows at most quadratically at infinity. Let \( (w_t)_{t \in [t^*, 0]} \) be the solution to the heat equation with initial condition \( w_{t^*} = (\mathcal{F}_j h_{t^*})u_j \). Then

\[ \tilde{h}_t := h_t - \nabla^2 w_t \]
is a uniformly bounded solution to the linearized Ricci-DeTurck flow with $\alpha[\tilde{h}] = \alpha[h]$ on $M \times [t^*, 0]$ and $|\tilde{h}_{t^*}| = \alpha[\tilde{h}_{t^*}]$.

**Proof.** The fact that $w_{t^*} = (\mathcal{F}_j h_{t^*}) u_j$ is smooth follows from Lemma 3.3. Next, note that $|\nabla^2 w_{t^*}| \leq |h_{t^*}| + \alpha[h_{t^*}]$ is uniformly bounded. So $w_{t^*}$ grows at most quadratically at infinity and $|\nabla^2 w|$ remains uniformly bounded on $M \times [t^*, 0]$. Lemma 2.1 implies that $h_t - \nabla^2 w_t$ solves the linearized Ricci-DeTurck flow. Next, Lemma 3.4 yields

$$(\mathcal{F}_j h_t) u_j = (\mathcal{F}_j(h_t - \nabla^2 w_t)) u_j = (\mathcal{F}_j h_t) u_j - w_t,$$

which implies that $\alpha[\tilde{h}_i] = |\tilde{h}_t - \nabla^2((\mathcal{F}_j h_t) u_j) + \nabla^2 w_t| = \alpha[\tilde{h}_t]$. The last statement follows by definition of $\alpha$. □

**Lemma 3.6.** For every $\delta > 0$ there is a $\Theta = \Theta(\delta) < \infty$ such that if $(h_t)_{t \in [-\Theta, 0]}$ is a bounded linearized Ricci-DeTurck flow on the shrinking round cylinder $(S^2 \times \mathbb{R}, (g_t)_{t \leq 0})$ with $R(\cdot, 0) = 1$ and $h^{\text{tot}} \equiv 0$, then $\alpha[h](x, 0) \leq \delta \sup_M |h|$. Proof. Suppose not. Then for some $\delta > 0$, there is a sequence $\Theta_i \to \infty$ and for every $i$ a linearized Ricci-DeTurck flow $(h_{i,t})_{t \in [-\Theta_i, 0]}$ such that $\alpha[h_{i,t}](x, 0) \geq \delta$ and $\sup_M |h_{i,-\Theta_i}| \leq 1$. Using the fiberwise $L^2$-norm (see Definition 2.2), we have

$$\sup_{r \in \mathbb{R}} \|h_{i,-\Theta_i}\|_{L^2(S^2 \times \{r\})} \leq \sup_{S^2 \times \mathbb{R}} |h_{i,-\Theta_i}| \leq 1,$$

so by assertion (a) of Lemma 2.3 we have $\sup_{(r,t) \in \mathbb{R} \times [-\Theta_i, 0]} \|h_{i,t}\|_{L^2(S^2 \times \{r\})} \leq 1$. By (3.6) we may extract a limiting linearized Ricci-DeTurck flow $(h_{\infty,t})_{t \leq 0}$ such that

$$\alpha[h_{\infty}](x, 0) \geq \delta \quad \text{and} \quad \sup_{(r,t) \in \mathbb{R} \times (-\infty, 0]} \|h_{\infty,t}\|_{L^2(S^2 \times \{r\})} \leq 1.$$ 

By assertion (b) of Lemma 2.3 and Lemma 3.4 we would have $\nabla^2(\sum_{j=1}^3 (\mathcal{F}_j h_{\infty,0}) u_j) = h_{\infty,0}$, and hence $\alpha[h_{\infty,0}] \equiv 0$, contradicting (3.7). □

The following lemma will reduce the proof of Proposition 3.1 to two elementary bounds on $\alpha[h]$.

**Lemma 3.7.** For any $m \in \mathbb{N}$, $\eta > 0$ and $D, C' < \infty$ there is a $\delta = \delta(m, \eta, D, C') > 0$ such that the following holds: If $\alpha[h](\cdot, -1) \leq C'$ on $M$ and $\alpha[h](\cdot, -1) \leq \delta$ on $\{\delta \leq R(\cdot, -1) \leq \delta^{-1}\}$, then the conclusion of Proposition 3.1 holds.

**Proof.** As discussed earlier, we may assume that we are either in Case (A) or in Case (B). Assume that the lemma was wrong for some fixed $m, \eta, D, C'$ and pick a sequence of counterexamples $(h_i)_{t \in [-1, 0]}$ for a sequence $\delta_i \to 0$. In Case (A) set $\tilde{h}_{i,t} := h_{i,t} - \nabla^2 w_{i,t}$, where $(w_{i,t})_{t \in [-1, 0]}$ is a solution to the heat equation with initial condition $w_{i,-1} = (\mathcal{F}_i h_{i,-1}) u_j$, as explained in Lemma 3.3. In Case (B) set $\tilde{h}_{i,-1} := h_{i,-1}$. Then $\alpha[h_{i,-1} \leq C'$ on $M$ and $|\tilde{h}_{i,-1}| \leq \delta_i$ on $\{\delta_i \leq R(\cdot, -1) \leq \delta_i^{-1}\}$. It now follows from a standard limit argument that $h_{i,0} \to 0$ locally uniformly in $C^m$, which implies assertion (c) of Proposition 3.1 for $h'_0 = \tilde{h}_{i,0}$ for large $i$, in contradiction to our assumption. □

Due to Lemma 3.7, Proposition 3.1 is a consequence of the following lemma.
Lemma 3.8. Let \((M,(g_t)_{t\leq 0})\) be a rotationally symmetric \(\kappa\)-solution diffeomorphic to \(\mathbb{R}^3\) or \(S^2\times\mathbb{R}\) and let \(\delta > 0\). Then there are constants \(C' = C'(g_t), T = T(\delta, (g_t)) < \infty\) such that the following holds. Suppose that \((h_t)_{t\in[-T,0]}\) is a uniformly bounded solution to the linearized Ricci-DeTurck flow with \(|\nabla^m h_{-T}| \leq R^{m/2}\) for all \(m = 0,\ldots,3\). Assume that the assumptions of Case (A) or (B) hold. Then
\[
\alpha[h](\cdot,0) \leq C' \text{ on } M \quad \text{and} \quad \alpha[h](\cdot,0) \leq \delta \quad \text{on } \{\delta \leq R(\cdot,0) \leq \delta^{-1}\}.
\]

Proof. Note that in the cylindrical case, the lemma is a direct consequence of Lemma 3.6. So it suffices to consider the case \(M \approx \mathbb{R}^3\).

Fix \(\delta\) and \((M,(g_t)_{t\leq 0})\) for the remainder of the proof. The constant \(T\) will be determined in the end of this proof. Assume that \((h_t)_{t\in[-T,0]}\) is given and consider the isometric \(O(3)\)-action on \((M,(g_t)_{t\leq 0})\).

Claim 1. For any \(\Theta < \infty\) there is a constant \(C^* = C^*(\Theta) < \infty\) such that for all \((x,t) \in M \times [-T,0]\) with \(t - \Theta R^{-1}(x,t) \leq -T\) we have \(\alpha[h](x,t) \leq C^*\).

Proof. Fix some \(E' > 1\) and choose \(H = H(E')\) according to Proposition 2.4. Let \(a = R(x,t)\) and consider the quantity \(Q' := e^{-H_{\text{tot}}} \frac{|h|}{R^{E' + aE'}}\). Choose \((y,s) \in M \times [-T,0]\) such that \(2Q'(y,s) > S := \sup_{M \times [-T,0]} Q'\). Then, by Proposition 2.4 we have
\[
S < 2Q'(y,s) \leq \frac{2}{100} S + 2C \sup_{M} Q'(-, -T),
\]
where \(C = C(E')\). So \(S \leq 4C \sup_{M} Q'(-, -T)\). This implies that for any \((x',t') \in M \times [-T,t]\)
\[
\frac{|h|(x',t')}{2R^{E'}(x',t')} \leq 4Ce^{H_{\Theta}} \cdot \frac{1}{R^{E'}(x',t')}.
\]
So \(|h| \leq 8Ce^{H_{\Theta}}\) on \(M \times [-T,t]\). Using the derivative bounds of \(h\) at time \(-T\) and standard local derivative estimates (see for example [BK17, Lemma A.14]), we can upgrade this bound to a derivative bound at time \(t\) and therefore, we obtain a bound on \(\alpha[h](x,t)\).

Fix some arbitrary constant \(E > 1\) and let \(A < \infty\) be a constant that will be determined in the following claim. Consider the following quantity on \(M \times [-T,0]\)
\[
Q := \frac{\alpha[h]}{((|t| + A)R)^E + 1}.
\]

Claim 2. There are constants \(\Theta = \Theta(E), A = A(E) < \infty\) and \(\tau = \tau(E) > 0\) such for any \((x,t) \in M \times [-T,0]\) with \(t^* := t - \Theta R^{-1}(x,t) \geq -T\) and \(c \in [0,\tau]\) we have
\[
(QR^c)(x,t) \leq \frac{1}{10} \sup_{M}(QR^c)(\cdot, t^*).
\]

Proof. The constant \(\Theta < \infty\) will determined in the end of the proof, depending only on \(E\). The constant \(\tau\) will be determined in the course of the proof, depending only on \(E\) and \(\Theta\). Assume that the statement was wrong for fixed \(\Theta\), choose \(A_i \to \infty\) and consider solutions \((h_{i,t})_{t\in[-T,0]}\) to the linearized Ricci-DeTurck flow, as well as points...
$(x_i, t_i) \in M \times [-T_i, 0]$ where (3.8) is violated. By linearity we may assume without loss of generality that

\begin{equation}
\alpha[h_i](x_i, t_i) = 1
\end{equation}

Set $K_i := R(x_i, t_i)$ and $t_i^* := t_i - \Theta K_i^{-1} \geq -T_i$. In Case (A) set

$$\tilde{h}_{i,t} := h_{i,t} - \nabla^2 w_{i,t},$$

where $(w_{i,t})_{t \in [t_i^*, 0]}$ is a solution to the heat equation with initial condition $w_{i,t_i^*} = (\mathcal{F}_j h_{i,t_i^*})u_j$, as explained in Lemma 3.5. In Case (B) set $\tilde{h}_{i,t} := h_{i,t}$. Then $\alpha[\tilde{h}_i](x_i, t_i) = \alpha[h_i](x_i, t_i) = 1$. So, since (3.8) is violated at $(x_i, t_i)$, we have

\begin{equation}
R^c(\cdot, t_i^*) \leq \frac{10}{((|t_i^*| + A_i)R)^E + 1}. 
\end{equation}

Choose $H = H(E), L = L(E) < \infty$ according to Proposition 2.4 and set

$$f_i := R^c \cdot e^{-H(|t_i^*| + A_i)^{-1}(t - t_i^*)} \frac{\tilde{h}_i}{((|t_i^*| + A_i)R)^E + 1} \leq R^c(\cdot, t_i^*) \frac{10}{((|t_i^*| + A_i)R)^E + 1}.$$

Assume in the following that $c \leq \overline{c}(\Theta, L(E))$ is small enough such that by bounded curvature at bounded distance we have for every $(y, s) \in M \times (-\infty, 0]$,

\begin{equation}
R^c \leq 10R^c(y, s) \quad \text{on} \quad P(y, s, LR^{-1/2}(y, s)).
\end{equation}

Let $(y_i, s_i) \in M \times [t_i^*, t_i]$ be a point such that $S_i := \sup_{M \times [t_i^*, t_i]} f_i \leq 2f_i(y_i, s_i)$. Then by Proposition 2.4 (for $a = ((|t_i^*| + A_i)^{-1})$ and (3.11)

$$S_i \leq 2f_i(y_i, s_i) \leq 2 \cdot 10(\frac{1}{100} S_i + C \sup_M f_i(\cdot, t_i^*)),
$$

for some $C = C(E) < \infty$. After combining this with (3.10) and replacing $C$ by $1000e^{H}C$, we obtain that on $M \times [t_i^*, t_i]$

$$R^c \frac{\tilde{h}_i}{((|t_i^*| + A_i)R)^E + 1} \leq K_i^c \frac{C}{((|t_i| + A_i)K_i)^E + 1}.
$$

So on $M \times [t_i^*, t_i]$ we have

\begin{equation}
|\tilde{h}_i| \leq C \left( \frac{K_i}{R} \right)^c \frac{((|t_i| + \Theta K_i^{-1} + A_i)R)^E + 1}{((|t_i| + A_i)K_i)^E + 1}
\end{equation}

\begin{equation}
= C \left( \frac{K_i}{R} \right)^c \frac{((|t_i| + A_i)K_i \cdot \Theta K_i^{-1}R)^E + 1}{((|t_i| + A_i)K_i)^E + 1}.
\end{equation}

After passing to a subsequence, we may assume that the limit $Z := \lim_{i \to \infty} (|t_i| + A_i)K_i \in [0, \infty]$ exists or is infinite. Let us now consider the parabolically rescaled
Assume in the following that (3.13) converges to a pointed \( \kappa \) and after passing to a subsequence, we may assume that these pointed flows smoothly converge to a pointed \( \kappa \)-solution \((M_{\infty}, (g_{\infty}, t)) \leq 0, x\infty) \) with \( R(x_{\infty}, 0) = 1 \). By (3.12), the correspondingly rescaled flows \((h'_{i,t} := K_i h_{i,t,e-K_i-1}, t \in [-\Theta, 0]) \) satisfy a bound of the form

\[
|h'_i|_{g_i} \leq CR^{-c} \frac{(|t_i| + A_i) K_i \cdot R + \Theta R}{(|t_i| + A_i) K_i + E + 1}.
\]

Here the scalar curvature is taken with respect to the rescaled metrics. Since the right-hand side converges to a finite limit, the sequence \( \tilde{h}'_i \) is locally uniformly bounded, so after passing to a subsequence, we may assume that it smoothly converges to a linearized Ricci-DeTurck flow \((\tilde{h}, t)_{t \in [-\Theta, 0]} \) on \( M_{\infty} \times (-\Theta, 0] \) with

\[
\alpha[\tilde{h}_{\infty}](x_{\infty}, 0) = 1.
\]

**Case 1:** \( Z = \lim_{t \to \infty} (|t_i| + A_i) K_i = \infty \). Then passing (3.13) to the limit, we get that

\[
|\tilde{h}_{\infty}| \leq CR^{-c} R^E
\]
on \( M_{\infty} \times (-\Theta, 0] \). Assume that \( 2c < E - 1 \). For every \( \delta' > 0 \), if \( \Theta \leq \Theta(\delta', E) \), we may apply Corollary 2.5 with \( E \) replaced by \( E - c \) to obtain that

\[
|\tilde{h}_{\infty}| \leq \delta' CR^{-c} R^E \quad \text{on} \quad P(x_{\infty}, 0, 1), \quad m = 0, \ldots, (\delta')^{-1}.
\]

When \( \delta' \) smaller than some constant depending only on \( C = C(E) \) and \( E \), we may deduce bounds on \( |\nabla^m \tilde{h}_{\infty}|(x_{\infty}, 0) \) that contradict (3.14).

**Case 2:** \( Z = \lim_{t \to \infty} (|t_i| + A_i) K_i < \infty \). We claim that in this case \((M_{\infty}, (g_{\infty}, t)_{t \leq 0}, x_{\infty}) \) must be isometric to the standard round shrinking cylinder with \( R(\cdot, t) = (1 + 2|t|)^{-1} \). Assume not. Then \( \sup_M R(\cdot, t_i)/K_i \) would be uniformly bounded and therefore \( (|t_i| + A_i) \sup_M R(\cdot, t_i) \) would be uniformly bounded as well. By (3.2) this would imply that \( |t_i| \) remains bounded. However, since \( A_i \to \infty \), we also must have \( \sup_M R(\cdot, t_i) \to 0 \), contradicting the fact that \( |t_i| \) remains bounded.

Passing (3.13) to the limit, we get that

\[
|\tilde{h}_{\infty}| \leq CR^{-c} \frac{(Z + \Theta) R^E + 1}{Z E + 1} = C(1 + 2|t|)^c \frac{(Z + \Theta)(1 + 2|t|)^{-1} E + 1}{Z + 1}.
\]

Assume in the following that \( c \leq \Theta(\Theta) \) such that \( (1 + 2\Theta)^c \leq 2 \). Then

\[
\limsup_{t \to \infty} |\tilde{h}_{\infty,t}| \leq C(1 + 2\Theta)^c \frac{(Z + \Theta)(1 + 2\Theta)^{-1} E + 1}{Z E + 1}
\]

\[
\leq 2C \frac{(Z + 1)^E + 1}{Z E + 1} \leq 2C \frac{2E Z E + 2E + 1}{Z E + 1} \leq 2C(2E + 1).
\]

By Lemma 3.6 if \( \Theta \) is larger than some constant depending on \( C = C(E) \), then \( \alpha[\tilde{h}_{\infty}](x_{\infty}, 0) < \frac{1}{2} \), contradicting (3.14). \( \square \)
By combining Claim 1 with Claim 2 for \( c = 0 \) and observing that \( Q \leq \alpha[h] \), we obtain that \( Q \leq C' \) on \( M \times [-T, 0] \). Therefore, we have
\[
\alpha[h](\cdot, 0) \leq C'(\langle AR(\cdot, 0)\rangle^E + 1),
\]
which implies the first bound of the lemma for some \( C' = C'(E) \), since \( R \) is uniformly bounded. In order to prove the second bound, it suffices to show that \( Q \) can be made arbitrarily small on \( \{ \delta \leq R(\cdot, 0) \leq \delta^{-1} \} \) if \( T \) is chosen sufficiently large. To see this choose \( x_0 \in \{ \delta \leq R(\cdot, 0) \leq \delta^{-1} \} \) and assume that \( Q(x_0, 0) \geq \delta' > 0 \). We can inductively construct a sequence of points \( (x_0, t_0) = (x_0, 0), (x_1, t_1), \ldots \) by the following algorithm: If \( t_{i+1} := t_i - \Theta R^{-1}(x_i, t_i) < T \), then stop the algorithm at \( (x_i, t_i) \). Otherwise, use Claim 2 with \( c = \bar{c} \) to find a point \( x_{i+1} \in M \) with
\[
(R^c Q)(x_{i+1}, t_{i+1}) \geq 10(R^c Q)(x_i, t_i).
\]
So if \( (x_i, t_i) \) is defined, then \( (R^c Q)(x_i, t_i) \geq \delta' \) and
\[
(R^c Q)(x_0, 0) \leq 10^{-i}(R^c Q)(x_i, t_i) \leq 10^{-i} \max_{M \times (-\infty, 0]} R^c C'.
\]
It remains to show that the sequence \( (x_i, t_i) \) exist for large enough \( i \) if \( T \) is chosen sufficiently large. To see this, note that whenever \( (x_i, t_i) \) is defined, we have
\[
t_i - t_{i+1} = \Theta R^{-1}(x_i, t_i) \leq \Theta \left( \frac{Q(x_i, t_i)}{(R^c Q)(x_i, t_i)} \right)^{1/c} \leq \Theta \left( \frac{C'}{\delta'} \right)^{1/c}.
\]
So for fixed \( i \) and sufficiently large \( T \), we have \( t_{i+1} \geq -T \) and the algorithm can be continued. \( \square \)

4. The main argument

4.1. Choice of constants and terminology. In the following, we will define the *scale of a point* \( x \) by \( \rho(x) := |Rm|^{-1/2}(x) \in (0, \infty) \).

We will first fix some constants, which we will use throughout this section. Let \( E < \infty \) be the constant from [BK17, Theorem 1.7] (Strong Stability of Ricci flow Spacetimes) and fix \( E > E' \). Based on this choice, let \( \epsilon_{can} := \epsilon_{can}(E) > 0 \), again according to [BK17, Theorem 1.7].

We will now fix a constant \( m_{can} \in \mathbb{N} \) according to the following (trivial) Lemma.

**Lemma 4.1.** There are constants \( D_{can} < \infty \), \( m_{can} \in \mathbb{N} \) and \( \epsilon'_{can} > 0 \) such that the following holds. Let \((M, g, x)\) be a pointed Riemannian manifold and \((\overline{M}, \overline{g}, \overline{x})\) the pointed final time-slice of a \( \kappa \)-solution. Assume that there is a diffeomorphism onto its image
\[
\psi : B^\overline{M}(\overline{x}, D_{can}) \to M
\]
such that \( \psi(\overline{x}) = x \) and such that for \( \lambda := \rho(x) \)
\[
\| \lambda^{-2} \psi^* g - \overline{g} \|_{C^m_{can}(B^\overline{M}(\overline{x}, D_{can}))} < \epsilon'_{can}.
\]
Then \((M, g)\) satisfies the \( \epsilon_{can} \)-canonical neighborhood assumption at \( x \).
Let $D$ be a constant, whose value will be determined later in Lemma 4.5. Using this constant and the constant $m_{\text{can}} \in \mathbb{N}$, we now define a quantity $\beta$ that measures the degree to which a metric is locally $O(3)$-invariant.

**Definition 4.2** (Pointed roundness). Let $(M, g, x)$ be a complete, pointed Riemannian manifold. We define $\beta(x)$ to be the infimum over all $\beta' > 0$ with the following property: There is a pointed Riemannian manifold $\bigl(\overline{M}, \overline{g}, \overline{x}\bigr)$ that admits an isometric $O(3)$-action whose generic orbits are 2-spheres, and such that $\overline{B}^\overline{M}(\overline{x}, D)$ is relatively compact, as well as a diffeomorphism onto its image

$$\psi : \overline{B}^\overline{M}(\overline{x}, D) \rightarrow M$$

such that $\psi(\overline{x}) = x$ and such that for $\lambda := \rho(x)$

$$\bigl\|\lambda^{-2}\psi^*g - \overline{g}\bigr\|_{C^{m_{\text{can}}+100}(\overline{B}^\overline{M}(\overline{x}, D))} < \beta'.$$

If $(M, g)$ is the time-$t$-slice of a Ricci flow, then we will write $\beta(x, t)$ instead of $\beta(x)$.

Note that $\beta$ is an upper semi-continuous function. A standard limit argument yields

**Lemma 4.3.** If $\beta \equiv 0$ on $M$, then $(M, g)$ admits an isometric $O(3)$-action whose generic orbits are 2-spheres.

We will moreover use the following asymptotic roundness property of $\kappa$-solutions.

**Lemma 4.4.** Let $(M, (g_t)_{t \leq 0})$ be a $\kappa$-solution on $\mathbb{R}^3$ or $S^3$. In the case $M \approx S^3$, we additionally assume that Theorem 1.3 already holds for any $\kappa$-solution on $\mathbb{R}^3$.

Then there is a sequence $t_i \searrow -\infty$ such that $\sup_M \beta(\cdot, t_i) \rightarrow 0$.

This lemma is the same as [Bre18, Lemma 2.7].

**Proof.** The case $M \approx \mathbb{R}^3$ is a consequence of the rigidity discussion of Hamilton’s Harnack inequality [Ham93] and Brendle’s uniqueness result of the Bryant soliton among $\kappa$-solutions that are solitons [Bre13]. The proof is the same as in [Bre18], so we omit it here.

The case $M \approx S^3$ follows from the fact that the flow is either homothetic to the shrinking round sphere or any rescaling limit for $t \searrow -\infty$ is a shrinking round cylinder or is diffeomorphic to $\mathbb{R}^3$ and therefore rotationally symmetric by assumption. \(\square\)

Lastly, we will also use

**Lemma 4.5.** There are universal constants $D, C_0 < \infty$ with the following property. Let $(M, g)$ be complete and $\sup_M \alpha \leq \beta^* \leq C_0^{-1}$. Then there is a complete $O(3)$-invariant metric $g'$ on $M$ whose generic orbits are 2-spheres such that for all $m = 0, \ldots, m_{\text{can}} + 90$

$$|\rho^m \nabla^m (g' - g)| \leq C_0 \beta^*.$$

**Proof.** Standard gluing argument. \(\square\)
4.2. The main stability estimate. Our main estimate will be the following proposition.

**Proposition 4.6.** Given any $\kappa$-solution $(M, (g_t)_{t \leq 0})$ that is not a constant curvature space form, we can find constants $\beta > 0, A < \infty$ such that the following holds for any $(x, t) \in M \times (-\infty, -A]$. If $\beta \leq \beta$ on $M \times [t - AR^{-1}(x, t), t]$, then

$$\beta(x, t) \leq \frac{1}{10} \sup_{M \times [t - AR^{-1}(x, t)]} \beta.$$ 

**Proof.** Fix $(M, (g_t)_{t \leq 0})$ and choose $\beta_i \rightarrow 0, A_i \rightarrow \infty$. Assume that the statement of the proposition was wrong and choose a sequence of counterexamples $(x_i, t_i) \in M \times (-\infty, -A_i]$ such that $\beta \leq \min\{\beta_i, 10\beta(x_i, t_i)\}$ on $M \times [t - A_i R^{-1}(x_i, t_i), t_i]$. Let $g_{i,t} := R(x_i, t_i) g_{t_i} + R^{-1}(x_i, t_i) t$ be the parabolically rescaled flow on which $R(x_i, 0) = 1$. We will only work with the pointed sequence of $\kappa$-solutions $(M, (g_{i,t})_{t \leq 0}, x_i)$ from now on.

After passing to a subsequence, we may assume that the pointed flows $(M, (g_{i,t})_{t \leq 0}, x_i)$ smoothly converge to some limiting pointed $\kappa$-solution $(M_\infty, (g_{\infty, t})_{t \leq 0}, x_\infty)$. This limit is non-compact since $t_i \leq -A_i \searrow -\infty$ and $(M, (g_t)_{t \leq 0})$ was assumed not to have constant sectional curvature. Moreover, $(M_\infty, (g_{\infty, t})_{t \leq 0}, x_\infty)$ is $O(3)$-invariant, because $\beta_i \rightarrow 0$. For each $i$ let

$$\beta_i^* := \sup_{M \times [-A_i, 0]} \beta_{g_i} \leq \beta_i \rightarrow 0.$$ 

Let $T > 0$ be a constant whose value we will determine later. By Lemma 4.5, we can find for large $i$ a complete $O(3)$-invariant metric $g'_{i,-T}$ on $M$ such that for $m = 0, \ldots, m_{\text{can}} + 90$

$$|\rho^m(\cdot, -T) \nabla^m (g'_{i,-T} - g_{i,-T})| \leq C_0 \beta_i^*$$

(4.1)

Recall that $C_0$ is a universal constant. Let $\mathcal{M}'_i$ be the Ricci flow spacetime with initial condition $(M, g'_{i,-T})$ on the time-interval $[-T, 0]$. More specifically, we require $\mathcal{M}'_i$ to be 0-complete and satisfy the $\varepsilon'$-canonical neighborhood assumption below some small enough scale for any $\varepsilon' > 0$. The existence of $\mathcal{M}'_i$ is guaranteed by [KL17].

We will now compare $(M, (g_{i,t})_{t \in [-T,0]})$ with $\mathcal{M}'_i$ and express $\mathcal{M}'_i$ as a Ricci-DeTurck flow on the background $(g_{i,t})_{t \in [-T,0]}$, after modification by a family of diffeomorphisms. Unfortunately, both flows may a priori differ significantly far away from $x_i$, so we will only be able to express $\mathcal{M}'_i$ as a Ricci-DeTurck flow in a large parabolic neighborhood around $x_i$.

In the following, we will apply the Strong Stability Theorem [BK17, Theorem 1.7] to compare $(M, (g_{i,t}))$ with the Ricci flow spacetime $\mathcal{M}'_i$. Note that the former can be viewed as a Ricci flow spacetime, as explained in [BK17, sec 5]. Fix some arbitrary number $\delta > 0$ and choose $\varepsilon = \varepsilon(\delta, T, E)$, where $T$ is the constant from this proof. Then we can find a sequence of scales $r_i \rightarrow 0$ such that

$$C_0 \beta_i^* = \varepsilon r_i^{2E}.$$ 

Set (with respect to $g_{i,-T}$)

$$U_i := \{ |\text{Rm}_{g_{i}}|(\cdot, -T) < (\varepsilon r_i)^{-2} \} \subset M.$$
Then on $U_i$

$$|g_{i,-T} - g_{i,-T}^*| \leq C_0 \beta_i^* = \epsilon r_i^{2E} < \epsilon r_i^{2E} (|\text{Rm}_{g_i}|(\cdot, -T) + 1)^E.$$ 

For each $i$ choose $t_i^* \in [-T, 0]$ maximal such that $\mathcal{M}'_i$ restricted to the time-interval $[-T, t_i^*)$ satisfies the $\varepsilon_{\text{can}}$-canonical neighborhood assumption at scales $< 1$. Set $t_i^* := -T$, if no such maximum exists. Note that, since $(M_i, (g_{i,t}))$ is a $\kappa$-solution, it satisfies the $\varepsilon_{\text{can}}$-canonical neighborhood assumption at all scales by definition. So all assumptions of the Strong Stability Theorem hold on the time-interval $[-T, t_i^*)$ for $\phi = \text{id}_U$. By the Strong Stability Theorem, we then obtain for each $i$ a subset $\tilde{U}_i \subset M \times [-T, t_i^*)$ such that $|\text{Rm}_{g_i}| \geq r_i^{-2}$ on $M \times [-T, t_i^*) \setminus \tilde{U}_i$ and a time-preserving diffeomorphism $\hat{\phi}_i : \tilde{U}_i \to \mathcal{M}'_i$ such that

$$h_{i,t} := \hat{\phi}_i^* g_{i,t} - g_{i,t}$$

evolves by Ricci-DeTurck flow on $M \times [-T, t_i^*)$ and such that

$$(4.2) \quad |h_{i,t}| \leq \delta r_i^{2E} (|\text{Rm}_{g_i}| + 1)^E = \frac{\delta C_0}{\varepsilon} \beta_i^* (|\text{Rm}_{g_i}| + 1)^E.$$ 

**Case 1: $t_i^* = 0$ for large $i$.** After passing to a subsequence, $h_{i,t}/\beta_i^*$ converges to a linearized Ricci-DeTurck flow $(\tilde{h}_{\infty,t}, t \in [-T, 0])$ on the background flow $(M\infty, (g_{\infty,t})_{t \leq 0}, x\infty)$, which is uniformly bounded due to (1.2). By standard local parabolic derivative estimates (see for example [BK17, Lemma A.14]) and Arzela-Ascoli, we may assume that the convergence $h_{i,t}/\beta_i^* \to \tilde{h}_{\infty,t}$ is locally smooth on $M\infty \times (-T, 0]$ and is locally $C^{m_{\text{can}} + 80}$ on $M\infty \times [-T, 0]$. Moreover, by (4.1) we have for $m = 0, \ldots, m_{\text{can}} + 80$

$$\rho^m(\cdot, -T) |\nabla^m \tilde{h}_{\infty,-T}| \leq C_0.$$ 

Let $\eta > 0$ be a constant whose value will be determined later and apply Proposition 3.11 assuming that $T$ is large enough depending on $\eta, D, m_{\text{can}}, C_0$. This yields the following decomposition on $B(x\infty, 0, 2D)$

$$\tilde{h}_{\infty,0} = h_0^{\text{rot}} + \nabla^2 f + h_{\infty,0}',$$

where $h_0^{\text{rot}}$ is rotationally symmetric with respect to the standard $O(3)$-action on $(M, g_{\infty,0})$, $f \in C^\infty(B(x\infty, 0, 2D))$ and $||h_{\infty,0}'||_{C^{m_{\text{can}} + 100}(B(x\infty, 0, 2D))} \leq \eta$.

Define the maps $\chi_i : B(x\infty, 0, 2D) \to M\infty$ by $\chi_i(z) := \exp_z (\beta_i^* \cdot \frac{1}{2} \nabla f_z)$. Since $\beta_i^* \to 0$, the restrictions $\chi_i|_{B(x\infty, 0, 1.9D)}$ are diffeomorphisms onto their images for large $i$, which smoothly converge to the identity. Define the metrics

$$g_i^* := \chi_i^* (g_{\infty,0} + \beta_i^* h_0^{\text{rot}}).$$

on $B(x\infty, 0, 1.9D)$. Then, as $i \to \infty$

$$\frac{1}{\beta_i^*} (g_i^* - (g_{\infty,0} + \beta_i^* h_0^{\text{rot}})) = \frac{1}{\beta_i^*} (\chi_i^* g_{\infty,0} - g_{\infty,0}) + \chi_i^* h_0^{\text{rot}} - h_0^{\text{rot}} \to \mathcal{L}_{\frac{1}{2} \nabla f} g_{\infty,0} = \nabla^2 f.$$
It follows that
\[
\frac{1}{\beta_i} (\hat{\phi}_{i,0}^t g_{i,0}^t - g_i^t) = \frac{1}{\beta_i} (\hat{\phi}_{i,0}^t g_{i,0}^t - (g_{\infty,0} + \beta_i^* h_{0,0}^{rot})) - \frac{1}{\beta_i} (\hat{g}_i^t - (g_{\infty,0} + \beta_i^* h_{0,0}^{rot})) = \frac{1}{\beta_i} h_{i,0} - h_{0}^{rot} - \nabla^2 f \to h_i^{t}. \]

So, assuming that \( \eta \) is smaller than some universal constant, we obtain that \( \beta(x_i, 0) \leq \frac{1}{10} \beta_i^* \) for sufficiently large \( i \), in contradiction to our choice of \( x_i \).

**Case 2:** After passing to a subsequence \( t_i^* < 0 \) for all \( i \). Recall that for each \( i \) the flow \( M_i^i \) satisfies the \( \varepsilon_{\text{can}} \)-canonical neighborhood assumption below some positive scale \( r_i^* > 0 \). So by the maximality of \( t_i^* \) and an openness argument, we can find a point \( y_i \in M_{i,t_i^*}^i \) of scale \( \rho(y_i) < 2 \) in the time-\( t_i^* \)-slice that violates the \( \varepsilon_{\text{can}}/2 \)-canonical neighborhood assumption. After rescaling the flow \( M_i^i \) parabolically by \( \rho^{-2}(y_i) \) and applying a time-shift so that the point \( y_i \) is contained in the time-0-slice and has scale 1, we obtain a sequence of singular flows \( M_i^{''} \) on time-intervals of the form \([-T_i^*, 0]\) that satisfy the \( \varepsilon_{\text{can}} \)-canonical neighborhood assumption at scales \( < 2/\rho_i \).

**Case 2a:** After passing to a subsequence, \( T_i^* = \lim_{i \to \infty} T_i^* \) exists. Similarly as in Case 1, we can apply the Strong Stability Theorem to compare the each flow \( M_i^{''} \) with the correspondingly parabolically rescaled and time-shifted flow \((M, (\rho^2_i g_{i,t_i^*} + \rho_i^{-2})_t)_{t \in [-T_i^*, 0]}\). Since (4.1) remains preserved under rescaling and \( \beta_i^* \to 0 \), the Strong Stability Theorem yields that a larger and larger neighborhood of \( y_i \) in \( M_i^{0} \) becomes closer and closer to an open subset in \((M, \rho^2_i g_{i,t_i^*})\) in the \( C^{m_{\text{can}}+80} \)-sense. Since \((M, \rho_i^2 g_{i,t_i^*})\) is a time-slice of a \( \kappa \)-solution, this contradicts the choice of \( y_i \) for large \( i \) via Lemma 4.4.

**Case 2b:** \( T_i^* \to \infty \). In this case we must have \( \lim_{i \to \infty} \rho_i = 0 \). Assuming that \( \varepsilon_{\text{can}} \) is smaller than some universal constant, we can argue as in [Per02, 12.1] to show that, after passing to a subsequence, the pointed flows \((M_i^{''}, y_i)\) smoothly converge to a pointed ancient non-singular flow \((M^{''}_\infty, (g_{\infty,t}^{''})_{t \leq 0}, y_{\infty})\) with non-negative sectional curvature that satisfies the \( 2\varepsilon_{\text{can}} \)-canonical neighborhood assumption at all scales. Therefore \((M^{''}_\infty, (g_{\infty,t}^{''})_{t \leq 0}, y_{\infty})\) is a \( \kappa \)-solution, in contradiction to the choice of \( y_i \) for large \( i \).

### 4.3. Proof of Theorem 1.3

**Proof of Theorem 1.3.** It suffices to consider the case in which \((M, (g_t))_{t \leq 0}\) is not the quotient of a round sphere or a round cylinder. Therefore \( M \) is must be diffeomorphic to \( \mathbb{R}^3, S^3 \) or \( \mathbb{R}P^3 \). By passing to the double cover, the case \( \mathbb{R}P^3 \) can be reduced to the case \( S^3 \). So, we only need to consider the case in which \((M, (g_t))_{t \leq 0}\) is diffeomorphic to \( \mathbb{R}^3 \) or \( S^3 \), but not the shrinking round sphere. By proving the theorem first in the \( \mathbb{R}^3 \)-case, we may moreover assume that the theorem is already true in this case when proving the case \( M \approx S^3 \). Thus Lemma 4.4 will be applicable in both cases.

Define \( \beta : M \times (-\infty, 0] \to \mathbb{R} \) as in Definition 4.2 and let \( \beta, A \) be the constants from Proposition 4.6.
Choose $\beta' \in (0, \overline{\beta}]$. We will show in the following that $\beta \leq \beta'$ on $M \times (-\infty, 0]$. By letting $\beta' \to 0$, this will imply that $\beta \equiv 0$, which implies rotational symmetry by Lemma 4.3.

By Lemma 4.4 there is a sequence $t_i \searrow -\infty$ such that

\begin{equation}
\sup_{M} \beta(\cdot, t_i) \to 0.
\end{equation}

Fix some large $i$ for which $\sup_{M} \beta(\cdot, t_i) \leq \beta'$ and choose $t_i^* \geq t_i$ maximal such that $\beta \leq \beta'$ on $M \times [t_i, t_i^*)$.

If $t_i^* = 0$ for infinitely many $i$, then $\beta \leq \beta'$ everywhere and we are done. So assume that $t_i^* < 0$ for large $i$. In the following we will only consider such indices $i$. By maximal choice of $t_i^*$ and the upper semi-continuity of $\beta$, there is a point $y_i \in M$ such that $\beta(y_i, t_i^*) \geq \beta'/2$.

Next, we argue that

$$t_i^* - t_i < AR^{-1}(y_i, t_i).$$

In fact, if the opposite inequality were true, then we could apply Proposition 4.6 (recall that $\beta' \leq \overline{\beta}$) and conclude that $\beta(y, t_i^*) \leq \beta'/10$, in contradiction to the choice of $y_i$.

Let now $Q_i := R(y_i, t_i^*)$. After passing to a subsequence, we may assume that $T := \lim_{i \to \infty} (t_i^* - t_i)Q_i$ exists and that the pointed and parabolically rescaled flows $(M, (Q_i g_{t_i^*+Q_i^{-1}t_i}y_i)_{t \leq 0})$ converge to a pointed $\kappa$-solution $(M_{\infty}, (g_{\infty, t})_{t \leq 0}, y_{\infty})$. By (4.3) we obtain that $g_{\infty,-T}$ is rotational symmetric. So $g_{\infty,0}$ must be rotational symmetric as well, in contradiction to the choice of $y_i$ for large $i$. \[ \square \]
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