Improving Multi-class Classifier Using Likelihood Ratio Estimation with Regularization
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Abstract—The universal-set naive Bayes classifier (UNB) [1], defined using likelihood ratios (LRs), was proposed to address imbalanced classification problems. However, the LR estimator used in the UNB overestimates LRs for low-frequency data, degrading the classification performance. Our previous study [2] proposed an effective LR estimator even for low-frequency data. This estimator uses regularization to suppress the overestimation, but we did not consider imbalanced data. In this paper, we integrated the estimator with the UNB. Our experiments with imbalanced data showed that our proposed classifier effectively adjusts the classification scores according to the class balance using regularization parameters and improves the classification performance.
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I. INTRODUCTION

Classifying data into appropriate categories is one of the most common problems in machine learning. Naive Bayes classifiers (NBs) are one of the most popular probabilistic classifiers. They are often used due to following advantages: relatively good classification accuracy, high efficiency, and easy implementation. Contrarily, NBs have various drawbacks. Therefore, many researchers have attempted to improve them. One of the drawbacks is that a classical NB cannot classify imbalanced data with sufficient accuracy. In many real-world data, the proportions of classes to which instances belong are imbalanced. In addition, some data have extremely imbalanced class proportions. However, the classical NB is sparsely modeled for minority classes and misclassifies many instances as these classes.

One way to deal with imbalanced data is using complement classes. This avoids uninformative modeling of classifiers and can improve classification performance. As a classifier using complement classes, the universal-set naive Bayes classifier (UNB) [1] was proposed. It is defined as

\[ \hat{c}(y) = \arg \max_{c \in C} \frac{p(c)}{p(\bar{c})} \prod_{k=1}^{n} r(w_k, c), \]

where \( y = \langle w_1, w_2, \ldots, w_k, \ldots, w_n \rangle \) is an instance. \( w_k \) is the \( k \)-th attribute value of \( y \) and is a countable discrete value such as a letter or word. \( c \in C \) is a class, and \( \bar{c} \) is a complement class for \( c \). \( \hat{c}(y) \) is the class to which the classifier predicts \( y \) belongs. \( r(w_k, c) \) is the likelihood ratio (LR). The UNB handles imbalanced data. However, this classifier cannot classify imbalanced data with sufficient accuracy since the LR estimator used in this classifier has problems.

The UNB estimates the two probabilities \( p(w_k | c) \) and \( p(w_k | \bar{c}) \) as the relative frequencies and estimates \( r(w_k, c) \) by taking their ratio. However, our previous study [2] suggested that this estimator overestimates LRs for infrequent events. We explain this problem using LR estimation examples. Let us define the LR \( r(x) \) as

\[ r(x) = \frac{p_{nu}(x)}{p_{de}(x)}. \]

Let us define the estimator \( r_{MLE}(x) \) used by the UNB as

\[ r_{MLE}(x) = \frac{\hat{p}_{nu}(x)}{\hat{p}_{de}(x)}, \quad \hat{p}(x) = \frac{f_{s}(x)}{n_{a}}. \]

\( \ast \in \{de, nu\} \), where “de” and “nu” are indices representing the denominator and numerator of \( r(x) \), respectively. \( f_s(x) \) is the frequency of \( x \) sampled from a probability distribution with density \( p_s(x) \), and \( n_{a} = \sum_{x} f_{s}(x) \). Suppose that the frequencies shown in Table I are given for events \( x_a, x_b, \) and \( x_c \). Focusing on \( x_a \) and \( x_b \), although the frequencies \( f_s(x_a) \) and \( f_s(x_b) \) are different, their estimates are large (both 50). However, the occurrence of \( x_b \) may be a coincidence since \( f_{de}(x_b) \) is the only one. Minority classes rarely contain attribute values \( w_k \)'s, and contained values are infrequent. Therefore, overestimating LRs of infrequent \( w_k \)'s results in unreasonably high classification scores for minority classes. Thus, many instances are misclassified as minority classes. Although the frequency difference between \( f_{nu}(x_b) \) and \( f_{nu}(x_c) \) is one, their estimates are very different (50 and 100, respectively). This fact means that the classification scores of the UNB are unstable for low frequencies. This effect also contributes to classification performance degradation.

| \( x \) | \( n_{de} \) | \( f_{de}(x) \) | \( n_{nu} \) | \( f_{nu}(x) \) | \( r_{MLE}(x) \) | \( \hat{r}(x) \) |
|---|---|---|---|---|---|---|
| \( x_a \) | 10^7 | 2,000 | 10^4 | 100 | 50 | 47.6 |
| \( x_b \) | 10^7 | 20 | 10^4 | 1 | 50 | 8.3 |
| \( x_c \) | 10^7 | 20 | 10^4 | 2 | 100 | 16.7 |
In our previous study [2], we proposed an LR estimator that can mitigate the above problem. This estimator is defined as
\[
\hat{r}(x) = \left( \frac{f_{de}(x)}{n_{de}} + \lambda \right)^{-1} \frac{f_{nu}(x)}{n_{nu}}.
\]
It is derived in an optimization framework for the least-squares problem. \( \lambda \geq 0 \) is a regularization parameter introduced in the optimization. It can avoid the overestimation of LRs depending on the observed frequencies. As shown in Table I, \( \hat{r}(x_a) = 47.6 \) estimated from high frequencies is approximately 50. Whereas, \( \hat{r}(x_b) = 8.3 \) estimated from low frequencies is significantly lower than 50. Moreover, \( \hat{r}(x_c) = 16.7 \) estimated from low frequencies is significantly lower than 100. Therefore, \( \hat{r}(x) \) provides lower (conservative) and stable estimates for low-frequency events.

Therefore, we combine the conservative LR estimator with the UNB. In addition, we prepare different regularization parameters for each class and vary them according to the class balance in the data. We experiment with classifying imbalanced data. The experimental results show that the UNB misclassifies many instances into minority classes. Due to this, the classification performance is sometimes significantly lower than that of the classical NB. Our classifier assigns large parameter values for minority classes to avoid increasing classification scores. As a result, it maintains a sufficient classification performance, even if the training dataset contains an extreme minority class.

### II. RELATED WORK

Many researchers have proposed various methods for imbalanced data classification. These methods can be broadly categorized into data-level approaches and model-level approaches. The most famous data-level approaches are upsampling [3] and downsampling [4]. These sampling methods measure the distance between the input data. They artificially increase or decrease the sample size using the distance. The data-level approaches can be applied to any classifier. However, their utility is limited for data containing discrete values, such as text data. This is because it is difficult to define the distance between the data. As a model-level approach, NBs using complement classes were proposed [1], [5]. Our classifier using complement classes belongs to the model-level approach. NBs using cost-sensitive learning [6] were also proposed in [7], [8]. These NBs introduce different “costs” for misclassification of each class and conduct training and classification to minimize the expected cost. Although setting optimal costs requires expert knowledge, it may be easier to fine-tune the classification performance for each class. It is possible if the regularization parameters are adjusted using such costs for our classifier.

The indirect LR estimation approach, which estimates the probability distributions and takes their ratio, has a considerable estimation error [9]. For this reason, several direct LR estimation methods were proposed to estimate LR without estimating the probability distributions [10]–[12]. However, these methods estimate LRs defined in continuous sample spaces and assume continuous values as sampled elements. Therefore, we modified the basis functions used in the least-squares-based approach called unconstrained least-squares importance fitting (uLSIF) [12]. It can estimate LRs defined in discrete sample spaces [2]. In addition, we proposed an LR estimation method for unobserved N-grams in a training dataset by estimating LRs of individual components of an N-gram and taking their product [13]. Then, we showed the effectiveness of this estimation method in binary classification. This method is inspired by NBs and uses the results of our previous study [2] for LR estimation. In this paper, we apply this method to multi-class classification.

### III. PRELIMINARIES

We describe the UNB [1] and conservative LR estimator [2], which are necessary to introduce our classifier.

**A. Universal-set Naive Bayes Classifier**

Let \( y = \langle w_1, w_2, \ldots, w_n \rangle \) be an instance consisting of discrete values \( w_k \) \((k = 1, 2, \ldots, n)\), such as letters and words. Let \( c \) and \( \bar{c} \) be a class and complement class, respectively. The UNB [1] is the probabilistic classifier using complement classes. For \( p(c \mid y) \) and \( p(\bar{c} \mid y) \),

\[
p(c \mid y) + p(\bar{c} \mid y) = 1
\]

holds. By applying Bayes’ theorem to \( p(c \mid y) \) and \( p(\bar{c} \mid y) \), respectively, we can transform the above equation into

\[
\frac{p(y \mid c)p(c)}{p(y)} + \frac{p(y \mid \bar{c})p(\bar{c})}{p(y)} = 1.
\]

Solving this equation for \( p(y) \), we obtain

\[
p(y) = p(y \mid c)p(c) + p(y \mid \bar{c})p(\bar{c}).
\]

Substituting this into \( p(c \mid y) \), we obtain

\[
p(c \mid y) = \frac{p(y \mid c)p(c)}{p(y)} = \frac{p(y \mid c)p(c)}{p(y \mid c)p(c) + p(y \mid \bar{c})p(\bar{c})} = \frac{1}{1 + \frac{\alpha}{c}}
\]

where \( \alpha \) is

\[
\alpha = \frac{p(y \mid c)p(c)}{p(y \mid \bar{c})p(\bar{c})} = \frac{p(w_1, w_2, \ldots, w_n \mid c)p(c)}{p(w_1, w_2, \ldots, w_n \mid \bar{c})p(\bar{c})}.
\]

\( p(c \mid y) \) is maximized when \( \alpha \) is maximized. We also assume conditional independence between \( w_k \) and \( w_k' \) \((k \neq k')\) under \( c \) and \( \bar{c} \). By this assumption, the UNB is formulated as

\[
\hat{c}(y) = \arg\max_{c \in C} \frac{p(c)}{p(\bar{c})} \prod_{k=1}^{n} r_{\text{MLE}}(w_k, c),
\]

where the LR \( r(w_k, c) \) is estimated as

\[
r_{\text{MLE}}(w_k, c) = \frac{\hat{p}(w_k \mid c)}{\hat{p}(w_k \mid \bar{c})}.
\]

1For comparisons of these NBs with our classifier, see Appendix.
As shown in Eq. (2), this classifier models the probability estimators \( \hat{p}(w_k | c) \) and \( \hat{p}(w_k | c) \) as the relative frequencies and takes their ratio to obtain \( r_{\text{MLE}}(w_k, c) \). This estimation procedure is general and simple, but it often overestimates LRs based on low frequencies. In class-imbalanced classification problems, the frequencies of \( w_k \)'s vary greatly among classes. The frequencies in minority classes are significantly lower than those in other classes. Here, LRs for minority classes become unreasonably high compared to those for the others, misclassifying many instances as minority classes. Therefore, we require a method to suppress the overestimation of LRs.

B. Conservative Estimator for Likelihood Ratios

We describe a problem setup for LR estimation. Let \( D \subset U \) be a set of all \( v \) types of values that a dataset contains. Let \( U \) be a set of all \( v \) types of values that can exist, which is also called a finite alphabet in information theory. Suppose we obtain two samples from the probability distributions with density \( p_{\text{de}}(x) \) and \( p_{\text{nu}}(x) \), respectively:

\[
\{x_i^{\text{de}}\}_{i=1}^{n_{\text{de}}} \overset{\text{i.i.d.}}{\sim} p_{\text{de}}(x) \quad \text{and} \quad \{x_i^{\text{nu}}\}_{i=1}^{n_{\text{nu}}} \overset{\text{i.i.d.}}{\sim} p_{\text{nu}}(x),
\]

where \( x \) refers to a linguistic element such as a letter and word. Following previous studies, we assume that

\[
p_{\text{de}}(x) > 0 \quad \text{for all } x \in D
\]

is satisfied. This assumption allows us to define LRs for all \( x \). In this section, we estimate the LR

\[
r(x) = \frac{p_{\text{nu}}(x)}{p_{\text{de}}(x)}
\]

directly using the two samples \( \{x_i^{\text{de}}\}_{i=1}^{n_{\text{de}}} \) and \( \{x_i^{\text{nu}}\}_{i=1}^{n_{\text{nu}}} \), without estimating the probability distributions.

ULSIF [12] is the direct LR estimation approach based on a least-squares fitting, defines the estimation model \( \hat{r}(x) \) as

\[
\hat{r}(x) = \sum_{i=1}^{b} \beta_i \phi_i(x).
\]

Here \( \beta = (\beta_1, \beta_2, \ldots, \beta_b)^T \) are the parameters learned from the samples, and \( \{\phi_i\}_{i=1}^b \) are non-negative basis functions. The original uLSIF deals with LRs defined on continuous spaces. Therefore, to use the structure of the spaces, it uses basis functions with Gaussian kernels. However, this paper deals with discrete values such as letters and words, and LRs are also defined in discrete spaces. That is, Gaussian kernels are ineffective. Hence, we substitute the basis functions \( \{\delta_i\}_{i=1}^b \):

\[
\delta_i(x) = \begin{cases} 
1 & \text{if } x = x(i), \\
0 & \text{otherwise},
\end{cases}
\]

which were proposed in our previous study [2]. These functions are defined for each value type. \( i \) is an index that specifies the value type. \( x(i) \) indicates the \( i \)-th value of all the \( v \) types of values. Using \( \{\delta_i\}_{i=1}^v \), we can derive simple estimators for LRs on discrete spaces. Here, \( b \) is replaced by \( v \). We substitute Eq. (4) into Eq. (3) to derive \( \beta \) that minimizes the squared error between \( \hat{r}(x) \) and the true LR \( r(x) \). The resulting estimator \( \hat{r}(x) \) for \( x(m) \) (\( m = 1, 2, \ldots, v \)) is

\[
\hat{r}(x(m)) = \left\{ \frac{f_{\text{de}}(x(m)) + 1}{n_{\text{de}}} + \lambda \right\}^{-1} \frac{f_{\text{nu}}(x(m)) + 1}{n_{\text{nu}}},
\]

where \( f_{\text{de}}(x(m)) \) is the frequency of \( x(m) \) sampled from the probability distribution with density \( p_{\text{de}}(x(m)) \), \( * \in \{\text{de}, \text{nu}\} \), and \( n_\ast = \sum x f_\ast(x) \). In the above equation, the regularization parameter \( \lambda (\geq 0) \) gives a lower (conservative) estimate depending on the frequencies.

To ensure that the product of LRs does not become zero or infinity, we use the LR estimator

\[
\hat{r}(x(m)) = \left\{ \frac{f_{\text{de}}(x(m))}{n_{\text{de}}} + \lambda \right\}^{-1} \frac{f_{\text{nu}}(x(m))}{n_{\text{nu}}}
\]

IV. OUR PROPOSED CLASSIFIER

The UNB estimates the probabilities by relative frequencies and takes their ratio to obtain the estimator \( r_{\text{MLE}}(w_k, c) \) in Eq. (2). However, \( r_{\text{MLE}}(w_k, c) \) overestimates LRs based on low frequencies. As mentioned in Section III-A, using this estimator causes many instances to be misclassified as minority classes. To prevent this, we use Eq. (5) for LR estimation. Therefore, our classifier is formulated as

\[
\hat{c}(y) = \arg\max_{c \in C} \frac{p(c)}{p(\hat{c})} \prod_{k=1}^n \hat{r}(w_k, \lambda_c).
\]

It has the regularization parameters \( \lambda = \{\lambda_c \mid c \in C\} \) for each class. The parameters adjust the classification scores for each class according to the class balance. Thus, they prevent many instances from being misclassified as minority classes. For this purpose, \( \hat{r}(w_k, \lambda_c) \) is given the parameter \( \lambda_c \) as an argument for the class \( c \), instead of \( c \) itself.

This section describes how to determine \( \lambda \). Let \( \Theta = \{10^{-9}, 10^{-8}, \ldots, 10^{-1}\} \) be the candidate values that \( \lambda \) takes. We find the combination \( \lambda' = \{\lambda'_c \mid c \in C\} \) that maximizes an evaluation function \( J \) based on the classification results. In an \( M \)-class classification, this optimization problem is formulated as

\[
\lambda' = \arg\max_{\lambda \in \Theta^M} J(\text{MCC}, \lambda),
\]

where MCC is a multi-class classifier with \( \lambda \) as parameters. Here, it is our classifier shown in Eq. (6). Since we deal with imbalanced data, we set the function \( J \) as a macro-averaged F1 score. This score is low if MCC misclassifies many instances as a minority class. Therefore, we use the
regularization parameters to maximize the macro-averaged F1 score. It will yield a good classification performance for each class on average. Note that the total number of possible combinations of parameter values is $9^M$. When the number of classes $M$ is large, it is difficult to search all combinations. To obtain approximate optimal values, we use the Differential Evolution algorithm (DE). It is a well-known optimization algorithm. Based on [14], we set the parameters for the DE as follows:  
- The maximum evolutionary generation $\text{MaxGen} = 50$;
- The population size $\text{NP} = 30$;
- The differential weight $F = 0.8$;
- The crossover probability $\text{CR} = 0.6$.

Note that we set $\text{MaxGen}$ to 50 for efficient computation. We regard a fitness function, which is the objective function of the optimization, as the macro-averaged F1 score. The parameter values $\lambda'$ that maximize the score are regarded as the optimal values. We prepare a validation dataset, consider it an evaluation dataset, and solve classification problems to calculate the score. We explain experimental data in Section V-A.

V. EXPERIMENTS

We classify the occurrence contexts of named entities (NEs; proper nouns such as location names and personal names in a corpus) into six or seven classes and clarify the effectiveness of our classifier. We deal with seven NEs: LOCATION, ORGANIZATION (ORG.), DATE, MONEY, PERSON, PERCENT, and TIME. The contexts are the word 10-grams on the left of NEs. We have three reasons for conducting the experiments. First, while linguistic elements are rich in variety, they are often infrequent. This property allows us to validate the effectiveness of regularization parameters in preventing the overestimation of LRs. Second, the NEs vary significantly in their ease of occurrence. As discussed in Section V-A, the context of ORG. occurs 91,892 times, while the context of TIME occurs only 840 times. Therefore, experimental data are highly imbalanced and suitable for validating the effectiveness of our classifier. Third, the contexts are uniquely determined, allowing quantitative evaluation for classifiers.

A. Experimental Datasets

We created our experimental datasets based on the 1987 edition of the Wall Street Journal Corpus.\(^3\) First, we randomly selected 12,000 articles from the corpus. We divided 10,000, 1,000, and 1,000 articles into training, validation, and evaluation articles, respectively. We then assigned NE tags to the articles using the Stanford named entity recognizer (Stanford NER)\(^4\) [15] and extracted the occurrence contexts (instances). Fig. 1 shows the instances contained in the training articles. As shown in this figure, the context of TIME is extremely infrequent compared to the other contexts. We use the instance sets extracted from the training, validation, and evaluation articles as the training, validation, and evaluation datasets.

B. Experimental Procedure

We experiment with the following procedure. We count frequencies to calculate the classification scores from the training dataset. For our classifier, we tune the regularization parameters $\lambda$ using the validation dataset. We perform classification on all instances in the evaluation dataset. To determine the performance of each classifier, we calculate a macro-averaged recall, precision, F1 score, and micro-averaged accuracy.

C. Comparison Classifiers

We compare the NB, UNB, and our classifier.

NB: We use the classical NB as a baseline. We use Laplace smoothing to estimate $p(w_k | c)$.

UNB: The UNB is defined in Eq. (1) in Section III-A. We correct the relative frequencies of $w_k$ by adding two to the denominator and one to the numerator.\(^5\) The LR estimator of the UNB is equal to the estimator with $\lambda = 0$ in Eq. (5).

Our classifier: Our classifier is defined in Eq. (6) in Section IV. We use the DE to search the regularization parameters $\lambda$ and set different optimal values $\lambda'$ for each class.

D. Experimental Results

This section describes the classification results using the training data shown in Fig. 1 in Section V-A. Table II left

\(^3\)We also can use other optimization algorithms such as the greedy algorithm and local search algorithm.

\(^4\)https://catalog.ldc.upenn.edu/LDC2000T43

\(^5\)https://nlp.stanford.edu/software/CRF-NER.html

\(^6\)The smoothing techniques are commonly used to correct probability estimators. However, if we use the smoothed estimates for LR estimation, resulting LR estimates before and after the correction may differ significantly, which causes overestimation. Therefore, we slightly correct the relative frequencies.

| Class     | $\lambda'$  | Class     | $\lambda'$  |
|-----------|-------------|-----------|-------------|
| LOCATION  | $10^{-6}$   | LOCATION  | $10^{-9}$   |
| ORG.      | $10^{-9}$   | ORG.      | $10^{-9}$   |
| DATE      | $10^{-5}$   | DATE      | $10^{-5}$   |
| MONEY     | $10^{-5}$   | MONEY     | $10^{-5}$   |
| PERSON    | $10^{-4}$   | PERSON    | $10^{-5}$   |
| PERCENT   | $10^{-3}$   | PERCENT   | $10^{-5}$   |
| TIME      | $10^{-3}$   | TIME      | $10^{-3}$   |

Fig. 1: Instances contained in 10,000 training articles.
shows the optimal values $\lambda_c$’s of the regularization parameters used in our classifier. This table and Fig. 1 show that the majority and minority classes are assigned smaller and larger parameter values, respectively. This tendency indicates that our classifier adjusts the regularization parameters according to the class sizes. As shown in Table III, the F1 score and accuracy of the UNB are low, which does not allow for adequate classification. Contrarily, our classifier shows the best F1 score and accuracy, suggesting the effectiveness of regularization parameters. For the detailed analysis of the performance differences between the UNB and our classifier, we show the recall, precision, and F1 scores for each class in Fig. 2. This figure shows that the UNB has a high recall but low precision and F1 score for TIME. For classes except TIME, only precision is high. This result indicates that the UNB misclassifies many instances to TIME. On the other hand, our classifier has low F1 scores for PERCENT and TIME but improved F1 scores for the others. Additionally, it prevents misclassification into the minority classes.

TIME is an extreme minority class. Therefore, we removed the contexts of TIME from the training, validation, and evaluation datasets and then performed a six-class classification using each classifier. Table II right shows the optimal $\lambda_c$’s of the regularization parameters. Although the difference among optimal values is smaller than in that of all classes, there exists a tendency to assign smaller and larger values to the majority and minority classes, respectively. As shown in Table IV, the performance of the UNB increases significantly when TIME is excluded from the classification. However, the F1 score and accuracy are lower than those for the NB, suggesting that the UNB needs improvement. Fig. 3 shows the recall, precision, and F1 scores for each class of the UNB and our classifier. As shown in this figure, there is no significant performance difference between the two classifiers. We compare Figs. 2(b) and 3(b) for our classifier. For PERCENT, the recall and precision are varied widely, however F1 scores are approximately equal. In other classes, there is no significant fluctuation in any indicators. This result suggests that our classifier has the advantage of significantly preserving the classification performance of majority classes, even if some of the classes are extreme minority classes.

**VI. CONCLUSION**

This paper proposed a new classifier by combining the conservative LR estimator with the UNB. This classifier uses the regularization parameters $\lambda_c$ introduced in the LR estimation process to adjust the classification scores according to the class balance. In the experiments using imbalanced data, the UNB overestimated LRs for minority classes. Its performance was lower than that of the NB (the macro-averaged F1: 0.241). Contrarily, our classifier suppressed the overestimation of LRs with $\lambda_c$ and achieved the best performance (the macro-averaged F1: 0.540).

However, as shown in Fig. 2, the F1 scores of the minority classes are low even for our classifier. In actual classification tasks, it is often desirable to improve the classification accuracy for minority classes at the expense of accuracy.
for others. Since our classifier can adjust the classification scores for each class, we can improve the performance of minority classes by changing the search process of \( \lambda \).s. For example, using cost-sensitive learning, we can define high costs for classification failure of minority classes and search \( \lambda \) s to minimize the expected entire cost. The extension of the classifier for practical use, as described above, will be studied in our future works.
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**APPENDIX**

We compare our classifier with the complement naive Bayes classifier (CNB) [5] and negation naive Bayes classifier (NNB) [1], which use complement classes. We conduct the experiments using the procedure described in Section V-B.

**CNB:** The CNB, a well-known classifier using complement classes, is defined as

\[
\hat{c}(y) = \arg \max_{c \in C} p(c) \prod_{k=1}^{n} \frac{1}{p(w_k | \bar{c})}.
\]

We use Laplace smoothing to estimate \( p(w_k | \bar{c}) \). In practical use, \( p(c) \) is ignored and only \( p(w_k | \bar{c}) \) is estimated. Thus, we also include the CNB with \( p(c) = 1 \) in the comparison.

**NNB:** The CNB is a heuristic classifier and cannot be derived from the posterior probability maximization formula. The NNB, which is derived from the formula and uses the complement classes, is defined as

\[
\hat{c}(y) = \arg \max_{c \in C} \frac{1}{1 - p(c)} \prod_{k=1}^{n} \frac{1}{p(w_k | \bar{c})}.
\]

We use Laplace smoothing to estimate \( p(w_k | \bar{c}) \).

Table V shows the classification results for each class. We highlighted the largest and second-largest F1 scores by the symbols \( \clubsuit \) and \( \bullet \), respectively. This table shows that our classifier achieves the largest F1 scores in five of the seven classes and second-largest F1 scores in the other two classes. The CNB and NNB cannot classify any instances to PERCENT or TIME, the minority classes. We set these classes’ precision and F1 scores to zeros since they cannot be calculated. The classifiers excluding the CNB and our classifier have low precision and F1 score for TIME. They misclassify many instances to this class. However, our classifier tends to classify only plausible instances to TIME.
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