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SUMMARY For robust visual tracking, the main challenges of a subspace representation model can be attributed to the difficulty in handling various appearances of the target object. Traditional subspace learning tracking algorithms neglected the discriminative correlation between different multi-view target samples and the effectiveness of sparse subspace learning. For learning a better subspace representation model, we designed a discriminative graph to model both the labeled target samples with various appearances and the updated foreground and background samples, which are selected using an incremental updating scheme. The proposed discriminative graph structure not only can explicitly capture multi-modal intraclass correlations within labeled samples but also can obtain a balance between within-class local manifold and global discriminative information from foreground and background samples. Based on the discriminative graph, we achieved a sparse embedding by using $l_{2,1}$-norm, which is incorporated to select relevant features and learn transformation in a unified framework. In a tracking procedure, the subspace learning is embedded into a Bayesian inference framework using compound motion estimation and a discriminative observation model, which significantly makes localization effective and accurate. Experiments on several videos have demonstrated that the proposed algorithm is robust for dealing with various appearances, especially in dynamically changing and clutter situations, and has better performance than alternatives reported in the recent literature.
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1. Introduction

Visual tracking [1]–[5] has been one of the significant issues in computer vision, as it is of great value in such applications as surveillance, human-computer interaction, traffic monitoring and so on. In visual tracking, accurate tracking of targets in a dynamic environment faces so many challenges such as various appearance changes caused by illumination and scaling, 3D pose variations, partial occlusions and complex background clutter.

Among a variety of tracking algorithms, one popular class is model-based tracking, which ranges from view-based appearance models [6], integration of shape and color [7], 3D models [8], foreground/background models [9], templates with updating [10], kernel-based filters [11], support vector machines [12], subspace learning [13], [14] and local sparse appearance model [15]. These methods usually build or learn a model of the target object first and then use it for visual tracking, so the key problem is how to design or construct a suitable object model, which should be robust to a wide variety of situations.

In fact, the visual tracking problem can be viewed as a two-class image classification problem, that is, it should recognize the tracked target from the similar background samples in tracking procedure. In image recognition, subspace representation can effectively improve both the problem of unclear sparse feature representation and the problem of overfull computation consumption, so it is particularly suitable for a visual tracking environment with realtime requirement [14], [16], [17]. In a two-class classification problem, a linear discriminant analysis (LDA) model had been proved to achieve the discriminative subspace by separating one class from the other. However, LDA has some limitations, such as the rank deficiency of the between-class scatter matrix and the neglect of local manifold structure. So some related work aims to solve these problems by introduce local information into LDA framework [18]–[20], which can be classified as graph embedding techniques by constructing two graphs. For handling various appearances of a target in visual tracking, according to the good performance in preserving the essential characteristics, such supervised graph embedding algorithms should be an effective way to obtain a good subspace model.

In recent years, sparse subspace learning has been proposed [21]–[24], aiming to combine two useful dimensionality reduction techniques: feature selection and subspace learning. As a novel dimensionality reduction technique, sparse subspace learning integrates feature selection and subspace transformation into a unified framework, for example, the row sparsity of the projection matrix can be obtained by $l_2$-norm regularization [21]. For multi-modal target with various appearance changes, more original features should be used before projecting for achieving a more discriminative subspace model. At this time, the row sparsity of the projection matrix can exclude some irrelevant features from the subspace learning process to improve subspace-based tracking.

Furthermore, incremental learning has provided an effective way to tackle the changing target in tracking procedure. Particularly, incremental subspace learning and its variants have become more and more popular and helpful in visual tracking. In fact, the environment is not always constant and sometimes changing drastically. Therefore, incremental subspace learning could be an easy way to capture the various changing appearances, while needing less computation and storage cost. Some previous work [14], [16], [27] had proved that this method could effectively learn the...
various changing appearances using an incremental updating scheme. However, such work neglected the multi-modal information of the target and the efficiency of sparse subspace.

In this paper, we propose a visual tracking algorithm called discriminative graph embedding tracking (DGET) to carry out sparse discriminative feature extraction in the LDA framework. Before tracking, there may be some multi-view labeled object samples (including shape, rotation, illumination, or partial occlusion changes) available. For supervised graph embedding, the natural way to make use of labeled information is to incorporate it into the graph structure by appropriate design. Moreover, inspired by sparse subspace learning, our algorithm can achieve a sparse embedding by using $L_{2,1}$-norm in the LDA framework, which results in selecting relevant features and learning transformation simultaneously. At last, by updating the recent foreground subgraph and the latest background subgraph in tracking process, a reasonable incremental learning mechanism is designed to make the graph model more suitable for robust tracking and better handle drift problem during tracking procedure. The main contributions of our proposed tracking algorithm are summarized as follows:

- A sparse discriminative graph embedding is proposed to capture the multi-modal local information of the target, making the foreground and background samples more discriminative.
- An incremental updating scheme is proposed to make classifying the tracked target from the background samples more effective.
- The subspace learning procedure is well embedded into a Bayesian inference framework, which is implemented by a compound motion model and a discriminative observation model.

This paper is arranged as follows. Section 2 presents the related work, including operating locality preserving projection (LPP) [25] over LDA (which is simply called LPP-over-LDA), sparse subspace learning and tracking based on subspace representation model. The detail of the sparse discriminative graph embedding is described in Sect. 3. Section 4 gives the detail of our visual tracking algorithm. Experiments are shown in Sect. 5, and Sect. 6 is devoted to conclusion.

2. Related Work

In this section, we first introduce two related techniques, LPP-over-LDA framework and sparse subspace learning, used in designing our algorithms. Then, we review some tracking algorithms based on subspace model.

2.1 LPP-over-LDA

In recent years, one kind of supervised graph embedding framework has been proposed by introducing LPP into the LDA framework, which can be simply called LPP-over-LDA. Several typical LPP-over-LDA algorithms are LFDA [18], LDE [19] and LSDA [20], which mainly aim to better preserve both discriminative and local intrinsic information.

In LPP-over-LDA, it aims to construct a between-class graph $\{G_b, W_b\}$ and a within-class graph $\{G_w, W_w\}$. According to Laplacian criteria, the objective functions can be achieved:

$$f_w = \sum_{i,j} (y_i - y_j)^2 \cdot w_{w,ij} = y^T L_w y$$

$$f_b = \sum_{i,j} (y_i - y_j)^2 \cdot w_{b,ij} = y^T L_b y$$

where $y = [y_1, \cdots, y_m]$ is the low-dimensional subspace, $w_{w,ij}$ and $w_{b,ij}$ are the element of weight matrix $W_w$ and $W_b$. $L_w$ and $L_b$ are the graph Laplacians of $G_w$ and $G_b$.

LPP-over-LDA aims to maximize the between-class distances while keeping the within-class compactness at a constraint. Applying the idea of Fisher’s criteria, and suppose $y = X^TA$. So the objective function can be obtained as:

$$\min \frac{f_w}{f_b} = \min \frac{y^T L_w y}{y^T L_b y} = \min \frac{A^T X L_w X^T A}{A^T X L_b X^T A}$$

So $A$ can be achieved by:

$$X L_w X^T A = \lambda X L_b X^T A$$

LPP-over-LDA has been demonstrated to work well in supervised image recognition tasks, because the local manifold structures and the global discriminative information are considered simultaneously. However, the graphs of the existing LPP-over-LDA methods are too simple, may not be suitable for multi-view image recognition tasks. We design a novel supervised graph structure to overcome this problem.

2.2 Sparse Subspace Learning

In recent years, sparse subspace learning has been proposed and demonstrated to be effective in image recognition and data analysis. Cai et al. presented sparse subspace learning (SSL) [22], which introduces $l_1$-norm regularization into every single column of the projection. However, each column of the transformation matrix is optimized one by one and their sparsity patterns are independent. Masaeli et al. provided linear discriminant feature selection (LDFS) [24], which modifies LDA with $l_{\infty}$-norm regularization. However, it needs expensive computation cost. Gu et al. proposed a framework for combining feature selection and subspace learning (FSSL) [21] and applied $L_{2,1}$-norm on the subspace projection. The objective function of FSSL is shown as follows:

$$\min_A tr(A^T X L X^T A) + \mu ||A||_{2,1}
\text{s.t. } A^T X D X^T A = I$$
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In visual tracking, the target would show various appearances, due to changing illumination, partial occlusion, and so on. In such situations, it is necessary to use the intra-class information to discover the multi-modal information, and appropriate between-class structure to construct a suitable graph.

In this paper, we develop a discriminative graph structure, which aims to make the sub-clusters of the target close to each other and keep the nearby foreground and background samples more discriminative. The details of the graph structure are shown as follows.

Given three datasets \( \{ F_s, F_d, B_d \} \), the initial foreground dataset \( F_s \), the dynamic foreground dataset \( F_d \) and the dynamic background dataset \( B_d \). Before tracking, \( F_d \) and \( B_d \) are both empty. We only can apply the \( F_s \), which is multi-modal, to learn the initial subspace. When tracking, we use incremental updating scheme to construct \( F_d \) and \( B_d \), which can be better deal with the current complex situation in tracking, except for some special occasions (e.g. the abrupt reverse change of background and target). The topology structures of discriminative graphs are modeled as a between-class graph \( \{ G_b, W_b \} \) and a within-class graph \( \{ G_w, W_w \} \) depicted in the following.

- Construct the within-class graph \( \{ G_w, W_w \} \)
  As shown above, the points of \( F_s \) can be classified into several sub-clusters according to the intraclass information. Suppose that the object contains \( \gamma \) sub-clusters \( S = \{ S_1, \cdots, S_\gamma \} \). In Fig. 1(a), images of the object belonging to different modalities (sub-clusters) are represented by different colors. The intuition is that we should connect points within one sub-cluster together while keeping the ones between different sub-clusters near to each other. Firstly, for each \( x_j \), an edge is added between \( x_i \) and \( x_j \), if \( x_i \) is one of \( x_j \)'s \( k \) nearest neighbors, and they belong to one sub-cluster. For each pair of sub-clusters (\( (S_i, S_j), j \neq k \)), we add a constrained link between the nearest pair of points from the two sub-clusters. The result graph is shown in Fig. 1.

When \( F_d \) contains samples, we can make use of these two foreground datasets to construct our within-class graph. To preserve more local information, we apply the \( k \)-nearest neighbor method to link the points within \( F_d \), which can help handle drift problem, as the samples achieved frames before and after show a high similarity. Meanwhile, the initial foreground dataset \( F_s \) is still useful in the tracking process. But \( F_d \) should be paid heavily dependance in tracking process. So we add constrained links between \( F_d \) and sub-clusters of \( F_s \), and clear away the constraints between sub-clusters of \( F_s \).

Besides, as the samples of \( B_d \) are collected around the foreground target, \( B_d \) also shows multi-modal structure. Therefore, we use the method, which is applied to \( F_s \), to construct the within-class graph of \( B_d \), shown in Fig. 2.

- Construct the between-class graph \( \{ G_b, W_b \} \)
  Unlike \( F_s \) which is constructed on a multi-modal train-
Fig. 1  The adjacency within-class graph. (a) The points of the different colors belong to different sub-clusters, according to the various appearances. (b) We set \( k = 2 \) in nearest neighbor searching to preserve the local structure. (c) We then connect these sub-clusters using constrained links. Therefore, it can well preserve the local geometrical structure of the data.

Fig. 2  The adjacency within-class and between-class graph. (a) To preserve the local intrinsic structure, \( k \)-nearest neighbor method is used within \( \mathcal{F}_d \) and \( \mathcal{B}_d \) \((k = 2)\). (b) More utilize the initial samples to handle the drift problem in tracking, we apply constrained link between \( \mathcal{F}_d \) and sub-clusters of \( \mathcal{F}_s \). To preserve the multi-modal information of background samples, we add constraints between its each sub-clusters. (c) To achieve a better and more discriminative subspace, we should separate foreground and background samples far away. Here, we set the default number as 3.

3.2 Sparse Embedding on Discriminative Graphs

After the discriminative graph is constructed, we can directly obtain the discriminative subspace. In the beginning, we apply LPP to initialize the multi-view low-dimensional subspace as we only achieve the labeled samples. When tracking, we obtain foreground and background samples, then use Eq. (3) to learn the discriminative low-dimensional subspace for tracking. Inspired by sparse subspace learning framework, the transformation matrix \( A \) which satisfies \( y = X^T A \) should hold the sparse property for dimensionality reduction. A possible way is to find \( A \) which can best fit the low-dimensional feature \( y \) in the least squares sense:

\[
\min \| y - X^T A \|_2^2
\]

If only a few elements of \( A \) are nonzero, then the learned subspace can preserve more important information. In order to make \( A \) sparse, \( L_{2,1} \) regularization term is added, and it can make the transformation matrix row sparse, which results in feature selection. The \( L_{2,1} \)-norm is defined as

\[
\| A \|_{2,1} = \sum_{i=1}^{n} \sqrt{\sum_{j=1}^{p} (|A|_{ij})^2}.
\]

Therefore, we obtain the final objective function as follows:
Algorithm 1: Sparse Embedding on Discriminative Graphs

Step 1: Construct the Discriminative Graph Structure
Step 2: Alternative Optimization

Initializing: \( \Delta_0 = I, t = 0, \sigma, \sigma; \)

repeat
Compute \( y_{i+1} \) using Eq. (11)
Update \( A_{i+1} \) using Eq. (8)
\( t = t + 1; \)
until convergence

Step 3: Subspace Embedding

\[
\min(y^TL_wy + \sigma \| y - X^T A \|^2_2 + \sigma \| A \|^2_{2,1})
\]
\[\text{s.t.} \quad y^T L_h y = I \] (7)

where \( \sigma \) and \( \sigma \) are two balance parameters.

We define \( \mathcal{F} = y^T L_w y + \sigma \| y - X^T A \|^2_2 + \sigma \| A \|^2_{2,1} \). By differentiating \( \mathcal{F} \) with respect to \( A \) and setting it to zero, we achieve:

\( A = (XX^T + \sigma \Delta / \sigma)^{-1} Xy = \Psi y \) (8)

where \( \Delta \) is a diagonal matrix whose \( i \)-th diagonal element \( \Delta_{ii} = (\| \alpha_i \|_2^2) \) if \( \alpha_i \neq 0 \). \( \alpha_i \) is the \( i \)-th row vector of \( A \).

By substituting Eq. (8) into \( \mathcal{F} \), we get:

\[
\mathcal{F} = y^T L_w y + \sigma \| y - X^T A \|^2_2 + \sigma \| A \|^2_{2,1} = y^T L_w y + \sigma (A^T XX^T A - 2A^T X y + y^T y) + \sigma A^T \Delta A \\
= y^T L_w y + \sigma (\Psi^T XX^T \Psi - 2\Psi^T X + I) + \sigma \Psi^T \Delta \Psi y \\
= y^T L_w y + \sigma (\Psi^T XX^T \Psi - 2\Psi^T X + I) + \sigma \Psi^T \Delta \Psi y \\
\text{and Eq. (7) can be represented as}
\]

\[
\min y^T L y \\
\text{s.t.} \quad y^T L_h y = I \] (10)

According to the Lagrangian method, the optimization problem can be solved by computing the following generalize eigenvector problem:

\[
Ly = \lambda L_h y \] (11)

In summary, the sparse subspace can be achieved in an alternative way, shown in the Algorithm 1.

4. Proposed Tracking Algorithm

4.1 Framework of Algorithm

Bayesian framework has provided a robust and effective framework in many tracking algorithms [14], [16], [27]. We introduce our sparse discriminative graph embedding into Bayesian framework to learn a flexible and effective tracking algorithm. The goal is to find the best configuration of the target with a given observation.

Let \( c_i = (x_i, y_i) \) be the coordinates of the center of the detection window with width \( w_i \), height \( h_i \) and scale \( s_i \) for the face in frame \( t \). \( X_t = \{c_i, h_i, w_i, s_i\} \) is the state at time \( t \), and \( I_{t,t} \) is the observation up to time \( t \). The Bayesian tracking framework is then shown as follows:

\[
p(X_t | I_{1:t}) \propto p(I_t | X_t) \\
p(X_t | X_{t-1})p(X_{t-1} | I_{1:t-1})dX_{t-1} \]

(12)

where \( p(I_t | X_t) \) denotes the observation model that measures how much the target and observation at the proposed state coincide, and \( p(X_t | X_{t-1}) \) represents the motion model that proposes the next state \( X_t \) based on the previous state.

In the following, we will describe the compound motion model and discriminative observation model.

4.1.1 Compound Motion Model

In Eq. (12), the combined dynamic model \( p(X_t | X_{t-1}) \) describes the temporal correlation of the target states between consecutive frames. We can deploy the affine transformation to define motion model, that is, \( p(X_t | X_{t-1}) = N(X_t, X_{t-1}, \Sigma) \), where \( \Sigma \) is a diagonal covariance matrix whose elements are the variances of the \( x \), \( y \) position, height, width and scale of the object. The general case only defines one motion model, which is named as without estimation motion model in this paper.

In tracking process, the motion of the target can mainly be smoothly or drastically changing. In VTD, Kwon et al. separated the motion model into a combination of two basic motion models [16]. One is the smooth model, which aims to simulate the smaller motion changing. The other is the drastic model, which represents the abrupt motion. However, two motion models are a little simple in a complex environment, where the target may change in many motions. Therefore, in our algorithm, we update and combine the two basic motion models as:

\[
p(X_t | X_{t-1}) = \omega p_s(X_t | X_{t-1}) + (1 - \omega)p_a(X_t | X_{t-1}) \]

(13)

where \( \omega \in [0, 1] \) is the balance parameter. \( p_s(X_t | X_{t-1}) \) and \( p_a(X_t | X_{t-1}) \) describe two basic types of motions made by a Gaussian perturbation with a different variance. This case is referred as with estimation motion model in this paper. This practice can prevent from heavily depending on one model (smooth \( p_s(X_t | X_{t-1}) \) or abrupt \( p_a(X_t | X_{t-1}) \)). And it can deal with multiple motions by changing the balance parameter \( \omega \).

4.1.2 Discriminative Observation Model

The observation model is a basic issue in tracking algorithms based on Bayesian framework. Many subspace learning algorithms [14], [27] have been embedded into the Bayesian framework to evaluate the observation model. In
our algorithm, we also introduce our sparse discriminative graph embedding into the Bayesian framework to achieve a discriminative observation model.

Consider an image patch $I_t$ predicted by $X_t$, and $I_t$ was generated from a subspace of the target spanned by $A$ and centered at $\bar{\phi}$. The probability of a sample being generated from this subspace is inversely proportional to the distance from the sample to the reference point of the subspace. The probability can be computed by [14]:

$$p(I_t | X_t) = N(I_t; \bar{\phi}, AA^T + \epsilon I) \quad (14)$$

The discriminative observation model should be updated real-time to adapt to the changing target. How to update this model attributes to our incremental updating scheme in our graph. Next part, we will introduce the incremental updating scheme.

4.2 Incremental Updating

In most tracking tasks, it is necessary to cope with the changing of both the foreground and background. Therefore, it is important to update the graph structure to make it more suitable for the current situation. We apply a local manifold criterion for updating foreground samples, and a Heuristic criterion for selecting background samples.

To keep the within-class graph of the foreground data set more compact, a local manifold criterion is introduced to remove the sample most irrelevant to the foreground data set, whose size is limited to $n$. If the size is larger than $n$, when a new foreground sample comes, we first apply k-nearest neighbor method to find the intrinsic structure of the foreground data set. Then, we search and delete the point, which has the fewest degree in the graph. This practice not only can make the foreground samples more compact during tracking as it could help preserve the intrinsic feature of the foreground target, but also can handle the drift problem in the beginning, since the drift has different intrinsic feature with other foreground samples. If more than one point has the same degree, the earliest one would be removed, and this is simply called time-forget-factor, which is similar to the scheme in IVT. This practice can remove the effectiveness of the older ones, as generally the older ones contribute less to the current target and more irrelevant to the current one.

Besides, as depicted in [27], if the background sample lies too far from the foreground target, then it may be of no use to achieve a discriminative subspace. On the other hand, if the background sample lies too close to the foreground target, it may lie partly in the the foreground data set. Then the estimated foreground target is pushed away from its true place. So we first apply the heuristic selection method [27] to choose the background samples. In subspace, let $D_f$ is the distance between background candidate and the center of foreground sample set, and $D_b$ is the distance between background candidate and the center of background sample set. We define two thresholds $T_f$ and $T_b$, which are dynamic according to the required number of background samples.

| Algorithm 2: Tracking Algorithm |
|--------------------------------|
| **Input:** The state information $X_t = [x_t, h_t, w_t, s_t]$ and the learned subspaces $O_t = \{A_t, \bar{\phi}_t\}$ of frame $t$ |
| 1. **Compound Motion Model** |
| $p(X_t | X_{t-1}) = \omega p_f(X_t | X_{t-1}) + (1 - \omega)p_o(X_t | X_{t-1})$ |
| $\omega$ is chosen as $[0, 0.5, 1]$, resulting in three motion models. |
| 2. **Discriminative Observation Model** |
| $p(I_t | X_t) = N(I_t; \bar{\phi}, AA^T + \epsilon I)$ |
| 3. **State Estimation** |
| $p(X_t | T_{t-1}) \propto p(T_{t-1})p(X_t | X_{t-1})p(X_{t-1} | T_{t-1})dX_{t-1}$ |
| 4. **Incrementally Update foreground and background** |
| 5. **Update Discriminative Subspace** |
| **Output:** $X_{t+1}, O_{t+1} = \{\alpha, \lambda\}$ |

The criterion of evaluating background samples is shown as follows:

$$D_f < T_f \quad \text{and} \quad D_b < T_b \quad (15)$$

Second, we just select the background samples, which are the latest ones. This practice can make sure that the background samples are heavily depend on the current foreground target.

After updating the foreground and background data set, the graph structure can be reconstructed to learn a new discriminative observation model for tracking. In our paper, the strategy taken in [14] is adopted to incrementally learn the eigenbasis when new samples arrive.

4.3 Summary of Algorithm

A summary of the sparse discriminative graph embedding tracking algorithm is described in Algorithm 2. And a diagram of the proposed algorithm is depicted in Fig. 3.

**Fig. 3** Diagram of the proposed tracking algorithm.
5. Experimental Results

In the section, we conduct several experiments to demonstrate the effectiveness of our algorithms. At the beginning, we manually initialize the related parameters. Also we collect several samples for constructing the static foreground graph. In the experiments, we choose ten target images consisting of several appearances. Several representative video sequences are used in our experiments, and they are Dudek† and David†, faceocc2††, woman††† and singer††††. Table 1 shows the characteristics of these sequences.

We first test the importance of motion estimation model. Then, we compare our proposed tracking algorithm with several subspace based tracking algorithms, which are IVT, GT and superpixel tracking (ST) [30] and LCG [28]. In order to achieve the optimal subspace, LCG need enough training set with various appearance before tracking. Because of including background samples and using incremental updating scheme, DGET only need a small training set before tracking. For fair comparison, we use a similar small sample set (three samples in each sub-cluster) for DGET and LCG in experiments. The mean ratio of a target center’s offset over the triangle area defined by two eyes and mouth is used to measure the performance.

In the first section, we test our proposed algorithm with and without motion estimation model. So we use David sequence, which contains a rapidly moving object. As shown in Fig. 4, we can see clearly the algorithm with the motion estimation can work well in frame 32, while the algorithm without motion model cannot handle the rapid motion of the object.

### Table 1 The challenges of the experimental sequences.

| Sequence | 3D Pose | Illumination | Occlusion | Scaling |
|----------|---------|--------------|-----------|---------|
| Dudek    | large   | small        | none      | small   |
| David    | large   | large        | small     | small   |
| faceocc2 | none    | middle       | large     | none    |

Fig. 4 Tracking results on David sequence of our algorithm, (a) shows the results without motion model, (b) shows the results with motion model.

In this face tracking section, we compare DGET, GT, IVT, ST and LCG on two face sequences. We show center error of 5 algorithms on Dudek sequence in Fig. 5. Comparative results for selected frames are presented in Fig. 6, 7 and 8.

From the results, we get the following conclusions:

- IVT applies PCA to achieve the subspace which is updated online. With the number of the targets slowly increases, the eigenbasis may be optimized or not, as the added one can be exact-located and can be also false-located. Though bringing in the forgetting factor, IVT may abandon the good targets while adding bad ones. Besides, IVT can successfully capture the smooth changes of appearance, while it fails to effectively adapt to the abrupt changes and would enlarge this error tracking, such as David sequence (Fig. 8(b)). Meanwhile, IVT cannot work well in partial occlusion, such as faceocc2 sequence (Fig. 7(b)).
- GT introduces a motion estimation, which can better
Fig. 6  Comparative tracking results of (a) GT, (b) IVT, (c) ST, (d) LCG and (e) DGET on Dudek sequence at frame #54, #280, #394, #464, #512, #573.

Fig. 7  Comparative tracking results of (a) GT, (b) IVT, (c) ST, (d) LCG and (e) DGET on faceocc2 sequence at frame #51, #144, #423, #479, #501, #551.

adapt to abrupt changes in both appearance and illumination from a more complex situation. However, when the target is located with minor mistakes and benchmark of the next frame, the error will be enlarged. As GT aims to keeping within-class compactness, so the current target will be most falsely located when comparing with former error target.

- ST is provided recently which is based on Mean shift. It needs a larger cost of computation and storage when tracking for a relative long time. ST needs to generate the super-pixel regions in each tracking. Generally, it would take more than 20 minutes to tracking a 200-
Both of DGET and LCG combine the targets with a great variability to construct a stable subspace which uncovers the intrinsic multi-modal structure, so they have a high self-adaptation to states transformation. But there is three differences between DGET and LCG. First, DGET includes background samples in graph structure, and obtains subspace in the LDA framework, so it can recognize the target much better. Second, the subspace model of DGET is optimized by sparse representation, so it can select important features for recognizing the target sample. Besides, DGET uses an incremental updating scheme for foreground and background samples, so it need less training samples before tracking and can handle the drifting much better.

Our DGET can work better than IVT as DGET mainly introduces a compound motion model to well adapt to changing appearance. DGET can work better than LCG as DGET includes background samples in graph structure, and obtains subspace in the LDA framework. Besides, DGET performs better than GT as DGET introduces the sparse representation into the graph structure, which can better deal with the occluded situation.

From the above face tracking results, we can find that DGET can track the target much better and achieve a more exact location than benchmarks. It is necessary to point out that DGET need some labeled samples with various appearances before tracking process. This condition could be difficult to meet at some time. In addition, tracking algorithms based on graph embedding, including DGET, generally cannot outperform other types of tracking algorithm (e.g. ST) in non-face tracking, perhaps because manifold structure of non-face target is unsuitable to be simulated by nearest neighbor graph. How to overcome these limitations still need further research.

6. Conclusion

For visual tracking, because the proposed discriminative graph can model the evolving processing of the target variation, our algorithm can obtain a good subspace mapping efficiently. Furthermore, our algorithm can improve the sparse feature representation problem by a natural combination of graph embedding and sparse subspace learning, so it can obtain an optimal subspace model. With the help of incremental learning and Bayesian based tracking framework, our algorithm can also effectively handle the drift problem. Thus our algorithm is adaptive, accurate, and robust. Our experiments demonstrate the effectiveness of the proposed tracker in various environments where the targets undergo large pose and lighting changes.

In the future, we aim to design a more sophisticated updating strategy for incremental graph learning, which uses less labeled samples, if possible just one known sample.
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