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Abstract. Currently, the dynamic website has increased with more than thousands of documents associated to a category topic available. Most of the website documents are unstructured and not in an arranged method and thereby the user suffer to obtain the related documents. A more helpful and efficiency technique by combining document clustering with ranking, where document clustering can collection the similar documents in one category and document ranking can be carried out to each cluster for selecting the best documents in the initial categorization. Besides the specific clustering technique, the different types of term weighting functions implemented to select the features that it represents website document is a chief part in clustering mission. Moreover, document clustering indicates to unsupervised categorization of text documents into clusters in such a method that the text documents in a specific cluster are similar. Therefore, this study proposed a new technique combined chi-square with k-means for clustering the website documents. Furthermore, this study implements information gain and chi-square combined with k-means for document clustering. It helps the user to obtain the whole related documents in one cluster. For experimental objective, it has selected the BBC sport and BBC news datasets to show the superiority of the proposed technique. The experimental findings show that the chi-square with combined with k-means clustering improves the performance of document clustering.
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1. Introduction

Nowadays, with the growth development in technology, it allows to accumulate huge quantities of data of variant types. Text mining displayed as an area concerned with the extraction of valued information from raw data. Text mining methods have been implemented to resolve a huge range of real-world challenges [1]. Clustering can be defined as an unsupervised text mining technique where the tags of data topics are unidentified [2]. Document clustering is commonly defined as the process of grouping unstructured document into one or more cluster depend on the relationship among the contents [3]. Moreover, the task of the clustering technique to recognize the categorization of data topics under investigation. Furthermore, one of the best original techniques is grouping documents into different clusters according to the similarity among them [4]. For the text mining, this mission is called as clustering and is considered as the most significant and valuable fundamental for investigating large amounts of data [5]. It also defined as the result heterogeneous
collections of data utilizing some difference condition [6]. Document clustering has played a vital role in several areas such as information retrieval [7]. The problem can be expressed by given a group of documents that it is required to split them into several clusters like documents in the same set are more related to each other than to documents in other sets. Currently, the feature selection techniques concept of process is computed and rank for each feature term utilizing statistical knowledge depends on sorting the feature terms, then it select particular feature that rank is maximum to final performance document feature [8]. Some well-known techniques are expected cross entropy (ECE), document frequency (DF), information gain (IG) and chi-square statistic. These techniques is extremely suitable to reduce the feature distance without the loss of categorization performance.

In the context of implementation, the document clustering can be classified into three chief stages:

- Document preprocessing stage: where the tokenization, stop words and non-meaningful words are eliminated.
- Features selection stage: Two different techniques have been applied to find the related features are selected from the original text document. These features input into training step.
- Document clustering stage: K-means technique has applied to cluster the text into one or more categories and to divide text documents into different categories.

A main difficulty of document clustering is the scope of the original text. To solve this problem, feature selection techniques are used to eliminate terminated and unrelated features and choose the best distinct features.

In this study, it presents an enhanced technique of document frequency feature selection technique to decrease the high-dimension of features as well as to produce a better clustering performance using k-means technique. Then, it compares with information gain technique with k-means technique on BBC sport and BBC news datasets.

The rest of the paper is prepared as surveys: the second section presents a review of related work in document clustering. Then, document preprocessing are introduced in the third section. In section four, information gain for feature selection are introduced. The document frequency using chi-square technique for feature selection technique is described in section five. In section six the k-means clustering technique is utilized to cluster the text documents. While, seven sections experimental results are introduced. Finally, it will obtain particular conclusions.

2. Related Work

Clustering techniques in related works have been classified according to variant criteria like the kind of input data, similarity measure functions, the environment of produced cluster and clustering scheme [9]. Firstly, input data in the clustering techniques are classified into three collections of numerical, classical, and merged clustering [10]. Secondly, similarity functions different similarity measures can be used for each of the input data kinds like k-means clustering technique utilizes the Euclidean similarity distance also recognized as the L2 norm for computing the similarity scores among different data clusters [11]. Thirdly, created clusters the clustering techniques can be classified into two classes of Limited (Non-overlapping) and overlapping techniques [12]. In limited clustering the text documents can only belong to one of the determined separate clusters while in overlapping clustering technique the text documents can belong to one or more clusters [13]. The kind of created clusters must not be disordered with the association function style, firm such as crisp and soft such as fuzzy clustering [14]. In firm clustering techniques, one text document that is used the binary membership $[0,1]$ whereas 1 is to belong and 0 is not belong to a while in soft clustering techniques one text document should belong to a cluster with some grade of membership between 0 and 1 [15].

In the same context, clustering techniques do not require to train set. These techniques do not assign any predetermined tag to each and all cluster [16]. That is, document clustering are a group of topics and discover to know the connection among the topics. Text clustering techniques can be broadly classified into seven categories as follows [17]:

- Hierarchical techniques
- Density-based techniques
- Grid-based techniques
- Partitioned techniques
- Model-based techniques
- Common pattern-based clustering
- Limitation-based clustering

For hierarchical techniques, the technique generates a nested group of clusters, which are arranged as a specific tree like agglomerative techniques [18]. Agglomerative techniques is initially treated every topic as a separate cluster as well as successively mix the two of clusters, which are nearby to another for creating new clusters till whole of the clusters can mix into one partition [19]. For density-based techniques set the features topics with random forms. Document clustering have achieved with respect to a density (number of topics) [20]. Grid-based techniques use multi-density grid construction to group the features topics. The pros of this technique is its speed in handling time [21]. For partitioned techniques, it generates a group of feature non-overlapping clusters like every feature topic may collect in one subgroup. Thereby, selecting a score for the desired amount of clusters to be created like K-means clustering and different of K-means techniques [22]. Model-based techniques utilize a set for every cluster and accomplish the suitable of the feature to the specified set. As well as they are also used to automatically accomplish the amount of clusters [23]. Common pattern-based utilizes sets are selected from subgroups of dimensions in order to cluster the feature topics [24]. Finally, constraint-based techniques realize clustering based on user-given. Users’ constraints on clustering like users’ requirements or properties of the clustering findings. They are difficult in a completely unsupervised learning. This attributed to the absence of a well-defined method to guess the class of clustering findings [25].

This study chi-square with k-means is used to enhance the performance for clustering documents by relying on specific terms to cluster document into one or more class. The hybrid technique is decreased the irrelevant features via using different pre-processing techniques and reduced the computations complexity via combined the chi-square with k-means.

3. Systematic scheme methodology:
The systematic scheme can be divided into four chief phrases like document preparing, feature selection, document clustering and performance evaluation as displayed in Figure 1.

![Figure 1. The phrases of systematic approach.](image)

3.1. Document preparing:
Document preparing involves of document input, term tokenization, stop words and non-meaningful words are removed. Then after the split and filter document, the high-dimension of the term feature vector can be meaningfully decreased, and then the processing task required in the detection phase can be reduced significantly.
Five methods for document preparing:
1. Term Tokenization
2. Removing common terms: stop words
3. Term Normalization
4. Stemming and Bright Stemming
5. Text Document Representation

Term tokenization: It can be defined as the task of cutting it up into segments that is named tokenization. Moreover, it may be to remove the particular symbols like punctuation [26]. As well as a token can be defined as a case of a series of symbols in certain text document that are collected together as a benefit semantic unit for handling. This type of the whole tokens involving the similar symbol series. A term is a kind that is contained in the information retrieve approach.

Removing common terms: Stop terms are public terms that should occur to be of slight value in the selection documents corresponding a user require are omitted from the vocabulary completely [27]. The common strategy for defining a stop term list is to index the terms by group frequency and then to income the best frequent words, frequently manual clarified for their semantic satisfied related to the field of the documents being sorted like stop word database, the memberships of that are then rejected via indexing process.

Term Normalization: As term parameters have of variable size and measures, thereby it is a principle that was measured the term parameters in order to be comparable [28]. Term measuring can be achieved by normalizing the term parameters that is naturally achieved on the self-governing parameters. Term normalization measures every term parameter into a domain of 0 and 1 as displayed in equation (1) as follows:

\[
X^\text{Normalization}_i = \frac{X_i - \text{Smallest}_j}{\text{Biggest}_j - \text{Smallest}_j}
\]

Where \(X_i\) indicates to the normalized value, denotes to the value of importance, denotes to the smallest value and \(X_j\) indicates the biggest value. Then being measured, the smallest value should be 0 and the maximum value should be 1, while whole other values should become in among the intervals [0, 1].

Stemming and Bright Stemming: It can be defined as the task of eliminating prefixes and suffixes from terms and it was also used decreasing transformed terms to their stem [29]. Thereby, the stem requirement is not be determined to the creative morphological origin of the term and it is typically returned to map terms to the same stem. This task is utilized to decrease the amount of terms in the vector space model and enhance the performance evaluation of the clustering technique when the variant formulas of terms are stemmed into a particular term. “play”, “plays”, “played”, and “playing” is an example that obeyed to the stem. The group of terms is conflated into a single term by the elimination of the variant suffixes -s, -ed, and -ing to obtain the unique term. This paper used the standard Porter Stemming method for finding the root terms in the text document.

The chief objective for utilizing bright stemming is that several terms different do not have similar semantics. Nevertheless; these terms different are created from the same root [30]. Thereby, stem extraction methods impact on the meanings of terms. Moreover, bright stemming by assessment goals to improve the document clustering performance whereas retaining back the terms senses. It eliminates particular distinct prefixes and suffixes from the term rather than extracting the unique stem.

Text Document Representation: it represents of a set of text documents to vectors in a public vector space is displayed as the vector space model (VSM) as well as it is a vital task of information retrieval techniques reaching from counting text documents on an enquiry and clustering [31]. An essential stage is the sight of enquiries as vectors in the similar vector space and as the document group [32]. In SVM, the contents of a text document are indicated by a multi-dimensional space vector. The correct categories of the specified vector are identified by comparing the spaces among vectors. The process of the VSM can be classified into three steps: firstly, document indexing is sort the document whereas the best related terms are extracted. Secondly, identifying the weights related to sort terms to enhance the retrieval
related to the researcher. Finally, classifying the text document with a particular scale of relationship. The best public VSM adopts that the substances are vectors in the high-dimensional term space. A public method is the bag-of-words (BOW) of documents. The similarity score function is typically depend on the space among the vectors in particular metric that is used in VSM. Each text document can represent as vector space, \( V(d) = \{(t_1,w_1),(t_2,w_2),\ldots,(t_n,w_n)\} \). \( t_i \) can be defined as the term \( i \) in text document \( d \), \( w_i \) can be defined as the weight of \( t_i \) in text document \( d \). The score of \( w_i \) can become 0 or 1 as shown in equation (2) as follows:

\[
\begin{align*}
    w_{ij} &= \begin{cases} 
        1 & \text{if } t_i \in d_j \\
        0 & \text{otherwise}
    \end{cases} 
\end{align*}
\]

In this situation, clustering technique cannot be completed efficiently and competently. Document indexing consists selecting an appropriate group of terms depend on the whole corpus of text documents, and assigning weights to these terms for each specified text document, thereby transmuting each text document into a vector of term weights. This weight is generally connected to the frequency of occurrence of the feature in the document and the amount of documents that utilize that feature.

3.2. Feature selection using information gain:
Information Gain (IG) can be defined as the task that used to scale the number of information gained for class by identifying whether the absence or presence of a feature document [33]. It frequently sorts the IG amount of each distinctive in training model to choose particular important terms that it required. Moreover, Information gain refers to decrease the entropy that specified a particular term as shown in Equation (3) that was given by [34] as follows:

\[
    IG(t) = \sum_{i=1}^{n} p(c_i) \log p(c_i) + p(t) \sum_{i=1}^{n} p(c_i | t) \log p(c_i | t) + p(\bar{t}) \sum_{i=1}^{n} p(c_i | \bar{t}) \log p(c_i | \bar{t})
\]

where \( c_i \) refers to the \( i \)th class, \( p(c_i) \) refers to the likelihood of the \( i \)th class, \( p(t) \) are the likelihood that the term \( t \) occurs or not in the text documents, \( p(c_i | t) \) refers to the conditional likelihood of the \( i \)th class specified that term \( t \) occurred and \( p(c_i | \bar{t}) \) refers to the conditional likelihood of the \( i \)th class specified that term \( t \) not occurred.

3.3. Feature selection using chi-square:
The Chi-square technique formula is associated to information hypothetical feature selection purposes which attempt to show the perception that the most terms \( t_m \) for the class \( c_i \) can be defined as the ones distribution most differently in the groups of positive and negative model of class \( c_i \) as shown in Equation 4 was given by [35] as follows:

\[
    \text{Chi-square}(t_m, c_i) = \frac{N(AD - CB)^2}{(A + C)(B + D)(A + B)(C + D)}
\]

where \( N \) can be defined as the amount of text documents in the dataset, \( A \) can be defined as the amount of text documents in category \( c_i \) that involve the term \( t_m \), \( B \) can be defined as the amount of text documents that involve the term in other categories, \( C \) can be defined as the amount of text documents in category \( c_i \) that do not involve the term \( t_m \) and \( D \) is the number of text documents that do not involve the term \( t_m \) in other categories.

Each feature is given a rank in each category as defined in Equation (4). After then, entirely these ranks are combined with a particular final rank of max (Chi-square \( t_m, c_i \)). Thereby, the final rank is utilized to index all features from the highest rank to the lowest rank and the highest rank is selected with the thresholding value \( m \) (where \( m=0.7 \)) from the total number of features. Documents clustering:
Document clustering can be defined as the task of automatically clustering the topics in a particular collection with respect to the similarities of their characteristic features [3]. For example, given a group D of n documents that it wants to split them into a predefined number of k subgroups D1, D2, ..., Dk, like the documents specified to each subgroup are more similar to each other than the documents specified to different subgroups. Moreover, document clustering is considered as a vital task of text mining that is used to several applications in knowledge management and in information retrieval. Two big problems was faced in document clustering: the high-dimensional of the number of features and the huge of a document collection. Furthermore, the features inside each cluster are expected to display big similarities between the group and specific cluster as well as the features across variant clusters are predicted to show big differences between the group and specific cluster. The task can be defined as unsupervised as due to do not have any information about the classes in the collection is predefined. Unsupervised document clustering is an actual influential procedure for identification the unseen construction. This paper was focused on the attention on a particular technique of cluster investigation named designated K-means clustering.

3.4 Document clustering using k-means:
K-means clustering can be defined as a collection of n topics is partitioned into k clusters that are modified recursively if they essence into an arranged split. The k-means repetition is realized in two stages: assignment and modifying.

For assignment stage, each feature in the collection is specified to the neighboring cluster by using a space metric. Thereby, the space between a specific cluster and a specified feature is computed in a vector space document via calculating the space between the specified feature documentation and the cluster centroid. The cluster centroid (μ) of the text documents in a specific cluster F as given in Equation 5 was presented by [36] as follows:

$$\mu(F) = \frac{1}{|F|} \sum_{x \in F} x$$

While, for modifying stage, the whole cluster centroids that are modified via compelling into attention the new split generated through the preceding stage. Furthermore, cluster centroid vectors have presented by the average vector of the whole features going to the corresponding clusters that used in K-means clustering. K-means starts from a predetermined group of centroids and realizes consecutive repetitions of the assignment and modifying stages till do not have any adjustments to the split that are observed consecutive repetitions.

The process of the document clustering as shown in the following:
Phase 1: Prepare the factors used for K-means.
Phase 2: Describe the amount of clusters.
Phase 3: Describe the primary group of cluster centroids and achieve the testing model for the K-means.
Phase 4: To detect matching among cluster and category tags:
  - Calculate cosine similarity spaces between cluster and class centroids.
  - Choice the greatest values cluster-to-class assignment.
Phase 5: Investigate the whole likely assignments.
Phase 6: Calculate the total spaces for the whole status.
Phase 7: Obtain the greatest assignment
Phase 8: Return to Phase 3, stop till do not any novel assignment.

4. Experimental results:
4.1. Dataset:
Two different datasets are used in this study:
The first dataset is a BBC English that was gathered from the BBC news website matching to news articles in five fields from 2004-2005. While the second dataset is the BBC sports that gathered from the BBC sports website matching to sports articles in five fields from 2004-2005. Table 1 shows the details information of two datasets (BBC news and BBC sports).
Table 1. The details information for two datasets.

| No. | Dataset      | No. of documents | No. of single terms | No. of classes |
|-----|--------------|------------------|---------------------|----------------|
| 1   | BBC news     | 2225             | 9636                | 5              |
| 2   | BBC sports   | 737              | 4163                | 5              |

4.2. Performance Evaluation:

Two different datasets (BBC news and BBC sports) were achieved under the combined (information gain with k-means clustering and chi-square with k-means clustering for the comparison). Thereby, it utilized the same platform dataset but with different sizes of text documents. For BBC sports dataset, 737 text documents contains of five nature classes. 4,163 single features per class is used for training sets and 300 features per class that are used for testing sets. While for BBC news dataset, 2,225 text documents contains of five nature classes. 9,636 single features per category is used for training sets and 600 features per class is used for testing sets. These features were used to perform the greatest comparison of the impact on feature selection that are used two techniques (information gain and chi-square) with combined k-means clustering for grouping three clusters with do not any information about each cluster. For the results comparison, it was used via general metrics like accuracy (Acc.), precision (P.), recall (R.) and F1-measure as shown was given by [37] as shown in the following:

Accuracy (Acc.): Is represented as the ratio between the numbers of text documents that the text documents are correctly classed with the total numbers of text documents categorized for each category as given in equation (6) in the following:

\[ \text{Acc.}_i = \frac{(TP)_i + (TN)_i}{(TP)_i + (TN)_i + (FP)_i + (FN)_i} \]  

(6)

where \((TP)_i\) is represented as the true positive, \((TN)_i\) is represented as the true negative, \((FP)_i\) is represented as the false positive and \((FN)_i\) is represented as the false negative.

Precision (P.): is represented as the ratio of the right text document that correctly categorized among the whole associated text documents for each category as given in equation (7) in the following:

\[ P_i = \frac{(TP)_i}{(TP)_i + (FP)_i} \]  

(7)

Recall (R.): is represented as the ratio of the right text document that correctly categorized among the whole assigned text document for each category as given in equation (8) in the following:

\[ R_i = \frac{(TP)_i}{(TP)_i + (FN)_i} \]  

(8)

F1-measure: this measure is represented as the harmonic indicates to the precision and recall as given in equation (9) in the following:

\[ F1\text{-measure} = \frac{2 \times P_i \times R_i}{P_i + R_i} \]  

(9)

The different numbers in feature selection stage was used to simplify the analysis of the performance for the two features selection techniques combined with k-means clustering. The results showed that the performance metrics was reduced when the numbers of single features is 300 with respect to BBC sport and it increased with the numbers of single features is 600 for BBC news dataset. These increased were occurred by the selected features is increased with increase the numbers of features. Table 2 shows the comparison between IG and chi-square combined with k-means clustering based on BBC sports dataset.
Table 2. Performance metrics for combining IG and chi-square with k-means clustering based on BBC sports dataset.

| Class     | IG with K-means clustering | Chi-square with K-means clustering | Acc. | P. | R. | F1 |
|-----------|----------------------------|-----------------------------------|------|----|----|----|
| Cricket   | 0.74 0.80 0.83 0.81        | 0.76 0.83 0.85 0.84               |
| Football  | 0.74 0.80 0.82 0.81        | 0.73 0.81 0.82 0.81               |
| Athletics | 0.71 0.77 0.80 0.79        | 0.71 0.78 0.79 0.79               |
| Tennis    | 0.64 0.71 0.71 0.71        | 0.69 0.78 0.77 0.77               |
| Rugby     | 0.63 0.69 0.70 0.70        | 0.73 0.82 0.79 0.80               |

Figure 2 displays the graph of comparison between IG and chi-square combined with k-means clustering according to the average of performance metrics based on BBC sports dataset.

Figure 2. The graph of the average of performance metrics based on BBC sports dataset.

As shown in Figure 2, it was showed that the average of performance metrics by using chi-square combined with k-means clustering is slightly better than other technique based on BBC sports. Furthermore, chi-square combined with k-means clustering gets better findings when the number of features is 300 for all performance metrics. Additionally, the best value of F1-measure was 0.80%, while for the other technique, the best value of F1-measure was 0.76 based on BBC news dataset. Table 3 illustrates the comparison between IG and chi-square combined with k-means clustering based on BBC news dataset.
### Table 3. Performance metrics for combining IG and chi-square with k-means clustering based on BBC news dataset.

| Class   | IG with K-means clustering | Chi-square with K-means clustering |
|---------|----------------------------|-----------------------------------|
|         | Acc. P. R. F1              | Acc. P. R. F1                     |
| Entertainment | 0.77 0.85 0.84 0.85      | 0.79 0.85 0.88 0.87              |
| Business   | 0.75 0.82 0.84 0.83      | 0.77 0.87 0.84 0.85              |
| Technology | 0.71 0.80 0.79 0.80      | 0.78 0.86 0.86 0.86              |
| Sport      | 0.74 0.81 0.81 0.81      | 0.76 0.82 0.85 0.84              |
| Politics   | 0.64 0.73 0.81 0.77      | 0.74 0.81 0.83 0.82              |

Figure 3 illustrates the graph of comparison between IG and chi-square combined with k-means clustering according to the average of performance metrics based on BBC news dataset.

Chi-square combined with k-means clustering finds better findings when the number of features is 600 for all performance metrics. Moreover, the best value of F1-measure was 0.85%, while for the other technique, the best value of F1-measure was 0.81 based on BBC news dataset. For BBC news dataset, the average of all performance metrics outperformed the other dataset. This attributed to increase the number of features, where the result values were increased with increased the number of features. The overall of results comparison, it can be clearly observed that the chi-square combined with k-means clustering is slightly better than the other technique. This attributed to the chi-square combined with k-means clustering is quite stable for the dataset and the style process modeling via selecting the specific features for both BBC sports and BBC news datasets. Figures 4 shows the three clusters grouping by combining chi-square with k-means clustering based on BBC sports dataset.
As shown in Figures 4 and 5, it was showed that the chi-square combined with k-means clustering for three clusters based on BBC sports and BBC news datasets respectively. According to the Figure 4, the three clusters have taken the diagonal shape with a little of noise. While in Figure 5, the three clusters have taken a regular shape with a little bit of noise based on BBC news dataset. The figures showed that the clusters behave in a similar manner but in different shapes directions.

For the complexity of each technique, the procedure of IG includes identifying whether the absence or presence of a feature in a text document. Where it must be frequently sorted the IG amount of each individual in training model to select specific significant terms that it necessary. Furthermore, IG states...
to reduce the entropy that stated a specific term. For the complexity of each technique, the procedure of IG includes identifying whether the absence or presence of a feature in a text document. Where it must be frequently sorted the IG amount of each individual in training model to select specific significant terms that it necessary. Furthermore, IG states to reduce the entropy that stated a specific term. While the procedure of chi-square technique formula is related to information hypothetical feature selection that tried to show the perception of the most terms tm for the class ci the ones distribution as two groups (positive and negative).

The IG takes \(O(NQI)\) time, \(N\) is the number of training text documents, \(Q\) is the number of testing text documents, and \(I\) is the number of classes for features selection. Thereby, the time complexity is become \(O(NQI)+O(P(c)*P(t))\), where \(p(c)\) can be defined the likelihood of the \(i^{th}\) class, \(p(t)\) can be defined as the likelihood of term \(t\) that occur in specific class is computed. While the chi-square gives \(O(N2C)\) time to train, where \(N\) can be defined as the number of training text documents and \(C\) can be defined as the number of classes. Thereafter, calculating and obtaining the most features of the class comprises computing the occurrence as two group. Therefore, the whole time is identified by \(O(NC)+O(N2c) = O(N2c)\) for each class. The chi-square gives \(O(N2CIN)\) time for \(N\) training text documents and \(I\) repetition. Thus, chi-square technique is perfectly much less computationally expensive than IG for feature selection that reflects to reduce the complexity time of chi-square.

5. Conclusion:
This study has done experimental results of performance of combined information gain with k-means and chi-square with k-means for document clustering. The experimental arrangement included selecting term weighting Boolean technique and using variant document preprocessing steps (tokenization, removing common terms, term normalization, stemming and bright stemming and text document representation schemes). Moreover, the findings of an enhanced feature selection technique (IG and chi-square) combined with k-means clustering based on different dataset (BBC sports and BBC news) for document clustering and compares between both of them. For experimental results showed that the combined chi-square with k-means clustering gets best document clustering findings with another technique (information gain with k-means) based on different datasets (BBC sport and BBC news). This is attributed to the chi-square combined with k-means clustering is quite stable for the dataset and the style process modeling via selecting the specific features for both BBC sports and BBC news datasets. Boolean weighting generates relatively the best results for document clustering. The findings with chi-square is slightly better than information gain for feature selection. Consequently, the increased in number of feature is impact on the performance metrics. The chi-square combined with k-means clustering obtains the best viewed for document clustering according to the performance metrics.
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