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Abstract: Existing scanning laser three-dimensional (3D) imaging technology has slow measurement speed. In addition, the measurement accuracy of non-scanning laser 3D imaging technology based on area array detectors is limited by the resolution and response frequency of area array detectors. As a result, applications of laser 3D imaging technology are limited. This paper completed simulations and experiments of a non-scanning 3D imaging system with a single-pixel detector. The single-pixel detector can be used to achieve 3D imaging of a target by compressed sensing to overcome the shortcomings of the existing laser 3D imaging technology. First, the effects of different sampling rates, sparse transform bases, measurement matrices, and reconstruction algorithms on the measurement results were compared through simulation experiments. Second, a non-scanning 3D imaging experimental platform was designed and constructed. Finally, an experiment was performed to compare the effects of different sampling rates and reconstruction algorithms on the reconstruction effect of 3D imaging to obtain a 3D image with a resolution of $8 \times 8$. The simulation results show that the reconstruction effect of the Hadamard measurement matrix and the minimum total variation reconstruction algorithm performed well.
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1. Introduction

At present, using three-dimensional (3D) imaging technology to obtain 3D information about the surrounding environment is important in many application fields, particularly in the fields of autonomous driving, 3D printing, machine vision, and virtual reality [1,2]. Traditional laser 3D imaging is divided into two main types: scanning and non-scanning. Scanning technology performs a point-by-point measurement of the target through a mechanical scanning device. The entire system occupies a large volume and has low measurement efficiency [3,4]. Non-scanning technology usually uses an area array detector to measure the reflected light at every point in the target area simultaneously. However, imaging using an area array detector has problems, such as a low signal-to-noise ratio, limited imaging resolution, and limited response frequency; these lead to low imaging resolution and accuracy [5–7].

Nyquist sampling theory requires that the sampling rate must be more than twice the signal bandwidth to reconstruct the original signal without distortion from the discrete sampling signal, but a large amount of redundant information occupies the resources of the signal sampling system. In 2006, Donoho, Candes, and Tao proposed the theory of compressed sensing [8–10]. It was proven that for sparse or sparsely expressed signals, the original signal can be reconstructed accurately with a high probability using a small number of measurement times. This resolves the contradiction between measurement resolution and measurement efficiency in traditional 3D imaging signal sampling and...
makes 3D imaging possible with a single-pixel detector. In 2008, Takhar of Rice University developed a single-pixel camera using the theory of compressed sensing; Takhar first applied compressed sensing to imaging systems [11]. In 2011, Howland of the University of Rochester used a photon-counting method to achieve 3D compressed sensing imaging [12] using a pulsed laser with a wavelength of 780 nm and achieved a distance resolution of 30 cm. In 2014, Guo of Beijing Institute of Technology proposed a 3D compressed sensing imaging method based on the phase method ranging principle [13] and conducted preliminary simulation verification of the entire system but did not study 3D imaging experiments further. In 2015, Sun of Beihang University used a slicing method and a pulsed laser to realize 3D compressed sensing imaging [14] and accurately reconstructed a target scene with a resolution of 128 × 128, achieving an accuracy of 3 mm within a distance of 5 m.

In this paper, a single-pixel non-scanning 3D imaging system was designed, and the system was investigated in terms of theories, simulations, and experiments. First, the effects of different sampling rates, sparse transform bases, measurement matrices, and reconstruction algorithms on the measurement results were compared through simulation experiments. Second, a non-scanning 3D imaging experimental platform, based on a single-pixel detector, was designed and constructed. Finally, an experiment was performed to compare the effects of different sampling rates and reconstruction algorithms on the reconstruction effect of 3D imaging to obtain a 3D image with a resolution of 8 × 8. The results of the experiment showed that the 3D imaging system works, and its reconstruction of the Hadamard measurement matrix and the minimum total variation reconstruction algorithm performed well.

2. Three-Dimensional Imaging Theory

2.1. System Structure

In this study, the non-scanning 3D imaging system with a single-pixel detector is based on the traditional compressed sensing two-dimensional imaging. Meanwhile, modulation information is added to the laser light intensity. We can obtain the distance information about the target area by phase detection to complete the 3D imaging. The system structure is shown in Figure 1.

The 3D imaging process of the system works as follows. The laser emits a continuous modulated beam with a sine wave modulation. The continuous laser enters the mirror area of a digital micro-mirror device (DMD) after collimation. The DMD’s micro-mirror array flips according to the elements of the first row in the measurement matrix, which are input in advance. The laser beam reflected by the DMD is irradiated onto the target through an expanded beam. The reflected laser from the target surface is...
focused by the condensing lens on the photo-sensitive element of the single-pixel detector, which then receives an electrical signal after photo-electric conversion. The signal is collected by the capture card, and a measured value is obtained after the phase detection process.

The remaining elements of the measurement matrix are entered in sequence, and the above operation is repeated to obtain a number of measured values that correspond to the required sampling rate. After performing the compressed sensing reconstruction processing on the obtained measurement values, the delay phases of the modulated laser at various points in the target area are obtained. Finally, according to the phase method ranging principle, the distance of each point in the target area is calculated, and the 3D information about the target can be obtained.

2.2. Measurement Principle

The two-dimensional signal of the target image, with a resolution of \( n \times n \), can be connected in columns or rows, and converted to a one-dimensional discrete signal \( x \). There are \( N = n^2 \) elements in \( x \), of which there are \( K \) non-zero values. After obtaining the linear measurement values \( y \in \mathbb{R}^M \) under the measurement matrix \( \Phi \in \mathbb{R}^{M \times N} (M < N) \), the compressed sensing sampling process can be described as follows [15]:

\[
y = \Phi x. \tag{1}
\]

Equation (1) is solved by the reconstruction algorithm; a one-dimensional signal \( x \) can be reconstructed from \( y \), and then restored to a two-dimensional signal by \( x \).

According to the above-mentioned compressed sensing imaging theory, \( M \) measurements must be performed by the system used in this study. That is, the DMD needs to be flipped \( M \) times. Each row element (1 or 0) in the pre-selected measurement matrix \( \Phi (M \times N) \) corresponds to the switching state of the micro-mirror at each pixel of the DMD in a single measurement. The resolution of the DMD micro-mirror array is \( n \times n \). Let the horizontal and vertical coordinates of the DMD pixel be \( i \) and \( j \), respectively. In the \( k \)th measurement of these \( M \) measurements, the state of a single micro-mirror in \((i,j)\) in DMD is

\[
\Phi_{ij}^k = \begin{cases} 
1 & \text{if } \Phi_{ij}^k = 1 \\
0 & \text{if } \Phi_{ij}^k = 0
\end{cases}. \tag{2}
\]

\( \Phi_{ij}^k = 1 \) means that the micro-mirror is on (+12° flip), and \( \Phi_{ij}^k = 0 \) means that the micro-mirror is off (−12° flip). The transmitted laser signal after sine wave modulation is

\[
X_T^k(t) = M_T^k \cos(\omega t + \phi_0), \tag{3}
\]

where \( M_T^k \) is the amplitude of the transmitted signal, \( \omega \) is the modulation angular frequency of the transmitted signal, and \( \phi_0 \) is the initial phase of the transmitted signal. The optical signal after DMD modulation can be expressed as

\[
X_T^k(t) = \Phi_{ij}^k M_T^k \cos(\omega t + \phi_0). \tag{4}
\]

Because the distance from each point of the target surface to the transmitting end is different, the transmitted signal will have different phase delays at each point. After the emitted light is reflected by the target, the reflected signal at the corresponding pixel point \((i,j)\) is

\[
X_{Rij}^k(t) = \Phi_{ij}^k M_{Rij}^k \cos(\omega t + \phi_0 + \Delta \phi_{ij}), \tag{5}
\]

where \( M_{Rij} \) is the amplitude of the reflected signal at \((i,j)\) due to the attenuation of light intensity, and \( \Delta \phi_{ij} \) is the delay phase of the reflected signal at \((i,j)\) relative to the transmitted signal.
The total reflected light received at the kth time step can be expressed as the sum of the reflected light at each point:

\[
X^k(t) = \sum_{i=1}^{n} \sum_{j=1}^{n} \Phi_{ij}^k \cdot X_{R_{ij}}(t)
\]

\[
= \cos(\omega t + \varphi_0) \sum_{i=1}^{n} \sum_{j=1}^{n} (\Phi_{ij}^k \cdot M_{R_{ij}} \cos \Delta \varphi_{ij})
\]

\[
- \sin(\omega t + \varphi_0) \sum_{i=1}^{n} \sum_{j=1}^{n} (\Phi_{ij}^k \cdot M_{R_{ij}} \sin \Delta \varphi_{ij})
\]

An alternative expression of the total reflected light is

\[
X^k(t) = M^k_R \cos(\omega t + \varphi_0 + \Delta \Phi^k)
\]

\[
= M^k_R \left[ \cos(\omega t + \varphi_0) \cos \Delta \Phi^k - \sin(\omega t + \varphi_0) \sin \Delta \Phi^k \right]
\]

Comparing Equations (6) and (7), the following can be obtained:

\[
\begin{align*}
\sum_{i=1}^{n} \sum_{j=1}^{n} \Phi_{ij}^k \cdot M_{R_{ij}} \cos \Delta \varphi_{ij} &= M^k_R \cos \Delta \Phi^k = a^k \\
\sum_{i=1}^{n} \sum_{j=1}^{n} \Phi_{ij}^k \cdot M_{R_{ij}} \sin \Delta \varphi_{ij} &= M^k_R \sin \Delta \Phi^k = b^k.
\end{align*}
\]

After M measurements, two sets of measurement values, A and B, are obtained from Equation (8):

\[
\begin{align*}
A &= \begin{bmatrix} a^1, a^2, a^3, \ldots, a^k, \ldots, a^M \end{bmatrix}^T \\
B &= \begin{bmatrix} b^1, b^2, b^3, \ldots, b^k, \ldots, b^M \end{bmatrix}^T.
\end{align*}
\]

Equation (9) expresses the product of the sine and cosine of the phase difference of each pixel and the signal amplitude as two column vectors:

\[
\begin{align*}
x_1 &= \begin{bmatrix} M_{R_{11}} \sin \Delta \varphi_{11}, M_{R_{12}} \sin \Delta \varphi_{12}, \ldots, M_{R_{1n}} \sin \Delta \varphi_{1n}, \ldots, M_{R_{m1}} \sin \Delta \varphi_{m1}, \ldots, M_{R_{mn}} \sin \Delta \varphi_{mn} \end{bmatrix}^T \\
x_2 &= \begin{bmatrix} M_{R_{11}} \cos \Delta \varphi_{11}, M_{R_{12}} \cos \Delta \varphi_{12}, \ldots, M_{R_{1n}} \cos \Delta \varphi_{1n}, \ldots, M_{R_{m1}} \cos \Delta \varphi_{m1}, \ldots, M_{R_{mn}} \cos \Delta \varphi_{mn} \end{bmatrix}^T.
\end{align*}
\]

According to Equations (8)–(10), and the measurement matrix Φ corresponding to M measurements, we can obtain

\[
\begin{align*}
A &= \Phi x_1 \\
B &= \Phi x_2.
\end{align*}
\]

The two equations in Equation (11) are solved by the compressed sensing reconstruction algorithm, and the vectors \( x_1 \) and \( x_2 \) are reconstructed. We can eliminate the unknown parameter \( M_{R_{ij}} \) in \( x_1 \) and \( x_2 \), and we then get the delay phase \( \Delta \varphi_{mn} \) of the target. The distance of each point is calculated according to the phase method ranging principle to complete the compressed sensing 3D imaging of the target.

3. Simulation Experiments

3.1. Simulation Process

To study the effects of different sampling rates, sparse transform bases, measurement matrices, and reconstruction algorithms on the effect of 3D imaging reconstruction in compressed sensing, simulation experiments were performed in the MATLAB software environment. Figure 2 is the
simulation target used in the simulation experiment. In the figure, the distance \( d_1 \) of the grayscale value 255 (white) of the pixel is 1 m, and the distance \( d_2 \) of the grayscale value 0 (black) is 6 m.

![Figure 2. An 8 \times 8 target map.](image)

The laser modulation frequency was \( f = 5 \times 10^6 \) Hz, and the sampling frequency was \( f_s = 1 \times 10^9 \) Hz. Comparative experiments were conducted using the following compressed sensing parameters:

1. Sampling rate: 0.2, 0.4, 0.6, and 0.8.
2. Sparse transformation basis: Discrete cosine transform (DCT) and fast Fourier transform (FFT).
3. Measurement matrix: Partial Hadamard matrix (HA) \[16\] and Bernoulli matrix (BE) \[17\].
4. Reconstruction algorithm: Basis pursuit (BP) \[18\], orthogonal matching pursuit (OMP) \[19\], and minimum total variation (TV) \[10,20\].

Because the DMD micro-mirror can only represent 1 or 0, we select as the measurement matrix the partial Hadamard matrix and Bernoulli matrix, and we replace -1 in the matrix by 0 \[21\]. TV is an image restoration method based on the discrete gradient of an object. The discrete gradient of most natural images is sparse, so this algorithm does not need to perform sparse transformation. The simulation uses the root mean square error (RMSE) of the delay phase obtained after reconstruction, at each point, as a metric to evaluate the reconstruction effect.

### 3.2. Simulation Experiment Conclusion

The simulation results are shown in Figure 3.

![Figure 3. Cont.](image)
The results show that under the same sparse transform basis, measurement matrix, and reconstruction algorithm, increasing the sampling rate reduces the phase RMSE and improves the reconstruction effect. When the TV algorithm has the same sampling rate and a different measurement matrix, the phase RMSE after reconstruction is not much different, indicating that the two measurement matrices have a considerable impact on the reconstruction effect. The reconstruction effect of the TV algorithm is better than the effect of the BP or OMP algorithm. The reconstruction effect of the BP algorithm is better than that of the OMP algorithm. The reconstruction effect using FFT sparse transform is clearly better than when using DCT sparse transform. When the sampling rate is the same and the measurement matrix is different, the Hadamard matrix is slightly better than the Bernoulli matrix.

A comparison of the three reconstruction algorithms is shown in Figure 4 using the Hadamard matrix and FFT sparse transform.

**Figure 3.** Reconstruction results of three reconstruction algorithms, based on different measurement matrices and sparse transforms. (a) Basis pursuit (BP) algorithm; (b) orthogonal matching pursuit (OMP) algorithm; (c) total variation (TV) algorithm.

**Figure 4.** Comparison of the results of three reconstruction algorithms.

Figure 4 shows that the BP algorithm can reconstruct the target map more accurately at a higher sampling rate (0.8 or 0.6), but its phase RMSE is larger at a low sampling rate. The OMP algorithm cannot reconstruct the target image accurately. The phase RMSE of the TV algorithm is maintained at approximately 0.03, and the reconstruction effect is good.
The simulation results show that the reconstruction effect of the FFT sparse transform is obviously better than that of the DCT sparse transform; the reconstruction effect of the Hadamard measurement matrix is slightly better than that of the Bernoulli measurement matrix; and the TV reconstruction algorithm is slightly better than BP, with OMP producing the worst results.

Figure 5 shows the 3D image recovered by the TV reconstruction algorithms and Hadamard matrix. When the sampling rate is 0.8 or 0.6, the 3D imaging effect is good.

In order to further verify that this scheme is also feasible for a complex target, we increased the resolution of imaging and the complexity of the imaging target in the simulation experiments. Figure 6 shows the target with a resolution of 16 × 16. Figure 7 shows the reconstructed 3D image using TV reconstruction algorithms. This illustrates that the complex target can also be successfully reconstructed at a sampling rate of 0.8.

Figure 5. Three-dimensional image reconstructed by TV reconstruction algorithms when the sampling rate is 0.8, 0.6, 0.4, and 0.2.

Figure 6. A 16 × 16 target map.
Figure 7. Reconstructed three-dimensional image of a complex target when the sampling rates are 0.8, 0.6, 0.4, and 0.2.

4. Imaging Experiments

4.1. Experimental Process

According to the system structure described in Section 2.1, we constructed an experimental system platform, as shown in Figure 8. The experimental device was installed on a vibration isolation platform, and the position and relative distance of the lens and other experimental devices were manually adjusted.

Figure 8. Experimental system platform.

In the experiment, four different sampling rates (0.2, 0.4, 0.6, and 0.8) were selected, and compressed sensing 3D imaging was performed at these sampling rates. The test target is shown in Figure 9.
The target to be measured was a square target with a set distance of 2 m and a modulation frequency of $5 \times 10^6$ Hz. The measurement matrix was a Hadamard matrix, the sparse transform was FFT, and the reconstruction algorithms were BP, OMP, and TV.

4.2. Experimental Results and Discussion

After multiple experiments and post-processing, 3D imaging phase RMSE comparison maps of the three reconstruction algorithms were obtained, as shown in Figure 10. Figure 11 shows the 3D image recovered by the three reconstruction algorithms.

![Figure 9. Experimental test target.](image)

![Figure 10. Comparison of 3D imaging phase root mean square error (RMSE) with three reconstruction algorithms.](image)
Figure 11. Cont.
Figure 11. Three-dimensional image reconstructed by three reconstruction algorithms when the sampling rates are 0.8, 0.6, 0.4, and 0.2. (a) BP algorithm; (b) OMP algorithm; (c) TV algorithm.

Figure 10 shows that the phase RMSE of the three reconstruction algorithms decreases as the sampling rate increases, which indicates a better 3D imaging effect. The TV reconstruction algorithm has the best reconstruction effect, followed by BP, with OMP being the worst, which is consistent with the simulation results of Section 3.2. From the experimental 3D image in Figure 11, it can be observed that when the TV algorithm has a sampling rate of 0.8, the imaging effect of the square target can maintain the basic contour shape (dashed box). When the sampling rate is reduced to 0.6, the edge information of the 3D imaging is partially missing, and the basic contour shape is not obvious. When the sampling rate is 0.4 or 0.2, the noise is large, and the target shape contour can no longer be discerned at all. BP and OMP cannot display the basic shape of the target well for any sampling rate. The experimental results verify the effectiveness of the single-pixel detector non-scanning 3D imaging system, and they further verify that the TV reconstruction algorithm is far better than the BP and OMP algorithms.

In the experiment, the imaging results are blurry. Limited by the existing laboratory conditions, we set the DMD resolution to 8 × 8, which resulted in a low lateral resolution of the imaging. A weak reflected laser from the diffuse target and a limited laser modulation frequency result in low longitudinal accuracy. In future work, we will optimize the optical path system to reduce the laser power loss in the optical system and increase the laser modulation frequency to improve the longitudinal accuracy. Then, a high imaging resolution can be obtained by setting the DMD to high resolution.

5. Conclusions

In this paper, a single-pixel non-scanning 3D imaging system was designed, which combines compressed sensing technology with phase method laser ranging technology. It can use a single-pixel detector to achieve 3D imaging of a target. Parametric simulation studies and actual imaging experiments prove that the Hadamard measurement matrix and the TV reconstruction algorithm produce better imaging results at the same sampling rate. In the future, we will attempt to increase the laser modulation frequency and imaging resolution to further improve the measurement accuracy and imaging resolution. This system will have even wider application prospects in the field of 3D imaging.
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