Vision-based Autonomous Landing of UAV on Moving Platform using a New Marker
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Abstract. The research of Unmanned Aerial Vehicle (UAV) flight autonomous landing on a moving platform based on computer vision has important significance, especially for the rescue and spray UAV in the future. A vision-based relative position and attitude estimation algorithm with a novel color marker and its recognition method was proposed for the UAV autonomous landing system. The new marker is designed with a pattern which make it is as visible as possible in the whole landing process. The proposed relative position and attitude estimation algorithm is based on the four corner points on the marker which are detected by the combined approach of vanishing point of parallel lines and Levenberg-Marquardt (L-M) optimization method. Indoor and outdoor experiments were carried out. The results indicate that the method of marker detection has real-time and robust performance and the position and attitude estimation accuracy attain cm-level, which shows the feasibility of landings on moving platform automatically.

1. Introduction

As an indispensable part of mini UAV, vision system has been paid great attention by colleges and research organizations in the world. UAV is increasingly replacing manned systems in situations that are dangerous, remote, or difficult for manned aircraft to access. UAV stabilization by pose estimation from visual sensors is an active research area. It can be used where Global positioning sensor (GPS) or Inertial Navigation Sensor (INS) system are not available or with other sensors to obtain better estimations. Vision-based techniques are proving their effectiveness and robustness in handling this problem [1, 2].

Vision-based methods were first introduced by Ettinger [3]. He proposed to install a perspective camera on a Micro AIR Vehicle (MAV) to have vision-guided flight stability. After that, Omnidirectional sensors (such as fisheye and catadioptric cameras) attitude estimation was also arisen [4, 5]. Omnidirectional sensors have the advantage of wide surrounding of the UAV, which make horizon is always present in the image. However, these images contain significant deformations due to the geometry of the mirror and to the sampling of the camera. So they are usually used in high altitude.

There are basically three group methods of position and attitude estimation with monocular camera. The first group tries to detect the skyline in the world to estimate the up direction and hence the attitude of the vehicle [6]. Nevertheless, the skyline might not be visible in urban environments. The second group tries to detect a horizontal reference from artificial structures to estimate the pose of UAV [7, 8], such as structures and runway. However, artificial structures are not existed everywhere. Most of them could not obtain the position estimation.

The third group tries to use an artificial marker which could be recognized on a platform by UAV...
vision system [9]. Then, the position and altitude information could be estimated from the functional relationship between the coordination of image and camera. Sharp, C.S. et al [10] designed a marker which consists of 6 rectangles. They used the corners’ information of those rectangles to estimate UAV pose. Lei et al [11] developed a color marker which consists of 6 solid circles. In [12], the marker consists of one hollow and solid circle and ten points on them were detected. The centres of them were extracted based on joint method of projection and wavelet transform. Na Meng et al [13] used four corners information to calculate UAV pose based on a rectangular marker made up of a red and blue square. All of those methods are based on point information on marker. Some researchers used lines information from markers, such as Liu Shiqing [14] and Guili X [15]. They estimated the UAV pose using the vanishing point of parallel lines on the marker. Comparing with point-based method, line-based method is more stable and reliable due to more ample information is used. Additionally, there are other markers which are designed to use the surface information under some assumptions, such as area [16] and image moment [17]. However, surface-based method is difficult to obtain all of the pose information with complex calculation. Furthermore, those markers hardly meet the requirement of landing on a moving platform.

Landing on a moving platform becomes to be a hot and difficult issue in recent years [18-21]. Borowczyk [22] at el used the marker of ApritiTag to estimate relative position and velocity with kalman filter. Borschova [23] at el achieved relative pose estimation using color-based object detection. Abdullah M. Almeshal [24] designed a vision-based neural network controller to track the target for autonomous Landing. Overall, most of them are under the stage of simulation. Usually, the marker or target will be out of the field of camera view when the UAV land at a lower altitude as a big size of it is needed for high altitude.

In this paper, in order to make the marker is as visible as possible in the whole landing process, a new color marker is designed as well as its detection method with the single perspective camera. A combining pose estimation algorithm based on vanishing point of parallel lines on the marker and L-M with lightweight computation and strong robustness is proposed.

This paper is organized as follows: in Section 2, a system and equipment description is developed; Section 3 describes how to obtain the relative position and attitude estimation based on vision system; Section 4 presents a designed landing marker and its detection approach; experimental results of the whole system are described in Section 5; finally, Section 6 concludes the paper.

2. System Description

![Figure 1. The marker designed in our application.](image)

In our study, the vision-based autonomous landing system is consisted of a UAV with monocular camera and a landing marker which could be put on the moving or un-moving platform. There also have some conventional on-board sensors on the UAV, such as inertial measure unit (IMU) and GPS.

As we assume that the each part size of the marker is known, the 3-D reconstruction could be calculated using the projecting model and the camera calibration parameters by the vision system. We also assume the UAV computer system can receive the real-time GPS location of the landing platform. Therefore, UAV could fly to the around area to prepare for landing. In the light of the following four factors, a RGB tri-phosphor based marker is designed as shown in figure 1. a) Compared to black-and-white marker, color marker helps to distinguish from the surrounding environment with rich color information; b) Red, green and blue are basic three primary colors, which helps to detect points or lines from the marker; c) Because of landing on a moving platform, the location of the marker may
changes at any time. The relative position and attitude should be calculated throughout the whole
landing processing; d) As the platform may be moving, the direction is also necessary.

So, the new marker consists of two blue parts as undertone, two red parts as directional reference
and a green part as an isolation belt. It is painted on the spot landing surface. And the centre point is
the landing spot. The bigger blue and red blocks on the outer circle of the marker constitute a pattern
that will be used when the UAV flies at high altitude. On the other hand, when UAV is close to the
landing spot at low altitude, this pattern will be out of the camera view. The smaller blue and red
blocks in the isolation belt will be detected as an inner pattern to support the autonomous landing of
UAVs on a moving platform. Flow diagram of landing program is shown in figure 2.

![Flow diagram of landing program](image)

**Figure 2.** Flow diagram of landing program.

### 3. Vision-based Position and Attitude Estimation for UAV

#### 3.1. Vision-based Position and Attitude Estimation Principle

Shown in figure 3 are the coordinate systems adopted in the UAV vision systems. There are four
following coordinate in the system:

- WCS \((X_W, Y_W, Z_W)\): World coordinate system, \(x_w-y_w\) plane is parallel to ground;
- CCS \((X_C, Y_C, Z_C)\): Camera coordinate system, which represents the camera mounted on the
UAV;
- IPCS \((x, y)\): Image plane coordinate system, which means the coordinate system of the sensor;
- ICS \((u, v)\): Image coordinate system, which is a two-dimensional coordinate system. The
origin is set at the lower left point.

The aim of this research is to estimate the relative position \((x_w, y_w, z_w)\) and attitude \((\phi, \theta, \psi)\) of
UAV in WCS from ICS. The relationship between ICS and WCS coordinate systems could be derived
from the relationship of ICS, IPCS and CCS [10].

![Relationship between different coordinate system](image)

**Figure 3.** Relationship between different coordinate system.
The relationship between CCS and WCS coordinate systems could be described as follow:

\[
\begin{bmatrix}
X_C \\
Y_C \\
Z_C
\end{bmatrix} = R \begin{bmatrix}
X_W \\
Y_W \\
Z_W
\end{bmatrix} + T
\]  

(1)

Where, \( R \) is the rotation matrix of the camera coordinate system relative to the world coordinate system. \( T \) is the three-dimensional translation vector from the world coordinate to the camera coordinate system.

The rotation matrix is defined as follow:

\[
R = \begin{bmatrix}
\frac{\cos \theta \cos \phi}{\sqrt{\cos^2 \phi + \sin^2 \theta \cos^2 \phi}} & -\sin \theta \cos \phi & \cos \theta \sin \phi \\
\frac{\cos \theta \sin \phi}{\sqrt{\cos^2 \phi + \sin^2 \theta \cos^2 \phi}} & \sin \theta \cos \phi & \cos \theta \sin \phi \\
-\sin \phi & \cos \phi & 0
\end{bmatrix}
\]  

(2)

The three-dimensional translation vector is as follow:

\[
T = \begin{bmatrix}
x \\
y \\
z
\end{bmatrix}
\]  

(3)

Combining the relationship between ICS and CCS, the relationship between ICS and WCS coordinate systems is:

\[
\begin{bmatrix}
Z_C \\
W_C \\
1
\end{bmatrix} = \begin{bmatrix}
f_u & 0 & u_0 \\
f_v & 0 & v_0 \\
0 & 0 & 1
\end{bmatrix} \begin{bmatrix}
r_{11}x_w + r_{12}y_w + r_{13}z_w + t_x \\
r_{21}x_w + r_{22}y_w + r_{23}z_w + t_y \\
r_{31}x_w + r_{32}y_w + r_{33}z_w + t_z
\end{bmatrix}
\]  

(4)

equal to:

\[
\begin{cases}
u = f_u(r_{11}x_w + r_{12}y_w + r_{13}z_w + t_x) + u_0 \\
v = f_v(r_{21}x_w + r_{22}y_w + r_{23}z_w + t_y) + v_0
\end{cases}
\]  

(5)

Where, assume \( f \) is the focal length of camera, \( f_u = f/d_u, f_v = f/d_v \). \((d_u, d_v)\) is the pixel size of the camera sensor. \((u_0, v_0)\) are the pixel value of the IPCS origin in ICS. Assume that we have coordinates in ICS and WCS of \( n \) points, a set of equation by equation (5) will be shown as follow:

\[
\begin{cases}
(u_1 - u_0)(r_{31}x_w + r_{32}y_w + r_{33}z_w + t_x) - f_u(r_{11}x_w + r_{12}y_w + r_{13}z_w + t_x) = 0 \\
(v_1 - v_0)(r_{31}x_w + r_{32}y_w + r_{33}z_w + t_x) - f_v(r_{21}x_w + r_{22}y_w + r_{23}z_w + t_y) = 0 \\
\vdots
\end{cases}
\]  

(6)

In this set of equation, \( f_u, f_v, u_0, v_0 \) can be obtained from camera calibration. Theoretically, if we have the coordinates in ICS and WCS of 3 points at least, \( t_x, t_y, t_z, \theta, \phi \) and \( \rho \) could be calculated employing only the equations set by combining equation (2) and (6). However, due to the existing of error from calibration and point detection, the exact solution of the equations probably cannot be obtained. So, a optimization method of L-M is employed in this work.

3.2. Pose Estimation using L-M and Vanishing Point Method

Setting \( x = (\theta, \phi, t_x, t_y, t_z) \) and \( F(x) = (f_1(x), f_2(x), \ldots, f_{2n}(x))^{T} \) (means that \( F(x) \) represents the left side of equation (6)), the solution of equation (6) could be described as an optimization problem as equation (7).

\[
\min F(x) = \min \sum_{i=1}^{2n} || f_i(x) ||^2
\]  

(7)

Levenberg-Marquardt (L-M) is a widely used least square method to calculate the minimum value.
of multidimensional nonlinear equations. For this issue, the objective function is \( F(x) = 0 \). The steps of L-M method are shown as follows:

Step 1: Set termination control parameter \( \varepsilon \), damping variable \( \lambda_0 \) and \( s \). Initializing count of number \( k = 0, x = x_0, \) get \( \varepsilon_k = \| F(x_0) \| \);

Step 2: Calculate Jacobi matrix \( J_k \) and \( \overline{N}_k = J_k^T J_k + \lambda_k I \);

Step 3: Calculate adjustment coefficient \( \delta_k \) from incremental normal equation \( \overline{N}_k \delta_k = J_k^T \varepsilon_k \);

Step 4:

a) If \( \| F(x_k + \delta_k) \| < \varepsilon_k \) and \( \| \delta_k \| < \varepsilon \), stop the loop. Export the result \( x_{k+1} = x_k + \delta_k \);

b) If \( \| F(x_k + \delta_k) \| < \varepsilon_k \) and \( \| \delta_k \| \geq \varepsilon \), set \( x_{k+1} = x_k + \delta_k, \lambda_{k+1} = \lambda_k / s, k = k + 1 \), then go to step 2;

c) If \( \| F(x_k + \delta_k) \| \geq \varepsilon_k \), set \( \lambda_{k+1} = s \times \lambda_k \), then go to step 2.

Initial value \( x_0 \) is important for L-M method. Otherwise, the result will be diverging with an improper value. When UAV vision system has been under tracking processing, the estimation result of this moment could be used as \( x_0 \) for next moment. However, at the start of this system, we have to use another way to get \( x_0 \), which as explained as followed.

A vanishing point is a point on the image plane of a perspective drawing where the two-dimensional projections (or drawings) of mutually parallel lines in three-dimensional space appear to converge. Assume that there is a line on the two-dimensional plane \( (X_W, Y_W) \) and the equation is \( y = ax + b \) \( (z = 0, a \) is the slope of this line), combining equation (5) the vanishing point \( P(u_p, v_p) \) will be as follows:

\[
(u_p, v_p) = (\lim_{x \to \infty} f_u (r_{11} + r_{12}a)x + r_{12}b + r_{13}t_z + u_0, \lim_{x \to \infty} f_v (r_{21} + r_{22}a)x + r_{22}b + r_{23}t_z + v_0)
\]

\[
= (f_u r_{11} + r_{12}a + u_0, f_v r_{21} + r_{22}a + v_0)
\]

(8)

From equation (8), we can see that the coordinates of vanishing point in ICS is only related to the slope \( a \) except the internal parameters \( f_u, f_v, u_0 \) and \( v_0 \). These internal parameters could be calculated by camera calibration. Therefore, if we set \( a = 0 \), the vanishing point \( P_0(u_{p,0}, v_{p,0}) \) of the lines parallel to \( X_W \)-axis will be as follow:

\[
(u_{p,0}, v_{p,0}) = (f_u r_{11} + u_0, f_v r_{21} + v_0)
\]

(9)

In addition, the roll angle \( \varphi \) is usually very small in landing. In order to get the initial values which close to the true value, we also set \( \varphi_0 = 0 \), combining equation (2) the vanishing point \( P_0(u_{p,0}, v_{p,0}) \) will be converted to:

\[
(u_{p,0}, v_{p,0}) = (f_u \frac{1}{\tan \theta_0} + u_0, f_v \frac{\tan \varphi_0}{\sin \theta_0} + v_0)
\]

(10)

When \( (u_{p,0}, v_{p,0}) \) is obtained from image process, the \( \theta_0 \) and \( \varphi_0 \) could be calculated from Eqs.13. Then, combining equation (5) the initial value of translation vector \( T_0(t_{x,0}, t_{y,0}, t_{z,0}) \) could be obtained too. Lastly, using all of the initial values into the steps of L-M method, the final result of relative position and attitude will be calculated.

4. Marker Detection Algorithm
As mentioned in section 3.1, theoretically, only 3 points are enough to calculate \( t_x, t_y, t_z, \theta, \) and \( \varphi \). In this paper, we use the corners of outer or inner pattern. See figure 1, when the outer pattern is used, the four black corner points 1–4 are detected for calculating relative position and attitude. When the inner pattern is used, the four corner points 6–8 are detected. On the other hand, once the four corner points are detected, the sidelines of marker rectangle are also determined. Then vanishing point will be calculated by these sidelines which parallel to \( X_W \)-axis in WCS.

4.1. Detection of outer marker pattern
The flow chart of outer marker pattern detection method is illustrated in figure 4. This method
includes two main stages: marker region detection and target points detection. Marker region detection is to segment marker region from whole image. Target points detection is to detect corner points and location from segmented region. Then the needed vanishing point coordinate could be calculated.

![Flow chart of outer pattern detection algorithm](image)

**Figure 4.** The flow chart of outer pattern detection algorithm.

This new marker is designed based on color. So color information will be used in the detection method. For RGB model, the color image could be divided into R, G and B three gray images. In order to keep blue and red pixels and wipe off background, the calculation between three gray images will be employed. First, the R, G and B images are divided from color image; then, different-images of B-G and R-G are calculated; lastly, the different-images are merged into a binaryzation image by union. However, small noises and holes often remain in the binary images. So, open and close processes are employed to remove them (see figure 5).

Target edge points detection and location. In order to detect the four corner points which are shown in figure 6, we had tried to use common corner detection method such as Harris. However, because of the noise, the edges of marker region are generally jagged and irregular. Some ruleless points are detected, which lead to more difficult to identify the true corners. On the other hand, line features are more reliable than point features in real environment. So, line edge detection algorithm is employed to identify the four marker edges first. Then, the coordinate values of corner points will be calculated from these linear equations.

![Result of marker region detection](image)

**Figure 5.** Result of marker region detection

(1) Edge points classification

Given that the points on the same edge have same or similar gradient characteristic including gradient magnitude and direction. The point gradient characteristic could be the classification judgment to identify whether in the same edge. For this work, we designed 8 gradient operators to calculate the gradient magnitude of the 8 directions for every pixel (see figure 5, \( q = 0.1 \)). The pixel value means the gradient magnitude in this direction. So, the larger the gradient of the pixel, the value in result image is closer to white. So, the points on the same edges present max magnitude in the same direction. Because the outer marker has the maximum connected region, the inner pixels could be removed.

(2) Linear fitting

Although most of edge points have correct classification, error points will cause false linear fitting
if the fitting method is weak robustness such as least-squares estimation. So, we adopt Huber fitting method which is insensitivity to outliers. The fitting principle is to minimize the sum of distance function $\sum \rho (r)$ . The distance function $\rho (r)$ is defined in equation (11).

$$\rho (r) = \begin{cases} 
    \frac{r^2}{2}, & \text{if } r \leq \delta \\
    \delta \left(\frac{r - \frac{\delta}{2}}{2}\right), & \text{otherwise}
\end{cases}$$  \hspace{1cm} (11)

where, $r$ is the difference between the fitting value and true value: $|y - f(x)|$ ($f(x)$ is the equation of the line currently fitted). $\delta$ is a threshold. When $r$ is bigger than $\delta$, the distance function of this point will be decreased to cut down the impact of outliers.

(3) Corner and vanishing points calculation

When the edge lines are obtained after linear fitting process, corner points are the intersections of two lines. Corner points coordinate value could be calculated by the equations of edge lines. Similarly, the vanishing point coordinate value we needed in the L-M method will be calculated by the intersection of the two edge lines that parallel to $X_w$-axis.

4.2. Detection of inner marker pattern

Under whole landing process, the outer marker pattern will be out of the field of camera view when the UAV fly blow a certain height. At this moment, the aim of this algorithm is to detect the points 5~8 of inner marker pattern in figure 1.

Inner marker pattern is surrounded by a green isolation belt, which is a trait we will use to detect the image area of it. So, the basic flow chart of inner marker pattern detection method is the same as figure 3. The different are the processing details in the stages of ‘Image segmentation’ and ‘Extract maximum connected region’.

In the image segmentation stage, the R, G and B images are also divided from color image. Then, different-images of G-B and G-R are calculated. Lastly, the different-images are merged into a binaryzation image by and operation. In the extract maximum connected region stage, conversely, the inner edge points are preserved. After this stage, the detection method for inner marker pattern is the same as for outer marker pattern.

5. Experiments

In the marker design and its detection method research process, we did experiments for different verification goals. One is to test the marker detection algorithm. Another one is to test the accuracy of the whole method proposed in this paper. In those tests, moreover, algorithms are programmed by Visual Studio C++ platform with OpenCV. All of results are calculated by offline processing.

5.1. Marker detection algorithm test

Given the security and operability, we did indoor test for this algorithm. The equipment and tools are shown in figure 7. UAV-M100 from DJI company is used for this test. The camera calibration is also finished before test.

![Figure 7. The equipment and tools for marker detection algorithm test](image)

In order to test the robustness of this algorithm, a scene with complex background is selected. There are not only lots of objects with different colors, but also have interference from strong light. Figure 8 shows the mainly processing procedures and results for 5 images. 63 images were tested and
the average error is 10 pixels with $4000 \times 3000$ camera resolution.

Moreover, analysing the intermediate processing image which has large line fitting error, we found that most of them have hackly edge after marker region detection process. The hackly edge is formed from binaryzation for different-images of B-G which is introduced in Section 4.1.1. So, we changed the threshold of binaryzation and observe the accuracy of line fitting as shown in figure 9. Therefore, binaryzation is sensitive to the threshold value as well as the final detection results.

![Figure 8. Partial marker detection algorithm test results](image)

| Threshold | 50 | 40 | 30 |
|-----------|----|----|----|

**Figure 9.** Partial line fitting results with different binarization thresholds

### 5.2. Whole method test

An outdoor experiment is implemented for whole pose estimation method. A printed marker with the size of $600 \times 500$ mm is fixed on the ground. At the same time as the UAV test, two other cameras record the flight track from $X_W$-axis and $Y_W$-axis directions respectively. To obtain the reference ground truth, we draw the measure unit of distance on the ground for $X_W$-axis and $Y_W$-axis. For $Z_W$-axis direction, a rod is used as the measure unit. It is set on the centre of the marker and perpendicular to the ground. The cameras in the $X_W$-axis and $Y_W$-axis directions take the pictures which will be the standard to measure the height of UAV and its camera (see figure 10).

![Figure 10. $Z_W$-axis standard measure images](image)

a) From $X_W$-axis direction  

b) From $Y_W$-axis direction

**Figure 10.** $Z_W$-axis standard measure images

**Figure 11.** A set of line fitting result images captured from UAV camera
Figure 11 is a set of line fitting result images captured from UAV camera on this scene. From these images we can see that abundant shadows provided by the profusion of the woods. Even so, this algorithm still works. Using those fitting lines, the coordinate value of corner and vanishing points will be obtained. Then, import them into the position and attitude estimation program. The comparison from estimation results and reference ground truth is shown in figure 12. The numbers in figure 12 correspond to the numbers in figure 11. The average error of this test is 22 mm.

![Figure 12. Comparison from pose estimation results and reference ground truth](image)

6. Conclusion
After analysing the key and difficult points of autonomous landing technology of UAV on unmoving or moving platform, a new inner and outer combined color-based fixed point landing marker is presented, as well as its vision detection algorithm. Position and attitude could be estimated accurately and quickly using L-M and vanishing point combined method. On the other hand, irregular quadrilateral edge points are successfully classified using maximum gradient magnitude and direction feature, which is an important foundation to the edge lines fitting using Huber loss function and final corner point calculation. The indoor and outdoor experiments in various scenarios are implemented. From these results we can see that the proposed method fulfills the requirements of being accurate, whole covered and robust for vision-based landing system.

In future work, we plan to research the track algorithm to improve the real timing. Combining with the UAV control, real tests landing on a removing platform are required to update the marker and its detection algorithm.
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