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Abstract

The challenge to determine the accurate water saturation is still faced Petroleum Engineering. The difficulty of this problem will be increase if we deal with carbonate rocks. There are some available techniques used to determine the water saturation. However, the accuracy of those techniques has become unable to find the best results. Several available techniques have been used to estimate water saturation such as conventional, CAPE (a, m, n), CAPE (1, m, n) and 3D methods. Currently, the achievements of Artificial Intelligent (AI) techniques alone open the door to use the hybrid system such as (PSONN).

In this model, the Particle Swarm Optimization (PSO) technique is employed to search for optimal connection weights and thresholds for the neural networks (NN), then the back-propagation learning rule and training algorithm is used to adjust the final weights.

A total of about 383 data points obtained from the laboratory measurements of electrical properties from carbonate core plugs of Middle East reservoir were used for the implementation of the proposed technique.

Statistical analysis and comparative study show that the performance of PSONN model is the best one with lower root mean square error (0.052) and higher accuracy of correlation coefficient (0.95) than those obtained with previous methods. Results showed that the new hybrid PSONN model outperforms some available methods and overcome the weakness if we use AI alone. From error analysis, it is found that CAPE and 3-D and PSONN methods ensure minimum error of water saturation values.
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Nomenclature

a: Tortuosity factor
m: Cementation factor
n: Saturation exponent
Sw: Water saturation, fraction
Rt: Resistivity of rock, Ω.m
Rw: Resistivity of brine, Ω.m
Ro: Resistivity of rock with Sw=1.0, Ω.m
Ir: Resistivity index
F: Formation resistivity factor
φ: Formation porosity, fraction
Ea: Average Absolute Percent Relative Error
Emin/Emax: Minimum/Maximum Absolute Error
S: Standard deviation
Erms: the root mean square error
R: the correlation coefficient

Introduction

An accurate determination of initial oil in place in the early life of reservoirs or an evaluation of a developed reservoir is required to well estimate the water saturation. The accuracy of water saturation value for given reservoir conditions depends on the accuracy of Archie parameters a, m and n. Uncertainty in these coefficients causes many errors in saturation evaluation especially in the carbonate reservoir. Archie equations are the basic relations for evaluating rock saturation. The coefficients of these equations are determined by laboratory experiments [1].

Porin established a scale indicating the degree of cementation using m values Amin observed the Archie factor (m) varies over a wide range in the carbonate reservoirs of the Middle East [2,3]. Focke and Munn found out that cementation parameter is a function of the rock lithology and it varies significantly in carbonate rocks [4]. Borai noted that Archie’s relationship with cementation factor of m=2 is applicable for formations with medium to high porosity [5]. Wang developed an empirical correlation for carbonate rocks between formation factor and porosity, permeability and porosity, permeability and residual water saturation, saturation exponent and residual water saturation, sonic velocities porosity and formation factor [6]. Harris obtained a relationship between the porosity and the cementation exponent for a particular zone [7]. Talia performed a series of experiments in order to derive the correct form of the Archie’s Equation that can
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be applied to carbonate rocks [8]. Tabib M Emadi explained a new method of achieving variable m using the most effective reservoir parameters for any arbitrary interval of reservoir [9]. Fleury presented an extensive laboratory study to determine initial water saturation as well as remaining oil in water flooded regions in a carbonate field [10]. Knackstedt presented results of a 3D pore scale study of the resistivity properties in twelve model and reservoir core samples. He also noted that the laminated sand exhibit strong anisotropy and the complex carbonate systems exhibit values of n that vary strongly with water saturation [11]. Han studied the influence of the pore space structure on resistivity index curves of sandstones and carbonates. They present a new method for measuring the resistivity index (RI) curve in air-brine system in drainage and imbibition [12]. Dernaika estimated the initial water saturation by using the RI-Sw curves in drainage [13]. Archie proposed the electrical resistivity of sandy rocks was related to porosity as follows:

\[ F = \Phi^{-m} \quad \text{..........................................................(1)} \]

Where:

\[ F = \frac{R_o}{R_t}, \quad R_t = R_{\text{sw}} \quad \text{................................................(2)} \]

Ro is the resistivity of the completely saturated formation, Rs is the resistivity of the fluid (brine resistivity), F is formation factor and m is a cementation factor. Archie noticed m increased with the degree of cementation factor of sand samples, being the highest for hard sands and the lowest for loose sands. A more general relationship was developed by Winsauer:

\[ F = a \Phi^{-m} \quad \text{..........................................................(3)} \]

In 1942, Archie’s equation is developed based on empirical relationship between the three following parameters: water saturation Sw, porosity, \( \Phi \), and rock resistivity, Rt.

\[ S_w = a \left( \frac{R_o}{R_t^m} \right) R_t = R_{sw} / R_t = 1 / I, \quad \text{.............................................(4)} \]

where Rt is the resistivity of the partially saturated formation, 'Sw' is the water saturation, 'a' is the tortuosity factor and 'n' is the saturation exponent, typically taken to be 2.0, on the basis of laboratory studies of core.

Cementation exponent varies constantly which has a significant effect on the computation of water saturation using resistivity logs. These equations are not still used for non-Archie reservoirs (carbonate reservoir) because data-driven perception of reservoir complexity often is too simplistic [14,15].

This paper presents the results of the application of four techniques to determine Archie’s parameters: (1) three-dimensional regression (3D) technique, which is based on the analytical expression of three dimension plot of Rt/Rw versus Sw and \( \Phi \), equation (2) core Archie’s parameters estimate (CAPE) and equation (3) conventional technique, equation (4) Particle swarm optimization with neural network (PSONNN). Uncertainty analyses have been tested for all Archie’s parameters determination techniques and the relevant impact on the water saturation values.

**Literature Review**

**Determination of Archie equation parameter**

Water saturation is not still estimated by Archie’s Equation because formation parameters (a, m, n) are functions of changes of rocks properties. Therefore, the several techniques are proposed such as Conventional method, Core Archie-Parameter Estimation (CAPE), (a, m, n) or CAPE (1, m, n), 3D method and Hybrid PSONNN Technique.

**Conventional method:** Archie’s equation parameters are estimated directly from electrical measurements. Equation (3) is used to determine constant, a as the intercept and cementation factor, m as slope by plotting ‘F’ vs. \( \Phi \). The coefficient, n is calculated based on the equation (4) by plotting ‘S_w’ vs ‘Ir’. Figure 1 shows the saturation exponent values for 29 core samples. Figure 2 illustrates F vs \( \Phi \) for core samples; average ‘m’ equals to 1.87 and the coefficient, a equals to 1.12. This separation for estimation Archie’s coefficients is not physically correct, thereby, it induces an error in the value of water saturation using equation 4.

**Core Archie-parameter Estimation (CAPE):** Maute developed a mathematical method to estimate Archie’s parameters m, n and optionally a from standard resistivity measurements on core samples. The main idea of this method is to calculate the Archie’s parameters by minimizing the mean square error between the actual and the predicted water saturations by using Archie’s Equation. Maute found that the results of the CAPE method in calculated water saturation agree well with the actual core data and better than the conventional method results [16].

**3D-method:** Although the CAPE method is a good to estimate Archie parameters (a, m, and n) but the CAPE method has a difficulty to apply their complex mathematical equations. Therefore, Hamada [17] proposed 3D method to determine Archie’s Equation parameters a, m and n based on the water saturation, porosity and formation resistivity measurements on core samples. The 3D method also overcomes the uncertainty problems due to the separate use of porosity, formation resistivity factor and water saturation equations to get the Archie’s Equation parameters a, m and n.
It must be highlighted that the above mentioned methods are not the main objective of this work. Therefore a detail methodology of these methods is not given in this research. Rather, we use Hybrid PSONN Technique to predict water saturation and compare the results with those obtained by Hamada using the above methods for the same electrical measurements [13].

**Hybrid artificial intelligent:** The achievements of the Artificial Intelligent (AI) techniques alone open the door to use the hybrid system. This research focuses on the use of predictive capabilities of Particle Swarm Optimization with capabilities learning of Neural Network (PSONN) combination [18]. Jing-Ru Zhang introduced a hybrid algorithm combining particle swarm optimization (PSO) algorithm with back-propagation (NN) algorithm to train the weights of feedforward neural network (FNN) [19]. Al-Mudhafer and Abbas developed hybrid System of Genetic Algorithm and Fuzzy Logic as Optimization Techniques for determining the optimal future reservoir performance regarding to infill drilling [20]. Valipour developed Auto Optimization Techniques for determining the optimal future reservoir of feedforward neural network (FNN) [19]. Al-Mudhafer and Abbas algorithm with back-propagation (NN) algorithm to train the weights a hybrid algorithm combining Particle Swarm Optimization (PSO) with Artificial Neural Networks (ANN) for predicting gas–oil ratio with pseudo-steady-state conditions [22]. Hossein Sayyad proposed hybrid neural particle swarm optimization algorithm for prediction of gas–oil ratio with pseudo-steady-state conditions [22]. Das applied ANN trained with PSO for the problem of channel equalization. They employed PSO to optimize the number of layers, the type of transfer functions, input and hidden neurons etc.

**Particle swarm optimization:** Particle swarm optimization (PSO) is a robust stochastic optimization technique based on the movement and intelligence of swarms [24]. It applies to look for the optimal solution by simulating the movement and flocking of birds.

The PSO starts by initializing a flock of birds randomly over the searching space. Each bird called as particle. Particles fly with a particular velocity and try to find the global best position (gbest) after some iteration. At each iteration, each particle is treated as a point in a N-dimensional space which adjusts its velocity according to its position, the influence of its best position (pbest) as well as the best position of its neighbors (gbest), and then compute a new position that the particle is to fly to. The basic concept of PSO lies in accelerating the movements with some iteration. At each iteration, each particle is treated as a point in a N-dimensional space which adjusts its velocity according to its position, the influence of its best position (pbest) as well as the best position of its neighbors (gbest), and then compute a new position that the particle is to fly to. The basic concept of PSO lies in accelerating the movements with following equation (5) and (6).

\[
\begin{align*}
\mathbf{V}_{i}^{(k+1)} & = \mathbf{V}_{i}^{(k)} + \mathbf{w} \cdot \mathbf{V}_{i}^{(k)} + C_{1} \cdot \mathbf{r}[\text{pbest, } S_{i}^{(k)}] \cdot \mathbf{r}[\text{gbest, } S_{i}^{(k)}] \cdot \mathbf{R} + C_{2} \cdot \mathbf{r}[\text{gbest}] \cdot \mathbf{R} \\
S_{i}^{(k+1)} & = S_{i}^{(k)} + \mathbf{V}_{i}^{(k+1)}
\end{align*}
\]

\[\text{..........}(5)\]
\[\text{..........}(6)\]

In the above equation, the term \(v_{i}(\text{pbest, } -S_{i}^{(k)}) \cdot C_{1}\) is called particle memory influence, the term \(v_{i}(\text{pbest, } -S_{i}^{(k)}) \cdot C_{2}\) is called swarm influence, \(v_{i}(\text{gbest, } -S_{i}^{(k)}) \cdot C_{2}\) is called particle memory influence and \(v_{i}(\text{gbest, } -S_{i}^{(k)}) \cdot C_{2}\) is called swarm influence. The distance between the current position and the gbest. The distance between the current position and pbest.

Each particle tries to modify its position using the following information:

- The current positions \(S_{i}^{(k)}\),
- The current velocities \(V_{i}^{(k)}\),
- The distance between the current position and pbest,
- The distance between the current position and the gbest.

**Hybrid PSONN Model Development**

The PSO–NN is an optimization algorithm combining the Particle Swarm optimization (PSO) with the back-propagation Neural Network (NN). PSO algorithm was shown the convergence rapidly during the initial stages of a global search, but around global optimum, the search process will become very slow. On the other hand, Back Propagation Neural Network (BNN) has a strong ability to find the local optimized result, but its ability to find the global optimized result is weak. Therefore, integrating PSO and NN can achieve faster convergent speed around global optimum, and at the same time, the convergent accuracy can be higher. Moreover, combining PSO with Neural Network can overcome the weaknesses of each technique. The PSONN algorithm combines the features of PSO with back-propagation neural network in order to improve the Neural Network [26].

The learning process of PSONN has two stages: Firstly PSO is applied to search for approximate optimal connection weights and thresholds for the network, then the back-propagation learning rule and training algorithm is used to adjust the final weights.

Figure 2 shows the following learning process steps of the PSONN:

- The Neural Network weights and biases are initialized as randomly particle to a certain position in the problem space.
- The number of dimensions in the problem space is equal to the number of weights and thresholds there are to optimize.
- This operation is completed by applying a BP algorithm on the PSO established initial connection weights and thresholds.
- For each particle, calculate particle velocity according equation (6) and update particle position according equation (7).

The PSONN algorithm combines the features of PSO with back-propagation neural network in order to improve the Neural Network. In this research, the neural network parameters were optimized by the PSO algorithm and the adopted feed forward neural network has two layers. The optimal first hidden layer used (tansig) as a transfer function whereas the other hidden layer used (purelin) as a transfer function.

The position of each particle in PSONN represents a set of weight for current iteration. The dimension of each particle is the number of weights connected with the network. The learning error of this network is calculated using Root Mean Squared Error (RMSE). The particle will move within the weight space in order to minimize learning error.
Development of fitness function

The selection of fitness function depends on the research goals. Root Mean Squared Error (RMSE) is used here as a fitness function. Optimization fitness function is important to ensure that RMSE or learning error is getting lesser with the increase of number iterations. The feed-forward neural network with two layered structures was developed (Figure 3).

Data Description

A total of 44 plug samples were received from three wells. Seventeen core samples are studied from well A, fifteen core samples from well B, and twelve core samples from well C. These core samples had different ranges of porosity and permeability. These samples are a carbonate core samples (limestone and dolomite). Table 1 describes the total data points.

Statistical Error Analysis

Statistical and graphical error analyses were used to check the accuracy and performance of those developed techniques in this study. The accuracy of the correlation relative to the actual value is determined by using various statistical means. The criteria used in this study were average percent relative error, average absolute percent relative error (AAPRE) and minimum/maximum absolute percent relative error, the correlation coefficient (CC), and the root mean square error (RMSE).

Result and Discussion

The optimal configuration for PSONN network was found to be as follow:

a) Number of Hidden Layers = 2.
b) Number of Hidden Neurons = 25.
c) Number of Max Iteration = 100.
d) Cognitive Parameter (c1), value of 0.5.
e) Social Parameter (c2), value of 1.0.
f) No. of population (No of bird) 60 number of particles

Number of dimension in PSONN is referring to number of weight and bias that is based on input data and PSONN architecture. PSONN dimension is calculated using Equation (7).

\[ \text{Dimension} = (\text{input} \times \text{hidden input}) + (\text{hidden} \times \text{output hidden}) + \text{hidden bias} + \text{output bias} \] .............................(7)

The PSONN technique was used in this study to estimate water saturation “Sw” based on the resistivity measurement (Rt, Rw and ϕ) as input of the model. In order to validate PSONN technique results, we have used the statistical error analysis criteria for evaluation the PSONN performance; Maximum Absolute Error (Emax), Minimum Absolute Error (Emin), Average Error (Ea), Root mean square error (Erms), standard deviation Error (S) and Correlation Coefficient (R).

The results obtained by PSONN for water saturation showed more improvement than the other techniques. The PSONN technique achieved the best one with highest correlation coefficient equal to 0.95
and lowest root mean square error equal to 0.092. Figure 8 shows that a comparison between measured and predicted water saturation values as well as their relative errors comparison shows the same trend. This comparison shows the good agreement between the PSONN method and actual water saturation values.

It can be concluded that PSONN technique has superiority for estimating water saturation from resistivity measurements.
Validation

In order to examine the reliability of these techniques, the statistical error analyses were used to validate these techniques. Figure 6 through Figure 8 show an excellent agreement between both measured and predicted water saturation values using PSONN technique. Table 3 summarizes the results of statistical error analysis of these techniques.

Conclusions

From the analysis of the different determination techniques of Archie’s parameters on carbonate reservoirs rock samples, the following conclusion points can be drawn.

1. Intelligent techniques are powerful tools which overcome incompleteness, imprecise and uncertainty existent in reservoir parameters.

2. The hybrid models showed superior performance with the highest correlation coefficients, and lowest root mean square errors.

3. Hybrid optimization method is faster and more accurate than any artificial intelligent algorithm alone.

4. Conventional technique optimizes the two functions F vs. φ and Rt vs. Sw rather than water saturation values in the determination of Archie’s parameters.

5. Unlike the conventional method which ignores the values of Sw<1.0 in the determination of a and m, the PSONN, 3-D and CAPE use all the data of Sw points.

6. CAPE and 3-D give values of Archie’s parameters that minimize the error in the desired quantity of water saturation.

7. Error analysis of water saturation values increases on going from CAPE to 3-D and conventional techniques.

8. Standard deviation and correlation factor showed that PSONN is the best one while conventional is the worst technique.
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