Estimating class proportions has emerged as an important direction in positive-unlabeled learning. Well-estimated class priors are key to accurate approximation of posterior distributions and are necessary for the recovery of true classification performance. While significant progress has been made in the past decade, there remains a need for accurate strategies that scale to big data. Motivated by this need, we propose an intuitive and fast nonparametric algorithm to estimate class proportions. Unlike any of the previous methods, our algorithm uses a sampling strategy to repeatedly (1) draw an example from the set of positives, (2) record the minimum distance to any of the unlabeled examples, and (3) remove the nearest unlabeled example. We show that the point of sharp increase in the recorded distances corresponds to the desired proportion of positives in the unlabeled set and train a deep neural network to identify that point. Our distance-based algorithm is evaluated on forty datasets and compared to all currently available methods. We provide evidence that this new approach results in the most accurate performance and can be readily used on large datasets.

Introduction

Positive-unlabeled, or PU learning, has emerged as an active and important area of machine learning research (Denis 1998; Denis, Gilleron, and Letouzey 2005; du Plessis, Niu, and Sugiyama 2014; Hsieh, Natarajan, and Dhillon 2015; Chang et al. 2016). It generally refers to a binary classification setting where learning discriminators between positive and negative examples is based on the data that contain positively labeled examples and a set of unlabeled examples that contain an unknown mix of positives and negatives. The PU framework is well-suited to open world problems and is common in science and commerce. Typical applications are found in molecular biology, medicine, social networks, text mining, online advertising, etc. (Liu et al. 2003; Lee and Liu 2003; Yu, Han, and Chang 2004; Elkan and Noto 2008; Ward et al. 2009).

The focus of this work is on the positive-unlabeled setting and the problem of estimating fractions of positive and negative examples, or class priors, in unlabeled data. Such a task is often considered in sciences to understand the prevalence of natural, physical or social phenomena or in business to characterize the userbase and can therefore be an integral part of knowledge generation and decision support. However, class prior estimation also has instrumental value in machine learning research as a key component in the development and evaluation of classification models in the PU setting (Elkan and Noto 2008; Ward et al. 2009; Menon et al. 2015; Jain, White, and Radivojac 2016; 2017).

Another task requiring knowledge of class priors is accurate estimation of classification performance. Even in the cases where optimal traditional and nontraditional classifiers are equivalent, the true traditional performance can wildly differ from its nontraditional estimates (Jain, White, and Radivojac 2017; Ramola, Jain, and Radivojac 2019). It has been recently shown that many true performance measures can be recovered if one has well-estimated class priors (Menon et al. 2015; Jain, White, and Radivojac 2017; Ramola, Jain, and Radivojac 2019). Furthermore, certain performance metrics, such as balanced error rate and the Matthews correlation, permit optimal thresholding of the raw prediction scores based solely on nontraditional evaluation, whereas metrics such as error rate and \( F_1 \) score do not guarantee optimal performance (Ramola, Jain, and Radivojac 2019). The latter group of metrics, together with sensitivity, specificity, and precision, require class prior estimation for the thresholding task.

Nonparametric estimation of mixing proportions in the PU setting has been actively researched. Important directions include (non)identifiability results (Ward et al. 2009; Scott and Blanchard 2009; Blanchard, Lee, and Scott 2010;
Jain et al. 2016) and estimation algorithms (Elkan and Noto 2008; du Plessis and Sugiyama 2014; Sanderson and Scott 2014; Jain et al. 2016; Ramaswamy, Scott, and Tewari 2016; du Plessis, Niu, and Sugiyama 2017; Bekker and Davis 2018), as reviewed in the Background section. Although estimation algorithms have advanced over the past decade, there remain issues in both accuracy and scalability. To address these problems, we propose an intuitive nonparametric algorithm based on sampling that only requires finding nearest neighbors between positive and unlabeled examples. We evaluate all currently available algorithms on the largest set of datasets thus far, ranging from low-dimensional to high-dimensional. We provide evidence that the new algorithm performs very well against the best alternatives.

The remainder of this paper is structured as follows. We introduce all important concepts, provide problem specification and review related work in the Background section. We then present our algorithms in the Methodology section. We describe our evaluation strategy and provide results of all empirical evaluations in Experiments and Results. Finally, we offer closing remarks in the Conclusions section.

Background

We consider a binary classification problem of mapping an input space \( \mathcal{X} \) to an output space \( \mathcal{Y} = \{0, 1\} \). Let \( p(x) \) be the true distribution of the inputs \( x \in \mathcal{X} \), \( p(x|y) \) be the class-conditional distribution, and \( p(y) \) be the prior distribution for \( (x, y) \in \mathcal{X} \times \mathcal{Y} \). Given a set of positive examples from \( p(x|y = 1) \) and a set of unlabeled examples from \( p(x) \), the problem of estimating class priors \( p(y) \) can be seen as estimating the mixing proportion in the following two-component mixture

\[
f(x) = \alpha f_1(x) + (1 - \alpha) f_0(x),
\]

where \( \alpha = p(y = 1) \) is the mixing proportion we seek to estimate, \( f(x) = p(x) \) and \( f_0(x) = p(x|y) \).

Identifiability

Mixing proportion \( \alpha \) estimation is an ill-posed problem due to unidentifiability (Blanchard, Lee, and Scott 2010; Jain et al. 2016). This means that there exist multiple values of \( \alpha \) that lead to the same \( f(x) \) for a given \( f_1(x) \) because \( f_0(x) \) itself can be a mixture containing \( f_1(x) \). Furthermore, using \( \mathcal{P}_X \) to denote the set of all densities (except \( f_1 \) ) on \( \mathcal{X} \), the set of all valid \( \alpha \) values is an interval of the form \([0, \alpha^*] \), where

\[
\alpha^* = \alpha_{f_1}^f = \sup \{ \alpha : f = \alpha f_1 + (1 - \alpha) h_0, h_0 \in \mathcal{P}_X \}.
\]

The value of 0 from \([0, \alpha^*] \) corresponds to the case where \( f_0 \) contains the same amount of \( f_1 \) as \( f \) does (i.e., there is no \( f_1 \) in \( f \)), whereas the value of \( \alpha^* \) corresponds to the “irreducible” case where \( f_0 \) cannot be expressed as a mixture of \( f_1 \) and any other distribution from \( \mathcal{P}_X \). Therefore, the irreducibility assumption; that is, that \( f_0 \) is not a mixture containing \( f_1 \), makes the problem identifiable with \( \alpha \) taking its largest value (Blanchard, Lee, and Scott 2010; Jain et al. 2016). More formally,

\[
a_{f_0}^{f_1} = 0 \Rightarrow \alpha = \alpha^*.
\]

Estimation

Several algorithms for nonparametric class-prior estimation have been proposed in the literature (Elkan and Noto 2008; Ward et al. 2009; du Plessis and Sugiyama 2014; Sanderson and Scott 2014; Jain et al. 2016; Ramaswamy, Scott, and Tewari 2016; du Plessis, Niu, and Sugiyama 2017; Bekker and Davis 2018).

The first algorithm was given by Elkan and Noto (2008) under the assumptions of non-overlapping supports between class-conditional distributions and availability of a nontraditional classifier that estimates posterior distributions. Their work, however, contains six different estimators that often give different values and it does not provide resolution as to which one to choose. du Plessis and Sugiyama (2014) showed that the \( e_1 \) estimator from Elkan and Noto (2008) is equivalent to a partial distribution matching formulation that minimizes Pearson divergence. They have subsequently generalized this approach to a broad family of \( f \)-divergences (du Plessis, Niu, and Sugiyama 2017).

Jain et al. (2016) derived a nonparametric class-prior estimation algorithm called AlphaMax. AlphaMax maximizes the likelihood of the positive-unlabeled data at multiple values of \( \alpha \) in \((0, 1) \) using convex optimization. It then estimates \( \alpha^* \) as the x-coordinate of the elbow on the maximum log-likelihood versus \( \alpha \) curve. Although this approach can be implemented directly on multidimensional data using kernel density estimation, it can be computationally prohibitive and lead to sub-optimal performance when run on high-dimensional data. As a default option, its practical implementation first transforms the data into a single dimension using the \( \alpha^* \)-preserving transform. We will review this transform in the next subsection because our new algorithm can be run both on the original as well as on transformed data.

Ramaswamy, Scott, and Tewari (2016) derive an objective function based on representing distributions by functions in a Reproducing Kernel Hilbert space (RKHS) on \( \mathcal{X} \). For a given \( \lambda \in [0, \infty) \), a \( C \)-distance function is defined as the distance of \( \lambda f + (1 - \lambda) f_1 \) to its closest distribution in the RKHS. Theoretically, \( C \)-distance is 0 if \( \lambda f + (1 - \lambda) f_1 \) represents a probability distribution. This is only true for an interval of \( \lambda \) values between 0 to some maximum \( \lambda^* \), beyond which the distance is expected to increase. Practically, \( C \)-distance is estimated by minimizing a quadratic form defined by a kernel matrix giving pairwise similarity between all the points (labeled and unlabeled) in the dataset and an \((|\mathcal{M}| + |\mathcal{C}|) \) dimensional weight vector. \( \lambda^* \) is detected from the distance curve via a thresholding (KM-1) or a gradient thresholding estimator (KM-2) and the class prior is estimated as \( 1 - \frac{1}{\lambda^*} \). This method has a relatively high time complexity due to the computation of an \((|\mathcal{M}| + |\mathcal{C}|) \times (|\mathcal{M}| + |\mathcal{C}|) \) kernel matrix and the quadratic programming in \(|\mathcal{M}| + |\mathcal{C}| \) variables, where \( \mathcal{C} \) is the component sample and \( \mathcal{M} \) is the mixture sample.

Bekker and Davis (2018) derive an estimation algorithm by first identifying feature subspaces with large proportions of labeled data. Practically, the subspaces are determined by the high purity nodes of a nontraditional decision tree trained between the labeled and unlabeled datasets. Because
such regions have fewer negative examples, the ratio of the labeled example to the total number of points gives a tight lower bound of the label frequency; i.e., the probability that a positive example is in the labeled set. The class prior is then estimated from the lower bound and the proportion of labeled examples.

**Univariate Transforms**

Mixing proportion estimation is often formulated as a density estimation problem, which may be problematic in high-dimensional spaces (Jain et al. 2016; Ramaswamy, Scott, and Tewari 2016). Fortunately, there exist \( \alpha^* \)-preserving transforms that can be used to reduce the data to a single dimension, while still preserving \( \alpha^* \) in the transformed space. Formally, for an \( \alpha^* \)-preserving transform, \( \tau : \mathcal{X} \rightarrow \mathbb{R} \), it holds that

\[
a_{f_{\tau,1}}^{f_{\tau,1}} = a_{f_1}^{f_1},
\]

where \( f_\tau \) and \( f_{\tau,1} \) are density functions on \( \mathbb{R} \) that are obtained as counterparts of \( f \) and \( f_1 \) after transforming the inputs using \( \tau \). It can be shown that a nontraditional classifier, a classifier trained to discriminate positive examples against the unlabeled examples treated as negatives, can serve as an \( \alpha^* \)-preserving transform (Jain et al. 2016).

**Methodology**

Let \( \mathcal{M} = \{ m_i \} \) be a mixture (unlabeled) sample drawn from \( f(x) \) and \( \mathcal{C} = \{ c_i \} \) be the component (positive) sample drawn from \( f_1(x) \). The distance-based algorithm for class prior estimation takes the following two steps.

1. **Construction of the distance curve** involves repeatedly
   (1) sampling with replacement an example from \( \mathcal{C} \), (2) recording the distance to its nearest neighbor from \( \mathcal{M} \), and (3) removing the nearest neighbor from \( \mathcal{M} \). Since \( \mathcal{M} \) contains approximately \( \alpha^* |\mathcal{M}| \) positives, distances recorded until removal of \( \alpha^* |\mathcal{M}| \) examples are expected to be smaller compared to those recorded after (Figure 1).

2. **Estimating the class prior from the distance curve** involves training a prediction model on many simulated distance curves with known values of \( \alpha^* \) and applying it to the distance curve obtained from the input samples.

**Constructing the Distance Curve**

To construct the distance curve, \(|\mathcal{M}|\) number of examples are sampled from \( \mathcal{C} \) with replacement. At each step \( k \), an example \( c_k \) is sampled from \( \mathcal{C} \) and its nearest neighbor from \( \mathcal{M} \) is then removed from \( \mathcal{M} \). The distance of the nearest neighbor is computed using some distance function, \( D \), on \( \mathcal{X} \times \mathcal{X} \). The sampling can be repeated several times and the recorded distances are averaged for each of the \(|\mathcal{M}|\) steps to produce the smoothed distance curve. More specifically, let \( d_k \) be the observed smoothed distance value at step \( k \). The graph of \( d_k \) against \( k/|\mathcal{M}| \) gives a distance curve on the \([0, 1]\) interval and is used in the next step (Figure 1).

Although \( D \) can be an arbitrary distance function, we will generally work with Minkowski distances (Deza and Deza 2013). We will additionally use univariate transforms discussed before and define \( D \) to be the distance on the one-dimensional space obtained by transforming the inputs using the scoring function, \( \tau \), of a nontraditional classifier trained to separate the labeled positives from the unlabeled data (Elkan and Noto 2008); i.e., \( D(x, y) = |\tau(x) - \tau(y)| \). The choice of \( \tau \) as a transform is special since, unlike any arbitrary transform, it ensures that the class prior is preserved after the transformation. Finally, to exploit multiple transforms, we will also work with the Cityblock distance between vectors whose dimensions represent outputs of each univariate transform.

We record the classification performance for each univariate transform by computing the area under the Receiver Operating Characteristic (ROC) curve (Fawcett 2006). Since the performance is calculated in the nontraditional sense we will refer to it as \( \text{AUC}_{\text{pn}} \). When choosing the optimal transform, we generally select the classifier with the largest \( \text{AUC}_{\text{pn}} \), as described in Experiments and Results.

A pseudo code to generate the distance curve is given in Algorithm 1. The curve was smoothed with \( L = 10 \) repetitions of the sampling process in all experiments.

**Estimating the Class Prior from Distance Curves**

A multi-layer feed-forward neural network is trained to predict the class priors using 100 features derived from the smoothed distance curve. To generate a fixed-length feature vector from the curve containing the number of points equal to the size of the unlabeled sample \( \mathcal{M} \), we use the 100-quantiles of the distance values (y-coordinates of the curve). Precisely, if \( d_k \) denotes the distances sorted in ascending order, then the \( i \)-th 100-quantile is given by \( d_{\lceil i \times |\mathcal{M}|/100 \rceil} \), for \( i = 1, \ldots, 99 \) and \( d_1 \) for \( i = 0 \). These 100 values are subsequently normalized such that the total length of the vector is equal to 1.

To train the neural network, a rich set of distance curves is obtained from simulated positive-unlabeled datasets sampled using univariate parametric distributions at many different values of \( \alpha \). Specifically, the data is simulated using Beta\((a_1, b_1)\) and Beta\((a_0, b_0)\) as the positive and negative
Algorithm 1 DistCurve algorithm for class prior estimation.

Require: $M, C$, number of repetitions $L$

Ensure: $\alpha^*$

// Transform the data as scores from a nontraditional classifier.
\[ [s_{Mix}, s_{Comp}] \leftarrow \text{transform}(M, C) \]

// Calculate AUC$^{mu}$ using bootstrapped samples
\[ \text{_aucpu} \leftarrow \text{AUC}(s_{Mix}, s_{Comp}) \]

for $i = 1, \ldots, L$ do

\[ s_m \leftarrow s_{Mix} \]

for $j = 1, \ldots, \text{length}(s_{Mix})$ do

\[ c \leftarrow \text{sampleWithReplacement}(s_{Comp}) \]

// Get the closest example from the mixture sample.
\[ m \leftarrow \text{nearestNeighbor}(c, s_m) \]

// Remove $m$ from the mixture sample.
\[ s_m \leftarrow \text{remove}(m, s_m) \]

// Compute distance between $c$ and $m$.
\[ \text{dist}[i, j] \leftarrow \text{distance}(c, m) \]
end for

// Take an average of the distances across multiple runs.
\[ d = \text{columnAverage}(\text{dist}) \]

// Calculate $[0, 100)$ 100-quantiles.
\[ q \leftarrow \text{quantiles}_{100}(d) \]

// Predict $\alpha^*$ by applying a neural network trained on
// simulated data.
\[ \alpha^* \leftarrow \text{applyTrainedNN}(q) \]
end for

component densities. A random sampling of
\[ c_i \sim \text{Beta}(a_1, b_1) \]
\[ m_i \sim \alpha \text{Beta}(a_1, b_1) + (1 - \alpha) \text{Beta}(a_0, b_0) \]
is used to generate positive and unlabeled samples $C$ and $M$, respectively. A total of 100,000 pairs of positive and negative densities are constructed to capture a diverse range of overlaps between the class-conditional densities. The density overlap is measured in terms of the normalized distance $\alpha^*$. A total of 100,000 pairs of positive and negative examples were repeatedly sampled as follows
\[ a_0 \sim \text{Uniform}(2, 100) \]
\[ b_0 \sim a_0 \cdot \text{Uniform}(1, 10) \]
\[ a_1 \sim a_0 + a_0 \cdot \text{Beta}(0.5, 0.5) \]
\[ b_1 \sim b_0 + b_0 \cdot \text{Beta}(0.5, 0.5) \]
and added to their respective bin, until each of the bins contained 1,000 parameter sets. The extra parameters are thrown away. This ensures that different overlap values are uniformly represented in the dataset. For each of the 100,000 density pairs selected, 10 mixture distributions are constructed by picking 10 different values of $\alpha$ randomly from Uniform$(0.01, 0.99)$ giving a total of 1,000,000 positive-unlabeled datasets. The unlabeled and positive sample sizes are also picked randomly as $|M| \sim \text{Uniform}(1000, 10000)$ and $|C| \sim \text{Uniform}(100, 5000)$. We note that choices for the hyperparameters do not play a significant role as long as a broad selection of the underlying distributions is maintained.

The network was trained as a regression model. It contained 100 input nodes, three hidden layers, with sizes 2048, 1024, and 512, respectively, with each layer followed by a rectified linear unit activation layer, batch normalization layer and dropout layer with probability 0.5. The output was constrained to the range $[0, 1]$. The model was trained for 100 epochs using batch size 32, minimizing the mean absolute error (MAE) on the class prior prediction. Early stopping was used in the training process, monitoring the loss on 200,000 synthetic instances held out as the validation set.

Experiments and Results

Datasets

Two groups of real-world datasets were collected for experimental evaluation: (1) thirty multi-dimensional real-valued datasets, generally of low-to-medium dimension, and (2) ten high-dimensional text mining datasets each with tf-idf features. Most datasets were downloaded from the UCI Machine Learning Repository (Dua and Graff 2017), except for three text mining datasets that were found in the literature: Inauthentic (Dalkilic et al. 2006), Webkb (Cardoso-Cachopo 2007), and LifeSci (Yang et al. 2019). All datasets are listed in the Results subsection, alongside the estimated performance of different algorithms.

To create binary classification problems, we broadly followed the protocols from previous work (Jain et al. 2016; Ramaswamy, Scott, and Tewari 2016; du Plessis, Niu, and Sugiyama 2017; Bekker and Davis 2018). That is, categorical features were transformed into one-hot binary features, regression target values were transformed to class labels using the mean target value, and multi-class classification problems were binarized. Overall, these datasets contained confidently established positive and negative examples that allowed us to evaluate the performance of all algorithms by selecting a sample of positive examples as the positive (component) sample while the remaining examples comprised the unlabeled (mixture) set.

Experimental Protocol

Estimation experiments were run 50 times on each dataset with randomized selection of positive and unlabeled examples. More specifically, $n_1$ positive examples were randomly selected to form the component sample $C$ and the remaining positive and negative examples constituted the mixture sample $M$. The size of the mixture samples was further limited to $n = 10,000$, with positives and negatives proportionally reduced. The size of the component sample $C$ was kept at $n_1 = 1,000$ except in smaller datasets where $n_1 = 100$ was set because the total number of positives was not sufficiently large.

The performance of each estimator was measured using the Mean Absolute Error (MAE) between the true class prior
and the estimated class prior (Jain et al. 2016); i.e., the absolute errors for each dataset were averaged over the 50 random selections of the positive and unlabeled samples. Following Bekker and Davis (2018), we further used MAE to rank each algorithm’s performance on each dataset and report its average rank amongst six competitors; Mean Rank Error (MRE). Finally, we measured the time it took each algorithm to complete its estimation on each dataset and report Mean Time (MT) and Mean Rank Time (MRT). All algorithms were run on identical datasets and computers with similar hardware, although we cannot guarantee that the available software implementations are equally optimized.

### Selection of Univariate Transforms

Selection of the univariate transform for multi-dimensional datasets was carried out using the following nontraditional classification models: (1) a bagged ensemble of 100 two-layer feed-forward neural networks with $h \in \{1, 5, 25\}$ hidden units, (2) a bagged ensemble of 1000 regression trees, and (3) a polynomial kernel support vector machine (SVM) with a degree $d \in \{1, 2\}$, followed by the correction of Platt (1999). The data was z-score normalized prior to training (Tan, Steinbach, and Kumar 2006). In the cases of ensemble models, the transform was generated using an out-of-bag approach, whereas the SVM transforms were created using 10-fold cross-validation where the predictions on the 10 test sets were combined to ultimately comprise the univariate transform on the entire dataset. Because text mining datasets were sparse and high-dimensional, we only used linear SVMs as univariate transforms on these data without any normalization. As before, SVM scores were transformed to posterior probabilities using Platt’s correction.

For each experiment in the multi-dimensional datasets, the optimal transform was selected by sequentially performing pairwise model comparisons based on the estimated $AUC_{pu}$. A more complex model was preferred only when its $AUC_{pu}$ was higher with statistical significance ($P < 0.05$) than that of a previously selected simpler model, as estimated through 1000 bootstrap samples. Over all iterations, linear SVMs performed best in 43.9% of the cases, neural network ensembles with $h = 1$ in 3.8%, neural network ensembles with $h = 5$ in 25.9%, neural network ensembles with $h = 25$ in 6.6%, quadratic SVMs in 6.2%, and ensembles of regression trees in 13.6% of the cases.

### Distance Curves

Sample distance curves, illustrating the performance of our new algorithm are shown in Figure 3. The estimates are relatively straightforward on Wilt (MAE = 0.008, $AUC_{pu} = 0.980$) and Newsgroups (MAE = 0.007, $AUC_{pu} = 0.875$) datasets where the estimated and true class priors are very close. On the other hand, performance on the Abalone dataset (MAE = 0.380; $AUC_{pu} = 0.688$) was poor. Since other algorithms similarly overestimated the class prior here, we hypothesize that either the feature set is not discriminative enough to enable good classification accuracy or there may exist a considerable number of unknown positive examples among the negatively labeled examples. Finally, performance on the Farm dataset (MAE = 0.039, $AUC_{pu} = 0.774$) was moderate. Regardless of the performance, visual inspection can provide an additional layer of interpretation.
Comparative Experiments

We compare the performance of our distance-based algorithm to five estimators available in the literature (Elkan and Noto 2008; Jain et al. 2016; Ramaswamy, Scott, and Tewari 2016; du Plessis, Niu, and Sugiyama 2017; Bekker and Davis 2018). We implemented the Elkan-Noto algorithm by following its description from the publication and used downloadable code for the remaining four procedures. The AlphaMax and Elkan & Noto estimators used the optimal model as described above. Both KM-1 and KM-2 kernels were used for the method of Ramaswamy, Scott, and Tewari (2016) and the one with the better performance was included in the comparisons. Finally, PE-DR (du Plessis, Niu, and Sugiyama 2017) and TiCE (Bekker and Davis 2018) algorithms were run with default parameters.

We note that Elkan and Noto (2008) and Bekker and Davis (2018) report the class prior that is the fraction of positive examples in the total dataset (including both positive and unlabeled examples). The remaining algorithms report the class prior as the fraction of positive examples in unlabeled data. The conversion has been made for the former two algorithms as \( \alpha_{\text{new}} = \frac{(n + n_1) \cdot \alpha - n_1}{n} \), where \( n \) and \( n_1 \) are the dataset sizes for the unlabeled and labeled data, respectively.

Figure 2 and Table 2 summarize the performance accuracy of all algorithms. The box plots from Figure 2 show the distribution of absolute error over all 50 iterations of each dataset with summarized MAE and error rank averaged over all datasets. The results provide evidence that the new algorithm performs well on a broad class of problems. Table 2 gives MAE for each algorithm on each dataset. We also timed each experiment in order to evaluate the speed of evaluated estimators. The average ranking of each algorithm is reported in Table 1, together with the average ranking based on MAE.

Utility of Univariate Transforms

To understand the utility of univariate transforms, we evaluated our algorithm with and without transforms. The results “with transform” included two versions: (1) one-dimensional data using an optimal transform, selected based on the estimated performance of a nontraditional classifier, and (2) six-dimensional transform data using all evaluated transforms, where each example was mapped into a six-dimensional vector (one dimension per transform), from which the Euclidean distances were computed to obtain the distance curve. The results “without transform” included four distance metrics: (1) Minkowski distance with \( p = 1 \), or the cityblock distance, (2) Minkowski distance with \( p = 2 \), or the Euclidean distance, (3) normalized Yang’s distance with \( p = 1 \), and (4) normalized Yang’s distance with \( p = 2 \). Prior to computing distances on multi-dimensional datasets, all features were normalized using z-scores.

Although the sampling algorithm on the original (untransformed) data led to excellent performance, univariate transforms are clearly beneficial. Combining the transforms provides additional improvements and suggests that there exist effective ensembling techniques that will result in superior performance when used on small and medium sized data. Interestingly, the evaluated distance functions show only minor variation in performance.

Conclusions

In this paper, we propose an intuitive and fast algorithm for estimating class priors from positive and unlabeled data. The algorithm is based on repeated sampling and nearest neighbor calculation to generate a distance curve, which is subsequently used as an input to approximate the class prior via a regression model. The obtained distance curve can also be used for visual inspection. Owing to its simplicity, this procedure is appealing as it can be used with any distance or kernel functions, including the ones learned from the data at hand; see, for example, Weinberger and Saul (2009) or Ting et al. (2016). The algorithm can also rely on one or more univariate transforms in order to exploit a rich set of classification models and overcome learning challenges such as high dimensionality, correlated features, irrelevant features, etc.

Comprehensive experiments on low-dimensional and high-dimensional data provide evidence that the new algorithm has excellent performance in a wide range of classification problems. It achieves this performance at a competitive speed and can therefore be run on big data. We also in-
investigated the utility of univariate transforms and show that the estimator is the most accurate when paired with a single or multiple carefully selected univariate transforms through training of nontraditional classifiers (Elkan and Noto 2008). Finally, we note that the size of the neural network for the identification of the elbow point on the distance curve did not play a significant role on the transformed data and so a reduction to a few dozen hidden neurons resulted in a very similar performance. We found, however, that larger networks had a significant impact when the algorithm was used on the original data with Minkowski’s and Yang’s distances, and we therefore opted to use the larger network as the final model.

Although future work remains to provide theoretical guarantees for our procedure, we believe that, overall, the new algorithm is simple to understand, implement and run. It thus provides an attractive tool in positive-unlabeled learning.
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