POI Mining for Land Use Classification: A Case Study
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Abstract: The modern planning and management of urban spaces is an essential topic for smart cities and depends on up-to-date and reliable information on land use and the functional roles of the places that integrate urban areas. In the last few years, driven by the increased availability of geo-referenced data from social media, embedded sensors, and remote sensing images, various techniques have become popular for land use analysis. In this paper, we first highlight and discuss the different data types and methods usually adopted in this context, as well as their purposes. Then, based on a systematic state-of-the-art study, we focused on exploring the potential of points of interest (POIs) for land use classification, as one of the most common categories of crowdsourced data. We developed an application to automatically collect POIs for the study area, creating a dataset that was used to generate a large number of features. We used a ranking technique to select, among them, the most suitable features for classifying land use. As ground truth data, we used CORINE Land Cover (CLC), which is a solid and reliable dataset available for the whole European territory. It was used an artificial neural network (ANN) in different scenarios and our results reveal values of more than 90% for the accuracy and F-score in one experiment performed. Our analysis suggests that POI data have promising potential to characterize geographic spaces. The work described here aims to provide an alternative to the current methodologies for land use and land cover (LULC) classification, which are usually time-consuming and depend on expensive data types.
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1. Introduction

With the recent and rapid development of cities, sustainability concerns have opened a new area for an essential field in recent studies, namely, smart growth. In general, smart growth is an effort for the better management of natural resources by reducing and controlling their consumption [1]. Because of this, the needs for urban land use planning and the efficient management of urban areas have evidently become important [2]. These points are directly connected with the design and development of smart cities, converging to a common objective, which is to attempt to create a high quality of life for people in a more sustainable world. With attention turned to urban spaces, land use analysis becomes an essential topic in this context.

Currently, urban spaces have also gained focus due to issues such as urban expansion, traffic control, wellbeing, population activity monitoring, construction projects, environmental preservation, hazard and pollution analysis, and economic analysis, in addition to public health care and other essential services, all of which are related to smart growth and smart cities. The work in these subjects often requires fine-grained maps to be designed and managed [2,3]. However, as urban areas change, keeping maps and information on infrastructures and functional zones up to date is a challenge that
researchers and public administrations face on a daily basis, given the complexity of modern urban systems [3,4].

In this context, there are three essential concepts to focus on, namely: (1) land use, (2) land cover, and (3) functional zones. Land use is highly related to how people use the land—e.g., for conservation, development, or mixed use [5]. In terms of land cover, a given space can be classified as forest, agriculture, impervious surfaces, wetland, and even water types, which includes open water or wetlands. In addition, the concept of functional zones refers to spaces where human activities occur. The same functional zone could support a variety of functions depending on the types of land use. These types include residential, commercial or industrial use, business, etc. Moreover, the same functional zone can be used for various human activities, such as living, shopping, eating, and recreation, among others [6]. For land cover (LC) analysis, many authors generally adopt methods based on the interpretation of remote sensing images and extracting information from image objects, which are scene components or meaningful entities in a given image [7] (e.g., a tree, house, car parking area, or vehicle).

Understanding how people use and interact with functional zones and how these areas usually change has become essential for land use analysis [3,6,8]. Because most researchers focus on land cover objects rather than large-scale functional zones, maps of this type of urban unit are not widely available. Aside from a functional zone being spatially larger than an object, the former is also semantically different from the latter. For example, while a residential area is a functional zone, a building belongs to land cover objects. Because these two types of units are in different semantic layers, traditional object-based methods cannot classify functional zones [4]. Nevertheless, there are many studies based on remote sensing images to provide a classification of urban areas through morphological analysis, extracting spectral and textural characteristics for the representation of information for a given region [9]. This approach has been evolving significantly in recent years, as it allows us, in some way, to reveal information on land cover related to the morphology of the area, given the presence, shape, size, and even the spatial distribution of buildings, including open spaces [10–12]. However, the relationship between urban landscapes and how people use them is essential for identifying functional zones, considering that land use patterns are also affected by indoor lifestyles and others factors as well [9,13]. Because remote sensing images do not offer high-level semantic features, it is necessary to aggregate other data sources to provide them instead.

The use of traditional remote sensing models also makes it difficult to classify land use with typical thematic features [4]. Due to this concern, many authors suggest the use of a combination of different data types and methods [2,14]. In addition, driven by rapid technological development in recent years, several methods have emerged, based on new capabilities added by advances in geographic information systems (GIS) and geospatial big data [13]. As a proposal to better classify urban landscapes, some authors have suggested the use of data, such as social information, socioeconomic features, points of interest (POI), or location-based social network (LSBN) data along with remote sensing images to enable the construction of more robust models [2,3,6,9].

The main objective of this paper is to present an approach for land use classification based on features extracted from POIs, as one of the most common types of crowdsourced data. To archive this objective, we performed a survey to collect papers related to the characterization of geographic spaces, allowing us to accomplish the state-of-the-art systematic analysis presented, which is used as a background to develop the approach we suggest. Moreover, we propose a methodology to automatically collect input data for free, over a large area, and use the CORINE Land Cover (CLC) dataset as ground truth, which is a resource created by the European Community, through a fastidious and time-consuming process. In the future, we believe that an automatic approach like ours can automatize, or at least assist, its creation. Additionally, in order to explore the potential of POI data for the identification of the usage and coverage of geographic spaces, we conduct different experiments, archiving an accuracy of more than 90% in one of the cases. The datasets we use, as well as the source
code of the application we developed to collect POIs, have been made publicly available and can be downloaded through the link available in Supplementary Materials section.

The remainder of this paper is structured as follows: Section 2 presents a detailed state-of-the-art description, including a comparative analysis of the data and methods utilized for land use classification. Section 3 describes the approach we proposed for characterizing geographic areas, including data collecting and preprocessing. In Section 4, we present and discuss the results we obtained via the work we performed based on various scenarios we planned. Finally, in Section 5, we present our conclusions and suggestions for future work.

2. State of the Art

Given the importance of up-to-date information related to LULC and urban functional regions, many efforts have recently been made regarding this topic, increasing the popularity of different types of data and methods for knowledge discovery in the context of land use analysis. In this section, we discuss the most common categories of data and the most frequent methods employed by authors in this subject.

2.1. Data

Many techniques can be used for land use analysis, based on different data types. An important task for researchers is improving the accuracy of the results generated by these techniques. The integration of features extracted from various data types can, to some extent, show better results. In this section, we present the main data types frequently used for urban functional region extraction and LULC classification. The data types presented in this subsection were used in at least two studies among the set of works analyzed during our survey.

2.1.1. Remote Sensing Images

Several methods, used to update LC maps, are based on the interpretation of aerial photos and field surveys, which are time-consuming and difficult. Due to the recent development of remote sensing technologies, a large number of remote sensing images are available through sensors installed in aircraft or satellites [15]. In addition, remote sensing images are present in scientific datasets, in some cases provided by universities [16], research centers [3], and government agencies [17], among other organizations. Remote sensing images are often useful for extracting LC information and, combined with other data types, generally provide the possibility to identify plots of land used for various purposes (e.g., residential, commercial, or industrial). This identification is usually based on the physical properties of objects, with different characteristics, such as spatial distribution, color, texture, shape, etc. [2,15].

For land use and functional region analysis, when discussing remote sensing images, low-level semantic features can be described as information that comes with data, such as physical properties (e.g., color and texture), and high-level semantic features are directly related to specific "knowledge" for each user and application [2,4]. A semantic gap usually refers to the disparity of features identified between low-level and high-level semantic features. Using only low-level semantic features is probably less accurate because different objects may have the same physical properties and identical objects may have different attributes. In the classification, adding high-level semantic features, referring to various attributes of the object given by the human user will probably achieve better results. For example, a set of remote sensing images where land cover objects (e.g., buildings) can be recognized based on a low-level description. In this case, high-level information provides good features for functional zone classification, such as residential, commercial, or industrial areas [2]. The addition of high-level semantic features has been suggested by many authors—e.g., Zhong et al. [18], in order to provide the possibility of achieving better results for the classification of land use.
2.1.2. Crowdsourced Data

Crowdsourced data are created voluntarily by users, mainly using mobile applications, to provide useful data for different domains and diverse types, especially when the data are opportunistic, based on the user context, such as POIs, social media data, taxi trajectories, cell phone usage, check-in activities from location-based social networks (LBSNs), and even text messages [9,19]. Around the world, every day, there are 7000 million check-ins on Foursquare, 500 million tweets are posted, and more than 80 million photos are uploaded to Instagram [20]. These rich and diversified sources of data potentially provide information on human activities and socioeconomic information, which has been the central idea of many studies to indicate urban functions [9]. Among various categories of crowdsourced data, the most frequently used are the following:

Points of Interest (POIs)

Specific urban functions are reflected by the spatial distributions and interactions of various types of POIs [6]. For different types of activities (e.g., working, studying, dining, shopping, or relaxing), people usually go to specific POIs. For the same reason, many scientific studies (e.g., [6,13,19,21,22]) have focused on extracting features from POIs, which are often fused with remote sensing images. POIs can be collected from various sources and are frequently available for free through social network application programming interfaces (APIs) and online map service providers. For example, Gong et al. [11] and Zhai et al. [19] used POIs extracted via APIs provided by Baidu Map Services, while Liu et al. [22] obtained them from http://www.dianping.com, one of China’s largest online off-line companies, https://www.fang.com, one of China’s largest online house information service providers, and additionally Baidu maps.

Text Messages

Crowdsourced data usually contain a very large amounts of text messages, which can be exploited to generate socioeconomic features [9]. Among some common examples of this type of crowdsourced data are tweets (or Twitter messages), used in [9,19,20,23,24]. In addition, there are other services used for the same purpose, such as the Sina Weibo application [23], as it has the same symmetric Twitter user structure, where a user can follow anyone else without having to establish a friendship. Another category of textual data that can be considered in land use classification is the tags associated with each photo on Flickr [8]. Generally, users can attach geographical coordinates to messages and photos, which is the focus of location-based social networks (LSBNs), which often offer open APIs to download this content for free.

Check-in Activities from LBSNs

Considering the physical locations of users, several LBSNs have created traces of social interactions. Generally, in these social networks, users can check in at a location, rate it, and share their comments or tips [6]. Some examples of LBSNs are Gowalla, Foursquare, and Facebook Places, which are increasingly exploited as the dimensions of these services grow. Flickr can also be considered in this category [8], as a photo in a specific location is evidence of the user’s presence at that time. Some studies (e.g., in [25]) have analyzed spatial, temporal, social, and textual aspects associated with hundreds of millions of user-driven check-in activities. Others (e.g., in [20]) have explored LBSN check-in activities as a factor of popularity for POIs. The use of such data was encouraged by Xing et al. [9] to improve results when other categories of data do not provide useful information.

2.1.3. OpenStreetMap (OSM) Datasets

In comparison with proprietary sources, for many developed regions, OSM datasets are almost always complete, according to a recent analysis on their street networks [26]. A set of user-friendly interfaces is accessible for volunteers. These interfaces offer some map editing capabilities that allow
the user to delineate the geometric representation of features or areas of interest based on remote sensing images provided by the broad range of image libraries available for citizen science-based projects. In addition, individual attributes can be added to mapped features to enrich them. The establishment of these types of services has provided representative advances in digital maps thanks to the accurate GPS-based technology present in mobile devices, which may produce a new and more complete map experience. As a result, digital content has become significantly diversified, bringing much more spatial information thanks to volunteers. Because of the large number of users, much larger sets of digital content and information are free for community use. In this context, OSM is an ideal example of a collaborative project. For example, its datasets are used by Liu et al. [2] and Zhang et al. [3] in their studies.

2.1.4. Taxi Trajectories

Beyond the mentioned categories of data, many works have also used, with some frequency, taxi trajectories [22,27]. Taxi trajectories can easily provide pick-up and drop-off points, trip lengths, and the time of each trip. However, these points often do not represent the exact locations where users have their activities [28]. In most cases, passengers exit their taxi quite far from their final destination. Additionally, because the information provided by taxi trajectories does not contain an accurate indication of the passenger’s purposes for their activities, it is challenging to deal with only this kind of information. This is the main reason why taxi trajectory data are commonly combined with other data types (e.g., building blocks or LBSN user information) to provide better results.

2.1.5. Building Blocks

Building blocks are often referred to as “street blocks”, and although they represent a different category than taxi trajectories, for example, they are often used as complementary information in many studies. Building block information is normally provided by local administrations [14], but it is possible to extract these kinds of data from remote sensing images. This technique was utilized, for example, by Liu et al. [22], and the obtained building blocks were combined with social network records, taxi trajectories, and POIs to characterize mixed-use buildings. Another work, conducted by Huang et al. [15], also employed building blocks together with remote sensing images for urban land use mapping.

2.2. Methods

Driven by advances in computational resources, the availability of georeferenced data and modern tools provided by GIS applications, different techniques have become popular for land use analysis. In this subsection, we highlight the most common methods frequently adopted in this context. The methods covered in this subsection have been used in at least two scientific studies among the set of works analyzed in our survey.

2.2.1. Object-Oriented Classification (OOC)

Terms such as “object-oriented” and “object-specific” are also referred to as object-based image analysis (OBIA). This scientific area emerged after the first piece of commercial software designed specifically for the design and analysis of “image objects”, rather than individual pixels, was based on remote sensing images [7]. By these concepts, scene components or entities are distinguishable objects in a given image (e.g., a tree, house, or vehicle). Using an object-oriented approach, according to a specific user definition, pixel-based images are segmented into objects. Within each image object, the user-defined homogeneity is obtained during the segmentation process. To avoid a large growth of user-established heterogeneity, a pair of adjacent objects are merged at each step of the process. The process is interrupted if smaller growth exceeds the scale parameter [10]. Currently, this is one of the most popular methods for extracting land use patterns through the physical features of ground objects from images [13]. Although many studies have used this method, object-oriented classification can
only reveal land cover information based on low-level semantic features, where spatial relationships among ground objects are not considered.

2.2.2. Latent Dirichlet Allocation (LDA)

When analyzing abundant textual descriptions to discover thematic features and their respective structures, a large number of studies used probabilistic topic models, and, among them, the most common was LDA [6]. An LDA model is often used to extract socioeconomic information from crowdsourced data, providing explicit descriptions of human activities, such as that implemented by Xing et al. [9]. Moreover, it has been applied to elicit the topics from textual descriptions of Flickr photos in order to create features for a land use classification model [8]. LDA is an unsupervised model that works in a generative and probabilistic way, implementing a bag-of-words approach, which means that the order of words in the document is not applicable. In LDA, the main idea is to represent documents as a distributed probability of latent topics, where each topic is a distribution of words. To simplify the concept, the probabilistic topic model, including LDA, can be generically described as a “random mixture of topics” [18].

2.2.3. K-Means

Among many clustering algorithms, K-means is one of the most common in data mining [18]. As a type of unsupervised learning, K-means clustering is used for unlabeled data—i.e., when the categories are not defined. This algorithm works by locating groups in the data by using a parameter k that represents the number of groups. The clustering process is iterative and at each iteration the data points are assigned to one of the k groups based on their attributes. One example of application for K-means is given by Trevino [29], where feature similarity is used for clustering the data points. Moreover, clustering techniques have been successfully applied by many authors for various proposes, such as defining areas or regions [30], classifying features extracted from social media data [2], analyzing correlations between points of interest and zones [13], and aggregating similar formal regions in terms of region topic distributions [21].

2.2.4. Hierarchical Semantic Cognition (HSC)

HSC is a bottom-up Bayesian method with a hierarchical structure used to classify urban functional zones [4,14]. It consists of four semantic levels: Functional zones, patterns of spatial objects, categories of objects, and visual features. In this model, using conditional probabilities, each level characterizes a relationship between two semantic layers. Thus, the first level can, for example, model the relationship between functional zones and patterns of spatial objects. Typically, different objects generally have different distributions of visual features in the same spatial object pattern, whereas in the same object type different patterns of spatial objects may exist and have small differences related to their distributions of visual features. HSC is used for LULC and functional zone classification by using data such as remote sensing images, POIs, and road blocks.

2.2.5. Random Forest (RF)

RF is a bagging ensemble learning algorithm that works by building multiple decision trees, where each one is based on a random sub-sample of the training dataset [3]. The model provides its results based on the class voted by the most trees. As a tree-based ensemble method, this classifier can provide a higher accuracy than single decision trees, such as classification and regression trees (CART) or C4.5. In addition, in many cases, without the need to adjust numerous parameters, RF overcomes popular models, such as support vector machines. In this context, RF is well established in the literature and is widely used for land use and functional zone classification [4,8,19].
2.2.6. Support Vector Machine (SVM)

In a general way, support vector machines can be described as a supervised learning method that works as a discriminative classifier. The method creates a hyperplane or a set of hyperplanes that allow for classifying the inputs in a high-dimensional space by separating them. The algorithm outputs an optimal hyperplane, based on training data. This hyperplane is an N-dimensional space, where “N” is the number of features used for training. For example, a hyperplane created for a two-dimensional space is a line splitting it into two different parts [31]. It is a model based on the principle of structural risk minimization [32]. This method is used, for example, as a classifier in scene classification, to predict scene labels. The main idea of this technique is to train a linear learning classifier in a kernel space, considering generalization and performance optimization, leading to overcoming the problem of pattern classification [18]. SVM was chosen, for example, by Liu et al. [2] to identify urban land use types. The authors adopted SVM because it was suggested in previous studies (e.g., in [33,34]) that, when working with high-dimensional features, this method has a high efficiency level as a classifier.

2.2.7. Deep Convolutional Neural Network (DCNN)

One common approach for LULC classification is to use methods per field to directly extract or classify low-level features of the physical properties of images. These methods can add some advantages over per-pixel or object-based methods. However, per-pixel object-based and per-field land use and land cover classification techniques are based on manual feature descriptors and shallow architectures and cannot work with complex land-use images to capture fine features [15]. Because these images are used for generalization, none of these methods reach the level of accuracy generally required for practical applications. Land use can be described at many levels in an LULC scheme, including the intensities of pixels, edges, objects, parts of objects, and parcels of land. Deep architectures can efficiently represent all these levels. Through a deep learning process, a group of machine learning algorithms aim to model high-level abstractions by employing deep architectures, which are a composition of multiple nonlinear transformations. Deep learning models are a highly promising approach to handle urban LULC classification problems, since they can model hierarchical representations of features that describe urban LULC schemes. DCNNs consist of several convolutional layers and can learn high level abstract features from the original pixel values of images [35]. Among many deep learning methods, the DCNN technique has achieved a high level of performance in land use classification, based on remote sensing images.

2.3. Comparative Analysis

According to the information presented in Table 1, POIs are among the most common crowdsourced data types observed in the studies we analyzed. Many authors adopt them, mainly because of the direct connection they have with human behavior, which allows, to some extent, for revealing the ways people use the spaces. Moreover, POIs are often related with LBSN user activities, and because of this, these two data types are frequently combined for land use classification [2,3]. Observing the table, it is also possible to note the use of various other crowdsourced data types generated by volunteers in their daily routines. In many countries, crowdsourced data are widely available, encouraging their utilization in cases in which other datasets—e.g., urban planning data or GPS data—are not available.

Regarding the methods, due to the absence of ground truth data for validating results, many researchers use non-supervised techniques, among which clustering methods, including spectral clustering and K-nearest neighbor (KNN) are common. However, considering the studies we analyzed, the most frequent technique in this category is K-means, given its simplicity and effectiveness for tasks like grouping POIs, functional regions, or geographic spaces. Some examples of works in which K-means was used include [2,16]. In [2], the authors conclude that using this method together with others leads to satisfactory results for land use classification.
Table 1. Data types and methods often adopted for land use analysis.

| Ref. | Data                                                                 | Method                                                                                                                                   | Objective                                                                                                    |
|------|----------------------------------------------------------------------|-----------------------------------------------------------------------------------------------------------------------------------------|---------------------------------------------------------------------------------------------------------------|
| [37] | Twitter activity                                                     | Self-organizing maps (SOM)                                                                                                                | Land segmentation with geolocated data                                                                           |
|      |                                                                      | Spectral clustering                                                                                                                       | Detect urban land uses                                                                                         |
| [36] | Location-based social networks (LBSN) user activities, points of    | Laplacian score (LS)                                                                                                                      | Feature selection                                                                                              |
|      | interest (POIs)                                                      | Clustering (various algorithms)                                                                                                            | Land use inference                                                                                            |
|      |                                                                      | Naïve Bayes (NB); Support vector machine (SVM); random forest (RF)                                                                      | Classify land use                                                                                               |
| [30] | Points of interest (POIs), aggregate census employment data,        | POI matching algorithm                                                                                                                   | Map POIs from one source to another                                                                                |
|      | boundaries of towns                                                 | Bayesian networks; tree-based learners; instance-based learners; rule-based learners; Maximum likelihood estimation (MLE)                | Classify POIs                                                                                                |
| [16] | Land cover dataset (remote images + extra attributes)               | Multi-resolution segmentation                                                                                                             | Image segmentation                                                                                            |
|      |                                                                      | K-means                                                                                                                                  | Define data belonging to each class                                                                             |
|      |                                                                      | Central tendency measures                                                                                                                 | Get the central tendency measure of each class                                                                |
|      |                                                                      | K-nearest neighbor (K-NN); extreme learning machine (ELM); Support vector machine (SVM)                                                    | Detection of urban land cover                                                                                   |
| [27] | POIs, taxi trajectories, public transit records                      | Dilatation                                                                                                                                | Remove unnecessary details for map segmentation                                                                |
|      |                                                                      | Subfield-based parallel thinning algorithm                                                                                               | Extract the skeleton of the road segments                                                                      |
|      |                                                                      | Two-pass algorithm                                                                                                                        | Generate segmented regions                                                                                     |
|      |                                                                      | Latent Dirichlet allocation (LDA)                                                                                                         | Discovery of region topics using mobility patterns based on mobility semantics and location semantics         |
|      |                                                                      | Dirichlet multinomial regression (DMR)                                                                                                    |                                                                                                               |
| [4]  | Remote sensing images, POIs                                          | Hierarchical semantic cognition (HSC)                                                                                                     | Classify urban functional zones                                                                                 |
|      |                                                                      | Multiresolution segmentation                                                                                                              | Segment remote sensing images                                                                                    |
|      |                                                                      | Random forest (RF)                                                                                                                         | Label categories of land use image objects                                                                      |
|      |                                                                      | ISO-DATA algorithm                                                                                                                         | Automatically cluster spatial object patterns                                                                  |
| [3]  | OpenStreetMaps (OSM) road network, remote sensing images, POIs,     | Cellular automata model                                                                                                                   | Generate the urban land use parcels                                                                             |
|      | LBSN user posts                                                      | RF                                                                                                                                      | Land use classification                                                                                        |
|      |                                                                      | Object-based classification                                                                                                              | Classify preprocessed remote sensing images                                                                    |
|      |                                                                      | Gray-level co-occurrence matrix (GLCM)                                                                                                   | Calculate texture attributes                                                                                    |
Table 1. Cont.

| Ref. | Data | Method | Objective |
|------|------|--------|-----------|
| [2]  | OSM road network, remote sensing images, POIs, LBSN user activities | Scale invariant feature transform (SIFT) K-means Probabilistic latent semantic analysis (pLSA) LDA SVM | Extract features from remote sensing images Classify features Identify latent semantic features Classify urban land use types |
| [6]  | POIs, LBSN user activities | LDA K-means Delaunay triangulation spatial constraints Ward clustering | Generate summaries of thematic place topics Group semantically similar regions Identify topological and hierarchical relations |
| [13] | POIs, traffic analysis zones (TAZ) | Greedy algorithm Word2Vec K-means RF | Construct the TAZ-based documents Extract POI vectors Group TAZs Land use classification |
| [38] | Remote sensing images | TF-IDF algorithm RF Google Inception v5 | Transform the word frequencies into semantic features Classify urban land use patterns Detect land use patterns |
| [9]  | POIs, text messages, building-level blocks | LDA RF | Calculate semantic information from crowdsourced data (text messages) Classify functional regions |
| [39] | Remote sensing images, POIs, road network | Example-based feature extraction Multi-resolution segmentation Object-based classification | Produce a binary built-up/non-built-up land cover map Image segmentation Urban land cover classification |
| [15] | Remote sensing images, road blocks | Skeleton-based decomposition method Semi-transfer deep convolutional neural network | Decompose multispectral image Land use mapping |
| [22] | LBSN user activities, remote sensing images, taxi trajectories, POIs | Inverse distance weight (IDW) function Kernel density estimation | Construct the relationships of different data types Infer buildings’ mixed-use functions |
|      |                  | A modified Bayesian model | Calculate the probability of purposes of passengers based on taxi data and POIs |
Table 1. Cont.

| Ref. | Data                      | Method                                      | Objective                                                                 |
|------|---------------------------|---------------------------------------------|---------------------------------------------------------------------------|
| [14] | Remote sensing images,   | Multiresolution segmentation               | Segment blocks                                                            |
|      | road blocks               | Hierarchical Semantic Cognition (HSC)       | Bottom-up classification (land covers and functional zones)              |
|      |                           | Inverse hierarchical semantic cognition (IHSC) | Optimize classification results                                           |
| [40] | Remote sensing images     | Object-based convolutional neural network   | Urban land use classification                                             |
| [19] | POIs,                     | K-means                                     | Group POIs and cluster neighborhood areas                                 |
|      | origin–destination (OD)  | POI frequency analysis                      | Annotate the function of each region                                      |
|      | datasets                  | RF                                          | Evaluate and compare the model accuracy                                   |
|      |                           | Place2vec                                   | Extract and classify urban functional regions                             |
| [41] | Remote sensing images     | ResNet-50 DCNN                              | Extract the deep features from images                                     |
| [17] | Remote sensing images     | Space–time fusion algorithm (ESTARFM)       | Fuse original data pairs at two periods                                   |
|      |                           | Multiresolution segmentation                | Segment the images                                                         |
|      |                           | SVM                                         | Extract land use and land cover types                                     |
| [42] | Remote sensing images     | Joint deep learning (JDL)                   | Land use and land cover classification                                    |
| [8]  | Flickr photos, POIs       | Hierarchical clustering                     | Cluster photos to identify most dynamic regions                           |
|      |                           | LDA                                         | Extract topics from photo descriptions                                   |
|      |                           | RF                                          | Land use classification on POI taxonomy (ground truth) using LDA topics as |
|      |                           | Multi-label classification                  | features                                                                   |
| Ours | POIs                      | Artificial neural network (ANN) (please see Section 3.6) | Using CORINE (CLC) dataset as ground truth (Section 3.3), extract features from POI taxonomy (Section 3.4) to learn a land use classifier |
During our survey, we observed different cases where ground truth data were available, leading authors to the adoption of supervised techniques. Among the supervised techniques, RF was one of the most common, given its effectiveness as a classifier, considering a balance between resource consumption and performance for issues such as the classification of land use and functional zones. However, there are other reasons why RF is often chosen, as, for example, in [4,36]. Considering the specific case of the latter, the authors mentioned that they adopted the algorithm because they saw it as a scalable and powerful method to deal with datasets containing a large number of features.

In general, various methods were observed. As we can see in Table 1, the techniques used include Naïve Bayes (NB), extreme learning machines (EML), Word2Vec, Skeleton-based decomposition, Multiresolution segmentation, Place2Vec, joint deep learning (JDL), and many others. Although there are cases where different methods were chosen for similar purposes, the datasets used were often different, making it difficult to compare the results and conclusions.

3. Proposed Approach

According to our previous research, as presented in the state-of-the-art study, many different approaches for land use classification were observed. While many of them are based on image interpretation, a big concern arises from this due to the related costs. Besides these techniques being time-consuming, they are also expensive. Although some scientists have utilized crowdsourced data in their analyses, the uses of these types of data are usually adopted as a complement for image interpretation techniques. Regarding this concern, we tested an approach based on only POI data. As ground truth, we used an LULC dataset available for the whole European territory.

3.1. Study Area

For this study case, the Lisbon metropolitan area (LMA) was chosen. The LMA is a region in Portugal, centered on Lisbon, the capital and largest city of the country. The LMA is spread over 3015 km², with around 2.8 million inhabitants, which represents 27% of Portugal’s population. The population density in the region is approximately 932 inh/km², the highest in the country, which is about eight times higher than the national average. Covering 18 municipalities, it is also the largest urban area in the country (the 10th largest in the European Union).

3.2. POI Mining

As mentioned by other authors, POIs are freely and widely available online, either through APIs or download services powered by crowdsourced data communities. It is also possible to get POI data from LBSNs. One example is a service provided by the Facebook API, where it is possible to perform a search given a center coordinate and a radius. The social network provides different options of software development kits (SDKs) to facilitate the development of applications that can interact with API services to get the data. Users can register their accounts as developers, allowing them to create these types of applications.

For this study, we chose to use POI data available from Facebook Places. When a company creates a page on Facebook, the LBSN allows it to add a coordinate that represents its geographic location. If such a location is added, the page becomes available as a POI dubbed Facebook Place. These kinds of POIs are also accessible through an API service provided by the social network.

To automatically get POI data available on Facebook Places, we developed software. In order to use the Facebook API, first it was necessary to define the coordinates to be used during the search. The software we developed was used to calculate these points, considering four coordinates given by the user, which represent the limits of a rectangle projected over the area where the search was performed. In the specific case of LMA, the bounding box adopted was composed of the following coordinates:
• North:
  ◦ West: 39.06471838, −9.50052661
  ◦ East: 39.06471838, −8.49097213

• South:
  ◦ West: 38.40907442, −9.50052661
  ◦ East: 38.40907442, −8.49097213

Once the set of coordinates were generated, we discarded the points outside the geographic bounds of the study area. This can be done by using a GIS or a spatial database, for example. However, as shown in Figure 1, given the limitations of this type of search, the coordinates need to respect a predefined spacing, leading to the problem of overlapping radii. In practice, this means that, during the search, the same POI could be returned as result of different requests. We solved this problem by filtering the final dataset using the unique ID provided by Facebook for each POI.

Our software stored the generated coordinates in a database table. Figure 2 shows the steps involved in filtering these points to make them ready for processing. Initially, the set of coordinates generated covers the entire region, according to the four parameters given by the user. This can be seen when creating a layer in GIS software using these points. In this study, we performed a special query directly to the database, based on a polygon saved in a table, which contains the information regarding the geographic bounds of the study area. As a result, only the points within the limits were kept. Although we chose to manipulate the data directly with SQL, the same goal may be easily reached by performing an intersection through a GIS application.

After generating geographic coordinates, the developed application processed them by making searches though a service called “Places Search API for Web” [43,44], provided by Facebook, to collect the data. For each coordinate, the Facebook API returned all POIs in the given radius. When returned, obtained POI data were stored in a database table. As each request take some seconds, the necessary time to collect the data depends on size of the region and, hence, the number of coordinates to be processed. After finishing, it is necessary to filter the final dataset in order to eliminate repeated POIs. Once again, in this case, this was done by manipulating the table directly in the database. For solving this specific problem, we think this is the best approach, given its simplicity and efficacy.
According to its official nomenclature [47], CLC data are divided in 44 classes over three hierarchical levels. It was first released in 1990 and updated in 2000, 2006, 2012, and 2018. For our analysis, we utilized the latest version in the format of vector data.

3.3. Ground Truth Data

CORINE land cover (CLC) [45,46] is basically a dataset representing the use and the coverage of the geographic areas over Europe. It was created as an initiative of the European Environment Agency, in a partnership with the member states. As a thematic cartography, CLC data are mainly produced by image interpretation, often using automatic or semi-automatic solutions available in GIS applications. The dataset can be downloaded in either a raster or vector format, with a minimum mapping unit (MMU) of 25 hectares (ha) for areal phenomena and a minimum width of 100 m for linear phenomena. According to its official nomenclature [47], CLC data are divided in 44 classes over three hierarchical levels. It was first released in 1990 and was updated in 2000, 2006, 2012, and 2018. For our analysis, we utilized the latest version in the format of vector data.

Data Preparation

We adopted a grid-based methodology [48] to represent the land parcels for classification. This method involved creating cells uniformly distributed over the study area. By using a GIS application, a grid in which each cell is 250 meters long/250 meters wide was automatically built, as shown in Figure 3. When created, the grid is a square composed by polygons with a chosen size. In order to keep only the cells inside the study area, we performed an intersection operation. The resulting grid was stored on a database table. For each cell, a spatial attribute that represents its centroid was included. This attribute is essential when generating features for training the predictive model.
After creating the grid, we extracted the LULC class for each cell, based on the CORINE data. It was assumed that there was only one class per land parcel. For example, if in a given cell there is 20% of land covered by class “111. Continuous urban fabric” and in the remaining 80%, the predominant class is “112. Discontinuous urban fabric”, we consider the one that represents most of the space—i.e., the last one. However, before extracting the dominant class for each cell, we organized the dataset class structure, keeping two levels and enabling the possibility to easily classify the units later. Table 2 shows the new class structure. This operation was performed by using a “dissolve” tool available in almost every modern GIS application, which provides the possibility of merging polygons from vector data.

**Table 2.** CORINE class structures after applying a dissolve operation.

| Class                                             | Subclass                                                                 |
|---------------------------------------------------|--------------------------------------------------------------------------|
| Class 1.1. Urban fabric                           | 111. Continuous urban fabric                                            |
|                                                   | 112. Discontinuous urban fabric                                        |
| Class 1.2. Industrial, commercial and transport units | 121. Industrial or commercial units and public facilities               |
|                                                   | 122. Road and rail networks and associated land                         |
|                                                   | 123. Port areas                                                          |
|                                                   | 124. Airports                                                            |
| Class 1.3. Mine, dump and construction sites      | 131. Mineral extraction sites                                            |
|                                                   | 132. Dump sites                                                          |
|                                                   | 133. Construction sites                                                  |
| Class 1.4. Artificial non-agricultural vegetated areas | 141. Green urban areas                                                   |
|                                                   | 142. Sport and leisure facilities                                        |
| 2. Agricultural areas                             | 2. Agricultural areas                                                    |
| 3. Forest and semi-natural areas                  | 3. Forest and semi-natural areas                                        |
| 4. Wetlands                                       | 4. Wetlands                                                             |
| 5. Water bodies                                   | 5. Water bodies                                                          |

Considering the 15 classes obtained through the reorganization process we applied, after preparing the grid, we obtained 81,238 cells for the study area. Each cell is available for extracting features to be used as training data for the models. The exact number of examples used in each scenario is described in Section 4.
3.4. Feature Extraction

We extracted four distinct types of features based on the collected POI categories and their respective levels, which range from 1 to 6 in the Facebook Places taxonomy \[49\]. Through an exploratory analysis, we decided to focus on all categories belonging to levels 2, 3, 4, and 5, considering that level 1 is highly generic and level 6 is too specific, presenting only restaurant service categories. Table 3 shows the extracted attribute groups.

Table 3. Feature set extracted from POIs and their categories.

| Feature Set | Description |
|-------------|-------------|
| Group 1     | Distance from each cell centroid to the closest POI of each category |
| Group 2     | Distance from each cell centroid to the most distant POI of each category |
| Group 3     | Amount of POIs belonging to each category inside a radius from each centroid |
| Group 4     | Proportion of POIs belonging to each category inside a radius from each centroid |

As the optimum radius distance, we analyzed 2500, 5000 and 10,000 meters, where the last one proved to be capable of generating the best models. To find the proportion of POIs, this was computed by the following calculation for each category: The amount of points inside the radius, divided by the total of POIs belonging to the category. Considering all feature sets, for all levels, we extracted 5928 attributes in total, with 500 of them belonging to group 1, 1808 to group 2, 2888 to group 3, and the remaining 732 to group 4.

3.5. Feature Selection

After extracting the POI attributes, we first used a correlation matrix to analyze the relevance of each feature type. We noticed that attributes belonging to group 2 presented extremely low correlation with LULC classes. Because of this, we discarded these features. Regarding the features in group 4, we verified that they present almost the same relevance as the attributes belonging to group 3. As the proportion of POI demands more computational power to be calculated, when compared to their amount in a given cell radius, we decided to keep group 3 instead of 4.

As we intended to explore the potential of metrics extracted from POI data for classifying LULC, considering the remain 3388 attributes, for each scenario, we applied a ranking method \[50\] in order to select the most valuable feature set. Different criteria, including the Information gain, Gain ratio and Gini index, were tested in this process. We chose this approach because it is usually faster and consumes less resources when compared to other methods. By using this technique, we selected different attribute sets which were employed for classification tests. The number of attributes selected in each scenario is presented in Section 4. A list of all feature sets used is available online at \http://tiny.cc/9eq8rz\.

3.6. Classification

As presented in the state-of-the-art section, among the many different scientific studies we analyzed, the use of various techniques was observed. Some of them are used for data preparation and preprocessing, and others for classification tasks. However, for creating a model capable of classifying land use by using numeric attributes, we believe that it is possible to successfully employ a powerful method which is not usually seen in this context, namely, an artificial neural network (ANN). We tested different scenarios using an ANN, as presented in the next section. The parametrization details are shown in Table 4. As evaluation metrics, the following were adopted: Accuracy, F-score, Kappa, precision and recall. For training the models, we adopted a 10-fold cross-validation technique. RapidMiner Studio \[51\] was utilized for the classification tests we conducted, and the details for ANN algorithm implementation in this software can be seen in the official documentation \[52\].
Table 4. Parameters used in the classifier.

| Classifier                     | Parameter                     | Value                                           |
|--------------------------------|-------------------------------|------------------------------------------------|
| Artificial neural network—ANN  | Hidden layers                 | (Number of attributes + number of classes)/2 + 1 |
|                                | Training cycles               | 200                                             |
|                                | Learning rate                 | 0.01                                            |
|                                | Momentum                      | 0.9                                             |
|                                | Shuffle                       | True                                            |
|                                | Normalize                     | True                                            |
|                                | Error epsilon                 | 0.0001                                          |

4. Results and Discussion

As we noticed in a previously conducted exploratory analysis, a geographic proximity pattern between classes “2. Agricultural areas”, “3. Forest and semi-natural areas”, and “112. Discontinuous urban fabric” seems to exist. Considering this evidence, some preliminary experiments were performed (not presented here), in which we noticed that the models generated when using these three classes together tend to present low performance. For this reason, in most of the experiments approached below, we decided to consider these classes separately.

In the first classification test, we used a dataset containing 144 attributes. Table 5 shows the results of the model evaluation. For this experience, we chose four distinct classes as the final objective for classification: (1) “2. Agricultural areas”; (2) “111. Continuous urban fabric”; (3) “112. Discontinuous urban fabric”; (4) “121. Industrial or commercial units and public facilities”. The training was made by using 2667 examples from the class 121 and 3000 examples for each of those remaining. As seen, the precision and recall of class 112 are both inferior when compared to the others, while the model seems capable of better distinguishing for class 2 among all of them.

Table 5. Results from scenario 1.

| Measure          | Value | Class                           | Prec.  | Recall | F-Score |
|------------------|-------|---------------------------------|--------|--------|---------|
| Accuracy         | 77.41 | 2. Agricultural areas           | 83.32  | 76.30  | 79.66   |
| Weighted F-score | 77.39 | 111. Continuous urban fabric    | 78.74  | 88.24  | 83.22   |
| Kappa            | 0.70  | 112. Discontinuous urban fabric | 69.94  | 71.65  | 70.78   |
| Weighted recall  | 77.89 | 121. Industrial or commercial units and public facilities | 79.17 | 75.37 | 77.22 |
| Weighted precision | 78.22 |                                   |        |        |         |

As with the previous experiment, we also performed a test based on a model trained using four classes. However, in this test we used the class “3. Forest and semi-natural areas” instead of class “2”. Through the automatic selection method described before, we chose 157 attributes. The results obtained can be seen in Table 6. They show that, in general, the model presents almost no difference when compared to that created in the test before, although we used the same 3000 examples from each class, except for class 121, for which we used 2667 examples.
Table 6. Results from scenario 2.

| Measure       | Value | Class                                    | Prec. | Recall | F-Score |
|---------------|-------|-------------------------------------------|-------|--------|---------|
| Accuracy      | 78.53 | 3. Forest and semi-natural areas          | 87.27 | 82.45  | 84.79   |
| Weighted F-score | 72.14 | 111. Continuous urban fabric              | 76.25 | 87.91  | 81.68   |
| Kappa         | 0.71  | 112. Discontinuous urban fabric           | 74.31 | 70.28  | 72.24   |
| Weighted recall | 78.74 | 121. Industrial or commercial units and public facilities | 75.09 | 74.35  | 74.72   |
| Weighted precision | 78.65 |                                           |       |        |         |

In the third experiment performed, we also used classes 111 and 121. In order to investigate how far a model can successfully distinguish forests, semi-natural areas, and agricultural land parcels from dense urban spaces and industrial areas, we decided to include classes 2 and 3 for training the model. As with the tests carried out previously, we also adopted a dataset composed by 11,667 examples, although containing 142 attributes—i.e., 15 less than used before. According to the information available in Table 7, the model evaluation shows that, in dense urban areas, the classifier reaches better results, compared to the other classes.

Table 7. Results from scenario 3.

| Measure       | Value | Class                                    | Prec. | Recall | F-Score |
|---------------|-------|-------------------------------------------|-------|--------|---------|
| Accuracy      | 78.01 | 2. Agricultural areas                     | 76.93 | 66.12  | 71.12   |
| Weighted F-score | 77.86 | 3. Forest and semi-natural areas          | 72.90 | 79.07  | 75.86   |
| Kappa         | 0.70  | 111. Continuous urban fabric              | 87.54 | 90.04  | 88.77   |
| Weighted recall | 78.94 | 121. Industrial or commercial units and public facilities | 76.60 | 80.50  | 78.50   |
| Weighted precision | 78.57 |                                           |       |        |         |

Replacing class 121 with class 112, we trained a new model, recurring to a subsample composed of 4000 examples from each class, except one representing continuous urban fabric parcels, for which only 3043 examples were available. The mentioned dataset has 158 attributes and through the model evaluation we obtained the results listed in Table 8.

Table 8. Results from scenario 4.

| Measure       | Value | Class                                    | Prec. | Recall | F-Score |
|---------------|-------|-------------------------------------------|-------|--------|---------|
| Accuracy      | 73.34 | 3. Forest and semi-natural areas          | 72.84 | 75.58  | 74.18   |
| Weighted F-score | 71.74 | 2. Agricultural areas                     | 70.04 | 64.65  | 67.24   |
| Kappa         | 0.64  | 111. Continuous urban fabric              | 82.29 | 89.16  | 85.59   |
| Weighted recall | 74.28 | 112. Discontinuous urban fabric           | 69.42 | 67.75  | 68.57   |
| Weighted precision | 73.92 |                                           |       |        |         |

In order to complement the presented experiments, in a new scenario considering 221 attributes, we tested a model trained by using three classes that we believed to be highly valuable for land use classification: (1) “2. Agricultural areas”; (2) “111. Continuous urban fabric”; (3) “Industrial or commercial units and public facilities”. The results can be seen in Table 9. For this specific test, we used 4000 examples from class 2, 3043 from class 111, and 2667 from class 121.
Table 9. Results from scenario 5.

| Measure         | Value | Class                               | Prec. | Recall | F-Score |
|-----------------|-------|-------------------------------------|-------|--------|---------|
| Accuracy        | 90.21 | 2. Agricultural areas               | 93.68 | 91.55  | 92.60   |
| Weighted F-score| 90.20 | 111. Continuous urban fabric        | 87.75 | 93.53  | 91.60   |
| Kappa           | 0.85  | 121. Industrial or commercial units and public facilities | 85.59 | 84.40  | 84.99   |
| Weighted recall | 89.83 |                                     |       |        |         |
| Weighted precision | 89.84|                                     |       |        |         |

Considering that classes 111 and 112 are both from class “1.1. Urban fabric”, we created a model merging the examples from these classes. Using a dataset containing 96 attributes and 4000 examples of the new class, in addition to the other 3043 of class 111 and 2667 of 121, we obtained the results presented in Table 10.

Table 10. Results from scenario 6.

| Measure         | Value | Class                               | Prec. | Recall | F-Score |
|-----------------|-------|-------------------------------------|-------|--------|---------|
| Accuracy        | 82.31 | 111. Continuous urban fabric & 112. Discontinuous urban fabric | 81.22 | 81.17  | 81.19   |
| Weighted F-score| 82.34 |                                     |       |        |         |
| Kappa           | 0.73  | 2. Agricultural areas               | 86.65 | 83.08  | 84.83   |
| Weighted recall | 82.37 | 121. Industrial or commercial units and public facilities | 77.98 | 82.86  | 80.35   |
| Weighted precision | 82.16|                                     |       |        |         |

Our last experiment was based on a dataset containing 93 attributes. The model was trained with 4000 examples from classes 111 and 112 together. Another 4000 examples from classes 2 and 3 were mapped to a new class, and 2667, as usual, from class 121. We decided to join examples representing forests and semi-natural regions to those that delimit agricultural areas because of the similarity observed between these two classes via an exploratory analysis we carried out. The results obtained are presented in Table 11.

Table 11. Results from scenario 7.

| Measure         | Value | Class                               | Prec. | Recall | F-Score |
|-----------------|-------|-------------------------------------|-------|--------|---------|
| Accuracy        | 81.88 | 2. Agricultural areas & 3. Forest and semi-natural areas | 84.08 | 84.9   | 84.49   |
| Weighted F-score| 81.89 |                                     |       |        |         |
| Kappa           | 0.72  | 111. Continuous urban fabric & 112. Discontinuous urban fabric | 79.97 | 81.15  | 80.56   |
| Weighted recall | 81.83 |                                     |       |        |         |
| Weighted precision | 81.75| 121. Industrial or commercial units and public facilities | 81.44 | 78.58  | 79.98   |

When analyzing the results obtained, it is possible to discuss some observations. Considering the F-score per class, we can see that, in general, the models tend to show inferior results for the classification of examples that represent discontinuous urban areas. In fact, we can verify this by checking a confusion matrix, where these land parcels are frequently misclassified. As presented in Table 12, the model often tends to predict class 112 as 2 or 111, while it also classifies many examples of agricultural plots as discontinuous urban zones. However, when analyzing the results generated from the model evaluation of scenario 3, it is possible to observe that, when using classes 2, 3, 111 and 121, agricultural lands and forest parcels are those that present the lowest F-score. Examining the
confusion matrixes generated for each scenario, we found that these classes are frequently confused with each other.

Table 12. Confusion matrix generated in the first scenario.

|                          | 2. Agricultural Areas | 111. Continuous Urban Fabric | 112. Discontinuous Urban Fabric | 121. Industrial or Commercial Units and Public Facilities |
|--------------------------|-----------------------|-----------------------------|-------------------------------|-------------------------------------------------------|
| 2. Agricultural areas    | 3052                  | 76.74%                      | 15                            | 466                                                   | 11.65%                                                  | 130  | 4.87%  |
| 111. Continuous urban fabric | 83                   | 2.09%                       | 2685                          | 88.24%                                                | 409                                                     | 10.23%          | 233  | 8.74%  |
| 112. Discontinuous urban fabric | 661                | 16.62%                      | 257                           | 8.45%                                                 | 2866                                                   | 71.65%          | 294  | 11.02% |
| 121. Industrial or commercial units and public facilities | 181                  | 4.55%                       | 86                            | 2.83%                                                 | 259                                                    | 6.48%           | 2010 | 75.37% |

For trying to find out the main reason forests, agricultural lands, and discontinuous urban areas are classified incorrectly among themselves, we conducted an exploratory analysis. As Figure 4 shows, there is geographical proximity between these classes. Considering that the attributes used represent, in some cases, the distance between each centroid and the nearest POI of each category, and, in others, the amount of points in each category within a radius from each cell center, it is possible to suspect that as many categories are often localized in the dense urban regions, the distance from cells representing these three classes and POIs could be also similar. In other words, this means that the cells representing these three classes are often located far away from many other POI categories. Following this idea, we also think that the amount of POIs from most categories could be lower in these areas, making it difficult to distinguish between them using those features chosen here.

Figure 4. Geographic proximity between forests, agricultural lands, and discontinuous urban areas.

5. Conclusions and Future Work

Initially, in this work, we conducted a survey in order to study a set of works related to the analysis of geographic space. Through a systematic analysis, we have highlighted and discussed the main data types and methods, as well as their utilizations in this context. From the state-of-the-art analysis, we chose to investigate the potential of a specific type of crowdsourced data for land use classification, namely, POIs. We carefully studied the available sources of this information in order to decide which was the most appropriate for our analysis. Based on a service available online, we developed an application to automatically collect POIs for our region of study. Additionally, we applied some data treatment to prepare the data for our experiments.

Based on the POI data, we extracted and analyzed different types of features in order to select those that presented more relevance to be used. Considering the fact that we had a large number of features, we adopted a technique well-established in the literature to automatically rank, among them,
the most suitable for each experiment we performed. For land use classification, we chose a grid-based methodology based on a highly reliable ground truth dataset. We defined different scenarios for our tests and adopted a powerful algorithm for classification analysis when using numeric features for all of them.

Although the grid-based method we adopted as part of the methodology we used to prepare the data was previously suggested in the literature, it can be highlighted that, in our study, some differences from the original technique exist. First, our work was based on vector data instead of raster data. We believe that vector data are more efficient for automatic or semi-automatic solutions applied for geographic analysis, because they can aggregate more information related to each parcel of land and can also be easily stored and manipulated directly in a database. Furthermore, the features we adopted are partially different from those used when the method was suggested. Our work provides solid evidence that this methodology works well, and we see these differences that we have implemented as our contribution to the state of the art.

By using an artificial neural network and POI-based data, through different classification scenarios, we achieved values of more than 90% for the accuracy and F-score in the most successful case here. In general, for most experiences, values for these metrics are near to 80%, proving that POIs have the potential to be suggested as a data type for land use classification. Being one of the most common types of crowdsourced data, they are widely and freely available for many countries and can provide relevant contributions by themselves or when combined with other data types, thereby improving results in studies related to the characterization of geographic spaces.

Regarding feature engineering, in this work, we extracted and analyzed four different groups of features. It was verified that only two of them are useful for land use classification. Although we generated a significant number of features, they represent specific metrics extracted from the POI data. Thus, as a suggestion for future work, we recommend analyzing the potential of new metrics—for example, the semantic similarity among POIs—regarding their textual descriptions, which can be added as attributes for training the models, thereby possibly providing better results. Applying deep neural networks for natural language processing (NLP) has been demonstrated as a powerful tool to extract features from texts [13,19]. The adoption of such deep neural networks in our approach could improve the performance of land use classification.

As stated in the state-of-the-art analysis, POI data, as one of the most common crowdsourced data types, are widely available on API services and online repositories. However, as with most of the datasets generated by a large number of users or volunteers, it is very common to find lots of noise in these sets of data. For this reason, we also suggest, as future work, the quality assessment of crowdsourced POI data available from different sources. We have noticed that using reliable datasets is the key for reaching good results in many cases.

In this work, we explored the potential of POI data to characterize geographic spaces—i.e., LULC classification. In the analysis we conducted, we adopted only one source for this kind of dataset. Thus, for future work, we also suggest the investigation of techniques that can be adopted for merging POIs collected from different sources in order to provide additional data enrichment. We believe that using a set of data that is as complete as possible can certainly help to create efficient models.

Supplementary Materials: The datasets and figures used are available online at http://tiny.cc/gq6iqz and the source-code of the application developed to collect the POIs can be found at https://github.com/RibeiroSt/poi-colector-fbp.
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