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Abstract—Current authentication and trusted systems depend on classical and biometric methods to recognize or authorize users. Such methods include audio speech recognitions, eye, and finger signatures. Recent tools utilize deep learning and transformers to achieve better results. In this paper, we develop a deep learning constructed model for Arabic speakers’ identification by using Wav2Vec2.0 and HuBERT audio representation learning tools. The end-to-end Wav2Vec2.0 paradigm acquires contextualized speech representations learning’s by randomly masking a set of feature vectors, and then applies a transformer neural network. We employ an MLP classifier that is able to differentiate between invariant labeled classes. We show several experimental results that safeguard the high accuracy of the proposed model. The experiments ensure that an arbitrary wave signal for a certain speaker can be identified with 98% and 97.1% accuracies in the cases of Wav2Vec2.0 and HuBERT, respectively.

1. INTRODUCTION

With the huge widespread of social media and audio networks, it is mandatory to develop machine learning tools to identify and recognize joined connected speakers in joint conversations. Such tools are able to detect fake audio recordings and recognize falsehood human speeches. Communication systems over various social media need to first authenticate communicating users before actual conversations are being congregated.

The sounds other than the speech of humans (objects) are defined as background noise. Background noise can affect some attributes of speeches: intelligibility, clearness, and quality [1].

The problem of speech identification based on a given set of speeches has been investigated recently by many researchers [2], [3], [4], [5]. The goal is to produce a speech-to-identify and recognize machine learning system. Speaker identification can be identified based on either text-independent or text-dependant.

Recent work on speech recognition focuses on the way speakers are stressed, emotional, and disguised in their speeches [6]. In this work, we aim to develop a deep learning model for voice identification in Arabic speech. We use a Quranic dataset developed by [7].

Unlike Google speech recognition API [8], Wav2vec2.0, with its remarkable series wav2vec, wav2vecU Unsupervised [9], is a well-recognized API library recently developed by Facebook folks [10]. Wav2Vec2.0 is self-supervised learning of representations from raw audio data, that assured the framework can enable automatic speech recognition with just only 10 minutes of transcribed audio data. Wav2Vec2.0 model is pre-trained on 16 kHz frequency. The mentioned model wav2vec2.0 enables speech recognition frameworks at a word error rate (WER) of 8.6 percent on noisy speech and 5.2 percent on clean speech on the standard LibriSpeech benchmark [10]. A cross-lingual approach model, called XLSR, can learn speech units common to several languages. Wav2vec2.0 was trained by predicting speech units for masked parts of the audio, in the same manner as Bidirectional Encoder Representations from Transformers (BERT).

Recently, wav2vecU Unsupervised model is proposed to train speech recognition models without any labeled data [9]. Wav2vec-U decreases the phoneme error rate from 26.1 to 11.3 on the TIMIT standard in comprising to unsupervised wav2vec.

The paper structure is described as follows. In Section 2 we present related work. In Sections 3 we describe the AR-DAD dataset that is used in our methods, which is developed in Section 4. In Section 5 we show some analysis for the deep learning algorithms, and simulation studies for the proposed algorithms are demonstrated in Section 6. Finally, the paper is concluded in Section 8.

2. RELATED WORK

There have been several research efforts in speaker identifications. Several search attempts for the Quran reciter’s identification and verification are proposed, using recurrent neural networks and deep learning, see [7], [11]–[13], [13], [14].

Recently, Lataifeha etc. [13] introduced a speaker identification model of 30 known reciters of the Holy Quran. In their work, an audio assembled dataset is presented, which consists of 15810 audio clips that are used for training, and another 397 audio clips that are used for top imitators. In addition, for classification, six top-achieving classical and two deep learning classifiers are used.

Noteworthy, Elnagar etc. [15] described a comparative analysis for a supervised classification system of Quranic audio clips of several reciters and evaluated different classifiers’ performance to assess the model. Elnagar etc. [14] described a supervised classification system of the holy Quran audio clips of various reciters and constructed a representative dataset of
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audio clips for seven popular reciters, particularly from Saudi Arabia.

Sajjad etc. [12] introduced a model for Speaker Identification & Verification Using MFCC & SVM.

Khelifa etc. [16] demonstrated a practical model for an optimal ASR system development for Quranic audio recognition, in which a statistical approach of Hidden Markov Models (HMMs) and the Cambridge HTK tools are used.

Mohamed etc. [17] developed a virtual learning recitations system for Sighted and Blind Students and developed an efficient speech recognition engine that is a speaker and accent independent.

The authors in [3] proposed a classifier that is based on exploiting supervised Convolutional Neural Network (CNN) using three distinct speech databases: local Arabic Emirati-accented, global English SUSAS, and global English RAVDESS. The most recent used classifiers are the Gaussian Mixture Model, Vector Quantization, and Hidden Markov Model. The author in this work developed a new classifier based on CNN model in stressful talking environments using English and Arabic Emirati-accented databases [3].

3. AR-DAD Dataset

This work uses Arabic Diversified Audio Dataset [18], denoted AR-DAD, that is delivered online by several reciters from several countries. AR-DAD [18], [19] includes approximately 15810 Arabic-based audio clips, which are taken from 37 chapters from the Holy Quran for 30 well-known reciters. In addition, there are additional 397 audio clips for 12 competent imitators of those distinguished reciters that have the most downloaded statistics and are authorized by many agencies.

The AR-DAD dataset is prearranged into three main directories: reciters directory, Textual directory, and Imitators’ directory. In this work, we only used 1000 records of the AR-DAD dataset with only used 10 reciters.

4. Proposed Methods

In this section, we present the feature extraction and classification. In our model, we acquire raw audio clips from 10 reciters of the Holy Quran.

4.1. Feature Extraction

In our work, we use two models for Feature extractions: wav2vec2.0 and HuBERT. The reason we use these models is that they can obtain high-level contextual representation and learn basic units for less labeled data. It can also capture aspects without a clear segmentation for words.

**Wav2vec2.0 [10]:** wav2vec2.0 process the raw audio data with a multilayer convolutional neural network (CNN) to obtain latent audio representations of 25ms each. The representations are encapsulated into a quantizer and a transformer for feature extraction and selection as shown in Fig. 1. The quantizer and transformer processes are described in detail in [10]. Quantization is achieved via Gumbel and K-means. Wav2vec2.0 properties include fully convolutional, binary cross-entropy loss, and its representations used to improve ASR tasks. Codebook diversity penalty to encourage more codes to be used. The strength of wav2vec2.0 comes from the idea that it performs joint learning between quantization of the latent representation. This feature was not existing in previous versions of Wav2vec.

**HuBERT:** Wei-Ning Hsu etc. proposed Hidden-Unit BERT (HuBERT) [20]; Self-Supervised Speech Representation Learning by Masked Prediction of Hidden Units in June 2021 as a remarkable tool for Self-supervised approaches for speech representation training and learning. As stated in the seminal paper, HuBERT employs the prediction loss above the masked regions only that influences the model to learn a combined acoustic and contextual model over the continuous inputs. It relies mainly on the consistency of the unsupervised clustering step rather than the intrinsic quality of the allocated cluster labels. In a performance study, the HuBERT either matches or improves over wav2vec 2.0 performance on the
Table I

| Classifier | Accuracy |
|------------|----------|
| MLP        | 0.0000   |
| CNN        | 0.0000   |
| Bi-lstm    | 0.0000   |

Librispeech (960h) and Libri-light (60,000h) benchmarks with 10min, 1h, 10h, 100h, and 960h fine-tuning subsets for a simple k-means teacher of 100 clusters, and using only two iterations of clustering, see [20]. To produce a better representation, HuBERT relies on the consistency of unsupervised learning using k-means teacher.

4.2. Classifiers

Connectionist Temporal Classification (CTC) is a sequence modeling algorithm that is plugged in wav2vec2.0 overcomes the problem of accurate alignment and variable lengths of inputs and outputs. CTC is suitable for speech and handwriting recognition.

We have 10 classes and our target is to identify the reciters’ voices. We perform the classification process by using three different algorithms: MLP, RNN, and CNN. We perform end-to-end training in which we added a classification head in the wav2vec and HuBERT.

As stated in Table I, different classifiers achieve the greatest results under neutral giving conditions only without any stressful conditions. Moreover, the average of each classifier has been calculated and the result shows that CNN is superior to each of MLP, KNN, NB, RBF, and SVM in all talking conditions.

5. Training Procedure

We train the HuBERT and wav2vec2.0 models for 1000 records with 52 min. In detail, HuBERT-base and HuBERT-large took 240 steps and a long time to converge. This is due to the fact that HuBERT is trained in multiple languages, and did not fine-tune previously in Arabic speeches. In contrast, there is a version of wav2vec2.0 large, which is fine-tuned in Arabic speeches, and it makes the convergence fast.

The algorithms steps can be stated as follows. Sample a mini-batch of feature vector lab pairs from the training set. Compute $h_o$ as the initialization of the attention-network layer (A.N.L.). Compute loss between predicted label $y$ and target $Y$

Let $TL$ and $VL$ be the training loss and validation loss, respectively.

We conducted weighted cross-entropy to overcome the problem of the unbalanced dataset.

6. Results and Performance Evaluations

We performed several experimental tests to measure the success of our proposed model. The measurement accuracy is described in Table II.

Algorithm 1 Training Procedure of AR-Wav2Wav speaker identification Algorithm

```
1: procedure AR-WAVE2WAV(A)  \text{ Audio Identification}
2: \hspace{1cm} A \leftarrow []
3: \hspace{1cm} V \leftarrow []
4: \hspace{1.5cm} for i = 1 to max-iter do
5: \hspace{2cm} Sample a mini-batch of pairs from A
6: \hspace{2cm} V \leftarrow \text{wav2vec FeatureExtractor}(A_i)
7: \hspace{2cm} Compute $h_o$ as the init. of A.N.L.
8: \hspace{2cm} Compute loss for predicted $y$ and target $Y$
9: \hspace{2cm} Print $TL$
10: \hspace{2cm} Print $VL$
11: \hspace{1.5cm} end for
12: \hspace{1cm} Print $a_j$ speaker identification
13: end procedure
```

Table II

| Data size | Model     | Clip Len. | reciters | F1-Score |
|-----------|-----------|-----------|----------|----------|
| 1000      | Wav2vec.2.0 Large | $<=$ 4     | 10        | 97%      |
| 1000      | HuBERT Base    | $<=$ 4     | 10        | 98%      |
| 1000      | HuBERT Large   | $<=$ 4     | 10        | 99%      |

6.1. F-1 Score

To measure the precision and recall, we used F1-score as described in 2.

$$F_1 = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}}$$

The reason we use the F-1 score is that it gives better measurement for unbalanced data.

Figure 2 shows the validation accuracy across the three models: wav2vec2.0, HuBERT large, and HuBERT base. At the beginning of the training, Wav2vec2.0 converges much faster than other models because it was previously fine-tuned on Arabic corpus. However, after completion of the training process, HuBERT large and HuBERT achieved better validation accuracy.

6.2. Validation Loss and Training Loss

Figure 3 presents a comparison between the accuracy of wav2vec2.0, HuBERT large, and HuBERT base models.

Figure 4 shows the comparison between training and validation loss of wav2vec2.0, HuBERT large, and HuBERT base models. After certain steps, the training loss converges to validation loss.

6.3. Confusion Matrix

Figure 5 displays that the prediction matrix of the wav2vec confusion matrix model among all ten speakers. The figure shows that speaker number five has the highest prediction
value. Figure 5 (a) shows that R01 has an intersection with R03, and the wav2vec2.0 model was not able to differentiate between them. Also, in Figure 6 (b) the HuBERT base model was not able to differentiate between R06 and R10. These wav2vec2, HuBERT base, HuBERT large models miss only 4, 3, and 1 miss-classified samples, respectively. It was noticed that the three models did not miss in the same sample.

7. DISCUSSIONS AND FUTURE RESEARCH DIRECTIONS

The titanic success of neural networks in the machine and deep learning are transforming the interaction between humans and objects around in the globe. The famous types of neural networks including CNN, RNN, ANN are at the core of the machine and deep learning revolution with various real applications specifically in speech recognition, image, and video transformations.

In this work, we used only 1000 records. Previous conducted by [13] used 15000 records and obtained 98%.

Speaker speech identification has various applications. Some recent trusted systems depend on voice recognition in order to access the system.

Other speaker identification tools used classical neural networks such as RNN and CNN to be able to recognize the target speaker. New tools for Automated Speech Recognition (ASR) did achieve high accuracy for two reasons:

• recently proposed speech recognitions representation tools such as wav2vec2.0 and HuBERT present high accuracy and low validation loss.
• applying innovative approaches that use deep learning concepts.
• several datasets have been available online that made is easy for researchers to download, then train and test their developed models.

As a research direction, HuBERT can be fine-turned for a large Arabic corpus. This may improve the performance of the model and obtain a better representation of the Arabic speeches.
A large dataset can also be tested using this model to classify more audio acoustics.

8. CONCLUSION

We developed wav2vec2.0 and HuBERT deep learning models for Arabic speakers’ identification. We implemented these learning models and demonstrated their results on the Arabic audio BASED dataset. Several experiments are performed using wav2vec2 and HuBERT different validation techniques. The model is successfully performed by using wav2vec2 and yielded an accuracy of 96.23% with data augmentation. In future work, we plan to extend the proposed method to incorporate more feature sets and increase the size of the dataset for words, sentences, paragraph recognition.

The proposed model can be deployed in various practical systems in the cases of biometric gate entrance, bank account checking, critical security access control, etc.
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