Manifold discovery for high-dimensional data using deep method
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ABSTRACT It is a challenge for manifold discovery from the data in the high-dimensional space, since the data in the high-dimensional space is sparsely distributed, which hardly provides rich information for manifold discovery so as to be possible to obtain deformed manifolds. To address this issue, this paper designed a deep model based on Brenier theorem for manifold discovery. Since Brenier theorem can find the optimal transportation mass distance between the reconstructed data distribution and the original data distribution, the manifold discovered from in the reconstructed data distribution can be as close to the original manifold as possible. Results not only show that the proposed method wins over competing methods both the precision of manifold discovery and resistance to data sparsity, but also show those non-linear architectures with deep paradigms outperform those architectures without deep paradigms in terms of manifold discovery. We find that the loss function derived by Brenier theorem can help that models minimize the error between the reconstructed manifold and the original manifold. Moreover, the manner constraining neurons with norm-2 is better than that of with norm-1 in both easing data sparsity and improving the precision of for manifold discovery.

INDEX TERMS Deep model, high dimensionality, manifold, sparsity.

I. INTRODUCTION
The distribution of the data in the high-dimensional space has a certain geometric shape. From a geometrical point of view, manifold is a geometric structure in the high-dimensional space, i.e., a collection of points in the space. In many cases, the high-dimensional data resides around a low-dimensional manifold. Manifold discovery assumes that the distribution of the data in the high-dimensional space is located on a lower-dimensional manifold, and data analysis is performed based on this assumption.

Real-world data is usually high dimensionality, while high dimensionality has a negative effect on the stability and learning ability of a model [1]. Since manifolds are an explicit form of data, manifolds exhibit a difference on datasets of different dimensions [2]. Data distribution in the high-dimensional space becomes more and more sparsity as data dimensionality increases, so that the data hardly provides rich information for manifold discovery. Moreover, data sparsity caused by high dimensionality may obtain deformed manifolds [3]. Sparsity is the intrinsic feature of the data, so it is tough task to disel sparsity effects when we process the relationships of between variables within a dataset. Consequently, it is a tough task for manifold discovery from the data in the high-dimensional space.

Manifold learning methods are often used as manifold discovery because of the capability of preserving local features to data, such as multi-dimensional scaling (MDS), Isometric Mapping (Isomap) and Locally Linear Embedding (LLE), etc. Where, MDS method constructs a low-dimensional space by using the paired similarity of samples, so that the distance between sample pairs in the constructed low-dimensional space is as consistent as possible with the distance between sample pairs in the corresponding high-dimensional space, e.g., the method in [4]. As for LLE method, a linear weight matrix is used to reconstruct local features, unfortunately, the manifold discovered by LLE method cannot be a closed form. Unlike LLE method, Isomap method maintains global structural information so that the geodesic distance relations between any pair of points existing in high-dimensional space remains unchanged in low-dimensional space, for example, the geometrical structure is preserved by Isomap method in the [5]. Since Isomap method can reveal the intrinsic geometric structure of manifold by preserving geodesic.
distance, it has outstanding ability for dimensionality reduction in high-dimensional data [6][7].

Certainly, deep architectures have been successful used for manifold discovery because they use many non-linearity layers to learn compact non-linear representations [8]. Deep architectures are not only able to learn deep features [9], but also interpret the learned features, for instance, the deep model [10] successfully discovers manifold from sparse high-dimensional data. Similarly, these examples in [11-13]. In addition, the stacked autoencoder (SAE) [14] was also used for deep manifold extraction, although the model extracts multi-manifold structure feature representations from complex data, it difficulty suitable for sparse data. Moreover, the complicated network structures of the model may increase the computational complexity during processing high-dimensional data. Similarly, these instances in [15-17], however, these models in [15-17] cannot address the sparsity of the data.

The motivation in this paper is to discover manifold from the data in the high-dimensional space, and visualize the relationships of between the high-dimensional data by using the captured manifolds. However, the final goals aims at figuring out some approaches of overcoming the curse of dimensionality, and providing some suggestions for resisting the data sparsity caused by high dimensionality. Hence, a deep model was proposed for achieving the studied targets. To ensure that the manifold discovered from the reconstructed data distribution can approach the original manifold as closely as possible, the loss function was derived from the view of the optimal transportation mass mapping.

Contributions. We summarize main contributions of this work as follows.

1. The loss function derived by Brenier theorem is beneficial for minimizing the error between the manifold discovered from the reconstructed data distribution and the original manifold, since Brenier theorem allows the data reconstructed distribution to be as close as possible to the original data distribution by calculating the optimal transportation mass distance between these two distributions.

2. It is recommended to constrain neurons with norm-2 in terms of easing data sparsity and improving the precision of for manifold discovery, instead of constraining neurons with norm-1.

3. Those nonlinear architectures with deep paradigms outperform those architectures without possessing deep paradigms in preventing the extraction of deformed manifolds.

II. METHODS

A. THEORY

Lemma 1 [18] (Brenier theorem). Suppose $X$ and $Y$ are the Euclidean space $\mathbb{R}^n$, and the transportation cost is the quadratic Euclidean distance $c(x, y) = |x - y|^2$. If $u$ is absolutely continuous and $u, v$ have finite second order moments, then there exists a convex function $\mu : X \rightarrow \mathbb{R}$, such that the gradient map $\nabla \mu$ gives the unique solution to the Monge’s problem, where $u$ is called Brenier’s potential, $v_\mu$ is called Brenier map or the optimal transportation mapping. In general, $u$ is not unique.

Lemma 1 implies that Brenier’s potential is equivalent to the optimal transportation mass mapping. Brenier’s potential $u$ and the Kantorovich’s potential $\phi$ is related by [19], as following

$$u(x) = \frac{1}{2} |x|^2 - \phi(x) \quad (1)$$

Using Eq. (2), the Brenier’s potential can be converted to the Kantorovich’s potential, so we can obtain the Brenier’s potential through calculating the Kantorovich’s potential. The calculation of the Kantorovich’s potential is equivalent to calculation the Wasserstein distance [20]. Wasserstein distance $W_c(u, v)$ between two measurements $u$ and $v$ is given by [21], having that

$$W_c(\mu, v) := \max_{\nu} \left\{ \int_{\mathbb{R}^n} \phi(x)d\mu(x) - \int_{\mathbb{R}^n} \phi(y)d\nu(y) \right\} \quad (2)$$

Above analysis shows that finding a loss function from the optimal transportation point of view is equivalent to calculation the Wasserstein distance. Wasserstein distance is difficult to calculate, currently, there are only two cases that can be calculated, one is the case that the dimensionality is equal to 1, and the other is the Gaussian distribution [22]. In practical applications, Gaussian distribution can be used to calculate the Wasserstein distance [22]. Hence, Eq. (2) can be converted to Eq. (3).

$$\left\{ W_c(X, Y) = \sqrt{\sum_i m_i - \mathbb{E}} + \text{tr}[\sum_i \Sigma_i^{-1/2} \Sigma_i^{1/2} \Sigma_i^{-1/2} \Sigma_i^{1/2}] \right\}$$

$$c(x) = \frac{\mathbb{E}}{\sum_i \Sigma_i^{-1/2} \Sigma_i^{1/2} \Sigma_i^{-1/2} \Sigma_i^{1/2}}$$

(3)

Where $\text{tr}[\cdot]$ is a trick of a matrix. $m1, m2$ are the mean of $X$ and $Y$, respectively.

B. MODEL IMPLEMENTATION

To achieve manifold discovery from the data in the high-dimensional space, and to visualize the relationships of between the high-dimensional data by the captured manifolds, a deep model with double hidden-layers was designed, namely Two-DM, as shown in Fig.1, through using the backpropagation manner to update the loss function $L_f(w, b)$ in Eq. (8), the error between the extracted manifold and the original manifold can be minimized.

In the proposed Two-DM, hidden layers include encoding hidden-layers and decoding hidden-layers,
respectively, the two types of hidden layers are described as following.

In the encoder, the input $E_{ni}(k,i)$ and the output $E_{out}(k,i)$ of the $k$-th $(k=1,2)$ hidden layer in the $i$-th $(i>0)$ iteration are calculated using Eq. (4) and Eq.(5), respectively. Having

$$E_{out} = \Theta(w^i_k E_{ni}(k,i) + b^i_k)$$  \hspace{1cm} (4)$$

$$E_{in}(k,i) = E_{out}(k - 1,i)$$  \hspace{1cm} (5)$$

In the decoder, correspondingly, the input $D_{ni}(n,i)$ and the output $D_{out}(n,i)$ of the $n$-th $(n=1,2)$ hidden layer in the $i$-th iteration are calculated as following.

$$D_{out} = \Theta(w^i_n D_{ni}(n,i) + b^i_n)$$  \hspace{1cm} (6)$$

$$D_{in}(n,i) = D_{out}(n - 1,i)$$  \hspace{1cm} (7)$$

Where $\Theta(\cdot)$ is an activation function. $w, b$ are the weights and bias of each hidden layer, respectively.

The loss function $L_f(w, b)$ of Two-DM consists of the Wasserstein distance $W_f(X,Y)$ in Eq. (3) and squared loss error $\Delta e$, as follow

$$L_f(w, b) = \min[\Delta e + W_f(X,Y)]$$

$$\Delta e = \sum\|e_{ni} - \hat{e}_{out}\|$$

$$\hat{e}_{out} = \Theta(\sum w \bullet \Theta(\sum w \bullet e_{ni}) + b) + b$$

Where $e_{ni}, \hat{e}_{out}$ are the inputting and the reconstructed inputting, respectively.

Compared with other optimizer, e.g., SGD, Momentum and Nesterov, etc, Adam is suitable for high-dimensional data than them.

Learning rate. Adam can provide dynamic learning rates for different tasks [23]. Clearly, we do not need to initialize the learning rate for Two-DM after using Adam as the optimizer.

Activation function. We opt for the eLu (Exponential Linear Units) function, i.e.,

$$f(x) = \begin{cases} x, & \text{if } x > 0 \\ \sigma(e^x - 1), & \text{otherwise} \end{cases}$$

Since eLu can solve the gradient vanishing problem, and it also has the advantages of activation function ReLU. Moreover, the convergence speed is much faster than activation function Sigmoid and tanh.

For the rest of hyper parameters, their default values were used since they have no substantial effects on results.

| Table 1 Algorithm 1. Training for Two-DM |
|------------------------------------------|
| 1 Initialization hyper parameters.       |
| 2 Input sample dataset $X$;              |
| 3 $X_{train}$ is gotten by random selecting 80% of $X$;  |
|   */ training set */                     |
| 4 $X_{test}$ is gotten by random selecting 20% of $X$; |
|   */ testing set */                     |
| 5 for $q=1$ to $Q$ do:                     |
| 6 Using gradient descent method to train Two-DM$q$; |
| 7 Calculate training accuracy $TraAcc(q) = Two-DM_q(X_{train})$; |
| 8 Test the Two-DM;                        |
| 9 Calculate testing accuracy $TeAcc(q) = Two-DM(X_{test})$; |
| 10 end for                                |
| 11 Select $q$ so that $q_{max} = \arg\max_q(TraAcc(q))$; |
| 12 Get the maximum training accuracy $TraAcc = Two-DM_q(X_{train}, q_{max})$ in the $q_{max}$-th iteration; |
| 13 Get the maximum testing accuracy $TeAcc = Two-DM(X_{test}, q_{max})$; |
| 14 Output $TraAcc, TeAcc$;                |

Training deep models is to train their hyper parameters, so that the hyper parameters are optimal. During the training of Two-DM, we dynamically adjust the iteration epoch by observing the training accuracy until the model converges, and then stop training. Noting that, as for the Two-DM, during training, we did not turn off any neurons and did not implement any constraint for neurons. This is to verify that our method can resist data sparsity in a certain extent.

Table 1 shows the training algorithm of Two-DM. In algorithm 1, hyper parameters are firstly initialized and the division of sample data is given in between step1 to step4.

Then, the proposed Two-DM is trained $q$ times until it converges, as shown in step5 to step10. During training, gradient descent method is used to update the weight $w$. After Two-DM is well trained, the testing set is inputted to test it. Finally, the maximum training accuracy and testing accuracy are outputted as shown in the procedure of between step11 and step14.

![FIGURE 1. The structure of the model.](image)
III. EXPERIMENT SETTING

A. DATASETS
The four synthetic datasets are generated using the same dimensionality by considering different sparsity, of each synthetic dataset has the same dimension, i.e., 1000 dimensions. From datasets s1 to s4, data sparsity reduces gradually. In addition, five real-world datasets [24] are also considered from three aspects, including data dimensionality, data sparsity and data volume. Table 2 lists the details of four synthetic datasets and five real-world datasets.

| Table 2 Description of experiment datasets |
|--------------------------------------------|
| Synthetic Datasets | Data Dimension | Data volume | Sparseness |
| s1               | 1000           | 3600        | 0.90       |
| s2               | 1000           | 3600        | 0.93       |
| s3               | 1000           | 3600        | 0.96       |
| s4               | 1000           | 3600        | 0.98       |

| Real-world Datasets (Serial number) | Data Dimension | Data volume | Sparseness |
|-----------------------------------|----------------|-------------|------------|
| ML-prove (R1)                     | 58             | 6115        | 0.9865     |
| CNAE (R2)                         | 857            | 1080        | 0.9355     |
| FPS (R3)                          | 4813           | 3600        | 0.9368     |
| Zemberek-Stemmed (R4)             | 5692           | 3600        | 0.9372     |
| TTC-Original (R5)                 | 7507           | 3600        | 0.9402     |

B. ASSESSMENT METRICS AND COMPETING METHODS
The receiver operating characteristic curve (ROC) and corresponding area under curve (AUC) are used to assess the accuracy of methods. To observe the effects of sparsity on manifold discovery, data sparsity needs to be calculated. For calculation of data sparsity, Patrik [25] give a calculation method, which is based on the relationship between norm-1 and norm-2. Hence, we use the formula given by Patrik to assess data sparsity, having that

\[ sparseness(x) = \frac{\sqrt{n} - (\sum |x_i|) / \sqrt{\sum x_i^2}}{\sqrt{n} - 1} \]  \hspace{1cm} (9)

Where \( x \) is a dataset. The item \( sparseness(x) \in [0,1] \). The assessment result of data sparsity is inversely proportional to the value of \( sparseness(x) \).

We compared the Two-DM with the manifold learning methods, e.g., LLE [5], MDS [5], Isomap [5]. In addition, the deep model SAE [14] was used as a comparison. To address convincing results, for the four competing methods, the optimal parameters of them observed in the corresponding literature are adopted. Unless otherwise stated, all experiments run on the same GPU, using the same environment.

IV. RESULTS

A. ACCURACY OF MANIFOLD DISCOVERY
Results on the synthetic datasets show that the performance of Two-DM wins that of competitors, as shown in Fig.2 (a). From the perspective of data sparsity, in the case of a fixed data volume and dimensionality, the performance of competitor drops as data gets more sparse in Fig.2 (a), while the Two-DM still shows advantages on sparse datasets. Even on extremely sparse datasets, for instance, on the synthetic dataset s4 (sparsity is equal to 0.98), the accuracy of Two-DM also reaches 0.91, whose AUC is 33% higher than that of LLE. (LLE obtains the lowest accuracy). Clearly, manifold learning approaches have no advantages for manifold discovery on the sparse high-dimensional datasets. To clarify the detailed experimental results, Fig.3 presents the visual representations of manifolds discovery.

![Figure 2](image-url)  
**FIGURE 2.** Accuracy of manifold discovery.

Results on real-world datasets in Fig.2 (b) show that the performance of Two-DM outperforms that of competitors. From the primary results, we clearly observe that the performance of Two-DM and competing methods declines in encountering the ‘curse of dimensionality’ and high sparsity, e.g., on the dataset R5. In the case, Two-DM still has advantages (AUC reaches 0.77), while the precision of competitive methods are all low below 0.62. This means that those non-linear architectures with deep paradigms exceed those non-linear architectures without deep paradigms, e.g., MDS, and those linear architectures without deep paradigms, e.g., LLE, in terms of manifold discovery in sparse high-dimensional space.
FIGURE 3 Visualization of manifolds discovery on the synthetic datasets

FIGURE 4 Training/testing accuracy of Two-DM.

(a) Results on synthetic datasets.

(b) Results on real-world datasets.
Fig. 4 displays the training and testing accuracy of the Two-DM on the synthetic and real-world datasets. It can be seen that the proposed method did not appear the tendency of over-fitting. Compared with the competing methods, Two-DM can effective handle sparse high-dimensional datasets, because the loss function derived by the Brenier theorem can minimize the error between predicted results and real results, so as to present a good robust. Moreover, the data distribution reconstructed by the optimal transportation mass distance can be as close to the original data distribution as possibility, so as to greatly reduce the probability of manifold distortion obtained from the reconstructed data distribution. As such, the proposed Two-DM has more advantages than competitors in terms of manifolds discovery in sparse high-dimensional datasets.

B. Improved precision comparison
To improve the precision of manifold discovery through overcoming data sparsity, we carried out two group experiments on the four synthetic datasets and the five real-world datasets. In Two-DM, we used norm-1 and norm-2 to constrain weight of neurons, respectively.

![AUC of synthetic datasets](image)

(a) AUC of synthetic datasets

![AUC of real-world datasets](image)

(b) AUC of real-world datasets

FIGURE 5 Results of overcoming data sparsity

Results in Fig. 5 show that the two approaches can overcome data sparsity, thereby improving the precision of manifold discovery. Clearly, constraining weight of neuron by using norm-2 is better than that of by using norm-1 in terms of overcoming data sparsity. Certainly, we only explore some approaches of improved precision on manifold discovery from the view of overcoming sparsity. Hence, the value of our approach is to provide some insights for overcoming data sparsity.

Several observations can be obtained from Fig. 2-5.
(i) The loss function derived by the Brenier theorem can help that models minimize the error between the manifold discovered from the reconstructed data distribution and the original manifold.
(ii) Those non-linear architectures possessing deep paradigms have more advantages than those architectures without possessing deep paradigms on manifold discovery.
(iii) Using norm-2 to constrain neurons wins using norm-1 to constrain neurons in easing data sparsity and improving the precision of manifold discovery.

V. CONCLUSION
In this work, we investigated the problem of manifold discovery in the high-dimensional space. To address this issue, we designed a deep model based on Brenier theorem. Results show that the proposed method wins competing methods in the accuracy of manifold discovery. This means that those non-linear architectures possessing deep paradigms exceed those non-linear and linear architectures without deep paradigms in terms of manifold discovery from the data in the high-dimensional space. In the future, we will explore the approaches of being resistant to noise for manifold discovery.
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