Stochastic Observer for SLAM on the Lie Group
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Abstract—A robust nonlinear stochastic observer for simultaneous localization and mapping (SLAM) is proposed using the available uncertain measurements of angular velocity, translational velocity, and features. The proposed observer is posed on the Lie Group of \( \mathrm{SLAM}_n(3) \) to mimic the true stochastic SLAM dynamics. The proposed approach considers the velocity measurements to be attached with an unknown bias and an unknown Gaussian noise. The proposed SLAM observer ensures that the closed loop error signals are semi-globally uniformly ultimately bounded. Simulation results demonstrate the ability of the proposed approach to localize the unknown vehicle, as well as mapping the unknown environment generated from low-cost units.

I. INTRODUCTION

Navigation is an essential part of robotics and control applications [1,2]. Successful navigation of a vehicle in three dimensional (3D) space requires an accurate estimation of its pose (i.e., attitude and position) as well as a map of the environment. The estimation of a vehicle’s pose and mapping of the environment is known as simultaneous localization and mapping (SLAM). SLAM related applications are indispensable in indoor and outdoor applications, especially in harsh environments. Over the last twenty years, SLAM estimation has been studied extensively [3–11]. SLAM estimation is accomplished using a group of sensor measurements, where the sensors are attached to the body of the vehicle. The price of a vehicle drops significantly in case of using low-cost sensing units, but unfortunately, low-cost sensors are attached with high levels of uncertainties, which compromise the estimation process. Therefore, robust observers are necessary to compensate for the uncertainties and to produce a reasonable estimate of the vehicle’s pose, as well as features of the environment.

In the past, the SLAM estimation problem have been addressed using classical approaches that are commonly known as Gaussian filters [12]. Examples include; the monoSLAM with object recognition using real-time single camera [13], neuro-adaptive FastSLAM approach [14], incremental SLAM with constrained optimization [15], data fusion real-time RGB-D SLAM [16], compressed unscented Kalman filter [17], and others. However, the SLAM problem is composed of two main parts: the vehicle’s pose and the features. The true feature dynamics are modeled on the Lie Group of the Special Orthogonal Group \( \mathbb{SO}(3) \), while the vehicle’s pose dynamics are modeled on the Lie Group of the Special Euclidean Group \( \mathrm{SE}(3) = \mathbb{SO}(3) \times \mathbb{R}^3 \) [12,18]. Hence, the true SLAM problem is highly nonlinear posed on the Lie Group \( \mathrm{SLAM}_n(3) = \mathrm{SE}(3) \times \mathbb{R}^3 \times \cdots \times \mathbb{R}^3 \) which is not the unique source of complexity. Therefore, the SLAM problem is better addressed on the Lie Group of \( \mathrm{SLAM}_n(3) \) [7,8]. Over the last few years, nonlinear filters for SLAM have increasingly become a perfect alternative to supplant Gaussian filters. Examples of such include nonlinear filters that rely on the measurements of angular velocity, translational velocity, and features [7,8]. Other nonlinear filters have also been proposed rely on the previously mentioned measurements, as well as the inertial measurement unit (IMU) attached to the rigid-body of the vehicle [5,12,18,19]. The solutions in [7,8,12,18] are nonlinear determinisitic filters that compensate for unknown constant bias attached to velocity measurements while the solution in [5] is a nonlinear stochastic filter compensates not only for the unknown constant bias but also for random noise. It’s worth noting that the transient and steady-state error performance can be controlled using the techniques in [7,18]. To conclude, despite the fact that the SLAM has been addressed in a stochastic sense, using stochastic differential equation in [5], the proposed algorithm relies on IMU data. This requirement increases the computational cost.

In the present paper the SLAM problem is addressed on stochastic sense on the Lie Group of \( \mathrm{SLAM}_n(3) \), similar to [5]. Hence, the velocity data are assumed to be corrupted with an unknown, constant bias and a Gaussian random noise. Unlike [5], a nonlinear stochastic observer for SLAM is proposed, capable of functioning without the need for IMU data. The closed loop error signals are ensured to be semi-globally uniformly ultimately bounded.

After the above, the remainder of the paper is composed of four Sections. Section II presents the preliminaries of \( \mathbb{SO}(3) \) and \( \mathrm{SE}(3) \), the true SLAM dynamics and measurements, and error criteria. In Section II a nonlinear stochastic estimator for SLAM is proposed , along with its stability analysis. In Section IV the effectiveness of the proposed SLAM observer schemes is demonstrated. Finally, Section V presents the concluding results.
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II. Problem Formulation

Notation

\[\mathbb{R}\] \quad \text{set of real numbers}
\[\mathbb{R}^{p \times q}\] \quad \text{real space of dimension } p \text{-by}-q
\[I_n \in \mathbb{R}^{n \times n}\] \quad \text{identity matrix}
\[\|\cdot\|\] \quad \text{Euclidean norm of a vector}
\[\mathbb{S}(3)\] \quad \text{Special Orthogonal Group}
\[\mathbb{S}(3)\] \quad \text{Special Euclidean Group}

A. Preliminaries

The attitude of a vehicle is defined by \( R \in \mathbb{S}(3) \) where \( \mathbb{S}(3) \) denotes the Special Orthogonal Group.

\[\mathbb{S}(3) = \{ R \in \mathbb{R}^{3 \times 3} | RR^T = I_3, \det(R) = +1 \}\]

\([\cdot]_\times\) denotes skew symmetric of a component such that for \( n \in \mathbb{R}^3 \), one has:

\[ [n]_\times = \begin{bmatrix} 0 & -n_3 & n_2 \\ n_3 & 0 & -n_1 \\ -n_2 & n_1 & 0 \end{bmatrix} \]

Pose of a vehicle can be represented by

\[ T = \begin{bmatrix} R & P \\ 0_{1 \times 3} & 1 \end{bmatrix} \in \mathbb{S}(3) \subset \mathbb{R}^{4 \times 4} \] (1)

where \( R \in \mathbb{S}(3) \) denotes the vehicle’s attitude, \( P \in \mathbb{R}^3 \) denotes vehicle’s position, \( T \) denotes the homogeneous transformation matrix, and \( \mathbb{S}(3) \) is the Special Euclidean Group given by

\[ \mathbb{S}(3) = \{ T = \begin{bmatrix} R & P \\ 0_{1 \times 3} & 1 \end{bmatrix} | R \in \mathbb{S}(3), P \in \mathbb{R}^3 \} \]

B. Dynamics and Measurements

The SLAM problem considers a vehicle, whose pose is unknown, navigating in an unknown environment. The unknown environment can be defined through \( n \) features. The vehicle’s pose is denoted by \( T \in \mathbb{S}(3) \) and \( p_i \in \mathbb{R}^3 \).

Fig. 1 shows the SLAM estimation problem in a 3D space.

The true dynamics of the vehicle’s pose and the ith feature can be described by [7]

\[ \begin{bmatrix} \dot{R} \\ 0_{1 \times 3} \\ \dot{P} \end{bmatrix} = \begin{bmatrix} R \& P \\ 0_{1 \times 3} \& 1 \end{bmatrix} \begin{bmatrix} [\Omega]_\times \\ V \end{bmatrix} \] (2)

\[ \dot{p}_i = R v_i, \quad \forall i = 1, 2, \ldots, n \] (3)

or to put simply

\[ \begin{align*}
\dot{R} &= R [\Omega]_\times \\
\dot{P} &= RV \\
\dot{p}_i &= R v_i, \quad \forall i = 1, 2, \ldots, n
\end{align*} \]

where \( \Omega \in \mathbb{R}^3 \) denotes the vehicle’s angular velocity, while \( V \in \mathbb{R}^3 \) denotes the vehicle’s translational velocity. It is worth noting that the SLAM dynamics in (2) and (3) are posed on the Lie Group of \( \mathbb{S}(3) \), see [7,18]. Let \( n \) features be available for measurement in the vehicle’s frame (body-frame), which can be obtained by a local vision unit. The ith measurement is described by [20]:

\[ y_i = R^T (p_i - P) + b_i^p + n_i^y \in \mathbb{R}^3 \] (4)

for \( i = 1, 2, \ldots, n \).

Assumption 1: At least 3 measured, non-collinear features \((n = 3)\) define a plane that’s available at every time instant.

Angular velocity measurements are given by [5,21–23]:

\[ \Omega_m = \Omega + b\Omega + n\Omega \in \mathbb{R}^3 \] (5)

where \( b\Omega \) denotes a constant bias and \( n\Omega \) describes an unknown noise. Likewise, translational velocity measurement is described by [20]:

\[ V_m = V + bV + nV \in \mathbb{R}^3 \] (6)

where \( bV \) denotes a constant bias and \( nV \) describes an unknown noise. Unknown uncertainties presenting challenge in variety of applications [5,21,24,25].

C. Dynamics in Stochastic Sense

Let \( \{n\Omega, t \geq t_0\} \) and \( \{nV, t \geq t_0\} \) be vector representations of independent, Brownian motion processes [20,21,26,27]:

\[ n\Omega = Q\Omega \frac{d\beta\Omega}{dt}, \quad nV = QV \frac{d\betaV}{dt} \] (7)

where \( Q\Omega \in \mathbb{R}^{3 \times 3} \) and \( QV \in \mathbb{R}^{3 \times 3} \) refer to an unknown nonzero non-negative diagonal matrix. Note that \( Q\Omega \) and \( QV \) are bounded and time-variant. \( Q\Omega = Q\Omega^T \) and \( QV = QV^T \) denote the covariance associated with the noises \( n\Omega \) and \( nV \), respectively. It is worth noting that \( P \{ \beta\Omega(0) = 0 \} = 1, P \{ \betaV(0) = 0 \} = 1, E [d\beta\Omega/dt] = E [\beta\Omega] = 0, \) and \( E [d\betaV/dt] = E [\betaV] = 0 \) such that \( P \{ \cdot \} \) denotes the probability of an element while \( E[\cdot] \) refers to the expected value of an element [28]. Thus, the dynamics in (2) and (3) can be reformulated as:

\[ dR = R[\Omega_m - b\Omega]_\times dt - R[Q\Omega d\beta\Omega]_\times \] (8)

\[ dP = R[V_m - bV]dt - RQV d\betaV \] (9)

\[ dp_i = Rv_idt, \quad \forall i = 1, 2, \ldots, n \] (10)

Now, let us define \( \sigma \) as:

\[ \sigma = \begin{bmatrix} \max \{Q_{\Omega(1,1)}, Q_{V(1,1)}\} \\ \max \{Q_{\Omega(2,2)}, Q_{V(2,2)}\} \\ \max \{Q_{\Omega(3,3)}, Q_{V(3,3)}\} \end{bmatrix} \] (11)

where \( \max \{\cdot\} \) denotes the maximum value of the associated component.

III. Stochastic Observer Design

The objective of this Section is to propose a stochastic observer on the Lie Group of \( \mathbb{S}(3) \), capable of localizing the unknown vehicle’s pose and map the unknown environment. First, define the estimate of attitude, position, and the ith feature as \( \hat{R}, \hat{P}, \) and \( \hat{p}_i \), respectively. Let the error in the vehicle’s pose be given as:

\[ \hat{T}T^{-1} = \begin{bmatrix} \hat{R} & \hat{P} \\ 0_{1 \times 3} & 1 \end{bmatrix} \begin{bmatrix} R^T & -R^T P \\ 0_{1 \times 3} & 1 \end{bmatrix} \] (12)
where $\hat{R} = R\hat{R}^T$ and $\hat{P} = \hat{P} - \hat{R}\hat{P}$. Then, let the error in the feature be defined as

$$\hat{p}_i = \hat{p}_i - \hat{R}\hat{p}_i$$

(13)

Let $\hat{b}_\Omega$ be the estimate of $b_\Omega$, $\hat{b}_V$ be the estimate of $b_V$, and $\hat{\sigma}$ be the estimate of $\sigma$. Define the error in bias as:

$$\hat{b}_\Omega = b_\Omega - \hat{b}_\Omega$$
$$\hat{b}_V = b_V - \hat{b}_V$$

(14)

Then define the error in the upper-bound covariance as

$$\hat{\sigma}_\Omega = \sigma - \hat{\sigma}$$

(15)

And define the $i$th component as

$$e_i = \hat{p}_i - \hat{R}y_i - \hat{P} = \hat{p}_i - \hat{P}$$

(16)

The stochastic error dynamics, which will be defined in the subsequent subsection are equivalent to:

$$de_i = f(e_i, \hat{b})dt + g(e_i)Q_i \text{d}t$$

(17)

where $Q = \begin{bmatrix} Q_\Omega & 0_{3 \times 3} \\ 0_{3 \times 3} & Q_V \end{bmatrix} \in \mathbb{R}^{6 \times 6}$ and $\beta = [\beta_\Omega, \beta_V]^T \in \mathbb{R}^6$.

**Definition 1:** [21,28] For the stochastic system in (17), let $\hat{V}(e_i)$ be a twice differentiable cost function. The differential operator is as follows:

$$\mathcal{L}V(e_i) = V_{e_i}^T f + \frac{1}{2} \text{Tr} \{ gQ^2 g^T V_{e_i}e_i \}$$

with $V_{e_i} = \partial V/\partial e_i$ and $V_{e_i e_i} = \partial^2 V/\partial e_i^2$.

**Lemma 1:** [27] For the stochastic dynamics in (17) let $V(e_i)$ be a twice differentiable cost function. Define $\hat{v}_1(\cdot)$ and $\hat{v}_2(\cdot)$ as class $K_{\infty}$ functions and define $c > 0$ and $k \geq 0$ as scalars. Let $\mathcal{V}(||e_i||)$ be a non-negative function where,

$$\hat{v}_1(||e_i||) \leq V \leq \hat{v}_2(||e_i||)$$

(18)

Then for $e_i(0) \in \mathbb{R}^3$, there is an almost unique strong solution on $[0, \infty)$ for (17). Also, $e_i$ is bounded in probability, following the inequality below:

$$E[V(e_i)] \leq V(e_i(0)) \exp(-ct) + \frac{k}{c}$$

(20)

and $e_i$ is semi-globally uniformly ultimately bounded.

Consider the following nonlinear stochastic observer on the Lie Group of SLAM$_n$ (3):

$$\hat{T} = \hat{T} \begin{bmatrix} [\Omega_m - \hat{b}_\Omega - W_\Omega] & V_m - \hat{b}_V - W_V \\ 0_{1 \times 3} & 0 \end{bmatrix}$$

(21)

$$\dot{\hat{p}}_i = -(k_p + \frac{5}{\alpha_i} \hat{\sigma} + \frac{3}{\alpha_i} (1 - \text{Tr}([\hat{p}_i]^2))^2) e_i$$

(22)

$$W_\Omega W_V = \sum_{i=1}^{n} k_w \begin{bmatrix} -\hat{R}^T \hat{R} y_i + \hat{p}_i \\ \hat{p}_i \end{bmatrix} e_i$$

(23)

$$\hat{\beta}_\Omega = -\sum_{i=1}^{n} \Gamma \begin{bmatrix} \hat{R}^T \hat{R} y_i + \hat{p}_i - \hat{P} \\ \hat{R}^T e_i \end{bmatrix} e_i$$

(24)

$$\dot{\hat{\sigma}} = 5 \sum_{i=1}^{n} \gamma_{\alpha_i} ||e_i||^4 - k_{\sigma} \gamma_{\sigma} \hat{\sigma}$$

(25)

where $W_\Omega, W_V \in \mathbb{R}^3$ are correction factors, $\hat{b}_\Omega, \hat{b}_V \in \mathbb{R}^3$ denote bias estimates, and $\hat{\sigma} \in \mathbb{R}^3$ denotes the upper-bound covariance estimate. Also, $k_{\sigma}, \gamma_{\sigma}, k_b, k_w, \Gamma, \varrho$, and $\alpha_i$ are positive constants.

**Theorem 1:** Consider the stochastic dynamics in (8)-(10). Let the stochastic observer in (21)-(25) be coupled with the velocity measurements in (5) and (6) and the error vectors in (16). Then, suppose that Assumption 1 holds true and the
design parameters \( k_\sigma, \gamma_\sigma, k_b, k_v, \Gamma, \varrho, \) and \( \alpha_i \) are selected as positive constants. All the closed-loop error signals are semi-globally uniformly ultimately bounded.

**Proof.** From the true stochastic dynamics in (8)-(10), the stochastic observer design in (21)-(25), and the error definitions in (12)-(16), one finds that:

\[
d e_i = - \begin{bmatrix} [\hat{R}y_i + \hat{P}] \times \end{bmatrix}^T \begin{bmatrix} \hat{R} \hat{R} \end{bmatrix} \begin{bmatrix} \hat{b}_\Omega - W_{\Omega} \end{bmatrix} dt \\
+ d\bar{\phi}_i - \begin{bmatrix} [\hat{R}y_i + \hat{P}] \times \end{bmatrix}^T \begin{bmatrix} \hat{R} \hat{R} \end{bmatrix} \begin{bmatrix} \hat{b}_{\Omega} - W_{\Omega} \end{bmatrix} dt \\
+ d\bar{\phi}_i - \begin{bmatrix} 0_{3 \times 3} \end{bmatrix} \begin{bmatrix} \hat{b}_\Omega - W_{\Omega} \end{bmatrix} dt \\
+ d\bar{\phi}_i - \begin{bmatrix} 0_{3 \times 3} \end{bmatrix} \begin{bmatrix} \hat{b}_\Omega - W_{\Omega} \end{bmatrix} dt \\
+ \frac{1}{\gamma_\sigma} \|\hat{\sigma}\|^2 Q d\beta
\]

such that

\[
d e_i = f(e_i, \hat{b}_\Omega, \hat{b}_V, \hat{\sigma}) dt + g(e_i) Q d\beta
\]  

(26)

For \( V := V(e, \hat{b}_\Omega, \hat{b}_V, \hat{\sigma}) \), define the following Lyapunov candidate function:

\[
V = \sum_{i=1}^{n} \frac{1}{4\alpha_i} \|e_i\|^4 + \frac{1}{2\alpha_i} \hat{y}_i \hat{\Gamma}^T \hat{y}_i + \frac{1}{2} \hat{b}_V \hat{\Gamma}^T \hat{b}_V \\
+ \frac{1}{2\gamma_\sigma} \|\hat{\sigma}\|^2
\]

(27)

where \( e_i \) is defined in (16), \( \hat{b}_\Omega \) and \( \hat{b}_V \) are defined in (14), and \( \hat{\sigma} \) is defined in (15). Based on Definition 1, the differential operator \( \mathcal{L}V \) is equivalent to:

\[
\mathcal{L}V = V_\epsilon^T f + \frac{1}{2} \text{Tr} \left\{ g Q^2 g^T V e \right\} - \hat{b}_\Omega \hat{\Gamma}^T \hat{b}_\Omega \\
- \hat{b}_V \hat{\Gamma}^T \hat{b}_V - \frac{1}{\gamma_\sigma} \hat{\sigma} \hat{\sigma}
\]

(28)

such that

\[
\mathcal{L}V \leq \sum_{i=1}^{n} \frac{1}{\alpha_i} \|e_i\|^2 e_i^T \frac{d}{dt} \bar{\phi}_i \\
- \sum_{i=1}^{n} \frac{1}{\alpha_i} \|e_i\|^2 e_i^T \begin{bmatrix} [\hat{R}y_i + \hat{P}] \times \end{bmatrix}^T \begin{bmatrix} \hat{R} \hat{R} \end{bmatrix} \begin{bmatrix} \hat{b}_\Omega - W_{\Omega} \end{bmatrix} \\
+ \frac{\sigma}{2\alpha_i^2} \left( \|e_i\|^4 + (1 - \text{Tr}([\hat{p}_i]^2)) \|e_i\|^2 \right) \\
- \hat{b}_\Omega \hat{\Gamma}^T \hat{b}_\Omega - \hat{b}_V \hat{\Gamma}^T \hat{b}_V - \frac{1}{\gamma_\sigma} \hat{\sigma} \hat{\sigma}
\]

(29)

\[
\mathcal{L}V \leq - \sum_{i=1}^{n} \frac{1}{\alpha_i} \|e_i\|^2 e_i^T \begin{bmatrix} \hat{I}_3 \end{bmatrix} - \begin{bmatrix} [\hat{R}y_i + \hat{P}] \times \end{bmatrix}^2 e_i \\
- \sum_{i=1}^{n} \frac{k_p}{\alpha_i} + \frac{\sigma}{2\alpha_i^2} + \frac{3}{4\alpha_i^2 \varrho} (\text{Tr}([\hat{p}_i]^2) + 1)^2 \|e_i\|^2 \\
+ \frac{9\sigma^2}{4e_i} \sum_{i=1}^{n} e_i^2 + \frac{k_b b_V}{\alpha_i} (b_V - \hat{b}_V) \\
+ k_b b_V (b_V - \hat{b}_V) + k_\sigma \hat{\sigma} (\sigma - \hat{\sigma})
\]

(30)

In view of Young’s inequality one has

\[
k_b b_V \hat{\sigma} \leq \frac{k_b}{2} \|b_V\|^2 + \frac{\sigma}{2} \|\hat{\sigma}\|^2 \\
k_b b_V \hat{\sigma} \leq \frac{k_b}{2} \|b_V\|^2 + \frac{\sigma}{2} \|\hat{\sigma}\|^2 \\
k_\sigma \hat{\sigma} \hat{\sigma} \leq \frac{k_\sigma}{2} \|\sigma\|^2 + \frac{\sigma}{2} \|\hat{\sigma}\|^2
\]

Now, let’s define the following variables:

\[
H = \begin{bmatrix} K_1 \hat{I}_3 & \cdots & 0_{3 \times 3} \\
\vdots & \ddots & \vdots \\
0_{3 \times 3} & \cdots & K_n \hat{I}_3 \\
0_{7 \times 3n} & \frac{1}{2} k_b \Gamma & 0_{6 \times 1} \\
0_{7 \times 3n} & 0_{6 \times 1} & \frac{1}{2} k_\sigma \gamma_\sigma
\end{bmatrix}
\]

\[
\hat{Y} = \begin{bmatrix} e_1^T \frac{1}{2\alpha_i} + \cdots + \frac{e_n^T}{2\alpha_i} + \hat{b}_V \frac{1}{2\alpha_i} \frac{\Gamma^T}{2}, \hat{\sigma} \frac{\Gamma^T}{2}, \hat{\sigma} \frac{\Gamma^T}{2}, \hat{\sigma} \frac{\Gamma^T}{2}, \hat{\sigma} \frac{\Gamma^T}{2}
\end{bmatrix}^T
\]

\[
\eta_2 = \frac{k_b}{2} \|b_V\|^2 + \left( \frac{9\sigma}{4} + \frac{k_\sigma}{2} \right) \|\sigma\|^2
\]

where \( H \in \mathbb{R}^{(3n+7) \times (3n+7)} \) and \( \hat{Y} \in \mathbb{R}^{(3n+7) \times 1} \). Thereby, \( \mathcal{L}V \) in (30) can be rewritten as:

\[
\mathcal{L}V \leq -f(\|e_i\|^2) - \hat{Y}^T H \hat{Y} + \eta_2
\]

(31)

such that:

\[
\mathcal{L}V \leq -\lambda_{\text{min}}(H)V + \eta_2
\]

(32)

where \( \lambda_{\text{min}}(H) \) denotes the minimum eigenvalue of \( H \). Hence, it can be shown that:

\[
\frac{d}{dt} \mathbb{E}[\|V\|^2] = \mathbb{E}[\mathcal{L}V] \leq -\lambda_{\text{min}} \mathbb{E}[\|V\|^2] + \eta_2
\]

(33)

and utilizing Lemma 1, one obtains the following inequality:

\[
0 \leq \mathbb{E}[\|V(t)\|] \leq \mathbb{E}[\|V(0)\|] \exp (-\lambda_{\text{min}} t) + \eta_2
\]

(34)

Consequently, \( \hat{Y} \) is semi-globally uniformly ultimately bounded completing the proof.

IV. SIMULATION

This Section shows the robustness of the proposed stochastic observer for SLAM. The observer is tested against high levels of uncertainties, corrupting the velocity and feature measurements. Let the true attitude and position of the vehicle be defined as:

\[
R(0) = I_3, \quad P(0) = [0, 0, 0, 1]^T
\]

and consider the true angular and translational velocities to be \( \Omega = [0, 0, 0, 1]^T \) (rad/sec) and \( V = [1.5, 0, 0]^T \) (m/sec), respectively. Let four, non-collinear features be distributed in the map relative to the inertial-frame, where \( p_1 = [1.5, 0, 0]^T, \ p_2 = [-1.5, 0, 0]^T, \ p_3 = [0, 1.5, 0]^T, \) and \( p_4 = [0, -1.5, 0]^T \). Consider the measurements of angular velocities to be corrupted with an unknown, constant bias and a random noise where \( b_{\Omega} = [0.05, -0.06, -0.07]^T \) (rad/sec)
and $b_V = [0.04, 0.06, -0.08]^\top$ (m/sec), $n_\Omega = \mathcal{N}(0, 0.1)$ (rad/sec), and $n_V = \mathcal{N}(0, 0.12)$ (m/sec). Let the initial estimate of the vehicle’s pose be:

$$
\dot{\theta}(0) = I_3, \quad \dot{\tilde{P}}(0) = [0, 0, 0]^\top
$$

and consider the four feature estimates to be, $\hat{p}_1(0) = \hat{p}_2(0) = \hat{p}_3(0) = \hat{p}_4(0) = [0, 0, 0]^\top$. Let the design parameters be chosen as $k_\sigma = 1$, $\gamma_\sigma = 1$, $k_\beta = 10$, $k_w = 10$, $\Gamma = 5I_3$, $\varrho = 0.3$, and $\alpha_i = 0.04$ for $i = 1, 2, 3, 4$. Also, let chose the initial estimates to be, $b_\Omega(0) = b_V(0) = [0, 0, 0]^\top$ and $\hat{\sigma}(0) = [0, 0, 0]^\top$.

Fig. 2 illustrates the high level of uncertainties attached to the angular velocity and Fig. 3 shows the high levels of uncertainties attached to the translational velocity. The uncertainties the unknown, constant bias and random noise. Fig. 4 reveals strong and successful tracking performance of the proposed stochastic observer to follow the true trajectory starting from large error in initialization. As well, pose estimate initiated at the origin, was set to the true pose trajectory in a short period of time. Likewise, the feature estimates started at origin and converted to the true features. Fig. 5 shows the strong tracking performance of the position estimate relative to the true position.

V. Conclusion

In this paper, the SLAM estimation problem has been addressed in a stochastic sense. A nonlinear stochastic observer posed on the Lie Group of $\text{SLAM}_n(3)$ has been proposed. The proposed observer can operate using angular and translational velocity measurements, along with the available feature measurements obtained from a vision unit. It has been assumed that the angular and translational velocity measurements are corrupted, not only with an unknown, constant bias, but also with a random Gaussian noise. The closed loop error signals have been shown to be semi-globally uniformly ultimately bounded. Finally, simulation results showed the effectiveness and robustness of the proposed approach given high level of uncertainties in the measurements.
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