Port container number detection based on improved EAST algorithm
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Abstract: The methods of intelligent port container number detection tend to be diversified. However, traditional container number positioning methods and current deep learning algorithms are mostly multi-stages, which need to be optimized during difficulty training, resulting in bad model effect and time-consuming. In view of the above problems, the main contributions of this paper are drawing on the EAST text detection method to obtain an improved EAST algorithm that directly predicts the box number area. This new algorithm not only eliminates multiple intermediate stages, but also improves the regression method and loss function of the box number area, optimizes the boundary, balances positive and negative samples to adapt to the detection area of the box number based on the original algorithm. At the same time, it adopts the lightweight design idea, and uses ShuffleNet’s channel shuffling and depth separable convolution for reference to optimize the original model, which reduces the complexity of time and space, compresses the model and reduces the detection time. The final experimental results show that the accuracy of the algorithm reaches 97.5% while keeping the FPS index no less than 14.

1.Introduction
At present, the detection of container quantity is an important link in the construction of intelligent port. Among them, as the premise of follow-up work, container number positioning plays an important role in the whole process of container number text information extraction and recognition. Previous text detection algorithms are used for target detection. Good results have been achieved at different levels. Its core is to design features that can distinguish text from background.

For example, on the basis of traditional image processing algorithms, features are designed manually to capture scene text features. Early scholars such as Zhuo Junfei proposed using the edge features of the target area and vertical projection method for positioning\cite{1}. However, due to the detection of regional pollution and environmental shadow, the target area is not accurate; later, Wan Yan et al. Another detection method based on color features is proposed\cite{2}, which uses rough texture information to detect target candidate regions, and then uses three channels with different RGB values to detect. Clustering the same color of different colors, combining with connectivity analysis to locate the target area accurately. However, the gray value of color is greatly affected by weather and light, so it is not reliable in practical application. The traditional methods have their own advantages and disadvantages, but in the application of box number detection, due to the influence of environmental...
shadow, body color, detection area pollution, irregular box number printing and other factors, the traditional method is not ideal.

Algorithms based on deep learning learn effective features directly from training data. Although there are many deep learning algorithms in the field of text detection[3-6], they have some disadvantages over traditional algorithms, such as RCNN, Fast RCNN, SSD and other mainstream algorithms[7-10], including candidate box extraction and candidate box extraction which may be a suboptimal and time-consuming stage and step resulting poor effect of text detection. Therefore, the accuracy and efficiency of these methods can not meet the current situation. Therefore, the model based on EAST framework solves these shortcomings[11]. EAST does not generate any candidate boxes, only including the convolution network and NMS merging stage. NMS (non maximum suppression), that is to remove the redundant bounding box, and only keep the highest overlapping bounding box with the ground truth. The network returns to the polygon positioning box, which can locate the inclined text at any angle. This method is used in container number detection and provides a new application for intelligent identification of container number in the future.

The procedure of the whole box number detection algorithm is to roughly locate the whole box number area, then fine locate the rough detection area, and finally complete the combination of character lines to lay a solid foundation for the subsequent recognition. Sometimes it is necessary to perform a padding process with a rough positioning box number picture to fit the network, as shown in Figure 1.

Figure 1. Container localization process

2.EAST model structure and optimization

2.1.Original EAST model structure

The EAST network[12] is divided into three parts: feature extraction layer, feature fusion layer and output layer, as shown in Figure 2:

Feature extraction layer: The backbone uses VGG-16 for feature extraction, and extracts feature maps(expressed as f) at different levels to obtain feature maps at different scales. The purpose is to solve the problem of sharp changes in the scale of text lines. Large-size layers can be used to predict small text lines. Small size layers can be used to predict large text lines.

- Feature merging layer, which merges the extracted features. The merge rule adopts the U-net method, and the top features of the network are extracted from the features downward according to the corresponding rules. Merging method:

\[
g_i = \begin{cases} 
\text{unpool}(h_i), & i \leq 3 \\
\text{conv}_{3x3}(h_i), & i = 4 
\end{cases}
\]

\[
h_i = \begin{cases} 
\text{conv}_{3x3}(\text{conv}_{1x1}([g_{i-1}; f_i])), & \text{otherwise} 
\end{cases}
\]

- Network output layer: The final output of the network has 3 major parts, which are: score map: a parameter that represents the confidence of this prediction box; text boxes: 4 parameters, (x, y, w, h).
which are the same as ordinary bounding box parameter of the target detection task; text rotation angle: 1 parameter, which indicates the rotation angle of the text boxes.

- Loss aspect: $L_s$ and $L_g$ respectively indicate whether there is text (score in the pixel map) and the loss of IOU and geometry map, $\lambda_g$ represents the importance between the two losses. In the original experiment, $\lambda_g$ is set to 1. The specific calculation method of this value will be given later.

$$L = L_s + \lambda g L_g$$  \hspace{1cm} (3)

$$L_g = L_{AABB} + \lambda_\theta L_\theta$$  \hspace{1cm} (4)

Among them, $L_{AABB}$ represents the loss value between the four vertex coordinates and the true value coordinates of the predicted text box. Similarly, $L_\theta$ is the loss value of the text rotation angle and the true value rotation angle of the predicted text box.

Figure 2. Original EAST model structure

2.2. Optimization of output layer regression

After rough positioning of the sample, four different types of box number areas can be obtained, as shown in Figure 3. It can be seen from the Figure that the text line of the horizontal box number is shorter, but the text line of the vertical box number is long. After verification, it is found that the original EAST algorithm has a poor detection effect on long texts[13-15], so the optimization algorithm improves the ability to predict long texts. Therefore, the output layer structure of EAST is modified, and one channel predicts whether the pixel is in the text box; Two channels predict whether the pixel is the head pixel or the tail pixel of the text box; four channels predict the offset of the two vertex coordinates corresponding to the head pixel or the tail pixel, as shown in Figure 4(a).
After optimization, the output layer is a 1-bit score map, indicating whether it is in a text box; 2-digit vertex code, whether it belongs to the box pixel, box border pixels and whether it is the head or tail; 4-bit geo is a border pixel can predict the coordinates of 2 vertices. All pixels form the box number box shape, and then use only the weighted average of all boundary pixel predictions to predict the two vertices at the ends of the short side of the head or tail. 4 vertex coordinates. The polygon box drawn directly based on these 4 point coordinates is the positioning box. This regression method solves the problem that the receptive field of the original algorithm is not large to a certain extent, and makes the effect of long box number detection better.

Specifically, after feature extraction and feature fusion, the output of the feature map is 7 channels, and the output value of the first three channels is the probability value. Whether the conditions meet the requirements depends on the threshold value set by yourself. The last four channel values are the coordinates of the predicted boundary vertices. If they are head pixels, the coordinates of the two vertices of the head boundary are predicted; if they are tail pixels, the coordinates of the two vertices of the tail boundary are predicted.

2.3. Lightweight design of backbone network

In order to improve the accuracy of East detection, the residual network of RESNET is used to replace the VGG network in order to deepen the depth of the network. However, the original residual structure has high time and space complexity in the network. Even if the general lightweight network is introduced, the 1×1 volume in the depth separable convolution takes up a lot of calculation, and makes the channels full of constraints, to a certain extent, reduces The accuracy of the model and the overall network are also inefficient due to the intensive 1×1 convolution, which cannot fully integrate the characteristic channels. Therefore, this paper uses the channel shuffle strategy of ShuffleNet[16] for reference, and then combines the depth separable convolution to build a lightweight East network. The overall structure is shown in Figure 4.

It can be seen from the figure that the channel shuffle structure is mainly designed in the feature extraction layer, and the deep separable convolution is used in the feature fusion stage, but one thing is more important: Although the deep separable convolution can effectively reduce the calculation amount, its storage and access efficiency is poor, so the first convolution does not use the basic unit of ShuffleNet, but uses the conventional convolution, and only in the subsequent stage can it be used The lightweight strategy of channel shuffle + depth separable convolution is used.
2.4. The improvement of loss

The improved EAST network uses dice loss, but in the case number sample picture, the proportion of the case number text to the whole picture is very different (as shown in Figure 3, some text proportion is larger than the sum of other real samples), resulting in uneven distribution of positive and negative samples. Although background rate is introduced in the original EAST to limit the proportion of positive and negative samples, the value is still set by human, which has limited effect on samples with large box number difference and cannot take all samples into account.

\[
L_{AABB} = \text{dice}_\text{loss} = \frac{(2 \times y_{\text{true}} \times y_{\text{pre}})}{y_{\text{true}} + y_{\text{pre}}}
\]  

(5)

\[
L_g = L_{AABB} + L_\theta
\]  

(6)

\[
K_i = \frac{S_i}{S}
\]  

(7)

\[
L_{AABB} = \sum_{i \in S} \frac{IOU(y_{\text{true}}, y_{\text{pre}}) \times y_{\text{trainmask}}}{K_i}
\]  

(8)

Therefore, this paper refers to the instance balance method of pixelLink[17-19] to balance the weight of small area and large area samples. The method is: set the same weight K_i for all case number areas of batch size samples.

K_i and K are respectively the number of positive samples and the total number of pixels in a batch. IOU(intersection over Union) in the formula is a concept used in target detection, which is the overlapping rate of the generated candidate box and the original marker box, that is, the ratio of their intersection and union.
From formula (5-8), it can be seen that when the number of samples is large, the weight will be suppressed. When the number of samples is small, the weight of small sample area will be relatively larger, while the weight of large text area will be relatively smaller, which is more conducive to the detection and detection of samples. The function of $Y_{\text{trainmask}}[20-21]$ is to remove the frame whose length or width is less than the threshold value as a difficult sample, and also to remove the interference of negative samples and improve the positioning effect significantly.

### 2.5. Optimization of Box Number Boundaries

In order to improve the detection effect of the box number boundary, another threshold $L_{\text{lim}}$ is set after when the dice loss is less than the threshold value. The purpose is to add the distance from the point to the border for learning after the initial accuracy is achieved, so that the loss of the center is relatively reduced, and the loss of the edge is relatively increased, so as to optimize the boundary. The overall formula is (10).

$$L_{\text{AABB}} = -\left(\lambda(1-y_{\text{true}})\times\log(1-\text{sigmoid}(y_{\text{pred}})) + \frac{(1-\lambda)\times y_{\text{true}}\times\log(\text{sigmoid}(y_{\text{pred}}))}{m_{\text{distance}}}\right)$$

$$L_{\text{AABB}} = \begin{cases} 
\frac{(2\times y_{\text{true}}\times y_{\text{pred}})}{y_{\text{true}} + y_{\text{pred}}} , & L > L_{\text{lim}} \\
-(\lambda(1-y_{\text{true}})\times\log(1-\text{sigmoid}(y_{\text{pred}})) + \frac{(1-\lambda)\times y_{\text{true}}\times\log(\text{sigmoid}(y_{\text{pred}}))}{m_{\text{distance}}} , & L \leq L_{\text{lim}}
\end{cases}$$

(9)

(10)

$\lambda$ is the average value of $y_{\text{true}}$ as the coefficient of cross entropy function, and $m_{\text{distance}}$ is the minimum distance between pixels and four sides of the frame. By introducing this parameter, the center of gravity of loss can be distributed to the boundary. Through continuous learning, the boundary can be effectively optimized. In this paper, the value of $L_{\text{lim}}$ is not more than 1e-3.

After the improvement in the above three aspects, the flowchart of the training and testing of the entire box number positioning algorithm is shown in Figure 5.

![Figure 5. EAST Training process flow diagram](image-url)
3. Experimental results and analysis

The model of this box number positioning was built under the framework of Tensorflow 1.14.0, and was trained using Window 10 operating system with AMD Ryzen 7 3750H and 1660ti graphics card. 26,000 labeled image samples were produced, of which 20,000 were the training data set. 6000 test sets. Trained between the original EAST algorithm and the improved algorithm in this article. The test results are shown in Table I. It can be seen that based on the improved EAST network model, while maintaining a similar iteration time, the same labeling method is used. By modifying the output layer of the network, improving the coordinate regression method, using the channel shuffling and depth separable convolution method of ShuffeNet to import the network and optimize the loss function, the accuracy of the improved model can reach 97.5%. The positioning effect of the whole box number is shown in Figure 6 and Figure 7.

mAP (mean average precision) is the average precision sum of all categories divided by all categories, that is, the average precision of all categories in the data set.

FPS refers to the number of images (frames) recognized in one second.

| Optimization Method | Samples number | Iterations | mAP | FPS |
|---------------------|----------------|------------|-----|-----|
| Original algorithm  | 6000           | 50000      | 85  | 14  |
| Only regression     | 6000           | 50000      | 89  | 14.5|
| Original algorithm+lightweight regression method + Instance balance | 6000 | 50000 | 84 | 20.5 |
| regression + Instance balance + number boundary | 6000 | 50000 | 92 | 14.2 |
| regression + Instance balance + number boundary+lightweight | 6000 | 50000 | 97.5 | 14 |

Figure 6. Vertical treble-line/double-line characters positioning effect
In order to reflect the superiority of the model in this paper, Table II shows the accuracy and time consumption of other algorithms in detecting the box number area. After comparison, it can be seen that the SVM detection algorithm based on Hog features takes time seriously, because the box numbers are densely distributed, and there are interferences of other characters around the same character block, when these interference character regions are trained as negative samples, the accuracy of the container number region will be greatly reduced, which leads to the robustness of the algorithm. Poor. The accuracy of the box number positioning based on YOLO in the early days was only 71%, because the edge characters of the box number are not in the detection box predicted by the model. This is because the YOLO algorithm often performs poorly when detecting objects close to each other.

Although the SSD-based algorithm has been greatly improved compared to the previous one, the positioning effect has a great relationship with the way of labeling the box number data set, the anchor value parameter settings of the network framework, the training parameters, etc. Moreover, the coordinates returned by the algorithm usually forms a rectangular frame, which has a poor positioning effect on inclined box numbers.

| Methods | mAP | FPS |
|---------|-----|-----|
| Hog+SVM | 68  | 2   |
| YOLO    | 71  | 10  |
| SSD     | 78  | 11  |
| Ours: regression + Instance balance+number boundary | 97.5 | 14  |
| Ours: regression + Instance balance+number boundary+lightweight | 96  | 19  |

From Table 1, it can be seen that the speed of the classic lightweight EAST algorithm is the fastest, but the box number accuracy is not high. After changing the output layer regression method and making improvements for loss, the accuracy of detection is greatly improved, especially after combining the sample balance and the optimized boundary scheme, the accuracy once reached 97.5%. In the final lightweight algorithm, while the accuracy is only slightly reduced (from 97.5% to 96%), the time complexity is greatly reduced, even the detection speed is greatly improved, from 14 frames / second to 19 frames / second, and perfect results are achieved in both accuracy and speed. Comparing with Table 2, it can be seen that the improved EAST algorithm in this paper is much faster and more accurate than the traditional image processing method and the traditional deep learning method.

4. CONCLUSION

Based on the EAST algorithm, this algorithm modifies the output layer regression mode, improves the accuracy to a certain extent, and adds instance balance makes the algorithm more reasonable in dealing with sample weight, and the boundary optimization scheme is designed to further improve the positioning edge effect. Especially, this algorithm uses shuffle and deep separable convolution to optimize the original model, which reduces the space-time complexity, compresses the model and
reduces the detection time. Compared with the EAST algorithm, the accuracy and recall rate are improved, and the comprehensive performance is improved compared with other excellent methods of box number detection. However, there are still some shortcomings. The following areas may be optimized:

(1) The receptive field of the network is not large enough, so we need to further improve the network structure and try to introduce void convolution into the network layer.

(2) Try more scale training, and study the optimization of EAST internal parameters and loss weight in order to improve the positioning accuracy.
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