Probing the cosmic ray energy spectrum at $10^{12}–10^{16}$ eV with two HiSPARC scintillators
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Abstract

The high school project on astrophysics research with cosmics (HiSPARC) employs a large number of small detection stations that sample the footprint of extensive cosmic ray air showers. The majority of these stations has two 0.5 m$^2$ scintillation detectors. A new method is presented which enables probing the cosmic ray flux with a single two-scintillator station in five energy decades at $10^{12}$, $10^{13}$, $10^{14}$, $10^{15}$ and $10^{16}$ eV. The method is based on the energy dependence of the distribution of the number of particles passing through a single detector. A relatively short data taking period of approximately one month is sufficient to probe this energy range. The flux values agree well with measurements by other experiments. For the first time, the cosmic ray flux at $10^{12}$ and $10^{13}$ eV is derived at sea level.
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1. Introduction

Cosmic rays are charged particles from space with energies ranging from GeV to hundreds of EeV. The majority of cosmic rays are protons (90%) and helium nuclei (9%) with a remainder of heavier elements \cite{1}. The cosmic ray flux drops rapidly with increasing energy. The flux as function of energy ($E$) in the range from GeV to $10^{14}$ eV is approximately given by \cite{2}:

$$I(E) \approx 1.8 \cdot 10^4 \frac{(E/1 \text{ GeV})^{-\alpha}}{\text{m}^2 \text{ s sr GeV}}$$

with $\alpha \approx 2.7$. At an energy of $\sim 10^{15.5}$ eV the spectrum steepens. This region is known as ‘the knee’. At $\sim 10^{18.5}$ eV the slope of the spectrum becomes less steep, this is called ‘the ankle’. Cosmic rays with energies below $\sim 10^{14}$ eV can be measured using high altitude balloons or spacecraft. For higher energies this approach becomes unfeasible because of the low cosmic ray flux, the limited collection area and lifetime of space based instruments. Above $\sim 10^{14}$ eV cosmic rays are studied using the Earth’s atmosphere. When a cosmic ray enters the atmosphere it will most likely interact with a nitrogen or oxygen nucleus. In this interaction new particles may be produced which, in turn, will interact with other atmospheric particles. The particle generation continues until there is insufficient energy left for the creation of additional particles. This phenomenon is known as the development of an extensive air shower (EAS). The particle footprint of an EAS at the ground is sampled using detector arrays. The direction and energy of the cosmic ray can be reconstructed from particle arrival times and multiplicities. Also atmospheric radiation generated by the EAS, such as atmospheric Cherenkov and fluorescence, and radio waves, can be used to reconstruct the shower size and direction \cite{1}. Cosmic rays with energies below $\sim 10^{14}$ eV do not result in large air shower footprints. The particle densities are too small to reconstruct the direction and energy of the pri-
mary cosmic ray.

If an even lower energy cosmic ray (e.g. $10^{11}$ eV) hits the Earth’s atmosphere, the air shower dies out before reaching the ground. The majority of shower particles are absorbed at high altitude. Only energetic remnants, of which mainly muons (and neutrinos), are able to reach ground level. The flux of perpendicularly incident muons at sea level is $\sim 70 \text{ m}^{-2} \text{s}^{-1} \text{sr}^{-1}$ above 1 GeV [2]. If an energetic muon decays before reaching the ground, the decay electron (positron) emits gamma radiation due to Bremsstrahlung. Energetic gamma rays will interact with matter via pair production. The two processes (Bremsstrahlung and pair production) generate an electromagnetic shower. Figure 1 shows an example of such a shower in a $10^{11}$ eV proton CORSIKA [3] simulation. The upper right figure shows the longitudinal profile, i.e. the number of particles per type as function of atmospheric depth. The original shower dies out and, at a depth $\sim 900 \text{ g cm}^{-2}$, a second, electromagnetic (e.m.), shower appears. The bottom right plot shows the energy per particle type as function of the atmospheric depth. In one of the first interactions, $\sim 40$ GeV of the 100 GeV proton is forwarded to a single muon. At a height of 1.6 km ($855 \text{ g cm}^{-2}$) this muon decays and a large fraction of its energy is transferred to the electron (positron) which initiates an e.m. shower. The left figure shows the footprint created by the shower at the ground. The particle density is very small. The position of the shower core is shifted with respect to the original direction of the cosmic ray proton due to absorption of the shower particles other than the muon, and neutrino(s) escaping detection. Muon decay is the dominant source for electrons at sea level. The total flux of perpendicular incident electrons and positrons above 10 MeV is $\sim 30 \text{ m}^{-2} \text{s}^{-1} \text{sr}^{-1}$ [2].

The high school project on astrophysics research with cosmos (HiSPARC [1]) employs a large number of small EAS detection stations. The stations are predominantly hosted by high schools. Each station consists of two or four scintillators connected to an electronics unit that digitizes the analogue PMT signals. A station uses a GPS receiver for accurate timing and position information. The majority of high schools employs a two-detector station. As neighboring schools often also have HiSPARC equipment, multiple stations are used to sample the same EAS. Data sets are combined to reconstruct the air shower.

A new method is presented to enable the determination of the cosmic ray flux at energies below $10^{14}$ eV using two scintillators at sea level. The method does not require the full reconstruction of individual EASs but is based on measuring the energy dependence of the distribution of the number of particles passing through a detector.

First, the experimental setup is introduced after which the new method is detailed. Finally, the results are compared with measurements by other experiments.

2. HiSPARC station

A HiSPARC detector consists of a rectangular scintillator (100 cm $\times$ 50 cm $\times$ 2 cm) glued to a light-guide which is attached to a PMT. The detector is made light tight with a thin aluminum foil and pond liner. The assembly is placed inside a roof box and mounted on top of a roof (figure 2). When a charged particle traverses the scintillator, it creates a light pulse which is converted into an electric pulse by the PMT. This pulse is sampled and digitized at 400 MHz. The PMT is calibrated such that single charged particles generate pulses with an amplitude of $\sim 150 \text{ mV}$. A 30 mV threshold rejects PMT noise and the response to low energy gamma rays. The detector response is simulated using GEANT4 [5] and verified against experimental data. The detection efficiency for minimum ionizing particles (MIP) is $\sim 100\%$. The detector has a much lower sensitivity for gamma rays in EASs ($\sim 10\%$) [4].

To discriminate against single particle sources, HiSPARC applies the ‘coincidence method’. By using two (or four) detectors and selecting coincident PMT pulses (i.e. with a time difference smaller than 1.5 $\mu$s) the majority of random coincidences are rejected. If two or more PMT pulses exceed the threshold within the trigger window, the pulses are stored. Random coincidences occur due to gamma rays from decays of nearby envi-
Figure 1: Example of a muon decay induced shower in a $10^{11}$ eV proton CORSIKA simulation. The upper right figure shows the longitudinal profile, i.e. the number of particles per particle type as function of atmospheric depth. The original shower dies out and, at a depth $\sim 900$ g cm$^{-2}$, a second (very large) shower emerges. The bottom right plot shows the energy per particle type as function of the atmospheric depth. In one of the first interactions, $\sim 40$ GeV of the available 100 GeV is transferred to a single muon. At a height of 1.6 km (855 g cm$^{-2}$) this muon decays and a large part of its energy is passed on to an electron (positron) which ignites an e.m. shower. The left figure shows the e.m. shower footprint at the ground. The position of the shower core is slightly shifted from the direction of the primary proton as particles are absorbed and neutrino(s) remain undetected.
ronmental radionuclides \cite{6} and muons generated by low energy cosmic rays of which the other components of the air shower are absorbed in the atmosphere, etc. A rare event like the one in figure \ref{fig:example} has a chance to result in a trigger.

The distance between the detectors in a two-detector station varies per setup. In this paper a detector separation of 4.95 meter is used. In a four-detector station two electronics units are combined in a master-slave configuration. Similar trigger conditions apply as for a two-detector station. In a four-detector station the direction can be triangulated with a resolution of $\sim 6^\circ$. An estimate of the shower energy can also be made. An extensive description is presented in \cite{4}.

3. Pulse integral distribution (PID)

The value of the PMT pulse integral, i.e. the area under the pulse, is directly proportional to the number of scintillation photons that reach the PMT, and thus to the number of particles traversing the detector (MIPs). The energy loss of a MIP follows Landau’s theory \cite{7}. The Landau distribution has a peak at the most probable energy loss with a pronounced tail towards higher energies. If multiple particles simultaneously traverse a detector, the energy loss is described by a sum of Landau distributions. The shape of the pulse integral distribution is then determined by the number of MIPs that traverse the detector within the trigger time window ($1.5 \mu s$). The energy of the primary cosmic ray is directly proportional to the number of EAS particles in the footprint at the ground.

3.1. Analyzing the PID

In a first approach all cosmic rays are assumed to stem from the zenith. The particle densities can be approximated by the lateral density profile from AGASA \cite{8}:

$$ S(r) \propto \left( \frac{r}{r_M} \right)^{-1.2} \left( 1 + \frac{r}{r_M} \right)^{-(\eta-1.2)} \times \left[ 1 + \left( \frac{r}{1000} \right)^2 \right]^{-0.6} \quad (2) $$

with distance to the shower core $r$ in meter, $\eta = 3.84$ and Molière radius $r_M = 91.6$ m. The energy associated with this lateral density profile is given by \cite{9}:

$$ E = a \cdot 10^{17} \cdot (S(600))^b \quad [\text{eV}] \quad (3) $$

with $a = 2.03$ and $b = 1.0$. The dashed lines in figure \ref{fig:example} show EAS particle densities as function of distance to the shower core for primary energies of $10^{13}$ (blue), $10^{14}$ (red), $10^{15}$ (green) and $10^{16}$ eV (orange). Obviously, as the EAS energy increases, the size of the footprint increases as well. Next, the particle density per unit area is rounded to an integer. This is illustrated by the solid lines in figure \ref{fig:example}. As an example a $10^{13}$ eV EAS footprint with a regular pattern is shown in figure \ref{fig:example}. Within each ring the particle density is constant. Each dot represents a single particle.

If a detector with a size of $1 \text{ m}^2$ is randomly projected at the density map, the probability to detect $x$ number of particles scales with the surface area of each ring. For $x = 1$ the probability is equal to the surface area of the outermost ring divided by the surface area of the entire disc. This is illustrated in figure \ref{fig:example} which displays the probability density to find a number of particles as a function of EAS energy. Each probability density represents a single energy PID. When many particles simultaneously traverse the detector, a large pulse integral is generated. If only one particle traverses the scintillator, the value of the pulse integral follows a single Landau distribution.

In order to predict the PIDs more accurately, a Monte Carlo simulation is constructed that includes multiple EAS zenith angles and accurate EAS evolution and detector description.

3.2. Detector separation

The small particle densities at low energy EASs ($\lesssim 10^{13}$ eV) generate a steeply falling PID, i.e. there is a relatively high probability to detect just 1 or 2 particles; higher multiplicities at this energy become rare. Increasing the distance between the detectors then translates into an energy cut. Since the size and shape of the PID directly depends on the number of particles that ’simultaneously’ traverse the detector, it provides an indirect measure for the energy of the primary cosmic ray. Figure \ref{fig:example} shows that for $10^{13}$ eV showers (blue curve) the
Figure 2: A two-detector HiSPARC station with two scintillators placed in roof boxes mounted on top of a roof. The detector separation is typically $\sim 5-10$ m. In between the two detectors a GPS antenna is placed for accurate timing and location information. Photo courtesy of Arne de Laat.

Figure 3: The dashed lines show the lateral density profiles for $10^{13}$ (blue), $10^{14}$ (red), $10^{15}$ (green) and $10^{16}$ eV (orange) showers described by eq. 2. The solid lines show the multiplicity rounded to the nearest integer. In the calculation only EASs from the zenith are considered.

Figure 4: Example of a $10^{15}$ eV perpendicular incident EAS footprint. Each dot represents a single particle. Within each ring the particle density is taken constant. When a detector with a size of $1 \times 1$ m$^2$ is randomly projected on the density map, the probability to detect $x$ number of particles scales with the surface area of each ring. For $x = 1$ the probability is equal to the surface area of the outermost ring divided by the surface area of the entire disc.
The probability to detect particles beyond 20 m from the shower core becomes extremely small. Thus, if two HiSPARC detectors are placed 40 m apart, the EAS detection probability at this energy vanishes. Since it is impossible to select single energy EASs, a PID obtained by a station can be thought of as a sum of single energy PIDs. Introducing an energy cut by increasing the detector separation will affect the shape of the station’s PID as single low energy PIDs are excluded from the collection.

Figure 6 shows the measured distribution of arrival time differences for particles in the two detectors. The times at which the PMT pulses exceed the threshold are taken as arrival times. The plateau of random coincidences (green striped region) extends to small time differences (blue horizontal line). The peak is caused by particles belonging to EASs. For time differences smaller than 300 ns the random coincidences are indistinguishable from air shower events. Their contribution is however small.

3.3. Systematic uncertainties

The relation between the shape of the PID and the energy of the primary cosmic ray can then be used to probe the cosmic ray flux at a certain energy range. To quantify systematic differences between detectors, the PIDs of detector combinations in a four-detector station (diamond shaped configuration) have been compared. Each detector in this station can be paired with three other detectors. The four sides of the diamond are 10 m. The long diagonal combination is discarded. This results in ten PID distributions. Figure 8 shows the ten distributions of the four detectors. All combinations with ‘detector one’ are displayed in blue, all combinations with detector two are displayed in red, etc. The PIDs...
obtained with the same detector are very similar. The difference between detectors is larger and becomes more visible at large pulse integrals (see orange and green lines). This indicates that there are instrumental differences caused by variations in the number of scintillation photons reaching the PMT, large pulse PMT response, etc. After closer inspection, systematic differences between the PIDs up to $\sim 35$ Vns ($\sim 12$ MIPs) are small.

4. EAS Simulations

A large sample of EASs for primary cosmic rays with an energy of $10^{12}$, $10^{13}$, $10^{14}$, $10^{15}$ and $10^{16}$ eV is generated with CORSIKA. Only proton initiated showers are considered. The showers have been generated with zenith angles ranging from 0° to 60° in steps of 3.75°. For high energy hadronic interactions QGSJET-II [10] was selected. Hadronic interactions below 80 GeV are simulated using GHEISHA [11] and electromagnetic interactions are incorporated with EGS4 [12]. The full particle shower was simulated (no ‘thinning’ [13]). The location of the EAS shower cores were randomly chosen within a circle with a radius of 150 m. The two-detector station is at the center of the circle. The arrival direction (azimuth and zenith) was chosen isotropically (random points on the surface of a unit sphere). The response of the scintillator and light-guide to particles traversing the detector was simulated with GEANT4 [5]. A parameterized PMT response was used [4]. Finally, the HiSPARC trigger conditions were applied.

Figure 9 shows the normalized, simulated PIDs for the five different energies. At higher energies the relative abundance of large pulses increases considerably. By fitting a linear combination of the simulated distributions to the experimentally observed spectrum, the cosmic ray flux at a fixed energy interval can be estimated.

4.1. Effective surface area and solid angle

EASs at large zenith angles result in lower particle densities at ground level because of increased absorption due to the larger path length through the atmosphere. Moreover, the particle density observed in the detection station strongly depends on the distance to the shower core. These two ef-
effects need to be quantified in order to calculate the cosmic ray flux. For this an effective surface area and effective solid angle are introduced. The fraction of events that results in a trigger is defined as the 'EAS detection efficiency’ ($\varepsilon$). The left plot in figure [10] shows $\varepsilon$ for $10^{15}$ eV air showers as function of the zenith angle and distance to the shower core. The maximum efficiency occurs at small $r$ and small zenith angle $\theta$.

Integrating over the solid angle yields the effective solid angle as a function of core distance (upper right plot):

$$\Omega(r) = \int_0^{2\pi} \int_0^{\pi/2} \varepsilon(\theta, r) \sin \theta d\theta d\phi$$

The effective solid angle can accurately be parameterized using the exponentially modified Gaussian distribution:

$$\Omega(r; \alpha, \mu, \sigma, \lambda) = \alpha \exp \left[ \frac{\lambda}{2} (2\mu + \lambda \sigma^2 - 2r) \right]$$

$$\times \text{erfc} \left( \frac{\mu + \lambda \sigma^2 - r}{\sqrt{2\sigma}} \right)$$

with $\alpha$ a scaling parameter, $\mu$ and $\sigma$ the mean and standard deviation of the Gaussian part of the distribution and $\lambda$ the rate of the exponential part. The complementary error function, erfc($x$), is given by:

$$\text{erfc}(x) = \frac{2}{\sqrt{\pi}} \int_x^{\infty} e^{-y^2} dy$$

Integrating the detection efficiency over the surface area (polar coordinates $r$ and $\zeta$) yields the effective surface area as a function of zenith angle (bottom right plot in figure [10]):

$$A(\theta) = \int_0^{2\pi} \int_0^{\pi/2} \varepsilon(\theta, r) r dr d\zeta$$

The effective surface area can be parameterized using the following formula:

$$A(\theta) = a \exp \left( -b \left( \frac{1}{\cos \theta} - 1 \right) \right)$$

with $a$ and $b$ fit parameters. Since, in order to obtain the flux, the number of events needs to be divided by both the effective solid angle and the effective surface area; there is no need to evaluate them separately. Instead, the two are combined:

$$A\Omega = \int_0^{2\pi} \int_0^{\infty} \Omega(r) r dr d\zeta$$

$$= \int_0^{2\pi} \int_0^{\pi/2} A(\theta) \sin \theta d\theta d\phi$$

Table [1] shows the fit parameters that describe the effective solid angle and surface area for the simulated energies (for $10^{15}$ eV proton showers $A\Omega$ is $8.58 \cdot 10^3$ m$^2$ sr). The $A\Omega$ values can be calculated from eqs. [9] or [10] or by direct summation of the two-dimensional histogram in figure [10]. The last column in table [1] lists the averages and standard deviations of these three methods.

Figure [11] shows the five $A\Omega$ values. The interpolation is defined by the following equation:

$$\log_{10}(A\Omega) = ax^2 + bx + c$$

with $x = \log_{10}(E)$, $a = -0.239$, $b = 8.31$, $c = -66.8$. Extrapolation leads to an estimate at $10^{11}$ eV of $A\Omega = 4.2 \cdot 10^{-5}$ (red circle). A precise direct estimate at this energy from simulation is
5. Fitting single energy PIDs to experimental data

The data set used for figure 6 was used to obtain a PID. The contribution to the PID from random coincidences was subtracted (see section 3.2). A Bayesian method was used to fit a combination of simulated single energy PIDs in the range $10^{12} - 10^{16}$ eV to the experimental data. Only pulse integrals smaller than 35 Vns are considered to limit systematic differences between the detectors (figure 5). Signals are affected by gamma rays, and Cherenkov light generated in the light-guide [4]. Especially at lower multiplicities this contribution becomes apparent. Pulse integrals below 6 Vns (2 MIPs) are therefore discarded as well.

As shown in figure 11, the probability that a $10^{11}$ eV shower results in a footprint that triggers the station is negligible. The slope of PIDs with energies $10^{17}$ eV and beyond becomes rather similar to that of $10^{16}$ eV in the pulse integral range between 6 to 35 Vns whereas the flux at those energies rapidly decreases. The experimentally observed PID will therefore be restricted to the sum of five single energy contributions ($10^{12} - 10^{16}$ eV):

$$z(n_i, \bar{x}) = x_1 \cdot \text{PID}_{12}(n_i) + x_2 \cdot \text{PID}_{13}(n_i) + x_3 \cdot \text{PID}_{14}(n_i) + x_4 \cdot \text{PID}_{15}(n_i) + x_5 \cdot \text{PID}_{16}(n_i)$$

(12)

Here $\bar{x} \equiv (x_1, x_2, x_3, x_4, x_5)$, $n_i$ is the bin value, $z(n_i)$ is the expected number of events in each bin and each PID($n_i$) is a single energy model (fig. 9). The uncertainty in the number of entries in the bins of the experimentally observed PID is described by a Poisson distribution. The probability to obtain a number of counts $y_i$ in bin $n_i$ given $\bar{x}$ is given by:

$$p(y_i, n_i | \bar{x}) = P(y_i, z(n_i, \bar{x}))$$

(13)

with the Poisson distribution:

$$P(y, z) = \frac{y^z e^{-z}}{y!}$$

(14)

Bayes’ rule can be exploited to define a probability to obtain the fit parameters $\bar{x}$.

$$p(\bar{x} | N, Y) = \frac{p(N, Y | \bar{x})p(\bar{x})}{p(N, Y)}$$

(15)

Here $N$ and $Y$ are the combined collection of elements $n_i$ and $y_i$. The denominator $p(N, Y)$ is a normalization constant. The $p(\bar{x})$ is known as the prior probability distribution. The prior states that the parameters $x_1, x_2, x_3, x_4$ and $x_5$ cannot become negative. The function $p(N, Y | \bar{x})$ is the posterior probability distribution. The $p(N, Y | \bar{x})$ function is the likelihood (the product of conditional probabilities):

$$p(N, Y | \bar{x}) = \prod_{i=1}^{M} p(n_i | \bar{x}) = L$$

(16)

Since the slope differences between the PIDs occur at higher multiplicities, a gradually larger weight is assigned with increasing multiplicity. This leads to a weighted likelihood:

$$\hat{L} = \prod_{i=1}^{M} p(y_i, n_i | \bar{x}) w(n_i)$$

(17)

with $w(n_i)$ the weight function:

$$w(n_i) = 1.161^{n_i}$$

(18)

which corrects for the number of entries in the lower ($1.7 \cdot 10^4$ at 6 Vns) and higher bins (231 at 35 Vns). By taking the logarithm of this weighted likelihood, the product converts into:

$$\log(\hat{L}) = \sum_{i=1}^{M} w(n_i) \cdot \log \left( \frac{z_i}{y_i!} e^{-z_i} \right)$$

(19)

$$= \sum_{i=1}^{M} w(n_i) \cdot (y_i \log(z_i) - z_i - \log(y_i!))$$

(20)

$$= \sum_{i=1}^{M} w(n_i) \cdot (y_i \log(z_i) - z_i - C)$$

(21)
Figure 10: Left: The detection efficiency ($\varepsilon$) for $10^{15}$ eV proton induced showers as function of core distance ($r$) and zenith angle ($\theta$). Top right: the detection efficiency integrated over the zenith angle yields the effective solid angle as function of core distance ($\Omega(r)$, blue points) which can accurately be described using the parametrisation in eq. 5 (black line). Bottom right: the detection efficiency integrated over the core distance yields the effective surface area as function of zenith angle ($A(\theta)$, blue points) can be described by the parametrisation in eq. 8 (black line).

Table 1: The parameters in eq. 5 (effective solid angle $\Omega(r)$) and eq. 8 (effective surface area $A(\theta)$) are listed as a function of energy. The last column gives the value of the combination $A\Omega$ (eq. 9 or 10).

| Energy [eV] | $\Omega(r)$ | $A(\theta)$ | $A\Omega$ [m² sr] |
|------------|-------------|-------------|-------------------|
| $10^{12}$  | $1.73 \cdot 10^{-5}$ | $-2.3$ | $1.0$ | $8.00 \cdot 10^{-2}$ | $4.86 \cdot 10^{-2}$ | $9.66$ | $(2.75 \pm 0.09) \cdot 10^{-2}$ |
| $10^{13}$  | $8.71 \cdot 10^{-3}$ | $-3.1$ | $3.6$ | $1.22 \cdot 10^{-1}$ | $7.85$ | $6.89$ | $5.50 \pm 0.14$ |
| $10^{14}$  | $5.44 \cdot 10^{-1}$ | $-10.4$ | $8.1$ | $8.78 \cdot 10^{-2}$ | $6.30 \cdot 10^{2}$ | $7.90$ | $(4.23 \pm 0.21) \cdot 10^{2}$ |
| $10^{15}$  | $4.40$ | $-14.2$ | $24.5$ | $7.25 \cdot 10^{-2}$ | $9.21 \cdot 10^{3}$ | $4.76$ | $(8.58 \pm 0.28) \cdot 10^{3}$ |
| $10^{16}$  | $6.92$ | $-50.7$ | $63.3$ | $2.71 \cdot 10^{-2}$ | $6.33 \cdot 10^{4}$ | $3.62$ | $(7.33 \pm 0.13) \cdot 10^{4}$ |
with \( z_i = z(n_i, \bar{x}) \) and \( C \) is a constant.

Instead of directly maximizing the posterior probability distribution, a range of parameters (\( \bar{x} \)) are explored. This is done using a Markov Chain Monte Carlo (MCMC) algorithm \([14]\). Figure 12 shows (lower dimensional) subsets of the sampled (five dimensional) posterior probability distribution. The upper (on the diagonal) Gaussian shaped histograms show the sample selection in the dimension of the fit parameters. The median of the histogram (red lines) is taken as the best fit. The uncertainty is shown by the standard deviation (green lines). The best fit values are (3.01 \( \pm \) 0.35) \( \cdot \) 10^4, (2.32 \( \pm \) 0.05) \( \cdot \) 10^5, (1.09 \( \pm \) 0.03) \( \cdot \) 10^6, (5.63 \( \pm \) 0.20) \( \cdot \) 10^4, (2.63 \( \pm \) 0.16) \( \cdot \) 10^4 for 10^{12} to 10^{16} eV resp. The other subplots display the relation between two fit parameters. There is some interdependence between the fit parameters of neighboring energies. This is especially pronounced at fit parameters \( x_4 \) and \( x_5 \) (fourth subplot in bottom row) due to the relatively small slope differences between the 10^{15} and 10^{16} eV PIDs (figure 9). The resulting fit to the experimental data is shown in figure 13.

In addition to the statistical uncertainty in the experimental data, the single energy models also have an intrinsic statistical uncertainty. Creating larger data sets for the single energy PIDs is currently limited by the generation of simulated EASs which is computationally expensive. The uncertainty has been estimated by resampling the single energy PIDs. The number of events in each bin was randomly resampled following Poisson statistics. A combination of these new PIDs was fitted to the experimental data as well. This procedure was carried out multiple times. The mean and standard deviation of the best fit parameters are listed in table 2.

### 6. Cosmic ray flux

The estimated number of events per energy decade derived from the fit can be used in combination with the effective surface area and solid angle to obtain the cosmic ray flux as a function of energy. The fluxes are calculated using:

\[
F = \frac{N_{\text{events}}}{\Delta\Omega \cdot t \cdot \Delta E}
\]  

(22)

with \( t \) the duration of the experiment (\( t = 29 \) days = 2.506 \( \cdot \) 10^6 s) and \( \Delta E \) the width of the energy bin (e.g. 10^{13.5} – 10^{14.5} \( \approx \) 2.85 \( \cdot \) 10^{15} eV). The flux values are listed in table 3. Figure 14 shows the cosmic ray energy spectrum (circles) from several experiments \([15, 16]\) and references therein together with the flux values derived from HiSPARC data (red dots). The uncertainties are smaller than the dot size. The grey line represents the function in equation 1. The HiSPARC values agree well with the other measurements. Note that the reference flux values below 10^{14} eV are measured using spacecraft (e.g. Proton satellite \([17]\)).
**Figure 12**: Subsets of the sampled posterior probability distributions. The upper Gaussian shaped histograms show the sample selection in the dimension of the fit parameters ($\vec{x}$). The median of the histogram (red lines) is taken as the best fit. The uncertainty in the fit is shown by the standard deviation (green lines). The other subplots display the relation between two fit parameters. There is some interdependence between the fit parameters of neighboring energies. This is more pronounced for $x_4$ and $x_5$ (fourth sub-plot in bottom row). See also figure 9.

**Figure 13**: A linear combination of five simulated PIDs (colored lines, see figure 9) fitted to the experimentally obtained PID (thick grey line). The black line shows the best fit. The bottom plot gives the ratio of the experimental data and the fit.

**Table 3**: Cosmic ray flux values obtained using a two-detector HiSPARC station.

| Energy [eV] | Flux [m$^{-2}$s$^{-1}$sr$^{-1}$GeV$^{-1}$] |
|------------|----------------------------------|
| $10^{12}$  | $(2.08 \pm 0.93) \cdot 10^{-4}$     |
| $10^{13}$  | $(5.19 \pm 0.60) \cdot 10^{-7}$     |
| $10^{14}$  | $(4.14 \pm 0.70) \cdot 10^{-10}$    |
| $10^{15}$  | $(9.22 \pm 2.20) \cdot 10^{-13}$    |
| $10^{16}$  | $(4.64 \pm 2.01) \cdot 10^{-15}$    |

**Figure 14**: Cosmic ray fluxes at $10^{12}–10^{16}$ eV from HiSPARC data (red dots) compared to results from other experiments [15, 16, and references therein] (circles). The uncertainties are smaller than the dot size. The fluxes obtained by HiSPARC agree well with the other measurements. The grey line represents eq. 1.
7. Discussion and conclusion

A HiSPARC station (at sea-level) with only two 0.5 m$^2$ scintillator detectors was used to probe the cosmic ray energy spectrum in the range $10^{12} - 10^{16}$ eV (five energy decades). One month of data shows to be sufficient to obtain flux values that are in good agreement with the results from dedicated (space-based) experiments.

The presented analysis is very different from those applied by other ground-based cosmic ray observatories. The method does not require the reconstruction of the shower core and/or shower size of individual EASs but relies on deriving the energy dependent particle multiplicity distributions in a single scintillator detector. PMT pulse integrals are used as a proxy to estimate the number of particles simultaneously traversing the detector. In comparing simulated PIDs at $10^{15}$ and $10^{16}$ eV (and beyond $10^{16}$ eV) with experimental data, the simulation starts to suffer from lack of statistics; showers become very large exceeding the presently available CPU power and data storage facilities. Re-doing the analysis with simulations in which ‘thinning’ is applied has not been explored but may offer an alternative. On the other hand, as becomes apparent from figure 9, the difference in slope of the PIDs towards higher particle multiplicities decreases with increasing energy. Moreover, at these large multiplicities, the dynamical range of the readout electronics and non-linearities in detector response require careful evaluation. By extending the distance between the detectors, the contribution from small, low energy ($10^{12} - 10^{13}$ eV) EASs can be reduced, improving the sensitivity of the analysis towards higher energy EASs.

Since the HiSPARC network consists of more than 120 stations in which the separation between the scintillators varies between 5 and 17 m while for several stations more than 10 years of data are stored, statistics can easily be increased and systematic uncertainties can be investigated in detail.

Finally, the cosmic ray flux below $10^{12}$ eV could possibly be derived by increasing the altitude of the HiSPARC station, compensating for the shift of the shower maximum towards higher altitudes. The two-detector station in Windhoek (Namibia) is at an altitude of almost 2 km...
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