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Abstract
Most feature selection methods only perform well on datasets with relatively small set of features. In the case of large feature sets and small number of data points, almost none of the existing feature selection methods help in achieving high accuracy. This paper proposes a novel approach to optimize the feature selection process through Frequent Pattern Growth algorithm to find sets of features that appear frequently among the top features selected by the main feature selection methods. Our experimental evaluation on two datasets containing a small and very large number of features shows that our approach significantly improves the accuracy results of the dataset with a very large number of features.

Introduction
Feature selection methods often improve the performance of the predictors, help select the most cost-effective features, and create a better understanding of the underlying process that generated the data. However, none of these methods can provide a stable set of features when the number of features is extremely large compared to the number of data instances. In this paper, we propose a method that selects the most stable sets of features with relatively great predictive performance by utilizing the FP-Growth algorithm (Han, Pei, and Yin 2000). Frequent patterns are itemsets that appear in a data set with frequency no less than a user-specified threshold (Han et al. 2007). For example, a set of items, such as milk and bread, that appear frequently together in a transaction dataset, is a frequent itemset. In our case, we aim to mine sets of features that frequently appear together in the transaction dataset containing the top ranked features selected by different feature selection methods. The following sections describe our approach in details.

FS-FPG Algorithm
We first apply a set of feature selection methods on the dataset within the Cross-Validation process. We divide the original dataset into k folds and for each fold, we apply each feature selection method on the training set to obtain a set of features. Then the feature sets generated are transformed into a transaction dataset to which we apply FP-Growth algorithm to generate rules and frequent sets of features. In order to select useful feature sets from the set of all possible ones, we adopted minimum thresholds on support and confidence as constraints on measures of significance. Support and Confidence are defined as follows. Let A and B be two sets of items. An association \( (A \rightarrow B) \) exists if items in A and B frequently appear together in transactions. Support is the percentage of transactions that contain both A and B, whereas confidence is the percentage of transactions containing A that also contain B (Han, Pei, and Yin 2000), that is, support \( (A \rightarrow B) = P(A \cup B) \) and confidence \( (A \rightarrow B) = P(B|A) \). Those sets of features satisfying the minimum support and confidence threshold are stored for testing at the end.

Experiment
Datasets
In this work, we used two datasets for our experiment. The first dataset (D1) contains smartphone and Fitbit data from a cohort of 140 students. The dataset includes a large number of features (7731 in total) and only 140 instances with each instance containing data from a student. The ratio of number of features to number of instances is so big that feature selection becomes essential and indispensable in creating a good model for further prediction. The response variable of this dataset is post-loneliness which can be interpreted according to the UCLA loneliness scale. For the sake of com-
### Table 1: Cross-Validated accuracy of each feature selection method for D1

| FS Method | XGB  | KNN  | SVM  | NN   | LR   |
|-----------|------|------|------|------|------|
| Chi-square| 0.37 | 0.56 | 0.29 | 0.47 | 0.19 |
| MI        | **0.68** | **0.64** | 0.31 | 0.39 | 0.38 |
| F-test    | 0.57 | 0.42 | 0.30 | 0.40 | 0.19 |
| RF        | 0.63 | 0.52 | 0.27 | 0.54 | 0.34 |
| RLR       | 0.49 | 0.50 | 0.52 | 0.49 | 0.21 |

### Table 2: Cross-Validated accuracy of each feature selection method for D2

| FS Method | XGB  | KNN  | SVM  | NN   | LR   |
|-----------|------|------|------|------|------|
| Chi-square| 0.87 | 0.79 | 0.83 | 0.87 | 0.85 |
| MI        | **0.97** | 0.94 | 0.92 | 0.94 | 0.92 |
| F-test    | 0.94 | 0.92 | 0.58 | 0.90 | 0.90 |
| RF        | **0.95** | 0.93 | 0.69 | 0.74 | 0.90 |
| RLR       | 0.91 | 0.90 | 0.75 | 0.85 | 0.87 |

### Table 3: Cross-Validated accuracy of each frequent feature set for D1 and D2 after applying FS-FPG

| Dataset | Feature Sets | SVM | KNN | XGB | NN | RF | LR |
|---------|--------------|-----|-----|-----|----|----|----|
| D1      | [f1,f2,f3]   | 0.68 | 0.61 | **0.71** | 0.68 | 0.60 | 0.69 |
| D1      | [f4,f1,f3]   | 0.70 | 0.60 | 0.68 | 0.68 | 0.66 | 0.68 |
| D1      | [f4,f1]      | **0.73** | 0.69 | 0.65 | 0.68 | 0.65 | 0.68 |
| D1      | [f4]         | 0.70 | 0.68 | 0.62 | 0.68 | 0.57 | 0.68 |
| D1      | [f4,f5,f6]   | 0.70 | 0.68 | 0.60 | 0.67 | 0.63 | 0.66 |
| D1      | [f6]         | 0.69 | 0.70 | 0.65 | 0.68 | 0.58 | 0.48 |
| D1      | [f1,f5,f6]   | 0.70 | 0.68 | 0.60 | 0.68 | 0.63 | 0.62 |

| Dataset | Feature Sets | SVM | KNN | XGB | NN | RF | LR |
|---------|--------------|-----|-----|-----|----|----|----|
| D2      | [f1,f2,f3]   | 0.68 | **0.70** | 0.63 | 0.68 | 0.63 | 0.68 |
| D2      | [f1,f4]      | 0.68 | 0.66 | 0.65 | 0.67 | 0.65 | 0.68 |
| D2      | [f5,f3]      | 0.69 | **0.69** | 0.61 | 0.68 | 0.57 | 0.68 |
| D2      | [f6,f5,f4,f2] | 0.68 | 0.68 | 0.66 | 0.67 | 0.65 | 0.67 |
| D2      | [f5,f4,f3]   | 0.68 | 0.68 | 0.65 | 0.68 | 0.63 | 0.67 |

### Procedure

We applied five widely used feature selection methods on our datasets to select the top features by each algorithm. First, we set $k$ to be 10 and divide the dataset into 10 folds and applied feature selection methods, including Chi-square, Mutual Information, Randomized Logistic Regression, Anova, and feature selection by tree structure (e.g., feature importances provided by the random forest (RF)) to each fold. To reduce the impact of different score ranges we normalized the scores given by each feature selection method to be in the range of 0 to 1. We then filled the rest of missing values by the averages of the corresponding columns to keep the data in reasonable range.

### Results

The 10-fold cross-validated accuracy results after the common feature selection methods but without applying the FS-FPG algorithm are presented in Tables 1 and 2. The accuracy results for the D1 dataset with a large number of features is low for most classification methods while those results are generally high for D2 with a small set of features. After applying FS-FPG algorithm, we notice opposite results (Table 3), i.e., the accuracy of classification for the D1 dataset increases significantly for the majority of the tested classifiers but the accuracy is decreased in the D2 results.

### Conclusion

Our results show that our approach in reducing the number of features using the FP-Growth algorithm improves the performance in datasets with a large number of features and small set of instances while it does not have the same effect when the number of features is relatively small. We plan to optimize the algorithm and replicate the results with more datasets.
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