PSCNN: PatchShuffle Convolutional Neural Network for COVID-19 Explainable Diagnosis
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Objective: COVID-19 is a sort of infectious disease caused by a new strain of coronavirus. This study aims to develop a more accurate COVID-19 diagnosis system.

Methods: First, the n-conv module (nCM) is introduced. Then we built a 12-layer convolutional neural network (12l-CNN) as the backbone network. Afterwards, PatchShuffle was introduced to integrate with 12l-CNN as a regularization term of the loss function. Our model was named PSCNN. Moreover, multiple-way data augmentation and Grad-CAM are employed to avoid overfitting and locating lung lesions.

Results: The mean and standard variation values of the seven measures of our model were 95.28 ± 1.03 (sensitivity), 95.78 ± 0.87 (specificity), 95.76 ± 0.86 (precision), 95.53 ± 0.83 (accuracy), 95.52 ± 0.83 (F1 score), 91.7 ± 1.65 (MCC), and 95.52 ± 0.83 (FMI).

Conclusion: Our PSCNN is better than 10 state-of-the-art models. Further, we validate the optimal hyperparameters in our model and demonstrate the effectiveness of PatchShuffle.
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INTRODUCTION

COVID-19 is a form of infectious disease triggered by a new strain of coronavirus. CO means corona, VI virus, and D disease. Till 19/Sep/2021, this disease has led to more than 228.58 million confirmed cases and more than 4.69 million death tolls, shown in Figure 1.

Two popular methods are commonly used to diagnose COVID-19. The first is real-time reverse-transcriptase polymerase chain reaction (rRT-PCR) (1), which harnesses nasopharyngeal swab samples to examine the presence of ribonucleic acid (RNA) bits of the COVID-19 virus. The second is the so-called chest imaging that directly checks the radiological evidence of COVID-19 patients. The chest imaging technologies exhibit five advantages to traditional rRT-PCR technologies. (i) The swab will possibly be polluted (2). (ii) Chest imaging examines the lesions of lungs, called ground-glass opacity (GGO), which is distinguishing evidence to differentiate COVID-19 from healthy fellows. (iii) Publication reported that chest computed tomography (CCT), one type of chest imaging technology, is able to spot 97% of COVID-19 contagions (3). (iv) Chest imaging is able to deliver an instant outcome once the imaging procedure is done. (v) Some COVID-19 variants/mutations could muddle the rRT-PCR tests since the variants/mutations may evade primer-probe sets.
Many publications report successes in applying either artificial intelligence or deep learning (DL) methods in COVID-19 diagnosis. For instance, Cohen et al. (4) presented a COVID severity score network (shortened as CSSNet) that attained an MAE of 1.14 on geographic extent score and an MAE of 0.78 on lung opacity score, where MAE means mean absolute error. Togacar et al. (5) exploited the Social Mimic Optimization (SMO) model to identify COVID-19. Li et al. (6) developed a COVID-19 detection neural network (COVNet). Wang et al. (7) designed a weakly supervised framework (WSF) for the classification and lesion localization of COVID-19. Yao (8) combined wavelet entropy (WE) and biogeography-based optimization (BBO) to detect COVID-19. El-kenawy et al. (9) proposed a feature selection and voting classifier (FSVC) algorithm to classify COVID-19 in CT images. Chen (10) combined gray-level co-occurrence matrix (GLCM) and support vector machine (SVM) to detect COVID-19. Khan (11) used Pseudo Zernike Moment (PZM) technique to extract features from CT images for COVID-19 diagnosis. Pi (12) combined GLCM and extreme learning machine (ELM) for COVID-19 diagnosis. Wang (13) applied the Jaya algorithm to detect Covid-19.

PatchShuffle was proposed by Kang et al. (14). It can be embedded in any classification-oriented convolutional neural network (CNN) model. Through producing images and feature maps via interior order-less patches, PatchShuffle (PS) makes rich local variations, decreases the danger of network overfitting, and can be regarded as a useful addition to diverse kinds of training regularization practices. Based on PS, this study proposes a novel PatchShuffle convolutional neural network (PSCNN). The contributions are shown in Figure 2, which comprises the following points:

1. The “n-conv module (nCM)” is introduced.
2. A 12-layer convolutional neural network (12l-CNN) is created as the backbone network.
3. A PSCNN is proposed where PS serves as the regularization term of the loss function.
4. Multiple-way data augmentation (MDA) is employed to assist in evading overfitting.
5. Grad-CAM is utilized to disclose the explainable heat map that indicates the locations of lung lesions.

**DATASET AND PREPROCESSING**

The dataset in this study is described in reference (15) where they provided two datasets. The first dataset is smaller. The second one comprises a larger dataset of 320 COVID and 320 healthy control (HC) images. We use the latter dataset since it is bigger, and the results on the bigger dataset will be more reliable than those on the smaller dataset.

**Preprocessing**

First, the raw dataset set

\[ N_0 = \{ n_0(k), k = 1, 2, \cdots, |N| \}, \]
is extracted from reference (15), where \(|N|\) is the number of images in dataset \(N_0\).

The size of each image is \(\text{size}(n_0(k)) = 1024 \times 1024 \times 3\). The raw images look grayscale, however, those images are deposited in the format of RGB at the store servers of hospitals.

Second, all those raw images \(\{n_0(k)\}\) are grayscaled to new images \(\{n_1(k)\}\). The equation is:

\[
\begin{align*}
n_1(k) &= 0.2989 \ast n_{0r} (k) + 0.5870 \ast n_{0g} (k) + 0.1140 \ast n_{0b} (k) \\
\text{s.t. } n_{0r}(k) &= f_{\text{red}} [n_0 (k)] \\
\text{s.t. } n_{0g}(k) &= f_{\text{green}} [n_0 (k)] \\
\text{s.t. } n_{0b}(k) &= f_{\text{blue}} [n_0 (k)]
\end{align*}
\]

where \(f_{\text{red}}, f_{\text{green}}, \text{and } f_{\text{blue}}\) extract the red, green, and blue channels from the raw image.

Third, histogram stretching (HS) (16) is harnessed to improve the contrast of all grayscaled images \(N_1 = \{n_1(k)\}\). For the \(k\)-th image \(n_1(k)\), suppose its upper bound and lower bound grayscale values are \(n_1^{U}(k)\) and \(n_1^{L}(k)\). The new HS-enhanced image \(n_2(k)\) can be computed as

\[
\begin{align*}
n_2(k) &= \frac{n_1(k) - n_1^{L}(k)}{n_1^{U}(k) - n_1^{L}(k)} \\
s.t. \quad n_1^{U}(k) &= \max_{i=1}^{W} \max_{j=1}^{H} n_1(x,y|k) \\
\text{s.t. } n_1^{L}(k) &= \min_{i=1}^{W} \min_{j=1}^{H} n_1(x,y|k)
\end{align*}
\]

where \(n_1^{\text{range}}(k)\) is the grayscale range of the image \(n_1(k)\), \((x,y)\) the indexes of width and height dimension, respectively, and \((W, H)\) the width and height of the image \(n_1(k)\), respectively. The HS-enhanced image \(n_2(k)\) occupies the full grayscale range as \([r_{\text{min}}, r_{\text{max}}]\), where \(r_{\text{min}}\) and \(r_{\text{max}}\) mean the minimum and maximum grayscale values, respectively, as shown on the right-hand side of Figure 3.

Fourth, the scripts at the right region and the check-up bed at the bottom region are cropped, the cropping values of which are set to \((g_1, g_2, g_3, g_4)\), which stand for the pixels to be cropped from four positions: top, left, bottom, and right, respectively. The output image \(n_3(k)\) is written as

\[
\begin{align*}
n_3(k) &= \frac{\text{def}}{\text{s.t.}} n_2(x',y'|k) \\
\text{s.t. } x' &= g_1 : H \quad - g_3 \\
y' &= g_2 : W \quad - g_4
\end{align*}
\]

where \((W, H)\) mean the weight and height of any image \(n_3\), respectively, and \((x', y')\) two ranges with the format of \(a : b\), which means from integer \(a\) to integer \(b\).

Fifth, downsampling is implemented to decrease the image size and eradicate unneeded information. Assume the final size is \((W, H)\), and the last image set \(N = \{n(k)\}\) is defined as

\[
n(k) = f_{\text{ds}} [n_3(k), (W, H)],
\]

where \(f_{\text{ds}}\) maps the ranges of the output image.



\[
\begin{align*}
\text{Algorithm 1} & \quad \text{Pseudocode of five-step preprocessing.} \\
\text{Step A} & \quad \text{Import the raw image set } N_1. \quad \text{See Equation (1).} \\
\text{Step B} & \quad \text{RGB to grayscale: } N_1 \Rightarrow N_0. \quad \text{See Equation (2).} \\
\text{Step C} & \quad \text{Run histogram stretching: } N_2 \Rightarrow N_1. \quad \text{See Equation (3).} \\
\text{Step D} & \quad \text{Margin crop: } N_2 \Rightarrow N_3. \quad \text{See Equation (4).} \\
\text{Step E} & \quad \text{Downscaling: } N_3 \Rightarrow N. \quad \text{See Equation (5).}
\end{align*}
\]

\[
\begin{align*}
\text{FIGURE 3} & \quad \text{Schematic of preprocessing.} \\
\text{FIGURE 4} & \quad \text{Samples of preprocessed images in our dataset. (A) COVID-19. (B) Lesions in (A). (C) HC.}
\end{align*}
\]
where \( f_{ds} \) is the downsampling function defined as

\[
\begin{align*}
\text{size}(a) &= (W_a, H_a) \\
\text{size}(b) &= (W_b, H_b) \\
W_b &= W_a, \\
H_b &= H_a
\end{align*}
\]

(6)

In all, the pseudocode of this five-step preprocessing is itemized in Algorithm 1. The input is the raw image set \( N_1 \), and the output is the preprocessed image set \( N \) within which each image has the size of \([W, H]\). Figure 4A shows one preprocessed image of COVID-19 and Figure 4B delineated the corresponding lesions, which are outlined by red curves. Figure 4C presents one sample of an HC subject.

### METHODOLOGY

**n-conv Module**

Table 1 presents the abbreviations and their explanations. An “n-conv module” (nCM) is introduced, comprising \( n \)-repetitions of a conv layer and a batch normalization (17) layer tailed by a max pooling (MP) (18) layer. The activation functions are ignored here. Figure 5 displays the schematic of our nCM module, where BN means batch normalization. The range of \( n \) is set as

\[ n = 1 \lor 2 \lor \ldots, \lor n_m, \]

(7)

where \( n_m \) is the maximum integer of \( n \). We find \( n_m = 3 \) can achieve the best performances. We also test results using \( n = 4 \), but the performances do not improve.

### Backbone Network

Convolutional neural network is a new type of neural network (19, 20) that is particularly for analyzing visual images. An \( \alpha \)-layer convolutional neural network is proposed as the backbone network based on the nCM concept. Its structure is listed in Table 2, where \( \alpha \) is defined as the number of weighted layers (NWL)—either convolutional layer or fully connected layer (FCL) (21). The total layers of the backbone network are calculated as

\[ \alpha = \sum_{i=1}^{\gamma} \alpha_i = 12 \text{ (see Table 2)} \]

via a trial-and-error method. Hence, our backbone network is a 12-layer convolutional neural network (12l-CNN). We did not choose the transfer learning method since we found the backbone network developed from scratch can realize better performances than traditional transfer learning models.

The HC in Table 2 represents the hyperparameter configuration. In the nCM stage, the expression is in the format of

\[ n \times [c_2 \times c_2, c_1] / c_3, \]

(8)

![Schematic of our n-conv module (nCM).](Image)

#### Table 1 | Abbreviation and full name.

| Abbreviation | Explanation |
|--------------|-------------|
| AUC          | The area under the curve |
| BB           | Black box |
| BN           | Batch normalization |
| CCT          | Chest computed tomography |
| DA           | Data augmentation |
| DL           | Deep learning |
| FCL          | Fully-connected layer |
| FM           | Feature map |
| FMI          | Fowlkes–Mallows index |
| GGO          | Ground-glass opacity |
| HC           | Healthy control |
| HCl          | Hyperparameter configuration |
| HMI          | Horizontally mirrored image |
| HS           | Histogram stretching |
| LF           | Loss function |
| MAE          | Mean absolute error |
| MDA          | Matthews correlation coefficient |
| MSD          | Mean of and standard deviation |
| NWL          | Number of weighted layers |
| PS           | PatchShuffle |
| PSCNN        | PatchShuffle convolutional neural network |
| RNA          | Ribonucleic acid |
| ROC          | Receiver operating characteristic |
| rRT-PCR      | Real-time reverse-transcriptase polymerase chain reaction |
| SFM          | Size of the feature map |

#### Table 2 | Structure of proposed 12l-convolutional neural network backbone network.

| Index \( k \) | Name     | NWL \( \alpha_k \) | HC     | SFM     |
|--------------|----------|-------------------|--------|--------|
| 1            | Input    | \( \alpha_1 = 0 \) | 256 x 256 x 1 |
| 2            | nCM-1    | \( \alpha_2 = 1 \) | 1 x [3 x 3, 32]/2 | 128 x 128 x 32 |
| 3            | nCM-2    | \( \alpha_3 = 1 \) | 1 x [3 x 3, 64]/2 | 64 x 64 x 64 |
| 4            | nCM-3    | \( \alpha_4 = 2 \) | 2 x [3 x 3, 96]/2 | 32 x 32 x 96 |
| 5            | nCM-4    | \( \alpha_5 = 3 \) | 3 x [3 x 3, 128]/2 | 16 x 16 x 128 |
| 6            | nCM-5    | \( \alpha_6 = 3 \) | 3 x [3 x 3, 160]/2 | 8 x 8 x 160 |
| 7            | Flatten  | \( \alpha_7 = 0 \) | 10,240 x 1 |
| 8            | FCL-1    | \( \alpha_8 = 1 \) | 150 x 10,240, 150 x 1 | 150 x 1 |
| 9            | FCL-2    | \( \alpha_9 = 1 \) | 2 x 150, 2 x 1 | 2 x 1 |
which represents $n$ repetitions of $c_1$ kernels with sizes of $c_2 \times c_3$, followed by an MP with a stride of $c_3$. See Figure 5 to recap the structure of nCM.

In the FCL stage, the expression of HC is in the format of

$$d_1 \times d_2, d_1 \times 1$$

which represents the size of the weight matrix in $d_1 \times d_2$, and the size of the bias vector in $d_1 \times 1$. Finally, the last column in Table 2 shows the size of the feature map (SFM). Figure 6 shows the diagram of SFMs of each layer/module of this proposed 121-CNN backbone network.

**PatchShuffle**

Kang et al. (14) proposed a novel PatchShuffle (PS) technique. Both input images and feature maps (FMs) undertake the PS transformation within each minibatch, so the pixels with the corresponding patch are shuffled. Through producing counterfeit images or FMs via interior order-less patches, PS generates local changes, and thus reducing the likelihood of overfitting. Long story short, PS is a helpful complement to present training regularization techniques (14).

Mathematically, assume that there exists a matrix $X$ of $Q \times Q$ elements, i.e., $X \in \mathbb{R}^{Q \times Q}$. A random variable $v$ regulates whether the matrix $X$ to be PatchShuffled or not. $v$ observes the Bernoulli distribution

$$v \sim f_B (\varepsilon)$$

where $f_B$ stands for Bernoulli distribution. We can conclude that $v = 1$ with probability $\varepsilon$, and $v = 0$ with probability $1 - \varepsilon$.

The resultant matrix after PS $\tilde{X}$ is expressed as

$$\tilde{X} = (1 - v) X + v G^{PS} (X) \quad (11)$$

where $G^{PS}$ is defined as the PS function.

In a closer look, supposing the size of each patch $\{x\}$ is $q \times q$, i.e., $x \in \mathbb{R}^{q \times q}$, we can rephrase the matrix $X$ as

$$X = \begin{bmatrix} x_{1,1} & x_{1,2} & \cdots & x_{1,q} \\ x_{2,1} & x_{2,2} & \cdots & x_{2,q} \\ \vdots & \vdots & \ddots & \vdots \\ x_{q,1} & x_{q,2} & \cdots & x_{q,q} \end{bmatrix} \quad (12)$$

where $x_{ij}$ means a non-overlapping patch at $i$-th row and $j$-th column. The PS transformation runs on all patches as $G^{PS} (X) = \{ G^{PS} (x_{ij}) \}$, $i = 1, \ldots, Q/q, j = 1, \ldots, Q/q$, that is,

$$G^{PS} (X) = \begin{bmatrix} G^{PS} (x_{1,1}) & G^{PS} (x_{1,2}) & \cdots & G^{PS} (x_{1,q}) \\ G^{PS} (x_{2,1}) & G^{PS} (x_{2,2}) & \cdots & G^{PS} (x_{2,q}) \\ \vdots & \vdots & \ddots & \vdots \\ G^{PS} (x_{q,1}) & G^{PS} (x_{q,2}) & \cdots & G^{PS} (x_{q,q}) \end{bmatrix} \quad (13)$$

where the PatchShuffled patch $G^{PS} (x_{ij})$ is written as

$$G^{PS} (x_{ij}) = e_{ij} \times x_{ij} \times e_{ij}' \quad (14)$$

where $e_{ij}$ stands for the row permutation matrix, and $e_{ij}'$ for the column permutation matrix.

**TABLE 3 | All $q^2$! shuffle operations ($q = 2$).**

| 1 2 | 1 2 | 1 3 | 1 3 | 1 4 | 1 4 | 2 1 | 2 1 |
|---|---|---|---|---|---|---|---|
| 3 4 | 3 4 | 2 4 | 2 4 | 2 3 | 2 3 | 3 2 | 3 2 |
| 2 3 | 2 3 | 2 4 | 2 4 | 3 1 | 3 1 | 3 2 | 3 2 |
| 1 4 | 1 4 | 1 3 | 1 3 | 2 4 | 2 4 | 4 2 | 4 2 |
| 3 4 | 3 4 | 4 1 | 4 1 | 4 2 | 4 2 | 4 3 | 4 3 |
| 1 2 | 1 2 | 2 1 | 2 1 | 3 2 | 3 2 | 1 2 | 1 2 |

**FIGURE 6 | Diagram of sizes of feature maps (SFM) in our backbone network.**
In routine computation, a randomly shuffle process is harnessed to substitute the row and column permutation processes. Each patch \(x_{ij}\) undertakes one of the \(q^2!\) doable permutations. For example, if \(q = 2\), there are \(2^2! = 24\) possible shuffle operations as listed in Table 3.

**PatchShuffle Convolutional Neural Network**
We propose a PatchShuffle convolutional neural network (PSCNN). It adds the PS operations on both the input image layer and the FMs of all the convolutional layers of the proposed backbone network 12l-CNN. See the results of PS on a grayscale image (Figure 7) and a color image (Figure 8) with discrete values of \(q = 2, 3, \ldots, 8\).

The diagram of building PSCNN from 12l-CNN is shown in Figure 9, where both input images and feature maps of nCM (See dash arrows in Figure 9) are randomly picked up to undertake the PS operation. To grab the best bias-variance trade-off, merely a trivial percentage \((\varepsilon)\) of the images or FMs will undertake G\(^{PS}\) process.

For ease of reading, we analyze the mathematical mechanism by only considering running PS on input images. Supposing \(m\)

![Figure 7](image7.png)
**FIGURE 7** | Results of PatchShuffle (PS) on a grayscale image. (A) Raw image. (B) \(q = 2\). (C) \(q = 3\). (D) \(q = 4\). (E) \(q = 5\). (F) \(q = 6\). (G) \(q = 7\). (H) \(q = 8\).

![Figure 8](image8.png)
**FIGURE 8** | Results of PS on a color image. (A) Raw image. (B) \(q = 2\). (C) \(q = 3\). (D) \(q = 4\). (E) \(q = 5\). (F) \(q = 6\). (G) \(q = 7\). (H) \(q = 8\).
means the loss function (LF), the training LF \( m \) of the proposed PSCNN is written as

\[
m^{m\text{PSCNN}}(X, y, W) = (1 - v) m(X, y, W) + v m[G^{PS}(X), y, W]\]  

(15)

where \( m \) represents the ordinary LF, \( m^{m\text{PSCNN}} \) the LF of PSCNN, \( X \) the raw images, \( y \) the label, \( W \) the weights, and \( G^{PS}(X) \) the PatchShuffled images.

Considering two extreme situations of \( v = 0 \lor 1 \), we can deduce

\[
m^{m\text{PSCNN}}(X, y, W) = \begin{cases} 
  m(X, y, W) & v = 0 \\
  m[G^{PS}(X), y, W] & v = 1
\end{cases}, \]  

(16)

which means the LF of PSCNN \( m^{m\text{PSCNN}}(X, y, W) \) degrades to ordinary LF if \( v = 0 \), while the LF of PSCNN equals to training all images, PatchShuffled if \( v = 1 \).

If we take the mathematical expectation of \( v \), Equation (15) is transformed to

\[
\frac{1}{1 - \varepsilon} \mathbb{E}_v m^{m\text{PSCNN}}(X, y, W) = m(X, y, W) + \frac{\varepsilon}{1 - \varepsilon} m[G^{PS}(X), y, W], \]  

(17)

where \( \frac{\varepsilon}{1 - \varepsilon} m[G^{PS}(X), y, W] \) serves as a regularization term.

**Multiple-Way Data Augmentation**

The multiple-way data augmentation (MDA) method is used to help create fake training images so as to make our AI model avoid overfitting (22). Compared to traditional data augmentation (DA), MDA can provide more diverse images than DA. In Reference (22), nine data augmentation (DA) methods are applied to the raw training image \( e(w) \) and its horizontally mirrored image (HMI) \( e'(w) \). The diagram of MDA is shown in [Figure 10](#).

Step A. \( R_1 \) different DA methods (23) are utilized to \( e(w) \). Let \( Y_r, r = 1, \ldots, R_1 \) be each DA operation...
we make $X_1$ augmented sets from the raw image $e(w)$ as:

$$Y_r[e(w)], r = 1, \ldots, R_1. \quad (18)$$

Let $R_2$ stand for the size of produced new images of each DA operation:

$$|Y_r[e(w)]| = R_2, r = 1, \ldots, R_1. \quad (19)$$

Step B. HMI is produced by:

$$e'(w) = \eta_1[e(w)], \quad (20)$$

where $\eta_1$ means horizontal mirror function.

Step C. All $R_1$ different DA methods run on the HMI $e'(w)$, and produce $R_1$ new sets as:

$$\{ Y_r[e'(w)], r = 1, \ldots, R_1 \} \quad \text{s.t.} \quad |Y_r[e'(w)]| = R_2, r = 1, \ldots, R_1 \quad (21)$$

Step D. The raw image $e(w)$, the HMI $e'(w)$, all $R_1$-way DA results $Y_r[e(w)]$ of the raw image, and all $R_1$-way DA results $Y_r[e'(w)]$ of HMI are combined. The final dataset from $e(w)$ is

\[
\text{Algorithm 2} \quad \text{Pseudocode of our 18-way DA on w-th raw image.}
\]

Input: A raw preprocessed w-th training image $e(w)$.

Step A. We attain $Y_r[e(w)], r = 1, \ldots, R_1$, See Equation (18). Each enhanced set comprises $R_2$ new images. See Equation (19).

Step B. An HMI is produced as $e'(w) = \eta_1[e(w)]$. See Equation (20).

Step C. We obtain $Y_r[e'(w)], r = 1, \ldots, R_1$, See Equation (21).

Step D. $e(w)$, $e'(w)$, $Y_r[e(w)]$, $r = 1, \ldots, R_1$, and $Y_r[e'(w)], r = 1, \ldots, R_1$ are combined via $\eta_2$. See Equation (22).

Output: A new dataset $M(w)$ is produced based on $e(w)$. The image number of $M(w)$ is $R_3 = 2 \times R_1 \times R_2 + 2$. See Equation (23).

\[
\text{Algorithm 3} \quad \text{Pseudocode of A-run of V-fold cross-validation.}
\]

Input: Dataset $D$

for $a = 1 : A$

Split the whole dataset randomly into $V$ folds $\{D_a(v), v = 1, \ldots, V\}$. See Equation (24).

for $v = 1 : 1 : V$

Select $D_a(v)$ as the test set. See Equation (25).

Select $\{D_a(1), \ldots, D_a(v-1), D_a(v+1), \ldots, D_a(V)\}$ as the training set.

The training set is augmented via MDA. See section Multiple-way Data Augmentation.

Build PSCNN model $M(a, v)$ on the augmented training set.

Generate the confusion matrix $L(a,v)$ based on the trained model and test set.

end

Generate the confusion matrix $L(a)$ of a-th run. See Equation (26).

for $k = 1 : 1 : K$

Deduce $k$-th indicator $l(a,k)$ from $L(a)$. See section Measures and Explainability.

end

Calculate the MSD of all $K$ indicators. See Equation (27).

Output: $[l_0(\theta) \pm \varepsilon SD(k)], k = 1, 2, \ldots, K$.

\[
\text{TABLE 4} \quad \text{Definitions in the confusion matrix.}
\]

| Abbreviation | Explanation | Symbol | Meaning |
|--------------|-------------|--------|---------|
| P            | Positive class $I_{11} + I_{12}$ | $I_{11} + I_{12}$ | COVID-19 |
| N            | Negative class $I_{21} + I_{22}$ | $I_{21} + I_{22}$ | HC |
| TP           | True positive $I_{11}$ | $I_{11}$ | COVID-19 is correctly classified into COVID-19. |
| FN           | False negative $I_{12}$ | $I_{12}$ | COVID-19 is wrongly classified into HC. |
| FP           | False positive $I_{21}$ | $I_{21}$ | HC is wrongly classified into COVID-19. |
| TN           | True negative $I_{22}$ | $I_{22}$ | HC is correctly classified into HC. |

\[
\text{TABLE 5} \quad \text{Parameters and their values.}
\]

| Parameter | Value |
|-----------|-------|
| $|V|$ | 640 |
| $|I_{\text{max}}|$ | $(0, 256)$ |
| $(g_1, g_2, g_3, g_4)$ | 200 |
| $[W, H]$ | 256 |
| $n_m$ | 3 |
| $\alpha$ | 12 |
| $R_1$ | 9 |
| $R_2$ | 30 |
| $R_3$ | 542 |
| $\nu$ | 10 |
| $A$ | 10 |
| $K$ | 7 |
| $\varepsilon$ | 0.05 |
| $q \times q$ | $2 \times 2$ |
FIGURE 12 | Multiple-way data augmentation (MDA) results. (A) Image rotation. (B) Salt-and-pepper noise. (C) Gamma correction. (D) Horizontal shear. (E) Scaling. (F) Vertical shear. (G) Random translation. (H) Gaussian noise. (I) Speckle noise.
Algorithm 2 recapitulates the pseudocode of our 18-way DA, which sets $R_{MSD} = 95.28$. Where $\eta_2$ stands for the combination function. Let augmentation factor be $R_3$ that stands for the number of images in $M (w)$, which is deduced as

$$R_3 = \frac{|M (w)|}{|e (w)|} = \frac{(1 + R_1 \times R_2) \times 2}{1} = 2 \times R_1 \times R_2 + 2.$$  

Cross-Validation

$V$-fold cross-validation (25) is employed to run our PSCNN model. In $a$-th run ($1 \leq a \leq A$), the whole dataset $D = \{D_a (v), v = 1, \ldots, V\}$ is divided into $V$ folds.

$$D \mapsto \{D_a (1), D_a (2), \ldots, D_a (v), \ldots, D_a (V)\},$$  

$$a = 1, 2, \ldots, A$$  

where $D_a (v)$ stands for the $v$-th fold of the whole dataset at $a$-th run (26).

At $v$-th ($1 \leq v \leq V$) trial, the $v$-th fold is pinched out as the test set, and the remained $V - 1$ folds are selected as the training set:

$$\begin{align*}
\text{Training Set} & \{D_a (1), \ldots, D_a (v - 1), D_a (v +1), \ldots, D_a (V)\} \\
\text{Test Set} & \{D_a (v)\}
\end{align*}$$  

where $v = 1, 2, \ldots, V, a = 1, 2, \ldots, A$

Note: the training set is augmented via the MDA method described in section Multiple-way Data Augmentation. The PSCNN model is trained on the augmented training set. The trained model is dubbed $M (a, v)$, and the corresponding confusion matrix is dubbed $L (a, v)$. After all the $V$-fold trials, the confusion matrix of $a$-th run is summarized as

$$L (a) = \sum_{v = 1}^{V} L (a, v)$$  

Based on which, $K$ indicators $I (a, k), k = 1, 2, \ldots, K$ are deduced, which will be explained in the next section. Based on $A$ runs, the mean and standard deviation (MSD) of all $K$ measures are calculated as the form of $I_m (k) \pm I_{SD} (k)$, which is defined as:

$$\begin{align*}
I_m (k) & = \frac{1}{A} \sum_{a=1}^{A} I (a, k) \\
I_{SD} (k) & = \sqrt{\frac{1}{A-1} \sum_{a=1}^{A} [I (a, k) - I_m (k)]^2}
\end{align*}$$  

Figure 11 shows the schematic of $V$-fold cross validation. Moreover, the $V$-fold cross-validation runs $A$ times. At each run, the data division is reset randomly. Algorithm 3 summarizes the pseudocode of $A$-run of $V$-fold cross-validation.

**Measures and Explainability**

$K = 7$ measures are defined. The COVID-19 is the positive class, while the HC is the negative class. Regardless

| TABLE 7 | PS-related parameter optimization in terms of accuracy. |
|----------|-----------------|-----------------|-----------------|-----------------|
| Probability | $1 \times 2$ | $2 \times 2$ | $2 \times 4$ | $3 \times 3$ |
| $\epsilon$ | 0.01 | 94.78 | 95.11 | 94.86 | 94.89 |
| 0.05 | 94.83 | 95.35 | 95.12 | 94.70 |
| 0.10 | 94.57 | 95.06 | 94.26 | 94.46 |
| 0.15 | 94.30 | 94.83 | 94.93 | 94.67 |
| 0.20 | 94.46 | 94.37 | 94.25 | 94.11 |

Bold means the best.

| TABLE 6 | Statistical results of the proposed PSCNN model. |
|----------|-----------------|-----------------|-----------------|-----------------|
| Run | Sen | Spc | Prc | Acc | F1 | MCC | FMI |
| 1 | 94.38 | 95.94 | 95.87 | 95.16 | 95.12 | 90.32 | 95.12 |
| 2 | 94.06 | 95.31 | 95.25 | 94.69 | 94.65 | 89.38 | 94.66 |
| 3 | 95.31 | 96.25 | 96.21 | 95.78 | 95.76 | 91.57 | 95.76 |
| 4 | 95.00 | 95.62 | 95.60 | 95.31 | 95.30 | 90.63 | 95.30 |
| 5 | 95.62 | 96.25 | 96.23 | 95.94 | 95.92 | 91.88 | 95.93 |
| 6 | 95.62 | 94.06 | 94.15 | 94.84 | 94.88 | 89.70 | 94.89 |
| 7 | 96.56 | 96.56 | 96.56 | 96.56 | 96.56 | 93.12 | 96.56 |
| 8 | 94.06 | 95.62 | 95.62 | 94.84 | 94.80 | 89.70 | 94.81 |
| 9 | 97.19 | 97.19 | 97.19 | 97.19 | 97.19 | 94.38 | 97.19 |
| 10 | 95.00 | 95.00 | 95.00 | 95.00 | 95.00 | 90.00 | 95.00 |
| MSD | 95.28 ± 1.03 | 95.78 ± 0.87 | 95.76 ± 0.86 | 95.53 ± 0.83 | 95.52 ± 0.83 | 91.07 ± 1.66 | 95.52 ± 0.83 |
of the run index \( a \), the confusion matrix (27) \( L \) is defined as

\[
L = \begin{bmatrix}
TP & FN \\
FP & TN
\end{bmatrix} = \begin{bmatrix}
l_{11} & l_{12} \\
l_{21} & l_{22}
\end{bmatrix}
\]  
(28)

The definitions of TP, FN, FP, and TN are listed in Table 4. Note, \( P \) stands for the actual positive class, so \( P = TP + FN \). Similarly, \( N \) stands for the actual negative class. Hence, \( N = FP + TN \) (28).

Three ordinary measures—Sensitivity, Specificity, and Precision—are defined below:

\[
\begin{align*}
\text{Sen} &= \frac{l_{11}}{l_{11} + l_{12}} \\
\text{Spc} &= \frac{l_{22}}{l_{21} + l_{22}} \\
\text{Prc} &= \frac{l_{11}}{l_{11} + l_{21}}
\end{align*}
\]  
(29)

Accuracy (29) is defined as:

\[
\text{Acc} = \frac{l_{11} + l_{22}}{l_{11} + l_{12} + l_{21} + l_{22}}. 
\]  
(30)

F1 score reflects both the precision and the sensitivity. It is the harmonic mean of the preceding two measures: precision and sensitivity (30). F1 score is defined as

\[
F1 = \left( \frac{\text{Sen}^{-1} + \text{Prc}^{-1}}{2} \right)^{-1} = \frac{2 \times l_{11}}{2 	imes l_{11} + l_{12} + l_{21}}. 
\]  
(31)

| Run | Sen  | Spc  | Prc  | Acc  | F1   | MCC  | FMI  |
|-----|------|------|------|------|------|------|------|
| 1   | 95.00| 94.69| 94.70| 94.84| 94.85| 89.69| 94.85|
| 2   | 95.00| 95.00| 95.00| 95.00| 95.00| 90.00| 95.00|
| 3   | 93.12| 95.31| 95.21| 94.22| 94.15| 88.46| 94.16|
| 4   | 94.69| 95.62| 95.58| 95.16| 95.13| 90.32| 95.13|
| 5   | 95.31| 96.88| 96.83| 96.09| 96.06| 92.20| 96.07|
| 6   | 95.31| 95.94| 95.91| 95.62| 95.61| 91.25| 95.61|
| 7   | 95.31| 92.50| 92.71| 93.91| 93.99| 87.85| 94.00|
| 8   | 93.12| 93.12| 93.12| 93.12| 93.12| 86.25| 93.12|
| 9   | 93.12| 93.12| 93.12| 93.12| 93.12| 86.25| 93.12|
| 10  | 90.62| 93.44| 93.25| 92.03| 91.92| 84.10| 91.93|
| MSD | 94.06±1.54| 94.56±1.44| 94.54±1.41| 94.31±1.27| 94.30±1.29| 88.64±2.54| 94.30±1.28|

FIGURE 13 | 3D bar chart of micro-averaged F1 against \( q \) and \( \varepsilon \).

FIGURE 14 | Error bar of comparing 12l-CNN against PSCNN.
Two other indicators—Matthews correlation coefficient (MCC) (31) and Fowlkes–Mallows index (FMI)—are expressed as:

\[
MCC = \frac{l_{11} \times l_{22} - l_{12} \times l_{21}}{\sqrt{l_{11} + l_{21}} \times \sqrt{l_{11} + l_{22}} \times \sqrt{l_{22} + l_{21}} \times \sqrt{l_{22} + l_{12}}}.
\]

\[
FMI = \frac{l_{11}}{l_{11} + l_{21}} \times \frac{l_{11}}{l_{11} + l_{12}}.
\]

The minimum value of FMI is 0, corresponding to the worst binary classification, where all samples are misclassified. The maximum value of FMI is 1, corresponding to the best binary classification, where all samples are classified correctly.

The receiver operating characteristic (ROC) curve (32) and the area under the curve (AUC) are introduced to provide a graphical plot and a quantitative value of measuring the proposed PSCNN model, respectively. ROC and AUC are obtained through the following two procedures: (i) ROC plot is firstly generated by charting the TP rate against the FP rate at different threshold degrees (33), (ii) AUC is then estimated by measuring the complete 2D area beneath the ROC curve from point (0, 0) to point (1, 1) (34).

At last, gradient-weighted class activation mapping (Grad-CAM) (35) is harnessed to deliver explanations on how our PSCNN model creates the decision. The output of nCM-5 in Figure 9 is chosen for Grad-CAM.

**EXPERIMENTS, RESULTS, AND DISCUSSIONS**

**Parameter Setting**

The parameters and their values are itemized in Table 5. The dataset used in this paper contains \( |N| = 640 \) images. The minimal and maximal values of any grayscaled image are set to \([0, 255]\). The cropping values are set to 200 for all four directions. The width and height values of preprocessed images are all 256. The maximum value of \( n \) in each nCM is set to 3. The backbone network contains \( \alpha = 12 \) weighted layers. We use \( R_1 = 9 \) DA for each raw training image and its HMI. Each DA generates \( R_2 = 30 \) images. The augmentation factor is \( R_3 = 542 \), \( V = 10 \)-fold cross-validation is employed, and 10 runs are performed on our cross-validation. In total \( K = 7 \) indicators are utilized. The PS probability is set to 0.05, and the patch size is \( 2 \times 2 \).

| Model       | Sen   | Spc   | Prc   | Acc   | F1    | MCC   | FMI   |
|-------------|-------|-------|-------|-------|-------|-------|-------|
| CSSNet (4)  | 92.08 | 93.33 | 93.32 | 92.71 | 92.67 | 85.47 | 92.69 |
| SMO (5)     | 93.23 | 95.52 | 95.44 | 94.38 | 94.31 | 88.80 | 93.23 |
| COVNet (6)  | 91.00 | 95.72 | 95.52 | 93.36 | 93.19 | 86.84 | 93.23 |
| WSF (7)     | 90.03 | 90.34 | 90.33 | 90.19 | 90.17 | 80.39 | 90.18 |
| WEBBO (8)   | 72.94 | 73.97 | 73.70 | 73.45 | 73.31 | 46.91 | 73.32 |
| FSVC (9)    | 90.25 | 90.03 | 90.06 | 90.14 | 90.15 | 80.29 | 90.15 |
| SVM (10)    | 72.38 | 77.38 | 76.22 | 74.88 | 74.21 | 49.85 | 74.25 |
| PZM (11)    | 92.06 | 92.56 | 92.53 | 92.31 | 92.29 | 84.64 | 92.29 |
| GLCM-ELM (12)| 74.19 | 77.81 | 77.01 | 76.00 | 75.54 | 52.08 | 75.57 |
| Jaya (13)   | 73.31 | 78.11 | 77.03 | 75.71 | 75.10 | 51.51 | 75.14 |
| **PSCNN (Ours)** | **95.28** | **95.76** | **95.76** | **95.53** | **95.52** | **91.07** | **95.52** |

*Bold means the best.*
Results of Multiple-Way Data Augmentation (MDA)

Figure 12 shows the results of MDA if choosing Figure 4A as the raw training image w(w). The 9-way results of the raw image are displayed while the HMI and its MDA results are not displayed due to the page limit. From Figure 12, it is clear that MDA proliferates the varying degree of the training set.

Statistical Results

Table 6 itemizes the statistical results of 10 runs of 10-fold cross-validation. The MSD values of the seven measures are: 95.28 ± 1.03 (sensitivity), 95.78 ± 0.87 (specificity), 95.76 ± 0.86 (precision), 95.53 ± 0.83 (accuracy), 95.52 ± 0.83 (F1 score), 91.07 ± 1.65 (MCC), and 95.52 ± 0.83 (FMI). We can observe that both sensitivity and specificity are higher than 95%, which indicates the effectiveness of our PSCNN model.

Optimal PS-Related Parameters

We validate the optimal parameters of PS in this experiment. The validation settings are the same as the previous experiment, but we change the probability ε and patch size q. Note that here patch size q may be either a square or a rectangle. The results with sundry combinations of ε and q are disclosed in Table 7, and the three-dimensional bar plot is illustrated in Figure 13.

The optimal parameter set unearthed from the 10-fold cross-validation is the combination of the probability of ε = 0.05 and the patch size of q = 2 × 2, which are consistent with reference (1/4).

Proposed PSCNN vs. 12l-CNN

This ablation experiment studies the effectiveness of PS. Suppose we remove the PS module from our PSCNN model; the remaining is the backbone network 12l-CNN. The results of the backbone network are shown in Table 8. After comparing Tables 6, 8, we can conclude that PS can effectively increase the performances of the diagnosis model. The error bar plot of this comparison is shown in Figure 14.

Furthermore, the ROC curves of the two models and their corresponding AUC results are illustrated in Figure 15. The AUC of the 12l-CNN model is 0.9503, and the AUC of the PSCNN model is 0.9610. The results also indicate that PS is effective in our PSCNN model.

Comparison to State-of-the-Art Models

This proposed PSCNN model is compared with ten state-of-the-art models: CSSNet (4), SMO (5), COVNet (6), WSF (7), WEBBO (8), FSVC (9), SVM (10), PZM (11), GLCM-ELM (12), and Jaya (13). The implementation of all the state-of-the-art models is the same as in previous experiments.

The comparison results are itemized in Table 9. The corresponding three-dimensional bar plot is displayed in Figure 16, in which all the models are sorted in terms of MCC. We can observe our PSCNN model achieves better performances than the other 10 state-of-the-art COVID-19 diagnosis models in terms of all seven measures. The reason can be found from previous Figure 2, where we combine stacked nCMs and FCLs to
build the backbone network 12l-CNN, based on which we integrate MDA, PS, and Grad-CAM to form the final network PSCNN.

**Explainability of the Proposed PSCNN Model**

We take Figure 4A as an example. Remember that the nCM-5 feature map in PSCNN is employed to create heatmaps via the Grad-CAM technology. In the previous experiments, we run our PSCNN model 10 times, generating 10 different models with different heatmaps. Due to the page limit, only the first three heatmaps are offered in Figures 17B–D and the manual delineation is shown in Figure 17A.

Traditional artificial intelligence (AI) is considered as a black box (BB) that impedes its pervasive practice, in other words, the BB characteristic of old-fashioned AI is awkward for the approval of the Food and Drug Administration (FDA). Nonetheless, with the help of explainability of Grad-CAM, the physicians, radiologists, and/or patients shall gain confidence in the proposed PSCNN model, as the heatmaps deliver understandable interpretations of how our PSCNN model differentiates COVID-19 from healthy subjects. Recently, a load of new explainable-AI-based diagnosis systems are now approved by FDA (36), because the doctors are aware of the relationships between the diagnosis labeling and the underlying reasons via the explainable heatmaps.

**CONCLUSION**

Our team proposes the PSCNN model for developing a more accurate COVID-19 diagnosis system. After introducing the nCM module, we develop a 12l-CNN backbone network and a PSCNN to diagnose COVID-19. Moreover, multiple-way DA is employed to avoid overfitting, and Grad-CAM is utilized to locate the lung lesions. The MSD values of the seven measures of our model are: 95.28 ± 1.03 (sensitivity), 95.78 ± 0.87 (specificity), 95.76 ± 0.86 (precision), 95.53 ± 0.83 (accuracy), 95.52 ± 0.83 (F1 score), 91.07 ± 1.65 (MCC), and 95.52 ± 0.83 (FMI).

Reflecting on this proposed model, there are three weak sides. First, the seven measures indicate the model can still be improved. Second, the edge of the heatmap is blurry. Third, our dataset is relatively small.

In future studies, we shall aim to use other advanced DL techniques, such as graph convolutional networks, to check whether we can further the performance of our models. Besides, more precise explainable AI techniques will be studied to provide more accurate heatmaps. Optimization algorithms (37) can help optimize the structures of networks. Finally, we shall test our model on other public datasets.
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