First-principles study of excitons in the optical spectra of silver chloride
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Silver chloride is a material that has been investigated and used for many decades. Of particular interest are its optical properties, but only few fundamental theoretical studies exist. We present first-principles results for the optical properties of AgCl, obtained using time-dependent density functional theory and many-body perturbation theory. We show that optical properties exhibit strong excitonic effects, which are correctly captured only by solving the Bethe-Salpeter equation starting from quasiparticle self-consistent GW results. Numerical simulations are made feasible by using a model screening for the electron-hole interaction in a way that avoids the calculation of the static dielectric constant. A thorough analysis permits us to discuss localization in bright and dark excitons of silver chloride.

I. INTRODUCTION

Silver chloride is a versatile material, long known for a large variety of applications. For instance, it is a reference electrode for electrochemical measurements, and in its nanostructured phase it has remarkable antimicrobial properties. Moreover, it has been recently shown that silver clusters at AgCl surfaces form an efficient photocatalytic system. The largest range of applications of AgCl is related to its optical properties: it is responsible for several shades in stained glass, and it is widely used as photochromic material in photosensitive glasses. In particular, AgCl is a crucial ingredient in photographic paper to produce the latent image. It was already the key component in the first color photography in history realised by E. Becquerel in 1848. A recent study has shown that the colors in Becquerel’s photochromatic images were due to silver nanoparticles in a silver chloride matrix.

In spite of the importance of its optical properties, experimental results, including absorption, reflectivity and luminescence, are relatively old (see Refs. 30-31 for more recent reviews). Moreover, the same photochromic properties of AgCl that make it so appealing for applications also hamper spectroscopy experiments: its electronic and optical properties can be changed significantly by irradiation with light, thus affecting the reliability of the measured spectra. On the other side, theoretical simulations are a valuable tool to provide a solid benchmark and remove possible ambiguities from experimental results. Several first-principles studies within density functional theory (DFT) have focused on ground-state properties and the Kohn-Sham electronic structure. However, these methods cannot access the band gap, a fundamental ingredient for the optical properties. Only recently, band structure calculations using the GW approximation (GWA) within many-body perturbation theory (MBPT), as well as first results for the optical properties, are given in Sec. III. In Sec. IV we propose a way to efficiently use a model screening of the electron-hole interaction, and show that this allows us to overcome the computational limitations and obtain reliable optical spectra. Finally, Sec. VI is dedicated to the discussion of excitonic effects in the optical properties of AgCl, and conclusions are drawn in Sec. VII.
II. METODOLOGY

Starting from a DFT ground-state calculation, there are two possible routes to determine optical spectra: first, to extend DFT to time-dependent DFT (TDDFT), and second, to move to MBPT, where the one-body Green’s function is determined from a Dyson equation with a given approximation for the self-energy, and subsequently optical properties are derived from the solution of a Bethe-Salpeter equation (BSE) for the two-body correlation function. When simple approximation for the exchange-correlation (xc) functionals are sufficient, TDDFT is computationally more efficient than MBPT. It is therefore interesting to compare the results of the two approaches, and we will detail both routes in the following.

A. Pseudopotentials

All our calculations are carried out in a plane wave basis: wavefunctions are written as linear combination of plane waves $\psi_{nk}(r) = \frac{1}{\sqrt{N}} \sum_{G=0}^{G_{\text{max}}} \psi_{nk}(G)e^{i(k+G)\cdot r}$, where $G$ are reciprocal-lattice vectors and the wavefunctions are normalized by the crystal volume $\Omega$.

Since the presence of core electrons would require an unaffordably large plane-wave cutoff $G_{\text{max}}$, we explicitly take into account only the valence electrons and use pseudopotentials to represent the cores. Our pseudopotentials are of Troullier-Martins type for both species, silver and chlorine. We have generated the pseudopotential using the FHI98PP package. We used an LDA xc functional in the Perdew-Wang parametrization with scalar relativistic corrections.

The ground-state configuration of Ag is

$$1s^22s^22p^63s^23p^64s^23d^{10}4p^65s^14d^{10} [Kr]5s^14d^{10}.$$  

However, pseudopotentials are usually created in a slightly ionized state of the atom. Moreover, it is generally established that spectroscopy calculations require valence shells to be complete, because of the strong spatial overlap between electrons in the same shell and the consequent strong exchange effects. Here we use the atomic configuration

$$1s^22s^22p^63s^23p^64s^23d^{10}4p^64d^{10}$$

to create the pseudopotential of silver, with the 4spd-shell $4s^24p^64d^{10}$ in the valence. We use $s$ as the local reference component to represent all higher angular momenta. Cutoff radii were set to 0.9 a.u. for the $s$, 2.3 a.u. for the $p$, and 1.5 a.u. for the $d$ component, guaranteeing satisfactory logarithmic derivatives and excitation energies.

Chlorine does not present the same difficulty, and we have created the pseudopotential using an atomic configuration of $1s^22s^22p^6$ for the core and $3s^23p^4$ for the valence electrons. Cutoff radius were 1.6 a.u. for $s$ and $p$ components and 1.8 a.u. for the $d$ component.

B. Ground-state density functional theory and the Kohn-Sham electronic structure

For the ground-state calculations we use DFT in the formulation of Kohn and Sham (KS), i.e. we solve the single-particle KS equations

$$\left[ -\frac{1}{2}\nabla^2 + v_{\text{ext}}(r) + v_H([n]r) + v_{\text{xc}}([n]r) \right] \psi_{nk}(r) = \varepsilon_{nk} \psi_{nk}(r),$$

where the external potential $v_{\text{ext}}(r)$ is the pseudopotential due to the ions, $v_H(r)$ is the Hartree potential, and we use the LDA for the xc potential $v_{\text{xc}}([n]r)$. $n,k$ label band and crystal momentum within the first Brillouin zone, and $\varepsilon_{nk}$ and $\psi_{nk}(r)$ are, respectively, eigenvalues and eigenvectors of the KS Hamiltonian.

Calculations are done using the Abinit package. Converged results for AgCl were obtained by using Monkhorst-Pack $8 \times 8 \times 8$ grids shifted along 4 directions and a kinetic energy cutoff $E_{\text{cut}} = G_{\text{max}}/2 = 150$ Hartree. This high cutoff is needed because of the strongly localized semi-core $4s$ and $4p$ states of silver. Since we are dealing with a non-magnetic material, here and in the following we omit spin, which will only lead to prefactors. Atomic units are used in this paper.

C. Optical absorption with time-dependent density functional theory

The optical properties of a systems are linked to the inverse dielectric function $\varepsilon^{-1} = 1 + v_c \chi$, where $v_c$ is the Coulomb potential and $\chi$ is the linear density-density response function. This quantity can be accessed, in principle exactly, using TDDFT in linear response. First, one has to build the non-interacting polarizability, which is in frequency and reciprocal space a function of frequency $\omega$ and of momentum $q$ in the first Brillouin zone, and a matrix in reciprocal-lattice vectors.

$$\chi_{GG'}^{\omega}(q, \omega) = \frac{2}{N_k \Omega_0} \sum_{n_1,n_2} \left( f_{n_1} - f_{n_2} \right) \frac{\hat{\rho}_{n_1,n_2}(q,G)\hat{\rho}_{n_1,n_2}(q,G')}{\omega - (\varepsilon_{n_k} - \varepsilon_{n_1} - q) + i\eta},$$

Here $f_{n_i}$ are occupation numbers. $N_k$ is the number of $k$ points in the first Brillouin zone and $\Omega_0$
the volume of the unit cell. The positive infinitesimal \( \eta \) ensures causality; a non-vanishing value gives rise to a Lorentzian broadening. The factor 2 stems from the sum over spins. The matrix elements \( \rho_{n\nu k}(q, G) = \int \psi_{n\nu k}(q, r) e^{-i(q+G)\cdot r} \psi_{\nu k}(r) dr \) give the oscillator strengths. For optical properties, the wavevector is very small compared to the crystal, and we take the limit \( q \to 0 \) (where the transverse and longitudinal dielectric functions coincide).

The full density-density response function is then obtained from the Dyson-like linear-response equation

\[
\chi = \chi^0 + \chi^0 (\psi_c + f_{xc}) \chi,
\]

where in reciprocal space all quantities are functions of \( q \) and (besides \( \psi_c \)) of \( \omega \), and matrices in \( G, G' \). The exchange-correlation kernel \( f_{xc}(r, r', t', t) = \delta f_{xc}(r, t')/\delta n(r, t') \) is the functional derivative of the xc potential with respect to the density \( n \). It depends on two space (or reciprocal space) arguments and on the time difference \( t - t' \) (or frequency \( \omega \)). Its exact expression is unknown. Two extensively used approximations are the random-phase approximation (RPA) \( f_{xc} \approx 0 \), and the adiabatic local density approximation (ALDA), where \( f_{xc}(r, r', t', t) \approx \delta (r - r')/\delta n(r, t') \).

From the density-density response function we evaluate the inverse dielectric function

\[
\epsilon^{-1}_{G,G'}(q, \omega) = \delta_{G,G'} + \frac{4\pi}{|q + G|^2} \chi_{G,G'}(q, \omega).
\]

The macroscopic dielectric function \( \epsilon(\omega) \) is then

\[
\epsilon(\omega) = \lim_{q \to 0} \frac{1}{\epsilon_{G=G'=0}(q, \omega)}.
\]

From the macroscopic dielectric function we derive optical properties: optical absorption is related to the imaginary part, \( \text{Im} \epsilon_M \), and the extinction coefficient is given by \( \kappa = \text{Im} \sqrt{\epsilon_M} \). Eq. (5) takes into account crystal local field effects, because the dielectric matrix is inverted before the macroscopic average \( G = G' = 0 \) is taken. In the RPA and when local fields are neglected, the macroscopic dielectric function becomes

\[
\epsilon_M(\omega) = 1 - \lim_{q \to 0} \frac{8\pi}{N_k \Omega_n q^2} \sum_{\nu \nu' k} \frac{|\rho_{\nu k}(q)|^2}{\omega - (\epsilon_{ck} - \epsilon_{\nu k}) + i\eta} - \frac{|\rho_{\nu k}(q)|^2}{\omega + (\epsilon_{ck} - \epsilon_{\nu k}) + i\eta}.
\]

The linear response TDDFT calculations were carried out using the DP code.\(^{22}\) Convergence for both absorption and the extinction coefficient over a frequency range of 0 to 10 eV was reached using 2048 shifted \( k \) points,\(^ {22}\) 965 plane waves for the wave functions, 59 \( G \) vectors for the polarizability matrix including crystal local field effects, 13 occupied bands, and 20 unoccupied bands.

**D. Band structure with the GW approximation**

KS eigenvalues cannot be interpreted as electron removal and addition energies, but they often give a good overview of the band structure and constitute a convenient starting point for further calculations. In order to obtain a more meaningful band structure, we add quasiparticle corrections using the Green’s function formalism. In the quasiparticle approximation, addition and removal energies are obtained from a modified one-particle equation

\[
\left[ -\frac{1}{2} \nabla^2 + \psi^{\text{ext}}(r) + v_H(|n|, r) \right] \phi_{nk}(r) + \int d\mathbf{r}' \Sigma_{xc}(\mathbf{r}, \mathbf{r}', E_{nk}) \phi_{nk}(\mathbf{r}') = E_{nk} \phi_{nk}(r),
\]

where the self-energy \( \Sigma_{xc} \) plays the role of an effective non-local and energy-dependent potential. The generalized eigenvalues of Eq. (4) can be interpreted as addition and removal energies, and are used to build the theoretical band structure. The quasiparticle wavefunctions \( \phi_{nk} \) are also in principle different from the KS ones, which changes in particular the density. A widely used approximation for the self-energy is Hedin’s GWAA.\(^ {22}\) In this approximation, \( \Sigma_{xc} = iGW \) is the product of the one-body Green’s function \( G \) and the screened Coulomb interaction \( W = e^{-1} v_c \).

Usually a quasiparticle approximation is made for the Green’s function \( G \) that is needed to build the GW self-energy. With the quasiparticle spectral weight normalized to 1, the Green’s function can then be written as

\[
G(\mathbf{r}, \mathbf{r}', \omega) \approx G^0(\mathbf{r}, \mathbf{r}', \omega) = \sum_{nk} \frac{\phi^*_{nk}(\mathbf{r}) \phi_{nk}(\mathbf{r}')}{\omega - E_{nk} + i\eta}.
\]

Still, its knowledge requires in principle the solution of Eq. (7), which makes the problem self-consistent. Many calculations replace the quasiparticle wavefunctions and eigenvalues by KS ones. Moreover, they evaluate the screened Coulomb interaction \( W \) using the RPA for \( e^{-1} \) following Eqs. (2) and (3). These two approximations define the \( G^0W^0 \) approach.\(^ {23,76}\)

A further simplification is obtained by evaluating the quasiparticle eigenvalues perturbatively with respect to the KS ones, and by making use of the fact that the self-energy is approximately linear around the quasiparticle energy. Using Eq. (7) and Eq. (4), this yields

\[
E_{nk} = \epsilon_{nk} + Z_{nk} \left[ \Sigma_{xc}(\epsilon_{nk}) - \langle \psi_{xc} \rangle \right],
\]

with the quasiparticle renormalization factor

\[
Z_{nk} = \left[ 1 - \left( \frac{\partial \Sigma_{xc}(\omega)}{\partial \omega} \right) |_{\epsilon_{nk}} \right]^{-1}. \nonumber
\]

Here, expectation values are taken with the KS wavefunctions \( \psi_{nk} \).

The \( G^0W^0 \) approach based on KS calculations with approximate functionals such as the LDA or GGA has met
broad success for many materials, but it encounters problems when it comes to materials with localized electrons. These are often transition metal oxides and other correlated materials where d or f electrons are important, but as we will see, the problem also concerns AgCl, because of the hybridisation between Ag 4d and Cl 3p electrons. These materials require better starting eigenvalues and wavefunctions, or self-consistency. A prominent self-consistent approach is quasiparticle self-consistent GW (QSGW). In this approach, Eq. 1 is approximated by an effective Schrödinger equation with a static hamiltonian, and the resulting eigenvalues and eigenfunctions are used to build a new quasiparticle Green’s function and screened Coulomb interaction. The procedure can be iterated to self-consistency and often improves over $G^0W_0$ results.

We have performed band-structure calculations with both $G^0W_0$ and QSGW, using the Abinit package in a plane-wave basis and with a 4 times shifted ($4 \times 4 \times 4$) grid to sample the Brillouin zone. For $G^0W_0$ calculations, $W$ was obtained using 5000 plane waves to describe the wave functions and 550 bands. The size of the dielectric matrix was 1471 $G$ vectors. For the self-energy, wave functions were described with 4000 plane waves and 820 bands were used to evaluate $\Sigma_{xc}$.

For computationally heavier QSGW calculations, the basis set had to be reduced introducing an error bar of 0.2 eV with respect to fully converged $G^0W_0$ results. The parameters used are, for the screening: a matrix size of 1100, 340 bands and a cutoff of 1200 plane wave for the wavefunctions. For the self-energy calculation: 420 bands were used as well as a cutoff of 1200 plane waves for the wave functions.

One delicate point in the evaluation of the GW self-energy is frequency integration. Since $\Sigma_{xc}$ is a product of $G$ and $W$ in real space and time, it becomes a convolution in frequency space,

$$\Sigma_{xc}(\mathbf{r}, \mathbf{r}', \omega) = \frac{i}{2\pi} \int d\omega' e^{i\omega' \Delta} G(\mathbf{r}, \mathbf{r}', \omega + \omega') W(\mathbf{r}, \mathbf{r}', \omega').$$  (10)

We have performed the frequency integration using the Godby-Needs plasmon-pole model (PPM) for the frequency dependence of the inverse dielectric function. The model reads

$$\epsilon^{-1}_{GG'}(\mathbf{q}, \omega) = \delta_{GG'} + \frac{A^2_{GG'}(\mathbf{q})}{\omega^2 - (\omega_{GP}(\mathbf{q}) - i\eta)^2}.$$  (11)

where $A$ and $\omega_P$ are parameters that are fitted to two RPA calculations of $\epsilon^{-1}$, one for $\omega = 0$ and one for a frequency on the imaginary axis, of order of the plasmon frequency. This fit is done for every $(\mathbf{q}, G, G')$ element of $\epsilon^{-1}$. In this way, the frequency integration in Eq. 10 is done analytically. We have validated the PPM results with respect to those obtained with the accurate contour deformation technique, where one chooses a contour in the complex plane that yields the result of the frequency integral Eq. 10 in form of a sum over residues plus an integration on the imaginary frequency axis.

### E. Optical absorption with the Bethe-Salpeter equation

The electron addition and removal quasiparticle band structure obtained from the GW calculation can be used as starting point to determine the linear response properties in the framework of MBPT, as an alternative to TD-DFT. The density-density response function $\chi$ is linked to the two-particle correlation function $L$ by the relation

$$\chi(\mathbf{r}_1, \mathbf{r}_2; t_1 - t_2) = -iL(\mathbf{r}_1, t_1, \mathbf{r}_1, t_1, \mathbf{r}_2, t_2, \mathbf{r}_2, t_2).$$  (12)

$L_2$ in turn, can be obtained from the solution of the BSE. In the GWA and neglecting variations of the screening upon perturbation of the system this equation reads

$$L(1, 2, 3, 4) = L^0(1, 2, 3, 4) + L^0(1, 2, 5, 6) [v(5, 7)\delta(5, 6)\delta(7, 8) - W(5, 6)\delta(5, 7)\delta(6, 8)] L(7, 8, 3, 4).$$  (13)

Here, (1) is a shorthand notation for position, time, and spin $(\mathbf{r}_1, t_1, \sigma_1)$, barred indices are integrated over. $L^0(1, 2, 3, 4) = G(1, 3)G(4, 2)$ is the two-particle correlation function in absence of interaction between the two particles, and $W$ is the screened Coulomb interaction calculated within RPA. As before, we will not consider spin in the following.

As a further approximation, usually the quasiparticle approximation is made for $G$ in $L_2$ and the frequency dependence of $W$ is neglected in the kernel of the BSE. In this case, one can immediately set $t_3 = t_4$ and $t_2 = t_3$ in Eq. 13, and the resulting equation can be reformulated as an eigenvalue problem with an effective electron-hole hamiltonian $H_{exc}$, where $v_c$ and $W$ show up as effective electron-hole interactions. This hamiltonian is usually expressed in a basis of pairs of orbitals. In systems with a gap at zero temperature, only pairs of an occupied and an unoccupied orbital contribute to the absorption spectrum, so the pair corresponds to a transition $|t\rangle$. In this basis the hamiltonian reads

$$\langle t|H_{exc}|t'\rangle = E_t \delta_{t,t'} + \langle t|v_c - W|t'\rangle,$$  (14)

where the energy $E_t$ is the difference between an unoccupied and an occupied quasiparticle state, calculated in the GWA, and

$$\langle t|v_c|t'\rangle = \langle n_1 k_1 n_2 k_2|v_c|n'_1 k'_1 n'_2 k'_2\rangle = 2 \int d\mathbf{r} d\mathbf{r'} \phi_{n_1 k_1}(\mathbf{r})\phi_{n_2 k_2}(\mathbf{r})v_c(\mathbf{r}, \mathbf{r'})\phi_{n'_1 k'_1}(\mathbf{r'})\phi_{n'_2 k'_2}(\mathbf{r'}),$$  (15)
\[-\langle t|W|t'\rangle = -\langle n_1k_1n_2k_2|W|n'_1k'_1n'_2k'_2\rangle = -\int drdr'\phi^*_n(r)\phi_{n'_1k'_1}(r)W(r,r')\phi_{n_1k_1}(r')\phi^*_{n'_2k'_2}(r') \]  

(16)

are, respectively, matrix elements of the repulsive electron-hole (e-h) exchange interaction and of the direct e-h interaction, which is usually attractive. Here, we have defined the transitions \( t : (n_1k_1) \to (n_2k_2) \). For a given \( q \), only wavevectors \( k_1 \) and \( k_2 \) that differ by \( q \) contribute to \( \chi(q) \). Therefore, the basis is made of resonant transitions \( (v,k-q) \to (c,k) \) and antiresonant transitions \( (c,k) \to (v,k+q) \), and \( H_{\text{exc}} \) takes a block matrix form:

\[ H_{\text{exc}} = \begin{pmatrix} R & K^{R,A} \\ K^{A,R} & A \end{pmatrix} , \]

(17)

with the resonant matrix \( R \), the anti-resonant \( A \), and the coupling elements \( K \). In the optical limit \( q \to 0 \), \( A = -R^* \) and \( K^{A,R} = -[K^{R,A}]^* \). The diagonal blocks \( A \) and \( R \) are hermitian and the coupling blocks \( K \) symmetric. Therefore, neglecting the coupling terms is a significant simplification; this is the Tamm-Dancoff approximation (TDA). It is usually a good approximation for absorption spectra of solids. We have verified that this is also true for AgCl, and all results shown in the following are obtained within the TDA.

The solution of the eigenvalue problem \( H_{\text{exc}}A_\lambda = E_\lambda A_\lambda \) yields the elements of \( L \) needed to derive \( \chi \), and from this \( \epsilon^{-1}_M \). In the TDA the result reads:

\[ \epsilon^{-1}_M(\omega) = 1 + \lim_{q \to 0} \frac{8\pi}{N_k\Omega_0 g^2} \sum_{\lambda} \left| \sum_{t} \bar{A}_{\lambda t} \hat{\rho}_t(q) \right|^2, \]

(18)

where \( \hat{\rho}_t(q) \) are the same oscillator strengths of Eq. (6).

The macroscopic dielectric function can also be calculated directly in the TDA as

\[ \epsilon_M(\omega) = 1 - \lim_{q \to 0} \frac{8\pi}{N_k\Omega_0 g^2} \sum_{\lambda} \left| \sum_{t} \bar{A}_{\lambda t} \hat{\rho}_t(q) \right|^2, \]

(19)

where \( \bar{A}_\lambda \) and \( \bar{E}_\lambda \) are solutions of a modified \( H_{\text{exc}} \), where the bare Coulomb interaction \( v_c \) of the electron-hole exchange does not have its long-range component \( v_c(G = 0) \); note that the sets of \( \bar{E}_\lambda \) and \( \bar{A}_\lambda \) contain both positive and negative energies. They are typically shifted with respect to the independent-particle transition energies \( E_t \). If the exciton energy \( \bar{E}_\lambda \) is smaller than the direct gap (i.e. the smallest \( E_t \)), then the exciton is said to be bound and the difference \( E_t - \bar{E}_\lambda \) is its binding energy. The coefficients \( \bar{A}_\lambda \) mix the previously independent transitions contained in \( \hat{\rho} \), which can be seen from comparison with Eq. (6).

This comparison suggests to analyze spectra in terms of the independent transitions that contribute to a given many-body transition \( \lambda \). The eigenvectors of the excitonic Hamiltonian, \( |A_\lambda^2| \) as a function of \( t \) or \( E_t \), indicate how much each transition contributes to an occupied and an empty state is mixed into the excitonic eigenstate \( \lambda \). The electron-hole correlation in real space can be examined by investigating the e-h wavefunction,

\[ \Psi_\lambda(r_h, r_c) = \sum_{t} \bar{A}_{\lambda t} \phi_{t k}(r_h) \phi_{c k}(r_c). \]

(20)

In particular, one can fix the position \( r_h = r_h^0 \) of the hole and visualize the corresponding density distribution of the electron, \( n(r_c) = |\Psi_\lambda(r_h^0, r_c)|^2 \).

Finally, the partial sum over a transition range

\[ \left| \sum_{t=1}^{t_{\text{max}}} \bar{A}_{\lambda t} \hat{\rho}_t \right|^2 \]

(21)

takes the phase of the coefficients and matrix elements into account. As a result of positive or negative interference effects, the exciton \( \lambda \) contributes more or less to the absorption spectrum. If the value of Eq. (21) for \( t_{\text{max}} \to \infty \) is negligibly small, the exciton is said to be dark. Otherwise, if it has a significant contribution to the absorption spectrum the exciton is called bright. All BSE calculations have been performed using the EXC code. As input, we use the KS band structure corrected by a scissor shift taken from our GW calculation. We have verified that this reproduces well the effect of the true GW corrections. In the following we will refer to \( G^0W^0+BSE \) or QSGW+BSE for BSE calculations that use a scissor determined from \( G^0W^0 \) or QSGW band structure calculations, respectively. The results presented in this paper have been obtained with the following parameters: i) the full \( G^0W^0+BSE \) calculation has been done with 2084 shifted k-points, 8 occupied and 6 unoccupied bands; ii) both \( G^0W^0+BSE \) and QSGW+BSE calculations with model screening (see Sec. [17]) have been performed using 6912 shifted k-points instead of 2084. To obtain the spectra \( \epsilon_M(\omega) \), we have used the Haydock iterative scheme, instead of generating eigenvalues and eigenvectors; iii) all exciton analysis instead has been done by full diagonalization of the excitonic Hamiltonian using a four-time shifted 6 × 6 × 6 Monkhorst-Pack k-point grid, 8 occupied bands and 6 unoccupied bands.
III. RESULTS

A. Kohn-Sham band structure

AgCl crystallizes in the fcc rocksalt structure. Calculations are carried out at the room-temperature experimental lattice constant $92,93 a_{\text{exp}} = 5.55 \ \text{Å}$.

The Kohn-Sham band structure in the LDA is shown in Fig. 1. With the top valence at $L$ and the bottom conduction at $\Gamma$, the minimum gap is indirect and amounts to 0.56 eV. The minimum direct gap lies close to $\Gamma$, at about 2/9 $\Gamma - K$, followed by a direct gap at 1/6 $\Gamma - X$ and the direct gap at $\Gamma$; these gaps are 2.78, 2.85 and 2.86 eV, respectively. These values are consistent with previous LDA calculations. In GGA the indirect $L \rightarrow \Gamma$ gap is 0.3 eV larger.

Since, to the best of our knowledge, inverse photoemission spectra are not available for AgCl, the fundamental gaps have been extracted from optical measurements and resonant Raman scattering experiments. The lowest-energy peak in the absorption spectrum gives an estimation of the minimum direct gap. The tail of the peak extending towards low energies is due to phonon-assisted absorption processes. Its edge can be used to infer the value of the indirect gap. However, in both cases one also has to take into account the fact that the photoemission gap is larger than the absorption peak position by the exciton binding energy, whose estimation can introduce uncertainties in the band gap value. We will come back to this point in Sec. III. In any case, the KS gaps severely underestimate the experimental values of 5.13 eV for the direct optical gap and 3.25 eV for the indirect absorption edge.

Earlier theoretical studies have found that $\text{Ag}^+ 4d$ and $\text{Cl}^- 3p$ ionic states have similar energy in the crystal, leading to strong hybridization in the valence band. While their mixing is zero at $\Gamma$, it is strong elsewhere, notably at $L$. This $k$-dependent hybridization and the strong $p - d$ repulsion cause the upward curvature of the top-valence bands at $\Gamma$ (i.e. a negative hole effective mass) and make AgCl an indirect semiconductor. On the contrary, in the alkali halides, which share the same rocksalt crystal structure, the ionic energy levels are well separated, leading to a much larger ionic character of the compounds and a direct band gap.

Our calculations, as shown by the band structure in Fig. 1 and the projected density of states (PDOS) in Fig. 2, confirm this picture. While $\text{Cl} 3s$ states are located at $\sim -15$ eV (not shown), the valence band region comprises 8 bands. They are very close to each other at the $\Gamma$ point, where from the bottom to the top we count 3 degenerate $\text{Ag} t_{2g}$ states, 2 degenerate $\text{Ag} e_g$ states, and 3 degenerate $\text{Cl} 3p$ states. The hybridisation between $\text{Ag} 4d$ and $\text{Cl} 3p$ increases away from the $\Gamma$ point towards the top and the bottom of the valence bands at the $L$ point, where $\text{Ag} 4d$ and $\text{Cl} 3p$ are strongly mixed. Their interaction gives rise to dispersive bands. Instead, three $\text{Ag} 4d$ bands, which are not dispersive between $\Gamma$ and $L$, remain at the center of the valence manifold, giving rise to a pronounced sharp peak in the PDOS. Finally, the lowest conduction band has a delocalised $\text{Ag} 5s$ and $\text{Cl} 4s$ character at the $\Gamma$ point and mixed $\text{Ag} 5s - \text{Cl} 3p$ elsewhere.

In Fig. 2 the calculated PDOS is compared to experimental photoemission spectra measured at 1486.6 eV photon energy by Mason and Tejeda et al. at a photon energy $h\nu = 1486.6$ eV. In each curve the top valence has been aligned to zero and the intensity scaled to the maximum of the most prominent peak. In the inset: zoom on the unoccupied PDOS.
Still we can analyse their common features. The measured spectra are characterised by a band width of about 6 eV and a main peak centered at about -3.1 eV. The calculation correctly describes the presence of shoulders about 4 eV below the main peak and about 2 eV above it. On the basis of atomic photoionization cross sections, we find that photoemission spectra at $h\nu = 1486.6$ eV mostly probe the Ag 4$d$ electrons. We can therefore directly compare the experimental spectra to the calculated Ag 4$d$ PDOS. We thus assign the main peak to the nondispersive Ag 4$d$ bands, which result too shallow by about 1 eV in KS-LDA. This underestimation of the binding energy of occupied localised $d$ levels is a common tendency of KS-LDA that can be improved by the GWA (see e.g. 77,100–104), as we will discuss more in detail in the next section.

### B. Band structure in the GW approximation

The band structure of silver chloride evaluated in $G^0W^0$ has been added to the KS-LDA band structure in Fig. 1. The top of the valence band is aligned to zero. The $G^0W^0$ band structure is similar to the KS-LDA one, besides an almost rigid shift of 1.8-1.9 eV of the conduction bands. For illustration, the dashed curve shows the lowest conduction bands in KS-LDA, shifted upwards by 1.9 eV.

This size of the band-gap opening is in agreement with the value of 1.75 eV recently obtained by Zhang and Jiang in a $G^0W^0$ full-potential linearized augmented plane wave calculation starting from a KS-GGA band structure. Instead, van Setten et al. reported a much smaller $G^0W^0$ correction to the KS-GGA gap: 1.25 eV. The reason of this large discrepancy should not be ascribed to inaccuracies in the pseudopotentials, but rather to an underconvergence problem: their automated algorithm employed only 155 bands (compared to 820 in the present work). On the contrary, Gao et al. found a much larger $G^0W^0$ correction starting from KS-LDA, i.e. 2.38 eV, and had to include up to 2500 empty bands in the $G^0W^0$ calculation. A similar situation was previously encountered in other materials like ZnO, TiO$_2$, where semicore electrons have to be explicitly included in the GW calculation. The origin of the problem in those calculations was identified with the use of the $f$-sum rule in the Hybertsen-Louie PPM, which was adopted also by Ref. for AgCl. Indeed, also in the present case our results obtained with the Godby-Needs PPM agree (within 0.2 eV at most) with the accurate contour-deformation (CD) calculation that avoids any PPM (see Tab. I). As a final validation, we have also employed the effective energy technique (EET) that accounts approximately for all empty states and allows reaching convergence much more easily that the traditional sum-over-states scheme. Using the EET (here used within the PPM) the values for the band gaps are once again in agreement within 0.1 eV (see Tab. I).

The $G^0W^0$ indirect band gap is now 2.4 eV and the direct gap at $\Gamma$ is 4.6-4.8 eV. Both are still smaller than the experimental optical gaps (see Tab. I). However, in situations with large $pd$ hybridisation as for AgCl the LDA starting point may not be reliable. On the other hand, also the large corrections obtained within the $G^0W^0$ scheme question the first-order perturbative approach itself.

In order to overcome the problem of the KS-LDA starting point and assess the $G^0W^0$ perturbative scheme, we have performed QSGW calculations. The new band structure is shown in Fig. 1 again, top-valence bands are aligned. At first sight, there is no drastic change in the dispersion of the valence and conduction bands. However, a closer look shows that, whereas the $G^0W^0$ valence bands were essentially on top of the KS-LDA ones, QSGW results slightly increase – by 0.1 eV – the valence bandwidth and push the narrow Ag 4$d$ bands down by 0.5 eV, leading to a better agreement with photoemission result. The most obvious change is the almost rigid shift of the conduction bands with respect to KS-LDA, which has passed from 1.9 eV in $G^0W^0$ to 3.0 eV, as indicated by the dot-dashed line in Fig. 1.

With this shift, the indirect gap becomes 3.7 eV while the direct band gap is 5.9 eV. The fact that band gaps seem to be overestimated (see Tab. I) may have two reasons. First, the self-consistent RPA screening in QSGW is too weak, which brings results too close to Hartree-Fock. Second, the experimental optical gaps are affected by excitonic effects (see Sec. V).

We have also performed a QSGW calculation where only the QP eigenvalues are calculated self-consistently, while the QP wavefunctions are constrained to remain the KS-LDA orbitals. This further calculation is named ‘evQSGW’ in Tab. I. It gives band gaps that are intermediate between the $G^0W^0$ and the full QSGW results, illustrating the impact of the change of the wavefunctions on the band structure. Finally, we have tested the effect of the update of the screened Coulomb interaction $W$: a QSGW calculation, in which we keep the $W$ fixed at the

|          | Indirect | Direct |
|----------|----------|--------|
| LDA      | 0.56     | 2.78   |
| $G^0W^0$ (PPM) | 2.4     | 4.8    |
| $G^0W^0$ (CD) | 2.4     | 4.6    |
| $G^0W^0$ (EET) | 2.4     | 4.7    |
| QSGW     | 3.7      | 5.9    |
| evQSGW   | 3.2      | 5.7    |
| Absorption onset (Exp.) | 3.25 | 5.13 |

### TABLE I: Direct and indirect photoemission gaps from different approximations compared to experimental (Exp.) absorption onsets from optical measurements (Refs. 23 and 25) which provide a lower bound due to excitonic effects (see Sec. V).
level of the RPA-LDA, the resulting gap (direct 4.8 eV and indirect 2.7 eV) is closer to the G0W0 value than to the QSGW one. In the QSGW calculation in AgCl the modification of the screened interaction \( W \) is hence the most critical effect.

C. Absorption spectra

Since the optical properties of AgCl are of utmost importance for its applications, their calculation and analysis represents the focus of the present work.

1. Absorption spectrum in time-dependent density functional theory

Fig. 3 shows the extinction coefficient \( \kappa(\omega) = \text{Im} \sqrt{\varepsilon_M(\omega)} \) as a function of energy. We compare the RPA result (black curve) with three experiments at different temperatures: 4 K (red curve), 90 K (blue curve), 300 K (orange curve).

The RPA calculation based on the KS-LDA band structure (black solid curve) is compared to experiment data from Ref. 25 measured at 4 K (red curve), at 90 K (blue curve) and room temperature (orange curve).

Moreover, the RPA entirely misses the sharp feature at the onset of the low-temperature experimental result. The underestimate of the onset is a common problem in KS-RPA spectra. Since \( f_{xc} = 0 \) and only short-range components of \( v_c \) contribute to optical spectra, the onset is determined by the interband transitions in \( \chi_0 \), as can be seen from Eq. (2) and Eq. (3). It suffers therefore both from the use of the LDA, and from the fact that even the exact KS band gap would be smaller than the measured band gap. The results do not change when \( f_{xc} \) is taken into account within the ALDA: in Fig. 4 the ALDA result is hardly distinguishable from the RPA (black curve). The ALDA can neither lead to a significant opening of the optical gap, nor to a significant change in the spectral shape.

It is well established that the ALDA suffers from the absence of a long-range contribution that in nonzero-band-gap materials would diverge as \( 1/q^2 \) for the large wavelength of the light, \( q \to 0 \). The exact xc kernel should contain such a contribution. Several suggestions exist how to include a long-range component in \( f_{xc} \). All kernels of this family start from a \( \chi_0 \) built with a quasiparticle band structure from GW or similar approaches, instead from a KS one. A simple static and scalar \( f_{xc} \) with a long-range contribution can then simulate the effects of the electron-hole interaction by shifting spectral weight to lower energies.

In order to simulate the missing excitonic effects, we have examined the long-range kernel of the type \( \alpha/q^2 \), where the band-gap opening at the QSGW level is accounted for by a scissor correction of 3.0 eV. The result is given by the pink curve in Fig. 4. The value of \( \alpha = -0.94 \) has been obtained from Eq. (4) of Ref. 112 using an experimental dielectric constant \( \varepsilon_\infty = 4 \). In contrast to the ALDA, the long-range kernel does shift the spectral range to lower energies.
However, even a calculation with reduced parameters can give an idea of the importance of excitonic effects. We therefore start by looking at the result of a $G_0W_0$+BSE calculation in Fig. 5 (obtained with 2084 k points).

The $G_0W_0$-RPA onset of the spectrum (pink dashed line in Fig. 5) underestimates the experimental threshold and does not show a pronounced peak at low energy: it merely shifts the LDA-RPA spectrum to higher energy. The electron-hole interaction in the BSE shifts oscillator strength to lower energies, and a peak forms (black solid line in Fig. 5). However, the $G_0W_0$+BSE spectrum is now at an even lower energy and the excitonic peak is much too weak with respect to experiment.

BSE calculations in solids are often done by neglecting the off-diagonal elements of the screening matrix \( W_{GG}(\mathbf{q}) \) that represents the direct electron-hole interaction. This is justified when the electron-hole pair is delocalized enough to justify a space-averaged screening. The first excitonic peak in AgCl is influenced by this approximation: taking into account the full spatial details of screening (solid black line in Fig. 4) reduces the peak intensity by about 10% with respect to the approximation of diagonal screening (dashed black line in Fig. 5).

This $G_0W_0$+BSE calculation remains qualitative for several reasons. First, as pointed out above, the $G_0W_0$ band structure from an LDA starting point is not reliable for AgCl. Second, the spectrum is also strongly dependent on the Brillouin zone sampling, and a \( \mathbf{k} \)-point convergence test performed with a reduced number of conduction bands shows that a set of 6912 \( \mathbf{k} \) points is needed instead of 2084 employed here.

While the first issue could be solved by using the QSGW band structure as a starting point for the BSE calculation, the main computational problem would still remain the setting up of the full screening matrix $W_{GG}(\mathbf{q})$ that should be calculated self-consistently for too many \( \mathbf{q} \) points.

In order to overcome this problem, we will complement the first principles calculations with a model screening, where the parameters of the model are fitted to the \textit{ab initio} results. As we will see in the next section, a careful analysis allows us to turn this simple approach into a powerful way to obtain reliable results.

IV. MODEL SCREENING OF THE ELECTRON-HOLE INTERACTION

The screened Coulomb interaction is evaluated in Fourier space as

\[
W_{GG}(\mathbf{q}) = \epsilon_{GG}^{-1}(\mathbf{q}, \omega = 0)v_{GG}(\mathbf{q}),
\]

where \( \mathbf{q} = \mathbf{k} - \mathbf{k}' \) must correspond to the difference of two \( \mathbf{k} \)-points on the grid used in the calculations. Therefore, with increasing \( \mathbf{k} \)-point grid size an increasing number of screening matrices has to be calculated. Even though the screened electron-hole interaction is calculated within the RPA and at \( \omega = 0 \), this quickly con-
stitutes a formidable task, especially within the QSGW scheme.

In order to overcome this bottleneck, sometimes the \textit{ab initio} screening is replaced by a model\textsuperscript{118–129}. In particular, for bulk semiconductors a successful model was proposed in Ref.\textsuperscript{130}. It represents the static dielectric function as

\[ \epsilon(q) = 1 + \frac{1}{\epsilon(q=0) - 1 + \alpha \left( \frac{q}{q_{TF}} \right)^2 + \frac{q^2}{4\omega_p^2}}, \] (22)

where \( q_{TF} = 2(3\bar{n}/\pi)^{1/6} \) and \( \omega_p = \sqrt{4\pi\bar{n}} \), with \( \bar{n} \) the average density. \( \alpha \) is a parameter set to 1.563, following Ref.\textsuperscript{130}. This model dielectric function only gives the diagonal in reciprocal space, but, as we will see, it is sufficient for the present purpose.

Although the model is very simple, its use requires care. First, the “average density” should not be the average density of all electrons, but only of those valence electrons that participate to the screening. This difference is well defined in a simple semiconductor such as silicon, but less obvious in materials like AgCl with electrons of different character in the valence bands. Since the model screening depends strongly on the density, comparison of the model results with various choices for the valence density to an, even not fully converged, \textit{ab initio} calculation in a few \( q \) points is sufficient to see that the screening is determined by the electrons in the 8 upper valence states, i.e. the Ag 4d and Cl 3p electrons. To include some of the remaining, more tightly bound, electrons in the average density would clearly lead to overscreening.

Second, the macroscopic dielectric constant enters the model as an important parameter. Not always a reliable experimental value is known, and in a fully first-principles framework, it should be calculated. This is a much more delicate point, as we will illustrate in the following. The left panel of Fig. \textsuperscript{6} shows the KSRPA dielectric function \( \epsilon(q, \omega = 0) \), calculated with a 4 times shifted \( 4 \times 4 \times 4 \) grid of \( k \) points, corresponding to 256 \( k \) points in the full Brillouin zone (red crosses). This calculation yields a macroscopic dielectric constant \( \epsilon(q = 0) = 6.36 \). The model curve (red line) that is obtained by using this value for \( \epsilon_0 \) reproduces the \textit{ab initio} results very well at large \( q \), and it is perfect for \( q \to 0 \) by definition, but for small to moderate \( q \) the discrepancy is significant. As a consequence, when the full first principles screening of the electron-hole interaction in the BSE is replaced with this model screening, the comparison is not satisfactory, as can be seen in the right panel.

Interestingly, the problem is not the model, but the \textit{ab initio} calculations: the left panel also shows the \textit{ab initio} results obtained with a denser Brillouin zone sampling (black crosses). The comparison highlights the fact that the value of the dielectric constant at \( q = 0 \) calculated on the coarse grid (red crosses) is not converged, contrary to the values obtained for non-vanishing \( q \). Indeed, the \( q = 0 \) calculation should be more difficult to converge with respect to the Brillouin zone sampling: for \( q \neq 0 \) transition energies \( \Delta \varepsilon \) enter the dielectric function in a denominator, but for \( q \to 0 \) this denominator is determined by \( (\Delta \varepsilon)^3 \). A second difficulty is that, unless a double \( k \)-grid is used, the \( q \to 0 \) limit requires the calculation of a correction to the dipole matrix element whenever the Hamiltonian is non-local\textsuperscript{121}. This correction, which takes the form of a commutator of the potentials with the space coordinate \( r \), gives a sometimes sizeable contribution in the case of non-local pseudopotentials, and/or when the band structure stems from a non-local self-energy\textsuperscript{132,133}. Both difficulties are very general and even occur in simple semiconductors such as silicon. Fig. \textsuperscript{7} gives an illustration, with \( \epsilon(q, \omega = 0) \) of bulk silicon shown for various grids of \( k \) points, and including or excluding the commutator with the non-local pseudopotential. This is a Kohn-Sham calculation, so the pseudopotential is the only non local component.

Since by increasing the number of \( q \) points the contribution from \( q = 0 \) to a sum over the Brillouin zone vanishes, the poor quality of \( \epsilon(q = 0) \) is often acceptable when the \textit{ab initio} dielectric function is used in an integral, e.g., in GW or BSE calculations. Instead, when the macroscopic dielectric constant is used to determine the model dielectric function, a bad estimate of \( \epsilon(q = 0) \) deteriorates the model screening over a large range of wavevectors, as can be seen from the left panel of Fig. \textsuperscript{6} for AgCl, by comparing the fits obtained on the converged and un converged \textit{ab initio} calculations.

One might, of course, improve the calculation of the dielectric constant, but this would reduce significantly the computational gain of using the model, especially when self-consistent QP results are used (see below). Here, we propose an alternative route, namely, we fit the model to the calculated dielectric constant at a non-vanishing momentum transfer, \( q^0 \neq 0 \). In this way, no commutator has to be evaluated, and we can make use of the fact that \( \epsilon(q^0) \) converges more quickly than \( \epsilon(q = 0) \). The choice of the \( q^0 \) where the model parameters should be determined is constrained: for larger \( q \), and taking into account crystal local field effects, the local anisotropy of the crystal induces a scattering around the function \( \epsilon(q) \) and therefore some arbitrariness. One therefore has to choose a value \( q^0 \) that is small enough to yield a well defined \( \epsilon(q^0) \) and large enough to converge fast with the \( k \)-point grid. In any case, for any \( q^0 \neq 0 \) the problem of the commutator is avoided. Eq. \textsuperscript{22} now turns into

\[ \epsilon(q) = 1 + \frac{1}{\epsilon(q^0) - 1 + \alpha \left( \frac{q^2 - (q^0)^2}{q_{TF}^2} \right)^2 + \frac{(q^2 - (q^0)^2)^2}{4\omega_p^2}}. \] (23)

This approach, as we will show subsequently, is very powerful to converge optical spectra calculated from the BSE. As a byproduct, once the model parameters are determined this allows one also to extrapolate the dielectric constant at \( q \to 0 \). This is demonstrated in the left panel of Fig. \textsuperscript{6} the model dielectric function obtained from the fit to the \textit{rough} first-principles calculation at \( q^0 = 0.15 \text{ a.u.} \) (blue curve) compares very well to the
FIG. 6: Effects of the model electron-hole screening on BSE results. Left panel: Ab initio LDA-RPA (crosses) and model (solid lines) dielectric constants $\epsilon(q, \omega = 0)$ as a function of $q$. The ab initio results are obtained using 4 shifted $4 \times 4 \times 4$ (red) or $6 \times 6 \times 6$ (black) Monkhorst-Pack grids of $k$ points, corresponding to 256 or 864 $k$ points in the full Brillouin zone, respectively. The black cross at $q \to 0$ also contains the correction for the non-local pseudopotential, while the red cross does not. Model results are fitted to the ab initio results at $q = 0$ (respective color code) or at $q = 0$.

Right panel: BSE spectra obtained with 864 shifted $k$-points 8 valence and 6 conduction bands. The screening of the electron-hole interaction is taken from the results shown in the left panel: either the diagonal of the ab initio screened Coulomb interaction (dashed black), or the model screening fitted to the 864 $k$-points result at $q = 0$ (solid black), or to the 256 $k$-points result at $q = 0$ (red) or at $q = 0$.

FIG. 7: Bulk silicon: Static dielectric function as function of wavevector, for different $k$-point grid sizes. Plus (circle) symbols are results from calculations including (excluding) the commutator with the non-local pseudopotential. In the insert: zoom on $q = 0$. One fitted to the best first-principles calculation at $q = 0$ (black curve); from the fit at $q^0 = 0.15$ a.u. to the unconverged calculation, one can read an RPA dielectric constant $\epsilon(q = 0) = 5.32$, which well compares with the converged ab initio result $\epsilon(q = 0) = 5.46$, and which is much better than the result $\epsilon(q = 0) = 6.36$ of the unconverged ab initio calculation itself.

Note that the converged RPA dielectric constant of 5.46 is larger than the experimental value, which is found to lie between 3.7\(^{134}\) and 3.9\(^{135}\). Other calculations based on KS-LDA\(^{45}\) also find too large dielectric constants, similar to ours. This may be traced back to the Kohn-Sham band gap, whose influence on the dielectric constant is in the RPA not compensated by $f_{xc}$. However, for consistency we use the RPA value in order to simulate the RPA screening. Since overscreening leads to under-estimation of the excitonic effects, we have calculated the dielectric function also using $G_0W_0$, evQSGW and QSGW results as input for the RPA. Results are shown in Fig. 8. As expected, the strongest screening is obtained in the KS-RPA, the same result as presented in Fig. 6. Self-energy corrections to the eigenvalues calculated in $G_0W_0$ open the gap and lower the screening, with an effect that is particularly visible at smaller wavevectors. Self-consistency on the eigenvalues further opens the gap and lowers the screening, again with a stronger effect at smaller wavevectors. Self-consistency in the wavefunctions in QSGW enhances the trend, with an effect that is significant at small $q$, but almost negligible above $q \approx 1$ a.u. These ab initio results have been obtained using a 4 times shifted $4 \times 4 \times 4$ grid, neglecting the commutator with the non-local pseudopotential and, in the case of the GW calculations, neglecting the commutator with the non-local self-energy. As a result, while the differences between the various approximations are significant
but reasonable and smooth for $q \neq 0$, the same does not hold for $q = 0$. In particular, the dielectric constant is clearly too small when GW ingredients are used. The error due to the neglect of the commutator with the non-local self-energy is sizeable, and of opposite sign with respect to the pseudopotential contribution. We therefore determine the screening at $q^0 = 0.15$ a.u., and then use Eq. 23 to obtain the full $\epsilon(q)$. This allows us to extrapolate the dielectric constants at vanishing wavevector. As stated previously, we obtain $\epsilon(q \to 0) = 5.32$ in Kohn-Sham, and we find $4.15$ in $G_0W_0$-RPA, $3.9$ in evQSGW-RPA, and $3.25$ in QSGW-RPA, respectively. The GW results are therefore closer to experiment than the Kohn-Sham ones, and the help of the model in avoiding the calculation of the commutators is particularly welcome.

The quality of BSE results obtained using the model screening is shown in the right panel of Fig. 8. This picture has been obtained with $864$ shifted $k$ points, for both the $G_0W_0$-BSE spectra calculated with the model and the full ab initio screening. When the model is used in our improved procedure, the differences are very small: we can conclude that we can safely use the model screening in order to converge the BSE results.

V. EXCITONS

We can now analyze the influence of the excitonic effects on the optical spectra of AgCl. We will make a detailed analysis of the character of the excitons, in order to understand their spatial localization and interpret the optical properties of AgCl.

A. Excitonic effects: role of the screening and comparison to experiment

Fig. 9 shows the absorption spectra obtained, with a converged grid of $6912$ $k$ points, comparing different flavors or RPA and BSE results. All spectra are calculated with LDA wavefunctions. $G_0W_0$-BSE and QSGW+BSE spectra differ for two reasons. First, a different scissor correction: $1.9$ eV or $3.0$ eV to simulate the excitonic effects with respect to $G_0W_0$ or QSGW bandgap opening, respectively; Second, the model screening Eq. 23 is evaluated with $\epsilon_0 = 5.32$ and $\epsilon_0 = 3.25$ for the $G_0W_0$-BSE and QSGW+BSE spectra, respectively. The energy of the first exciton peak (solid lines) moves from $4.4$ eV in $G_0W_0$-BSE to $5.25$ eV in QSGW+BSE. By comparing the BSE spectra with the corresponding RPA results (dashed lines), we find that the reduced screening in QSGW+BSE crucially enhances excitonic effects with respect to $G_0W_0$-BSE. The exciton binding energy for the first peak is $0.21$ eV within $G_0W_0$-BSE and becomes $0.43$ eV within QSGW+BSE. The larger redshift of the QSGW+BSE spectra partially compensates the larger scissor correction in the QSGW-RPA result with respect to $G_0W_0$-RPA. Most importantly, the oscillator strength of the excitonic peak is greatly increased.

Our final results for the extinction coefficient are shown in Fig. 10. The combined use of the converged $k$-point grid and QSGW ingredients, which was made possible thanks to the model screening, improves remarkably the comparison with experiment (red line) with respect to the $G_0W_0$-BSE spectra (black line) in Fig. 9. The
and in the color 12 and Fig. 54-547 bright excitons by examining their electron-hole correlation.

This different mixing of formerly independent transitions results in a typical manifestation of the many-body excitonic effect, which means that many transitions of similar energy interfere constructively for the bright excitons and destructively for the dark excitons. The sharp peak in the spectrum is due to three degenerate excitons the coefficients at \( \rho \). Since for the same transitions the oscillator strengths are also odd: \( \tilde{\rho}(k) = -\tilde{\rho}(-k) \), the products \( A_\lambda(k)\tilde{\rho}(k) \) interfere constructively for the bright excitons and destructively for the dark excitons. This different mixing of formerly independent transitions is a typical manifestation of the many-body excitonic effects.

We can further contrast the character of the dark and bright excitons by examining their electron-hole correlation function \( \Psi_\lambda(r_0, r_h) \). Fixing the hole at position \( r_0 \), its square modulus gives the electron probability distribution in the electron-hole pair (in each case we take the sum over the degenerate states \( \lambda \)). The electron-hole interaction correlates the position of the hole and the electron, it is thus necessary to compare different positions for the hole. Since the top-valence band has a mixed Ag 4d - Cl 3p character, two different locations for the hole are considered: close to the Ag or the Cl sites. In order to avoid the nodes of the valence wave functions, the hole position is slightly shifted away from the atomic sites. Therefore the electron density plots do not have the cubic symmetry of the crystal. The corresponding electron distributions are displayed in Figs. 11 and 12.

FIG. 10: Extinction coefficient spectra: comparison between experimental results and \( G_W + BSE \) and QSGW+BSE calculations.

QSGW+BSE results (blue line) reproduce the first sharp excitonic peak and place it very close to the experimental peak at 5.1 eV.

B. Analysis of the exciton

Thanks to the full diagonalisation of the BSE hamiltonian, which provides the eigenvalues \( E_\lambda \) and eigenvectors \( A_\lambda \) (see Sec. III A), we can now analyse in detail the character of the lowest-energy excitons.

The sharp peak in the spectrum is due to three degenerate exciton states. They are not the lowest-energy excitons though: approximately 50 meV below them there is also a twofold degenerate exciton that does not contribute to the absorption spectrum, i.e. it is dark.

These five excitons originate from transitions between the top-valence and the bottom-conduction bands at the \( k \) points close to the minimum direct gaps in the band structure (see Sec. III A). In this region, around the \( \Gamma \) point, the valence and conduction bands are almost parallel, which means that many transitions of similar energy can mix and favour strong excitonic effects.

One notable difference between the dark and bright excitons is the coefficient \( A_\lambda \) at \( k = \Gamma \), which contributes only for the bright excitons. Moreover, for the dark excitons the coefficients at \( k \neq 0 \) are even functions of \( k \): \( A_\lambda(k) = A_\lambda(-k) \), while for the bright excitons they are odd: \( A_\lambda(k) = -A_\lambda(-k) \). Since for the same transitions the oscillator strengths are also odd: \( \tilde{\rho}(k) = -\tilde{\rho}(-k) \), the products \( A_\lambda(k)\tilde{\rho}(k) \) interfere constructively for the bright excitons and destructively for the dark excitons. This different mixing of formerly independent transitions is a typical manifestation of the many-body excitonic effects.

The analysis of these plots reveals several aspects of the excitons. In both the dark and bright excitons, the intensity is stronger when the hole is placed close to silver than close to chlorine. This difference is more evident for the dark exciton than for the bright one. More importantly, the bright exciton is more delocalized than the dark exciton, whose envelope has a spatial extension that is smaller than 2 unit cells. In the bright exciton, when the hole is placed close to a Ag site, there is some intensity around silver atoms, but the electron density is mainly localized around chlorine atoms; when the hole is instead placed close to a Cl site, the electron density is again mostly localized around chlorine atoms. It is interesting here to make a comparison with LiF, which shares the same crystal structure as AgCl. Since LiF is a wide-gap insulator, one would expect a tightly bound electron-hole pair with the hole located at F sites and the electron at neighboring Li sites. BSE calculations instead have shown that the electron charge is always localized on F atoms (and only weakly on Li atoms). In other words, the role of Cl in the exciton of AgCl is analogous to F in LiF.

As can be seen in Fig. 11 and Fig. 12 the bright exciton with a hole close to chlorine and the dark exciton with hole close to silver have a spherical shape, whereas the other two cases present an elongated shape. An explanation for the difference between these pictures can be
drawn from the dominant single-particle transitions that give rise to each exciton. We distinguish the two possible hole locations: If the hole is situated at a silver atom, the dark exciton is formed by the dipole-forbidden transition Ag $3d \rightarrow 4s$, yielding a spherical shape to the electron distribution; instead, the bright exciton, thanks to the Cl-Ag hybridization of the valence band, has the character of a dipole-allowed transition Ag $d \rightarrow Cl$, giving rise to an axial electron distribution. If the hole is located at a chlorine atom, the dark exciton has the character of the dipole-forbidden transition Cl $3p \rightarrow Cl 3p$ and the corresponding electron distribution has an axial distribution; instead, the character of the bright exciton is the dipole-allowed Cl $3p \rightarrow Cl 4s$, which is possible thanks to the fact that the Cl $4s$ contribute to the conduction band (see Fig. 2) around the $\Gamma$ point where the exciton is formed. This results again into a spherical shape of the electron distribution.

VI. CONCLUSIONS

In conclusion, we have presented an extensive theoretical study of the electronic and optical properties of silver chloride, using ab initio calculations starting from KS-DFT. Since the KS band structure severely underestimates all gaps, we have evaluated quasi-particle corrections using the GW approximation of MBPT. We have found that self-consistency is needed to produce realistic results. In order to understand the optical spectra, we had to include the electron-hole interaction, which leads to strong excitonic effects. One could in principle obtain optical spectra also from the computationally more efficient TDDFT, but excitonic effects in AgCl could not be captured by current approximations. We therefore had to solve the Bethe-Salpeter equation of MBPT.

Since convergence necessitates a dense Brillouin zone
sampling, we used a model to describe the screening of the electron-hole interaction. The most important input for this model is the dielectric constant at vanishing wavevector, which is more difficult to determine than values at larger wavevector. We have shown that this can lead to large errors. We therefore propose to change the model input such that vanishing wavevectors can be avoided. We have shown that this leads to very good agreement between results that are calculated with the full ab initio screening, and those obtained using the model screening. As a byproduct, it also allows us to determine dielectric constants using different levels of theory in a very efficient way. Using this approach, we have obtained optical spectra in good agreement with experiment, again pointing out the need for self-consistency in the calculations.

The calculations show that a threefold degenerate bright exciton, which corresponds to the strong peak that is visible at the onset in the experiment, is preceded by a twofold degenerate exciton that is dark due to destructive interference. Analysis of the electron-hole correlation function reveals that a hole close to a silver atom leads to a strong redistribution of the electron density, whereas the effect is much weaker for a hole close to a chlorine atom. The use of a self-consistent screening calculated in QSGW strongly enhances the localization of the electron around the hole, with respect to RPA screening of the electron-hole interaction. This is interesting, as it may have consequences for the coupling of electronic excitations in AgCl to the lattice, or for the migration of charge between AgCl as a substrate and molecules adsorbed on its surface.
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