Comment on “High–order contamination in the tail of gravitational collapse”
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We confront the predictions of S. Hod, Phys. Rev. D 60, 104053 (1999) for the late–time decay rate of black hole perturbations with numerical data. Specifically, we ask two questions: First, are corrections to the Price tail dominated by logarithmic terms, as predicted by Hod? Second, if there were logarithmic correction terms, do they take the specific form predicted in Hod’s paper? The answer to both questions is “no.”
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The late–time tail of black hole perturbations has been studied in detail $[1, 2, 3, 4, 5, 6, 7, 8]$. The leading–order (in inverse–time) behavior of the tail is well understood: it is given by a power–law in inverse–time, the power index depending on the multipole order of the initial perturbation. Specifically, the late–time behavior is given asymptotically by $t^{-m}$. For initial data with compact support, $m = 2\ell + 3$, \( \ell \) being the multipole order. (For a rotating black hole mode coupling can generate lower values of \( m \) if not disallowed $[6]$.) In Ref. $[9]$, the question of higher–order corrections is addressed. Specifically, Ref. $[9]$ argues that the correction is dominated by a logarithmic term. Indeed, naive expectations support this prediction: as the effective potential that scatters the waves includes a logarithmic term (when expressed in “natural” coordinates, such as the Regge–Wheeler “tor–toise” coordinate), it is natural to expect that logarithmic terms would appear also in the scattered waves. Notwithstanding these expectations, in this Comment we show that the correction terms show no evidence of a logarithmic dependence, and that it is dominated by a simple power series. In fact, Ching et al $[3]$ showed that the Schwarzschild potential is exceptional, in that the leading behavior is not logarithmic, although the potential is. Most logarithmic potentials would induce logarithmic tails. In this Comment we argue, and demonstrate numerically, that the conclusions of Ching et al apply not just to the leading order tail, but also to the leading subdominant term.

That simple higher–order power–series terms exist in the tail is a trivial observation: It is well known that the leading order term in an inverse–time expansion is given by $t^{-m}$. A small shift in the origin of time, i.e., the transformation $t \rightarrow t - t_0$ ($t \gg t_0$, as we are interested in the late–time limit, as $t \rightarrow \infty$) will result in an asymptotic behavior given by $(t-t_0)^{-m} \sim t^{-m} + m t_0 t^{-(m+1)}$. Namely, a simple shift in the origin of time gives rise to a simple power series expansion of the late–time tail, that has nothing to do with black hole scattering. In actual simulations, the origin of time is typically chosen arbitrarily. That is, as no special attention is typically given to the question of where to place the origin of time, one would expect generic simulations to always include such simple–series terms. The interesting question then is not whether simple–series terms exist, but rather whether they are dominated by logarithmic terms, as predicted by Ref. $[8]$. We expect that the answer to the latter question is “no.” These expectations are supported by a failure to reproduce logarithmic terms for the late–time tail, both by the present authors and by others $[10]$.

In the picture that we present in this Comment, the effect of black–hole scattering would then be to add to the correction term, i.e., the behavior of the late–time field would now be given by $t^{-m} + (a + m t_0) t^{-(m+1)}$, where $a$ is a constant (that may depend on the location of the evaluation point and the parameters of the pulse). Distinguishing between a pure power series and a power series that includes logarithmic terms is not easy. Specifically, it is not easy to find from the behavior of the field itself whether logarithmic correction terms appear or not, for the simple reason that the function $\ln t$ increases only very slowly with \( t \), and there are practical limits to how long one can evolve the data numerically. Instead, it is useful to calculate auxiliary quantities—some of which have been introduced before—and look for such quantities for which the signature of the logarithmic correction terms is easily recognizable. In this Comment we focus on three such quantities: (a) the local power index $n := -t \psi/\psi$, (b) $\delta := (n - n_\infty) (t/M)/\ln(t/M)$, and (c) $\Delta := (n - n_\infty) (t/M)$, where $n_\infty := n (t \rightarrow \infty)$. Here we assume, without loss of generality, that the perturbation is that of a Schwarzschild black hole of mass $M$, and that the perturbing field is a spherical ($\ell = 0$) scalar field, so as to make $n_\infty = 3$. In what follows, we assign a subscript “$N$” to numerically evaluated data, and a subscript “$H$” to quantities predicted by Ref. $[8]$.

We propose that the late–time behavior is given by a local power index $n$ as follows:

$$n = 3 + A \frac{M}{t} + B \frac{M^2}{t^2} + \cdots$$  \hspace{1cm} (1)
and the prediction of Ref. [9] is that

\[ n_H = 3 + A_H \frac{\ln(t/M)}{t/M} + B_H \frac{M}{t} + \cdots \]  

(2)

for some dimensionless constants \( A, B; A_H, B_H \). In fact, Ref. [9] predicts that \( A_H = 12 \) exactly. One way to distinguish between the two predictions is to plot \( n_N \) as a function of \( M/t \), and test whether it approaches a straight line asymptotically as \( M/t \to 0 \). This is done in Fig. 3, which displays the numerical data points and the best fit curves based on our ansatz (1) and the ansatz of Ref. [9] (2). The best fit is done using linear regression and the least squares method. We did not consider here the numerical noise in individual data points. We used a 1+1D code in double–null coordinates whose convergence is second order. We specified initially incoming scalar–field perturbations on the characteristic hypersurface, with profile

\[ \psi = \left[ \frac{(v - v_1)(v_3 - v)}{(v_2 - v_1)(v_3 - v_2)} \right]^8 \]

for \( v_1 < v < v_3 \), and \( \psi = 0 \) otherwise, and with \( v_2 = (v_1 + v_3)/2 \). Here, \( v \) is advanced time. In practice, we chose \( v_1 = 10M \) and \( v_3 = 30M \). Although the quantitative results (e.g., the value of the parameters \( A, B, A_H, B_H \)) depend on the choice of initial data, the qualitative behavior—and our conclusions—are independent of the choice of the initial data. The stability and second-order convergence of the code is demonstrated in Fig. 1, that shows the Hölder \( L_p \) vector norms of the local power index at various grid densities, and in Fig. 2 that shows the diagnostic \( \Delta \) as a function of time for different grid densities. Other indicators behave similarly. However, all our diagnostics depend crucially on the local power index, whose calculation requires the numerical differentiation of the field. In fact, we found that
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FIG. 1: The Hölder \( L_p \) vector norms for the local power index. Shown are the \( L_p \) norms for \( p = 1, 2, \infty \) for a vector of ten equally spaced data points at \( r_* = 0 \) between \( t = 9000M \) and \( t = 10000M \). Each norm corresponds to the vector of differences of the data obtained for a grid density of \( 2N \) data points per \( M \) and those obtained for a grid density of \( N \) data points per \( M \). Data are shown for \( N = 1, 2, 4, 8 \). The \( L_1 \) (sum) norm is shown in squares, the \( L_2 \) (Euclidean) norm in circles, and the \( L_\infty \) (maximum) norm in diamonds.

FIG. 2: The diagnostic \( \Delta \) as a function of \( M/t \) for different grid densities (in terms of the number \( N \) of grid point per \( M \)): Bold solid curve (\( N = 1 \)), dotted curve (\( N = 2 \)), dash–dotted curve (\( N = 4 \)), dashed curve (\( N = 8 \)), and thin solid curve (\( N = 16 \)).

FIG. 3: The local power index \( n - 3 \) as a function of \( M/t \). The numerical data points are depicted by circles; The solid line is a best fit curve based on the ansatz (1), and the two dotted curves are the 3σ confidence curves; The dashed curve is a best fit curve based on the ansatz (2), and the two dash–dotted curves are the 3σ confidence curves.
FIG. 4: $\delta$ as a function of $M/t$. Left panel: The circles are the numerical data points; The dotted curve is a first–order best fit curve, and the solid line a second–order best fit curve, based on the ansatz (4); The dashed curve is a second–order best fit curve based on the ansatz (5). Right panel: The difference between the three best fit curves and the numerical data.

FIG. 5: $\delta - 12$ as a function of $M/t$. The circles are the numerical data points, the dashed line is a best fit curve based on the ansatz (4) with $A_H = 12$, and the two dash–dotted curves are the $3\sigma$ confidence curves. The solid curve is a best fit curve based on the ansatz (4) with the corresponding $3\sigma$ confidence curves depicted by the dotted curves.

FIG. 6: $\Delta$ as a function of $M/t$. The circles are the numerical data point, the solid curve is a best fit curve based on the ansatz (4) with the corresponding $3\sigma$ confidence curves shown as the dotted curves, and the dashed curve is the best fit curve based on the ansatz (4), with the corresponding $3\sigma$ confidence curves shown by the dash-dotted curves.

The common double precision floating point arithmetic results in round off noise that prevents us from finding the phenomenon of interest easily. We solve the problem by using quadrupole precision floating point arithmetic. Our code exhibits clear second-order convergence globally, throughout the entire domain of the computation.

Figure 3 displays the local power index as a function of time. It suggests that our ansatz fits the numerical data better than the ansatz of Ref. [9]. Indeed, our curve has a corresponding squared correlation coefficient $R^2 = 0.99985$, whereas $R^2_H = 0.98589$. Table I shows the best fit values for the parameters of the curves. Recall that not only does Ref. [9] make the claim that there are logarithmic correction terms, it also predicts the value of the expansion parameter $A_H$ to equal 12. However, the best fit finds that $A_H = 13.77 \pm 0.17$, which deviates from the prediction of Ref. [9] by over $10\sigma$. Although our best fit curves agrees with the numerical data to a greater extent, it is not easy to distinguish between an asymptotically linear curve (in $t^{-1}$), and a curve that behaves asymptotically like $\ln t/t$. In fact, one can construe the definition for $n$ as a differential equation for the field $\psi$: 

$$\frac{\dot{\psi}}{\psi} + \frac{n(t)}{t} = 0, \quad (3)$$

and if one can show that $n$ is asymptotically linear in $t^{-1}$, our ansatz is proved, and the prediction of Ref. [9] falsified. However, as we have just seen, it is not easy to decide on this question from direct observation of $n$. We therefore consider other diagnostics.

The next diagnostic is $\delta$, which was first introduced in Ref. [9]. Our prediction is that 

$$\delta = \frac{A}{\ln(t/M)} + \frac{B}{(t/M) \ln(t/M)} + \cdots \quad (4)$$

whereas 

$$\delta_H = A_H + \frac{B_H}{\ln(t/M)} + \cdots \quad (5)$$
Figure 4 shows $\delta$ predictions of Ref. [9] are R curve the numerical data. Indeed, we find from our first-order the case of $\delta$ anti-correlates with the numerical data; the former is a decreasing function of $M/t$, and the latter an increasing function.

### Determination of the parameters $A$, $B$ and $A_H$, $B_H$, and the value of the squared correlation coefficients $R^2$ and $R_H^2$ for either ansatz, using the various diagnostics.

| Determination | from $n - 3$ (1st order) | $A$ or $A_H$ | $B$ or $B_H$ | $R^2$ or $R_H^2$ |
|--------------|--------------------------|-------------|-------------|-----------------|
| $n - 3$ (1st order) | 99.51 ± 0.13 | — | — | 0.999851 |
| $\delta$ (1st order) | 98.99 ± 0.12 | — | — | 0.994955 |
| $\delta$ (2nd order) | 97.76 ± 0.05 | 2010 ± 73 | 0.999901 |
| $\Delta$ (1st order) | 98.89 ± 0.13 | — | — | (a) |
| $\Delta$ (2nd order) | 97.708 ± 0.008 | 2059 ± 12 | 0.99946 |

**TABLE I: Determination of the parameters $A$, $B$, $A_H$, $B_H$, and the value of the squared correlation coefficients $R^2$, $R_H^2$ for either ansatz, using the various diagnostics.**

While the first-order prediction of Ref. [9] fails separately from the question of mode couplings in the Kerr case. Our results hold also for the case of a Kerr black hole. Ref. [9] has shown that indeed the local power index is asymptotically linear in $t^{-1}$ also for the case of Kerr perturbations. Using Eq. (3), we conclude that the late-time field is a simple power series in inverse time also for the case of Kerr. (Notice that this question is separate from the question of mode couplings in the Kerr case.) Our results show that a simple power-series fits numerical data much better than an ansatz that include logarithmic terms. In addition, determination of the parameters using different diagnostics is inconsistent, when the prediction of Ref. [9] is assumed. Moreover, the specific determination of Ref. [9] that $A_H = 12$ is shown here to be incorrect to a very high confidence level.
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