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Abstract: In today's authentic universe almost all applications are imbalanced. Data imbalance is growing faster than ever before as many systems are interested in extracting knowledge from lake of data. Imbalance issue occurs because required data is very rare and using that rare data if classification is done we may lead to inaccurate result. In few sensitive imbalance cases like medical and finance if classification is done health and wealth both will get a huge lost. It is observed that big data and imbalance issue are having hand in hand relationship. So, imbalance data is gaining much importance in data science. It is predicted that by the year 2020, about 1.7MB of lake of information will be created every second by each device due to development in science and technology. Almost this lake of information generated will be imbalanced. So, in this paper we will define big data and imbalanced data, how there are related to each other, some of the reasons why imbalance data problems are occurring, various areas where imbalance issues is been effecting, current four machine learning methods for imbalanced data (Data based method, Algorithm based method, Cost sensitive method and ensemble methods), overall performance evaluation of imbalance methods are done using a comparison chart and interpreting achievements of imbalanced data using confusion matrix, Combined evaluation measures (G-means, F-Measure, Balanced Accuracy, Youden Index and Matthews’s correlation coefficient) and Graphical performance evaluation using Receiver operating characteristic (ROC) curve and Area under the curve (AUC) and lastly, considering of result of various imbalance methods.
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I. INTRODUCTION

Now a day’s modern systems are generating lake amount of information and every one are interested in extracting knowledge from it. There is no particular structure for lake amount of information it may be in the form of structured, unstructured or semi structured. But most of the data is unstructured. This lake unstructured data is known as big data. In 2001, Gartner’s Doug Laney first presented big data as three V’s but, later many V’s were added to big data which can be shown in Fig. 1.

Many systems in the world such as industry, commercial and bank are interested in extracting knowledge from the lake of data. From past two decades it is observed that data size is increasing tremendously. In year 2011 the size of digital data is roughly 1.8 Zettabytes and by the year 2020, the size will be 50 times more. And it is observed that almost big data generated is imbalanced which can be shown in Fig. 2.

So, if we consider big data as ‘D’ and imbalanced data as ‘I’ then we can denote it as $I \subseteq D$ i.e. imbalanced data is part or almost equal to the big data which can be shown in the Fig. 3. Where ever big data is present imbalance data problem occurs. Imbalance data problem is seen in many operations like text mining [1], presence of oil spills detection [10], video mining [2], target detection [3], software defect prediction [4], sentiment analysis [5], industrial systems monitoring [6], cancer malignancy grading [7], behavior analysis [8], detection of fraudulent phone calls [11], activity recognition [9] and so on. So, we can say where ever rare data is present imbalance data problem occurs. When there is lake amount of data and distribution of that data among the classes is unequal then imbalance issue occurs. So, to solve this issue converting of imbalanced data to balance data is needed.
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II. A LIGHT ON IMBALANCE DATA PROBLEM

If a class contains greater data count than the alternative classes then it is called imbalance dataset [12]. The greater data count class is known as huge or wrong or majority or negative class and less data count class is known as tiny or right or minority or positive class. Here right class is very rare and it is most important to us. So, this rare data leads to imbalance data problem. Imbalance data set can be shown in the Fig. 4.

If rare data problem occurs in finance and biomedical field it results in a great lost. For instance, in imbalanced cancer dataset right (minority) class represents patient who have cancer and wrong (majority) class represents patient who does not have cancer. Depending on wrong class if decision is taken patient may missed the best time for treatment. This is occurring because accuracy of wrong class is considered here. So, accuracy of right class has to be considered.

For classification of big data many machine learning approaches are developed such as logistic Regression, Decision trees, Neural Network & Naive Bayes. The class imbalance generally influences the performance of classical classification. The classical or traditional machine learning approaches doesn’t work well with imbalanced data as there are dependent on general condition or common search but for imbalanced data specific search is required. Some of the reasons observed for imbalanced data problem are:

1) Required data may be in less number.
2) Due to missing values.
3) The sample picked from the ‘D’ dataset may contain fewer amount of required data.
4) Required data may present at extreme ends or at boundary line.
5) Due to incomplete data.
6) Due to large amount of redundant data.
7) Due to noisy data.
8) The required data may be considered as outlier.
9) Due to class overlapping.
10) Due to small disjuncts.

III. UNFOLDING IMBALANCE DATA PROBLEM

To unfold imbalanced data problem, imbalance data have to convert to balance data. For that from past two decades many research and studies were conducted.

Data based also knows as external or sampling method. It targets on modifying the sample set by incrementing or decrementing samples to make suitable for standard learning algorithm. It is basically divided into three types oversampling, undersampling and hybrid sampling methods. Oversampling tries to highlight the right (minority) class by incrementing the data count of right class. Methods under oversampling are ROS, CBOS [20], SMOTE [14], B-SMOTE [15] and MWM[21]. On other hand Undersampling decrements the data count of wrong class so that right class is highlighted. RUS [16], CBUS [17], DSUS [18] and F-CBUS [19] are methods under it. Hybrid sampling is combination of oversampling and undersampling.

Algorithm based method [24] also knows as internal method. In algorithm method existing algorithms are updated for boosting the classification of the right class and performance of dataset. Decision tree, backpropagation neural network, Bayesian network, SVM, z-SVM, weighted nearest neighbor classifier, argument based rule learning and associative classification are some examples for it.

Distinct misclassification costs are allotted for distinct classes in Cost sensitive method [23]. Mainly it aims to assigns a higher weight for right class in order to make classifier give more priority to right class samples when it is used in imbalance data classification. It combines both algorithm and data level methods. C4.5, near Bayesian SVM, cost sensitive NN with PSO are few examples.

The ensemble method [22] are best for improving individual classifier achievements. It construct several two stage classifiers and the aggregate their predictions by considering original data. It contains compatible algorithms, cost sensitive operations and preprocessing. Bagging, boosting, boosting using cost sensitive and hybrid are some ensemble methods.

IV. INTERPRETING THE ACHIEVEMENTS OF IMBALANCED DATA

The classifiers performances are evaluated using evaluation matrices. The most popular evaluation technique is confusion matrix which is shown in Fig. 5. But, it works well with majority type of data. It is not good with imbalanced data.

![Confusion Matrix](image)

Fig. 5. Confusion Matrix

Later many approaches have been proposed which basically falls into four categories. Data based, algorithm based, cost sensitive and ensemble method [13].
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Table – I: Contrasting of various Imbalance Methods

| Sno | Approaches     | Methods                                      | Merits                                                                                     | Demerits                                                                                   |
|-----|----------------|----------------------------------------------|--------------------------------------------------------------------------------------------|--------------------------------------------------------------------------------------------|
| 1   | Data based     | Oversampling                                 | • No information loss.                                                                     | • Perform worst if dataset is large.                                                      |
|     | Approach       | Unnder sampling                              | • It performs well if sample is small.                                                     | • Increases processing time.                                                              |
|     |                |                                              | • Perform well if small amount of data is present.                                         | • Risk of over fitting.                                                                   |
|     |                | Hybrid                                       | It takes advantages of oversampling and undersampling.                                     | Both methods have to implement simultaneously.                                                |
| 2   | Algorithm      | SVM, Decision tree, z-SVM, weighted nearest  | • Depends only on internal logic.                                                           | • Modification of existing learners.                                                       |
|     | Based          | classifier, argument based rule learning,    | • Effective algorithms because depending on problem algorithms are developed.             | • It may need some preprocessing task.                                                      |
|     | Approach       | associative classification, backpropogation  |                                                                                            |                                                                                            |
|     |                | network.                                     |                                                                                            |                                                                                            |
| 3   | Cost Sensitive | Near Bayesian SVM, Cost Sensitive NN, PSO,   | • It performs well if dataset is large.                                                     | • Problem when real cost value is unavailable (error cost is added when real cost is not |
|     | Approach       | C4.5, Cost Sensitive learning for SVM, SVM  | • It builds a model with minimum misclassification costs and process fastely.             | known)                                                                                     |
|     |                | for Adaptively Asymmetrical Misclassification |                                                                                            | • Worst with small dataset.                                                               |
| 4   | Ensemble       | Bagging, Boosting, Booting using cost        | • Simple, popular, easy to apply, competitive, robust to difficult data, versatile and    | • Hard to predict how much vast ensembles must built.                                      |
|     | Approach       | sensitive, hybrid.                           | diverse method.                                                                            | • It depends on majority voting.                                                           |
|     |                |                                              | • Used as esteemed method in solving imbalance problem.                                    | • Complexity increases with increasing of methods.                                         |

Accuracy, error rate, sensitivity, specificity and precision metrics were added to confusion matrix to improve the performance when imbalanced data was considered which can be refer to “(1)”.

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \\
\text{Error Rate} = 1 - \text{Accuracy} = \frac{FP + FN}{TP + TN + FP + FN} \\
\text{Sensitivity} (\text{Or Recall}) = \frac{TP}{TP + FN} (\text{Accuracy of positive examples}) \\
\text{Specificity} = \frac{TN}{TN + FP} (\text{Accuracy of negative examples}) \\
\text{Precision} = \frac{TP}{TP + FP}
\]

Combined evaluation measures like G-means, F-Measure, Balanced Accuracy, Youden Index and Matthews’s correlation coefficient refer to “(2)” combines both sensitivity and specificity by which more accuracy results are obtained in imbalanced dataset.

\[
\text{GM} = \sqrt{\text{Sensitivity} \times \text{Specificity}} \\
F_\beta = \left(\frac{1 + \beta^2}{\beta}\right) \frac{TP}{Recall \times Precision} \\
\text{Balanced Accuracy} = \frac{1}{2} \left(\text{Sensitivity} + \text{Specificity}\right) \\
J = 2^4 \text{Balanced Accuracy} - I \\
\text{MCC} = \frac{TP \times TN - FP \times FN}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}}
\]

Graphical performance evaluation is important as it is visualization metrics for evaluating any classifiers model performance. ROC (Receiver operating characteristic) and AUC (Area under the curve) curves are examples of it. ROC and AUC uses concepts of confusion matrices, specificity and sensitivity. ROC shows the vice versa relationship between true positives and false positives. AUC is used to know which model is best on average to evaluate the classifiers performance. Area of the graphic is considered to compute the AUC measure.

V. RESULTS

We study the performance of four approaches data based, algorithm based, cost sensitive and ensemble. Finally, now we can contrast the four imbalance approaches which can shown in Table–I. And to make comparison more accurate the overall performance can be shown with the help of a chart in Fig. 6. By viewing it we can understand that ensemble methods perform better than other methods.
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VI. CONCLUSION
Here we tried to zoom on relationship between big data and imbalanced data, reason behind imbalance issue, areas effecting imbalance issue. And each machine learning method was considered in detail with their merits, demerits and performance.

After making all study we came to a conclusion that imbalanced data is a burning issue of big data which never comes to an end. To have accurate prediction model imbalanced data have to convert to balance later, classification is to be done for that enhanced multiple methods have to consider. So, our forthcoming work will depend on advanced ensemble methods by which efficient and optimistic outcomes are obtained when imbalance issue occur.
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