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Abstract. We consider a model of electrons in a finite topological insulator. We numerically study the propagation of electronic wave-packets localized near edges of the structure in the presence of defects and random disorder. We compare the propagation with computations of the spectral localizer index: a spatially local topological index. We find that without disorder, wave-packets propagate along boundaries between regions of differing spectral localizer index with minimal loss, even in the presence of strong defects. With disorder, wave-packets still propagate along boundaries between regions of differing localizer index, but lose significant mass as they propagate. We also find that with disorder, the localizer gap, a measure of the localizer index “strength”, is generally smaller away from the boundary than without disorder. Based on this result, we conjecture that wave-packets propagating along boundaries between regions of differing spectral localizer index do not lose significant mass whenever the localizer gap is sufficiently large on both sides of the boundary.

1. Introduction

1.1. Motivation. Topological insulators are materials which conduct robustly at their physical edge [15, 2]. The robustness of this edge conductance has attracted huge attention for industrial applications because it may make possible novel low-power electronic devices, for example the recently proposed “topological transistor” [5].

The robust edge conductance of topological insulators can be seen already at the level of solutions of a single-electron Schrödinger equation. Specifically, one observes that wave-packets formed from edge states (eigenfunctions of the system Hamiltonian localized near to the edge of the material) of topological insulators are minimally disrupted by defects as they propagate around the edge of the material. This remarkable wave phenomenon has by now been experimentally observed across many model wave systems governed by the Schrödinger equation [26, 19, 12, 4, 38, 40, 7].

In recent years, significant mathematical progress has been made towards understanding this phenomenon. A particular focus of research has been the “bulk-boundary correspondence”, which states that the existence of edge states is equivalent to non-triviality of topological invariants associated with the “bulk” (i.e. far from edges) material [18, 39, 21, 23, 22, 9, 12, 28, 36, 27, 13, 14, 1]. The fact of this link explains the observed persistence of edge states under strong perturbations, and explains to some extent the stable propagation of wave-packets formed from these edge states. However, relatively little attention has been paid to understanding the stability of edge wave-packet propagation directly (although [1, 8] do address local details of “topologically-protected” propagation at edges).
1.2. **Aim of this paper.** The aim of this paper is to understand to what extent wave-packet propagation at edges of topological insulators can be predicted using the “localizer index”, a *spatially local* topological index proposed by Loring [28]. More specifically, we are interested in whether wave-packets propagate stably along the boundary between regions of distinct localizer index, *even when the material has strong defects and disorder*. We will focus on the “$p_x + ip_y$” model, a simple model of a two-dimensional time-reversal symmetry-broken (Chern) topological insulator which can be defined easily on arbitrary arrangements of points in $\mathbb{R}^2$ [11]. We describe our aims in more detail in Section 5.

1.3. **Summary of results.** Our results, stated roughly, can be summarized as follows.

- In the absence of random disorder, wave-packets initialized at boundaries between regions of distinct localizer index propagate stably along the boundary, even when the edge has strong defects such as sites missing from the edge.
- When the structure has significant disorder, wave-packets initialized at boundaries between regions of distinct localizer index may or may not propagate stably between regions of distinct localizer index. Hence index information alone does not provide useful information in this case. However, if this information is supplemented with secondary information about the “strength” of the index at each point, the combined information is somewhat predictive in determining the stability of propagating wave-packets. These results will be clarified and expanded on in Sections 6 and 7.

1.4. **Related work.** Other than Loring [28] (see also [17, 16, 31, 32, 30]), several authors have proposed local topological indices including Kitaev [25], and Bianco and Resta [3] (see also [37, 34]). A recent work has studied the localizer on a similar model to that considered here, although without considering dynamics of solutions of the time-dependent Schrödinger equation [33]. Mitchell, Irvine, et al. have investigated topological insulators built from random point sets using Kitaev’s local index and demonstrated numerically that wave-packets propagate robustly at the edge of such systems [35].

1.5. **Structure of paper.** The structure of this paper is as follows. In Section 2 we review the “$p_x + ip_y$ model”, the model of a two-dimensional time-reversal symmetry-broken topological insulator we will use for our numerical experiments. In Section 3 we review the definitions of the localizer and localizer index in general. In Section 4 we explain how the localizer and localizer index define a form of bulk-boundary correspondence. In Section 5 we define the aims of our project precisely. In Section 6 we present our first results: computations of the localizer index and the localizer index “strength” (localizer gap). In Section 7 we present our main results: comparisons of computations of the localizer index and gap with computations of wave-packet dynamics.
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2. The $p_x + ip_y$ Model

We consider the $p_x + ip_y$ model as introduced by [11]. We first describe this model on an infinite two-dimensional square lattice, where the model’s Chern numbers can be easily defined and numerically computed (Section 2.1). We then describe the generalization of this model we will study in the remainder of this work, which is defined on arbitrary finite point sets of $\mathbb{R}^2$. Working with this generalization will allow us to study the effects of quite general disorder (Section 2.2).

2.1. $p_x + ip_y$ Model on an Infinite Two-Dimensional Square Lattice. We consider the Hilbert space $\mathcal{H} := l^2(\mathbb{Z}^2; \mathbb{C}^2)$, denoting elements of this space by $\psi = (\psi_{m,n})_{m,n \in \mathbb{Z}^2}$ where $\psi_{m,n} \in \mathbb{C}^2$. The Hamiltonian acts by

\begin{equation}
(H\psi)_{m,n} = A^*\psi_{m-1,n} + B^*\psi_{m,n-1} + V\psi_{m,n} + A\psi_{m+1,n} + B\psi_{m,n+1},
\end{equation}

where

\begin{equation}
A := -t\sigma_3 - \frac{i\Delta}{2}\sigma_1, \quad B := -t\sigma_3 - \frac{i\Delta}{2}\sigma_2, \quad V := -\mu\sigma_3.
\end{equation}

Here $\mu, t, \Delta$ are real parameters,

\begin{equation}
\sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix},
\end{equation}

denote the Pauli matrices, and $M^*$ denotes the conjugate transpose (adjoint) of $M$.

Periodicity of the Hamiltonian implies eigenvectors $\Phi$ of $H$ can be chosen to satisfy the Bloch conditions $\Phi_{m+1,n} = e^{ik_1}\Phi_{m,n}$, $\Phi_{m,n+1} = e^{ik_2}\Phi_{m,n}$, where $k_1, k_2 \in [0, 2\pi)^2$ are the quasi-momenta. For such eigenvectors $\chi := \Phi_{00}$ satisfies the $k$-dependent eigenvalue problem

\begin{equation}
H(k_1, k_2)\chi = E\chi
\end{equation}

\begin{equation}
H(k_1, k_2) := (-\mu - 2t(\cos(k_1) + \cos(k_2)))\sigma_3 + \Delta\sin(k_1)\sigma_1 + \Delta\sin(k_2)\sigma_2.
\end{equation}

The eigenvalues of this matrix, the Bloch band functions, are

\begin{equation}
E_{\pm}(k_1, k_2) = \pm 2t\sqrt{(\Delta')^2\sin^2(k_1) + (\Delta')^2\sin^2(k_2) + (\mu' + \cos(k_1) + \cos(k_2))^2},
\end{equation}

where $\Delta' := \frac{\Delta}{2t}$ and $\mu' := \frac{\mu}{2t}$.

Ignoring the trivial case where $t = 0$, for band touchings (and hence topological transitions) to occur it must be that

\begin{equation}
(\Delta')^2\sin^2(k_1) = 0
\end{equation}

\begin{equation}
(\Delta')^2\sin^2(k_2) = 0
\end{equation}

\begin{equation}
\mu' + \cos(k_1) + \cos(k_2) = 0.
\end{equation}

There are two possibilities: $\Delta' \neq 0$ or $\Delta' = 0$, which we will consider in turn.

If $\Delta' \neq 0$, the first two conditions imply that band touchings can only occur when $k_1, k_2 \in \{0, \pi\}$. For the third condition to hold there are four possibilities,
We require either \( k_1 = k_2 = 0 \) and \( \mu' = -2, k_1 = k_2 = \pi \) and \( \mu' = 2, k_1 = \pi, k_2 = 0 \) and \( \mu' = 0 \), or \( k_1 = 0, k_2 = \pi \) and \( \mu' = 0 \).

If \( \Delta' = 0 \), then band touchings cannot occur for \( |\mu'| > 2 \), but occur for every \( |\mu'| \leq 2 \). To see this, note that in this case we can always choose \( k_1 \) such that \( |\mu' + \cos(k_1)| \leq 1 \), and hence for such a \( k_1 \) we can always find \( k_2 \) such that
\[
\mu' + \cos(k_1) + \cos(k_2) = 0. \tag{2.7}
\]

For \( \Delta' \neq 0 \) and \( \mu' \notin \{-2, 2\} \), and for \( \Delta' = 0 \) and \( |\mu'| > 2 \), the system has a spectral gap and the Chern numbers \( C_\pm \) of the bands \( E_\pm \) are well-defined. We define the Chern numbers of the upper and lower bands by
\[
C_\pm = \frac{1}{2\pi i} \int_0^{2\pi} \int_0^{2\pi} F_\pm(k_1, k_2) \, dk_1 \, dk_2
\]
\[
F_\pm(k_1, k_2) = \partial_{k_2} \langle \chi_\pm | \partial_{k_1} \chi_\pm \rangle - \partial_{k_1} \langle \chi_\pm | \partial_{k_2} \chi_\pm \rangle.
\]

When \( \Delta' = 0 \), time-reversal symmetry in the form
\[
\bar{H}(k_1, k_2) = H(-k_1, -k_2) \tag{2.9}
\]
holds, which implies both Chern numbers are trivially zero. When \( \Delta' \neq 0 \), numerical computation (using [10]) shows that for \( 0 < \mu' < 2, C_\pm = \pm 1 \), for \( -2 < \mu' < 0, C_\pm = \mp 1 \). When \( |\mu'| > 2, C_\pm = 0 \), see Figure 2.1.

2.2. \( p_x + ip_y \) model on an arbitrary finite point set of \( \mathbb{R}^2 \) and disorder.

We now introduce a generalization of the model introduced in the previous section defined on arbitrary point sets of \( \mathbb{R}^2 \). In what follows we will be interested in studying the \( p_x + ip_y \) model introduced in Section 2.1 truncated to a finite square lattice, and how properties of this system change as we add defects and disorder.

We consider a set of \( N \) points in the plane with co-ordinates \( r_j = (x_j, y_j) \in \mathbb{R}^2 \) where \( j \in \{1, \ldots, N\} \). We assume the set is disjoint, so that \( j \neq k \iff r_j \neq r_k \).
We consider the Hilbert space $\mathcal{H} := l^2(\{1, \ldots, N\}; \mathbb{C}^2)$, denoting elements of this space by $\psi = (\psi_j)_{j \in \{1, \ldots, N\}}$ where $\psi_j \in \mathbb{C}^2$. We define a Hamiltonian by
\[(2.10) \quad (H\psi)_j = H_{jj}\psi_j + \sum_{\substack{k=1 \atop j \neq k}}^N H_{jk}\psi_k,\]
where $H_{jj}$ and $H_{jk}$ are the $2 \times 2$ matrices defined by
\[(2.11) \quad H_{jj} = -\mu_j\sigma_3, \quad H_{jk} = \rho(|r_j - r_k|) \left[ -t\sigma_3 - \frac{i\Delta}{2}\sigma_1 \cos(\theta(r_j, r_k)) - \frac{i\Delta}{2}\sigma_2 \sin(\theta(r_j, r_k)) \right].\]
Here the function $\rho(\zeta)$ is a kind of cutoff function defined by
\[(2.12) \quad \rho(\zeta) = \begin{cases} \sqrt{2} - \frac{\zeta}{\sqrt{2}} & 0 \leq \zeta \leq \sqrt{2} \\ \sqrt{2} - 1 & \zeta > \sqrt{2}. \end{cases}\]
The function $\theta(r_j, r_k)$ denotes the angle between the vector which points from $r_j$ to $r_k$ and the unit vector pointing along the positive $x$ axis, and $\mu_j$ denotes a real number which depends on $j$. With these definitions, the action of the Hamiltonian (2.10) reduces to (2.1) in the case when the point set has the form of a regular square lattice with sides of length 1 and all of the $\mu_j$ are equal.

In what follows we will be interested in the dynamics of electrons modeled by the Schrödinger equation
\[(2.13) \quad i\partial_t \psi = H\psi \quad \psi(0) = \psi_0,\]
for $\psi(t) : [0, T] \to l^2(\{1, \ldots, N\}; \mathbb{C}^2)$, where $H$ is defined by (2.10). We will first study these dynamics for the case of a finite point set arranged in a square lattice such that the distance between adjacent sites is 1 and such that every $\mu_j$ is equal. We will then be interested in how these dynamics are affected by various perturbations of the atomic positions $r_j$ and onsite potentials $\mu_j$. We will first study localized, deterministic, perturbations of these parameters, and then random disorder modeled by random variations of these parameters. Note that when we perturb the atomic site positions $r_j$, the topology of the network (the pairs of sites between which hopping occurs) may change because of the distance dependence of the function $\rho$.

The specific models of disorder we will study are as follows. We suppose that the onsite potentials $\mu_j$ are drawn from a uniform distribution centered at $\mu$, with width $\sigma_\mu$. We call this kind of disorder potential disorder. We then suppose that the site positions $r_j$ are determined by first drawing an angle $\Phi$ from the uniform distribution on the interval $[0, 2\pi]$, and then a radius $R$ from the uniform distribution on the interval $[0, \sigma_r]$. We then take
\[(2.14) \quad r_j = r_{j,0} + R(\cos(\Phi), \sin(\Phi)),\]
where $r_{j,0}$ denotes the position of the $j$th site in a perfect square lattice with sides of length 1. We call this kind of disorder position disorder. Note that when $\sigma_\mu = \sigma_r = 0$ we recover a finite square lattice structure without disorder.

Note that in all cases other than an infinite periodic lattice, the Chern numbers in momentum space (2.8) are not well-defined. In the next section we will describe the spectral localizer index, a local topological index which can be used to probe properties of this system.
3. The spectral localizer spectrum and index

In this section, for the reader’s convenience, we give a self-contained introduction to the spectral localizer and its associated index (see also [28]). We introduce these concepts first without reference to the physical system we intend to study, before explaining the connection in Section 4. The spectral localizer spectrum was originally introduced by Kisil [24], who referred to it as the Clifford spectrum.

3.1. Spectral localizer spectrum. It is well-known that $M$ Hermitian matrices $A_j \in \mathbb{C}^{N \times N}$, $j \in \{1, \ldots, M\}$, which pair-wise commute:

\[(3.1) \quad [A_i, A_j] = 0 \quad \text{for each} \quad 1 \leq i \leq M, \quad 1 \leq j \leq M,
\]

can be simultaneously diagonalized, i.e. there exists a basis of simultaneous eigenvectors $\{v_k\}_{k \in \{1, \ldots, N\}}$ which satisfy

\[(3.2) \quad A_j v_k = \lambda_{j,k} v_k, \quad j \in \{1, \ldots, M\}, k \in \{1, \ldots, N\}
\]

for some real numbers $\lambda_{j,k}$.

Suppose we are given Hermitian matrices $A_j \in \mathbb{C}^{N \times N}$, $j \in \{1, \ldots, M\}$, which, instead of pair-wise commuting (3.1), pair-wise $\delta$-commute for some $\delta > 0$:

\[(3.3) \quad \| [A_i, A_j] \| \leq \delta \quad \text{for each} \quad 1 \leq i \leq m, 1 \leq j \leq m,
\]

where $\| A \|$ denotes the usual operator norm of a matrix. In this case, there is no hope of finding a basis of simultaneous eigenvectors of all of the $A_j$. We ask instead if we can find $\epsilon$-approximate eigenvectors $w$ which satisfy:

\[(3.4) \quad \| A_j w - \mu_j w \| \leq \epsilon(\delta) \quad j \in \{1, \ldots, M\},
\]

for some real numbers $\mu_j$, such that $\epsilon(\delta) \to 0$ as $\delta \to 0$.

We focus on the case $M = 3$ since this is the case which is relevant for the two-dimensional model we consider in this work. Following Loring [28], we consider the family of $2N \times 2N$ Hermitian matrices known as the spectral localizer:

\[(3.5) \quad L_\lambda(A_1, A_2, A_3) := \begin{pmatrix} (A_3 - \lambda_3) & (A_1 - \lambda_1) - i(A_2 - \lambda_2) \\ (A_1 - \lambda_1) + i(A_2 - \lambda_2) & -(A_3 - \lambda_3) \end{pmatrix},
\]

parameterized by the vector of real numbers $\lambda = (\lambda_1, \lambda_2, \lambda_3) \in \mathbb{R}^3$. We claim that whenever $L_\lambda(A_1, A_2, A_3)$ has an eigenvalue equal to zero, we can find an $\epsilon$-approximate simultaneous eigenvector of the matrices $A_j$ with associated eigenvalues $\lambda_i$ such that $\epsilon(\delta) \to 0$ as $\delta \to 0$. We refer to the set of $(\lambda_1, \lambda_2, \lambda_3) \in \mathbb{R}^3$ such that $L_\lambda(A_1, A_2, A_3)$ has an eigenvalue equal to zero as the spectral localizer spectrum of the matrices $\{A_j\}_{1 \leq i \leq 3}$. In what follows we will often abbreviate terminology and simply refer to the localizer and localizer spectrum.

In order to avoid writing out large matrices in detail we at this point recognize that the localizer can be written compactly using the tensor product and Pauli matrices as

\[(3.6) \quad L_\lambda(A_1, A_2, A_3) = \sigma_1 \otimes (A_1 - \lambda_1) + \sigma_2 \otimes (A_2 - \lambda_2) + \sigma_3 \otimes (A_3 - \lambda_3).
\]

Suppose that for some value of $\lambda_1, \lambda_2,$ and $\lambda_3$ such a zero eigenvalue exists:

\[(3.7) \quad L_\lambda(A_1, A_2, A_3) \begin{pmatrix} u \\ w \end{pmatrix} = 0,
\]
for some \( v, w \in \mathbb{C}^n \) where at least one of \( v \) and \( w \) is \( \neq 0 \). We first apply the matrix \( L_\lambda(A_1, A_2, A_3) \) again to both sides of this equation to see that:

\[
L_\lambda(A_1, A_2, A_3)^2 \begin{pmatrix} v \\ w \end{pmatrix} = 0.
\]

Because of the special form of \( L_\lambda(A_1, A_2, A_3) \), we have that

\[
L_\lambda(A_1, A_2, A_3)^2 = I \otimes [(A_1 - \lambda_1)^2 + (A_2 - \lambda_2)^2 + (A_3 - \lambda_3)^2] + i\sigma_1 \otimes [A_2, A_3] + i\sigma_2 \otimes [A_3, A_1] + i\sigma_3 \otimes [A_1, A_2],
\]

where \( I \) is the \( 2 \times 2 \) identity matrix. We at this point assume (without loss of generality since the case where \( |w| \geq |v| \) is similar) that \( |v| \geq |w| \). Observe that the first entry of the vector identity (3.8) can be written:

\[
\hat{\lambda} (A_1 - \lambda_1) v = -i [A_1, A_2] v - (i \lambda_2 A_3 + i \lambda_3 A_2) w.
\]

Dividing both sides of this equation by \( |v| \) yields:

\[
\hat{\lambda} (A_1 - \lambda_1)^2 v = -i [A_1, A_2] \frac{\hat{v}}{|v|} - (i \lambda_2 A_3 + i \lambda_3 A_2) \frac{w}{|v|},
\]

where \( \hat{v} := \frac{v}{|v|} \). Taking the inner product of both sides of this equation gives:

\[
\langle \hat{v} | (A_1 - \lambda_1)^2 \hat{v} \rangle + \langle \hat{v} | (A_2 - \lambda_2)^2 \hat{v} \rangle + \langle \hat{v} | (A_3 - \lambda_3)^2 \hat{v} \rangle = -i \langle \hat{v} | [A_1, A_2] \frac{\hat{v}}{|v|} \rangle - i \langle \hat{v} | [A_3, A_1] \frac{w}{|v|} \rangle.
\]

Using the facts that: (1) \( A_i - \lambda_i \) is Hermitian (2) \( \langle v | v \rangle = |v|^2 \) for any vector \( v \in \mathbb{C}^n \), we find that

\[
|\langle A_1 - \lambda_1 \rangle \hat{v} |^2 + |\langle A_2 - \lambda_2 \rangle \hat{v} |^2 + |\langle A_3 - \lambda_3 \rangle \hat{v} |^2
\]

\[
= -i \langle \hat{v} | [A_1, A_2] \hat{v} \rangle - i \langle \hat{v} | [A_3, A_1] \frac{w}{|v|} \rangle - i \langle \hat{v} | [A_2, A_3] \frac{w}{|v|} \rangle.
\]

We now bound the right-hand side using the Cauchy-Schwarz inequality (\( |\langle v | w \rangle| \leq |v||w| \) for any \( v, w \in \mathbb{C}^n \)) and the bound (3.3) on the operator norm of the commutators:

\[
|\langle A_1 - \lambda_1 \rangle \hat{v} |^2 + |\langle A_2 - \lambda_2 \rangle \hat{v} |^2 + |\langle A_3 - \lambda_3 \rangle \hat{v} |^2 \leq \|[A_1, A_2]\| + \|[A_3, A_1]\| + \|[A_2, A_3]\| \leq 3\delta.
\]

Since the left-hand side is a sum of positive numbers we conclude that:

\[
|A_i \hat{v} - \lambda_i \hat{v}| \leq \sqrt{3\delta} \frac{1}{2} \text{ for each } 1 \leq i \leq m,
\]

where \( \hat{v} \neq 0 \), i.e. that \( \hat{v} \) is an \( \epsilon \)-approximate simultaneous eigenvector of the \( A_i \)'s with associated eigenvalues \( \lambda_i \) with \( \epsilon(\delta) = \sqrt{3\delta} \).
3.2. The spectral localizer index: a guide to the location of localizer spectrum. We can associate an index to any point in parameter space $\lambda = (\lambda_1, \lambda_2, \lambda_3) \in \mathbb{R}^3$ not in the localizer spectrum (i.e. where $L_\lambda(A_1, A_2, A_3)$ does not have a zero eigenvalue) as follows. We define the spectral localizer index of such a point to be:

\[
\text{ind}(\lambda_1, \lambda_2, \lambda_3) := \frac{1}{2} \text{sig}_L(A_1, A_2, A_3),
\]

where the matrix signature is defined by

\[
\text{sig}_L(A_1, A_2, A_3) = \{\text{number of +ve eigenvalues of } L_\lambda \} - \{\text{number of -ve eigenvalues of } L_\lambda \}.
\]

Note that whenever the index is well-defined it must be equal to an integer. Note also that the index is more properly associated to the matrix triple $(A_1, A_2, A_3)$, but when the matrices $\{A_i\}_{1 \leq i \leq 3}$ are understood it is simpler to think of the index being associated to the point $\lambda = (\lambda_1, \lambda_2, \lambda_3) \in \mathbb{R}^3$.

The localizer index can be used to detect the approximate locations of zero eigenvalues of $L_\lambda(A_1, A_2, A_3)$ as follows. We first note that the eigenvalues of a Hermitian matrix which depends on parameters vary continuously as the parameters are varied. Now suppose that we can identify two locations in parameter space $(\lambda_1, \lambda_2, \lambda_3) \in \mathbb{R}^3$ and $(\lambda'_1, \lambda'_2, \lambda'_3) \in \mathbb{R}^3$ such that $\text{ind}(\lambda_1, \lambda_2, \lambda_3) = 1$ but $\text{ind}(\lambda'_1, \lambda'_2, \lambda'_3) = 0$, and consider any continuous path in parameter space which starts at $(\lambda_1, \lambda_2, \lambda_3)$ and ends at $(\lambda'_1, \lambda'_2, \lambda'_3)$. For example, we can take the straight line path:

\[
(\lambda_1(t), \lambda_2(t), \lambda_3(t)) := (t\lambda_1 + (1 - t)\lambda'_1, t\lambda_2 + (1 - t)\lambda'_2, t\lambda_3 + (1 - t)\lambda'_3) \quad t \in [0, 1].
\]

Since the path is assumed continuous, the eigenvalues of $L_\lambda(A_1, A_2, A_3)$ must vary continuously along the path, and hence the index \[\text{ind}(\lambda_1, \lambda_2, \lambda_3)\] must also vary continuously wherever it is defined along the path. Since any function equal to an integer which is continuous must actually be constant, we can conclude immediately that there must be a point along the path where the index is not well-defined, i.e. there must be a point along the path which is in the localizer spectrum (where the matrix $L_\lambda(A_1, A_2, A_3)$ has a zero eigenvalue). In fact, we can make the stronger statement that at some point it must be that an eigenvalue actually transitions along the path from being a positive to a negative eigenvalue (or vice versa). If this were not the case then the index \[\text{ind}(\lambda_1, \lambda_2, \lambda_3)\] would not change between the ends of the path.

The values of the index \[\text{ind}(\lambda_1, \lambda_2, \lambda_3)\] as $\lambda_1$, $\lambda_2$, $\lambda_3$ is varied can therefore be a guide to the location of points in the localizer spectrum which, as we have seen in the previous section, correspond to “eigenvalues” of $\epsilon$-approximate simultaneous eigenvectors of the matrices $\{A_i\}_{1 \leq i \leq 3}$ (in the sense of \[\text{3.4}\]) where $\epsilon(\delta) \to 0$ as $\delta \to 0$.

3.3. The localizer pseudo-spectrum: a computable alternative to the localizer spectrum. Recall that the localizer spectrum is defined as the set of $\lambda = (\lambda_1, \lambda_2, \lambda_3) \in \mathbb{R}^3$ such that the matrix $L_\lambda(A_1, A_2, A_3)$ has a zero eigenvalue. It is common when computing eigenvalues of matrices numerically for the computed eigenvalues to deviate slightly from their true values because of round-off error which is inevitable when doing floating point arithmetic. It is therefore...
better in practice to compute, instead of the localizer spectrum, the localizer $\mu$-
pseudo-spectrum defined by:

$$\{ \lambda = (\lambda_1, \lambda_2, \lambda_3) \in \mathbb{R}^3 : L_\lambda(A_1, A_2, A_3) \text{ has an eigenvalue with norm } \leq \mu \}.$$

Here $\mu \geq 0$ is assumed small, with its precise value to be chosen depending on
the application. Note that when $\mu = 0$ we recover the definition of the localizer
spectrum and that the localizer spectrum is clearly a subset of the localizer
$\mu$-pseudo-spectrum for any $\mu \leq 0$. An essentially identical argument to that given in
Section 3.2 then implies that whenever $(\lambda_1, \lambda_2, \lambda_3) \in \mathbb{R}^3$ is in the localizer $\mu$-
pseudo-spectrum, the matrices $\{A_i\}_{1 \leq i \leq 3}$ have an $\epsilon$-approximate simultaneous eigenvector
with:

$$\epsilon(\delta, \mu) = (\mu^2 + 3\delta)^{\frac{1}{2}},$$

which clearly $\to 0$ as $\mu \to 0$ and $\delta \to 0$.

We note finally that to ensure that the localizer index is truly well defined when-
ever we numerically compute it we should assign a localizer index only to points
not in the localizer $\mu$-pseudo-spectrum for $\mu > 0$. Note that this doesn’t change the
conclusion of the argument given at the end of Section 3.2. If the localizer index
differs at the ends of a continuous path in parameter space, at least one point along
the path must lie in the localizer spectrum, since for the index to change it must
be that an eigenvalue transitions from being positive to negative (or vice versa).
Since the eigenvalues of $L_\lambda(A_1, A_2, A_3)$ must vary continuously as a function of the
parameters $\lambda_i$, we conclude that there must be a point along the path where $L_\lambda$
has an eigenvalue which is precisely zero, i.e. a point in the localizer spectrum. On the
other hand, we are limited in our ability to actually compute the precise location
of this point accurately: doing so would imply the ability to numerically compute
eigenvalues with arbitrary precision which is impossible.

### 3.4. The localizer gap: a measure of the “strength” of the localizer index.

It can be important to know, given a fixed $\lambda^1 = (\lambda^1_1, \lambda^1_2, \lambda^1_3)$ not in the localizer
pseudo-spectrum, whether there exists $\lambda^2 = (\lambda^2_1, \lambda^2_2, \lambda^2_3)$ nearby to $\lambda^1$ (with respect
to the Euclidean norm) such that $\lambda^2$ is in the localizer pseudo-spectrum. An
indicator of this is the size of the smallest magnitude eigenvalue of $L_{\lambda^1}(A_1, A_2, A_3)$, which we will refer to as the localizer gap. Note that by assumption on $\lambda^1$ this
quantity is non-zero.

The reason the smallest magnitude eigenvalue of the localizer is important is
as follows. As $\lambda \to \lambda^2$, the smallest magnitude eigenvalue of $L_{\lambda}(A_1, A_2, A_3)$ must
become small. However, since the eigenvalues of $L_{\lambda}(A_1, A_2, A_3)$ vary continuously
as functions of $\lambda$, the smallest magnitude eigenvalue cannot become arbitrarily
small arbitrarily fast. Hence if the size of the smallest magnitude eigenvalue is
large at $\lambda^1$, it indicates there cannot be any $\lambda^2$ in the localizer spectrum very close
to $\lambda^1$.

This argument can be made quantitative; see Section 7 of [28]. The localizer gap
can also be used to prove a quantitative version of the argument given in Section
3.2 that between points with differing indices there must be localizer spectrum.
Given two points with differing indices, if the size of the localizer gap at each point
is large, the location of the localizer spectrum between the two points will be very
tightly constrained; see Theorem 7.5 of [28].
We find that the localizer gap conveys important information when we apply the theory of the localizer index to the \( p_x + ip_y \) model; see Section 5.1.

3.5. Tuning the spectral localizer. We have seen that whenever \( \lambda \) is in the localizer spectrum we can find an \( \epsilon \)-approximate simultaneous eigenvector \( \hat{\psi} \) of the matrices \( A_i \). It is possible to tune the localizer so that the \( \hat{\psi} \) found in this way is arbitrarily close to an exact eigenvector of any one of the \( A_i \)'s, at the cost of weakening the bound (3.15) for the other two \( A_i \)'s.

Suppose we want to force \( \hat{\psi} \) to be an almost exact eigenvector of \( A_3 \). The idea is to replace, in the definition of \( L_\lambda(A_1, A_2, A_3) \), the matrices \( A_1 - \lambda_1 \) and \( A_2 - \lambda_2 \) by \( \kappa(A_1 - \lambda_1) \) and \( \kappa(A_2 - \lambda_2) \). The key estimate (3.14) then becomes

\[
\kappa^2|(A_1 - \lambda_1)\hat{\psi}|^2 + \kappa^2|(A_2 - \lambda_2)\hat{\psi}|^2 + |(A_3 - \lambda_3)\hat{\psi}|^2 \leq \mu^2 + \kappa^2||A_1, A_2|| + \kappa||A_3, A_1|| + \kappa||A_2, A_3||,
\]

from which we can estimate

\[
|(A_3 - \lambda_3)\hat{\psi}| \leq \left( \mu^2 + (\kappa^2 + 2\kappa)\delta \right)^{\frac{1}{2}},
\]

which can be made arbitrarily small for fixed \( \delta \) by taking \( \mu \) and \( \kappa \) sufficiently small. When we do this we pay a price in that the estimates on \( (A_1 - \lambda_1)\hat{\psi} \) and \( (A_2 - \lambda_2)\hat{\psi} \) become weaker as \( \kappa \) is made smaller:

\[
|(A_i - \lambda_i)\hat{\psi}| \leq \left( \left( \frac{\mu}{\kappa} \right)^2 + \left( 1 + \frac{2}{\kappa} \right)\delta \right)^{\frac{1}{2}} \quad i = 1, 2.
\]

That the bound (3.22) can only be strengthened at the cost of weakening the bound (3.23) can be seen as a manifestation of the uncertainty principle. We find that tunability of the localizer is important for making the localizer predictive in the case of the \( p_x + ip_y \) model; see Section 5.2.

4. Application of the localizer index to the \( p_x + ip_y \) model: bulk-boundary correspondence

We now describe how the results of the previous section can be applied to study the \( p_x + ip_y \) model on a finite point set of \( \mathbb{R}^2 \) introduced in Section 2.2. We will pay particular attention to the form of bulk-boundary correspondence which can be defined through the localizer.

Consider the matrices \( X, Y, \) and \( H \), where \( X \) and \( Y \) are the position operators acting on the component of \( \psi \) at position \( \mathbf{r}_j = (x_j, y_j) \) by

\[
(X\psi)_j = x_j\psi_j, \quad (Y\psi)_j = y_j\psi_j,
\]

and \( H \) is the system Hamiltonian defined by (2.10). Note that the position operators clearly commute

\[
[X, Y] = 0.
\]

Hence, by defining

\[
\delta := \max \{ ||[X, H]||, ||[Y, H]|| \},
\]

we have that \( X, Y, H \) are a triple of pair-wise \( \delta \)-commuting matrices in the sense of (3.3). Since the off-diagonal terms \( H_{jk} \) in the Hamiltonian are zero whenever two sites at locations \( \mathbf{r}_j \) and \( \mathbf{r}_k \) are a distance larger than \( \sqrt{2} \) apart (recall (2.12)), we have that \( \delta \) cannot be too large.
4.1. Bulk-boundary correspondence defined through the localizer. We will refer to an approximate simultaneous eigenvector of the matrices $X$, $Y$, and $H$, with eigenvalues $\lambda_1$, $\lambda_2$, and $\lambda_3$ respectively (i.e. the $v$ appearing in (3.15)), as a localizer state with energy $\lambda_3$ at position $(\lambda_1, \lambda_2)$. The localizer defines a notion of bulk-boundary correspondence for localizer states as follows.

First, note that existence of points $\lambda = (\lambda_1, \lambda_2, \lambda_3)$ in the localizer spectrum of the spectral localizer $L_\lambda(X,Y,H)$ imply the existence of localizer states. On the other hand, note that points in the localizer spectrum are bound to occur at the boundary of regions of differing localizer index, by the argument given in Section 3.2. By this argument we have the following:

**Theorem** (Bulk-boundary correspondence for localizer states). Along any line through the space of $\lambda$ values connecting points within regions of differing localizer index, there must be at least one point $\lambda = (\lambda_1, \lambda_2, \lambda_3)$ in the localizer spectrum, and hence a localizer state with energy $\lambda_3$ at position $(\lambda_1, \lambda_2)$.

The bulk-boundary correspondence for localizer states differs from forms of bulk-boundary correspondence which concern exact eigenvectors of $H$. However, there is a relationship with those results. Suppose that $H$ has an exact eigenvector with eigenvalue $\lambda_3$. Then we can produce localizer states with energy $\lambda_3$ at points $(\lambda_1, \lambda_2)$ in the support of this eigenvector by multiplying the exact eigenvector of $H$ by a function which is localized in position (such as a Gaussian) centered at $(\lambda_1, \lambda_2)$. Hence the existence of exact eigenvectors of $H$, such as those whose existence is guaranteed by bulk-boundary correspondence, implies the existence of localizer states within the support of the exact eigenvector. The opposite implication is not necessarily true, however. The existence of localizer states does not necessarily imply the existence of exact eigenvectors of $H$ supported in the same location.

The localizer index with $\lambda_3$ at the Fermi level and $(\lambda_1, \lambda_2)$ in the middle of a finite structure was recently proved rigorously to agree with the Chern number of the corresponding infinite structure when the structure is sufficiently large [29]. We investigate this numerically for the (relatively small) system size we consider in this paper below; see Section 6.2 and Figure 6.1.

5. Detailed problem statement and outline of remainder of paper

We are now in a position to make the rough problem statement given in Section 1 precise. We will then outline the remainder of our paper where we present our results.

The first notion we make more precise is that of a wave-packet. In this work we will not form wave-packets either by “localizing” exact eigenvectors of $H$ by multiplying by a localized function such as a Gaussian, or by super-posing exact eigenvectors of $H$. We will instead work directly with the localizer states of $X$, $Y$, and $H$, i.e. the vector $v$ which appears in (3.15). Given our interest in the localizer index, this choice is clearly natural. In any case, we find that these approximate eigenvectors propagate similarly to wave-packets formed by “localizing” (i.e. multiplying by a Gaussian) exact eigenvectors.

The problem we are interested in is as follows.

**Problem Statement.** Suppose we are given a structure, described by a Hamiltonian $H$, such that the localizer index varies between regions of the structure. By the bulk-boundary correspondence for localizer states (see Section 4), there must...
exist localizer states supported at the boundary between regions of differing localizer index. What can be said about the solution $\psi(t)$, for $t \geq 0$, of the time-dependent Schrödinger equation

$$i\partial_t \psi = H\psi \quad \psi(0) = \psi_0,$$

where $\psi_0$ is such a localizer state?

We start from the following basic hypothesis.

**Hypothesis.** The solution remains mostly localized for $t \geq 0$, while propagating along the curve of pseudo-spectrum which separates the regions of differing localizer index on either side.

This picture of the dynamics (although perhaps not in the language of the localizer index and states) is well-established in the absence of defects and disorder in the structure. Indeed it follows immediately from the bulk-boundary correspondence for periodic structures. We ambitiously hope that such a simple picture captures the dynamics even in the presence of defects and disorder. If this simple picture breaks down, we hope that the spectral localizer can be used to gain insight into when and why.

We will test this hypothesis in the remainder of this paper by the following steps:

1. We compute the localizer index and pseudo-spectrum for different realizations of the $p_x + ip_y$ model, with and without disorder (Section 6).
2. We compute the dynamics of the Schrödinger equation (5.1) for the same realizations, while overlaying these dynamics on a plot of the localizer index and pseudo-spectrum (Section 7).

Before we present our results, it is important to remark on two details of the experiments we carry out in this work.

5.1. **Localizer gap.** In our plots, at each point where the localizer index is well-defined, we plot also the localizer gap (recall Section 3.4). In the context of the $p_x + ip_y$ model, when the localizer gap is large at some $\lambda^1 = (\lambda^1_1, \lambda^1_2, \lambda^1_3)$ it indicates that there is no localizer state at any $\lambda$ nearby to $\lambda^1$. Our experiments show that localizer gap information is crucial for understanding when our basic hypothesis breaks down.

5.2. **Tuning the spectral localizer.** Recall Section 3.5 on “tuning” the localizer. We found during our numerical experiments that tuning the localizer to yield localizer states which are more tightly localized with respect to energy made the localizer index more predictive. We did this by replacing the operators $(X - \lambda_1)$ and $(Y - \lambda_2)$ by $\kappa(X - \lambda_1)$ and $\kappa(Y - \lambda_2)$ in the definition of the localizer and taking $\kappa = .5$. Specifically, we found that this choice yielded localizer states which propagated robustly while remaining quite well localized in position even in the presence of moderate disorder.

It is not yet known how to optimally tune the localizer in general; see [30] for an extensive study of this.

6. **Numerical computations of the localizer index and strength**

In this section we present computations of the localizer index, localizer gap, and pseudo-spectrum of the $p_x + ip_y$ model for various choices of parameters.
6.1. **Finite square lattice.** We first consider the case of the finite square lattice with sides of length 1, taking \( t = 1, \Delta = 2 \), and every \( \mu_j = 2 \). We find that the spectral localizer index agreed with the Chern number of the infinite periodic structure for all \((\lambda_1, \lambda_2)\) corresponding to interior points of the finite structure, and equals 0 for \((\lambda_1, \lambda_2)\) outside the finite structure: see Figure 6.2(a). The pseudospectrum around the edge of the sample corresponds to the support of edge states: exact eigenvectors of the Hamiltonian supported around the edge of the sample. We verify the existence of edge states by diagonalizing \( H \), see Figure 6.2(b).

6.2. **Localizer index in center of lattice agrees with Chern number.** It is interesting to compare the value of the localizer index with \((\lambda_1, \lambda_2)\) in the center of the finite lattice and \( \lambda_3 = 0 \), with the Chern number of the lower band of the \( p_x + ip_y \) model on an infinite square lattice. In Figure 6.1 we plot computed values of the spectral localizer index as the onsite potential \( \mu \) is varied. We find that these computations agree quite well with our previous computations of the Chern number (Figure 2.1). When the finite lattice size is sufficiently large, these numbers are known to exactly agree [29].

6.3. **Perturbations of the square lattice.** We now consider two strong, deterministic perturbations of the square lattice: a perturbation where the sign of the onsite potentials is flipped in one part of the lattice, and a perturbation where some of the lattice sites are effectively removed by making their onsite potentials very large.

By locally changing the sign of \( \mu \), we can produce structures where one part of the structure has localizer index 1 while another has index \(-1\). In this case we see pseudospectrum at the interface between the regions of differing index in addition to the pseudospectrum around the physical edge of the structure, see Figure 6.3. We interpret this pseudospectrum as resulting from edge states supported at the interface between the topologically distinct regions.

By making \( \mu \) very large for some sites in the lattice we can effectively remove these sites from the lattice. In this case we see the pseudospectrum adjust to follow the boundary of the new structure: see Figure 6.4.

6.4. **Localizer index with disorder.** We finally investigated how random disorder affects the distribution of pseudo-spectrum and spectral localizer index. We investigated the effects of three different kinds of disorder: those of potential disorder alone, position disorder alone, and disorder of both kinds. Our results are shown in Figures 6.5, 6.6(a) and 6.7, respectively. In each case, disorder causes the distribution of points where the localizer index is \(-1\) to re-shape. When the disorder is strong enough, islands of pseudo-spectrum and index 0 points can appear within the index \(-1\) region. These islands are associated with defect states in the interior of the sample: see Figure 6.6(b). We then considered the effect of strong disorder of both kinds, finding that sufficiently strong disorder almost totally destroys the regions of index \(-1\): see Figure 6.8(a). In this case, the eigenstates of \( H \) with associated eigenvalues near to 0 are no longer strongly localized near the edge of the sample (Figure 6.8(b)). We note finally that in locations in the interior of the sample where the topological index is unchanged by disorder, the localizer gap tends to decrease significantly in the presence of disorder.
Figure 6.1. The spectral localizer index $S$ of the $p_x + ip_y$ model on a finite square lattice where $\lambda_1$ and $\lambda_2$ are chosen in the center of the sample while $\lambda_3 = 0$, i.e. in the spectral gap of $H$ when the system is extended by periodicity. The parameters $t = 1, \Delta = 2$ are held fixed, while $\mu$ is varied. The system size is $10 \times 10$. The spectral localizer index transitions nearby to $\mu = -4, \mu = 0,$ and $\mu = 4$, in agreement with our previous computations of the Chern number of the same model on an infinite periodic square lattice (Figure 2.1). That the transitions do not exactly agree with Figure 2.1 is due to finite size effects: for sufficiently large system size the numbers are known to agree [29].

7. Propagation of wave-packets in $p_x + ip_y$ model

7.1. Finite square lattice with perturbations. We first consider the case without perturbations or disorder, see Figure 7.1. In this case the wave-packet propagates around the line of pseudospectrum at the edge of the sample with minimal disruption due to back-scattering along the edge or into the bulk.

We next considered the case where regions of the structure have different local indices, and studied the dynamics of a wave-packet localized at the edge of one of the regions of non-zero local index. We then considered the case of a wave-packet localized at the edge of a structure where some sites have been effectively removed by adding large onsite potentials. We observed in both cases that the wave-packet remains for $t > 0$ localized to the line of pseudospectrum: see Figures 7.2 and 7.3.

Interestingly, in the case of the structure with regions of different local index (Figure 7.2), there is almost no coupling of the wave-packet to the line of pseudo-spectrum surrounding the $-1$ index region.

From these results we draw the following conclusion. Without random disorder, wave-packets initially localized along lines of pseudospectrum remain highly localized to these lines. This conclusion holds even when the structure hosts regions of different index, and when the structure’s edge has large defects.

7.2. Finite square lattice with disorder. We then considered wave-packet propagation in the presence of varying amounts of disorder: potential disorder only
Figure 6.2. (a) Computed spectral localizer index and pseudo-spectrum at \( \lambda_3 = 0 \) for a finite sample modeled by the \( p_x + i p_y \) model when \( \mu = 2, \Delta = 2, t = 1 \). Recall that the infinite periodic model has Chern number \(-1\) for these values of parameters. Points \((\lambda_1, \lambda_2)\) marked white are in the localizer pseudo-spectrum, those marked blue have spectral localizer index 0, while those marked red have spectral localizer index \(-1\). The locations of atomic sites are marked by green crosses. We interpret the ring of pseudospectrum near to the edge of the sample as corresponding to edge states (eigenstates of \( H \) localized at the edge of the sample). The saturation of the blue and red indicating the value of the local index is defined by the localizer gap: the magnitude of the smallest magnitude eigenvalue of \( L_\lambda \) at that value of \((\lambda_1, \lambda_2)\). This is natural because points \((\lambda_1, \lambda_2)\) closer to points in the pseudospectrum are colored lighter than those further away. We can think of the localizer gap as indicating the “strength” of the local index at that point. (b) The absolute value squared of the components of an edge state of \( H \) at each site, shown by the area of the green circles, with eigenvalue 0.275 (3sf).
Figure 6.3. Computed spectral localizer index and pseudo-spectrum at $\lambda_3 = 0$ for a finite sample modeled by the $p_x + ip_y$ model with $\delta = 2, t = 1$, and spatially varying $\mu$. On the left of the sample, we took $\mu = -2$. On the right, $\mu = 2$. We observe regions of different local index values: where $\mu = 2$, the index is $-1$, and where $\mu = -2$, the index is 1. We also observe pseudospectrum along the line separating the regions of index 1 and $-1$. We interpret this pseudospectrum as resulting from edge states supported at the interface between the topologically distinct regions.

(Figure 7.4), position disorder only (Figure 7.5), both kinds of disorder (Figure 7.6), and strong disorder (Figure 7.7). We observe that in the presence of disorder, wave-packets tend to spread into the bulk as they propagate. We interpret this as follows. With disorder, the Hamiltonian $H$ can have eigenstates supported in the interior of the structure with associated eigenvalues which are close to zero. The spreading of the wave-packet into the bulk can be understood as resulting from the wave-packet coupling to these eigenstates as it propagates.

The existence of eigenstates of $H$ with near-zero eigenvalues in the presence of disorder is indicated in the figures generated in the previous section by the lighter color of parts of the region of index $-1$. Recall that the color saturation of points outside the pseudospectrum is defined by the localizer gap, i.e. the magnitude of the eigenvalue of the localizer closest to 0, with lighter saturations corresponding to a smaller gap. Whenever $H$ has an eigenstate with eigenvalue near to zero supported within the region of index $-1$, the localizer will have a small magnitude eigenvalue at $\lambda_1, \lambda_2$, and hence the localizer gap will shrink there when $\lambda_3 = 0$.

From these results we note the following connection between the plots of localizer index we saw in Section 6 and the wave-packet dynamics shown in Figures 7.4-7.7. Whenever the localized index is weak adjacent to the curve of pseudo-spectrum, wave-packets no longer propagate robustly along the curve. Note that in all of the examples we considered without disorder, although the regions of localizer index and curves of pseudo-spectrum re-shaped when we introduced defects, the localizer index remained strong on either side of the pseudo-spectrum curve. We leave the
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Figure 6.4. Computed spectral localizer index and pseudospectrum at $\lambda_3 = 0$ for a finite sample modeled by the $p_x + i p_y$ model with $\delta = 2, t = 1$, and spatially varying $\mu$. To generate this figure, we set $\mu = 2$ everywhere other than 4 sites in the middle of the bottom edge where we set $\mu = 10^6$. We observe that the line of pseudospectrum around the structure moved as if these sites had actually been removed.

Figure 6.5. Computed spectral localizer index and pseudospectrum (white) at $\lambda_3 = 0$ for a finite sample modeled by the $p_x + i p_y$ model under potential disorder. For this simulation we took $\mu = 2, \delta = 2, t = 1, \sigma_\mu = 6, \sigma_r = 0$. 
Figure 6.6. (a) Computed spectral localizer index and pseudo-spectrum (white) at $\lambda_3 = 0$ for a finite sample modeled by the $p_x + ip_y$ model under position disorder. For this simulation we took $\mu = 2, \delta = 2, t = 1, \sigma_\mu = 0, \sigma_r = .3$. Note the appearance of pseudo-spectrum and islands of index 0 points near the center of the sample, suggesting the existence of disorder-induced defect states. (b) The absolute value squared of the components of a disorder-induced defect state of $H$ near the center of the sample, shown by the area of the green circles, with eigenvalue 0.563 (3sf).

problem of understanding, in a more quantitative and precise way, this apparent link between localizer index strength and wave-packet propagation to future work.
8. Conclusions and perspectives

8.1. Conclusions. In this work we have studied the spectral localizer index and to what extent it predicts propagation of wave-packets in a two-dimensional finite topological insulator. Our simulations suggest that whenever the localizer gap is sufficiently large (in the sense of Sections 3.4 and 5.1) adjacent to a curve of pseudospectrum, wave-packets (more precisely, initial data given by localizer states) propagate robustly along this curve. Disorder has the effect of weakening the strength of the localizer index, and hence wave-packets may no longer propagate robustly in this case.

8.2. Perspectives. To our knowledge, the present work is the first to propose any connection between the localizer and solutions of the time-dependent Schrödinger equation (5.1). As a long-term goal, it would be very interesting if the connection could be made quantitative, and then verified analytically.

In the meantime, we plan to further test the conclusions of the present study. First, we would like to test what happens for larger system sizes. Second, we would like to test what happens with different choices of tuning for the localizer. We could experiment, for example, with choosing different values of the tuning parameter \( \kappa \) to generate plots of the localizer pseudospectrum and index and to generate localizer state initial conditions.

References

[1] G. Bal. Topological protection of perturbed edge states. https://arxiv.org/abs/1709.00605, 2018.

[2] B. A. Bernevig and T. L. Hughes. Topological Insulators and Topological Superconductors. Princeton University Press, 2013.
Figure 6.8. (a) Computed spectral localizer index and pseudo-spectrum (white) at $\lambda_3 = 0$ for a finite sample modeled by the $p_x + ip_y$ model under strong disorder. For this simulation we took $\mu = 2, \delta = 2, t = 1, \sigma_\mu = 6, \sigma_\tau = .3$. (b) The absolute value squared of the components of the eigenstate of $H$ with smallest eigenvalue (for the same realization of disorder) at each site, shown by the area of the green circles, with eigenvalue 0.00289 (3sf). The state is no longer supported nearby to the edge of the sample.

[3] R. Bianco and R. Resta. “Mapping topological order in coordinate space”. *Phys. Rev. B* 84 (24 2011), p. 241106.

[4] C.-Z. Chang, J. Zhang, X. Feng, J. Shen, Z. Zhang, M. Guo, K. Li, Y. Ou, P. Wei, L.-L. Wang, Z.-Q. Ji, Y. Feng, S. Ji, X. Chen, J. Jia, X. Dai, Z. Fang, S.-C. Zhang, K. He, Y. Wang, L. Lu, X.-C. Ma, and Q.-K. Xue. “Experimental
Figure 7.1. In the absence of disorder, a wave-packet built from an edge state of the finite $p_x + i p_y$ model propagates around the edge without back-scattering along the edge or into the bulk. To generate the index information and initial condition for this simulation, we chose $\kappa = .5$. Absolute value squared of components of wave-packet shown by area of green circles.
Figure 7.2. We consider the propagation of a localizer state/wave-packet supported at the edge of a region of index 1, adjacent to a region of index \(-1\). We observe that the wave-packet remains localized along the line of pseudospectrum, propagating counter-clockwise around the edge of the index 1 region. We observe also that the wave-packet does not follow the line of pseudospectrum surrounding the region of index \(-1\).
Figure 7.3. We consider the propagation of a localizer state/wave-packet localized at the edge of a region of index $-1$ in the presence of a large, deterministic defect. We observe that the wave-packet remains localized along the line of pseudospectrum at the edge of the structure and does not back-scatter along the edge or into the bulk.
Figure 7.4. In the presence of potential disorder, a localizer state/wave-packet at the edge of the structure propagates mostly without back-scattering, but loses some of its mass to defect states with nearby energy along the edge and in the bulk. In the figure, the existence of these eigenstates is indicated by regions where the red color of $-1$ index sites is faded (less saturated). At these locations, although the index is $-1$, the localizer has an eigenvalue which is close to zero and hence $H$ has an eigenstate supported at these locations with eigenvalue close to zero.
Figure 7.5. In the presence of position disorder, a wave-packet at the edge of the structure propagates mostly without backscattering, but loses some of its mass to defect states with nearby energy along the edge and in the bulk.
Figure 7.6. In the presence of both kinds of disorder, a wave-packet built from an edge state of the finite $p_x + ip_y$ model propagates around the edge mostly without back-scattering, but loses some of its mass to defect states with nearby energy along the edge and in the bulk.
Figure 7.7. Propagation of a wave-packet at the edge of the structure in the presence of strong disorder. The solution disperses almost completely throughout the structure.
Observation of the Quantum Anomalous Hall Effect in a Magnetic Topological Insulator”. *Science* 340.6129 (2013), pp. 167–170.

[5] J. L. Collins, A. Tadich, W. Wu, L. C. Gomes, J. N. B. Rodrigues, C. Liu, J. Hellerstedt, H. Ryu, S. Tang, S. K. Mo, S. Adam, S. A. Yang, M. S. Fuhrer, and M. T. Edmonds. “Electric-field-tuned topological phase transition in ultrathin Na3Bi”. *Nature* 564.7736 (2018), pp. 390–394.

[6] P. H. DeBonis, T. A. Loring, and R. Sverdlov. *Surfaces and hypersurfaces as the joint spectrum of matrices*. [https://arxiv.org/abs/1911.00751](https://arxiv.org/abs/1911.00751) 2019.

[7] P. Delplace, J. B. Marston, and A. Venaille. “Topological origin of equatorial waves”. *Science* 358.6366 (2017), pp. 1075–1077.

[8] A. Drouot. *Microlocal analysis of the bulk-edge correspondence*. [arxiv.org/abs/1909.10474](https://arxiv.org/abs/1909.10474) 2019.

[9] A. Elgart, G. M. Graf, and J. H. Schenker. “Equality of the bulk and edge Hall conductances in a mobility gap”. *Communications in Mathematical Physics* 259.1 (2005), pp. 185–221.

[10] T. Fukui, Y. Hatsugai, and H. Suzuki. “Chern numbers in discretized Brillouin zone: efficient method of computing (spin) Hall conductances”. *Journal of the Physical Society of Japan* 74.6 (2005), pp. 1674–1677.

[11] I. C. Fulga, D. I. Pikulin, and T. A. Loring. “Aperiodic Weak Topological Superconductors”. *Phys. Rev. Lett.* 116.25 (2016), p. 257002.

[12] G. M. Graf and M. Porta. “Bulk-edge correspondence for two-dimensional topological insulators”. *Communications in Mathematical Physics* 324.3 (2013), pp. 851–895.

[13] G. M. Graf and J. Shapiro. “The Bulk-Edge Correspondence for Disordered Chiral Chains”. *Communications in Mathematical Physics* 363.3 (2018), pp. 829–846.

[14] G. M. Graf and C. Tauber. “Bulk–Edge Correspondence for Two-Dimensional Floquet Topological Insulators”. *Annales Henri Poincaré* 19.3 (2018), pp. 709–741.

[15] M. Z. Hasan and C. L. Kane. “Colloquium: Topological Insulators”. *Rev. Mod. Phys.* 82.4 (2010), pp. 3045–3067.

[16] M. B. Hastings and T. A. Loring. “Topological insulators and C*-algebras: Theory and numerical practice”. *Annals of Physics* 326.7 (2011), pp. 1699–1759.

[17] M. B. Hastings and T. A. Loring. “Almost commuting matrices, localized Wannier functions, and the quantum Hall effect”. *Journal of Mathematical Physics* 51.1 (2010), p. 015214.

[18] Y. Hatsugai. “Chern number and edge states in the integer quantum Hall effect”. *Phys. Rev. Lett.* 71.22 (1993), pp. 3697–3700.

[19] D. Hsieh, D. Qian, L. Wray, Y. Xia, Y. S. Hor, R. J. Cava, and M. Z. Hasan. “A topological Dirac insulator in a quantum spin Hall phase”. *Nature* 452 (2008), pp. 970–974.

[20] T. Kato. *Perturbation theory for linear operators*. Vol. 132. Springer-Verlag Berlin Heidelberg, 1995.

[21] J. Kellendonk, T. Richter, and H. Schulz-Baldes. “Edge current channels and Chern numbers in the integer quantum Hall effect”. *Reviews in Mathematical Physics* 14.01 (2002), pp. 87–119.
REFERENCES 29

[22] J. Kellendonk and H. Schulz-Baldes. “Boundary maps for $C^*$-crossed products with an application to the quantum Hall effect”. Communications in Mathematical Physics 249.3 (2004), pp. 611–637.

[23] J. Kellendonk and H. Schulz-Baldes. “Quantization of edge currents for continuous magnetic operators”. Journal of Functional Analysis 209.2 (2004), pp. 388–413.

[24] V. V. Kisil. “Möbius transformations and monogenic functional calculus”. Electron. Res. Announc. Amer. Math. Soc. 2.1 (1996), 26–33 (electronic).

[25] A. Kitaev. “Anyons in an exactly solved model and beyond”. Annals of Physics 321.1 (2006). January Special Issue, pp. 2–111.

[26] M. König, S. Wiedmann, C. Brüne, A. Roth, H. Buhmann, L. W. Molenkamp, X.-L. Qi, and S.-C. Zhang. “Quantum Spin Hall Insulator State in HgTe Quantum Wells”. Science 318.5851 (2007), pp. 766–770.

[27] Y. Kubota. “Controlled Topological Phases and Bulk-edge Correspondence”. Communications in Mathematical Physics 349.2 (2017), pp. 493–525.

[28] T. Loring. “K-theory and pseudospectra for topological insulators”. Annals of Physics 356 (2015), pp. 383–416.

[29] T. Loring and H. Schulz-Baldes. The spectral localizer for even index pairings. arxiv.org/abs/1802.04517 2018.

[30] T. A. Loring. A Guide to the Bott Index and Localizer Index. arxiv.org/abs/1907.11791 2019.

[31] T. A. Loring and H. Schulz-Baldes. “Finite volume calculation of K-theory invariants”. New York Journal of Mathematics 23 (2017), pp. 1111–1140.

[32] T. A. Loring. “Bulk spectrum and K-theory for infinite-area topological quasicrystals”. Journal of Mathematical Physics 60.8 (2019), p. 081903.

[33] E. Lozano Viesca, J. Schober, and H. Schulz-Baldes. “Chern numbers as half-signature of the spectral localizer”. Journal of Mathematical Physics 60.7 (2019), p. 072101.

[34] G. Marcelli, D. Monaco, M. Moscolari, and G. Panati. The Haldane model and its localization dichotomy. 2019.

[35] N. P. Mitchell, L. M. Nash, D. Hexner, A. M. Turner, and W. T. M. Irvine. “Amorphous topological insulators constructed from random point sets”. Nature Physics 14 (2018), pp. 380–385.

[36] E. Prodan and H. Schulz-Baldes. Bulk and Boundary Invariants for Complex Topological Insulators. Mathematical Physics Studies. Springer International Publishing, 2016.

[37] E. Prodan. “Non-commutative tools for topological insulators”. New Journal of Physics 12.6 (2010), p. 065003.

[38] M. C. Rechtsman, J. M. Zeuner, Y. Plotnik, Y. Lumer, D. Podolsky, F. Dreisow, S. Nolte, M. Segev, and A. Szameit. “Photonic Floquet topological insulators”. Nature 496.7444 (2013), pp. 196–200.

[39] H. Schulz-Baldes, J. Kellendonk, and T. Richter. “Simultaneous quantization of edge and bulk Hall conductivity”. Journal of Physics A: Mathematical and Theoretical 33.2 (1999), pp. L27–L32.

[40] R. Süssstrunk and S. D. Huber. “Observation of phononic helical edge states in a mechanical topological insulator”. Science 349.6243 (2015), pp. 47–50.

[41] L. N. Trefethen and D. Bau. Numerical Linear Algebra. SIAM, 1997.
[42] Z. Wang, Y. Chong, J. D. Joannopoulos, and M. Soljacic. “Observation of unidirectional backscattering-immune topological electromagnetic states”. *Nature* 461 (2009), pp. 772–775.