MAXIMUM BOUND PRINCIPLES FOR A CLASS OF SEMILINEAR PARABOLIC EQUATIONS AND EXPONENTIAL TIME DIFFERENCING SCHEMES
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Abstract. The ubiquity of semilinear parabolic equations has been illustrated in their numerous applications ranging from physics, biology, to materials and social sciences. In this paper, we consider a practically desirable property for a class of semilinear parabolic equations of the abstract form \( u_t = Lu + f[u] \) with \( L \) being a linear dissipative operator and \( f \) being a nonlinear operator in space, namely a time-invariant maximum bound principle, in the sense that the time-dependent solution \( u \) preserves for all time a uniform pointwise bound in absolute value imposed by its initial and boundary conditions. We first study an analytical framework for some sufficient conditions on \( L \) and \( f \) that lead to such a maximum bound principle for the time-continuous dynamic system of infinite or finite dimensions. Then, we utilize a suitable exponential time differencing approach with a properly chosen generator of contraction semigroup to develop first- and second-order accurate temporal discretization schemes, that satisfy the maximum bound principle unconditionally in the time-discrete setting. Error estimates of the proposed schemes are derived along with their energy stability. Extensions to vector- and matrix-valued systems are also discussed. We demonstrate that the abstract framework and analysis techniques developed here offer an effective and unified approach to study the maximum bound principle of the abstract evolution equation that cover a wide variety of well-known models and their numerical discretization schemes. Some numerical experiments are also carried out to verify the theoretical results.
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1. Introduction. Semilinear parabolic equations of the form

\[ u_t = Lu + f[u], \]

with \( u \) being a time-dependent quantity of interests defined over a spatial domain \( \Omega \), \( L \) being a linear classic elliptic operator or its nonlocal variant, and \( f \) representing a nonlinear operator, have been used to model numerous phenomena in nature. Many model equations like (1.1) and their solutions often satisfy some properties such as maximum principle, comparison principle, existence of invariant regions, and energy decay. These properties represent important physical features and are also essential for mathematical analysis and numerical simulations. For instance, classic reaction-diffusion diffusion can be seen as special cases of (1.1) where \( L \) is given by a diffusion
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operator and $f$ is a reaction source: the diffusion process causes the concentration $u$ of some substance to spread in space and the reaction drives the dynamics based on the concentration values. One illustration is the dimensionless ignition model \[62\] for a supercritical high activation energy thermal explosion of a solid fuel in a bounded container, described by

\begin{equation}
u_t = \Delta u + e^u.
\end{equation}

Since the reaction term $e^u$ is always positive, the solution must reach its minimum either at the initial time or on the boundary of the domain, which is a popular form of the well-studied maximum principle for parabolic equations. Another popular example of (1.1) is the so-called Allen–Cahn equation \[1\], which takes on the form

\begin{equation}
\epsilon \Delta u + u - u^3,
\end{equation}

with $\epsilon > 0$ reflecting the width of the transition regions. The equation is also a special case of the Ginzburg–Landau theory that has been introduced earlier in the modeling of superconductivity \[41\] and other phase transition problems. It is well-known that the equation (1.3) and its more general form (as discussed later) hold a maximum bound principle (MBP) \[19, 29\]: if the initial data and/or the boundary values are pointwisely bounded by 1 in absolute value, then the absolute value of the solution is also bounded by 1 everywhere and for all time. This MBP is related to the conventional version of maximum principle described for (1.2), but also differs somewhat in scope, so we use a new name to distinguish them. For the scalar model like the equation (1.3), it is equivalent to the existence of special upper and lower solutions (the constant functions $\pi \equiv 1$ and $\underline{u} \equiv -1$ respectively) of (1.3) under Dirichlet or homogeneous Neumann boundary condition \[81\]. Moreover, it can be also described as the equation (1.3) having a time-invariant region \[2, 63, 91\] since the region $[-1, 1]$, of the value of the solution, remains unchanged during the time evolution. In this paper, we consider an abstract form of evolution equations given by (1.1) and focus on the problems having the MBP or the existence of the special form of the invariant region, namely, an upper bound on the pointwise absolute value of the solution (suitable defined for vector- and matrix-valued quantities). We note that the MBP is weaker than the conventional maximum principle in the sense that a problem satisfying a maximum principle must satisfy an MBP. Thus, the study of the conventional maximum principle, particularly with respect to the linear operator $L$, plays relevant and important roles.

Whether the equation (1.1) has a maximum principle or not depends highly on the property of the linear operator $L$. Concerning the linear operator $L$, one can find from the standard textbooks on partial differential equations (see, e.g., \[28\]) that the equation (1.1) with the uniformly elliptic linear operator $L$ satisfies a maximum principle. During the past several decades, there have also been many studies devoted to the maximum principles for numerical approximations of linear elliptic operators. While it is too numerous to detail them all here, a partial list of earlier works includes the cases for finite difference method \[5, 9, 83, 97\], finite element method \[3, 6, 7, 10, 61\], collocation method \[102, 103\], and finite volume method \[104\]. In \[9\], a systematic analysis was presented on some sufficient conditions for the finite difference operator to satisfy the weak and strong maximum principles in the discrete sense. There were also works devoted to general analysis on algebraic properties of the approximating operators, which consist of the discrete maximum principles as special cases \[32, 33, 73\]. Extensions to parabolic cases have also been made. For example,
[59] provided some sufficient conditions for the discrete maximum principles of the forward and backward Euler time-stepping methods, and additional researches can be found, e.g., in [30, 31, 60, 67, 69, 101]. In addition to the maximum principles for both linear elliptic differential operators and their finite dimensional discretizations, there are also some recent studies on the nonlocal analogues for linear nonlocal integral operators [22, 78, 94].

With the linear operator $L$ satisfying the conditions to yield the maximum principle, a suitable nonlinear term may lead to the existence of time-invariant regions of (1.1). The MBP, that is a special invariant region of the Allen–Cahn equation (1.3), was proved in [29]. An important and natural question for numerical analysis is whether such an MBP could be preserved by some time-stepping schemes for discretizing (1.3). This question has been studied in a variety of works recently. In [92], the discrete MBPs of a finite difference semi-discrete scheme and its fully discrete approximations with forward and backward Euler time-stepping methods were obtained for (1.3) in one-dimensional space. Later, the first-order stabilized implicit-explicit schemes with finite difference spatial discretization were proved to preserve the MBP [93], which was then generalized by [88] to the case with more general nonlinear terms. The discrete MBP was also obtained in [100] by proving the uniform boundedness of the average $L^p$ norm of the solution for any even integer $p$, followed by passing the limit as $p$ goes to infinity. A first-order exponential time differencing (ETD) scheme (or say, exponential integrator scheme) in the space-continuous setting was analyzed in [24], where some properties of the heat kernel were used. In addition, the MBP-preserving numerical schemes have been also studied for the analogues of (1.3), such as the fractional Allen–Cahn equation using the Crank–Nicolson time-stepping [51], the nonlocal Allen–Cahn equation by using first- and second-order ETD schemes [20], and the complex-valued Ginzburg–Landau model of superconductivity [19] by considering the finite volume method [13] and finite element method with the mass-lumping technique [14] in space with backward Euler time-stepping.

In this paper, we present a unified framework on the MBPs for a class of semilinear parabolic equations (1.1) with general boundary conditions and their spatially discretized systems, as well as the time-discrete analogues of numerical approximations based on the exponential time differencing method. The ETD method [4, 11, 48] comes from the variation-of-constants formula with the nonlinear terms approximated by polynomial interpolations, followed by exact integration of the resulting integrals. We mainly address the following question: Under what conditions does the equation (1.1) have the MBP and do numerical approximations of (1.1) preserve the MBP?

We provide an abstract framework on mathematical and numerical analysis for the MBP of (1.1), where the ETD method is used for the temporal discretization. Our main contribution includes several aspects. First, we systematically formulate an abstract mathematical framework to illustrate the essential characteristics of the linear and nonlinear operators in (1.1) so that the model equation satisfies the MBP and the corresponding first- and second-order ETD schemes preserve the discrete MBP unconditionally. Second, we are able to present results valid for a large class of semilinear parabolic problems subject to different boundary conditions and constraints which significantly generalize those obtained in [20] (which is a specialized study focused only on the nonlocal Allen–Cahn equation with periodic boundary condition). We demonstrate that the theory also works for problems subject to either Dirichlet boundary condition or homogeneous Neumann boundary condition in the classic (local continuum) and nonlocal sense. These generalizations offer our theory a much
wider range of applicability. Third, in order to establish a broad and abstract framework presented here, new analysis techniques are developed. They differ from the ones used in earlier works. Indeed, the abstraction allows us to discover the essential ingredients of the MBPs, which were absent from earlier analysis. In addition, we also derive error estimates for the approximate solutions of MBP-preserving ETD schemes, as well as their energy stability when applied to gradient flow models.

The necessity to take nonhomogeneous Dirichlet boundary condition into account comes from various practical considerations. For instance, phase separations occurring in hydrocarbon systems could be described by a diffuse-interface model with the Peng–Robinson equation of state [84], where a nonhomogeneous Dirichlet boundary condition is usually needed to keep the microstructures with certain phases on the boundary. In addition, nonhomogeneous Dirichlet boundary conditions are also necessary for many scalable and multiscale algorithms based on domain and subspace decompositions.

One of the distinctive features of the ETD schemes is the exact evaluation of the contribution of the linear operator, which provides good stability and accuracy even though the linear part has strong stiffness. Besides, the ETD schemes usually perform as efficient as an explicit scheme since the operator exponentials could be often implemented by some fast algorithms in regular domains. Such advantages lead to successful applications of ETD schemes on a large class of phase-field models which usually yield highly stiff ODE systems under spatial discretizations. We refer the readers to the literature, e.g., [20, 55, 57, 58, 105, 107].

The rest of this paper is organized as follows. In Section 2, we recall the semilinear equation (1.1) in a Banach space consisting of real scalar-valued continuous functions, declare the basic assumptions on the linear and nonlinear operators, and show that the model equation has a unique solution and satisfies the MBP under these assumptions. We also present a variety of concrete examples of the linear and nonlinear operators in the space-continuous and space-discrete settings covered by the theoretical framework. In Section 3, first- and second-order ETD time-discrete schemes are constructed and proved to preserve the discrete MBPs along with their convergence analysis. In addition, energy stability is also analyzed when the framework is applied to gradient flow models. In Section 4, we discuss the extensions to vector-valued and matrix-valued problems in the space-continuous setting with the complex-valued one being a special case. In Section 5, practical implementations of the ETD schemes are discussed and some numerical experiments are also performed to verify the theoretical results. Finally, concluding remarks are given in Section 6.

2. Maximum bound principle of the model equation.

2.1. Abstract framework. Let us assume \( \Omega \) is either a connected spatial region or a collection of isolated points in \( \mathbb{R}^d \). More precisely, we consider the following two situations:

(D1) \( \Omega \) is an open, connected and bounded set with a Lipschitz boundary denoted by \( \partial \Omega \), and \( \Omega_c \) is a closed connected set disjoint with \( \Omega \) but \( \partial \Omega \subset \Omega_c \); denote \( \Omega = \Omega \cup \partial \Omega \) and \( \Omega = \Omega \cup \Omega_c \);

(D2) for a given pair of sets \( \Omega \) and \( \Omega_c \) that are described in (D1), and with \( \Sigma \) consisting of all the nodes in a mesh partitioning \( \Omega \), we let \( \Omega = \Omega \cap \Sigma \), \( \partial \Omega = \partial \Omega \cap \Sigma \), \( \Omega_c = \Omega_c \cap \Sigma \), \( \Omega = \Omega \cup \partial \Omega \), and \( \Omega = \Omega \cup \Omega_c \).

Note that in Case (D1), we have \( \Omega_c = \partial \Omega \) for classic differential operators and \( \Omega_c \) is usually a nonempty volume for nonlocal integral operators. When \( \Omega_c = \partial \Omega \), we define
\( \Omega^* = \Omega \) and \( \Omega^*_c = \partial \Omega \); otherwise, we define \( \Omega^* = \overline{\Omega} \) and \( \Omega^*_c = \Omega_c \setminus \partial \Omega \). For a problem with periodic boundary condition, we assume that its period cell is a rectangle in \( \mathbb{R}^d \), i.e., \( \Omega = \prod_{i=1}^d (a_i, b_i) \), and we use a special notation \( \Omega^*_+ = \prod_{i=1}^d (a_i, b_i] \). Case (D2) corresponds to a discrete version of (D1). This allows us to unify the discussions presented later with the same set of notations for both space-continuous and space-discrete cases. For any set \( D \subset \mathbb{R}^d \), we denote by \( C(D) \) the space consisting of real scalar-valued continuous functions defined on \( D \) and by \( C_b(D) \) the set of all bounded functions in \( C(D) \). Here, the continuity of functions is defined as follows [86]:

\[
\text{(2.1) } w \text{ is continuous at } x^* \in D \iff \forall x_k \to x^* \text{ in } D \implies w(x_k) \to w(x^*). 
\]

If \( D \) is bounded and closed, then obviously \( C(D) = C_b(D) \).

Let \( X = C(\overline{\Omega}) \) if \( \Omega_c = \partial \Omega \); otherwise \( X = \{ w : \overline{\Omega} \to \mathbb{R} \mid w|_{\overline{\Omega}} \in C(\overline{\Omega}) \text{ and } w|_{\Omega^*_c} \in C_b(\Omega^*_c) \} \) and we write \( X = C(\overline{\Omega}) \cap C_b(\Omega^*_c) \) below for simplicity. Define the supremum norm on \( X \) by

\[
\| w \| = \sup_{x \in \overline{\Omega}} |w(x)|, \quad \forall w \in X,
\]

then \( (X, \| \cdot \|) \) becomes a Banach space. According to the definition (2.1), \( X \) is well-defined under Cases (D1) and (D2). Let \( f : C_b(\Omega^*) \to C_b(\Omega^*) \) be a nonlinear operator and \( L : D(L) \to C_b(\Omega^*) \) be a linear operator with the domain \( D(L) \subset X \). Then we consider the following two cases:

(C1) \( X = \{ w|_{\Omega^*_c} \mid w \in \tilde{X} \} \) and \( \partial X = C_b(\Omega^*_c) \), where \( \tilde{X} = \{ w \in X \mid w|_{\Omega^*_c} = 0 \} \);

(C2) \( X = \{ w|_{\Omega^*_c} \mid w \in \tilde{X} \} \), where \( \tilde{X} = C_{\text{per}}(\overline{\Omega}) := \{ w \in C(\mathbb{R}^d) \text{ is periodic with respect to the rectangle } \Omega \} \).

It is easy to see that \( X \) defined in any of Cases (C1) and (C2) can be regarded as a linear subspace of \( \tilde{X} \) in the sense of isometric isomorphism \( (X \simeq \tilde{X}) \) through the zero or periodic extension to \( \Omega^*_c \) or \( \mathbb{R}^d \) correspondingly. We always omit the extension mapping between \( X \) and \( \tilde{X} \) for simplicity when there is no ambiguity. We also remark that \( X \) equipped with the supremum norm \( \| \cdot \| \) is a Banach space in both Cases (C1) and (C2), so is \( \partial X \) in Case (C1).

For Case (D1), define \( D(L_0) = \{ w \in D(L) \cap X \mid Lw \in X \} \) which is a subspace of \( X \); for Case (D2), define \( D(L_0) = X \). Then we define the linear operator \( L_0 = \mid_{D(L_0)} L : D(L_0) \to X \). Note that for any \( w \in D(L_0) \), it holds \( L_0 w = Lw \) in \( \Omega^* \), and \( L_0 w \) is also well-defined in \( \Omega^*_c \) in the sense of isomorphism.

The model problem we consider in this paper is a class of semilinear parabolic equations taking the following form

\[
\text{(2.2) } u_t = Lu + f[u], \quad t > 0, \ x \in \Omega^*,
\]

where \( u : [0, \infty) \times \overline{\Omega} \to \mathbb{R} \) is the unknown function subject to the initial condition

\[
\text{(2.3) } u(0, x) = u_0(x), \quad x \in \overline{\Omega}
\]

with \( u_0 \in X \) and either the periodic boundary condition for Case (C2) or the Dirichlet boundary condition

\[
\text{(2.4) } u(t, x) = g(t, x), \quad t \geq 0, \ x \in \Omega^*_c
\]

for Case (C1) with \( g \in C([0, \infty) ; \partial X) \). The compatibility condition is also assumed to hold, that is, \( g(0, \cdot) = u_0 \) on \( \Omega^*_c \) for Case (C1) and \( u_0 \) is \( \Omega \)-periodic for Case (C2).
In order to establish the maximum bound principle (MBP) for the model problem (2.2), as well as its time discretizations proposed later, we make the following specific assumptions regarding the operators $L, L_0$ and $f$ defined above.

**Assumption 1** (Requirements on $L$ and $L_0$). The linear operators $L$ and $L_0$ satisfy the following conditions:

(a) for any $w \in D(L)$ and $x_0 \in \Omega^*$, if

$$w(x_0) = \sup_{x \in \hat{\Omega}} w(x),$$

then $Lw(x_0) \leq 0$;

(b) the domain $D(L_0)$ is dense in $X$;

(c) there exists $\lambda_0 > 0$ such that the operator $\lambda_0 I - L_0 : D(L_0) \to X$ is surjective, where $I$ is the identity operator.

Note that it can be derived from Assumption 1-(a) that $L$ maps any constant function in $D(L)$ to the zero element in $X$.

**Assumption 2** (Requirements on $f$). The nonlinear operator $f$ acts as a composite function induced by a given one-variable continuously differentiable function $f_0 : \mathbb{R} \to \mathbb{R}$, that is,

$$f[w](x) = f_0(w(x)), \ \forall w \in C_b(\Omega^*), \ \forall x \in \Omega^*;$$

and there exists a constant $\beta > 0$ such that

$$f_0(\beta) \leq 0 \leq f_0(-\beta).$$

**Remark 1.** A more general case is that the function $f_0$ satisfies $f_0(M) \leq 0 \leq f_0(m)$ for some $M > m$ instead of (2.7) in Assumption 2. In this case, one can carry out an affine transform to the unknown function $u$. More precisely, take the affine transform $\eta : \mathbb{R} \to \mathbb{R}$ defined by

$$\eta(\theta) = \frac{M - m}{2\beta}\theta + \frac{M + m}{2}, \ \theta \in \mathbb{R},$$

and define $\tilde{f}_0(\theta) = \frac{2\beta}{M - m}f_0(\eta(\theta))$ for any $\theta \in \mathbb{R}$, then it holds $\tilde{f}_0(\beta) \leq 0 \leq \tilde{f}_0(-\beta)$.

By letting $\tilde{u} = \eta^{-1}(u)$, we can obtain from (2.2) that

$$\tilde{u}_t = \tilde{L}\tilde{u} + \tilde{f}[\tilde{u}], \ \ t > 0, \ \ x \in \Omega^*,$$

where the nonlinear mapping $\tilde{f}$ is determined by the composite function

$$\tilde{f}[w](x) = \tilde{f}_0(w(x)), \ \forall w \in C_b(\Omega^*), \ \forall x \in \Omega^*;$$

and satisfies Assumption 2.

**Lemma 2.1.** Under Assumption 1, the following properties on $L_0$ hold:

(i) $L_0$ is dissipative, i.e., for any $\lambda > 0$ and any $w \in D(L_0)$,

$$\|(\lambda I - L_0)w\| \geq \lambda\|w\|;$$

(ii) $L_0$ is the generator of a contraction semigroup $\{S_{L_0}(t)\}_{t \geq 0}$ on $X$, i.e., $\|S_{L_0}(t)\| \leq 1$, where $\|\cdot\|$ denotes the operator norm defined by

$$\|T\| = \sup_{w \in X, \|w\| = 1} \|Tw\|. $$
Proof. We first prove the result for Case (C1). For any \( w \in D(L_0) \), since \( w|_{\Omega^*} = 0 \), it is clear that \( |w(x)| \) reaches its maximum at some point \( x_0 \in \Omega \), namely, \( |w(x_0)| = \|w\| \). Without loss of generality, let us assume \( w(x_0) \geq 0 \); otherwise, we consider \(-w\) instead. If \( x_0 \in \Omega^* \), we know that \( L_0w(x_0) = Lw(x_0) \leq 0 \) by Assumption 1-(a). If \( x_0 \in \Omega^* \), then \( L_0w(x_0) = 0 \) by the definition of \( X \). For any \( \lambda > 0 \), we then have

\[
\|(\lambda I - L_0)w\| \geq |\lambda w(x_0) - L_0w(x_0)| = \lambda w(x_0) - L_0w(x_0) \geq \lambda w(x_0) = \lambda \|w\|,
\]

which completes the proof of (i). Then, according to (i), Assumptions 1-(b) and 1-(c), the property (ii) follows from the Lumer–Phillips Theorem [27, Theorem II.3.15].

Now we consider Case (C2) and \( x_0 \in \widehat{\Omega} \) such that \( |w(x_0)| = \|w\| \). If \( x_0 \in \Omega^* \), by the \( \Omega \)-periodicity, we can regard \( x_0 \) as a point in \( \Omega^* \). Then, the above analysis could be similarly done to obtain (i) and (ii). \( \Box \)

Remark 2. The proof of Lemma 2.1-(i) uses the Assumption 1-(a) (which is only related to \( L \)) and the definitions of \( X \) and \( D(L_0) \) to deduce the fact that \( L_0w(x_0) \leq 0 \) if (2.5) holds with \( x_0 \in \widehat{\Omega} \). Lemma 2.1-(ii) is the consequence of Lemma 2.1-(i) and Assumption 1-(b) and (c). We note that Lemma 2.1-(ii) is the key result to be used in later discussions. It can be established under different assumptions by using other approaches, see discussions in Example 2.6.

Next, let us introduce a stabilizing constant \( \kappa > 0 \) and rewrite the equation (2.2) in the following equivalent form:

\[
(2.8) \quad u_t + \kappa u = Lu + N[u], \quad t > 0, \ x \in \Omega^*,
\]

where \( N = \kappa I + f \). According to (2.6) in Assumption 2, we know

\[
N[u](x) = N_0(w(x)), \quad \forall w \in C_b(\Omega^*), \forall x \in \Omega^*,
\]

where

\[
(2.9) \quad N_0(\xi) = \kappa \xi + f_0(\xi), \quad \xi \in \mathbb{R}.
\]

We impose a requirement on the selection of the stabilizing constant \( \kappa \) as

\[
(2.10) \quad \kappa \geq \max_{|\xi| \leq \beta} |f_0'(\xi)|.
\]

Note that (2.10) always can be reached since \( f_0 \) is continuously differentiable.

Lemma 2.2. Under Assumption 2 and the requirement (2.10), it holds that

(i) \( |N_0(\xi)| \leq \kappa \beta \) for any \( \xi \in [-\beta, \beta] \);

(ii) \( |N_0(\xi_1) - N_0(\xi_2)| \leq 2\kappa |\xi_1 - \xi_2| \) for any \( \xi_1, \xi_2 \in [-\beta, \beta] \).

Proof. From (2.9), we have \( N_0'(\xi) = \kappa + f_0'(\xi) \) and

\[
0 \leq N_0'(\xi) \leq 2\kappa, \quad \forall \xi \in [-\beta, \beta],
\]

which leads to (ii) directly. From Assumption 2, for any \( \xi \in [-\beta, \beta] \), we know that

\[
-\kappa \beta \leq -\kappa \beta + f_0(-\beta) = N_0(-\beta) \leq N_0(\xi) \leq N_0(\beta) = \kappa \beta + f_0(\beta) \leq \kappa \beta,
\]

which gives (i). \( \Box \)
Now we can show that the aforementioned model problem admits a unique solution and possesses the MBP. Our main theorem can be stated as follows.

**Theorem 2.3.** Given any constant $T > 0$. Under Assumptions 1 and 2, if

$$(2.11a) \quad |u_0(x)| \leq \beta, \quad \forall x \in \Omega,$$

then the equation (2.2) subject to the initial condition (2.3) and either the periodic boundary condition or the Dirichlet boundary condition (2.4) with

$$(2.11b) \quad |g(t,x)| \leq \beta, \quad \forall t \in [0, T], \forall x \in \Omega^*,$$

has a unique solution $u \in C([0, T]; \mathcal{X})$ and it satisfies $\|u(t)\| \leq \beta$ for any $t \in [0, T]$.

**Proof.** Let us consider Case (C1) first. Denote $\mathcal{X}_\beta = \{w \in \mathcal{X} \mid \|w\| \leq \beta\}$ and $\mathcal{C}_g([0, t] \times \Omega^*) = \{w \in C([0, t] \times \Omega^*) \mid w|_{[0, t] \times \Omega^*} = g\}$ for any $t \in [0, T]$. Fix a $t_1 > 0$ and a given $v \in \mathcal{C}_g([0, t_1] \times \Omega^*)$, let us define $w : [0, t_1] \rightarrow \mathcal{X}$ to be the solution of the following linear problem:

$$
\begin{align*}
&w_t + \kappa w = Lw + \mathcal{N}[v], \quad t \in (0, t_1], \; x \in \Omega^*, \\
&w(0, x) = g(t, x), \quad t \in [0, t_1], \; x \in \Omega^*, \\
&w(0, x) = u_0(x), \quad x \in \Omega^*,
\end{align*}
$$

where the constant $\kappa$ satisfies (2.10). It is easy to know that $w$ is uniquely defined on $[0, t_1] \times \Omega$ by noticing that setting $\mathcal{N}[v] = 0$, $g = 0$, and $u_0 = 0$ in (2.12) leads to $w(t) = e^{-\kappa t}S_{\mathcal{L}_0}(t)u_0 = 0$ for each $t \in [0, t_1]$. Suppose there exists $(t^*, x^*) \in (0, t_1] \times \Omega$ such that $w(t^*, x^*) = \max_{0 \leq t \leq t_1} \|w(t)\|$. By (2.11b), we only need to consider the case $x^* \in \Omega^*$. According to Assumption 1-(a), we have $w_t \geq 0$ and $Lw \leq 0$ at $(t^*, x^*)$, which implies $\kappa w(t^*, x^*) \leq N_0(v(t^*, x^*))$. Since $|v(t^*, x^*)| \leq \beta$, according to Lemma 2.2-(i), we obtain $w(t^*, x^*) \leq \beta$. Similarly, if there exists $(t^*, x^*) \in (0, t_1] \times \Omega$ such that $w(t^*, x^*) = -\max_{0 \leq t \leq t_1} \|w(t)\|$, one can show $w(t^*, x^*) \geq -\beta$. Thus we obtain $\|w(t)\| \leq \beta$ for any $t \in [0, t_1]$, which means $w \in \mathcal{C}_g([0, t_1]; \mathcal{X})$.

Next we define a mapping $\mathcal{A} : \mathcal{C}_g([0, t_1]; \mathcal{X}_\beta) \rightarrow \mathcal{C}_g([0, t_1]; \mathcal{X}_\beta)$ by $\mathcal{A}[v] = w$ through (2.12). For $v, \tilde{v} \in \mathcal{C}_g([0, t_1]; \mathcal{X}_\beta)$, we see that $\mathcal{A}[v]$ and $\tilde{w} = \mathcal{A}[\tilde{v}]$ satisfy

$$
w(t) - \tilde{w}(t) = \int_0^t e^{-\kappa(t-s)}S_{\mathcal{L}_0}(t-s)\{\mathcal{N}[v(s)] - \mathcal{N}[\tilde{v}(s)]\} \, ds, \quad t \in [0, t_1].$$

Using Lemma 2.2-(ii), we can estimate the difference between $w(t)$ and $\tilde{w}(t)$ by

$$
\|w(t) - \tilde{w}(t)\| \leq \int_0^t e^{-\kappa(t-s)}\|S_{\mathcal{L}_0}(t-s)\|\|\mathcal{N}[v(s)] - \mathcal{N}[\tilde{v}(s)]\| \, ds
$$

$$
\leq 2\kappa \int_0^t e^{-\kappa(t-s)}\|v(s) - \tilde{v}(s)\| \, ds
$$

$$
\leq 2(1 - e^{-\kappa t_1})\|v - \tilde{v}\|_{C([0, t_1]; \mathcal{X})}, \quad t \in [0, t_1],
$$

then,

$$
\|\mathcal{A}[v] - \mathcal{A}[\tilde{v}]\|_{C([0, t_1]; \mathcal{X})} = \|w - \tilde{w}\|_{C([0, t_1]; \mathcal{X})} \leq 2(1 - e^{-\kappa t_1})\|v - \tilde{v}\|_{C([0, t_1]; \mathcal{X})}.
$$

When $t_1 < \kappa^{-1}\ln 2$, we see that $\mathcal{A}$ is a contraction. Since $\mathcal{X}_\beta$ is closed in $\mathcal{X}$, we know that $\mathcal{C}_g([0, t_1]; \mathcal{X}_\beta)$ is complete with respect to the metric reduced by the norm.
Then we can apply Banach’s fixed-point theorem to get the existence of a unique solution \( u \in C_g([0,t_1];\mathcal{X}_2) \) to the model equation (2.2) on \([0,t_1]\). Using standard continuation argument, we then have the global existence of the unique solution \( u \in C_g([0,T];\mathcal{X}_2) \) for any \( T > 0 \).

For Case (C2), the system (2.12) still holds after removing the second equation in it. For the case \( x^* \in \Omega^* \), by the periodicity, we could regard \( x^* \) as a point in \( \Omega^* \). Then, the analysis above is still valid. Putting all the different cases together, we get a complete proof.

Remark 3. We note that Theorem 2.3 also could be proved using other classical methods, such as the method of upper and lower solutions [81] in the case of scalar second-order elliptic operator. We emphasize that, in the proof given here, the MBP of the model equation (2.2) has no explicit dependence on the constant \( \kappa \), even though we have assumed that \( \kappa \) satisfies (2.10) in order to use the Lemma 2.2. Meanwhile, we will see later that the choice of the constant \( \kappa \) plays an important role in designing MBP-preserving ETD schemes.

In the following subsections, we present some examples of the nonlinear and linear operators which are applicable to the mathematical framework established above.

### 2.2. Examples of the nonlinear function \( f_0 \)

One usually chooses \( f_0 \) as \( f_0 = -F' \) with \( F \) being a primitive function, when considering the phase-field models, or says, the gradient flows of some free energy functionals.

Example 2.1. Consider the function

\[
(2.13) \quad f_0(s) = \lambda s(1 - s^p),
\]

where \( \lambda > 0 \) and \( p \in \mathbb{N}_+ \). According to Remark 1, \( f_0 \) satisfies that \( f_0(M) \leq 0 \leq f_0(m) \) with any \( M \geq 1 \) and \( 1 \geq m \geq 0 \). Especially, for an even integer \( p \), one can choose \( \beta \geq 1 \) such that \( f_0 \) satisfies Assumption 2, then the requirement (2.10) becomes \( \kappa \geq \lambda[(p + 1)\beta^p - 1] \). The special case \( p = 1 \) gives the well-known logistic function and the case \( p = 2 \) with \( \lambda = 1 \) gives

\[
(2.14) \quad f_0(s) = s - s^3,
\]

the derivative of \(-F\) with \( F(s) = \frac{1}{4}(s^2 - 1)^2 \) (the quartic double-well potential).

Example 2.2. Consider the Flory–Huggins free energy

\[
F(s) = \frac{\theta}{2}[(1 + s) \ln(1 + s) + (1 - s) \ln(1 - s)] - \frac{\theta_c}{2} s^2,
\]

where \( \theta \) and \( \theta_c \) are two constants satisfying \( 0 < \theta < \theta_c \), and

\[
(2.15) \quad f_0(s) = -F'(s) = \frac{\theta}{2} \ln \frac{1 + s}{1 - s} + \theta_c s.
\]

Denoting by \( \rho \) the positive root of \( f_0(\rho) = 0 \), i.e.,

\[
(2.16) \quad \frac{1}{2\rho} \ln \frac{1 + \rho}{1 - \rho} = \frac{\theta_c}{\theta},
\]

we can find that \( \rho \in \left( \sqrt{1 - \frac{\theta}{2\theta_c - \theta}}, 1 \right) \). Here, \( f_0 \) satisfies the condition in Assumption 2 with \( \beta \in [\rho, 1) \), and then the requirement (2.10) becomes \( \kappa \geq \frac{\theta}{1 - \beta^2} - \theta_c \).
Example 2.3. The Peng–Robinson equation of state [82] is widely used in the oil industries and petroleum engineering. The Helmholtz free-energy density considered in such a model can be expressed as

$$F(s) = RTs(\ln s - 1) - RTs \ln(1 - bs) + \frac{as}{2\sqrt{2b}} \ln \frac{1 + (1 - \sqrt{2})bs}{1 + (1 + \sqrt{2})bs},$$

where $R$ is the universal gas constant, $T$ the temperature, $a = a(T)$ the energy parameter, and $b$ the covolume parameter. The values of these parameters could be found in [84]. Then

$$(2.17) \quad f_0(s) = -RT \ln \frac{s}{1 - bs} - \frac{RTbs}{1 - bs} - \frac{a}{2\sqrt{2b}} \ln \frac{1 + (1 - \sqrt{2})bs}{1 + (1 + \sqrt{2})bs} + \frac{as}{1 + 2bs - b^2s^2},$$

which has two zero points $m$ and $M$ satisfying $0 < m < M < 1/b$. This example falls into the situation discussed in Remark 1.

2.3. Examples of the linear operator $\mathcal{L}$.

2.3.1. Infinite dimensional examples. Here we present some examples of the linear operator $\mathcal{L}$ in the form of classic differential or nonlocal integral operators corresponding to Case (D1). We will verify that $\mathcal{L}$ and the induced operator $\mathcal{L}_0$ satisfy Assumption 1.

Example 2.4 (Second-order elliptic differential operator). Consider the linear operator

$$(2.18) \quad \mathcal{L} w(x) = A(x) : \nabla^2 w(x) + q(x) \cdot \nabla w(x), \quad x \in \Omega,$$

where $q \in C(\overline{\Omega} ; \mathbb{R}^d)$ and $A \in C(\overline{\Omega}; \mathbb{R}^{d \times d})$ is symmetric and positive definite uniformly (i.e., there exists $\theta > 0$ such that $\xi^T A(x) \xi \geq \theta \xi^T \xi$ for all $x \in \overline{\Omega}$ and $\xi \in \mathbb{R}^d$). In this case, $\Omega^* = \Omega$, $\Omega_c^* = \partial \Omega$, $\bar{\Omega} = \overline{\Omega}$, the boundary condition (2.4) is the classic Dirichlet one, $X = C(\overline{\Omega})$, and $D(\mathcal{L}) = C^2(\overline{\Omega})$. For any $w \in D(\mathcal{L})$ and $x_0 \in \Omega$ such that (2.5) holds, we always have $\partial w(x_0) = 0$ and $\partial^2 w(x_0)$ is negative semi-definite. Since $A(x_0)$ is symmetric, there exists an orthogonal matrix $O \in \mathbb{R}^{d \times d}$ such that

$$O A(x_0) O^T = \text{diag}\{\lambda_1, \lambda_2, \ldots, \lambda_d\} =: \Lambda$$

with $\lambda_i \geq \theta$ for all $i = 1, 2, \ldots, d$. Thus, we have

$$A(x_0) : \nabla^2 w(x_0) = (O^T \Lambda O) : \nabla^2 w(x_0) = \Lambda : (O^T \nabla^2 w(x_0) O).$$

Since $O^T \nabla^2 w(x_0) O$ is symmetric and negative semi-definite, its diagonal entries are all non-positive. Thus, we obtain $A(x_0) : \nabla^2 w(x_0) \leq 0$ and then $\mathcal{L} w(x_0) \leq 0$, which gives Assumption 1-(a). Assumption 1-(b) is guaranteed by the fact that $X = C_0(\overline{\Omega})$ and $D(\mathcal{L}_0) = \{ w \in C^2(\overline{\Omega}) \cap C_0(\overline{\Omega}) : (\mathcal{L} w)|_{\partial \Omega} = 0 \}$ for Case (C1), and $X = C_{\text{per}}(\overline{\Omega})$ and $D(\mathcal{L}_0) = C^2(\overline{\Omega}) \cap C_{\text{per}}(\overline{\Omega})$ for Case (C2) in the sense of isomorphism. Assumption 1-(c) can be obtained from the standard analysis of the existence and regularity of the solution to the partial differential equation $\lambda w - \mathcal{L}_0 w = f$ in $\Omega$ for any $\lambda > 0$ and $f \in X$.

Remark 4. The second-order elliptic differential operator could be also defined in the divergence form:

$$(2.19) \quad \tilde{\mathcal{L}} w(x) = \nabla \cdot (A(x) \nabla w(x)) + \tilde{q}(x) \cdot \nabla w(x), \quad x \in \Omega$$
with \( A \in C(\overline{\Omega}; \mathbb{R}^{d \times d}) \cap C^1(\Omega; \mathbb{R}^{d \times d}) \) and \( \tilde{q} \in C(\overline{\Omega}; \mathbb{R}) \). This form could be written in a non-divergence form (2.18) by setting \( q(x) = \nabla \cdot A(x) + \tilde{q}(x) \). Similarly we can show the operator \( \mathcal{L} \) and \( \mathcal{L}_0 \) also satisfies Assumption 1.

**Example 2.5 (Nonlocal diffusion operator).** Consider the integral operator [17]

\[
(2.20) \quad \mathcal{L}w(x) = \int_{\Omega} \gamma(x, y)(w(y) - w(x)) \, dy, \quad x \in \Omega,
\]

where \( \gamma : \Omega \times \Omega \to \mathbb{R} \) is a symmetric nonnegative kernel function, i.e., \( \gamma(x, y) = \gamma(y, x) \geq 0 \). We consider the widely studied case of the nonlocal operator (2.20), in which the kernel is radial and parameterized by a horizon parameter \( \delta > 0 \) much less than the size of \( \Omega \), i.e., \( \gamma(x, y) = \gamma_\delta(|x - y|) \) for some nonnegative function \( \gamma_\delta : \mathbb{R} \to \mathbb{R} \) with \( \gamma_\delta[0, \delta] = 0 \) and \( \gamma_\delta[|\delta/2, \infty] \geq \gamma^* \) for some constant \( \gamma^* > 0 \). In this case, \( \Omega^\ast = \Omega \), \( \Omega_\delta^\ast = \Omega_\delta := \{ y \in \mathbb{R}^d \setminus \Omega \mid \exists x \in \Omega \text{ such that } |x - y| \leq \delta \} \), \( \Omega = \Omega \cup \Omega_\delta \), the boundary condition (2.4) becomes a volume constraint, and \( \mathcal{X} = C(\overline{\Omega}) \cap C_b(\Omega_\delta) \). Then, the operator (2.20) can be re-expressed as

\[
(2.21) \quad \mathcal{L}w(x) = \frac{1}{2} \int_{\Omega_\delta(0)} \gamma_\delta(|y|)(w(x + y) + w(x - y) - 2w(x)) \, dy, \quad x \in \Omega,
\]

For suitable \( \gamma_\delta \) subject to the finite second-order moment condition:

\[
\int_{\Omega_\delta(0)} |y|^2 \gamma_\delta(|y|) \, dy = 2d,
\]

the operator \( \mathcal{L} \) is consistent with the standard Laplacian \( \Delta \) as \( \delta \to 0 \) (see, e.g., [15, 17]). Assumption 1-(a) results from the nonnegativity of the kernel. Whether Assumptions 1-(b) and 1-(c) are satisfied depends on the choice of the kernel. Let us consider the situation of integrable kernels only (i.e., \( \gamma_\delta(|y|) \in L^1(\mathbb{R}^d) \)), for which \( D(\mathcal{L}) = \mathcal{X} \) and \( \mathcal{L}w(x) = (\gamma_\delta \ast w)(x) - \alpha_\delta w(x) \) for any \( x \in \Omega \). Here, \( \gamma_\delta \ast w \) denotes the convolution and \( \alpha_\delta = \|\gamma_\delta\|_{L^1(\mathbb{R}^d)} \). For Case (C1), we have \( \mathcal{X} = C(\overline{\Omega}) \) and \( D(\mathcal{L}_0) = C(\overline{\Omega}) \) in the sense of isomorphism using zero extension to \( \Omega_\delta \) thus Assumption 1-(b) follows automatically. For any \( \lambda > 0 \) and \( f \in C(\overline{\Omega}) \), there exists a unique solution \( w \in L^\infty(\overline{\Omega}) \) to the equation \( \lambda w - \mathcal{L}_0 w = f \) in \( \overline{\Omega} \), and it further can be shown \( w \in C(\overline{\Omega}) \) [8, 23] by the property that the convolution of \( L^\infty \) and \( L^1 \) functions is uniformly continuous, which verifies Assumption 1-(c). For Case (C2), we have \( \mathcal{X} = D(\mathcal{L}_0) = C_{\text{per}}(\overline{\Omega}) \) and all the assumptions are still satisfied. Regarding nonintegrable kernels with strong singularity at the origin like the fractional power, we refer to discussion in the next example.

**Example 2.6 (Fractional Laplace operator).** For a fixed \( s \in (0, 1) \), the fractional Laplace operator \( (-\Delta)^s \) is the pseudo-differential operator with symbol \( |\xi|^{2s} \), that is,

\[
\mathcal{F}[(-\Delta)^s w](\xi) = |\xi|^{2s} \mathcal{F}[w](\xi), \quad \xi \in \mathbb{R}^d,
\]

where \( w \in \mathcal{S}(\mathbb{R}^d) \), the class of Schwarz functions, and \( \mathcal{F} \) denotes the Fourier transform. Denoting \( \mathcal{L} = (-\Delta)^s \), an equivalent form of \( \mathcal{L} \) on a bounded spatial domain \( \Omega \subset \mathbb{R}^d \) is given by [87]

\[
(2.22) \quad \mathcal{L}w(x) = c_{d,s} \int_{\mathbb{R}^d} \frac{w(y) - w(x)}{|y|^{d+2s}} \, dy, \quad x \in \Omega,
\]
with \( c_{d,s} = \frac{2^{d+2s}}{\pi^{d/2} \Gamma(-s)} \). In this case, \( \Omega^* = \overline{\Omega} \), \( \Omega^* = \mathbb{R}^d \setminus \overline{\Omega} \), \( \hat{\Omega} = \mathbb{R}^d \) and \( \mathcal{X} = C(\overline{\Omega}) \cap C_b(\mathbb{R}^d \setminus \overline{\Omega}) \). As shown in [96], the operator \( \mathcal{L} \) could be regarded as the limit, when \( \delta \to \infty \), of the nonlocal operator \( \mathcal{L} \) defined by (2.21) equipped with a special rescaled and truncated fractional kernel \( \gamma_\delta(r) = c_{d,s} r^{-d-2s} \) for \( r \in (0, \delta] \). Let us consider Case (C1) only, for which \( X = C(\hat{\Omega}) \) in the sense of isomorphism using zero extension to \( \mathbb{R}^d \setminus \overline{\Omega} \). Define \( \mathcal{L}_0 \) as the restriction of \( \mathcal{L} \) on \( X \). Due to the lack of full elliptic regularity, Lemma 2.1 is not readily applicable. However, we can still get Lemma 2.1-(ii) using the Beurling–Deny criteria [80]. Indeed, as proved in [36] if the boundary \( \partial \Omega \) is \( C^{1,1} \) and still valid if \( \partial \Omega \) is Lipschitz, the equation \( u_t - \mathcal{L} u = 0 \) in \((0, \infty) \times \overline{\Omega}\) subject to \( u(t, \cdot)|_{\partial \Omega \setminus \overline{\Omega}} = 0 \) with the initial data \( u_0 \in X \) has a unique weak solution \( u(t, \cdot) \in C(\mathbb{R}^d) \cap H^s(\mathbb{R}^d) \) for all \( t > 0 \), i.e., \( u(t, \cdot)|_{\partial \Omega \setminus \overline{\Omega}} = 0 \) and

\[
\int_{\Omega} u_t(t, x) v(t, x) \, dx + \frac{c_{d,s}}{2} \iint_{\mathbb{R}^d \times \mathbb{R}^d} \frac{(u(t, x) - u(t, y))(v(t, x) - v(t, y))}{|x - y|^{d+2s}} \, dx \, dy = 0,
\]

for any \( v(t, \cdot) \in H^s(\mathbb{R}^d) \) with \( v(t, \cdot)|_{\partial \Omega \setminus \overline{\Omega}} = 0 \). To obtain Lemma 2.1-(ii), i.e., the solution \( u(t) = S \mathcal{C}_0(t) u_0 \) induces a contraction semigroup \( \{S \mathcal{C}_0(t)\}_{t \geq 0} \) on \( X \) with respect to the supremum norm \( \| \cdot \| \), it suffices to show that for any \( u_0 \in X \) with \( u_0(x) \geq 0 \) on \( \overline{\Omega} \), one has \( u(t, x) \geq 0 \) in \((0, \infty) \times \overline{\Omega}\). The latter can be checked by taking \( v = -u^- := \min(u, 0) \) in the above weak form to get that

\[
\int_{\Omega} u_t(t, x) u^-(t, x) \, dx = \frac{c_{d,s}}{2} \int_{u(t, x) < 0} \left( u(t, x) - u(t, y) \right)^2 \frac{dxdy}{|x - y|^{d+2s}} \geq 0,
\]

which deduces

\[
0 \leq \int_{u(t, x) < 0} u^2(t, x) \, dx \leq \int_{u_0(x) < 0} u_0^2(x) \, dx = 0,
\]

thus \( u(t, x) \geq 0 \) in \((0, \infty) \times \overline{\Omega}\). With Lemma 2.1-(ii) established, the first part of the proof of Theorem 2.3 can also be modified accordingly so that the same theorem remains valid.

To sum up, for the above examples, we can obtain the following result on the MBP according to Theorem 2.3.

**Corollary 2.4.** Let the nonlinear function \( f_0 \) be given by either (2.13) with even \( p \) or (2.15) and the operator \( \mathcal{L} \) defined by any of (2.18), (2.21) and (2.22). If (2.11) holds, then the solution of the model problem (2.2) exists and satisfies \( |u(t, x)| \leq \beta \) for any \( t \geq 0 \) and \( x \in \hat{\Omega} \), where \( \beta = 1 \) for the case of (2.13) and \( \beta = \rho \) for (2.15), respectively.

**Remark 5.** When \( f_0 \) is given by either (2.13) with general \( p \) or (2.17), based on Remark 1 and Corollary 2.4, we can derive a similar result on the MBP for the model equation (2.2) in the form of \( m \leq u(t, x) \leq M \) for any \( t \geq 0 \) and \( x \in \hat{\Omega} \).

### 2.3.2. Finite dimensional examples.

We consider some concrete linear operators for the situation of \( \dim \mathcal{X} < \infty \), in particular, the case of \( (\Omega, \Omega_\circ) \) is given by Case (D2). Let us denote by \( \mathcal{L}_h \) the linear operator, with the subscript used to distinguish it from the notation in the infinite dimensional cases. Without loss of generality, we assume that \( \Omega \) is the node set of a uniform Cartesian mesh on the
The choice of uniform mesh simplifies the notation but we note that the analysis can be extended to non-uniform and non-Cartesian grids as discussed later with respect to finite element (or finite volume) discretizations. With the uniform Cartesian mesh, for a given \( M_0 \in \mathbb{N}_+ \) and the uniform mesh size \( h = 1/M_0 \), let \( \Omega = \{ x_i = h i \mid i \in \{1, 2, \ldots, M_0 - 1\}^d \} \), \( \Omega = \{ x_i = h i \mid i \in \{0, 1, 2, \ldots, M_0\}^d \} \), and \( \tilde{\Omega}_+ = \{ x_i = h i \mid i \in \{1, 2, \ldots, M_0\}^d \} \). Thus, \( X \) is isomorphic to \( \mathbb{R}^{M^d} \) with the norm \( \| \cdot \| \) equivalent to the vector infinity-norm. Here, for Case (C1), we let \( M = M_0 - 1 \) if \( \Omega_c = \partial \Omega \) and \( M = M_0 + 1 \) otherwise, while \( M = M_0 \) for Case (C2). The mesh can be extended as needed to represent \( \tilde{\Omega}_+^* \) and the solution on \( \Omega_c^* \) (mesh nodes in \( \tilde{\Omega}_+^* \)) is explicitly given for Case (C1) or can be obtained from that on \( \tilde{\Omega}_+^* \) by the periodicity of the solution in \( \mathbb{R}^d \) for Case (C2).

We may view the grid function \( w \in X \) as a vector \( w = (w_1, w_2, \ldots, w_M) \) \( \in \mathbb{R}^{M^d} \) with \( w_i \) denoting the values of \( w \) at nodes \( x_i \in \Omega^* \) (for Case (C1)) or \( x_i \in \tilde{\Omega}_+ \) (for Case (C2)) ordered lexicographically. Then, the nonlinear mapping \( f \) plays a role as a vector-valued function \( \mathbb{R}^{M^d} \rightarrow \mathbb{R}^{M^d} \) satisfying

\[
(f[w])_i = f_0(w_i), \quad \forall w \in \mathbb{R}^{M^d}, \; 1 \leq i \leq M^d.
\]

In addition, due to the discrete nature, we now have that \( \text{D}(\mathcal{L}_{h_0}) = X \) and the linear operator \( \mathcal{L}_{h_0} \) is equivalent to \( \mathcal{L}_h|_X \), which is an \( M^d \)-by-\( M^d \) matrix. Thus, the semigroup generated by \( \mathcal{L}_{h_0} \) is actually the matrix exponential \( S_{\mathcal{L}_{h_0}}(t) = e^{t\mathcal{L}_{h_0}} \). In these settings, Assumption 1-(b) is trivial and Assumption 1-(c) could be verified more directly by the following result.

**Proposition 2.5.** If a matrix \( \mathcal{L}_{h_0} = (a_{ij})_{M^d \times M^d} \) satisfies

\[
(2.23) \quad |a_{ii}| \geq \sum_{j=1 \atop j \neq i}^{M^d} |a_{ij}|, \quad a_{ii} < 0, \quad a_{ij} \geq 0 \quad (j \neq i)
\]

for all \( i, j = 1, 2, \ldots, M^d \), then \( \mathcal{L}_{h_0} \) satisfies Assumption 1-(c).

**Example 2.7 (Central difference operator for the Laplacian).** To make the discussion more clearly, let us begin with the one-dimensional case. Now, \( X \simeq \mathbb{R}^{M_0+1} \). For Case (C1), we have \( \partial X \simeq \mathbb{R}^2 \). For any \( w \in X \), the second-order central difference approximation of the Laplacian is defined by

\[
(2.24) \quad \mathcal{L}_h w(x_i) = \frac{1}{h^2} \left( w(x_{i-1}) - 2w(x_i) + w(x_{i+1}) \right)
\]

for \( x_i \in \Omega \) with \( w(x_0) \) and \( w(x_{M_0}) \) determined by the boundary condition. For Case (C2), for a grid function \( w \in X \), we still define \( \mathcal{L}_h \) as (2.24) for \( x_i \in \tilde{\Omega}_+ \) but with \( w(x_0) = w(x_{M_0}) \) and \( w(x_{M_0+1}) = w(x_1) \) due to the periodicity. Assumption 1-(a) holds according to (2.24). Define

\[
D_h = \frac{1}{h^2} \begin{pmatrix}
-2 & 1 & 1 & \cdots & c \\
1 & -2 & 1 & \ddots & \cdots \\
& \ddots & \ddots & \ddots & \cdots \\
c & \cdots & 1 & -2 & 1 \\
1 & \cdots & 1 & -2 & 1
\end{pmatrix} \in \mathbb{R}^{M \times M}, \quad \text{with} \quad c = \begin{cases}
0, & \text{for Case (C1)}, \\
1, & \text{for Case (C2)},
\end{cases}
\]

and \( D_h \) satisfies (2.23) obviously. We have \( \mathcal{L}_{h_0} = D_h \), so Assumption 1-(c) is satisfied.
where \( I \) denotes the central difference approximation of the Laplacian in the two-dimensional case. However, if one considers more general elliptic operators, such as (2.18), including mixed partial derivatives and a convection term, the corresponding discretized operator cannot be written in the form of Kronecker products. Instead, the upwind formulas are adequate to discretize the convection term, the corresponding discretized operator cannot be written in the form of Kronecker products as

\[
L_h = I_M \otimes D_h + D_h \otimes I_M,
\]

where \( I_M \) is the \( M \times M \) identity matrix, and the vectors determined by the boundary conditions could be given in the similar way. It is easy to check that \( L_{h0} \) corresponding to (2.25) or (2.26) satisfies Assumption 1-(c).

**Remark 6.** It is well-known that (2.25) provides the central difference approximation of the Laplacian in the two-dimensional case. However, if one considers more general elliptic operators, such as (2.18), including mixed partial derivatives and a convection term, the corresponding discretized operator cannot be written in the form of Kronecker products. Instead, the upwind formulas are adequate to discretize the convection term and those in the mixed partial derivatives. The detailed analysis of the resulted linear operator is quite similar to Example 2.7 and we omit it. A general formulation for the finite difference approximation of (2.18) could be found in [9], where a sufficient and necessary condition (more general than Proposition 2.5) is given for the discrete MBP of the approximating operator.

**Example 2.8 (Quadrature-based difference operator for the nonlocal diffusion).** Recalling the nonlocal diffusion operator (2.21), we consider its quadrature-based finite difference discretization, which is well known to be asymptotically compatible [22, 95]. The dimension of \( \Omega_c \) clearly depends on the value of \( \delta \) in this case. For a given \( w \in \mathcal{X} \), we define at \( x_i \in \Omega \) for Case (C1) or \( x_i \in \Omega_i \) for Case (C2) via

\[
L_h w(x_i) = \sum_{0 \neq s_j \in B_3(0)} \frac{w(x_i + s_j) + w(x_i - s_j) - 2w(x_i)}{|s_j|^2} s_j |\beta_\delta(s_j)|,
\]

where the values of \( w(y) \) with \( y \in \Omega_c \) could be supplementally defined using the boundary conditions so that the operator (2.27) is well-defined. Here, \( |\cdot|_1 \) stands for the vector 1-norm, and

\[
\beta_\delta(s_j) = \frac{1}{2} \int_{B_3(0)} \psi_j(s) \frac{|s|^2}{|s|_1^2} \gamma_\delta(|s|) \, ds,
\]

where \( \psi_j \) is the piecewise \( d \)-multilinear basis function satisfying \( \psi_j(s_i) = 0 \) when \( i \neq j \) and \( \psi_j(s_j) = 1 \). It is obvious that \( L_h \) given by (2.27) satisfies Assumption 1-(a). By ordering the nodes lexicographically, we regard the function \( w \in X \) as a vector in \( \mathbb{R}^{M^d} \) and it is easy to check that the matrix \( L_{h0} \), the restriction of \( L_h \) on \( X \), is diagonally dominant in the sense of (2.23). Thus, Assumption 1-(c) is satisfied. Moreover, \( L_{h0} \) is a band matrix with the bandwidth depending on the value of \( \delta \).

**Example 2.9 (Finite difference operator for the fractional Laplacian).** For the fractional Laplace operator (2.22), we consider its finite difference discretization in Case (C1), and for simplicity the homogeneous Dirichlet boundary condition is enforced so that the operators \( L_h \) and \( L_{h0} \) are essentially the same in this case. For the one-dimensional case, a second-order finite difference discretization [25, 52] (a limiting case of a similar scheme given in [95] for nonlocal diffusion models) is defined by

\[
L_h w(x_i) = \sum_{j=0}^{M_0} (L_{h0})_{ij} w(x_j), \quad x_i \in \Omega,
\]
for any \( w \in X \), where the entries of the matrix \( L_{h0} \) are given by

\[
(L_{h0})_{ij} = \frac{c_{1,s}}{\nu h^{2s}} \begin{cases} 
-2^\nu + [\gamma] - 1 - \sum_{k=2}^{M_0-1} \frac{(k+1)^\nu - (k-1)^\nu}{k^\gamma}, & j = i, \\
\frac{1}{2} \left( 2^\nu + [\gamma] - 1 \right), & |j - i| = 1, \\
\frac{(j-i+1)^\nu - (j-i-1)^\nu}{2(j-i)^\gamma}, & 2 \leq |j - i| \leq M_0 - 1, \\
\frac{M_0^\nu - (M_0-1)^\nu}{2M_0^\gamma}, & |j - i| = M_0,
\end{cases}
\]

for \( 0 \leq i, j \leq M_0 \), where \( \nu = (1-s)[\gamma] \) with \( \gamma = 2 \) or \( \gamma = 1 + s \). Obviously, the matrix \( L_{h0} \) is diagonally dominant in the sense of (2.23), and thus Assumptions 1-(a) and 1-(c) are satisfied. For the two- and three-dimensional cases, the operators \( L \) and \( L_{h0} \) could be given in the similar way, we refer to [26, 52] for details, and it is easy to verify that Assumption 1 is still satisfied.

**Example 2.10 (Finite element operator for the Laplacian).** Let us consider Case (C1) again. Let \( T_h = \{K\} \) be a uniform partition of \( \Omega \) into isosceles right triangles \( K \) non-overlapping with each other based on the set of nodes \( \Omega \). Let \( V_h \) be the space of continuous and piecewise linear functions with respect to \( T_h \) and \( V_h^0 \) be its subspace with zero-trace:

\[ V_h = \{w \in C(\overline{\Omega}) | w|_K \text{ is linear for any } K \in T_h \}, \quad V_h^0 = \{w \in V_h | w|_{\partial \Omega} = 0 \}. \]

We denote by \( N_I = (M_0-1)^d \) and \( N_B = (M_0+1)^d - N_I \) the numbers of the nodes in \( \Omega \) and on \( \partial \Omega \) respectively, and order the nodes such that \( \Xi = \{x_j | 1 \leq j \leq N_I\} \) consisting of all interior nodes and \( \partial \Xi = \{x_{j+N_I} | 1 \leq j \leq N_B\} \) all nodes on the boundary. Denote by \( \{\phi_j | 1 \leq j \leq N_I + N_B\} \) the basis functions of \( V_h \) satisfying \( \phi_i(x_j) = \delta_{ij} \) for any \( 1 \leq i, j \leq N_I + N_B \). Define the operator \( L_h \) for \( w \in X \approx V_h \) by

\[
(2.29) \quad L_h w(x_i) = \sum_{j=1}^{N_I+N_B} l_{ij} w(x_j), \quad x_i \in \Omega,
\]

where

\[ l_{ij} = -\int_{\Omega} \nabla \phi_i \cdot \nabla \phi_j \, dx \quad \int_{\Omega} \phi_i \, dx, \quad 1 \leq i \leq N_I, \quad 1 \leq j \leq N_I + N_B. \]

For each \( i = 1, 2, \ldots, N_I \), it is known that

\[
(2.30) \quad \int_{\Omega} \phi_i \, dx > 0, \quad \int_{\Omega} |\nabla \phi_i|^2 \, dx > 0, \quad \text{and} \quad \int_{\Omega} \nabla \phi_i \cdot \nabla \phi_j \, dx \leq 0 \quad \text{for } j \neq i.
\]

Noticing that \( \sum_{j=1}^{N_I+N_B} \phi_j(x) \equiv 1 \) on \( \Omega \), we have that

\[
(2.31) \quad \sum_{j=1}^{N_I+N_B} \int_{\Omega} \nabla \phi_i \cdot \nabla \phi_j \, dx = \int_{\Omega} \nabla \phi_i \cdot \nabla \left( \sum_{j=1}^{N_I+N_B} \phi_j \right) \, dx = 0, \quad 1 \leq i \leq N_I.
\]
Combination of (2.30) and (2.31) yields
\begin{equation}
|l_{ii}| = \sum_{j=1, j \neq i}^{N_I+N_B} |l_{ij}|, \quad l_{ii} < 0, \quad l_{ij} \geq 0 \quad (j \neq i)
\end{equation}
for $1 \leq i \leq N_I$ and $1 \leq j \leq N_I + N_B$, which implies Assumption 1-(a). The limitation of $L_h$ on $X \simeq V_0^h$ is given by the matrix $L_{h0} \in \mathbb{R}^{N_I \times N_I}$ with $(L_{h0})_{ij} = l_{ij}$, $i, j = 1, 2, \ldots, N_I$. Then, by (2.32), $L_{h0}$ satisfies (2.23) and Assumption 1-(c) holds.

**Remark 7.** For a general partition of $\tilde{\Omega}$, the FEM-based linear operator could be also defined by (2.29) and still satisfies (2.23), see, e.g., [78] for discussions. In fact, it is well-known in the literature that the discrete maximum principle holds for piecewise linear finite element approximations of the Laplacian on general two-dimensional Delaunay triangulations for which the circumscribing circle of any Delaunay triangle does not contain any other vertices in its interior, see [21]. The brief note [7] analyzes a stabilized Galerkin approximation of the Laplacian guaranteeing the discrete maximum principle on arbitrary meshes. In addition, one can also apply the finite volume method (FVM) [66] to obtain the discretized operator of the Laplacian. The FVM-based linear operator possesses similar properties as those we have considered in the above.

Applying Theorem 2.3 to the cases with $f_0$ given by either Example 2.1 or 2.2 (or Example 2.3 when a transformation is first applied as explained in Remark 1) and $\mathcal{L} = L_h$ determined by any one of Examples 2.7–2.10, we obtain the following result on the MBP of (2.2) in the space-discrete version.

**Corollary 2.6.** Let the nonlinear function $f_0$ be given by either (2.13) with even $p$ or (2.15) and the linear operator $\mathcal{L} = L_h$ defined by any of (2.24), (2.27), (2.28) and (2.29). If (2.11) holds, then the solution of the model problem (2.2) exists and satisfies $|u(t, x)| \leq \beta$ for any $t \geq 0$ and $x \in \tilde{\Omega}$, where $\beta = 1$ for the case of (2.13) and $\beta = \rho$ for (2.15), respectively.

### 2.4. Discussion on homogeneous Neumann boundary conditions

In Section 2.1, the MBPs for the cases of Dirichlet and periodic boundary conditions are studied, let us now discuss the case of homogeneous Neumann boundary condition. For simplicity, we focus the analysis on the infinite dimensional operators. The key ingredient is to find a Neumann operator $N_c$ such that the following Gaussian formula holds:

$$
\int_{\Omega^*} \mathcal{L} u(x) \, dx = \int_{\Omega^*} N_c u(x) \, dx.
$$

The homogeneous Neumann boundary condition then could be given by
\begin{equation}
N_c u(x) = 0, \quad x \in \Omega^*_c.
\end{equation}

For the second-order elliptic operator in the divergence form (2.19), using the classic Gaussian formula and assuming $\tilde{q}$ is divergence-free, we obtain
\begin{equation}
\int_{\Omega} \mathcal{L} u(x) \, dx = \int_{\partial \Omega} (A(x) \nabla u(x) + \tilde{q}(x) u(x)) \cdot n(x) \, dx,
\end{equation}
where $n$ denotes the unit outward normal vector to $\partial \Omega$. Thus, the Neumann operator $N_c$ could be defined as
\begin{equation}
N_c u(x) = A(x) \nabla u(x) \cdot n(x) + u(x) \tilde{q}(x) \cdot n(x), \quad x \in \partial \Omega.
\end{equation}
and the corresponding constraint becomes the classic Robin boundary condition. Alternatively, if we apply the classic Gaussian formula only to the diffusion part
\[ L_{\text{diff}}u(x) = \nabla \cdot (A(x)\nabla u(x)), \]
then \( N_c \) could be also defined by
\[ (2.34) \quad N_c u(x) = A(x)\nabla u(x) \cdot n(x), \quad x \in \partial \Omega, \]
and the corresponding constraint becomes the classic Neumann boundary condition.

For the nonlocal diffusion operator \( L \) defined in (2.20), by the symmetry of the kernel, we have
\[
\int_{\Omega_c^\circ} \int_{\Omega_c^\circ} \gamma(x, y)(u(y) - u(x)) \, dy \, dx = \int_{\Omega_c^\circ} \int_{\Omega_c^\circ} \gamma(x, y)(u(x) - u(y)) \, dx \, dy = 0,
\]
\[
\int_{\Omega_c^\circ} \int_{\Omega_c^\circ} \gamma(x, y)(u(y) - u(x)) \, dy \, dx = \int_{\Omega_c^\circ} \int_{\Omega_c^\circ} \gamma(x, y)(u(x) - u(y)) \, dx \, dy = 0.
\]
Then we have
\[
\int_{\Omega_c^\circ} \mathcal{L} u(x) \, dx = \int_{\Omega_c^\circ} N_c u(x) \, dx,
\]
where \( N_c \) is defined by
\[ N_c u(x) = \int_{\Omega_c^\circ} \gamma(x, y)(u(x) - u(y)) \, dy, \quad x \in \Omega_c^\circ. \]
This definition, different from those in [17, 18], can be found in [15] as a nonlocal extension of (2.34).

We next consider the model problem (2.2) subject to the homogeneous Neumann boundary condition (2.33). In order to show that the MBP is still satisfied for the above classic and nonlocal cases, we need to generate a contraction semigroup as before so that all the analysis conducted above could be similarly used. To this end, we still let \( \mathcal{X} = C(\Omega) \) if \( \Omega_c = \partial \Omega \) and \( \mathcal{X} = C(\Omega) \cap C_b(\Omega_c^\circ) \) otherwise, and Assumption 1-(a) is clearly true for the above two operators \( \mathcal{L} \). Then we need to define \( \mathcal{X} \) and \( \mathcal{L}_0 \) appropriately and verify whether all conditions related to them in Remark 2 hold.

For the classic elliptic differential operator case, without loss of generality, let us assume \( A(x) \equiv I_d \) and \( q(x) \equiv 0 \) in (2.18). For any \( w \in C^2(\Omega) \), we can directly extend the domain of \( \Delta w \) from \( \Omega \) to \( \Omega \) by continuity so that \( \mathcal{L} = \Delta : C^2(\Omega) \to C(\Omega) \). Let us define \( \mathcal{X} = C(\Omega) \), \( D(\mathcal{L}_0) = \{ w \in C^2(\Omega) | (\nabla w \cdot n)|_{\partial \Omega} = 0 \} \) and \( \mathcal{L}_0 = \mathcal{L}|_{D(\mathcal{L}_0)} \), then Assumptions 1-(b) and 1-(c) obviously hold. For any \( w \in D(\mathcal{L}_0) \), assume that (2.5) is true for some \( x_0 \in \partial \Omega \). By using the boundary condition \( (\nabla w \cdot n)(x_0) = 0 \) and the reflective extension in classic analysis, we have that \( \nabla w(x_0) = 0 \) and the Hessian \( \nabla^2 w(x_0) \) is negative semi-definite, and consequently it holds \( \mathcal{L}_0 w(x_0) = \Delta w(x_0) \leq 0 \) by using an orthogonal transformation of the coordinates. Thus, we can similarly show that Lemma 2.1-(i) is valid and consequently \( \mathcal{L}_0 \) generates a contraction semigroup \( \{ S_{\mathcal{L}_0}(t) \}_{t \geq 0} \) on \( \mathcal{X} \) (i.e., Lemma 2.1-(ii)).

Next we turn to the nonlocal diffusion operator case, where \( \mathcal{L} \) is defined by (2.21) with the integrable kernel as discussed in the Example 2.5. For any \( w \in C(\Omega) \), there exists a unique \( \bar{w} \in \mathcal{X} \) satisfying \( \bar{w}|_{\Omega} = w \) and \( (N_c \bar{w})|_{\Omega_c^\circ} = 0 \); in particular, we have
\[ (2.35) \quad \bar{w}(x) = \frac{\int_{\Omega \cap B_r(x)} \gamma_\delta(|x - y|) \, w(y) \, dy}{\int_{\Omega \cap B_r(x)} \gamma_\delta(|x - y|) \, dy}, \quad x \in \Omega_\delta. \]
By defining \( X = \{ w | w \in \mathcal{H} \} \) with \( \mathcal{H} = \{ w | w(1)(\mathcal{H}, w)|_{\partial \Omega} = 0 \} \), we can regard \( X = C(\bar{\Omega}) \) as a linear subspace of \( \mathcal{X} \) in the sense of isomorphism (\( X \simeq \mathcal{H} \)) using such Neumann extension. Assumption 1-(b) automatically comes from \( D(\mathcal{L}_0) = C(\bar{\Omega}) \). For any \( \lambda > 0 \) and \( f \in C(\bar{\Omega}) \), it is also not hard to verify that the equation \( \lambda w - \mathcal{L}_0 w = f \) in \( \bar{\Omega} \) has a unique solution in \( C(\bar{\Omega}) \), similar to the discussion in the earlier example for the zero Dirichlet boundary condition, which implies Assumption 1-(c). For any \( w \in C(\bar{\Omega}) \), assume that (2.5) holds for some \( x_0 \in \Omega^* \), then we know by (2.35) that the maximum of \( w \) on \( \Omega \) must also be attained on \( \bar{\Omega} \). Thus, according to the proof of Lemma 2.1-(i), we see that its conclusion still remains valid, and consequently we obtain Lemma 2.1-(ii).

3. Exponential time differencing for temporal approximation. In this section, we construct temporal approximations of the model equation (2.2) by using the exponential time differencing (ETD) method. We will begin with the equivalent form (2.8) to develop the MBP-preserving ETD schemes of first- and second-order, followed by the convergence analysis. For all discussions and theorems established in this section, we focus on Case (C1) while the results are all valid for Case (C2) by removing the equations containing the boundary term \( g \) and using the periodicity of the solution in the proofs.

3.1. ETD schemes and discrete MBPs. Given a time step size \( \tau > 0 \), we divide the time interval by \( \{ t_n = n \tau \}_{n \geq 0} \). To establish the ETD schemes for solving the model problem (2.2), we focus the equivalent equation (2.8) on the interval \( [t_n, t_{n+1}] \), or equivalently, \( w(s, x) = u(t_n + s, x) \) satisfying the following system

\[
\begin{align*}
\left\{ \\
\begin{array}{ll}
w_s + \kappa w = \mathcal{L}w + \mathcal{N}[w] & , \quad s \in (0, \tau], \ x \in \Omega^*, \\
w(s, x) = g(t_n + s, x) & , \quad s \in [0, \tau], \ x \in \Omega^*_c, \\
w(0, x) = u(t_n, x) & , \quad x \in \Omega.
\end{array}
\right.
\end{align*}
\]

(3.1)

For the first-order (in time) approximation of (3.1), we set \( \mathcal{N}[u(t_n + s)] \approx \mathcal{N}[u(t_n)] \) to obtain the first-order ETD (ETD1) scheme: for \( n \geq 0 \) and given \( v^n \), find \( v^{n+1} = w^n(\tau) \) with \( w^n : [0, \tau] \to \mathcal{X} \) solving

\[
\begin{align*}
\left\{ \\
\begin{array}{ll}
w_s^n + \kappa w^n = \mathcal{L}w^n + \mathcal{N}[v^n] & , \quad s \in (0, \tau], \ x \in \Omega^*, \\
w^n(s, x) = g(t_n + s, x) & , \quad s \in [0, \tau], \ x \in \Omega^*_c, \\
w^n(0, x) = v^n(x) & , \quad x \in \Omega,
\end{array}
\right.
\end{align*}
\]

(3.2)

where \( v^n \) represents an approximation of \( u(t_n) \) and \( v^0 = u_0 \) is given. Similar to (2.12), it is easy to show that \( w^n \) is uniquely defined on \( [0, \tau] \times \Omega \), thus \( v^{n+1} \) is well-defined. We note that unlike the continuous-in-time case, different choices of \( \kappa \) do lead to different discretization schemes. Indeed, \( \mathcal{L}_0 - \kappa \mathcal{I} \) serves as the generator of the semigroup \( \{ e^{-\kappa t} S_{\mathcal{L}_0}(t) \}_{t \geq 0} \) to control the nonlinear term and then to stabilize the time discretizations. Thus, a suitable choice of \( \kappa \) becomes very important in our design of ETD schemes.

Theorem 3.1 (Maximum bound principle of the ETD1 scheme). Suppose that Assumptions 1 and 2, (2.10) and (2.11) hold. Then the ETD1 scheme preserves the discrete MBP unconditionally, i.e., for any time step size \( \tau > 0 \), the ETD1 solution satisfies \( \| v^n \| \leq \beta \) for any \( n \geq 0 \).

Proof. Since \( \| v^0 \| \leq \beta \), we just need to show that \( \| v^k \| \leq \beta \) implies \( \| v^{k+1} \| \leq \beta \) for any \( k \). We have \( v^{k+1} = w^k(\tau) \), where \( w^k \) satisfies (3.2) with the superscript \( n \).
replaced by $k$. Suppose there exists $(s^*, x^*) \in (0, \tau] \times \tilde{\Omega}$ such that

\begin{equation}
(3.3) \quad w^k(s^*, x^*) = \max_{0 \leq s \leq \tau} \|w^k(s)\|.
\end{equation}

Similar to the first part of the proof of Theorem 2.3, we can obtain $\kappa w^k(s^*, x^*) \leq \mathcal{N}[v^k](x^*)$, and then, $w^k(s^*, x^*) \leq \beta$. The lower bound $-\beta$ could be obtained similarly. Thus we obtain $\|w^k(s)\| \leq \beta$ for any $s \in [0, \tau]$, and thus $\|v^{k+1}\| \leq \beta$, which completes the proof. $\Box$

Next, we consider the higher-order approximations of the solution of (3.1). Let $P_r(s)$ be an interpolation of $\mathcal{N}[u(t_n+s)]$ with degree $r \geq 1$ on the times $\{s_k = \frac{k}{\tau}\}_{k=0}^\tau$. Then, we approximate $\mathcal{N}[u(t_n+s)]$ by $P_r(s)$ to obtain the higher-order ETD Runge–Kutta scheme: find $v^{n+1} = w^\ell(\tau)$ with $w^n : [0, \tau] \to \mathcal{X}$ solving

\begin{equation}
(3.4) \quad P_r(s) = \sum_{k=0}^r \ell_{r,k}(s) \mathcal{N}[\tilde{v}^{n+\frac{k}{r}}], \quad s \in [0, \tau],
\end{equation}

where $\{\ell_{r,k}(s)\}_{k=0}^r$ are the standard Lagrange basis functions associated with the times $\{s_k\}_{k=0}^\tau$, and $\tilde{v}^{n+\frac{k}{r}}$ is an approximated value of $u(t_n + s_k)$, generated by the lower-order ETD schemes and $\tilde{v}^n = v^n$. In the spirit of the proof of Theorem 3.1, we know that the discrete MBP would be preserved as long as the following condition is satisfied:

\begin{equation}
(3.5) \quad ||P_r(s)|| \leq \max\{||\mathcal{N}[\tilde{v}^{n+\frac{k}{r}}]|| : 0 \leq k \leq r\}, \quad \forall s \in [0, \tau),
\end{equation}

with $\|\tilde{v}^{n+\frac{k}{r}}\| \leq \beta$ for all $k = 0, 1, \ldots, r$. However, the unique interpolation satisfying (3.4) corresponds to the case $r = 1$, that is, the linear interpolation

\begin{equation}
P_1(s) = \left(1 - \frac{s}{\tau}\right)\mathcal{N}[\tilde{v}^n] + \frac{s}{\tau} \mathcal{N}[\tilde{v}^{n+1}], \quad s \in [0, \tau].
\end{equation}

Approximating $\mathcal{N}[u(t_n+s)]$ in (3.1) by $P_1(s)$, we obtain the second-order ETD Runge–Kutta (ETDRK2) scheme: find $v^{n+1} = w^n(\tau)$ with $w^n : [0, \tau] \to \mathcal{X}$ solving

\begin{equation}
(3.5) \quad \begin{cases}
w^n_0 + \kappa w^n = Lw^n + \left(1 - \frac{s}{\tau}\right)\mathcal{N}[v^n] + \frac{s}{\tau} \mathcal{N}[\tilde{v}^{n+1}], & s \in (0, \tau), \quad x \in \Omega^n, \\
w^n(s, x) = g(t_n + s, x), & s \in [0, \tau), \quad x \in \Omega^n_c, \\
w^n(0, x) = v^n(x), & x \in \tilde{\Omega},
\end{cases}
\end{equation}

where $\tilde{v}^{n+1}$ is generated by the ETD1 scheme. It is worth noting that both ETD1 and ETDRK2 schemes are linear.

**Theorem 3.2** (Maximum bound principle of the ETDRK2 scheme). Suppose that Assumptions 1 and 2, (2.10) and (2.11) hold. Then the ETDRK2 scheme preserves the discrete MBP unconditionally, i.e., for any time step size $\tau > 0$, the ETDRK2 solution satisfies $\|v^n\| \leq \beta$ for any $n \geq 0$. 
\[ \beta = 1 \]

and then, \( w^L ETDRK2 \) schemes with the (discretized) linear operator \( \| 2.24 \)

Sections 2.2 and 2.3.

\[ \| \]

\[ 3.1, \text{for} (2.20) Q. DU, L. JU, X. LI, AND Z. QIAO \]

one also fail to preserve the discrete MBP unconditionally.

\[ of the extrapolated data, \]

the ETD-multistep schemes with even order greater than \( 3.1 \), for \( 2.11 \).

\[ \text{that} \]

\[ \text{use} \]

\[ \text{for} \]

\[ \text{practice}, \text{we} \text{need} \text{formulas} \text{that} \text{can} \text{be} \text{more} \text{directly} \text{implemented} \text{for} \text{computations}, \]

\[ \text{r} \text{defined in [11]}, \text{with} \text{order} \text{greater} \text{than} \text{two} \text{fail} \text{to} \text{maintain} \text{the} \text{MBP} \text{unconditionally} \text{due} \text{to} \text{the} \text{lack} \text{of} \text{the} \text{property} \text{(3.4) \text{for} \text{the} \text{interpolation} \text{polynomials} \text{with} \text{r} \geq 2.} \]

\[ \text{Apart} \text{from} \text{the} \text{ETDRK} \text{schemes}, \text{multistep} \text{approximations} \text{could} \text{be} \text{also} \text{utilized} \text{in} \text{the} \text{ETD} \text{temporal} \text{discretization [49].} \]

\[ \text{The} \text{ETD-multistep} \text{scheme} \text{of} \text{order} \text{r} + 1 \text{is} \text{generated} \text{from} \text{the} \text{extrapolation} \text{polynomial} \text{of} \text{degree} \text{r} \geq 1 \text{for} \text{the} \text{nonlinear} \text{term} \text{based} \text{on} \text{the} \text{approximated} \text{solutions} \text{at} \text{the} \text{previous} \text{r} \text{time} \text{levels}. \]

\[ \text{Since} \text{the} \text{extrapolation} \text{polynomials} \text{with} \text{r} \geq 1 \text{cannot} \text{be} \text{bounded} \text{by} \text{the} \text{maximums} \text{and} \text{minimums} \text{of} \text{the} \text{extrapolated} \text{data, the} \text{ETD-multistep} \text{schemes with} \text{even} \text{order} \text{greater} \text{than} \text{one} \text{also} \text{fail} \text{to} \text{preserve} \text{the} \text{discrete} \text{MBP} \text{unconditionally.} \]

\[ \text{Up} \text{till} \text{now}, \text{we} \text{only} \text{presented} \text{the} \text{differential} \text{forms} \text{of} \text{the} \text{ETD1 and} \text{ETDRK2} \text{schemes} \text{by} \text{(3.2) and} \text{(3.5) since} \text{they} \text{are} \text{convenient} \text{for} \text{the} \text{theoretical} \text{analysis.} \]

\[ \text{In} \text{practice}, \text{we} \text{need} \text{formulas} \text{that} \text{can} \text{be} \text{more} \text{directly} \text{implemented} \text{for} \text{computations}, \text{in} \text{particular,} \text{the} \text{fully} \text{discrete} \text{schemes} \text{(in} \text{both time} \text{and} \text{space}) \text{with} \text{X} \equiv R^M \text{and} \text{L} = L_h \text{discussed} \text{in} \text{Section} \text{2.3.2}. \]

\[ \text{Here} \text{we} \text{define} \text{a} \text{new} \text{operator} \text{L}_{hc} : \partial X \rightarrow X \text{as follows: for any} \text{g} \in \partial X \text{and} \text{w} \in D(L) \text{with} \text{w}|_{\Omega^*} = g, \text{let} \]

\[ (3.6) \]

\[ L_{hc}g = (L_h w)|_{\Omega^*} - L_{ho}(w)|_{\Omega^*}. \]

\[ \text{It} \text{is} \text{easy} \text{to} \text{check} \text{that} \text{the} \text{right-hand} \text{side of} \text{(3.6) \text{depends} \text{only} \text{on} \text{g, so} L_{hc} \text{is} \text{well-defined} \text{through} \text{(3.6).}} \]

\[ \text{For} \text{a} \text{given} \text{boundary} \text{data} \text{g} : [0, T] \rightarrow \partial X \text{and} \text{a function} \text{u} : [0, T] \rightarrow X \text{such} \text{that} \text{u(t)|}_{\Omega^*} = g(t), \text{we} \text{obtain} \text{from} \text{(3.1) and} \text{the} \text{definition} \text{of} \text{L}_{hc} \text{that} \]

\[ (3.7) \]

\[ \left\{ \begin{array}{ll}
        u_t + \kappa u = L_{ho} u + N[u] + L_{hc} g, & t \in (0, T), \; \mathbf{x} \in \Omega^*, \\
        u(0, \mathbf{x}) = u_0(\mathbf{x}), & \mathbf{x} \in \Omega, 
    \end{array} \right. \]
where $\mathcal{L}_{h0}$ is an $M^d$-by-$M^d$ matrix. Let

$$(3.8) \quad \mathcal{L}_{\kappa,h} = \kappa I_{M^d} - \mathcal{L}_{h0}$$

and define the $\varphi$-functions as follows:

$$\varphi_0(a) = e^{-a}, \quad \varphi_1(a) = \frac{1 - e^{-a}}{a}, \quad \varphi_2(a) = \frac{a - 1 + e^{-a}}{a^2}, \quad a \neq 0.$$  

Let $v^0 = u_0$. Then, we give the fully discrete ETD1 scheme by

$$(3.9) \quad v^{n+1} = e^{-\tau \mathcal{L}_{\kappa,h}} v^n + \int_0^\tau e^{-(\tau-s)\mathcal{L}_{\kappa,h}} \{\mathcal{N}[v^n] + \mathcal{L}_{h,c}g(t_n + s)\} \, ds$$

or equivalently,

$$v^{n+1} = \varphi_0(\tau \mathcal{L}_{\kappa,h}) v^n + \tau \varphi_1(\tau \mathcal{L}_{\kappa,h}) \mathcal{N}[v^n] + \int_0^\tau e^{-(\tau-s)\mathcal{L}_{\kappa,h}} \mathcal{L}_{h,c}g(t_n + s) \, ds,$$

and the fully discrete ETDRK2 scheme by

$$\begin{cases}
\tilde{v}^{n+1} = e^{-\tau \mathcal{L}_{\kappa,h}} v^n + \int_0^\tau e^{-(\tau-s)\mathcal{L}_{\kappa,h}} \{\mathcal{N}[v^n] + \mathcal{L}_{h,c}g(t_n + s)\} \, ds,
\end{cases}$$

$$\begin{cases}
v^{n+1} = e^{-\tau \mathcal{L}_{\kappa,h}} v^n + \int_0^\tau e^{-(\tau-s)\mathcal{L}_{\kappa,h}} \left(1 - \frac{s}{\tau}\right) \mathcal{N}[v^n] + \frac{s}{\tau} \mathcal{N}[\tilde{v}^{n+1}] + \mathcal{L}_{h,c}g(t_n + s) \right) \, ds,
\end{cases}$$

or equivalently,

$$(3.10) \quad \begin{cases}
\tilde{v}^{n+1} = \varphi_0(\tau \mathcal{L}_{\kappa,h}) v^n + \tau \varphi_1(\tau \mathcal{L}_{\kappa,h}) \mathcal{N}[v^n] + \int_0^\tau e^{-(\tau-s)\mathcal{L}_{\kappa,h}} \mathcal{L}_{h,c}g(t_n + s) \, ds,
\end{cases}$$

$$\begin{cases}
v^{n+1} = \tilde{v}^{n+1} + \tau \varphi_2(\tau \mathcal{L}_{\kappa,h}) \{\mathcal{N}[\tilde{v}^{n+1}] - \mathcal{N}[v^n]\}. \end{cases}$$

Note that the corresponding semigroup is given by the matrix exponential $S_{-\mathcal{L}_{\kappa,h}}(t) = e^{t(\mathcal{L}_{h0} - \kappa I)}$, which again depends crucially on the choice of the constant $\kappa$.

### 3.2. Convergence analysis of the ETD schemes.

As an important application of the MBP, we now consider the convergence of the ETDRK2 schemes. From the practical point of view, we are mainly interested in the convergence of the MBP, we now consider the convergence of the ETD1 and ETDRK2 schemes. For the fixed terminal time $T > 0$ and spatial mesh size $h > 0$, assume that the exact solution $u$ to the space-discrete model equation (3.7) belongs to $C^1([0,T];\mathcal{X})$ and $\{v^n\}_{n \geq 0}$ is generated by the fully discrete ETD1 scheme (3.9) with $v^0 = u_0$. Then we have

$$(3.11) \quad \|v^n - u(t_n)\| \leq C e^{\kappa t_n} \tau, \quad \forall t_n \leq T$$

for any $\tau > 0$, where the constant $C > 0$ depends on the $C^1([0,T];\mathcal{X})$ norm of $u$, but independent of $\tau$ and $\kappa$.  

---

**Theorem 3.4.** Suppose that Assumptions 1 and 2, (2.10) and (2.11) are satisfied. For the fixed terminal time $T > 0$ and spatial mesh size $h > 0$, assume that the exact solution $u$ to the space-discrete model equation (3.7) belongs to $C^1([0,T];\mathcal{X})$ and $\{v^n\}_{n \geq 0}$ is generated by the fully discrete ETD1 scheme (3.9) with $v^0 = u_0$. Then we have

$$(3.11) \quad \|v^n - u(t_n)\| \leq C e^{\kappa t_n} \tau, \quad \forall t_n \leq T$$

for any $\tau > 0$, where the constant $C > 0$ depends on the $C^1([0,T];\mathcal{X})$ norm of $u$, but independent of $\tau$ and $\kappa$.  

---
Proof. We know that the ETD1 solution is given by \( v^{n+1} = w^n(\tau) \) with the function \( w^n : [0, \tau] \to X \)

\[
\begin{aligned}
  &w^n + \kappa w^n = \mathcal{L}_h \nu^n + \mathcal{N}[v^n] + \mathcal{L}_h g(t_n + s), \quad s \in (0, \tau), \quad x \in \Omega^*, \\
  &w^n(0, x) = v^n(x), \quad x \in \hat{\Omega}.
\end{aligned}
\]  

(3.12)

Let \( e^n_1 = v^n - u(t_n) \). The difference between (3.12) and (3.7) yields

\[
\begin{aligned}
  e^{n+1}_1 &= e^{-\kappa \tau} e^{\tau \mathcal{L}_h_0} e^n_1 + \int_0^\tau e^{-\kappa(\tau-s)} e^{(\tau-s) \mathcal{L}_h_0} \{ \mathcal{N}[v^n] - \mathcal{N}[u(t_n)] + R_1(s) \} \, ds,
\end{aligned}
\]  

(3.13)

where \( R_1(s) \) is the truncated error as

\[
R_1(s) = \mathcal{N}[u(t_n)] - \mathcal{N}[u(t_n + s)], \quad s \in [0, \tau].
\]

Due to the MBP of (2.2), we have \( \|u(t_n)\| \leq \beta \) and \( \|u(t_n + s)\| \leq \beta \), and then, using Lemma 2.2-(ii), we derive

\[
\|R_1(s)\| = \|N_0(u(t_n)) - N_0(u(t_n + s))\| \leq 2\kappa \|u(t_n) - u(t_n + s)\| \leq C_1 \kappa \tau, \quad \forall s \in [0, \tau],
\]

where the constant \( C_1 \) depends on the \( C^1([0, T]; X) \) norm of \( u \), but independent of \( \kappa \) and \( \tau \). Similarly, since \( \|v^n\| \leq \beta \), we can obtain

\[
\|N[v^n] - \mathcal{N}[u(t_n)]\| \leq 2\kappa \|v^n - u(t_n)\| = 2\kappa \|e^n_1\|.
\]

Then, we derive from (3.13) that

\[
\begin{aligned}
  \|e^{n+1}_1\| &\leq e^{-\kappa \tau} \|e^{\tau \mathcal{L}_h_0} \| \|e^n_1\| \\
&+ \int_0^\tau e^{-\kappa(\tau-s)} \|e^{(\tau-s) \mathcal{L}_h_0} \| \{ \|\mathcal{N}[v^n] - \mathcal{N}[u(t_n)]\| + \|R_1(s)\| \} \, ds \\
&\leq e^{-\kappa \tau} \|e^n_1\| + (2\kappa \|e^n_1\| + C_1 \kappa \tau) \int_0^\tau e^{-\kappa(\tau-s)} \, ds \\
&= e^{-\kappa \tau} \|e^n_1\| + \frac{1 - e^{-\kappa \tau}}{\kappa \tau} (2\kappa \|e^n_1\| + C_1 \kappa \tau) \\
&= (2 - e^{\kappa \tau}) \|e^n_1\| + \frac{1 - e^{-\kappa \tau}}{\kappa \tau} \cdot C_1 \kappa \tau^2 \\
&\leq (1 + \kappa \tau) \|e^n_1\| + C_1 \kappa \tau^2,
\end{aligned}
\]  

(3.15)

where in the last step we have used the fact that \( 1 - e^{-a} \leq a \) for any \( a > 0 \). By induction, we have

\[
\|e^n_1\| \leq (1 + \kappa \tau)^n \|e^0_1\| + C_1 \kappa \tau^2 \sum_{k=0}^{n-1} (1 + \kappa \tau)^k
\]

\[
= (1 + \kappa \tau)^n \|e^0_1\| + C_1 \tau (1 + \kappa \tau)^n - 1
\]

\[
\leq e^{\kappa \tau \tau} \|e^0_1\| + C_1 e^{\kappa \tau \tau} \tau.
\]

By letting \( C = C_1 \), we obtain (3.11) since \( e^0_1 = 0 \) and \( \tau \tau = t_n \). \( \Box \)

Remark 8. We note that in the estimate (3.11), there is an exponential coefficient \( e^{\kappa \tau \tau} \) which could be very large (e.g., in the case of Allen–Cahn equation, \( f \) may include a negative power of a small parameter, which leads to large \( \kappa \)). The similar
result is also obtained for the ETDRK2 scheme as shown later. Theoretically, this is inevitable due to the application of the Gronwall’s lemma. On the other hand, one may be able to further improve the error estimate by using the techniques in [34, 35].

Now, we turn to the convergence of the ETDRK2 scheme (3.5). Assume that \( f_0 \) is twice continuously differentiable and denote by \( M_2 \) the maximum of \( |f_0''(\cdot)| \) on \([-\beta, \beta]\).

**Theorem 3.5.** Suppose that Assumptions 1 and 2, (2.10) and (2.11) are satisfied. For the fixed terminal time \( T > 0 \) and spatial mesh size \( h > 0 \), assume that the exact solution \( u \) to the space-discrete model equation (3.7) belongs to \( C^2([0, T]; X) \) and \( \{v^n\}_{n \geq 0} \) is generated by the fully discrete ETDRK2 scheme (3.10) with \( v^0 = u_0 \).

Then we have

\[
\|v^n - u(t_n)\| \leq C_\kappa e^{\kappa t_n}, \quad \forall t_n \leq T
\]

for any \( \tau > 0 \), where the constant \( C_\kappa > 0 \) depends on \( \kappa, M_2 \), and the \( C^2([0, T]; X) \) norm of \( u \), but independent of \( \tau \).

**Proof.** The proof strategy is quite similar to the case of the first-order scheme. Let \( e^n_2 = v^n - u(t_n) \), then we have

\[
e^{\kappa + 1} = e^{\kappa} = e^{\kappa} + \int_0^\tau e^{-\kappa(s-t)}e^{\kappa} \left\{ \left( 1 - \frac{s}{\tau} \right) (N[v^n] - N[u(t_n)]) + \frac{s}{\tau} (N[v^{n+1}] - N[u(t_{n+1})]) + R_2(s) \right\} ds,
\]

(3.17)

where \( R_2(s) \) is the truncated error given by

\[
R_2(s) = \left( 1 - \frac{s}{\tau} \right) (N[u(t_n)] + \frac{s}{\tau} (N[u(t_{n+1})] - N[u(t_n)])), \quad s \in [0, \tau].
\]

Using the MBP and the error estimates of the linear interpolation, we have

\[
\|R_2(s)\| \leq (C_2 \kappa + C_3) \tau^2, \quad \forall s \in [0, \tau],
\]

where the constant \( C_2 \) depends on the \( C^2([0, T]; X) \) norm of \( u \) and \( C_3 \) depends on \( M_2 \) and the \( C^2([0, T]; X) \) norm of \( u \); both of them are independent of \( \tau \) and \( \kappa \). From the last inequality in (3.15), we know

\[
\|\tilde{v}^{n+1} - u(t_{n+1})\| \leq (1 + \kappa \tau)\|v^n - u(t_n)\| + C_1 \kappa \tau^2,
\]

and then, using Lemma 2.2-(ii), we obtain

\[
\|N[\tilde{v}^{n+1}] - N[u(t_{n+1})]\| \leq 2 \kappa \|\tilde{v}^{n+1} - u(t_{n+1})\| \leq 2 \kappa (1 + \kappa \tau)\|e_2^n\| + 2 C_1 \kappa^2 \tau^2.
\]

By combining with (3.14), we have, for any \( s \in [0, \tau] \),

\[
\left\| \left( 1 - \frac{s}{\tau} \right) (N[v^n] - N[u(t_n)]) + \frac{s}{\tau} (N[\tilde{v}^{n+1}] - N[u(t_{n+1})]) \right\|
\leq \left( 1 - \frac{s}{\tau} \right) 2 \kappa \|e_2^n\| + \frac{s}{\tau} [2 \kappa (1 + \kappa \tau)\|e_2^n\| + 2 C_1 \kappa^2 \tau^2]
\]

\[
= 2 \kappa (1 + \kappa s)\|e_2^n\| + 2 C_1 \kappa^2 \tau s.
\]

Then, we obtain from (3.17) that

\[
\|e_2^{n+1}\| \leq e^{-\kappa \tau}\|e_2^n\| + \int_0^\tau e^{-\kappa(s-t)} [2 \kappa (1 + \kappa s)\|e_2^n\| + 2 C_1 \kappa^2 \tau s + (C_2 \kappa + C_3) \tau^2] ds
\]
with respect to the energy functional of operators such as those given in Examples 2.4–2.10. Assume that the linear operator $L$ only consider the periodic or time-independent gradient flow models, a class of important examples of the model equation (2.2). We next we show the application of the MBP and convergence of the ETD schemes to some of corresponding concrete problems.

By letting $C = C_1^2 + C_2 + C_3 / \kappa$, we obtain (3.16). $\square$

3.3. Energy stability of the ETD schemes for gradient flow models. Next we show the application of the MBP and convergence of the ETD schemes to gradient flow models, a class of important examples of the model equation (2.2). We only consider the periodic or time-independent Dirichlet boundary condition and also assume that the linear operator $L$ is dissipative on $L^2(\Omega)$ in the sense that the inner product $(w, Lw)_{L^2(\Omega)} \leq 0$ for any $w \in D(L)$, which can be satisfied by a large number of operators such as those given in Examples 2.4–2.10.

Phase-field (or diffuse-interface) models are usually derived as the gradient flows with respect to the energy functional

$$E[u] = -\frac{1}{2}(u, Lu)_{L^2(\Omega)} + \int_\Omega F(u(x)) \, dx$$

with $F : \mathbb{R} \to \mathbb{R}$ such that $f_0 = -F'$. Some simple calculations give us the energy law under the periodic or time-independent Dirichlet boundary condition:

$$E[u(t_2)] \leq E[u(t_1)], \quad \forall t_2 \geq t_1 \geq 0.$$

There have been numerous researches devoted to the energy stable numerical methods for the phase-field models, see, e.g., [55, 65, 89, 98] and the references in the recent review [16].
An interesting problem is whether the energy law can be preserved by the proposed ETD discretization schemes. In our recent work [20], we investigated the MBP-preserving ETD schemes for the nonlocal Allen–Cahn equation with periodic boundary condition, namely, the equation (2.2) with the linear operator given by (2.21) and nonlinear function defined as (2.14). We concluded that the solution to the ETD1 scheme decreases the energy along the time steps and the energy for the ETDRK2 scheme is uniformly bounded by the initial energy plus a constant.

For the more general case we consider in this work, the ETD1 and ETDRK2 schemes for (2.2) still satisfy the energy stability. Since the proof could be conducted in a quite similar way as done in [20], we state the result directly as follows and leave the details of the proof to interested readers.

**Proposition 3.6.** Suppose that Assumptions 1–2, (2.10) and (2.11) hold. Then

(i) the solution \( \{v^n\}_{n \geq 0} \) to the ETD1 scheme (3.2) satisfies

\[
E[v^{n+1}] \leq E[v^n], \quad \forall n \geq 0,
\]

for any \( \tau > 0 \), i.e., the ETD1 scheme is unconditionally energy stable;

(ii) the solution \( \{v^n\}_{n \geq 0} \) to the ETDRK2 scheme (3.5) satisfies

\[
E[v^n] \leq E[v^0] + \tilde{C}, \quad \forall t_n \leq T,
\]

for any \( \tau \in (0, 1] \), where the constant \( \tilde{C} = \tilde{C}(|\Omega|, T, \kappa) \) is independent of \( \tau \), i.e., the energy is uniformly bounded.

**4. Some extensions.** In the framework we have established, although the function spaces \( X \) and \( X \) consists of only real scalar-valued functions, the main results on the MBP could be extended to some complex scalar-valued equations, or more generally, real vector-valued ones. In addition, the equations on real matrix-valued fields also share some similar characteristics. The MBP for the case of systems implies the existence of the invariant regions of the solution [2, 63, 85, 91]. One can find studies on the invariant-region-preserving numerical methods for classic reaction-diffusion systems (see, e.g., [37, 72]) and hyperbolic systems of conservation laws (see, e.g., [43, 44, 54]). For simplicity, we focus our analysis on the space-continuous setting (i.e., Case (D1)) in this section.

**4.1. Extension to complex scalar-valued and real vector-valued equations.** The Ginzburg–Landau model for superconductivity [12, 19] is one of the popular models describing the phase transition of the superconducting material under effects of magnetic and electric fields. For simplicity, we only consider the equation with respect to the order parameter without electric effect, that is, the electric potential vanishing in the Ginzburg–Landau model. Let \( \phi : [0, T] \times \overline{\Omega} \to \mathbb{C} \) be a complex-valued order parameter satisfying

\[
\phi_t = (\nabla + iA)^2 \phi + (1 - |\phi|^2)\phi, \quad t \in (0, T], \, x \in \Omega,
\]

subject to the initial condition

\[
\phi(0, \cdot) = \phi_0, \quad x \in \overline{\Omega}
\]

and either the Dirichlet, periodic, or homogeneous natural boundary condition

\[
(\nabla + iA)\phi \cdot n = 0, \quad t \in (0, T], \, x \in \partial\Omega,
\]
where \( A \in \mathbb{R}^d \) is a given magnetic potential and \( |\phi| \) denotes the modulus of \( \phi \). The MBP of the solution to (4.1) with the natural boundary condition was proved in [12] in the sense of weak solution as follows.

**Proposition 4.1.** If \( |\phi_0(x)| \leq 1 \) for a.e. \( x \in \overline{\Omega} \), then it holds \( |\phi(t,x)| \leq 1 \) for a.e. \( t \in [0,T] \) and \( x \in \overline{\Omega} \).

If we let \( \psi = e^{iA \cdot x} \phi \), simple calculations give us \( \Delta \psi = e^{iA \cdot x} (\nabla + iA)^2 \phi \) and \( |\psi| = |\phi| \). Thus, the equation (4.1) is equivalent to

\[
\psi_t = \Delta \psi + (1 - |\psi|^2) \psi, \quad t \in (0,T], \ x \in \Omega,
\]

subject to the initial condition \( \psi(0,x) = e^{iA \cdot x} \phi_0(x) \) and corresponding boundary conditions. Noting that \( \psi \) and \( \phi \) have the same modulus, the MBP (Proposition 4.1) is also valid for (4.2). Since a complex number can be viewed as an element in \( \mathbb{R}^2 \) in the sense of isomorphism, the complex-valued equation (4.2) is actually equivalent to a real vector-valued equation

\[
u_t = \Delta \nu + (1 - \|\nu\|^2) \nu, \quad t \in (0,T], \ x \in \Omega
\]

with \( \| \cdot \| \) denoting the standard Euclidean norm, where \( \nu : [0,T] \times \overline{\Omega} \to \mathbb{R}^m \) (\( m = 2 \) for the Ginzburg–Landau model) is subject to the initial condition

\[\nu(0,\cdot) = \nu_0, \ x \in \overline{\Omega}\]

and either the Dirichlet boundary condition

\[\nu = g, \quad t \in [0,T], \ x \in \partial\Omega\]

with \( g \in C([0,T] \times \partial\Omega; \mathbb{R}^m) \), the periodic boundary condition, or the homogeneous Neumann boundary condition

\[\nabla \nu \cdot n = 0, \quad t \in [0,T], \ x \in \partial\Omega.
\]

Similar to the Allen–Cahn equation, the vector-valued equation (4.3) could be also regarded as the \( L^2 \) gradient flow with respect to the energy functional

\[
E[\nu] = \int_{\Omega} \left( \frac{1}{2} \|\nabla \nu\|^2 + \frac{1}{4} (\|\nu\|^2 - 1)^2 \right) \, dx,
\]

where \( \|\nabla \|_F \) denotes the Frobenius norm of the Jacobian matrix \( \nabla \nu \). The solution to (4.3) decreases the energy (4.4) along with the time under either the time-independent Dirichlet, the homogeneous Neumann, or the periodic boundary condition.

Introducing the stabilizing constant \( \kappa > 0 \) as before, the equation (4.3) is then equivalent to

\[
u_t + \kappa \nu = \Delta \nu + N_0(\nu), \quad t \in (0,T], \ x \in \Omega,
\]

where \( N_0(\xi) = \kappa \xi + f_0(\xi) \) and \( f_0(\xi) = (1 - \|\xi\|^2) \xi \) is the vector-valued analogue of the scalar function (2.14). Corresponding to (2.10) and Lemma 2.2, we choose \( \kappa \geq 2 \) and then have the following lemma on the vector-valued function \( N_0 \).

**Lemma 4.2.** Denote \( Y_1 = \{ \xi \in \mathbb{R}^m \mid \|\xi\| \leq 1 \} \). It holds that

(i) \( |N_0(\xi)| \leq \kappa \) for any \( \xi \in Y_1 \);

(ii) \( |N_0(\xi_1) - N_0(\xi_2)| \leq 2\kappa|\xi_1 - \xi_2| \) for any \( \xi_1, \xi_2 \in Y_1 \).
Proof. (i) For \( \xi \in Y_1 \), we note that
\[
|N_0(\xi)| \leq \kappa|\xi| + |f_0(\xi)| = \kappa|\xi| + f_0(|\xi|) = N_0(|\xi|),
\]
where \( N_0 \) is the scalar function (2.9). The rest follows the proof of Lemma 2.2-(i) with \( \beta = 1 \).

(ii) The Jacobian matrix of \( N_0 \) at \( \xi \in \mathbb{R}^m \) is given by
\[
\nabla N_0(\xi) = (\kappa + 1 - |\xi|^2)I_m - 2(\xi \otimes \xi),
\]
where \( \otimes \) denotes the tensor product. The \( m \) eigenvalues of \( \nabla N_0(\xi) \) are given by
\[
\lambda_1(\xi) = \kappa + 1 - 3|\xi|^2,
\lambda_2(\xi) = \lambda_3(\xi) = \cdots = \lambda_m(\xi) = \kappa + 1 - |\xi|^2.
\]
Since \( \kappa \geq 2 \), for any \( \xi \in Y_1 \) we have
\[
0 \leq \lambda_1(\xi) \leq \lambda_m(\xi) \leq \kappa + 1 < 2\kappa.
\]
Thus, using the mean-value theorem, we obtain (ii). \( \square \)

Let \( \mathcal{Y} = C(\overline{\Omega}; \mathbb{R}^m) \) the space of continuous \( \mathbb{R}^m \)-valued functions defined on \( \overline{\Omega} \) equipped with the supremum norm
\[
\|w\|_Y = \max_{x \in \overline{\Omega}} |w(x)|, \quad \forall w \in \mathcal{Y}.
\]
By using Banach’s fixed-point theorem as done in the proof of Theorem 2.3, it is easy to show the existence and MBP of the problem (4.3) with any integer \( m \geq 2 \) as follows. The main tools are the uniform ellipticity of the Laplace operator (see, e.g., [28]), the properties of the nonlinear term given by Lemma 4.2, and the inequality
\[
(4.5) \quad \Delta|u|^2 = 2|\nabla u|^2_T + 2u \cdot \Delta u \geq 2u \cdot \Delta u.
\]

**Proposition 4.3.** If it holds that
\[
(4.6a) \quad |u_0(x)| \leq 1, \quad \forall x \in \overline{\Omega},
\]
the equation (4.3) with either periodic, homogeneous Neumann, or Dirichlet boundary condition subject to
\[
(4.6b) \quad |g(t, x)| \leq 1, \quad \forall t \in [0, T], \quad \forall x \in \partial \Omega
\]
has a unique solution \( u \in C([0, T]; \mathcal{Y}) \) and it satisfies \( \|u(t)\|_Y \leq 1 \) for any \( t \in [0, T] \).

This proposition actually implies that the closed unit ball in \( \mathbb{R}^m \) is an invariant region of the solution to the equation (4.3). Moreover, according to Corollary 14.8-(b) in [91], the closed unit ball is the smallest invariant region.

Next we show that, the ETD1 and ETDRK2 schemes for time integration of the equation (4.3) both preserve the discrete MBP unconditionally. Let \( v^0 = u_0 \). For the case of Dirichlet boundary condition, the ETD1 and ETDRK2 solutions are then given by \( v^{n+1} = w^n(\tau) \) with \( w^n : [0, \tau] \to \mathcal{Y} \) such that
\[
\begin{align*}
\begin{cases}
w^n(s) + \kappa w^n = \Delta w^n + \hat{N}_0(s, v^n), & s \in (0, \tau], \quad x \in \Omega, \\
w^n(s, x) = g(t_n + s, x), & s \in [0, \tau], \quad x \in \partial \Omega, \\
w^n(0, x) = v^n(x), & x \in \overline{\Omega},
\end{cases}
\end{align*}
\]
where
\[
\tilde{w}(s, v) = \begin{cases} 
N_0(v), & \text{for ETD1,} \\
(1 - \frac{s}{\tau})N_0(v) + \frac{s}{\tau}N_0(\tilde{w}^{n+1}), & \text{for ETDRK2}
\end{cases}
\]
with \(\tilde{w}^{n+1}\) generated by the ETD1 scheme. For the cases of periodic or homogeneous Neumann boundary condition, the ETD1 and ETDRK2 solutions are still given by the system (4.7) with small modifications of removing its second equation and using corresponding properties of the solution on the boundary.

**Theorem 4.4.** Assume that the stabilizing constant \(\kappa \geq 2 \) and (4.6) holds. Then the ETD1 and ETDRK2 schemes of the equation (4.3) both preserve the discrete MBP unconditionally, i.e., for any time step size \(\tau > 0\), the solutions satisfy \(\|v^n\|_y \leq 1\) for any \(n \geq 0\).

**Proof.** Since \(\|v^0\|_y \leq 1\), we just need to show that \(\|v^k\|_y \leq 1\) implies \(\|v^{k+1}\|_y \leq 1\) for any \(k\). We have \(v^{k+1} = w_k(\tau)\), where \(w_k\) satisfies (4.7) with the superscript \(n\) replaced by \(k\). Taking the dot product of the first equation in (4.7) with \(w_k\) and using the fact from (4.5) that \(\Delta|w_k|^2 \geq 2w_k \cdot \Delta w_k\), we obtain
\[
\frac{1}{2}(\|w_k\|^2)_s + \kappa|w_k|^2 \leq \frac{1}{2}\Delta|w_k|^2 + |\tilde{N}_0(s, v_k)|\|w_k\|.
\]
Suppose there exists \((s^*, x^*) \in (0, \tau) \times \hat{\Omega}\) such that
\[
|w_k(s^*, x^*)| = \max_{0 \leq s \leq \tau} \|w_k(s)\|_y.
\]
Since \(|w_k(s, x)|^2\) is a real scalar-valued function, we have \((|w_k|^2)_s \geq 0\) at \((s^*, x^*)\). If \(x^* \in \Omega\), we have \(\Delta|w_k(s^*, x^*)|^2 \leq 0\). If \(x^* \in \partial\Omega\), we have \(|w_k(s^*, x^*)| \leq 1\) for the case of Dirichlet boundary condition (the proof is then in fact completed in this case) or \(\Delta|w_k(s^*, x^*)|^2 \leq 0\) for the cases of periodic and homogeneous Neumann boundary conditions. Then we obtain from (4.8) that \(\kappa|w_k(s^*, x^*)| \leq |\tilde{N}_0(s^*, v_k(x^*))|\). Since \(\|v^k\|_y \leq 1\), according to Lemma 4.2-(i), for both ETD1 and ETDRK2 schemes, we always have \(\|\tilde{N}_0(s^*, v_k(x^*))\| \leq \kappa\), and thus \(|w_k(s^*, x^*)| \leq 1\). Then we have \(\|v^{k+1}\|_y \leq 1\), which completes the proof. \(\square\)

**Remark 9.** For the space-discrete version of the equation (4.3), an essential condition for the MBP to hold is that \(\Delta_h\), the spatial discretization of the operator \(\Delta\), satisfies \(\Delta_h\|u\|^2 \geq 2u \cdot \Delta_h u\).

Similar to the scalar-valued problem, here we present the fully discrete ETD1 and ETDRK2 schemes for practical computations. With \(L = \Delta\), we still use the notations \(\mathcal{L}_{h,c}\) and \(\mathcal{L}_{h,h}\) as defined by (3.6) and (3.8) respectively, then the fully discrete ETDRK2 scheme reads
\[
\begin{align*}
\tilde{w}^{n+1} &= \varphi_0(\tau \mathcal{L}_{h,h})v^n + \tau \varphi_1(\tau \mathcal{L}_{h,h})N_0(\tilde{v}) + \int_0^\tau e^{-(\tau-s)\mathcal{L}_{h,h}} \mathcal{L}_{h,c} g(t_n + s) \, ds, \\
v^{n+1} &= \tilde{w}^{n+1} + \tau \varphi_2(\tau \mathcal{L}_{h,h})[N_0(\tilde{w}^{n+1}) - N_0(v^n)]
\end{align*}
\]
and the fully discrete ETD1 scheme is given by the first step of the ETDRK2 scheme. The schemes for cases of homogeneous Neumann and periodic boundary conditions could be given in the similar way.
4.2. Extension to real matrix-valued equations. In [79], a problem of finding the stationary points of an energy for orthogonal matrix-valued functions was studied. Since the orthogonality constraint is non-trivial to enforce, a penalty term is added to the energy to offer a relaxed (phase-field or diffuse-interface) formulation. The gradient flow for such energy reads

\[ U_t = \Delta U + U(I_m - U^T U), \quad t \in (0, T], \ x \in \Omega, \]

where \( U : [0, T] \times \Omega \rightarrow \mathbb{R}^{m \times m} \) is subject to the initial condition

\[ U(0, \cdot) = U_0, \quad x \in \Omega. \]

and either homogeneous Dirichlet, periodic, or homogeneous Neumann boundary condition. Denote by \( \| \cdot \|_W \) the matrix 2-norm and by \( \mathbb{R}_s^{m \times m} \) the set of all real symmetric \( m \)-by-\( m \) matrices.

Let us define \( \mathcal{Z} = C(\Omega; \mathbb{R}_s^{m \times m}) \) the space of continuous \( \mathbb{R}_s^{m \times m} \)-valued functions defined on \( \Omega \) equipped with the supremum norm

\[ \| W \|_\mathcal{Z} = \max_{x \in \Omega} |W(x)|_2, \quad \forall W \in \mathcal{Z}. \]

Similarly to \( X \) for the scalar-value equation case, we then define \( \mathcal{Z} \), as well as \( D(L_0) \) and \( \mathcal{L}_0 \), in accordance with \( L = \Delta \) and the respective boundary conditions. Then, we can show that \( \mathcal{L}_0 : D(L_0) \rightarrow \mathcal{Z} \) satisfies the matrix-valued analogue of Lemma 2.1.

**Lemma 4.5.** For all \( \lambda > 0 \) and all \( W \in D(L_0) \), it holds

\[ \| (\lambda I - \Delta)W \|_\mathcal{Z} \leq \lambda \| W \|_\mathcal{Z}, \]

and thus \( \mathcal{L}_0 \) generates a contraction semigroup \( \{S_{\mathcal{L}_0}(t)\}_{t \geq 0} \) on \( \mathcal{Z} \), i.e., \( \| S_{\mathcal{L}_0}(t) \| \leq 1 \).

**Proof.** First, for any diagonal matrix \( W(x) = \text{diag}\{w_i(x) : 1 \leq i \leq m\} \), there exists \( x_0 \in \Omega \) (for the homogeneous Dirichlet boundary condition) or \( x_0 \in \Omega \) (for the periodic or homogeneous Neumann boundary condition) and \( i_0 \) such that

\[ \| W \|_\mathcal{Z} = |W(x_0)|_2 = |w_{i_0}(x_0)| = \max_{x \in \Omega} |w_{i_0}(x)|. \]

Since \( |w_{i_0}(x)|^2 \) is a real scalar-valued function, we have

\[ 2w_{i_0}(x_0)\Delta w_{i_0}(x_0) \leq 2w_{i_0}(x_0)\Delta w_{i_0}(x_0) + 2|\nabla w_{i_0}(x_0)|^2 = \Delta |w_{i_0}(x_0)|^2 \leq 0. \]

Then, for any \( \lambda > 0 \), we have

\[ \lambda |W(x_0)|_2^2 \leq |w_{i_0}(x_0)|^2 - w_{i_0}(x_0)\Delta w_{i_0}(x_0) \]

\[ = w_{i_0}(x_0) \cdot (\lambda I - \Delta)w_{i_0}(x_0) \leq |W(x_0)|_2 |(\lambda I - \Delta)W(x_0)|_2, \]

which implies (4.10) for any diagonal matrix \( W \).

Next, for any \( W \in D(L_0) \), let \( x_0 \) be the point such that

\[ \| W \|_\mathcal{Z} = |W(x_0)|_2 = \max_{x \in \Omega} |W(x)|_2. \]

Since \( W(x_0) \) is symmetric, there exists an orthonormal matrix \( O \) such that \( \hat{W} = O^T W(x_0)O \) is diagonal. We then derive from (4.11) that

\[ \lambda |W(x_0)|_2 = \lambda |\hat{W}|_2 \leq |(\lambda I - \Delta)\hat{W}|_2 = |(\lambda I - \Delta)W(x_0)|_2 \leq \| (\lambda I - \Delta)W \|_\mathcal{Z}, \]
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which leads to (4.10). □

Introducing a stabilizing constant $\kappa > 0$, the equation (4.9) is equivalent to

$$(4.12) \quad U(t + \tau) = e^{-\kappa \tau} S_{\mathcal{L}_0}(\tau) U(t) + \int_0^\tau e^{-\kappa (\tau - s)} S_{\mathcal{L}_0}(\tau - s) N_0(U(t + s)) \, ds,$$

where

$$(4.13) \quad N_0(Q) = \kappa Q + Q(I_m - Q^T Q), \quad Q \in \mathbb{R}^{m \times m}. \tag{4.13}$$

We again require $\kappa \geq 2$, and then obtain the following lemma on the matrix-valued function $N_0$.

**Lemma 4.6.** Denote $\mathcal{M}_1 = \{ Q \in \mathbb{R}^{m \times m}_+ \mid \| Q \|_2 \leq 1 \}$. It holds that

(i) $|N_0(Q)| \leq \kappa$ for any $Q \in \mathcal{M}_1$;

(ii) $|N_0(Q_1) - N_0(Q_2)| \leq 2\kappa |Q_1 - Q_2|$ for any $Q_1, Q_2 \in \mathcal{M}_1$.

**Proof.** (i) Since any real symmetric matrix can be diagonalized orthonormally, and $N_0(Q)$ is also diagonal for any diagonal matrix $Q \in \mathcal{M}_1$, the property (i) is the direct consequence of Lemma 2.2-(i).

(ii) Since $\mathbb{R}^{m \times m}$ is identical to $\mathbb{R}^{m^2}$ in the sense of isomorphism, the matrix-valued function $N_0 : \mathbb{R}^{m \times m} \to \mathbb{R}^{m \times m}$ defined by (4.13) could be regarded as a vector-valued mapping $\mathbb{R}^{m^2} \to \mathbb{R}^{m^2}$, whose Jacobian matrix gives the matrix derivative of $N_0$. In this sense, the matrix derivative of $N_0$ at $Q \in \mathbb{R}^{m \times m}_+$ is given by [71, Theorem 4]

$$DN_0(Q) = (\kappa + 1)I_{m^2} - (Q^2 \otimes I_m + I_m \otimes Q^2 + Q \otimes Q).$$

Denote by $\{ \mu_j \}_{j=1}^m$ the eigenvalues of $Q$. Then the eigenvalues of $DN_0(Q)$, denoted by $\{ \lambda_{ij} \}_{i,j=1}^m$, are given by [50, Theorem 4.2.12]

$$\lambda_{ij} = \kappa + 1 - (\mu_i^2 + \mu_j^2 + \mu_i \mu_j), \quad 1 \leq i, j \leq m.$$

For any $Q \in \mathcal{M}_1$, it holds $0 \leq \mu_i^2 + \mu_j^2 + \mu_i \mu_j \leq 3$. Since $\kappa \geq 2$, we have

$$0 \leq \lambda_{ij} \leq \kappa + 1 < 2\kappa, \quad 1 \leq i, j \leq m.$$

Thus, we obtain the property (ii) by using the mean-value theorem. □

By conducting the similar analysis as done in Section 2.1 and [20], we can prove the MBP for the matrix-valued equation (4.9).

**Proposition 4.7.** If $U_0(x)$ is symmetric and $|U_0(x)|_2 \leq 1$ for any $x \in \Omega$, then the equation (4.9) with either homogeneous Dirichlet, periodic, or homogeneous Neumann boundary condition has a unique solution $U \in C([0, T]; \mathcal{Z})$ and it satisfies $\|U(t)\|_{\mathcal{Z}} \leq 1$ for any $t \in [0, T]$.

**Proof.** Setting $t = 0$ in (4.12) gives us

$$U(\tau) = e^{-\kappa \tau} S_{\mathcal{L}_0}(\tau) U_0 + \int_0^\tau e^{-\kappa (\tau - s)} S_{\mathcal{L}_0}(\tau - s) N_0(U(s)) \, ds, \quad \tau \geq 0.$$

Denote $Z_1 = \{ W \in Z \mid \| W \|_{\mathcal{Z}} \leq 1 \}$. For a fixed $t_1 > 0$ and a given $V \in C([0, t_1]; Z_1)$, let us define $W : [0, t_1] \to Z$ by

$$(4.14) \quad W(\tau) = e^{-\kappa \tau} S_{\mathcal{L}_0}(\tau) U_0 + \int_0^\tau e^{-\kappa (\tau - s)} S_{\mathcal{L}_0}(\tau - s) N_0(V(s)) \, ds, \quad \tau \in [0, t_1].$$
Obviously, $W$ is uniquely defined and

$$
\|W(\tau)\|_Z \leq e^{-\kappa \tau} \|S_{\mathcal{L}_0}(\tau)\| \|U_0\|_Z + \int_0^\tau e^{-\kappa (\tau - s)} \|S_{\mathcal{L}_0}(\tau - s)\| \|N_0(V(s))\|_Z \, ds.
$$

According to Lemmas 4.5 and 4.6-(i), we derive

$$
\|W(\tau)\|_Z \leq e^{-\kappa \tau} + \left( \int_0^\tau e^{-\kappa (\tau - s)} \, ds \right) \kappa = e^{-\kappa \tau} + \frac{1 - e^{-\kappa \tau}}{\kappa} \cdot \kappa = 1,
$$

which means $W \in C([0, t_1]; Z_1)$.

Then, for $t_1 < \kappa^{-1} \ln 2$, similar to the proof of Theorem 2.3 and using Lemma 4.6-(ii), the mapping $A : C([0, t_1]; Z_1) \to C([0, t_1]; Z_1)$ defined by $A[V] = W$ according to (4.14) is a contraction. We then can conclude, similarly to the earlier scalar case, a unique solution $U(t) \in Z_1$ to the matrix-valued equation (4.9) exists on the time interval $[0, t_1]$ and can be further extended to $[0, T]$. This completes the proof.

By using Lemma 4.6, it also can be shown that both the ETD1 and ETDRK2 schemes for time integration of (4.9) again preserve the discrete MBP unconditionally when the stabilizing constant $\kappa \geq 2$.

5. Numerical experiments. There exists a large amount of literature comparing and showing the excellent performance of the ETD schemes in numerical simulations for local continuum and nonlocal models [20, 55, 57, 58, 99, 105, 107]. The practical efficiency of the fully discrete ETD schemes (i.e., the finite dimensional cases) depends highly on the implementation of the actions of the operator/matrix exponentials. We first review existing algorithms for computing the products of the matrix exponentials with vectors, and then we present some detailed experimental results.

5.1. Implementations of matrix exponentials. Let us recall the fully discrete ETDRK2 scheme (3.10). There exist many efficient algorithms for computing the matrix functions $\varphi_\gamma(\tau L_{\kappa, h})$, $\gamma = 0, 1, 2$ and their products with vectors.

When the spatial domain of the problem is regular, for instance, a rectangle $\prod_{j=1}^d (a_j, b_j)$, and the matrix $L_{\kappa, h}$ has some certain special structure, fast Fourier transform (FFT) based algorithms are adequate to calculate the above products of $\varphi$-functions with vectors. This case arises commonly in the models for material sciences. For example, the matrices $L_h$ given in Examples 2.7 and 2.8 are symmetric Toeplitz matrices for Case (C1) or circulant matrices for Case (C2). As we know, the product of a circulant matrix with a vector actually gives a circulant convolution, which could be implemented by using the FFT. For Toeplitz matrices, their products with a vector can be calculated by the sine or cosine transform. Alternatively, one can expand a Toeplitz matrix to a large circulant matrix and again make use of FFT for fast implementations.

When the shape of the spatial domain is arbitrary or the matrix $L_{\kappa, h}$ does not possess a certain special structure, it is usually difficult to develop fast algorithms for matrix exponentials and their products with vector. In [45, 74, 75], many methods are surveyed for computing the exponential of a matrix, such as Taylor series, ODE solver, inverse Laplace transform, matrix decomposition and so on. The Matlab built-in command $\text{expm}(A)$ computes the matrix exponential of $A$ by using a scaling and squaring algorithm with a Padé approximation. The performance of these methods often depends on the target problems and some of them are appropriate only for certain special problems. In the past two decades, Krylov subspace method based on Arnoldi or Lanczos iterations has become a powerful tool for computing the products
of matrix exponentials with vectors \([38, 46, 47, 90]\), especially for large-scale sparse problems. More recently, this method also has been further combined with incomplete orthogonalization \([39]\) and adaptive time stepping \([40, 77]\).

**Remark 10.** In the ETD1 scheme, by approximating \(e^{\tau L_{\kappa,h}} \approx I + \tau L_{\kappa,h}\), one can obtain the first-order semi-implicit scheme, which is linear just as the ETD1 scheme and also preserves the MBP \([88, 93]\). In general, the ETD1 scheme is slightly more time-consuming than the classic semi-implicit schemes but with the added benefits of being more accurate \([55, 57]\). The fully-implicit backward Euler scheme naturally possesses good numerical stability (no extra stabilization term is needed), but it is not linear and usually more time-consuming due to the need of nonlinear iterations at each time step. A nonlinear Crank–Nicolson scheme was proposed and proved to conditionally preserve the MBP in \([51]\). To our best knowledge, there is so far no other linear second-order (in time) scheme like the ETDRK2 scheme which is unconditionally MBP-preserving. Furthermore, the ETD schemes preserve the exponential behavior of the linear operator, which is often crucial in the practical simulations of stiff systems (i.e., the spectral radius \(\rho(L_{\kappa,h}) \gg 1\)).

### 5.2. Experimental results.

Two examples will be tested to show the MBP-preserving property and numerical performance of the ETD methods. The first example focuses on the scalar equation (2.2) with the nonlinear function (2.15) consisting of logarithmic terms. The second example solves the vector-valued equation (4.3) to show some interesting evolutions of vortices in composite domains. In all experiments, the ETDRK2 scheme with uniform time step size \(\tau = 0.01\) is used for time integration.

**Example 5.1.** Consider the scalar equation (2.2) of the unknown function \(u : \Omega \subset \mathbb{R}^2 \to \mathbb{R}\) in the domain \(\Omega = (0, 2\pi) \times (0, 2\pi)\) with \(\mathcal{L} = 0.01\Delta\) and \(f_0\) given by (2.15), i.e., the negative of the derivative of Flory–Huggins potential. The maximum bound principle plays an important role in this case since the equation consists of the logarithmic terms which will yield complex numbers if the value of the solution is located out of the interval \((-1, 1)\). The periodic and homogeneous Neumann boundary conditions are considered.

We use the uniform rectangular mesh with size \(h = 2\pi/512\) for partition of the domain in this example and a random data ranging from \(-0.9\) to \(0.9\) is generated on the mesh as the initial configuration of \(u\). The spatial discretization is done through the central finite difference as Example 2.7 so that the FFT can be used here for fast calculations needed in the ETDRK2 scheme. We set \(\theta = 0.8\) and \(\theta_c = 1.6\) in (2.15). According to Example 2.2, the positive root of \(f_0(\rho) = 0\) is \(\rho \approx 0.9575\) and the stabilizing constant is thus chosen as \(\kappa = 8.02\).

Fig. 1 shows the configurations of the approximate solution \(u\) at \(t = 1, 5, 8, 30, 100,\) and 160 subject to the periodic boundary condition. The simulation results illustrate the dynamics beginning with a random state and towards the homogeneous steady state of \(u = -\rho\), which is reached after about \(t = 166\) in our simulations. The evolution of the energy is plotted in Fig. 3-(left) and that of the supremum norm of \(u\) in Fig. 4-(left). The simulation results subject to the homogeneous Neumann boundary condition are presented in Fig. 2, where the same homogeneous steady state is reached after about \(t = 547\). Fig. 3-(right) and Fig. 4-(right) show the corresponding evolutions of the energy and the supremum norm respectively. We observe that the energy decreases monotonically under both boundary conditions and the MBP is also preserved perfectly so that the solution is always located in the interval \((-1, 1)\).

**Example 5.2.** Consider the vector-valued equation (4.3) of the unknown vector...
Fig. 1. The simulated solution $u$ subject to periodic boundary condition at $t = 1, 5, 8, 30, 100,$ and $160$ respectively (left to right and top to bottom) in Example 5.1.

Fig. 2. The simulated solution $u$ subject to the homogeneous Neumann boundary condition at $t = 1, 5, 8, 30, 160,$ and $540$ respectively (left to right and top to bottom) in Example 5.1.

field $\mathbf{u} : \Omega \subset \mathbb{R}^2 \rightarrow \mathbb{R}^2$ with $\Delta$ replaced by $0.005\Delta$. We test the domain

$$ \Omega = \{(x, y) \in \mathbb{R}^2 \mid \sqrt{x^2 + y^2} < 1\} \setminus \{(x, y) \in \mathbb{R}^2 \mid \sqrt{(x-0.2)^2 + y^2} \leq 0.5\}, $$

that is, a region inside the unit disk but outside a circle with a shifted center. The Dirichlet boundary condition is set to be

$$ u(x, y) = \begin{cases} 
(x, y), & \text{if } \sqrt{x^2 + y^2} = 1, \\
(2x - 0.4, -2y), & \text{if } \sqrt{(x-0.2)^2 + y^2} = 0.5,
\end{cases} $$
i.e., the values of the vector field \( \mathbf{u} \) on the outside boundary are always fixed to be a unit vector in the direction of \((x, y)\) and on the inside boundary be a unit vector in the direction of \((x, -y)\). Thus the winding number of the boundary is 2.

We adopt the \( C^0 \) finite element spatial discretization with piecewise linear basis functions on triangular meshes and the mass-lumping technique in this example. The stabilizing constant is set to be \( \kappa = 2 \). PHIPM [77] is used for computing linear combinations of the products of the \( \varphi \)-functions with vectors in the ETDRK2 scheme. We generate a triangular mesh with 2210 nodes and 4158 elements for the domain \( \Omega \) and the initial configuration of the vector field \( \mathbf{u} \) on the interior nodes with the fixed magnitude 0.9 but random directions according to a uniform distribution. Fig. 5 shows the simulated vector fields at \( t = 0.1, 0.5, 1.2, 2.5, 15, \) and 100 respectively. We observe that the initial disordered state quickly transitions into a more orderly structure which then asymptotically evolves to a steady state. The obtained steady state of the vector field \( \mathbf{u} \) contain two vortices/defects which are symmetric with respect to the \( x \)-axis. The evolution of the energy is plotted in the left graph of Fig. 6 for this example and we see the energy decreases monotonically in time. The right figure in Fig. 6 presents the evolution of the maximum value of \( |\mathbf{u}| \) over the interior nodes and it demonstrates again that the MBP is perfectly preserved.
Fig. 5. The simulated vector field $u$ at $t = 0.1, 0.5, 1.2, 2.5, 15$, and $100$ respectively (left to right and top to bottom) of Example 5.2.
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Fig. 6. Evolutions of the energy of the simulated vector field $u$ (left) and the maximum value of $|u|$ over the interior nodes (right) in Example 5.2.
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6. Concluding remarks. In this work, we establish an abstract mathematical framework for studying MBPs of a class of semilinear parabolic equations subject to a variety of boundary conditions, as well as unconditionally MBP-preserving temporal approximation schemes, ETD1 and ETDRK2, based on the exponential integrator with a suitably chosen generator of a contraction semigroup. The motivation is to reveal essential characteristics of the semilinear parabolic equations having the MBPs and to analyze the fundamental conditions under which the ETD schemes unconditionally preserve the MBPs of the underlying problems. We conclude that, to ensure the MBP of the model equation (2.2) and the ETD schemes, a crucial condition is the
dissipation property of the linear operator stated in Assumption 1 and the sign change property of the nonlinear term stated in Assumption 2. The main results presented in this paper significantly generalize those in [20] in many aspects. The existence of MBP-preserving ETDRK schemes of even higher-order defined in other approaches is an open question and remains as one of our future works.

Extensions of the framework to the cases of complex-valued, real vector-valued and matrix-valued equations in the space-continuous setting are also carried out by considering the nonlinear operators taking the double-well-like forms and either Dirichlet, homogeneous Neumann, or periodic boundary condition, where the MBPs are proposed with respect to the vector and matrix 2-norms, respectively. We also note that whether the matrix-valued equation (4.9) with nonhomogeneous Dirichlet boundary condition has the MBP with respect to the matrix 2-norm is still an open question and needs to be further studied. The main difficulty resides in that the matrix 2-norm of the matrix case behaves essentially differently from the absolute value in the scalar case or the magnitude in the vector case. Moreover, it is worth noting that the matrix-valued equation (4.9) is derived in [79] as the $L^2$ gradient flow under some energy functional with the nonlinear part as a penalty term for matrix-valued fields which do not take orthogonal matrix values. The penalty term takes the form $|I_m - U^T U|^2_F$, measuring the difference between a matrix $U$ and an orthogonal matrix in the sense of Frobenius norm ($F$-norm), so it seems more natural to consider the MBP with respect to the $F$-norm. Actually, it is not hard to prove that, if the $F$-norm of the initial data is not greater than $\sqrt{m}$, then nor is the solution of the equation (4.9) at any time. However, unlike the case of 2-norm, the boundedness of the $F$-norm of the solution is not sufficient to bound the nonlinear part in the splitting form; thus, whether this $F$-norm-based MBP could be preserved by the ETD schemes is still an open question.

It is also worth mentioning that, apart from the ETD method, the integrating factor (IF) method is also a widely-used temporal integration method based on exponential integrators. While the ETD method only approximates the nonlinear terms as mentioned above, the IF method often applies numerical quadrature rules to the whole integrand. The IF method was introduced by Lawson [64] to solve ODE systems with large Lipschitz constants and applied to some problems with stiff linear part and nonstiff nonlinear part, such as the reaction-diffusion problems [56, 68, 76] and the advection-diffusion problems [53, 70, 106]. Due to highly different decaying rates of the exponential integrator components, the ETD schemes are usually more accurate than the IF ones for highly stiff systems. It is also the case that, if the nonlinear function is given by a constant (e.g., $f[u] \equiv c$), the ETD schemes can produce the exact solution to (1.1) while only approximate solutions are obtained by the IF schemes. One may ask whether, similar to ETD schemes, the IF schemes could preserve the MBPs. Related to this question, the authors of [53] focused on the property of strong stability-preserving (SSP) [42] for the IF Runge–Kutta (IFRK) schemes. SSP is a stronger stability than the MBP considered here. In fact, if we weaken the assumptions given in [53] appropriately, we could obtain MBP-preserving IFRK schemes under some suitable constraint on the time step size. Recall that a scheme is SSP means that if the linear operator $L$ satisfies

\begin{equation}
\|e^{\tau L}\| \leq 1, \quad \forall \tau > 0,
\end{equation}

which is exactly Lemma 2.1-(ii), and there exists some $\tau_0 > 0$ such that the nonlinear
mapping $f$ satisfies

$$
\|w + \tau f[w]\| \leq \|w\|, \quad \forall w \in X, \quad \tau \leq \tau_0,
$$

then the solution always satisfies $\|v^{n+1}\| \leq \|v^n\|$ for any $\tau \leq \tau_0$. Instead of (6.2), if one makes an assumption on $f$ as follows:

$$
\|w + \tau f[w]\| \leq \beta, \quad \forall w \in X \text{ with } \|w\| \leq \beta \text{ and } \tau \leq \tau_0,
$$

which is actually equivalent to Lemma 2.2-(i) with $\kappa = 1/\tau$. With slight modifications to the proof for the IFRK schemes in [53], one can also conclude that the IFRK schemes, which are SSP under the conditions (6.1) and (6.2), are also MBP-preserving under the assumptions (6.1) and (6.3) (or say, Assumptions 1 and 2). Note that such property of MBP-preserving is only conditional in the sense that some constraint on the time step size is necessary. An open question is whether the MBP could be preserved unconditionally by the IF schemes as the ETD schemes if an appropriate stabilizer is introduced and this also remains as one of our future works.
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