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ABSTRACT

Robust voice activity detection (VAD) is a challenging task in low signal-to-noise (SNR) environments. Recent studies show that speech enhancement is helpful to VAD, but the performance improvement is limited. To address this issue, here we propose a speech enhancement aided end-to-end multi-task model for VAD. The model has two decoders, one for speech enhancement and the other for VAD. The two decoders share the same encoder and speech separation network. Unlike the direct thought that takes two separated objectives for VAD and speech enhancement respectively, here we propose a new joint optimization objective—VAD-masked scale-invariant source-to-noise ratio (mSI-SDR). mSI-SDR uses VAD information to mask the output of the speech enhancement decoder in the training process. It makes the VAD and speech enhancement tasks jointly optimized not only at the shared encoder and separation network, but also at the objective level. Experimental results show that the multi-task method significantly outperforms its single-task VAD counterpart. Moreover, mSI-SDR outperforms SI-SDR in the same multi-task setting. Finally, the model performs well in real-time conditions.

Index Terms— voice activity detection, speech enhancement, multi-task, end-to-end, deep learning

1. INTRODUCTION

Voice activity detection (VAD) aims to differentiate speech segments from noise segments in an audio recording. It is an important front-end for many speech-related applications, such as speech recognition and speaker recognition. In recent years, deep learning based VAD have brought significant performance improvement [1][2][3][4][5]. Particularly, the end-to-end VAD, which takes time-domain signals directly into deep networks, received much attention [6][7][8].

Although deep learning based VAD has shown its effectiveness, it is of long-time interests that how to further improve its performance in low signal-to-noise ratio (SNR) environments. A single VAD seems hard to meet the requirement. A natural thought is to bring speech enhancement (SE) into VAD. Several previous works have pursued this direction. The earliest method [9] uses a deep-learning-based speech enhancement network to initialize VAD. In [10], the authors uses a speech enhancement network to first denoise speech, and then uses the denoised speech as the input of VAD, where the enhancement network and VAD are jointly fine-tuned (Fig. 1a). Similar ideas can be found in [11] too.

Later on, it is observed that using the enhancement result as the input of VAD may do harm to VAD when the performance of the SE module is poor [12]. Based on the observations, several work uses advanced speech enhancement methods to extract denoised features for VAD (Fig. 1b). Lee et al. [13] used U-Net to estimate clean speech spectra and noise spectra simultaneously, and then used the enhanced speech spectrogram to conduct VAD directly by thresholding. Jung et al. [14] used the output and latent variable of a denoising variational autoencoder-based SE module as the input of VAD. Xu et al. [12] concatenated the noisy acoustic feature and an enhanced acoustic feature extracted from a convolutional-recurrent-network-based SE as the input of a residual-convolutional-neural-network-based VAD.

Besides, Zhuang et al. [15] proposed multi-objective networks to jointly train SE and VAD for boosting both of their performance (Fig. 1c), where VAD and SE share the same network and have different loss functions. However, the performance improvement of VAD is limited. Here, we believe that the joint training strategy is promising, it is just unexplored deeply yet.

In this paper, we propose an end-to-end multi-task joint training model to improve the performance of VAD in adverse acoustic environments. Specifically, we employ Conv-TasNet [16] as the backbone network. Then, we make SE and VAD share the same encoder and temporal convolutional network.
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The decoders are two independent one-dimensional transposed convolution layers. Each of them conducts an opposite dimensional transform to the encoder. Both of the decoders take D as the input. They generate the estimated clean speech s ∈ R^{1×T} and VAD scores respectively. To generate probability-like soft decision scores for VAD, a sigmoid function is used to constrain the output of the VAD decoder between 0 and 1, which outputs \[ \hat{y} = [\hat{y}_1, \ldots, \hat{y}_T] \in [0, 1]^{1×T}. \]

3. END-TO-END MULTI-TASK MODEL WITH MSI-SDR

3.1. Network architecture

As shown in Fig. 2, the proposed end-to-end multi-task model conducts speech enhancement and VAD simultaneously. It follows the architecture of Conv-TasNet [16], which contains three parts—an encoder, a separation network, and two decoders. The two tasks share the same encoder and separation network. Each task has its individual decoder. The decoder for speech enhancement generates the enhanced speech ŝ, while the decoder for VAD generates soft predictions ˆŝ.

(TCN). Finally, we use two decoders for generating enhanced speech and speech likelihood ratios respectively. The novelties of the method are as follows

- To our knowledge, we propose the first end-to-end multitask model for VAD, where SE is used as an auxiliary task.
- We propose a novel loss function, named VAD-masked scale-invariant source-to-noise ratio (mSI-SDR), at the SE decoder. It uses the the ground-truth and predicted VAD labels to mask the speech enhancement output. It makes the network structure different from the three classes of models in Fig. 1.

Besides, the proposed method also inherits the merit of low latency from Conv-TasNet. Experimental results demonstrate the effectiveness of the proposed end-to-end multi-task model as well as the advantage of the proposed mSI-SDR objective.

2. PRELIMINARY

Given an audio signal of T samples, denoted as x ∈ R^{1×T}, which is a mixture of clean speech s and noise n, i.e. x = s + n. Suppose x can be partitioned into N frames. Usually, we transform the time-domain representation into a time-frequency representation \{w_i\}_{i=1}^N, VAD first generates a soft prediction of w_i, denoted as \hat{y}_i, and then compares \hat{y}_i with a decision threshold for generating a hard decision, where i denotes the i-th frame and \hat{y}_i ∈ [0, 1] is a soft prediction of the ground-truth label y_i ∈ {0, 1}. Speech enhancement aims to generate an estimate of s, denoted as ŝ, from x.

The encoder is mainly a one-dimension convolutional layer with a kernel size of L and stride L/2. It transforms the input noisy audio signal x ∈ R^{1×T} to a feature map W ∈ R^{N×K}, where N and K are the dimension and number of the feature vectors respectively. The TCN speech separation module estimates a mask M ∈ R^{N×K} from W, and applies M to W by an element-wise multiplication, which gets the denoised feature map D ∈ R^{N×K}, i.e. D = M ⊙ W

where λ denotes the element-wise multiplication.

The decoders are two independent one-dimensional transposed convolution layers. Each of them conducts an opposite dimensional transform to the encoder. Both of the decoders take D as the input. They generate the estimated clean speech ŝ ∈ R^{1×T} and VAD scores respectively. To generate probability-like soft decision scores for VAD, a sigmoid function is used to constrain the output of the VAD decoder between 0 and 1, which outputs \[ \hat{y} = [\hat{y}_1, \ldots, \hat{y}_T] \in [0, 1]^{1×T}. \]

3.2. Objective function and optimization

The end-to-end multi-task model uses the following joint loss:

\[ L = \lambda \ell_{\text{vad}} + (1 - \lambda) \ell_{\text{enhance}} \tag{1} \]

where \[ \ell_{\text{vad}} \] and \[ \ell_{\text{enhance}} \] are the loss components for VAD and speech enhancement respectively, and \[ \lambda \in (0, 1) \] is a hyperparameter to balance the two components. We use the cross-entropy minimization as \[ \ell_{\text{vad}} \]. Because SI-SDR [16] is frequently used as the optimization objective of end-to-end speech separation, a conventional thought of multitask learning is to optimize SI-SDR and cross-entropy jointly. However, the two decoders in this strategy are optimized independently, which do not benefit VAD and speech enhancement together. As we know, VAD and speech enhancement share many common properties. For example, the earliest ideal-binary-masking based speech enhancement can be regarded as VAD applied to each frequency band [17].

To benefit the advantages of VAD and speech enhancement together, we propose a new speech enhancement loss, named mSI-SDR, as \[ \ell_{\text{enhance}} \] for the multi-task training. We present mSI-SDR in detail as follows.

mSI-SDR is revised from the conventional SI-SDR. SI-SDR is designed to solve the scale-dependent problem in the signal-to-distortion ratio [18]:

\[ \text{SI-SDR} = 10 \log_{10} \frac{||e_{\text{target}}||^2}{||e_{\text{res}}||^2} = 10 \log_{10} \frac{||\alpha s||^2}{||\alpha s - s||^2} \tag{2} \]
where $s$ is the referenced signal, $\hat{s}$ is the estimated signal, and $\alpha = \frac{\hat{s}^T s}{||s||^2}$ denotes the scaling factor.

mSI-SDR introduces the VAD labels and predictions into SI-SDR:

$$\ell_{\text{enhance}} = \text{mSI-SDR} = 10 \log_{10} \frac{||\beta s||^2}{||\beta s - \hat{s}||^2}$$ (3)

where

$$\hat{s} = \hat{s} + \hat{s} \odot (y + \hat{y})$$ (4)

$\beta = \frac{\hat{s}^T s}{||s||^2}$, and $y = [y_1, \ldots, y_T]$ is the ground-truth VAD label. From (3), we see that mSI-SDR takes the enhanced speech, clean speech, ground-truth VAD labels, and predicted VAD labels into consideration.

Equation (4) is important in benefitting VAD and SE together. It makes $\ell_{\text{enhance}}$ focus on enhancing the voice active part of the signal. More importantly, when optimizing the joint loss function by gradient descent, the updating process of the VAD decoder depends on both $\ell_{\text{vad}}$ and $\ell_{\text{enhance}}$, which makes VAD use the two kinds of references sufficiently.

4. EXPERIMENTS

4.1. Experimental setup

Wall Street Journal (WSJ0) [19] dataset was used as the source of clean speech. It contains 12776 utterances from 101 speakers for training, 1206 utterances from 10 speakers for validation, and 651 utterances from 8 speakers for evaluation. Only 20% of the audio recordings is silence. To alleviate the class imbalanced problem, we added silent segments of 0.5 and 1 second to the front and end of each audio recording respectively. The noise source for training and development is a large-scale noise library containing over 20000 noise segments. The noise source for test is five unseen noises, where the bus, cafe, pedestrians, and street noise are from CHiME-3 dataset [20], and the babble noise is from the NOISEX-92 noise corpus [21]. The SNR level of each noisy speech recording in the training and development sets was selected randomly from the range of $[-5, 5]$ dB. The SNR levels of the test sets were set to $-5$ dB, 0 dB, and 5 dB respectively. The noise sources between training, development, and test do not overlap. All signals were resampled to 16 kHz. The ground-truth VAD labels were obtained by applying Ramirez VAD [22] with human-defined smoothing rules to the clean speech. This method was proved to be reasonable for generating ground-truth labels [3,12,14].

We denote the proposed method as the multi-task model with mSI-SDR loss (Multi-mSS). For the model training, each training audio recording was cropped into several 4-second segments. The mini-batch size was set to 8. The Adam optimizer [23] was used. The initial learning rate was set to $10^{-3}$ and will be halved if the performance on the validation set has no improvement in 3 consecutive epochs. The minimum learning rate was set to $10^{-8}$. The weight decay was set to $10^{-5}$. The training was stopped if not performance improvement was observed in 6 consecutive epochs. The specific parameter setting of the end-to-end network follow the default setting of Conv-Tasnet [16] with $L = 32$.

To compare with Multi-mSS, we trained a multi-task model with SI-SDR loss (Multi-SS) and a VAD-only single-task model denoted as VAD-only model. Multi-SS has exactly the same network structure as Multi-mSS. The objective of its SE decoder was set to SI-SDR. The VAD-only model removes the SE decoder and uses the VAD loss $\ell_{\text{vad}}$ as the optimization objective. We used the receiver-operating-characteristic (ROC) curve, area under the ROC curve (AUC), and equal error rate (EER) as the evaluation metrics for VAD. We used the perceptual evaluation of speech quality (PESQ), short-time objective intelligibility (STOI) [24], and scale-invariant source-to-noise ratio (SI-SDR) [18] as the evaluation metrics for speech enhancement.
Table 1. Performance of the Multi-mSS, Multi-SS, and VAD-only models for VAD.

| Noise      | SNR (dB) | AUC(%) | EER(%) | SNR (dB) | AUC(%) | EER(%) |
|------------|----------|--------|--------|----------|--------|--------|
|            | Multi-mSS | Multi-SS | VAD-only | Multi-mSS | Multi-SS | VAD-only |
| Babble     | -5       | 98.4   | 97.7   | 93.9     | 4.68   | 5.63   | 11.65   |
|            | 0        | 99.6   | 99.6   | 98.4     | 2.19   | 2.22   | 4.83    |
|            | 5        | 99.7   | 99.7   | 99.4     | 1.72   | 1.89   | 2.74    |
| Pedestrians| -5       | -      | -      | -        | -      | -      | -       |
|            | 0        | 99.5   | 99.5   | 99.3     | 2.44   | 2.59   | 3.23    |
|            | 5        | 99.7   | 99.6   | 99.6     | 1.87   | 2.05   | 2.34    |

4.2. Results

Comparison between Multi-mSS and the VAD-only model:
The comparison result between the proposed Multi-mSS and the VAD-only model is shown in Table 1. From the table, we see that Multi-mSS outperforms the VAD-only model in all noise environments and SNR conditions in terms of both AUC and EER. The relative performance improvement is enlarged when the SNR level becomes low. For example, Multi-mSS provides a relative AUC improvement of 73.77% over the VAD-only model, and a relative EER reduction of 59.83% over the latter in the babble noise at -5 dB. When the SNR is increased to 5 dB, the relative improvement is reduced to 50.00% and 37.23% respectively.

From the table, we also notice that the advantage of Multi-mSS is obvious in difficult noisy environments. Specifically, the relative EER reduction in the babble, caffe and pedestrians environments is 55.38%, 38.02% and 35.11% respectively. In contrast, the relative EER reduction in the bus and street environments is only 21.12% and 26.13%. One can see that the babble, caffe and pedestrians environments are speech-shaped ones, which have similar distributions with the targeted speech.

Although our goal is to improve the performance of VAD, we also list the comparison of Multi-mSS and the SE-only single-task model (denoted as SE-only model) on SE performance here as a reference. The result in Table 1 shows that the performance of the speech enhancement task was not greatly affected.

Comparison between Multi-mSS and Multi-SS: Table 1 also shows the comparison result between Multi-mSS and Multi-SS. From the table, we see that Multi-mSS produces at least comparable performance to Multi-SS in all environments. Particularly, Multi-mSS provides a relative AUC improvement of 30.43% and a relative EER reduction of 16.87% over Multi-SS in the most difficult environment—babble noise at -5 dB, where the ROC curves of the three comparison methods are further drawn in Fig. 3.

Comparison with causal configurations: We also evaluated the comparison methods with causal configurations. To make the comparison methods causal models, we first replaced the global layer normalization with cumulative layer normalization, and then used causal dilated convolution in TCN [16]. This makes the comparison methods work in real time with a minimum delay of about 2ms. Fig. 4 shows the average ROC curves of the comparison methods over all 5 noisy conditions at -5 dB. From Fig. 4b, we see that the causal Multi-mSS does not suffer much performance degradation from the noncausal Multi-mSS. From Fig. 4c, we see that the causal Multi-mSS outperforms the causal VAD-only model significantly, which is consistent to the conclusion in the noncausal configurations.

5. CONCLUSIONS

In this paper, we have proposed an end-to-end multi-task model with a novel loss function named VAD-masked scale-invariant source-to-noise ratio (mSI-SDR) to increase robustness of the VAD system in low SNR environments. mSI-SDR takes the VAD information into the optimization of the SE decoder, which makes the the two tasks jointly optimized not only at the encoder and separation networks, but also at the objective level. Experimental results show that the proposed method outperforms the VAD-only model under all noise conditions, especially the low SNR environments and environments with much human voice interference. Moreover, mSI-SDR yields better performance than SI-SDR in the multi-task joint training setting. Finally, the proposed method maintains good performance in real-time applications.
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