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In this paper, the combined form of the Elzaki transform and variation iteration method is implemented efficiently in finding the analytical and numerical solutions of the two-dimensional nonlinear coupled Burger's partial differential equations and sine-Gordon partial differential equation. The obtained solutions were compared to the exact solutions and other existing methods. Illustrative examples show the efficiency and the power of the used method.

1. Introduction

Differential equations (DEs) play a major role in describing a wide range of natural phenomena undergoing change. They relate an unknown function to its derivatives. These functions usually represent physical quantities whereas the derivatives represent their rates of change. Partial Differential Equations (PDEs) as well as Ordinary Differential Equations (ODEs) usually arise in many diverse applications, such as fluid flow, mechanical systems, physics, and relativity [1]. There are a variety of numerical and analytical techniques for solving the PDEs.

The analytical solution for a given PDE is always preferable due to the limitation of the numerical solutions that cannot tell us much about the qualitative behavior of systems. However in many instances, systems described by PDEs are often so complex or so large where a purely analytical solution to the equations is not tractable, or many of the modeled problems have resulted in nonlinear PDEs in which the exact solutions are difficult to obtain by using analytical methods. In this case, the numerical methods are needed to be developed for solving DEs despite these methods have some errors.

Many numerical methods were developed over a period of time like the finite difference method [2], then the finite element method [3], after that finite volume method [4], more than that boundary element method [5], and mesh free method [6], finally the spectral method [7], in order to find more accurate approximation solutions to these nonlinear equations. On the other hand, studying the Localization in a small part of space, which is often described by nonlinear equations, plays a major role in various fields like plasma physics, hydrodynamic, nonlinear optic, etc. The exact solutions of these non-linear equations are very important. Many researchers had paid great interest to study solutions of non-linear equations by using several methods, like Darboux transformation [8], Backland transformation [9], [10], the inverse scattering method [11], the tanh method [12], the sine-cosine method [13], and Hirota’s bilinear method [14].

Burger’s equation is a fundamental PDE in fluid mechanics [15] and in the Burger’s model of turbulence [16]. This equation often occurs in various areas of applied mathematics, like the modeling of dynamics, the acoustic waves, and the heat conduction. It is solved analytically for arbitrary initial conditions [17].

The coupled Burger's equations are of rich dynamics. These equations are derived by Esipov [18]. The following system is known as the (1 + 1)-coupled Burger’s system:

\[ u_t - u_{xx} - 2u u_x + (uu)_x = 0 \]
\[ v_t - v_{xx} - 2vu_x + (uv)_x = 0 \]

This system may be considered as a normal model of sedimentation and evolution of scaled volumes concentrations of two kinds of particles in fluid suspensions and colloids under the effect of gravity. Many authors have proposed various numerical methods to solve the above system. Kaya [19] used Adomian decomposition
method (ADM). In [20], the variational iteration method (VIM) was successfully used for solving and analyzing this system. In [21], a modified extended hyperbolic tangent-function method was implemented, while numerical solutions to this system of equations have been tried to get by many authors. In [22], the differential transform method was employed to get the numerical solution of this system. The above one-dimensional system of Burger’s equations was solved by collocation method based on the cubic B-spline [23]. Srivastava et al. [24] have applied an implicit logarithmic finite difference method for numerical solution of the above one-dimensional coupled non-linear Burger’s equation. In [25], the Variational Iteration Transform Method (VITM) was employed to determine the solution of the (1+1)-coupled Burger’s equations.

On the other hand, the following two-dimensional system of nonlinear PDEs is known as the two-dimensional Burger’s equation:

\[ u_t + uu_x + vv_y = \frac{1}{Re}(u_{xx} + u_{yy}) \]
\[ v_t + uu_y + vv_x = \frac{1}{Re}(v_{xx} + v_{yy}) \]

where \((x, y) \in M, t > 0\) and subject to the initial condition

\[ u(x, y, 0) = g(x, y), (x, y) \in M \]
\[ v(x, y, 0) = h(x, y), (x, y) \in M \]

where:

\[ M = \{(x, y): a \leq x \leq b, a \leq y \leq b\} \]

\[ u(x, y, t) \text{ and } v(x, y, t) \] are the velocity components to be determined, and \(g, h\) are known functions, and \(Re\) is the Reynolds number.

Many authors have been proposed various numerical methods to solve the system of two-dimensional coupled Burger’s equation. In 1978, Jain and Holla [26] proposed two algorithms based on cubic spline function technique to solve system of the coupled Burger’s equations, while Armijon P. and Beauchamp C. [27] had developed a finite-element method using rectangular for solving the same system. Due to the unavailability of the exact solutions of this system, the precision of these methods was assessed indirectly via grid refinement. The two-dimensional Hopf-Cole transformation had been applied by Fletcher [28] to overcome this problem. This transformation generates the exact solutions of some specified two-dimensional Burger’s equation, for that the accuracy of these numerical methods may be tested. In [29], Bahadir A.R. utilized central finite-difference method in the spatial dimension and backward Euler scheme in the temporal dimension to solve the system of two-dimensional Burger’s equation. In 2008, A.H. Khatet et al. solved the system of two-dimensional Burger’s equations using the Chebyshev spectral collocation methods [30]. Multiple kink solutions had been used by Wazwaz to solve and analyzed this system [31]. In [32], the variational iteration method was applied to solve the system of two-dimensional Burger’s equation. In 2010, Wen Yuan Liao solved the system of two-dimensional Burger’s equation using the fourth order finite difference method [33]. In 2011, the local discontinuous Galerkin the finite element method based on Hopf-Cole transformations were used for finding numerical solutions of the system of two-dimensional Burger’s equation [34]. In 2011, lattice Boltzmann method had been used by Fang Liu and Weiping Shi for solving the system of two-dimensional Burger’s equation [35], while in [36], the homotopy perturbation method based on the Pade approximation was proposed to solve this system. In 2012, Hossein Aminikhah had introduced a new hybrid of the Laplace transform method and the new homotopy perturbation method (LTNHPM) for solving the system of two-dimensional Burger’s equation [37]. Mohammad Vaghefi et al. in 2014 used finite difference method to solve this system of equations [38]. In [39], the author proposed the Laplace Decomposition Method (LDM) to solve the two-dimensional non-linear Burger’s DEs.

In addition, one of the important non-linear partial differential equations that arise in different fields of sciences is the sine-Gordon equation. It is a non-linear hyperbolic partial differential equation, its applications appear in differential geometry, and it has many applications in propagation of fluxons in Josephson junctions [40], solid state physics, nonlinear optics, stability of fluid motions, dislocations in crystals stability of fluid motions, the motion of a rigid pendulum attached to a stretched wire, dislocations in crystals [41], and other applications in scientific field. For this important application there are great attempts to getting different solutions and physical phenomena related to this equation [42], such as the modified decomposition method [43] [44], tanh method [45], modified homotopy perturbation method [46], homotopy-perturbation method [47], the variational iteration method [48], the combined Laplace transform–Variation iteration method [49], modified variation iteration method [50], modified decomposition Method [51] and homotopy analysis method [52].

The variational iteration method (VIM) was first proposed by He [53], [54], [55], [56] and was successfully applied for solving ODEs, such as autonomous ODE in [57], nonlinear oscillations [58] and other fields. The VIM has been used to solve linear or non-linear ODEs and PDEs without need small parameter or linearization and by few iterations lead to high accurate solutions.

In this paper, we extend the variational iteration transformed method (VITM) to combine the well-known El-Zaki transform and the VIM which is denoted by (VITM) for solving the system of two-dimensional coupled Burger’s equation and sine-Gordon equation. The numerical results obtained by (VITM) of the test problems are compared to the exact solution and the solutions by some of those already existing methods in the literature. The obtained numerical solutions by the proposed (VITM) are compatible with the exact solutions.
2. General Mechanism of El-Zaki Transform and Variational Iteration Method

El-Zaki transform was defined by El-Zaki in [59], [60] as a new integral transform called El-Zaki transform defined for functions of exponential order, is proclaimed. We consider functions in the set A defined by:

\[ A = \{ f(t) \mid M, B_1, B_2 > 0 \text{ if } f(t) < M e^{2t}, \text{ if } t \in (-1)/X(0, \infty) \} \] ... (5)

For a given function in the set A, the constant M must be finite number, while B1, B2 may be finite or infinite.

The El-Zaki transform denoted by the operator (E) defined by the integral equations:

\[ E[f(t)] = \int_0^\infty f(\psi) e^{-\psi} d\psi = T(w), \text{ } w \in (B_1, B_2) \] ... (6)

El-Zaki transform was shown to have united preserving properties, and hence may be used to solve problems without resorting to the frequency domain. As will be seen below, this is one of the advantages of this new transform, particularly in applications to problems with physical dimensions. In fact El-Zaki transform which is itself linear preserves linearity [61].

As we solving PDEs then we need to differentiation formula of El-Zaki transform:

\[ E[f^{(n)}(t)] = \frac{T(w)}{w^n} - \sum_{k=0}^{n-1} w^{n-k} f^{(k)}(0) \] ... (7)

Now, after we propose El-Zaki transform moving to VIM, the following nonlinear partial differential equation will be used to demonstrate the basic concept of the VIM:

\[ Lu + Nu = f(x) \] ... (8)

where L is a linear operator, N is a nonlinear operator and f is an inhomogeneous term, which is an analytical function. According to VIM, we can construct a correction functional for eq. above as follows:

\[ u_{n+1}(x) = u_n(x) + \int_0^x \lambda(s) \{ Lu_n(s) + Nu_n(s) \} ds \] ... (9)

where \( \lambda \) is a Lagrange multiplier, and the solution is given by \( u = \lim_{n \to \infty} u_n \).

3. Illustrative Examples

In this section we take three examples, Example 1 represent system of two-dimensional couple Burger’s equation, while Examples 2 and 3 represent the sine-Gordon equation.

Example 1. Consider the system of the two-dimensional Couple Burger’s Equation

\[ u_t + uu_x + vu_y = \frac{1}{Re} (u_{xx} + u_{yy}) \] ... (10)

\[ v_t + uv_x + vv_y = \frac{1}{Re} (v_{xx} + v_{yy}) \] ... (11)

with initial conditions:

\[ u(x, y, 0) = x + y \] ... (12)

\[ v(x, y, 0) = x - y \] ... (13)

First take El-Zaki transform to equations (10) and (11) both sides:

\[ E[u_t] + E[u u_x + v u_y] = E \frac{1}{Re} (u_{xx} + u_{yy}) \] ... (14)

\[ E[v_t] + E[u v_x + v v_y] = E \frac{1}{Re} (v_{xx} + v_{yy}) \] ... (15)

\[ \frac{u(x, y, t)}{w} - w u(x, y, 0) + E \{ u u_x + v u_y \} = E \frac{1}{Re} (u_{xx} + u_{yy}) \] ... (16)

\[ \frac{v(x, y, t)}{w} - w v(x, y, 0) + E \{ u v_x + v v_y \} = E \frac{1}{Re} (v_{xx} + v_{yy}) \] ... (17)

By multiplying equations (16) and (17) by w and substitute the initial condition in (12) and (13)

\[ U(x, y, s) - w^2 [x + y] + w L \{ u u_x + v u_y \} = \] ... (18)

\[ v L \frac{1}{Re} (u_{xx} + u_{yy}) \] ... (19)

Now taking El-Zaki inverse to equations (18) and (19):

\[ u(x, y, t) = [x + y] + E^{-1} \{ w E \{ u u_x + v u_y \} \} = \] ... (20)

\[ v(x, y, t) = [x - y] + E^{-1} \{ w E \{ u v_x + v v_y \} \} \] ... (21)

Derivative eq. (20) and (21) by \( \frac{\partial}{\partial t} \)

\[ u_t(x, y, t) + \frac{\partial}{\partial t} \{ E^{-1} \{ w E \{ u u_x + v u_y \} \} \} = \] ... (22)

\[ v_t(x, y, t) + \frac{\partial}{\partial t} \{ E^{-1} \{ w E \{ u v_x + v v_y \} \} \} = \] ... (23)

\[ u_t(x, y, t) + \frac{\partial}{\partial t} \{ E^{-1} \{ w E \{ u u_x + v u_y \} \} \} = \] ... (24)

\[ v_t(x, y, t) + \frac{\partial}{\partial t} \{ E^{-1} \{ w E \{ u v_x + v v_y \} \} \} = \] ... (25)

By the correction function of the irrational method:

\[ u_{n+1}(x, y, t) = u_n(x, y, t) + \int_0^\infty \lambda_1 \{ (u_n(x, y, \xi)) \} \] + \[ \frac{\partial}{\partial t} \{ E^{-1} \{ w E \{ u u_x + v u_y \} \} \} = \] ... (26)

\[ v_{n+1}(x, y, t) = v_n(x, y, t) + \int_0^\infty \lambda_2 \{ (v_n(x, y, \xi)) \} \] + \[ \frac{\partial}{\partial t} \{ E^{-1} \{ w E \{ u v_x + v v_y \} \} \} \] = 0 ... (27)

Then take n = 0 to find \( u_1 \) and \( \lambda_1 = \lambda_2 = -1 \)
The values of the component $u_1$ obtained by the used VITM and comparing with the exact solution, the VIM, LDM, and EHPM respectively; are showed in Tables 1 and 2, while Figures 1 and 2 depicted the results of Tables 1 and 2, respectively.

### Table 1. The results of $u_1$ compared to the exact solution and the VITM and LDM, where $Re = 1, t = 0.1, y = 0.1$.

| $x$   | Exact | VITM | Error | LDM |
|-------|-------|------|-------|-----|
| 0.1   | 0.184 | 0.18 | 0.004 | 0.004 |
| 0.2   | 0.265 | 0.26 | 0.005 | 0.006 |
| 0.3   | 0.347 | 0.34 | 0.007 | 0.008 |
| 0.4   | 0.429 | 0.42 | 0.009 | 0.01  |
| 0.5   | 0.51  | 0.5  | 0.01  | 0.012 |

### Table 2. The results of $u_1$ compared to the exact solution and the VITM and EHPM, where $Re = 1, x = 0.2, y = 0.2$.

| $t$   | Exact | VITM | Error | EHPM |
|-------|-------|------|-------|------|
| 0.05  | 0.382 | 0.38 | 0.002 | 0.19055 |
| 0.1   | 0.367 | 0.36 | 0.007 | 0.1833 |
| 0.15  | 0.356 | 0.34 | 0.006 | 0.178 |
| 0.2   | 0.348 | 0.32 | 0.008 | 0.171 |
| 0.25  | 0.343 | 0.3  | 0.043 | 0.172 |

The values of the component $v_1$ obtained by the used VITM and comparing with the exact solution, the VIM, LDM, and EHPM respectively; are showed in Tables 3 and 4, while Figures 3 and 4 depicted the results of Table 3 and Table 4 respectively.

### Table 3. The results of $v_1$ compared to the exact solution and the VITM and LDM, where $Re = 1, t = 0.1, y = 0.1$.

| $x$   | Exact | VITM | Error | LDM |
|-------|-------|------|-------|-----|
| 0.1   | -0.02 | -0.02 | 0     | 0   |
| 0.2   | 0.082 | 0.08 | 0.002 | 0.002 |
| 0.3   | 0.184 | 0.18 | 0.004 | 0.004 |
| 0.4   | 0.286 | 0.28 | 0.006 | 0.006 |
| 0.5   | 0.388 | 0.38 | 0.008 | 0.008 |

### Table 4. The results of $v_1$ compared to the exact solution and the VITM and EHPM, where $Re = 1, x = 0.2, y = 0.2$.

| $t$ | Exact | VITM | Error | EHPM |
|-----|-------|------|-------|------|
| 0.05| -0.02 | -0.02 | 0     | -0.01 |
| 0.1 | -0.041| -0.04 | 0.001 | -0.02 |
| 0.15| -0.063| -0.06 | 0.003 | -0.04 |
| 0.2 | -0.087| -0.08 | 0.007 | -0.043 |
| 0.25| -0.114| -0.1  | 0.014 | -0.067 |

### Example 2. We consider the following sine-Gordon equation:

$$u_{tt} - u_{xx} + \sin u = 0$$

Subject to the initial conditions:

$$u(x, 0) = 0, u_t(x, 0) = 4 \sech(x)$$

The exact solution is:

$$u(x, t) = 4 \tan^{-1}(t \sech(x))$$

Taking El-Zaki transform to equation (10) both sides:

$$E[u_{tt}] - E[u_{xx}] + E[\sin u] = 0$$

Now, using initial condition:

$$T(w) - w^3 E[\sech(x)] - w^2 E[u_{xx}] + w E[\sin u] = 0$$

Taking inverse of El-Zaki transform to equation (17)

$$u_{n+1}(x, t) = u_n(x, t) + \int_0^t (s - t)(u_n)_x(x, \xi) - 4 \sech(\xi) - \frac{\partial}{\partial \xi} E^{-1}[w^2 E[(u_n)_x(x, \xi)] + \frac{\partial}{\partial \xi} E^{-1}[w^2 E[\sin u_n(x, \xi)]]] d\xi$$

To find $u_1$, take $n = 0$

$$u_1(x, t) = u_0(x, t) + \int_0^t (s - t)(u_0)_x(x, \xi) - 4 \sech(x) - \frac{\partial}{\partial \xi} E^{-1}[w^2 E[(u_0)_x(x, \xi)] + \frac{\partial}{\partial \xi} E^{-1}[w^2 E[\sin u_0(x, \xi)]]] d\xi$$

$$= 4 \sech(x) + \int_0^t (s - t)(4 \sech(x) - 4 \sech(x) - \frac{\partial}{\partial \xi} E^{-1}[w^2 4 \xi(-\sech^2(x) + \tanh^2(x) \sech(x))] + \frac{\partial}{\partial \xi} E^{-1}[w^2 E[\sin(4 \xi \sech(x))]]] d\xi$$
\[ u(x,t) = 4 \tan^{-1} \left( t \sech(x) \right) \]

In the following, Tables 5 show the results of the component \( u_1 \) obtained by the used VITM and comparing with MDM, HPM, and MHPIM, respectively; while Figures 5 depicted the results of Table 5.

\[
\begin{align*}
\text{Table 5. Show the result of } u_1 \text{ comparing with exact solution and MDM, HPM, MHPIM, when } x = 5. \\
\hline
\text{t} & \text{Exact} & \text{VITM} & \text{MDM} & \text{HPM} & \text{MHPIM} \\
\hline
0.1 & 0.0053 & 0.0053 & 0.0053 & 0.0053 & 0.0053 \\
0.2 & 0.0107 & 0.0105 & 0.0105 & 0.0105 & 0.0105 \\
0.3 & 0.0161 & 0.0154 & 0.0154 & 0.0154 & 0.0154 \\
0.4 & 0.0215 & 0.0198 & 0.0198 & 0.0198 & 0.0198 \\
0.5 & 0.0269 & 0.0235 & 0.0235 & 0.0235 & 0.0235 \\
\hline
\end{align*}
\]

It is noted that the exact solution can be obtained for any \( x \) and \( t \) values from the first iteration by using the VITM method, while the modified decomposition method and the homotopy perturbation method have obtained the exact solutions from the 4-order approximate solution. In addition, the modified homotopy perturbation method has obtained the exact solutions from the 3-order approximate solution.

Example 3. Consider the following sine-Gordon equation:

\[
\frac{\partial u}{\partial t} - u_{xx} = \sin u \tag{46}
\]

Subject to the initial conditions:

\[
u(x,0) = \pi + \eta \cos \beta x, \quad u_t(x,0) = 0 \tag{47}
\]

By applied equation (19), we get:

\[
u(x,t) - \frac{\partial}{\partial t} \left[ E^{-1}w^2E[u_{xx}] \right] + \frac{\partial}{\partial t} \left[ E^{-1}w^2E[\sin u] \right] = 0 \tag{48}
\]

By the correction function:

\[
u_1 = \nu_0 + \int_0^t \left( \nu_0 \xi(x,\xi) - \frac{\partial}{\partial t} \left[ E^{-1}w^2 \right] E(\nu_0)_{xx} + \frac{\partial}{\partial t} \left[ E^{-1}w^2E[\sin u_0] \right] \right) d\xi \tag{49}
\]

\[
= \pi + \eta \cos(\beta x) - \frac{\eta^2}{3} \left[ \eta \cos(\beta x) \right] \beta^2 - \sin(\eta \cos(\beta x)) \tag{50}
\]

Hence \( u(x,t) = \lim_{n \to \infty} \tilde{u}_n \) and therefore \( u(x,t) \equiv u_1(x,t) \).

4. Conclusions

In this paper, the combined form of the El-Zaki transform and variation iteration method (VITM) was applied to solve different non-linear partial differential equations such as the two-dimensional coupled Burger's equation and the sine-Gordon equation. The system of Burger's equation may be considered as a normal model of sediments and evolution of scaled volumes concentrations of [62] two kinds of particles in fluid suspensions and colloids under the effect of gravity, while the sine-Gordon application appears in differential geometry. It is noted that the obtained results by using (VITM) are agreed with the exact solution with small error as shown in Tables 1, 2, 3 and 4. While these results are better than the result obtained by LDM, EHPM. While Table 5 show the proposed method get better result from iteration one but MDM, HPM, give the same result in iteration (4), the MHPIM gave the same result iteration (3). The proposed method shows its capability for solving NPDEs efficiency.
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