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**Abstract**

COVID-19 is still a fatal disease, which has threatened all people by affecting the human lungs. Chest X-Ray or computed tomography (CT) imaging is commonly used to make a fast and reliable medical investigation to detect the COVID-19 virus from these medical images is remarkably challenging because it is a full-time job and prone to human errors. In this paper, a new normalization algorithm that consists of Mean-Variance-Softmax-Rescale (MVSR) processes respectively is proposed to provide facilitation pre-assessment and diagnosis Covid-19 disease. In order to show the effect of MVSR normalization technique on image processing, the algorithm is applied to chest X-ray images. Therefore, the normalized X-ray images with MVSR are used to recognize via one of the neural network models as known Convolutional Neural Networks (CNNs). At the implementation stage, the MVSR algorithm is executed on MATLAB environment, then it is implemented on FPGA platform. All the arithmetic operations of the MVSR normalization are coded in VHDL with the help of fixed-point fractional number representation format. The experimental platform consists of Zynq-7000 Development Board and VGA monitor to display the both original X-ray and MVSR normalized image. The CNN model is constructed and executed using Anaconda Navigator interface with python language. Based on the results of this study, infections of Covid-19 disease can be easily diagnosed for MVSR normalized image. The proposed MVSR normalization makes the accuracy of CNN model increase from 83.01%, to 96.16% for binary class of chest X-ray images.

**1. Introduction**

Normalization with mean and variance is a noise/error compensation method that is used in many applications such as signal, image and speech processing, artificial intelligence, big data, optimization algorithms and so on [1–3]. One of the compensation techniques is Batch normalization (BN) method to develop performance and stability of neural networks by rescaling values of hidden layer units and also to create more complicated deep learning models. One of the critical problems is the covariate shift in the learning process for deep learning models. To solve this problem, BN is proposed in 2015 [4]. Besides, Cepstral mean and variance normalization (CMVN) [5] is used to eliminate noise inside voice for speech processing applications. CMVN is a critical method for recognizing voice instructions to minimize the data lost for messages during normalization.

Noise in the image is a general problem for image processing applications [6]. It is also hot topic in computer vision and image processing. Many techniques based on image denoising model have been developed to overcome this problem [7–8]. In most studies, researchers firstly add noise (especially Gaussian noise) with different noise ratios to the original image, then they design deep CNNs to enhance image denoising performance (speed, quality and cost) and efficiency [9]. Some of these techniques consists of CNN with BN [10], image restoration by applying ResNet [11], several traditional linear and non-linear image filter techniques [12].
Deep Normalized Convolutional Neural Network (DNCNN) is developed for unbalanced classifications of neural networks and constructed based on ReLU and weight normalization strategy. In [13], in DNCNN, ReLU is employed as an activation function to overcome the gradient vanishing problem and enhance the optimization by using the parameters (weight, bias) normalization strategy. Weight Normalization (WN) is used to accelerate the convergence of stochastic gradient descent optimization in a neural network. In [14], WN is applied to show benefits of this technique in four different NN models. WN method is also used for image smoke detection in [15]. The result of this study shows that false alarm ratio is achieved under 0.60% and smoke detection accuracy is around 96.37%.

CNN models have been constructed in many different ways [16] for image processing (such as image segmentation, classification and denoising) but still, there are many challenge during image processing that requires amounts of parameters (image size, weights, and bias, etc.) and lots of convolution operations in the training and inference process [17–19]. This has inspired many researchers to focus their attention on more energy-efficient hardware platforms [20, 21]. Field Programmable Gate Array (FPGA) is a vital side for implementation of CNN models due to its hardware adaptability and parallel process capability. On the other hand, General Processing Units (GPUs) supply more resources in terms of memory and computational units. But, during the validation process, GPUs have a long execution time because of sequential logic design [22, 23]. FPGA has parallel architectures on its logic configuration and this feature makes it better choice for hardware designers during validation process of CNN configurations. At the implementation stage of CNN models on any hardware, normalization process ensures fewer number of hardware resources and reduced power consumption during the training and validation processes [22–25].

In this paper, a new normalization algorithm that consists of MVSR (named as acronym of Mean-Variance-Softmax-Rescale) processes respectively is proposed. In order to show effect of MVSR on image processing, the algorithm is applied to chest X-ray images to provide facilitation pre-assessment and diagnosis Covid-19 disease. Therefore, the normalized X-ray images with MVSR are used to recognize via one of the neural network models as known Convolutional Neural Networks (CNNs). At the implementation stage, the MVSR algorithm is executed on MATLAB, then it is implemented on FPGA platform. The experimental platform consists of Zynq-7000 Development Board and VGA monitor to display the both original X-ray and MVSR normalized image. The CNN model is constructed and executed using Anaconda Navigator interface with python language.

The rest of the paper is organized as follows. The architecture and mathematic of the MVSR normalization technique and its necessity are detailed in Section 2. In Section 3, the MATLAB pre-study is accomplished for observing the effect of proposed normalization algorithm on chest X-ray images. Section 4 consists of FPGA implementation of MVSR normalization and the results for chest X-ray images on VGA screen. Then, in Section 5, the architecture of CNN model is constructed and the implementation of image classification (diagnosis of Covid-19 disease) for original and normalized chest X-ray images are executed on Anaconda Navigator interface with python language to prove the benefits of proposed MVSR normalization algorithm. Section 6 concludes the paper.
2. Mvsr Normalization Algorithm

In general, the standard deviation (the square root of the variance) is used to make a relation between each data and measure how to spread out or distribute around the mean of a data set [26]. The MVSr normalization is built on these features of mathematical operations and four-part processes,

- Mean
- Variance
- Softmax
- Rescaling of the data, respectively.

According to R. Duncan Luce's probability theory, it is also known as Luce's choice axiom, probability of one of the data is dependent on another in the same data set. The softmax function, based on Luce's choice axiom, is usually employed in the last activation function of multiclass Artificial Neural Network (ANN) models to make probability distribution of the output classes [27]. After calculation of the normalized intensity of the input, the dataset can have the negative and the positive fractional numbers. In order to conserve the effect of negative data and also nonlinearity, we used the softmax function. In the rescaling step, all data is transformed to 8-bit unsigned integer intervals change from 0-1 to 0-255.

The MVSr normalization technique consists of following mathematical processes where \( \mu_{MVSr}, \sigma^2_{MVSr}, \hat{x}_i, S(x)_i \) and \( r_i \) stand for mean of \( x_i \), variance, the normalized intensity of the input, softmax and rescaled values, respectively.

\[
\mu_{MVSr} = \frac{1}{M} \sum_{i=1}^{M} x_i \quad (1)
\]

\[
\sigma^2_{MVSr} = \frac{1}{M} \sum_{i=1}^{M} \left( x_i - \mu_{MVSr} \right)^2 \quad (2)
\]

\[
\hat{x}_i = \frac{(x_i - \mu_{MVSr})}{\sqrt{\sigma^2_{MVSr} + \delta}} \quad (3)
\]

\[
S(x)_i = \frac{e^{k_i}}{\sum_{j} e^{x_j}} \quad (4)
\]

\[
r_i = \frac{S(x)_i}{\max \left( S(x)_i \right)} * 255 \quad (5)
\]

In the normalized intensity value of the input \( \hat{x}_i \), a small positive number \( \delta \) is added to the variance value to avoid the divisor is to be zero. In the equations above, \( x_i \) is the input data intensity and \( r_i \) is the result of MVSr normalization.

The MVSr normalization architecture is given in Figure 1. The mathematical operations are executed in order to represented flow. Input chest X-ray image is inputted the algorithm and the normalized version of input is applied to neural network model.
3. Pre-study Of MvSr Normalization Algorithm On Matlab

In the pre-study, to observe the effect of MVSR normalization for Covid-19 disease diagnosis from chest X-ray images, the algorithm is executed on MATLAB. Chest X-ray images of Covid-19 infected and No-Finding are represented after and before MVSR normalization in the figures 2. the source of the X-ray images dataset is publicly available at Hospital Israelita Albert Einstein [28]. According to the expert view, Infectious Diseases Doctor, after MVSR normalization the infection on chest X-ray images can be more clearly observed. At this stage, the starting point of this study is based on this view and this normalization process is thought to be used in image classification applications. The accuracy of Covid-19 diagnosis can be increased by using MVSR normalization before training process for the neural network models. The rest of the paper is based on this projection.

The MATLAB-based MVSR normalization used for the pre-phase was taken as a reference to design an FPGA-based MVSR normalization. In order to show benefit of the MVSR normalization, more images are normalized and presented in Figure 3.

4. MvSr Normalization On Fpga

Calculations of standard deviation, mean, and variance are required to apply MVSR operation. To obtain these operations, we need to define real numbers as a fixed point number type to embedded systems or any hardware. Multiplication, division, addition, subtraction, and especially square root calculations are essential mathematical arithmetic to calculate these operations in FPGA. MVSR normalization is implemented by using a static random access memory (SRAM) on re-programmable FPGA. All the data is read from SRAM and defined arrays. Systolic arrays are used for these operations to perform parallel integrations such as convolution, correlation, linear algebra or additional data tasks [29]. All normalization processes are constructed with pure VHDL at Vivado 2018.1 version.

4.1. Division of the fixed-point fractional binary numbers

Division is one of the important operation to calculate standard deviation, mean, and variance. Fixed-point fractional number format is a way to represent fractional numbers. The fixed point division process is slightly different from the standard binary division operation. It is needed to scale the fractional part of the division after finding the remainder [30].

Algorithm 1 Pseudo Code for Division Operation

If Dividend < 0

Dividend = Not Dividend +1

else if Divisor < 0
Divisor = Not Divisor +1

else if Divisor or Dividend = 0

Quotient=0
Remainder=0

else

Remainder = Dividend rem Divisor

Quotient= Dividend / Divisor

nRemainder=100* Remainder/ Divisor

mRemainder = LUT_operation (nRemainder)

End

Output= Quotient& mRemainder

The *LUT_operation* consists of lookup table to provide programmable hardware functionality for division operation and to validate remainder values by matching against a list of valid items in the array. The values stored in LUT are in the unsigned fractional fixed point binary numbers. For example, when the *nReminder* is equal to "00010110" (stands for 0.22 in decimal), *mRemainder* is "00111000" in 8-bit format.

4.2. Square root of the fixed-point fractional binary numbers

This section represents calculating the fixed-point square root. Square root of the fixed point binary numbers are essential to have normalized input data with standard deviation from variance operation in the MVSR operation. After making the groups of data by $2^n$ ($n=1, 2... m, m=data size/2$), it is gradually compared with the multiplied expected data. If the group of the data is smaller than expected, the result is equal to 1, vice versa 0.

**Algorithm 2. Square root operation on VHDL**

datau:=unsigned(datain);

expectdata (1 downto 0):="01";

for i in 0 to length loop
if (datau(size downto size-1-2*i)< expectdata (2*i+1 downto 0)) then

dtu(length-i):='0';

else

dtu(length-i):='1';

end if;

expectdata (2*i+3 downto 0) :=(dtu(length downto length-i)&'1')*(dtu(length downto length-i)&'1');

dt:=std_logic_vector(dtu);

end loop;

return dt;

The FPGA implementation platform where Xilinx Zynq-7000 Development Board is used to implement the MVSR normalization algorithm for input images and VGA monitor to display the both original X-ray and MVSR normalized image.

Results of FPGA implementation of MVSR normalization algorithm is given in Figure 4. As seen in the figure, the algorithm is implemented on FPGA board and the results are shown on VGA monitor successfully. The main result of FPGA implementation stage is that the X-ray image can be normalized on FPGA and the expert views support our opinions on the starting point of this study.

| Resource | Utilization | Available | Utilization % |
|----------|-------------|-----------|---------------|
| LUT      | 193         | 53200     | 0.36          |
| FF       | 136         | 106400    | 0.13          |
| BRAM     | 30          | 140       | 21.43         |
| IO       | 18          | 200       | 9             |

In the Table 1, information about resource utilization of FPGA implementation stage of study is shown. This result shows that the MVSR normalization algorithm is performed on FPGA chip with the fewer number of resource.
5. Proposed Convolutional Neural Network Architecture

The architecture of the CNN model is constructed with seven convolutional layers and five max-pooling layers and this model can be seen in Table.2. This model is executed for original and MVSR normalized chest X-ray images on Anaconda Navigator interface with python language to prove the benefits of the proposed MVSR normalization algorithm.

| Layers | Layer Configurations |
|--------|----------------------|
| Input  | -                    |
| Conv1  | 3x3 32 150 150       |
| Conv2  | 3x3 32 150 150       |
| Conv3  | 3x3 64 150 150       |
| Max-Pool | 2x2 - 75 75     |
| Conv4  | 3x3 128 75 75        |
| Max-Pool | 2x2 - 37 37     |
| Conv5  | 3x3 64 37 37         |
| Max-Pool | 2x2 - 18 18     |
| Conv6  | 3x3 128 18 18        |
| Max-Pool | 2x2 - 9 9       |
| Conv7  | 3x3 128 9 9          |
| Max-Pool | 2x2 - 4 4       |
| FC1    | 2048                 |
| FC2    | 512                  |
| Output | 1                    |

Table 2
CNN architecture

In the Table.2, $S$ is kernel size, $N$ is number of kernel, $W$ is image size (weight) and $H$ is image size (height). Model learning rate is settled to 0.01 with decay steps as 300 and decay rate 0.95. Adam optimization [30] is used with binary cross entropy loss function, epochs is 48 and batch size is 48. In order to eliminate the over fitting and have better classification, batch-normalization (momentum=0.07) is employed before max-pool layers and dropout is used with 25% between FC1 and FC2. Relu, one of the activation function, is used after convolutional layers except for the output layer, where the sigmoid activation function is chosen instead. The Convolutional Neural Network model is trained and validated.
with the Covid-19 dataset [32] that includes 200 training images. The same CNN model is used for two data sets, which are original and MVSR normalized chest X-ray images. Validation of these data sets have been performed for 365 X-ray images of 150x150 pixels labeled as Covid-19 and No-Finding. The accuracy of the CNN model reached 96.16% from 80.01% after MVSR normalization.

There are four-type of prediction approaches, four distinct combinations of predicted and actual values, to evaluate results of classification model via confusion matrix [33], [41]. These are True Positives ($T_P$), True Negatives ($T_N$), False Positives ($F_P$) and False Negatives ($F_N$).

- $T_P$: These are the people who are diagnosed with Covid-19 infection by clinical tests and the CNN model validates them as Covid-19 infected.
- $T_N$: These are the people who are not diagnosed with Covid-19 disease by clinical tests and the CNN model validates them as not infected.
- $F_P$: These are the people who are not diagnosed with Covid-19 disease by clinical tests but the CNN model classified them as Covid-19 infected.
- $F_N$: These are the people who are diagnosed with Covid-19 disease by clinical tests but the CNN model classified them as not infected.

F1-score is the harmonic mean of the Precision and Recall. Therefore, f1-score gives a combined idea of these two measurements. F1-score is maximum when the Precision is equal to Recall. The precision determines whether the model is reliable or not. Prediction according to the model, the recall is given how many true positive cases are accurately predicted.

Precision; It counts how precise the executed model operates by examining TP from the predicted ones

$$ P = \frac{T_P}{(T_P + F_P)} $$

Recall (Sensitivity); It is the percentage of recognition of positive samples

$$ R = \frac{T_P}{(T_P + F_N)} $$

F-1 Score; It is a function to find a balance between sensitivity and precision.

$$ F1 = \frac{2}{\left(\frac{1}{R} + \frac{1}{P}\right)} $$
Table 3
Obtained F1-scores

|          | F1-score | F1-score MVSR |
|----------|----------|---------------|
| Covid-19 | 0.51     | 0.92          |
| No-Finding | 0.85     | 0.96          |

The results of the f1-scores given in Table.3, performed with original chest X-ray and MVSR normalized images, the normalized images perform the better F1-Score (accuracy).

Figure 5. shows the confusion matrix of models, which are trained with original and MVSR normalized images. This matrix demonstrate how the CNN models classify and misclassify Covid-19 disease on chest X-ray images. Furthermore, the precision, recall and f1-score can be easily computable by using confusion matrix.
Table 4
Normalization techniques used for the detection of COVID-19 patients in literature

| Preprocessing                                    | DL Technique                  | Number of Cases                                                                 | Performance Accuracy (%) | Study  |
|--------------------------------------------------|-------------------------------|---------------------------------------------------------------------------------|--------------------------|--------|
|                                                   |                               |                                                                                 |                          |        |
|                                                   |                               |                                                                                 |                          |        |
| Segmentations, Rescaling, Fusion, Multi-view     | ResNet50                      | 368 COVID-19 Patients, 127 Patients with Other Pneumonia                       | NA, 76                   | [34]   |
|                                                   |                               |                                                                                 |                          |        |
| Different Features, Early Fusion, Late Fusion,   | Inception-V3                  | 90 COVID-19, 10 MERS, 11 SARS, 10 Varicella, 12 Streptococcus, 11 Pneumocystis  | 83, 88                   | [35]   |
|                                                   |                               | Samples                                                                         |                          |        |
|                                                   |                               |                                                                                 |                          |        |
| GAN, Rescaling, Cropping                         | DECAPS Architecture           | 349 COVID-19 Images, 397 Non-COVID-19 Images                                   | 84,3, 87,6               | [36]   |
|                                                   |                               |                                                                                 |                          |        |
| Rescaling                                         | COVIDX-Net (VGG19, DenseNet201)| 25 COVID-19, 25 Normal Cases                                                   | 83, 90                   | [37]   |
|                                                   |                               |                                                                                 |                          |        |
| Lung x-ray                                        | VGG16,                        | 415 covid-19 infected, 5179 other                                               | 88, 94,5                 | [38]   |
| aperture in images region removed,               | Transfer learning with ImageNet|                                                                                 |                          |        |
| Histogram equalization and bilateral filter      |                               |                                                                                 |                          |        |
|                                                   |                               |                                                                                 |                          |        |
| CXI image processing techniques                   | GoogleNet M-inception,        | 1065 images, Covid-19 and Normal CXI                                           | 82,5, 93                 | [39]   |
|                                                   | Transfer learning with ImageNet|                                                                                 |                          |        |
|                                                   |                               |                                                                                 |                          |        |
| Histogram equalization, negative conversion,     | ResNet18, ResNet50, ResNet101,| 18479 images, 3616 Covid-19                                                      | 93,22 Av. 96,29          | [40]   |
| gamma correction,                                 | InceptionV3, DenseNet201,     |                                                                                 |                          |        |
| Contrast enhancement techniques                  | ChexNet                        |                                                                                 |                          |        |


| Preprocessing | DL Technique | Number of Cases | Performance | Study |
|---------------|--------------|-----------------|-------------|-------|
| MVSR          | CNN          | 240 covid-19,   | 83,01       | This study |
|               |              | 120 normal,     | 96,16       |       |
|               |              | 200 test        |             |       |

In order to compare the MVSR normalization with the other normalization techniques, which are used to detect Covid-19 virus on chest X-ray images. The results of the classification by using traditional machine learning models are shown in Table 4.

### 6. Conclusion

COVID-19 is a pandemic disease, and it can threaten the health of all people in the world. It directly attacks the lung cells, and if not diagnosed early, can cause damage, including mortality. In this paper, we propose a novel method, the MVSR normalization architecture, to facilitate pre-assessment of Covid-19 disease from chest X-ray images. Furthermore, effectiveness of this new normalization technique is proved by using different evaluation methods, which include expert view, MATLAB, Anaconda Navigator interface and FPGA embedded system. MVSR normalization considerably improves the accuracy of the CNN model and according to expert view, the difference of Covid-19 infected and uninfected X-ray images can be seen more clearly at the pre-assessment stage. Finally, it is understood from the study, MVSR normalization can be applied to complex images like chest X-ray images for recognizing the difference between infected and uninfected patients with Covid-19. As a result of this paper, infections of Covid-19 disease can be efficiently diagnosed for MVSR normalized image. The proposed MVSR normalization technique makes the accuracy of the CNN model increase from 83.01%, to 96.16% on chest X-ray images.
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(a), (c) are original chest X-ray images while (b), (d) are the normalized versions of (a), (c)
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(a), (c) are original chest X-ray images while (b), (d) are the normalized versions of (a), (c)
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FPGA implementation of MVSR normalization and the results for chest X-ray images on VGA screen.
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