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Abstract

This paper presents a fast algorithm to solve a spectral estimation problem for two-dimensional random fields. The latter is formulated as a convex optimization problem with the Itakura-Saito pseudodistance as the objective function subject to the constraints of moment equations. We exploit the structure of the Hessian of the dual objective function in order to make possible a fast Newton solver. Then we incorporate the Newton solver to a predictor-corrector numerical continuation method which is able to produce a parametrized family of solutions to the moment equations. We have performed two sets of numerical simulations to test our algorithm and spectral estimator. The simulations on the frequency estimation problem shows that our spectral estimator outperforms the classical windowed periodograms in the case of two hidden frequencies and has a higher resolution. The other set of simulations on system identification indicates that the numerical continuation method is more robust than Newton’s method alone in ill-conditioned instances.
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1. Introduction

Spectral estimation is a classical problem in signal processing closely related to the field of systems and control, as it finds applications in e.g., stochastic realization, system identification and modeling, estimation and filtering (Stoica and Moses, 2005; Lindquist and Picci, 2015). The problem is about estimating the power spectral density function, which describes the statistical power distribution over the frequency domain, of a zero-mean second-order stationary random field from a finite number of measurements. Once such a spectral density is reconstructed, one can then perform spectral factorization to obtain a shaping filter, i.e., a dynamical system. When the filter is excited with white noise, it is able to reproduce a random field that is statistically close to the original one that gives the measurements.

A still active line of research on the spectral problem follows the idea of rational covariance extension which was initially formulated in Kalman (1982) and subsequently developed in Georgiou (1983, 1987); Byrnes et al. (1995); Byrnes and Lindquist (1997). The central object of investigation is a set of linear integral equations, called trigonometric moment equations (Grenander and Szegö, 1958; Akhiezer, 1965; Kreǐn and Nudel'man, 1977), for which we want to find rational solutions. The additional requirement of rationality is natural from the systems-theoretic viewpoint, as it ensures that the corresponding shaping filter is linear-time invariant (LTI) and can be realized as a finite-dimensional system. Typically, the number of integral equations is finite and there are usually infinitely many solutions which are not necessarily rational. In order to cure such ill-posedness of the problem and to promote rational solutions, convex optimization was then incorporated into the framework. More precisely, moment equations are treated as equality constraints, and one searches for a candidate solution that maximizes a certain entropy functional (Byrnes et al., 1998, 2001b,a) or minimizes a suitable pseudodistance from a prior spectral density (Georgiou and Lindquist, 2003; Ferrante et al., 2007, 2008; Ramponi et al., 2009, 2010; Ferrante et al., 2012; Zorzi, 2014b,a, 2015). We mention in particular, the seminal work in Byrnes et al. (2000) where a flexible filter-bank was introduced and the resulting spectral estimator, called “THREE” (Tunable High REsolution Estimator), exhibits high-resolution properties.

The aforementioned theories are established for random processes and one-dimensional systems, i.e., random fields and dynamical systems that depend on one index, in most cases the time. Motivated by many practical applications involving multidimensional systems and random fields such as image processing (Ekstrom, 1984) and parameter estimation in automotive radar systems (Rohling and Kronauge, 2012; Engels, 2014; Zhu et al., 2019), the research in rational covariance extension has also been ex-
tended to the multidimensional case, see Georgiou (2006); Karlsson et al. (2016); Ringh et al. (2016, 2018); Zhu et al. (2021b,a); Zhu (2021); Zhu and Zorzi (2021b). Discrete versions of the theory that facilitate numerical computation have also been developed in Ringh et al. (2015); Zhu and Zorzi (2021a), following the idea in Carl et al. (2011); Lindquist and Picci (2013) for the 1-d case.

However, we want to point out that while theoretical developments in this area are significant, algorithmic studies seem scarce. We mention the works Ferrante et al. (2011); Baggio (2018) on an integral-form iterative algorithm, Carl et al. (2013) on block-Toeplitz matrix completion, Ringh and Karlsson (2015) on a fast Newton solver, and Enqvist (2001); Zhu (2020) on numerical continuation methods, all in the 1-d case. As a first step towards efficient algorithms in the multidimensional case, in this paper we propose a fast implementation of the classical Newton’s method to solve a 2-d spectral estimation problem formulated as a moment-constrained optimization problem where the Itakura-Saito pseudodistance is used as the objective function. Such a choice of the objective function first appeared in Enqvist and Karlsson (2008) and later further developed in Ferrante et al. (2012); Zhu et al. (2021b) where it was shown that the solution is indeed rational and of bounded complexity (in terms of the McMillan degree). For the convenience of numerical computation, we mainly deal with the dual optimization problem which typically has much fewer number of variables than the primal problem. In order to achieve efficiency in inverting the Hessian of the dual objective function, which is well known to be the major computational burden of Newton’s method, we exploit the special Toeplitz-block Toeplitz structure of the Hessian matrix. Then we integrate the fast Newton solver to a more sophisticated numerical continuation method (Allgower and Georg, 2003) which brings more robustness when the solution is close to the boundary of the feasible set (see Subsec. 6.1). Finally, we apply our algorithm to solve a 2-d frequency estimation problem. Simulation results show that our spectral estimator performs favorably compared with traditional periodogram-based techniques in terms of both cumulative estimation errors and frequency resolution.

The outline of the paper is as follows: Section 2 provides an optimization approach for solving a 2-d spectral estimation problem. In Section 3 we show that the Hessian has a Toeplitz-block Toeplitz structure which can be used to implement a fast inversion algorithm. In Section 4 we develop a numerical continuation solver for our optimization problem and show its robustness in an ill-conditioned example. Next in Sections 5 and 6, we apply our approach to problems of frequency estimation and model approximation in system identification, respectively. Finally, Section 7 draws the conclusions.

2. Problem formulation

Consider a (scalar) complex-valued zero-mean second-order stationary 2-d random field \( \{y(t), t \in \mathbb{Z}^2 \} \). By stationarity, we mean that the covariance lags \( \sigma_k := \mathbb{E} y(t+k)y(t) \) depend on the vector of difference \( k \) only. In many scientific and engineering fields, we face the problem of estimating the power spectral density of some underlying stationary random field from a finite number of measurements

\[
\{y(t) : 0 \leq t_j \leq T_j - 1, \ j = 1, 2\}. \tag{1}
\]

Here the power spectral density of the random field is defined as the discrete-time Fourier transform (DTFT) of the covariance lags:

\[
\Phi(e^{i\theta}) := \sum_{k \in \mathbb{Z}^2} \sigma_k e^{-i(k \cdot \theta)}, \tag{2}
\]

where \( \theta = [\theta_1, \theta_2] \in \mathbb{T}^2 = [0, 2\pi)^2 \), \( e^{i\theta} \) is a shorthand for \( (e^{i\theta_1}, e^{i\theta_2}) \), and \( (k, \theta) = k_1\theta_1 + k_2\theta_2 \) is the inner product in \( \mathbb{R}^2 \). The spectral density \( \Phi \) is viewed as a function of the frequency vector \( \theta \) but we keep the conventional notation \( \Phi(e^{i\theta}) \). Conversely, the covariances \( \sigma_k \) are the Fourier coefficients of the power spectral density \( \Phi(e^{i\theta}) \), that is,

\[
\sigma_k = \int_{\mathbb{T}^2} e^{i(k \cdot \theta)} \Phi(e^{i\theta}) dm(\theta), \tag{3}
\]

where \( dm(\theta) = \frac{1}{(2\pi)^2} d\theta_1 d\theta_2 \) is the normalized Lebesgue measure in \( \mathbb{T}^2 \). Later on, the variable \( \theta \) or \( e^{i\theta} \) of integration is usually omitted when it is clear from the context. Equation (3) is also called a trigonometric moment equation, and it forms the basis of the spectral estimation approach via covariance extension. The main steps of the latter approach are outlined as follows:

1. Fix an index set \( \Lambda \), e.g.,

\[
\Lambda = \{k = (k_1, k_2) \in \mathbb{Z}^2 : |k_j| \leq n_j, j = 1, 2\}, \tag{4}
\]

where each positive integer \( n_j \) satisfies \( n_j \ll T_j \).

2. Estimate the covariance lags \( \sigma_k \) for \( k \in \Lambda \) by the standard time average:

\[
\hat{\sigma}_k = \frac{1}{T_1 T_2} \sum_{t} y(t+k)\overline{y(t)}, \tag{5}
\]

where the summation index \( t \) is chosen such that the summands are well defined.

3. Solve the integral equations (3) indexed by \( k \in \Lambda \) with \( \sigma_k \) replaced by the estimate \( \hat{\sigma}_k \) for a spectral density \( \Phi \).

In other words, we aim to find a spectral density function \( \Phi \) that matches the estimated covariance lags \( \{\hat{\sigma}_k : k \in \Lambda\} \).

In the following, we omit the hat in the covariance data
for the notational convenience and focus on the solution to the moment equations.

Typically, the integral equations admit infinitely many solutions. In order to promote uniqueness of the solution, a common practice in the literature is built on convex optimization. In particular, we take the 2-d version of the Itakura-Saito (IS) pseudo-distance as the objective function and treat the moment equations as equality constraints. In this way the spectral estimation problem is formulated as the following optimization problem:

\[
\min_{\Phi \geq 0} D(\Phi, \Psi) := \int_{T^2} \left[ \log(\Phi^{-1} \Psi) + \Psi^{-1}(\Phi - \Psi) \right] d\nu
\]

s.t. \( \sigma_k = \int_{T^2} e^{i(k, \theta)} \Phi d\nu \quad \forall k \in \Lambda, \tag{6} \)

where the spectral density \( \Phi \) is the optimization “variable” and \( \Psi \) is called a prior which represents an extra piece of data that embeds some a priori information on the desired solution. In the absence of such information, \( \Psi \) can be chosen as a constant which corresponds to a white noise. The IS pseudo-distance \( D(\Phi, \Psi) \) has the properties that \( D(\Phi, \Psi) \geq 0 \), and the equality holds if and only if \( \Phi = \Psi \) almost everywhere, see e.g., Lindquist and Picci (2015).

Moreover, the solution to the above optimization problem turns out to be rational, and enjoys a low-complexity property in the 1-d case as discussed in Ferrante et al. (2012).

Rationality is important from the systems-theoretic viewpoint because it is directly connected to the shaping filter that can regenerate the original random field (in a statistical sense when fed with white noise) and the physical realizability of such a filter.

In what follows, we mainly work on the discrete version of the optimization problem in (6) for two reasons. First, the implementation of any numerical algorithm on a computer to solve the optimization problem ultimately involves discretization. Hence, we may also discretize the problem in the first place. Second, a discrete spectrum admits an interpretation as a periodic random field (Zhu et al., 2021b), which is a practical model for the collected finite measurements, provided that the period is sufficiently large in each dimension.

We need to introduce a number of symbols in order to state the discrete optimization problem. Define first a vector \( \mathbf{N} := [N_1, N_2] \in \mathbb{N}^2 \) and then a finite index set

\[
\mathbb{Z}_N^2 := \{ \ell = (\ell_1, \ell_2) : 0 \leq \ell_j \leq N_j - 1, j = 1, 2 \}, \tag{7} \]

whose cardinality is equal to \( |\mathbf{N}| := N_1 N_2 \). Then the discretization of \( T^2 \) can be written as

\[
T_N^2 := \left\{ \left( \frac{2\pi}{N_1}, \frac{2\pi}{N_2}, \ell \right) \in \mathbb{Z}_N^2 \left| \ell \right. \right\}, \tag{8} \]

Moreover, let \( \zeta_\ell := (\zeta_{\ell_1}, \zeta_{\ell_2}) \) be the element of the discretized 2-torus with \( \zeta_{\ell_j} = e^{2\pi i \ell_j / N_j} \). A discrete measure with equal mass \( 1/|\mathbf{N}| \) on the grid points in \( T_N^2 \) is defined as

\[
d\nu_N(\theta) := \sum_{\ell \in \mathbb{Z}_N^2} \delta(\theta - \frac{2\pi}{N_1} \ell_1, \theta_2 - \frac{2\pi}{N_2} \ell_2) \frac{d\theta_1 d\theta_2}{N_1 N_2}, \tag{9} \]

where \( \delta(\cdot) \) is the Dirac delta. Thus integrals against \( d\nu_N \) is understood as (normalized) Riemann sums:

\[
\int_{T^2} f(e^{\theta}) d\nu_N = \frac{1}{|\mathbf{N}|} \sum_{\ell \in \mathbb{Z}_N^2} f(\zeta_\ell). \tag{10} \]

Then the discrete version of the IS distance takes the form

\[
D_N(\Phi, \Psi) := \int_{T^2} \left[ \log(\Phi^{-1} \Psi) + \Psi^{-1}(\Phi - \Psi) \right] d\nu_N, \tag{11} \]

and the discrete optimization problem is

\[
\min_{\Phi(\ell) > 0, \forall \ell \in \mathbb{Z}_N^2} D_N(\Phi, \Psi)
\]

s.t. \( \sigma_k = \int_{T^2} e^{i(k, \theta)} \Phi d\nu_N \quad \forall k \in \Lambda. \tag{12} \]

According to Zhu et al. (2021b), the optimization problem above is well-posed, and the optimal spectral density, defined on the discrete grid \( T_N^2 \), has the form

\[
\hat{\Phi} = (\Psi^{-1} + \hat{Q})^{-1}, \tag{13} \]

where \( \hat{Q}(e^{\theta}) := \sum_{k \in \Lambda} g_k e^{-i(k, \theta)} \) is a trigonometric Laurent polynomial corresponding to the optimal solution of the (equivalent) dual problem:

\[
\min_{Q \in \mathbb{C}_+} J_D(Q) := \langle Q, \Sigma \rangle - \int_{T^2} \log(\Psi^{-1} + Q)d\nu_N. \tag{14} \]

The notation is briefly explained next.

- The variable \( Q = \{ g_k \}_{k \in \Lambda} \) contains the Lagrange multipliers such that each \( g_k \in \mathbb{C} \), \( q_k = \overline{q_k} \), and \( q_0 \) is real where the index set \( \Lambda \) can be taken as (4).
- \( \Sigma = \{ \sigma_k \}_{k \in \Lambda} \) consists of the covariance data of the underlying random field.
- \( \langle Q, \Sigma \rangle := \sum_{k \in \Lambda} q_k \Sigma_k \) is an inner product between multisequences indexed in \( \Lambda \) which is real-valued due to the symmetry in \( Q \) and \( \Sigma \) with respect to the origin.
- The feasible set

\[
\mathcal{L}_+ := \{ Q : (\Psi^{-1} + Q)(\theta) > 0, \forall \theta \in T_N^2 \} \tag{15} \]

so that the logarithm inside the integral is well defined.

We shall take the grid size \( \mathbf{N} \) sufficiently large so that Assumption 2 in Zhu et al. (2021b) is satisfied, leading to the strict convexity of the dual problem (14).
3. Structure of the Hessian

In what follows, we are mainly concerned about the numerical solution of the optimization problem (14) via Newton’s method, for which we need to compute the gradient and the Hessian of the dual objective function $J_{\Psi}(\mathbf{Q})$. Moreover, we hope to exploit the structure of the Hessian in order to boost the solution speed, notably in the computation of the Newton direction. To this end, we need first to fix an orthogonal basis for the vector space in which the dual variable $\mathbf{Q}$ resides. In the specific formulation above, the dual variable can be identified as a $(2n_2 + 1) \times (2n_1 + 1)$ complex matrix

\[
\mathbf{Q} = \begin{bmatrix}
q_{-n_1,-n_2} & \ldots & q_{0,-n_2} & \ldots & q_{n_1,-n_2} \\
\vdots & \ddots & \vdots & & \vdots \\
q_{-n_1,0} & \ldots & q_{0,0} & \ldots & q_{n_1,0} \\
\vdots & & \vdots & \ddots & \vdots \\
q_{-n_1,n_2} & \ldots & q_{0,n_2} & \ldots & q_{n_1,n_2}
\end{bmatrix}.
\]  

Using this notation, the inner product in the dual function can be computed as

\[
\langle \mathbf{Q}, \Sigma \rangle = \text{tr}(\mathbf{Q} \Sigma^*)
\]

where the matrix $\Sigma$ is defined similarly. Moreover, let us also introduce the matrix of 2-d complex exponentials

\[
\text{Exp}(\mathbf{\theta}) = \begin{bmatrix}
e^{i(-n_1 \theta_1 - n_2 \theta_2)} & \ldots & e^{i(n_1 \theta_1 - n_2 \theta_2)} \\
\vdots & \ddots & \vdots \\
e^{i(-n_1 \theta_1 + n_2 \theta_2)} & \ldots & e^{i(n_1 \theta_1 + n_2 \theta_2)}
\end{bmatrix}
\]

\[= \mathbf{a}_{n_2}(\theta_2)\mathbf{a}_{n_1}(\theta_1)^T\]

where

\[
\mathbf{a}_n(\theta) = \begin{bmatrix} e^{-in\theta} & \ldots & 0 & \ldots & e^{in\theta} \end{bmatrix}^T
\]

is a column vector of dimension $2n + 1$. Then the polynomial evaluation can be written as

\[Q(e^{i\theta}) = \text{tr}(\mathbf{Q} \text{Exp}(\mathbf{\theta})^*) = \langle \mathbf{Q}, \text{Exp}(\mathbf{\theta}) \rangle.
\]

For each $\mathbf{k} \in \Lambda$, define a matrix $E_{\mathbf{k}}$ which is composed of $\{q_\ell\}_{\ell \in \Lambda}$ in the way of (16) such that $q_\mathbf{k} = 1$ while the rest $q_\ell$ all equal to zero. As a result, we have for any $\mathbf{Q}$ the expansion

\[Q = \sum_{\mathbf{k} \in \Lambda} q_\mathbf{k} E_{\mathbf{k}}.
\]

Obviously, the set of matrices $\{E_{\mathbf{k}}\}_{\mathbf{k} \in \Lambda}$ are orthogonal with respect to the inner product (17), and they form a basis for the ambient vector space of $\mathbf{Q}$ over the field of complex numbers.

**Remark 1.** The matrix $\mathbf{Q}$ in (16) lives in an ambient space of complex dimension $M := (2n_1 + 1)(2n_2 + 1)$ which is isomorphic to $\mathbb{R}^{2M}$. However, with the additional symmetry $q_{-\mathbf{k}} = \overline{q_\mathbf{k}}$, the matrix $\mathbf{Q}$ actually belongs to a subspace of real dimension $M$. To count the dimension, just notice the independent variables

- $q_{0,0}$, 1 real variable,
- $q_{0,1}, \ldots, q_{0,n_2}$, $n_2$ complex variables,
- $q_{1,-n_2}$ \ldots $q_{1,0}$ \ldots $q_{1,n_2}$
- $q_{n_1,-n_2}$ \ldots $q_{n_1,0}$ \ldots $q_{n_1,n_2}$

\[n_1(2n_2 + 1) \text{ complex variables.}
\]

In that case, it is also observed that $\mathbf{Q}$ is invariant if it undergoes a rotation by 180 deg followed by complex conjugation. Although it may be tempting to write down an expansion similarly to (21) directly in a basis of the subspace with real coefficients, as we will show next, working with complex coordinates in fact results in a simpler structure of the Hessian of $J_{\Psi}(\mathbf{Q})$.

Before doing the computation in the basis $\{E_{\mathbf{k}}\}_{\mathbf{k} \in \Lambda}$, let us define a linear operator

\[\Gamma : \Phi \mapsto \left\{ \int_{\mathbb{T}^2} e^{i(k, \theta)} \Phi d\nu_N \right\}_{\mathbf{k} \in \Lambda}
\]

that sends a (discrete) spectral density to its Fourier coefficients indexed in $\Lambda$ which can then be organized into a matrix consistent with (16). According to Zhu et al. (2021b), the first-order differential of $J_{\Psi}$ can be written compactly as

\[\delta J_{\Psi}(\mathbf{Q}; \delta \mathbf{Q}) = \langle \mathbf{Q}, \Sigma - \Gamma ((\Psi^{-1} + Q^{-1})) \rangle.
\]

It then follows from standard results in Calculus that

\[\frac{\partial J_{\Psi}(\mathbf{Q})}{\partial q_\mathbf{k}} = \delta J_{\Psi}(\mathbf{Q}; E_{-\mathbf{k}}) = \sigma_\mathbf{k} - \int_{\mathbb{T}^2} e^{i(k, \theta)} (\Psi^{-1} + Q)^{-1} d\nu_N,
\]

which is called the Wirtinger derivative (see e.g., Kreutz-Delgado, 2009) where $q_\mathbf{k}$ and $\overline{q_\mathbf{k}}$ are treated as “independent” variables in the formal calculation. The gradient of $J_{\Psi}$ is defined as $\nabla J_{\Psi}(\mathbf{Q}) :=

\[\begin{bmatrix}
\frac{\partial J_{\Psi}(\mathbf{Q})}{\partial q_{0,0}} & \ldots & \frac{\partial J_{\Psi}(\mathbf{Q})}{\partial q_{0,n_2}} & \ldots & \frac{\partial J_{\Psi}(\mathbf{Q})}{\partial q_{1,0}} & \ldots & \frac{\partial J_{\Psi}(\mathbf{Q})}{\partial q_{1,n_2}} \\
\vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \vdots \\
\frac{\partial J_{\Psi}(\mathbf{Q})}{\partial q_{n_1,0}} & \ldots & \frac{\partial J_{\Psi}(\mathbf{Q})}{\partial q_{n_1,n_2}}
\end{bmatrix}^T,
\]

where the complex partial derivatives are organized into a column vector of size $n_2 + 1 + n_1(2n_2 + 1)$ using the lexicographical ordering.

The second-order differential of $J_{\Psi}$ at $\mathbf{Q}$ can be written as a quadratic form

\[\delta^2 J_{\Psi}(\mathbf{Q}; \delta \mathbf{Q}^{(1)}, \delta \mathbf{Q}^{(2)}) = \sum_{\mathbf{k} \in \Lambda} \delta q_\mathbf{k}^{(1)} \sum_{\ell \in \Lambda} \delta q_\ell^{(2)} \delta^2 J_{\Psi}(\mathbf{Q}; E_{\mathbf{k}}, E_{\ell}),
\]

(26)
where \( \{ \delta q_{jk}^{(i)} \}_{k \in \Lambda} \) are the coordinates of \( \delta Q^{(i)} \) in the sense of (21) for \( j = 1, 2 \). Therefore, we can identify the second-order partial derivatives as

\[
\frac{\partial^2 J_{q}(Q)}{\partial q_{\ell} \partial q_{k}} := \frac{\partial}{\partial q_{\ell}} \left[ \frac{\partial J_{q}(Q)}{\partial q_{k}} \right]
\]

\[
= \int_{\mathbb{T}^2} e^{i(k-\ell,\theta)} (\psi^{-1} + Q)^{-2} d\nu_N
\]  

(27)

where the expression follows from Zhu et al. (2021b). Similar to the vector notation in (25), we can collect the second-order partials into a matrix

\[
\mathcal{H}(Q) = \left[ \frac{\partial^2 J_{q}(Q)}{\partial q_{\ell} \partial q_{k}} \right].
\]  

(28)

where the “row index” \( k \) and the “column index” \( \ell \) range in the set

\[
\Lambda_{\text{half}} := \{ 0 \} \times \{ 0, \ldots, n_2 \} \cup \{ 1, \ldots, n_1 \} \times \{ -n_2, \ldots, n_2 \},
\]  

(29)

roughly half of the index set \( \Lambda \) in (4). We shall refer to (28) as the Hessian of \( J_q \). It follows from the strict convexity of \( J_q \) that \( \mathcal{H}(Q) \) is (Hermitian) positive definite. The structure of the Hessian can be made more explicit by defining the scalar quantity

\[
h_{k}(Q) = \int_{\mathbb{T}^2} e^{i(k,\theta)} (\psi^{-1} + Q)^{-2} d\nu_N.
\]  

(30)

For the moment, let us drop the dependence on \( Q \). Then the Hessian can be partitioned as

\[
\mathcal{H} = \begin{bmatrix} A & B^* \\ B & C \end{bmatrix}
\]  

(31)

where

\[
A = \begin{bmatrix} h_{0,0} & h_{0,-1} & \cdots & h_{0,-n_2} \\ h_{0,1} & h_{0,0} & \cdots & h_{0,-n_2+1} \\ \vdots & \vdots & \ddots & \vdots \\ h_{0,n_2} & \cdots & h_{0,1} & h_{0,0} \end{bmatrix}
\]  

(32)

is \((n_2 + 1) \times (n_2 + 1)\) Toeplitz,

\[
B = \begin{bmatrix} B_1 \\ \vdots \\ B_{n_1} \end{bmatrix}
\]  

(33)

is an \( n_1 \)-block vector where each block

\[
B_j = \begin{bmatrix} h_{j,-n_2} & h_{j,-n_2+1} & \cdots & h_{j,-2n_2} \\ h_{j,-n_2+1} & h_{j,-n_2} & \cdots & h_{j,-2n_2+1} \\ \vdots & \vdots & \ddots & \vdots \\ h_{j,n_2} & \cdots & h_{j,n_2-1} & h_{j,0} \end{bmatrix}
\]  

(34)

is \((2n_2 + 1) \times (n_2 + 1)\) Toeplitz, and

\[
C = \begin{bmatrix} H_0 & H_{-1} & \cdots & H_{-n_1+1} \\ H_1 & H_0 & \cdots & H_{-n_1+2} \\ \vdots & \vdots & \ddots & \vdots \\ H_{n_1-1} & \cdots & H_1 & H_0 \end{bmatrix}
\]  

(35)

is a Toeplitz-block Toeplitz (abbreviated as TBT) matrix such that each block

\[
H_j = \begin{bmatrix} h_{j,0} & h_{j,-1} & \cdots & h_{j,-2n_2} \\ h_{j,1} & h_{j,0} & \cdots & h_{j,-2n_2+1} \\ \vdots & \vdots & \ddots & \vdots \\ h_{j,2n_2} & \cdots & h_{j,1} & h_{j,0} \end{bmatrix}
\]  

(36)

is \((2n_2 + 1) \times (2n_2 + 1)\) Toeplitz.

Newton’s method for the minimization problem (14) involves solving the linear system of equations

\[
\mathcal{H}(Q) \delta q = -\nabla J_{q}(Q)
\]  

(37)

for \( \delta q \), and this can be done via standard block elimination. More specifically, consider the linear equations

\[
\begin{bmatrix} A & B^* \\ B & C \end{bmatrix} \begin{bmatrix} x \\ y \end{bmatrix} = \begin{bmatrix} a \\ b \end{bmatrix}.
\]  

(38)

Assuming that \( C \) is invertible, we have

\[
(\mathbf{A} - \mathbf{B}^*\mathbf{C}^{-1}\mathbf{B}) \mathbf{x} = \mathbf{a} - \mathbf{B}^*\mathbf{C}^{-1}\mathbf{b}
\]  

(39)

where the matrix on the left-hand side is known as the Schur complement of the block \( C \) of the coefficient matrix in (38). In our specific problem (37) where the Hessian is positive definite, the Schur complement is guaranteed to be positive definite as well. Consequently, the vector \( x \) can be solved by inverting an \((n_2 + 1) \times (n_2 + 1)\) matrix. Then the remaining \( y \) can be recovered from the second block equation in (38) as

\[
y = C^{-1}(b - Bx).
\]  

(40)

Apparently, the major computational burden is caused by the inversion of the TBT matrix \( C \) of dimension \( n_1(2n_2 + 1) \), for which an efficient algorithm can be found in Wax and Kailath (1983).

Remark 2. The procedure above is in fact, a quasi-Newton method instead of the true Newton’s method which involves the full Hessian of \( J_q \) with respect to all the complex variables and their conjugates in the matrix \( Q \) in (16). See the discussion around Eq. (112) in Kreutz-Delgado (2009). In principle, the convergence of a quasi-Newton method could be slower than the quadratic convergence of Newton’s method.

Remark 3. The paper Ringh and Karlsson (2015) studies a fast algorithm to solve the circulant rational covariance extension problem in the scalar 1-dimensional case. The authors of that paper considered real processes, so that the symmetry between the variables reduces to \( q_{-k} = q_k \). Their Hessian has a Toeplitz-plus-Hankel structure which was also noticed in an earlier work (Byrnes et al., 2001c). We expect our Hessian to have a similar structure (more than TBT) when all the second-order partial derivatives are taken into consideration. In that case, it also seems possible to devise a fast inversion algorithm for the full Hessian similar to the one in Wax and Kailath (1983).

A TBT matrix is also known as a 2-level Toeplitz matrix.

\[1\]
4. A numerical continuation solver

In solving the optimization problem (14) using Newton’s method, it is very often noticed that as the iterates go near the boundary of the feasible set $\mathcal{L}_+$, the condition number of the Hessian grows significantly, making it hard to achieve convergence. To handle such a situation, a more numerically stable method to compute the minimizer is available in the literature under the name “numerical continuation” (Allgower and Georg, 2003; Zhu, 2020). The basic idea goes as follows.

Due to the fact that the problem (14) has a unique interior solution in the domain $\mathcal{L}_+$ (cf. Zhu et al., 2021b), it is equivalent to directly solving the stationary-point equation

\[ J_2(\Psi, Q) = 0 \]

(41)
subject to the constraint $Q \in \mathcal{L}_+$ given the prior $\Psi$. Note that we have changed the notation to include the explicit dependence of $J$ on $\Psi$, and $J_2 \equiv \nabla_Q J$ denotes taking gradient with respect to the “second” variable $Q$ as indicated in (25). Instead of solving one single equation (41), a numerical continuation method deals with a parametrized family of such equations. More specifically, suppose that we want to solve (41) or the optimization problem (14) for $Q_1$ given the prior $\Psi = \Psi_1$, which is hard. On the contrary, the solution $Q_0$ is “easy” to compute when one takes $\Psi = \Psi_0$. Then one hopes to depart from $Q_0$ and navigate to the desired $Q_1$ along a continuous curve. Indeed, such a curve-tracing algorithm is possible. In order to achieve it, one first constructs a continuous deformation from $\Psi = \Psi_0$ to $\Psi_1$, called a homotopy, the simplest one being the convex combination

\[ h(t, \theta) := (1 - t)\Psi_0(\theta) + t\Psi_1(\theta), \]

(42)

where the real parameter $t \in U := [0, 1]$ and $\theta \in \mathbb{T}^2$. Apparently, we have $h(0, \theta) = \Psi_0(\theta)$ and $h(1, \theta) = \Psi_1(\theta)$. Moreover, $h$ is jointly continuous in $(t, \theta)$ as long as both $\Psi_0$ and $\Psi_1$ are continuous in $\theta$. For each fixed $t \in U$, $\Psi_1(\theta) := h(t, \theta)$ is a spectral density due to positivity. We can now write down the equation

\[ J_2(h(t, \cdot), Q) = 0 \]

(43)

parametrized by $t \in U$. For each fixed $t$, we are in fact solving (41) with $\Psi = \Psi_1(t)$, and we know that there exists a unique solution which can be written as $Q(t)$. As a consequence of Zhu et al. (2021b, Theorem 3), the solution curve $Q(t)$ is differentiable with respect to $t$.

Next, we shall derive the ordinary differential equation (ODE) that $Q(t)$ satisfies. Substitute $Q$ in (43) with $Q(t)$, and differentiate both sides of the equation with respect to $t$, yielding

\[ J_{21}(h(t, \cdot), Q(t); h_1(t, \cdot)) + J_{22}((h(t, \cdot), Q(t); Q'(t))) = 0. \]

(44)

The semicolon notation here means e.g.,

\[ J_{21}(\cdot, \cdot; \xi) = J_{21}(\cdot, \cdot)(\xi), \]

the linear operator $J_{21}(\cdot, \cdot)$ applied to the object $\xi$. Clearly, such an operation reduces to a suitable matrix-vector product if $\xi$ resides in a finite-dimensional space. Now, we need to obtain an explicit expression for the operators in (44). Stack the complex variables $\{q_k\}_{k \in \Lambda_{\text{half}}}$ indexed in the “half” set (29) into a long column vector $q$ in accordance with the variable arrangement in the Hessian (28). Then we have the term

\[ J_{22}((h(t, \cdot), Q(t); Q'(t))) \approx H(\Psi_1, Q(t); q(t)), \]

(45)

where the approximation comes from the fact that we have ignored the complex derivatives with respect to the conjugate variables indexed in $\Lambda \backslash \Lambda_{\text{half}}$, similar to what we have done in defining the Hessian (28), see Remark 2. Computation of the other term in (44) is carried out as follows.

The partial derivatives of $J_2(Q)$ are given in (24), from which we can compute the $k$-th component of the linear operator $J_{21}(\Psi, Q)$:

\[ J_{21,k}(\Psi, Q; \delta \Psi) = \sum_{k} e^{i(k, \theta)} \left( \Psi^{-1} + Q^{-1} \right)^{-1} d\nu^N \]

(46)

which is a linear operator depending on $(\Psi, Q)$ that sends $\delta \Psi$ to a complex number (cf. e.g., Lang, 1999, p. 10 for differentiation in general Banach spaces). Observe also that $h_1(t, \cdot) := \frac{\partial}{\partial t} h(t, \cdot) = \Psi_1(\cdot) - \Psi_0(\cdot)$ which is independent of $t$. Therefore, after stacking the complex exponentials $\{e^{i(k, \theta)}\}_{k \in \Lambda_{\text{half}}}$ into a vector $a(\theta)$ in a way consistent with $q$, we have

\[ J_{21}(h(t, \cdot), Q(t); h_1(t, \cdot)) = - \int_{\mathbb{T}^2} a(\theta)(\Psi^{-1} + Q^{-1})^{-2} \eta^{-2}(\Psi_1 - \Psi_0) d\nu^N. \]

(47)

At this point, we are ready to convert the parametrized stationary-point equations (43) to an initial value problem (IVP) of the form

\[ \begin{cases} q'(t) = V(q(t), t) \\ q(0) = q_0 \end{cases} \]

(48)

where the vector field

\[ V(q(t), t) = -[H(\Psi_1, Q(t))]^{-1} J_{21}(h(t, \cdot), Q(t); h_1(t, \cdot)) = [H(\Psi_1, Q(t))]^{-1} \times \int_{\mathbb{T}^2} a(\theta)(\Psi^{-1} + Q^{-1})^{-2} \eta^{-2}(\Psi_1 - \Psi_0) d\nu^N. \]

(49)

The following proposition summarizes the result obtained so far. Notice that here we make no distinction between the matrix $Q = \{q_k\}_{k \in \Lambda}$ and the “half” vector $q = \{q_k\}_{k \in \Lambda_{\text{half}}}$. 


Proposition 1. Given the initial point \( q_0 \), solution to the stationary-point equation (41) with \( \Psi = \Psi_0 \), the IVP (48) is well-posed on the interval \( t \in U \), and the terminal point \( q(1) \) solves (41) with \( \Psi = \Psi_1 \).

Proof. On the one hand, by the well-posedness results in Zhu et al. (2021b, Sec. 4), the solution curve \( q(t) \) is uniquely determined by the parametrized stationary-point equation (43) for \( t \in [0, 1] \), and it also solves the IVP (48).

On the other hand, the vector field \( V(q, t) \) on the right-hand side of the ODE in (48) is smooth. Therefore, the IVP is well-posed, see e.g., Lee (2013, Appendix D), so its solution necessarily coincides with the desired curve \( q(t) \) on \([0, 1]\). The claim of the proposition thus follows.

In view of the proposition above, in order to solve the stationary-point equation (41) for \( \Psi = \Psi_1 \), one can in principle use a general-purpose ODE solver to compute the solution curve \( q(t) \) approximately. However, the ODE in (48) has a special structure due to its equivalence to the parametrized nonlinear equations (43), which enables an exact curve-tracing algorithm called “predictor-corrector numerical continuation”. The idea is briefly described next.

Suppose that we have reached a point on the solution curve \( q(t) \) for some \( t \in (0, 1) \). From there, we aim to solve (43) at \( t + \delta t \) where \( \delta t \) is a chosen step length. To this end, we first compute a predictor using the forward Euler method

\[
p(t + \delta t) = q(t) + V(q(t), t)\delta t.
\]

Then follows a corrector step which is about solving (43) at \( t + \delta t \) using Newton’s method initialized at the predictor \( p(t + \delta t) \). It is hoped that Newton’s method could converge to a new point \( q(t + \delta t) \) on the solution curve. In such a way, the solution curve is continued from \( t \) to \( t + \delta t \), and eventually to \( t = 1 \) by repeating such a procedure. The main steps of the algorithm is summarized below in Algorithm 1.

Algorithm 1 Predictor-corrector numerical continuation:

Input: Initialize \( t = 0, k = 0, \) and \( q^{(0)} = 0 \in \mathbb{L}_+ \). Let \( \delta t = 0.5 \)

1: while \( t < 1 \) do
2: Compute a predictor \( p^{(k+1)} \) using the Euler method (50)
3: Solve (43) at \( t + \delta t \) for \( q^{(k+1)} \) initialized at \( p^{(k+1)} \) using Newton’s method
4: Update \( t := t + \delta t \), and \( k := k + 1 \)

5: end while

Output: Return \( q \) as the solution corresponding to \( t = 1 \)

Proposition 2. Algorithm 1 returns the terminal point \( q(1) \), i.e., solution to (41) with \( \Psi = \Psi_1 \) in a finite number of steps.

Proof. The proof is quite standard in the literature of numerical continuation. For this reason, here we shall just outline the main idea of the proof. The reader can consult Zhu (2020, Theorem 4, p. 1095) for technical details.

Main idea of the proof:

1. It can be shown that the predictor \( p(t + \delta t) \) always stays in the (open) feasible set (15) as long as \( \delta t \) is sufficiently small.

2. If the predictor does not deviate too much from the solution curve \( q(t) \), then by the famous Kantorovich theorem (see e.g., Allgower and Georg (2003)), the standard Newton’s method in each inner loop (Step 3 in Algorithm 1) is guaranteed to converge to the desired point \( q(t + \delta t) \) on the solution curve.

3. One can then choose a constant step length \( \delta t \), uniform in \( t \in (0, 1) \), so that the predictor-corrector algorithm succeeds for each step.

Therefore, such an algorithm leads to a terminal point \( q(1) \) within a finite number of steps, roughly equal to \( 1/\delta t \).

Remark 4 (Choice of \( \Psi_0 \)). Typically, one takes \( \Psi_0 \equiv \sigma_0 \), the constant zeroth moment. In that case, the optimal spectrum is the reciprocal of a positive Laurent polynomial, known as the Maximum Entropy (ME) solution, which can be computed analytically in the 1-d continuous setting corresponding to (nonperiodic) time series. In the current 2-d discrete setting, the ME solution still needs to be computed in an iterative manner, but the optimal \( Q \) is usually away from the boundary so that Newton’s method is well-behaved.

5. Application to frequency estimation

The frequency estimation problem has numerous applications in science and engineering, e.g., signal processing in astrophysics, radars and sonars, and fault detection in rotational machines (Stoica and Moses, 2005). The problem has been extensively studied in the literature, and we shall elaborate on one solution technique via spectral analysis.

Consider a 2-d frequency estimation problem. The signal model is a superposition of complex sinusoids:

\[
y(t) = \sum_{j=1}^{N} a_j e^{i(\theta_j t + \varphi_j)} + w(t),
\]

where,

- the vector index \( t = [t_1, t_2] \in \mathbb{Z}^2 \) is such that \( 0 \leq t_1 \leq T_1 \) and \( 0 \leq t_2 \leq T_2 \),

2By “continuous”, we mean that the spectrum is supported on the whole frequency domain which is standard in spectral analysis.
• the integer \( \nu \) denotes the number of sinusoids which is assumed to be known,
• \( a_j \in \mathbb{R} \) is an amplitude,
• \( \theta_j = [\theta_{j1}, \theta_{j2}] \in \mathbb{T}^2 \) contains two unknown normalized angular frequencies,
• \( \varphi_j \in \mathbb{T} \) is an initial phase angle which is assumed to be uniformly distributed on \([0, 2\pi)\) (see Stoica and Moses, 2005),
• and \( w(t) \) is a complex white noise.

Taking the Fourier transform, the power spectrum of the random field \( y(t) \) in (51) is
\[
\Phi(\omega) = 2\pi \sum_{j} a_j^2 \delta(\omega - \theta_j) + \sigma_w^2, \tag{52}
\]
where \( \delta(\cdot) \) is the Dirac delta and \( \sigma_w^2 \) is the variance of the noise \( w(t) \). It can be seen that the spectrum is the superposition of the Dirac impulses over the frequency domain, and the location of each impulse gives an unknown frequency spectrum. Following this idea, we attempt to solve the estimation problem via peaks finding over the estimated spectrum. More precisely, if we have an estimate \( \hat{\Phi} \) of the underlying spectrum \( \Phi \), we can take the frequency estimate
\[
\hat{\theta}_1 = \arg\max_{\omega \in \mathbb{T}_N^2} \hat{\Phi}(\omega), \tag{53}
\]
and \( \hat{\theta}_2 \) corresponds to the second highest peak of \( \hat{\Phi} \) and so on. The general steps of the solution to the frequency estimation problem are described as follows:

1. Given an index set \( \Lambda \), compute the covariance lags \( \{\sigma_k, k \in \Lambda\} \) of the random field (51) via (5).
2. Solve the dual problem (14) using Newton’s method for an estimated power spectrum \( \hat{\Phi} \) of the form (13).
3. Find the \( \nu \) highest peaks of \( \hat{\Phi}(\omega) \) and take the corresponding arguments \( \hat{\theta}_1, \ldots, \hat{\theta}_\nu \) as estimates of the hidden frequency vectors.

We perform Monte-Carlo simulations with 500 repeated trials in Matlab. In generating the measurements (51), we have taken the integer \( \nu = 2 \), the amplitude vector of the sinusoids \( a = [a_1, a_2] = [1, 1] \), the noise variance \( \sigma_w^2 = 1 \), and the data size \( T = [T_1, T_2] = [30, 30] \). In each trial, the frequency vector \( \theta_j \) \((j = 1, 2)\) is drawn from the uniform distribution in \( \mathbb{T}^2 \). In solving the dual optimization problem (14), we have taken the grid size \( N = [30, 30] \), the index set \( \Lambda \) in (4) with the parameters \( n_1 = n_2 = 3 \), and the prior \( \Psi_0 \equiv \sigma_0 \).

We consider three spectral estimators in the simulations, including two windowed periodograms and our optimal IS estimator. We utilize window functions to smooth the periodogram which is commonly done in practice (Engels et al., 2017). More precisely, two window functions are considered:

1. the rectangular window, that is,
\[
w(k) = 1 \quad \text{for} \quad k \in \Lambda;
\]
2. and the Bartlett window, that is,
\[
w(k) = w_1(k_1)w(k_2),
\]
where \( k = [k_1, k_2] \in \Lambda \), and
\[
w_j(k_j) = \frac{n_j + 1 - |k_j|}{n_j + 1}, \quad j = 1, 2.
\]
The window widths are \( n = [8, 8] \) for the rectangular window and \( n = [12, 12] \) for the Bartlett window, and these parameters are chosen so that the windowed periodograms can exhibit good performances. The estimates of the frequency vectors, obtained via peaks finding over each of the estimated spectra, are arranged into a long vector \( \hat{\Theta} := [\hat{\theta}_1; \hat{\theta}_2] \) where the semicolon here conforms with the Matlab syntax. The three spectral estimators are labeled as RECT, BART, and IS, where RECT and BART mean that the periodogram has been computed using the rectangular window and the Bartlett window, respectively, and IS denotes our optimization approach. We use the norm of the error defined as \( \|\hat{\Theta} - \Theta\| \) to measure the performances of the three estimators. We store the error that results in each trial, and plot the cumulative errors in each Monte-Carlo simulation using the Matlab command boxplot. The results are depicted in Fig. 1, and one can clearly see that our IS estimator outperforms the periodogram-based methods. Furthermore, the number of the outliers (which the symbol “+” means) of the IS approach is also clearly fewer than that of the periodograms.

In Table 1 we show the average solution times of the three estimators. The IS estimator runs slower than the
windowed periodograms, which is not surprising because our method requires the solution of a sophisticated optimization problem while the periodograms essentially involve only linear operations. In plane words, we are trading the computational time for a better performance of the spectral estimator.

5.1. High-Resolution Property of the Spectral Estimator

In many practical applications of the frequency estimation problem, we often face the question of resolution: when two hidden frequencies are close to each other, can they be resolved by a particular method? In the 1-d case, it is well known that the resolution limit of the periodogram is $1/T$ where $T$ is the number of measurements. In other words, when the distance between two hidden frequencies is smaller than $1/T$, the periodogram cannot separate them, see e.g., Byrnes et al. (2000).

In order to test the resolution property of our IS estimator, we perform three additional simulations. The signal model is still (51) with $\nu = 2$, and now the frequency vectors are specified in the following three cases:

(A) $\theta_1 = [2.3, 2.3]$ and $\theta_2 = [2.3, 4.4]$,

(B) $\theta_1 = [2.3, 2.3]$ and $\theta_2 = [2.3, 2.6]$,

(C) $\theta_1 = [2.4, 2.4]$ and $\theta_2 = [2.51, 2.51]$.

The other parameters are the same as those in the previous Monte-Carlo simulations. Since the grid size in the frequency domain is $30 \times 30$, the minimum separation between two adjacent spectral peaks is (roughly) $2\pi/N_1 = 2\pi/N_2 = 2\pi/30 \approx 0.2094$, which is evidently larger than $||\theta_1 - \theta_2||$ in Case C. Hence, a spectral estimator with a higher resolution is desired in the latter case in order to separate the hidden frequencies.

The simulation results are depicted in Figs. 2, 3, and 4 corresponding to Cases A, B, and C, respectively. We consider two estimators of the spectrum $\Phi_P$ and $\Phi_{IS}$, where the subscript IS denotes our optimization approach and $P$ the windowed periodogram. In view of the Monte-Carlo simulations before, here we just take the smoothed periodogram using the Bartlett window, which performs better than the other one with the rectangular window. In each figure, “Inter” in the title of some subfigures means interpolating the power spectra $\Phi$ on a $60 \times 60$ grid of the frequency domain, so that peaks close to each other can possibly be separated. More precisely, the windowed periodogram is a trigonometric polynomial which can in principle be evaluated at any point in $\mathbb{T}^2$. Similarly, in view of (13), the optimal IS spectral density

$$\hat{\Phi}(e^{i\theta}) = \left((\Psi^{-1} + \hat{Q})(e^{i\theta})\right)^{-1},$$

can also be extended to any point $\theta \in \mathbb{T}^2$. Therefore, it is possible to evaluate both spectra on a denser grid, e.g., $60 \times 60$.

As shown in Figs. 2, 3, and 4, the periodogram does reasonably well in Case A but fails resolving the two hidden frequency vectors in Cases B and C after interpolation, while the IS estimator is capable of identifying the peaks in all three cases. Especially in Case B, the estimation error $||\hat{\theta} - \theta||$ of the IS estimator on the $60 \times 60$ grid is 0.0192. In contrast, the windowed periodogram locates some spurious peaks with an estimation error 0.1392. Case C is a more challenging situation, where our IS spectrum can still exhibit two sharp peaks after interpolation. We conclude that our IS spectral estimator not only does considerably better than traditional methods in terms of estimation errors in the Monte-Carlo simulations, but also exhibits a high-resolution property.

5.2. Fast Inversion of the Structured Hessian

Next we implement a numerical example on the inversion of the Hessian utilizing the its TBT structure. More precisely, we compute one Hessian matrix $H(Q)$, which is positive definite of dimension $n(2n + 1) + n + 1$, in each trial of the Monte-Carlo simulation reported previously. Here we take the dimensional constants $n_1 = n_2 = n$ in (16) for simplicity. Therefore, the matrix $C$ in (35) is an $n(2n + 1) \times n(2n + 1)$ TBT matrix. We compare two algorithms for the inversion of such $C$. One is the efficient algorithm described in Wax and Kailath (1983), and the other is via the command “inv” in Matlab.

The results are depicted in Fig. 5. There are four groups of data points $(n, \log(t_n))$ in the figure, where $t_n$,

| Methods | RECT  | BART  | IS    |
|---------|-------|-------|-------|
| Avg. (s)| 0.0002064 | 0.0002175 | 0.7073 |
Figure 3: Case B: Estimated spectra using the windowed periodogram and the IS method, where only the IS estimator can identify two proper peaks after interpolation on a $60 \times 60$ grid. The IS method gives the correct the frequency estimates on the grid, i.e., the peak locations, $\hat{\theta}_1 = [2.3038, 2.3038], \hat{\theta}_2 = [2.3038, 2.6180]$ with an error $\|\hat{\Theta} - \Theta\| = 0.0192$, while the periodogram has a large estimation error of 0.1392.

Figure 4: Case C: Estimated spectra using the windowed periodogram and the IS method, where only the IS estimator can identify two proper peaks after interpolation on a $60 \times 60$ grid.

Figure 5: Direct computation vs the fast algorithm for the inversion of the TBT matrix $C$: average solution times with different values of the size parameter $n$.

denotes the average solution time over 100 trials for fixed $n = 5, 10, 20$ and 30. One can see that when $n$ is small, a direct inversion of $C$ is less time consuming. However, when $n$ becomes large like 30, which means that the Hessian is of a large dimension (roughly 1800), the fast algorithm exploiting TBT structure starts to perform better. We must point out that such a comparison may not be fair because the fast inversion algorithm was implemented in Matlab which is known to be slower than the built-in functions. However, the fast algorithm still wins in large-scale instances, which shows its power! In summary, when the size of the dual optimization problem is large as determined by the index set $\Lambda$, it is better to use the fast algorithm for the inversion of the Hessian in computing the Newton direction.

6. Application to system identification

A 2-d linear stochastic system.

Figure 6: A 2-d linear stochastic system.

In this section, we apply our optimization approach to solve an identification problem of 2-d linear stochastic systems, which can also be viewed as a model approximation problem. Consider a 2-d linear time-invariant system as shown in Fig. 6, where $W(z_1, z_2)$ is the transfer function, also called a shaping filter in signal processing (Byrnes et al., 2001c). The system $W(z_1, z_2)$ is excited by a white noise process $e(t_1, t_2)$ and produces an output process $y(t_1, t_2)$. Furthermore, we assume that the transfer function has the form

$$W(z) = \frac{b(z)}{a(z)} = \frac{\sum_{k \in \Lambda_{+2}} b_k z^{-k}}{\sum_{k \in \Lambda_{+1}} a_k z^{-k}}, \quad (54)$$

where $\Lambda_{+1}$ and $\Lambda_{+2}$ denote the sets of positive integers.
where
\[ \Lambda_{+,1} := \{(k_1, k_2) \in \mathbb{Z}^2 : 0 \leq k_1, k_2 \leq n\} \]  
\[ \Lambda_{+,2} := \{(k_1, k_2) \in \mathbb{Z}^2 : 0 \leq k_1, k_2 \leq m\} \]
with \( n, m \in \mathbb{N}_+ \). If the white noise input is of unit variance, the power spectrum is
\[ \Phi(e^{j\theta}) = \sum_{k \in \Lambda_{+,1}} a_k e^{j\theta} = \sum_{k \in \Lambda_{+,2}} b_k e^{j\theta}. \]  
(56)
If the white noise input is of unit variance, the power spectrum of the output process \( y(t) \) is
\[ \Phi(e^{j\theta}) = W(e^{j\theta})W(e^{-j\theta}) = \frac{P(e^{j\theta})}{Q_1(e^{j\theta})}, \]  
(57)
where \( P(e^{j\theta}) = |b(e^{j\theta})|^2 \) and \( Q_1(e^{j\theta}) = |a(e^{j\theta})|^2 \) are Laurent trigonometric polynomials. In contrast, if we take the prior \( \Psi = P \), the optimal form in (13) becomes
\[ \hat{\Phi} = (P^{-1} + \hat{Q})^{-1} = \frac{P}{1 + PQ}. \]  
(58)
Hence, \( \Phi \) in (57) and \( \hat{\Phi} \) in (58) specify to two model classes of different functional forms. When the true model is of the AR type, i.e., \( P \equiv 1 \), then clearly the two model classes coincide. However, when the true model is of the general ARMA type, i.e., \( P \) is a nontrivial Laurent polynomial, the two model classes seem different given the observation that the denominator in (58) often has a higher degree than that in (57). In that case, we want to study via simulations whether it is possible to approximate the true model \( \Phi \) in (57) with some \( \hat{\Phi} \) from the model class (58) via matching a number of covariances. The procedure is outlined as follows:

1. Given the system parameters, compute the true power spectrum \( \Phi \) and the corresponding covariances \( \{\sigma_k, k \in \Lambda\} \) where the index set \( \Lambda \) is given in (4) with \( n_1 = n_2 = n \), the same \( n \) that defines \( \Lambda_{+,1} \) in (55).
2. Given the covariances computed in the previous step, estimate an power spectrum \( \hat{\Phi} \) of the form (13) via the solution of the dual problem (14).

Remark 5. Given the numerator polynomial \( P \), a rational spectrum in the model class (57), more precisely the denominator \( Q_1 \), can be completely recovered from its covariances in the index set \( \Lambda \) specified in the first step of the above procedure, by solving a suitable convex optimization problem, see Ringh et al. (2016). The design of the procedure above for model approximation is motivated by this fact. Indeed, we keep the same prior spectral density \( P \) and the same set of covariances, but solve a different convex optimization problem (6) which leads to a different model (58).

For simplicity, we take \( n = m = 1 \) in the index sets (55), and impose a separable form \( (1 - \alpha_1 z^{-1})(1 - \alpha_2 z^{-1}) \) on the polynomials \( a(z) \) and \( b(z) \). Clearly, \( \alpha_1 \) and \( \alpha_2 \) are roots of the respective univariate polynomials, also identified as poles or zeros of the transfer function \( W \). We take \( |\alpha_j| \leq 1 \) for \( j = 1, 2 \) so that the transfer function (54) is stable and minimum-phase. The parameters of the polynomial \( a(z) \) can be collected into a matrix
\[ A = \begin{bmatrix} 1 & -\alpha_2 \\ -\alpha_1 & \alpha_1 \alpha_2 \end{bmatrix}, \]  
(59)
where \( a_{k_1, k_2} = A_{k_1+1,k_2+1} \) and one can define a similar matrix \( B \) for \( b(z) \). Once the approximate spectrum \( \hat{\Phi} \) is constructed, we compute the cumulative relative error \( \|\Phi - \hat{\Phi}\|_F/\|\Phi\|_F \) where the 2-d discrete spectra can be viewed as matrices and \( F \) denotes the Frobenius norm.

In particular, we fix the \( B \) matrix and take three different \( A \) matrices as follows:
\[ B = \begin{bmatrix} 0.6696 & -0.5357 \\ -0.4018 & 0.3214 \end{bmatrix}, \quad A_1 = \begin{bmatrix} 1 & -0.07 \\ -0.05 & 0.0035 \end{bmatrix}, \]  
(60)
\[ A_2 = \begin{bmatrix} 1 & -0.7 \\ -0.5 & 0.35 \end{bmatrix}, \quad A_3 = \begin{bmatrix} 1 & -0.98e^{2.1i} \\ -0.98e^{2.1i} & 0.9604e^{4.2i} \end{bmatrix}. \]

The results of model approximation are shown in Fig. 7. One can see that our method succeeds in approximating the first and third systems but fails for the second system. We try to explain such a success or failure next.

Remark 6. Given the numerator polynomial \( P \), a rational spectrum in the model class (57), more precisely the denominator \( Q_1 \), can be completely recovered from its covariances in the index set \( \Lambda \) specified in the first step of the above procedure, by solving a suitable convex optimization problem, see Ringh et al. (2016). The design of the procedure above for model approximation is motivated by this fact. Indeed, we keep the same prior spectral density \( P \) and the same set of covariances, but solve a different convex optimization problem (6) which leads to a different model (58).

6.1. Newton’s Method vs Numerical Continuation in an Ill-Conditioned Example

In our simulations, we have found that when the poles of the true system go close to the unit torus, we face some conditioning issues. More specifically, the condition number of the Hessian becomes very large, on the scale of \( 10^{17} \) in several examples, which prevents the convergence of Newton’s method. In that case, we have also observed that the dual variable in our optimization problem goes near the boundary of the feasible set. As suggested at the beginning of Sec. 4, the numerical continuation method can better handle such a situation. We illustrate this point with the following example where we take the “system matrix”
\[ A_4 = \begin{bmatrix} 1 & 0.985e^{2.1i} \\ 0.985e^{2.1i} & 0.970e^{4.2i} \end{bmatrix}, \]  
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and keep the same $B$ as in (60). In the numerical continuation solver, we take the initial $\Psi_0 \equiv \sigma_0$, the final $\Psi_1 = P$, and the step length $\delta t = 0.5$ (very large). Then we implement Algorithm 1 in Matlab and plot how the norm of the gradient (of the dual objective function) changes with the number of iterations in Fig. 8, where the result of Newton’s method is also presented for comparison. One can see that the direct use of Newton’s method performs badly (not converging), while the numerical continuation method succeeds in achieving convergence and has no issue of conditioning. As a result, the former simply fails to approximate the underlying spectrum, while the latter succeeds with a low relative error $\| \hat{\Phi} - \Phi \|_F / \| \Phi \|_F = 2.93\%$.

7. Conclusions

We have considered a spectral estimation problem for two-dimensional second-order stationary random fields via covariance extension, i.e., searching a power spectrum that matches some estimated covariance lags. Such a problem is formulated as a convex optimization problem where the objective function is the Itakura-Saito pseudodistance between our candidate spectral density and the prior. The latter is a spectrum which embeds some a priori information on the solution. The corresponding dual optimization problem is solved using Newton’s method, where we have exploited the fact that the Hessian of the dual objective function has a Toeplitz-block Toeplitz structure. In this way an efficient algorithm can be implemented for the inversion of the Hessian, which facilitate the computation of the search direction in each iteration. Based on the fast implementation of Newton’s method, then we have developed a numerical continuation solver for our optimization problem whose convergence is guaranteed even in some ill-conditioned instances. We have applied our spectral estimator to problems in 2-d frequency estimation and system identification. Simulation results for the frequency estimation problem show that the IS estimator significantly outperforms the periodogram-based estimators in terms of both the estimation errors and the frequency resolution. In the simulations on system identification, we have seen that the IS estimator can well approximate a simplistic true model in the instances where the poles of the true system are either close to the origin or close to the unit torus.
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