MORSE INDEX VERSUS RADIAL SYMMETRY FOR FRACTIONAL DIRICHLET PROBLEMS

MOUHAMED MOUSTAPHA FALL, PIERRE AIME FEULEFACK, REMI YVANT TEMGOUA, TOBIAS WETH

Abstract. In this work, we provide an estimate of the Morse index of radially symmetric sign changing bounded weak solutions \( u \) to the semilinear fractional Dirichlet problem

\[
(-\Delta)^s u = f(u) \quad \text{in } B, \quad u = 0 \quad \text{in } \mathbb{R}^N \setminus B,
\]

where \( s \in (0, 1), B \subset \mathbb{R}^N \) is the unit ball centred at zero and the nonlinearity \( f \) is of class \( C^1 \). We prove that for \( s \in (1/2, 1) \) any radially symmetric sign changing solution of the above problem has a Morse index greater than or equal to \( N + 1 \). If \( s \in (0, 1/2] \), the same conclusion holds under additional assumption on \( f \). In particular, our results apply to the Dirichlet eigenvalue problem for the operator \((-\Delta)^s\) in \( B \) for all \( s \in (0, 1) \), and it implies that eigenfunctions corresponding to the second Dirichlet eigenvalue in \( B \) are antisymmetric. This resolves a conjecture of Kulczycki.
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1. Introduction and main result

The purpose of this paper is to estimate the Morse index of radial sign changing solutions of the problem

\[
\begin{cases}
(-\Delta)^s u = f(u) & \text{in } B \\
u = 0 & \text{in } \mathbb{R}^N \setminus B,
\end{cases}
\]

where \( s \in (0, 1), B \subset \mathbb{R}^N \) is the unit ball centred at zero and where the nonlinearity \( f : \mathbb{R} \to \mathbb{R} \) is of class \( C^1 \). The fractional Laplacian operator \((-\Delta)^s\) is defined for all \( u \in C^2_c(\mathbb{R}^N) \) by

\[
(-\Delta)^s u(x) = c(N, s) \lim_{\epsilon \to 0^+} \int_{\mathbb{R}^N \setminus B_\epsilon(x)} \frac{u(x) - u(y)}{|x - y|^{N+2s}} dy,
\]

where \( c(N, s) = 2^{2s} \pi^{-\frac{N}{2}} s \frac{\Gamma(N+2s)}{\Gamma(1-s)} \) is a normalization constant. The operator \((-\Delta)^s\) can be seen as the infinitesimal generator of an isotropic stable Lévy processes (see \([2]\)), and it arises in specific mathematical models within several areas of physics, biology, chemistry and finance (see \([2, 3, 6]\)). For basic properties of \((-\Delta)^s\) and associated function spaces, we refer to \([8]\).

In recent years, the study of linear and nonlinear Dirichlet boundary value problems involving fractional Laplacian has attracted extensive and steadily growing attention, whereas, in contrast to the local case \( s = 1 \), even basic questions still remain largely unsolved up to now. Even in the linear case where \( f(t) := \lambda t \), the structure of Dirichlet
eigenvalues and eigenfunctions of the fractional Laplacian on the unit ball $B$ is not completely understood. In particular, we mention a conjecture of Kulczycki which states that every Dirichlet eigenfunction $u$ of $(-\Delta)^s$ on $B$ corresponding to the second Dirichlet eigenvalue is antisymmetric, i.e., it satisfies $u(-x) = -u(x)$ for $x \in B$. So far, by the results in [4, 9, 12, 16], this conjecture has been verified in the special cases $N \leq 3$, $s \in (0,1)$ and $4 \leq N \leq 9$, $s = \frac{1}{2}$. In the present paper, we will derive the full conjecture essentially as a corollary of our main result on the semilinear Dirichlet problem (1.1), see Theorem 1.2 below.

Our main result on sign changing radial solutions of (1.1) is heavily inspired by the seminal work of Aftalion and Pacella [1], where the authors studied qualitative properties of sign changing solutions of the local semilinear elliptic problem

$$-\Delta u = f(u) \quad \text{in} \quad \Omega, \quad u = 0 \quad \text{on} \quad \partial \Omega,$$

where $\Omega \subset \mathbb{R}^N$ is a ball or an annulus centered at zero and $f \in C^1(\mathbb{R})$ with $f(0) \geq 0$. Under these assumptions, it is proved in [1] that any radial sign changing solution of (1.2) has Morse index greater than or equal to $N + 1$.

In the following, we present a nonlocal version of this result in the case where $\Omega$ is the unit ball in $\mathbb{R}^N$. We need to fix some notation first. Consider the function space

$$H^s_0(B) := \{ u \in H^s(\mathbb{R}^N) : u \equiv 0 \text{ on } \mathbb{R}^N \setminus B \} \subset H^s(\mathbb{R}^N).$$

By definition, a function $u \in H^s_0(B) \cap L^\infty(B)$ is a weak solution of (1.1) if

$$\mathcal{E}_s(u, v) = \int_B f(u)v \, dx \quad \text{for all } v \in H^s_0(B),$$

where

$$(v, w) \mapsto \mathcal{E}_s(v, w) := \frac{c(N,s)}{2} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{(v(x) - v(y))(w(x) - w(y))}{|x - y|^{N+2s}} \, dx \, dy.$$

is the bilinear form associated with $(-\Delta)^s$. By definition, the Morse index $m(u)$ of a weak solution $u \in H^s_0(B) \cap L^\infty(B)$ of (1.1) is the maximal dimension of a subspace $X \subset H^s_0(B)$ where the quadratic form

$$(v, w) \mapsto \mathcal{E}_s(v, w) - \int_B f'(u)v \, w \, dx$$

associated to the linearized operator $L := (-\Delta)^s - f'(u)$ is negative definite. Equivalently, $m(u)$ can be defined as the number of the negative Dirichlet eigenvalues of $L$ counted with their multiplicity.

Our first main result reads as follows.

**Theorem 1.1.** Let $u$ be a radially sign changing solution of problem (1.1), and suppose that one of the following additional conditions hold.

(A1) $s \in (\frac{1}{2}, 1)$.

(A2) $s \in (0, \frac{1}{2})$, and

$$\int_0^t f(\tau) \, d\tau > \frac{N - 2s}{2N} tf(t) \quad \text{for } t \in \mathbb{R} \setminus \{0\}.$$ 

Then $u$ has Morse index greater than or equal to $N + 1$.

We briefly comment on the inequality (1.6). In our proof of Theorem 1.1 this assumption arises when we use the Pohozaev identity for the fractional Laplacian,
It is satisfied for homogeneous nonlinearities with subcritical growth, i.e., if
\[ f(t) = \lambda |t|^{p-2}t \quad \text{with } \lambda > 0 \text{ and } 2 \leq p < \frac{2N}{N-2s}. \]

We also note that, in the supercritical case where \( \int_0^t f(\tau) d\tau < \frac{N-2s}{2N} tf(t) \) for \( t \in \mathbb{R} \setminus \{0\} \), problem (1.1) does not admit any nontrivial weak solutions \( u \in H^s_0(B) \cap L^\infty(B) \). This is a consequence of the Pohozaev identity stated in [20, Theorem 1.1].

In particular, assumption (1.6) is satisfied in the linear case \( t \mapsto \lambda t \) with \( \lambda > 0 \). In fact, we can deduce the following result for the Dirichlet eigenvalue problem
\[
\begin{cases}
(\Delta)^s u = \lambda u & \text{in } B \\
u = 0 & \text{in } \mathbb{R}^N \setminus B,
\end{cases}
\]
from Theorem 1.1, thereby providing a complete positive answer to a conjecture by Kulczycki (see [9]).

**Theorem 1.2.** Let \( N \geq 1 \) and \( 0 < s < 1 \), and let \( \lambda_2 > 0 \) be the second eigenvalue of problem (1.7). Then every eigenfunction \( u \) corresponding to \( \lambda_2 \) is antisymmetric, i.e. it satisfies \( u(-x) = -u(x) \) for \( x \in B \).

In recent years, partial results towards this conjecture have been obtained in [4, 9, 12, 16], covering the special cases \( N \leq 3, s \in (0,1) \) and \( 4 \leq N \leq 9, s = \frac{1}{2} \). More precisely, in [4, Theorem 5.3], Banuelos and Kulczycki proved antisymmetry of second eigenfunctions in the special case \( N = 1, s = \frac{1}{2} \). In [16], this result was extended to \( N = 1, s \in \left[ \frac{1}{2}, 1 \right) \). Recently in [9], the conjecture was proved in the cases \( N \leq 2, s \in (0,1) \) and \( 3 \leq N \leq 9, s = \frac{1}{2} \). Moreover, in [12], the result has been proved for \( N = 3, s \in (0,1) \).

While the proofs in these papers are based on fine eigenvalue estimates, our proof of Theorem 1.2 is completely different: In addition to Theorem 1.1 we shall only use the following important alternative which is implicitly stated in [9, p. 503]: Either (1.7) admits a radially symmetric eigenfunction corresponding to the second eigenvalue \( \lambda_2 \), or every eigenfunction corresponding to \( \lambda_2 \) is a product of a linear and a radial function. Since every such eigenfunction \( u \) is a sign changing solution of (1.1) with \( t \mapsto f(t) = \lambda_2 t \) and has Morse index \( 1 < N + 1 \), it cannot be radially symmetric as a consequence of Theorem 1.1. Hence \( u \) must be a product of a linear and a radial function, and therefore \( u \) is antisymmetric. This completes the proof of Theorem 1.2.

For a more detailed presentation of this argument and the underlying results from [9], see Section 5 below.

We briefly comment on the proof of Theorem 1.1. The general strategy, inspired by the paper [1] of Aftalion and Pacella for the local problem (1.2), is to use partial derivatives of \( u \) to construct suitable test functions which allow to estimate the Morse index of \( u \). In the nonlocal case, several difficulties arise since local PDEs techniques do not apply. The most severe difficulty is related to the fact that weak solutions \( u \in H^s_0(B) \cap L^\infty(B) \) of (1.1) have much less boundary regularity than solutions of (1.2), see Proposition 3.1 for details. Moreover, even though there exists a fractional version of the Hopf boundary lemma related to the fractional boundary derivative \( \frac{\partial}{\partial \tau} \) (see [10, Proposition 3.3]), it does not apply to sign changing solutions of (1.1) due to the non-locality of the problem. Here we point out that the extra assumption \( f(0) \geq 0 \) is used in [1] in order to apply the Hopf boundary lemma. In our proof of Theorem 1.1,
we argue differently and therefore do not need to make an assumption on \( f(0) \). More precisely, we distinguish two cases in our proof. In the case \( s \in (\frac{1}{2}, 1) \), we use a regularity result of Grubb given in [14, Theorem 2.2] to deal with the case where \( \frac{u}{|x|^s} \) vanishes on \( \partial \mathcal{B} \). Moreover, in the case \( s \in (0, \frac{1}{2}] \), we use the extra assumption (1.6) to ensure that \( \frac{u}{x^s} \) does not vanish on the boundary.

We point out our proof of Theorem 1.1 does not use the extension method of Caffarelli and Silvestre [7], which allows to reformulate (1.1) as a boundary value problem where \((-\Delta)^s\) arises as a Dirichlet-to-Neumann type operator. We therefore expect that our approach applies to a more general class of nonlocal operators in place of \((-\Delta)^s\).

We wish to add some remarks on the role of Morse index estimates in the variational study of (1.1). In the case where \( f \in C^1(\mathbb{R}) \) has subcritical growth, weak solutions of (1.1) are precisely the critical points of the associated energy functional

\[
J(u) = \frac{c(N, s)}{2} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|u(x) - u(y)|^2}{|x - y|^{N+2s}} \, dx \, dy - \int_{\mathcal{B}} F(u) \, dx,
\]

where \( F(t) = \int_0^t f(s) \, ds \). Moreover, \( J \) is of class \( C^2 \), and thus the behaviour of \( J \) near a critical point \( u \) is closely related to the Morse index \( m(u) \). Typically, critical points detected via minimax principles lead to bounds on the Morse index. In combination with Theorem 1.1 this allows to show the non-radiality of certain classes of sign changing critical points. In this spirit, it is proved in [1] that, under suitable additional assumptions on \( f \), least energy sign changing solutions of the local problem (1.2) are non-radial functions.

We regard to the existence of least energy sign changing solutions of the nonlocal problem (1.1), we refer to the recent paper [22]. For existence results for sign changing solutions to related nonlocal problems, see e.g. [18, 23] and the references therein.

The paper is organized as follows. In Section 2 we introduce preliminary notions and collect preliminary results on function spaces. In Section 3 we investigate radial solutions of (1.1) and properties of their partial derivatives. In Section 4 we complete the proof of Theorem 1.1. Finally, in Section 5 we complete the proof of Theorem 1.2.
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2. Preliminary definitions and results

In this section, we introduce some notation and state preliminary results to be used throughout this paper.

We first introduce and recall some notation related to sets and functions. If \( \Omega_1, \Omega_2 \subset \mathbb{R}^N \) are open subsets, we write \( \Omega_1 \subset \subset \Omega_2 \) if \( \overline{\Omega}_1 \) is compact and contained in \( \Omega_2 \). We denote by \( 1_U : \mathbb{R}^N \to \mathbb{R} \) the characteristic function of a subset \( U \subset \mathbb{R}^N \). For a function \( u : \mathbb{R}^N \to \mathbb{R} \), we use \( u^+ := \max\{u, 0\} \) and \( u^- := -\min\{u, 0\} \) to denote the positive and negative part of \( u \), respectively.
Next we recall notation related to function spaces associated with the fractional power $s \in (0, 1)$. We consider the space

$$\mathcal{L}^1_s := \left\{ u \in L^1_{\text{loc}}(\mathbb{R}^N) : \|u\|_{\mathcal{L}^1_s} < \infty \right\},$$

where $$\|u\|_{\mathcal{L}^1_s} := \int_{\mathbb{R}^N} \frac{|u(x)|}{1 + |x|^{N+2s}} \, dx.$$ (2.1)

If $w \in \mathcal{L}^1_s$, then $(-\Delta)^s w$ is well defined as a distribution on $\mathbb{R}^N$ by setting

$$[(-\Delta)^s w](\varphi) = \int_{\mathbb{R}^N} w(-\Delta)^s \varphi \, dx \quad \text{for } \varphi \in C^\infty_c(\mathbb{R}^N).$$

Here and in the following, for an open subset $\Omega \subset \mathbb{R}^N$, we denote by $C^\infty_c(\Omega)$ the space $C^\infty_c(\Omega)$ of smooth functions with compact support in $\Omega$. We recall a maximum principle for the fractional Laplacian in distributional sense due to Silvestre.

**Proposition 2.1.** [21, Proposition 2.17] Let $\Omega \subset \mathbb{R}^N$ be an open bounded set, and let $w \in \mathcal{L}^1_s$ be lower-semicontinuous function in $\overline{\Omega}$ such that $w \geq 0$ in $\mathbb{R}^N \setminus \Omega$ and $(-\Delta)^s w \geq 0$ in $\Omega$ in distributional sense, i.e.,

$$\int_{\mathbb{R}^N} w(-\Delta)^s \varphi \, dx \geq 0 \quad \text{for all nonnegative functions } \varphi \in C^\infty_c(\Omega).$$

Then $w \geq 0$ in $\mathbb{R}^N$.

For an open subset $\Omega \subset \mathbb{R}^N$, we now consider the fractional Sobolev space

$$H^s(\Omega) = \left\{ u \in L^2(\Omega) : \int_{\Omega} \int_{\Omega} \frac{|u(x) - u(y)|^2}{|x-y|^{N+2s}} \, dxdy < \infty \right\}. \quad (2.2)$$

Setting

$$[u]_{s,\Omega} := \left( \frac{1}{2} \int_{\Omega} \int_{\Omega} \frac{|u(x) - u(y)|^2}{|x-y|^{N+2s}} \, dxdy \right)^{\frac{1}{2}} \quad \text{for } u \in H^s(\Omega),$$

we note that $H^s(\Omega)$ is a Hilbert space whose norm can be written as

$$\|u\|_{H^s(\Omega)} = \left( \|u\|^2_{L^2(\Omega)} + [u]_{s,\Omega}^2 \right)^{\frac{1}{2}}. \quad (2.3)$$

We will also use the local fractional Sobolev space $H^s_{\text{loc}}(\Omega)$ defined as the space of functions $\psi \in L^2_{\text{loc}}(\Omega)$ with $\psi \in H^s(\Omega')$ for every $\Omega' \subset \subset \Omega$. Moreover, for a bounded open subset $\Omega \subset \mathbb{R}^N$, we consider the subspace $H^s_0(\Omega) \subset H^s(\mathbb{R}^N)$ defined by

$$H^s_0(\Omega) := \{ u \in H^s(\mathbb{R}^N) : u \equiv 0 \text{ on } \mathbb{R}^N \setminus \Omega \}. \quad (2.4)$$

Then $H^s_0(\Omega)$ is a Hilbert space with scalar product

$$(u, v) \mapsto \mathcal{E}_s(u, v) := \langle u, v \rangle_{H^s_0(\Omega)} = \frac{c(N, s)}{2} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{(u(x) - u(y))(v(x) - v(y))}{|x-y|^{N+2s}} \, dxdy$$

and corresponding norm

$$\|u\|_{H^s_0(\Omega)} = \sqrt{\mathcal{E}_s(u, u)} = \sqrt{c(N, s)[u]_{s,\mathbb{R}^N}}.$$

Moreover, $H^s_0(\Omega)$ is embedded in $L^2(\Omega)$, i.e., $H^s_0(\Omega) \subset L^2(\Omega)$ and

$$\inf \{ \mathcal{E}_s(u, u) : u \in H^s_0(\Omega), \|u\|_{L^2(\Omega)} = 1 \} > 0,$$

see e.g. [3]. From this we deduce, in particular, that $H^s_0(\Omega) \subset \mathcal{L}^1_s$. 
We also recall the following property, see e.g. [13, Theorem 1.4.2.2]:

**Lemma 2.2.** Let \( \varphi \in H^s_{\text{loc}}(\Omega) \) be compactly supported in \( \Omega \). Then \( \varphi \in \mathcal{H}^s_0(\Omega) \).

Here and in the following, we identify \( \varphi \) with its trivial extension to \( \mathbb{R}^N \).

**Proof.** Let \( \Omega' \subset \subset \Omega \) be an open subset of \( \Omega \) which contains the support \( K \) of \( \varphi \). Then we have

\[
\frac{1}{2} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{\vert \varphi(x) - \varphi(y) \vert^2}{\vert x - y \vert^{N + 2s}} \, dx \, dy = [\varphi]_{s, \Omega'}^2 + \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{\vert \varphi(x) \vert^2}{\vert x - y \vert^{N + 2s}} \, dy \, dx, \tag{2.6}
\]

where \( [\varphi]_{s, \Omega'}^2 < \infty \) since \( \varphi \in H^s_{\text{loc}}(\Omega) \). Moreover,

\[
\int_{\Omega'} \int_{\mathbb{R}^N \setminus \Omega'} \frac{\vert \varphi(x) \vert^2}{\vert x - y \vert^{N + 2s}} \, dy \, dx = \int_{K} \int_{\mathbb{R}^N \setminus \Omega'} \frac{dy}{\vert x - y \vert^{N + 2s}} \leq \Vert \varphi \Vert_{L^2(K)}^2 \sup_{x \in K} \int_{\mathbb{R}^N \setminus \Omega'} \frac{dy}{\vert x - y \vert^{N + 2s}} < \infty
\]

since \( \text{dist}(K, \mathbb{R}^N \setminus \Omega') > 0 \). Since \( \varphi \equiv 0 \) in \( \mathbb{R}^N \setminus \Omega \), we conclude that \( \varphi \in \mathcal{H}^s_0(\Omega) \). \( \square \)

We also need the following lemma.

**Lemma 2.3.** Let \( v \in L^1_s \cap H^s_{\text{loc}}(\Omega) \), and let \( \varphi \in H^s_{\text{loc}}(\Omega) \) be a function with compact support. Then the integral

\[
\mathcal{E}_s(v, \varphi) = \frac{c(N, s)}{2} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{(v(x) - v(y))(\varphi(x) - \varphi(y))}{\vert x - y \vert^{N + 2s}} \, dx \, dy
\]

is well defined in Lebesgue sense. More precisely, for any choice of open subsets

\( \Omega' \subset \subset \Omega'' \subset \subset \Omega \)

with \( \text{supp} \varphi \subset \Omega' \), there exist constants \( c_1, c_2 \) — depending only on \( \Omega', \Omega'', N \) and \( s \) but not on \( v \) and \( \varphi \) — such that

\[
\frac{1}{2} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|v(x) - v(y)| |\varphi(x) - \varphi(y)|}{|x - y|^{N + 2s}} \, dx \, dy \leq \int_{\mathbb{R}^N \setminus \Omega'} |v|_{L^1(\Omega')} |\varphi|_{L^2(\Omega')} + c_1 \left| \frac{v}{\mathcal{H}_s} \right|_{L^2(\Omega')} \left| \frac{\varphi}{\mathcal{H}_s} \right|_{L^2(\Omega')} + c_2 \left| \frac{v}{\mathcal{H}_s} \right|_{L^1(\Omega')} \left| \frac{\varphi}{\mathcal{H}_s} \right|_{L^1(\Omega')} \tag{2.7}
\]

**Proof.** We put \( k(z) = |z|^{-N-2s} \). Since \( \text{supp} \varphi \subset \Omega' \), we see that

\[
\frac{1}{2} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|v(x) - v(y)| |\varphi(x) - \varphi(y)|}{|x - y|^{N + 2s}} \, dx \, dy = \frac{1}{2} \int_{\Omega''} \int_{\Omega''} \frac{|v(x) - v(y)| |\varphi(x) - \varphi(y)|}{|x - y|^{N + 2s}} \, dx \, dy + \int_{\Omega''} \int_{\mathbb{R}^N \setminus \Omega''} \frac{|v(x) - v(y)| |\varphi(x)|}{|x - y|^{N + 2s}} \, dy \, dx
\]

\[
\leq |v|_{L^1(\Omega'')} |\varphi|_{L^1(\Omega'')} + \int_{\Omega''} |\varphi(x)| \int_{\mathbb{R}^N \setminus \Omega''} |v(x) - v(y)| \, dy \, dx,
\]
where

\[ \int_{\Omega'} |\varphi(x)| \int_{\mathbb{R}^N \setminus \Omega'} |v(x) - v(y)| k(x - y) dy \, dx \leq \int_{\Omega'} |\varphi(x)||v(x)| \kappa_{\Omega'}(x) \, dx + \int_{\Omega'} |\varphi(x)| \int_{\mathbb{R}^N \setminus \Omega'} |v(y)| k(x - y) dy \, dx \leq c_1 \|v\|_{L^2(\Omega')} \|v\|_{L^2(\Omega')} + c_2 \|\varphi\|_{L^1(\Omega')} \|v\|_{L^1_{\chi}} \]

with

\[ \kappa_{\Omega'}(x) = \int_{\mathbb{R}^N \setminus \Omega'} k(x - y) \, dy, \quad x \in \Omega' \]

and

\[ c_1 := \sup_{x \in \Omega'} \kappa_{\Omega'}(x), \quad c_2 := \sup_{x \in \Omega', y \in \mathbb{R}^N \setminus \Omega'} k(x - y)(1 + |y|)^{N+2s}. \]

Note that the values \( c_1 \) and \( c_2 \) are finite since \( \Omega' \subset \subset \Omega'' \). It thus follows that \( E_s(u, v) \) is well-defined in Lebesgue sense and that (2.7) holds. \( \square \)

**Corollary 2.4.** Let \( v \in L^1_s \cap H^s_{loc}(\Omega) \). If \( \Omega' \subset \subset \Omega \) and \( (\varphi_n) \) is a sequence in \( H^s_{loc}(\Omega) \) with \( \operatorname{supp} \varphi_n \subset \Omega' \) for all \( n \in \mathbb{N} \) and \( \varphi_n \to \varphi \) in \( H^s_{loc}(\Omega) \), then we have

\[ E_s(v, \varphi_n) \to E_s(v, \varphi) \quad \text{as} \quad n \to \infty. \]

**Proof.** By Lemma 2.3

\[ E_s(v, \varphi_n - \varphi) \leq c(N, s)[v]_{s, \Omega'} [\varphi_n - \varphi]_{s, \Omega'} + C_1 \|v\|_{L^2(\Omega')} \|\varphi_n - \varphi\|_{L^2(\Omega')} + C_2 \|\varphi_n - \varphi\|_{L^1(\Omega')} \|v\|_{L^1_{\chi}}, \]

where \( C_1 \) and \( C_2 \) are positive constants. Thanks to the embeddings \( H^s_{loc}(\Omega) \hookrightarrow L^2_{loc}(\Omega) \hookrightarrow L^1_{loc}(\Omega) \), we conclude that \( E_s(v, \varphi_n - \varphi) \to 0 \) as \( n \to \infty. \) \( \square \)

### 3. Properties of radial solutions and their partial derivatives

In the following, we restrict our attention to the case \( \Omega = B \) and to bounded weak solutions of equation (1.1). Here and in the following, we fix a nonlinearity \( f : \mathbb{R} \to \mathbb{R} \) of class \( C^1 \), and we call a function \( u \in \mathcal{H}^s_0(B) \cap L^\infty(B) \) a weak solution of (1.1) if

\[ E_s(u, \varphi) = \int_B f(u) \varphi \, dx \quad \text{for all} \quad \varphi \in \mathcal{H}^s_0(B). \]

We note the following regularity properties for weak solutions of (1.1). For this we consider the distance function to the boundary

\[ \delta : \overline{B} \to \mathbb{R}, \quad \delta(x) = \operatorname{dist}(x, \partial B) = 1 - |x|. \]

**Proposition 3.1.** (cf. [11, 14, 19, 21])

Let \( u \in \mathcal{H}^s_0(B) \cap L^\infty(B) \) be a weak solution of (1.1). Then \( u \in C^2_{loc}(B) \cap C^s_0(\overline{B}). \)

Moreover,

\[ \psi := \frac{u}{\delta^s} \in C^\alpha(\overline{B}) \quad \text{for some} \quad \alpha \in (0, 1), \quad (3.1) \]

and the following properties hold with some constant \( c > 0 \):

(i) \( |\nabla u(x)| \leq c \delta^{s-1}(x) \) for all \( x \in B \).

(ii) \( |\nabla \psi(x)| \leq c \delta^{s-1}(x) \) for all \( x \in B \).

(iii) For every \( x_0 \in \partial B \), we have \( \lim_{x \to x_0} \delta^{1-s}(x) \partial_r u(x) = -s \psi(x_0) \), where \( \partial_r u(x) = \nabla u(x) \cdot \frac{x}{|x|} \) denotes the radial derivative of \( u \) at \( x \).
(iv) If \( s \in \left( \frac{1}{2}, 1 \right) \), then \( \psi \in C^1(\overline{B}) \).

Proof. Since \( u \in L^\infty(B) \) and \( f \) is of class \( C^1 \), we have \( f(u(\cdot)) \in L^\infty(B) \). Hence the regularity theory for the fractional Dirichlet-Possion problem developed in [19] shows that \( u \in C^\alpha_0(B) \), and that (i) holds. It is also shown in [19] that \( \psi := \frac{u}{n} \in C^\alpha(\overline{B}) \) for some \( \alpha \in (0, 1) \). Moreover, (ii) and (iii) are proved in [11].

Finally, noting that \( f(u(\cdot)) \in C^s(B) \) since \( u \in C^s_0(B) \), it follows from interior regularity (see e.g. [21]) that \( u \in C^{s_\nu}(B) \). Moreover, if \( s \in (\frac{1}{2}, 1) \) we have \( \psi \in C^{2s}(\overline{B}) \subset C^1(\overline{B}) \) by [14] Theorem 2.2.\( \square \)

The regularity estimates above allow to apply the following simple integration by parts formula to weak solutions of (1.1).

Lemma 3.2. Let \( u \in C^0(\overline{B}) \cap C^{1}_{loc}(B) \) be a function satisfying \( u \equiv 0 \) on \( \partial B \) and \( |\nabla u| \in L^1(B) \). Then

\[
\int_{\partial B} (\partial_j u) \varphi \, dx = - \int_{B} u \partial_j \varphi \, dx \quad \text{for} \quad \varphi \in C^1(\overline{B}), \ j = 1, \ldots, N. \tag{3.2}
\]

Proof. Let \( \varphi \in C^1(\overline{B}) \), and let \( \Omega_n := B_1 - \frac{1}{n} (0) \subset B \) for \( n \in \mathbb{N} \). Then \( u \in C^1(\overline{\Omega_n}) \) for \( n \in \mathbb{N} \) since \( u \in C^{1}_{loc}(B) \). Integrating by parts over \( \Omega_n \) and using a change of variables, we find that

\[
\int_{\Omega_n} (\partial_j u) \varphi + u \partial_j \varphi \, dx = \int_{\partial \Omega_n} u \varphi \nu_j \, d\sigma = (1 - \frac{1}{n})^{N+1} \int_{\partial B} u((1 - \frac{1}{n}) \sigma) \varphi((1 - \frac{1}{n}) \sigma) \nu_j \, d\sigma,
\]

where \( \nu_j \) is the \( j \)-th component of the unit outward normal to \( \partial B \) at \( x \). Since \( u \in C^0(\overline{B}) \), \( u = 0 \) on \( \partial B \), \( \Omega_n \uparrow B \) and \( \varphi \in C^1(\overline{B}) \), we can apply the Lebesgue dominated convergence theorem to both sides of the equation above to deduce (3.2).\( \square \)

In the following, we fix a radial solution \( u \in H^s_0(B) \cap L^\infty(B) \) of (1.1), and we consider the function \( \psi \) defined in (3.1) which is also radial. Hence we write

\[
\psi(x) = \psi_0(r) \quad \text{for} \quad r = |x| \quad \text{with} \quad \psi_0 : [0, 1] \rightarrow \mathbb{R} \tag{3.3}
\]

which is of class \( C^\alpha \) for some \( \alpha > 0 \) by Proposition 3.1. Moreover, by Proposition 3.1 we have

\[
\psi_0(1) = \lim_{|x| \rightarrow 1} \frac{u(|x|)}{(1 - |x|)^s} = - \frac{1}{s} \lim_{|x| \rightarrow 1} (1 - |x|)^{1-s} \partial_r u(x). \tag{3.4}
\]

By the Pohozaev type identity given in [20] Theorem 1.1], this value also satisfies

\[
\psi_0^2(1) = \frac{1}{|S^{N-1}|(s+1)^2} \int_{B} \left[ (2s - N)u f(u) + 2N F(u) \right] dx. \tag{3.5}
\]

Here \( F : \mathbb{R} \rightarrow \mathbb{R} \) is given by \( F(t) = \int_0^t f(\tau) \, d\tau \).

The aim of this section is to construct test functions, related to partial derivatives of \( u \), which allow to estimate Dirichlet eigenvalues of the linearized operator

\[
L := (-\Delta)^s - f'(u). \tag{3.6}
\]

For \( j \in \{1, \ldots, N\} \), we consider the partial derivatives of \( u \) given by

\[
v^j : \mathbb{R}^N \rightarrow \mathbb{R}, \quad v^j(x) = \begin{cases} \partial_j u(x) = \frac{\partial u}{\partial x_j}(x), & x \in B, \\ 0, & x \in \mathbb{R}^N \setminus B, \end{cases} \quad j = 1, \ldots, N.
\]
Next, let \( \phi \) with continuous boundary and such that \( \text{supp} \phi \subset B \). From Proposition 3.1, it then follows that

\[
E_h \psi_j \in L^1_s \cap H^s_{loc}(B) \quad \text{for } j \in \{1, \ldots, N\}.
\]

Hence \( E_h(\psi_j, \varphi) \) is well defined for every \( \varphi \in H^s_0(B) \) with compact support by Lemma 2.3.

We have the following key lemma.

**Lemma 3.3.** For any \( j \in \{1, \ldots, N\} \), we have \( L\psi_j = (-\Delta)^s \psi_j - f'(u)u_j = 0 \) in distributional sense in \( B \), i.e.

\[
\int_B \psi_j (-\Delta)^s \varphi \, dx = E_h(\psi_j, \varphi) = \int_B f'(u)\psi_j \varphi \, dx \quad \text{for all } \varphi \in C^\infty_c(B). \tag{3.8}
\]

Moreover, if \( \varphi \in H^s_0(B) \) has compact support in \( B \), then we have

\[
E_h(\psi_j, \varphi) = \int_B f'(u)\psi_j \varphi \, dx. \tag{3.9}
\]

Furthermore, if \( \psi_j \in H^s_0(B) \), then (3.9) is true for all \( \varphi \in H^s_0(B) \).

**Proof.** Since \( u \in C^{2,s}_{loc}(B) \) by Proposition 3.1, we have \( \psi_j \in C^{1,s}_{loc}(B) \subset H^s_{loc}(B) \). Let \( \varphi \in C^\infty_c(B) \subset C^\infty_c(\mathbb{R}^N) \). Then

\[
\partial_j \varphi \in C^\infty_c(B), \quad (-\Delta)^s \varphi \in C^\infty(\mathbb{R}^N), \quad \text{and} \quad \partial_j (-\Delta)^s \varphi = (-\Delta)^s \partial_j \varphi \quad \text{on } \mathbb{R}^N.
\]

Consequently, since \( u \) satisfies the assumptions of Lemma 3.2 \[3.2\] implies that

\[
\int_B \psi_j (-\Delta)^s \varphi \, dx = -\int_B u \partial_j (-\Delta)^s \varphi \, dx = -\int_B u (-\Delta)^s \partial_j \varphi \, dx
\]

\[
= -E_h(u, \partial_j \varphi) = -\int_B f(u) \partial_j \varphi \, dx = \int_B \partial_j f(u) \varphi \, dx = \int_B f'(u)\psi_j \varphi \, dx.
\]

Hence \( \psi_j \) solves \( L\psi_j = (-\Delta)^s \psi_j - f'(u)u_j = 0 \) in distributional sense. Next we show that

\[
E_h(\psi_j, \varphi) = \int_B f'(u)\psi_j \varphi \, dx \quad \text{for all } \varphi \in C^\infty_c(B). \tag{3.10}
\]

Since \( \psi_j \in L^1_s \cap H^s_{loc}(B) \), the integral

\[
\int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{\psi_j(x) - \psi_j(y)}{|x - y|^{N + 2s}} \varphi(x) - \varphi(y) | \, dxdy
\]

exists by Lemma 2.3 and therefore we have, by Lebesgue’s Theorem,

\[
E_h(\psi_j, \varphi) = \frac{c(N, s)}{2} \lim_{\varepsilon \to 0} \int_{\mathbb{R}^N} \int_{|x - y| \geq \varepsilon} \frac{\psi_j(x) - \psi_j(y)}{|x - y|^{N + 2s}} \varphi(x) - \varphi(y) \, dxdy
\]

\[
= c(N, s) \lim_{\varepsilon \to 0} \int_{\mathbb{R}^N} \psi_j(x) \int_{\mathbb{R}^N \setminus B_\varepsilon(x)} \frac{\varphi(x) - \varphi(y)}{|x - y|^{N + 2s}} \, dydx
\]

\[
= c(N, s) \int_{\mathbb{R}^N} \psi_j(x) \lim_{\varepsilon \to 0} \int_{\mathbb{R}^N \setminus B_\varepsilon(x)} \frac{\varphi(x) - \varphi(y)}{|x - y|^{N + 2s}} \, dydx
\]

\[
= \int_{\mathbb{R}^N} \psi_j (-\Delta)^s \varphi \, dx = \int_{\Omega'} \psi_j (-\Delta)^s \varphi \, dx = \int_{\Omega'} f'(u)\psi_j \varphi \, dx.
\]

Next, let \( \varphi \in H^s_0(B) \) with compact support in \( B \), and choose an open subset \( \Omega' \subset B \) with continuous boundary and such that \( \text{supp} \varphi \subset \Omega' \). By \[2.5\], there exists a sequence...
Lemma 3.5. Then Corollary 2.4 and (3.10) imply that and thus (3.9) holds.

We only consider the function \( v \) and the functions \( v^j \) by a standard estimate. To abbreviate, we now put \( \psi \left( (v^j)^+ \right) \) with \( \psi_n \rightarrow \psi \) in \( \mathcal{H}_0^s(\Omega') \), hence also \( \varphi_n \rightarrow \varphi \) in \( \mathcal{H}_0^s(\mathcal{B}) \).

Finally, assume that \( v^j \in \mathcal{H}_0^s(\mathcal{B}) \), let \( \varphi \in \mathcal{H}_0^s(\mathcal{B}) \), and let \( \varphi_n \) be a sequence in \( C_c^\infty(\mathcal{B}) \) with \( \varphi_n \rightarrow \varphi \) in \( \mathcal{H}_0^s(\mathcal{B}) \). Then (3.11) holds again by the continuity of the quadratic form \( \mathcal{E}_s \) on \( \mathcal{H}_0^s(\mathcal{B}) \), as claimed.

We now have all the tools to build suitable test functions from partial derivatives in order to estimate the Morse index of \( u \) as a solution of (1.1). As remarked before, the construction is inspired by [1].

Definition 3.4. Let \( \psi_0 \) be the function defined in (3.3). For \( j = 1, \ldots, N \), we define the open half spaces

\[
H_j^\pm := \{ x \in \mathbb{R}^N : \pm x_j > 0 \}
\]

and the functions \( d_j : \mathbb{R}^N \rightarrow \mathbb{R} \) by

\[
d_j := \begin{cases} 
(v^j)^+ 1_{H_j^+} - (v^j)^- 1_{H_j^-} & \text{if } \psi_0(1) \geq 0; \\
(v^j)^+ 1_{H_j^-} - (v^j)^- 1_{H_j^+} & \text{if } \psi_0(1) < 0.
\end{cases}
\]

We note that, for \( j = 1, \ldots, N \), the function \( d_j \) is odd with respect to the reflection \( \sigma_j : \mathbb{R}^N \rightarrow \mathbb{R}^N \), \( x = (x_1, \ldots, x_j, \ldots, x_N) \mapsto \sigma_j(x) = (x_1, \ldots, -x_j, \ldots, x_N) \) at the hyperplane \( \{ x_j = 0 \} \) since the function \( v^j \) is odd.

Lemma 3.5. \( d_j \in H_{loc}^s(\mathcal{B}) \) for \( j = 1, \ldots, N \).

Proof. By definition of \( d_j \), it suffices to show that

\[
(v^j)^\pm 1_{H_j^\pm} \in H_{loc}^s(\mathcal{B})
\]

We only consider the function \((v^j)^+ 1_{H_j^+}\), the proof for the other functions is essentially the same. As noted in (3.7), we have \( v^j \in H_{loc}^s(\mathcal{B}) \), and therefore also \((v^j)^+ \in H_{loc}^s(\mathcal{B})\) by a standard estimate. To abbreviate, we now put \( \chi = 1_{H_j^+}, v := (v^j)^+ \), and we let \( \Omega' \subset \subset \mathcal{B} \) be an open subset of \( \mathcal{B} \). Making \( \Omega' \) larger if necessary, we may assume that \( \Omega' \) is symmetric with respect to the reflection \( \sigma_j \). To show that \( v \chi \in H_{loc}^s(\Omega') \), we write

\[
[v \chi]_{s, \Omega'}^2 = [v]_{s, \Omega'' \cap H_j^+}^2 \int_{\Omega'' \cap H_j^+} |v(x)|^2 \int_{\Omega'' \cap H_j^+} |x - y|^{-N-2s} \, dy \, dx
\]

\[
\leq [v]_{s, \Omega'}^2 + \int_{\Omega'' \cap H_j^+} |v(x)|^2 \int_{\{y \in \mathbb{R}^N : |y - x_j| \geq |x_j|\}} |x - y|^{-N-2s} \, dy \, dx
\]

\[
= [v]_{s, \Omega'}^2 + \int_{\Omega'' \cap H_j^+} |v(x)|^2 \int_{\{z \in \mathbb{R}^N : |z| \geq |x_j|\}} |z|^{-N-2s} \, dz \, dx
\]

\[
= [v]_{s, \Omega'}^2 + \frac{(N-1)}{2s} \int_{\Omega'' \cap H_j^+} |v(x)|^2 |x_j|^{-2s} \, dx
\]
Since \( v = (v^j)^+ \in C^s_{\text{loc}}(\mathcal{B}) \) by Proposition 3.1 and \( v \equiv 0 \) on \( \{x_j = 0\} \), we have \(|v(x)| \leq C|x_j|^s\) for \( x \in \Omega' \cap H^2_+ \). Therefore, the latter integral is finite, and \((v^j)^+1_{H^s_+} = v\chi \in H^s_{\text{loc}}(\mathcal{B}).\) \(\square\)

The next lemma is of key importance for the proof of Theorem 1.1.

**Lemma 3.6.** Let \( j = 1, \ldots, N.\)

(i) If \( \psi_0(1) \neq 0 \), we have \( d_j \in \mathcal{H}^s_0(\mathcal{B}), \) and \( d_j \) has compact support in \( \mathcal{B}. \)

(ii) If \( s \in (\frac{1}{2}, 1) \) and \( \psi_0(1) = 0, \) then we have \( v^j \in \mathcal{H}^s_0(\mathcal{B}) \) and \( d_j \in \mathcal{H}^s_0(\mathcal{B}).\)

**Proof.** (i) By Lemma 2.2 and Lemma 3.5, it suffices to show that \( d_j \) has compact support in \( \mathcal{B}. \) We now distinguish the cases \( \psi_0(1) > 0 \) and \( \psi_0(1) < 0. \)

If \( \psi_0(1) > 0, \) we have \( \partial_j u(x) \leq 0 \) in \( \mathcal{B} \setminus B_r(0) \) for some \( r_* \in (0, 1) \) by (3.4), and therefore

\[
v^j(x) = \partial_j u(x) - \frac{x_j}{|x|} \partial_j u(x) \leq 0 \quad \text{for } x \in \mathcal{B} \setminus B_r(0) \text{ with } x_j \geq 0.
\]

Consequently, \( d_j(x) = (v^j)^+(x) = 0 \) for \( x \in \mathcal{B} \setminus B_{r_*}(0) \) with \( x_j \geq 0. \) Since \( d_j \) is odd with respect to the reflection \( \sigma_j \) it follows that \( \text{supp} d_j \subset B_{r_*}(0), \) so \( d_j \) is compactly supported in \( \mathcal{B}. \)

If \( \psi_0(1) < 0, \) we have \( \partial_j u(x) \geq 0 \) in \( \mathcal{B} \setminus B_r(0) \) for some \( r_* \in (0, 1) \) by (3.4), which in this case, similarly as above, implies that \( d_j(x) = -(v^j)^-(x) = 0 \) for \( x \in \mathcal{B} \setminus B_{r_*}(0) \) with \( x_j \geq 0. \) Again we conclude that \( d_j \) is compactly supported in \( \mathcal{B} \) since it is odd with respect to the reflection \( \sigma_j. \)

(ii) Since \( s \in (\frac{1}{2}, 1), \) it follows from Proposition 3.1(iv) that \( \psi \in C^1(\overline{\mathcal{B}}) \) and therefore \( \psi_0 \in C^1([0, 1]), \) whereas \( \psi_0(1) = 0 \) by assumption. Consequently, \( \psi(x)\delta^{s-1}(x) \to 0 \) as \( |x| \to 1, \) and therefore

\[
\nabla u(x) = \delta^s(x)\nabla \psi(x) + s\psi(x)\delta^{s-1}(x)\nabla \delta(x) \to 0 \quad \text{as } |x| \to 1.
\]

It thus follows that \( u \in C^1(\mathbb{R}^N) \) with \( u \equiv 0 \) on \( \mathbb{R}^N \setminus \mathcal{B}, \) and therefore \( v^j \in C^0(\mathbb{R}^N) \) with \( v^j \equiv 0 \) in \( \mathbb{R}^N \setminus \mathcal{B}. \) To see that \( v^j \in \mathcal{H}^s_0(\mathcal{B}), \) we shall use Proposition 2.1 as follows: Since the function \( f'(u)v^j \) is continuous and therefore bounded in \( \mathcal{B}, \) there exists a unique weak solution \( w \in \mathcal{H}^s_0(\mathcal{B}) \) to the Poisson problem

\[
(-\Delta)^s w = f'(u)v^j \quad \text{in } \mathcal{B}, \quad w = 0 \quad \text{in } \mathbb{R}^N \setminus \mathcal{B} \quad (3.14)
\]

which satisfies \( w \in C_0^s(\mathcal{B}) \) by [19 Proposition 1.1]. By setting \( V := w - v^j, \) it follows that \( V \in C^0(\mathbb{R}^N) \) with \( V \equiv 0 \) in \( \mathbb{R}^N \setminus \mathcal{B}. \) Moreover, by Lemma 3.3 the function \( V \) satisfies the equation \( (-\Delta)^s V = 0 \) in \( \mathcal{B} \) in the sense of distributions. Since \( V \) is continuous, Proposition 2.1 - applied to \( \pm V \) - implies that \( V \equiv 0 \) in \( \mathbb{R}^N, \) i.e.,

\[
v^j = w \in \mathcal{H}^s_0(\mathcal{B}) \cap C^s_0(\mathcal{B}). \quad (3.15)
\]

By a similar argument as in the proof of Lemma 3.5 we will now see that \( d_j \in \mathcal{H}^s_0(\mathcal{B}). \)

For the convenience of the reader, we give the details. It is clearly sufficient to show that

\[
(v^j)^\pm 1_{H^s_\pm} \in \mathcal{H}^s_0(\mathcal{B}), \quad (3.16)
\]

We only consider the function \((v^j)^+ 1_{H^s_+}, \) the proof for the other functions is the same.

Since \( v^j \in \mathcal{H}^s_0(\mathcal{B}), \) we also have \((v^j)^\pm \in \mathcal{H}^s_0(\mathcal{B})\) by a standard estimate. To abbreviate,
we now put $\chi = 1_{H^j_+}$ and $v := (v^j)^+$. To show that $v\chi \in H^0_0(B)$, we note that $v\chi \equiv 0$ in $\mathbb{R}^N \setminus B$, and we estimate
\[
[v\chi]^2_{s,\mathbb{R}^N} = [v]^2_{s,H^j_+} + \int_{H^j_+ \cap B} |v(x)|^2 |x - y|^{-N-2s} \, dy dx \\
\leq [v]^2_{s,\mathbb{R}^N} + \int_{H^j_- \cap B} |v(x)|^2 \int_{\{z \in \mathbb{R}^N : |z| \geq |x_j|\}} |z|^{-N-2s} \, dz dx \\
= [v]^2_{s,\mathbb{R}^N} + \frac{|S^{N-1}|}{2s} \int_{H^j_+ \cap B} |v(x)|^2 |x_j|^{-2s} \, dx.
\]
Since $v = (v^j)^+ \in C^s(B)$ by (3.15) and $v \equiv 0$ on $\{x_j = 0\}$, we have $|v(x)| \leq C|x_j|^s$ for $x \in H^j_+ \cap B$. Therefore, the latter integral is finite, and $(v^j)^+ 1_{H^j_+} = v\chi \in H^0_0(B)$. □

**Corollary 3.7.** If $\psi_0(1) \neq 0$ or $s \in (\frac{1}{2}, 1)$, then the values $\mathcal{E}_s(d_j, d_k)$ and $\mathcal{E}_s(v^j, d_k)$ are well-defined and satisfy
\[
\mathcal{E}_s(v^j, d_k) = \int_B f'(u)v^j \, dxdy \quad \text{for } j, k = 1, \ldots, N.
\]
**Proof.** This follows from Lemma 2.3, Lemma 3.3 and Lemma 3.6 □

4. PROOF OF THEOREM 1.1

In this section we complete the proof of Theorem 1.1. As before, we consider a fixed radial weak solution $u \in H^0_0(B) \cap L^\infty(B)$ of (1.1), and we will continue using the notation related to $u$ as introduced in Section 3. Moreover, in accordance with the assumptions of Theorem 1.1 we assume that $u$ changes sign, which implies that
\[
(v^j)^\pm 1_{H^j_+} \neq 0 \quad \text{and} \quad (v^j)^\pm 1_{H^j_-} \neq 0 \quad \text{for } j = 1, \ldots, N,
\]
where the half spaces $H^j_{\pm}$ are defined in (3.12). We first note that, under the assumptions of Theorem 1.1, we have
\[
\psi_0(1) \neq 0 \quad \text{or} \quad s \in (\frac{1}{2}, 1).
\]
Indeed, if $s \in (0, \frac{1}{2}]$, then $\psi_0^2(1) > 0$ by (1.6) and (3.5).

Next we recall that the $n$-th Dirichlet eigenvalue $\lambda_{n,L}$ of the linearized operator $L$ defined in (3.6) admits the variational characterization
\[
\lambda_{n,L} = \min_{V \in \mathcal{V}_n} \max_{v \in S_V} \mathcal{E}_{s,L}(v, v)
\]
where
\[
(v, w) \mapsto \mathcal{E}_{s,L}(v, w) := \mathcal{E}_s(v, w) - \int_B f'(u)v w \, dxdy
\]
is the bilinear form associated to $L$, $\mathcal{V}_n$ denotes the family of $n$-dimensional subspaces of $H^0_0(B)$ and $S_V := \{v \in V : \|v\|_{L^2(B)} = 1\}$ for $V \in \mathcal{V}_n$.

To estimate $\lambda_{n,L}$ from above, we wish to build test function spaces $V$ by using the functions $d_j$ introduced in Definition 3.4. By Lemma 3.6 and (4.2), we have $d_j \in H^0_s(\Omega)$ for $j = 1, \ldots, N$. Moreover, as a consequence of Corollary 3.7, the values $\mathcal{E}_s(v^j, d_k)$ are well-defined and satisfy
\[
\mathcal{E}_s(v^j, d_k) = 0 \quad \text{for } j, k = 1, \ldots, N.
\]
We need the following key inequality.
Lemma 4.1. For $j \in \{1, \ldots, N\}$ we have $\mathcal{E}_{s,L}(d_j, d_j) < 0$.

Proof. To simplify notation, we put $k(z) = c(N,s)|z|^{-N-2s}$ for $z \in \mathbb{R}^N \setminus \{0\}$. Since $v^j d_j = d_j^2$ in $\mathbb{R}^N$ by definition of $d_j$ and therefore

$$
\int_\mathcal{B} f'(u)v^j d_j \, dx = \int_\mathcal{B} f'(u)d_j^2 \, dx,
$$

we have, by (4.5),

$$
\mathcal{E}_{s,L}(d_j, d_j) = \mathcal{E}_{s,L}(d_j - v^j, d_j)
$$

$$
= \frac{1}{2} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \left( (d_j(x) - v^j(x) - (d_j(y) - v^j(y))) (d_j(x) - d_j(y)) \right) k(x - y) \, dx \, dy
$$

$$
= \frac{1}{2} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \left( v^j(x) d_j(y) + v^j(y) d_j(x) - 2d_j(x) d_j(y) \right) k(x - y) \, dx \, dy
$$

$$
= \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} (v^j(x) - d_j(x)) d_j(y) k(x - y) \, dx \, dy.
$$

Here we used the symmetry of the kernel $(x,y) \mapsto k(x - y)$ in the last step. In the following, we put

$$
\ell_j(x,y) := k(x - y) - k(\sigma_j(x) - y) \quad \text{for } x,y \in \mathbb{R}^N, x \neq y.
$$

Using the oddness of the functions $v^j$ and $d_j$ with respect to the reflection $\sigma_j$, we deduce that

$$
\mathcal{E}_{s,L}(d_j, d_j) = \frac{1}{2} \int_{\mathbb{R}^N} \int_{H^j_{+}} (v^j(x) - d_j(x)) d_j(y) \ell_j(x,y) \, dx \, dy
$$

$$
= \frac{1}{2} \int_{H^j_{+}} \int_{H^j_{+}} (v^j(x) - d_j(x)) d_j(y) (\ell_j(x,y) - \ell_j(x,\sigma_j(y))) \, dx \, dy
$$

$$
= \int_{H^j_{+}} \int_{H^j_{+}} (v^j(x) - d_j(x)) d_j(y) \ell_j(x,y) \, dx \, dy.
$$

(4.6)

Here we used in the last step that

$$
k(\sigma_j(x) - \sigma_j(y)) = k(x - y) \quad \text{and} \quad k(\sigma_j(x) - y) = k(x - \sigma_j(y))
$$

for $x,y \in \mathbb{R}^N, x \neq y$ and therefore

$$
\ell_j(x,y) - \ell_j(x - \sigma_j(y)) = k(x - y) - k(\sigma_j(x) - y) - (k(x - \sigma_j(y)) - k(\sigma_j(x) - \sigma_j(y)))
$$

$$
= 2\ell_j(x,y).
$$

Next, we note that

$$
\ell_j(x,y) = k(x - y) - k(\sigma_j(x) - y) > 0 \quad \text{for } x,y \in H^j_{+}.\quad (4.7)
$$

Moreover, we claim that the function $(x,y) \mapsto h_j(x,y) = (v^j(x) - d_j(x)) d_j(y)$ satisfies

$$
h_j \leq 0 \quad \text{and} \quad h_j \neq 0 \quad \text{on } H^j_{+} \times H^j_{+}.\quad (4.8)
$$

Indeed, if $\psi_0(1) \geq 0$, we have $d_j = (v^j)^+$ and therefore $v^j - d_j = -(v^j)^-$ on $H^j_{+}$. Hence (4.8) follows from (4.1). Moreover, if $\psi_0(1) < 0$, we have $d_j = -(v^j)^-$ and therefore $v^j - d_j = (v^j)^+$ on $H^j_{+}$. Again (4.8) follows from (4.1). The claim now follows by combining (4.6), (4.7) and (4.8). \qed
Lemma 4.2. Let $\alpha = (\alpha_1, \ldots, \alpha_N) \in \mathbb{R}^N$ and $d = \sum_{j=1}^{N} \alpha_j d_j$. Then we have
\[
\mathcal{E}_{s,L}(d,d) = \sum_{j=1}^{N} \alpha_j^2 \mathcal{E}_L(d_j,d_j) \leq 0.
\]
Moreover,
\[
\mathcal{E}_{s,L}(d,d) < 0 \quad \text{if and only if} \quad \alpha \neq 0,
\]
and therefore the functions $d_1, \ldots, d_N$ are linearly independent.

Proof. We first note that
\[
\mathcal{E}_{s,L}(d_j,d_k) = 0 \quad \text{for} \; j, k \in \{1, \ldots, N\}, \; j \neq k.
\]
Indeed, since $u$ is radially symmetric, the function $d_j$ is odd with respect to the reflection $\sigma_j$ and even with respect to the reflection $\sigma_k$ for $k \neq j$. Hence, by a change of variable,
\[
\mathcal{E}_{s,L}(d_j,d_k) = \frac{c(N,s)}{2} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{(d_j(\sigma_j(x)) - d_j(\sigma_j(y))) (d_k(\sigma_j(x)) - d_k(\sigma_j(y)))}{|\sigma_j(x) - \sigma_j(y)|^{N+2s}} \, dx \, dy
\]
\[
= \frac{c(N,s)}{2} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{(d_j(y) - d_j(x)) (d_k(x) - d_k(y))}{|x-y|^{N+2s}} \, dx \, dy + \int_{\mathcal{B}} f'(u(\sigma_j(x))) d_j(\sigma_j(x)) d_k(\sigma_j(x)) \, dx
\]
\[
= -\mathcal{E}_{s,L}(d_j,d_k).
\]

Hence (4.10) is true. Now, for $\alpha = (\alpha_1, \ldots, \alpha_N) \in \mathbb{R}^N$ and $d = \sum_{j=1}^{N} \alpha_j d_j$, we have
\[
\mathcal{E}_{s,L}(d,d) = \sum_{j=1}^{N} \alpha_j^2 \mathcal{E}_{s,L}(d_j,d_j) + \sum_{j,k=1}^{N} \alpha_j \alpha_k \mathcal{E}_{s,L}(d_j,d_k) = \sum_{j=1}^{N} \alpha_j^2 \mathcal{E}_{s,L}(d_j,d_j) \leq 0
\]
by (4.10) and Lemma 4.1. Moreover, if $\alpha \neq 0$, it follows from Lemma 4.1 that $\mathcal{E}_{s,L}(d,d) < 0$, which in particular implies that $d \neq 0$. Consequently, the functions $d_1, \ldots, d_N$ are linearly independent, as claimed.

Lemma 4.3. The first eigenvalue $\lambda_{1,L}$ of the operator $L = (-\Delta)^s - f'(u)$ is simple, and the corresponding eigenspace is spanned by radially symmetric eigenfunction $\varphi_{1,L}$. Furthermore,
\[
\mathcal{E}_{s,L}(d_j, \varphi_{1,L}) = 0 \quad \text{for} \; j = 1, 2, \ldots, N \quad \text{and} \quad \lambda_{1,L} = \mathcal{E}_{s,L}(\varphi_{1,L}, \varphi_{1,L}) < 0.
\]

Proof. The simplicity of $\lambda_{1,L}$ and the radial symmetry of $\varphi_{1,L}$ are well known, but we recall the proof for the convenience of the reader. The variational characterization of $\lambda_{1,L}$ is given by
\[
\lambda_{1,L} = \inf_{v \in \mathcal{H}_0^s(\mathcal{B}) \setminus \{0\}} \frac{\mathcal{E}_{s,L}(v,v)}{\|v\|_{L^2(\mathcal{B})}^2} = \inf_{M} \mathcal{E}_{s,L}(v,v) \quad \text{with} \quad M = \{v \in \mathcal{H}_0^s(\mathcal{B}) : \|v\|_{L^2(\mathcal{B})} = 1\},
\]
and the associated minimizers \( \varphi \in M \) are precisely the \( L^2 \)-normalized eigenfunctions of \( L \) corresponding to \( \lambda_{1,L} \), i.e., the \( L^2 \)-normalized (weak) solutions of

\[
L \varphi = \lambda_{1,L} \varphi \quad \text{in } B, \quad \varphi \equiv 0 \quad \text{in } \mathbb{R}^N \setminus B.
\]

Moreover, if \( \varphi \in M \) is such a minimizer, then also \( |\varphi| \in M \) and

\[
\lambda_{1,L} = \mathcal{E}_{s,L}(\varphi, \varphi) \geq \mathcal{E}_{s,L}(|\varphi|, |\varphi|) \geq \inf_M \mathcal{E}_{s,L}(v, v) = \lambda_{1,L},
\]

which implies that \( |\varphi| \) is also a minimizer and therefore a weak solution of \((4.11)\). By the strong maximum principle for nonlocal operators (see e.g. [5, p.312–313] or [15]), \( |\varphi| \) is strictly positive in \( B \). Consequently, every eigenfunction \( \varphi \) of \( L \) is either strictly positive or strictly negative in \( B \). Consequently, \( \lambda_{1,L} \) does not admit two \( L^2 \)-orthogonal eigenfunctions, and therefore \( \lambda_{1,L} \) is simple.

Next we note that, by a simple change of variable, if \( \varphi \) is an eigenfunction of \( L \) corresponding to \( \lambda_{1,L} \), then also \( \varphi \circ R \) is an eigenfunction for every rotation \( R \in O(N) \). Consequently, the simplicity of \( \lambda_{1,L} \) implies that the associated eigenspace is spanned by a radially symmetric eigenfunction \( \varphi_{1,L} \).

Next, using the radially symmetry of \( u \) and \( \varphi_{1,L} \) and the oddness of \( d_j \) with respect to the reflection \( \sigma_j \), we find, by a change of variable, that

\[
\mathcal{E}_{s,L}(d_j, \varphi_{1,L}) = \frac{c(N, s)}{2} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{(d_j(\sigma_j(x)) - d_j(\sigma_j(y)))(\varphi_{1,L}(\sigma_j(x)) - \varphi_{1,L}(\sigma_j(y)))}{|x - y|^{N+2s}}
\]

\[
- \int_B f'(u(\sigma_j(x)))d_j(\sigma_j(x))\varphi_{1,L}(\sigma_j(x)) \, dx
\]

\[
= \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{(d_j(y) - d_j(x))(\varphi_{1,L}(x) - \varphi_{1,L}(y))}{|x - y|^{N+2s}} \, dxdy + \int_B f'(u(x))d_j(x)\varphi_{1,L}(x) \, dx
\]

and therefore \( \mathcal{E}_{s,L}(d_j, \varphi_{1,L}) = 0 \) for \( j = 1, \ldots, N \). Finally, by Lemma 4.1 and the variational characterization of \( \lambda_{1,L} \), we have \( \lambda_{1,L} = \mathcal{E}_{s,L}(\varphi_{1,L}, \varphi_{1,L}) < 0 \), as claimed. \( \square \)

Proof of Theorem 1.1 (completed). Let \( \varphi_{1,L} \in \mathcal{H}_0^s(B) \) be an eigenfunction of \( L \) corresponding to the first eigenvalue \( \lambda_{1,L} \) as given in Lemma 4.3. We consider the subspace \( V = \text{span}\{\varphi_{1,L}, d_1, \ldots, d_N\} \). For \( \alpha \in \mathbb{R}^{N+1} \setminus \{0\} \) and \( d = \alpha_0 \varphi_{1,L} + \sum_{j=1}^N \alpha_j d_j \in V \), we then have, by Lemma 4.2 and Lemma 4.3

\[
\mathcal{E}_{s,L}(d, d) = \alpha_0^2 \mathcal{E}_{s,L}(\varphi_{1,L}, \varphi_{1,L}) + \mathcal{E}_{s,L}(\sum_{j=1}^N \alpha_j d_j, \sum_{j=1}^N \alpha_j d_j) < 0.
\]

In particular, it follows that the functions \( \varphi_{1,L}, d_1, \ldots, d_N \) are linearly independent and therefore \( V \) is \( N + 1 \)-dimensional. By \((14.3)\) and the compactness of \( S_V = \{v \in V : \|v\|_{L^2(B)} = 1\} \), it then follows that \( \lambda_{N+1,L} < 0 \), which means that \( u \) has Morse index greater than or equal to \( N + 1 \geq 2 \), as claimed. \( \square \)

5. The linear case

In this section we discuss the linear eigenvalue problem \((1.7)\) and complete the proof of Theorem 1.2. In particular, we wish to recall a useful characterization of eigenvalues
and eigenfunctions of (1.7) derived in [9]. For this we need to consider the following radially symmetric version of (1.7) in general dimensions \( d \in \mathbb{N} \):}

\[
\begin{cases}
(-\Delta)^{s} u = \lambda u & \text{in } B \subset \mathbb{R}^{d} \\
u \in \mathcal{H}^{s}_{0}(B), & u \text{ radially symmetric}.
\end{cases}
\]

(5.1)

In the following, we let \( \lambda_{d,0} < \lambda_{d,1} \leq \ldots \) denote the increasing sequence of eigenvalues of this problem (counted with multiplicity).

The following characterization is essentially a reformulation of [9, Proposition 1.1].

**Proposition 5.1.** The eigenvalues of (1.7) in \( B \subset \mathbb{R}^{N} \) are of the form \( \lambda = \lambda_{N+2\ell,n} \) with integers \( \ell, n \geq 0 \). Moreover, if

\[
Z_{\lambda} := \{ (\ell, n) : \lambda_{N+2\ell,n} = \lambda \},
\]

then the eigenspace corresponding to \( \lambda \) is spanned by functions of the form \( u(x) = V_{\ell}(x)\varphi_{N+2\ell,n}(|x|) \), where \((\ell, n) \in Z_{\lambda} \), \( V_{\ell} \) is a solid harmonic polynomial of degree \( \ell \) and \( x \mapsto \varphi_{N+2\ell,n}(|x|) \) is a (radial) eigenfunction of the problem (5.1) in dimension \( d = N + 2\ell \) corresponding to the eigenvalue \( \lambda_{N+2\ell,n} \).

Here and in the following, a solid harmonic polynomial \( V \) of degree \( \ell \) is a function of the form \( V(x) = |x|^{\ell}Y(\frac{x}{|x|}) \), where \( Y \) is a spherical harmonic of degree \( \ell \). Hence \( V : \mathbb{R}^{N} \rightarrow \mathbb{R} \) is a homogenous polynomial of degree \( \ell \) satisfying \( \Delta V = 0 \).

Regarding the eigenvalues \( \lambda_{d,n} \) of (5.1), it is also proved in [9, Section 3] that

\[
\text{the sequence } (\lambda_{d,0})_{d} \text{ is strictly increasing in } d \geq 1.
\]

(5.2)

Moreover,

\[
\lambda_{d,n} > \lambda_{d,0} \quad \text{for every } d, n \geq 1
\]

(5.3)

by the simplicity of the first eigenvalue of (5.1). Consequently, the first eigenvalue \( \lambda_{1} \) of (1.7) equals \( \lambda_{N,0} \), whereas the second eigenvalue \( \lambda_{2} \) of (1.7) is given as the minimum of \( \lambda_{N+2,0} \) and \( \lambda_{N,1} \).

Theorem 5.2 is now a direct consequence of the following result, which we will derive from Theorem 5.1 and from the observations above.

**Theorem 5.2.** We have \( \lambda_{N+2,0} < \lambda_{N,1} \). Consequently, the second eigenvalue \( \lambda_{2} \) of (1.7) is given by \( \lambda_{N+2,0} \), and every corresponding eigenfunction \( u \) is antisymmetric, i.e., it satisfies \( u(-x) = -u(x) \) for every \( x \in B \).

**Proof.** Suppose by contradiction that \( \lambda_{2} = \lambda_{N,1} \leq \lambda_{N+2,0} \). Then, noting that the only solid harmonic polynomials of degree zero are the constants, it follows from Proposition 5.1 that (1.7) admits a radially symmetric eigenfunction corresponding to \( \lambda_{2} \). But then \( u \) is a radially symmetric sign changing solution of (1.1) with \( t \mapsto f(t) = \lambda_{2} t \), so it must have Morse index greater than or equal to \( N + 1 \). This contradicts the fact that \( \lambda_{2} \) is the second eigenvalue.

We thus conclude that \( \lambda_{2} = \lambda_{N+2,0} < \lambda_{N,1} \). Combining this inequality with (5.2) and (5.3), we then deduce that \( Z_{\lambda_{2}} = \{(1,0)\} \), and therefore the eigenspace corresponding to \( \lambda_{2} \) is spanned by functions of the form \( x \mapsto V_{1}(x)\varphi_{N+2,0}(|x|) \), where \( V_{1} \) is a solid harmonic polynomial of degree one, hence a linear function, and \( x \mapsto \varphi_{N+2,0}(|x|) \) is an eigenfunction of the problem (5.1) in dimension \( d = N + 2 \) corresponding to the eigenvalue \( \lambda_{N+2,0} \). Since every such function is antisymmetric, the claim follows. \( \square \)
REFERENCES

1. A. Aftalion and F. Pacella, Qualitative properties of nodal solutions of semilinear elliptic equations in radially symmetric domains. Comptes Rendus Mathematique 339, no. 5 (2004): 339–344.
2. D. Applebaum, Lévy processes-from probability to finance and quantum groups. Notices of the AMS 51, no. 11 (2004): 1336–1347.
3. D. Applebaum, Lévy processes and stochastic calculus. Cambridge university press, (2009).
4. R. Bañuelos and T. Kulczycki, The Cauchy process and the Steklov problem. Journal of Functional Analysis 211, no. 2, (2004): 355–423.
5. K. Bogdan and T. Byczkowski, Potential Theory of Schrödinger Operator based on fractional Laplacian. Probability and Mathematical Statistics-wroclaw 20, no.2 (2000): 293–335.
6. C. Bucur and E. Valdinoci, Nonlocal Diffusion and Applications. Vol. 1. Switzerland: Springer International Publishing, (2016).
7. L. Caffarelli and L. Silvestre, An extension problem related to the fractional Laplacian. Comm. PDE 32, no. 8 (2007): 1245–1260.
8. E. Di Nezza, G. Palatucci and E. Valdinoci, Hitchhiker’s guide to the fractional Sobolev spaces. Bulletin des Sciences Mathématiques 136, no. 5 (2012): 521–573.
9. B. Dyda, A. Kuznetsov and M. Kwaśnicki, Eigenvalues of the fractional Laplace operator in the unit ball. Journal of the London Mathematical Society 95, no. 2 (2017): 500–518.
10. M.M. Fall and S. Jarohs, Overdetermined problems with fractional Laplacian. ESAIM Control Optimization Calculus of Variations 21, no.4, (2015): 924–938.
11. M.M. Fall and S. Jarohs, Gradient estimates in fractional Dirichlet problems. arXiv Preprint. https://arxiv.org/abs/1909.07261 (2019).
12. R. A. Ferreira, Anti-symmetry of the second eigenfunction of the fractional Laplace operator in a 3-D ball. Nonlinear Differential Equations and Applications NoDEA 26, no.6 (2019).
13. P. Grisvard, Elliptic problems in nonsmooth domains. Society for Industrial and Applied Mathematics, (2011).
14. G. Grubb, Local and nonlocal boundary conditions for µ-transmission and fractional elliptic pseudodifferential operators. Analysis & PDE 7, no. 7 (2014): 1649–1682.
15. S. Jarohs and T. Weth, On the strong maximum principle for nonlocal operators. Mathematische Zeitschrift 293, no. 1-2 (2019): 81–111.
16. M. Kwaśnicki, Eigenvalues of the fractional Laplace operator in the interval. J. Funct. Anal. 262 (2012), no. 5, 2379–2402.
17. C. S. Lin, On the second eigenfunctions of the Laplacian in \( \mathbb{R}^2 \). Communications in Mathematical Physics 111, no. 2 (1987): 161–166.
18. H. Luo, X. Tung and Z. Gao, Sign-changing solutions for non-local elliptic equations with asymptotically linear term. Communications on Pure and Applied Analysis 17, no. 3 (2018): 1147–1150.
19. X. Ros-Oton and J. Serra, The Dirichlet problem for the fractional Laplacian: regularity up to the boundary. Journal de Mathématiques Pures et Appliquées 101, no. 3 (2014): 275–302.
20. X. Ros-Oton and J. Serra, The Pohozaev identity for the fractional Laplacian. Arch. Rat. Mech.Anal 213 (2014), 587–628.
21. L. Silvestre, Regularity of the obstacle problem for a fractional power of the Laplace operator. Communications on Pure and Applied Mathematics: A Journal Issued by the Courant Institute of Mathematical Sciences 60, no. 1 (2007): 67–112.
22. K. Teng, K. Wang and R. Wang, A sign-changing solution for nonlinear problems involving the fractional Laplacian. Electronic Journal of Differential Equations (2015), No. 109 (2015), 1–12.
23. Z. Wang and H. S. Zhou, Radial sign-changing solution for fractional Schrödinger equation. Discrete Contin. Dyn. Syst 36, no. 1 (2016): 499–508.

African Institute for Mathematical Sciences in Senegal (AIMS Senegal), KM 2, Route de Joal, B.P. 14 18. Mbour, Sénégal.
E-mail address: mouhamed.m.fall@aims-senegal.org

Goethe-Universität Frankfurt, Institut für Mathematik. Robert-Mayer-Str. 10, D-60629 Frankfurt, Germany.
E-mail address: feulefac@math.uni-frankfurt.de
