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We review the existing and present the new results of $k \cdot p$ calculations of the electron, hole, and exciton effective $g$-factors in semiconductor nanocrystals of different shape and symmetry. We propose a simple yet accurate method for calculation of electron $g$-factor size dependence in bare nanocrystals within the eight-band Kane model. Using the spherical approximation for Luttinger Hamiltonian we find the dependence of hole $g$-factor on light to heavy hole effective mass ratio in semiconductor nanostructures with spherical, axial, and cubically symmetric shape. We show that the non-equidistant Zeeman splitting of the four-fold degenerate hole state may take place in cube and spheroidal nanocrystals. We present a comparison of the calculated hole $g$-factors in nanostructures based on II-VI and III-V semiconductors for different sets of the Luttinger parameters and analyze the main effects contributing to the $g$-factor renormalization with the respect to the bulk value. We discuss different approaches to the definition of the hole and exciton $g$-factors which should be taken into account during the analysis of the experimental data and compare our results of $g$-factor calculations with the experimental data for semiconductor spherical nanocrystals and thin nanoplatelets available in the literature.

I. INTRODUCTION

For several decades the synthesis of semiconductor nanocrystals by colloidal chemistry has passed into the state of a mature technology. It provides precise control over the size, shape, and composition of nanocrystals [1–3]. Today colloidal semiconductor nanocrystals (NCs) are widely demanded by the market. The area of NCs application includes solar cells, displays, photodetectors, and molecular sensors [4–10]. All these applications are mostly based on emission or absorption of light by spatially confined electron-hole pairs. Spin properties of confined charge carriers in colloidal nanocrystals are of great interest from both experiment and theory due to the prospect of their use in spintronics and quantum computing devices [11–15]. The control over the spin state of carriers requires knowledge about their $g$-factors, spin coherence times, the fine structure of their states, and states of their complexes.

The $g$-factor determines the response of the electrons, holes, or their complexes to the external magnetic field including the Zeeman energy splitting between spin sublevels. The comprehensive experimental and theoretical studies are being performed in this direction. Using different magneto-optical techniques $g$-factors of electrons, holes and excitons were measured [16–21]. Theoretical understanding of experimental data on electron $g$-factor in semiconductor nanostructures of different size, shape, and dimensionality were developed within multiband $k \cdot p$ theory [22–25] and tight-binding calculation [26, 27]. The surface-induced contribution to the electron $g$-factor in core/shell nanocrystals was studied as well [24].

Quite often researchers extract from experiments $g$-factor of excitons [18, 19], i.e. electron-hole pairs coupled by strong direct and exchange Coulomb interaction. Moreover, colloidal nanocrystals can be in a charged state due to intentional chemical doping, or as a result of photocharging, when electron or hole is trapping to the surface from photoexcited exciton. The subsequent act of photoexcitation of charged nanocrystal results in the formation of a trion, charged three-particle exciton complex. Both in the case of exciton and trion the knowledge of hole $g$-factor becomes crucial. However, much less attention was devoted to the properties of the hole and exciton $g$-factors in semiconductor nanostructures as compared with the electron $g$-factor [28, 29].

In present paper we consider nanocrystals based on direct gap semiconductors with bandgap in $\Gamma$ point of the Brillouin zone with $\Gamma_6$ conduction band (electron spin $S = 1/2, S_z = \pm 1/2$), $\Gamma_8$ topmost valence band (electron spin $J = 3/2, J_z = \pm 1/2, \pm 3/2$) and $\Gamma_7$ spin-split valence band (electron spin $J = 1/2, J_z = \pm 1/2$). The corresponding energy bands are shown schematically in Fig. 1 (a) in the electron representation. It could be, for example, zinc blende modifications of $A_{11}B_{11}$ or $A_{11}B_1$ compounds, such as zbdCdSe and GaAs. Spin projections $J_{xz} = \pm 3/2$ and $J_{zz} = \pm 1/2$ describe so-called heavy and light hole subbands, respectively. In wurtzite modification of CdSe (wz-CdSe), which is widely used for fabrication of colloidal nanocrystals, the effective crystal field splits the $\Gamma_8$ topmost valence subband into two $\Gamma_9$ (heavy holes) and $\Gamma_7$ (light holes) subbands, see scheme in Fig. 1 (b). The heavy and light hole splitting $\Delta_{cr}$ is typically small enough (25 meV in bulk wz-CdSe) to be treated as a perturbation. For these semiconductors dependencies of hole $g$-factor on type and dimensionality of confining potential are calculated with respect to the ratio of light hole and heavy hole masses. We discuss the relationship between various formalisms in defining the hole $g$-factor, common in various communities. The relation between electron, hole, and exciton $g$-factors in different types of nanostructures is also considered. We make the calculations and compare the results with the experimental data for colloidal nanocrystals assuming high potential
barriers for the electrons and holes at the NC surface.

FIG. 1. The band structure of the A_1HIV or A_1HIV typical semiconductor with (a) zinc-blende; (b) wurtzite crystal structure. Note, that for graphic reasons $E_g$, $\Delta SO$ and $\Delta cr$ are shown not to scale.

The rest of the paper is organized as follows: In Sect. II we revisit the electron $g$-factor calculation in the framework of the eight-band $k \cdot p$ model and compare results with the results of the tight-binding calculations as well as with experimental data. In Sect. III we discuss the definition of hole $g$-factor (III A), present semi-analytical effective mass methods and results of calculation of hole $g$-factors in spherical and cube NCs, quantum wires and planar two-dimensional nanoplatelets (NPLs) (III B). We compare the results of the hole $g$-factor calculations in different semiconductor nanostructures with published experimental data and discuss the dependence of hole $g$-factor on its size in Sect. (III C). In Sect. IV we discuss the definition and size dependence of $g$-factor of different exciton states in low-dimensional structures. We summarize our results in Sect. V. The additional details of calculations are presented in Appendices A, B and C.

II. ELECTRON $g$-FACTOR IN THE EIGHT-BAND $k \cdot p$ -MODEL

In the presence of an external magnetic field, electron states with different spin projections on the magnetic field direction split. In the low field regime this splitting is linear on magnetic field strength and it is defined by electron effective $g$-factor or Lande factor $g_e$. Corresponding Zeeman part of the electron Hamiltonian in the low magnetic field limit can be written as:

$$\hat{H}_Z^{(e)} = \mu_B g_e (\mathbf{S} \cdot \mathbf{B}), \quad g_e = \frac{E_{1/2} - E_{-1/2}}{\mu_B B}.$$  \hspace{1cm} (1)

Here $\mu_B = \frac{e h}{2 m_0 c}$ is Bohr magneton, $m_0$ is free electron mass, $e = |e|$ is the absolute value of electron charge, and $E_{\pm 1/2}$ are energies of states with spin projection $S_{ez} = \pm 1/2$ on the direction of magnetic field. The scheme of the electron energy levels splitting is shown in Fig. 2.

FIG. 2. The scheme of Zeeman energy levels splittings of electrons and $\Gamma_8$ holes in bulk zinc-blende semiconductor (a) in electron and (b) in mixed electron-hole representations. $E_h$ and $E_g$ are the hole and electron energy levels in zero magnetic field calculated from the top of the valence band, $E_v = 0$, and the bottom of the conduction band, $E_e = E_g$, respectively. The order of electron and hole levels is shown for positive $g$-factors both for electrons and holes: $g_e > 0$, $g_h > 0$. The circular polarized optical transitions are denoted by $\sigma^+$ and $\sigma^-$. In bulk semiconductors the spin-orbit interaction is usually parametrically strong and $g_e$ differs significantly from the value of free electron $g$-factor $g_0 = 2$ [30]. For example, $g_e = -0.44$ in GaAs [31], $g_e = 0.42$ in zb-CdSe [32], $g_e = 0.68$ in wz-CdSe [33], $g_e = -1.66$ in CdTe [34] and $g_e = 1.2$ in InP [34]. Spatial localization of electrons in nanostructures leads to additional renormalization of $g$-factors and even to their spatial anisotropy [22, 23, 25, 35, 36]. The main mechanisms of conduction band electrons $g$-factor renormalization are well-known, and the theoretical calculations quantitatively well describe the experimental data [23–25, 27, 36]. The value of electron $g$-factor at the bottom of the conduction band in typical semiconductors with zinc blende crystal structure can be calculated within the second-order $k \cdot p$ theory. It was first made to account the contributions from the $\Gamma_8$ and $\Gamma_7$ valence subbands in Ref. [30]:

$$g_e \approx g_0 - \frac{2E_p}{3} \left( \frac{1}{E_g} - \frac{1}{E_g + \Delta SO} \right).$$  \hspace{1cm} (2)

Here $E_p = 2(\langle X | \hat{p}_x | S \rangle)^2/m_0$ is the Kane energy expressed via the interband momentum matrix element. $E_g$ is the bandgap, $\Delta SO$ is the spin-orbit splitting of the valence band. More accurate calculations require consideration of the remote conduction band contributions [37]. In most cases, however, it can be accounted for by a fitting parameter $g_{rb}$ added to $g_0$ in Eq. (2) in order to obtain the experimental value of the bulk electron $g$-factor $g_e$ when the other parameters $E_p$, $E_g$ and $\Delta SO$ are known.
The eight-band Kane or $k \cdot p$ model allows one to account for the effect of the electron localization in low-dimensional structures on the $g$-factor value [24, 38, 39]. It results in the dependence of the electron $g$-factor on the electron size quantization energy $E_e$ counted from the bottom of the conduction band as

$$g_e(E_e) = g_0 + \int (\tilde{g}_e(E_e) - g_0)|\Psi^e(r)|^2 d^3r + g_{sur}, \quad (3)$$

$$\tilde{g}_e(E_e) \approx g_0 + g_{rb} - \frac{2E_e}{3} \left( \frac{1}{E_g} - \frac{1}{E_g + \Delta_{SO} + E_e} \right). \quad (4)$$

Here $\Psi^e(r)$ describes the conduction band contribution to the eight-band electron envelope function $\Psi_e(r)$ and $g_{sur}$ describes the surface/interface contribution proportional to the squared value $|\Psi^e_{sur}|^2$ taken at the surface of the nanostructure or at the interface between two semiconductors in the heterostructure. Importantly, the normalization condition $\int |\Psi^e(r)|^2 d^3r = 1$ [23, 24, 40] implies $\int |\Psi^e(r)|^2 d^3r = A(E_e) < 1$ even in bare core nanocrystals. Generally, the renormalization constant $A(E_e)$ depends on the electron quantization energy $E_e$ and can be found from the dependence of electron effective mass on its energy $m_e(E_e)$ reflecting the nonparabolicity of the conduction band energy dispersion (see for details the Appendix A). As it was shown in Ref. [41], for $E_e \ll E_g$ the renormalization of the conduction band contribution can be expressed as $A(E_e) \approx m_e/m_e(E_e)$ where $m_e \equiv m_e(E_e = 0)$ is the bulk electron effective mass. Combining together the renormalization of the conduction band contribution in Eqs. (3) and (4) we arrive to:

$$g_e(E_e) = g_0 (1 - A(E_e)) + \tilde{g}_e(E_e) A(E_e) + g_{sur} \quad (5)$$

for the bare core nanostructures. The distinctive feature of Eq. (5) is that it allows one to calculate the electron $g$-factor in nanostructures knowing the bulk semiconductor parameters $E_p, E_g, \Delta_{SO}, m_e, g_e$ and the surface contribution $g_{sur}$.

As it follows from Eqs. (4) and (A3), additional localization in nanostructures changes the electron $g$-factor noticeably only if the size-quantization energy $E_e$ is comparable with the bandgap $E_g$. Such a situation is realized in small nanocrystals and, especially, in nanoplatelets where the localization length of charge carriers, at least in one dimension, is about 1 or 2 nm (see Fig. A1). As a result, the contribution of the valence band to the electron $g$-factor decreases with $\tilde{g}_e(E_e)$ tending to $g_0 + g_{rb}$ and $A(E_e)$ decreasing, so that the $g_e(E_e)$ values become closer to $g_0$. Importantly, the eight-band $k \cdot p$ calculations of the electron $g$-factor, according to Eq. (5) provide a very good agreement with results of tight-binding calculations [27] for spherical NCs made from wz-CdSe, CdTe, GaAs, and InP, see Fig. 3. We used the same set of bulk parameters for the $k \cdot p$ calculations in Fig. 3 obtained by the tight-binding calculations in [27], see Table A1.

In Fig. 4 the dependencies of the electron $g$-factor on the radius of wz-CdSe and zb-CdSe nanocrystals calculated according to Eq. (5) are shown by the green and violet solid lines, respectively. Calculations are made with the set of parameters from Refs. [33 and 42] and $g_{rb} = 0.02$ for wz-CdSe and from Ref. [32] and $g_{rb} = -0.125$ for zb-CdSe, correspondingly, and with $g_{sur} = 0$. Dashed lines show the calculations according to Eq. (4). One can see that the difference between solid, $g_e(E_e)$, and dashed, $\tilde{g}_e(E_e)$, lines increases with decreasing of NC size related to the $A(E_e)$ effect while the difference between $g$-factors calculated for zb- and wz-CdSe decreases. We show also the values of the $g$-factors measured by the pump-probe Faraday rotation experiment in Refs. [17 and 43] for wz-CdSe ($g_1$ and $g_2$ values) and in Ref. [44] for zb-CdSe. Calculated $g_e(E_e)$ dependence for wz-CdSe is in a good agreement with the experimental data ($g_1$ values) from Refs. [17 and 43] shown by filled red and blue circles and attributed the ground state electron $g$-factor. Note, that a good agreement of the calculated size dependence of electron $g$-factor with experiment can be achieved with more than one set of $k \cdot p$ model parameters. In Refs. [17, 24] another set of parameters was used together with the general boundary condition assuming non-vanishing electron wave function at NC surface resulting in $g_{sur} \neq 0$.

It is noteworthy, that the second set of experimental data for wz-CdSe, $g_2$ values, given by open symbols in Fig. 4(a), as well as the data for zb-CdSe, can not be described by the calculated dependence for electron $g$-factor at lowest quantum size level, 1.5. There were different assignments of these values to the exciton $g$-factor [17] and surface-localized electron $g$-factor [43] for wz-CdSe and to the electron $g$-factor for zb-CdSe [44]. Wherein, $g_1$ values corresponding to the electron $g$-factor size dependence in zb-CdSe were not observed in spherical NCs. Interestingly, the values larger than $g_1$ and very close to
\( g_2 \) in small NCs can be obtained from Eq. (5) for electrons localized at the excited 2\( S_e \) size-quantization level. While the calculations of the surface-localized electron \( g \)-factor are beyond the scope of the present paper, we will discuss the possibility to assign the \( g_2 \) values to the exciton \( g \)-factor in Sect. IV.

Recently, \( g \)-factor of the localized resident electron was measured in zb-CdSe nanoplatelets with thickness of 3, 4 and 5 monolayers (ml) by spin-flip Raman scattering (SFRS) [45]. The attribution of the obtained \( g \)-factors to the resident electron (not exciton) is justified by the polarization selection rules [45, 46]. In Fig. 4(b) the measured results are given by black squares. The solid and dashed lines are results of the calculations according Eq. (5) for electrons in the NPLs with parabolic and box-like confining potentials, respectively (see Appendix A). One can see that the parabolic potential better describes the experimental data while the measured \( g \)-factors are about 10 \% larger than calculated for the box-like potential. However, the discrepancy can be related to the effect of the \( g \)-factor anisotropy in the NPL neglected in the presented calculations as well as to the effect of the additional in-plane localization of the resident electron. Therefore, we will examine further the effect of both confining potentials on the hole and exciton \( g \)-factors and compare the calculated values with the experimental data.

Besides the renormalization of the \( g_e \)-factor controlling the Zeeman splitting of spin sublevels, electron localization in the nanostructure also leads to the renormalization of the orbital effective \( g \)-factor (orbital magnetic momentum) [24, 47]. The orbital magnetic field effect comes from the electron kinetic energy term \( k^2/2m_e \), where the electron wave vector \( k \) is replaced by \( k + \frac{\gamma}{2} A \), where \( A \) is the vector potential of the applied magnetic field. By this term, one takes into account the velocity generated by the envelope wave function. As it was shown in [47], there is also the second contribution to the orbital magnetic momentum generated by velocity coming from the Bloch functions. We restrict our consideration hereafter by the account only by the envelope velocity contribution. The size dependence of the orbital effective \( g \)-factor is then controlled by the \( m_e/m_c(E_c) \) ratio [24]. However, the envelope orbital magnetic field effect does not influence the electron states in bulk semiconductors, and the lowest electron states with zero orbital momentum in most nanostructures. As we show below, the situation is significantly different for the holes where the orbital contribution leads to the substantial variation of hole \( g \)-factors between different nanostructures.

III. HOLE \( g \)-FACTOR

A. Definition

In the present paper, we consider the hole from the four-fold degenerate \( \Gamma_e \) valence subband for semiconductors with relatively large spin-orbit splitting (for CdSe, ZnSe \( \Delta_{SO} \sim 400 \text{ meV} \)). In these materials, the spin-split valence subband can be safely neglected from consideration. We also neglect the cubic symmetry of the crystal environment (valence band warping) as it affects the presented results only quantitatively but not strongly. With these approximations the valence band holes in the external magnetic field can be described by the following Hamiltonian, which we rewrite in the hole representation as the sum of three contributions:

\[
\hat{H} = \hat{H}_L + \hat{H}_{Z}^h + \hat{H}_B.
\]  

Here

\[
\hat{H}_L = \frac{k^2}{2m_0} \left[ \left( \gamma_1 + \frac{5}{2} \gamma \right) k^2 - \gamma \{k_\alpha k_\beta\} \{J_\alpha J_\beta\} \right].
\]  

FIG. 4. Size dependencies of the electron \( g \)-factor: (a) in spherical wurtzite (green lines) and zinc blende (purple lines) CdSe nanocrystals. Solid (dashed) lines are calculated for the ground \( 1S_e \) state of the infinite box-like potential according to Eq. (5) (Eq. (4)) with parameters from Refs. [33 and 42] and Ref. [32] for wz-CdSe and zb-CdSe, respectively. Symbols correspond to experimental \( g \)-factors observed via the pump-probe Faraday rotation in wz-CdSe NCs, Refs. [17] (blue circles), [43] (red circles) and zb-CdSe NCs [44] (black triangles); (b) in zb-CdSe nanoplatelets calculated for the \( 1S_e \) state in the infinite box-like (dashed line) and parabolic (solid line) confining potential. Black squares are localized resident electron \( g \)-factors in zb-CdSe NPLs obtained via the SFRS in Ref. [45].
is the Luttinger Hamiltonian [48, 49] in hole representation in zero magnetic field describing hole kinetic energy in spherical approximation. Operator $J$ is the hole internal angular momentum operator, for $\Gamma_8$ valence subband $J = 3/2$, $\gamma_1$ and $\gamma = (2\gamma_2 + 3\gamma_3)/5$ are Luttinger parameters related to the bulk light-hole, $m_{hh} = m_0/(\gamma_1 + 2\gamma)$, and heavy- hole, $m_{hh} = m_0/(\gamma_1 - \gamma)$, effective masses.

Following the classical approach introduced by Luttinger [48], the Zeeman part of free hole Hamiltonian, $\hat{H}_Z^{(h)}$, has the form:

$$\hat{H}_Z^{(h)} = -2\mu_B \kappa (J_h B) = +2\mu_B \kappa (J_e B),$$

where $\kappa$ is the magnetic Luttinger parameter [48], which value can be estimated by perturbation theory as [30]:

$$\kappa \approx -2/3 + 5\gamma/3 - \gamma_1/3.$$  \hfill (9)

Here $J_h$ is the hole spin operator in hole representation (in what follows $J \equiv J_h$) and $J_e$ is the electron spin operator in valence band in the electron representation. Both in the electron and hole representations, the sign of $g_h$ and the relative sign between the Zeeman term and kinetic energy remains the same as the change of representation results in sign inversion of both energy and spins.

The second, orbital, contribution from magnetic field to the hole Hamiltonian, $\hat{H}_B$, comes from the hole wave vector $k$ being replaced by $k - \frac{e}{\hbar} A$. The explicit form of $\hat{H}_B$ can be found in Ref. [50] (in the units of the heavy hole effective Rydberg energy) and in Appendix B (in the units of $\mu_B B$). In semiconductors with the cubic lattice symmetry, one can also separate the cubically symmetric contribution to the Zeeman part of hole Hamiltonian, originating from the valence band warping, $\propto \gamma (B_x J_x^3 + B_y J_y^3 + B_z J_z^3)$. In most semiconductors the cubic Luttinger parameter $\gamma$ is small, and the cubic contribution to the hole Zeeman splitting is much smaller than the isotropic contributions $\hat{H}_Z^{(h)}$ and $\hat{H}_B$ [51]. Cubic contribution plays an important role only if symmetric contributions lead to the absence of hole Zeeman splitting. For example, such a situation is realized for heavy holes in in-plane symmetric quantum well-like structures with the magnetic field applied in the structure plane.

In what follows, we consider the low field regime, and only linear on magnetic field terms are taken into account. In that case, for a bulk hole, the orbital contribution $\hat{H}_B$ disappears. However, for the localized hole, the states with different orbital momenta are mixed, and $\hat{H}_B$ becomes important. Also, in high magnetic fields, the contributions from quadratic on magnetic field terms appearing from $\hat{H}_B$ become important even for bulk holes. It results in a diamagnetic shift and strong mixing of hole states with $J_{hz} = \pm 3/2$ and $J_{hz} = \pm 1/2$ and a consequent possible magnetic field dependence of the hole effective $g$-factor.

Here we use the following definition of the hole effective $g$-factor [52, 53]:

$$g_h = \frac{E_{-J_{hz}} - E_{+J_{hz}}}{2J_{hz} \mu_B B} = \frac{E_{-3/2} - E_{3/2}}{3\mu_B B} = \frac{E_{-1/2} - E_{1/2}}{\mu_B B},$$

where $J_{hz}$ is the hole spin projection on the magnetic field direction (which is chosen along the $z$-axis). The positive $g$-factor corresponds to the hole ground state with positive spin projection $J_{hz}$. It is convenient to write the effective Zeeman Hamiltonian (8) as

$$\hat{H}_Z^{(h)} = -\mu_B g_h J_{hz} B.$$  \hfill (11)

Hamiltonian (11) describes the splitting of the otherwise four-fold degenerate hole ground state in bulk crystals as well as in spherically-symmetric structures having the same $g$-factor for light and heavy holes. For example, in bulk semiconductors, the Zeeman effect for both light ($J_{hz} = \pm 1/2$) and heavy ($J_{hz} = \pm 3/2$) holes is characterized by the same $g$-factor $g_h = g_{hh}^{bulk} = 2\kappa$. Note that the actual Zeeman splitting of heavy holes ($J_{hz} = \pm 3/2$) is three times larger than that of light holes ($J_{hz} = \pm 3/2$) for the same $g$-factor: $\Delta E_{3/2} = 3 \Delta E_{1/2}$. The scheme of hole energy levels splitting both in the electron and hole representations for non-interacting electron and holes is shown in Fig. 2.

The definition Eq. (10) and Hamiltonian Eq. (11) are widely used in the physics of colloidal nanocrystals with $J_{hz}$ being changed by the total angular momentum projection $M$ [21, 53–57]. We will hereafter the definition of Eqs. (10), (11).

It has to be noted, that another definition of hole $g$-factor with the opposite sign as compared with (10) and (11), is also widely used in literature, see, for example, Refs. [58–61]. Moreover, especially for structures with strong light and heavy holes splitting, the heavy hole Zeeman splitting is often defined as $\Delta E_{3/2} = E_{+3/2} - E_{-3/2} = \mu_B g_{hh} B$ with $g_{hh} = -3g_h = -6\kappa$ [58, 59] describing the whole Zeeman splitting of heavy holes. While all definitions of hole $g$-factor follow from the same Zeeman contribution to hole Hamiltonian Eq. (8) and describe the same splitting of hole states in the magnetic field, one should carefully consider the chosen definition when comparing of the calculated $g$-factors with experimentally evaluated data.

**B. Hole effective $g$-factor in low-dimensional structures**

The symmetry considerations have proven themselves very helpful in the analysis of hole states in the complex valence band.[62–66] For localized holes, their internal angular momentum and its projections are not good quantum numbers anymore. For example, in spherically symmetric systems, the states could be classified by}
the hole total angular momentum.\[49, 64, 65, 67\] In axially symmetric structures, the good quantum number is the total angular momentum projection on the symmetry axis.\[65, 66\] In structures with an inversion center, one can use a state "parity" as a quantum number to classify hole states.\[62, 66\] The states with odd and even parity are an analog of electron spin-up and spin-down states and are degenerate in zero magnetic field.

For a localized hole Hamiltonian takes a form

$$\hat{H} = \hat{H}_L + \hat{H}_Z^{(h)} + \hat{H}_B + V_{\text{ext}}(r),$$

where the potential $V_{\text{ext}}(r)$ is a quantum structure potential acting on the hole. For a free in an exciton or an acceptor, $V_{\text{ext}}(r)$ is the Coulomb potential. The profile, as well as the symmetry of $V_{\text{ext}}(r)$, strongly affect the structure of the hole wave function and, therefore, its $g$-factor.

In the general case, the problem of hole $g$-factor calculation can not be solved analytically or even semi-analytically. Although, in some special cases, the symmetry of the system allows one to simplify the calculation and obtain an expression for the hole $g$-factor in closed semi-analytical form. In this section, we present methods for the hole $g$-factor calculation in such special cases. The main effect of the $V_{\text{ext}}(r)$ on the hole $g$-factor is the additional mixing of the states from the heavy and light-hole subbands depending on the mass ratio $\beta = m_{lh}/m_{hh} = (\gamma_2 - 2\gamma)/(\gamma_1 + 2\gamma)$. The additional spin-orbit interaction induced by the external potential makes the hole internal angular momentum $J_h$ not a good quantum number. We assume in the following that the hole states in each nanostructure are characterized by the total angular momentum projection $M$ on its symmetry axis, which is parallel to the $z$-direction, and consider the magnetic field along $z$ as well. In this case, one can use the definitions similar to Eqs. (10) and (11) for the hole effective $g$-factor and Zeeman term, respectively, with $J_0$ replaced by $M$. However, except for the spherically symmetric confining potential, the Zeeman splitting of the light and heavy subbands might be controlled by the different effective $g$-factors depending on $|M|$, so that it is instructive to define

$$g_{h,|M|} = \frac{E_{-M} - E_{+M}}{2M\mu_B B}, \quad \hat{H}_Z^{(h)} = -\mu_B g_{h,|M|} MB.$$

The first correction to the hole effective $g$-factor as compared with bulk comes from the renormalization of the Zeeman term $\propto z$ of Eq. (8). This renormalization $(\Psi_M|J_z|\Psi_M)/M$ is a function of $\beta$, which particular form is controlled by the shape and type of nanostructure potential as it causes the mixing of holes states with different spin projections on the magnetic field direction. The second one is related to the orbital contribution $\propto \gamma_1$ and $\gamma$ and is also controlled by some function of $\beta$. For each semiconductor there are several parametrizations, ones we use are taken from \[68-70\]. For our estimations, we considered materials with zinc blende crystal structure with the inclusion of wurtzite modification of CdSe.

1. Hole $g$-factor in spherically symmetric potentials

The spherically symmetric structures represent the special case of the highest possible symmetry. In spherically symmetric external potential $V_{\text{ext}}(r) \equiv V_{\text{mph}}(r)$, hole states can be classified by its total angular momentum.\[49, 64, 65, 67\] Its wave function can be written following \[49\] as

$$\Psi_M = \sqrt{2j + 1} \sum_{l} (-1)^{l-3/2+M} i^{l} R_{j_l}(r) \times \sum_{m+\mu=M} \left( \frac{l}{m} \frac{3/2}{\mu} \frac{j}{-M} \right) Y_{l,m} u_{\mu},$$

where $j = J_h + l$ is the hole total angular momentum with $M$ being its $z$-axis projection (in considered case $j = 3/2$, $J_h = 3/2$), $l$ is the hole orbital momentum, $Y_{lm}$ are spherical harmonics, $\beta$ is the magnetic field strength. For details see Appendix B, Eq. (B1)). The hole ground state is four-fold degenerate $SD$-like state and consists of functions with $l = 0$ and $l = 2$. For simplicity, we denote the respective radial functions as $R_0$ and $R_2$. Taking into account the spherical symmetry of the structure one can simplify the Schrödinger equation and reduce it to the system of two equations for $R_0$ and $R_2$ \[49\].

In external magnetic field the four-fold degenerate ground state splits into four equidistant levels with $M = \pm 3/2, \pm 1/2$. As in a bulk semiconductor, such a splitting is characterized by the single $g$-factor $g_{h,3/2} = g_{h,1/2} = g_{h}^{\text{mph}}$ according to (13). The expression for $g_{h}^{\text{mph}}$ was first obtained in Ref. \[52\] for the hole bound to the acceptor Coulomb potential. We rewrite it as

$$g_{h}^{\text{mph}} = 2\kappa S(\beta) + \frac{4}{5} \gamma_1 I(\beta),$$

where $S(\beta) = 1 - \frac{4}{5} I_0(\beta^2), \quad I(\beta) = 1 - \frac{2\beta}{1 + \beta} I_1 + \frac{2\beta}{1 + \beta} I_2.$

Function $S(\beta)$ describes the renormalization of the spin Zeeman contribution $H_B^Z$, function $I(\beta)$ describes the orbital contribution to $g$-factor correction stemming from $H_B$. Integrals $I_1$ and $I_2$ were introduced in Ref. \[52\]:

$$I_1 = \int_0^\infty r^3 R_2(r) \frac{dR_0(r)}{dr} dr, \quad I_2 = \int_0^\infty r^2 R_2^2(r) dr.$$

It is worth noting, that if the hole wave function does not vanish on the surface of the nanocrystal or in the case of the hole confined in the core-shell spherical nanocrystal constructed from the semiconductors with strongly different values of Luttinger parameters, one has to use
another expression for the $I^g_1$ in each material:

$$I^g_1 = \frac{1}{2} \int \left[ r^3 \left( R_2(r) \frac{dR_0(r)}{dr} - R_0(r) \frac{dR_2(r)}{dr} \right) - 3r^2 R_0(r) R_2(r) \right] dr. \quad (17)$$

The exact values of $I^g_1$ and $I^g_2$, and, therefore, $S(\beta)$ and $I(\beta)$, depend only on profile of the confining potential and on light to heavy hole effective mass ratio $\beta$ but not on the characteristic size of the localized hole wave function. The expression (15) is obtained for low magnetic fields, when only linear on magnetic field terms are taken into account by perturbation theory. Considering quadratic on magnetic field terms requires numerical solution of Schrödinger equation.

Now we consider $g$-factor of a hole in spherical NC in more detail. For the box-like infinite potential $V_{\text{box}}^\text{sph}(r)$ radial wave functions $R_0$ and $R_2$ can be found analytically, see Refs. [73 and 74]. For smooth parabolic or Gaussian potentials $V_{\text{p.Gauss}}^\text{sph}(r)$, although the solution cannot be found analytically, the variational method can be used. It allows one to obtain the hole wave function for any light to heavy hole effective mass ratio in a simple analytical form, which demonstrates a good agreement with numerical calculations not only for the energy of the ground state but also for the hole wave function itself.[75] Thereby, the integrals (16) contributing to the hole $g$-factor for parabolic and Gaussian potentials can be easily calculated as well. We have demonstrated that integrals $I^g_1$ and $I^g_2$ almost the same dependence on $\beta$ for both mentioned types of smooth potentials [75]. The wave functions of the hole localized on an acceptor with the Coulomb potential of a charged center also can be found by variational method [76] or numerically [67]. For resting exciton (with the vanishing momentum of the center of masses), the solution is the same as for the acceptor with the renormalized Luttinger parameter $\gamma'_l = \gamma_l + m_0/m_e$, with $m_e$ being electron effective mass. Due to the renormalization, which makes the effective $\beta$ closer to unity as the electron usually is much lighter than the heavy hole, the effects of the complex band structure are substantially weaker for a hole in an exciton than for a hole in an acceptor.

The dependencies of functions $S(\beta)$ and $I(\beta)$ for box-like, parabolic, Gaussian, zero-radius, and Coulomb potentials are shown in Fig.5. Note, that the sign of $S(\beta)$ remains always the same and its absolute value decreases up to 3/5 of the bulk value for $\beta = 0$. In opposite, function $I(\beta)$ is negative and may result in the change of $g_h$ sign as compared with bulk hole $g$-factor $g^\text{bulk}_h$. For NCs with parabolic and Gaussian potential profiles the values of $I^g_1$ and $I^g_2$ are almost the same for given material parameters.[75] Here we denote the strong Gaussian potential as potential, which characteristic size is comparable with hole wave function localization length. The characteristic size of weak Gaussian potential is much smaller that hole wave function localization length. [75]

Although, for box-like potential with abrupt infinite barrier $I^g_1$ and $I^g_2$ can be quite different. The $g$-factors of hole in exciton and acceptor are different as well due to renormalization of Luttinger parameter $\gamma_1$ in exciton.[67]

2. Hole $g$-factor in nanocrystals of spheroidal shape

Now we consider axially symmetric NCs with the shape of spheroid (ellipsoid of revolution). We assume that the symmetry axis, which is the short axis in oblate (or long axis in prolate) NC, is directed along $z$. The deviation from the spherical shape is assumed to be small and can be treated as a perturbation of the spherical NC. Such axially-symmetric perturbation splits the hole ground state into two Kramers doublets with spin projections $M \pm 3/2$ and $M \pm 1/2$ on the crystal axis similar to the effect of the internal crystal field in wurtzite semiconductors.[54, 75, 77, 78] The total anisotropic splitting of the hole states is given by $\Delta = v_{cr}(\beta)\Delta_{cr} + \Delta_{sh}$ with the crystal field-induced splitting $v_{cr}(\beta)\Delta_{cr}$ being independent of $\alpha$ and the shape anisotropy induced contribution increasing as $\Delta_{sh} \propto v_{sh}(\beta)\mu/a^2$ in small NCs. The proportionality coefficient $v_{sh}(\beta)$ is different for the abrupt box-like and smooth parabolic potentials and may have opposite signs for $\beta < 0.14$. [75] For the vast majority of Luttinger parameters sets in oblate NCs the ground state is a state with the total angular momentum projection $M = \pm 3/2$ on NC axis (it will be referred as heavy holes as it consists mostly of Bloch states with $J_{hz} = \pm 3/2$), and $M \pm 1/2$ (light holes) in prolate NCs.[50, 75, 77] Note, that changing $\Delta_{sh}$ one can compensate crystal field related splitting and even reverse the sign of the total splitting. For example, for wz-CdSe with $\beta = 0.28$, the "quasi-spherical" situation with $\Delta = 0$ and degenerate hole state can be realized for both types of the confining potentials with the prolate shape. Below
we study the effect of such nanocrystal anisotropy on the heavy and light hole $g$-factors, $g_{h,3/2}$ and $g_{h,1/2}$, correspondingly.

As an example we consider the parabolic confining potential. Following Ref. [75], we introduce the shape anisotropy of quantum dot as anisotropy of its potential:

$$V_{\text{ext}}(r) \equiv V_p^\text{an}(\rho, z) = \frac{\kappa_\rho}{2} r^2 + \frac{\kappa_z}{2} z^2$$

A(18)

$$= \frac{\kappa}{2} r^2 + \Delta V_p^\text{an}(\rho, z, \mu),$$

$$\Delta V_p^\text{an}(\rho, z, \mu) = -\kappa \mu \left( z^2 - \frac{1}{3} r^2 \right).$$

Here $\kappa = (2\kappa_\rho + \kappa_z) / 3$ is the average stiffness of parabolic potential and $\mu$ is the anisotropy parameter:

$$\mu = \frac{(\kappa_\rho - \kappa_z)}{2\kappa}, \quad \kappa_\rho \approx \kappa \left( 1 + \frac{2}{3} \mu \right), \quad \kappa_z \approx \kappa \left( 1 - \frac{4}{3} \mu \right).$$

The dependence of the light-heavy hole energy splitting $\Delta E_{\text{an}} = E_{1/2} - E_{3/2}$ on $\mu$ was studied in Ref. [75]. At small enough $\mu$ this dependence is linear and can be calculated within the first-order perturbation theory. The slope $\Delta E_{\text{an}} / (\mu E)$ depends only on effective mass ratio $\beta$. The dependencies of light and heavy holes $g$-factors on the anisotropy parameter $\mu$ calculated for zinc blende CdSe are shown in Fig. 6(a). In Fig. 6(b) the similar dependencies for cubic NCs are shown, for details see section III B 3.

One can see, that at small enough $\mu$, the dependencies shown in Fig. 6(a) are also linear and can be approximated as

$$g_{h,3/2} = g_{h}^{\text{sph}} - \alpha_{3/2} \mu, \quad g_{h,1/2} = g_{h}^{\text{sph}} - \alpha_{1/2} \mu,$$  

(19)

where $\alpha_{3/2}$ and $\alpha_{1/2}$ are some constants. From Fig. 6(a) one can see, that slopes $\alpha_{3/2}$ and $\alpha_{1/2}$ have not only opposite signs but also different absolute values. In other words, in anisotropic nanocrystals the light and heavy holes $g$-factors would be different. The numerically calculated dependencies of $\alpha_{3/2}$ and $\alpha_{1/2}$ on the light to heavy hole mass ratio $\beta$ are shown in Fig. 7.

As our analysis showed, the coefficients $\alpha_{3/2}$ and $\alpha_{1/2}$ can be calculated by perturbation theory as first-order corrections coming from $H_B$ by using wave functions, which already take into account the shape anisotropy in zero magnetic field.

Alternatively, one can use a coordinates substitution $x \rightarrow x \sqrt{\kappa / \kappa_\rho}, \quad y \rightarrow y \sqrt{\kappa / \kappa_\rho}, \quad z \rightarrow z \sqrt{\kappa / \kappa_z}$, which makes a quantum dot potential spherical so that $\Delta V_p^\text{an} = 0$ but result in additional terms in the kinetic energy Luttinger Hamiltonian $H_L \rightarrow H_L + \tilde{H}_L^\text{an}$ [76] and $H_B \rightarrow H_B + \tilde{H}_B^\text{an}$. The $\tilde{H}_B^\text{an}$ can be found in [75] and Appendix B, the $\tilde{H}_B^\text{an}$ is given by:

$$\tilde{H}_B^\text{an} = -2\gamma \mu B J_y J_z + J_y J_y. \quad (20)$$

To calculate the corrections to hole $g$-factors due to the anisotropy in this method, one has to calculate the corrections to the energy splittings $\Delta E_M$ from Eq. (20) in the first-order of perturbation theory and mutual corrections from the $H_B$ and $H_L^\text{an}$ in the second-order perturbation theory. The derivation of the analytical expressions for $\alpha_{hh}$ and $\alpha_{lh}$ is, therefore, the problem for a separate paper.

The method of the coordinates substitution $x \rightarrow x b / a, \quad y \rightarrow y b / a, \quad z \rightarrow z c / a$ can be also used for the spheroidal
nanocrystals with abrupt box potential at the surface 
\(x^2/b^2 + y^2/b^2 + z^2/c^2 = 1\). In this case, the small 
anisotropy parameter is given by \(\mu = c/b - 1\) with 
c \(\approx a(1 - 2\mu/3), b \approx a(1 + \mu/3)\) \([77]\). Similarly, this 
method can be applied to treat the anisotropy in the 
NCs of square cuboid shape with abrupt box-like 
potential and dimensions 2b and 2c. The coordinate substitution 
transforms them into the NCs of cubic shape with the cube edge 2a. Such nanocrystals with the cubic 
shape are considered in the next subsection III B 3 and 
Appendix C.

It is worth noting, that in contrast to the potential 
shape anisotropy, the effective crystal field perturbation \(\propto \Delta_{cr}\) in wurzite semiconductors does not affect the hole 
g-factors (while magnetic field is weak enough). Thus, 
the crystal field and magnetic field perturbations can be 
taken into account separately, and both light and heavy 
hole Zeeman splittings in spherical wurzite NCs can be 
described by \(g^\text{eph}_{h}\). In contrast, one needs two g-factors, 
g_{h,3/2} \neq g_{h,1/2}, \) for ”quasi-spherical” wurzite NCs.

3. Hole g-factor in nanocrystals of cubic shape

Here we consider nanocrystals with the infinite potential 
of cubic shape or cube NCs (see details in Appendix C). Note, that we still neglect the effects of cubic symmetry of crystal lattice. In this case, the system under study loses its spherical and even axial symmetry. The total angular momentum and its projection on magnetic field direction (unless the magnetic is directed along one of the cubic axes) are not good quantum numbers. Importantly, the hole ground state remains four-fold degenerate in zero magnetic field because cubic anisotropy does not split states with total angular momentum less than 5/2 (as it would be in spherically symmetric NC) \([79]\).

We have shown before \([80]\), that in spherical NCs with box-like or parabolic potential the energies of the two lowest hole states with the total angular momentum \(j = 3/2\) but different orbital momenta (SD-like with \(l = 0, 2\) and PF-like with \(l = 1, 3\)) become close to each other at small values of \(\beta\) as well. However, the SD-like state remains the lowest energy state for all \(\beta\) values in spherically symmetric potentials. The striking feature of cube nanocrystals is that there is a range of \(\beta\) values, where the hole ground state is a PF-like (\(E_1\)) state instead of SD-like (\(E_0\)) one. The dependencies of the energies of two lowest hole states, \(E_0\) and \(E_1\), on \(\beta\) in zero magnetic field are shown in Fig. C1 (a) in Appendix C.

In the range of \(\beta\) where the intersection occurs, the energy of both states are close to each other. This is reflected in the significantly different contributions from different Bloch states to the \(E_0\) state comparing to the range of \(\beta\) values, where the \(E_0\) and \(E_1\) energies are far from each other (see Fig. C1(b) in Appendix C). This fact exhibits itself in the values of hole g-factors as functions of \(\beta\) even for the magnetic field directed along the symmetry axis \(z\) of the cubic NC.

![Fig. 8](image-link)  
**FIG. 8.** The dependencies (a) \(Q_{1,|M|}(\beta)\) and (b) \(Q_{2,|M|}(\beta)\) for the light (\(|M| = 1/2\)) and heavy (\(|M| = 3/2\)) hole two 
first quantum states \(E_0\) and \(E_1\) in nanocrystal of cubic shape 
calculated numerically.

The hole effective g-factors for the light (\(|M| = 1/2\)) and heavy (\(|M| = 3/2\)) hole states can be written as

\[
g_{h,|M|} = 2\alpha Q_{2,|M|}(\beta) + \gamma_1 Q_{1,|M|}(\beta),
\]

where functions \(Q_{1,|M|}(\beta)\) and \(Q_{2,|M|}(\beta)\) depend only on light to heavy hole effective mass ratio \(\beta\) and describe the orbital contribution to hole g-factor and the renormalization of the spin contribution, respectively. In contrast to the spherical case, these functions are now different for the heavy and light hole g-factors.

The dependencies of the functions \(Q_{1,|M|}(\beta)\) and \(Q_{2,|M|}(\beta)\) for two lowest quantum states of cube NC calculated numerically are shown in Fig. 8. It is interesting, that even in cubic nanocrystal, where the hole ground and first excited states in zero magnetic field are four-fold degenerate, the g-factors of heavy and light holes are different and at some band parameters can have even opposite signs. Such a situation is demonstrated in Fig. 6 (b), there the dependencies of light and heavy hole ground state g-factors are shown as functions of cuboid CdSe NC anisotropy parameter \(\mu\). This effect is the manifestation of the breaking of spherical symmetry and can be qualitatively understood by considering a cubic contribution \(Q(B_3J_3^2 + B_yJ_y^3 + B_zJ_z^3)\) to the spherically-symmetric hole Hamiltonian with a large \(Q\) (unless neglected term with a small \(q\) in bulk semiconductors and spherical nanocrystals, which originates from cubic sym-
state has a small admixture of the valence band states with light hole states [50] with heavy holes will be different.

Function $W_1(\beta)$ describes the orbital contribution to g-factor correction stemming from $\hat{H}_B$ while the function $W_2(\beta)$ describes the renormalization of the spin Zeeman contribution $\hat{H}_Z$. Note, for the cylindrical core/shell heterostructure or nonvanishing hole wave function at the cylindrical surface, more general expression for each material is:

\[
H(\beta) = \int_0^\infty \left( \psi_2(\rho) \frac{d\psi_1(\rho)}{d\rho} - \psi_1(\rho) \frac{d\psi_2(\rho)}{d\rho} \right) \rho^2 d\rho - 2 \int_0^\infty \psi_1(\rho) \psi_2(\rho) \rho d\rho. \tag{25}
\]

Functions $W_{1,2}(\beta)$ for parabolic and strong Gaussian potentials (solid line) and weak Gaussian potential (dotted line) are shown in Fig. 9. The accuracy of Eq. (23) was checked with the numerical calculation. For infinite box-like potential both $F(\beta)$ and $H(\beta)$ are close to zero due to negligible mixture of hole states and $\psi_2$ in (22) being small.

5. Hole g-factor in a nanoplatelet

In a quantum well-like nanocrystal, nanoplatelet, where the thickness is much smaller than in-plane dimensions, the heavy and light hole states are strongly split in zero magnetic field (about 150 meV in 4 ml NPL [82]). In the in-plane isotropic NPL, the hole ground state is characterized by the total angular momentum projection $M = \pm 3/2$ on the symmetry axis directed perpendicular to the NC plane (z-axis). In the limiting case of an isotropic NC structure with infinite in-plane size, the hole ground state is composed only of the heavy hole valence band states with $J_{hz} = \pm 3/2$ with a vanishing admixture of light holes. Therefore, in the limiting case of a two-dimensional (2D) structure with the vanishing width to in-plane size ratio there is no renormalization of the spin Zeeman effect. However, as it is was shown in Ref. [83], the orbital corrections to the heavy hole g-factor $g_{h,3/2} = g_{h,3/2}^{2D}$ coming from the $\hat{H}_B$ in the first order perturbation theory for magnetic field directed along the symmetry axis are present due to the quantization of $k_z$ and magnetic field induced heavy and light hole mixing (see details in Appendix B):

\[
g_{h,3/2}^{2D} = 2\pi - 4 \hbar^2 \sum_{n=-\infty}^{\infty} \frac{[\langle lh_{2n}|\gamma k_z|hh_1\rangle]^2}{E_{lh_{2n}} - E_{hh_1}}. \tag{26}
\]
Here $|h_{h_1}\rangle$ is the envelope wave function of heavy hole ground state of the quantization along $z$-axis, $|h_{h_{2n}}\rangle$ are wave functions of even excited states of a light hole, $E_{hh_{1}}$ and $E_{hh_{2n}}$ are the corresponding energies. After summation Eq. (26) for 2D hole $g$ factor can be written as

$$g_{h,3/2}^{2D} = 2\kappa - \frac{\gamma_1}{3} (G(\beta)),$$

(27)

where $G(\beta)$ depends only on $\beta$ and the type of the localization potential along the $z$ direction. In a similar way, one may obtain the 2D-limiting case expression for the light-hole $g$-factor, $g_{h,1/2}^{2D}$, at the lowest light-hole size-quantization level, $E_{lh_{1}}$, (see Eq. (B14)). In this case, the corrections to the bulk value $2\kappa$ come from the admixture of the even excited states of the heavy-hole, $E_{hh_{2n}}$. Importantly, a proximity of the lowest light-hole state energy with one of the energies $E_{hh_{2n}}$ of the heavy-hole may result in a giant enhancement of the light-hole Zeeman splitting [59]. Even in the absence of such a giant enhancement, for example in the case of thin CdSe NPLs, $g_{h,1/2}^{2D} \neq g_{h,3/2}^{2D}$.

The dependencies of parameter $G(\beta)$ on $\beta$ for parabolic and strong Gaussian, weak Gaussian, and box-like infinite potentials are shown in Fig. 10. In the figure, one can see the much stronger dependence for smooth potentials due to smaller distances between hole energy levels as compared with box-like potential. Also here there is almost no difference between parabolic and strong Gaussian potentials and a very slight difference with weak Gaussian potentials.

Here we discussed the case of the magnetic field directed perpendicular to the structure plane. The hole $g$-factor in NPLs and other planar nanostructures is strongly dependent on magnetic field direction [36, 60] as well as on crystallographic orientation of the structure [84]. In the analysis of the experimental data, however, it is possible to take into account the anisotropy of the $g_{h,3/2}$ via the coefficient $\cos \Theta$, where $\Theta$ is an angle between the magnetic field direction and the anisotropic axis [21, 85]. In this approach, the Zeeman splitting of the heavy-hole is zero for the magnetic field directed in the NPL plane unless the effects of the cubic terms or additional light-hole to heavy-hole mixing induced by the in-plane anisotropy are taken into account [50].

### C. Hole $g$-factor in different semiconductor nanostructures: comparison with experimental data.

In Table I and Fig. 11 the hole $g$-factors for discussed above cases in II-VI and III-V semiconductors with different parametrizations for Luttinger parameters are shown. One can see in the Fig. 11 that in spherically symmetric potentials, wire potential, and cube potential for a heavy hole, the hole $g$-factor is almost the same for all the studied semiconductors and Luttinger parameters. Contrary, for NPLs with parabolic or box-like potential, and cube NCs for the light hole, hole $g$-factors show distinct dependence on the semiconductor material and Luttinger parameters. Worth to note, that for wz-CdSe localization of a hole results in a minor renormalization of the bulk hole $g$-factor. In contrast, in zb-CdSe, InP, and GaAs nanostructures the hole $g$-factor experiences strong renormalization up to sign inversion. This strong renormalization is caused by the orbital contribution $\propto \gamma_1$.

In the literature the following experimental hole $g$-factors were reported: $g_h = -1.04$ and $g_h = -0.76$ in bare core wz-CdSe NCs with diameters 2.5 and 1.9 nm, respectively [16]; $g_h = -0.6$ in CdSe/ZnS NCs [19]; $g_h = -0.54$ in CdSe/CdS NCs with thick shell [21]. In zb-CdSe based nanoplatelets, $g_h = -0.4$ was reported in CdSe/CdS NPLs with thick shell (changing to $g_h = -0.7$ with increase of magnetic field) [85], and $g_h \approx -0.1$ (in the range of -0.03 and -0.2) in bare-core CdSe NPLs [55, 56]. These values were deduced from the circular polarized emission of the negative trions. Interestingly, the hole $g$-factors in CdSe/CdS NPLs, $g_h = -0.4$ and -0.7, are close to the values calculated for a hole in spherically or cubically symmetric potential, while $g_h = -0.1$ is close to the value calculated for a hole in 2D parabolic (not box-like) potential (see Table A1). A smooth confining potential instead of an abrupt one may be induced in thin NPLs due to the dielectric confinement effect. Indeed, the repulsion of the carriers from the image-charge results in the additional repulsing potential $\sim 1/d$, where $d$ is the distance to the surface.

The expressions above for hole $g$-factors in spherical, cube, quasi-1D and ideal 2D structures, Eqs. (15), (21), (23) and (26), are written neglecting the quadratic on magnetic field terms. Taking it into account results in the hole $g$-factors nontrivial dependence on the mag-
FIG. 11. Hole $g$-factors for different II-VI and III-V semiconductor model nanostructures. Confinement potentials notation: sph.par. - spherical parabolic potential, sph.box - spherical infinite box potential, QW par. - NPL with parabolic potential along the $z$-axis, QW box - NPL with infinite box potential, wire par. - nanowire with parabolic potential in the cross-section plane, cubic $g_h^{3/2}$ - cubic potential for heavy hole, cubic $g_h^{1/2}$ - cubic potential for light hole.

The magnetic field. Indeed, the magnetic field substantially modifies light and heavy hole mixing as Zeeman splitting becomes comparable with distances between hole size-quantization energy levels [66, 104]. This effect could be enhanced if the structure is anisotropic in the plane perpendicular to the magnetic field [105]. The nonlinear dependence of hole Zeeman splitting on the magnetic field was also observed in quantum wells (e.g. [104, 106, 107]).

In the calculations presented in the Table I and in Fig. 11 the renormalization of Luttinger parameters $\gamma_1, \gamma_2$ caused by the quantum confinement of holes which similar to the effect of the non-parabolic energy dispersion for electrons [108] was neglected. Such a renormalization can be taken into account within the 8-band Kane model [58, 109] and results in the size-dependence of the hole $g$-factor similar to the effect for electron [23, 36, 58]. This effect might be important for small NCs and thin NPLs when the hole energy $E_h$ becomes comparable with $E_g$. For quantum wells, the size dependence of the hole $g$-factor was widely studied experimentally [36, 104, 110]. For quantum wires and spherical NCs with small radius $a$, hole $g$-factors may depend on $a$ because of the admixture of different bands by spin-orbit interaction [104, 111].

Importantly, if the hole quantization energy becomes comparable with the spin-orbit energy $\Delta_{SO}$, the admixture of $\Gamma_7$ spin-orbit split valence band states (as expected in InP where $\Delta_{SO} = 100$ meV) must be taken into account as well and may result in additional corrections to the hole $g$-factor and, consequently, to its size dependence. Recently, $g_h = -1.9$ was reported in InP/ZnSe spherical NCs [112], which is much larger than the theoretically calculated values for two parameterizations (see Table I). Besides the corrections coming from the admixture of $\Gamma_7$ hole states, the anisotropic corrections to heavy and light hole $g$-factors caused by NC shape could be also important. Indeed, it was argued in Ref. [112] that for zinc-blende InP with $\beta = 0.15$ the splitting $\Delta$ between the heavy and light hole energy levels in the spheroidal NCs is very small as $v_{sh}(\beta = 0.14) = 0$. Therefore, one may deal with the degenerate hole state (and as consequence, with the isotropic exciton, see the next section) even in prolate and oblate InP NCs. We have shown above, however, that even in this case the shape anisotropy results in the corrections to the $g_h^{3/2} \neq g_h^{1/2}$ which should be taken into account in the analysis of the experimental data. Such a situation can be also expected for the spheroidal NCs based on GaAs where $\beta = 0.14$. As we have shown above, a similar situation can be realized in the case of the hole state in cube NCs based on zinc-blende with degenerate hole state ($\Delta = 0$) in zero magnetic field and equidistant levels splitting in the external magnetic field with $g_h^{3/2} = g_h^{1/2}$. A similar situation is also expected for the wz-CdSe "quasi-spherical" NCs, where the anisotropic splitting caused by their prolate shape compensate exactly the crystal field splitting.

Above, we considered the ideal model nanostructures, for example, 2D quantum well or quantum wires with an infinite in-plane area or length, respectively. For such structures as well as for spherical and cube NCs con-
sidered in the framework of Luttinger Hamiltonian, hole $g$-factors are independent of the characteristic size of the system unless the effect of the renormalization of Luttinger parameters is considered. The realistic colloidal NPLs, however, have a finite thickness and a finite in-plane size [82, 113, 114]. We discuss below the effect of the finite in-plane size of NPL on the heavy hole $g$-factor.

Even conventional semiconductor quantum wells, while their in-plane size could be quite large, have a finite thickness. The finiteness of the ratio of the NPL thickness to the oscillator length along respective direction calculated with the heavy hole effective mass. One can see from the Fig. 12, that in the limit $L = L_z \to 0$ for both potentials all curves tend to the same limit, corresponding to the ideal 2D quantum well: $g_{h,3/2}^{2D} = -0.11$ for the parabolic potential and $g_{h,3/2}^{box} = 0.36$ for the abrupt box-like potential. Dashed line on both panels corresponds to the value of the heavy hole $g$-factors in cubic (spherical) NC which are occasionally the same in the case of zb-CdSe: $g_{h}^{sph} \approx g_{h,3/2}^{cubic}$.

For the smallest cross-section, $\kappa \approx -2/3 + 5\gamma/3 - \gamma_3/3$ [30].

### Table I. Hole effective $g$-factors in nanostructures.

| Material   | $\gamma_1$ | $\gamma_2$ | $\gamma_3$ | $g_{h,3/2}^{2D}$ | $g_{h,3/2}^{box}$ | $g_{h,3/2}^{cube}$ | $g_{h,1/2}^{cube}$ | Refs.* |
|------------|------------|------------|------------|------------------|------------------|---------------------|---------------------|--------|
| zb-CdSe   | 5.51       | 1.78       | 0.46       | 0.93             | 0.22             | -0.78               | -0.94               | 0.36   | -1.36 | -0.78 | 0.15 | [68] |
| zb-CdSe   | 3.27       | 1.33       | 0.46       | 0.93             | 0.1              | -0.83               | -1.12               | -0.13 | 0.46  | -1.17 | -0.81 | 0.36 | [69] |
| zb-CdSe   | 3.82       | 1.65       | 0.81       | 1.62             | 0.07             | -0.83               | -1.05               | 0.17   | 1.03  | -1.24 | 0.49  | 1.34 | [69] |
| wz-CdSe   | 2.04       | 0.58       | -0.38      | -0.76            | 0.28             | -1.16               | -1.12               | -1.05  | 0.93  | -1.3  | -1.1  | -0.95 | [66] |
| wz-CdSe   | 2.52       | 0.83       | -0.12      | -0.25            | 0.2              | -0.98               | -1.05               | -0.74  | -0.5  | -1.21 | -0.96 | -0.73 | [67] |
| wz-CdSe   | 1.7        | 0.4        | -0.57      | -1.13            | 0.36             | -1.32               | -1.29               | -1.13  | -1.24 | -1.29 | -1.21 | -1.03 | [68] |
| wz-CdSe   | 2.1        | 0.55       | -0.45      | -0.9             | 0.31             | -1.23               | -1.19               | -1.16  | -1.05 | -1.37 | -1.18 | -1.03 | [62] |
| wz-CdSe   | 1.67       | 0.56       | -0.29      | -0.58            | 0.2              | -1.04               | -1.09               | -0.92  | -0.76 | -1.17 | -1.1  | -1    | [69] |
| zb-ZnTe   | 3.94       | 1.31       | 0.21       | 0.41             | 0.2              | -0.86               | -0.94               | -0.38  | -0.004| -1.26 | -0.87 | -0.31 | [68] |
| zb-ZnSe   | 3.77       | 1.5        | 0.57       | 1.14             | 0.11             | -0.79               | -1.16               | 0.003  | 0.63  | -1.22 | -0.81 | 0.31  | [90] |
| ZnTe      | 4          | 1.11       | -0.15      | -0.29            | 0.28             | -0.56               | -1.03               | -0.26  | 0.03  | -1.45 | -1.03 | -0.55 | [91] |
| ZnTe      | 3.8        | 1.14       | -0.04      | -0.08            | 0.25             | -1                  | -0.98               | -0.69  | -0.42 | -1.36 | -0.95 | -0.44 | [92] |
| ZnTe      | 3.9        | 1.11       | -0.11      | -0.22            | 0.27             | -1.07               | -0.97               | -0.79  | -0.55 | -1.4  | -0.99 | -0.5  | [93] |
| ZnTe      | 3.8        | 1.07       | -0.15      | -0.31            | 0.28             | -1.1                | -1.01               | -0.84  | -0.62 | -1.42 | -1.09 | -0.62 | [94] |
| CdTe      | 4.14       | 1.4        | 0.3        | 0.6              | 0.19              | -0.82               | -1.04               | -0.27  | 0.15  | -1.24 | -0.84 | 0.23  | [95] |
| CdTe      | 4.11       | 1.6        | 0.63       | 1.26             | 0.12              | -0.76               | -1.02               | -0.08  | 0.72  | -0.71 | -0.78 | -0.24 | [96] |
| GaAs      | 6.98       | 2.63       | 1.39       | 2.77             | 0.14              | -0.57               | -1.3                | 0.91   | 1.88  | -1.38 | -0.69 | 0.02  | [97] |
| GaAs      | 6.85       | 2.58       | 1.35       | 2.7              | 0.14              | -0.58               | -1.3                | 0.87   | 1.83  | -1.37 | -0.69 | 0.02  | [98] |
| GaAs      | 7.17       | 2.89       | 1.77       | 3.54             | 0.11              | -0.60               | -1.38               | 1.28   | 2.53  | -1.45 | -0.68 | 0.31  | [99] |
| GaAs      | 6.79       | 2.38       | 1.03       | 2.06             | 0.18              | -0.61               | -1.36               | 0.53   | 1.28  | -1.37 | -0.78 | 0.41  | [100]|
| GaAs      | 6.8        | 2.44       | 1.06       | 2.12             | 0.17              | -0.60               | -1.09               | 0.56   | 1.33  | -1.37 | -0.79 | 0.38  | [100]|
| GaAs      | 7.2        | 2.69       | 1.42       | 2.83             | 0.15              | -0.55               | -1.3                | 0.95   | 1.92  | -1.39 | -0.92 | 0.1   | [102]|
| GaAs      | 7.1        | 2.55       | 1.22       | 2.44             | 0.16              | -0.57               | -1.74               | 0.75   | 1.6   | -1.37 | -0.8  | 0.39  | [101]|
| InP       | 5.05       | 1.68       | 0.45       | 0.9              | 0.2               | -0.77               | -0.94               | -0.11  | 0.66  | -1.31 | -0.89 | 0.09  | [102]|
| InP       | 4.6        | 1.68       | 0.6        | 1.2              | 0.15              | -0.73               | -1.2                | -0.06  | 0.64  | -1.25 | -0.9  | -0.35 | [102]|

* References are given for the $\gamma_1$, $\gamma_2$ and $\gamma_3$ Luttinger parameters. We use relations $\gamma = (2\gamma_2 + 3\gamma_3)/5$ [103] and $\kappa = -2/3 + 5\gamma/3 - \gamma_3/3$ [30].
FIG. 12. Size dependencies of hole ground state $g$-factor for (a) ellipsoidal nanocrystals with parabolic potential and (b) cuboid nanocrystals with box-like infinite potential. The nanocrystal width $L$ is the width along the nanocrystal axis $z$ being the direction of the external magnetic field and the curves of different colors correspond to different NC in-plane sizes shown as $L_x \times L_y$ in nm$^2$. The calculations are done for zb-CdSe parameters given in Table I with $\beta = 0.22$. The dashed horizontal lines correspond the $g$-factor value in (a) spherical and (b) cube CdSe NCs: $g_{hh}^s \approx g_{h,3/2} \approx -0.78$.

strong nonparabolicity effect.

IV. EXCITON EFFECTIVE $g$-FACTOR

The knowledge of electron and hole effective $g$-factors in nanostructures allows one to describe energy splittings of allowed optical transitions in a low external magnetic field and to calculate respective bright exciton effective $g$-factors. For excitons formed with heavy holes $J_{hz} = \pm 3/2$ (or $M = \pm 3/2$ in nanocrystals), the allowed transitions in $\sigma^{\pm}$ polarization are:

$$E_{\sigma^{\pm}} = E_g + E_e + E_{h,3/2} \pm \frac{1}{2} g_e \mu_B B + \frac{3}{2} g_{h,3/2} \mu_B B.$$  

For transitions with light hole excitons, $J_{hz} = \pm 1/2$ or $M = \pm 1/2$ one has

$$E_{\sigma^{\pm}} = E_g + E_e + E_{h,1/2} \pm \frac{1}{2} g_e \mu_B B + \frac{1}{2} g_{h,1/2} \mu_B B.$$  

Here we neglected both the direct Coulomb and exchange electron-hole interaction and electron and hole are treated as independent non-interacting quasi-particles. In Fig. 2 the energy levels and allowed transitions are shown schematically for the 4-fold degenerate hole energy level in zero field $E_{h,3/2} = E_{h,1/2} = E_h$ and $g_{h,3/2} = g_{h,1/2} = g_h$ realized in the bulk zinc blende semiconductors or spherical nanocrystals.

$$g_{ex,1} = \frac{E_{\sigma^+} - E_{\sigma^-}}{\mu_B B} = \frac{E_{F^+} - E_{F^-}, 1}{\mu_B B},$$  

where $F = J_{hz} + S_z = \pm 1$ or $F = M + S_z$ denotes the total exciton spin projection on magnetic field direction. From Eq. (28), the exciton effective $g$-factors for the bright exciton with heavy, $g_{ex,1}^{hh}$, and light, $g_{ex,1}^{lh}$, hole are:

$$g_{ex,1}^{hh} = -(g_e + 3g_{h,3/2}), \quad g_{ex,1}^{lh} = g_e - g_{h,1/2}.$$  

The dark exciton states with $F = \pm 2$ are not optically active in one-photon processes in dipole approximation. However, for such excitons one can use the definition of $g$-factor similar to Eq. (28):

$$g_{ex,2} = \frac{E_{\sigma^+} - E_{\sigma^-}}{\mu_B B} = g_e - 3g_{h,3/2}.$$  

The definition (28), (30) is used, for example, in Refs. [53, 54, 60]. Note, however, that depending on the chosen hole $g$-factor definition, the resulting expressions for the exciton $g$-factors may differ. In addition, another definition of the exciton $g$-factors with $g_{ex,|F|} = (E_F - E_{-F})/2F\mu_B B$ can be used. Often in the literature, for example in [55, 115], the dark exciton $g$-factor is denoted as $g_{F} \equiv g_{ex,2}$.

For the correct description of exciton Zeeman splitting the fine structure of exciton energy needs to be taken into account even for excitons confined in the nanocrystals in a strong confinement regime. First, we consider exciton fine energy structure in zero magnetic field. In the 2D case of a nanoplatelet, the strong quantization along the symmetry axis splits the heavy and light hole states by the large energy $\Delta$. The further structure of the exciton states formed with heavy and light holes is determined by the electron-hole exchange interaction with characteristic energy $\Delta_{exch} = 4\eta > 0$ which is much smaller than $\Delta$ and results in the energy splitting between states with different values of $|F|$ (Fig. 13 (a)). In the notation of the exciton states, apart from the total projection of the exciton spin $F$, the letters $U$ and $L$ are used for the upper and lower levels with the same $F$. In the 2D case in Fig. 13 (a), lower excitons are the heavy-hole excitons and the upper are formed with the light holes. The ground exciton $\pm 2$ is dark and the heavy-hole bright exciton $\pm 1^L$ is shifted up by $\Delta E_{AF} = 3\eta \approx 5$ in 4 ml CdSe NPL [82]. We assume that the magnetic field energy $\mu_B B$ is much smaller than $\Delta$ and $\Delta_{exch}$. Then the Zeeman energy splitting of the exciton states with $F \neq 0$ is highly anisotropic (depends on the angle between the anisotropic axis and external magnetic field $\Theta$) and it is
controlled by \(g_{ex,1} = g_{1,ex}^h\) and \(g_{ex,U}^L = g_{1,ex}^h\) from Eqs. (29) for bright and Eq. (30) for dark excitons, correspondingly. Note, that the 0\(^L\) is a dark state and the excitation probability of the 0\(^U\) is strongly dependent on light propagation direction [54].

In opposite, for small spherical NCs of zinc blende or wurtzite semiconductors exchange interaction plays a key role in exciton energy structure. The electron-hole exchange interaction in the spherically symmetric structures of zinc-blende semiconductor split the 8-fold degenerate by the total exciton projection \(F = M + S_z\) exciton ground state into two states: 3-fold degenerate state with total momentum \(F = 1\) and 5-fold degenerate state with \(F = 2\) (Fig. 13 (b)) [53, 54, 78]. The exchange energy splitting \(\Delta_{exch} = E_1 - E_2 = 4\eta > 0\) increases in small nanocrystals as \(\eta \propto 1/a^3\). On the other hand, one has to consider the total anisotropic splitting \(\Delta = \Delta_{exch} + \Delta_{sh}\) of the hole states caused by the crystal field in wurtzite semiconductors and shape anisotropy as discussed in Sect. IIIB2. As it was already mentioned, for wz-CdSe, “quasi-spherical” nanocrystals with isotropic excitons (\(\Delta = 0\)) shown in Fig. 13 (b) can be realized for the prolate shape depending on the NC radius and the anisotropic parameter \(\mu\) [17].

In the general case, the exciton fine structure in zero magnetic field is caused by the joint effect of the exchange interaction and the uniaxial anisotropy. The energy splittings, including \(\Delta E_{AF}\) between dark \(\pm 2\) and \(\pm 1\) bright excitons depended on both, \(\Delta\) and \(\eta\) energy parameters. As \(\Delta\) and \(\eta\) scales with \(a\) differently, the splitting between levels changes with NC size. The level structure in Fig. 13 (c) is shown for the case \(0 < \Delta \ll \Delta_{exch}\).

In external magnetic field the Zeeman splitting of the dark exciton state with \(|F| = 2\) is, for any nanostructure, still given by Eq. (30) with \(g_{h,3/2} = g_{h}^{sph}\) in spherical nanocrystals. However, \(g\)-factors of bright exciton states with \(|F| = 1\) are modified due to the mixing of the light and heavy hole states and are given in general case as

\[
g_{ex,1}^{L,U} = |C|^2 g_{ex,1}^h + |C^\mp|^2 g_{ex,1}^h\ .
\]  

Here \(|C|^\pm\) are the heavy to light hole mixing coefficients introduced in Ref. [53, 54]:

\[
|C|^\pm = \frac{\Delta - 2\eta}{\Delta - 2\eta^2 + 12\eta^4}
\]  

(32)

Again, as \(\Delta\) and \(\eta\) scales with \(a\) differently, the values of \(|C^+|^2\) and \(|C^-|^2 = 1 - |C^+|^2\) are varying with nanocrystal size from \(|C^+|^2 = 1\) for large nanocrystals with \(\Delta > 0\) similar to the QW case (or \(|C^+|^2 = 0\) for \(\Delta < 0\) similar to the nanowire case) to \(|C^+|^2 = 1/4\) in small nanocrystals. In the latter case and for spherical nanocrystals with \(g_{h,3/2} = g_{h,1/2} = g_{h}^{sph}\), the effective \(g\)-factors can be obtained from Eq. (31) as [54]:

\[
g_{ex,1}^{L} \approx \frac{g_e - 3g_h^{sph}}{2}, \quad g_{ex,1}^{U} \approx -\frac{g_e + 5g_h^{sph}}{2}.
\]  

(33)

The energy level splitting for this limit are shown in Fig. 13(b) for zb-CdSe (isotropic splitting) and Fig. 13(c) for

![FIG. 13. Scheme of the exciton energy levels in magnetic field. (a) light and heavy hole splitting \(\Delta\) is large as compared with exciton splitting due to exchange interaction \(\Delta_{exch}\); (b) \(\Delta = 0\); (c) \(\Delta \ll \Delta_{exch}\), all resulting \(g\)-factors are assumed to be positive, \(\Theta\) is the angle between anisotropy axis and magnetic field. The order of energy levels is sketched for \(g_e = 1.7, g_h^{sph} = -0.7, g_{h,3/2} = -0.1, g_{h,1/2} = 0.1\).](image-url)
FIG. 14. (a) Size dependence of $g$-factors for dark exciton (magenta line) and lower and upper bright excitons (blue and red lines) in spherical wz-CdSe NCs. Solid lines are calculated with $g_{e,\text{sph}}^\text{inh} = -1.1$ (see Table I for $\beta = 0.28$), and dashed lines with $g_{e,\text{sph}}^\text{inh} = -0.73$ from Ref. [17]. Symbols show the experimental $g_2$ values from Refs. [17, 43, 44], the same as in Fig. 4(a). (b) Size dependencies of $g_{e,1}^L$ and $g_{e,1}^U$ with $g_{h,\text{sph}}^\text{inh} = -0.73$ calculated according to Eq. (33) in quasi-spherical ($\Delta = 0$) wz-CdSe NCs (solid lines) and zb-CdSe NCs (dash lines).

FIG. 15. Size dependence of $g$-factors for the dark exciton (magenta line) and the lower bright exciton (red lines) in zb-CdSe NPLs. Calculations are made for zb-CdSe (see Table I for $\beta = 0.22$) with magnetic field directed perpendicular to the platelet plane. Green lines show the calculated electron $g$-factor $g_e$. Dash lines correspond to the parabolic potential ( $g_{h,3/2}^\text{sph} = -0.1$ in the 2D limit) and solid lines to the box potential ( $g_h = 0.36$ in the 2D limit) for the in-plane size $L_x \times L_y = 30 \times 30$ nm$^2$. Symbols show the experimental $g_e$ data from Ref. [45], the same as in Fig. 4.

wz-CdSe (anisotropic splitting depending on the angle $\Theta$). Note, that for spheroidal nanocrystals with the shape anisotropy contribution $\Delta$, one has to use Eq. (31) with $g_{h,3/2} \neq g_{h,1/2}$.

The states with $F = 0$ do not split in the magnetic field. However, strong fields $B \parallel c$ may mix the $0^L$ with $0^U$ states as well as $\pm 1^L$ states with $\pm 1^U$ [116], while the perpendicular component of the magnetic field $\propto B \sin \Theta$ mixes the state with $F$ differing by $\pm 1$ [53]. Such a mixing should be taken into account in the analysis of exciton energy level structure in strong magnetic fields with $\mu_B B$ comparable or larger than the zero-field fine structure splittings (see, for example, [112].)

If one takes into account the cubic symmetry of the crystal lattice additional term in exchange interaction $\propto (\sigma_{e,z} \gamma_{h,x}^3 + \sigma_{e,y} \gamma_{h,y}^3 + \sigma_{e,z} \gamma_{h,z}^3)$ appears [117]. It splits the exciton state with $F = 2$ into 2-fold degenerate in zero field state and the 3-degenerate state. The effect of the external field in that case would be strongly dependent on the field direction with respect to the crystallographic axes. This effect is rather weak and we neglect it. If one considers nanocrystals with cubic shape a similar term in exchange interaction will appear (as it happens for hole $g$-factors) and in that case, the effect might be strong. We will discuss this problem in a separate paper.

All above consideration of the exciton $g$-factor in NCs is valid if the magnetic field is directed along the crystal axis $c$ for wz-CdSe. If it is not the case, effective exciton $g$-factors in Eqs. (29), (30), (33) will obtain the factor $\cos \Theta$ as it is shown in Fig. 13. In real ensemble of randomly oriented nanocrystals the observable lines would be broadened. In the following Fig. 15 (a) it is assumed, that magnetic field is parallel to NC $c$-axis ($\cos \Theta = 1$) and perpendicular to NPL plane in Fig. 15 (b).

The dependence of exciton and electron $g$-factors on nanocrystal diameter for spherical nanocrystals without shell and based on wurtzite CdSe are shown in Fig. 15 (a). Hole $g$-factor is $g_h = -1.12$, see Table I for $\beta = 0.28$, (solid lines) and $g_h = -0.73$ [17] (dashed lines), crystal field splitting is $\Delta = 23$ meV and exchange interaction parameter $\eta(a/a_B)^3 = 0.1$ meV corresponds to the account of short-range interaction only [118]. One can see the significant difference between the exciton and single electron $g$-factors. So measuring $g$-factors in experiment can in the ideal situation help one to distinguish the state of NC being observed. Symbols show the experimentally measured $g_2$ values from Refs. [17, 43, 44], the same as in Fig. 4(a). As it was discussed in Sect. II, these $g_2$ values can not be ascribed to ground state of the resident electron neither in wz-CdSe nor in zb-CdSe. As
it is shown in Fig. 15 (a), these values indeed could be possibly ascribed to $g_{\text{ex,ex}}^1$ exciton in the "quasi-spherical" wz-CdSe and spherical zb-CdSe with $\Delta = 0$ (see dash-dotted lines) as it was suggested in Ref. [17]. However, this good fit does not prove the origin of these $g_2$ values as they can be also fit for the electron excited states or assigned to surface-localized electron states as it was suggested in Ref. [43]. Further experimental studies of the bright exciton $g$-factor size-dependence in spherical NCs by different experimental techniques, for example by the SFRS, are needed to clarify this situation. The available data for the dark exciton $g$-factor in CdSe NCs were obtained from the polarized photoluminescence in magnetic field [115, 119, 120] or from the Zeeman splitting in single NC [19] and correspond to the calculations with $|g^p_{\text{ph}}| \leq 0.73$ (dashed line in Fig. 15 (a)) rather than with $g_h = -1.1$ (solid line).

In Fig. 15 (b) we show the size dependence of $g$-factors for the dark exciton (magenta line) and the lower bright exciton $g_{\text{ex,1}} = g_{\text{ex,1}}^{ph}$ (Eq. (29), red lines) in CdSe NPLs. Calculations are made for zb-CdSe (see Table I for $\beta$ = 0.22). Solid lines correspond to the parabolic potential $(g_{h,3/2} = -0.1$ in the 2D limit) and dashed lines to the box potential $(g_h = 0.36$ in the 2D limit) for the in-plane size $L_x \times L_y = 30 \times 30$ nm². The respective size dependencies of $g_{h,3/2}$ can be found in Fig. 12. Green lines show the electron $g$-factor. The comparison with the experimental data from Ref. [55], not only $g_{h,3/2}$, but also the dark exciton $g$-factor, $g_{\text{ex,2}}$ calculated for the parabolic confining potential correspond to the observed values $g_{h,3/2} \approx -0.1$ and $g_{\text{ex,2}} \approx 2$ for 4 ml NPL. The main difference for the exciton $g$-factors calculated for two confining potentials comes from the hole $g$-factor, while the difference for the electron $g$-factor is not so significant. However, one can see in Fig. 15 (b) that the electron $g$-factor size dependence calculated for the parabolic potential perfectly describes the experimental data for the resident electron $g$-factor measured by the SFRS in Ref. [45].

V. CONCLUSION

To summarize, we have revisited the problem of definition and calculation of electron, hole, and exciton $g$-factors in II-VI and III-V-based nanocrystals. We have calculated the electron $g$-factor within 8-band $k \cdot p$ model in spherical and planar bare NCs and demonstrated a good agreement with the results of the tight-binding calculations as well as with the experimental data.

We have presented the semi-analytical methods for calculation of hole $g$-factor in NCs of different shapes and symmetry: spherical, axial (planar, spheroid and wire), and cube in a full range of heavy and light hole effective mass ratio $\beta$. The results allow one to calculate the hole $g$-factor for all studied structures just knowing the set of Luttinger parameters. We have shown that the main contribution to the renormalization of the hole $g$-factor in nanostructure as compared with the bulk value comes from the orbital effect. It is more substantial in semiconductors with small $\beta$ and a large value of $\gamma_1$ Luttinger parameter. Our original results for cube NCs demonstrate the consequence of breaking the rotational symmetry and call for further experimental studies of cube zb-CdSe which can be probably synthesized by the cation exchange from the cube PbSe NCs. We have predicted the non-equidistant Zeeman splitting of the hole ground state which is four-fold degenerate in the isotropic cube NCs in zero magnetic field. We have also considered the effect of the NC shape on the heavy and light hole $g$-factors and predicted their difference in the prolate and oblate NCs even if the hole ground state degenerate in zero field, for example in "quasi-spherical" wz-CdSe or "isotropic" InP NCs.

Finally, we have investigated the size-dependences of dark and bright exciton $g$-factors in spherical NCs and planar NPLs and discussed the attribution of the experimentally observed multiply $g$-values in spherical CdSe NCs. We have shown that the experimental data for the electron, hole, and exciton $g$-factors in thin CdSe NPLs can be well described by assuming that electron and hole are confined in a smooth parabolic potential.
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Appendix A: Size dependence of the electron energy level and effective $g$-factor in the eight-band Kane model

In the eight-band $k \cdot p$ model, the normalization condition for the total electron wave function $\Psi_e = \Psi_e^c + \Psi_e^v$, where $\Psi_e^c(r)$ and $\Psi_e^v(r)$ describe the conduction and valence band contributions, respectively, reads $\int |\Psi_e(r)|^2 d^3r = 1$. Using the expression of $\Psi_e^c(r)$ via $\Psi_e^v(r)$ [40, 41] one can rewrite the normalization condition as

$$\int |\Psi_e(r)|^2 d^3r = \int |\Psi_e^v(r)|^2 A^{-1}(E_e) d^3r = 1,$$

$$A(E_e) = \left[1 + \frac{\partial m_e(E_e)}{\partial E_e} \frac{E_e}{m_e(E_e)}\right]^{-1}. \quad \text{(A1)}$$

Here $m_e(E_e)$ is the electron effective mass at the energy $E_e$ calculated from bottom of the conduction band:

$$m_e(E_e) = m_0 \left[\gamma_{rb} + \frac{E_p}{3} \left(\frac{2}{E_g} + \frac{1}{E_g + \Delta_{SO}}\right)\right]^{-1}. \quad \text{(A2)}$$
where $\tilde{E} = E_g + E_e$ and $\gamma_{rb}$ takes into account the contribution of remote bands and $m_e \equiv m_e(E_e = 0)$ is the electron effective mass at the bottom of the conduction band. Note, that in the case of semiconductor heterostructure, the electron effective mass in (A1) as well as the electron effective $g$-factor $g_e(E_e)$ in (3) can be different in different materials. In bare NCs, $A$ does not depend on the coordinate and can be directly used as the renormalization constant for the conduction band contribution. It can be also written explicitly as

$$A(E_e) = [1 + \alpha_p(E_e)E_e m_e(E)/m_0]^{-1},$$

(A3)

$$\alpha_p(E_e) = \frac{E_p^2}{3} \left( \frac{2}{E^2} + \frac{1}{(E_g + \Delta_{SO})^2} \right).$$

At small energies $E_e \ll E_g$, one can approximate $m_e^{-1}(E) \approx m_e^{-1} - m_0^{-1} \alpha_p|_{E_e=0} E_e$ and $A(E_e) \approx m_e/m_e(E)$ [41].

As it was discussed in Ref. [24], the surface contribution $g_{sur}$ to the electron $g$-factor can be nonzero even in the case of the bare semiconductor nanostructure with the infinite potential barrier at the surface. For simplicity, we consider below the case of vanishing electron conduction band wave function component at the surface $\Psi_e(r)|_{r=r_s} = 0$ corresponding to $g_{sur} = 0$. In this case, equation (5) gives the universal dependence of the electron effective $g$-factor on the electron energy $E_e$ (not the optical transition energy) within eight-band $k \cdot p$ model valid for any nanostructure potential shape. The size dependence of the electron $g$-factor can be found by establishing the correspondence between the electron quantization energy $E_e$ and the size of the nanostructure of a particular shape.

For spherical semiconductor nanocrystals of the radius $a$, the equation for the ground state, $1S_e$, electron quantization energy under assumption of zero boundary condition $\Psi_e^2(a) = 0$ reads:

$$E_e = \frac{\hbar^2 \pi^2}{2m_e(E_e)a^2}.$$

(A4)

It can be solved numerically for $E_e$ at the a given $a$ to obtain $g_e(E_e(a))$. Alternatively, one can use the electron energy $E_e$ to obtain the parameterized dependence $g_e(a)$ Eqs. (5) and (A4). Fig. A1 shows the size dependencies of the electron energy $E_e$ (solid lines, left axis) and renormalization constant $A(E_e)$ (dashed lines, right axis) in zb-CdSe and InP nanocrystals. Open circles show the results of the tight-binding calculations for zb-CdSe NPLs from [122].

![Fig. A1. Size dependencies of the electron energy $E_e$ (solid lines, left axis) and renormalization constant $A(E_e)$ (dashed lines, right axis) in zb-CdSe and InP nanocrystals. Open circles show the results of the tight-binding calculations for zb-CdSe NPLs from [122].](image-url)

We consider also spherical NCs and 2D nanoplatelets with parabolic confining potential $V_{ext}(r) = \kappa r^2/2$ and $V_{ext}(r) = \kappa z^2/2$, respectively. For such potentials, the
electron energy level can be found from:

\[ E_e = \frac{\hbar^2 n}{2\sqrt{m_em_e(E_e)L_e^2}}. \]  

(A5)

where \( n = 3 \) for NC and \( n = 1 \) for NPL is the number of spatial directions and \( L_e = \hbar^{1/2}/(\kappa m_e)^{1/4} \) is the potential oscillator length with electron mass \( m_e \) taken at the bottom of conduction band (\( E_e = 0 \)). In order to calculate the size dependence of the electron \( g \)-factor in such NCs one needs to define the NC radius \( a \) or NPL thickness \( L \), in other words, relate it to \( L_0 \). For example, the choice \( L = \pi L_0 \) allows one to have in thick NPLs (where \( E_e \ll E_g \)) and the energy dependence of the electron effective mass in Eq. \( (A5) \) can be neglected the electron energy \( E_e \), and consequently \( g_e(E_e) \), the same as in the box-like potential. In thin NPLs, however, the electron energy level and respective electron \( g \)-factor in the parabolic potential becomes larger than for the box-like potential due to the weaker effect of the electron effective mass dependence. The size dependence of the electron \( g \) factor in CdSe NPLs is plotted in Fig. 15(b) for \( L = 4L_0 \) corresponding to 99.5% of the electron density inside the NPL with boundaries at \( z = \pm L/2 \).

**Appendix B: Magnetic field and anisotropic perturbation to the hole Hamiltonian**

The orbital Bloch functions of the top of valence band in studied semiconductors are of \( p \)-like symmetry and are often designated as \( X, Y, \) and \( Z \), each having two possible spins, \( \uparrow \) and \( \downarrow \) [72]. Taking into account spin-orbit interaction leads to the splitting of the valence band with the following set of functions being the basis of the topmost \( \Gamma_8 \) subband [72]:

\[ |\Gamma_8, +\frac{3}{2}\rangle = \uparrow \frac{X + iY}{\sqrt{2}} \]  

(B1)

\[ |\Gamma_8, +\frac{1}{2}\rangle = \sqrt{\frac{2}{3}} \uparrow Z - \downarrow \frac{X + iY}{\sqrt{6}} \]  

\[ |\Gamma_8, -\frac{1}{2}\rangle = \sqrt{\frac{2}{3}} \downarrow Z + \uparrow \frac{X - iY}{\sqrt{6}} \]

Each of functions B1 have momentum \( 3/2 \) and its projection on \( z \)-axis \( +3/2, +1/2, -1/2, \) and \(-3/2 \).

Luttinger Hamiltonian of Eq. (7) can be written in a in matrix form in the basis (B1) as follows [72]:

\[
\hat{H}_L = \frac{\hbar^2}{2m_0} \begin{pmatrix} F & H & I & 0 \\ H^* & G & 0 & I^* \\ I^* & 0 & G & -H^* \\ 0 & I^* & -H^* & F \end{pmatrix},
\]

\[ F = (\gamma_1 - 2\gamma) k_x^2 + (\gamma_1 + \gamma) (k_y^2 + k_z^2), \]

\[ G = (\gamma_1 + 2\gamma) k_x^2 + (\gamma_1 - \gamma) (k_y^2 + k_z^2), \]

\[ H = -2\sqrt{3}\gamma k_z (k_x - ik_y), \quad I = -\sqrt{3}\gamma k_x (k_x - ik_y)^2. \]  

(B2)

Anisotropic correction to Luttinger Hamiltonian has the form [75, 77]:

\[
\hat{H}_L^{an} = -\frac{2\mu}{3} \frac{\hbar^2}{2m_0} \left[ (\gamma_1 + \frac{5}{2}\gamma) (k_x^2 - 3k_y^2) - 2\gamma (k_x J_x) - 3(\hbar J_z) \right].
\]

Note, that here we use the opposite sign of \( \mu \) as compared with Refs. [75 and 77]. In matrix form it can be written as:

\[
\hat{H}_L^{an} = -\frac{2\mu}{3} \frac{\hbar^2}{2m_0} \begin{pmatrix} F^{an} & H^{an} & I^{an} & 0 \\ H^{an*} & G^{an} & 0 & I^{an*} \\ I^{an*} & 0 & G^{an} & -H^{an*} \\ 0 & I^{an*} & -H^{an*} & F^{an} \end{pmatrix},
\]

\[ F^{an} = -2(\gamma_1 - 2\gamma) k_x^2 + (\gamma_1 + \gamma) (k_y^2 + k_z^2), \]  

\[ G^{an} = -2(\gamma_1 + 2\gamma) k_x^2 + (\gamma_1 - \gamma) (k_y^2 + k_z^2), \]

\[ H^{an} = \sqrt{3}\gamma k_z (k_x - ik_y), \quad I^{an} = -\sqrt{3}\gamma (k_x - ik_y)^2. \]  

Anisotropic correction to Luttinger Hamiltonian (7) is [50]:

\[
\hat{H}_B = \mu_B B \left\{ -(2\gamma_1 + 5) k_x \right\} + 2\gamma \left\{ 2k_x^2 k_y (J_y J_z) k_z + (J_x J_y) \left( x k_x - \frac{i}{2} \right) \right\},
\]

(B5)

Here we neglect \( \propto B^2 \) corrections leading to diamagnetic shift as we consider a low field regime. It can also be rewritten in the matrix form as B-linear corrections to the matrix Luttinger Hamiltonian (B2):
Now we obtain Eq. (26) from the main text as a first order correction from term \( \hat{H}_B \) in the hole Hamiltonian (12). The orbital contribution from the magnetic field \( \hat{H}_B \) is more convenient to consider using its matrix form in Eq. (B6). We are interested in energy splitting of heavy hole states \( (J_z = \pm 3/2) \) in thin quantum well-like structures, where the spitting of heavy and light holes is large, so far, their mixing is negligible and hole ground state can be considered as a pure heavy hole. Now we calculate the contributions to the energy of hole with \( J_z = +3/2 \) coming from (B6). Firstly comes the diagonal term, \(-2\mu_B B(\gamma_1 + \gamma)xk_y:\)

\[
E^{(1)}_{\frac{3}{2}, \frac{3}{2}} = -2\mu_B B(\gamma_1 + \gamma)\sum_n \langle \Psi_0|x|\Psi_n \rangle \langle \Psi_n|x|\Psi_0 \rangle,
\]

where \( \Psi_0 \) is the hole ground state wave function, \( n \) denotes all possible intermediate hole states described by wave functions \( \Psi_n \). We next use relations [123]

\[
\langle \Psi_0|x|\Psi_n \rangle = i \frac{\hbar}{m_0} \frac{\langle \Psi_0|p_x|\Psi_n \rangle}{E_n - E_0},
\]

\[
\langle \Psi_0|y|\Psi_n \rangle = -i \frac{\hbar}{m_0} \frac{\langle \Psi_0|p_y|\Psi_n \rangle}{E_n - E_0},
\]

with \( E_0 \) being ground state energy and \( E_n \) being intermediate state energy in order to express the coordinate matrix elements throw the momentum operator \( p \) matrix elements and the relation

\[
p = \frac{m_0 \partial \hat{H}_L}{\hbar} \quad B\text{(9)}
\]

in order to relate \( p \) with the wave vector \( k \). Note, that Luttinger Hamiltonian \( \hat{H}_L \) is acting in space of 4-component wave functions and each case one has to take corresponding component of \( \hat{H}_L \). Eq. (B8) and \( p_x = \hbar(\gamma_1 + \gamma)k_x \) from Eq. (B9) for the \( \hat{H}_{L, \frac{3}{2}, \frac{3}{2}} \) component allow us to rewrite (B7) as

\[
E^{(1)}_{\frac{3}{2}, \frac{3}{2}} = -\mu_B B(\gamma_1 + \gamma)\frac{2\hbar^2}{m_0} \sum_n \langle \Psi_0|x|\Psi_n \rangle \langle \Psi_n|x|\Psi_0 \rangle.
\]

The corresponding correction for hole with \( J_z = -3/2 \) is the same as (B10), so the diagonal matrix elements of \( \hat{H}_B \) do not contribute to heavy hole g-factor.

Now we calculate the contribution from the matrix element \(-2i\sqrt{3}\mu_B B\gamma xk_z\), which mixes hole states with \( J_z = +3/2 \) and \( J_z = +1/2 \):

\[
E^{(1)}_{\frac{3}{2}, \frac{1}{2}} = -2i\sqrt{3}\mu_B B\sum_n \langle \Psi_0|x|\Psi_n \rangle \langle \Psi_n|x|\Psi_0 \rangle = \mu_B B\frac{6\hbar^2}{m_0} \sum_n \frac{\langle \Psi_0|\gamma k_z|\Psi_n \rangle^2}{E_n - E_0},
\]

In the same way we obtain that corrections \( E^{(1)}_{\frac{1}{2}, -\frac{1}{2}} \) and \( E^{(1)}_{\frac{1}{2}, \frac{1}{2}} \) do not contribute to hole g-factors. Finally, the orbital contribution to heavy hole Zeeman splitting is

\[
\Delta E = E^{(1)}_{\frac{3}{2}, -\frac{1}{2}} - E^{(1)}_{\frac{3}{2}, \frac{1}{2}} = -\mu_B B\frac{12\hbar^2}{m_0} \sum_n \frac{\langle \Psi_0|\gamma k_z|\Psi_n \rangle^2}{E_n - E_0},
\]

and the heavy hole g-factor \( g_{A,3/2} \) is given by Eq. (26) in the main text. As the only contribution to Eq. (B) is coming from heavy and light hole mixing, \( n \) in Eq. (26) denotes even light hole states, which have non-zero matrix elements \( \langle \Psi_0|\gamma k_z|\Psi_n \rangle \) with the ground state of the heavy hole.

As the in-plane envelope wave functions are the complete basis and in Eq. (B) only operator \( k_z \) is present, the summation over in-plane wave functions gives unity. Therefore, in Eq. (B) as well as in Eq. (26) of the main text, \( \Psi_0 \) denotes the envelope wave function of heavy hole ground state and \( \Psi_n \) are envelope wave functions of excited light hole states quantization along z axis.

The function \( G(\beta) \) describing the orbital contribution to the heavy-hole g-factor for NPLs with box-like and parabolic potentials can be expressed analytically

\[
G(\beta) = -\sum_{n=1}^{\infty} \frac{192(\beta - 1)^2n^2}{\pi^2(\beta + 1)(4n^2 - 1)^3} \left( \beta - 4n^2 \right)
\]

for box-like potential and

\[
G(\beta) = -\sum_{n=1}^{\infty} \frac{24\sqrt{3}(\sqrt{3} - 1)^2n(\sqrt{3} + 1)^{1-2n}}{\sqrt{\pi}(\beta + 1)(\sqrt{3} - 4n + 1)\Gamma(n + \frac{1}{2})}
\]
for parabolic potential with $\Gamma(x)$ being the Euler gamma function. In the limit $\beta \to 0$ the expression (B14) can be expanded into a series and summarized analytically:

$$G(\beta) \approx 0.568 - 1.568\beta + 1.897\beta^2 - 1.82\beta^3 + 1.839\beta^4.$$  

The corresponding dependence is shown by thin dashed line in Fig. 10 of the main text. It can be seen, that asymptotic (B14) demonstrates a good applicability for $\beta \lesssim 0.5$, corresponding to materials in the Table 1. For parabolic potential, the expression for $G(\beta)$ behaves as $\beta^{1/4}$ with $\beta \to 0$, although this asymptotic works only at non-physically small $\beta$, see the inset in Fig. 10 of the main text. For realistic values of $\beta$ the empirical asymptotic

$$G(\beta) \approx 1.1524\beta^{-0.107} + 9.1\beta^2 - 5.714\beta$$

can be written. It works for $10^{-4} \lesssim \beta \lesssim 0.3$ and shown in Fig. 10 of the main text by thin dash-dotted line.

The similar expression as Eq. (B) gives the orbital corrections to the Zeeman splitting of the hole at the at the lowest light-hole quantum size level, $E_0 = E_{lh_1}$, coming from the admixture of the even excited states of the heavy hole, $E_{hh_2n}$. [59]. In this case, $\Psi_0$ in Eq. denotes the envelope wave function of light hole ground state and $\Psi_n$ are envelope wave functions of excited even heavy hole states quantization along $z$ axis. The resulting expression for the light-hole $g$-factor reads

$$g_{lh_{1/2}} = 2\pi - \mu_B g \frac{2\hbar^2}{m_0} \sum_n \frac{|\langle hh_{2n} | \gamma_k | lh_1 \rangle|^2}{E_{lh_1} - E_{hh_{2n}}}.$$  (B14)

**Appendix C: Electron and hole energy levels in the nanocrystals with cubic shape**

Here we consider nanocrystals with the cubic shape and edges directed along cubic axes of the crystal. The potential of such cube nanocrystal is described by a rectangular potential with infinite barrier:

$$V_{\text{cube}}(x,y,z) = \begin{cases} 0, & |x|,|y|,|z| \leq \frac{L}{2} \\ \infty, & |x|,|y|,|z| > \frac{L}{2} \end{cases},$$  (C1)

where $x, y, z$ are electron or hole coordinates. The conduction band electron energy levels can be found from (A4) with $a \to L/\sqrt{3}$. With this substitution, the size dependence of the energy levels, effective mass and effective $g$-factors can be seen in Figs. A1 and 4.

For holes situation is more complicated as the top of valence band is 4-fold degenerate and hole wave function is a four component one. In order to calculate hole states in cubic nanocrystal we developed numerical method. The hole kinetic energy is described by Luttinger Hamiltonian, Eq. (7) and nanocrystal potential is taken from Eq. (C1). Potential (C1) mixes hole states with different spin projections $J_z$ and, unlike spherically symmetric case, due to lower symmetry the Schrödinger equation of the hole can not be simplified, compare with Ref. [49]. We numerically diagonalize hole Hamiltonian matrix calculated on the 4-component basis of eigenfunctions of infinite rectangular well along coordinate axes:

$$\Psi_{J\alpha}^{n_xn_yn_z}(x,y,z) = \phi_{J\alpha}^{n_x}(J_z) \phi_{J\alpha}^{n_y}(y) \phi_{J\alpha}^{n_z}(z),$$  (C2)

$$\phi_{J\alpha}^{n_x}(\alpha) = \sqrt{\frac{2}{L}} \sin \left[ \frac{\pi n_x}{L} \left( \alpha + \frac{L}{2} \right) \right],$$

where $J_z = \pm 3/2, \pm 1/2, n_x, n_y, n_z = 1...N$, and $\alpha = x, y, z$. All matrix elements are calculated analytically and basis size is $N = 16$, which is more than enough to obtain convergence for several lowest hole states at any reasonable value of light to heavy effective mass ratio $\beta$.

The dependencies of the energies of the two lowest hole states on $\beta$ are shown in Fig. C1(a). The interesting point is the crossing of the levels $E_0$ and $E_1$ leading to energy levels $E_0$ and $E_1$ being the ground state in some range of $\beta$. This leads to the significant change of the hole ground state structure in the vicinity of the crossing point. On Fig. C1 (b) we show the heavy hole $(|J_z| = 3/2)$ contributions to hole wave function, $f_{J\alpha \{M\}}$, as function of $\beta$ for states, corresponding to energy levels $E_0$ and $E_1$. For rather large $\beta$ and far from crossing the ground state is $S$-like state $E_0$ and $3/2$ hole states are mostly formed from heavy holes and $1/2$ state are mostly light holes. On the opposite, for smaller $\beta$, in crossing range or near it levels

![Fig. C1. (a) The dependence of first two hole states energies $E_0$ and $E_1$ in cube nanocrystals on the effective mass ratio $\beta$ in zero magnetic field. Energies are given in units $E_n = \hbar^2 \pi^2 / m_h L^2$, $L$ being nanocrystal size (cube width); (b) The heavy hole contributions as function of $\beta$ for the hole states originating from the ground and first excited states.](image-url)
and light holes to the ground state sublevels are comparable leading to the specific features in dependencies of hole $g$-factors on $\beta$, see Fig. 8 of the main text.
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