Quantized state feedback-based $\mathcal{H}_\infty$ control for nonlinear parabolic PDE systems via finite-time interval
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Abstract In this paper, the finite-time $\mathcal{H}_\infty$ control problem of nonlinear parabolic partial differential equation (PDE) systems with parametric uncertainties is studied. Firstly, based on the definition of the quantiser, static state feedback controller (SC) and dynamic state feedback controller (DC) with quantization are presented, respectively. The finite-time $\mathcal{H}_\infty$ control design strategies are subsequently proposed to analyze the nonlinear parabolic PDE systems with respect to the effect of quantization. And by constructing appropriate Lyapunov functionals for the studied systems, sufficient conditions for the existence of the feedback control gains and the quantizer’s adjusting parameters which guarantee the prescribed attenuation level of $\mathcal{H}_\infty$ performance are expressed as nonlinear matrix inequalities. Then, by using some inequalities and decomposition technic, the nonlinear matrix inequalities are transformed to standard linear matrix inequalities (LMIs). Furthermore, the optimal $\mathcal{H}_\infty$ control performances are pursued by solving optimization problems subject to the LMIs. Finally, to illustrate the feasibility and effectiveness of the finite-time $\mathcal{H}_\infty$ control design strategies, an application to the catalytic rod in a reactor is explored and a numerical example is provided.
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1 Introduction

Many processes in engineering fields and multidimensional dynamical systems depend not only on time variable but also on spatial variable inherently, which means that the system performances are decided by both spatial position and time variable, such as fluid heat exchangers, thermal diffusion processes, and dissipative dynamical systems, et al. [1,2]. And these distributed parameter systems or processes can be frequently described by partial differential equations (PDEs). During the past several decades, an immense amount of interesting findings on the PDE systems have been made by scholars, for instance, the control synthesis and stability analysis of parabolic PDE systems [3–6], as well as the stability analysis of reaction-diffusion neural networks [7–10]. It’s worth noting that, by using the semigroup theory to map the spatial derivative terms of the PDEs in Euclidean space to a linear operator in Hilbert space, the PDE models in Euclidean space can be transformed into an abstract ordinary differential form in Hilbert space [6–10]. This provides a powerful
and effective tool for the investigation of PDEs. These research achievements are meaningful for the applications and further studies.

As the constructions of industrial distributed parameter systems governed by PDEs are more and more complicated, higher demands on safety and reliability are usually confronted. However, unexpected deviations or uncertainties generated by external and internal disturbances always occur inherently. These uncertainties may lead to system instability and performance degradation if they are not appropriately taken account in the controller design. Thus, the issue of control design for PDE systems with uncertain parameters is of practical and theoretical value. Fortunately, valuable researches of controller design and stability analysis for parabolic PDE systems with parametric uncertainties have been made by many scholars. For example, with the consideration of uncertain variables presented in the system structure, robust output-based controller design methods for quasi-linear parabolic PDE systems and parabolic PDE systems with time-dependent spatial domains can be seen in [11] and [12], respectively. In order to deal with both the parameter variations and boundary uncertainties, Cheng et al. [13] presented a boundary control law for a class of parabolic PDE system by using the Volterra integral transformation technique. On the basis of the Galerkin method, the nonlinear parabolic PDE system was described by finite dimensional ordinary differential equation (ODE) model, then predictive control strategy was provided [14] by employing a multilayer neural network to parameterize the unknown nonlinearities. And two formulations were developed [15] to investigate the sparse solutions for the optimal control problems subject to PDEs with uncertain coefficients. More recently, an adaptive feedback control design strategy was proposed [16] to stabilize a class of coefficient matrix uncertain ODE system which is casted with uncertain constant and coefficient matrix parabolic PDE. More researches of uncertain systems can be referred to [17–22] and references therein. However, these methods are mainly by Lyapunov’s direct method except [17], thus the LMI approach which acts as a powerful tool to deal with the control design problem of systems is worth further study.

On the other hand, associated with the control issues, the properties of these complicated systems are usually required to be considered in a finite-time interval. Thus, the finite-time bounded control is also worth investigating. Fruitful achievements of finite-time bounded control have been made [23–28] for the network system. Precisely, the bounded control strategies of semilinear PDE systems in the finite-time interval were also investigated by Song et al. [29,30]. Control problem in $H_{\infty}$ sense is also usually put forward under the uncertainties and disturbances [31–34]. These achievements also motivate the present study.

Recently, networked control systems have attracted more and more attentions of scholars due to the development of computer technology and control theory [35]. The application of a multipurpose networked control system usually brings flexible architectures and reduces the budget and installation. Thus, networked control systems have been widely applied in many practical systems [36–41]. To assimilate the advantages of networked control technology, some interesting results have been proposed for the stability analysis and control synthesis of parabolic PDE systems. Such as, Demetriou [42] considered a mobile network colocated sensors and actuators for a class of diffusion PDE systems. By utilizing the distributed in space measurements, a network-based $H_{\infty}$ filter for parabolic PDEs systems with the objective of enlarging the sampling time intervals to reduce the amount of communications while preserving a prescribed error system performance was designed in [43]. Other more recent researches can be referred in [44,45]. To benefit the development of computer technology, the research on networked control PDE systems is of practical significance.

However, due to the limited capability of the communication channel, the signal information (e.g., system state, measurement output, and control signal) is usually required to be quantized before it is transmitted into the network. Signal quantization has been widely adopted and studied in recent studies [46–51]. Nevertheless, accompanied with the signal quantization, quantization errors, which may yield system instability and performance degradation, and also bring difficulties for the system analysis and control, inevitably occur. Thus, the control synthesis for nonlinear systems with the effect of quantization is significant and necessary. Generally, the quantizer applied in the existing studies can be divided into two categories: static quantizer and dynamic one. For static signal quantization, there are some interesting results that have been reported. Such as, event triggered $H_{\infty}$ control problem of parabolic systems with Markovian jumping sensor
faults was studied under the effect of time delays in [52]. By employing a static logarithmic quantizer for the transmitted measurement output, distributed event-triggered networked control strategy for parabolic systems subjected to diffusion PDEs was proposed in [53]. Considering that the control signal was quantized by a static quantizer, state observer-based finite-time fuzzy bounded state feedback control strategy for semilinear PDE systems with Markov jump actuator failures [29], and \( \mathcal{H}_\infty \) asynchronous output feedback control strategy for nonlinear Markov jump distributed parameter systems [30], were provided, respectively. Nevertheless, dynamic signal quantization which is more general and more advantageous for parabolic PDE systems is still few reported in the existing studies.

The above researches are of abyssal significance in the field of control synthesis and attract more and more scholars to further studies. Although there are already various achievements for the controller design of parabolic PDE systems in the existing studies, there are still few researches on the quantized state feedback bounded control for parameter uncertain nonlinear parabolic PDE systems via finite-time interval, which is worthy of further study and application. Moreover, taking an overview of the existing results, it is realized that these results of the \( \mathcal{H}_\infty \) controller design for parabolic PDE systems are mostly relied on static feedback control, the finite-time \( \mathcal{H}_\infty \) control of parameter uncertain nonlinear parabolic PDE systems under DC has not been studied yet, which motivates the present study. Thus, the objective of this paper is to study the finite-time \( \mathcal{H}_\infty \) control problem for the parameter uncertain nonlinear parabolic PDE systems via quantized state feedback. Meanwhile, to ensure the prescribed \( \mathcal{H}_\infty \) performance index of the systems, sufficient conditions of the designed controller and quantizer’s adjusting parameters are developed in forms of matrix inequalities. The contributions and novelties can be summarized as follows:

1. Quantized static/dynamic state feedback control strategies for parameter uncertain nonlinear parabolic PDE systems via finite-time interval are studied. Sufficient conditions to obtain the prescribed \( \mathcal{H}_\infty \) performance are provided in terms of nonlinear matrix inequalities.

2. With the consideration of the system state is transmitted via the digital communication channel, dynamic quantizer which is regarded to be more general and more advantageous compared with a static one is adopted in this paper. Moreover, the quantization errors generated by the quantizer are well treated.

3. By using some inequalities and decomposition technic, the nonlinear matrix inequalities are transformed to standard LMIs. Furthermore, the optimal \( \mathcal{H}_\infty \) performances are pursued by solving optimization problems.

The rest sections of this paper are organized as follows: Sect. 2 addresses the studied parabolic PDE systems and some lemmas which are necessary for the results presented in this paper; Sect. 3 gives the static and dynamic state feedback controllers with quantization, and provides the sufficient conditions for the finite-time \( \mathcal{H}_\infty \) controller design; application to the catalytic rod in a reactor is explored and a numerical example is provided to illustrate the feasibility and efficiency of the designed methods in Sect. 4; Sect. 5 draws some conclusions.

Some notations are used in this paper, which are shown in Table 1.

### 2 Problem formulation and preliminaries

With the system notations expressed in Table 2, the mathematical model of nonlinear parabolic PDE systems with parametric uncertainties can be expressed as [6]:

\[
\begin{align*}
\frac{\partial x(s, t)}{\partial t} &= (A + \Delta A) \frac{\partial^2 x(s, t)}{\partial s^2} + f(x(s, t)) \\
&+ (B_u + \Delta B_u) u(t) + (B_\omega + \Delta B_\omega) \omega(t), \\
y(t) &= \int_\Omega C x(s, t) ds,
\end{align*}
\]

The following initial condition and boundary conditions are considered for the system (1):

\[
\begin{align*}
x(s, 0) &= x_0(s), \\
x(0, t) &= x(l, t) = 0.
\end{align*}
\]

Assumption 1 For all \( x \in \mathcal{R}^n \neq 0 \). Then an operator \( f : \mathcal{R}^n \rightarrow \mathcal{R}^n \) is said to be Lipschitz constraint if there is a scalar \( \kappa > 0 \) satisfying:

\[
\|f(x(s, t))\| \leq \kappa \|x(s, t)\|.
\]
Definition 1 (Finite-time bounded) Given a positive definite matrix $R$ and three positive constants $c_1$, $c_2$, $T$, with $c_1 < c_2$, if there exists a controller $u(t)$ for system (1), $\forall t \in [0, T]$ such that:

$$\int_0^T x^T(s, 0) R x(s, 0) ds < c_1 \Rightarrow \int_0^T x^T(s, 0) R x(s, 0) ds < c_2,$$  \hspace{1cm} (4)

then the closed-loop system (1) is said to be finite-time bounded with respect to $(c_1, c_2, T)$.

Lemma 1 [54] If there is a well-defined matrix $0 < \exists \in \mathbb{R}^{n \times n}$ and a vector function $z(\cdot)$ which is differentiable with $z(0) = 0$ or $z(l) = 0$, then:

$$\int_0^l \dot{z}^T(s) \exists \dot{z}(s) ds \geq \frac{\pi^2}{4l^2} \int_0^l z^T(s) \exists z(s) ds.$$  \hspace{1cm} (5)

Remark 1 The constant $\kappa$ in Assumption 1 is called the Lipschitz constant of $f$. And this assumption is widely used in the studies (see [6] and the references therein).
Lemma 2 [55] For real scalar \( t \in \mathbb{R}^+ \), vector function \( z : [0, t] \to \mathbb{R}^n \), if a well-defined matrix \( F \) satisfy \( 0 < F \in \mathbb{R}^{n \times n} \), then it can be derived that:

\[
\frac{1}{t} \left[ \int_0^t z(s) ds \right]^T F \left[ \int_0^t z(s) ds \right] \leq \int_0^t z^T(s) F z(s) ds.
\]

(6)

Lemma 3 [56] If \( N + [ST + \ast] < 0 \) holds with appropriate dimensions matrices \( N, S \) and \( T \), then for a given scalar \( \epsilon \), there exists a matrix \( U \) such that:

\[
\begin{bmatrix}
N & \ast \\
\epsilon ST + UT - \epsilon [U + \ast] & < 0.
\end{bmatrix}
\]

Lemma 4 [56] For symmetric matrix \( M \), real matrices \( X, Y \) with proper dimensions, and \( \Delta \) satisfies \( \Delta \Delta^T \leq I \), then:

\[
M + [X \Delta Y + \ast] < 0
\]

holds if and only if there is a positive scalar \( \phi \) such that:

\[
M + \frac{1}{\phi} XX^T + \phi YY^T Y < 0.
\]

(9)

The definition of quantizer \( q(t) \) is employed in [57]. If there is real numbers \( H > 0 \) and \( \Delta_q > 0 \) that satisfying:

\[
\|q(t) - t\| \leq \Delta_q, \text{if } \|t\| \leq H,
\]

\[
\|q(t)\| > H - \Delta_q, \text{if } \|t\| > H,
\]

where the range and error bound of the quantizer are represented by \( H \) and \( \Delta_q \), respectively. And a kind of dynamic quantizer is considered as:

\[
q_{\mu}(t) = \mu q \left( \frac{t}{\mu} \right),
\]

with the dynamic parameter \( \mu \).

3 Main results

In the section, static/dynamic state feedback control with quantization for the parabolic PDE system (1) will be presented. Figure 1 shows the diagram of state feedback control strategy. Under the influence of the disturbance \( \omega(t) \), the system state \( x(s, t) \) is transmitted to the Quantizer through the Sensors; after quantization, the system state is transmitted to the controller side through the Network; then the Controller products an input control signal to the Actuators side; finally, with the actuators, the prescribed attenuation level of \( \mathcal{H}_\infty \) performance of the Uncertain System can be guaranteed. The output is the integration of states over space.

Disturbance \( \omega(t) \) \rightarrow \text{Uncertain System} \rightarrow \text{Sensors} \rightarrow \text{Quantizer} \rightarrow \text{Controller} \rightarrow \text{Network} \rightarrow \text{Actuators} \rightarrow \text{System} \rightarrow \text{Output} \rightarrow \text{State} \rightarrow \text{State} \rightarrow \text{Output}

Fig. 1 Block diagram of state feedback control strategy

3.1 SC with quantization

The SC with quantization is considered as:

\[
u(t) = \int_\Omega K q_{\mu}(x(s, t)) ds,
\]

(12)

with the undetermined gain matrix \( K \). By the definition of quantizer described in (10) and (11), the above controller can be written as:

\[u(s, t) = \int_\Omega K \mu(s, t) q \left( \frac{x(s, t)}{\mu(s, t)} \right) ds = \int_\Omega K [\vartheta(s, t) + x(s, t)] ds,
\]

(13)

where \( \vartheta(s, t) = \mu(s, t) \left[ q \left( \frac{x(s, t)}{\mu(s, t)} \right) - \frac{x(s, t)}{\mu(s, t)} \right].\)

By substituting the controller into (1) in the presence of parametric uncertainties \( \Delta A, \Delta B_u, \Delta B_w \), the quantized state feedback control system is derived:

\[
\begin{aligned}
\frac{\partial x(s, t)}{\partial t} &= (A + \Delta A) \frac{\partial^2 x(s, t)}{\partial s^2} + f(x(s, t)) \\
&\quad + (B_u + \Delta B_u) K \int_\Omega [\vartheta(s, t) + x(s, t)] ds \\
&\quad + (B_w + \Delta B_w) \omega(t), \\
y(t) &= \int_\Omega C x(s, t) ds.
\end{aligned}
\]

(14)

The following theorem provides a sufficient design condition for controller (12).

Theorem 1 For the state feedback system (14), if there exist matrices \( P > 0 \), \( K \) with proper dimensions, scalars \( r_1 > 0, r_2 > 0 \), such that the following conditions are fulfilled under the prescribed scalar \( \gamma > 0 \), given quantizer’s range \( H \) and error \( \Delta_q \), given positive matrix \( R \) and positive constants \( \delta, c_1, c_2, T \):

\[
[P(A + \Delta A) + \ast] > 0.
\]

(15)
\[
\Pi_1 = \begin{bmatrix}
\theta_1 + \ast & c^T c \\
* & \ast & P & B_1 & 0 \\
* & * & -r_2 I & 0 & 0 \\
* & * & * & -r_1 I & 0 \\
* & * & * & * & -r_1 I
\end{bmatrix}
\] < 0,
\]
\[
c_2 > \frac{\lambda_2 c_1 + \hat{\omega} \gamma^2}{\lambda_1} e^{\lambda T}.
\]

where \( \theta_1 = \frac{1}{2} P(B_u + \Delta B_u)K, \) \( B_1 = P(B_{ow} + \Delta B_{ow}). \)
\( \lambda_1 = -\frac{\gamma^2}{4l^2} [P(A + \Delta A) + \ast] + (2r_2 + \frac{4r_1^2 \Delta \rho_2}{H^2}) I - \delta P, \) \( \lambda_2 = \lambda_{\min}(R^{-1} P R^{-1}), \)
and the dynamic parameter \( \mu(s, t) \) is adjusted on-line as:
\[
\frac{\rho_u}{H} \| x(s, t) \| \leq \mu(s, t) \leq \frac{2\rho_u}{H} \| x(s, t) \|,
\]
where \( \rho_u \geq 1. \) Then the quantized SC (12) subject to the adjusting rule (18), guarantees the prescribed \( \mathcal{H}_\infty \) performance \( \gamma \) for system (14) in the sense of finite-time bounded with respect to \( (c_1, c_2, T). \)

**Proof** For the state feedback system (14), select the Lyapunov function as:
\[
V(t) = \int_\Omega x^T(s, t) P x(s, t) ds,
\]
where \( P \) is a positive matrix to be determined. By the time derivative of \( V(t), \)
\[
\dot{V}(t) = \left[ \int_\Omega x^T(s, t) P (A + \Delta A) d\frac{\partial x(s, t)}{\partial s} \right] + *
+ \left[ \int_\Omega x^T(s, t) P f(x(s, t)) ds + * \right]
+ \left[ \int_\Omega x^T(s, t) ds P(B_u + \Delta B_u)K \right]
\int_\Omega \vartheta(s, t) ds + *
+ \left[ \int_\Omega x^T(s, t) ds P(B_{ow} + \Delta B_{ow}) \right]
\int_\Omega x(s, t) ds + *
+ \left[ \int_\Omega x^T(s, t) P(B_{ow} + \Delta B_{ow}) \omega(t) ds + * \right].
\]

Integrating by part with the consideration of the boundary conditions (2) gives:
\[
\int_\Omega x^T(s, t) P (A + \Delta A) d\frac{\partial x(s, t)}{\partial s} = x^T(s, t) P (A + \Delta A) \frac{\partial x(s, t)}{\partial s} |_{s=0}^{s=T}
- \int_\Omega \frac{\partial x^T(s, t)}{\partial s} P(A + \Delta A) \frac{\partial x(s, t)}{\partial s} ds
= - \int_\Omega \frac{\partial x^T(s, t)}{\partial s} P(A + \Delta A) \frac{\partial x(s, t)}{\partial s} ds.
\]

Then, by (16) that \( [P(A + \Delta A) + \ast] > 0, \) with Lemma 1, substituting (21) into (20), one can obtain:
\[
\dot{V}(t) \leq -\frac{\pi^2}{4l^2} \int_\Omega x^T(s, t) [P(A + \Delta A) + \ast] x(s, t) ds
+ \left[ \int_\Omega x^T(s, t) P f(x(s, t)) ds + * \right]
+ \left[ \int_\Omega x^T(s, t) P(B_u + \Delta B_u)K ds \right]
\int_\Omega \vartheta(s, t) ds + *
+ \left[ \int_\Omega x^T(s, t) P(B_{ow} + \Delta B_{ow})K ds \right]
\int_\Omega x(s, t) ds + *
+ \left[ \int_\Omega x^T(s, t) P(B_{ow} + \Delta B_{ow}) \omega(t) ds + * \right].
\]

By the on-line adjusting rule (18), we have:
\[
\| x(s, t) \| \leq \mu(s, t) \leq \frac{2\rho_u}{H} \| x(s, t) \|,
\]
according to (10),
\[
q \left( \frac{x(s, t)}{\mu(s, t)} \right) - \frac{x(s, t)}{\mu(s, t)} \| \leq \Delta_q.
\]

Consider the homogeneity property of Euclidean norm to \( \vartheta(s, t), \) we arrive at:
\[
\| \vartheta(s, t) \| \leq \frac{2\Delta_q}{H} \| x(s, t) \|.
\]

Let the Assumption 1 satisfied, then the following inequalities stand:
\[
\vartheta^T(s, t) \vartheta(s, t) \leq \frac{4\Delta_q^2 \rho^2 u}{H^2} x^T(s, t) x(s, t).
\]

By Lemma 2, it’s obvious that,
\[
\int_\Omega \vartheta^T(s, t) \vartheta(s, t) ds \int_\Omega \vartheta(s, t) ds
\leq l \int_\Omega \vartheta^T(s, t) \vartheta(s, t) ds.
\]
By adding and subtracting:
\[
\begin{align*}
& r_1 \int_{\Omega} \vartheta^T(s,t)ds \int_{\Omega} \vartheta(s,t)ds \\
& + r_2 \int_{\Omega} f^T(x(s,t)) f(x(s,t))ds \\
& \text{to the right side of (22),}
\end{align*}
\]
\[
\dot{V}(t) \leq \int_{\Omega} \left\{ x^T(s,t) A_1 x(s,t) ds \\
+ \int_{\Omega} x^T(s,t) \left[ \frac{P(B_u + \Delta B_u)K + *} l \right] ds \\
+ [ \int_{\Omega} x^T(s,t) Pf(x(s,t)) + * ] ds \\
+ \left[ \int_{\Omega} x^T(s,t) P(B_u + \Delta B_u)K l ds \right] \\
+ \int_{\Omega} \vartheta^T(s,t)ds + * \\
+ \left[ \int_{\Omega} x^T(s,t) P(B_u + \Delta B_u) K \right] \omega(t)ds + * \\
- r_1 \int_{\Omega} \vartheta^T(s,t)ds \int_{\Omega} \vartheta(s,t)ds - r_2 f^T(x(s,t)) f(x(s,t)) \right\} ds.
\]

Consider the system (14) with $\mathcal{H}_\infty$ performance index $\gamma$, and choose:
\[
J_T = \int_0^T \| y(t) \|^2 dt - \gamma^2 \int_0^T \| w(t) \|^2 dt. 
\] (29)

Combine (28) to (29) gives:
\[
\dot{V}(t) - \delta V(t) + \| y(t) \|^2 - \gamma^2 \| w(t) \|^2 \\
= \int_0^T \int_{\Omega} X^T(s,t) \Pi_1 X(s,t) ds dt,
\] (30)

where
\[
X(s,t) = [ \int_{\Omega} x^T(s,t) ds \ x^T(s,t) f^T(x(s,t)) \omega(t) ] \left[ \int_{\Omega} \vartheta^T(t)ds \right]^T.
\]

By (16), we know that $\Pi_1 < 0$, which means:
\[
e^{-\delta t} [ \dot{V}(t) - \delta V(t) ] < e^{-\delta t} [ \| y(t) \|^2 - \gamma^2 \| w(t) \|^2 ].
\] (31)

Then under the initial value condition, integrating (31) from 0 to $T$ arrives:
\[
0 < e^{-\delta T} V(T) - V(0) < \int_0^T e^{-\delta t} [ \| y(t) \|^2 - \gamma^2 \| w(t) \|^2 ] dt.
\] (32)

Inequality (32) further gives:
\[
\| y(t) \|^2 < \gamma^2 \| w(t) \|^2,
\] (33)

and
\[
V(T) < e^{\delta T} \left[ V(0) + \int_0^T e^{-\delta t} [ \| y(t) \|^2 ] dt \right] < e^{\delta T} \left[ \int_0^T x^T(s,0) P x(s,0) ds + \tilde{\omega} \gamma^2 \right] = e^{\delta T} \left[ \int_0^T x^T(s,0) R^{\frac{1}{2}} (R^{-\frac{1}{2}} P R^{-\frac{1}{2}}) R^{\frac{1}{2}} x(s,0) ds + \tilde{\omega} \gamma^2 \right] < e^{\delta T} \lambda_2 \int_0^T x^T(s,0) R x(s,0) ds + e^{\delta T} \tilde{\omega} \gamma^2 < e^{\delta T} \lambda_2 c_1 + e^{\delta T} \tilde{\omega} \gamma^2.
\] (34)

On the other hand,
\[
V(T) = \int_0^T x^T(s,0) P x(s,0) ds = \int_0^T x^T(s,0) R^{\frac{1}{2}} (R^{-\frac{1}{2}} P R^{-\frac{1}{2}}) R^{\frac{1}{2}} x(s,0) ds > \lambda_1 \int_0^T x^T(s,0) R x(s,0) ds.
\] (35)

Thus,
\[
\int_0^T x^T(s,0) R x(s,0) ds < \frac{\lambda_2 c_1 + \tilde{\omega} \gamma^2}{\lambda_1} e^{\delta T}, \forall t \in [0, T].
\] (36)

By (17), one can derive $\int_0^T x^T(s,0) R x(s,0) ds < c_2$.

Then, according to Definition 1, the prescribed $\mathcal{H}_\infty$ performance in the finite time interval $[0, T]$ for system (14) under the quantized SC (12) could be obtained. This ends the proof. □

Remark 2 To guarantee the prescribed $\mathcal{H}_\infty$ performance for system (1), the terms which reflect the effect of quantization errors and uncertainties as $\hat{\Theta}_1, \hat{\Delta}_1$, and $\Delta B_\omega$ exist in Theorem 1. The quantization errors for the network system also appeared in [57]. Here, in Theorem 1, both the quantization errors and system uncertainties that may yield the deterioration of system performances and even system instability are considered.

Due to the uncertain terms $\Delta A, \Delta B_u, \Delta B_\omega$ and coupled terms $P B_u K$, the conditions presented in Theorem 1 cannot be applied directly to design the quantized state feedback controller (12). In order to cope with this problem, the following method is provided to eliminate these terms, such that the finite-time $\mathcal{H}_\infty$ control design.
conditions are given in terms of standard LMIs which can be solved by MATLAB matrix toolbox.

Since \([\Delta A \Delta B_u \Delta B_w]\) = \(MS[\Omega_1 \Omega_2 \Omega_3 \Theta]\), then the matrix \(\Pi_{11}\) can be rewritten as:

\[
\Pi_{11} = \Pi_2 + \begin{bmatrix} \lambda_{11} \lambda_{12} \lambda_{21} \lambda_{22} \lambda_{31} \lambda_{32} \lambda_{33} \lambda_{34} \end{bmatrix},
\]

where

\[
\Pi_2 = \begin{bmatrix}
\Theta_2 + \frac{C^T C}{\lambda} & 0 & 0 & 0 & \Theta_2 \\
* & \lambda_2 & P & PB_w & 0 \\
* & * & -r_2 I & 0 & 0 \\
* & * & * & -r^2 I & 0 \\
* & * & * & * & -r_1 I \\
\end{bmatrix},
\]

\[
\lambda_{11} = \left[ -\frac{\pi^2}{4l^2} (PM)^T 0 0 0 \right]^T,
\]

\[
\lambda_{12} = \left[ 0 N_1 0 0 \right],
\]

\[
\lambda_{21} = \left[ \frac{1}{\lambda}(PM)^T 0 0 0 \right]^T,
\]

\[
\lambda_{22} = \left[ N_2 K 0 0 0 N_2 K \right],
\]

\[
\lambda_{31} = \left[ 0 (PM)^T 0 0 0 \right]^T,
\]

\[
\lambda_{32} = \left[ 0 0 0 N_3 0 \right],
\]

\[
\Theta_2 = \frac{1}{l} \begin{bmatrix} PB_u K + * \end{bmatrix},
\]

\[
\lambda_{33} = \left[ PB_u K + * \right],
\]

By Lemma 4 and Schur complement, for \(\epsilon_A, \epsilon_H, \epsilon_w > 0\), (37) is equal to:

\[
\Pi_3 = \begin{bmatrix} \Pi_2 \begin{bmatrix} \lambda_{11} \epsilon_A \lambda_{12} \lambda_{21} \epsilon_A \lambda_{22} \lambda_{31} \epsilon_w \lambda_{32} \lambda_{33} \epsilon_w \lambda_{34} \end{bmatrix} & -\text{diag} \left\{ \epsilon_A I, \epsilon_A I, \epsilon_H I, \epsilon_H I, \epsilon_w I, \epsilon_w I \right\} \end{bmatrix}
\]

(38)

Let \(K = U^{-1} V\), then the matrix (38) can be expressed as:

\[
\Pi_3 = \Pi_4 + \begin{bmatrix} \lambda_{41} U^{-1} V \lambda_{42} + * \end{bmatrix},
\]

where

\[
\Pi_4 = \left[ \begin{bmatrix} \lambda_{11} \epsilon_A \lambda_{12} \lambda_{21} \epsilon_A \lambda_{22} \lambda_{31} \epsilon_w \lambda_{32} \lambda_{33} \epsilon_w \lambda_{34} \end{bmatrix} & -\text{diag} \left\{ \epsilon_A I, \epsilon_A I, \epsilon_H I, \epsilon_H I, \epsilon_w I, \epsilon_w I \right\} \end{bmatrix},
\]

(39)

\[
\lambda_{41} = \begin{bmatrix} \frac{1}{l} (PB_u - B_u V)^T 0 0 0 0 0 \epsilon_u N_2^T 0 0 \end{bmatrix},
\]

\[
\lambda_{42} = \begin{bmatrix} I 0 0 0 I 0 0 0 0 \end{bmatrix}.
\]

Since \([P(A + \Delta A) + \epsilon_A] = [PA + \epsilon_A] + [PM N_1 + \epsilon_A]\), by Lemma 4, for a positive scalar \(\epsilon_1\), the following inequality stands:

\[
\begin{bmatrix} -[PA + \epsilon_A] + \epsilon_1 N_1^T N_1 & PM \\ * & -\epsilon_1 I \end{bmatrix} < 0.
\]

(40)

By using Lemma 3 and Schur complement to (39), if \(\Pi_3 < 0\), then the following result can be derived:

**Theorem 2** For the state feedback system (14), if there exist matrices \(P > 0\), \(U\) and \(V\) with proper dimensions, undetermined scalars \(r_1, r_2, \epsilon_A, \epsilon_H, \epsilon_w, \epsilon_1\), and \(\rho_{u1}\), such that the following conditions are fulfilled under the prescribed scalar \(\gamma > 0\), given quantizer’s range \(H\) and error \(\Delta_q\), a given scalar \(\epsilon_k\), given positive matrix \(R\) and positive constants \(\delta, c_1, c_2, T\):

\[
\begin{bmatrix} -[PA + \epsilon_A] + \epsilon_1 N_1^T N_1 & PM \\ * & -\epsilon_1 I \end{bmatrix} < 0.
\]

(41)

\[
\begin{bmatrix} \Omega_{11} \Omega_{12} \Omega_{13} \Omega_{14} \Omega_{15} \Omega_{16} \\ * \Omega_{22} 0 0 \Omega_{25} \Omega_{26} \\ * * \Omega_{33} 0 0 \Omega_{44} \Omega_{46} \\ * * * \Omega_{55} 0 \\ * * * * \Omega_{66} \end{bmatrix} < 0.
\]

(42)

\[
c_2 > \frac{\lambda_2 c_1 + \bar{\omega} \gamma^2}{\lambda_1} e^{\delta T},
\]

(43)

where

\[
\Omega_{11} = \text{diag} \left\{ \frac{1}{l} (PB_u + \epsilon_A) + \frac{C^T C}{\lambda}, r_2 \epsilon_1 \right\},
\]

\[
\Omega_{12} = \begin{bmatrix} 0 & 0 & \frac{1}{l} (PB_u V + \epsilon) & C^T C \end{bmatrix},
\]

\[
\Omega_{13} = \begin{bmatrix} 0 & 0 & \frac{\pi^2}{4l^2} (PA + \epsilon_A) - \delta P \end{bmatrix},
\]

\[
\Omega_{14} = \begin{bmatrix} \frac{1}{l} PM N_1 \\ 0 & 0 \end{bmatrix},
\]

\[
\Omega_{15} = \begin{bmatrix} 0 & 0 \end{bmatrix},
\]

\[
\Omega_{16} = \text{diag} \left\{ \frac{\epsilon_k}{l} (PB_u - B_u U), \frac{\rho_{u1} \Delta_q}{H} \right\},
\]

\[
\Omega_{22} = -\text{diag} \left\{ r_1, \gamma^2 \frac{I}{l}, r_1 I \right\},
\]

\[
\Omega_{25} = \begin{bmatrix} 0 & 0 & 0 \end{bmatrix}.
\]
\[\Omega_{26} = \begin{bmatrix} 0 & 0 & V \\ 0 & 0 & 0 \end{bmatrix}^T,\]
\[\Omega_{33} = -\text{diag}[\varepsilon_A I, \varepsilon_A I],\]
\[\Omega_{44} = -\text{diag}[\varepsilon_A I, \varepsilon_A I],\]
\[\Omega_{46} = \begin{bmatrix} 0 & 0 \\ \varepsilon_k \varepsilon_w & N_2^T \end{bmatrix} 0,\]
\[\Omega_{55} = -\text{diag}[\varepsilon_A I, \varepsilon_A I],\]
\[\Omega_{66} = -\text{diag}[\varepsilon_k \{U + \varepsilon\}, \frac{r_1}{4\Omega_I}], \rho_{u1} = \rho_u r_1, \lambda_1 = \lambda_{\text{min}}(R^{-\frac{1}{2}} \bar{P} R^{-\frac{1}{2}}), \lambda_2 = \lambda_{\text{max}}(R^{-\frac{1}{2}} \bar{P} R^{-\frac{1}{2}}), \]

and (11), the above controller can be written as:
\[u(t) = \int_\Omega \{C_d \phi(s, t) + D_d q_\mu(x(s, t))\} ds,\]

with the undetermined gain matrices \(A_d, B_d, C_d\) and \(D_d\). By the definition of quantizer described in (10) and (11), the above controller can be written as:
\[\frac{\partial \phi(s, t)}{\partial t} = A_d \phi(s, t) + B_d \phi(x(s, t)) + \vartheta(s, t),\]

\[u(t) = \int_\Omega \{C_d \phi(s, t) + D_d [x(s, t) + \vartheta(s, t)]\} ds.\]

By substituting the controller into (1), the quantized state feedback control system is derived:
\[\frac{\partial x(s, t)}{\partial t} = (A + \Delta A) \frac{\partial^2 x(s, t)}{\partial s^2} + f(x(s, t)) + (B_u + \Delta B_u) \int_\Omega C_d \phi(s, t) ds + (B_w + \Delta B_w) \omega(t)\]
\[+ (B_u + \Delta B_u) \int_\Omega D_d [x(s, t) + \vartheta(s, t)] ds,\]
\[y(t) = \int_\Omega C x(s, t) ds.\]

Assume that the initial state of the dynamic state feedback controller (44) is zero, i.e., \(\phi(s, 0) = 0\), then the following result provides the \(H_\infty\) control design for the closed-loop system (46) in the finite time interval \([0, T]\).

**Theorem 3** For the dynamic state feedback system (46), if there exist matrices \(P_1, P_2 > 0, A_d, B_d, C_d\) and \(D_d\) with proper dimensions, undetermined positive scalars \(r_1, r_2, r_3, r_4\), such that the following conditions are fulfilled under the prescribed scalar \(\gamma > 0\), given quantizer’s range \(H\) and error \(\Delta q\), a given positive matrix \(R\), and given positive constants \(\delta, c_1, c_2, T\): 
\[P_1 (A + \Delta A) + \varepsilon > 0,\]
\[\Psi_{11} = \begin{bmatrix} C_1 & 0 & 0 & 0 \\ * & E_1 & P_1 & [P_2 B_d]^T \\ * & * & -r_1 I & 0 \\ * & * & * & -r_1 I \end{bmatrix} < 0,\]
\[c_2 > \frac{\gamma^2}{\lambda_1} \varepsilon_1 + \gamma \varepsilon_2^2 e^{\delta T}.\]

where \(C_1 = \frac{P_1 (B_u + \Delta B_u) D_d + \varepsilon}{P_1 (B_u + \Delta B_u) D_d}, E_1 = -\frac{\gamma^2}{4T} [P_1 (A + \Delta A) + \varepsilon] + (r_1 I + r_2) \frac{4 A^2_{\varepsilon} \varepsilon_1^2}{H^2} I + r_2 k^2 I - \delta P_1, F_1 = P_1 (B_w + \Delta B_w), W_1 = [P_2 A_d + \varepsilon] + r_3 I - \delta P_2, \lambda_1 = \lambda_{\text{min}}(R^{-\frac{1}{2}} P_1 R^{-\frac{1}{2}}), \]
\[\lambda_2 = \lambda_{\text{max}}(R^{-\frac{1}{2}} P_1 R^{-\frac{1}{2}}), \]

and the dynamic parameter \(\mu(s, t)\) is adjusted on-line as (18). Then under the DC (44), closed-loop system (46) is finite-time bounded with respect to \((c_1, c_2, T)\), and satisfies the \(H_\infty\) performance with index \(\gamma\).

**Proof** Select the following Lyapunov functional for the state feedback system (46):
\[\dot{V}(t) = \int_\Omega x^T(s, t) P_1 x(s, t) ds + \int_\Omega \phi^T(s, t) P_2 \phi(s, t) ds,\]
\[\dot{V}(t) \leq -\frac{\pi^2}{4T} \int_\Omega x^T(s, t) [P_1 (A + \Delta A) + \varepsilon] x(s, t) ds + \int_\Omega x^T(s, t) P_1 f(x(s, t)) ds + * + \int_\Omega x^T(s, t) P_1 (B_u + \Delta B_u) ds\]
\[
\begin{align*}
&\int_\Omega C_d \phi(s, t) ds + * \\
&+ \left[ \int_\Omega x^T(s, t) P_1(B_u + \Delta B_u) ds \right] \\
&+ \int_\Omega D_d \theta(s, t) ds + * \\
&+ \left[ \int_\Omega x^T(s, t) P_1(B_u + \Delta B_u) ds \right] \\
&+ \int_\Omega D_d \theta(s, t) ds + * \\
&+ \left[ \int_\Omega x^T(s, t) P_1(B_u + \Delta B_u) ds \right] \\
&+ \int_\Omega \phi^T(s, t) [P_2 A_d + *] \phi(s, t) ds \\
&+ \left[ \int_\Omega \phi^T(s, t) P_2 B_d \theta(s, t) ds \right] \\
&+ \int_\Omega \phi^T(s, t) P_2 B_d x(s, t) ds + * \\
&+ \left[ \int_\Omega x^T(s, t) P_1(B_o + \Delta B_o) \omega(t) ds + * \right] \\
&+ \int_\Omega \phi^T(s, t) [P_2 A_d + *] \phi(s, t) ds \\
&+ \left[ \int_\Omega \phi^T(s, t) P_2 B_d \theta(s, t) ds + * \right] \\
&+ \int_\Omega \phi^T(s, t) P_2 B_d x(s, t) ds + * \\
&- r_1 \int_\Omega \theta^T(s, t) \theta(s, t) ds \\
&- r_2 \int_\Omega f^T(x(s, t)) f(x(s, t)) ds \\
&- r_3 \int_\Omega \phi^T(s, t) ds \int_\Omega \phi(s, t) ds \\
&- r_4 \int_\Omega \theta^T(s, t) \theta(s, t) ds \bigg] ds. \quad (53)
\end{align*}
\]

Consider the system (46) with $\mathcal{H}_\infty$ performance index $\gamma$ as (29), Combine (28) to (29) gives:
\[
\begin{align*}
\dot{V}(t) - \delta V(t) + \|y(t)\|^2 - \gamma^2 \|w(t)\|^2 &= \int_0^T \int_0^t K(T) \Psi_1 \dot{X}(s, t) ds dt, \quad (54)
\end{align*}
\]
where $\dot{X}(s, t) = \int_\Omega x^T(s, t) ds \ x^T(s, t) f^T(x(s, t)) \ \phi^T(s, t) \int_\Omega \theta^T(s, t) ds \int_\Omega \phi^T(s, t) ds \ omega^2(t) \theta^T(s, t)|^T$.
By (48) that $\Psi_1 < 0$, which means:
\[
e^{-\delta t}[\dot{V}(t) - \delta V(t)] < e^{-\delta t} [\gamma^2 \|w(t)\|^2 - \|y(t)\|^2]. \quad (55)
\]

Then under the initial value condition, integrating (55) from 0 to $T$ arrives:
\[
0 < e^{-\delta T} V(T) - V(0) < \int_0^T e^{-\delta t} [\gamma^2 \|w(t)\|^2 - \|y(t)\|^2] dt. \quad (56)
\]
Since the initial state of the controller (44) is zero, the inequality (56) further means:
\[
\|y(t)\|^2 < \gamma^2 \|w(t)\|^2, \quad (57)
\]
and
\[
V(T) < e^{\delta T} \left[ V(0) + \int_0^T e^{-\delta t} [\gamma^2 \|w(t)\|^2] dt \right]
< e^{\delta T} \left[ \int_\Omega x^T(s, 0) P_1 x(s, 0) ds \\
+ \int_\Omega \phi^T(s, 0) P_2 \phi(s, 0) ds + \omega \gamma^2 \right]
< e^{\delta T} \left[ \int_\Omega x^T(s, 0) R^2 (R^{-\frac{1}{2}} P_1 R^{-\frac{1}{2}}) R^2 x(s, 0) ds \right]
\]
Quantized state feedback-based $\mathcal{H}_\infty$ control

\[ + \bar{\omega} \gamma^2 \]
\[ < e^{\delta T} \bar{\lambda}_2 \int_{\Omega} x^T(s, t) R x(s, t) ds + e^{\delta T} \bar{\omega} \gamma^2 \]
\[ < e^{\delta T} \bar{\lambda}_2 c_1 + e^{\delta T} \bar{\omega} \gamma^2. \]  

(58)

On the other hand,

\[ V(T) = \int_{\Omega} x^T(s, t) P_1 x(s, t) ds \]
\[ + \int_{\Omega} \phi^T(s, t) P_2 \phi(s, t) ds \]
\[ > \int_{\Omega} x^T(s, t) R x(s, t) ds \]
\[ > \bar{\lambda}_1 \int_{\Omega} x^T(s, t) R x(s, t) ds. \]

Thus,

\[ \int_{\Omega} x^T(s, t) R x(s, t) ds < \frac{\bar{\lambda}_2 c_1 + \bar{\omega} \gamma^2}{\bar{\lambda}_1} e^{\delta T}, \]

\[ \forall t \in [0, T]. \]  

By (49), one can derive \[ \int_{\Omega} x^T(s, t) R x(s, t) ds < c_2. \]

Then, according to Definition 1, the system (46) under the DC (44) with quantization is finite-time stable in the interval $[0, T]$, and the prescribed $\mathcal{H}_\infty$ performance could be satisfied. This ends the proof. \qed

Since $[\Delta A \ \Delta B_u \ \Delta B_w] = MSN_1 N_2 N_3$, similar to the proof of Theorem 2, the following theorem provides conditions in terms of standard LMIs.

**Theorem 4** If there exist positive matrices $P_1, P_2$, undetermined $P_{2A}, P_{2B}, A_d, B_d, U_1, U_2, V_1$ and $V_2$ with proper dimensions, undetermined positive scalars $\varepsilon_\Delta, \varepsilon_1, r_1, r_2, r_3, r_4, \rho_{ur}$, such that the following conditions are fulfilled under the prescribed scalar $\gamma > 0$, given quantizer’s range $H$ and error $\Delta_q$ a given positive matrix $R$ and positive constants $\varepsilon_k, \delta, c_1, c_2, T$:

\[
\begin{bmatrix}
- [P_1 A + \ast] + \varepsilon_1 N_1^T N_1 P_1 M \\
\ast
\end{bmatrix}
< 0,
\]

\[
\begin{bmatrix}
\tilde{\Omega}_{11} & \tilde{\Omega}_{12} & \tilde{\Omega}_{13} & \tilde{\Omega}_{14} & \tilde{\Omega}_{15} & \tilde{\Omega}_{16} & \tilde{\Omega}_{17} \\
\ast & \tilde{\Omega}_{22} & 0 & \tilde{\Omega}_{24} & 0 & 0 & 0 \\
\ast & \ast & \tilde{\Omega}_{33} & 0 & 0 & 0 & 0 \\
\ast & \ast & \ast & \tilde{\Omega}_{44} & 0 & 0 & 0 \\
\ast & \ast & \ast & \ast & \tilde{\Omega}_{55} & 0 & 0 \\
\ast & \ast & \ast & \ast & \ast & \tilde{\Omega}_{66} & \tilde{\Omega}_{67} \\
\ast & \ast & \ast & \ast & \ast & \ast & \tilde{\Omega}_{77}
\end{bmatrix}
< 0,
\]

\[ c_2 > \frac{\bar{\lambda}_2 c_1 + \bar{\omega} \gamma^2}{\bar{\lambda}_1} e^{\delta T}, \]

where

\[ \tilde{\Omega}_{11} = diag \left[ \frac{[B_u V_2 + \ast] + CT^C}{l} \right], \]

\[ -\frac{\pi^2}{4l^2} [P_1 A + \ast] + r_2 x^2 I - \delta P_1, \]

\[ \tilde{\Omega}_{12} = \begin{bmatrix} 0 & 0 \\ P_1 & P_{2R}^T \end{bmatrix}, \]

\[ \tilde{\Omega}_{13} = \begin{bmatrix} \frac{B_u V_2}{\delta} & 0 \\ 0 & 0 \end{bmatrix}, \]

\[ \tilde{\Omega}_{14} = \begin{bmatrix} 0 & 0 \\ P_1 B_w & 0 \end{bmatrix}, \]

\[ \tilde{\Omega}_{15} = diag \left[ \frac{P_1 M}{l} , P_1 M \right], \]

\[ \tilde{\Omega}_{16} = \begin{bmatrix} 0 & 0 \\ 0 & -\pi^2 N_1 \end{bmatrix}, \]

\[ \tilde{\Omega}_{17} = \begin{bmatrix} \frac{r_2}{l} [P_1 B_u - B_u U_2] + V_2^T \frac{[P_1 B_w - B_u U_1] \Delta_{\rho_w}}{H} 0 \\ 0 \end{bmatrix}, \]

\[ \tilde{\Omega}_{22} = -diag \left[ r_2 I, [P_{2A} + \ast] + r_3 x^2 I - \delta P_2 \right], \]

\[ \tilde{\Omega}_{24} = -diag \left[ 0, P_{2B} \right], \]

\[ \tilde{\Omega}_{23} = -diag \left[ r_1 I, r_3 I \right], \]

\[ \tilde{\Omega}_{37} = \begin{bmatrix} V_1^T & 0 & 0 \\ 0 & V_1 & 0 \end{bmatrix}, \]

\[ \tilde{\Omega}_{44} = -diag \left[ \frac{\gamma^2}{l} I, r_4 I \right], \]

\[ \tilde{\Omega}_{46} = \begin{bmatrix} 0 & N_1^T \\ 0 & 0 \end{bmatrix}, \]

\[ \tilde{\Omega}_{55} = -diag \left[ \varepsilon_1 I, \varepsilon_1 I \right], \]

\[ \tilde{\Omega}_{66} = -diag \left[ \varepsilon_1 I, \varepsilon_1 I \right], \]

\[ \tilde{\Omega}_{67} = \begin{bmatrix} \varepsilon_k \varepsilon_\Delta N_2 & \varepsilon_k \varepsilon_\Delta N_2 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \]

\[ \tilde{\Omega}_{77} = -diag \left[ \varepsilon_k [U_2 + \ast], \varepsilon_k [U_1 + \ast], \frac{r_1^2 + \lambda_d}{4} I \right], \rho_{ur} = \rho_u (r_1^2 + r_3), \tilde{\lambda}_1 = \lambda_{\text{min}} (R^{-\frac{1}{2}} P_1 R^{-\frac{1}{2}}), \tilde{\lambda}_2 = \lambda_{\text{max}} (R^{-\frac{1}{2}} P_1 R^{-\frac{1}{2}}), \] the dynamic parameter $\mu(s, t)$ is adjusted on-line as (18), then the closed-loop system (46) is finite-time bounded, and the prescribed $\mathcal{H}_\infty$ performance of (29) with index $\gamma$ could be obtained under the DC (44). Moreover, the control gain matrices are given by $A_d = P_{2A}^{-1} P_{2A}, B_d = P_{2B}^{-1} P_{2B}, C_d = U_1^{-1} V_1, D_d = U_2^{-1} V_2$.

**Remark 3** The conditions in Theorem 2 are standard LMIs which can be solved by MATLAB LMI toolbox. Thus, the controllers can be frequently derived by solving (41)–(42) in Theorem 2 and (61)–(62) in Theorem 4. To obtain the best robust control effect, the following
optimization problem is employed:

$$\min \gamma^2,$$

subject to LMIs in Theorem 2 (or Theorem 4).

Remark 4 When the candidate parameters $\varepsilon_1, \varepsilon_A, \varepsilon_u, \varepsilon_\omega, \varepsilon_k$ and $r_2$ in theorems are associated with the spatial variable $s$, then the results also stand and the conditions could be relaxed.

Remark 5 If the Dirichlet boundary conditions (2) are replaced with the mixed boundary conditions $x(s, t)|_{s=0} = \frac{\partial x(s, t)}{\partial s}|_{s=l} = 0$, Theorems 1–4 can also be derived. Moreover, when the system structure $B_\omega$ and uncertain parameter $\Delta B_\omega$ are related to a spatial variable $s$, then the results also stand and the conditions could be relaxed.

### Table 3 Notations of the catalytic reaction system for \((66)\)

| Notations | Denotes |
|-----------|---------|
| $s$       | Spatial position variable, $s \in [0, l]$ |
| $t$       | Time variable, $t \in [0, T]$ with $T = 10$ |
| $l$       | $l = 2$, length of the catalytic rod, |
| $x(s, t)$ | Dimensionless temperature of the catalytic rod, $x(s, t) \in \mathcal{R}$ |
| $u(t)$    | Control input |
| $\beta_1$ | $= 6.5$, heat in the reaction |
| $\alpha$  | $= 2.0$, activation energy |
| $\beta_2$ | $= 1.3$, transfer coefficient of heat |
| $\omega(t)$ | $= 0.3e^{-0.2t} + e^{-0.2t} \cos(2\pi t) + e^{-0.2t} \sin(3\pi t)$, disturbance |
| $B_u$     | $= 22.7975$, the distribution coefficient of control actuators |
| $B_\omega$ | $= 16.3175$, constant coefficient respect to the disturbance |
| $C$       | $= -0.1469$, measurement output coefficient |
| $[\Delta A \ \Delta B_u \ \Delta B_\omega]$ | $= MS[N_1 \ N_2 \ N_3]$, parametric uncertainties, with $M = 0.5406$, $S = 0.5$, $N_1 = 0.0101$, $N_2 = -0.1569$, $N_3 = 0.2778$ |
| $H$       | $= 100$, range of quantizer |
| $\Delta$  | $= 0.1$, error of quantizer |
| $c_1, c_2$ | Positive constants, $c_1 = 0.4$, $c_2 = 300$ |
| $\delta$  | $= 0.001$, decay rate of system |
| $R$       | $= I$, given positive definite matrix used in Definition 1 |
| $\varepsilon_k$ | $= 2.5$, proper scalar satisfy Lemma 3 |
| $y(t)$    | Measured output |
variable, all the results proposed in this paper also stand with parameters $B_\omega(s)$ and $N_3(s)$.

**Remark 6** In the results presented in the theorems, the control gain matrices $K$, $C_d$ and $D_d$ are determined by the disturbance matrix $B_\omega$, matrices of modeling errors and uncertainties $\Delta A$, $\Delta B_\omega$, $\Delta B_\omega$. In return, the feedback controllers with the control gain matrices will restrain these disturbances, modeling errors, and various uncertainties.

**Remark 7** In this paper, the dynamic parameter $\mu(s, t)$ which is transmitted to the system are adjusting by the rule presented in [57].

**The adjusting rule:**

$$
\mu(s, t) = \begin{cases}
\text{floor}\left(\frac{2\rho_u}{H}|x(s, t)| \times 10^\ell\right) \times 10^{-\ell}, & 0 \leq \frac{\rho_u}{H}|x(s, t)| < \frac{1}{2}, \\
1, & \frac{1}{2} \leq \frac{\rho_u}{H}|x(s, t)| < 1, \\
\text{floor}\left(\frac{2\rho_u}{H}|x(s, t)|\right), & 1 < \frac{\rho_u}{H}|x(s, t)|,
\end{cases}
$$

(65)

where $\ell = \min\{\ell \in \mathbb{N}^+: \frac{2\rho_u}{H}|x(s, t)| \times 10^\ell > 1\}$ and the function $\text{floor}(\zeta)$ denotes the largest integer of $\zeta$, but less than $\zeta$.

### 4 Simulation studies

#### 4.1 Application to catalytic rod in a reactor

Consider a furnace which is filled with specie $A$ and a catalytic reaction of the form $A \rightarrow B$ takes place on a long thin rod shown in Fig. 2.

This rod acts as a cooling medium since the reaction in the furnace is exothermic. The process model of temperature on the rod which is also studied in [6] can be illustrated by:

$$
\begin{bmatrix}
\frac{\partial x(s, t)}{\partial t} \\
\frac{\partial^2 x(s, t)}{\partial s^2}
\end{bmatrix} = (1.0 + \Delta A) \begin{bmatrix}
\frac{\partial^2 x(s, t)}{\partial s^2} \\
\frac{\partial x(s, t)}{\partial s}
\end{bmatrix}
$$

$$
+ \beta_1(e^{-\frac{\rho_a}{H}|x(s, t)|} - e^{-\frac{\rho_a}{H}})
$$

$$
- \beta_2 x(s, t) + (B_a + \Delta B_a)u(t)
$$

$$
+ (B_\omega + \Delta B_\omega)\omega(t),
$$

$$
y(t) = \int_0^t Cx(s, t)ds,
$$

(66)

where the symbols are described in Table 3.

For simulation purposes, the initial temperature and the surface temperature of the catalytic rod are assumed to be relative level, which means the following conditions are met:

$$
x(s, t)|_{s=0} = x(s, t)|_{s=L} = 0,
$$

$$
x_0(s) = 0.2 \sin(\pi s).
$$

Then, the state of the open-loop system (66) can be obtained and shown in Fig. 3 with $\tilde{\omega} = 7.5$. By the simulation results, the Assumption 1 can be fulfilled with $\kappa = 0.55$. With the LMI toolbox in MATLAB 2014a on a laptop computer (Ideapad Y480, Intel(R) Core(TM) i5 2.5GHz; Memory:4.0 GB; OS:Windows 7, 64 bit), then by solving the optimization problem (64), the feasible results presented in Table 4 can be found within 10 s, which means the feasible solutions of the presented conditions can be easily found.

The state profile of closed-loop system under SC (12) and DC (44) are depicted in Figs. 4 and 5. The difference $e(s, t)$ between the state of the system under SC and DC is depicted in Fig. 6.

The simulations of SC and DC are described in Fig. 7 with blue dashed line and green dashed line respectively, and the red line denotes the difference between the SC and DC. The evolution of the norm $\|x(s, t)\|_2$ under the SC and DC are depicted in Fig. 8. The consideration of different level of uncertainties are presented in Table 5 and Fig. 9.

#### Table 4 Parameter derived in example 4.1

| Parameter | SC   | DC   |
|-----------|------|------|
| $\gamma$  | 0.6006 | 7.7378 |
| Control gains $K$ | $-8.5980$ | $-8.5980$ |
|             | $B_d = 7.3277 \times 10^{-11}$ | $C_d = -3.2142 \times 10^4$ |
|             | $D_d = -2.4922$ | $\rho_u$ | 1.0001 | 1.0982 |
| Variables $r_1$ | 0.0276 | 0.2371 |
| $r_2$ | 1.4692 $\times 10^{-4}$ | 0.0139 |
| $\varepsilon_A$ | 0.0027 | 8.2321 $\times 10^7$ |
| $\varepsilon_u$ | 0.0021 | 0.3647 |
| $\varepsilon_\omega$ | 0.0213 | 75.1742 |
| $r_1$ | 0.7922 | $\varepsilon_\Delta$ | 0.1245 |
Fig. 4 Close-loop state profile with SC

Fig. 5 Close-loop state profile with DC

Fig. 6 Difference between the state profile under SC and DC

4.2 A numerical simulation

Consider system (66) with

\[
A = \begin{bmatrix} 1.0 & 0 \\ 0 & 1.0 \end{bmatrix}, \quad B_u = \begin{bmatrix} 30.0334 & 1.5121 \\ 3.5533 & 30.3268 \end{bmatrix}, \\
B_{\omega} = \begin{bmatrix} 2.3872 & 3.0051 \\ 1.9722 & 1.2812 \end{bmatrix},
\]

\[
C = \begin{bmatrix} 0.0826 & 0.1519 \\ -0.1974 & -0.1314 \end{bmatrix}, \quad \beta_1 = 10.0, \beta_2 = 1.0, \\
\alpha = 1.0, l = 2,
\]
and initial states: $M = \begin{bmatrix} 0.6039 & -0.3075 \\ 0.1769 & -0.1318 \end{bmatrix}$, $\gamma = \begin{bmatrix} 0.5 & 0 \\ 0 & 0.5 \end{bmatrix}$.

The parametric uncertainties:

$[\Delta A \Delta B_u \Delta B_\omega] = MS[N_1 N_2 N_3]$, where $M = \begin{bmatrix} -0.6039 & -0.3075 \\ 0.1769 & -0.1318 \end{bmatrix}$, $S = \begin{bmatrix} 0.5 & 0 \\ 0 & 0.5 \end{bmatrix}$.

$N_1 = \begin{bmatrix} 0.0101 & 0.0100 \\ 0.0101 & 0.0100 \end{bmatrix}$, $N_2 = \begin{bmatrix} -0.2383 & 0.4400 \\ 0.2296 & -0.6169 \end{bmatrix}$.

$N_3 = \begin{bmatrix} 0.2748 & 0.0923 \\ 0.6011 & 1.7298 \end{bmatrix}$, and the boundary conditions and initial states:

$x(s, t)|_{s=0} = x(s, t)|_{s=t} = 0$,

$x_0(s) = \begin{bmatrix} 0.2 \sin(\pi s) \\ 0.5 - 0.5 \cos(2\pi s) \end{bmatrix}$.

Then the state of open-loop system can be obtained and shown in Fig. 10 with the disturbance $\omega(t) = \begin{bmatrix} 0.2e^{-0.5t} + e^{-0.5t} \cos(2\pi t) + e^{-0.5t} \sin(3\pi t) \\ 0.1e^{-0.5t} + e^{-0.5t} \sin(2\pi t) + e^{-0.5t} \cos(3\pi t) \end{bmatrix}$ and $\bar{\omega} = 10$.

By the simulation results, the Assumption 1 can be fulfilled with $\kappa = 0.55$. Set the range $H = 100$ and error $\Delta = 0.1$ of the quantizer. And give the matrix and scalars as $R = I$, $\delta_k = 0.1$, $c_1 = 0.4$, $c_2 = 150$, $T = 10$, and $\delta = 0.001$, by solving the optimization problem (64) with the LMI toolbox in MATLAB 7.0 on a laptop computer, the feasible results presented in Table 6 can be found within 10 s.

The state profile of closed-loop system under SC (12) and DC (44) are depicted in Figs. 11 and 12. The difference $e(s, t)$ between the state of the system under SC and DC is depicted in Fig. 13. The simulations of SC and DC are described in Fig. 14. The evolution of the norm $\|x_1(s, t)\|_2$ and $\|x_2(s, t)\|_2$ under SC and DC with different level of uncertainties are depicted in Figs. 15 and 16.

Through simulation results presented above, it is obvious that the design methods for the nonlinear parabolic PDE systems with parametric uncertainties can guarantee the prescribed $\mathcal{H}_\infty$ performance in the finite-time interval. Moreover, under the same disturbance level, the optimal $\mathcal{H}_\infty$ control performance with SC (12) is smaller than the optimal $\mathcal{H}_\infty$ control performance with DC (44). According to the performance index $\gamma$ defined by (29), it’s obvious that a smaller value of $\gamma$ means a better control performance for the studied system.

**Remark 8** Compared with the existing solutions presented in [17], this paper provides quantized SC and DC strategies to deal with the control problem of nonlinear parabolic PDE systems. And by the simulation comparison to [17], with the consideration of the system state is transmitted via the digital communication channel, the prescribed attenuation level of $\mathcal{H}_\infty$ performance can be guaranteed within a finite-time interval.

**Comparative Explanations:** The developed quantized state feedback control design strategies in this paper provide efficient methods for the finite-time $\mathcal{H}_\infty$ control of the nonlinear parabolic PDE system with parametric uncertainties. Compared with the existing solutions in the studies, some contributions and advantages of the presented feedback control strategies could be identified in the following aspects:

![Fig. 9](image-url)

**Table 5** Different level of uncertainties with $\gamma = 0.5$

| Item | Uncertainties | $\gamma$ under SC | $\gamma$ under DC |
|------|---------------|-------------------|-------------------|
| 1    | $M = 0.1, N_1 = 0.01 \quad N_2 = -0.1, N_3 = 0.1$ | 0.5112 | 5.7188 |
| 2    | $M = -0.2, N_1 = 0.01 \quad N_2 = 0.2, N_3 = 0.2$ | 0.6365 | 12.1909 |
| 3    | $M = 0.3, N_1 = 0.03 \quad N_2 = -0.3, N_3 = 0.3$ | 0.7403 | 19.9751 |
| 4    | $M = -0.4, N_1 = 0.04 \quad N_2 = -0.4, N_3 = 0.4$ | 0.8434 | 43.4166 |
Table 6  Parameter derived in example 4.2

| Parameter | SC                  | DC       |
|-----------|---------------------|----------|
| $\gamma$  | 0.6081              | 4.0783   |
| Control gains | $K = \begin{bmatrix} -1.9280 & -0.8887 \\ -0.7982 & -1.4266 \end{bmatrix}$ | $A_d = \begin{bmatrix} -1.7046 & 0.0078 \\ 0.0078 & -1.7351 \end{bmatrix}$ |
|           |                     | $B_d = \begin{bmatrix} 0.2392 & -0.1003 \\ -0.1098 & 0.5966 \end{bmatrix}$ |
|           |                     | $C_d = \begin{bmatrix} -7.6521 & 1.4969 \\ 1.8059 & -9.9682 \end{bmatrix}$ |
|           |                     | $D_d = \begin{bmatrix} -1.5017 & -0.1777 \\ -0.0757 & -1.5162 \end{bmatrix}$ |
| $\rho_u$  | 1.0000              | 1.0588   |
| Variables | $r_1 = 0.1997$      | $r_1 = 7.4090 \times 10^3$ |
|           | $r_2 = 0.0046$      | $r_2 = 0.0450$ |
|           | $\varepsilon_A = 0.0137$ | $r_3 = 1.3206 \times 10^8$ |
|           | $\varepsilon = 0.0455$ | $r_4 = 1.4818 \times 10^4$ |
|           | $\varepsilon_\omega = 0.0121$ | $\varepsilon_1 = 75.9319$ |
|           | $\varepsilon_1 = 2.7065$ | $\varepsilon_\Delta = 0.5529$ |

Fig. 10  Open-loop state profile of system

Fig. 11  Close-loop state profile of system with SC
Quantized state feedback-based $H_\infty$ control

(1) Different from [11–14, 17–19], the system state information is considered to be transmitted via the digital communication channel which is used frequently on the sensor side. Then SC is studied for the parameter uncertain nonlinear parabolic PDE system via finite-time interval. And quantized DC is also investigated, which has not been studied yet in the existing studies. In addition, by the presented simulation results, it can be observed that the SC (12) has a better control effect and a lower optimal index of $H_\infty$ performance compared with the DC (44).

(2) In comparison with [29, 30, 52, 53], a kind of dynamic quantizer which is regarded to be more general and more advantageous than that of a static one for the control input signal is adopted in this paper.

(3) Compared with [13, 17], new finite-time $H_\infty$ control design conditions for nonlinear parabolic PDE system under the SC and DC are provided in terms of LMIs. And the $H_\infty$ performances are optimized by solving the optimization problems subject to the LMIs.

5 Conclusion

This paper has studied the finite-time $H_\infty$ control problem of parametric uncertain nonlinear parabolic PDE systems via SC and DC. Considering that the system state information is transmitted through a digital communication channel, a dynamic quantizer has
been adopted to deal with the limited capability of the communication channel. Moreover, the quantization errors generated by the quantizer also have been considered. By constructing appropriate Lyapunov functionals, finite-time bounded conditions of the existence of the designed controllers and adjusting parameters have been presented in terms of nonlinear matrix inequalities. Then, standard LMIs have been derived by using some inequalities and decomposition technic. In addition, the $H_\infty$ performances can be optimized by solving optimization problems subject to these standard LMIs. At last, an exploration to a catalytic rod in a reactor and a numerical example has been presented to verify the effectiveness of the proposed strategies. However, the limitations of the proposed methods in practical applications lie in two aspects: (1) How to find a proper scalar $\varepsilon_k$ to satisfy the conditions (41)–(43) and (61)–(63); (2) How to find the Lipschitz constraint $\kappa$ to satisfy Assumption 1. In the following research, to deal with the above limitations, the quantized control problem for nonlinear parabolic PDE systems with space-varying parametric uncertainties, and the boundary control problem for nonlinear PDE systems with time-varying delays via T-S fuzzy model will be investigated.

**Funding** The work of T.-F. Li was supported by the China Scholarship Council; The work of X.-H. Chang was supported in part by the National Nature Science Foundation of China under Grant 61773298 and Grant 62173261; This work of J.H. Park was supported by the National Research Foundation of Korea (NRF) grant funded by the Korea government (Ministry of Science and ICT) (No. 2019R1A5A8080290).

**Data availability** The datasets generated during and/or analysed during the current study are available from the corresponding author on reasonable request.

**Declarations**

**Conflict of interest** The authors declare that they have no conflict of interest.

**References**

1. Christofides, P.D.: Nonlinear and Robust Control of PDE Systems: Methods and Applications to Transport-Reaction Processes. Birkhäuser, Boston (2001)
2. Haberman, R.: Applied Partial Differential Equations with Fourier Series and Boundary Value Problems. Prentice-Hall, Englewood Cliffs (2004)
3. Nazemi, A., Kheyrinataj, F.: Parabolic optimal control problems with a quintic B-spline dynamic model. Nonlinear Dyn. 80(1), 653–667 (2015)
4. Wu, H., Wang, J.: Observer design and output feedback stabilization for nonlinear multivariable systems with diffusion PDE-governed sensor dynamics. Nonlinear Dyn. 72(3), 615–628 (2013)
5. Li, T., Chang, X., Park, J.H.: Control design for parabolic PDE systems via T-S fuzzy model. IEEE Trans. Syst. Man Cybern. (2021). https://doi.org/10.1109/TSMC.2021.3071502
6. Wu, H., Wang, H., Guo, L.: Finite dimensional disturbance observer based control for nonlinear parabolic PDE systems via output feedback. J. Process Control 48, 25–40 (2016)
7. Varatharajan, N., DasGupta, A.: Spectral stability of one-dimensional reaction-diffusion equation with symmetric and asymmetric potential. Nonlinear Dyn. 80(3), 1257–1269 (2015)
8. Wei, T., Lin, P., Zhu, Q., Wang, L., Wang, Y.: Dynamical behavior of nonautonomous stochastic reaction-diffusion neural-network models. IEEE Trans. Neural Netw. Learn. Syst. 30(5), 1575–1580 (2019)
9. Wei, T., Li, X., Stojanovic, V.: Input-to-state stability of impulsive reaction-diffusion neural networks with inif-
finite distributed delays. Nonlinear Dyn. 103(2), 1733–1755 (2021)
10. Wei, T., Li, X., Cao, J.: Stability of delayed reaction-diffusion neutral-network models with hybrid impulses via vector Lyapunov function. IEEE Trans. Neural Netw. Learn. Syst. (2022). https://doi.org/10.1109/TNNLS.2022.3143884
11. Christofides, P.D., Baker, J.: Robust output feedback control of quasi-linear parabolic PDE systems. Syst. Control Lett. 36(5), 307–316 (1999)
12. Armaou, A., Christofides, P.D.: Robust control of parabolic PDE systems with time-dependent spatial domains. Automatica 37, 61–69 (2001)
13. Cheng, M., Radisavljevic, V., Su, W.: Sliding mode boundary control of a parabolic PDE system with parameter variations and boundary uncertainties. Automatica 47(2), 381–387 (2011)
14. Ghazal, M., Mohammad, J.Y.: Predictive control of uncertain nonlinear parabolic PDE systems using a Galerkin/neural-network-based model. Commun. Nonlinear Sci. Numer. Simul. 17(1), 388–404 (2012)
15. Li, C., Stadler, G.: Sparse solutions in optimal control of PDEs with uncertain parameters: the linear case. SIAM J. Control Optim. 57(1), 633–658 (2019)
16. Li, J., Liu, Y.: Adaptive control of uncertain coupled reaction-diffusion dynamics with equidiffusivity in the actu-ation path of an ODE system. IEEE Trans. Autom. Control 66(2), 802–809 (2021)
17. Wang, J., Li, H., Wu, H.: Distributed proportional plus second-order spatial derivative control for distributed parameter systems subject to spatiotemporal uncertainties. Nonlinear Dyn. 76(4), 2041–2058 (2014)
18. Pisano, A., Orlov, Y.: On the ISS properties of a class of parabolic DPS’ with discontinuous control using sampled-in-space sensing and actuation. Automatica 81, 447–454 (2017)
19. Dey, S., Perez, H.E., Moura, S.J.: Robust fault detection of a class of uncertain linear parabolic PDEs. Automatica 107, 502–510 (2019)
20. Li, J., Wu, Z., Wen, C.: Adaptive stabilization for a reaction-diffusion equation with uncertain nonlinear actuator dynamics. Automatica 128, 109594 (2021)
21. An, H., Liu, J., Wang, C., Wu, L.: Disturbance observer-based antiwindup control for air-breathing hypersonic vehicles. IEEE Trans. Ind. Electron. 63(5), 3038–3049 (2016)
22. Lee, D., Shin, S.: Non-stochastic interval factor method-based FEA for structural stress responses with uncertainty. Struct. Eng. Mech. 62(6), 703–708 (2017)
23. Ren, H., Zong, G., Ahn, C.K.: Event-triggered finite-time resilient control for switched systems: an observer-based approach and its applications to a boost converter circuit system model. Nonlinear Dyn. 94(4), 2409–2421 (2018)
24. Ma, J., Park, J.H., Xu, S.: Global adaptive finite-time control for uncertain nonlinear systems with actuator faults and unknown control directions. Nonlinear Dyn. 97(4), 2533–2545 (2019)
25. Qi, W., Hou, Y., Zong, G., Ahn, C.K.: Finite-time event-triggered control for semi-Markovian switching cyber-physical systems with FDI attacks and applications. IEEE Trans. Circuits Syst. I Reg. Papers. (2021). https://doi.org/10.1109/TCSI.2021.3071341
26. Wang, L., Wang, H., Liu, P.X.: Adaptive fuzzy finite-time control of stochastic nonlinear systems with actuator faults. Nonlinear Dyn. 104(1), 523–536 (2021)
27. Ren, C., He, S., Luan, X., Liu, F., Karimi, H.R.: Finite-time L2-gain asynchronous control for continuous-time positive hidden markov jump systems via T-S fuzzy model approach. IEEE Trans. Cybern. 51(1), 77–87 (2021)
28. Shen, X., Liu, J., Alcaide, A.M., et al.: Adaptive second-order sliding mode control for grid-connected NPC converters with enhanced disturbance rejection. IEEE Trans. Power Electron. 37(1), 206–220 (2021)
29. Song, X., Wang, M., Ahn, C.K., Song, S.: Finite-time fuzzy bounded control for semilinear PDE systems with quantized measurements and markov jump actuator failures. IEEE Trans. Cybern. (2021). https://doi.org/10.1109/TFCYB.2021.3049842
30. Song, X., Wang, M., Ahn, C.K., Song, S.: Finite-time H∞ asynchronous control for nonlinear markov jump distributed parameter systems via quantized fuzzy output-feedback approach. IEEE Trans. Cybern. 50(9), 4098–4109 (2020)
31. Zhao, Y., Shen, Y.: Distributed event-triggered state estimation and fault detection of nonlinear stochastic systems. J. Franklin Inst. 356(17), 10335–10354 (2019)
32. Liu, J., Laghouache, S., Wack, M.: Observer-based higher order sliding mode control of power factor in three-phase AC/DC converter for hybrid electric vehicle applications. Int. J. Control 87(6), 1117–1130 (2014)
33. Senthilkumar, T., Balasubramaniam, P.: Delay-dependent robust stabilization and H∞ control for nonlinear stochastic systems with Markovian jump parameters and interval time-varying delays. J. Optim. Theory Appl. 151(1), 100–120 (2011)
34. Senthilkumar, T., Balasubramaniam, P.: Nofragile robust stabilisation and  𝐻∞ control for uncertain stochastic time delay systems with Markovian jump parameters and nonlinear disturbances. Int. J. Adapt. Control Signal Process. 28(3–5), 464–478 (2014)
35. Zhang, D., Shi, P., Wang, Q., Yu, L.: Analysis and synthesis of networked control systems: a survey of recent advances and challenges. ISA Trans. 66, 376–392 (2017)
36. Park, J.H., Shen, H., Chang, X., Lee, T.H.: Network-Based Control with Asynchronous Samplings and Quantizations. In: Recent Advances in Control and Filtering of Dynamic Systems with Constrained Signals (pp. 21–40). Springer, Cham (2019)
37. Zhang, Z., Liang, H., Wu, C., Ahn, C.K.: Adaptive event-triggered output feedback fuzzy control for nonlinear networked systems with packet dropouts and actuator failure. IEEE Trans. Fuzzy Syst. 27(9), 1793–1806 (2019)
38. Gu, Z., Yan, S., Ahn, C.K., Yue, D., Xie, X.: Event-triggered dissipative tracking control of networked control systems with distributed communication delay. IEEE Syst. J. (2021). https://doi.org/10.1109/JSYST.2021.3079460
39. Li, J., Park, J.H., Zhang, J., et al.: The networked cooperative dynamics of adjusting signal strength based on information quantity. Nonlinear Dyn. 100(1), 831–847 (2020)
40. Cheng, J., Park, J.H., Cao, J., Qi, W.: A hidden mode observation approach to finite-time SOFC of Markovian switching systems with quantization. Nonlinear Dyn. 100(1), 509–521 (2020)
41. Wang, Y., Han, Q.: Network-based modelling and dynamic output feedback control for unmanned marine vehicles in network environments. Automatica 91, 43–53 (2018)
42. Demetriou, M.A.: Guidance of mobile actuator-plus-sensor networks for improved control and estimation of distributed parameter systems. IEEE Trans. Autom. Control 55(7), 1570–1584 (2010)
43. Am, N.B., Fridman, E.: Network-based $H_{\infty}$ filtering of parabolic systems. Automatica 50(12), 3139–3146 (2014)
44. Mu, W., Cui, B., Li, W., Jiang, Z.: Improving control and estimation for distributed parameter systems utilizing mobile actuator-sensor network. ISA Trans. 53(4), 1087–1095 (2014)
45. Deutscher, J.: Cooperative output regulation for a network of parabolic systems with varying parameters. Automatica 125, 109446 (2021)
46. Shen, H., Huang, Z., Yang, X., Wang, Z.: Quantized energy-to-peak state estimation for persistent dwell-time switched neural networks with packet dropouts. Nonlinear Dyn. 93(4), 2249–2262 (2018)
47. Shen, M., Nguang, S.K., Ahn, C.K.: Quantized $H_{\infty}$ output control of linear Markov jump systems in finite frequency domain. IEEE Trans. Syst. Man Cybern. 49(9), 1901–1911 (2018)
48. Chen, L., Zhu, Y., Ahn, C.K.: Novel quantized fuzzy adaptive design for nonlinear systems with sliding mode technique. Nonlinear Dyn. 96(2), 1635–1648 (2019)
49. Cheng, J., Park, J.H., Zhao, X., Karimi, H.R., Cao, J.: Quantized nonstationary filtering of networked Markov switching RSNSs: A multiple hierarchical structure strategy. IEEE Trans. Autom. Control 65(11), 4816–4823 (2019)
50. Li, Z., Chang, X., Park, J.H.: Quantized static output feedback fuzzy tracking control for discrete-time nonlinear networked systems with asynchronous event-triggered constraints. IEEE Trans. Syst. Man Cybern. 51(6), 3820–3831 (2019)
51. Zhang, L., Liang, H., Sun, Y., Ahn, C.K.: Adaptive event-triggered fault detection scheme for semi-Markovian jump systems with output quantization. IEEE Trans. Syst. Man Cybern. 51(4), 2370–2381 (2019)
52. Song, X., Wang, M., Zhang, B., Song, S.: Event-triggered reliable $H_{\infty}$ fuzzy filtering for nonlinear parabolic PDE systems with Markovian jumping sensor faults. Inf. Sci. 510, 50–69 (2020)
53. Selivanov, A., Fridman, E.: Distributed event-triggered control of diffusion semilinear PDEs. Automatica 68, 344–351 (2016)
54. Wang, J., Wu, H.: Some extended Wirtinger’s inequalities and distributed proportional-spatial integral control of distributed parameter systems with multi-time delays. J. Frankl. Inst. 352(10), 4423–4445 (2015)
55. Gu, K.: An integral inequality in the stability problem of time-delay systems. In: Proceedings of th 39th IEEE Conference on Decision and Control (Cat. No. 00CH37187), Sydney, NSW, Australia vol. 3, pp. 2805–2810 (2000)
56. Chang, X.: Robust Output Feedback H-Infinity Control and Filtering for Uncertain Linear Systems. Springer, Berlin (2014)
57. Chang, X., Yang, C., Xiong, J.: Quantized fuzzy output feedback $mathcal{H}_\infty$ control for nonlinear systems with adjustment of dynamic parameters. IEEE Trans. Syst. Man Cybern. 49(10), 2005–2015 (2019)

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.