Quantum depletion and superfluid density of a supersolid in Raman spin-orbit-coupled Bose gases
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We theoretically investigate a three-dimensional weakly interacting Bose gas with one-dimensional Raman-type spin-orbit coupling at zero temperature. By employing an improved ansatz, including high-order harmonics in the stripe phase, we show that the critical transition from the stripe to the plane-wave phases is shifted to a relatively larger Rabi frequency compared to the prediction by previous work [Li et al., Phys. Rev. Lett. 108, 225301 (2012)] using a first-order stripe ansatz. We also determine the quantum depletion and superfluid density over a large range of Rabi frequency in different phases. The depletion exhibits an intriguing behavior with a discontinuous jump at the transition between the stripe and plane-wave phases, and a maximum at the transition between the plane-wave and zero-momentum phases. The superfluid density is derived through a phase-twist method. In the plane-wave and zero-momentum phases, it is significantly suppressed along the spin-orbit-coupling direction and vanishes at the transition, consistent with a recent work [Zhang et al., Phys. Rev. A 94, 033635 (2016)], while in the stripe phase, it smoothly decreases with increasing Rabi frequency. Our predictions would be useful for further theoretical and experimental studies of the exotic supersolid stripe phase.

I. INTRODUCTION

The spin-orbit coupling (SOC) arising from the interaction of a particle’s spin with its motion plays a crucial role in various fields of physics [1, 2], intriguing plenty of studies on fascinating phenomena, such as the quantum spin Hall effect [3–5], topological superfluidity [6–10] and exotic bosonic phases of matter [11–14]. In the last decade, this effect can be synthesized in ultracold neutral atoms [15] through the atom-light interaction [16, 17]. The realization of Raman-laser-induced one-dimensional SOC [18–22], also referred to as equal Rashba and Dresselhaus SOC (ERDSOC), and two-dimensional SOC for both Bose [23, 24] and Fermi gases [25], has provided a versatile platform for understanding the interplay between SOC and quantum many-body physics [26–31].

In a three-dimensional weakly interacting Bose gas with ERDSOC, the system exhibits sequentially three exotic condensation phases at zero temperature, i.e., the stripe (ST), plane-wave (PW), and zero-momentum (ZM) phases as the Rabi frequency of the Raman laser beams gradually rises [18, 26–28]. Previous investigations mainly focus on the last two phases. The problems that have been addressed include the ground-state phase diagram [13, 28], quantum and thermal fluctuations [32–35], collective excitations [36, 37], superfluidity and critical velocities [38–40]. However, only a handful of works involved the stripe phase, which attracts great attention after being directly observed in recent experiments with ultracold atomic gases [41, 42].

Theoretically, the existence of a stripe phase was first predicted in Refs. [11–13] using a first-order stripe ansatz. Later, by employing an improved high-order ansatz and calculating the static structure factor, one of the present authors (Y. L.) and her collaborators characterized the spin and density responses of the stripe phase and found two gapless modes in the elementary excitation spectrum [43]. This calculation clearly indicates the importance of the inclusion of high-order harmonics in the trial ansatz, for the purpose of quantitatively characterizing the stripe phase. Unfortunately, apart from the elementary phonon excitation spectrum, none of the other physical properties of the stripe phase has so far been investigated using the ansatz with high-order harmonics.

Experimentally, in a SOC Bose gas of $^87$Rb atoms, the phase space for the stripe phase is small. Martone et al. tried to enhance the stripe contrast and make it visible and stable under realistic experimental conditions, by theoretically considering the load of atoms into a two-dimensional bilayer configuration [44]. Most recently, Li and co-workers achieved the effective SOC in optical superlattices and observed for the first time the exotic stripe phase with supersolid properties using Bragg spectroscopy [42, 45]. This experimental breakthrough provides a great opportunity to test and verify the theoretical predictions on the stripe phase.

In this work, motivated by previous theoretical studies and recent experiments, we explore the fascinating stripe phase and aim to make quantitative predictions of several fundamental properties of this phase using the high-order stripe ansatz. Within the Bogoliubov approximation, we first consider the dependence of the density distribution and the excitation spectrum on the tunable Rabi frequency. By introducing high-order harmonics and comparing the free energy in different trial ansatz, we then obtain an improved critical Rabi frequency for the transition from the stripe and plane-wave phases. We numerically calculate the depletion of the condensate induced by quantum fluctuations, with which one can straightforwardly characterize the first-order ST-PW transition and
the second-order PW-ZM transition. Finally, by developing a phase-twist method, we discuss the superfluidity of a SOC Bose gas via calculating the superfluid density in all three phases.

This paper is organized as follows. We describe the model Hamiltonian and the theoretical framework in Sec. II. In Sec. III, we present the density profile and the Bogoliubov excitation spectrum of the stripe phase (see Fig. 1) and show how to improve the prediction on the critical ST-PW transition by taking high-order harmonics in the ansatz (Fig. 2 and 3). We then calculate the quantum depletion as a function of Rabi frequency (Fig. 4). The analytic expression of the superfluid density is derived for all the three phases using the first-order ansatz. In the stripe phase, the analytic prediction is compared with the more accurate numerical result with the high-order ansatz (see Fig. 5). A summary and outlook are given in Sec. IV.

II. THEORETICAL FRAMEWORKS

A. The model Hamiltonian

We consider a three-dimensional weakly interacting Bose gas with Raman-induced spin-orbit coupling, the same as in our previous work [35]. The system can be described by a two-component (i.e., two-energy-level) Hamiltonian, \( \hat{H} = \hat{H}_0 + \hat{H}_{\text{int}} \), where the single-particle Hamiltonian \( \hat{H}_0 \) and the interaction Hamiltonian \( \hat{H}_{\text{int}} \) read, respectively (\( \hbar = 1 \)) [13, 18, 28]

\[
\hat{H}_0 = \int d^3r \left[ \hat{\Phi}^\dagger(r) \hat{H}_s \hat{\Phi}(r) \right],
\]

\[
\hat{H}_{\text{int}} = \int d^3r \sum_{\sigma,\sigma' = \uparrow, \downarrow} \frac{g_{\sigma\sigma'}^\ast}{2} \hat{\Phi}^\dagger(r) \hat{\Phi}(r) \hat{\Phi}^\dagger(\sigma) \hat{\Phi}(\sigma). \tag{2}
\]

Here, \( \hat{H}_s(\hat{p}) \) is given by

\[
\hat{H}_s(\hat{p}) = \left( \frac{\hat{p} - k_r \hat{\epsilon}_x \sigma_z}{2m} \right)^2 + \frac{\Omega}{2} \sigma_x + \frac{\delta}{2} r z.
\]

with the canonical momentum operator \( \hat{p} = -i \nabla \). It is worth noting that, in the Raman SOC scheme, the physical momenta of the two pseudo-spin states are \( \hat{p} - k_r \hat{\epsilon}_x \) for pseudo-spin-up atoms and \( \hat{p} + k_r \hat{\epsilon}_x \) for pseudo-spin-down atoms, respectively. \( g_{\sigma\sigma'} = 4\pi a_{\sigma\sigma'} / m \) are interaction strengths for intra- (\( \sigma = \sigma' \)) and interspecies (\( \sigma \neq \sigma' \)), and \( a_{\sigma\sigma'} \) are the corresponding s-wave scattering lengths. \( k_r \hat{\epsilon}_x \) is the recoil momentum of the Raman lasers along the \( x \) axis, with a recoil energy \( E_r = k^2_r / (2m) \). The detuning of the Raman lasers is assumed to be zero \( \delta = 0 \), and the Rabi frequency \( \Omega \) can be flexibly tuned, in accord with the recent experiments [30, 31]. Previous works have shown that the difference between intra- and interspecies interactions is essential to the emergence of the spin-mixed stripe phase [13, 44]. Hence, we will set \( g_{\uparrow\uparrow} = g_{\downarrow\downarrow} = g > g_{\uparrow\downarrow} \) in the following investigations on the stripe phase.

B. The Gross-Pitaevskii equation and Bogoliubov theory

In this work, we employ the quasiparticle formalism at the Bogoliubov level to describe a weakly interacting dilute Bose gas with SOC at zero temperature [46–50]. Following the standard procedure [35, 51], the Bose field operator \( \hat{\Phi}_\sigma(\mathbf{r},t) (\sigma = \uparrow, \downarrow) \) can be rewritten as a combination of the condensate wave function \( \phi_\sigma \) and the non-condensate fluctuation operator \( \tilde{\eta}_\sigma \) as

\[
\hat{\Phi}_\sigma(\mathbf{r},t) = \phi_\sigma(\mathbf{r},t) + \tilde{\eta}_\sigma(\mathbf{r},t). \tag{4}
\]

Using a Bogoliubov transformation, the fluctuation operator \( \tilde{\eta}_\sigma(\mathbf{r},t) \) and its conjugate can be expanded as

\[
\tilde{\eta}_\sigma = \sum_j \left[ u_{j\sigma}(\mathbf{r}) e^{-i\varepsilon_j t} \hat{a}_j + v_{j\sigma}(\mathbf{r}) e^{i\varepsilon_j t} \hat{a}_j^\dagger \right], \tag{5a}
\]

\[
\tilde{\eta}^\dagger_\sigma = \sum_j \left[ u_{j\sigma}^\ast(\mathbf{r}) e^{i\varepsilon_j t} \hat{a}_j + v_{j\sigma}(\mathbf{r}) e^{-i\varepsilon_j t} \hat{a}_j^\dagger \right], \tag{5b}
\]

in terms of the quasiparticle amplitudes \( u(\nu^\ast) \) and the quasiparticle frequency \( \varepsilon_j \). Here, \( j \equiv (\mathbf{q}, \tau) \) is the index of the quasiparticle energy level, with the quasimomentum \( \mathbf{q} \) and the branch index \( \tau \). \( \hat{a}_j^\dagger (\hat{a}_j) \) are respectively the creation (annihilation) operators for quasiparticles, satisfying the bosonic commutation relations:

\[
[\hat{a}_i, \hat{a}_j^\dagger] = \delta_{ij}, \quad [\hat{a}_i^\dagger, \hat{a}_j] = [\hat{a}_i, \hat{a}_j^\dagger] = 0. \tag{6}
\]

After substituting Eq. (4) and Eqs. (5) into the equations of motion

\[
i \partial_t \hat{\Phi}_\sigma(\mathbf{r},t) = \left[ \hat{\Phi}_\sigma, \hat{H} \right],
\]

and applying the mean-field decoupling of the cubic terms in \( \hat{\Phi} \) and \( \hat{\Phi}^\dagger \) [46], we obtain two coupled equations as in Ref. [35].

The first equation is the modified Gross-Pitaevskii (GP) equation for the condensate,

\[
[\mathcal{H}_s(\hat{p}) + \text{diag} (\mathcal{L}_\uparrow, \mathcal{L}_\downarrow)] \phi = \mu \phi, \tag{8}
\]

where we have introduced the spinor \( \phi \equiv (\phi_\uparrow, \phi_\downarrow)^T \), the chemical potential \( \mu \), and the diagonal element \( (\sigma \neq \sigma') \)

\[
\mathcal{L}_\sigma \equiv gn_\sigma + g_{\sigma \downarrow} n_{\sigma \downarrow}. \tag{9}
\]

The second equation is the coupled Bogoliubov equation for quasiparticles,

\[
[\mathcal{H}_s(\hat{p}) - \mu + A_\sigma] U_j + BV_j = \varepsilon_j U_j, \tag{10a}
\]

\[
-BV_j^\ast - [\mathcal{H}_s(\hat{p}) - \mu + A_\sigma] V_j^\ast = \varepsilon_j V_j^\ast, \tag{10b}
\]

where \( U_j \equiv (u_{j\uparrow}, u_{j\downarrow})^T \), \( V_j \equiv (v_{j\uparrow}, v_{j\downarrow})^T \), and

\[
A_\sigma \equiv \left[ \begin{array}{cc}
g_{\sigma \uparrow} + g_{\sigma \downarrow} n_{\sigma} & g_{\sigma \uparrow} \phi_\uparrow \phi_\downarrow \\
g_{\sigma \downarrow} \phi_\downarrow \phi_\uparrow & 2gn_\sigma + g_{\sigma \uparrow} n_{\sigma} \end{array} \right]. \tag{11}
\]
\[ \mathcal{E} = \begin{bmatrix} g \phi_1^2 & g \phi_1 \phi_4 & g \phi_2^2 \\ g \phi_1 \phi_4 & g \phi_4^2 & 0 \\ g \phi_2 \phi_4 & g \phi_2^2 & 0 \end{bmatrix}. \] (12)

After solving the GP and Bogoliubov equations, Eqs. (8) and (10), one obtains straightforwardly the ground-state wave function \( \phi(r) \) and the Bogoliubov excitation spectrum \( \varepsilon_j \), as a function of Rabi frequency \( \Omega \).

At zero temperature, the total energy of the system can be written in terms of \( \phi(r) \) as [13]

\[ E = \int d^3r \left[ \left( \phi_1^*(r) \phi_4^*(r) + \phi_4^*(r) \phi_1^*(r) \right) \mathcal{H}_0 \rho \phi_1(r) \phi_4(r) + 1/2 g \left( \left| \phi_1(r) \right|^4 + \left| \phi_4(r) \right|^4 \right) + g \left( \left| \phi_1(r) \right|^2 \left| \phi_4(r) \right|^2 \right) \right]. \] (13)

In the above derivations, the anomalous densities (i.e., \( \langle \eta^\dagger \eta \rangle \) and \( \langle \dot{\eta} \dot{\eta} \rangle \)) are omitted, as we use the Popov approximation to ensure a gapless spectrum [46, 51]. In other words, we set the density of the condensate to be the total density, \( n_c = \bar{n} = N/V \). In addition, the thermal density \( \langle \eta^\dagger \eta \rangle \) and the spin-flip term \( \langle \dot{\eta} \dot{\eta} \rangle \) vanish at zero temperature and are therefore not taken into account in our calculations. Nevertheless, the condensate is still depleted by a small fraction of the total density, even at zero temperature, due to quantum fluctuations. This is the so-called quantum depletion,

\[ n_{\text{qdl}} = \frac{1}{V} \sum_{\nu, \tau, \sigma} \left| \tilde{\epsilon}_{\nu, \tau, \sigma} \right|^2, \] (14)

involving typically about 1% of the total density (see next section). The quantum depletion will be explored thoroughly in the next section. Quantum fluctuations also lead to the well-known Lee-Huang-Yang (LHY) correction to the total energy, beyond the mean-field approximation. In our calculations, for the self-consistency of the theory, we do not include the LHY correction to the energy, which is at the order of the square root of the gas parameter (\( \bar{n}^3 \)) [28]. Otherwise, the energy correction at the same order due to the anomalous densities may have to be taken into account on an equal footing, which is clearly beyond the scope of our work.

C. The plane-wave ansatz

The magnetic plane-wave phase and the nonmagnetic zero-momentum phase have been extensively investigated in the previous works [27, 28, 35, 52] by using a plane-wave ansatz at the momentum \( P_x \) in Eq. (4):

\[ \phi(r) = \sqrt{\bar{n}} \left( \begin{array}{c} \cos \theta \\ -\sin \theta \end{array} \right) e^{-iP_x x}. \] (15)

Here, \( \bar{n} = N/V \) is the uniform average density, and the variational angle \( \theta \) in the range \([0, \pi/4]\) weighs the spin components of the condensate. In free space, the quasi-particle amplitudes \( u_{j\sigma}(r), v_{j\sigma}(r) \) with index \( j = (q, \tau) \) and spin component \( \sigma \) can be expanded as \( u_{j\sigma}(r) = u_{q\sigma} e^{iqr} \) and \( v_{j\sigma}(r) = v_{q\sigma} e^{iqr} \), where the normalization condition for each branch of two physical solutions (\( \tau = \pm \)) is given by,

\[ \sum_{q, \tau} \left| u_{q\sigma}^* \right|^2 = 1. \] (16)

In this case, the ground-state energy per particle in Eq. (13) becomes [13, 35]

\[ E^{(PW)} = \frac{P_x^2 + k_x^2 - 2P_x k_x \cos \theta}{2m} - \frac{1}{2} \Omega \sin \theta + \frac{2g \bar{n} - (g - g_\perp) \bar{n} \sin^2 \theta}{4}. \] (17)

The minimization of the energy gives rise to two solutions: the plane-wave phase where the condensates occur at the momentum \( P_x = \pm k_x \sqrt{1 - \Omega^2/4E_x} \) for \( \Omega \leq 4E_x \) and the zero-momentum phase with zero momentum \( P_x = 0 \) for \( \Omega > 4E_x \) [13, 35]. In the lowest-lying excitation spectrum, a typical feature of the plane-wave phase is the emergence of the roton-maxon structure. The zero-momentum phase exhibits only the linear phonon mode [27, 28, 35].

D. The stripe ansatz

Instead of the well-studied plane-wave phase and zero-momentum phase, we are concentrating on the exotic stripe phase in this work, which was recently observed in ultracold atomic systems [41, 42]. To understand the key properties of the stripe phase, a first-order stripe ansatz is often adopted [13, 30, 44, 53]:

\[ \phi(r) = \sqrt{\bar{n}} \left[ \begin{array}{c} \cos \theta \\ -\sin \theta \end{array} \right] e^{-iP_x x} + \left[ \begin{array}{c} \cos \theta \\ -\sin \theta \end{array} \right] e^{iP_x x}. \] (18)

This ansatz is an equal superposition of two plane waves with momentum \( \pm P_x \), in contrast to the single-plane-wave ansatz in Eq. (15).

By substituting this trial wave function, Eq. (18), into the model Hamiltonian and minimizing the ground-state energy per particle, which takes the form [13],

\[ E^{(1st)} = \frac{P_x^2 + k_x^2 - 2P_x k_x \cos \theta}{2m} - \frac{1}{2} \Omega \sin \theta + \frac{(g + g_\perp) \bar{n}}{4} \left( 1 + \frac{1}{2} \sin^2 \theta \right), \] (19)

one can straightforwardly determine the critical Rabi frequency \( \Omega \) of three exotic phases in the appropriate interaction regimes (i.e., \( G_2 > 0 \)) [54], which are respectively given by [13]

\[ \Omega_{c1} = 2 \left[ (2E_x + G_1)(2E_x - 2G_2) \frac{2G_2}{G_1 + 2G_2} \right]^{1/2}, \] (20)
for the ST-PW phase transition, and
\[ \Omega_{c2} = 4E_t - 4G_2 \] (21)
for the PW-ZM phase transition. Here, the two interaction parameters are \( G_1 = (g + g_{1γ})\bar{n}/4 \) and \( G_2 = (g - g_{1γ})\bar{n}/4 \). It is worth mentioning that, in our previous work [35], we have determined the ST-PW transition at zero temperature using the criterion of a vanishing roton energy gap. The determined critical Rabi frequency is in a good agreement with \( \Omega_{c1} \), and it agrees even better if we neglect quantum fluctuations in the calculations.

The critical Rabi frequency in Eq. (20) for the ST-PW boundary is accurate at the sufficiently weak interaction strengths (i.e., \( G_1/E_t, G_2/E_t \to 0 \)). However, when the interactions become stronger, a high-order stripe ansatz with high-order harmonics (i.e., the plane waves with vector waves \( ±3P_x, ±5P_x \), etc.) need to be considered [43]. In this work, we take the following stripe ansatz that includes high-order terms [43],
\[ \phi(r) = \sqrt{\frac{\bar{n}}{2}} \sum_{\gamma=±1} \sum_{\alpha=1}^{N_L} (\phi^\gamma_{(α)}(r)) e^{i(2α-1)P_x r}, \] (22)
which possesses a symmetry, \( \phi^{(α)}(r) = -[\phi^{(-α)}(r)]^* \), and is periodically repeating in real space. Here, \( α \) is the index of the stripe order and is smaller or equal to the cutoff integer \( N_L \). After solving the wave function \( \phi(r) \), the ground-state energy \( E_{(N_L)} \) can be numerically calculated using Eq. (13). At \( N_L = 1 \), the energy \( E_{(N_L=1)} \) recovers the analytic expression for the first-order stripe ansatz \( E_{(1st)} \) in Eq. (19).

To investigate the low-energy excitations, the Bogoliubov quasiparticle amplitudes \( u, v \) for the index \( j = (q, τ) \) and spin \( σ \) can be simply expanded in a Bloch form as [43]
\[ u_{jσ}(r) = e^{iqr} \sum_{γ=±1} \sum_{β=1}^{N_M} u_γ(β, τ) e^{iγ(2β-1)P_x r}, \] (23a)
\[ v_{jσ}(r) = e^{iqr} \sum_{γ=±1} \sum_{β=1}^{N_M} v_γ(β, τ) e^{iγ(2β-1)P_x r}, \] (23b)
where \( q \) is the quasimomentum and \( β \) is the expansion order index and is smaller than or equal to the cutoff integer \( N_M \). We substitute Eqs. (23) into the Bogoliubov equations, Eqs. (10), to determine the expansion coefficients \( u_γ(β, τ) \) and \( v_γ(β, τ) \).

In the recent experiments [18, 30, 31], \(^{87}\text{Rb} \) atoms are used. The typical interaction energy is \( gn = 0.38E_t \) with the peak density \( n = 0.46k^3 \) in harmonic traps, and the ratio between the interspecies interaction and intraspecies interaction is very close to unity, i.e., \( g_{1γ}/g = 100.99/101.20 \) [31]. With these parameters, the two critical Rabi frequencies are respectively given by \( Ω_{c1} = 0.2E_t \) and \( Ω_{c2} = 4.0E_t \) [see Eqs. (20) and (21)], characterizing the first-order ST-PW and second-order PW-ZM phase transitions at zero temperature. The stripe phase is energetically favored at only a small region \( Ω ≤ 0.2E_t \) of the Rabi frequency. The contrast in the stripe density is not large enough to be resolved in the laboratories [18, 30, 44]. In our calculations, we will consider a relatively large ratio of inter- to intraspecies interaction strengths (i.e., large \( G_1 \) and \( G_2 \)), in order to enlarge the window for the stripe phase in the phase diagram.

E. The phase-twist method

Microscopically, by imposing a phase twist \( Q = Q_x \hat{e}_x + Q_y \hat{e}_y + Q_z \hat{e}_z \), i.e., a supercurrent, on the order parameter
\[ \phi(r) \to e^{iQ \cdot r} \phi(r), \] (24)
the superfluid will flow with a velocity \( v_s = ℏQ/m \). In the limit \( Q \to 0 \), the variation of free energy \( ΔF(Q) = F(Q) - F(0) \) is approximately given by the extra kinetic energy of the imposed supercurrent,
\[ ΔF(Q) \approx \sum_{i,j=x,y,z} \frac{Q_i Q_j}{2} \lim_{Q_i \to 0} \frac{d^2F(Q)}{dQ_i dQ_j} \]
\[ \approx \sum_{i,j} \frac{1}{2} \overline{g_s}^{(ij)} m \overline{v_s}^{(1)} \overline{v_s}^{(1)} V. \] (25)

Therefore, the ratio of the tensor element \( n_s^{(ij)} \) of the superfluid density over the total density \( \bar{n} = N/V \) can be expressed by [55–57]
\[ \frac{n_s^{(ij)}}{\bar{n}} \equiv \frac{m}{N} \lim_{Q_i \to 0} \frac{d^2F(Q)}{dQ_i dQ_j}, i, j = x, y, z. \] (26)

In the presence of SOC in \( x \) axis, the superfluid density can be written by a tensor form [52]
\[ \hat{n}_s = n_s^{(x)} \hat{e}_x \hat{e}_x + n_s^{(x,⊥)} (\hat{e}_y \hat{e}_y + \hat{e}_z \hat{e}_z), \] (27)
where the tensor elements at \( i \neq j \) vanish due to the reflection symmetry of the Hamiltonian, and \( n_s^{(x,⊥)} \) indicates the superfluid component along the \( x \) direction or in the perpendicular direction, respectively. At zero temperature, without losing the generality, we start with the first-order ansatz in Eq. (18), and the corresponding energy per particle \( \epsilon(θ, P_z) ≡ E/N \) is a function of two variational parameters \( (θ, P_z) \) (see also Ref. [13]). By fixing the total particle number \( N \) and imposing a phase-twist \( Q_z \) at the equilibrium \( (θ_0, P_z) \to (θ(Q_z), P_z(Q_z)) \) [58], after some straightforward derivations on Eq. (26), the fraction of superfluid component can be explicitly expressed by [57]
\[ \frac{n_s^{(i=x,⊥)}}{\bar{n}} = \frac{m}{N} \left[ \frac{\partial^2 F}{\partial Q_i^2} - \left( \frac{\partial^2 F}{\partial θ_d Q_i} \right)^2 / \left( \frac{\partial^2 F}{\partial θ^2} \right) \right] \bigg|_{Q_i \to 0}. \]
This expression is also applicable for the plane-wave and zero-momentum phases. By substituting Eq. (19) of the ground-state energy for the stripe phase and Eq. (17) for the plane-wave and zero-momentum phases into Eq. (28), we obtain the analytic fraction of the superfluid component in the respective regimes as

$$\left( \frac{n_s^{(x)}}{\bar{n}} \right)_{\text{ST}} = 1 - \frac{2E_r}{(2E_r + G_1)(4E_r + 2G_1)^2/\Omega^2 - G_1}$$

$$\left( \frac{n_s^{(x)}}{\bar{n}} \right)_{\text{PW}} = 1 - \frac{E_r}{(E_r - G_2)\Omega^2/\Omega^2 + G_2},$$

$$\left( \frac{n_s^{(x)}}{\bar{n}} \right)_{\text{ZM}} = 1 - \frac{4E_r}{\Omega + 4G_2},$$

in the direction of SOC, i.e., \( x \) axis, and

$$\left( \frac{n_s^{(\perp)}}{\bar{n}} \right)_{\text{ST}} = \left( \frac{n_s^{(\perp)}}{\bar{n}} \right)_{\text{PW}} = \left( \frac{n_s^{(\perp)}}{\bar{n}} \right)_{\text{ZM}} = 1$$

in the perpendicular plane. The expression in Eq. (29) should be understood as an approximate result for the superfluid fraction in the stripe phase along SOC direction. It can be improved by taking high-order harmonics (see Appendix A for the check on the cutoff dependence).

III. RESULTS AND DISCUSSIONS

We are now ready to perform numerical calculations. We take the cutoffs \( N_1 = N_3 \geq 14 \), to ensure that our results are cutoff independent (see Appendix A for the check on the cutoff dependence).

A. Density profile and Bogoliubov excitation spectrum

In this section, we study the density profile and corresponding excitation spectrum of the stripe phase. At zero temperature, we assume the typical interaction energies \( G_1 = 0.5E_r \) and \( G_2 = 0.1E_r \) with the average density \( \bar{n} = 1.0\bar{k}_F \), which give rise to the critical Rabi frequencies, \( \Omega_{c,1} = 2.27E_r \) and \( \Omega_{c,2} = 3.60E_r \), in Eqs. (20) and (21), within the first-order stripe ansatz.

In Fig. 1, by setting two different Rabi frequencies \( \Omega = 0.1E_r \) and \( 1.0E_r \), we present the respective density distributions and their lowest excitation branches in different colors. In contrast to the plane-wave and zero-momentum phases, the density of the condensate is modulated by the SOC strength in the stripe regime with a spatially periodic order. The total density contrast of the stripe can be estimated using the first-order stripe ansatz and is given by \([13, 44]\)

$$C \equiv \frac{n_{\text{max}} - n_{\text{min}}}{n_{\text{max}} + n_{\text{min}}} = \frac{\Omega}{2(2E_r + G_1)}$$

At \( \Omega = 0.1E_r \) and \( 1.0E_r \), the modulation amplitude \( C \) is about 0.02 and 0.2 of the total average density \( \bar{n} \), respectively. These estimations agree well with the high-order density profiles illustrated in Figs. 1(a) and 1(b).

The previous investigations have shown that the lowest-lying excitation spectrum in the plane-wave phase exhibits an intriguing roton-maxon structure due to the degenerate double-minimum in the single-particle dispersion [27, 28, 35, 59]. As the Rabi frequency decreases towards the ST-PW transition, the roton structure becomes much more clear and the roton energy gap is gradually approaching zero, indicating a critical ST-PW Rabi frequency [35]. However, in the stripe phase, the density modulation spontaneously breaks the spatial translational symmetry, giving rise to infinite gapped branches as a function of the quasimomentum \( q_x \in [0, 2P_x] \). The lowest two branches are gapless [43], as indicated by two linear phonon modes, i.e., the red and blue curves in Figs. 1(c) and 1(d). As we decrease the Rabi frequency towards the limit \( \Omega \to 0 \), the gap between different exci-
first-order stripe and [see, e.g., Eqs. \((19)\)] the high-order harmonics in Eq. \((14)\), the stripe phase may become energetically more favorable, and as a consequence, the first-order ST-PW transition point may shift to a relatively larger Rabi frequency. This is indeed confirmed in Fig. 2. At the same interaction parameters, the ground-state energy of the stripe phase becomes lower with the inclusion of high-order harmonics, i.e., \(E^{(N)} \leq E^{(1st)}\). The window for the stripe phase is therefore enlarged, with a larger critical Rabi frequency \(\Omega^{(new)}_c = 2.47E_r > \Omega_c = 2.27E_r\) for the first-order ST-PW transition.

In Fig. 3(a), we show the dependence of the relative shift of the ST-PW transition, \(\delta \Omega_1 = \Omega_{c1}^{(new)} - \Omega_{c1}\), on the interaction parameters \(G_1\) (the vertical axis) and \(G_2\) (the horizontal axis). Figure 3(b) reports the shift as a function of \(G_2\) at \(G_1 = 0.5E_r\).

In general, at sufficiently small \(G_2\) (i.e., \(< 0.01E_r\)), the stripe phase locates at a very small range of the Rabi frequency, where the density is slightly modulated with negligible contrast. We find that the difference \(\delta \Omega_1\), as shown in Fig. 3(b), is close to zero. This implies a negligible contribution of the high-order harmonics, and the state of the system can be well described by the dominant first-order stripe trial wave function. When the interaction energy \(G_2\) becomes relatively larger, the density modulation becomes significant and the difference \(\delta \Omega_1\) is sizable, as shown by the yellow and red regions in Fig. 3(a).

Using the mean-field Bogoliubov theory, it is straightforward to obtain the quantum depletion using Eq. \((14)\). For a single-component Bose gas, the quantum depletion was recently measured \([61]\). In Fig. 4, we present the \(\Omega\) dependence of the quantum depletion at zero temperature across all three phases, at \(G_1 = 0.5E_r\), and at three different values of \(G_2\) (i.e., \(0.01E_r\), \(0.04E_r\), and \(0.07E_r\)).

The quantum depletion in the plane-wave and zero-momentum phases has been studied in Ref. \([52]\). We show their behavior in great detail in Figs. 4(a)–4(c) (i.e., the dashed-blue curves). It is a nonmonotonic function of the Rabi frequency. In the plane-wave phase, the contribution to quantum depletion comes from both phonons and rotons in the lowest-lying excitation spectrum \([31]\).

As one increases \(\Omega\), the roton energy gap becomes larger and the phonon mode dominates the contribution. This leads to a maximum in the depletion at the PW-ZM transition \(\Omega_{c2}\) (i.e., dotted-black vertical curve) \([25]\). As \(\Omega\) continues to increase in the zero-momentum phase, the depletion decreases, since the roton contribution to the depletion disappears and the only contribution is from the phonon mode.

The behavior of depletion in the stripe regime (i.e.,

\[
\omega_{\pm}(k) = \sqrt{\frac{k^2}{2m} \left[ \frac{k^2}{2m} + (g \pm g_{\perp})n \right]},
\]

\(\text{(34)}\)

anticipated for a conventional two-component Bose gas [see the two dashed black curves in Fig. 1(c)].

\[\text{B. Critical Rabi frequency for the ST-PW phase transition}\]

The two critical Rabi frequencies, \(\Omega_{c1}\) and \(\Omega_{c2}\), are determined by comparing the total energy \(E^{(1st)}\) of the first-order stripe and \(E^{(PW)}\) of the plane-wave ansatz [see, e.g., Eqs. \((19)\) and \((17)\)]. By taking into account the high-order harmonics in Eq. \((22)\), the stripe phase may become energetically more favorable, and as a consequence, the first-order ST-PW transition point may

\[\text{FIG. 2. The ground-state energy as a function of the Rabi frequency in the first-order (dashed-blue), high-order (solid-black) stripe ansatz and the plane-wave ansatz (dotted-red). The interaction parameters are the same as in Fig. 1.}\]

\[\text{FIG. 3. (a) Contour plot of the shift } \delta \Omega_1 = \Omega_{c1}^{(new)} - \Omega_{c1} \text{ for the ST-PW transition as functions of the interaction energy strengths } G_1 \text{ and } G_2. \text{ (b) The dependence of } \delta \Omega_1 \text{ on } G_2 \text{ at } G_1 = 0.5E_r.\]
the dotted-red curves) has not been studied before. It increases slowly and monotonically, as \( \Omega \) increases up to the ST-PW transition \( \Omega_{c1}^{(\text{new})} \). This can be understood from the smooth softening of the two phonon modes, as illustrated in Figs. 1(c) and 1(d). It is worth noting that the depletion at \( \Omega_{c1}^{(\text{new})} \) experiences a jump due to the first-order character of the transition \([13, 27, 35]\). The size of the discontinuity becomes significant as we increase \( G_2 \).

The behavior of the quantum depletion can be further understood with two analytic results. In the absence of SOC, the quantum depletion of a conventional homogeneous single-component Bose gas is of the order of \( \sqrt{\bar{n}a^3} \) and can be analytically written as \([50, 62]\)

\[
\frac{n_{qd}^{(\text{sc})}}{\bar{n}} = \frac{8}{3\sqrt{\pi}}(\bar{n}a^3)^{1/2}.
\]  

(35)

This result can be extended to the two-component case with equal spin density as

\[
\frac{n_{qd}^{(\text{tsc})}}{\bar{n}} = \frac{8}{3\sqrt{\pi}} \left[ (\bar{n}a^3_+)^{1/2} + (\bar{n}a^3_-)^{1/2} \right].
\]  

(36)

where the scattering length \( a_{\pm} = (a \pm a_{\uparrow \downarrow})/2 \) and \( a \equiv a_{\uparrow \uparrow} = a_{\downarrow \downarrow} \). In Fig. 4, we have checked that by starting with the plane-wave ansatz in Eq. (15), towards the limit \( \Omega \to 0 \), the depletion coincides with the single-component \( n_{qd}^{(\text{sc})} \) (see blue diamonds), as the plane-wave phase tends to be fully spin polarized. Similarly, the depletion predicted using the stripe ansatz in Eq. (22) (i.e., equal combination of two spins) recovers the two-component \( n_{qd}^{(\text{tsc})} \) (see red circles) in the limit \( \Omega \to 0 \).

D. Superfluid fraction at zero temperature

We now turn to discuss the superfluidity of the system in the presence of SOC, which can be characterized by the superfluid density. In Fig. 5, we report the behavior of the superfluid density as a function of Rabi frequency in three phases at the same interaction energy strengths as in Fig. 4.

It is apparent from the figure that the superfluid density \( n_s^{(\uparrow \downarrow)} \) along the SOC direction in the plane-wave and zero-momentum regimes (i.e., the dashed-blue curves), calculated by using Eqs. (30) and (31), exhibits an intriguing behavior. It goes down monotonically in the plane-wave phase, touches zero at the PW-ZM transition \( \Omega_{c2} \), and then bounces back in the zero-momentum phase. This behavior exactly recovers the result in Ref. [52], where the normal density of the system was calculated using the transverse current response function at zero temperature and the nonzero normal density was explained using a sum rule together with a gapped branch in the elementary excitation spectrum [52].

On the contrary, in the stripe phase the superfluid density can be evaluated using the first-order stripe ansatz. The resulting analytic prediction [see Eq. (29)] is shown by the red dotted-dashed curves in Fig. 5. Using the same phase-twist method but with the high-order stripe ansatz, we obtain the dotted-green curves in the figure. The difference between the two results (i.e., first-order vs high-order) increases with increasing \( \Omega \). The difference also becomes significant if we use a large interaction parameter \( G_2 \). The suppression of the superfluid density at nonzero \( \Omega \) may be understood from the softening of the
lowest two phonon modes in the low-energy excitation spectrum [see Figs. 1(c) and 1(d)]. The critical velocity decreases as the phonon modes become soft. This means that physically it is more favorable to create excitations to destroy the superfluidity of the system [30]. As anticipated, the superfluid density also exhibits a discontinuity at $\Omega_{c1}^{(new)}$, because of the first-order ST-PW transition. It is worth noting that in the perpendicular plane, there is no density modulation due to the absence of the spin-orbit coupling. As a result, the superfluid fraction $n_s(\perp) / \bar{n}$ is 100% (see the solid-black curves), the same as in a conventional spinless Bose gas.

IV. CONCLUSIONS AND OUTLOOKS

In conclusion, we have applied the mean-field Gross-Pitaevskii equation and Bogoliubov theory to characterize the stripe phase of a Raman-type spin-orbit-coupled Bose gas at zero temperature. The stripe density of the condensate, which is significantly modulated by spin-orbit coupling, has been calculated, and the corresponding low-energy excitation spectrum has been explored over a large range of the Rabi frequency. By using a high-order stripe ansatz, we have determined in a more accurate way the critical Rabi frequency for the transition between the stripe and plane-wave phases. We have calculated the quantum depletion in all three phases of the system. We have also derived an explicit but approximate expression of the superfluid density within a phase-twist approach. This first-order analytic prediction has been compared with the more accurate numerical result obtained with a stripe ansatz that involves high-order harmonics. Further questions, such as the finite-temperature effect and other physical observables such as the moment of inertia [63], remain to be investigated in order to better understand the exotic stripe phase.
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Appendix A: The choice of the cutoffs $N_L$ and $N_M$

In this Appendix, we check the convergence of our numerical calculations with respect to the cutoffs $N_L$ and $N_M$ by calculating the quantum depletion. In principle, $N_L$ and $N_M$ should be infinitely large to include all high-order terms. However, in practice we have to use finite cutoffs to ensure the computational efficiency. In Fig. 6, we show the depletion (blue crosses) at different sets of cutoffs $N_L$ and $N_M$ in the zero Rabi frequency limit $\Omega \rightarrow 0$. In this limit, the quantum depletion is analytically known (see the dashed line), as the system reduces to a uniform two-component Bose gas without spin-orbit coupling. At $N_L = N_M = 14$, we find that the relative deviation of the calculated depletion is less than 1%. Therefore, we use $N_L \geq 14$ and $N_M \geq 14$ in our numerical calculations.
FIG. 6. (color online). Quantum depletion in the limit of $\Omega \to 0$, as a function of $N_L = N_M$. The anticipated result of a two-component Bose gas is shown by a dashed line. The interaction parameters are the same as in Fig. 1.
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