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Abstract

We derive the waiting time distribution of the lowest class in an accumulating priority (AP) queue with positive Lévy input. The priority of an infinitesimal customer (particle) is a function of their class and waiting time in the system, and the particles with the highest AP are the next to be processed. To this end we introduce a new method that relies on the construction of a workload overtaking process and solving a first-passage problem using an appropriate stopping time.
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1. Introduction

Suppose that a single server provides service to nonatomic (infinitesimal) customers, that we refer to as particles, of different types according to a dynamic non-preemptive accumulating priority (AP) service regime. That is, the priority of every particle in the queue is a function of their class and their accumulated waiting time in the queue. Upon a service completion the server admits the particle with the highest accumulated priority. Such regimes are common in health-care applications where the condition of a patient can deteriorate while waiting (e.g. [19]). The analysis of the accumulating priority M/G/1 queue goes back to [11]. Note that it was then called the delay-dependent priority regime, but this has come to mean different things over the years and so we opt to use the accumulating-priority terminology of [20]. This paper analyses the waiting time distribution of the particle class with the lowest AP rate in the general setting of a Lévy driven queue with positive input (see [2]) by means of a novel method. In this setting particles may arrive as a continuous flow or in batches with a whole mass of other particles. Thus, this formulation can also be useful for inventory or insurance models that include heterogeneous input and priorities. The method introduced here relies on a martingale representation of the composite workload accumulation process brought on by customer overtaking, and the subsequent solution of a first-passage time problem.

The M/G/1 queue with a linear AP regime has been extensively studied. The expected waiting times are known to satisfy a recursive formula, (3.47) on p. 131 of [12], which we will refer to as the Kleinrock formula. The initial condition for the recursion is the expected waiting time of the lowest priority classes, which can be computed on its own. The mean-value analysis was extended to other AP functions (without closed form solutions such as the Kleinrock formula): e.g. power law [13], affine [5], and concave [17]. In [20] the distributions of the waiting times for all customer classes were derived as a system of recursive equations for the LST of the different classes. This was done by the construction of an auxiliary process, the maximum-priority process, and the derivation of its LST. The distributional analysis was extended to a multi-server model in [19] and [16] (the latter included heterogeneous servers), with the additional assumption that service times are exponential. The method of [20] was also shown to be useful for certain non-linear accumulating functions in [15], and for a preemptive priority regime in [4]. In [18] the lowest priority waiting time distribution was derived for a dynamic priority model in which customers jump to a higher priority class after waiting for a certain time threshold. Economic analysis of this model where customers can purchase their AP rates appeared in [6].

Our analysis is the first to address the AP queue in the general case of a Lévy driven queue, i.e. the workload arrival process is a positive Lévy process and not necessarily a compound Poisson process as in the regular M/G/1. This means that the incoming workload can be any subordinator, that is, a non-decreasing Lévy process. To achieve this we suggest an alternative approach to derive the distribution of the waiting time of the lowest priority customer class. An up to date review of the research of Lévy driven queues can be found in [2] and in greater detail in [3]. Our method involves constructing an accumulative-overtaking process and a stopping time with respect to it that is distributed as the total waiting time. A Wald-type martingale is then used to derive the LST of the waiting time.
time.

In the sequel we establish a decomposition result for the stationary distribution of the workload that will be served before an arriving particle. Such a particle may arrive as part of a batch of particles and thus it will face more workload then just the amount that was present a moment before the batch arrived. This distinction will be important when analyzing the overtaking process brought on by the accumulating priority regime in the following sections.

2. Preliminary technicalities

This somewhat more technical section is needed to justify some of the analysis that appears later. Let \( J_0 = \{ J_0(t) | t \geq 0 \} \) be a subordinator, i.e. non-decreasing right continuous Lévy process (see p. 71 of [1]), with respect to some filtration \( \{ \mathcal{F}_t | t \geq 0 \} \) satisfying the usual conditions (right continuous, augmented). This means that \( J_0(t) \in \mathcal{F}_t \) for all \( t \geq 0 \) and that \( J_0(t+s) - J_0(t) \) is independent of \( \mathcal{F}_t \) for all \( s,t \geq 0 \). In addition, we assume that \( \rho_0 \equiv EJ_0(1) < \infty \).

As in [10], we recall that there are a constant \( c_0 \geq 0 \), a Lévy measure \( \nu_0 \) satisfying \( \int_{(0,\infty)} x\nu_0(dx) < \infty \), and a Poisson random measure \( N_0 \) on \((0,\infty) \times [0,\infty)\) with mean measure \( \nu_0 \otimes \ell \), where \( \ell \) is Lebesgue measure, such that

\[
J_0(t) = c_0 t + \int_{[0,t] \times (0,\infty)} x\,N_0(dx,ds) .
\]

Also, as in (23), (25) and Lemma 1 of [10] it follows that if \( W \) is some non-negative càdlàg adapted process and \( F \) is a continuous function for which \( \int_{(0,\infty)} (F(w + x) - F(w))^2\nu_0(dx) \) is bounded (in \( w \)) on \([0,\infty)\), then

\[
M(t) = \int_0^t \int_{(0,\infty)} F(W(s - x) - F(W(s-)))N_0(dx,ds)
- \int_0^t \int_{(0,\infty)} F(W(s) + x) - F(W(s)))\nu_0(dx)ds
\]

is a zero mean \( L^2 \) martingale satisfying \( M(t)/t \to 0 \) both a.s. and in \( L^2 \). In particular, if \( F \) is differentiable with bounded derivative \( f \) and we denote by \( Y_\alpha \) an independent (of all other processes) random variable with

\[
P(Y_\alpha \leq t) = \frac{c_0 + \int_0^t f(w+y_\alpha)\,dy}{\rho_0} ,
\]

(see (4.6) of [7]) then it follows with \( g(w) = Ef(w + Y_\alpha) \) that

\[
c_0f(W(s)) + \int_{(0,\infty)} (F(W(s) + x) - F(W(s)))\nu_0(dx)
= c_0f(W(s)) + \int_{(0,\infty)} \int_0^x f(W(s) + y)\,dy\nu_0(dx)
= c_0f(W(s)) + \int_0^\infty f(W(s) + y)\nu_0(y,\infty)\,dy
= \rho_0 g(W(s)) .
\]

With all of the above we have, since \( J_0(t)/t \to \rho_0 \) a.s., that

\[
\frac{1}{J_0(t)} \int_0^t \frac{1}{\Delta J_0(s)} \int_0^{\Delta J_0(s)} f(W(s-) + x)\,dx\,J_0(s)
- \frac{1}{t} \int_0^t g(W(s))\,ds
\]

converges almost surely and in \( L^2 \) to zero, where for the case \( \Delta J_0(s) = 0 \) we define by convention

\[
\frac{1}{\Delta J_0(s)} \int_0^{\Delta J_0(s)} f(W(s-) + x)\,dx \equiv f(W(s-)) .
\]

Now, note that

\[
\int_0^t \frac{1}{\Delta J_0(s)} \int_0^{\Delta J_0(s)} f(W(s-) + x)\,dx\,J_0(s)
= c_0 \int_0^t f(W(s))\,ds + \sum_{0 < s \leq t} \int_0^{\Delta J_0(s)} f(W(s-) + x)\,dx ,
\]

and observe that if \( W() \) is some content that is found at time \( t \), then the right hand side aggregates the function values of the content in front of all the \( J_0() \) particles that arrived by time \( t \). That is, if a particle arrives on its own, then the content in front of it is just \( W(s) = W() \). If it is in some \( x \geq 0 \) location in a batch (=jump) then the amount is \( W(s) + x \). If we divide the right hand side by \( J_0(t) \), then we have the average function value of the content in front of an arriving particle until time \( t \).

From the fact that (1) vanishes almost surely, it follows that if \( W(s) \) has an ergodic distribution of some random variable \( W \), that is

\[
\frac{1}{t} \int_0^t g(W(s))\,ds \to Ef(W) = Ef(W + Y_\alpha) ,
\]

then the long run average distribution of the content in front of particles will be distributed like \( W + Y_\alpha \) where \( W, Y_\alpha \) are independent. This is some generalised form of the well known PASTA (Poisson Arrivals See Time Averages) property for Poisson processes. See also Remark 2 of [9].

We note that with

\[
\gamma_0(\alpha) \equiv -\log Ee^{-\alpha J_0(1)} = c_0\alpha + \int_{(0,\infty)} (1 - e^{-\alpha x})\nu_0(dx)
\]

we have, as in (4.8) of [7], that

\[
Ee^{-\alpha Y_\alpha} = \frac{\gamma_0(\alpha)}{\rho_0\alpha} .
\]

We conclude that if the process we are dealing with is regenerative with finite mean, nonarithmetic regeneration epochs, then the ergodic, stationary and limiting distributions all coincide. This will be the situation in the sequel.

All one needs to remember from this section is that under the assumptions that will soon appear, the limiting=stationary=ergodic distribution of the content in
front of an arriving particle is that of \( W + Y \) where \( W, Y \) are independent, \( W \) has the steady state distribution of the total content in the system while \( Y \) has the excess distribution associated with the particular stream of particles (lowest priority) we are interested in.

3. Lévy driven AP queue

A single server processes the workload of \( N \) types of particles at a constant rate of \( r \) per unit of time. The AP rates of the particle classes are ordered: \( b_1 < b_2 < \cdots < b_N \). Thus, the AP at time \( t \) of a type \( i \) particle that arrived at time \( s \), \( s \leq t \), is \( b_i(t-s) \). The priority dynamics are illustrated in Figure 1 for a two-class example.

![Figure 1: Example of the priority evolution for a type 1 particle arriving at time 0 (solid red), and a type 2 particle arriving at time 1 (dashed blue), with coefficients \( b_1 = 0.5 \) and \( b_2 = 1 \), respectively. At any time \( t < 2 \) the type 1 particle has higher priority than the type 2 particle, but from \( t = 2 \) and on he has lower priority and will effectively be overtaken.](image)

Suppose that \( \{ J_i(t), t \geq 0 \}, i = 1, \ldots, N \), are independent subordinators: almost surely monotone non-decreasing Lévy process. Denote by \( \{ F_t \}_{t \geq 0} \) the natural filtration induced by \( \{ J_i : i = 1, \ldots, N \} \). The total arrival process is then a subordinator as well,

\[
J(t) = \sum_{i=1}^{N} J_i(t).
\]

Let \( \rho_i = \text{E} J_i(1), \) for all \( i = 1 \ldots, N \) and assume, without loss of generality, that the workload is removed from the system (when it is not empty) at a linear rate of \( r = 1 \). If \( \rho = \sum_{i=1}^{N} \rho_i < 1 \) then the total workload is the reflection of a spectrally positive Lévy process with negative mean. Thus, the stationary distribution of the total workload satisfies the generalized PK formula (e.g. [8]):

\[
\text{E} e^{-\alpha W_0} = \frac{\varphi'(0)|\alpha|}{\varphi(\alpha)},
\]

where

\[
\varphi(\alpha) = \alpha - \sum_{i=1}^{N} \eta_i(\alpha),
\]

and, in general,

\[
\eta_i(\alpha) = -\log \text{E} e^{-\alpha J_i(1)} = c_i \alpha + \int_{(0, \infty)} (1 - e^{-\alpha x}) \nu_i(dx).
\]

\( \nu_i \) is the Lévy measure satisfying \( \int_{(0, \infty)} (x \wedge 1) \nu_i(dx) < \infty \). In fact, by the assumption that \( \rho < 1 \) we actually have that \( \int_{(0, \infty)} x \nu_i(dx) = \rho_i - c_i < \infty \).

3.1. Lowest priority waiting time

For now we assume that \( N = 2 \) and in the sequel we will show that the analysis for the lowest priority class can be extended in a straightforward manner to allow for any number of overtaking classes. Upon arrival to the queue, a type 2, i.e. low-priority, particle will have to wait for all work present in front of it to be completed, as well as for some work that will arrive after it.

From the point of view of type 2 particles, suppose that at the time of arrival such a particle finds a workload level of \( W_0 + Y_0 = v \) in front of it from all priorities as well as those in front of it in a possible batch. All of this work will have to be served before this particle is processed. Recall that the cumulative priority 1 workload arriving during the first \( t \) time units after our tagged particle arrives is \( J_1(t) \), a subordinator such that \( \text{E} J_1(t) = \rho_1 t \), where \( \rho_1 < 1 \). At time \( v \), the priority of the tagged particle will be \( b_2 v \), while for a type 1 particle arriving at time \( 0 \leq t < v \) it will be \( b_1(v-t) \). Thus for every \( t \) such that \( b_2 v > b_1(v-t) \), the arriving type 1 workload will not overtake our tagged particle while for every \( t \) such that \( b_2 v \leq b_1(v-t) \) it will. This means that if we denote \( a = 1 - b_2/b_1 \), then the workload that arrives by time \( av \) will surely preempt our tagged particle. Hence the waiting time of our tagged particle will surely be \( v + J_1(aw) \) instead of just \( v \). Denote the decelerated input process by \( J_0(t) = J_1(at) \).

Let us repeat the above argument once more to make what follows clearer. Since we know for certain that the waiting time is at least \( v + J_0(v) \), then for the same reason, all workload arriving between \( av \) and \( a(v + J_0(v)) \) will also preempt our tagged particle and thus the waiting time of the first particle will be at least

\[
v + J_0(v) + J_0(v + J_0(v)) - J_0(v) = v + J_0(v + J_0(v)).
\]

Repeating this argument, if we denote \( T_0 = v \) then we can define an iterative total overtaking workload process as a series of random variables,

\[
T_{n+1} = v + J_0(T_n), \quad n \geq 1.
\]

Lemma 1. \( \{ T_n : n \geq 0 \} \) is a non-decreasing sequence of stopping times with respect to \( \{ F_t \}_{t \geq 0} \).

Proof. Since \( T_1 = v + J_0(v) \geq v = T_0 \), then by induction it follows that

\[
T_{n+1} = v + J_0(T_n) \geq v + J_0(T_{n-1}) = T_n, \quad \forall n \geq 1.
\]

Clearly, \( T_0 = v \) is a stopping time. If \( T_n \) is a stopping time then recalling that \( A \in \mathcal{F}_{T_n} \) if and only if \( A \in \mathcal{F}, \ A \cap \{ T_n \leq t \} \in \mathcal{F}_t \ \forall t \geq 0 \), we have that

\[
T_{n+1} = v + J_0(T_n) \in \mathcal{F}_{T_n}.
\]
hence, since \( T_n \leq T_{n+1} \) it follows that
\[
\{ T_{n+1} \leq t \} = \{ T_{n+1} \leq t \} \cap \{ T_n \leq t \} \in \mathcal{F}_t, \quad t \geq 0.
\]

If we take \( T = \lim_{n \to \infty} T_n \) then, since by Lemma 1,
\[
ET_n = v + EJ_n(T_{n-1}) = v + \rho_1 a ET_{n-1},
\]
then
\[
ET_n = (\rho_1 a)^n + \frac{1 - (\rho_1 a)^n}{1 - \rho_1 a} v,
\]
and thus
\[
ET = \frac{v}{1 - \rho_1 a}. \tag{6}
\]

Observe that if \( J_1(t) \) is compound Poisson then taking expectation of \((6)\) with respect to the workload upon arrival \( W_0 \), yields Kleinrock’s expected waiting time formula for the lowest priority class (see (3.47) in [12]),
\[
EW_2 = E[E(T|W_0)] = \frac{\frac{\rho EX_n}{1 + \rho}}{1 - \rho_1 \left(1 - \frac{\rho}{\rho_1}\right)},
\]
where \( X_n \) is the residual service time.

From (6) we conclude that \( T < \infty \) a.s. for any initial \( v \geq 0 \). Furthermore, by Proposition 7 (p. 21) of [15] we have that \( J_a(T) \to J_a(T) \) a.s. and hence \( v + J_a(T) = T \) a.s. Moreover, if \( T_{n-1} < T_n \) then for \( T_{n-1} \leq t < T_n \) we have that
\[
v + J_n(t) \geq v + J_a(T_{n-1}) = T_n > t,
\]
so that in particular \( v + J_n(t) > t \) for all \( 0 \leq t < T \). Therefore, \( T \), which is itself a stopping time, is a.s. equal to
\[
\inf\{ t \geq 0 : v + J_n(t) = t = 0 \}.
\]

Thus, as is well known (e.g. p. 81 of [14]),
\[
Ee^{-\alpha T} = e^{-\varphi_a^{-1}(\alpha)v},
\]
where \( \varphi_a(\alpha) = \log E e^{-\alpha J_a(1)} = \alpha - \alpha \eta_1(\alpha) \).

All type 1 workload that arrives by time \( aT \) will be served before our tagged particle and all type 1 workload that arrives after \( aT \) will be served after. In particular, if instead of \( v \) we insert the total workload of \( W_0 + X_n \) then applying the generalized P-K formula (3) and the LST of \( Y_n \) with respect to \( J_2 \), as defined in (2), at \( \varphi_a^{-1}(\alpha) \) yields the LST of the unconditional steady state waiting time of type 2 particles. This brings us to the main result of this article.

**Theorem 2.** The LST of the steady state waiting time of class 2 particles is given by
\[
E e^{-\alpha W_2} = \frac{\varphi'(0) \varphi_a^{-1}(\alpha)}{\varphi(\varphi_a^{-1}(\alpha))} \frac{\eta_2(\varphi_a^{-1}(\alpha))}{\rho_2 \varphi_a^{-1}(\alpha)} = \frac{\varphi'(0) \eta_2(\varphi_a^{-1}(\alpha))}{\rho_2 \varphi(\varphi_a^{-1}(\alpha))},
\]
where
\[
\varphi_a(\alpha) = \log E e^{-\alpha J_2(1)} = \alpha - \alpha \eta_1(\alpha),
\]
and
\[
\eta_2(\alpha) = -\log E e^{-\alpha J_2(1)}.
\]

For the M/G/1 queue with arrival rate \( \lambda = \lambda_1 + \lambda_2 \) and traffic intensity \( \rho = \lambda_1 E X_1 + \lambda_2 E X_2 \), the LST of the steady state customer (not particle) waiting time is given by the P-K formula
\[
\frac{1 - \rho}{1 - \rho E e^{-\alpha X_n}},
\]

hence in this case the waiting time of the first type-2 particle in a batch, which is the waiting time of an arriving type-2 customer, is given by
\[
E e^{-\alpha W_2} = \frac{1 - \rho}{1 - \rho E e^{-\alpha X_n}}, \tag{7}
\]
where
\[
\varphi_a(\alpha) = \log E e^{-\alpha (J_a(1))} = \alpha - \lambda_1 \alpha (1 - E e^{-\alpha X_1}) = \alpha (1 - \rho_1 a E e^{-\alpha X_1}).
\]

By applying some algebra it can be verified that (7) coincides with the lowest priority class LST established in (31) of [20] for the compound Poisson input case, which used a different construction.

**Proposition 3.** Let \( K = \inf \{ n \geq 0 : T_n = T_{n-1} \} \). For any \( v > 0 \), if \( J_1(t) : t \geq 0 \) is a compound Poisson process then \( P(K < \infty) = 1 \), otherwise \( P(K = \infty) = 1 \).

### 3.2. Joint distributions

In a two-station tandem fluid queue with Lévy input the joint distribution of the queue sizes \((Q_1, Q_2)\) can be derived, in part by using the fact that
\[
(Q_1, Q_2) \sim (Q - Q_1, Q_2).
\]
where \( Q = Q_1 + Q_2 \) is the total system size (e.g. p. 174 of [3]). In our model however we do not have a clear relation between the waiting times \( W_1, W_2 \) and the total workload \( W_0 \), except that the expected values satisfy a work conserving equation (see p. 114 of [12]).

A joint distribution that is straightforward to obtain, because we know the conditional distribution, is that of the initial workload faced by a low priority particle and his total waiting time, i.e. \((W_2, W_0 + Y_n)\),
\[
E e^{-\alpha W_2 - \beta (W_0 + Y_n)} = E e^{-\varphi_a^{-1}(\alpha) + \beta (W_0 + Y_n)} = \frac{\varphi'(0) \eta_2(\varphi_a^{-1}(\alpha) + \beta)}{\rho_2 \varphi(\varphi_a^{-1}(\alpha) + \beta)}.
\]
3.3. Lowest priority among multiple classes

Let us now consider the general model with $N$ particle classes with independent subordinate input processes $\{J_i(t) : i = 1, \ldots, N\}$, with $\rho_i = E(J_i(1))$. Recall that the total arrival process is then a subordinator as well, denoted by $J(t) = \sum_{i=1}^N J_i(t)$. If $\rho = \sum_{i=1}^N \rho_i < 1$ then the total workload is the reflection of a spectrally positive Lévy process with negative mean. Thus, the distribution of workload upon arrival of any particle satisfies the generalized PK formula (3) with $\varphi(\alpha)$ as defined in (4).

Let $a_i = 1 - \frac{b_i}{\alpha}$ for $i = 1, \ldots, N-1$, where $b_1 < b_2 < \cdots < b_N$ are the AP rates of all classes. If a type $N$ particle arrives when there is a total workload of $v$ in the system then all workload of type $i < N$ that arrives during $[0, a_i v)$ will surely overtake him. Let $J_a(t) = J_1(a_1 t) + J_2(a_2 t) + \ldots + J_{N-1}(a_{N-1} t)$, be the total workload overtaking the tagged particle during an interval of length $t$. Repeating the arguments of the previous section we have that (5) still holds: $T_n = v + J_a(T_{n-1}) \forall n \geq 1$ is a series of non-decreasing stopping times, where $T_0 = v$, and

$$ET_n = v + \sum_{i=1}^{N-1} \rho_i a_i ET_{n-1}$$

$$= v + \left(1 + \sum_{i=1}^{N-1} \rho_i a_i \right) + \sum_{i=1}^{N-1} \rho_i a_i \sum_{j=1}^{N-1} \rho_j a_j ET_{n-2}$$

$$= v \left(1 + \sum_{i=1}^{N-1} \rho_i a_i + \left[ \sum_{i=1}^{N-1} \rho_i a_i \right]^2 \right)$$

$$+ \sum_{i=1}^{N-1} \rho_i a_i \sum_{j=1}^{N-1} \rho_j a_j ET_{n-3}$$

$$\vdots$$

$$= v - \left(1 - \sum_{i=1}^{N-1} \rho_i a_i \right)^{n-1} + \left[ \sum_{i=1}^{N-1} \rho_i a_i \right]^{n-1} .$$

If $T = \lim_{n \to \infty} T_n$ then

$$ET = \frac{v}{1 - \sum_{i=1}^{N-1} \rho_i a_i} < \infty ,$$

again coinciding with (3.47) in [12] when taking expectation with respect to $W_0$.

As $J_a(t)$ are all Lévy processes, with respect to the time change $a_i t$, then so is their superposition $J_a(t)$. We can therefore define

$$\varphi_a(\alpha) = \log E e^{-\alpha J_a(1-1)} = \alpha - \sum_{i=1}^{N-1} a_i \eta_i(\alpha) .$$

Repeating the arguments of the previous section we have that the waiting time of a type $N$ particle is distributed as $T = \inf \{ t \geq 0 : v + J_a(t) - t = 0 \}$, and we obtain $E e^{-\alpha T} = e^{-\varphi^{-1}(\alpha)}$. Finally, (2) for the input of type $N$ (with exponent function $\eta_N$) and (3) for the total input (with exponent function $\varphi$) yield our general result.

**Theorem 4.** The LST of the steady state waiting time of class $N$ particles is

$$E e^{-\alpha W_N} = \varphi'(0) \eta_N(\varphi^{-1}(\alpha)) \rho_N \varphi(\varphi^{-1}(\alpha)) .$$

4. Concluding remarks

We have presented here a new method for deriving the previously unknown waiting time distribution of the lowest-priority particle class in an accumulating priority Lévy driven queue, which generalizes the known result for the M/G/1 queue. Constructing a similar method for the highest-priority class, and ultimately for any priority class, is an open challenge. This will require the construction of a negative workload overtaking process that is removed from the initial amount of work upon arrival. To this end perhaps approximations are in order.

The method presented here also applies to non-linear accumulation functions that satisfy certain conditions, similar to those that appeared in [15] for the M/G/1 analysis. For a wider class of continuous functions the method can be applied partially: the first-passage time problem can be formulated for the overtaking process, but the time change of the input process is no longer linear and it is unclear if it is at all possible to analytically derive the LST of the waiting time.

**Appendix**

**Proof of Proposition 3.** If $J_1(t)$ is not a compound Poisson process then it has an infinite number of infinitesimal jumps during every finite interval. Therefore the probability of zero jumps during an increment period, i.e.

$$P(T_{n+1} - T_n = 0) = P(J_a(T_n) - J_a(T_{n-1}) = 0) ,$$

is zero for any $n \geq 1$. And thus $K = \infty$ a.s.

If $J_1(t)$ is a compound Poisson process with $\rho_1 < 1$ then we will show that

$$P(\{ T_n = T_{n-1} \text{, i.o.} \}) = 1 .$$

This can be argued by showing that

$$\sum_{n=1}^{\infty} P(T_n - T_{n-1} > 0) < \infty ,$$

and applying the Borel-Cantelli Lemma.
The probability of no overtaking in the first interval is given by

$$P(T_1 - T_0 = 0) = P(J_a(v) = 0) = e^{-\lambda_1 av}.$$  

For any $n \geq 1$ the additional workload at step $n$ is

$$T_{n+1} - T_n = J_a(T_n) - J_a(T_{n-1}),$$

which requires more careful treatment as the increments are not independent of the input process. Nevertheless, we argue that

$$J_a(T_n) - J_a(T_{n-1}) \sim \tilde{J}_a(T_{n-1} - T_{n-2}), \quad n \geq 1,$$

where $\tilde{J}_a$ is an independent copy of $J_a$. By the strong Markov property it is well known that for any a.s. finite stopping time $S$, $F_S$ is independent of $\{Y(S + t) - Y(S) : t \geq 0\}$, where $Y$ is a Lévy process. Thus, if $U \in F_S$ then $U - S \in F_S$ as well, and $U - S$ is independent of the increments of $Y$ after $S$.

Indeed, $J_a$ is a process with independent increments, and by Lemma 1 $T_n$ and $T_{n-1}$ are stopping times such that $T_n \in F_{T_{n-1}}$. We conclude that $T_n - T_{n-1}$ is independent of $\{J_a(T_n - 1) - J_a(T_{n-1}) : t \geq 0\}$ for any $n \geq 1$, and therefore

$$E e^{-\alpha(T_n - T_{n-1})} = E e^{-\alpha(J_a(T_n - T_{n-1}) - J_a(T_{n-1}))} = e^{-\eta_a(\alpha)}_1 J_a(T_{n-1} - T_{n-2})$$

where $\eta_a(\alpha) = -\log E e^{-\alpha J_a(1)}$. For example,

$$E e^{-\alpha(T_2 - T_1)} = E e^{-\alpha(J_a(T_2 - T_1))} = E e^{-\eta_a(\alpha) J_a(v)} = e^{-\eta_a(\alpha) v}.$$

That is, if we condition on $J_a(v)$ then the additional workload in the second period is distributed as the Compued Poisson process $J_a$ on an interval of length $J_a(v)$. Using the convexity of $\eta_a$, this yields

$$P(T_2 - T_1 = 0) = E[P(T_2 - T_1 = 0|J_a(v))] = E e^{-\lambda_1 a J_a(v)} = e^{-\eta_a(\lambda_1 a)} v \geq e^{-\lambda_1 a^2 \rho_1 v}.$$

By iterating we have that

$$P(T_n - T_{n-1} = 0) = e^{-\eta_a(\eta_a(\ldots \eta_a(\lambda_1 a)))} \geq e^{-\lambda_1 a(\rho_1 a)^{n-1} v}.$$

Finally, this leads us to

$$\sum_{n=1}^{\infty} P(T_n - T_{n-1} > 0) = \sum_{n=1}^{\infty} (1 - P(T_n - T_{n-1} = 0)) = \sum_{n=1}^{\infty} (1 - e^{-\lambda_1 a(a \rho_1)^{n-1} v}) \leq \sum_{n=1}^{\infty} \lambda_1 a(a \rho_1)^{n-1} v = \lambda_1 a \rho_1 \frac{1}{1 - a \rho_1} < \infty,$$

from which it follows that $P(\{T_n > T_{n-1}, i.o.\}) = 0$. 
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