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ABSTRACT: We extend the method of calculation of propagators in maximally symmetric spaces (Minkowski, dS, AdS and their Euclidean versions) in terms of intrinsic geometric objects to the case of massive spin 3/2 field. We obtain the propagator for arbitrary space-time dimension and mass in terms of Heun’s function, which is a generalization of the hypergeometric function appearing in the case of other spins. As an application of this result we calculate the conformal dimension of the dual operator in the recently proposed dS/CFT correspondence both for spin 3/2 and for spin 1/2. We find that, in agreement with the expectation from analytic continuation from AdS, the conformal dimension of the dual operator is always complex (i.e. it is complex for every space-time dimension and value of the mass parameter). We comment on the implications of this result for fermions in dS/CFT.
1. Introduction

The recent observational data in favor of the presence of a positive cosmological constant in the universe make it especially important to understand how to formulate consistent theory of all interactions in de Sitter (dS) space. This is highly nontrivial: Quantum field theory in dS presents us with a lot of puzzles [1, 2, 3, 4], and whether and how they could be resolved in the underlying fundamental theory is not at all clear, as it is still not known how to obtain a stable de Sitter solution in the best-so-far candidate for such a unifying theory – string theory.\(^1\) A key ingredient in the final picture may be holography, which is believed to be an essential feature for any consistent theory of quantum gravity [7, 8]. One realization of this idea is the AdS/CFT correspondence [9, 10, 11], which has been studied in a huge number of cases during the last few years (for a review see [12]). Another is the recently proposed dS/CFT correspondence [13]. Although it is hoped that it may shed light on quantum gravity in de Sitter space, the lack of a clear relation to string theory is hindering an explicit realization of

\(^1\)Recently there has been a progress in that direction: Fré, Trigiante and Van Proeyen [5] found stable de Sitter vacua in \(N = 2\) supergravity in 4 dimensions. However, their embedding in string theory is still an open problem. Another exciting recent development is [6], where metastable dS vacua were found in type IIB string theory.
this proposal, and it is largely modeled on analogy with AdS/CFT (see, for example, the prescription for computation of scalar field correlation functions in the boundary theory [14]). There have even been papers arguing that dS/CFT is merely an analytic continuation of AdS/CFT [15, 16]. One should not forget, however, the fundamental differences between physics in dS and AdS. For example, the analytic continuation of the vacuum state in AdS space does not coincide with any of the vacua of de Sitter space. Also, unlike AdS, dS has two boundaries, posing the (as yet unsettled) question whether the dual theory should be thought of as a single CFT [13, 30] or two entangled CFT’s [31].

Field theory in de Sitter space was studied extensively in the ’80s due to interest sparked by inflationary cosmology. A technique of calculation of propagators in maximally symmetric spaces was developed in a series of papers [32, 33, 34]. The main idea is the following: One chooses a basis of bitensors which are invariant under the symmetry group of the space under consideration, and makes an Ansatz for the propagator in terms of these bitensors multiplied by coefficients that are functions only of the geodesic distance. The coefficient functions are then determined so that the propagator satisfies the appropriate field equations and constraints. The original papers considered spins 0 and 1 in arbitrary dimension and also spins 1/2 and 2 in four dimensions. Subsequently these methods were used to find the antisymmetric tensor propagator in dS [35] and also the propagators of various p-forms of interest in supergravity/string theory in AdS [36, 37, 38]. However, only quite recently was this method extended to spin 1/2 field in arbitrary dimension [39], and the spin 3/2 field has not been treated so far. 

Since dS is not a supersymmetric background, it may seem uninteresting to consider the superpartner of the graviton in it. However, if dS is to be reconciled with the current lore of a fundamental theory, i.e. string theory, then the lack of supersymmetry in de Sitter space should be understood as a symmetry which is present in the theory but broken in the specific vacuum state. Given that supersymmetry breaking in supergravity leads to massive gravitinos, massive spin 3/2 fields are essential for understanding the effective description of quantum gravity processes in de Sitter space. Motivated by this,
we find in this paper the propagator of massive spin 3/2 in an arbitrary dimension. We use this result to test the dS/CFT correspondence.

Much of the literature on dS/CFT is concerned with scalar fields in dS and the prescription for correlators of their dual operators [13, 42, 14]. Only very recently the conformal dimensions of the dual operators for massive spin 1 and spin 2 fields were found [43]. We use the previously known spin 1/2 propagator and the newly found spin 3/2 propagator to calculate the conformal dimensions of the dual operators. In both cases we find, in agreement with analytic continuation, that it is always complex. Namely we find \( \Delta = \frac{n-1}{2} + im \), where \( n \) is the dimension of space-time and \( m \) is the mass parameter. This, of course, implies that the conjectured dual description would always be non-unitary, unlike in the bosonic case, where there is some limited range of real conformal dimensions for every spin in every dimension of space time.\(^5\) There has already been an indication that the current formulation of the dS/CFT correspondence may be problematic [44], although several works [31, 45] have proposed ways out of this difficulty. In our opinion the lack of unitary dual for fermions is a strong evidence that the correspondence should be reformulated.

This paper is organized as follows. In Section 2 we review the invariant bitensors in maximally symmetric spaces and their properties. In Section 3 we derive the massive spin 3/2 propagator in arbitrary dimension in a maximally symmetric space. In Section 4 we find the conformal dimensions of the dual operators for massive spin 1/2 and spin 3/2 in dS/CFT.

2. Background Material

In this section we review the necessary background, first given in [32, 33, 39], that we will use in the next section to find the spin 3/2 propagator in terms of intrinsic geometric objects.\(^6\)

We will consider a maximally symmetric space of dimension \( n \). The geometric objects of interest are the geodesic distance \( \mu(x, x') \) between two points \( x \) and \( x' \), the unit tangent vectors \( n_\sigma(x, x') \) and \( n_\sigma'(x, x') \) to the geodesic at \( x \) and at \( x' \), respectively, the parallel propagator of vector indices \( g^\mu_\nu(x, x') \), and the parallel propagator of spinor indices \( \Lambda^{\alpha\beta}(x, x') \).\(^7\) Let us recall the definition of all these maximally symmetric

\(^5\) It should be noted that the work [3] gives a proof that the SO\((d, 1)\) isometry group of dS cannot have unitary representations living on dS, while our results indicate that the dual CFT should be non-unitary.

\(^6\) While our treatment is based on Refs. [32, 33, 39], the idea of constructing propagators from intrinsic bitensors dates at least back to Lichnerowicz [40].

\(^7\) Primed indices will always refer to the point \( x' \) and unprimed ones to \( x \).
bitensors. The vectors \( n_\sigma, n_{\sigma'} \) are defined by
\[
n_\sigma = \nabla_\sigma \mu(x, x') \quad \text{and} \quad n_{\sigma'} = \nabla_{\sigma'} \mu(x, x'),
\] (2.1)
where \( \nabla_\sigma \) is the covariant derivative. It is important to note that
\[
n_\sigma = -g_{\sigma\rho'} n_{\rho'}.
\] (2.2)

The parallel propagators of vector and spinor indices satisfy by definition
\[
V^\mu(x) = g_\mu^\nu(x, x') V^\nu(x'), \quad \Psi^\alpha(x) = \Lambda^\alpha_{\beta'}(x, x') \Psi^\beta'(x')
\] (2.3)
for every parallel-transported vector \( V^\mu(x) \) and spinor \( \Psi^\alpha(x) \), respectively.

The covariant derivatives of the above bitensors, essential for our calculations, are given by
\[
\nabla_\mu n_\nu = A(g_\mu^\nu - n_\mu n_\nu), \quad \nabla_\mu n_{\nu'} = C(g_\mu^\nu + n_\mu n_{\nu'}),
\]
\[
\nabla_\mu g_{\nu\nu'} = -(A + C) (g_\mu^\nu n_{\nu'} + g_\mu^\nu' n_\nu),
\]
\[
\nabla_\mu \Lambda^\alpha_{\beta'} = \frac{1}{2} (A + C) \left( (\Gamma_\mu \Gamma^\nu n_\nu - n_\mu) \Lambda \right)^{\alpha}_{\beta'},
\]
\[
\nabla_\mu' \Lambda^\alpha_{\beta'} = -\frac{1}{2} (A + C) \left( (\Gamma_\mu \Gamma^\nu' n_{\nu'} - n_\mu') \Lambda \right)^{\alpha}_{\beta'},
\] (2.4)
where \( A \) and \( C \) are the following functions of the geodesic distance:

for \( \mathbb{R}^n \): \( A(\mu) = \frac{1}{\mu}, \quad C(\mu) = -\frac{1}{\mu} \),

for \( \text{dS} \): \( A(\mu) = \frac{1}{R} \cot \frac{\mu}{R}, \quad C(\mu) = -\frac{1}{R \sin(\frac{\mu}{R})} \),

for \( \text{AdS} \): \( A(\mu) = \frac{1}{R} \coth \frac{\mu}{R}, \quad C(\mu) = -\frac{1}{R \sinh(\frac{\mu}{R})} \), (2.5)

\( R \) being the radius of (A)dS space. The covariant gamma matrices in (2.4) satisfy the usual relation \( \{ \Gamma^\mu, \Gamma^\nu \} = 2g^{\mu\nu} \).

In \( \mathbb{R}^n, S^n, H^n \) every two points are connected by a geodesic, but in pseudo-Riemannian spaces this is not the case: a notable counter example is, for instance, the pair \( x, x' \) in de Sitter space such that the geodesic between \( x \) and the antipodal point of \( x' \) is timelike [46]. Thus the geodesic distance is not a globally defined quantity in the cases of physical interest. This problem can be circumvented in the following way. Let the \( n \)-dimensional maximally symmetric space be defined as the set of points in \( \mathbb{R}^{n+1} \) satisfying:
\[
X^\alpha X^b \eta_{ab} = R^2,
\] (2.6)
where η is a flat metric with the appropriate signature. Then for two points \( x \) and \( x' \) connected by a geodesic:

\[
\cos \left( \frac{\mu(x, x')}{R} \right) = \frac{X^a(x)X^b(x')\eta_{ab}}{R^2}.
\]  

(2.7)

Now, introducing the variable \( z = \cos^2 \frac{\mu}{2R} \), one obtains:

\[
z = \frac{1}{2} \left( 1 + \frac{X^a(x)X^b(x')\eta_{ab}}{R^2} \right).
\]  

(2.8)

Clearly (2.8) gives a globally defined quantity that can be viewed as a "generalization" of \( \mu \).

### 3. Massive spin 3/2 propagator

Now we turn to the propagator of the massive spin 3/2 field. Let us denote the gravitino field by \( \Psi^a(x) \). In a maximally symmetric state \(| s \rangle \) the propagator is \( S_{\alpha \beta}^{a b,}(x, x') = \langle s \Psi^a(x) \Psi^{b, b'}(x') | s \rangle \). The field equations imply that \( S \) satisfies

\[
(\Gamma^\rho_{\mu \nu} D_{\rho} - m \Gamma^\mu_{\lambda \nu}) S^{\alpha \gamma}_{\lambda \nu'} \gamma_{\beta'} = \frac{\delta(x - x')}{\sqrt{-g}} g^{\mu \nu'} \delta^{\alpha \beta'}
\]  

(3.1)

For a massive spin 3/2 and a vanishing source the above field equation implies two constraints (for a very clear recent explanation of this point, see [47]):

\[
\Gamma^\lambda S_{\lambda \nu'} = 0, \quad D_{\lambda} S^{\lambda \nu'} = 0,
\]  

(3.2)

where we have suppressed the spinor indices for brevity. Using (3.2) and the fact that

\[
\Gamma^\mu_{\lambda \nu} = \Gamma^\mu \Gamma^\nu \Gamma^\lambda - g^\mu \nu \Gamma^\lambda + g^\mu \lambda \Gamma^\nu
\]  

(3.3)

(3.1) becomes

\[
\Gamma^\rho D_{\rho} S_{\lambda \nu'} + m S_{\lambda \nu'} = 0.
\]  

(3.4)

For the time being we have set the source to zero, as it complicates the field equations due to its appearance in the constraints (3.2). Hence we will be solving the homogeneous system of equations and the role of the \( \delta \)-function source term will be in imposing the appropriate boundary conditions at the very end of the computation. Namely we will impose that the solution is singular at \( \mu = 0 \) and that the strength of the singularity is the same as the one in flat space.\(^8\) This is essentially the strategy followed in all

\(^8\)Solutions we find are automatically convergent at \( \infty \).
original literature on obtaining of propagators in maximally symmetric spaces in terms of intrinsic geometric objects [32, 33, 39].

The most general Ansatz for the spin 3/2 propagator has 10 tensor structures and we write it in the following form:

\[ S_{\lambda\nu}^{\alpha\beta'} = \alpha(\mu) g_{\lambda\nu} \Lambda^{\alpha\beta'} + \beta(\mu) n_\lambda n_\nu \Lambda^{\alpha\beta'} + \gamma(\mu) g_{\lambda\nu}(n_\sigma \Gamma^\sigma \Lambda)^{\alpha\beta'} + \delta(\mu) n_\lambda n_\nu (n_\sigma \Gamma^\sigma \Lambda)^{\alpha\beta'} + \varepsilon(\mu) n_\lambda (\Gamma_\nu \Lambda)^{\alpha\beta'} + \theta(\mu) n_\nu (\Gamma_\lambda \Lambda)^{\alpha\beta'} + \tau(\mu) (\Gamma_\lambda \Gamma_\nu \Lambda)^{\alpha\beta'} + \omega(\mu) (n_\sigma \Gamma^\sigma \Gamma_\lambda \Lambda)^{\alpha\beta'} + \pi(\mu) (\Gamma_\lambda \Gamma_\nu \Lambda)^{\alpha\beta'} + \kappa(\mu) (n_\sigma \Gamma^\sigma \Gamma_\lambda \Gamma_\nu \Lambda)^{\alpha\beta'} \] (3.5)

Substituting it in (3.4) and using (2.4), a rather tedious but straightforward calculation gives a system of 10 equations for the 10 coefficient functions \( \alpha, ..., \kappa \) in (3.5). It may seem that it does not matter what basis of tensors one would choose for the Ansatz. Namely one could take the term \((n \cdot \Gamma)\) to be on the right of every term containing other gamma matrices instead of on the left as in (3.5). Or one could take every term in the Ansatz to be symmetric or antisymmetric in the \((\lambda, \nu')\) indices, i.e. for example instead of the \(\varepsilon, \theta\) terms in (3.5) one could write \(\varepsilon(\mu) n_\lambda (\Gamma_\nu \gamma') + \theta(\mu) n_\lambda (\Gamma_\nu \gamma')\). Of course, all these different choices amount to merely rearranging of the terms in the propagator. However, our experience showed that (3.5) gives the simplest equations. All other Ansätze result in equations which are significantly more complicated and more difficult to deal with.\(^9\) Denoting \(\frac{d}{d\mu} \equiv '\), we write out the system of equations that (3.4) gives for the coefficient functions in (3.5):

\[ \gamma' + \frac{1}{2}(A - C)(n - 1)\gamma + 2C\theta + m\alpha = 0 \] (3.6)

\[ \delta' + \frac{1}{2}(A - C)(n + 1)\delta - (A + C)(n - 2)\theta + m\beta = 0 \] (3.7)

\[ \alpha' + \frac{1}{2}(A + C)(n - 1)\alpha - 2C\omega + m\gamma = 0 \] (3.8)

\[ \beta' - (A - C)\beta + \frac{1}{2}(A + C)(n - 1)\beta + (A + C)(n - 2)\omega + m\delta = 0 \] (3.9)

\[-(A + C)\alpha + C\beta + \tau' + \left[ \frac{1}{2}(A - C)(n - 1) + A \right]\tau - (A + C)(n - 2)\pi + m\varepsilon = 0 \] (3.10)

\(^9\)In the literature on AdS/CFT correspondence the widely used basis is a different one, based on derivatives of the chordal distance variable \(u\) in AdS [48]. Although it is useful, for example, for decoupling of physical and gauge parts of gauge boson propagators in AdS, for our purposes the original basis of [32] is the more convenient one. The two bases are related by a linear transformation given in [48], whose coefficients are scalar functions of \(u\).
\[-(A + C)\alpha + A\beta + \omega' + \left[\frac{1}{2}(A - C)(n - 1) + A\right]\omega + m\theta = 0 \quad (3.11)\]

\[(A + C)\gamma - C\delta + \varepsilon' + \left[\frac{1}{2}(A + C)(n - 1) - A\right]\varepsilon + (A + C)(n - 2)\kappa + m\tau = 0 \quad (3.12)\]

\[(A + C)\gamma - A\delta + \theta' + \left[\frac{1}{2}(A + C)(n - 1) - A\right]\theta + m\omega = 0 \quad (3.13)\]

\[A\varepsilon - C\theta + \kappa' + [2A + \frac{1}{2}(A - C)(n - 3)]\kappa + m\pi = 0 \quad (3.14)\]

\[-A\tau + C\omega + \pi' + \frac{1}{2}(A + C)(n - 3)\pi + m\kappa = 0 \quad . \quad (3.15)\]

The constraint \((\Gamma \cdot S)_{\nu} = 0\) in (3.2) gives the following equations:

\[\alpha + \tau + n\pi = 0\]
\[\beta - (n - 2)\omega = 0\]
\[-2\gamma + \delta + n\theta = 0\]
\[-\gamma + \varepsilon - (n - 2)\kappa = 0 \quad . \quad (3.16)\]

Finally, the constraint \((D \cdot S)_{\nu} = 0\) in (3.2) implies

\[-\alpha' - (A + C) \left(n - \frac{1}{2}\right)\alpha + \beta' + A(n - 1)\beta + \omega' + \left[C + \frac{1}{2}(3A + C)(n - 1)\right]\omega = 0\]

\[\frac{1}{2}(A - C)\gamma + \kappa' + \frac{1}{2}(3A + C)(n - 1)\kappa + \varepsilon' + A(n - 1)\varepsilon + C\theta = 0\]

\[\gamma' + \left[A - (A + C) \left(n - \frac{1}{2}\right)\right]\gamma + \delta' + A(n - 1)\delta + \theta' + \left[C + \frac{1}{2}(A + C)(n - 1)\right]\theta = 0\]

\[-\frac{1}{2}(A + C)\alpha + \pi' + \frac{1}{2}(A + C)(n - 1)\pi + \tau' + A(n - 1)\tau + C\omega = 0 \quad (3.17)\]

Although it would have been a rather daunting task to solve the coupled equations resulting from (3.1), the equivalent system of field equations (3.4) and constraints (3.2), giving (3.6-3.17), can be easily reduced to a single second order ordinary differential equation in the following way. We view the functions \(\alpha, ..., \kappa\) and their derivatives \(\alpha', ..., \kappa'\) as independent variables. Setting aside 2 field equations, for example (3.6) and (3.8), and treating the functions \(\alpha, \alpha', \gamma, \gamma'\) as known parameters, we are left with an algebraic system of 16 equations (8 field equation and 8 constraints) for 16 “variables” \(\beta, \beta', \delta, \delta', ..., \kappa, \kappa'\). This system has a unique solution (we verified the uniqueness by
confirming that the determinant of the system of linear equations is nonzero). By substituting this solution, namely the expressions of the rest of the variables in terms of \( \alpha, \alpha', \gamma, \gamma' \), in (3.6) and (3.8) we obtain two first order ODEs, which are easily reduced to a single second order ODE, as we will see later.

However, once the coefficient functions and their derivatives are viewed as independent variables, 4 additional constraints appear, namely the equations obtained by taking \( \frac{d}{d\mu} \) of (3.16). One can check that these 4 equations are linear combinations of the 10 field equations (3.6-3.15) and 8 constraints (3.16-3.17), so we learn nothing new from them. However, they are much simpler than the 4 constraints (3.17), making it calculationaly preferable to keep the former four equations and drop instead (3.17), which are also linear combinations of (3.6-3.15), (3.16) and \( \frac{d}{d\mu} \) (3.16). Of course, dropping (3.17) as opposed to dropping \( \frac{d}{d\mu} \) (3.16) produces different algebraic answers, because after setting aside 2 field equations the linear dependency of 4 constraints on the remaining 8 field equations and 8 constraints is lost; the answers coincide for solutions of the two field equations that we have set aside to solve as differential equations. In other words, the different algebraic answers differ from each other only by terms proportional to the two field equations set aside. Whichever algebraic answer one takes may look (and in fact it does look) horrible, because of many terms vanishing for the solutions of the two differential equations that are set aside. Hence the algebraic outcome of the procedure outlined in the previous paragraph should be simplified by imposing on it the two remaining differential equations as algebraic constraints. This is a key observation which makes the calculation feasible; without it the algebraic answers look utterly intractable.

Before giving the algebraic answer for eight of the coefficient functions in terms of the remaining two\(^{10}\), let us make one more observation. The field equations (3.6-3.15) obviously split into five 'conjugate' couples of the form:

\[
x' + ... + my = 0, \quad y' + ... + mx = 0,
\]

where \((x, y) = (\alpha, \gamma), (\beta, \delta), (\omega, \theta), (\varepsilon, \tau)\) or \((\pi, \kappa)\). Hence there are five natural options for the choice of the couple of equations to be solved as differential at the end of the algebraic procedure. It may seem that it is equally easy (or equally difficult) to choose any couple, but we have found that the simplest second order differential equation is obtained for the \((\pi, \kappa)\) pair\(^{11}\). Hence we write down the algebraic solutions for

\(^{10}\)Due to the simplification procedure explained in the previous paragraph these expressions do not contain derivatives of the two functions.

\(^{11}\)This is actually not true for flat space where the simplest differential equations are obtained for the \((\beta, \delta)\) pair. We will come back to this in Subsection 3.1.
\(\alpha, \beta, \gamma, \delta, \varepsilon, \theta, \tau, \omega\) in terms of \(\kappa\) and \(\pi\):

\[
\omega = \frac{4mC(n-2)\kappa + ((A + C)^2(n-2)^2 - 4m^2)\pi}{(n-2)^2/R^2 + 4m^2},
\]

\(\theta = \frac{((A - C)^2(n-2)^2 - 4m^2)\kappa - 4mC(n-2)\pi}{(n-2)^2/R^2 + 4m^2},\) \hspace{1cm} (3.19)

\[
\tau = \frac{4mC(n-2)\kappa + ((A + C)^2(n-2)^2 - 4m^2)\pi}{(n-2)^2/R^2 + 4m^2},
\]

\[
\varepsilon = \frac{(-(A - C)^2 - 2/R^2)(n-2)^2 - 4m^2)\kappa + 4mC(n-2)\pi}{(n-2)^2/R^2 + 4m^2},
\]

where we have used the relation \(C^2 - A^2 = 1/R^2\). Further, from (3.19) we can immediately see that \(\tau = \omega\) and \(\varepsilon + \theta = -2\kappa\).

In view of (3.20) the Ansatz (3.5) becomes:

\[
S_{\lambda \nu'}^{\alpha \beta'} = \alpha(\mu) g_{\lambda \nu'} \Lambda^{\alpha \beta'} + \beta(\mu) n_\lambda n_{\nu'} \Lambda^{\alpha \beta'} + \gamma(\mu) g_{\lambda \nu'} (n_\sigma \Gamma^\sigma \Lambda)_{\alpha \beta'}
+ \delta(\mu) n_\lambda n_{\nu'} (n_\sigma \Gamma^\sigma \Lambda)_{\alpha \beta'} + 2 \theta(\mu) (\Gamma_{\lambda \nu'} \Lambda)_{\alpha \beta'}
+ 2 \omega(\mu) (n_\sigma \Gamma^\sigma n_{\lambda \nu'} \Lambda)_{\alpha \beta'}
+ \pi(\mu) (\Gamma_\lambda \Gamma_{\nu'} \Lambda)_{\alpha \beta'} + \kappa(\mu) (\Gamma_{n \cdot \Gamma} \nu')_{\alpha \beta'} \hspace{1cm} (3.21)
\]

This may seem to suggest that the natural Ansatz to start with is the one in which every term is symmetric or antisymmetric in \((\lambda, \nu')\). But we want to stress again that, although counter intuitive, such a starting point produces much more complicated equations and constraints than (3.6-3.17).

Using (3.20) the differential equations for \(\kappa\) and \(\pi\), (3.14) and (3.15), acquire the form:

\[
-(A + C)\theta + \kappa' + \frac{1}{2}(A - C)(n-3)\kappa + m\pi = 0
\]

\[
(C - A)\omega + \pi' + \frac{1}{2}(A + C)(n-3)\pi + m\kappa = 0, \hspace{1cm} (3.22)
\]

where \(\theta\) and \(\omega\) are given in (3.19). Clearly one can solve algebraically the second equation for \(\kappa\). Differentiating the result one obtains also \(\kappa'\) in terms of \(\pi, \pi'\) and \(\pi''\). Substituting these in the first equation gives a second order ODE for \(\pi(\mu)\). We will consider it both for the cases of dS and AdS spaces in turn. To start with, however, we will consider the flat space case, which can be used to fix the normalization.
3.1 Minkowski space

The system of equations (3.6-3.15) simplifies significantly for flat space due to $A+C = 0$ (see (2.5)). One can immediately see that the most convenient pair of differential equations to solve is the pair (3.7) and (3.9) for $\beta$ and $\delta$, unlike in the curved space case where (as we already mentioned) the natural pair is $\kappa, \pi$.

The equations of motion are

$$
\delta' + \frac{1}{\mu}(n+1)\delta + m\beta = 0
$$

$$
\beta' - \frac{2}{\mu} \beta + m\delta = 0.
$$

(3.23)

Using the second equation to express $\delta, \delta'$ in terms of $\beta, \beta'$ and $\beta''$ and substituting these in the first we obtain:

$$
\beta'' + \frac{n-1}{\mu} \beta' - \left( \frac{2n}{\mu^2} + m^2 \right) \beta = 0.
$$

(3.24)

The solution is

$$
\beta(\mu) = B(m\mu)^{1-n/2}K_{n/2+1}(m\mu),
$$

(3.25)

where $B$ is a constant and we have retained only the solution of the Bessel equation which diverges for $\mu \to 0$.

To fix $B$ we have to reinsert the source in (3.1) and see what does it give rise to in the constraints and field equations (3.6-3.17). Doing so carefully,\(^{12}\) one finds that the zero on the righthand side of the first equation in (3.23) changes to

$$
\frac{5(n-2)}{m^2(n-1)} \left( \frac{\delta'(x-x')}{\mu} - \delta''(x-x') \right).
$$

(3.26)

Denoting the numerical factor $\frac{5(n-2)}{m^2(n-1)}$ as $a$, Eq. (3.24) becomes

$$
\beta'' + \frac{n-1}{\mu} \beta' - \left( \frac{2n}{\mu^2} + m^2 \right) \beta = a \left( \frac{\delta'(x-x')}{\mu} - \delta''(x-x') \right).
$$

(3.27)

This equation is understood in the sense of distributions. To fix the normalization constant, we multiply (3.27) by $\mu^2$ and use $\beta'' + \frac{n-1}{\mu} \beta' = \Box \beta(\mu)$, giving

$$
\mu^2 \Box \beta - \left( 2n + m^2\mu^2 \right) \beta = a \left( \mu \delta'(x-x') - \mu^2 \delta''(x-x') \right) = -n(n+2)a\delta(x-x').
$$

(3.28)

\(^{12}\)The calculation essentially amounts to repeating the one done e.g. in [47], but in arbitrary dimension and with a non-conserved source: in flat space $\nabla_\nu J^\nu = n_\nu \delta'(x-x')$. 



We now multiply (3.28) by a test function $f(\mu)$ that is regular and non-zero at $\mu = 0$, and integrate the resulting equation over a ball of radius $\epsilon \to 0$ centered at $\mu = 0$. Using the following normalization of the Neumann function,

$$K_{\frac{\mu}{2}}(x) \to 2\frac{\pi}{\Gamma(\frac{n}{2} + 1)} x^{-\frac{n}{2} - 1} \quad \text{for } x \to 0,$$

we obtain

$$B = m^{n+1} \frac{na}{(2\pi)^{\frac{n}{2} + 1}} = m^{n-1} \frac{5(n-2)}{(2\pi)^{\frac{n}{2}}(n-1)}.$$

Having found $\beta$, one can find $\delta$ from the second equation in (3.23) and the rest of the coefficient functions are expressed in terms of $\beta$ and $\delta$ in the following way:

$$\tau = \omega = \frac{\beta}{n-2}, \quad \pi = -\left(\frac{1}{n-2} + \frac{n+2}{m^2\mu^2}\right) \beta + \frac{1}{m\mu} \delta,$n

$$\varepsilon = \frac{1}{n-2} \left(-\frac{4}{m\mu} \beta + \delta\right), \quad \theta = \frac{1}{n-2} \left(-\frac{2n}{m\mu} \beta + \delta\right),$$

$$\kappa = -\frac{1}{2} (\varepsilon + \theta), \quad \alpha = -\tau - n\pi, \quad \gamma = \frac{1}{2}(\delta + n\theta).$$

Thus, as in the case of other spins, the flat space result is expressed in terms of Bessel functions. We would also like to mention that as the flat space solution suggests, our considerations here (and below for curved space) are strictly valid for the massive case. The massless limit requires a special treatment, as done for spin 1 back in [32], and we will not do that in this paper.\textsuperscript{13}

\subsection*{3.2 dS space}

Now we are going back to the system (3.22). Substituting $A$ and $C$ from (2.5) and changing to the globally defined variable $z = \cos^2 \frac{\mu}{2R}$ (see Section 2), we obtain the following equation for $\pi$:

$$\left\{\left[\frac{(n-2)^2 + 4m^2R^2}{n^2 - n + 2m^2R^2}\right] z^3 + \left[\frac{(n-2)^2 + 4m^2R^2}{n^2 - n + 2m^2R^2}\right] \frac{d^2}{dz^2} \right\} \frac{d^2}{dz^2} \pi +$$

$$\left\{\frac{(n-2)^2 + 4m^2R^2}{n^2 - n + 2m^2R^2} \right\} \frac{d^2}{dz^2} \pi +$$

\textsuperscript{13}We remind the reader that the constraints we used to reduce the problem of solving ten coupled first order differential equations to solving only two are not present for $m = 0$. 
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The propagator is the particular Heun’s function whose singularity at \( z = 1 \) (which corresponds to \( \mu = 0 \)) is of the same type as that in flat space, namely \( z^{-\frac{n}{2}} \propto \mu^{-n} \),
which singles out the exponent \( 1 - e = -\frac{2}{n} \). This same argument can also be used to fix the normalization of the propagator, by comparing it with (3.30) via (3.31).

An important property of the propagator for our purposes is its behaviour for \( z \to \infty \) (\( z \to \infty \) corresponds to going to the boundary of dS). As already mentioned, for \( z \to \infty \) Heun’s functions behave as a combination of \( z^{-b} \) and \( z^{-c} \), which in view of (3.35) becomes \( z^{-\frac{2}{n} + imR} \) and \( z^{-\frac{2}{n} - imR} \).

The singularity at \( z = a \) turns out to be harmless: the exponents at \( z = a \) are (using (3.35) again) \( \{0, 2\} \); namely, the propagator is actually regular at \( z = a \). Also, there is a singularity of the type \( z^{-\frac{2}{n}} \) for \( z \to 0 \). This is not surprising as \( z = 0 \) corresponds to \( x, x' \) being antipodal points of each other. Such “extra” antipodal singularities have also been found in bosonic propagators [32, 46].\(^{14}\)

3.3 AdS space

The second order ODE to be solved is the same as (3.33), with \( R \to iR \). But the boundary conditions change slightly: One still requires the strength of the singularity at \( \mu \to 0 \) to be as the one in flat space, but now the propagator is required to fall off as fast as possible at spatial infinity [32].

4. Fermions in dS/CFT

In this section we use the previously known result for the propagator of massive spin \( \frac{1}{2} \) and the massive spin \( \frac{3}{2} \) propagator that we found in the previous section in order to test dS/CFT correspondence. Namely we will find the conformal dimension of the dual operators for both cases. The advocates of dS/CFT being merely an analytic continuation from AdS/CFT may view this as a check on our result for the spin \( \frac{3}{2} \) propagator. We start with the simpler case of spin \( \frac{1}{2} \) and treat it in detail; it turns out that the spin \( \frac{3}{2} \) case is analogous because the important asymptotic properties of Heun’s functions are very similar to those of the hypergeometric functions.

In the following we will use planar coordinates, in which the metric of de Sitter space reads

\[
ds^2 = -dt^2 + e^{-2t} dx_i dx^i,
\]

where \( i = 1, ..., n - 1 \). These coordinates cover only the half of de Sitter space which includes the past null infinity \( I^- \), where \( t = -\infty \). This is the causal past of an observer at the south pole. Following [13], to calculate the conformal dimension of the

\(^{14}\)While the authors of [32] avoid this singularity by choosing a particular (namely the Euclidean) vacuum, according to [54] in the case of the Heun’s function this is possible only for certain values of \( q \).
dual operator we need to find two things: the asymptotics for $t \to -\infty$ of the field equation, which gives the asymptotic behavior of the spinor field, and the asymptotics of the spinor propagator in dS. As the field equation for a fermion is $\mathcal{D} \Psi = m \Psi$, we need the spin connection for the metric (4.1). Introducing the vielbeins

$$e^0 = dt, \quad e^i = e^{-t} dx^i,$$

we find:

$$\omega^{i0} = e^{-t} \delta^i_0,$$

with all other components vanishing, except the ones determined by antisymmetry in the upper indices. Hence

$$\mathcal{D} = e^\mu_a \Gamma^a (\partial_\mu + \frac{1}{8} \omega^b_{\mu}[\Gamma_b, \Gamma_c]) = \Gamma^0 \partial_0 + e^t \Gamma^i \partial_i - \frac{n}{2} \Gamma^0.$$  

(4.4)

In the limit $t \to -\infty$ we obtain the field equation:

$$\Gamma^0 \partial_0 \Psi - \frac{n}{2} \Gamma^0 \Psi = m \Psi.$$  

(4.5)

Similarly to [50] we may set $\Gamma^0 = i$, working on the space of definite eigenvalues of $\Gamma^0$. Then the asymptotic behavior of the spinor field is

$$\Psi(t, \vec{x}) \to e^{(\frac{n}{2} - im)t} \psi(\vec{x}).$$  

(4.6)

The propagator for spin 1/2 in $dS^n$ is [39]:

$$S(x, x') = [\alpha(z) + \beta(z) n^\nu \Gamma^\nu] \Lambda(x, x'),$$  

(4.7)

where we have suppressed spinor indices for convenience. The functions $\alpha$ and $\beta$ in (4.7) are given by:

$$\alpha(z) = \lambda \sqrt{z} F(\frac{n}{2} - imR; \frac{n}{2} + imR; \frac{n}{2} + 1; z),$$

$$\beta(z) = -\frac{\lambda}{mR} \sqrt{1 - z} \left( z F(\frac{n}{2} + 1 - imR; \frac{n}{2} + 1 + imR; \frac{n}{2} + 2; z) + \right.$$  

$$+ \left. \frac{n}{2} F(\frac{n}{2} - imR; \frac{n}{2} + imR; \frac{n}{2} + 1; z) \right).$$  

(4.8)

In (4.8) $F$ is the hypergeometric function and $\lambda$ is a constant given in Eq. (28) of Ref. [39], which we will not write down as its explicit form is not necessary for our

15Note that in [50], unlike here, the signature is Euclidean.

16This is the solution of the equation $[(\mathcal{D} - m)S(x, x')]^{\alpha \beta'} = \delta^{\alpha \beta'} \delta(x - x')/\sqrt{-g}$. As explained in [32] the Feynman propagator is $\lim_{\epsilon \to 0} S(z + i\epsilon)$. For us time ordering is not essential as we only need the limit $t, t' \to -\infty$. 
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purposes. For simplicity we will set $R = 1$, which is already assumed in (4.1). It can be restored easily on dimensional grounds.

Now let us calculate the asymptotics of $S^\alpha{}_{\beta'}(x, x')$ for $t \to -\infty$. Using (2.8) and the relation between the embedding coordinates $X^a$ (see (2.6)) and the planar coordinates\textsuperscript{17}:

$$
X^0 = \sinh t - \frac{1}{2} e^{-t} x_i x_i, \\
X^i = e^{-t} x_i, \quad i = 1, \ldots, n - 1, \\
X^n = \cosh t - \frac{1}{2} e^{-t} x_i x_i,
$$

(4.9)

one finds

$$
z \to -\frac{e^{-(t + t')}}{4} |\vec{x} - \vec{x}'|^2.
$$

(4.10)

Since (see for ex. [51])

$$
F(a, b; c; z^{-1}) \to 1 + O(z^{-1}) \quad \text{for} \quad z \to \infty,
$$

(4.11)

and

$$
F(a, b; c; z) = \frac{\Gamma(c)\Gamma(b - a)}{\Gamma(b)\Gamma(c - a)} (-z)^{-a} F(a, 1 - c + a; 1 - b + a; z^{-1})
$$

$$
+ \frac{\Gamma(c)\Gamma(a - b)}{\Gamma(a)\Gamma(c - b)} (-z)^{-b} F(b, 1 - c + b; 1 - a + b; z^{-1}),
$$

(4.12)

we obtain

$$
S(x, x') \to \left( e^{(t + t')\Delta} \frac{C_1}{|\vec{x} - \vec{x}'|^{2\Delta}} + e^{(t + t')\Delta} \frac{C_2}{|\vec{x} - \vec{x}'|^{2\Delta}} \right) \Gamma \cdot (\vec{x} - \vec{x}'),
$$

(4.13)

where $C_1, C_2$ are constant coefficients, whose precise form we don’t need, and $\Delta = (n - 1)/2 + im$, $\tilde{\Delta} = (n - 1)/2 - im$. We have also used the fact that $\Lambda_{\alpha'\beta} = \delta_{\alpha'\beta}$ on the boundary $\mathcal{I}^-$ as this boundary is a flat $(n - 1)$-dimensional space.

Now that we have all the ingredients we are ready to compute the boundary two-point correlator. Adapting the equivalent of the usual AdS/CFT prescription [52], as proposed in [13] and used in [43], we have to find the coefficient of $\psi\psi$ (see (4.6)) in the amplitude:

$$
(\Psi, \Psi) = \lim_{t \to -\infty} \int_{\mathcal{I}^-} d^{n-1}x \, d^{n-1}x' \, [e^{-(n-1)t} \Psi(t, \vec{x}) \overset{\to}{\partial}_t S(t, \vec{x}; t', \vec{x}') \overset{\to}{\partial}_{t'} \Psi(t', \vec{x}')]_{t'=t},
$$

(4.14)

\textsuperscript{17}For an excellent summary of coordinate systems and other useful properties of de Sitter space see [46].
where $e^{-(n-1)t}$ is the measure factor $\sqrt{-g}$. Using (4.6) and (4.13) we obtain:

$$
\langle \Psi, \Psi \rangle = \int_{x} d^{n-1}x d^{n-1}x' \frac{\tilde{C}\psi(\vec{x})\psi(\vec{x}')}{|\vec{x} - \vec{x}'|^2|\vec{x} - \vec{x}'|} \Gamma \cdot (\vec{x} - \vec{x}')/\sqrt{|\vec{x} - \vec{x}'|}
$$

where $\tilde{C}$ is an irrelevant constant. Hence we conclude that the two-point correlator of the dual operator $O_{\Psi}$ is:

$$
\langle O_{\Psi}(\vec{x})O_{\Psi}(\vec{x}') \rangle = \frac{\text{const}}{|\vec{x} - \vec{x}'|^2} \frac{\Gamma \cdot (\vec{x} - \vec{x}')}{|\vec{x} - \vec{x}'|} \Delta \cdot \left( \delta_{ij} - \frac{2(\vec{x} - \vec{x}')_i(\vec{x} - \vec{x}')_j}{|\vec{x} - \vec{x}'|^2} \right)
$$

(4.15)

(4.16)

(4.17)

As expected, the boundary correlator is consistent with conformal invariance. However, its conformal dimension is complex for every value of $n$ and $m$, in agreement with the naive analytic continuation obtained by $m \rightarrow im$. This is not completely surprising; even for the bosons in dS there is a range for the mass in which the conformal dimension is complex. In the case of bosons, as suggested in [13], one could still avoid nonunitary dual description by assuming that in the full quantum theory of de Sitter space only particles, for which the dual theory is unitary, are stable. Clearly, for fermions there is no such option. Hence one has to either learn how to make sense of a nonunitary dual, or possibly try to modify the current formulation of the correspondence.

The calculation of the conformal dimension of the dual operator for spin $3/2$ goes exactly the same way since, similarly to the hypergeometric function, the Heun’s function has a behavior at infinity completely determined by the two exponents $b, c$:

$$
F(a, q; b, c, d, e; z) \rightarrow \text{Const}_1 z^{-b} + \text{Const}_2 z^{-c} \quad \text{for} \quad z \rightarrow \infty.
$$

(4.18)

Since these exponents are the same (see (3.35)) as the ones that determined the behavior of the spin $1/2$ propagator (see (4.8) and (4.12)) we obtain the boundary correlator:

$$
\frac{\text{const}}{|\vec{x} - \vec{x}'|^2} \frac{\Gamma \cdot (\vec{x} - \vec{x}')}{|\vec{x} - \vec{x}'|} \left( \delta_{ij} - \frac{2(\vec{x} - \vec{x}')_i(\vec{x} - \vec{x}')_j}{|\vec{x} - \vec{x}'|^2} \right)
$$

(4.19)

Recall that on dimensional grounds the mass is always multiplied by the radius $R$ and to go from AdS to dS one changes $R \rightarrow iR$.

For integral spins $s = 0, 1, 2$, the following conformal dimensions were found in previous works:

$\Delta_{s=0} = \frac{1}{2}(n - 1 \pm \sqrt{(n - 1)^2 - 4m^2}) [13]$; $\Delta_{s=1} = \frac{1}{2}(n - 1 \pm \sqrt{(n - 3)^2 - 4m^2})$, $\Delta_{s=2} = \frac{1}{2}(n - 1 \pm \sqrt{(n - 1)^2 - 4m^2}) [43]$.

As in [43], one also has to use the asymptotic form of $g_{\mu\nu}'$ for $z \rightarrow \infty$. 

18Recall that on dimensional grounds the mass is always multiplied by the radius $R$ and to go from AdS to dS one changes $R \rightarrow iR$.

19For integral spins $s = 0, 1, 2$, the following conformal dimensions were found in previous works:

$\Delta_{s=0} = \frac{1}{2}(n - 1 \pm \sqrt{(n - 1)^2 - 4m^2}) [13]$; $\Delta_{s=1} = \frac{1}{2}(n - 1 \pm \sqrt{(n - 3)^2 - 4m^2})$, $\Delta_{s=2} = \frac{1}{2}(n - 1 \pm \sqrt{(n - 1)^2 - 4m^2}) [43]$.

20As in [43], one also has to use the asymptotic form of $g_{\mu\nu}'$ for $z \rightarrow \infty$. 
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with the same conformal dimension as before:
\[ \Delta_{s=3/2} = \frac{n-1}{2} + im. \]  \hfill (4.20)

The form (4.19) agrees with the two-point correlator for spin 3/2 primary field [55]. The same comment as in the spin 1/2 case applies again: there is no meaningful (unitary) dual description for the gravitino either.
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