Probabilistic analysis of soil-water characteristic curve based on machine learning algorithms
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Abstract: The soil-water characteristic curve (SWCC) is the constitutive relationship curve of soil suction and water content, which has important engineering significance for studying the soil strength, permeability coefficient and volume change of unsaturated soils. Considering the experimental measurement of the SWCC is time-consuming, many empirical methods have been suggested to estimate the SWCC. This paper proposed a machine learning algorithm to predict SWCC from limited sets of soil properties. By predicting the parameters of the Fredlund and Xing model (which is called FX model), the most probable SWCC can be obtained. Since SWCC can’t be accurately determined, the residual probability distribution functions of parameters of FX model are also derived in this paper. Finally, this paper predicted the 90% confidence interval of the SWCC. The result shows that the machine learning algorithm has high accuracy and generalization ability. The suggested method provides a practical means to estimate the SWCC and the variability of it, so that the error associated with the prediction model can be explicitly considered.

1. Introduction

The soil-water characteristic curve (SWCC) defines the relationship equation between water and soil suction in the soil. The water in the soil can be expressed as weight water content \( w \), volume water content \( \theta \) and saturation \( S \). The soil-water characteristic curve contains basic information for
estimating the properties of unsaturated soils, such as the estimation of shear stress and permeability coefficient[1-3]. Therefore, it is very necessary to estimate the water and soil characteristic curve correctly to predict the characteristics of unsaturated soils.

As the measurement of the SWCC is time-consuming and labour intensive, many empirical methods have been suggested to estimate the SWCC, such as such as the point estimate method [4], the parametric estimation method [5-6], and machine learning algorithms [7-9]. With the rapid development of big data, machine learning algorithms based on probability and statistics has received great attention from industry and academia in recent years[10]. Machine learning algorithms is a common research hotspot in the field of artificial intelligence and pattern recognition. Its theories and methods have been widely used to solve complex problems in engineering applications and science.

The purpose of this study is thus to suggest machine learning algorithms to estimate the SWCC considering both the soil particle size distribution and dry density of the soil. This paper is organized as follows. First, the soil database is constructed to extract a large enough amount of soil samples which are divided into training set and test set, and the soil-water characteristic curve is fitted based on the Fredlund and Xing model[1]. Then, the machine learning algorithms is used for estimating the SWCC using hybrid methods. Finally, the effectiveness of the suggested method is verified. The 90% confidence interval of SWCC is given by considering the uncertainty of parameters.

2. Establishment of soil database

2.1. SWCC model

SWCC is used to describe the relationship between the degree of saturation and the matric suction. In geotechnical engineering, the model suggested by Fredlund and Xing [1] is widely used, which is called the FX model in this paper. In this paper, the FX model will be selected as an example, in which the degree of saturation is related to the suction as follows:

\[
S = C(\psi)/\left\{ \ln \left[ e^c + \left( \frac{\psi}{a} \right)^c \right] \right\}^m \tag{1}
\]

\[
C(\psi) = 1 - \ln \left( 1 + \frac{\psi}{\psi_r} \right) / \ln \left( 1 + \frac{10^6}{\psi_r} \right) \tag{2}
\]

Where \(S\) is the degree of saturation, and \(\psi\) is the suction. \(\psi_r\) is the suction corresponding to the residual water content, which can be assumed to be 3000 kPa [1]. \(C(\psi)\) is the correction function to ensure that the degree of saturation is 0 when the suction reaches \(10^6\) kPa.

2.2. Parameters collection

According to the analysis in the previous paragraph, \(a, n, \) and \(m\) are parameters of the FX model to be calibrated. This article derived the original soil sample data from the SoilVision database [11] which contains various experimental data of soil. A total of 520 sets of soil samples were collected, of which 300 were used as training samples and 220 were used as verification samples. Figure 1 shows the distribution of the 520 soil samples in the USDA textural triangle[12].

According to the measured SWCC, the parameters of the FX model are fitted based on the least square method. Take sand, clay and coarse loam soil as examples, and then draw the soil-water
characteristic curve intervals of the three soil types, as shown in figure 2. It can be seen from figure 2 that the range of different soils is different, which is mainly due to the different micro-pore structure and particle composition. Compared with coarse soil, the fine grain soils have a stronger water-holding capacity. Therefore, under the same suction, the saturation of clay is higher than that of sand.

![Figure 1. Distribution of the 520 soil samples on the USDA textural triangle](image)

![Figure 2. Range of SWCC for different soil samples](image)

The morphology of SWCC is affected by many factors. Studies have found that the factors that affect SWCC include soil mineral composition, soil particle size and gradation, initial dry density, stress history, etc. These factors affect the matrix of unsaturated soils. The influence of suction is very complicated, and these factors also affect the model parameters in the SWCC empirical model. Many scholars such as Mohammadi[13] used the particle size curve to predict SWCC and achieved good prediction results. Arya[14] searched for the relationship between particle size distribution curve, soil bulk density and SWCC, and found that soil bulk density has a certain correction effect on SWCC prediction, which is more accurate than the result of single use of particle size distribution curve prediction. Li et al.[15] explored the relationship between SWCC morphology, saturation and dry density of weak expansive soil. The experiment showed that when the saturation is constant, the total suction and matrix suction both increase with the rise of dry density;

Based on the previous research results, this paper used soil physical parameters to predict SWCC, including particle size distribution parameters (such as $d_{10}$, $d_{50}$, $d_{60}$, the coefficient of uniformity $C_u$, the coefficient of curvature $C_c$), void ratio $e$, dry density $\rho$. The above parameters are also included in the established soil database.

3. Machine learning algorithms for estimation of SWCC

3.1. Model selection

Machine Learning algorithms usually solve three types of problems: regression, clustering, and classification. There are mainly two types of algorithms: single learning algorithm and integrated learning algorithm. There are three typical single learning algorithms: Decision Tree (DT), Support Vector Machine (SVM), K-Nearest Neighbour (KNN); Typical integrated learning algorithms mainly include: Bagging, AdaBoost, Gradient Boosting (GB), Random Forest (RF).
In the following calculations, the above machine learning algorithms are selected for comparison. Accuracy of machine learning algorithms was evaluated by calculating the coefficient of determination \( R^2 \), the root mean square error \( \text{RMSE} \) and mean absolute error \( \text{MAE} \) according to the following equations:

\[
R^2 = 1 - \frac{\sum_{i=1}^{n} (y_m - y_p)^2}{\sum_{i=1}^{n} (y_m - \overline{y_m})^2}
\]

\[
\text{RMSE} = \sqrt{\frac{\sum_{i=1}^{n} (y_m - y_p)^2}{n}}
\]

\[
\text{MAE} = \frac{\sum_{i=1}^{n} |y_m - y_p|}{n}
\]

The correlation coefficients among different variables are improved after the logarithm transformation. Therefore, in this article, we will take soil sample particle size parameters (\( \ln d_{10}, \ln d_{30}, \ln d_{60}, \ln C_u, \ln C_c \)) and soil physical parameters (\( \ln e, \ln \rho \)) as input, and parameter of FX model (\( \ln a, \ln n \) and \( \ln m \)) as output. For the input data, there is a correlation between particle size distribution parameters, such as \( d_{10}, d_{30}, d_{60} \), they reflect the particle size corresponding to different percentages, and there is a correlation between them. For example, the coefficient of correlation (COC) between \( \ln d_{10} \) and \( \ln d_{30} \) is 0.77. In addition, the coefficient of uniformity \( C_u \), the coefficient of curvature \( C_c \) is calculated by \( d_{10}, d_{30} \) and \( d_{60} \). Therefore, there is also a correlation between each other. The COC between \( \ln C_u \) and \( \ln C_c \) is 0.37. In addition, the dry density and void ratio have a weak correlation with the above indicators. In short, they have different meanings in the soil, which represent different characteristics of the soil. They are related to the soil-water characteristic curve. Therefore, many scholars used these parameters to predict SWCC predict SWCC and achieved good prediction results [13-14].

To identify the most effective parameters on SWCC, the coefficient of correlation between \( \ln a, \ln n, \ln m \) and \( \ln d_{10}, \ln d_{30}, \ln d_{60}, \ln C_u, \ln C_c, \ln e, \ln \rho \) are calculated (Table 1). COC is also called the linear correlation coefficient, measures the strength and the direction of a linear relationship between two variables. The COC between \( \ln a \) and \( \ln d_{10} \) indicates that there is a stronger correlation between the two parameters between the two variables, which means \( \ln d_{10} \) is the most effective parameters on the parameters (\( \ln a \)) of SWCC. If we want to establish a simple empirical relationship, we can choose more relevant parameters to predict the parameters of SWCC. But for machine learning algorithms, in order to expand the amount of information, all relevant parameters are used as input data will get better prediction results, which will be verified later. For example, compared to selecting only \( \ln d_{10}, \ln d_{30}, \ln d_{60}, \ln C_u \) as the input data, the \( R^2 \) of \( \ln n \) that selects all soil physical parameters as input data is increased from 0.32 to 0.35.

Table 1. Coefficients of correlation between characteristic parameters of SWCC and soil physical parameters.

| \( \ln d_{10} \) | \( \ln d_{30} \) | \( \ln d_{60} \) | \( \ln C_u \) | \( \ln C_c \) | \( \ln e \) | \( \ln \rho \) |
|------------------|------------------|------------------|------------------|------------------|------------------|------------------|
|                  |                  |                  |                  |                  |                  |                  |

\[ \text{Table 1. Coefficients of correlation between characteristic parameters of SWCC and soil physical parameters.} \]
Previously, Schaap et al. [16] developed prediction equations for the parameters of the van Genuchten model [17] through linear regression. The $R^2$ between the predictions and actual values for the two parameters of van Genuchten model are 0.20 and 0.45, respectively. The correlation coefficient reported in this paper is similar to Schaap et al. [16]. The results presented in this study and those reported in Schaap et al. [16] imply that the SWCC may also be affected by many other factors and cannot be accurately predicted. Therefore, it is necessary to consider the uncertainty of SWCC forecasts. On the other hand, there are $R^2$ less than zero, which means that the prediction error of the fitting function is greater than the prediction error of the function that the predicted value is equal to the average value. This is mainly due to the over-fitting of the machine learning algorithm, this is mainly due to the over-fitting of the machine learning algorithm. For example, in the prediction of $\ln a$ by the DT method, the $R^2$ in the training set is 0.89, while the $R^2$ in the test set is -10.

Seven machine learning algorithms are used to predict $\ln a$, $\ln n$ and $\ln m$. And then the prediction effect is calibration on the test data. In order to select the optimal machine learning algorithm, a 10-fold cross-validation is used to preliminarily evaluate the effect of the algorithm on the test data before prediction. The average absolute error (MAE) of 10 times of 10-fold cross-validation are used. The average value of the coefficient of determination ($R^2$) is used as the evaluation criterion. According to principle of exhaustive method, the GridSearchCV function in Python is used to find the optimal model hyperparameter combinations on the training set, with $R^2$ as the evaluation index. In order to obtain better prediction accuracy, $\ln a$, $\ln n$, and $\ln m$ have different hyperparameter combinations.

Table 2 shows the cross-validation scores of 7 machine algorithms. The coefficient of determination $R^2$ for DTR, AdaBoost and Bagging less than 0 can indicate that the regression model residual sum of squares is greater than the average model residual sum of squares, and the fitting effect is very poor. The MAE and MSE of RF are almost the smallest and $R^2$ is the largest, but the $R^2$ of RF for $\ln a$ is only 0.24 which shows that the predicted results and the actual results still have a large discreteness. In that case, the parameter combination of RF are: {criterion: mae, n_estimator:100} for $\ln a$, {criterion: mse, n_estimator:120} for $\ln n$, {criterion: mse, n_estimator:55} for $\ln m$.

|        | DT  | SVM | KNN | AdaBoost | RF   | GB   | Bagging |
|--------|-----|-----|-----|----------|------|------|---------|
| MAE    | 2.24| 1.04| 1.06| 1.16     | 1.05 | 1.10 | 1.03    |
| $\ln a$ RMSE | 2.74| 1.55| 1.55| 1.60     | 1.54 | 1.58 | 1.52    |
| $R^2$  | -10.00| 0.21| 0.22| 0.16     | 0.24 | 0.19 | 0.24    |
| MAE    | 0.73| 0.57| 0.55| 0.59     | 0.53 | 0.56 | 0.55    |
| $\ln n$ RMSE | 1.08| 0.79| 0.79| 0.81     | 0.77 | 0.78 | 0.78    |
| $R^2$  | -0.27| 0.31| 0.32| 0.27     | 0.35 | 0.33 | 0.33    |
| MAE    | 0.66| 0.51| 0.55| 0.61     | 0.55 | 0.59 | 0.55    |
| $\ln m$ RMSE | 1.06| 0.72| 0.82| 1.00     | 0.85 | 0.80 | 0.85    |
| $R^2$  | -0.64| 0.25| 0.01| -0.46    | 0.25 | 0.07 | -0.05   |
It can be seen from the table 2 that the prediction effect of RF is the best. The predicted scatter plot of ln $a$, ln $n$ and ln $m$ are shown in figure 3. We can see that ln $a$ cannot be accurately predicted, so we will consider the uncertainty of the prediction and estimate the probability distribution of SWCC.

**Figure 3.** Comparison between actual and predicted values: (a) ln $a$; (b) ln $n$; (c) ln $m$

### 3.2. Probability distribution prediction of SWCC

For ease of presentation, the parameters of FX model to be estimated in this model are represented by $\mathbf{\theta} = \{\ln a, \ln n, \ln m\}$ and the input parameters of RF represented by $\mathbf{x} = \{\ln d_{10}, \ln d_{30}, \ln d_{60}, \ln C_u, \ln C_c, \ln e, \ln \rho\}$. Let $\varepsilon$ present the error in parameter prediction, $G(\mathbf{x})$ represent the parameters of FX model predicted by RF. The real parameters of FX model can be related to the model prediction as follows:

$$
\mathbf{\theta}_i = G(\mathbf{x}) + \varepsilon_i
$$

where $\varepsilon$ is a normal random variable with a mean of 0 and a standard deviation of $\sigma_{\varepsilon}$ which considers the effect of model uncertainty. According to the results of RF method, Figure 4 shows the predicted residual histograms of $\mathbf{\theta}$ for 220 groups of test soil samples. The figure also shows the normal distribution curve obtained according to the histogram fitting. Based on the data in these figures, the mean values of $\varepsilon_1$, $\varepsilon_2$ and $\varepsilon_3$ are zero, and the standard deviations of $\varepsilon_1$, $\varepsilon_2$ and $\varepsilon_3$ are 1.54, 0.77 and 0.85 respectively, i.e., $\sigma_{\varepsilon_1} = 1.54$, $\sigma_{\varepsilon_2} = 0.77$ and $\sigma_{\varepsilon_3} = 0.85$. For simplicity, $\varepsilon_1$, $\varepsilon_2$ and $\varepsilon_3$ are assumed to be normally distributed.

**Figure 4.** Histogram of samples of different variables : (a) ln $a$, (b) ln $n$, (c) ln $m$.

Let $\mathbf{\mu}_\mathbf{\theta}$ represent the mean value of $\mathbf{\theta}$, that is, $\mathbf{C}_\theta$ represent the covariance of $\mathbf{\theta}$. $\mathbf{C}_\theta$ can be calculated as follows:
\[
C_0 = \begin{bmatrix}
\sigma_{e1}^2 & \rho_{12}\sigma_{e1}\sigma_{e2} & \rho_{13}\sigma_{e1}\sigma_{e3} \\
\rho_{21}\sigma_{e2}\sigma_{e1} & \sigma_{e2}^2 & \rho_{23}\sigma_{e2}\sigma_{e3} \\
\rho_{31}\sigma_{e3}\sigma_{e1} & \rho_{32}\sigma_{e3}\sigma_{e2} & \sigma_{e3}^2
\end{bmatrix} = \begin{bmatrix}
2.38 & -0.13 & 0.61 \\
-0.13 & 0.60 & -0.33 \\
0.61 & -0.33 & 0.71
\end{bmatrix}
\]

(7)

Where \( \rho_{ij} \) denotes the correlation coefficient between \( e_i \) and \( e_j \). Since \( \ln a, \ln n \) and \( \ln m \) obey the normal distribution respectively, \( \theta = \{\ln a, \ln n, \ln m\} \) obeys the multivariate normal distribution. Based on the characteristics of the multivariate normal distribution, the joint probability density function of \( \theta \) is:

\[
f(\theta) = (2\pi)^{-3/2} |C_0|^{-1/2} \exp\left[ -\frac{1}{2} (\theta - \mu_\theta)^T C_0^{-1} (\theta - \mu_\theta) \right]
\]

(8)

According to equation 8, the probability distribution of the FX model parameters can be predicted by the machine learning algorithms. Then we can predict the soil-water characteristic curve based on the probability distribution of the FX parameters.

4. Validation of the proposed method

In order to further verify the reliability of the method, the proposed method is used to predict the soil-water characteristic curve of the test set. The soil samples 10754, 10785, 10886 and 11211 from the SoilVision database[11] were selected, and the input data were collected, as shown in Table 3. The RF method is used to obtain the predicted value of the FX parameter, and based on equation 8, the probability distribution of the FX parameter is obtained.

**Table 3. Input data of machine learning algorithms for soil samples**

| Soil code | \( \ln d_{10} \) | \( \ln d_{50} \) | \( \ln d_{60} \) | \( \ln C_u \) | \( \ln C_c \) | \( \ln e \) | \( \ln \rho \) |
|-----------|----------------|----------------|----------------|-------------|-------------|-------|-------|
| 10754     | -11.15         | -6.32          | -1.82          | -9.33       | 0.33        | -0.19    | 7.37   |
| 10785     | -11.24         | -9.63          | -1.71          | -9.53       | -6.31       | -0.03    | 7.24   |
| 10886     | -4.52          | -2.24          | -1.52          | -3.00       | 1.56        | -0.40    | 7.38   |
| 11211     | -7.88          | -5.40          | -4.30          | -3.58       | 1.37        | -0.05    | 7.26   |
Figure 5. Comparison between measured data and predicted SWCCs: (a) soil 10754; (b) soil 10785; (c) soil 10886; (d) soil 11211

Figure 5 shows the actual measured soil-water characteristic curve of the corresponding soil sample. The most probable prediction curve and the 90% confidence interval are given in this paper. As can be seen from the figure, for different soil samples, the data points of SWCC are fitted well and all fall within the 90% confidence interval, indicating the good applicability and effectiveness of the machine learning algorithms.

5. Conclusion

This paper proposed a method to predict the probability of soil-water characteristic curves, compares and selected seven types of machine learning algorithms, and used RMSE, MAE and $R^2$ to select the RF method with the highest prediction accuracy. Through the prediction of the FX model parameters, considering the uncertainty in the prediction process, the joint probability density equation of the FX model parameters is established, and finally the most probable curve of the SWCC and the 90% confidence interval are obtained. The conclusions of this paper are summarized as follows:

- Among most of machine learning algorithms, the RF’s prediction effects on SWCC is the best, and the predicted values of the FX model parameters are obtained.
- Considering the uncertainty of prediction, the probability prediction density function of the FX model is established.
- The most probable curve and the 90% confidence interval of the soil-water characteristic curve are obtained, and the validation shows that the effectiveness of the proposed method.
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