Pixels2Pose: Super-resolution time-of-flight imaging for 3D pose estimation
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Single-photon–sensitive depth sensors are being increasingly used in next-generation electronics for human pose and gesture recognition. However, cost-effective sensors typically have a low spatial resolution, restricting their use to basic motion identification and simple object detection. Here, we perform a temporal to spatial mapping that drastically increases the resolution of a simple time-of-flight sensor, i.e., an initial resolution of 4 × 4 pixels to depth images of resolution 32 × 32 pixels. The output depth maps can then be used for accurate three-dimensional human pose estimation of multiple people. We develop a new explainable framework that provides intuition to how our network uses its input data and provides key information about the relevant parameters. Our work greatly expands the use cases of simple single-photon avalanche detector time-of-flight sensors and opens up promising possibilities for future super-resolution techniques applied to other types of sensors with similar data types, i.e., radar and sonar.

INTRODUCTION

Pose estimation is the process of locating the position of human body parts via analysis of images, videos, and sensor data. Accurate tracking of human anatomy is important in several areas, including activity recognition in gaming (1), gesture identification in consumer electronics (2), behavioral analysis in medical monitoring (3, 4), as well as form and functional analysis in professional sports (5). Three-dimensional (3D) pose estimation from depth images or depth videos has been performed across many different domains: fall detection of elderly (6–8), medical diagnosis (9), assistance in physical therapy (10, 11), monitoring of patient sleep (12), sport coaching (13), interaction with robots (14), and general action recognition (15–17). As the application areas for pose estimation span a wide range, so too does the technology used for it. For example, the most accurate pose estimation uses markers or multiple sensors that are tracked in three dimensions. Accurate 3D tracking can also be obtained using high-resolution depth images or triangulation from multiple linked intensity cameras.

While advanced technology is known to provide accurate pose estimation, it is also desirable to have accurate tracking from the simplest possible technology. Approaching the problem from this perspective opens up opportunities where cost, size, and weight are crucial considerations, e.g., the consumer electronics market, autonomous and self-driving vehicles, and airborne vehicles such as drones. Here, we show that a simple, small, and cost-effective time-of-flight (ToF) sensor with only 4 × 4 pixels contains sufficient data for 3D tracking of multiple human targets. The dimensions of the sensor are only 4.9 mm by 2.5 mm by 1.6 mm, and the cost is of order a few dollars. These sensors are becoming widely deployed in consumer electronics and integrated into larger-scale equipment as they have the advantage of very small size, low cost, and low power consumption. For example, these sensors are being increasingly used for basic gesture recognition and object detection tasks in products ranging from drones, phones, vacuum cleaners, cars, to automatic soap dispensers.

Very accurate pose estimation can be achieved by placing markers on the body. For example, inertial markers that record motion by combining data from different sensors such as accelerometers, gyroscopes, or magnetometers can recover accurate body poses (18, 19) and can be used in combination with images (20, 21). They have been developed, for example, for clinical applications (22) and for tracking posture during sport (23, 24). Marker-based pose estimation gives the most accurate results, but these technologies are expensive and time-consuming to use, and the requirement to wear sensors means that they are not practical for general applications. Accurate poses can also be estimated using several linked cameras viewing a scene from different angles (25–28). Reflective markers placed on the body or face are also commonly used for animation and special effects in computer games or films (29). These approaches are very reliable, but it is desirable to have methods that do not require multiple cameras or use any markers.

3D pose estimation from single–point-of-view intensity images is an attractive alternative to labeled tracking because these images are easy to obtain (5, 30). However, 3D pose estimation in this manner is extremely challenging because of depth ambiguities and occlusions from objects. Recent algorithms based on machine learning networks have achieved 3D pose estimation from single red-green-blue (RGB) images, demonstrating the reconstruction of multiple people that is robust to occlusions, in real time, and in both controlled and uncontrolled environments (31–40). The study by Ionescu et al. (39) provides a large database for 3D sensing of humans in natural environments, and the study by Zhe (41) contains a comprehensive collection of resources on pose estimation from RGB images.

An alternative to using RGB images is using depth images to reconstruct 3D poses (42–44). Depth images provide a considerable advantage because they already contain 3D information; however, more advanced sensors are required to record depth. For fast depth data acquisition, two main technologies are used: ToF cameras or structured light sensors. ToF cameras use a pulse of light to
illuminates a target, and a detector records the returned light. They enable the acquisition of depth images at extremely low photon fluxes using first-photon events (45). Single-photon avalanche detector (SPAD) arrays are an emerging ToF technology for depth estimation. They enable acquisition of depth images at a high frame rate and they have a single-photon sensitivity, which enables to get images in degraded environments. However, the spatial resolution of this technology is typically low in comparison to the intensity images recorded by conventional cameras. Structured light sensors project a pattern of light onto the scene, and the depth measurement is based on triangulation (46). This has been used to reconstruct high-resolution depth images from a single-pixel detector at high frame rates (47) and from indirect light measurements of static scenes (48). However, the hardware requirements for structured illumination make it impossible at this stage to be integrated into high-scale marketed consumer devices. Many of these methods take inspiration from quantum imaging; see (49) for a comprehensive review of these computational imaging techniques.

An attractive solution to the requirement to use structured illumination for single-pixel depth imaging was proposed by Turpin et al. (50) who demonstrated that the rich temporal data from a single point in space contain information that could be converted to depth images via reconstruction with a neural network. This work shows an important proof of concept that good spatial resolution can be retrieved from temporal data rather than from the detector’s spatial structure. Estimating depth from a single pixel appeared to be a heavily ill-posed inverse problem, yet the authors show that the use of a static background overcomes this apparent constraint.

Computational imaging methods are known to provide powerful tools to extract and convert information between different modalities, provided that the input signal is rich and the task is sufficiently restricted. The work in reference (50) was developed further to show depth imaging of people using multipath temporal echoes from radar, sonar, and lidar data (51), and the poses of humans that are behind walls can be estimated using data obtained at radar frequencies (52, 53). In addition, networks that use multiple input data sources have been used for data fusion to increase the resolution of depth images originating from the temporal histogram data from single-photon detector array sensors and intensity images (54–57).

On the other hand, small, cost-effective ToF depth detectors with very few pixels have been developed for commercial purposes and are designed for applications such as autofocus assist or obstacle detection in smartphones and drones. While they sensors only have a few pixels, the data that they record can have rich temporal information, and Callenberg et al. (58) recently demonstrated a range of applications that are significantly enhanced by use of the full ToF histogram data from a cheap commercial SPAD sensor. This work highlights the increasing range of applications that can be delivered from such a ToF sensor.

Our work builds upon the core ideas of image enhancement using neural networks and processing the full histogram data obtained from cost-effective ToF SPAD sensors. We show that generating depth images from a cheap, simple depth sensor can be achieved at high frame rates. Not only can we reconstruct depth images, but these images also have sufficient resolution to perform accurate 3D pose estimation of multiple targets. Crucially, as the sensor has multiple pixels, our system solves a more constrained ill-posed problem, and therefore, the pretrained network works in a range of different environments.

In addition, we provide an explainable framework that gives the intuition as to how the network interprets the input data. The use of the full ToF histogram data from a few pixels is key to the success of the networks, and the framework gives insights into how these data are used. The framework identifies the core parameters in the histogram dataset and, thus, provides valuable information for the development of future SPAD sensors or other sensors that provide similar data types, e.g., radar and sonar. Our results provide a pathway for devices to perform at much higher frame rates by establishing and then outputting only the core information from the sensor that is essential.

The novelty in our results lies in the fact that we are able to track multiple people in three dimensions using a sensor designed for much simpler tasks, and we are able to establish the core information contained in the input data. From first consideration of the resolution of the sensor (4 × 4 pixels), one would not think that this is possible. However, our method is able to reformat the rich information in the time domain to increase the resolution in the spatial domain without the requirement of a fixed background. The increased resolution in the spatial domain is sufficient to identify poses of multiple humans in three dimensions. Therefore, this work greatly expands the use cases of simple SPAD ToF sensors.

### RESULTS

#### Overview of the system

The Pixels2Pose system uses a small sensor to illuminate a scene and generate ToF histogram data of size $4 \times 4 \times 144$ $(x, y, t)$. These data are then passed to a neural network that has been trained to recover the poses of multiple people in three dimensions. The training stage of Pixels2Pose uses high-resolution depth and intensity images obtained from a Microsoft Kinect sensor and the RGB-based pose network OpenPose (59). Despite the apparent low spatial resolution, after the supervised training, our proposed Pixels2Pose system transforms the sensor’s rich ToF data into accurate 3D pose data of multiple people. A schematic of the system is shown in Fig. 1.

Our Pixels2Pose system is made of two neural networks: one that estimates depth from measured histograms and one inspired from the network OpenPose (59) that creates 2D poses using heatmaps of joints and part affinity fields. Our final step consists of superimposing the two outputs to render a 3D pose. We demonstrate continuous real-time video at a frame rate of 7 fps. Our approach can be adopted widely in a range of systems because of the simplicity of the underlying technology.

#### Sensor

The key sensor for our work is the vi5315 SPAD sensor manufactured by STMicroelectronics. The sensor illuminates the scene with 940-nm light pulses, and its SPAD detectors record the time of arrival of photons reflected as histograms of photon counts. The field of view is 60° diagonal, the maximum range is 3 m, and the frame rate is 10 fps. The dimensions of the sensor are 4.9 mm by 2.5 mm by 1.6 mm, the spatial resolution is only $4 \times 4$ pixels, and the temporal resolution is 144 time bins, each separated by 125 ps. The data are cropped to 100 time bins so that there are no unwanted artifacts from objects in the background. We can establish the main depth in each pixel, i.e., a single depth associated with the time bin showing maximum return of photons. This provides a $4 \times 4$ maximum return depth map. A visual representation of the temporal and spatial...
data from the vl53l5 sensor and its corresponding maximum return depth map are shown in Fig. 1.

**Pixels2Pose network**

The proposed Pixels2Pose system takes the raw data of the sensor as its input, i.e., the $4 \times 4$ histograms of 100 time bins each, generates a higher-resolution depth map, and then uses the depth map to render the people poses in 3D. An overview of Pixels2Pose is displayed in Fig. 2. It consists of three steps: first, a neural network called Pixels2Depth; second, a neural network called Depth2Pose; and last, a postprocessing module that combines the information from each network. Pixels2Depth processes the histogram coming from the sensor using 3D convolutional layers to render depth maps with a resolution of $32 \times 32$ pixels. Depth2Pose then processes this higher-resolution depth map using 2D convolutional layers to output the 2D position of joints and limbs of all people present. This stage uses an adaptation of OpenPose (59) specifically written for depth images rather than intensity images. Last, we associate the limb locations provided by Depth2Pose with the corresponding depth locations obtained from Pixels2Depth to recover distinct 3D skeletons of people. Further details on the different steps are provided in section S2.

**Supervised training**

The two networks that we use for Pixels2Pose, Pixels2Depth and Depth2Pose, are each trained separately and then combined later. To train Pixels2Depth, we simultaneously record histograms from the vl53l5 sensor and the corresponding depth images with a Microsoft Azure Kinect DK. The high-resolution images from the Kinect are down-sampled to $32 \times 32$ pixels using bicubic interpolation before training. We now have the data from the vl53l5 sensor and the corresponding ground truth depth label that can be used for training.

To train Depth2Pose, we exploit the corresponding Kinect’s RGB image, which is recorded at the same time as the depth image. We can use the intensity images to extract 2D pose labels (confidence maps of joints and limbs position) via the RGB-based model OpenPose (59). These 2D pose labels are the ground truth data used to train the Depth2Pose network. During training, Depth2Pose learns the parameters of the network to convert a depth image from Pixels2Depth to the 2D pose obtained from the RGB image. After the supervised training of the networks, Pixels2Pose relies only on the vl53l5 sensor data with no additional camera necessary.

Our proposed method takes the input from the vl53l5 sensor and first generates an up-scaled depth map. This depth map is then combined with the output of a modified version of the OpenPose network. In this manner, we are able to leverage the advantages of the OpenPose network, namely, that it is agnostic to the number of people in the scene, it deals with obscured body parts when people stand in front of one another, and it enables multiple people in the same scene to be tracked accurately. Tracking multiple people in the same scene is difficult as body parts have to be associated with the correct person, i.e., the hands and arms of a person should be attached to the torso of the same person. This association is achieved accurately by OpenPose. An alternative to our approach would have been end-to-end training, where the sensor data were transformed directly to 3D pose information. However, this approach would have required the association of body parts to the correct person to be implemented by our network.

Further to this, 3D convolution layers embedded within the Pixels2Depth network are used to best exploit the spatial and temporal information present in the data, while keeping the size of the network small. Solutions based on dense layers have been shown to convert temporal data to depth images (50), but these are typically larger networks with more parameters for the same level of performance. Future work here could also use recurrent networks to exploit the temporal correlations that are present from one frame to the next.

We trained three separate networks for reconstructing one, two, and three people in 3D. We collected 7000 images for the training for the one-person network, 9500 for the two-person network, and 9500 for the three-person network. All the training and validation images are captured in a controlled laboratory environment. Further details on the network structure and on the training are provided in section S2. To know which model to use (one, two, or three person), we could train an additional network to detect the number of people present in the scene from the sensor’s raw data.
**Pose estimation of multiple people in 3D**

Several frames showing the outputs of the two-person Pixels2Depth and Pixels2Pose networks are shown in Fig. 3. These results were generated using testing data that were not used in the training of the network. Figure 4 shows several test frames from the results for the one-person and three-person Pixels2Pose networks. Here, we also show the ground truth 3D pose as a reference for comparison. Note that for these results, the RGB images shown in Figs. 3 and 4 were not used in the networks and are shown as a guide for the reader (RGB images were used in the training but not testing of the networks).

The ground truth 3D poses are obtained directly from the intensity and depth images of the Kinect. We use the high-resolution RGB images and OpenPose (59) to calculate the ground truth 2D pose data. Each of the points in the 2D pose dataset corresponds to the x, y location of a joint. The z location of each of the data points is obtained by using the corresponding depth information obtained from the associated Kinect depth image.

Movies S1 to S3 show videos of data obtained from the Pixels2Depth and Pixels2Pose networks for one, two, and three people, respectively. We also show the input to the network, the vl53l15 sensor data, and the reference data obtained from the Kinect camera.

**Evaluation of performance**

We evaluate the accuracy of the estimated 3D poses on a validation dataset of 1500 images. We use 500 frames for each scenario of one, two, and three people. In Table 1, we show the error in positions along the x, y, and z axes for each joint in every pose that we estimate. The error is defined as the root mean squared error (RMSE), expressed as (for the x axis)

\[
\text{RMSE}_x = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\hat{x}_i - x_i)^2}
\]  

with \(N\) the number of validation frames, \((\hat{x}, \hat{y}, \hat{z})\) the estimated positions, and \((x, y, z)\) the ground truth positions. We report the average error \(AE\), defined as

\[
AE = \frac{1}{N} \sum_{i=1}^{N} \sqrt{(\hat{x}_i - x_i)^2 + (\hat{y}_i - y_i)^2 + (\hat{z}_i - z_i)^2}
\]  

We also report the percentages of correct key points (PCK-15, PCK-20, and PCK-30), i.e., the ratio of estimated body parts for which the distance to the ground truth is below 15, 20, and 30 cm, respectively. We see that for the large core body parts, i.e., neck, shoulders, hips, and knees, more than 70% of the estimates are within 15 cm of the real position; for the smaller body parts at the extremities, i.e., ankle, wrists, and elbows, between 65 and 90% of estimates are within 30 cm. With regard to improving the accuracy and percentage of detected body parts, we believe that we could use the fact that we record at a high frame rate and use the similarities in one frame to the next. Here, one could use recurrent neural networks that are known to make use of temporal correlations in time sequences.

Movies S4 to S6 show the reconstruction of poses from Pixels2Pose, along with the ground truth obtained from the Kinect sensor. We see that the overall movement of the people is accurately recovered. Examples of most common failure cases of Pixels2Pose are shown in Supplementary Text. The network occasionally fails to identify arm movements when multiple people are present in the scene, movements over multiple time frames are sometimes unrealistic, and we also observe that people can disappear from the frame when crossing behind one another. In the Supplementary Materials, we evaluate the performance of the Pixels2Depth network, evaluating the quality of the depth images in terms of RMSE, the mean absolute difference (MAD), and delta metrics.

The model Pixels2Depth consists of 368,929 parameters of type float32 and requires about 4.7 MB of memory. The model...
Depth2Pose consists of 2,517,768 parameters of type float32 and 30 MB. For one frame, the processing time is 0.032 s for Pixels2Depth, 0.032 s for Depth2Pose, and 0.07 s for the postprocessing module, i.e., the total processing time of Pixels2Pose equates to around 7 to 8 fps, processed on an NVidia Tesla RTX 6000 graphical processing unit (GPU).

We can reduce the memory requirements of the networks using the Tensorflow Lite converter. This can be used to create an appropriately sized network for implementation on computing systems with less resource than a GPU, e.g., mobile and Internet of Things devices. Tensorflow Lite applies a post-training quantization to the trainable weights from floating-point to integer. After the conversion, the entire Pixels2Pose system requires only 5 MB of memory. We find that the reduced-size networks have a very similar performance to the original models, often performing to within a few percent of the main network. The exact details of the performance of the lite version of Pixels2Pose can be found in section S3. The lite models can be used directly on a Raspberry Pi 4, in real time together with the acquisition of the data. In this case, we can achieve a frame rate of 1 fps for both the acquisition and the processing of the data.

**Performance in other environments**
To demonstrate that the trained Pixels2Pose network is transferable between different environments, we took new data with the vl53l5 sensor in a new room and from two different angles. No data from the second room were used in the training of the Pixels2Pose network. The acquired data were processed and 3D poses were reconstructed. Results are shown in Fig. 5. A video of the reconstruction in new environments is shown in movie S7.

As with the training data captured from the vl53l5, the number of bins from the histogram was reduced from 144 to 100. This ensures that there are no artifacts in the background that would affect the final result. We evaluate the accuracy of the estimated 3D poses on 500 images taken in two different environments. We report in table S4 the error in position in $x$, $y$, and $z$ and the percentages of correct key points (PCK-15, PCK-20, and PCK-30), i.e., the ratio of estimated body parts for which the distance to the ground truth is below 15, 20, and 30 cm, respectively. The data show that the Pixels2Pose network recovers the 3D pose in an environment in which it was not trained, thus demonstrating the versatility of our system. We note that, in this case, the average error of the body locations increases, and this is likely due to changes in the ambient light levels and the
precise orientation and location of the vl53l5 sensor with respect to the subject. These differences could be accounted for with further training of the network or a preprocessing step that corrects for orientation.

Mapping single-point temporal histogram data to spatial images is a heavily ill-posed problem \( (50) \). This is because there are many spatial positions in the scene that can lead to the same signal in a temporal bin at the detector. Inverting the temporal data therefore requires additional information. Turpin et al. solved this problem by using an asymmetric static background. In our case, we consider a sensor array that contains a few pixels in both vertical and horizontal dimensions, hence bringing limited but essential spatial information. For estimating pose, the stringent requirements on a fixed background are thus removed, and Pixels2Pose is transferable to different environments.

The system performs well in indoor environments because the ambient light levels recorded by the vl53l5 sensor are low enough

---

**Fig. 4. Validation results with one and three people.** The depths reconstructions (B and E), 3D reconstructions (C and F), and the corresponding RGB reference images (A and D) are shown for different scenes containing one or three people. These results were generated using testing data that were not used in the training of the network.
so as not to dominate the return signal from the laser. When the sensor is used outdoors in high ambient light levels, the SPAD pixels can saturate as the background illumination is too high. This type of performance is well known for SPAD sensors and is one of the limiting factors determining their use. The problem can be solved with the use of a higher power laser, but in turn, this causes laser eye-safety issues. Next-generation SPAD sensors, such as the one reported in (60), are designed to perform well under high–ambient light conditions, but further processing of the current sensor data would be required to extract the signal over the background in this situation.

**Table 1. Evaluation of the performance.** We report the root mean squared error (RMSE) between the estimated and the ground truth position of each joint for each axis x, y, and z. We report the percentages of correct key points (PCK-15, PCK-20, and PCK-30), i.e., the ratio of estimated body parts for which the distance to the ground truth is below 15, 20, and 30 cm, respectively. We also report the percentage of detected parts.

|          | RMSE<sub>x</sub> (cm) | RMSE<sub>y</sub> (cm) | RMSE<sub>z</sub> (cm) | AE (cm) | PCK-15 (%) | PCK-20 (%) | PCK-30 (%) | % Detected |
|----------|------------------------|------------------------|------------------------|--------|------------|------------|------------|-------------|
| Neck     | 5.4/6.0/8.5            | 9.5                    | 80.0                   | 88.0   | 92.0       | 100        |            |             |
| Shoulders| 5.8/12.4/9.2           | 12.3                   | 72.5                   | 80.2   | 96.3       | 100        |            |             |
| Hips     | 4.4/8.8/9.1            | 10.2                   | 77.8                   | 83.3   | 91.6       | 100        |            |             |
| Knees    | 5.6/11.1/10.1          | 11.9                   | 72.1                   | 81.7   | 90.8       | 100        |            |             |
| Ankles   | 7.9/15.1/11.3          | 15.1                   | 62.1                   | 74.4   | 86.4       | 100        |            |             |
| Elbows   | 17.7/19.9/13.4         | 19.6                   | 60.9                   | 68.6   | 75.4       | 100        |            |             |
| Wrist    | 22.6/26/17.6           | 25.9                   | 50                     | 57.5   | 65.1       | 88.1       |            |             |

**Fig. 5. Results in other environments not used for training.** We test the Pixels2Pose system in other rooms than the one used to record the training dataset. (A) The RGB image taken by a Kinect for reference. (B) The output of Pixels2Depth. (C) The reconstruction of Pixels2Pose. These results were generated using testing data that were not used in the training of the network.
In addition, we also limit our scenes to contain a maximum of three people in the field of view. This ensures that we maintain high performance for each of the situations that we consider. The extension of this work to perform well under a wider variety of environments, such as those reported in (39) and (40) is of great interest and will be the focus of future work.

Explanation framework

Our system Pixels2Pose shows good performance on validation datasets acquired in different environments. However, it is essential to understand how the network interprets the input data to gain confidence and trust in its operation. An explainable artificial intelligence (XAI) technique called LIME (local interpretable model-agnostic explanations) has been extensively used to assess trust in machine learning models (61). The LIME framework seeks to explain models locally by learning an interpretable model around a prediction.

LIME was initially developed for classification problems, where the significance of a set of multidimensional input parameters are assessed with regard to a single classification output. In our case, however, the standard framework is not applicable because of the high dimensionality of both our histogram input and output depth images and poses. If we consider the Pixels2Depth network, for example, this takes an input raw histogram of size $4 \times 4 \times 100$ and returns a super-resolved depth map of size $32 \times 32$. We have therefore developed a new framework to analyze the proposed network based on the input histogram data and output super-resolution depth map. This method analyses our models to provide intuition on how relevant features of the histogram data affect both the super-resolution task and the pose estimation.

We first consider Pixels2Depth for single-person reconstruction. We simplify the histogram input to a set of 48 Gaussian fit parameters, i.e., three parameters (position, amplitude, and width) for each of the $4 \times 4$ SPAD pixels. We then establish the impact of each of these parameters on every one of the $32 \times 32$ pixels in the final super-resolved depth image. This is achieved by creating a local model where the 48 input parameters are combined in a linear manner to provide every pixel in particular instance of a depth map ($32 \times 32$ pixels). The weights of the linear model are influence maps, where the impact of each of the input parameters can be visualized. Please see the Supplementary Materials for the technical details and individual influence maps.

The first step is to find a more intuitive and simpler representation of the histogram data that can easily be analyzed. For that, we fit a Gaussian model to the histograms of each of the pixels. In the one-person scenario, we fit one Gaussian per pixel (see Fig. 6). Therefore, each histogram of 100 bins is condensed in four parameters: the amplitude, the width, the position of the peak, and the background level (the background level is not used in the local model). In the two-people scenario, two Gaussians per pixel are fitted, adding three extra parameters (see Fig. 7). Pixels2Depth reconstructs a very similar depth map from the Gaussian fitted histograms than from the initial raw histogram data (see Figs. 6 and 7). This result shows that Gaussians are a good proxy for the input histogram data, and the network could be reformatted to use these parameters (amplitude, position, and width) to reconstruct the depth map.

The second step is to fit a linear model to a local instance of the network. This model provides the intuition behind the relationship between the input data and the output depth maps. It reveals the importance/influence of the amplitude, width, and position of the

Fig. 6. Gaussian fit of the histograms in the one-person scenario. (A) The raw histogram (blue) and the Gaussian fit (green). (B) The reconstruction by the network using the Gaussian fit data and (C) the reconstruction with the raw histogram data.
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fitted Gaussian peaks in the initial data on the final outcome. The proposed network of Pixels2Pose is a complex nonlinear model that is not easily interpretable. As in the LIME framework, we adopt a local linear approximation of the network, by focusing our analysis on an individual prediction of the Pixels2Depth network from the parameters of a single Gaussian fit (i.e., a single instance of input data). Using this linear approximation, we look at the importance of the amplitude, width, and position of the peaks on the final output. We choose the frames displayed in Figs. 6 and 7 as instances of interest for the one-person and two-people scenarios.

As Gaussians fitted to the histograms of the sensor’s data provide good depth maps when passed through the network, we seek to find a model that produces a similar depth map to Pixels2Depth but uses only a linear combination of the fit parameters. That is to say, each pixel in the final image is treated as a linear combination of the 48 fit parameters. It is necessary to create a new dataset for the local model around the prediction of interest. Here, we generate a set of 2000 new input parameters, giving the matrix \( x \in \mathbb{R}^{2000 \times 48} \), where the amplitude, width, and position of the peaks for a random combination of pixels are changed by up to 10%. Each new set of 48 parameters is used to generate new data (dimension of \( 4 \times 4 \times 100 \)) that is passed through the network, providing new depth images each of resolution \( 32 \times 32 \). These 2000 new depth images are then reformatted, providing the matrix \( d \in \mathbb{R}^{2000 \times 1024} \). We then find the solution to the full linear model \( xA = d \). We ensure sparsity in \( A \) by using weighted Lasso regression, where the distance between the original set of parameters and the new set of parameters is used. More details about the design of the linear model can be found in the Supplementary Materials. This solution provides the matrix \( A \in \mathbb{R}^{48 \times 1024} \) that gives the details about how the parameters in \( x \) are combined to generate the depth images \( d \). The coefficients of the solution \( A \) are the weights applied to the appropriate parameters in \( x \).

Each of the 48 columns of \( A \) are of length 1024 and can be reshaped to an image of size \( 32 \times 32 \). Each image is then associated with a single parameter from a single pixel and gives the influence of that parameter on the final image, where we define the influence as the absolute value of the weights. The influence of the amplitude, position, or width of all the \( 4 \times 4 \) pixels in the input can be obtained by summing the appropriate influence maps from \( A \).

Figure 8 shows data for the one-person case and provides the reconstruction from the linear model and the corresponding influence maps associated to each set of Gaussian parameters. The results reveal that the influence of the amplitudes of the peaks is located only at the edges of the body, whereas the influence of the positions of the peaks is located at both the edge and central core of the body. We conclude, therefore, that the amplitudes and positions of the data establish the shape of the body in \( x \) and \( y \), and the positions of the peaks establish the overall position of the person in the depth direction \( z \). We note that the 10% variations in the width parameter do not have much impact on the reconstruction.

We apply the same strategy to build a local explanation model to the end-to-end system Pixels2Pose. In that case, we train a linear model to render the 3D position of the body parts from the parameters of the Gaussian fit. We fit the model around the instances of interest using the same dataset as previously. Figures 8 and 9 show the learnt weights applied to the amplitude, position, and width of the peak on the reconstruction of the different body parts for the one-person and two-people cases. In Fig. 8, we add together the 16 individual influence maps from each of the pixels to see the combined impact. These individual maps are shown in the Supplementary Materials.

In the one-person case (Fig. 8), only the extremities of the arms are linked to the amplitudes of the peak. In this frame of interest, the arms are in a special position compared to the rest of the body.
We draw similar conclusions as for the depth reconstruction, i.e., the amplitudes of the peak have an influence on the finer details of the reconstruction and give the shape of the body. The position of the peaks has an impact on all of the body parts, and the width has less impact.

In the two-people case (Fig. 9), we distinguish the influence of the parameters of the first peak (first row) and of the second peak (second row). The weights applied to the parameters of the first peak affect mostly the person that is in the front of the image and vice versa. Again, the amplitudes of the peaks have an impact at the edges between the two persons. This could be explained by the fact that the ratio between the amplitudes of the first and second peaks is linked to the overlap between the two people. The position of one peak affects all the body parts of its associated person, and the width has no impact.

To summarize, here is what we conclude from the explainable framework: First, Gaussians with amplitudes, positions, and widths are a good fit to the data, and these are an appropriate proxy input to the model; second, if two people are present in the scene, then each person can be associated with separate Gaussian fits; and last,
the local linear model reveals the influence of each of the sets of parameters of the fit to the final output. We also see that the critical parameters are the amplitude and positions of the peaks and not the widths. Once these parameters have been established from the initial histogram, we have collected all the necessary information for the super-resolution and pose estimation tasks. Operating in this fashion drastically reduces the number of parameters that a network would need to operate with.

Moving forward and applying our techniques to new systems (lidar, radar, and sonar), the precise benefit of having access to the full dataset (histograms) versus the key parameters (amplitudes and positions of peaks) and is yet to be established. It is already known that intensity event cameras, which only report the pixels in a scene that change from frame to frame, enable much higher frame rates and dynamic ranges. Applying this approach to create event-like sensors for other system could be extremely valuable. It will also be interesting to establish which information is required for which task, i.e., we have shown that the raw histogram data are not necessary for super-resolution, but it may be required for other operations.

DISCUSSION

The goal of the Pixels2Depth network is to transform the rich information contained within the $4 \times 4$ histograms to a high-resolution depth map. It is intuitive to think of the network as reformatting the information in the $4 \times 4 \times 100$ histogram array to a $32 \times 32 \times 1$ depth image. The rich information in the temporal domain is used to increase the resolution in the spatial domain. In addition, as we increase in both spatial dimensions, the resulting gain is of order the square root of the initial number of temporal bins, i.e., the two spatial dimensions ($x$ and $y$) are both increased by a factor of 8, while the temporal dimension ($z$) is decreased by a factor of 100. If we were to have a different detector with, say, 4096 temporal bins, then we could reasonably expect the gain in each spatial dimension to be of order $\sqrt{4096} = 64$ times ($50$). This simple rule of thumb does not take into consideration factors such as the temporal width of the illumination and the impulse response of the detector. However, it can sensibly be used as a guideline for the improvements that can be anticipated.

In this project, we have developed a system that estimates poses of people in 3D from a cost-effective and compact ToF sensor, containing only $4 \times 4$ pixels. The sensor is small and lightweight, has a low power consumption, and can be easily integrated into consumer electronics such as smartphones or computers. The combined sensor and algorithm is capable of estimating the 3D poses of multiple humans in real time at a maximum range of 3 m and at a frame rate of $\approx 7$ to 8 fps. This frame rate could be significantly improved by leveraging only the core parameters that our explainable framework identifies.

To gain intuition behind why it is possible to recover a high-resolution depth map from a low-resolution depth sensor, we provide an explainable framework to analyze our networks. This framework decomposes the rich and dense information contained within the histograms into the core interpretable features. The output of the linear model provides influence maps that show the impact of each feature on the reconstructions by the networks. This work shows that similar performance to that of Pixels2Depth and Pixels2Pose could be achieved by using only the reduced set of input parameters (the position, amplitude, and widths of the peaks). If new sensors were able to leverage this information, they would be able to provide the relevant data at much higher data rates than are currently possible. Other data types where this is relevant are sonar and radar, where current frame rates of systems can be significantly limited by the requirement to output full datasets (analogous to our full histogram data). Outputting only the core data that are essential for scene reconstruction or object detection could greatly increase the performance of these systems. To learn the core information, the XAI framework that we present in this work could be transferable to other systems. Future work will focus on applying the framework in those cases.

The technology that we present here can be used for action/gesture recognition and will have applications in driver monitoring systems, human–computer interaction, and health care observation. We have detected large-scale objects in this work, and future work will focus on resolving finer features that will open up further applications, e.g., facial structure for face ID applications or finger and hand gestures for sign language identification. The system could also be used for the reconstruction of more general shapes for simultaneous localization and mapping, a navigation technique used by robots and autonomous vehicles.

We note that Pixels2Pose accurately tracks multiple humans in a 3D space, but it does not yet identify specific individuals within a scene. That is to say, Pixels2Pose can track three people simultaneously, but it cannot label each of them separately. This has obvious implications where data protection is an issue. It is not clear yet whether the current sensor would have the resolution in time and space to achieve accurate person identification; however, we note that neural networks have already been used to perform this task on people hidden from view ($62$).

MATERIALS AND METHODS

Our initial experimental setup for acquiring the training datasets consists of the vl53l5 sensor, mounted on a Raspberry Pi 3B, and a Microsoft Azure Kinect DK camera that records the reference RGB image and the reference depth image. The two sensors, the vl53l5 and Kinect, are placed as close as possible to each other to limit any parallax issues. The radial lens distortion present in the Kinect depth image is corrected for. This ensures that there is a one-to-one correspondence between the spatial locations of the pixels in the depth image and the RGB image. A picture of the setup used for training is shown in the Supplementary Materials.

As the Kinect sensor has a larger field of view than the vl53l5 sensor, we crop the Kinect depth and RGB images appropriately. This means that the data provided to the network for training from the Kinect and vl53l5 sensor have the same field of view. Both the Kinect and vl53l5 sensor operate at about 20 fps; however, the data for both are acquired asynchronously. To match the frames of both devices in time, we save the time at which each frame is recorded and post-process the data to have as close a match as possible.

Up to three people walk in front of the sensors in random directions, in different positions, and with different arm gestures. We recorded three different datasets containing one, two, or three persons. The one-person dataset contains 7500 frames, and the two- and three-person datasets contain 11,000 frames each. In each case, the first 500 consecutive frames were set aside for validation. A picture of the setup can be found in fig. S1.
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