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Abstract

The full history recursive multilevel Picard approximation method for semilinear parabolic partial differential equations (PDEs) is the only method which provably overcomes the curse of dimensionality for general time horizons if the coefficient functions and the nonlinearity are globally Lipschitz continuous and the nonlinearity is gradient-independent. In this article we extend this result to locally monotone coefficient functions. Our results cover a range of semilinear PDEs with polynomial coefficient functions.

1 Introduction

High-dimensional second-order partial differential equations (PDEs) are abundant in many important areas including financial engineering, economics, quantum mechanics, statistical physics, etc; see e.g. the surveys [22, 1]. The challenge in the numerical approximation of high-dimensional nonlinear PDEs lies in the possible curse of dimensionality by which we mean that the complexity of the problem goes up exponentially as a function of the dimension or of the inverse prescribed accuracy. Most approximation methods of nonlinear PDEs suffer from this curse, including sparse grid methods (e.g., [62]), sparse polynomial approximation (e.g., [14]), and BSDE-methods (e.g., [2, 11, 28, 9, 24, 63, 10, 12, 30]; see also the literature discussion in [19]). Branching diffusion approximations do not suffer from the curse; see, e.g., [61, 33, 36, 35]. However, these approximations are only applicable for small time horizons and small terminal conditions; see also the discussion in [19, Section 4.7]. Recently various deep learning-based methods have been proposed for numerical approximations of PDEs; see, e.g., [3, 4, 8, 13, 18, 21, 23, 25, 29, 34, 37, 55, 56, 57, 58, 59, 60] or the overview article [7]. There is empirical evidence that these deep learning-based methods work well at least for medium prescribed accuracies; see, e.g., the simulations in [13, 18, 32, 4, 3]. However, stochastic optimization methods may get trapped in local minima and there exists no theoretical convergence result; cf., e.g., [17].
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To the best of our knowledge the only approximation method which has been mathematically proved to overcome the curse of dimensionality for certain semilinear PDEs is the full history recursive multilevel Picard (MLP) method introduced in [20] and analyzed, e.g., in [45, 48, 53, 46, 51, 6, 50, 27, 6]. In this article we extend the analysis of MLP approximations to the case of semilinear PDEs with locally monotone coefficient functions and globally Lipschitz continuous, gradient-independent nonlinearities. The case of locally monotone coefficients is particularly important since many equations from applications satisfy such a condition; see, e.g., [15, Section 4]. Building on the analysis of the case of Lipschitz coefficients in [48], the nonlinearity (f in (5)) is not difficult to deal with. So we focus now on linear PDEs (5) with \( f \equiv 0 \). Linear PDEs with locally monotone coefficient functions have been approximated in the literature with essentially optimal rate; see, e.g., [41] in combination with the multilevel Monte Carlo method in [26]. However, the analysis in [41] is not explicit in the dimension and it remained unclear under which conditions it is possible to approximate linear PDEs with locally monotone coefficients without curse. The key contribution of this article is to derive explicit error bounds so that dependencies on the dimension become clear. In particular, we observe that on the right-hand side of the one-sided linear growth condition (2) below the additive part may grow polynomially in the dimension whereas it is sufficient to assume that the prefactor of \(|x|^2\) is bounded in the dimension. The following theorem illustrates our main result, Theorem 3.1 below, in the case of coefficient functions which satisfy the global monotonicity condition.

**Theorem 1.1.** Consider the notation in Subsection 1.1, let \( T, \delta \in (0, \infty) \), \( b, c, \beta, \eta \in [1, \infty) \), let \( f : \mathbb{R} \to \mathbb{R} \) be globally Lipschitz continuous, for every \( d \in \mathbb{N} \) let \( \mu_d \in C(\mathbb{R}^d, \mathbb{R}^d) \), \( \sigma_d = (\sigma_{d,1}, \ldots, \sigma_{d,d}) \in C(\mathbb{R}^d, \mathbb{R}^{d \times d}) \), \( g_d \in C(\mathbb{R}^d, \mathbb{R}) \), \( u_d \in C^{1,2}([0, T] \times \mathbb{R}^d, \mathbb{R}) \), for every \( d \in \mathbb{N} \), \( h \in (0, T] \) let \( D_h^d \subseteq \mathbb{R}^d \) satisfy that \( D_h^d = \{ x \in \mathbb{R}^d : h \leq 0.5, d_{BA}(\|x\|^2 + d^2)^{1/2} \leq \exp((\text{ln}(h))^{1/2}) \} \), assume for all \( d \in \mathbb{N} \) that \( \sup_{t \in [0,T], x \in \mathbb{R}^d} \frac{|\partial_t u_d(t,x)|}{\sqrt{\text{Var}(u_d(t,x))}} < \infty \), assume for all \( d \in \mathbb{N} \), \( x, y \in \mathbb{R}^d \), \( t \in [0, T], h \in (0, T) \) that

\[
\begin{align*}
&\langle x - y, \mu_d(x) - \mu_d(y) \rangle + 3 \| \sigma_d(x) - \sigma_d(y) \|^2 \leq c \| x - y \|^2 \\
&\langle x, \mu_d(x) \rangle + \frac{16\beta - 1}{2} \| \sigma_d(x) \|^2 \leq c \| x \|^2 + d^2 \\
&\| g_d(x) - g_d(y) \| + \| \mu_d(x) - \mu_d(y) \| + \| \sigma_d(x) - \sigma_d(y) \| \leq c d^\beta \| x - y \| \left( \| x \|^2 + \| y \|^2 + d^2 \right)^\beta, \\
&\max \{ \| g_d(x) \|, \| \mu_d(x) \|, \| \sigma_d(x) \| \} \leq c d^\beta \| x \|^2 + d^2 \beta, \\
&(\frac{2}{\sqrt{d}} u_d(t,x) + \langle \mu_d(x), (\nabla_x u_d)(t,x) \rangle) + \frac{1}{2} \text{tr} (\sigma_d(x)(\sigma_d(x))^*(\text{Hess}(u_d))(t,x)) = -f(u_d(t,x)),
\end{align*}
\]

and \( u_d(T,x) = g_d(x) \), let \( \Theta = \bigcup_{n \in \mathbb{N}} \mathbb{Z}^n \), let \( (\Omega, \mathcal{F}, \mathbb{F}, (\mathbb{F}_t)_{t \in [0,T]}) \) be a filtered probability space which satisfies the usual conditions\(^\dagger\), let \( \mathbf{r}^d : \Theta \to [0, 1] \), \( \theta \in \Theta \), be independent random variables which are uniformly distributed on \([0, 1]\), let \( W^d, \Theta : [0, T] \times \Theta \to \mathbb{R}^d \), \( d \in \mathbb{N} \), \( \theta \in \Theta \), be independent standard \((\mathbb{F}_t)_{t \in [0,T]}\)-Brownian motions with continuous sample paths, assume that \( \sigma(\{\mathbf{r}^d : \theta \in \Theta\}) \) and \( \sigma(\{W_{t,\delta}^d : d \in \mathbb{N}, \theta \in \Theta, t \in [0, T]\}) \) are independent, for every \( d \in \mathbb{N} \), \( \theta \in \Theta \), \( t \in (0, T) \), \( x \in \mathbb{R}^d \) let \( (Y_{t,s}^d,N,\Theta(x,\omega))_{s \in [t,T], \omega \in \Omega} : [t, T] \times \Theta \to \mathbb{R}^d \) satisfy for all \( k \in \{0, 1, \ldots, N\} \), \( s \in (\frac{t}{N}, (k+1)\frac{T}{N}] \cap (t, T) \) that

\[
Y_{t,s}^{d,N,\Theta}(x) = Y_{t,\max\{t,\frac{kT}{N}\}}^{d,N,\Theta}(x) + \mathbb{1}_{D_{\delta}^d}(\mathbf{r}^d_{t,max\{t,\frac{kT}{N}\}}) \sigma_d(Y_{t,\max\{t,\frac{kT}{N}\}}^{d,N,\Theta}(x)) + \sqrt{d} \sigma_d(Y_{t,\max\{t,\frac{kT}{N}\}}^{d,N,\Theta}(x)) \left( W_{t,\delta}^d - W_{t,\delta}^d \right)_{\max\{t,\frac{kT}{N}\}} \right]
\]

\[
+ \frac{\sigma_d(Y_{t,\max\{t,\frac{kT}{N}\}}^{d,N,\Theta}(x)) (W_{t,\delta}^d - W_{t,\delta}^d \max\{t,\frac{kT}{N}\})^2}{1 + \left( \sigma_d(Y_{t,\max\{t,\frac{kT}{N}\}}^{d,N,\Theta}(x)) (W_{t,\delta}^d - W_{t,\delta}^d \max\{t,\frac{kT}{N}\})^2 \right)^\beta},
\]

let \( V_{n,M} : [0, T] \times \mathbb{R}^d \times \Theta \to \mathbb{R} \), \( d, n, M \in \mathbb{N}_0 \), \( \theta \in \Theta \), satisfy for all \( d, M \in \mathbb{N} \), \( n \in \mathbb{N}_0 \), \( \theta \in \Theta \),

\(^\dagger\)Let \( T \in (0, \infty) \) and let \( \Omega = (\Omega, \mathcal{F}, \mathbb{F}, (\mathbb{F}_t)_{t \in [0,T]}) \) be a filtered probability space. Then we say that \( \Omega \) satisfies the usual conditions if and only if it holds for all \( t \in [0, T] \) that \( \{ A \in \mathcal{F} : \mathbb{P}(A) = 0 \} \subseteq \mathbb{F}_t \subseteq \cap_{s \in [t,T]} \mathbb{F}_s \).
$t \in [0, T]$, $x \in \mathbb{R}^d$

$$V_{n,M}^{d,\theta}(t, x) = \frac{n}{M} \sum_{i=1}^M g_d(\gamma_{t,T}^{d, M, \theta, 0, -i, x})$$

$$+ \sum_{\ell=0}^{n-1} \left[ \frac{(T-t)}{M} \sum_{i=1}^{M^n-\ell} \left( f \circ V_{\ell,M}^{d, \theta, \ell, i} - \mathbb{I}_N(\ell) f \circ V_{\max\{\ell+1, 0\}, M}^{d, \theta, \ell, i} \right) \right] \left( t + (T-t) \gamma_{(T-t), \ell, i}^{d, \theta, \ell, i} \right),$$

and for every $d, n, M \in \mathbb{N}$ let $\text{FE}_{d,n,M} \in \mathbb{N}$ be the number of function evaluations of $(f, g_d, \mu_d, \sigma_d)$ needed to compute one realization of $V_{n,M}^{d, 0}(0, 0): \Omega \to \mathbb{R}^d$ (cf. (115) for a precise definition). Then there exist $\varepsilon \in \mathbb{R}$, $\mathbf{n} : \mathbb{N} \times (0, 1] \to \mathbb{N}$ such that for all $d \in \mathbb{N}$, $\varepsilon \in (0, 1)$ it holds that

$$\left( \mathbb{E}[\|u_d(0, 0) - V_{n,M}^{d, 0}(0, 0)\|^2] \right)^{1/2} \leq \varepsilon$$

and $\text{FE}_{d,n,M} \leq c \cdot d^{6 \gamma + (4+\delta)} \cdot \varepsilon^{-(4+\delta)}$.

Theorem 1.1 follows from Theorem 3.1, Lemma 2.6, and the Feynman-Kac formula. Next, we comment on the statement of Theorem 1.1. For all $\delta \in (0, 1)$ the computational effort of this method to achieve an accuracy of size $\varepsilon \in (0, \infty)$ grows at most like $\varepsilon^{-4-\delta}$ times a polynomial of the dimension $d \in \mathbb{N}$. Here, we define the errors as the $L^2$-distances between the exact solutions of the PDE (5) and the MLP approximations (6) at $(0, 0)$ and we measure computational effort through the number of function evaluations of all parameter functions of the PDE (5) needed to compute an MLP approximation at a fixed space-time point. The MLP approximation method is based on the idea

(a) to reformulate the PDE (5) as stochastic fixed-point equation $u_d = \Phi_d(u_d)$ with a suitable function $\Phi_d$,

(b) to approximate the fixed point $u_d$ through Picard iterates $(u_d^{(n)})_{n \in \mathbb{N}}$,

(c) to write $u_d$ as telescoping series

$$u_d = u_d^{(0)} + \sum_{n=1}^{\infty} (u_d^{(n+1)} - u_d^{(n)}) = u_d^{(0)} + \sum_{n=1}^{\infty} (\Phi_d(u_d^{(n)}) - \Phi_d(u_d^{(n-1)})),$$

and

(d) to approximate the series by a finite sum and the temporal and spatial integrals in the sums by Monte Carlo averages with fewer and fewer independent samples as $n$ increases;

see, e.g., [46] for more details. The approximations (6) of the stochastic differential equation associated with the linear part of the PDE (5) are named Euler-type approximations as proposed in [43, 38, 52]. We note that classical Euler-Maruyama approximations cannot be used if the coefficients $\sigma_d, \mu_d, g_d$ and the terminal condition $g_d$ are assumed to satisfy the local Lipschitz condition (3) and the polynomial growth condition (4), and the nonlinearity $f$ is assumed to be globally Lipschitz continuous. A central observation of this article is that the constant $c$ in (1) and in (2) appears in the exponent of our upper bounds (cf. Theorem 3.1). Therefore, to avoid the curse of dimensionality we have to assume that $c$ grows at most logarithmically in the dimension or does not depend on the dimension as in Theorem 1.1. Furthermore, due to the term $d^\alpha$ in (2)–(4), our result includes, e.g., the case of additive noise where $\sigma_d = I_{d \times d}$. We note that Theorem 3.1 below assumes much

---

2 applied for every $d \in \mathbb{N}$ with $m \wedge d, b \wedge d, c \wedge d, \alpha \wedge 0, L \wedge \sup_{p \in \mathbb{R}^d} \|W_p\|_2, \gamma \wedge 0, \Omega \wedge (0, T) \times \mathbb{R}^d \times \mathbb{R}$, $\kappa \wedge 1, \varphi \wedge \mathbb{R}^d \ni x \mapsto ||x||^2 + d^\beta$, $\beta \in [1, \infty]$, $U \wedge (8Tc) \wedge (0, T) \times \mathbb{R}^d \times \mathbb{R}$, $f \wedge ([0, T] \times \mathbb{R}^d \times \mathbb{R} \ni (t, x, w) \mapsto f(w) \in \mathbb{R})$, $\mu \wedge \mu_d, \sigma \wedge \sigma_d, (D_{a_0})_{a \in (0, T)} \wedge (D^a_{a_0})_{a \in (0, T)}, (W_{a_0})_{a \in (0, T)} \wedge (W^a_{a_0})_{a \in (0, T)}$ in the notation of Theorem 3.1.

3 applied for every $d \in \mathbb{N}$ with $m \wedge d, p \wedge 8$, $a \wedge d^0$ in the notation of Lemma 2.6.
weaker conditions than (1)–(5). In particular, the restrictive global monotonicity condition (1) is weakened to the local monotonicity condition (105).

The remainder of this article is organized as follows. Section 2 focuses on the linear PDE-part. Lemma 2.1 establishes moment estimates, Lemma 2.3 provides exponential moment estimates, and Lemma 2.4 proves strong error estimates for tamed Euler-type approximations. Finally, our main result, Theorem 3.1 below, establishes an error analysis for MLP approximations of PDEs with locally monotone coefficient functions.

1.1 Notation

Let $\| \cdot \| : \mathbb{R}^{m \times n} \to [0, \infty)$ satisfy for all $m, n \in \mathbb{N}$, $b = (b_{ij})_{i \in [1, m], j \in [1, n]} \in \mathbb{R}^{m \times n}$ that $\| b \|^2 = \sum_{i=1}^{m} \sum_{j=1}^{n} |b_{ij}|^2$, let $\langle \cdot, \cdot \rangle : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}$ satisfy for all $n \in \mathbb{N}$, $x = (x_i)_{i \in [1, n]} \in \mathbb{R}^n$ that $\langle x, y \rangle = \sum_{i=1}^{n} x_iy_i$, and for every $m, n, \ell \in \mathbb{N}$ let $L^{(m)}(\mathbb{R}^n, \mathbb{R}^\ell)$ be the set of $m$-linear mappings from $\mathbb{R}^n \times \cdots \times \mathbb{R}^n$ $(m$ times) to $\mathbb{R}^\ell$ and let $\| \cdot \|_{L^{(m)}(\mathbb{R}^n, \mathbb{R}^\ell)} : L^{(m)}(\mathbb{R}^n, \mathbb{R}^\ell) \to \mathbb{R}$ satisfy for all $A \in L^{(m)}(\mathbb{R}^n, \mathbb{R}^\ell)$ that

$$\| A \|_{L^{(m)}(\mathbb{R}^n, \mathbb{R}^\ell)} = \sup \{ \| A(x_1, x_2, \ldots, x_m) \| : \forall i \in [1, m] \cap \mathbb{N}: x_i \in \mathbb{R}^n \text{ and } \| x_i \| = 1 \}. \quad (9)$$

2 Strong approximation theory for SDEs with locally monotone coefficient functions

Results in the literature on moments and strong convergence rates of implementable approximations of SDEs do not clarify the dependence of upper bounds on the dimension. It is a key contribution of this article to provide upper bounds for moments, exponential moments, and errors of approximations of SDEs; see Lemma 2.1, Lemma 2.3, and Lemma 2.4 below for details.

2.1 Moment estimates for tamed Euler-type approximations

A key observation of this article is that the functions $V \cap (\mathbb{R}^d \ni x \mapsto (\| x \|^2 + d)^p)$, $d, p \in \mathbb{N}$, satisfy the condition (11) below with dimension-independent $c$ and satisfy the Lyapunov-type condition (12) below for a number of interesting SDEs. Note that the functions $V \cap (\mathbb{R}^d \ni x \mapsto (\| x \|^2 + 1)^p)$, $d, p \in \mathbb{N}$, do not satisfy (12) in the case of $\mu = 0$ and $\sigma(x) = \mathbb{1}_{x \in d}$ with dimension-independent $c$. Our proof of Lemma 2.1 below adapts a number of arguments from [39, Chapter 2].

**Lemma 2.1 (Moment estimates). Consider the notation in Subsection 1.1, let $d, m \in \mathbb{N}$, $T \in (0, \infty)$, $p \in [3, \infty)$, $b, c \in [1, \infty)$, $\beta \in (0, \infty)$, $\kappa \in (0, p/(3\beta + 4)]$, $V \in C^1(\mathbb{R}^d)$, for every $s \in [0, T)$ let $\mathcal{P}(s, T)$ be the set given by $\mathcal{P}(s, T) = \{ (t_0, t_1, \ldots, t_n) \in \mathbb{R}^{n+1} : n \in \mathbb{N}, s = t_0 < t_1 < \ldots < t_n = T \}$, for every $\theta \in \bigcup_{t \in [0, T]} \mathcal{P}(s, T)$, $\theta \in \mathbb{N}$ with $\theta = (t_0, t_1, \ldots, t_n)$ let $\mathcal{L} \ni \gamma^t : [t_0, t_n] \to \mathbb{R}$ satisfy for all $t \in [t_0, t_n]$ that $\mathcal{L} \ni \gamma^t = \text{sup} \{ \{ t_0, t_1, \ldots, t_n \} \cap [t_0, t) \} \lor t_0 \land \gamma^t = t_0$, let $\mu : \mathbb{R}^d \to \mathbb{R}^d$, $\sigma = (\sigma_1, \ldots, \sigma_m) : \mathbb{R}^d \to \mathbb{R}^{d \times m}$ be Borel measurable, let $(D_h)_{h \in [0, T]} \subseteq \mathcal{B}(\mathbb{R}^d)$, let $(\Omega, \mathcal{F}, \mathbb{P}, (\mathcal{F}_t)_{t \in [0, T]})$ be a filtered probability space which satisfies the usual conditions, let $W : [0, T] \times \Omega \to \mathbb{R}^d$ be a standard $(\mathcal{F}_t)_{t \in [0, T]}$-Brownian motion with continuous sample paths, for every $t \in [0, T)$, $x \in \mathbb{R}^d$, $\theta \in \mathcal{P}(t, T)$ let $Y^\theta_{t, s}(\omega)_{s \in [t, T], \omega \in \Omega} : [t, T] \times \Omega \to \mathbb{R}^d$ satisfy for all $s \in (t, T)$ that

$$Y^\theta_{t, s} = x \quad \text{and} \quad Y^\theta_{t, s} = [z + \mathbb{1}_{D_h} \gamma^t(z) \left( \mu(z)(s - \gamma^t) + \frac{\sigma(z)(W_s - W_{\gamma^t})}{1 + \| \sigma(z)(W_s - W_{\gamma^t}) \|^2} \right)]_{z = Y^\theta_{t, t \lor \gamma^t}} \quad (10)$$
assume for all \( \ell \in \{1, 2, 3\} \), \( x \in \mathbb{R}^d \) that
\[
\|(D^\ell V)(x)\|_{L^{(\ell)}(\mathbb{R}^d, \mathbb{R})} \leq c|V(x)|^{1-\frac{\ell}{2}},
\]
(11)
\[
(DV)(\mu(x)) + \frac{1}{2} \sum_{k=1}^{m} (D^2 V)(\sigma_k(x), \sigma_k(x)) \leq cV(x),
\]
(12)
\[
\|\mu(x)\| \leq b|V(x)|^{\frac{\ell+1}{p}}, \quad \text{and} \quad \|\sigma(x)\|^2 \leq b|V(x)|^{\frac{\ell+2}{p}},
\]
(13)
assume for all \( h \in (0, T] \), \( x \in D_h \) that \( V(x) \leq c(b^h)^{-\kappa} \), and let \( \rho \in \mathbb{R} \) satisfy that
\[
\rho = (5c^{\ell+1/\kappa}p)^{3p}.
\]
(14)
Then it holds for all \( t \in [0, T) \), \( s \in [t, T] \), \( x \in \mathbb{R}^d \), \( \theta \in \mathcal{P}(s, T) \) that \( \mathbb{E}[V(Y_{t,s}^\theta)] \leq e^{\rho(s-t)}V(x) \).

**Proof of Lemma 2.1.** First, [39, Lemma 2.12] proves for all \( x, y \in \mathbb{R}^d \) that
\[
V(x + y) \leq V(x) + e^{p^{2p-1}}\|y\|[V(x)]^{1-\frac{1}{p}} + e^{p^{p-1}}\|y\|^p.
\]
(15)
Furthermore, the chain rule and (11) yield for all \( x, y \in \mathbb{R}^d \), \( t \in [0, 1] \) that
\[
\left| \frac{d}{dt}(V(x + ty)) \right| = \left| (DV)(x + ty) \right| y
\leq \|(DV)(x + ty)\|_{L^{(1)}(\mathbb{R}^d, \mathbb{R})} \|y\| \leq c\|V(x + ty)\|^{1 - \frac{1}{p}}\|y\|.
\]
(16)
This and [39, Lemma 2.11] (applied for \( x, y \in \mathbb{R}^d \) with \( T \land 1, c \land c\|y\|, y \land ([0, 1] \ni s \mapsto V(x + sy) \in \mathbb{R}) \) in the notation of [39, Lemma 2.11]) imply for all \( x, y \in \mathbb{R}^d \) that
\[
V(x + y) \leq \left[ |V(x)|^{1/p} + \frac{c\|y\|}{p} \right]^p.
\]
(17)
This, the fundamental theorem of calculus, (11), and the fact that \( \forall a_1, a_2 \in [0, \infty), r \in [0, \infty): (a_1 + a_2)^r \leq 2^{(r-1)\log_2(|a_1|^r + |a_2|^r)} \) imply for all \( i \in \{1, 2\}, x, y \in \mathbb{R}^d \) that
\[
\|(D^iV)(x) - (D^iV)(y)\|_{L^{(i)}(\mathbb{R}^d, \mathbb{R})} \leq \int_0^1 \|(D^{i+1}V)(x + ty - x)\|_{L^{(i+1)}(\mathbb{R}^d, \mathbb{R})} \|y - x\| dt
\leq \int_0^1 c\|V(x + ty - x)\|^\frac{p-1}{p} \|y - x\| dt \leq \int_0^1 c \left[ |V(x)|^\frac{1}{p} + \frac{c\|y - x\|}{p} \right]^p \|y - x\| dt
\leq (2c)^{p-1} \left[ |V(x)|^\frac{p-1}{p} \|y - x\| + \frac{\|y - x\|^{p-1}}{p} \right].
\]
(18)
Hence, (9), (13), and the triangle inequality show for all \( x, y \in \mathbb{R}^d \) that
\[
\left| [(DV)(x) - (DV)(y)](\mu(x)) + \frac{1}{2} \sum_{k=1}^{m} [(D^2 V)(x) - (D^2 V)(y)](\sigma_k(x), \sigma_k(x)) \right|
\leq \|(DV)(x) - (DV)(y)\|_{L^{(1)}(\mathbb{R}^d, \mathbb{R})} \|\mu(x)\| + \frac{1}{2} \left[ \|(D^2 V)(x) - (D^2 V)(y)\|_{L^{(2)}(\mathbb{R}^d, \mathbb{R})} \|\sigma(x)\|^2 \right]
\leq \sum_{i=1}^{2} (2c)^{p-1} \left[ |V(x)|^\frac{p-1}{p} \|y - x\| + \frac{\|y - x\|^{p-1}}{p} \right] b|V(x)|^{\frac{\ell+1}{p}}
\leq (2c)^{p-1} \left[ |V(x)|^\frac{p-1}{p} \|y - x\| + \frac{\|y - x\|^{p-1}}{p} \right].
\]
(19)
Next, Jensen’s inequality, the Burkholder-Davis-Gundy inequality (see, e.g., [16, Lemma 7.7], applied with \( r \wedge (r \vee 2)/2 \) and \( \Phi \wedge (0, T) \ni s \mapsto \sigma(x) \in \mathbb{R}^{d \times m} \) in the notation of [16, Lemma 7.7]) imply for all \( r \in [1, \infty) \), \( t \in (0, T) \), \( x \in \mathbb{R}^d \) that

\[
\left( \mathbb{E} \left[ \|\sigma(x)W_t\|^r \right] \right)^{1/r} \leq \left( \mathbb{E} \left[ \|\sigma(x)W_t\|^{r \vee 2} \right] \right)^{1/(r \vee 2)} \leq \sqrt{\frac{(r \vee 2)((r \vee 2) - 1)}{2}} \sqrt{t} \|\sigma(x)\| \leq r \sqrt{t} \|\sigma(x)\|.
\]
(20)

The fact that \( \kappa \leq p/(3\beta) \) shows that for all \( t \in (0, T) \), \( x \in \mathbb{R}^d \) with \( V(x) \leq c(b^\beta t)^{-\kappa} \) it holds that

\[
c^{-1/\kappa}b^\beta t |V(x)|^{\frac{\alpha}{p}} \leq c^{-\frac{1}{\kappa}} \left| \frac{c}{V(x)} \right|^{\frac{\alpha}{p}} |V(x)|^{\frac{\alpha}{p}} = |V(x)|^{\frac{\alpha}{p} - \frac{1}{\kappa}} \leq |V(x)|^{\frac{2\alpha}{p} - 1} \leq 1.
\]
(21)

This, the triangle inequality, (20), the assumption that \( c \geq 1 \), and (13) imply that for all \( r \in [1, \infty) \), \( t \in (0, T) \), \( x \in \mathbb{R}^d \) with \( V(x) \leq c(b^\beta t)^{-\kappa} \) it holds that

\[
\left( \mathbb{E} \left[ \|\mu(x)t + \sigma(x)W_t\|^r \right] \right)^{1/r} \leq t \|\mu(x)\| + \left( \mathbb{E} \left[ \|\sigma(x)W_t\|^r \right] \right)^{1/r} \leq bt |V(x)|^{\frac{\alpha}{p} + r} r \sqrt{\mathbb{E} \left[ |V(x)|^{p \vee 2} \right]}^{\frac{1}{p \vee 2}} \leq c^{\frac{1}{\kappa}} |V(x)|^{\frac{\alpha}{p}} \left[ c^{-\frac{1}{\kappa}} bt |V(x)|^{\frac{\alpha}{p}} + r \left( c^{-\frac{1}{\kappa}} bt |V(x)|^{\frac{\alpha}{p}} \right)^{\frac{1}{2}} \right] \leq c^{\frac{1}{\kappa}} |V(x)|^{\frac{\alpha}{p}} \left[ (1 + r) \left( c^{-\frac{1}{\kappa}} bt |V(x)|^{\frac{\alpha}{p}} \right)^{\frac{1}{2}} \right] \leq \frac{c^{\frac{1}{\kappa}}}{b} |V(x)|^{\frac{\alpha}{p}} (1 + r) |V(x)|^{\frac{2\alpha}{p} - 1} = c^{\frac{1}{\kappa}} (1 + r) |V(x)|^{\frac{2\alpha}{p} - 1}.
\]
(22)

Next, the assumption that \( p \geq 3 \) shows for all \( i \in \{1, 2\} \) that

\[
\frac{p + \beta - 1}{p} + \frac{1 - \beta}{p} = 1 \quad \text{and} \quad \frac{\beta + i}{p} + \frac{(1 - \beta)(p - i)}{p} = \frac{(i + 1)\beta + p - \beta p}{p} \leq 1.
\]
(23)

Combining (19), (22) (applied for \( q \in \{1, p - 1, p - 2\} \) with \( r \wedge q \) in the notation of (22)), and the fact that \( p \geq 3 \) then shows that for all \( t \in (0, T) \), \( x \in \mathbb{R}^d \) with \( V(x) \leq c(b^\beta t)^{-\kappa} \) it holds that

\[
\mathbb{E} \left[ (DV)(y) - (DV)(y)(\mu(x)) + \frac{1}{2} \sum_{k=1}^{m} \left[ (D^2 V)(x) - (D^2 V)(y) \right] (\sigma_k(x), \sigma_k(x)) \right] \left| y = x + \mu(x)t + \sigma(x)W_t \right| \leq (2c)^{p} \left[ |V(x)|^{\frac{p + \beta - 1}{p} - \frac{1}{r}} \mathbb{E} \left[ \|\mu(x)t + \sigma(x)W_t\|^{r \vee 2} \right] + \left[ \frac{1}{2p} \sum_{i=1}^{2} |V(x)|^{\frac{p + \beta - 1}{p} - \frac{1}{r}} \mathbb{E} \left[ \|\mu(x)t + \sigma(x)W_t\|^{p - i} \right] \right] \right] \leq (2c)^{p} \left[ |V(x)|^{\frac{p + \beta - 1}{p} - \frac{1}{r}} \mathbb{E} \left[ \|\mu(x)t + \sigma(x)W_t\|^{r \vee 2} \right] + \left[ \frac{1}{2p} \sum_{i=1}^{2} |V(x)|^{\frac{p + \beta - 1}{p} - \frac{1}{r}} \left[ \frac{c^{\frac{1}{\kappa}}}{b} (p - i + 1) \right] |V(x)|^{\frac{(1 - \beta)(p - i)}{p}} \right] \right] \leq (2c)^{p} c^{\frac{\alpha}{p}} p^{p} \left( \frac{2}{p^p} + \frac{p}{2p} + \frac{p - 1}{2p} \right) |V(x)| \leq (2c^{1+\frac{\alpha}{p}} p) |V(x)|.
\]
(24)

Itō’s formula, a telescoping sum argument, the triangle inequality, and (12) then ensure that for all \( t \in (0, T) \), \( x \in \mathbb{R}^d \) with \( V(x) \leq c(b^\beta t)^{-\kappa} \) it holds that

\[
\mathbb{E} \left[ V(x + \mu(x)t + \sigma(x)W_t) \right] = V(x) + \int_0^t \mathbb{E} \left[ (DF)(y)(\mu(x)) + \frac{1}{2} \sum_{k=1}^{m} (D^2 F)(y)(\sigma_k(x), \sigma_k(x)) \right] \left| y = x + \mu(x)s + \sigma(x)W_s \right| ds
\]
\[
\begin{align*}
\text{Next, the fact that } \kappa \in [0, p/(3\beta + 4)] \text{ implies that}
\frac{1}{2} - \kappa \left[ \frac{3(\beta + 2)}{2p} - \frac{1}{p} \right] \geq \frac{1}{2} - \frac{p}{3\beta + 4} \left( \frac{3\beta + 4}{2p} \right) = 0.
\end{align*}
\]

The fact that \( \forall x \in \mathbb{R}^d: \|x - x/(1 + \|x\|^2)\| \leq \|x\|^2 \), (22), the fact that \( 1 + 3p \leq 3.5p \), the fact that \( 1 \leq V \), the fact that \( b \geq 1 \), and the fact that \( \kappa \in (0, p/(3\beta + 4)] \), then prove that for all \( t \in (0, T], x \in \mathbb{R}^d \) with \( V(x) \leq c(b^3t)^{-\kappa} \) it holds that \( c^{-1/\kappa}b^3t \leq 1 \) and

\[
\begin{align*}
\left( \mathbb{E} \left[ \left\| \frac{\sigma(x)W_t - \sigma(x)W_i}{1 + \|\sigma(x)W_t\|^2} \right\|^p \right] \right)^{1/p} \leq \left( \mathbb{E} \left[ \|\sigma(x)W_t\|^{3p} \right] \right)^{1/3} = \left[ (1 + 3p) \frac{c^3}{b^3} \left( c(b^3t)^{-\kappa} \right)^{3(\beta + 2)/2p} \right]^{1/3} \leq [3.5p]^3 c^2t \cdot (c^{-1/\kappa}b^3t)^{-1} \left( \mathbb{E} \left[ \left\| \frac{\sigma(x)W_t}{1 + \|\sigma(x)W_t\|^2} \right\|^p \right] \right)^{1/p}.
\end{align*}
\]

This, Hölder’s inequality, and (25) imply that for all \( t \in (0, T], x \in \mathbb{R}^d \) with \( V(x) \leq c(b^3t)^{-\kappa} \) it holds that

\[
\begin{align*}
\mathbb{E} \left[ \left\| \frac{\sigma(x)W_t - \sigma(x)W_i}{1 + \|\sigma(x)W_t\|^2} \right\| \right] \leq \left[ \mathbb{E} \left[ \left\| \frac{\sigma(x)W_t}{1 + \|\sigma(x)W_t\|^2} \right\|^p \right] \right]^{1/p} \leq [3.5p]^3 c^2t \cdot (c^{-1/\kappa}b^3t)^{-1} \left( \mathbb{E} \left[ \left\| \frac{\sigma(x)W_t}{1 + \|\sigma(x)W_t\|^2} \right\|^p \right] \right)^{1/p}.
\end{align*}
\]

This, the assumption that \( V \geq 1, (15), (25), (27) \), the fact that \( \forall a_1, a_2, t \in [0, \infty): (1 + a_1t)(1 + a_2t) \leq e^{(a_1 + a_2)t} \), the fact that \( p \geq 3 \), the fact that \( 3^p + 2^p(3.5)^{3p} \leq 3 + 2(3.5)^3 \leq 5^{3p} \), and the definition of \( \rho \) in (14) demonstrate that for all \( t \in (0, T], x \in \mathbb{R}^d \) with \( V(x) \leq c(b^3t)^{-\kappa} \) it holds that \( t \leq c^{1/\kappa} \) and

\[
\begin{align*}
&\mathbb{E} \left[ (\mathbb{E} \left[ \left\| \frac{\sigma(x)W_t}{1 + \|\sigma(x)W_t\|^2} \right\|^p \right] \right)^{1/p} \right] \leq \mathbb{E} \left[ \left\| \frac{\sigma(x)W_t}{1 + \|\sigma(x)W_t\|^2} \right\|^\rho \right] \leq [3.5p]^3 c^2t W(x) \left( 1 + (3c^{1/\kappa}p)^\rho t \right).
\end{align*}
\]
\begin{align}
= V(x) \left( 1 + (3c^{1+\frac{1}{p}}p)t \right) \left( 1 + 2p^{p+\frac{2}{p}}[3.5p]^{3p} t \right) \leq V(x) \exp \left( (3c^{1+\frac{1}{p}}p) + 2p^{p+\frac{2}{p}}[3.5p]^{3p} t \right) \\
\leq V(x) \exp \left( (5c^{1+\frac{1}{p}}p)^{3p} t \right) = V(x)e^{pt}.
\end{align}

This, the tower property, the Markov property of \( W \), and the fact that \( \forall s \in [0, T], t \in [s, T], B \in \mathcal{B}(\mathbb{R}^d) \); \( \mathbb{P}(W_t - W_s) = \mathbb{P}(W_{t-s} \in B) \) imply for all \( x \in \mathbb{R}^d, t \in [0, T], s \in [t, T], \theta \in \mathcal{P}(t,T) \) that

\begin{align}
\mathbb{E}[V(Y_{t,s}^{\theta,x}) \mathbb{1}_{D_{|t|}}(Y_{t,s}^{\theta,x})] &= \mathbb{E}\left[ \mathbb{E}\left[ V(Y_{t,s}^{\theta,x}) \mathbb{1}_{D_{|t|}}(Y_{t,s}^{\theta,x}) \Big| \mathcal{F}_{L,s,\theta} \right] \right] \\
= \mathbb{E}\left[ \mathbb{E}\left[ V\left( z + \mu(z)(s - L,s,\theta) \right) + \frac{\sigma(z)(W_s - W_{L,s,\theta})}{1 + ||\sigma(z)(W_s - W_{L,s,\theta})||^2} \mathbb{1}_{D_{|t|}}(z) \right] \right]_{z = Y_{t,s}^{\theta,x}}^{Y_{t,s}^{\theta,x}} \mathcal{F}_{L,s,\theta} \\
= \mathbb{E}\left[ \mathbb{E}\left[ V\left( z + \mu(z)(s - L,s,\theta) \right) + \frac{\sigma(z)(W_s - W_{L,s,\theta})}{1 + ||\sigma(z)(W_s - W_{L,s,\theta})||^2} \mathbb{1}_{D_{|t|}}(z) \right] \right]_{z = Y_{t,s}^{\theta,x}}^{Y_{t,s}^{\theta,x}} \mathcal{F}_{L,s,\theta} \\
\leq e^{\theta(s - L,s,\theta)} \mathbb{E}\left[ V(Y_{t,s}^{\theta,x}) \mathbb{1}_{D_{|t|}}(Y_{t,s}^{\theta,x}) \right].
\end{align}

Next, (10) shows for all \( x \in \mathbb{R}^d, t \in [0, T], s \in [t, T], \theta \in \mathcal{P}(t,T) \) that

\begin{align}
\{ \omega \in \Omega: Y_{t,s}^{\theta,x}(\omega) \in \mathbb{R}^d \setminus D_{|t|} \} \subseteq \{ \omega \in \Omega: Y_{t,s}^{\theta,x}(\omega) = Y_{t,L,s,\theta}(\omega) \}.
\end{align}

This and (31) imply for all \( x \in \mathbb{R}^d, t \in [0, T], s \in [t, T], \theta \in \mathcal{P}(t,T) \) that

\begin{align}
\mathbb{E}\left[ V(Y_{t,s}^{\theta,x}) \right] = \mathbb{E}\left[ V(Y_{t,s}^{\theta,x}) \mathbb{1}_{D_{|t|}}(Y_{t,s}^{\theta,x}) \right] + \mathbb{E}\left[ V(Y_{t,s}^{\theta,x}) \mathbb{1}_{\mathbb{R}^d \setminus D_{|t|}}(Y_{t,s}^{\theta,x}) \right] \\
= \mathbb{E}\left[ V(Y_{t,s}^{\theta,x}) \mathbb{1}_{D_{|t|}}(Y_{t,s}^{\theta,x}) \right] + \mathbb{E}\left[ V(Y_{t,s}^{\theta,x}) \mathbb{1}_{\mathbb{R}^d \setminus D_{|t|}}(Y_{t,s}^{\theta,x}) \right] \\
\leq e^{\theta(s - L,s,\theta)} \mathbb{E}\left[ V(Y_{t,s}^{\theta,x}) \mathbb{1}_{D_{|t|}}(Y_{t,s}^{\theta,x}) \right] + \mathbb{E}\left[ V(Y_{t,s}^{\theta,x}) \mathbb{1}_{\mathbb{R}^d \setminus D_{|t|}}(Y_{t,s}^{\theta,x}) \right] \\
= e^{\theta(s - L,s,\theta)} \mathbb{E}\left[ V(Y_{t,s}^{\theta,x}) \mathbb{1}_{D_{|t|}}(Y_{t,s}^{\theta,x}) \right].
\end{align}

An induction argument and (10) then show for all \( x \in \mathbb{R}^d, t \in [0, T], s \in [t, T], \theta \in \mathcal{P}(t,T) \) that \( \mathbb{E}[V(Y_{t,s}^{\theta,x})] \leq e^{\theta(s - t)} V(x) \). This completes the proof of Lemma 2.1.

\begin{flushright}
\[ \square \]
\end{flushright}

\section{2.2 Strong error estimates for approximations of SDEs}

We establish strong error estimates in Lemma 2.4 below. First we introduce the setting, Setting 2.2, in which we work in the rest of this section and then we establish exponential moment estimates which are uniform in the dimension.

\begin{setting}
Consider the notation in Subsection 1.1, let \( d, m \in \mathbb{N}, T \in (0, \infty), b, c, \beta, \gamma, r \in [1, \infty), \alpha \in [0, \infty), p \in [4r\beta, \infty), \bar{U} \in C(\mathbb{R}^d, [0, \infty)), \kappa \in (0, (3\beta + 1)], \varphi \in C^3(\mathbb{R}^d, [0, \infty)), U \in C^3([0, \infty)), \mu: \mathbb{R}^d \rightarrow \mathbb{R}^d, \sigma = (\sigma_1, \ldots, \sigma_m): \mathbb{R}^d \rightarrow \mathbb{R}^{d \times m} be Borel measurable functions, let \( \rho \in \mathbb{R} \) satisfy that

\begin{align}
\rho = (5c^{2+\frac{1}{p}}p)^{3p},
\end{align}

for every \( t \in [0, T] \) let \( \mathcal{P}(t,T) \) be the set given by \( \mathcal{P}(t,T) = \{ (t_0, t_1, \ldots, t_n) \in \mathbb{R}^{n+1}: n \in \mathbb{N}, t = t_0 < t_1 < \ldots < t_n = T \} \), for every \( \theta \in \cup_{t \in [0,T]} \mathcal{P}(t,T), n \in \mathbb{N}, (t_0, t_1, \ldots, t_n) \in \mathbb{R}^{n+1} \) with \( \theta = (t_0, t_1, \ldots, t_n) \) let \( |\theta| \in [0, T], \omega_{t-s,\theta} = [t_0, t_n] \rightarrow \mathbb{R} \) for all \( s \in (t_0, t_n) \) that

\begin{align}
|\theta| = \max_{i \in \{0, n-1\} \cap \mathbb{N}_0} |t_{i+1} - t_i|, \quad \omega_{t_0-\theta} = t_0, \quad \text{and} \quad \omega_{t-s,\theta} = \sup \{ \{t_0, t_1, \ldots, t_n\} \cap [t_0, s) \},
\end{align}

let \( (\Omega, \mathcal{F}, \mathbb{P}, (\mathcal{F}_t)_{t \in [0,T]}) \) be a filtered probability space which satisfies the usual conditions, let \( D: (0, T) \rightarrow \mathcal{B}(\mathbb{R}^d) \), let \( W: [0, T] \times \Omega \rightarrow \mathbb{R}^m \) be a standard \( (\mathcal{F}_t)_{t \in [0,T]} \)-Brownian motion with
continuous sample paths, for every $t \in [0, T]$, $x \in \mathbb{R}^d$ let $(X^x_{t,s}(\omega))_{t \in [s,T],\omega \in \Omega} : [s, T] \times \Omega \to \mathbb{R}^d$ be adapted stochastic processes with continuous sample paths which satisfy that for all $s \in [t, T]$ it holds $\mathbb{P}$-a.s. that

$$
\int_t^s \|\mu(X^x_{t,r})\| + \|\sigma(X^x_{t,r})\|^2 \, dr < \infty \quad \text{and} \quad X^x_{t,s} = x + \int_t^s \mu(X^x_{t,r}) \, dr + \int_t^s \sigma(X^x_{t,r}) \, dW_r,
$$

(36) for every $t \in [0, T)$, $x \in \mathbb{R}^d$, $\theta \in \mathcal{P}(t, T)$ let $(Y^{\theta,x}_{t,s}(\omega))_{s \in [t,T],\omega \in \Omega} : [t, T] \times \Omega \to \mathbb{R}^d$ satisfy that for all $s \in (t, T]$ it holds that $Y^{\theta,x}_{t,t} = x$ and

$$
Y^{\theta,x}_{t,s} = Y^{\theta,x}_{t,s}|_{s \neq t} = Y^{\theta,x}_{t,s} + 1_{D_{\theta t}}(Y^{\theta,x}_{t,s}|_{s \neq t}) \left[ \mu(Y^{\theta,x}_{t,s}|_{s \neq t})(s - l_{s,t}) + \frac{\sigma(Y^{\theta,x}_{t,s}|_{s \neq t})(W_s - W_{s,t})}{1 + \|\sigma(Y^{\theta,x}_{t,s}|_{s \neq t})(W_s - W_{s,t})\|^2} \right],
$$

(37) assume for all $\ell \in \{1, 2, 3\}$, $x, y \in \mathbb{R}^d$, $t \in [0, T)$, $s \in [t, T]$ that

$$
\| (D^{\ell} \varphi)(x) \|_{L^{(0)}(\mathbb{R}^d, \mathbb{R})} \leq c |\varphi(x)|^{1-\tau},
$$

(38)

$$
(D\varphi(x))(\mu(x)) + \frac{1}{2} \sum_{k=1}^{m} (D^2 \varphi(x))(\sigma_k(x), \sigma_k(x)) \leq c \varphi(x),
$$

(39)

$$
\max \left\{ \|\mu(x)\|, \|\sigma(x)\|, \|x\| \right\} \leq b |\varphi(x)|^{\frac{\alpha}{\beta}},
$$

(40)

$$
\|\mu(x) - \mu(y)\| \vee \|\sigma(x) - \sigma(y)\| \leq b \|x - y\| \left[ |\varphi(x)|^{\frac{\alpha}{\beta}} + |\varphi(y)|^{\frac{\alpha}{\beta}} \right],
$$

(41)

$$
\langle x - y, \mu(x) - \mu(y) \rangle + (2r - 1) \|\sigma(x) - \sigma(y)\|^2 \leq \|x - y\|^2 \left[ \frac{U(x) + U(y)}{8r T} + \frac{\bar{U}(x) + \bar{U}(y)}{8r} \right],
$$

(42)

$$
\| (D^{(h)} U)(x) \|_{L^{(0)}(\mathbb{R}^d, \mathbb{R})} \leq c |U(x)|^{1-\frac{\alpha}{\beta}}, \quad |\bar{U}(x)| \leq c (1 + |U(x)|^\gamma),
$$

(43)

$$
|\bar{U}(x) - \bar{U}(y)| \leq c \left[ 1 + |U(x)|^\gamma + |U(y)|^\gamma \right] \|x - y\|, \quad \text{and}
$$

(44)

$$
(DU(x))(\mu(x)) + \frac{1}{2} \sum_{k=1}^{m} (D^2 U(x))(\sigma_k(x), \sigma_k(x))
$$

(45)

$$
+ \frac{1}{2} e^{\alpha T} \|\sigma(x)^\ell (\nabla U)(x)\|^2 + \bar{U}(x) \leq \alpha U(x),
$$

assume for all $h \in (0, T)$, $x \in D_h$ that

$$
\max \left\{ \|\mu(x)\|, \|\sigma(x)\|, U(x), b^{\beta^c} \varphi(x) \right\} \leq \min \left\{ c h^{-\frac{1}{1-\gamma}}, c h^{-\frac{1}{\beta^c + \gamma}}, c h^{-\gamma}, r \log \left( \frac{1}{r} \right) \right\},
$$

(46)

and let $c_0 : \mathbb{R} \to [1, \infty)$ satisfy for all $a \in \mathbb{R}$ that

$$
c_0(a) = \exp \left( 2 \left[ 720 \max\{T, \alpha, 1\} (ce^{\alpha T})^3 (720(ce^{\alpha T})^3 \max\{T, 1\} + 7)\gamma \right] \min\{|a|, 1\}^{1/8} \right).
$$

(47)

The following lemma, Lemma 2.3, suitably applies [54, Proposition 2.14] to obtain exponential moment estimates.

**Lemma 2.3** (Exponential moments). Assume Setting 2.2 and let $t_0 \in (0, T)$, $x_0 \in \mathbb{R}^d$, $\theta \in \mathcal{P}(t_0)$. Then it holds for all $s \in [t_0, T]$ that

$$
\mathbb{E} \left[ \exp \left( e^{\alpha(T-t)} U(Y_{t_0,s}^{\theta,x_0}) + \int_{t_0}^s 1_{D_{\theta t}}(Y_{t_0,l,s}^{\theta,x_0}) e^{\alpha(T-t)} \bar{U}(Y_{t_0,l,s}^{\theta,x_0}) \, dt \right) \right] \leq c_0(|\theta|) \exp \left( U(x_0) e^{\alpha(T-t_0)} \right),
$$

(48)

and

$$
\mathbb{E} \left[ \exp \left( e^{\alpha(T-t)} U(X_{t_0,s}^{x_0}) + \int_{t_0}^s e^{\alpha(T-t)} \bar{U}(X_{t_0,l,s}^{x_0}) \, dt \right) \right] \leq \exp \left( U(x_0) e^{\alpha(T-t_0)} \right).
$$

(49)
Proof of Lemma 2.3. Throughout this proof let $\delta, \varsigma \in \mathbb{R}$, $n \in \mathbb{N}$, $(t_1, t_2, \ldots, t_n) \in \mathbb{R}^n$, $\tilde{\theta} \in \mathcal{P}(0, T-t_0)$, $\tilde{Y} = (\tilde{Y}_t(\omega))_{t \in [0, T-t_0], \omega \in \Omega}$: $[0, T - t_0] \times \Omega \to \mathbb{R}$ satisfy for all $t \in [0, T-t_0]$ that 

$$
\delta = \frac{1}{28}, \quad \varsigma = \frac{1}{8 + 8\gamma}, \quad \theta = (t_0, t_1, \ldots, t_n),
$$

then it holds that

$$
\tilde{\theta} = (0, t_1 - t_0, \ldots, t_n - t_0), \quad \text{and} \quad \tilde{Y}_t = Y_{t_0, t_0 + t}. 
$$

(50)

Then it holds that

$$
\frac{1 - 14\delta}{2 + 2\gamma} = \frac{1}{4 + 4\gamma}, \quad \varsigma \in \left(0, \frac{1 - 14\delta}{2 + 2\gamma}\right), \quad \text{and} \quad \varsigma + \varsigma \gamma + 7\delta - \frac{1}{2} = \frac{1}{8} + \frac{1}{4} - \frac{1}{2} = -\frac{1}{8},
$$

(51)

and it holds for all $t \in [0, T - t_0]$ that

$$
[\theta] = [\tilde{\theta}], \quad t_0 + \iota t - j \varphi = t_0 + \iota t_{-j}, \quad \text{and} \quad Y_{t_0, t_0 + t_0 + t_{-j}}^{\theta, x_0} = Y_{t_0, t_0 + t_0 + j_{-j}}^{\theta, x_0} = \tilde{Y}_{t_0, t_0 + t_{-j}}.
$$

(52)

Then (37) implies for all $t \in [0, T - t_0]$ that

$$
\tilde{Y}_t = Y_{t_0, t_0 + t}^{\theta, x_0} = Y_{t_0, t_0 + t_{-j}}^{\theta, x_0} + \mathbb{I}_{D|\theta}(Y_{t_0, t_0 + t_{-j}}^{\theta, x_0}) + \mu(Y_{t_0, t_0 + t_{-j}}^{\theta, x_0})(t_0 + t - \iota t_{-j}) + \sigma(Y_{t_0, t_0 + t_{-j}}^{\theta, x_0})(W_{t_0 + t} - W_{t_0 + t_{-j}}) \\
= \tilde{Y}_{t_0, t_0 + t_{-j}} + \mathbb{I}_{D|\theta}(\tilde{Y}_{t_0, t_0 + t_{-j}}) + \mu(\tilde{Y}_{t_0, t_0 + t_{-j}})(t - \iota t_{-j}) + \sigma(\tilde{Y}_{t_0, t_0 + t_{-j}})(W_{t_0 + t} - W_{t_0 + t_{-j}})
$$

(53)

Next, (46) implies for all $h \in (0, T]$, $x \in D_h$ that

$$
\max \{\|\mu(x)\|, \|\sigma(x)\|, U(x)\} \leq \min \left\{ch^{-\frac{1}{2}}, ch^{-\frac{1}{2}}, ch^{-\frac{1}{2}}\right\} = c \min \left\{h^{1/2}, h^{1/2}, h^{1/2}\right\}.
$$

(54)

This, the substitution rule, (51)–(53), (43)–(45), the fact that $\gamma \geq 1$, [54, Proposition 2.14] (applied with $H \subset \mathbb{R}^d$, $U \subset \mathbb{R}^m$, $T \subset (T - t_0)$, $\rho \subset \alpha$, $\delta \subset \delta$, $c \subset c^{\alpha(T-t_0)}$, $\gamma \subset \gamma$, $\varsigma \subset \varsigma$, $F \subset \mu$, $B \subset \sigma$, $V \subset c^{\alpha(T-t_0)}U$, $V \subset c^{\alpha(T-t_0)}U$, $S \subset ((0, T - t_0) \times s \rightarrow \mathcal{D}_{m, \beta}(\mathbb{R}^d, \mathbb{R}^d))$ where $\mathcal{D}_{m, \beta}$ is the identity function on $\mathbb{R}^d$, $(D_h)_{h \in [0, T]} \subset \mathcal{D}_{m, \beta}$, $F_{t_0, t_0 + t} = \mathcal{D}_{m, \beta} \subset \mathcal{D}_{m, \beta}$, $W_t \subset (W_{t_0 + t} - W_{t_0}) \subset [0, T - t_0], \quad \theta \subset \theta$, $(Y_{t_0, t_0 + t})_{t \in [t_0, T] \subset [0, T - t_0]}$ in the notation of [54, Proposition 2.14]), the fact that $Y_{t_0, t_0 + t} = x_0$, and (47) show for all $s \in [t_0, T]$ that

$$
\mathbb{E}
\left[
\begin{array}{c}
(\frac{\text{exp}(a(t-s))U(Y_{t_0, s}) + \int_{t_0}^{s} 1_{D|\theta}(Y_{t_0, t_0 + t_{-j}}) e^{a(T-t)}U(Y_{t_0, t}) dt)}{e^{a(s-t_0)}} + \int_{0}^{s-t_0} 1_{D|\theta}(Y_{t_0, t_0 + t_{-j}}) e^{a(T-t)}U(Y_{t_0, t_0 + t}) dt)\\
(\frac{\text{exp}(a(T-t_0))U(Y_{t_0, s-t_0})}{e^{a(s-t_0)}} + \int_{0}^{s-t_0} 1_{D|\theta}(Y_{t_0, t_0 + t_{-j}}) e^{a(T-t_0)}U(Y_{t_0, t_0 + t}) dt)\\
\end{array}
\right]
\leq \mathbb{E}
\left[
\begin{array}{c}
\text{exp}(e^{a(T-t_0)}U(Y_{t_0, s-t_0}))\\
\end{array}
\right]
\cdot \exp
\left[
\begin{array}{c}
\text{min}\{\frac{720}{\min\{\tilde{\theta}, 1\}\varsigma + \varsigma \gamma + 7\delta - \frac{1}{2}}
\end{array}
\right]
\leq \text{exp}(U(x_0)e^{a(T-t_0)}). 
$$

(55)
This implies (48). Next, the substitution rule, (43)–(45), the fact that \( \gamma \geq 1 \), and [15, Corollary 2.4] (applied for \( s \in [t_0, T] \) with \( d \cap d, m \cap m, T \cap T - t_0, O \cap \mathbb{R}^d, \mu \cap \mu, \sigma \cap \sigma, \) \( (\mathcal{F}_t)_{t \in (0,T)} \cap (\mathcal{F}_{t_0+t})_{t \in (0,T-t_0)}, (\mathcal{W}_t)_{t \in [0,T]} \cap (\mathcal{W}_{t_0+t} - \mathcal{W}_{t_0})_{t \in (0,T-t_0)}; \alpha \cap \alpha, U \cap U^\alpha(T-t_0), U \cap U^\alpha(T-t_0), \tau \cap (\Omega \ni \omega \mapsto s - t_0 \in [0, T - t_0]), (X_t)_{t \in [0,T]} \cap (X_{t_0+t})_{t \in [0,T-t_0]} \) in the notation of [15, Corollary 2.4]) imply for all \( s \in [t_0, T] \) that

\[
\mathbb{E}\left[\exp\left(e^{\alpha(T-t_0)}U(x_0)\right)\right] = \exp\left(e^{\alpha(T-t_0)}U(x_0)\right).
\]

(55)

This implies (49). The proof of Lemma 2.3 is thus completed.

The following lemma, Lemma 2.4, establishes strong error estimates and implies strong convergence with rate 1/2. This strong convergence rate is well known in the literature; see, e.g., [41]. The main contribution of Lemma 2.4 is to derive an explicit upper bound which allows to exploit its dependence on the dimension.

**Lemma 2.4 (Strong error).** Assume Setting 2.2 and let \( x_0 \in \mathbb{R}^d, t_0 \in [0, T), \theta \in \mathcal{P}(t_0, T) \). Then it holds that

\[
\sup_{s \in [t_0, T]} \left( \mathbb{E}\left[\left\|X_{t_0, s} - Y_{t_0, s}^{\beta, x_0}\right\|^r\right]\right)^{1/r} 
\leq 74\sqrt{2}(T + 1)^{r/2}b^2 \exp\left(\frac{(2 + \|\theta\|)(T - t_0)}{2}\right) \left[c_0(|\theta|) \exp\left(e^{\alpha(T-t_0)}U(x_0)\right) \varphi(x_0)\right]^{1/2} \sqrt{|\theta|}.
\]

(57)

**Proof of Lemma 2.4.** Throughout this proof let \( \text{Id}_{\mathbb{R}^d} : \mathbb{R}^d \to \mathbb{R}^d \) be the identity on \( \mathbb{R}^d \), let \( \psi : \mathbb{R}^d \to \mathbb{R}^d \) be the function which satisfies for all \( y \in \mathbb{R}^d \) that

\[
\psi(y) = y/\left(1 + ||y||^2\right),
\]

(58)

let \( e_k \in \mathbb{R}^{m \times 1}, k \in [1, m] \cap \mathbb{N} \), be the \( m \)-dimensional standard basis vectors of \( \mathbb{R}^{m \times 1} \), let \( e_k^T \), \( k \in [1, m] \cap \mathbb{N} \), satisfy for all \( k \in [1, m] \cap \mathbb{N} \) that \( e_k^T \in \mathbb{R}^{1 \times m} \) is the transposed matrix of \( e_k \), let \( Z : [t_0, T] \times \Omega \to \mathbb{R}^d \) be the function which satisfies for all \( t \in [t_0, T] \) that

\[
Z_t = \sigma(Y_{t_0, t, \omega}^{\beta, x_0})(W_t - W_{t, \omega}),
\]

(59)

let \( \tau : \Omega \to [t_0, T] \) satisfy that

\[
\tau = \inf\{\{s \in [t_0, T], Y_{t_0, s, \omega}^{\beta, x_0} \notin D_{|\theta|}\} \cup \{T\},
\]

(60)

and let \( a : [t_0, T] \times \Omega \to \mathbb{R}^d, b : [t_0, T] \times \Omega \to \mathbb{R}^{d \times m} \) be the functions which satisfy for all \( t \in [t_0, T] \) that

\[
a_t = \mu(Y_{t_0, t, \omega}^{\beta, x_0}) + \sum_{k=1}^{m} \left[\frac{1}{2}([D^2 \psi](Z_s)) \left(\sigma(Y_{t_0, t, \omega}^{\beta, x_0}) e_k, \sigma(Y_{t_0, t, \omega}^{\beta, x_0}) e_k\right)\right]
\]

and

\[
b_t = \sum_{k=1}^{m} ([D \psi](Z_s)) \left(\sigma(Y_{t_0, t, \omega}^{\beta, x_0}) e_k\right) e_k^T.
\]

(61)

The fact that \( \forall a \in \mathbb{R}^{d \times m} : a = \sum_{k=1}^{m} a e_k e_k^T \) and the fact that

\[
\forall s \in [t_0, T], t \in (\mathbb{R}_{\omega} \ni \omega) : \mathbb{R}_{\omega} = \mathbb{R}_{\omega}
\]

(62)
then show that for all \( s \in [t_0, T] \) it holds \( \mathbb{P} \)-a.s. that
\[
Z_s = \sum_{k=1}^{m} \int_{s-L_s}^{s} (\sigma(Y_{t_0,s+L_s},e_k)e_k dW_t \quad \text{and} \quad \mu(Y_{t_0,s+L_s}) (s-L_s)_i = \int_{s-L_s}^{s} \mu(Y_{t_0,s+L_s}) dt. \tag{63}
\]
Furthermore, (60) and (62) imply for all \( t \in [t_0, T) \) that
\[
\left\{ Y_{t_0,s+L_s}^{\theta_0} \in D_{[\theta]} \right\} = \{ t < \tau \}. \tag{64}
\]
This, (37), (60), (58), Itô’s formula, (59), (61), and (63) show that for all \( s \in [t_0, T] \) it holds \( \mathbb{P} \)-a.s. that
\[
Y_{t_0,s}^{\theta, x_0} = Y_{t_0,L_s}^{\theta, x_0} + \sum_{k=1}^{m} \int_{s-L_s}^{s} \left( \sigma(Y_{t_0,L_s},e_k) \right) \frac{1}{2} \sum_{k=1}^{m} \left( D^2 \psi)(Z_i) \right) (\sigma(Y_{t_0,L_s},e_k) \right) \frac{1}{2} \sum_{k=1}^{m} \left( D^2 \psi)(Z_i) \right) dt
\]
\[
= Y_{t_0,s}^{\theta, x_0} + \sum_{k=1}^{m} \int_{s-L_s}^{s} \left( \sigma(Y_{t_0,L_s},e_k) \right) \frac{1}{2} \sum_{k=1}^{m} \left( D^2 \psi)(Z_i) \right) \frac{1}{2} \sum_{k=1}^{m} \left( D^2 \psi)(Z_i) \right) dt
\]
An induction argument then shows that for all \( s \in [t_0, T] \) it holds \( \mathbb{P} \)-a.s. that
\[
Y_{t_0,s}^{\theta, x_0} = x_0 + \int_{t_0}^{s} \mathbb{1}_{[s-t]} dt + \int_{t_0}^{s} \mathbb{1}_{[s-t]} b dt. \tag{66}
\]
Next, (40), Jensen’s inequality, a Lyapunov-type estimate (see, e.g., [15, Lemma 2.2]) combined with (36) and (39), the fact that \( c \leq \rho \), and Lemma 2.1 (applied with \( \beta \cap \beta - 1 \) in the notation of Lemma 2.1) combined with (38)–(40), (34), the assumption that \( \kappa \in [0, p/(3\beta + 1)] \), and the fact that \( \forall h \in (0, T), x \in D_h: \varphi(x) \leq c(b^h - \kappa) \) (see (46)) imply that for all \( t \in [t_0, T] \), \( q \in [1, \infty) \) with \( \beta q \leq p \) it holds that
\[
\left( E \left[ \left\| \mu(Y_{t_0,t}^{\theta, x_0}) \right\|^q \right] + \left( E \left[ \left\| \varphi(Y_{t_0,t}^{\theta, x_0}) \right\|^q \right] \right) \right] \leq b e^{\rho \beta (t-t_0)/p} (\varphi(x_0))^{\beta/p}. \tag{67}
\]
Next, (37) and the fact that Brownian motions have independent increments prove for all \( t \in [t_0, T] \) that \( \sigma(Y_{t_0,L_s},e_k) \) and \( W_t - W_{t-L_s} \) are independent. This, (59), the Burkholder-Davis-Gundy inequality (see, e.g., Lemma 7.7 in [16]), and (67) combined with the fact that \( \forall t \in \mathbb{R}: |t| \leq |t|^2 \vee 1 \) imply that for all \( t \in [t_0, T] \), \( q \in [2, \infty) \) with \( \beta q \leq p \) it holds that
\[
\left( E \left[ \left\| Y_{t_0,L_s}^{\theta, x_0} (W_t - W_{t-L_s}) \right\|^q \right] \right] \leq \left( E \left[ \left\| Y_{t_0,L_s}^{\theta, x_0} \right\|^q \right] \right] \leq b e^{\rho \beta (t-t_0)/p} (\varphi(x_0))^{\beta/p} \sqrt{|t|} \sqrt{q(q-1)/2}. \tag{68}
\]
This and the fact that \( \forall y \in \mathbb{R}^d : \| (D^2 \psi)(y) \|_{L^2(\mathbb{R}^d)} \leq 14(1 \wedge \|y\|) \) (see [40, Lemma 3.1]) imply that for all \( t \in [t_0, T] \), \( q \in [2, \infty) \) with \( \beta q \leq p \) it holds that

\[
\left( \mathbb{E} \left[ \left( D^2 \psi \right)(Z_t)^q \right] \right)^\frac{1}{q} \leq 14b \rho^{\beta(t-t_0)/p}(\varphi(x))^{\beta/p} \sqrt{\theta} \sqrt{q(q-1)/2}. \tag{69}
\]

This, the fact that for all \( m \in L^2(\mathbb{R}^d, \mathbb{R}^d) \), \( a \in \mathbb{R}^{d \times m} \) it holds that

\[
\sum_{k=1}^{m} \| m(a e_k, a e_k) \| \leq \sum_{k=1}^{m} \left( \| m \|_{L^2(\mathbb{R}^d, \mathbb{R}^d)} \| a e_k \| \right)^2 = \| m \|_{L^2(\mathbb{R}^d, \mathbb{R}^d)} \| a \|^2, \tag{70}
\]

Hölder’s inequality, and (67) then prove that for all \( t \in [t_0, T] \), \( q \in [1, \infty) \) with \( 2\beta q \leq p \) it holds that

\[
\left( \mathbb{E} \left[ \left( \frac{1}{2} \sum_{k=1}^{m} \left( D^2 \psi \right)(Z_t) \right) \left( \sigma(Y_{t_0,t}) e_k, \sigma(Y_{t_0,t}) e_k \right) \right]^q \right)^\frac{1}{q} \leq \frac{1}{2} \left( \mathbb{E} \left[ \left( D^2 \psi \right)(Z_t)^q \right] \left( \sigma(Y_{t_0,t}) \right)^{2q} \right)^\frac{1}{q} \tag{71}
\]

\[
\leq \frac{1}{2} \left( \mathbb{E} \left[ \left( D^2 \psi \right)(Z_t)^q \right] \left( \sigma(Y_{t_0,t}) \right)^{2q} \right)^\frac{1}{q} \leq 7b^2 e^{2\rho^{\beta(t-t_0)/p}(\varphi(x))^{\beta/p}} \sqrt{\theta} \sqrt{q(q-1)/2}.
\]

Next, (37), (58), (59), the fact that \( \forall y \in \mathbb{R}^d : \| \psi(y) \| \leq \| y \| \), (67), and (68) show that for all \( t \in [t_0, T] \), \( q \in [1, \infty) \) with \( \beta q \leq p \) it holds that

\[
\left( \mathbb{E} \left[ \left( y_{t_0,t} - Y_{t_0,t} \right)^q \right] \right)^\frac{1}{q} \leq \left( \mathbb{E} \left[ \left( \mu(Y_{t_0,t}) \right)^q \right] \right)^\frac{1}{q} \leq \left( \mathbb{E} \left[ \left( \mu(Y_{t_0,t}) \right)^q \right] \right)^\frac{1}{q} \leq 2e^{\rho^{\beta(t-t_0)/p}(\varphi(x))^{\beta/p}} \sqrt{\theta} \sqrt{q(q-1)/2} \tag{72}
\]

This, (41), Hölder’s inequality, the triangle inequality, and (67) imply that for all \( t \in [t_0, T] \), \( q \in [1, \infty) \) with \( 2\beta q \leq p \) it holds that

\[
\left( \mathbb{E} \left[ \left( \mu(Y_{t_0,t}) \right)^q \right] \right)^\frac{1}{q} \leq \left( \mathbb{E} \left[ \left( \mu(Y_{t_0,t}) \right)^q \right] \right)^\frac{1}{q} \leq \left( \mathbb{E} \left[ \left( \mu(Y_{t_0,t}) \right)^q \right] \right)^\frac{1}{q} \leq 4b^2 (T + 1) e^{\rho^{\beta(t-t_0)/p}(\varphi(x))^{\beta/p}} \sqrt{\theta} \sqrt{q(q-1)}.
\]

This, (61), the triangle inequality, and (71) show that for all \( t \in [t_0, T] \), \( q \in [1, \infty) \) with \( 2\beta q \leq p \) it holds that

\[
\left( \mathbb{E} \left[ \left( y_{t_0,t} - \mu(Y_{t_0,t}) \right)^q \right] \right)^\frac{1}{q} \leq 11(T + 1) e^{2\rho^{\beta(t-t_0)/p}(\varphi(x))^{\beta/p}} \sqrt{\theta} \sqrt{q(q-1)}.
\]

\[
\left( \mathbb{E} \left[ \left( y_{t_0,t} - \mu(Y_{t_0,t}) \right)^q \right] \right)^\frac{1}{q} \leq 11(T + 1) e^{2\rho^{\beta(t-t_0)/p}(\varphi(x))^{\beta/p}} \sqrt{\theta} \sqrt{q(q-1)}.
\]
Next, for all $m \in L^1(\mathbb{R}^d, \mathbb{R}^d)$, $a \in \mathbb{R}^{d \times m}$ it holds that

$$\sum_{k=1}^{m} [m(ae_k)e_k^T] = [m(ae_1) \ m(ae_2) \ldots m(ae_m)] \in \mathbb{R}^{d \times m}. \quad (75)$$

This shows for all $m \in L^1(\mathbb{R}^d, \mathbb{R}^d)$, $a \in \mathbb{R}^{d \times m}$ that

$$\left\| \sum_{k=1}^{m} m(ae_k)e_k^T \right\|^2 = \sum_{k=1}^{m} \left\| m(ae_k) \right\|^2 \leq \sum_{k=1}^{m} \left\| m \left\|_{L^1(\mathbb{R}^d, \mathbb{R}^d)} \right\|^2 = \left\| m \right\|^2_{L^1(\mathbb{R}^d, \mathbb{R}^d)} \| a \|^2. \quad (76)$$

This, (61), the fact that $\forall a \in \mathbb{R}^{d \times m}: \sum_{k=1}^{m} ae_k e_k^T = a$, the fact that

$$\forall y \in \mathbb{R}^d: \| D\psi(y) - Id_{\mathbb{R}^d} \|_{L^1(\mathbb{R}^d, \mathbb{R}^d)} \leq 3 (\| y \| \wedge 1)^2 \leq 3 \| y \|$$

(see [40, Lemma 3.1]), Hölder’s inequality, (68), and (67) imply that for all $t \in [t_0, T]$, $q \in [1, \infty)$ with $2\beta q \leq p$ it holds that

$$\left( E \left[ \left\| b_t - \sigma(Y_{t_0, t \wedge \cdot}^{\theta, x_0}) \right\|^q \right] \right)^{\frac{1}{q}} \leq \left( E \left[ \left\| (D\psi)(Z_t) - Id_{\mathbb{R}^d} \right\|_{L^1(\mathbb{R}^d, \mathbb{R}^d)} \left\| \sigma(Y_{t_0, t \wedge \cdot}^{\theta, x_0}) \right\|^q \right] \right)^{\frac{1}{q}} \leq \left( E \left[ \left\| (D\psi)(Z_t) - Id_{\mathbb{R}^d} \right\||Z_t|| \left\| \sigma(Y_{t_0, t \wedge \cdot}^{\theta, x_0}) \right\|^q \right] \right)^{\frac{1}{q}} \leq 3 \left( E \left[ \left\| Z_t \right\|^2 \right] \right)^{\frac{1}{2}} \left( E \left[ \left\| \sigma(Y_{t_0, t \wedge \cdot}^{\theta, x_0}) \right\|^{2q} \right] \right)^{\frac{1}{2q}} \left( E \left[ \left\| (D\psi)(Z_t) - Id_{\mathbb{R}^d} \right\|_2^2 \right] \right)^{\frac{1}{2}} \leq 3 \left( \| b_{t_0} \|^2 \right)^{\frac{1}{2}} \left( \| \sigma(Y_{t_0, t \wedge \cdot}^{\theta, x_0}) \|^2 \right)^{\frac{1}{2}} \leq 3 \left( b_{t_0} \right)^{\frac{1}{2}} \left( \| \sigma(Y_{t_0, t \wedge \cdot}^{\theta, x_0}) \|^2 \right)^{\frac{1}{2}} \leq \left( E \left[ \left\| b_t - \sigma(Y_{t_0, t \wedge \cdot}^{\theta, x_0}) \right\|^q \right] \right)^{\frac{1}{q}} \leq \left( E \left[ \left\| b_t - \sigma(Y_{t_0, t \wedge \cdot}^{\theta, x_0}) \right\|^q \right] \right)^{\frac{1}{q}} + \left( E \left[ \left\| \sigma(Y_{t_0, t \wedge \cdot}^{\theta, x_0}) - \sigma(Y_{t_0, t \wedge \cdot}^{\theta, x_0}) \right\|^q \right] \right)^{\frac{1}{q}} \leq 7(T \vee 1)^{\frac{3}{2}} e^{2\beta q (t-t_0)/p (\varphi(x_0))^\beta/p} \sqrt{\theta} \sqrt{q(2q-1)} \left( E \left[ \left\| \sigma(Y_{t_0, t \wedge \cdot}^{\theta, x_0}) \right\|^2 \right] \right)^{\frac{1}{2}} \leq 7(T \vee 1)^{\frac{3}{2}} e^{2\beta q (t-t_0)/p (\varphi(x_0))^\beta/p} \sqrt{\theta} \sqrt{q(2q-1)}. \quad (79)$$

Next, observe that Jensen’s inequality and Tonelli’s theorem imply for all $s \in (t_0, T]$, $X \in \{(X_{t_0, t})_{t \in [t_0, T]}: (Y_{t_0, t}^{\theta, x_0})_{t \in [t_0, T]} \}$ that

$$E \left[ \exp \left( \int_{t_0}^{s \wedge \tau} \frac{U(X_t)}{T} dt \right) \right] \leq \left( E \left[ \exp \left( \frac{1}{s-t_0} \int_{t_0}^{s} U(X_t) dt \right) \right] \right)^{\frac{1}{p}} \leq \frac{1}{s-t_0} \int_{t_0}^{s} E \left[ \frac{U(X_t)}{T} \right] dt \leq \sup_{t \in [t_0, T]} \frac{E \left[ \exp \left( U(X_t) \right) \right]}{t}. \quad (80)$$

This, (42), Hölder’s inequality, (64), the fact that $\min\{U, \bar{U} \} \geq 0$, and Lemma 2.3 imply that
Next, (64) and (37) imply that \((\mathbb{I}_{[t<\tau]}\mathbb{I})\in\mathbb{E}[\mathbb{I}_{[t<\tau]}\mathbb{I}]\)-predictable. Combining this, (36), (42), (66), the fact that \((a_t)\in\mathbb{E}[\mathbb{I}_{[t<\tau]}\mathbb{I}]\), \((b_t)\in\mathbb{E}[\mathbb{I}_{[t<\tau]}\mathbb{I}]\), and \((\mathbb{I}_{[\tau<\tau]}\mathbb{I})\in\mathbb{E}[\mathbb{I}_{[\tau<\tau]}\mathbb{I}]\)-predictable (see (61)), the fact that \((X_{t_0})\in\mathbb{E}[\mathbb{I}_{[t_0]}\mathbb{I}]\) and \((Y_{t_0})\in\mathbb{E}[\mathbb{I}_{[t_0]}\mathbb{I}]\)-adapted, and [40, Corollary 2.12] applied for \(s \in [t_0, T]\) with \(H \cap \mathbb{R}^d, U \cap \mathbb{R}^m, O \cap \mathbb{R}^d, O \cap \mathbb{R}^d, T \cap (T - t_0)\), \((\mathcal{F}_t)\in\mathbb{E}[\mathbb{I}_{[t_0]}\mathbb{I} \cap (\mathbb{F}_{t_0+})\in\mathbb{E}[\mathbb{I}_{[t_0]}\mathbb{I}]\), \((\mathbb{W}_t)\in\mathbb{E}[\mathbb{I}_{[t_0]}\mathbb{I} \cap (\mathbb{W}_{t_0+})\in\mathbb{E}[\mathbb{I}_{[t_0]}\mathbb{I}]\), \((\mathcal{E}_k)\in\mathbb{E}[\mathbb{I}_{[1,m]}\mathbb{I} \cap (\mathbb{E}_k)\in\mathbb{E}[\mathbb{I}_{[1,m]}\mathbb{I}]\), \(\mu \cap \sigma \cap \sigma, \varepsilon \cap 1, p \cap 2r, \tau \cap ((s \wedge \sigma) - t_0)\), \((\mathcal{X}_t)\in\mathbb{E}[\mathbb{I}_{[t_0]}\mathbb{I} \cap (\mathbb{X}_{t_0+})\in\mathbb{E}[\mathbb{I}_{[t_0]}\mathbb{I}]\), \((\delta \cap 1, \rho \cap 1, r \cap r, q \cap 2r)\) in the notation of [40, Corollary 2.12], (81), (74) (applied with \(q \cap 2r\) in the notation of (74)), (79) (applied with \(q \cap 2r\) in the notation of (79)), the assumption that \(4r \beta \leq p\) imply that

\[
\sup_{s \in [t_0, T]} \left( \mathbb{E}\left[ \left\| \mathbb{I}_{D_{t_0}}(Y_{t_0}) - Y_{t_0} \right\| \right] \right)^{1/\beta}
\leq \sup_{s \in [t_0, T]} \left( \mathbb{E}\left[ \left( \int_{t_0}^s \left( x - \mu(t) \sigma(x) \right) \right)^2 dt \right] \right)^{1/\beta}
\leq \sup_{s \in [t_0, T]} \left( \mathbb{E}\left[ \left( \int_{t_0}^s \left( x - \mu(t) \sigma(x) \right) \right)^2 dt \right] \right)^{1/\beta}
\leq \mathbb{E}\left[ \left( \int_{t_0}^s \left( x - \mu(t) \sigma(x) \right) \right)^2 dt \right]^{1/\beta}
\leq e^{(T-t_0)(3/2-1/r)} \left[ e^{(T-t_0)} \mathbb{E}\left[ \left( \int_{t_0}^s \left( x - \mu(t) \sigma(x) \right) \right)^2 dt \right] \right]^{1/\beta}
\leq 72\sqrt{2} (T \vee 1)^{3/2} e^{(2 + 2\beta/p)(T-t_0)} \left[ \mathbb{E}\left[ \left( \int_{t_0}^s \left( x - \mu(t) \sigma(x) \right) \right)^2 dt \right] \right]^{1/\beta} \mathbb{E}\left[ \left( \int_{t_0}^s \left( x - \mu(t) \sigma(x) \right) \right)^2 dt \right]^{1/\beta}
\]
Hölder’s inequality, the triangle inequality, and a combination of (67) (applied with $q \prec 2r$ in the notation of (67)) and of the assumption that $4r \beta \leq p$ therefore prove for all $s \in [t_0, T]$ that
\[
\left( \mathbb{E} \left[ \left\| \mathbb{I}_{D[\theta]} (Y_{t_0, s}^{\theta, x_0}) (X_{t_0, s}^{x_0} - Y_{t_0, s}^{\theta, x_0}) \right\|^r \right] \right)^{\frac{1}{r}}
\leq \left( \mathbb{P} \left[ Y_{t_0, s}^{\theta, x_0} \notin D[\theta] \right] \right)^{\frac{1}{r}} \left[ \left( \mathbb{E} \left[ \left\| X_{t_0, s}^{x_0} \right\|^{2r} \right] \right)^{\frac{1}{2r}} + \left( \mathbb{E} \left[ \left\| Y_{t_0, s}^{\theta, x_0} \right\|^{2r} \right] \right)^{\frac{1}{2r}} \right]^{\frac{1}{r}}
\leq \left[ c_0(\theta) \exp \left( e^{c_0(T-t_0)} U(x_0) \right) \right]^{\frac{1}{r}} \left[ 2b e^{c_0(T-t_0)\beta/p} (\varphi(x_0))^{\beta/p} \right] + 72\sqrt{2} (T \vee 1)^{3/2} b^2 e^{c_0(T-t_0)} \left( \exp \left( e^{c_0(T-t_0)} U(x_0) \right) \right)^{\frac{1}{p}} (\varphi(x_0))^{\beta/p} \left[ c_0(\theta) \right]^{\frac{1}{p}} \sqrt{\theta}
\leq 74\sqrt{2} (T \vee 1)^{3/2} b^2 \exp \left( (2 + \frac{p}{2r})(T - t_0) \right) \left[ c_0(\theta) \exp \left( e^{c_0(T-t_0)} U(x_0) \right) \varphi(x_0) \right]^{\frac{p}{r}} \sqrt{\theta}.
\] (84)

This completes the proof of Lemma 2.4.

The following corollary extends Lemma 2.4 to a formulation which we later need to apply [47, Corollary 3.12].

**Corollary 2.5.** Assume Setting 2.2, let $t_0 \in [0, T)$, $x_0 \in \mathbb{R}^d$, $t \in [t_0, T]$, $s \in [t, T]$, and let $\varepsilon: \mathbb{R} \to [0, \infty)$ be the function which satisfies for all $a \in \mathbb{R}$ that
\[
\varepsilon(a) = 74\sqrt{2} (T \vee 1)^{3/2} b^2 \exp \left( (2 + \frac{p}{2r})(T - t_0) \right) \left[ c_0(a) \exp \left( e^{c_0(T-t_0)} U(x_0) \right) \varphi(x_0) \right]^{\frac{p}{r}} \sqrt{|a|}.
\] (86)

Then it holds for all $\theta \in \mathcal{P}(t_0, T)$ that
\[
\left( \mathbb{E} \left[ \left\| X_{t_0, s}^{\theta, x_0} - X_{t_0, s}^{\theta, x_0} \right\|^r \right] \right)^{\frac{1}{r}} \leq \varepsilon(\theta).
\] (87)

**Proof of Corollary 2.5.** First, we consider the trivial cases $t = t_0$ and $t = T$. Observe that (36) and (37) imply that $Y_{t_0, t_0} = X_{t_0, t_0} = x_0$. This shows in the case $t = t_0$ that (87) is trivially true. Next, Lemma 2.4 and (86) imply for all $\theta \in \mathcal{P}(t_0, T)$ that
\[
\left( \mathbb{E} \left[ \left\| Y_{t_0, s}^{\theta, x_0} - X_{t_0, s}^{x_0} \right\|^r \right] \right)^{\frac{1}{r}} \leq \varepsilon(\theta).
\] (88)

This shows in the case $t = T$ that (87) holds. For the rest of the proof we assume that $t \in (t_0, T)$. The fact that the Brownian motion has independent increments, (36), and (37) imply that
\[
\sigma \left( \{ X_{t, s}^{\eta, x_0} : \eta \in \mathcal{P}(t, T), x \in \mathbb{R}^d \} \right) \text{ and } \sigma \left( \{ Y_{t, s}^{\eta, x_0} : \eta \in \mathcal{P}(t, T), x \in \mathbb{R}^d \} \right)
\]
are independent.

This combined with disintegration (see, e.g., [49, Lemma 2.2]), (35), the flow property, (88), and the fact that $\varepsilon_{|_{0, \infty}}$ is non-decreasing imply that for all $\theta, \eta \in \mathcal{P}(t_0, T), \eta \in \mathcal{P}(t, T), n \in \mathbb{N}$,
lem

= \left( \mathbb{E} \left[ \left\| Y_{t,s}^\eta - X_{t,s}^\eta \right\|_\bullet \right] \right)^{1/r} 
  \leq \left( \mathbb{E} \left[ \left\| Y_{t,s}^\mu - X_{t,s}^\mu \right\|_\bullet \right] \right)^{1/r}

(90)

This, (89) combined with a basic result on disintegration (see, e.g., Lemma 2.2 in [49]), (88), Fatou’s lemma, continuity of \( \varepsilon \), and the fact that \( \varepsilon(0) = 0 \) imply for all \( \theta \in \mathcal{P}(t_0, T) \) that

\[
\left( \mathbb{E} \left[ \left\| Y_{t,s}^\mu - X_{t,s}^\mu \right\|_\bullet \right] \right)^{1/r}
  \leq \liminf_{v \in \mathcal{P}(t_0, T)} \mathbb{E} \left[ \left\| Y_{t,s}^\mu - X_{t,s}^\mu \right\|_\bullet \right] \leq \varepsilon(\theta \cup |v|) = \varepsilon(\theta).
\]

This implies (87) and completes the proof of Corollary 2.5.

\[\square\]

2.3 A Lyapunov-type function

The following lemma, Lemma 2.6, shows that the functions \( V \) \( \cap (\mathbb{R}^d \ni x \mapsto (\| x \|^2 + d)^{p+1}, d, p \in \mathbb{N}, \) are suitable Lyapunov-type functions.

Lemma 2.6. Consider the notation in Subsection 1.1, let \( d, m \in \mathbb{N}, p \in [3/2, \infty), a, c \in (0, \infty), \) \( \) and let \( \mu : \mathbb{R}^d \rightarrow \mathbb{R}^d, \sigma = (\sigma_1, \sigma_2, \ldots, \sigma_m) : \mathbb{R}^{d \times m} \rightarrow \mathbb{R}, \) \( \varphi : \mathbb{R}^d \rightarrow \mathbb{R} \) satisfy for all \( x \in \mathbb{R}^d \) that

\[
\varphi(x) = (a + \| x \|^2)^p \quad \text{and} \quad \langle \mu(x), x \rangle + \frac{1}{2}(2p - 1)\| \sigma(x) \|^2 \leq c\varphi(x)^{1/p}.
\]

(92)

Then it holds for all \( x \in \mathbb{R}^d, i \in \{1, 2, 3\} \) that \( \| (D^i\varphi)(x) \|_{L^1(\mathbb{R}^d, \mathbb{R})} \leq (2p)^i\varphi(x)^{1 - \frac{i}{p}} \) and

\[
((D\varphi)(x)(\mu(x) + \frac{1}{2}\sum_{k=1}^m (D^2\varphi)(x)(\sigma_k(x), \sigma_k(x)) \leq 2cp\varphi(x).
\]

Proof of Lemma 2.6. First, (92) and the Cauchy-Schwarz inequality show that for all \( x, u, v, w \in \mathbb{R}^d \) it holds that \( \| x \| \leq (\varphi(x))^{-1/p}, \)

\[
(D\varphi)(x)(u, v, w) = 4p(p - 1)(p - 2) \left[ a + \| x \|^2 \right]^{p-3} 2(w, v) \left\| 2(x, u) \right\| + 4p(p - 1) \left[ a + \| x \|^2 \right]^{p-3} 2(w, v) \left\| x, u \right\|
\]

\[
\leq 8p(p - 1)(p - 2)(\varphi(x))^{-2} \left\| x \right\|^3 \left\| w \right\| \left\| v \right\| \left\| u \right\|
\]

(95)

+ 4p(p - 1)(\varphi(x))^{-2} \left( \left\| w \right\| \left\| u \right\| \left\| x \right\| \left\| v \right\| \right) + 8p(p - 1)(\varphi(x))^{-2} 2\left\| x \right\| \left\| w \right\| \left\| u \right\| \left\| v \right\|.
\]
This, (9), the triangle inequality, and the assumption that $p \geq 3/2$ imply for all $x \in \mathbb{R}^d$ that
\[
\| (D\varphi)(x) \| \leq 2p(\varphi(x))^{\frac{2}{p-1}} \| x \| \leq 2p(\varphi(x))^{1-\frac{1}{p}} ,
\]
\[
\| (D^2\varphi)(x) \|_{L^p(\mathbb{R}^d, \mathbb{R})} \leq (4p(p-1) + 2p)(\varphi(x))^{\frac{2}{p-1}} \leq 2p(2p-1)(\varphi(x))^{1-\frac{1}{p}} , \quad \text{and}
\]
\[
\| (D^3\varphi)(x) \|_{L^p(\mathbb{R}^d, \mathbb{R})} \leq [8p(p-1)((p-2) \lor 0) + 12p(p-1)](\varphi(x))^{1-\frac{1}{p}} \leq p(p-1)[8(p-2) \lor 0 + 12](\varphi(x))^{1-\frac{1}{p}} \leq (2p)^3(\varphi(x))^{1-\frac{1}{p}} .
\]  
(96)

This, (93), and (92) prove for all $x \in \mathbb{R}^d$ that
\[
((D\varphi)(x))(\mu(x)) + \frac{1}{2} \sum_{k=1}^{m} ((D^2\varphi)(x))(\sigma_k(x), \sigma_k(x)) \leq 2p(\varphi(x))^{\frac{2}{p-1}} \| \mu(x) \| + \frac{1}{2}\| (D^2V)(x) \|_{L^p(\mathbb{R}^d, \mathbb{R})} \sum_{k=1}^{m} \| \sigma_k(x) \|^2 
= 2p(\varphi(x))^{\frac{2}{p-1}} \left[ \| \mu(x) \| + \frac{1}{2}(2p-1)|\sigma(x)|^2 \right] \leq 2p(\varphi(x))^{\frac{2}{p-1}} c(\varphi(x))^{\frac{1}{p}} = 2c_p \varphi(x) .
\]
This and (96) complete the proof of Lemma 2.6. \qed 

3 Error analysis for MLP approximations

A central assumption of Theorem 3.1 below is the local monotonicity condition (105) where $U, \tilde{U}$ satisfy the exponential integrability condition (108). These conditions are satisfied by many interesting SDEs from applications; see, e.g., [15, Chapter 4]. The two main steps of the proof of Theorem 3.1 are to (a) apply [47, Corollary 3.12] with the forward process given by (113) to obtain (131) and to (b) apply [47, Lemma 2.3] to obtain the distance (130) between the exact PDE solution and the solution of the stochastic fixed-point equation with respect to (113).

**Theorem 3.1.** Consider the notation in Subsection 1.1, let $d, m \in \mathbb{N}$, $T \in (0, \infty)$, $b, c, \beta, \gamma \in [1, \infty)$, $L, \alpha \in [0, \infty)$, $p \in [8\beta, \infty)$, $\tilde{U} \in C(\mathbb{R}^d, [0, \infty))$, $\kappa \in (0, p/(3\beta + 1)]$, $\varphi \in C^2(\mathbb{R}^d, [1, \infty))$, $U \in C^3(\mathbb{R}^d, [0, \infty))$, $g \in C(\mathbb{R}^d, \mathbb{R})$, let $f: [0, T] \times \mathbb{R}^d \times \mathbb{R} \rightarrow \mathbb{R}$ be $\mathcal{B}([0, T] \times \mathbb{R}^d \times \mathbb{R})/\mathcal{B}(\mathbb{R})$-measurable, let $\mu \in C(\mathbb{R}^d, \mathbb{R}^d)$, $\sigma = (\sigma_1, \sigma_2, \ldots, \sigma_m) \in C(\mathbb{R}^d, \mathbb{R}^{d \times m})$, let $F: \mathbb{R}^{[0,T] \times \mathbb{R}^d} \rightarrow \mathbb{R}^{[0,T] \times \mathbb{R}^d}$ satisfy for all $t \in [0, T]$, $x \in \mathbb{R}^d$, $w \in \mathbb{R}^{[0,T] \times \mathbb{R}^d}$ that
\[
(F(w))(t, x) = f(t, x, w(t, x))
\]
(98)

let $(D_h)_{h \in (0,T]} \subseteq \mathcal{B}(\mathbb{R}^d)$, let $\rho \in \mathbb{R}$ satisfy that $p = (5e^{1+\frac{1}{p}})^{3p}$, assume for all $\ell \in \{1, 2, 3\}$,
\[
\| (D^\ell \varphi)(x) \|_{L^p(\mathbb{R}^d, \mathbb{R})} \leq c|\varphi(x)|^{1-\frac{1}{p}} ,
\]
(99)

\[
(D\varphi)(x)(\mu(x)) + \frac{1}{2} \sum_{k=1}^{m} (D^2\varphi)(x)(\sigma_k(x), \sigma_k(x)) \leq c\varphi(x) ,
\]
(100)

\[
\max \left\{ \| Tf(t, x, 0) \|, \| g(x) \|, \| \mu(x) \|, \| \sigma(x) \|, \| x \| \right\} \leq b(\varphi(x))^{\frac{\alpha}{p}} ,
\]
(101)

\[
| f(t, x, w_1) - f(t, y, w_2) | \leq L | w_1 - w_2 | + bT^{-\gamma/2}(\varphi(x) + \varphi(y))^{\frac{\alpha}{p}} \| x - y \| ,
\]
(102)

\[
| g(x) - g(y) | \leq bT^{-\gamma/2}(\varphi(x) + \varphi(y))^{\frac{\alpha}{p}} \| x - y \| ,
\]
(103)

\[
\max \left\{ \| \mu(x) - \mu(y) \|, \| \sigma(x) - \sigma(y) \| \right\} \leq b \| x - y \| \left[ (\varphi(x))^{\frac{\alpha}{p}} + (\varphi(y))^{\frac{\alpha}{p}} \right] ,
\]
(104)
\[
\langle x - y, \mu(x) - \mu(y) \rangle + 3\|\sigma(x) - \sigma(y)\|^2 \\
\leq \|x - y\|^2 \left[ \frac{U(x) + U(y)}{16T} + \frac{\bar{U}(x) + \bar{U}(y)}{16} \right],
\]
(105)

\[
\|\langle D^i U(x) \rangle \|_{L^q(R^d \times R)} \leq c\|U(x)\|^{1 - \frac{1}{2}}, \quad |\bar{U}(x)| \leq c(1 + |U(x)|^\gamma),
\]
(106)

\[
|\bar{U}(x) - \bar{U}(y)| \leq c[1 + |U(x)|^\gamma + |U(y)|^\gamma]\|x - y\|, \quad \text{and}
\]
(107)

\[
\langle D U(x) \rangle (\mu(x)) + \frac{1}{2} \sum_{k=1}^m \langle D^2 U(x) \rangle (\sigma_k(x), \sigma_k(x)) \\
+ \frac{1}{2} e^{\alpha T} \|\sigma(x)^* (\nabla U)(x)\|^2 + \bar{U}(x) \leq \alpha U(x),
\]
(108)

assume for all \( h \in (0, T) \), \( x \in D_h \) that

\[
\max \left\{ \|\mu(x)\|, \|\sigma(x)\|, U(x), \theta^{\infty} \varphi(x) \right\} \leq \min \left\{ \text{ch}^{-\frac{\alpha}{\gamma}}, \text{ch}^{-\frac{1}{\gamma + \gamma}}, \text{ch}^{-\infty}, 2 \log \left( \frac{1}{\gamma} \right) \right\},
\]
(109)

let \( P(0, T) \) be the set which satisfies that

\[
P(0, T) = \{(t_0, t_1, \ldots, t_n) \in \mathbb{R}^{n+1} : n \in \mathbb{N}, 0 = t_0 < t_1 < \ldots < t_n = T \},
\]
(110)

for every \( \delta \in P(0, T) \), \( n \in \mathbb{N} \), \( (t_0, t_1, \ldots, t_n) \in \mathbb{R}^{n+1} \) with \( \delta = (t_0, t_1, \ldots, t_n) \) let \( |\delta| \in (0, T] \), \( \langle \cdot, \cdot \rangle : [t_0, t_n] \to \mathbb{R} \) satisfy for all \( t \in (t_0, t_n] \) that

\[
|\delta| = \max_{i \in [0, n-1] \cap \mathbb{N}_0} |t_{i+1} - t_i|, \quad \langle t_0, \delta \rangle = t_0, \quad \text{and} \quad \langle t, \delta \rangle = \sup \{(t_0, t_1, \ldots, t_n) \cap [t_0, t)\},
\]
(111)

let \((\delta_n)_{n \in \mathbb{N}} \subseteq P(0, T) \) satisfy for all \( n \in \mathbb{N} \) that

\[
\delta_n = (0, 1, \ldots, n^n) \frac{F}{n^n},
\]
(112)

let \( \Theta = \bigcup_{n \in \mathbb{N}} \mathbb{Z}^n \), \( \{(\Omega, \mathcal{F}, \mathbb{P}, (\mathbb{F}_t)_{t \in [0, T]}) \} \) be a filtered probability space which satisfies the usual conditions, let \( v^\theta : \Theta \to [0, 1], \theta \in \Theta \), be independent random variables which are uniformly distributed on \([0, 1]\), let \( \mathcal{R}^\theta : [0, T] \times \Omega \to [0, T], \theta \in \Theta \), satisfy for all \( t \in [0, T] \), \( \theta \in \Theta \) that \( \mathcal{R}^\theta_t = t + (T - t)^{v^\theta}, \) let \( W^\theta : [0, T] \times \Omega \to \mathbb{R}^m, \theta \in \Theta \), be standard \((\mathbb{F}_t)_{t \in [0, T]}\)-Brownian motions with continuous sample paths, assume that \( \sigma(\{v^\theta : \theta \in \Theta \}) \) and \( \sigma(\{W^\theta : \theta \in \Theta, t \in [0, T]\}) \) are independent, for every \( \theta \in \Theta \), \( t \in [0, T], \) \( x \in \mathbb{R}^d \), \( \delta \in P(0, T) \) let \( Y_{t, s}^\delta(x, \omega) \) for all \( s \in (t, T] \) that \( Y_{t, s}^\delta(x) = x \) and

\[
Y_{t, s}^\delta(x) = \left[ z + 1_{D_{|\delta|}(t)}(z) \left( \mu(z) s - \mathbb{1}_{s \leq |\delta|}(t) + \frac{\sigma(z)(W^\theta_{s} - W^\theta_{s \leq |\delta|}(t))}{1 + \|\sigma(z)(W^\theta_{s} - W^\theta_{s \leq |\delta|}(t))\|^2} \right) \right] z = Y_{t, s, \delta, \theta}(x),
\]
(113)

let \( V_{n, M}^\delta : [0, T] \times \mathbb{R}^d \times \Omega \to \mathbb{R}, \ n \in \mathbb{N}, M \in \mathbb{Z}, \theta \in \Theta, \delta \in P(0, T) \), \( V_{n, M}^\delta(t, x) \) satisfy for all \( n, M \in \mathbb{N}, \theta \in \Theta, \delta \in P(0, T), t \in [0, T], x \in \mathbb{R}^d \) that \( V_{n, M}^\delta(t, x) = V_{n, M}^\delta(t, x) = 0 \) and

\[
V_{n, M}^\delta(t, x) = \frac{1}{M^n} \sum_{i=1}^{M^n} g^\delta(\langle t, T,M \rangle - i) Y_{t, t, M}^{\delta, \theta}(x) \\
+ \sum_{i=1}^{n-1} \left( \frac{T - t}{M^{n-\ell}} \right) \sum_{i=1}^{M^{n-\ell}} \left( F(V_{t, M}^{\delta, \theta, \ell,i}) - 1_N(\ell) F(V_{t-1, M}^{\delta, \theta, \ell,i}) \right) \left( \mathcal{R}_t^{(\theta, i)}, Y_{t, M}^{\delta, \theta, \ell,i}(x) \right),
\]
(114)
let \((\text{FE}_{n,M}^\delta)_{\delta \in \mathcal{P}(0,T), n \in \mathbb{N}, M \in \mathbb{N}}\) satisfy for all \(\delta \in \mathcal{P}(0,T), n, M \in \mathbb{N}\) that \(\text{FE}_{n,M}^\delta = 0\) and

\[
\text{FE}_{n,M}^\delta \leq \left(2 + \left\lceil \frac{T}{\delta} \right\rceil\right) M^n + \sum_{\ell = 0}^{n-1} \left[ M^{n-\ell} \left(3 + \left\lceil \frac{T}{\delta} \right\rceil + \text{FE}_{\ell,M}^\delta + 1_{N}(\ell)\text{FE}_{\ell-1,M}^\delta\right)\right],
\]

(115)

and let \(c_0 : \mathbb{R} \to \mathbb{R}\) satisfy for all \(a \in \mathbb{R}\)

\[
c_0(a) = \exp\left(\exp\left(2 \left[720 \max\{T, \alpha, 1\}\right] e^{\alpha T} \right)^3 \left[720\left(e^{\alpha T}\right)^3 \max\{T, 1\} + \gamma\right] \right) \min\{|a|, 1\}^{1/8}.
\]

(116)

Then

i) for every \(t \in [0, T], x \in \mathbb{R}^d, \theta \in \Theta\) there exists an \((\mathbb{F}_s)_{s \in [t,T]}\)-adapted stochastic process \((X^\theta_{t,s}(x, \omega))_{s \in [t,T], \omega \in \Omega} : [t, T] \times \Omega \to \mathbb{R}^d\) with continuous sample paths which satisfies that for all \(s \in [t, T]\) it holds \(\mathbb{P}\)-a.s. that

\[
X^\theta_{t,s}(x) = x + \int_t^s \mu(X^\theta_{t,r}(x)) \, dr + \int_t^s \sigma(X^\theta_{t,r}(x)) \, dW^\theta_{r},
\]

(117)

ii) there exists a unique \(\mathcal{B}([0, T] \times \mathbb{R}^d)/\mathcal{B}(\mathbb{R})\)-measurable function \(u : [0, T] \times \mathbb{R}^d \to \mathbb{R}\) which satisfies that \(\sup_{t \in [0,T], x \in \mathbb{R}^d}[u(t, x)(\varphi(x))^{-\beta/|\rho|}] < \infty\) and which satisfies for all \(t \in [0, T], x \in \mathbb{R}^d\) that \(\mathbb{E}[|\varphi(X^0_{t,T}(x))|] + \int_t^T \mathbb{E}[|f(s, X^0_{t,s}(x), u(s, X^0_{t,s}(x)))|] \, ds < \infty\) and

\[
u(t, x) = \mathbb{E}\left[g(X^0_{t,T}(x)) + \int_t^T f(s, X^0_{t,s}(x), u(s, X^0_{t,s}(x))) \, ds\right],
\]

(118)

iii) it holds for all \(t \in [0, T], x \in \mathbb{R}^d, \delta \in \mathcal{P}(0,T), n, M \in \mathbb{N}\)

\[
\begin{align*}
\left(\mathbb{E}\left[V^\delta_{n,M}(t, x) - u(t, x)\right]^2\right)^{1/2} & \leq \frac{e^{M/2} e^{2nLT}}{M^{n/2}} + \left|\delta\right|^{1/2} \right) 1184b^3 e^{3T+\rho T + 3LT(c_0(|\delta|))} T^{1/2} \left(\varphi(x)\right)^{1/2},
\end{align*}
\]

(119)

and

iv) there exist \((n(\varepsilon, x))_{x \in \mathbb{R}^d, \varepsilon \in (0,1)} \subseteq \mathbb{N}\) such that for all \(\varepsilon, \gamma \in (0, 1), n \in [n(\varepsilon, x), \infty) \cap \mathbb{N}, t \in [0, T], x \in \mathbb{R}^d\) it holds that \(\mathbb{E}\left[V^\delta_{n,n}(t, x) - u(t, x)\right]^2 < \varepsilon^2\) and

\[
\begin{align*}
\sum_{k=1}^{n(\varepsilon, x)} \text{FE}_{k,k}^\delta & \leq \varepsilon^{4+\gamma}
\end{align*}
\]

\[
\leq \sup_{n \in \mathbb{N}} \left[\frac{n(\varepsilon, x)}{5^{n(\varepsilon, x)} e^{2nT} T^{1/2}}\right] \left[10^4 b^3 e^{3T+\rho T + 3LT(c_0(1))} T^{1/2} \left(\varphi(x)\right)^{1/2}\right]^{1/4}.
\]

(120)

**Remark 3.2.** We discuss the computational effort of the approximation method in (114). For every \(n \in \mathbb{N}_0, M \in \mathbb{N}, \delta \in \mathcal{P}(0,T), t \in [0,T], x \in \mathbb{R}^d, \theta \in \Theta\) we think of \(\text{FE}_{n,M}^\delta\) as an upper bound for the number of function evaluations which are required to compute one realization of \(V^\delta_{n,M}(t, x)\) in (114). Then (115) can be explained as follows. For every \(n, M \in \mathbb{N}, i \in \{1, 2, \ldots, M^n\}, \delta \in \mathcal{P}(0,T), t \in [0,T], x \in \mathbb{R}^d, \theta \in \Theta\) we need no more than \((1 + [T/|\delta|])\) function evaluation to get one realization of \(Y^\delta_{t,T}(x)\) and therefore we need no more than \((2 + [T/|\delta|])\) function evaluations to get one realization of \(g(Y^\delta_{t,T}(x))\). Next, for every \(n, M \in \mathbb{N}, \ell \in \{0, 1, \ldots, n\}, i \in \{1, 2, \ldots, M^{n-\ell}\}, \delta \in \mathcal{P}(0,T), t, s \in [0,T], x, y \in \mathbb{R}^d, \theta \in \Theta\) we need (see (113)) no more than \(1 + [T/|\delta|]\) function evaluations to get one realization of
\[ Y_{t,\ell,\mathrm{m}}^{\delta, (\theta, \ell, i)}(x) \] we need (see (114)) no more than \( FE_{\delta} \) to get one realization of \( V_{t,\ell,\mathrm{m}}^{\delta, (\theta, \ell, i)}(s,y) \), we need (see (114)) no more than \( {}_{1\mathbb{N}}(\ell) FE_{\ell,\mathrm{m}}^{\delta} \) function evaluations to get one realization of \( V_{t,\ell,\mathrm{m}}^{\delta, (\theta, \ell, i)}(s,y) \), and therefore we need no more than \( 3 + [T/|\delta|] + \mathbb{I}_{\mathbb{N}}(\ell) FE_{\ell,\mathrm{m}}^{\delta} \) function evaluations to get one realization of \( (F(V_{t,\ell,\mathrm{m}}^{\delta, (\theta, \ell, i)}) - \mathbb{I}_{\mathbb{N}}(\ell) F(V_{t,\ell,\mathrm{m}}^{\delta, (\theta, \ell, i)}))(R_{t,\ell,\mathrm{m}}^{(\theta, \ell, i)}, Y_{t,\ell,\mathrm{m}}^{\delta, (\theta, \ell, i)}(x)) \).

**Proof of Theorem 3.1.** Throughout this proof let \( \Delta \subseteq [0,T]^2 \) be the set which satisfies that \( \Delta = \{(t,s) \in [0,T]^2 : t \leq s\} \) and let \( \psi \in C([0,T] \times \mathbb{R}^d, [0,\infty)) \) be the function which satisfies for all \( t \in [0,T] \), \( x \in \mathbb{R}^d \) that

\[
\psi(t,x) = \left[ \exp \left( e^{\alpha (T-t)} U(x) \right) \right]^{\frac{1}{2}} \left[ e^{\rho (T-t)} \varphi(x) \right]^{\frac{1}{2}}. \tag{121}
\]

First, (104) and the assumption that \( \phi \in C(\mathbb{R}^d, [0,\infty)) \) prove that \( \mu \) and \( \sigma \) are locally Lipschitz continuous. This, (100), (101), and a standard result on SDEs with locally Lipschitz continuous coefficients (see, e.g., [31, Corollary 2.6]) imply (i).

For the proof of (ii) we are going to apply [47, Proposition 2.2] and first check the assumptions. Jensen’s inequality, the fact that \( p \in [8\beta, \infty), 1 \leq c \leq p, \beta \in [1,\infty), \) and a combination of the assumption that \( \kappa \in (0,p/(3\beta + 1)), (113), (99), (100), (101), \) the fact that \( p = (5c^{2+1/\kappa})^{3p} \), [15, Lemma 2.2] (applied for \( t \in [0,T], s \in [t,T], x \in \mathbb{R}^d, \theta \in \Theta \) with \( T \cap T - t, O \cap \mathbb{R}^d, V \cap ([0,T-t] \times \mathbb{R}^d \ni (s, x) \mapsto \varphi(x) \in [0,\infty)), \alpha \cap ((0,T-t) \ni s \mapsto c \in [0,\infty)), \tau \cap s - t, X \cap (X_{t,\ell,\mathrm{m}}(t))_{t \in [0,T]} \) in the notation of [15, Lemma 2.2]), and of Lemma 2.1 (applied for \( \delta \in \mathcal{P}(0,T), s \in [0,T], x \in \mathbb{R}^d, \theta \in \Theta \) with \( \beta \cap \beta - 1, V \cap \varphi, \theta \cap (\delta \cup \{s\})_{s \in [T]}, Y_{t,\ell,\mathrm{m}} \cap \delta \varphi(x) \) in the notation of Lemma 2.1) imply for all \( \theta \in \Theta, \delta \in \mathcal{P}(0,T), x \in \{ Y^{\delta,0}, X^0 \}, t \in [0,T], s \in [t,T], x \in \mathbb{R}^d \) that

\[
E \left[ \exp \left( e^{\alpha (T-t)} U(x) \right) \right] \leq c_0(|\delta|) \exp \left( e^{\alpha (T-t)} U(x) \right) \tag{123}
\]

and

\[
\left( E \left[ \left\| X_{t,\ell,\mathrm{m}}^{\delta,0} (X_{t,\ell,\mathrm{m}}^{\delta,0}(x)) - X_{s,t}^{\delta,0} (Y_{t,\ell,\mathrm{m}}^{\delta,0}(x)) \right\| ^2 \right] \right)^{1/2} \\
\leq 74 \sqrt[4]{2} (T \vee 1)^{2/\kappa + 2} e^{2T + \rho T/4} c_0(|\delta|) \exp \left( e^{\alpha (T-t)} U(x) \right) |\delta|^{1/2} \tag{124}\]

Next, continuity of \( \mu, \sigma \), path continuity of \( W^\theta, \theta \in \Theta \), the fact that \( \{D_\delta\}_{\delta \in [0,T]} \subseteq B(\mathbb{R}^d) \), and Fubini’s theorem imply for all \( B([0,T] \times \mathbb{R}^d)/B([0,\infty)) \)-measurable functions \( \eta : [0,T] \times \mathbb{R}^d \rightarrow [0,\infty) \) and all \( \delta \in \mathcal{P}(0,T), \theta \in \Theta \) that

\[
\Delta \times \mathbb{R}^d \ni (t,s,x) \mapsto E \left[ \eta(s, Y_{t,\ell,\mathrm{m}}^{\delta,\theta}(x)) \right] \in [0,\infty] \text{ is } \mathcal{B}(\Delta \times \mathbb{R}^d)/\mathcal{B}(\mathbb{R}^d) \text{-measurable.} \tag{125}
\]

Moreover, local Lipschitz continuity of \( \mu, \sigma \), (100), (101), and [5, Lemma 3.7] (applied with \( \mathcal{O} \cap \mathbb{R}^d, V \cap ([0,T] \times \mathbb{R}^d \ni (t,s,x) \mapsto e^{\eta(t)} \varphi(x) \in (0,\infty)) \) in the notation of [5, Lemma 3.7])
imply for all \( \theta \in \Theta \) and all \( \mathcal{B}([0, T] \times \mathbb{R}^d)/\mathcal{B}([0, \infty)) \)-measurable functions \( \eta: [0, T] \times \mathbb{R}^d \to [0, \infty) \) that

\[
\Delta \times \mathbb{R}^d \ni (t, s, x) \mapsto \mathbb{E}[\eta(s, X^0_{t,s}(x))] \in [0, \infty] \text{ is } \mathcal{B}(\Delta \times \mathbb{R}^d)/\mathcal{B}([0, \infty)) \text{-measurable.} \quad (126)
\]

This, (125), (122), (102), (101), and [47, Proposition 2.2] (applied for \( t \in [0, T], x \in \mathbb{R}^d, \delta \in \mathbb{P}(0, T) \) with \( O \cup \mathbb{R}^d, (X^2_{t,s})_{t,s \in [0,T]} \cap (Y^{0,\delta}_{t,s})_{t,s \in [0,T]}, (X^0_{t,s})_{t,s \in [0,T]} \cap (X^0_{t,s}(x))_{t,s \in [0,T]}, V \cap (0, T) \times \mathbb{R}^d \) establish that

a) there exist unique \( \mathcal{B}([0, T] \times \mathbb{R}^d)/\mathcal{B}(\mathbb{R}) \)-measurable functions \( u, v_\delta: [0, T] \times \mathbb{R}^d \to \mathbb{R}, \delta \in \mathbb{P}(0, T) \), which satisfy that \( \sup_{t \in [0,T], x \in \mathbb{R}^d} \left[ |u(t, x)| + |v_\delta(t, x)| \right] \) for all \( \delta \in \mathbb{P}(0, T) \), \( t \in [0, T], x \in \mathbb{R}^d \) that

\[
\begin{align*}
\mathbb{E} \left[ \left| g(Y^{0,\delta_{t,T}}) \right| + \int_t^T \left| f(s, Y^{0,\delta_{t,s}}(x), v_\delta(s, Y^{0,\delta_{t,s}}(x))) \right| \, ds \right] &< \infty, \\
\mathbb{E} \left[ \left| g(X^{0}_{t,s}) \right| + \int_t^T \left| f(s, X^{0}_{t,s}(x), u(s, X^{0}_{t,s}(x))) \right| \, ds \right] &< \infty, \\
v_\delta(t, x) &= \mathbb{E} \left[ g(Y^{0,\delta_{t,T}}) + \int_t^T f(s, Y^{0,\delta_{t,s}}(x), v_\delta(s, Y^{0,\delta_{t,s}}(x))) \, ds \right], \quad \text{and} \\
u(t, x) &= \mathbb{E} \left[ g(X^{0}_{t,s}) + \int_t^T f(s, X^{0}_{t,s}(x), u(s, X^{0}_{t,s}(x))) \, ds \right]
\end{align*}
\] (127)

and

b) it holds for all \( \delta \in \mathbb{P}(0, T) \) that

\[
\sup_{t \in [0,T], x \in \mathbb{R}^d} \left[ \frac{|u(t, x)|}{\mathbb{E}[|\mathbb{E}[\eta(s, X^0_{t,s}(x))]|^{\beta/p}(\varphi(x))^{\beta/p}]} \right] \leq \sup_{t \in [0,T], x \in \mathbb{R}^d} \left( \frac{|g(x)|}{\mathbb{E}[|\mathbb{E}[\eta(s, X^0_{t,s}(x))]|^{\beta/p}(\varphi(x))^{\beta/p}]} \right) e^{LT} \leq 2be^{LT}. \quad (128)
\]

This proves (ii).

For the proof of (iii) we are going to apply [47, Proposition 3.12] and first check the assumptions. Note that (121), the Cauchy-Schwarz inequality, (123), and (122) show for all \( \delta \in \mathbb{P}(0, T), \mathcal{X} \in \{Y^{0,\delta}, X^0\}, t \in [0, T], s \in [t, T], x \in \mathbb{R}^d \) that

\[
\mathbb{E}[\psi(s, \mathcal{X}_{t,s}(x))] = \mathbb{E} \left[ \left( \exp \left( e^{(0,s)-t} \mathcal{X}_{t,s}(x) \right) \right)^{\frac{1}{2}} \left( e^{(0,s)-t} \varphi(\mathcal{X}_{t,s}(x)) \right)^{\frac{1}{2}} \right] \\
\leq \left( \mathbb{E} \left[ \exp \left( e^{(0,s)-t} \mathcal{X}_{t,s}(x) \right) \right] \right)^{\frac{1}{2}} \left( \mathbb{E} \left[ e^{(0,s)-t} \varphi(\mathcal{X}_{t,s}(x)) \right] \right)^{\frac{1}{2}} \\
\leq \left[ c_0(|\delta|) \right] \left( e^{(0,s)-t} \varphi(\mathcal{X}_{t,s}(x)) \right)^{\frac{1}{2}} = \left( c_0(|\delta|) \right)^{1/2} e^{LT} \psi(t, x).
\]

Lipschitz continuity of \( \mu, \sigma \) (see (104)) implies for all \( t \in [0, T], s \in [t, T], r \in [s, T], x \in \mathbb{R}^d \) that \( \mathbb{P} \circ (X^0_{t,r})^{-1} = \mathbb{P} \circ (X^0_{s,t})^{-1} \). This combined with (i), (113), (122), (129), (127), (101), (128), (102), and (103), and with [47, Lemma 2.3] (applied for \( \delta \in \mathbb{P}(0, T) \) with \( \eta \cap (c_0(|\delta|))^{1/2}, \delta \cap 296b^2e^{3LT+\beta/4}c_0(|\delta|)^{1/4} \delta^{1/2}, p \cap p/\beta, q \cap 2, \| \| \cap \| \| \cap \| \| \| NN \cap \left(X^0_{t,s}(x)\right) t \in [0,T], s \in [t,T], x \in \mathbb{R}^d \cap (X^0_{t,s}(x)) t \in [0,T], s \in [t,T], x \in \mathbb{R}^d \cap \left. (Y^{0,\delta}_{t,s}(x)) t \in [0,T], s \in [t,T], x \in \mathbb{R}^d \cap \left. (X^{0,\delta}_{t,s}(x)) t \in [0,T], s \in [t,T], x \in \mathbb{R}^d \right), V \cap (0, T) \times \mathbb{R}^d \) establish the fact that \( 1 + LT \leq e^{LT} \), a combination of the fact that \( c_0 \geq 1 \) and of the fact that \( \forall a \in [1, \infty): ae^{LT} \leq e^{aLT} \), (121), and a combination of the fact that \( \varphi \geq 1 \) and of the fact that \( \beta/p \leq 1/4 \) imply for all \( t \in [0, T], x \in \mathbb{R}^d, \delta \in \mathbb{P}(0, T) \) that

\[
|u(t, x) - v_\delta(t, x)| \leq 4(1 + LT)T^{-1/2} e^{3LT+\beta/4} c_0(|\delta|)^{1/4} \\
\leq 1184b^2 e^{3LT+\beta/4} c_0(|\delta|)^{1/4} |\delta|^{1/2} \\
\leq 1184b^2 e^{3LT+\beta/4} c_0(|\delta|)^{1/4} |\delta|^{1/2}.
\]
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Next, [47, Corollary 3.12] (applied for \( \delta \in \mathcal{P}(0, T) \), \( t \in [0, T] \) with \( \rho \rightarrow 2\beta \rho/p, (Y_{t,x})_{t \in [0,T], x \in \mathcal{E}}, \Theta \in \mathcal{E}_{t \in [0,T], x \in \mathcal{E}}, \Phi \in \mathcal{E}_{t \in [0,T], x \in \mathcal{E}}, (V_{\delta,\rho}^{\delta,\rho})_{n,M \in \Xi}, \theta \in \Xi, (V_{\theta,\rho}^{\theta,\rho})_{n,M \in \Xi}, \theta \in \Xi, u \leq v^\delta, \phi \leq v^{2\beta/p}, \tau \leq t \) in the notation of [47, Corollary 3.12]), (98), (102), (127), (101), (128), and (122) imply for all \( \delta \in \mathcal{P}(0, T), t \in [0, T], n, M \in \mathbb{N} \) that

\[
\sup_{x \in \mathbb{R}^d} \left[ \mathbb{E} \left[ \frac{|V_{n,M}^{\delta,\rho}(t, x) - v_{\delta}(t, x)|^2}{(\phi(x))^{2\beta/p}} \right] \right]^{1/2} \leq 2e^{M/2}M^{-n/2}(1 + 2T)^{n-1}e^\rho^{2\beta T/p} \leq 2e^{M/2}M^{-n/2}(1 + 2T)^n e^{2\beta T/p} \leq 2e^{M/2}M^{-n/2}e^{2\beta T/p}.
\]

This, the triangle inequality, (130), the fact that \( 2\beta \leq p \), the fact that \( b, c_0, \phi \geq 1 \), and the fact that \( \forall a \in \mathbb{R} : c_0(a) \leq c_0(1) \) (see (116)) show for all \( n, M, n, t \in [0, T], x \in \mathbb{R}^d, \delta \in \mathcal{P}(0, T) \) that

\[
\left( \mathbb{E} \left[ |V_{n,M}^{\delta,\rho}(t, x) - u(t, x)|^2 \right] \right)^{1/2} \leq \left( \mathbb{E} \left[ |V_{n,M}^{\delta,\rho}(t, x) - v_{\delta}(t, x)|^2 \right] \right)^{1/2} + |u(t, x) - v_{\delta}(t, x)|
\leq 2e^{M/2}M^{-n/2}e^{2\beta T/p} \left( \phi(x) \right)^{2\beta/p} + 1184b^2(1 + 2T)^n e^{2\beta T/p} \left( \phi(x) \right)^{2\beta/p}
\]

\[
\leq (e^{M/2}e^{2\beta T/p}M^{-n/2} + |\delta|^{1/2}(1 + 2T)) |\phi(x)|^{1/2} + 1184b^2(1 + 2T)^n e^{2\beta T/p} |\phi(x)|^{1/2}.
\]

This shows (iii).

To prove (iv) let \( (n(\varepsilon, x))_{x \in (0,1), x \in \mathbb{R}^d} \subseteq [0, \infty] \) satisfy for all \( \varepsilon \in (0, 1), x \in \mathbb{R}^d \) that

\[
n(\varepsilon, x) = \inf \left\{ n \in \mathbb{N} : \sup_{k \in [n, \infty) \cap \mathbb{N}, t \in [0, T]} \mathbb{E} \left[ |V_{k,k}^{\delta,\rho}(t, x) - u(t, x)|^2 \right] < \varepsilon^2 \} \cup \{ \infty \} \right. \}
\]

(133)

The fact that \( \lim_{n \to \infty} (e^{n/2}e^{2\beta T/p}n^{-n/2}) = 0 \) and (71) then show for all \( x \in \mathbb{R}^d, \varepsilon \in (0, 1) \) that

\[
n(\varepsilon, x) \in \mathbb{N}.
\]

(134)

Next, a combination of (115) and of [49, Lemma 3.6] (applied with \( d \leq (2 + [T/|\delta|]) \), \( \mathcal{F}_{n,M} \mathcal{M}, n, M \in \mathbb{E} \), the notations of [49, Lemma 3.6]) and the fact that \( \forall \delta \in \mathcal{P}(0, T) : 2 + [T/|\delta|] \leq 4T/|\delta| \) show for all \( \delta \in \mathcal{P}(0, T), n, M \in \mathbb{N} \) that \( \mathcal{F}_{n,M} \leq (2 + [T/|\delta|]) (5M)^n \leq 4T|\delta|^{-1}(5M)^n \). This, (42), and the fact that \( \forall n \in \mathbb{N} : n^3 \leq 3^n \) show for all \( n \in \mathbb{N}, k \in [1, n + 1] \cap \mathbb{N} \) that

\[
2n^3 \mathcal{F}_{k,k}^\delta \leq 8nT|\delta|^{-1}(5k)^k \leq 8n(5k)^k \leq 8n(20n^2)^{n+1} = 160n^320^n2^n \leq 160n^{2n}60^n.
\]

(135)
This implies for all \( \gamma \in (0, \infty) \), \( n \in \mathbb{N} \), \( t \in [0, T] \), \( x \in \mathbb{R}^d \) that \( \sum_{k=1}^{n+1} \mathbb{F}^{\delta_k}_{k,k} \leq 160 nt^{2n60} \) and

\[
\left( \sum_{k=1}^{n+1} \mathbb{F}^{\delta_k}_{k,k} \right) \left( \mathbb{E} \left[ \left| V_{n,n}^{\delta_n,0}(t, x) - u(t, x) \right|^2 \right] \right)^{\frac{1}{2}} \leq 160 nt^{2n60} \]

\[
\left( \left( e^{n/2} e^{2nLT} n^{-n/2} + |\delta_n|^{1/2} T^{-1/2} \right) 1184 b^3 e^{3T+r+3LT(c_1(1))^{1/2}+e^{nT}U(x)/4} (\varphi(x))^{1/2} \right)^{\gamma+4} = 160 n^{2n60} \left( e^{n/2} e^{2nLT} n^{-n/2} + n^{-n/2} \right) 1184 b^3 e^{3T+r+3LT(c_1(1))^{1/2}+e^{nT}U(x)/4} (\varphi(x))^{1/2} \right)^{\gamma+4} \leq 160 n^{-\gamma/2} 60n \left( e^{n/2} e^{2nLT} n^{-n/2} + n^{-n/2} \right) 1184 b^3 e^{3T+r+3LT(c_1(1))^{1/2}+e^{nT}U(x)/4} (\varphi(x))^{1/2} \right)^{\gamma+4} \leq n^{-\gamma/2} \left( 160 n^{1/2} e^{n/260} e^{2nLT} 1184 b^3 e^{3T+r+3LT(c_1(1))^{1/2}+e^{nT}U(x)/4} (\varphi(x))^{1/2} \right)^{\gamma+4} \leq n^{-\gamma/2} \left( 5^n e^{2nLT} 10^4 b^3 e^{3T+r+3LT(c_1(1))^{1/2}+e^{nT}U(x)/4} (\varphi(x))^{1/2} \right)^{\gamma+4} .
\]

This, (135), and (134) imply that for all \( \varepsilon, \gamma \in (0, 1) \), \( t \in [0, T] \), \( x \in \mathbb{R}^d \) it holds in the case \( n(\varepsilon, x) = 1 \) that \( \sum_{k=1}^{n(\varepsilon, x)} \mathbb{F}^{\delta_k}_{k,k} \leq \mathbb{F}^{\delta_1}_{1,1} \leq 160 \cdot 60 \) and it holds in the case \( n(\varepsilon, x) \geq 2 \) that

\[
\left( \sum_{k=1}^{n_{\varepsilon,x}} \mathbb{F}^{\delta_k}_{k,k} \right) \varepsilon^{1+\gamma} \leq \left( \sum_{k=1}^{n_{\varepsilon,x}} \mathbb{F}^{\delta_k}_{k,k} \right) \mathbb{E} \left[ \left| V_{n,n}^{\delta_n,0}(t, x) - u(t, x) \right|^2 \right] \right)^{\frac{1}{2}} \leq \sup_{n \in \mathbb{N}} \left[ n^{-\gamma/2} \left( 5^n e^{2nLT} \right)^{\gamma+4} \right] 10^4 b^3 e^{3T+r+3LT(c_1(1))^{1/2}+e^{nT}U(x)/4} (\varphi(x))^{1/2} \right)^{\gamma+4} .
\]

This, the fact that \( b, c, \varphi \geq 1 \), and the fact that \( 160 \cdot 60 \leq (10^4)^4 \) prove that

\[
\left( \sum_{k=1}^{n_{\varepsilon,x}} \mathbb{F}^{\delta_k}_{k,k} \right) \varepsilon^{1+\gamma} \leq \sup_{n \in \mathbb{N}} \left[ \left( 5^n e^{2nLT} \right)^{\gamma+4} \right] 10^4 b^3 e^{3T+r+3LT(c_1(1))^{1/2}+e^{nT}U(x)/4} (\varphi(x))^{1/2} \right)^{\gamma+4} .
\]

This, (133), and (134) imply (iv). The proof of Theorem 3.1 is thus completed.

The error estimate (119) shows that the \( L^2 \)-distance between our approximations and the PDE solution at a fixed space-time point converges to 0 as \( n \to \infty \) for every fixed \( M > e^{2LT} \). To get an computational effort of order \( 4^+ \) as in (120), however, we need to let \( M \to \infty \) as \( n \to \infty \). We typically choose \( M = n \). In this case, the error decays up to exponential factors like \( n^{-n/2} \) (resp. like \( 1/\sqrt{n!} \)) and the number of function evaluations grows up to exponential factors like \( n^{2n} \) (resp. like \( (n!)^2 \)) as \( n \to \infty \); cf. (135).

In the following Example 3.3 we show that semilinear PDEs corresponding to competitive Lotka-Volterra equations can be approximated without curse of dimensionality under suitable assumptions on the parameters. We note that the coefficients of (139) are not globally Lipschitz continuous.

**Example 3.3.** Consider the notation from Subsection 1.1, let \( T \in (0, \infty) \), \( r = (r_i)_{i \in \mathbb{N}} \in [0, \infty)^N \), \( a = (a_{ij})_{i,j \in \mathbb{N}} \in [0, \infty)^{N \times N} \) satisfy that \( \sup_{i \in \mathbb{N}} r_i < \infty \) and \( \sup_{i \in \mathbb{N}} \sum_{j \in \mathbb{N}} |a_{ij}|^2 < \infty \), for every \( x \in \mathbb{R} \) let \( x^+ = \max\{0, x\} \), and for every \( d \in \mathbb{N} \) let \( u_d : [0, T] \times \mathbb{R}^d \to \mathbb{R} \) be a viscosity solution of the PDE

\[
\frac{\partial}{\partial t} u_d(t, x) + \sum_{i=1}^{d} r_i x_i \left( 1 - \sum_{j=1}^{d} a_{ij} x_j^+ \right) \left( \frac{\partial}{\partial x_i} u_d(t, x) \right) = \sum_{i=1}^{d} \frac{|x_i|^2 (\frac{\partial^2}{\partial x_i^2} u_d)(t, x)}{2(1 + \|x\|^2)^2} \tag{139}
\]

Then \( (u_d(0, 0))_{d \in \mathbb{N}} \) can be approximated without suffering from the curse of dimensionality.
To prove this statement we apply Theorem 3.1 and show that all assumptions are satisfied. For this fix $d \in \mathbb{N}$, and let $\alpha, r, \bar{a} \in [0, \infty)$, $U \in C(\mathbb{R}^d, [0, \infty))$, $f \in C([0, 1] \times \mathbb{R}^d \times \mathbb{R}^d, \mathbb{R})$, $\varphi \in C^3(\mathbb{R}^d, \mathbb{R})$, $f \in C([0, 1] \times \mathbb{R}^d \times \mathbb{R}^d, \mathbb{R})$, $\sigma = (\sigma_1, \sigma_2, \ldots, \sigma_d) \in C(\mathbb{R}^d, \mathbb{R}^{d \times d})$ satisfy for all $i, j \in \{1, 2, \ldots, d\}$, $x = (x_1, x_2, \ldots, x_d)$, $t \in [0, T]$, $w \in \mathbb{R}$ that

$$
\mu_i(x) = r_ix_i \left(1 - \sum_{j=1}^{d} a_{ij}x_j^+\right), \quad \sigma(x) = \text{diag} \left(\frac{x_1}{1 + \|x\|^2}, \frac{x_2}{1 + \|x\|^2}, \ldots, \frac{x_d}{1 + \|x\|^2}\right),
$$

(140)

$$
f(t, x, w) = \sin(\|x\| + w), \quad g(x) = \|x\|^2,
$$

(141)

$$
\varphi(x) = (1 + \|x\|^2)^8, \quad U(x) = 8T \left(8T e^{\alpha T} r^2 \bar{a}^2 + 3 + \bar{r}\right) + e^{-\alpha T} \|x\|^2, \quad \bar{U}(x) = 0,
$$

(142)

$$
\bar{r} = \sup_{r \in \mathbb{N}} r_i, \quad \bar{a} = \left(\sup_{i \in \mathbb{N}} \sum_{j \in \mathbb{N}} |a_{ij}|^2\right)^{\frac{1}{2}}, \quad \alpha = 2 \bar{r} + 3.
$$

(143)

First, (140) and (143) show for all $x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d$ that

$$
\langle x, \mu(x) \rangle = \sum_{i=1}^{d} \left(r_i x_i^2 \left(1 - \sum_{j=1}^{d} a_{ij}x_j^+\right)\right) \leq \bar{r}\|x\|^2 \quad \text{and} \quad \|\sigma(x)\| \leq \|x\|.
$$

(144)

This and (142) show for all $x \in \mathbb{R}^d$ that $(\mu(x), x) + 7.5\|\sigma(x)\|^2 \leq (\bar{r} + 7.5)\|x\|^2 \leq (\bar{r} + 7.5)(\varphi(x))^\frac{4}{3}$. This and Lemma 2.6 (applied with $m \cap d$, $p \cap 8$, $a \cap 1$, $c \cap \bar{r} + 7.5$ in the notation of Lemma 2.6) show for all $x \in \mathbb{R}^d$, $i \in \{1, 2, 3\}$ that

$$
\|\langle D^i \varphi(x) \rangle_{L^1(\mathbb{R}^d, \mathbb{R})} \leq 16^i \varphi(x)^{1 - \frac{1}{6^n}}
$$

(145)

and

$$
\langle \langle D \varphi(x) \rangle \rangle (\mu(x)) + \frac{1}{2} \sum_{k=1}^{d} \left(\langle D^2 \varphi(x) \rangle (\sigma_k(x), \sigma_k(x)) \right) \leq 16(\bar{r} + 7.5)\varphi(x).
$$

(146)

Furthermore, (141), the fact that $\forall x, y \in \mathbb{R}$: $|\sin(x) - \sin(y)| \leq |x - y|$, and the triangle inequality show for all $t \in [0, T]$, $x, y \in \mathbb{R}^d$, $w_1, w_2 \in \mathbb{R}$ that

$$
|f(t, x, w_1) - f(t, y, w_2)| = |\sin(\|x\| + w_1) - \sin(\|y\| + w_2)|
\leq |\|x\| + w_1 - (\|y\| + w_2)| \leq |w_1 - w_2| + \|x - y\|.
$$

(147)

Next, (141), the fact that $\forall x \in \mathbb{R}$: $x \leq 1 + \frac{x^2}{2}$, and (142) show for all $t \in [0, T]$, $x, y \in \mathbb{R}^d$ that

$$
|g(x) - g(y)| = |\|x\|^2 - \|y\|^2| = (\|x\| + \|y\|)(\|x\| - \|y\|)
\leq 0.5(1 + \|x\|^2 + 1 + \|y\|^2)\|x - y\| \leq 0.5 \left[ (\varphi(x))^\frac{4}{3} + (\varphi(y))^\frac{4}{3} \right] \|x - y\|.
$$

(148)

In addition, (140), the triangle inequality, (143), the Cauchy–Schwarz inequality, and the fact that $\forall x \in \mathbb{R}$: $|x^+| \leq |x|$ show for all $x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d$ that

$$
\|\mu(x)\| = \left(\sum_{i=1}^{d} r_i x_i \left(1 - \sum_{j=1}^{d} a_{ij}x_j^+\right)^2\right)^{\frac{1}{2}} \leq \bar{r}\|x\| + \left(\sum_{i=1}^{d} r_i x_i \sum_{j=1}^{d} a_{ij}x_j^+\right)^{\frac{1}{2}}
\leq \bar{r}\|x\| + r \left(\sum_{i=1}^{d} |x_i|^2\right)^{\frac{1}{2}} \left(\max_{i \in \mathbb{N}} \sum_{j=1}^{d} a_{ij}x_j^+\right) \leq \bar{r}\|x\| + \|x\| \left(\max_{i \in \mathbb{N}} \sum_{j=1}^{d} a_{ij}^2\right)^{\frac{1}{2}} \left(\sum_{j=1}^{d} |x_j^+|^2\right)^{\frac{1}{2}}
\leq \bar{r}\|x\| + \bar{r}\|x\|^2.
$$

(149)
This, (140)–(142), and the fact that $\forall x \in \mathbb{R}: x \leq 0.5(1 + x^2)$ show for all $x \in \mathbb{R}^d$ that

$$
|Tf(t, x, 0)| + |g(x)| + \|\mu(x)\| + \|\sigma(x)\|^2 + \|x\|
\leq T + \|x\|^2 + (\bar{r}\|x\| + \bar{r}\|x\|^2) + 1 + \|x\| = T + 1 + (1 + \bar{r})\|x\| + (1 + \bar{r}\bar{a})\|x\|^2
$$

(150)

$$
\leq T + 0.5(3 + \bar{r}) + [0.5(1 + \bar{r}) + (1 + \bar{r}\bar{a})]\|x\|^2 \leq [T + 0.5(3 + \bar{r}) + (1 + \bar{r}\bar{a})](\varphi(x))^\frac{1}{2}.
$$

Next, the triangle inequality, the Cauchy–Schwarz inequality, (143), and the fact that $\forall x, y \in \mathbb{R}: |x^+ - y^+| \leq |x - y|$ show for all $x = (x_1, x_2, \ldots, x_d), y = (y_1, y_2, \ldots, y_d) \in \mathbb{R}^d$ that

$$
\left( \sum_{i=1}^{d} \left| \left( x_i \sum_{j=1}^{d} a_{ij} x_j^+ - y_i \sum_{j=1}^{d} a_{ij} y_j^+ \right)^2 \right| \right)^\frac{1}{2}
= \left( \sum_{i=1}^{d} \left( x_i - y_i \right) \left( \sum_{j=1}^{d} a_{ij} x_j^+ + y_i \sum_{j=1}^{d} a_{ij} (x_j^+ - y_j^+) \right)^2 \right)^\frac{1}{2}
\leq \left( \sum_{i=1}^{d} (x_i - y_i)^2 \right)^\frac{1}{2} \left( \sup_{i \in \mathbb{N}} \left( \sum_{j=1}^{d} a_{ij} x_j^+ \right)^2 \right) + \left( \sum_{i=1}^{d} |y_i|^2 \right)^\frac{1}{2} \left( \sup_{i \in \mathbb{N}} \left( \sum_{j=1}^{d} a_{ij} (x_j^+ - y_j^+) \right)^2 \right)\frac{1}{2}
\leq \|x - y\| \left( \sup_{i \in \mathbb{N}} \sum_{j=1}^{d} |a_{ij}|^2 \right)^\frac{1}{2} \left( \sum_{j=1}^{d} x_j^+ |2^\frac{1}{2} \right) + \|y\| \left( \sup_{i \in \mathbb{N}} \sum_{j=1}^{d} |a_{ij}|^2 \right)^\frac{1}{2} \left( \sum_{j=1}^{d} x_j^+ - y_j^+ |2^\frac{1}{2} \right)
\leq \|x - y\| (\bar{a}\|x\| + \bar{a}\|y\|).
$$

(151)

Furthermore, (140) shows for all $x = (x_1, x_2, \ldots, x_d), y = (y_1, y_2, \ldots, y_d) \in \mathbb{R}^d$ that

$$
\mu_i(x) - \mu_i(y) = r_i x_i \left( 1 - \sum_{j=1}^{d} a_{ij} x_j^+ \right) - r_i y_i \left( 1 - \sum_{j=1}^{d} a_{ij} y_j^+ \right)
= r_i (x_i - y_i) - r_i \left( x_i \sum_{j=1}^{d} a_{ij} x_j^+ - y_i \sum_{j=1}^{d} a_{ij} y_j^+ \right).
$$

(152)

This, the triangle inequality, (143), (151), the fact that $\forall x, y \in \mathbb{R}: xy \leq 0.5x^2 + 0.5y^2$, and (142) show for all $x, y \in \mathbb{R}^d$ that

$$
\|\mu(x) - \mu(y)\| \leq \bar{r}\|x - y\| + \bar{r}\|x - y\|(\bar{a}\|x\| + \bar{a}\|y\|)
= \bar{r}\|x - y\|((1 + \bar{a}\|x\| + \bar{a}\|y\|) \leq \bar{r}\|x - y\| \left( 1 + 0.5\bar{a} + 0.5\bar{a}\|x\|^2 + 0.5\bar{a} + 0.5\bar{a}\|y\|^2 \right)
\leq \bar{r}(1 + 0.5\bar{a})\|x - y\| \left[ 1 + \|x\|^2 + 1 + \|y\|^2 \right]
\leq \bar{r}(1 + 0.5\bar{a})\|x - y\| \left[ (\varphi(x))^\frac{1}{2} + (\varphi(y))^\frac{1}{2} \right].
$$

(153)

This, (152), the Cauchy–Schwarz inequality, and (151) show for all $x, y \in \mathbb{R}^d$ that

$$
\langle x - y, \mu(x) - \mu(y) \rangle = \sum_{i=1}^{d} \left[ r_i (x_i - y_i)^2 - r_i (x_i - y_i) \left( x_i \sum_{j=1}^{d} a_{ij} x_j^+ - y_i \sum_{j=1}^{d} a_{ij} y_j^+ \right) \right]
\leq \bar{r}\|x - y\|^2 + \bar{r}\|x - y\| \cdot \|x - y\|(\bar{a}\|x\| + \bar{a}\|y\|)
\leq \bar{r}(1 + \bar{a}\|x\| + \bar{a}\|y\|)\|x - y\|^2.
$$

(154)
This, the fact that \( \forall x, y \in \mathbb{R}: xy \leq \frac{1}{2}Sx^2 + \frac{1}{2}x^2, \) and (142) show for all \( x, y \in \mathbb{R}^d \) that

\[
\langle x - y, \mu(x) - \mu(y) \rangle + 3\|\sigma(x) - \sigma(y)\|^2 \leq \left[ 3 + \bar{r} + \bar{r}a\|x\| + \bar{r}a\|y\| \right]\|x - y\|^2
\]

\[
\leq \left[ 3 + \bar{r} + \frac{1}{2}Sx^2 + \frac{1}{2}\|x\|^2 + \frac{1}{2}Sx^2 + \frac{1}{2}\|y\|^2 \right]\|x - y\|^2
\]

\[
= \left[ \frac{1}{2} \left( 8Te^{\alpha T}x^2 + 3 + \bar{r} \right) + \frac{1}{2}\|x\|^2 + \frac{1}{2} \left( 8Te^{\alpha T}x^2 + 3 + \bar{r} \right) + \frac{1}{2}\|y\|^2 \right]\|x - y\|^2
\]

\[
= \frac{U(x) + U(y)}{16T}\|x - y\|^2.
\]

Next, (142) shows for all \( x, y, z \in \mathbb{R}^d \) that

\[
(\nabla U)(x) = \frac{2e^{-\alpha T}x}{\|x\|^2} \quad \text{and} \quad ((\nabla^2 U)(x))(y, z) = \frac{2e^{-\alpha T}(y, z)}{\|x\|^4}.
\]

This, (140), (144), (143), and (142) show for all \( x \in \mathbb{R}^d \) that

\[
(\mathbf{D}U(x))(\mu(x)) + \frac{1}{2} \sum_{k=1}^d (\nabla U)(x)(\sigma_k(x), \sigma_k(x)) + \frac{1}{2}e^{\alpha T}\|\sigma(x)\|^2(\nabla U)(x)\|^2 + \bar{U}(x)
\]

\[
\leq \langle 2e^{-\alpha T}x, \mu(x) \rangle + \frac{1}{2} \sum_{k=1}^d 2e^{-\alpha T}\|\sigma_k(x)\|^2 + \frac{1}{2}e^{\alpha T}4e^{-2\alpha T}\|x\|^2
\]

\[
\leq 2e^{-\alpha T}\bar{r}\|x\|^2 + e^{-\alpha T}\|x\|^2 + 2e^{-\alpha T}\|x\|^2 = e^{-\alpha T}(2\bar{r} + 3)\|x\|^2 \leq \alpha U(x).
\]

Combining this, (145), (146), (147), (148), (150), (153), (155), and (156) yields that the conditions (99)–(108) are satisfied (with \( p \bowtie 16, \beta \bowtie 2, L \bowtie 1, \gamma \bowtie 1, \) and suitably large enough \( b, c \) which do not depend on \( d \)).

Acknowledgements

This work has been funded by the Deutsche Forschungsgemeinschaft (DFG, German Research Foundation) through the research grant HU1889/6-2.

References

[1] Bachmayr, M., Schneider, R., and Uschmajew, A. Tensor networks and hierarchical tensors for the solution of high-dimensional partial differential equations. Foundations of Computational Mathematics 16, 6 (2016), 1423–1472.

[2] Bally, V., Pages, G., et al. A quantization algorithm for solving multidimensional discrete-time optimal stopping problems. Bernoulli 9, 6 (2003), 1003–1049.

[3] Beck, C., Becker, S., Grohs, P., Jaafari, N., and Jentzen, A. Solving stochastic differential equations and Kolmogorov equations by means of deep learning. arXiv preprint arXiv:1806.00421 (2018).

[4] Beck, C., E, W., and Jentzen, A. Machine learning approximation algorithms for high-dimensional fully nonlinear partial differential equations and second-order backward stochastic differential equations. Journal of Nonlinear Science 29, 4 (2019), 1563–1619.

[5] Beck, C., Gonon, L., Hutzenthaler, M., and Jentzen, A. On existence and uniqueness properties for solutions of stochastic fixed point equations. Discrete and Continuous Dynamical Systems - B 26, 9 (2021), 4927–4962.

[6] Beck, C., Gonon, L., and Jentzen, A. Overcoming the curse of dimensionality in the numerical approximation of high-dimensional semilinear elliptic partial differential equations. arXiv preprint arXiv:2003.00596 (2020).
7 Beck, C., Hutzenthaler, M., Jentzen, A., and Kuckuck, B. An overview on deep learning-based approximation methods for partial differential equations. arXiv preprint arXiv:2012.12348 (2020).

8 Becker, S., Cheridito, P., and Jentzen, A. Deep optimal stopping. Journal of Machine Learning Research 20 (2019), 74.

9 Bender, C., and Denk, R. A forward scheme for backward SDEs. Stochastic Processes and their Applications 117, 12 (2007), 1793–1812.

10 Bender, C., Schweizer, N., and Zhuo, J. A primal–dual algorithm for BSDEs. Mathematical Finance 27, 3 (2017), 866–901.

11 Bouchard, B., and Touzi, N. Discrete-time approximation and Monte-Carlo simulation of backward stochastic differential equations. Stochastic Processes and their applications 111, 2 (2004), 175–206.

12 Briand, P., and Labart, C. Simulation of BSDEs by Wiener chaos expansion. The Annals of Applied Probability 24, 3 (2014), 1129–1171.

13 Chan-Wai-Nam, Q., Mikael, J., and Warin, X. Machine learning for semi linear PDEs. Journal of Scientific Computing 79, 3 (2019), 1667–1712.

14 Cohen, A., DeVore, R., and Schwab, C. Convergence rates of best N-term Galerkin approximations for a class of elliptic sPDEs. Foundations of Computational Mathematics 10, 6 (2010), 615–646.

15 Cox, S. G., Hutzenthaler, M., and Jentzen, A. Local Lipschitz continuity in the initial value and strong completeness for nonlinear stochastic differential equations. arXiv:1309.5595v3 (2021), 1–84. accepted by Memoires of the AMS.

16 Da Prato, G., and Zabczyk, J. Stochastic equations in infinite dimensions, vol. 44 of Encyclopedia of Mathematics and its Applications. Cambridge University Press, Cambridge, 1992.

17 Dereich, S., and Kassing, S. Convergence of stochastic gradient descent schemes for lojasiewicz-landscapes. arXiv:2102.09385 (2021).

18 E, W., Han, J., and Jentzen, A. Deep learning-based numerical methods for high-dimensional parabolic partial differential equations and backward stochastic differential equations. Commun. Math. Stat. 5, 4 (2017), 349–380.

19 E, W., Hutzenthaler, M., Jentzen, A., and Kruse, T. On multilevel Picard numerical approximations for high-dimensional nonlinear parabolic partial differential equations and high-dimensional nonlinear backward stochastic differential equations. Journal of Scientific Computing 79, 3 (2019), 1534–1571.

20 E, W., Hutzenthaler, M., Jentzen, A., Kruse, T., et al. Multilevel picard iterations for solving smooth semilinear parabolic heat equations. Partial Differential Equations and Applications 2, 6 (2021), 1–31.

21 E, W., and Yu, B. The deep Ritz method: a deep learning-based numerical algorithm for solving variational problems. Communications in Mathematics and Statistics 6, 1 (2018), 1–12.

22 El Karoui, N., Peng, S., and Quenez, M. C. Backward stochastic differential equations in finance. Mathematical finance 7, 1 (1997), 1–71.

23 Elbrächter, D., Grohs, P., Jentzen, A., and Schwab, C. DNN Expression Rate Analysis of High-dimensional PDEs: Application to Option Pricing. arXiv:1809.07669 (2018).

24 Fahim, A., Touzi, N., and Warin, X. A probabilistic numerical method for fully nonlinear parabolic PDEs. The Annals of Applied Probability 21, 4 (2011), 1322–1364.
[25] Fuji, M., Takahashi, A., and Takahashi, M. Asymptotic expansion as prior knowledge in deep learning method for high dimensional BSDEs. Asia-Pacific Financial Markets 26, 3 (2019), 391–408.

[26] Giles, M. B. Multilevel Monte Carlo path simulation. Oper. Res. 56, 3 (2008), 607–617.

[27] Giles, M. B., Jentzen, A., and Welti, T. Generalised multilevel Picard approximations. arXiv preprint arXiv:1911.03188 (2019).

[28] Gobet, E., Lemor, J.-P., and Warin, X. A regression-based Monte Carlo method to solve backward stochastic differential equations. The Annals of Applied Probability 15, 3 (2005), 2172–2202.

[29] Grohs, P., Hornung, F., Jentzen, A., and von Wurstemberger, P. A proof that artificial neural networks overcome the curse of dimensionality in the numerical approximation of Black-Scholes partial differential equations. arXiv:1809.02362 (2018).

[30] Guo, W., Zhang, J., and Zhuo, J. A monotone scheme for high-dimensional fully nonlinear PDEs. The Annals of Applied Probability 25, 3 (2015), 1540–1580.

[31] Gyöngy, I., and Krylov, N. Existence of strong solutions for Itô’s stochastic equations via approximations. Probab. Theory Related Fields 105, 2 (1996), 143–158.

[32] Han, J., Jentzen, A., and Weinan, E. Solving high-dimensional partial differential equations using deep learning. Proceedings of the National Academy of Sciences 115, 34 (2018), 8505–8510.

[33] Henry-Labordère, P. Counterparty risk valuation: a marked branching diffusion approach. arXiv:1203.2369 (2012).

[34] Henry-Labordère, P. Deep Primal-Dual Algorithm for BSDEs: Applications of Machine Learning to CVA and IM. Available at SSRN: https://ssrn.com/abstract=3071506 (2017).

[35] Henry-Labordère, P., Oudjane, N., Tan, X., Touzi, N., and Warin, X. Branching diffusion representation of semilinear PDEs and Monte Carlo approximation. Annales de l’Institut Henri Poincaré, Probabilités et Statistiques 55, 1 (2019), 184–210.

[36] Henry-Labordère, P., Tan, X., and Touzi, N. A numerical algorithm for a class of BSDEs via the branching process. Stochastic Process. Appl. 124, 2 (2014), 1112–1140.

[37] Hüré, C., Pham, H., and Warin, X. Deep backward schemes for high-dimensional nonlinear PDEs. Mathematics of Computation 89, 324 (2020), 1547–1579.

[38] Hutzenthaler, M., and Jentzen, A. Numerical approximations of stochastic differential equations with non-globally Lipschitz continuous coefficients. American Mathematical Soc., 2015.

[39] Hutzenthaler, M., and Jentzen, A. Numerical approximations of stochastic differential equations with non-globally Lipschitz continuous coefficients. Mem. Amer. Math. Soc. 4 (2015), 1–112.

[40] Hutzenthaler, M., and Jentzen, A. On a perturbation theory and on strong convergence rates for stochastic ordinary and partial differential equations with non-globally monotone coefficients. Annals of Probability 48, 1 (2020), 53–93.

[41] Hutzenthaler, M., and Jentzen, A. On a perturbation theory and on strong convergence rates for stochastic ordinary and partial differential equations with nonglobally monotone coefficients. The Annals of Probability 48, 1 (2020), 53–93.

[42] Hutzenthaler, M., Jentzen, A., and Kloeden, P. E. Strong and weak divergence in finite time of Euler’s method for stochastic differential equations with non-globally Lipschitz continuous coefficients. Proc. R. Soc. Lond. Sér. A Math. Phys. Eng. Sci. 467 (2011), 1563–1576.
Hutzenthaler, M., Jentzen, A., and Kloeden, P. E. Strong convergence of an explicit numerical method for SDEs with nonglobally Lipschitz continuous coefficients. *Ann. Appl. Probab.* 22, 4 (2012), 1611–1641.

Hutzenthaler, M., Jentzen, A., and Kloeden, P. E. Divergence of the multilevel Monte Carlo Euler method for nonlinear stochastic differential equations. *Ann. Appl. Probab.* 23, 5 (2013), 1913–1966.

Hutzenthaler, M., Jentzen, A., and Kruse, T. Overcoming the curse of dimensionality in the numerical approximation of parabolic partial differential equations with gradient-dependent nonlinearities. *Foundations of Computational Mathematics* (2021), 1–62.

Hutzenthaler, M., Jentzen, A., Kruse, T., Anh Nguyen, T., and von Wurstemberger, P. Overcoming the curse of dimensionality in the numerical approximation of semilinear parabolic partial differential equations. *Proceedings of the Royal Society A* 476, 2244 (2020), 20190630.

Hutzenthaler, M., Jentzen, A., Kruse, T., and Nguyen, T. Multilevel Picard approximations of high-dimensional semilinear partial differential equations with gradient-independent nonlinearities. *arXiv:2009.02484v4* (2020).

Hutzenthaler, M., Jentzen, A., Kruse, T., and Nguyen, T. A. Multilevel Picard approximations for high-dimensional semilinear second-order PDEs with Lipschitz nonlinearities. *arXiv preprint arXiv:2009.02484* (2020).

Hutzenthaler, M., Jentzen, A., Kruse, T., Nguyen, T. A., and von Wurstemberger, P. Overcoming the curse of dimensionality in the numerical approximation of semilinear parabolic partial differential equations. *Proceeding of the Royal Society A* 476, 20190630 (2020).

Hutzenthaler, M., Jentzen, A., Kuckuck, B., and Padgett, J. L. Strong $L^p$-error analysis of nonlinear Monte Carlo approximations for high-dimensional semilinear partial differential equations. *arXiv preprint arXiv:2110.08297* (2021).

Hutzenthaler, M., Jentzen, A., and von Wurstemberger, P. Overcoming the curse of dimensionality in the approximative pricing of financial derivatives with default risks. *Electronic Journal of Probability* 25 (2020), 1–73.

Hutzenthaler, M., Jentzen, A., and Wang, X. Exponential integrability properties of numerical approximation processes for nonlinear stochastic differential equations. *Mathematics of Computation* 87, 311 (2018), 1353–1413.

Hutzenthaler, M., and Kruse, T. Multilevel Picard approximations of high-dimensional semilinear parabolic differential equations with gradient-dependent nonlinearities. *SIAM Journal on Numerical Analysis* 58, 2 (2020), 929–961.

Jentzen, A., and Pušnik, P. Exponential moments for numerical approximations of stochastic partial differential equations. *Stochastics and Partial Differential Equations: Analysis and Computations* 6, 4 (2018), 565–617.

Khoo, Y., Lu, J., and Ying, L. Solving parametric PDE problems with artificial neural networks. *arXiv:1707.09351* (2017).

Kremsner, S., Steinicke, A., and Szölgyenyi, M. A deep neural network algorithm for semilinear elliptic PDEs with applications in insurance mathematics. *arXiv:2010.15757* (2020).

Mishra, S. A machine learning framework for data driven acceleration of computations of differential equations. *arXiv:1807.09519* (2018).

Nabian, M. A., and Meidani, H. A Deep Neural Network Surrogate for High-Dimensional Random Partial Differential Equations. *arXiv:1806.02957* (2018).
[59] RAISSI, M. Forward-Backward Stochastic Neural Networks: Deep Learning of High-dimensional Partial Differential Equations. arXiv:1804.07010 (2018).

[60] SIRIGNANO, J., AND SPILIOPoulos, K. DGM: A deep learning algorithm for solving partial differential equations. Journal of computational physics 375 (2018), 1339–1364.

[61] SKOROHOD, A. V. Branching diffusion processes. Teor. Verojatnost. i Primenen. 9 (1964), 492–497.

[62] SMOLYAK, S. A. Quadrature and interpolation formulas for tensor products of certain classes of functions. In Doklady Akademii Nauk (1963), vol. 148, Russian Academy of Sciences, pp. 1042–1045.

[63] ZHANG, G., GUNZBURGER, M., AND ZHAO, W. A sparse-grid method for multi-dimensional backward stochastic differential equations. Journal of Computational Mathematics (2013), 221–248.