TWO-GRID DOMAIN DECOMPOSITION METHODS FOR THE COUPLED
STOKES-DARCY SYSTEM

YIZHONG SUN *, FENG SHI †, HAIBIAO ZHENG ‡, HENG LI §, AND FAN WANG ¶

Abstract. In this paper, we propose two novel Robin-type domain decomposition methods based on the two-grid techniques for the coupled Stokes-Darcy system. Our schemes firstly adopt the existing Robin-type domain decomposition algorithm to obtain the coarse grid approximate solutions. Then two modified domain decomposition methods are further constructed on the fine grid by utilizing the framework of two-grid methods to enhance computational efficiency, via replacing some interface terms by the coarse grid information. The natural idea of using the two-grid frame to optimize the domain decomposition method inherits the best features of both methods and can overcome some of the domain decomposition deficits. The resulting schemes can be implemented easily using many existing mature solvers or codes in a flexible way, which are much effective under smaller mesh sizes or some realistic physical parameters. Moreover, several error estimates are carried out to show the stability and convergence of the schemes. Finally, three numerical experiments are performed and compared with the classical two-grid method, which verifies the validation and efficiency of the proposed algorithms.
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1. Introduction. Multi-domain, multi-physics coupled problems have arisen in many natural and industrial applications, such as the groundwater fluid flow in the karst aquifer, material in industrial filtration, blood flow motion in the arteries to name just a few. In this paper, we mainly focus on the coupled Stokes-Darcy system, which couples one free fluid flow (formulated as Stokes equations) with one porous medium flow (described by Darcy’s law) by an interface between two subdomains. Many researchers have presented several efficient methods for solving such a coupled system. Especially, decoupling methods allow us to decompose the coupled problems into several independent subproblems, which can be solved simultaneously with some “legacy” algorithms and codes developed for the Stokes and Darcy equations respectively. We can refer to such decoupling methods as Lagrange multiplier methods [1–3], stabilized mixed finite element methods [4–6], domain decomposition methods [7–14], two-grid or multi-grid methods [15–19], and optimized Schwarz methods [20, 21] and so on.

Among them, domain decomposition methods (DDMs) are much popular ways to deal with large multi-physics problems due it has many off-the-shelf and efficient solvers for each decoupled subproblems [7–14]. Based on the characteristics of high precision and easy-to-operation, DDMs have received extensive attention and applications undoubtedly. By introducing the Robin-type interface boundary conditions, DDMs can decouple the multi-domain, multi-physics problems naturally [7, 13]. In particular, Robin-type DDMs were proposed in [7] for the Stokes-Darcy coupled problems. Later, Chen et al. [8] extended the works of [7] and achieved the explicit convergence rates of the order $(1 - CH)$, where $h$ is the mesh size and $C$ is a positive constant. Interestingly, they
also obtained $h$-independent convergence result by choosing parameters value appropriately. But the above Robin-type domain decomposition methods have some major drawbacks, which require more iterative steps to solve relatively finer mesh $h$ causes enormous computational cost. On the other hand, the $h$-independent convergence for the DDMs also requires increasing CPU time to resolve the fine grid solutions for decreasing mesh size $h$. To overcome these difficulties, we compute the fine grid problems in a decoupling way based on the coarse grid solutions in the framework of two-grid methods. Hence two-types of novel optimized domain decomposition methods are based on the two-grid techniques referred to as “Two-grid Domain Decomposition methods (TGDDMs)” to improve the computational efficiency significantly.

The basic feature of the proposed TGDDMs algorithms is to apply the parallel Robin-Robin type domain decomposition method to solve iteratively certain steps of the coarse grid problem, and then compute a modified domain decomposition method without any iteration on the fine grid to get the final approximate solution. In this process, some interface terms need to be substituted by the approximate coarse grid solutions. The ideas of utilizing the classical two-grid (CTG) techniques to optimize DDMs not only retain the best features of both methods, but also overcome some of DDMs deficits. Here the coupled Stokes-Darcy problem is naturally decoupled into two independent parallel subproblems. Hence such a physics-based domain decomposition approach of TGDDMs in the coarse grid is more attractive and natural than the CTG methods. On the other hand, the proposed novel TGDDMs can overcome the computational complexity faced by using DDMs for the fine grid approximation which reduce computational significantly.

In this manuscript, firstly, we design a novel TGDDM1 algorithm, which only requires a few data ($g_{S,H}$ and $g_{D,H}$) from the coarse mesh but may lose minimal accuracy due to some internal factors of interface terms. Then a special variant of TGDDM1 is proposed, named TGDDM2, which is still a modified version of DDMs. The feature of TGDDM2 requires more data ($\tilde{u}_{S,H}, p_{S,H}, g_{S,H}, g_{D,H}$) from the coarse mesh, with the meaningful profit of improving the error estimates. The most interesting thing is that the error estimates of TGDDM2 are almost equivalent to the analysis of the CTG methods in [13, 15]. In [13], Mu et al. were first to get the solutions of the coupled Stokes-Darcy problem on the coarse grid, then two decoupled sub-problems were solved on the fine grid. They achieved $O(h^{3/4})$ for $H = \sqrt{h}$ due to some technical reasons. Later, Hou. [15] achieved optimal error estimate for the sufficiently smooth interface and necessarily introducing an auxiliary function. Note that the idea of TGDDM2 is different from [13, 15] since the essence of TGDDM2 is DDMs only utilizing a two-grid framework, while using DDM on the coarse grid and One-step modified DDM on the fine grid. We perform three exclusive numerical experiments to validate the proposed methods and illustrate optimal approximate accuracy, complicated flow characteristics, streamlines, magnitudes, pressure contour, mass conservation, and CPU performance in the pseudo-realistic computational domain for the Stokes-Darcy model. More importantly, we observe that our algorithms are more effective to simulate some coupled problems with smaller $h$ or some realistic physical parameters than the CTG methods of [13, 15].

The rest of the paper is organized as follows. In Section 2, we recall the well-known Stokes-Darcy coupled system with the Beavers-Joseph-Saffman interface conditions and related notations. In Section 3, we review the parallel Robin-Robin domain decomposition algorithm and its convergence results. Section 4 proposes two novel two-grid domain decomposition methods (TGDDMs) and derive their error estimates. In Section 5, several numerical experiments, including 2D and 3D cases, are performed to show the optimization effect and the efficiency of our TGDDMs. Moreover, some comparisons with DDMs and CTG methods are carried out to show the stability and validity of the proposed algorithms. Finally, we summarize our present work and report some future research
directions in Section 6.

2. The Coupled Stokes-Darcy System. Consider the coupled Stokes-Darcy model on two adjoint bounded domains in $\mathbb{R}^d$ ($d = 2$ or 3), denoted by $\Omega_S$ for fluid flow, and $\Omega_D$ for porous media flow, with an interface $\Gamma$, namely $\Omega_S \cap \Omega_D = \emptyset$, $\Omega_S \cap \Omega_D = \Gamma$, and $\Omega = \Omega_S \cup \Omega_D$. We also refer $\mathbf{n}_S$ and $\mathbf{n}_D$ as the unit outward normal vectors on $\partial \Omega_S$ and $\partial \Omega_D$, respectively, and represent the unit tangential vectors on the interface $\Gamma$ by $\mathbf{t}_i$, $i = 1, \cdots, d - 1$. Noting that $\mathbf{n}_S = -\mathbf{n}_D$ on $\Gamma$. We also define by $\Gamma_S = \partial \Omega_S \setminus \Gamma, \Gamma_D = \partial \Omega_D \setminus \Gamma$. A sketch of the problem domain and its boundaries is displayed in Fig. 2.1.
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**Fig. 2.1.** The global domain $\Omega$ consisting of the fluid region $\Omega_S$ and the porous media region $\Omega_D$ separated by the interface $\Gamma$.

In the fluid region $\Omega_S$, the fluid velocity $\mathbf{u}_S$ and kinematic pressure $p_S$ are assumed to satisfy the Stokes equations:

\[
- \nabla \cdot \mathbf{T}(\mathbf{u}_S, p_S) = \mathbf{f}_S \quad \text{in } \Omega_S, \tag{2.1}
\]

\[
\nabla \cdot \mathbf{u}_S = 0 \quad \text{in } \Omega_S, \tag{2.2}
\]

where $\mathbf{T}(\mathbf{u}_S, p_S) = -p_S \mathbb{I} + 2\nu \mathbb{D}(\mathbf{u}_S)$ is the stress tensor, with $\mathbb{D}(\mathbf{u}_S) = \frac{1}{2}(\nabla \mathbf{u}_S + (\nabla \mathbf{u}_S)^T)$ representing the deformation tensor, $\mathbb{I}$ denotes the identity matrix and $\nu$ is the kinematic viscosity of the fluid flow. Besides, $\mathbf{f}_S$ expresses the external body force.

In the porous media region $\Omega_D$, the flow is governed by the mixed Darcy equations for the fluid velocity $\mathbf{u}_D$ and the hydraulic head $\phi_D$:

\[
\mathbf{u}_D = -K \nabla \phi_D \quad \text{in } \Omega_D, \tag{2.3}
\]

\[
\nabla \cdot \mathbf{u}_D = f_D \quad \text{in } \Omega_D, \tag{2.4}
\]

where $K$ is the hydraulic conductivity tensor, and for simplicity, to be assumed as $K = k \mathbb{I}$ with some constant $k$, and the identity matrix $\mathbb{I}$. In addition, $f_D$ is a sink/source term, and the piezometric head $\phi_D$ can be described as $\phi_D = z + \frac{p_D}{\rho}g$, with the height $z$, the dynamic pressure $p_D$, the density $\rho$, and the gravitational acceleration $g$. By eliminating $\mathbf{u}_D$, an equation of the second-order for the
hydraulic head $\phi_D$ can be obtained:

$$\nabla \cdot (-K \nabla \phi_D) = f_D \quad \text{in } \Omega_D. \quad (2.5)$$

For the simplicity of presentation, the impermeable boundary on $\partial \Omega \setminus \Gamma$ is assumed, i.e., the fluid velocity $\vec{u}_S^2$ and the hydraulic head $\phi_D$ satisfy homogeneous Dirichlet boundary conditions:

$$\vec{u}_S^2 = 0 \quad \text{on } \Gamma_S, \quad \phi_D = 0 \quad \text{on } \Gamma_D.$$  

It is worth noting that the present schemes and numerical analysis are easily extended to the non-homogeneous case.

On the interface $\Gamma$, the coupling conditions usually consist of the conservation of mass, the balance of forces and the tangential conditions related to the normal stress force. In this paper, we impose the Beavers-Joseph-Saffman (BJS) on the interface $\Gamma$, see [22–24]. Therefore, the interface coupling conditions are assumed as:

$$\vec{u}_S^2 \cdot \vec{n}_S = K \nabla \phi_D \cdot \vec{n}_D \quad \text{on } \Gamma, \quad (2.6)$$

$$-\vec{n}_S \cdot (\nabla (\vec{u}_S^2, p_S) \cdot \vec{n}_S) = g(\phi_D - z) \quad \text{on } \Gamma, \quad (2.7)$$

$$-\vec{t}_i \cdot (\nabla (\vec{u}_S^2, p_S) \cdot \vec{n}_S) = \frac{\nu \alpha \sqrt{d}}{\sqrt{\text{trace} (\Pi)}} \vec{t}_i \cdot \vec{u}_S^2 \quad 1 \leq i \leq d - 1 \quad \text{on } \Gamma, \quad (2.8)$$

where $\alpha > 0$ represents a dimensionless constant, and $\Pi = \frac{K}{g}$. For the third condition, we mention here that more physically realistic Beavers-Joseph (BJ) conditions [25, 26], are also applicable:

$$-\vec{t}_i \cdot (\nabla (\vec{u}_S^2, p_S) \cdot \vec{n}_S) = \frac{\nu \alpha \sqrt{d}}{\sqrt{\text{trace} (\Pi)}} \vec{t}_i \cdot (\vec{u}_S^2 - \vec{u}_D^2) \quad 1 \leq i \leq d - 1 \quad \text{on } \Gamma.$$

However, in practice, the term $\vec{t}_i \cdot \vec{u}_D^2$ is usually neglected compared with $\vec{t}_i \cdot \vec{u}_S^2$, since it is much smaller than the latter.

In the following, we introduce some Sobolev spaces and notations, see for instance [27]:

$$X_S := \{ \vec{v}_S^2 \in H^1(\Omega_S)^d : \vec{v}_S^2 = 0 \text{ on } \Gamma_S \},$$

$$Q_S := L^2(\Omega_S),$$

$$X_D := \{ \phi_D \in H^1(\Omega_D) : \phi_D = 0 \text{ on } \Gamma_D \}.$$

For the subdomains $\Omega_S$ and $\Omega_D$, we use $\| \cdot \|$ and $\langle \cdot , \cdot \rangle$ to denote the $L^2(\Omega_{S/D})$ norm and inner product, respectively. Moreover, the $H^1(\Omega_{S/D})$ norm is denoted by $\| \cdot \|_1$. On the interface $\Gamma$, the $L^2(\Gamma)$ inner product is represented as $\langle \cdot , \cdot \rangle$, and the corresponding norm is defined as $\| \cdot \|_\Gamma$.

3. The Robin-Robin Domain Decomposition Algorithm. The coupled Stokes-Darcy system is split into two parallel subproblems between the fluid flow $\Omega_S$ region and porous media flow $\Omega_D$ subdomain through well-known domain decomposition method (DDM). In this section, we recall some details of the Robin-Robin domain decomposition method proposed by Chen et al. [8] for the Stokes-Darcy model. The authors defined two Robin conditions for the Stokes system and the Darcy equation in the following way:

For two given constants $\delta_S, \delta_D > 0$, there exists two corresponding functions $g_S$ and $g_D$ on the interface $\Gamma$, such that

$$\vec{n}_S \cdot (\nabla (\vec{u}_S^2, p_S) \cdot \vec{n}_S) + \delta_S \vec{u}_S^2 \cdot \vec{n}_S = g_S, \quad (3.1)$$
with the following compatibility conditions:

\[
g_S = \delta_S \overrightarrow{u_S} \cdot \overrightarrow{n_S} - g_D + g_z \quad \text{on } \Gamma, \\
g_D = \delta_D \overrightarrow{u_D} \cdot \overrightarrow{n_D} + g_D \quad \text{on } \Gamma, 
\]

Then, the original interface conditions (3.1)-(3.2) and the two newly constructed Robin-type conditions (3.3)-(3.4) above are equivalent.

The corresponding weak formulation for the decoupled Stokes-Darcy problem with Robin-type boundary conditions (3.1)-(3.2) can be reformulated as: for two given functions \(g_S, g_D \in L^2(\Gamma)\) and two positive constants \(\delta_S, \delta_D\), finding \((\overrightarrow{u_S}, p_S) \in (X_S, Q_S)\) and \(\phi_D \in X_D\) such that

\[
as_S(\overrightarrow{u_S}, \overrightarrow{v_S}) - b_S(\overrightarrow{v_S}, p_S) + \delta_S(\overrightarrow{u_S} \cdot \overrightarrow{n_S}, \overrightarrow{v_S} \cdot \overrightarrow{n_S}) + \sum_{i=1}^{d-1} \frac{\nu a \sqrt{d}}{\text{trace}(\Pi)} (\overrightarrow{u_S} \cdot \overrightarrow{\tau}_i, \overrightarrow{v_S} \cdot \overrightarrow{\tau}_i) \\
= \langle g_S, \overrightarrow{v_S} \cdot \overrightarrow{n_S} \rangle + \langle f_S, \overrightarrow{v_S} \rangle \quad \forall \overrightarrow{v_S} \in X_S, \\
b_S(\overrightarrow{u_S}, q) = 0 \quad \forall q \in Q_S, \\
\delta_D a_D(\phi_D, \psi) + \langle g_D, \psi \rangle = \langle g_D, \psi \rangle + \delta_D(f_D, \psi) \quad \forall \psi \in X_D,
\]

with the compatibility conditions (3.3)-(3.4). To this end, some bilinear forms are introduced:

\[
as_S(\overrightarrow{u_S}, \overrightarrow{v_S}) := 2\nu(D(\overrightarrow{u_S}), D(\overrightarrow{v_S})), \\
b_S(\overrightarrow{v_S}, q) := (\nabla \cdot \overrightarrow{v_S}, q), \\
a_D(\phi_D, \psi) := (\nabla \nabla \phi_D, \nabla \psi).
\]

Chen et al. proved the well-posedness of above weak formulation (3.3)-(3.7) in [8].

The following finite element discretization needs to be considered for the Robin-Robin domain decomposition methods. Let \(T_h\) be a regular and quasi-uniform triangulation of \(\Omega\) with the mesh size \(h > 0\), which consists of two consistent triangulations \(T_{S,h}\) and \(T_{D,h}\) for the subdomains \(\Omega_S\) and \(\Omega_D\), respectively. Moreover, we denote by \(B_h\) the partition of \(\Gamma\) induced from \(T_h\).

Then we define the finite element spaces \(X_{S,h} \subset X_S, Q_{S,h} \subset Q_S\) and \(X_{D,h} \subset X_D\) for approximating the fluid velocity and pressure in the free flow region, and the piezometric head in the porous medium flow, respectively. Actually, one popular choice is applying the \(P2-P1\) finite elements for Stokes problem, and matching \(P2\) finite elements for Darcy problem [8]. In details, the finite element spaces used here can be defined by:

\[
X_{S,h} := \left\{ \overrightarrow{v}_{S,h} \in (H^1(\Omega_S))^d : \overrightarrow{v}_{S,h}|_{T} \in (P_2(T))^d \quad \forall T \in T_{S,h}, \overrightarrow{v}_{S,h}|_{\Gamma_S} = 0 \right\}, \\
Q_{S,h} := \left\{ q_{S,h} \in L^2(\Omega_S) : q_{S,h}|_{T} \in P_1(T) \quad \forall T \in T_{S,h} \right\}, \\
X_{D,h} := \left\{ \psi_{D,h} \in H^1(\Omega_D) : \psi_{D,h}|_{T} \in P_2(T) \quad \forall T \in T_{D,h}, \psi_{D,h}|_{\Gamma_D} = 0 \right\},
\]

The spaces \(X_{S,h}\) and \(Q_{S,h}\) satisfy the discrete LBB or inf-sup condition [28, 29]. Specifically, the discrete trace space on the interface \(\Gamma\) is defined as follows:

\[
Z_h := \left\{ g_h \in L^2(\Gamma) : g_h|_{\tau} \in P_2(\tau) \quad \forall \tau \in B_h, \quad g_h|_{\Gamma} = 0 \right\} = X_{S,h}|_{\Gamma} \cdot \overrightarrow{n_S} = X_{D,h}|_{\Gamma}.
\]

Based on the above finite element discretization and the weak formulation (3.3)-(3.7), Chen. et al. [8] presented a parallel finite element Robin-Robin DDM for solving the coupled Stokes-Darcy problem.
FE DDM Algorithm (DDM-Chen).

1. Initial values of $g^n_{S,h} \in Z_h$ and $g^n_{D,h} \in Z_h$ are guessed, which can be chosen as zeros.
2. For $n = 0, 1, 2, \ldots, N$, the Stokes and Darcy systems can be solved independently with Robin-type boundary conditions (3.1)-(3.2): find $(u^n_{S,h}, p^n_{S,h}) \in (X_{S,h}, Q_{S,h})$ and $\phi^n_{D,h} \in X_{D,h}$ satisfies
   \[
   a_S(u^n_{S,h}, \nu^n_S) - b_S(\nu^n_S, p^n_{S,h}) + \delta_S(u^n_{S,h}, \nu^n_S, v^n_S, \nu^n_S) + \sum_{i=1}^{d-1} \frac{\nu_0 \sqrt{d}}{\text{trace}(D)} (u^n_{S,h}, \nu^n_S, v^n_S, \nu^n_S) = (g^n_{S,h}, v^n_S) + (f^n_{S,h}, v^n_S) \quad \forall v^n_S \in X_{S,h}, \tag{3.8}
   \]
   \[
   b_S(u^n_{S,h}, q) = 0 \quad \forall q \in Q_{S,h}, \tag{3.9}
   \]
and
   \[
   \delta_D a_D(\phi^n_{D,h}, \psi) + \langle g \phi^n_{D,h}, \psi \rangle = \langle g^n_{D,h}, \psi \rangle + \delta_D(f_D, \psi) \quad \forall \psi \in X_{D,h}, \tag{3.10}
   \]

respectively. Update $g^{n+1}_{S,h}, g^{n+1}_{D,h} \in Z_h$ for further iteration in the following manner:

\[
\begin{aligned}
g^{n+1}_{S,h} &= (\delta_S/\delta_D)g^n_{D,h} - (1 + \delta_S/\delta_D)g^n_{D,h} + g^n_S, \\
g^{n+1}_{D,h} &= -g^n_{S,h} + (\delta_S + \delta_D)u^n_{S,h}, \quad \forall \psi \in X_{D,h},
\end{aligned}
\]

In step 2, the way of choosing $N$ will be described in the numerical section. The convergence analysis of DDM-Chen derived in [8]. For the case $\delta_S = \delta_D = \delta$, DDM-Chen proved the convergence rate of $1 - Ch$. On the other hand, authors achieved $h$-independent error estimate for $\delta_S < \delta_D$ under the suitable choice of the parameters $\delta_S$ and $\delta_D$ including some control conditions. Furthermore, the Robin-Robin domain decomposition method leads to a finite element approximation for the decoupled Stokes-Darcy problem with Robin-type boundary conditions (3.1)-(3.2): for two given functions $g_{S,h}, g_{D,h} \in Z_h$ and two positive constants $\delta_S, \delta_D$, searching $(u^n_{S,h}, p^n_{S,h}) \in (X_{S,h}, Q_{S,h})$ and $\phi^n_{D,h} \in X_{D,h}$ such that

\[
\begin{aligned}
a_S(u^n_{S,h}, \nu^n_S) - b_S(\nu^n_S, p^n_{S,h}) + \delta_S(u^n_{S,h}, \nu^n_S, v^n_S, \nu^n_S) + \sum_{i=1}^{d-1} \frac{\nu_0 \sqrt{d}}{\text{trace}(D)} (u^n_{S,h}, \nu^n_S, v^n_S, \nu^n_S) = (g^n_{S,h}, v^n_S) + (f^n_{S,h}, v^n_S) \quad \forall v^n_S \in X_{S,h}, \tag{3.11}
   \]
   \[
   b_S(u^n_{S,h}, q) = 0 \quad \forall q \in Q_{S,h}, \tag{3.12}
   \]
   \[
\delta_D a_D(\phi^n_{D,h}, \psi) + \langle g \phi^n_{D,h}, \psi \rangle = \langle g^n_{D,h}, \psi \rangle + \delta_D(f_D, \psi) \quad \forall \psi \in X_{D,h}, \tag{3.13}
   \]

with the FE compatibility conditions:

\[
\begin{aligned}
g_{S,h} &= \delta_S u^n_{S,h}, \quad \forall \psi \in \Gamma, \\
g_{D,h} &= \delta_D u^n_{S,h}, \quad \forall \psi \in \Gamma.
\end{aligned}
\]

4. The Two-grid Domain Decomposition Algorithms. Although the Robin-Robin domain decomposition methods are well-studied and Chen et al. [8] achieved convergence rate generally $(1 - Ch)$ for $\delta_S = \delta_D = \delta$, but it causes enormous computational cost due to increases of
We use the notation \( x^\text{iterative steps for the finer mesh scales} h \). Even \( h \)-independent convergence for the case of \( \delta_S < \delta_D \) requires massive computational effort for the fine grid solutions with decreasing mesh size \( h \). The computational accuracy, efficiency, and effectiveness can be improved by combining two benchmark methods together: one is domain decomposition methods, and the other is classical two-grid methods. To this end, two-types of novel optimized DDMs based on the two-grid techniques are designed and analyzed from the aspect of saving the CPU time and computational resources, referred to as “Two-grid Domain Decomposition methods (TGDDMs)” hereafter.

### 4.1. TGDDM Algorithm 1 (TGDDM1)

The first two-grid domain decomposition algorithm for solving the coupled Stokes-Darcy problem require the following two steps:

1. Recall DDM-Chen to solve the problem \( (4.1) \) on a coarse grid with mesh size \( H \).

   We can finally obtain coarse grid data \( g_{S,H}, g_{D,H} \in Z_H \).

2. A modified fine grid problem is constructed and solved by finding \( (u_S^h, p_S^h) \in (X_{S,h}, Q_{S,h}), \phi_D^h \in X_{D,h}, \) such that

\[
\begin{align*}
  a_S(u_S^h, v_S^h) - b_S(v_S^h, p_S^h) + \delta_S \langle n_S^h, v_S^h \rangle + \sum_{i=1}^{d-1} \frac{\nu \sqrt{d}}{\sqrt{\text{trace}(II)}} \langle u_S^h, n_S^h, v_S^h, t_i^h \rangle &= \langle g_{S,H}, v_S^h \rangle \quad \forall v_S^h \in X_{S,h}, \\
  b_S(u_S^h, q) &= 0 \quad \forall q \in Q_{S,h}, \\
  \delta_D a_D(\phi_D^h, \psi) + \langle g_D^h, \psi \rangle &= \langle g_D, \psi \rangle + \delta_D(f_D, \psi) \quad \forall \psi \in X_{D,h}.
\end{align*}
\]

The well-posedness of the finite element approximation for the modified fine grid problem \( (4.1)-(4.3) \) can be easily checked. More importantly, the newly constructed Algorithm TGDDM1 can admit us to decouple the Stokes-Darcy system into two types of subproblems, namely the Stokes and Darcy one, consequently, we can utilize some “legacy” codes to simulate both subproblems in parallel by further applying mutually studied non-overlapping or particularly overlapping DDMs for each subproblem.

### 4.2. Error Analysis of TGDDM1

In this subsection, we derive the error estimate of the algorithm TGDDM1. Before that we introduce some preliminaries and basic results for convenience. We use the notation \( x \lesssim y \) as \( x \leq Cy \), where the generic constant \( C \) may denote different values in different places. Assume that the solutions \( \overline{u}_S^h, p_S \to (2.1)-(2.2) \) and \( \phi_D \to (2.4) \) admit the regularities of \( \overline{u}_S^h \in H^3(\Omega_S)^d, p_S \in H^2(\Omega_S) \) and \( \phi_D \in H^3(\Omega_D) \). Recall that the error estimates for the decoupled scheme in \( (3) \) for the Stokes-Darcy problem with Robin-type boundary conditions hold:

\[
\begin{align*}
  ||\overline{u}_S^h - \overline{u}_{S,h}||_1 &\lesssim h^2, \\
  ||u_S^h - u_{S,h}||_1 &\lesssim h^3, \\
  ||p_S - p_{S,h}|| &\lesssim h^2, \\
  ||\phi_D - \phi_{D,h}||_1 &\lesssim h^2, \\
  ||\phi_D - \phi_{D,h}|| &\lesssim h^3.
\end{align*}
\]

For the finite element approximation \( (3.1)-(3.3) \), some error functions, related with the differences of the solution components on the coarse grid and fine grid, are denoted by

\[
\begin{align*}
  e_{S,H} &= \overline{u}_{S,H} - \overline{u}_{S,h}, \\
  e_{S,H} &= \overline{u}_{S,H} - \overline{u}_{S,h}, \\
  e_{S,H} &= p_{S,H} - p_{S,h}, \\
  e_{S,H} &= g_{S,H} - g_{S,h}, \\
  e_{D,H} &= \phi_{D,H} - \phi_{D,h}, \\
  e_{D,H} &= \phi_{D,H} - \phi_{D,h}, \\
  e_{D,H} &= g_{D,H} - g_{D,h}.
\end{align*}
\]
Then, several basic but important error estimates regarding with the numerical solutions to (3.11)-(3.13) on the coarse and fine grids can be easily derived by using the triangle inequality, for instance:

\[ \| e_{S,H} \|_1 \lesssim H^2, \quad \| e_{S,H} \| \lesssim H^3, \quad \| e_{S,H} \| \lesssim H^2; \]
\[ \| e_{D,H} \|_1 \lesssim H^2, \quad \| e_{D,H} \| \lesssim H^3. \]

In Lemma 4.1, we derive the estimates for the FE compatibility conditions (3.14)-(3.15) for the coarse and fine grids by utilizing the above error estimates above for (3.11)-(3.13). Note that these estimates will play the vital role in the numerical analysis hereafter.

**Lemma 4.1.** Along the interface \( \Gamma \), two error estimates on \( \eta_{S,H} \) and \( \eta_{D,H} \) related with the interface conditions (3.14)-(3.15) have the forms of

\[ \| \eta_{S,H} \|_\Gamma \lesssim (\delta_S + g) H^{\frac{5}{2}}, \quad \| \eta_{D,H} \|_\Gamma \lesssim (\delta_D + g) H^{\frac{5}{2}}. \]

**Proof.** According to the FE compatibility conditions (3.14)-(3.15), we can directly derive the following relations:

\[ \eta_{S,H} = \delta_S \overrightarrow{e_{S,H}} \cdot \overrightarrow{n_S} - g e_{D,H}, \quad \eta_{D,H} = \delta_D \overrightarrow{e_{S,H}} \cdot \overrightarrow{n_S} + g e_{D,H}. \]

By the virtue of Young’s inequality, trace inequality (see (2.10) in [30]) with a positive constant \( C_{tr} \) and the basic error estimates above, we can deduce that

\[ \| \eta_{S,H} \|_\Gamma = \| \delta_S \overrightarrow{e_{S,H}} \cdot \overrightarrow{n_S} - g e_{D,H} \|_\Gamma \]
\[ \leq \delta_S \| \overrightarrow{e_{S,H}} \cdot \overrightarrow{n_S} \|_\Gamma + g \| e_{D,H} \|_\Gamma \]
\[ \leq \delta_S C_{tr} \| \overrightarrow{e_{S,H}} \|_{\Gamma}^{\frac{1}{2}} \| \overrightarrow{e_{S,H}} \|_{\Gamma}^{\frac{1}{2}} + g C_{tr} \| e_{D,H} \|_{\Gamma}^{\frac{1}{2}} \| e_{D,H} \|_{\Gamma}^{\frac{1}{2}} \]
\[ \lesssim (\delta_S + g) H^{\frac{5}{2}}. \]

Similarly, the error estimate of \( \| \eta_{D,H} \|_\Gamma \) can be demonstrated. \( \square \)

Consequently, we have the error analysis for Algorithm \( TGDDM1 \) in the following theorem.

**Theorem 4.2.** Let \( (\overrightarrow{u_{S,h}}, p_{S,h}; \phi_{D,h}) \) be the solution of (3.11)-(3.13), and assume that \( (\overrightarrow{u_{S,\hat{h}}}, p_{S,\hat{h}}; \phi_{D,\hat{h}}) \) is the solution of (4.1)-(4.3) derived from TGDDM1, the following error estimates hold:

\[ \| \phi_{D,h} - \phi_{D,\hat{h}} \|_1 \lesssim \frac{\delta_D + g}{\delta_D} H^{\frac{5}{2}}, \quad (4.4) \]
\[ \| \overrightarrow{u_{S,h}} - \overrightarrow{u_{S,\hat{h}}} \|_1 \lesssim (\delta_S + g) H^{\frac{5}{2}}, \quad (4.5) \]
\[ \| p_{S,h} - p_{S,\hat{h}} \| \leq \left( 2\nu + \delta_S C_{tr}^2 + \frac{\nu \sqrt{d} C_{tr}}{\sqrt{\text{trace}(\Pi)}} + C_{tr} \right) (\delta_S + g) H^{\frac{5}{2}}. \quad (4.6) \]

**Proof.** On the fine grid, subtracting (4.1)-(4.3) from (3.11)-(3.13) yields

\[ \delta_{D,h} (\phi_{D,h} - \phi_{D,\hat{h}}) + \langle g(\phi_{D,h} - \phi_{D,\hat{h}}), \psi \rangle = \langle g_{D,h} - g_{D,\hat{h}}, \psi \rangle \quad \forall \psi \in X_{D,h}, \quad (4.7) \]
\[ a_S(\overrightarrow{u_{S,h}} - \overrightarrow{u_{S,\hat{h}}}, \overrightarrow{v_{S,h}}) - b_S(\overrightarrow{v_{S,h}}, p_{S,h} - p_{S,\hat{h}}) + \delta_S (\overrightarrow{(u_{S,h} - u_{S,\hat{h}}) \cdot \overrightarrow{n_S}}, \overrightarrow{v_{S,h} \cdot \overrightarrow{n_S}}) \]
\[ + \sum_{i=1}^{d-1} \frac{\nu \sqrt{d}}{\sqrt{\text{trace}(\Pi)}} \langle \overrightarrow{(u_{S,h} - u_{S,\hat{h}}) \cdot \overrightarrow{n_i}}, \overrightarrow{v_{S,h} \cdot \overrightarrow{n_i}} \rangle \]
Due to Korn’s inequality, namely, there exist a positive constant $C$ for the Darcy system, choosing $\psi$ which immediately yields the error inequality (4.4).

The proof for the error estimate (4.5) is completed.

For the Darcy system, choosing $\psi = \phi_{D,h} - \phi_D^h \in X_{D,h}$ in (4.7) gives

$$\delta_D a_D(\phi_{D,h} - \phi^h_D, \phi_{D,h} - \phi^h_D) + |g| ||\phi_{D,h} - \phi^h_D||^2_1 = \langle g_{D,h} - g_{D,H}, \phi_{D,h} - \phi^h_D \rangle.$$  

Thanks to Cauchy-Schwarz inequality, trace inequality, and Lemma 4.1, the error result for the porous media region can be deduced from (4.10) as

$$||\phi_{D,h} - \phi^h_D||^2_1 \leq \frac{1}{k_D} a_D(\phi_{D,h} - \phi^h_D, \phi_{D,h} - \phi^h_D)$$

$$\leq \frac{1}{k_D} \left[ \delta_D a_D(\phi_{D,h} - \phi^h_D, \phi_{D,h} - \phi^h_D) + g ||\phi_{D,h} - \phi^h_D||^2_1 \right]$$

$$\leq \frac{1}{k_D} \langle g_{D,h} - g_{D,H}, \phi_{D,h} - \phi^h_D \rangle$$

$$\leq \frac{1}{k_D} ||\eta_{D,H}||_1 ||\phi_{D,h} - \phi^h_D||_1 \leq \frac{\delta_D + g}{k_D} ||H^2||_g ||\phi_{D,h} - \phi^h_D||_1,$$

which immediately yields the error inequality (4.11).

For the Stokes problem, taking $\vec{v} = \vec{u}_{S,h} - \vec{u}_S^h \in X_{S,h}$ in (4.8) and $q = p_{S,h} - p^h_S \in Q_{S,h}$ in (4.9), then adding the resulting equations together, we can obtain

$$a_S(\vec{u}_{S,h} - \vec{u}_S^h, \vec{u}_{S,h} - \vec{u}_S^h) + \delta_S ||(\vec{u}_{S,h} - \vec{u}_S^h) \cdot \vec{n}_S^h||_1 + \frac{\nu \alpha \sqrt{d}}{\sqrt{\text{trace}(H)}} ||(\vec{u}_{S,h} - \vec{u}_S^h) \cdot \vec{n}_S^h||_1$$

$$= \langle g_{S,h} - g_{S,H}, (\vec{u}_{S,h} - \vec{u}_S^h) \cdot \vec{n}_S^h \rangle.$$

Due to Korn’s inequality, namely, there exist a positive constant $C_K$, such that

$$||\vec{v}_S^h||_1^2 \leq \frac{C_K^2}{2\nu} a_S(\vec{v}_S^h, \vec{v}_S^h) \quad \vec{v}_S^h \in X_S,$$

we can then get

$$||\vec{u}_{S,h} - \vec{u}_S^h||_1^2 \leq \frac{C_K^2}{2\nu} \left[ a_S(\vec{u}_{S,h} - \vec{u}_S^h, \vec{u}_{S,h} - \vec{u}_S^h) + \delta_S ||(\vec{u}_{S,h} - \vec{u}_S^h) \cdot \vec{n}_S^h||_1 \right.$$  

$$\quad + \sum_{i=1}^{d-1} \frac{\nu \alpha \sqrt{d}}{\sqrt{\text{trace}(H)}} ||(\vec{u}_{S,h} - \vec{u}_S^h) \cdot \vec{n}_S^h||_1 \right]$$

$$\leq \frac{C_K^2}{2\nu} \langle g_{S,h} - g_{S,H}, (\vec{u}_{S,h} - \vec{u}_S^h) \cdot \vec{n}_S^h \rangle$$

$$\leq \frac{C_K^2}{2\nu} ||\eta_{S,H}||_1 ||\vec{u}_{S,h} - \vec{u}_S^h||_1 \lesssim (\delta_S + g) ||H^2||_g ||\vec{u}_{S,h} - \vec{u}_S^h||_1.$$

The proof for the error estimate (4.5) is completed.

To check the last estimate (4.6), we need to use the discrete Brezzi-Babuska condition on the free fluid domain $\Omega_S$, namely, for $q = p_{S,h} - p^h_S \in Q_{S,h}$, there exists $\vec{v}_S^h \in X_{S,h}$, such that

$$||p_{S,h} - p^h_S||_1 \leq \frac{-b_S(\vec{v}_S^h, p_{S,h} - p^h_S)}{||\vec{v}_S^h||_1}.$$
Then applying the equation \((4.8)\) by such \(\overrightarrow{\delta S}\), we can arrive at

\[
||p_{S,h} - p^h_S|| \leq \frac{1}{||\overrightarrow{v_S^2}||} \left[ |a_S(\overrightarrow{u_{S,h}^2} - \overrightarrow{u^2_S, v_S^3})| + \delta_S| < (\overrightarrow{u_{S,h}^2} - \overrightarrow{u^2_S}) \cdot \overrightarrow{n_S}, \overrightarrow{v_S} \cdot \overrightarrow{n_S} > | \\
+ \frac{\nu \alpha d}{\text{trace}(H)} \left[ |(\overrightarrow{u_{S,h}^2} - \overrightarrow{u^2_S}) \cdot \overrightarrow{\tau_i}, \overrightarrow{v_S} \cdot \overrightarrow{\tau_i}| + |(g_{S,h} - g_{S,H, \overrightarrow{v_S} \cdot \overrightarrow{n_S}})| \right] \right] \\
\leq \left( 2\nu + \delta_S C_{tr}^2 + \frac{\nu \alpha d C_{tr}^2}{\text{trace}(H)} \right) ||\overrightarrow{u_{S,h}^2} - \overrightarrow{u^2_S}||_1 + C_{tr} ||g_{S,h} - g_{S,H}||_1 \\
\lesssim \left( 2\nu + \delta_S C_{tr}^2 + \frac{\nu \alpha d C_{tr}^2}{\text{trace}(H)} + C_{tr} \right) (\delta_S + g) H^\frac{5}{2},
\]

which completes the proof of \((4.6)\). \(\Box\)

Based on the theorem above, by further utilizing the triangle inequalities, we can immediately derive the error estimates of the solution of \(TGDDM1\) compared with the exact one in the following.

**Corollary 4.3.** Let \((\overrightarrow{u_{S,h}^2, p^h_S, \phi^h_D}) \in (X_{S,h}, Q_{S,h}; X_{D,h})\) and \((\overrightarrow{u_{S}^2, p_S; \phi_D}) \in (X_{S}, Q_{S}; X_{D})\) be the solutions to \(TGDDM1\) and \((3.8)\) (3.7) respectively, for the coupled Stokes-Darcy model. For the choice of \(H = h^{2/3}\), we have the error estimates

\[
||\phi_D - \phi^h_D||_1 \lesssim h^{\frac{5}{2}}, \quad ||\overrightarrow{u^2_{S}} - \overrightarrow{u_{S,h}^2}||_1 + ||p_S - p^h_S|| \lesssim h^{\frac{5}{2}}.
\]

Moreover, if specially selecting \(H = h^{4/5}\), the error estimates are improved as:

\[
||\phi_D - \phi^h_D||_1 \lesssim h^2, \quad ||\overrightarrow{u^2_{S}} - \overrightarrow{u_{S,h}^2}||_1 + ||p_S - p^h_S|| \lesssim h^2.
\]  \hspace{1cm} (4.11)

**Remark 4.4.** Since the error estimates \((4.4)-4.7\) is not optimal for \(H = h^{2/3}\) by directly applying the trace inequality, consequently the estimate \((4.11)\) is not optimal. We only utilize the coarse mesh data \(g_{S,H, \overrightarrow{v_S} \cdot \overrightarrow{n_S}}\) and the trace inequality directly, which is shown in Lemma \(4.4\). Hence, some internal factors of interface terms affect our analysis. Based on some numerical experiments performed in the next section, it is recommended to have the optimal result in the form of \((4.11)\) for \(H = h^{2/3}\). This optimal estimate can be resolved by some rigorous analysis in further study. In the next subsection, we have presented improved version of error estimates with the minor modifications of some additional interface terms.

### 4.3. TGDDM Algorithm 2 \((TGDDM2)\).

Based on the discussion in Remark \(4.4\), we improve Algorithm \(TGDDM1\) by utilizing more solution information of \(DDM-\text{Chen}\) on the coarse grid. The main strategy is to modify both the Robin-type interface terms \((g_{S,H}, \overrightarrow{v_S} \cdot \overrightarrow{n_S}), (g_{D,H}, \overrightarrow{v_D} \cdot \overrightarrow{n_D})\) in the fine grid, and the interface terms \(\delta_S(\overrightarrow{u_{S,h}^2} \cdot \overrightarrow{n_S}, \overrightarrow{v_S} \cdot \overrightarrow{n_S})\) and \(g(\phi_D, \overrightarrow{v_D} \cdot \overrightarrow{n_D})\), simultaneously. Note that this algorithm is utilizing DDM on the coarse grid and One-step modified DDM on the fine grid in essence. We refer the improved algorithm as \(TGDDM2\), whose main idea is summarized as follows:

1. Solve a coarse grid problem \((3.11)-(3.13)\) with mesh size \(H\) by recalling \(DDM-\text{Chen}\). Then, we can get the data: \(u_{S,h} \in X_{S,h}, \phi_D, H \in X_{D,H}\) and \(g_{S,H}, g_{D,H} \in Z_H\).
2. The new fine grid problem is constructed by solving: \((\overrightarrow{u}^h_S, p^h_S) \in (X_{S,h}, Q_{S,h}), \phi^h_D \in X_{D,h}\), such that for any \(\overrightarrow{v}_S \in X_{S,h}\), \(q \in Q_{S,h}\) and \(\psi \in X_{D,h}\)

\[
as(u^h_S, v^h_S) - b_S(v^h_S, p^h_S) + \sum_{i=1}^{d-1} \frac{\nu \alpha d}{\text{trace}(\Pi)} (u^h_S \cdot n^h_S, v^h_S \cdot n^h_S) = -\delta_S \langle u^h_S, v^h_S \rangle + \langle g_{S,h}, v^h_S \rangle + \langle f^h_S, v^h_S \rangle, \quad (4.12)\]

\[
b_S(u^h_S, q) = 0, \quad (4.13)\]

\[
\delta_D a_D(\phi^h_D, \psi) = -g(\phi_D, \psi) + \langle g_{D,h}, \psi \rangle + \delta_D(f_D, \psi). \quad (4.14)\]

According to the first step in the Algorithm TGDDM2 and the FE compatibility conditions \((3.14)-(3.15)\), we can directly show the following relations for further analysis:

\[
g_{S,h} = \delta_S u^h_S \cdot n^h_S - g \phi_D, + g Z, \quad (4.15)\]

\[
g_{D,h} = \delta_S u^h_S \cdot n^h_S + g \phi_D. \quad (4.16)\]

Then, by subtracting \((4.12)-(4.14)\) from \((3.11)-(3.13)\) on the fine grid, and taking account of the conditions \((4.15)-(4.16)\), we can get the the error functions

\[
a_D(\phi_D, - \phi^h_D, \psi) = \langle (u^h_S - u^h_S) \cdot n^h_S, \psi \rangle \quad \forall \psi \in X_{D,h}, \quad (4.17)\]

\[
as(u^h_S, u^h_S, p^h_S) - b_S(v^h_S, p^h_S) + \sum_{i=1}^{d-1} \frac{\nu \alpha d}{\text{trace}(\Pi)} ((u^h_S - u^h_S) \cdot n^h_S, v^h_S \cdot n^h_S) = -g(\phi_D, - \phi^h_D, v^h_S \cdot n^h_S) \quad \forall v^h_S \in X_{S,h}, \quad (4.18)\]

\[
b_S(u^h_S, - u^h_S, q) = 0 \quad \forall q \in Q_{S,h}. \quad (4.19)\]

It is interesting to discover the newly constructed scheme TGDDM2 seems to be related with the parameters \(\delta_S, \delta_D\) in the second step. Only imposing the Dirichlet traces of the coarse solutions in the fine grid problems leads to the cancellation of the terms related to these two parameters in the residual equations above, hence, the present TGDDM2 only depends on the parameters in the first step for solving the coarse mesh problems.

The further error analysis based on equations \((4.17)-(4.19)\) can be easily derived by the similar way with \((12)\). Actually, we can select \(\psi = \phi_D, - \phi^h_D \in X_{D,h}\) in \((4.17)\), and introduce an auxiliary system:

\[
\begin{align*}
-\Delta \gamma &= 0 & \text{in } \Omega_S, \\
\gamma &= \phi_D, - \phi^h_D & \text{on } \Gamma, \\
\gamma &= 0 & \text{on } \Gamma_S,
\end{align*}
\]

where \(\gamma \in H^1(\Omega_S)\) is the harmonic extension of \(\phi_D, - \phi^h_D\) to the Stokes region. Then, following the analysis in \((12)\), we can get \(||\phi_D, - \phi^h_D||_1 \lesssim H^3\) and taking \(\overrightarrow{v}_S = u^h_S - u^h_S \in X_{S,h}\) in \((4.18)\) and \(q = p_{S,h} - p^h_S \in Q_{S,h}\) in \((4.19)\), we can directly obtain \(||u^h_S - u^h_S||_1 \lesssim H^2\). Then, utilizing the inf-sup or LBB condition on \(\Omega_S\), we can yield \(||p_{S,h} - p^h_S|| \lesssim H^{3/2}\). Further utilizing the triangle inequality, we can finally derive the error estimates under the relation of mesh scale \(H = h^{2/3}\):

\[
||\phi_D, - \phi^h_D||_1 \leq C h^2, \quad ||u^h_S - u^h_S||_1 + ||p_{S,h} - p^h_S|| \leq C h^{3/2}, \quad (4.20)
\]
where \((\vec{u}_S^h, p_S^h; \phi_D^h) \in (X_{S,h}, Q_{S,h}; X_{D,h})\) and \((\vec{u}_S, p_S; \phi_D) \in (X_S, Q_S; X_D)\) are solutions to \(TGDDM2\) and the original coupled Stokes-Darcy problem, respectively. Noting that the estimate \(||\phi_D - \phi_D^h|||_1\) for the Darcy hydraulic head is improved to the optimal convergence result of \(O(h^2)\) here. This will be verified by several numerical experiments in the next section.

If we want to further improve the error estimate in the free fluid region, with a 1/3 higher order than the result in (4.20), more rigorous estimates should be used, see for instance [18], in which Hou assumed the sufficient smoothness of the interface \(\Gamma\) and introduced an auxiliary problem to achieve the proof of the optimal estimate. This result is also valid for our scheme \(TGDDM2\). To this end, we reach the optimal error estimates for \(TGDDM2\), i.e.,

\[
||\phi_D - \phi_D^h|||_1 \leq C h^2, \quad ||\vec{u}_S - \vec{u}_S^h|||_1 + ||p_S - p_S^h|| \leq C h^2.
\]  (4.21)

**Remark 4.5.** We can extend the error analysis for the TGDDMs above to other finite element spaces, such as the well-known MINI elements \((P_1b - P_1)\) for the Stokes region, and the matched \(P_1\) elements for the Darcy model. Under such choices of the finite element spaces, the discrete trace space \(Z_h\) on the interface \(\Gamma\) should be modified as the space of the \(P_1\) elements, however, the following relations are still true:

\[Z_h = X_{S,h}|_{\Gamma} \cdot \vec{n}_S = X_{D,h}|_{\Gamma}.\]

Following the idea of [3], the scheme of DDM-Chen with \(P_1b - P_1 - P_1\) elements will admit similar converge results up to minor modification of numerical analysis. Consequently, we can also demonstrate the error estimates between the exact and finite element solutions in the form of

\[||\phi_D - \phi_D^h|||_1 \leq C h, \quad ||\vec{u}_S - \vec{u}_S^h|||_1 + ||p_S - p_S^h|| \leq C h.\]

5. **Numerical Experiments.** In this section, we conduct several numerical experiments to illustrate the accuracy and efficiency of the proposed TGDDMs algorithms by simulating the coupled Stokes-Darcy fluid flow model. In the first numerical test, we achieve the optimal convergence accuracy for the newly proposed \(TGDDM1\) or \(TGDDM2\) algorithms for an analytical solution. The second example demonstrates the flow speed, streamlines, conservation of mass, and CPU performance in a conceptual domain. Moreover, we simulate the coupling of the “3D Shallow Water” system with the Darcy equation to present the complicated flow characteristics. The finite element spaces are constructed by well-known \(P_2-P_1\) elements for the Stokes problem and the matched \(P_2\) elements for the Darcy problem. All the numerical tests are executed by the open-source software FreeFEM++ [31].

The stopping criteria for the iterative process of DDM-Chen or the first step of the proposed TGDDMs, referred to as the maximal number \(N\) of iterations, is usually selected as a fixed tolerance of \(10^{-6}\) between two successive iterative solutions of the velocities and piezometric heads in the sense of \(L^2\)-norm, i.e.,

\[
\left(\left(||\vec{u}_{S,H}^{n+1} - \vec{u}_{S,H}^n||^2 + ||\phi_D^{n+1} - \phi_D^n||^2\right)^{1/2}\right) \leq 10^{-6}.
\]

5.1. **Experiment 1.** The first testing example with exact solution is adapted from [8] to verify the predicted error estimates of “Remark 4.4”, and check the feasibility of \(TGDDM2\). The global
domain $\Omega$ consists of the free fluid flow region $\Omega_1 = [0, \pi] \times [0, 1]$ and the porous medium region $\Omega_D = [0, \pi] \times [-1, 0]$, including the the interface $\Gamma = \{0 \leq x \leq \pi, y = 0\}$. The exact solution is selected as:

$$\overrightarrow{u}_x = [v'(y) \cos x, v(y) \sin x]^T, \quad p_S = 0, \quad \phi_D = (e^y - e^{-y}) \sin x,$$

where $v(y)$ denotes any function satisfying the boundary conditions $v(0) = -2\chi$ and $v'(0) = 0$, respectively. Here we select $v(y) = -2\chi + \frac{1}{4} \sin^2(\pi y)$. On the other hand, the above exact solution of such functions satisfy the Beavers-Joseph-Saffman interface conditions. For the computational convenience, we assume $z = 0$, and other physical parameters $\nu, g, k$ and $\alpha$ to be $1.0$.

The convergence performances for the proposed TGDDM1, TGDDM2 algorithms with different $\delta_S$ and $\delta_D$ by using $P2 - P1 - P2$ finite elements triple.

| $\delta_S$ | $\delta_D$ | $H$ | $N$ | $h$ | $\|\bar{u}_x - u_{x}\|_1$ | $\|\bar{p} - p\|_1$ | $\|\phi_D - 0\|_1$ | $\|\phi_D - 0\|_1$ | $\|\phi_D - 0\|_1$ |
|-----------|-----------|-----|-----|-----|----------------|----------------|----------------|----------------|----------------|
| $1/2$ | $1/2$ | 74 | 1 | 0.0226120 | 0.0386038 | 0.0310740 | 0.0222370 | 0.0382719 | 0.0310642 |
| $1/2$ | $1/2$ | 110 | 1 | 0.0265787 | 0.0289300 | 0.0333933 | 0.0265605 | 0.0271122 | 0.0333080 |
| $1/2$ | $1/2$ | 136 | 1 | 0.0051409 | 0.0004530 | 0.0006324 | 0.0051391 | 0.0004311 | 0.0006319 |
| $1/2$ | $1/2$ | 154 | 1 | 0.0013372 | 0.0001078 | 0.0016341 | 0.0013368 | 0.0010150 | 0.0016341 |
| $1/2$ | $1/2$ | 168 | 1 | 0.0004507 | 0.0000375 | 0.0005730 | 0.0004504 | 0.0000352 | 0.0005720 |
| Rate | 1.99 | 1.93 | 1.92 | 1.99 | 1.94 | 1.92 |
| $1/4$ | $1/4$ | 64 | 1 | 0.0226080 | 0.0383720 | 0.0310927 | 0.0222370 | 0.0382719 | 0.0310639 |
| $1/4$ | $1/4$ | 92 | 1 | 0.0265639 | 0.0274030 | 0.0334777 | 0.0265606 | 0.0271150 | 0.0333030 |
| $1/4$ | $1/4$ | 101 | 1 | 0.0051394 | 0.0004345 | 0.0006329 | 0.0051390 | 0.0004296 | 0.0006319 |
| $1/4$ | $1/4$ | 104 | 1 | 0.0013364 | 0.0000952 | 0.0016310 | 0.0013362 | 0.0009282 | 0.0016300 |
| $1/4$ | $1/4$ | 104 | 1 | 0.0004478 | 0.0000327 | 0.0005500 | 0.0004465 | 0.0000325 | 0.0005490 |
| Rate | 2.00 | 1.95 | 1.99 | 2.00 | 1.92 | 1.99 |
| $1/8$ | $1/8$ | 17 | 1 | 0.0226171 | 0.0383043 | 0.0310931 | 0.0222370 | 0.0382714 | 0.0310645 |
| $1/8$ | $1/8$ | 17 | 1 | 0.0265603 | 0.0270453 | 0.0334853 | 0.0265606 | 0.0271122 | 0.0333090 |
| $1/8$ | $1/8$ | 17 | 1 | 0.0051391 | 0.0004303 | 0.0006328 | 0.0051390 | 0.0004295 | 0.0006317 |
| $1/8$ | $1/8$ | 17 | 1 | 0.0013359 | 0.0000871 | 0.0016290 | 0.0013359 | 0.0008666 | 0.0016280 |
| $1/8$ | $1/8$ | 17 | 1 | 0.0004462 | 0.0000305 | 0.0005440 | 0.0004462 | 0.0000303 | 0.0005430 |
| Rate | 2.00 | 1.92 | 2.01 | 2.00 | 1.92 | 2.00 |

Firstly, we check the convergence of TGDDMs, by solving the coupled Stokes-Darcy problem with the proposed TGDDM1 or TGDDM2 on the uniform triangular meshes with size $H = \{1/4, 1/9, 1/16, 1/25, 1/36\}$ and $h = H^{3/2} = \{1/8, 1/27, 1/64, 1/125, 1/216\}$. The approximate errors are displayed in Table 5.1 for the velocity of free fluid flow in $H^1$-norm, the pressures of Stokes
in \(L^2\)-norm, and the hydraulic heads of Darcy in \(H^1\)-norm. As expected, all the approximate errors achieve the optimal orders of \(O(h^2)\) for the proposed TGDDMs algorithms. Moreover, the approximate accuracy hold the Remarks 4.4 and 4.5 and obtain the similar convergence order as Chen et al. [8]. On the other hand, DDM iterative step \(N\) in the process of computation on each coarse grid indicate that the convergence rate is \((1 - Ch)\) while \(\delta_S = \delta_D\) and \(h\)-independent while \(\delta_S < \delta_D\). Besides, optimal error orders are confirmed when \(\delta_S < \delta_D\) for \(H = h^{2/3}\), supports the Remark 4.4 for TGDDM1 and the result (4.21) for TGDDM2.

Secondly, we record the CPU time to simulate the proposed TGDDMs algorithms and DDM-Chen in Table 5.2 for the comparison purpose. As expected, the proposed TGDDM1 and TGDDM2 algorithms consume less CPU time than the DDM-Chen. Besides, the iterative numbers \(N\) for the three schemes DDM-Chen, TGDDM1 and TGDDM2 verify the theoretical results. The above numerical results illustrate the computational efficiency and exclusive features of our methods.

Table 5.2

| \(\delta_S\) | \(\delta_D\) | \(h\) | DDM-Chen | TGDDM1 | TGDDM2 |
|------------|------------|------|----------|--------|--------|
|            |            |      | \(N\) | CPU | \(N\) | CPU | \(N\) | CPU |
| 1          | 1          | 8    | 86   | 4.233 | 64   | 1.890 | 64   | 2.193 |
| 1          | 2          | 104  | 37.654 | 101  | 6.773 | 101  | 22.101 |
| 1          | 4          | 106  | 902.407 | 104  | 53.426 | 104  | 53.858 |
| \(\frac{1}{3}\) | 1          | –    | –    | –    | –    | –    | –    |
| \(\frac{1}{3}\) | 2          | 21   | 0.971 | 21   | 0.563 | 21   | 0.550 |
| \(\frac{1}{3}\) | 4          | 21   | 7.986 | 21   | 1.579 | 21   | 1.702 |
| \(\frac{1}{3}\) | 8          | 21   | 42.980 | 21   | 4.860 | 21   | 4.677 |
| \(\frac{1}{3}\) | 16         | 21   | 159.014 | 21   | 13.781 | 21   | 12.856 |

In Table 5.3 we compare the approximate errors and CPU performance between the algorithms TGDDM2 and CTG by running the first step computation on the coarse mesh and the second step on the fine mesh, respectively. For this purpose, we apply GMRES solver to compute the coupled system on the coarse mesh for CTG. Here the notation ‘-’ means that the implementation of our present computer is out of memory. The results indicate that TGDDM and CTG both have optimal convergence orders and much similar approximate accuracy when the fine mesh size is not too small. Table 5.3 illustrate that the Stokes problem is out of memory if we consider \(h \leq \frac{1}{100}\) (corresponding to \(h = H^{3/2}\), \(H \leq \frac{1}{100}\)). On the other hand, Darcy system can still be solved successfully until \(h \leq \frac{1}{1000}\) ( \(H \leq \frac{1}{100}\)). Meanwhile, CTG may become unstable when solving finer grid problems, due to the failure of solving the coupled system at the first step. Besides, Table 5.3 demonstrate that CTG can solve coarser mesh problems much faster than TGDDMs when \(H\) is bigger. However, TGDDM2 can save more CPU time compared with CTG when \(H\) is smaller.

Furthermore, we demonstrate the log-log plots of the relatively approximate errors for velocity, pressure and hydraulic head in Fig. 5.1 for the both cases of \(\delta_S = \delta_D\) and \(\delta_S < \delta_D\) by using \(P1b - P1 - P2\) finite elements triple to validate the Remark 4.5. From the figure, we can intuitively observe that the optimal convergence order \(O(h)\) is achieved for all these three quantities, which confirm the conclusion in Remark 4.5.
Approximate accuracy and CPU time in the first and second steps for TGDDM2 and CTG by using \( P_2-P_1-P_2 \) finite elements triple.

| Algorithms | \( H \) | \( \frac{\|u_2-u_1\|}{\|u_2\|} \) | \( \frac{\|p_s-p_1\|}{\|p_s\|} \) | \( \frac{\|\phi_D-\phi_D,1\|}{\|\phi_D\|} \) | CPU | \( \frac{\|u_2-u_1\|}{\|u_2\|} \) | \( \frac{\|p_s-p_1\|}{\|p_s\|} \) | \( \frac{\|\phi_D-\phi_D,1\|}{\|\phi_D\|} \) | CPU |
|------------|---------|------------------|------------------|------------------|-----|------------------|------------------|------------------|-----|
| TGDDM2     | \( \frac{1}{4} \) | 0.0799951 | 0.0086573 | 0.0094345 | 2.347 | 0.0051390 | 0.004295 | 0.0094345 | 1.803 |
| \( \delta_D = 1.0 \) | \( \frac{1}{4} \) | 0.0332764 | 0.0027174 | 0.0040821 | 5.298 | 0.013359 | 0.0008866 | 0.001628 | 7.146 |
| \( \delta_S = \frac{1}{2} \delta_D \) | \( \frac{1}{4} \) | 0.0157737 | 0.0014256 | 0.0018632 | 10.59 | 0.004462 | 0.000324 | 0.000544 | 22.43 |
| CTG        | \( \frac{1}{4} \) | 0.0018499 | 0.0005610 | 0.0009248 | 21.35 | 0.001788 | 0.0000113 | 0.000216 | 61.05 |
| \( \delta_S = \frac{1}{2} \delta_D \) | \( \frac{1}{4} \) | 0.0051390 | 0.0004286 | 0.0006210 | 32.65 | – – | – – | – – | – – |
|            | \( \frac{1}{4} \) | 0.0031685 | 0.0002209 | 0.0003767 | 53.80 | – – | – – | – – | – – |
|            | \( \frac{1}{4} \) | 0.0020913 | 0.0001448 | 0.0002483 | 83.51 | – – | – – | – – | – – |

Rate \( \frac{1.97}{2} \quad \frac{2.00}{2} \quad \frac{1.98}{2} \)

Finally, we compare the approximate accuracy of the proposed TGDDM1 with recently developed “Two-level Optimized Schwarz method (TLOSM): Algorithm 2.1” in Table 5.4 using \( P_1b - P_1 - P_1 \) finite elements triple. The TLOSM algorithm execute iteratively several steps on the fine grid to solve the decoupling problems, and then computing the residual equations on the coarse grid to correct the fine grid solutions. By following Gander et al. [21], we consider the coarse and fine meshes with relationship \( h = H/2 \), the fine grid iteration numbers \( n_1 = n_2 = 2 \) and the optimized parameters \( s_1 = 100, s_2 = 1/50 \). On the other hand, we set \( \delta_S = s_1 \) and \( \delta_D = s_2 \) to simulate the proposed algorithm for the comparison purpose. As expected, both algorithms achieve optimal convergence orders but TGDDM1 can save significant amount of CPU time TLOSM.

6. Conclusions. In this contribution, we propose two novel optimized two-grid domain decomposition algorithms to solve the coupled Stokes-Darcy multi-physics system numerically. We derive the stability and convergence analysis for the proposed TGDDMs algorithm rigorously. Moreover, several numerical experiments are preform to validate the proposed algorithms and demonstrate the accuracy and efficiency. The optimal convergence order is achieved for both schemes. The flow speed, streamlines, pressure contour, conservation of mass, and complicated flow characteristics are illustrated on the 2D and 3D geometrical setup for the Stokes-Darcy fluid flow model. All the numerical experiments indicate that the proposed TGDDMs algorithms consume very little CPU time and save computational resources than the classical two-grid methods. On the other hand, the newly optimized TGDDMs scheme can simulate large-scale multi-domain/multi-physics models for finer grids with more realistic physical parameters better than the DDMs or traditional.
The approximate accuracy and CPU performance of TGDDM1 algorithm and TLOSM algorithm with $\delta_S = s_1 = 100$ and $\delta_D = s_2 = 1/50$ under P1b – P1 – P1 finite elements triple.

| $H$ | $N$ | $h$ | $\|u^h_2 - u^h_1\|_1$ | $\|p_2 - p_1\|_1$ | $\|\phi_D - \phi_D^0\|_1$ | CPU | $\|u^h_2 - u^h_1\|_1$ | $\|p_2 - p_1\|_1$ | $\|\phi_D - \phi_D^0\|_1$ | CPU |
|-----|-----|-----|-----------------|-----------------|-----------------|-----|-----------------|-----------------|-----------------|-----|
| 1/3 | 2  | 0.178326 | 0.420358 | 0.084880 | 0.47 | 5 | 0.182883 | 0.662649 | 0.080170 | 1.60 |
| 1/3 | 9  | 0.078727 | 0.210421 | 0.039834 | 1.94 | 5 | 0.079088 | 0.310457 | 0.035791 | 7.26 |
| 1/3 | 10 | 0.044738 | 0.093333 | 0.021860 | 4.04 | 5 | 0.045216 | 0.129701 | 0.020445 | 21.26 |
| 1/3 | 100 | 0.028379 | 0.063680 | 0.014426 | 8.38 | 5 | 0.028648 | 0.094091 | 0.013191 | 52.27 |
| 1/3 | 10 | 0.019818 | 0.048571 | 0.009923 | 17.49 | 5 | 0.019830 | 0.052905 | 0.009002 | 112.81 |
| 1/3 | 100 | 0.014515 | 0.030350 | 0.007270 | 29.70 | 5 | 0.014529 | 0.035051 | 0.006659 | 224.78 |

| Rate | 1.01 | 1.53 | 1.01 | Rate | 1.01 | 1.33 | 0.98 |

Fig. 5.1. Error plots for TGDDMs with different $\delta_S$ and $\delta_D$ by using P1b – P1 – P1 finite elements.
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