Biophysical models of intrinsic homeostasis: Firing rates and beyond
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Abstract

In view of ever-changing conditions both in the external world and in intrinsic brain states, maintaining the robustness of computations poses a challenge, adequate solutions to which we are only beginning to understand. At the level of cell-intrinsic properties, biophysical models of neurons permit one to identify relevant physiological substrates that can serve as regulators of neuronal excitability and to test how feedback loops can stabilize crucial variables such as long-term calcium levels and firing rates. Mathematical theory has also revealed a rich set of complementary computational properties arising from distinct cellular dynamics and even shaping processing at the network level. Here, we provide an overview over recently explored homeostatic mechanisms derived from biophysical models and hypothesize how multiple dynamical characteristics of cells, including their intrinsic neuronal excitability classes, can be stably controlled.
Highlights

- Critical transitions in membrane voltage dynamics pose a particular challenge for homeostatic control of neural activity.
- Next to firing rates, homeostasis can target other computational properties such as the excitability class or burstiness.
- Beyond ion-channel expression, ionic concentration dynamics and energy consumption are likely to contribute to homeostasis.

Introduction

As engineers know well, it does not suffice if a device operates in ideal conditions. Its functionality must also be preserved in a world full of expectable perturbations that threaten to compromise performance. The same aspiration holds for the design of nervous systems: robust processing needs to be guaranteed despite highly dynamic environments and inputs. Accordingly, nervous systems are thought to homeostatically regulate their activity, from the intrinsic dynamics of neurons to the level of synapses and networks, all aiming to preserve crucial characteristics of information processing while operating within a limited energy budget. Neurons have indeed been experimentally shown to stabilize their firing rate [1], for example by decreasing their excitability at the axon initial segment when faced with intense stimulation [2-4]. Complex mechanisms of synaptic scaling, modification of the inhibition-excitation balance, and neurogenesis ensure robustness at the network level [5] as reviewed by Zenke et al. [6] and Tien and Kerschensteiner [7].

A less intensively studied aspect is the homeostasis of computational characteristics arising from cell-intrinsic properties [8]. From a computational perspective, many such characteristics impact neuronal function and may hence form suitable targets for homeostatic regulation. In particular, these include not only firing rates, but also encoding properties such as signal filtering or the generation of specific spike patterns. Although experimental evidence in support of an intrinsic homeostasis of bursting [9,10] and of synchronization properties [11] has been described, such ‘computational homeostasis’ beyond firing rates has not been
extensively explored. The endeavor is complicated by the complexity of the potential target space. For example, neural tissue is energetically costly [12,13], and the homeostasis of energy metabolism may at times interfere with computational needs, despite the obvious link to strategies of efficient coding [14,15]. The relative relevance of potentially conflicting targets is likely to be determined by neuronal function. Thus computational variables need to be prioritized when essential information is at stake [16]*; energetic variables may rise in regulatory importance when pathophysiologicaconditions, such as ischemia, are likely to be encountered [17,18].

Even if the homeostatic targets are well-known, the question of a physiologically realistic control mechanism arises. In general, homeostatic targets can be stabilized by a variety of feedback loops, the most prominent mechanism relying on calcium-dependent changes in transcription rates of ion channel genes [19–21]*. Yet, also mechanisms beyond an activity-regulated transcription [22]**, including post-translational modifications of ion channels or (re)location of the axon initial segment [4,23], come into play. Less analyzed - though highly relevant for computational homeostasis - is the role of ‘passive’ biophysical mechanisms, such as those based on ionic concentrations or changes in morphology [24].

In the following, we discuss the homeostasis of neuronal dynamics and, in some cases, their relation to energy homeostasis. We zoom in on the opportunities and challenges posed by a regulation of action potential dynamics and neural excitability beyond pure firing rates. On the way, we encounter mechanisms that extend beyond adjusting ion channel densities and highlight how multiple mechanisms could interact to ensure robust homeostatic regulation.

**Beyond firing rates: qualitative switches in neuronal excitability**

Despite their seemingly stereotyped, pulsatile nature, the basic units of neuronal signaling – the action potentials – are by no means all the same. Indeed, their computational properties strongly depend on the nonlinear dynamics of the spike-generating mechanism. These dynamics shape how information is processed [25,26] and influence how neurons behave in a network [27–30]. For example, they determine the average stimulus inducing a spike (spike-triggered average,) [31] and the shape of the f-I curve (firing rate to input relation). Therefore,
for neurons, a homeostatic regulation of their intrinsic dynamics beyond the firing rate seems to be a useful endeavor.

Based on response characteristics, neurons have been grouped into different excitability classes [32,33]. These can also be identified in mathematical neuron models, where they are associated with different spike onset bifurcations (Box 1), that is, dynamically distinct transitions from rest to spiking [34-36] with bifurcation-specific characteristics. Close to excitability switches (Box 1), small parameter changes can qualitatively impact a neuron’s behavior. In principle, almost any physiological parameter can induce such a transition. In theoretical models of cortical neurons [37] and in experiments [38], cholinergic neuromodulation was shown to switch the spike-generating mechanism. So can the presence of autapses [39] or of ethanol [40]. Mechanistically, those alterations that affect the timescales of gating variables differently in comparison to the timescale of the voltage variable are particularly prone to inducing switches [41]. The latter includes changes in temperature [28], capacitance [42], or external potassium concentration [43].
**Box 1: Excitability switches and spike onset bifurcations.**

The excitability class of a neuron summarizes its functional properties. This includes whether the neuron can fire at arbitrarily low frequencies [32], higher-order spike statistics [31,44], whether specific signaling frequencies are preferred (subthreshold resonance [45,46] and spike-time coding [31,47]), and the tendency of a neuron to synchronize in networks [27,48]. The excitability class is fundamentally related to the bifurcation(s) [35] that the voltage dynamics undergoes when switching from rest to spiking at the rheobase.

More precisely, spike onset constitutes a codimension-1 bifurcation (i.e. triggered by one parameter, such as an increase in input current), of which there are qualitatively different varieties, depicted as areas in the diagram of Figure 1. Here, spike onset is defined as the bifurcation that creates a stable limit cycle (tonic spiking) at the lowest possible input current. The accompanying functional properties are summarized in the table at the bottom of Figure 1. An excitability switch is, then, a qualitative change in the neuron’s transition from rest to spiking. Mathematically, these excitability switches are referred to as codimension-2 bifurcations (corresponding to lines in Figure 1 and summarized in the upper table in Figure 1), because they require an additional parameter (beyond the input current) to be tuned.

The diagram in Fig. 1 is spanned by two fundamental parameters, membrane leak and capacitance, and sketches the overall topology of neighboring excitability classes and the switches between them (it is a new visualization taking [49,50] into account). A third parameter, the constant input current, is assumed to be set to the rheobase. The topology of excitability classes is shared by all conductance-based neuron models. Furthermore, up to distortions topologically similar diagrams are spanned by other parameters, such as temperature [28] or potassium reversal potential [43], provided these have a differential effect on the timescale of the current balance equation compared to that of the gating kinetics.

| Codim-2 Bifurcation | Switch in Onset | Prominent Effect |
|----------------------|----------------|-----------------|
| SNL₂ / SNL₁ (high saddle-node loop) | SNIC ↔ HOM | PRC symmetry breaking |
| NSL (neutral saddle-loop) | HOM ↔ FLC | Jump to nonzero onset rate |
| GH (generalized Hopf) | FLC ↔ AH | Large to low amplitude spikes |
| BT (Boydansov-Takens) | HOM, ↔ AH | Low amplitude spikes (PRC becomes biphasic) |

| Codim-1 Bifurcation | Onset Firing Rate | Phase Response Curve | Filtering Properties | Bistability Hysteresis |
|----------------------|------------------|---------------------|---------------------|-----------------------|
| HOM₁ (small homoclinic orbit) | zero | asymmetric | bandpass | yes |
| SNIC (saddle-node on limit cycle) | zero | symmetric | lowpass | no |
| HOM₂ (big homoclinic orbit) | zero | asymmetric | lowpass | yes |
| FLC (fold of limit cycle) | finite | asymmetric | highpass | yes |

*Figure 1: Scheme based on [49,50] summarizing possible spike-onset bifurcations (areas, properties summarized in the bottom table) at rheobase and transitions between them (lines, properties summarized in the left table). The diagram is spanned by two-parameter axes, whereas the third parameter, the input current, is implicitly set to the rheobase, that is, the smallest constant input current that creates a large-amplitude, stable limit cycle (spike). AH denotes the Andronov-Hopf bifurcation, which is not included in the table of spike onset bifurcations as it creates either low amplitude (supercritical) or unstable (subcritical) limit cycles.*
Homeostasis of excitability: a brief excursion into control theory

Already, a regulation of firing rates (and not the excitability class) is more challenging in the vicinity of critical switches. Established models for rate control rely on a smooth dependence between the regulating parameters (e.g. ionic conductances) and firing rates [19,51]**, which allows to linearize around set points. However, close to an excitability switch, the mapping between control parameters and homeostatic targets can jump discontinuously even for small parameter changes, which aggravates regulation. So far, it is hard to tell how much of a challenge this poses for established models of rate homeostasis because excitability switches encountered during regulation are typically not reported. Accordingly, future work should systematically compare regulation across switches and within an excitability class to clarify this issue.

Because of the tremendous importance of the excitability class on information processing and network behavior, we here propose that also the dynamical type, beyond the mere firing rate, should be under homeostatic control. In many ways, however, this type of homeostatic regulation is a more complicated venture than homeostasis of rates or [Ca\textsuperscript{2+}]: levels. Rates and concentrations are real numbers that can be ordered around set points, rendering up- and down-regulation meaningful distinctions [52] and allowing to clearly define feedback rules [53]. In contrast, the higher dimensional topology of bordering excitability classes is ruled by the fundamental unfolding of bifurcations in conductance-based neurons [34,36]. This poses novel questions and challenges:

1) Does a model augmented with a feedback regulatory mechanism preserve the fundamental bifurcation structure and hence exhibit excitability switches that are comparable to the original model? The answer depends on the control type. For example, integral controllers (relying on recent history) can be expected to affect the fundamental bifurcation structure, whereas derivative controllers (using local state predictions) cannot [54].

2) Could neurons keep a distance from excitability switches to stabilize the excitability class? To answer this question, the concept of “inverse bifurcation analysis” in
mathematical models could be helpful, which has been developed to assess the closeness to switch-inducing bifurcations [55] and applied to systems biology [56].

3) Can control over the excitability class be achieved with feedback mechanisms? Although such control can be safely assumed for firing rates, this is not obvious for more complex excitability characteristics. Indeed, control of several switches between excitability classes found in neurons (Box 1) has been treated mathematically [57–59], including a control strategy to decide a priori which bifurcations are traversed at locations in parameter space where bifurcations branch and several options are available (such as at the so-called Bogdanov-Takens (BT) point in Box 1, where Hopf, saddle-node, and saddle-homoclinic orbit (HOM) bifurcations coincide) [57]. These ideas have been applied to the control of bifurcations in conductance-based neuron models [54,60]*, offering a mathematical control perspective yet currently leaving potential neural implementations unaddressed.

Conductance-based mechanisms of excitability homeostasis

For firing rate homeostasis, physiological mechanisms of control have been explored and typically rely on negative feedback loops. Deviations from a target setpoint are reflected in a proxy signal, which in turn is translated into a biophysical parameter that drives the system back toward the target setpoint (Fig. 2a). A well-known feedback loop links intracellular calcium, \([\text{Ca}^{2+}]_i\), which correlates with recent neural activity, to changes in ion channel gene-transcription rates [19,53] (Fig. 2b). A timescale separation (between the fast spike-generating dynamics and the slower kinetics that govern the transcription rates) results in an integration of past spiking activity, enabling a regulation similar to an integral controller. The slower variable moves ion channel gene expression in a direction that allows the system to return to a target calcium level and firing rate [53].
Figure 2: Multiple feedback loops in a neuron. (a) Generic feedback controller. (b) Neuron in an extracellular bath indicating several (though not all) feedback mechanisms acting on spike activity. Among them are activity-dependent ion channel gene regulation (1), protective feedback loops involving hyperpolarizing potassium channels that are disinhibited by a drop in intracellular ATP (2) and hyperpolarizing pump currents owing to activity-induced pump load (3). (c) Formalized example of a feedback loop based on extracellular $K^+$ as a proxy for neuronal activity and astrocytic $K^+$ uptake as a controller: neuronal spiking activity leads to an increase in $[K^+]_o$ which drives electrogenic pump activity (this depends on the isoform $[61]$) and throttles neuronal activity. Astrocytes can also take up $[K^+]_o$ via $K_{ir}$ currents, thereby reducing the electrogenic pump activity and exercising control over the feedback.

Yet the results of such a control are not unique; although fixed calcium targets are set, the resulting conductance parameters differ and, thus, identical calcium target levels (reached from different initial conditions) can be accompanied by largely different neuronal dynamics $[19,51,62]$. This degeneracy has recently been addressed by adding post-transcriptional regulation $[51]$ to the modes of control, relying on additional interactions between channel precursors and removing the effects of initial conditions, therefore increasing robustness to perturbations. Moreover, recent experiments $[63]$ suggest that proteostatic mechanisms that
respond to changes in channel expression independently of activity signals contribute to intrinsic homeostasis, potentially helping to specify a unique dynamical state.

However, the homeostasis question is still more complicated. Even if a unique combination of conductances could be specified from a mean $[\text{Ca}^{2+}]_i$ target, external influences (such as extracellular ionic concentrations or temperature $[64,65]$) may still distort the picture. For a homeostasis of the excitability class, this means that neurons cannot be certain of their dynamical type without means of measuring it. Such means could be envisaged if specific ‘symptoms’ of excitability $[44]$, such as the emergence of interrupted firing owing to bistable states $[66]$, were exploited. These characteristics based on spiking statistics would not be reflected in the averaged $[\text{Ca}^{2+}]_i$ concentration but in its higher-order statistics. Indeed, molecular Ca$^{2+}$ sensors with varying kinetics and optimal activation by distinct frequencies $[67]$ are well-characterized and form suitable candidates for the regulation of $[\text{Ca}^{2+}]_i$ variance $[68–71]^*$. Therefore, it is an attractive idea that neurons can use proxy signals over several timescales for the regulation of dynamical properties, choosing from several feedback loops available to neurons (Fig. 2b).

The high degrees of freedom in biophysical neurons

Degeneracy, however, need not necessarily hinder intrinsic or computational homeostasis. Models adjusting channel densities revealed that degeneracy contributes to robustness of firing rate regulation $[19]$ because perturbations in one channel density can be compensated through the other densities $[53]$. These models rely on a calcium-mediated coregulation, meaning that several densities are up- and down-regulated by a common master regulator. Indeed, sensitivity analysis can reveal effective regulatory directions in parameter space $[52,72]$ when appropriate metrics (in this case, the difference to a target calcium level) can be defined $[73,74]$. Moreover, preservation of linear relationships between conductances can be robust as long as nonlinear effects on the target variable are moderate. Such models with coregulation successfully demonstrated robustness to many types of perturbations $[53,62]$. They are biologically plausible because all components are linked to the processes of protein expression.
More recently, it has even been proposed that the large number of adjustable parameters can benefit the regulation of multiple targets [21]*: even if for one target many parameter combinations form a solution, the number of possible solutions swiftly decreases if additional dynamical targets and constraints are considered. However, for a regulation of multiple targets, the integral control scheme of earlier models could not simply be extended because wind-ups, that is, unbound increases in maximal conductances, were easily produced. Instead, a modified rule based on proportional control (i.e. assuming a linear relationship between feedback strength and deviation to the target value) was used [21]* to meet a target firing rate and a target energy efficiency at the same time. The demonstration that simple homeostatic rules can balance two dynamical targets is a crucial step, yet the plausibility of biological implementations of feedback signals and proportional control seems less clear in this case.

**Energy homeostasis versus homeostasis by energy feedback**

Irrespective of the excitability class, homeostasis of low firing rates (sparse spiking) has been motivated as an energy-saving strategy [75,76] because the individual spike is metabolically costly [13]. One may, therefore, wonder whether targeting firing rates and targeting energy consumption with homeostatic control are not the same. The following analogy with cruise control illustrates that the resulting behaviors are rather distinct: classic cruise control uses more fuel when driving uphill (keeping the velocity constant); an eco-cruise controller, on the contrary, permits a drop in velocity (keeping the fuel consumption constant). In analogy, homeostasis can preserve mean firing rates by investing as much energy as is required (an implicit assumption to all conductance-based neuron models with fixed ionic reversal potentials). Or, on the other hand, energy usage may be bounded, requiring firing rates to drop and rise, or neurons to even fall silent for periods of time (Fig. 3a). Neuronal means to achieve firing rate reductions for the sake of energy conservation exist and need not involve the direct regulation of ion channels, for example, when relying on the electrogenic nature of the Na*-K*-pump as an inhibitory feedback. In this case, extracellular potassium, [K*]o, serves as an integrated control variable similar to mRNA or [Ca2*]i, and firing rates are reduced [77,78] in the manner of an adaptation current (Fig. 2b,c).
Beyond firing rates, however, the interplay between neuronal dynamics (bifurcations) and metabolic supplies is intricate. For example, elevated neural activity increases extracellular potassium levels, \([K^+]_o\), and the altered K⁺ reversal potential can induce a switch in the excitability class \([41,43]\), see Box 1. Depending on pump densities, energy availability, or the level of potassium clearing by glia cells \([79]\), there is yet another security net in place to keep neuronal firing rates in check on a longer timescale. Elevated \([K^+]_o\) also shifts the depolarization block \([80]\) to lower input levels, effectively forcing the neuron to stop firing such that pumps can restore the ionic gradients (Fig. 3b). This built-in control mechanism would allow neurons to temporarily achieve high firing rates, while enabling the pumps to restore ionic gradients and, therefore, dynamical homeostasis during periods of silence.

A similar, yet more graded feedback mechanism relies on ATP-gated potassium channels which sense the cell’s metabolic state \([81–83]\). Indeed, redundant feedback loops are a common motif in biology \([84]\). Nonetheless, most studies on neural homeostasis focus on an adjustment of channel densities, and alternative feedback loops are currently underrepresented. Especially when considering more complex dynamical properties or their combination, it may, however, be advantageous to rely on information from different proxies and multiple feedback loops.
Figure 3: Intrinsic homeostasis and energy (a) Owing to metabolite availability and other energy-consuming processes, cells have varying net energy production rates (gray curves). At the same time, the energy consumption of neural activity depends on the firing rate (black curves). The green area between these curves (energy surplus) represents the remaining energy available for other processes, such as protein synthesis. Top: homeostasis preserving firing rates can lead to a negative surplus and hence an energy crisis. Bottom: homeostasis preserving the energy surplus leads to firing rates that covary with energy production. (b) Energy homeostasis via the depolarization block. The spiking region (green) of a neuron and its bordering resting and depolarization block regions. Increased spiking leads to higher [K+]o levels, shifting the depolarization block to lower inputs till spiking becomes bistable (dashed region) and eventually terminates. The more neurons in the network fall silent, the lower the mean input to each neuron. During the silence periods, [K+]o concentration is reduced by K+-dependent pumps, re-enabling spiking (color code of bifurcations as in Box 1). The bifurcation diagram is based on a Wang-Buzsáki model with potassium concentration dynamics and an Na+-K+-pump.

Conclusions

‘Computational homeostasis’, that is, ensuring the robustness of function, is not only relevant at the level of synapses and networks but also at the level of cell-intrinsic dynamics. First, we highlighted homeostatic mechanisms that allow for a cellular regulation of the firing rate, showcasing possible strategies and challenges. In particular, firing rates do not define a unique point in the vast space of cellular parameters (degeneracy). Homeostatic regulation of rates can, therefore, be accompanied by changes in other computational properties, including the excitability class. More experimental work is required to uncover the exact extent to which
these additional properties are homeostatically preserved. Second, we discussed how encoding properties (beyond the firing rate) could be robustly maintained, with a focus on excitability class and the underlying bifurcation structure. We pointed out that many physiological substrates (ranging from internal calcium levels to extracellular potassium concentrations and metabolic variables) can serve as regulatory proxies of homeostatic targets - circumstances that could benefit a parallel regulation of different dynamical properties.
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Outstanding papers

- [10]*: This study in the crab shows that elevations in extracellular potassium can transiently abolish neuronal activity. While the loss is presumed to arise from synaptic processes, a restoration of bursting firing patterns is mediated by changes in intrinsic excitability of the pacemaker neurons on the timescale of minutes.

- [16]*: MSO cells in the auditory brain stem are crucial for the computation of sound source direction. This modelling study demonstrates that electrophysiological and morphological properties of MSO cells are optimized for the computation of coincidence detection. Where possible without functional impairment, however, the metabolic cost of processing is minimized too.

- [21]*: This article addresses how multiple dynamical targets (firing rate and energy per spike) can be regulated in parallel. Exploring the biophysical conductance space, it is shown how homeostatic rules can find a solution for both targets. In this case, degeneracy in channel types helps to achieve robust homeostasis.

- [22]**: This experimental paper shows that mechanisms beyond an activity-regulated transcription of ion channel genes can contribute to firing rate homeostasis. Firing rate homeostasis is tested by prolonged pharmacological stimulation in cultured neurons of the mouse. Firing rate adaptation prevails even if transcription factors that are involved in activity-regulated transcription are knocked out or, alternatively, all transcription is acutely blocked pharmacologically. After excluding synaptic scaling effects, the authors suggest that the observed firing rate homeostasis relies on an adaptation of cell-intrinsic excitability.

- [39]*: This paper shows that autapses in biophysical neuron models can create transitions between excitability classes. This finding adds a new feedback mechanism to the set of potential regulators of the neuronal excitability class.

- [42]*: This mathematical paper explores a specific switch between excitability classes that ubiquitously occurs in conductance-based neuron models and can be induced by changes in several physiological parameters, including capacitance and membrane leak and results in changes of information transfer as well as network synchronization. Whereas previously more attention had been given to the Bogdanov-Takens (BT) point, this paper
shows significant changes in the qualitative behaviour of neuron models that arise via the particular switch at the saddle-node loop.

- [51]**: This theoretical paper adds post-transcriptional interactions to previous models of transcription regulation of channel genes for intrinsic homeostasis. These interactions create a strong attractor in the conductance space and render homeostatic regulation more robust to initial conditions and to perturbations. Transcription rates are believed to be noisy and the model extension plausibly explains how robust regulation can still be achieved.

- [60]*: This study shows that a differential controller is efficient in regulating the excitability class in a biophysical model neuron, which is interesting because most models of homeostasis use integral controllers.

- [63]*: In this fascinating study the homeostatic responses to two dynamically equivalent perturbations (knocking down or blocking the same channel conductance) are shown to involve distinct mechanisms. This suggests that activity-independent, proteostatic mechanisms act alongside activity-dependent mechanisms to regulate firing rates. One reason why this is interesting is that in degenerate conductance spaces proteostatic feedback could help to specify a subset from the many solutions that yield equivalent calcium levels.

- [71]*: This paper provides both a review as well as original work. The authors make a compelling case that for efficient information transfer, not only the mean firing rate but also its variance needs to be matched to the input. Models with two controllers are designed to regulate both of these properties. Conditions are described when these controllers work in tandem and when they produce a wind-up (runaway unphysiological values). The paper also suggests interesting experiments to distinguish between scenarios of single versus dual controllers for the molecular pathways that regulate synaptic conductance and intrinsic excitability.
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