Abstract—Multi-armed bandits (MAB) is a sequential decision-making model in which the learner controls the trade-off between exploration and exploitation to maximize its cumulative reward. Federated multi-armed bandits (FMAB) is an emerging framework where a cohort of learners with heterogeneous local models play a MAB game and communicate their aggregated feedback to a server to learn a globally optimal arm. Two key hurdles in FMAB are communication-efficient learning and resilience to adversarial attacks. To address these issues, we study the FMAB problem in the presence of Byzantine clients who can send false model updates threatening the learning process. We analyze the sample complexity and the regret of $\beta$-optimal arm identification. We borrow tools from robust statistics and propose a median-of-means (MoM)-based online algorithm, Fed-MoM-UCB, to cope with Byzantine clients. In particular, we show that if the Byzantine clients constitute less than half of the cohort, the cumulative regret with respect to $\beta$-optimal arms is bounded over time with high probability, showcasing both communication efficiency and Byzantine resilience. We analyze the interplay between the algorithm parameters, a discernibility margin, regret, communication cost, and the arms’ suboptimality gaps. We demonstrate Fed-MoM-UCB’s effectiveness against the baselines in the presence of Byzantine attacks via experiments.

Impact Statement—Federated learning systems became ubiquitous in many real world applications, such as healthcare, recommender systems, and communications. A critical challenge in ensuring such systems’ robustness and communication efficiency involves dealing with malicious agents that send falsified updates. Our work develops a principled approach to Byzantine robust federated sequential decision-making by proposing a new federated multi-armed bandit problem. It not only characterizes the fundamental difficulty of finding the optimal arms in the presence of Byzantine clients but also rigorously bounds the sample complexity and regret of federated sequential decision-making. Thanks to its strong theoretical guarantees, our algorithm significantly improves the trustworthiness of federated sequential decision-making systems, paving the way for secure and resilient federated learning applications. Our fundamental theoretical results on learnability and Byzantine resilience, together with comprehensive experimental evaluations of the proposed algorithms, pave the way for the widespread adoption of secure and robust federated learning systems in the real world.

Index Terms—Federated learning, multi-armed bandits, adversarial learning, Byzantine attacks.

I. INTRODUCTION

MUlti-armed bandits (MAB) model sequential decision-making under uncertainty where the goal is to maximize the collected reward under noisy feedback over a sequence of rounds from 1 up to $T$ [1]–[3]. In its simplest form, the learner interacts with $K$ arms with unknown reward distributions. At each round, the learner pulls an arm and collects its immediate reward. In order to maximize the collected reward, the learner should intricately balance information collection and utilization. This led to the development of a series of algorithms that encoded exploration and exploitation either explicitly or implicitly in their arm selection mechanisms. Examples of the former include explore-then-commit [4] and interleaved exploration-exploitation [5] style algorithms. Examples of the latter include Thompson sampling [6] and upper confidence bound [7] strategies. Instead of measuring how high the rewards of these algorithms are, researchers have adopted a more interpretable benchmark, namely, how well these algorithms perform with respect to the best possible sequence of arms. This performance metric is known as the regret. It is known that any reasonable algorithm that performs well under a wide range of reward distributions should suffer at least $\Omega(\log T)$ expected regret [8]. Remarkably, many variants of the aforementioned algorithms succeed in achieving $O(\log T)$ expected regret, confirming their time order optimality.

Another line of literature focused on best arm identification (BAI), where the goal is to identify the arm with the highest mean with fixed confidence in as few sequential evaluations as possible [9], [10]. A relaxation of this is the $(\beta, \delta)$-probably approximately correct (PAC) BAI, where the goal is to identify an arm that is $\beta$ close to the optimal arm in terms of the mean reward with probability at least $1 - \delta$ [9], [11].

In the literature, MAB models have been particularly instrumental in transforming recommender systems, where they address the challenge of providing personalized content to users by continuously learning from user interactions. A notable example is [12], where a contextual bandit approach is employed to enhance news article recommendations. Other works highlighting the success of MAB algorithms in recommendation systems include [13], [14]. Similarly, by skillfully matching tasks with the best-suited participants, MAB algorithms emerge as a powerful tool in crowd-sourcing [15]–[20].
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Some of them smartly assign tasks outside of participants' usual expertise, uncovering hidden abilities and adjusting to skill changes. This method improves how tasks are assigned, making the process more efficient and successful. Recently, bandit algorithms have also been used for joint device activity detection and data decoding in random access with massive Internet-of-Things devices [21].

Federated Learning (FL) has emerged as a novel paradigm in machine learning, motivated by the increasing need to train models on decentralized data while addressing privacy, security, and data governance concerns. Traditional centralized learning approaches, which require aggregating data in a single location, have become increasingly untenable due to strict data protection regulations like GDPR [22], the sheer volume of data generated at the edge, and the risks associated with data breaches. FL addresses these challenges by allowing the model to travel rather than the data, enabling a collaborative learning process across multiple devices or servers while keeping the data localized. This approach potentially mitigates privacy and security risks by minimizing data movement and also offers a partial solution to bandwidth constraints and latency issues associated with transferring large datasets. However, it introduces unique challenges, including managing model updates from heterogeneous models, ensuring robustness against adversarial attacks in decentralized environments, and dealing with the non-i.i.d. nature of real-world data across devices, which can significantly affect model convergence and performance [23].

MAB problems are inherently present in federated settings, one instance of which is item recommendation, where the central server aims to recommend the most popular item. However, due to privacy restrictions, the server may lack direct access to the user data required to estimate item popularity. To overcome this, the server can devise a method to interact with customers for feedback on popularity. Nonetheless, local item popularities among different customers can differ from the overall global popularity, leading to data heterogeneity. The server must infer the global item popularities from heterogeneous local bandit models, giving rise to a federated multi-armed bandit (FMAB) problem. In their pioneering work, [24] develop a framework to address this problem and formulate an algorithm called Fed2-UCB which utilizes a double UCB principle to address both arm and client sampling. In the framework proposed by [24], although clients make observations based on their individual, local arms, the reward mechanism is determined according to the global arm's performance. Subsequently, this concept was expanded by [25] in a later work to incorporate a personalized approach, where the reward structure is devised as a weighted sum of both local and global rewards. The study by [26] addresses the issue of privacy within the FMAB framework, employing a differential privacy (DP) strategy. In all the scenarios discussed, communication cost is identified as a primary bottleneck.

Another key challenge in designing an FL system is to ensure that the global model is learned correctly even under falsified updates from the clients. Within this context, Byzantine robust federated learning is an important active research area. Notable works such as [27] and [28] try to recover from such attacks by rational client selection and the detection of Byzantine actors. Specifically, [27] addresses this issue by treating the client selection as a MAB problem and introducing a graph-based method for Byzantine client detection. While prior research on FMAB has largely concentrated on model heterogeneity, the communication aspects, and resilience to potential adversarial behavior of clients as separate issues, there is a scarcity of studies that address these three aspects simultaneously. Our paper seeks to bridge this gap in the literature by exploring the three foundational pillars of FL, namely, communication efficiency, model heterogeneity, and Byzantine resilience within the context of FMAB. In this work, we study the FMAB problem introduced in [24] under Byzantine attackers where a subset of the participating clients sends arbitrarily corrupted updates to the global server [29]. Our main contributions are as follows.

- We propose a median-of-means (MoM) based algorithm, Fed-MoM-UCB, and a trimmed mean based algorithm, Fed-Trim-UCB, to maintain robustness against the Byzantine clients (Section IV).
- We derive $(\beta, \delta)$-PAC sample complexity results and a high probability $O(1)$ upper bound on the cumulative regret for the Fed-MoM-UCB algorithm (Section V).
- We conduct detailed experiments to compare Fed-MoM-UCB’s performance against Fed2-UCB in [24] and Fed-Trim-UCB under Byzantine attacks and to investigate the effects of different parameters on the performance (Section VI).

II. RELATED WORK

A. Federated Learning

In recent years, FL has experienced significant advancements, with particular focus on addressing key challenges such as privacy, communication costs, and data heterogeneity [34], [35]. The work by [36] introduces MiTFed, an innovative framework that leverages blockchain technology and smart aggregation to enhance robustness against Distributed Denial of Service (DDoS) attacks, ensuring privacy and facilitating collaboration in a decentralized context. Another study by [37] tackles the issues of communication overhead and data heterogeneity—two major obstacles in FL as identified by [38]. The authors propose the COTAF algorithm, which preserves the convergence properties of local Stochastic Gradient Descent (SGD) while accommodating heterogeneous data across users. Additionally, [39] addresses data heterogeneity by quantifying the skewness of client data in a privacy-preserving manner, subsequently selecting clients with less skewed data using a bandit approach. Scalability of FL systems in edge networks is studied in [40], where a fully decentralized FL system is shown to achieve significant gains in scalability and adaptivity.

A crucial requirement for an FL system is its robustness against arbitrary disruptions, known as Byzantine failures [29], [41]. A single Byzantine client can significantly undermine a model’s reliability, spotlighting the importance of robust FL in current research [42]. Various robust estimators have been proposed, from those based on geometric medians [43], [44] to sophisticated algorithms that identify corrupted updates...
through pairwise distances, such as Krum [41] and Auror [45]. Solutions also include trimmed-mean based estimators [46]–[48] and explorations into federated learning under noisy communication conditions [49], [50]. For an extensive survey on privacy and robustness in FL, [34] provides detailed insights.

Some other related recent works include [51] which investigate Byzantine-robust distributed online learning, showing that even with robust aggregation, Byzantine-robust online gradient descent incurs linear adversarial regret. However, in i.i.d. environments, they achieve sublinear stochastic regret using momentum. Other studies such as [52], [53] also provide sublinear regret results under i.i.d. environments, where [52] utilizes a trimmed mean estimator to achieve robustness and [53] uses tools from high-dimensional robust Gaussian mean estimation. [54] considers a different approach and propose a robust federated learning framework that integrates blockchain technology to defend against poisoning attacks by decentralizing the model aggregation process. They combine the blockchain technology with a majority voting system to validate updates.

B. Federated Multi-armed Bandits

FMAB problems share common challenges with FL, and several studies have sought to address various FL aspects within the FMAB framework. Table I provides a comparison of different FMAB studies, outlining the specific challenges each addresses. Notably, [24] was among the first to introduce the FMAB framework, with a focus on data heterogeneity and communication costs. They achieve a regret bound of $O(\log(T))$. Another significant work is by [31], which explores a federated linear bandit scenario involving Byzantine clients, albeit without considering data heterogeneity. Their main objective is to enhance the performance of each uncorrupted client by minimizing a metric they refer to as robust regret, using a robust geometric median aggregation. They manage to achieve a sublinear $\tilde{O}(T^{3/4})$ regret, without data heterogeneity. [30] also explores the federated linear bandit setting, but focuses on data heterogeneity, rather than Byzantine robustness. Their algorithm introduces a clustering approach that enables collaboration among clients with similar reward models. They obtain a regret bound of $\tilde{O}(d\sqrt{MNT})$ where $d$ is the dimension of the action space, $N$ is the number of clusters and $M$ is the number of clients. Their approach offers a fully personalized solution, positioning it at the other end of the spectrum compared to [24]. A related work [32] addresses the FMAB problem with a focus on both data heterogeneity and Byzantine robustness. Unlike our approach and that of [30], their concept of data heterogeneity is based on varying arm availability across clients, rather than differences in arm means. This study specifically targets the best arm identification problem, achieving high-probability identification guarantees. Their algorithm combines a local successive elimination phase with a global best arm identification phase. To ensure Byzantine robustness, they employ a majority voting mechanism with trimming to filter out adversarial influences. Recently, global reward maximization by utilizing partial distributed feedback is studied by [55] within the context of linear bandits, while also aiming differential privacy. Another study by [33] investigates the federated linear bandits problem and presents an algorithm that employs layered successive screening. They separately address the scenarios of heteroscedastic noise and adversarial attacks, providing a regret bound that scales linearly with the corruption budget in the adversarial setting. They achieve a regret bound of $\tilde{O}(\sqrt{dT} + dC_p)$ where $d$ is the dimension of the action space and $C_p$ is the total corruption budget of the adversary. Each study mentioned adopts a distinct approach, combining various aspects. In our work, we address both $(\beta, \delta)$-PAC BAI and regret minimization amidst heterogeneous data and Byzantine attacks, while also factoring in communication costs.

C. Motivating Example

Consider the problem of selecting effective treatments across various clinics or regions, coordinated by a central medical research institution as shown in Fig. 1. Here, different treatment options can be represented as arms in a MAB problem. The problem is inherently federated, as data is collected from multiple clinics, with privacy regulations limiting the extent to which patient data can be shared. Additionally, model heterogeneity arises due to diverse patient demographics across clinics, leading to variations in treatment

| Algorithm (Study)          | Non-I.I.d. Data | Communication Cost | Adversarial Robustness | Regret Bounds                          | Identifiability Results |
|---------------------------|----------------|--------------------|------------------------|----------------------------------------|------------------------|
| Fed2-UCB [24]             | ✓              | ✓                  | ✓                      | $O(\log(T))$                          | ×                      |
| HetoFedBandit [30]        | ✓              | ✓                  | ✓                      | $\tilde{O}(d\sqrt{MNT})$            | ×                      |
| Byzantine-UCB [31]        | ×              | ✓                  | ✓                      | $\tilde{O}(T^{3/4})$                | ×                      |
| Fed-SEL [32]              | ✓              | ✓                  | ✓                      | $\tilde{O}(\sqrt{dT} + dC_p)$       | (0, $\delta$)-PAC   |
| FedSupLinUCB [33]         | ×              | ✓                  | ✓                      | $\tilde{O}(\sqrt{dT} + dC_p)$       | ×                      |
| Fed-MoM-UCB (Our Work)    | ✓              | ✓                  | ✓                      | $O(1)$ w. $1 - \delta$ prob.        | ($\beta$, $\delta$)-PAC|

Fig. 1: Illustration of the motivating example.
outcomes. Robustness against Byzantine clients is essential in this context, as erroneous data—whether from equipment malfunction or deliberate tampering—could result in the selection of a suboptimal or even harmful treatment. Instances of clinical malpractice in data handling are well-documented in the literature [56].

In times of crisis, such as during a novel pandemic, quickly identifying a satisfactory treatment option is crucial to improving public health, framing this as a (\(\beta, \delta\))-PAC best arm identification problem. At the same time, minimizing regret is also important, as suboptimal treatments can have negative consequences for patient health. Motivated by these challenges, our study investigates the Federated Multi-Armed Bandit framework under Byzantine attacks, with a dual emphasis on best arm identification (BAI) and regret minimization.

III. Problem Formulation

A. Federated MAB Setup

We consider a federated learning system with a server and a pool of clients that can be recruited by the server. There are \(K\) arms indexed by the set \([K] := \{1, 2, \ldots, K\}\). Arm \(k\) has an unknown global mean reward \(\mu_k\). We call \(\mu := (\mu_k)_{k \in [K]}\) the global model. We denote the global optimal arm by \(k^* := \arg\max_{k \in [K]} \mu_k\) and assume that it is unique. Clients cannot directly interact with the global model, but instead, they interact with their local models, which are stochastic realizations of the global model. In the local model of client \(m\), the local mean reward of arm \(k\) is generated as \(\mu_{m,k} = \mu_k + \xi_{m,k}\), where \(\xi_{m,k}\) is the \(\sigma_c\)-subgaussian model noise. For another illustrative example of the model noise, consider a recommender system in which the server’s objective is to pinpoint the item enjoying the highest global popularity, aiming to maximize profits. Due to the server’s lack of direct access to global popularities, it relies on feedback from selected clients. Nonetheless, the popularities observed by clients at a local level may diverge from the global trends. The random variable \(\xi_{m,k}\) represents this discrepancy. We assume that \(\sigma_c\) is known by the server.

In FMAB, each client \(m\) faces a stochastic \(K\)-armed bandit problem. In particular, playing an arm \(k \in [K]\) in round \(t\) yields the local reward

\[
X_{m,k}(t) = \mu_{m,k} + \xi_{m,t,k} = \mu_k + \xi_{m,k} + \xi_{m,t}.
\]

In the above display, \(\xi_{m,t}\) is the sampling noise that is drawn from a fixed \(\sigma\)-subgaussian distribution independent of other clients and rounds. We assume that \(\sigma\) is known by the server. Given \(\beta > 0\) and \(\delta \in (0, 1)\), the server and the clients’ main joint goal is to identify an arm whose global mean is within \(\beta\) of the global optimal arm with at least \(1 - \delta\) probability. In the bandit literature, this is also known as a (\(\beta, \delta\))-PAC BAI problem. Let \(\Delta_k := \mu_{k^*} - \mu_k\) denote the suboptimality gap for arm \(k\). For \(\beta \geq 0\), let \(\mathcal{K}_\beta := \{k \in [K] \mid \Delta_k \leq \beta\}\) denote the set of \(\beta\)-optimal arms. Let \(\mathcal{K}_\beta := [K] \setminus \mathcal{K}_\beta\) denote the set of \(\beta\)-suboptimal arms. We define our objective as finding an arm \(k \in \mathcal{K}_\beta\). Note that when \(\beta < \min_{k \in [K] \setminus \{k^*\}} \Delta_k\), this coincides with finding the optimal arm.

While \(\xi_{m,t}\) is sampled at each round \(t\), \(\xi_{m,k}\) is sampled only once at the beginning, and \(\mu_{m,k}\) is fixed from then on. Equivalently, we can view \(X_{m,k}(t)\) as a sample from an unknown distribution \(\nu_{m,k}\). We call \(\nu_m := (\nu_{m,k})_{k \in [K]}\) the local model of client \(m\). For different clients \(m\) and \(n\), we have \(\mu_{m,k} \neq \mu_{n,k}\) in general. Since the local mean rewards \(\mu_{m,k}\) are different from the global mean rewards \(\mu_k\), a client \(m\) may not agree with the global optimal arm, i.e., \(k^* \notin \arg\max_{k \in [K]} \mu_{m,k}\). In such a case, it is a hopeless task to identify the global optimal arm by relying on the local observations of a single client. However, the structure of the model noise suggests that by recruiting many clients, and averaging over their samples, one should be able to get an accurate estimate of the global mean rewards. This idea is exploited in [24], where the interaction between the server and the clients proceeds in phases indexed by \(p \geq 1\). At the end of each phase, clients send updates to the server, denoted by \(U_{m,k}(p)\), which are estimates of the local mean rewards of arms. The server then aggregates these updates to discard suboptimal arms and informs the clients. After this, the clients refine their updates by sampling the remaining arms in the next phase. This interaction continues until \(k^*\) is identified.

B. Byzantine Clients

At the end of phase \(p\), an honest client \(m\) sends the update \(U_{m,k}(p) = \bar{\mu}_{m,k}(p)\) for arm \(k\), where \(\bar{\mu}_{m,k}(p)\) is the sample mean of observations for arm \(k\) collected by client \(m\) up to phase \(p\). On the other hand, a Byzantine client can send any \(U_{m,k}(p)\), including \(U_{m,k}(p)\) tailored to make the server’s algorithm fail. Such malicious updates make identification of the global optimal arm challenging. Let \(\mathcal{M}\) be the set of clients recruited by the server, and \(\mathcal{M}^{\text{mal}} \subset \mathcal{M}\) be the set of Byzantine clients. Cardinalities of these sets are denoted by \(|\mathcal{M}|\) and \(|\mathcal{M}^{\text{mal}}|\). The server and the honest clients do not know \(\mathcal{M}^{\text{mal}}\).

Even in the presence of a single Byzantine client, it may be impossible to identify the optimal arm using Fed2-UCB algorithm in [24] by naively relying on the sample means, no matter how many clients the server recruits. To see this, consider a single Byzantine client \(m\) who sends the following updates as sample means for arm rewards to the server at the end of a phase \(p\):

\[
U_{m,k}(p) = \begin{cases} \bar{\mu}_{m,k}(p) & \text{if } k \neq k^* \\ -\infty & \text{if } k = k^* \end{cases}.
\]

Since Fed2-UCB calculates an average over individual clients’ updates for an arm by the end of each phase, (2) will cause the global estimate for the optimal arm, \(\bar{\mu}_{k^*}(p)\), to go to \(-\infty\), rendering it impossible for Fed2-UCB to identify the global optimal arm. Similarly, a Byzantine client can favor any suboptimal arm to make it seem like the optimal arm. To conclude, one needs a robust federated learning algorithm that offers protection against Byzantine clients.

In our study, we focus on the challenge of identifying \(\beta\)-optimal arms, namely, those arms residing within a \(\beta\)-proximity of the global optimal arm. To address the robustness concern, we introduce a median-of-means (MoM) aggregator
for the server, detailed further in Section IV. It will be impossible to learn β-optimal arms when all recruited clients are Byzantine. In order to obtain meaningful results, we make the following assumption on the ratio of the Byzantine clients. This assumption is standard in the robust statistics literature, where it is assumed that an upper bound on the fraction of corrupted samples is known [32], [57]–[59]. Similar assumptions are common in the federated learning literature addressing Byzantine attacks. For instance, [31], [32], [51], [53] assume an estimated upper bound on the fraction of Byzantine clients, while [33] assumes a bounded total corruption.

**Assumption 1.** At most 0 ≤ λ < 0.5 fraction of the clients recruited by the server are Byzantine. The server knows

\[ \sum_{i=1}^{T} \Delta_{I_{m}} - \beta \]  

where \( \beta \) is the sample fed by the communication cost between the server and clients.

C. Regret

In addition to β-optimal arm identification, we also want our algorithm to avoid sampling β-suboptimal arms unnecessarily, until all β-suboptimal arms are eliminated. We measure the performance of the interaction protocol between the server and the clients by introducing the notion of robust federated regret. Let \( I_{m}^{t} \) denote the arm selected by client \( m \) at round \( t \). We denote by \( M_{m}^{t} \subseteq M \) the set of clients who plays an arm \( k \in \mathcal{K}_{\beta} \) at round \( t \). Robust federated regret defined below accounts for the cumulative loss of all clients with respect to β-optimal arms by considering the communication cost between the server and clients.

\[ R_{T}^{\beta} := \sum_{t=1}^{T} \sum_{m \in M_{m}^{t}} (\Delta_{I_{m}} - \beta)_{+} + CMN_{T} , \]  

where \( (\cdot)_{+} := \max\{\cdot, 0\} \). \( C > 0 \) is a constant which denotes the cost incurred in a single communication round between the server and a client, and \( N_{T} \) represents the total number of communication rounds by the end of round \( T \).

IV. Fed-MoM-UCB ALGORITHM

We propose Fed-MoM-UCB: Federated Median-of-Means Upper Confidence Bound algorithm for β-optimal arm identification under Byzantine clients. In addition, Fed-MoM-UCB will also guarantee small robust federated regret. It is a distributed algorithm that consists two pieces: one piece running independently on each client, and one piece running on the server. In Fed-MoM-UCB, the clients roughly follow the same arm sampling rule as in Fed2-UCB in [24]. However, the server employs an entirely different MoM-based robust estimator for global arm outcomes, which constitutes the key component of Fed-MoM-UCB. The server communicates with the clients at the end of every phase. Each phase lasts for a certain number of rounds communicated to the clients by the server. Next, we explain in detail client and server sides of our distributed algorithm.

A. Client Side

At the beginning of a phase \( p \), a client \( m \) receives the set of active arms \( A_{p} \subseteq [K] \) from the server. Then, it samples each arm in \( A_{p} \) to accumulate a total of \( s(p) \) samples from each arm by the end phase \( p \). Let \( l(p) := s(p) - s(p - 1) \) denote the number of samples obtained from an arm \( k \in A_{p} \) in phase \( p \). The sampling budget \( s(p) \in \mathbb{Z}_{+} \) increases with \( p \), and is communicated to the clients by the server. At the end of a phase \( p \), an honest client \( m \) forms its local update vector as \( U_{m}(p) \) as in (4). On the other hand, a Byzantine client \( m \) can send an arbitrary \( U_{m}(p) \) to the server (see, e.g., (2)).

B. Server Side

In this subsection, we describe details of the server’s algorithm given in Algorithm 1. We assume that the server is given a suboptimality level \( \beta > 0 \). Its goal is to identify a β-optimal arm as soon as possible. Due to the model noise, it is impossible to learn a β-optimal arm by relying on reward samples from a single client. On the other hand, the server can accurately estimate the global mean outcomes \( (\mu_{k}) \) by averaging over samples of many clients. Therefore, at the beginning, the server recruits \( M \) clients. The optimal choice of \( M \) is discussed in Section V-A (see Lemma 3). However, as detailed in Section III-B, simply averaging the local updates of all clients does not work, as even a single Byzantine client can negatively influence the estimation of \( \mu_{k} \). In order to reduce the influence of the Byzantine clients in the learning process, the server randomly divides the clients into \( G \) groups, where each group consists \( B \) clients.\(^1\) Next, we detail how dividing the clients into groups protects against Byzantine clients and allows a sufficient amount of model averaging to reduce the effect of the modeling noise on the estimation process.

At the end of phase \( p \), the server collects the local updates \( U_{m}(p) \) from each client \( m \in M \). For \( i \in [G] \), let \( B_{i,p} \)
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\[ U_{m}(p) \]
To protect against such clients, the server merges the group for group noise on the estimates. To control the number of groups as many clients as possible to decrease the effect of the model against Byzantine clients, we also want each group to contain perform outlier attacks, which are discarded thanks to the effect of the model noise, the group mean represent the set of clients in group \( i \) for all. Let \( \lambda \) be a mapping such that \( \forall k \in A_p \), the server merges the group means for arm outcomes by using a median-of-means (MoM) estimator to form estimates for the global arm rewards as \( \bar{U}(p) = \{ \bar{U}_k(p) \}_{k \in A_p} \), where
\[
\bar{U}_k(p) = \text{med}((U_k^i(p))_{i \in [G]}) .
\]

Since the local updates are mean arm outcomes, the resulting estimator is a median-of-means-of-means (MoMoM) estimator. We will prove that \( \bar{U}_k(p) \) is a sufficiently accurate estimate of \( \mu_k \) when at least half of the groups consist of only honest clients. Fig. 2 provides an example where the Byzantine clients perform outlier attacks, which are discarded thanks to the grouping strategy.

While increasing the number of groups offer protection against Byzantine clients, we also want each group to contain as many clients as possible to decrease the effect of the model noise on the estimates. To control the number of groups \( G \), we introduce the following generic mapping as in [59].

**Definition 1.** Let \( \alpha : [0, 1/2] \rightarrow [0, 1] \) be a mapping such that \( \forall \lambda \in [0, 1/2] \), \( 2\lambda < \alpha(\lambda) < 1 \). Table II lists examples of \( \alpha \).

**TABLE II: Different choices \( \alpha(\lambda) \) satisfying Definition 1.**

| Mapping \( \alpha(\lambda) \) | Arithmetic | Geometric | Harmonic | Polynomial |
|------------------------------|------------|-----------|----------|------------|
| \( (1 + 2\lambda)/2 \)       | \( \sqrt{2\lambda} \) | \( 4\lambda/(1 + 2\lambda) \) | \( \lambda(2.5 - \lambda) \) |

Given \( \alpha \), the server sets \( B = [1/\alpha(\lambda)] \), and \( G = M/B \). After obtaining \( \bar{U}(p) \), it identifies the suboptimal arms as
\[
S_p := \{ k \in A_p \mid \bar{U}_k(p) + E_p < \max_{k \in A_p} \bar{U}_k(p) - E_p \} .
\]

The uncertainty level \( E_p \in \mathbb{R}_+ \) is chosen to satisfy for a given confidence parameter \( \delta \in (0, 1) \)
\[
P(|\bar{U}_k(p) - \mu_k| \leq E_p, \forall p \in \{\bar{p}\}, \forall k \in A_p) \geq 1 - \delta ,
\]
where \( \bar{p} \) represents the maximum number of phases after which the algorithm will surely terminate, whose exact value will be derived in the next section. When the event in (6) holds, we have for any \( k \in S_p, \mu_k < \mu_k \). We provide detailed explanations on how to choose \( E_p \) and \( M \) to guarantee the high probability condition in (6) in the next section. After the suboptimal arms are identified, they are eliminated, and the active arm set for the next phase is computed as
\[
A_{p+1} = A_p \setminus S_p .
\]

This continues until either \( |A_p| = 1 \) or when the uncertainty level reaches \( E_{p-1} \leq \beta/4 \), which we call the termination phase. The latter is sufficient to declare the arms in \( A_p \) as \( \beta \)-optimal (see Lemma 7).

**Remark 1.** Since our primary objective is to identify a set of \( \beta \)-optimal arms, our analysis concentrates on the algorithm’s regret after it has completed the elimination of \( \beta \)-suboptimal arms and all communication rounds have concluded. We refer to this state as the termination phase of our algorithm. In Section V-B, we show that Fed-MoM-UCB successfully reaches the termination phase, and provide sample complexity and regret bounds at this point. More specifically, we denote the termination phase of our algorithm as \( p_T \) and denote the regret at termination as
\[
R_{T}^{2} := \sum_{p=1}^{p_T} \sum_{m=1}^{M} \sum_{i \in A_p} \sum_{t \in T_{i,m,p}} (\Delta t_{m} - \beta)_{+} + CMp_T .
\]
where \( T_{i,m,p} \) is the set of rounds in which client \( m \) plays arm \( i \) in phase \( p \) of Fed-MoM-UCB. \( R_{T}^{2} \) is equivalent to the formulation in (3), when \( T \) is taken to be the last round of the algorithm before termination.

V. THEORETICAL ANALYSIS
In this section, we analyze the sample complexity and the robust federated regret of Fed-MoM-UCB given in (3).

A. Preliminary Technical Results
The following lemma presents a concentration bound for the MoM estimate of a global arm outcome \( \mu_k \) in a phase \( p \).

**Lemma 1.** (MoM concentration bound). Fix \( k \in [K] \). Let \( B = [1/\alpha(\lambda)] \), \( G = M/B \), \( \eta(\lambda) := (\alpha(\lambda) - \lambda)/\alpha(\lambda) \), and \( \rho := \sigma/\sqrt{s(\bar{p})} + \sigma_c \). Then, for all
\[
\gamma_p \geq 4 \left( \frac{\sigma}{\sqrt{s(\bar{p})}} + \sigma_c \right)^2 \left( \frac{4\eta(\lambda) - 1}{2\eta(\lambda) - 1} B \right) ,
\]
we have
\[
P(|\bar{U}_k(p) - \mu_k| > \gamma_p) \leq \exp \left( -\frac{2\eta(\lambda) - 1}{16\rho^2} - M \gamma_p^2 \right)
\]
The proof of Lemma 1 utilizes the fact that a mapping \( \alpha(\lambda) \) as defined in Definition 1, ensures that at least half of the groups consists solely of honest clients. The complete
proof in detail is provided in the Appendix. Lemma 1 offers guidance on selecting $E_p$ in (6) and $M$, while also highlighting a limitation: it is not possible to achieve probability guarantees for an arbitrarily small uncertainty level $\gamma_p$ in (9). The smallest uncertainty level under which (9) holds is equal to the square root of the term that appears on the r.h.s. of (8). Therefore, we set the uncertainty level $E_p$ as

$$E_p = 2 \left( \frac{\sigma}{\sqrt{s(p)}} + \sigma_e \right) \left( \frac{4\eta(\lambda) - 1 \log 2}{2 \eta(\lambda) - 1 - B} \right)^{1/2}.$$  \hfill (10)

In the above display, the term $\sigma/\sqrt{s(p)}$ accounts for the sampling noise while the term $\sigma_e$ accounts for the model noise.

Remark 2. For a fixed mapping $\alpha(\lambda)$, the group size $B = \lfloor 1/\alpha(\lambda) \rfloor$ does not increase with $p$. This is required to ensure that at each phase $p$, at least half of the groups consist of all honest clients. As the number of clients in a group cannot increase with $p$, the uncertainty emerging from the model noise within a group does not decrease over phases. This effects global estimates since the server uses a median-of-means estimator. This is why we recruit all the clients once at the beginning. The reason for dividing algorithm into phases is to avoid oversampling suboptimal arms to minimize regret.

We note that $\beta$ cannot be arbitrarily small, as the lower bound of $\gamma_p$ in Lemma 1 cannot be made arbitrarily small as discussed in Remark 2. Looking at $E_p$ in (10), no matter how large $s(p)$ is, the uncertainty level remains $O(\sigma_e)$. Therefore, we introduce a lower bound for an achievable $\beta$, named the discernibility margin, defined as

$$\omega := 8 \sigma_e \left( \frac{4\eta(\lambda) - 1 \log 2}{2 \eta(\lambda) - 1 - B} \right)^{1/2}.$$  \hfill (11)

In particular, we will show that any arm $k$ with suboptimality gap $\Delta_k > \omega$, will be eliminated after at most $O((\Delta_k - \omega)^{-2})$ rounds. Fed-MOM-UCB does not have elimination guarantees for arms with suboptimality gap smaller than $\omega$. The main results in hold under the following assumption.

Assumption 2. $\beta > \omega$.

Remark 3. For all $\alpha(\lambda)$ in Table II except arithmetic mapping, $\lim_{\lambda \to 0} \omega = 0$.

Let $\epsilon := \beta - \omega$, and let $\Lambda_1 := \frac{64(4\eta(\lambda) - 1) \log 2}{(4\eta(\lambda) - 1 - B)^2}$, $\Lambda_2 := \frac{4}{(4\eta(\lambda) - 1) \log 2}$ be terms that only depend on $\lambda$. The next lemma gives an upper bound, denoted $\bar{p}$, on the number of phases until termination.

Lemma 2. (Phases until termination)

$$\bar{p} = \min \left\{ p \in \mathbb{N}_+ \left| s(p) \geq \frac{\Lambda_1 \sigma^2}{\epsilon^2} \right. \right\}.$$  \hfill (12)

Proof: By the definitions of $\omega$ in (11) and $E_p$ in (10), we have

$$E_p = \frac{\omega}{4} + \frac{2\sigma}{\sqrt{s(p)}} \left( \frac{4\eta(\lambda) - 1 \log 2}{2 \eta(\lambda) - 1 - B} \right)^{1/2}.$$  \hfill (13)

Fed-MOM-UCB terminates when $E_p \leq \beta/4 = (\omega + \epsilon)/4$. Thus $\bar{p}$ is the smallest integer satisfying

$$\frac{2\sigma}{\sqrt{s(\bar{p})}} \left( \frac{4\eta(\lambda) - 1 \log 2}{2 \eta(\lambda) - 1 - B} \right)^{1/2} \leq \frac{\epsilon}{4} \Leftrightarrow s(\bar{p}) \geq \frac{\Lambda_1 \sigma^2}{\epsilon^2}.$$  \hfill (14)

Lemma 2 is based on the fact that as the sampling budget $s(p)$ increases, the uncertainty level $E_p$ decreases and approaches $\omega/4$ as $p$ grows. Consequently, for $\beta > \omega$, there exists a phase $p$ at which the termination condition $E_p \leq \beta/4$ in Algorithm 1 is met. Next, we derive how many clients to recruit such that when $E_p$ is given as in (10), (6) holds. Let

$$E_g := \{|\mathcal{U}(k) - \mu_k| \leq E_p, \forall p \in [\bar{p}], \forall k \in \mathcal{A}_p\}$$

be the good event where the confidence bounds hold over all active arms and all phases $p \leq \bar{p}$.

Lemma 3. Let $\delta \in (0, 1)$ and $\alpha(\lambda)$ be given as in Definition 1. When $M = \lfloor \Lambda_2 \log(K \bar{p}/\delta) \rfloor B$ and $E_p$ is set as in (10), we have $\mathbb{P}(E_g) \geq 1 - \delta$.

The proof of Lemma 3, provided in the Appendix, combines the confidence bound (9) from Lemma 1 with a union bound over all phases $p \in [\bar{p}]$. Then, the number of clients $M$ is chosen as the smallest value that ensures $P(E_g) \geq 1 - \delta$. Choosing a larger $M$ is unnecessary, as it does not reduce the discernibility margin, as discussed in Remark 2. Additionally, the fixed client selection scheme used in Fed-MOM-UCB is simpler to implement than schemes that increase the number of clients with each phase, as in [24]. In the rest of the paper, we always assume that $E_p$ is set as in (10) and $M$ as in Lemma 3.

Remark 4. Note that $M$ depends on $\bar{p}$ only through the $\log(\cdot)$ term. Since $\bar{p} \leq \frac{1}{\epsilon}$ for any choice of $l$, the number of clients we need to recruit only depends logarithmically on $1/\epsilon$.

B. $(\beta, \delta)$-PACness, Sample Complexity and Regret Analysis

The next lemma upper bounds the number of samples accumulated from an arm by any client until termination.

Lemma 4. (Samples until termination) Let $p_r$ represent the phase after which Fed-MOM-UCB terminates. We have

$$s(p_r) \leq \frac{\Lambda_1 \sigma^2}{\epsilon^2} + l(p_r).$$  \hfill (15)

Proof: This result directly follows from Lemma 2, noting that $p_r \leq \bar{p}$, $s(p) = s(p-1) + l(p)$, and $\bar{p}$ is the smallest integer satisfying $s(\bar{p}) \geq \frac{\Lambda_1 \sigma^2}{\epsilon^2}$.

At the end of each phase $p$, Fed-MOM-UCB executes the arm elimination rule in (7). We first show that the globally optimal arm $k^*$ is guaranteed to always remain active.

Lemma 5. Assume that the good event $E_g$ in (13) holds. Then, $k^* \in \mathcal{A}_p$ for all $p \in [\bar{p}]$.

Proof: Fix $p \in [\bar{p}]$. Let $k' \in \text{argmax}_{k \in \mathcal{A}_p} \{|\mathcal{U}(k)|\}$ represent the empirically best arm at the end of phase $p$. For the globally optimal $k^*$ to be eliminated by $k'$, we need to have $\bar{U}_k(p) + E_p < \bar{U}_k'(p) - E_p$ by (7). Since on
$\mathcal{E}_g$, we have $|\overline{U}_k(p) - \mu_k| \leq E_p$ for all $k \in \mathcal{A}_p$, then $\mu_{k^*} \leq \overline{U}_{k^*}(p) + E_p \leq \overline{U}_k(p) - E_p \leq \mu_k$, which is a contradiction since we have $\mu_{k^*} > \mu_k$.

We utilize Lemma 5 to prove the elimination of $\beta$-suboptimal arms in the following lemmas. In the following lemma, we will show that an arm in $\neg \mathcal{K}_\beta$ will be certainly eliminated under the good event when the number of samples $s(p)$ collected from that arm by the end of phase $p$ exceeds a suboptimality gap dependent threshold.

**Lemma 6.** ($\beta$-suboptimal arm elimination) Under $\mathcal{E}_g$ and Assumption 2, any $\beta$-suboptimal arm $k \in \neg \mathcal{K}_\beta$ will be eliminated by the end of phase $p_k$, where $p_k$ is the smallest integer satisfying

$$s(p_k) \geq \frac{\Lambda_1 \sigma^2}{(\Delta_k - \omega)^2}. \tag{15}$$

**Proof:** First realize that by Lemmas 2 and 3, $\mathcal{E}_g$ holds for all phases relevant until elimination. Consider a $\beta$-suboptimal arm $k$. For such an arm, by the definitions of $E_p$ and $\omega$, (15) implies $4E_{p_k} \leq \Delta_k$. We have

$$\begin{align*}
\overline{U}_k(p_k) + E_{p_k} &\leq \mu_k + 2E_{p_k} \tag{16} \\
&\leq \mu_k + 2E_{p_k} + \overline{U}_{k^*}(p_k) - \mu_{k^*} + E_{p_k} \tag{17} \\
&= \overline{U}_{k^*}(p_k) + 3E_{p_k} - \Delta_k \tag{18} \\
&\leq \overline{U}_{k^*}(p_k) - E_{p_k}, \tag{19}
\end{align*}$$

where (16) and (17) hold under $\mathcal{E}_g$. (18) follows from the definition of the suboptimality gap $\Delta_k = \mu_{k^*} - \mu_k$, and (19) holds since we have $4E_{p_k} \leq \Delta_k$. Finally, by the rule in (7) and Lemma 5, (19) then implies that a $\beta$-suboptimal arm $k$ will be eliminated by the end of phase $p_k$.

Lemma 6 implies that arms that have a suboptimality gap $\Delta_k$ which is closer to the discernibility margin requires more samples to eliminate. The following lemma shows that all $\beta$-suboptimal arms are eliminated by termination phase.

**Lemma 7.** (Termination) Under $\mathcal{E}_g$ and Assumption 2 all of the $\beta$-suboptimal arms are eliminated by the time Fed-MoM-UCB terminates.

**Proof:** Recall that $p_\tau$ is the phase after which Fed-MoM-UCB terminates, that is, either $E_{p_\tau} \leq \beta/4$ or $|\mathcal{A}_{p_\tau}| = 1$ by Algorithm 1. If the latter is the case, we have $\mathcal{A}_{p_\tau} = \{k^*\}$ by Lemma 5 and we are done. For the former case where $E_{p_\tau} \leq \beta/4$, remember that we have $\Delta_k > \beta$ for a $\beta$-suboptimal arm $k \in \neg \mathcal{K}_\beta$. Then, similar to the proof of Lemma 6, it immediately follows that,

$$\begin{align*}
\overline{U}_k(p_\tau) + E_{p_\tau} &\leq \overline{U}_{k^*}(p_\tau) + 3E_{p_\tau} - \Delta_k \tag{20} \\
&\leq \overline{U}_{k^*}(p_\tau) - E_{p_\tau}, \tag{21}
\end{align*}$$

where (20) follows from (18), and (21) follows from $\Delta_k > \beta \geq 4E_{p_\tau}$, suggesting that the $\beta$-suboptimal bound is to be eliminated by the end of phase $p_\tau$.

Lemmas 5 and 7 establish that Fed-MoM-UCB is a $((\beta, \delta)$-PAC algorithm. Next, we use the lemmas above to explicitly bound the sample complexity and the regret.

**Theorem 1.** (Sample complexity bound) Under Assumption 2, the number of samples Fed-MoM-UCB requires to terminate with a set of $((\beta, \delta)$-PAC arms remaining is bounded above by

$$M \sum_{k \in \neg \mathcal{K}_\beta} \left( \frac{\Lambda_1 \sigma^2}{(\Delta_k - \omega)^2} + l(p_k) \right) + M \sum_{k \in \mathcal{K}_\beta} \left( \frac{\Lambda_1 \sigma^2}{\epsilon^2} + l(p_\tau) \right)$$

**Proof:** For the sample complexity associated with $\beta$-suboptimal arms, the proof draws on the results of Lemma 6 and notes that in each phase $p$, each arm is sampled $l(p)$ times. Specifically, by (15), we can write $s(p_k) < \frac{\Lambda_1 \sigma^2}{(\Delta_k - \omega)^2} + l(p_k)$. Regarding the sample complexity for $\beta$-optimal arms, we account for a sufficient number of rounds leading up to the termination of Fed-MoM-UCB. By Lemma 4, we have $s(p_\tau) < \frac{\Lambda_1 \sigma^2}{\epsilon^2} + l(p_\tau)$. To conclude the proof we sum the samples over all arms and clients.

Next, we give a bound on the robust federated regret. Since Fed-MoM-UCB incurs no regret after the elimination of all $\beta$-suboptimal arms, we analyze the regret of our algorithm at termination, denoted $\tilde{R}_T^\beta$.

**Theorem 2.** Under Assumption 2, with probability at least $1 - \delta$, the robust federated regret of Fed-MoM-UCB when it terminates is upper bounded as

$$\tilde{R}_T^\beta < M \sum_{k \in \neg \mathcal{K}_\beta} \left( \frac{\Lambda_1 \sigma^2}{(\Delta_k - \omega)^2} + l(p_k)(\Delta_k - \beta) \right) + MC(p_\tau). \tag{22}$$

**Proof:** Given that a $\beta$-suboptimal arm $k \in \neg \mathcal{K}_\beta$ is bound to be eliminated by the end of the phase $p_k$, we have

$$\tilde{R}_T^\beta \leq \sum_{k \in \neg \mathcal{K}_\beta} M(\Delta_k - \beta)s(p_k) + CM(p_\tau). \tag{23}$$

By Lemma 6 and the fact that $s(p_k) < \frac{\Lambda_1 \sigma^2}{(\Delta_k - \omega)^2} + l(p_k)$, we have

$$\begin{align*}
(\Delta_k - \beta)s(p_k) &< (\Delta_k - \beta) \left( \frac{\Lambda_1 \sigma^2}{(\Delta_k - \omega)^2} + l(p_k) \right) \tag{24} \\
&< \frac{\Lambda_1 \sigma^2}{(\Delta_k - \omega)^2} + l(p_k), \tag{25}
\end{align*}$$

where (25) holds since $\beta > \omega$. Theorem 2 then follows after combining (23) and (25).

Note that Theorems 1 and 2 are given for generic phase lengths $l(p)$ and that $p_\tau \leq \tilde{p}$ is a random variable contingent on the arm outcomes. In the regret bound, $\Lambda_1 \sigma^2/(\Delta_k - \omega)$ term suggests that a smaller suboptimality gap $\Delta_k$ increases the regret as the suboptimal arm $k$ will remain active for a long time. $l(p_k)$ term multiplies $\Delta_k - \beta$ term (i.e., instantaneous regret), meaning longer phase lengths increase the regret. This is due to the fact that arms are eliminated only at the end of the phases. On the other hand, communication regret depends on $l$ through $p_\tau$. Therefore, smaller phase lengths results in an increase in the communication regret. Let $\tau$ denote the last round of phase $p_\tau$, which is the last round before termination. Since Fed-MOM-UCB will not incur any regret after the termination phase, the regret bound in Theorem 2 holds for all $T \geq \tau$, i.e., $R_T^\beta = \tilde{R}_T^\beta$. This theorem shows that the regret is $O(1)$ with at least $1 - \delta$ probability in terms of $T$ dependence. The reason that we are able to get $O(1)$ instead of $O(\log T)$ regret is due to the facts that (i) our bound holds with probability $1 - \delta$, (ii) we are content with $\beta$-optimal arms,
which is a satisfying objective [60]. Since communication cost is a part of the regret, this result shows that the communication cost is also $O(1)$. However, the communication cost until termination can grow linearly depending on the choice of $l$. This is evident when the phase length is fixed, i.e., $l(p) = \kappa$ for $\kappa \in \mathbb{N}_+$. Different choices of $l$ will yield different tradeoffs between regret due to selecting suboptimal arms and regret due to communication. Two interesting cases are presented in the following corollaries.

**Corollary 1.** When $l(1) = 2$, $l(p) = 2^{p-1}$ for $p > 1$, i.e., $s(p) = 2^p$, under Assumption 2, with probability at least $1 - \delta$, the number of samples Fed-MoM-UCB gathers before termination is bounded by

$$2M \sum_{k \in \mathcal{K}_0} \frac{\Lambda_1 \sigma^2}{(k - \omega)^2} + 2M |\mathcal{K}_0| \frac{\Lambda_1 \sigma^2}{\epsilon^2} ,$$

and the robust federated regret is bounded by

$$\tilde{R}_p^\beta < 2M \sum_{k \in \mathcal{K}_0} \frac{\Lambda_1 \sigma^2}{(k - \omega)^2} + MC \log \left( \frac{\Lambda_1 \sigma^2}{\epsilon^2} \right) + MC .$$

**Proof:** For $k \in \mathcal{K}_0$, from the definition of $s(p_k)$ we have,

$$s(p_k - 1) < \frac{\Lambda_1 \sigma^2}{(k - \omega)^2} \Leftrightarrow p_k < \log_2 \left( \frac{\Lambda_1 \sigma^2}{(k - \omega)^2} \right) + 1 .$$

Similarly,

$$s(\bar{p} - 1) < \frac{\Lambda_1 \sigma^2}{\epsilon^2} \Leftrightarrow \bar{p} < \log_2 \left( \frac{\Lambda_1 \sigma^2}{\epsilon^2} \right) + 1 .$$

Substituting the above expressions in statement of Theorems 1 and 2 yields the sample complexity and regret upper bounds in the theorem statement.

Corollary 1 shows that with geometrically increasing phase lengths, the regret due to communication will have logarithmic dependence on $1/\epsilon$, while the regret due to suboptimal arm selections increases only by a multiplicative factor.

**Corollary 2.** In Fed-MOM-UCB, all $\beta$-suboptimal arms can be eliminated in a single communication round by setting $l(p) = \lceil \Lambda_1 \sigma^2/\epsilon^2 \rceil$. Then, with probability at least $1 - \delta$, the number of samples Fed-MoM-UCB gathers before termination is bounded by $MK \lceil \Lambda_1 \sigma^2/\epsilon^2 \rceil$, and the robust federated regret is bounded by $M \sum_{k \in \mathcal{K}_0} (\Lambda_k - \beta) \lceil \Lambda_1 \sigma^2/\epsilon^2 \rceil + CM$.

**Proof:** Proceeding similar to the proof of Theorems 1 and 2.

$$s(1) = \lceil \Lambda_1 \sigma^2/\epsilon^2 \rceil \geq \Lambda_1 \sigma^2/\epsilon^2 \geq \frac{64 \sigma^2}{\epsilon^2} \left( \frac{4 \eta(\lambda) - 1 - \log 2}{2 \eta(\lambda) - 1 - B} \right)$$

$$\Rightarrow \frac{2\sigma}{s(1)} \left( \frac{4 \eta(\lambda) - 1 - \log 2}{2 \eta(\lambda) - 1 - B} \right)^{1/2} \leq \frac{1}{4} \Rightarrow E_1 \leq \frac{\omega + \epsilon}{4} = \frac{\beta}{4}$$

hence Fed-MoM-UCB terminates at the end of the first phase.

Comparing Theorem 2 with Corollary 2, we observe that the main difference is the replacement of the $O((\Delta_k - \beta)/(\Delta_k - \omega)^2)$ term in (24) with $O((\Delta_k - \beta)/\epsilon^2)$. Even though a single round of communication is enough, arms with gaps greater than $\beta$ can be discarded after much less than $\lceil \Lambda_1 \sigma^2/\epsilon^2 \rceil$ samples in multiple phases with smaller phase lengths.

VI. EXPERIMENTAL RESULTS

In this section, we report our empirical observations regarding Fed-MoM-UCB. We test our algorithm against two benchmark algorithms. One of them is Fed2-UCB, proposed in [24], which is specifically developed for federated bandits with non-i.i.d. data distributions. However, Fed2-UCB does not address the challenge of adversarial attacks. For this reason we present another robust benchmark we call Fed-Trim-UCB. Fed-Trim-UCB is a version of the trimmed mean based algorithm in [61], repurposed for the federated setting. Similar trimmed mean algorithms can be also found in [38], [62]. In particular, Fed-Trim-UCB uses the following estimator,

$$U_{k, \text{trim}}(p) = \frac{1}{(1 - 2\lambda)M} \sum_{i = \lfloor |\mathcal{X}| \rfloor}^{1 - |\mathcal{X}|} U_{i,k}(p) ,$$

where $U_{i,k}(p)$ is the order statistics of $U_{m,k}(p)$ with respect to the clients for a fixed arm $k$. We set the exploration threshold as suggested by [61] to

$$E_{p, \text{trim}} = \frac{\theta}{1 - \lambda} \sqrt{\frac{2}{s(p)} \log \left( \frac{K s(p)^2 \sigma^2}{12\delta} \right) ,}$$

where arms are $\sigma$-subgaussian. For our setting we pick $\theta = \sigma + \sigma_c$. Similar to Fed-MoM-UCB, we set the termination condition for Fed-Trim-UCB to $E_{p, \text{trim}} \leq \beta/4$ and use the same client recruiting policy. For our analysis, we conducted simulations on a synthetic MAB problem, applying various attack schemes to evaluate the efficacy of Fed-MoM-UCB, Fed-Trim, and Fed-2UCB. We detail our findings across three distinct scenarios, with each scenario’s objectives and results thoroughly discussed in its designated section. For a concise overview of these scenarios, see Table IV. The model and arm sampling noises are defined as zero-mean additive i.i.d. Gaussian noise with variance $\sigma_c^2 = 0.02^2$ and $\sigma^2 = 2^2$ for all scenarios. We use $\delta = 0.001$ and perform 100 independent experiments and report the mean and standard deviations for the cumulative regret and the communication cost. We calculate the cumulative regret using (3) for all of the algorithms, where the $\beta$-optimal arms do not incur any regret.

| TABLE III: Unknown global mean arm outcomes |
|---------------------------------------------|
| $k$ | 1 | 2 | 3 | ... | 37 | 38 | 39 | 40 |
| $\mu_k$ | 0.00 | 0.05 | 0.10 | ... | 1.80 | 1.85 | 1.90 | 1.95 |

**A. Scenario 1**

We choose $\beta = 0.32$ which gives the $\beta$-suboptimal arm set as $\mathcal{K}_0 = \{1, \ldots, 33\}$. For this scenario we consider a case where the fraction of Byzantine clients is small but the attacking scheme is strong. We set the Byzantine clients’ fraction to $\lambda = 0.05$ and use the geometric mapping for Fed-MoM-UCB, that is, $\alpha(\lambda) = \sqrt{2\lambda}$ (see Table II). We choose the geometric mapping as it yields a small value for the discriminability margin at $\lambda = 0.05$, which is $\omega = 0.149$ while also resulting in small constants $\Lambda_1$ and $\Lambda_2$ that scale...
TABLE IV: Parameters for different Scenarios. $M$, $B$, and $G$ columns show the number of total clients recruited, the number of clients in a group, and the number of groups for the Fed-MoM-UCB algorithm, respectively.

| Scenario | $T$ | $\lambda$ | $\omega$ | $\beta$ | $\sim K_\beta$ | $C$ | Attack |
|----------|-----|-----------|----------|---------|----------------|-----|--------|
| Scenario 1 | $5 \times 10^4$ | 0.05 | 0.143 | 0.32 | $\{1, \ldots, 33\}$ | 1 | (26) |
| Scenario 2 | $10^5$ | 0.25 | 0.298 | 0.47 | $\{1, \ldots, 30\}$ | 0.1 | (27) |
| Scenario 3 | $2 \times 10^5$ | 0.1 | 0.184 | 0.48 | $\{1, \ldots, 30\}$ | 2 | (26) |

(a) Cumulative Regrets
(b) Cumulative Regrets (zoomed)
(c) Cumulative regrets without communication costs
(d) Communication costs only

Fig. 3: Regrets and communication costs for Scenario 1.

the number of clients to be recruited and the cumulative regret. The communication cost is set to $C = 1$. Finally, we consider the following outlier attack scheme for a Byzantine client $m$,

$$X_{m,k}(t) = \begin{cases} N(-14,1) & \text{if } k \in K_\beta \\ N(14,1) & \text{if } k \in \sim K_\beta \end{cases}$$

where $X_{m,k}(t)$ denotes the local observation of the Byzantine client $m$ for the arm $k$ at round $t$. That is, a Byzantine client $m$ samples its local observations from a normal distribution with mean $-14$ for the $\beta$-optimal arm and from a normal distribution with mean $14$ for the $\beta$-suboptimal arms, to make it harder for the server to identify the $\beta$-optimal arms correctly. Unlike Fed-MoM-UCB, Fed2-UCB continues to recruit more clients over phases to reduce the uncertainty emerging from the client sampling. As discussed in Section V, that does not help in the presence of Byzantine clients. We set $s(p) = 10p$ and run Fed2-UCB with two different configurations, $M(p) = 10p$ and $M(p) = 2^p$, where $M(p)$ is the total number of clients recruited at phase $p$. Fig. 3d confirms that Fed2-UCB terminates. That is, only a single active arm is left, and the communication is stopped. However, the remaining arm is not a $\beta$-optimal arm and Fed2-UCB incurs linear regret in both cases as can be seen in Fig. 3a and Fig. 3b. Moreover, while recruiting more clients does not help Fed2-UCB eliminate the $\beta$-suboptimal arms, the cumulative regret also explodes since the more clients are recruited, the more the suboptimal arms are played.

Table IV shows the extreme difference between the total number of clients recruited by Fed2-UCB and by Fed-MoM-UCB when they terminate. The unlimited client recruitment scheme of Fed2-UCB not only causes cumulative regret to increase significantly in the presence of Byzantine clients but may also be impractical for certain applications. In contrast, Fed-MoM-UCB achieves the $\beta$-optimal arm identification goal with a much smaller, fixed number of clients. In real-world applications, such as the treatment evaluation example in Section II-C, progressively recruiting additional clients may be unrealistic.

Fed-MoM-UCB recruits $M = 126$ only once at the beginning and creates $G = 42$ groups. Note that even though it is possible to have $B \geq 4$ as well while still maintaining the robustness, the geometric mapping is the best option for $\lambda = 0.05$ since it gives the small $\omega$, $\Lambda_1$, and $\Lambda_2$ terms.

We run Fed-MoM-UCB with two different configurations, $s(p) = 10p$ and $s(p) = 2^p$ as in Corollary 1. Fig. 3d confirms that Fed-MoM-UCB terminates and stops the communication in both cases. From Fig. 3b, we can see that Fed-MoM-UCB is able to eliminate all the $\beta$-suboptimal arms as the cumulative regret cease to increase. We run Fed-Trim-UCB with $s(p) = 10p$. Similar to Fed-MoM-UCB, Fed-Trim-UCB also achieves to eliminate all the $\beta$-suboptimal arms. However, as can be seen from Fig. 3 the elimination requires more samples compared to Fed-MoM-UCB, hence the cumulative regret is greater. Also note that while Fed-Trim-UCB manages to eliminate all $\beta$-suboptimal arms, it fails to terminate in $5 \times 10^4$ rounds, hence the communication cost is higher. This is because the confidence bound for Fed-Trim-UCB decreases slower compared to Fed-MoM-UCB.

B. Scenario 2

The unknown global mean arm outcomes, model uncertainty variance and the sampling noise variance are the same as in Scenario 1. In this scenario we look at how a larger fraction...
of Byzantine clients effect the algorithms. We consider the following attack scheme for a Byzantine client $m$,

$$X_{m,k}(t) = \begin{cases} \text{Unif}[-0.2, -0.1] & \text{if } k \in \mathcal{K}_\beta \\ \mu_{m,k} + \zeta_{m,t} & \text{if } k \in \neg \mathcal{K}_\beta \end{cases} \quad (27)$$

That is, a Byzantine client $m$ sets its local observations to a random value in $[-0.2, -0.1]$ for the $\beta$-optimal arms, while taking and recording honest samples for the $\beta$-suboptimal arms (see (1)). The attack in (27) is milder than the one in (26).

We experiment with two different values for the fraction of Byzantine clients, setting $\lambda = 0.25$ and $\lambda = 0.3$. In both cases, we run Fed2-UCB with $s(p) = 10p$ and $M(p) = 20p$, Fed-MoM-UCB and Fed-Trim-UCB with $s(p) = 10p$. We also change the communication cost to $C = 0.1$ to provide a more nuanced comparison. Fig. 4 shows that even though the time horizon for the simulation is not enough for Fed-MoM-UCB to terminate, it still manages to eliminate all $\beta$-suboptimal arms and outperforms both Fed2-UCB and Fed-Trim-UCB, regardless of whether communication loss is taken into account. Similar to the first scenario, Fed2-UCB is unable to eliminate all $\beta$-suboptimal arms, whereas both Fed-MoM-UCB and Fed-Trim-UCB succeed in this task. Moreover, Fed-MoM-UCB proves to be more efficient in eliminating suboptimal arms, accruing less regret.

We remark that depending on the attack scheme and the fraction of the malicious clients, Fed2-UCB may continue to work well under Byzantine attacks. However, it can not guarantee sublinear regret under arbitrary attacks. On the other hand, Fed-MoM-UCB can eliminate all the $\beta$-suboptimal arms when $\lambda < 0.5$.

C. Scenario 3

In this part, we look at how the different choices for the $\alpha(\lambda)$ mapping affects the performance. The model noise and the sampling noise as well as the global arm means are the same as those used in Scenario 1. We set the communication cost to $C = 2$ and the Byzantine client fraction to $\lambda = 0.1$. The attack scheme of a Byzantine client is the same as Scenario 1, and it follows (26).

Next, we analyze the mappings $\alpha(\lambda)$ given in Table II. Calculating $\omega$ for each choice, we observe that the smallest $\omega$ value is obtained with the geometric mapping which also accumulates the smallest regret and terminates the quickest. While due to its small number of client recruitment, the arithmetic mapping incurs small regret, it results in the largest number of rounds necessary to terminate. This is because while the small group size resulting from the arithmetic mapping gives rise to a small $M$, it also increases the number of samples required for elimination of $\beta$-suboptimal arms. Fig. 5a shows, the order between the cumulative regrets of the mappings as well as the communication costs. The geometric mapping offers the best performance with $M = 92$ client, while the polynomial mapping offers the worst with the maximum number of clients $M = 288$. Fig. 5b shows all mappings result in the termination of the algorithm with the geometric mapping giving the quickest termination and the arithmetic mapping giving the slowest.

VII. CONCLUSION AND FUTURE WORK

We focused on the problem of identifying $\beta$-optimal arms in a federated multi-armed bandit setting under model heterogeneity and Byzantine attacks, and proposed a robust median-of-means-based algorithm, Fed-MoM-UCB. We showed that when less than half of the clients are Byzantine, it is possible to maintain robustness while minimizing communication cost; thereby achieving low regret. We showed that our algorithm guarantees the elimination of arms with suboptimality gaps greater than a discernibility margin emerging from the size of the client groups, and gave $(\beta, \delta)$-PAC sample complexity results. We argued that recruiting more clients does not solve that problem, and we derived an expression for the required number of clients necessary to provide high probability guarantees on the regret and the sample complexity results. Finally, we evaluated the performance of Fed-MoM-UCB by comparing it with two other algorithms: one based on a trimmed mean approach, which we refer to as Fed-
Trim-UCB, and the other known as Fed2-UCB. Our analysis confirmed the effectiveness of Fed-MoM-UCB. Interesting future work includes a detailed investigation on reducing the discernibility margin emanating from client sampling while retaining robustness against adversaries.

**APPENDIX**

**Proof of Lemma 1**

The proof builds upon the proof of MoM concentration bound given in [59, Proposition 2]. Let \( G_p \) denote the set of client groups formed by the server at the end of phase \( p \) and \( G_p^{\text{nu}} \subseteq G_p \) denote the subset of groups with no Byzantine clients. We denote by \( G_p := |G_p| \) and \( G_p^{\text{nu}} := |G_p^{\text{nu}}| \) the cardinalities of these sets. There is no concentration guarantee for the groups that include Byzantine clients. The worst case is when each Byzantine client belongs to a different group, rendering the maximum number of groups unreliable. Since \( M^{\text{mal}} \leq \lambda M \) due to Assumption 1, at most \( |\lambda M| \) of the \( G_p \) groups will be corrupted by Byzantine clients. Then, we have,

\[
G_p^{\text{nu}} \geq G_p - \lambda M \geq G_p - \frac{\lambda G_p}{\alpha(\lambda)} = G_p \eta(\lambda). \tag{28}
\]

Fix \( \gamma_p > 0 \). By definition of the sample median, if the group mean of arm \( k \) is within \( \gamma_p \)-neighborhood of \( \mu_k \) for more than half of the groups, then the sample median of the group means must be within \( \gamma_p \)-neighborhood of \( \mu_k \) as well. Thus, we have

\[
P(|\bar{\mu}_k(p) - \mu_k| > \gamma_p | G_p^{\text{nu}}) \leq P \left( \sum_{i \in G_p^{\text{nu}}} I\{|U_i^k(p) - \mu_k| > \gamma_p\} \geq G_p^{\text{nu}} - \frac{G_p}{2} | G_p \right)
\]

\[
\leq \sum_{g = \lceil \frac{2\eta(\lambda) - 1}{2\eta(\lambda)} G_p \rceil}^{G_p^{\text{nu}}} \binom{G_p^{\text{nu}}}{g} q_p^g (1 - q_p)^{G_p^{\text{nu}} - g} \leq q_p := P(|U_i^k(p) - \mu_k| > \gamma_p | G_p^{\text{nu}}). \tag{29}
\]

By definition, Term I is the average of \( B \) independent \( \sigma/\sqrt{s(p)} \)-subgaussian random variables. Thus, Term I is \( \sigma/\sqrt{s(p)}B \)-subgaussian. Similarly, Term II is the average of \( \mu_k \) of independent \( \sigma_c \)-subgaussian random variables. Therefore, it is \( \sigma_c/\sqrt{B} \)-subgaussian. As a result, Term I plus Term II is \( \sigma/\sqrt{s(p)}B + \sigma_c/\sqrt{B} \)-subgaussian. Let \( \rho := \sigma/\sqrt{s(p)} + \sigma_c \)

\[q_p \leq 2e^{-\gamma_p^2/(2(\rho')^2)} = 2e^{-\frac{\rho^2}{\rho'^2}} \tag{31}\]

\[ \leq 2e^{-\frac{\rho^2}{4\rho'^2}} \leq 0.5 \tag{32}\]

where (32) follows from (8), and (33) follows since \( \eta(\lambda) > 1/2 \) implies that \( 4\eta(\lambda) - 1 > 2\eta(\lambda) \). From (30), observe that (33) holds and \( \eta(\lambda)G_p - G_p^{\text{nu}} \leq 0 \), which gives

\[P(|\bar{\mu}_k(p) - \mu_k| > \gamma_p) \leq \exp \left(- \frac{2\eta(\lambda) - 1}{16\rho'^2} M \gamma_p^2 \right), \tag{34}
\]

Finally, by plugging the tail bound for \( q_p \) in (31) to the expression in (34), we obtain

\[P(|\bar{\mu}_k(p) - \mu_k| > \gamma_p) \leq \exp \left(- \frac{2\eta(\lambda) - 1}{16\rho'^2} M \gamma_p^2 \right), \tag{35}
\]

where (35) follows from the union bound. To get a \( 1 - \delta \) bound on \( P(E_p) \), we set the confidence in Lemma 1 as

\[P(E_p) := 1 - P(\exists p \in [\bar{p}], \exists k \in A_p : |\bar{\mu}_k(p) - \mu_k| > E_p) \leq 1 - P \left( \bigcup_{p \in [\bar{p}]} \bigcup_{k \in [K]} \{ |\bar{\mu}_k(p) - \mu_k| > E_p \right)
\]

Finally, by plugging the tail bound for \( q_p \) in (31) to the expression in (34), we obtain

\[P(|\bar{\mu}_k(p) - \mu_k| > \gamma_p) \leq \exp \left(- \frac{2\eta(\lambda) - 1}{16\rho'^2} M \gamma_p^2 \right), \tag{36}
\]

where (36) follows from the definitions of \( \rho \) and \( E_p \). Finally, observe that our choice of \( M \) satisfies (36).
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