HARNCK INEQUALITIES AND HÖLDER ESTIMATES FOR FULLY NONLINEAR INTEGRO-DIFFERENTIAL EQUATIONS WITH WEAK SCALING CONDITIONS
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Abstract. Hölder estimates and Harnack inequalities are studied for fully nonlinear integro-differential equations under some mild assumptions. We allow the kernels of variable order and critically close to 2.

1. Introduction

In this paper, we study the fully nonlinear nonlocal equations of the form:

\[ Iu(x) := \sup_{a \in A} \inf_{b \in B} \int_{\mathbb{R}^n} \delta(u(x, y)) \kappa_{a,b}(x, y) \nu(x, |y|) dy = f(x) \quad \text{in } B_R, \]

where \( u : \mathbb{R}^n \to \mathbb{R} \) is an unknown function, \( f : \mathbb{R}^n \to \mathbb{R} \) is a given function and \( B_R \) is an open ball with its center 0 and its radius \( R > 0 \). We write \( \delta(u, x, y) := u(x + y) + u(x - y) - 2u(x) \). Let \( 0 < \lambda \leq \Lambda \). Suppose that for any \( a \in A, b \in B \) and \( x \in B_R, y \in \mathbb{R}^n \), \( \kappa_{a,b}(x, y) \) satisfies \( \lambda \leq \kappa_{a,b}(x, y) \leq \Lambda \).

\[ \int_{\mathbb{R}^n} (1 \wedge |y|^2) \nu(x, |y|) dy < \infty \quad \text{for } x \in B_R, \]

where we denote \( l \wedge m := \min\{l, m\} \) for \( l, m \in \mathbb{R}^n \).

The main purpose of this paper is to present the Hölder estimates and the Harnack inequalities for solutions of (1.1) under the weak scaling condition of \( \nu \), which we introduce below. When \( \nu(x, r) = r^{-n-\sigma} \) for \( \sigma \in (0, 2) \), the first result about Harnack inequalities and Hölder estimates was established in [6], by using a probabilistic approach and the Hölder estimate was obtained in [32], where the proof is based on the theory of partial differential equations. Here we note that those results are nonlocal versions of a classical result of [29] by Krylov and Safonov for non-divergence second order equations, but blow up as the order \( \sigma \) of the equation approaches to 2. Harnack inequalities and Hölder estimates whose constants do not blow up as \( \sigma \to 2 \) were obtained in [11].
There are more general kernels, for example
\[ \nu(x, r) \asymp \frac{1}{r^{n+\sigma}} (\log(2/r))^{\gamma} \tag{1.4} \]
for \(0 < r < 1, \sigma \in [0, 2]\) and \(\gamma \in \mathbb{R}\). Here, we used the notation \(f(r) \asymp g(r)\) which means that the quotient \(f(r)/g(r)\) stays between two positive constants. Note that when \(\sigma = 2\), we need \(\gamma < -1\) so that (1.3) holds. If \(\sigma \in (0, 2)\), the Hölder estimate is obtained by [4, 24, 25, 26, 27, 32] and the Harnack inequality is also proved by [3, 24, 26, 27]. An interesting case is when \(\sigma = 0\) and in this case, some scale invariant results fail in general, but the paper [25] proved the equi-continuity of solutions, which is not covered in this paper. On the other hand, all of these previous results cannot be applied when \(\sigma = 2\) and \(\gamma < -1\), although these kernels are treated in [21, 31], in the case where the nonlocal operator \(I\) is linear and independent of \(x\) i.e. \(I\) is of form
\[ Iu(x) = \int_{\mathbb{R}^n} \delta(u, x, y)\nu(|y|)dy. \]
One of our main contribution is that we provide the Harnack inequality and the Hölder estimate for fully nonlinear nonlocal equations with the kernels of form (1.4) when \(\sigma = 2\) and \(\gamma < -1\).

We are also interested in variable order kernel which is of form:
\[ \nu(x, r) \asymp \frac{1}{r^{n+\sigma(x)}} \]
for \(\sigma(x) \in (0, 2)\). In this case, the Harnack inequality were given by [3] and the Hölder estimate, by [4, 32]. Here the Harnack inequality of [3] is not scale invariant (in other words, its constant depends on the radial \(R\) of the domain). In the case of nonlocal Dirichlet form or divergence form equations with variable order kernels, the scale invariant Harnack inequality was established by [15]. Another main contribution of this paper is that we show the scale invariant Harnack inequality for fully nonlinear integral equations with variable order kernel under some scale invariant conditions.

It can be possible to extent our results to the non-symmetric operator \(I\) with an anisotropic kernel \(\nu\), in the sense that \(I\) is of form
\[ Iu(x) = \sup_{a \in A} \inf_{b \in B} \int_{\mathbb{R}^n} (u(x + y) - u(x) - \nabla u(x) \cdot y \chi_{B_1(y)}(y))\kappa_{a,b}(x, y)\nu(x, y)dy, \]
where we do not assume the symmetry \(\kappa(x, y) = \kappa(x, -y)\) and the ellipticity condition (1.2) can be relaxed. In this direction, [13] studied non-symmetric operators and [7, 30], more general conditions of (1.2) when \(\nu(x, y) \asymp |y|^{-n-\sigma}\). Also, anisotropic kernels were treated in [3, 4, 24]. It is worth to mention that for those operators, the Harnack inequality fails in general even when the Hölder estimate holds and several counterexamples were given by [1, 3, 8, 9, 19]. Finally we note that there are many related work, which we did not mention above; see, for instance [2, 5, 12, 14, 16, 18, 19, 20, 23, 22, 28] and references therein.
1.1. Assumptions and Main results.

Definition 1.1. Set
\[ h(x, r) := \int_{\mathbb{R}^n} \left( 1 \wedge \frac{|y|^2}{r^2} \right) \nu(x, |y|) dy. \]

We say \( \nu \) satisfies (A) if there exist \( c_U, \alpha > 0 \) such that for \( x \in B_R \),
\[ h(x, 1) = 1, \quad (A1) \]
\[ 0 \leq \nu(x, r) \leq \nu(x, s) \quad \text{for} \quad 0 < s \leq r \quad \text{and} \]
\[ h(x, tr) \leq c_U t^{-\alpha} h(x, r) \quad \text{for} \quad r > 0 \quad \text{and} \quad t \geq 1. \quad (A3) \]

Especially, we call (A3) the weak scaling condition by following [23, 22]. In Section 2, we will recall some basic properties of \( h \) and equivalent conditions with the weak scaling condition, which were investigated by [23, 22].

One of our main result is the following Hölder estimate:

Theorem 1.2. There are positive constants \( \eta \in (0, 1) \) and \( C \geq 1 \) depending only on \( n, \lambda, \Lambda, c_U \) and \( \alpha \) with the following property. Let \( \nu \) be a function satisfying (A). If \( u \in C(B_R) \cap L^\infty(\mathbb{R}^n) \) is a viscosity solution of \( Iu = f \) in \( B_R \), then it follows that
\[ \|u\|_{C^\eta(B_R/2)} \leq CR^{-\eta}(\|u\|_{L^\infty(\mathbb{R}^n)} + \|h(\cdot, R)^{-1} f(\cdot)\|_{L^\infty(B_R)}). \]

We also obtain the Harnack inequality. In this case, we assume in addition the following condition: there exist \( c^* \geq 1 \) such that
\[ \frac{\nu(x_1, r)}{h(x_1, s)} \leq c^* \frac{\nu(x_2, r)}{h(x_2, s)} \quad \text{for} \quad |x_1 - x_2| \leq s \leq r \quad (B) \]

Theorem 1.3. There exists a constant \( C = C(n, \lambda, \Lambda, c_U, \alpha, c^*) > 0 \) with the following property. Let \( \nu \) satisfy (A) and (B). If \( u \in C(B_{2\sqrt{\pi}R}) \cap L^\infty(\mathbb{R}^n) \) is non-negative in \( \mathbb{R}^n \) and a viscosity solution of \( Iu = f \) in \( B_{2\sqrt{\pi}R} \), then it follows that
\[ \sup_{B_{R/2}} u \leq C \left( \inf_{B_{2\sqrt{\pi}R}} u + \|h(\cdot, R)^{-1} f\|_{L^\infty(B_{2\sqrt{\pi}R})} \right). \]

Remark 1.4. We fill a gap in the assumptions of [21]. In the case of the nonlocal operator \( I \) is linear and constant coefficient and \( n \geq 3 \), the condition (A) is equivalent with the one in [21] (and (B) is not needed in this case since \( I \) is independent of \( x \)). On the other hand, when \( n = 1, 2 \), additional conditions are required in [21] although it is not necessary in our case (see Corollary 6 and Theorem 7 in [21]).

Remark 1.5. The condition (B) is a modification of assumptions in [3, 19, 15], and cannot be avoided for the Harnack inequality to hold. In Section 8, we present a counterexample to the Harnack inequality when we assume only (A) but not (B). There is a novelty because our example is isotropic, whereas all examples obtained in [1, 3, 8, 9, 19] are anisotropic.
1.2. **Examples.** Here we provide some examples of kernels $\nu_i$ for $i = 1, \ldots, 5$. We denote $h_i(x, r) := \int_{\mathbb{R}^n} \left(1 \wedge \frac{|y|^2}{r^2}\right) \nu_i(x, |y|) dy$ in what follow.

**Example 1.6** (Fractional laplacian). For any $\sigma \in [\alpha, 2)$, let

$$\nu_1(x, r) := A(n, \sigma) r^{-n-\sigma} \text{ for } r > 0,$$

where $A(n, \sigma)$ is the normalized constant defined by

$$A(n, \sigma) := \left( \int_{\mathbb{R}^n} (1 \wedge |y|^2)|y|^{-n-\sigma} dy \right)^{-1}$$

$$= \left( \int_0^1 \int_{\partial B_1} r^{1-\sigma} d\omega dr + \int_1^\infty \int_{\partial B_1} r^{-1-\sigma} d\omega dr \right)^{-1}$$

$$= \left( \frac{|\partial B_1|}{(2-\sigma)} + \frac{|\partial B_1|}{\sigma} \right)^{-1} = \frac{(2-\sigma)\sigma}{2|\partial B_1|}.$$

Then, we have $h_1(x, r) = r^{-\sigma}$ and $\nu_1$ satisfies the condition (A). In fact, it is easy to see (A1) and (A2) hold and we also have

$$h_1(x, tr) = (tr)^{-\sigma} \leq t^{-\alpha} r^{-\sigma} = t^{-\alpha} h(x, r)$$

for $t \geq 1$, $r > 0$ and $\alpha \in (0, \sigma]$.

**Example 1.7** (Sum of fractional laplacians). For $\alpha > 0$, let $\sigma_i \in [\alpha, 2)$ for $i = 1, 2, \ldots$ and $\{a_i\}_{i=1}^\infty$ be a sequence of positive constants such that $\sum_{i=1}^\infty a_i = 1$. Then,

$$\nu_2(x, r) := \sum_{i=1}^\infty a_i A(n, \sigma_i) r^{-n-\sigma_i} \text{ for } r > 0.$$

and $h_2(x, r) = \sum_{i=1}^\infty a_i r^{-\sigma_i}$ satisfy the condition (A), which is obtained in a similar way with Example 1.6.

**Example 1.8.** For $\alpha > 0$, let $\gamma \in \mathbb{R}$, $\sigma \in [0, 2]$ and

$$\nu_3(x, r) := \frac{B(n, \sigma, \gamma)}{r^{n+\sigma}} \begin{cases} (1 - \log r)^{\gamma} & \text{for } r \in (0, 1], \\ (1 + \log r)^{-\gamma} & \text{for } r > 1, \end{cases}$$

where we need $m > 1$ when $\sigma = 0$ and $m < -1$ when $\sigma = 2$ so that $(1 \wedge |y|^2)\nu_3(x, |y|)$ is integrable and $B(n, \sigma, \gamma)$ is the normalized constant so that $h_3(x, 1) = 1$. For any $\epsilon > 0$, taking account of

$$\lim_{r \to +0} \frac{t^{n+\sigma-\epsilon}\nu_3(x, tr)}{\nu(x, r)} = \lim_{r \to +\infty} \frac{t^{n+\sigma-\epsilon}\nu_3(x, tr)}{\nu(x, r)} = t^{-\epsilon} \leq 1$$

for $t \geq 1$ and

$$\lim_{t \to +\infty} \frac{t^{n+\sigma-\epsilon}\nu_3(x, tr)}{\nu(x, r)} = 0,$$
there exists $c_1 = c_1(n, \sigma, \gamma, \epsilon) > 0$ such that $\nu(x, tr) \leq c_1 t^{-n-\sigma+\epsilon}\nu(x, r)$. Hence, if $\sigma > 0$, we can choose $\epsilon < \sigma$ and then we have

$$h_3(x, tr) = \int_{\mathbb{R}^n} \left(1 \wedge \frac{|y|^2}{(tr)^2}\right) \nu(x, |y|)dy$$

$$= \int_{\mathbb{R}^n} \left(1 \wedge \frac{|y|^2}{r^2}\right) \nu(x, t|y|)t^n dy \leq C_{n, \sigma, \gamma, \epsilon} t^{-\sigma + \epsilon} h_3(x, r).$$

Therefore (A3) holds with $\alpha = \sigma - \epsilon$ and $c_\nu = c_1$. When $\sigma = 0$, we can compute

$$h_3(x, r) \simeq \begin{cases} (1 - \log r)^{\gamma + 1} & \text{for } r \in (0, 1], \\ (1 + \log r)^{-\gamma + 1} & \text{for } r > 1. \end{cases}$$

Hence (A3) does not hold for any $\alpha, c_\nu > 0$.

**Example 1.9** (Variable order fractional laplacian). For $\alpha > 0$, consider $\sigma : B_R \rightarrow [\alpha, 2]$. Then,

$$\nu_4(x, r) := \mathcal{A}(n, \sigma(x)) r^{-n-\sigma(x)}$$

satisfies the condition (A). However the condition (B) fails unless $\sigma(\cdot)$ is a constant and moreover the Harnack inequality also fails in general. Let us consider a modified kernel defined by

$$\nu_5(x, r) := \frac{1}{2} \left( \tilde{\mathcal{A}}(n, \sigma(x)) r^{-n-\sigma(x)} \chi_{(0,1)}(r) + \mathcal{A}(n, s_0) r^{-n-s_0} \right)$$

for $s_0 \in [\alpha, 2)$ and $\tilde{\mathcal{A}}(n, \sigma(x)) := (\int_{B_1} |y|^{2-n-\sigma(x)}dy)^{-1} = (2 - \sigma(x))|\partial B_1|^{-1}$. Then,

$$h_5(x, r) = \frac{1}{2} \left( \frac{2}{\sigma(x)} r^{-\sigma(x)} - \frac{2 - \sigma(x)}{\sigma(x)} \right) \chi_{[0,1)}(r) + r^{-2\chi_{[1,\infty)}(r) + r^{-s_0}}.$$  \hspace{1cm} \text{(1.5)}$$

(B) holds if $\nu_5$ satisfies the following condition (i) or (ii):

(i) $\sup_{B_R} \sigma < 2$ and $|\sigma(x_1) - \sigma(x_2)| \leq M_1 \frac{1}{\log(2/|x_1 - x_2|)}$ for $|x_1 - x_2| < 1$

for some constant $M_1 > 0$ or

(ii) $\sup_{B_R} \sigma \leq \gamma_0 + s_0$ and $|\sigma(x_1) - \sigma(x_2)| \leq M_2 |x_1 - x_2|^{\gamma_0}$ for $|x_1 - x_2| < 1$

for some constants $M_2 > 0$ and $\gamma_0 \in (0, 1]$. Indeed, in the case of (i), we have

$$\nu_5(x_1, r) = \frac{1}{2} \left( \frac{2 - \sigma(x_1)}{2 - \sigma(x_2)} \tilde{\mathcal{A}}(n, \sigma(x_2)) e^{(\sigma(x_2) - \sigma(x_1)) \log r - n - \sigma(x_2)} \chi_{(0,1)}(r) + \mathcal{A}(n, s_0) r^{-n-s_0} \right)$$

$$\leq \frac{1}{2} \left( \frac{2 - \sigma}{2 - \sup \sigma} e^{M_1 \log r / \log(2/r)} \tilde{\mathcal{A}}(n, \sigma(x_2)) r^{-n-\sigma(x_2)} \chi_{(0,1)}(r) + \mathcal{A}(n, s_0) r^{-n-s_0} \right)$$

$$\leq c_2 \nu_5(x_2, r)$$

for $r \in (0, 1)$, $|x_1 - x_2| \leq r$ and $c_2 := (2 - \alpha) \sup_{0 \leq r \leq 1} e^{M_1 \log r / \log(2/r)} / (2 - \sup \sigma) > 0$ and we can see $h_5(x_1, r) \leq c_3 h_5(x_2, r)$ for $r \in (0, 1)$ and some $c_3 > 0$ by an analogous
argument. Hence we arrive at (B) for \( r \in (0,1) \). Since (B) is clear when \( r \geq 1 \), (B) holds for any \( r > 0 \). On the other hand, if \( \nu_5 \) satisfies (ii), we observe

\[
\nu_5(x_1, r) = \frac{1}{2} \left( \bar{A}(n, \sigma(x_2)) + \frac{\sigma(x_2) - \sigma(x_1)}{|\partial B_1|} \right) e^{(\sigma(x_2) - \sigma(x_1)) \log r - n - \sigma(x_2)} \chi_{(0,1)}(r) + A(n, s_0) r^{-n-s_0}
\]

\[
\leq \frac{1}{2} \left( \bar{A}(n, \sigma(x_2)) r^{-n-\sigma(y)} \chi_{(0,1)}(r) + \frac{1}{|\partial B_1|} r^{-n-\sigma(y)+\gamma_0} + A(n, s_0) r^{-n-s_0} \right)
\]

\[
\leq \frac{1}{2} \left( \bar{A}(n, \sigma(x_2)) r^{-n-\sigma(y)} \chi_{(0,1)}(r) + \left( A(n, s_0) + \frac{1}{|\partial B_1|} \right) r^{-n-s_0} \right)
\]

\[
\leq c_4 \nu_5(x_2, r)
\]

for \( r \in (0,1) \), \(|x_1 - x_2| \leq r \) and \( c_4 := (A(n, s) + 1/|\partial B_1|)/A(n, s_0) \). \( h_5(x_1, r) \leq c_5 h_5(x_2, r) \) can be also obtained for \( r \in (0,1) \) and some \( c_5 > 0 \) by a similar way and hence we obtain the condition (B) in the case of (ii).

**Remark 1.10.** Similar conditions for \( \sigma(x) \) to (i) of Example 1.9 were considered in [2, 4, 5]. On the other hand, up to our knowledge, the condition (ii) was not treated in the literature. It allows \( \sup_{B_R} \sigma = 2 \) and in this case, the nonlocal operator may contain second order differential terms as we can observe

\[
I_\sigma u(x)
\]

\[
:= \sup_{a \in A} \inf_{b \in B} \int_{\mathbb{R}^n} \delta(u, x, y) \kappa_{a,b}(x, y) \frac{1}{2} \left( \bar{A}(n, \sigma) \right) \frac{1}{|y|^{n+\sigma}} \chi_{(0,1)}(r) + \frac{A(n, s_0)}{|y|^{n+s_0}} dy
\]

\[
\rightarrow \sup_{a \in A} \inf_{b \in B} \int_{\partial B_1} \langle D^2 u(x) \omega, \omega \rangle \lim_{h \rightarrow 0^+} \kappa_{a,b}(x, h \omega) \frac{d\omega}{|\partial B_1|} + \int_{\mathbb{R}^n} \delta(u, x, y) \kappa_{a,b}(x, y) \frac{A(n, s_0)}{|2|y|^{n+s_0}} dy
\]

\[
=: I_2 u(x),
\]

as \( \sigma \rightarrow 2 \). Below, we provide a modification of Theorem 1.3 for nonlocal equations with second order terms.

**Corollary 1.11.** There exists a constant \( C = C(n, \lambda, \Lambda, \alpha, \gamma_0, s_0) > 0 \) with the following property. Let \( s_0 + \gamma_0 \geq 2 \), \( \sigma : B_R \rightarrow [\alpha, 2] \) be a function satisfying the condition (ii) and \( I_\sigma u(x) \) be an operator as in Remark 1.10 for \( \sigma \in [\alpha, 2] \). If \( u \in C^2(B_{2\sqrt{n}R}) \cap L^\infty(\mathbb{R}^n) \) is non-negative in \( \mathbb{R}^n \) and a classical solution of \( I_\sigma(x)u = f \) in \( B_{2\sqrt{n}R} \), then it follows that

\[
\sup_{B_R/2} u \leq C \left( \inf_{Q_{3R}} u + \|h_5(\cdot, R)^{-1}f\|_{L^\infty(B_{2\sqrt{n}R})} \right),
\]

where \( h_5 \) is from (1.5).

**Proof.** For small \( \rho > 0 \), consider the nonlocal operator \( I_{(\sigma(x) - \rho)} u(x) \), which still satisfies the condition (A) and (ii) of Example 1.9. Note that (ii) implies (B). Hence, Theorem
1.3 gives
\[
\sup_{B_{R/2}} u \leq C \left( \inf_{Q_{3R}} u + \|h_{5,\rho}(\cdot, R)^{-1}(f + I_{(\sigma(\cdot)-\rho)}u) - I_{\sigma(\cdot)}u\|_{L^\infty(B_{2\sqrt{n}R})} \right),
\]
where \(h_{5,\rho}\) is defined by (1.5), replacing \(\sigma(x)\) to \(\sigma(x) - \rho\). By letting \(\rho \to 0\), we obtain the assertion. \(\square\)

2. Preliminaries

2.1. Notations. Set
\[
B_r(x) := \{ y \in \mathbb{R}^n : |y - x| < r \},
\]
which is an open ball with center \(x\), radius \(r\), and
\[
Q_l(x) := \{ y \in \mathbb{R}^n : |y_i - x_i| < l/2 \},
\]
which is an open cube with center \(x\), side length \(l\). For simplicity, \(B_r\) and \(Q_l\) mean \(B_r(0)\) and \(Q_l(0)\) respectively. For \(t > 0\) and any open cube \(Q = Q_l(x)\), we also write \(tQ := Q_{tl}(x)\). For any measurable set \(A \subset \mathbb{R}^n\), we denote by \(|A|\) the Lebesgue measure of \(A\). We denote \(u^+ := \max\{u, 0\}\) and \(u^- := \min\{-u, 0\}\).

2.2. Viscosity solutions. Let us recall the definitions of viscosity (sub-, super-) solutions. Here, we say that \(\varphi\) touches \(u\) by above at \(x\) whenever
\[
u(x) = \varphi(x) \quad \text{and} \quad u(y) \leq \varphi(y) \quad \text{for} \quad y \in N,
\]
where \(N\) is a neighborhood around \(x\).

**Definition 2.1.** We say that \(u \in USC(B_R) \cap L^\infty(\mathbb{R}^n)\) is a viscosity subsolution of (1.1) if whenever \(\varphi\) touches \(u\) by above at \(x \in B_R\) for \(\varphi \in C^{1,1}(\overline{N})\) and \(N\) as in (2.1),
\[
\nu := \begin{cases} \varphi & \text{in} \ N \\ u & \text{in} \ \mathbb{R}^n \setminus N \end{cases}
\]
satisfies that \(\nu(x) \geq f(x)\). On the other hand, \(u \in LSC(B_R) \cap L^\infty(\mathbb{R}^n)\) is a viscosity supersolution of (1.1) if \(w = -u\) is a viscosity subsolution of \(-\nu = -f\) in \(B_R\). Finally, \(u\) is a viscosity solution of (1.1) if it is both a viscosity subsolution and a viscosity supersolution of (1.1).

The maximal and minimal operator are defined by
\[
\mathcal{M}^+_l u(x) := \int_{\mathbb{R}^n} (\Lambda \delta(u, x, y)^+ - \lambda \delta(u, x, y)^-) \nu(x, |y|) dy, \quad (2.2)
\]
\[
\mathcal{M}^-_l u(x) := \int_{\mathbb{R}^n} (\Lambda \delta(u, x, y)^+ - \lambda \delta(u, x, y)^-) \nu(x, |y|) dy. \quad (2.3)
\]
We also have the analogous definitions of the viscosity (sub-, super-) solution of \(\mathcal{M}^+_l u = f\) and \(\mathcal{M}^-_l u = f\).
Remark 2.2. The condition (1.2) implies
\[ \mathcal{M}^-_\nu u(x) \leq Iu(x) \leq \mathcal{M}^+_\nu u(x). \]
if \( u \in C^2(B_R) \cap L^\infty(\mathbb{R}^n) \). We can easily verify that if \( u \) is a viscosity solution of (1.1), then \( u \) is a viscosity subsolution of \( \mathcal{M}^+_\nu u = -|f| \) and a viscosity supersolution of \( \mathcal{M}^-_\nu u = |f| \) in \( B_R \).

Next, we present an analogue of Lemma 3.3 in [11].

Proposition 2.3. If we have a viscosity subsolution of \( \mathcal{M}^+_\nu u = f \) in \( B_R \) and \( \varphi \in C^{1,1}(B_R) \) touches from above at \( x \in B_R \), then \( \mathcal{M}^+_\nu u(x) \) is defined in classical sense and \( \mathcal{M}^+_\nu u(x) \geq f(x) \).

Proof. Let us define the auxiliary function
\[ v_r(x) = \begin{cases} \varphi(x) & \text{in } B_r \\ u(x) & \text{in } \mathbb{R}^n \setminus B_r \end{cases} \]
for any \( 0 < r < R \). Since \( \delta(v_{r_0}, x, y)^+ \geq \delta(v_r, x, y)^+ \) for \( r_0 > r > 0 \), It is deduced from the dominate convergence theorem that
\[ \lim_{r \to 0} \int_{\mathbb{R}^n} \delta(v_r, x, y)^+ \nu(x, |y|)dy = \int_{\mathbb{R}^n} \delta(u, x, y)^+ \nu(x, |y|)dy \]
and so \( \delta(u, x, y)^+ \nu(x, |y|) \) is integrable. On the other hand, since \( \delta(v_r, x, y)^- \) is increasing as \( r \) decreases,
\[ \lim_{r \to 0} \int_{\mathbb{R}^n} \delta(v_r, x, y)^- \nu(x, |y|)dy = \int_{\mathbb{R}^n} \delta(u, x, y)^- \nu(x, |y|)dy \]
by the monotone convergence theorem. Hence, we obtain
\[ \mathcal{M}^+_\nu u(x) = \lim_{r \to 0} \mathcal{M}^+_\nu v_r(x) \geq f(x). \]
The inequality \( \mathcal{M}^+_\nu v_r(x) \geq f(x) \) implies
\[ \lambda \int_{\mathbb{R}^n} \delta(v_r, x, y)^- \nu(x, |y|)dy \leq \Lambda \int_{\mathbb{R}^n} \delta(v_r, x, y)^+ \nu(x, |y|)dy - f(x). \]
As \( r \to 0 \), it follows that
\[ \lambda \int_{\mathbb{R}^n} \delta(u, x, y)^- \nu(x, |y|)dy \leq \lambda \int_{\mathbb{R}^n} \delta(u, x, y)^+ \nu(x, |y|)dy - f(x) < \infty. \]
Thus we conclude \( \delta(u, x, y)\nu(x, |y|) \) is integrable and \( \mathcal{M}^+_\nu u(x) \) is classically defined. \( \square \)
2.3. Translation and scale invariance. Let us observe an important feature of nonlocal operators related to translations and scaling. Here we slightly modify the argument in [28]. Let us consider

\[ \tilde{u}(x) := u(Rx + x_0) \quad \text{and} \quad \tilde{\nu}(x, r) := \frac{\nu(Rx + x_0, Rr)}{h(Rx + x_0, R)} \]

for \( x, x_0 \in \mathbb{R}^n, R, r > 0 \). Note that the maximal operator \( \mathcal{M}_\nu^+ u \) itself is not translation and scale invariant. However, the translated and scaled operator \( \mathcal{M}_\nu^+ \tilde{u} \) inherits the conditions of \( \mathcal{M}_\nu^+ u \).

**Proposition 2.4.** If \( u \) is a viscosity subsolution of \( \mathcal{M}_\nu^+ u = f \) in \( B_R(x_0) \), then \( \tilde{u} \) is a viscosity subsolution of

\[ \mathcal{M}_\nu^+ \tilde{u}(x) = \frac{f(Rx + x_0)}{h(Rx + x_0, R)} \quad \text{in} \quad B_1. \]

Moreover, if \( \nu \) satisfies the conditions (A1) (resp., (A2), (A3) and (B)), then so does \( \tilde{\nu} \) with the same constants.

2.4. Propeties of \( h \). Next, we recall some properties of \( h(x, r) \) provided in [23, 22]. To this end, we need to introduce an auxiliary function defined by

\[ K(x, r) := r^{-2} \int_{B_r} |y|^2 dx. \]

**Proposition 2.5** (Lemma 2.1 and 2.2 in [23], Lemma 5.1 in [22]). Suppose (A1) and (A2) hold for a function \( \nu \). Then, the following properties hold:

1. For any \( x \in \mathbb{R}^n, K(x, \cdot) \) and \( h(x, \cdot) \) are continuous and

\[ \lim_{r \to \infty} K(x, r) = \lim_{r \to \infty} h(x, r) = 0. \]

2. \( r^2 K(x, r) \) and \( r^2 h(x, r) \) are non-decreasing for every fixed \( x \in \mathbb{R}^n \).

3. \( h(x, \cdot) \) is strictly decreasing for every fixed \( x \in \mathbb{R}^n \) and

\[ r^{-n} K(x, r) \leq s^{-n} K(x, s) \]

for any \( x \in \mathbb{R}^n \) and \( 0 < s \leq r \).

4. \( \nu(x, r) \leq (n + 2)|\partial B_1|^{-1} r^{-n} K(x, r) \).

5. For any \( 0 < s \leq r \),

\[ h(x, r) - h(x, s) = -\int_s^r \frac{2K(x, s)}{s} ds. \]

**Proposition 2.6** (Lemma 2.3 in [23], Lemma 5.3 in [22]). Let \( \nu \) satisfy (A1) and (A2). The following are equivalent.

1. \( \nu \) satisfies (A3) for some constants \( \alpha, c_U > 0 \).
(2) There is a constant $C_1 > 0$ such that for any $x \in \mathbb{R}^n$ and $r > 0$,
$$h(x,r) \leq C_1 K(x,r).$$

3. **ALEXANDROFF-BAKELMAN-Pucci Maximum Principle**

In this section, we present the Aleksandrov-Bakelman-Pucci (ABP for short) maximum principle of a viscosity subsolution $u \in USC(B_{2\sqrt{\pi}}) \cap L^\infty(\mathbb{R}^n)$ of
$$\begin{align*}
\mathcal{M}^+_\nu u &= -f \quad \text{in } B_{2\sqrt{\pi}}, \\
u &= 0 \quad \text{in } \mathbb{R}^n \setminus B_{2\sqrt{\pi}},
\end{align*}$$
where $\nu : \mathbb{R}^n \times (0, \infty) \to [0, \infty)$ is a function satisfying (A1) and (A2) (but not (A3) nor (B)) in this section. Here, we say that $u$ is a viscosity subsolution of (3.1) if $u$ is a viscosity subsolution of $\mathcal{M}^+_\nu u = -f$ in $B_{2\sqrt{\pi}}$ and satisfies $u \leq 0$ in $\mathbb{R}^n \setminus B_{2\sqrt{\pi}}$.

Let us recall some notions

**Definition 3.1.** The *concave envelope* $\Gamma$ in $B_{6\sqrt{\pi}}$ is defined by
$$\Gamma(x) := \begin{cases} 
\min\{p(x) | p : \text{affine function}, p \geq u^+ \text{ in } B_{6\sqrt{\pi}}\} & \text{in } B_{6\sqrt{\pi}}, \\
0 & \text{in } \mathbb{R}^n \setminus B_{6\sqrt{\pi}}.
\end{cases}$$
The *contact set* is defined as $\{u = \Gamma\} := \{x \in B_{2\sqrt{\pi}}; u(x) = \Gamma(x)\}$.

Now, we present a key lemma, which is an analogue of Lemma 8.1 in [11].

**Lemma 3.2.** Let $r_k = 2^{-k}/(32\sqrt{\pi})$ for $k = 0, 1, \ldots$. Let $\nabla \Gamma(x)$ be any element of the superdifferential of $\Gamma$ at $x$. Then, for any $\epsilon_0 \in (0, 1)$, there exists $C_2 = C_2(n, \lambda, \epsilon) > 0$ such that if $\nu$ satisfies (A1) and (A2), $u$ is a viscosity subsolution of (3.1) and $x \in \{u = \Gamma\}$, there is a $k$ satisfying
$$\begin{align*}
|\{y \in B_{r_k}(x) \setminus B_{r_{k+1}}(x) : u(y) < u(x) + (y - x) \cdot \nabla \Gamma(x) - C_4 f(x) r_k^2\}| &
\leq \epsilon_0 |B_{r_k}(x) \setminus B_{r_{k+1}}(x)|.
\end{align*}$$

**Proof.** We first remark that we can assume $u \geq 0$ in $\mathbb{R}^n$ without loss of generality. If not, we consider $u^+$ instead of $u$. From a standard argument of viscosity subsolutions, we can see $u^+$ is still a viscosity subsolution of (3.1) that we omit.

For any $x \in \{u = \Gamma\}$, $u$ is touched by a plane $p$ from above at $x$. Hence $\mathcal{M}^+_\nu u(x)$ is defined classically, according to lemma 2.3. Let us observe $\delta(u, x, y) \leq 0$ for $y \in \mathbb{R}^n$. If both $x + y \in B_{6\sqrt{\pi}}$ and $x - y \in B_{6\sqrt{\pi}}$ hold, then we derive $\delta(u, x, y) \leq \delta(p, x, y) = 0$. On the other hand if either $x + y \notin B_{6\sqrt{\pi}}$ or $x - y \notin B_{6\sqrt{\pi}}$ hold, then it follows that $x + y \notin B_{2\sqrt{\pi}}$ and $x - y \notin B_{2\sqrt{\pi}}$, which imply $u(x + y) \leq 0$ and $u(x - y) \leq 0$, and hence $\delta(u, x, y) \leq 0$. Note that we have $\mathcal{M}^+_\nu u(x) \leq 0$ and so $f(x) \geq 0$.

We first suppose $f(x) = 0$. Then
$$0 = \mathcal{M}^+_\nu u(x) = \int_{\mathbb{R}^n} \lambda \delta(u, x, y) \nu(x, |y|) dy.$$
Hence

$$0 = \delta(u, x, y) \leq u(x + y) - u(x) - y \cdot \nabla \Gamma(x),$$

which proves (3.2) holds for any $k = 0, 1, \ldots$.

Next, we assume $f(x) > 0$ in what follow. Set

$$A_k := \{ y \in B_{r_k} \setminus B_{r_{k+1}} : u(x + y) < u(x) + y \cdot \nabla \Gamma(x) - C_4 f(x)r_k^2 \}.$$

Suppose that (3.2) does not hold for $k = 0, 1, \ldots$, in other words we suppose

$$|A_k| \geq \epsilon_0 |B_{r_k}(x) \setminus B_{r_{k+1}}(x)| \quad \text{for } k = 0, 1, \ldots \quad (3.3)$$

We aim to show that leads a contradiction with large $C_2$. For $y \in A_k$, we have

$$\delta(u, x, y) = (u(x + y) - u(x)) + (u(x - y) - u(x))$$
$$\leq (y \cdot \nabla \Gamma(x) - M \nu_k^2) + (-y \cdot \nabla \Gamma(x)) = -C_2 f(x) r_k^2. \quad (3.4)$$

Hence by using (3.3) and (3.4), we calculate that

$$\int_{B_{r_0}} \delta(u, x, y) \nu(x, |y|) dy \leq \sum_{k=0}^{\infty} \int_{A_k} \delta(u, x, y) \nu(x, |y|) dy$$
$$\leq -C_2 f(x) \sum_{k=0}^{\infty} r_k^2 \nu(x, r_k) |A_k(x)|$$
$$\leq -C_2 f(x) \epsilon_0 \sum_{k=0}^{\infty} r_k^2 \nu(x, r_k) |B_{r_k}(x) \setminus B_{r_{k+1}}(x)|.$$

Let $c_6 = c_6(n) > 0$ be a constant such that

$$r_k^2 |B_{r_k}(x) \setminus B_{r_{k+1}}(x)| = c_6 \int_{B_{r_{k-1}}(x) \setminus B_{r_k}(x)} |y|^2 dy.$$

Then, we have

$$-\sum_{k=0}^{\infty} r_k^2 \nu(x, r_k) |B_{r_k}(x) \setminus B_{r_{k+1}}(x)| = -c_6 \sum_{k=0}^{\infty} \int_{B_{r_{k-1}} \setminus B_{r_k}} |y|^2 \nu(x, r_k) dy$$
$$\leq -c_6 \sum_{k=0}^{\infty} \int_{B_{r_{k-1}} \setminus B_{r_k}} |y|^2 \nu(x, |y|) dy$$
$$\leq -c_6 \sum_{k=1}^{\infty} \int_{B_{r_{k-1}} \setminus B_{r_k}} |y|^2 \nu(x, |y|) dy$$
$$= -c_6 \int_{B_{r_0}} |y|^2 \nu(x, |y|) dy = -c_6 r_0^2 K(x, r_0),$$
where the first inequality follows from \( \nu(x, |y|) \leq \nu(x, r_k) \) for \( y \in B_{r_k-1} \setminus B_{r_k} \) using (A2). Hence we arrive at

\[
\int_{B_{r_0}} \delta(u, x, y) \nu(x, |y|) dy \leq -c_0 r_0^2 C_2 f(x) \epsilon_0 K(x, r_0) \\
\leq -c_0 (4\sqrt{n})^{-n} r_0^{2+n} C_2 f(x) \epsilon_0 K(x, 4\sqrt{n}),
\]

(3.5)

where we applied (3) of Proposition 2.5 to the last inequality.

On the other hand, since \( A_0 \neq \emptyset \) from (3.3) and \( u \geq 0 \) in \( \mathbb{R}^n \), fixing \( z \in A_0 \), it follows that

\[-2u(x) \leq \delta(u, x, z) \leq -C_2 f(x) r_0,
\]

where we applied (3.4) to the last inequality. Hence noting \( u \equiv 0 \) in \( \mathbb{R}^n \setminus B_{2\sqrt{n}} \), we have

\[
\int_{\mathbb{R}^n \setminus B_{r_0}} \delta(u, x, y) \nu(x, |y|) dy \leq \int_{\mathbb{R}^n \setminus B_{2\sqrt{n}}} \delta(u, x, y) \nu(x, |y|) dy \\
= \int_{\mathbb{R}^n \setminus B_{2\sqrt{n}}} -2u(x) \nu(x, |y|) dy \\
\leq -C_2 f(x) r_0^2 \int_{\mathbb{R}^n \setminus B_{2\sqrt{n}}} \nu(x, |y|) dy.
\]

(3.6)

Consequently the estimates (3.5) and (3.6) together yield that

\[-f(x) \leq \mathcal{M}_+^u u(x) \]

\[
= \int_{\mathbb{R}^n} \lambda \delta(u, x, y) \nu(x, |y|) dy \\
\leq -\lambda C_2 f(x) \left( c_0 (4\sqrt{n})^{-n} r_0^{2+n} \epsilon_0 K(x, 4\sqrt{n}) + r_0^2 \int_{\mathbb{R}^n \setminus B_2} \nu(x, |y|) dy \right) \\
\leq -\lambda C_2 f(x) \min\{c_0 (4\sqrt{n})^{-n} r_0^{2+n} \epsilon_0, r_0^2\} h(x, 4\sqrt{n}) \\
\leq -\lambda C_2 f(x) \min\{c_0 (4\sqrt{n})^{-n} r_0^{2+n} \epsilon_0, r_0^2\} (4\sqrt{n})^{-2},
\]

where the last inequality follows from (A2) and (2) of Proposition 2.5. Hence by choosing \( C_2 := 2(\lambda \min\{c_0 (4\sqrt{n})^{-n} r_0^{2+n} \epsilon_0, r_0^2\} (4\sqrt{n})^{-2})^{-1} \), we have a contradiction. \( \square \)

As a consequence of Lemma 3.2, we obtain the following corollary.

**Corollary 3.3.** There are constants \( \epsilon_1 = \epsilon_1(n) \) and \( C_3 = C_3(n, \lambda) \) such that for any \( \nu \) satisfying (A1) and (A2), subsolution \( u \) of (3.1) and \( x \in \{ u = \Gamma \} \), there exists an \( r \in (0, 1/(32\sqrt{n})) \) such that

\[
|\{ y \in B_r(x) \setminus B_{r/2}(x) : u(y) < u(x) + (y - x) \cdot \nabla \Gamma(x) - C_3 f(x) r^2 \}| \\
\leq \epsilon_1 |B_r(x) \setminus B_{r/2}(x)|
\]

(3.7)

and

\[
|\nabla \Gamma(B_{r/4}(x))| \leq C_3 f(x)^n |B_{r/4}(x)|.
\]

(3.8)
Proof. Once we obtain (3.2), the thesis follows from the same way in [11]. See lemma 8.4 and Corollary 8.5 in [11]. □

The next theorem presents the contact set \( \{ u = \Gamma \} \) is covered by dyadic cubes with some special properties concerned in Corollary 3.3. This is proved by the same way in Theorem 8.1 [11] that we omit here.

**Theorem 3.4.** There exist \( \mu_1 = \mu_1(n) \) and \( C_4 = C_4(n, \lambda) \) with the following property. Let \( \nu \) be a function satisfying (A1) and (A2), and \( u \) be a subsolution of (3.1). There is a finite family \( \{ Q_j \}_{j=1}^m \) of open cubes, \( m \in \mathbb{N} \) with diameters \( d_j \) such that the following hold:

(i) \( Q_j \ (j = 1, \ldots, m) \) are disjoint,

(ii) \( \{ u = \Gamma \} \subset \bigcup_{j=1}^m Q_j \),

(iii) \( \{ u = \Gamma \} \cap Q_j \neq \emptyset \ (j = 1, \ldots, m) \),

(iv) \( d_j \leq 1/(32\sqrt{n}) \ (j = 1, \ldots, m) \),

(v) \( |\nabla \Gamma(Q_j)| \leq C_4 \left( \max_{x \in Q_j} f(x) \right)^n |Q_j| \),

(vi) \( \left| \left\{ y \in 8\sqrt{n}Q_j : u(y) > \Gamma(y) - C_4 \left( \max_{x \in Q_j} f(x) \right) d_j^2 \right\} \right| \geq \mu_1 |Q_j| \).

As a consequence of Theorem 3.4, we obtain an upper bound of viscosity subsolutions which is a nonlocal version of ABP maximum principle (see Theorem 3.2 in [10] for the second order version of ABP maximum principles).

**Corollary 3.5.** There is a constant \( C_5 = C_5(n, \lambda) \) such that for any function \( \nu \) satisfying (A1) and (A2), and subsolution \( u \) of (3.1), we have

\[
\sup_{B_{2\sqrt{n}}} u \leq C_5 \left( \sum_{j=1}^m \left( \max_{x \in Q_j} f(x) \right)^n |Q_j| \right)^{1/n}
\]

where \( \{ Q_j \}_{j=1}^m \) is as in theorem 3.4.

**Proof.** Without loss of generality, we can assume \( \sup_{B_1} u > 0 \) and \( u(x_0) = \sup_{B_1} u \) for \( x_0 \in B_{2\sqrt{n}} \). We write \( M_3 := u(x_0) \). We first show that

\[
B_{M_3/(12\sqrt{n})} \subset \nabla \Gamma(\{ u = \Gamma \})
\]

holds. To see this, fix any \( p \in B_{M_3/(12\sqrt{n})} \) and consider \( x_1 \in \overline{B_{6\sqrt{n}}} \) such that

\[
u(x_1) + \langle p, x_1 \rangle = \max_{B_{6\sqrt{n}}} \{ u(x) + \langle p, x \rangle \}.
\]
Then, it follows that
\[ u(x_0) \leq u(x_1) + \langle p, x_1 - x_0 \rangle \]
\[ \leq u(x_1) + (12\sqrt{n})|p| \]
\[ < u(x_1) + M_3 = u(x_1) + u(x_0), \]
and hence \( u(x_1) > 0 \). This implies \( x_1 \in B_{2\sqrt{n}} \) and the affine function \( u(x_1) + \langle p, x - x_1 \rangle \) touches \( u \) from above at \( x = x_1 \). Hence from Definition 3.1, we have \( x_1 \in \{ u = \Gamma \} \) and \( p \in \nabla \Gamma(x_1) \subset \nabla \Gamma(\{ u = \Gamma \}) \), which prove the claim. Moreover, that yields that
\[
\left( \sup_{B_{2\sqrt{n}}} u \right)^n = c_7 |B_{M_3/(12\sqrt{n})}| \leq c_7 |\nabla \Gamma(\{ u = \Gamma \})|. \tag{3.9}
\]
for a constant \( c_7 > 0 \) depending only on \( n \).

On the other hand, from (vi) of theorem 3.4, we arrive at
\[
|\nabla \Gamma(\{ u = \Gamma \})| \leq \sum_{j=1}^m |\nabla \Gamma(\mathcal{Q}_j)|
\leq C_4 \left( \max_{x \in \mathcal{Q}_j} f(x) \right)^n |\mathcal{Q}_j|
\]
which together with (3.9), proves the assertion of the corollary with \( C_5 = (c_7C_4)^{1/n} \). \( \square \)

4. Barrier function

In this section, we introduce a barrier function which is used in the proof of the weak Harnack inequality in sect 5. Note that the proofs of Lemma 9.1 of [11], Lemma 3.5 of [26] and Lemma 4.4 of [27] cannot be directly applied to our equations because these are based on the fact that \( |x|^{-p} \) for \( p \geq n \) is not locally integrable. To deal with this gap, we developed a new approach based on the properties of \( h \).

**Lemma 4.1.** Assume that \( \nu \) satisfies (A). There is a constant \( p = p(n, \lambda, \Lambda, c_U, \alpha) > 0 \) such that for any \( s_1 > 0 \) the function
\[
f(x) = \min((s_1/2)^{-p}, |x|^{-p})
\]
satisfies that
\[
\mathcal{M}_\nu^- f(x) \geq 0 \quad \text{for } |x| > s_1. \tag{4.1}
\]

**Proof.** By rotational symmetry, it is enough to check (4.1) holds for \( x = re_1 = (r, 0, ..., 0) \) with \( r > s_1 \).
Set

\[ \tau_0 := \sqrt{\frac{\lambda}{2n\Lambda(p+4)}}; \]

\[ I_1 := \int_{B_{\tau_0}} (\lambda \delta(f, x, y)^+ - \Lambda \delta(f, x, y)^-) \nu(x, |y|) dy \quad \text{and} \]

\[ I_2 := \int_{\mathbb{R}^n \setminus B_{\tau_0}} (\lambda \delta(f, x, y)^+ - \Lambda \delta(f, x, y)^-) \nu(x, |y|) dy. \]

By Taylor’s theorem, we have the following elementary estimates for any \( a > b > 0 \) and \( q > 0 \):

\[
(a + b)^{-q} \geq a^{-q} \left( 1 - \frac{b}{a} \right), \]

\[
(a + b)^{-q} + (a - b)^{-q} \geq 2a^{-q} + q(q + 1)b^2a^{-q-2}. \]

For \( y \in B_{r/2} \), we compute

\[
\delta(f, x, y) = |x + y|^{-p} + |x - y|^{-p} - 2|x|^{-p} \\
= (r^2 + |y|^2 + 2ry_1)^{-p/2} + (r^2 + |y|^2 - 2ry_1)^{-p/2} - 2r^{-p} \\
\geq 2(r^2 + |y|^2)^{-p/2} + p(p + 2)\frac{y_1^2}{r^2} (r^2 + |y|^2)^{-p/2} - 2r^{-p} \\
\geq pr^{-p} \left( \frac{|y|^2}{r^2} + (p + 2)\frac{y_1^2}{r^2} - \frac{1}{2}(p + 2)(p + 4)\frac{y_1^2|y|^2}{r^4} \right). 
\]

Hence, we have

\[
\lambda \delta(f, x, y)^+ - \Lambda \delta(f, x, y)^- \\
\geq pr^{-p} \left( \lambda(p + 2)\frac{y_1^2}{r^2} - \Lambda \frac{|y|^2}{r^2} - \frac{\Lambda}{2}(p + 2)(p + 4)\frac{y_1^2|y|^2}{r^4} \right) 
\]

for \( y \in B_{r/2} \). Choosing \( p \) large enough such that

\[
\frac{\lambda(p + 2)}{2n} - \Lambda > 0, 
\]
we have
\[ I_1 \geq pr^{-p} \int_{B_{\tau_0 r}} \left( \lambda(p+2) \frac{y^2}{r^2} - \Lambda \frac{|y|^2}{r^2} - \frac{\Lambda(p+2)(p+4)}{2n} \frac{y^2|y|^2}{r^4} \right) \nu(x,|y|)dy \]
\[ = pr^{-p} \int_{B_{\tau_0 r}} \left\{ \frac{\lambda(p+2)}{n} - \Lambda \frac{\lambda(p+2)(p+4)}{2n} \right\} \frac{|y|^2}{r^2} \nu(x,|y|)dy \]
\[ \geq pr^{-p} \int_{B_{\tau_0 r}} \left\{ \frac{\lambda(p+2)}{2n} - \Lambda \frac{\lambda(p+2)(p+4)}{2n} \tau_0^2 \right\} \frac{|y|^2}{r^2} \nu(x,|y|)dy \]
\[ = \frac{\lambda pr(p+2)}{4n} \int_{B_{\tau_0 r}} \frac{|y|^2}{r^2} \nu(x,|y|)dy \]
\[ = \frac{\lambda pr(p+2)\tau_0^2}{4n} K(x,\tau_0 r) \]
\[ \geq \frac{\lambda pr(p+2)\tau_0^2}{4n} C_1^{-1} h(x,\tau_0 r) \]
\[ \geq c_8 pr^{-p} h(x,\tau_0 r), \]

where we applied (2) of Proposition 2.6 to the third inequality and the fact that \((p+2)/(p+4)\) is bounded below to the last inequality so that \(c_8 \) depends only on \(n,\lambda,\Lambda, c_U\) and \(\alpha\).

On the other hand, since \(\delta(f,x,y) \geq -2f(x) = -2r^{-p}\), we have
\[ I_2 \geq \int_{\mathbb{R}^n \setminus B_{\tau_0 r}} -\Lambda \delta(f,x,y) \nu(x,|y|)dy \]
\[ \geq -2r^{-p} \int_{\mathbb{R}^n \setminus B_{\tau_0 r}} \nu(x,|y|)dy \geq -2r^{-p} h(x,\tau_0 r). \]

Combining the lower bounds of \(I_1\) and \(I_2\), we obtain
\[ \mathcal{M}_\nu f(x) \geq (c_8 - 2\Lambda) r^{-p} h(x,\tau_0 r). \]

Letting \(p > 0\) large enough, (4.1) is proved. \(\square\)

**Corollary 4.2.** There is a function \(\Phi\) such that for any \(\nu\) satisfying (A),

\[ (i) \ \Phi(x) = 0 \ in \ \mathbb{R}^n \setminus B_{2\sqrt{\Lambda}}, \]
\[ (ii) \ \Phi(x) \geq 2 \ in \ Q_3 \ \ and \]
\[ (iii) \ \mathcal{M}_\nu^{-} \Phi(x) \geq -\psi(x) \ in \ \mathbb{R}^n, \]

where \(\psi\) is some positive function supported in \(B_{1/4}\).

**Proof.** Let \(p\) as in lemma 4.1. We construct a function \(\Phi\) such that
\[ \Phi(x) = c_4 \begin{cases} 
q(x) & \text{in } B_{1/8}, \\
|x|^{-p} - (2\sqrt{\Lambda})^{-p} & \text{in } B_{2\sqrt{\Lambda}} \setminus B_{1/8}, \\
0 & \text{in } \mathbb{R}^n \setminus B_{2\sqrt{\Lambda}}.
\end{cases} \]
where we choose $c_9 := 2/\{(3\sqrt{n}/2)^{-p} - (2\sqrt{n})^{-p}\}$ and
\[
q(x) = -\frac{p8^p}{2}|x|^2 + \{(p + 1)8^p - (2\sqrt{n})^{-p}\}
\]
so that $\Phi$ is $C^{1,1}$ on $\partial B_{1/8}$ and $\Phi \geq 2$ in $B_{3\sqrt{n}/2}$. Since $Q_3 \subset B_{3\sqrt{n}/2}$, (ii) holds.

Now it remains to check (iii). Let $f$ be as in lemma 4.1 with $s_0 = 1/4$. Then, for any $x \in B_{2\sqrt{n}} \setminus B_{1/8}$, $f$ touches $\Phi$ from below at $x$, and so we have $M^- \Phi(x) \geq M^- f(x) \geq 0$. In the case $x \in \mathbb{R}^n \setminus B_{2\sqrt{n}}$, $\delta(\Phi, x, y) \geq 0$ is clear by the construction of $\Phi$, which implies $M^- \Phi(x) \geq 0$. \hfill \Box

5. Point to Measure Estimate

We present in this section, the point to measure estimate which is a version of the weak Harnack inequality and important in the proof of the Hölder estimate and the Harnack inequality.

Lemma 5.1. There exist constants $\epsilon_2 > 0$, $\mu_2 \in (0, 1)$ and $M_4 > 1$ depending only on $n, \lambda, \Lambda, c_U$ and $\alpha$ such that if (A) is satisfied and $u \in C(B_1) \cap L^\infty(\mathbb{R}^n)$ is a function such that
\[
(i) \ u \geq 0 \quad \text{in} \ \mathbb{R}^n,
(ii) \ \inf_{Q_3} u \leq 1 \quad \text{and}
(iii) \ u \text{ is a viscosity supersolution of } \ M^- u(x) \leq \epsilon_2 \quad \text{in} \ B_{2\sqrt{n}},
\]
then, it follows that
\[
|\{u \leq M_4\} \cap Q_1| > \mu_2|Q_1|. \quad (5.1)
\]

Proof. We consider $v = \Phi - u$ with the function $\Phi$ as in corollary 4.2. Then we easily verify that $v$ is a viscosity subsolution of
\[
M^+ v(x) = -\epsilon_2 + M^- \Phi(x) \quad \text{in} \ B_{2\sqrt{n}}
\]
and $v \leq 0$ in $\mathbb{R}^n \setminus B_{2\sqrt{n}}$. We apply theorem 3.4 and Corollary 3.5 to derive
\[
\sup_{B_{2\sqrt{n}}} v \leq \frac{C_5}{2\sqrt{n}} \left( \sum_{j=1}^m \left\{ \max_{Q_j} \epsilon_2 - M^- \Phi \right\}^{n} |Q_j| \right)^{1/n},
\]
where $\{Q_j\}_{j=1}^m$ is a family of disjoint open cubes satisfying
\[
\left| \left\{ y \in 8\sqrt{n}Q_j : v(y) > \Gamma(y) - C_4 \left\{ \max_{Q_j} \epsilon_2 - M^- \Phi(2\sqrt{n}x) \right\} d_j^2 \right\} \right| \geq \mu_1|Q_j|. \quad (5.2)
\]
for $j = 1, \ldots, m$, $\text{diam}(\mathcal{Q}_j) =: d_j \in (0, 1/(32\sqrt{n}))$ and the concave envelope $\Gamma$ of $\nu$ defined in Definition 3.1. By using (iii) of Corollary 4.2, we calculate as follow:

$$
\sup_{B_{2\sqrt{n}}} v \leq C_5 \left( \sum_{j=1}^{m} \left\{ \max_{\mathcal{Q}_j} \epsilon_2 - \mathcal{M}_{\nu} \Phi(x) \right\}^n |\mathcal{Q}_j| \right)^{1/n} \\
\leq C_5 \left( \sum_{j=1}^{m} \left\{ \max_{\mathcal{Q}_j} \epsilon_2 + \psi(x) \right\}^n |\mathcal{Q}_j| \right)^{1/n} \\
\leq C_5 \left\{ \epsilon_2 |B_{2\sqrt{n}+1/(32\sqrt{n})}|^{1/n} + \|\psi\|_{\infty} \left( \sum_{j=1}^{m} \left( \max_{\mathcal{Q}_j} \chi_{B_{1/4}}(x) \right)^n |\mathcal{Q}_j| \right)^{1/n} \right\} \\
\leq c_{10} \epsilon_2 + c_{10} \left( \sum_{\mathcal{Q}_j \cap B_{1/4} \neq \emptyset} |\mathcal{Q}_j| \right)^{1/n},
$$

where $c_{10} := C_5 \max\{|B_{2\sqrt{n}+1/(32\sqrt{n})}|^{1/n}, \|\psi\|_{\infty}\}$. Since $\inf_{\mathcal{Q}_3} \nu \leq 1$ and $\inf_{\mathcal{Q}_3} \Phi \geq 2$, we have $\sup_{B_{2\sqrt{n}}} v \geq 1$. Hence by choosing $\epsilon_2 = (2c_{10})^{-1}$, we conclude that

$$
\sum_{j=1}^{m'} |\mathcal{Q}_j| \geq \frac{1}{(2c_{10})^n}; \quad (5.3)
$$

where we have relabeled $\mathcal{Q}_j$ so that they intersect with $B_{1/4}$ for $j = 1, \ldots, m'$ and not for $j = m' + 1, \ldots, m$.

Let $x^j$ be a center of cubes $\mathcal{Q}_j$. Recall that $d_j \leq 1/(32\sqrt{n})$. We have $|x^j| \leq 1/4 + 1/(64\sqrt{n})$ and $|y| \leq |x^j| + 1/8 \leq 1/2$ for $y \in 8\sqrt{n}\mathcal{Q}_j$. Therefore $\mathcal{Q}_j \cap B_{1/4} \neq \emptyset$ implies $8\sqrt{n}\mathcal{Q}_j \subset B_{1/2}$.

From (5.2), we have

$$
|\{ y \in 8\sqrt{n}\mathcal{Q}_j : \nu(y) \geq -M_5 \}| \geq \mu_1 |\mathcal{Q}_j| \quad (5.4)
$$

for some constant $M_5 = M_5(n, \lambda, \Lambda, c_{\nu}, \alpha)$ since $\Gamma$ is non-negative and we estimate

$$
C_4 \left\{ \max_{\mathcal{Q}_j} \epsilon_2 - \mathcal{M}_{\nu} \Phi(x) \right\} d_j^2 \leq C_4 \left\{ \max_{\mathcal{Q}_j} \epsilon_2 + \psi(x) \right\} d_j^2 \leq C_4 (\epsilon_2 + \|\psi\|_{\infty}) \frac{1}{(32\sqrt{n})^2} =: M_5,
$$

where we applied (iii) of Corollary 4.2 to the first inequality and $d_j \in (0, 1/(32\sqrt{n}))$ to the second inequality.

By applying the Besicovitch covering theorem to the family of the cubes $8\sqrt{n}\mathcal{Q}_j$ (see for instance Theorem 18.1c in [17]), there exists subfamily $8\sqrt{n}\mathcal{Q}_{jk}$ which covers $\{x^j\}_j \cup \{x^j\}_j$ and at most $4^n$ cubes overlap in $\mathbb{R}^n$. Suppose $x^j$ is included in $8\sqrt{n}\mathcal{Q}_{jk}$. Then, at least one-$2^n$ th part of $\mathcal{Q}_j$ has to be also covered by $\{8\sqrt{n}\mathcal{Q}_{jk}\}$ (see Figure 1).
Hence, we have

$$\sum_{k} |8\sqrt{n}Q_{jk}| \geq 2^{-n}\sum_{j=1}^{m'} |Q_j|. \quad (5.5)$$

We put $\cup_{s=1}^{4^n} \{8\sqrt{n}Q_{jk}\}_k = \{8\sqrt{n}Q_{jk}\}_k$ such that for each $s$, $\{8\sqrt{n}Q_{jk}\}_k$ is disjoint. Since $8\sqrt{n}Q_{jk}$ is contained in $B_{1/2}$, it follows that

$$|\{y \in B_{1/2} : v(y) \geq -M_5\}| \geq |\{y \in \cup_s 8\sqrt{n}Q_{jk} : v(y) \geq -M_5\}|$$

$$\geq 4^{-n} \sum_{s=1}^{4^n} |\{y \in \cup_s 8\sqrt{n}Q_{jk} : v(y) \geq -M_5\}|$$

$$= 4^{-n} \sum_{s,k} |\{y \in 8\sqrt{n}Q_{jk} : v(y) \geq -M_5\}|.$$

Combine (5.3), (5.4) and (5.5), to obtaine

$$|\{y \in B_{1/2} : v(y) \geq -M_5\}| \geq 4^{-n} \mu_1 \sum_{s,k} |8\sqrt{n}Q_{jk}| \geq 8^{-n} \mu_1 \sum_{j=1}^{m'} |Q_j| \geq \mu_1 (16c_{10})^{-n}.$$

Note that $v(y) \geq -M_5$ implies

$$u(y) \leq \Phi(y) + M_5 \leq \|\Phi\|_{L^\infty(\mathbb{R}^n)} + M_5.$$

Set $M_4 := \|\Phi\|_{L^\infty(\mathbb{R}^n)} + M_5$ and $\mu_2 := \mu_1 (16c_{10})^{-n}$. Then, because $B_{1/2} \subset Q_1$, we have

$$|\{y \in Q_1 : u(y) \leq M_5\}| > \mu_2 |Q_1|.$$

□

**Lemma 5.2.** There exists constants $C_6, \rho_0 > 0$ depending only on $n, \lambda, \Lambda, c_U$ and $\alpha$ such that for any $u$ satisfying the hypothesis of lemma 5.1, it follows that

$$|\{u > t\} \cap Q_1| \leq C_6 t^{-\rho_0} |Q_1| \quad \text{for } t > 0. \quad (5.6)$$
Proof. It is enough to prove
\[ |\{ u > M^k \} \cap Q_1| \leq (1 - \mu_2)^k |Q_1| \]  
(5.7)
for \( k = 1, 2, \ldots \), where \( M_4 \) and \( \mu_2 \) are as in lemma 5.1. (5.6) follows from that with taking \( C_6 := (1 - \mu_2)^{-1} \) and \( \rho_0 > 0 \) such that \( 1 - \mu_2 = M_4^{-\rho_0} \).

For \( k = 1 \), (5.7) is just (5.1). Suppose that (5.7) holds for \( k - 1 \) and let
\[ A := \{ u > M^k \} \cap Q_1, \quad B := \{ u > M^{k-1} \} \cap Q_1. \]
That will be proved if we show that
\[ |A| \leq (1 - \mu_2) |B|, \]  
(5.8)
by applying the Calderón-Zygmund cube decomposition (see lemma 4.2 in [10]). We need to check the following condition: if \( Q \) is a dyadic cube such that
\[ |A \cap Q| \geq (1 - \mu_2) |Q|, \]  
(5.9)
then \( \tilde{Q} \subset B \) for the predecessor \( \tilde{Q} \) of \( Q \) i.e. \( Q \) is one of the \( 2^n \) cubes obtained from dividing \( \tilde{Q} \). On the contrary, let us suppose that there exists \( x \in Q_1 \) and \( R \in (0, 1) \) such that (5.9) holds for \( Q_R(x_0) \) and \( \tilde{Q} \not\subset B \) also holds for the predecessor \( \tilde{Q} \) of \( Q_R(x_0) \). We show that leads to a contradiction.

Let us consider the function
\[ \tilde{u}(x) := \frac{u(Rx + x_0)}{M_4^{k-1}} \]
and \( \tilde{v}(x, r) \) as in (2.5). Clearly \( \tilde{u} \geq 0 \). We can also check that \( \inf_{\tilde{Q}_3} \tilde{u} \leq 1 \) from \( \tilde{Q} \not\subset B \) and \( \tilde{u} \) is a viscosity supersolution of
\[ M_{\tilde{v}} \tilde{u}(x) = \frac{\epsilon_2}{M_4^{k-1}} \quad \text{in } B_{2\sqrt{n}} \]
according to Proposition 2.4. Since \( \epsilon_2/M_4^{k-1} \leq \epsilon_2 \), \( \tilde{u} \) is under the hypothesis of lemma 5.1, and so we have
\[ \mu_2 |Q_1| < |\{ \tilde{u} \leq M_4 \} \cap Q_1| = R^{-n} |\{ u \leq M^k_4 \} \cap Q_R(x_0)|. \]
Therefore \( |Q_R(x_0) \setminus A| > \mu_2 |Q_R(x_0)| \), which contradicts (5.9). Hence \( A \) and \( B \) satisfies the hypothesis of Lemma 4.2 in [10] and we obtain (5.8). \( \Box \)

**Theorem 5.3.** Let \( u \geq 0 \) in \( \mathbb{R}^n \) and \( M_{\tilde{v}} u \leq |f| \) in \( B_{2\sqrt{n}R} \). Then, it follows that
\[ |\{ u > t \} \cap Q_R| \leq C_6 \left( \inf_{Q_R} u + \| h(\cdot, R)^{-1} f(\cdot) \|_{L^\infty(B_{2\sqrt{n}R})} \right)^{\rho_0} t^{-\rho_0} |Q_R| \quad \text{for } t > 0. \]  
(5.10)
where \( C_6 > 0 \) and \( \rho_0 > 0 \) are from Lemma 5.2.
Proof. We consider for any $\eta_0 > 0$,

$$u_{\eta_0}(x) := \inf_{Q_3 R} u + \eta_0 + \| h(\cdot, R)^{-1} f \|_{L^\infty(B_{2\sqrt{\eta}})} / \epsilon_2$$

and

$$f_{\eta_0}(x) := \frac{u(Rx)}{h(Rx, R)^{-1} |f(Rx)|} \inf_{Q_3 R} u + \eta_0 + \| h(\cdot, R)^{-1} f(\cdot) \|_{L^\infty(B_{2\sqrt{\eta}})} / \epsilon_2$$

where $\epsilon_2$ is as in lemma 5.1. Let $\tilde{\nu}$ be as in (2.5). Then, we have $\inf_{Q_3} u_{\eta_0} \leq 1$ and $|f_{\eta_0}| \leq \epsilon_2$ and according to Proposition 2.4, $u_{\eta_0}$ is a viscosity supersolution of

$$\mathcal{M}^- u_{\eta_0}(x) = f_{\eta_0} \quad \text{in} \quad Q_{2\sqrt{\eta}}.$$ 

Thus $u_{\eta_0}$ is under the hypothesis of Lemma 5.2 and so

$$R^n \{ u_{\eta_0} > t \} \cap Q_1 \leq C_0 t^{-\rho} |Q_R|.$$ 

By taking $s = t / (\inf_{Q_3 R} u + \eta_0 + \| h(\cdot, R)^{-1} f(\cdot) \|_{L^\infty(B_{2\sqrt{\eta}})} / \epsilon_2)$, it follows that

$$|\{ u > s \} \cap Q_R| \leq C_6 \left( \inf_{Q_3 R} u + \eta_0 + \| h(\cdot, R)^{-1} f(\cdot) \|_{L^\infty(B_{2\sqrt{\eta}})} / \epsilon_2 \right)^{\rho_0} s^{-\rho_0} |Q_R|$$

Letting $\eta_0 \to 0$, (5.11) is proved. \hfill \Box

Theorem 5.3 implies the following weak Harnack inequality:

**Theorem 5.4.** For any $\rho_1 \in (0, \rho_0)$, there exists $C_7 > 0$, depending only on $n, \lambda, \Lambda, c_U, \alpha$ and $\rho_1$ with the following property. Let $u \geq 0$ in $\mathbb{R}^n$ and $\mathcal{M}^- u \leq |f|$ in $B_{2\sqrt{\eta} R}$. Then, it follows that

$$\| u \|_{L^{\rho}(Q_R)} \leq C_{10} \left( \inf_{Q_3 R} u + \| h(\cdot, R)^{-1} f(\cdot) \|_{L^\infty(B_{2\sqrt{\eta} R})} \right).$$

(5.11)

**Proof.** The thesis immediately follows from the identity

$$\| u \|_{L^{\rho_1}(Q_R)} = \rho_1 \int_0^\infty t^{\rho_1 - 1} |\{ u > t \} \cap Q_R| dt.$$ 

and the decay estimate of the distribution function of $u$ in Theorem 5.3. \hfill \Box

### 6. Hölder estimate

Now, we are ready to prove Theorem 1.2. Noting Remark 2.2, it suffice to show the following lemma:

**Lemma 6.1.** There exist $C_7 > 0$ and $\mu_1 > 0$ such that if the function $\nu$ satisfies (A) and $u$ is a viscosity subsolution of $\mathcal{M}^+ u(x) = -|f|$ in $B_R$ and a viscosity supersolution of $\mathcal{M}^- u(x) = |f|$ in $B_R$ for $R > 0$, then it follows that

$$\| u \|_{C^{\mu_1}(B_{R/2})} \leq C_7 R^{-\mu_1} (\| u \|_{L^\infty(\mathbb{R}^n)} + \| h(\cdot, R)^{-1} f(\cdot) \|_{L^\infty(B_R)}).$$
Proof. Fix $\epsilon_3 > 0$ such that
\[ 0 < c_{11}\epsilon_3 \leq \frac{1}{2(2C_6)^{1/\rho_0}}, \] (6.1)
where we defined $c_{11} > 0$ by
\[ c_{11} := 2c_U(1 + 4(\alpha + 1)\alpha^{-2}\Lambda(n + 2)), \] (6.2)
and $\mu_1$ such that
\[ 0 < \mu_1 \leq \alpha, \] (6.3)
\[ \frac{2^{\mu_1}}{\alpha - \mu_1} - 1 \leq \epsilon_3 \quad \text{and} \]
\[ 0 < 2(1 - (2\sqrt{n})^{-\mu_1}) \leq \frac{1}{2(2C_6)^{1/\rho_0}}. \] (6.5)
Set
\[ \theta_1 := 2(1 - (2\sqrt{n})^{-\mu_0}). \] (6.6)

Without loss of generality, we can assume $R = 1$, $\|f\|_\infty \leq \epsilon_3$ and $\|u\|_\infty \leq 1/2$. Indeed, in general case, we consider
\[ \hat{u}(x) := \frac{u(Rx)}{2\|u\|_{L^\infty(\mathbb{R}^n)} + \|h(\cdot, R)^{-1}f(\cdot)\|_{L^\infty(B_R)}/\epsilon_3}, \]
\[ \hat{f}(x) := \frac{h(Rx, R)^{-1}f(Rx)}{2\|u\|_{L^\infty(\mathbb{R}^n)} + \|h(\cdot, R)^{-1}f(\cdot)\|_{L^\infty(B_R)}/\epsilon_3} \]
and $\tilde{v}$ defined by (2.5). Then, according to Proposition 2.4, we can observe that $\|\hat{f}\|_\infty \leq \epsilon_3$, $\|\hat{u}\|_\infty \leq 1/2$ and $\hat{u}$ satisfies the hypothesis of Lemma 6.1 for $f = \hat{f}$, $\nu = \tilde{v}$ and $R = 1$. It is enough to prove the assertion for $\hat{u}$, which is $\|\hat{u}\|_{C^n(B_{1/2})} \leq C$ for some constant $C > 0$ depending only on $n, \lambda, \Lambda, c_U$ and $\alpha$, since this implies
\[ \|u\|_{C^n(B_{1/2})} = \|\hat{u}\|_{C^n(B_{1/2})} R^{-\eta_1}(2\|u\|_{L^\infty(\mathbb{R}^n)} + \|h(\cdot, R)^{-1}f(\cdot)\|_{L^\infty(B_R)}/\epsilon_3) \]
\[ \leq C \max \left\{ 2, \frac{1}{\epsilon_3} \right\} R^{-\eta_1}(\|u\|_{L^\infty(\mathbb{R}^n)} + \|h(\cdot, R)^{-1}f(\cdot)\|_{L^\infty(B_R)}) \]
and we complete the proof of the assertion for $u$.

For any fixed $x_0 \in B_{1/2}$, we aim to show that there exist two sequences $\{m_k\}_{k=1}^\infty$ and $\{M_k\}_{k=1}^\infty$ such that
\[ m_k \leq u \leq M_k \quad \text{in} \quad Q_{(2\sqrt{n})^{-k}}(x_0) \quad \text{and} \quad M_k - m_k = (2\sqrt{n})^{-\mu_1 k}. \] (6.7)
This construction proves the assertion of the theorem as we have
\[ |u(x) - u(x_0)| \leq M_k - m_k = (2\sqrt{n})^{-\mu_1 k} \leq 2\sqrt{n}|x - x_0|^\mu. \]
for $x \in Q_{(2\sqrt{n})^{-k}}(x_0) \setminus Q_{(2\sqrt{n})^{-k-1}}(x_0)$. 

For $k = 1$, we choose $m_0 = -1/2$ and $M_0 = 1/2$. Let us construct the sequences $M_k$ and $m_k$ for $k = 2, 3, \ldots$ by induction. Let $j \geq 2$. Suppose that we already have the sequences
$M_k$ and $M_k$ satisfying (6.7) for $k \leq j - 1$. We need to find $m_j$ and $M_j$ which still satisfy (6.7).

Set $R_j := 1/(3(2\sqrt{n})^j)$. It is easy to see that one of these two inequalities holds:

$$\left\{ \begin{array}{ll}
\left\{ u \geq \frac{M_{j-1} + m_{j-1}}{2} \right\} \cap Q_{R_j}(x_0) & \geq \frac{|Q_{R_j}|}{2} \\
\left\{ u \leq \frac{M_{j-1} + m_{j-1}}{2} \right\} \cap Q_{R_j}(x_0) & \geq \frac{|Q_{R_j}|}{2}.
\end{array} \right.$$  

We first consider that the first inequality holds. Set

$$v(x) := \frac{u(R_j x + x_0) - m_{j-1}}{(M_{j-1} - m_{j-1})/2},$$

which satisfies $v(x) \geq 0$ in $Q_{0,\sqrt{n}}$ and $|\{v \geq 1\} \cap Q_1| \geq |Q_1|/2$. For $\tilde{v}$ as in (2.5) with $R = R_j$, $v$ is a viscosity supersolution of

$$\mathcal{M}_\tilde{v} v(x) = 2c_U \epsilon_3 \text{ in } B_{2\sqrt{n}}$$

since we have

$$\frac{\epsilon_3}{h(R_j x + x_0, R_j)(M_{j-1} - m_{j-1})/2} \leq 2\epsilon_3 c_U (6\sqrt{n})^{-\alpha} (2\sqrt{n})^{(\mu_1 - \alpha)(j-1)} \leq 2c_U \epsilon_3$$

for $x \in B_{2\sqrt{n}}$, where we used (A3) to the first inequality and (6.3) to the last inequality.

From the inductive hypothesis, for any $i \leq j$ and $x \in Q_{3(2\sqrt{n})^i} \setminus Q_{3(2\sqrt{n})^{i-1}}$, we have

$$v(x) \geq \frac{(m_{j-i} - m_{j-1})}{(M_{j-i} - m_{j-1})/2} \geq \frac{(m_{j-i} - M_{j-i} + M_{j-1} - m_{j-1})}{(M_{j-1} - m_{j-1})/2} \geq 2(1 - (2\sqrt{n})^{i-1}) \geq 2 \left(1 - \left(\frac{2}{3\sqrt{n}}\right)^{\mu_1} |x|^{\mu_1}\right).$$

Hence we conclude that

$$v(x) \geq -2 \left(1 - \left(\frac{2}{3\sqrt{n}}\right)^{\mu_1} |x|^{\mu_1}\right)^- \text{ in } \mathbb{R}^n. \quad (6.8)$$

We remark that $v$ is not necessarily nonnegative in $\mathbb{R}^n$. Hence we have to consider $w := v^+$, to apply Theorem 5.3. Because $v = w$ in $Q_{0,\sqrt{n}}$, we can easily verify that $w$ is a viscosity supersolution of $\mathcal{M}_\tilde{v} w(x) = 2c_U \epsilon_3 + \mathcal{M}_\tilde{v}^+ (w - v)(x)$ in $B_{2\sqrt{n}}$, where for $x \in B_{2\sqrt{n}}$, $\mathcal{M}_\tilde{v}^+ (w - v)(x)$ is defined in classical sense and

$$\mathcal{M}_\tilde{v}^+ (w - v)(x) = \int_{\mathbb{R}^n} 2\Lambda v(x + y)^- \tilde{v}(x, |y|)dy$$

$$= \int_{\mathbb{R}^n \setminus B_{\sqrt{n}}} 2\Lambda v(x + y)^- \tilde{v}(x, |y|)dy.$$

Setting

$$\hat{h}(x, r) := \int_{\mathbb{R}^n} \left(1 - \frac{|y|^2}{r^2}\right) \tilde{v}(x, |y|)dy,$$
we compute
\[
\mathcal{M}_\nu^+(w - v)(x) \leq \int_{\mathbb{R}^n \setminus B_\sqrt{n}} 4\Lambda \left( 1 - \left( \frac{2}{3\sqrt{n}} \right)^{\mu_1} |x + y|^{\mu_1} \right)^{-\nu(x, |y|)dy}
\leq 4\Lambda(n + 2)|\partial B|^{-1} \int_{\mathbb{R}^n \setminus B_\sqrt{n}} \left( 1 - \left( \frac{2}{3\sqrt{n}} \right)^{\mu_1} (|x| + |y|)^{\mu_1} \right)^{-\nu(x, |y|)dy}
\leq 4\Lambda(n + 2)|\partial B|^{-1} \int_{\mathbb{R}^n \setminus B_\sqrt{n}} \left( 1 - \left( \frac{2}{\sqrt{n}} \right)^{\mu_1} |y|^{\mu_1} \right)^{-\nu(x, |y|)dy}
\leq 4c_U\Lambda(n + 2) \int_{\sqrt{n}}^{\infty} \left( \left( \frac{2}{\sqrt{n}} \right)^{\mu_1} r^{-1-\alpha+\mu_1} - r^{-1-\alpha} \right) dr
\leq 4n^{-\alpha/2}c_U\Lambda(n + 2) \left( \frac{2\mu_1}{\alpha - \mu_1} - \frac{1}{\alpha} \right)
\leq 4c_U\Lambda(n + 2) \frac{2(\alpha + 1)}{\alpha^2} \epsilon_3,
\]
where we have applied (6.8) to the first inequality, (4) of Proposition 2.5 and \(K(x, |y|) \leq h(x, |y|)\) to the second inequality, (A3) to the third inequality and (6.4) to the last inequality. Consequently, \(w\) is a viscosity supersolution of \(M_\nu w(x) = c_{11}\epsilon_3\) in \(B_{2\sqrt{n}}\) for \(c_{11}\) as in (6.2).

Applying Theorem 5.3 to \(w\), we have
\[
C_6 \left( \inf_{Q_3} w + c_{11}\epsilon_3 \right)^{\rho_0} |Q_1| \geq |\{w \geq 1\} \cap Q_1| \geq \frac{|Q_1|}{2}.
\]
Combining this inequality, (6.1), (6.5) and (6.6), we have \(\inf_{Q_3} w \geq 1/(2(C_6)^{1/\rho_0}) \geq \theta_1\).

Thus letting \(M_j := M_{j-1}\) and \(m_j := m_{j-1} + \theta_1(M_{j-1} - m_{j-1})/2\), we have \(m_j \leq u \leq M_j\) in \(Q_{2\sqrt{n}}(x_0)\). Moreover, it follows from (6.6) that \(M_j - m_j = (1 - \theta_1/2)(2\sqrt{n})^{-\mu_1(j-1)} = 6^{-m_{j-1}}\).

On the other hand, if \(|\{u \leq (M_{j-1} + m_{j-1})/2\} \cap Q_{R_j}(x_0)| \geq |Q_{R_j}|/2\), we define
\[
u(x) := \frac{M_{j-1} - u(R_j x + x_0)}{(M_{j-1} - m_{j-1})/2}
\]
and repeat the previous argument with some minor modifications. \(\square\)

7. Harnack Inequality

From the discussion in Remark 2.2, Theorem 1.3 is reduced to the following lemma:

**Lemma 7.1.** There exists \(C_8 > 0\) with the following properties. Let (A) and (B) hold. If \(u\) is non-negative in \(\mathbb{R}^n\), a viscosity subsolution of \(M_\nu^+ u = |f|\) and a viscosity supersolution of \(M_\nu^- u = -|f|\) in \(B_{2\sqrt{n}R}\) for \(R > 0\), then it follows that
\[
\sup_{B_{R/2}} u \leq C_8 \left( \inf_{Q_{3R}} u + \|h(\cdot, R)^{-1} f\|_{L^\infty(B_{2\sqrt{n}R})} \right).
\] (7.1)
Proof. First we note that it suffice to prove our assertion (7.1) in the simplified case \( R = 1 \), \( \inf_{Q_3} u \leq 1 \) and \( |f| \leq 1 \) in \( B_{2\sqrt{\pi}} \). In fact, in the general case, we may consider

\[
\hat{u}(x) := \inf_{Q_3} u + \| h(\cdot, R)^{-1} f \|_{L^\infty(B_{2\sqrt{\pi}R})},
\]

\[
\hat{f}(x) := \inf_{Q_3} h(\cdot, R)^{-1} f(Rx)
\]

and \( \tilde{\nu} \) defined by (2.5). From Proposition 2.4, we can observe that \( \hat{u} \) satisfies the hypothesis of Lemma 7.1 for \( f = \hat{f}, \nu = \tilde{\nu} \) and \( R = 1 \). Moreover \( \inf_{Q_3} \hat{u} \leq 1 \) and \( |\hat{f}| \leq 1 \) hold. Hence we restrict ourselves to \( R = 1, \inf_{Q_3} u \leq 1 \) and \( |f| \leq 1 \) in what follow.

We will use the family \( \{V_i\}_{i=1}^{N_0} \) of open cones later such that \( N_0 \) depends only on the dimension \( n \), \( \bigcup_{i=1}^{N_0} V_i = \mathbb{R}^n \), the vertex of \( V_i \) is 0 and the angle of \( V_i \) is \( \pi/3 \) i.e. For the axis \( z_i \in \partial B_1 \) of \( V_i \), \( y \in V_i \) holds if and only if

\[
\left\langle y, \frac{y}{|y|}, z_i \right\rangle \geq \cos \frac{\pi}{6} = \frac{\sqrt{3}}{2}
\]

(see figure 2). Next, let us fix some constants which depend only on \( n, \lambda, \Lambda, c_U, \alpha \) and \( c^* \).

Let \( \gamma_1 := n/\rho_0 \) and \( c_{12} \) be the positive constants defined by

\[
c_{12} := 1 + 2\Lambda c^* N_0 \lambda^{-1} \left( 1 + \left( \Lambda 128 + \lambda \left( \frac{8}{3} \right)^2 \right) 2^{\gamma_1} \right),
\]

(7.2)

where \( \rho_0 \) is from Lemma 5.2. We also choose \( \theta_2 \in (0, 1) \) and \( \tau_1 \in (0, 1/4) \) small and \( t_0 \geq 1 \) large to satisfy

\[
C_6 \left( \left( 1 - \frac{\theta_2}{2} \right)^{-\gamma_1} - 1 \right)^{\rho_0} \leq \frac{1}{4},
\]

(7.3)

\[
C_6(c_{12} c_U \tau_1^{\alpha})^{\rho_0} 2^{\rho_0} \leq \frac{1}{4}
\]

(7.4)

\[
4^{\rho_0} C_6^{\rho_0} t^{-\rho_0} < \frac{(\tau_1 \theta_2)}{2(2^{\sqrt{n}})^n},
\]

(7.5)
where $C_6$ is from Lemma 5.2.

Let $t_u$ be the smallest value of $t$ such that

$$u(x) \leq h_t(x) := t(1 - |x|)^{-\gamma_1} \quad \text{for every } x \in B_1.$$ 

Then, there must be an $x_0 \in B_1$ for which $u(x_0) = h_{t_u}(x_0)$.

Our aim is to show the upper bound $t_u < t_0$, which implies

$$u(x) \leq t_0(1 - |x|)^{-\gamma_1} \leq t_0 2^{\gamma_1} \quad \text{in } B_{1/2},$$

and hence the thesis follows.

On contrary, suppose that there exists $u$ such that $t_u > t_0$. Set

$$A := \left\{ u > \frac{u(x_0)}{2} \right\}, \quad d_0 := \frac{1 - |x_0|}{2} \quad \text{and}$$

$$\epsilon_4 := \left( 1 - \frac{\theta_2}{2} \right)^{\gamma_1} \left( \frac{\theta_2 d_0}{8} \right)^2 \frac{1}{u(x_0)}. \quad (7.6)$$

Then, Theorem 5.3 gives that

$$|A \cap Q_1| \leq C_6 \left( \frac{2}{u(x_0)} \right)^{\rho_0} \left( \inf_{Q_3} u + \|f\|_{L^\infty(B_{2\sqrt{\gamma_1}})} \right)^{\rho_0} \left| Q_1 \right| \leq 4^{\rho_0} C_6 t_u^{-\rho_0} d_0^{\rho_0 \gamma_1}$$

$$\leq 4^{\rho_0} C_6 t_0^{-\rho_0} d_0^{n}, \quad (7.7)$$

where we used $\inf_{Q_3} u \leq 1$, $\|f\|_{L^\infty(B_{2\sqrt{\gamma_1}})} \leq 1$ and $u(x_0) = t_u/(2d_0)^{\gamma_1}$ to the second inequality and $\gamma_1 = n/\rho_0$ to the third inequality. Hence to get a contradiction, it suffice to show the inequality opposite to (7.7).

For every $x \in B_{\theta_2 d_0}(x_0) \subset B_1$, we have

$$u(x) \leq h_{t_u}(x) \leq t_u(d_0 - \theta_2 d_0)^{-\gamma_1} = u(x_0) \left( 1 - \frac{\theta_2}{2} \right)^{-\gamma_1} \quad (7.8)$$

Set

$$v(x) := \left( 1 - \frac{\theta_2}{2} \right)^{-\gamma_1} u(x_0) - u(x).$$

which satisfies $v \geq 0$ in $B_{\theta_2 d_0}(x_0)$, $M^- v(x) \leq 1$ and $M^+ v(x) \geq -1$ in $B_{2\sqrt{\gamma_1}}$. Since $v$ does not satisfies the hypothesis of Theorem 5.3, we also need to consider $w := v^+$ instead.

Because of the non-negativity of $v$ in $B_{\theta_2 d_0}(x_0)$, we can easily verify that $w$ is a viscosity supersolution of

$$M^- w(x) = 1 + M^+ (w - v)(x) \quad \text{in } B_{r_1 \theta_2 d_0}(x_0)$$

where $M^+_v(w - v)(x)$ is defined in classical sense and

$$M^+_v(w - v)(x) = \int_{\mathbb{R}^n} A(v(x + y)^- + v(x - y)^-) v(x, |y|) dy$$

$$= 2\Lambda \int_{\mathbb{R}^n \setminus B_{(1-\gamma_1)^{\theta_2 d_0}}} v(x + y)^- v(x, |y|) dy.$$
Next, we fix $x \in B_{\tau_1 \theta_2 d_0}(x_0)$ and estimate $\mathcal{M}_v^+(w - v)(x)$ from above. Consider the cones $V_i$ for $i = 1, \ldots, N_0$, which we constructed at the beginning of the proof. Here we note that for any $y_1, y_2 \in V_i$ we have

$$\left\langle \frac{y_1}{|y_1|}, \frac{y_2}{|y_2|} \right\rangle \geq \cos \frac{\pi}{3} = \frac{1}{2}$$

and $B_{1/2}(z_i) \subset V_i$ (see Figure 3). From symmetry to translation and scaling, we still have

$$B_{\theta_2 d_0/8}(x_i) \subset x + V_i$$

for $x_i := x + (\theta_2 d_0/4)z_i$. For $y \in V_i \setminus B_{(1-\tau_1)\theta_2 d_0}$ and $\tilde{x} \in B_{\theta_2 d_0/8}(x_i) \subset x + V_i$, it follows that

$$|\tilde{x} - x| \leq |\tilde{x} - x_i| + |x_i - x| \leq \left(\frac{1}{8} + \tau_1\right) \theta_2 d_0 \leq |y|,$$

where we used $(1/8 + \tau_1) \leq (1 - \tau_1)$ for $\tau_1 \in (0, 1/4)$, and

$$|y - \tilde{x} + x|^2 = |y|^2 - 2\langle y, \tilde{x} - x \rangle + |\tilde{x} - x|^2 \leq |y|^2 - |y||\tilde{x} - x| + |\tilde{x} - x|^2 \leq |y|^2,$$

where we applied (7.9) to the second inequality and (7.10) to the last inequality. Since $u(z) + |z - x_i|^2/\epsilon_4 \to \infty$ as $|z| \to \infty$, we can consider $\tilde{x}_i \in \mathbb{R}^n$ such that

$$u(\tilde{x}_i) + \frac{1}{\epsilon_4} |\tilde{x}_i - x_i|^2 = \inf_{z \in \mathbb{R}^n} \left\{ u(z) + \frac{1}{\epsilon_4} |z - x_i|^2 \right\}.$$

We can take $\tilde{x}_i \in B_{\theta_2 d_0/8}(x_i) \subset \tilde{V}_i$ since

$$|\tilde{x}_i - x_i|^2 \leq \epsilon_4(u(x_i) - u(\tilde{x}_i)) \leq \epsilon_4 \left(1 - \frac{\theta_2}{2}\right)^{-\gamma_1} u(x_0) - u(\tilde{x}_i) \leq \epsilon_4 \left(1 - \frac{\theta_2}{2}\right)^{-\gamma_1} u(x_0) = \left(\frac{\theta_2 d_0}{8}\right)^2,$$
where we used (7.8) to the second inequality, \( u \geq 0 \) to the third inequality and (7.6) to the last equality. Since \(-|z - x_i|^2/\epsilon_4\) touches \( u \) from below at \( z = \tilde{x}_i \), Proposition 2.3 implies \( \mathcal{M}_{\nu} u(\tilde{x}_i) \) is defined in classical sense and we can calculate as follow:

\[
\int_{\mathbb{R}^n} \delta(u, \tilde{x}_i, y) \nu(\tilde{x}_i, |y|) dy \\
\leq \int_{B_{\theta_2 d_0}} \frac{2}{\epsilon_4} |y|^2 \nu(\tilde{x}_i, |y|) dy + \int_{\mathbb{R}^n \setminus B_{\theta_2 d_0}} (2u(\tilde{x}_i) - u(\tilde{x}_i + y) - u(\tilde{x}_i - y) + \nu(\tilde{x}_i, |y|) dy \\
\leq 2(\theta_2 d_0)^2 K(\tilde{x}_i, \theta_2 d_0) + 2u(\tilde{x}_i) \int_{\mathbb{R}^n \setminus B_{\theta_2 d_0}} \nu(\tilde{x}_i, |y|) dy \\
\leq 128 \left(1 - \frac{\theta_2}{2}\right)^{-\gamma_1} u(x_0) h(\tilde{x}_i, \theta_2 d_0),
\]

where we applied (7.8) and (7.6) to the last inequality. Since \( \mathcal{M}_{\nu} u(\tilde{x}_i) \leq 1 \), we have

\[
\int_{\mathbb{R}^n} \delta(u, \tilde{x}_i, y) \nu(\tilde{x}_i, |y|) dy \leq \lambda^{-1} \left(1 + \Lambda 128 \left(1 - \frac{\theta_2}{2}\right)^{-\gamma_1} u(x_0) h(\tilde{x}_i, \theta_2 d_0)\right).
\]

We also have

\[
\int_{\mathbb{R}^n} \delta(u, \tilde{x}_i, y) \nu(\tilde{x}_i, |y|) dy \\
\geq \int_{\mathbb{R}^n \setminus B(\frac{7}{8} - 2\tau_1) \theta_2 d_0} (u(\tilde{x}_i + y) - 2u(x_i)) \nu(\tilde{x}_i, |y|) dy \\
\geq \int_{\mathbb{R}^n \setminus B(\frac{7}{8} - 2\tau_1) \theta_2 d_0} \left( u(\tilde{x}_i + y) - 2 \left(1 - \frac{\theta_2}{2}\right)^{-\gamma_1} u(x_0)\right) \nu(\tilde{x}_i, |y|) dy \\
\geq \int_{\mathbb{R}^n \setminus B(\frac{7}{8} - 2\tau_1) \theta_2 d_0} \left( v(\tilde{x}_i + y) - \left(1 - \frac{\theta_2}{2}\right)^{-\gamma_1} u(x_0)\right) \nu(\tilde{x}_i, |y|) dy \\
\geq \int_{\mathbb{R}^n \setminus B(\frac{7}{8} - 2\tau_1) \theta_2 d_0} v(\tilde{x}_i + y) \nu(\tilde{x}_i, |y|) dy \\
- \left(1 - \frac{\theta_2}{2}\right)^{-\gamma_1} u(x_0) h\left(\tilde{x}_i, \left(\frac{7}{8} - 2\tau_1\right) \theta_2 d_0\right).
\]
Hence
\[
\int_{\mathbb{R}^n \setminus B(\tau_0 t_1)^2 d_0} v(\tilde{x}_i + y) - \nu(\tilde{x}_i, |y|) dy
\]
\[
\leq \lambda^{-1} \left( 1 + \left( \Lambda 128 h(\tilde{x}_i, \theta_2 d_0) + \lambda h \left( \tilde{x}_i, \left( \frac{7}{8} - 2 \tau_1 \right) \theta_2 d_0 \right) \right) \left( 1 - \frac{\theta_2}{2} \right)^{-\gamma_1} u(x_0) \right)
\]
\[
\leq \lambda^{-1} \left( 1 + \left( \Lambda 128 + \lambda \left( \frac{7}{8} - 2 \tau_1 \right)^{-2} \right) \left( 1 - \frac{\theta_2}{2} \right)^{-\gamma_1} h(\tilde{x}_i, \theta_2 d_0) u(x_0) \right)
\]
\[
\leq \lambda^{-1} \left( 1 + \left( \Lambda 128 + \lambda \left( \frac{8}{3} \right)^2 \right) 2^{\gamma_1} \right) h(\tilde{x}_i, \theta_2 d_0) u(x_0),
\] (7.12)

where we applied (2) of Proposition 2.5 to the second inequality, \( h(\tilde{x}_i, \theta_2 d_0) \geq h(\tilde{x}_i, 1) = 1 \), \( u(x_0) \geq t_0 \geq 1 \), \( \tau_1 \in (0, 1/4) \) and \( \theta_2 \in (0, 1) \) to the last inequality. For \( y \in V_i \setminus B(\tau_0 t_1)^2 d_0 \), we also have
\[
\nu(x, |y|) \leq c^* \frac{\nu(\tilde{x}_i, |y|) h(x, \theta_2 d_0)}{h(\tilde{x}_i, \theta_2 d_0)} \leq c^* \frac{\nu(\tilde{x}_i, |y - \tilde{x}_i + x|) h(x, \theta_2 d_0)}{h(\tilde{x}_i, \theta_2 d_0)},
\] (7.13)

where we used (B) and (7.10) to the first inequality and (A2) and (7.11) to the second inequality. Noting that we have \( B(\tau_0 t_1)^2 d_0 \leq B(\tau_0 t_1)^2 d_0 (x - \tilde{x}_i) \) from (7.10) for each \( i = 1, ..., N_0 \), we calculate as follows:
\[
\int_{\mathbb{R}^n \setminus B(\tau_0 t_1)^2 d_0} v(x + y) - \nu(x, |y|) dy
\]
\[
\leq \sum_{i=1}^{N} \int_{V_i \setminus B(\tau_0 t_1)^2 d_0} v(x + y) - \nu(x, |y|) dy
\]
\[
\leq c^* \sum_{i=1}^{N} \int_{V_i \setminus B(\tau_0 t_1)^2 d_0} v(\tilde{x}_i + y - \tilde{x}_i + x) - \frac{\nu(\tilde{x}_i, |y - \tilde{x}_i + x|) h(x, \theta_2 d_0)}{h(\tilde{x}_i, \theta_2 d_0)} dy
\]
\[
\leq c^* \sum_{i=1}^{N} \int_{\mathbb{R}^n \setminus B(\tau_0 t_1)^2 d_0 (x - \tilde{x}_i)} v(\tilde{x}_i + y) - \frac{\nu(\tilde{x}_i, |y - \tilde{x}_i + x|) h(x, \theta_2 d_0)}{h(\tilde{x}_i, \theta_2 d_0)} dy
\]
\[
\leq c^* \sum_{i=1}^{N} \int_{\mathbb{R}^n \setminus B(\tau_0 t_1)^2 d_0} v(\tilde{x}_i + y) - \frac{\nu(\tilde{x}_i, |y - \tilde{x}_i + x|) h(x, \theta_2 d_0)}{h(\tilde{x}_i, \theta_2 d_0)} dy
\]
\[
\leq c^* N \lambda^{-1} \left( 1 + \left( \Lambda 128 + \lambda \left( \frac{8}{3} \right)^2 \right) 2^{\gamma_1} \right) h(x, \theta_2 d_0) u(x_0),
\]

where we applied (7.13) to the second inequality and (7.12) to the last inequality. Consequently, \( w \) is a viscosity supersolution of
\[
\mathcal{M}_w^- w(x) = c_{12} h(x, \theta_2 d_0) u(x_0) \quad \text{in} \quad B(\tau_0 t_1)^2 d_0 (x_0)
\]
We conclude that
\[ 1 + 2\Lambda c^n N \lambda^{-1} \left( 1 + \left( A128 + \lambda \left( \frac{8}{3} \right)^2 \right) 2^{11} \right) h(x, \theta_2 d_0) u(x_0) \leq c_{12} h(x, \theta_2 d_0) u(x_0), \]
where we applied \( h(x, \theta_2 d_0) \geq h(x, 1) = 1 \) and \( u(x_0) \geq t_0 \geq 1 \) and \( c_{12} \) is from (7.2).

Applying Theorem 5.3 to \( w \) with \( R = \tau_1 \theta_2 d_0 / (2\sqrt{n}) \), we have
\[
\begin{align*}
& \left| \left\{ u \leq \frac{u(x_0)}{2} \right\} \cap Q_{\tau_1 \theta_2 d_0 / (2\sqrt{n})}(x_0) \right| \\
= & \left| \left\{ w \geq u(x_0) \left( \left( 1 - \frac{\theta_2}{2} \right)^{-\gamma_1} - \frac{1}{2} \right) \right\} \cap Q_{\tau_1 \theta_2 d_0 / (2\sqrt{n})}(x_0) \right| \\
\leq & C_6 \left( \frac{\tau_1 \theta_2 d_0}{2\sqrt{n}} \right)^n \left( u(x_0) \left( \left( 1 - \frac{\theta_2}{2} \right)^{-\gamma_1} - 1 \right) + \| \frac{c_{12} u(x_0) h(\cdot, \theta_2 d_0)}{h(\cdot, \tau_1 \theta_2 d_0)} \|_{L^\infty(B_{\tau_1 \theta_2 d_0})} \right)^{\rho_0} \\
& \cdot \left( u(x_0) \left( \left( 1 - \frac{\theta_2}{2} \right)^{-\gamma_1} - 1 \right) \right)^{-\rho_0} \\
\leq & C_6 \left( \frac{\tau_1 \theta_2 d_0}{2\sqrt{n}} \right)^n \left( \left( \left( 1 - \frac{\theta_2}{2} \right)^{-\gamma_1} - 1 \right) + c_{12} \tau_1 \right)^{\rho_0} 2^{\rho_0} \\
\leq & C_6 \left( \frac{\tau_1 \theta_2 d_0}{2\sqrt{n}} \right)^n \left( \left( \left( 1 - \frac{\theta_2}{2} \right)^{-\gamma_1} - 1 \right) \right)^{\rho_0} \left( c_{12} \tau_1 \right)^{\rho_0} 2^{\rho_0},
\end{align*}
\]
where we used (A3) to the second inequality. From (7.3), we obtain
\[
C_6 \left( \frac{\tau_1 \theta_2 d_0}{2\sqrt{n}} \right)^n \left( 1 - \frac{\theta_2}{2} \right)^{-\gamma_1} - 1 )^{\rho_0} 2^{\rho_0} \leq \frac{1}{4} |Q_{\tau_1 \theta_2 d_0 / (2\sqrt{n})}(x_0)|
\]
and from (7.4),
\[
C_6 \left( \frac{\tau_1 \theta_2 d_0}{2\sqrt{n}} \right)^n \left( c_{12} \tau_1 \right)^{\rho_0} 2^{\rho_0} \leq \frac{1}{4} |Q_{\tau_1 \theta_2 d_0 / (2\sqrt{n})}(x_0)|.
\]
Therefore,
\[
\left| \left\{ u \leq \frac{u(x_0)}{2} \right\} \cap Q_{\tau_1 \theta_2 d_0 / (2\sqrt{n})}(x_0) \right| \leq \frac{1}{2} |Q_{\tau_1 \theta_2 d_0 / (2\sqrt{n})}(x_0)|.
\]
We conclude that
\[
|A \cap Q_1| \geq |A \cap Q_{\tau_1 \theta_2 d_0 / (2\sqrt{n})}(x_0)| \geq \frac{1}{2} |Q_{\tau_1 \theta_2 d_0 / (2\sqrt{n})}(x_0)|.
\]
This inequality contradicts (7.7) because we took \( t_0 \) satisfying (7.5). \( \square \)
8. Examples

In this section, we provide an example that shows that Theorem 1.3 fails if we assume only (A) but not (B).

For $0 < \beta_1 < \beta_2 < 2$ and $\beta_2 < n$, it suffice to construct $\sigma_\epsilon(x) : B_{2\sqrt{\pi}} \to [\beta_1, \beta_2]$ and $u_\epsilon$ for $\epsilon > 0$, which is a non-negative solution of

$$-rac{A(n, \sigma_\epsilon(x))}{\eta(n, \sigma_\epsilon(x))} (-\Delta)^{\sigma_\epsilon(x)/2} u_\epsilon(x)$$

$$:= \frac{A(n, \sigma_\epsilon(x))}{\eta(n, \sigma_\epsilon(x))} \int_{\mathbb{R}^n} \delta(u_\epsilon, x, y) \frac{\eta(n, \sigma_\epsilon(x))}{|y|^{n+\sigma_\epsilon(x)}} = 0 \quad \text{in } B_{2\sqrt{\pi}}, \quad (8.1)$$

and we will see

$$\sup_{B_{1/4}} u_\epsilon \to \infty \quad \text{as } \epsilon \to 0. \quad (8.2)$$

Here $A(n, \sigma) > 0$ is as in Example 1.6 and $\eta(n, \sigma) > 0$ is chosen so that the Fourier symbol of $(-\Delta)^{\sigma/2}$ is $-|\xi|^{\sigma}$ i.e. $\mathcal{F}[-(-\Delta)^{\sigma/2}u](\xi) = -|\xi|^{\sigma}\mathcal{F}[u](\xi)$ for the Fourier transform $\mathcal{F}$. Also note that we need to multiply $A(n, \sigma_\epsilon(x))/\eta(n, \sigma_\epsilon(x))$ so that the nonlocal operator satisfies (A2). Let $\varphi \in C_0^\infty(B_1)$ be a non-negative mollifier and $\varphi_\epsilon(x) := \epsilon^{-n}\varphi(x/\epsilon)$. For $\beta_3 \in (\beta_2, n)$, $l_0 \in (0, 1)$ and $N_1 \in \mathbb{N}$, set

$$u_\epsilon(x) := \begin{cases} (-\Delta)^{-\beta_3/2} \varphi_\epsilon(x) & \text{for } x \in B_{3\sqrt{\pi}}, \\ (-\Delta)^{-\beta_3/2} \varphi_\epsilon(x) + l_0(|x| - 3\sqrt{\pi})^{+} & \text{for } x \in \mathbb{R}^n \setminus B_{3\sqrt{\pi}}, \end{cases}$$

where $(-\Delta)^{-\beta_3/2} \varphi_\epsilon(x)$ is the Riesz potential of $\varphi_\epsilon$ defined by

$$(-\Delta)^{-\beta_3/2} \varphi_\epsilon(x) := c_{\beta_3} \int_{\mathbb{R}^n} \frac{\varphi_\epsilon(x - y)}{|y|^{n+\beta_3}} dy$$

for $c_{\beta_3} = \pi^{-n/2} 2^{-\beta_3} \Gamma((n - \beta_3)/2) / \Gamma(\beta_3/2)$. For $x \in B_{2\sqrt{\pi}}$, we compute

$$-(-\Delta)^{\beta_3/2} u_\epsilon(x)$$

$$= -(-\Delta)^{-(\beta_3 - \beta_2)/2} \varphi_\epsilon(x) + \int_{\mathbb{R}^n} l_0(|x + y| - 3\sqrt{\pi})^{+} \eta(n, \sigma_\epsilon(x)) |y|^{n+\beta_2}$$

$$\leq -(-\Delta)^{-(\beta_3 - \beta_2)/2} \varphi_\epsilon(x) + \int_{\mathbb{R}^n \setminus B_{\sqrt{\pi}}} l_0(|y| - \sqrt{\pi})^{+\beta_2} \eta(n, \sigma_\epsilon(x)) |y|^{n+\beta_2}$$

$$= -(-\Delta)^{-(\beta_3 - \beta_2)/2} \varphi_\epsilon(x) + C(n, \beta_1, \beta_2) l_0.$$

As we have

$$(-\Delta)^{-(\beta_3 - \beta_2)/2} \varphi_\epsilon(x) = c_{(\beta_3 - \beta_2)} \int_{\mathbb{R}^n} \frac{\varphi_\epsilon(x - y)}{|y|^{n+\beta_3 - \beta_2}} dy$$

$$\geq c_{(\beta_3 - \beta_2)} 2\sqrt{n} + 1|^{-n+\beta_3 - \beta_2} \int_{\mathbb{R}^n} \varphi_\epsilon(x - y) dy$$

$$= c_{(\beta_3 - \beta_2)} 2\sqrt{n} + 1|^{-n+\beta_3 - \beta_2} > 0.$$
for $x \in B_{2\sqrt{n}}$, there exists $l_0 = l_0(n, \beta_1, \beta_2, \beta_3) > 0$ such that

$$-(\Delta)^{-(\beta_3-\beta_2)/2} \varphi_\epsilon(x) \leq 0 \quad \text{for } x \in B_{2\sqrt{n}}.$$  \hfill (8.3)

On the other hand, we have for $x \in B_{2\sqrt{n}}$,

$$-(\Delta)^{\beta_1/2}u_\epsilon(x)$$

$$= -(\Delta)^{-(\beta_3-\beta_1)/2} \varphi_\epsilon(x) + \int_{\mathbb{R}^n} l_0(||x+y|-3\sqrt{n})^+ \wedge N_1)^{\beta_1} \frac{2\eta(n, \beta_1)}{|y|^{n+\beta_1}} dy$$

$$\geq -(\Delta)^{-(\beta_3-\beta_1)/2} \varphi_\epsilon(x) + \int_{\mathbb{R}^n\setminus B_{3\sqrt{n}}} l_0(||y|-5\sqrt{n})^+ \wedge N_1)^{\beta_1} \frac{2\eta(n, \beta_1)}{|y|^{n+\beta_1}} dy$$

and

$$-(\Delta)^{-(\beta_3-\beta_1)/2} \varphi_\epsilon(x) = c_{(\beta_3-\beta_1)} \int_{\mathbb{R}^n} \frac{\varphi_\epsilon(x-y)}{|y|^{n+\beta_3-\beta_1}} dy$$

$$\leq c_{(\beta_3-\beta_1)} ||\varphi_\epsilon||_\infty \int_{B_{2\sqrt{n}+1}} \frac{dy}{|y|^{n+\beta_3-\beta_1}} = C(n, \beta_1, \beta_3) \epsilon^{-n}.$$  \hfill (8.4)

Since

$$\lim_{N \to \infty} \int_{\mathbb{R}^n\setminus B_{3\sqrt{n}}} l_0(||y|-5\sqrt{n})^+ \wedge N_1)^{\beta_1} \frac{2\eta(n, \beta_1)}{|y|^{n+\beta_1}} dy = \infty,$$

there exists $N_1 = N_1(n, \beta_1, \beta_2, \beta_3, \epsilon)$ such that

$$-(\Delta)^{\beta_1/2}u_\epsilon(x) \geq 0 \quad \text{for } x \in B_{2\sqrt{n}}.$$  \hfill (8.4)

From (8.3) and (8.4), for each $x \in B_{2\sqrt{n}}$, there exists $\sigma_\epsilon(x) \in [\beta_1, \beta_2]$ such that (8.1) holds. Moreover, because $u_\epsilon(x) = -(\Delta)^{-\beta_3/n} \varphi_\epsilon(x) \to c_{\beta_3}|x|^{-n+\beta_3}$ for $x \in B_{2\sqrt{n}}$, we obtain (8.2).
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