Efficient Computation of Probabilistic Dominance in Robust Multi-Objective Optimization

Faramarz Khosravi, Alexander Raß, and Jürgen Teich,

October 21, 2019

Abstract

Real-world problems typically require the simultaneous optimization of several, often conflicting objectives. Many of these multi-objective optimization problems are characterized by wide ranges of uncertainties in their decision variables or objective functions, which further increases the complexity of optimization. To cope with such uncertainties, robust optimization is widely studied aiming to distinguish candidate solutions with uncertain objectives specified by confidence intervals, probability distributions or sampled data. However, existing techniques mostly either fail to consider the actual distributions or assume uncertainty as instances of uniform or Gaussian distributions. This paper introduces an empirical approach that enables an efficient comparison of candidate solutions with uncertain objectives that can follow arbitrary distributions. Given two candidate solutions under comparison, this operator calculates the probability that one solution dominates the other in terms of each uncertain objective. It can substitute for the standard comparison operator of existing optimization techniques such as evolutionary algorithms to enable discovering robust solutions to problems with multiple uncertain objectives. This paper also proposes to incorporate various uncertainties in well-known multi-objective problems to provide a benchmark for evaluating uncertainty-aware optimization techniques. The proposed comparison operator and benchmark suite are integrated into an existing optimization tool that features a selection of multi-objective optimization problems and algorithms. Experiments show that in comparison with existing techniques, the proposed approach achieves higher optimization quality at lower overheads.
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**Notation**

$A$  a candidate solution  
$B$  a candidate solution  
$\mathcal{B}$  beta distribution  
$C$  comparison operator  
$c$  positive constant  
$E$  expected value  
$e$  approximation error  
$f$  objective function  
$\mathcal{N}$  Gaussian distribution  
$N$  number of samples or quantile cuts  
$n$  number of decision variables  
$m$  number of objective functions  
$S$  sequence of samples  
$s$  sample from an uncertain objective’s distribution  
$\mathcal{U}$  uniform distribution  
$u$  uncertainty added to an optimization problem  
$Var$  variance  
$X$  random variable  
$x$  decision variable  
$\gamma$  comparison threshold  
$\delta$  tolerance (bound on an error)  
$\sigma$  standard deviation  
$\omega$  interval width in a histogram
1 Introduction

Real-world problems typically demand solutions that are optimized with respect to multiple criteria called objectives. In these so-called multi-objective optimization problems, the objectives often conflict with each other such that no single solution can be found to be optimal in all objectives. Instead, one usually searches for a set of non-dominated solutions known as Pareto front or Pareto set that provide decent trade-offs among objectives. A solution is said to dominate another if it is as good as the other in all objectives and is better with respect to at least one objective. While exact optimization methods such as integer linear programming may not be applicable to complex optimization problems, population-based meta-heuristics such as evolutionary algorithms enable a fast approximation to the Pareto front of problems with several objectives and large search spaces [1].

However, multi-objective optimization problems are often characterized by wide ranges of uncertainties including noise, approximation errors or time-dependent variation in their objective functions and perturbations in their decision variables [2]. Any optimization algorithm that neglects the effects of uncertainty might prefer actually inferior solutions while traversing the search space. As a remedy, robust optimization techniques have been proposed to enable an accurate comparison of objectives in the presence of uncertainty. Existing techniques typically model uncertain objectives using instances of uniform [3] and Gaussian [4,5] distributions, intervals specified by best and worst cases [6,7], or sampled data [8,9]. While the first two groups fail to deal with various, and possibly non-standard uncertainty distributions, the third group of techniques enable the comparison of candidate solutions with arbitrarily distributed uncertain objectives. However, these techniques rely on estimated statistics such as mean value and variance and do not take the actual uncertainty distributions into account. This problem is addressed in a previous work of the authors [10], which enables calculating the probability that an uncertain objective of one solution is greater or smaller than that of another solution, for any arbitrary distribution given as a closed-form function or sampled data. This probability is calculated through partitioning the probability distribution of objectives into small intervals of the same size and applying rectangle integration, i.e., Riemann sum, while assuming a uniform distribution within each interval. Therefore, the optimization algorithm can differentiate instances of each uncertain objective of two candidate solutions under comparison, and determine whether one solution dominates the other or not.

This paper extends the comparison operator in [10] by introducing a new method for the calculation of the probability that an instance of uncertain objective is greater than another instance of the same objective. This method is based on obtaining the cumulative distribution function (CDF) of each uncertain objective, and partitioning the probability space into intervals of the same size. It uses an iterative approach similar to [10], except that its accuracy is not impaired by the assumption of uniform distribution within intervals.

Moreover, this paper extends the well-known DTLZ multi-objective benchmark suite [11] to consider the effects of various uncertainties. It integrates the proposed comparison operator and the extended benchmark into the multi-objective optimization framework Opt4J [12] that incorporates several optimization algorithms such as evolutionary algorithms [13] and
particle swarm optimization [14]. Experiments show that compared to the existing techniques, the proposed approach enables comparing uncertain objectives more efficiently and achieves higher optimization quality.

The rest of this paper is structured as follows: Section 2 reviews the state-of-the-art techniques for robust multi-objective optimization. Sections 3 and 4 respectively introduce the proposed comparison operator and uncertain multi-objective optimization benchmark. Section 5 presents the experimental setup and evaluation results, and in the end, Section 6 concludes this work.

2 Related Work

The objective functions and decision variables of multi-objective optimization problems are often subject to various uncertainties. In the context of probabilistic risk assessment, these uncertainties are categorized with respect to their origin as *aleatory* and *epistemic* uncertainties. Aleatory uncertainty refers to “the inherent variation associated with the physical system or the environment under consideration”, whereas epistemic uncertainty describes “any lack of knowledge or information in any phase or activity of the modeling process” [15].

The probability distribution of a decision variable or an objective function with aleatory uncertainty can be estimated through sampling or iterative function evaluation, respectively. However, obtaining the exact value or probability distribution of a variable or function with epistemic uncertainty is usually impracticable or unaffordable. In fact, only limited characteristics such as confidence intervals may be available.

To deal with epistemic uncertainty in the context of multi-objective optimization, the work in [6] proposes to represent uncertain objective values using lower and upper bounds rather than single point estimates. It also extends the weak and strong dominance criteria of a multi-objective evolutionary algorithm. To balance the accuracy and execution time of the process of comparing candidate solutions, it integrates the weak dominance criterion into the process of parent selection and the strong dominance criterion into the process of updating the solution archive. The authors in [16] model uncertainty as the lack of knowledge about the exact effects of decision variables on objective values using a triangular fuzzy representation. They incorporate the pessimistic, anticipated, and optimistic values of uncertain objectives into the comparison of different solutions. However, the proposed dominance criterion may fail to properly distinguish objective values when the intervals between pessimistic and optimistic values do not overlap, which reduces the quality or robustness of optimization. Since the distribution of uncertainty in objective functions and decision variables are not available in the case of epistemic uncertainty, the rest of this paper focuses on dealing with aleatory uncertainty, where there is a stronger demand for its effective and efficient handling.

Another common classification of uncertainties can be found in [2] where the uncertainties are categorized with respect to their manifestations into four groups. The first group includes noise in objective functions, i.e., variations in the results of different evaluations of an objective function with unchanged input variables. The second group takes perturbations
in decision variables, that are the input variables of objective functions, into consideration. The third group describes the error of approximate objective functions which is the case when the exact evaluation of an objective function is costly or infeasible, and is therefore substituted by simulations. The last group models time-varying objective functions where evaluating a function with the same inputs and parameters at different points in time delivers different outputs, while the output is deterministic at any fixed point in time. An existing uncertainty, regardless of what category it belongs to, results in objective values that should be represented by probability distributions instead of single values. The resulting distribution may be an instance of a standard distribution such as Gaussian, or might follow any arbitrary distribution given as a probability density function (PDF) or sampled data.

To enable handling uncertainty in multi-objective optimization, a group of studies \cite{3,4,5} propose techniques to determine probabilistic dominance which describes the probability that one candidate solution dominates the other. This probability is calculated as the intersection of all probabilities that an uncertain objective value from the first solution is more favorable than the same objective of the other solution. The techniques in \cite{3,5} are based on the simplistic assumption that different uncertain objectives are statistically independent. Therefore, they calculate the joint probability as the product of all individual probabilities. Teich \cite{3} provides a mathematical approach for the calculation of probabilistic dominance given all objectives follow instances of continuous uniform distributions. This approach can be effortlessly extended to treat uncertain objective values with any discrete distributions. The work in \cite{4} assumes that each uncertain objective is affected by a Gaussian noise with known variance. The authors in \cite{5} extend this technique to enable the calculation of probabilistic dominance when instances of the same uncertain objective have the same, but unknown variance. They propose a learning technique to reduce the number of objective function re-evaluations needed to estimate this variance. However, the main drawback of the techniques in \cite{3,5} is that they require all uncertain objectives of a solution to be statistically independent instances of specific distribution types. In fact, an uncertain objective value may follow an arbitrary distribution that combines the uncertain characteristics of different decision variables. Also, two different objective functions sharing one or more uncertain decision variables would have statistically dependent uncertainty distributions.

The work in \cite{17} compares candidate solutions with respect to the mean values of their uncertain objectives using a strict dominance criterion. It proposes to deal with Gaussian noise in objective values while ranking the dominated solutions in the process of parent selection of a genetic algorithm. For each dominated solution, a strength value is calculated which is the sum of the probabilities that this solution dominates any other solution from the population. These probabilities are calculated similar to the approach in \cite{4}. Each dominated solution is then ranked with respect to the difference between the sum of strength values of all solutions it dominates and that of all solutions dominating it. The calculation of this criterion is very time-consuming and the main dominance criterion does not incorporate uncertainty in the comparison of candidate solutions.

Another group of studies in \cite{8} and \cite{18} proposes to replace each uncertain objective by one or more single-valued objectives, each representing a unique statistic such as mean or
variance of the original objective. This eliminates the need for incorporating the effects of
uncertainty in the comparison operator or dominance criteria of optimization algorithms.
As an example, the work in [18] adopts the mean-variance model [19] to replace the uncer-
tain objective in a single-objective optimization with two separate objectives representing its
mean and variance. It then uses integer programming for maximizing the mean and minimiz-
ing the variance. The main disadvantage of this approach is that it may recognize a solution
with a significantly inferior mean but a slightly better variance as non-dominated, which
can crowd the solution archive and slow down the optimization. On the other hand, the
technique in [8] represents each uncertain objective with a single statistic which is selected
based on the criticality of the objective. For example, it uses the fifth percentiles for critical
objectives which demand a high degree of robustness and mean values for the non-critical
ones. However, this technique often fails to accurately compare uncertain objectives because
a single statistic cannot describe all properties of the underlying probability distributions.

The authors in [9] and [20] propose to extend the operators used in existing multi-
objective optimization techniques to enable coping with uncertain objectives. The work
in [20] assumes that the uncertain objectives are specified by mean values and confidence in-
tervals. It checks whether the confidence intervals of none of the uncertain objectives in two
candidate solutions are overlapping. In this case, it can be easily determined if one solution
dominates the other or if the solutions are incomparable. However, if the confidence intervals
overlap for at least one objective, it performs an iterative reduction of confidence intervals
by re-evaluating the corresponding objective functions. This process is continued until the
intervals are no longer overlapping or no further reduction is possible. In the latter case, the
overlapping intervals are simply compared with respect to their mean values. The work in [9]
proposes to compare instances of each uncertain objective in a three-stage algorithm. To
compare two instances of an uncertain objective, this algorithm first checks if the worst-case
of one is better than the best-case of the other. If no preference can be found, it prefers the
objective value which is significantly better with respect to the mean values. If the mean val-
ues are not sufficiently different, the algorithm checks if one objective value has a noticeably
smaller deviation. Two objective values that cannot be differentiated by any of these three
comparisons are considered equal. The comparison operators in [9] and [20] enable comparing arbitrarily distributed uncertain objectives. Moreover, the optimization algorithms
employing these operators compare instances of each objective individually, which implicitly takes possible statistical dependencies among objectives into consideration. Nonetheless,
these techniques depend on estimated statistical properties and do not reflect the probability
that one candidate solution (or objective value) dominates the other.

A different approach is proposed in [21] which proposes to first solve the optimization
problem without the consideration of uncertainty using the multi-objective evolutionary
algorithm presented in [13]. It performs the decomposition proposed in [22] to partition
the objective space and represent each sub-space by a weighted sum of objectives. Then, it
maps each solution to a weighted sum such that the distance between each solution and its
corresponding weighted sum is minimized. To deal with uncertainty, it iteratively evaluates
the optimal solution of each weighted sum and derives the mean and worst-case objective
values. In the end, it removes the non-optimal solutions that are dominated by this worst-case objective value and looks for robust solutions in the neighborhood of the optimal solution of each weighted sum. Although this technique helps identifying the robust regions [23] in the search space, it lacks efficiency and treats uncertainty as worst-case objective values.

To overcome the aforementioned limitations of existing uncertainty-aware optimization techniques, a histogram-based comparison operator has been proposed in [10]. It first partitions the probability distribution of uncertain objectives into intervals of identical width. Then, considering a uniform distribution within each interval, it calculates the probability that an instance of an uncertain objective is greater or smaller than another instance of the same objective, and enables to differentiate the two solutions with respect to this uncertain objective. Similar to the techniques in [9] and [20], it is capable of handling problems with statistically dependent uncertain objectives because it compares instances of each objective separately. However, at a reasonable performance overhead, it allows for considering the entire probability distribution rather than a certain number of statistics.

In this paper, we propose an extension to the approach in [10], aiming at improving its comparison accuracy and execution time. To represent the probability distribution of an uncertain objective, it uses a CDF rather than a histogram. Given a set of samples obtained from iterative evaluation of an uncertain objective, it constructs the CDF of the corresponding uncertain objective value by sorting the samples. For a given value of the distribution, its cumulative probability equals the proportion of samples smaller than this value to the total number of samples. We then introduce a fast algorithm to compare CDFs of two instances of an uncertain objective in order to calculate the probability that one is greater than the other. Moreover, we propose an approximate representation of CDFs which helps to significantly reduce the time complexity of this algorithm.

3 Proposed Robust Multi-Objective Optimization

A multi-objective optimization problem includes a vector of \( n \) decision variables \( x = (x_1, x_2, \ldots, x_n) \) and a vector of \( m \) objective functions \( f(x) = (f_1(x), f_2(x), \ldots, f_m(x)) \). The former describes a feasible solution in the constrained search space of the problem, and the latter evaluates this solution with respect to different objectives, i.e., quality metrics, that are to be maximized or minimized. Finding a solution that is optimal in all objectives is often impossible due to the conflict between different objectives. Therefore, multi-objective optimization algorithms typically search for a set of non-dominated solutions that offer decent tradeoffs for the conflicting objectives. A solution \( A \) dominates another solution \( B \), i.e., \( A \succ B \), if and only if \( A \) is as good as \( B \) for all objectives and there is at least one objective for which \( A \) is better than \( B \). In a maximization problem, a multi-objective dominance criterion can be defined as follows:

\[
A \succ B \iff \forall i \leq m \quad f_i(A) \geq f_i(B) \land \exists j \leq m \quad f_j(A) > f_j(B) \quad (1)
\]

where \( \land \) denotes the logical AND operation. In the presence of uncertainty, the standard comparison operators cannot properly distinguish objective values. Therefore, they should be
substituted by operators that incorporate the existing uncertainty into the comparison. This
section investigates various comparison operators that are based on probabilistic dominance
between instances of uncertain objectives, with a special focus on two novel operators.

Probabilistic dominance is originally defined to describe the probability that a solution \( A \) dominates another solution \( B \), see \([3]\) and \([4]\). This probability is calculated as the product of all probabilities that an objective from \( A \) is more favorable than the same objective from \( B \). For a maximization problem, this probability can be calculated as follows:

\[
\Pr(A \succ B) = \prod_{i=1}^{m} \Pr(f_i(A) > f_i(B)).
\]

A threshold value can be used to determine if the resulting probability is significant enough to assume \( A \) dominates \( B \). The main limitation of this approach is that Equation (2) can only be applied if all \( m \) objective functions are statistically independent, which is most often not true because objective functions usually have common decision variables in their inputs. To overcome this limitation, we proposed in \([10]\) to calculate the probability of each objective \( f_i \) separately, to distinguish \( f_i(A) \) and \( f_i(B) \) using a threshold value, and then to determine dominance between \( A \) and \( B \) according to Equation (1).

For arbitrary distributions of \( f(A) \) and \( f(B) \), as closed-form PDFs or sample data, the probability that \( f(A) \) is greater than \( f(B) \) can be calculated as follows (see also \([24]\)):

\[
\Pr(f(A) > f(B)) = \int_{\underline{f(A)}}^{\bar{f(A)}} \Pr(f(A) = a) \Pr(f(B) < a) da.\]

where \( \underline{f(A)} \) and \( \bar{f(A)} \) denote the lower and upper bounds on \( f(A) \), respectively. While \( \Pr(f(A) = a) \) is obtained from the PDF of \( f(A) \), the second probability \( \Pr(f(B) < a) \) can be calculated as follows:

\[
\Pr(f(B) < a) = \int_{\underline{f(B)}}^{a} \Pr(f(B) = b) db.\]

Figure 1 shows an example of PDFs for \( f(A) \) and \( f(B) \). The filled area under the curve of \( f(B) \) in this figure amounts to the probability \( \Pr(f(B) < a) \) for a given value of \( a \). The exact calculation of these integrals is tedious if the PDFs of \( f(A) \) and \( f(B) \) are not available or if they do not follow instances of Uniform and Gaussian distributions. The following subsections first describe various approaches for the estimation of \( \Pr(f(A) > f(B)) \) as well as other robust comparison operators. Then, these are evaluated with respect to estimation error and execution time.

### 3.1 Robust Comparison Operators

This subsection describes various comparison operators reviewed in Section 2 along with two novel approaches to enable distinguishing instances of an uncertain objective. These

---

1Since the approach is applied to each objective function \( f_i(\cdot) \) separately, from here on this notation is simply written as \( f(\cdot) \).
operators require the distribution of uncertain objective values \( f(A) \) and \( f(B) \) given as PDFs or sample data. If the PDFs are known, different statistics of the distributions can be obtained, including the expected values (\( E[f(\cdot)] \)), variances (\( Var[f(\cdot)] \)), standard deviations (\( \sigma[f(\cdot)] \)), \( p \)-th quantiles (\( q^f_p(\cdot) \)) and values of the CDFs (\( F_f(\cdot)(a) = \Pr(f(\cdot) \leq a) \)). If the PDF of an uncertain objective value is not available, it can be represented by a population of samples where each sample is an outcome of evaluating the corresponding objective function. Given a sequence \( S \) of \( N \) independent samples \( (s_1, s_2, \ldots, s_N) \), the sample mean and the (unbiased) sample variance and standard deviation can be estimated as follows:

\[
\hat{E}[S] = \frac{1}{N} \sum_{i=1}^{N} s_i , \tag{5}
\]

\[
\hat{Var}[S] = \frac{1}{N - 1} \sum_{i=1}^{N} (s_i - \hat{E}[S])^2 , \tag{6}
\]

\[
\hat{\sigma}[S] = \sqrt{\hat{Var}[S]} . \tag{7}
\]

Also, the \( p \)-th quantile of a population can be calculated by the inverse empirical distribution function that traverses the population in the ascending order of samples and returns the very first sample after the \( p \cdot N \) smallest samples. More details on the aforementioned statistics can be found in [25].

3.1.1 Pairwise Comparison (\( C_{pw} \))

The most straightforward approach to estimate the probability \( \Pr(f(A) > f(B)) \) is to generate \( N \) samples \( (a_1, a_2, \ldots, a_N) \) from the distribution of \( f(A) \) and \( (b_1, b_2, \ldots, b_N) \) according
to the distribution of $f(B)$, and to calculate the proportion of pairs $(a_i, b_i)$ where $a_i > b_i$:

$$\Pr \left( f(A) > f(B) \right) \approx \frac{1}{N} \left| \{i \mid a_i > b_i\} \right| .$$  (8)

The absolute approximation error of this comparison operator can be determined as follows:

$$e_{pw} = \left| \Pr \left( f(A) > f(B) \right) - \frac{1}{N} \left| \{i \mid a_i > b_i\} \right| \right| .$$  (9)

The probability that this error is larger than a constant tolerance $0 < \delta < 1$ tends exponentially to zero for large values of $N$ according to Chernoff bounds:

$$\Pr \left( e_{pw} > \delta \right) \leq e^{-c \delta^2 N},$$  (10)

where $c$ is a positive constant.

The time complexity of the comparison is of the order $O(N)$. Note that if the evaluation of objective functions is time-consuming, it is better to maintain a population of samples for each objective of each candidate solution throughout the optimization. Otherwise, new samples can be generated whenever a comparison takes place.

### 3.1.2 Uniform Approximation ($C_{uni}$) [3]

Another approach to estimate $\Pr \left( f(A) > f(B) \right)$ is based on the assumption that $f(A)$ and $f(B)$ can be approximated by uniform distributions $U(\overline{f(A)}, \overline{f(A)})$ and $U(\overline{f(B)}, \overline{f(B)})$, respectively. This approach is denoted by $C_{uni}^1$. Assuming uniform distributions, $\Pr \left( f(A) > f(B) \right)$ can be calculated as follows according to the law of total probability $^2$:

$$\Pr \left( f(A) > f(B) \right) = \Pr \left( f(A) > f(B) \cap f(A) \leq \overline{f(B)} \right) + \Pr \left( f(A) > \overline{f(B)} \right),$$  (11)

where

$$\Pr \left( f(A) > f(B) \cap f(A) \leq \overline{f(B)} \right) = \frac{\left( \max\{f(A), f(B)\} \right)^2 - \left( \min\{\overline{f(A)}, \overline{f(B)}\} \right)^2}{2 \left( \overline{f(A)} - f(A) \right) \left( \overline{f(B)} - f(B) \right)}$$

$$+ \frac{\left( \max\{f(A), f(B)\} - \min\{\overline{f(A)}, \overline{f(B)}\} \right) \overline{f(B)}}{\left( \overline{f(A)} - f(A) \right) \left( \overline{f(B)} - f(B) \right)},$$  (12)

and

$$\Pr \left( f(A) > \overline{f(B)} \right) = \frac{\overline{f(B)} - \min\{\overline{f(A)}, \overline{f(B)}\}}{\overline{f(A)} - f(A)}. $$  (13)

$^2$For cases $\overline{f(A)} \leq \overline{f(B)}$ and $\overline{f(B)} \leq \overline{f(A)}$ there is no need for applying Equation (11) as the probability $\Pr \left( f(A) > f(B) \right)$ amounts to 0 and 1, respectively.
This comparison operator requires the distribution of an uncertain objective value to have finite bounds. Alternatively, these lower and upper bounds can be calculated as $E[f(\cdot)] - \sqrt{3 \text{Var}[f(\cdot)]}$ and $E[f(\cdot)] + \sqrt{3 \text{Var}[f(\cdot)]}$, respectively, as the variance of a uniformly distributed random variable $f(\cdot) \sim U(f(\cdot), f(\cdot))$ equals $(f(\cdot) - f(\cdot))^2 / 12$. This approach is denoted as $C^2_{\text{uni}}$. Note that treating an arbitrary distribution as a uniform distribution can impose a significant estimation error in the calculation of $\Pr(f(A) > f(B))$, but if the distributions are actually uniform then both versions accurately represent the given distributions. If the lower and upper bounds or alternatively the expectation and variance have to be derived from a population of samples, the time needed for sample generation, i.e., objective function evaluation, which has the order $O(N)$ can increase the execution time substantially. Otherwise, the execution time is solely spent for performing the comparison which is of order $O(1)$.

### 3.1.3 Gaussian Approximation ($C_{\text{gauss}}$) [4]

This approach assumes that the uncertain objective values $f(A)$ and $f(B)$ follow instances of Gaussian distributions, denoted as $\mathcal{N}(E[f(A)], \text{Var}[f(A)])$ and $\mathcal{N}(E[f(B)], \text{Var}[f(B)])$, respectively. Thus, the probability of $f(A)$ being greater than $f(B)$ can be estimated as follows:

$$\Pr(f(A) > f(B)) = \Pr(f(B) - f(A) < 0) = \frac{1}{2} \left(1 + \text{erf} \left( \frac{E[f(A)] - E[f(B)]}{\sqrt{2(\text{Var}[f(A)] + \text{Var}[f(B)])}} \right) \right).$$

(14)

Here, $(f(B) - f(A)) \sim \mathcal{N}(E[f(A)] - E[f(B)], \text{Var}[f(A)] + \text{Var}[f(B)])$, and erf is the error function

$$\text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_0^x e^{-t^2} dt.$$  

(15)

Different approximations of the error function can be used in this comparison operator. Some useful and fast approximations can be found in [26].

If the distribution of an uncertain objective value is not available, its expected value and variance can be derived by generating a population of samples and applying the respective estimators to this population. This increases the time complexity from $O(1)$ to $O(N)$. Note that this comparison operator may be subject to a noticeable approximation error since the actual distributions might be non-Gaussian.

### 3.1.4 Histogram Approximation ($C_{\text{hist}}$) [10]

This approach is based on representing uncertain objective values using histogram-based distributions. Such a distribution partitions the actual PDF into intervals and considers a uniform distribution within each interval. A column is considered in each interval such that the area covered by the column equals the probability of the actual distribution within the
corresponding interval. Given a uniform distribution within each interval, histogram-based distributions are linear combinations — or more precisely affine combinations — of uniform distributions. Therefore, \( \Pr (f(A) > f(B)) \) can be calculated by an affine combination of Equation (11). To reduce computational overhead, we proposed in [10] to use histograms with a fixed interval width \( \omega \). Also, the columns are aligned to the intervals \( I_{\omega,k} := [k \cdot \omega, (k+1) \cdot \omega[ \) for any integer \( k \) such that the columns of different histograms either perfectly overlap or are disjoint.

Given histogram-based distributions of uncertain objective values \( f(A) \) and \( f(B) \),

\[
\Pr (f(A) > f(B)) = \sum_{k} \left( \frac{1}{2} \Pr (f(A) \in I_{\omega,k}) \cdot \Pr (f(B) \in I_{\omega,k}) + \Pr (f(A) \in I_{\omega,k}) \cdot \Pr (f(B) < k \cdot \omega) \right),
\]

where

\[ \left\lfloor \frac{f(A)}{\omega} \right\rfloor \leq k \leq \left\lceil \frac{f(A)}{\omega} \right\rceil. \]

The values for \( \Pr (f(\cdot) \in I_{\omega,k}) \) can be accurately evaluated if the actual PDF is available or they can be estimated as the proportion of samples that lie within \( I_{\omega,k} \). Therefore, a histogram-based distribution can be constructed by calculating \( \left\lfloor \frac{f(\cdot)}{\omega} \right\rfloor \) for each interval, or by generating \( N \) samples and calculating this proportion for each interval. Note that the number of intervals can be different when sampling is used, especially for small values of \( N \), because not all potential intervals might be filled with one or more samples.

The probabilities \( \Pr (f(\cdot) \in I_{\omega,k}) \) and \( \Pr (f(\cdot) < \omega \cdot k) \) can be pre-calculated without increasing the time complexity of histogram preparation. The calculation of \( \Pr (f(A) > f(B)) \) according to the Equation (16) has then a time complexity of \( \mathcal{O}\left(\left\lceil (f(A) - f(A))/\omega \right\rceil\right) \).

The error of calculating this probability can be bounded by the sum

\[
\frac{1}{2} \cdot \sum_{k} \Pr (f(A) \in I_{\omega,k}) \cdot \Pr (f(B) \in I_{\omega,k}) ,
\]

where \( k \) ranges according to Equation (17). This error is due to the loss of information on the exact distribution within the intervals. Note that if a column from the histogram of \( f(A) \) perfectly overlaps with a column from the histogram of \( f(B) \), then the values in each of the columns are assumed to be greater than the values from the other column half the time — resulting in a probability of 0.5. While depending on the distribution of uncertain objective values within the shared interval, one distribution can always offer greater values which yields a probability of 1. This can be the case especially when \( \omega \) is sufficiently large. Furthermore, if the probabilities in Equation (16) are estimated by samples, the comparison is subject to an additional error that is due to the difference between the proportion of samples within an interval and the actual probability to have a value within that interval. The probability
that this additional error is equal to or greater than $\delta$ is bounded by $e^{-c\delta^2 \cdot N}$ for large values of $N$ and $0 < \delta < 1$, where $c$ is a positive constant and $N$ is the number of used samples. This result can be obtained by application of the Dvoretzky-Kiefer-Wolfowitz inequality comparing the CDFs of the two histograms constructed according to the actual distribution and through sampling.

The execution time and accuracy of this approach significantly depend on the chosen value of $\omega$ such that shrinking $\omega$ reduces the approximation error but increases $\left\lceil \frac{(f(A) - f(A))}{\omega} \right\rceil$ which in turn prolongs the comparison, while expanding $\omega$ speeds up the comparison at the cost of increased approximation error. In most cases, a rough idea on how the objective values are distributed can be established, and thus, a good choice for $\omega$ can be made, at least after some prior experiments.

### 3.1.5 Proposed Empirical Distribution-based Approach ($C_{\text{emp}}$)

The distribution of uncertain objective values often cannot be fitted to a closed-form PDF, and therefore, must be represented by a population of samples. To achieve a good tradeoff between the accuracy and execution time of the comparison, we propose here an approach that is based on the empirical distribution of uncertain objective values. Given the population of samples $S = (s_1, s_2, \ldots, s_N)$, a random variable $X$ which is distributed according to the corresponding empirical distribution has a CDF

$$F_X(y) = \Pr(X \leq y) = \frac{1}{N} \left| \{ i \mid s_i \leq y \} \right| ,$$

(19)

which amounts to the proportion of samples being smaller than or equal to $y$.

Let $f(A)$ and $f(B)$ follow two empirical distributions that are specified by populations of samples $(a_1, a_2, \ldots, a_N)$ and $(b_1, b_2, \ldots, b_M)$, respectively. A naive approach to compare these uncertain objective values would then be

$$\Pr(f(A) > f(B)) = \frac{\left| \{(i, j) \mid a_i > b_j \} \right|}{N \cdot M} .$$

(20)

Unlike the pairwise comparison $C_{\text{pw}}$, each sample in the first population is not only compared to the corresponding sample but also to all other samples in the second population. The desired probability is then estimated as the proportion of pairs wherein the sample from the first population is greater than the sample from the second population.

The time complexity of this approach is of order $O(N \cdot M)$, or $O(N^2)$ if $M = N$, which is usually the case. To reduce this complexity, we propose to first sort each population of samples in ascending order and then to apply the function shown in Algorithm 1. This function receives sorted lists $(a_1, \ldots, a_N)$ and $(b_1, \ldots, b_M)$ that respectively represent the uncertain objective values $f(A)$ and $f(B)$, and returns the probability $\Pr(f(A) > f(B))$. It uses two indices $i$ and $j$ to traverse these lists in ascending order. It stores the proportion of pairs wherein the sample $a_i$ is greater than the sample $b_j$ in a variable named `num_pairs`. For each $a_i$, it adds $j - 1$ to `num_pairs` when $b_j$ is the first element in its list that is not smaller than $a_i$. Since each list is traversed only once, the comparison is performed in linear time.
Algorithm 1: Comparing sorted lists of samples

**Input:** Sorted lists \((a_1, \ldots, a_N)\) and \((b_1, \ldots, b_M)\)

1. \(j := 1;\)
2. \(num\_pairs := 0;\)
3. for \(i := 1\) to \(N\) do
   4. while \(j < M\) and \(a_i > b_j\) do
      5. \(j := j + 1;\)
      6. \(num\_pairs := num\_pairs + j - 1;\)
4. return \(num\_pairs / (N \cdot M);\)

\(O(N + M),\) or simply \(O(N)\) if \(M = N.\) Also, the condition and the body of the while loop are evaluated at most \(N + M\) and \(M\) times, respectively. Note that generating and sorting the samples have the time complexities of respectively \(O(N + M)\) and \(O(N \log N + M \log M).\)

If the PDFs of \(f(A)\) and \(f(B)\) are available, the proposed approach can be extended to derive \(N\) quantiles that partition the actual distribution into intervals of equal probabilities. This enables to construct empirical distributions that achieve better approximations of the actual distributions. Figure 2 shows the exact CDFs of the distributions shown in Figure 1 as well as approximations of these CDFs using 10 quantiles. Using the quantiles such that \(a_i = q_{2i-1}/N,\) the difference between the CDFs of the empirical and the actual distributions are restricted to \(1/2N.\) Considering this difference for both \(f(A)\) and \(f(B)\) results in a maximum estimation error of \(1/N\) for the calculation of \(\Pr(f(A) > f(B)).\) Let \(X_A\) and \(X_B\) be random variables distributed according to the empirical distributions of \(f(A)\) and \(f(B),\) respectively. Then

\[
\Pr(f(A) > f(B)) = \int_{f(A)}^{f(A)} \Pr(f(A) = a) \Pr(f(B) < a)\, da \\
= \int_{f(A)}^{f(A)} \Pr(f(A) = a) (\Pr(X_B < a) + \varepsilon(a))\, da \\
= \varepsilon + \int_{f(A)}^{f(A)} \Pr(f(A) = a) \Pr(X_B < a)\, da \\
= \varepsilon + \int_{f(B)}^{f(B)} \Pr(f(A) \geq b) \Pr(X_B = b)\, db \\
= \varepsilon + \int_{f(B)}^{f(B)} (\Pr(X_A \geq b) + \varepsilon'(b)) \Pr(X_B = b)\, db \\
= \varepsilon + \varepsilon' + \int_{f(B)}^{f(B)} \Pr(X_A \geq b) \Pr(X_B = b)\, db \\
= \varepsilon + \varepsilon' + \Pr(X_A > X_B), \tag{21}
\]
Figure 2: Exact and approximated CDFs for the distributions shown in Figure 1, the approximation uses 10 quantiles.

where \( \epsilon(x), \epsilon', \epsilon'' \in [-1/(2N), 1/(2N)] \) for all \( x \in [\min\{f(A), f(B)\}, \max\{\overline{f(A)}, \overline{f(B)}\}] \).

Note that the quantiles are already sorted in the ascending order, and the time needed for deriving \( N \) quantiles is of order \( O(N) \).

Similar to the pairwise comparison \( C_{pw} \), the error of the empirical distribution can be bounded. Let \( X \) be a random variable that follows the empirical distribution of \( f(\cdot) \) produced from a population of \( N \) samples. Then, according to the Dvoretzky-Kiefer-Wolfowitz inequality \[27\]

\[
\Pr \left( \sup_{x \in \mathbb{R}} \left| F_{f(\cdot)} (x) - F_X (x) \right| > \delta \right) \leq e^{-c \cdot \delta^2 \cdot N}
\]

for large values of \( N \) and \( 0 < \delta < 1 \), where \( c \) is a positive constant. The constants used here are worse than those used for \( C_{pw} \) as the result for the pairwise comparison of random variables \( f(A) \) and \( f(B) \) can be seen as the value of the CDF of their difference at the point zero \( F_{f(B)-f(A)} (0) \). Here, instead, the maximal error among all input values is bounded. The actual error of estimating \( \Pr (f(A) > f(B)) \) is then bounded by the sum of the two errors introduced by the empirical distributions of \( f(A) \) and \( f(B) \). Nevertheless, the experiments in Section 3.2 imply that this estimation is much more accurate.

3.1.6 Proposed Reduced Empirical Distribution-based Approach (\( C_{reduce} \))

The proposed empirical distribution-based comparison operator can be further improved for the case where the PDFs of the uncertain objective values are unknown and can only be approximated through sampling. This approach is similar to the histogram approximation (\( C_{hist}^{\omega} \)) with the exception that the partitioning is performed evenly in the probability domain instead of the domain of the objective values. It is used only if at least one of the uncertain objective values is given as a population of samples rather than a PDF. Otherwise, we use quantiles as described for the empirical distribution (\( C_{emp} \)) to provide a better
If we have a sorted list of samples \((s_1, \ldots, s_N)\), then we will use only \(N' = \Theta(\sqrt{N})\) data points \((y_1, \ldots, y_{N'})\), where \(y_i = s_{\lceil (i-1/2) \cdot N/N' \rceil}\) to produce the empirical distribution. In our experiments, we will use exactly \(\lceil \sqrt{N} \rceil\) data points. One could use pivot-based sorting algorithms like quicksort for sorting the samples \((s_1, \ldots, s_N)\) and stop sorting if none of the needed indices are available in an interval which has to be sorted currently, but as this does not change the (expected) complexity of \(O(N \log N)\) for sorting, we do not elaborate on this improvement. Therefore, for initialization, we still have the same complexity as for \(C_{\text{emp}}\) with \(N\) sample generations plus \(O(N \log N)\) for sorting. The comparison of two uncertain objective values is then much faster. Let \((a_1, \ldots, a_{N'})\), \((b_1, \ldots, b_{M'})\) be the reduced list of sorted samples from uncertain objective values \(f(A)\) and \(f(B)\), where \(N' = \Theta(\sqrt{N})\) and \(M' = \Theta(\sqrt{M})\), then we can use again Algorithm 1 to obtain the complexity \(O(\sqrt{N} + \sqrt{M})\).

The error caused by approximation with an empirical distribution using only \(\sqrt{N}\) samples is then automatically in \(O(1/\sqrt{N})\) which can be obtained by an equation analogous to Equation (21). Now we analyze the situation when we pick a specific position \(z\) and query the probability of a random variable \(X\) to be less than \(z\). Let \(p\) be the actual probability. For \(N\) samples the relative number of samples less than \(z\) is exactly the value of the empirical distribution at \(z\). This value multiplied by \(N\) has a binomial distribution with parameter \(p\) and its variance scales with \(N\). Consequently the variance of the empirical distribution evaluated on any position scales with \(1/N\) and the standard deviation scales with \(1/\sqrt{N}\). Therefore, the order of the error does not change if the number of data points is reduced to only the square root of the number of evaluated samples as suggested.

Table 1 summarizes the analyzed time complexities of the initialization, i.e., approximating distributions, and comparison for all comparison operators investigated in this section. It also reports if the result of the respective comparison operator converges to the exact probability \(Pr(f(A) > f(B))\). Note that the initialization is applicable only if the actual PDF of at least one objective function is not available. Also, in the case of the proposed empirical distribution-based approach \((C_{\text{emp}})\), \(N\) denotes either the number of quantiles or the number of samples, depending on whether the actual PDFs are available or not.

In the following, we evaluate the investigated comparison operators in terms of approximation error and execution time. For the evaluation, five scenarios of two random variables \((X_1, X_2)\) with different distributions are selected, see the left column of Figure 3. These scenarios combine instances of various distributions including uniform \(\mathcal{U}(X, \overline{X})\), Gaussian \(\mathcal{N}([E[X], Var[X]])\) and beta \(B(\alpha, \beta)\) distributions. The first four scenarios are adopted from [10]. These scenarios vary in their statistical properties and pose different challenges to the comparison operators.

### 3.2 Approximation Error Analysis of Comparison Operators

The right part of Figure 3 displays the quality of different comparison operators for each scenario. For each scenario and each comparison operator one can see the development of the absolute error - absolute difference of the evaluated value and the correct value - while
of samples. The comparison operators for each scenario and for different numbers $N$ of samples. The comparison operators in the legend are ranked according to their absolute error bound with the maximal number of samples $N = 10^6$.

Figure 3: Left: Five scenarios of two random variables with different distributions introduced for evaluating different comparison operators. Right: The absolute error of comparison operators for each scenario and for different numbers $N$ of samples. The comparison operators in the legend are ranked according to their absolute error bound with the maximal number of samples $N = 10^6$. 
Table 1: Time complexity for initialization and comparison of the investigated comparison operators, and the information whether their approximation error tends to zero if the number of samples $N$ is increased.

| Operator | Initialization | Comparison | Error Tends to Zero |
|----------|----------------|------------|---------------------|
| $C_{pw}$ | —              | $O(N)$     | ✓                   |
| $C_{uni}^{1/2}$ | $O(N)$     | $O(1)$     | ✗                   |
| $C_{gauss}$ | $O(N)$   | $O(1)$     | ✗                   |
| $C_{hist}^\omega$ | $O(N + \left\lceil \frac{f(G) - f(\cdot)}{\omega} \right\rceil)$ | $O(\left\lceil \frac{f(G) - f(\cdot)}{\omega} \right\rceil)$ | ✗ |
| $C_{emp}$ | $O(N \log N)$ | $O(N)$ | ✓                   |
| $C_{reduce}$ | $O(N \log N)$ | $O(\sqrt{N})$ | ✓ |

The number of samples is increased. To be more precise the presented graphs represent an error bound such that 99% of comparisons by the respective comparison operator comply with that error bound. This limitation is necessary because even with large numbers of samples all samples of one random variable can be smaller than all samples of the other random variable even if the first random variable dominates the second random variable with probability greater than 50%. In such cases all comparison operators will fail badly but fortunately, such an event will most likely not happen. To obtain additional information we also provide in Table 2 the differences between the actual dominance values and the evaluated dominance values by each comparison operator if infinitely many samples would have been used. $C_{pw}$, $C_{emp}$ and $C_{reduce}$ are omitted as they always converge to the actual dominance values.

These results visualize that the comparison operators which assume uniform or Gaussian distributions ($C_{gauss}$, $C_{uni}$) outperform other comparison operators if the random variables actually follow instances of the assumed distribution but they can also have quite large errors if this is not the case.

Also the histogram based comparison operator ($C_{hist}^\omega$) has this problem as it assumes piecewise constant densities. Also if the positions where densities of the histogram can change do not match the positions where the actual distributions change, a significant error can be received. This is most explicitly tracked in the last scenario. But if the width $\omega$ of the columns in the histograms is suitably chosen then it leads to similar results as for the proposed comparison operators based on empirical distributions.

The remaining comparison operators ($C_{pw}$, $C_{emp}$ and $C_{reduce}$) finally converge to the actual dominance value if the number of samples is increased. The comparison operator using empirical distributions ($C_{emp}$) and its reduced version ($C_{reduce}$) converge in all cases faster than the pairwise comparison ($C_{pw}$). For larger sample sizes, there is almost no difference between $C_{emp}$ and $C_{reduce}$. Only for very small sample sizes $C_{reduce}$ has a larger error due to too few data points in the reduced empirical distribution. Also for $C_{pw}$, the
Table 2: For the scenarios in Figure 3 the actual values \( \Pr(X_1 > X_2) \) and the values calculated by each comparison operator are reported. Additionally, the respective difference to the actual values if the number of samples tends to infinity is shown.

|          | 1    | 2    | 3    | 4    | 5    |
|----------|------|------|------|------|------|
| \( \Pr(X_1 > X_2) \) | 0.7978 | 0.6000 | 0.6092 | 0.5923 | 0.9727 |
| \( C_{uni}^1 \)    | 0.5000 | 0.6000 | 0.5000 | 0.5000 | 0.9727 |
|               | −0.2978 | ±0.0000 | −0.1092 | −0.0923 | ±0.0000 |
| \( C_{uni}^2 \)    | 0.7700 | 0.6000 | 0.5962 | 0.6461 | 0.9727 |
|               | −0.0278 | ±0.0000 | −0.0130 | +0.0538 | ±0.0000 |
| \( C_{gauss} \)    | 0.8042 | 0.6261 | 0.6092 | 0.6922 | 0.9669 |
|               | +0.0064 | +0.0261 | ±0.0000 | +0.0999 | −0.0058 |
| \( C_{hist}^{0.1} \) | 0.7902 | 0.6000 | 0.6040 | 0.5936 | 0.8000 |
|               | −0.0076 | ±0.0000 | −0.0052 | +0.0013 | −0.1727 |
| \( C_{hist}^{0.05} \) | 0.7959 | 0.6000 | 0.6079 | 0.5926 | 0.8721 |
|               | −0.0019 | ±0.0000 | −0.0013 | +0.0003 | −0.1006 |
| \( C_{hist}^{0.01} \) | 0.7977 | 0.6000 | 0.6092 | 0.5923 | 0.9683 |
|               | −0.0001 | ±0.0000 | −0.0005 | +0.00001 | −0.0044 |

Variance is quite large if the sample size is small. Here the presented experiments confirm the advantages and disadvantages predicted by theoretical evaluation in the previous section.

3.3 Execution Time Analysis of Comparison Operators

In addition to the comparison operators presented in Section 3.1, there exist other comparison operators which leave out the detour via probabilistic dominance. These comparison operators do not calculate the dominance value and evaluate the preference of an uncertain objective value in comparison to another by different characteristics. Two well established comparison operators of that kind are the mean-based approach \([8]\) and the three-stage comparison operator \([9]\) which are briefly introduced in the following:

3.3.1 Mean-based Comparison Operator \( (C_{Mean}) \) \([8]\)

This comparison operator simply decides whether \( f(A) \) or \( f(B) \) is better by comparing their mean values. The initialization takes linear time as the mean has to be estimated according to Equation \([5]\) and the comparison takes only constant time.
Figure 4: For each comparison operator, we display the execution times of the initialization of one object for comparison (once for each object) and the execution times of the comparison of two already initialized objects in $\mu s$ for 10, 100 and 1 000 samples per object (Programming language: Java, executed on an Intel i7-4790 with an Ubuntu operating system).

3.3.2 Three-Stage Comparison Operator ($C_{ThreeStage}$) [9]

This comparison operator performs the comparison in three stages. In the first stage, it checks whether the domains, i.e., the interval between the lower and upper bound, of the two uncertain objective values overlap. If not, then the value in the better region is decided to be better. If the domains do overlap, the next stages apply. In the second stage, it checks whether the mean of one uncertain objective value is significantly better than that of the other value. If this is true, then the means determine whether $f(A)$ or $f(B)$ is better. Otherwise the third stage is applied where the uncertain objective values are compared with respect to their 95% quantile interval, i.e., the interval between the 0.025-th and 0.975-th quantile points. By comparison of quantiles it is checked whether $f(A)$ or $f(B)$ shows a considerably smaller deviation and delivers a more robust objective value. If the lengths of these quantile intervals are very similar, it is decided that $f(A)$ and $f(B)$ are equally good. To prepare quantiles we have the complexity $O(N \log N)$ for sorting $N$ samples during initialization time of each object. The comparison is then evaluated in constant time.

Now we relate these two comparison operators with the six probabilistic dominance-
Based comparison operators introduced in Section 3.1. For this purpose, we interpret the dominance values calculated by a comparison operator from Section 3.1 to obtain the answer for two solutions \( A \) and \( B \) whether \( f(A) \) is greater/smaller than or as good as \( f(B) \). To accomplish this for two uncertain objective values \( f(A) \) and \( f(B) \), we can define a threshold \( \gamma \geq 0.5 \) to determine whether the probability that \( f(A) \) is greater/smaller than \( f(B) \) is significant enough to reach a conclusion. For example, in case of a maximization problem we say that \( f(A) \) is better than \( f(B) \) if \( \Pr (f(A) > f(B)) > \gamma \), \( f(B) \) is better than \( f(A) \) if \( \Pr (f(B) > f(A)) > \gamma \) and otherwise they are equally good, see [10]. This probabilistic dominance criterion can incorporate any of the previously introduced comparison operators in Section 3.1 to enable treating uncertainty in multi-objective optimization.

All the previously introduced comparison operators (the six comparison operators introduced in Section 3.1 and the two well established comparison operators introduced in this section) have been implemented in Java and experimented on an Intel i7-4790 with an Ubuntu operating system. The average execution times for the initialization and comparison of each comparison operator for the scenarios in Figure 3 are visualized in Figure 4. The measured results comply with the presented complexities. The only surprise might be that \( C_{\text{gauss}} \) has such a slow comparison time which is mainly spent for the approximation of the error function in Equation (15).

4 Uncertain Multi-Objective Optimization Benchmark

This section presents a number of uncertain multi-objective optimization problems to evaluate the proposed comparison operator alongside the state-of-the-art approaches. These problems aim to incorporate various uncertainties in six multi-objective optimization problems of the DTLZ benchmark suite [11]. Each of these problems is specified by a vector of \( m \) objective functions \((f_1, f_2, \ldots, f_m)\), that receive a vector of \( n \) shared decision variables \( x = (x_1, x_2, \ldots, x_n) \) where \( \forall i \in \{1, 2, \ldots, n\} : 0 \leq x_i \leq 1 \).

Table 3 shows the proposed uncertain DTLZ (UDTLZ) problems. The considered uncertainties include perturbation in decision variables as well as noise and approximation error in objective functions.

The UDTLZ1 problem adds uncertainties specified by instances of Beta distribution \( B \) with different shape parameters onto the decision variables of the DTLZ1 problem. The beta distribution generates samples \( u \) in the interval \([0, 1]\) which are scaled to \([0, 0.001]\) and added to the expected values \( x_i \). The resulting value \( x_i \) is then bounded to 1 which is the upper bound of \( x_i \). Similarly, UDTLZ6 incorporates perturbations following instances of Gaussian distribution \( N \) in the decision variables of DTLZ6. The Gaussian distributions in this problem generate samples around an expected value of 0 with different standard deviations. Since the added variations may be negative or positive, the resulting value is then bounded to \([0, 1]\).

The uncertainty due to time-varying objective functions is not considered in the proposed uncertain problems. However, the proposed comparison operator can deal with any uncertainty that leads to probabilistic representations of objective values.
Table 3: UDTLZ benchmark suite incorporating uncertainty into DTLZ multi-objective optimization problems: $\mathcal{N}$, $\mathcal{B}$ and $\mathcal{U}$ represent Gaussian, Beta and discrete uniform distributions. Shown in **bold** are the proposed modifications.

| problem | objective functions |
|---------|---------------------|
| UDTLZ1 | $f_1(x) = \frac{1}{2}x_1x_2\ldots x_{m-1}(1 + g(x_m, \ldots, x_n))$  
$m \forall i=2 f_i(x) = \frac{1}{2} \prod_{j=1}^{m-i} x_j(1 - x_{m-i+1})(1 + g(x_m, \ldots, x_n))$  
g($x_m, \ldots, x_n$) = $100(n - m + 1) \sum_{i=m}^{n} ((x_i - 0.5)^2 - \cos(20\pi(x_i - 0.5)))$  
where $m \forall i=1 x_i = \min(x_i + 0.001 u_i, 1)$ and $u_i \sim \mathcal{B}(10 + i, 2 + i)$ |
| UDTLZ2 | $f_1(x) = (1 + g(x_m, \ldots, x_n)) \cos(\theta_1) \ldots \cos(\theta_{m-1}) + u_1$  
$m \forall i=2 f_i(x) = (1 + g(x_m, \ldots, x_n)) \prod_{j=1}^{m-i} \cos(\theta_j) \sin(\theta_{m-i+1}) + u_1$  
$\theta_i = \frac{\pi}{2} x_i, g(x_m, \ldots, x_n) = \sum_{i=m}^{n} ((x_i - 0.5)^2)$  
where $\sin(\theta) = \sum_{j=1}^{u_2} (-1)^j \frac{\theta^{2j+1}}{(2j+1)!}, \cos(\theta) = \sum_{j=1}^{u_2} (-1)^j \frac{\theta^{2j}}{(2j)!}$,  
u_1 \sim \mathcal{N}(0, 0.005^2), u_2 \sim \mathcal{U}(3, 12)$ |
| UDTLZ3 | Same as in UDTLZ2 except that  
g($x_m, \ldots, x_n$) = $100(n - m + 1) \sum_{i=m}^{n} ((x_i - 0.5)^2 - \cos(20\pi(x_i - 0.5)))$ and $u_2 \sim \mathcal{U}(12, 19)$ |
| UDTLZ4 | Same as in UDTLZ2 except that $x$ is replaced by $x^{100}$ in $f_i$ functions as suggested in [11] |
| UDTLZ5 | Same as in UDTLZ2 except that  
$m \forall i=2 \theta_i = \frac{\pi}{4} (1 + 2g(x_m, \ldots, x_n)x_i)$  
and $g(x_m, \ldots, x_n) = \sum_{i=m}^{n} x_i^{0.1}$ |
| UDTLZ6 | $m \forall i=1 f_i(x_i) = x_i, f_m(x) = (1 + g(x_m, \ldots, x_n)) \cdot h(f_1(x_1), \ldots, f_{m-1}(x_{m-1}), g(x_m, \ldots, x_n))$  
g($x_m, \ldots, x_n$) = $1 + \frac{9}{n - m + 1} \sum_{i=m}^{n} x_i$  
$h(f_1(x_1), \ldots, f_{m-1}(x_{m-1}), g(x_m, \ldots, x_n))$  
$= m - \sum_{i=1}^{m-1} \left( \frac{f_i(x_i)}{1 + g(x_m, \ldots, x_n)} (1 + \sin(3\pi f_i(x_i))) \right)$  
where $m \forall i=1 x_i = \max(\min(x_i + u, 0), 0)$ and $u \sim \mathcal{N}(0, \frac{10 + i}{1000})$ |
UDTLZ2, UDTLZ3, UDTLZ4 and UDTLZ5 use both function noise and approximation error to add uncertainty to their corresponding DTLZ problems. Function noise $u_1$ describes samples from a Gaussian distribution with an expected value of 0 and a standard deviation of 0.005 across all of these problems. Also, function approximation error is added to this problems by replacing each trigonometric or exponential function with its corresponding Maclaurin series where the number of terms in series follows discrete uniform distributions $\mathcal{U}(3,12)$ for UDTLZ2, UDTLZ4 and UDTLZ5, and $\mathcal{U}(12,19)$ in the case of UDTLZ3.

5 Experimental Setup and Evaluations

This section presents the results of evaluating the proposed reduced empirical distribution-based comparison operator as well as the techniques from [9], [10], and [8] in the context of multi-objective optimization with uncertain objectives. All comparison operators and the proposed UDTLZ benchmark have been integrated into the open-source Opt4J optimization framework [12] and can be paired with different optimization techniques. The following experiments use the well-known Nondominated Sorting Genetic Algorithm II (NSGA-II) [13] to optimize instances of UDTLZ as well as UZDT [10] benchmarks. NSGA-II is configured with a population size of $\lambda = 25$ and performs optimization runs for 400 generations in each case. The UZDT benchmark extends the well-known ZDT benchmark suite [28] and incorporates various uncertainties in the specification of all six bi-objective ZDT problems. Also, the proposed UDTLZ problems are configured with $n = 7$ decision variables and $m = 3$ objective functions.

A sample size $N = 100$ is used for all instances of the UZDT and UDTLZ problems and for all comparison operators. This requires 100 iterative evaluations of each objective function of each candidate solution, and allows a good balance between the comparison accuracy and execution time. The proposed comparison operator uses a maximum of 20 steps in the approximated CDFs, while the histogram-based approach partitions each uncertainty distribution into intervals with a width of $\omega = 0.01$. Both of these comparison operators are evaluated for a comparison threshold $\gamma = 0.7$ as suggested in [10]. Moreover, the three-stage approach is configured to use mean value in the average criterion and the 95% quantile intervals in the spread criterion, as suggested in [9]. Also, the threshold values 0.1 and 0.3 are used for these criteria, respectively.

5.1 Convergence and Diversity

Figure 5 depicts the Pareto front approximations for the UZDT1 and UZDT3 test problems [10] obtained by NSGA-II incorporating the proposed $C_{\text{reduce}}$, the histogram-based $C_{\text{hist}}^{0.01}$ [10], the three-stage $C_{\text{ThreeStage}}$ [9] and the mean-based $C_{\text{Mean}}$ [8] comparison operators. Shown are the reference Pareto front and two approximated fronts achieved after 200 and 400 generations considering only the mean value of the uncertain objectives $f_1$ and $f_2$. To obtain reliable results, each optimization run is repeated 10 times, the results are sorted with respect to the well-known $\epsilon$-dominance criterion [29], and the run which provides the
Figure 5: Pareto front approximations for the UZDT1 and UZDT3 problems obtained after 200 and 400 generations of NSGA-II incorporating different comparison operators. Each case is run for 10 times and the median of the results is plotted. Shown are the mean values of the uncertain objectives $f_1$ and $f_2$. 
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median $\epsilon$-dominance is chosen. The results show that, the first three comparison operators outperform the mean-based approach in most of the cases. However, the proposed comparison operator performs slightly better in converging to the Pareto front, while covering diverse regions in the objective space.

Figure 6 depicts the $\epsilon$-dominance [29] and diversity comparison indicator (DCI) [30] calculated from the mean values of each uncertain objective for various instances of UZDT and UDTLZ problems. Each result is calculated as the median of 10 optimization runs, calculated at each generation of NSGA-II. $\epsilon$-dominance is calculated using the approach in [31] where the value of $\epsilon$ specifies how much the quality of candidate solutions found in an optimization run should be scaled so that these solutions weakly dominate the true Pareto front. If the true Pareto front cannot be accurately described, which is the case for the UZDT and UDTLZ problems, it is replaced by a reference set of solutions. This reference set contains all solutions that turn out to be non-dominated after combining the approximated Pareto fronts of all runs of every optimization technique in the experiments.

To calculate DCI, the objective space is partitioned into $m$-dimensional hypercubes of identical volume. This allows to define a new coordinate system where solutions that lie within the same hypercube are treated as equal. Given the coordinates of two sets of hypercubes that enclose the reference and an approximated Pareto front, the work in [30] first calculates the sum of the Euclidean distances between each hypercube of the approximated front and the nearest hypercube of the reference front. Then it normalizes the result to a scale between 0 and 1 that respectively indicate the minimum and maximum possible degrees of diversity.

Figure 6 shows the development of $\epsilon$-dominance and DCI through the optimization, which indicates that the proposed comparison operator allows for a fast convergence to the Pareto front. The fluctuations in the results are due to the fact that the solutions are evolved with the help of elitism and crowding distance approaches [13] which do not differentiate candidate solutions in similar ways as in the post-optimization algorithms used to calculate $\epsilon$-dominance and DCI. Moreover, while the former approaches employ uncertainty-aware comparison operators which consider various characteristics for the uncertainty distribution of objective values, the latter algorithms always make decisions based on the mean values only. It should be noted that the intensity of these fluctuations also depend on the extent of uncertainty in the objective functions such that for larger uncertainties, objective values of many candidate solutions would overlap. This may affect the dominance relation between these candidate solutions and give rise to possible disagreements among the aforementioned approaches.

5.2 Robustness

In the following, the proposed comparison operator $C_{\text{reduce}}$ is compared with the techniques in [10], [9] and [8] in terms of robustness of the found solutions for the UZDT and UDTLZ problems. The robustness is measured in this paper as the diagonal distance between worst-and best-case objective values such that a solution is said to be more robust if it delivers a smaller value for diagonal distance. Figure 7 shows the results obtained for all evaluated
Figure 6: Resulting $\epsilon$-dominance and DCI for the UZDT1, UZDT3, UDTLZ2 and UDTLZ6 problems. The results are obtained using optimizations that incorporate different comparison operators. For a reliable interpretation of the results, each case is repeated 10 times and at each generation, the median $\epsilon$-dominance and diversity values of all 10 runs are calculated. The results in Figure 7 show that none of the comparison operators performs considerably better in finding robust solutions. This can be justified by the fact that the proposed, the histogram-based and the mean-based comparison operators do not consider the deviation of uncertain objective values as a comparison criterion. The three-stage comparison operator takes this deviation into account in its third stage. However, we have observed that for all tested problems, in at least 94% of cases, objective values can be distinguished in the first two stages, i.e., the deviation criterion is used in less than 4% of all comparisons. Also, in more than 92% of the extended comparisons, the compared uncertain objective values are
considered equal as their deviations are not noticeably different. This indicates that although a deviation criterion is employed, it is not likely to find solutions with significantly smaller uncertainties in their objective values. Note that the diagonal distance does not reflect the accuracy of the comparison operators in distinguishing differently distributed uncertain objective values.

6 Conclusion

Multi-objective optimization problems are often subject to various sources and forms of uncertainty in their decision variables and objective functions. A wide range of approaches has been proposed in the literature to distinguish candidate solutions with objective values specified by confidence intervals, probability distributions or sampled data. However, these approaches typically fail to treat uncertainties with non-standard distributions accurately and efficiently. In this paper, we investigated a variety of techniques that offer the comparison of uncertain objective values, and proposed novel techniques for the calculation of the probability that an uncertain objective of one solution is more favorable than the same objective of the other solution. To enable discovering robust solutions to problems with multiple uncertain objectives, we incorporated the proposed comparison operator into existing optimization techniques such as evolutionary algorithms. We also extended well-known multi-objective problems with various uncertainties and proposed a benchmark for evaluating robust optimization techniques. The proposed comparison operators and benchmark suite have been integrated into an existing optimization framework that provides a selection of multi-objective optimization problems and algorithms. Experiments show that compared to existing techniques, our enhanced comparison operator achieves higher optimization quality and imposes lower overheads to the optimization process.
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