The dynamics of scarlet fever in The Netherlands, 1906–1920: a historical analysis
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Background. Scarlet fever, an infectious disease caused by Streptococcus pyogenes, largely disappeared in developed countries during the twentieth century. In recent years, scarlet fever is on the rise again, and there is a need for a better understanding of possible factors driving transmission.

Methods. Using historical case notification data from the three largest cities in The Netherlands (Amsterdam, Rotterdam and The Hague) from 1906 to 1920, we inferred the transmission rate for scarlet fever using time-series susceptible-infected-recovered (TSIR) methods. Through additive regression modelling, we investigated the contributions of meteorological variables and school term times to transmission rates.

Results. Estimated transmission rates varied by city, and were highest overall for Rotterdam, the most densely populated city at that time. High temperature, seasonal precipitation levels and school term timing were associated with transmission rates, but the roles of these factors were limited and not consistent over all three cities.

Conclusions. While weather factors alone can only explain a small portion of the variability in transmission rates, these results help understand the historical dynamics of scarlet fever infection in an era with less advanced sanitation and no antibiotic treatment and may offer insights into the driving factors associated with its recent resurgence.

1. Introduction

Group A streptococcus (Streptococcus pyogenes; GAS) can cause a wide range of disease manifestations, ranging from uncomplicated...
superficial infection to severe invasive disease, with a high mortality risk. Scarlet fever represented a serious childhood infectious disease historically. It largely disappeared in developed countries by the mid-twentieth century, coincidental with general improvements in hygiene, sanitation and nutrition and the development of antibiotics. The epidemiological factors associated with declines or rises in the incidence of \textit{S. pyogenes} infection and its clinical manifestation are not well understood, but high mortality rates for GAS have recently been reported [1]. It is important to improve our understanding of the historical dynamics of scarlet fever and the potential driving factors, especially given reports of scarlet fever resurgence in several countries since 2011 [2–6].

Historical data on case notifications over time can convey useful information regarding disease occurrence and seasonal patterns of infection and temporal trends, but to better understand the drivers of infection, estimation of the transmission rate for GAS (causing scarlet fever) via statistical or dynamical modelling, is required. Drivers of seasonal variation in \textit{S. pyogenes} transmission and the occurrence of outbreaks can be categorized as ‘biological’, ‘social’ or ‘environmental’. Biological factors concern the health status of the host; poor nutrition might be associated with increased susceptibility to infection. The social aspect is associated with rates of effective contact, such as school attendance or living in overcrowded circumstances, while environmental drivers are associated with survival of the bacteria and effective colonization in the host. Some factors can be classified as both environmental and social, for instance dry versus humid weather conditions might be associated with host colonization and effective contact rates.

Using a historical dataset of scarlet fever notifications in The Netherlands, our main objective was to gain insight into the dynamics of this disease, by investigating the associations of scarlet fever transmission with meteorological and other potential driving factors that might explain temporal variation in cases, and could trigger occasional large seasonal epidemics. Specifically, we explored the extent to which weather factors such as high humidity levels, high temperatures and low seasonal rainfall might facilitate scarlet fever transmission. We also investigated whether the timing of school terms (particularly the beginning of the school year, which occurred in the middle of the summer) was associated with the rate of transmission.

2. Methods

2.1. Data sources

Weekly data on notified scarlet fever cases from 1906 to 1920 were available at the municipality level from tables appearing in the weekly \textit{Nederlands Tijdschrift voor Geneeskunde}, the main Dutch medical journal. A preliminary step to digitize these reports was required, with extensive data entry error checking undertaken. Case data were stratified into four groups consisting of the three largest municipalities in The Netherlands (during the study period and also at time of writing: Amsterdam, Rotterdam, Den Haag (The Hague)), with the fourth group aggregating together all remaining municipalities. Data were missing for two weeks of our analysis period (i.e. 1908/week 20, 1916/week 38); cases for these weeks were imputed through simple interpolation between the number of cases in the prior and following weeks.

Annual population size (at national and municipality levels) was available from two sources [7,8]. City-level population density in 1900 was also located [9], with density in 1925 calculated from population size. National-level birth rate data were retrieved from Statistics Netherlands [7]. The historical timing of the main school holidays was difficult to locate [10,11]. Around the beginning of the twentieth century schools effectively determined their own summer vacation duration [11]. For each year, we set the summer holiday period at six weeks starting at the beginning of July—with the remainder of the year encoded as term time—recognizing this is an approximation only, as there would certainly have been variation in timing over our analysis period and between cities (electronic supplementary material, figure S1).

The meteorological variables investigated were available at day-level granularity and had been recorded at the centrally located meteorological station in De Bilt and made available online by the Royal Netherlands Meteorological Institute [12]. From these data, we created the following covariates: average weekly temperature, average weekly absolute humidity (in g m$^{-3}$), cumulative winter rainfall (with winter defined as week 49 of previous year through week 9 of index year) and cumulative spring rainfall (over weeks 10–22). (Cumulative summer or autumn rainfall were less relevant as the modelled transmission rates started to rise early in the summer period.) We assumed that temperature
and/or humidity would not affect transmission rates in a monotonic (linear) manner, but rather that more extreme weather conditions could be associated with transmission. We, therefore, recoded average weekly temperature and absolute humidity into three categories (low extreme, non-extreme and high extreme), defined as the 1st quintile, quintiles 2–4 and the 5th quintile of the data over the entire study period.

2.2. Analysis and modelling approach

Because scarlet fever notifications per time unit do not directly reflect the transmission rate of infection (which is also determined by the proportion of susceptible persons as well as potential other factors), which is the quantity of interest, we derive the time-varying transmission rate from case data through statistical modelling. This required first reconstructing the time-series of susceptibles and then fitting time-series susceptible-infected-recovered (TSIR) models separately for each city.

2.2.1. Reconstruction of the time-series of susceptibles

For an endemic childhood disease setting, susceptible reconstruction methods can be used to estimate the weekly number of susceptible persons. Given data on birth rates and incidence, and ignoring migration, it has been shown that variation in the number of susceptibles around a stable value of the proportion of susceptibles is equivalent to the residuals from the linear regression of cumulative births on cumulative cases [13]. We first describe the number of susceptibles at time \( t \), \( S_t \), using the balance equation, equation (2.1). In this equation (applicable to pre-vaccination era childhood infections; referred to as ‘balance’ because the number of births entering the susceptible class is balanced by the number of infected persons leaving), \( B_t \) is the number of births at time \( t \). Following foundational methodological work [13,14], we estimate the number of true cases of infection at time \( t \), \( I_t \), as the number of notified cases divided by the under-reporting factor, \( \rho \):

\[
I_t = \frac{C_t}{\rho_t},
\]

where

\[
S_{t-1} = Z_{t-1} + \hat{S}.
\]

\( Z_t \) indicates the residual values obtained after regressing cumulative births on cumulative cases (\( Z_t \) indicates the temporal dynamics in the number of susceptibles) while simultaneously estimating the time-varying under-reporting factor (\( \rho \)) using local Gaussian regression. The mean number of susceptibles over the analysis period, \( \hat{S} \), was inferred using equation (2.3) (below) by maximizing the profile likelihood in a generalized linear modelling framework. This step was performed using the `estpars` function of the `tsiR` package for R [14,15].

2.2.2. Estimation of the scarlet fever transmission rate

To estimate the time-varying transmission rate (\( \beta_t \)), we fitted TSIR models to the notified case data separately for the three largest municipalities of The Netherlands. This regression model is specified as follows:

\[
E[I_t] = \beta_t \times S_{t-1} \times I_{t-1}.
\]

The TSIR model is a computationally tractable version of the seasonally forced SIR model applicable for diseases with high infectivity, such as for many childhood infections, and relies on the fact that over a long time period the cumulative number of cases is strongly correlated with cumulative number of births. Note that data on notified cases and births enters the model only in equation (2.1). We set the time-step size (\( \Delta t \)) to the approximate length of the generation interval (two weeks) for scarlet fever [16]; the generation interval (the average time between consecutive infection events within a transmission chain) sets the size of the discrete interval [17]. The term \( \alpha \) is an ‘homogeneity’ parameter and should equal one in the case of mass action. TSIR models are derived by first estimating the under-reporting factor (\( \rho \)) and the residuals of the susceptible dynamics (\( Z_t \)) (see above equation (2.1)) and then rewriting \( S_{t-1} \) in equation (2.3) in terms of the residual susceptibles, and finally converting to the log-linear form [13,14]

\[
\ln I_t = \ln \beta_t + \ln(Z_{t-1} + \hat{S}) + \alpha \ln I_{t-1}.
\]
2.2.3. Univariate associations between transmission rate and meteorological variables

We calculated the cross-correlations between median estimated transmission rate (using equation (2.4), above) and extreme temperature and extreme absolute humidity, over a range of time lags. These correlations were derived by averaging the cross-correlation values obtained for the three cities. As weather effects on transmission could be immediate or delayed [19], we considered only lags of 0 or more weeks. The lag with the strongest correlation was used in subsequent analyses. We then fitted separate linear regression models for each meteorological variable and each city to visualize the univariate associations with estimated transmission rate. For the relationships for estimated (log-transformed) transmission rate with extreme high/low average weekly temperature, and with extreme high/low average weekly humidity, we plotted the model-predicted log transmission rate for the two extreme quintiles and for quintiles 2–4. Cumulative winter and cumulative spring rainfall were also investigated using univariate models.

2.2.4. Multi-factorial modelling of transmission rate

As the investigated meteorological variables display strong seasonality, it is important to disentangle associations between transmission rate and these variables from associations with school-term timing. Therefore, we adapted equation (2.4) to simultaneously fit terms for the school-term and meteorological covariates

$$ \ln I_t = \ln(Z_t + \bar{S}) + \alpha \ln I_{t-1} + \beta_0 + \beta_1 T_t + \beta_2 M_{1,t-\text{lag}} + \beta_3 M_{2,t-\text{lag}} \ldots , $$

where $\beta_0$ is the intercept, $T_t$ is a binary variable encoding school term time (versus main summer holiday) and $\beta_{2,k}$ are regression coefficients for the $k$ meteorological covariates, $M_{1,t-\text{lag}}$, (in which extreme temperature and extreme absolute humidity values are from $\text{lag}$ weeks previously; see above. Note that $\beta_2$ and $\beta_3$ actually consist of two coefficients to encode the three levels of the corresponding categorical variables). We specified vague Normal priors for all $\beta$ coefficients. Posterior estimates (median and 95% credible intervals) for the regression coefficients, $\beta_{1,k}$ were obtained using JAGS.

For estimation of the unique variance explained by the meteorological and school-term time covariates, we fitted multi-factorial additive linear models to the log-transformed transmission rate $\beta_t$ using ordinary least-squares regression

$$ E[\ln \beta_t] = \alpha_0 + \alpha_1 T_{t-1} + \alpha_2 M_{1,t-\text{lag}}, + \alpha_3 M_{2,t-\text{lag}}, \ldots . $$

Analogous to equation (2.5), $\alpha_0$ is the intercept, $T_t$ encodes school term time and $\alpha_{2,k}$ are regression coefficients for the meteorological covariates. Unique variance was estimated by removing one covariate at a time and subtracting the $R^2$ from the $R^2$ for the full model.

Ordinary least-squares regression analyses were conducted in the R statistical programming environment, v. 3.6.0 [20].

3. Results

A total of 116 812 cases of scarlet fever were reported over the period 1906–1920 in The Netherlands. The mean notification rate over the analysis period was highest in Rotterdam, which also had the greatest population density (table 1). Figure 1 shows the case notification rates over the analysis period, stratified by region. There was a prominent rise in notification rates in 1918–1919 present in all time-series except for Amsterdam. Seasonal cycles in notification rates are present, with the most (visually) pronounced seasonal fluctuations apparent only for the three largest municipalities—especially for Amsterdam; these occasional epidemic years did not generally overlap across the three cities. Over all years, the week in which the greatest number of cases were notified occurred most frequently in the last half of September: week 39 (Amsterdam) and week 38 (Rotterdam); for Den Haag this occurred in week 44 (approximately end of October).
The process of susceptible reconstruction indicated relatively low variability in $Z_t$ (the estimated number of susceptible persons); the standard deviation of $Z_t$ ranged from 905 (Den Haag) to 1219 (Rotterdam) to 4263 for Amsterdam (electronic supplementary material, table S1; table 1 for city population sizes).

![Graphs showing weekly notification rates for Amsterdam, Rotterdam, Den Haag, and the rest of the country over the years 1910 to 1920.](image)

**Figure 1.** Weekly notification rates (cases per 100 000 population) for scarlet fever (1906–1920), stratified by city (i.e. the three largest municipalities and the rest of The Netherlands).

**Table 1.** Population size and density in 1900 and 1925, with mean scarlet fever weekly notification rate in 1906–1920, for the three largest municipalities and for the rest of The Netherlands.

| City          | weekly notification rate (per 100 000 persons) | population ($\times$1000 persons) | population density (persons per km$^2$) |
|---------------|-----------------------------------------------|-----------------------------------|----------------------------------------|
|               | 1900  | 1925 | 1900  | 1925 | 1900  | 1925 |
| Amsterdam     | 4.6   | 511  | 712   | >3208 | 4472  |      |
| Rotterdam     | 5.2   | 319  | 544   | 3775  | 6434  |      |
| Den Haag      | 2.5   | 205  | 391   | 3313  | 5915  |      |
| rest of the country | 1.8  | 4072 | 5668  |      |      |      |
| total         | 3.5   | 5107 | 7315  | 156   | 224   |      |
Time-series for the four meteorological variables and birth rate are shown in figure 2. Figure 3 shows the mean weekly number of cases per 100,000 population for each city, averaged over the 15 years of the analysis period, with mean weekly temperature and mean weekly absolute humidity superimposed (also averaged over 15 years). The inferred biweekly transmission rate ($\beta_t$) for each city obtained by fitting TSIR models is shown in figure 4, with city-specific seasonality shown in figure 5, and model-fitted parameters are provided in electronic supplementary material, table S1. The highest overall transmission rate (i.e. the number of infections per susceptible person per 14-day period) was estimated for Den Haag (mean $\beta_t$ of 0.0013 across the entire analysis period), followed by Rotterdam (mean $\beta_t$ of 0.00060) and Amsterdam (mean $\beta_t$ of 0.00015).

The strongest correlations between log-transformed transmission rate and extreme high or low temperature and humidity were observed at lags of between 14 and 17 weeks (electronic supplementary material).
We used the most recent lag identified (i.e. 14 weeks) to define lagged versions of these variables for use in all subsequent analyses. Univariate regression modelling of log transmission rate ($\beta_t$) as a function of each weather covariate indicated positive associations between $\beta_t$ and extreme high temperature for all three cities (i.e. $\beta_t$ tended to be higher in periods of the year in which the highest quintile (compared with quintiles 2–4) of temperature was recorded), and positive associations between $\beta_t$ and extreme humidity (electronic supplementary material, figure S4). There were negative univariate associations between $\beta_t$ and cumulative winter precipitation for Amsterdam and Rotterdam (i.e. higher winter precipitation was associated with lower transmission in these two cities), and a negative association between $\beta_t$ and cumulative spring precipitation for Den Haag. Discrepant univariate associations with cumulative winter and cumulative spring precipitation were apparent for Den Haag and for Amsterdam, respectively (i.e. higher winter precipitation associated with higher transmission in Den Haag, and higher spring precipitation associated with higher transmission in Amsterdam).

The unique variance in transmission rate explained by each weather variable varied widely, between 0% and 12.7% depending on city; school term time only explained between 0.05% and 0.56% of the variance (table 2). Collinearity between extreme high/low temperature and extreme high/low humidity was high (correlation coefficients of 0.70 and 0.83, respectively); therefore we retained only the temperature covariate in the multi-factorial analysis. TSIR modelling (equation (2.5)) indicated that adjusting for the other covariates, there was a positive effect of extreme high temperature for all three cities (table 2), and negative effects of extreme low temperature for Rotterdam and Den Haag only. A negative effect of cumulative spring precipitation was observed for Rotterdam and Den Haag, with a positive effect for Amsterdam. For cumulative winter precipitation, there were reliable positive effects for Rotterdam and Den Haag only. There were reliable positive effects of school term time for Rotterdam and Den Haag, but a reliable negative effect for Amsterdam.

4. Discussion

This historical analysis covered 15 years of scarlet fever notifications in three large cities at the beginning of the twentieth century in The Netherlands. We observed multiple pronounced epidemic years in the three cities, but not in the rest of the country, and these epidemic years were not identical in each of the cities. During our analysis period there was a large difference in population density between the
three largest municipalities and the rest of the country. It is conceivable that contact rates were higher in large cities compared with the rest of the country, leading to higher transmission rates and therefore to regular and more pronounced epidemics [21].

Scarlet fever transmission may have been additionally influenced by meteorological factors such as relatively high temperatures and low seasonal rainfall, which help shape the seasonal patterns in transmission rate and cases (figures 3 and 5). Our findings are suggestive of a role for extreme high

Figure 4. Fitted transmission rate parameter ($\beta_t$) over period 1906–1920, for Amsterdam (upper panel), Rotterdam (centre panel) and Den Haag (lower panel). Line indicates the median posterior estimate and shaded region the 95% credible intervals. Note different y-axis scales.
temperature and/or extreme high humidity in the rise in transmission rates beginning in the summer months (figure 5), and for extreme low temperature being predictive of a low transmission rate. The mechanism is unclear due to the long lag time involved; these factors may be correlates of a more generalized seasonal effect. In any case, these factors could only explain a small proportion of the total variance. Total seasonal precipitation might also play a role, as cumulative winter rainfall uniquely explained a relatively high proportion of variance for Den Haag (12.7%), and a dry spring was associated with an increased transmission rate for Rotterdam and Den Haag, consistent with analyses of historical scarlet fever mortality data from England and Wales [22]. Again, the mechanism is unknown but could relate to host factors (susceptibility). However, the univariate associations for both rainfall variables, and the adjusted associations for cumulative spring rainfall, were inconsistent in direction between cities. Variability in the estimated number of susceptibles in the population was relatively small, thus suggesting that depletion of the pool of susceptibles was probably not a strong determinant of across-season variation in scarlet fever incidence, in contrast to what has been observed through modelling infections such as measles [13].

As also observed within a similar time period (1907–1931) in Copenhagen [17], several epidemic years in The Netherlands occurred in the early 1900s, even though scarlet fever in The Netherlands was declining before this time (based on mortality data; [23]), and notified case rates declined again from about 1920. Our work complements the Danish evidence, by showing that epidemic years were only apparent for the three largest cities, and the existence of different patterns in estimated transmission rate between cities of reasonably similar size (but differing in population density) located only 50–100 km apart.

Our results are partly consistent with findings of studies investigating associations between meteorological variables and contemporary scarlet fever outbreaks. Lu et al. [24] demonstrated positive lagged correlations between scarlet fever incidence with weekly temperature range and atmospheric pressure in Guangzhou City, China, as well as a negative correlation with weekly aggregate rainfall. In a second Chinese study, Zhang et al. [25] reported positive associations between scarlet fever incidence and temperature in Jiangsu province. The mechanisms by which meteorological factors could impact the transmission of bacterial infection are not well understood. One hypothesis could be that hot weather affects the host by creating favourable conditions for nasopharyngeal colonization, which then leads to a boost in disease cases. However, such a hypothesis is not supported by the seasonality of contemporary scarlet fever, for which peak incidence occurs in late winter or early spring in temperate climates [26,27].

Figure 5. Mean monthly estimated transmission rate, plotted separately for Amsterdam, Rotterdam and Den Haag. Values are relative to January (set to 1.0).
Table 2. Coefficients (median and 95% credible intervals (CrIs)) from TSIR models including school-term and meteorological covariates, over the period 1906–1920, for the three largest municipalities. Unique variance was estimated from multi-factorial additive linear regression fitted to the estimated (log) scarlet fever transmission rate. Note: coefficients reflect adjustment for other factors in the model.

| covariate | Amsterdam | Rotterdam | Den Haag |
|-----------|-----------|-----------|----------|
|           | Coef.  | (95% CrI) | Coef.  | (95% CrI) | Coef.  | (95% CrI) |
| extreme mean weekly temperature (at lag 14 weeks) | | | | |
| highest quintile | $7.0 \times 10^{-02}$ | $(6.0 \times 10^{-02}, 8.0 \times 10^{-02})$ | $1.8 \times 10^{-01}$ | $(1.7 \times 10^{-01}, 1.9 \times 10^{-01})$ | $4.1 \times 10^{-02}$ | $(2.8 \times 10^{-02}, 5.5 \times 10^{-02})$ |
| lowest quintile | $-1.1 \times 10^{-02}$ | $(-2.2 \times 10^{-02}, 1.5 \times 10^{-03})$ | $-8.2 \times 10^{-02}$ | $(-9.6 \times 10^{-02}, -6.8 \times 10^{-02})$ | $-4.0 \times 10^{-02}$ | $(-5.6 \times 10^{-02}, -2.6 \times 10^{-02})$ |
| quintiles 2–4 | Ref. | Ref. | Ref. |
| unique variance ($R^2$) | 0.42% | 0.35% | 0.21% |
| extreme mean weekly absolute humidity (at lag 14 weeks) | | | | |
| unique variance ($R^2$) | 0.25% | 0.25% | 0.51% |
| cumul. winter prec. | $4.9 \times 10^{-06}$ | $(-3.1 \times 10^{-06}, 1.3 \times 10^{-05})$ | $3.0 \times 10^{-05}$ | $(2.1 \times 10^{-05}, 4.0 \times 10^{-05})$ | $7.8 \times 10^{-05}$ | $(6.7 \times 10^{-05}, 8.9 \times 10^{-05})$ |
| unique variance ($R^2$) | 1.55% | 0.26% | 12.7% |
| cumul. spring prec. | $1.9 \times 10^{-05}$ | $(9.3 \times 10^{-06}, 2.9 \times 10^{-05})$ | $-1.9 \times 10^{-05}$ | $(-3.1 \times 10^{-05}, -7.1 \times 10^{-06})$ | $-6.5 \times 10^{-05}$ | $(8.0 \times 10^{-05}, -5 \times 10^{-05})$ |
| unique variance ($R^2$) | 1.05% | <0.01% | 4.63% |
| school term time | $-8.7 \times 10^{-02}$ | $(-1.0 \times 10^{-01}, -7.5 \times 10^{-02})$ | $1.8 \times 10^{-01}$ | $(1.7 \times 10^{-01}, 2.0 \times 10^{-01})$ | $6.5 \times 10^{-02}$ | $(4.5 \times 10^{-02}, 8.4 \times 10^{-02})$ |
| unique variance ($R^2$) | 0.05% | 0.56% | 0.13% |
Multi-factorial TSIR analysis indicated that the meteorological factors were independent of the ‘social’ driver investigated, school term time, which after controlling for the other covariates was positively associated with scarlet fever transmission in Rotterdam and Den Haag. School term/holiday timing—a proxy for varying contact rates between schoolchildren—may be a partial driver (see electronic supplementary material, figure S1), but its role is less clear than for other infections, as shown by Metcalf et al. [17] using a historical Copenhagen dataset and a TSIR modelling approach. The authors observed a strong increase in scarlet fever transmission during late summer, before the end of the school summer vacation, which was also observed for diphtheria and varicella, and concluded that term-time forcing cannot explain this increase. Our data partially concur; for some years, particularly visible in the data for Amsterdam (electronic supplementary material, figure S1), the notification rate began to rise during the school summer holiday yielding a peak in incidence within term time. In The Netherlands, school (including home schooling) was compulsory for children aged 6–12 years only starting in 1901 [28]. The group of non-school attenders in this age group and children younger than 6 or older than 12 years may have been large enough to sustain transmission after the start of the term [29], which would predict only a modest degree of term-time forcing.

A resurgence of scarlet fever, beginning around 2011, has been reported by a number of countries. For instance, increased case notification rates have been observed since 2013/14 in England [2,3], since 2011 in Hong Kong [4] and in mainland China [5], and since 2013 in South Korea [6]. Of particular concern was the recent (in 2016) increase in scarlet fever and invasive GAS disease in England [3,30] leading to severe complications and hospitalization.

Several possible drivers for the return of scarlet fever have been proposed (see also [31,32]), depending on the region; these include emergence of new strains or transmission of known genetic element by horizontal gene transfer, for which population immunity is lacking [27,33,34], social factors such as overcrowding in classrooms and hospitals; rising birth rates (leading to increased number of susceptibles), and concurrent circulation of other ‘pre-disposing’ pathogens, such as respiratory viruses [33]. One prominent finding—emergence of a new *emm1* lineage—offers a plausible explanation for the rise of invasive disease in England in 2016, but not of the initial increase in cases in 2013/14 [27]. Genetic mutations and antimicrobial resistance have also been put forward as factors for Hong Kong and Chinese settings [34]. In analyses of historical data, weather factors such as low absolute humidity [35] or a dry versus wet spring/summer season [22] have been proposed, and social factors affecting contact rates (e.g. school holiday timing) [17] have been tested. The observed resurgence in scarlet fever is largely based on surveillance (case) data; the present historical analysis suggests that interpretation of the recent outbreaks may benefit from estimation of transmission rates.

Although our model-based analysis has a number of strengths, we note several limitations. First, we used available historical data on weather factors measured at a central location in The Netherlands in all analyses; however, there is probably little meaningful variation in these factors between the three largest municipalities, which are located only 50–100 km from each other. Unmeasured confounders, such as the density of occupants per household, may have contributed to the observed between-city variation in effect directions for some weather variables. Information on age at case notification was not available; we assumed that cases occurred mainly among school-age children; this was deemed reasonable as the majority of historical scarlet fever cases in Copenhagen were observed between 5 and 15 years of age [17]. Furthermore, the fitted case under-reporting parameters may capture factors other than completeness of case reporting.

We lacked data regarding other potential driving factors affecting scarlet fever transmission. Food shortages/nutritional deficiencies during the last years of WWI—bread rationing had begun in 1917—might account for part of the high incidence observed around that time, if poor nutrition increased susceptibility to infection [36,37]. The 1918/19 influenza pandemic occurred near the end of our analysis period, and we note that notification rates were relatively high in these years in all regions except Amsterdam. Given that complications of GAS infection may be more severe when secondary to influenza [38], such an interaction could potentially explain these high notification rates. Finally, we did not attempt to include the partial school closures that were in force at this time [39], but these took place after the modelled rise in transmission rate.

5. Conclusion

This historical analysis of scarlet fever notifications in The Netherlands in the early twentieth century has shown associations between seasonal variables—namely meteorological factors (hot temperatures, high
seasonal precipitation levels)—and increases in scarlet fever transmission, which both accounted for late-summer peaks in notified cases and may have contributed to the occurrence of occasional epidemic years. However, the roles of these factors were limited and not consistent over the three cities. The fact that pronounced epidemics did not occur in the same year for all cities cannot be explained by weather factors alone—and in our analysis between-city variation is unlikely to be accounted for by such factors, even if city-specific meteorological data were available.

The recent rise in scarlet fever incidence reported in several countries could be partly due to changing climate conditions. Similar analyses to ours could be applied to better understand the recent incidence trend in England. For instance, three recent years (2014, 2017, 2018) were among the 10 hottest years on record in the UK [40]; weather conditions may have contributed to increasing transmission over a low endemic level of \textit{S. pyogenes}. However, the data from China may be more challenging to explain by local variability in weather factors, as a rise in scarlet fever incidence was observed across most regions. Nevertheless, moderate changes in meteorological factors—as we inferred for historical data in The Netherlands—should not be ruled out as part explanation for the return of scarlet fever to England and China.

Data accessibility. Weekly scarlet fever case data for our analysis period are supplied as a supplementary file. R and JAGS code has been deposited at the publicly available repository zenodo (https://doi.org/10.5281/zenodo.7152996).

The data are provided in electronic supplementary material [41].

Authors’ contributions. S.A.M.: conceptualization, formal analysis, methodology, software, writing—original draft, writing—review and editing; M.W.: methodology, validation, writing—review and editing; B.G.: investigation, writing—review and editing; H.K.A.: formal analysis, methodology, writing—review and editing; B.J.M.V.: investigation, writing—review and editing; S.H.: conceptualization, investigation, writing—review and editing; J.W.: conceptualization, formal analysis, methodology, validation, writing—review and editing.

All authors gave final approval for publication and agreed to be held accountable for the work performed therein.

Conflict of interest declaration. We declare we have no competing interests.

Acknowledgements. We thank Bayan Baki, Willemijn Noordhof, Ana Dimoska, Ilse Schinkel-Gordijn and Saskia de Goede for their assistance with digitalization and data quality checking.

References

1. Lamagni TL, Darenberg J, Luca-Harari B, Siljander T, Eltkitou A, Hennigues-Normark B. 2008 Epidemiology of severe \textit{Streptococcus pyogenes} disease in Europe. J. Clin. Microbiol. 46, 2359–2367. (doi:10.1128/JCM.00922-08)

2. Guy R, Williams C, Irvine N, Reynolds A, Coelho J, Silva V. 2014 Increase in scarlet fever notifications in the United Kingdom, 2013/2014. Eurosurveillance 19, 20749.

3. Lamagni T, Guy R, Chan M, Henderson KL, Challier V, Lewis I. 2018 Resurgence of scarlet fever in England, 2014–16: a population-based surveillance study. Lancet Infect. Dis. 18, 180–187. (doi:10.1016/S1473-3099(17)30693-X)

4. Lee CF, Cowling BJ, Lau EH. 2017 Epidemiology of emerging scarlet fever, Hong Kong, 2005–2015. Emerg. Infect. Dis. 23, 1707. (doi:10.3201/ eid2310.161456)

5. Liu Y et al. 2018 Resurgence of scarlet fever in China: a 13-year population-based surveillance study. Lancet Infect. Dis. 18, 903–912. (doi:10.1016/S1473-3099(18)30231-7)

6. Park DW et al. 2017 Incidence and characteristics of scarlet fever, South Korea, 2008–2015. Emerg. Infect. Dis. 23, 658–661.

7. Statistics Netherlands. 2020 Population, households and population development, from 1889. See https://opendata.cbs.nl/statline/#CBS/nl/dataset/37556/table?ts=1549469578873 (accessed 24 January 2020).

8. Anonymous. 1925 Bevolking en bevolkingsdichtheid der gemeenten van Nederland op 1 januari 1925. See https://dbonline.org/titelthet.php?id=_bev01bev021 (accessed 3 December 2019).

9. Ekermp, P. Van der Erf R, Van der Gaag N, Henkens K, Van Imhoff E, Van Poppel F. 2003 Bevolkingsatlas van Nederland: demografische ontwikkelingen van 1850 tot heden [Population atlas of The Netherlands: demographic trends from 1850 to the present], Hague, The Netherlands: Interdisciplinary Demographic Institute.

10. Koops E. 2019 Geschiedenis der zomervakantie [The history of the summer vacation]. Historiek, 16 August 2019. See https://historiek.net/geschiedenis- zomervakantie/61102/. (accessed 3 December 2019).

11. Slingerland M. 2004 En toen.. werd de vakantie opnieuw verspreid [And then… the vacation period was redistributed]. Trouw, 6 September 2004. See https://www.trouw.nl/nieuws/en- toen-werd-de-vakantie-opnieuw-verspreid–b73866c8/ (accessed on 15 January 2020).

12. Royal Netherlands Meteorological Institute (KNMI), and . 2019 Daily weather data in the Netherlands. See http://projects.knmi.nl/klimatologie/daggegevens/selectie.cgi (accessed 3 December 2019).

13. Finkenstadt BF, Grenfell BT. 2000 Time series modelling of childhood diseases: a dynamical systems approach. J. R. Stat. Soc.: C Appl. Stat. 49, 187–205. (doi:10.1111/1467-9876.00187)

14. Becker AD, Grenfell BT. 2017 tsir: an R package for time-series susceptible-infected-recovered models of epidemics. PLoS ONE 12, e0185528.

15. Becker AD. 2019 tsr: an implementation of the TSIR model. R package version 0.4.2. See https://CRAN.R-project.org/package=tsr.

16. Anderson RM, May RM. 1991 Infectious diseases of humans: dynamics and control. Oxford, UK: Oxford University Press.

17. Metz CF, Bijnostad ON, Grenfell BT, Andreasen V. 2009 Seasonality and comparative dynamics of six childhood infections in pre-vaccination Copenhagen. Proc. R. Soc. B 276, 4111–4118. (doi:10.1098/rspb.2009.1058)

18. Plummer M. 2003 JAGS: a program for analysis of Bayesian graphical models using Gibbs sampling. In Proc. of the 3rd Int. Workshop on Distributed Statistical Computing (vol. 124, no. 125), p. 10.

19. Imai C, Armstrong B, Chalabi Z, Mangtani P, Hashizume M. 2015 Time series regression model for infectious disease and weather. Environ. Res. 142, 319–327. (doi:10.1016/j. envres.2015.06.040)

20. R Core Team. 2019 R: a language and environment for statistical computing, Vienna,
Austria: R Foundation for Statistical Computing. https://www.R-project.org/.

21. Bartlett MS. 1960 The critical community size for measles in the United States. J. R. Stat. Soc.: Gen. 123, 37–44. (doi:10.2307/2343186)

22. Duncan CJ, Duncan SR, Scott S. 1996 The dynamics of scarlet fever epidemics in England and Wales in the 19th century. Epidemiol. Infect. 117, 493–499. (doi:10.1017/S0950268800059161)

23. Ballot AM. 1871 Overzicht van de epidemiën van pokken, roodvonk en mazelen van 1778–1811 en van 1815–1870. Ned. Tijdschr. Geneeskd. 15, 309–314.

24. Lu JY, Chen ZQ, Liu YH, Liu WH, Ma Y, Li TG. 2019 Emergence of dominant toxigenic M1T1 Streptococcus pyogenes clone during increased scarlet fever activity in England: a population-based molecular epidemiological study. Lancet Infect. Dis. 19, 1209–1218. (doi:10.1016/S1473-3099(19)30446-3)

25. Zhang Q, Liu W, Ma W, Zhang L, Shi Y, Wu Y, Turner CE, Mosavie M. 2019 Emergence of invasive Group A streptococcal infection: a time-series analysis. EBioMedicine 28, 7–8.

26. Patterson MJ. 1996 Climate and respiratory infections. Lancet 2, 674–677. (doi:10.1016/S0140-6736(95)90850-4)

27. Dunlop CM, Dunlop SR, Scott S. 1996 The dynamics of scarlet fever epidemics in England and Wales in the 19th century. Epidemiol. Infect. 117, 493–499. (doi:10.1017/S0950268800059161)

28. Statistics Netherlands. 2021 Pupils, participants, and students by type of education, from 1900. See https://www.rvz.nl/statline/#/CBS/nl/basisindicators/onderwijs-cultuur-en-wetenschap/organisatie/geschiedenis (accessed 18 May 2021).

29. Netherlands Ministry of Education. 2021 Ministry of Education, Culture and Science, the Netherlands: history. See https://www.rijksoverheid.nl/ministeries/ministrie-van-onderwijs-cultuur-en-wetenschap/organisatie/geschiedenis (accessed 18 May 2021).

30. U.S. Census Bureau. 2021 The population of the United States, 1790 to 2020. See https://www.census.gov/history/www/census-birthdates.html (accessed 18 May 2021).

31. You Y, Davies MR, Protani M, McIntyre L, Walker MJ, Zhi X, Zhu Y, Zhou M. 2018 Impact of meteorological factors on scarlet fever incidence in Guangzhou City, Southern China, 2006–2015. Sci. Total Environ. 663, 150082/9069710 (accessed 18 May 2021).

32. Walker MJ, Brouwer S. 2018 Scarlet fever makes a comeback. Lancet Infect. Dis. 18, 129–129.

33. Chalker V, Jironkin A, Coelho J, Al-Shahib A, Platt S, Kapatai G. 2017 Genome analysis during the Spanish flu. NRC. 19 March 2020. See https://www.nrc.nl/nieuws/2020/03/19/ook-tijdens-de-spaanse-griep-gingen-scholen-dicht-a3994282 (accessed 18 May 2021).

34. McDonald SA, van Wijhe M, de Gier B, Korthals Altes H, van Asten L. 2019 Associations between common respiratory viruses and invasive group A streptococcal infection: a time-series analysis. Influenza Other Respir. Viruses 13, 453–458. (doi:10.1111/irv.12658)

35. Waddy BB. 1952 Climate and respiratory infections. Lancet 2, 674–677. (doi:10.1016/S0140-6736(52)91518-3)

36. Chandra RK. 1979 Nutritional deficiency and susceptibility to infection. Bull. World Health Organ. 57, 167.

37. van Asten L, van Sorge NM, van Asten L. 2019 Associations between common respiratory viruses and invasive group A streptococcal infection: a time-series analysis. Influenza Other Respir. Viruses 13, 453–458. (doi:10.1111/irv.12658)

38. De Gier B, Vliminckx BJ, Woudt SH, van Sorge NM, van Asten L. 2019 Associations between common respiratory viruses and invasive group A streptococcal infection: a time-series analysis. Influenza Other Respir. Viruses 13, 453–458. (doi:10.1111/irv.12658)

39. Dunlop CM, Dunlop SR, Scott S. 1996 The dynamics of scarlet fever epidemics in England and Wales in the 19th century. Epidemiol. Infect. 117, 493–499. (doi:10.1017/S0950268800059161)

40. U.S. Census Bureau. 2021 The population of the United States, 1790 to 2020. See https://www.census.gov/history/www/census-birthdates.html (accessed 18 May 2021).

41. McDonald SA, van Wijhe M, de Gier B, Korthals Altes H, van Asten L. 2019 Associations between common respiratory viruses and invasive group A streptococcal infection: a time-series analysis. Influenza Other Respir. Viruses 13, 453–458. (doi:10.1111/irv.12658)