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ABSTRACT
We propose an end-to-end architecture for multivariate time-series prediction that integrates a spatial-temporal graph neural network with a matrix filtering module. This module generates filtered (inverse) correlation graphs from multivariate time series before inputting them into a GNN. In contrast with existing sparsification methods adopted in graph neural networks, our model explicitly leverage time-series filtering to overcome the low signal-to-noise ratio typical of complex systems data. We present a set of experiments, where we predict future sales from a synthetic time-series sales dataset. The proposed spatial-temporal graph neural network displays superior performances with respect to baseline approaches, with no graphical information, and with fully connected, disconnected graphs and unfiltered graphs.
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1 INTRODUCTION
Multivariate time-series prediction is an important, general, challenge in data science and machine learning. Several deep learning approaches have been proposed in the literature to address multivariate time-series forecasting. However, while they often perform well at extracting temporal patterns, most of the proposed approaches are not designed to account for the interdependency between time-series. Graph neural network, on the other hand, can model time-series as nodes in a graph to account for dependency.

Recent development in spatial-temporal graph neural network has been shown to enable multivariate time-series learning and inference [31, 33, 73]. Applications of multivariate time-series prediction ranges from day-to-day business e.g., sales forecasting, traffic prediction to convoluted topics like bio-statistics and action recognition. It is also one of the cornerstones of modern quantitative finance. At the finest granular level, in finance, modeling the levels of limit order book is a multivariate problem for high-frequency trading with the aim of mid-price prediction [7, 8]. For longer-term investment like portfolio management [45, 74], prices of assets in a portfolio are usually multivariate time-series. Multivariate time series forecasting methods assume inter-dependencies among dynamically changing variables, which captures systematic trends. Namely, the prediction for each variable not only depends on its historical temporal information, but also the others. Understanding this inter-dependency helps to reveal the underlying dynamics of a larger picture, e.g., the financial market, urban transportation system or the urban distribution of shopping centers. However, its complexity is a key challenge that has been studied for over six decades.

Intra-series temporal patterns and inter-series correlations are jointly the two cores in multivariate time-series forecasting. Recent advancement in deep learning has enabled strong temporal pattern mining. Recurrent Neural Network (RNN) [61], Long Short-Term Memory (LSTM) network [62], Gated Recurrent Units (GRU) [16], Gated Linear Units (GLU) [19] and Temporal Convolution Networks (TCN) [4] demonstrate promising results in temporal modelling. However, existing methods fail to exploit latent inter-dependencies and correlation among time-series. Historical attempts have been made to input covariance/correlation structure into neural network. Matrix-based neural networks have been discussed [9, 18, 24], but this approach is not specifically designed for the covariance/correlation matrix, and therefore fails to directly and explicitly address the dependency in the covariance/correlation structure inside the calculation.

Graph is a mathematical structure to model the pairwise relation between objects. The permutation-invariant, local connectivity and compositionality of graphs present a perfect data structure to simulate the correlation/covariance matrix. In fact, network science literature has long been including (sparse) covariance/correlation as a special network for analysis [13, 36, 58, 65, 71], and many network properties of covariance/correlation matrix contribute greatly to analytical and predictive tasks in the financial market [42, 52, 82]. Recently, graph neural network (GNN) has been leveraged to incorporate the topology structure between entities. Hence, modeling inter-series correlation via graph learning is a natural extension to
analyzing covariance/correlation matrix from a network perspective. Each variable from a multivariate time-series is a node in the graph, and the edge represents their latent inter-dependency. By propagating information between neighboring nodes, the graph neural network enables each time-series to be aware of correlated context.

Spatial-temporal graph neural network is the most used network structure for multivariate time-series problems in the literature [11, 64, 75, 84], as the temporal part extracts patterns in each univariate series with a LSTM/RNN/GRU, while the spatial part (GNN) models the relationship between series with a pre-defined topology or a graph representation learning algorithm. On one hand, existing GNNs heavily utilizes a pre-defined topology structure which is not explicit in multivariate time-series, and does not reflect the temporal dynamics nature of time-series. On the other hand, many graph representation learning methods focus more on generating node embeddings rather than topological structure, and most of the embeddings depend on a pre-defined topological prior or attention mechanism [21, 78, 84].

In this paper, we propose an end-to-end framework termed Filtered Sparse Spatial-temporal GNN (FSST-GNN) for sales prediction of 50 products in 10 stores. By integrating modern spatial-temporal GNN with traditional matrix filtering/sparsification methods, we demonstrate the direct use of the (inverse) correlation matrix in GNN. Correlation filtering techniques generate a sparse inverse correlation matrix from multivariate time-series, which can be inverted to a filtered correlation matrix. Both the (inverse) correlation can be used as a pre-defined topological structure or prior for further representation learning. With the designed architecture, we further illustrate that filtered graphs generates a positive impact in multivariate time-series learning, and sparse graphs acts as a contributing prior to guide attention mechanism in GNN.

2 RELATED WORKS

2.1 Multivariate Time-series Forecasting

Time-series forecasting is one of the long-standing key problems in statistics, data science and machine learning. Techniques ranges from traditional pattern recognition to modern machine learning. Univariate time-series forecasting focuses on analyzing independent time-series by extracting temporal patterns based on historical behaviours, e.g., the moving average (MA), the auto-regressive (AR), the auto-regressive moving average (ARMA) and the autoregressive integrated moving average (ARIMA) [79]. Modern machine learning model like LSTM has been shown as a good fit to tackle this problem by many literature, e.g., FC-LSTM [67] and SMF [83]. Multivariate forecasting considers a correlated collection of time-series. The vector auto-regressive model (VAR) and the vector auto-regressive moving average model (VARMA) [1, 32] extend the aforementioned linear models into a multivariate space by capturing the interdependency between time-series. Early attempts combines convolution neural network (CNN) and recurrent neural network (RNN) to learn local spatial dependencies and temporal patterns [38, 68]. Further works include state space model in Deep-State [59] and matrix factorization approach in DeepGLO [63].

2.2 Spatial-temporal Graph Neural Network

Spatial-temporal graph neural network has been proposed recently for multivariate time-series problems. To capture the correlation be between time-series in the spatial component, each time-series is modelled as a node in a graph whereas the edge between every two nodes represents their correlation. Early work applies spatial-temporal GNN for traffic forecasting [14, 43, 76, 80, 85]. Further studies have been extended to other fields, e.g., action recognition [66, 77] and bio-statistics with many interesting works for COVID-19 [23, 25, 31]. For financial applications, Matsunaga et al. [49] is one of the first studies exploring the idea of incorporating company knowledge graphs directly into the predictive model by GNN. Later, Hou et al. [29] proposed to use a variational autoocoder (VAE) to process stock fundamental information and cluster it into graph structure. This learned adjacency matrix is then fed into a GCN-LSTM for further forecasting. Similar work has been done by Pillay & Moodley [56] with a different model architecture called Graph WaveNet. The most recent advancement is a spatial-temporal GNN for portfolio/asset management proposed by Amudi [54]. They combine a stock sector graph, a correlation graph and a supply-chain graph into one super graph and use the multi-head attention in GAT as a sparsification method to select the meaningful subgraph for prediction. In line with this work, we focus on filtered/sparsified (inverse) correlation graph generated from matrix filtering/sparsification techniques.

2.3 Correlation Matrix Filtering

Many computational methods employ sparse approximation techniques to estimate the inverse covariance matrix. The sparsification is effective because the least significant components in a covariance matrix are often largely prone to small changes and can lead to instability. Sparsified models filters out these insignificant components, and thus improve the model resilience to noise. As correlation is a scaled form of covariance, filtering and sparsification methods are equivalently applicable in both cases.

2.3.1 Covariance Shrinkage. A shrinkage algorithm minimizes the ratio between the smallest and the largest eigenvalues of the empirical covariance matrix, which is done by simply shifting every eigenvalue according to a given offset. This approach is equivalent of finding the $L_2$-penalized maximum likelihood estimator of the covariance matrix [39], which is expressed as a simple convex transformation:

$$\Sigma_{\text{shrink}} = (1 - \alpha)\hat{\Sigma} + \alpha \frac{\text{Tr}\hat{\Sigma}}{n} \frac{1}{n}$$

(1)

where $\Sigma_{\text{shrink}}$ is the shrunk covariance, $\hat{\Sigma}$ is the empirical covariance, $n$ is the number of features in the covariance, $1$ is the identity matrix and $\alpha$ is the shrinkage coefficient. To optimise the selection of the shrinkage coefficient, Ledoit and Wolf in 2004 [40] proposed to compute $\alpha$ that minimizes the mean square error between the estimated and empirical covariance. With further assumption on the normality of data, Chen et al. in 2010 [15] proposed a better $\alpha$ computation based on minimum mean square error. Further research focuses on large dimension shrinkage [17, 20, 41].

2.3.2 Graphical Models. A widely used approach for inverse covariance estimation is based on graph models. Meinshausen and
Buhlmann in 2006 [51] regards the zero entries in the inverse covariance matrix of a multi-variable normal distribution as conditional independence between variables. These structural zeros can thus be obtained through neighborhood selection with LASSO regression by fitting a LASSO to each variable and using the others as predictors. Similar methods that maximize $L_1$ penalized log-likelihood have been studied by Yuan and Lin [81] and Banerjee et al. [5]. In 2008, Friedman et al. [22] developed an efficient Graphical LASSO that uses $L_1$ norm regularization to control the sparsity in the precision matrix. The sparse inverse covariance matrix can be obtained through minimizing the regularized negative log-likelihood [50]:

$$\Sigma^{-1}_{\text{glasso}} = \min \left( -\log \det \Sigma^{-1} + \text{Tr}(\hat{\Sigma}^{-1}\Sigma^{-1}) + \lambda \|\Sigma^{-1}\|_1 \right)$$  \hspace{1cm} (2)

where $\hat{\Sigma}^{-1}$ is the empirical inverse covariance, $\|\Sigma^{-1}\|_1$ denotes the sum of the absolute values of $\Sigma^{-1}$, and $\lambda$ is the regularization constant, optimised by cross-validation.

### 2.3.3 Information Filtering Network

An alternative approach that uses information filtering networks has been shown to deliver better results with lower computational burden and larger interpretability [6]. In the past few years, information filtering network analysis of complex system data has advanced significantly. It models interactions in a complex system as a network structure of elements (vertices) and interactions (edges). The best-known approach, the Minimum Spanning Tree (MST) was firstly introduced by Borůvka in 1926 [53] and it can be solved exactly (see [37] and [57] for two common approaches). The MST reduces the structure to a connected tree which retains the larger correlations. To better extract useful information, Tumminello et al. [70] and Aste and Di Matteo [3] introduced the use of planar graphs in the Planar Maximally Filtered Graph (PMFG) algorithm. Recent studies have extended the approach to chordal graphs of flexible sparsity [46, 48]. Research fields ranging from finance [6] to neural systems [69] have applied this approach as a powerful tool to understand high dimensional dependency and construct a sparse representation. It was shown that, for chordal information filtering networks, such as the Triangulated Maximally Filtered Graph (TMFG) [48], one can obtain a sparse precision matrix that is positively definite and has the structure of the network paving the way for a proper $L_0$-norm topological regularization [2]. Further study in Maximally Filtered Clique Forest (MCF) [47] extends the generality of the method by applying it to different sizes of cliques. This approach has proven to be computationally more efficient and stable than Graphical LASSO [22] and covariance shrinkage methods [15, 39, 40], especially when few data points are available [3, 6].

### 2.4 Sparse GNN

Many literature has discussed graph sparsification in GNN. Some, by including regularization, reduce unnecessary edges, which can largely improve the efficiency and efficacy of large-scale graph problems [10, 12]. Some leverage stochastic edge pruning in graphs as a dropout-equivalent regularization to enhance the training process [28, 60]. Others train the GNN to learn sparsification as an integrated part before applying it to downstream tasks. NeuralSparse learns to sample $k$-neighbor subgraph as input for GNN [85]. Luo proposes to prune task-irrelevant edges [44]. Kim uses the disconnected edges of sparse graphs to guide attention in GAT [34].

### 3 MODEL IMPLEMENTATION

We first elaborate on the general framework of our model. As illustrated in Figure 1, the model consists of 5 main building blocks. A correlation graph generator is able to transform the multivariate time-series into a correlation graph where each node represents a single time-series and each edge between two nodes denotes their correlation. A standard transformation generates a full (inverse) correlation graph with (inverse) correlation edges between each node. In addition, correlation-filtering based transformation generates a full correlation graph with filtered correlation edges, or a sparse inverse correlation graph. We employ covariance shrinkage, graphical models and information filtering network as the three main correlation-filtering based graph generators. The feature generator generates initial input features for each node based on the multivariate time-series. The generated graph and the features from the two generators are then fed into a GNN to learn meaningful node embeddings as the spatial information. Similarly, the multivariate-time series is also fed into a LSTM to extract temporal information. Then, the spatial and temporal information are input in a multi-layer perceptron (MLP) as the read-out layer for the final output, the predicted sales number.

#### 3.1 Correlation Graph Generator

**3.1.1 Covariance Shrinkage**

Covariance shrinkage method as described in equation 1 is equivalently applicable to the correlation matrix. Shrinkage coefficient $\alpha$ is optimized by cross-validation. There is an implementation, sklearn.covariance.ShrunkCovariance Python library [55], which is applied in this experiment. Filtered correlation is then directly transform into a graph. Inverse correlation can be obtained by direct matrix inversion, which is implemented by the numpy.linalg.inv library [27].

**3.1.2 Graphical LASSO**

Graphical LASSO is a graphical model for inverse covariance sparsification, which is expressed in equation 2. We leverage Python’s sklearn.covariance.GraphicalLasso library for implementation, and sklearn.covariance.GraphicalLassoCV [55] for cross validation and regularization constant $\lambda$ selection. Graphical LASSO sparsifies an inverse correlation matrix which can be directly transformed into a sparse inverse correlation graph, while a full but filtered correlation graph can be obtained through the matrix inversion of the inverse correlation.

**3.1.3 Maximally Filtered Clique Forest**

We implement Maximally Filtered Clique Forest (MCF), an information filtering network, for sparse precision matrix filtering. By setting the minimum and maximum clique size to 4, we simplify our solution to a TMFG-equivalent model discussed in Section 2.3.3. It generates sparse inverse correlation, which will undergoes similar transformation as Graphical LASSO to obtain inverse correlation and correlation graphs.

#### 3.2 GNN

**3.2.1 GCN**

Graph convolution network is proposed by Kipf and Welling in 2017 [35], which generates embeddings for each node in the graph. It takes original features in each node as the initial embeddings, then aggregates neighboring feature representations and updates the node embeddings through a message-passing like
Figure 1: The overall model architecture.

network with the adjacency matrix, which can be expressed as:

\[ h_i = \sum_{j}^N \frac{\phi(W^T A_{ij})}{d_j} \times h_j \]  

where \( h_i \) is the node embedding, \( h_j \) is the neighboring node embedding, \( W \) is a learnable parameter, \( \phi \) is non-linear activation, \( A_{ij} \) is the adjacency matrix and \( d_j \) is the degree of node \( j \) for normalization.

In the experiments, we have replaced the graph information, adjacency matrix, expressed in equation 3 by (inverse) correlation matrix, adjacency matrix and Laplacian matrix obtained by thresholding the (inverse) correlation matrix. The empirical results suggest the superiority by simply employing the (inverse) correlation matrix. It can be seen as weighted adjacency matrix, where correlation coefficients are naturally scaled/normalized. Therefore, the graph convolution can be re-expressed as:

\[ h_i = \sum_{j}^N \phi(W^T C_{ij}) \times h_j \]  

where \( C_{ij} \) is the (inverse) correlation matrix, and all the other parameters are previously defined.

3.2.2 GAT. The implementation of GCN limits the model to be used only with static graphs. The embedding update is static across time, which assumes non-stationarity in time-series. Graph attention network uses masked multi-head attention mechanism to solve this issue by dynamically assigning attention coefficients between nodes. The normalized attention coefficient \( a_{ij} \) is computed for nodes \( i \) and \( j \) based on their features (embeddings):

\[ a_{ij} = \text{softmax}(e_{ij}) \]  

\[ e_{ij} = \exp(e_{ij}) \frac{\exp(e_{ik})}{\sum_{k \in N_i} \exp(e_{ik})} \]  

\[ a_{ij} = \text{softmax}(e_{ij}) = \frac{\exp(e_{ij})}{\sum_{k \in N_i} \exp(e_{ik})} \]  

where each level of attention, the representation embedding is updated by a learnable parameter \( W \) and the attention coefficient matrix \( a_{ij} \), then the final representation is averaged between the \( K \) multi-head attention layers and applied a non-linearity \( \phi \).

4 EXPERIMENTS

4.1 Setup

We test our model on a Kaggle playground code competition, Store Item Demand Forecasting Challenge [30]. The dataset consists of 5-year sales time-series data of 50 products in 10 different stores. For simplicity, we re-formulate the problem as 50 mini-problems, each focuses on 1 product in 10 different stores. At each time-stamp,
Table 1: Summary of forecasting results with different models, graphs and filtering methods. Highlighted in bold are the optimal RMSE, MAE and MAPE in each graph, and underlined is the absolute optimal results in the table. A LSTM results is attached as the baseline.

| Graph       | Filtering | RMSE       | MAE        | MAPE       |
|-------------|-----------|------------|------------|------------|
| FSST-GNN (GCN) |           |            |            |            |
| Cor         | Empirical | 10.12 ± 0.53 | 7.77 ± 0.39 | 17.28%±1.18% |
| Cor         | Shrinkage | 9.99 ± 0.17  | 7.72 ± 0.09 | 17.34%±0.61% |
| Cor         | GLASSO    | 9.76 ± 0.47  | 7.52 ± 0.39 | 16.96%±1.49% |
| Cor         | MFCF      | 9.80 ± 0.61  | 7.66 ± 0.43 | 17.27%±1.13% |
| Inv Cor     | Empirical | 11.74 ± 0.99 | 8.69 ± 0.46 | 20.08%±0.90% |
| Inv Cor     | Shrinkage | 10.59 ± 1.04 | 8.26 ± 0.78 | 19.15%±2.21% |
| Inv Cor     | GLASSO    | 9.67 ± 0.41  | 7.55 ± 0.34 | 17.51%±1.54% |
| Inv Cor     | MFCF      | 10.07 ± 0.59 | 7.99 ± 0.44 | 17.87%±1.11% |
| Zeros       | /         | 13.51 ± 0.16 | 10.28 ± 0.12 | 22.04%±1.01% |
| Ones        | /         | 12.33 ± 1.12 | 10.00 ± 0.98 | 24.76%±2.33% |
| Identity    | /         | 11.78 ± 0.52 | 9.23 ± 0.46 | 21.01%±1.78% |
| LSTM        | /         | 16.34 ± 0.44 | 12.56 ± 0.25 | 26.40%±0.98% |

4.2 Results

We compute the root mean square error (RMSE), mean average error (MAE) and mean average percentage error (MAPE) of the predicted sales number of all 50 products in 10 stores with the ground truth label in Table 1 as the evaluation matrix to analyze the effectiveness of filtering methods over FSST-GNN with GCN on the correlation and inverse correlation graph respectively. Since all filtering methods are parametric, the table reports the optimal results from covariance shrinkage (Shrinkage), graphical LASSO (GLASSO) and MFCF, which are obtained through grid-search. We also include a fully connected graph of a matrix of ones, two fully disconnected graphs of a matrix of zeros and an identity matrix as benchmarks for comparison. In addition, a plain LSTM is also presented as the baseline model where no graphical/spatial information is input.

In Table 1, it is evident that all FSST-GNN (GCN) outperforms the plain LSTM, which confirms the efficacy of considering the spatial information in multivariate time-series problems. Other benchmarks of fully connected/disconnected graphs are also presented, and their results in all three measurements are effectively inferior to any (inverse) correlation based graph methods. These results further assert the information gain from meaningful spatial graphs.

To understand the effect of filtering and sparsification for multivariate time-series graph learning, we perform 4 sets of experiment: 1) FSST-GNN (GCN) on different filtered correlation graphs; 2) FSST-GNN (GCN) on different filtered inverse correlation graphs; 3) FSST-GNN (GCN) on GLASSO-filtered and MFCF-filtered inverse correlation graph with different levels of sparsity; and 4) FSST-GNN (GAT) on GLASSO-filtered and MFCF-filtered inverse correlation graph with different levels of sparsity. Each experiment has been re-computed 10 times with different random seeds, and the final results is averaged for statistical robustness.
To understand the effect in filtering and sparcification, results from the same setup with inverse correlation graphs are compared, where full and Shrinkage-filtered inverse correlation graphs are full graphs and GLASSO-filtered and MFCF-filtered graphs are sparse graphs. In this case, Shrinkage filters a correlation and inverts it to an inverse correlation. Comparably to the correlation graph case, Shrinkage consistently yields better result than the Empirical, which further validates that the filtering mechanism is hardly impacted by inversion operation. Furthermore, we observe even more significant results from two sparse graphs filtered by GLASSO and MFCF. This advantage could possibly come from both the filtering, the sparcification, as well as their combined effect. To further investigate the sole efficacy of sparcification, we perform the third and fourth sets of experiments: 3) FSST-GNN (GCN) on GLASSO-filtered and MFCF-filtered inverse correlation graph with different levels of sparsity; and 4) FSST-GNN (GAT) on GLASSO-filtered and MFCF-filtered inverse correlation graph with different levels of sparsity.

Presented in Table 2 and Table 3 are the results with different levels of sparsity. We select the parameter to match the sparsity level between GLASSO and MFCF for comparison. It is seen that at around 60% sparsity, the highlighted best results are achieved for both MFCF and GLASSO in FSST-GNN (GCN) and FSST-GNN (GAT) models. Moreover, as the sparsity deviates away from this local minimum, the three errors start to increase, which may suggest an optimal sparsity structure of the inverse correlation graph in our experimental case. In addition, this optimal structure is independent of the chosen model. Furthermore, as illustrated in equation 7, GAT by default does not account for edge weights in weighted graphs (correlation graphs) as GCN. Hence, the sparse inverse correlation graph serves as a thresholded adjacency matrix, where 0 entries are interpreted as disconnection between nodes. Then, attention, which is only calculated between linked nodes, acts as the edge weights. Namely, the superior performance in Table 2 is a mixture of filtering and sparsity, but the performance in Table 3 is merely determined by the sparsity of the input graph without filtering mechanism.

### Table 2: Summary of forecasting results of FSST-GNN (GCN) with different filtering methods and sparsity on inverse correlation graph. Highlighted in bold are the optimal RMSE, MAE and MAPE in each model-sparsity combination, and underlined is the absolute optimal results in the table.

| Sparsity | RMSE    | MAE     | MAPE    | Sparsity | RMSE    | MAE     | MAPE    |
|----------|---------|---------|---------|----------|---------|---------|---------|
|          | GLASSO  |         |         |          | MFCF    |         |         |
| 77.2%    | 9.88 ± 0.59 | 7.58 ± 0.43 | 16.17%±0.53% | 76.6%    | 10.47 ± 0.75 | 8.09 ± 0.68 | 17.61%±2.64% |
| 71.0%    | 10.03 ± 0.65 | 7.73 ± 0.52 | 16.56%±1.07% | 72.3%    | 10.27 ± 0.62 | 7.86 ± 0.46 | 17.24%±0.99% |
| 66.6%    | 9.63 ± 0.36 | 7.42 ± 0.25 | 15.82%±0.25% | 68.6%    | 9.90 ± 1.17 | 7.60 ± 0.95 | 16.01%±1.78% |
| 60.0%    | **9.58 ± 0.31** | **7.37 ± 0.20** | **15.62%±0.26%** | 61.3%    | **9.46 ± 0.68** | **7.31 ± 0.45** | **15.44%±0.19%** |
| 56.5%    | 9.64 ± 0.34 | 7.41 ± 0.23 | 15.80%±0.47% | 58.0%    | 9.65 ± 0.46 | 7.53 ± 0.32 | 15.63%±0.54% |
| 51.3%    | 9.75 ± 0.33 | 7.55 ± 0.31 | 17.28%±1.18% | 54.8%    | 9.81 ± 0.53 | 7.53 ± 0.37 | 16.05%±0.54% |
| 43.3%    | 10.12 ± 0.53 | 7.77 ± 0.39 | 17.28%±1.18% | 43.7%    | 9.90 ± 0.38 | 7.63 ± 0.30 | 16.31%±0.92% |

### Table 3: Summary of forecasting results of FSST-GNN (GAT) with different filtering methods and sparsity on inverse correlation graph. Highlighted in bold are the optimal RMSE, MAE and MAPE in each model-sparsity combination, and underlined is the absolute optimal results in the table.

| Sparsity | RMSE    | MAE     | MAPE    | Sparsity | RMSE    | MAE     | MAPE    |
|----------|---------|---------|---------|----------|---------|---------|---------|
|          | GLASSO  |         |         |          | MFCF    |         |         |
| 77.2%    | 9.24 ± 0.61 | 8.03 ± 0.47 | 18.89%±1.35% | 76.6%    | 11.35 ± 0.76 | 8.76 ± 0.61 | 20.36%±1.97% |
| 71.0%    | 10.34 ± 0.79 | 8.05 ± 0.58 | 18.66%±1.29% | 72.3%    | 10.23 ± 0.26 | 8.06 ± 0.44 | 18.13%±1.14% |
| 66.6%    | 9.80 ± 0.41 | 7.66 ± 0.33 | 17.75%±0.87% | 68.6%    | 10.68 ± 0.80 | 8.32 ± 0.52 | 19.56%±1.30% |
| 60.0%    | **9.67 ± 0.41** | **7.55 ± 0.34** | **17.51%±1.54%** | 61.3%    | **10.07 ± 0.59** | **7.99 ± 0.44** | **17.87%±1.11%** |
| 56.5%    | 9.86 ± 0.58 | 7.74 ± 0.53 | 18.24%±1.66% | 58.0%    | 10.19 ± 0.41 | 8.12 ± 0.29 | 18.29%±0.49% |
| 51.3%    | 10.06 ± 0.57 | 7.86 ± 0.45 | 17.68%±1.20% | 54.8%    | 10.31 ± 0.52 | 8.09 ± 0.39 | 18.22%±1.26% |
| 43.3%    | 9.99 ± 0.27 | 7.88 ± 0.19 | 17.60%±0.47% | 43.7%    | 10.75 ± 0.68 | 8.16 ± 0.40 | 18.44%±0.55% |
5 CONCLUSION

Literature has presented many GNN-based graph sparsification methods. However, none of them explicitly addresses the filtering and sparsification from a time-series perspective. In small sample time-series problems, especially in finance, graph structure learning models, e.g., graph representation learning, are highly prone to noise. In this paper, we design an end-to-end filtered sparse spatial-temporal graph neural network for time-series forecasting. Our model leverages and integrates traditional matrix filtering methods with modern graph neural networks to achieve robust results, and show the use of a simple and efficient architecture. We employ three different matrix filtering methods, covariance shrinkage, graphical LASSO and information filtering network-maximally filtered clique forest to show a positive gain in graph filtering to graph learning. The results from the three methods surpass all of the benchmark approaches, including a LSTM with no graphical information, the same FSST-GNN architecture with fully connected, disconnected graphs and unfiltered graphs.

In the experiments, we found the sparse graph in GAT serves only as an indication of which pairs of node require attention calculation, and the advantages from sparsity are significant. The filtered correlation matrix in GCN is interpreted and used as a weighted adjacency matrix for direct graph convolution, where the efficacy of filtering is also obvious. Furthermore, the optimal combined effect of filtering and sparsification in FSST-GNN (GCN) with inverse correlation implies the two contributing factors are complementary. Therefore, by incorporating weighted graphs in GAT like Grassia & Mangioni [26], we may further improve the performance of attention-based graph neural networks.

Current work is based on a synthetic dataset from a Kaggle competition for sales prediction. Further work will be applied with real world financial data for practical problems, e.g., portfolio optimization, risk management and price forecasting. The temporal and spatial component of the current architecture are designed to compute in parallel and combined in the end. Therefore, temporal information does not directly contribute to the spatial filtered graph generation or graph node feature generation. In the next phase of this study, we aim to develop a stacked architecture, where temporal signals contribute to spatial graph filtering/sparsification.
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