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Abstract—The problem of designing high rate, full diversity noncoherent space-time block codes (STBCs) with low encoding and decoding complexity is addressed. First, the notion of $g$-group encodable and $g$-group decodable linear STBCs is introduced. Then for a known class of rate-1 linear designs, an explicit construction of fully-diverse signal sets that lead to four-group encodable and four-group decodable differential scaled unitary STBCs for any power of two number of antennas is provided. Previous works on differential STBCs either sacrifice encoding complexity for higher rate or sacrifice rate for lower decoding complexity.

I. INTRODUCTION

It is well known that multiple antenna systems can offer increased data rate and reliability as compared to single antenna systems when the fading coefficients are known at the receiver. However, in practice, learning the fading coefficients becomes increasingly difficult as either the fading rate or number of transmit antennas increases. Motivated by this problem, in [1], [2], a transmission strategy called differential unitary space-time modulation was introduced for the noncoherent MIMO channel where neither the transmitter nor the receiver has knowledge of the channel. Essentially, using this strategy the problem of noncoherent space-time coding becomes similar to the problem of coherent space-time coding with the additional requirement for unitary codewords. Since the introduction of differential space-time codes, several works including [3]-[10] and the references in them have focused along different directions to obtain full diversity differential space-time codes (DSTCs). Most of these previous works obtained full diversity DSTCs by neglecting the issue of encoding and decoding complexity which are crucial for practically realizing high rate systems. Though few works [6]-[10] have addressed this issue partially, there seems to be no systematic construction of high rate full diversity DSTCs guided by the requirement for low encoding and decoding complexity.

The differential encoding/decoding setup utilized in [8], [10] is more general than the differential unitary space-time modulation scheme originally proposed in [1], [2] in the sense that those originally proposed demand all the codeword matrices to be unitary whereas the generalized one asks for only scaled unitary codeword matrices. In this paper, we design signal sets for the rate-1 linear designs proposed in [12] thus leading to four-group decodable differential scaled-unitary STBCs with full-diversity.

The main contributions can be summarized as follows:
- The notion of $g$-group encodable linear space-time codes is formally introduced and the inter-relationship with $g$-group decodable linear space-time codes is made clear.
- Explicit construction of fully diverse signal sets leading to scaled-unitary codewords is provided for the designs in [12] for arbitrary transmission rate and dimensions being a power of two. Previous algebraic approaches [3], [5] involved intensive computations which was code specific and did not permit an explicit closed form solution for arbitrary rate and dimension.
- The resulting codes trade off rate and decoding complexity without sacrificing either of them completely. Previous works either sacrifice encoding complexity for higher rate or sacrifice rate for lower decoding complexity.

The rest of the paper is organized as follows: Section II introduces the notion of $g$-group encodable and $g$-group decodable linear STBCs and describes its application and significance in the differential encoding/decoding setup. In Section III the rate one complex symbols per channel use, 4-group decodable design of [12] is briefly described. The issues involved in the construction of fully diverse signal sets for these designs so that they are usable as differential scaled-unitary STBCs with full-diversity are highlighted in Section IV and one particular class of fully diverse signal sets is explicitly constructed for arbitrary transmission rate in bits/sec/Hz. Section V contains some concluding remarks.

II. PRELIMINARIES

We first introduce the notion of $g$-group encodable and $g$-group decodable linear STBCs and explain their significance in the context of differential STBCs.

Definition 1: A linear design $S(s_1, s_2, \ldots, s_K)$ in $K$ real indeterminates or variables $s_1, s_2, \ldots, s_K$ is a $n \times n$ matrix
with entries being a complex linear combination of the variables. It can be written as \( S(s_1, s_2, \ldots, s_K) = \sum_{i=1}^{K} s_i A_i \) where, \( A_i \in \mathbb{C}^{n \times n} \) are called the weight matrices. A linear STBC \( C \) is a finite set of \( n \times n \) complex matrices which can be obtained by taking a linear design \( S(x_1, x_2, \ldots, x_K) \) and specifying a signal set \( \mathcal{A} \subset \mathbb{R}^K \) from which the information vector \( X = [s_1 \ s_2 \ldots \ s_K]^T \) takes values from, with the additional condition that \( S(a) \neq S(a'), \forall a \neq a' \in \mathcal{A} \). A linear STBC \( C = \{S(X) | X \in \mathcal{A} \} \) is said to be \( g \)-group encodable if \( S(a) = \sum_{i=1}^{K} a_i \mathbf{A}_{i} \) where each \( \mathbf{A}_i \) is in general not same as minimizing \( \| R_t - \frac{1}{a_{t-1}} S(X) R_{t-1} \|^2 \) for each \( 1 \leq k \leq g \) individually. However if it so happens, then the decoding complexity is reduced by a large amount. Note that it is not possible to compute (3) unless the code is \( g \)-group encodable also.

**Definition 2:** A linear STBC \( C = \{S(X) | X \in \mathcal{A} \} \) is said to be \( g \)-group encodable (or \( \frac{K}{g} \) real symbol encodable or \( \frac{K}{2g} \) complex symbol encodable) if \( g \) divides \( K \) and if \( \mathcal{A} = \mathcal{A}_1 \times \mathcal{A}_2 \times \cdots \times \mathcal{A}_g \) where each \( \mathcal{A}_i, i = 1, \ldots, g \subset \mathbb{R}^n \).

**Theorem 1:** A linear STBC \( C = \{S(X) | X \in \mathcal{A} \} \) is \( g \)-group encodable if the following two conditions are satisfied.

1) \( \mathcal{A} \) is \( g \)-group encodable

2) If \( A_i \) and \( A_j \) are the weight matrices of two variables belonging to two different groups, then they should satisfy the following equation \( A_j^T A_j + A_i^T A_i = 0 \).

**Proof:** Proof is straightforward and identical to the proof in [11].

In the light of the definition of encoding complexity, for the Cayley codes [4], [5] if we look at the matrices obtained after applying Cayley transform, the encoding complexity is exponential. In this paper, we have taken the viewpoint of defining encoding complexity of the matrices which are used to perform differential encoding. Moreover, Cayley transform requires appropriate computation of matrix inverses.

**B. Problem Statement**

The differential STBC design problem is to design a linear STBC \( C = \{S(X) | X \in \mathcal{A} \} \) such that

1) All codewords are scaled unitary matrices and the average scale factor should meet the power constraint.

2) \( K \) and \( g \) are maximized
3) \( \min_{S_1, S_2 \in \mathcal{S}} |S_1 - S_2| \) is maximized.

We now briefly highlight the various issues involved in satisfying the above stated requirements by illustrating with some examples.

Example 2.2: Let us consider the Golden code for 2 transmit antennas. It has 8 real variables. For the coherent MIMO channel, the signal set used is QAM for each complex variable. Hence this code is a 8-group encodable (since QAM is a Cartesian product of two PAM signal sets) and 1-group decodable linear STBC and thus has low encoding complexity. However, if we now impose the requirement for scaled unitary codewords, then we will have to solve for signal sets which will yield scaled unitary codewords inside the division algebra. Although this approach can potentially offer excellent coding gain, it may amount to entangling all the 8-real variables which will make the code 1-group encodable and 1-group decodable. This approach was recently attempted in [3].

Example 2.3: Let us take the example of the Alamouti code for 2 transmit antennas. It has 4 real variables. Now if we choose the signal set to be PSK (points on the unit circle) for every complex variable, then all the codewords become unitary matrices, since the Alamouti code is an orthogonal design. Hence such a code is 2-group encodable as well as 2-group decodable. Further this code also provides full diversity. However, note that if we take square QAM to be the signal set for each complex variable, then we get a 4-group encodable (square QAM is a Cartesian product of two PAM signal sets) and 4-group decodable full diversity code, but now the codewords are scaled unitary matrices as opposed to unitary matrices. Thus relaxing the codewords to be scaled unitary matrices allows us to lower the encoding and decoding complexity.

The above two examples show that the choice of signal sets is crucial in obtaining low encoding and decoding complexity.

III. A 4-GROUP DECODABLE DESIGN

In this section, we briefly describe the construction of a rate-one linear which satisfies the conditions for 4-group decodability. This construction was first proposed in [12].

Given a \( n \times n \) linear design \( A(x_1, x_2, \ldots, x_K) \) in \( K \) complex variables \( x_1, x_2, \ldots, x_K \), one can construct a new \( 2n \times 2n \) linear design \( D \) as follows.

\[
\begin{bmatrix}
A(x_1, x_2, \ldots, x_K) & B(x_{K+1}, x_{K+2}, \ldots, x_{2K}) \\
B(x_{K+1}, x_{K+2}, \ldots, x_{2K}) & A(x_1, x_2, \ldots, x_K)
\end{bmatrix}
\]

where, the linear design \( B(x_{K+1}, x_{K+2}, \ldots, x_{2K}) \) is identical to the linear design \( A(x_1, x_2, \ldots, x_K) \) except that it is in different variables \( x_{K+1}, x_{K+2}, \ldots, x_{2K} \). We call this construction as the 'ABBA construction'. This construction was first introduced in [15], albeit only for Alamouti design.

Given a \( n \times n \) linear design \( A(x_1, x_2, \ldots, x_K) \) in \( K \) complex variables \( x_1, x_2, \ldots, x_K \), one can also construct a new \( 2n \times 2n \) linear design \( S \) as follows.

\[
\begin{bmatrix}
A(x_1, x_2, \ldots, x_K) & -B^H(x_{K+1}, x_{K+2}, \ldots, x_{2K}) \\
B(x_{K+1}, x_{K+2}, \ldots, x_{2K}) & A^H(x_1, x_2, \ldots, x_K)
\end{bmatrix}
\]

where, the linear design \( B(x_{K+1}, x_{K+2}, \ldots, x_{2K}) \) is identical to the linear design \( A(x_1, x_2, \ldots, x_K) \) except that it is in different complex variables \( x_{K+1}, x_{K+2}, \ldots, x_{2K} \). We call this construction as the 'doubling construction'. This construction has also been reported in [14].

We are now ready to describe our iterative construction. For \( \lambda = 1 \), we have the Alamouti design.

Construction 3.1: For \( \lambda > 1 \), consider the linear design \( C_1(x_1, x_2) = \begin{bmatrix} x_1 & x_2 \\ x_2 & x_1 \end{bmatrix} \). Now, to obtain a linear design for \( N_T = 2^\lambda \), \( \lambda > 1 \), we follow the steps given below.

Step 1: Starting with \( C_1 \), keep applying ABBA construction iteratively on it till a \( 2^{\lambda-1} \times 2^{\lambda-1} \) linear design \( C \) is obtained.

Step 2: Then apply doubling construction on \( C \) to obtain the required design.

A detailed description of these and the proof that the designs given by the above construction are 4-group decodable is given in [12].

Example 3.1: Now, the design for 4 transmit antennas according to Construction 3.1 is

\[
S = \begin{bmatrix}
x_1 & x_2 & -x_3^* & -x_4^* \\
x_2 & x_1 & -x_4^* & -x_3^* \\
x_3 & x_4 & x_1^* & x_2^* \\
x_4 & x_3 & x_2^* & x_1^*
\end{bmatrix}
\]

and the design for larger number of transmit antennas can also be easily constructed.

IV. CHOICE OF SIGNAL SETS

In this section, we construct fully diverse signal sets for the linear designs constructed in the previous subsection. The signal sets should be designed in such a way that the following important requirements are met by the code simultaneously.

1) Scaled unitary codewords meeting power constraint
2) Four-group encodable and Four-group decodable
3) Difference of any two different codewords should be full rank (Full diversity)

We shall first illustrate the procedure for construction of signal sets for 4 transmit antennas and then generalize the ideas for any \( N_T = 2^\lambda \) transmit antennas. For the design for 4 transmit antennas we study

\[
S^H S = \begin{bmatrix}
a & b & 0 & 0 \\
b & a & 0 & 0 \\
0 & 0 & a & b \\
0 & 0 & b & a
\end{bmatrix}
\]

where \( a = \sum_{i=1}^{4} |x_i|^2 \) and \( b = x_1^* x_2 + x_2^* x_4 + x_3^* x_4 + x_4^* x_3 \), to find out the conditions on the signal sets under which the codewords are scaled unitary matrices. We see that the signal set should be chosen such that the following condition is satisfied for all the signal points:

\[
x_1^* x_2 + x_2^* x_4 + x_3^* x_4 + x_4^* x_3 = 0.
\]

However, we should be careful to not to disturb 4-group encodability in the process. Hence we first identify the grouping
of the variables. According to the construction of [12], the four groups are as follows.

\{x_{11}, x_{21}\}; \{x_{1Q}, x_{2Q}\}; \{x_{31}, x_{41}\}; \{x_{3Q}, x_{4Q}\}

The chosen signal sets should be in such a way that there are no joint constraints on variables from different groups. If that happens, then the code will no longer be 4-group encodable and 4-group decodable. Putting together all the requirements for scaled unitary codewords, we have

\[
x_{11}x_{21} = -x_{1Q}x_{2Q}; \quad x_{31}x_{41} = -x_{3Q}x_{4Q}.
\]

The above equations can be satisfied without disturbing 4-group encodability as shown below.

\[
x_{11}x_{21} = -x_{1Q}x_{2Q} = c_1; \quad x_{31}x_{41} = -x_{3Q}x_{4Q} = c_2
\]

where, \(c_1\) and \(c_2\) are positive real constants. Then, the average power constraint requirement can be met by satisfying the conditions

\[
E(x_{11}^2 + x_{21}^2) = E(x_{1Q}^2 + x_{2Q}^2) = E(x_{31}^2 + x_{41}^2) = E(x_{3Q}^2 + x_{4Q}^2) = 1
\]

where, without loss of generality, we consider the average power on a symbol to equal 1. Solutions to (4) are simply points on a hyperbola. Thus a common set of solutions of (4) and (5) can be obtained by taking points on the intersection of circles and hyperbolas. But we have a third requirement of full diversity which has to be met. For this we use the structure of the constructed designs. The constructed designs have the form

\[
S = \begin{bmatrix} A & -B^H \\ B & A^H \end{bmatrix}
\]

where, \(A\) and \(B\) are positive real numbers such that \(\Delta x_2 \neq \pm \Delta x_3\). Just like before, we should be careful not to disturb 4-group encodability in the process. We take care of that requirement also by satisfying the following conditions:

\[
\Delta x_{11} \neq \pm \Delta x_{21}; \quad \Delta x_{1Q} \neq \pm \Delta x_{2Q}; \\
\Delta x_{31} \neq \pm \Delta x_{41}; \quad \Delta x_{3Q} \neq \pm \Delta x_{4Q}.
\]

The solution satisfying all the three conditions (4), (5) and (6) can be found simply by finding the intersection of points on the unit circle \(x^2 + y^2 = 1\) with a hyperbola \(xy = c\), where \(c < 1\) on the two dimensional \(xy\) plane. This is illustrated in Fig. 1. Observe that the hyperbola intersects the circle at four different points. But the full diversity criterion demands that \(\Delta x \neq \pm \Delta y\). After enforcing this condition, only two points survive out of the four points. They can be either the set of points marked \(A\) or the set of points marked \(B\) in Fig. 1. Thus we have obtained a signal set containing 2 points. If we need more points, we can then invoke the fact that scaled unitary codewords are sufficient. We can draw more circles (centered at origin) with radii such that the average power constraint is met and then find those points intersecting with the hyperbola. More precisely, to get \(M\) points, draw \(\frac{M}{2}\) concentric circles with increasing radii \(r_1, r_2, \ldots, r_{\frac{M}{2}}\) such that \(\sum_{i=1}^{\frac{M}{2}} r_i^2 = \frac{M}{4}\).

This condition is necessary since otherwise the hyperbola will not intersect the circle with least radius.

\[
\begin{align*}
p_i[j] &= 0 \quad \forall j \neq (q \mod 2^{\lambda-3}) + 1 \\
p_i[(q \mod 2^{\lambda-3}) + 1] &= r_q, \quad \text{if } r = 0 \\
p_i[(q \mod 2^{\lambda-3}) + 1] &= r_q, \quad \text{if } r = 1
\end{align*}
\]

where, for a vector \(x, x[i]\) denotes the \(i\)-th entry of the vector \(x\) and \(r_q, q = 1, \ldots, 2^{\frac{M}{2}}\) are positive real numbers such that \(r_q > r_{q+1}, \forall q = 1, \ldots, 2^{\frac{M}{2}} - 1\) and \(\sum_{i=1}^{\frac{M}{2}} r_i^2 = \frac{M}{4}\).

**Theorem 2:** Construction 4.1 provides fully diverse signal sets for the designs given by Construction 4.1.

**Example 4.1:** Let \(N_T = 2^4 = 8\) and \(M = 16^4\). Thus the rate of transmission of this code will be \(\log_2 M = 2\) bits per channel use. The corresponding 4 dimensional signal set is

![Fig. 1. Signal set structure in 2 dimensions](image)
shown below:

\[
\begin{align*}
   p_1 &= \begin{bmatrix} r_1 & 0 & 0 & 0 \end{bmatrix}^T; & p_2 &= \begin{bmatrix} -r_1 & 0 & 0 & 0 \end{bmatrix}^T \\
   p_3 &= \begin{bmatrix} 0 & r_2 & 0 & 0 \end{bmatrix}^T; & p_4 &= \begin{bmatrix} 0 & -r_2 & 0 & 0 \end{bmatrix}^T \\
   p_5 &= \begin{bmatrix} 0 & 0 & r_3 & 0 \end{bmatrix}^T; & p_6 &= \begin{bmatrix} 0 & 0 & -r_3 & 0 \end{bmatrix}^T \\
   p_7 &= \begin{bmatrix} 0 & 0 & 0 & r_4 \end{bmatrix}^T; & p_8 &= \begin{bmatrix} 0 & 0 & 0 & -r_4 \end{bmatrix}^T \\
   p_9 &= \begin{bmatrix} r_5 & 0 & 0 & 0 \end{bmatrix}^T; & p_{10} &= \begin{bmatrix} -r_5 & 0 & 0 & 0 \end{bmatrix}^T \\
   p_{11} &= \begin{bmatrix} 0 & r_6 & 0 & 0 \end{bmatrix}^T; & p_{12} &= \begin{bmatrix} 0 & -r_6 & 0 & 0 \end{bmatrix}^T \\
   p_{13} &= \begin{bmatrix} 0 & 0 & r_7 & 0 \end{bmatrix}^T; & p_{14} &= \begin{bmatrix} 0 & 0 & -r_7 & 0 \end{bmatrix}^T \\
   p_{15} &= \begin{bmatrix} 0 & 0 & 0 & r_8 \end{bmatrix}^T; & p_{16} &= \begin{bmatrix} 0 & 0 & 0 & -r_8 \end{bmatrix}^T \\
\end{align*}
\]

where,

\[
\begin{align*}
   r_1 &= 0.3235; & r_2 &= \sqrt{3}r_1; & r_3 &= r_2 + \sqrt{3}r_2; & r_4 &= r_2 + 2\left(\frac{\sqrt{3}r_2-1}{3}\right) \\
   r_5 &= 3r_1; & r_6 &= \left(2 + \sqrt{3}\right)r_1; & r_7 &= r_3 + 2r_1; & r_8 &= r_4 + 2r_1.
\end{align*}
\]

V. DISCUSSION

An important direction for further research is to optimize the signal sets for maximizing the coding gain. Extending this work to general g-group ML decodable STBCs is also another interesting direction for further work.
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