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Abstract. The connectional brain template (CBT) captures the shared traits across all individuals of a given population of brain connectomes, thereby acting as a fingerprint. Estimating a CBT from a population where brain graphs are derived from diverse neuroimaging modalities (e.g., functional and structural) and at different resolutions (i.e., number of nodes) remains a formidable challenge to solve. Such network integration task allows for learning a rich and universal representation of the brain connectivity across varying modalities and resolutions. The resulting CBT can be substantially used to generate entirely new multimodal brain connectomes, which can boost the learning of the down-stream tasks such as brain state classification. Here, we propose the Multimodal Multiresolution Brain Graph Integrator Network (i.e., M2GraphIntegrator), the first multimodal multiresolution graph integration framework that maps a given connectomic population into a well-centered CBT. M2GraphIntegrator first unifies brain graph resolutions by utilizing resolution-specific graph autoencoders. Next, it integrates the resulting fixed-size brain graphs into a universal CBT lying at the center of its population. To preserve the population diversity, we further design a novel clustering-based training sample selection strategy which leverages the most heterogeneous training samples. To ensure the biological soundness of the learned CBT, we propose a topological loss that minimizes the topological gap between the ground-truth brain graphs and the learned CBT. Our experiments show that from a single CBT, one can generate realistic connectomic datasets including brain graphs of varying resolutions and modalities. We further demonstrate that our framework significantly outperforms benchmarks in reconstruction quality, augmentation task, centeredness and topological soundness.
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1 Introduction

Modern network science opens new frontiers of representing the complex functionality and structure of biological systems by analyzing the intercommunication within their fundamentals [1]. The wealth of technological advances in the field of neuroscience paves the way for gathering massive and high-quality biological datasets such as Human Connectome Project [2], Southwest University Longitudinal Imaging Multimodal (SLIM) Brain Data Repository [3] and UK Biobank [4] using different magnetic resonance imaging (MRI) modalities including functional, structural T1-weighted and diffusion MRI. Representing such connectomic datasets using graphs (i.e., networks) aims to reveal the complex interconnections between brain regions. More specifically, each brain graph allows to investigate particular connectivity patterns and functionalities of the brain elements, where each anatomical brain region of interest (i.e., ROI) is represented with a node and the biological connectivity between two ROIs is represented by weighted edges [5,6,7]. Using graphs that are derived from such rich multimodal datasets serves as an exemplary tool for examining the human brain structure and state [8,9] by mapping the brain wiring at the individual level.

In addition to fingerprinting the brain of an individual, graph representations allow for mapping brain connectivity at the population level, thereby distinguishing between contrasting states (e.g., healthy versus unhealthy) of different populations. Emerging studies focused on learning how to integrate a set of unimodal single-resolution brain graphs into a single connectome (i.e., connectomic brain template) that encodes the shared traits across the individuals of the population [10,11,12]. Despite their overwhelming success, existing methods are not particularly designed to handle multimodal multiresolution connectomic datasets, which, if solved, can pave the way for holistically detecting anomalies and abnormalities across varying brain networks. Specifically, generating a universal connectional brain template (i.e., CBT) from multimodal multiresolution connectomic populations remains an uncharted territory [13]. By mitigating such a challenging issue, a single compact representation, from which one can span new multimodal multiresolution brain graph populations for data augmentation [14,15], can be learned to reveal typical and atypical alterations in the brain connectome across modalities and various individuals. One can also leverage the universal CBT for graph augmentation to alleviate clinical data scarcity [16,17,18,14] in classification and regression tasks [19,20,21,22,23].

Related work. Existing works tailored for graph integration or fusion in general are limited to training on unimodal, single-resolution brain networks [24,10,11,12]. For example, based on message passing between the neighbors of a particular node, similarity network fusion (SNF) [24] learns how to integrate a set of biological graphs by diffusing the local connectivity of each individual graph across the global connectivity of all samples in the population in an iterative manner. Still, such method cannot handle multiresolution graphs as well as heterogeneous samples drawn from multimodal distributions. Later on, [10] proposed a novel method for estimating a CBT (also termed with brain network
atlas) over a population of brain networks which are derived from the same modality by exploiting diffusive-shrinking and fusing graph techniques. However, the mathematical formalization of the proposed graph diffusion and fusion method is not capable of handling multigraph population, where each sample is represented by a set of graphs. To remedy the lack of methods for multigraph data integration, where a multigraph allows for multiple edges connecting two nodes, [11] introduced a novel approach for multi-view graph construction. However, such method utilizes disparate learning modules that learn independently without any feedback mechanism between them; as such the errors accumulate throughout the dichotomized learning pipeline. To address this issue, [12] introduced Deep Graph Normalizer (DGN) framework, the first graph neural network that integrates a population of fixed-size multigraphs in an end-to-end learnable way. Although compelling, DGN is limited to aggregating the information only across multi-view brain graphs with a fixed resolution. Besides, it relies on a random sampling technique to generate CBTs, which is agnostic to data heterogeneity. Moreover, DGN uses edge-conditioned convolution, which is not fundamentally tailored for easing the memory consumption, thereby undermining the population representative CBT estimation for large-scale graph populations. Other related works [25,26] focused only on integrating single-resolution brain network populations for disorder profiling and CBT learning. We note a few works that were also dedicated to brain graph super-resolution [27,28,29], which primarily aimed to generate brain graphs across different resolutions rather than integrating them.

To address all these limitations, we propose Multimodal Multiresolution Graph Integrator (M2GraphIntegrator) Network, the first framework for integrating a population of multimodal multi-resolution brain networks into a centered and representative CBT. Tapping into the nascent field of GNNs, we design a set of resolution-specific autoencoders to map a given population of brain networks of different resolutions derived from multiple modalities to a shared embedding space. Next, given the learned embeddings, we generate the CBT through the integrator network, which is an architecture specialized in learnable embedding integration. To train our framework, we design a novel CBT centeredness loss that ensures the heterogeneity of training samples via clustering. As such, the selected training samples from different clusters represent each and every distribution present in the input graph population. In that way, our estimated CBT can capture the connectivity patterns across all subjects in a diverse population. Furthermore, to preserve the brain graph topology in the integration process, we propose a novel topology loss which aims to minimize the topological gap between the ground-truth and the reconstructed brain graphs in terms of node strength, a measure quantifying the local hubness of each brain node (i.e., anatomical region of interest).
2 Proposed Method

In this section, we present the main steps of our CBT estimation framework from multimodal multi-resolution brain networks. Fig. 1 provides an overview of the key three steps of the proposed framework: A) representation of multimodal and multi-resolution brain networks in a population, B) generation of subject-based CBT, C) subject-specific loss calculation, and D) estimation of the universal CBT.

A- Multi-modal multi-resolution brain networks representation. Given a connectomic population, each subject is represented by multiple brain networks

Fig. 1: Overview of the proposed Multi-modal Multi-resolution Graph Integrator (M2GraphIntegrator) architecture for estimating a centered connectional brain template from a given population. (A) Multi-modal multi-resolution brain network representation. We represent each subject in the population by multiple connectivity matrices, each denoted by \( X_{m,r}^{s} \in \mathbb{R}^{r_k \times r_k} \). (B) Subject-based CBT generation. Our framework consists of 3 co-learning modules: the resolution-specific graph autoencoders, the self-mapper and the integrator. We generate the subject-based CBT by integrating the feature vector embeddings \( Z_{m,r}^{s} \) of each encoder and the self-mapper. (C) Subject-specific loss calculation. For each subject \( s \), we calculate both reconstruction and topological losses using the whole training set. As for the CBT centeredness loss, using clustering we select a heterogeneous subset of training samples against which we evaluate the centeredness of the learned subject-specific CBT. (D) Universal CBT generation. To capture the most centered connectional patterns across all subjects, we feed each brain multigraph through our trained model to generate subject-based CBTs. Next, we perform element-wise median operation to estimate the universal CBT. To simplify the illustration, we denote the encoder \( E_{r,M,K}^{s} \) by \( E^{s,\kappa} \) and the decoder \( D_{r,M,K}^{s} \) by \( D^{s,\kappa} \).
of different resolutions derived from different neuroimaging modalities such as functional and structural MRI (Fig. 1-A). Such brain networks do not necessarily belong to the same resolution set (i.e., they might have different number of nodes thus different number of edges). Therefore, we represent each subject $s$ in the population as follows:

$$X_s = \{X^m_s\}_{m=1}^M, \quad X^m_s = \{X^{m,r_k}_s\}_{k=1}^{K^m}$$

$X^m_s$ denotes the modality-specific brain networks set derived from modality $m$ and $X_s$ stands for the overall set encapsulating each and every modality-specific brain networks set of subject $s$. $X^{m,r_k}_s \in \mathbb{R}^{r_k \times r_k}$ represents a connectivity matrix (i.e. adjacency matrix) of resolution $r_k$ belonging to $X^m_s$. We represent the total number of resolutions derived from modality $m$ by $K^m$ and further denote by $K$ the total number of resolutions across all modalities. Since each connectivity matrix is symmetric, we vectorize it into a feature vector by taking the elements in its lower triangular part. Specifically, for each subject, we represent each brain graph with a feature vector $V^{m,r_k}_s \in \mathbb{R}^{1 \times r'_k}$, where $r'_k = \frac{r_k \times (r_k - 1)}{2}$. We note in what follows that our GCN is trained in a subject-based fashion where each subject is represented by a single-node brain graph.

**B- Subject-based CBT generation.** To estimate a subject-based CBT $C^s$, we design 3 GCN-based modules that co-learn during the training process: the resolution-specific graph autoencoders, the self-mapper and the integrator (Fig. 1-B).

**Resolution-specific graph encoder.** In order to generate a subject-based CBT, we first propose to reduce the resolution of differently scaled brain networks. To do so, we introduce a set of resolution-specific graph encoders $\{E^{r_k}\}_{k=2}^{K}$, where each $E^{r_k}$ maps the feature vectors of a network at resolution $r_k$ into a shared lower embedding space at the lowest existing graph resolution $r_1$. Our encoders learn to capture the shared-traits across multi-resolution brain networks. We build the encoders by stacking three GCN blocks each including a GCN layer followed by sigmoid non-linearity and a dropout function. Each GCN layer performs the graph convolution operation \[30\] defined as follows:

$$V^l = \hat{D}^{-1/2} \hat{A}^{-1/2} \hat{V}^l \Theta^l,$$

where $V^l$ denotes the feature vector embedding at layer $l$, $\hat{D}$ denotes the diagonal degree matrix, $\hat{A}$ denotes the adjacency matrix including self-connectivities and $\Theta^l$ denotes the learnable parameter for each layer $l$. For simplicity, we choose $V$ as a representation of $V^{m,r_k}_s$ which is the feature vector of a subject $s$ with a resolution $r_k$ and modality $m$. We note that feature vector embedding of the last layer (i.e., third layer of $E^{r_k}$) is denoted by $Z$ where $Z = V^L$ (i.e., feature vector embedding at layer $L$, where $L = 3$ in our case).

As the first step of estimating $C^s$, we pass the feature vectors of subject $s$ each denoted by $V^{m,r_k}_s$ through their corresponding resolution-specific graph encoders in order to map them to the shared embedding space of size $r'_k$. We represent the low-dimensional embedding of each feature vector by $Z^{m,r_k}_s \in \mathbb{R}^{1 \times r'_k}$. We note that the minimal resolution brain graphs of subject $s$ are passed to another architecture called the self-mapper, which we will detail in the following section.
Self-mapper. The self-mapper is an architecture aiming to generate feature vector embeddings which capture the shared-traits across subjects of a given population. It maps minimal-resolution feature vectors into the embedding space shared among the resolution-specific graph encoders. Since the self-mapper does not alter the resolution of its input feature vectors, it cannot be identified as an encoder. However, the self-mapper and resolution-specific graph encoders resemble each other in terms of generating population-representative feature vector embeddings. The self-mapper consists of a single GCN block built by stacking a GCN layer, sigmoid non-linearity and dropout function and is denoted by $S$ throughout our framework (Fig. 1-B). In line with the purpose of estimating $C^s$, we pass each minimal-resolution feature vector $V^{m,r}_s$ of subject $s$ through the self-mapper and denote their embeddings by $Z^{m,r}_s$.

Integrator. We introduce an integrator module $I$ to integrate the feature embeddings $Z^{m,r}_s$ generated by the different resolution-specific graph encoders $\{E^{r_k}\}_{k=2}^K$ and the self-mapper $S$ into a single representation –i.e., the subject-based CBT. It mainly encapsulates multiple integration blocks, each composed of a linear layer followed by sigmoid non-linearity. Mainly, to estimate $C^s$ we first pass feature embeddings of subject $s$ through their corresponding integration blocks. Second, we average the integration block outputs and generate the subject-based CBT $C^s$ in its vectorized version (Fig. 1-B). Finally, we derive the matrix representation of $C^s$ by simple antivectorization.

Resolution-specific graph decoder. We design our M2GraphIntegrator framework in a way that each resolution-specific graph encoder $E^{r_k}$ has a corresponding resolution-specific graph decoder denoted by $D^{r_k}$. These encoder-decoder pairs are symmetric since both architectures consist of identical graph convolutional blocks in a reversed order. Even though decoders are not directly involved in the subject-based CBT estimation process, they play a substantial role in the overall framework by forcing the encoders, the self-mapper and the integrator to better learn the population graph representation. To achieve this, we propose two losses: the reconstruction loss and the topology loss which we will address in the following sections. Specifically, each decoder $D^{r_k}$ maps the learned $C^s$ into a higher embedding space of size $r_k$ in order to reconstruct the initial feature vector of subject $s$, which is antivectorized into the reconstructed brain connectivity matrix $\hat{X}^{m,r}_s$. We note that our resolution-specific graph decoders can be further leveraged for multimodal brain network data augmentation by perturbing the learned population CBT.

C- Subject-specific loss calculation. Once we generate $C^s$ from the integrator, we calculate a centeredness loss inspired by the subject normalization loss (SNL) proposed in [12]. However, SNL cannot preserve the data heterogeneity of the population which might result in a limited representation that fails to fully capture the spectrum of brain connectivity variability across subjects. To solve this problem, we propose a different method for selecting a subset $D_S$ of our training dataset $D$. Specifically, we employ a clustering-based sampling method (e.g., K-means or hierarchical clustering) rather than solely using random sampling. For centeredness loss calculation, we first vectorize
the input connectivity matrices and stack the resulting feature vector embeddings. Next, to select a $D_s$, we employ a clustering step to sample subjects from different clusters and produce their embedding vectors $Z_{s}^{m,r,k}$ using the encoder $E^{r,k}$. Finally, we obtain $Z_{s}^{m,r,k}$ by antivectorizing $Z_{s}^{m,r,k}$ for each sample in $D_s$ and calculate the mean Frobenius distance (MFD) with respect to $C^s$: 

$$L_s^P = \sum_{m=1}^{M} \sum_{k=1}^{K^m} \sum_{n=1}^{N_s} \sum_{s=1}^{S} ||C^s - Z_{s}^{m,r,k}||^2_2.$$  

To ensure that the decoded network preserves the initial traits present in the ground-truth graphs, we introduce a reconstruction loss which computes the MFD between the ground-truth connectivity matrices $X_{s}^{m,r,k}$ and their reconstructed matrices $\hat{X}_{s}^{m,r,k}$ for each subject $s$. We define it as follows: 

$$L_s^R = \sum_{m=1}^{M} \sum_{k=1}^{K^m} \sum_{s=1}^{S} \sum_{n=1}^{N_s} ||X_{s}^{m,r,k} - \hat{X}_{s}^{m,r,k}||^2_2.$$  

We further propose a new topology loss to enforce the connectivity strength of the brain regions in the reconstructed brain graphs $\hat{X}_{s}^{m,r,k}$ to be similar to those of the ground-truth networks $X_{s}^{m,r,k}$. More specifically, we generate for each subject in the population $\hat{X}_{s}^{m,r,k}$ by passing the vectorized $C^s$ through the decoder $D^{r,k}$. Next, we calculate the node strength vectors $P_{s}^{m,r,k}$ and $\hat{P}_{s}^{m,r,k}$ by summing up then normalizing over the rows of $X_{s}^{m,r,k}$ and $\hat{X}_{s}^{m,r,k}$, respectively. Hence, we define it as follows: 

$$L_s^T = \sum_{m=1}^{M} \sum_{k=1}^{K^m} \sum_{s=1}^{S} \sum_{n=1}^{N_s} ||P_{s}^{m,r,k} - \hat{P}_{s}^{m,r,k}||^1_1.$$  

By combining the three sub-losses (Fig. 1-C), we define the total subject-specific loss for a training subject $s$ as follows:

$$L_s^T = \sum_{m=1}^{M} \sum_{k=1}^{K^m} \left( ||X_{s}^{m,r,k} - \hat{X}_{s}^{m,r,k}||^2_2 + \lambda_1 ||P_{s}^{m,r,k} - \hat{P}_{s}^{m,r,k}||^1_1 + \lambda_2 \sum_{n=1}^{N_s} ||C^s - Z_{s}^{m,r,k}||^2_2 \right).$$  

In that way, our proposed loss not only captures the topological structure and information of different networks, but also the shared traits across subjects of the population.

**D- Universal CBT generation.** Since our ultimate goal is to generate a population representative CBT rather than a subject-based CBT, we further propose an additional step in our framework. Since each $C^s$ generated in the previous step is biased by a particular subject, we need to acquire a centered CBT that represents the heterogeneous population. To mitigate this issue, we perform element-wise median operation on all generated subject-based CBTs (i.e., $C^s$) as follows: $C = \text{median}[C^1, C^2, ..., C^N]$, where $N$ represents the number of training subjects (Fig. 1-D). As a result, we estimate $C$ the integral CBT that represents each and every subject in a multimodal multi-resolution brain graph population.

### 3 Results and Discussion

**Connectomic dataset and hyperparameter setting.** We trained and tested our framework on a connectomic dataset derived from the Southwest University Longitudinal Imaging Multimodal (SLIM) Brain Data Repository [3]. The dataset consists of 279 young healthy subjects, each represented by two brain networks of resolutions (i.e., ROIs) 35 and 160 derived from T1-weighted (morphological network) and resting-state functional MRI (functional network). We
benchmarked our **M2GraphIntegrator** including the topological loss (T) with its two (K) K-means and (H) hierarchical clustering variants against four ablated versions: **Ablated (K)** and **Ablated (H)** employ K-means and hierarchical clustering without integrating the topology loss while **Ablated (R+T)** and **Ablated (R)** employ random sampling with and without including the topology loss, respectively. We initialized two clusters for each clustering-based sampling method and selected 10 training subjects at each epoch. Prior to calculating the population centeredness loss, we provided an extra training of 100 epochs for the resolution-specific graph autoencoder architecture to achieve more reliable and steady results in the graph reconstruction block. We used grid search to tune the hyperparameters $\lambda_1$ and $\lambda_2$ of our loss function $L_s^J$ and set them to 2 and 0.5, respectively. We used Adam optimizer and set the learning rate to 0.0001.

| Model Variation       | Centeredness | Top. Soundness | KL Divergence | Pairwise Dist. |
|-----------------------|--------------|----------------|---------------|----------------|
| Ablated (R)           | 19.0727      | 5.9825         | 0.9764        | 0.1495000      |
| Ablated (K)           | 19.0702      | 5.9767         | 0.9766        | 0.1495006      |
| Ablated (H)           | 19.0755      | 5.9831         | 0.9765        | 0.1495009      |
| Ablated (R+T)         | 17.9822      | 5.8448         | 0.7245        | 0.1421824      |
| M2GraphIntegrator (K+T)| 17.9819      | 5.8439         | **0.7241**    | 0.1421812      |
| M2GraphIntegrator (H+T)| **17.9783** | **5.8434**     | 0.7243        | **0.142180**   |

**Table 1:** *CBT evaluation results using different measures.* Centeredness and topological soundness evaluate the quality of the generated CBT. KL divergence and pairwise distance evaluate the ability of the learned CBT in generating sound multimodal brain networks at different resolutions for data augmentation. For each metric, we highlight in bold the best performing method and underline the second best. Both M2GraphIntegrator (K+T) and (H+T) significantly outperformed ablated comparison methods ($p$-value < 0.01 using two-tailed paired t-test). **K:** K-means clustering. **H:** hierarchical clustering. **R:** random sampling. **T:** topological loss.

**Evaluation of universal CBT centeredness and topological soundness.** A representative CBT lies at the center of its population, hence it needs to achieve the minimal distance to all subjects in the population. We first use 5-fold cross-validation to split the data into training and testing folds where the CBT is learned from the training set and evaluated against the unseen test set. To evaluate the centeredness of the universal CBT, we first encode the testing functional graphs with $160 \times 160$ resolution by the trained $E^{160}$. Next, we compute the mean Frobenius distance between the CBT matrix learned from the training set and each morphological and encoded functional matrix of testing subjects. Next, to assess the topological soundness of the estimated CBT, we compute the
Euclidean distance between their corresponding node strength representations. Lower values of the centeredness and topological soundness measures demonstrate that the generated CBT is more representative and topology-aware. Table 1 shows the significant outperformance of our M2GraphIntegrator across all evaluation measures using both K-means and hierarchical clustering methods. Notably, these results show that our model learned using the proposed topology loss function significantly outperforms ($p < 0.01$) the comparison methods in preserving the topological properties of the ground-truth networks.

**Evaluation of multimodal network augmentation from the learned universal CBT.** Assuming that the universal CBT spans all domains across modalities and resolutions, it can be easily utilized to generate new brain networks for potential downstream learning tasks (e.g., connectome regression [31]). First, we simulate 279 random networks of the same CBT size and distribution. Next, we regularize each random network by averaging it with the universal CBT. Next, we feed each average network to our resolution-specific graph decoders to generate multimodal networks. To assess the realness of the generated networks, we compute the Kullback-Leibler divergence [32] between the ground-truth and the augmented brain networks as well as their average pairwise Euclidean distance (Table 1). Hence, a lower result in both metrics represents higher similarity between the ground-truth and the networks generated from our universal CBT (Table 1). Remarkably, the universal CBT by our methods M2GraphIntegrator (K+T) and M2GraphIntegrator (H+T) generates more significantly ($p < 0.01$) realistic multimodal brain graphs compared to the benchmarks.

### 4 Conclusion

In this paper, we proposed Multi-modal Multi-resolution Graph Integrator which is the first graph neural network framework that estimates a connectome population fingerprint given multimodal multi-resolution brain networks. Our method has three compelling strengths: (i) the autoencoder learning task with joint multi-resolution GCN-based autoencoders, facilitating its customizability to any graph resolution, (ii) the design of the clustering-based training sampling in the centeredness loss computation to learn a well-representative CBT of the population heterogeneity and (iii) the proposal of the topology loss to estimate a topologically sound CBT. Our estimated CBTs will not only pave the way for easier brain disorder diagnosis by revealing deviations from the healthy population but also remedy data scarcity by augmenting new brain networks. In our future work, we will use our model to learn universal CBTs of various healthy and disordered brain connectivity datasets including functional, morphological, and structural connectomes. Besides, we will refine our architecture by integrating a novel graph new edge-convolution that operates on large-scale graphs without memory overloading.
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