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Abstract—In this paper, we investigate the evolution of autoencoders near their initialization. In particular, we study the distribution of the eigenvalues of the Jacobian matrices of autoencoders early in the training process, training on the MNIST data set. We find that autoencoders that have not been trained have eigenvalue distributions that are qualitatively different from those which have been trained for a long time (>100 epochs). Additionally, we find that even at early epochs, these eigenvalue distributions rapidly become qualitatively similar to those of the fully trained autoencoders. We also compare the eigenvalues at initialization to pertinent theoretical work on the eigenvalues of random matrices and the products of such matrices.

I. INTRODUCTION

While there is a large body of literature studying the geometric properties of input space (for instance, see \cite{6, 9, 20, 28, 2}), there is less work in understanding the geometric characterizations of that a neural network has learned \cite{3, 30}, and to our knowledge, none comparing the geometric properties of a neural network at early stages of training to the geometry of the fully trained network. It is accepted in the machine learning community that the early portion of a neural network’s training is an important period of change (see, for instance, \cite{10}). Therefore, we wish to study, geometrically, how this change evolves over the training period. We hope that this line of inquiry will lead to insight into the training process, separating the stable geometry from the underlying stochasticity of learning.

The authors of \cite{3}, study autoencoders as functions from their input spaces to the reconstruction spaces. To understand the geometry of the feature map learnt by the autoencoder, they considered the matrix of derivatives of the autoencoder, or the Jacobian matrix. For any $x$ in the input space, they consider the eigenvalues of the Jacobian matrix at $x$, which reveal geometric properties of how the network is transforming the input geometry to a feature representation of the data. While that work focused on fully trained autoencoders, in contrast, in this paper focuses on the geometry of autoencoders near initialization and how this changes with training. In the end, we wish to understand what geometric features of the autoencoder were present initially, and when various geometric aspects of the trained autoencoder emerge in the training process.

At initialization, an autoencoder’s Jacobian matrices are determined randomly by the entries of the weight matrices, the bias vectors, and the particular choices of nonlinearities in the autoencoder’s architecture. Therefore, to make predictions about the distribution of eigenvalues at initialization, we draw on theoretical results pertaining to the eigenvalues of random matrices, or to products of random matrices. Then, we compare these predictions to our empirical observations at epoch 0. We also observe the evolution of the distribution of eigenvalues over the early portion of the training process.

We find that the theoretical predictions about the eigenvalues are generally larger in absolute value than the empirical observations at epoch 0, but do qualitatively describe some features of the distributions. Additionally, we observe considerable changes in these distributions early in the training process. In particular, while the authors in \cite{3} observe that the trained autoencoders do have eigenvalue distributions reminiscent of projection matrices, in this paper we see that this is a result of training, not present at initialization.

II. THEORY

An autoencoder is a neural network consisting of two components. The encoder maps from a high-dimensional input space, $\mathcal{I} = \mathbb{R}^N$, to a lower-dimensional latent space, $\mathcal{L} = \mathbb{R}^d$ (where $d \ll N$). The decoder maps the latent space to the reconstruction space $\mathcal{R} = \mathbb{R}^N$, which is equivalent to the input space. We denote the encoder by $f_{\text{enc}}$, and the decoder by $f_{\text{dec}}$. The autoencoder is
constructed so that the image of \( f_{\text{dec}} \circ f_{\text{enc}} : \mathcal{I} \rightarrow \mathcal{R} \) is at most \( d \) dimensional.

For an input point \( x \in \mathcal{I} \), we denote the corresponding reconstructed point by \( y := f_{\text{dec}} \circ f_{\text{enc}}(x) \in \mathcal{R} \) and the latent representation by \( z := f_{\text{enc}}(x) \in \mathcal{L} \). The Jacobian matrix (or derivative matrix) of the autoencoder, \( J_T(x) := D(f_{\text{dec}} \circ f_{\text{enc}})(x) = Df_{\text{dec}}(z) \cdot Df_{\text{enc}}(x) \), is a linear map from the tangent space of \( \mathcal{I} \) at \( x \), to the tangent space of the reconstruction space at \( y \). Because the autoencoder’s image is at most \( d \) dimensional, for any point \( x \), the Jacobian matrix \( J_T(x) \) has at most \( d \) nonzero eigenvalues. These eigenvalues describe how much the autoencoder distorts its corresponding eigenspace—an eigenvalue of 0 represents an eigenspace that is mapped entirely to one point, an eigenvalue of 1 represents an eigenspace that is left unchanged.

Some eigenvalues may be complex, but because our matrices are real-valued, these complex eigenvalues come in complex conjugate pairs. We usually consider these in polar coordinates \( \lambda = r e^{i \theta} \); the absolute value or “modulus” is the \( r \) here and the “argument” is the angle \( \theta \). In this paper, when we graph distributions of the arguments, we usually graph \( \theta \); this is because complex conjugate pairs come in the form \( r e^{i \theta} \), and this would make the graphs appear more symmetric about 0 than they should. Hence, in this paper both \( i \) and \(-i\) would be considered to have an argument of \( \frac{\pi}{2} \) radians, while a positive real number would have an argument of 0 and a negative real number would have an argument of \( \pi \).

Because calculating the eigenvalues of \( J_T(x) \) is computationally expensive, we often work with a different matrix instead. We define \( J_L(x) := D(f_{\text{enc}} \circ f_{\text{dec}})(y) = Df_{\text{enc}}(z) \cdot Df_{\text{dec}}(y) \), which is a Jacobian matrix of a map on the latent space. If the reconstruction error is 0 (that is, if \( z = x \)), the authors show in [3] that these matrices have the same nonzero eigenvalues. In practice, we observe that when the reconstruction error is small, the two sets of eigenvalues are close to each other. See Proposition 3.13 and Figure 2 of [3] for more details on this.

Furthermore, as we see in Theorem 11.7, there are theoretical results for products of matrices such as \( J_L(x) \) which do not extend to \( J_T(x) \). In this paper, we study the eigenvalues of \( J_L(x) \) when the autoencoder has not been trained, and compare these to the eigenvalues of \( J_L(x) \) when the autoencoder has been trained. Before training occurs, a weight matrix of dimensions \( \text{input} \times \text{output} \) is initialized (as per pytorch’s standard torch.nn.Linear) to have entries drawn independently from a uniform distribution on the interval \([-\frac{1}{\sqrt{m_{\text{in}}} n}, \frac{1}{\sqrt{m_{\text{out}}} n}]\). Eigenvalues of random square matrices of this type have been well-studied. For symmetric matrices, Wigner’s semicircle law of [29] is a classical result. For more general matrices with independently generated entries, the circular law often provides an asymptotic description of behavior as the size of the matrix approaches infinity; a very general form of this law is due to Tao and Vu, although it was first observed by Ginibre [27].

Both of these results describe the limiting behavior of the \emph{empirical spectral distribution} of \( n \times n \) matrices \( A_n \) as \( n \rightarrow \infty \).

**Definition II.1.** For an \( n \times n \) matrix \( A \), the \emph{empirical spectral distribution} of \( A \) is the measure \( \mu_A \) which assigns a measure of \( \frac{1}{n} \) to each eigenvalue of \( A \) having multiplicity \( m \). In the case when \( A \) has \( n \) eigenvalues of multiplicity 1, then, this is a measure which assigns a weight of \( \frac{1}{n} \) to each eigenvalue of \( A \). One of our later results will be related to the analogous empirical distribution of the squared absolute values of the eigenvalues—this distribution assigns a measure of \( \frac{1}{n} \) to a real number \( r \) if there are exactly \( s \) eigenvalues of \( A \), \( \lambda_1, \ldots, \lambda_s \), so that \( |\lambda_1|^2 = |\lambda_2|^2 = \cdots = |\lambda_s|^2 = r \). (See, for example, [27] for a paper working with the empirical spectral distribution.)

We note, for Wigner’s theorem, that a Hermitian matrix is a complex matrix \( A \) so that \( A = A^* \), where \( A^* \) denotes the conjugate transpose of \( A \) (that is, if the \((j, k)\) entry of \( A \) is \( a + bi \), then the \((k, j)\) entry of \( A^* \) is \( a - bi \)). Hermitian matrices are the complex analogue of symmetric matrices; in particular all eigenvalues of Hermitian matrices are real, and they are always diagonalizable with orthogonal eigenvectors. Because our autoencoder’s weight matrices are real matrices, for our context “Hermitian” reduces to “symmetric.”

**Theorem II.2** (Wigner’s semi-circle law; e.g. Theorem 1.5 of [27]). Let \( A_n \) be a sequence of random \( n \times n \) Hermitian matrices, where the upper diagonal entries are independent and identically distributed (i.i.d.) with mean 0 and variance 1. Then the empirical spectral distribution of \( \frac{1}{\sqrt{n}} A_n \) is given by the following density function on \( \mathbb{R} \):

\[
\rho(x) = \begin{cases} 
\frac{1}{2\pi} \sqrt{4 - x^2} & \text{when } |x| \leq 2 \\
0 & \text{else.}
\end{cases}
\]

Here and in the following theorems, \( \frac{1}{\sqrt{n}} A_n \) denotes the matrix where the \((j, k)\) entry is \( \frac{1}{\sqrt{n}} \) times the \((j, k)\) entry of \( A_n \). For instance, in the above theorem, this means
that the upper diagonal entries of \( \frac{1}{\sqrt{n}} A_n \) are independent, but identically distributed with a distribution that has mean 0 and variance \( \frac{1}{n} \).

We note that in the above theorem, only the upper diagonal entries can be taken to be independent, because the entry in the \((j, k)\) position is the complex conjugate of the entry in the \((k, j)\) position, due to the assumption that the matrices are Hermitian. The next result characterizes what occurs when we allow all entries to be independent. In this case, we do not expect our matrices to be Hermitian, and in particular we have no reason to expect their eigenvalues to be real. Hence, this result is more applicable to the context of our autoencoders, which are not usually symmetric.

We emphasize that, because the matrices in the preceding theorem are Hermitian, the eigenvalues are all real, so the limiting distribution is a distribution on \( \mathbb{R} \). In the subsequent theorems, however, the matrices are more general than Hermitian or symmetric, so the distributions are distributions on \( \mathbb{C} \) instead.

**Theorem II.3** (The Circular Law; Theorem 1.13 of [27]).

Let \( A_n \) be a sequence of random \( n \times n \) complex matrices whose entries are i.i.d. with mean 0 and variance 1. Then the empirical spectral distribution of \( \frac{1}{\sqrt{n}} A_n \) almost surely converges in distribution to the uniform distribution on the unit disc.

The uniform distribution having mean 0 and variance 1 is the uniform distribution on \([-\sqrt{3}, \sqrt{3}]\). Hence, we conclude that if a sequence of \( n \times n \) matrices \( A_n \) has its entries drawn from this distribution, the empirical spectral distributions of \( \frac{1}{\sqrt{n}} A_n \) should converge to the uniform distribution on the unit disc.

In this case, the entries of \( \frac{1}{\sqrt{n}} A_n \) are distributed uniformly in \([-\sqrt{3}/n, \sqrt{3}/n]\); quite similar to the initialization for the autoencoders, which draws uniformly from \([-\sqrt{1}/n, \sqrt{1}/n]\). The difference corresponds to drawing from the distribution \([-1, 1]\) rather than \([-\sqrt{3}, \sqrt{3}]\) when generating the sequence \( A_n \). By renormalizing, we arrive at the following corollary.

**Corollary II.4.** If \( A_n \) is a sequence of random \( n \times n \) matrices with entries drawn independently from \([-1, 1]\), then the empirical spectral distribution of \( \frac{1}{\sqrt{n}} A_n \) almost surely converges in distribution to the uniform distribution on the disc of radius \( 1/\sqrt{3} \) about the origin. In particular, the arguments of the eigenvalues of \( \frac{1}{\sqrt{n}} A_n \) will be approximately uniformly distributed on \([-\pi, \pi]\) for sufficiently large \( n \).

The key intuition for this corollary is the fact that if \( \lambda_1, \ldots, \lambda_n \) are the eigenvalues of a matrix \( A \), then the eigenvalues of the matrix \( \alpha A \) (where \( \alpha \) is a real or complex scalar) are \( \alpha \lambda_1, \ldots, \alpha \lambda_n \). Since the analogous statement for the autoencoder distribution is to consider the eigenvalues of \( \frac{1}{\sqrt{n}} A_n \), we scale all the eigenvalues (and thus the radius of the disk) by \( \frac{1}{\sqrt{3}} \).

We shall investigate the empirical behavior of the arguments of these eigenvalues in the next section; see in particular Figure 3 to compare the distribution of the angles at initialization to the distribution after training occurs.

We note that both of these laws were initially proved for very special cases, and later generalized significantly. The circular law in particular was first proved for the Ginibre ensembles; matrices with i.i.d. Gaussian entries. As we see here, the current generalizations require only conditions on the mean and variance of the distribution generating the entries. Hence, even though one of the results we shall discuss later in this section is stated only for the Gaussian case, we still hope that similar results for more general distributions hold (and in particular for the uniform distributions used in pytorch’s torch.nn.Linear).

The previous results have focused on the case of one randomly generated matrix, when our autoencoder not only has multiple weight matrices, but also nonlinearities. Although it is difficult to account for the effects of the nonlinearities, we wish to understand how the weight matrices should interact. That is, we wish to understand the eigenvalues of products of random matrices. The next two results give some insight into the expected norms of eigenvalues of such products.

**Definition II.5.** The cumulative spectral distribution function of an \( n \times n \) matrix \( A \) is the function

\[
F_A(x, y) := \frac{1}{n} \left( \{ \text{Re}(\lambda_i) \leq x, \text{Im}(\lambda_i) \leq y \} \right)
\]

where \( \{ \text{Re}(\lambda_i) \leq x, \text{Im}(\lambda_i) \leq y \} \) counts how many eigenvalues of \( A \) have real part \( \leq x \) and imaginary part \( \leq y \) (where the counting is done with multiplicity; an eigenvalue of multiplicity 2 counts twice).

The expected cumulative spectral distribution function of a random \( n \times n \) matrix \( A \) is simply the expected value \( \mathbb{E}(F_A) \).

**Theorem II.6** (Theorem 1.1 of [14]; rephrased for convenience). Let \( m \geq 1 \) be an integer. Denote by \( P_n \) the product \( \frac{1}{\sqrt{n}} A_{1,n} \frac{1}{\sqrt{n}} A_{2,n} \cdots \frac{1}{\sqrt{n}} A_{m,n} \) where each \( A_{m,n} \) is an \( n \times n \) complex matrix whose entries are i.i.d. with
mean 0 and variance 1. Let \( F_n \) denote the expected cumulative spectral distribution function of \( P_n \). Then the sequence \( F_n \) converges to the distribution function \( G(x, y) \) given by

\[
G(x, y) = \int_{-\infty}^{x} \int_{-\infty}^{y} g(a + bi) \, db \, da,
\]

where

\[
g(a + bi) = \begin{cases} 
\frac{1}{\pi n(a^2 + b^2)^{\frac{m}{2}}} & \text{when } a^2 + b^2 \leq 1 \\
0 & \text{else.}
\end{cases}
\]

The limiting distribution in the above theorem corresponds to the \( m \)-th power of the uniform distribution on the disc; that is, the distribution which arises by choosing \( z \) by the uniform distribution on the disc, and returning \( z^m \). For \( m \geq 1 \), this distribution is hence more concentrated around 0 than the uniform distribution.

However, this theorem applies only to products of square matrices, while the weight matrices of autoencoders are generally rectangular. The following theorem provides one result in the rectangular case.

**Theorem II.7** (Theorem 11 of [1]). Let \( A_1, A_2, \ldots, A_k \) be rectangular matrices with independent entries of dimensions \( n_j \times n_{j+1} \) for \( j = 1, 2, \ldots, k \) with \( n_k+1 = n_1 = \min\{n_1, n_2, \ldots, n_k\} \), with i.i.d. entries distributed by a complex Gaussian of mean 0 and variance 1. Suppose that as \( n_1 \to \infty \), the ratios \( \frac{n_j}{n_1} \to \alpha_j \). Then the expected empirical distribution of the squared absolute values of eigenvalues of \( \frac{1}{n_1} A_1 \frac{1}{n_2} A_2 \ldots \frac{1}{n_k} A_k \) converges to the distribution given by

\[
U(U - 1 + \alpha_2) \ldots (U - 1 + \alpha_k)
\]

where \( U \) is the standard uniform distribution on \([0, 1]\).

Here, note that that the assumptions about the dimensions are that we move from the smallest vector space (the \( n_1 \)) up through larger ones, then back to the smallest (since \( n_1 \) is the minimum). Thus, this theorem applies exactly to the analysis of the Jacobians on the latent space, \( J_\mathcal{L} \), where this assumption holds. Additionally, this theorem is a purely asymptotic statement, where the assumed regime is one where the \( n_i \) increase roughly as proportions of \( n_1, n_j \approx \alpha_j n_1 \). For the case of our autoencoder, we have \( n_2, \ldots, n_k \) fixed with only \( n_1 \) varying.

Nevertheless, we can make some quantitative predictions based on this theorem, which will be close to the empirical results we observe in the next section (in particular in Figure 2). For the rest of this section, we understand the implications of Theorem II.7 on the matrices \( J_\mathcal{L}(x) \) that we wish to study.

If \( A_1, A_2, \ldots, A_k \) are rectangular matrices with entries drawn independently from \([-1, 1]\), then to imitate the initialization of our autoencoders that torch uses, we would be interested in the product matrix

\[
\frac{1}{\sqrt{n_1}} A_1 \frac{1}{\sqrt{n_2}} A_2 \ldots \frac{1}{\sqrt{n_k}} A_k.
\]

This differs from the product studied in the above theorem in two important respects.

First, rather than using a standard complex Gaussian (which has mean 0 and variance 1), the entries are drawn from a distribution having mean 0 and variance \( \frac{1}{\sqrt{3}} \).

Hence, we re-write the above product as

\[
\frac{1}{\sqrt{3}} \left( \frac{\sqrt{3}}{n_1} A_1 \frac{\sqrt{3}}{n_2} A_2 \ldots \frac{\sqrt{3}}{n_k} A_k \right),
\]

multiplying and dividing by \( \sqrt{3} \); now, for example, the matrix \( \frac{1}{\sqrt{n_1}} A_1 \) has its entries drawn from a distribution of mean 0 and variance \( \frac{1}{n_1} \), which is closer to the context of Theorem II.7.

Second, in Theorem II.7, the matrices are all rescaled by the same factor \( \frac{1}{\sqrt{n_1}} \), whereas our product uses different rescaling factors. We fix this by multiplying and dividing by the appropriate constants, again rewriting our product as

\[
\frac{1}{\sqrt{3}^k} \frac{1}{\sqrt{n_1 n_2 \ldots n_k}} \left( \frac{\sqrt{3}}{\sqrt{n_1}} A_1 \frac{\sqrt{3}}{\sqrt{n_1}} A_2 \ldots \frac{\sqrt{3}}{\sqrt{n_1}} A_k \right).
\]

We now apply Theorem II.7 to the matrix \( P \) inside the parentheses, concluding that for sufficiently large \( n_1 \), the expected distribution of the squared absolute values of the eigenvalues of \( P \) is

\[
U(U - 1 + \alpha_2) \ldots (U - 1 + \alpha_k)
\]

where \( U \) is a uniform distribution on \([0, 1]\) and \( \alpha_j = \frac{n_j}{n_1} \).

Of course, the matrix we are actually interested in is not \( P \) itself, but \( \frac{1}{\sqrt{3}^k} \frac{1}{\sqrt{n_1 n_2 \ldots n_k}} \) times \( P \). Fortunately, scaling \( P \) by this constant scales its eigenvalues by the same constant, and hence scales the squared absolute value of its eigenvalues by the square of this constant. Hence, in this case the product

\[
\frac{1}{\sqrt{n_1}} A_1 \frac{1}{\sqrt{n_2}} A_2 \ldots \frac{1}{\sqrt{n_k}} A_k = \frac{1}{\sqrt{3}^k} \frac{1}{\sqrt{n_1 n_2 \ldots n_k}} P
\]

would have the squared absolute values of its eigenvalues distributed according to the distribution

\[
\frac{1}{3^k \alpha_2 \ldots \alpha_k} U(U - 1 + \alpha_2) \ldots (U - 1 + \alpha_k)
\]
which we can also rewrite as
\[ \frac{1}{3^k} U \left( \frac{1}{\alpha_2} (U - 1) + 1 \right) \ldots \left( \frac{1}{\alpha_k} (U - 1) + 1 \right) \]
where \( U \) is a uniform distribution on \([0, 1]\) and \( \alpha_j = \frac{n_j}{n_1} \).

It is plain that the minimum of this distribution is always 0. To compute the median and maximum, we simply substitute 0.5 and 1 for \( U \) and compute. These are the median and maximum of the uniform distribution, and the above expression is increasing in \( U \), so we can compute medians and maxima in this simple manner. (Note that this method would fail spectacularly for computing the mean of this distribution.)

In particular, the predicted maximum is quite easy to compute, as it is independent of the \( \alpha_i \); it is simply \( \frac{1}{3^k} \).

The median is more involved.

To imitate the architecture of our autoencoder, we set \( k = 8 \) and \( n_2 = n_9 = 32 \), \( n_3 = n_7 = 64 \), \( n_4 = n_6 = 128 \), and \( n_5 = 784 \). In this case, the predicted median squared norm of the eigenvalues is given by
\[
\frac{1}{3^8} (0.5)(\frac{n_1}{32}(-0.5) + 1)^2 (\frac{n_1}{64}(-0.5) + 1)^2 \times (\frac{n_1}{128}(-0.5) + 1)^2 (\frac{n_1}{784}(-0.5) + 1)^2.
\]

For \( n_1 = 2 \), this expression is about 0.00013, and for \( n_1 = 20 \), it is about 0.000043. It decreases slowly in \( n_1 \) in the range \([2, 20]\); the corresponding maximum is constant at \( \frac{1}{3^k} \approx 0.00015 \). The implied median eigenvalue norm (not squared) is then about 0.011 for \( n_1 = 2 \), and about 0.0066 for \( n_1 = 20 \); the implied maximum eigenvalue norm is \( \frac{1}{81} \approx 0.012 \).

In the Experiment section, we will compare these predictions to the observations shown in Figure 2.

Finally, we remark that the last theorem applied to matrices with entries drawn from a standard complex Gaussian. Because a complex Gaussian is rotation-invariant about 0, the predicted distribution of eigenvalues of such matrices is also rotation-invariant; for this reason the last theorem makes no comment on the distribution of arguments. While there is solid theoretical work (e.g., [5], [4], [18]) on the eigenvalues of products of matrices with entries drawn from real Gaussians, this work does not lend itself to a quickly explicable distribution of the arguments of these eigenvalues. Hence, the best theoretical tool we have for the arguments of the eigenvalues is Theorem II.3 and its Corollary II.4 which correspond to a uniform distribution of angles.

We trained nineteen autoencoders on the standard training points of the MNIST dataset. These have identical architecture, except for the dimension of the latent space \( \mathcal{L} \). The encoder and decoder each have four layers, with ReLU activation functions for all layers. The encoder layers are \((\mathbb{R}^{784}, \mathbb{R}^{128}, \mathbb{R}^{64}, \mathbb{R}^{32}, \mathbb{R}^{d} = \mathcal{L})\) and the decoder layers are \((\mathcal{L} = \mathbb{R}^{d}, \mathbb{R}^{32}, \mathbb{R}^{64}, \mathbb{R}^{128}, \mathbb{R}^{784})\), where \( d \in \{2, 3, \ldots, 20\} \) are the latent dimensions.

The input and reconstruction spaces for these autoencoders are \( \mathbb{R}^{784} \), because the MNIST images are \( 28 \times 28 \), and are flattened into a vector for the training. In addition to the ReLU activation functions for the layers, the decoder has a component wise \( \tanh \) function at the end, which normalizes the outputs to be in \([-1, 1]^{784} \). We also scale the input space to be in \([-1, 1]^{784} \).

We trained these autoencoders for 300 epochs with seed 0. We show observations at 0, 1, 4, 10, and 50 epochs as well.

### A. Eigenvalue behavior

In [3], the authors observe that the eigenvalues of the fully trained autoencoders display some properties that we would expect if \( f_{\text{dec}} \circ f_{\text{enc}} \) were a projection onto a data manifold. In particular, when we consider the eigenvalues of \( J_\mathcal{L}(x) \) or \( J_\mathcal{L}(z) \) for \( x \) in the MNIST dataset, the norms of the eigenvalues are usually less than 1. Moreover, as the latent dimension increases, the proportion of eigenvalues with small norms increases. There are not as many eigenvalues with small norms as we would expect from projections, however. Additionally, the arguments of the eigenvalues (the angles with the positive real axis—if we write an eigenvalue \( \lambda = re^{i\theta} \) in polar, the argument is the angle \( \theta \)) tend to be small.

In particular, there are very few negative eigenvalues, and relatively few complex eigenvalues with negative real parts. See the bottom right graphs of Figure 1 and Figure 3 for the distributions of the norms and arguments of the eigenvalues of the fully trained autoencoders (300 epochs).

At initialization, the eigenvalues of these matrices are determined by the process chosen to initialize the autoencoders. As mentioned previously, the preceding section’s results do not account for the nonlinearities of the autoencoder’s architecture, but do describe how we would expect the weight matrices to interact without those nonlinearities.
We first consider the absolute values of the eigenvalues. Based on Theorem IV.7 and the subsequent computations, we expect the eigenvalues to be relatively small (with medians ranging from around 0.01 in latent dimension 2 to 0.006 in latent dimension 20). Qualitatively, we expect the median eigenvalue to decrease as the latent dimension increases from 2 to 20.

In fact, we observe in Figure 2 that all eigenvalues at epoch 0 have extremely small norms—much smaller than the eigenvalues of the trained autoencoders, at most on the order of 0.005 (where the fully trained autoencoders have most of their eigenvalues between 0.2 and 1.5). Indeed, these values are slightly smaller than the predicted values, but are generally within an order of magnitude of the theoretical predictions. Overall, the median eigenvalue does appear to decrease as the latent dimensions increase, matching the qualitative prediction. Hence, although Theorem IV.7 considers only the products of random matrices, it still offers useful predictions for the eigenvalues of autoencoders, despite the nonlineairities of their architectures.

We note that with training, these median eigenvalues quickly converge to 1, doing so faster for the autoencoders with lower latent dimension (which are easier to train, as they are learning fewer features) than those with higher latent dimension.

Our expectations for the arguments of the eigenvalues are based on Corollary IV.4 which predicts that the arguments should be uniformly distributed on $[-\pi, \pi]$, for large enough latent dimensions. Because we consider the absolute value of the arguments, this suggests that we should see a uniform distribution on $[0, \pi]$. We expect the median argument, then, to be $\frac{\pi}{2}$; about 1.57 radians.

We graph the observed arguments at epoch 0 in the top left chart of Figure 3. We observe that the median arguments display considerable variation, as does the distribution as a whole. However, as the latent dimension increases, the median arguments do tend towards $\frac{\pi}{2}$, and the distribution becomes more uniform, consistent with the theoretical predictions. Overall, at initialization, the distributions of the eigenvalues bear little resemblance to the fully trained model and are instead better described by theoretical results pertaining to eigenvalues of random matrices, as one might expect.

As the training progresses, the eigenvalues begin to display the qualitative features of the fully trained autoencoders. Even at epoch 1, in low dimensions the median eigenvalue is far from 0, and the distribution has clearly shifted from the initialization. By epoch 10, the median eigenvalue modulus is at least 0.5 in all latent dimensions; by epoch 50, this median is near 1 in all latent dimensions, and the distributions quite closely resemble those of the fully trained autoencoder.

Similarly, at epoch 1 the arguments of the eigenvalues are clearly not uniformly distributed for any latent dimensions. By epoch 10, the median argument of the eigenvalues is close to 0, consistent with the fully trained autoencoder. The 95th percentile of the arguments remains fairly high through epoch 50, at least in the largest latent dimensions. However, we do not see many negative eigenvalues by epoch 50 (although in high latent dimensions, more than 5% of the eigenvalues are still negative in epoch 10). In the fully trained autoencoder, the vast majority of the eigenvalue arguments are quite close to 0.

Overall, the norms of the eigenvalues seem to train more quickly than the arguments. Although both change very quickly away from the initialized distribution, there are still many extremely large angles in epoch 10 and even in epoch 50, the highest latent dimension still has a strikingly large 95th percentile. However, we do clearly see that the trained behavior of the autocoder’s eigenvalues emerges during the training process, particularly since the arguments shink faster for the autoencoders with lower latent dimension (which are easier to train, as they are learning fewer features) than those with higher latent dimension.

IV. CONNECTION TO OTHER WORK

Randomness has been used in machine learning algorithms in many ways. For instance, Random Vector Functional Link architectures have been proposed for simple networks [23] and have been shown to be successful at learning the manifold structure of the data over the subsequent decades [21], [17], [26]. These methods were initially developed to increase the speed of training a network.

Random matrices are used in certain backpropagation techniques, such as feedback alignment [19], [22], random backpropagation [7], and related algorithms [11], [16]. In this work, the transpose of the forward weight matrices in the back propagation process is replaced with a random matrix, increasing training speed, generalizability and mimicking biological processes. In our paper, on the other hand, we perform a more standard backpropagation, and are interested in random matrices because these are the starting point for this training process.
Fig. 1: The box plots for $|\lambda|$ where $\lambda$ are eigenvalues of $J_L(x)$ for $x$ an MNIST data point. From left to right, top to bottom graphs give the moduli at initialization (epoch 0), epoch 1, epoch 4, epoch 10, epoch 50 and epoch 300 (the fully trained model). As all graphs are on the same scale, epoch 0 is reproduced in Figure 2. Note that as training progresses, the distribution of $|\lambda|$ becomes more consistent across architecture converging to a median of 1.

Fig. 2: The box plots for $|\lambda|$ at epoch 0. This graph is at a different scale than the graphs of Figure 1. We also include the outliers, so that the maximum eigenvalue norm can be observed. All of the eigenvalues are small, and the median norm decreases with latent dimension.

The work in this paper is about understanding the geometric evolution of the learning process through a standard feedforward network and standard backpropagation. The eigenvalues of the function learned by a neural network give information on the structure of the feature map on a dataset. In this respect, the work is similar to work studying the eigenvalues of Hessian matrices of the loss, such as [24], [25], [12]. Indeed, related work also reveals the importance of the early phases of training; see in particular [10] and [15]. These works show that early on in training, the gradient descent converges to a small subspace, spanned by the top eigenvectors of the Hessian. Our work also shows the importance of the early epochs, as the autoencoders’ eigenvalue distributions rapidly approach those of a fully trained model in this period. However, while both these works and ours focus on using eigenvalues to draw geometric conclusions, they focus on the geometry of the training space, as described by the eigenvectors of the Hessian, while we hope to understand the geometry of the data manifold itself with the eigenvalues of the autoencoder.

V. Conclusion

This paper investigates the eigenvalues of an autoencoder’s Jacobian matrices, and how these change during training. Understanding how these eigenvalues evolve gives insight into the geometric properties of the feature map, and how they evolve through training. There is a rich body of mathematical results on the eigenvalues of a large family of random matrices. We have seen that
these results qualitatively describe the distribution of the eigenvalues at initialization. In particular, the eigenvalues are small in absolute value and, at least in the high latent dimensions, display a distribution of angles that is close to uniform.

After initialization, we see that these distributions rapidly evolve to resemble those of a trained autoencoder, with eigenvalue norms becoming much larger (on the order of $0.5$ to $1$, rather than $0.001$ to $0.005$), and with angles becoming concentrated close to $0$. Qualitatively, this supports the intuition that a trained autoencoder begins to resemble a projection onto a data manifold, as the authors previously observed in [3]. This paper additionally shows that this pattern is in fact a result of the training, as it is quite plainly not present at initialization.
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VI. APPENDIX

A. Autoencoder Structure and Jacobians

For the autoencoders considered here, we have \( f_{\text{enc}} = f_{\text{enc},4} \circ f_{\text{enc},3} \circ f_{\text{enc},2} \circ f_{\text{enc},1} \) where each \( f_{\text{enc},i} \) is a composition of a linear map with an activation function (except \( f_{\text{enc},4} \) which omits the activation function), and \( f_{\text{dec}} = f_{\text{dec},4} \circ f_{\text{dec},3} \circ f_{\text{dec},2} \circ f_{\text{dec},1} \). In the following, \( A_{n \times m} \) denotes a weight matrix of dimensions \( n \times m \), \( b_n \) denotes a bias vector \( n \) entries long, and \( \text{ReLU}_n \) and \( \tanh_n \) denote the functions which take in a vector of length \( n \) and apply the function \( \text{ReLU} \) or \( \tanh \) (respectively) to each entry of that vector. The maps comprising the encoder function have the form:

\[
\begin{align*}
    f_{\text{enc},1} &= \text{ReLU}_1(784, 128, x) + b_{128} \\
    f_{\text{enc},2} &= \text{ReLU}_2(128, 128, x) + b_{64} \\
    f_{\text{enc},3} &= \text{ReLU}_3(128, 32, x) + b_{32} \\
    f_{\text{enc},4} &= A_{d \times 32} x + b_d.
\end{align*}
\]

Similarly, the decoder maps have the form:

\[
\begin{align*}
    f_{\text{dec},1} &= \text{ReLU}_1(32, 32, x) + b_{32} \\
    f_{\text{dec},2} &= \text{ReLU}_2(32, 128, x) + b_{64} \\
    f_{\text{dec},3} &= \text{ReLU}_3(128, 784, x) + b_{128} \\
    f_{\text{dec},4} &= \tanh_4(784, x) + b_{784}.
\end{align*}
\]

In this, \( d \) represents the latent dimension, which ranges from 2 to 20.

To compute the Jacobian matrix \( J_L \) or \( J_T \), we repeatedly apply the chain rule. Hence, to compute these Jacobians it suffices to know the derivatives of the functions comprising the autoencoder. The derivative of an affine linear map \( A_{n \times m} x + b_n \) is simply the matrix \( A_{n \times m} \). The derivative of the \( \text{ReLU}_n \) map is the Heaviside function \( H(x) \) on the diagonals of an \( n \times n \) matrix, where the Heaviside function is

\[
H(x) = \begin{cases} 
1 & x > 0 \\
0 & x \leq 0.
\end{cases}
\]

This derivative matrix at a point \((x_1, \ldots, x_n)\) is the diagonal matrix where the \((j, j)\) entry is 1 when \( x_j \) > 0, and is 0 otherwise. Similarly, the derivative of \( \tanh_n \) is \( 1 - \tanh^2(x) \) on the diagonal of an \( n \times n \) matrix.

B. Various Forms of Probabilistic Convergence

This section focuses on the forms of convergence that appear in the cited theorems. For the omitted proofs, and for additional context, we refer the interested reader to [8].

It is usual in the theory of probability to begin with some “sample space” \( \Omega \), which represents the possible events under consideration. We also consider a suitably large class \( \mathcal{M} \) of “measurable subsets” of \( \Omega \), which are the sets to which we may assign a probability. Finally, we have a probability function \( \operatorname{Pr} : \mathcal{M} \to [0, 1] \), satisfying a number of properties which encode the idea of being a probability,

1) \( \operatorname{Pr}(\Omega) = 1 \)
2) For \( A, B \in \mathcal{M} \) with \( A \cap B = \emptyset \), \( \operatorname{Pr}(A \cup B) = \operatorname{Pr}(A) + \operatorname{Pr}(B) \)
3) For \( A_1, A_2, \cdots \in \mathcal{M} \) so that \( A_i \cap A_j = \emptyset \) for all \( i, j \),
\[
\operatorname{Pr}\left( \bigcup_{i=1}^{\infty} A_i \right) = \sum_{i=1}^{\infty} \operatorname{Pr}(A_i)
\]
4) For each \( A \in \mathcal{M} \), \( \operatorname{Pr} \geq 0 \).

For example, we could take \( \Omega = [0, 1] \), \( \mathcal{M} \) to be the Lebesgue measurable sets of \([0, 1]\), and \( \operatorname{Pr} \) to be the measure of a set, which we think of as its length. (In particular, for an interval \([a, b]\) \( \subset [0, 1] \), the measure is literally equal to \( b - a \), the length of the interval.)

Another common example is to take \( \Omega = \mathbb{R}, \mathcal{M} \) to be the Lebesgue measurable sets of \( \mathbb{R} \), and \( \operatorname{Pr} \) to correspond to a Gaussian. In this case, for any measurable set \( A \subset \mathbb{R} \), we set

\[
\operatorname{Pr}(A) = \frac{1}{\sqrt{2\pi}} \int_A e^{-x^2/2} \, dx.
\]

We represent random variables as functions from our sample space \( \Omega \). For example, we can consider random real numbers by considering functions \( f : \Omega \to \mathbb{R} \). We can consider random complex variables by considering functions \( f : \Omega \to \mathbb{C} \), and so on. Indeed, we can even consider random random distributions by considering functions whose outputs are probability distributions. (For example, the empirical spectral distribution of a random matrix is precisely such a random variable.)

Two of the theorems cited above deal with the expectation or expected values of a random variable. This is a notion intuitively tied to the idea of an average value or a weighted average; the formal measure-theoretic definition is

\[
\mathbb{E}(X) := \int_{\Omega} X(\omega) \, d\operatorname{Pr}(\omega),
\]

where the integral on the right-hand side of the definition is a Lebesgue integral with respect to the measure \( \operatorname{Pr} \).
We remark that this applies more generally than when $X$ is a real random variable—the formula defining $\mathbb{E}(X)$ makes sense as long as a suitable form of the integral can be defined.

**Definition VI.1.** We say that a sequence of random variables $X_1, X_2, \ldots \in \mathbb{R}^k$ converges in distribution to the random vector $X$ if

$$\lim_{n \to \infty} \Pr(X_n \in A) = \Pr(X \in A)$$

for all measurable sets $A$ such that $\Pr(X \in \partial A) = 0$ (where $\partial A$ denotes the boundary of $A$; e.g. the boundary of the unit disc $\{x^2 + y^2 \leq 1\}$ is the unit circle $\{x^2 + y^2 = 1\}$).

For random real variables, this can be more conveniently stated in terms of the cumulative distribution functions of the variables; if we let $F_n(x) = \Pr(X_n \leq x)$ and $F(x) = \Pr(X \leq x)$ be these cumulative distribution functions, an equivalent definition is that, for every $x$ at which $F(x)$ is continuous, we have

$$\lim_{n \to \infty} F_n(x) = F(x).$$

This is a relatively mild form of convergence; it is in particular implied by the other two forms of convergence we shall discuss. For proofs of these implications, see Section 4.7 of [8].

**Definition VI.2.** We say that a sequence of random vectors $X_1, X_2, \ldots \in \mathbb{R}^k$ converges in probability to the random vector $X$ if, for every $\epsilon > 0$,

$$\lim_{n \to \infty} \Pr(|X_n - X| > \epsilon) = 0.$$ 

That is, as we go further and further out in our sequence, the probability of $X_n$ being far from $X$ decreases to 0. Additionally, this definition can be applied not only to random vectors, but to random variables valued in any metric space (i.e. a set equipped with a notion of distance, which allows us to say when points are close together and far apart).

This implies convergence in distribution, and is in turn implied by the third mode of convergence we discuss (again, see Section 4.7 of [8] for details).

**Definition VI.3.** We say that a sequence of random variables $X_1, X_2, \ldots$ converges almost surely to the random variable $X$ if

$$\Pr(\lim_{n \to \infty} X_n = X) = 1.$$ 

That is, if we pick an $\omega \in \Omega$ and consider the values $X_1(\omega), X_2(\omega), \ldots$, this sequence converges to $X(\omega)$ with probability 1.

We now discuss the phrase *converges almost surely in distribution* that appears in the statements of the circle law (Theorem II.3) and the semi-circle law (Theorem II.2). In this case, it is important to recall that we are dealing with random random functions. That is, given an input $\omega \in \Omega$, the function $\mu_\omega$ whose convergence properties we are interested in gives a probability distribution. Then, with probability 1, if we pick $\omega \in \Omega$, the sequence of probability distributions $\mu_1(\omega), \mu_2(\omega), \ldots,$ converges (in distribution) to the probability distribution $\mu(\omega)$.

It is then perhaps most helpful to unpack the “converges in distribution” half of the definition by way of an example. If, for instance, $\mu$ is the uniform distribution on the unit disc, to say that $\mu_1, \mu_2, \ldots$ converges in distribution to $\mu$ means firstly that

$$\lim_{n \to \infty} \Pr(|\mu_n| > 1) = 0.$$ 

That is, the proportion of $\mu_n$ that lies outside of the unit disc must approach 0 as $n \to \infty$. Secondly, if $A$ is a subset of the unit disc, and the area of $A$ is $\alpha$ times the area of the unit disc, then

$$\lim_{n \to \infty} \Pr(\mu_n \in A) = \alpha.$$ 

More concretely, if we take a half disc $H$, this says that for large enough $n$, about half of $\mu_n$ must be in $H$. Visually speaking, this says that the measures $\mu_n$ cannot cluster in any part of the unit disc; rather they must begin to appear uniform.