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Abstract. A distance between two languages is a useful tool to measure the language similarity, and is closely related to the intersection problem as well as the shortest string problem. A parsing expression grammar (PEG) is an unambiguous grammar such that the choice operator selects the first matching in PEG while it can be ambiguous in a context-free grammar. PEGs are also closely related to top-down parsing languages. We consider two problems on parsing expression languages (PELs). One is the $r$-shortest string problem that decides whether or not a given PEL contains a string of length shorter than $r$. The other problem is the edit-distance problem of PELs with respect to other language families such as finite languages or regular languages. We show that the $r$-shortest string problem and the edit-distance problem with respect to finite languages are $\text{NEXPTIME-complete}$, and the edit-distance problem with respect to regular languages is undecidable. In addition, we prove that it is impossible to compute a length bound $B(G)$ of a PEG $G$ such that $L(G)$ has a string $w$ of length at most $B(G)$.
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1 Introduction

Perl-compatible regular expressions (PCREs) are popular tools for information retrieval and data processing. From a formal language viewpoint, the expressive power of PCREs is interesting. A simple PCRE can define a context-sensitive language. For example, the PCRE $(a^*)b\backslash 1b\backslash 1$ represents a context-sensitive language $a^nba^nba^n$, which is not context-free. This implies that there are no simple matching algorithms for PCREs.

Ford [4] proposed parsing expression grammars as a recognition-based formal grammar that is a generalization of TMG recognition schema [2]. Parsing expression grammars (PEGs) are intuitive for pattern matching and have a simpler and efficient algorithm for matching than the algorithms for PCRE. Unlike other grammars such as regular expressions or context-free grammars (CFGs)
that match the input string if the grammars generate the whole input string, PEGs regard the string matching if PEGs recognize a prefix (not necessarily the whole string) of the input string deterministically. Thus, a PEG itself is unambiguous—each rule in the grammar has a strict order and the grammar tries to match the input according to its rule orders. This makes PEGs useful for parsing a string since it has a lookahead that can verify whether or not a prefix of the remaining input matches the given expression. Based on this property, the Packrat parsing algorithm [3] for PEG recognizes a prefix of its input string in polynomial time in the input size and the grammar size. This efficient matching algorithm makes PEGs to be alternatives of PCREs. IBM recently proposed Rosie pattern language (RPL) [1] based on PEG for pattern matching. Medeiros et al. [11] designed a PEG construction from a PCRE and evaluated the pattern matching performance between PEGs and PCREs. Loff et al. [10] discussed a few computational aspects of PEGs. They showed that a PEG accepts a pair of an input and its output for any computable functions. They also proposed a new computational machine, scaffolding automata (SAs), that operates using a set of states and an auxiliary DAG structure, and proved the equivalence between SAs and the reversal of parsing expression languages (PELs). Koga [7] examined the context-freeness of a PEL, and showed that it is undecidable whether or not a PEL \(L\) belongs to a subfamily of context-free languages (CFLs).

For the edit-distance problems of languages, Mohri [12] showed that the edit-distance between two regular languages can be solved in polynomial-time while the same problem between two CFLs is undecidable. Konstantinidis [8] suggested an algorithm for computing the edit-distance of a given finite automaton (FA) and obtained an upper bound of the distance. Povarov [16] studied the neighborhood language according to the Hamming distance [5] that counts the number of different symbols between two strings of the same length. An \(r\)-neighborhood \(L_r\) of a language \(L\) according to a distance metric \(d\) is a set of strings whose distance from a string in \(L\) is at most \(r\). From an FA with \(n\) states, we can construct an NFA with \(n(r+1)\) states for \(r\)-Hamming-neighborhood language of \(L(A)\). Under the similar construction, we can also construct an NFA for \(r\)-edit-distance neighborhood with the same bound. Han et al. [6] considered the edit-distance problem between a regular language and a CFL. They presented a construction that accepts an alignment between a pair of strings from each language, and designed an algorithm that computes the edit-distance between a regular language and a CFL in polynomial time based on the construction. Ng et al. [13] studied the edit-distance neighborhood of a regular languages. They showed that, for an \(n\) state FA \(A\), there exists a DFA with at most \((r + 2)^n - 1\) states that accepts an \(r\)-edit-distance neighborhood of \(L(A)\).

We consider two decision problems on PEGs: the \(r\)-shortest string problem and the \(r\)-edit-distance problem. The \(r\)-shortest string problem determines whether or not a given PEL has a string whose length is at most length \(r \geq 0\) string. The \(r\)-edit-distance problem decides whether or not the edit-distance between one PEL and another language is at most \(r \geq 0\). We show that the \(r\)-shortest string problem and the edit-distance problem with respect to finite
languages are \textit{NEXPTIME-complete}. Moreover, we demonstrate that the $r$-edit-distance problem with respect to regular languages is undecidable. In addition, we prove that it is impossible to compute a length bound $B(G)$ of a PEG $G$ such that $L(G)$ has a string of length at most $B(G)$.

2 Preliminaries

A Turing machine (TM) $M$ is specified by a tuple $(Q, \Sigma, \Gamma, \delta, q_0, q_a, q_r)$, where $Q$ is a set of states, $\Sigma$ is an input alphabet, $\Gamma$ is a tape alphabet, $\delta \subseteq Q \times \Gamma \times Q \times \Gamma \times \{L, R\}$ is a set of transitions, and three states $q_0, q_a, q_r \in Q$ are an initial, an accepting and a rejecting state, respectively. The blank tape symbol is denoted by $B \in \Gamma$.

A TM $M$ accepts (rejects) a string $w \in \Sigma^*$ if, starting from the initial state $q_0$, $M$ has a transition path that reaches an accepting state $q_a$ (a rejecting state $q_r$, respectively) by following $\delta$. We define the language $L(M)$ of $M$ to be

$$L(M) = \{w \mid M \text{ accepts } w\}.$$ 

We assume that $M$ halts on $w$ if $M$ reaches either $q_a$ or $q_r$ on $w$.

A configuration $C$ of $M$ is a string over $Q \cup \Gamma$, where $C$ consists of one state symbol and tape symbols. The state symbol represents both the current state (by the symbol itself) and the head position (by its position). The initial configuration with the input string $w$ is always $q_0 w$ and the head is at the first symbol of $w$. We say a configuration $C$ is accepting (rejecting) if $C$ is on the state $q_a$ ($q_r$, respectively).

2.1 Parsing Expression Grammars

A parsing expression is an expression generated from the following grammars.

$$e \rightarrow \lambda \mid a \in \Sigma \mid A \in V \mid (e) \mid ee \mid e/e \mid &e \mid !e,$$

where $\lambda$ denotes the empty string, $\Sigma$ is an alphabet and $V$ is a set of variables. Given a parsing expression $e$ and a string $w = xy$, we say that $(e, w) \rightarrow y$ if $e$ recognizes a prefix $x$ of $w$ and $(e, w) \rightarrow f$ if $e$ fails to recognize $w$. A PEG $G$ is specified by a tuple $(V, \Sigma, R, S)$, where $V$ is a set of variables, $\Sigma$ is an input alphabet, $R$ is a set of rules and $S \in V$ is the starting variable. A rule $(A, e) \in R$ is a pair of a variable and a parsing expression—we sometimes denote it by $A \leftarrow e$. PEGs look similar to CFGs yet the main difference is that PEGs do not have the union operation that can nondeterministically choose either of productions. On the other hand, PEGs have a choice operator $(\lor)$ (e.g., $A/B$) that first tries to match its left side rule $(A)$ and, if it fails, tries its right side rule $(B)$ in order. This choice operator makes a PEG unambiguous. The expressions of the forms $&e$ or $!e$ are called \textit{and-} and \textit{not-predicate} that recognizes the empty string $\lambda$ if $e$ recognizes (cannot recognize, respectively) the input string. In other words, these expressions work as unbounded lookahead.
Given a PEG $G = (V, \Sigma, R, S)$, we define the PEL $L(G)$ to be

$$L(G) = \{xy \mid (S, xy) \rightarrow y, y \in \Sigma^*\}.$$ 

This definition allows to contain any strings whose prefix is recognized by the grammar.

**Example 1.** The following PEG $G$ over $\Sigma = \{a, b, c\}$ with a single rule $S \leftarrow a/!(bc)$ recognizes the language $\{(a + ba + bb + c)\Sigma^*\}$ by the following steps:

- The strings in $\{a\Sigma^*\}$ (e.g., $abc$) match the and-predicate. We do not try matching the second expression.
- The strings in $\{bc\Sigma^*\}$ (e.g., $bca$) do not match both expressions so $G$ fails to recognize. (The second expression $!(bc)$ fails to match since $bc$ matches those strings.)
- Other strings in $\{(ba + bb + c)\Sigma^*\}$ do not match the and-predicate but match the not-predicate.

Example 1 illustrates the role of $\&$ and $!$ in PEGs. Table 1 shows a few more PEG examples and languages ($\Sigma$ matches any symbol).

| PEG       | Language       |
|-----------|----------------|
| $S \leftarrow a$ | $\{a\Sigma^*\}$ |
| $S \leftarrow a/ab$ | $\{a\Sigma^*\}$ |
| $S \leftarrow \&(ab)$ | $\{ab\Sigma^*\}$ |
| $S \leftarrow a!\Sigma$ | $\{a\}$ |

It is known that the emptiness, the universality of a PEL and the equivalence between two PELs are all undecidable [4]. It follows that the intersection emptiness between a regular language and a PEL is also undecidable: if the regular language is $\Sigma^*$, their intersection emptiness shows that the PEL is empty. Furthermore, PEGs have a linear-time parsing algorithm that uses Packrat parsing method. If the grammar $G$, however, is not fixed, the membership test $w \in L(G)$ can be done in $O(|G| \cdot |w|)$ time [3].

Note that PEGs may seem similar to conjunctive grammars [14]. However, a big difference is that PEGs are always unambiguous whereas conjunctive grammars can be ambiguous [4, 15]. Also, in parsing, the conjunction operation in conjunctive grammars must consume the matching substring but the and-predicate in PEGs only verifies the matching string and consumes no symbols.
2.2 Edit-Distance

The edit-distance (or the Levenshtein distance) \[9\] between two strings \(x\) and \(y\), denoted by \(d(x, y)\), is the minimum number of edit operations—insertion, deletion and substitution—that transform \(x\) into \(y\), where

- insertion adds a symbol into \(x\)
- deletion removes a symbol from \(x\)
- substitution replaces a symbol from \(x\) with another symbol.

Then, we define the edit-distance between a string and a language, and between two languages as follows:

\[
\begin{align*}
    d(w, L) &= \min_{x \in L} d(w, x) \\
    d(L_1, L_2) &= \min_{x \in L_1} d(x, L_2).
\end{align*}
\]

3 The \(r\)-Shortest String Problem

The \(r\)-shortest string problem is to decide whether or not a language \(L\) contains a string of length of at most \(r \geq 0\). For CFGs, this problem is straightforward. However, for PEGs, because of the ordered choice and the predicates in PEGs, the problem is not trivial. When recognizing a given input string, we need to check both the predicates and the corresponding rules that actually process the input string. Thus, we need to verify every rule and predicate, and find the common string for every rule. For instance, a PEG \(G\) of

\[
S \leftarrow \&(10)A, \quad A \leftarrow 1(1/01)
\]

cannot recognize the string 11 as the and-predicate does not match 11. Moreover, the \(r\)-shortest string problem is a special version of the \(r\)-edit-distance problem for two languages (the formal definition is in Definition 2), where one language is \(\{\lambda\}\).

**Definition 1 (\(r\)-shortest string (\(r\)-SS) problem).** Given a language \(L\) and an integer \(r \geq 0\), the \(r\)-SS problem on \(L\) is to decide whether or not there exists a string \(w \in L\) whose length is at most \(r\).

We prove that the \(r\)-SS problem on PELs is \(\text{NEXPTIME-complete}\). We start with a simple \(\text{NEXPTIME}\) algorithm.

**Lemma 1.** Given a PEG \(G = (V, \Sigma, R, S)\) and an integer \(r \geq 0\), The \(r\)-SS problem on \(L(G)\) is in \(\text{NEXPTIME}\).

**Proof.** Consider the following algorithm.

1. Nondeterministically choose a string \(w \in \Sigma^{\leq r}\),
2. Decide whether or not \(w \in L(G)\).

We can guess the string \(w\) on the first step of the algorithm in at most \(r\) computation steps. The following membership test takes in quadratic time to the grammar size \(|G|\) and the input size \(|w| \leq r\) [3]. Thus, the entire algorithm is in \(\text{NEXPTIME}\). \(\square\)
Next we show that the $r$-SS problem on PEL is $\text{NEXPTIME}$-hard using the bounded halting problem.

**Theorem 1 (Bounded halting problem [17]).** Given a TM $M$, an input $w \in \Sigma^*$ and an integer $k \geq 0$, it is $\text{NEXPTIME}$-complete to decide whether or not $M$ halts on $w$ in at most $k$ steps.

Before the main proof, consider the following PEG that generates a string of an exponential length with respect to the grammar size.

**Example 2.** The following PEG $G$ of $n + 1$ variables recognizes $0^{2^n}$ and, thus, $L(G) = \{0^{2^n} \Sigma^*\}$.

\[
S \leftarrow A_{n-1}A_{n-1} \\
A_{n-1} \leftarrow A_{n-2}A_{n-2} \\
\vdots \\
A_1 \leftarrow A_0A_0 \\
A_0 \leftarrow 0
\]

By substituting $A_0$ rule to recognize a set of symbols, say $A_0 \leftarrow \Sigma$, we can design a PEG for recognizing $\Sigma^n$ using $O(\log n)$ rules.

Now, we are ready to show that the $r$-SS problem on PELs is $\text{NEXPTIME}$-hard.

**Lemma 2.** Given a PEG $G$ and an integer $r \geq 0$, the $r$-SS problem on $L(G)$ is $\text{NEXPTIME}$-hard.

**Proof.** We prove the hardness by a poly-time reduction from the bounded halting problem to the $r$-SS problem. Given a TM $M = (Q, \Sigma, \Gamma, \delta, q_0, q_a, q_r)$, an input $w$ and a nonnegative integer $k$, if $M$ halts on $w$ in at most $k$ steps, we must have a finite computation of

\[
C_1 \# C_2 \# C_3 \# \ldots \# C_n \# ,
\]

where each $C_i$ is a configuration over $\Sigma \cup Q$ and $1 \leq n \leq k$. Such a halting computation is valid if and only if:

1. every configuration $C_i$ is valid (has only one state and contains only tape symbols),
2. the initial configuration is $C_1 = q_0w$,
3. the final configuration is on either the state $q_a$ or $q_r$ and
4. every computation step must follow the TM transitions $\delta$.

We construct a PEG $G$ that accepts every halting computation

\[
C = C_1' \# C_2' \# C_3' \# \ldots \# C_n' 
\]
of $M$ on input $w$, where $C'_1 = B^kq_0wB^k$ with the blank symbol $B$. Because $C'_1$ has at least $k$ symbols on both sides of its head, as long as we simulate at most $k$ steps, we can assume that every configuration $C_i$ has the same number $l = 2k + |C_1| = 2k + |w| + 1$ of symbols.

The following is a fragment of PEG $G$ for $M$ over the alphabet $\tilde{\Sigma} = \Gamma \cup Q \cup \{#\}$. We omit the polynomial size rules for the strings in the form of $A^k$, where $A$ is a set of symbols for simplicity. (The construction is similar to Example 2)

$S \leftarrow & (B^kq_0wB^k#)D$

$F \leftarrow &(Q_f#)(\Gamma \cup Q)^l#!\tilde{\Sigma}$

$D \leftarrow F$

$/cpa&(\tilde{\Sigma}^{l-2}qcb)D$  \hspace{1cm} $(p, a, q, b, L) \in \delta, c \in \Gamma$

$/pa&(\tilde{\Sigma}^{l-1}bq)D$  \hspace{1cm} $(p, a, q, b, R) \in \delta$

$/a&(\tilde{\Sigma}^{l}a)D$  \hspace{1cm} $a \in \Gamma \cup \{#\}$

$Q_f \leftarrow (q_a/q_r)\Gamma^*/\Gamma Q_f$

The constructed PEG $G$ has three main rules: $S$, $F$ and $D$. The rule $S$ for the valid condition 2 checks whether or not the initial configuration is exactly $B^kq_0wB^k$. Since we can design a PEG that accepts the prefix $B^k$ in the size of $O(\log k)$, this rule does not violate the polynomial bound of reduction.

The rule $F$ corresponding to the valid condition 3 determines whether or not a length $l$ configuration is a halting configuration. $F$ checks that the configuration has exactly one state, which is either $q_a$ or $q_r$, and $l - 1$ tape symbol sequence ending with $#$. $F$ checks that the configuration has exactly one state, which is either $q_a$ or $q_r$, and $l - 1$ tape symbol sequence ending with $#$.

The rule $D$ corresponding to the valid condition 4 represents the TM transitions. $D$ first checks that the current configuration is a halting configuration by delegating checking to $F$. If the current configuration is not a halting configuration, it enumerates possible TM transitions between the current configuration and the next configuration.

The valid condition 1 holds because the initial configuration always has exactly one ($q_0$) state surrounded by $l - 1$ tape symbols and the rule $D$ ensures that, if the previous configuration is valid for rule 1, then the next one is also valid. The rule $Q_f$ decides whether or not the current configuration sequence, not necessarily $l$-length, has exactly one final state and a sequence of tape symbols.

The constructed grammar $G$ can recognize a halting computation of a $(2k + |w| + 2)n$ length string, where $n$ is the number of computation steps to halt. Thus, the $(r = (2k + |w| + 2)k)$-SS problem is equivalent to deciding the existence of a halting computation of at most $k$ steps. This completes a polynomial time reduction. $\square$

By Lemmas 1 and 2, we establish the following statement.

**Theorem 2.** Given a PEG $G$ and an integer $r \geq 0$, the $r$-SS problem on $L(G)$ is $\text{NEXPTIME}$-complete.
When $r$ is in unary representation or a fixed constant, we can obtain a better result as follows:

**Corollary 1.** When $r$ is given in a unary representation, the $r$-SS problem is NP-complete. If $r$ is a fixed constant, then we can solve the problem in polynomial time.

**Proof.** The proof is similar to the proof for Lemma 2. The bounded halting problem is NP-complete when the input $r$ is unary [17]. If we regard $r$ to be a fixed constant, then the algorithm in the proof of Lemma 2 becomes polynomial. $\square$

### 4 The $r$-Edit-Distance Problem

Next, we examine the $r$-edit-distance problem for PELs. This problem is crucial for verifying whether or not a string is in a given error bound from a PEL, or for measuring the similarity between a PEL and another language.

**Definition 2 (r-edit-distance problem (r-ED)).** Given a language $L$, a string $w$ and an integer $r \geq 0$, the $r$-ED problem between $w$ and $L$ is to decide whether or not $d(w, L) \leq r$.

As the $r$-SS problem is a simple version of the $r$-ED problem, it is immediate that the $r$-ED problem is “harder” than $r$-SS problem.

**Lemma 3.** Given a language $L$ and an integer $r \geq 0$, the $r$-SS problem for $L$ is mapping reducible to the $r$-ED between $\lambda$ and $L$.

**Proof.** If $L$ has a string of length $n \leq r$, the edit-distance between the empty string $\lambda$ and the string must be $n \leq r$. On the other hand, if $L$ has no strings of length $n \leq r$, then the edit-distance between the empty string and $L$ must be greater than $r$. $\square$

**Corollary 2.** Given a PEG $G$, a string $w$ and an integer $r \geq 0$, the $r$-ED between $w$ and $L(G)$ is NEXPTIME-hard.

Now, we show that the $r$-ED problem on PELs is in NEXPTIME.

**Lemma 4.** Given a PEG $G$, a string $w$ and an integer $r \geq 0$, the $r$-ED between $w$ and $L(G)$ is in NEXPTIME.

**Proof.** Similar to the $r$-SS problem, the following algorithm shows that the $r$-ED problem is in NEXPTIME.

1. Choose $i \leq r$ nondeterministically.
2. Nondeterministically choose a valid edit operation on $w$ and apply it.
3. Repeat the previous step $i$ times to make the resulting string $x$ has edit-distance of at most $r$.
4. Decide whether or not $x \in L(G)$.
Note that the length of $x$ is between $\max(0, |w| - r)$ and $|w| + r$, which is exponential to the input size. □

Combining Corollary 2 and Lemma 4, we obtain the following statement.

**Theorem 3.** Given a PEG $G$, a string $w$ and an integer $r \geq 0$, the $r$-ED between $w$ and $L(G)$ is NEXPTIME-complete.

We can also solve the $r$-ED problem between a PEL and a finite language.

**Theorem 4.** Given a PEG $G$, an acyclic DFA $A$ and an integer $r \geq 0$, the $r$-ED problem between $L(G)$ and $L(A)$ is NEXPTIME-complete.

**Proof.** It is easy to show that the problem is NEXPTIME-hard since the $r$-ED between a PEL and a single string is already NEXPTIME-complete.

The following is a naive NEXPTIME algorithm for the $r$-ED problem.

1. Nondeterministically choose a string $w \in L(A)$.
2. Apply the NEXPTIME algorithm for the $r$-ED problem between the given PEG $G$ and the string $w$.

Since $A$ is acyclic, $|w| \leq |A|$, we can guess $w$ in polynomial time to the input size. Thus, the second step is in NEXPTIME bound with respect to the original input size. □

For the general case when we consider the $r$-ED problem for a PEG $G$ and an arbitrary infinite language $L$, we should ensure that $L(G)$ is nonempty. If not, the problem becomes undecidable since $d(L(G), \Sigma^*) \leq 0$, which is equivalent to $L(G) \cap \Sigma^* \neq \emptyset$, decides whether or not $L(G)$ is empty [4]. Therefore, from now on, we assume that a PEL is a nonempty language. Now consider when $L$ is regular. We show that this problem is undecidable even with a fixed $r$.

**Theorem 5.** Given a nonempty PEG $G$, a DFA $A$ and a fixed integer $r \geq 0$, it is undecidable that the $r$-ED problem between $L(G)$ and $L(A)$.

**Proof.** It is easy to show that the case for $r = 0$ is undecidable as we cannot decide the emptiness of a PEL [4].

The case for $r > 0$, we will show a reduction from the Post Correspondence Problem (PCP), which is a well-known undecidable problem, to the $r$-ED problem by construct a PEG that recognizes possible solutions for the given PCP instance and a DFA for PCP solution encodings.

Consider a PCP instance $P = \{(x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n)\}$, where every $x_i$’s and $y_i$’s are strings over $\Sigma$. We first construct a PEG $G$ with the starting variable $S$ for $P$ and its alphabet $\hat{\Sigma} = \Sigma \cup \{\#, \}$:

$$
\begin{align*}
S & \leftarrow \& (X!\hat{\Sigma}) \& (Y!\hat{\Sigma}) \hat{\Sigma}\hat{\Sigma}/$^{r+1}\hat{\Sigma} \\
X & \leftarrow x_1 X a_1 / x_2 X a_2 / \ldots / x_n X a_n / \# \\
Y & \leftarrow y_1 Y a_1 / y_2 Y a_2 / \ldots / y_n Y a_n / \#
\end{align*}
$$
where $\$, #, $a_i$’s are new symbols not in $\Sigma$. Then $L(G)$ contains an encoded PCP solutions if $P$ has a solution. Note that this grammar is similar to one on Ford’s PCP to PEL emptiness reduction [4] but always nonempty by ensuring that $L(G)$ always contains the string $\$^{r+1}$. Also $G$ cannot recognize the string # because $S$ requires to recognize at least 2 symbols.

If $P$ has no match, then the first choice rule on $G$ cannot recognize any string, and thus $G$ can recognize only $\$^{r+1}$. On the other hand, if $P$ has at least one match, the first one can recognize the solution as well as the second rule.

Second, we construct a DFA $A$ for the language

$$L(A) = \{ w\#\alpha \mid w \in \Sigma^*, \alpha \in \{a_i\}^* \}$$

such that $A$ represents a superset of valid PCP solution encodings.

Considering the PEG $G$ and the DFA $A$, we can see that

- $d(L(G), L(A)) = 0 \leq r$ if $P$ has a match and
- $d(L(G), L(A)) = r + 1 < r$ if $P$ has no match. \[\square\]

Furthermore, we cannot decide the $r$-ED problem between a PEL and a CFL since the classes of PELs or CFLs both contain regular languages.

**Corollary 3.** Given a PEG $G$, a CFG (or a PEG) $A$ and a fixed integer $r \geq 0$, the $r$-ED problem between $L(G)$ and $L(A)$ with bound $r$ is undecidable.

For other representations of $r$, the $r$-ED problems have similar results to the $r$-SS problems.

**Corollary 4.** Given a PEG $G$, a finite language $L$ and a unary (or a fixed) integer $r \geq 0$, the $r$-ED problem between $L$ and $L(G)$ is NP-complete (done in polynomial time, respectively).

## 5 Undecidability of Length Bound

Our next question is what is the length bound of shortest string in a PEG.

**Definition 3.** We define $B(G)$ to be a string length bound of a PEG $G$, where there is a nonempty string $w \in L(G)$ such that $|w| \leq B(G)$.

If we can compute $B(G)$, then we can use $B(G)$ to find a bound, which gives rise to the shortest string as well as the edit-distance. For example, a regular language contains at least one string whose length is shorter than the number of its FA states, a context-free language contains at least one string whose length is $2^{|V|-1}$, where $V$ is the set of variables of corresponding CFG in CNF. Unfortunately, for PEGs, we prove that we cannot find such bound.

**Corollary 5.** On a PEG $G$, $B(G)$ is not computable.
Proof. We prove the statement by contradiction. Suppose that there exists a TM for $B$. Then, by the definition of $B$, for given a PEG $G$, $L(G)$ must contain a string $w$ whose length is at most $\beta(G)$. On the other hand, if $L(G)$ has at least one string, regardless of its length, $L(G)$ is not empty.

Then, we can decide whether or not $L(G)$ is nonempty by testing membership of every string in $\Sigma^{\beta(G)}$ on $G$ since $\beta(G)$ is computable. If $G$ can recognize any of those strings, $G$ must be nonempty. This contradicts to the fact that deciding emptiness of $G$ is not possible. \hfill \Box

6 Conclusions

Recently, PEGs became popular as a recognition-based formal grammar, which is always unambiguous and has a simple parsing algorithm. We have studied the shortest string problem and the edit-distance problem on PELs since we can use a language similarity metric, like edit-distance, to quantitatively verify errors between a grammar and a target string.

We have considered the $r$-SS problem about whether or not a PEL contains a string of length at most $r$ and we have proved that the $r$-SS problem is $\text{NEXPTIME-complete}$. We have also examined the $r$-ED problem about whether or not the edit-distance between a PEL and a language is bounded up to $r$. The $r$-ED problem is decidable when we consider the edit-distance between a PEL and a finite language, and we prove that its complexity is $\text{NEXPTIME-complete}$. Finally, we have demonstrated that we cannot bound the length of strings in $L(G)$, where $G$ is a PEG.

For future work, we plan to design a nontrivial algorithm that computes $\beta(G)$ for a nonempty PEG $G$. We would also compute the edit-distance with the swap operation, which is another popular edit operation.
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