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Abstract
A class of Hamiltonian stochastic differential equations with multiplicative Lévy noise in the sense of Marcus, and the construction and numerical implementation methods of symplectic Euler scheme, are considered. A general symplectic Euler scheme for this kind of Hamiltonian stochastic differential equations is devised, and its convergence theorem is proved. The second part presents realizable numerical implementation methods for this scheme in details. Some numerical experiments are conducted to demonstrate the effectiveness and superiority of the proposed method by the simulations of its orbits, Hamiltonian, and convergence order over a long time interval.
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1 Introduction
Recently, there have been increasing interests in the stochastic differential equations (SDEs) with non-Gaussian noise. These SDEs have played an important role in the theory and application of stochastic dynamics\(^1, 2\). In the research of some Hamiltonian SDEs with Lévy noise in the sense of Marcus form, which can preserve the symplectic structure, many people have paid more and more attention in numerical simulations of random phenomena\(^3, 5, 6\). Numerical computations are crucial to study dynamical behaviour of Hamiltonian SDEs. And a theoretical framework, structure-preserving algorithm, has been widely applied in many aspects. Therefore, we investigate the reliability and feasibility of numerical computations of Hamiltonian SDEs with multiplicative Lévy noise.

This work deals with symplectic Euler scheme of a class of Hamiltonian SDEs with multiplicative Lévy noise in the sense of Marcus. This is a continuation of \(^17\), where symplectic Euler scheme of the Hamiltonian SDEs with additive Lévy noise in the sense of Marcus was considered. It is motivated by two facts. Firstly, as we know, in the case of deterministic Hamiltonian differential equations, symplectic methods are available\(^3, 5\). Therefore, it is natural to expect to construct symplectic methods for Hamiltonian SDEs with multiplicative Lévy noise, which are also needed in many aspects. The related works about Hamiltonian SDEs with Gaussian noise are shown in \(^9\). Many contributions are made to the numerical analysis of SDEs \(^10, 11\), and numerical methods of SDEs can be seen in \(^8, 13\)-\(^16\). Secondly, the construction of conditions which can preserve the Hamiltonian
structure of SDEs driven by additive Lévy noise has been finished in [17]. These results are the foundations of symplectic scheme of Hamiltonian SDEs with multiplicative Lévy noise. To the best of our knowledge, no investigations of symplectic scheme of Hamiltonian SDEs with multiplicative Lévy noise in the sense of Marcus exist in the literature so far.

In this work, we focus on symplectic Euler scheme for Hamiltonian SDEs with multiplicative Lévy noise in the sense of Marcus form. We compare the numerical dynamical behaviors of symplectic Euler method with non-symplectic methods in these aspects, which include the Hamiltonian, the preservations of symplectic structure and the orbits in a long time interval. All these are shown in the numerical experiments. For our purpose that the numerical experiments are realizable and simply achieved by programming, the Lévy noise is still restricted to be compound Poisson noise with a special realization[7].

Our results show that under certain appropriate assumptions the Hamiltonian is approximatively preserved in the discrete time case due to the discontinuous input of multiplicative Lévy noise. The numerical solution by this scheme can simulate the dynamical behaviour of Hamiltonian SDEs more accurately than non-symplectic methods in a long time interval.

The paper is organized as follows. Section 2 deals with some preliminaries. In Section 3 the theoretical results of preservation of symplectic structure are summarized. The mean-square convergence theorem of this scheme is proved in Section 4. Section 5 presents the details of the numerical implementations for the symplectic Euler scheme. Illustrative numerical experiments are included in Section 6. Finally, the last section is addressed to summarize the conclusions of the paper.

2 Preliminaries
We consider the following Hamiltonian SDE with multiplicative non-Gauss Lévy noises in the sense of Marcus on $\mathbb{M}$,

\[ dX(t) = V_0(X(t))dt + \sum_{r=1}^{m} V_r(X(t)) \circ dL^r(t), \quad X(0) := X(t_0) = x, \quad (1) \]

where $X \in \mathbb{R}^d, V_r : \mathbb{R}^d \to \mathbb{R}^d, r = 0, 1, \ldots, m$, is the Hamiltonian vector fields, and $\mathbb{M}$ is a smooth $d$-dimensional manifold. Lévy noises $L$ is defined on a filtered probability space $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P})$. Let $L(t)$ be a $d$-dimensional Lévy process with the generating triplet $(\gamma, A, \nu)$, where $\gamma$ is a $d$-dimensional drift vector, $A$ is a symmetric non-negative definite $d \times d$ matrix, and $\nu$ is a radially symmetric Lévy jump measure on $\mathbb{R}^d \setminus \{0\}$. Here the Marcus integral for SDE(1) through Marcus mapping is usually written as

\[ X(t) = x + \int_0^t V_0(X(s))ds + \sum_{r=1}^{m} \int_0^t V_r(X(s-)) \circ dL^r(s), \]

which is defined as

\[ X(t) = x + \int_0^t V_0(X(s))ds \]
\[ + \sum_{r=1}^{m} \int_{0}^{t} V_r(X(s-)) \circ dL_r(s) + \sum_{r=1}^{m} \int_{0}^{t} V_r(X(s-))dL_r^s(s) \]
\[ + \sum_{r=1}^{m} \sum_{1 \leq s \leq t} [\Phi^r(\Delta L^r(s), V_r(X(s-))), X(s-)) - X(s-) - V_r(X(s-))\Delta L^r(s)], \]

where \( L_c(t) \) and \( L_d(t) \) are the usual continuous and discontinuous parts of \( L(t) \), that is, \( L(t) = L_c(t) + L_d(t) \). The notation \( \circ \) denotes the Stratonovitch differential. And the flow map \( \Phi^r(t, v(x), x) \) is the value at \( s = 1 \) of the solution defined through the ordinary differential equations

\[
\begin{cases}
\frac{d\xi^r}{ds} = V_r(\xi^r), & s \in [0, 1], \\
\xi^r(0) = x.
\end{cases}
\] (2)

Let us write Hamiltonian SDEs of even dimension \( d = 2n \) in the form of

\[
dP = -\frac{\partial H_0}{\partial Q}(P, Q)dt - \sum_{r=1}^{m} \frac{\partial H_r}{\partial Q}(P, Q) \circ dL^r(t), \quad P(t_0) = p, \\
dQ = \frac{\partial H_0}{\partial P}(P, Q)dt + \sum_{r=1}^{m} \frac{\partial H_r}{\partial P}(P, Q) \circ dL^r(t), \quad Q(t_0) = q,
\] (3)

where \( X = (P, Q) \), \( X_0 = (p, q) \) and \( V_r = (\frac{\partial H_r}{\partial P}, -\frac{\partial H_r}{\partial Q}) \), \( r = 0, 1, 2, ..., m \). Here, \( P, Q, p, q \) are \( n \)-dimensional column-vectors. We assume that the functions \( V_r, r = 0, 1, 2, ..., m \) satisfy the conditions which is the same as the conditions in [12] such that Hamiltonian SDEs (3) have an unique global solution, and the solution process is adapted and càdlàg.

We introduce the following notations.

Let \( L^2(\Omega, \mathbb{P}) \) be the space of all bounded square-integrable random variables \( x : \Omega \rightarrow \mathbb{R}^d \). For random vector \( x = (x_1, x_2, ..., x_d) \in \mathbb{R}^d \), the norm of \( x \) is defined in the form of

\[ \|x\|_2 = \left[ \int_{\Omega} \left[ |x_1(\omega)|^2 + |x_2(\omega)|^2 + ... + |x_d(\omega)|^2 \right] d\mathbb{P} \right]^{\frac{1}{2}} < \infty. \] (4)

We define the norm of random matrices as follows

\[ \|G\|_{L^2(\Omega, \mathbb{P})} = \left[ \mathbb{E}(|G|^2) \right]^{\frac{1}{2}}, \] (5)

where \( G \) is a random matrix and \( |\cdot| \) is the operator norm.

For simplicity, the norms \( \| \cdot \|_2 \) and \( \| \cdot \|_{L^2(\Omega, \mathbb{P})} \) are usually written as \( \| \cdot \| \).

### 3 Theoretical results on preservation of symplectic structure

#### 3.1 Preservation of symplectic structure for continuous Hamiltonian SDEs

The following lemma is from [12].

**Lemma 3.1** *The Hamiltonian SDE (3) preserves symplectic structure, that is,*

\[ dP \land dQ = dp \land dq, \text{i.e., } \sum_{i=1}^{n} dP^i \land dQ^i = \sum_{i=1}^{n} dp^i \land dq^i, \]
where \( dP \wedge dQ \) is a differential two-form, \( P = (P^1, P^2, ..., P^n) \), and \( Q = (Q^1, Q^2, ..., Q^n) \).

This lemma shows the preservation of symplectic structure for Hamiltonian SDEs in the case of continuous time.

3.2 Preservation of symplectic structure for discrete Hamiltonian SDEs

In this section we consider the Hamiltonian SDE with multiplicative Lévy noise as follows,

\[
dP = -\sigma_0(P,Q)dt - \sum_{r=1}^{m} \sigma_r(P,Q) \circ dL^r(t), \quad P(t_0) = p, \\
dQ = \gamma_0(P,Q)dt + \sum_{r=1}^{m} \gamma_r(P,Q) \circ dL^r(t), \quad Q(t_0) = q, \\n\]

where

\[
\sigma_0(P,Q) = \frac{\partial H_0}{\partial Q}(P,Q), \quad \gamma_0(P,Q) = \frac{\partial H_0}{\partial P}(P,Q), \\
\sigma_r(P,Q) = \frac{\partial H_r}{\partial Q}(P,Q), \quad \gamma_r(P,Q) = \frac{\partial H_r}{\partial P}(P,Q), \quad r = 1, 2, ..., m.
\]

We make the following assumptions.

**Assumption 1.**

The drift functions \( \sigma_0 \) and \( \gamma_0 \) satisfy the Lipschitz condition

\[
|\sigma_r(X_1) - \sigma_r(X_2)| \leq K|X_1 - X_2|, \quad |\gamma_r(X_1) - \gamma_r(X_2)| \leq K|X_1 - X_2|,
\]

where \( K \) is a constant, and \( X_i = (P_i, Q_i) \in \mathbb{M}, i = 1, 2, r = 0, 1, ..., m \).

The exact solution \( X_{t_j} := (P_{t_j}, Q_{t_j}) \) of (6) at the time \( t_j \) is shown as

\[
P_{t_{j+1}} = P_{t_j} - \int_{t_j}^{t_{j+1}} \sigma_0(P(s),Q(s))ds - \sum_{r=1}^{m} \int_{t_j}^{t_{j+1}} \sigma_r(P(s),Q(s)) \circ dL^r(s), \quad P(t_0) = p, \\
Q_{t_{j+1}} = Q_{t_j} + \int_{t_j}^{t_{j+1}} \gamma_0(P(s),Q(s))ds + \sum_{r=1}^{m} \int_{t_j}^{t_{j+1}} \gamma_r(P(s),Q(s)) \circ dL^r(s), \quad Q(t_0) = q,
\]

where the Marcus integral for SDE(7) is usually defined by

\[
\int_{t_j}^{t_{j+1}} \sigma_r(P(s),Q(s)) \circ dL^r(s) \\
= \int_{t_j}^{t_{j+1}} \sigma_r(P(s),Q(s)) \circ \Delta L^r_s + \int_{t_j}^{t_{j+1}} \sigma_r(P(s),Q(s)) \Delta L^r_s + \\
\sum_{t_j \leq s \leq t_{j+1}} \left[ \Phi^r_s(\Delta L^r(s), \sigma_r(P(s),Q(s)), P(s)-) - P(s-) - \sigma_r(P(s),Q(s)) \Delta L^r(s) \right],
\]
and
\[
\int_{t_j}^{t_{j+1}} \gamma_r(P(s), Q(s)) \circ dL^r(s)
\]
\[
= \int_{t_j}^{t_{j+1}} \gamma_r(P(s), Q(s)) \circ \Delta L^r_c(s) + \int_{t_j}^{t_{j+1}} \gamma_r(P(s), Q(s)) \Delta L^r_d(s)
\]
\[+ \sum_{t_j \leq s \leq t_{j+1}} \left[ \Phi^r_2(\Delta L^r(s), \gamma_r(P(s), Q(s)), Q(s)) - Q(s) - \gamma_r(P(s), Q(s)) \Delta L^r(s) \right].
\]

And the flow maps \(\Phi^r_1(l, \sigma_r(P(s), Q(s)), P(s))\) and \(\Phi^r_2(l, \gamma_r(P(s), Q(s)), Q(s))\) are the value at \(\hat{s} = 1\) of the solutions defined through the ordinary differential equations, respectively,

\[
\begin{align*}
\frac{d\xi^r}{ds} &= \sigma_r(\xi^r(t), t, \xi^r(0) = P(t_j-), \hat{s} \in [0, 1], \\
\frac{d\xi^r}{ds} &= \gamma_r(\xi^r(t), t, \xi^r(0) = Q(t_j-), \hat{s} \in [0, 1].
\end{align*}
\] (8)

We construct the stochastic semi-implicit Euler scheme for (6) which is shown as

\begin{align*}
P_{j+1} &= P_j - \sigma_0(P_{j+1}, Q_j) \Delta t_j - \sum_{r=1}^{m} \sigma_r(P_{j+1}, Q_j) \circ \Delta L^r(t_j), \quad P_0 = P(t_0) = p, \\
Q_{j+1} &= Q_j + \gamma_0(P_j, Q_j) \Delta t_j + \sum_{r=1}^{m} \gamma_r(P_{j+1}, Q_j) \circ \Delta L^r(t_j), \quad Q_0 = Q(t_0) = q,
\end{align*}
(9)

where \(X_j := (P_j, Q_j), \Delta t_j = t_{j+1} - t_j, t_0 < t_1 < ... < t_N, \Delta L^r(t_j) = L^r(t_{j+1}) - L^r(t_j), and j = 0, 1, ..., N. Here the Marcus integral for SDE(9) is usually defined by

\[
\sigma_r(P_{j+1}, Q_j) \circ \Delta L^r(t_j)
\]
\[= \sigma_r(P_{j+1}, Q_j) \circ \Delta L^r_c(t_j) + \sigma_r(P_{j+1}, Q_j) \Delta L^r_d(t_j)
\]
\[+ \sum_{t_j \leq s \leq t_{j+1}} \left[ \Phi^r_2(\Delta L^r(s), \sigma_r(P(s), Q(s)), P(s)) - P(s) - \sigma_r(P(s), Q(s)) \Delta L^r(s) \right].
\]

and

\[
\gamma_r(P_{j+1}, Q_j) \circ \Delta L^r(t_j)
\]
\[= \gamma_r(P_{j+1}, Q_j) \circ \Delta L^r_c(t_j) + \gamma_r(P_{j+1}, Q_j) \Delta L^r_d(t_j)
\]
\[+ \sum_{t_j \leq s \leq t_{j+1}} \left[ \Phi^r_2(\Delta L^r(s), \gamma_r(P(s), Q(s)), Q(s)) - Q(s) - \gamma_r(P(s), Q(s)) \Delta L^r(s) \right].
\]

The notation \(\circ\) denotes the Stratonovitch differential. And the flow maps \(\Phi^r_1(l, \sigma_r(P(s), Q(s)), P(s))\) and \(\Phi^r_2(l, \gamma_r(P(s), Q(s)), Q(s))\) are the value at \(s = 1\) of the solutions defined
through the ordinary differential equations, respectively,

\[
\begin{align*}
\frac{d\xi_r}{ds} &= \sigma_r(\xi_r^1), \xi_r^1(0) = P_{j+1}, s \in [0,1], \\
\frac{d\xi_r}{ds} &= \gamma_r(\xi_r^2), \xi_r^2(0) = Q_j, s \in [0,1].
\end{align*}
\]

(10)

We are in the position of the theorem which will show that the stochastic semi-implicit Euler scheme (9) is symplectic, that is, the scheme (9) preserves symplectic structure in the case of discrete time.

**Theorem 3.2** The scheme (9) for the Hamiltonian SDE with multiplicative Lévy noise (6) preserves symplectic structure.

**Proof** Due to the definition of symplectic structure, we only need to prove

\[dP_{j+1} \wedge dQ_{j+1} = dP_j \wedge dQ_j, j = 0, 1, 2, ..., N,\]

where \(dP_j\) and \(dQ_j\) are the differential of \(P_j\) and \(Q_j\), respectively.

Take the differential with respect to \(P\) of the first equation in SDE (9), we obtain

\[dP_{j+1} = dP_j - \frac{\partial\sigma_0}{\partial P}(P_{j+1}, Q_j) \Delta t_j dP_{j+1} - \frac{\partial\sigma_0}{\partial Q}(P_{j+1}, Q_j) \Delta t_j dQ_j,\]

\[- \sum_{r=1}^{m} \frac{\partial\sigma_r}{\partial P}(P_{j+1}, Q_j) dP_{j+1} \circ \Delta L^r(t_j) - \sum_{r=1}^{m} \frac{\partial\sigma_r}{\partial Q}(P_{j+1}, Q_j) dQ_j \circ \Delta L^r(t_j),\]

that is,

\[
\left[ I + \frac{\partial\sigma_0}{\partial P}(P_{j+1}, Q_j) \Delta t_j + \sum_{r=1}^{m} \frac{\partial\sigma_r}{\partial P}(P_{j+1}, Q_j) \circ \Delta L^r(t_j) \right] dP_{j+1}
\]

\[= dP_j + \frac{\partial\gamma_0}{\partial P}(P_{j+1}, Q_j) \Delta t_j + \sum_{r=1}^{m} \frac{\partial\gamma_r}{\partial P}(P_{j+1}, Q_j) \circ \Delta L^r(t_j) \]

where \(I\) is the \(n \times n\) unit matrix.

By the same way, we can obtain that

\[dQ_{j+1} = \left[ I + \frac{\partial\gamma_0}{\partial Q}(P_{j+1}, Q_j) \Delta t_j + \sum_{r=1}^{m} \frac{\partial\gamma_r}{\partial Q}(P_{j+1}, Q_j) \circ \Delta L^r(t_j) \right] dQ_j
\]

Multiply the above two equations, we get

\[
\left[ I + \frac{\partial\sigma_0}{\partial P}(P_{j+1}, Q_j) \Delta t_j + \sum_{r=1}^{m} \frac{\partial\sigma_r}{\partial P}(P_{j+1}, Q_j) \circ \Delta L^r(t_j) \right] \left[ I + \frac{\partial\gamma_0}{\partial Q}(P_{j+1}, Q_j) \Delta t_j + \sum_{r=1}^{m} \frac{\partial\gamma_r}{\partial Q}(P_{j+1}, Q_j) \circ \Delta L^r(t_j) \right] dP_{j+1} \wedge dQ_{j+1}
\]
By the definition of Hamiltonian SDE (6), we can obtain
\[
\frac{\partial \sigma_i}{\partial P}(P_{j+1}, Q_j) = \frac{\partial \gamma_i}{\partial Q}(P_{j+1}, Q_j) = \frac{\partial^2 H_0}{\partial Q \partial P}(P_{j+1}, Q_j), \quad i = 0, 1, \ldots, m.
\]

As we know that the following inequality usually holds
\[
[I + \frac{\partial^2 H_0}{\partial Q \partial P}(P_{j+1}, Q_j)\Delta t_j + \sum_{r=1}^{m} \frac{\partial^2 H_r}{\partial P \partial Q}(P_{j+1}, Q_j) \diamond \Delta L^r(t_j)] \neq 0.
\]

Therefore, we have
\[
dP_{j+1} \land dQ_{j+1} = dP_j \land dQ_j, \quad j = 0, 1, 2, \ldots, N.
\]

The proof of Theorem 3.2 is finished.

\section{Convergence of symplectic Euler scheme}

\begin{theorem}
If the inequality \(0 < 1 - 18\sqrt{2}K^2(2\tau^2 + 12m^2\tau + m^2\eta)\) holds with Assumption 1, then the scheme (9) for the Hamiltonian SDE with multiplicative Lévy noise (6) based on one-step approximation is of the mean-square convergence order of accuracy 0.5, where
\[
\tau = \max_j \Delta t_j, \quad \eta = \max_j \eta_j,
\]
and \(\eta_j\) is the number of jumps in the time interval \([t_j, t_{j+1})\).
\end{theorem}

\begin{proof}
We define
\[
E_j = X_j - X_{t_j}.
\]

According to the definition of the Marcus integral and (7), we have
\[
\mathbb{E}|E_{j+1}|^2 = \mathbb{E}|X_{j+1} - X_{t_{j+1}}|^2 = \mathbb{E}\left| \frac{P_{j+1} - P_{t_{j+1}}}{Q_{j+1} - Q_{t_{j+1}}} \right|^2 \leq I_1 + I_2 + I_3,
\]
where
\[
I_1 = 3\mathbb{E}\left| \frac{P_j - P_{t_j}}{Q_j - Q_{t_j}} \right|^2, \quad I_2 = 3\mathbb{E}\left| \int_{t_j}^{t_{j+1}} [\sigma_0(P_{j+1}, Q_j) - \sigma_0(P(s), Q(s))] ds \right|^2,
\]
and
\[
I_3 = 3\mathbb{E}\left| \sum_{r=1}^{m} \int_{t_j}^{t_{j+1}} [\gamma_r(P_{j+1}, Q_j) - \gamma_r(P(s), Q(s))] \circ dL^r(s) \right|^2.
\]

The proof of Theorem 3.2 is finished.
Now we need to estimate the value of $I_1, I_2$ and $I_3$, respectively.

Step 1.
To start, we have $I_1 = E[E_j^2]$.

Step 2.
Next, for $I_2$, we use the property of the norm and obtain

$$E\left| \int_{t_j}^{t_{j+1}} [\sigma_0(P_{j+1}, Q_j) - \sigma_0(P(s), Q(s))] ds \right|^2 \leq I_{21} + I_{22},$$

where

$$I_{21} = 2E\left| \int_{t_j}^{t_{j+1}} [\sigma_0(P_{j+1}, Q_j) - \sigma_0(P(t_{j+1}), Q(t_{j+1}))] ds \right|^2$$

and

$$I_{22} = 2E\left| \int_{t_j}^{t_{j+1}} [\sigma_0(P(t_{j+1}), Q(t_{j+1})) - \sigma_0(P(s), Q(s))] ds \right|^2.$$

Step 2(1).
On the one hand, we estimate $I_{21}$. It follows from the Cauchy-Scharz inequality that we have

$$I_{21} \leq 2\Delta t_j E\int_{t_j}^{t_{j+1}} \left| \sigma_0(P_{j+1}, Q_j) - \sigma_0(P(t_{j+1}), Q(t_{j+1})) \right|^2 ds$$

$$\leq 4\Delta t_j E\int_{t_j}^{t_{j+1}} \left[ \left| \sigma_0(P_{j+1}, Q_j) - \sigma_0(P_{j+1}, Q(t_{j+1})) \right|^2 + \left| \sigma_0(P_{j+1}, Q(t_{j+1})) - \sigma_0(P(t_{j+1}), Q(t_{j+1})) \right|^2 \right] ds$$

$$\leq 4\Delta t_j K^2 E\int_{t_j}^{t_{j+1}} \left[ \left| Q_j - Q(t_{j+1}) \right|^2 + \left| P_{j+1} - P(t_{j+1}) \right|^2 \right] ds$$

$$\leq 4(\Delta t_j)^2 K^2 E \left[ 2\left| Q_j - Q_{j+1} \right|^2 + 2\left| Q_{j+1} - Q(t_{j+1}) \right|^2 + \left| P_{j+1} - P(t_{j+1}) \right|^2 \right]$$

$$\leq 4(\Delta t_j)^2 K^2 (C_1 + 3E|E_j|^2), \quad (11)$$

where $C_1$ depends on the assumption of the equations.

Step 2(2).
On the other hand, we estimate $I_{22}$. For $t \in [t_j, t_{j+1}]$ we obtain that

$$X_{t_{j+1}} = X_t - \int_{t_j}^{t_{j+1}} \sigma_0(X(s)) ds - \sum_{r=1}^{m} \int_{t_j}^{t_{j+1}} \sigma_r(X(s)) \circ dL^r(s).$$

By the Chain rule of Marcus integral and the assumption that $\sigma_0$ is twice differentiable function, we have

$$\sigma_0(P_{j+1}, Q_{j+1}) - \sigma_0(P_t, Q_t) = - \int_{t}^{t_{j+1}} \sigma'_0(P(s), Q(s)) \sigma_0(P(s), Q(s)) ds$$
Therefore, we can have

\[- \sum_{r=1}^{m} \int_{t_j}^{t_{j+1}} \sigma'_r(P(s), Q(s)) \sigma_r(P(s), Q(s)) \circ dL^r(s). \quad (12)\]

According to Cauchy-Schwarz inequality, we get

\[ I_{22} \leq 2 \Delta t_j \mathbb{E} \int_{t_j}^{t_{j+1}} \left| \sigma_0(P(t_{j+1}), Q(t_{j+1})) - \sigma_0(P(s), Q(s)) \right|^2 ds. \]

It is clear that from (17) and Cauchy-Schwarz inequality we have

\[ \left| \sigma_0(P(t_{j+1}), Q(t_{j+1})) - \sigma_0(P(s), Q(s)) \right|^2 \leq 2 \left[ \int_{t_j}^{t_{j+1}} \sigma'_0(P(s), Q(s)) \sigma_0(P(s), Q(s)) ds \right]^2 \]

\[ + 2 \left[ \sum_{r=1}^{m} \int_{t_j}^{t_{j+1}} \sigma'_0(P(s), Q(s)) \sigma_r(P(s), Q(s)) \circ dL^r(s) \right]^2 \leq C \Delta t_j, \]

where \( C \) is a constant depends on \( K \). Then we can obtain that

\[ I_{22} \leq C \tau^2. \]

Therefore, we can have

\[ I_2 \leq 3 \sqrt{2} \tau^2 \left[ 4K^2(C_1 + 3 \mathbb{E} |E_{j+1}|^2) + C \right]. \quad (13) \]

Step 3.

Last, for \( I_3 \), it follows from Cauchy-Scharz inequality that we have

\[ \mathbb{E} \left[ \int_{t_j}^{t_{j+1}} \left| \sigma_r(P_{t+1}, Q_j) - \sigma_r(P(s), Q(s)) \right| \circ dL^r(s) \right]^2 \leq I_{31} + I_{32}, \]

where

\[ I_{31} = 2 \mathbb{E} \int_{t_j}^{t_{j+1}} \left| \sigma_r(P_{t+1}, Q_j) - \sigma_r(P_{t+1}, Q(t_{j+1})) \right| \circ dL^r(s)^2 \]

and

\[ I_{32} = 2 \mathbb{E} \int_{t_j}^{t_{j+1}} \left| \sigma_r(P_{t+1}, Q(t_{j+1})) - \sigma_r(P(s), Q(s)) \right| \circ dL^r(s)^2. \]

Step 3(1).

On the one hand, we estimate \( I_{31} \). It follows from the definition of Marcus integral that we have

\[ \mathbb{E} \left[ \left| \sigma_r(P_{t+1}, Q_j) - \sigma_r(P_{t+1}, Q(t_{j+1})) \right| \circ dL^r(s) \right]^2 \leq I_{311} + I_{312} + I_{313}, \]

where

\[ I_{311} = 3 \mathbb{E} \int_{t_j}^{t_{j+1}} \left| \sigma_r(P_{t+1}, Q_j) - \sigma_r(P_{t+1}, Q(t_{j+1})) \right| \circ dL^r(s)^2, \]
\[ I_{312} = 3\mathbb{E}\left| \int_{t_j}^{t_{j+1}} \left[ \sigma_r(P_j, Q_j) - \sigma_r(P(t_j), Q(t_j)) \right] dL^r(s) \right|^2 \]

and

\[ I_{313} = 3\mathbb{E} \left| \sum_{t_j \leq s \leq t_{j+1}} \left[ \Phi^r_1(\Delta L^r(s), \sigma_r(P_j, Q_j), P_j) - \Phi^r_1(\Delta L^r(s), \sigma_r(P(t_j), Q(t_j)), P(t_j)) \right] \right|^2. \]

It follows from Ito Isometry and (16) that we have

\[ I_{311} \leq 3 \int_{t_j}^{t_{j+1}} \mathbb{E} \left| \sigma_r(P_j, Q_j) - \sigma_r(P(t_j), Q(t_j)) \right|^2 ds \]

and

\[ I_{312} \leq 3 \int_{t_j}^{t_{j+1}} \mathbb{E} \left| \sigma_r(P_j, Q_j) - \sigma_r(P(t_j), Q(t_j)) \right|^2 ds. \]

Therefore, we have

\[ I_{311} + I_{312} \leq 6 \int_{t_j}^{t_{j+1}} \mathbb{E} \left| \sigma_r(P_j, Q_j) - \sigma_r(P(t_j), Q(t_j)) \right|^2 ds \]

\[ \leq 12\tau K^2(C_1 + 3\mathbb{E}|E_{j+1}|^2). \]

By the Cauchy-Schwaz inequality and the Lipschitz condition, we have

\[ I_{313} \leq 3\eta_j \mathbb{E} \left| \Phi^r_1(\Delta L^r(s), \sigma_r(P_j, Q_j), P_j) - \Phi^r_1(\Delta L^r(s), \sigma_r(P(t_j), Q(t_j)), P(t_j)) \right|^2 \]

\[ \leq 3\eta_j K^2 \mathbb{E}|E_{j+1}|^2. \]

Therefore, for \( I_{31} \), we have

\[ I_{31} \leq 2(I_{311} + I_{312} + I_{313}) \]

\[ \leq 6K^2(\eta_j + 12\tau)\mathbb{E}|E_{j+1}|^2 + 24\tau C_1 K^2. \]

Step 3(2).

On the other hand, we estimate \( I_{32} \).

\[ I_{32} = 2\mathbb{E} \left| \int_{t_j}^{t_{j+1}} \left[ \sigma_r(X(t_j+1)) - \sigma_r(X(s)) \right] \circ dL^r(s) \right|^2 \]

\[ \leq 2K^2 \mathbb{E} \left| X(t_{j+1}) - X(s) \right|^2. \]

For \( t \in [t_j, t_{j+1}] \) we obtain that

\[ X_{t_{j+1}} = X_t - \int_t^{t_{j+1}} \sigma_0(X(s)) ds - \sum_{r=1}^{m} \int_t^{t_{j+1}} \sigma_r(X(s)) \circ dL^r(s). \]
It is clear that we can obtain
\[ \mathbb{E}\left| X(t_{j+1}) - X(s) \right|^2 \leq \left[ \int_{t_j}^{t_{j+1}} \sigma_0(X(s))ds - \sum_{r=1}^{m} \int_{t_j}^{t_{j+1}} \sigma_r(X(s)) \circ dL^r(s) \right]^2 \leq C\tau, \]
where \( C \) is a constant depends on \( K \). Then we can obtain that
\[ I_{32} \leq 2C^2K^2\tau. \]

Therefore, we can have
\[ I_3 \leq 3\sqrt{2}m^2\left[ 6K^2(\eta_j + 12\tau)\mathbb{E}|E_{j+1}|^2 + 24C_1K^2\tau + 2C^2K^2\tau \right]. \quad (14) \]

Step 4.
All together, we have
\[ \mathbb{E}|E_{j+1}|^2 \leq I_1 + I_2 + I_3. \]
That is,
\[ \left[ 1 - 18\sqrt{2}K^2(2\tau^2 + 12m^2\tau + m^2\eta) \right]\mathbb{E}|E_{j+1}|^2 \leq 3\mathbb{E}|E_j|^2 + C\tau. \]

It follows from the assumption and the discrete version of Gronwall lemma that we have
\[ \mathbb{E}|E_j|^2 \leq C\tau. \]
Therefore, we have
\[ \sup_{j \leq N} \|E_j\| = \sup_{j \leq N} \|X_j - X_{t_j}\| \leq C\tau^+. \]
The proof of Theorem 4.1 is finished.

5 Numerical implementation methods
5.1 Basic assumptions
Let
\[ L^r(t) = \sum_{k=1}^{\eta^r(t)} R^r_kH(t - \tau^r_k) + bW(t), r = 1, 2, ..., m, \quad (15) \]
where \( \tau^r_k \) is the jump time with rate \( \lambda \), \( R^r_k \in \mathbb{R} \) is the jump size with distribution \( \mu \), \( \eta^r(t) \) is the number of jumps until time \( t \), and \( H(t) \) is the Heaviside function with unit jump at time zero.

Due to the realization of Lévy noises \((15)\), the Marcus integral for SDE\((1)\) through Marcus mapping is written as
\[ X(t) = x + \int_0^t V_0(X(s))ds + b \sum_{r=1}^{m} \int_0^t V_r(X(s)) \circ dW(s) \]
\[
+ \sum_{r=1}^{m} \sum_{k=1}^{\eta^r(t)} \left[ \Phi^r_g(X(\tau^r_k-), R^r_k) - X(\tau^r_k-) \right],
\]

where the flow map \( \Phi^r_g \) at \( t = \tau^r_k \) is defined through the ordinary differential equations

\[
\begin{align*}
\frac{d\xi^r_s}{ds} &= V_r(\xi^r_s)R^r_s, \quad s \in [0, 1], \\
\xi^r(0) &= X(\tau^r_k-), \\
\Phi^r_g(X(\tau^r_k-), R^r_k) &= \xi^r(1).
\end{align*}
\]

Then we can simulate the orbits of Hamiltonian SDEs in a long time interval by symplectic Euler scheme, which will be shown in Section 5.2. Here we mainly consider the case \( b = 0 \) in (15), and we refer to the results which have been proposed in [7, 11] and [17]. And the realization of the case \( b \neq 0 \) will be considered in our future work.

### 5.2 Pathwise symplectic Euler method

We denote \( \exp(\lambda) \) as the exponentially distributed random variable with mean \( \frac{1}{\lambda} \). And we present this algorithm for the Hamiltonian SDE as follows,

\[
\begin{align*}
\frac{dP}{dt} &= -\sigma_0(P, Q) dt - \sum_{r=1}^{m} \sigma_r(P, Q) \circ dW^r(t), \quad P(t_0) = p, \\
\frac{dQ}{dt} &= \gamma_0(P, Q) dt + \sum_{r=1}^{m} \gamma_r(P, Q) \circ dW^r(t), \quad Q(t_0) = q.
\end{align*}
\]

Step 1. Given \( t = 0 \), initial value \((P_0, Q_0)\) and the end time \( T \).

Step 2. Generate a waiting time \( \tau \sim \exp(\lambda) \) and a jump size \( R_r \sim \mu_r \), where \( \mu_r(r = 1, 2, ..., m) \) is the distribution of random jumps.

Step 3. Solve the following ODEs (18) by symplectic Euler scheme with initial value \((P(t), Q(t))\) until time \( s = \tau \) to get its solution \((P(u), Q(u)), u \in [t, t+\tau)\),

\[
\begin{align*}
\frac{dx}{dt} &= -\sum_{r=1}^{m} \sigma_r(P, Q) R_r, \quad x(0) = P((t+\tau)-), \\
\frac{dy}{dt} &= \sum_{r=1}^{m} \gamma_r(P, Q) R_r, \quad y(0) = Q((t+\tau)-).
\end{align*}
\]

Step 4. Solve the following ODEs (19) with initial value \((P(t+\tau)-), Q(t+\tau)-)\) until time \( s = 1 \) to get \((P(t+\tau), Q(t+\tau))\),

\[
\begin{align*}
\frac{dx}{dt} &= -\sum_{r=1}^{m} \sigma_r(P, Q) R_r, \quad x(0) = P((t+\tau)-), \\
\frac{dy}{dt} &= \sum_{r=1}^{m} \gamma_r(P, Q) R_r, \quad y(0) = Q((t+\tau)-).
\end{align*}
\]

Step 5. Set \( t := t + \tau \), and repeat Step 2 unless \( t \geq T \).
6 Numerical experiments

We consider the following 2-dimensional SDE in the sense of Marcus [12], i.e., linear stochastic Kubo oscillator with multiplicative Lévy noise,

\[
\begin{align*}
\frac{dP}{dt} &= -\alpha Q dt - \beta Q \diamond dL(t), \quad P(t_0) = p, \\
\frac{dQ}{dt} &= \alpha P dt + \beta P \diamond dL(t), \quad Q(t_0) = q,
\end{align*}
\]

(20)

where \(\alpha\) and \(\beta\) are constants, \(L(t)\) is a one-dimensional Lévy noise, and

\[
H(P, Q) = p^2 + q^2, \quad H_1(P, Q) = p^2 + q^2.
\]

Obviously, it is a special nonlinear Hamiltonian SDEs with multiplicative Lévy noise which is the same as we discussed. For any given initial values \((p, q)\), it follows from the results in [12] that the exact solution of SDE (20) is

\[
\begin{align*}
P(t) &= p \cos(\alpha t + \beta L(t)) - q \sin(\alpha t + \beta L(t)), \\
Q(t) &= p \sin(\alpha t + \beta L(t)) + q \cos(\alpha t + \beta L(t)).
\end{align*}
\]

(21)

The symplectic Euler scheme of SDE (20) is written as

\[
\begin{align*}
P_{j+1} &= P_j - \alpha Q_j \Delta t_j - \beta Q_j \Delta L_j, \\
Q_{j+1} &= Q_j + \alpha P_{j+1} \Delta t_j + \beta P_{j+1} \Delta L_j.
\end{align*}
\]

(22)

The explicit Euler scheme of SDE (20) is written as

\[
\begin{align*}
P_{j+1} &= P_j - \alpha Q_j \Delta t_j - \beta Q_j \Delta L_j, \\
Q_{j+1} &= Q_j + \alpha P_{j+1} \Delta t_j + \beta P_{j+1} \Delta L_j.
\end{align*}
\]

(23)

Section 6.1-6.2 are devoted to the preservation of symplectic structure and the convergence of the scheme (22). And in the realization of the Lévy noise, we choose \(L(t)\) to be a compound Poisson process with jump size which is simulated by the normal distribution \(N(0, \sigma^2)\), \(\sigma = 0.2\) and intensity \(\lambda = 5.0\).

6.1 Preservation of symplectic structure of Hamiltonian SDE (20)

The results of our numerical experiments are shown as Fig.1-4, which includes three parts: the comparison of sample trajectories, the evolution of domains in the phase plane and the conservation of the Hamiltonian obtained by the scheme (22), (23) and the exact solution.

To start we apply the schemes (22) and (23) to Hamiltonian SDE (20), and we can compare the oscillation of the numerical solutions obtained by the schemes (22) and (23) with the exact solutions from (21). In order to improve the accuracy of the comparison, the initial conditions are the same, that is, the step size is \(dt = 0.08\), \(T = 200.0\), \(\alpha = 0.1\), \(\beta = 0.1\), \(N = 2500.0\) and the initial values is \(P(0) = 0\), \(Q(0) = 1.0\). It is clear that the conditions of Theorem 4.1 are satisfied.

As we can see from Fig.1 that the approximations of a sample orbit of Hamiltonian SDE (20) are simulated by the symplectic method, the scheme (22), as well as the
non-symplectic method, the scheme (23), respectively. The exact phase trajectory (21) is obtained, too.

It shows the fact that in the time interval [0, 200.0], the orbit of the exact solution coincides almost well with that obtained by the scheme (22), which is demonstrated in the left panel of Fig.1, while the orbit obtained by the scheme (23) does not circle that of the exact solution, it disperses spirally and quickly from the latter, which is shown as the right panel of Fig.1. It is obvious that the scheme (22) has higher performance to preserve the circular orbits than the scheme (23). That is, the structure of the orbit of the solution to SDE (20) obtained by the scheme (23) obviously does not conserve the circular structure of that of the exact solution.

As we can see from Fig. 2 and Fig. 3, the oscillation in the directions $P$ and $Q$ of the trajectory of numerical solution obtained by the scheme (22) is much smaller.
than that by the scheme (23). And it is obvious that it disperses spirally and quickly from the latter in the time interval [0, 600.0].

These results indicate that the scheme (23) is unsuitable to simulate Hamiltonian SDE (20) in a long time interval. In contrast to the scheme (23), the scheme (22) reproduces the trajectory of SDE (20) more accurately.

Next we check the Hamiltonians of SDE (20). It can be seen from Fig.4 that the Hamiltonian, $H(P, Q)$, is an invariant of the exact solution of SDE (20). As it shows that the curve of Hamiltonian jumps around the line Hamiltonian= 0.5, which demonstrates it can be approximately preserve by the scheme (22) because of the Lévy noise. Here approximate preservation of the Hamiltonian means that there is a bounded oscillation around the Hamiltonian of the exact solution in the discrete time case. However, non-symplectic numerical scheme, the scheme (23) dose not has this property such that the Hamiltonian increases indefinitely, which is illustrated as Fig.4.

6.2 Convergence of the scheme (22)
This numerical experiment examines the convergence of the scheme (22). It is not difficult to see from Fig.5 that the convergence rate satisfies the inequality $\log(\|\text{error}\|) \leq 0.5$ for the end time $T = 100.0$. Because of the restrictions on computation capability, we only consider the case in the interval [0, 100]. Due to discontinuous inputting of the Lévy noise, the curve has some jumps in some uncertain time moments, but it almost lays down the straight line $\log(\|\text{error}\|) = 0.5$. And These phenomena verify the results of Theorem 4.1 that the mean-square order of the proposed method is 0.5. In this test we choose the same parameters as Section 5.1, the mean-square norm is taken as (4).

7 Conclusion
This paper mainly focuses on the construction, the convergence analysis and the numerical implementation of symplectic Euler scheme for Hamiltonian SDEs with...
multiplicative Lévy noise in the Marcus form. Much attention are paid to the numerical realization of this symplectic Euler scheme. We show that the main results and numerical implementation methods can be applied to the numerical simulations of the dynamical behaviour of Hamiltonian SDEs with multiplicative Lévy noise in the sense of Marcus. The results show that the method is effective and the numerical experiments are performed and match the results of theoretical analysis almost perfectly by comparing with non-symplectic method.
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