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ABSTRACT

Context. Several methods have been proposed to build 3D extinction maps of the Milky Way (MW), most often based on Bayesian approaches. Although some studies employed machine learning (ML) methods in part of their procedure, or to specific targets, no 3D extinction map of a large volume of the MW solely based on a Neural Network method has been reported so far.

Aims. We aim to apply deep learning as a solution to build 3D extinction maps of the MW.

Methods. We built a convolutional neural network (CNN) using the CIANNA framework, and trained it with synthetic 2MASS data. We used the Besançon Galaxy model to generate mock star catalogs, and 1D Gaussian random fields to simulate the extinction profiles. From these data we computed color-magnitude diagrams (CMDs) to train the network, using the corresponding extinction profiles as targets. A forward pass with observed 2MASS CMDs provided extinction profile estimates for a grid of lines of sight.

Results. We trained our network with data simulating lines of sight in the area of the Carina spiral arm tangent and obtained a 3D extinction map for a large sector in this region ($\ell = 257$–$303$ deg, $|b| \leq 5$ deg), with distance and angular resolutions of 100 pc and 30′, respectively, and reaching up to ~10 kpc. Although each line of sight is computed independently in the forward phase, the so-called fingers-of-God artifacts are weaker than in many other 3D extinction maps. For the training phase, we found that our CNN was efficient in taking advantage of redundancy across lines of sight, enabling us to train it with only 9 lines of sight simultaneously to build the whole map.

Conclusions. We found deep learning to be a reliable approach to produce 3D extinction maps from large surveys. With this methodology, we expect to easily combine heterogeneous surveys without cross-matching, and therefore to exploit several surveys in a complementary fashion.
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1. Introduction

Unveiling the structure of the Milky Way Galaxy is a challenging task due to our location within the Galactic disk. Since the founding work by Marshall et al. (2006), a number of methods have been proposed to characterize the 3D distribution of interstellar matter traced by interstellar extinction. In such studies, the observed stellar radiation is compared to the expected stellar radiation either from individual stars or, statistically, from stellar populations. The discrepancy between them is interpreted as the result of interstellar extinction, and the knowledge on stellar distances is used to constrain the 3D distribution of extinction. Green et al. (2019) derived the 3D dust extinction from the combination of Gaia DR2 parallaxes (Gaia Collaboration et al. 2018), Pan-STARRS 1 (Chambers et al. 2016) and 2MASS (Skrutskie et al. 2006) photometry using a Bayesian approach implemented with Markov chain Monte-Carlo (MCMC), covering typically the first two to three kiloparsecs with an angular (multi-)resolution between ~3′ and 55′. In spite of an effort to explicitly take the correlations between adjacent sightlines into account, the map still includes the so-called fingers-of-God artifacts (i.e. spreading of extinction estimates along the line of sight due to distance uncertainties). In contrast, Lallement et al. (2019) used a hierarchical Bayesian inversion algorithm applied to a star catalog compiled from a cross-match of Gaia and 2MASS data. They obtained a high distance-resolution map in a 3-kpc range, essentially devoid of fingers-of-God artifacts. In contrast to Marshall et al. (2006), based solely on 2MASS data, these studies (see also Sale et al. 2014; Chen et al. 2019; Leike et al. 2020) take advantage of multiple surveys (or plan to do so) to benefit from a better characterization of the star intrinsic emission or distance. However, even when near infrared (NIR) data were used, the proposed methods required to cross-match the NIR and visible catalogs, so that the final map inherited the limitations from both spectral domains. The maps resulting from such methods tend to be limited to the first few kpc from the Sun because interstellar extinction is higher in the visible range.
In this letter, we propose a new strategy, based on convolutional neural networks (CNN). Ultimately, we expect such approaches to make it easy to combine different stellar catalogs without cross-matching them, and therefore to take advantage simultaneously of the Gaia parallaxes and of the greater reach of NIR surveys, or of the spectral type classification from Pan-STARRS 1 data. We report here a new approach using CNNs, based on the comparison between 2MASS data and mock data synthesized with the Besançon Galaxy Model (BGM, Robin et al. 2003; Lagarde et al. 2014). We present the method in the next section. The obtained 3D extinction maps are presented in Sect. 3, and the implications for future studies based on multiple surveys are discussed in Sect. 4.

2. Method

Our method is based on the supervised training of CNNs (LeCun et al. 1995, 2015). We built the training sample as follows. We used the BGM (Robin et al. 1995, 2015). We built the training sample as follows. We based on cone shaped sightlines, from which we used solely the positions and the mock 2MASS magnitudes, namely the J (1.255 µm), H (1.662 µm), K (2.159 µm) bands. From the selected bands it is possible to build [J-K]-[K] CMDs for different sightlines that are sensitive to both the reddening and the brightness decrease induced by extinction. Our star lists were produced without extinction; we applied our own mock extinction profiles to produce the corresponding extincted CMD following the extinction law by Cardelli et al. (1989). The induced movement and deformation of the star distribution in this 2D histogram can be used to reconstruct the corresponding extinction profile. To produce realistic profiles we used Gaussian Random Fields (GRFs, Coles & Jones 1991; Sale & Magorrian 2014) composed of two contributions to represent both large (>2 kpc) and small (<2 kpc) distance scales of the interstellar matter distribution. Finally, to avoid confusing the CNN with information which would be impossible to reconstruct, (i) we set to zero the extinction profiles beyond the distance at which there are fewer than 50 detected stars further away in the list, and (ii) we clipped the maximum value of the extinction profiles to 50 mag/kpc in the V band. On these simulated stars, magnitude cuts (Fig. 2) and photometric uncertainties were taken into account to match realistic 2MASS observations. These cuts and uncertainties were realized statistically for each CMD using a selection function calibrated on a 1 square degree region around the central region \( \ell = 280 \) deg, \( b = 0 \) deg. The dashed blue line corresponds to our cut on observed magnitudes and colors.

The method consists in training a CNN to perform the inverse transformation, from an extincted CMD to the associated extinction profile. For each sightline, we sampled the CMD on 64×64 bins in the ranges \(-0.5 < [J-K] < 6.1\) and \(10 < [K] < 16\). This defines the dimension of the network input layer. The inner network architecture is fairly shallow as illustrated in Fig. 1, with all neurons being ReLU activated (He et al. 2015). Despite extensive testing of larger and deeper architectures, the one presented here performed the best. This is likely because the amount of extinction at a given distance is essentially encoded in the displacement of stars in the CMD (Fig. 2). In other words, it involves a spatial information in the CNN input layer, which is more suitably interpreted by fully connected (FC, or dense) layers. Still, the few FC layers need to be large to achieve good results, indicating that the relation that we seek to construct remains of high complexity. The dropout technique (Srivastava et al. 2014; Gal & Ghahramani 2015) is applied to the first two dense layers composed of 3072 neurons each, with a 10% dropout rate. With this technique, only 90% of the neurons are randomly selected and used at a time. For inference this is repeated 100 times for each input with a different dropout selection. This acts as a Monte Carlo (MC) method to construct probability distributions, instead of single value predictions. The output layer is the reconstructed extinction profile sampled using 128 bins of 100 pc each with a direct linear activation for each bin.

Considering that a simulated non-extincted CMD represents a specific sightline, a network trained to reconstruct profiles on a given CMD cannot be efficiently applied to another sightline. To construct a network that can be applied to a larger range of galactic positions, we added a second channel to the input layer that contains a reference non-extincted CMD from the model. Using this input construction, the network learns the difference
3. Results

We used the method presented in the previous section to construct a 3D extinction map of the Carina arm region, i.e. for $\ell$ between 257 and 303 degrees, and $|b| < 5$ degrees. We tiled this region with nine rectangular zones centered on nine reference sightlines located at $\ell = 260, 265, \ldots, 300$ deg, and $b = 0$ deg. The region is sampled by pixels separated by 12 arcmin in the plane of the sky, and the extinction in each pixel is computed from the 2MASS sources within a cone of 15 arcmin radius. This ensures that the Nyquist criterion is fulfilled.

We emphasize that there is no forced constrain on the total integrated extinction of a given sightline in the network. Each neuron in the output layer is only penalized in order to reconstruct the local extinction value, still the complete network is free to evaluate that the summed value of all neurons is a valuable information. Additionally, while there is a partial overlap between two adjacent sightlines, there is no forced coherence between them. The only information that is shared between sightlines is the reference CMD inside a given reference interval but they are considered as independent by the network construction.

Figure 3 shows the obtained extinction map, integrated along the line of sight, and compared with the Planck opacity map at 353 GHz. This Planck map is considered to be a good proxy for the distribution of interstellar matter, although it is known to be biased by dust temperature gradients, especially in the Galactic Plane (GP) and in regions irradiated by young stars (Planck Collaboration XI 2014). The general agreement between the two maps is clear for the structures at large opacity, implying that our method captures the essential of the dense interstellar medium. Differences can still be spotted in the relative levels of the structures. For example, we find a larger extinction in the major structure at $\ell \sim 285$ deg than in the compact clump at $\ell \sim 266$ deg, while the reverse is observed in the Planck map. More discrepancies are found at intermediate opacity ($\sim 2 \times 10^{-4}$), which tends to be systematically underestimated in our map.

Two types of artifacts can also be noticed. The tiling effect at the junction between the nine zones arises from the sudden change in reference sightline. The other artifacts are visible at larger galactic latitudes, where we find an increase in extinction instead of the expected decrease. It arises from the decrease in star count when $|b|$ increases. Since the reference sightline is at $|b| = 0$, the difference in star count is interpreted by the network...
as a signature of extinction. In addition, the artifacts present a
dependence in longitude which is particularly visible in the tile
centered at $\ell = 300\degree$. These effects could be mitigated by
splitting each zone into several zones along the longitude and
latitude axes, at the cost of a heavier training. This artifact is
also very likely to be linked to the fact that we generalized our
magnitude cuts and uncertainties from the $l = 280\degree$, $b = 0$
deg sightline over the all map, which increase discrepancies be-
tween the observed and modeled CMD. Having these selection
function calibrated for each reference sightline would certainly
also help reduce the artifact. For the present paper, it is sufficient
to conclude that our extinction map is only marginally affected
by this artifact in the range $|b| < 2\degree$.

Figure 4 (left) shows a face-on view of the GP in polar coor-
dinates, obtained by integrating our 3D map over the $|b| < 1\degree$
range. Structures are detected between 1 and 10 kpc along the
Carina arm. A particularly good agreement is found with the
distribution of HII regions and giant molecular clouds (GMCs)
tabulated by Hou & Han (2014) for the arm tangent near $\ell =
280\degree$ and $d = 6$ kpc. The agreement is less clear beyond the
tangent, around $\ell = 290\degree$ and $d = 8$ kpc, where part of the
structures seem to be disturbed by extinction at shorter distances
($d \sim 4$ kpc) which are likely to be artifacts of the method. Interest-
ingly, a notable amount of extinction is found at large distances
($d \sim 10$ kpc) for $\ell \sim 295\degree$, in good agreement with a clus-
ter of HII regions and GMCs, suggesting that this is a genuine
detection. In the $\ell = 255$–$275\degree$ region, the Vela complex is
detected near 2 kpc (better seen in Cartesian coordinates, Fig. A.1),
but beyond this distance the map is devoid of extinction in spite
of numerous known GMCs. This reflects the difficulty to detect
faint structures, especially for sightlines with lower star counts,
when looking closer to the Galactic anti-center.

These results are contrasted with those from the new map
by Marshall et al. (in prep., Fig. 4 right), also obtained from the
comparison between 2MASS data and BGM simulations, with
a MCMC approach, and which can be considered as an update
of the map by Marshall et al. (2006). From this comparison, our
CNN-based method appears to be more sensitive to large dis-
stance structures, but more prone to major artifacts (e.g. the struc-
ture at $\ell = 290\degree$ and $d = 4$ kpc). In a large part of the map
($257 < \ell < 280\degree$ and $2 < d < 13$ kpc) our method fails to
detect faint extinction where other maps predict noisy structures.
This is certainly due to a lack of remaining visible stars that
represents these distances in the corresponding extincted CMDs.
Due to the star count threshold introduced in our training pro-
file construction, the network interprets such regions as a zero
profile after a given distance (Sect. 2 and Fig. A.2). The lack of
remaining stars in this region is the combination of (1) a drop
in total star count per sightline for this range of galactic longi-
ditude, and (2) the result of the strong foreground extinction cor-
responding to the Vela complex. In the rest of the map, our method
produces cleaner maps with less striking fingers-of-God artifact
and more coherent structures in dense regions. Interestingly, the
results obtained on the validation set show that with a sufficient
number of stars, the method can retrieve faint and diffuse ex-
tinction even between two important extinction peaks. For this
reason, it is likely that the very clean region about $\ell = 295\degree$,
$d = 7$ kpc represents a significant non-detection of extinction
between two dense structures. For small distances ($< 3$ kpc), the
structures found in the new Marshal map resemble those present
in the map by Lallement et al. (2019), although the latter study
finds them to be closer. In contrast, our method tends to merge
several of those structures, similarly to the case illustrated in
Fig. A.2 (middle row), and to predict them at a closer distance
than the Marshall et al. (in prep.) map.

4. Discussion and conclusion

The methods employed so far to infer 3D extinction were mostly
based on a variety of Bayesian approaches, like MCMC (Green
et al. 2019; Sale et al. 2014, e.g.), inversion techniques (Lalle-
ment et al. 2019), variational inference (Leike et al. 2020), or
Gaussian processes (Rezaei Kh. et al. 2017). Although some of
these methods are sometimes tagged as machine learning (ML)
approaches, more widely adopted methods of ML were only scarcely used for 3D extinction maps. A genetic algorithm was experimented by Marshall et al. (2009) but only for selected target clouds, and Chen et al. (2019) used random forest to determine the color excess toward each star, but then a Bayesian method similar to Green et al. (2019) was implemented to build the 3D map. The present work is the first, to our knowledge, to experiment neural networks to directly build a 3D extinction map.

Our CNN-based method turns out to be capable of reconstructing a realistic morphological distribution of interstellar matter in the plane of the sky through integrated extinction, although it was not constrained to reproduce this quantity. It has demonstrated the capability to efficiently reproduce dust extinction profiles for individual sightlines and is a suitable tool to produce large-scale 3D Galactic extinction maps in the GP.

By construction, the method is less prone to the usual fingers-of-God artifacts than observed in similar maps. Structure elongation in distance is contained by both the choice of the typical scales in mock profiles of the training sample and by the effect of smoothing the CMDs by convolution in the first network layer. It is also notable that structures tend to be more coherent between adjacent sightlines than with the MCMC method, producing smooth features even in the plane of the sky. Importantly, we did not force this coherence since distance bins correspond to individual neurons and extincted input CMDs are different for adjacent sightlines. Still, the coherence is encouraged by the use of the same reference CMD in a given zone, but also by the global training over several reference sightlines, allowing the network to better infer the general properties. The method is able to detect compact structures at large distances that are coherent with known HH and GMC regions and which were missed in similar maps.

However, our approach is hampered by its strong sensitivity to the realism of the training dataset. Subtle differences between observed data and modeled training data may result in large artifacts. These differences can come from the building of the extincted CMDs from the mock stars, since each step (Sect. 2) comes with its own inaccuracies. The BGM can also contribute to the differences between observed and modeled CMDs, for example because it is not designed to describe out-of-equilibrium dynamical structures or small scale structures (e.g. open clusters). In addition, the use of the same reference over a large sky area implies that the modeled data may not accurately match the observed data. This effect is minor when looking toward the outer Galaxy, but it becomes more stringent when getting closer to the Galactic center, which can result in major artifacts. While it would be very difficult to have a CMD for each sightline, a promising development consists in constructing an adaptive reference grid that better samples the sky where CMDs change quickly with sky coordinates. This would be particularly needed when approaching the Galactic center, and to account for variations in Galactic latitude.

Our tests showed that a critical parameter in our method is the limit we imposed, when building the training sample, on the minimum number of background stars required to derive an extinction estimate. This threshold makes it difficult to apply the method in regions with very low stellar number densities. Interestingly, the strategy combining multiple reference sightlines enabled us to decrease this threshold value by a factor of two compared to a single reference training. Therefore, a useful future development of our method would be to introduce an adaptive star count threshold.

Finally, an important strength of the CNN approach for future improvements is the possibility to combine information from various surveys in a very efficient way, without cross-match. Other statistical 2D diagrams of various natures can easily be added in the form of input layers, along with the corresponding modeled references when necessary. From this heterogeneous data combination, the Neural Network structure would learn to weight and combine the information of different nature depending on the context. An example could be to add a Gaia $G_{BP}-G_{RP}$-$\pi$ or $G_{BP}-G_{RP}$-$[G]$ diagram. This would add information for short distances and still conserve the large distance information from 2MASS, even for stars too extincted to be detected by Gaia. This approach could theoretically be pushed to add an arbitrary number of surveys that contains information about extinction.
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Fig. A.1: Face-on view of the Galactic Plane $|b| < 1$ deg in Cartesian galactic-longitude distance coordinates in the Carina arm region. The axis on the right border corresponds to the pixel vertical size as a function of the distance induced by the conic shape of the sightline. The symbols are the same as in Fig. 4.

Fig. A.2: Predicted and target profile comparison from the test dataset. These examples are for the $\ell = 280$ and $b = 0$ reference sightline. For each case the left frame shows the input extincted CMD and the right frame presents the extinction profiles. The dashed black line is the target profile. The network prediction is presented in the form of a color-coded 2D histogram for each distance bin, representing the probability distribution based on 100 MC model dropout predictions.
Appendix A: Additional materials

Figure A.1 is a Cartesian representation of same result as the left frame of Fig. 4. This view better represents how the network interprets the individual sightlines and constructs the map, with no assumptions on pixel size. The cone-shaped dilution effect is accounted for during the application of the profile to the star list, but this is not a direct information given to the network. This illustration provides a better view of the nearby structures and their connections, at the cost of physical size deformation as a function of distance. It also allows to more accurately identify structure positions and help to identify those that align on the same sightline.

Figure A.2 presents a few comparisons of predicted profiles with the associated target profiles along with the corresponding extincted CMDs. Thanks to dropout, 100 MC model predictions are obtained and used to build a discretized probability density distribution of differential extinction as a function of distance. This is represented by a 2D histogram and helps evaluating the dispersion in the CNN predictions. The figure demonstrates that the network is able to reconstruct extinction peaks at different distance ranges and that it successfully detects secondary structures. It also shows that the predicted value of the extinction maximum is well reconstructed for primary peaks, and remains sufficiently satisfying in the secondary structures to be confident in the predicted morphology. The second row illustrates the tendency of the method to smooth structures closer than 500 pc.

Figure A.3 shows a face-on view of the GP in polar coordinates, obtained by averaging the 3D standard deviation map over the $|b| < 1$ deg range. Structures identified as probable artifacts coincide with high uncertainty predictions. Still, in Fig. A.3, high standard deviations are not always related to a false detection, but also to large uncertainties in the extinction value or to the merging of nearby structures.

Fig. A.3: Standard deviation map of the Galactic Plane averaged over $|b| < 1$ deg in polar coordinates in the Carina-arm region. The standard deviations were computed from the MC model dropout prediction. The symbols are the same as in Fig. 4.