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Abstract. We study the existence and variational characterization of steady states in a coupled system of Gross–Pitaevskii equations modeling two-component Bose-Einstein condensates with the magnetic field trapping. The limit with no trapping has been the subject of recent works where domain walls have been constructed and several properties, including their orbital stability have been derived. Here we focus on the full model with the harmonic trapping potential and characterize minimizers according to the value of the coupling parameter \( \gamma \). We first establish a rigorous connection between the two problems in the Thomas-Fermi limit via \( \Gamma \)-convergence. Then, we identify the ranges of \( \gamma \) for which either the symmetric states (\( \gamma < 1 \)) or the uncoupled states (\( \gamma > 1 \)) are minimizers. Domain walls arise as minimizers in a subspace of the energy space with a certain symmetry for some \( \gamma > 1 \). We study bifurcation of the domain walls and furthermore give numerical illustrations of our results.

1. Introduction

Mixtures of Bose-Einstein condensates exhibit a wealth of phenomena studied extensively both in physics [6, 7, 19, 32, 34, 35] and mathematics [1, 2, 3, 16, 17]. Topological defects such as domain walls and vortices appear in the segregation problems common in soft condensed matter [12, 25, 28, 30, 36, 38]. Variational characterization of such defects is of great interest in mathematical physics [4, 5, 13]. Related questions of their stability in the time evolution play an important role in the understanding of the long time behavior of the underlying systems of dispersive equations [9, 20, 33].

Binary Bose-Einstein condensates trapped by a magnetic field are modeled by a coupled system of the Gross–Pitaevskii equations with a harmonic potential. A coupling parameter \( \gamma \) determines the degree of repulsion between the two species. According to whether \( \gamma \) is small or large, minimizers will exhibit very different qualitative behavior. In particular, three different types of steady states can be identified: uncoupled states, symmetric states and domain walls (see Figure 11 in [32]). The main goal of this work is to provide a variational characterization of these steady states. We study and determine regimes of existence and bifurcations of the domain walls in the presence of the harmonic confinement. We also study rigorously how these domain walls are related to those in the limiting problem without the trapping potential obtained in [5].

We consider the domain walls in the one-dimensional settings (see [29] for the review of domain walls in many physical settings). Domain walls also arise in the two-dimensional and multi-dimensional geometry where they are affected by the harmonic trapping and the boundary conditions [8, 26]. Mathematical study of domain walls beyond the space of one dimension is opened for future work.
The remainder of this section is organized as follows. We describe the coupled Gross–Pitaevskii equations and the associated energy with and without the harmonic potential in Section 1.1, where we also introduce the properties of the ground state of the scalar Gross–Pitaevskii equation and the Thomas–Fermi limit. Section 1.2 gives definitions of the uncoupled, symmetric, and domain wall states. Main results are described in Section 1.3. Numerical approximations of domain walls are reported in Section 1.4. Finally, Section 1.5 gives organization of the proofs of the main results.

1.1. The Thomas-Fermi limit. Let \( \varepsilon > 0 \) be a small parameter for the semi-classical (Thomas–Fermi) limit. We consider a real-valued solution \( \Psi = (\psi_1, \psi_2) \) to the following coupled system of Gross–Pitaevskii equations with the harmonic potential and the cubic nonlinear terms:

\[
\begin{align*}
-\varepsilon^2 \psi_1''(x) + x^2 \psi_1(x) + (\psi_1(x)^2 + \gamma \psi_2(x)^2 - 1) \psi_1(x) &= 0, \\
-\varepsilon^2 \psi_2''(x) + x^2 \psi_2(x) + (\gamma \psi_1(x)^2 + \psi_2(x)^2 - 1) \psi_2(x) &= 0,
\end{align*}
\]

where \( \gamma > 0 \) is the coupling parameter. The Thomas-Fermi limit corresponds to the asymptotic regime with \( \varepsilon \to 0 \).

System (1.1) is the Euler–Lagrange equation for the following energy functional

\[
G_\varepsilon(\Psi) = \frac{1}{2} \int_{\mathbb{R}} \left[ \varepsilon^2 (\psi_1')^2 + \varepsilon^2 (\psi_2')^2 + (x^2 - 1)(\psi_1^2 + \psi_2^2) \right. \\
\left. + \frac{1}{2} (\psi_1^2 + \psi_2^2)^2 + (\gamma - 1)\psi_1^2 \psi_2^2 \right] \, dx
\]

for \( \Psi = (\psi_1, \psi_2) \) defined in the energy space \( \mathcal{E} := H^1(\mathbb{R}; \mathbb{R}^2) \cap L^{2,1}(\mathbb{R}; \mathbb{R}^2) \), where \( L^{2,1}(\mathbb{R}) := \{ f \in L^2(\mathbb{R}) : |x| f \in L^2(\mathbb{R}) \} \).
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**Figure 1.** The profile of \( \eta_\varepsilon \) versus \( x \) for \( \varepsilon = 0.1 \).

In order to introduce the steady states of the coupled system of Gross–Pitaevskii equations, let us first describe the ground state of the scalar Gross–Pitaevskii equation with the harmonic potential.

Let \( \eta_\varepsilon \in H^1(\mathbb{R}; \mathbb{R}) \cap L^{2,1}(\mathbb{R}; \mathbb{R}) \) be the positive solution of the differential equation

\[
\varepsilon^2 \eta_\varepsilon''(x) + (1 - x^2 - \eta_\varepsilon^2(x)) \eta_\varepsilon(x) = 0, \quad x \in \mathbb{R}.
\]
The positive solution shown on Fig. 1 has been studied in the literature in many details \cite{15,21,22}. The formal limit $\varepsilon \to 0$ corresponds to the so-called Thomas-Fermi cloud $\eta_0$ of the form

$$
\eta_0(x) := \sqrt{1-x^2} \, 1_{\{|x|<1\}}.
$$

(1.4)

By Proposition 2.1 in \cite{21}, the positive solution $\eta_\varepsilon$ satisfies

$$
0 < \eta_\varepsilon(x) \leq 1, \quad x \in \mathbb{R}
$$

(1.5)

and

$$
\eta_\varepsilon(x) \leq \eta_0(x), \quad x \in [-1 + \varepsilon^{1/3}, 1 - \varepsilon^{1/3}],
$$

(1.6)

moreover, $\eta_\varepsilon$ converges to $\eta_0$ in the sense that for every compact subset $K$ of $\{|x|<1\}$, there exists a constant $C_K > 0$ such that

$$
\|\eta_\varepsilon - \eta_0\|_{C^1(K)} \leq C_K \varepsilon^2.
$$

(1.7)

Refined asymptotic properties of $\eta_\varepsilon$ were further obtained in \cite{15}, where existence of $\eta_\varepsilon$ was obtained from the Hasting–McLeod solution of the Painlevé-II equation. By Theorem 1 in \cite{15}, there exists a constant $C > 0$ such that

$$
\|\eta_\varepsilon - \eta_0\|_{L^\infty} \leq C \varepsilon^{3/4}, \quad \|\eta'_\varepsilon\|_{L^\infty} \leq C \varepsilon^{-3/4}.
$$

(1.8)

Equation (1.3) is the Euler–Lagrange equation for the following energy functional

$$
F_\varepsilon(\eta) = \frac{1}{2} \int_{\mathbb{R}} \left[ \varepsilon^2 (\eta')^2 + (x^2 - 1) \eta^2 + \frac{1}{2} \eta^4 \right] \, dx.
$$

(1.9)

By using the transformation

$$
\psi_{1,2}(x) = \eta_\varepsilon(x) \phi_{1,2} \left( \frac{x}{\varepsilon} \right)
$$

(1.10)

and making the change of variables $x \to z := x/\varepsilon$, we obtain $G_\varepsilon(\Psi) = F_\varepsilon(\eta_\varepsilon) + \varepsilon J_\varepsilon(\Phi)$, where

$$
J_\varepsilon(\Phi) = \frac{1}{2} \int_{\mathbb{R}} \left[ \eta_\varepsilon(\varepsilon^2 \phi_1')^2 + \eta_\varepsilon(\varepsilon^2 \phi_2')^2 + \frac{1}{2} \eta_\varepsilon(\varepsilon^2 \phi_1^2 + \phi_2^2 - 1)^2 + (\gamma - 1) \eta_\varepsilon(\varepsilon^2 \phi_1^2 \phi_2^2) \right] \, dz
$$

(1.11)

for $\Phi = (\phi_1, \phi_2)$ defined in $H^1_{0,\text{loc}}(\mathbb{R}; \mathbb{R}^2)$ for which $J_\varepsilon(\Phi) < \infty$.

Since $\lim_{\varepsilon \to 0} \eta_\varepsilon(\varepsilon z) = \eta_0(0) = 1$ for every $z \in \mathbb{R}$, the formal limit of (1.11) is the energy functional studied in \cite{3}:

$$
J_0(\Phi) = \frac{1}{2} \int_{\mathbb{R}} \left[ (\phi_1')^2 + (\phi_2')^2 + \frac{1}{2} (\phi_1^2 + \phi_2^2 - 1)^2 + (\gamma - 1) \phi_1^2 \phi_2^2 \right] \, dz.
$$

(1.12)

The Euler–Lagrange equations for $J_0(\Phi)$ is the coupled system of homogeneous Gross–Pitaevskii equations without the harmonic potential:

$$
\begin{align*}
-\phi_1''(z) + (\phi_1(z)^2 + \gamma \phi_2(z)^2 - 1) \phi_1(z) = 0, \\
-\phi_2''(z) + (\gamma \phi_1(z)^2 + \phi_2(z)^2 - 1) \phi_2(z) = 0.
\end{align*}
$$

(1.13)

A symmetric pair of domain wall solutions exists for $\gamma > 1$ as minimizers of $J_0$ by Theorem 1.1 in \cite{3} (see \cite{39} for earlier mathematical results and \cite{31} for the first fundamental
result in physics literature). One particular domain wall solution \( \Phi = (\phi_1, \phi_2) \) to the system (1.13) satisfies the following boundary conditions:

\[
\begin{align*}
\phi_1(z) &\to 0, \quad \phi_2(z) \to 1, \quad \text{as } z \to -\infty, \\
\phi_1(z) &\to 1, \quad \phi_2(z) \to 0, \quad \text{as } z \to +\infty,
\end{align*}
\]

(1.14)

whereas the other domain wall can be obtained by the transformation \( \phi_1 \leftrightarrow \phi_2 \).

Theorems 2.1, 2.4, and 3.1 in [5] state that \( (\phi_1, \phi_2) \) for the domain wall solution with the boundary conditions (1.14) satisfies the following properties:

(a) \( \phi_2(z) = \phi_1(-z) \) for all \( z \in \mathbb{R} \);
(b) \( \phi_1'(z) + \phi_2'(z) \leq 1 \) for all \( z \in \mathbb{R} \);
(c) \( \phi_1'(z) > 0 \) and \( \phi_2'(z) < 0 \) for all \( z \in \mathbb{R} \).

Uniqueness of domain walls with properties (a)–(c) was shown in [4] and more generally in [13]. Orbital stability of domain walls in the coupled system of Gross–Pitaevskii equations was established in a weighted Hilbert space in [9].

1.2. **Uncoupled, Symmetric and Domain Wall States.** We introduce three steady state solutions to system (1.1) that will be studied in this work.

(S1) For every \( \gamma > 0 \), there exist uncoupled states

\[
\psi_1(x) = \eta_\varepsilon(x), \quad \psi_2(x) = 0, \quad \text{and} \quad \psi_1(x) = 0, \quad \psi_2(x) = \eta_\varepsilon(x).
\]

(1.15)

(S2) For every \( \gamma > 0 \), there exists the symmetric state

\[
\psi_1(x) = \psi_2(x) = (1 + \gamma)^{-1/2} \eta_\varepsilon(x).
\]

(1.16)

(S3) We say that the solution is the domain wall state if \( \psi_1(x) = \psi_2(-x) \) for all \( x \in \mathbb{R} \) but \( \psi_1(x) \neq \psi_2(x) \).
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**Figure 2.** The profile of the domain wall state versus \( x \) for \( \varepsilon = 0.1 \) and \( \gamma = 3 \).
Both the symmetric state (S2) and the domain wall state (S3) are defined in the energy space with the symmetry given by
\[ \mathcal{E}_s := \{ \Psi \in \mathcal{E} : \psi_1(x) = \psi_2(-x), \ x \in \mathbb{R} \}. \tag{1.17} \]

One domain wall state (S3) with the property \( \psi_1(x) > \psi_2(x) > 0 \) for \( x > 0 \) is shown on Fig. 2. Another domain wall state can be obtained by the transformation \( \psi_1 \leftrightarrow \psi_2 \).

Existence, variational characterization, and bifurcations of the domain wall state (S3) are the main subjects of this work.

1.3. Main results. Our first theorem establishes a rigorous connection between problems (1.1) and (1.13). Recall the product form (1.10) which reduces the minimization problem for \( G_\varepsilon \) to one for \( J_\varepsilon \). A consequence of Lemma 2.1 below is that \( \Psi \in \mathcal{E} \) minimizes \( G_\varepsilon \) if and only if \( \Phi \in H^1_{\text{loc}}(\mathbb{R};\mathbb{R}^2) \) minimizes \( J_\varepsilon \). Furthermore, we prove that \( J_\varepsilon \) converges to \( J_0 \) in the sense of \( \Gamma \)-convergence \[ I \].

**Theorem 1.** Let \( \gamma > 1, \varepsilon > 0 \) and \( \Phi_\varepsilon \) be a sequence in \( H^1_{\text{loc}}(\mathbb{R}, \mathbb{R}^2) \). Then,

(i) If \( J_\varepsilon(\Phi_\varepsilon) < \infty \) uniformly in \( \varepsilon \) then as \( \varepsilon \to 0 \) we have a subsequence (not relabelled) \( \Phi_\varepsilon \to \Phi \) in \( H^1_{\text{loc}}(\mathbb{R}, \mathbb{R}^2) \).

(ii) (T-\lim inf inequality) If \( \Phi_\varepsilon \to \Phi \) in \( L^2_{\text{loc}}(\mathbb{R}, \mathbb{R}^2) \), then
\[ \lim_{\varepsilon \to 0} J_\varepsilon(\Phi_\varepsilon) \geq J_0(\Phi) \tag{1.18} \]

(iii) (T-\lim sup inequality) If \( \Phi \in H^1_{\text{loc}}(\mathbb{R}, \mathbb{R}^2) \), then there is a sequence \( \Phi_\varepsilon \in H^1_{\text{loc}}(\mathbb{R}, \mathbb{R}^2) \) such that as \( \varepsilon \to 0 \) we have \( \Phi_\varepsilon \to \Phi \) in \( L^2_{\text{loc}}(\mathbb{R}, \mathbb{R}^2) \) and
\[ \limsup_{\varepsilon \to 0} J_\varepsilon(\Phi_\varepsilon) \leq J_0(\Phi) \tag{1.19} \]

In view of the decomposition \( G_\varepsilon(\Psi) = F_\varepsilon(\eta_\varepsilon) + \varepsilon J_\varepsilon(\Phi) \), Theorem 1 establishes a relation between minimizers of \( G_\varepsilon \) for small \( \varepsilon > 0 \) and those of the limiting functional \( J_0 \). This relation was one of the motivations for studying domain walls in [5, 9] as minimizers of \( J_0 \) for \( \gamma > 1 \) with prescribed limits at infinity.

The functional \( J_0 \) also possesses critical points \((1, 0), (0, 1)\), and \((1+\gamma)^{-1/2}(1, 1)\), which correspond to the steady states (S1) and (S2) in the limit \( \varepsilon \to 0 \). The question of their variational characterization for \( \gamma > 1 \) was left open in [5]. The case \( 0 < \gamma < 1 \) was not considered in [5]. The following two theorems clarify the variational characterization of the three steady states (S1), (S2), and (S3) as critical points of the energy \( G_\varepsilon \).

**Theorem 2.** For every \( \varepsilon > 0 \), the symmetric state (S2) is a global minimizer of the energy \( G_\varepsilon \) in the energy space \( \mathcal{E} \) if \( \gamma \in (0, 1) \) and a saddle point of the energy if \( \gamma \in (1, \infty) \). Moreover, the symmetric state is the only positive solution of the coupled system (1.1) if \( \gamma \in (0, 1) \). The uncoupled states (S1) are saddle points of the energy if \( \gamma \in (0, 1) \) and the only global minimizers of the energy if \( \gamma \in (1, \infty) \).

**Theorem 3.** There exists \( \varepsilon_0 > 0 \) such that for every \( \varepsilon \in (0, \varepsilon_0) \) there is \( \gamma_0(\varepsilon) \in (1, \infty) \) such that the symmetric state (S2) is a global minimizer of the energy \( G_\varepsilon \) in the energy space if \( \gamma \in (0, \gamma_0(\varepsilon)) \) and a saddle point of the energy in \( \mathcal{E}_s \) if \( \gamma \in (\gamma_0(\varepsilon), \infty) \), where \( \gamma_0(\varepsilon) \to 1 \) as \( \varepsilon \to 0 \). Two domain wall states (S3) are global minimizers of the energy \( G_\varepsilon \) in \( \mathcal{E}_s \) if \( \gamma \in (\gamma_0(\varepsilon), \infty) \): one satisfies \( \psi_1(x) > \psi_2(x) > 0 \) for \( x > 0 \) and the other one obtained by the transformation \( \psi_1 \leftrightarrow \psi_2 \).
Figure 3. Bifurcation diagram for the domain wall solutions on the $(\varepsilon, \gamma)$ plane. Domain walls exist above the bifurcation curve $\gamma = \gamma_0(\varepsilon)$.

The bifurcation curve $\gamma = \gamma_0(\varepsilon)$ is shown on Fig. 3 on the $(\varepsilon, \gamma)$ plane. Domain wall states (S3) are global minimizers of the energy $G_\varepsilon$ in $E_\alpha$ above the bifurcation curve. The blue dotted curve shows the straight line $\gamma = 1$. The magenta dotted curve shows the approximation of the bifurcation curve explained below.

It follows from the exponential decay of the domain wall states of the homogeneous system (1.13) to the boundary conditions (1.14) that the domain wall states without the harmonic potential only exist for $\gamma > 1$, where they are minimizers of the energy $J_0$ [5].

It is surprising that we are not able to derive a similar result for the domain wall states (S3) in the case of the harmonic potential. By uniqueness of positive solutions of the coupled system (1.1) in Theorem 2, the domain wall do not exist for $\gamma \in (0, 1)$, but we do not have a similar non-existence result for $\gamma \in [1, \gamma_0(\varepsilon)]$. By Theorem 3, the domain wall states exist and are minimizers of the energy $G_\varepsilon$ if $\gamma \in (\gamma_0(\varepsilon), \infty)$.

In order to understand more properties in the construction of the domain wall states (S3), we introduce the Dirichlet condition $\psi_1(0) = \psi_2(0) = \alpha$ and define the energy space on the half-line:

$$D_\alpha := \{ \Psi \in H^1(\mathbb{R}_+; \mathbb{R}^2) \cap L^{2, 1}(\mathbb{R}_+; \mathbb{R}^2) : \psi_1(0) = \psi_2(0) = \alpha \}. \quad (1.20)$$

The following theorem states that if $\alpha > 0$ is fixed and the non-symmetric critical points of $G_\varepsilon$ exist in $D_\alpha$, they are minimizers of $G_\varepsilon$ in $D_\alpha$. Unfortunately, this result does not eliminate the domain wall states in $E_\alpha$ for $\gamma \in [1, \gamma_0(\varepsilon)]$ since such states could be saddle points of $G_\varepsilon$ with respect to varying $\alpha$.

**Theorem 4.** Fix $\varepsilon > 0$, $\gamma > 0$, and $\alpha > 0$. Let $\Psi \in D_\alpha$ be a critical point of the energy $G_\varepsilon$ satisfying $\psi_1(x) > \psi_2(x) > 0$ for all $x \in (0, \infty)$. Then $\Psi = (\psi_1, \psi_2)$ and $\Psi' = (\psi_2, \psi_1)$ are the only global minimizers of the energy $G_\varepsilon$ in $D_\alpha$.

Next, we study bifurcations of the steady states. The exceptional case $\gamma = 1$ in Theorem 2 is special since the nonlinear system (1.1) with $\gamma = 1$ has an additional rotational symmetry which results in the existence of the following one-parameter family...
of solutions:
\[
\psi_1(x) = \cos \theta \eta_\varepsilon(x), \quad \psi_2(x) = \sin \theta \eta_\varepsilon(x),
\]  
(1.21)
where \( \theta \in [0, \frac{\pi}{2}] \) is required for positivity of solutions. The family of solutions \( (1.21) \) recovers (S1) if \( \theta = 0 \) or \( \theta = \frac{\pi}{2} \) and (S2) if \( \theta = \frac{\pi}{4} \). The following theorem suggests that the domain wall state (S3) does not bifurcate from the one-parameter family \( (1.21) \), in agreement with Theorem 3.

**Theorem 5.** For small \( \varepsilon > 0 \), the one-parameter family \( (1.21) \) for \( \gamma = 1 \) is only continued for \( \gamma \neq 1 \) either as the uncoupled states (S1) or as the symmetric state (S2).

When \( \gamma = 1 \) and \( \varepsilon = 0 \) (black dot on Fig. 3), the energy \( J_0 \) ceases to impose segregation of the two components and hence, a natural question is to identify the valid asymptotic behavior of the domain walls in the limit \( (\varepsilon, \gamma) \to (0, 1) \). We do so by using the rescaling

\[
z \leftrightarrow y := z\sqrt{\gamma - 1}, \quad \Phi(z) = \Theta(y), \quad \varepsilon = \mu\sqrt{\gamma - 1}, \quad \text{and} \quad J_\varepsilon(\Phi) = \sqrt{\gamma - 1}I_{\mu, \gamma}(\Theta),
\]
where

\[
I_{\mu, \gamma}(\Theta) = \frac{1}{2} \int_\mathbb{R} \left [ \eta_\varepsilon(\mu^*)^2(\theta_1')^2 + \eta_\varepsilon(\mu^*)^2(\theta_2')^2 + \frac{1}{2(\gamma - 1)} \eta_\varepsilon(\mu^*)^4(\theta_1^2 + \theta_2^2 - 1)^2 
+ \eta(\mu^*)^4\theta_1^2\theta_2^2 \right ] dy.
\]  
(1.22)

Since \( \varepsilon = \mu\sqrt{\gamma - 1} \) and \( \mu > 0 \) is fixed, the formal limit of (1.22) as \( \gamma \to 1^+ \) is

\[
I_{\mu, 1}(\Theta) = \begin{cases} 
\frac{1}{2} \int_{\mathbb{R}} \left [ \eta_0(\mu)^2(\theta_1')^2 + \eta_0(\mu)^2(\theta_2')^2 + \eta_0(\mu)^4\theta_1^2\theta_2^2 \right ] dy & \text{if } \theta_1^2 + \theta_2^2 = 1, \\
+\infty & \text{otherwise},
\end{cases}
\]  
(1.23)

where \( \mathcal{I}_\mu := (-\frac{1}{\mu}, \frac{1}{\mu}) \).

Minimizers of \( I_{\mu, 1} \) in (1.23) are shown on Fig. 4 by dashed line together with the numerical approximation of the domain wall state shown by the solid line for \( \varepsilon = 0.1 \) and \( \gamma = 1.2 \). Both solutions are shown versus the original coordinate \( x \). The agreement implies the relevance of the asymptotic approximation found from \( I_{\mu, 1} \).

A rigorous connection between the two energy functionals \( I_{\mu, \gamma} \) and \( I_{\mu, 1} \) given by (1.22) and (1.23) is established in Lemma 4.1 below, where \( \Gamma \) convergence of \( I_{\mu, \gamma} \) to \( I_{\mu, 1} \) is shown for fixed \( \mu > 0 \).

The following theorem states the existence of a special \( \mu_0 \in (0, \infty) \) separating the symmetric state (S2) and the domain wall state (S3) as minimizers of \( I_{\mu, 1} \) in the energy space with symmetry \( \mathcal{E}_s \). The curve \( \varepsilon = \mu_0\sqrt{\gamma - 1} \) is shown on Fig. 3 by the magenta dotted line, illustrating a good approximation for the bifurcation curve \( \gamma = \gamma_0(\varepsilon) \).

**Theorem 6.** There exists \( \mu_0 \in (0, \infty) \) such that the symmetric state (S2) is a global minimizer of the energy \( I_{\mu, 1} \) in \( \mathcal{E}_s \) if \( \mu \in [\mu_0, \infty) \) and a saddle point of the energy in \( \mathcal{E}_s \) if \( \mu \in (0, \mu_0) \). The domain wall states (S3) exist only if \( \mu \in (0, \mu_0) \), where they are global minimizers of the energy \( I_{\mu, 1} \) in \( \mathcal{E}_s \).
Figure 4. The profile of the domain wall state (solid) versus \(x\) and the asymptotic approximation obtained from the minimizers of the energy functional \(I_{\mu,1}\) for \(\varepsilon = 0.1\) and \(\gamma = 1.2\).

If we wish to set \(\mu = 0\) in \(I_{\mu,1}\), we obtain the limiting energy for the energy functional \(J_0\) in the sense of \(\Gamma\)-convergence:

\[
I_{0,1}(\Theta) = \begin{cases} 
\frac{1}{2} \int_{\mathbb{R}} [(\theta'_1)^2 + (\theta'_2)^2 + \theta_1^2 \theta_2^2] \, dy & \text{if } \theta_1^2 + \theta_2^2 = 1, \\
+\infty & \text{otherwise.}
\end{cases}
\] (1.24)

The domain wall state (S3) can be found explicitly as a minimizer of \(I_{0,1}\) since the symmetric state (S2) corresponding to \(\theta_1 = \theta_2 = \frac{1}{\sqrt{2}}\) is a saddle point by Theorem 6.

Using the representation \((\theta_1, \theta_2) = (\sin(u), \cos(u))\) on the circle \(\theta_1^2 + \theta_2^2 = 1\) yields \(I_{0,1}(\Theta)\) rewritten as \(I_{0,1}(u)\) in the form:

\[
I_{0,1}(u) = \frac{1}{2} \int_{\mathbb{R}} \left[ (u')^2 + \frac{1}{4} \sin^2(2u) \right] \, dy,
\]

with the corresponding Euler–Lagrange equation given by

\[- u'' + \frac{1}{4} \sin(4u) = 0.\] (1.25)

The domain wall state in \(\mathcal{E}_s\) corresponds to the restriction \(\theta_1(y) = \theta_2(-y)\) for \(y \in \mathbb{R}\). In particular, \(\theta_1(0) = \theta_2(0) = \frac{1}{\sqrt{2}}\) which yields the condition \(u(0) = \frac{\pi}{4}\). The boundary conditions \(\theta_1(y) \to 0\) as \(y \to -\infty\) and \(\theta_1(y) \to 1\) as \(y \to +\infty\) yields the conditions \(u(y) \to 0\) as \(y \to -\infty\) and \(u(y) \to \frac{\pi}{2}\) as \(y \to +\infty\). The unique solution of the differential equation (1.25) satisfying these requirements is found in the form:

\[
u(y) = \frac{\pi}{2} - \arctan(e^{-y}), \quad y \in \mathbb{R}.
\] (1.26)

This solution is the asymptotic approximation as \(\gamma \to 1\) of the domain walls of the coupled system (1.13) without the harmonic potential. This explicit approximation was not obtained in [5].
1.4. Numerical approximations of domain walls. By Theorem 2, the domain wall states (S3) are not global minimizers of $G_\varepsilon$ in $\mathcal{E}$ in their range of existence. In [5], domain walls were obtained variationally as heteroclinics to specific limits at infinity. Another approach to constructing domain walls is to consider a problem in the energy space with a spatial symmetry denoted by $\mathcal{E}_s$ and defined in (1.17). By Theorem 3, the domain wall states (S3) are global minimizers of $G_\varepsilon$ in $\mathcal{E}_s$ for $\gamma \in (\gamma_0(\varepsilon), \infty)$.

The effective numerical method for computation of domain walls is developed by working in the energy space $\mathcal{D}_\alpha$ on the half-line defined in (1.20) subject to the Dirichlet condition $\psi_1(0) = \psi_2(0) = \alpha$ with $\alpha > 0$. The symmetric state in $\mathcal{D}_\alpha$ corresponds to the reduction $\psi_1(x) = \psi_2(x)$ for $x > 0$. In addition, there may exist two non-symmetric states in $\mathcal{D}_\alpha$: one satisfies $\psi_1(x) > \psi_2(x) > 0$ for $x > 0$ and the other one is obtained by the transformation $\psi_1 \leftrightarrow \psi_2$. By Theorem 4, if the non-symmetric states exist, they are global minimizers of the energy $G_\varepsilon$ in $\mathcal{D}_\alpha$.

Non-symmetric minimizers of $G_\varepsilon$ in $\mathcal{D}_\alpha$ depend on $\alpha$ and recover the domain wall states (S3) on the half-line if the split function $S_\varepsilon(\alpha)$ vanishes, where

$$S_\varepsilon(\alpha) := \psi_1'(0^+) + \psi_2'(0^+)$$

and the derivatives are well-defined because minimizers of $G_\varepsilon$ in $\mathcal{D}_\alpha$ are smooth on $\mathbb{R}_+$. Another criterion to identify the domain wall state (S3) as the global minimizers of $G_\varepsilon$ in $\mathcal{E}_s$ is to plot the energy level $G_\varepsilon(\Psi_\alpha)$ versus $\alpha$, where $\Psi_\alpha$ is the non-symmetric minimizer of $G_\varepsilon$ in $\mathcal{D}_\alpha$, and to find the values of $\alpha$ for which $G_\varepsilon(\Psi_\alpha)$ is minimal.

We have implemented both ways to find the domain wall states (S3) numerically. Non-symmetric minimizers of $G_\varepsilon$ in $\mathcal{D}_\alpha$ were approximated numerically with a second-order central-difference relaxation method. Fig. 5 shows how $S_\varepsilon(\alpha)$ and $G_\varepsilon(\Psi_\alpha)$ depend on $\alpha$ for $\varepsilon = 0.1$ and $\gamma = 3$. Zero of $S_\varepsilon$ corresponds to the minimum of $G_\varepsilon(\Psi_\alpha)$ and appears at $\alpha_0 \approx 0.5$. The corresponding domain wall state extended from $\mathcal{D}_{\alpha_0}$ by the symmetry condition in space $\mathcal{E}_s$ is shown on Fig. 2.

![Figure 5](image_url)

**Figure 5.** Plots of $S_\varepsilon(\alpha)$ (left) and $G_\varepsilon(\Psi_\alpha)$ (right) versus $\alpha$ for $\varepsilon = 0.1$ and $\gamma = 3$.

Performing numerical approximations in the range of values of $\gamma$, we can obtain a family of domain wall states by using this method. Fig. 6 shows the dependence of the optimal value of $\alpha = \psi_1(0) = \psi_2(0)$ found from the root of $S_\varepsilon$ versus $\gamma$ by solid line. Iterations of the numerical method do not converge near $\gamma = 1$ since the domain wall...
states are minimizers of $G_\varepsilon$ in $E_s$ only for $\gamma \in (\gamma_0(\varepsilon), \infty)$ by Theorem 3 with $\gamma_0(\varepsilon) > 1$ for $\varepsilon > 0$. The dashed line shows the linear interpolation between the limiting value $\alpha_0 = \frac{1}{\sqrt{2}}$ found from the limiting energy (1.23) shown by the blue dot and the last numerical data point at $\gamma = 1.2$.
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**FIGURE 6.** Dependence of the optimal value of $\alpha$ versus $\gamma$ for $\varepsilon = 0.1$. The blue dot shows the limiting value $\alpha_0 = \frac{1}{\sqrt{2}}$ as $\gamma \to 1^+$ found from the limiting energy (1.23).

Fig. 4 (solid line) shows the domain wall state at $\varepsilon = 0.1$ and $\gamma = 1.2$. In order to find the minimizer of $I_{\mu,1}$ in (1.23), we write $(\theta_1, \theta_2) = (\sin(u), \cos(u))$ and solve the corresponding Euler–Lagrange equation

$$-\frac{d}{dy} \left[ \eta_0(\mu y)^2 \frac{du}{dy} \right] + \frac{1}{4} \eta_0(\mu y)^4 \sin(4u) = 0, \quad y \in (\mu^{-1}, \mu^{-1}).$$

(1.27)

The Euler–Lagrange equation (1.27) is solved numerically subject to the conditions $u(0) = \frac{\pi}{4}$ and $u'(y) > 0$ for $y \in (-\mu^{-1}, \mu^{-1})$. The solution is concatenated with the constant solution $u(y) = u(\mu^{-1})$ for $y \in (\mu^{-1}, \infty)$ and $u(y) = u(-\mu^{-1})$ for $y \in (-\infty, -\mu^{-1})$. The second-order central-difference relaxation method is used to obtain the numerical approximation of $u(y)$, which is then plotted versus the original coordinate $x$.

Fig. 5 is obtained by using the same relaxation method for the stationary equation (1.3) on $\mathbb{R}_+$ subject to the conditions $\eta'_\varepsilon(0) = 0$ and $\eta_\varepsilon(x) \to 0$ as $x \to \infty$.

The bifurcation curve $\gamma = \gamma_0(\varepsilon)$ on Fig. 3 is obtained by numerical approximation of eigenvalues of the Hessian operator at the symmetric state (S2) in the proof of Theorem 3. Eigenvalues of the Dirichlet problem for the Schrödinger operator

$$L_\gamma = -\varepsilon^2 \frac{\partial^2}{\partial x^2} + x^2 - 1 + \eta_\varepsilon^2 + 2 \frac{1 - \gamma}{1 + \gamma} \eta_\varepsilon^2, \quad x \in \mathbb{R}_+$$

(1.28)

are shown on Fig. 7. They are monotonically decreasing in $\gamma$ and the crossing point of the first (smallest) eigenvalue of $L_\gamma$ gives the bifurcation curve $\gamma = \gamma_0(\varepsilon)$. The same second-order central-difference method is applied to approximate derivatives of the Schrödinger operator $L_\gamma$ on $\mathbb{R}_+$ subject to the Dirichlet condition at $x = 0$. The spatial domain is truncated on $[0, 3]$ similar to Fig. 1.
The magenta dotted curve on Fig. 3 is obtained from the first (smallest) eigenvalue \( \nu_0 := \mu_0^{-2} \) of the boundary-value problem
\[
\begin{align*}
-\frac{d}{dx} \left[(1-x^2) \frac{dv}{dx}\right] &= \nu(1-x^2)^2 v, \quad 0 < x < 1, \\
v(0) &= 0, \quad v'(1) = 0,
\end{align*}
\]
(1.29)
arising in the proof of Theorem 6. With the transformation \( x = \tanh(\xi) \) which maps \([0, 1]\) to \( \mathbb{R}_+ \), the boundary-value problem (1.29) is rewritten in the form
\[
\begin{align*}
-w''(\xi) &= \nu \operatorname{sech}^6(\xi) w(\xi), \quad \xi \in \mathbb{R}_+, \\
w(0) &= 0, \quad |w'(\xi)| \to 0 \text{ as } \xi \to \infty.
\end{align*}
\]
(1.30)
The spatial domain of this boundary-value problem is truncated on \([0, 10]\) resulting in the lowest eigenvalue at \( \nu_0 \approx 7.29 \). The asymptotic approximation on Fig. 3 corresponds to \( \gamma = 1 + \nu_0 \varepsilon^2 \).

**Figure 7.** Eigenvalues of the Dirichlet problem for \( L_\gamma \) on \( \mathbb{R}_+ \) versus \( \gamma \).

1.5. **Organization of the paper.** The remainder of this paper contains proofs of the main theorems.

Section 2 gives the proof of the splitting formula \( G_\varepsilon(\Psi) = F_\varepsilon(\eta_\varepsilon) + \varepsilon J_\varepsilon(\Phi) \) (Lemma 2.1) and the proof of Theorem 1 about \( \Gamma \) convergence of \( J_\varepsilon \) to \( J_0 \).

Section 3 gives proofs of Theorems 2 and 3 and identify the parameter ranges for which the uncoupled, symmetric, and domain wall states are the global minimizers of the energy \( G_\varepsilon \) in the energy space \( E \) and in the energy space with symmetry \( E_s \). The bifurcation at \( \gamma = \gamma_0(\varepsilon) \) and the Schrödinger operator \( L_\gamma \) in (1.28) arise in the proof of Theorem 3. Existence of minimizers of \( G_\varepsilon \) in \( E \) is given by Lemma 3.1. Lemma 3.2 describes properties of the domain wall states (S3) as minimizers of \( G_\varepsilon \) in \( E_s \). Lemma 3.3 gives uniqueness of the symmetric state (S2) as the positive solution of the coupled system (1.1) if \( \gamma \in (0, 1) \). Finally, we prove Theorem 4 about the non-symmetric minimizers of \( G_\varepsilon \) in \( D_\alpha \) with fixed \( \alpha > 0 \).

Section 4 investigates bifurcations from the one-parameter family of solutions (1.21) at \( \gamma = 1 \) establishing the proof of Theorem 5. Lemma 4.1 gives \( \Gamma \)-convergence of the energy functional \( I_{\mu, \gamma} \) to \( I_{\mu, 1} \) as \( \gamma \to 1^+ \). The bifurcation \( \mu = \mu_0 \) and the boundary-value
Lemma 2.1. Let $\Psi$ be the positive solution of (1.3). Then, $G_\varepsilon(\Psi) = F_\varepsilon(\eta_\varepsilon) + \varepsilon J_\varepsilon(\Phi)$, where $F_\varepsilon$ is given by (1.9) and $J_\varepsilon(\Phi) = \frac{1}{2\varepsilon} \int_{\mathbb{R}} \left[ \varepsilon^2 \eta_\varepsilon^2 (\phi_1')^2 + \varepsilon^2 \eta_\varepsilon^2 (\phi_2')^2 + \frac{1}{2} \eta_\varepsilon^4 (\phi_1^2 + \phi_2^2 - 1)^2 + (\gamma - 1) \eta_\varepsilon^4 \phi_1^2 \phi_2^2 \right] dx$. (2.1)

Proof. First consider $\Psi = \eta_\varepsilon \Phi \in H^1(\mathbb{R};\mathbb{R}^2)$ with compact support. We conclude by integrating by parts and (1.3) that

$$\int_{\mathbb{R}} \varepsilon^2 |\Psi'|^2 dx = \varepsilon^2 \int_{\mathbb{R}} \left[ (\eta_\varepsilon')^2 |\Phi|^2 + \eta_\varepsilon^2 |\Phi'|^2 + \eta_\varepsilon \eta_\varepsilon' (|\Phi|^2 - 1) \right] dx
= \int_{\mathbb{R}} \left[ \varepsilon^2 \eta_\varepsilon^2 |\Phi'|^2 + \varepsilon^2 (\eta_\varepsilon')^2 + \eta_\varepsilon^2 (1 - x^2 - \eta_\varepsilon^2)(|\Phi|^2 - 1) \right] dx.$$

For the other parts of the energy $G_\varepsilon$, simple calculations yield

$$\frac{1}{2} \int_{\mathbb{R}} |\Psi|^4 dx = \frac{1}{2} \int_{\mathbb{R}} \eta_\varepsilon^4 |\Phi|^4 dx,$$

$$\int_{\mathbb{R}} (x^2 - 1) |\Psi|^2 dx = \int_{\mathbb{R}} (x^2 - 1) \eta_\varepsilon^2 |\Phi|^2 dx,$$

$$(\gamma - 1) \int_{\mathbb{R}} \phi_1^2 \phi_2^2 dx = (\gamma - 1) \int_{\mathbb{R}} \eta_\varepsilon^4 \phi_1^2 \phi_2^2 dx.$$

We notice that

$$\eta_\varepsilon^2 (1 - x^2 - \eta_\varepsilon^2)(|\Phi|^2 - 1) + \frac{1}{2} \eta_\varepsilon^4 |\Phi|^4 + (x^2 - 1) \eta_\varepsilon^2 |\Phi|^2 = \frac{1}{2} \eta_\varepsilon^4 + \eta_\varepsilon^2 (x^2 - 1) + \frac{1}{2} \eta_\varepsilon^4 (|\Phi|^2 - 1)^2.$$

Combining the above equalities we obtain the splitting $G_\varepsilon(\Psi) = F_\varepsilon(\eta_\varepsilon) + \varepsilon J_\varepsilon(\Phi)$ with $F_\varepsilon$ and $J_\varepsilon$ given by (1.9) and (2.1).
For the general case, let $\chi : \mathbb{R}_+ \to \mathbb{R}$ be a cutoff function such that $\chi \equiv 1$ in $[0, 1]$, $\chi \equiv 0$ in $[2, \infty)$, and $|\chi|, |\chi'| \leq 1$ almost everywhere. Let

$$
\Psi_n(x) := \chi(|x|/n)\Psi(x), \quad n \in \mathbb{N}.
$$

Since $\Psi_n$ is compactly supported, we represent $\Psi_n = \eta \Phi_n$ and obtain

$$
G_{\varepsilon}(\Psi_n) = F_{\varepsilon}(\eta) + \varepsilon J_{\varepsilon}(\Phi_n), \quad n \in \mathbb{N}.
$$

Next, we note that $|\Psi_n| \leq |\Psi|$, $|\Psi'| \leq |\Psi'| + |\Psi|$, and that $\Psi_n \to \Psi$, $\Psi'_n \to \Psi'$ pointwise as $n \to \infty$. These facts, together with $\int_{\mathbb{R}} x^2|\Psi|^2dx < \infty$, allow us to apply the Dominated Convergence Theorem to conclude that

$$
G'_{\varepsilon}(\Psi_n) \to G'_{\varepsilon}(\Psi) \quad \text{as} \quad n \to \infty.
$$

Now, since $\eta \Phi_n \to \eta \Phi$ and $\eta \Phi'_n \to \eta \Phi'$ pointwise as $n \to \infty$ and

$$
\eta^2\Phi_n^2 \leq C(|\Psi'|^2 + |\Psi|^2 + |\eta^2\Phi|^2), \quad \eta^4(\Phi_n^2 - 1)^2 \leq C(|\Psi|^2 + \eta^2)^2.
$$

we obtain by the same Dominated Convergence Theorem that

$$
J_{\varepsilon}(\Phi_n) \to J_{\varepsilon}(\Phi) \quad \text{as} \quad n \to \infty,
$$

which concludes the proof of the splitting formula in the general case. \hfill \Box

**Remark 2.1.** Since positive $\eta \in H^1(\mathbb{R}; \mathbb{R}) \cap L^{2,1}(\mathbb{R}; \mathbb{R})$ is a minimizer of $F_{\varepsilon}$, we have that $\Psi \in \mathcal{E}$ is a minimizer of $G_{\varepsilon}$ if and only if $\Phi \in H^1_{\text{loc}}(\mathbb{R}; \mathbb{R}^2)$ is a minimizer of $J_{\varepsilon}$.

**Remark 2.2.** Expression $(2.7)$ for $J_{\varepsilon}$ coincides with $(1.11)$ after the change of variables $x \mapsto z := x/\varepsilon$ and writing $\Phi$ as a function of $z$. In what follows we use the rescaled form of $J_{\varepsilon}$ given by $(1.11)$.

We proceed with the proof of Theorem 1 about the $\Gamma$-convergence of $J_{\varepsilon}$ in $(1.11)$ to $J_0$ in $(1.12)$ as $\varepsilon \to 0$.

**Proof of Theorem 1.** We first note that as $\varepsilon \to 0$ we have $\eta_{\varepsilon}(\varepsilon \cdot) \to 1$ locally uniformly in $\mathbb{R}$. Indeed, using $(1.8)$ yields $\|\eta_{\varepsilon}(\varepsilon \cdot)\|_{\infty} = \varepsilon\|\eta_{\varepsilon}'\|_{\infty} \leq C\varepsilon^{2/3}$ and since $\eta_{\varepsilon}(0) \to 1$ as $\varepsilon \to 0$, we have locally uniform convergence $\eta_{\varepsilon}(\varepsilon \cdot) \to 1$ on $\mathbb{R}$ as $\varepsilon \to 0$.

(i) Since $\gamma > 1$ every term in $J_{\varepsilon}$ is non-negative and if $J_{\varepsilon}(\Phi_{\varepsilon}) \leq C < \infty$ then for every compact set $K \subset \mathbb{R}$ we clearly have $J_{\varepsilon}(\Phi_{\varepsilon})|_K \leq C(K)$. Due to locally uniform convergence of $\eta_{\varepsilon}(\varepsilon \cdot)$ to 1 we can find $\varepsilon_0$ small enough such that $\eta_{\varepsilon}(\varepsilon \cdot) \geq \frac{1}{2}$ on $K$ for all $\varepsilon < \varepsilon_0$ and obtain

$$
\int_K \left [|\Phi_{\varepsilon}'|^2 + |\Phi_{\varepsilon}|^2 \right ] dz \leq C(K). \quad (2.2)
$$

Therefore, there is a subsequence (not relabelled) such that $\Phi_{\varepsilon} \rightharpoonup \Phi$ in $H^1_{\text{loc}}(\mathbb{R}; \mathbb{R}^2)$ as $\varepsilon \to 0$.

(ii) Let $\Phi_{\varepsilon} \in H^1_{\text{loc}}(\mathbb{R}; \mathbb{R}^2)$ and $\Phi_{\varepsilon} \to \Phi$ strongly in $L^2_{\text{loc}}(\mathbb{R}; \mathbb{R}^2)$ as $\varepsilon \to 0$. If $\liminf_{\varepsilon \to 0} J_{\varepsilon}(\Phi_{\varepsilon}) = \infty$ there is nothing to prove as the inequality $(1.18)$ is trivially satisfied and therefore we can assume $\liminf_{\varepsilon \to 0} J_{\varepsilon}(\Phi_{\varepsilon}) < \infty$. Taking a subsequence $\Phi_{\varepsilon}$ (not relabelled) such that

$$
\lim_{\varepsilon \to 0} J_{\varepsilon}(\Phi_{\varepsilon}) = \liminf_{\varepsilon \to 0} J_{\varepsilon}(\Phi_{\varepsilon}) < \infty
$$

we have locally uniform convergence $\Phi_{\varepsilon}(\varepsilon \varepsilon \cdot) \to \Phi$ in $\mathbb{R}$ as $\varepsilon \to 0$.

Moreover, from $(1.11)$ and the fact that $\Phi_{\varepsilon}$ is a minimizer of $J_{\varepsilon}$ we have

$$
\int_{\mathbb{R}} |\Phi_{\varepsilon}'|^2 dz \leq C_{\text{bounded}}.
$$

Therefore, there is a subsequence (not relabelled) such that $\Phi_{\varepsilon} \rightharpoonup \Phi$ in $H^1_{\text{loc}}(\mathbb{R}; \mathbb{R}^2)$ as $\varepsilon \to 0$.
we know that there is $\varepsilon_0 > 0$ such that for all $0 < \varepsilon < \varepsilon_0$ we have $J_\varepsilon(\Phi_\varepsilon) \leq C < \infty$ with $C > 0$ independent of $\varepsilon$. Therefore, using part (i), there is a subsequence (not relabelled) such that $\Phi_\varepsilon \rightharpoonup \Phi$ in $H^1_{loc}(\mathbb{R}; \mathbb{R}^2)$ as $\varepsilon \to 0$. Fixing $R > 0$ and using non-negativity of terms in $J_\varepsilon$ together with the lower semicontinuity of the $H^1$-norm, we have

$$\liminf_{\varepsilon \to 0} J_\varepsilon(\Phi_\varepsilon) \geq \liminf_{\varepsilon \to 0} J_\varepsilon(\Phi_\varepsilon)|_{[-R,R]} \geq \frac{1}{2} \int_{[-R,R]} \left( |\phi'|^2 + |\phi''|^2 + \frac{1}{2} (\phi_1^2 + \phi_2^2 - 1)^2 + (\gamma - 1)\phi_1^2\phi_2^2 \right) dz.$$ 

Taking the limit as $R \to \infty$ and using the Monotone Convergence Theorem we obtain $\liminf_{\varepsilon \to 0} J_\varepsilon(\Phi_\varepsilon) \geq J_0(\Phi)$.

(iii) Let $\Phi \in H^1_{loc}(\mathbb{R}; \mathbb{R}^2)$. If $J_0(\Phi) = \infty$, then the inequality (1.19) is trivially satisfied by taking $\Phi_\varepsilon \equiv \Phi$ and therefore we assume that $J_0(\Phi) < \infty$. In this case we also define $\Phi_\varepsilon \equiv \Phi$ and clearly have $\Phi_\varepsilon \rightharpoonup \Phi$ in $H^1_{loc}(\mathbb{R}; \mathbb{R}^2)$ as $\varepsilon \to 0$. Since $0 < \eta_0(\varepsilon) \leq 1$ follows from (1.5), we have $J_\varepsilon(\Phi) \leq J_0(\Phi)$ and hence $\limsup_{\varepsilon \to 0} J_\varepsilon(\Phi_\varepsilon) = \limsup_{\varepsilon \to 0} J_\varepsilon(\Phi) \leq J_0(\Phi)$. $\square$

3. Classification of minimizers of $G_\varepsilon$

Here we characterize global minimizers of $G_\varepsilon$ in the energy space $\mathcal{E}$ for small $\varepsilon > 0$. We start by showing that minimizers of $G_\varepsilon$ always exist.

**Lemma 3.1.** For any $\varepsilon > 0$ and $\gamma > 0$, there exists a minimizer of the energy $G_\varepsilon$ in $\mathcal{E}$.

**Proof.** It is clear from (1.2) that there is a fixed constant $C > 0$ (independent of $\varepsilon$) such that for all $\Psi \in \mathcal{E}$ we have $G_\varepsilon(\Psi) \geq -C$. Therefore, we can take a minimizing sequence $\{\Psi_n\}_{n \in \mathbb{N}}$ such that

$$G_\varepsilon(\Psi_n) \to \inf_{\Psi \in \mathcal{E}} G_\varepsilon \quad \text{as} \quad n \to \infty.$$

Since $\inf_{\Psi \in \mathcal{E}} G_\varepsilon < 0$, we can choose $\{\Psi_n\}_{n \in \mathbb{N}}$ such that $G_\varepsilon(\Psi_n) \leq 0$ and therefore $\{\Psi_n\}_{n \in \mathbb{N}}$ is uniformly bounded in $\mathcal{E}$. This implies (possibly on a subsequence) that as $n \to \infty$,

$$\Psi_n \rightharpoonup \Psi \text{ in } \mathcal{E}$$

and

$$\Psi_n \to \Psi \text{ in } C([-R,R]; \mathbb{R}^2) \text{ for any fixed } R > 0.$$

It follows from (1.2) that since the energy density of $G_\varepsilon$ is non-negative outside $[-1,1]$, we have $G_\varepsilon(\Psi_n) \geq G_\varepsilon(\Psi_n)|_{[-R,R]}$ for $R > 1$. Hence, we have

$$\liminf_{n \to \infty} G_\varepsilon(\Psi_n) \geq \liminf_{n \to \infty} G_\varepsilon(\Psi_n)|_{[-R,R]} = G_\varepsilon(\Psi)|_{[-R,R]}.$$ 

Passing to the limit as $R \to \infty$ and using the Monotone Convergence Theorem, we obtain $\liminf_{n \to \infty} G_\varepsilon(\Psi_n) \geq G_\varepsilon(\Psi)$ with $\Psi \in \mathcal{E}$. Therefore $\Psi$ is a minimizer. $\square$

**Remark 3.1.** Imposing the symmetry constraint in $\mathcal{E}_s$ does not change the argument, hence Lemma 3.1 holds in $\mathcal{E}_s$ as well. Indeed, due to the symmetry, the minimization problem can be reduced to the half line $\mathbb{R}_+$ subject to the condition $\psi_1(0) = \psi_2(0)$. This condition can be applied due to Sobolev embedding of $H^1(\mathbb{R}_+) \to C^0(\mathbb{R}_+) \cap L^\infty(\mathbb{R}_+)$. 

Regarding the minimizers of the energy $G_\epsilon$ in $\mathcal{E}_s$, the following lemma gives the precise property of minimizers.

**Lemma 3.2.** Let $\Psi = (\psi_1, \psi_2)$ be a minimizer of $G_\epsilon$ in $\mathcal{E}_s$ with $\psi_1(0) = \psi_2(0) > 0$. Then, either $\psi_1(x) > \psi_2(x) > 0$ or $\psi_2(x) > \psi_1(x) > 0$ or $\psi_1(x) = \psi_2(x)$ for $x > 0$.

**Proof.** If $\Psi = (\psi_1, \psi_2)$ is a minimizer of the energy $G_\epsilon$ in $\mathcal{E}_s$, then it is clear that $\Psi' = (|\psi_1|, |\psi_2|)$ is also a minimizer of the energy $G_\epsilon$ in $\mathcal{E}_s$. Both satisfy the Euler-Lagrange equation (1.1) and hence they are smooth. Using the Strong Maximum Principle [18, Theorem 2.10] for $|\psi_1|$ and $|\psi_2|$ we deduce that they are strictly positive and since it is assumed that $\psi_1(0) = \psi_2(0) > 0$, then for any minimizer $\Psi = (\psi_1, \psi_2)$ we have $\psi_1(x) > 0$ and $\psi_2(x) > 0$ for $x > 0$.

Next, we show that $\psi_1$ and $\psi_2$ either coincide or have no intersections in $(0, \infty)$. Assume there is an interval $(a, b)$ such that $\psi_1(a) = \psi_2(a)$ and $\psi_1(b) = \psi_2(b)$. Due to symmetry of the energy with respect to replacing $\psi_1$ by $\psi_2$ on the interval $(a, b)$ we can define a new minimizer $\tilde{\Psi}$ by exchanging $\psi_1$ and $\psi_2$ on $(a, b)$. This minimizer satisfies the Euler-Lagrange equation (1.1) and hence it is smooth. Therefore, we can always construct a minimizer such that the difference $\xi := \psi_1 - \psi_2$ does not change its sign on $(0, \infty)$. It follows from (1.1) that $\xi$ is smooth, satisfies $\xi(0) = \psi_1(0) - \psi_2(0) = 0$, and

$$-\varepsilon^2 \xi'' + (x^2 + \psi_1^2 + \psi_2^2 - 1)\xi - (\gamma - 1)\psi_1\psi_2\xi = 0.$$  \hspace{1cm} (3.1)

Using the Strong Maximum Principle again, we deduce that either $\xi(x) > 0$ or $\xi(x) < 0$ or $\xi(x) = 0$ for all $x \in (0, \infty)$. \hfill $\square$

**Remark 3.2.** According to the definitions of the steady states, minimizers with $\psi_1 \equiv \psi_2$ correspond to the symmetric state (S2) and the minimizers with either $\psi_1(x) > \psi_2(x) > 0$ or $\psi_2(x) > \psi_1(x) > 0$ for $x > 0$ correspond to the domain wall states (S3).

Next we prove uniqueness of positive solutions of (1.1) for $\gamma \in (0, 1)$ given by the symmetric state (S2).

**Lemma 3.3.** The symmetric state $\Psi = (1 + \gamma)^{-1/2}(\eta_\epsilon, \eta_\epsilon)$ is the only positive solution of system (1.1) for $\gamma \in (0, 1)$.

**Proof.** Define the functional $E(W)$ for $W = (w_1, w_2)$ with $w_1 > 0$ and $w_2 > 0$ by

$$E(W) := G_\epsilon(\sqrt{w_1}, \sqrt{w_2}).$$

Let $V = (v_1, v_2)$ be such that there is $t_0 > 0$ such that $w_1 + tv_1 > 0$ and $w_2 + tv_2 > 0$ for $0 < t < t_0$. A direct calculation shows that for any admissible $W$ and $V$, we have

$$\frac{d^2}{dt^2} E(W + tV) = \frac{\varepsilon^2}{2} \int_{\mathbb{R}} \left[ \frac{(v_1'w_1 - v_1'w_1')^2}{2(w_1 + tv_1)^3} + \frac{(v_2'w_2 - v_2'w_2')^2}{2(w_2 + tv_2)^3} \right] dx$$

$$+ \int_{\mathbb{R}} [v_1'^2 + v_2'^2 + 2\gamma v_1v_2] dx,$$

which is strictly positive definite if $|\gamma| < 1$. In particular, for any positive $W_1 \neq W_2$, the function $f_{W_1, W_2}(t) := E(W_1 + t(W_2 - W_1))$ satisfies $(f_{W_1, W_2})''(t) > 0$, for $t \in (0, 1)$.

Now, let $\Psi = (\sqrt{w_1}, \sqrt{w_2})$ be a positive solution of system (1.1) and let $\Psi' = (\sqrt{v_1}, \sqrt{v_2})$ be another positive function such that $\Psi \neq \Psi'$. Since $\Psi$ is a critical point of
$G_\varepsilon$, we have that $(f_{W,V})'(0) = 0$. Since, $(f_{W,V})''(t) > 0$, for $t \in (0, 1)$, this implies that

$$G_\varepsilon'(\Psi') - G_\varepsilon(\Psi) = \int_0^1 (f_{W,V})'(t) dt > 0.$$  

Thus, $\Psi'$ is not a critical point of $G_\varepsilon$, otherwise we could reverse the roles of $\Psi$ and $\Psi'$ to conclude $G_\varepsilon(\Psi) - G_\varepsilon(\Psi') > 0$, which is a contradiction.

We can now proceed with the proofs of Theorems 2 and 3.

Proof of Theorem 2. By virtue of Lemma 2.1, the problem of minimizing $G_\varepsilon$ in $E$ is equivalent to the problem of minimizing $J_\varepsilon$ in $H^1_{\text{loc}}(\mathbb{R}; \mathbb{R}^2)$. Moreover, it is clear that $J_\varepsilon(\Phi) \geq \frac{1}{2} \int_\mathbb{R} \eta_\varepsilon(z)^4 \left[ \frac{1}{2} (\phi_1^2 + \phi_2^2 - 1)^2 + (\gamma - 1)\phi_1^2\phi_2^2 \right] dz$.

We proceed separately for $\gamma \in (0, 1)$ and $\gamma \in (1, \infty)$.

**Case** $0 < \gamma < 1$. In this case, the quadratic form

$$W_\gamma(\phi_1, \phi_2) := \frac{1}{2} (\phi_1^2 + \phi_2^2 - 1)^2 + (\gamma - 1)\phi_1^2\phi_2^2$$  

achieves a minimum at $\Phi = (1 + \gamma)^{-1/2}(1, 1)$. To see this, it suffices to write

$$\phi_1 = r \cos \theta, \quad \phi_2 = r \sin \theta$$

and obtain the lower bound:

$$W_\gamma(\phi_1, \phi_2) \geq \frac{1}{2} (r^2 - 1)^2 + \frac{1}{4}(\gamma - 1)r^4 \geq -\frac{(1 - \gamma)}{2(1 + \gamma)}.$$  

Therefore,

$$J_\varepsilon(\Phi) \geq -\frac{(1 - \gamma)}{4(1 + \gamma)} \int_\mathbb{R} \eta_\varepsilon(z)^4 dz.$$  

Since the minimum of $J_\varepsilon(\Phi)$ is achieved at $\Phi = (1 + \gamma)^{-1/2}(1, 1)$, the symmetric state (S2) given by (1.16) is a global minimizer of $G_\varepsilon$ due to the product form (1.10) and Lemma 2.1. It is the only positive solution of system (1.1) by Lemma 3.3.

If $\Phi = (1, 0)$ or $\Phi = (0, 1)$, then $J_\varepsilon(\Phi) = 0$. Hence the uncoupled states (S1) given by (1.15) are not minimizers of $G_\varepsilon$. We show that these states are saddle points of $G_\varepsilon$ by computing the Hessian operator for $G_\varepsilon(\Psi)$ at $\Psi = (\eta_\varepsilon, 0)$:

$$G''_\varepsilon(\eta_\varepsilon, 0) = \begin{pmatrix} -\varepsilon^2 \partial^2_x + x^2 - 1 + 3\eta_\varepsilon^2 & 0 \\ 0 & -\varepsilon^2 \partial^2_x + x^2 - 1 + \gamma\eta_\varepsilon^2 \end{pmatrix} =: \begin{pmatrix} H^{(1)}_\varepsilon & 0 \\ 0 & H^{(2)}_\varepsilon \end{pmatrix}.$$  

The diagonal entry $H^{(1)}_\varepsilon$ coincides with the Schrödinger operator

$$L_+ := -\varepsilon^2 \partial^2_x + x^2 - 1 + 3\eta_\varepsilon^2$$

considered in the context of the ground state of the scalar Gross–Pitaevskii equation \[14, 15\]. By Theorem 2 in \[15\] (see also Lemma 2.3 in \[14\]), the spectrum of $L_+$ in $L^2(\mathbb{R})$ is strictly positive and bounded away from zero by $C\varepsilon^{2/3}$ as $\varepsilon \to 0$ with an $\varepsilon$-independent constant $C > 0$.  

\[91x654]\textit{ANDRES CONTRERAS, DMITRY E. PELINOVSKY, AND VALERIY SLASTIKOV}\n
\[16\]
The diagonal entry \( H^{(2)}_\varepsilon \) depends on \( \gamma \) and should be compared with the Schrödinger operator

\[
L_- := -\varepsilon^2 \frac{\partial^2}{\partial x^2} + x^2 - 1 + \eta_\varepsilon^2
\]

which was also considered in \([14, 15]\) within the scalar theory. The spectrum of \( L_- \) in \( L^2(\mathbb{R}) \) is non-negative with the lowest eigenvalue at 0 due to the exact solution \( L_- \eta_\varepsilon = 0 \) which is equivalent to the stationary equation \([1.3]\). The rest of the spectrum is strictly positive and bounded away from zero by \( C\varepsilon^2 \) as \( \varepsilon \to 0 \) with an \( \varepsilon \)-independent constant \( C > 0 \) (see Lemma 2.1 in \([14]\)). By Sturm’s Comparison Theorem \([37, Section 5.5]\), the spectrum of \( H^{(2)}_\varepsilon \) in \( L^2(\mathbb{R}) \) has at least one negative eigenvalue for every \( \gamma \in (0, 1) \).

Therefore, the uncoupled state \((S1)\) are saddle points of \( G_\varepsilon \) if \( \gamma \in (0, 1) \).

Case \( \gamma > 1 \). Since \( J_\varepsilon(\Phi) \geq 0 \) for \( \gamma > 1 \) and \( J_\varepsilon(\Phi) = 0 \) if \( \Phi = (1, 0) \) or \( \Phi = (0, 1) \), the uncoupled states \((S1)\) are minimizers of \( G_\varepsilon \). This is in agreement with the Hessian operator \([3.3]\) for which both diagonal entries are strictly positive for \( \gamma > 1 \). Moreover, the uncoupled states \((S1)\) are the only non-negative minimizers of \( G_\varepsilon \) because all terms in \( J_\varepsilon(\Phi) \) are positive for \( \gamma > 1 \) so that the minimizers must satisfy \( (\phi'_1)^2 + (\phi'_2)^2 = 0 \), \( \phi_1^2 + \phi_2^2 = 1 \), and \( \phi_1^2 \phi_2^2 = 0 \) almost everywhere on \( \mathbb{R} \) which yield either \( \Phi = (1, 0) \) or \( \Phi = (0, 1) \) for \( \Phi \in H^1_{loc}(\mathbb{R}; \mathbb{R}^2) \).

Next we show that the symmetric state \((S2)\) is a saddle point of \( G_\varepsilon \) by computing the Hessian operator for \( G_\varepsilon(\Psi) \) at \( \Psi = (1 + \gamma)^{-1/2}(\eta_\varepsilon, \eta_\varepsilon) \):

\[
G''_\varepsilon(\Psi) = \begin{pmatrix}
-\varepsilon^2 \frac{\partial^2}{\partial x^2} + x^2 + 3\psi_1^2 + \gamma \psi_2^2 - 1 & \frac{2\gamma \psi_1 \psi_2}{2\gamma \psi_1 \psi_2} \\
\frac{2\gamma \psi_1 \psi_2}{2\gamma \psi_1 \psi_2} & -\varepsilon^2 \frac{\partial^2}{\partial x^2} + x^2 + \gamma \psi_1^2 + 3\psi_2^2 - 1
\end{pmatrix} = \begin{pmatrix}
-\varepsilon^2 \frac{\partial^2}{\partial x^2} + x^2 + \frac{3+\gamma}{4+\gamma} \eta_\varepsilon^2 - 1 & \frac{2\gamma}{4+\gamma} \eta_\varepsilon^2 \\
\frac{2\gamma}{4+\gamma} \eta_\varepsilon^2 & -\varepsilon^2 \frac{\partial^2}{\partial x^2} + x^2 + \frac{3+\gamma}{4+\gamma} \eta_\varepsilon^2 - 1
\end{pmatrix} .
\]

(3.4)

With an elementary transformation, the Hessian operator \( G''_\varepsilon(\Psi) \) is diagonalized as follows

\[
\frac{1}{2} \begin{pmatrix}
1 & 1 \\
1 & -1
\end{pmatrix} G''_\varepsilon(\Psi) \begin{pmatrix}
1 & 1 \\
1 & -1
\end{pmatrix}
= \begin{pmatrix}
-\varepsilon^2 \frac{\partial^2}{\partial x^2} + x^2 - 1 + 3\eta_\varepsilon^2 & 0 \\
0 & -\varepsilon^2 \frac{\partial^2}{\partial x^2} + x^2 - 1 + \eta_\varepsilon^2 + 2\frac{1-\gamma}{1+\gamma} \eta_\varepsilon^2
\end{pmatrix} .
\]

(3.5)

The first diagonal entry coincides with \( L_+ \), which is strictly positive in \( L^2(\mathbb{R}) \). The second diagonal entry depends on \( \gamma \) and can be compared with \( L_- \). Since the spectrum of \( L_- \) in \( L^2(\mathbb{R}) \) has a simple zero eigenvalue, by the same Sturm’s Comparison Theorem, there exists at least one negative eigenvalue of \( G''_\varepsilon(\Psi) \) if \( \gamma > 1 \). Therefore, the symmetric state \((S2)\) is a saddle point of \( G_\varepsilon \) if \( \gamma > 1 \). \( \square \)
Remark 3.3. With the use of the decomposition $v := \eta v$ as in Lemma 2.1. the quadratic forms for the diagonal operators in (3.5) can be rewritten as

\begin{align}
\int_{\mathbb{R}} \left[ \varepsilon^2 (v')^2 + (x^2 - 1 + 3\eta^2) v^2 \right] dx &= \int_{\mathbb{R}} \left[ \varepsilon^2 \eta^2 (v')^2 + 2\eta^4 v^2 \right] dx, \\
\int_{\mathbb{R}} \left[ \varepsilon^2 (v')^2 + (x^2 - 1 + \eta^2) v^2 + 2\frac{1-\gamma}{1+\gamma} v^2 \right] dx &= \int_{\mathbb{R}} \left[ \varepsilon^2 \eta^2 (v')^2 + 2\frac{1-\gamma}{1+\gamma} \eta^4 v^2 \right] dx.
\end{align}

(3.6)

(3.7)

It follows from positivity of the quadratic form (3.6) that $L_+$ is strictly positive, in agreement with [14, 15]. On the other hand, the quadratic form (3.7) is not positive if $\gamma > 1$ as follows from the trial function $v = 1$.

Proof of Theorem 3. Let us now consider minimizers of $G_\varepsilon$ in the energy space $\mathcal{E}_s$ with the symmetry constraint:

$$\psi_1(x) = \psi_2(-x), \quad x \in \mathbb{R}. \quad (3.8)$$

By Remark 3.1, there is a global minimizer of $G_\varepsilon$ in $\mathcal{E}_s$ for every $\gamma > 0$. By Theorem 2, the symmetric state (S2) is the minimizer of $G_\varepsilon$ in $\mathcal{E}_s$ for $\gamma \in (0, 1)$.

We will show that there exists $\gamma_0(\varepsilon) \in (1, \infty)$ such that the symmetric state (S2) is a minimizer of $G_\varepsilon$ in $\mathcal{E}_s$ for $\gamma \in (0, \gamma_0(\varepsilon)]$ and a saddle point for $\gamma \in (\gamma_0(\varepsilon), \infty)$. To do so, we recall the Hessian operator (3.4) at the symmetric state (S2). If $\tilde{\Psi} = (\tilde{\psi}_1, \tilde{\psi}_2)$ is a perturbation of $\Psi$ in $\mathcal{E}_s$, then it satisfies the symmetry (3.8) so that the perturbation in $\mathcal{E}_s$ can be considered on the half-line $\mathbb{R}_+$ subject to the boundary condition

$$\tilde{\psi}_1(0) - \tilde{\psi}_2(0) = 0.$$

With the symmetry in $\mathcal{E}_s$, the second variation of $G_\varepsilon$ at $\Psi$ in the direction $\tilde{\Psi}$ is given by

$$\int_0^\infty \left[ \varepsilon^2 (\tilde{\psi}_1')^2 + \varepsilon^2 (\tilde{\psi}_2')^2 + (x^2 - 1)(\tilde{\psi}_1^2 + \tilde{\psi}_2^2) + \frac{3 + \gamma}{1 + \gamma} \eta^2 (\tilde{\psi}_1^2 + \tilde{\psi}_2^2) + \frac{4\gamma}{1 + \gamma} \eta^2 \tilde{\psi}_1 \tilde{\psi}_2 \right].$$

which is rewritten by using the decomposition $\tilde{\Psi} = \eta \tilde{\Phi}$ (as in Remark 3.3) in the form

$$\int_0^\infty \left[ \varepsilon^2 \eta^2 (\tilde{\phi}_1')^2 + \varepsilon^2 \eta^2 (\tilde{\phi}_2')^2 + \frac{2}{1 + \gamma} \eta^2 (\tilde{\phi}_1^2 + \tilde{\phi}_2^2) + 2\gamma \tilde{\phi}_1 \tilde{\phi}_2 \right]$$

$$\int_0^\infty \left[ \varepsilon^2 \eta^2 (\tilde{\phi}_1')^2 + \varepsilon^2 \eta^2 (\tilde{\phi}_2')^2 + \frac{2}{1 + \gamma} \eta^2 (\tilde{\phi}_1^2 + \tilde{\phi}_2^2) + 2\gamma \eta^2 (\tilde{\phi}_1 + \tilde{\phi}_2) \right],$$

subject to the boundary condition $\tilde{\phi}_1(0) - \tilde{\phi}_2(0) = 0$. It is clear from (3.5) that the negative subspace of the quadratic form is given by the reduction $v := \tilde{\phi}_1 = -\tilde{\phi}_2$, which satisfies the Dirichlet condition $v(0) = 0$. This recovers the quadratic form in (3.7), which is defined by the Schrödinger operator

$$L_\gamma := L_- + 2\frac{1 - \gamma}{1 + \gamma} \eta^2$$

(3.9)

on $H^1_0(\mathbb{R}_+) \cap L^{1,2}(\mathbb{R}_+) \subset L^2(\mathbb{R}_+)$, where $H^1_0(\mathbb{R}_+)$ encodes the Dirichlet condition at $x = 0$. Since the spectrum of the Dirichlet problem for $L_-$ in $L^2(\mathbb{R}_+)$ consists of strictly positive eigenvalues and the potential of $L_\gamma$ is decreasing function of $\gamma$, eigenvalues
of $L_\gamma$ are continuous and strictly decreasing. Since the positive eigenvalues of $L_-$ on $H^1_0(\mathbb{R}_+) \cap L^{1,2}(\mathbb{R}_+) \subset L^2(\mathbb{R}_+)$ are $O(\varepsilon^2)$ close to 0, there exists $\varepsilon_0 > 0$ such that for every $\varepsilon \in (0, \varepsilon_0)$ there exists $\gamma_0(\varepsilon) \in (1, \infty)$ such that $L_\gamma$ is strictly positive for $\gamma \in (1, \gamma_0(\varepsilon))$ and admits at least one negative eigenvalue for $\gamma \in (\gamma_0(\varepsilon), \infty)$.

Next, we show that the symmetric state (S2) is a global minimizer of the energy $G_\varepsilon$ for $\gamma \in [1, \gamma_0(\varepsilon)]$. To show this, it suffices to show that $\Phi = (1 + \gamma)^{-1/2}(1, 1)$ is the global minimizer of the functional $J_\varepsilon$ defined in (2.1). For any perturbation $\tilde{\Phi} \in \mathcal{E}_\varepsilon$ we obtain

$$J_\varepsilon(\Phi + \tilde{\Phi}) - J_\varepsilon(\Phi) = -\varepsilon^{-1} \int_0^\infty \left( \varepsilon^2 \eta_\varepsilon^2 |\tilde{\Phi}|^2 + \frac{1}{2} \eta_\varepsilon^4 \left[ (|\Phi + \tilde{\Phi}|^2 - 1)^2 - (|\Phi|^2 - 1)^2 \right] + (\gamma - 1) \eta_\varepsilon^4 \left[ (\phi_1 + \tilde{\phi}_1)^2(\phi_2 + \tilde{\phi}_2)^2 - \phi_1^2 \phi_2^2 \right] \right) dx.$$ 

A straightforward computation yields

$$J_\varepsilon(\Phi + \tilde{\Phi}) - J_\varepsilon(\Phi) = -\varepsilon^{-1} \int_0^\infty \left( \varepsilon^2 \eta_\varepsilon^2 |\tilde{\Phi}|^2 + 2 \gamma - 1 \eta_\varepsilon^4 |\tilde{\Phi}|^2 + \frac{1}{2} \eta_\varepsilon^4 (|\tilde{\Phi}|^2 + 2 \Phi \cdot \tilde{\Phi})^2 + (\gamma - 1) \eta_\varepsilon^4 \left[ (\phi_1 + \tilde{\phi}_1 + \Phi \cdot \tilde{\Phi})^2 + (\Phi \cdot \tilde{\Phi})^2 \right] \right) dx.$$ 

Since the second variation of $J_\varepsilon$ at $\Phi$ is non-negative in $\mathcal{E}_\varepsilon$ for all $\gamma \leq \gamma_0(\varepsilon)$, we have

$$\int_0^\infty \left( \varepsilon^2 \eta_\varepsilon^2 |\tilde{\Phi}|^2 - 2 \gamma - 1 \eta_\varepsilon^4 |\tilde{\Phi}|^2 \right) dx \geq 0.$$ 

Since all other terms are positive for $\gamma \geq 1$, we have $J_\varepsilon(\Phi + \tilde{\Phi}) - J_\varepsilon(\Phi) \geq 0$ for $\gamma \in [1, \gamma_0(\varepsilon)]$. Therefore, the symmetric state (S2) is a global minimizer of $G_\varepsilon$ in $\mathcal{E}_\varepsilon$ for $\gamma \in [1, \gamma_0(\varepsilon)]$. Augmented with the result of Theorem 2, it is a global minimizer of $G_\varepsilon$ in $\mathcal{E}_\varepsilon$ for $\gamma \in (0, \gamma_0(\varepsilon))$. Since it is a saddle point for $\gamma \in (\gamma_0(\varepsilon), \infty)$, the pair of domain wall states (S3) are global minimizers of $G_\varepsilon$ in $\mathcal{E}_\varepsilon$ in this case.

It remains to show that $\gamma_0(\varepsilon) \to 1$ as $\varepsilon \to 0$. Consider the trial function $v$ satisfying the Dirichlet condition:

$$v(x) = \begin{cases} 4x^2, & 0 \leq x \leq \frac{1}{2}, \\ 1, & \frac{1}{2} < x < \infty. \end{cases}$$ 

Plugging $v$ into (3.7) on $\mathbb{R}_+$, we obtain

$$\int_0^\infty \left[ \varepsilon^2 \eta_\varepsilon^2 (v')^2 + 2 \frac{1 - \gamma}{1 + \gamma} \eta_\varepsilon^4 v^2 \right] dx = 32 \int_0^\frac{1}{2} x^2 \eta_\varepsilon^2 \left[ 2 \varepsilon^2 - \frac{\gamma - 1}{\gamma + 1} x^2 \eta_\varepsilon^2 \right] dx - \frac{2 \gamma - 1}{\gamma + 1} \int_\frac{1}{2}^\infty \eta_\varepsilon^4 dx.$$ 

Since $\eta_\varepsilon \to \eta_0$ as $\varepsilon \to 0$ and $\eta_0$ is given by (1.4), it is clear that the quadratic form above is strictly negative for every $\gamma > 1$ as $\varepsilon \to 0$. Consequently, $\gamma_0(\varepsilon) \to 1$ as $\varepsilon \to 0$.

**Remark 3.4.** Domain wall states (S3) bifurcate from the symmetric state (S2) by means of the local (pitchfork) bifurcation at $\gamma = \gamma_0(\varepsilon)$ via zero eigenvalue of the Hessian operator. Computing the normal form of the local bifurcation does not give a sign-definite coefficient which would imply that the domain wall states bifurcate for $\gamma > \gamma_0(\varepsilon)$. Therefore, we are not able to claim that the domain wall states do not exist in the region where $\gamma \in (1, \gamma_0(\varepsilon))$. 

Remark 3.5. As $\varepsilon \to 0$, the bifurcation threshold $\gamma_0(\varepsilon)$ converges to 1 and it is known from [5] that the domain wall states of the homogeneous system (1.13) exist for every $\gamma > 1$. The minimizers of $G_\varepsilon$ are related to the minimizers of $J_\varepsilon$ through the transformation formula (1.10) and therefore, the domain wall states (S3) are related to the domain wall solutions of the coupled system (1.13) with the boundary conditions (1.14) via $\Gamma$-convergence of $J_\varepsilon$ to $J_0$ by Theorem 4.

Finally, we prove that if the non-symmetric critical points of $G_\varepsilon$ in $\mathcal{D}_s$ exist, they are global minimizers of $G_\varepsilon$ in $\mathcal{D}_s$. We employ the decomposition trick allowing us to significantly simplify the analysis of the second variation and the energy excess (see e.g. [23, 24]).

Proof of Theorem 4. Assume that there exists a critical point $\Psi = (\psi_1, \psi_2) \in \mathcal{D}_s$ of the energy $G_\varepsilon$ satisfying $\psi_1(x) > \psi_2(x) > 0$ for all $x > 0$. For any perturbation $\tilde{\Psi} = (\tilde{\psi}_1, \tilde{\psi}_2) \in \mathcal{E}_s$ satisfying $\psi_1(0) = \psi_2(0) = 0$, we have

$$G_\varepsilon(\Psi + \tilde{\Psi}) - G_\varepsilon(\Psi) = \int_0^\infty \left[ \varepsilon^2 (\psi_1'(t))^2 + \varepsilon^2 (\tilde{\psi}_1'(t))^2 + (x^2 + \psi_1^2 + \psi_2^2 - 1)(\tilde{\psi}_1^2 + \tilde{\psi}_2^2) + \frac{1}{2}(2\psi_1\tilde{\psi}_1 + 2\psi_2\tilde{\psi}_2 + \tilde{\psi}_1^2 + \tilde{\psi}_2^2)^2 + (\gamma - 1)[(2\psi_1\tilde{\psi}_1 + \tilde{\psi}_1^2)(2\psi_2\tilde{\psi}_2 + \tilde{\psi}_2^2) + \psi_1\psi_2(\tilde{\psi}_1^2 + \tilde{\psi}_2^2)] \right] dx.$$

Since a critical point $\Psi$ is smooth in the Euler–Lagrange equation (1.1) and since $\xi := \psi_1 - \psi_2 > 0$ on $(0, \infty)$ holds by the assumption of the theorem, we can write $\tilde{\Psi} = \xi \Phi$ with $\Phi \in H^1(\mathbb{R}_+; \mathbb{R}^2)$. Since $\xi(0) = \psi_1(0) - \psi_2(0) = 0$, the Dirichlet condition $\tilde{\psi}_1(0) = \tilde{\psi}_2(0) = 0$ is satisfied with arbitrary boundary values of $\tilde{\phi}_1(0)$ and $\tilde{\phi}_2(0)$. By using equation (3.1) and integration by parts, we obtain

$$\int_0^\infty \varepsilon^2 |\tilde{\psi}'|^2 dx = \varepsilon^2 \int_0^\infty \left[ (\xi')^2 |\Phi|^2 + \xi^2 |\Phi'|^2 + \xi^2 \xi (|\Phi|^2)' \right] dx = \varepsilon^2 \int_0^\infty \left[ \xi^2 |\Phi'|^2 - \xi'' \xi |\Phi|^2 \right] dx.$$

Substituting (3.1) gives now

$$G_\varepsilon(\Psi + \tilde{\Psi}) - G_\varepsilon(\Psi) = \int_0^\infty \left[ \varepsilon^2 \xi^2 (\tilde{\phi}_1'(t))^2 + \varepsilon^2 \xi^2 (\tilde{\phi}_2'(t))^2 + \frac{1}{2}(2\psi_1\tilde{\psi}_1 + 2\psi_2\tilde{\psi}_2 + \tilde{\psi}_1^2 + \tilde{\psi}_2^2)^2 + (\gamma - 1)[(2\psi_1\tilde{\psi}_1 + \tilde{\psi}_1^2)(2\psi_2\tilde{\psi}_2 + \tilde{\psi}_2^2) + \psi_1^2\tilde{\psi}_1^2 + \psi_2^2\tilde{\psi}_2^2 + \psi_1\psi_2(\tilde{\psi}_1^2 + \tilde{\psi}_2^2)] \right] dx,$$

where the last term is non-negative since

$$(2\psi_1\tilde{\psi}_1 + \tilde{\psi}_1^2)(2\psi_2\tilde{\psi}_2 + \tilde{\psi}_2^2) + \psi_1^2\tilde{\psi}_1^2 + \psi_2^2\tilde{\psi}_2^2 + \psi_1\psi_2(\tilde{\psi}_1^2 + \tilde{\psi}_2^2) = \psi_1\psi_2(\tilde{\psi}_1 + \tilde{\psi}_2)^2 + (\psi_1\tilde{\psi}_2 + \psi_2\tilde{\psi}_1 + \tilde{\psi}_1\tilde{\psi}_2)^2 \geq 0.$$

Thus, for any $\tilde{\Psi} \in H^1_0(\mathbb{R}_+; \mathbb{R}^2)$, we have

$$G_\varepsilon(\Psi + \tilde{\Psi}) - G_\varepsilon(\Psi) \geq 0,$$
with equality holding if and only if either $\tilde{\Psi} = 0$ or $\tilde{\Psi} = (\psi_2 - \psi_1, \psi_1 - \psi_2)$. Therefore, the critical points $\Psi = (\psi_1, \psi_2)$ and $\Psi' = (\psi_2, \psi_1)$ are the only global minimizers of the energy $G_\varepsilon$ in $\mathcal{D}_\alpha$.

4. Bifurcations of steady states

We start by studying bifurcations of steady states in the exceptional case $\gamma = 1$. Bifurcations from the one-parameter family (1.21) can be analyzed by the Lyapunov–Schmidt theory of bifurcations from a simple eigenvalue [10].

Proof of Theorem 5. Let $\delta := \gamma - 1$ and rewrite the stationary Gross–Pitaevskii system (1.1) in the equivalent form

$$
\begin{aligned}
(-\varepsilon^2 \partial_x^2 + x^2 + \psi_1^2 + \psi_2^2 - 1)\psi_1 + \delta \psi_1 \psi_2^2 &= 0, \\
(-\varepsilon^2 \partial_x^2 + x^2 + \psi_1^2 + \psi_2^2 - 1)\psi_2 + \delta \psi_2 \psi_1^2 &= 0,
\end{aligned}
$$

$x \in \mathbb{R}$. (4.1)

Substituting the decomposition

$$
\begin{aligned}
\psi_1(x) &= \cos \theta \eta_\varepsilon(x) + \varphi_1(x), \\
\psi_2(x) &= \sin \theta \eta_\varepsilon(x) + \varphi_2(x)
\end{aligned}
$$

into system (4.1) yields the perturbed system for $\varphi = (\varphi_1, \varphi_2)^T$ in the following form:

$$
L_{\theta,\delta} \varphi + N_{\theta,\delta}(\varphi) + H_{\theta,\delta} = 0,
$$

where

$$
L_{\theta,\delta} := \begin{bmatrix}
-\varepsilon^2 \partial_x^2 + x^2 - 1 + (1 + 2 \cos^2 \theta) \eta_\varepsilon^2 & 2 \sin \theta \cos \eta_\varepsilon^2 \\
2 \sin \theta \cos \theta \eta_\varepsilon^2 & -\varepsilon^2 \partial_x^2 + x^2 - 1 + (1 + 2 \sin^2 \theta) \eta_\varepsilon^2 \\
\end{bmatrix} + \delta \begin{bmatrix}
\sin^2 \theta \eta_\varepsilon^2 & 2 \sin \theta \cos \theta \eta_\varepsilon^2 \\
2 \sin \theta \cos \theta \eta_\varepsilon^2 & \cos^2 \theta \eta_\varepsilon^2 \\
\end{bmatrix},
$$

$$
N_{\theta,\delta}(\varphi) := \eta_\varepsilon \left[ 3 \cos \theta \varphi_1^2 + 2(1 + \delta) \sin \theta \varphi_1 \varphi_2 + (1 + \delta) \cos \theta \varphi_2^2 \\
(1 + \delta) \sin \theta \varphi_1^2 + 2(1 + \delta) \cos \theta \varphi_1 \varphi_2 + 3 \sin \theta \varphi_2^2 \\
\right],
$$

and

$$
H_{\theta,\delta} := \delta \sin \theta \cos \theta \eta_\varepsilon^3 \begin{bmatrix} \sin \theta \\ \cos \theta \end{bmatrix}.
$$

Due to the rotational invariance at $\delta = 0$, zero is a simple eigenvalue of $L_{\theta,\delta=0}$ for every $\theta \in [0, 2\pi]$ with the exact eigenvector

$$
L_{\theta,\delta=0} \psi_0 = 0, \quad \text{where} \quad \psi_0 := \begin{bmatrix} -\sin \theta \\ \cos \theta \end{bmatrix} \eta_\varepsilon,
$$

which is related to the derivative of the ground state family (1.21) in $\theta$. This neutral mode inspires the Lyapunov–Schmidt decomposition in the form

$$
\varphi = a \psi_0 + \hat{\varphi},
$$
subject to the orthogonality condition \( \langle \psi_0, \dot{\varphi} \rangle = 0 \), where \( a \in \mathbb{R} \) is a parameter. By the Lyapunov–Schmidt bifurcation theory \([10]\), there is a solution for \((a, \dot{\varphi})\) for small \( \delta \neq 0 \) if and only if \( \theta \) is a root of the bifurcation equation

\[
\langle \psi_0, H_{\varepsilon, \delta} \rangle = \frac{1}{4} \delta \sin 4\theta \| \eta_\varepsilon \|_{L^4}^4 = 0. \tag{4.6}
\]

The family of ground states \([1.21]\) is positive if \( \theta \in [0, \frac{\pi}{2}] \). Simple zeros of the constraint \((4.6)\) in \([0, \frac{\pi}{2}]\) occur for \( \theta = 0, \theta = \frac{\pi}{4}, \) and \( \theta = \frac{\pi}{2} \). The first and third roots correspond to the uncoupled states \((S1)\) given by \([1.15]\) and the second root corresponds to the symmetric state \((S2)\) given by \([1.16]\). By the Lyapunov–Schmidt bifurcation theory, there exists a unique continuation from the simple roots of the constraint \((4.6)\). Hence, the three solutions uniquely continue with \((a, \dot{\varphi})\) being a function of \( \delta \neq 0 \). (In fact, the three solutions are available exactly.) No other branches may bifurcate from the family of ground states \([1.21]\) as \( \delta \neq 0 \) \((\gamma \neq 1)\).

We continue by studying bifurcations of domain wall state \((S3)\) from the symmetric state \((S2)\) near the bifurcation point \((\varepsilon, \gamma) = (0, 1)\) within the energy functional \( I_{\mu, 1} \) defined in \([1.23]\). The following lemma establishes the \( \Gamma \)-convergence of the energy \( I_{\mu, \gamma} \) in \([1.22]\) to \( I_{\mu, 1} \) as \( \gamma \to 1^+ \).

**Lemma 4.1.** Fix \( \mu > 0 \). Let \( \Theta_\gamma \) be a sequence in \( H^1_{\text{loc}}(\mathbb{R}, \mathbb{R}^2) \) for \( \gamma > 1 \). Then,

(i) If \( \gamma \to 1^+ \) and \( I_{\mu, \gamma}(\Theta_\gamma) < \infty \) uniformly in \( \gamma \) then we have a subsequence (not relabelled) \( \Theta_\gamma \to \Theta \) in \( H^1_{\text{loc}}(I_\mu, \mathbb{R}^2) \) and \( |\Theta(x)|^2 = 1 \) for \( x \in I_\mu = \left( -\frac{1}{\mu}, \frac{1}{\mu} \right) \).

(ii) \((\Gamma - \text{lim inf inequality})\) If \( \gamma \to 1^+ \) and \( \Theta_\gamma \to \Theta \) in \( L^2_{\text{loc}}(I_\mu, \mathbb{R}^2) \), then

\[
\liminf_{\gamma \to 1^+} I_{\mu, \gamma}(\Theta_\gamma) \geq I_{\mu, 1}(\Theta). \tag{4.7}
\]

(iii) \((\Gamma - \text{lim sup inequality})\) If \( \Theta \in H^1_{\text{loc}}(I_\mu, \mathbb{R}^2) \), then there is a sequence \( \Theta_\gamma \in H^1_{\text{loc}}(\mathbb{R}, \mathbb{R}^2) \) such that as \( \gamma \to 1^+ \) we have \( \Theta_\gamma \to \Theta \) in \( L^2_{\text{loc}}(I_\mu, \mathbb{R}^2) \) and

\[
\limsup_{\gamma \to 1^+} I_{\mu, \gamma}(\Theta_\gamma) \leq I_{\mu, 1}(\Theta). \tag{4.8}
\]

**Proof.** For fixed \( \mu > 0 \), we take \( \varepsilon = \mu \sqrt{\gamma - 1} \) and define the energy functional \( I_{\mu, \gamma} \) in the form \([1.22]\) for \( \gamma > 1 \). Using the properties of \( \eta_\varepsilon \) we know that

\[
\eta_\varepsilon(\mu \cdot) = \eta_{\mu \sqrt{\gamma - 1}}(\mu \cdot) \to \eta_0(\mu \cdot)
\]

locally uniformly on \( \mathbb{R} \) as \( \gamma \to 1^+ \).

(i) Assume \( I_{\mu, \gamma}(\Theta_\gamma) < \infty \) uniformly in \( \gamma \), we want to show that \( \Theta_\gamma \rightharpoonup \Theta \) weakly in \( H^1_{\text{loc}}(I_\mu, \mathbb{R}^2) \). We first observe that if \( I_{\mu, \gamma}(\Theta_\gamma) < \infty \) then for any \( 0 < R < \frac{1}{\mu} \) we have \( \eta_\varepsilon(\mu \cdot) > C_1(R) > 0 \) on the interval \((-R, R)\) for \( \varepsilon \) small enough and hence

\[
\int_{-R}^R |\Theta'|^2 + |\Theta_\gamma|^2 \, dy \leq C.
\]

Therefore, we have \( \Theta_\gamma \rightharpoonup \Theta \) weakly in \( H^1_{\text{loc}}(I_\mu, \mathbb{R}^2) \) (up to a subsequence). Moreover, we also have

\[
\int_{-R}^R (|\Theta'|^2 - 1)^2 \, dy \leq C(\gamma - 1),
\]
where $C > 0$ depends on $R$ but is independent of $\gamma$. Therefore, taking a limit in $\gamma$ we obtain $\int_{-R}^{R} (|\Theta|^2 - 1)^2 \, dy = 0$ for any $0 < R < 1/\mu$ and hence $|\Theta(y)|^2 = 1$ for all $y \in \mathcal{I}_\mu$.

(ii) Let $\Theta_\gamma \in H^1_{\text{loc}}(\mathbb{R}; \mathbb{R}^2)$ and $\Theta_\gamma \to \Theta$ strongly in $L^2_{\text{loc}}(\mathcal{I}_\mu; \mathbb{R}^2)$. If $\lim \inf I_{\mu,\gamma}(\Theta_\gamma) = \infty$ there is nothing to prove, therefore we can assume $\lim \inf I_{\mu,\gamma}(\Theta_\gamma) < \infty$. Taking a subsequence $\Theta_\gamma$ (not relabelled) such that

$$
\lim_{\gamma \to 1^+} I_{\mu,\gamma}(\Theta_\gamma) = \lim \inf_{\gamma \to 1^+} I_{\mu,\gamma}(\Theta_\gamma) < \infty,
$$

we know that there is $\hat{\gamma} > 1$ such that for all $1 < \gamma < \hat{\gamma}$ we have $I_{\mu,\gamma}(\Theta_\gamma) \leq C < \infty$ with $C > 0$ independent of $\gamma$. Therefore, using part (i), there is a subsequence (not relabelled) such that $\Theta_\gamma \to \Theta$ in $H^1_{\text{loc}}(\mathcal{I}_\mu; \mathbb{R}^2)$ and $|\Theta(x)|^2 = 1$ for $x \in \mathcal{I}_\mu$. Fixing $0 < R < 1/\mu$ and using non-negativity of terms in $I_{\mu,\gamma}$ together with the properties of the $H^1$-norm and local uniform convergence $\eta_\epsilon(\mu) \to \eta_0(\mu)$ on $[-R, R]$ we have

$$
\lim \inf_{\gamma \to 1^+} I_{\mu,\gamma}(\Theta_\gamma) \geq \lim \inf_{\gamma \to 1^+} I_{\mu,\gamma}(\Theta_\gamma) \big|_{[-R, R]} \geq \frac{1}{2} \int_{[-R, R]} \left( \eta_0^2(\mu) |\Theta|^2 + \eta_0^4(\mu) \theta_2^2 \right) \, dy.
$$

Taking the limit as $R \to 1/\mu$ and using the Monotone Convergence Theorem we obtain

$$
\lim \inf_{\gamma \to 1^+} I_{\mu,\gamma}(\Theta_\gamma) \geq I_{\mu,1}(\Theta).
$$

(iii) Let $\Theta \in H^1_{\text{loc}}(\mathcal{I}_\mu; \mathbb{R}^2)$, due to Sobolev embeddings we have $\Theta \in C_{\text{loc}}(\mathcal{I}_\mu; \mathbb{R}^2)$. If $I_{\mu,1}(\Theta) = \infty$ then the statement is trivially satisfied by taking

$$
\Theta_\gamma(x) = \begin{cases} 
\Theta(x) & \text{if } x \in \left[-\frac{1}{\gamma^2} - \frac{1}{\gamma^2}, \frac{1}{\gamma^2} - \frac{1}{\gamma^2}\right], \\
\Theta\left(\frac{1}{\gamma^2}\right) & \text{if } x \notin \left[-\frac{1}{\gamma^2} - \frac{1}{\gamma^2}, \frac{1}{\gamma^2} - \frac{1}{\gamma^2}\right],
\end{cases}
$$

It is clear that $\Theta_\gamma \in H^1_{\text{loc}}(\mathbb{R}; \mathbb{R}^2)$ and $\Theta_\gamma \to \Theta$ in $H^1_{\text{loc}}(\mathcal{I}_\mu; \mathbb{R}^2)$. Therefore we assume that $I_{\mu,1}(\Theta) < \infty$. In this case we know that $|\Theta(x)|^2 = 1$ for $x \in \mathcal{I}_\mu$ and we define

$$
\Theta_\gamma(x) = \begin{cases} 
\Theta(x) & \text{if } x \in \left[-\frac{1}{\gamma^1} - \frac{1}{\gamma^1}, \frac{1}{\gamma^1} - \frac{1}{\gamma^1}\right], \\
\Theta\left(\frac{1}{\gamma^1}\right) & \text{if } x \notin \left[-\frac{1}{\gamma^1} - \frac{1}{\gamma^1}, \frac{1}{\gamma^1} - \frac{1}{\gamma^1}\right],
\end{cases}
$$

to obtain $\Theta_\gamma \to \Theta$ in $H^1_{\text{loc}}(\mathcal{I}_\mu; \mathbb{R}^2)$ (recall that $\varepsilon = \mu \sqrt{\gamma - 1}$). We want to prove that

$$
\lim \sup_{\gamma \to 1^+} I_{\mu,\gamma}(\Theta_\gamma) \leq I_{\mu,1}(\Theta).
$$

We define $\mathcal{I}_{\mu,\varepsilon} = \left(-\frac{1}{\gamma^1} - \frac{1}{\gamma^1}, \frac{1}{\gamma^1} - \frac{1}{\gamma^1}\right)$ to obtain

$$
I_{\mu,\gamma}(\Theta_\gamma) = \frac{1}{2} \int_{\mathbb{R}} \left[ \eta_\epsilon(\mu)^2 |\Theta_\gamma'|^2 + \eta_\epsilon(\mu)^4 \theta_2^2 \right] \, dy
= \frac{1}{2} \int_{\mathcal{I}_{\mu,\varepsilon}} \left[ \eta_\epsilon(\mu)^2 |\Theta_\gamma'|^2 + \eta_\epsilon(\mu)^4 \theta_2^2 \right] \, dy + \frac{1}{2} \int_{\mathbb{R} \setminus \mathcal{I}_{\mu,\varepsilon}} \eta_\epsilon(\mu)^4 \theta_2^2 \, dy
\leq \frac{1}{2} \int_{\mathcal{I}_{\mu,\varepsilon}} \left[ \eta_\epsilon(\mu)^2 (|\theta_1'|^2 + |\theta_2'|^2) + \eta_\epsilon(\mu)^4 \theta_2^2 \right] \, dy + C \varepsilon^{1/3},
$$
Theorem 6. We consider minimizers of $E$ with $\gamma$ in $\Gamma$ where in the last inequality we used $|\Theta_\gamma|^2 = 1$ and the estimate (1.8) together with the fast decay of $\eta_\gamma(\mu y)$ to zero at infinity. Using (1.6), it is clear that

$$I_{\mu,\gamma}(\Theta) \leq \frac{1}{2} \int_{\mu \mathbb{R}} \left[ \eta_0(\mu \cdot)^2 (|\theta'_1|^2 + |\theta'_2|^2) + \eta_0(\mu \cdot)^4 \theta_1^2 \theta_2^2 \right] dy + C\varepsilon^{1/3}.$$ 

Taking a lim sup from both parts as $\gamma \to 1^-$ and using the Monotone Convergence Theorem we obtain $\limsup_\gamma I_{\mu,\gamma}(\Theta_\gamma) \leq I_{\mu,1}(\Theta)$.

Remark 4.1. The above proof holds for $\mu > 0$. In order to extend the result for $\mu = 0$ we can fix $\gamma > 1$ and take the limit $\mu \to 0$. By Theorem 1, we have $\Gamma$-convergence $I_{\mu,\gamma} \Gamma \to I_{0,\gamma}$ as $\mu \to 0$ with

$$I_{0,\gamma}(\Theta) = \frac{1}{2} \int_{\mathbb{R}} \left[ (\theta'_1)^2 + (\theta'_2)^2 + \frac{1}{2(\gamma - 1)} (\theta_1^2 + \theta_2^2 - 1)^2 + \theta_1^2 \theta_2^2 \right] dy.$$ 

By the same proof as in Lemma 4.1, we have $\Gamma$-convergence $I_{0,\gamma} \Gamma \to I_{0,1}$ as $\gamma \to 1^+$, where the limiting energy functional $I_{0,1}$ is given by (1.24).

We can now give the proof of Theorem 6.

Proof of Theorem 6. We consider minimizers of $I_{\mu,1}$ given by (1.23) in the energy space $\mathcal{E}_s$ with the symmetry:

$$\theta_1(y) = \theta_2(-y), \quad y \in \mathbb{R}. \quad (4.9)$$

The symmetric state (S2) corresponds to the choice $\theta_1 = \theta_2 = \frac{1}{\sqrt{2}}$. The domain wall state (S3) corresponds to the choice with $\theta_1 \neq \theta_2$. Perturbations $\tilde{\Theta} = (\tilde{\theta}_1, \tilde{\theta}_2)$ to these steady states in $\mathcal{E}_s$ satisfy the same symmetry (4.9), hence they can be considered on the half-line $\mathbb{R}_+$ subject to the Dirichlet conditions $\tilde{\theta}_1(0) = -\tilde{\theta}_2(0) = 0$.

Using the representation $(\theta_1, \theta_2) = (\sin(u), \cos(u))$ on the circle $\theta_1^2 + \theta_2^2 = 1$ and writing $I_{\mu,1}(u)$ instead of $I_{\mu,1}(\Theta)$, we obtain

$$I_{\mu,1}(u) = \frac{1}{2} \int_{\mu \mathbb{R}} \left[ \eta_0(\mu \cdot)^2 (u')^2 + \frac{1}{4} \eta_0(\mu \cdot)^4 \sin^2(2u) \right] dy. \quad (4.10)$$

The Euler–Lagrange equation is

$$- \frac{d}{dy} \left[ \eta_0(\mu y)^2 \frac{du}{dy} \right] + \frac{1}{4} \eta_0(\mu y)^4 \sin(4u) = 0, \quad y \in \mathbb{R}, \quad (4.11)$$

with $u = \frac{\pi}{4}$ being the constant solution representing the symmetric state (S2). With the symmetry in $\mathcal{E}_s$, the second variation of $I_{\mu,1}(u)$ at $u = \frac{\pi}{4}$ in the direction $\tilde{u}$ is given by

$$\delta^2 I_{\mu,1} = \int_0^{\mu^{-1}} \left[ \eta_0(\mu \cdot)^2 (\tilde{u}')^2 - \eta_0(\mu \cdot)^4 \tilde{u}^2 \right] dy \quad (4.12)$$

subject to the Dirichlet condition $\tilde{u}(0) = 0$. We can rescale the domain as $x = \mu y$ and change $\tilde{u}(x) \to v(y)$ to obtain new expression for the second variation

$$\delta^2 I_{\mu,1} = \frac{1}{\mu} \int_0^{1} \left[ \mu^2 \eta_0^2(v')^2 - \eta_0^4 v^2 \right] dx. \quad (4.13)$$
Since \( \eta_0(x)^2 = (1 - x^2)1_{|x| \leq 1} \), the second variation is studied from the spectral problem with the spectral parameter \( \nu \),

\[
- \frac{d}{dx} \left( (1 - x^2) \frac{dv}{dx} \right) = \nu(1 - x^2)^2v(x), \quad 0 < x < 1,
\]

subject to the Dirichlet condition \( v(0) = 0 \) and suitable boundary conditions at the regular singular point \( x = 1 \) such that the quadratic form (4.11) is finite. The index of the Frobenius theory at \( x = 1 \) is the double zero and the second solution \( v(x) \sim \log(1 - x) \) violates boundedness of the quadratic form (4.11). Therefore, the only relevant solution to (4.11) satisfies \( |v(1)| < \infty, |v'(1)| < \infty \) and therefore integrating (4.14) on \( (x, 1) \) we have \( v'(1) = \lim_{x \to 1} v'(x) = 0 \). The spectral problem (4.14) with two boundary conditions has purely discrete positive spectrum with the smallest eigenvalue \( \nu_0 > 0 \) given by the Rayleigh quotient

\[
\nu_0 = \inf_{v \in H_0^1(0, 1)} \frac{\int_0^1 (1 - x^2)(v')^2 \, dx}{\int_0^1 (1 - x^2)^2v^2 \, dx},
\]

where \( H_0^1(0, 1) \) refers to functions satisfying the Dirichlet condition at \( x = 0 \) but not at \( x = 1 \). Since

\[
\delta^2 I_{\mu, 1}(v) \geq \frac{1}{\mu}(\mu^2 \nu_0 - 1) \int_0^1 \eta_0^4v^2 \, dx,
\]

the constant solution \( u = \frac{\pi}{4} \) is a local minimizer of \( I_{\mu, 1} \) for \( \mu^2 > \nu_0^{-1} \) and a saddle point of \( I_{\mu, 1} \) for \( \mu^2 < \nu_0^{-1} \). This gives the assertion of the theorem for \( (\theta_1, \theta_2) = (\sin(u), \cos(u)) \) with \( \mu_0 := \nu_0^{-1/2} \) if we can show that the constant solution \( u = \frac{\pi}{2} \) is a global minimizer of \( I_{\mu, 1} \) when \( \mu^2 \geq \nu_0^{-1} \). This is shown from the representation for any \( \tilde{u} \):

\[
I_{\mu, 1} \left( \frac{\pi}{4} + \tilde{u} \right) - I_{\mu, 1} \left( \frac{\pi}{4} \right) = \int_0^{\mu^{-1}} \left[ \eta_0(\mu \cdot)^2(\tilde{u}')^2 - \frac{1}{4}\eta_0(\mu \cdot)^4 \sin^2(2\tilde{u}) \right] \, dy \quad (4.15)
\]

\[
\geq \int_0^{\mu^{-1}} \left[ \eta_0(\mu \cdot)^2(\tilde{u}')^2 - \eta_0(\mu \cdot)^4 \tilde{u}^2 \right] \, dy \geq 0. \quad (4.16)
\]

Hence, \( u = \frac{\pi}{4} \) is a global minimizer of \( I_{\mu, 1} \) in the space with symmetry (4.9) if \( \mu \in [\mu_0, \infty) \) and is a saddle point if \( \mu \in (0, \mu_0) \). Since \( I_{\mu, 1} \) admits a minimizer for every \( \mu > 0 \), the nonconstant state \( u \) with \( u(0) = \frac{\pi}{4} \) and \( u'(0) \neq 0 \) is a minimizer of \( I_{\mu, 1} \) for \( \mu \in (0, \mu_0) \).

By Lemma 4.2 below, the constant state \( u = \frac{\pi}{4} \) is the only solution of the Euler–Lagrange equation (4.11) with \( u(0) = \frac{\pi}{4} \) for \( \mu \in [\mu_0, \infty) \), therefore the nonconstant state does not exist for \( \mu \in [\mu_0, \infty) \). \( \square \)

The following lemma give uniqueness of the constant state \( u = \frac{\pi}{4} \) among solutions of the Euler–Lagrange equation (4.11) satisfying \( u(0) = \frac{\pi}{4} \) for \( \mu \in [\mu_0, \infty) \).

**Lemma 4.2.** For \( \mu \in [\mu_0, \infty) \) there is only one solution of the Euler–Lagrange equation (4.11) with \( u(0) = \frac{\pi}{4} \) given by the constant state \( u = \frac{\pi}{4} \).

**Proof.** Let \( u \) be a solution of the Euler–Lagrange equation (4.11) and \( I_{\mu, 1}(u) \) be given by (4.10) and \( v = (v_1, v_2) \). A direct calculation shows that for any admissible \( u \) and \( v \),
we have
\[
\frac{d^2}{dt^2} I_{\mu,1}(u + tv) = \int_{I_\mu} \left[ \eta_0(\mu')^2 (v')^2 + \eta_0(\mu')^4 \cos(4(u + tv)v^2) \right] dy \\
\geq \int_{I_\mu} \left[ \eta_0(\mu')^2 (v')^2 - \eta_0(\mu')^4 v^2 \right] dy.
\]
which is non-negative definite if \( \mu \in [\mu_0, \infty) \). In particular, for any \( u_1 \neq u_2 \), the function \( f_{u_1, u_2}(t) := E(u_1 + t(u_2 - u_1)) \) satisfies \( (f_{u_1, u_2})''(t) > 0 \), for \( t \in (0, 1) \).

Now, let \( u_1 = \frac{\pi}{4} \) and let \( u_2 \neq \frac{\pi}{4} \) be another solution of the Euler–Lagrange equation (4.11) with \( u(0) = \frac{\pi}{4} \). Since \( u_1 \) is a critical point of \( I_{\mu,1} \), we have that \( (f_{u_1, u_2})'(0) = 0 \). On the other hand, since \( u_1 + t(u_2 - u_1) \neq \frac{1}{4}(\pi + 2\pi n) \) with \( n \in \mathbb{Z} \), we have \( (f_{u_1, u_2})''(t) > 0 \) for \( t \in (\alpha, \beta) \subset (0, 1) \). This implies that
\[
I_{\mu,1}(u_1) - I_{\mu,1}(u_2) = \int_0^1 (f_{u_1, u_2})'(t) dt > 0.
\]
We can reverse the roles of \( u_1 \) and \( u_2 \) to conclude \( I_{\mu,1}(u_1) - I_{\mu,1}(u_2) < 0 \), which is a contradiction. So there is only one solution \( u = \frac{\pi}{4} \) if \( \mu \in [\mu_0, \infty) \). \( \square \)

The final lemma clarifies the local (pitchfork) bifurcation among minimizers of \( I_{\mu,1} \) at \( \mu = \mu_0 \). The nonconstant states bifurcate to \( \mu < \mu_0 \), where they are global minimizers of \( I_{\mu,1} \) by Theorem 6.

**Lemma 4.3.** The nonconstant state of the Euler–Lagrange equations (4.11) with \( u(0) = \frac{\pi}{4} \) and \( u'(0) \neq 0 \) bifurcates to \( \mu < \mu_0 \) and satisfies \( \|u - \frac{\pi}{4}\|_{L^\infty} \leq C\sqrt{\mu_0 - \mu} \) for some \( \mu \)-independent constant \( C > 0 \).

**Proof.** We rescale again \( x = \mu y \) and write \( u(y) = \frac{\pi}{4} + v(x) \). The stationary equation (4.11) is rewritten in the form of the boundary-value problem
\[
-\mu^2 \frac{d}{dx} \left( (1 - x^2) \frac{dv}{dx} \right) - \frac{1}{4} (1 - x^2)^2 \sin(4v) = 0, \quad 0 < x < 1,
\]
(4.17)
The computation of the normal form for the local (pitchfork) bifurcation relies on the standard method of Lyapunov–Schmidt reduction [10] as the zero eigenvalue of the linearized operator at \( \mu = \mu_0 \) is simple.

Let \( v_0 \) be the eigenfunction of the spectral problem (4.14) for the smallest eigenvalue \( v_0 > 0 \), where \( \mu_0 := \nu_0^{-1/2} \). To compute the coefficients of the normal form, we write \( v = av_0 + w \) and \( \mu^2 = \mu_0^2 + \delta \), where \( a \) and \( \delta \) are parameters of the Lyapunov–Schmidt decomposition and \( w \) is assumed to satisfy the orthogonality condition
\[
\int_0^1 (1 - x^2)^2 v_0(x)w(x)dx = 0.
\]
Decomposing (4.17) into the projection to \( v_0 \) and to \( w \) yields a system of two equations of the Lyapunov–Schmidt reduction:
\[
- \mu_0^2 \frac{d}{dx} \left( (1 - x^2) \frac{dw}{dx} \right) - (1 - x^2) \left[ w + F(w; a, \delta) \right] = 0
\]
(4.19)
and
\[ \delta \int_0^1 (1 - x^2)^2 v_0^2 \, dx = \frac{\mu_0^2}{4a} \int_0^1 (1 - x^2)^2 v_0 \left[ \sin(4av_0 + 4w) - 4av_0 \right] \, dx, \quad (4.20) \]
where
\[ F(w; a, \delta) := \frac{\mu_0^2}{4(\mu_0^2 + \delta)} \sin(4av_0 + 4w) - av_0 - w \]
and \( w(x) \) satisfies the boundary conditions \( w(0) = 0 \) and \( w'(1) = 0 \). Since \( F(0; a, \delta) = \mathcal{O}(|a|^3 + |a\delta|) \) as \( (a, \delta) \to (0, 0) \), there exists a unique solution \( w \) to the nonlinear equation (4.19) under the conditions (4.18) and (4.20), for every small \( (a, \delta) \in \mathbb{R}^2 \), which satisfies the estimate
\[ \|\sqrt{1 - x^2} w'\|_{L^2} + \|(1 - x^2) w\|_{L^2} \leq C(a^2 + |\delta|)|a| \quad (4.21) \]
for some \( (a, \delta) \)-independent constant \( C > 0 \). Moreover, \( w \) is in the domain of the linear operator associated with the spectral problem (4.14) satisfying the boundary conditions \( w(0) = 0 \) and \( w'(1) = 0 \) so that the estimate (4.21) also extends to the \( L^\infty(0, 1) \) norm of the solution \( w \).

Substituting the solution \( w \) of equation (4.19) into equation (4.20) and using (4.18) defines uniquely \( \delta \) for every small \( a \in \mathbb{R} \) with the estimate
\[ |\delta| \leq C_0a^2 \quad (4.22) \]
for some \( a \)-independent constant \( C_0 > 0 \). Moreover, the leading-order part in the expansion \( \delta = \delta_2a^2 + \mathcal{O}(a^4) \) can be found explicitly
\[ \delta_2 = -\frac{8}{3} \mu_0^2 \int_0^1 (1 - x^2) v_0^4 \, dx. \]
Since \( \delta_2 < 0 \), the nonconstant solution bifurcates for \( \mu < \mu_0 \) and satisfies
\[ |\mu^2 - \mu_0^2| \leq C_0a^2, \quad \|v - av_0\|_{L^\infty} \leq C_0|a|^3 \]
for some \( a \)-independent constant \( C > 0 \). Hence \( a = \mathcal{O}(\sqrt{\mu_0 - \mu}) \) and the solution satisfies \( \|u - \frac{2}{3}v\|_{L^\infty} \leq C\sqrt{\mu_0 - \mu} \) for some \( \mu \)-independent constant \( C > 0 \).

**Remark 4.2.** The sign of \( \delta_2 \) in the normal form in Lemma 4.3 suggests that the domain wall states are global minimizers of the energy \( G_\varepsilon \) in \( \mathcal{E}_\varepsilon \) in the region of their existence at least for small \( \varepsilon > 0 \). The proof of non-existence of the domain wall states for \( \gamma \in (1, \gamma_0(\varepsilon)) \) for general \( \varepsilon \in (0, \varepsilon_0) \) is left open for further studies.
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