Nonequilibrium optical response of a one-dimensional Mott insulator
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We define, compute and analyze the nonequilibrium differential optical conductivity of the one-dimensional extended Hubbard model at half-filling after applying a pump pulse, using the time-dependent density matrix renormalization group method. The melting of the Mott insulator is accompanied by a suppression of the local magnetic moment and ensuing photogeneration of doublon-holon pairs. The differential optical conductivity reveals (i) mid-gap states related to parity-forbidden optical states, and (ii) strong renormalization and hybridization of the excitonic resonance and the absorption band, yielding a Fano resonance. We offer evidence and interpret such a resonance as a signature of nonequilibrium optical excitations resembling excitonic strings, (bi)excitons, and unbound doublon-holon pairs, depending on the magnitude of the intersite Coulomb repulsion. We discuss our results in the context of pump and probe spectroscopy experiments on organic Mott insulators.

I. INTRODUCTION

Coherent phenomena and their time-domain response in ultrafast timescales have been transformative in the understanding of both equilibrium and nonequilibrium electronic properties of quantum matter such as semiconductors, Mott insulators, and superconductors.\textsuperscript{1–6} In Mott systems, decoherence of Mott-Hubbard excitons was detected in the one-dimensional (1D) organic salt ET-F\textsubscript{2}TCNQ by performing pump-probe spectroscopy, where a THz oscillation in the reflectivity was interpreted as the quantum interference between exciton and unbound doublon-holon pairs.\textsuperscript{2,4,7} Exciton recombination in the same organic salt was also studied and the ensuing photodynamics was associated to the coherent evolution of holon-doublon pairs.\textsuperscript{8} Resonant ultrafast reflectivity measurements on the same molecular compound have shown the bleaching of the excitonic resonance and the photostabilization of bie excitons.\textsuperscript{9} (See also Ref. 10–15). Similarly, a photoinduced phase transition from charge density wave to Mott insulating states was observed in the 1D system [Pd(chxn)]\textsubscript{2}Br\textsubscript{2} using femtosecond reflection spectroscopy.\textsuperscript{16} In this case, the nonequilibrium phase transition is caused by changes in the intersite Coulomb repulsion due to relaxation of Br atoms.

Understanding of such equilibrium and nonequilibrium phenomena in Mott insulators using theoretical methods has also been undertaken. Optical excitations in the 1D extended Hubbard model, whose ground state is a Mott insulator, can be due to the presence of excitons, bie excitons, excitonic strings, and charge-density-wave droplets.\textsuperscript{17–21} Related theoretical efforts have explored the real-time dynamics of artificially created doublon-holon pairs,\textsuperscript{22} the ultrafast dynamics of recombination of doublon-holon pairs and excitons,\textsuperscript{23} the linear absorption using effective models\textsuperscript{24} in Mott insulators, the effect of such optical excitations on Coulombic screening,\textsuperscript{25} and the real-time dynamics of photoexcited electronic instabilities\textsuperscript{26} and Hund excitons.\textsuperscript{27}

Time-resolved analysis of optical excitations has led to advances on both (i) the understanding of nonequilibrium physics and (ii) the development of methods to describe effects of correlations in the time domain. Generalizations of the optical conductivity, which is related to the reflectivity measured in spectroscopy experiments, have been introduced in the context of dynamical mean-field theory.\textsuperscript{28} Other proposals aiming at mimicking the experimental setup of pump and probe experiments, resort to exact diagonalization to obtain the time-resolved optical conductivity.\textsuperscript{29} We will show below that this method actually computes the so-called differential optical conductivity (9). This approach has been used to study the photogeneration of mid-gap states\textsuperscript{30} and quench-induced superconductivity\textsuperscript{31} in the 1D extended Hubbard model, and the relaxation dynamics via optical spectroscopy in the 1D Holstein model.\textsuperscript{32}

In this work, we compute and analyze the time-domain optical response of a 1D correlated electron system described by the extended Hubbard model (1) undergoing a pump pulse. Using time-dependent matrix product state (MPS) techniques,\textsuperscript{33–39} we register the time evolution of the ground state upon interaction with a light pulse. We determine the differential optical conductivity following Ref. 29 additionally taking into account the loss of significance when using tensor-network methods.

We notice a suppression of the local magnetic moment of the initial Mott insulating state indicating the photoexcitation of ‘hot’ doublon-holon pairs which form both bound and deconfined optical excitations. The main features of the differential optical conductivity are: (i) the appearance of mid-gap states related to parity-forbidden states and (ii) the strong renormalization and hybridization of the excitonic resonance and the absorption band. We distinguish, depending on the value of the intersite Coulomb repulsion, nonequilibrium optical excitations resembling (bi)excitons, excitonic strings, and unbound doublon-holon pairs. We also discuss the connections and differences between our approach and those used previously in the literature, as well as details on the numerical precision and use with tensor-network methods.
II. HAMILTONIAN MODEL

We are interested in studying photoinduced optical excitations in a nominal one-dimensional Mott insulator after excitation with a pump light pulse. For this purpose, we consider the one-dimensional half-filled extended Hubbard model. The Hamiltonian reads

\[ H = -\frac{W}{4} \sum_{j,s} \left( c_{j,s}^\dagger c_{j+1,s} + H.c. \right) + U \sum_j \left( n_{j,\uparrow} - \frac{1}{2} \right) \left( n_{j,\downarrow} - \frac{1}{2} \right) + V \sum_j \left( n_{j} - 1 \right) \left( n_{j+1} - 1 \right). \]

where \( W, U, \) and \( V \) are the bandwidth, local Hubbard repulsion, and nearest-neighbor repulsion, respectively. \( c_{j,s}^\dagger (c_{j,s}) \) creates (annihilates) an electron at lattice site \( j \) with spin projection \( s \in \{\uparrow, \downarrow\} \) and obey canonical commutation relations. \( n_{j,s} = c_{j,s}^\dagger c_{j,s} \) and \( n_j = n_{j,\uparrow} + n_{j,\downarrow} \) are number operators. Hamiltonian (1) exhibits nontrivial optical excitations in equilibrium.\(^{17-21,40}\)

The pump and probe light pulses that excite and probe the electron system (1) are modeled as Gaussian envelopes with definite angular frequency \( \omega \), width \( \tau \), and amplitude \( A \). We will henceforth use subscripts “pump” and “probe” on those parameters to distinguish pump and probe pulses, respectively. The form of the pulses is

\[ A(t) = A e^{-\left(t-t_{\text{peak}}\right)^2/2\tau^2} \cos[\omega(t-t_{\text{peak}})], \]

where \( t_{\text{peak}} = t_{\text{pump}}, t_{\text{probe}} \) the pulse has maximum strength.

The coupling between matter (electron system) and light (pulses) is performed in the velocity gauge using the transformation \( c_{j,s}^\dagger c_{j+1,s} \rightarrow e^{iA(t)} c_{j,s}^\dagger c_{j+1,s} \), where \( A(t) \) is the vector potential associated to the electric field of the light pulse \( E(t) = -\partial_t A(t) \). This gauge transformation is also known as the Peierls substitution. With this coupling we define the electric current operator as

\[ J(t) = \frac{\delta H}{\delta A} = -\frac{W}{4} \sum_{j,s} \left( e^{iA(t)} c_{j,s}^\dagger c_{j+1,s} - H.c. \right). \]

III. DIFFERENTIAL OPTICAL CONDUCTIVITY

While the definition of the optical conductivity is well established in equilibrium, a single standard nonequilibrium definition is not available.\(^{29,41-43}\) In this section, we provide a unifying scheme that will allow us to define the differential optical conductivity, using the functional derivative from calculus of variations.\(^{44}\) Then we rederive a useful formula to calculate it numerically.\(^{29}\)

We consider a system far from equilibrium described by a many-body wave function \( \Psi(t) \) at time \( t \). How the system was brought into this state is irrelevant in the following discussion, and could be due to a quench, a bias, or a pump pulse, for instance. In order to compute the linear response to a perturbation, we apply a weak electric pulse. The response of the system will be a function of the probing time and, presumably, shape and duration of the pulse.\(^{29}\) Analogously, the expectation value of the current (3) will be a function of \( t \) and \( E \) so \( J(t, E, t_{\text{probe}}) = \langle \Psi(t)|J(t)|\Psi(t) \rangle \), where \( t_{\text{probe}} \) is the time at which the probe field is turned on. The corresponding Fourier transforms are (see Appendix A for details)

\[ E(\omega, t_{\text{probe}}) = \int_{t_{\text{probe}}}^{\infty} dt e^{i\omega t} J(t, t_{\text{probe}}), \]

\[ J(\omega, E, t_{\text{probe}}) = \int_{t_{\text{probe}}}^{\infty} dt e^{i\omega t} J(t, E, t_{\text{probe}}). \]

Arriving to the definition of the differential optical conductivity requires the definition of the integrated current functional \( \mathcal{J} \) as

\[ \mathcal{J}(E) := \int_0^\infty d\omega J(\omega, E, t_{\text{probe}}). \]

To calculate the functional derivative of \( \mathcal{J}(E) \) with respect to \( E \),\(^{44}\) we consider the variation \( \delta E := \epsilon E_{\text{probe}} \):

\[ \int_0^\infty d\omega \frac{\delta \mathcal{J}}{\delta E} E_{\text{probe}} = \left[ \frac{d}{d\epsilon} \int_0^\infty d\omega J(\omega, E + \epsilon E_{\text{probe}}, t_{\text{probe}}) \right]_{\epsilon=0} = \int_0^\infty d\omega \frac{\partial J}{\partial E} E_{\text{probe}}. \]

Comparing the first and last terms we obtain for the functional derivative of \( \mathcal{J}(E) \)

\[ \frac{\delta \mathcal{J}}{\delta E} = \frac{\partial J}{\partial E}. \]

Note that we are not extremizing the functional \( \mathcal{J}(E) \) and, therefore, we do not demand that \( \delta \mathcal{J}/\delta E = 0 \).

On the other hand, we introduce the differential optical conductivity \( \sigma(\omega, t_{\text{probe}}) \) by requiring that the functional differential of \( \mathcal{J}(E) \) with respect to a variation of the electric field \( E \) yields:

\[ \delta \mathcal{J} = \int_0^\infty d\omega \sigma(\omega, t_{\text{probe}}) E_{\text{probe}}. \]

From these equations we obtain the explicit form of the differential optical conductivity

\[ \sigma(\omega, t_{\text{probe}}) = \frac{\delta \mathcal{J}}{\delta E} = \frac{\partial J}{\partial E}. \]

This result agrees with Ohm’s law in the frequency domain \( \mathcal{J}(\omega) = \sigma(\omega) E(\omega) \) when there is a linear relation between the current and an electric field; \( \sigma(\omega) \) is the optical conductivity. This is the reason why we have dubbed the equation above as the differential optical conductivity.\(^{45}\) The relation to linear response theory is discussed in Appendix B.
Let us now focus on the numerical calculation of \( \sigma(\omega, \Delta t) \) in the context of a pump-probe experiment, where there are pump \((E_{\text{pmp}})\) and probe \((E_{\text{prb}})\) electric fields acting on the system. It is convenient to introduce a time delay \( \Delta t = t_{\text{prb}} - t_{\text{pmp}} \) and rewrite (9) as

\[
\sigma(\omega, \Delta t) = \lim_{\epsilon \to 0} \frac{J(\omega, F + \epsilon E_{\text{prb}}, t_{\text{prb}}) - J(\omega, F, t_{\text{prb}})}{\epsilon E_{\text{prb}}}
= \lim_{\epsilon \to 0} \sigma(\omega, \Delta t) \tag{10}
\]

where we have introduced the numerically useful finite quotient \( \sigma(\omega, \Delta t) \) of \( \sigma(\omega, \Delta t) \). In this expression, \( F \) is a field that could be due to a bias, for instance, while \( J(\omega, F, t_{\text{prb}}) \) refers to the nonequilibrium current due to \( E_{\text{pmp}} \) but without applying \( E_{\text{prb}} \). In the following, we set \( F = 0 \). The definition of the differential optical conductivity in terms of \( \sigma(\omega, \Delta t) \) will allow us to numerically compute it by systematically varying \( \epsilon \).

The optical conductivity at equilibrium \( \sigma^{\text{eq}}(\omega) \) can be obtained by setting \( E_{\text{pmp}} = 0 \) such that

\[
\sigma^{\text{eq}}(\omega) = \lim_{\epsilon \to 0} \frac{J(\omega, \epsilon E_{\text{prb}})}{\epsilon E_{\text{prb}}} = \lim_{\epsilon \to 0} \sigma^{\epsilon}(\omega). \tag{11}
\]

In the equilibrium scenario there is no time delay variable and hence the optical conductivity only depends on frequency and on the probe field. Of course, in the limit \( \epsilon \to 0 \), \( \sigma^{\text{eq}} \) should not depend on the specific form of \( E_{\text{prb}} \).

Lastly, note that the equilibrium optical conductivity can also be obtained from a pump and probe calculation as

\[
\sigma^{\text{eq}}(\omega) = \lim_{\Delta t \to -\infty} \sigma(\omega, \Delta t). \tag{12}
\]

This calculation is of course numerically more demanding, but it serves as a benchmark for the validity of the implementation of the computation of (9) as \( \sigma(\omega, \Delta t) \).

**IV. NUMERICAL METHOD FOR \( \sigma(\omega, \Delta t) \)**

We now discuss the procedure to calculate the differential optical conductivity following Ref. 29. The first step is to calculate \( \sigma^{\text{eq}}(\omega) \). In addition to providing information about optical excitations, it also establishes the range of values of \( \epsilon \) such that \( \epsilon E_{\text{prb}}(\omega) \) can be considered a perturbation. That is, an electric field that does not perturb significantly \( \sigma^{\text{eq}}(\omega) \). The value of \( \epsilon \) must be chosen such that there is a balance between \( \epsilon E_{\text{prb}}(\omega) \) being an actual probe field while avoiding loss of significance as much as possible.

Once the appropriate value of \( \epsilon \) has been set, we can proceed to the calculation of \( \sigma(\omega, \Delta t) \). Let us suppose that we desire to compute \( \sigma(\omega, \Delta t) \) in the time delay range \( \Delta t \in [0, t_{\text{max}}] \). We can discretize the interval in \( N \) different bins with an effective time-delay step \( t_{\text{max}}/N \). Notice that we have the freedom to discretize such an interval into any number of points without impacting the accuracy of the calculation of (9).

To calculate \( \sigma(\omega, \Delta t) \), we use of the difference quotient \( \sigma(\omega, \Delta t) \). For a given value of the pump and probe fields and the time delay \( \Delta t \), we need to compute the currents (1) \( J(\omega, E_{\text{pmp}} + \epsilon E_{\text{prb}}) \) and (2) \( J(\omega, E_{\text{pmp}}) \). This means that two different time-dependent density matrix renormalization group (DMRG) runs must be performed. However, one only needs one run to calculate \( J(\omega, E_{\text{pmp}}) \) for several values of \( E_{\text{prb}}(\omega) \). Therefore, we need a linear number, \( N + 1 \), of different time-dependent runs to obtain \( \sigma(\omega, \Delta t) \) in the discretized domain \([0, t_{\text{max}}]\).

Let us estimate the time complexity of the whole algorithm. We assume a system of size \( L \) with open boundary conditions, whose many-body wave function is represented by an MPS of bond dimension \( \chi \). The discretized time domain consists of \( N \) bins. Hence, the runtime to compute \( \sigma(\omega, \Delta t) \) in the domain \( \Delta t \in [0, t_{\text{max}}] \) will require \( O((N + 2) L \chi^{3} t_{\text{DMRG}}) \) running time, where \( t_{\text{DMRG}} \) is the maximum time for a DMRG run. The additional simulation corresponds to the calculation of \( \sigma^{\text{eq}}(\omega) \). The DMRG simulation time must satisfy \( t_{\text{DMRG}} \gg t_{\text{max}} \) such that Fourier transforms can reliably be performed, see Appendix A. Notice, additionally, that the time-delay step need not be uniformly distributed in the range \([0, t_{\text{max}}]\). The time-dependent DMRG runs are independent from each other so the computation of \( \sigma(\omega, \Delta t) \) can be embarrassingly parallelized.

**Loss of significance in \( \sigma(\omega, \Delta t) \)**

Loss of significance, in numerical differentiation, occurs when subtracting two nearly equal floating-point numbers. This is always an important issue when approximating derivatives by finite quotients. In principle, we want \( \epsilon \) as small as possible in numerical calculations. However, loss of significance introduces wild numerical fluctuations in the numerator of \( \sigma(\omega, \Delta t) \). This is due to the loss of significant digits well beyond the accuracy of the numerical method used to obtain \( J(\omega, E(\omega)) \).

Whether \( \sigma(\omega, \Delta t) \) is calculated using numerically exact methods, such as Lanczos, or using quasiexact methods, such as tensor networks, has a great impact on the results. In Lanczos, choosing \( \epsilon \) at the limit of single precision \((\epsilon \sim 10^{-7})\) poses no problem since the error in these calculations is much smaller, close to machine precision, even when performing real-time evolution.

The situation is entirely different for tensor network methods. For instance, in time-dependent DMRG calculations, the truncation error is typically \( \sim 10^{-8} - 10^{-5} \) for sufficiently long times; expectation values have errors larger than the truncation error. The algorithm can then be conceived as a machine that outputs single-precision numbers so we can expect loss of significance when calculating the difference \( J(E_{\text{pmp}} + \epsilon E_{\text{prb}}) - J(E_{\text{pmp}}) \) to quickly develop if \( \epsilon \) is small enough.

Ideally, we would like to increase the bond dimension in order to improve the accuracy of DMRG’s expectation values. Most of the time, however, this is not possible.
due to constraints in resources and time. We can work around having a finite bond dimension and avoid loss of significance by choosing ‘large’ values of \( \epsilon \). This has the effect of enhancing the response of the system to the probe field and concomitantly the accuracy of the expectation values computed. On the other hand, we need to choose a value of \( \epsilon \) small enough such that the probe field is still a perturbation and does not alter the expectation values. The interplay between these two facts is the key to obtain reliable numerical estimates of \( \sigma(\omega, \Delta t) \).

V. NUMERICAL RESULTS

The results presented in this section are for the half-filled Hamiltonian (1) with open boundary conditions. We employ time-dependent DMRG,\(^{33–39}\) which gives an MPS approximation to \( |\Psi(t)\rangle \). Hamiltonian (1) is time dependent via the vector potential (2) and the evolution operator was approximated with a third-order Suzuki-Trotter expansion with time step 0.02. We set \( |\Psi(t = 0)\rangle \) to be the ground state of (1) with \( A = 0 \) in (2), which is obtained with ground-state DMRG. The calculations have been performed for system sizes up to \( L = 48 \) sites, maximum bond dimension \( \chi = 600 \), up to times 90 and for parameters \( W = 4 \) (setting energy units), \( U = 10 \), varying \( V = 1.5, 3, \) and 4.5. The values of the probe field are \( A_{\text{prb}} = 0.05, \tau_{\text{prb}} = 0.06, \omega_{\text{prb}} = 10 \), though similar results have been achieved with other values. For the pump field \( A_{\text{pmp}} = 0.3, \tau_{\text{pmp}} = 0.5, t_{\text{pmp}} = 2, \omega_{\text{pmp}} \) was set to excite resonantly the lowest-energy equilibrium optical excitation according to the value of \( V \) and \( t_{\text{prb}} \) was chosen according to the values of \( \Delta t \) of interest. We observed that the truncation error always lies in the range \([10^{-8}, 10^{-4}]\), for the values of \( V, \Delta t, \) pump field, and largest values of \( L \) studied. For more details we refer the reader to Refs. 22, 26, and 31.

A. Local magnetic moment

Figure 1 shows the time dependence of the local magnetic moment \( \langle S^2 \rangle \) as a function of time \( t \), for several values of the nearest-neighbor Coulomb interaction \( V \). The span of the pump pulse lies in the range \( t \in [0, 4] \) with maximum value at time \( t_{\text{peak}} = 2 \). A partial melting of the magnetic moment is observed for all values of \( V \).

![FIG. 1. Local magnetic moment \( \langle S^2 \rangle \) as a function of time \( t \), for several values of the nearest-neighbor Coulomb interaction \( V \). The span of the pump pulse lies in the range \( t \in [0, 4] \) with maximum value at time \( t_{\text{peak}} = 2 \). A partial melting of the magnetic moment is observed for all values of \( V \).](image)

accompanied by a reduction of antiferromagnetic correlations (not shown),\(^{46,47}\) and it is more pronounced when the pump pulse is being applied \( t \in [0, 4] \). We observe an overall similar trend for different values of \( V \), where the action of the resonant pump pulse reduces the magnetic moment by up to 7% in the long-time regime. The period of the oscillations in \( \langle S^2 \rangle \), for different \( V \), cannot be related to any energy scale. The reduction of the local magnetic moment implies a proliferation of doublons and holons. The transfer of energy from the pump pulse to the system makes high-energy states available during its time evolution. Such states typically contain a larger number of doublon-holon pairs compared to the ground state. Indeed, doublon-holon pairs are the excitations that drive the response observed in the time-resolved optical conductivity, as we will see below.

B. Differential optical conductivity

The real part of the differential optical conductivity \( \sigma_r(\omega, \Delta t) \) is shown in Fig. 2 for different values of the pump-probe time delay \( \Delta t \). This quantity is calculated as the numerical version (10) of the differential optical conductivity (9). The differential optical conductivity is defined as the variation of the current due to a pump pulse in the presence of a probe pulse. As discussed in Sec. III and other places,\(^{29–31}\) such definition of the optical conductivity allows to make a direct connection with pump and probe spectroscopy experiments.\(^{7,11,12,15}\)

The results for \( \sigma_r(\omega, \Delta t) \) are plotted for three different values of the nearest-neighbor interaction, namely, \( V = 1.5, 3, \) and 4.5, in Fig. 2 (top to bottom). The equilibrium optical conductivity \( \sigma_{\text{eq}}(\omega) \) is marked as the time delay \( \Delta t = -\infty \). For \( V = 1.5 \), a well-defined absorption band can be distinguished in the energy range \( \omega \in [U - W, U + W] \) in agreement with previous work.\(^{18–21,40}\) The spectral weight within such an interval is related to optical excitations composed of unbound doublon-
holon absorption band; this would be the analog of the well-defined absorption band for $V = 1.5$. The optical gap is defined by the excitonic peak when $V \geq W/2$ and by the low-energy edge of the absorption band for $V < W/2$. The results for the $\sigma^\text{re}(\omega)$ show that certainly the ground state corresponds to an insulator since there is no spectral weight at $\omega = 0$ for all values of $V$.

Let us now focus on the differential optical conductivity, shown in Fig. 2. For $V < W/2$, for all the reported time delays $\Delta t$, we notice the rapid formation of an absorption band that somehow resembles that of equilibrium, albeit with a slight redistribution of its spectral weight. The sharp response of the electron system is a resonant effect of the pump pulse, which is tuned to the frequency of maximum spectral weight in the equilibrium absorption band, $\omega_{\text{pump}} \sim 7.25$. We will see below that this photoinduced absorption band is related to ‘hot’ unbound doublon-holon quasiparticles (see Fig. 3).

At energies below the optical gap and as $\Delta t$ increases, we observe the progressive formation of mid-gap states due to the transfer of optical spectral weight of the absorption band towards the low-$\omega$ region, see Fig. 2. The signatures of photogenerated mid-gap states are reduced if the pump pulse is not resonant with the equilibrium absorption band (not shown). As discussed before, the mid-gap states are related to optically dark states now accessible due to the coupling of the system with the pump pulse. Indeed, the wave function $|\Psi(t)\rangle$ allows to access optical states with forbidden parity; such dark states are manifested as mid-gap states.

We now turn to the differential optical conductivity for $V > W/2$. At small time delays $\Delta t \sim 0$, we observe a fast photoexcitation of the excitonic peak and a gradual photogeneration of mid-gap states. As in the case $V < W/2$, the fast response is due to the resonant tuning of the pump pulse to the excitonic peak. At large time delays $\Delta t \gg 1$, there is a robust mid-gap state and the accumulation of spectral weight around the excitonic resonance energy. Note, however, that this resonance now has a particular asymmetric shape (more pronounced for $V = 4.5$). At intermediate time delays $\Delta t \gtrsim 1$ we see a tendency towards a photometallic state, noticed as an accrual of spectral weight for $\omega \rightarrow 0^+$, that disappears at later time delays.

During the time evolution of the excitonic resonance, dips or negative spectral weight develop. Such features can be understood as the result of quantum interference between the excitonic resonance and the absorption band that lies right above it. A minimal effective model that captures the essential physics is the Fano Hamiltonian:

$$\hat{H} = \hat{E}_X|X\rangle\langle X| + \sum_k \varepsilon_k|k\rangle\langle k| + \sum_k (V_k|X\rangle\langle k| + \text{H.c.}),$$

(14)

where $|X\rangle$ and $|k\rangle$ represent the excitonic state and the unbound doublon-holon quasiparticles that compose the absorption band, respectively. $E_X$ and $\varepsilon_k$ correspond to the energies of the exciton and the absorption band. $V_k$ is the hybridization between the excitonic resonance and

---

**FIG. 2.** Real part of the differential optical conductivity $\sigma_\text{re}(\omega, \Delta t)$ as a function of energy $\omega$ and pump-probe time delay $\Delta t$, for $V = 1.5$, 3, and 4.5 (from top to bottom). The time delay $\Delta t = -\infty$ corresponds to the equilibrium optical conductivity $\sigma^\text{eq}(\omega)$. A convolution with a Gaussian window function was performed, see Appendix A.
the absorption band. Based on Fig. 2, we observe that neither the excitonic resonance nor the absorption band change significantly their energy, we therefore attribute the time dependence to the hybridization coupling $V_h$.\(^{49}\)

With Hamiltonian (14) we can unfold the features observed in $\sigma_r(\omega, \Delta t)$. Namely, the dip/negative spectral weight for small $\Delta t$ and the asymmetric absorption band at large $\Delta t$. Those two features are part of the same phenomenon: a light-induced Fano resonance. The asymmetric absorption profile seen around the excitonic energy for $\Delta t \gg 1$ is a characteristic signature of the Fano resonance.\(^{48}\) We will see below that the resulting asymmetric absorption band indeed corresponds to a nonequilibrium version of (bi)excitons and excitonic strings seen at equilibrium.\(^{20,21}\)

We notice that our results have direct connection with time-resolved THz spectroscopy experiments on the organic salt ET-F$_2$TCNQ, where quantum interference between excitons and absorption-band states have given rise to nonequilibrium optical excitations and photometalization.\(^{7-9,11,12}\)

\section*{C. Doublon-holon correlations}

In order to shed light on the nature of the spectral peaks detected in $\sigma_r(\omega, \Delta t)$, we calculate the time-dependent connected doublon-holon correlation function at distance $r = m - j > 0$ and time $t$

$$C_{dh}(r, t) = \langle d_j h_m + h_j d_m \rangle - \langle d_j \rangle \langle h_m \rangle - \langle h_j \rangle \langle d_m \rangle. \quad (15)$$

The expectation value is taken over $|\Psi(t)\rangle$, $d_j = n_{j \uparrow} n_{j \downarrow}$ and $h_j = (1 - n_{j \uparrow})(1 - n_{j \downarrow})$ are the double-occupancy and the hole number operators at lattice site $j$. The correlator $C_{dh}(r, t)$ is a useful expectation value in the study of optical excitations generated by the current operator (3).

Results for the connected doublon-holon correlation function are shown in Fig. 3 and varying $V$. The features shared by $C_{dh}(r, t)$ for all values of $V$ shown are (i) at short times, there is a ballistic build up of correlations from short to large distances $r$; and (ii) at short distances and long times, a quasi-steady correlation pattern is present. This pattern is related to the excitations seen in $\sigma_r(\omega, \Delta t)$ at the excitonic resonances.

Let us now discuss the nature of the optical excitations and their dependence on $V$. For $V < W/2$, the correlation $C_{dh}(r, t)$ shows that the doublon and holons are practically uncorrelated at all distances. This implies that there is no particular tendency of the system to develop bound optical excitations composed of tightly coupled doublon-holon pairs. Consequently, no resonances are expected to appear in $\sigma_r(\omega, \Delta t)$.

The situation is radically different for $V > W/2$, where distinct and diverse correlation patterns emerge. In particular, for $V = 3$, a clear tendency towards the pattern doublon-holon-doublon-holon is observed. This particular excitation corresponds to a (bi)exciton\(^{20,21}\) and is the main driver of the optical excitations of the electron system after interacting with the pump pulse seen in $\sigma_r(\omega, \Delta t)$. If we now consider the case $V = 4.5$, the correlation pattern exhibited by $C_{dh}(r, t)$ is a ‘repeated’ doublon-holon pattern and is much more structured and spans over larger distances than the $V = 3$ case. These optical excitations are excitonic strings,\(^{21}\) which in this case are composed of approximately four tightly bound doublon-holon pairs.

In addition to the short distance patterns registered in $C_{dh}(r, t)$, at large distances we notice that the correlation is not zero, although it certainly decays while oscillating between positive and negative values. This residual large-distance correlations are not present in the equilibrium optical excitations.

\section*{D. Optical excitations size}

We can further characterize the photoexcitations detected in $\sigma_r(\omega, \Delta t)$ with the average doublon-holon distance $\xi_{dh}$, which is defined as the following weighted average of doublon-holon correlations:\(^{20,21}\)

$$\xi_{dh}(t) = \frac{\sum_r \langle r \rangle |C_{dh}(r, t)|}{\sum_r C_{dh}(r, t)} =: \frac{L}{2} \xi_{dh}, \quad (16)$$
FIG. 4. Dimensionless average doublon-holon excitation size $\xi_{dh}$ as a function of time $t$ for the values of $V$ shown in Figs. 2 and 3. Values of $\xi_{dh} \ll 1$ indicate a tendency to form a bound excitation ($V = 3, 4.5$). Values of $\xi_{dh} \approx 1$ mark a tendency towards an unbound excitation ($V = 1.5$).

where the sum goes from $r = 1$ to $L - 1$. If the doublon-holon excitation tends to be bound, $\xi_{dh} \ll L/2$; on the other hand, if the tendency is opposite the doublon-holon pair is not bound and $\xi_{dh} \sim L/2$. We introduce the dimensionless average doublon-holon distance $\xi_{dh} = \xi_{dh} / L$; hence, for bound doublon-holon pairs $\xi_{dh} \ll 1$ and for unbound doublon-holon pairs $\xi_{dh} \approx 1$. Notice that the connected correlation function $C_{dh}(r,t)$ decays to zero in equilibrium $t = 0$ as $r \rightarrow \infty$, therefore, providing a good measure for the calculation of the size of the excitations.

Figure 4 displays the dimensionless average doublon-holon distance $\xi_{dh}(t)$ for values of $V$ discussed in Figs. 1-3. We notice that for $V < W/2$, the long-time average distance between doublon and holon fluctuates around $\xi_{dh} \approx 0.7 \ll 1$. We interpret this result as an indication that the correlation pattern observed in $C_{dh}(r,t)$ describes holons and doublons behaving as independent excitations, since $\xi_{dh} \ll L/2$. In contrast, for $V > W/2$, the doublon and holon are much more confined since $\xi_{dh} \approx 0.25 \ll 1$, and $\xi_{dh} \ll L/2$. In this case, this result is indicative that the correlation pattern developed in $C_{dh}(r,t)$ correspond to bound optical excitations.

VI. CONCLUSIONS

We have examined the nonequilibrium optical response of a 1D Mott insulator to a pump pulse, in the particular context of the extended Hubbard model. We have derived an expression for the differential optical conductivity, which is related to the time-resolved optical conductivity: a key quantity in pump and probe spectroscopy experiments. We have computed it using a numerical prescription proposed in Ref. 29 and time-dependent DMRG. We detect a reduction of the local magnetic moment and concurrent photoexcitation of doublons and holons. The differential optical conductivity exhibits two main features: (i) photogeneration of mid-gap spectral weight associated to parity-forbidden optical states, and (ii) melting of the excitonic peak and emergence of a Fano optical resonance due to quantum interference of excitons and absorption band. The resulting nonequilibrium optical excitations are renormalized excitonic strings, (bi)excitons, or unbound doublon-holon pairs, upon decreasing of intersite Coulomb repulsion. Our results have direct relevance to pump and probe spectroscopy experiments in the THz domain performed on organic salts such as ET-F$_2$TCNQ, where quantum interference between excitons and absorption-band states have given rise the nonequilibrium optical excitations and photometalization.
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Appendix A: Fourier transform and window functions

Given a signal $f(t)$, its Fourier transform is defined as

$$f(\omega) = \int_{-\infty}^{+\infty} dt e^{i\omega t} W(t-t_0)f(t), \quad (A1)$$

where we have introduced the filter or window function $W(t-t_0)$. Useful window functions are

$$W(t-t_0) = \begin{cases} \exp[-(t-t_0)^2/2w^2] & \text{Gauss} \\ \exp(-\eta|t-t_0|) & \text{Poisson} \\ \cos^2[\pi(t-t_0)/c] & \text{Hann} \end{cases} \quad (A2)$$

where $\eta$, $w$, and $c$ are selected depending on the strength and robustness of the signal $f(t)$ at long times. For all practical purposes, all the simulations have a finite simulation time $t_{DMRG}$ so that the Fourier transform (A1) is performed in the interval $t \in [0, t_{DMRG}]$ instead.

The time $t_0$ is the center of the window function. In time-resolved spectroscopy this will account for the time at which maximum amplitude of the electric field $E_{pmp}(t)$ is reached. Before and after the peak of $E_{pmp}(t)$ the current is not very much disturbed by it. The largest change to the current occurs around $t_0 = t_{pmp}$ so we centered the window function around it. The physical intuition behind using window functions is that $W(t-t_0)$ will partially account for decay and dephasing processes like electron-phonon and inelastic electron-electron interactions.

In our calculations we have found similar results for different window functions. The chosen value for the window width, $w = 18\tau_{pmp}$, offers a fair tradeoff between a weighted time average with high frequency resolution, while controlling the appearance of spurious poles, and a low impact of DMRG’s truncation error at long times due to a finite-bond dimension MPS.
Appendix B: Relation to linear response theory

We derive a correspondence between the differential optical conductivity (9) and a nonequilibrium form of the optical conductivity obtained from linear response theory. In the following, we neglect the diamagnetic term of the current operator to simplify the algebra.

We start from the equilibrium, linear-response expression of the current operator to an external perturbation (we use a hat to distinguish operators from expectation values)

\[ J(t) = J_0 + i \int_{t_0}^{t} ds \langle \Psi(0) | \hat{V}(s), \hat{J}(t) | \Psi(0) \rangle + O(V^2). \]  

(B1)

This expression assumes that we start with a many-body Hamiltonian \( \hat{H} \) and the perturbation \( \hat{V}(t) \) is switched on for \( t > t_0 \). \( \hat{J}(t) \) is the current operator, and \( J(t) \) and \( J_0 \) are its expectation values taken over \( |\Psi(t)\rangle \) and \( |\Psi(0)\rangle \), for the perturbed and unperturbed cases, respectively.

Now, we generalize that expression to a non-equilibrium pump-probe scenario, using the following protocol. First, the perturbation is due to the probe, such that \( \hat{V}(t) = -\hat{J}(t) A(t) \), where \( A(t) = A_{\text{prb}}(t) \) is the probe pulse and \( t_0 = t_{\text{prb}} \) is the time at which we probe the system with an electric field \( E(t) = -\partial_t A(t) \). (We drop the ‘prb’ label for simplicity and reintroduce it in the final result.) Second, evolve the ground state, \( |\Psi(t = -\infty)\rangle \), up to time \( t_0 \):

\[ |\Psi(t_0)\rangle = T \exp(-i \int_{t_0}^{t_0} \hat{H}(\tau) d\tau) |\Psi(t = -\infty)\rangle, \]

where \( \hat{H}(t) \) includes the pump pulse \( A_{\text{pmp}}(t) \), but not the probe field. Finally, at time \( t_0 \), the probe field is switched on. The resulting non-equilibrium, linear response of the system can be written as

\[ J(t, t_0) = J_0(t) - i \int_{-\infty}^{t} ds \langle \Psi(t_0) | [\hat{J}(s), \hat{J}(t)] | \Psi(t_0) \rangle A(s) + O(A^2), \]  

(B2)

where, to further simplify the expressions, we have introduced the shorthand notation \( J(t, t_0) \) \( \leftrightarrow J(t, E, t_0) \), \( J_0(t) \) \( \leftrightarrow J(t, E, 0) \). The expectation value \( J(t, E, t_0) \) was defined at the beginning of Sec. III. Fourier transforming \( J(t, t_0) \), \( J_0(t) \), \( A(s) \), and performing the change of variables \( s \leftrightarrow t - s \) we obtain

\[ J(\omega, t_0) = J_0(\omega) - i \int_{0}^{\infty} ds \langle \Psi(t_0) | [\hat{J}(t-s), \hat{J}(t)] | \Psi(t_0) \rangle e^{i\omega s} A(\omega) + O(A^2). \]  

(B3)

Using the fact that \( \hat{J}(t) \) is written in the interaction representation, \( \hat{J}(t) = e^{i\hat{H}t} \hat{J} e^{-i\hat{H}t} \), and that in frequency domain the electric field and the vector potential satisfy \( E(\omega) = i\omega A(\omega) \), we can further simplify to

\[ J(\omega, t_0) = J_0(\omega) + \frac{1}{\omega} \int_{0}^{\infty} ds e^{i\omega s} \langle \Psi(t_0) | [\hat{J}(s), \hat{J}(0)] | \Psi(t_0) \rangle E(\omega), \]  

(B4)

\[ =: J_0(\omega) + \sigma(\omega, t_0) E(\omega), \]  

(B5)

where we have implicitly introduced the non-equilibrium optical conductivity \( \sigma(\omega, t_0) \) and dropped any nonlinear contributions to \( J(\omega, t_0) \). The definition \( \sigma(\omega, t_0) \) is a non-equilibrium generalization of the familiar expression obtained from the Kubo formula.\(^{29,41}\)

Starting from the above linear-response expression out of equilibrium, replacing the shorthand notation introduced before: \( J(\omega, E, t_0) \) \( \leftrightarrow J(\omega, t_0) \), \( J(\omega, E, 0) \) \( \leftrightarrow J_0(\omega) \), and reintroducing the label ‘prb,’ the resulting expression for the expectation value of the current operator reads

\[ J(\omega, E, t_{\text{prb}}) = J(\omega, E, 0) + \sigma(\omega, t_{\text{prb}}) E_{\text{prb}}(\omega). \]  

(B6)

Integrating with respect to \( \omega \in [0, \infty) \), for fixed \( E \) and \( t_{\text{prb}} \), and introducing the integrated current functional \( \mathcal{J}(E) \) (6), we find that

\[ \mathcal{J}(E) = \mathcal{J}_0(E) + \int_{0}^{\infty} d\omega \sigma(\omega, t_{\text{prb}}) E_{\text{prb}}(\omega). \]  

(B7)

The functional differential of \( \mathcal{J} \) is defined as \( \delta \mathcal{J} := \mathcal{J}(E) - \mathcal{J}(0) \), such that the resulting expression is the same as Eq. (8), derived in Sec. III. From this result, we can reach the definition of the differential optical conductivity (9), using the construction outlined in Sec. III.

We, therefore, have shown that starting from a non-equilibrium linear response theory it is possible to obtain the definition of the differential optical conductivity (9), using the concept of functional derivative from calculus of variations.\(^{44}\)
Further study of this model is currently underway.