Abstract

Structural identifiability is a property of an ODE model with parameters that allows for the parameters to be determined from continuous noise-free data. This is a natural prerequisite for practical identifiability. Conducting multiple independent experiments could make more parameters or functions of parameters identifiable, which is a desirable property to have. How many experiments are sufficient? In the present paper, we provide an algorithm to determine the exact number of experiments for multi-experiment local identifiability and obtain an upper bound that is off at most by one for the number of experiments for multi-experiment global identifiability.

Interestingly, the main theoretical ingredient of the algorithm has been discovered and proved using model theory (in the sense of mathematical logic). We hope that this unexpected connection will stimulate interactions between applied algebra and model theory, and we provide a short introduction to model theory in the context of parameter identifiability. As another related application of model theory in this area, we construct a nonlinear ODE system with one output such that single-experiment and multiple-experiment identifiability are different for the system. This contrasts with recent results about single-output linear systems.

We also present a Monte Carlo randomized version of the algorithm with a polynomial arithmetic complexity. Implementation of the algorithm is provided and its performance is demonstrated on several examples. The source code is available at https://github.com/pogudingleb/ExperimentsBound.

1 Introduction

Structural identifiability is a property of an ODE system with parameters that allows for the parameters to be uniquely determined (global identifiability) or determined up to finitely many choices (local identifiability) from noiseless data and sufficiently exciting inputs (also known as the persistence of excitation, see [13, 29, 31]). Performing structural identifiability analysis is an important first step in evaluating and, if needed, adjusting the system before a reliable practical parameter identification is performed.

For an ODE model, some of the parameters or functions of parameters could be non-identifiable from a single experiment, but these parameters could become identifiable if one conducts more than one experiment [17, 27]. Knowing the number of experiments to be conducted to achieve the maximal possible identifiability (that is, if the identifiability did not occur after this many experiments, it will not occur after additional experiments) is important for designing experimental protocols involving several experiments [27, Section III.B]. In particular, making this number smaller would allow for less expensive experimental protocols. Also, knowing these bounds, one can use existing software for assessing local [12, 24, 28] or global [9] single-experiment identifiability to check multi-experiment identifiability.
of parameters (or functions of parameters) of interest. Note that, due to [17, Theorem 19], one can alternatively use software based on input-output equations [16, 23] to find the multi-experiment identifiable functions, but this approach does not determine the number of experiments.

One can find such a number of experiments for the case of local identifiability using the algorithm presented in [27] if all parameters are locally identifiable. In [17, Section 4], we gave an algorithm computing, among other things, an upper bound for the number of experiments to achieve the maximal possible global identifiability. The proposed algorithm had two drawbacks: it used the Rosenfeld-Gröbner algorithm for differential elimination, which may be computationally very expensive, and the resulting bound could be arbitrarily far from the exact one.

In this paper, we present an algorithm that computes:

- the smallest number of experiments to achieve the maximal possible local identifiability,
- the number of experiment to achieve the maximal possible global identifiability so that this number exceeds the minimal such number by at most one.

We present a randomized Monte Carlo version of this algorithm having polynomial arithmetic complexity (see Section 6.1). We have implemented this algorithm in Julia language, demonstrated its performance on several examples, and compared with the algorithm from [17] (see Section 6.2).

Our algorithm is based on theoretical properties of multi-experiment identifiability that we establish (summarized in Section 3). The process of discovery and establishing of these properties originated from model theory (in the sense of mathematical logic). The use of model theory in this area is novel, so we give a brief overview here. Already differential algebra plays a large role in structural identifiability (see, e.g., [13]). Differential algebra and the study of solution sets of ODEs in differential rings and fields, are enhanced by model-theoretic perspectives and methods, especially from stability theory. In particular, differential fields of definition (of differential ideals) are special cases of canonical bases from model theory. Using model-theoretic ideas in a non-trivial way, we will prove new quantitative results on recovering such differential fields of definitions from sufficiently many independent solutions. In Section 7, we will elaborate on the relationship between the setup of multi-experiment identifiability and that of differential algebra/model theory, where we will give additional references.

We also use model theoretic tools to construct an example contrasting with recent results about multi-experiment identifiability of linear systems [18]. [18, Theorem 1] implies that single-experiment and multi-experiment identifiability are the same thing for linear ODE systems with one output. In Section 4, we show a series of non-linear systems for which this is not the case.

The paper is organized as follows. In Section 2, we give basic definitions from differential algebra and structural identifiability. Section 3 summarizes our main results. Section 4 contains the example of a single-output system for which single-experiment and multi-experiment identifiability do not coincide. In section 5, we give an algebraic proof of Theorem 3.1, which is the main theoretical ingredient of our algorithm. In Section 6, we present our algorithm, analyze its complexity, describe our implementation, and demonstrate it on a set of examples (including comparison with the algorithm from [17]). In Section 7, we describe the connections between identifiability and model theory and explain the model-theoretic context of the results in this paper. The section is aimed at readers who are interested in knowing why and how model-theoretic methods are useful in or relevant to identifiability problems. Although the reader need not be a specialist in model theory, they should either be acquainted with the basic notions or be willing to follow up the references.

Our implementation together with all examples used in the paper can be found at https://github.com/pogudingleb/ExperimentsBound.

2 Preliminaries

2.1 Differential algebra

Definition 2.1 (Differential rings and fields).

- A differential ring \((R,')\) is a commutative ring with a derivation \(': R \to R\), that is, a map such that, for all \(a, b \in R\), \((a+b)' = a' + b'\) and \((ab)' = a'b + ab'\). A differential ring that is also a field is called a differential field.
• For an extension of differential fields \( F \subset E \) and elements \( a_1, \ldots, a_n \in E \), let \( F(a_1, \ldots, a_n) \) denote the smallest differential subfield of \( E \) containing \( F \) and \( a_1, \ldots, a_n \).

**Definition 2.2** (Differential polynomials and differential ideals).

- The ring of differential polynomials in the variables \( x_1, \ldots, x_n \) over a field \( K \) is the ring \( K[x_1^{(i)} \mid i \geq 0, 1 \leq j \leq n] \) with a derivation defined on the ring by \( (x_j)^{(i)} := x_j^{(i+1)} \). This differential ring is denoted by \( K[x_1, \ldots, x_n] \).

- An ideal \( I \) of a differential ring \( (R, \cdot) \) is called a differential ideal if, for all \( a \in I, a' \in I \). For \( F \subset R \), the smallest differential ideal containing set \( F \) is denoted by \( [F] \).

- For an ideal \( I \) and element \( a \) in a ring \( R \), we denote \( I: a^\omega = \{ r \in R \mid \exists \epsilon: a' r \in I \} \). This set is an ideal in \( R \).

### 2.2 Identifiability

We will consider an algebraic differential model

\[
\Sigma := \left\{ \begin{array}{l}
\dot{x} = \bar{f}(\bar{x}, \bar{\mu}, \bar{u}), \\
\bar{y} = \bar{g}(\bar{x}, \bar{\mu}, \bar{u}),
\end{array} \right.
\]

(1)

where

- \( \bar{f} = (f_1, \ldots, f_n) \) and \( \bar{g} = (g_1, \ldots, g_m) \) are tuples of rational functions over \( \mathbb{C} \);
- \( \bar{x}, \bar{u}, \bar{y} \) are state, input, and output variables, respectively;
- \( \bar{\mu} = (\mu_1, \ldots, \mu_i) \) are parameters.

The analytic notion of identifiability [10, Definition 2.5] is equivalent (see [10, Proposition 3.4] and [18, Proposition 4.7]) to the following algebraic definition, which we will use.

We write \( \bar{f} = \frac{F}{Q} \) and \( \bar{g} = \frac{G}{Q} \), where \( F \) and \( G \) are tuples of polynomials over \( \mathbb{C}(\bar{\mu}) \) and \( Q \) is the common denominator of \( \bar{f} \) and \( \bar{g} \). Here we consider \( \mathbb{C}(\bar{\mu}) \) as a differential field of constants. Then we define a differential ideal

\[
I_\mathbb{C} := [Qx_1' - F_1, \ldots, Qx_n' - F_n, Qy_1 - G_1, \ldots, Qy_m - G_m] : Q^n \subset \mathbb{C}(\bar{\mu})\{\bar{x}, \bar{y}, \bar{u}\}. \tag{2}
\]

Observe that every solution of (1) is a solution of \( I_\mathbb{C} \).

**Definition 2.3** (Generic solution). A tuple \((\bar{x}^*, \bar{y}^*, \bar{u}^*)\) from a differential field \( k \supset \mathbb{C}(\bar{\mu}) \) is called a generic solution of (1) if, for every differential polynomial \( P \in \mathbb{C}(\bar{\mu})\{\bar{x}, \bar{y}, \bar{u}\}, \)

\[
P(\bar{x}^*, \bar{y}^*, \bar{u}^*) = 0 \iff P \in I_\mathbb{C}.
\]

**Remark 2.4.** [10, Lemma 3.2] implies that \( I_\mathbb{C} \) is a prime differential ideal. Therefore, it has a generic solution.

**Definition 2.5** (Identifiability: single-experimental). For a model \( \Sigma \) in (1), a rational function \( h \in \mathbb{C}(\bar{\mu}) \) is said to be globally (resp., locally) single-experiment identifiable (SE-identifiable) if, for every generic solution \((\bar{x}^*, \bar{y}^*, \bar{u}^*)\) of (1) considered as a system of differential equations over \( \mathbb{C}(\bar{\mu}) \), we have

\[
h(\bar{\mu}) \in \mathbb{C}(\bar{y}^*, \bar{u}^*) \quad \text{(resp., } h(\bar{\mu}) \text{ is algebraic over } \mathbb{C}(\bar{y}^*, \bar{u}^*))\).
\]

**Remark 2.6.** The equivalence of Definition 2.5 to the more common analytic definition of identifiability has been established in [10, Proposition 3.4]. For a comparison with other definitions, see [1, Section 2.1.1].

**Definition 2.7** (Identifiability defect). For a model \( \Sigma \) in (1), we define the identifiability defect as

\[
\text{defect}(\Sigma) := \text{trdeg}_{\mathbb{C}(\bar{y}^*, \bar{u}^*)} \mathbb{C}(\bar{\mu})\{\bar{y}^*, \bar{u}^*\},
\]

where \((\bar{x}^*, \bar{y}^*, \bar{u}^*)\) is any generic solution of (1) (one can show that the defect does not depend on the choice of the generic solution).

For example, \( \text{defect}(\Sigma) = 0 \) implies that all the parameters are locally identifiable.
Definition 2.8 (Identifiability: multi-experimental, [17, Definition 16]).

- For a model \( \Sigma \) and a positive integer \( r \), we define the \( r \)-fold replica of \( \Sigma \) as

\[
\Sigma_r := \begin{cases} 
\bar{x}_i = \tilde{f}(\bar{x}, \bar{\mu}, \bar{u}), & i = 1, \ldots, r, \\
\bar{y}_i = \tilde{g}(\bar{x}, \bar{\mu}, \bar{u}), & i = 1, \ldots, r,
\end{cases}
\]

where \( \bar{x}_1, \ldots, \bar{x}_r, \bar{y}_1, \ldots, \bar{y}_r, \bar{u}_1, \ldots, \bar{u}_r \) are new tuples of indeterminates (note that the vector of parameters is not being replicated).

- For a model \( \Sigma \), a rational function \( h \in \mathbb{C}(\bar{\mu}) \) is called globally (resp., locally) multi-experimental identifiable (ME-identifiable) if there exists a positive integer \( r \) such that \( h(\bar{\mu}) \) is globally (resp., locally) SE-identifiable in \( \Sigma_r \).

Notation 2.9. For a differential model \( \Sigma \) we define \( \text{NumExpGlob}(\Sigma) \) (resp., \( \text{NumExpLoc}(\Sigma) \)) as the smallest integer \( r \) such that, for every \( h(\bar{\mu}) \in \mathbb{C}(\bar{\mu}) \), the following are equivalent:

- \( h \) is globally (resp., locally) multi-experimental identifiable for \( \Sigma \);
- \( h \) is globally (resp., locally) single-experimental identifiable for \( \Sigma_r \).

Remark 2.10. A simple family of linear models \( \Sigma \) that reaches arbitrarily high values for the number of experiments, \( \text{NumExpLoc}(\Sigma_r) = \text{NumExpGlob}(\Sigma_r) = r \), is [17, Example 30].

3 Main results

Our results consist of a theoretical part and algorithms building upon the theory. The theoretical contribution is summarized in the statements below. In particular, Theorem 3.1 is the basis for an algorithm for computing \( \text{NumExpLoc}(\Sigma) \) and obtaining an upper bound for \( \text{NumExpGlob}(\Sigma) \) that is off at most by one. [18, Theorem 4.2] implies that, for single-output linear models, identifiable and multi-experiment identifiable functions coincide. Conclusion 3.3 indicates that this does not generalize to nonlinear models.

Theorem 3.1. For every algebraic differential model \( \Sigma \) of the form (1), we have:

1. \( \text{NumExpLoc}(\Sigma) = \min\{r \mid \text{defect}(\Sigma_r) = \text{defect}(\Sigma_{r+1})\} \).
2. \( \text{NumExpLoc}(\Sigma) \leq \text{NumExpGlob}(\Sigma) \leq \text{NumExpLoc}(\Sigma) + 1.\)

Corollary 3.2. For every algebraic differential model \( \Sigma \) of the form (1) with \( \ell \) parameters:

\[
\text{NumExpLoc}(\Sigma) \leq \ell \quad \text{and} \quad \text{NumExpGlob}(\Sigma) \leq \ell + 1.
\]

Conclusion 3.3. There is a system of the form (1) with a single output such that the fields of identifiable and multi-experiment identifiable functions do not coincide.

Proofs of Theorem 3.1 and Conclusion 3.3 are presented in Sections 5 and 4, respectively.

On the algorithmic side, Theorem 3.1 yields a probabilistic algorithm for computing the value \( \text{NumExpLoc}(\Sigma) \) and a bound for \( \text{NumExpGlob}(\Sigma) \) that is off at most by one with arithmetic complexity being polynomial in the complexity of the system (Proposition 6.5). We implemented this algorithm, and we demonstrate its practical performance and apply it to examples in Section 6.

4 Single-output model requiring more than one experiment

In this section, we will prove Conclusion 3.3 by showing that the SE-identifiable and ME-identifiable functions do not coincide for the following model \( \Sigma \):

\[
\begin{align*}
x_1' &= 0, \\
x_2' &= x_1x_2 + \mu_1x_1 + \mu_2, \\
y &= x_2.
\end{align*}
\]
We will now give a direct algebraic proof. In Section 7.2, we present the model-theoretic argument that has been used to construct this example and can be used to construct more complex ones.

**Lemma 4.1.** The field of ME-identifiable function of (3) is \( \mathbb{C}(\mu_1, \mu_2) \) but neither \( \mu_1 \) nor \( \mu_2 \) is SE-identifiable.

**Proof.** We find the field of ME-identifiable function using [17, Theorem 19]. Differentiating the second equation in (3), we get \( x_2'' = x_1 x_2' \). Using this equation, we can eliminate \( x_1 \) from the second equation of (3) and obtain:

\[
x_2 x_2'' - (x_2')^2 + \mu_1 x_2'' + \mu_2 x_2' = 0.
\]

(4)

Since \( x_2 \) does not satisfy any first order equation over \( \mathbb{C}(\mu_1, \mu_2) \) modulo \( I_E \) and (4) is irreducible, the set consisting of (4) is a set of input-output equations for \( \Sigma \), so [17, Theorem 19] implies that the coefficients \( \mu_1 \) and \( \mu_2 \) of (4) are ME-identifiable.

To prove that \( \mu_1 \) and \( \mu_2 \) are not SE-identifiable, consider a generic solution \( (x_1^*, x_2^*, y^*) \) of (3). Then there is a differential automorphism of \( \mathbb{C}(\bar{\mu})(x_1^*, x_2^*, y^*) \) defined by

\[
\alpha|_{\mathbb{C}(\bar{\mu})(x_1^*, x_2^*, y^*)} = \text{id}, \quad \alpha(\mu_1) = \mu_1 + 1, \quad \alpha(\mu_2) = \mu_2 - x_1.
\]

Therefore, neither of \( \mu_1 \) or \( \mu_2 \) belongs to \( \mathbb{C}(y^*) \).

**Remark 4.2.** Using [17, Algorithm 1], one can show that the field of SE-identifiable functions of (3) is \( \mathbb{C} \).

## 5 Bounding the number of experiments (proof of Theorem 3.1)

In this subsection, we will give an algebraic proof (but with a strong model theoretic flavor, which we expand in Section 7.3) of Theorem 3.1. We start with fixing some notation for the subsection.

**Notation 5.1.**

- \( \vec{a}, \vec{b}, \) and \( \vec{c} \) denote tuples of elements of differential fields.
- \( \vec{x}, \vec{y}, \) and \( \vec{z} \) denote tuples of differential indeterminates. Moreover, we will assume that \( |\vec{a}| = |\vec{x}|, |\vec{b}| = |\vec{y}|, \) and \( |\vec{c}| = |\vec{z}|. \)
- \( k_0 \) will be a fixed differential ground field (in applications, \( k_0 = \mathbb{Q}, \mathbb{R}, \mathbb{C} \) with zero derivation). We will also consider an extension \( K \supset k_0 \) such that \( K \) is differentially closed and \( |k_0| \)-saturated field. Saturation and differentially closed fields are defined in Section 7, in this section we will use only the following algebraic consequence of these properties [15, Propositions 4.2.13 and 4.3.3 and page 117]: for every subfield \( k \subset K \) of cardinality at most \( |k_0| \) and every differential automorphism \( \alpha \) of \( k \), \( \alpha \) can be extended to an endomorphism of \( K \).
- Let \( E \) be a field and \( \vec{a} \) be a tuple of elements from some extension of \( E \). Then \( \text{trdeg}_E \vec{a} \) denotes \( \text{trdeg}_E E(\vec{a}) \).

**Notation 5.2.** Let \( k \subset K \) be an intermediate differential field (in applications, we will have \( k = \mathbb{C}(\bar{\mu}) \)) and \( \vec{a} \) a tuple from \( K \).

- The vanishing ideal of \( \vec{a} \) over \( k \) is denoted by

\[
I_k(\vec{a}) := \{ p \in k(\vec{x}) \mid p(\vec{a}) = 0 \}.
\]

- We denote the differential-algebraic variety of \( \vec{a} \) with respect to \( K \) defined over \( k \) by

\[
V_{K/k}(\vec{a}) := \{ \vec{b} \in K \mid p(\vec{b}) = 0 \quad \forall p \in I_k(\vec{a}) \} \subset K[\vec{a}].
\]

We consider this as a differential-algebraic variety over \( K \), and it is not necessarily irreducible. For brevity, until the end of the section, by “variety” we will mean “differential-algebraic variety”.

- For a tuple \( \vec{a} \) from \( K \), \( \text{FD}_k(\vec{a}) \) denotes the field generated by \( k_0 \) and the field of definition of \( I_k(\vec{a}) \) (cf. Example 7.19).
Let $(I_k(\bar{a}), I_k(\bar{b}))$ denote the ideal in $k\{\bar{x}, \bar{y}\}$ generated by $I_k(\bar{a}) \subset k\{\bar{x}\}$ and $I_k(\bar{b}) \subset k\{\bar{y}\}$. For tuples $\bar{a}_1, \ldots, \bar{a}_n$, the ideal $(I_k(\bar{a}_1), \ldots, I_k(\bar{a}_n))$ is defined analogously.

For tuples $\bar{a}_1$ and $\bar{a}_2$ of the same length, we write $I_k(\bar{a}_1) \cong I_k(\bar{a}_2)$ if the ideals $I_k(\bar{a}_1)$ and $I_k(\bar{a}_2)$ coincide if being considered in the same ring $k\{\bar{x}\}$.

**Lemma 5.3.** Let $k \subset K$ be a differential subfield and $\bar{a}$ and $\bar{b}$ tuples from $K$ such that $I_k(\bar{a}, \bar{b}) = (I_k(\bar{a}), I_k(\bar{b}))$. Then $I_k(\bar{a})$ is generated by $I_k(\bar{b})$.

**Proof.** By clearing denominators, every element $p \in I_k(\bar{a})$ can be written as $p = q(\bar{x}, \bar{b})/d$, where $d \in I_k(\bar{b})$ and $q(\bar{x}, \bar{y}) \in I_k(\bar{a}, \bar{b})$. The differential polynomial $q(\bar{x}, \bar{y})$ can be written as a combination of elements of $I_k(\bar{a})$ and $I_k(\bar{b})$. If we plug $\bar{y} = \bar{b}$, the terms from $I_k(\bar{b})$ will vanish, so $q(\bar{x}, \bar{b})$ can be written as a combination of elements of $I_k(\bar{a})$. Then the same is true for $p$. \qed

**Proposition 5.4** (cf. [17, Theorem 19]). Let $k \subset K$ be a differential subfield and $\bar{a}_1, \bar{a}_2, \ldots$ be tuples of the same length from $K$ with

$$I_k(\bar{a}_1) \cong I_k(\bar{a}_2) \cong \cdots \text{ and } I_k(\bar{a}_1, \ldots, \bar{a}_\ell) = (I_k(\bar{a}_1), \ldots, I_k(\bar{a}_\ell)) \text{ for every } \ell \geq 1.$$ 

Then there exists $N$ such that (see Notation 5.2)

$$\text{FD}_k(\bar{\lambda}) \subset k_0(\bar{a}_1, \ldots, \bar{a}_N).$$

**Proof.** Let $L = k_0(\bar{c})$ be generated by the field of definition of $J := I_k(\bar{a}_1)$ and by $k_0$. We consider an arbitrary ordering of the monomials of the corresponding differential ring, and consider a linear basis of $J$ that is in the reduced row echelon form with respect to this ordering (this construction is described in more details in the proof of [19, Theorem 4.7]). The elements of this basis form a set of generators $\{f_\lambda\}_{\lambda \in \Lambda}$ of $J$ such that, for every $\lambda \in \Lambda$,

- the coefficients of $f_\lambda$ are in $L$ and at least one of them is $1$;
- for every $g \in J \setminus \{f_\lambda\}$, the support of $f_\lambda - g$ is not a proper subset of the support of $f_\lambda$.

Then the coefficients of $\{f_\lambda\}_{\lambda \in \Lambda}$ generate $L$ over $k_0$. We fix some $\lambda$ and write $f_\lambda = m_0 + c_1m_1 + \cdots + c_Nm_N$, where $m_1, \ldots, m_N$ are differential monomials and $c_1, \ldots, c_N \in L$. We will show that $c_1, \ldots, c_N \in \mathbb{Q}\{\bar{a}_1, \ldots, \bar{a}_N\}$. For every $j \geq 1$, we denote the monomial $m_j$ evaluated at $\bar{a}_j$ by $m_{j,i}$. Then we have a linear system in $c_1, \ldots, c_N$

$$\begin{pmatrix} m_{1,1} & \cdots & m_{1,N} \\ \vdots & \ddots & \vdots \\ m_{N,1} & \cdots & m_{N,N} \end{pmatrix} \begin{pmatrix} c_1 \\ \vdots \\ c_N \end{pmatrix} = \begin{pmatrix} -m_{1,0} \\ \vdots \\ -m_{N,0} \end{pmatrix}.$$

We denote the matrix of the above system by $S$. If $\det S \neq 0$, then, solving the system, we show that $c_1, \ldots, c_N \in \mathbb{Q}\{\bar{a}_1, \ldots, \bar{a}_N\}$. Assume that $\det S = 0$ and let $S_0$ be the smallest singular minor of $S$. Let the index of the first row of $S_0$ be $s$, and define $E := k(\bar{a}_1, \ldots, \bar{a}_{s-1}, \bar{a}_{s+1}, \ldots, \bar{a}_N)$. Expanding the equality $\det S_0 = 0$ with respect to the first row, we obtain an element $p$ of $I_E(\bar{a}_s)$. The minimality of $S_0$ implies that $p \neq 0$. Since the support of $p$ is a proper subset of the support of $f_\lambda$, we conclude that $I_E(\bar{a}_s)$ is not generated by $I_k(\bar{a}_s)$. This contradicts Lemma 5.3.

Since $L$ is finitely generated (follows, for example, from [18, Proposition 4.11]), the coefficients of finitely many $f_\lambda$’s generate $L$ over $k$. Taking the maximum of the corresponding $N$’s will give the desired $N$ and finish the proof. \qed

**Lemma 5.5.** Let $k$ with $k_0 \subset k \subset K$ be a differential field differentially finitely generated over $k_0$ and $\bar{a}$ a tuple from $K$. Then, for every component $C$ of $\Psi_{K/k}(\bar{a})$, there exists $\bar{b} \in C$ such that $I_{k_0}(\bar{a}) \cong I_{k_0}(\bar{b})$.

**Proof.** The ideal $I_k(\bar{a})$ is prime. Then the Galois group of $k^{alg} \subset K$ over $k$ acts transitively on the components of $\Psi_{K/k}(\bar{a})$. Let $C_0$ be a component containing $\bar{a}$, and let $\alpha$ be an automorphism of $k^{alg}$ over $k$ that maps $C_0$ to $C$. By Notation 5.1, since $|k| = |k_0|$, $\alpha$ can be lifted to a differential endomorphism of $K$ which we will denote by $\alpha$ as well. We set $\bar{b} := \alpha(\bar{a})$. Then we have $I_{k_0}(\bar{a}) \cong I_{k_0}(\bar{b})$ due to the $\alpha$-invariance of $k_0$. \qed

**Lemma 5.6.** Let $k$ with $k_0 \subset k \subset K$ be a differential subfield. Let
• $I_k(\bar{a}, \bar{b}) = (I_k(\bar{a}), I_k(\bar{b}));$

• $\bar{c}$ from $k$ be such that $\text{FD}_k(\bar{a}) \cup \text{FD}_k(\bar{b}) \subset k_0(\bar{c})$ (see Notation 5.2);

• a component $C \subset \mathcal{V}_{k/k_0}(\bar{c})$ is such that $C \subset \mathcal{V}_{k/k_0}(\bar{b})(\bar{c})$.

Then $C$ is a component of $\mathcal{V}_{k/k_0}(\bar{a}, \bar{b})(\bar{c})$.

**Proof.** Consider any $p \in I_{k_0(\bar{a}, \bar{b})(\bar{c})} \subset k_0(\bar{a}, \bar{b})\{\bar{z}\}$. Let $d \in k_0(\bar{a}, \bar{b})$ be the product of the denominators of the coefficients of $p$. Then there exists $q \in k_0\{\bar{x}, \bar{y}, \bar{z}\}$ such that $q(\bar{a}, \bar{b}, \bar{z}) = dp$. Since $q(\bar{a}, \bar{b}, \bar{c}) = 0$, we have

$$q(\bar{x}, \bar{y}, \bar{c}) \in k_0(\bar{c})\{\bar{a}, \bar{b}\} I_{k_0(\bar{c})}(\bar{a}) + k_0\{\bar{x}, \bar{y}, \bar{z}\} I_{k_0(\bar{c})}(\bar{b}),$$

where the latter equality follows from $I_k(\bar{a}, \bar{b}) = (I_k(\bar{a}), I_k(\bar{b}))$ and the fact that $k_0(\bar{c})$ contains the fields of definitions of $I_k(\bar{a})$ and $I_k(\bar{b})$. By clearing the denominators with respect to $\bar{c}$, we conclude that there exists $h(\bar{z}) \in k_0\{\bar{z}\}$ such that $h(\bar{c}) \neq 0$ and

$$h(\bar{z})q(\bar{x}, \bar{y}, \bar{c}) \in k_0\{\bar{x}, \bar{y}, \bar{z}\} I_{k_0(\bar{c})}(\bar{a}) + k_0\{\bar{x}, \bar{y}, \bar{z}\} I_{k_0(\bar{c})}(\bar{b}).$$

Thus, $h(\bar{z})q(\bar{a}, \bar{b}, \bar{z})$ vanishes on $\mathcal{V}_{k/k_0}(\bar{a}, \bar{b})(\bar{c}) \cap \mathcal{V}_{k/k_0}(\bar{b})(\bar{c})$ and, consequently, on $C$. If $q(\bar{a}, \bar{b}, \bar{z})$ does not vanish on $C$, then $h(\bar{z})$ does. However, this is impossible due to Lemma 5.5 because $h(\bar{c}) \notin I_{k_0(\bar{c})}$. Thus, $p$ vanishes on $C$, and so $C \subset \mathcal{V}_{k/k_0}(\bar{a}, \bar{b})(\bar{c})$. On the other hand, $\mathcal{V}_{k/k_0}(\bar{a}, \bar{b})(\bar{c}) \subset \mathcal{V}_{k/k_0}(\bar{a})(\bar{c})$, so $C$ is a component of $\mathcal{V}_{k/k_0}(\bar{a}, \bar{b})(\bar{c})$.

**Lemma 5.7.** Let $k$ with $k_0 < k < K$ be a differential field differentially finitely generated over $k_0$. Consider tuples $\bar{a}_1, \ldots, \bar{a}_\ell$ of the same length from $K$ such that

$$I_k(\bar{a}_1) \subset \ldots \subset I_k(\bar{a}_\ell) \quad \text{and} \quad I_k(\bar{a}_1, \ldots, \bar{a}_\ell) = (I_k(\bar{a}_1), \ldots, I_k(\bar{a}_\ell)).$$

Then, for every permutation $\pi \in S_\ell$, there exists an endomorphism $\alpha_\pi$ of $K$ over $k$ such that $\alpha_\pi(\bar{a}_i) = \bar{a}_{\pi(i)}$ for every $1 \leq i \leq \ell$.

**Proof.** Consider the ideal $J = I_k(\bar{a}_1, \ldots, \bar{a}_\ell) \subset k\{\bar{x}_1, \ldots, \bar{x}_\ell\}$. We fix $\pi \in S_\ell$. Let $\beta_\pi$ be the differential $k$-automorphism of $k\{\bar{x}_1, \ldots, \bar{x}_\ell\}$ defined by $\beta_\pi(\bar{x}_i) = \bar{x}_{\pi(i)}$ for every $1 \leq i \leq \ell$. Since the set $\{I_k(\bar{a}_1), \ldots, I_k(\bar{a}_\ell)\}$, where each $I_k(\bar{a}_i)$ is considered as a subset of $k\{\bar{x}_1, \ldots, \bar{x}_\ell\}$, is $\beta_\pi$-invariant, so is $J$. Therefore, $\beta_\pi$ yields an automorphism, say $\alpha_\pi$, of

$$k\{\bar{x}_1, \ldots, \bar{x}_\ell\}/J \cong k\{\bar{a}_1, \ldots, \bar{a}_\ell\}.$$

$\alpha_\pi$ can be lifted uniquely to an automorphism of $k(\bar{a}_1, \ldots, \bar{a}_\ell)$. The resulting automorphism can be lifted to an endomorphism of $K$ by Notation 5.1 since $|k(\bar{a}_1, \ldots, \bar{a}_\ell)| = |k_0|$.

**Lemma 5.8.** Let $k$ with $k_0 < k < K$ be a differential field and $\bar{a}$ a tuple from $K$ and let $F := \text{FD}_k(\bar{a})$ (see Notation 5.2) be such that $\text{trdeg}_F k < \infty$. Then $\text{trdeg}_F(\bar{a}/k) = \text{trdeg}_F k$.

**Proof.** Let $\alpha_1, \ldots, \alpha_N$ be a transcendence basis of $k$ over $F$. Assume that $\alpha_1, \ldots, \alpha_N$ are algebraically dependent over $F(\bar{a})$. Then there exists $P \in F[\bar{x}_1, \ldots, \bar{x}_N]$ such that $P(\bar{a}, \alpha_1, \ldots, \alpha_n) = 0$ and $P(\bar{a}, y_1, \ldots, y_n) \neq 0$. On the other hand, since the field of definition of $I_k(\bar{a})$ is $F$, and the monomials in $\alpha_1, \ldots, \alpha_N$ are $F$-linearly independent, every coefficient of $P$ as a polynomial in $y_1, \ldots, y_N$ vanishes at $\bar{a}$. Thus, $P(\bar{a}, y_1, \ldots, y_N) = 0$. Contradiction.

**Notation 5.9.** For an irreducible differential-algebraic variety $X \subset K^n$, let $\text{adim} X$ denote the algebraic dimension, that is the transcendence degree of the algebra of regular functions. The algebraic dimension of an arbitrary differential-algebraic variety is defined as the maximum of the algebraic dimensions of its components.

**Proposition 5.10.** Let:

• $k$ with $k_0 < k < K$ be a differential field of finite transcendence degree over $k_0$,

• $\bar{a}_1, \bar{a}_2, \ldots$ be tuples of the same length from $K$ such that

$$I_k(\bar{a}_1) \subset I_k(\bar{a}_2) \subset \ldots \quad \text{and} \quad I_k(\bar{a}_1, \ldots, \bar{a}_\ell) = (I_k(\bar{a}_1), \ldots, I_k(\bar{a}_\ell))$$

for every $\ell \geq 1$, for
• $r$ the smallest integer such that $\text{trdeg}_{k_0(\bar{a}_1, \ldots, \bar{a}_r)} k = \text{trdeg}_{k_0(\bar{a}_1, \ldots, \bar{a}_{r+1})} k$.

Then

1. $r$ is the smallest integer such that $\text{FD}_k(\bar{a}_1)$ (see Notation 5.2) is algebraic over $k_0(\bar{a}_1, \ldots, \bar{a}_r)$;

2. $\text{FD}_k(\bar{a}_1) \subset k_0(\bar{a}_1, \ldots, \bar{a}_{r+1})$.

Proof. Let $C$ be the field of constants of $K$ and $\bar{c}$ be any set of generators of $\text{FD}_k(\bar{a}_1)$. Consider a sequence of varieties (see Notation 5.2):

$$X_0 := \mathcal{V}_K/k_0(\bar{c}) \supset X_1 := \mathcal{V}_K/k_0(\bar{a}_1)(\bar{c}) \supset X_2 := \mathcal{V}_K/k_0(\bar{a}_1, \bar{a}_2)(\bar{c}) \supset \ldots$$

(5)

Claim: For every $i \geq 0$, if $X_i$ and $X_{i+1}$ have a common component $C$, then $C = \{\bar{c}\}$.

Let $i$ be such that $X_i$ and $X_{i+1}$ have a common component $C$. For every $j \geq 1$, we introduce $Y_j := \mathcal{V}_K/k_0(\bar{a}_j)(\bar{c})$. Since $X_{i+1} \subset Y_{i+1}$, we have $C \subset Y_{i+1}$. We claim that, for every $j \geq i + 1, C \subset Y_j$. Lemma 5.7 implies that there exists a $k$-endomorphism $\alpha$ of $K$ such that $\alpha$ leaves $\bar{a}_1, \ldots, \bar{a}_i$ invariant and maps $\bar{a}_{i+1}$ to $\bar{a}_j$. Since $C$ is a component of $X_i$, it is defined over $k_0(\bar{a}_1, \ldots, \bar{a}_i)^{al_{k_0}}$, and therefore $C$ is $\alpha$-invariant. Thus, by applying $\alpha$ to the inclusion $C \subset Y_{i+1}$, we obtain $C \subset Y_j$.

By applying Lemma 5.6 iteratively to the component $C$ and $\bar{a} = (\bar{a}_1, \ldots, \bar{a}_j)$ and $\bar{b} = \bar{a}_{j+1}$ for $j = i + 1, i + 2, \ldots$, we show that $C$ is a component of $X_i$ for every $j \geq i + 1$. On the other hand, Proposition 5.4 implies that there exists $N$ such that $X_N = \{\bar{c}\}$. Thus, $C = \{\bar{c}\}$, and the claim is proved.

Since $\bar{a}_1, \bar{a}_2, \ldots$ have the same ideals of definition over $k$ and ideals of the form $I_k(\bar{a}_1, \ldots, \bar{a}_s)$ are generated by the ideals of $\bar{a}_i$’s, we have

$$F := \text{FD}_k(\bar{a}_1) = \text{FD}_k(\bar{a}_1, \bar{a}_2) = \text{FD}_k(\bar{a}_1, \bar{a}_2, \bar{a}_3) = \ldots$$

Therefore, for every $s \geq 0$,

$$\text{trdeg}_{k_0(\bar{a}_1, \ldots, \bar{a}_s)} k = \text{trdeg}_{k_0(\bar{a}_1, \ldots, \bar{a}_s)} \bar{c} + \text{trdeg}_{k_0(\bar{c}, \bar{a}_1, \ldots, \bar{a}_s)} k = \text{trdeg}_{k_0(\bar{a}_1, \ldots, \bar{a}_s)} \bar{c} + \text{trdeg}_{k_0(\bar{c}, \bar{a}_1, \ldots, \bar{a}_s)} k,$$

(6)

where the latter equality is due to Lemma 5.8. Thus, $r$ is the smallest integer such that

$$\text{trdeg}_{k_0(\bar{a}_1, \ldots, \bar{a}_r)} \bar{c} = \text{trdeg}_{k_0(\bar{a}_1, \ldots, \bar{a}_{r+1})} \bar{c}.$$

Then $\text{adim}_r x_r = \text{adim}_x_{r+1}$, so every component of $X_{r+1}$ is $\{\bar{c}\}$. Hence, $X_{r+1} = \{\bar{c}\}$, and so $\text{adim}_r x_r = 0$. The fact that $\text{adim}_r x_r = 0$ implies the first part of the proposition, and $X_{r+1} = \{\bar{c}\}$ implies the second part of the proposition.

Proof of Theorem 3.1. Consider a generic solution

$$(\bar{x}_1, \ldots, \bar{x}_{\ell+1}, \bar{y}_1, \ldots, \bar{y}_\ell+1, \bar{u}_1, \ldots, \bar{u}_{\ell+1})$$

of $\Sigma_{\ell+1}$. We apply Proposition 5.10 with $\bar{a}_i = (\bar{x}_i, \bar{u}_i)$ for every $1 \leq i \leq \ell + 1, k_0 = \mathbb{C}, k = \mathbb{C}(\bar{y})$. Since the sequence $\text{trdeg}_{k_0(\bar{a}_1, \ldots, \bar{a}_i)} k$ for $i = 0, \ldots, \ell + 1$ is nonincreasing, there will be $r \leq \ell$ as in Proposition 5.10. Furthermore, it will be the same as $r$ in the statement of Theorem 3.1. We have:

• $\text{FD}_k(\bar{a}_1)$ is the field of globally ME-identifiable functions (by [17, Theorem 19] or Proposition 5.4) and
• the field of locally ME-identifiable functions is algebraic over $\text{FD}_k(\bar{a}_1)$.

Hence, $r$ being the smallest number such that $\text{FD}_k(\bar{a}_1)$ is algebraic over $k_0(\bar{a}_1, \ldots, \bar{a}_r)$ implies that $r$ is the smallest number such that the field of locally SE-identifiable functions of $\Sigma$ coincides with the field of locally ME-identifiable function in $\Sigma$. Thus, $\text{NumExpLoc}(\Sigma) = r$. Finally, $\text{FD}_k(\bar{a}_1) \subset k_0(\bar{a}_1, \ldots, \bar{a}_{r+1})$ implies that ME-identifiable functions in $\Sigma$ are SE-identifiable in $\Sigma_{\ell+1}$, so

$$\text{NumExpGlob}(\Sigma) \leq r + 1 = \text{NumExpLoc}(\Sigma) + 1.$$
6 Algorithm, implementation, and examples

6.1 Algorithm: theory

Theorem 3.1 implies the correctness of the following algorithm.

**Algorithm 1**: Computing $\text{NumExpLoc}((\Sigma))$ and estimating $\text{NumExpGlob}((\Sigma))$

**In**: • an algebraic differential model $\Sigma$;
  • (optional; for probabilistic version) real number $0 \leq p < 1$;

**Out**: positive integer $r$ such that $\text{NumExpLoc}((\Sigma)) = r$ and $\text{NumExpGlob}((\Sigma)) \in \{r, r+1\}$. In the probabilistic version, this result will be correct with probability at least $p$.

Set $d_0 = \ell$. For $i = 1, 2, \ldots, \ell + 1$, do:

1. Using Algorithm 2, compute $d_i = \text{defect}(\Sigma_i)$ (see Definition 2.7);
   (in the probabilistic version, the input probability for Algorithm 2 is $1 - \frac{1}{\ell^2}$)

2. If $d_i = d_{i-1}$, stop and return $i - 1$.

**Lemma 6.1.** Algorithm 1 is correct.

**Proof.** If the outputs of Algorithm 2 are correct, the returned result will be correct due to Theorem 3.1. In the probabilistic version, the probability that at least one of the instances of Algorithm 2 will return wrong result does not exceed $\ell \left( 1 - \left( 1 - \frac{1}{\ell^2} \right) \right) = 1 - p$. \qed

Our algorithm for computing the identifiability defect will use, as a subroutine, algorithm(s) described in Theorem 6.3 below.

**Notation 6.2.** We call the **complexity** of a model $\Sigma$ the maximum of the total number of variables (parameters, states, inputs, and outputs) and the length of a straight-line program (see [2, Chapter 4.1]) computing the numerators and denominators of the right-hand side of $\Sigma$. For measuring the complexity of the algorithms in this section, we use the notion of arithmetic complexity, that is the number of arithmetic operations in the ground field, see [30, Chapter 12] for more details.

**Theorem 6.3 ([24]).** Consider the following problem:

**In**: an algebraic differential model $\Sigma$ without parameters (that is, $\ell = 0$);

**Out**: $\text{trdeg}_{\mathbb{C}(\bar{x}, \bar{y}, \bar{u})} \mathbb{C}(\bar{x}^*)$, where $(\bar{x}^*, \bar{y}^*, \bar{u}^*)$ is any generic solution of $\Sigma$.

Then

1. There exists a deterministic algorithm for solving this problem;

2. There exists a probabilistic Monte Carlo algorithm with polynomial arithmetic complexity with respect to the complexity of $\Sigma$.

**Proof.** The theorem follows from the results from [24] as follows. Part 1 follows from [24, Corollary 2.1], in which $X$ is $\bar{x}^*$, $Y$ is $\bar{y}^*$ and $G$ is $\mathbb{C}(\bar{y}^*, \bar{u}^*)$.

Part 2 follows from [24, Theorem 1.1] (together with a more precise complexity bound) as follows. The algorithm whose existence is stated in [24, Theorem 1.1] computes the smallest number of nonobservable state variables that are assumed to be known in order to make the system observable. The definition of observability [24, Section 2.1] implies that the components of $\bar{x}^*$ corresponding to such a set of state variables is a transcendence basis of $\mathbb{C}(\bar{x}^*)$ over $\mathbb{C}(\bar{y}^*, \bar{u}^*)$, so the cardinality of this set is the desired transcendence degree. \qed
Algorithm 2: Computing $\text{defect}(\Sigma)$

In: • an algebraic differential model $\Sigma$;
  • (optional; for probabilistic version) real number $0 \leq p < 1$;

Out: $\text{defect}(\Sigma)$. In the probabilistic version, this result is correct with probability at least $p$.

1 Construct two parameter-free algebraic differential models:
   (a) $\Sigma'$ obtained from $\Sigma$ by viewing all parameters as state variables satisfying equations $\mu'_i = 0$ for every $\mu_i \in \bar{\mu}$;
   (b) $\Sigma''$ obtained from $\Sigma'$ by adding a new output for each state variable corresponding to a parameter of $\Sigma$.

2 Run any of the algorithms from Theorem 6.3 on $\Sigma'$ and $\Sigma''$, denote the results by $A$ and $B$, respectively (in the probabilistic version, the input probability is $\frac{1+p}{2}$).

3 return $A - B$.

Lemma 6.4. Algorithm 2 is correct.

Proof. Let $(\bar{x}^*, \bar{y}^*, \bar{u}^*)$ be a generic solution of (1). Then

$$A = \text{trdeg}_{\mathbb{C}(\bar{y}^*, \bar{u}^*)} \mathbb{C}(\bar{x}^*, \bar{u}^*) \quad \text{and} \quad B = \text{trdeg}_{\mathbb{C}(\bar{\mu})} \mathbb{C}(\bar{x}^*, \bar{\mu})$$

Since one can compose a transcendence basis of $(\bar{x}^*, \bar{\mu})$ over $\mathbb{C}(\bar{y}^*, \bar{u}^*)$ by first taking a transcendence basis of $\bar{\mu}$ over $\mathbb{C}(\bar{y}^*, \bar{u}^*)$ which is of cardinality $\text{defect}(\Sigma)$ and then taking a transcendence basis of $\bar{x}^*$ over $\mathbb{C}(\bar{\mu})$, we have

$$\text{defect}(\Sigma) = \text{trdeg}_{\mathbb{C}(\bar{y}^*, \bar{u}^*)} \mathbb{C}(\bar{\mu}) = \text{trdeg}_{\mathbb{C}(\bar{\mu})} \mathbb{C}(\bar{x}^*, \bar{\mu}) - \text{trdeg}_{\mathbb{C}(\bar{\mu})} \mathbb{C}(\bar{x}^*, \bar{\mu}) = A - B.$$ 

Hence, if both $A$ and $B$ have been computed correctly, the returned result is correct. In the probabilistic version, the probability of at least one of them being incorrect does not exceed

$$2 \left(1 - \frac{1+p}{2}\right) = 1 - p.$$ 

Proposition 6.5. If Algorithm 2 uses the second algorithm from Theorem 6.3, then Algorithm 1 is a probabilistic Monte Carlo algorithm of polynomial arithmetic complexity with respect to the complexity of $\Sigma$.

Proof. First we will prove that the arithmetic complexity of Algorithm 2 is polynomial. The first and the last steps have polynomial complexity. The fact that the arithmetic complexity of the second step is polynomial follows from Theorem 6.3 and the fact that the complexities of $\Sigma'$ and $\Sigma''$ are polynomial in the complexity of $\Sigma$.

Let $\ell$ be the number of parameters. Since $d_i \leq \ell$ for every $i \geq 0$ except for the last and $d_0 > d_1 > d_2 > \ldots$, the counter $i$ in Algorithm 1 will not exceed $\ell + 1$. Then there will be at most $\ell + 1$ runs of Algorithm 2, and each run will be on a system of complexity at most $\ell + 1$ times the complexity of $\Sigma$. Therefore, the total arithmetic complexity will be still polynomial in the complexity of $\Sigma$.

6.2 Algorithm: implementation and examples

We implemented the probabilistic version of Algorithm 1 for computing the bound from Theorem 3.1 in Julia language using Oscar and Nemo libraries [4] together with a version of the algorithm by Sedoglavic from Theorem 6.3. The code and examples described below are available at https://github.com/pogudingleb/ExperimentsBound.

Below we will demonstrate the algorithm and the bound on several examples and compare with the algorithm presented in [17] (see Example 6.13 and Table 3). All of the runtimes reported below have been measured on a laptop with 1.6 GHz processor (Intel Core i5) and 16GB RAM. All of the computations reported below have been performed with the correctness probability of 99% (see the specification of Algorithm 1).

Remark 6.6. For some of the examples below, we were able to obtain the exact values of $\text{NumExpGlob}(\Sigma)$ using SIAN [9]. SIAN is software that can check single experiment identifiability of any fixed function of parameters. We used it as follows:
1. If, for some \( r \), all parameters of \( \Sigma \) are globally identifiable, then \( \text{NumExpGlob}(\Sigma) \leq r \).

2. If, for some \( r \), the parameter identifiability of \( \Sigma \) and \( \Sigma_{r+1} \) are not the same, then \( \text{NumExpGlob}(\Sigma) \geq r + 1 \).

**Example 6.7** (The counterexample from Section 4). In Section 4, we have shown that \( \text{NumExpGlob}(\Sigma) > 1 \) for the following system \( \Sigma \):

\[
\begin{align*}
    x_1' &= 0, \\
    x_2' &= x_1 x_2 + \mu_1 x_1 + \mu_2, \\
    y &= x_2.
\end{align*}
\]

Our implementation shows that \( \text{NumExpLoc}(\Sigma) = 2 \) and \( \text{NumExpGlob}(\Sigma) \in \{2, 3\} \). The computation took 0.01 seconds. Using SIAN as described in Remark 6.6, we find that both parameters \( \mu_1 \) and \( \mu_2 \) are globally identifiable in \( \Sigma_2 \). Combining it with \( \text{NumExpGlob}(\Sigma) \in \{2, 3\} \) obtained by the algorithm, we conclude that

\[ \text{NumExpLoc}(\Sigma) = \text{NumExpGlob}(\Sigma) = 2. \]

The same bound is given by [17, Theorem 21]. The computation took 0.3 seconds.

**Example 6.8** (SEIR epidemiological model). Consider the following SEIR model [25, Equation (2.2)]:

\[
\begin{align*}
    S' &= -\frac{\beta SI}{N}, \\
    E' &= \frac{\beta SI}{N} - \nu E, \\
    I' &= \nu E - \alpha I, \\
    R' &= \alpha I,
\end{align*}
\]

(7)

where \( S, E, I, R \) are the numbers of individuals susceptible to the infection, exposed, infected, and recovered, respectively, and \( N := S + E + I + R \) is the total population which is known. Note that (7) implies that \( N' = 0 \). The output we will consider will be \( \gamma I + \delta E \), where \( \gamma \) and \( \delta \) are constants corresponding to factors such as, for instance, accuracy of the tests for the infection or the percentage of individuals going to a doctor after noticing the symptoms. We will assume that there are several experiments with the same values of \( \alpha, \beta, \nu, \delta \) but varying values of \( \gamma \) (e.g., before and after improving the accuracy of the test).

To encode these assumptions into our framework, we will make \( \gamma \) a constant state variable and add an output for it. We will also replace the equation for \( R \) from (7) with \( N' = 0 \) as \( R \) does not appear in other equations other than inside \( N \). This yields the following model \( \Sigma \):

\[
\begin{align*}
    S' &= -\frac{\beta SI}{N}, \\
    E' &= \frac{\beta SI}{N} - \nu E, \\
    I' &= \nu E - \alpha I, \\
    N' &= \gamma = 0, \\
    y_1 &= \gamma I + \delta E, \\
    y_2 &= \gamma, \\
    y_3 &= N.
\end{align*}
\]

(8)

Our implementation shows that \( \text{NumExpLoc}(\Sigma) = 1 \) and \( \text{NumExpGlob}(\Sigma) \in \{1, 2\} \). The computation took 0.05 seconds. Using SIAN as described in Remark 6.6, we find that all the parameters are only locally identifiable from a single experiment but become globally identifiable after 2 experiments. Therefore, \( \text{NumExpGlob}(\Sigma) = 2 \), so the bound given by the algorithm is exact in this case.

The program for computing a bound for the number of experiments provided in [17] did not finish on this example after two hours of computation.

**Example 6.9** (Linear compartment models with controlled rates). Linear compartment models typically represent a set of compartments in which material is transferred from some compartments to other compartments. It is also allowed to have a leakage of material from some compartments out of the system and input of material into some compartments from outside the system.

Linear compartment models are typically represented as directed graphs with edges labeled by scalar parameters (called rate constants). An example of such a representation is shown in Figure 1. The rules of transforming such a graph into a system of ODEs are the following:
• (compartments) each vertex of the graph correspond to a state variable (a compartment);
• (transfers) for each edge \( i \to j \) with a rate constant \( a_{ij} \), we add a term \( a_{ij}x_i \) to the equation for \( x'_j \) and a term \(-a_{ij}x_i\) to the equation \( x'_i \) (the corresponding terms for the edge \( 1 \to 2 \) on Figure 1 are underlined in the system);
• (leaks) for each edge from vertex \( i \) without a target (such as an edge from vertex 1 in Figure 1) with a rate constant \( a_{0i} \), we add a term \(-a_{0i}x_i\) to the equation for \( x'_i \) (such a term for \( a_{01} \) is in boldface in Figure 1);
• (outputs) outgoing edge with a small circle at the end marks state variables taken as outputs (e.g., \( x_1 \) in Figure 1);
• (inputs) for an incoming edge without a source (such as the one pointing at node 3 in Figure 1), we add an input variable to the corresponding compartment (added variable \( u \) in the equation for \( x'_3 \)).

\[
\begin{align*}
\dot{x}_1 &= -a_{01}x_1 - a_{21}x_1 + a_{12}x_2 + a_{13}x_3 \\
\dot{x}_2 &= a_{21}x_1 - a_{12}x_2 \\
\dot{x}_3 &= -a_{13}x_3 + u
\end{align*}
\]

Figure 1: Example of a linear compartment ODE model and of the corresponding graph

We will consider three series of models: cyclic, catenary, and mammilary. These linear compartment models and their modifications have recently been actively studied from the identifiability perspective [6, 7, 8, 26]. The corresponding graphs are given in Figure 2. Since these models are linear and have a single output, [18, Theorem 1] together with [17, Theorem 21] implies that \( \text{NumExpGlob}(\Sigma) = \text{NumExpLoc}(\Sigma) = 1 \) for every such model \( \Sigma \).

\[
\begin{align*}
\dot{x}_1 &= -a_{01}x_1 - a_{21}x_1 + a_{12}x_2 + a_{13}x_3 \\
\dot{x}_2 &= a_{21}x_1 - a_{12}x_2 \\
\dot{x}_3 &= -a_{13}x_3 + u
\end{align*}
\]

\( y = x_1 \)

Figure 2: Considered classes of linear compartment models represented by their graphs

We will consider a modification of these models similar to [27, Section III.B]. The modification is motivated by voltage clamp protocols used to identify parameters in ion channel models [5]. Ion channel models are often modelled using Markov models, which are similar to linear compartment models but with parameters depending on input functions (see [27, Section III.B] and [22, Section 3.2]). In the context of ion channel models, it may be nonrealistic to include a generic time-dependent input into the model. Instead of this, several experiments are performed such that the parameters depend on a constant input that takes different values for different experiments [5, §5 and §7]. Such a constant input can be encoded into our framework by adding a new state variable \( x_0 \) satisfying \( \dot{x}_0 = 0 \) and a new output equal to \( x_0 \). We will consider the case in which all of the parameters depend linearly on the constant input \( x_0 \), that is: \( a_{ij} = b_{ij} + c_{ij}x_0 \) for all \( i \) and \( j \), where \( b_{ij} \) and \( c_{ij} \) are new parameters. A dependence of this form was used for some of the parameters in [3, Supplementary Material] and can be viewed as a linear approximation.
to the dependencies used in [5, 27]. For example, the cycle model (Figure 2a) with \( n = 4 \) will be represented as shown on Figure 3 (cf. [27, III.B])

\[
\begin{align*}
    \dot{x}_0 &= 0 \\
    \dot{x}_1 &= (b_{14} + c_{14}x_0)x_4 - (b_{21} + c_{21}x_0)x_2 \\
    \dot{x}_2 &= (b_{21} + c_{21}x_0)x_1 - (b_{32} + c_{32}x_0)x_3 \\
    \dot{x}_3 &= (b_{32} + c_{32}x_0)x_2 - (b_{33} + c_{33}x_0)x_4 \\
    \dot{x}_4 &= (b_{43} + c_{43}x_0)x_3 - (b_{14} + c_{14}x_0)x_1 \\
    y_1 &= x_0, \quad y_2 = x_1
\end{align*}
\]

Figure 3: Cyclic model with \( n = 4 \) compartments with constant input in the reaction rates: graph (left) and ODE model (right).

We have analysed models from families in Figure 2 with introduced constant input \( x_0 \) as described above using our implementation. The resulting values of the bound and the runtimes are summarized in Table 2. The algorithm for computing a bound for the number of experiments described in [17, Remark 22] did not finish on any of the models even for \( n = 3 \) after two hours of computation.

| Model       | NumExpLoc(\( \Sigma \)) \( n = 3 \) | \( 4 \leq n \leq 15 \) | NumExpGlob(\( \Sigma \)) \( n = 3 \) | \( 4 \leq n \leq 15 \) | runtime (sec.) \( n = 10 \) | \( n = 15 \) | max \( n \) feasible for SIAN\(^*\) |
|-------------|-------------------------------------|--------------------------|-------------------------------------|--------------------------|-----------------------------|-----------------------------|--------------------------|
| Cycle       | 3                                   | 3                        | \( \{3, 4\} \)                      | \( \{3, 4\} \)                      | 9.5                         | 41                          | 4                        |
| Catenary    | 4                                   | 5                        | \( \{4, 5\} \)                      | \( \{5, 6\} \)                      | 45.6                        | 330                         | 3                        |
| Mammilary   | 4                                   | 5                        | \( \{4, 5\} \)                      | \( \{5, 6\} \)                      | 45.8                        | 320                         | 3                        |

Table 2: Results and runtimes of our implementation on cyclic, catenary, and mammilary models (see Figure 2) with a constant input acting on reaction rates as on Figure 3.

\( ^* \): for details on SIAN usage in this case, see Remark 6.10

**Remark 6.10.** For NumExpGlob(\( \Sigma \)), we tried to refine the result to obtain the exact value using SIAN [9] as described in Remark 6.6. The results are the following:

- for the cycle model, we have found that NumExpGlob(\( \Sigma \)) \( \geq 4 \) for \( n = 3, 4 \) as described in the second item of Remark 6.6. Combined with the bound given by our implementation, we obtain NumExpGlob(\( \Sigma \)) = 4 for \( n = 3, 4 \), so the bound is exact in this case. Already for \( n = 5 \), the computation with SIAN did not finish in 10 hours on a server and used more than 20GB of memory.

- for the catenary and mammilary models, a computation with SIAN showed that, for \( n = 3 \), none of the individual parameters was identifiable after 5 experiments. Therefore, we cannot use SIAN to determine the exact bound in the way we did it for the cycle model. For \( n = 4 \), the computation with SIAN did not finish in 10 hours on a server and used more than 40GB of memory.

**Remark 6.11.** For all three series of models, the output of the algorithm stabilizes from \( n = 4 \). It is natural to conjecture that the result will be the same for all larger values of \( n \). It would be interesting to have a mathematical argument showing this or maybe even a formula for the number of experiments in terms of numerical characteristics of the graph of a model.

**Remark 6.12.** The same procedure of linearly perturbing the rate constants can be applied to general chemical reaction networks, which yield, in general, highly nonlinear ODEs. In this setup, we also observe that the necessary number of experiments may become larger than 1: for example, for the perturbed version of the phosphorylation model [10, Example 6.1], we get NumExpLoc(\( \Sigma \)) = 2 and NumExpGlob(\( \Sigma \)) \( \in \{2, 3\} \).
As we mentioned, the algorithm from [17, Remark 22] does not produce any bound for Examples 6.8 and 6.9 in reasonable time. For the sake of comparison, we run our algorithm on the examples collected in [17, Section 5]. The comparison is reported in Table 3, in which we also included the above examples for completeness.

| Model                          | Approach from [17] | Our algorithm |
|-------------------------------|--------------------|---------------|
|                               | time (sec.) | bound | time (sec.) | bound |
| Lotka-Volterra w/control      | 0.3       | 2      | 0.005      | 2      |
| [17, Section 5.1]            |           |        |            |        |
| Slow-fast ambiguity           | 0.37      | 2      | 0.024      | 2      |
| [17, Section 5.2]            |           |        |            |        |
| Lotka-Volterra w/mixture      | 15        | 4*     | 0.01       | 2      |
| [17, Section 5.3]            |           |        |            |        |
| SEIR - prevalence            | 1         | 1      | 0.021      | 2      |
| [17, Section 5.4]            |           |        |            |        |
| SEIR - incidence             | 340       | 1      | 0.032      | 2      |
| [17, Section 5.4]            |           |        |            |        |
| Counterexample from           | 0.3       | 2      | 0.01       | 3      |
| Section 4 (Example 6.7)      |           |        |            |        |
| SEIR w/ mixture              | > 2 h.    | N/A    | 0.05       | 2      |
| (Example 6.8)                |           |        |            |        |
| Cycle for n = 3** (Example   | > 2 h.    | N/A    | 0.3        | 4      |
| 6.9)                         |           |        |            |        |
| Catenary for n = 3** (Example | > 2 h.    | N/A    | 0.6        | 5      |
| 6.9)                         |           |        |            |        |
| Mammilary for n = 3** (Example| > 2 h.    | N/A    | 0.6        | 5      |
| 6.9)                         |           |        |            |        |

Table 3: Comparison of bounds for NumExpGlob and runtimes with [17].

*: obtained by a modification of the method, see [17, Section 5.3]; [17, Theorem 21] gives 35
**: our algorithm from the present paper can tackle larger n as well, see Table 2

7 Model theory and identifiability

The goal of this section is to explain the connections between identifiability and model theory and give an idea how the algebraic arguments from the preceding sections have been inspired and informed by model-theoretic considerations. The section is structured as follows. Section 7.1 introduces some fundamental notions of model theory in the context of differential fields and explains their close relations with the concept of identifiability; the section culminates in the identifiability–model theory dictionary in Table 4. Section 7.2 is about some model theory of differential fields behind (3) and Conclusion 3.3. Specifically we describe canonical bases of types over constant fields. In Section 7.3, we give model-theoretic proofs of the key ingredients of the proof of Theorem 3.1, Propositions 5.4 and 5.10. Some of the ideas from these proofs were crucial in the algebraic proof of Theorem 3.1.

Model theory is a kind of abstract algebra, which gives a common environment and common tools for studying algebraic structures such as group, fields, and fields equipped with derivations or automorphisms. Among these tools are canonical bases coming from an area of model theory called stability theory, and which implicitly play an important role in this paper.

7.1 Setup

We will use basic notions from model theory (such as language, structure, theory, and model). The reader is referred to [15, Chapter 1] for additional details. In this section, we will introduce relevant notions from model theory. We will specialize some of them for simplicity to the case of differential fields and explain their relation to the identifiability problem. Further details can be found in [14] (also [15, 20]). The correspondence between notions from identifiability and model theory is summarized in Table 4.
| Identifiability                                      | Model theory                                      |
|----------------------------------------------------|--------------------------------------------------|
| Solution of (1)                                    | Realization of the formula (1)                    |
| Generic solution \((\vec{x}^\diamond, \vec{y}^\diamond, \vec{u}^\diamond)\) of (1) | Realization of the generic type defined by (1)  (Example 7.7) |
| Identifiability (Definition 2.5)                   | Definability \((\vec{x}^\diamond, \vec{u}^\diamond)\) (Example 7.11) |
| Multi-experiment identifiability (Definition 2.8)   | Definability over some finite number of independent realizations of \(tp((\vec{x}^\diamond, \vec{u}^\diamond)/C(\bar{\mu}))\) (Example 7.17) |
| Field of multi-experiment identifiable functions   | The canonical base \(Cb((\vec{y}^\diamond, \vec{u}^\diamond)/C(\bar{\mu}))\) (Example 7.19 and Propositions 5.4 and 7.25) |

Table 4: Identifiability - Model theory dictionary

One expresses system (1) by a formula in the appropriate language (i.e. the conjunction of the system of finitely many equations) as defined below.

**Definition 7.1** (Extensions of languages). For a language \(\mathcal{L}\), a structure \(M\) in \(\mathcal{L}\), and a subset \(A \subseteq M\), let \(\mathcal{L}_A\) denote the extension of language \(\mathcal{L}\) by adding a constant for each element of \(A\).

The reader should be careful to distinguish “constants” in the sense of constant symbols in logic from constants in the sense of elements of a differential field on which the derivation is zero.

**Example 7.2** (Language of differential fields). We work in the language of differential fields

\[ \mathcal{L}_{DF} := \{ +, \cdot, 0, 1 \}. \]

This language allows one to express differential equations with rational coefficients (not arbitrary complex numbers as in (1)), and this is not sufficient to write a system of the form (1). However, every equation in (1) is a formula in \(\mathcal{L}_{DF, \mathbb{C}}\) in variables \(\bar{x}, \bar{y}, \bar{u}, \bar{\mu}\).

We will work not in the theory of differential fields but in the theory of differentially closed fields. This ensures that the equations of interest have sufficiently many solutions.

**Definition 7.3** (Differentially closed fields, [15, Definition 4.3.29]). A differential field \(K\) is called differentially closed if, for all differential polynomials \(f, g \in K[x] \setminus \{0\}\) with \(\text{ord } f > \text{ord } g\), there is \(a \in K\) such that \(f(a) = 0\) and \(g(a) \neq 0\) (for \(p \in K \setminus \{0\}\), we define \(\text{ord } p := -1\)).

These fields share many properties with algebraically closed fields such as the Nullstellensatz: if a system of equations over \(K\) has a solution in some extension of \(K\), then it has a solution in \(K\) as well [14, Corollary 2.6]. The property of being differentially closed can be written as a list of axioms in \(\mathcal{L}_{DF}\). We denote the resulting theory of differentially closed fields by \(\text{DCF}_0\).

Once we have put the system (1) into the model-theoretic context, we would like to be able to talk about its solutions and generic solutions. This is done using the language of formulas and types.

**Definition 7.4** (Types, [15, Definition 4.1.1]). Let \(M\) be an \(\mathcal{L}\)-structure and \(A\) a subset of \(M\). Then an \(n\)-type over \(A\), relative to the structure \(M\), is a set \(\Phi\) of formulas in \(\mathcal{L}_A\) with free variables \(x_1, \ldots, x_n\) such that there exists an \(\mathcal{L}_A\)-structure \(N\) containing \(M\) (could be equal to \(M\)) such that

- all \(\mathcal{L}_M\)-sentences true in \(M\) are also true in \(N\) (such \(N\) is called an elementary extension and we write \(M \prec N\));
- there exist \(a_1, \ldots, a_n \in N\) satisfying all the formulas in \(\Phi\).

Such a set or tuple \(a_1, \ldots, a_n\) is called a realization of the type.

**Example 7.5** (Important classes of types). In this paper, we will encounter mostly types of the following forms:

- Types defined by finitely many formulas (that is, \(|\Phi| < \infty\) in Definition 7.4). For example, the system (1) (or any other system of differential-algebraic equations) defines such a type over any differential field containing at least one solution of (1). Using conjunction, every such type can be defined by a single formula.
• Let \( M \) be a model, \( A \subset M \) be any subset, and \( \bar{a} \) be a tuple from \( M \). Then \( \tp_M(\bar{a}/A) \) denotes the set of all formulas in \( \mathcal{L}_A \) satisfied by \( \bar{a} \) in \( M \). Note that if \( M \prec N \), then \( \tp_N(\bar{a}/A) = \tp_M(\bar{a}/A) \).

• Let \( M \) be an \( L \)-structure, \( A \) a subset of \( M \), and \( p \) an \( n \)-type over \( A \) relative to the structure \( M \). Then \( p \) is complete if, for every \( \phi(\bar{x}) \) in \( \mathcal{L}_A \), either \( \phi \) or \( \neg \phi \) is in \( p \). The complete \( n \)-types over \( A \) relative to \( M \) are precisely of the form \( \tp_N(\bar{a}/A) \) for \( N \) an elementary extension of \( M \).

For any automorphism \( f \) of \( M \), we define a map on the set of complete types over \( M \) by applying \( f \) to the formulas contained in the types.

**Remark 7.6** (Types in differentially closed field). The theory \( DCF_0 \) admits quantifier elimination [15, Theorem 4.3.32], that is, for every formula \( \phi \), there is a quantifier-free formula equivalent to \( \phi \) in \( DCF_0 \). Therefore, every type can be defined by a set of quantifier-free formulas.

In particular, if \( K \) and \( L \) are differentially closed fields and \( A, \bar{a} \subset K \cap L \), then the types \( \tp_K(\bar{a}/A) \) and \( \tp_L(\bar{a}/A) \) are the same. Hence, working in the context of differentially closed fields, we will write simply \( \tp(\bar{a}/A) \) without specifying the ambient differentially closed field.

**Example 7.7.** Consider a generic solution \((\bar{x}', \bar{y}', \bar{u}')\) of (1) (see Definition 2.3) in a differentially closed field \( K \supseteq \mathbb{C}(\mu) \). Then we will call \( \tp((\bar{x}', \bar{y}', \bar{u}'))/\mathbb{C}(\mu) \) the type of a generic solution of (1). This type contains all equations (1), but also, for example, any inequation (say, \( x'_1 \neq 0 \)) that is true for at least one solution of (1) and thus must be true for a generic one.

Model theory provides tools to construct large enough differential fields containing realizations of types of generic solutions of all the systems of interest (and in many copies so that we can talk about multiple experiments as well).

**Definition 7.8** (Saturation, [15, Definition 4.3.1]). Let \( \kappa \) be an infinite cardinal. A model \( M \) of theory \( T \) is called \( \kappa \)-saturated if every complete type \( \Phi \) such that

\[
|\{m \in M \mid m \text{ appears in } \Phi\}| < \kappa
\]

has a realization in \( M \). \( M \) is called saturated if it is \( |M|\)-saturated.

**Remark 7.9.** If \( M \) is a model of theory \( T \) and \( A \subset M \) is a subset and \( M \) is saturated with \( |M| > \max(|A|, |T|) \), then, for every \( \bar{a}, \bar{b} \) in \( M \),

\[
\tp_M(\bar{a}/A) = \tp_M(\bar{b}/A) \iff \exists \text{ automorphism } \alpha: M \rightarrow M \text{ such that } \alpha(\bar{a}) = \bar{b} \text{ and } \alpha|_A = \text{id}
\]

(see [15, Propositions 4.2.13 and 4.3.3]).

Now we define identifiability in the language of model theory.

**Definition 7.10** (Definability, [15, Definition 1.3.1]). A subset \( X \subset M^n \) of a structure \( M \) in a language \( \mathcal{L} \) is called definable over a subset \( A \subset M \) if there exists a first-order formula \( \phi(x_1, \ldots, x_n) \) in \( \mathcal{L}_A \) such that

\[
(a_1, \ldots, a_n) \in X \iff \phi(a_1, \ldots, a_n) \text{ is true in } M.
\]

**Example 7.11.** Let \( K \) be a differential field over a differential subfield \( k_0 \), and \( \bar{a} \) and \( \bar{b} \) are tuples of elements of \( K \). It follows from [15, Proposition 1.3.5] and [11, Theorem 2.6] that

\[
\bar{a} \text{ definable over } \bar{b} \text{ in } \mathcal{L}_{\text{DF}, k_0} \iff \bar{a} \in k_0(\bar{b})
\]

(where, for a set \( A, \overline{a} \in A \) means \( a_i \in A \) for each \( i \leq \text{length}(\overline{a}) \)). Comparing this with Definition 2.5, we see that \( h(\mu) \in \mathbb{C}(\mu) \) is identifiable if and only if it is \( \mathcal{L}_{\text{DF}, \mathbb{C}} \)-definable over \((\overline{x}', \overline{y}', \overline{u}')\) for every generic solution \((\overline{x}', \overline{y}', \overline{u}')\) of (1).

**Remark 7.12.** For a saturated model \( M \), definability can be restated in terms of automorphisms [15, Proposition 4.3.25]: for \( \bar{a}, \bar{b} \in M \), \( \bar{a} \) is definable over \( \bar{b} \) if and only if

\[
\forall \text{ automorphism } \alpha: M \rightarrow M \quad \alpha(\bar{b}) = \bar{b} \implies \alpha(\bar{a}) = \bar{a}.
\]

Informally, this can be stated as if \( \bar{b} \) is fixed, then \( \bar{a} \) is also fixed. Syntactically, this is very similar to the analytic definition of identifiability [10, Definition 2.5]. This partially explains why model theoretic tools were used in proving the equivalence [10, Proposition 3.4] of the analytic definition and Definition 2.5.
In order to define multi-experiment identifiability in model-theoretic terms, we will define the notion of independence.

**Definition 7.13** (Stationarity, nonforking, and independence). Let $k$ be a differential subfield of a differentially closed field $K$ and let $n$ be a positive integer. Let $\bar{a}$ be $n$-tuple of elements from $K$ and $\bar{x}$ denote $n$-tuple of differential variables.

- Recall from Notation 5.1 that the vanishing ideal $I_k(\bar{a})$ of $\bar{a}$ over $k$ is $\{P \in k[\bar{x}] : P(\bar{a}) = 0\}$. Note that $I_k(\bar{a})$ depends only on $p := \text{tp}(\bar{a}/k)$. Moreover, by quantifier elimination of DCF$_0$ (see Remark 7.6), it also determines $\text{tp}(\bar{a}/k)$, so we may write it as $I(p)$.

- Let $L$ be a differential field with $k \subseteq L \subseteq K$. We say that $\bar{a}$ is independent from $L$ over $k$ if $I_k(\bar{a})$ is a prime component of $I_k(\bar{a}) \otimes_k L$. We also express this by saying that $\text{tp}(\bar{a}/L)$ does not fork over $k$, or that $\text{tp}(\bar{a}/L)$ is a nonforking extension of $\text{tp}(\bar{a}/k)$.

- We say that $\text{tp}(\bar{a}/k)$ is stationary if $I_k(\bar{a})$ is "absolutely prime", namely for each $L \supset k$, $I_k(\bar{a}) \otimes_k L$ is prime. It is enough to require this for $L = K$.

- If $\bar{b}$ is another finite tuple from $K$, we say that $\bar{a}$ and $\bar{b}$ are independent over $k$ if $\bar{b}$ is independent from $k(\bar{a})$ over $k$. A sequence of tuples $\bar{a}_1, \bar{a}_2, \ldots$ is called independent over $k$ if, for every $i \geq 1$, $a_{i+1}$ is independent from $k(\bar{a}_1, \ldots, \bar{a}_i)$ over $k$.

- In general, given subsets $A \subseteq B$ of $K$, we say that $\bar{a}$ is independent from $B$ over $A$, or $\text{tp}(\bar{a}/B)$ does not fork over $A$, if $\bar{a}$ is independent from $L_2$ over $L_1$ where $L_1$ and $L_2$ are the differential fields generated by $A$ and $B$, respectively.

**Example 7.14** (Generic solution of $(1)$ is stationary). Let $\bar{a} := (\bar{x}^*, \bar{y}^*, \bar{\alpha}^*)$ be a generic solution of $(1)$ (see Definition 2.3). Then, by the definition, $I_{\bar{a}}(\bar{a}) = I_k$. [10, Proof of Lemma 3.2] implies that the ideal $I_k$ is prime and remains prime under any field extension. Therefore, $\text{tp}(\bar{a}/\emptyset)$ is stationary.

**Remark 7.15** (Some properties of independence and forking). In this remark, we use the notation from Definition 7.13.

1. One can show that finite tuples $\bar{a}$, $\bar{b}$ are independent over $k$ if and only if the ideal $I_k(\bar{a}, \bar{b}) \subseteq k\{\bar{x}, \bar{y}\}$ is a prime component of the ideal $I$ of $k\{\bar{x}, \bar{y}\}$ generated by $I_k(\bar{a})$ and $I_k(\bar{b})$. Moreover, if both $\text{tp}(\bar{a}/k)$ and $\text{tp}(\bar{b}/k)$ are stationary, $I$ is itself prime.

2. Using the fact that algebraic (in)dependence is invariant under extension of scalars, one can show that $\bar{a}$ is independent from $L \supset k$ over $k$ if and only if, for every $m$, we have

$$\text{trdeg}_k k\left(\bar{a}, \bar{a}', \ldots, \bar{a}^{(m)}\right) = \text{trdeg}_L L\left(\bar{a}, \bar{a}', \ldots, \bar{a}^{(m)}\right).$$

Together with [21, Proposition 1.16], this implies that the definition of independence in DCF$_0$ we gave agrees with the general model-theoretic one (as e.g., in [20, §2.2, page 28]).

3. The definition of stationarity implies that, for every stationary type $p$ over $k$ and every differential field $L \supset k$, there is a unique complete type $q$ that extends $p$ and that does not fork over $k$. Such a type $q$ will be referred to as the nonforking extension of $p$. Note that the type $q$ is again stationary. One can show that the converse (the uniqueness of nonforking extension of $p$ implies the stationarity of $p$) is also true by using the characterization of independence from the previous item and the fact that, after the extension of scalars, an irreducible variety becomes equidimensional.

**Example 7.16.** Consider the differential field $k = \mathbb{Q}(t)$ with respect to the derivation $\frac{d}{dt}$ and a saturated model $K \supset k$ of DCF$_0$. Every formula in the type $p := \text{tp}(t/\mathbb{Q})$ is implied by the single formula $x' = 1$. Then type $q := \text{tp}(t/\mathbb{Q}(t))$ is an extension of $p$, and it contains a new formula $x = t$, which is not implied by $x' = 1$. We have

$$\text{trdeg}_Q t \neq 0 = \text{trdeg}_{\mathbb{Q}(t)} t,$$

so the extension of $p$ by $q$ is forking.

Also, from the differential equations theory, we know that the general solution of $x' = 1$ is of the form $x = t + c$, where $c$ is a constant. So we can construct a nonforking extension of $p$ to $\mathbb{Q}(t)$ as $\text{tp}((t+c)/\mathbb{Q}(t))$, where $c \in K$ is a transcendental constant (exists because $K$ is saturated).
Example 7.17 (Multi-experiment identifiability via independence). Let \( \bar{a} = (x_1^\ast, y_1^\ast, a_1^\ast) \) and \( \bar{b} = (x_2^\ast, y_2^\ast, a_2^\ast) \), where \( (x_1^\ast, x_2^\ast, y_1^\ast, y_2^\ast, a_1^\ast, a_2^\ast) \) is a generic solution of \( \Sigma_2 \) (see Definition 2.8). By the definition of \( I_{\Sigma_2} \), it is generated by two copies of \( I_2 \), so \( \bar{a} \) and \( \bar{b} \) are independent over \( \mathbb{C}(\bar{\mu}) \). Moreover, \( \bar{a} \) and \( \bar{b} \) are independent realizations of the type of a generic solution of (1) (see Example 7.7). Combining this with Example 7.11, we have that

\[
\bar{h}(\bar{\mu}) \in \mathbb{C}(\bar{\mu}) \text{ is multi-experiment identifiable if and only if it is definable in } L_{\text{DF}, \mathbb{C}} \text{ over some finite number of independent realizations of } \text{tp}(\bar{x}^\ast, \bar{u}^\ast) / \mathbb{C}(\bar{\mu}), \text{ where } (\bar{x}^\ast, \bar{y}^\ast, \bar{u}^\ast) \text{ is a generic solution of (1)}.
\]

Finally, it has been shown in [17, Theorem 19] that the field of multi-experiment identifiable functions coincides with the field of definition of the ideal of input-output relations. Any set of generators of the field of definition is called a canonical base in model theory:

Definition 7.18 (Canonical base, [15, Definition 8.2.2]). Let \( M \) be a saturated model of the theory \( \text{DCF}_0 \) (that is, large enough differentially closed field, see Definition 7.8), and \( p \) be a complete type over \( M \). Then a set \( A \subset M \) is called a canonical base of \( p \) if and only if

\[
\forall \alpha: M \rightarrow M \quad \alpha(p) = p \iff \alpha|_A = \text{id},
\]

where the automorphism acts on the type by acting on the formulas defining the type (which are defined over \( M \), see also Example 7.5). In particular, an automorphism fixes a complete type if it leaves the corresponding set of formulas invariant.

Every canonical base of a complete type \( p \) generates the same differential field over \( k \) [15, Lemma 8.2.4]. This field will be denoted by \( \text{Cb}(p) \) and referred to as the canonical base (see [20, p. 29]). If \( k \) is a differential subfield of a differentially closed \( K \) and \( \bar{\alpha} \) is a tuple from \( K \) such that \( \text{tp}(\bar{\alpha}/k) \) is stationary, then \( \text{Cb}(\bar{\alpha}/k) \) denotes the canonical base of the nonforking extension of \( \text{tp}(\bar{\alpha}/k) \) to \( K \) (see Definition 7.13).

Example 7.19. In the theory of differential fields, the canonical base of stationary \( \text{tp}(\bar{\alpha}/k) \) is the field of definition of \( I_k(\bar{\alpha}) \). Therefore, [17, Theorem 19] can be rephrased as follows:

the field of multi-experimental identifiable functions is \( \text{Cb}(\bar{\mathcal{X}}^\ast, \bar{u}^\ast) / \mathbb{C}(\bar{\mu}) \), where \( (\bar{x}^\ast, \bar{y}^\ast, \bar{u}^\ast) \) is any generic solution of (1).

This fact sounds natural if one looks at Definition 7.18: the canonical base is fixed if and only if the set of all experimental outcomes for fixed generic parameters is invariant.

We will conclude this subsection by summarizing some properties of forking extensions which will be used in the subsequent proofs.

Remark 7.20 (Properties of forking). We fix a differentially closed field \( K \supset k_0 \), its subsets \( A \subseteq B \subseteq C \), and a tuple \( \bar{\alpha} \) from \( K \).

1. (transitivity, [20, Proposition 2.20(iii)]) \( \text{tp}(\bar{\alpha}/C) \) does not fork over \( A \) if and only if it does not fork over \( B \) and \( \text{tp}(\bar{\alpha}/B) \) does not fork over \( A \).

2. (symmetry, [20, Proposition 2.20(v)]) \( \text{tp}(\bar{\alpha}/B) \) does not fork over \( A \) if and only if, for every \( \bar{b} \) from \( B \), \( \text{tp}(\bar{b}/A \cup \bar{\alpha}) \) does not fork over \( A \).

3. (\{20, Proposition 2.20(iv)\}) Assume that two distinct types \( \text{tp}(\bar{\alpha}/B) \) and \( \text{tp}(\bar{b}/B) \) do not fork over \( A \). Assume also that \( \text{tp}(\bar{\alpha}/A) = \text{tp}(\bar{b}/A) \). Then there exists an equivalence relation \( E(x_1, x_2) \) defined over \( A \) with finitely many classes such that, for every \( \bar{\alpha}^\ast \) satisfying \( \text{tp}(\bar{\alpha}/B) \) and \( \bar{b}^\ast \) satisfying \( \text{tp}(\bar{b}/B) \), we have \( \neg E(\bar{\alpha}^\ast, \bar{b}^\ast) \). In geometric terms, one can think of \( E \) being the relation “belong to the same component of the variety defined by \( \text{tp}(\bar{\alpha}/A) \)”.

4. (forking and canonical bases, [20, Remark 2.26]) If \( p \) is a stationary type over \( A \), and let \( F \) be the differential fields generated by \( A \). Then \( \text{Cb}(p) \subseteq F \) and coincides with \( \text{Cb}(q) \) whenever \( q \) is the nonforking extension of \( p \) to a larger set \( B \supset A \). Also \( \text{tp}(\bar{\alpha}/B) \) does not fork over \( A \subseteq B \) iff \( \text{Cb}(\text{tp}(\bar{\alpha}/B)) \) is contained in the algebraic closure of \( F \).
7.2 Single-output model requiring more than one experiment revisited

In this section, we will discuss a model-theoretic construction used to find (3). We will work over the field \( C \), that is, in the language \( L_{DF,C} \). Consider a constant differential field \( k = \mathbb{C}(\bar{\mu}) \). Let \( K \) be a saturated differentially closed field containing \( k \). Let \( C \) denote the constants of \( K \). We will use two technical lemmas.

**Lemma 7.21.** For every tuple \( \bar{a} \) from \( K \), \( \text{Cb}(\bar{a}/C) = C \cap \mathbb{C}(\bar{a}) \).

**Proof.** First we observe that, since \( C \) is algebraically closed [14, Lemma 2.1], the type \( \text{tp}(\bar{a}/C) \) is stationary due to [20, Chapter 1, Remark 2.25(i)], so we can use Definition 7.18. Consider any automorphism \( \alpha \) of \( K \) such that \( \alpha(\bar{a}) = \bar{a} \). Since \( C \) is the field of constants of \( K \), we have \( \alpha(C) = C \). Then \( \alpha \) fixes \( I_C(\bar{a}) \) setwise, so it fixes the nonforking extension of \( \text{tp}(\bar{a}/C) \) to \( K \) (see Definition 7.13). By Definition 7.18, we conclude that \( \alpha \) fixes \( \text{Cb}(\bar{a}/C) \).

Thus, Remark 7.12 implies that \( \text{Cb}(\bar{a}/C) \subset C(\bar{a}) \).

In the other direction, consider \( b \in \mathbb{C}(\bar{a}) \cap C \). There exists a differential rational function \( f \) over \( C \) such that \( b = f(\bar{a}) \). Therefore, the formula \( b = f(\bar{x}) \) belongs to \( \text{tp}(\bar{a}/C) \), so it belongs to its nonforking extension \( p \) to \( K \). Then any automorphism \( \alpha \) of \( K \) fixing \( p \) fixes \( b \). Then Definition 7.18 implies that \( b \in \text{Cb}(\bar{a}/C) \). \( \square \)

**Lemma 7.22.** Let \( \bar{a} \) be a tuple from \( K \) and \( \bar{c} \) any set of generators of \( \text{Cb}(\bar{a}/C) \) as a field over \( C \). Then

\begin{enumerate}
  \item \( \text{Cb}(\bar{a}/k) = \text{Cb}(\bar{c}/k) \);
  \item \( C(\bar{a}) \cap k = C(\bar{c}) \cap k \).
\end{enumerate}

**Proof.**

1. Lemma 7.21 implies that \( \bar{c} \) is a tuple from \( C(\bar{a}) \). Therefore, using Remark 7.12, we obtain \( \text{Cb}(\bar{c}/k) \subset \text{Cb}(\bar{a}/k) \).

Consider an automorphism \( \alpha \) of \( K \) that fixes the nonforking extension \( p \) of \( \text{tp}(\bar{c}/k) \) to \( K \). Then \( \alpha \) fixes \( K \otimes_k I_k(\bar{c}) \) setwise, so \( \text{tp}(\bar{c}/k) = \text{tp}(\alpha(\bar{c})/k) \). Then Remark 7.9 implies that there exists an automorphism \( \beta \) of \( K \) that fixes \( k \) and \( \beta(\alpha(\bar{c})) = \bar{c} \). Then \( \text{tp}(\bar{a}/C) = \text{tp}(\beta(\alpha(\bar{a}))/C) \), so \( \text{tp}(\bar{a}/k) = \text{tp}(\beta(\alpha(\bar{a}))/k) \). Since \( \beta^{-1} \) fixes \( k \), we have

\[ \text{tp}(\bar{a}/k) = \text{tp}(\beta(\alpha(\bar{a}))/k) = \text{tp}(\beta^{-1}(\beta(\alpha(\bar{a}))))/k = \text{tp}(\alpha(\bar{a}))/k. \]

Therefore, \( I_k(\bar{a}) = I_k(\alpha(\bar{a})) \), so these types have the same nonforking extensions to \( K \). Hence \( \alpha \) fixes \( \text{Cb}(\bar{a}/k) \). Thus, \( \text{Cb}(\bar{a}/k) \subset \text{Cb}(\bar{c}/k) \).

2. Using Lemma 7.21, since \( k \) is constant, we have

\[ C(\bar{a}) \cap k = (C(\bar{a}) \cap C) \cap k = C(\bar{c}) \cap k. \]

Let \( (\bar{x}^*, \bar{y}^*, \bar{u}^*) \) be a generic solution of an algebraic differential model \( \Sigma \) as in (1). Then the desired non-equality of the fields of SE- and ME-identifiable functions can be restated, using Examples 7.11 and 7.19, as

\[ C(\bar{y}^*, \bar{u}^*) \cap C(\bar{\mu}) \neq \text{Cb}( (\bar{y}^*, \bar{u}^*) / C(\bar{\mu}) ). \]

(9)

We will first construct an example having constant dynamics and satisfying the non-equality (9) (as, for example, in [10, Example 2.14]). We then use Lemma 7.22 to “pack” two output variables of the example into a single output variable while preserving (9):

**Step 1** Let \( \bar{\mu} = (\mu_1, \mu_2) \), and introduce a constant state variable \( x_1 \). We introduce two auxiliary outputs \( z_1 = x_1 \) and \( z_2 = \mu_1 x_1 + \mu_2 \). The defining differential ideal of \( (z_1, z_2) \) is generated by \( z'_1, z'_2 - \mu_1 z_1 - \mu_2 \), so \( \text{Cb}(z_1, z_2)/C(\bar{\mu}) = C(\bar{\mu}) \). On the other hand, since the automorphism of \( C(x_1, \mu_1, \mu_2) \) defined by

\[ x_1 \to x_1, \quad \mu_1 \to \mu_1 + 1, \quad \mu_2 \to \mu_2 - x_1 \]

fixes \( z_1 \) and \( z_2 \) but does not fix \( \mu_1 \) or \( \mu_2 \), we conclude that \( \mu_1, \mu_2 \notin C(z_1, z_2) \).

**Step 2** Now we introduce a new state variable \( x_2 \) satisfying \( x'_2 = z_1 x_2 + z_2 \) and set the output \( y = x_2 \). Then we have \( \text{Cb}(y/C) = C(z_1, z_2) \). Therefore, using Lemma 7.22,

\[ \text{Cb}(y/C(\bar{\mu})) = \text{Cb}( (z_1, z_2) / C(\bar{\mu}) ) = C(\bar{\mu}) \neq C(z_1, z_2) \cap C(\bar{\mu}) = C(y) \cap C(\bar{\mu}) \].

So we get exactly (3).
Remark 7.23. Instead of \( x_2^2 = z_1 x_2 + z_2 \), we could take any other equation containing \( z_1 \) and \( z_2 \) among the coefficients, for example, \( x_2^2 = z_1 x_2^2 + 2z_2 x_2 - 3z_1 \). This would yield an example with the same property (9).

Remark 7.24. Another way to obtain an example with the property from Conclusion 3.3 is to remove the first output \((x_0)\) from any of the models in Example 6.9.

7.3 Model theory way of proving Theorem 3.1

In this section, we will use Notation 5.1 and 5.2. In particular, we work over a fixed ground differential field \( k_0 \) (that is, in \( L_{DF(k_0)} \)). Therefore, all fields are assumed to be generated over \( k_0 \) and, in particular, whenever we write \( tp(\bar{a}/A) \), this is equivalent to \( tp(\bar{a}/k_0(A)) \).

Proposition 7.25 (Model theoretic reformulation of Proposition 5.4). Let \( k \subset K \) be a differential subfield, \( p \) a stationary type over \( k \), and a sequence \( \bar{a}_1, \bar{a}_2, \ldots \) of independent realizations of \( p \) in \( K \). Then there exists \( N \) such that

\[
Cb(p) \subset k_0(\bar{a}_1, \ldots, \bar{a}_N).
\]

Proof. This follows from [20, Chapter 1, Lemma 3.19] (see also [15, Exercise 8.4.12]).

Lemma 7.26 (cf. Lemma 5.3). Let \( k_0 \subset k \subset K \) be a differential field. Consider tuples \( \bar{a}, \bar{b} \) from \( K \) such that \( tp(\bar{a}/k) \) is stationary and \( \bar{b} \) is independent from \( \bar{a} \) over \( k \). Then \( Cb(\bar{a}/k) = Cb(\bar{a}/k(\bar{b})) \).

Proof. Let \( p_1 := tp(\bar{a}/k) \) and \( p_2 := tp(\bar{a}/k(\bar{b})) \). Consider a subfield \( F \subset k \). Then

- the independence of \( \bar{a} \) and \( \bar{b} \) together with Remark 7.20(3) implies that \( p_1 \) does not fork over \( F \) iff \( p_2 \) does not fork over \( F \);
- since \( p_1 \) is the restriction of \( p_2 \) to \( k \), \( p_1 \) restricted to \( F \) is stationary iff \( p_2 \) restricted to \( F \) stationary.

Applying Remark 7.20(4) twice, with \( A = Cb(p_1) \) and with \( A = Cb(p_2) \), we conclude \( Cb(p_1) = Cb(p_2) \).

Proposition 7.27 (Model theoretic version of Proposition 5.10). Let:

- \( k \) with \( k_0 \subset k \subset K \) be a differential field of finite transcendence degree over \( k_0 \),
- \( p \) a stationary type over \( k \) (in particular, \( p \) is a complete type),
- a sequence \( \bar{a}_1, \bar{a}_2, \ldots \) of independent realizations of \( p \) in \( K \),
- \( r \) the smallest integer such that

\[
trdeg_{k_0(\bar{a}_1, \ldots, \bar{a}_r)}k = trdeg_{k_0(\bar{a}_1, \ldots, \bar{a}_{r+1})}k.
\]

Then

(1) \( r \) is the smallest integer such that \( Cb(p) \) is algebraic over \( k_0(\bar{a}_1, \ldots, \bar{a}_r) \);
(2) \( Cb(p) \subset k_0(\bar{a}_1, \ldots, \bar{a}_{r+1}) \).

Proof. Let \( \bar{c} \) be any finite tuple of generators of \( Cb(\bar{a}_1/k) \). For every nonnegative integer \( \ell \), we set \( \bar{A}_\ell := (\bar{a}_1, \ldots, \bar{a}_\ell) \) We consider the following sequence of types (cf. the varieties \( X_\ell \) in the proof of Proposition 5.10):

\[
\text{tp}(\bar{c}/\bar{A}_0) \subset \text{tp}(\bar{c}/\bar{A}_1) \subset \text{tp}(\bar{c}/\bar{A}_2) \subset \ldots
\]

Claim: \( \bar{c} \) is algebraic over \( k_0(\bar{A}_0) \) iff \( trdeg_{k_0(\bar{A}_0)}\bar{c} = trdeg_{k_0(\bar{A}_{r+1})}\bar{c} \). If the equality of the transcendence degrees does not hold, \( trdeg_{k_0(\bar{A}_0)}\bar{c} > 0 \), so \( \bar{c} \) is not algebraic over this field.

We will now show the reverse implication. The equality of transcendence degrees implies that \( \text{tp}(\bar{c}/k_0(\bar{A}_{r+1})) \) does not fork over \( k_0(\bar{A}_0) \). The symmetry of forking (Remark 7.20(2)) implies that \( \text{tp}(\bar{a}_{r+1}/(\bar{A}_0, \bar{c})) \) does not fork over \( A_0 \). Therefore, by Remark 7.15(2), we have

\[
trdeg_{k_0(\bar{A}_0)}\bar{a}_{r+1} = trdeg_{k_0(\bar{c}/\bar{A}_0)}\bar{a}_{r+1}.
\]
Since $\bar{a}_1, \ldots, \bar{a}_{r+1}$ are independent, $\text{tp}(\bar{a}_{r+1}/k(\bar{c}, \bar{A}_r))$ does not fork over $k(\bar{c})$. Therefore, Remark 7.20(4) (applying with $A = k_0(\bar{c})$) implies that
\[ \text{Cb}(\bar{a}_{r+1}/(\bar{A}_r, \bar{c})) = k_0(\bar{c}). \]

On the other hand, Remark 7.20(4) applied with $A = k_0(\bar{A}_r)$ together with (10) imply that $\text{Cb}(\bar{a}_{r+1}/(\bar{A}_r, \bar{c}))$ is algebraic over $k_0(\bar{A}_r)$. So, the claim is proved.

Fix $s \geq 1$. Since $\bar{c}$ generates $\text{Cb}(\bar{A}_r/k)$, then Remark 7.20(4) implies that $\text{tp}(\bar{A}_r/k)$ is a nonforking extension of $\text{tp}(\bar{A}_r/k(\bar{c}))$. Let $\bar{d}$ be any finite tuple of generators of $k$ over $k_0$. The symmetry of forking (Remark 7.20(2)) implies that $\text{tp}(\bar{d}/k(\bar{c}, \bar{A}_r))$ does not fork over $k_0(\bar{c})$. Thus,
\[ \text{trdeg}_{k_0}(\bar{a}_i) k = \text{trdeg}_{k_0}(\bar{A}_r) \bar{c} + \text{trdeg}_{k_0}(\bar{c}, \bar{A}_r) k = \text{trdeg}_{k_0}(\bar{A}_r) \bar{c} + \text{trdeg}_{k_0}(\bar{c}) k. \]

Therefore, (cf. Lemma 5.8 and (6))
\[ \text{trdeg}_{k_0}(\bar{a}_i) \bar{c} = \text{trdeg}_{k_0}(\bar{A}_r+1) \bar{c} \iff \text{trdeg}_{k_0}(\bar{A}_r) k = \text{trdeg}_{k_0}(\bar{A}_r+1) k. \]

Together with the claim, this proves the first statement of the proposition.

Now we prove the second part of the proposition. We will do this by showing that

(P1) $\text{tp}(\bar{a}_{r+1}/k(\bar{A}_{r+1}))$ does not fork over $k_0(\bar{A}_{r+1})$ and

(P2) $\text{tp}(\bar{a}_{r+1}/k_0(\bar{A}_{r+1}))$ is stationary.

If we prove these two statements, then, by Remark 7.20(4), we will have
\[ \text{Cb}(\bar{a}_{r+1}/k(\bar{A}_{r+1})) \subset k_0(\bar{A}_{r+1}). \]

Then Lemma 7.26 will imply that $\text{Cb}(\bar{a}_{r+2}/k) = \text{Cb}(\bar{a}_{r+2}/k(\bar{A}_{r+1})) \subset k_0(\bar{A}_{r+1})$.

By the first part of the proposition, $\text{Cb}(\bar{a}_{r+2}/k)$ is algebraic over $k_0(\bar{A}_r) \subset k_0(\bar{A}_{r+1})$. Lemma 7.26 implies that $\text{Cb}(\bar{a}_{r+2}/k) = \text{Cb}(\bar{a}_{r+2}/k(\bar{A}_{r+1}))$. Then Remark 7.20(4) applied to type $\text{tp}(\bar{a}_{r+2}/k(\bar{A}_{r+1}))$ and $A = k_0(\bar{A}_{r+1})$ implies that the type does not fork over $A$. This proves (P1).

It remains to prove (P2). Assume the contrary, that is, $\text{tp}(\bar{a}_{r+2}/k_0(\bar{A}_{r+1}))$ has at least two nonforking extensions to $k(\bar{A}_{r+1})$. One of them is $p_0 := \text{tp}(\bar{a}_{r+2}/k(\bar{A}_{r+1}))$. Since $\bar{a}_{r+2}$ and $\bar{A}_{r+1}$ are independent over $k$ $p_0$ does not fork over $k$ (see Definition 7.13). Since the type $\text{tp}(\bar{a}_{r+2}/k)$ is stationary, Remark 7.15(3) implies that the type $p_0$ is stationary. We denote an extension different from $p_0$ by $q_0 := \text{tp}(\bar{b}/k(\bar{A}_{r+1}))$. Since $\text{tp}(\bar{a}_{r+2}/k(\bar{A}_r))$ is stationary (similarly to $p_0$), the restrictions $p_1$ and $q_1$ of $p_0$ and $q_0$, respectively, to $k(\bar{A}_r)$ are distinct. Moreover, since $p_0$ does not fork over $k_0(\bar{A}_r)$, the same is true for $q_0$. Therefore, Remark 7.20(3), applied to $p_0$ and $q_0$ as distinct nonforking extensions of type $\text{tp}(\bar{a}_{r+1}/k_0(\bar{A}_r))$ yields a finite equivalence relation $E$ defined over $k_0(\bar{A}_r)$ such that $\neg E(\bar{a}_{r+2}, \bar{b})$. Since $\bar{b}$ and $\bar{a}_{r+2}$ are of the same type over $k_0(\bar{A}_{r+1})$, we have $\neg E(\bar{a}_{r+1}, \bar{a}_{r+2})$. Since the type $p$ is stationary and $\bar{a}_{r+1}, \bar{a}_{r+2}, \ldots$ are independent over $k(\bar{A}_r)$, we have (cf. [20, Lemma 2.28]) that, for every $i \neq j$ such that $i, j > r$,
\[ \text{tp}((\bar{a}_i, \bar{a}_j)/k(\bar{A}_r)) = \text{tp}((\bar{a}_{r+1}, \bar{a}_{r+2})/k(\bar{A}_r)). \]

Therefore, we have $\neg E(\bar{a}_i, \bar{a}_j)$. This contradicts the fact that $E$ defines only finitely many equivalence classes. The contradiction finishes the proof of (P2).
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