Investigation and comparison of measurement schemes in the low frequency biosensing regime using solid-state defect centers
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Ensembles of solid state defects in diamond make promising quantum sensors with high sensitivity and spatiotemporal resolution. The inhomogeneous broadening and drive amplitude variations across such ensembles have differing impacts on the sensitivity depending on the sensing scheme used, adding to the challenge of choosing the optimal sensing scheme for a particular sensing regime. In this work, we numerically investigate and compare the predicted sensitivity of schemes based on continuous-wave (CW) optically detected magnetic resonance (ODMR) spectroscopy, π-pulse ODMR and Ramsey interferometry for sensing using nitrogen-vacancy centers in the low-frequency (< 10 kHz) range typical for signals from biological sources. We show that inhomogeneous broadening has the strongest impact on the sensitivity of Ramsey interferometry, and drive amplitude variations least impact the sensitivity of CW ODMR, with all methods constrained by the Rabi frequency. Based on our results, we can identify three different regions of interest. For inhomogeneous broadening less than 0.3 MHz, typical of diamonds used in state of the art sensing experiments, Ramsey interferometry yields the highest sensitivity. In the regime where inhomogeneous broadening is greater than 0.3 MHz, such as for standard optical grade diamonds or in miniaturized integrated devices, drive amplitude variations determine the optimal protocol to use. For low to medium drive amplitude variations, the highest sensitivity is reached using π-pulse ODMR. For high drive amplitude variations, relevant for widefield microscopic imaging, CW ODMR can yield the best sensing performance.

I. INTRODUCTION

Defect centers in diamond are promising candidates for applications in quantum sensing due to high attainable sensitivity, their atomic scale dimensions, the chemical stability of diamond and compatibility with biological samples [1-4]. In particular, the negatively charged nitrogen-vacancy center (NV) in diamond possesses several properties advantageous for sensing including long coherence times of the associated electron spin even at room temperature, optical initialization and readout of the spin state [5, 6] and the ability to coherently manipulate the spin with resonant microwaves (MW) [7].

The level structure and spin-state dependent transitions of the NV center, illustrated in Fig. 1, render the system sensitive to temperature [8, 9], pressure [10], electric fields [11, 12] and magnetic fields [7], but it has received the most focus for its potential as a magnetometer [7, 13-16].

NV center based sensing most commonly involves applying a static magnetic field to lift the degeneracy of the $m_s = \pm 1$ spin states and addressing either the $m_s = 0 \leftrightarrow m_s = 1$ or $m_s = 0 \leftrightarrow m_s = -1$ transition as an effective two-level system [17]. This two-level system is then either driven continuously with constant amplitude microwave and pump laser illumination or in a pulsed manner according to the sensing scheme applied for the specific task. Due to the spin-state dependent fluorescence properties of the NV center, when microwaves are supplied at a resonance frequency matching the triplet ground state spin transition, fluorescence emission is reduced due to nonradiative and infrared decay via a singlet shelving state. Sensing can be performed by recording this environmental-dependent change in fluorescence while probing the spin resonance. This can be practically achieved by many different sensing schemes, including continuous-wave optically detected magnetic resonance spectroscopy (CW ODMR) [18], π-pulse ODMR [19, 20], Ramsey interferometry [21], Hahn Echo [22] and many others [17, 23, 24].

Choosing the right scheme for the specific sensing task is essential to achieving the best possible sensitivity. To maximize bulk sensitivity, it is necessary to use a large ensemble of NV centers as in the shot-noise limited regime [13] the sensitivity is proportional to $\sqrt{N}$, where $N$ is the number of NV centers. It is also necessary to use a large ensemble for other applications, in particular wide field of view microscopy with high spatial resolution. The use of an NV center ensemble introduces challenges of its own. Variations in the local environment of NV centers, e.g., related to varying crystal strain across the ensemble, lead to inhomogeneous broadening (IHB) of their spin triplet transition frequencies, making it challenging for a single-frequency MW drive to be on-resonance with the entire ensemble. Depending on the physical extent of the ensemble and the used MW antenna geometry, it is also possible for the MW drive amplitude to vary across the ensemble. Both of these effects can have a negative impact on the performance of sensing schemes. The impact
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We model an ensemble of \( N \) nitrogen-vacancy centers as the sum of independent single NV, denoted \( i \), following the level structure in Fig. 1 and following the state dynamics of \( N \) independent quantum systems. This assumption is valid due to the relatively low density of NV centers in a typical sensing sample (up to parts per million range), meaning the sum total of interaction between NV centers in the ensemble is low. We assume zero noise, such that our sensitivity is only dependent on the response of the ensemble, excluding difficult to quantify noise sources such as time varying background magnetic fields from laboratory equipment or laser technical noise. The time varying application of microwave and laser fields to the ensemble for each of the three sensing schemes considered in this article are illustrated in Fig. 2. The exact theoretical approach of the simulations differs between the three considered sensing schemes, but we include the effects of inhomogeneous broadening and MW drive amplitude variations across the ensemble in the same way in all three protocols.

We simulate inhomogeneous broadening across our ensemble via a distribution of transition frequencies, which can be modelled as varying detuning, \( \delta_i \), from a central transition with frequency \( \omega_0 = 2\pi \cdot f_0 \). This detuning contributes to the total detuning \( \Delta_i = 2\pi \cdot \delta_i - (\omega_{MW} - \omega_0) \) between the transition frequency and the driving frequency \( \omega_{MW} = 2\pi \cdot f_{MW} \). We define the term drive detuning to correspond to the difference \( f_{MW} - f_0 \) between the driving frequency \( f_{MW} \) and the central transition frequency \( f_0 \). The drive detuning can be altered without changing \( f_0 \) by varying \( f_{MW} \). We simulate microwave drive amplitude variations as an effective Rabi frequency \( \alpha_i \Omega_R \) varying across the ensemble. Here, \( \alpha_i \) is defined as the ratio between the effective Rabi frequency and the intended Rabi frequency in the non-detuned case \( \Omega_R \), which is kept fixed.

The ensemble is modelled as consisting of NV centers, each with a particular value of \( \delta_i \) and \( \alpha_i \), while all other parameters are assumed to be constant across the entire ensemble. A pump laser pulse is assumed to return every NV center to the \( m_S = 0 \) ground state \( |0 \rangle \) and the readout is assumed to reflect the exact state distribution. For simplicity, we consider only NV centers aligned along one crystallographic axis of diamond and assume that the magnetic field is aligned along that axis. The \( \delta_i \)-values are considered to follow a Gaussian distribution centered at zero with a full width at half maximum (\( \Gamma \)). The values of \( \delta_i \) are taken in the range \( \pm \Gamma \). In our results and discussion below, the upper limit of this range is used to indicate the level of inhomogeneous broadening \( L_{1HB} \) for a given simulation, i.e. a \( \Gamma \) of 0.5 MHz equals \( L_{1HB} = 0.5 \) MHz. The \( \alpha_i \)-values follow a flat distribution between 0 and 1 to approximate a decaying MW drive field. The range below 1 spanned by the \( \alpha_i \)-values is used to indicate the level of MW drive amplitude variations, termed \( L_{DAV} \) below, i.e. if \( \alpha_i \) varies between 0.9
and 1, $L_{DAV} = 0.1$. MW drive amplitude variations can be neglected by setting $\alpha_i = 1$ in all cases.

### A. Ramsey interferometry

Simulations of Ramsey interferometry were performed using a Hamiltonian representing a coherently driven single NV two-level spin system in a rotating frame

$$\hat{H} = \frac{\Delta_i}{2} \hat{\sigma}_z + \frac{\alpha_i \Omega_R}{2} \hat{\sigma}_x,$$

where $\hat{\sigma}_x$ and $\hat{\sigma}_z$ are Pauli spin-matrices, and $\hbar$ is equal to one. The simulations are performed in three steps. First, an input state representing an NV center initialized in state $m_s = 0$, $|\psi_i\rangle = |0\rangle = (1 0)^T$, is allowed to evolve under the influence of $\Omega_R$ for a duration $T_p = \pi/(2\Omega_R)$ corresponding to and simulating the effect of a $\pi/2$-pulse. In the second step, the resulting state is then used as the input state for an evolution where $\Omega = 0$ for a duration equal to the considered free precession time $\tau$. In the final and third step, the resulting output state after free precession is used as the input state for an evolution where $\Omega_R$ is again non-zero for a duration of $T_p = \pi/(2\Omega_R)$, accounting for the effect of the final $\pi/2$-pulse. For the output of our simulation, we define a normalized contrast $C_i$, obtained for the resulting final output state $|\psi_f\rangle$ by determining its overlap with state $|1\rangle = (0 1)^T$, corresponding to either $m_s = 1$ or $m_s = -1$,

$$C_i = |\langle 1 | \psi_f \rangle|^2.$$

The obtained value of $C_i$ represents normalized fluorescence contrast between on and off microwave resonance, calculated for a single NV center in the ensemble with parameters $\Delta_i$ and $\alpha_i$. The parameter $C_i$ is a valid measure of the normalized contrast, given that the contrast will be minimal when the NV center is in state $|0\rangle$ and maximal when the NV center is in state $|1\rangle$. We assume that a normalized contrast of $C_i = 1$ corresponds to a fluorescence contrast of 30%, the maximum typically measured in an optically detected magnetic resonance experiment using a single NV center in bulk diamond [17]. We define a total normalized contrast for the ensemble $C$ as the mean normalized contrast taken by averaging across all $C_i$ values.

We can also include pure dephasing in the simulation by using a quantum master equation for a two-level system

$$\frac{d\rho}{dt} = -i [\hat{H}, \rho] + \Gamma_{pure}(\hat{\sigma}_z \rho \hat{\sigma}_z - \frac{1}{8} \hat{\sigma}_z \rho \hat{\sigma}_z - \frac{1}{8} \rho \hat{\sigma}_z \hat{\sigma}_z),$$

where $\rho = |\psi\rangle\langle\psi|$ for a pure state and the rate of pure dephasing is given by $\Gamma_{pure} \approx 1/T_2^*$. Otherwise, the simulations are performed using the exact same three-step approach that was previously described for the case without pure dephasing. In density matrix notation, the input state corresponding to an NV initialized in state $m_s = 0$ is $\rho_i = \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix}$, and the normalized contrast $C_i$ is directly obtained from the second diagonal element of $\rho_f$, which is the output density matrix obtained from the third and final step of the simulation.

As a demonstration of the effect of inhomogeneous broadening, we present in Fig. 3 the ensemble-average normalized contrast $C$ as a function of free precession time simulated for the Ramsey protocol for a $N = 41$ ensemble with $\Omega_R = 2\pi \cdot 5$ MHz, no pure dephasing, a drive detuning equal to 1.2 MHz, no drive amplitude variations and three different values of $L_{IHB}$. As expected, we observe Ramsey fringes where the contrast is seen to oscillate at a frequency equal to the detuning between the drive and the central transition frequency. The Ramsey interference fringes seen in Fig. 3 are observed to decay within a time constant that roughly corresponds to $1/L_{IHB}$. The observed decay caused by inhomogeneous broadening is thus similar in effect to a decay of the contrast value caused by pure dephasing.

In order to provide a quantitative measure of the presence of Ramsey fringes and their relative strength, we define a figure of merit $q$ that is equal to the difference in normalized contrast between the second-highest fringe maximum and the second-lowest minimum, as indicated in Fig. 3. This ensures the presence of at least two clear
For direct comparison with CW and π-pulse ODMR, it was necessary to convert the change in normalized contrast as a function of the target sensing parameter into the equivalent normalized contrast change (slope) as a function of variation in microwave drive frequency $f_{MW}$, $C' = dC/df_{MW}$. Unlike CW or π-pulse ODMR, where sensing is simply dependent on the change in microwave resonance frequency of the ODMR features caused by a change in the parameter to be sensed, e.g. magnetic field or temperature, the sensitivity of the Ramsey scheme approach is not directly related to the maximum slope of the Ramsey fringes. Instead, a change in the parameter to be sensed will change the resonance frequency, thereby changing the total detuning $\Delta_\mu$ and thus the oscillation frequency of the Ramsey fringes. This causes the Ramsey fringes to be compressed or stretched in free precession time $\tau$ and leads to a measurable oscillation in the contrast for a fixed $\tau \neq 0$ as a function of the sensing parameter. This is exemplified in Fig. 4 for the case of magnetic field sensing. Here, the addition of a magnetic field $B$ shifts the resonance frequency and thus the total detuning by $m_\mu \gamma_e B$, with $\gamma_e = 28 \text{ MHz/mT}$ the gyromagnetic ratio of an electron spin. Figure 4(a) shows how the Ramsey fringes are shifted by a change in the magnetic field $B$ while Fig. 4(b) illustrates how the contrast at a fixed $\tau$ oscillates as a function of the

FIG. 3. Color online. Simulated Ramsey measurement for $\Omega_R = 2\pi \cdot 5 \text{ MHz}$, no pure dephasing, a drive detuning equal to 1.2 MHz and three different values of $L_{IHB}$. The quantity $q$ indicated on the plot for $L_{IHB} = 0.3 \text{ MHz}$ is a self-defined figure of merit used to judge the relative strength of the Ramsey fringes.

FIG. 4. (a) Ramsey interferometry contrast versus $\tau$ for $L_{IHB} = 0.3 \text{ MHz}$, $\Omega_R = 2\pi \cdot 10 \text{ MHz}$, no pure dephasing and a drive detuning of 1.8 MHz with three different values of $B$. (b) Ramsey interferometry contrast versus $B$ for $\tau = 1.25 \mu s$ and otherwise identical parameters to (a). Position of maximum slope $dC/dB$ indicated by vertical line.
magnetic field $B$. The maximum slope of this oscillation $dC/dB$, shown in Fig. 1b) for $\tau = 1.25 \mu s$, is the point of maximum attainable sensitivity $\eta_B$ of Ramsey sensing of magnetic fields. The maximum achievable slope is dependent on the fixed value of $\tau$ due to the effects of inhomogeneous broadening and/or pure dephasing.

In order to determine the maximum sensitivity of the Ramsey scheme, it was therefore necessary to simulate the normalized contrast as a function of the sensing parameter (e.g. magnetic field $B$) for different fixed $\tau$, obtaining a $\tau_{\text{opt}}$ that maximises $\eta_B$. The maximum achievable slope as a function of the sensing parameter can then be converted to $C' = dC/df_{\text{MW}}$ using a conversion factor for the known change in transition frequency as a function of a given sensing parameter for a single NV axis (e.g. $\gamma_{\text{e}} = 28$ MHz/mT for magnetic field or $-74.2$ kHz/K for temperature).

In this work, we performed this conversion by determining the change in ensemble average normalized contrast in a simulated applied magnetic field between $-3.6 \mu$T and $3.6 \mu$T with varying $\tau$ up to 5 $\mu$s. In each case considered in the simulation, the driving frequency $\omega_{\text{MW}}$ was chosen such that the total drive detuning $\Delta_i$ without field ($B = 0$) maximizes the figure of merit $q$ to ensure clear Ramsey fringes. From these simulations we determined the maximum $dC/dB$ and converted this to $C' = dC/df_{\text{MW}}$ using the above conversion factor. This permitted direct comparison of the Ramsey interferometry scheme with CW and $\pi$-pulse ODMR sensing.

**B. $\pi$-pulse ODMR**

For the case of simulating the $\pi$-pulse ODMR scheme, simulations were performed using the same methods as for simulating the Ramsey protocol, but by replacing the three-step sequence with a single step where an input state $|\psi_i\rangle = |0\rangle$ was allowed to evolve under the influence of a drive field with strength $\Omega_R$ for a duration $T_p = \pi/\Omega_R$ equal to a $\pi$-pulse. The normalized contrast $C$ obtained for the resulting output state $|\psi_f\rangle$ was then calculated using Eq. 2. This approach was repeated for varying values of the drive frequency $f_{\text{MW}}$, from which a normalized contrast spectrum and the measurable maximum slope was extracted.

**C. CW ODMR**

We performed the simulation of the CW ODMR protocol using a five-level model of the NV center [30], including spin, optical and non-radiative transitions. The decay rates typical for an NV center in bulk diamond are listed in [31], and the optical excitation rate is $\Gamma_p$.

The steady-state solutions for the ground state populations for a single NV can be obtained directly via the expressions [30]

$$
\rho^{ss}_{11} = \left[ 1 + \Xi + \frac{\Gamma_p}{K_3} + \frac{\Gamma_p \Xi}{K_4} + \frac{k_{35} \Gamma_p}{K_4 K_5} + \frac{k_{45} \Gamma_p \Xi}{K_4 K_5} \right]^{-1},
$$

and

$$
\rho^{ss}_{22} = \left[ 1 + \frac{1}{2} \Xi + \frac{\Gamma_p}{K_4} + \frac{\Gamma_p \Xi}{K_4 K_5} + \frac{k_{35} \Gamma_p}{K_3 K_5} + \frac{k_{35} \Gamma_p \Xi}{K_3 K_5} \right]^{-1},
$$

where

$$
\Xi = \left[ \frac{k_{31}}{2} + \frac{\Gamma_p (k_{32} K_5 + k_{33} K_4)}{K_4 K_5} + \frac{(\alpha_i \Omega_R) \gamma^2}{2 (\gamma^2 + \Delta_i^2)} \right] + \left[ \frac{k_{31}}{2} + \frac{\Gamma_p (k_{32} K_5 + k_{33} K_4)}{K_4 K_5} + \frac{(\alpha_i \Omega_R) \gamma^2}{2 (\gamma^2 + \Delta_i^2)} \right],
$$

and

$$
K_3 = k_{35} + k_{31} + k_{32},
K_4 = k_{41} + k_{42} + k_{45},
K_5 = k_{51} + k_{52},
$$

where $\Gamma_p$ is the optical pumping rate, $k_{nm}$ is the decay rate from level $n$ to level $m$, $K_n$ is the total decay rate from level $n$, $\gamma_i^2 = \gamma_2 + \Gamma_p/2$ is the optical dephasing rate, and $\gamma_2 = 2\pi/T_2^* + k_{31}/2$ is the spin dephasing rate. The steady-state solutions for the ground state populations can be used to obtain the CW ODMR spectrum as

$$
I_{\text{CW}} = \beta_3 \rho^{ss}_{33} + \beta_4 \rho^{ss}_{44} = \beta_3 \frac{\Gamma_p}{K_3} \rho^{ss}_{11} + \beta_4 \frac{\Gamma_p}{K_4} \rho^{ss}_{22},
$$

where

$$
\beta_3 = \frac{k_{31} + k_{32}}{K_3}, \quad \beta_4 = \frac{k_{41} + k_{42}}{K_4}.
$$

We include pure dephasing via $2\pi/T_2^*$ in the term $\gamma_2^2 = 2\pi/T_2^* + k_{31}/2 + \Gamma_p/2$ and can neglect the influence of pure dephasing by setting $2\pi/T_2^* = 0$. Eqs. 4-9 can thus be used to obtain the CW ODMR spectrum for a single NV center as a function of microwave drive frequency.

The spectrum values $I_{\text{CW}}$ were converted to contrast relative to the value obtained when the microwave drive is far off-resonance. These values are divided by the maximum contrast obtained in the asymptotic limit where $\Omega_R$ is very large in order to obtain a normalized contrast value $C_i$. By repeated simulation for all values of $\Delta_i$ and $\alpha_i$, we then calculate the ensemble average normalized contrast $C$ as the mean of all $C_i$ values in the ensemble. By varying the simulated microwave drive frequency $f_{\text{MW}}$, we can then derive the maximum slope as a function of drive frequency $C' = dC/df_{\text{MW}}$. This can be directly compared to the equivalent values obtained from the simulation of a Ramsey or $\pi$-pulse scheme, representing a measure of the maximum achievable sensitivity for CW ODMR sensing.
III. RESULTS AND DISCUSSION

A. Ramsey interferometry

We first calculated how the visibility of the Ramsey fringes depended on the degree of drive detuning and the inhomogenous broadening ($L_{IHB}$). This was done in terms of the figure of merit $q$, to give a clear picture of how well the interferometry performs as a function of these parameters. Figure 5 shows a plot of $q$ as a function of drive detuning and inhomogenous broadening at a fixed overall Rabi frequency $\Omega_R = 2\pi \cdot 3$ MHz with no pure dephasing or drive amplitude variations. In the Supplementary information, we include examples of the individual Ramsey interferometry simulations that were used to obtain this plot. It is clear that the optimal drive detuning to maximize the figure of merit $q$ and thus the quality of the Ramsey fringes increases with increasing inhomogeneous broadening. Moreover, we see that the fringes worsen with increasing inhomogeneous broadening. This is as expected, with an increase in $L_{IHB}$ leading to a faster decay of the Ramsey fringes and thus requiring a larger oscillation frequency (drive detuning) in order to obtain sufficient Ramsey fringes to perform Ramsey interferometry. Also as expected, as $L_{IHB}$ reaches its upper range ($> 1$ MHz), it becomes increasingly difficult to obtain interference fringes, as the broadening means the fixed microwave pulse length is no longer $\pi/2$ for an increasingly larger number of NV center spins in the ensemble.

By the procedure outlined in Methods, we calculate the maximum fluorescence contrast slope $C'$ for Ramsey interferometry. We initially focus on a particular scenario for an ideal high sensitivity measurement with a strong, uniform microwave field across the diamond resulting in no ensemble drive amplitude variations and a high Rabi frequency ($\Omega_R > 2\pi \cdot 2$ MHz). We then simulate the influence of Rabi frequency and inhomogeneous broadening on the predicted maximum slope $C'$.

Figure 6(a) shows the simulated $C'$ as a function of inhomogeneous broadening for three different Rabi frequencies and Fig. 6(b) shows the simulated $C'$ as a function of Rabi frequency for three different $L_{IHB}$-values, with $L_{DAV} = 0$ (no drive amplitude variations) and no pure dephasing. The plots in Fig. 6(b) also include

FIG. 5. Plot of the self-defined figure of merit $q$ as a function of drive detuning and $L_{IHB}$ for $\Omega_R = 2\pi \cdot 3$ MHz and no pure dephasing or drive amplitude variations.

FIG. 6. Maximum achievable slope in normalized contrast for Ramsey interferometry with no drive amplitude variations or pure dephasing as a function of (a) inhomogeneous broadening with various Rabi frequencies and (b) Rabi frequency with various levels of inhomogeneous broadening.
anomalous features where the slope decreases with increasing Rabi frequency. This arises because for each value of \( \Omega_R \) and \( L_{IH\text{B}} \), we calculate the drive detuning that yields the maximum \( q \), rather than maximizing \( C' \) directly. As outlined in Methods, this is to maximize fringe visibility to remain in the regime where we are performing genuine Ramsey interferometry. If this were not the case, the optimization routine might, for example, find the maximum \( C' \) for zero or near-zero precession time \( \tau \), which would be indistinguishable from the \( \pi \)-pulse scheme. The result of the method we choose is that the optimized drive detuning between values of \( \Omega_R \) or \( L_{IH\text{B}} \) may reach different local maxima in \( q \), leading to a step change in \( C' \) between adjacent points. This can lead to the anomalies we observe.

Two aspects are clear from the data shown in Fig. 6(a). First, the achievable slope \( C' \) in the Ramsey scheme decreases in a pseudo-exponential fashion with increasing inhomogeneous broadening. This indicates a lower sensitivity for all schemes with higher inhomogeneous broadening. As discussed above, this is what would be expected based on the observed effect of inhomogeneous broadening, acting to reduce the fringe visibility and number as illustrated in Fig. 3. Secondly, the achievable slope increases only slightly with increasing Rabi frequency, particularly at low inhomogeneous broadening. This result is somewhat surprising, as it would be expected that by increasing the microwave power supplied using a pulsed scheme resistant to power broadening, the microwave resonance should be better defined, increasing contrast \( C \) and \( C' \).

The slight increase can be attributed to the relationship between Rabi frequency and \( \pi/2 \)-pulse performance. As Rabi frequency is increased, the \( \pi/2 \)-pulses will be able to perform well for NV center spins with larger detuning from the driving frequency. However, once the pulses are able to perform well for most or all of the target ensemble, increasing the Rabi frequency further does not significantly improve the overall pulse performance and thus does not significantly improve the achievable slope. The point where the \( \pi/2 \)-pulses are able to affect most of the ensemble correctly naturally occurs at a lower Rabi frequency for ensembles with lower levels of inhomogeneous broadening.

This result implies that for sensing experiments using the Ramsey scheme, increasing microwave amplification or enhancing antenna design to achieve a higher Rabi frequency will not necessarily lead to significant enhancement in sensitivity. This is an important result for both benchtop systems aiming for state of the art sensitivity and for systems with low Rabi frequency, such as microfabricated NV sensors with low available microwave power [32, 33]. For a high quality diamond with low \( L_{IH\text{B}} = 0.1 \text{ MHz} \), an increase in Rabi frequency from 1 MHz to 10 MHz only increases the slope \( C' \) by a factor of \( \approx 1.3 \%), see Fig. 6. In our zero noise model, this corresponds to the same factor of enhancement in sensitivity to any target parameter using this scheme.

We also simulate the introduction of pure dephasing, which additionally acts to reduce the Ramsey fringe visibility. This has an effect very similar to that of inhomogeneous broadening (Fig. 4), with a decay in normalized contrast. The limit on interferometry performance will therefore depend on both pure dephasing and inhomogeneous broadening and their relative strengths defined by \( T_2^* \) and \( L_{IH\text{B}} \), respectively. We illustrate this in Fig. 7 where the simulated \( C' \) as a function of inhomogeneous broadening is plotted with and without pure dephasing.

The difference between the slopes obtained decreases with higher inhomogeneous broadening. In the regime of large values of \( L_{IH\text{B}} \), the maximum achievable slope is limited by the inhomogeneous broadening. For low values of \( L_{IH\text{B}} \), the maximum \( C' \) is constrained by pure dephasing. This implies that even if long \( T_2^* \) times are achieved, as is often sought in sensing experiments through well designed pulsed protocols, the inhomogeneous broadening will still act to ultimately constrain the maximum sensitivity of the Ramsey scheme, and that increasing the Rabi frequency (through increasing the MW power) of the MW pulses will not necessarily overcome this issue. This highlights the critical importance of material (diamond) design to minimize IHB (e.g. by minimizing inhomogeneous non-NV diamond nitrogen content or minimizing material strain).
B. CW and π-pulse ODMR

Fig. 8 shows example simulated ODMR spectra in terms of normalized ensemble contrast $C$ as a function of microwave drive frequency $\omega_{MW}$ for CW and π-pulse schemes. We show a single resonance feature corresponding to a single NV axis, split by 40 MHz by a simulated static magnetic field with a 1.4 mT amplitude along the NV axis. The parameters we use are $\Gamma_p = 2\pi \cdot 1 \text{ MHz}$, $\Omega_R = 2\pi \cdot 2 \text{ MHz}$ for the CW simulation and $\Omega_R = 2\pi \cdot 2 \text{ MHz}$ for the π-pulse simulation. We plot the ideal spectra, with zero pure dephasing, inhomogeneous broadening and no MW drive amplitude variations. We plot the ideal spectra, with zero pure dephasing, inhomogeneous broadening and no MW drive amplitude variations. The π-pulse ODMR spectrum was obtained using a fixed π-pulse duration chosen to match the on-resonance frequency. This leads to oscillations in contrast as this fixed duration periodically matches different Rabi frequencies obtained at different driving frequencies. Examples of simulated spectra varying the above parameters are shown in the Supplementary Information.

We note that for CW and π-pulse ODMR, the relationship between slope $C'$ and Rabi frequency is not straightforward and larger Rabi frequency can result in lower slope. This is due to the fact that while larger Rabi frequency will result in larger achievable ODMR contrast, which serves to increase the slope, the additional microwave power necessary to achieve it will broaden the NV resonance linewidths, which acts to decrease the slope $C'$. The inverse is also true for green laser intensity/pumping rate, where resonance linewidth can narrow with higher laser intensity [23, 34]. For the ODMR simulations, we thus individually optimize the Rabi frequency and the green pumping rate to yield the maximum slope for each $L_{IHB}$ and $L_{DAV}$.

C. Scheme comparison

We compare the maximum sensitivity for the Ramsey interferometry, CW and π-pulse ODMR sensing schemes. Again, we assume zero noise such that the sensitivity is directly proportional to the ensemble response via slope $C'$. For simplicity of comparison, we compare the best possible Ramsey interferometry simulations using $\Omega_R = 2\pi \cdot 10 \text{ MHz}$ with the other two schemes. We consider that $\Omega_R = 2\pi \cdot 10 \text{ MHz}$ is a reasonable upper limit that can be achieved experimentally [35, 36].

We first consider only the effects of inhomogenous broadening, while neglecting drive amplitude variations and pure dephasing. Figure 9(a) shows the resulting simulated maximum slope as a function of $L_{IHB}$ for Ramsey interferometry, CW ODMR and π-pulse ODMR while neglecting drive amplitude variations and pure dephasing. The obtained optimal Rabi frequencies for CW and π-pulse ODMR were below $2\pi \cdot 3 \text{ MHz}$ in all cases. For ease of comparison, the ratios between the obtained ODMR slopes and the obtained Ramsey interferometry slopes are shown in Fig. 9(b) with a horizontal line at unity, i.e. equal performance.

The plots in Fig. 9 illustrate how the achievable slope decreases with increasing inhomogeneous broadening for all three techniques, but the decrease is most significant in the low IHB regime (< 0.2 MHz) for Ramsey interferometry. As can be seen in Fig. 9(b), the simulations predict a larger $C'$ and hence greater achievable sensitivity for π-pulse ODMR than Ramsey interferometry when $L_{IHB} \geq 0.3 \text{ MHz}$. Given that π-pulse ODMR is no more complicated to implement than Ramsey interferometry, this indicates that π-pulse ODMR should be the preferred protocol when the inhomogeneous broadening is in this regime. For $L_{IHB} < 0.3 \text{ MHz}$, the simulations predict the largest slope for Ramsey interferometry, indicating that one can gain sensitivity by implementing Ramsey interferometry in this regime. The CW ODMR simulations at best predict a slope that is close to 80% of the Ramsey interferometry slope predicted for the same $L_{IHB}$.

The plots in Fig. 9(b) also include several anomalous features such as the ratio decreasing with increasing $L_{IHB}$ at several points and oscillations in the data for increasing $L_{IHB}$. As previously detailed, these arise due to the chosen method of optimizing the drive detuning. We can also perform this optimization directly in terms of $C'$ only, from which the same overall trends can be observed. This data can be seen in the Supplementary information.

Having investigated the behavior of the three sensing
FIG. 9. a) Maximum achievable slope in normalized contrast as a function of inhomogeneous broadening for Ramsey measurements with $\Omega_R = 2\pi \cdot 10$ MHz, optimized CW ODMR and optimized $\pi$-pulse ODMR. All values were obtained while neglecting drive amplitude variations and pure dephasing. b) Ratios between the ODMR and Ramsey interferometry slopes shown in a).

schemes in the absence of variations in microwave drive across the ensemble, we then perform the same comparison with finite drive amplitude variation $L_{DAV}$. Figure 10 shows plots of the ratio between the simulated maximum achievable slope for (a) CW ODMR and (b) $\pi$-pulse ODMR and Ramsey interferometry as a function of $L_{IHB}$ for MW drive amplitude variations between 10% and 90% ($L_{DAV} = 0.1-0.0$). Here we see that increasing the level of MW drive amplitude variation increases the performance (higher $C'$) of CW and $\pi$-pulse ODMR relative to Ramsey interferometry. For $\pi$-pulse ODMR, this effect is relatively small, with the same distinction in performance above and below $L_{IHB} = 0.3$ MHz as simulated in Fig. 9. However, the effect is far more pronounced for CW. When the MW drive amplitude variations exceed 50%, CW starts to outperform Ramsey measurements at large levels of inhomogeneous broadening. As the MW drive amplitude variations increase further, CW will out-perform Ramsey at smaller and smaller levels of inhomogeneous broadening, eventually becoming preferable for nearly all levels of inhomogeneous broadening. For MW drive amplitude variations of around 80% or larger, CW ODMR also outperforms $\pi$-pulse ODMR, as evidenced by achieving a larger ratio to the Ramsey measurement slopes. This is a surprising result, as pulsed readout schemes are usually assumed to offer better sensitivity (which is true in the limit of pure dephasing) [19]. Here we instead show there can be regimes where sensitivity is greater for a continuous wave scheme than for the pulsed alternatives when other factors are considered.

We account for this result as arising due to the pulsed schemes being more adversely affected by MW drive amplitude variations. These schemes rely on the precise application of $\pi$ and $\pi/2$ pulses of the correct length for the maximum number of NV center spins in an ensemble. By increasing the variation in drive amplitude across the sample, this condition is no longer met for an increasingly large fraction of NV center spins. This leads to a reduction in both contrast and slope through broadening effects associated with incorrect length pulse application [12]. For CW, this problem is less apparent as the states of the defect centers are continuously driven between the $m_S = 0$ to $m_S = \pm 1$ levels, maintaining contrast as long as there is sufficient pump laser power to maintain spin polarization in the system.

We consider this result to be particularly relevant for sensing schemes where such a wide variation in drive amplitude may occur. This includes two particular scenarios: 1) where the diamond is relatively large with respect to an antenna and the field of view of fluorescence collection is large and 2) where the microwaves are particularly localized to maximize contrast in a particular region. The first such scenario describes widefield imaging with NV centres, where there can be considerable variation in drive frequency across a diamond [37, 38]. The second may describe a confocal experiment, using lithographically patterned microwave antennas.

Elements of both scenarios cover sensing experiments looking at nanodiamonds, for example for temperature sensing in biological tissue [39]. Here both $L_{DAV}$ and $L_{IHB}$ can be high due to variations in microwave drive if looking at multiple diamonds across a large single field of view and due to large differences in IHB between very few NV centers within each diamond, with considerable effects of crystal strain and surface interaction due to
Finally, we seek to perform our simulations using experimental data from a real diamond sample, to estimate the optimal sensing scheme for a real diamond. We achieve this through widefield CW ODMR imaging to extract the variation in zero offset magnetic field microwave resonance frequency across a 10×10 µm² region of a diamond. We use a chemical vapor deposition (CVD) diamond overgrown with ¹⁵N with ¹²C purification. The procedures and diamond details we use for the measurement are the same as given in [41]. As this region is significantly smaller than our nearfield antenna, we assume that across the field of view we image there is a homogeneous microwave field, with minimal variation in microwave drive amplitude. We therefore assume that all of the variation we observe is due to inhomogenous broadening as our input δ_i-distribution. This experimental distribution can be seen in Appendix A. Figure 11 shows the simulated ratios between the maximum achievable slope in normalized contrast for optimized CW or π-pulse ODMR and Ramsey interferometry as a function of the Rabi frequency Ω_R used for Ramsey interferometry with three different values of L_{DAV}. We calculate π-pulse ODMR to be the best possible scheme for all values of microwave drive variation, particularly in the low microwave power (low Rabi frequency) regime. Our simulations also suggest that in this regime, CW ODMR is close to outperforming the sensitivity of the Ramsey...
scheme. This diamond has recently been used for CW ODMR sensing of electrical current [41], but we do not presently have the capability to perform pulsed sensing using it. We also note that other factors such as readout noise and measurement time can play a role in a real experiment. Here we aim only to maximize the response of the sensing medium (the NV ensemble) in terms of maximizing the change in fluorescence output (slope $C'$) in response to a target factor (e.g. magnetic field or temperature).

**IV. CONCLUSION**

In this work, we compared Ramsey interferometry, $\pi$-pulse ODMR and CW ODMR sensing schemes using nitrogen-vacancy centers and investigated the impact of inhomogeneous broadening and MW drive amplitude variations. We demonstrate that the achievable response of the sensing ensemble in terms of the contrast slope $C'$, which is directly proportional to sensitivity, plateaus with increasing Rabi frequency for Ramsey interferometry. The performance of Ramsey interferometry can therefore not necessarily be improved simply by increasing the MW power. This is of considerable interest for realization of devices with low available power, such as microfabricated sensors with integrated semiconductor amplification, where significant MW amplification is not easy to realize due to e.g. heat dissipation concerns.

We demonstrate that when the inhomogeneous broadening exceeds 0.3 MHz, $\pi$-pulse ODMR yields a larger $C'$ than Ramsey interferometry, indicating that $\pi$-pulse ODMR gives higher sensitivity in this regime. This indicates that Ramsey interferometry should only be considered when using a high-quality diamond with low inhomogeneous broadening, such as in low impurity samples with a relatively low nitrogen content [20, 42].

The influence of MW drive amplitude variations is demonstrated to significantly improve the relative performance of CW ODMR compared to pulsed sensing schemes and $\pi$-pulse ODMR. For MW drive amplitude variations of around 80% or larger, CW ODMR can outperform both Ramsey interferometry and pulsed ODMR for even a low level of inhomogeneous broadening. These results are of particular significance to applications that naturally have high levels of drive field variation, such as wide field of view NV center imaging [37, 38] or imaging of microwave frequency microcircuitry [41].

Finally, we apply our simulation to measurements from a real diamond, recently used for CW imaging [41]. Our calculations predict that sensitivity could be improved by switching to a $\pi$-pulse sensing scheme. We however note that other factors beyond the scope of this work may limit sensitivity and these may vary between the schemes considered. In particular, in this work we only consider the maximal response of the sensing medium. We do not consider noise, arising from electronic or optical sources, or errors in pulse application. Further investigation beyond the scope of this work is required to fully examine these aspects before confirmation of our prediction.

Our results represent an important step towards a greater understanding of the relation between sensor material properties, sensing regime and the ideal sensing scheme. We consider our results of particular interest to groups working with DC to low-frequency magnetometry and temperature sensing, particularly from biosamples, using diamonds both off-the-shelf or irradiated where low inhomogeneous broadening cannot be guaranteed.

**A. MEASURED $\delta_i$-DISTIBUTION**

Plot of the experimentally measured $\delta_i$-distribution used for the simulations in Fig. [11]. The distribution was measured on a CVD diamond overgrown with $^{15}$N without isotopic purification.

![Fig. 12. Experimentally measured $\delta_i$-distribution from a CVD diamond overgrown with $^{15}$N without isotopic purification.](image)
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