DECAY RATES FOR CUBIC AND HIGHER ORDER NONLINEAR WAVE EQUATIONS ON ASYMPTOTICALLY FLAT SPACETIMES
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ABSTRACT. In this paper, we prove pointwise decay rates for cubic and higher order nonlinear wave equations, including quasilinear wave equations, on asymptotically flat and time-dependent spacetimes. We assume that the solution to the linear equation (rather than the nonlinear equation) satisfies a weaker form of the standard integrated local energy decay, or Morawetz, estimate. For nonlinearities with a total derivative structure, we prove better pointwise decay rates.

1. Introduction

In this paper we study the long-time behaviour of solutions to cubic and higher order nonlinear wave equations in three spatial dimensions on time-dependent and asymptotically flat spacetimes. That is, we study these wave equations on curved spacetimes. Such equations can be viewed as perturbations of the classical linear wave equation, at least for small solutions which also have sufficiently small derivatives. The goal is to obtain certain pointwise decay rates stated in Theorem 1.6 and then to prove modified decay rates for certain exceptional nonlinearities stated in Theorem 1.8; this is achieved by an iteration scheme that is outlined in Section 5.1.

With the exception of the cubic, quartic and quintic power-type nonlinear equations, which were studied in [17], this article proves pointwise decay rates for cubic and higher order nonlinear wave equations, on asymptotically flat spacetimes with minimal assumptions. We note that quadratic equations that contain derivatives were considered in the work [19], where analogous long-time behaviour questions related to pointwise decay were investigated.

We consider the operator

\[ P := \partial_\alpha g^{\alpha\beta}(t,x)\partial_\beta + g^{\omega}(t,x)\Delta_\omega + B^\alpha(t,x)\partial_\alpha + V(t,x) \quad \text{on } \mathbb{R}^{1+3} \]  

(1.1)

describing our spacetimes, where the coefficients are allowed to depend on \( t \) and we use the summation convention for repeated indices. Here \( \Delta_\omega \) denotes the Laplace operator on the unit sphere, and \( \alpha, \beta \) range across \( 0, \ldots, 3 \). See Section 1.0.1 for the precise assumptions on \( P \). We study the nonlinear Cauchy problem

\[
\begin{aligned}
P\phi(t,x) &= C(\partial^2 \phi, \partial \phi, \phi) & (t,x) \in \mathbb{R}^{1+3} \\
(\phi(0,x), \partial_t \phi(0,x)) &= (\phi_0, \phi_1)
\end{aligned}
\]

(1.2)

where \( C \) is an \( n \)-th order form whose terms are all at least cubic; see Definition 1.4 for the precise definition of \( C \). Our main theorem (Theorem 1.6) states, informally, that if the coefficients of \( P - \Box \) are asymptotically flat and if an integrated local energy decay statement (i.e., a Morawetz estimate) is satisfied, then the solution to (1.2) (and its vector fields) obey the global pointwise decay rates of \(|\phi(t,x)| \leq C(t - r)^{-1 - \min(c(P), A)}(t + r)^{-1}\). Here \( c(P) \) is a constant depending on the coefficients in (1.1) while \( A \) is a constant
depending on the nonlinearity. Thus for bounded \(|x|\), we have \(|\phi(t, x)| \leq C t^{-2-\min(c(P), A)}\).

We allow for large and non-compactly supported initial data in a localised \(L^2\) space: see (1.13). An overview of the proof is contained in Section 1.1.

**History of related problems.** In [12], a similar class of equations was considered on the flat spacetime, i.e. on Minkowski spacetime. The work [12] used elementary \(L^p-L^q\) estimates in certain Sobolev spaces from [26, 33] and avoided the need to use a Nash-Moser-type iteration scheme which was used in the earlier works [9, 11]. The work [30] also uses \(L^p-L^q\) estimates to prove the same results as those obtained in [12], and it uses a global Picard iteration scheme.

For quadratic equations, the semilinear wave equation in \(\mathbb{R}^{1+3}\)

\[
\Box \phi = Q(\partial \phi, \partial \phi), \quad \phi|_{t=0} = \phi_0, \quad \partial_t \phi|_{t=0} = \phi_1 \tag{1.3}
\]

for small initial data was been studied extensively. It is known that the solution blows up in finite time if \(Q(\partial \phi, \partial \phi) = (\partial_t \phi)^2\). On the other hand, if the nonlinearity satisfies the null condition (see, for instance, [19] for a definition) it was shown in [4] and [10] that the solution exists globally. This result was extended to quasilinear systems with multiple speeds, as well as the case of exterior domains (see, for instance, [21, 22]) and to systems satisfying the weak null condition, including Einstein’s Equations (see [14, 15]). See also the upcoming [20] for sharp pointwise bounds and asymptotics, given certain assumptions.

The theory of global existence, uniqueness and scattering for the semilinear wave equation in \(\mathbb{R}^{1+3}\)

\[
\Box \phi = \pm \phi^{p+1}, \quad \phi(0, x) = \phi_0(x), \quad \partial_t \phi(0, x) = \phi_1(x)
\]

was studied extensively; for instance, in the articles [1, 6]. Work has also been done for the pointwise decay of solutions; see [27, 34]. In the case of compactly supported smooth data, decay rates were proved in [32] (for small data) and in [2, 6] (for large data).

**Setup and statement of main theorem.** We state some notation that we use throughout the paper. We write \(X \lesssim Y\) to denote \(|X| \leq CY\) for an implicit constant \(C\) which may vary by line. Similarly, \(X \ll Y\) will denote \(|X| \leq cY\) for a sufficiently small constant \(c > 0\). In \(\mathbb{R}^{1+3}\), we consider

\[
\partial := (\partial_t, \partial_1, \partial_2, \partial_3), \quad \Omega := (x^i \partial_j - x^j \partial_i)_{i,j}, \quad S := t \partial_t + \sum_{i=1}^3 x^i \partial_i,
\]

which are, respectively, the generators of translations, rotations and scaling. We denote the angular derivatives by \(\partial\). We set

\[
Z := (\partial, \Omega, S)
\]

and we define the function class

\[
S^Z(f)
\]

to be the collection of real-valued functions \(g\) such that \(|Z^J g(t, x)| \lesssim |f|\) whenever \(J\) is a multiindex. We will frequently use \(f = \langle r \rangle^\alpha\) for some real \(\alpha \leq 0\), where \(\langle r \rangle := (1+|r|^2)^{1/2}\). We also define \(S^Z_{\text{radial}}(f) := \{g \in S^Z(f) : g\) is spherically symmetric\}. We denote \(\phi_J := Z^J \phi := \partial^\Omega S^k \phi\), if \(J = (i, j, k)\)

\[
\phi_{\leq m} := (\phi_J)_{|J| \leq m}, \quad \phi = m := (\phi_J)_{|J|=m}. \tag{1.4}
\]
Thus $\phi_0 = \phi$. We let

$$S_0^Z(1) := \{ f \in S^Z(1) : \partial f \in S^Z((r)^{-1}) \}. \quad (1.5)$$

For instance, constants belong in the class $S_0^Z(1)$. We let

$$\partial := \{ \partial_t + \partial_r, \bar{\phi} \} \quad (1.6)$$

where $\bar{\phi}$ denotes the angular derivatives.

Forward energy bounds are usually viewed as a necessary prerequisite for local energy decay and pointwise bounds. We shall assume our equation (1.2) satisfies the following weaker version of energy bounds, where we allow losses on the right hand side:

**Definition 1.1** (Weak energy bounds). We will assume that (1.2) satisfies the following estimate: there exists some $k_0 \in \mathbb{N}$ such that for finitely many $m \in \mathbb{N}$,

$$\| \partial \phi(T_1) \|_{H_m(\mathbb{R}^3)} \lesssim_m \| \partial \phi(T_0) \|_{H^{m+k_0}(\mathbb{R}^3)}, \quad 0 \leq T_0 \leq T_1. \quad (1.7)$$

**Local energy norms.** The usual local energy decay estimate is as follows in **Definition 1.2**. Before we state the estimate, we define the $LE^1$ norm. Let

$$A_R := \{ x \in \mathbb{R}^3 : R < |x| < 2R \} \quad (R > 2), \quad A_{R=1} := \{ |x| < 2 \}.$$

Given a subinterval $I$ of $\mathbb{R}^+$,

$$\| \phi \|_{LE(I)} := \sup_R \| \langle r \rangle^{-1} \phi \|_{L^2(I \times A_R)},$$
$$\| \phi \|_{LE^1(I)} := \| \nabla_{L^2} \phi \|_{LE(I)} + \| \langle r \rangle^{-1} \phi \|_{LE(I)}, \quad (1.8)$$
$$\| f \|_{LE^*(1)} := \sum_R \| \langle r \rangle^{1/2} f \|_{L^2(I \times A_R)}.$$

Higher-order versions of (1.8) are as follows:

$$\| \phi \|_{LE^{1,k}(I)} = \sum_{|\alpha| \leq k} \| \partial^\alpha \phi \|_{LE^1(I)},$$
$$\| \phi \|_{LE^{0,k}(I)} = \sum_{|\alpha| \leq k} \| \partial^\alpha \phi \|_{LE(I)},$$
$$\| f \|_{LE^{*,k}(I)} = \sum_{|\alpha| \leq k} \| \partial^\alpha f \|_{LE^*(I)}.$$

If the subinterval $I$ is omitted, then the norm will involve an integration over $\mathbb{R}^+$.

We have the following scale-invariant estimate on Minkowski backgrounds:

$$\| \partial \phi \|_{L^2 T L^2} + \| \phi \|_{LE^1} \lesssim \| \partial \phi(0) \|_{L^2} + \| \Box \phi \|_{LE^1 + L^1 T L^2} \quad (1.9)$$

and a similar estimate involving the $LE^1[0, t_1]$ and $LE^*[t_0, t_1]$ norms. See [25] for the Klein-Gordon case, and see the following works in the case of small perturbations of the Minkowski space-time: see for instance [7], [8], [31]. Even for large perturbations, in the absence of trapping, (1.9) still sometimes holds, see for instance [3], [23]. In the presence of trapping, (1.9) is known to fail, see [28], [29]. We will assume that a similar, but weaker, estimate holds (see **Definition 1.3**), for our operator $P$ after commuting with only a finite number of derivatives (as opposed to vector fields $Z$). Moreover, we do not assume that we can control the time derivative on the left-hand side—see (1.11).
Definition 1.2 (ILED). We say that $P$ has the integrated local energy decay property if the following estimate holds for a finite number $m \geq 0$, and for all $0 \leq T_0 < T_1 \leq \infty$:

$$
\| \partial \leq m \phi \|_{LE^1([T_0, T_1] \times \mathbb{R}^3)} \lesssim_m \| \partial \phi(T_0) \|_{H^m(\mathbb{R}^3)} + \| \partial \leq m (P \phi) \|_{(L^1 L^2 + LE^*)([T_0, T_1] \times \mathbb{R}^3)}
$$

(1.10)

where the implicit constant does not depend on $T_0$ and $T_1$.

We now define a weaker version of Definition 1.2. This is the Morawetz estimate that we shall assume for the equation (1.2).

Definition 1.3 (SILED). We say that $P$ has the stationary integrated local energy decay property if the following estimate holds for a finite number of $m \geq 0$, and for all $0 \leq T_0 < T_1 \leq \infty$:

$$
\| \partial \leq m \phi \|_{LE^1([T_0, T_1] \times \mathbb{R}^3)} \lesssim_m \| \partial \phi(T_0) \|_{H^m(\mathbb{R}^3)} + \| \partial \leq m (P \phi) \|_{LE^*([T_0, T_1] \times \mathbb{R}^3]} + \| \partial_t \partial \leq m \phi \|_{LE([T_0, T_1] \times \mathbb{R}^3)}.
$$

(1.11)

Clearly the estimate (1.11) is a weaker assumption than the ILED estimate (1.10). The ILED estimate is a standard tool in the field, and has been proven using a variety of tools, and moreover in various different settings.

For the Kerr spacetime with small angular momentum, (1.10) and (1.11) have both been proven. For the Kerr spacetime with large angular momentum, the estimate (1.10) holds for the homogeneous wave equation: see Theorem 3.2 in [5]. The estimate (1.11) was proven in Theorem 4.3 of the article [24], for perturbations of the Schwarzschild spacetime that include the Kerr spacetime with small angular momentum. In that result, no decay in time near the trapped set (which is the main issue) was even necessary for the metric. In the stationary case, (1.11) can be thought of as a substitute for an elliptic estimate at zero frequency.

Definition 1.4 (Definition of the nonlinearity $C$ being studied). Let $C(x, y, z)$ denote a polynomial of degree $\text{deg} \geq 3$ whose terms are all at least cubic, with $z^5, z^4, z^3$ disallowed. Thus $C(\partial^2 \phi, \partial \phi, \phi)$ allows all cubic and higher order nonlinearities except for terms of the form $\phi^3, \phi^4, \phi^5$.

1. Let $N \in \mathbb{N} \geq 3$ denote the order of the nonlinearity $P \phi$.
2. Let $T \in \mathbb{N}_0$ be the number of tangential derivatives that is present in each term of the nonlinearity $P \phi$. The tangential derivatives were defined in (1.6).

Example 1.5 (Examples of Definition 1.4). For instance, $(T, N) = (2, 3)$ for $P \phi = \phi \partial \phi \partial \phi$ (since there are two tangential derivatives), while for $P \phi = \phi \partial \phi \partial \phi$

we have $(T, N) = (0, 3)$. For another example, consider the classical null condition, for which $T = 1$ (since each term in the null form has at least one tangential derivative) and $N = 2$ (since each term is a product of two functions). For $P \phi = (\partial \phi)^3 + (\partial \phi)^4$, we have $(T, N) = (0, 3)$.

The cases of the nonlinearities $\phi^3, \phi^4, \phi^5$ were covered in the article [17]. See remarks in the introduction and the conclusion of [17] for commentary on the cubic and quartic cases.
1.0.1. **Assumptions on P.** Let $h = g - m$, where $m$ denotes the Minkowski metric. Let $\sigma \in (0, \infty)$ be real. We make the following assumptions on the coefficients of $P$:

\[
\begin{align*}
& h^{\alpha \beta}, B^\alpha \in S^Z(\langle r \rangle^{-1-\sigma}) \\
& \partial_t B^\alpha, V \in S^Z(\langle r \rangle^{-2-\sigma}) \\
& g^\alpha \in S^Z_{\text{radial}}(\langle r \rangle^{-2-\sigma});
\end{align*}
\]  

(1.12)

that is, these are “rough” backgrounds which apply to a wide variety of situations.

In the special case of nonlinearities that contain the cubic form $c(t, x)\phi^2 \partial \phi$ with bounded coefficients $c(t, x) \in S^Z(1)$ (i.e. $c$ and all its vector fields are bounded), we assume that $\sigma > 1/4$. More precisely, in this case we can make the assumption

\[
\begin{align*}
& h^{\alpha \beta}, B^\alpha \in S^Z(\langle r \rangle^{-1-\sigma}), \\
& \partial_t B^\alpha \in S^Z(\langle r \rangle^{-2-\sigma}), \\
& V \in S^Z(\langle r \rangle^{-2-\epsilon}), \\
& \epsilon > 0 \text{ arbitrary}.
\end{align*}
\]

In what follows, we state our main theorem (Theorem 1.6), as well as a follow-up theorem (Theorem 1.8).

**Theorem 1.6.** Let $\phi$ solve (1.2) with the assumptions (1.12) and let

\[\kappa := \min(\sigma, T + N - 3).\]

Fix $m \in \mathbb{N}$. We assume $\phi_0 \in L^2(\mathbb{R}^3)$ and that for a fixed $N \gg m$,

\[
\sum_{J, |J| = 0}^N \| \langle r \rangle^{1/2+\kappa} \partial \phi_J(0) \|_{L^2(\mathbb{R}^3)} + \| \phi_J \|_{LE^1} < \infty
\]

(1.13)

and that the solution exists globally (for instance, this holds in the small data case). We assume (1.7) and (1.11). Then we have the pointwise decay rate

\[
\sum_{J, |J| = 0}^m |\phi_J(t, x)| \lesssim \frac{1}{\langle t + |x| \rangle \langle t - |x| \rangle^{1+\kappa}}.
\]

(1.14)

Thus given a fixed $x$, the solution $\phi$ and its vector fields obey the pointwise upper bound $Ct^{-2-\kappa}$, and for solutions to (1.15) and (1.17), we obtain faster decay than this rate by $t^{-1}$ if the coefficients of $P - \Box$ decay sufficiently rapidly (e.g., if on the Minkowski spacetime, where $P - \Box$ in fact equals zero).

**Remark 1.7.** The pointwise decay rate (1.14) also holds for other nonlinearities, including quadratic derivative and power-type nonlinearities. For the power-type nonlinearities $P \phi = \pm \phi^{p+1}$ or $P \phi = |\phi|^p \phi$, with $p \in \mathbb{N}_{\geq 2}$, the rate (1.14), which reads $\langle t + |x| \rangle^{-1} \langle t - |x| \rangle^{-1+\min(\sigma, p-2)}$ since $(T, N) = (0, p + 1)$, was proved in [17].

The decay rate (1.14) in fact also holds for both the semilinear and quasilinear wave equations with a quadratic nonlinearity satisfying the classical null condition. In that case, $N = 2$ while $T = 1$, thus (1.14) gives $\phi_{<m} \lesssim \langle u \rangle^{-1} \langle u \rangle^{-1}$, which matches the sharp decay rate for the classical null condition found in [19].

Note however that in the special case that the nonlinearity possesses a total derivative structure, then one can do better than the rate (1.14). This is explained in Theorem 1.8 and its proof (see Section 9).

**Theorem 1.8.** (1) Let $P$ be defined as in (1.1) with spherically symmetric coefficients.
For spherically symmetric solutions of the semilinear wave equation\(^2\)

\[ P\phi(t, r) = \sum_{i=1}^{M} c_i(t, r) \phi^n \partial_{(i)} \phi, \quad \partial_{(i)} \in \{ \partial_{\alpha} \}_{\alpha \in \{0, ..., 3\}}, \quad c_i \in S^Z_\partial(1), \quad n \geq 2, \quad M \geq 1 \quad (1.15) \]

we have better decay than (1.14) by \((t - r)^{-1}\) for the (nonlinear component of this) equation:

\[ |\phi(t, r)| \lesssim \frac{1}{(t + r)(t - r)^{\min(1 + \sigma, T + T_1 - 1)}} = \frac{1}{(t + r)(t - r)^{\min(1 + \sigma, T + n)}}. \quad (1.16) \]

For instance, for bounded \(r\) we have

\[ |\phi(t, r)| \leq C(1 + t)^{-2-\sigma}. \]

For the \(n = 2\) case of the semilinear equation (1.15), we assume that \(\|\phi_\leq N\|_{LE^1}\) is sufficiently small.

In addition, the same decay rate (1.16) also holds for spherically symmetric solutions of the quasilinear wave equation

\[ P\phi(t, r) = \sum_{i=1}^{M} c_i(t, r) \phi^n \partial_{(i)} \phi, \quad Y \in \{ \partial_{\phi} \}, \quad c_i \in S^Z_\partial(1), \quad n \geq 2, \quad M \geq 1 \quad (1.17) \]

(2) Furthermore, for both (1.15) and (1.17), if \(\partial_{(i)} = \partial_t\), then the bound (1.16) holds for solutions \(\phi\), coefficients \(c_i\) and operators \(P\) that are not necessarily spherically symmetric, thus \(\phi = \phi(t, x)\), \(c_i = c_i(t, x)\) and \((P - \Box) = (P - \Box)(t, x)\).

Remark 1.9. The argument shown in this paper straightforwardly yields a proof of a more general version of Theorems 1.6 and 1.8 when the decay increments \(\sigma\) differ for the coefficients. (In (1.12), the increments are all assumed to be equal to \(\sigma\).) See also the main theorem in [16] for a demonstration of this claim.

Remark 1.10. All the arguments in this paper can be adapted to the exterior of a ball and hence the proofs in this paper can be applied in the case of black hole spacetimes. The assumption (1.11) is known to hold for black hole spacetimes.

Remark 1.11. The case \(n = 2\) of (1.15), namely the nonlinearity \(c\phi^2 \partial \phi\), exhibits slow initial decay, so we prove an \(r\)-weighted integrated local energy decay estimate (see Section 6) to jumpstart the pointwise decay iteration.

1.1. Outline of the paper. Here we overview the proof of Theorem 1.6 by presenting an outline of the paper.

- In Section 2 we define notation that is used throughout the article.
- In Section 3 we make the transition from the uniform energy bounds and the integrated local energy decay statements of (1.7) and (1.11), which were stated only for derivatives, to their versions for vector fields.
- In Section 4 we connect pointwise bounds to \(L^2\) estimates and norms.
- In Section 5 we rewrite the equation in a way amenable to our pointwise decay iteration scheme. We state and prove lemmas that are used in the scheme to improve the pointwise decay rates of the solution.

\(^2\)See (1.5) for the definition of \(S^Z_\partial(1)\).
• In Section 6 we prove an \( r \)-weighted local energy decay estimate which allows us to start the pointwise decay process for the slowly decaying nonlinearity \( c\phi^2 \partial \phi \), i.e. the special case of (1.15) with the lowest possible power \( n = 2 \). This section is unnecessary for all the other nonlinearities considered in this article.

• In Section 7 we prove the final decay rate for \( \phi \) and its vector fields in the region exterior to the light cone \( \{ r = t \} \), that is, in the region \( \{ r \geq t \} \).

• In Section 8 we prove the final decay rate for \( \phi \) and its vector fields in the region inside of the light cone, that is, \( \{ r \leq t \} \).

• In Section 9 we demonstrate \( \langle t - |x| \rangle^{-1} \) better decay for the solution to equations of the form (1.15) and (1.17).

2. Notation

2.1. Notation for dyadic numbers and conical subregions. We work only with dyadic numbers that are at least 1. We denote dyadic numbers by capital letters for that variable; for instance, dyadic numbers that form the ranges for radial (resp. temporal and distance from the cone \( \{|x| = t\} \)) variables will be denoted by \( R \) (resp. \( T \) and \( U \)); thus

\[ R, T, U \geq 1. \]

We choose dyadic integers for \( T \) and a power \( a \) for \( R, U \)—thus \( R = a^k \) for \( k \geq 1 \)—different from 2 but not much larger than 2, for instance in the interval \((2,5] \), such that for every \( j \in \mathbb{N} \), there exists \( j' \in \mathbb{N} \) with \( a^{j'} = \frac{3}{2}2^j \).

2.1.1. Dyadic decomposition. Let \( \mathbb{R}^+ := [0, \infty) \). We decompose the region \( \{ r \leq t \} \) based on either distance from the cone \( \{ r = t \} \) or distance from the origin \( \{ r = 0 \} \). We fix a dyadic number \( T \) and we define the following dyadic sets

\[
C^R_T := \begin{cases} 
C_T \cap \{ R < r < 2R \} & R > 1 \\
C_T \cap \{ 0 < r < 2 \} & R = 1 
\end{cases}
\]

\[
C^U_T := \begin{cases} 
\{(t,x) \in \mathbb{R}^+ \times \mathbb{R}^3 : T \leq t \leq 2T \} \cap \{ U < |t-r| < 2U \} & U > 1 \\
\{(t,x) \in \mathbb{R}^+ \times \mathbb{R}^3 : T \leq t \leq 2T \} \cap \{ 0 < |t-r| < 2 \} & U = 1 
\end{cases}
\]

We define

\[
C^{<3T/4} := \bigcup_{R<8T/8} C^R_T.
\]

Now letting \( R > T \), we define

\[
C^T_R := \{(t,x) \in \mathbb{R}^+ \times \mathbb{R}^3 : r \geq t, T \leq t \leq 2T, R \leq r \leq 2R, R \leq |r-t| \leq 2R \}
\]

\( C^R_T, C^U_T, \) and \( C^T_R \) are where we shall apply Sobolev embedding, which allows us to obtain pointwise bounds from \( L^2 \) bounds. Given any subset of these conical regions, a tilde atop the symbol \( C \) will denote a slight enlargement of that subset on their respective scales; for example, \( \tilde{C}^R_T \) denotes a slightly larger set containing \( C^R_T \).

2.2. Notation for the symbols \( n \) and \( N \). Throughout the paper the integer \( N \) will denote a fixed and sufficiently large positive number, signifying the highest total number of vector fields that will ever be applied to the solution \( \phi \) to (1.2) in the paper.

We use the convention that the value of \( n \) may vary by line.
2.3. The use of the tilde symbol. If $\Sigma$ is a set, we shall use $\tilde{\Sigma}$ to indicate a slight enlargement of $\Sigma$, and we only perform a finite number of slight enlargements in this paper to dyadic subregions. The symbol $\tilde{\Sigma}$ may vary by line.

2.4. Summation of norms. Recall the subscript notation (1.4) for vector fields. Let $\| \cdot \|$ be any norm used in this paper. Given any nonnegative integer $N \geq 0$, we write $\|g_N\|$ to denote $\sum_{|j| \leq N} \|g_j\|$. For instance, taking the absolute value as an example of the norm, the notation $|\phi(t, x)| = \sum_{J : |J| \leq N} |\phi_J(t, x)|$.

2.5. Other notation. If $x = (x^1, x^2, x^3) \in \mathbb{R}^3$, we write
$$u := t - r, \quad v := t + r.$$ Next, we define the backward light cone in the (upper right quadrant of the) plane with apex $(r, t)$, which we denote as $D_{tr}$, and other related objects.

3. Vector field commutation

We have
$$\partial w \in S^2((r)^{-1})(\Omega w, Sw) + S^2(1)\partial_t w \text{ if } r \geq t/2. \quad (3.1)$$ This is clear for $\partial_t$ and the angular derivatives, while for $\partial_r$ we write $\partial_r = r^{-1}(S - t\partial_t)$.

We define $\hat{\mathcal{C}}$ to be the collection of real linear combinations of the operators
$$\partial_{s_{1+q'}}, s_{1+q'}\partial, s_{2+q'}, \partial s_{1+q'}, s_{1+q'}\partial \quad (3.2)$$ where $q' > 0$ is a number which depends on the assumptions made about the coefficients $h, g^\omega, V, A, B$ in Theorem 1.6. Recall the counting convention ???. We have the following fact:

**Lemma 3.1.** There are some operators $\hat{\mathcal{C}} \in \hat{\mathcal{C}}$ such that
$$\Omega^l(S + 2)^k \mathcal{P} w = \mathcal{P} \Omega^l S^k w + \hat{\mathcal{C}} w_{\leq 4(|J|-1)+10k} \quad (3.3)$$ where we interpret $\hat{\mathcal{C}} w_{\leq 4(|J|-1)+10k}$ as a sum, and subscripts with negative real value denote the zero multiindex.

**Sketch of proof.** By the assumptions in the main theorem,
$$[P, \partial] \in \hat{\mathcal{C}}, \quad (3.4)$$ $$[P, \Omega] \in \hat{\mathcal{C}}, \quad (3.5)$$ $$[P, S] - 2P - s_{2+q} \Omega^2 \in \hat{\mathcal{C}}. \quad (3.6)$$
We use (3.4) to (3.6) and the result follows by a proof by induction. Note that starting from $\Omega^j(S+2)^k P$ and then commuting the vector fields with $P$, then other than $P\Omega^j S^k$, the terms with the highest vector field count (assuming $g^\omega$ is not the zero function) are those of the form

$$\hat{C}(\Omega, S)^{-|J|+k-1} w, \quad \hat{C} \in \hat{C};$$

more specifically, those of the form $\hat{C} \Omega^{|J|-1} S^k$. This explains the subscript $4(|J|-1)+10k$ in (3.3).

**Lemma 3.2.** Given the assumptions on the operator $P$, there exists a positive real number $q' > 0$ such that for any multiindex $J$,

$$|P\phi_J| \lesssim \frac{||\phi_{\leq |J|-1}||}{(r)^{2+q'}} + \frac{||\partial\phi_{\leq |J|}||}{(r)^{1+q'}} + ||\partial_s\phi_{\leq |J|}||.$$

**Proof.** There is a constant $q' > 0$ such that the operator $P$ can be written schematically as $P = \Box + \partial_s t_1 + q' \partial + s_1 + q' \partial^2 + s_2 + q' + s_1 + q' \partial + \partial_s t_1 + q'$. We have $[Z, \partial] = c\partial$ schematically, for some real number $c$ depending on $Z$. We include the terms arising from $g^\omega \Delta_\omega$ together with the $(r)^{-1-|\partial\phi_{\leq |J|}}$ term.

**Proposition 3.3.** Assume

$$\|\partial^{\leq m} \phi\|_{LE^1((T_0, T_1) \times \mathbb{R}^3)} \leq |m| \|\partial\phi(T_0)\|_{H^{m+k}(\mathbb{R}^3)} + \|\partial^{\leq m} (P\phi)\|_{LE^*(T_0, T_1) \times \mathbb{R}^3} + \|\partial_t \partial^{\leq m} \phi\|_{LE(T_0, T_1)}.$$

Then we have

$$\|\phi_{\leq m}\|_{LE^1((T_0, T_1) \times \mathbb{R}^3)} \lesssim \|\partial\phi_{\leq m+k_0}(T_0)\|_{L^2} + \|(P\phi)_{\leq m}\|_{LE^*(T_0, T_1) \times \mathbb{R}^3} + \|\partial_t \phi_{\leq m}\|_{LE(T_0, T_1)}.$$  \hfill (3.7)

**Proof.** We prove (3.7) by induction. The base case holds by the base case of (1.11). Then

$$\|\phi_{(I,J,k)}\|_{LE^1} \lesssim \|\partial^{I} \Omega^j S^k \phi(T_0)\|_{H^{I+j+k_0}} + \|\Omega^j S^k (P\phi)\|_{LE^*,|I|} + \|\partial_t \partial^{I} \Omega^j S^k \phi\|_{LE^*},$$

$$\lesssim \|\partial\phi_{\leq m+k_0}(T_0)\|_{L^2} + \|(P\phi)_{\leq m}\|_{LE^*} + \|\partial_t \phi_{\leq m}\|_{LE^*} + \|\partial_t \phi_{\leq m}\|_{LE^*},$$

$$\lesssim \|\partial\phi_{\leq m+k_0}(T_0)\|_{L^2} + \|(P\phi)_{\leq m}\|_{LE^*} + \|\partial_t \phi_{\leq m}\|_{LE^*} + \|\partial_t \phi_{\leq m}\|_{LE^*},$$

The final line follows by the induction hypothesis. \hfill \Box

4. FROM LOCAL ENERGY DECAY TO POINTWISE BOUNDS

In this section we will show that local energy decay bounds imply certain slow decay rates for the solution, its vector fields, and its derivatives—see Propositions 4.3 and 4.7.

The following pointwise estimate for the second derivative will be used, for instance, when applying Lemma 4.2 to the functions $w = \partial\phi_{\leq m}$ (that is, when we bound the first-order derivatives pointwise); this will be done in Proposition 4.7.
Lemma 4.1. Assume \( \phi \) is sufficiently regular. Let \( J_n := |J| + n \). Then for any point \((t, x)\)
\[
|\partial^2 \phi_J(t, x)| \lesssim \left( \frac{1}{\langle r \rangle} + \frac{1}{\langle u \rangle} \right) |\partial \phi_{\leq J_n}| + \left( 1 + \frac{t}{\langle u \rangle} \right) (r)^{-2}|\phi_{\leq J_n}| + \left( 1 + \frac{t}{\langle u \rangle} \right) |(P \phi)_{\leq J_n}|. \tag{4.1}
\]

**Proof.** First we note that
\[
\partial^2 \phi_J \lesssim \langle r \rangle^{-1}|\partial \phi_{\leq |J|+n}|, \quad r \lesssim 1
\]
holds for any number \( n \geq 1 \). Thus (4.1) holds for all \( r \lesssim 1 \).

Assume henceforth that \( r \gg 1 \). We have
\[
|\partial^2 \phi_J| \lesssim \left( \frac{1}{\langle r \rangle} + \frac{1}{\langle u \rangle} \right) |\partial \phi_{\leq |J|+n}| + \left( 1 + \frac{t}{\langle u \rangle} \right) |(\Box \phi)_{\leq |J|}|. \tag{4.3}
\]
where the \( |J| = 0 \) case follows from Lemma 2.3 in [13]. The general case follows after commuting with vector fields. By (1.1) and (1.12) we have
\[
(\Box - P) \phi \in S^Z((r)^{-1-\sigma})(\partial^2 \phi + \partial \phi) + S^Z((r)^{-2-\sigma})\Omega \lesssim \phi
\]
Thus for some \( m \) we have
\[
\left|((\Box - P) \phi)_{\leq |J|}\right| \in S^Z((r)^{-1-\sigma})|\partial^2 \phi_{\leq |J|+m}| + S^Z((r)^{-2-\sigma})|\phi_{\leq |J|+m}| \tag{4.4}
\]
\[
\in S^Z((r)^{-1-\sigma})|\partial \phi_{\leq |J|+n}| + S^Z((r)^{-2-\sigma})|\phi_{\leq |J|+n}|, \quad n = m + 1.
\]
The conclusion now follows from (4.2) to (4.4). \(\square\)

The primary estimates that let us pass from local energy decay to pointwise bounds are contained in the following lemma.

Lemma 4.2. Let \( w \in C^4, Z_{ij} := S^i\Omega^j, \mu := \langle \min(r, |t-r|) \rangle \), and \( \mathcal{R} \in \{ C_T^R, C_T^U, C_T^T \} \). Then we have
\[
\|w\|_{L^\infty(\mathcal{R})} \lesssim \sum_{i \leq j \leq 2} \frac{1}{|\mathcal{R}|^{1/2}} \left( \|Z_{ij}w\|_{L^2(\mathcal{R})} + \|\mu \partial Z_{ij}w\|_{L^2(\mathcal{R})} \right). \tag{4.5}
\]
where we assume \( 1 \ll U \leq \frac{3}{8}T, \quad 1 \ll R \leq \frac{3}{8}T \), \( R > T \gg 1 \) in the cases \( C_T^U, C_T^R, C_T^T \) respectively, and \( |\mathcal{R}| \) denotes the measure of \( \mathcal{R} \).

**Sketch of proof.** One uses exponential coordinates, which results in \( \mathcal{R} \) being transformed into a region of constant size in all directions. Then one uses the fundamental theorem of calculus for the \( s, \rho \) variables and Sobolev embedding for the angular variables. Finally, changing coordinates to return to the original region \( \mathcal{R} \) produces the \(|\mathcal{R}|^{-1/2} \) factor. \(\square\)

The next proposition yields an initial global pointwise decay rate for \( \phi_J \) under the assumption that the local energy decay norms are finite. We shall improve this rate of decay in future sections (see Sections 7 and 8) for solutions to (1.2), culminating ultimately in the final pointwise decay rate stated in the main theorem.

**Proposition 4.3.** Let \( T \) be fixed and \( \phi \) be any sufficiently regular function. There is a fixed positive integer \( k \), such that for any multi-index \( J \) with \( |J| \leq N - k \), we have:
\[
|\phi_J| \leq \bar{C}_J|\phi_{\leq |J|+k}|_{LE^1[T;2T]}(u)^{1/2}(v)^{-1}. \tag{4.6}
\]
Sketch of proof. We only sketch the proof here; full details are provided in Lemma 4.1 of [16]. One uses Lemma 4.2, which proves (4.6) except in the wave zone. For the wave zone, an extra Hardy-like inequality, which is proven by multiplying by a cutoff function localised to the wave zone, is used. It is written as Lemma 4.3 in [16].

4.1. Derivative bounds.

**Lemma 4.4.** If \( w \) is a sufficiently smooth function, then for \( R \in \{ C^R_T, C^U_T, C^T_R \} \) and for \( R \gg 1, U \gg 1, T \gg 1 \) respectively,

\[
\| \partial w \|_{L^2(R)} \lesssim \| \mu^{-1} w \|_{L^2(R)} + \| \langle r \rangle P w \|_{L^2(R)} \tag{4.7}
\]

**Proof.** We only prove the case \( C^R_T \) as the other two cases are similar; see also Lemma 5.1 in [16]. Let \( \chi(t,r) \) be a radial cutoff function on \( \mathbb{R}^{1+3} \) with \( \text{supp} \chi \subset \tilde{C}^R_T \) and \( \chi = 1 \) on \( C^R_T \). Note that

1. If \( r < t \) then for a sufficiently large constant \( C' \), we have

\[
\chi \left( \frac{u}{t} | \nabla_{t,x} w(t,x) |^2 \right) \leq \chi \left( | \nabla_x w |^2 - w_t^2 + \frac{C'}{ut}|Sw|^2 \right) \tag{4.8}
\]

as an expansion of the terms \( |Sw|^2, |\nabla_{t,x} w|^2 \) reveals.

2. Integrating by parts,

\[
\int \chi (|\nabla_x w|^2 - w_t^2) \, dx \, dt = \int \chi w (\partial_t^2 - \Delta) w \, dx \, dt - \int \frac{1}{2} (\partial_t^2 - \Delta) \chi w^2 \, dx \, dt. \tag{4.9}
\]

There are no boundary terms in either time or space because of the compact support of \( \chi(t,r) \) in both time and space.

Integrating (4.8) in spacetime, we have via (4.9)

\[
\int \chi \frac{u}{t} | \nabla_{t,x} w |^2 \, dx \, dt \leq \int \chi w (\partial_t^2 - \Delta) w + O(|\Box \chi| w^2) + \frac{C'}{ut} \chi |Sw|^2 \, dx \, dt. \tag{4.10}
\]

The proof of (4.11) will be complete once we incorporate \( Pw \) into (4.10):

- For \( \int (\chi w) \partial_\alpha (h^{\alpha \beta} \partial_\beta w) \, dx \, dt \), we integrate by parts and use Cauchy-Schwarz. A term

\[
\int \chi h^{\alpha \beta} \partial_\alpha \phi \partial_\beta \phi \, dx \, dt = O \left( \int \chi \frac{|\nabla_{t,x} w |^2}{\langle r \rangle} \, dx \, dt \right)
\]

arises, and for this term we use the hypothesis that \( R \gg 1 \) for \( h \neq 0 \). Similarly,

\[
\int (\chi w) (g^{2-\delta'} \Delta_\omega w) \, dx \, dt
\]

is treated by integration by parts and Cauchy-Schwarz. We use the smallness of \( \langle r \rangle^{-2-\delta'} = O(\langle r \rangle^{-1}) \) for sufficiently large \( R \).

- We use the bound \( V \lesssim \langle r \rangle^{-2} \).

- For \( \int \chi w B \partial w \, dx \, dt \)

we use Cauchy-Schwarz. The bounds we obtain are sufficient to prove the claim (4.11) when \( B \in S^2(\langle r \rangle^{-1}) \) in this part.
Assuming $\Box \chi \lesssim \langle r \rangle^{-2}$, separating $|\chi w P w| \lesssim \chi[(R^{-1}w)^2 + (RPw)^2]$ in the right-hand side of (4.10), and using the reasoning in the bullet points (along with the triangle inequality) to deal with

$$\int (\chi w)((\Box - P)w)\,dxdt,$$

this proves the desired claim (4.11). □

**Corollary 4.5.** If $w$ is a sufficiently smooth function, then for $R \in \{C_T^R, C_T^U, C_U^T\}$

$$\|\partial w\|_{L^2(R)} \lesssim \mu^{-1}w_{m+n}\|\langle r \rangle\|_{L^2(\tilde{R})} + \|\langle r \rangle(Pw)\|_{L^2(\tilde{R})}$$

(4.11)

**Proof.** Compared to the proof of Lemma 4.4, here one only has to bound

$$\int \chi w \langle P, Z \rangle w\,dxdt.$$

Similar arguments involving integration by parts and Cauchy-Schwarz as those seen in Lemma 4.4 establish the claim. □

**Lemma 4.6.** Given a function $f : \mathbb{R}^3 \to \mathbb{R}$, we have

$$\|f\|_{L^\infty(R^1 < |x| < R^1 + 1)} \lesssim \langle r \rangle^{-1}\|f\|_{L^2(R^1 < |x| < R^1 + 2)}.$$

Given a radial function $f : \mathbb{R}^3 \to \mathbb{R}$, we have

$$f \lesssim \langle r \rangle^{-1/2}\|(f_0, f_1)\|_{H^1 \times L^2}$$

(4.12)

where $f(0, x) = f_0(x), \partial_t f(0, x) = f_1(x)$.

**Sketch of proof.** The first result can be proven by combining a localised embedding and an embedding on $S^2$. □

Thus

$$\partial \phi \lesssim \langle r \rangle^{-1}C_0$$

(4.13)

by the uniform boundedness of energy, where $C_0$ is a constant depending on the initial data. We also gain access to using (4.12) for $\phi$ by way of the positivity of the fundamental solution of the wave operator in three spatial dimensions.

The next proposition shows that the first-order derivative (of solutions to (1.2)) decays pointwise faster by a rate of $\min(\langle r \rangle, \langle t - r \rangle)$. It utilises the initial global decay rate (4.6).

**Proposition 4.7.** Let $\phi$ solve (1.2), and assume that

$$\phi \lesssim \langle r \rangle^{-\alpha}\langle t \rangle^{-\beta}\langle u \rangle^{-\eta}$$

for some sufficiently large $n$. We then have

$$\partial \phi \lesssim \langle r \rangle^{-\alpha}\langle t \rangle^{-\beta}\langle u \rangle^{-\eta}\mu^{-1}, \quad \mu := \langle \min(r, |t - r|) \rangle.$$

(4.14)

For solutions to the equation (1.15), (4.14) also holds if $c = c(t, x)$ is non-constant if we assume that $\partial c \in S^2(\langle r \rangle^{-1})$.

**Proof.** Let $R \in \{C_T^U, C_T^R, C_R^T\}$. We first prove the result for all the nonlinearities aside from $\phi^2 \partial \phi$.

Given a function $w$, we have by Lemma 4.4

$$\|\partial w\|_{L^2(R)} \lesssim \frac{w_{m+n}}{\mu}\|\langle r \rangle\|_{L^2(\tilde{R})} + \|\langle r \rangle(Pw)\|_{L^2(\tilde{R})},$$

(4.15)
By (4.6) and (4.13) and the assumptions on all of the nonlinearities $P\phi$ except for $\phi^2\partial\phi$,
\[ \|\partial\phi\|_{L^2(\mathcal{R})} \lesssim \|\frac{\phi_{m+n}}{\mu}\|_{L^2(\mathcal{R})}. \tag{4.16} \]
By Lemma 4.2, we have
\[ \|\partial\phi\|_{L^\infty(\mathcal{R})} \lesssim |\mathcal{R}|^{-\frac{1}{2}} \left( \|\partial\phi\|_{L^2(\mathcal{R})} + \|\mu\partial\phi\|_{L^2(\mathcal{R})} \right) \]
which follows by (4.16). The final line follows because $\mu^2(1+t/\langle u \rangle) \lesssim \langle r \rangle^2$. Finally, the claim (4.14) follows because
\[ \|\mu^{-1}\phi\|_{L^2(\mathcal{R})} \lesssim |\mathcal{R}|^{1/2}\|\mu^{-1}\phi\|_{L^\infty(\mathcal{R})}. \]
In the case $P\phi = c\phi^2\partial\phi$, we return to (4.9). Instead of using Cauchy-Schwarz here we use the structure of the nonlinearity to integrate by parts to observe that
\[ \int \phi \cdot \phi^2 \partial\phi \, dx dt = - \int \frac{1}{3} \phi^3 \cdot \partial(\phi^3) \, dx dt \]
\[ \lesssim \int \phi^3 \chi + |\partial\chi|\phi^4 \, dx dt + \epsilon \int \chi |\partial\phi|^2 \, dx dt \tag{4.18} \]
for some small $\epsilon > 0$, and then Cauchy-Schwarz and (4.12) (applied to the $\phi^6$ term to obtain $\lesssim \langle r \rangle^{-1}\phi^4$) imply the desired claim (4.16) and the rest of (4.17) follows. We may use (4.12) because of the positivity of the fundamental solution of $\Box$. For the non-constant $c(t, x)$ case, the hypothesis $\partial c \in S^2(\langle r \rangle^{-1})$ combined with this calculation (4.18) shows the result as it is essentially identical to the $|\partial\chi|\phi^4$ term with only slightly immaterially different support properties. Taking (4.8) into account, slightly weaker bounds on the derivative $\partial c$ than $\partial c \in S^2(\langle r \rangle^{-1})^3$ are possible, however for simplicity we simply require this.

\[ \square \]

5. Preliminaries for the iteration

Remark 5.1 (The initial data). Let $w := S(t, 0)\phi[0]$ denote the solution to the free wave equation with initial data $\phi[0]$ at time 0. Then for any $|J| = O(N(1),$
\[ w_J(t, x) = \frac{1}{|\partial B(x, J)|} \int_{\partial B(x, J)} (\phi_0)_J(y) + \nabla_y (\phi_0)_J(y) \cdot (y - x) + t(\phi_1)_J(y) \, dB(y). \tag{5.1} \]
\[ \text{as if we use (4.6) to bound two copies of } \phi, \text{ then } \phi^4|\partial\phi|_X \lesssim \chi(\langle u \rangle^{-2})|\partial\phi|^2 \text{ and we then require } \frac{1}{\langle u \rangle^2} \chi(\langle u \rangle^{-2})|\partial\phi|^2 \lesssim \chi(\mu^2), \text{ so } \partial c \in S^2(|u|^2) \text{ works. This bound allows (t) growth along the light cone } \{r = t\} \text{ and also along the hypersurface } \{r = 0\}, \text{ so it is much weaker than the } \partial c \in S^2(\langle r \rangle^{-1}) \text{ assumption there.} \]
By (5.1) and the assumptions $\phi_0 \in L^2(\mathbb{R}^3)$, 

$$
\| \langle r \rangle^{1/2+\kappa} \partial \phi \leq N(0) \|_{L^2(\mathbb{R}^3)} < \infty, \quad \kappa = \min(\sigma, T + N - 3)
$$

we have 

$$
w_J \lesssim \langle u \rangle^{-1} \langle u \rangle^{-1-\kappa}.
$$

5.1. Summary of the iteration. By Remark 5.1, we may assume zero initial data in the following iteration. Second, note that it suffices to prove bounds in $|u| \geq 1$, because the desired final decay rate in $|u| < 1$ already holds by (4.6). Third, we distinguish the nonlinearity and the coefficients of $P - \Box$, and for both of these, we apply the fundamental solution. We iterate these two components in lockstep with one another.

Due to the domain of dependence properties of the wave equation, we shall first complete the iteration in $\{ u < -1 \}$. For the iteration in $\{ u > 1 \}$, the decay rates obtained from the fundamental solution are insufficient in the region $\{ r < t/2 \}$, so we prove Proposition 8.3. With the new decay rates obtained from Proposition 8.3, we are then able to obtain new decay rates for the solution and its vector fields. At every step of the iteration, Lemma 5.3 is used to turn the decay gained at previous steps into new decay rates.

Remark 5.2 (Reduced and irrational $\sigma$). To simplify the iteration, we shall reduce the value of $\sigma$ if necessary to be equal to some positive irrational number less than the original value of $\sigma$. We do this to avoid the appearance of logarithms in the iterations for $\phi_1$ and $\phi_2$ (see the decomposition (5.5) below). We take $0 < \sigma \ll 1$. In the sections spelling out the details of the iteration, namely Sections 7 and 8, we explain how we reach the final decay rate in Theorem 1.6 (wherein the original value of $\sigma$ is included in the final decay rate).

5.2. Setting up the problem. We rewrite (1.2) as

$$
\Box \phi = (\Box - P) \phi + F = -\partial_t (\alpha^3 \partial_t \phi + B^a \phi) - \langle r \rangle \Delta \phi - (V - \partial_a B^a) \phi + F, \quad F := P \phi
$$

Using the assumptions (1.12), we can write this as

$$
\Box \phi \in \partial (S^Z(\langle r \rangle^{-1-\sigma}) \phi \leq 1) + S^Z(\langle r \rangle^{-2-\sigma}) \phi \leq 2 + F
$$

After commuting with the vector field $Z^J$,

$$
\Box \phi_J \in \partial (S^Z(\langle r \rangle^{-1-\sigma}) \phi \leq m+1) + S^Z(\langle r \rangle^{-2-\sigma}) \phi \leq m+2 + F \leq m, \quad m = |J| \tag{5.2}
$$

Due to the derivative gaining only $\langle u \rangle^{-1}$ in the wave zone, as was proved in Proposition 4.7, we shall perform a decomposition as follows. First, we note that, for any function $w$, 

$$
\partial w \in S^Z(\langle r \rangle^{-1}) w \leq 1 + S^Z(1) \partial_t w, \quad r \geq t/2 \tag{5.3}
$$

which is clear for $\partial_t$ and $\partial_{w}$, while for $\partial_r$, we write $\partial_r = \frac{\partial}{r} - \frac{r}{t} \partial_t$. Let $\chi_{\text{cone}}$ be a cutoff adapted to the region $\{ t/2 \leq r \leq 3t/2 \}$. We now rewrite (5.2) as

$$
\Box \phi_J \in S^Z(\langle r \rangle^{-2-\sigma}) \phi \leq m+2 + (1 - \chi_{\text{cone}}) (S^Z(\langle r \rangle^{-1-\sigma}) \partial \phi \leq m+1) + \partial (\chi_{\text{cone}} S^Z(\langle r \rangle^{-1-\sigma}) \phi \leq m+1) + F \leq m \tag{5.4}
$$

We now write $\phi_J = \sum_{j=1}^3 \phi_j$ where

$$
\Box \phi_1 = G_1, \quad G_1 \in S^Z(\langle r \rangle^{-2-\sigma}) \phi \leq m+2 + (1 - \chi_{\text{cone}}) (S^Z(\langle r \rangle^{-1-\sigma}) \partial \phi \leq m+1)
$$

$$
\Box \phi_2 = \partial_t G_2, \quad G_2 \in \chi_{\text{cone}} S^Z(\langle r \rangle^{-1-\sigma}) \phi \leq m+1 \tag{5.5}
$$

$$
\Box \phi_3 = F \leq m = G_3.
$$
In the sections for the pointwise decay iteration (Sections 7 and 8) we will be comparing our nonlinearity $P\phi$ in (1.2) to the case of the semilinear wave equation satisfying the null condition. Thus we record the following observation:

$$\begin{equation}
(\partial_t + \partial_r)\phi = \frac{\mu u}{v'} \partial \phi + \frac{1}{v'} S\phi, \quad v' \in \{r, t\}, \quad \mu \in \{-1, 1\}
\end{equation}$$

(5.6)

We will only be using the following simpler form:

$$\begin{equation}
(\partial_t + \partial_r)\phi = \frac{\mu u}{v'} \partial \phi + \frac{1}{v'} Z\phi, \quad v' \in \{r, t\}, \quad \mu \in \{-1, 1\}
\end{equation}$$

$$\begin{equation}
\partial /\phi \in S^{Z}(\langle r \rangle - 1)^{\Omega}\phi.
\end{equation}$$

5.3. Estimates for the fundamental solution.

**Lemma 5.3.** Let $m \geq 0$ be an integer and suppose that $\psi : [0, \infty) \times \mathbb{R}^3 \to \mathbb{R}$ solves

$$\Box \psi(t, x) = g(t, x), \quad \psi(0) = 0, \quad \partial_t \psi(0) = 0.$$

Define

$$h(t, r) := \sum_{i=0}^{2} \| \Omega^i g(t, r \omega) \|_{L^2(S^2)}$$

(5.7)

Assume that

$$h(t, r) \lesssim \frac{1}{\langle r \rangle^\alpha \langle u \rangle^\beta \langle u \rangle^\eta}, \quad \alpha \in (2, 3) \cup (3, \infty), \quad \beta \geq 0, \quad \eta \geq -1/2.
$$

Define

$$\tilde{\eta} = \begin{cases} 
\eta - 2, & \eta < 1 \\
-1, & \eta > 1
\end{cases}.$$

We then have in both $\{u > 1\}$ (without any additional restrictions on the value of $\alpha + \beta + \eta$), and $\{u < -1\}$ in the case $\alpha + \beta + \eta > 3$:

$$\psi(t, x) \lesssim \frac{1}{\langle r \rangle^{\alpha + \beta + \tilde{\eta} - 1}}.$$ 

(5.8)

On the other hand, if $\alpha + \beta + \eta < 3$ and $u < -1$, we have

$$\psi(t, x) \lesssim r^{2-(\alpha + \beta + \eta)}.$$ 

(5.9)

**Proof.** A detailed proof of (5.8) can be found in Lemma 6.5 of [16]. The idea of the proof is to use Sobolev embedding and the positivity of the fundamental solution of $\Box$ to show that

$$r\psi \lesssim \int_{D_{tr}} \rho h(s, \rho) ds d\rho,$$

where $D_{tr}$ is the backwards light cone with vertex $(r, t)$, and to use (5.7).

Let us now prove (5.9), which was subject to the hypotheses $\alpha + \beta + \eta < 3$ and $u < -1$. In this case $D_{tr} \subset \{r - t \leq u' \leq r + t, \quad r - t \leq \rho \leq r + t\}$ and we obtain, using that $u' \leq \rho$ and $\rho \gtrsim \rho + s$ in $D_{tr}$:

$$r\psi \lesssim \int_{r-t}^{r+t} \int_{u'}^{r+t} \langle \rho \rangle^{1-\alpha-\beta} d\rho \langle u' \rangle^{-\eta} du' \lesssim \int_{r-t}^{r+t} \langle u' \rangle^{2-(\alpha + \beta + \eta)} du' \lesssim (t + r)^{3-(\alpha + \beta + \eta)}$$

where the final bound follows from the hypothesis that $\alpha + \beta + \eta < 3$. This finishes the proof because $t + r \leq 2r$ when $u < -1$. □
For the function $\phi_2$, which was written down in order to deal with the metric terms near the light cone, we will use the following result for an inhomogeneity of the form $\partial_k g$ supported near the cone. The result is similar to Lemma 5.3, aside from a gain of $\langle u \rangle$ in the estimate: see (5.11).

**Lemma 5.4.** Let $\psi$ solve
\[
\Box \psi = \partial_t g, \quad \psi(0) = 0, \quad \partial_t \psi(0) = 0,
\] (5.10)
where $g$ is supported in $\{1/2 \leq |x|/t \leq 3/2\}$. Let $h$ be as in (5.7), and assume that
\[
|h| + |Sh| + |\Omega h| + (t-r)|\partial h| \lesssim \frac{1}{\langle r \rangle^{\alpha} \langle u \rangle^\eta}, \quad 2 < \alpha < 3, \quad \eta \geq -1/2.
\]
Then in $\{u > 1\}$, and $\{u < -1\}$ when $\alpha + \eta > 3$
\[
\psi(t, x) \lesssim \frac{1}{\langle r \rangle \langle u \rangle^{\alpha + \eta}}.
\] (5.11)

**Proof.** Let $\tilde{\psi}$ solve
\[
\Box \tilde{\psi} = g, \quad \tilde{\psi}(0) = 0, \quad \partial_t \tilde{\psi}(0) = 0.
\]
In the support of $g$ we have
\[
(t\partial_t + x_i \partial_i) h \lesssim |Sh| + |\Omega h| + (t-r)|\partial h|.
\]
By Lemma 5.3 with $\beta = 0$ applied to $\partial \tilde{\psi}$, $\Omega \tilde{\psi}$, $S \tilde{\psi}$, and the bound
\[
\langle u \rangle |\partial \tilde{\psi}| \lesssim |\partial \tilde{\psi}| + |S \tilde{\psi}| + |\Omega \tilde{\psi}| + \sum_i |(t\partial_i + x_i \partial_i) \tilde{\psi}|
\]
the claim follows.

\[\square\]

### 6. Preliminaries for the Nonlinearity $\phi^2 \partial \phi$

In the following theorem, we prove an $r$-weighted integrated local energy decay statement for solutions of the equation $P\phi = \sum_{i=1}^{M} F_i(\phi, \partial \phi)$ where each $F_i(\phi, \partial \phi)$ is of the form $c(t, x)\phi^2 \partial \phi$ for some function $c(t, x) \in S^\infty(1)$.

**Theorem 6.1** (The $r^\gamma$ estimate). Let $\phi$
\[
P\phi = \sum_{i=1}^{M} c_i(t, x)\phi^2 \partial_{(i)} \phi, \quad \partial_{(i)} \in \{\partial_\alpha\}_{\alpha \in \{0, \ldots, 3\}}, \quad c_i \in S^\infty(1).
\]
Let $\gamma < 2\sigma, \gamma < 1$. Let $T_2 > T_1 \geq 0$. Fix $m \in \mathbb{N}_0$. Assume that for a sufficiently large $n$, we have
\[
\|\phi_{\leq m+n}\|_{L^1 E} \ll 1.
\] (6.1)

Then
\[
A_{\gamma, m} + E_{\phi_{\leq m}}(T_2) \lesssim E_{\phi_{\leq m}}(T_1) + \|\partial \phi_{\leq m}\|_{L^2(T_1, T_2)}^2 + \|\partial^2 \phi_{\leq m}\|_{L^2(T_1, T_2)}^2
\] (6.2)
where the $A, E$ norms are:
\[
A_{\gamma, m} := \int_{T_1}^{T_2} \int_{\mathbb{R}^3} (\phi_{\leq m})^2 r^{\gamma-3} + |\tilde{\phi}_{\leq m}|^2 r^{\gamma-1} \, dx \, dt
\]
\[
E_{\phi_{\leq m}}(T_1) := \|r^{\gamma/2}(\partial \phi_{\leq m}, (\partial_\alpha + \frac{1}{2r})\phi_{\leq m}, \frac{\phi_{\leq m}}{r})(T_1)\|_{L^2(\mathbb{R}^3)}^2, \quad \|r^\alpha (f_1, \ldots, f_n)\| := \sum_{j=1}^{n} \|r^\alpha f_j\|.\]
Proof. Fix $m \geq 0$. Let $|J| \leq m$. Fix $0 \leq T_1 < T_2$. Let

$$A_{\gamma,J} := \int_{T_1}^{T_2} \int_{\mathbb{R}^3} \phi_j^2 r^{\gamma-3} + |\tilde{\partial}_\phi \phi_j|^2 r^{\gamma-1} dxdt.$$  

Integrating by parts in the region $[T_1, T_2] \times \mathbb{R}^3$, we have

$$(6.3) \int \Box \phi_j (r^\gamma \partial_t \phi_j + r^{\gamma-1} \phi_j) \, dx \, dt = \int \int -\frac{\gamma r^{\gamma-1}}{2} (\partial_t \phi_j)^2 - \frac{1}{2} (2 - \gamma) r^{\gamma-1} |\tilde{\partial}_\phi \phi_j|^2$$

$$- \frac{\gamma(1 - \gamma) r^{\gamma-3}}{2} \phi_j^2 \, dxdt + \int_{\mathbb{R}^3} -r^\gamma \left[ \frac{1}{2} |\tilde{\partial}_\phi \phi_j|^2 + \partial_t \phi_j \partial_t \phi_j + \frac{1}{2} \frac{\phi_j}{r} \partial_t \phi_j \right] \, dx$$

- We have

$$\int_{\mathbb{R}^3} -r^\gamma \frac{1}{2} \frac{\phi_j}{r} \partial_t \phi_j \, dx = \int -r^\gamma \frac{1}{2} \frac{\phi_j}{r} (\partial_t - \partial_t) \phi_j \, dx$$

$$= \int -r^\gamma \frac{1}{2} \frac{\phi_j}{r} \partial_t \phi_j \, dx + \int_{S^2} \int_{0}^{\infty} r^\gamma \frac{1}{2} \frac{\phi_j}{r} \partial_t \phi_j \, r^2 \, dr \, d\omega$$

$$= \int -r^\gamma \frac{1}{2} \frac{\phi_j}{r} \partial_t \phi_j \, dx - \int_{S^2} \int_{0}^{\infty} \frac{\gamma + 1}{4} r^{\gamma} \phi_j^2 \, dr \, d\omega$$

$$= \int -r^\gamma \frac{1}{2} \frac{\phi_j}{r} \partial_t \phi_j \, dx - \frac{\gamma + 1}{4} \int_{\mathbb{R}^3} r^\gamma \phi_j^2 \, dx$$

Thus,

$$- \int_{\mathbb{R}^3} r^\gamma \left( \frac{1}{2} |\tilde{\partial}_\phi \phi_j|^2 + \frac{\gamma + 1}{4} \phi_j^2 + \frac{1}{2} \frac{\phi_j}{r} \partial_t \phi_j \right) \, dx$$

$$= - \int_{\mathbb{R}^3} r^\gamma \left( \frac{1}{2} |\tilde{\partial}_\phi \phi_j|^2 + \frac{1}{2} (\partial_t \phi_j)^2 + \frac{1}{2} \frac{\phi_j}{r} \partial_t \phi_j \right) + \left( \frac{\gamma + 1}{4} \phi_j^2 \right) \, dx \quad (6.4)$$

- In this item, we deal with the nonlinearity $P \phi = \phi^2 \partial_t \phi$. By (4.6), the assumption of small $L^1$ norm in (6.1), Proposition 4.7, as well as Cauchy-Schwarz, we obtain

$$\int P \phi (r^\gamma \partial_t \phi + r^{\gamma-1} \phi) \, dx \, dt \lesssim \int |\phi^2 \partial_t \phi \cdot r^\gamma (\partial_t \phi + r^{-1} \phi) \, dx \, dt$$

$$\lesssim \epsilon' A_{\gamma,m}$$

for a sufficiently small number $\epsilon' > 0$ depending on the initial data, which allows us to absorb $\epsilon' A_{\gamma,m}$ to the left-hand side. Here the bound (4.12) would not have sufficed, and instead we used (4.6).

- (1) Let $V \in S^2(\sigma^{-2}-)$. We split the following integral into small-$r$ and large-$r$ regions. In the large-$r$ region we use the positivity of $\sigma$ to obtain a small
coefficient.

\[
\int_{T_1}^{T_2} \int_{\mathbb{R}^3} |V_{\leq m} \phi_{\leq m} r^\gamma (\partial_r \phi_J + \frac{\phi_J}{r})| \, dxdt \lesssim \int_{r \geq 1} \frac{1}{(r)^{2+\sigma}} |\phi_{\leq m}| (|\partial_r \phi_J| + \frac{\phi_J}{r}) \, dxdt
\]

\[
\leq \int_{r \geq 1} \frac{1}{(r)^{2+\sigma}} |\phi_{\leq m}| (|\partial_r \phi_J| + \frac{\phi_J}{r}) \, dxdt + \int_{r \leq 1} r^\gamma \frac{1}{(r)^{2+\sigma}} |\phi_{\leq m}| (|\partial_r \phi_J| + \frac{\phi_J}{r}) \, dxdt
\]

\[
\lesssim \epsilon_r \int_{r \geq 1} \left( \frac{\phi_{\leq m}}{r^{3-\gamma}} + \frac{|\partial_r \phi_J|^2}{r^{1-\gamma}} \right) \, dxdt + \int_{r \leq 1} r^\gamma \frac{1}{(r)^{2+\sigma}} |\phi_{\leq m}| (|\partial_r \phi_J| + \frac{\phi_J}{r}) \, dxdt
\]

\[
\lesssim \epsilon_r A_{r,m} + \|\phi_{\leq m}\|^2_{L^1(t_1, t_2)}
\]  

(6.6)

where \(\epsilon_r > 0\) is a sufficiently small constant. We bounded the small-\(r\) integral by the usual ILED norms \(\|\phi_{\leq m}\|_{L^1}\).

If \(B \in S^2((r)^{-1-\sigma}v)\) and \(2\sigma_B > \gamma\):

\[
\int_{T_1}^{T_2} \int_{\mathbb{R}^3} |B_{\leq m} \partial \phi_{\leq m} r^{\gamma-1} \phi_J| \, dxdt \lesssim \int_{(r)^{1+\sigma_B}} \frac{1}{(r)^{1+\sigma_B}} |\partial \phi_{\leq m} r^{\gamma-1} \phi_J| \, dxdt
\]

\[
\lesssim \frac{1}{\epsilon} \int_{(r)^{1+2\sigma_B-\gamma}} |\partial \phi_{\leq m}|^2 + \epsilon \int_{(r)^{1+2\sigma_B-\gamma}} r^{\gamma-3} \phi_J^2 \, dxdt
\]

\[
\lesssim \frac{1}{\epsilon} \|\phi_{\leq m}\|^2_{L^1(t_1, t_2)} + \epsilon A_{r,J}
\]  

(6.7)

where \(\epsilon\) is a small constant. The bound on \(\int |B_{\leq m} \partial \phi_{\leq m} r^{\gamma} \cdot | \partial \phi_J| \, dxdt\) is similar.

(2) We may schematically write all terms involving the metric \(h^\alpha_\beta\) as \(\int (|\partial h_{\leq m} \partial \phi_{\leq m}| + |h_{\leq m} \partial^2 \phi_{\leq m}|) r^\gamma (\frac{\phi_J}{r} + |\partial_r \phi_J|) \, dxdt\), where \(|J| = m\). Here we assume only that \(h \in S^2((r)^{-1-\sigma})\).

\[
\int_{T_1}^{T_2} \int_{\mathbb{R}^3} (|\partial h_{\leq m} \partial \phi_{\leq m}| + |h_{\leq m} \partial^2 \phi_{\leq m}|) r^\gamma (\frac{\phi_J}{r} + |\partial_r \phi_J|) \, dxdt
\]

\[
\lesssim \int \frac{1}{(r)^{1+\sigma}} r^\gamma (|\partial \phi_{\leq m}| + |\partial^2 \phi_{\leq m}|) \, dxdt
\]

\[
\lesssim \int \frac{1}{(r)^{1+\sigma}} (|\partial \phi_{\leq m}| + |\partial^2 \phi_{\leq m}|) r^{\gamma+1} (|\partial_r \phi_J| + |\partial_r \phi_J|) \, dxdt
\]

\[
\lesssim \frac{1}{\epsilon} \int \frac{1}{(r)^{2+2\sigma}} r^{\gamma+1} (|\partial \phi_{\leq m}| + |\partial^2 \phi_{\leq m}|)^2 \, dxdt + \epsilon A_{r,J}
\]

\[
\lesssim \|\partial \phi_{\leq m}\|^2_{L^1(t_1, t_2)} + \|\partial^2 \phi_{\leq m}\|^2_{L^1(t_1, t_2)} + \epsilon A_{r,J} \text{ if } 2\sigma > \gamma
\]  

(6.8)

where \(\epsilon\) is a small constant. We absorb \(\epsilon A_{r,J}\) to the left-hand side.

Taking the sum of (6.3), (6.4) and (6.6) to (6.8) over all \(|J| \leq m\), i.e. \(\sum_{|J| \leq m}\) (6.3), (6.4) and (6.6) to (6.8), we get

\[
A_{r,m} + E^\gamma_{\phi_{\leq m}}(T) \lesssim E^\gamma_{\phi_{\leq m}}(0) + \|\phi_{\leq m}\|^2_{L^1(t_1, t_2)} + \|\partial^2 \phi_{\leq m}\|^2_{L^1(t_1, t_2)}.
\]

\(\square\)

Assume that \(u > 0\). The next lemma shows that if we look only at the part of \(D_{tr}\) that lies above the diagonal line \(\{\rho = s\}\), then the maximal height in this subregion is bounded by \(u\).
Lemma 6.2. Uniformly in the set of $r, t$ values lying in $\{(r, t): 0 \leq r \leq t\}$, we have that for any point $(\rho', s') \in D_{tr} \subset \mathbb{R}_\rho^+ \times \mathbb{R}_s^+$,

1. If $r \leq t/3$, then
   \[ |D_{tr} \cap \{(\rho', s') : \rho = \rho'\}| \leq \min\{2\rho, 2r\} \]

2. If $t \geq r \geq t/3$, then
   \[ |\{s' \geq \rho' \geq 0\} \cap D_{tr} \cap \{(\rho', s') : \rho = \rho'\}| \leq u \]

where $|\cdot|$ denotes the length. This implies that in either case, the height is bounded by $2 \min(r, u)$.

Proof. We split the proof into two cases.

1. If $r \leq t/3$; then for each $\rho$, the maximal vertical length within $D_{tr}$ is $2r$ and occurs when $r \leq \rho \leq \frac{2r}{3}$; by symmetry, this length, $2r$, is maximal. When $0 \leq \rho \leq r$, the maximal vertical length of $D_{tr}$ is $2\rho$, which implies that this value of this length is sharp if and only if $0 \leq \rho \leq r$.

2. If $r \geq t/3$; then for each $\rho$, the maximal vertical length within $D_{tr} \cap \{s \geq \rho\}$ is $t-r$ and occurs when $\frac{t-r}{2} \leq \rho \leq r$ and by symmetry once more, this length, $t-r$, is maximal. Furthermore, in a manner precisely analogous to the $r \leq t/3$ case, we once more have that when $0 \leq \rho \leq \frac{t-r}{2}$, the bound $2\rho$ is sharp if and only if $\rho$ lies in this small region.

\[ \square \]

Proposition 6.3 (Application of the $r^\gamma$ estimate). Let $\phi$ solve

\[ P\phi = \sum_{i=1}^M c_i(t, x) \phi^2 \partial_{(i)} \phi, \quad \partial_{(i)} \in \{\partial_{\alpha}\}_{\alpha \in \{0, \ldots, 3\}}, \quad c_i \in S^Z(1) \quad (6.9) \]

for some $M \in \mathbb{N}$. Assume the hypotheses on $\gamma$ in Theorem 6.1 and also (1.12). If

\[ \|\partial \phi_{\leq m+n}\|_{LE(T_1, T_2)} + \|\partial^2 \phi_{\leq m+n}\|_{LE(T_1, T_2)} < \infty \]

for a sufficiently large $n$ and $\gamma > 1/2$, then

\[ \langle r \rangle (\phi_3)_{\leq m} \lesssim \langle u \rangle^{1/2-\gamma/2}, \quad u > 1 \quad (6.10) \]

\[ \langle \phi_3 \rangle_{\leq m} \lesssim r^{-(1+\gamma)/2}, \quad u < -1 \quad (6.11) \]

Proof. We shall take $\gamma > 1/2$. Let $u > 1$. Let

\[ H_3(s, \rho) := \sum_{k=0}^2 \|\Omega^k(P\phi)_{\leq m}(s, \rho \omega)\|_{L^2(S^2)} \]

Recall (6.9), for any dyadic number $R$ (so that $D^R_{tr}$ can be either close to the origin or to the light cone). By Theorem 6.1 and Cauchy-Schwarz we have

\[ \int_{D^R_{tr}} \rho H_3 dA \lesssim \left( \int_{D^R_{tr}} \rho^{3-\gamma} \|\phi_{\leq m+n}\|^2 \|\partial \phi_{\leq m+n}\|^2 \|L^2(S^2) \ d\sigma \right)^{1/2} \]

\[ \lesssim \left( \int_{D^R_{tr}} \rho^{1-\gamma} \left( \frac{1}{\langle s \rangle^2} \right) d\sigma \right)^{1/2} \]
The first line follows by Theorem 6.1. The second line follows by (4.6) (and the assumption of finite \(LE^k\) norm), and Proposition 4.7. More precisely, we have

\[
\rho^{3-\gamma} \left( \frac{\langle u \rangle}{\langle v \rangle^2} \right)^2 \frac{1}{\mu^2}
\]

and we observe that \(\mu^{-1} \sim \langle v \rangle \langle r \rangle \langle u \rangle^{-1}\), which gives the integrand above.

We now split the collection of \(R\) into those that are \(\ll u\) and those otherwise. For the former set we obtain, by Lemma 6.2,

\[
\left( \sum_{R:R \ll u} \int_{D^R} \rho(\rho)^{-\gamma} \frac{1}{\langle s \rangle^2} ds d\rho \right)^{1/2} \lesssim \left( \sum_{R:R \ll u} R^{2-\gamma} \langle u \rangle^{-1} \right)^{1/2} \lesssim \langle u \rangle^{1/2-\gamma/2}.
\]

For the latter set, notice that for \(\gamma > 1/2\) close to 1/2 we have \(\langle \rho \rangle^{1-\gamma} \lesssim \langle s \rangle^{1-\gamma}\), and we integrate over the remaining subset of \(D_r\) (call it \(D_{r'}\)) to obtain

\[
\left( \int_{D_{r'}} \rho(\rho)^{-\gamma} \frac{1}{\langle s \rangle^2} ds d\rho \right)^{1/2} \lesssim \left( \int_{D_{r'}} \frac{1}{\langle s \rangle^{1+\gamma}} ds d\rho \right)^{1/2} \lesssim \langle u \rangle^{1/2-\gamma/2}.
\]

The proof for \(u < -1\) is similar.

\[\square\]

Remark 6.4. We shall take \(\gamma = \frac{1}{2} + \sigma\) for (6.9). More precisely, given a fixed \(\sigma > \frac{1}{4}\) for (6.9), we pick \(\gamma\) such that the hypothesis \(\gamma < 2\sigma\) from the above theorem will be satisfied.

7. The iteration in \(\{r > t + 1\}\)

In this section we prove the pointwise decay rate stated in the main theorem in the region \(\{r > t + 1\}\).

Theorem 7.1. If \(r > t + 1\), then

\[
\phi_{\leq m} \lesssim \langle r \rangle^{-1} \langle u \rangle^{-\min(1+\sigma,T+N-2)}.
\]

Proof. We shall assume only fairly weak bounds on the nonlinear term \(H_3\). The model we use for \(H_3\) in the first part of the proof is \(\partial \phi \partial \phi\); all our nonlinearities decay at least as fast as this nonlinearity. In this sense, the first part of this proof will be catered to the linear part of the equation, which is the part that produces the \(\langle u \rangle^{-1+\sigma}\) bound. In the second part of our proof, we will prove the full decay rate for \(\phi_3\) by using the full decay rate for \(H_3\).

Our initial bounds combined with (5.6) can in \(\{r > t + 1\}\) be written as

\[
\phi_{\leq m+n} \lesssim \langle u \rangle^{1/2} \langle r \rangle, \quad \partial \phi_{\leq m+n} \lesssim \frac{1}{\langle r \rangle \langle u \rangle^{1/2}}, \quad \overline{\partial} \phi_{\leq m+n} \lesssim \frac{\langle u \rangle^{1/2}}{\langle r \rangle^2}.
\]

Since \(\langle u \rangle \lesssim \langle r \rangle\), this can be weakened to

\[
\phi_{\leq m+n} \lesssim \frac{1}{\langle r \rangle^{1/2}}, \quad \partial \phi_{\leq m+n} \lesssim \frac{1}{\langle r \rangle^{1/2} \langle u \rangle}, \quad \overline{\partial} \phi_{\leq m+n} \lesssim \frac{1}{\langle r \rangle^{3/2}}.
\]

Recall the decomposition (5.5), and let

\[
H_k = \sum_{i=0}^{2} \| \Omega^i (G_k)_{\leq m+n} (t, r) \|_{L^2(\mathbb{R})}, \quad k \in \{1, 2, 3\}.
\]
By (7.3) (and (7.2) for $H_3$):

$$H_1 \lesssim \frac{1}{\langle r \rangle^{5/2+\sigma}}, \quad \partial_t H_2 \lesssim \frac{1}{\langle r \rangle^{3/2+\sigma}\langle u \rangle}, \quad H_3 \lesssim \frac{1}{\langle r \rangle^{2+\kappa}\langle u \rangle^{1-\kappa}}, \quad \kappa \in (0,1).$$

For instance, for the nonlinearity of the form $\phi^2 \partial \phi$, by Proposition 6.3 and Proposition 4.7 we have

$$H_3(t,r) \lesssim \langle \nu \rangle^{-2}\langle u \rangle^{-\frac{\gamma-1}{2}}$$

and this is bounded by $\langle r \rangle^{-(2+\kappa)}\langle u \rangle^{-(1-\kappa)}$ because $\gamma$ is large enough.

By (5.9) with $\alpha = 5/2 + \sigma$, $\beta = 0$, and $\eta = 0$, we obtain

$$\langle \phi_1 \rangle_{m+n} \lesssim \langle r \rangle^{-1/2-\sigma}$$

which gains a factor of $\langle r \rangle^{-\sigma}$ compared to (7.3). Similarly (5.9) with $\alpha = 3/2 + \sigma$, $\beta = 0$, and $\eta = 1$ yields

$$\langle \phi_2 \rangle_{m+n} \lesssim \langle r \rangle^{-1/2-\sigma}$$

Next, (5.9) with $\alpha = 2 + \sigma$, $\beta = 0$, and $\eta = 1/2$ yields

$$\langle \phi_3 \rangle_{m+n} \lesssim \langle r \rangle^{-1/2-\sigma}$$

(7.4) to (7.6) combined with Proposition 4.7 and (5.6), give the following improved bounds (by a factor of $\langle r \rangle^{-\sigma}$)

$$\langle \phi \rangle_{m+n} \lesssim \frac{1}{\langle r \rangle^{1/2+\sigma}}, \quad \langle \phi \rangle_{m+n} \lesssim \frac{1}{\langle r \rangle^{1/2+\sigma}\langle u \rangle}, \quad \langle \partial \phi \rangle_{m+n} \lesssim \frac{1}{\langle r \rangle^{3/2+\sigma}}. \quad (7.7)$$

We now repeat the iteration, replacing $\alpha$ by $\alpha + \sigma$ and applying (5.9). The process stops after some $k = k(\sigma)$ steps, when (5.9), combined with Proposition 4.7 and (5.6), yield

$$\langle \phi \rangle_{m+n} \lesssim \frac{1}{\langle r \rangle^{3+\sigma}}, \quad \langle \phi \rangle_{m+n} \lesssim \frac{1}{\langle r \rangle^{2+\sigma}}, \quad \langle \partial \phi \rangle_{m+n} \lesssim \frac{1}{\langle r \rangle^2}. \quad (7.8)$$

We now use only (5.8) for $\phi_1$ and $\phi_3$, and (5.11) for $\phi_2$. Note that (7.8) implies

$$H_1 \lesssim \frac{1}{\langle r \rangle^{3+\sigma}}, \quad H_2 \lesssim \frac{1}{\langle r \rangle^{2+\sigma}}, \quad H_3 \lesssim \frac{1}{\langle r \rangle^2}. \quad (7.9)$$

For instance, for the nonlinearity of the form $\phi^2 \partial \phi$, we the information in (7.8) yields $H_3 \lesssim \langle r \rangle^{-3}\langle u \rangle^{-1}$ exactly.

By (5.8) with $\alpha = 2 + \sigma$, $\beta = 1$, and $\eta = 0$, we obtain

$$\langle \phi_1 \rangle_{m+n} \lesssim \langle r \rangle^{-1}\langle u \rangle^{-\sigma}$$

Similarly (5.11) with $\alpha = 2 + \sigma$, and $\eta = 0$ yields

$$\langle \phi_2 \rangle_{m+n} \lesssim \langle r \rangle^{-1}\langle u \rangle^{-\sigma}$$

Finally, (5.8) with $\alpha = 5/2$, $\beta = 1/2$, and $\eta = \sigma$ yields

$$\langle \phi_3 \rangle_{m+n} \lesssim \langle r \rangle^{-1}\langle u \rangle^{-\sigma}$$

The bounds (7.9) to (7.11) combined with Proposition 4.7 and (5.6) give the following improved bounds (by a factor of $\langle u \rangle^{-\sigma}$)

$$\langle \phi \rangle_{m+n} \lesssim \frac{1}{\langle r \rangle^{\sigma}}, \quad \langle \partial \phi \rangle_{m+n} \lesssim \frac{1}{\langle r \rangle^{1/2+\sigma}}, \quad \langle \partial \phi \rangle_{m+n} \lesssim \frac{1}{\langle r \rangle^{2+\sigma}}. \quad (7.12)$$
We repeat this iteration and we can continue improving the decay rates of \( \phi_1 \) and \( \phi_2 \) to
\[
(\phi_1)_{\leq m+n}, \quad (\phi_2)_{\leq m+n} \lesssim r^{-1} \langle u \rangle^{-1}.
\]
On the other hand, by (7.12) and the assumptions on C, it is clear that
\[
H_3 \lesssim \frac{1}{\langle r \rangle^3 \langle u \rangle^{1+2\sigma}}
\]
and (5.8) now yields
\[
(\phi_3)_{\leq m+n} \lesssim r^{-1} \langle u \rangle^{-1}.
\]
One more iterate produces
\[
(\phi_1)_{\leq m+n}, \quad (\phi_2)_{\leq m+n} \lesssim r^{-1} \langle u \rangle^{-1-\sigma}.
\]
By the previous bounds we now have, for the original value of \( \sigma \) from Theorem 1.6,
\[
H_1 \lesssim \frac{1}{\langle r \rangle^{3+\sigma} \langle u \rangle^{1+}}, \quad H_2 \lesssim \frac{1}{\langle r \rangle^{2+\sigma} \langle u \rangle^{1+}}, \quad H_3 \lesssim \frac{1}{\langle r \rangle^{N} \langle u \rangle^{1+}}.
\]
Using (5.8) and (5.11) now completes the proof for \( \phi_1, \phi_2 \). The proof for \( \phi_3 \) is also complete if \( T = 0 \): an application of (5.8) with the above bound for \( H_3 \) shows that
\[
(\phi_3)_{\leq m+n} \lesssim r^{-1} \langle u \rangle^{-(N-2)}.
\]

We now consider the case when \( T \) is nonzero. We note that the strategy, both here and in Section 8, will always be to use (5.6) first for every tangential derivative in \( C(\partial^2 \phi, \partial \phi, \phi) \), and then to use Lemma 5.3. Note that \( \mu^{-1} = \min(\langle r \rangle, \langle u \rangle)^{-1} \sim \langle v \rangle/(\langle r \rangle \langle u \rangle) \), and let \( J := \sum_{j=1}^{N} j_i \). By (5.6)
\[
H_3 \lesssim \langle v \rangle^{-(T-J+N+1)} \langle u \rangle^{-(J-T+N+1)} \langle r \rangle^{-J} \quad \text{by (7.13)}
\]
where \( \phi_j \) is the \( j \)-th function in the nonlinearity.\(^4\) Since \( u < -1 \), we have \( r \sim v \) and thus
\[
H_3 \lesssim \langle v \rangle^{-(T+N)} \langle u \rangle^{-(J-T+N)}.
\]
Observe that because \( J - T \geq 0 \) and \( N \geq 3 \), the value of \( J - T + N \) lies in \((1, \infty)\), and so by Lemma 5.3, we obtain
\[
(\phi_3)_{\leq m+n} \lesssim r^{-1} \langle u \rangle^{-(T+N-2)}.
\]
In view of (7.14), this completes the proof because we have obtained
\[
\phi_{\leq m} \lesssim r^{-1} \langle u \rangle^{-\min(1+\sigma, T+N-2)}.
\]
\(^4\)The reader can verify that \( T \leq J \), so that near the light cone, we have decay in the \( u \) variable of at least \( \langle u \rangle^{-N} \leq \langle u \rangle^{-3} \).

□
8. The iteration in \( \{r < t - 1\} \)

8.1. Converting \( r \) decay to \( t \) decay. The pointwise decay rates for \( \phi_{\leq m+n} \) obtained from the estimates for the fundamental solution are insufficient, but we show below that if the \( (r)^{-1} \) decay from the fundamental solution is converted into \( (t)^{-1} \), then the iteration does work.

We will sometimes use the notation \( \mathbb{C}_{T}^{([T_i], T_j)} := [T_i, T_j] \times \{x : r \leq t\} \).

**Lemma 8.1.** Suppose that \( \phi \) satisfies the bound proved in Proposition 3.3. Then for all \( 0 \leq T_1 \leq T_2 \), we have

\[
\left\| \nabla_{t,x} \phi_{\leq m} \right\|_{L^2(T_i, T_j)} \lesssim \sum_{j=1}^{2} \| \langle r \rangle \nabla_{t,x} \phi_{\leq m}(T_j) \|_{L^2} + \| \langle r \rangle (P \phi)_{\leq m} \|_{L^2} + \| \partial_t \phi_{\leq m} \|_{L^2}. \tag{8.1}
\]

**Proof.** We demonstrate the case \( m = 0 \) first for simplicity. We multiply the equation by \( r \partial_t \phi + \phi \) and integrate by parts in \([T_1, T_2] \times \mathbb{R}^3\). There is a number \( q' > 0 \) such that

\[
\int \left| \nabla_{t,x} \phi \right|^2 + O(\langle r \rangle^{-q'}) |\nabla_{t,x} \phi|^2 + O(\langle r \rangle^{-1-q'}) \left| \phi \right|^2 + O(\langle r \rangle^{-2-q'}) \left| \phi \right|^2 \, dx \, dt 
\]

\[
\lesssim \sum_{j=1}^{2} \int_{\mathbb{R}^3} O(\langle r \rangle) |\nabla_{t,x} \phi(T_j, x)|^2 + O(\langle r \rangle^{-1}) \left| \phi(T_j, x) \right|^2 \, dx + \int |r (P \phi) \partial_t \phi| + |(P \phi) | \, dx \, dt 
\]

\[
\lesssim \sum_{j=1}^{2} \int_{\mathbb{R}^3} O(\langle r \rangle) |\nabla_{t,x} \phi(T_j, x)|^2 \, dx + \int |r (P \phi) \partial_t \phi| + |(P \phi) | \, dx \, dt 
\]  \tag{8.2}

with the last statement following by a version of Hardy’s inequality. Next, by Cauchy-Schwarz and Hardy’s inequality we can bound all the terms involving \( P \phi \) by

\[
\frac{1}{\epsilon} \| r P \phi \|_{L^2}^2 + \epsilon \| \partial_t \phi \|_{L^2}^2.
\]

By using the positivity of \( q' \) on the left-hand side of (8.2) for large \( |x| \) values, we can then obtain

\[
\left\| \nabla_{t,x} \phi \right\|_{L^2(T_i, T_j)} \lesssim \sum_{j=1}^{2} \| \langle r \rangle \nabla_{t,x} \phi(T_j) \|_{L^2} + \langle r \rangle P \phi \|_{L^2(T_i, T_j)} \tag{8.3}
\]

(8.3) implies (8.1) for \( m = 0 \).

(The higher multiindex case) We now prove (8.3) but for \( \phi_j, j \neq 0 \). We have

\[
P \phi_j = (P \phi)_j + O(\langle r \rangle^{-1-q'}) \nabla_{t,x} \phi_{\leq |j|} + O(\langle r \rangle^{-2-q'}) \phi_{\leq |j| - 1}.
\]

We multiply this by \( r \partial_t \phi_j + \phi_j \). Then we integrate in \([T_1, T_2] \times \mathbb{R}^3\). The rest of the proof is then similar. \( \square \)

**Lemma 8.2.** Assume that \( \phi \) satisfies Definition 1.3. Then

\[
\phi_{\leq m} \|_{L^2(T_i, T_j)} \lesssim T^{-1} \| \langle r \rangle \phi_{\leq m+n} \|_{L^2(T_i, T_j)} + \| (P \phi)_{\leq m+n} \|_{L^2(T_i, T_j)}.
\]

**Proof.** Fix a dyadic number \( T \). Recall the SILED hypothesis, which we apply to dyadic time intervals \([T, 2T]\), and recall Proposition 3.3 which states that we have SILED for vector fields. We may assume that \( \phi \) is supported in \( C_{T}^{<3T/4} \) because we can control \([P, \chi] \), where \( \chi \) is a purely spatial cutoff localised to the interior region \( \{r < 3t/4\} \), in the
$LE^*$ norm. Since we assume SILED holds, we need not perform any cutoffs in the time variable.

Let $m \geq 0$. Let $\gamma_{(T,x)}(t')$ denote an integral curve of $S$, parametrized by unit speed, such that $t' = 0$ corresponds to the point $(T, x)$. By the fundamental theorem of calculus and Cauchy-Schwarz, we have

$$|\nabla_{t,x} \phi_{\leq m}(T, x)|^2 \lesssim \frac{1}{T} \int_0^T |(\nabla_{t,x} \phi_{\leq m})(\gamma_{(T,x)}(t'))|^2 + |(\mathcal{S} \nabla_{t,x} \phi_{\leq m})(\gamma_{(T,x)}(t'))|^2 \, dt' \tag{8.4}$$

A similar bound holds for $t = 2T$. Thus, after we integrate in $x$, we control the energy terms by

$$T^{-1/2} \| \partial \phi_{\leq m+n} \|_{L^2_{t,x}}.$$

By using the fact that $\partial_t = t^{-1}(S - r \partial_r)$,

$$\| \partial_t \phi_{\leq m} \|_{LE} \lesssim T^{-1} \| (S \phi_{\leq m}, r \partial_r \phi_{\leq m}) \|_{LE} \lesssim T^{-1/2} \| \langle r \rangle \phi_{\leq m+n} \|_{LE^1}.$$

By Proposition 3.3 we now control the $LE^1$ norm by

$$T^{-1/2} \| \partial \phi_{\leq m+n} \|_{L^2_{t,x}} + T^{-1/2} \| \langle r \rangle \phi_{\leq m+n} \|_{LE^1} + \| (P \phi)_{\leq m+n} \|_{LE^*}$$

and we now use (8.1) to control the first term. By the fundamental theorem of calculus and Cauchy-Schwarz we have

$$\| (\langle r \rangle)^{1/4} \partial \phi_{\leq k}(T) \|_{L^2} \lesssim T^{-1/4} \| (\langle r \rangle)^{1/4} \phi_{\leq k} \|_{L^2} + T^{-1/2} \| (\langle r \rangle) \phi_{\leq k+1} \|_{LE^1}$$

and similarly for the $t = 2T$ energy norm. We decompose

$$\| (\langle r \rangle)^{1/4} \nabla_{t,x} \phi_{\leq k} \|_{L^2} = \sum_{R < T} \| (\langle r \rangle)^{1/4} \nabla_{t,x} \phi_{\leq k} \|_{L^2(r-R)}$$

and note that for all large $R$,

$$\| (\langle r \rangle)^{1/4} \nabla_{t,x} \phi_{\leq k} \|_{L^2(r-R)} \lesssim \| (\langle r \rangle) \phi_{\leq k+n} \|_{LE^1}$$

while for all sufficiently small $R$, we may absorb this to the left-hand side.

On the other hand,

$$\| \partial_r \phi_{\leq k} \|_{L^2} \lesssim T^{-1} \| \phi_{\leq k+1} \|_{L^2}$$

$$\lesssim T^{-1/2} \sum_{R} \frac{R^{1/2}}{T^{1/2}} \| \phi_{\leq k+1} \|_{L^2(A_R)}$$

$$\lesssim T^{-1/2} \sum_{R} \frac{R^{1/2}}{T^{1/2}} \sup_{t} \| \phi_{\leq k+1} \|_{L^2(A_R)}$$

$$\lesssim T^{-1/2} \sum_{R} \frac{R^{1/2}}{T^{1/2}} \| \phi_{\leq k+1} \|_{LE}$$

$$\lesssim T^{-1/2} \| \phi_{\leq k+1} \|_{LE}.$$

This concludes the proof. $\Box$

The next proposition uses Lemma 8.2 to obtain better pointwise decay for the solution and its vector fields in the region $\{r < t/2\}$. 24
Proposition 8.3. Let $\phi$ solve (1.2). Let $\delta > 0$. Assume that
\begin{equation}
\phi_{\leq M}|_{r \leq 3M/4} \lesssim \langle r \rangle^{-1} \langle u \rangle^{1/2-q}, \quad \phi_{\leq M}|_{r \leq 3M/4} \lesssim \langle t \rangle^{-1} \langle u \rangle^{1/2-q+\delta}, \quad q \geq \delta
\end{equation}
for an $M$ that is sufficiently larger than $m$.

If $q \geq \delta$ and $\delta \leq 1$, then
\begin{equation}
\phi_{\leq m}|_{C^{3T/4}_{r}} \lesssim \langle t \rangle^{-1} \langle u \rangle^{1/2-q}.
\end{equation}

Proof. By Proposition 4.7 and (8.5),
\begin{equation}
T^{-1} \| (r) \phi_{\leq m+n} \|_{LE^1} \lesssim T^{-1} \| \phi_{m+n} \|_{LE} \lesssim T^{-q}.
\end{equation}

Fix $n \geq 1$. By (8.5), and using Lemma 4.1 to bound each second-order derivative in the nonlinearity $P\phi$, we now have
\begin{equation}
\| (r) \langle P \phi \rangle_{\leq m+n} \|_{L^2_{r,t}[T,2T]} \lesssim T^{-q}.
\end{equation}
That this is a weak bound for all nonlinearities other than $\phi^2 \partial \phi$ is not difficult to see.

In what follows we prove that for the nonlinearity $\phi^2 \partial \phi$, we obtain this bound. For $A_{R=1}$, we use the $\langle t \rangle^{-1} \langle u \rangle^{1/2-q+\delta} \sim T^{-1/2-q+\delta}$ bound in (8.5) to obtain
\begin{equation}
\| (\phi^2 \partial \phi)_{\leq m+n} \|_{L^2[T,2T]} \lesssim T^{-1/4+3\delta}.
\end{equation}

For $A_{R}, R > 1$, we use Proposition 4.7, and we aim to obtain a power of $R^{-1.5}$ for the $R$ variable, so that after taking the volume element into account, the radial component of the norm will integrate to 1:
\begin{equation}
\| (r) \langle \phi^2 \partial \phi \rangle_{\leq m+n} \|_{L^2[T,2T]} \lesssim \| R^{-1/2} (\phi_{\leq m+n})^3 \|
\lesssim \| R^{-1/2} (R^{-1/2-q}) (T^{-1/2-q+\delta})^2 \|
\lesssim T^{1-q} T^{-1/2-q+2\delta} = T^{-3q+2\delta}
\lesssim T^{-q} \quad \text{if and only if } q \geq \delta.
\end{equation}

Therefore Lemma 8.2 implies
\begin{equation}
\| \phi_{\leq m} \|_{LE^1(C^{3T/4}_{r})} \lesssim T^{-q}
\end{equation}
and the conclusion now follows by Lemma 4.2. We note that the bound in $A_{R=1}$ is no worse than the bound $T^{-q}$ so long as $\delta \leq 1$; this is the only time we use the hypothesis $\delta \leq 1$. \hfill \square

Remark 8.4. In the present article we shall let
\begin{equation}
\delta := \min(\gamma/2, \sigma).
\end{equation}

By Lemma 5.3 applied to the linear components of the equation (i.e. the coefficients of $P - \square$), we obtain
\begin{equation}
\langle r \rangle \langle \phi_1 \rangle_{\leq m+n}, \langle r \rangle \langle \phi_2 \rangle_{\leq m+n} \lesssim \langle u \rangle^{1/2-\sigma}.
\end{equation}

By Proposition 6.3, we obtain
\begin{equation}
\langle r \rangle \langle \phi_3 \rangle_{\leq m+n} \lesssim \langle u \rangle^{1/2-\sigma/2}.
\end{equation}

These two estimates imply that
\begin{equation}
\langle r \rangle \phi_{\leq m+n} \lesssim \langle u \rangle^{1/2-\delta}.
\end{equation}

Thus the hypothesis $q \geq \delta$ in Proposition 8.3 holds throughout our iteration for nonlinearities containing terms of the form $S^2(1) \phi^2 \partial \phi$. 


Remark 8.5. We shall use Proposition 8.3 whenever the vector fields \( \phi \leq m+n \) satisfy a bound of the form \( \langle r \rangle^{-1} D \) where \( D \) is some decaying function. Bounds of the form \( \langle r \rangle^{-1} D \) arise when applying the fundamental solution for \( \Box \), which is our strategy in the iteration (see Section 8.2). Proposition 8.3 then turns this upper bound into the upper bound \( \phi \leq m+n \lesssim \langle t \rangle^{-1} D \).

8.2. The iteration.

Theorem 8.6. If \( r < t - 1 \), then

\[
\phi \leq m \lesssim \langle v \rangle^{-1} \langle u \rangle^{-\min(1+\sigma,T+N-2)}.
\] (8.6)

Here \( \sigma \) denotes the original value of \( \sigma \) taken from Theorem 1.6.

Proof. Just as in the proof of (7.1), in the first part of this proof, we shall assume only fairly weak bounds on the nonlinear term \( H_3 \). The model we use for \( H_3 \) in the first part of the proof is \( \partial \phi \partial \phi \); all our nonlinearities in (1.2) decay at least as fast as this nonlinearity. The idea is that we wish

1. first to establish a decay rate of \( \phi \leq m+n \lesssim \langle v \rangle^{-1} \langle u \rangle^{-1} \), and
2. second to establish the full decay rate (8.6).

Step 1. By (5.6) and our initial decay estimates we have, in \( \{ r < t/2 \} \),

\[
\phi \leq m+n \lesssim \frac{\langle u \rangle^{1/2}}{\langle t \rangle}, \quad \partial \phi \leq m+n \lesssim \frac{1}{\langle r \rangle \langle u \rangle^{1/2}}, \quad \overline{\partial} \phi \leq m+n \lesssim \frac{\langle u \rangle^{1/2}}{\langle r \rangle \langle t \rangle}.
\] (8.7)

These bounds (8.7) imply

\[
H_1 \lesssim \frac{\langle u \rangle^{1/2}}{(r)^{2+\sigma} \langle t \rangle}, \quad \partial_t H_2 \lesssim \frac{1}{(r)^{1+\sigma} \langle t \rangle \langle u \rangle^{1/2}}, \quad H_3 \lesssim \frac{1}{(r)^2 \langle t \rangle}.
\]

For the equation (6.9), the result of Proposition 6.3 implies that \( H_3 \) for that equation satisfies

\[
H_3 \lesssim \mu^{-1} \cdot (\phi \leq m+n)^3 \lesssim \frac{1}{(t)^{2} \langle r \rangle \langle u \rangle^\lambda}, \quad \lambda = \frac{1}{4} + 3\epsilon
\]

if we take \( \gamma = \frac{1}{2} + \epsilon \) (recall Remark 6.4). Thus \( H_3 \lesssim \langle r \rangle^{-1} \langle t \rangle^{-1} \). On the other hand, for other nonlinearities, direct computation shows that \( H_3 \lesssim \langle r \rangle^{-2} \langle t \rangle^{-1} \).

By (5.8) with \( \alpha = 2 + \sigma, \beta = 1, \) and \( \eta = -1/2 \), we obtain

\[
(\phi_1) \leq m+n \lesssim \langle r \rangle^{-1} \langle u \rangle^{1/2-\sigma}
\]

Similarly (5.8) with \( \alpha = 2 + \sigma, \beta = 0, \) and \( \eta = 1/2 \) yields

\[
(\phi_2) \leq m+n \lesssim \langle r \rangle^{-1} \langle u \rangle^{1/2-\sigma}
\]

Finally, (5.8) with \( \alpha = 2 + \sigma, \beta = 1 - \sigma, \) and \( \eta = 0 \) yields

\[
(\phi_3) \leq m+n \lesssim \langle r \rangle^{-1} \langle u \rangle^{1/2-\sigma}
\]

Thus \( \phi \leq m+n \lesssim \langle r \rangle^{-1} \langle u \rangle^{1/2-\sigma} \), which represents our first improvement over the initial pointwise decay rate for \( \phi \).

By Proposition 8.3 with \( q = -1/2 + \eta \), and Proposition 4.7 and (5.6) we obtain the following improvement, by a factor of \( \langle u \rangle^{-\sigma} \), over (8.7):

\[
\phi \leq m+n \lesssim \frac{\langle u \rangle^{1/2-\sigma}}{\langle t \rangle}, \quad \partial \phi \leq m+n \lesssim \frac{1}{(r) \langle u \rangle^{1/2+\sigma}}, \quad \overline{\partial} \phi \leq m+n \lesssim \frac{\langle u \rangle^{1/2-\sigma}}{(r) \langle t \rangle}.
\] (8.8)
Step 2. We iterate, replacing \( \eta \) by \( \eta + \sigma \), applying (5.9) and then using Proposition 8.3 to turn the \( \langle r \rangle^{-1} \) factor in the upper bound for \( \phi_{\leq m+n} \) into a \( \langle t \rangle^{-1} \) factor. The process stops after \( \lfloor (2\sigma)^{-1} \rfloor \) steps, when (5.8), combined with Propositions 4.7 and 8.3 and (5.6), yield

\[
\phi_{\leq m+n} \lesssim \frac{1}{\langle t \rangle}, \quad \partial \phi_{\leq m+n} \lesssim \frac{1}{\langle r \rangle \langle u \rangle}, \quad \overline{\partial} \phi_{\leq m+n} \lesssim \frac{1}{\langle r \rangle \langle t \rangle}.
\] (8.9)

Step 3. We use (5.11) for \( \phi_2 \), and the iteration process follows the same pattern as in Section 7, but with Proposition 8.3 to turn upper bounds for \( \phi_{\leq m+n} \) of the form \( \langle r \rangle^{-1} \cdots \) into upper bounds of the form \( \langle v \rangle^{-1} \cdots \). We obtain

\[
(\phi_1)_{\leq m+n}, (\phi_2)_{\leq m+n} \lesssim \langle v \rangle^{-1} \langle u \rangle^{-1-\sigma}.
\]

This completes the proof of Step (1) above; that is, we have

\[
\phi_{\leq m+n} \lesssim \langle v \rangle^{-1} \langle u \rangle^{-1}.
\] (8.10)

Step 4. We now prove the full decay rate (8.6). All that remains is to prove the bound

\[
(\phi_3)_{\leq m+n} \lesssim \langle r \rangle^{-1} \langle u \rangle^{-\langle T+N'-2 \rangle}
\]

and an application of Proposition 8.3 then completes the proof.

Recall that \( \mu \equiv \min(\langle r \rangle, \langle u \rangle)^{-1} \sim \langle v \rangle / (\langle r \rangle \langle u \rangle) \), and let \( J := \sum_{i=1}^{N} j_i \). Then

\[
H_3 \lesssim \langle u \rangle^{-1} \mu^{-J} \langle \phi_1 \rangle_{\leq m+n} \cdots \langle \phi_N \rangle_{\leq m+n} \quad \text{by (5.6)}
\]

\[
\lesssim \langle v \rangle^{-\langle T-J+N' \rangle} \langle u \rangle^{-\langle J-T+N' \rangle} \langle r \rangle^{-J} \quad \text{by (7.13)}
\]

Recall the requirement that \( \beta \geq 0 \) in the hypothesis of Lemma 5.3. Thus we want the exponent of \( \langle u \rangle \) in the display immediately above to be non-negative. To this end, we replace \( J \) by \( J' := \min(J, 3) \), that is to say we apply Proposition 4.7 at most three times; thus we now obtain

\[
H_3 \lesssim \langle v \rangle^{-\langle T-J+N' \rangle} \langle u \rangle^{-\langle J'-T+N' \rangle} \langle r \rangle^{-J'}.
\] (8.11)

Then we apply (5.8): there are two cases in that lemma, namely \( \eta < 1 \) and \( \eta > 1 \). The former gives a strictly worse bound (by a factor of \( \langle u \rangle \)); we use this worse bound now to obtain, in the notation of that lemma,

\[
r(\phi_3)_{\leq m+n} \lesssim 1 / \langle u \rangle^{\alpha+\beta+\eta-3} = 1 / \langle u \rangle^{2N+J'-3}.
\] (8.12)

Note that

\[
2N + J' - 3 > 1
\]

so that, upon application of Proposition 8.3, (8.12) becomes a strictly better bound than (8.10), namely

\[
\phi_{\leq m+n} \lesssim \langle v \rangle^{-1} \langle u \rangle^{-\kappa'}, \quad \kappa' := \min(1 + \sigma, 2N + J' - 3).
\] (8.13)

Next, by (8.13) we have

\[
H_3 \lesssim \langle r \rangle^{-J} \langle v \rangle^{-\langle T-J+N' \rangle} \langle u \rangle^{-\langle J-T+N' \rangle}
\]

\[
= \langle r \rangle^{-J} \langle v \rangle^{-\langle T-J+N' \rangle} \langle u \rangle^{-\langle J-T+\min(N(1+\sigma), N(2N+J'-3)) \rangle}
\]

\[
\leq \langle r \rangle^{-J} \langle v \rangle^{-\langle T-J+N' \rangle} \langle u \rangle^{-3-}
\]

and there is now no need to define a truncation \( J' \) when attempting to apply Lemma 5.3. The final line follows because \( J - T \geq 0 \) and \( 1 + \sigma, 2N + J' - 3 > 1 \) are both strictly larger than 1.
We apply (5.8) one final time, noting that \( \eta > 1 \) in the notation of (5.8), to obtain
\[
  r(\phi_3)_{m+n} \lesssim 1/\langle u \rangle^{\alpha+\beta-2} = 1/\langle u \rangle^{J+(T-J+N)-2} = 1/\langle u \rangle^{T+N-2}.
\]
Thus we conclude
\[
  \phi_{m+n} \lesssim r^{-1}\langle u \rangle^{-\min(1+\sigma, T+N-2)}.
\]
Applying Proposition 8.3 now completes the proof, since we obtain
\[
  \phi_{m} \lesssim \langle v \rangle^{-1}\langle u \rangle^{-\min(1+\sigma, T+N-2)}.
\]

\[\square\]

9. NONLINEARITIES WITH A SPECIAL STRUCTURE (1.15) AND (1.17)

**Theorem 9.1** (Improved decay for equations (1.15) and (1.17) in spherical symmetry). Let \( \phi(t, r) \) solve the equation (1.15)
\[
  P\phi(t, r) = \sum_{i=1}^{M} c_i(t, r) \phi^n \partial_{(i)} \phi, \quad \partial_{(i)} \in \partial_c, \quad c_i \in S^2(1), \quad n \geq 2
\]
or the equation (1.17). Then
\[
  \phi_{m+n} \lesssim \langle v \rangle^{-1}\langle u \rangle^{-\min(1+\sigma, n)}.
\]

**Proof.** From previous work (7.1) and (8.6) we already have
\[
  \phi_{m+n}(t, r) \lesssim \langle v \rangle^{-1}\langle u \rangle^{-1}. \tag{9.1}
\]
We only write down the proof for (1.15) because the proof for (1.17) is identical.

We first do the constant \( c_i \) case, since the general case then follows easily. We set the constant to equal \( 1/(n+1) \), thus \( P\phi = \partial_{(i)}(\phi^{n+1}) \).

- In the case \( \partial_{(i)} = \partial_r \), we note that the under the assumption of spherical symmetry (of the solution), and specialising to the Minkowski spacetime case for now (thus \( P = \Box \)), one has the equality
  \[
  r\phi(t, r) = \frac{1}{2} \int_0^t \int_{|r-(t-s)|} r^{n+1} \rho \partial_r(\phi^{n+1}) dA. \tag{9.2}
  \]
  and to upper-bound \( r\phi \) it suffices to bound the integral. We set \( n = 2 \) and note that the higher \( n \) case follows similarly. Integrating by parts, we see that this equals
  \[
  \int_0^t \rho \phi^3 \big|_{r-(t-s)} ds - \int_{D_{tr}} \phi^3 dA = I + II + III.
  \]
  By (9.1)
  \[
  I \lesssim v^{-3} \int_0^t \frac{r+t-s}{(r+t-2s)^3} ds \lesssim v^{-3} \langle v \rangle \langle u \rangle^{-1}.
  \]
  Also by (9.1),
  \[
  II \lesssim u^{-3} \int_0^t \frac{|s-u|}{(2s-u)^3} ds \lesssim u^{-3} \langle u \rangle^{-1}.
  \]
Finally, by (9.1) note that $\phi^3 \lesssim \langle v \rangle^{-3}\langle u \rangle^{-3}$ so in the notation of Lemma 5.3, the integrand $\phi^3$ satisfies $\eta = 3, \beta + \alpha = 3$. Thus by Lemma 5.3 we have
\[ \int_{D_{tr}} \phi^3 dA \lesssim \langle u \rangle^{-2}. \]
We conclude that
\[ r\phi(t, r) \lesssim \langle u \rangle^{-2}. \]
For general $n \geq 2$, we have
\[ \int_{D_{tr}} \phi^{n+1} dA \lesssim \langle u \rangle^{-n} \]
and
\[ r\phi(t, r) \lesssim \langle u \rangle^{-n}. \]

For the non-constant $c_i$ case, we note that the assumption $\partial c \in S^Z(\langle r \rangle^{-1})$ together with (9.1) implies the same overall $\langle u \rangle^{-2}$ bound.

In the case $P \neq \Box$, the equation (9.2) is modified into an equation that includes integrals on the right hand side that depend on the coefficients of $P - \Box$:
\[ r\phi(t, r) = \frac{1}{2} \int_{D_{tr}} \rho \partial_\rho (\phi^{n+1}) dA + \frac{1}{2} \int_{D_{tr}} \rho V(s, \rho) \phi dA + \ldots \]
where $\ldots$ denotes other terms from $P - \Box$. The arguments for these coefficients of $P - \Box$ were shown in Sections 7 and 8 already.

Applying Proposition 8.3 completes the proof because the $r$ factor on the left hand side of (9.2) is then converted into a $t + r$ factor, giving decay inside the interior region $\{ r < t/2 \}$.

- In the case $\partial (i) = \partial_t$, we provide a proof that also works outside of spherical symmetry for the equation $P\phi(t, x) = c\phi^n \partial_\phi$.

We once again first assume constant $c_i$. Again we first look at the case $n = 2$. The idea is that in the interior $\{ r < t/2 \}$ we may use the relation $\partial_t = t^{-1}(S - r\partial_r)$ and Proposition 4.7 to bound $\partial_t$ to obtain extra $\langle s \rangle^{-1}$ decay when applying Lemma 5.3; this implies extra $\langle u \rangle^{-1}$ decay. Rigorously, this means that we let $1 = \chi_{\text{int}} + \chi_{\text{con}}$ with $\chi_{\text{int}}$ localised to the interior. Then
\[ \partial_t(\phi^3) = 3 \chi_{\text{int}} \phi^2 \partial_t \phi + \chi_{\text{con}} \partial_t (\phi^3) = 3 \chi_{\text{int}} \phi^2 \partial_t \phi + \partial_t (\chi_{\text{con}} \phi^3) - \partial_t \chi_{\text{con}} \phi^3 = A + B + C. \]
Let $\Box \phi = A, \Box w = \chi_{\text{con}} \phi^3, \Box \phi_\theta = C$. Note that
\[ \chi_{\text{int}} \phi^2 \partial_t \phi \lesssim |\phi|_{n+1}/(t)^{-1} \]
and applying Lemma 5.3 as in previous sections gives the desired $\langle u \rangle^{-2}$ bound. On the other hand, we apply the procedure outlined in Lemma 5.4 to obtain extra $\langle u \rangle^{-1}$ decay for
\[ \Box w = \chi_{\text{con}} \phi^3. \]
Thus $\langle r \rangle \partial_t w \lesssim \langle u \rangle^{-2}$. Since $\partial_t \chi_{\text{con}} \lesssim \langle t \rangle^{-1}$, by applying Lemma 5.3 we obtain $r\phi_\theta \lesssim \langle u \rangle^{-2}$. In summary, by the triangle inequality we conclude that the solution $\phi$ to the wave equation $\Box \phi = \partial_t (\phi^3)$ with zero initial data obeys the pointwise bounds $\langle r \rangle \phi \lesssim \langle u \rangle^{-2}$. Applying Proposition 8.3 completes the proof, since we now have $\langle v \rangle \phi \lesssim \langle u \rangle^{-2}$.

The general $n$ case is very similar. The non-constant $c_i$ case follows by the assumption that for all $i, \partial c_i \in S^Z(\langle r \rangle^{-1})$. \qed
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