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ABSTRACT
This study analyzes the validity of the uncovered interest rate parity for Brazil, India, Indonesia, South Africa, and Turkey, which are grouped as The Fragile Five countries within the literature. The econometric analysis section of the study benefits from unit root tests, a common method that researchers have started to utilize recently. For this reason, we used Dickey and Fuller (1979), Augmented Dickey and Fuller (1981), Philips and Perron (1988), Kwiatkowski et al. (1992), Perron (1989) unit root test with one break, Zivot and Andrews (1992) unit root test with one break, and Enders and Lee (2012) Fourier-ADF unit root tests. In line with the results of the analysis, we obtained strong evidence regarding the validity of the uncovered interest rate parity for Brazil, Indonesia, and Turkey. Results for India vary according to the structure of the break and where the structural break is taken into consideration. This shows that structural breaks and the economic circumstances of the period that the data set is from should be considered. Although results for South Africa show that interest rate parity is generally valid, results for the Fourier-ADF test, which allows for smooth breaks, offered evidence that the interest rate parity was not valid in these countries.
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ÖZ
Bu çalışmada literatürde Kırılgan Beşli ülkeleri olarak gruplandırılan Brezilya, Hindistan, Endonezya, Güney Afrika ve Türkiye için kapsanmamış faiz oranı paritesinin geçerliliği araştırılmıştır. Çalışmanın ekonometrik analizi, unit root testlerinden yararlanarak gerçekleştirildi. Testler Dickey ve Fuller (1979), Augmented Dickey ve Fuller (1981), Philips ve Perron (1988), Kwiatkowski ve arkadaşları (1992), Perron (1989) bir araya getirebilen birim kök testi, Zivot ve Andrews (1992) bir araya getirebilen birim kök testi, Enders ve Lee (2012) Fourier-ADF birim kök testi uygulandı. Analiz doğrultusunda, Brasil, Endonezya ve Türkiye için kapsanmamış faiz oranına parite geçerliliği sağlanan güçlü kanıtlar elde edildi. India'nın durumu, kırımlı birim kök testinin stratejisi ve stratejik kırışıkın konumu ne olursa olsun değişti. Bu, stratejik kırışıkların ve veri setinin Hòa Thời kỳ kültürelinin belirlenmesinin önceliğini gösterdi. South Afrika sonuçları, faiz oranına parite genel olarak geçerli olduğunu gösterirken, Fourier-ADF testi, yuvarlak kırışıkların belirlenmesini olanaklı olan test, bu ülkeler için faiz oranına parite geçerliliğinin olduğunu göstermedi.
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1. Introduction

Based on the difference between the exchange rates and the countries’ interest rates, in essence, the IRP is frequently used in behavior analyses in foreign exchange markets (Stein, 1962; Glahe, 1967). Melvin and Norrbin (2013) defined IRP as a basic approach that explains the relationship between the earnings of financial assets traded in different markets (Melvin & Norrbin 2013, p. 115). In other words, IRP states that similar financial assets priced in different currencies should have the same earning rate (Krugman & Obstfeld 2009, p. 336). In short, the IRP can be expressed as the equilibrium between the interest rate applied to domestic financial assets and the earnings expected from foreign financial assets (Claassen, 1996, p. 41).

The literature shows that studies conducted on IRP are essential in two aspects. The first one is the analysis of the efficiency of foreign exchange and international money markets. If we define the concept of an efficient market that contains all the information, extraordinary profits are eliminated, especially for arbitragers.1 Secondly, it is used for the determination of the exchange rate based on the asset market approach (Taylor, 1987a, p. 429). IRP has two classifications: The covered interest rate parity (CIRP) and the uncovered interest rate parity (UIRP). The concept of the CIRP emerges for the first time in the studies of Keynes (1923) and Einzig (1937) on exchange rate movements, money markets, and arbitrage transactions (Fong, Valente, & Fung, 2010, p. 1098). This approach involves the transaction of selling expected future foreign exchange earnings in the current period through a forward contract to avoid unexpected losses by possible sudden shocks in exchange rates. The other approach,
which involves the UIRP, asserts that the difference between the interest rates of two countries is equal to the expected value change in the exchange rate (Rowland, 2003, p. 3). In other words, it states that a difference between domestic and foreign exchange rates should be equal to the “expected” change in the future value of the exchange rate. No contracts are executed to avoid foreign exchange risk in this approach. Transactions are carried out with the spot exchange rate. This theory is one of the three fundamental theories used as a basis of macroeconomic models for open economies and international finance models.\(^2\) This approach is also used in addition to other important models for determining the exchange rate, such as the Overshooting Model, monetary exchange rate models, and Krugman’s target zone model (McAvinhey & MacDonald 1990; Bekaert, Wei, & Xing, 2007).

The purpose of this study is to analyze the validity of the IRP hypothesis for The Fragile Five group of countries consisting of Brazil, India, Indonesia, South Africa, and Turkey. Morgan Stanley came up with The Fragile Five classification in 2013, and this classification is based on the monetary policies of the USA, which affect these countries to a great extent. Moreover, The Fragile Five has similarities in budget imbalance, growth underperformance, high current deficit, inflation, and foreign debts (Hayaloğlu, 2015, p. 133). Departing from other studies that have tested whether the IRP holds, this study will contribute to the relevant literature by combining its sample group with its application of tests for different specifications. On the contribution in terms of the sample group, some studies within the literature have conducted analyses by including only one or a few of the five countries (Brazil, India, Indonesia, South Africa, and Turkey) in the sample group. The validity of the IRP hypothesis was studied by Sachsida, Ellery, & Teixeira, (2001) for Brazil; Erdemlioğlu (2007) and Karahan and Çolak (2012) for Turkey; Bü berkökü (2020) for Turkey, South Africa, and Indonesia; Chang and Su (2015) for Indonesia; Tse and Wald (2013) for Brazil; Skinner and Mason (2011) for Brazil and South Korea; Baharumshah, Liew, & Haw (2009) for Indonesia and India; Baharumshah, Liew, & Hamzah (2008) for India; Ferreira and León-Ledesma (2007) for Brazil and Turkey and Francis, Hasan, & Hunter (2002) for India and Turkey. However, we saw no studies that focused on The Fragile Five countries among the studies that analyze the validity of the IRP hypothesis. For that reason, our study will contribute to the currently limited literature on this group of countries. In addition, all countries in the sample group are emerging market countries\(^3\). When the studies on developing markets are examined, the absence of a study focusing on fragile five countries will contribute to the studies literature in developing countries.

\(^2\) The three basic theories involved here are the purchasing power parity, the exchange rate equilibrium, and the UIRP (Lothian & Wu 2011, p. 449).

\(^3\) https://www.msci.com/market-classification, Accessed January 8, 2020.
Another contribution of our study to the literature will be the large scale of the method implemented. Many studies have been conducted to test the validity of the IRP hypothesis with the unit root method within the literature. The empirical analysis section of this study also uses the unit root method in line with the literature and theories. Within that scope, we first analyzed the validity of the IRP hypothesis with classical unit root tests that do not include structural breaks, such as Dickey and Fuller (DF) (1979), Augmented Dickey and Fuller (ADF) (1981), Philips and Perron (PP) (1988), and Kwiatkowski et al. (KPSS) (1992). Then we used Perron (1989) and Zivot and Andrews (ZA) (1992) unit root tests with one break and different specifications to determine the break year by taking structural breaks that may occur in economic circumstances into consideration. Finally, we used the Enders and Lee (2012) Fourier-ADF unit root test, which can capture all kinds and numbers of breaks, keeping in mind that structural breaks with several and different forms may have occurred in the economy in the relevant sample period. We analyzed with different specifications with the help of relevant tests and revealed in the findings whether structural breaks, the model implemented, and the test methodology affected the results. At this point, we think that our study will contribute to the literature thanks to its extensive coverage of methods, which will allow researchers to determine which tests to select in their analyses and see the effects of the differences in methodology on the results. Moreover, this study differs from previous research because it provides valuable, compact information on the five countries as a group to policymakers working on The Fragile Five.

2. Theoretical Framework

In 1973, many countries opted to switch to a free-floating exchange rate regime with the collapse of the Bretton Woods system. Allowing for fluctuations in the exchange rates showed the considerable extent of the exchange rate volatility. Accordingly, economists started to create exchange rate behavior models to determine what affected exchange rate fluctuations (Husted & Melvin 2013, p. 285). These models have become the primary theoretical tools to analyze the exchange rate fluctuations and have focused on explaining the role of changes in financial market factors (interest rates and expectations on future values of asset prices) on the exchange rate volatility. The basic version of the financial approach for determining exchange rates is the monetary approach. This approach assumes that the domestic and foreign financial assets are perfect substitutes, which means the equilibrium between the earning rates of various assets. This equilibrium between domestic and foreign financial assets is called the IRP (Claassen, 1996, p. 41).

The IRP is used to explain the relationship between the earnings of financial asset investments between two countries. It arises from profit-oriented arbitrage activities, especially from the scope of interest rate arbitrage (Michel & Norrbins 2013, p. 115). IRP
differs from other approaches because it takes macroeconomic structures and capital mobilities into consideration. The IRP approach argues that the interest differences between countries should be equalized by using the forward and spot exchange rate differences to remain in equilibrium. The IRP has two categories, namely, the CIRP and the UIRP.

The UIRP approach does not consider the risk factor. Investments are made without a forward contract to avoid foreign exchange risk. In other words, this is a situation where the arbitrageur takes the currency risk that may arise in exchange rate volatility in the future period into consideration. Equation 1 shows the formulation for the UIRP.

\[ E_t = \frac{(1+i_t)}{(1+i_t^*)} * E_{t+1}^e \]  

where \( E_t \) represents the nominal exchange rate, \( i_t \) represents the domestic interest rate, \( i_t^* \) represents the foreign interest rate, and \( E_{t+1}^e \) represents the nominal exchange rate expected for the upcoming period. Equation 1 shows that the UIRP can be expressed as the equilibrium between the interest rate applied to domestic financial assets and the earnings expected of foreign financial assets. After dividing both sides of Equation 1 by the expected exchange rate variable and then taking the natural logarithm, this equation can also be presented in a similar way to Equation 1.1.

\[ E_t - E_{t+1}^e = i_t - i_t^* \]  

The IRP theory states that the difference between the interest rates of two countries should be equal to the expected change in the exchange rate (Krugman & Obstfeld 2003).

The risk factor is taken into consideration with the CIRP. In this context, the risks arising from the exchange rate in the upcoming period can be eliminated by executing a forward contract. Equation 2 shows the formulation for the CIRP.

\[ E_t = \frac{(1+i_t)}{(1+i_t^*)} * F_t \]  

where \( F_t \) represents the forward exchange rate. The discount or premium applied to the forward exchange rate equal to the interest rate difference between two countries that the investor plans to invest in (and the forward exchange rate fulfilling this equilibrium) is called the CIRP. When both sides of Equation 2 are modified by subtracting one, it takes the form shown in Equation 2.1.

\[ \frac{F_t-E_t}{E_t} = \frac{(1+i_t)}{(1+i_t^*)} - 1 \Rightarrow \frac{i_t - i_t^*}{1+i_t^*} \]  

There are two different situations according to Equation 2.1. If \( \frac{F_t-E_t}{E_t} > \frac{i_t - i_t^*}{1+i_t^*} \), the future exchange rate difference will be greater than the interest rate difference, and it will be more profitable to invest in foreign funds. In the second situation, where \( \frac{F_t-E_t}{E_t} < \frac{i_t - i_t^*}{1+i_t^*} \), the future
exchange rate difference is less than the interest rate difference, and it will be more profitable to invest in domestic funds.

3. Empirical Literature

A general review of the literature on the IRP hypothesis shows that especially former studies have focused on developed countries. The reason for that is the difficulty of obtaining data on underdeveloped or developing countries for the relevant period (Pasricha, 2006). However, with the recent liberalization of developing economies, the increase in the international trade volume has led researchers to study developing countries. Thus, it is important to research the structure and efficiency of the foreign exchange market, which is the building block of the international economy and finance, and research on the expectations for the upcoming period.

| Table 1: Summary for the selected literature |
|---------------------------------------------|
| **Study** | **Country** | **Period** | **Method** | **Results** |
| **Panel A: Time Series Studies** | | | | |
| Mishkin (1984) | 7 OECD countries | 1967Q2-1979Q2 (GLS) | Regression Analysis (GLS) | UIRP is not valid. |
| Sharpe (1984) | Australia, USA (USD), Germany (Deutsche Mark), Japan (Japanese Yen), France (French Franc), Italy (Italian Lira), and Netherlands (Dutch Guilder) | 1978-1982 (Weekly data) | ARIMA Models | CIRP is valid. |
| Taylor (1987b) | 1979:M07-1986:M01 | Wald, LR, and LM | | UIRP is not valid except Italian Lira/Sterling, and Deutsche Mark/USD. |
| Ito (1988) | Japan (Japanese Yen) and USA (USD) | 1973:M01-1977:M03, 1977:M04-1980:M12, and 1981:M01-1985:M03 | VAR Analysis | 1973-1977 → UIRP and CIRP are not valid. |
| Taylor (1989) | USA (USD), Japan (Japanese Yen), France (French Franc), Italy (Italian Lira), and Netherlands (Dutch Guilder) | 1979:M07-1986:M01 | VAR Analysis and ARCH | 1977-1980 and 1980-1985 → UIRP and CIRP are valid. VAR → UIRP is valid for all currencies. ARCH → UIRP is valid for Deutsche Mark/USD, Dutch Guilder/USD, and Dutch Guilder/Deutsche Mark. |
| Author(s) | Country/Region | Period | Methodology | Summary |
|-----------|----------------|--------|-------------|---------|
| Kugler and Neusser (1993) | OECD Countries | 1980:01-1970:12 | VAR Analysis, Gourieroux & Peaucelle (1989) Cointegration | IRP is valid in the long term and invalid in the short term. |
| Goodwin and Grennes (1994) | USA, Canada, England, Belgium, Italy, France, Germany, Netherlands, Switzerland, and Japan | 1975:01-1987:02 | Engle & Granger Cointegration and Johansen & Juselius Cointegration | IRP is valid. |
| Jorion (1996) | USA, England, and Germany | 1973:08-1991:12 | Regression Analysis (OLS) | IRP is valid. |
| Moosa (1996) | Australia and New Zealand | 1985:01-1994:12 | Phillips & Ouliaris (1990) Cointegration | CIRP is not valid. |
| Balke and Wohar (1998) | England and USA | 1974:01-1993:09 | Regression Analysis (OLS and ARCH Model) | CIRP is not valid. |
| Sachsida et al. (2001) | Brazil | 1984:01-1998:10 | Regression Analysis (OLS) | UIRP is valid for the period of flexible exchange rate regimes. |
| Francis et al. (2002) | 9 Developing Market Economies | 1980-2000 (Monthly Data) | Regression Analysis (GARCH Model) | UIRP is not valid. |
| Holmes and Maghebri (2004) | Korea, Malaysia, Singapore, Thailand, Japan, and the USA | 1977:01-2000:03 | ADF and STAR | IRP is valid. |
| Goh, Lim, & Olekalns (2006) | Malaysia | 1978:01-2002:02 | SWARCH | UIRP is valid when regime changes are taken into consideration. |
| Adrangi, Raffiee, & Shank (2007) | Korea, Philippines, and Thailand | 1978:05-1997:01 | VAR Analysis and Regression Analysis (ARCH and GARCH Models) | UIRP is not valid. |
| Erdemlioğlu (2007) | Turkey | 2001:01-2007:06 | Regression Analysis (ARCH and GARCH Models) | UIRP is not valid. |
| Ferreira and León-Ledesma (2007) | Argentina, Brazil, Mexico, Turkey, Chile, France, Germany, Italy, Spain, USA, and England | 1970:03-2003:08 | ADF, KPSS, ERS, Elliott (1999) (DF-GLS), Perron (1997), and MTAR Unit Root | IRP is valid. |
| Baharumshah et al. (2008) | ASEAN-5 | 1977:01-2002:01 | KSS | IRP is valid for Singapore, Indonesia, Thailand, and the Philippines. |
| Researchers                        | Countries                                           | Period                  | Methods                                                                 | Results                                                                 |
|-----------------------------------|-----------------------------------------------------|-------------------------|------------------------------------------------------------------------|------------------------------------------------------------------------|
| Pipatchaipoom and Norrbin (2010)  | USA, England, Switzerland, and Japan                 | 1978:M09-2004:M07       | ADF, DF-GLS, STAR and Johansen Cointegration                            | IRP is not valid.                                                     |
| Baharumshah et al. (2009)         | G7 Countries and 10 Southeast Asian Countries        | 1977:Q1-2002:Q1         | KSS                                                                    | IRP is valid.                                                         |
| Chin and Liang (2009)             | USA, England, and Germany                            | 1979:M01-2005:M12       | Regression Analysis (GMM)                                             | UIRP is valid.                                                        |
| Aslan and Korap (2010)            | Australia, Canada, Japan, and England                | 1989:M01-2006:M12       | Regression Analysis (GMM)                                             | UIRP is not valid.                                                    |
| Batten and Szilagyi (2010)        | USA and Japan                                        | 1983-2005               | Regression Analysis (ARCH and GARCH Models)                            | CIRP is valid.                                                        |
| Mylonidis and Semertzidou (2010)  | USA, Canada, Australia and Japan                     | 1980:M01-2008:M08       | Regression Analysis (GMM)                                             | UIRP is not valid.                                                    |
| Guender and Cook (2011)           | Australia and New Zealand                           | 1986:Q1-2008:Q3         | Regression Analysis (OLS)                                              | UIRP is valid.                                                        |
| Kim and Cho (2011)                | USA, Japan, Singapore, Korea, Malaysia, and Thailand | 1994:M01-2008:M06       | Regression Analysis (OLS)                                              | UIRP is not valid.                                                    |
| Lily, Kogid, Abd Karim, Asid, and Mulok (2011) | Malaysia                  | 1998:Q1-2010:Q3         | Regression Analysis (OLS), GARCH                                       | UIRP is not valid.                                                    |
| Coleman (2012)                    | USD-Sterling exchange rate                            | 1888-1905 (Weekly Data) | Regression Analysis (OLS-Newey West Estimator)                         | UIRP is not valid.                                                    |
| Karahan and Çolak (2012)          | Turkey                                               | 2002-2011               | Regression Analysis (OLS), GARCH                                       | UIRP is not valid.                                                    |
| Lily, Kogid, Mulok, and Asid (2012) | Malaysia                     | 1998:Q1-2010:Q3         | ARDL Limit Test                                                        | UIRP is not valid.                                                    |
| Jiang, Li, Chang, and Su (2013)   | 10 Central and Eastern European Countries            | 1997-2011 (Monthly Data)| Caner & Hansen (2001) Nonlinear TAR                                   | UIRP is valid for 7 countries.                                        |
| Tse and Wald (2013)               | 18 countries                                         | 12.07.2009-04.10.2012   | Regression Analysis (OLS-Newey West Estimator)                        | UIRP is not valid.                                                    |
| Bhatti (2014)                     | Armenia, Azerbaijan, Georgia, Kazakhstan, Kyrgyzstan, and Moldova | 1994:Q1-2010:Q2       | DF, PP, Engle & Granger (1987) Cointegration and Phillips & Ouliaris (1990) Cointegration | UIRP is valid.                                                        |
| Chang and Su (2015)               | Hong Kong, Indonesia, Japan, Korea, and Singapore    | 1998:M01-2012:M12       | Caner & Hansen Nonlinear Unit Root                                     | UIRP is valid.                                                        |
Table 1 lists the studies that use the IRP approach, one of the theoretical approaches used to determine the exchange rate. A general review of the data collected within the literature shows the research focus to be on developed countries and Middle Eastern countries. This may be due to the openness of these countries or to their comprehensive databases. Another issue to point out from the previous literature is that the effects of econometric methods used in the analysis of IRP hypothesis can be seen in the analysis results. The studies conducted by Taylor (1987b) and Taylor (1989) are examples of this. Although Taylor analyzed the validity of the IRP hypothesis for the same country group and the same sample group in the study in 1987, Taylor obtained different results that stemmed from the different econometric methods used and the structure taken into consideration. This revealed the effect that econometric methods had on the results.

Among the studies in Table 1, evidence for the validity of the IRP was given by Sharpe (1984) for Australia; Commiteri, Rossi, and Santorelli (1993) for Italy, Germany, and the USA; Berument and Güney (2003) for Turkey; Chin and Liang (2009) for the USA, the UK, and Germany; Batten and Szilagyi (2010) for the USA and Japan; Guender and Cook (2011) for Australia and New Zealand; Kim and Cho (2011) for the USA, Japan, the UK, Singapore, Korea, Malaysia, and Thailand; Lothian (2016) for 17 various countries. Meanwhile, the IRP hypothesis was proven to be invalid by the studies of Moosa (1996) for Australia and New Zealand; Francis et al. (2002) for nine developing market economies; Adrangi et al. (2007) for Korea, the Philippines, and Thailand; Mylonidis and Semertzidou (2010) for the USA, Canada, Australia, and Japan; Lily et al. (2011) for Malaysia; Tse and Wald (2013) for 18 various countries and Fukuda (2016) for the USA and Japan. An analysis of the studies within the scope of the literature review shows that these studies grouped factors such as development level, region, country, or index of openness and as a result, there is no consensus on the validity of the IRP hypothesis due to the different methods and approaches that were used.
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In the analysis of econometric methods used in testing the IRP hypothesis, it is observed that regression analysis, the unit root method, and the cointegration method are the most commonly used methods. This study will also analyze the validity of the IRP hypothesis in The Fragile Five countries by using unit root tests. Moreover, structural breaks will be taken into consideration in the economic models. Despite the concentration of studies that use the unit root method within the literature, there are a limited number of studies that consider structural breaks in economic models. In that regard, our study will contribute to the literature.

4. Econometric Methodology

The studies conducted with a scope of empirical analysis of the IRP within the literature show that unit root tests have been commonly used in the econometric analysis sections of such studies. In this study, the validity of the IRP hypothesis for Brazil, India, Indonesia, South Africa, and Turkey, grouped as The Fragile Five countries, will be analyzed with unit root tests. In that regard, classical tests that do not consider structural breaks such as Dickey and Fuller (1979), Augmented Dickey and Fuller (1981), Philips and Perron (1988), and Kwiatkowski et al. (1992) will be utilized first. Perron (1989) unit root test with one break, Zivot and Andrews (1992) unit root test with one break, and the Enders and Lee (2012) Fourier-ADF test, all of which consider structural breaks, will be used later to see whether including structural breaks in the econometric model has any effect on the results.

4.1. Classical Unit Root Tests

The time series unit root is based on the unit root test suggested by Dickey and Fuller in 1979. According to this test, the basic model, including the constant term and trend variables, is shown in Equation 3 (Dickey & Fuller 1979, p. 427).

\[ Y_t = a_0 + bt + \rho Y_{t-1} + \varepsilon_t \]  

where \( Y_t \) shows the dependent variable, \( Y_{t-1} \) shows the lags of the dependent variable in the previous period, \( a_0 \) shows the constant term, and \( t \) shows the trend variable. \( \varepsilon_t \) refers to the residuals and is \( \varepsilon_t \sim i. i. d. \ (0, \sigma^2) \). The DF test tests the presence of a unit root in the absence hypothesis (\( H_0: \rho = 1 \)), against stationarity in the alternative hypothesis (\( H_A: \rho < 1 \)). The test statistic for the DF test is \( \hat{\rho} = \frac{b-1}{sh(\hat{\rho})} \). The DF test does not take the status of autocorrelation and/or unstable variance into consideration in the series. This is because the test methodology is based on the assumption that there is no autocorrelation or unstable variance. Dickey and Fuller (1981) obtained the ADF equation by extending the model related to the DF test for the lags of dependent variance to prevent deviations that may occur at this stage. The main purpose of adding the lags of dependent variance as an
independent variance into the model is to correct autocorrelation and/or unstable variance. Accordingly, the model related to the ADF test that includes constant and deterministic trend elements is as shown in Equation 4 (Dickey & Fuller 1981, p. 1065).

\[ \Delta Y_t = a_o + bt + \alpha Y_{t-1} + \sum_{j=1}^{q} \beta_j \Delta Y_{t-j} + \varepsilon_t \]  \hspace{1cm} (4)

where \( \beta \) is the lag coefficient, \( q \) is the parameter showing the lag size and \( \alpha=1-\rho \). While determining the lag size in the ADF test, it should be ensured that the size is sufficient to eliminate autocorrelation and/or unstable variance. For this point, the Akaike information criterion (AIC) or the Schwarz information criterion (SC) can be used. The ADF test tests the presence of a unit root in the absence hypothesis \( (H_o: \alpha = 0) \) against stationarity in the alternative hypothesis \( (H_A: \alpha < 0) \). The test statistic for the ADF test is \( \hat{\tau} = \frac{\hat{\alpha}}{sh(\hat{\alpha})} \).

Diverging from the ADF test, Philips and Perron (1988) suggested that any autocorrelation and unstable variance could be corrected with a non-parametric approach. Accordingly, unlike the ADF test, the PP test corrects the autocorrelation in the error term by using a non-parametric approach. On that note, the consistent long-term variance estimator is used in the calculation of the test statistic. The test statistic for the PP test is as follows:

\[ Z_{\hat{\alpha}} = T \hat{\alpha} - (\hat{\alpha}^2 - \hat{\sigma}_\varepsilon^2)(2T^{-2} \sum_{t=1}^{T} \hat{\varepsilon}_t^2)^{-1} \]  \hspace{1cm} (5)

\[ Z_{\hat{\tau}} = t_{\hat{\alpha}} \left( \hat{\sigma}_\varepsilon^2 \right)^{1/2} - \frac{1}{2} (\hat{\alpha}^2 - \hat{\sigma}_\varepsilon^2)(\hat{\omega}^2T^{-2} \sum_{t=1}^{T} \hat{\sigma}_\varepsilon^2)^{-1/2} \]  \hspace{1cm} (6)

In Equations 5 and 6, \( \hat{\sigma}_\varepsilon^2 \) represents the residual variance, \( T \) represents the number of observations, and \( \hat{\omega}^2 \) represents the consistent long-term variance estimator. The autoregressive spectral density estimator and the kernel estimator can be used in the calculation of this estimator.

Another unit root approach used in testing the unit root is the stationarity test suggested by Kwiatkowski et al. (1992). The point that differentiates the KPSS test from the other tests without breaks is that it tests stationarity in the \( H_o \) hypothesis \( (H_o: \sigma_u^2 = 0) \) against the presence of the alternative hypothesis unit root \( (H_A: \sigma_u^2 > 0) \). The model for the KPSS test is as shown in Equation 7 (Kwiatkowski et al., 1992, p. 162).

\[ Y_t = a_o + bt + r_t + \varepsilon_t \]  \hspace{1cm} (7)

\[ \tau \text{ The } \tau \text{ statistic does not comply with the asymptotic distribution of } \hat{\alpha}. \text{ Therefore, the critical values in the Dickey and Fuller (1979) study should be used in the decision stage of the DF and the ADF tests.} \]

\[ \text{5 The hypotheses for the PP test are the same as the ADF test. Moreover, asymptotic distributions of the test statistics used in the PP test are the same as the DF and the ADF tests. Therefore, the obtained test statistic should be compared with the tables listed in Dickey and Fuller (1992) study.} \]
where $r_t$ refers to the random walk process and is calculated as $r_t = r_{t-1} + u_t \ (u_t \sim (0, \sigma_u^2))$. $\varepsilon_t$ refers to stationary errors. The test statistic for the KPSS test is $KPSS = \frac{1}{T^2} \sum_{t=1}^{T} \hat{\sigma}_t^2$. Here, the calculation is as follows $\hat{\sigma}_t^2 = \sum_{j=1}^{T} \varepsilon_j^2$. The Kernel estimator can be used in the calculation of $\hat{\sigma}_t^2$.

4.2. Unit Root Tests With Structural Breaks

Perron (1989) stated that a stationary process might be expressed as a unit root process (error type 2) in the event of a structural break, if any, in a time series if not considered, which weakens the validity of the test. Perron (1989) noticed that the Great Depression (1929) and the OPEC crisis (1973) led to major changes in the averages of the series and concluded that the non-stationarity processes were actually stationary by including these breaks into the model with the help of dummy variables (Perron 1989, p. 1361). To solve this problem, he suggested a test procedure in which breaks are exogenously included in the model. Assuming that structural breaks are known, he suggested various model specifications according to the structure of the break (Perron, 1989, p. 1364):

Model (A): $Y_t = \mu_1 + \beta t + (\mu_2 - \mu_1)DU_t + \alpha Y_{t-1} + \varepsilon_t \quad (8)$

Model (B): $Y_t = \mu + \beta_1 t + (\beta_2 - \beta_1)DT_t + \alpha Y_{t-1} + \varepsilon_t \quad (9)$

Model (C): $Y_t = \mu_1 + \beta_1 t + (\mu_2 - \mu_1)DU_t + (\beta_2 - \beta_1)DT_t + \alpha Y_{t-1} + \varepsilon(t) \quad (10)$

where $DU_t$ and $DT_t$ are dummy variables used to include breaks into the model, which may occur in constant and trend series respectively and are defined as follows: If $DU_t, \ t > T_B$, 1 takes the value of 0 in other cases. If $DT_t, \ t > T_B, t - T_B$ takes the value of 0 in other cases. Here, $T_B$ refers to break year and $t = 1,2,...,T$ refers to time. Model (A) is the equation that models the break in level and $\mu_2 - \mu_1$ refers to the size of changes at $T_B$ time in a constant slope. Model (B) is the equation that models the break in trend and $\beta_2 - \beta_1$ refers to the size of changes at $T_B$ time in a constant slope. It allows for changes in the trend without a sudden change in the level at the moment of the break. Finally, Model (C) is the equation that models the break in level and in trend simultaneously. It allows for both effects to be accounted for at the same time.

Perron (1989) based the test procedure on the assumption that the break year is known in advance. However, this assumption has been criticized because the selection of the

---

6 The test statistic calculated in the decision stage with the KPSS test is compared with the critical values provided by KPSS (1992).

7 The hypotheses for the Perron (1989) unit root test with one break and the formula used for the test statistic is the same as the ADF test. In the decision stage, the test statistic is compared with the critical values provided by Perron (1989).
breakpoints based on the observation of data is not consistent with a test strategy based on a distribution that is thought to be independent of data (Libanio, 2005, p. 155). Zivot and Andrews (1992) developed this approach and suggested a new test for cases in which the break date is unknown in advance and is determined endogenously. The models for the ZA test are as shown in the equations below (Zivot & Andrews 1992, p. 254):

\[
\text{Model A: } \Delta Y_t = \alpha Y_{t-1} + \mu_o + \beta_o t + \mu_1 DU_t + \sum_{i=1}^{k} c_i \Delta Y_{t-i} + \varepsilon_t \tag{11}
\]

\[
\text{Model B: } \Delta Y_t = \alpha Y_{t-1} + \mu_o + \beta_o t + \beta_1 DT_t + \sum_{i=1}^{k} c_i \Delta Y_{t-i} + \varepsilon_t \tag{12}
\]

\[
\text{Model C: } \Delta Y_t = \alpha Y_{t-1} + \mu_o + \beta_o t + \mu_1 DU_t + \beta_1 DT_t + \sum_{i=1}^{k} c_i \Delta Y_{t-i} + \varepsilon_t \tag{13}
\]

The \(\Delta Y_{t-i}\) variable in the models is added to the right side of the equation to prevent the autocorrelation problem that may occur in the error term. According to the ZA test, \(T_{B/T}\) gives the break year. To determine the break year for each break in the range of \(j = 2/T\) and \(j = (T - 1)/T, t - 2\), regressions are established by using the Least-Squares Method (LSM), and the break year for the model with the minimum \(t\) statistics of \(\alpha\) is determined as the appropriate break date (Zivot and Andrews 1992, p. 254-255). The test statistic obtained after determining the break year is compared with the critical values provided by Zivot and Andrews (1992)\(^8\).

In the studies of Perron (1989) and Zivot and Andrews (1992), preliminary information on the structural break is required. There is a need for information on whether the break has occurred endogenously or exogenously and suddenly or gradually. This is because these tests are based on certain assumptions regarding the number, type, and form of the break. Enders and Lee (2012) extended the classical DF equation with the Fourier approach and suggested a Fourier-ADF test that could capture all kinds of breaks when the structure, type, number, or form of the break is unknown. Thus, the basic DF model extended with the Fourier approach is as shown in Equation 14.

\[
\Delta Y_t = a(t) + \rho Y_{t-1} + bt + \varepsilon_t \tag{14}
\]

where \(a(t)\) is the deterministic element that varies according to time and is calculated with the Fourier approach, as shown in Equation 14.1 (Enders & Lee 2012, p. 575).

\[
a(t) = \theta_o + \sum_{k=1}^{n} \theta_k \sin(2\pi kt/T) + \sum_{k=1}^{n} \delta_k \cos(2\pi kt/T), \quad n \leq T/2 \tag{14.1}
\]

In Equation 14.1, \(k\) represents a certain Fourier frequency number, \(n\) represents the number of cumulative frequencies in the approach, and \(T\) represents the number of

\(^8\) The hypotheses for the Zivot and Andrews (1992) unit root test with one break and the formula used for the test statistic is the same as the ADF test.
observations. The method suggested by Davis (1987) is implemented in determining k. According to this model, the k value that minimizes residual squares is selected. On that note, Enders and Lee (2012) suggest that k be given values in the range of 1 and 5 (Enders & Lee 2012, p. 581). After determining the k value that minimizes residual squares, autocorrelations of residuals in the value determined should be checked.

5. Empirical Analysis

In the empirical analysis section of the study, unit root tests were used to analyze whether the UIRP hypothesis for The Fragile Five countries is valid. In the analysis section, we used monthly data from Brazil, Indonesia, South Africa, and Turkey for the 2005M07-2019M12 period. As we could not access data for the same period for India, we conducted the analyses by considering the 2011M12-2017M07 period. We obtained data on the interest rates from the IMF database and data on the consumer price index (CPI) from the OECD database.

We calculated the UIRP series like the studies of Baharumshah et al. (2008) and Ferreira and León-Ledesma (2007). Moreover, we used the interest rates in the real form with the help of the consumer price index (CPI) variable to prevent deviations arising from price levels (Baharumshah et al., 2008; Ferreira and León-Ledesma 2007).

We benefited from unit root tests with different model structures to support the analysis results and observe possible differences that could occur in the results. Table 2 shows the results for linear unit root tests that do not consider breaks (DF (1979), ADF (1981), PP (1989), and KPSS (1992)). Table 3 shows the Perron (1989) test results that consider one break and detect the break exogenously. Table 4 shows the Zivot and Andrews (1992) test results that detect the break year endogenously. Finally, Table 5 shows the Enders and Lee (2012) Fourier-ADF test results that account for smooth breaks.

---

9 The hypotheses for Enders and Lee (2012) tests and the test statistic are the same as the ADF test. However, in the decision stage, the Fourier-ADF test statistic is compared with the critical values provided by Monte Carlo simulations.

10 https://data.imf.org/regular.aspx?key=61545867, Accessed January 8, 2020.

11 https://data.oecd.org/price/inflation-cpi.htm, Accessed January 8, 2020.
### Table 2: Results from unit root tests without a break

| Countries   | DF Statistic | ADF Statistic | PP Statistic | KPSS Bandwidth | PP Statistic | KPSS Bandwidth |
|-------------|--------------|---------------|--------------|----------------|--------------|----------------|
| Brazil      | -2.966a      | -3.364b       | -3.326b      | 5              | 0.417c       | 9              |
| India       | -1.191       | -0.014        | -1.019       | 11             | 0.826e       | 6              |
| Indonesia   | -2.140b      | -3.105b       | -2.639c      | 6              | 0.512b       | 10             |
| South Africa| -1.663       | -3.784        | -3.853a      | 3              | 0.087        | 9              |
| Turkey      | -3.506a      | -3.820a       | -3.803a      | 4              | 0.208        | 9              |

#### Constant Model

| Countries   | DF Statistic | ADF Statistic | PP Statistic | KPSS Bandwidth | PP Statistic | KPSS Bandwidth |
|-------------|--------------|---------------|--------------|----------------|--------------|----------------|
| Brazil      | -3.802a      | -3.777b       | -3.952b      | 4              | 0.065        | 9              |
| India       | -2.387       | -3.810b       | -2.738       | 11             | 0.160b       | 5              |
| Indonesia   | -2.883c      | -3.344        | -2.870       | 5              | 0.259a       | 10             |
| South Africa| -2.629       | -3.735b       | -3.830b      | 2              | 0.079        | 9              |
| Turkey      | -3.859c      | -3.861b       | -3.855b      | 4              | 0.136c       | 9              |

#### Constant and Trend Model

| Countries   | DF Statistic | ADF Statistic | PP Statistic | KPSS Bandwidth | PP Statistic | KPSS Bandwidth |
|-------------|--------------|---------------|--------------|----------------|--------------|----------------|
| Brazil      | -3.719b      | -3.819b       | -4.565a      | -4.026b        | -4.741a      |                |
| India       | -4.302b      | -3.974a       | -4.570a      | -3.756b        | -4.340b      |                |
| Indonesia   | -5.061a      | -4.186b       | -5.235a      | -4.274b        | -4.441b      |                |
| South Africa| -4.33        | -3.75         | -4.39        | -3.77          | -4.39        | -3.77          |
| Turkey      | -4.38        | -3.82         | -4.41        | -3.80          | -4.41        | -3.80          |

### Notes:
The column “lag” values in the DF and ADF test results show the appropriate number of lags. The values in column “Bandwidth” in the PP and KPSS test results refer to the bandwidth. The maximum lag was determined as 12, and the appropriate number of lags was chosen according to the Schwarz information criterion. The Bartlett Kernel estimator was used in the PP and KPSS tests according to Newey West methods. a, b, and c refer to the statistical significance level at 1%, 5%, and 10%, respectively.

### Table 3: Results from unit root test with an exogenous sharp break (Perron, 1989)

| Countries   | Brazil (TB:2017M1) | India (TB:2017M2) | Indonesia (TB:2017M3) | South Africa (TB:2017M3) | Turkey (TB:2017M10) |
|-------------|---------------------|-------------------|------------------------|--------------------------|---------------------|
| Model (A)   | -3.719b             | -3.819b           | -4.565a                | -4.026b                  | -4.741a             |
| Model (B)   | -4.302b             | -3.974a           | -4.570a                | -3.756b                  | -4.340b             |
| Model (C)   | -5.061a             | -4.186b           | -5.235a                | -4.274b                  | -4.441b             |

#### Critical Values

| Model (A)   | Critical Values (λ=0.793) | Critical Values (λ=0.205) | Critical Values (λ=0.252) | Critical Values (λ=0.155) |
|-------------|---------------------------|---------------------------|---------------------------|---------------------------|
| Model (A)   | 1% 5% 10%                 | 1% 5% 10%                 | 1% 5% 10%                 | 1% 5% 10%                 |
| Model (B)   | -4.33 -3.75 -3.46         | -4.39 -3.77 -3.47         | -4.39 -3.76 -3.46         | -4.39 -3.77 -3.47         |
| Model (C)   | -4.38 -3.82 -3.50         | -4.41 -3.80 -3.49         | -4.51 -3.87 -3.58         | -4.41 -3.80 -3.49         |

### Notes:
The maximum lag was determined as 12. , refers to break date. The break dates were determined by the Quandt-Andrews Breakpoint Tests. a, b, and c refer to the statistical significance level at 1%, 5%, and 10%, respectively.
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Table 4: Results from unit root test with a sharp endogenous break (Zivot and Andrews, 1992)

| Countries       | Model-A |       | Statistic | lag | TB      | Model-B |       | Statistic | lag | TB      | Model-C |       | Statistic | lag | TB      |
|-----------------|---------|-------|-----------|-----|---------|---------|-------|-----------|-----|---------|---------|-------|-----------|-----|---------|
| Brazil          | -5.503  | a     | 1         | 2018M05 | -5.171  | a       | 1     | 2017M09   | -5.899 | a       | 1       | 2016M12 |
| India           | -4.772  | a     | 1         | 2013M02 | -5.168  | a       | 1     | 2013M04   | -5.225 | a       | 1       | 2014M01 |
| Indonesia       | -5.779  | a     | 1         | 2008M12 | -5.590  | a       | 1     | 2009M09   | -6.313 | a       | 1       | 2008M12 |
| South Africa    | -4.579  |       | 0         | 2006M04 | -4.144  | c       | 0     | 2006M07   | -5.552 | c       | 0       | 2007M08 |
| Turkey          | -5.812  | a     | 1         | 2007M08 | -4.988  | a       | 1     | 2009M02   | -6.106 | a       | 0       | 2006M10 |

Notes: The values in column “lag” results show the appropriate number of lags. The maximum lag was determined as 12, and the appropriate number of lags was chosen according to the Schwarz information criterion $T_B$, refers to break date. a, b and c refer to the statistical significance level at 1%, 5%, and 10%, respectively.

Table 5: Results from unit root test with smooth breaks (Enders and Lee, 2012)

| Countries       | Constant Model |       | Statistic | lag | k | Constant and Trend Model |       | Statistic | lag | k |
|-----------------|----------------|-------|-----------|-----|---|--------------------------|-------|-----------|-----|---|
| Brazil          | -4.601  | a     | 0         | 4   |   | -4.950  | a       | 0   | 4   |
| India           | -0.326  |       | 2         | 2   |   | -3.083  | 2       |     | 2   |
| Indonesia       | -3.750  | c     | 0         | 1   |   | -4.793  | b       | 0   | 1   |
| South Africa    | -3.978  | b     | 0         | 1   |   | -3.956  | 0       |     | 1   |
| Turkey          | -4.242  |       | 0         | 2   |   | -4.235  | b       | 0   | 2   |

Notes: The values in column “lag” results show the appropriate number of lags. The maximum lag was determined as 12, and the appropriate number of lags was chosen according to the Schwarz information criterion. k represents the frequency number, and the appropriate frequency number was determined with the value that minimizes residual squares. Test results were compared with the critical values provided by Enders and Lee (2012). a, b and c refer to the statistical significance level at 1%, 5%, and 10%, respectively.

For a more straightforward interpretation of the country-based results, Tables 2, 3, 4, and 5 are summarized in Table 6.

Table 6: The Interest Rate Parity for The Fragile Five Countries

| Countries       | Brazil | India | Indonesia | South Africa | Turkey |
|-----------------|--------|-------|-----------|--------------|--------|
| DF              | √      | X     | √         | X            | √      |
| ADF             | √      | √     | √         | √            | √      |
| PP              | √      | X     | X         | √            | √      |
| KPSS            | X      | X     | X         | √            | √      |
| Perron (One Break)    | √     | √     | √         | √            | √      |
| ZA              | √      | √     | √         | √            | √      |
| F-ADF           | √      | X     | √         | X            | √      |
| In General      | √      | X     | √         | √            | √      |

Note: The table lists the results for the constant and trend models.

When we review the general results in Table 6, we see that the parity series for Brazil, Indonesia, and Turkey are generally stationary in the applied tests. At this point, we have strong evidence that the UIRP hypothesis is valid for Brazil, Indonesia, and Turkey. When we review the results for India, the results of unit root tests without breaks and the Fourier-ADF test show that the parity series have unit roots (not stationary), while the results of the
tests with one break show the series to be stationary. Thus, the UIRP hypothesis is valid according to the tests without breaks and the Fourier-ADF test, while the exact opposite holds according to the tests with one break. This shows that the parity series for India is sensitive to sharp structural breaks.

When the results for South Africa are examined, according to the tests without breaks and the tests with one break, it was concluded that the interest parity series for South Africa is stationary. However, the Fourier-ADF test results that account for smooth breaks show that the interest parity series has a unit root process. Therefore, the UIRP hypothesis is not valid for South Africa according to the results of the Fourier-ADF test, while it is valid according to the results of other applied tests. This difference in the results is probably because the Fourier-ADF test includes smooth breaks in the model. At this point, the importance of selecting the model that explains the data set in the best way in analyses on unit root tests becomes a subject of debate. Therefore, the period and the structure of the data set should be well known while selecting the model for the unit root test.

When the break dates obtained from the Perron (1989) and ZA (1992) tests are examined, it is seen that the break dates for Indonesia, South Africa, and Turkey are scattered around the period of the 2008 global financial crisis. This crisis, which affected the world, impacted many economic indicators and caused sudden breaks. When the breaking dates for Brazil are examined, it is seen that it coincided with the election period when there was political turmoil in the country. A comprehensive corruption investigation called “Lava Jato” was launched in 2014, with corruption in the country reaching its highest level. In this context, the president of the country was dismissed in 2016. In 2017, many politicians in the administration were arrested, and rumors of a political coup gained strength. Finally, Jair Bolsonaro won the 2018 elections when the country was in political turmoil. This period of political turmoil has shaken the country’s economy significantly (Yıldırım, 2020). For India, it is seen that the breaking period corresponds to the flood disaster period due to the monsoon rains, which the president of the country described as “the disaster of this millennium.” The state has announced that it has allocated a fund of 170 million dollars to compensate for the material damage caused by this disaster12.

5. Conclusion

The convergence of interest rates provides information on which exchange rate the monetary authority targets (Lee & Wu 2004, p. 1287). Empirically, the convergence of interest rates can be analyzed by testing the stationarity of nominal interest differences. This

12 https://www.bbc.com/english/news/2013/06/130621_india_flood, Accessed January 8, 2020.
study tests the validity of the uncovered interest parity hypothesis in The Fragile Five countries, grouped and named according to the fragilities in their economic structures. Knowing the exchange rate fluctuations in these countries, which are also developing markets, can help policymakers protect the national economy against possible risks in exchange rates and it can help them make plans for national and international economic indicators that depend on the exchange rate. Moreover, it is helpful for investors who plan to invest in these countries to foresee price movements and assess and direct their investments.

When we review the results in general, the IRP is valid for Brazil, Indonesia, and Turkey, meaning that the exchange rate tends to turn back to its average value. The stationary process of differences among interest rates increases the global capital integration among markets. This can limit national market preferences. In other words, changes in the US exchange rates, which were taken as the default foreign exchange rate in the study, can force policymakers into sudden and unfavorable policies at the national level and lead to a decrease in the extent of their authority on determining the exchange rate (Baharumshah, Haw, & Fountas, 2005, p. 81). For Brazil, Sachsida et al. (2001) and Ferreira and León-Ledesma (2007), for Indonesia, Baharumshah et al. (2008) and Büberkök (2020), and for Turkey, Ferreira and León-Ledesma (2007) and Büberkökü (2020) supports our results.

A review of the results for India shows the IRP hypothesis to be valid according to the results of ZA and Perron (1989) tests. However, the IRP hypothesis was not valid according to the results of other tests that did not include breaks and smooth breaks. These results are supported by Francis et al. (2002) and Bhatt and Virmani (2005). The sensitivity of India’s parity series against sharp breaks stands out in the results. This is because these tests assume that sharp breaks have occurred.

The results for South Africa also reveal the effect of selecting the appropriate test on the results. This is because differences in the applied test method have led to different results. Other tests that were applied provided results that proved the validity of the IRP hypothesis. These results are supported by Büberkök (2020). Meanwhile, the Fourier-ADF test results that include smooth breaks showed the IRP hypothesis to be invalid in relevant countries. Keeping this in mind, we suggest researchers apply specification tests correctly and be well aware of the structural features of the analysis period for the selection of the test and to model accordingly. Moreover, the results of the validity of the parity hypothesis change when we take smooth breaks for South Africa into consideration. So, we suggest policymakers in South Africa take any smooth breaks that may occur within economic circumstances into consideration.

In conclusion, empirical findings show that the degree of financial market integration has increased with the financial liberalization process in Brazil, Indonesia, South Africa, and
Turkey, which we can classify as emerging markets. In these countries, financial markets are not able to offer unbounded gains from arbitrage opportunities. Moreover, in these countries, monetary policy does not affect real interest rates in the long run. The fact that interest rate parity is not valid in India shows that financial integration has not been fully realized. Government interventions are not effective in returning the interest rate to equilibrium in the long run. In addition, the invalidity of the interest rate parity indicates the existence of high arbitrage opportunities for investors. However, considering that the trust environment is not at a reasonable level in India, the risk premium should be considered when making financial investments.
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