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ABSTRACT. We consider the mixed ODE-PDE system called a hybrid system, in which the two interfaces interact with each other through a continuous medium and their equations of motion are derived in a weak interaction framework. We study the bifurcation property of the resulting hybrid system and construct an unstable standing pulse solution, which plays the role of a separator for dynamic transition from standing breather to annihilation behavior between two interfaces.

1. Introduction. A propagating front of Allen-Cahn equation and pulse of the FitzHugh-Nagumo equations are classical examples of strong collision where annihilation of two colliding objects is observed, which has been regarded as a characteristic feature of dissipative waves. One of the recent remarkable developments for reaction-diffusion systems is the existence of invariant manifold for the motion of the colliding pair of traveling wave solutions sufficiently apart [4, 16, 17], which enables us to derive the equations of motion restricted on the center manifold [6]. Therefore, the head-on collision of counter-propagating particle-like patterns is a well-defined problem for scattering phenomena, which not only behave like elastic objects upon collision, but also scatter in various ways [13, 14].

In our previous study [12], we classified the propagating manners of traveling pulses when they encountered a jump-type heterogeneity, using the following bistable reaction-diffusion (RD) system:

\[
\begin{align*}
\tau \epsilon u_t &= \epsilon^2 u_{xx} + \left( u + \frac{1}{2} \right) \left( \frac{1}{2} - u \right) \left( u - \frac{1}{2} \right) v, \\
v_t &= Dv_{xx} + u - v + \vartheta(x),
\end{align*}
\] (1)

where the components \( u = u(t, x) \) and \( v = v(t, x) \) depend on time \( t > 0 \) and space \( x \in \mathbb{R} \). For the parameters, we assumed \( \tau > 0 \), \( 0 < \epsilon \ll D \) and \( \vartheta > 0 \). The space-dependent function \( \vartheta(x) \) was given by \( \vartheta(x) = \vartheta^L + \zeta/(1 + \exp(-\gamma x)) \) where

---
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\( \gamma \) is a positive constant, which changes continuously from \( \theta^L \) to \( \theta^L + \varsigma \) around the jump point \( x = 0 \), and the system becomes homogeneous at \( x = \pm \infty \).

Although it is trivial that penetration occurs when a jump height \( \varsigma \) is small, i.e., pulses can go across the low barriers, a variety of outputs appear depending on the parameter values \( \tau \) and \( \varsigma \) that include decomposition (DEC), rebound (REB), annihilation (ANN) (Fig. 5(a) in [12]). In the previous study, we theoretically studied the underlying mechanism behind the DEC and REB behaviors. In particular, we performed center manifold reduction to clarify the sliding motion of a standing breather (SB) in the presence of jump-type heterogeneity. In fact, the REB regime can be replaced by the SB regime in the absence of heterogeneity as shown in Fig. 4(a) in [12], in which the ANN regime was noted as the background (BG) regime. However, the theoretical details of the ANN behavior were left for future work.

Figure 1 (a) shows the spatio-temporal plot near the transition point between SB and ANN behaviors. Note here that we consider the dynamics in the homogeneous system at \( x \to \infty \), so that we put \( \theta(x) = \delta^L + \varsigma \) and \( \delta^L = 0 \). As \( \varsigma \) was slightly below the transition point, transition from SB to ANN occurred. We carefully traced the orbital behavior near the transition point. It turned out that the orbit stayed very close to a quasi-steady state, then it either oscillated or annihilated depending on parameter values. In fact, it was also numerically confirmed that there existed a codimension one stationary pulse as shown in Fig. 1 (c)(d). It should be noted that this unstable stationary pulse can be numerically obtained by the continuation of a stable stationary pulse as in Fig. 17 in [12]. These numerical results indicate that the orbits are sorted out according to which side of the stable manifold it belongs. The destinations of the unstable manifold are ANN and SB behaviors, which can be confirmed also by numerics. It should be noted that the viewpoint of unstable objects called scattors is useful in understanding the output of collision dynamics accompanied by large deformation [1][2][13][14].

Our main concern in this paper is to construct an unstable stationary pulse which plays the role of scattors, based on a mixed ODE-PDE system called a hybrid system (HS), which is a singular limit system of the original RD (1) as the details will be given in Sec. 2. The equation for the activator in the PDEs is just replaced by the ODEs for the motions of two interfaces in the HS. One of the benefits of reducing the RD system to HS is that it facilitates analytical treatment of the pulse dynamics. Actually, it allows us not only to investigate analytically the global existence and stability of stationary and traveling pulse solutions [9][15], but also to perform center manifold reduction with all the calculation done explicitly [3][12]. What is important about the hybrid system is that the pulse behaviors that occur for the original RD system are all reproduced for the hybrid system.

However, in the hybrid model which we studied in [12], the pulse was supposed to have annihilated when the interfaces cross each other. Therefore, the transition behavior from oscillation to annihilation in the hybrid system was different from that obtained in the original RD as shown in Fig. 1(a)(b). In fact, according to the numerical bifurcation analysis of the original RD system [12], the system typically has two stationary pulse solutions for the parameter regime we concerned, while the hybrid system has only one. It is analytically shown that there are no stationary solutions for the hybrid system associated with the codimension one pulse as in Fig. 1 (c)(d).
As a useful theoretical tool for characterizing such annihilation dynamics, the comparison theorem was employed to a scalar reaction-diffusion equation of the Allen-Cahn type for which the super- and sub-solutions are explicitly constructed for the colliding fronts concerned, thus showing the existence of an entire solution in between the two solutions \[8\][11]. The approach could not readily be extended to our two-component system, but the authors showed the existence of an unstable pulse solution considering the interaction term in equation of motion for colliding fronts. Therefore, the orbit of the colliding fronts coming from \(x = \pm \infty\) passed through the lower side of the unstable solution at all times, eventually settled down to uniform background state.

In this paper, we rederive a hybrid system associated with the original RD system (1) on the basis of the weak-interaction framework [4][6], in which both of the interfaces are assumed to be so far apart that they are regarded as weakly coupled particles through the exponentially varying tails. We show that taking into account the interaction between two interfaces and modifying the equations of interface motion in the hybrid system improve the analytical results of the annihilation dynamics, in particular, of the transition mechanism between ANN-SB behaviors. We formally obtain the coefficients of the interaction terms for the modified hybrid system, which determine the interaction manner between the interfaces, hence the bifurcation properties of the pulse solution.

This paper is organized as follows: In section 2, we derive a modified hybrid system based on the weak-interaction framework. In section 3, we analytically investigate the existence and stability of stationary pulse solution to the modified system based on the weak-interaction framework. Finally, in section 4, we make some remarks and discussions on the results obtained in the article.

2. Derivation of modified hybrid system. In the previous section, we saw that the unstable pulse solution called scatter played a central role in the ANN-SB transition for the pulse dynamics of the RD system. In the paper [12], we also introduced the following mixed ODE-PDE system

\[
\begin{align*}
\phi_2 &= -\frac{v(\phi_2)}{\sqrt{2\tau}}, \\
\phi_1 &= \frac{v(\phi_1)}{\sqrt{2\tau}}, \\
v_t &= Dv_{xx} + u(x; \phi_2, \phi_1) - v + \vartheta(x),
\end{align*}
\] (2)

where \(x = \phi_2(t), \phi_1(t) (\vartheta_1 \leq \vartheta_2)\) are the location of the interfaces and the profile of the \(u\)-component \(u(x; \phi_2, \phi_1)\) is now given by a piecewise-constant function

\[
u(x; \phi_2, \phi_1) := H(x - \phi_1) - H(x - \phi_2) - 1/2,
\] (3)

where \(H(x)\) is the Heaviside function: \(H(x) = 0 (x < 0), 1 (0 \leq x)\). This system, which we called a hybrid system (HS), was obtained as a singular limit \(\epsilon \searrow 0\) of the RD system (1) by following the method originally found in [7]. Since we restrict ourselves to the homogeneous case, we set \(\vartheta(x) \equiv \vartheta = \text{const.}\) hereafter.

Let us review how the hybrid system (2) was derived. For later convenience, we rewrite the first equation in (1) for \(u\)-component in a general expression,

\[
\tau u_{tt} = \epsilon^2 u_{xx} + f(u, v),
\] (4)

where \(f(u, v) = (u + 1/2)(1/2 - u)(u - v/2)\). We remark that \(f(-u, -v) = -f(u, v), f_u(-u, -v) = f_u(u, v) = 1/4 - 3u^2 + uv\) and \(f(P_\pm, v) = 0 (P_\pm = \pm 1/2)\) hold. We find that the scalar equation (4) with \(v = v_1 = \text{const.}\) has a traveling front solution connecting \(P_\pm\) of the form \(u = S(x - \phi(t))\) where \(S(x) = -1/2 \tanh (x/2\sqrt{2\epsilon})\) and
the location of the interface $\phi(t)$ obeys $\dot{\phi}(t) = \theta(v_I)$ ( $\theta(v_I) := -v_I/\sqrt{2}\tau$). When Eq. (4) is coupled with the second equation in Eqs. (1) for the $v$-field, the above $v_I$ is no longer constant but replaced by $v_I = v(\phi(t), t)$, the value of $v(x, t)$ at the interface. This replacement is valid as long as $\epsilon \ll 1$ where the contribution from the spatial variation in $v$ is negligible near the interface. For the pulse solution with two interfaces, we may assume as a 0th-approximation that the solution for $u$ is composed of the superposition of two facing fronts $u = -S(x - \phi_1(t)) + S(x - \phi_2(t)) - P_+$. Accordingly, the values of $v$ for the equation of $\phi_2(t)$ and $\phi_1(t)$ are respectively replaced by $v(\phi_2(t), t)$ and $v(\phi_1(t), t)$, which, after taking the sharp interface limit $\epsilon \to 0$, yields the hybrid system (2). Numerically, it was found that HS (2) approximated the dynamics of the original RD system (1) qualitatively well and the ANN-SB transition was also observed. Straightforward calculation, however, reveals that HS does not have a pulse solution corresponding to the scatter for the RD system.
Lemma 2.1. There appears only one stationary pulse solution to HS (2) with \( \vartheta(x) \equiv \vartheta \) where \( 0 < \vartheta < 1/2 \).

Proof. To seek for the stationary pulse solution, one may follow the same procedure as in the proof of Proposition 2 stated later. The details of the calculation are delegated to the proof and the brief outline is sketched here: For the stationary pulse solution, the time derivatives in the three equations in (2) are set to 0 (i.e., \( \phi_2 = \phi_1 = v_1 = 0 \)). The third equation \( v \) is solved first, and then the \( v \) is used for \( v(\phi_2) \) and \( v(\phi_1) \) in the first and the second equations, which yields the value of the pulse width \( h_0 \) uniquely given by \( h_0 = -\sqrt{D} \log 2\vartheta \).

Actually for the RD system, it is numerically confirmed that there appear two stationary pulse solutions, the smaller of which is the scatter for the ANN-SB transition. The solution stated in the above lemma corresponds to the larger one and the smaller one is absent, which gave rise to some discrepancy about the ANN regimes of the two systems. See [12] for details.

The objective in this section is to modify the hybrid system so that there appears a counterpart to the above-mentioned scattor for the RD system. It should be noted that, in the derivation of HS, no interaction was taken into account between the two interfaces of the \( u \)-component. For the purpose of the modification, therefore, we will take this interaction into account and rederive the equations for \( \phi_2 \) and \( \phi_1 \).

Here again, we assume that the solution for \( u \) is approximated by the superposition of two fronts as

\[
u = -S(x - \phi_1(t)) + S(x - \phi_2(t)) - P_+ + V(x, t) . \tag{5}
\]

This time, the fronts are well separated and interact weakly. The term \( V(x, t) \) (\( ||V||_2 \ll 1 \)) represents the deviation of the superposed fronts from the exact solution. Furthermore, we assume that the two interfaces move as \( \dot{\phi}_1(t) = -\theta_1 + \dot{l}_1(t) \) and \( \dot{\phi}_2(t) = \theta_2 + \dot{l}_2(t) \) (\( |\dot{l}_1|, |\dot{l}_2| \ll 1 \)) with \( \theta_1 := \theta(v_1), \theta_2 := \theta(v_2) \) (Fig. 2). Our goal is to obtain the time-evolution equations for \( l_1(t) \) and \( l_2(t) \), which come from the weak front interaction. For the moment, we suppose that the equation for \( u \) in Eqs. (1) is uncoupled with that for \( v \), and we treat \( v_1 \) and \( v_2 \) as constant, which, when coupled with the \( u \)-field, vary as \( v_1 = v(\phi_1(t), t) \) and \( v_2 = v(\phi_2(t), t) \). In what follows, we focus on the left interface and derive an equation for \( l_1(t) \). Note that the approximations to be made in the calculation below are valid only near the left interface \( x = \phi_1 \). In the moving coordinate \( z = x - \phi_1(t) \), the equation (4) with \( v = v_1 \) and the ansatz (5) are respectively rewritten as

\[
\tau \epsilon (-\dot{\phi}_1 u_z + u_t) = \epsilon^2 u_{xx} + f(u; v_1), \tag{6}
\]

\[
u = -S(z) + S(z - h) - P_+ + \tilde{V}(z, t) , \tag{7}
\]

where \( h := \phi_2 - \phi_1 \) represents the pulse width and \( \tilde{V}(z, t) := V(x + \phi_1, t) \). Substituting Eq. (7) into Eq. (6), we have

\[
\tau \epsilon (-\theta_1 + \dot{l}_1)S_z(z) + \tau \epsilon (-\theta_2 - \dot{l}_2)S_z(z - h) + \tau \epsilon (\theta_1 - \dot{l}_1)\tilde{V}_z(z, t) + \tau \epsilon \tilde{V}_t(z, t)
= \epsilon^2 \{ -S_{zz}(z) + S_z(z - h) + \tilde{V}_{zz}(z, t) \} + f(-S(z) + S(z - h) - P_+; v_1)
+ f_u(-S(z) + S(z - h) - P_+; v_1)\tilde{V}(z, t) + h.o.t . ,
\]
where $h.o.t.$ denotes higher order terms. The equation is transformed further as
\[
\tau e \tilde{V}_t(z,t) = e^2 \tilde{V}_{zz}(z,t) - \tau \epsilon \theta_1 \tilde{V}_z(z,t) + f_u(-S(z)+S(z-h)-P_+;v_1) \tilde{V}(z,t)
\]
\[
- \{e^2 S_{zz}(z) - \tau \epsilon \theta_1 S_z(z)\} + \{e^2 S_{zz}(z-h) + \tau \epsilon \theta_2 S_z(z-h)\}
\]
\[
+ f(-S(z)+S(z-h)-P_+;v_1) + f(S(z-h);v_2) - f(S(z-h);v_2)
\]
\[
- \tau \epsilon_1 S_z(z) + \tau \epsilon_2 S_z(z-h) + h.o.t.
\]
\[
e^2 \tilde{V}_{zz}(z,t) - \tau \epsilon \theta_1 \tilde{V}_z(z,t) + f_u(-S(z);v_1) \tilde{V}(z,t)
\]
\[
- \{e^2 S_{zz}(z) - \tau \epsilon \theta_1 S_z(z) + f(S(z);-v_1)\}
\]
\[
+ \{e^2 S_{zz}(z-h) + \tau \epsilon \theta_2 S_z(z-h) + f(S(z-h);v_2)\}
\]
\[
+ f_u(-S(z);v_1) \times \{S(z-h) - P_+\} - f_u(P_+;v_2) \times \{S(z-h) - P_+\}
\]
\[
- \tau \epsilon_1 S_z(z) + \tau \epsilon_2 S_z(z-h) + h.o.t.
\]
\[
e^2 \frac{\partial^2}{\partial z^2} - \tau \epsilon \theta_1 \frac{\partial}{\partial z} + f_u(-S(z);v_1) \tilde{V}(z,t)
\]
\[
+ \{f_u(-S(z);v_1) - f_u(P_+;v_2)\} \times \{S(z-h) - P_+\}
\]
\[
- \tau \epsilon_1 S_z(z) + \tau \epsilon_2 S_z(z-h) + h.o.t.
\]
\[
(9)
\]
where we used
\[
\begin{align*}
&f(-S(z)+S(z-h)-P_+;v_1) \approx f(-S(z);v_1) + f_u(-S(z);v_1) \{S(z-h) - P_+\}, \\
&f(S(z-h);v_2) = f(P_+ + S(z-h) - P_+;v_2)
\end{align*}
\]
\[
\approx f(P_+;v_2) + f_u(P_+;v_2) \{S(z-h) - P_+\},
\]
\[
(10)
\]
\[
\begin{align*}
e^2 S_{zz} - \tau \epsilon \theta_1 S_z + f(S;-v_1) = 0, \\
e^2 S_{zz} + \tau \epsilon \theta_2 S_z + f(S;v_2) = 0.
\end{align*}
\]
\[
(11)
\]
Since $v_1$ and $v_2$ are respectively given by $v_1 = v(\phi_1(t),t)$ and $v_2 = v(\phi_2(t),t)$ when Eq.(4) is coupled with the $v$-field, it follows that $v \rightarrow -v$ results in $v_1 \rightarrow -v_1$ and $v_2 \rightarrow -v_2$, which transforms Eq.(9) further as
\[
\tau e \tilde{V}_t(z,t) = \{e^2 \frac{\partial^2}{\partial z^2} + \tau \epsilon \theta_1 \frac{\partial}{\partial z} + f_u(S(z);v_1)\} \tilde{V}(z,t)
\]
\[
+ \{f_u(S(z);v_1) - f_u(-P_+;v_2)\} \times \{S(z-h) - P_+\}
\]
\[
- \tau \epsilon_1 S_z(z) + \tau \epsilon_2 S_z(z-h) + h.o.t.,
\]
\[
(12)
\]
where we used the property $f_u(-u,-v) = f_u(u,v)$. Let us rewrite the above equation for $\tilde{V}$ as
\[
\tau e \tilde{V}_t(z,t) = L \tilde{V}(z,t) + g(z,t),
\]
\[
(13)
\]
where
\[
L := e^2 \frac{\partial^2}{\partial z^2} + \tau \epsilon \theta_1 \frac{\partial}{\partial z} + f_u(S(z);v_1),
\]
\[
g := \{f_u(S(z);v_1) - f_u(-P_+;v_2)\} \{S(z-h) - P_+\}
\]
\[
- \tau \epsilon_1 S_z(z) + \tau \epsilon_2 S_z(z-h) + h.o.t.
\]
\[
(14)
\]
The deviation $\tilde{V}$ is bounded in time $t$ if and only if
\[
\langle \phi^*(z;v_1),g(z,t) \rangle = 0
\]
\[
(15)
\]
where $\phi^*(z; v_1)$ is the zero eigenfunction of the adjoint operator
\[ L^* := e^2 \frac{\partial^2}{\partial z^2} - \tau e \theta_1 \frac{\partial}{\partial z} + f_u(S(z); v_1). \] (16)

That is, $\phi^*(z; v_1)$ holds for $L^* \phi^*(z; v_1) = 0$ and it is explicitly given by $\phi^*(z; v_1) = \exp(-v_1 z/\sqrt{2\epsilon}) S_z(z)$. The orthogonality condition (15) is called the solvability condition in which the deviation $\tilde{\phi}$ should not contain any component in the direction of the translation mode $S_z$ to eliminate the secular term increasing with $t$.

In this paper, we derive equations of motion of the two interfaces by formal argument, assuming the existence of an attractive invariant manifold on which the attraction holds for $z \to \pm \infty$. We have neglected the term $\langle \phi^*(z; v_1), S_z(z-h) \rangle$ since both $\phi^*(z; v_1)$ and $S_z(z)$ are localized around $z = 0$ and decay exponentially fast as $\exp(-|z|/\epsilon)$. The function $M_1(v_1, v_2)$ is given by

\[
M_1(v_1, v_2) = -2 \int_{-\infty}^{+\infty} \left[ \frac{3}{(e^x + e^{-x})^2} + v_1 \frac{e^{-x}}{e^x + e^{-x}} \right] \exp(-2v_1 x) dx
\]
\[ - (v_2 - v_1) \int_{-\infty}^{+\infty} \{S(2\sqrt{2}e x - h) - P_+ \} \frac{e^{-2v_1 x}}{(e^x + e^{-x})^2} dx, \] (18)

which contributes only when $h \sim O(\epsilon)$. Recalling that $v_1$ and $v_2$ represent the values of $v(x,t)$ at the interfaces when coupled with the $v$-field, we may neglect the second term in $M_1(v_1, v_2)$ since $v_2 - v_1 \sim O(\epsilon)$ when $h \sim O(\epsilon)$. Then, $M_1(v_1, v_2)$ in Eq. (18) reduces to

\[
M_1(v_1, v_2) \approx -2 \int_{-\infty}^{+\infty} \left[ \frac{3}{(e^x + e^{-x})^2} + v_1 \frac{e^{-x}}{e^x + e^{-x}} \right] \exp(-2v_1 x) dx
\]
\[ \approx 2 \left( \int_{-\infty}^{+\infty} \left[ \frac{3}{(e^x + e^{-x})^2} + v_1 \frac{e^{-x}}{e^x + e^{-x}} \right] \exp(2v_1 x) dx \right) e^{-\frac{h}{\sqrt{2\epsilon}}}, \] (19)

where we used $S(2\sqrt{2}e x - h) - P_+ \approx -e^{2x} e^{-\frac{h}{\sqrt{2\epsilon}}}$ for $x \to -\infty$. Thus, from Eq. (17), we obtain the equation for $\phi_1$

\[
\dot{\phi}_1 = \frac{v_1}{\sqrt{2\tau}} + \frac{M(v_1)}{\tau} e^{-\frac{h}{\sqrt{2\epsilon}}}. \] (20)

Quite similarly, the equation for $\phi_2$ is obtained as

\[
\dot{\phi}_2 = -\frac{v_2}{\sqrt{2\tau}} - \frac{M(v_2)}{\tau} e^{-\frac{h}{\sqrt{2\epsilon}}}, \] (21)
Figure 2. Schematic figure for a pulse constructed by two front solutions. We set \( \phi_1(t) = -\theta_1 t + l_1(t) \) and \( \phi_2(t) = \theta_2 t + l_2(t) \) where \( \theta_1 := \theta(v_1) \) and \( \theta_2 := \theta(v_2) \) are treated as constant, which vary with time when the scalar equation (4) is coupled with the \( v \)-field (indicated by the dotted line).

The function \( M(v) \) is explicitly given by

\[
\begin{align*}
M(v) &= M_1(v)/M_0(v), \\
M_0(v) &= \sqrt{2} \int_{-\infty}^{+\infty} \frac{e^{-2vx}}{(e^x + e^{-x})^2} dx, \\
M_1(v) &= 2 \int_{-\infty}^{+\infty} \left[ \frac{3}{(e^x + e^{-x})^2} + v \frac{e^{-x}}{e^x + e^{-x}} \right] \frac{e^{(2-2v)x}}{(e^x + e^{-x})^2} dx.
\end{align*}
\]  

\( \text{(22)} \)

When Eq.(4) is coupled with the \( v \)-field, the above \( v_1 \) and \( v_2 \) are replaced by \( v_1 = v(\phi_1(t), t) \) and \( v_2 = v(\phi_2(t), t) \), respectively. The equation for \( v \) remains unchanged from HS (2).

3. Analysis of modified hybrid system. By the computation demonstrated in the previous section, we arrive at the following proposition:

**Proposition 1.** The motion of the interfaces \( x = \phi_2(t), \phi_1(t) \) \( (\phi_2(t) \geq \phi_1(t)) \) of the pulse solution to Eqs. (1) with \( \vartheta(x) \equiv \vartheta \) is approximately described by

\[
\begin{align*}
\dot{\phi}_2 &= -\frac{v(\phi_2, t)}{\sqrt{2}\tau} - \frac{M(v(\phi_2, t))}{\tau} e^{-\frac{\vartheta}{\sqrt{2}\tau}}, \\
\dot{\phi}_1 &= \frac{v(\phi_1, t)}{\sqrt{2}\tau} + \frac{M(v(\phi_1, t))}{\tau} e^{-\frac{\vartheta}{\sqrt{2}\tau}}, \\
v_t &= Dv_{xx} + u(x; \phi_2, \phi_1) - v + \vartheta,
\end{align*}
\]

\( \text{(23)} \)

where \( h(t) := \phi_2(t) - \phi_1(t) \), and the definitions of \( u(x; \phi_2, \phi_1) \) and \( M(v) \) are given in Eqs. (3) and (22), respectively.

Let us call this system a modified hybrid system (mHS) hereafter. Notice the interaction term \( M(v) e^{-h/\sqrt{2}\tau}/\tau \) in the equations for \( \phi_2 \) and \( \phi_1 \) in mHS (23), which was absent in HS (2). In this section, we investigate the existence and stability of stationary pulse solution for mHS. As for the existence, the following proposition holds:
Proposition 2. Let the stationary pulse solution to Eqs. (23) be denoted by $(\phi_2(t), \phi_1(t), v(x,t)) = (\phi_2^{(0)}, \phi_1^{(0)}, v^{(0)}(x))$. The pulse width $h_0 := \phi_2^{(0)} - \phi_1^{(0)}$ and the value of $v^{(0)}(x)$ at the interfaces $V := v^{(0)}(\phi_1^{(0)}) = v^{(0)}(\phi_2^{(0)})$ satisfy the relations $h_0 = -\sqrt{2}\epsilon \log \left(-V/\sqrt{2}M(V) \right)$ and $V = e^{-h_0/\sqrt{2}}/2$.

Proof. The equation for $v^{(0)}(x)$ is readily solved as

$$v^{(0)}(x) = \left\{ \begin{array}{ll}
\frac{1}{2} e^{(x-\phi_2^{(0)}/\sqrt{D})} + \frac{1}{2} e^{(x-\phi_1^{(0)}/\sqrt{D})} + \left( -\frac{1}{2} + \psi \right) (x \leq \phi_1^{(0)}), \\
\frac{1}{2} e^{(x-\phi_2^{(0)}/\sqrt{D})} - \frac{1}{2} e^{(x-\phi_1^{(0)}/\sqrt{D})} + \left( \frac{1}{2} + \psi \right) \left( \phi_1^{(0)} \leq x \leq \phi_2^{(0)} \right), \\
\frac{1}{2} e^{-(x-\phi_2^{(0)}/\sqrt{D})} - \frac{1}{2} e^{-(x-\phi_1^{(0)}/\sqrt{D})} + \left( -\frac{1}{2} + \psi \right) \left( \phi_2^{(0)} \leq x \right), \end{array} \right. \quad (24)$$

from which we have $v^{(0)}(\phi_2^{(0)}) = v^{(0)}(\phi_1^{(0)}) = -e^{-h_0/\sqrt{2}}/2 + \psi = V$, where $h_0 := \phi_2^{(0)} - \phi_1^{(0)}$. On the other hand, the first and the second equations in Eqs. (23) are transformed as $h_0 = -\sqrt{2}\epsilon \log \left(-v^{(0)}(\phi_1^{(0)})/\sqrt{2}M \left(v^{(0)}(\phi_1^{(0)})\right) \right)$ (i = 1, 2), giving $h_0 = -\sqrt{2}\epsilon \log \left(-V/\sqrt{2}M(V) \right)$, which completes the proof. \hfill \Box

Figure 3(a) shows the two graphs in the $(V, h_0)$ plane. Note that each intersection corresponds to the existence of a stationary pulse solution. We see that the graphs are tangent to each other at some $\theta$, indicating that a pair of pulse solutions are created simultaneously. By changing $\theta$, we obtain the existence curve for the stationary pulse solution (Fig. 3(b)). From this curve, it is found that a pair of pulses are created via a saddle-node bifurcation (Fig. 4(a)) and that the pulse width of the larger one diverges at $\theta = 0$, while that of the smaller one continues to exist for $\theta < 0$. We remark that the larger one corresponds to the only stationary pulse solution to HS stated in Lemma 2.1.

Following [9], we can also investigate the stability of these pulse solutions.

Proposition 3. The linear stability of the stationary pulse solution to Eqs. (23) is determined by the spectrum $\lambda$ of the following equations

$$\begin{align*}
-Ae^{-\kappa h_0} + A + 2\sqrt{2}\tau D\kappa\lambda - 2D\kappa AV' + 4D\kappa B &= 0, \\
-Ae^{-\kappa h_0} - A - 2\sqrt{2}\tau D\kappa\lambda + 2D\kappa AV' &= 0, \\
\end{align*} \quad (25)$$

where $h_0$ and $V$ are defined in Proposition 2 and $V' := -\nu_x^{(0)}(\phi_2^{(0)}) - \nu_x^{(0)}(\phi_1^{(0)}) = (1/2 + V - \theta)/\sqrt{D}$. The constants $A$, $B$ and $\kappa$ are given by $A = 1 - VM_4(V)/M(V)$ ($M_4(v) := dM(v)/dv$), $B = V/\sqrt{2}\epsilon$ and $\kappa = \sqrt{(1+\lambda)/D}$ ($\Re(\kappa) > 0$), respectively.

Proof. Linearizing Eqs. (23) about the stationary solution by substituting $\phi_2(t) = \phi_2^{(0)} + \psi_2(t)$, $\phi_1(t) = \phi_1^{(0)} + \psi_1(t)$, $v(x,t) = v^{(0)}(x) + w(x,t)$ (\|\psi_2|,|\psi_1|,|w|\|_2 \ll 1) and putting $\lambda = \lambda \psi_2$, $\psi_1 = \lambda \psi_1$ and $w = \lambda w$, we obtain the eigenvalue problem for $\lambda$:

$$\begin{align*}
-\sqrt{2}\tau \lambda \psi_2 &= \left\{ -V' \psi_2 + w(\phi_2^{(0)}) \right\} + \sqrt{2} \left\{ -M_4(V)\psi_2 + M_4(V)w(\phi_2^{(0)}) - M(V)(\psi_2^{(0)}/\sqrt{2}\epsilon) \right\} e^{-h_0/\sqrt{2}\epsilon}, \\
\sqrt{2}\tau \lambda \psi_1 &= \left\{ V' \psi_1 - w(\phi_1^{(0)}) \right\} - \sqrt{2} \left\{ -M_4(V)\psi_1 + M_4(V)w(\phi_1^{(0)}) - M(V)(\psi_1^{(0)}/\sqrt{2}\epsilon) \right\} e^{-h_0/\sqrt{2}\epsilon}, \\
\lambda w &= Dw_{xx} - w - \psi_1 (x - \phi_1^{(0)}) + \psi_2 (x - \phi_2^{(0)}), \\
\hat{\lambda} = D \hat{w}_{xx} - \hat{w} - \psi_1 \delta(x - \phi_1^{(0)}) + \psi_2 \delta(x - \phi_2^{(0)}),
\end{align*} \quad (26)$$

where $h_0 = -\sqrt{2}\epsilon \log \left(-V/\sqrt{2}M(V) \right)$. \hfill \Box
where \( V' := -v_x^{(0)}(\phi_2^{(0)}) = v_x^{(0)}(\phi_1^{(0)}) = (1/2 + \vartheta)/\sqrt{D} \) and \( M_v(v) := dv(v)/dv \).

The solution to the third equation is given by the \( C_0 \)-function

\[
\begin{align*}
 w(x) &= \begin{cases}
 -\psi_2 \frac{1}{2D\kappa} e^{\kappa(x-\phi_1^{(0)})} + \psi_2 \frac{1}{2D\kappa} e^{-\kappa(x-\phi_2^{(0)})}, & (x \leq \phi_1^{(0)}) , \\
 -\psi_1 \frac{1}{2D\kappa} e^{-\kappa(x-\phi_1^{(0)})} + \psi_2 \frac{1}{2D\kappa} e^{\kappa(x-\phi_2^{(0)})}, & (\phi_1^{(0)} \leq x \leq \phi_2^{(0)}) , \\
 -\psi_1 \frac{1}{2D\kappa} e^{-\kappa(x-\phi_1^{(0)})} + \psi_2 \frac{1}{2D\kappa} e^{-\kappa(x-\phi_2^{(0)})}, & (\phi_2^{(0)} \leq x) .
\end{cases}
\end{align*}
\] (27)

where \( \kappa = \sqrt{(1 + \lambda)/D} \) (\( \Re(\kappa) > 0 \)). Substituting \( w(\phi_2^{(0)}) \) and \( w(\phi_1^{(0)}) \) into the first and second equations and demanding that the equations for \( \psi_2 \) and \( \psi_1 \) have nontrivial solution \((\psi_2, \psi_1) \neq (0, 0)\) result in the equations in (25).  

The first and the second equations in Eqs. (25) corresponds to a symmetric and an asymmetric mode, respectively. Note that \( \lambda = 0 \) always satisfies the second equation, which comes from the translational invariance of the pulse solution. The stability of the pulse solutions is also shown in Fig.3(b). As \( \vartheta \) is decreased, the larger pulse changes its stability via two Hopf bifurcations, while the smaller one is always unstable with one positive real eigenvalue. This bifurcation structure qualitatively agrees with that obtained numerically for the RD system (1). The reader is referred to Fig.17 in [12]. The smaller pulse solution corresponds to the small pulse solution observed for the RD system, which, as we saw in section 1, plays a crucial role in determining the asymptotic behavior for the ANN-SB transition.

The eigenfunctions are given by Eqs. (27), where, without loss of generality, we may set \( \psi_2 = -\psi_1 = 1 \) for the symmetric mode and \( \psi_2 = \psi_1 = 1 \) for the asymmetric mode. Figure 4(b) shows the eigenfunction associated with the unstable mode for the small pulse solution. Numerically, the ANN-SB transition is observed also for mHS. Therefore, it is quite plausible that, just as in the RD case, the small unstable stationary solution plays the role of a scatter in the ANN-SB transition, and that it settles down to either the SB solution or the background state when perturbed along this unstable mode.

4. Concluding remarks and discussion. In our previous paper [12], we numerically confirmed that the hybrid system (2) successfully described the motion of a front-back pulse for the PDE system, except for the annihilation dynamics, and in this short article, we modified the hybrid system and investigated the modified system (23) for the existence and stability of the stationary pulse solution. The results we demonstrated formally here seem to suggest that the modified hybrid system has the potential for describing the interface dynamics even during the collision process with large deformation of the pulse profile. Therefore, it would be worth exploring further the validity of the weak interaction framework, which, with some restrictions on the time interval or initial condition, for instance, might enable us to consider the annihilation dynamics rigorously [4][16].

In deriving the modified system, we assumed that the \( u \)-component of the pulse solution is composed of two weakly interacting interfaces, and that its profile is always given by the rectangular function \( u(x; \phi_2^{(0)}, \phi_1^{(0)}) \) in Eq. (3). The existence of invariant manifold has not yet been proven for singular limit system including such discontinuous functions. Supposing it with some smoothness, we obtained
the equation of motion for a front-back pulse in terms of the two separated interfaces ($\phi_1, \phi_2$). The reduced flow provides an understanding of qualitative dynamical changes in orbital behaviors near an invariant set depending on one or more parameters. Nevertheless, the modified hybrid system (23) reproduced qualitatively the same bifurcation structure for the stationary pulse solution (compare Fig. 3(b) with Fig.17 in [12]).

In particular, we obtained the explicit form of $M(v)$, the coefficient of the interaction term whose sign determines whether the interaction is attractive or repulsive. Figure 4(c) shows the graph of $M(v)$ given by Eq. (22) with respect to the value of $v$, in which all the curves are positive.

Remark 1. $M_0(v)$ diverge at $v = \pm 2$ and $M_1(v)$ at $v = -1$ and 2. $M(v)$ also diverges at $v = -1$ and decreases monotonically to $M(2) = 2\sqrt{2}$. Especially, the
Figure 4. (a) The profiles of large (black) and small (gray) stationary pulse solutions obtained from Eqs. (24) for \( \vartheta = 0.1 \). The other parameters are the same as in Fig. 3. For the \( u \)-component, the profiles of these pulse solutions are both given by the rectangular function \( u(x; \phi_2^{(0)}, \phi_1^{(0)}) \) in Eq. (3). From the bifurcation curve in Fig. 3(b), we see that the large pulse is stable, while the small one is unstable. (b) The profile of eigenfunction associated with the unstable real eigenvalue of the small pulse solution. (c) The graphs of \( M_0(v) \) (broken curve), \( M_1(v) \) (gray solid curve) and \( M(v) \) (black solid curve) in Eq. (22).

Coefficient \( M(v) \) is positive for the range of \( v \) we are concerned with, which indicates that the interaction terms serve to attract the interfaces at all times and facilitate the interface annihilation, reproducing the phase diagram of pulse behaviors quantitatively closer to those observed in the original RD system.

Note that, unlike in the RD case, the profile of the \( u \)-component does not vanish even after the collision for both of the hybrid systems (2) and (23), so that we supposed that annihilation occurred when the pulse interfaces crossed (i.e., \( \phi_2 = \phi_1 \)) in numerical simulations. With this definition of annihilation, the ANN-SB transition was observed also for (2), the hybrid system without interaction terms, in some parameter regime where the interfaces collided with relatively high velocity. This implies that annihilation mechanism for (2) is totally different from that observed in the modified hybrid system (23) as well as the original RD system, where the unstable pulse solution is a key to understanding the underlying mechanism behind the ANN-SB transition. What was demonstrated in this paper is that the modification reproduced the same bifurcation structure for the stationary pulse solution qualitatively, hence a counterpart to the separator observed in numerics for the original RD system.

For the modified hybrid system to be used to study the strong collision process, we should give analytical answers to the above questions and implications and clarify
to what extent and under what conditions it approximates the original RD system well.
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