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Abstract
Artificial intelligence (AI) is making computer systems intelligent to do right thing. The AI is used today in a variety of fields, such as journalism, medical, industry as well as entertainment. The impact of AI is becoming larger day after day. In general, the AI system has to lead the optimal decision under uncertainty. But it is difficult for the AI system can derive the best conclusion. In addition, we have a trouble to represent the intelligent capacity of AI in numeric values. Statistics has the ability to quantify the uncertainty by two approaches of frequentist and Bayesian. So in this paper, we propose a methodology of the connection between statistics and AI efficiently. We compute a fixed value for estimating the population parameter using the frequentist learning. Also we find a probability distribution to estimate the parameter of conceptual population using Bayesian learning. To show how our proposed research could be applied to practical domain, we collect the patent big data related to Apple company, and we make the AI more intelligent to understand Apple’s technology.
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1. Introduction
By the remarkable developments of learning algorithms, the technologies for artificial intelligence (AI) are constantly evolving. Recently the AI of Google DeepMind, AlphaGo defeated the human champion at the game of Go [1]. The AlphaGo learned from diverse data with deep neural networks and tree search [2]. Also the IBM Watson won in the popular quiz show, Jeopardy [3, 4]. They were all developed by diverse learning algorithms. Statistics and machine learning are typical approaches to AI learning [5]. In this paper, we focus on the statistics for making AI more intelligent. Ross [6] defined statistics as follow; “Statistics is the art of learning from data.” This means that statistics has learning ability to get intelligence for optimal decision. Human is more and more intelligent through learning. Machine also gets its intelligence by learning from data. Machine learning (ML) is to study the way how machine (computer) learns from experience (data) [7]. The ML is an important area of AI [5]. Using ML investigations, we can improve the AI performance based on data. AI wants to automatically learn from complex examples for making intelligent decisions optimally. Both statistics and ML are data learning tools for intelligent decisions. But the difference between the two is to apply the probabilistic assumption for error term. Statistics represents the structure of input (X) and output (Y) variables as follow [8].

\[ Y = f(X) + \epsilon, \]  
(1)
where the error variable $\epsilon$ has zero means, $E(\epsilon) = 0$, also it is uncorrelated to the input variable $X$ as follow [9].

\[ \text{Cov}(\epsilon, X) = 0. \]  \hspace{1cm} (2)

That is, the covariance value between $\epsilon$ and $X$ is 0. This assumption is made the basis of statistics. In comparison, there is not any assumption of error in the ML. The error in statistics controls the uncertainty of complex environments by probabilistic approach. In this paper, we propose a connection between statistics and AI to improve the performance of AI technology. The remainder of this paper is made up as follows. Section 2 introduces the research background related to our research. We propose the connection between statistics and AI using the causal inference and learning approaches to construct the efficient and effective AI in Section 3. A case study for verifying the performance of our research is shown in Section 4. In Section 5, we present our conclusions.

2. Research Background

So many studies on making AI were published in diverse research fields. In addition, most of them were based on the learning methodologies such as fuzzy logic or statistics [10-13]. In this paper, we study on the learning methods based on statistics for making AI system. Statistics has two approaches, frequentist and Bayesian to data analysis [14]. The frequentist is interesting to compute the probability of result ($x$) given cause ($\theta$). In comparison, the Bayesian is focused on the probability of cause ($\theta$) when the result ($x$) is occurred. Figure 1 shows two approaches to learning process.

In Figure 1, the frequentist builds the probability model $P(X|\theta)$ from cause to result. The model based on the Bayesian is represented by $P(\theta|X)$ from result to cause. Most researches for statistical learning process were based on Bayesian statistics [15, 16]. Bayesian statistics is based on Bayesian inference. This is the fitting process of probability model to data and result by probability distribution for predicting new observation, and has learning process as follow [15].

\[ \text{Prior} \times \text{Likelihood} \propto \text{Posterior}. \]  \hspace{1cm} (3)

3. Connection between Statistics and Artificial Intelligence

AI is the intelligence based on machine or computer systems, that is, the AI is to make computers do the right things [5]. In addition it can be existed in agent or software [5]. In diverse fields, the AI researches have been performed [2, 17]. Most of them were depended on searching methods for problemsolving. To solve the given problems, the AI searches the similar cases from knowledge databases. This provides good performances when the AI has complete knowledge databases for given problem. But the AI is having trouble not preparing the perfect examples. To overcome this problem of AI, we propose a statistical intelligence based on learning from data. Figure 2 shows the statistical intelligence for AI.

We meet small and big data sets in the work of learning from data for constructing AI systems. From the small and big data, we get the intelligence for the optimal decision in AI using statistics as a learning tool. In addition, the Bayesian statistics has its strong learning power. Figure 3 represents the Bayesian learning process.

We set prior and posterior of Bayesian statistics to current and new intelligences respectively. Also the likelihood of Bayesian
Where $X$ is explanatory or independent variable, $Y$ is response or dependent variable. Also $\theta$ is the parameter vector of probability model. General method of this probability model is regression. This model can be used for the AI systems do the right thing. Using the observed data including $X$ and $Y$, we make a probability model for AI. When given new $X$ in an environment, the AI system can do optimal decisions for $Y$. In the frequentist statistics, $\theta$ is updated by new experience of $X$ and $Y$ as follow:

$$P(Y \mid \theta_{\text{new}}, X) \rightarrow P(Y \mid \theta_{\text{current}}, X) + P(Y \mid \theta_{\text{learning}}, X).$$  \hspace{1cm} (6)

Here $P(\cdot)$ represents a probability model. In addition, $P(Y \mid \theta_{\text{current}}, X)$ is the previous belief about $\theta$, and $P(Y \mid \theta_{\text{learning}}, X)$ represents the belief learned by new given data. These are combined to compute the updated belief $P(Y \mid \theta_{\text{new}}, X)$. So the AI systems can do the right thing every single time using the $P(Y \mid \theta_{\text{new}}, X)$ in the frequentist statistics. Next in the Bayesian statistics for the AI systems, we consider Bayes’ rule firstly as follow:

$$P(\text{Cause} \mid \text{Result}) = \frac{P(\text{Result} \mid \text{Cause})P(\text{Cause})}{P(\text{Result})}. \hspace{1cm} (7)$$

In Bayesian statistics, the probability of cause given result is computed by the probability of cause and the conditional probability of result given cause. In comparison, the frequentist is interesting the conditional probability of result given cause as follow, $P(\text{Result} \mid \text{Cause})$. So we build Bayesian regression model using Bayes' rule as follow:

$$P(\theta \mid X, Y) \propto P(\theta) P(Y \mid X, \theta). \hspace{1cm} (8)$$

In Bayesian statistics for AI systems, we get the updated value of $\theta$ for constructing Bayesian regression model for optimal decision of $Y$ given $X$. That is, given the data of $X$ and $Y$, we get the probability distribution of the parameter vector ($\theta$). This means that the parameter is considered as random variable in Bayesian statistics. Using the result of the behavior of $\theta$, the AI systems can do the right thing. But the frequentist assumes that the parameter is fixed (not random variable) and the data are random [15]. In the process of AI decision, the prior $P(\theta)$ represents the current intelligent capacity of AI system, and we can quantify the intelligence of AI to a probability distribution. In the Bayesian regression model for AI systems, the regression parameters show the intelligence power of AI. Also the AI system learns from data which are represented by the likelihood function $P(Y \mid X, \theta)$. By combining the current intelligence of AI ($P(\theta)$) with the learning result of AI ($P(Y \mid X, \theta)$), the AI system is updated to the improved intelligence represented by $P(\theta \mid X, Y)$. When the AI system has a problem to be solved, it use the simulation result from the probability distribution of

![Figure 4. Frequentist learning process.](Image)
4. Experimental Results

In our experiments, we carried out two approaches to connect statistics to AI. First we performed the frequentist statistics for learning from data. To illustrate how our proposed approach could be applied in real problem, we used patent documents applied by Apple. Apple is a leading company in technological innovation, and many researches about analysis Apple’s technology were proposed [18, 19]. In this paper, we extracted keywords from the retrieved patent documents of Apple using text mining techniques as follow: application, circuit, code, component, computer, connector, device, display, graphics, image, information, interface, location, media, memory, mobile, portable, power, receiving, remote, request, screen, set, storage, system, user, video, voltage, window, wireless [18-21]. In the selected keywords, we determined ‘system’ as a response variable, and the rest as explanatory variables. Our learning approach is based on the linear model as follow:

\[ \text{system} = \theta_0 + \theta_1 \text{application} + \theta_2 \text{circuit} + \cdots + \theta_{29} \text{wireless}. \]  

(9)

In this paper, we make the AI to predict the optimal value of ‘system’ given new input values of ‘application,’ ‘circuit,’ ‘code,’ ‘component,’ ‘computer,’ ‘connector,’ ‘device,’ ‘display,’ ‘graphics,’ ‘image,’ ‘information,’ ‘interface,’ ‘location,’ ‘media,’ ‘memory,’ ‘mobile,’ ‘portable,’ ‘power,’ ‘receiving,’ ‘remote,’ ‘request,’ ‘screen,’ ‘set,’ ‘storage,’ ‘user,’ ‘video,’ ‘voltage,’ ‘window,’ and ‘wireless.’ In this experiment, we used total 8,119 patents for the AI learning. We sampled 2,000 patents without replacement from the all patents by four times for the AI learning as shown in Figure 5.

Figure 5. Dividing total data into four learning data sets.

We considered all collected patents as the conceptual population, and sampled four patent groups without replacement. Using the groups we performed step by step learning for making the AI. Firstly we carried out the AI learning based on frequentist statistics. The parameter is updated by the following method.

\[ \theta_{\text{new}} = \frac{\theta_{\text{current}} + \theta_{\text{learning}}}{2}. \]  

(10)

The learning result by frequentist regression based on four patent groups is shown Table 1.

Table 1 represents the estimated values of parameters of all input keywords by learning four steps. The first column is the population parameter value, and the other columns are the estimated values for population parameter by the learning steps. We knew the estimated values are approximated to the parameter of conceptual population as the learning progressed. To find the difference between the estimated value and parameter in each keyword, we computed the parameter difference between frequentist learning step and conceptual population in Table 2.

In Table 2, the last row shows the absolute mean values of each learning step, and we knew the values decreased according to repeated learning. That is, the absolute mean of the difference of 4th learning is the smallest among them. So we found the frequentist approach to make AI has its learning validity. Next we performed Bayesian based learning for building AI in same model to frequentist approach. Table 3 shows the Bayesian learning regression for AI decision.

In this experiment, we used the keywords same to the frequentist learning. The first column of Table 3 shows the parameter values of keywords in conceptual population like the frequentist. The second and third columns are the estimated values by Bayes’ rule and Markov chain Monte Carlo (MCMC) method respectively. In addition, the fourth and fifth columns represent the lower and upper of confidence interval for the parameter of conceptual population. To compare the performances of Bayes and MCMC, we computed the parameter difference between Bayesian learning step and conceptual population in Table 4.

The last row shows the absolute mean values of Bayes and MCMC learning methods, and we knew the value of MCMC is smaller than Bayes. So we concluded that the Bayesian learning based on MCMC is an efficient approach to make AI decision. Figure 6 shows the posterior functions of four input keywords, ‘device,’ ‘interface,’ ‘mobile,’ and ‘user’ using the MCMC simulation.

We perform the MCMC simulation using these probability distributions for optimal decision by AI. In general, the frequentist learning provides a value for making computer intelligent, but the Bayesian learning gives a probability distribution (posterior function) to have computer do the right things.
Table 1. Frequentist learning regression for artificial intelligence (AI) decision

| Keyword      | Conceptual population | 1st learning | 2nd learning | 3rd learning | 4th learning |
|--------------|-----------------------|--------------|--------------|--------------|--------------|
| application  | 0.0541                | 0.1240       | 0.0939       | 0.0711       | 0.0745       |
| circuit      | -0.0608               | -0.0139      | -0.0708      | -0.0833      | -0.0744      |
| code         | 0.0763                | 0.0445       | 0.0515       | 0.0520       | 0.0366       |
| component    | 0.0598                | 0.0785       | 0.0830       | 0.0865       | 0.0727       |
| computer     | 0.2912                | 0.2896       | 0.3157       | 0.2935       | 0.2873       |
| connector    | 0.1018                | 0.2087       | 0.1596       | 0.1076       | 0.0934       |
| device       | -0.0574               | -0.0491      | -0.0462      | -0.0473      | -0.0534      |
| display      | 0.0464                | 0.0577       | 0.0615       | 0.0595       | 0.0449       |
| graphics     | 0.1479                | 0.0371       | 0.0283       | 0.0525       | 0.0478       |
| image        | 0.0363                | 0.0802       | 0.0157       | 0.0239       | 0.0202       |
| information  | 0.1600                | 0.1929       | 0.1183       | 0.0804       | 0.0754       |
| interface    | 0.0507                | 0.1613       | 0.1154       | 0.1271       | 0.0929       |
| location     | 0.1103                | -0.0478      | 0.0476       | 0.0907       | 0.1290       |
| media        | 0.0265                | 0.0262       | 0.0029       | 0.0025       | 0.0040       |
| memory       | 0.1033                | 0.0607       | 0.1325       | 0.1837       | 0.1683       |
| mobile       | -0.1012               | -0.1876      | -0.1522      | -0.1153      | -0.1167      |
| portable     | -0.0634               | -0.0768      | -0.0924      | -0.0779      | -0.0781      |
| power        | 0.1264                | 0.2064       | 0.1759       | 0.1609       | 0.1403       |
| receiving    | 0.2806                | 0.1515       | 0.2032       | 0.2446       | 0.2609       |
| remote       | 0.2695                | 0.2171       | 0.1877       | 0.2097       | 0.2611       |
| request      | 0.4248                | 0.5991       | 0.5308       | 0.5233       | 0.5191       |
| screen       | -0.1304               | -0.1687      | -0.1636      | -0.1580      | -0.1605      |
| set          | 0.0611                | 0.0394       | 0.0379       | 0.0401       | 0.0487       |
| storage      | 0.1423                | 0.2278       | 0.1920       | 0.2069       | 0.1993       |
| user         | -0.0478               | -0.0711      | -0.0722      | -0.0786      | -0.0737      |
| video        | 0.0563                | 0.0848       | 0.0787       | 0.0661       | 0.0700       |
| voltage      | -0.0582               | -0.0493      | -0.1157      | -0.1377      | -0.1201      |
| window       | 0.0812                | 0.0577       | 0.0672       | 0.0547       | 0.0459       |
| wireless     | 0.0877                | 0.3532       | 0.2320       | 0.1818       | 0.1579       |

5. Conclusions

In this paper, we proposed frequentist and Bayesian approaches to make computer intelligent. Both frequentist and Bayesian are statistical approaches to learning from data. But there is a broad distinction between the frequentist and Bayesian. The frequentist learning is only depended on the given data, while the Bayesian learning is performed by the prior belief as well as the given data. Both ways of the frequentist and Bayesian are all important to AI decision. So we performed two approaches to make computer more intelligent. To verify the performance of our methodology, we made experiments using all patents applied by Apple. To make the AI do the right things about Apple technologies, we considered the frequentist and Bayesian learning methods. In the frequentist learning, we combined the current values for estimating parameter with the learning value based on new given data to get updated new parameter. Also we found that the MCMC simulation has better performance than the Bayes’ rule. Also we can get the posterior distribution to support AI do optimal decision using the Bayesian learning based on MCMC. In addition, we knew that the frequentist learning provides a fixed value to predict the parameter for...
Table 2. Parameter difference between frequentist learning step and conceptual population

| Keyword   | Diff. 1 | Diff. 2 | Diff. 3 | Diff. 4 |
|-----------|---------|---------|---------|---------|
| application | 0.0699  | 0.0397  | 0.0170  | 0.0204  |
| circuit    | 0.0468  | 0.0100  | 0.0225  | 0.0136  |
| code       | 0.0318  | 0.0248  | 0.0243  | 0.0397  |
| component  | 0.0187  | 0.0232  | 0.0267  | 0.0129  |
| computer   | 0.0016  | 0.0245  | 0.0022  | 0.0040  |
| connector  | 0.1069  | 0.0578  | 0.0058  | 0.0084  |
| device     | 0.0083  | 0.0112  | 0.0102  | 0.0041  |
| display    | 0.0113  | 0.0150  | 0.0131  | 0.0016  |
| graphics   | 0.1108  | 0.1196  | 0.0954  | 0.1001  |
| image      | 0.0440  | 0.0205  | 0.0124  | 0.0161  |
| information | 0.0328 | 0.0417  | 0.0796  | 0.0846  |
| interface  | 0.1106  | 0.0647  | 0.0765  | 0.0422  |
| location   | 0.1581  | 0.0627  | 0.0196  | 0.0187  |
| media      | 0.0003  | 0.0236  | 0.0240  | 0.0225  |
| memory     | 0.0425  | 0.0292  | 0.0804  | 0.0650  |
| mobile     | 0.0863  | 0.0509  | 0.0141  | 0.0154  |
| portable   | 0.0134  | 0.0290  | 0.0145  | 0.0147  |
| power      | 0.0800  | 0.0495  | 0.0345  | 0.0139  |
| receiving  | 0.1291  | 0.0774  | 0.0359  | 0.0197  |
| remote     | 0.0523  | 0.0817  | 0.0598  | 0.0083  |
| request    | 0.1743  | 0.1060  | 0.0986  | 0.0943  |
| screen     | 0.0383  | 0.0332  | 0.0275  | 0.0300  |
| set        | 0.0217  | 0.0232  | 0.0210  | 0.0124  |
| storage    | 0.0855  | 0.0497  | 0.0646  | 0.0570  |
| user       | 0.0234  | 0.0245  | 0.0308  | 0.0259  |
| video      | 0.0285  | 0.0224  | 0.0099  | 0.0137  |
| voltage    | 0.0090  | 0.0575  | 0.0795  | 0.0618  |
| window     | 0.0235  | 0.0140  | 0.0265  | 0.0353  |
| wireless   | 0.2655  | 0.1443  | 0.0941  | 0.0702  |
| Absolute mean | 0.0629 | 0.0459  | 0.0386  | 0.0319  |

making AI more intelligent. On the other hand, the Bayesian learning can estimate the parameter by not a value but a probability distribution called by posterior function. Therefore we can select the frequentist and Bayesian learning approaches to AI by the target jobs.

In our research, we applied the proposed methodology to linear model, but we can expand our study to other analytical domains such as classification and clustering. This is our future research works. In addition, more advanced statistical methods are needed to make AI more intelligent, this also our homework on the future work.
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