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Abstract. Zigzag persistent homology is a powerful generalisation of persistent homology that allows one not only to compute persistence diagrams with less noise and using less memory, but also to use persistence in new fields of application. However, due to the increase in complexity of the algebraic treatment of the theory, most algorithmic results in the field have remained of theoretical nature.

This article describes an efficient algorithm to compute zigzag persistence, emphasising on its practical interest. The algorithm is a zigzag persistent cohomology algorithm, based on the dualisation of reflections and transpositions transformations within the zigzag sequence.

We provide an extensive experimental study of the algorithm. We study the algorithm along two directions. First, we compare its performance with zigzag persistent homology algorithm and show the interest of cohomology in zigzag persistence. Second, we illustrate the interest of zigzag persistence in topological data analysis by comparing it to state of the art methods in the field, specifically optimised algorithm for standard persistent homology and sparse filtrations. We compare the memory and time complexities of the different algorithms, as well as the quality of the output persistence diagrams.

The implementation of of the zigzag persistent cohomology algorithm will be made available as part of the computational library Gudhi.
1 Introduction

Persistent homology is an algebraic method for tracking topological features across a growing family of spaces. The theory has found many applications, in particular in data analysis, where it allows one to infer the “shape of data”, i.e., to compute topological properties of a space knowing only a finite set of sample points. The framework works as follows; starting from a set of points in a metric space, it builds a nested family of approximations of the underlying shape, then it tracks the evolution of the topological features across the family, telling the ones that persist significantly from the ones that do not—the so-called “topological noise”.

Since its introduction fifteen years ago, the theory of persistent homology has been well-established [11,16,17,31] and the topic has undergone a deep algorithmic study, with the introduction of new theoretical algorithms [10,12,13,24], more practical contributions [2,3,4,9], and extensions of the original computational framework [14]. This effort towards better algorithms has in particular led to dramatic improvements of the running time of computations in practice, making the memory usage the new bottleneck. From these contributions have emerged multiple efficient software libraries in the field, e.g. [1,22,25].

To address the unavoidable memory limitations in the standard setting of persistent homology, new sparse geometric constructions have been recently defined. They provide faithful approximations to the “shape of data” while remaining of moderate size [14,16,19,29]. These methods have been implemented in software [20] and validated experimentally [15] where, at the cost of small errors in the output persistence diagram, they allow the computation of the persistent homology of significantly larger data sets, which would be otherwise intractable in the standard persistence setting.

Zigzag persistent homology is a generalisation of persistent homology that allows to measure and track the topology of spaces that both grow and shrink. This is interesting in practice because it allows one to further reduce the size of the constructions, in addition to reducing the amount of noise in the output diagrams [28]. Unfortunately, the few known algorithms for computing zigzag persistence prevent us from using the optimisations that have been developed for standard persistence. As a result, the gain in terms of memory usage and quality of the output is counterbalanced by a significant loss in terms of running time and sheer performance.

Our contributions. In this article, we aim at making a step towards adapting the optimisations developed for standard persistence to zigzag persistence. For this we introduce a zigzag persistent cohomology algorithm by dualising the reflection and transposition algorithm of [23]. While cohomology has been used for some time now in standard persistence, where it has accelerated the computations significantly [4,13,14], its use in zigzag persistence is still inexistent because it requires some novel and non-trivial modifications of the approach. This is our main contribution.

We also evaluate the resulting gain for the zigzag persistence computation pipeline in terms of running time and overall performance. To do so, we run experiments along two directions. First, we compare the performance of the new zigzag persistent cohomology algorithm against the existing zigzag persistence implementation. Second, we provide a qualitative analysis of the persistence diagrams obtained with the various algorithms in the field, and we illustrate the interest of zigzag persistence in the context of topological data analysis.

2 Background

Quiver theory. An $\textit{A}_n$-type quiver $\mathcal{Q}$ is a directed graph:

\[
\bullet_1 \rightarrow \bullet_2 \rightarrow \cdots \rightarrow \bullet_{n-1} \rightarrow \bullet_n
\]

where, by convention in this article, bidirectional arrows are either forward or backward.

Given a fixed field $(\mathbb{F}, +, \cdot)$, an $\mathbb{F}$-representation of $\mathcal{Q}$ is an assignment of a finite dimensional $\mathbb{F}$-vector space $V_i$ for every node $\bullet_i$ and an assignment of a linear map $f_i: V_i \leftrightarrow V_{i+1}$ for every
arrow $\bullet_i \leftrightarrow \bullet_{i+1}$, the orientation of the map being the same as that of the arrow. We denote such a representation by $V = (V_i, f_i)$. In computational topology, an $F$-representation of an $A_n$-type quiver is called a zigzag module.

Let $V = (V_i, f_i)$ and $W = (W_i, g_i)$ be two $F$-representations of a same quiver $Q$. A morphism of representations $\phi: V \rightarrow W$ is a set of linear maps $\{\phi_i: V_i \rightarrow W_i\}_{i=1, \ldots, n}$ such that the diagram on the right commutes for every arrow $\phi_i$ of $Q$. The morphism is called an isomorphism (denoted by $\cong$) if every $\phi_i$ is bijective.

The direct sum of two $F$-representations $V = (V_i, f_i), W = (W_i, g_i)$, denoted by $V \oplus W$, is the representation of $Q$ with space $V_i \oplus W_i$ for every node $\bullet_i$, and with map $f_i \oplus g_i = \left( \begin{smallmatrix} f_i & 0 \\ 0 & g_i \end{smallmatrix} \right)$ for every arrow $\bullet_i \leftrightarrow \bullet_{i+1}$. An $F$-representation $V$ is decomposable if it can be written as the direct sum of two non-trivial representations. It is otherwise said to be indecomposable.

Finally, for any $1 \leq b \leq d \leq n$, define the interval representation $[b; d]$ as follows:

\[
\begin{array}{cccccccc}
0 & 0 & \cdots & 0 & 0 & 0 & 1 & \cdots & 1 & 0 & 0 & \cdots & 0 & 0 \\
|1; b-1| & |b; d| & |d+1; n|
\end{array}
\]

where the maps 0 and 1 stand respectively for the null map and the identity map.

Theorem [1] states every representation of an $A_n$-type quiver is decomposable into interval representations, which are the indecomposables for that quiver:

**Theorem 1 (Gabriel [18]).** Every $F$-representation $V$ of an $A_n$-type quiver is decomposable as a direct sum of indecomposables: $V = \bigoplus V^i$, where each indecomposable $V^i$ is isomorphic to some interval representation $[b_i; d_i]$.

For an $F$-representation $V = (V_i, f_i)_{i=1, \ldots, n}$ of an $A_n$-type quiver $Q$, and two integers $1 \leq b \leq d \leq n$, we define the restriction $V[b; d]$ to be the representation $(V_i, f_i)_{i=b, \ldots, d}$ of the quiver $Q[b; d]$ obtained by restricting $Q$ to the vertices (and arrows between them) of indices $b \leq i \leq d$. If $b = 1$ then we call $V[1; d]$ a prefix of $V$, and if $d = n$ then we call $V[b; n]$ a suffix of $V$. The restriction principle [7] states that the interval decomposition of $V[b; d]$ is equal to the direct sum of the intervals of the decomposition of $V$ restricted, as intervals, to $[b; d]$.

We finally define two total orders $\leq_b$ and $\leq_d$ on the indices $\{1, \ldots, n\}$ of the vertices of an $A_n$-type quiver, depending on the orientation of the arrows: given $1 \leq i < j \leq n$,

- $i \leq_b j$ if $\bullet_{j-1} \rightarrow \bullet_j$ and $i \geq_b j$ otherwise;
- $i \leq_d j$ if $\bullet_i \rightarrow \bullet_{i+1}$ and $i \geq_d j$ otherwise.

For example, in the quiver:

\[
\begin{array}{cccccccc}
\bullet_1 & \rightarrow & \bullet_2 & \rightarrow & \bullet_3 & \rightarrow & \bullet_4 & \rightarrow & \bullet_5 & \rightarrow & \bullet_6
\end{array}
\]

the indices satisfy $6 \leq_b 1 \leq_b 2 \leq_b 3 \leq_b 5$ and $1 \leq_d 2 \leq_d 4 \leq_d 6 \leq_d 5 \leq_d 3$. Note that these orders are a reformulation of the birth-time and death-time indices of [7]. Define $\max_{\leq_b}$ and $\max_{\leq_d}$ to be the maximum functions w.r.t. the orders $\leq_b$ and $\leq_d$ respectively.

**Vector spaces and representations.** Let $V$ be a finite-dimensional vector space and let $B = \{v_1, \ldots, v_d\}$ be a basis for $V$. We denote by $\langle \cdot, \cdot \rangle: V \times V \rightarrow F$ the scalar product associated to $B$, that is: $\langle v_i, v_j \rangle = \delta_{i,j}$ for any $1 \leq i, j \leq d$, where $\delta_{i,j}$ is the Kronecker symbol. This scalar product makes the basis orthonormal.

Let $V = (V_i, f_i)$ be a representation of an $A_n$ type quiver. Let $v$ be a vector of vector space $V_k$. A representative sequence for $v$ is a collection $\{x_1, \ldots, x_n\} \in V_1 \times \cdots \times V_n$ of one vector $x_i$ per vector space $V_i$ of the representation $V$ such that $v = x_k$ and, either $f_i(x_i) = x_{i+1}$ if $\bullet_i \rightarrow \bullet_{i+1}$ is forward, or $x_i = f_i(x_{i+1})$ if $\bullet_i \leftrightarrow \bullet_{i+1}$ is backward. A representative sequence spans a submodule of $V$ that is isomorphic to an interval $[b; d]$, where the indices $\{b, \ldots, d\}$ are exactly the indices for which the $x_i$ are non-zero.
Finally, we say that a basis \( \{v_1, \ldots, v_d\} \) of a vector space \( V_k \) is \emph{compatible} with the decomposition of \( V \) if there exists, for every vector \( v_j \), a \emph{representative sequence} for \( v_j \) spanning a submodule that is a summand of \( V \). This interval summand is said to be \emph{attached} to \( v_j \).

The notion of \emph{compatible} basis has been used in \cite{23} to maintain algorithmically an interval decomposition with only a vector space basis at a given index \( k \).

**Homology, cohomology and persistence theory.** Throughout the paper we use homology and cohomology with coefficients in a fixed field \( F \), which turns the homology and cohomology groups into \( F \)-vector spaces. In the article, we denote respectively by \( C^*(K) \) and \( H^*(K) \) the direct sum of the cochain groups and the direct sum of the cohomology groups for all dimensions. We refer the reader e.g. to \cite{26} for an introduction to homology and cohomology, and to \cite{16} for an introduction to persistent homology.

**Zigzag persistence algorithms.** There are currently two known approaches to compute zigzag persistent homology. The first one was introduced in \cite{7,8} and, similarly to the standard persistent homology algorithm, it maintains and updates a compatible homology basis for the following prefix of the zigzag filtration:

\[
(\emptyset = K_1) \rightarrow K_2 \rightarrow \cdots \rightarrow K_i
\]

The homology basis is defined on the complex \( K_i \), and updates are made under insertion or deletion of a simplex \( \sigma \) (depending on the orientation of the arrow \( K_i \leftrightarrow K_{i+1} \)). This approach has been reinterpreted in terms of a sequence of matrix multiplications, and its theoretical complexity has been reduced from cubic to matrix-multiplication time, although this variant is not practical \cite{24}.

Recently, the authors \cite{23} introduced a new algorithm maintaining a compatible basis for the following zigzag filtration:

\[
(\emptyset = K_1) \rightarrow K_2 \rightarrow \cdots \rightarrow K_i \rightarrow K'_{i+1} \rightarrow \cdots \rightarrow K'_{i+m-1} \rightarrow (K'_{i+m} = \emptyset)
\]

where the first \( i \) complexes form the \( i \)-th prefix of the input zigzag filtration, and the remaining part of the sequence consists of a succession of simplex removals, in an arbitrary order. Here, the homology basis is not defined at the end, but on complex \( K_i \) where the insertion or removal happens. It is maintained under the following two local transformations of the zigzag filtration (passing from the bottom to the top zigzag, the rest of the zigzag remaining unchanged):

\[
\cdots \rightarrow K \rightarrow K \cup \{\sigma\} \rightarrow K \rightarrow \cdots
\quad
\quad
\cdots \rightarrow K \rightarrow K \cup \{\sigma, \tau\} \rightarrow K \rightarrow \cdots
\]

Here, the homology basis needs to be defined, respectively, on \( K \) and \( K \cup \{\sigma, \tau\} \). In \cite{23}, the authors show that these transformations are enough to implement a zigzag persistence homology, and that the algorithm shows promising experimental performance. Note that in standard persistent homology, we do not have the freedom of considering different transformations of the filtration, and there is essentially one algorithm in that sense.

In this article, we build upon this last algorithm to construct an efficient zigzag persistent cohomology implementation.

**Back to quivers: Diamond principles.** Applying the homology functor to the above reflection and transposition diagrams \( (3) \) and \( (4) \), we get the following diagrams of vector spaces and linear maps, called \emph{diamonds}:
Applying the 3 Diamond Principles for Reversed Reflections and Transpositions

Appendix A. includes a case study of the injectivity and surjectivity of maps $a, b, c, d$ in Appendix A.

We assume these properties for the remaining of the article.

The algorithm of [23] updates the direct sum decomposition of the zigzag module, along with a compatible basis, when passing from the bottom module $V$ to the top module $W$ of one of these diamonds. The update is driven by several diamond principles:

**Theorem 2 (Reflection Diamond Principle, sketch [23]).** Let $V$ and $W$ be respectively the bottom and top zigzag modules in diagram (7), where the reflection happens at quiver index $i$.

If $f$ is injective of corank 1, then $W \cong V \oplus \mathbb{I}[i;i]$. If $f$ is surjective of nullity 1, then there is a decomposition of $V \cong X \oplus \mathbb{I}[b;d] \oplus \mathbb{I}[b',d'] \oplus U$ s.t. $W \cong X \oplus \mathbb{I}[b, i - 1] \oplus \mathbb{I}[i + 1, d'] \oplus U'$ where:

1. $\mathbb{I}[b, i - 1]$ and $\mathbb{I}[i + 1, d']$ are a “cut-out” version of intervals $\mathbb{I}[b;d]$ and $\mathbb{I}[b';d']$ (potentially the same interval of the decomposition of $V$),
2. if $U$ admits $p$ intervals in its decomposition, with birth indices $\{b_1, \ldots, b_p\}$ and death indices $\{d_1, \ldots,d_p\}$, then $U'$ admits $p + 1$ intervals in its decomposition, with birth indices $\{b', b_1, \ldots, b_p\}$ and death indices $\{d, d_1, \ldots,d_p\}$ paired according to the so-called greedy rule.

We give a full version of the theorem, including a description of the greedy rule (Algorithm [3]), in Appendix A.

In the same spirit, we can define a diamond principle for transpositions [6]. This principle includes a case study of the injectivity and surjectivity of maps $a, b, c, d$ and is described in Appendix A.

### 3 Diamond Principles for Reversed Reflections and Transpositions

Applying the cohomology functor [26] to diagrams (3) and (4) leads to diagrams of vector spaces (here cohomology groups) where all arrows are reversed:

\[
\begin{align*}
\mathbb{W} := & \quad V \xrightarrow{f} W \xrightarrow{g} V \xrightarrow{\cdots} \\
\mathbb{V} := & \quad V \xrightarrow{1} V \xrightarrow{1} \cdots 
\end{align*}
\]

Diagram (8) is the mirror image of diagram (6) and the same principle for transposition diamonds applies. Differently, we need to introduce a new diamond principle for the reversed reflection diamond (7).

**Theorem 3 (Reversed Reflection Diamond Principle, full statement).** 1. If $g$ is surjective of nullity 1 in (7), then we have

\[\mathbb{W} \cong V \oplus \mathbb{I}[i;i].\]

2. If $g$ is injective of corank 1, then let $\{v_1, \ldots,v_d\}$ be a basis of $V$ that is compatible with the decomposition of $V$, let $\langle \cdot, \cdot \rangle$ be the associated scalar product and denote by $b_j$ and $d_j$ the birth
and death of the interval summand attached to $v_j$. Let $(\text{im } g) \perp$ be generated by $\xi \neq 0$. Up to a reordering of the indices, write
\[ \xi = a_1 v_1 + \cdots + a_p v_p, \quad (\text{im } g) \perp = \langle \xi \rangle \]
with $a_j \neq 0$ for $1 \leq j \leq p$ and $d_1 \geq d \cdots \geq d_p$. Let $b_{ij} = \min_{b_j \in \{b_j\}_{j=1, \ldots, p}}$ and $d_p = \min_{d_j \in \{d_j\}_{j=1, \ldots, p}}$. Then we have
\[ V \cong X \oplus \bigoplus_{1 \leq j \leq p} \llbracket b_j; d_j \rrbracket \quad \text{and} \quad \mathcal{W} \cong X \oplus \llbracket b_{ij}; i-1 \rrbracket \oplus \llbracket i+1; d_p \rrbracket \oplus \bigoplus_{j=1}^{b-1} \llbracket b_j; d_j \rrbracket \]
where the pairing $(b_{ij}, d_j)_{1 \leq j \leq p-1}$ is computed according to the following greedy rule (assuming $b_{ij}$ and $d_p$ are considered as already “paired”):

**Algorithm 1: Pairing for Reversed Reflection Diamond**

1. for $j$ from 1 to $p-1$ do
2. \hspace{1em} if $b_{ij}$ not yet paired then $b_{ij} \leftarrow b_{ij}$; pair $b_{ij}$ with $d_j$ else $b_{ij} \leftarrow \min_{k=1, \ldots, p} \{b_k : b_k$ not yet paired$\}$; pair $b_{ij}$ with $d_j$
3. end

**Proof.** 1. By surjectivity of $g$ and injectivity of $\llbracket V \rrbracket$, the diamond on the right is exact (defined in Appendix A). The result follows then from the exact diamond principle and the hypothesis on the interval decomposition made at the beginning of the section.

2. We dualise diagram (7), which reverses arrows and dualises vector spaces, while maintaining the same interval decomposition (in the quiver with reversed arrows):

\[
\mathbb{W}^* := V_1^* \leftarrow \cdots \leftarrow V_i^* \leftarrow V^* \leftarrow \cdots \leftarrow V_n^* \\
\mathbb{V}^* := \mathbb{W}^* \quad \text{with} \quad f : V^* \rightarrow W^* \text{ is the transpose of } g : W \rightarrow V, \text{ and the interval decomposition of the primal zigzag module is the same as the one of the dual. In particular, } \ker f = (\xi^*), \text{ where } \xi^* = \alpha_1 v_1^* + \cdots + \alpha_p v_p^*. \text{ The result follows then by applying the reflection diamond principle (Appendix A) to this dual diagram. Note that orders } \leq_h \text{ and } \leq_d \text{ are reversed by taking the dual, because arrows in the corresponding quiver are reversed.} \]

\section{Zigzag Persistent Cohomology Algorithm}

Given an input zigzag filtration: $\emptyset = K_1 \leftarrow K_2 \leftarrow \cdots \leftarrow K_{n-1} \leftarrow K_n$ presented to us through an oracle providing the sequence of simplex insertions and deletions. We compute its persistence. At step $i$ of the algorithm, we maintain a compatible cohomology basis for the persistence module of a zigzag filtration:

\[
(\emptyset = ) K_1 \leftarrow \cdots \leftarrow K_i \leftarrow K_{i+1} \leftarrow K_{i+2} \leftarrow \cdots \leftarrow K_{i+m} \leftarrow (\emptyset) \quad (10) \]

where the $i$th prefix of the filtrations (10) is identical to the one of the input filtration, and the suffix from indices $i+1$ to $i+m$ in the filtration (10) consists the removal of all the simplices of $K_i$ one by one, in an arbitrary order; here, the complex $K_i$ contains exactly $m$ simplices.

At iteration $i$, the (compatible) cohomology basis is defined on the complex $K_i$. We represent the basis by an $m \times m$ matrix $M$, having one column per simplex of $K_i$, and whose rows form a basis for the cochain groups of all dimensions of $K_i$. Additionally, we maintain a partition $F \sqcup G \sqcup H$ of the indices $\{1, \ldots, m\}$ and a pairing $G \leftrightarrow H$ satisfying the following conditions:
• the restriction of the cochains $\alpha_\ell$, $\ell \in \{1, \ldots, m\}$, to the simplices of a subcomplex $K_{i+j}$ of $K_i$ is a basis of $C^*(K'_{i+j})$,
• $\delta\alpha_f = \delta\alpha_h = 0$ for any $f \in F$ and $h \in H$,
• $\delta\alpha_g = \alpha_h$ for any two indices $g \in G$ and $h \in H$ that are paired together.

Note that the $\alpha_f$, $f \in F$, are the representatives of a cohomology basis, and the $\alpha_h$, $h \in H$, form a coboundary basis. This partition and associated pairing are already a feature of the cohomology algorithm for standard persistence [13], except that the standard persistence implementation can be simplified by maintaining only cochains with an index in $F$. This is not possible in zigzag persistence so far. In the following, we describe the update of the cohomology basis at the level of cochains. Cochain operations like addition translate directly into row operations on the matrix $M$.

In [23], the authors describe how to compute the zigzag persistence of a filtration by applying reflections (3) and transpositions (4). In order to compute the zigzag persistent cohomology, it is then sufficient to design an algorithm that updates a cohomology basis, which is compatible with the zigzag module, under reflections and transpositions.

**Implementation of the zigzag cohomology algorithm.** Consider the following operation of the filtration, where the reflection happens at index $i$:

$$
\begin{array}{cccccc}
K_1 & \cdots & K_i & \overset{\sigma}{\leftarrow} & K_i \cup \{\sigma\} & \overset{\sigma}{\rightarrow} & K_{i+1} \\
1 & & 1 & \tau_1 & & \tau_2 & \cdots & 0
\end{array}
$$

(11) in a zigzag filtration where two copies of $K_i$ have been inserted at index $i$, which does not change the interval decomposition of the corresponding zigzag module, up to a translation of indices. It induces a reversed reflection diamond at the cohomology level:

$$
\begin{array}{cccccc}
H^*(K_1) & \cdots & H^*(K_i) & \overset{\sigma^*}{\leftarrow} & H^*(K_i \cup \{\sigma\}) & \overset{\sigma^*}{\rightarrow} & H^*(K_{i+1}) \\
1 & & 1 & \tau_1^* & & \tau_2^* & \cdots & 0
\end{array}
$$

(12)

Here, $\sigma^*$ refers to both to the application induced at the cohomology level by the insertion of $\sigma$, and to the cocycle of the cochain group $C^*(K_{i+1})$ that satisfies $\sigma^*(\sigma) = 1$ and $\sigma^*(\tau) = 0$ otherwise. We are given a cohomology basis $\{[\alpha_1], \ldots, [\alpha_d]\}$ of $H^*(K_i)$ that is compatible with the decomposition of the bottom zigzag module in [12]. Define, for any index $\ell \in \{1, \ldots, n\}$, the quantity $c_\ell = \delta\alpha_\ell(\sigma)$.

(i) If $\sigma^*$ is surjective, then we update the basis to $\{[\alpha_1], \ldots, [\alpha_d], [\sigma^*]\}$ by extending naturally each $\alpha_j$ such that $\alpha_j(\sigma) = 0$.

(ii) If $\sigma^*$ is injective, then we translate the reverse reflection diamond principle in terms of basis update. Let $b_j$ and $d_j$ be the birth and death of the interval summand attached to $[\alpha_j]$. Suppose, up to a reordering of the indices, that $c_1, \ldots, c_p \neq 0$ and $c_j = 0$ for every $j > p$, and $d_1 \geq d_2 \cdots \geq d_p$. Let $b_{p_r} = \min_{b_{j}} \{b_j\}_{j=1,\ldots,p}$ and $d_{p} = \min_{d_{j}} \{d_j\}_{j=1,\ldots,p}$. We compute the cocycles $\{\alpha'_1, \ldots, \alpha'_{p-1}, \alpha_{\text{left}}, \alpha_{\text{right}}\}$ defined on $K_i \cup \{\sigma\}$ satisfying:

• $\alpha'_j$ is attached to the interval summand $I[b_{p_r}; d_j]$ of the top module in [12].
• $\alpha_{\text{left}}$ and $\alpha_{\text{right}}$ are respectively attached to the interval summands $I[b_{p_r}; i-1]$ and $I[i+1; d_p]$.

We compute the new basis following the algorithm of the reversed reflection diamond principle (Theorem 3): first, we set $\alpha_{\text{right}} = \alpha_p$ and $\alpha_{\text{left}} = \alpha_{\ell_r}$. Second, we apply the procedure:
Algorithm 2: Pairing for Reversed Reflection Diamond

1. for $j$ from 1 to $p-1$ do
   1.1. if $b_j$ not yet paired then set $\alpha'_j := \alpha_j - \frac{c_j}{c_i} \alpha_{i_0}$, such that $b_{i_0} \leq b_j$ and $d_{i_0} \leq d_j$ else
   1.2. $b_j \leftarrow \min_{k=1, \ldots, p} \{b_k : b_k$ not yet paired$\}$; $\alpha'_j := \alpha_j - \frac{c_j}{c_i} \alpha_j$
2. end

Transposition diamonds. The basis update for the transposition diamond is simpler, and is explicitly described in the statement of the Transposition Diamond Principle in Appendix A. The basis updates follows directly the update of vectors $u, v$ and $v + \gamma \cdot u$ in the case study of the theorem. This is merely a dualized version of the basis update for transposition diamonds introduced in [23].

Correction of the algorithm. Note that the update described in the case $\sigma^*$ surjective directly leads to a cohomology basis of $H^*(K \cup \{\sigma\})$ that is compatible with the interval decomposition of the top zigzag module in (12). This comes straight from the fact that, by surjectivity of $\sigma^*$, the only representative sequence for $[\sigma^*]$ (up to multiplication by a scalar) is $(0, \ldots, 0, [\sigma^*], 0, \ldots, 0)$, and it spans a summand isomorphic to $[\cdot; i]$. By virtue of Theorem 3, this fulfills the decomposition of the top module of diagram (12).

The case $\sigma^*$ injective requires more work. We start by introducing basic properties of the cohomology basis of a complex under an elementary inclusion.

Lemma 1. Let $K \xrightarrow{\sigma} K \cup \{\sigma\}$ be an elementary inclusion and let $g : H^*(K \cup \{\sigma\}) \to H^*(K)$ be the morphism induced at the cohomology level by this elementary inclusion. Let $\{[\alpha_i]\}_{i \in I}$ be any basis for $H^*(K)$ and $\langle \cdot, \cdot \rangle$ be the associated scalar product. Define, for every index $i$, $c_i = \delta \alpha_i(\sigma) = \alpha_i(\partial \sigma)$.

(i) if all $c_i = 0$, then $g$ is surjective of nullity 1, otherwise $g$ is injective of corank 1,
(ii) if there is a $c_{i_0} \neq 0$, then any cohomology class $[\alpha_j - \frac{c_j}{c_{i_0}} \alpha_{i_0}]$ belongs to $\text{im} \ g$, for $j \neq i_0$,
(iii) if $g$ is injective, then $(\text{im} \ g)^\perp$ is generated by the cohomology class $[\sum_{j \in I} \alpha_j - \frac{c_j}{c_{i_0}} \alpha_{i_0}]$.

In light of this lemma, we see that Algorithm 2 reduces the cohomology basis $\{[\alpha_f]\}_{f \in F}$ so that it can be partitioned into a basis of $\text{im} \ g$ and a basis of $(\text{im} \ g)^\perp$; the order in which the reduction is computed coincides with the new decomposition of the top zigzag module dictated by the Reversed Reflection Diamond Principle. This is detailed at the end of the section.

Note that Lemma 1(i) gives a computable criterion to check whether a map $\sigma^*$ is injective or surjective. Note also that items (i) and (ii) are already used, with a specific cohomology basis, in the cohomology algorithm for standard persistence [19].

Proof (Lemma 1). (i) The proof of [13], relying on a specific cohomology basis, adapts directly to our lemma.

For the remainder of the proof, we define for every cocycle $\alpha_i$, $i \in I$, of $C^*(K)$ the cochain $\alpha_i \in C^*(K \cup \{\sigma\})$, extended to the simplices of $K \cup \{\sigma\}$ by setting $\alpha_i(\sigma) = 0$. We use the same notation $\alpha_i$. This is not a cocycle in general because $\delta \alpha_i(\sigma) \neq 0$ may not be 0. Note that, for an application $g$ induced at the cohomology level by an elementary inclusion, $g([\alpha'])$ is equal to $[\alpha] \in H^*(K)$, where $\alpha'$ is a cocycle of $C^*(K \cup \{\sigma\})$ and $\alpha$ is the cocycle of $C^*(K)$ equal to the restriction of $\alpha'$ to the simplices of $K$—see [20].

(ii) If $c_{i_0} \neq 0$, then every $\alpha_j - \frac{c_j}{c_{i_0}} \alpha_{i_0}$, for $j \in I \setminus \{i_0\}$, is a cocycle of $C^*(K \cup \{\sigma\})$. Hence, every $[\alpha_j - \frac{c_j}{c_{i_0}} \alpha_{i_0}]$ is a cohomology class of $H^*(K)$ belonging to $\text{im} \ g$.

(iii) The family $\{[\alpha_i - \frac{c_i}{c_{i_0}} \alpha_{i_0}]\}_{i \in I \setminus \{i_0\}}$ is a basis of $\text{im} \ g$, because the classes $\{[\alpha_i]\}_{i \in I}$ are linearly independent and $\dim(\text{im} \ g) = |I| - 1$. The cohomology class $[\sum_{i \in I} c_i \alpha_i]$ is non zero and orthogonal to $\text{im} \ g$, as for any $j \in I \setminus \{i_0\}$, $([\sum_{i \in I} c_i \alpha_i], [\alpha_i - \frac{c_i}{c_{i_0}} \alpha_{i_0}]) = 0$. \qed
Now, we prove that Algorithm 2 is correct and terminates, with the following lemma regarding the pairing of birth and death indices in the algorithm:

**Lemma 2.** At the $j$th iteration of the algorithm, the following is true:

(i) if “$b_j$ not yet paired”, then there exists an index $j_0$ satisfying $b_{j_0} \leq b_j$ and $d_{j_0} \leq d_j$,

(ii) if “$b_j$ already paired”, then $b_j \geq b_j$.

**Proof.** (i) Note first that $\ell_p \neq j$ because $b_j$ is not yet paired at iteration $j$, and $b_{\ell_p}$ is marked as “paired” before executing Algorithm 1. We study the different cases.

If $p = \ell_p$, then index $j_0 = p = \ell_p$ has the desired properties because $b_{\ell_p}$ and $d_p$ are minimal in their respective orders. Suppose then $p \neq \ell_p$.

If $\ell_p < j$, then $d_{\ell_p} \leq d_p$ because death indices are sorted, and so $j_0 = \ell_p$ has the desired properties.

If $\ell_p > j$, then $d_{\ell_p} \leq d_p$ because death indices are sorted, and so $j_0 = \ell_p$ has the desired properties.

Lemma 2(i) ensures that there is always an index $j_0$ to pick when executing line 2 of Algorithm 2. As mentioned earlier, Algorithm 2 reduces the cohomology basis so that it aligns with the direct sum decomposition $H^*(K) = \text{im } g \oplus (\text{im } g)^\perp$. We finally get a basis of $H^*(K, \sigma)$ by discarding the cohomology class of the reduced basis generating $(\text{im } g)^\perp$, and by extending all obtained cocycles $\alpha$ with $\alpha(\sigma) = 0$.

Finally, we conclude:

**Lemma 3.** The basis of $H^*(K, \sigma)$ obtained with Algorithm 2 is compatible with the top zigzag module in $[13]$.

**Proof.** Given two vectors $v$ and $w$ in $V_i$, and two representative sequences $(x_1, \ldots, v, \ldots, x_{i+m})$ and $(y_1, \ldots, w, \ldots, y_{i+m})$, we can extend additions and scalar multiplications in $V_i$ to the representative sequences:

\[ v + c \cdot w \text{ is represented by } (x_1 + c \cdot y_1, \ldots, v + c \cdot w, \ldots, x_{i+m} + c \cdot y_{i+m}) \]

By the definition of orders $\leq_b$ and $\leq_d$, if the representatives sequences span submodules isomorphic respectively to $[b, d]$ and $[b'; d']$, their sum, provided $c \neq 0$, spans a submodule isomorphic to $[\max \{b, b'\}; \max \{d; d'\}]$. Using Lemma 2(ii) and the fact that all arrows from indices $i + 1$ to $i + m$ are backward, we conclude that at iteration $j$ of Algorithm 2, the element $\alpha'_j$ produced represents a cohomology class attached to the interval summand $[b_j; d_j]$. Note that, since we are in cohomology, orders $\leq_b$ and $\leq_d$ are reversed when dualizing. We conclude using Theorem 3.

**Remark:** For the sake of simplicity, we have not provided the update procedure for cochain $\alpha_g$, $g \in G$ or $\alpha_h$, $h \in H$, in the main description of the implementation. To maintain the pairing $g \leftrightarrow h$, standing for $\delta \alpha_g = \alpha_h$, under the insertion of $\sigma$, we set $\alpha_h(\sigma) = \alpha_g(\partial \sigma)$.

Note that this is not necessary in the cohomology algorithm for standard persistence [13], as only the set of cocycles $\{\alpha_f\}_{f \in F}$ is maintained. In all known algorithms for zigzag persistence, the sets of cochains $\{\alpha_g\}_{g \in G}$ and $\{\alpha_h\}_{h \in H}$ need to be maintained to process backward arrows.
5 Experiments

In this section we report on the performance of the zigzag persistent cohomology algorithm presented above. The objective of the experiments is twofold. First, we aim at positioning zigzag persistence in the scope of computational methods in topological data analysis. To do so, we chose to compare the performance of zigzag persistence with state of the art methods in the field; specifically, optimised algorithm for standard persistence and persistence of sparse filtration. We find that zigzag persistence capable of extracting more topological information from point clouds, where the other two methods fail. Second, we aim at comparing the time and memory performance of the zigzag persistent cohomology algorithm introduced in this article and zigzag persistent homology. We find that the zigzag persistent cohomology algorithm scales significantly better to more challenging examples.

We run experiments on a 3.40GHz computer with 16GiB RAM, running Linux. All codes are compiled with gcc 5.4.0. Timings are measured by the clock() function and memory consumption is measured by the getrusage() function in C. We use a collection of datasets, both generated and from real life measurements. The generated datasets are Cli, containing points from the Clifford dataset, described in [28], which samples different manifolds at different scales, and S3_r, which contains points sampled uniform randomly on the unit 3-sphere embedded in \( \mathbb{R}^4 \). The “real life” datasets are NatI, coming from high-contrast patches extracted from natural images [6], and GePh, coming from the Gesture Phase Segmentation [20,21]. Figures 2 give details about the size \( #P \) and embedding dimension \( d \) of the point sets. They also provide the maximal size of a complex stored “\( #K_{\text{max}} \)” and the total number of arrows “\( #\text{arrows} \)” encountered (in zigzag persistence) during computation.

All filtered complexes in our experiments are Rips filtrations [16] for standard persistence, Simplicial batch collapse filtrations [15] for sparse persistence, and oscillating Rips zigzag filtrations [28] for zigzag persistence. These construction are known, both theoretically and practically, to furnish correct persistence diagrams.

**Zigzag persistence and standard persistence.** In this section, we compare the performance of zigzag persistence with existing state of the art methods in topological data analysis. We compare our implementation with the standard persistence algorithm of the library Gudhi [22], which is reported as one of the state of the art persistence algorithms in the field\(^3\). We also...
Fig. 2. Time and memory performance of the zigzag persistent cohomology algorithm introduced in this article and the zigzag persistent homology algorithm of Dionysus.

We use the dataset Cli with Rips threshold $\rho = 0.8$ for standard persistence, approximation ratio $c = 1.001$ for sparse persistence and multipliers $\eta = 2.7$ and $\rho = 2.75$ for the oscillating Rips zigzag persistence. This input is of interest as the points sample a torus, embedded in a 3-sphere. Hence, at small scales the data represent a torus, and a (sparsely) sampled 3-sphere at larger scales. Both standard and sparse persistence capture the torus well, but, when standard persistence with Gudhi requires a complex of hundred of million simplices for the computation, the sparse persistence of SimBa shows much better performance in both time and space, at a cost of a slightly noisier diagram. Only zigzag persistence captures the 3-dimensional feature that, despite being close to the diagonal compared to the toric features, is the only point in dimension 3 (no topological noise) and hence can be read as an existing topological feature. Additionally, the zigzag diagram is globally less noisy. During the experiments, the standard persistence was rapidly limited by memory when attempting to extract a 3-dimensional feature, and the sparse persistence could not find one, even for smaller approximation ratios $c$.

The ability of zigzag persistence to extract topological features of sparsely sampled spaces is remarkable, as it is a common situation in topological data analysis. Note that for our implementation of zigzag persistence, the number of updates, the maximal size of a complex stored and the overall timing remain small.

### Performance of zigzag persistence algorithms.

In the section, we compare the time and memory performance of our zigzag persistent cohomology algorithm with the zigzag persistent homology algorithm of the software Dionysus [25], based on the theoretical work [7,8]. We use generated datasets, with known ground truth topology, and datasets from real life measurements.

Figure 2 shows the time ($T$) and memory ($M$) performance of the software Dionysus (Dio) and our zigzag persistent cohomology algorithm (zz-coH) on large instances. Our implementation outperforms significantly Dionysus on both time and memory, with running time up to 25 times faster and memory consumption up to 4.3 times smaller.

### Conclusion.

In light of this study, zigzag persistence completes the toolbox of computational methods in topological data analysis, and is particularly useful for sparsely sampled spaces. In a nutshell, standard persistence is the method of choice for well-sampled spaces and sparse persistence allows the computation to scale up to much larger datasets. Zigzag persistence allows to extract topological features from data of worse quality, while keeping the size of complexes small, but running slower, in general, than sparse persistence. Finally, the zigzag cohomology algorithm introduced in this article scales significantly better than the existing zigzag algorithm to larger and more complex inputs. This is an encouraging step towards optimising zigzag persistence for practical purpose, in the same spirit as the prolific and successful research for the optimisation of standard persistence.

The implementation of the zigzag persistent cohomology will be available as part of the software library Gudhi at next release.
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A Diamond Principles

Exact diamonds. Consider the diagram:

\[
\begin{array}{c}
V_1 \rightarrow \cdots \rightarrow V_{i-1} \\
\downarrow^{b} \quad \searrow^{d} \\
V_i \quad \downarrow c
\end{array} \quad \begin{array}{c}
V_{i+1} \rightarrow \cdots \rightarrow V_n \\
\downarrow^{a} \quad \nearrow^{c}
\end{array} \quad (13)
\]

We say that the following diagram:

\[
\begin{array}{c}
V_{i+1} \rightarrow \cdots \rightarrow V_i \\
\downarrow^{c} \quad \nearrow^{b}
\end{array} \quad \begin{array}{c}
V_i \\
\downarrow a
\end{array} 
\]

is exact if im \( D_1 = \ker D_2 \) in the sequence \( V_i \rightarrow V_{i-1} \oplus V_{i+1} \rightarrow W_i \), where \( D_1(v) = (a(v), c(v)) \) and \( D_2(x, y) = b(x) - d(y) \). Note in particular that an exact diamond commutes, i.e. \( b \circ a = d \circ c \).

If diagram (14) is exact we say that the representations \( V \) and \( W \) are related by an exact diamond at index \( i \). We recall the Exact Diamond Principle:

**Theorem 4 (Exact Diamond Principle [7]).** Given \( V \) and \( W \) related by an exact diamond at index \( i \), there is a partial bijection between the intervals of the decompositions of \( V \) and \( W \):

- intervals \( \mathbb{I}[i; i] \) are unmatched,
- for \( b < i \), intervals \( \mathbb{I}[b; i] \) are matched with intervals \( \mathbb{I}[b; i-1] \) and vice versa,
- for \( d > i \), intervals \( \mathbb{I}[i; d] \) are matched with intervals \( \mathbb{I}[i+1; d] \) and vice versa,
- intervals \( \mathbb{I}[b; d] \) are matched with intervals \( \mathbb{I}[b; d] \) in all other cases.

Reflection diamond principle. The reflection diamond principle relates the interval decomposition of the bottom and top zigzag modules of:

\[
\begin{array}{c}
W := \begin{array}{c}
V_1 \rightarrow \cdots \rightarrow V_i \\
\downarrow^{f} \quad \nearrow^{f}
\end{array} \quad \begin{array}{c}
V \rightarrow \cdots \rightarrow V_n \\
\downarrow^{1} \quad \nearrow^{1}
\end{array}
\end{array} \quad (15)
\]

**Theorem 5 (Reflection Diamond Principle, full statement [23]).** 1. if \( f \) is injective of corank 1, we have

\[ W \cong V \oplus \mathbb{I}[i; i] \]

2. if \( f \) is surjective of nullity 1. Let \( \{v_1, \ldots, v_d\} \) be a basis of \( V \) that is compatible with the decomposition of \( V \) and denote by \( b_j \) and \( d_j \) the birth and death of the interval summand attached to \( v_j \). Let \( \ker g \) be generated by \( \xi \neq 0 \). Up to a reordering of the indices, write

\[ \xi = a_1 v_1 + \cdots + a_p v_p \]

with \( a_j \neq 0 \) for \( 1 \leq j \leq p \) and \( d_1 \leq d \cdots \leq d_p \). Let \( b_{\ell_p} = \max_{b} (b_j)_{j=1,\ldots,p} \) and \( d_p = \max_{d} (d_j)_{j=1,\ldots,p} \), we have

\[ V \cong \cup \oplus_{1 \leq j \leq p} \mathbb{I}[b_j; d_j] \quad \text{and} \]

\[ W \cong \cup \oplus \mathbb{I}(b_{\ell_p}; i-1) \oplus \mathbb{I}[i+1; d_p] \oplus \bigoplus_{j=1}^{p-1} \mathbb{I}(b_j; d_j) \]

where the pairing \((b_{\ell_j}, d_j)_{1 \leq j \leq p-1}\) is computed as follows (assuming \( b_{\ell_p} \) and \( d_p \) are considered as already “paired”):

\[ 12 \]
Algorithm 3: Pairing for Surjective Diamond

1. for $j$ from $1$ to $p - 1$ do
2.     if $b_j$ not yet paired then $b_{t_j} \leftarrow b_j$; pair $b_{t_j}$ with $d_j$ else $b_{t_j} \leftarrow \max_{k=1}^{p} \{ b_k : b_k$ not yet paired $\}$; pair $b_{t_j}$ with $d_j$
3. end

Transposition diamond principle. Consider the diagram:

$$
\begin{align*}
\mathcal{V} & := V_1 \hookrightarrow \cdots \hookrightarrow V_{i-1} \twoheadrightarrow V_i \hookrightarrow \cdots \hookrightarrow V_n \\
\mathcal{W} & := W_1 \overset{d}{\twoheadrightarrow} W_{i+1} \overset{b}{\hookrightarrow} V_i \overset{c}{\hookrightarrow} V_{i-1}
\end{align*}
$$

Then we say that the representations $\mathcal{V}$ and $\mathcal{W}$ are related by a transposition diamond if the following diagram is exact:

$$
\begin{array}{c}
W_i \overset{d}{\twoheadrightarrow} V_{i+1} \\
\downarrow b & \downarrow c \\
V_{i-1} \overset{a}{\hookrightarrow} V_i
\end{array}
\quad V_{i-1} \overset{d_1}{\twoheadrightarrow} V_i \oplus W_i \overset{d_2}{\twoheadrightarrow} V_{i+1} \quad \text{with} \quad D_1(v) = (a(v), b(v)) \quad \text{and} \quad D_2(x, y) = c(x) - d(y) \quad \text{such that} \quad \im D_1 = \ker D_2
$$

Note that the transposition diamond diagram (16) is similar to the exact diagram (13) except that the diamond is “rotated by $90^\circ$”.

Theorem 6 (Transposition Diamond Principle [23]). Given $\mathcal{V}$ and $\mathcal{W}$ related by a transposition diamond as above, we assume that the maps $a, b, c, d$ are of two different types: injective of corank 1 and surjective of nullity 1. We have:

1. if $a$ and $c$ surjective of nullity 1 then $\mathcal{V} \cong U \oplus [b; i-1] \oplus [b'; i]$ for some indices $b, b' \leq i - 1$. Let $(\ldots, u, 0, 0 \ldots)$ and $(\ldots, v, a(v), 0 \ldots)$, $u, v \in V_{i-1}$, be representative sequences for the interval summands $[b; i-1]$ and $[b'; i]$ respectively. There exists $\gamma \in F$ such that $v + \gamma u \in \ker b$ and:
   (i) if $\gamma = 0$ then $\mathcal{W} \cong U \oplus [b; i] \oplus [b'; i-1]$,
   (ii) if $\gamma \neq 0$ then $\mathcal{W} \cong U \oplus [\max_{b} \{ b, b' \}; i-1] \oplus [\min_{b} \{ b, b' \}; i]$

2. if $a$ and $c$ injective of corank 1 then $\mathcal{V} \cong U \oplus [i; d] \oplus [i+1; d']$ for some indices $d, d' \geq i + 1$. Let $(0 \ldots , 0, v, c(v), \ldots)$ and $(0 \ldots 0, u, \ldots)$, $v \in V_i$ and $u \in V_{i+1}$ be representative sequences for the interval summands $[i; d]$ and $[i+1; d']$ respectively. There exists $\gamma \in F$ such that $u + \gamma c(v) \in \im d$ and:
   (i) if $\gamma = 0$ then $\mathcal{W} \cong U \oplus [i+1; d] \oplus [i; d']$,
   (ii) if $\gamma \neq 0$ then $\mathcal{W} \cong U \oplus [i; \max_{d} \{ d, d' \}] \oplus [i+1; \min_{d} \{ d, d' \}]$.

3. if $a$ injective of corank 1 and $c$ surjective of nullity 1 then:
   $$\mathcal{V} \cong U \oplus [i; d] \oplus [b; i] \quad \text{and} \quad \mathcal{W} \cong U \oplus [i+1; d] \oplus [b; i-1]$$

4. if $a$ surjective of nullity 1 and $c$ injective of corank 1 then:
   $$\mathcal{V} \cong U \oplus [i+1; d] \oplus [b; i-1] \quad \text{and} \quad \mathcal{W} \cong U \oplus [i; d] \oplus [b; i]$$