Evaluation of Optimization-Based EV Charging Scheduling with Load Limit in a Realistic Scenario
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Abstract: In the literature, optimization-based approaches are frequently proposed for the control of electric vehicle charging. However, they are usually evaluated under simplifying assumptions and are not compared to more simple approaches. The present work compares optimization-based approaches with rule-based ones in a simple but realistic scenario, in which a certain limit for the total load has to be satisfied. The scenario is based on the situation at an office building in Germany. In simulation experiments, different control approaches are evaluated not only in terms of pure performance but also from an economic perspective. The results indicate that, although the optimization-based approaches outperform the rule-based approaches, they are not always the right choice from an economic point of view.
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1. Introduction

Public electric vehicle (EV) charging stations can result in a high electrical load in times of high utilization. Often, a certain base load, for example, of a shopping mall, an office building, or a public building comes on top of the charging load. This imposes not only technical problems, like potential transformer overloads, but also economic problems since industrial consumers usually have to pay a fee per kW of the peak of the electrical load in a billing period—the so called peak demand charge.

There are two basic approaches to reduce the peak load resulting from EV charging. The first is to minimize the peak under the constraint that all charging requirements have to be fulfilled. This can be realized in different ways, like the use of an intelligent charging control [1,2], of stationary batteries [3,4], of vehicle-to-grid (V2G) technology [5–7], or of dynamic pricing strategies [8–10]. A drawback of such methods is that, even though the peak load is minimized, it can still be in an undesirably high range. A further drawback is that, without knowledge of future charging demands, which are usually hard to predict, the peak load reduction might fail because the load is shifted to an inappropriate point in time.

The second basic approach to peak load reduction for EV charging is the setting of a fixed limit for the total load and the downregulation of the charging power if necessary. This has the disadvantage that some of the users’ charging requirements may not be satisfied. However, it might be possible to distribute the available power in a way that the charging requirements are satisfied as much as possible. Different methods for this can be found in literature. Huang et al. [11] compare rule-based controllers, which apply different heuristics, like first come first serve or shortest charging time first, for the distribution of the available power with the objective to fulfill the charging requirements of as many EVs as possible. More precisely, based on the heuristics, it is decided which of the plugged-in EVs are allowed to start charging (with full power). In the investigations, no base load is considered. Kuran et al. [12] propose the use of an optimization-based approach and formulate the problem of distributing the available power with the objective of fulfilling the charging requirements of as many users as possible as a mixed integer linear programming (MILP) problem. The approach optimizes...
charging power profiles for the different EVs under the assumption that the power can be modulated continuously between zero and a certain maximum power. It is shown that the proposed approach outperforms first come first serve and earliest deadline first heuristics. However, the approach has the drawback that it incorporates knowledge of future charging requirements, which is hard to obtain in practice. Furthermore, again no base load is considered. Ottesen [13] proposes another optimization-based approach, which is based on mixed integer quadratic programming (MIQP) and which does not require knowledge of future charging requirements. It optimizes charging schedules with the objectives of maximizing the amount of charged energy and of distributing the energy as equally as possible to the EVs. In experiments, it is shown that the optimization-based approach outperforms a rule-based approach, which distributes in each scheduling interval the available power equally to the EVs. Again, no base load is considered.

Generally, under ideal conditions, optimization-based approaches can be expected to be able to satisfy the charging requirements better than rule-based approaches, since they are able to plan into the future. However, if a base load has to be considered, then the optimization has to rely on predictions of the base load, which can be expected to have a negative impact on the results. Furthermore, optimization-based approaches are usually more compute-intensive than rule-based approaches. This can impose a practical problem. If the charging power cannot be modulated continuously, like it is assumed in References [12,13], but only according to discrete power levels, the optimizations become even more compute-intensive. Typically, optimization-based approaches are evaluated under the simplifying assumption that EV arrivals and departures are aligned to scheduling intervals of a fixed length (e.g., 15 min). In practice, the charging control has to be able to handle arbitrary arrival and departure times.

The present work aims at evaluating optimization-based EV charging control under realistic conditions and at comparing it to a simple rule-based control. Therefore, approaches analogous to that proposed by Ottesen [13] are extended to be able to consider (forecasts of) a base load and to handle arbitrary arrival and departure times of EVs. In order to account for real-time requirements, time limits are set for the optimizations. In a realistic scenario, which assumes the real base load of an office building and charging requirements derived from real data, it is evaluated to which degree the optimization-based approach can outperform the simple rule-based approach. Furthermore, it is evaluated whether the adoption of an optimization-based approach is beneficial from an economic point of view.

The rest of the paper is organized as follows: Section 2 outlines the assumed scenario. In Section 3, the considered control approaches are described. Section 4 discusses the simulation experiments and their results, and finally, Section 5 provides a conclusion and an outlook.

2. Scenario

In simulations, we reflect a possible future scenario at an office building with about 200 employees. Currently, 10 public AC charging stations with a maximum charging power of 11.04 kW each are operated in front of the building. The company has to pay a peak demand charge of 100 euros (A euro is about 1.1 US dollar at the time of writing) per kW of the yearly peak of the 15-min average electrical load, where the 15-min averages are computed for the periods from 0:00 to 0:15, from 00:15 to 00:30, and so on. The load is the sum of the building’s base load and the load resulting from charging at the public charging stations. Thus, a high charging load at an inconvenient time can result in a notable increase of the energy bill. This becomes all the more problematic if the number of public charging stations and their utilization increase in the future. Thus, in the simulations, it is assumed that the charging is controlled in order to avoid the 15-min average load exceeding a prespecified limit $P_{lim}$. Furthermore, it is assumed that as much as possible of the energy requirements of the charging EVs should be fulfilled and that the energy should be distributed to the EVs in a fair way. In order to quantify the fairness, we assume that users have a utility function in the battery charge level at departure as illustrated in Figure 1.
The utility reflects the satisfaction of users gained from the charge level. The form of the used utility function is concave, which is a common assumption [14]. A fair distribution of the available energy should maximize the sum of the utilities of all users, which is the case if EVs with a low charge level are preferred in the distribution of the energy (due to the concave form of the utility function).

In the simulation, \( D = 31 \) days are simulated with a resolution \( \Delta t \) of 1 s. As base load, the real base load of the office building from July 2019 is assumed. July is one of the months of the year with the highest peaks in the load of the building. The load is available with a resolution of 1 min. Figure 2 shows a plot of the 1-min and 15-min average load.

The peak of the 15-min average load is 734 kW. Thus, the load limit \( P_{lim} \) is set to 735 kW in the simulations, if not otherwise stated.

It is assumed that, each simulated day \( d \), a certain number \( N^d \) of EVs arrive at the charging stations. From the literature, only little information regarding a realistic setting of the distribution of \( N^d \) can be gained. However, assuming a normal distribution appears reasonable. Thus, in the simulations, the number \( N^d \) of EVs arriving at day \( d \) is drawn from a normal distribution with a certain mean \( N_M \) and a standard deviation of 20. It is assumed that arriving EVs immediately leave if all charging stations are already occupied by other EVs. The maximum charging power \( P_{max}^{CS} \) of the charging stations is set to 11.04 kW. For each arriving EV \( n \), the maximum charging power \( P_{max}^{n} \) is chosen uniformly distributed between 3.7 kW and 11 kW. The lower and upper bounds for the charging power reflect the charging with one and three phases, respectively, with a current of 16 A. The battery capacity \( C_n \) of an EV \( n \) is uniformly sampled between 20 kWh and 50 kWh, representing a range from small to medium capacities. The initial charge level \( E_{n}^{init} \) is chosen between 0.1\( C_n \) and 0.8\( C_n \).
It is assumed that the EVs want to charge as much energy as possible. Hence, the energy requirement $E_{n}^{\text{req}}$ of an EV $n$ is set to

$$E_{n}^{\text{req}} = \min \left( \min \left( P_{n}^{\max}, P_{CS}^{\max} \right), S_{n}, C_{n} - E_{n}^{\text{init}} \right), \quad (1)$$

where $S_{n}$ is the sojourn time of EV $n$ (i.e., the time that the EV is plugged in) in hours. Table 1 summarizes the important parameters of the simulation.

| Parameter | $D$ | $\Delta t$ | $P_{\text{lim}}$ | $N^{d}$ | $P_{CS}^{\max}$ | $P_{n}^{\max}$ | $C_{n}$ | $E_{n}^{\text{init}}$ |
|-----------|-----|------------|-------------------|---------|----------------|---------------|--------|-------------------|
| Unit      | -   | s          | kW                | -       | kW            | kW            | kWh    | kWh               |
| Value     | 31  | 1          | 735               | $\mathcal{N}(N_{M},20^{2})$ | 11.04     | [3.7, 11]     | [20, 50] | [0.1, 0.8] $\cdot$ $C_{n}$ |

The arrival and sojourn times of the EVs are generated based on real data of public charging sessions in the United States (the data is Honda internal, and we cannot provide full information on it due to confidentiality). Kernel density estimations are fitted to the data in order to derive corresponding probability distributions, which are shown in Figure 3. These distributions are used to generate random arrival and sojourn times in the simulations.

![Figure 3](image)

**Figure 3.** Kernel density estimates of arrival times (a) and sojourn times (b) used as basis for generation of random arrival and sojourn times in simulation. Sojourn times are truncated left at 0.25 h and right at 8 h.

In order to evaluate controllers on forecasts of the base load, the load shown in Figure 2 is forecasted with a resolution of 5 min. Each forecast is made for 24 h ahead (i.e., 288 5-min average load values are forecasted in each forecast). Since forecasts for time steps near in the future are usually more accurate than forecasts for time steps farther in the future, the forecasts are updated every 5 min. That means, for all 5-min intervals of the considered time frame of 31 days, a new 24-h ahead forecast is created. The following 37 values are used as inputs for a forecast:

- The 30 previous 5-min average load values
- The index $i \in \{0, \ldots, 287\}$ of the first time step to predict within the corresponding day
- The index of the weekday of the first time step to predict, from 0 to 6 or 7 if the day is a national holiday
- The index of the weekday of the last time step to predict, or 7 if the day is a national holiday
- The 5 previous 5-min average wetbulb temperature values
The electrical load from January 2019 to June 2019 is used as training data for the data-driven forecast of the load. The employed machine learning model is not chosen manually, but instead, TPOT (Tree-based Pipeline Optimization Tool) \cite{15,16} is used for this task. TPOT optimizes machine learning pipelines with the help of genetic programming. It selects the steps (data preprocessing method(s) and machine learning model(s)) of the pipeline together with their hyperparameters. TPOT represents machine learning pipelines in form of trees, which makes it very flexible in the pipeline structures it can generate. For example, the results of two different data preprocessing steps could be used as input for a learner whose output could be used as input for another learner. Wang et al. \cite{17} showed that TPOT is highly competitive with manually tuned models for the application of electrical load forecasting. We ran an optimization with TPOT in order to evolve a machine learning pipeline for the described load prediction task. In the optimization, TPOT evaluates pipelines by training them on 90\% of the training data and by validating them regarding the mean absolute error on the remaining 10\%. Pipeline steps can be selected from 14 data preprocessing methods (e.g., standard scaler and principal component analysis) and from 6 multi-output learners (e.g., random forest and XGBoost). For the load forecasting, we use the pipeline resulting from the optimization with TPOT. The pipeline consists of multiple preprocessing steps and an extra-trees regressor. Figure 4 shows a plot of forecasts, which were generated without updates (meaning that only at the beginning of a new day, a new 24-h-ahead forecast is made).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.png}
\caption{Real load, forecasted load, and prediction errors: Forecasts are made 24 h ahead at the beginning of each day without updates.}
\end{figure}

The prediction errors resulting from the forecasts with updates are listed in Table 2.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
\textbf{Mean Absolute Error (kW)} & \textbf{Mean Percentage Error (%)} & \textbf{Root-Mean-Square Error (kW)} \\
\hline
36.6 & 11.8 & 50.4 \\
\hline
\end{tabular}
\caption{Prediction errors of the forecasts of the base load.}
\end{table}

The mean percentage error is around 12\%. Thus, the accuracy of the forecasts is not very high. The problem is that the irregular and steep peaks in the load cannot be predicted from the available information. Although it might be possible to achieve a slightly better accuracy with other forecasting approaches than the used one, we assume that it is not possible to generate significantly better forecasts than the ones we use in the simulation.

3. Controllers

We compare three control approaches with uncontrolled charging (UCTL), which charges plugged-in EVs until they are fully charged or until they depart: Rule-based control, control based on mixed integer linear programming, and control based on mixed integer quadratic programming.
3.1. Rule-Based Control

The rule-based controller computes every minute a new upper bound for the total charging power based on the energy consumed so far in the current 15-min interval. It assumes that the base load in the following time steps will be the same as the average base load in the last minute. The upper limit for the charging load is computed as

\[ P_{\text{lim}}^{\text{charge}} = \max(0, \frac{E_{\text{lim}}^{\text{charge}}}{T_{\text{remain}} \cdot \Delta t}), \]  

where \( \Delta t \) is the length of a time step in hours (1/3600 in our case), \( T_{\text{remain}} \) is the number of time steps remaining in the current 15-min interval, and \( E_{\text{lim}}^{\text{charge}} \) is the energy, which is expected to be consumable in the remaining time steps of the current 15-min interval and which is computed as

\[ E_{\text{lim}}^{\text{charge}} = E_{\text{lim}}^{\text{grid}} - E_{\text{grid}} - T_{\text{remain}} \cdot P_{-1}^{\text{base}} \cdot \Delta t. \]  

where \( E_{\text{lim}}^{\text{grid}} \) is the total energy, which can be consumed in 15 min (\( P_{\text{lim}}^{\text{grid}} \cdot 15/60 \)); \( E_{\text{grid}} \) is the energy, which was consumed so far in the current 15-min interval; and \( P_{-1}^{\text{base}} \) is the average base load in the previous minute.

In each time step, the allowed charging power is distributed to the plugged-in EVs. We assume two versions of the rule-based controller: The first version, \( \text{CTL1} \), distributes the power equally to the EVs. For each EV \( n \), the charging power is set to \( P_{\text{lim}}^{\text{charge}} / N \), with \( N \) being the number of currently plugged in EVs. The second version, \( \text{CTL2} \), considers the maximum possible charging power of the EVs in the distribution of the charging power, as outlined in Algorithm 1.

**Algorithm 1:** Distribution of allowed charging power \( P_{\text{lim}}^{\text{charge}} \) to \( N \) plugged-in EVs according to \( \text{CTL2} \)

**Data:** Charging power limit \( P_{\text{lim}}^{\text{charge}} \)
Number \( N \) of plugged in EVs,
maximum charging power \( P_{-1}^{\text{max}} \), battery capacity \( C_n \) and charge level \( E_n \) of all plugged in EVs

**Result:** Charging powers \( P_n \) for all plugged in EVs \( n \)

1. \( p_{\text{lim}}^{\text{EV}} = P_{\text{lim}}^{\text{charge}} / N; \)
2. while there is an EV \( n \) with \( \min((C_n - E_n) / \Delta t, P_{-1}^{\text{max}}) < p_{\text{lim}}^{\text{EV}} \) do
3. \[ P_n = \min((C_n - E_n) / \Delta t, P_{-1}^{\text{max}}); \]
4. \( N = N - 1; \)
5. \( p_{\text{lim}}^{\text{charge}} = P_{\text{lim}}^{\text{charge}} - P_n; \)
6. \( p_{\text{lim}}^{\text{EV}} = p_{\text{lim}}^{\text{charge}} / N; \)
7. end
8. Set \( P_n = p_{\text{lim}}^{\text{EV}} \) for all EVs \( n \) without allocated charging power;

First, a charging power \( p_{\text{lim}}^{\text{EV}} \) for each EV is computed analogous to \( \text{CTL1} \), then charging powers are allocated to EVs, which are not able to charge with \( p_{\text{lim}}^{\text{EV}} \) because they are (nearly) fully charged or their maximum charging power is too low, and then \( p_{\text{lim}}^{\text{EV}} \) is updated. At the end, the charging powers of remaining EVs are set to \( p_{\text{lim}}^{\text{EV}} \). Note that, in contrast to \( \text{CTL1} \), \( \text{CTL2} \) has to know the maximum charging powers, battery capacities, and battery levels of all plugged-in EVs.

3.2. MILP-Based Control

The MILP-based controller computes charging profiles via MILP. We consider two versions of MILP-based control: An ideal controller \( \text{MILP}^{\text{true}} \), which works on the true base load values, and a
realistic controller $\text{MILP}^{\text{pred}}$, which works on predictions of the base load. The workflow of the MILP-based control is outlined in Figure 5.

![Control flow with mixed integer linear programming (MILP)-based controller.](image)

Every minute and in each time step with a new plugged in EV, it is tested whether a violation of the load limit is possible. More precisely, a charging load profile is computed assuming that all currently plugged-in EVs charge with their respective maximum charging power until they depart. Then, it is checked whether the sum of this charging load profile and the (possibly predicted) base load results in a violation of the load limit. If no violation of the load limit is possible, $\text{MILP}^{\text{true}}$ switches the control strategy in the next time steps to uncontrolled charging. $\text{MILP}^{\text{pred}}$ switches to the rule-based strategy CTL2 because it cannot fully rely on the predictions of the base load. In the case that a load limit violation is possible, a new charging schedule is computed and is implemented in the next time steps. However, $\text{MILP}^{\text{pred}}$ requires a fallback solution to deal with prediction errors. Thus, it sets the charging power of all EVs to zero in time steps for which the rule-based approach sets an upper limit $P_{\text{lim}}^{\text{charge}}$ of zero for the charging power.

The computation of the charging plan is done with a scheduling interval length of up to 15 min. It requires the knowledge of the departure times and energy requirements of the plugged-in EVs. The plan is computed for all intervals from the current point in time up to the interval in which the last of the currently plugged in EVs departs. In order to be able to keep the 15-min average peak under a certain limit, the scheduling intervals have to be aligned to the 15-min intervals of the day. That is why the length $\Delta s_1$ of the first scheduling interval is set to the time remaining in the current 15-min interval, while the length $\Delta s$ of the following intervals is set to 15 min. With exception of the first scheduling interval, the real or predicted base load is considered as the base load in the computation of the charging plan. For the first scheduling interval, a limit $P_{\text{lim}}^{\text{charge}}$ for the charging power is computed analogous to CTL2 (Equations (2) and (3)) based on the energy, which was already consumed in the current 15-min interval. However, the version $\text{MILP}^{\text{true}}$ does not assume that the load stays the same as in the previous minute but uses the real future load values in the computation of the charging power limit. In order to consider the computed charging power limit for the first interval in the optimization of the charging plan, the base load $P_{\text{base}}^{\text{start}}$ for the first scheduling interval is set to $P_{\text{lim}} - P_{\text{lim}}^{\text{charge}}$. For each plugged in EV $n$, the scheduling interval $D_n$ in which it departs is computed. Furthermore, in order to consider the fact that EVs can depart at any time in this interval, the fraction $F_n \in (0, 1]$ that an EV is plugged in during its departure interval is computed and is used in the computation of the charging power limit.
schedule. In order to compute a charging plan for \( N \) plugged-in EVs over \( S \) scheduling intervals, the following MILP is solved:

\[
\min 100 \sum_{n=1}^{N} E_{n}^{\text{obj}} + 100 \sum_{n=1}^{N} E_{n}^{\text{surplus}} - \sum_{s=1}^{S} 0.05 p_{s}^{\text{charge}}
\]

subject to

\[
P_{s}^{\text{charge}} = \sum_{n=1}^{N} \bar{P}_{n,s} \quad \text{with} \quad \bar{P}_{n,s} = \begin{cases} P_{n,s} \quad & \text{if } s < D_{n} \\ F_{n} P_{n,s} \quad & \text{if } s = D_{n} \\ 0 \quad & \text{otherwise} \end{cases} \quad \forall s, (5)
\]

\[
P_{s}^{\text{charge}} \leq \max(0, p_{s}^{\text{lim}} - p_{s}^{\text{base}}) \quad \forall s, (6)
\]

\[
E_{n}^{\text{bat}} = E_{n}^{\text{init}} + P_{n,1} \Delta s_{1} + \sum_{s=2}^{D_{n}-1} P_{n,s} \Delta s + F_{n} P_{n,D_{n}} \Delta s \quad \forall n, (7)
\]

\[
E_{n}^{\text{obj}} \geq 1000 - E_{n}^{\text{req}} \quad \forall n, (8)
\]

\[
E_{n}^{\text{obj}} \geq 1000 - E_{n}^{\text{bat}} \quad \forall n, (9)
\]

\[
E_{n}^{\text{surplus}} \geq 0 \quad \forall n, (10)
\]

\[
0 \leq P_{n,s} \leq \min(p_{n}^{\text{max}}, p_{CS}^{\text{max}}) \quad \forall n, \forall s, (12)
\]

The variable \( E_{n}^{\text{obj}} \) reflects how much of the energy requirement \( E_{n}^{\text{req}} \) of EV \( n \) is unsatisfied. By the constraints of Equations (8) and (9), it is set to \( 1000 - \min(E_{n}^{\text{req}}, E_{n}^{\text{bat}}) \), where \( E_{n}^{\text{bat}} \) is the charge level of EV \( n \) after charging set by the constraint of Equation (7). The variable \( E_{n}^{\text{surplus}} \) is the amount of energy by which the final charge level of EV \( n \) exceeds its energy requirement, and it is set by the constraints of Equations (10) and (11). \( P_{s}^{\text{charge}} \) is the total charging power in scheduling interval \( s \) and is set by the constraint of Equation (5). The coefficients of \( P_{s}^{\text{charge}} \) in the objective function decrease with an increasing \( s \). This ensures that the EVs are charged as fast as possible. Equation (6) ensures for all scheduling intervals \( s \) that the sum of the charging power \( P_{s}^{\text{charge}} \) and of the base load \( P_{s}^{\text{base}} \) does not exceed the load limit \( p_{s}^{\text{lim}} \) or that the charging power is set to zero if the base load already exceeds the load limit. Equation (12) ensures that an EV is not charged with a higher power than possible.

Compared to the simple rule-based control, the MILP-based control is more compute-intensive. This can cause issues for the practical application. We assume that a latency of 5 s is tolerable. Hence, in the simulations, we set a time limit of 5 s for solving the described MILP-problem.

3.3. MIQP-Based Control

As mentioned in Section 2, it is assumed that an objective of the charging control is to distribute the available energy in a fair way so that the total utility of the users is maximized. This objective cannot be formulated in linear form. That is why we consider a MIQP-based controller. Again, we consider two versions, \( \text{MIQP}^{\text{true}} \) and \( \text{MIQP}^{\text{pred}} \), which work on the true load and the forecasted load, respectively. They work like the corresponding MILP-based versions described in the last section. The only difference is that the variables \( E_{n}^{\text{obj}} \) are squared in the objective function. The following objective function is used:

\[
\min \sum_{n=1}^{N} \frac{(E_{n}^{\text{obj}})^{2}}{2} + 100 \sum_{n=1}^{N} E_{n}^{\text{surplus}} - \sum_{s=1}^{S} 0.05 p_{s}^{\text{charge}}. (13)
\]

The first term of the objective function shown in Equation (4) is minimized by fulfilling as much as possible of the EVs’ energy requirements, while the minimization of the first term of the objective
function shown in Equation (13) additionally requires to distribute the available energy in a way that prefers EVs with a lower battery level.

The MIQP-based control is even more compute-intensive than the MILP-based control. In the simulations, we also set a time limit of 5 s for the MIQP-based control.

4. Simulation Experiments

4.1. Experimental Setup

We implemented the simulation of the scenario described in Section 2 with controllers described in Section 3 in C++. Version 5.0.0 of the solver SCIP (Solving Constraint Integer Programs) [18] is used to solve the problems in the MILP- and MIQP-based control. As stated in the previous section, for each problem, a time limit of 5 s is set for its solution. In simulation experiments, we ran the simulation with different mean values \(N_M\) of the number of EVs arriving per day and different numbers \(M\) of available charging stations. For each setting and each of the considered controllers, we executed 10 trials with 10 different charging requirements (arrival times, energy requirements, etc.) of the EVs on a 3.80 GHz Intel i5-7600 quad-core CPU.

4.2. Experimental Results

In a first experiment, the simulations are done with a mean of \(N_M = 200\) EVs per day and with \(M = 50\) available charging stations. With this setup, nearly all arriving EVs can be served. Averaged over the 10 trials, only 2 out of 6136 arriving EVs cannot charge because all charging stations are occupied when they arrive. The results of the simulations with the different control approaches are shown in Table 3.

| Controller | Peak Load (kW) | Unsatisfied Demand (kWh) | Lost Utility per EV |
|------------|----------------|--------------------------|-------------------|
| UCTL       | 911 ± 28       | 0 ± 0                    | 0 ± 0             |
| CTL1       | 742 ± 0.3      | 1054 ± 157               | 0.32 ± 0.05       |
| CTL2       | 743 ± 0.0      | 754 ± 156                | 0.23 ± 0.05       |
| MILPtrue   | 735 ± 0        | 364 ± 150                | 0.11 ± 0.05       |
| MIQPtrue   | 735 ± 0        | 365 ± 150                | 0.08 ± 0.06       |
| MILPpred   | 744 ± 1.0      | 527 ± 137                | 0.16 ± 0.04       |
| MIQPpred   | 744 ± 0.7      | 525 ± 138                | 0.14 ± 0.03       |

Shown are the 15-min average peak loads, the amount of unsatisfied energy requirements of charging EVs, and the amount of utility which is lost per charging EV compared to uncontrolled charging for the seven considered controller variants. More precisely, the mean values and standard deviations over the 10 trials are shown. With uncontrolled charging, the peak load is on average 911 kW. With the MILP- and MIQP-based controllers on the true load, the peak is exactly at the desired limit. The rule-based control approaches and the optimization-based control on the predicted load result in peaks higher than the limit. However, the exceedance of the load limit can be assumed to be in an acceptable range. It can be seen that CTL2 performs much better than CTL1. This comes at the cost that CTL2 requires more information from the charging EVs than CTL1. With MILP\(^{true}\) and MIQP\(^{true}\), the amount of unsatisfied energy requirements is more than halved compared to CTL2, and with MIQP\(^{true}\), the lost utility per EV is the lowest over all considered controllers. Not surprisingly, the performance of the MILP- and MIQP-based control drops when the control is done only on predictions of the base load. However, the results with MILP\(^{pred}\) and MIQP\(^{pred}\) are still notably better than with CTL2: The amount of unsatisfied energy requirements is on average about 30% lower and the lost utility per charging EV is about 30% to 40% lower. However, the lost utility per charging EV is generally low with all controller versions. The reason is that, most of the time, the EVs can be charged...
with the maximum possible power, as can be seen from Figure 6, which shows the base load and the total load resulting from \text{MILP}^{\text{true}} in the first trial.

![Figure 6. Base load and total load (as sum of base and charging load) with $N_M = 200$ and $M = 50$ resulting from \text{MILP}^{\text{true}} in one of the 10 trials.](image)

There are only a few time periods in which the charging load has to be regulated down in order to not exceed the load limit. Thus, while some of the EVs might lose a high amount of utility due to satisfying the load limit, there is only a small loss of utility seen over all EVs.

In two further experiments, we set $N_M = 300$ and $M = 50$, and $N_M = 500$ and $M = 100$. With the first setting, on average, 314 of 9235 arriving EVs leave because all charging stations are occupied, and with the second setting, on average, 9 out of 15,435 arriving EVs leave without charging. The results with $N_M = 300$ and $M = 50$ are shown in Table 4 and the results with $N_M = 500$ and $M = 100$ are shown in Table 5.

| Peak Load (kW) | Unsatisfied Demand (kWh) | Lost Utility per EV |
|---------------|--------------------------|---------------------|
| UCTL          | 970 ± 25                 | 0 ± 0               | 0 ± 0               |
| CTL1          | 742 ± 0.4                | 3465 ± 150          | 0.73 ± 0.03         |
| CTL2          | 743 ± 0                  | 2518 ± 151          | 0.53 ± 0.03         |
| MILP$^{\text{true}}$ | 735 ± 0        | 1550 ± 181          | 0.32 ± 0.04         |
| MIQP$^{\text{true}}$ | 735 ± 0        | 1549 ± 182          | 0.26 ± 0.04         |
| MILP$^{\text{pred}}$ | 744 ± 0.6    | 1712 ± 182          | 0.35 ± 0.04         |
| MIQP$^{\text{pred}}$ | 744 ± 1.0    | 1710 ± 180          | 0.30 ± 0.04         |

| Peak Load (kW) | Unsatisfied Demand (kWh) | Lost Utility per EV |
|---------------|--------------------------|---------------------|
| UCTL          | 1172 ± 21                | 0 ± 0               | 0 ± 0               |
| CTL1          | 743 ± 0.1                | 23,324 ± 486        | 2.85 ± 0.06         |
| CTL2          | 743 ± 0                  | 19,112 ± 588        | 2.35 ± 0.07         |
| MILP$^{\text{true}}$ | 735 ± 0        | 14,808 ± 561        | 1.80 ± 0.07         |
| MIQP$^{\text{true}}$ | 735 ± 0        | 14,792 ± 617        | 1.46 ± 0.06         |
| MILP$^{\text{pred}}$ | 744 ± 0.8    | 14,905 ± 555        | 1.79 ± 0.06         |
| MIQP$^{\text{pred}}$ | 743 ± 1.1    | 14,900 ± 556        | 1.47 ± 0.05         |

Again, all versions of the rule-, MILP, and MIQP-based control are able to satisfy the load limit to an acceptable degree. With the MILP- and MIQP-based controllers working on predictions of the base load, the amount of satisfied energy requirements is increased by around 800 kWh and
4000 kWh, respectively, compared to CTL2. Additionally, the lost utility per charging EV is decreased by 20\% to 40\%.

In a fourth experiment, we set $N_M = 1500$ and $M = 200$, resulting in 46,428 EVs which arrive on average, from which 4249 EVs leave without charging because all charging stations are occupied. The simulation results are shown in Table 6.

Table 6. Results with $N_M = 1500$, $M = 200$, and $P_{\text{lim}} = 735$. The problems of the mixed integer quadratic programming (MIQP)-based control could not be solved within the time limit of 5 s.

|                  | Peak Load (kW) | Unsatisfied Demand (kWh) | Lost Utility per EV |
|------------------|---------------|--------------------------|---------------------|
| UCTL             | 1772 ± 17     | 0 ± 0                    | 0 ± 0               |
| CTL1             | 743 ± 0       | 241,048 ± 673            | 11.19 ± 0.03        |
| CTL2             | 743 ± 0       | 239,384 ± 670            | 11.11 ± 0.03        |
| MILP_{\text{true}} | 735 ± 0      | 231,260 ± 761            | 10.68 ± 0.03        |
| MIQP_{\text{true}} | -             | -                        | -                   |
| MILP_{\text{pred}} | 745 ± 2      | 231,319 ± 756            | 10.62 ± 0.03        |
| MIQP_{\text{pred}} | -             | -                        | -                   |

With up to 200 EVs which have to be considered in the charging planning, the MIQP problems became too compute-intensive and could not be solved within the time limit of 5 s. Thus, no results for the MIQP-based control are shown. The difference between the peak load with uncontrolled charging and the peak loads with the controlled charging versions would make a difference of more than 100,000 euros in the peak demand charges (assuming 100 euros per kW). However, this comes at the price of more than 200 MW of unsatisfied charging demand. Furthermore, there is a considerable loss of utility per charging EV. Due to the high number of charging EVs, most of the time, the total load is at the limit and the charging has to be regulated down, as can be seen in Figure 7.

![Figure 7](image_url)

Figure 7. Base load and total load (as sum of base and charging load) with $N_M = 1500$ and $M = 200$ resulting from MILP_{\text{true}} in one of the 10 trials.

The relative difference between CTL2 and MILP_{\text{pred}} is smaller compared to the scenarios with lower numbers of charging EVs. However, MILP_{\text{pred}} still outperforms CTL2 in terms of satisfied charging demand and user utilities.

In all investigated usage scenarios, the rule-based control is outperformed by the optimization-based control, although the optimization-based control is done on base load predictions with a comparatively high error. However, from an economic point of view, there is the question of whether the performance increase justifies the adoption of an optimization-based control, which is more complicated and costly in implementation and operation compared to a rule-based control. More precisely, an optimization-based approach requires a more powerful computational hardware than rule-based approaches. It requires a solver software to solve the optimization problem. A weather
forecast might be required in order to predict the base load. Furthermore, an infrastructure is required, which allows users to state their charging requirements. Thus, in the following, it is investigated whether an optimization-based approach is beneficial from an economic point of view. We assume that the charging stations are commercially operated and that the operator gains a certain financial revenue \( r \) for each kWh, which is charged. Thus, unsatisfied charging demand results in loss in the revenue. On the other hand, the operator can save peak demand charges by reducing the peak of the 15-min average load. We assume that 100 euros are saved per kW by which the peak is reduced compared to uncontrolled charging as it is in reality for the considered office building. Based on these assumptions, we can compute from the simulation results for each controller version \( CTL \) an estimate of the increase of the yearly profit compared to uncontrolled charging as follows:

\[
\text{profit}^{\text{inc}} = 100 \cdot (\text{peak}^{\text{UCTL}} - \text{peak}^{\text{CTL}}) - 12 \cdot r \cdot \text{demand}^{\text{uns}}_{\text{CTL}},
\]

where \( \text{peak}^{\text{UCTL}} \) and \( \text{peak}^{\text{CTL}} \) are the peak loads resulting from uncontrolled charging and controlled charging, respectively, and \( \text{demand}^{\text{uns}}_{\text{CTL}} \) is the unsatisfied charging demand resulting from controlled charging according to the simulation results. The unsatisfied demand is multiplied by 12 since, in the simulations, only one month is simulated and we assume that the unsatisfied charging demand is similar in the other months of the year.

From the results in Tables 3–6 we could now compute the yearly profit increases with different controller versions in the different usage scenarios with Equation (14). However, in the simulations we described so far, we considered a load limit \( P^{\text{lim}} \) of 735 kW, which might be economically not reasonable—especially for the scenarios with high numbers of charging EVs. Thus, we determined for the different usage scenarios reasonable values for the load limit by simulating one trial (EV charging patterns of the first of the 10 trials are used) with \( CTL_2 \) control and different values for \( P^{\text{lim}} \). The corresponding increases of the yearly profit according to Equation (14) with a revenue \( r \) of 0.1 euro per charged kWh are shown in Figure 8.

![Figure 8. Yearly profit increases according to Equation (14) with CTL2 control and a revenue of 0.1 euro per kWh for the different usage scenarios and different values for \( P^{\text{lim}} \). The values are computed based on one simulation trial per value.](image)

One can see that, for the scenarios with \( M^d = 200 \) and \( M^d = 300 \), the profit is the highest with a load limit of 735 kW. However, for the scenario with \( M^d = 500 \), a load limit of 850 kW yields the highest profit. For the scenario with \( M^d = 1500 \), the profit is negative for all considered values of the load limit under 1300 kW. The highest profit is achieved with a load limit of 1500 kW. Thus, we repeated the simulations with the rule-based controllers and the optimization-based controllers on the predicted base load for the last two usage scenarios with a load limit of 850 kW and of 1500 kW, respectively. The results are shown in Table 7.
In the scenario with $N_M = 1500$, the peak with CTL1 is relatively far below the load limit. The reason is that CTL1 is prone to allocating more power to an EV than the EV is actually able to charge. This results in a high amount of unsatisfied charging demand.

From the mean results in Tables 3, 4, and 7, we computed the corresponding yearly profit increases for different values of the revenue $r$, between 0 and 1 euro, per charged kWh. The results can be seen in Figure 9. Note that the graphs for MILP$^{\text{pred}}$ are obscured by the graphs for MIQP$^{\text{pred}}$ in the first three plots.

Table 7. Results over 10 trials for $N_M = 500$ and $M = 100$, and $N_M = 1500$ $M = 200$ with load limits of 850 kW and 1500 kW, respectively.

| $N_M = 500$, $M = 100$, $p_{\text{lim}} = 850$ kW | Peak Load (kW) | Unsatisfied Demand (kWh) | Lost utility per EV |
|-----------------------------------------------|----------------|--------------------------|-------------------|
| UCTL                                         | 1172 ± 21      | 0 ± 0                    | 0 ± 0             |
| CTL1                                         | 853 ± 0.9      | 9374 ± 280              | 1.12 ± 0.03       |
| CTL2                                         | 855 ± 0        | 5725 ± 295              | 0.69 ± 0.03       |
| MILP$^{\text{pred}}$                         | 855 ± 0.02     | 3280 ± 229              | 0.38 ± 0.03       |
| MIQP$^{\text{pred}}$                         | 855 ± 0.02     | 3279 ± 230              | 0.29 ± 0.02       |

| $N_M = 1500$, $M = 200$, $p_{\text{lim}} = 1500$ kW |
|-----------------------------------------------------|
| UCTL                                               | 1772 ± 17      | 0 ± 0                    | 0 ± 0             |
| CTL1                                               | 1476 ± 3       | 23,553 ± 282            | 1.01 ± 0.01       |
| CTL2                                               | 1505 ± 0.3     | 4731 ± 335              | 0.20 ± 0.01       |
| MILP$^{\text{pred}}$                               | 1504 ± 0.4     | 444 ± 151               | 0.02 ± 0.01       |

One can see that the difference between the control approaches increases with an increasing number of charging EVs. With a revenue of 1 euro per charged kWh, which can be expected to be unrealistically high (For comparison, the electricity tariff for private households in Germany is on average around 0.3 euro per kWh at the time of writing), the difference between CTL2 and MILP$^{\text{pred}}$ is about 2700 euros in the scenario with $N_M = 200$, while in the scenario with $N_M = 1500$, the difference in the profit increase is more than 52,000 euros and CTL2 yields a lower profit than uncontrolled charging. With a more realistic revenue of 0.1 euro per kWh, the difference is only about 170 euros in the scenario with $N_M = 200$ and about 5200 euros in the scenario with $N_M = 1500$. Probably, a yearly profit increase of 170 euros does not justify an adoption of the more complex optimization-based approach while an increase of 5200 euros possibly does. A potential decline of the number of users due to unsatisfied charging demands is not reflected by the computed profit increases. The higher quality of the charging service from a user’s perspective might be an argument for an optimization-based approach, especially for an approach like the MIQP-based approach, which distributes the energy in a fair way.
Figure 9. Yearly profit increase compared to uncontrolled charging for different controller versions and different values of $N_M$, $M$, and $p_{lim}$ dependent on the revenue $r$ per charged kWh. The graphs for MILP$^{\text{pred}}$ are partly obscured by the graphs for MIQP$^{\text{pred}}$.

5. Conclusions

In the present work, optimization-based approaches for EV charging control were compared with rule-based approaches in a realistic scenario based on simulation experiments. The optimization-based approaches outperformed the rule-based approaches, and the MIQP-based approach yielded a higher user utility compared to the MILP-based approach. This is the case not only when the optimization-based approaches work on the real base load but also when they work on a prediction of the base load, although the error of the prediction is comparatively high. However, also the rule-based approaches were able to satisfy the load limit to an acceptable degree. An investigation from an economic point of view has shown that the differences between the results of the optimization-based approaches and those of the rule-based approaches—especially of an advances variant, which considers the current states of the EVs—do not necessarily justify the adoption of optimization-based control, which is more complex and more costly than rule-based control. Furthermore, the MIQP-based approach has the drawback of a high computational intensity. While the MIQP problems could be solved within 5 s for 100 considered EVs, this was no longer the case for 200 EVs. Thus, it can be concluded that it has to be decided based on the concrete scenario which control approach is the most beneficial one. Generally, the optimization-based approaches become more favorable with an increasing number of charging stations and of charging EVs.

Although the used simulation reflects reality to a large degree, it has certain limitations: Delays due to computations and communication are not taken into account. Since the base load was only available with a resolution of 1 min, it is assumed that the rule-based approaches update the charging...
power limits in intervals of 1 min. For a practical application, a higher update frequency would be preferable and might yield better results. Solving these issues might be a topic of future work.

Furthermore, an analogous comparison of controller approaches for the case of DC fast charging could be an interesting topic of future research. For the case of slow AC charging, which is considered in the present work, the maximum charging power of an EV can be assumed to be independent of its state-of-charge (SOC). This is not the case for DC fast charging, where the maximum charging power considerably reduces with an increasing SOC [19]. The charging profile, which expresses the maximum charging power as a function of the SOC, is typically nonlinear. This could be considered in an optimization-based control with help of nonlinear programming [20] or by using a piece-wise linearization of the charging profile [21]. However, this further increases the compute intensity of the optimization. Even more problematic is that the charging profile is different for different batteries and that it depends on operating conditions, like the ambient temperature [22]. Thus, the exact charging profile is typically not known at the time of charging. A detailed investigation on how this affects the performance of the charging control in practice and how to deal with this issue could be of great value.

A further topic of future work could be the modeling of the reaction of users to unsatisfied charging demands with help of a multi-agent simulation [23] in order to consider potential declines of users due to a low quality of the charging service in the investigation of the economic benefit of different control approaches. Additionally, one could think about extensions of the scenario. A possible extension could be, for example, that different priorities of EVs or of charging points are considered, like it is done by Olson [15].
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