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Quantum spin liquids provide paradigmatic examples of highly entangled quantum states of matter. Frustration is the key mechanism to favor spin liquids over more conventional magnetically ordered states. Here we propose to engineer frustration by exploiting the coupling of quantum magnets to the quantized light of an optical cavity. The interplay between the quantum fluctuations of the electro-magnetic field and the strongly correlated electrons results in a tunable long-range interaction between localized spins. This cavity-induced frustration robustly stabilizes spin liquid states, which occupy an extensive region in the phase diagram spanned by the range and strength of the tailored interaction. This occurs even in originally unfrustrated systems, as we showcase for the Heisenberg model on the square lattice.
Quantum spin liquids (QSLs) represent strongly correlated phases of matter, which are characterized by quantum fluctuations so dominant as to suppress magnetic ordering down to the lowest temperatures. Yet, the spins may be quantum mechanically entangled over long distances\(^4\). In Nature, QSLs are expected to occur in proximity to magnetic phases, but their existence often remains elusive. The key ingredient behind quantum spin liquid formation is, however, clearly identified: it is the presence of strong frustration, which disallows magnetic symmetry breaking, but need not be averse to, e.g., quantum mechanical singlet ordering. The routes towards frustration are manifold: one promising avenue is the focus on materials where magnetic ordering is penalized by the geometry of the lattice, such as for triangular, Kagomé or pyrochlore lattices\(^4\). Another one proceeds via the energetic competition of couplings of different ranges, like in the antiferromagnetic (AFM) \(J_1-J_2\) Heisenberg model or dipolar-interacting systems\(^8\), where the simultaneous appearance of nearest- and beyond-neighbour couplings counteracts global antiferromagnetism.

The challenge is then to engineer robust QSL states of quantum condensed matter. Here, we will achieve this task by coupling an ordinary Heisenberg antiferromagnet on a square lattice to the electromagnetic field of an optical cavity.

The physical mechanism stabilizing the QSL takes the second route towards strong frustration to the extreme, by considering long-range AFM interactions described by an algebraically decaying spin–spin interaction \(\sim r^{-\alpha}\) including the case of all-to-all couplings \(\alpha = 0\), mediated by the cavity, cf. Fig. 1a. For the limiting case \(\alpha = 0\) and a cavity-induced interaction \(\gamma\) dominating over the nearest-neighbour Heisenberg coupling \(J, J_{ij} = 0\), this realizes a state with long-range correlations mediated by singlets of arbitrarily large size (LRS). Away from this limit, and for decay exponents \(\alpha \lesssim 1\), within a Schwinger–Boson approach, we find that the frustration imprint by the cavity creates an extensive regime of QSL states. It is characterized by the absence of spontaneous symmetry breaking, and fractional excitations of both of a gapped (SL-I) and of gapless (SL-II) nature, cf. Fig. 1b.

As a consequence of the underlying long-ranged interactions, correlations decay algebraically in both these phases.

In terms of physical implementation, we draw motivation from recent developments exploring the interplay of quantum materials with quantized light. This idea has been researched in the context of weakly correlated systems, mainly as a tool to reinforce superconductivity and other coherent many-body phases\(^{11–20}\). First works have also addressed the strong coupling regime, showing how existing phases can be manipulated in this way\(^{12,21,22}\). Here, we demonstrate that the coupling to a cavity can even induce phases that are not present in its absence: an frustrated AFM system is turned into a quantum spin liquid, provided the AFM interaction mediated by the cavity is sufficiently long-ranged and strong. To achieve these requirements, we develop a solid-state implementation harnessing localized electronic orbitals as effective spin degrees of freedom, coupled to the cavity modes via additional coherent laser drive, cf. Fig. 1a. This gives rise to quantum mechanically fluctuating, effective magnetic fields in all linearly independent spatial directions, which vanish on average. They thus counteract dynamically magnetization in any direction, but do not suppress the spin-singlet ordering, crucial for QSL states.

### Results

**Model.** We consider a long-range SU(2)-symmetric Heisenberg model on a square lattice

\[
H = J \sum_{\langle i,j \rangle} S_i \cdot S_j + \gamma \sum_{i,j} \frac{S_i \cdot S_j}{r_{ij}^{\alpha}},
\]

with \(S_i = (S_i^x, S_i^y, S_i^z)\) spin-1/2 operators on the lattice site \(i\), \(J > 0\) the nearest-neighbour AFM exchange, \(\gamma > 0\) the strength of the long-range interaction modulated by the exponent \(\alpha\) and \(r_{ij} \equiv |\mathbf{r}_i - \mathbf{r}_j|\). Periodic boundary conditions are assumed. Before analysing the ground-state phase diagram of the Hamiltonian (1), let us qualitatively discuss the expected phases, starting with some known limiting cases.

For \(\gamma = 0\), the ground state of the Hamiltonian (1) displays Néel-like order\(^{23}\). For \(\alpha = 0\) and \(\gamma \gg J\), the long-range Hamiltonian is proportional to the total spin \((\sum_i S_i)^2\); this imposes a constraint on this singlet manifold, energetically penalizing states with a finite value of the total spin \(S\), including states with finite magnetization. As a result, the ground state of the total Hamiltonian is given by the ground state of the short-range Hamiltonian projected on the singlet manifold. This is similar to the analysis in ref.\(^{24}\), where resonating valence bond (RVB) states with singlets of arbitrarily large size were used as variational wavefunctions. We will denote this state as a long-range singlet state (LRS). Finally, for \(J = 0\), different scenarios are possible: for \(\alpha\) large enough, only nearest-neighbouring sites experience an appreciable interaction, and therefore Néel-like order is expected. For smaller values of \(\alpha\), the frustrating nature of the interaction is expected to penalize AFM order, thus favoring disordered phases. This was shown to be the case for \(\alpha = 3\) on the triangular lattice\(^8\), and on the square lattice\(^9\) (although only for...
spatially anisotropic interactions in the latter case), where a QSL phase was found.

Summarizing, by varying γ/J and α, we expect three kinds of phases: (i) Néel-like AFM, (ii) a disordered QSL phase, and (iii) an LRS phase. This is substantiated below using a Schwinger–Boson approach, which is capable of capturing all the phases mentioned above. In particular, it provides a natural interpolation scheme between the well-understood RVB and Néel physics discussed above.

In order to unveil the nature of the ground state of the Hamiltonian (1), we apply the bosonic spinon decomposition pioneered in refs. 25–27, where the spin operators are represented in terms of new bosonic degrees of freedom, ultimately interpreted as emergent fractional excitations. While this method represents an approximation, it still provides useful information to identify candidate spin liquids. Moreover, the main advantage of this method is its flexibility to interpolate between different states previously identified. On the one hand, SU(2)-symmetric bosonic ground states are identified with candidate spin liquids. On the other hand, the onset of magnetic order is signalled by the Bose-Einstein condensation of these bosons.

The spin operators on the lattice site \( j \) are decomposed as (using sum convention for the Greek indices)

\[
S_j = \frac{1}{2} b_{j\mu}^\dagger \sigma \cdot b_{j\mu},
\]

where \( b_{j\mu} \) is a boson (spinon) with spin \( \mu \in \{\uparrow, \downarrow\} \), and \( \sigma \) the vector of Pauli matrices. The mapping is then completed by the constraint \( b_{j\uparrow}^\dagger b_{j\downarrow} = 1 \). Insights on the nature of the state are then obtained from the expectation values of the SU(2)-invariant bilinears \( A_{ij} = \langle \sigma_{\mu \nu}^\dagger (b_{i\mu}^\dagger b_{j\nu}) \rangle /2 \), and \( B_{ij} = \langle (b_{i\mu}^\dagger b_{j\mu}) \rangle /2 \), which indicate the tendency of the spins at the sites \( i \) and \( j \) of forming a singlet or to align, respectively. For SU(2)-symmetric states, finite values of \( A_{ij} \) and \( B_{ij} \) determine a finite spinon hopping between the lattice sites \( i \) and \( j \), thus signalling the emergence of propagating fractional excitations.

After performing a mean-field decoupling of the spinonic Hamiltonian (see ‘Methods’ for further details), the values of \( A_{ij} \) and \( B_{ij} \) are self-consistently determined by minimizing the ground-state energy. This task is enabled in practice by using an Ansatz for the values of \( A_{ij} \) and \( B_{ij} \). The most natural choice is the manifestly translational-invariant Ansatz \( A_{ij} = A_{ij}^0 \), \( B_{ij} = B_{i-j} \), which follows from a projective-symmetry-group analysis.88 The resulting saddle-point equations, reported in Eq. (9a, b, c), are reduced to a system of \( 2N + 1 \) coupled non-linear equations, for finite-size systems with \( N = L \times L \) lattice sites. The numerical complexity of the problem still limits the size \( N \) of the systems for which a solution can be found.

For finite-size systems, a spontaneous symmetry breaking cannot occur, and therefore the AFM order parameter always vanishes. Accordingly, other criteria are needed to assess the onset of an ordered phase. Here, we identify the onset of an AF-ordered phase when the following two conditions are met: (i) the gap \( E_g \equiv \min_q E_q \) in the spinon dispersion closes upon increasing the system size \( N \) and (ii) the squared magnetization \( M^2 = \sum_q |S_q|/N \) approaches a constant value upon increasing \( N \). Notice that these two indicators also naturally lend themselves to characterize the other phases outlined before: a phase with \( M^2 = 0 \) corresponds to either a gapped \( E_q \neq 0 \) or a gapless \( E_q = 0 \) QSL, while a phase with \( M^2 \neq 0 \) and \( E_g \neq 0 \) can be naturally identified with an LRS state. These criteria are summarized in Table 1.

Let us finally discuss the phase diagram in Fig. 1c. The first, main result, is the emergence of a gapped QSL phase (denoted as SL-I) for \( \alpha \lesssim 1.25 \), and \( \gamma \geq 5J \), characterized by the presence of a gap and by the absence of long-range correlations. This phase appears for any \( \alpha > 0.05 \), corresponding to the minimum value here considered, suggesting that the LRS phase is unstable in this region and only exists for \( \alpha = 0 \). In addition, our data also show the existence of a gapless QSL phase (denoted SL-II) for intermediate values of \( \alpha \), clearly manifested in the largest available system sizes, as shown in Fig. 2a, b.

For \( \gamma \leq 5J \), the LRS phase is remarkably stable for \( \alpha \lesssim 1.25 \). Here, the system is simultaneously gapped and characterized by long-range correlations (cf. Table 1), which, however, do not correspond to a spontaneous symmetry breaking. Finally, we observe that, as expected, for large values of \( \alpha \), as well as for \( \gamma = 0 \), the system is always in the ordinary Néel–AFM phase.

An example of extrapolated values of \( M^2 \) and \( E_g \) used to build the phase diagram in Fig. 1c is shown in Fig. 2d, as a function of \( \alpha \) for \( \gamma = 7J \). The fitting function used to extrapolate the \( L \to \infty \) limit of these observables has the form \( \xi_L = \xi_0 + b L^{-\omega_0} \), with \( \omega_0 \) fitting parameters. The slightly negative extrapolated values of \( M^2 \) and \( E_g \) are due to the simplified form of the extrapolation function above, which neglects subleading terms in \( 1/L \) (cf. ref. 29). This fitting function was identified by a preliminary evaluation of the quantity \( \xi_L(B) = 1/\ln \left( \frac{\xi_L - \xi_0}{\xi_0} \right) \), which displays a linear behaviour in \( L \) for algebraic finite-size scaling, while it saturates for an exponential one.30 The algebraic finite-size scaling occurring also for gapped phases is imprinted by the algebraic character of the interactions.31 For the same reason, the spin–spin correlation functions in the QSL phases also display an algebraically decaying behaviour, rather than the usual short-range one, with an exponent depending continuously on the interaction’s exponent \( \alpha \) (cf. Fig. 2e). Algebraic correlations were similarly found for gapped, disordered phases in spin chains with long-range interactions,32–34 further substantiating the generality of this mechanism.

Besides gap and long-range order, we provide a further observable to characterize the phases here identified, i.e., the dynamical structure factor \( S_{q}(\omega) = \int d\tau e^{i\omega\tau} \langle S_{-q}(\tau) S_{q}(0) \rangle \), where \( S_{q}(\omega) \) is the Fourier transform of the spin operators with momentum \( q \). The DSF features a broadening originated in the continuum of fractional excitations. On the contrary, the AFM phase (Fig. 3c) shows a sharper signal close to the gapless quasi-particle dispersion, corresponding to the magnonic dispersion expected in the AFM phase. We emphasize that the presence of a gap in the DSF for the SL-II phase is a finite-size effect, and it is expected to close in the thermodynamic limit. Finally, the LRS phase (Fig. 3d) features a broadening similar to the SL-I phase, suggesting the presence of fractionalized excitations.

A final word of caution concerns the accuracy of the bosonic spinon decomposition used here. As a mean-field theory, it provides a qualitatively correct topology of the phase diagram, while the phase borders cannot be expected to be quantitatively accurate.

### Table 1 Ground-state phases.

|        | SL-I | SL-II | LRS | AFM |
|--------|------|-------|-----|-----|
| Gap    | Yes  | No    | Yes | No  |
| LRO    | No   | No    | Yes | Yes |

The summary of the four phases identified in this work according to the criteria discussed in the main text.

---
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Implementation. The Hamiltonian Eq. (1) (or variations of it) can be realized in quantum simulators using trapped ions or ultracold atoms\(^8,36,37\). While these platforms provide unprecedented controllability, the realization of low-temperature strongly correlated phases remains challenging. On the converse, solid-state platforms naturally feature strongly correlated physics at cryogenically accessible temperatures. Moreover, the controllability in 2D materials is progressing fast, making them, among others, candidates for quantum simulators\(^38\). In the following, we will focus on a scheme for implementing the Hamiltonian (1) in a solid-state system.

Our proposal uses two electronic orbital degrees of freedom, constituting a pseudospin of length \(S = \frac{1}{2}\). In the absence of a cavity, the pseudospins are assumed to be described by a short-range AFM Heisenberg model, emerging as a strong Mott limit of a Hubbard model for the electronic degrees of freedom: this is, e.g., of iridate and ruthenate materials\(^39-41\). We assume SU(2) symmetry for the sake of simplicity.
As substantiated further below, the coupling of the localized electronic states to the cavity will result in a coupling between the pseudospins and quantized effective magnetic fields. The setup we consider is sketched in Fig. 1a. Two aspects of the long-range Hamiltonian (1) are essential to unveil QSL phases: (i) an AFM character of the induced interaction and (ii) a high degree of symmetry, ideally SU(2). In order to control the symmetry of the emerging cavity-mediated interaction, we propose to use two cavity modes. While a single mode is sufficient to mediate a U(1)-symmetric interaction, a second mode allows for an enhancement of the required selectivity in the cavity interaction Hamiltonian. The form of the Hamiltonian (5) is then preserved, with the fluctuating magnetic fields now possessing a spatial structure according to

$$H_{\text{int}} = \sum_{j} \left[ y_{j} S_{j}^{x} S_{j}^{z} + y_{j} \left( S_{j}^{y} S_{j}^{+} + S_{j}^{z} S_{j}^{-} \right) \right],$$

with the long-range exchange $y_{j} = \left| \rho_{i,j}^{(1)} \rho_{j}^{(1)} \right|^{2} / (\Delta_{23}^{2} \Delta_{2})$ and $y_{j} = \left| \rho_{i,j}^{(1)} \rho_{j}^{(1)} \right|^{2} / (\Delta_{23}^{2} \Delta_{3})$. The interaction is thus naturally U(1)-symmetric, and full SU(2) symmetry can be achieved by adjusting the cavity-mode detunings. Importantly, by choosing the latter to be positive (i.e. a blue-detuned laser), the cavity-mediated interaction is AFM.

We now briefly show how multi-mode cavities can generate spatially dependent effective spin–spin interactions. To this end, we consider a cavity with a large number of modes. For simplicity, we assume them to correspond to photons propagating as plane waves along the transverse direction with a dispersion $\Delta_{q} = \sqrt{\omega_{q}^{2} + (\mathbf{q} \cdot \mathbf{c})^{2}} - \omega_{q}$, with c the speed of light in the medium. The form of the Hamiltonian (5) is then preserved, with the fluctuating magnetic fields now possessing a spatial structure according to

$$B_{q} = \sum_{q} g_{q} \kappa_{q} e^{i \mathbf{q} \cdot \mathbf{r}} + \text{h.c.},$$

with $g_{q}$ the momentum-dependent version of the coupling reported below Eq. (5). By integrating out the cavity photons, one obtains an effective Hamiltonian as in Eq. (6), where the effective exchange interaction between the spins $S_{q}^{a}$ and $S_{q}^{b}$ is given by

$$\Gamma_{ij}^{q} = \sum_{q} g_{q}^{a} g_{q}^{b} e^{-i \mathbf{q} \cdot \mathbf{r}_{i} + \mathbf{q} \cdot \mathbf{r}_{j}} / \Delta_{q}.$$
Discussion
In this work, we showed that long-range spin–exchange interactions can be robustly induced by coupling a strongly correlated electron system to the quantum fluctuations of a driven cavity. The electron–cavity coupling gives rise to a variety of tunable spin interactions, including frustrated ones. The thus created cavity-mediated frustration can destroy the magnetic order, favoring disordered spin–liquid states, absent in the cavity-less configuration. We have demonstrated this for an ordinary Heisenberg antiferromagnet, whose ground state manifests an extensive and robust quantum spin–liquid phase when coupled to a cavity. Our results open avenues for engineering quantum spin liquids, sparking the challenge to devise new schemes to control electronic degrees of freedom with quantum light, and to uncover phases of matter that are usually inaccessible. This also represents an exciting perspective for the experimental detection of strongly correlated phases: photons emitted from the cavities carry signatures of the quantum many-body state, which become accessible to standard optical measurements. Our findings are immediately relevant also for quantum simulations. Artificial spin systems with tunable long-range interactions can be currently created using either trapped ions or ultracold atoms coupled to an optical cavity. These platforms represent, therefore, ideal candidates to simulate quantum spin liquid phases.

Methods

Saddle-point equations for bosonic spinons. In this section, we outline the derivation of the saddle-point equations for the spinon bilinear expectation values $A_0$ and $B_0$.

The spin-exchange terms appearing in Eq. (1) can be recast as $SS \equiv B_1B_0$:

$$H = \frac{1}{2} \sum_{ij} \left( c_i^\dagger c_j^\dagger b_j^\dagger b_i + c_i b_i^\dagger b_j^\dagger c_j + h.c. + c_c \right),$$

where $c_c = \sum_{ji} b_i^\dagger b_j$.

As discussed in the main text, we assume a translational-invariant ansatz, $A_0 = \sum_i A_i$ and $B_0 = \sum_j B_j$.

This approximation imposes the constraint only on average, and the now position- and time-independent Lagrange multiplier $\lambda$ to be determined self-consistently. This approximation is equivalent to decoupling the Hamiltonian (1) in bosonic bilinears as:

$$H = \frac{1}{2} \sum_{ij} \left( c_i^\dagger c_j^\dagger b_j^\dagger b_i + c_i b_i^\dagger b_j^\dagger c_j + h.c. + c_c \right),$$

where $c_c = \sum_{ji} b_i^\dagger b_j$.

The two degenerate eigenvalues of $H$ are given by $E^\pm = c_c^2 - \lambda A_0^2$, with $c_c$ and $\lambda$ the Fourier transform of the functions appearing in Eq. (8). As discussed in the main text, we assume a translational-invariant ansatz, i.e., $A_0 = \sum_i A_i$ and $B_0 = \sum_j B_j$, able to interpolate between all the expected phases.

The momentum dependence of the expectation values $A_0$ and $\lambda$, one obtains the saddle-point equations:

$$\frac{1}{2} \sum_{ij} \left( \frac{c_i^\dagger c_j^\dagger}{\mathcal{N}_q} + \frac{\Delta \lambda}{\mathcal{N}_q} \right) + \frac{\lambda}{\mathcal{N}_q} + h.c. = c_c(\omega_c + c_c)^{-1/2},$$

$$\frac{1}{2} \sum_{ij} \left( \frac{c_i^\dagger c_j^\dagger}{\mathcal{N}_q} + \frac{\Delta \lambda}{\mathcal{N}_q} \right) = c_c(\omega_c + c_c)^{-1/2},$$

with $i$ the Fourier transform of $I_0$. These equations provide the full momentum dependence of the functions $A_0$ and $\lambda$. The actual number of unknowns increases with the range of the interaction. In fact, for short-range interactions, the momentum dependence can be found analytically, and only a few parameters are left to be computed self-consistently. For long-range interactions, instead, the momentum dependence needs to be found numerically. Equation (9a, b, c) amounts to a system of $2N + 1$ coupled non-linear equations, with $N$ the total number of sites. To find the roots of these equations, we used a trust region solver as provided by the Julia NLsolve library, with the accepted residual norm set to $10^{-4}$. The error of the numerical solution for a finite system of $N$ sites is, therefore, negligible compared to the extrapolation to the thermodynamic limit. Determining $\xi_c(L)$ by a least-squares fit resulted in relative errors between 0.5 and 2%, which we consider to be sufficient for the analysis performed here. The root-finding algorithm is accelerated by exploiting vectorization for the evaluation of the saddle-point equations where possible, and by parallelization via OpenBLAS.

Implementation details. Here, we provide additional details to the set-up described in the main text. The vector potential can be written as

$$A(r, t) = \Omega_2 u(r) e^{i\omega c t} + \sum_{\xi \in \xi_0} N_x u_\xi \phi_\xi(r) + h.c.,$$

where $\Omega_2$ and $\omega_c$ denote the lattice intensity and frequency, respectively. Here $u$ and $\phi(r)$ are the polarization vector and the mode wavefunction. For the cavity modes, labelled by $\xi = \xi_0$, the wave function is normalized over the finite volume $V_c$ and $N_\xi \equiv \sqrt{1/2\omega_c\epsilon_c}$, where $\omega_c$ is the mode fundamental frequency and $\epsilon_c$, $\epsilon_c$ are the vacuum and relative permittivity of the material, respectively.

We assume that the mode wavefunctions $\phi(r)$ does not vary significantly over the extent of the Wannier functions. By tuning the polarization vectors $u$ to selectively couple the orbitals as in Fig. 1, and by performing the rotating-wave approximation, the resulting paramagnetic Hamiltonian term is given by Eq. (4), with

$$p_{\xi 0}^\dagger = \frac{2\epsilon_c^2}{m} \phi_{\xi 0} u_\xi \left( \langle w_{\xi} | p | w_{\xi} \rangle \right).$$

The expression for $p_{\xi 0}^\dagger$ can be obtained from the previous equation by replacing $N_\xi$ with $\Omega_2$. The magnetic part of the Hamiltonian (3) reads, after neglecting higher-order electron-photon processes of the type $c_c^\dagger (a + a^\dagger)$ and $c_c^\dagger a^\dagger a$: $H_{\text{int, dia}} = \sum_{\xi \in \xi_0} \delta_c^\xi (a_\xi^\dagger a_\xi^\dagger + \delta_\xi^\dagger \delta_\xi^\dagger)$, plus a term linear in the cavity fields, which vanishes as the laser and cavity wavefunctions are orthogonal. The shifts

$$\delta_c^\xi = \sqrt{\epsilon_c^2/2} \left( \sum_{\xi_0} \sum_{\xi \in \xi_0} \frac{\epsilon_c^2}{\epsilon_c} \right),$$

renormalize the energies of the cavity modes and of the third band, respectively. By assuming that the band detuning $\Delta_c$ is much larger than the coupling strengths and the cavity detunings $\Delta_c$, the third band can be adiabatically eliminated, leading to Eq. (5) in the main text, including an additional term $B_0 \sum_{\xi \neq \xi_0} w_{\xi}$, with $B_0 = \epsilon_c^2/\epsilon_c$. This effective classical magnetic field breaks explicitly the SU(2) symmetry, but it is much smaller than the spin exchange and therefore it can be safely neglected.

Estimate of interaction strength and range. We consider a THz laser ($\omega_c = 100$ THz) with intensity $I_c = 10 \text{ MW cm}^{-2}$, with a small detuning from the cavity frequency $\Delta_c = 10^{-3}$ THz. The compression factor of the cavity is assumed to be $\Delta = 10^{-3}$. The detuning from the third band is $\Delta_c = 1$ THz, thus satisfying the condition $\Delta_c \gg \Delta_c$. We estimate the matrix as follows: $[w_{\xi} | p | w_{\xi}] = \approx w_{\xi} (| w_{\xi} | r_{w_{\xi}})$, with $w_{\xi} = \omega_c + \Delta_c$ and $| w_{\xi} | r_{w_{\xi}} = 10 \text{ A}$, the same order of magnitude of a typical lattice spacing. Using the formulas derived in the text, one then estimates a long-range interaction with strength $\sim 100 \text{ K}$. We also provide an estimate of the values of $a$. To this end, we evaluate the explicit form of $\Gamma(r_q)$ as reported in the text below Eq. (7). For simplicity, we assume $\Delta_c = \Delta_c \equiv \Delta_c$ and $\omega_c = \omega_c \equiv \omega_c$. The Rabi-like couplings $g_q$ inherits the momentum dependence from the normalization of every mode, i.e., $g_q \propto (\omega_c^2 + (q c)^2)^{-1/4}$. Accordingly, the cavity-mediated exchange is given by:

$$\Gamma(r_q) = \sum_q \frac{e^{-	ext{q.r}}}{\sqrt{\omega_c^2 + (q c)^2 (\omega_c^2 + (q c)^2 + 2 \omega_c^2)}}.$$
the QSL phase then requires the temperature increase to be smaller than the gap, whose scale is given by the material couplings and by the cavity-induced interaction. For a QSL, as discussed in the main text, interactions lie between 40 and 80 K. Accordingly, the heating induced by the laser is not expected to destabilize the gapped QSL phase. For what concerns the gapless QSL phase (SL-II in the main text), the previous argument is clearly inapplicable, and its robustness against thermal fluctuations must be assessed using a more sophisticated approach, e.g. by solving the saddle-point equations at finite temperature.

**Code availability**
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**Fig. 4 Normalized long-range spin-exchange $\Gamma(j)$ as a function of the distance between sites $|r|$.** The cavity fundamental wavelength is $\lambda = 2\pi c/\omega = 10^5 a$, with $a$ the lattice spacing. The symbols correspond to different values of the cavity detuning: $\Delta = 0.5\omega$ (orange), $\Delta = 0.1\omega$ (red), $\Delta = 0.05\omega$ (purple) and $\Delta = 0.01\omega$ (green). The dashed curves correspond to the fitted power laws, with exponents reported in the dashed legends.

**Fig. 5 Heating effects.** Laser-induced temperature increase as a function of the depth in the sample, for different values of the cavity penetration depth. In order to estimate the heating due to the laser, we use the following relation:

$$\epsilon(z) = (1 - R)(1 - \rho) \frac{d}{d_p} e^{-|\rho| z} F,$$

with $z$ the depth in the sample, $R = 0.05$ the material reflectivity at the laser frequency considered, i.e. $100$ THz (cf. ref. 53), $d_p$ the penetration depth, chosen as an order of micrometres and $F$ is the excitation energy density. In order to achieve lasing in the desired frequency range, a short-pulse protocol can be used. By considering pulses of ~10 ps, and maximal laser intensity of $10$ MW cm$^{-2}$, we require $F = 10^{-3}$ J cm$^{-2}$. In order to estimate the increase in temperature due to the deposited energy density $\epsilon(z)$, we assume that thermalization time is fast, and use the following relation:

$$\epsilon(z) = \frac{1}{V_m} \int_{T_0}^{T(z)} C_p(T) dT,$$

where $V_m = 53.32$ cm$^3$ mol$^{-1}$ is the molar volume of $\alpha$-RuCl$_3$, and $C_p$ is the molar heat capacity, for which we use the value fitted from the measurements of ref. 54. $T_0$ is the initial temperature in the sample. For an initial temperature of $T_0 = 2$ K, the rise in temperature as a function of $z$ and for different values of the penetration depth $d_p$ are reported in Fig. 5 here. The estimated temperature increase in the first layers is in between 5 and 20 K, depending on the penetration depth. In order to understand the impact of heating on the candidate QSL phases, a simple comparison compares the temperature increase with the gap (at least for the gapped spin liquid phase, which we dubbed SL-I in the main text). Robustness of

---
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