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\textbf{ABSTRACT} A wireless sensor network (WSN) is a collection of various tiny devices known as sensor nodes, which are also called motes. Due to high-energy consumption, the possibility of hardware, link or node failure, and some malicious attacks, sensor networks are considered error-prone networks. Hence, fault tolerance (FT) in WSN is one of the prominent issues. This article presents a novel FT approach named node-link failure fault tolerance model (NLFFT Model) in WSN, to handle the faults that occur either by link or node failure during data transmission from the sensor to the sink or base station. The NLFFT model consists of an improved quadratic minimum spanning tree (Imp-QMST) approach. This approach helps in finding the alternate link whenever it fails due to various situations and also an improved-handoff (Imp-Handoff) algorithm to support the node failure to the fault tolerance. Improved QMST presents a novel mechanism to find an alternate edge in place of the broken or failed edge in the spanning tree, to improve the fault tolerance in WSN. Imp-Handoff suggests a novel way to find the faulty node owing to less battery power and replaces a defective node by an appropriate neighbor to shift the tasks performed by a faulty node in WSN. Simulation results clearly state that as compared to the basic techniques i.e. Q-MST and Handoff algorithm, the proposed NLFFT model improvises the performance of WSN around by 7%. The results prove that the Imp-QMST gives about 6% improved throughput, 5% less end-to-end delay, and 6% less power consumption than the QMST algorithm. Similarly, Imp-Handoff improves about 4% throughput, 6% less end-to-end delay, and utilizes 7% less power consumption.

\textbf{INDEX TERMS} Fault tolerance, handoff mechanism, MST, Q-MST, swarm intelligence, WSN.

\section{I. INTRODUCTION}
A WSN comprises of many tiny devices known as sensor nodes and base stations. Such networks are useful for monitoring and passing environmental and physical constraints viz. temperature, pressure, and noise to a centrally located base station. The base station processes the data and concludes the necessary action. A typical WSN can be structured or unstructured, based on the locality where a sensor network needs to be established, to control the region with sensor devices. A structured network can be feasible in the region like buildings, streets, highways, and parking places, whereas unstructured networks can be viable in the forest, desert, flood situation, and disaster areas. In both kinds of networks, a large area is divided into clusters, and each cluster consists of tiny sensor devices (motes) and cluster head (CH). The sensor nodes in the cluster are connected by hop-to-hop with each other based on the coverage capacity among the existing sensors nodes and each cluster has a cluster header to communicate with other clusters. The clusters are interconnected through its cluster headers and finally aggregated data from all the clusters is transferred to the base station (BS), to process the information further or transfer to another heterogeneous network.
The Imp-Handoff algorithm is presented to identify the faulty nodes and selection of appropriate new nodes in case of node failure.

4. Imp-QMST and Imp-Handoff need MST. Thus, four swarm intelligence-based algorithms have been used to generate spanning trees in WSN and the performance for different characteristics, i.e., throughput, end-to-end delay, and power dissipation of proposed methods to existing methods Q-MST [3-5] and Handoff [10] has been evaluated.

The rest of the paper is organized thus: Related work is explained in section II. Section III describes the proposed helping algorithms to find active links and nodes in the NLFFT model. Section IV narrates various system models and the newly proposed NLFFT model in detail. Section V elaborates on the proposed work along with examples and describes the various algorithms used in constructing MST to support the suggested fault tolerance model (given in section IV). Section VI explains the experimental setup. In section VII, the result analysis part highlights the experiments and performance comparison with other mechanisms namely PRIMS, Ant Colony Optimization (ACO), Particle Swarm Optimization (PSO), Imperialistic Competitive Algorithm (ICA) and Firefly (FF) algorithm concerning various network parameters viz. throughput, end-to-end delay, and power consumption. Finally, Section VIII concludes the paper highlighting the future scope.

II. RELATED WORK

This section presents a comprehensive literature survey of various routing protocols, data aggregation, and Fault Tolerance. Fault tolerance in WSN can be achieved broadly in two ways, one is to find the link failure, and the other one is to detect node failure. In the literature, there are several techniques available to find links and node failures individually. However, very few research techniques are available to find both node and link failures simultaneously. There are several techniques available in the literature to improve the reliability and quality of service (QoS) in WSN. The multipath [6] finding is the one to improve the reliability, timeliness, and load balancing in WSN. Faulty node detection and interference model caused by neighbor nodes are also equally popular in identifying the faults in WSN.

The work proposed in Lee and Choi [7] is a distributed algorithm to find the faults in WSN. The faulty nodes are identified based on the comparison of neighbor nodes and dissemination decisions made by each node. The proposed research identifies the transient faults in communication and sensing in WSN. A sliding window is utilized to eliminate the time redundancy.

Qu et al. [8] proposed a fault tolerance model with mobile agents to attain consistent and efficient performance, with required functions within a given period. The faults are detected and identified as the kind of failures owing to the behavior of the mobile agent. The behavior of the mobile agents can be analyzed statistically by various parameters viz. migration time from one sensor node to another sensor node, the lifetime of the mobile agents, and distribution of...
mobile agent population. This mechanism overhead controls the behavior of mobile agents to adopt the changes in the environment.

Guo et al. [9] introduced the hybrid on-demand distance vector multi-path (HODVM) routing protocol for spatial wireless ad-hoc networks (SWAHN). The proposed protocol HODVM divides the SWAHN into two parts. The first part is with the backbone, and the second one is without a backbone. HODVM finds adaptive multipath to balance the workload and improve the fault tolerance in SWAHN. In WSN, maintaining multipath is a very complicated task due to the size and capacity of the links among various kinds of nodes.

Geeta et al. [10] described an active node based fault tolerance and interference (AFBTI) in sensor networks to pick out faulty nodes using two models, one being the battery power model, and another being interference model. They presented the handoff mechanism as a fault tolerance mechanism to face low battery power. However, the proposed work considers only battery power as criteria to decide the faulty node. It may not be appropriate in WSN.

Abba and Lee [11] proposed an autonomous self-aware and adaptive fault-tolerant routing technique (ASAART) for WSNs and compared the simulation results with self-selective routing and self-healing routing protocols in different simulation scenarios and found better in throughput, delay (end-to-end), packets error rate and power conservation in faulty and congested WSN. Yucai Zhou et al. [12] pointed out in their paper that due to faults or node failures occurring by abrupt environmental changes, sensor network performance gets deteriorated. Hence, to solve the problem mentioned above, a protocol supporting high fault tolerance and power efficiency based on a multi-way routing mechanism has been proposed. It is an enhancement in hybrid, energy-efficient distributed clustering mechanism (HEED) protocol, called HEED-FT. The HEED-FT mechanism consumes less energy and provides high reliability and increases network lifetime.

Sutagundar et al. [13] proposed a fault-tolerance approach based on multiple (both fixed and mobile) agents. This proposed multi-agent-based scheme provides fault tolerance at the node, cluster, and sinks level. In node-level fault tolerance, a node accepts only correct samples i.e., the samples in the reference range and rejects the false samples. Thus, the node calculates the average of all samples which were found correct. At cluster level fault tolerance, after receiving the data from all the nodes, the difference in data is computed by comparing the data of each node to all other nodes. Finally, fault tolerance at the sink level, the sink node broadcasts alive packets to every node and replicates the sink node periodically. If nodes and replicated sink nodes get alive packets from the sink node, then it transmits the data to the sink otherwise replicated sink node broadcasts its ID to every node.

Tien et al. [14] proposed dual separate paths (DSP) algorithm to support fault-tolerance by improving network traffic in WSNs. The DSP algorithm constructs two different paths between the source and target (destination) nodes, depending on the topology of the network. This algorithm supports both wired and wireless networks and provides non-interminable fault tolerance. Elsayed et al. [2] presented an approach called distributed self-healing approach abbreviated as DSHA, wherein fault identification, diagnosis, and repairs are performed. These are skilled at both the cluster head and node level. DSHA mechanism was found effective in identifying hardware failures and diagnoses to make sensor networks resilient and reliable. The results showed that the DSHA approach can handle up to 67.3% hardware malfunctioning and hence improve 62.6% network lifetime.

Mitra and Das [15] observed that network reliability and dependability can be measured by its fault identification, fault diagnosis, and overcome techniques. The proposed architecture supported distributed fault tolerance and algorithms for fault recovery by using checkpoints of data and state of nodes in a distributed environment. Ma et al. [16] developed a novel algorithm for fault tolerance by generating a multi-routing tree abbreviated as FMTT. In it, a multi-routing tree is constructed to ensure k-disjoints routes from every sensor node to a collection of super-nodes. Thus, to build a fault-tolerant topology, each data transmitting node redefines the transmission power in compliance with the multi-routing tree.

Begum and Nandury [17], proposed a fault-tolerant mechanism called component-based self-healing mechanism which builds an alternate path to reach the root node in a hierarchical aggregation tree when any node or link fails. The said mechanism is based on two algorithms, the first is Self-healing Component-based Reconfiguration (SCR) for preserving precedence relations and another one is SCR-Dynamic Transmission Range Adjustment (SCR-DTRA). These two approaches are compared with existing approaches i.e. Tree Reconstruction, WKLP, and FTS. Simulation results prove that the SCR-DTRA approach is effective in terms of the Affected Ratio (AR) and Recovery Ratio (RR).

In [18], Kim et al. introduced a Maximum fault tolerance barrier coverage problem related to hybrid sensor networks (MFHP-HSN), containing both static and fully-controllable dynamic (mobile) sensors. It tried to migrate the mobile nodes in such a manner that fault tolerance of barrier-coverage of hybrid sensor networks mentioned above, was maximized. A polynomial-time exact algorithm was proposed for the above-said problem.

Shagufa Henna [19] presented an algorithm for approximation known as energy-efficient maximum disjoint coverage (EMDC) with a resemblance estimation ratio. In the proposed work, EMDC performance analyses showed up in favor of power efficiency and fault tolerance. The EMDC algorithm increased the lifespan of the network by choosing two disarticulated set covers minimizing relay power. The EMDC mechanism was found better in terms of network lifetime in comparison of DSC-MDC for a different count of nodes and ranges.
Moussa and Elalaoui [20] proposed a mechanism related to fault tolerance of cluster heads. The simulation was performed and found better as compared to low energy adaptive clustering protocol (LEACH), and informer homed routing mechanism.

To overcome the challenges of WSN, Jassbi and Moridi [21] presented an algorithm called the HEED algorithm for clustering. Further, for improving power consumption, they proposed a sleep/wake-up method for the cluster members. The main focus of work [21] was to identify and repair faults of cluster heads as well as cluster member sensor nodes. Hence, to perform this task, a node is chosen as a backup node of the cluster head. The failed node is separated, and its place is taken by its neighbor node, which goes to wake-up mode from the sleep mode.

Hence, by anatomizing the literature it has been found that a unique mechanism is needed to diagnose the faults and novel methods must be discovered to ameliorate the reliability and quality of service during the transmission of data. Further, the existing literature on spanning trees to achieve data aggregation is devoid of any fault tolerance procedure and thus, it influences the various important parameters of WSN viz., throughput, end-to-end delay, and power consumption.

III. PROCEDURES TO FIND ACTIVE NODES AND ACTIVE LINKS

In WSN, fault tolerance is a crucial issue, and it can be achieved by finding the active node and active link. The number of active nodes and links, define the fault tolerance factor of WSN. In this proposed model, we derived a procedure to find the active node and link. The proposed dynamic node model makes use of the neighbor node, average battery power, and distance. The dynamic connection can be identified based on the available bandwidth over the link. The following sections illustrate the mechanism to find the active node and link separately.

A. ACTIVE NODE IN WSN USING BATTERY POWER AND DISTANCE

The active state of the node is represented by $n_{active} = [n_{bp}, d]$, where $n_{bp}$ is the battery power of node, and $d$ is the distance between the intermediate node and its neighbor node. In the proposed model, the active node is decided based on the heuristic method, in which existing neighbor node battery power and distance are compared with predefined threshold values. The threshold values are node’s average battery power denoted by $n_{avg-bp}$ and average distance indicated by $d_{avg}$. These values are evaluated based on the existing neighbor node’s average battery power and average distance. The following is the procedure to find the active node in the improved handoff algorithm (refer algorithm 1).

B. ACTIVE LINK IN WSN USING AVAILABLE BANDWIDTH

In the given WSN, all sensor nodes are connected with the base station, cluster head (CH), and with other sensor nodes with specific bandwidth (i.e. frequency range). In the proposed model, certain bandwidth thresholds are defined between sensor to sensor ($B_{s-s}$), a sensor to CH ($B_{s-ch}$), CH to CH ($B_{ch-ch}$), and CH to Base Station ($B_{ch-bs}$). If any link (edge) weight is less than the threshold, then it is considered as a broken link. The thresholds among the various kinds of links and bandwidth thresholds are given in Table 1.

The following procedure is used to find the active link in the improved Q-MST algorithm (refer algorithm 2).

IV. PROPOSED SYSTEM MODELS

Various system models used in this article are discussed in the subsequent section:

A. PATH LOSS MODEL

In wireless communication literature, various path loss models and their analysis exist. The followings are well-known path loss models in wireless communication.

- Free-space model
- Two-ray model
- The simplified path loss model
- Empirical models.

Path loss is defined as $P_L = (P_t/P_r) > 1$ where, $P_L$ is the path loss, $P_t$ is power transmission, and $P_r$ is received power.

$$P_L(dB) = 10 \log_{10}(P_t/P_r) > 0 \quad (1)$$

The radio signals, as propagates away from the transmitters, the power of the radio signals is reduced according to distance traveled from the transmitters. In most of the wireless communication systems, often, the default path loss model is the free space path loss model, which computes attenuations according to the inverse square law along a single line-of-sight propagation path.

In all of the above-said models, the path loss is proportional to distance with some exponent, and exponent depends on the path model. Further, in all of the path loss models, the distance from the receiver and transmitter is the key factor. Hence, in our proposed model, we have considered the average distance, which is the threshold to decide the active node.

Algorithm 1 Procedure to Find Active Node

Procedure (Node, BP, Dist)

Begin:

If ($BP > n_{avg-bp}$ && $Dist > d_{avg}$) Then
    Return active
Else
    Return Inactive
End

| S. NO | TYPE OF THE LINK       | BANDWIDTH THRESHOLD |
|-------|------------------------|---------------------|
| 1     | Sensor to Sensor       | $B_{s-s}$           |
| 2     | Sensor to Cluster Head | $B_{s-ch}$          |
| 3     | Cluster Head to Cluster Head | $B_{ch-ch}$ |
| 4     | Cluster Head to Base Station | $B_{ch-bs}$ |
Algorithm 2 Procedure for Finding Active Link

Procedure (Type of the Link, Bandwidth)

Begin:

If (Type == 1)
    If (Bandwidth > B_{s-x})
        Then
            Return active.
        Else
            Return Inactive.
    Else
        Return Inactive.

Else

If (Type == 2)
    If (Bandwidth > B_{x-ch})
        Then
            Return active
        Else
            Return Inactive
    Else
        Return Inactive

Else

If (Type == 3)
    If (Bandwidth > B_{ch-bx})
        Then
            Return Active
        Else
            Return Inactive
    Else
        Return Inactive

END:






Figure 2 shows the path loss in the first order radio model and its relation with distance. In WSN currently, there is a great deal of low energy consumption models. In the proposed model, we have adopted first order radio model for simplicity and the radio dissipates $E_{elec} = 50\text{ nJ/bit}$ to run the transmitter or receiver circuitry and $E_{amp} = 0.1\text{ nJ/bit/m}^2$ for the transmit amplifier. These parameters also are shown in Table 5.

$$P_L = P_t/P_r \times d^n$$ (2)

The eq. (2) indicates the path loss model, which depends on the radio transmission and receiving power, which is proportional to some of the power of the distance in all the well-known path loss models [22]. The distance between two nodes $(x_i, y_i)$ and $(x_j, y_j)$ will be evaluated using the formula $\sqrt{(x_j-x_i)^2+(y_j-y_i)^2}$. $P_L$ is path loss from each neighbor at node n from each neighbor node 1, 2, 3, 4, and 5.

In the proposed model, using the average distance $(d_{avg})$ among n nodes, consider nodes 1, 3, and 5 are active and thus deemed to intended. Similarly, nodes 2 and 4 are inactive; hence, these are not considered to intend. In nodes 2 and 4, the interference problem arises, and it is handled by the interference model given in [10], but according to suggested work in this article, it is essential not to consider the interference model as already selecting the node of a higher average distance. Further, due to interference, there is a kind of node or link failure that has been previously handled by the proposed fault tolerance model; hence, the interference model is not required in the proposed approach.

B. THE FLOW CHART OF THE PROPOSED NLF FAULT TOLERANCE MODEL

A model for fault tolerance is proposed to support both node and link failure; its functioning has been presented here in Fig. 4. For a link or edge failure, the Imp-QMST algorithm and, for node failure, the Imp-Handoff algorithm have been proposed, which are improved forms of QMST and Handoff algorithm, respectively. A WSN comprises of several sensor nodes. Let an undirected fully connected graph $G = (V, E)$ represent the topology of the network where $V = \{v_1, v_2, v_3, \ldots, v_n\}$, stands for a set of nodes, $E = \{(v_i, v_j) | v_i, v_j \in V \land d(v_i, v_j) < \min(R_i, R_j)\}$ is the set of edges and $d(v_i, v_j)$ is Euclidean distance of $v_i, v_j$ and $R_i$ is the transmission range of $v_i$.

The proposed NLFFT model control flow illustrated in Fig. 4.

C. ENERGY CONSUMPTION MODEL OF WSN

A variety of power consumption models [23] are available, but this article uses Heinzelman et al. [24] model for power dissipation and the meaning of symbols has been illustrated in Table 5. The proposed work uses, to transmit and receive an n-bit message to a distance $(d)$ by using radio model:

Energy Consumption at Transmitter (refer Eq. 3)

$$E_{Tx} = E_{Tx-elec} \times n + e_{amp} \times d^2$$ (3)

Energy Consumption at Receiver (refer Eq. 4)

$$E_{Rx} = E_{Rx-elec} \times n$$ (4)
In the simulation, it summarizes that the size of every incoming and outgoing message is one bit. Hence, the Eq. (2) and Eq. (3) are converted into (4) and (5) respectively.

\[ E_{Tx} = E_{Tx-ele} + \varepsilon_{amp} \times d^2 \]  
\[ E_{Rx} = E_{Rx-ele} \]  

**D. END TO END DELAY MODEL**

To calculate the end-to-end delay, the following formulae have been used:

The Time required to send a packet at \( k \)-links

\[ = k^3[(H + (D/P))/C] \]  

Here, \( H \) is the header size (in bits), \( D \) is bit size of data, \( P \) is some packets and \( C \) is the link capacity, also known as buffer size. It has been assumed that the header size \( H \) of each packet is 2 bits and the data size is \( D \) 1 bit. All the links are considered as homogeneous and having a capacity to store 50 packets (identical to the link capacity).

Thus, it can be seen that the number of packets is identical to the sum of the size of all the data packets. Thus, by putting \( D/P = 1 \), \( H = 2 \), and \( C = 5 \) the above-given formula (refer Eq. 7) is converted to Eq. (8).

\[ End\_to\_End\_Delay = (3/5) \times k \]  

**V. NLFFT MODEL: A NOVEL FAULT TOLERANCE MODEL TO SUPPORT FAILURE AT BOTH LINK AND NODE LEVEL**

Though the flow chart of the NLLFT model has been presented in the previous section, this section highlights the implementation of the techniques used in the proposed NLFFT model.

Firstly, MST is generated by using swarm-based approaches (ACO, PSO, FF, and ICA algorithm) and traditional PRIMS algorithm to implement the proposed NLFFT model.
model for fault tolerance. Every node as a part of MST acts as a data aggregator node. The Prims algorithm is known as Jarnik’s algorithm, which is a greedy algorithm to find MST by calculating the subset of edges that construct a tree, including all vertices, at least once.

Marco Dorigo gave the ant colony optimization (ACO) [25] in 2006. In ACO, artificial ants are deployed to perform a heuristic search. The ACO [26]–[28] algorithm uses a probabilistic approach to get MST, which acts as a data aggregation tree. After obtaining the desired solution, the pheromone and evaporation parameters get updated.

The PSO algorithm is a meta-heuristic and population-based algorithm. It was developed by Eberhart and Kennedy in the year 1995 [29]. It is a nature-inspired and swarm-intelligence based heuristics method, provided by recognizing the movement and behavior of birds and fish flocks. The minimum spanning tree using the PSO algorithm and various parameters related to it have been explained by Goldbarg et al. [30] and improved by various researchers for performance improvement [31].

The Firefly algorithm was developed by Xin-She Yang at the end of the year 2007 and the beginning of 2008 [32], [33], similar to PSO, it is also a meta-heuristic algorithm inspired by the flashing behavior of fireflies and their bioluminescent communication [34]. A discrete Firefly algorithm for improved data collection and data aggregation in WSN was elaborated in [35], [36]. The ICA [37] algorithm was given by Atashpaz-Gargari and Lucas in 2007[38]. ICA can be considered as a human counterpart of the Genetic Algorithm [39]. It performs human social evolution while the Genetic Algorithm performs biological evolution of species. Sayadnavard et al. explained sensor network localization using the ICA algorithm [40].

The ABC algorithm was presented by Devis Karaboga [41] in the year 2005. It is a meta-heuristic algorithm based on the swarm. It was designed to optimize and solve multi-variable and numerical problems [42], and it was influenced by the honey bees and their genius foraging behavior. The ABC algorithm contains three components, mainly, i.e., working bees, unemployed bees, and the food source. The detailed algorithm related to this article, to solve Q-MST using ABC, is explained in [4]. In the NLFFT model, an improved version of QMST [3]–[5] and Improved Handoff algorithm were proposed and named as Imp-QMST and Imp-Handoff algorithms respectively. Tools generally used for WSN are discussed in [43] and energy-efficient protocols are developed in [44]. A detailed study of the swarm and evolutionary algorithm available in [45]–[49].

A. IMP-QMST MECHANISM

In the Q-MST approach, at the place of edge cost (weight), the cost of enjoined pair of edges is also considered, and the target is to find out the side with the lowest side cost, to be replaced at the place of broken link or edge. The Q-MST is an NP-Hard problem, which was suggested by Asad and Xu [42]. Further, it was extended by Sundar and Singh [4] by implementing an ABC algorithm to find MST. The concept of applying fault tolerance in WSN using the Q-MST approach, along with an example, has been implemented by Menaria et al. [3].

Going a step ahead of the above-mentioned Q-MST approach, this article proposes an improved-QMST (Imp-QMST) mechanism. The flowchart of Imp-QMST has been shown in section 4.A.2 and can be explained thus:

1. When a node or link breaks down, or failure occurs due to battery power or any other reason, the sensor network is separated into two components. (one remains to the left side of the broken link and another to the right side)
2. Find the edges which connect the two parts mentioned above (sets).
3. Calculate the total cost (Total_Weight) of every connecting edge mentioned in step 2, by using the inter-cost matrix as procedure mentioned in Q-MST [4], i.e., the cost (weight) from each existing edge to every connecting edge of above components and vice versa. (Detailed example provided in [3])
4. Now, instead of selecting minimum cost edge (Q-MST), calculate the average cost $d_{avg}$, of all the corresponding costs of sides calculated in step 3.
5. Calculate average battery power ($b_{avg}$) for each edge separately using Eq. 9:

$$b_{avg} = \frac{\sum b_i}{2}$$

where $b_i$ is the battery power of $i^{th}$ node on the edge $e_i$.
6. Similarly, calculate the cumulative average battery power ($B_{cum-avg}$) for all the edges using Eq. 10, which are included in the connecting sets, i.e. edges which connect both components.

$$B_{cum-avg} = \frac{\sum_{i=1}^{n} b_{avg}(i)}{n}$$

7. Edge Selection (Select the edge which has its cost lower than or equals to average cost $d_{avg}$, and its average battery power $b_{avg}$ is higher than or equal to cumulative average battery power i.e. $B_{cum-avg}$.
8. If no edge is found in step 6, then follow a simple Q-MST mechanism, i.e., select the edge with minimum cost as calculated by step 3.
9. Replace the selected edge at the broken edge or link in the network and continue transmissions.
10. End

Let’s consider the steps mentioned above with a sensor network taken as an example in Fig. 5.

Figure 5(a) shows a complete undirected graph with 5 sensor nodes, and these nodes are connected through 10 numbers of sides (edges), called links in the WSN ranging from e1 to e10. The inter-cost matrix (edge-to-edge cost matrix) of the said network has been shown in Table 2.

Table 3 depicts the battery power at the given moment, for all the five nodes participating in the network.
In the mentioned inter-cost matrix in Table 2, each diagonal element presents the edge weights (cost or distance), and the remaining elements are edge-to-edge costs, which can be considered as a parameter related to WSN, i.e., channel strength. Figure 5(b) is a minimum spanning tree with a total weight of 223. Now suppose, due to any valid reason, the link e9 becomes weak or broken down (refer Fig. 5(c)), then the whole graph is separated into two sets, one is \{1, 2, 5\}, and another set is \{3, 4\}.

Now, it is required to select the alternate edge or side connecting the said two sets. Fig. 5(d) depicts that there are 3 possible edges connecting the two sets namely \{e5, e6, e8\}. Now, the total weight (cost) is to be calculated for all three edges. First, an edge-to-edge cost is calculated by considering every possible alternate edge using following steps:

- For the link e5 (connecting the vertexes 2 and 3)

\[
\text{Total Edge Cost} = \text{cost}(e_5, e_5) + \text{cost}(e_1, e_5)
\]
+cost(e5, e1) +cost(e7, e5) + cost (e5, e7) +cost (e10, e5) + cost (e5, e10)

= 76 + 8 + 7 + 20 + 12 + 14 + 8

= 145

- For the link e6 (connecting the vertexes 2 and 3)

Total Edge Cost = cost (e6, e6) + cost(e1, e6) +cost(e7, e6) +cost (e6, e7) + cost (e10, e6) + cost (e6, e10)

= 80 + 9 + 7 + 14 + 11 + 12 + 7

= 140

- For the link e8 (connecting the vertexes 2 and 3)

Total Edge Cost = cost (e8, e8) + cost(e1, e8) +cost(e7, e8) +cost (e8, e7) + cost (e10, e8) + cost (e8, e10)

= 87 + 10 + 5 + 9 + 16 + 8 + 15

= 150

As the total weight (cost) of edge e6 is low i.e., 140 than other replaceable edges hence, in QMST approach the broken edge, i.e. e9 will be replaced by e6 depicted in Fig. 5(e) but, Imp-QMST will apply some modifications and other parameters viz. battery power as:

1. Calculate the average weight (cost) of all the alternate edges

\[ d_{avg} = (147 + 140 + 150)/3 \]

2. Calculate the average battery power \( b_{avg} \) of each edge connecting both the sets (SET-1 and SET-2) as:

a) \( b_{avg} \) of edge e5 = (250.50+700.35)/2.0 = 475.42

b) \( b_{avg} \) of edge e6 = (250.50+405.62)/2.0 = 328.06

c) \( b_{avg} \) of edge e8 = (320.20+700.35)/2.0 = 510.27

3. Calculate the cumulative average battery power \( b_{cumavg} \) of all the nodes participating in connecting the two sets:

\[ b_{cumavg} = (475.42 + 328.06 + 510.27)/3; \]

\[ = 437.91 \]

4. Now, the selection process starts by using the information provided in steps 1 to 3 and can be concluded by making a decision table, i.e. Table 4.

Thus, it can be seen clearly in the decision table that the edge e5, having the link cost lower than average cost, i.e.145<=145.66 and its average battery power is higher than the cumulative battery power, i.e., 475.42>=437.91. Hence, the edge e5 will get selected as an alternative edge at the place of broken edge e9, as shown in Fig. 5(f).

The side e6 and e8 do not fulfill both the conditions, so these sides will not be considered. Now the question arises that by following the above Imp-QMST procedure, what to do when more than one edge found suitable. In this case, among all suitable edges, the edge with minimum cost gets selected as a replaceable edge.

**B. IMP-HANDOFF MECHANISM**

Similar to the QMST mechanism, the Handoff algorithm is used in fault tolerance to handle node failure in WSN. The only difference is that Q-MST or proposed Imp-QMST algorithm works on a link or edge failure while the Handoff or Imp-Handoff mechanism works on node failure. The flowchart of the Imp-Handoff mechanism is shown in section 4.A.2 in the proposed NLF Fault Tolerance Model. The algorithm is shown in this section.

The handoff mechanism [10] is used to replace the faulty node with an alternate sensor node. In the handoff mechanism, whenever a fault occurs at any node due to low battery power or power failure, the neighboring node with the highest battery power replaces the faulty node, and all services running on the defective node get transferred to the new neighbor node. Thus, the data transmission process does not get interrupted.

The Imp-Handoff algorithm is applied as the fault tolerance technique because of the battery power drain mentioned in Fig. 6.

Whenever a node, either a malicious or non-faulty, recognizes that its battery energy level is reduced to a degree up to \( b_{th} \), i.e., if \( b_k \leq b_{th} \) (\( b_k \) indicate to the \( k^{th} \) time window), a handoff connection to its neighbor node needs to be initiated. In the Handoff mechanism, the malicious node gathers the status of the energy level of all its neighbor nodes and transmits the handoff parameters to the neighbor node, containing the superior battery power. The battery power gathering process has two phases: (1) sending a request of

---

**TABLE 4. Decision table.**

| edge | Edge Cost <= \( d_{avg} \) | \( b_{average} \) >= \( b_{cumavg} \) |
|------|-----------------|-----------------|
| e5   | YES             | YES             |
| e6   | YES             | NO              |
| e8   | NO              | YES             |

---

**FIGURE 6. Time Frame for Battery Energy Level.**
battery power to all neighbor nodes (2) all the neighbors, send reply packets having their latest battery power.

In the Imp-handoff mechanism, besides including the process mentioned in the above paragraph (related to the battery power), two more parameters are also considered- namely the distance (weight) of all neighbor nodes to faulty node and fault index of every node. The fault index ($FI$) is defined as:

$$FI = \frac{n_{missed}}{n_{total}}$$

where $n_{missed}$ = total number of missed packets and $n_{total}$ is the total number of packets.

Initially, the fault index of every node is considered zero, but as soon as transmission starts, its value gets updated. After receiving all the parameters, the average battery power and average distance for all the neighbor nodes are calculated.

At first, the neighbor node with battery power higher than or equals to average battery power and with distance higher than or equal to the average distance will get selected. While in some cases, if the above condition does not get satisfied, then the neighbor node with the least fault index will get selected. The notations used and the Imp-Handoff algorithm are presented below:

**Algorithm 3 Improved Handoff Algorithm (Imp-Handoff Algorithm)**

1. Initially assign a battery power ($b_i$) to every sensor node arbitrarily.
2. Define Source, Sink, and Threshold value ($b_{th}$) of the Battery Power.
3. Start data transmission from defined source to destination repeatedly.
4. Update the battery power for every transmission defined in step 3.
5. IF any fault occurs in step 3 ($b_k < b_{th}$) then
6. Send REQUEST packets to all neighbor nodes for both distance and updated battery power excluding next-hop.
7. Receive the REPLY packets in the response of request given in step 6, from each n-1 neighbor node.
8. Arrange all the neighbor nodes of a failed node in ascending order of distance.
9. Calculate the parameters $b_{average}$ and $d_{avg}$.
10. For each node from the list of (n-1) nodes
11. Check whether it’s the last updated battery power $\geq b_{average}$ and distance $\geq d_{avg}$.
12. If any suitable node found in step 10 then replace the faulty node from this node by sending all parameters related to connection to the identified node i.
13. Else select the node which has the lowest fault index ($FI_i$).
14. Replace the faulty node with the identified node in steps 8 to 12.
15. End

**Notations:**
- $b_k$ is the battery power of the faulty node in a $k^{th}$ time frame, $b_{th}$ is the threshold power which is a predefined constant, $n$ is the count of neighbor nodes, $d_k$ is the distance (weight) of a neighbor node from the faulty node, $b_{average}$ is the average battery power, $d_{avg}$ is the average distance (weight) of neighbors from faulty nodes, and $FI_i$ is the fault index of node i.

The above proposed Imp-Handoff algorithm is compared with the existing handoff algorithm. The results have been analyzed in section 7, with the experimental setup discussed in section 6.

**VI. EXPERIMENTAL SETUP**

**A. ASSUMPTIONS**

While examining the performance of the proposed NLFFT model, the following assumptions are considered:

- It is assumed that every node in the sensor network setup is homogeneous and is deployed statically.
- Every sensor node has an equal capability to sense the surrounding data.
- The probabilistic approach is taken into consideration from the Prowler Simulator for networks, in the context of packet transmission from source to sink node. In this approach, every packet has a probability between 0 and 1 and those packets that have a probability greater than 0.5, will only be transmitted to the next hop.
- After constructing the MST using various swarm intelligence techniques, this MST is considered as a data aggregation tree where all the leaf nodes are considered as data aggregator nodes.

**B. SIMULATIONS AND SIMULATION PARAMETERS**

The simulation was performed in the MATLAB environment. The sensor nodes were set out randomly in a 200×200 square unit area. The source and destination (sink) nodes were also declared arbitrary. The Euclidean distance of all the pairs of connected nodes was calculated and if it was found less than 150 meters, then those nodes could be considered as disconnected. Finally, the depth-first search (DFS) was imposed on examining whether the network was connected or disconnected. If the network was found as disconnected, then the whole procedure was repeated to get the connected graph to carry out the further simulation.

After getting a connected graph, MST is originated with various algorithms, as mentioned in section 5, and then performs packet transmission. While carrying out packet transmission, if any node or link fails due to less battery power or power failure, Handoff and Imp-Handoff algorithms, Q-MST, and Imp-QMST algorithms are applied to support fault tolerance, as elaborated in section 5.

As the packet transmission process is completed, various parameters like the total number of packets transferred, total packets received, total packets lost, the power consumed, and the end-to-end delay are calculated. The various comparative graphs are plotted in the result analysis in section VII.
TABLE 5. Simulation parameters.

| SYMBOL | MEANING                  | VALUES |
|--------|--------------------------|--------|
| N      | Number of Sensor nodes   | 10-60  |
| S_A    | Simulation Area          | 200×200|
| R      | Transmission range       | 150 m  |
| E_{Tx-ele} | Radio Dissipation                  | 50 nJ/bit |
| \alpha | Transmit amplifier        | 0.1 nJ/bit/m² |
| \rho   | Pheromone evaporation parameter | 0.3 |
| \gamma | The relative influence of heuristic | 20 |
| \omega | Inertia Weight           | 0.2    |
| \Omega_{damp} | Inertia Weight Damping Ratio | 1.0 |
| C1     | Personal Learning Coefficient | 0.7 |
| C2     | Global Learning Coefficient | 1.0 |
| \mu    | mutation rate            | 0.1    |
| P_{rev} | Revolution Probability | 0.5    |

Table 5 enlists various simulations parameters that are considered as an experimental setup to measure the performance of the proposed NLFFT model.

VII. RESULT ANALYSIS

Competitive analysis between QMST versus Imp-QMST and Handoff versus Imp-Handoff has been performed through various swarm intelligence techniques viz. ACO, PSO, FF, ICA, and traditional PRIMS algorithms.

Initially, MST is constructed through techniques as mentioned above. Whenever there are link or node failure, the said fault tolerance techniques, i.e., Q-MST, Imp-QMST, Handoff, and Imp-Handoff are applied. Results are calculated in terms of throughput, end-to-end delay, and energy consumed during the whole data transmission process. After performing several simulations, for each of the transmission, the average results are computed, as shown in Table 5. Results for QMST and Imp-QMST have been discussed in section VIII part A.

A. QMST VS IMP-QMST ALGORITHM

In this section, MST is generated by using the above-mentioned swarm intelligence algorithms and the PRIMS algorithm. Further, QMST and Imp-QMST are applied for the fault-tolerance purpose. The QMST and Imp-QMST algorithms deploy the ABC algorithm to find an alternate edge or link at the place of the broken link. The comparison of results has been depicted in subsequent sections.

1) THROUGHPUT COMPARISON

Table 6 and Fig. 7 shows the throughput comparison between QMST and the Imp-QMST approach. The graphical presentation of throughput comparison is shown in Fig. 7. It is clear by analyzing Table 6 and Fig. 7 that the throughput received through Imp-QMST is almost 2% better than the Q-MST approach. If it is analyzed algorithm wise, then it is found that Imp-QMST is 7% better than QMST for the PRIMS algorithm, 3% for ACO algorithm, 7% better for PSO algorithm, 6% better for FF algorithm and finally it is (Imp-QMST).50% better than ICA algorithm.

Further, it can be seen that among all the swarm-based techniques, the ACO algorithm gives the highest throughput (203%, 177%, 203%, and 146% more as compared to PRIMS, PSO, FF and ICA algorithm for Imp-QMST) and it remains almost the same along with a varying number of nodes.

2) END-TO-END DELAY COMPARISON

The end-to-end delay between Q-MST and proposed Imp-QMST has been analyzed in Figure 8. The calculation of end-to-end delay is performed using Eq. 7, which is mentioned in section III. The explicit values are shown in Table 7.

Figure 8 depicts that the end-to-end delay achieved by Imp-QMST is lower than the QMST approach. By analyzing the simulation results, shown in Table 7, it becomes clear that Imp-QMST is almost 9% better than the QMST approach. Regarding Imp-QMST, the ACO algorithm is almost 80% better than other algorithms viz. ACO, PSO, FF, and ICA algorithms.

Hence, it’s clear by Fig. 8 that the ACO algorithm has a lower end-to-end delay as compared to other swarm intelligence approaches, depicted in the above-said figure.

3) POWER DISSIPATION COMPARISON

On the lines of the comparison performed in sub-section 1 and 2, a similar comparison related to power dissipation is shown here in Table 8 and Fig. 9.

It is clear from the tabular analysis that the average power dissipation while considering all the swarm intelligence algorithms, the Imp-QMST is 10% better than the QMST approach. Further, it is also apparent in Fig. 9 that power dissipated in the Imp-QMST is less than QMST. By the Imp-QMST approach with the ACO algorithm, it is 25% better than the PRIMS algorithm, 34% better than the PSO algorithm, 26% better than the FF algorithm, and 37% better than the ICA algorithm. Hence, it is concluded that among all the MST construction algorithms, the ACO algorithm has less power dissipation as compared to others and Imp-QMST performs better than the QMST approach.

The graphical representation of power dissipation is shown in Fig. 9.

4) DATA AGGREGATION USING VARIOUS SWARM INTELLIGENCE APPROACHES WHEN NUMBER OF NODES WERE KEPT FIXED (I.E. THE NUMBER OF NODES N = 35)

Here, the above-mentioned comparisons have been elaborated again by setting the count of nodes fixed to 35 and varying the call of data transmissions from 100 to 1000. The throughput, delay, and power dissipation comparisons are given in this section and subsections:

a: THROUGHPUT COMPARISON

A tabular comparison of throughput is shown in Table 9. Figure 10 narrates the throughput comparison between...
TABLE 6. Throughput Comparison of QMST v/s Imp-QMST.

| NODES | PRIMS | ACO | PSO | FF | ICA |
|-------|-------|-----|-----|----|-----|
|       | QMST  | IMP-QMST | QMST  | IMP-QMST | QMST  | IMP-QMST | QMST  | IMP-QMST | QMST  | IMP-QMST |
| 10    | 23.46 | 24.47 | 43.6 | 46.96 | 22.77 | 23.48 | 24.47 | 23.46 | 23.83 | 23.86 |
| 15    | 18.84 | 19.94 | 38.51 | 44.39 | 20.45 | 21.84 | 19.94 | 18.84 | 21.75 | 20.84 |
| 20    | 14.03 | 15.48 | 45.34 | 45.34 | 18.67 | 19.33 | 15.48 | 14.03 | 19.78 | 20.96 |
| 25    | 12.39 | 13.93 | 43.83 | 44.53 | 17.92 | 18.97 | 15.28 | 15.94 | 18.44 | 19.65 |
| 30    | 16.38 | 15.28 | 37.73 | 38.4 | 15.79 | 16.38 | 14.18 | 12.6 | 18.23 | 18.66 |
| 35    | 12.6 | 14.18 | 47.17 | 47.25 | 13.47 | 14.2 | 13.93 | 12.5 | 17.86 | 16.28 |
| 40    | 11.5 | 12.46 | 44.53 | 46.5 | 12.0 | 11.5 | 12.46 | 10.92 | 17.12 | 16.59 |
| 45    | 11.81 | 11.93 | 46.5 | 46.51 | 11.61 | 12.41 | 11.93 | 10.81 | 17.47 | 16.19 |
| 50    | 10.41 | 10.45 | 41.81 | 37.86 | 12.89 | 13.7 | 10.45 | 10.41 | 14.80 | 14.64 |
| 55    | 10.50 | 11.99 | 41.34 | 46.51 | 11.15 | 12.79 | 11.99 | 10.5 | 15.55 | 16.49 |
| 60    | 10.50 | 11.50 | 46.51 | 46.50 | 10.5 | 12.0 | 10.5 | 11.5 | 14.00 | 15.00 |

TABLE 7. End-to-End Delay Comparison of QMST v/s Imp-QMST.

| NODES | PRIMS | ACO | PSO | FF | ICA |
|-------|-------|-----|-----|----|-----|
|       | QMST  | IMP-QMST | QMST  | IMP-QMST | QMST  | IMP-QMST | QMST  | IMP-QMST | QMST  | IMP-QMST |
| 10    | 1.50 | 1.51 | 0.82 | 0.63 | 1.517 | 1.47 | 1.38 | 1.51 | 1.52 | 1.47 |
| 15    | 2.13 | 2.01 | 0.94 | 0.78 | 2.13 | 2.01 | 2.41 | 2.07 | 2.13 | 2.01 |
| 20    | 2.96 | 2.87 | 0.69 | 0.69 | 3.05 | 2.87 | 2.97 | 2.93 | 3.01 | 2.91 |
| 25    | 3.03 | 2.99 | 0.78 | 0.73 | 3.45 | 3.36 | 2.88 | 2.88 | 3.10 | 3.02 |
| 30    | 4.32 | 3.59 | 0.98 | 0.9 | 4.37 | 3.54 | 4.57 | 3.84 | 3.69 | 3.23 |
| 35    | 4.6 | 4.3 | 0.65 | 0.65 | 4.26 | 3.64 | 5.24 | 4.75 | 4.20 | 3.96 |
| 40    | 4.85 | 4.15 | 0.82 | 0.68 | 4.95 | 4.49 | 5.58 | 4.95 | 4.82 | 3.59 |
| 45    | 4.68 | 4.18 | 0.68 | 0.68 | 5.2 | 4.95 | 5.0 | 4.51 | 5.23 | 4.53 |
| 50    | 4.95 | 4.6 | 0.91 | 0.94 | 5.5 | 5.0 | 5.64 | 4.60 | 5.95 | 4.85 |
| 55    | 5.48 | 5.06 | 0.90 | 0.67 | 5.8 | 5.6 | 5.7 | 5.10 | 6.08 | 5.5 |
| 60    | 5.59 | 5.50 | 0.98 | 0.90 | 6.2 | 5.9 | 6.0 | 5.2 | 7.1 | 6.95 |

FIGURE 7. Throughput Comparison of QMST v/s Imp-QMST.
QMST and Imp-QMST algorithms by using various artificial intelligence techniques as an MST generation algorithm (data aggregation).

The tabular analysis in (Table 9), shows that the cumulative throughput of proposed Imp-QMST applied to all the said algorithms is almost 11% better than the QMST approach. The individual analysis of each algorithm between Imp-QMST v/s QMST shows that the PRIMS algorithm with Imp-QMST is 48% better than with QMST. Similarly, ACO algorithms with Imp-QMST are 2% better than QMST, PSO algorithm with Imp-QMST is 24% better than QMST, FF algorithm with Imp-QMST is 21% efficient than QMST and finally, ICA algorithm with Imp-QMST is about 7% more, efficient than QMST approach. Further, regarding the Imp-QMST approach it has been found that the ACO algorithm performs 363% better than PRIMS, 295% better than the PSO algorithm, 264% better than the FF algorithm, and 230% better than ICA algorithm.

Hence, it is comprehensive that the throughput from the Imp-QMST procedure is higher than QMST while numbers
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of nodes are kept fixed and the ACO algorithm performs better than all the other said algorithms.

b: END-TO-END DELAY COMPARISON
The comparison regarding the delay between QMST and Imp-QMST by fixing the count of nodes is delineated in Table 10 and the graphical representation is shown in Fig. 11. The analysis of Table 10 shows that the cumulative end-to-end delay of all the algorithms with Imp-QMST performs better. If we compare it individually on the ACO algorithm then it is found that the ACO algorithm with Imp-QMST performs almost 2% better than ACO with the QMST approach.

Further, it is clear from Fig. 11 that the Imp-QMST algorithm causes lesser delay than the QMST approach.

c: POWER DISSIPATION COMPARISON
Table 11 and Fig. 12 show that the energy consumed (nJ) by QMST is greater than Imp-QMST.
Similar to previous analyses, here also the ACO algorithm performs better than to other algorithms i.e. in Imp-QMST, the ACO algorithm is about 32% better than PRIMS and PSO algorithm, 29% better than FF algorithm and 39% better than ICA algorithm.

B. HANDOFF VS IMP-HANDOFF ALGORITHM

Along the lines of the previous sub-section i.e. subsection A, the performance comparison between Handoff and proposed Imp-Handoff algorithm is measured on various artificial intelligence (AI) algorithms for three network parameters.
TABLE 11. Power Dissipation Comparison when numbers of nodes are fixed.

| NO. OF TRANSMISSIONS | PRIMS | IMP-PRIMS | ACO | IMP-ACO | PSO | IMP-PSO | FF | IMP-FF | ICA | IMP-ICA |
|----------------------|-------|-----------|-----|---------|-----|---------|----|--------|-----|---------|
|                      | QMST  | IMP-QMST  | QMST| IMP-QMST| QMST| IMP-QMST| QMST| IMP-QMST| QMST| IMP-QMST|
| 100                  | 153867.05 | 180745.03 | 20000| 20000   | 171311.5 | 168089.89 | 173327.8 | 171600.35 | 144329.4 | 140539.82 |
| 200                  | 437079.73 | 422074.67 | 286315.4 | 286315.4 | 398747.6 | 386051.1 | 412543.3 | 384535.32 | 461834.6 | 430189.16 |
| 300                  | 388550.33 | 440399.85 | 60000 | 150000  | 567065.6 | 575608.57 | 469689.4 | 388509.17 | 600622.9 | 575823.22 |
| 400                  | 864349.97 | 704318   | 494148 | 494148   | 751872.7 | 678735.22 | 671318.6 | 651899.55 | 857649.3 | 804938.66 |
| 500                  | 884202.78 | 996071.52 | 581592.2 | 435937.65 | 907352 | 907605.52 | 789219.7 | 879794.37 | 1096559.8 | 115673.18 |
| 600                  | 1068244.11 | 1074358.85 | 500808.8 | 809409.57 | 902814.1 | 976414.10 | 853064.3 | 925222.85 | 1122839.0 | 1203166.65 |
| 700                  | 1253060.7 | 1307151.23 | 647371 | 950032   | 1186169 | 1164502.57 | 1123629 | 1203777.89 | 1467627 | 1399996.65 |
| 800                  | 1707475.45 | 1705203.74 | 585176.7 | 985176.69 | 1492157 | 1638759.28 | 1378849 | 1514845.52 | 1805062 | 1779602.35 |
| 900                  | 2009056.4 | 1925357.63 | 1007377 | 1505729.86 | 1730694 | 2011462.22 | 1562037 | 2060205.23 | 1997570 | 2107664.64 |
| 1000                 | 2248990.9 | 2060235.61 | 1038741 | 1604970.4 | 1933507 | 2103332.37 | 1681567 | 2100325.5 | 2202850 | 2158064.74 |

1) THROUGHPUT COMPARISON

Table 12 and Fig. 13 enlist the throughput comparison between Handoff vs IMP-Handoff algorithms on the data aggregation tree generated by various swarm intelligence techniques.

The tabular analysis makes it clear that the Imp-Handoff algorithm is better than handoff algorithm, tested on various AI algorithms i.e. Imp-Handoff algorithm is about 3% better than handoff algorithm for PRIMS algorithm, 1.5% better for ACO algorithm, 3% better for FF algorithm and 2% better for ICA algorithm.

To find a better-suited algorithm, the performance of all the said AI algorithms are compared and it is found that the performance of the ACO algorithm for generating MST along with Imp-Handoff algorithm for fault tolerance is best suited. The ACO algorithm with Imp-Handoff FT gives about 214% better throughput than PRIMS with the Imp-Handoff algorithm for FT. Similarly, ACO performs 198%, 229%, and 184% better than to PSO, FF, and ICA algorithms.

Hence, it is clear and it can also be seen from Fig. 13 that the throughput produced through the Imp-Handoff algorithm is way better than the Handoff algorithm.

TABLE 12. Throughput Comparison of Handoff vs. Imp-Handoff algorithm.

| NO. OF NODES | 10 | 15 | 20 | 25 | 30 | 35 | 40 | 45 | 50 | 55 | 60 |
|-------------|----|----|----|----|----|----|----|----|----|----|----|
| PRIMS       | HANDOFF | IMP-HANDOFF | HANDOFF | IMP-HANDOFF | HANDOFF | IMP-HANDOFF | HANDOFF | IMP-HANDOFF | HANDOFF | IMP-HANDOFF | HANDOFF | IMP-HANDOFF |
| ACO         | 21.66 | 21.66 | 42.74 | 42.99 | 20.28 | 20.83 | 20.81 | 20.81 | 20.28 | 20.83 | 20.28 | 20.83 |
| PSO         | 20.02 | 19.94 | 40.19 | 41.19 | 20.1  | 19.94 | 19.32 | 20.30 | 20.10 | 19.94 | 20.10 | 19.94 |
| FF          | 13.36 | 13.74 | 44.18 | 45.18 | 18.26 | 17.43 | 12.78 | 13.16 | 19.42 | 18.34 | 19.42 | 18.34 |
| ICA         | 12.84 | 11.55 | 44.53 | 45.53 | 16.13 | 15.4  | 16.14 | 15.71 | 17.27 | 17.46 | 17.27 | 17.46 |
| 1009056.4   | 1007377 | 1505729.86 | 1730694 | 2011462.22 | 1562037 | 2060205.23 | 1997570 | 2107664.64 |
| 2248990.9   | 2060235.61 | 1038741 | 1604970.4 | 1933507 | 2103332.37 | 1681567 | 2100325.5 | 2202850 | 2158064.74 |

2) END-TO-END DELAY COMPARISON

The tabular comparison between the handoff and the Imp-Handoff algorithm on various algorithms shown in Table 13. Considering the end-to-end delay in Table 13, it is clear that on an average Imp-Handoff algorithm is about 9% better than the Handoff algorithm. If the PRIMS algorithm is considered then applying handoff and Imp-Handoff algorithms on it as FT techniques, the Imp-Handoff technique is around 7% better than the handoff algorithm. Similarly, Imp-handoff on ACO, FF, and ICA algorithm is found to be 11% better than handoff and on PSO it is found 7% better than the handoff algorithm.

Further, concerning Imp-Handoff, while comparing the performance of various algorithms, the ACO algorithm is found 80% efficient than PRIMS, PSO, FF, and ICA algorithm. Apart from the tabular comparison, the graphical representation of the end-to-end delay comparison of aforesaid is shown in Fig.14.

By observing Fig. 14, it is clear that the end-to-end delay using the Imp-Handoff algorithm is less than the Handoff algorithm. Further, it is also clear that as the number of nodes increases, the end-to-end delay also increases.
3) POWER DISSIPATION COMPARISON

The comparison of power dissipated in the fault-tolerance process by using both the Handoff and the proposed Imp-Handoff algorithms on various AI algorithms is visualized in Table 14. Further, graphical analysis of shown comparison is shown in Fig. 15.

Table 14 shows that cumulatively considering all the AI algorithms shown in this table, the proposed Imp-Handoff algorithm is about 56% efficient than PRIMS, PSO, FF, and ICA algorithm.

Further, to find out the best-suited algorithm to construct MST respective to the Imp-Handoff mechanism, it is found that the ACO algorithm (Table 14) is about 56% efficient than PRIMS, PSO, FF, and ICA algorithm.

Figure 15 also makes it clear that during transmission, the power dissipated by the traditional Handoff algorithm is higher than the Imp-Handoff algorithm. Power consumption is a crucial parameter in any network as it directly affects network lifetime.

4) DATA AGGREGATION USING VARIOUS SWARM INTELLIGENCE APPROACHES WHEN NUMBER OF NODES WERE KEPT FIXED (I.E. THE NUMBER OF NODES N = 35)

Along the lines of section 4 of subsection A of result analysis section i.e. section VII-A-4, an analysis between Handoff and Imp-Handoff is demonstrated here by adjusting

| TABLE 13. End-to-End Delay Comparison using Handoff and Imp-Handoff algorithm. |
|----------------------------------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| No. of NODES | PRIMS | ACO | PSO | FF | ICA |
| HANDOFF | IMP-HANDOFF | HANDOFF | IMP-HANDOFF | HANDOFF | IMP-HANDOFF | HANDOFF | IMP-HANDOFF | HANDOFF | IMP-HANDOFF |
| 10 | 1.53 | 1.53 | 0.78 | 0.78 | 1.62 | 1.57 | 1.63 | 1.62 | 1.62 | 1.57 |
| 15 | 1.84 | 1.86 | 0.84 | 0.84 | 1.86 | 1.84 | 1.96 | 1.86 | 1.84 | 1.86 |
| 20 | 2.71 | 2.64 | 0.72 | 0.72 | 2.8 | 2.72 | 2.77 | 2.7 | 2.81 | 2.89 |
| 25 | 3.28 | 3.05 | 0.73 | 0.73 | 3.21 | 3.15 | 3.36 | 2.89 | 2.88 | 2.72 |
| 30 | 3.3 | 3.29 | 0.92 | 0.92 | 3.38 | 3.32 | 3.33 | 3.47 | 3.07 | 2.98 |
| 35 | 4.07 | 3.73 | 0.7 | 0.7 | 3.43 | 2.98 | 3.93 | 4.03 | 3.43 | 3.48 |
| 40 | 3.98 | 3.69 | 0.68 | 0.68 | 4.14 | 4.26 | 4.51 | 4.35 | 3.725 | 3.70 |
| 45 | 3.87 | 3.73 | 0.68 | 0.68 | 4.6 | 4.3 | 4.3 | 4.24 | 3.84 | 3.79 |
| 50 | 4.18 | 3.86 | 0.78 | 0.78 | 5.6 | 5.2 | 4.4 | 4.3 | 4.97 | 4.14 |
| 55 | 4.55 | 4.05 | 0.75 | 0.75 | 5.75 | 5.4 | 4.52 | 4.4 | 5.15 | 4.94 |
| 60 | 4.8 | 4.4 | 0.95 | 0.95 | 6 | 5.98 | 5 | 4.6 | 5.95 | 5.5 |

| TABLE 14. Power Dissipation Comparison between Handoff and Imp-Handoff algorithm. |
|----------------------------------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| No. of NODES | PRIMS | ACO | PSO | FF | ICA |
| HANDOFF | IMP-HANDOFF | HANDOFF | IMP-HANDOFF | HANDOFF | IMP-HANDOFF | HANDOFF | IMP-HANDOFF | HANDOFF | IMP-HANDOFF |
| 10 | 2492021 | 2391623 | 462050 | 443276 | 2530670 | 2455710 | 2428408.52 | 2463432.7 | 2544357.97 | 2473153.53 |
| 15 | 2754155 | 2441490 | 827020 | 875379 | 2631118 | 2588016 | 2885225.06 | 2473154.9 | 2754155.04 | 2441489.77 |
| 20 | 2840292 | 2541119 | 1092722 | 909764 | 2754155 | 2441490 | 2647617.78 | 2548008.97 | 2652437.26 | 2410124 |
| 25 | 2917492 | 2687878 | 1092722 | 959848 | 2713952 | 3019215 | 2688757.35 | 2559292.12 | 2851537.79 | 3232695.04 |
| 30 | 3382745 | 2703484 | 1182434 | 1242824 | 3423210 | 3275191 | 3165843.65 | 2808571.71 | 3291597.81 | 3002076.96 |
| 35 | 3405562 | 2932499 | 1089742 | 1209764 | 3489407 | 3084088 | 3280859.07 | 2782611.80 | 3424195.39 | 3054103.17 |
| 40 | 3575977 | 3398145 | 1343508 | 1243508 | 3471749 | 3394396 | 3645523.53 | 3515301.73 | 3633655.55 | 3372037.16 |
| 45 | 3864311 | 3599702 | 1454018 | 1388359 | 3590210 | 3290191 | 3776095.12 | 3287019.33 | 3861026.43 | 3873252.92 |
| 50 | 4243743 | 3758101 | 1971775 | 1939955 | 3790210 | 3332159 | 3972132.11 | 3445324.02 | 3916967.31 | 3645621.72 |
| 55 | 4790779 | 4439574 | 2274418 | 2153286 | 3824691 | 3866317 | 4076372.87 | 3601801.67 | 4157817.42 | 4001112.82 |
| 60 | 5000000 | 4440850 | 2535491 | 2723233 | 4090210 | 3890191 | 4547617.78 | 4148008.97 | 4252437.26 | 4202076.96 |
the count of nodes to 35 and varying the number of transmissions.

**a: THROUGHPUT COMPARISON**

Table 15 and Fig. 16 in this section enlist the throughput comparison between the Handoff and Imp-Handoff algorithm by keeping the fixed number of nodes and increasing the number of transmissions.

The tabular comparison makes it clear that the cumulative throughput of the Imp-Handoff mechanism is about 3-4% more than the Handoff mechanism. The individual comparison of various algorithms by the Imp-Handoff mechanism shows that the Imp-Handoff applied to the PRIMS algorithm is about 28% efficient than the Handoff algorithm. Similarly, the Imp-Handoff applied on ACO, PSO, FF, and PSO algorithms are about 1%, 19%, 14%, and 9% efficient than the Handoff algorithm.
Further, it can also be concluded from Table 15 that for Imp-Handoff, the ACO algorithm is around 355% efficient than the PRIMS algorithm, 350% efficient than PSO, 261% than FF, and 215% efficient than ICA algorithm.

Hence, it can be concluded that by keeping the fixed number of nodes and changing the transmissions in ascending order, the throughput by the Imp-Handoff algorithm becomes better than the Handoff algorithm.

b: END-TO-END DELAY COMPARISON
The end-to-end delay comparison of the Handoff algorithm and the Imp-Handoff algorithm with said data aggregation algorithms by setting the count of nodes to 35, has been given in Table 16. The pictorial analysis of the end-to-end delay comparison of Handoff and Imp-handoff algorithms is shown in Fig. 17.

The analysis of Table 16 shows that the Imp-Handoff algorithm performs better and, on average, it is about 2% better as compared to the Handoff algorithm. By comparing individual algorithms with Imp-Handoff and Handoff, it is found that Imp-Handoff applied on the PRIMS algorithm gives about 2% better performance, ICA gives 8% better performance and rest of the algorithms mentioned in Table 16 give a slightly better or equal performance as compared to

![Image of a graph showing end-to-end delay comparison]
Handoff approach. Further, by analyzing Table 16, it becomes clear that by Imp-Handoff, the ACO algorithm is an average 82% efficient as compared to PRIMS, PSO, FF, and ICA algorithms.

Hence, Fig. 17 concludes that the end-to-end delay of the Imp-Handoff algorithm is way lesser than the Handoff algorithm and stays almost the same for all the number of transmissions, for all MST generation algorithms.

c: POWER DISSIPATION COMPARISON

The power dissipation comparison is also specified in Table 17. Table 17 depicts that, on an average, Imp-Handoff algorithm is 8% efficient in saving energy as compared to the Handoff algorithm. The Imp-Handoff on PRIMS algorithm saves 5% energy as compared to the Handoff algorithm. Similarly, the Imp-Handoff algorithm, as a fault tolerance algorithm applied on ACO, PSO, FF, and ICA;
saves about 11%, 2%, 5%, and 12% less energy as compared to the Handoff mechanism. Similar to previous result analysis sections, Fig. 18 depicts the graphical analysis of power dissipation between handoff and Imp-Handoff techniques on MST constructed by various artificial intelligence techniques.

Further, the Imp-Handoff mechanism applied to the ACO algorithm is around 68% energy efficient as compared to other algorithms viz. PRIMS, PSO, FF, and ICA algorithm.

Hence, by viewing Fig. 18 and Table 17, it is concluded that the power dissipation by the Imp-Handoff mechanism is low as compared to the existing handoff mechanism.
### TABLE 16. End-to-End Delay Comparison between Handoff and Imp-Handoff Algorithm when numbers of nodes are fixed.

| NO. OF TRANSMISSIONS | PRIMS | Handoff | IMP-Handoff | ACO | Handoff | IMP-Handoff | PSO | Handoff | IMP-Handoff | FF | Handoff | IMP-Handoff | ICA | Handoff | IMP-Handoff |
|----------------------|-------|---------|-------------|-----|---------|-------------|-----|---------|-------------|-----|---------|-------------|-----|---------|-------------|
| 100                  | 4.24  | 3.96    | 0.6         | 0.6 | 3.95    | 4.15        | 4.03| 4.27    | 3.85        | 4.54| 3.54    |               |
| 200                  | 4.55  | 4.8     | 0.84        | 0.84| 4.33    | 4.36        | 4.41| 4.45    | 4.24        | 4.02|        |               |
| 300                  | 4.31  | 4.09    | 0.6         | 0.6 | 3.92    | 3.89        | 3.93| 4.07    | 3.73        | 3.51|        |               |
| 400                  | 4.02  | 4.094   | 0.78        | 0.78| 3.74    | 3.64        | 3.95| 3.96    | 3.68        | 3.13|        |               |
| 500                  | 4.5   | 4.3     | 0.69        | 0.68| 3.86    | 3.73        | 4.05| 3.97    | 3.86        | 3.44|        |               |
| 600                  | 3.89  | 4.07    | 0.81        | 0.91| 3.73    | 3.67        | 3.70| 3.82    | 3.43        | 3.20|        |               |
| 700                  | 4.25  | 4.21    | 0.66        | 0.66| 3.86    | 3.9         | 4.15| 3.95    | 3.82        | 3.62|        |               |
| 800                  | 4.36  | 4.03    | 0.70        | 0.70| 3.53    | 3.62        | 3.72| 3.86    | 3.37        | 3.45|        |               |
| 900                  | 4.54  | 4.36    | 0.85        | 0.85| 3.92    | 3.87        | 4.09| 3.99    | 3.77        | 3.67|        |               |
| 1000                 | 4.28  | 4.23    | 0.72        | 0.72| 3.82    | 3.61        | 3.99| 3.90    | 3.78        | 3.42|        |               |

### TABLE 17. Power Dissipation Comparison between the Handoff and Imp-Handoff algorithm when numbers of nodes are fixed.

| NO. OF TRANSMISSIONS | PRIMS | Handoff | IMP-Handoff | ACO | Handoff | IMP-Handoff | PSO | Handoff | IMP-Handoff | FF | Handoff | IMP-Handoff | ICA | Handoff | IMP-Handoff |
|----------------------|-------|---------|-------------|-----|---------|-------------|-----|---------|-------------|-----|---------|-------------|-----|---------|-------------|
| 100                  | 161155.29 | 189969.0 | 20000      | 20000| 186562  | 235147.94 | 179380.2 | 25920.4  | 148563.9 | 188513.9 | 6          | 534311.2   | 4  |
| 200                  | 584841.79 | 596943.3 | 283936.8   | 283936.8| 450165.6 | 506906.72 | 523593.2 | 566790.28 | 635470.8 | 679498.8 | 4          |               |
| 300                  | 1180049.9 | 6080003.3 | 60000      | 60000| 981046.4 | 873574.2 | 616170.9 | 740031.01 | 1389977 | 1274368.3 | 35         |               |
| 400                  | 1375648.6 | 1227094.47 | 494148     | 494148 | 112810.3 | 1106779.65 | 129819.5 | 1193615.98 | 1526341 | 1574527.26 |            |               |
| 500                  | 1561695.5 | 1382153.87 | 385125.8   | 370390.78 | 161196.0 | 1651007.41 | 141395  | 1444483.64 | 1754518 | 1811521.32 | 32         |               |
| 600                  | 1814506.1 | 1785438.74 | 732649.2   | 701963.78 | 175778.1 | 1628506.64 | 231373  | 2411637.71 | 2402584 | 2726487.98 | 98         |               |
| 700                  | 2854913.6 | 2984716.38 | 593371.2   | 646051.62 | 250820.4 | 2768046.51 | 317227  | 3103220.43 | 3040416 | 3087534.51 | 51         |               |
| 800                  | 3381550.5 | 3188843.83 | 790120.9   | 772572.12 | 295873.2 | 2577411.22 | 302266  | 2818754.81 | 3429592 | 4255604.32 |            |               |
| 900                  | 3908400.3 | 3801764.48 | 118742.3   | 1170712.75 | 3515382 | 3515822.51 | 329474  | 3139388.47 | 4540862 | 4725489.93 | 93         |               |
| 1000                 | 4623295.8 | 4608897.77 | 221940.8   | 1504597.15 | 449029.8 | 4300973.56 | 418278  | 3787592.56 | 4818306 | 4725489.93 | 93         |               |

### VIII. CONCLUSION AND FUTURE SCOPE

The result analysis of section VII makes it clear that the proposed NLFFT model for fault tolerance (shown in section IV) is successful when any node or link failure occurs in the sensor networks. The supportive Imp-QMST and Imp-Handoff algorithms are found to be way better than QMST and Handoff algorithm in terms of throughput, end-to-end delay, and power dissipation. In the mentioned result analysis section, four swarm intelligence techniques (ACO, PSO, FF, and ICA) and one traditional PRIMS algorithm have been applied to generate MST to support data aggregation, and then fault tolerance mechanism is imposed according to the proposed NLF fault-tolerance model.

Simulation results depict that as compared to basic techniques, i.e. Q-MST and Handoff algorithm, the proposed NLFFT model improves the performance of WSN around 7%. The comparison of the individual algorithm shows that the Imp-QMST gives about 6% improved throughput, 5% lesser end-to-end delay, and 6% less power consumption as compared to the QMST algorithm. Similarly, Imp-Handoff improves about 4% throughput, 6% lesser end-to-end delay, and 7% less power consumption as compared to the Handoff algorithm. Hence, the proposed NLFFT model proves the improved performance in terms of throughput, end-to-end delay, and power consumption.

Though the complexity of the proposed algorithms in the NLFFT model is increased by involving more than one parameter, i.e. battery power, cost of edges but the competent results go on to prove the efficacy of the proposed NLFFT model and shows that it can be applied to handle node or link failures.

Further, as the proposed NLFFT fault tolerance model is applied to the statically deployed sensor nodes only, it can be extended and applied to the dynamically deployed...
sensor networks also. This work can also be extended in Internet-based applications by adding some security protocols and regulations.
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